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Abstract
In [JL], Joseph and Lamprou generalized Littelmann’s path model for Kac–Moody
algebras to the case of generalized Kac–Moody algebras. We show that Joseph–
Lamprou’s path model can be embedded into Littelmann’s path model for a certain
Kac–Moody algebra constructed from the Borcherds–Cartan datum of a given gen-
eralized Kac–Moody algebra; note that this is not an embedding of crystals. Using
this embedding, we give a new proof of the isomorphism theorem for path crystals,
obtained in [JL, §7.4]. Moreover, for Joseph–Lamprou’s path crystals, we give a
decomposition rule for tensor product and a branching rule for restriction to Levi
subalgebras. Also, we obtain a characterization of standard paths in terms of a
certain monoid which can be thought of as a generalization of a Weyl group.
1 Introduction
The quantized universal enveloping algebra Uq(g) associated with a symmetrizable Kac–Moody
algebra g was introduced independently by V. G. Drinfel’d ([D]) and M. Jimbo ([Ji]). It is a non-
commutative and non-cocommutative Hopf algebra that can be thought of as a q-deformation of
the universal enveloping algebra U(g) of g. Also, G. Lusztig ([Lu]) and M. Kashiwara ([Kas1-4])
independently developed the theory of crystal bases (or canonical bases). In particular, crystal
bases can be regarded as bases at the limit “q = 0”, where many of the problems in representation
theory can be reduced to combinatorial ones.
In [JKK, JKKS, Kan], a theory parallel to the above was developed for generalized Kac–
Moody algebras, which is a new class of infinite-dimensional Lie algebras introduced by R.
Borcherds in his study of the Conway–Norton monstrous moonshine ([B1-2, CN]). The rep-
resentation theory of generalized Kac–Moody algebras is very similar to that of Kac–Moody
algebras, and many results for Kac–Moody algebras can be extended to the case of generalized
Kac–Moody algebras. However, there indeed exist some differences between these Lie algebras.
In particular, generalized Kac–Moody algebras have imaginary simple roots, which have norms
at most 0; they cause some pathological phenomena.
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Motivated by the crystal basis theory, P. Littelmann introduced a path model for integrable
highest weight modules over the quantized universal enveloping algebra of a symmetrizable Kac–
Moody algebra ([Li1-2]). Soon after, it was shown in [Jo, Kas5] that Littelmann’s path model
provides a combinatorial realization of crystal bases of integrable highest weight modules. In
Littelmann’s path model, each crystal basis element is realized as a Lakshmibai–Seshadri path
(LS path for short), which is a pair (w;a) of a decreasing sequence of Weyl group elements
w = (w1 ≥ w2 ≥ · · · ≥ wk) (in the Bruhat order) and an increasing sequence of rational
numbers a = (0 = a0 < a1 < · · · < ak = 1), with certain integrality conditions. In [JL], A.
Joseph and P. Lamprou generalized Littelmann’s path model to the case of generalized Kac–
Moody algebras. They introduced generalized Lakshmibai–Seshadri paths (GLS paths for short),
and considered the crystal B(λ) of all GLS paths of shape λ. Moreover, they showed that the
(formal) character of B(λ) coincides with the generating function for the weights given by the
Weyl–Kac–Borcherds character formula for the integrable highest weight module with highest
weight λ over a generalized Kac–Moody algebra.
In this paper, we introduce a new tool, which we call an embedding of path models. This is an
embedding of the path crystal B(λ) of GLS paths of shape λ for a given generalized Kac–Moody
algebra g into the path crystal B˜(λ˜) of ordinary LS paths of shape λ˜ for a certain Kac–Moody
algebra g˜ (Proposition 4.1.2); note that this is not an embedding of crystals. As an application
of this embedding, we give a new proof of the isomorphism theorem for path crystals, obtained
in [JL, §7.4]; in fact, this is a special case of the following more general result:
Theorem 1.0.1 Let λ ∈ P+ be a dominant integral weight, and let λ1, . . . , λn be integral weights
in the Tits cone WP+ (see §4) such that λ = λ1 + · · · + λn, and such that the concatenation
πλ1⊗· · ·⊗πλn of the straight-line paths πλ1 , . . . , πλn is a dominant path, i.e.,
(
πλ1⊗· · ·⊗πλn
)
(t) ∈∑
η∈P+ R≥0η for all t ∈ [0, 1]. Then, we have an isomorphism of crystals:
B(λ) ∼= F(πλ1 ⊗ · · · ⊗ πλn),
where F is the monoid generated by root operators fi, i ∈ I (see §3.1).
First, we associate a certain monoidW with a given Borcherds–Cartan matrix, which can be
thought of as a generalization of a Weyl group; indeed, this monoid has many nice combinatorial
properties such as the (Strong) Exchange Property, Deletion Property,Word Property, and Lifting
Property. Then, we give a characterization of standard paths in terms of the Bruhat order on
the monoid W (Theorem 5.2.2), generalizing the corresponding result [Li3, Theorem 10.1] for
Kac–Moody algebras, due to P. Littelmann. By using this characterization of standard paths,
we recover the crystal isomorphism theorem between Joseph–Lamprou’s path crystal and the
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crystal basis of the integrable highest weight Uq(g)-module, which is a special case of Theorem
1.0.1, as follows.
Theorem 1.0.2 For each dominant integral weight λ ∈ P+, we have the following isomorphism
of crystals:
B(λ) ∼= B(λ),
where B(λ) denotes the crystal basis of the integrable highest weight Uq(g)-module V (λ) with
highest weight λ.
Consequently, we obtain an embedding:
B(λ) →֒ B˜(λ˜),
where B˜(λ˜) denotes the crystal basis of the integrable highest weight Uq(g˜)-module V˜ (λ˜) with
highest weight λ˜. This embedding is not necessarily a morphism of crystals. However, it is a
quasi-embedding of crystals in the sense of §4.1 below; for the precise statement, see §4 and §6.
By using these results, we obtain the following decomposition rules.
Theorem 1.0.3 (Decomposition Rule for tensor products). Let λ, µ ∈ P+, then we have
B(λ)⊗ B(µ) ∼=
⊔
π∈B(µ)
π˜ : λ˜-dominant
B
(
λ+ π(1)
)
.
Here, π˜ ∈ B˜(µ˜) denotes the image of π ∈ B(µ) under the embedding B(µ) →֒ B˜(µ˜), and it is said
to be λ˜-dominant if π˜(t) + λ˜ belongs to the dominant Weyl chamber of g˜ for all t ∈ [0, 1].
Theorem 1.0.4 (Branching Rule for restriction to Levi subalgebras). Let λ ∈ P+. For a sub-
set S ⊂ I, we denote by gS the corresponding Levi subalgebra of g, by g˜S˜ the one for g˜ (see §7.2),
and by BS(λ) the set of GLS paths of shape λ for gS. Then,
B(λ) ∼=
⊔
π∈B(λ)
π˜ : g˜
S˜
-dominant
BS
(
π(1)
)
as gS-crystals.
Here, π˜ ∈ B˜(λ˜) denotes the image of π ∈ B(λ) under the embedding B(λ) →֒ B˜(λ˜), and it is said
to be g˜
S˜
-dominant if π˜(t) belongs to the dominant Weyl chamber of g˜
S˜
for all t ∈ [0, 1].
Note that these theorems extend the corresponding (well-known) results for Kac–Moody algebras
(see [Kas1-2,4, Li1-2]).
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This paper is organized as follows. In Section 2, we recall some elementary facts about
generalized Kac–Moody algebras, and introduce the monoidW. In Section 3, we review Joseph–
Lamprou’s path model. In Section 4, we introduce our main tool, which we call an embedding
of path models, and then give a new proof of the isomorphism theorem for path crystals. In
Section 5, we give a characterization of standard paths. In Section 6, we prove that the crystal of
GLS paths of shape λ is isomorphic to the crystal basis of the integrable highest weight module
with highest weight λ. In Section 7, we obtain some decomposition rules for path crystals for
generalized Kac–Moody algebras. In the Appendix, we give the (postponed) proofs of results on
the monoid W stated in Section 2.
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2 Preliminaries
2.1 Generalized Kac–Moody algebras
In this subsection, we recall some fundamental facts about generalized Kac–Moody algebras.
For more details, we refer the reader to [Bo1-2, JKK, JKKS, JL, Kac, Kan].
Let I be a countable index set. We call A = (aij)i,j∈I a Borcherds–Cartan matrix if the
following three conditions are satisfied: (1) aii = 2 or aii ∈ Z≤0 for each i ∈ I; (2) aij ∈
Z≤0 for all i, j ∈ I, with i 6= j; (3) aij = 0 if and only if aji = 0 for each i, j ∈ I, with i 6= j.
An index i ∈ I is said to be real if aii = 2, and imaginary if aii ≤ 0. Denote by I
re := {i ∈
I | aii = 2} the set of real indices, and by I
im := {i ∈ I | aii ≤ 0} = I \ I
re the set of imaginary
indices. A Borcherds–Cartan matrix A is said to be symmetrizable if there exists a diagonal
matrix D = diag(di)i∈I , with di ∈ Z>0, such that DA is symmetric. Also, if aii ∈ 2Z for all
i ∈ I, then A is said to be even. In §6 and §7, we assume that the Borcherds–Cartan matrix is
symmetrizable and even. Until then, we take an arbitrary Borcherds–Cartan matrix.
For a given Borcherds–Cartan matrix A = (aij)i,j∈I , a Borcherds–Cartan datum is a quintuple(
A,Π := {αi}i∈I , Π
∨ := {α∨i }i∈I , P, P
∨
)
, where Π and Π∨ are the sets of simple roots and
simple coroots, respectively, P ∨ is a coweight lattice, and P := HomZ(P
∨,Z) is a weight lattice.
We set h := P ∨ ⊗Z C, and call it the Cartan subalgebra. Let h
∗ := HomC(h,C) denote the
full dual space of h. In this paper, we assume that Π∨ ⊂ h and Π ⊂ h∗ are both linearly
4
independent over C. Let P+ := {λ ∈ P | α∨i (λ) ≥ 0 for all i ∈ I} be the set of dominant integral
weights, and Q :=
⊕
i∈I Zαi the root lattice; we set Q
+ :=
∑
i∈I Z≥0αi. Also, we write µ ≻ ν if
µ− ν ∈ Q+. Let g be the generalized Kac–Moody algebra associated with a Borcherds–Cartan
datum (A,Π,Π∨, P, P ∨). We have the root space decomposition g =
⊕
α∈h∗ gα, where gα := {x ∈
g | ad(h)(x) = h(α)x for all h ∈ h}, and h = g0. Denote by ∆ := {α ∈ h
∗ | gα 6= {0}, α 6= 0} the
root system, and by ∆+ the set of positive roots. Note that ∆ ⊂ Q ⊂ P and ∆ = ∆+ ⊔ (−∆+).
Let ri ∈ GL(h
∗), i ∈ Ire, denote the simple reflections defined by ri(µ) := µ−α
∨
i (µ)αi for µ ∈ h
∗.
The subgroup Wre ⊂ GL(h
∗) generated by the simple reflections ri, i ∈ I
re, is a Coxeter group.
Set ∆im :=WreΠim, where Πim := {αi}i∈Iim ; note that ∆im ⊂ ∆
+. Also, we set ∆re =WreΠre,
where Πre := {αi}i∈Ire, and ∆
+
re := ∆re ∩ ∆
+; note that ∆re is the set of real roots. As in
the case of ordinary Kac–Moody algebras, it is easily checked that the coroot β∨ := wα∨i of
β = wαi ∈ ∆
+
re ⊔∆im is well-defined (see [JL, §2.1.9]).
2.2 The monoid W and its properties
In this subsection, we associate a certain monoid W to a given Borcherds–Cartan datum. For
an ordinary Cartan datum, namely, a Borcherds–Cartan datum with I im = ∅, the associated
monoidW is in fact a Weyl group of this Cartan datum. So, this monoid can be thought of as a
generalization of a Weyl group. Also, we obtain some combinatorial properties of this monoid.
Since several results stated in this subsection are not used explicitly in this paper, we postpone
giving the proofs of these results to the Appendix.
Let
(
A = (aij)i,j∈I , Π = {αi}i∈I , Π
∨ = {α∨i }i∈I , P, P
∨
)
be a Borcherds–Cartan datum as in
the previous section. If we define ri ∈ GL(h
∗), i ∈ I im, by ri(µ) := µ− α
∨
i (µ)αi for µ ∈ h
∗, then
the inverse of ri is as follows:
r−1i (µ) = µ+
1
1− aii
α∨i (µ)αi for µ ∈ h
∗.
Note that this ri has an infinite order in GL(h
∗). Still, we can verify that the element rβ :=
wriw
−1 ∈ GL(h∗) for β = wαi ∈ ∆
+
re ⊔∆im and w ∈ Wre, is well-defined. By convention, we call
rβ the reflection with respect to the root β.
Definition 2.2.1 Let W denote the monoid generated by the elements r˜i, i ∈ I, subject to the
following relations:
(1) r˜2i = 1 for all i ∈ I
re;
(2) if i, j ∈ Ire, i 6= j, and the order of rirj ∈ GL(h
∗) is m ∈ {2, 3, 4, 6}, then we have
(r˜ir˜j)
m = (r˜j r˜i)
m = 1;
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(3) let i ∈ I im. Then for all j ∈ I \ {i} such that aij = 0, we have r˜ir˜j = r˜j r˜i.
Each element w ∈ W can be written as a product w = r˜ik · · · r˜i2 r˜i1 of generators r˜i, i ∈ I. If
the number k is minimal among all the expressions for w of the form above, then k is called
the length of w and the expression r˜ik · · · r˜i2 r˜i1 is called a reduced expression. In this case, we
write ℓW(w) = ℓ(w) := k. Since the ri ∈ GL(h
∗), i ∈ I, satisfy the conditions (1), (2) and (3) of
Definition 2.2.1, we have the following (well-defined) homomorphism of monoids:
W −→ GL(h∗), r˜i 7−→ ri (i ∈ I).
By abuse of notation, we also write ri for r˜i in W.
Conjecture 2.2.2 The homomorphism W −→ GL(h∗) defined above is injective.
In order to study properties of the monoid W, we introduce a Coxeter group W.
Definition 2.2.3 We set I˜ := {(i, 1)}i∈Ire ⊔ {(i,m)}i∈Iim,m∈Z≥1 ⊂ I × Z. Let W denote the
Coxeter group associated with the Coxeter matrix X =
(
x(i,m),(j,n)
)
(i,m),(j,n)∈I˜
given by:
(1) x(i,m),(i,m) = 1 for all (i,m) ∈ I˜;
(2) if i, j ∈ Ire, then x(i,1),(j,1) is the order of rirj in GL(h
∗);
(3) let i ∈ I im and m ∈ Z≥1. Then for all (j, n) ∈ I˜ \ {(i,m)}, we have
x(i,m),(j,n) = x(j,n),(i,m) =
{
2 if aij = 0,
∞ otherwise.
Let s(i,m), (i,m) ∈ I˜, denote the simple reflections of W, and let ℓW : W −→ Z≥1 denote the
length function of W (see [Hu, §5.2]).
For notational simplicity, we use “multi-index” notation. We write (i,m) = ((is, ms))
k
s=1 =
((ik, mk), . . . , (i2, m2), (i1, m1)) if i = (ik, . . . , i2, i1) ∈ I
k and m = (mk, . . . , m2, m1) ∈ Z
k for
k ≥ 0, and call it an ordered index if ms = 1 for is ∈ I
re, and if mxq = q for all q = 1, 2, . . . , p,
where {x1, x2, . . . , xp} = {1 ≤ x ≤ k | ix = i}, with 1 ≤ x1 < x2 < · · · < xp ≤ k, for
i ∈ I im. We set I :=
⋃∞
k=1 I
k, I˜ :=
⋃∞
k=1 I˜
k, and denote by I˜ord the set of all ordered indices.
Note that if (i,m) ∈ I˜ord, then m is determined uniquely by i. Therefore, we have a bijection
I → I˜ord, i 7→ (i,m).
Example 2.2.4 If I = {1, 2, 3}, Ire = {1} and I im = {2, 3}, then I˜ = {(1, 1)} ⊔ {(2, m),
(3, m)}m∈Z≥1. An ordered index (i,m) ∈ I˜ord corresponding to i = (3, 1, 3, 3, 1, 2, 3, 1, 3, 2, 1, 2) ∈
I is as follows:
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(i,m) =
(
(3, 5), (1, 1), (3, 4), (3, 3), (1, 1), (2, 3), (3, 2), (1, 1), (3, 1), (2, 2), (1, 1), (2, 1)
)
.
Now, we define a subset V ⊂ W by V := {S(i,m) ∈ W | (i,m) ∈ I˜ord}, where S(i,m) :=
s(ik,mk) · · · s(i2,m2)s(i1,m1) with i = (ik, . . . , i2, i1) and m = (mk, . . . , m2, m1); note that V is not a
subgroup of W since it is not closed under multiplication. Also, we write Ri := rik · · · ri2ri1 ∈ W
with i = (ik, . . . , i2, i1) ∈ I.
Lemma 2.2.5 The map (not necessarily a homomorphism of monoids) given below is bijective.
σ :W −→ V, Ri 7−→ S(i,m),
where the m for which (i,m) ∈ I˜ord is determined uniquely by i.
Observe that ℓW(w) = ℓW
(
σ(w)
)
for each w ∈ W, and that Wre (see §2.1) and 〈r˜i | i ∈
Ire〉monoid ⊂ W are isomorphic as groups, where 〈r˜i | i ∈ I
re〉monoid denotes the submonoid of W
generated by r˜i, i ∈ I
re; note that this submonoid 〈r˜i | i ∈ I
re〉monoid is in fact a group since each
r˜i, i ∈ I
re, is an involution by Definition 2.2.1 (1). Hence we may (and do) regard the groupWre
as a submonoid ofW. Also, it is clear that the correspondence,W ∋ wr˜iw
−1 7→ wriw
−1 ∈ GL(h∗)
for w ∈ Wre and i ∈ I, is injective. For this reason, we write rw(αi) for wriw
−1 in W.
Definition 2.2.6 (cf. [BB, Hu]). For w ∈ W and β ∈ ∆+re ⊔ ∆im, we write w → rβw or
w
β
−→ rβw if ℓ(rβw) > ℓ(w). Also, we define a partial order ≤ on W as follows: w ≤ w
′ in W
if there exist w0, w1, . . . , wl ∈ W such that w = w0 → w1 → · · · → wl = w
′. We call this partial
order on W the Bruhat order.
Note that w → rβw for all w ∈ W and β ∈ ∆im.
As a corollary of Lemma 2.2.5, we can show that the Word Property (cf. [BB, Theorem
3.3.1]) holds for W. Also, the following Exchange Property (cf. [BB, Hu]) holds for W.
Corollary 2.2.7 (Strong Exchange Property for real roots; cf. [BB, Hu]). Let w = rik · · · ri1
∈ W. If there exists β ∈ ∆+re such that ℓ(rβw) < ℓ(w), then there exists some is ∈ I
re, 1 ≤ s ≤ k,
such that rβw = rik · · · r̂is · · · ri1, where r̂is indicates that the ris is omitted in the expression.
Moreover, if rik · · · ri1 is a reduced expression, then the is ∈ I
re above is uniquely determined.
Corollary 2.2.8 (Strong Exchange Property for imaginary roots; cf. [BB, Hu]). Let β = wαi
∈ ∆im, i ∈ I
im, w ∈ Wre, and let v, v
′ ∈ W. If v′
β
−→ v, then an expression of v′ is obtained
from the expression v = rik · · · ri1 by omitting the leftmost ri, i.e., if {x1, . . . , xp} = {1 ≤ x ≤ k |
ix = i} with 1 ≤ x1 < x2 < · · · < xp ≤ k, then v
′ = rik · · · r̂ixp · · · rix2 · · · rix1 · · · ri1.
By an argument similar to the one for [JL, Lemma 2.2.3], we can show that W has the
following property.
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Lemma 2.2.9 (cf. [JL, Lemma 2.2.3]). Let λ ∈ P+ and i ∈ I im. If there exists 1 6= w ∈ Wre
such that riwλ /∈ P
+, then there exists j ∈ Ire such that riwλ = rjriw
′λ, where w′ = rjw with
ℓ(w′) = ℓ(w)− 1, and such that rirj = rjri in W. Therefore, there exist w1, w2 ∈ Wre such that
w = w1w2 with ℓ(w) = ℓ(w1) + ℓ(w2), and such that riw1 = w1ri in W, riw2λ ∈ P
+.
Definition 2.2.10 (cf. [JL, §2.2.6]). Let w = wkrik · · ·w1ri1w0 ∈ W be a reduced expression,
where i1, . . . , ik ∈ I
im and w0, w1, . . . , wk ∈ Wre. We call this expression a dominant reduced
expression if it satisfies
risws−1ris−1 · · ·w1ri1w0(P
+) ⊂ P+
for all s = 1, 2, . . . , k.
Note that every w ∈ W has at least one dominant reduced expression. Indeed, if we choose an
expression of the form above in such a way that the sequence
(
ℓ(w0), ℓ(w1), . . . , ℓ(wk)
)
is minimal
in lexicographic order among all the reduced expressions of the form above, then it is a dominant
reduced expression by Lemma 2.2.9.
Lemma 2.2.11 (cf. [JL, Lemma 2.2.2]). For every λ ∈ P+, we have StabW(λ) := {w ∈ W |
w(λ) = λ} = 〈ri | α
∨
i (λ) = 0〉monoid, where the right-hand side is the monoid generated by those
ri, i ∈ I, for which α
∨
i (λ) = 0.
3 Joseph–Lamprou’s path model
In this section, following [JL], we review Joseph–Lamprou’s path model for generalized Kac–
Moody algebras.
3.1 Root operators
Let hR denote a real form of h, and h
∗
R be its full dual space. Let P be the set of all piecewise-
linear continuous maps π : [0, 1] −→ h∗R such that π(0) = 0 and π(1) ∈ P , where we set
[0, 1] := {t ∈ R | 0 ≤ t ≤ 1}. Also, we set Hπi (t) := α
∨
i
(
π(t)
)
for t ∈ [0, 1], and then mπi :=
min{Hπi (t) | H
π
i (t) ∈ Z, t ∈ [0, 1]}. Remark that we do not identify two paths π1, π2 ∈ P even
if there exist piecewise linear, nondecreasing, surjective, continuous maps ψ1, ψ2 : [0, 1] −→ [0, 1]
such that π1 ◦ ψ1 = π2 ◦ ψ2.
Now we define the root operators ei, fi : P −→ P ⊔ {0} for i ∈ I. First, we set f
i
+(π) :=
max{t ∈ [0, 1] | Hπi (t) = m
π
i }. If f
i
+(π) < 1, then we can define f
i
−(π) := min{t ∈ [f
i
+(π), 1] |
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Hπi (t) = m
π
i + 1}. In this case, we set
(fiπ)(t) :=

π(t) t ∈ [0, f i+(π)],
π
(
f i+(π)
)
+ri
(
π(t)− π
(
f i+(π)
))
= π(t)−
(
Hπi (t)−m
π
i
)
αi t ∈ [f
i
+(π), f
i
−(π)],
π(t)− αi t ∈ [f
i
−(π), 1].
Otherwise (i.e., if f i+(π) = 1), we set fiπ := 0.
Next, we define the operator ei for i ∈ I
re. Set ei+(π) := min{t ∈ [0, 1] | H
π
i (t) = m
π
i }. If
ei+(π) > 0, then we can define e
i
−(π) := max{t ∈ [0, e
i
+(π)] | H
π
i (t) = m
π
i + 1}. In this case, we
set
(eiπ)(t) :=

π(t) t ∈ [0, ei−(π)],
π
(
ei−(π)
)
+ri
(
π(t)− π
(
ei−(π)
))
= π(t)−
(
Hπi (t)−m
π
i − 1
)
αi t ∈ [e
i
−(π), e
i
+(π)],
π(t) + αi t ∈ [e
i
+(π), 1].
Otherwise (i.e., if ei+(π) = 0), we set eiπ := 0.
Finally, we define the operator ei for i ∈ I
im. Set ei−(π) := f
i
+(π). If e
i
−(π) < 1 and there
exists t ∈ [ei−(π), 1] such that H
π
i (t) ≥ m
π
i + 1 − aii, then we can define e
i
+(π) := min{t ∈
[ei−(π), 1] | H
π
i (t) = m
π
i + 1 − aii}. We set eiπ := 0 if e
i
−(π) = 1, or e
i
−(π) < 1 and H
π
i (t) <
mπi + 1 − aii for all t ∈ [e
i
−(π), 1], or e
i
−(π) < 1 and there exists t ∈ [e
i
−(π), 1] such that
Hπi (t) ≥ m
π
i + 1− aii and H
π
i (s) ≤ m
π
i − aii for some s ∈ [e
i
+(π), 1]. Otherwise, we set
(eiπ)(t) :=

π(t) t ∈ [0, ei−(π)],
π
(
ei−(π)
)
+r−1i
(
π(t)− π
(
ei−(π)
))
= π(t) + 1
1−aii
(
Hπi (t)−m
π
i
)
αi t ∈ [e
i
−(π), e
i
+(π)],
π(t) + αi t ∈ [e
i
+(π), 1].
Remark 3.1.1 From the definition of the root operator fi, i ∈ I, there exists a continuous
function ψ : [0, 1] −→ [0, 1] which depends only on the function Hπi (t) such that ψ(t) = 0 for
t ∈ [0, f i+(π)], ψ(t) = H
π
i (t)−m
π
i ∈ [0, 1] for t ∈ [f
i
+(π), f
i
−(π)], ψ(t) = 1 for t ∈ [f
i
−(π), 1], and
such that (fiπ)(t) = π(t)−ψ(t)αi for all t ∈ [0, 1] if fiπ 6= 0. Similar property holds for the root
operator ei, i ∈ I.
3.2 Generalized Lakshmibai–Seshadri paths
Let λ ∈ P+. We write µ ≥ ν for µ, ν ∈ Wλ := {wλ ∈ P | w ∈ W} if there exists a sequence
of elements µ = λ0, λ1, . . . , λk = ν in Wλ and positive roots β1, . . . , βk ∈ ∆
+
re ⊔ ∆im such that
λs−1 = rβsλs and β
∨
s (λs) > 0 for s = 1, . . . , k. This relation≥ onWλ defines a partial order. Note
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that λ is minimum in Wλ with respect to this partial order. For µ, ν ∈ Wλ and β ∈ ∆+re ⊔∆im,
we write µ
β
←− ν if µ = rβν, β
∨(ν) > 0, and µ covers ν by this partial order; in this case, β is
determined uniquely by µ and ν, and we have µ − ν = rβν − ν = −β
∨(ν)β ∈ −Q+. Note that
the direction of the arrow
β
←− defined above and that of the Joseph–Lamprou’s one defined in
[JL, §5.1.1] are opposite. From the definitions, it follows that the natural surjection W −→Wλ
preserves the partial orders on W and Wλ. In [JL], Joseph–Lamprou generalized the notion of
Lakshmibai–Seshadri paths to the case of generalized Kac–Moody algebras as follows.
Definition 3.2.1 ([JL, §5.2.1]). For a rational number a ∈ (0, 1] and µ, ν ∈ Wλ with µ ≥ ν,
an a-chain for (µ, ν) is a sequence µ = ν0
β1
←− ν1
β2
←− · · ·
βk←− νk = ν of elements in Wλ such that
for each s = 1, 2, . . . , k, aβ∨s (νs) ∈ Z>0 if βs ∈ ∆
+
re, and aβ
∨
s (νs) = 1 if βs ∈ ∆im.
Note that if there exists an a-chain for (µ, ν), then we have a(µ− ν) ∈ −Q+.
Definition 3.2.2 ([JL, §5.2.2]). Let λ = (λ1 > λ2 > · · · > λk) be a sequence of elements in
Wλ, and a = (0 = a0 < a1 < · · · < ak = 1) a sequence of rational numbers. Then, the pair
π = (λ;a) is called a generalized Lakshmibai–Seshadri path (GLS path for short) of shape λ if
it satisfies the following conditions (called the chain condition): (i) there exists an as-chain for
(λs, λs+1) for each s = 1, 2, . . . , k − 1; (ii) there exists a 1-chain for (λk, λ).
In this paper, we regard the pair π = (λ;a) as a path belonging to P by π(t) :=
∑s−1
l=1 (al −
al−1)λl+(t− as−1)λs for as−1 ≤ t ≤ as and s = 1, 2, . . . , k. Note that π(1) ∈ λ−Q
+. We denote
by B(λ) the set of all GLS paths of shape λ.
Remark 3.2.3 (1) Joseph–Lamprou’s GLS paths for an ordinary Cartan datum (namely, I im =
∅) are in fact identical with Littelmann’s LS paths. (2) Note that the GLS path π is an integral
and monotone path (see [JL, §5.3.7–§5.3.9]), i.e., any local minimums of Hπi (t) are integers,
and Hπi (t) is monotone in the intervals [f
i
+(π), f
i
−(π)] and [e
i
−(π), e
i
+(π)] for all i ∈ I. Hence,
for a GLS path π ∈ B(λ) for λ ∈ P+, we see that fiπ 6= 0 in B(λ) if and only if H
π
i (1) ≥ m
π
i +1;
eiπ 6= 0 in B(λ) for i ∈ I
re if and only if mπi ≤ −1; and eiπ 6= 0 in P for i ∈ I
im if and only if
Hπi (1) ≥ m
π
i + 1− aii.
3.3 Crystal structure on B(λ)
In this subsection, we define a crystal structure on B(λ). Let π = (λ;a) = (λ1, . . . , λk; 0 =
a0, a1, . . . , ak = 1) ∈ B(λ) be a GLS path of shape λ. In this paper, we allow repetitions in λ
and a for convenience; namely, we assume that λ1 ≥ · · · ≥ λk and 0 = a0 ≤ a1 ≤ · · · ≤ ak = 1.
We set f i± = f
i
±(π) for i ∈ I. Then it follows that f
i
+ = ap for some 0 ≤ p ≤ k. Also, if
fiπ ∈ P, then aq−1 ≤ f
i
− ≤ aq for some p+ 1 ≤ q ≤ k.
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Proposition 3.3.1 ([JL, Proposition 6.1.2]). Fix i ∈ Ire, and let π ∈ B(λ) be as above. If
fiπ ∈ P, then
fiπ = (λ1, . . . , λp, riλp+1, . . . , riλq, λq, . . . , λk; a0, . . . , aq−1, f
i
−, aq, . . . , ak),
and, moreover, fiπ ∈ B(λ).
Proposition 3.3.2 ([JL, Proposition 6.1.3]). Fix i ∈ I im, and let π ∈ B(λ) be as above. If
fiπ ∈ P, then f
i
+ = 0 and
fiπ = (riλ1, . . . , riλq, λq, . . . , λk; a0, . . . , aq−1, f
i
−, aq, . . . , ak).
Moreover, in this case, fiπ ∈ B(λ) and α
∨
i (λ1) = α
∨
i (λ2) = · · · = α
∨
i (λq) =
1
f i−
. Hence we have
fiπ =
(
λ1 −
αi
f i−
, . . . , λq −
αi
f i−
, λq, . . . , λk; a0, . . . , aq−1, f
i
−, aq, . . . , ak
)
.
From Proposition 3.3.2, we see that the action of fi, i ∈ I
im, on π ∈ B(λ) is determined
completely by f i−, and that ri (and r
−1
i ) commutes with the reflections with respect to the
positive roots appearing in a-chains of π for 0 < a ≤ f i−.
We set ei± = e
i
±(π) for i ∈ I. Then it follows that e
i
+ = aq for some 0 ≤ q ≤ k. Now, let
i ∈ Ire. If eiπ ∈ P, then we have ap−1 ≤ e
i
− ≤ ap for some 0 ≤ p ≤ q.
Proposition 3.3.3 ([JL, Proposition 6.2.1]). Fix i ∈ Ire, and let π ∈ B(λ). If eiπ ∈ P, then
eiπ = (λ1, . . . , λp, riλp, . . . , riλq, λq+1, . . . , λk; a0, . . . , ap−1, e
i
−, ap, . . . , ak),
and, moreover, eiπ ∈ B(λ).
Next, we fix i ∈ I im. Note that eiπ ∈ P does not necessarily imply eiπ ∈ B(λ).
Proposition 3.3.4 Fix i ∈ I im, and let π ∈ B(λ). If eiπ ∈ B(λ), then e
i
− = 0 and
eiπ = (r
−1
i λ1, . . . , r
−1
i λq, λq+1, . . . , λk; a0, . . . , aq−1, e
i
+ = aq, . . . , ak).
Moreover, in this case, ei+α
∨
i (λq) = 1 − aii and α
∨
i (λ1) = α
∨
i (λ2) = · · · = α
∨
i (λq) =
1−aii
ei+
> 0.
Hence we have
eiπ =
(
λ1 +
αi
ei+
, . . . , λq +
αi
ei+
, λq+1, . . . , λk; a0, . . . , aq−1, e
i
+ = aq, . . . , ak
)
.
From Proposition 3.3.4, we see that the action of ei, i ∈ I
im, on π ∈ B(λ) is determined
completely by ei+, and that ri (and r
−1
i ) commutes with the reflections with respect to the
positive roots appearing in a-chains of π for 0 < a ≤ ei+ = aq.
We only give the proof of Proposition 3.3.4; for the proofs of Propositions 3.3.1–3.3.3, we
refer the reader to [JL, §6.1–§6.2]. For this purpose, we need the following refinement of [JL,
Lemma 7.3.6]. For µ = λ−
∑
i∈I miαi ∈ λ−Q
+, we set depthλi (µ) := mi.
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Lemma 3.3.5 Let µ, ν ∈ Wλ, and let a ∈ (0, 1] be a rational number, µ = ν0
β1
←− ν1
β2
←− · · ·
βk←−
νk = ν an a-chain for (µ, ν). If there exists βs = wαi with 1 ≤ s ≤ k, i ∈ I
im and w ∈ Wre
in this a-chain (that is, if depth0i (µ − ν) > 0) such that aα
∨
i (µ) ≤ 1 − aii, then βs = αi and
aα∨i (µ) = 1− aii. Therefore, r
−1
i µ ∈ Wλ, and there exists an a-chain for (r
−1
i µ, ν).
Proof . Suppose the contrary, i.e., that aα∨i (µ) < 1 − aii. In addition, suppose that βs =
wαi 6= αi. If we write βs = wαi = αi + γ for some γ ∈ Z≥0Πre \ {0}, then it follows that
α∨i (γ) ≤ −1, and hence α
∨
i (βs) = aii + α
∨
i (γ) ≤ aii − 1. Also, we have 1 − aii > aα
∨
i (µ) =
aα∨i (νs) − aβ
∨
s (νs)α
∨
i (βs) −
∑s−1
l=1 aβ
∨
l (νl)α
∨
i (βl) ≥ aα
∨
i (νs) + (1 − aii) −
∑s−1
l=1 aβ
∨
l (νl)α
∨
i (βl).
Therefore, we obtain 0 > aα∨i (νs) −
∑s−1
l=1 aβ
∨
l (νl)α
∨
i (βl) ≥ 0, which is a contradiction. Thus,
we must have βs = αi. In this case, we have 1 − aii > aα
∨
i (µ) = aα
∨
i (νs) − aα
∨
i (νs)α
∨
i (αi) −∑s−1
l=1 aβ
∨
l (νl)α
∨
i (βl) = 1 − aii −
∑s−1
l=1 aβ
∨
l (νl)α
∨
i (βl), and hence 0 > −
∑s−1
l=1 aβ
∨
l (νl)α
∨
i (βl) ≥ 0,
which is again a contradiction. Thus, we must have aα∨i (µ) = 1 − aii. Consequently, it follows
from [JL, Lemma 7.3.6] that r−1i µ ∈ Wλ and that there exists an a-chain for (r
−1
i µ, ν). 
Proof of Proposition 3.3.4.
Suppose the contrary, i.e., that aq−1 < e
i
+ < aq. Then, there exists an e
i
+-chain for (r
−1
i λq, λq). In
particular, r−1i λq > λq. Also, we have ri(r
−1
i λq) = λq, and α
∨
i (r
−1
i λq) = α
∨
i
(
λq+
1
1−aii
α∨i (λq)αi
)
=
1
1−aii
α∨i (λq) > 0. Therefore, we obtain λq
αi←− r−1i λq, which is a contradiction. Hence we conclude
that ei+ = aq. In this case, we have aqα
∨
i (λq) ∈ Z and aqα
∨
i (λq) ≤ 1 − aii. Indeed, if this is not
the case, then Hπi (t) = 1− aii for some t < e
i
+ since α
∨
i (λ1) ≥ α
∨
i (λ2) ≥ · · · ≥ α
∨
i (λq) > 0, which
is absurd.
Observe that we have the original aq(= e
i
+)-chain λq := νl
βl−1
←−− · · ·
β1
←− ν1 =: λq+1, and also
a sequence λq
αi←− r−1i λq ← · · · ← λq+1, which is obtained by combining λq
αi←− r−1i λq with the
ei+(= aq)-chain for (r
−1
i λq, λq+1) since we assume that eiπ ∈ B(λ). From this observation, we
see that depth0i (λq − λq+1) > 0, and that there exists some βs = wαi, with 1 ≤ s ≤ l − 1 and
w ∈ Wre. Hence it follows from Lemma 3.3.5 that βs = αi and aqα
∨
i (λq) = 1− aii. 
Now, we define a crystal structure on B(λ). Let π ∈ B(λ). We set wt(π) := π(1) ∈ λ−Q+.
For each i ∈ Ire, we set εi(π) := −m
π
i , ϕi(π) := α
∨
i
(
wt(π)
)
−mπi = H
π
i (1)−m
π
i . Then, we have
εi(π) = max{n ∈ Z≥0 | e
n
i π ∈ P}, and ϕi(π) = max{n ∈ Z≥0 | f
n
i π ∈ P}. For each i ∈ I
im, we
set εi(π) := 0, ϕi(π) := α
∨
i
(
wt(π)
)
. By the definitions, we have ϕi(π) = εi(π) + α
∨
i
(
wt(π)
)
for
all i ∈ I. Next, we define the Kashiwara operators. We use the root operators ei, i ∈ I
re, and
fi, i ∈ I, on P as Kashiwara operators. For ei, i ∈ I
im, we use the “cutoff” of the root operators
ei, i ∈ I
im, on P
(
⊃ B(λ)
)
, i.e., if eiπ /∈ B(λ), then we set eiπ := 0 in B(λ) even if eiπ 6= 0 in
P. Thus, B(λ) is endowed with a crystal structure. In particular, B(λ) is a normal crystal (for
12
details, see [JL, §3.1.3]). Note that the crystal structure on B(λ) defined above agrees with that
in [JL]. Thus, we know the following from [JL].
Theorem 3.3.6 ([JL, Proposition 6.3.5]). Let π ∈ B(λ). Then, eiπ = 0 in B(λ) for all i ∈ I
if and only if π = πλ := (λ; 0, 1). Moreover, we have B(λ) = Fπλ \ {0}, where F is the monoid
generated by the Kashiwara operators fi for i ∈ I.
For π1, π2, . . . , πn ∈ P, define the concatenation of paths π = π1 ⊗ π2 ⊗ · · · ⊗ πn ∈ P by the
formula: π(t) :=
∑m−1
l=1 πl(1) + πm(nt−m+ 1) for
m−1
n
≤ t ≤ m
n
and 1 ≤ m ≤ n. The following
proposition follows immediately from the tensor product rule for crystals.
Proposition 3.3.7 (cf. [Li1-2]). Let λ1, . . . , λn ∈ P
+. We set
B(λ1)⊗ · · · ⊗ B(λn) := {π1 ⊗ · · · ⊗ πn ∈ P | πm ∈ B(λm) (m = 1, . . . , n)},
and define a crystal structure on B(λ1) ⊗ · · · ⊗ B(λn)
(
⊂ P
)
in the same way as B(λ) above by
using the cutoff of the root operators ei, i ∈ I
im. Then, the resulting crystal is isomorphic to the
tensor product of the crystals B(λ1), . . . ,B(λn).
Let us show one important property of the operators ei, i ∈ I
im, for later use. For this purpose,
we need the following lemma, which is proved by the same argument as for [JL, Lemma 5.3.5].
Lemma 3.3.8 Let µ, ν ∈ Wλ be such that µ ≥ ν, and αi ∈ Πim. If α
∨
i (µ) = α
∨
i (ν), then
r−1i µ ≥ r
−1
i ν. Moreover, if there exists an a-chain for (µ, ν) for some rational number a ∈ (0, 1],
then there exists an a-chain for
(
r−1i µ, r
−1
i ν
)
.
Note that the a-chain above for (r−1i µ, r
−1
i ν) is not necessarily of shape λ.
Corollary 3.3.9 Fix i ∈ I im, and let π = FfiF
′πλ ∈ B(λ), where F, F
′ ∈ F , and F =
fil · · · fi2fi1 with fis 6= fi for s = 1, 2, . . . , l. Then, the following are equivalent:
(1) eiπ 6= 0 in B(λ);
(2) ei+(π) = f
i
−(F
′πλ);
(3) for each s, 1 ≤ s ≤ l, either α∨is(αi) = 0, or[
0, f i−(F
′πλ)
)
∩
(
f is+ (fis−1 · · · fi1fiF
′πλ), f
is
− (fis−1 · · · fi1fiF
′πλ)
)
= ∅.
Proof . From Propositions 3.3.2, 3.3.4, and the fact that imaginary simple roots are anti-
dominant integral weights (see [JL, Lemma 2.1.11]), it follows that (2) and (3) are equivalent
and that (1) implies (2). Hence it suffices to show that (2) and (3) imply (1).
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From (2) and (3), we have eiπ ∈ P. Now, we set f
i
− := f
i
−(F
′πλ), π = (λ1, . . . , λq, . . . , λk;
a0, . . . , f
i
− = aq, . . . , ak), and eiπ = (r
−1
i λ1, . . . , r
−1
i λq, λq+1, . . . , λk; a0, . . . , f
i
− = aq, . . . , ak).
Here, by (3), we have α∨i (λ1) = · · · = α
∨
i (λq). Therefore, by Lemma 3.3.8, there exists an au-chain
for
(
r−1i λu, r
−1
i λu+1
)
for each u = 1, 2, . . . , q−1. Hence it remains to show that there exists an aq-
chain for (r−1i λq, λq+1). If we show this, it follows that eiπ ∈ B(λ). Since depth
0
i (λq − λq+1) > 0,
there must be a positive root of the form wαi for w ∈ Wre in the aq-chain for (λq, λq+1). Also,
we have aqα
∨
i (λq) = 1 − aii by (3). Consequently, by Lemma 3.3.5, there exists an aq-chain for
(r−1i λq, λq+1). 
4 Embedding of path models and a crystal isomorphism
theorem
In this section, we introduce our main tool, which we call an embedding of path models. It
provides an embedding of Joseph–Lamprou’s path model for a generalized Kac–Moody algebra
into Littelmann’s path model for a certain Kac–Moody algebra constructed from the Borcherds–
Cartan datum of the given generalized Kac–Moody algebra. By using this embedding, we give
a new proof of the isomorphism theorem for path crystals, obtained in [JL, §7.4].
4.1 Embedding of path models
Let
(
A = (aij)i,j∈I , Π = {αi}i∈I , Π
∨ = {α∨i }i∈I , P, P
∨
)
be a Borcherds–Cartan datum. From
this, we construct a new Cartan datum. Recall that I˜ = {(i, 1)}i∈Ire ⊔ {(i,m)}i∈Iim,m∈Z≥1 , and
define a Cartan matrix A˜ := (a˜(i,m),(j,n))(i,m),(j,n)∈I˜ by{
a˜(i,m),(i,m) := 2 for (i,m) ∈ I˜ ,
a˜(i,m),(j,n) := aij for (i,m), (j, n) ∈ I˜ , with (i,m) 6= (j, n).
Let us denote by
(
A˜, Π˜ := {α˜(i,m)}(i,m)∈I˜ , Π˜
∨ := {α˜∨(i,m)}(i,m)∈I˜ , P˜ , P˜
∨
)
the Cartan datum as-
sociated to A˜, where Π˜, Π˜∨ are the sets of simple roots and simple coroots, respectively, P˜ is
a weight lattice, and P˜ ∨ is a coweight lattice. Let g˜ be the associated Kac–Moody algebra,
h˜ := P˜ ∨ ⊗Z C the Cartan subalgebra, and W˜ the Weyl group. Note that the Coxeter group W
(in Definition 2.2.3) is not necessarily isomorphic to the Weyl group W˜ .
Lemma 4.1.1 If A is symmetrizable, then so is A˜.
Proof . Take a diagonal matrix D = diag(di)i∈I such that DA is symmetric. It follows that
dia˜(i,m),(j,n) = diaij = djaji = dj a˜(j,n),(i,m) for (i,m), (j, n) ∈ I˜, with (i,m) 6= (j, n). Hence, if we
set d˜(i,m) := di and D˜ := diag
(
d˜(i,m)
)
(i,m)∈I˜
, then D˜A˜ is symmetric. Thus, A˜ is symmetrizable.

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For each µ ∈ WP+ =WreP
+, we take (and fix) an element µ˜ ∈ P˜ such that
α˜∨(i,m)(µ˜) = α
∨
i (µ) for all (i,m) ∈ I˜.
Let P˜ denote the set of all piecewise-linear continuous maps π˜ : [0, 1] −→ (h˜R)
∗ such that
π˜(0) = 0, and B˜(µ˜) the set of all (G)LS paths of shape µ˜ for g˜. Let F˜ denote the monoid generated
by the root operators f(i,m), (i,m) ∈ I˜ , and let πλ1,...,λn := πλ1 ⊗ · · · ⊗ πλn ∈ P
(
resp., πλ˜1,...,λ˜n :=
πλ˜1 ⊗ · · · ⊗ πλ˜n ∈ P˜
)
for λ1, . . . , λn ∈ WP
+. Following the notation of §2.2, we write Fi =
fik · · · fi2fi1 ∈ F for i = (ik, . . . , i2, i1) ∈ I, and F(i,m) = f(ik ,mk) · · · f(i2,m2)f(i1,m1) ∈ F˜ for
(i,m) = ((is, ms))
k
s=1 ∈ I˜.
Proposition 4.1.2 For λ1, . . . , λn ∈ WP
+, the map ˜ given below is well-defined and injective:
˜ : Fπλ1,...,λn −→ F˜πλ˜1,...,λ˜n , π = Fiπλ1,...,λn 7−→ π˜ := F(i,m)πλ˜1,...,λ˜n,
where the m for which (i,m) ∈ I˜ord is determined uniquely by i ∈ I.
The map ˜ in the proposition above is not necessarily a morphism of crystals. However, it is a
quasi-embedding of crystals in the sense that the equality f˜iπ = f(i,m)π˜ holds for π ∈ Fπλ1,...,λn
if i ∈ Ire and m = 1, or for π = Fiπλ1,...,λn ∈ Fπλ1,...,λn if i ∈ I
im and m − 1 is the number of
appearances of i in i.
Example 4.1.3 Let A =
(
2 −1
−2 −4
)
be a Borcherds–Cartan matrix, where I = {1, 2}, Ire =
{1}, and I im = {2}. We set I˜ = {(1, 1)} ⊔ {(2, 1), (2, 2), (2, 3), (2, 4), . . .}, and define
A˜ =

2 −1 −1 −1 −1 · · ·
−2 2 −4 −4 −4 · · ·
−2 −4 2 −4 −4 · · ·
−2 −4 −4 2 −4 · · ·
−2 −4 −4 −4 2 · · ·
...
...
...
...
...
. . .

.
Let π = f2f2f1f2f2f2f1f1f2f2πλ ∈ B(λ) be a GLS path of shape λ. Then the corresponding LS
path π˜ of shape λ˜ is given as follows:
π˜ = f(2,7)f(2,6)f(1,1)f(2,5)f(2,4)f(2,3)f(1,1)f(1,1)f(2,2)f(2,1)πλ˜ ∈ B˜(λ˜).
Proposition 4.1.2 is established by combining the following lemmas.
In what follows, we denote by [µ] the unique element in Wreµ ∩ P
+ for µ ∈ WP+.
Remark 4.1.4 Note that πλ ∈ B
(
[λ]
) (
resp., πλ˜ ∈ B˜
(
[λ˜]
))
for all λ ∈ WP+. It follows that
for each π ∈ Fπλ1,...,λn
(
resp., π˜ ∈ F˜πλ˜1,...,λ˜n
)
, we have π ∈ B
(
[λ1]
)
⊗ · · · ⊗ B
(
[λn]
) (
resp., π˜ ∈
B˜
(
[λ˜1]
)
⊗ · · · ⊗ B˜
(
[λ˜n]
))
. Therefore, each of the tensor factors of these elements satisfies the
chain condition (see Definition 3.2.2).
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Let i = (ik, . . . , i2, i1) ∈ I and m = (mk, . . . , m2, m1). For each s = 1, 2, . . . , k, we set i[s] :=
(is, . . . , i2, i1) ∈ I and (i,m)[s] := ((is, ms), . . . , (i2, m2), (i1, m1)) ∈ I˜. Let us take an element
π = FiπΛ := Fiπλ1,...,λn , and set π˜ = F(i,m)πΛ˜ := F(i,m)πλ˜1,...,λ˜n , where Λ := (λ1, . . . , λn), Λ˜ :=
(λ˜1, . . . , λ˜n), and (i,m) ∈ I˜ord. In the following, we write H [π; i](t) instead of H
π
i (t).
Lemma 4.1.5 With the notation above, if π ∈ P \ {0}, then π˜ ∈ P˜ \ {0}. Moreover, we have
H [Fi[s−1]πΛ; is](t) = H [F(i,m)[s−1]πΛ˜; (is, ms)](t) for all s = 1, 2, . . . , k, and t ∈ [0, 1].
Proof . Note that for a path π ∈ P \ {0}, it depends only on the values H [π; i](1) and mπi
whether fiπ = 0 or not (see Remark 3.2.3 (2)). We proceed by induction on k, and show the
two assertions of the lemma simultaneously. If k = 0, the assertion is clear. So, we assume that
k ≥ 1. Then we have Fi[k−1]πΛ 6= 0, and hence, by our induction hypothesis, F(i,m)[k−1]πΛ˜ 6= 0 and
H [Fi[s−1]πΛ; is](t) = H [F(i,m)[s−1]πΛ˜; (is, ms)](t) for all s = 1, 2, . . . , k − 1, t ∈ [0, 1]. Therefore,
there exist functions ψs : [0, 1] −→ [0, 1] for s = 1, 2, . . . , k − 1 such that
(
Fi[k−1]πΛ
)
(t) =
πΛ(t) −
∑k−1
s=1 ψs(t)αis and
(
F(i,m)[k−1]πΛ˜
)
(t) = πΛ˜(t) −
∑k−1
s=1 ψs(t)α˜(is,ms) for all t ∈ [0, 1] (see
Remark 3.1.1). Also, by the definitions, we have α∨ik(λl) = α˜
∨
(ik ,mk)
(λ˜l) for all l = 1, . . . , n,
and α∨ik(αis) = α˜
∨
(ik ,mk)
(α˜(is,ms)
)
for all s = 1, . . . , k − 1. This implies that H [Fi[k−1]πΛ; ik](t) =
H [F(i,m)[k−1]πΛ˜; (ik, mk)](t) for all t ∈ [0, 1]. From this, we deduce that π˜ = F(i,m)[k]πΛ˜ 6= 0. 
Corollary 4.1.6 With the notation above, π ∈ P \ {0} if and only if π˜ ∈ P˜ \ {0}.
For i = (ik, . . . , i2, i1) ∈ I, we set i(i) := (xp, . . . , x2, x1) if {x1, x2, . . . , xp} = {x | ix = i, 1 ≤
x ≤ k} and 1 ≤ x1 < x2 < · · · < xp ≤ k.
Lemma 4.1.7 Let i = (ik, . . . , i2, i1), j = (jk, . . . , j2, j1) ∈ I
k. Suppose that FiπΛ = FjπΛ in
FπΛ. If i(i) = (xp, . . . , x2, x1) and j(i) = (yp, . . . , y2, y1) for i ∈ I
im, then we have f i±
(
Fi[xq−1]πΛ
)
=
f i±
(
Fj[yq−1]πΛ
)
for all 1 ≤ q ≤ p.
Proof . We set f
ixq
± = f
i
±
(
Fi[xq−1]πΛ
)
and f
jyq
± = f
i
±
(
Fj[yq−1]πΛ
)
for 1 ≤ q ≤ p. Note that
αi ∈ Πim is anti-dominant integral weight (see [JL, Lemma 2.1.11]). Therefore, we have f
ixp
± ≤
· · · ≤ f
ix2
± ≤ f
ix1
± , and f
iyp
± ≤ · · · ≤ f
iy2
± ≤ f
iy1
± . Also, we have π1 ⊗ · · · ⊗ πn = π
′
1 ⊗ · · · ⊗ π
′
n if
and only if π1 = π
′
1, . . . , πn = π
′
n. Thus it is enough to check when n = 1, for which the claim
follows from Proposition 3.3.2. 
Lemma 4.1.8 If we write π1 = FiπΛ and π2 = FjπΛ, then π1 = π2 if and only if π˜1 = π˜2.
Proof . If π1 = 0 or π2 = 0, then the assertion follows from Corollary 4.1.6. So, we may assume
that π1 6= 0 and π2 6= 0. Then, the same argument as in the proof of Lemma 4.1.5 shows that
π1(t) = πΛ(t)−
∑k
s=1 ψ
1
s (t)αis, π2(t) = πΛ(t)−
∑k
s=1 ψ
2
s(t)αjs, π˜1(t) = πΛ˜(t)−
∑k
s=1 ψ
1
s(t)α˜(is,ms),
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and π˜2(t) = πΛ˜(t) −
∑k
s=1 ψ
2
s (t)α˜(js,ls) for some functions ψ
ǫ
s : [0, 1] −→ [0, 1], s = 1, . . . , k
and ǫ = 1, 2, where i = (ik, . . . , i1), j = (jk, . . . , j1) ∈ I, and (i,m) = ((is, ms))
k
s=1, (j, l) =
((js, ls))
k
s=1 ∈ I˜ord.
Suppose that π1 = π2. Then we have∑
1≤s≤k,is=i
ψ1s(t) =
∑
1≤s≤k,js=i
ψ2s(t).
Therefore, for i ∈ Ire, we see that∑
1≤s≤k
(is,ms)=(i,1)
ψ1s (t) =
∑
1≤s≤k
is=i
ψ1s (t) =
∑
1≤s≤k
js=i
ψ2s (t) =
∑
1≤s≤k
(js,ls)=(i,1)
ψ2s(t).
This implies that the coefficients of α˜(i,1) are equal for π˜1(t) and π˜2(t).
Next, let i ∈ I im. If we write i(i) =
(
xp, . . . , x1
)
and j(i) =
(
yp, . . . , y1
)
, then we have
ψ1xq(t) = ψ
2
yq
(t) for each 1 ≤ q ≤ p by Proposition 3.3.2 and Lemma 4.1.7. Hence for each
1 ≤ q ≤ p, the coefficients of α˜(i,q) are equal for π˜1(t) and π˜2(t). This shows the equality π˜1 = π˜2.
Conversely, suppose that π˜1 = π˜2. We can show the equality π1 = π2 in a way similar to the
above. This proves the lemma. 
4.2 An isomorphism theorem
Let λ1, . . . , λn ∈ WP
+. If πΛ = πλ1,...,λn is a dominant path, i.e., πΛ(t) ∈
∑
η∈P+ R≥0η for
all t ∈ [0, 1], then πΛ˜ = πλ˜1,...,λ˜n is also a dominant path. In particular, it follows that λ =
λ1 + · · ·+ λn (resp., λ˜ = λ˜1 + · · ·+ λ˜n) is a dominant integral weight.
Theorem 4.2.1 (Isomorphism Theorem). With the notation above, we have the following iso-
morphism of crystals:
B(λ)
∼=
−−→ FπΛ, Fπλ 7−→ FπΛ (F ∈ F).
Proof . Recall that B(λ) = Fπλ and B˜(λ˜) = F˜πλ˜. Hence, by Proposition 4.1.2, we have an
embedding
B(λ) →֒ B˜(λ˜), Fiπλ 7→ F(i,m)πλ˜
(
(i,m) ∈ I˜ord
)
.
Also, again by Proposition 4.1.2, we have an embedding
FπΛ →֒ F˜πΛ˜, FiπΛ 7→ F(i,m)πΛ˜
(
(i,m) ∈ I˜ord
)
.
Here, by the isomorphism theorem for path crystals for Kac–Moody algebras due to Littelmann
([Li2, Theorem 7.1]), we have the isomorphism of crystals
B˜(λ˜)
∼=
−→ F˜πΛ˜, Fπλ˜ 7→ FπΛ˜
(
F ∈ F˜
)
.
By composing these maps, we obtain the desired isomorphism. 
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5 A characterization of standard paths
A path π ∈ B(λ1)⊗ · · · ⊗ B(λn) is said to be standard if π ∈ Fπλ1,...,λn. In this section, we give
a necessary and sufficient condition for a given path to be standard in terms of the monoid W.
This result can be regarded as a generalization of [Li3, Theorem 10.1] to the case of generalized
Kac–Moody algebras.
Let λm ∈ P
+, πm = (λ(m,1), λ(m,2), . . . , λ(m,κm);am) ∈ B(λm), am = (0 < a(m,1) < · · · <
a(m,κm) = 1), κm ∈ Z≥1 for m = 1, 2, . . . , n, and set π = π1 ⊗ · · · ⊗ πn. Also, we define the set
I := {(m, l) | l ∈ {1, 2, . . . , κm}, m ∈ {1, 2, . . . , n}} ⊂ Z× Z of indices of the weights appearing
in the expressions for πm, 1 ≤ m ≤ n, above, and equip the set I with the lexicographic order,
namely, we write (m1, l1) ≥ (m2, l2) if m1 > m2, or m1 = m2 and l1 ≥ l2. Throughout §5, we
keep these notations.
5.1 The connecting condition
We introduce a certain condition for a concatenation of GLS paths, which we call the connecting
condition. Note that our condition below is similar to the one (the joining condition) introduced
in [JL, §7.3.3], but is somewhat different.
Definition 5.1.1 Let πm = (λ(m,1), λ(m,2), . . . , λ(m,κm);am) ∈ B(λm), m = 1, 2, . . . , n, be as
above. We say that the tuple (π1, . . . , πn) satisfies the connecting condition if there exist w(m,l) ∈
W for l = 1, 2, . . . , κm, m = 2, 3, . . . , n− 1, and (m, l) = (n, 1) such that
(1) w(m,l)λm = λ(m,l),
(2) for each 1 ≤ m ≤ n− 1,
λ(m,κm) ≥ w(m+1,1)λm ≥ w(m+1,2)λm ≥ · · · ≥ w(m+1,κm+1)λm ≥ w(m+2,1)λm ≥ · · ·
· · · ≥ w(n−1,1)λm ≥ w(n−1,2)λm ≥ · · · ≥ w(n−1,κn−1)λm ≥ w(n,1)λm in Wλm,
(3) w(m,1)λm ∈ Wreλm for each 1 ≤ m ≤ n− 1,
(4) there exists a 1-chain for (λ(m,κm), w(m+1,1)λm) for each 1 ≤ m ≤ n− 1.
Note that the elements w(m+1,2)λm, . . . , w(n−1,κn−1)λm, w(n,1)λm in the condition (2) above belong
to Wreλm for each 1 ≤ m ≤ n− 1. We set
Cλ1,...,λn := {π1⊗· · ·⊗πn ∈ B(λ1)⊗· · ·⊗B(λn) | (π1, . . . , πn) satisfies the connecting condition}.
The aim of this subsection is to prove the equality Cλ1,...,λn = Fπλ1,...,λn. For this purpose,
we need to recall some fundamental properties of a-chains. For the proof of the following two
lemmas, we refer the reader to [JL, Li1-2].
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Lemma 5.1.2 ([JL, Li1-2]). Let a ∈ (0, 1] be a rational number, λ ∈ P+, i ∈ Ire, and µ, ν ∈
Wλ with µ > ν. Then the following hold.
(1) If riµ < µ and riν ≥ ν, then µ ≥ riν (≥ ν). Moreover, if there exists an a-chain for (µ, ν),
then there also exists one for (µ, riν).
(2) If riµ < µ and riν ≥ ν, then (µ >) riµ ≥ ν. Moreover, if there exists an a-chain for (µ, ν),
then there also exists one for (riµ, ν).
(3) If riµ ≤ µ and riν > ν, then (µ ≥) riµ ≥ ν. Moreover, if there exists an a-chain for (µ, ν),
then there also exists one for (riµ, ν).
(4) If riµ ≤ µ and riν > ν, then µ ≥ riν (> ν). Moreover, if there exists an a-chain for (µ, ν),
then there also exists one for (µ, riν).
(5) If riµ > µ and riν ≥ ν, then riµ > riν (≥ ν). Moreover, if there exists an a-chain for
(µ, ν), then there also exists one for (riµ, riν).
(6) If riµ ≤ µ and riν < ν, then (µ ≥) riµ > riν. Moreover, if there exists an a-chain for
(µ, ν), then there also exists one for (riµ, riν).
Lemma 5.1.3 ([JL, Lemma 7.3.1]). Let λ, µ ∈ P+, w ∈ W, and β ∈ ∆+re⊔∆im. If β
∨(wλ) > 0,
then β∨(wµ) ≥ 0.
Lemma 5.1.4 Let π ∈ Cλ1,...,λn and i ∈ I. If fiπ ∈ P, then fiπ ∈ Cλ1,...,λn.
Proof . If fiπ ∈ P, then fiπ = π1⊗· · ·⊗πm−1⊗ (fiπm)⊗πm+1⊗· · ·⊗πn for some m, 1 ≤ m ≤ n,
by Proposition 3.3.7.
Case 1: 0 < f i+(πm) < f
i
−(πm) < 1.
In this case, we necessarily have i ∈ Ire. Let us write fiπm as (λ(m,1), . . . , λ(m,p−1), riλ(m,p), . . . ,
riλ(m,q), λ(m,q), . . . , λ(m,κm)) with 1 ≤ p ≤ q ≤ κm. By conditions (2) and (3) in the connecting
condition for π, we have w(m,q)λm1 ≥ w(m,q+1)λm1 ≥ · · · ≥ w(m,κm)λm1 ≥ w(m+1,1)λm1 in Wreλm1
for each 1 ≤ m1 < m, and α
∨
i (w(m,q)λm) = α
∨
i (λ(m,q)) > 0 by the definition of root operators and
the monotonicity of GLS paths (see Remark 3.2.3 (2)). Therefore, by Lemma 5.1.3, it follows
that α∨i (w(m,q)λm1) ≥ 0, and hence riw(m,q)λm1 ≥ w(m,q)λm1 for each 1 ≤ m1 < m. From this,
we deduce that riw(m,q)λm1 ≥ w(m,q)λm1 ≥ w(m,q+1)λm1 ≥ · · · ≥ w(m,κm)λm1 ≥ w(m+1,1)λm1 in
Wreλm1 for each 1 ≤ m1 < m. Hence, for (m1, l) ≥ (m, q) in I, we use w(m1,l) given in the
connecting condition for π.
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Now, observe that by Remark 3.2.3 (2), we have α∨i (w(m,l)λm) = α
∨
i (λ(m,l)) > 0 for each p ≤
l ≤ q, and hence α∨i (w(m,l)λm1) ≥ 0 for p ≤ l ≤ q and 1 ≤ m1 < m by Lemma 5.1.3. Therefore,
by Lemma 5.1.2 (4) and (5), it follows that riw(m,p)λm1 ≥ riw(m,p+1)λm1 ≥ · · · ≥ riw(m,q)λm1 in
Wreλm1 for each m1, 1 ≤ m1 < m.
We set J(m,p) := {(m1, l) ∈ I | (m1, l) < (m, p) with α
∨
i (w(m1,l)λm2) < 0 for some m2, 1 ≤
m2 ≤ m1}. If J(m,p) is empty, then we have α
∨
i (w(m1,l)λm2) ≥ 0 for all (m1, l) < (m, p) in I
and 1 ≤ m2 ≤ m1. Therefore, by Lemma 5.1.2 (4), (5) and (6), it follows that riλ(m1,κm1) ≥
riw(m1+1,1)λm1 ≥ · · · ≥ riw(m,p)λm1 in Wλm1 for each 1 ≤ m1 < m. In particular, there exists
a 1-chain for (riλ(m1,κm1 ), riw(m1+1,1)λm1). Also, in this case, the function H
π
i (t) is increasing in
the interval [a(1,κ1−1), f
i
+(π)]. However, the function H
π
i (t) attains its minimum at f
i
+(π). From
these, we deduce that it is constant in this interval. Therefore, we have α∨i (w(m1,l)λm1) = 0 for all
(m1, l), (1, κ1) ≤ (m1, l) < (m, p) in I, and hence riw(m1,l)λm1 = w(m1,l)λm1 . Thus, the connecting
condition for fiπ is satisfied by replacing w(m1,l) with riw(m1,l) for each (1, κ1) ≤ (m1, l) ≤ (m, q).
Suppose that J(m,p) is nonempty, and let (m˜, l˜) be the maximum element in J(m,p). Note
that for 1 ≤ m1 < m˜, we have riw(m˜,l˜+1)λm1 ≥ · · · ≥ riw(m,p)λm1 in Wreλm1 , and w(m˜,l˜)λm1 ≥
riw(m˜,l˜+1)λm1 by Lemma 5.1.2 (1) and (4). Hence it follows that λ(m1,κm1) ≥ w(m1+1,1)λm1 ≥
· · · ≥ w(m˜,l˜)λm1 ≥ riw(m˜,l˜+1)λm1 ≥ · · · ≥ riw(m,p)λm1 in Wλm1 . Also, for m˜ ≤ m1 < m, we have
riλ(m1,κm1 ) ≥ riw(m1+1,1)λm1 ≥ · · · ≥ riw(m,p)λm1 in Wλm1 . In particular, if (m˜, l˜) = (m1, κm1),
then there exists a 1-chain for (λ(m1,κm1), riw(m1+1,1)λm1) by Lemma 5.1.2 (1) and (4). Therefore,
the same argument as above shows that riw(m1,l)λm1 = w(m1,l)λm1 if (m˜, l˜) < (m1, l) < (m, p) in
I. Thus, if we replace each w(m1,l) with riw(m1,l) for (m˜, l˜) < (m1, l) < (m, q), then the connecting
condition for fiπ is satisfied.
Case 2: f i+(πm) = 0.
If i ∈ Ire, then the assertion is shown in the same way as in Case 1. So, we assume that i ∈ I im.
Note that α∨i (λ(m1,κm1)) = 0 for m1 < m. Then, by condition (2) in the connecting condition for
π, we have 0 = α∨i (λ(m1,κm1)) ≥ α
∨
i (w(m1+1,1)λm1) ≥ · · · ≥ α
∨
i (w(n,1)λm1) ≥ 0 for m1 < m, which
implies that these are all equal to 0, and hence the elements w(m1+1,1)λm1 , . . . , w(n,1)λm1 are fixed
by ri. In particular, riw(m1+1,1)λm1 = w(m1+1,1)λm1 belongs to Wreλm1 . Thus, by replacing the
(given) elements w(m,l) with riw(m,l) for each 1 ≤ l ≤ q, the connecting condition for fiπ is
satisfied.
Case 3: f i−(πm) = 1.
If we verify the existence of a 1-chain for (riλ(m,κm), w(m+1,1)λm), then we can show that the
connecting condition for fiπ is satisfied in the same way as in Cases 1 and 2. Since f
i
−(πm) = 1,
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it follows that α∨i (λ(m,κm)) > 0, and that riλ(m,κm)
αi←− λ(m,κm) is a 1-chain. Therefore, we
can combine a 1-chain for (λ(m,κm), w(m+1,1)λm) given in the connecting condition for π with
riλ(m,κm)
αi←− λ(m,κm) to obtain a desired one. 
The proof of the following lemma is similar to that of Lemma 5.1.4.
Lemma 5.1.5 Let π ∈ Cλ1,...,λn and i ∈ I
re. If eiπ ∈ P, then eiπ ∈ Cλ1,...,λn.
Lemma 5.1.6 Let π ∈ Cλ1,...,λn and i ∈ I. If fiπ (resp., eiπ) ∈ B(λ1) ⊗ · · · ⊗ B(λn), then
fiπ (resp., eiπ) ∈ Cλ1,...,λn.
Proof . Note that B(λ1) ⊗ · · · ⊗ B(λn) is closed in P by ei, i ∈ I
re, and fi, i ∈ I, i.e., if eiπ ∈ P
for i ∈ Ire (resp., fiπ ∈ P for i ∈ I), then eiπ (resp., fiπ) ∈ B(λ1) ⊗ · · · ⊗ B(λn) for π ∈
B(λ1) ⊗ · · · ⊗ B(λn). From this, the assertion for ei, i ∈ I
re, and fi, i ∈ I, follows. Hence it
suffices to show the assertion for ei, i ∈ I
im.
Let i ∈ I im. By Propositions 3.3.4 and 3.3.7, we can write eiπ = π1 ⊗ · · · ⊗ πm−1 ⊗ (eiπm)⊗
πm+1⊗ · · ·⊗ πn ∈ B(λ1)⊗ · · ·⊗B(λn), where eiπm = (r
−1
i w(m,1)λm, . . . , r
−1
i w(m,q)λm, w(m,q+1)λm,
. . . , w(m,κm)λm). We will show that eiπ satisfies the connecting condition.
Note that α∨i (λ(m1,κm1 )) = 0 for 1 ≤ m1 < m. Then, by condition (2) in the connecting
condition for π, we have 0 = α∨i (λ(m1,κm1 )) ≥ α
∨
i (w(m1+1,1)λm1) ≥ · · · ≥ α
∨
i (w(n,1)λm1) ≥ 0 for
1 ≤ m1 < m, which implies that these are all equal to 0, and hence r
−1
i w(m,l)λm1 = w(m,l)λm1 for
all 1 ≤ l ≤ q. In particular, we have r−1i w(m,1)λm−1 = w(m,1)λm−1 ∈ Wreλm−1 by condition (3)
in the connecting condition for π.
If ei+(πm) < 1, then the assertion is shown by replacing the (given) elements w(m,l), l =
1, 2, . . . , q, with the corresponding elements r−1i w(m,l), l = 1, 2, . . . , q. Hence we assume that
ei+(πm) = 1. We must verify the existence of a 1-chain for (r
−1
i λ(m,κm), w(m+1,1)λm). By Propo-
sition 3.3.4, we have α∨i (λ(m,κm)) = 1 − aii. Since eiπm ∈ B(λm), it follows that r
−1
i λ(m,κm) ∈
λm − Q
+, and hence depthλmi (λ(m,κm)) > 0. Also, by condition (3) in the connecting condition,
we have w(m+1,1)λm ∈ Wreλm ⊂ λm −
∑
j∈Ire Z≥0αj . Therefore, λ(m,κm) 6= w(m+1,1)λm, and there
exists a positive root of the form wαi for w ∈ Wre in the 1-chain for (λ(m,κm), w(m+1,1)λm), given
by condition (4) in the connecting condition for π. Consequently, by Lemma 3.3.5, there ex-
ists a 1-chain for (r−1i λ(m,κm), w(m+1,1)λm). Thus, in this case, if we replace the elements w(m,l),
l = 1, 2, . . . , κm, which are given by the connecting condition for π, with the elements r
−1
i w(m,l),
l = 1, 2, . . . , κm, then eiπ satisfies connecting condition. 
Let π ∈ P and λ ∈ P . We say that π is λ-dominant if π + λ is a dominant path, where
(π + λ)(t) := π(t) + λ is a path in h∗R.
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Lemma 5.1.7 Let π = π1 ⊗ · · · ⊗ πn ∈ Cλ1,...,λn. If eiπ = 0 in B(λ1)⊗ · · · ⊗B(λn) for all i ∈ I,
then πm = πλm for all m = 1, 2, . . . , n.
Proof . First we show that π1 = πλ1 . Let i ∈ I
re. If eiπ = π1 ⊗ ei(π2 ⊗ · · · ⊗ πn), then eiπ is not
0 by the normality of B(λ1)⊗· · ·⊗B(λn). Therefore, we must have eiπ = (eiπ1)⊗π2⊗· · ·⊗πn.
In particular, it follows that
ϕi(π1) ≥ εi(π2 ⊗ · · · ⊗ πn). (A)
This implies that eiπ1 = 0 in B(λ1). Let i ∈ I
im. If α∨i
(
wt(π1)
)
≥ 1 − aii, then eiπ = (eiπ1) ⊗
π2 ⊗ · · · ⊗ πn by the tensor product rule for crystals. Therefore, we must have eiπ1 = 0. If
α∨i
(
wt(π1)
)
< 1 − aii, then eiπ1 = 0 by the definition of ei. Hence we have eiπ1 = 0 in B(λ1).
Consequently, we deduce from Theorem 3.3.6 that π1 = πλ1 . Moreover, by inequality (A), it
follows that Hπ2⊗···⊗πnj (t) +α
∨
j (λ1) ≥ m
π2⊗···⊗πn
j +α
∨
j (λ1) = −εj(π2 ⊗ · · ·⊗ πn) +ϕj(πλ1) ≥ 0 for
all j ∈ Ire. Thus, π2 ⊗ · · · ⊗ πn is λ1-dominant.
Now, we assume that π = πλ1⊗· · ·⊗πλm−1⊗πm⊗· · ·⊗πn, and that πm⊗· · ·⊗πn is (λ1+· · ·+
λm−1)-dominant. We proceed by induction on m, and show that πm = πλm and πm+1 ⊗ · · · ⊗ πn
is (λ1+ · · ·+λm)-dominant. We set J := {j ∈ I | α
∨
j (λ1+ · · ·+ λm−1) = 0}. By condition (2) in
the connecting condition for π, we have λm1 ≥ w(m,1)λm1 for each 1 ≤ m1 < m. Since λm1 is the
minimum element ofWλm1 in the partial order defined in §3.2, we have λm1 = w(m,1)λm1 for each
1 ≤ m1 < m. In particular, it follows that w(m,1) ∈ StabW(λ1 + · · ·+ λm−1) = 〈rj | j ∈ J〉monoid
by Lemma 2.2.11.
Case 1: i ∈ J .
If i ∈ Ire, then we have Hπm⊗···⊗πni (t) = H
πm⊗···⊗πn
i (t) + α
∨
i (λ1 + · · ·+ λm−1) ≥ 0 for all t ∈ [0, 1]
by the induction hypothesis. In particular, we have Hπmi (t) = H
πm⊗···⊗πn
i
(
t
n−m+1
)
≥ 0 for all
t ∈ [0, 1], and hence eiπm = 0 in B(λm).
If i ∈ I im, then we have 0 = ei(πλ1 ⊗ · · · ⊗ πλm−1 ⊗ πm ⊗ · · · ⊗ πn) = πλ1 ⊗ · · · ⊗ πλm−1 ⊗
ei(πm ⊗ · · · ⊗ πn). Therefore, ei(πm ⊗ · · · ⊗ πn) = 0, and hence eiπm = 0 in B(λm).
Case 2: i /∈ J .
In this case, λ(m,1) = w(m,1)λm ∈ λm −
∑
j∈J Z≥0αj. Since λ(m,1) > λ(m,2) > · · · > λ(m,κm) in
Wλm and λ(m,1) ≺ λ(m,2) ≺ · · · ≺ λ(m,κm), we have λ(m,1), λ(m,2), . . . , λ(m,κm) ∈ λm−
∑
j∈J Z≥0αj .
This implies that wt(πm) ∈ λm −
∑
j∈J Z≥0αj. So, we have wt(πm) + αi /∈ λm −Q
+ since i /∈ J .
Therefore, it follows that eiπm = 0 in B(λm).
Consequently, we have πm = πλm , and ej(πλ1 ⊗ · · · ⊗ πλm ⊗ πm+1 ⊗ · · · ⊗ πn) = ej(πλ1 ⊗
· · · ⊗ πλm) ⊗ (πm+1 ⊗ · · · ⊗ πn) for each j ∈ I
re by the normality of B(λ1) ⊗ · · · ⊗ B(λn). In
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particular, ϕj(πλ1 ⊗ · · · ⊗ πλm) ≥ εj(πm+1 ⊗ · · · ⊗ πn) for all j ∈ I
re. From this, we deduce
that H
πm+1⊗···⊗πn
j (t) + α
∨
j (λ1 + · · · + λm) ≥ m
πm+1⊗···⊗πn
j + α
∨
j (λ1 + · · · + λm) = −εj(πm+1 ⊗
· · · ⊗ πn) + ϕj(πλ1 ⊗ · · · ⊗ πλm) ≥ 0 for all t ∈ [0, 1], which means that πm+1 ⊗ · · · ⊗ πn is
(λ1 + · · ·+ λm)-dominant. 
The following is a corollary of the proof of Lemma 5.1.7 above.
Corollary 5.1.8 Let λ, µ ∈ P+, and π1 ⊗ π2 ∈ B(λ)⊗ B(µ). If ei(π1 ⊗ π2) = 0 in B(λ)⊗ B(µ)
for all i ∈ I, then π1 = πλ, and π2 is λ-dominant.
By combining the lemmas above, we finally obtain the following.
Proposition 5.1.9 The equality Cλ1,...,λn = Fπλ1,...,λn holds.
5.2 A characterization of standard paths in terms of W
In this subsection, we give a condition for standardness in terms of the Bruhat order on W. It
can be regarded as a generalization of [Li3, Theorem 10.1] to the case of generalized Kac–Moody
algebras. Before doing this, we remark that the monoid W has the Lifting Property ; the proof
is similar to that of [Hu, Proposition in §5.9].
Lemma 5.2.1 (cf. [Hu, Proposition in §5.9]). Let w′, w ∈ W, with w′ ≤ w, and let i ∈ Ire.
Then, either riw
′ ≤ w or riw
′ ≤ riw holds.
Theorem 5.2.2 Let πm = (λ(m,1), λ(m,2), . . . , λ(m,κm);am) ∈ B(λm), m = 1, . . . , n, and π =
π1 ⊗ · · · ⊗ πn ∈ B(λ1)⊗ · · · ⊗ B(λn) be as in §5.1. Then, π is standard if and only if there exist
w(m,l) ∈ W, (m, l) ∈ I, such that
(1) w(m,l)λm = λ(m,l) for (m, l) ∈ I,
(2) w(1,1) ≥ · · · ≥ w(1,κ1) ≥ w(2,1) ≥ · · · · · · ≥ w(n−1,κn−1) ≥ w(n,1) ≥ · · · ≥ w(n,κn) in W,
(3) w(m+1,1)λm ∈ Wreλm for m = 1, 2, . . . , n− 1,
(4) there exists a 1-chain for (λ(m,κm), w(m+1,1)λm) for m = 1, 2, . . . , n− 1.
We call the ordered collection (w(1,1), w(1,2), . . . , w(1,κ1), w(2,1), w(2,2), . . . , w(n−1,κn−1), w(n,1), w(n,2),
. . . , w(n,κn)) in this theorem a defining chain for π. Note that conditions (3) and (4) above are
automatically satisfied in the case of ordinary Kac–Moody algebras.
Proof of Theorem 5.2.2.
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Observe that the natural surjection W → Wλ respects the Bruhat order on W and the partial
order on Wλ defined in §3.2. Hence the condition above is clearly sufficient for standardness by
Proposition 5.1.9. So, we will prove that the condition above is also necessary for standardness.
Note that it suffices to show that the condition above is preserved by fi, i ∈ I, since the tuple
(1, . . . , 1) is a defining chain for πλ1,...,λn .
We assume that fiπ = π1 ⊗ · · · ⊗ πm−1 ⊗ (fiπm) ⊗ πm+1 ⊗ · · · ⊗ πn, and denote by β(m1,l),
1 ≤ l ≤ κm1 , 1 ≤ m1 ≤ n, the ordered collection (rβ1, . . . , rβs) consisting of the reflections for
the positive roots appearing in a fixed chain for (w(m1,l), w(m1,l+1)): w(m1,l)
β1
←− · · ·
βs
←− w(m1,l+1)
(in W). Also, we denote by γm1 , 1 ≤ m1 ≤ n, a similar tuple (rγ1 , . . . , rγu) corresponding to a
fixed 1-chain for (w(m1,κm1 )λm1 , w(m1+1,1)λm1): w(m1,κm1 )λm1
γ1
←− · · ·
γu
←− w(m1+1,1)λm1 (in Wλm1).
Note that β(m1,l), 1 ≤ l ≤ κm1 , 1 ≤ m1 ≤ n, recover a defining chain for π.
Case 1: i ∈ I im.
Suppose that fiπm = (riλ(m,1) = riw(m,1)λm, . . . , riλ(m,q) = riw(m,q)λm, λ(m,q), . . . , λ(m,κm)). Then,
we have α∨i (λ(m,1)) = · · · = α
∨
i (λ(m,q)) > 0 by Proposition 3.3.2. Since α
∨
i (w(m1,l)λm1) = 0
for all (m1, l) < (m, 1) in I, ri commutes with the reflections in β(m1,l) for (m1, l) < (m, q).
Also, we have w(m1,κm1)λm1 ≥ w(m1+1,1)λm1 for each 1 ≤ m1 < m. This implies that 0 =
α∨i (w(m1,κm1)λm1) ≥ α
∨
i (w(m1+1,1)λm1) ≥ 0, and hence α
∨
i (w(m1,κm1)λm1) = α
∨
i (w(m1+1,1)λm1) = 0
for each 1 ≤ m1 < m. Moreover, ri commutes with the reflections in γm1, and riw(m1+1,1)λm1 =
w(m1+1,1)λm1 ∈ Wreλm1 . Therefore, there exists a 1-chain for (riw(m1,κm1)λm1 , riw(m1+1,1)λm1) =
(w(m1,κm1)λm1 , w(m1+1,1)λm1) by condition (4) above. Combining these, we obtain a desired defin-
ing chain for fiπ, which is constructed as follows:
(
β(1,1),β(1,2), . . . ,β(m,q−1), {ri}∪β(m,q),β(m,q+1),
. . . ,β(n,κn−1)
)
, where we set {ri} ∪ β(m,q) := (ri, rβ1, . . . , rβs) for β(m,q) = (rβ1 , . . . , rβs).
Case 2: i ∈ Ire.
Suppose that fiπm = (λ(m,1), . . . , λ(m,p−1), riλ(m,p), . . . , riλ(m,q), λ(m,q), . . . , λ(m,κm)) for 1 ≤ p ≤
q ≤ κm. Here, by Remark 3.2.3 (2), we have α
∨
i (λ(m,l)) > 0 for each p ≤ l ≤ q, and hence
riw(m,l)
αi←− w(m,l), riw(m,l) ≥ riw(m,l+1) for each p ≤ l < q by Lemma 5.2.1. Now, we set
K(m,p) := {(m1, l) ∈ I | (m1, l) < (m, p), w(m1,l)
αi←− riw(m1,l)}. Suppose first that K(m,p) is
nonempty, and denote by (m˜, l˜) the maximum element in K(m,p). Then,
if (m˜, l˜) < (m1, l) < (m, p) in I, then w(m1,l)
αi−→ riw(m1,l). (B)
Therefore, by Lemma 5.2.1 again, we have riw(m1,l) ≥ riw(m1,l+1) (and riw(m1,κm1 ) ≥ riw(m1+1,1))
for all (m1, l), (m˜, l˜) < (m1, l) < (m, p) in I, and w(m1,l)
αi−→ riw(m1,l) since α
∨
i (w(m1,l)λm1) ≥ 0.
Hence it follows that the function Hπi (t) is increasing in [a(m˜,l˜), f
i
+(π) = a(m,p−1)]. However, the
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function Hπi (t) attains its minimum at t = f
i
+(π). Thus, it must be constant in this interval.
Namely, we have
α∨i (w(m1,l)λm1) = 0 for all (m1, l), (m˜, l˜) < (m1, l) < (m, p) in I. (C)
This implies that riw(m1,l)λm1 = λ(m1,l) for (m˜, l˜) < (m1, l) < (m, p). In addition, we have
w(m˜,l˜) > w(m˜,l˜+1), w(m˜,l˜)
αi←− riw(m˜,l˜) and w(m˜,l˜+1)
αi−→ riw(m˜,l˜+1) inW. From Lemma 5.2.1, it follows
that riw(m˜,l˜+1) ≤ w(m˜,l˜) or riw(m˜,l˜+1) ≤ riw(m˜,l˜), and either cases, we have riw(m˜,l˜+1) ≤ w(m˜,l˜) since
riw(m˜,l˜) < w(m˜,l˜).
To prove that the sequence (w(1,1), w(1,2), . . . , w(m˜,l˜), riw(m˜,l˜+1), . . . , riw(m,q), w(m,q+1), . . . , w(n,κn))
gives a defining chain for fiπ, we verify the existence of a 1-chain. By conditions (3) and (4)
in Theorem 5.2.2, there exists a 1-chain for (w(m1,κm1)λm1 , w(m1+1,1)λm1), and w(m1+1,1)λm1 ∈
Wreλm1 for each m˜ < m1 < m. Therefore, we have riw(m1+1,1)λm1 ∈ Wreλm1 and w(m1+1,1)
αi−→
riw(m1+1,1) by (B) above. This implies that riw(m1+1,1)λm1 ≥ w(m1+1,1)λm1 in Wλm1 . Also, we
have riw(m1,κm1)λm1 = w(m1,κm1)λm1 by (C) above. Now, by using Lemma 5.1.2 (4), we can ver-
ify, by case-by-case calculations, that there exists a 1-chain for (riw(m1,κm1 )λm1 = w(m1,κm1)λm1 ,
riw(m1+1,1)λm1).
Finally, if l˜ = κm˜ for the (m˜, l˜), then w(m˜,l˜)λm˜ ≥ riw(m˜,l˜)λm˜ since w(m˜,l˜)
αi←− riw(m˜,l˜), and
w(m˜+1,1)λm˜ ≤ riw(m˜+1,1)λm˜ ∈ Wreλm˜ since w(m˜+1,1)
αi−→ riw(m˜+1,1). Now, by using Lemma
5.1.2 (1) and (4), we can verify, by case-by-case calculations, that there exists a 1-chain for
(w(m˜,l˜)λm˜, riw(m˜+1,1)λm˜).
Note that if K(m,p) = ∅, then (B) and (C) hold for all (m1, l) < (m, p) in I, and the assertion
follows by the same argument as above. 
6 Crystal isomorphism between B(λ) and B(λ)
In this section, we assume that the Borcherds–Cartan datum is symmetrizable and even.
6.1 Proof of the isomorphism B(λ) ∼= B(λ)
Let B(λ) denote the crystal basis of the integrable highest weight Uq(g)-module V (λ) with
highest weight λ ∈ P+ (see [JKK]). In [JL], Joseph–Lamprou defined the map
ψλ,λ+µ : B(λ) −→ B(λ)⊗ B(µ), π 7−→ π ⊗ πµ,
for all λ, µ ∈ P+. We have π⊗πµ ∈ F(πλ⊗πµ) by Theorem 5.2.2, and F(πλ⊗πµ) ∼= B(λ+µ) by
Theorem 4.2.1. Therefore, the map ψλ,λ+µ induces an embedding B(λ) →֒ B(λ + µ), which is a
morphism of crystals, except for weights. Thus, if we write λ ≥ µ when λ−µ ∈ P+ for λ, µ ∈ P+,
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then
{
B(λ) (λ ∈ P+); ψµ,ν (µ, ν ∈ P
+)
}
forms an inductive system. It follows that the inductive
limit B(∞) := lim−→B(λ) is naturally endowed with a crystal structure. In fact, Joseph–Lamprou
([JL, §8]) proved that B(∞) is isomorphic to the crystal basis B(∞) of the negative part U−q (g)
of the quantized universal enveloping algebra Uq(g) (for the precise statement, see [JKK, JKKS,
JL]). By the definition of B(∞) above, there exists a unique embedding Ψλ : B(λ) →֒ B(∞)⊗Tλ of
crystals for each λ ∈ P+. Also, we can verify that the map B(λ)→ B(∞)⊗Tλ⊗C, π 7→ Ψλ(π)⊗c,
induces an isomorphism B(λ)
∼=
−→ F(π∞ ⊗ tλ ⊗ c) of crystals, where π∞ is the highest weight
element of B(∞), and Tλ := {tλ}, C := {c} are crystals introduced in [JKKS]. Here we recall
from [JKKS, §5] that B(λ) ∼= F(b∞ ⊗ tλ ⊗ c) ⊂ B(∞)⊗ Tλ ⊗ C as crystals, where b∞ ∈ B(∞)
is the unique element of weight 0 in B(∞). Thus, we have proved the following theorem.
Theorem 6.1.1 For λ ∈ P+, we have an isomorphism of crystals B(λ) ∼= B(λ).
As a consequence, we obtain the following embedding by Proposition 4.1.2:
B(λ) →֒ B˜(λ˜), F˜iuλ 7→ F˜(i,m)u˜λ˜, with (i,m) ∈ I˜ord,
where B˜(λ˜) denotes the crystal basis of the irreducible highest weight Uq(g˜)-module V˜ (λ˜) of
highest weight λ˜ ∈ P˜+, F˜i := f˜ik · · · f˜i2 f˜i1, F˜(i,m) := f˜(ik ,mk) · · · f˜(i2,m2)f˜(i1,m1) are monomials
of the Kashiwara operators, and uλ ∈ V (λ), u˜λ˜ ∈ V˜ (λ˜) are the highest weight vectors. This
embedding is not a morphism of crystals; however, it is a quasi-embedding of crystals in the
sense of §4.1 since we have B(λ) ∼= B(λ) = Fπλ and B˜(λ˜) ∼= B˜(λ˜) = F˜πλ˜ for λ ∈ P
+ as crystals.
7 Decomposition rules for crystals of GLS paths
In this section, we assume that the Borcherds–Cartan datum is symmetrizable and even.
7.1 Decomposition Rule for tensor products
Let λ, µ ∈ P+, and let π ∈ B(µ). Then, ei(πλ ⊗ π) = 0 in B(λ)⊗ B(µ) for all i ∈ I
re if and only
if π is λ-dominant. For ei, i ∈ I
im, we have the following criterion for whether ei(πλ⊗ π) = 0 or
not.
Lemma 7.1.1 Let λ, µ ∈ P+, and let π ∈ B(µ) be a λ-dominant path. Then, ei(πλ⊗π) = 0 for
all i ∈ I im if and only if π˜ ∈ B˜(µ˜) is λ˜-dominant.
Proof . In the following, we write m(π; i) instead of mπi . Let π := Fiπµ, π˜ = F(i,m)πµ˜ for
i = (ik, . . . , i2, i1) ∈ I. Since π is λ-dominant, we have H
π
λ˜
⊗π˜
(i,1) (t) = H
πλ⊗π
i (t) ≥ 0 for all i ∈ I
re.
Also, if (i,m) does not appear in (i,m), then it is clear that H
π
λ˜
⊗π˜
(i,m) (t) ≥ 0.
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Let us take i ∈ I im appearing in i. If i(i) = (xp, . . . , x2, x1), then it follows that
m
(
π˜; (ixq , mxq)
)
= m
(
F(i,m)πµ˜; (ixq , mxq)
)
≥ m
(
F(i,m)[xq ]πµ˜; (ixq , mxq)
)
= −1
for each q = 1, 2, . . . , p, where (i,m)[s] = ((il, ml))
s
l=1 for s = 1, 2, . . . k as in §4.1.
If α∨i (λ) > 0, then ei(πλ⊗π) = (eiπλ)⊗π = 0⊗π = 0. Also, since α˜
∨
(ixq ,mxq )
(λ˜) = α∨i (λ) ∈ Z>0,
we have α˜∨(ixq ,mxq )(λ˜) +m
(
π˜; (ixq , mxq)
)
≥ 0 for each q = 1, 2, . . . , p.
If α∨i (λ) = 0, then α˜
∨
(ixq ,mq)
(λ˜) = 0 for each q = 1, 2, . . . , p, and ei(πλ ⊗ π) = πλ ⊗ (eiπ).
Hence we have ei(πλ ⊗ π) = 0 if and only if eiπ = 0. Now, we set f
is
± := f
is
± (Fi[s−1]πµ) and
f
(is,ms)
± := f
(is,ms)
± (F(i,m)[s−1]πµ˜) for each s = 1, 2, . . . , k. By Corollary 3.3.9, we have eiπ = 0 if
and only if there exists is, with xp < s ≤ k, such that α
∨
is
(αixp ) 6= 0 and [0, f
ixp
− ) ∩
(
f is+ , f
is
−
)
6= ∅.
Since f
ixp
− ≤ f
ixp−1
− ≤ · · · ≤ f
ix1
− , this is equivalent to [0, f
ixq
− ) ∩
(
f is+ , f
is
−
)
6= ∅ for all q = 1, . . . , p.
Furthermore, by using the embedding of Proposition 4.1.2, we infer that there exists (is, ms),
with xp < s ≤ k, such that α˜
∨
(is,ms)
(α˜(ixq ,mxq )) 6= 0 and
[
0, f
(ixq ,mxq )
−
)
∩
(
f
(is,ms)
+ , f
(is,ms)
−
)
6= ∅
for all q = 1, . . . , p. Since the (ixq , mxq), q = 1, . . . , p, are all distinct, these conditions are
equivalent to m
(
π˜; (ixq , mxq)
)
> m
(
F(i,m)[xq ]πµ˜; (ixq , mxq)
)
for all q = 1, 2, . . . , p. In this case,
we have m
(
π˜; (ixq , mxq)
)
= 0 since m
(
π˜; (ixq , mxq)
)
∈ Z≤0 and m
(
F(i,m)[xq]πµ˜; (ixq , mxq)
)
= −1,
α˜∨(ixq ,mxq )(λ˜) = α
∨
i (λ) = 0 for all q = 1, . . . , p, and hence α˜
∨
(ixq ,mxq )
(λ˜)+m
(
π˜; (ixq , mxq)
)
= 0 (≥ 0)
for all q = 1, . . . , p. This proves the lemma. 
By Corollary 5.1.8, we can restate this lemma as follows:
Proposition 7.1.2 Let π1 ∈ B(λ) and π2 ∈ B(µ). Then, ei(π1 ⊗ π2) = 0 in B(λ)⊗B(µ) for all
i ∈ I if and only if π1 = πλ, and π˜2 is λ˜-dominant in B˜(µ˜).
From this proposition, by using Theorem 6.1.1, we obtain the following decomposition rule.
Theorem 7.1.3 Let λ, µ ∈ P+. Then, we have an isomorphism of crystals:
B(λ)⊗ B(µ) ∼=
⊔
π∈B(µ)
π˜ : λ˜-dominant
B
(
λ+ π(1)
)
.
7.2 Branching Rule for restriction to Levi subalgebras
Let S ⊂ I be a subset. We set Sre := S ∩ Ire and Sim := S ∩ I im. Also, we set S˜ :=
{(i, 1)}i∈Sre ⊔ {(i,m)}i∈Sim,m∈Z≥1 . Let us denote by gS (resp., g˜S˜) the Levi subalgebra of g
corresponding to S (resp., the Levi subalgebra of g˜ corresponding to S˜). We say that a path π
is gS-dominant (resp., g˜S˜-dominant) if π is a dominant path for gS (resp., g˜S˜). The proof of the
following lemma is similar to that of Lemma 7.1.1.
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Lemma 7.2.1 Let π ∈ B(λ). Then, eiπ = 0 in B(λ) for all i ∈ S if and only if π˜ ∈ B˜(λ˜) is
g˜S˜-dominant.
Let us denote by BS(λ) the set of all GLS paths of shape λ for gS. From Lemma 7.2.1, by
using Theorem 6.1.1, we obtain the following branching rule.
Theorem 7.2.2 Let λ ∈ P+. Then, we have an isomorphism of gS-crystals:
B(λ) ∼=
⊔
π∈B(λ)
π˜ : g˜
S˜
-dominant
BS
(
π(1)
)
.
8 Appendix
In this appendix, we give the (postponed) proofs of results stated in §2.2.
Proof of Lemma 2.2.5.
It is clear that the map σ is well-defined. To prove that it is bijective, we will construct its
inverse. Now we define
ξ : V −→W, S(i,m) 7−→ Ri,
where (i,m) ∈ I˜ord. If ξ is well-defined, then it clearly provides the inverse of σ.
To verify the well-definedness of ξ, we define the free group W˜ generated by the symbols
s˜(i,m), (i,m) ∈ I˜, and then a map
ξ˜ : W˜ −→W, S˜(i,m) 7−→ Ri,
where S˜(i,m) := s˜(ik,mk) · · · s˜(i2,m2)s˜(i1,m1) ∈ W˜ if i = (ik, . . . , i2, i1) and m = (mk, . . . , m2, m1).
Obviously, ξ˜ is well-defined. Moreover, if (i,m) ∈ I˜ is such that
mx 6= my for ix = iy ∈ I
im, with x 6= y, 1 ≤ x, y ≤ k, (1)
then ξ˜ commutes with nil-moves and braid-moves for S˜(i,m), that is, if S˜(i,m) = v˜s˜(i,m)s˜(i,m)u˜,
then
ξ˜(v˜s˜(i,m)s˜(i,m)u˜) = ξ˜(v˜u˜),
and if S˜(i,m) = v˜ s˜(i,m)s˜(j,n)s˜(i,m) · · ·︸ ︷︷ ︸
l letters
u˜ with x(i,m),(j,n) = l, then
ξ˜
(
v˜ s˜(i,m)s˜(j,n)s˜(i,m) · · ·︸ ︷︷ ︸
l letters
u˜
)
= ξ˜
(
v˜ s˜(j,n)s˜(i,m)s˜(j,n) · · ·︸ ︷︷ ︸
l letters
u˜
)
.
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Note that if (i,m) ∈ I˜ satisfies condition (1), then the number of appearances of s˜(i,m), with
i ∈ I im, in the word S˜(i,m) for S(i,m) is constant for each m ∈ Z≥1 during the process of nil-moves
and braid-moves. In particular, it is at most one. Hence condition (1) is preserved by nil-moves
and braid-moves.
Now, let S(i,m) = S(j,n) be two expressions of a given element in V, with (i,m), (j,n) ∈ I˜ord. If
we take the words S˜(i,m), S˜(j,n) ∈ W˜ for S(i,m), S(j,n), respectively, then ξ˜(S˜(i,m)) = Ri, ξ˜(S˜(j,n)) =
Rj by the definitions. Also, by the Word Property (see [BB, Theorem 3.3.1]) of the Coxeter
group W, every given expression can be transformed into a reduced expression by repeated
application of nil-moves and braid-moves. Now, we lift these moves for S(i,m) and S(j,n) to W˜ as
follows: S˜(i,m) = v˜0 → v˜1 → · · · → v˜p, S˜(j,n) = u˜0 → u˜1 → · · · → u˜q, where v˜p and u˜q are the
corresponding reduced words, respectively. Note that (i,m), (j,n) ∈ I˜ord satisfy condition (1).
Then, from the arguments above, we deduce that ξ˜(S˜(i,m)) = ξ˜(v˜0) = ξ˜(v˜1) = · · · = ξ˜(v˜p) and
ξ˜(S˜(j,n)) = ξ˜(u˜0) = ξ˜(u˜1) = · · · = ξ˜(u˜q). Again, by the Word Property, v˜p and u˜q are transformed
into each other by repeated application of braid-moves only. Therefore, the same argument as
above yields ξ˜(v˜p) = ξ˜(u˜q). Thus, we have ξ˜(S˜(i,m)) = ξ˜(S˜(j,n)), and hence Ri = Rj. This proves
the lemma. 
Corollary 2.2.7 is clear by Lemma 2.2.5. We give the proof of Corollary 2.2.8. Let {γ(i,m)}(i,m)∈I˜
be the set of simple roots associated with the Coxeter group W.
Proof of Corollary 2.2.8.
Let v = rik · · · ri1 and v
′ = rjl · · · rj1 . The condition v = rβv
′ = wriw
−1rjl · · · rj1 implies that
#{1 ≤ y ≤ l | jy = i} = p − 1. Therefore, we have σ(v) = σ(rβv
′) = σ(w)s(i,xp)σ(w
−1)σ(v′) =
sγσ(v
′), where we set γ = σ(w)(γ(i,xp)) and sγ denotes the reflection with respect to the root γ.
Also, we have ℓW
(
sγσ(v)
)
= ℓW
(
σ(v′)
)
= ℓW(v
′) < ℓW(v) = ℓW
(
σ(v)
)
, and hence
sγσ(v) = s(ik,mk) · · · ŝ(iu,mu) · · · s(i1,m1) (2)
for some (iu, mu) ∈ I˜, 1 ≤ u ≤ k, by the Strong Exchange Property of W. In particular, s(i,xp)
appears at most once on the right-hand side of (2) since mx, x ∈ {1 ≤ x ≤ k | ix = i} are all
distinct. However, we have sγσ(v) = σ(v
′) ∈ V, and s(i,xp) does not appear in the expression
σ(v′) = s(jl,nl) · · · s(j1,n1). Consequently, by the Word Property of W, s(i,xp) does not appear on
the right-hand side of (2). From this, we deduce that s(iu,mu) = s(i,xp). Thus, the expression of
an element on the right-hand side of (2) satisfies the condition for V. By applying σ−1 to both
sides of (2), we obtain v′ = σ−1
(
sγσ(v)
)
= rik · · · r̂ixp · · · ri1 . 
Proof of Lemma 2.2.11.
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The inclusion ⊃ is clear. Hence we show the opposite inclusion ⊂. Take w ∈ StabW(λ) with
dominant reduced expression w = wkrik · · ·w1ri1w0, where i1, . . . , ik ∈ I
im, and w0, . . . , wk ∈
Wre. We proceed by induction on k. If k = 0, it is clear by a (well-known) property of
ordinary Coxeter groups. Hence we assume that k ≥ 1. In this case, µ := rikwk−1 · · · ri1w0λ is
dominant, and wkµ = λ ∈ P
+, which implies that µ = λ and wk ∈ 〈ri | α
∨
i (λ) = 0〉. Thus,
we may assume that wk = 1. Note that α
∨
is
(ws−1ris−1 · · ·w1ri1w0λ) ≥ 0 for all s = 1, 2, . . . , k.
Here, by the assumption that wλ = λ and the linear independence of the simple roots, all of
these inequalities must be equalities. In particular, we have α∨ik(wk−1rik−1 · · ·w1ri1w0λ) = 0.
Consequently, we deduce that λ = wλ = rikwk−1rik−1 · · ·w1ri1w0λ = wk−1rik−1 · · ·w1ri1w0λ.
Now, by induction, the desired inclusion is shown. 
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