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The phase-dependent bound states (Andreev levels) of a Josephson junction can cross at the
Fermi level, if the superconducting ground state switches between even and odd fermion parity. The
level crossing is topologically protected, in the absence of time-reversal and spin-rotation symme-
try, irrespective of whether the superconductor itself is topologically trivial or not. We develop a
statistical theory of these topological transitions in an N -mode quantum-dot Josephson junction,
by associating the Andreev level crossings with the real eigenvalues of a random non-Hermitian
matrix. The number of topological transitions in a 2pi phase interval scales as
√
N and their spacing
distribution is a hybrid of the Wigner and Poisson distributions of random-matrix theory.
The von Neumann-Wigner theorem of quantum me-
chanics forbids the crossing of two energy levels when
some parameter is varied, unless the corresponding wave
functions have a different symmetry [1]. One speaks of
level repulsion. In disordered systems, typical for con-
densed matter, one would not expect any symmetry to
survive and therefore no level crossing to appear. This
is indeed the case in normal metals — but not in super-
conductors, where level crossings at the Fermi energy are
allowed [2]. The symmetry that protects the level cross-
ing is called fermion parity [3]: The parity of the number
of electrons in the superconducting condensate switches
between even and odd at a level crossing. To couple the
two levels and open up a gap at the Fermi level one would
need to add or remove an electron from the condensate,
which is forbidden in a closed system.
FIG. 1: Model calculation of level crossings for a quantum-dot
Josephson junction in an InAs-GaSb quantum well (material
parameters as in Ref. 16). Panel a shows the spacing dis-
tribution, sampled over disorder realizations, for ' 50 level
crossings in a 3–6 meV chemical potential interval. Panel b
shows the geometry of the device, panel c shows the level
crossings for a single sample.
Fermion-parity switches in superconductors have been
known since the 1970’s [4, 5], but recently they have come
under intense investigation in connection with Majorana
fermions and topological superconductivity [6–14]. A
pair of Majorana zero-modes appears at each level cross-
ing and the absence of level repulsion expresses the fact
that two Majorana fermions represent one single state
[2]. Topologically nontrivial superconductors are char-
acterized by an odd number of level crossings when the
superconducting phase is advanced by 2pi, resulting in a
4pi-periodicity of the Josephson effect [3, 15].
Here we announce and explain an unexpected discov-
ery: Sequences of fermion-parity switches are not inde-
pendent. As illustrated in Fig. 1, for a quantum dot
model Hamiltonian [16], the level crossings show an anti-
bunching effect, with a spacing distribution that vanishes
at small spacings. This is reminiscent of level repulsion,
but we find that the spacing distribution is distinct from
the Wigner distribution of random Hamiltonians [17, 18].
Instead, it is a hybrid between the Wigner distribution
(linear repulsion) for small spacings and the Poisson dis-
tribution (exponential tail) for large spacings. A hybrid
Wigner-Poisson (= “mermaid”) statistics has appeared
once before in condensed matter physics, at the Ander-
son metal-insulator transition [19, 20]. We construct an
ensemble of non-Hermitian matrices that describes the
hybrid statistics, in excellent agreement with simulations
of a microscopic model.
The geometry considered is shown in Fig. 2. It is an
Andreev billiard [21], a semiconductor quantum dot with
chaotic potential scattering and Andreev reflection at su-
perconductors S1 and S2. We distinguish two types of
coupling to the superconductors: a strong local coupling
by a ballistic point contact and a weak uniform coupling
by a tunnel barrier. In Fig. 2a both superconductors are
coupled by a ballistic point contact with N propagat-
ing modes (counting spin). The chaotic scattering in the
quantum dot (mean level spacing δ) then does not mix
electrons and holes, on the time scale τA ' ~/Nδ be-
tween Andreev reflections at the point contacts. In Fig.
2b only S1 is coupled locally. The uniform coupling to
the other superconductor S2 ensures that the entire phase
space of electrons and holes is mixed chaotically within
a time τA. These two geometries correspond to different
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2FIG. 2: Two designs of a quantum-dot Josephson junction.
In a the quantum dot is coupled locally by point contacts to
both superconductors S1 and S2, while in b the coupling to
S1 is local while S2 is coupled uniformly to the entire phase
space of the quantum dot. In a the chaotic scattering refers
only to the normal-state scattering matrix s0, while in b the
combined reflection from dot plus S2 is described by a chaotic
scattering matrix R2.
random-matrix ensembles, essentially two extreme cases,
but we will see that the statistical results are very similar.
We need to break both spin-rotation and time-reversal
symmetry (symmetry class D), in order to protect the
level crossings [2]. Spin-rotation symmetry is broken
by spin-orbit coupling on a time small compared to τA.
Time-reversal symmetry is broken by a magnetic field B.
A weak field is sufficient, one flux quantum h/e through
the quantum dot and negligible Zeeman energy, so we
may assume that the spin-singlet s-wave pairing in Sn re-
mains unperturbed. One then has a topologically trivial
superconductor in symmetry class D, without the Majo-
rana fermions associated with a band inversion [22].
We choose a gauge where the order parameter ∆0 in
S2 is real, while S1 is phase biased at e
iφ∆0. The ex-
citation spectrum of this Josephson junction is discrete
for |E| < ∆0 and ±E symmetric because of electron-hole
symmetry. As φ is advanced by 2pi, pairs of excitation en-
ergies ±En(φ) may cross. The associated Z2 topological
quantum number switches between±1 at each level cross-
ing [3], indicating a switch between even and odd num-
ber of electrons in the ground state. At a constant total
electron number, the switch in the ground-state fermion
parity is accompanied by the filling or emptying of an
excited state. We seek the statistics of these topological
transitions.
The geometry of Fig. 2b is somewhat easier to ana-
lyze than 2a, so we do that first. Electrons and holes
(e, h) at the Fermi level propagate through the point
contact between S1 and the quantum dot in one of the
N = 2M modes. (The factor of two accounts for the ↑, ↓
spin degree of freedom.) Left-moving quasiparticles are
Andreev reflected by S1 and right-moving quasiparticles
are reflected by the quantum dot coupled to S2. The
vector Ψ = (Ψe↑,Ψe↓,Ψh↑,Ψh↓) of wave amplitudes is
transformed as Ψ 7→ R2R1Ψ, by multiplication with the
reflection matrices
R1(φ) =
(
0 e−iφΛ
eiφΛT 0
)
, Λ =
M⊕
m=1
(
0 −i
i 0
)
, (1)
R2 =
(
ree reh
rhe rhh
)
, rhh = r
∗
ee, reh = r
∗
he. (2)
These are 2N×2N unitary matrices, with fourN×N sub-
blocks related by electron-hole symmetry. The sign of the
determinant of the reflection matrix distinguishes topo-
logically trivial from nontrivial superconductivity [23].
We take both S1 and S2 trivial by fixing DetRn = 1.
(The topologically nontrivial case is considered later on.)
The condition for a level crossing at phase φ is that Ψ
is an eigenstate of R2R1(φ) with unit eigenvalue, so
Det [1−R2R1(φ)] = 0. (3)
We seek to rewrite this as an eigenvalue equation for some
real matrix M. For that purpose we change variables
from phase φ ∈ (−pi, pi) to quasienergy ε = tan(φ/2) ∈
(−∞,∞). Eq. (3) then takes the form
Det [1− U − iε(1 + U)τz] = 0, τz =
(
1 0
0 −1
)
, (4)
with U = R2R1(0). The Pauli matrix τz acts on the
electron-hole blocks, to be distinguished from the Pauli
spin matrix σz.
The complex unitary matrix U becomes a real orthog-
onal matrix O upon a change of basis,
O = Ω†UΩ, Ω =
1√
2
(
1 i
1 −i
)
. (5)
Note that DetO = DetU = 1, so O ∈ SO(2N) is spe-
cial orthogonal. Since Ω†τzΩ = −τy, the level crossing
condition becomes
Det [1−O + ε(1 +O)J ] = 0, J = iτy =
(
0 1
−1 0
)
. (6)
For chaotic scattering O is uniformly distributed with
the Haar measure of SO(2N). This is the circular real
ensemble (CRE) of random-matrix theory in symmetry
class D [2, 24].
The special orthogonal matrix O can be represented
by an antisymmetric real matrix A = −AT, through the
Cayley transform [25]
O = (1−A)(1 +A)−1. (7)
Substitution of Eq. (7) into Eq. (6) gives the level crossing
condition as an eigenvalue equation,
Det (M− ε) = 0, M = AJ = (1−O)(1 +O)−1J. (8)
The matrixM is real but not symmetric: MT = −JMJ .
This is the definition of a skew-Hamiltonian matrix.
3FIG. 3: Plot of the N -dependence of the average num-
ber 〈NX〉 of distinct real eigenvalues ε, calculated for the
skew-Hamiltonian ensemble constructed from a uniformly dis-
tributed s0 ∈ U(2N) (red data points, with a scatter plot for
N = 50 in the inset) and O ∈ SO(2N) (blue data points).
These are the expected number of level crossings (topologi-
cal transitions) in a 2pi phase interval for the quantum-dot
Josephson junction in Fig. 2a (red) and 2b (blue). The ana-
lytical formulas given by the dashed lines have the status of
a conjecture.
There are N distinct eigenvalues, each with multiplic-
ity two [26]. The NX distinct real eigenvalues εn identify
the level crossings at φn = 2 arctan εn.
We have thus transformed the level crossing problem
into a classic problem of random-matrix theory [27–31]:
How many eigenvalues of a real matrix are real? One
might have guessed that an eigenvalue is exactly real with
vanishing probability, since the real axis has measure zero
in the complex plane. Instead, the eigenvalues of real
non-Hermitian matrices accumulate on the real axis (see
Fig. 3, inset). This accumulation is a consequence of the
fact that the complex eigenvalues come in pairs ε, ε∗, so
real eigenvalues are stable: They cannot be pushed into
the complex plane by a weak perturbation.
The eigenvalue distribution is known exactly for inde-
pendent normally distributed matrix elements (the Gini-
bre ensemble [32–35]). For large N there are on average
〈NX〉 ∝
√
N real eigenvalues [28]. The spacing distri-
bution vanishes as sβ for small spacings s (normalized
by the average spacing), with β = 1 on the real axis
(linear level repulsion) [27, 29]. These power laws are de-
rived for uncorrelated matrix elements, but we find nu-
merically [36] that both the
√
N -scaling (Fig. 3) and the
linear repulsion (Fig. 4) hold for our ensemble of skew-
Hamiltonian matrices.
The linear repulsion for s . 1 crosses over into an
exponential tail for s & 1. As one can see in Fig. 4,
the semi-Poisson distribution [19, 20, 37, 38] interpolates
quite accurately between these small and large-s limits,
and describes the numerical RMT results better than ei-
ther the Poisson distribution of uncorrelated eigenvalues
or the Wigner surmise of the Gaussian Orthogonal En-
semble (GOE) [17, 18].
The same power laws apply to topologically nontriv-
FIG. 4: Probability distribution of the normalized spacings
s = δφ/〈δφ〉 of level crossings, calculated for the random-
matrix ensemble of Fig. 2a (red curve) and 2b (blue), with
N = 100. The distributions are obtained by generating a
large number of matrices and separating them in sets hav-
ing the same number NX of real eigenvalues ε = tan(φ/2),
with average spacing 〈δφ〉 = 2pi/NX . A weighted aver-
age P (s) =
∑
NX
P (s|NX)P (NX) of the spacing distribution
within each set is plotted in the figure. The black curves show
three analytical spacing distributions.
ial superconductors. We then need reflection matrices
R1, R2 with determinant −1, which can be achieved by
assuming that a sufficiently large Zeeman energy allows
for an unpaired spin channel, and adding this channel
as a unit diagonal element to Λ = diag (1, σy, σy . . . σy).
The determinant of the product R1R2 remains equal to
+1, so O ∈ SO(2N) remains special orthogonal, with
N = 2M + 1 an odd rather than even integer. Since the
eigenvalues of M come in complex conjugate pairs, the
number NX of distinct real eigenvalues (and hence the
number of level crossings) is now also odd rather than
even. This even/odd difference does not affect either the√
N -scaling or the linear repulsion.
So far we considered the geometry of Fig. 2b, with a
chaotic mixing of electron and hole degrees of freedom in
the quantum dot. In Fig. 2a the quantum dot does not
couple electrons and holes, so the random-matrix ensem-
ble is different. The chaotic scattering of electrons in the
quantum dot is then described by N ×N reflection and
transmission matrices, which together form the unitary
scattering matrix s0. The scattering matrix for holes, at
the Fermi level, is just the complex conjugate s∗0. Instead
of the CRE we now have the CUE, the circular unitary
ensemble [39], corresponding to a uniform distribution of
s0 ∈ U(2N) with the Haar measure of the unitary group.
We again find a
√
N scaling of the number of transitions
and a hybrid Wigner-Poisson spacing distribution (red
lines in Figs. 3 and 4) [40].
To test these model-independent results of random-
matrix theory (RMT), we have performed computer sim-
ulations of two microscopic models, one topologically
trivial and the other nontrivial. The first model is that
of an InSb Josephson junction, similar to that studied in
a recent experimental search for Majorana fermions [41].
One crucial difference is that we take a weak perpendic-
4FIG. 5: Panel a: Spacing distribution of NX = 4 level cross-
ings in a Josephson junction with N = 20 transverse modes.
The red curve shows the RMT prediction in the geometry
of Fig. 2a. The black histogram is a model calculation [43]
for a disordered InSb channel in a perpendicular magnetic
field, sampled over different impurity configurations (the in-
set b shows level crossings for one sample and panel c shows
the geometry). Panel d compares the probability of NX level
crossings for N = 20 in the RMT calculation (red curve) and
in the InSb model (black).
ular magnetic field, just a few flux quanta h/e through
the junction — sufficient to break time-reversal symme-
try, but not strong enough to induce a transition to a
topologically nontrivial state (which would require Zee-
man energy comparable to superconducting gap [22]).
The model Hamiltonian has the Bogoliubov-De Gennes
form,
H =
(
H0(p− eA) ∆
∆∗ −σyH∗0 (−p− eA)σy
)
, (9)
H0(p) =
1
2p
2/meff + U − EF + ~−1αso(σxpy − σypx),
with electron and hole blocks coupled by the s-wave pair
potential ∆ at the superconducting contacts. The single-
particle Hamiltonian H0 contains the Rasba spin-orbit
coupling of an InSb quantum well (characteristic length
lso = ~2/meffαso = 0.25µm) and an electrostatic disor-
der potential U . The vector potential A = (0, Bx, 0)
accounts for the orbital effect of a perpendicular mag-
netic field B (which we set equal to zero in the supercon-
ductors). The Zeeman term has a negligible effect and
is omitted. The Fermi energy EF is chosen such that
the InSb channel has N = 20 transverse modes at the
Fermi level, including spin. We discretize the model on
a two-dimensional square lattice, with disorder potential
U ∈ (−U0, U0) chosen randomly and independently on
each site. The low-lying energy levels of the resulting
tight-binding Hamiltonian are computed [42] as a func-
tion of the phase difference φ of the pair potential.
In Fig. 5 we compare the results of the InSb model cal-
culation [43] with the RMT predictions in the quantum-
dot geometry of Fig. 2a. The disordered InSb channel
lacks the point contact coupling of a quantum dot, so the
scattering is not fully chaotic and no precise agreement
with the RMT calculations is to be expected. Indeed,
the probabilities P (NX) to have NX level crossings for
N = 20 modes, shown in Fig. 5d, agree only qualita-
tively. Still, the spacing distributions, shown in Fig. 5a
for NX = 4, are in remarkable agreement — without any
adjustable parameter.
The second microscopic model that we have studied is
topologically nontrivial: the quantum spin-Hall (QSH)
insulator in a InAs/GaSb quantum well [44, 45]. The
Hamiltonian still has the Bogoliubov-De Gennes form
(9), but now H0 is the four-band Bernevig-Hughes-Zhang
Hamiltonian [46]. The quantum dot is formed using the
method of Ref. 16, by locally pushing the conduction
band below the Fermi level by means of a gate electrode.
The QSH insulator has a single conducting mode at the
edge [47, 48], so N = 1 and our large-N RMT is not
directly applicable. Still, as shown in Fig. 1, a linear re-
pulsion at small spacings still applies if we count the level
crossings as a function of the chemical potential in the
quantum dot — demonstrating the universality of this
effect.
In conclusion, we have discovered a statistical cor-
relation in the fermion-parity switches of a Josephson
junction. The spacing distribution of these topologi-
cal phase transitions has a universal form, a hybrid of
the Wigner and Poisson distributions, decaying linearly
at small spacings and exponentially at large spacings.
Such a hybrid (semi-Poisson or “mermaid”) distribution
is known from Anderson phase transitions [19, 20], where
it signals a fractal structure of wave functions. It would
be interesting for further theoretical work to investigate
whether this self-similar structure appears here as well.
Experimentally, it would be of interest to search for the
repulsion of level crossings by tunnel spectroscopy [12].
We thank A. R. Akhmerov for discussions and help
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ported by the Dutch Science Foundation NWO/FOM, by
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5Appendix A: Eigenvalue statistics of real non-Hermitian matrices
In this Appendix we collect numerical results for the statistics of the eigenvalues of a real non-Hermitian matrix.
We compare five different ensembles, summarized in Table I, to show the universality of the square-root law for the
average number of real eigenvalues and for the hybrid Wigner-Poisson spacing distribution on the real axis.
ensemble symmetry measure matrix size distinct eigenv. limN→∞N2X/N
skew-CRE MT = −JMJ Haar on SO(2N) 2N × 2N N ≈ 4/pi
skew-CUE MT = −JMJ Haar on U(2N) 2N × 2N N ≈ 2/pi
skew-GOE MT = −JMJ Gaussian 2N × 2N N ≈ pi/6
Hamiltonian MT = JMJ Gaussian 2N × 2N 2N ≈ 4/pi
Ginibre — Gaussian N ×N N = 2/pi
TABLE I: Overview of the five ensembles of real non-Hermitian matrices considered here. The last column summarizes the√
N law for the number NX of distinct real eigenvalues. The coefficients are conjectures based on numerical data, except for
the Ginibre ensemble, where it is an exact result from Ref. 28.
1. Skew-Hamiltonian ensembles
The definition MT = −JMJ of a skew-Hamiltonian
real matrix implies that it can be written in the form
M = AJ , with J the fundamental antisymmetric (=
skew-symmetric) matrix
J =
(
∅N 1N
−1N ∅N
)
, (A1)
and A = −AT real antisymmetric. The matrices J and
A have dimension 2N × 2N . The subblocks ∅N and 1N
are N ×N diagonal matrices with, respectively, 0 and 1
on the diagonal.
Barring accidental degeneracies, the 2N × 2N matrix
M has N distinct eigenvalues, each with multiplicity two,
symmetrically arranged around the real axis. We seek
the probability P (NX) that there are NX distinct real
eigenvalues. This probability is only nonzero if NX =
1, 3, 5, . . . N forN odd, orNX = 0, 2, 4, . . . N forN = 2M
even. As worked out in the main text, the real eigenvalues
εn identify the phases φn = 2 arctan εn of a level crossing
in the quantum-dot Josephson junction.
Tables II,III, and IV list numerical results [36] for the
following three ensembles of skew-Hamiltonian matrices:
• skew-CRE: the skew-Hamiltonian ensemble derived
from the circular real ensemble (CRE).
This ensemble applies to the geometry of Fig. 2b. Start-
ing from a matrix O that is uniformly distributed with
the Haar measure in SO(2N), we construct the skew-
Hamiltonian matrix
M = (1−O)(1 +O)−1J. (A2)
• skew-CUE: the skew-Hamiltonian ensemble derived
from the circular unitary ensemble (CUE).
This ensemble applies to the geometry of Fig. 2a. We
start from a scattering matrix s0 of the quantum dot
that is uniformly distributed with the Haar measure in
U(2N). The matrix s0 has the block structure
s0 =
(
r′ t
t′ r
)
, (A3)
with N×N transmission and reflection matrices t, t′, r, r′.
Since the Haar measure is the same in any basis, we are
free to choose a basis for s0 such that the Andreev reflec-
tion matrix at φ = 0 is the unit matrix. The electron-hole
reflection matrices R1 and R2 are then given by
R1 =
(
∅N 1N
1N ∅N
)
, R2 =
(
ree r
∗
he
rhe r
∗
ee
)
, (A4)
ree = r
′ + tr∗(1− rr∗)−1t′, rhe = t∗(1− rr∗)−1t′.
(A5)
We then construct the matrix O ∈ SO(2N) from the
matrix product
O = Ω†R2R1Ω, Ω =
1√
2
(
1N i 1N
1N −i 1N
)
, (A6)
and from O we arrive at the skew-Hamiltonian matrix
M via Eq. (A2).
• skew-GOE: the skew-Hamiltonian ensemble derived
from the Gaussian orthogonal ensemble (GOE).
This ensemble does not correspond to a scattering
problem and is included for comparison. The skew-
Hamiltonian matrix M = AJ is constructed by taking
independent Gaussian distributions for the upper diago-
nal elements of the 2N × 2N antisymmetric matrix A,
P (A) ∝
(
− 12
∑
n<m
A2nm
)
. (A7)
62. Hamiltonian and Ginibre ensembles
In the skew-Hamiltonian ensembles all eigenvalues are
two-fold degenerate, which in the context of the Joseph-
son junction signifies that a level crossing is a degeneracy
point for a pair of Andreev levels. We would like to see
to what extent this special feature plays a role in the
statistics, so we compare with two ensembles where all
eigenvalues are distinct — but which still show an accu-
mulation of eigenvalues on the real axis.
• Hamiltonian ensemble
A 2N × 2N real matrix M is called Hamiltonian if it
satisfiesMT = JMJ , which means that it can be written
in the form M = HJ with H = HT real symmetric. We
draw H from the Gaussian orthogonal ensemble,
P (H) ∝ exp
(
− 12
∑
n
H2nn −
∑
n<m
H2nm
)
, (A8)
to produce an ensemble of random Hamiltonian matrices1
M = HJ .
The 2N eigenvalues are all distinct, barring accidental
degeneracies. They are symmetrically arranged around
the real and imaginary axis, and they accumulate on both
these axes. (This is easily understood by noting that the
square of a Hamiltonian matrix is skew-Hamiltonian.)
The probability P (NX) that there are NX real eigenval-
ues is only nonzero if NX = 0, 2, 4, . . . 2N , irrespective of
whether N is even or odd, see Table Va. The same app-
plies to the probability P (NY ) that there are NY imagi-
nary eigenvalues, listed in Table Vb.
• Ginibre ensemble
The four ensembles considered so far are only defined for
even dimensional matrices (size 2N × 2N). The Ginibre
ensemble of real matrices [32] is defined for both even and
odd dimensions, so we denote its size by N ×N . The N2
matrix elements are drawn independently from the same
Gaussian,
P (H) ∝ exp
(
− 12
∑
n,m
H2nm
)
. (A9)
The N eigenvalues are all distinct, symmetrically ar-
ranged around the real axis, with accumulation only on
that axis. The probability P (NX) is only nonzero if
NX = 1, 3, 5, . . . N for N odd, or NX = 0, 2, 4, . . . N for
N = 2M even.
The Ginibre ensemble is the only ensemble of real non-
Hermitian matrices where the probability of real eigen-
values is known analytically [28], listed in Table VI.
1 This ensemble was suggested as a research topic by Austen
Lamacraft at mathoverflow.net (question 120397).
skew-CRE
P (NX) for NX equal to:
N 〈NX〉 0 1 2 3 4 5 6 7 8
1 1 0 1 0 0 0 0 0 0 0
2 1.50 0.25 0 0.75 0 0 0 0 0 0
3 1.88 0 0.56 0 0.44 0 0 0 0 0
4 2.19 0.11 0 0.70 0 0.20 0 0 0 0
5 2.46 0 0.34 0 0.59 0 0.07 0 0 0
6 2.70 0.05 0 0.56 0 0.37 0 0.02 0 0
7 2.93 0 0.22 0 0.60 0 0.17 0 0.00 0
8 3.15 0.03 0 0.43 0 0.47 0 0.06 0 0.00
9 3.34 0 0.15 0 0.56 0 0.28 0 0.02 0
10 3.52 0.02 0 0.34 0 0.52 0 0.13 0 0.00
TABLE II: Probability P (NX) that the N -mode quantum-dot
Josephson junction in the geometry of Fig. 2b has NX level
crossings in a 2pi phase interval. The data is calculated by
generating a large number of random reflection matrices O,
uniformly distributed in SO(2N), and identifyingNX with the
number of distinct real eigenvalues of the skew-Hamiltonian
matrix M = (1− O)(1 + O)−1J . The average 〈NX〉 is listed
in the second column.
skew-CUE
P (NX) for NX equal to:
N 〈NX〉 0 1 2 3 4 5 6 7 8
1 1 0 1 0 0 0 0 0 0 0
2 1.20 0.40 0 0.60 0 0 0 0 0 0
3 1.43 0 0.78 0 0.22 0 0 0 0 0
4 1.63 0.23 0 0.73 0 0.04 0 0 0 0
5 1.82 0 0.60 0 0.40 0 0.01 0 0 0
6 1.98 0.15 0 0.72 0 0.13 0 0.00 0 0
7 2.14 0 0.46 0 0.51 0 0.03 0 0.00 0
8 2.28 0.10 0 0.67 0 0.23 0 0.00 0 0.00
9 2.42 0 0.36 0 0.57 0 0.07 0 0.00 0
10 2.54 0.07 0 0.60 0 0.32 0 0.01 0 0.00
TABLE III: Same as Table II, but for the geometry of Fig. 2a.
The random-matrix ensemble now corresponds to the uniform
distribution of s0 ∈ U(2N).
3. Circular law
Fig. 6 shows a scatter plot of the eigenvalues in these
random-matrix ensembles. The accumulation of eigen-
values on the real axis is clearly visible. (In the Hamil-
tonian ensemble the eigenvalues accumulate also on the
imaginary axis.)
For the three ensembles of N ′ × N ′ matrices with in-
dependent Gaussian matrix elements — the skew-GOE
(N ′ = 2N), Hamiltonian (N ′ = 2N), and Ginibre en-
semble (N ′ = N) — we find that the complex eigenval-
ues εn are approximately uniformly distributed within a
circle of radius
√
N ′ in the complex ε-plane. This is the
celebrated circular law [33], proven [27, 34, 35] for the
7FIG. 6: Eigenvalues of 200 non-Hermitian real matrices of size 100 × 100, for the different ensembles. All panels show the
complex eigenvalues ε themselves, except panel b), where we have made the conformal transformation z = (1 + iε)/(1 − iε)
that maps the real line onto the unit circle.
skew-GOE
P (NX) for NX equal to:
N 〈NX〉 0 1 2 3 4 5 6 7 8
1 1 0 1 0 0 0 0 0 0 0
2 1.29 0.35 0 0.65 0 0 0 0 0 0
3 1.52 0 0.74 0 0.26 0 0 0 0 0
4 1.71 0.21 0 0.73 0 0.06 0 0 0 0
5 1.88 0 0.57 0 0.42 0 0.01 0 0 0
6 2.03 0.14 0 0.71 0 0.15 0 0.00 0 0
7 2.16 0 0.45 0 0.51 0 0.03 0 0.00 0
8 2.30 0.10 0 0.66 0 0.24 0 0.00 0 0.00
9 2.42 0 0.36 0 0.57 0 0.07 0 0.00 0
10 2.54 0.07 0 0.60 0 0.31 0 0.01 0 0.00
TABLE IV: Probability of NX distinct real eigenvalues of
the skew-Hamiltonian matrix AJ , in the ensemble of 2N ×
2N antisymmetric matrices A with independent real Gaussian
elements on the upper diagonal.
Ginibre ensemble in the large N ′-limit:
lim
N ′→∞
pi
N ′
〈
N ′∑
n=1
δ
(
z − εn/
√
N ′
)〉
=
{
1 if |z| < 1,
0 if |z| > 1.
(A10)
Our numerics suggests that the same circular law applies
to the skew-GOE and Hamiltonian ensembles. Because
each eigenvalue is twofold degenerate in the skew-GOE,
they appear less dense in the scatter plot — compare
Figs. 6d and 6f.
The narrow depletion zones surrounding the real axis
in Figs. 6d,e,f (and also surrounding the imaginary axis
in Fig. 6e) are a finite-N ′ correction to the circular law,
corresponding to a linearly vanishing eigenvalue density
— see Fig. 7a. The eigenvalue density ρ(ε) on the real
axis is approximately uniform for −√N ′ < ε < √N ′. In
the Hamiltonian ensemble also the density on the imagi-
nary axis is approximately uniform in the same interval,
except within a distance of order unity from the origin,
where the ±ε symmetry produces a linear level repulsion
— see Fig. 7b.
The circular law evidently does not apply to the
two ensembles of skew-Hamiltonian matrices constructed
from the Haar measure for unitary or orthogonal matri-
ces, see Figs. 6a,c. The eigenvalue density in these en-
sembles lacks rotational symmetry, which can be restored
by the conformal transformation
ε 7→ z = 1 + iε
1− iε , (A11)
see Fig. 6b. This transformation is the analytic continu-
ation of ε = tan(φ/2), z = eiφ, to complex φ. The real
axis in the complex ε-plane is mapped onto the unit cir-
cle in the complex z-plane. The rotational symmetry on
the unit circle implies that the real ε’s have a Lorentzian
8a) Hamiltonian ensemble (real eigenvalues)
P (NX) for NX equal to:
N 〈NX〉 0 1 2 3 4 5 6 7 8 9 10
1 1.42 0.29 0 0.71 0 0 0 0 0 0 0 0
2 1.71 0.40 0 0.36 0 0.25 0 0 0 0 0 0
3 2.11 0.21 0 0.57 0 0.18 0 0.04 0 0 0 0
4 2.41 0.24 0 0.35 0 0.35 0 0.04 0 0.00 0 0
5 2.67 0.15 0 0.48 0 0.25 0 0.11 0 0.01 0 0.00
6 2.91 0.17 0 0.33 0 0.39 0 0.09 0 0.02 0 0.00
7 3.14 0.11 0 0.42 0 0.28 0 0.16 0 0.02 0 0.00
8 3.35 0.13 0 0.29 0 0.40 0 0.14 0 0.04 0 0.00
9 3.55 0.09 0 0.35 0 0.30 0 0.22 0 0.04 0 0.00
10 3.73 0.10 0 0.26 0 0.40 0 0.18 0 0.06 0 0.00
b) Hamiltonian ensemble (imaginary eigenvalues)
P (NY ) for NY equal to:
N 〈NY 〉 0 1 2 3 4 5 6 7 8 9 10
1 0.58 0.71 0 0.29 0 0 0 0 0 0 0 0
2 0.88 0.6 0 0.36 0 0.04 0 0 0 0 0 0
3 1.11 0.53 0 0.38 0 0.08 0 0.00 0 0 0 0
4 1.29 0.49 0 0.39 0 0.11 0 0.01 0 0.00 0 0
5 1.47 0.45 0 0.39 0 0.15 0 0.02 0 0.00 0 0.00
6 1.61 0.41 0 0.4 0 0.17 0 0.02 0 0.00 0 0.00
7 1.74 0.39 0 0.39 0 0.19 0 0.03 0 0.00 0 0.00
8 1.88 0.36 0 0.39 0 0.2 0 0.04 0 0.00 0 0.00
9 1.99 0.34 0 0.38 0 0.22 0 0.05 0 0.01 0 0.00
10 2.11 0.32 0 0.38 0 0.23 0 0.06 0 0.01 0 0.00
TABLE V: Probability P (NX) of NX real eigenvalues, and probability P (NY ) of NY imaginary eigenvalues of the Hamiltonian
matrix HJ , constructed from the 2N × 2N symmetric matrix H in the GOE.
FIG. 7: Eigenvalue probability densities for the ensemble of Hamiltonian matrices of size 200 × 200: a) In the depletion zone
near the real axis (solid curve) and near the imaginary axis (dashed), as a function of the separation from the axis; b) On the
real axis (solid curve) and on the imaginary axis (dashed), as a function of the separation from the origin. Each probability
density is normalized to unity, when the separation is integrated from −∞ to ∞.
density profile,
ρ(ε) =
1
2pi
dφ
dε
=
1
pi
1
1 + ε2
, ε ∈ R. (A12)
4. Square-root law
The square-root law says that the average number of
real eigenvalues of a large real random matrix scales as
the square root of the size of the matrix,
〈NX〉 =
√
c1N + c0 +O(N−1/2). (A13)
This scaling has been derived for the Ginibre ensemble
of N × N real Gaussian matrices [28], where c1 = 2/pi
and c0 = 1/2. All the ensembles considered here follow
the same
√
N scaling, with different coefficients: see Fig.
3, for the skew-CUE and skew-CRE, and Fig. 8, for the
skew-GOE and Hamiltonian ensembles.
In the ensemble of 2N × 2N Hamiltonian matrices we
denote by NY the number of purely imaginary eigenval-
ues. The average 〈NY 〉 ≈ 0.717
√
N scales with the same
power of N but a smaller slope than 〈NX〉 ≈ 1.128
√
N .
5. Spacing distribution of real eigenvalues
In the Gaussian orthogonal ensemble (GOE) of real
symmetric matrices the spacing δε = |εn+1 − εn| of sub-
sequent eigenvalues εn is well described by the Wigner
surmise [17, 18],
PWigner(s) =
1
2pis exp
(− 14pis2), s = δε/〈δε〉. (A14)
The spacing distribution vanishes as sβ with β = 1
for small spacings, a characteristic feature of the GOE
known as linear level repulsion.
Linear repulsion applies as well to the Ginibre ensem-
ble of N ×N Gaussian matrices without any symmetry
[27, 30, 31]. As shown in Fig. 9, the linear repulsion
P (s|NX) = CNXs+O(s2) is universal but the slope CNX
depends on the number NX of real eigenvalues: smaller
9Ginibre ensemble
P (NX) for NX equal to:
N 〈NX〉 0 1 2 3 4 5 6 7 8
1 1 0 1 0 0 0 0 0 0 0
2 1.41 0.29 0 0.71 0 0 0 0 0 0
3 1.71 0 0.65 0 0.35 0 0 0 0 0
4 1.94 0.15 0 0.72 0 0.12 0 0 0 0
5 2.15 0 0.46 0 0.51 0 0.03 0 0 0
6 2.33 0.10 0 0.65 0 0.25 0 0.01 0 0
7 2.50 0 0.34 0 0.58 0 0.08 0 0.00 0
8 2.66 0.06 0 0.57 0 0.35 0 0.02 0 0.00
9 2.79 0 0.26 0 0.59 0 0.15 0 0.00 0
10 2.92 0.04 0 0.49 0 0.42 0 0.04 0 0.00
TABLE VI: Probability of NX real eigenvalues of an N ×N
matrix with all matrix elements draw independently from the
same Gaussian distribution. These are analytical results from
Ref. [28]. We have checked that our numerics gives the same
numbers, to two decimal places.
FIG. 8: Average number 〈NX〉 of distinct real eigenvalues,
for 2N × 2N random matrices with Gaussian distributed ele-
ments and Hamiltonian symmetry (red data points) or skew-
Hamiltonian symmetry (blue data points). The formulas
given by the dashed lines describe the large-N data well, but
they are not derived analytically.
NX gives a larger slope. We interpret this is as a “screen-
ing” effect of nearby complex eigenvalues, which soften
the repulsion of neigboring real eigenvalues. Since the
average spacing 〈δε〉 ≈ 2√N/NX of the real eigenval-
ues is larger for smaller NX , there are more intermediate
complex eigenvalues for smaller NX , consistent with the
weaker repulsion.2
The Ginibre ensemble has an approximately uniform
eigenvalue density on the real axis, while the skew-
2 J. Bloch, F. Bruckmann, N. Meyer, and S. Schierenberg, JHEP
08, 066 (2012), argue for a stronger repulsion of real eigenvalues
due to intermediate complex eigenvalues, which is not what we
find.
FIG. 9: Distribution of the normalized spacings s = δε/〈δε〉
of neighboring eigenvalues on the real axis in the Ginibre en-
semble of N ×N real Gaussian matrices, with N = 100. The
curves are calculated by generating a large number of random
matrices in this ensemble, and separating them in sets with
the same number NX of real eigenvalues at average spacing
〈δε〉 ≈ 2√N/NX . Each set has its own spacing distribution
P (s|NX), shown by the colored curves. The inset shows the
fraction P (NX) of matrices with a given NX .
FIG. 10: Same as Fig. 9, but now for the ensemble of 2N×2N
skew-Hamiltonian matrices constructed from the Haar mea-
sure on SO(2N) (skew-CRE). To achieve a uniform spacing,
the NX distinct real ε’s are mapped onto the unit circle by
φ = 2 arctan ε, with average spacing 〈δφ〉 = 2pi/NX .
Hamiltonian ensembles derived from the CUE or CRE
have the strongly nonuniform density (A12). To calcu-
late the spacing distribution in those ensembles (skew-
CUE and skew-CRE) we map the real axis onto the
unit circle via the transformation (A11). The phases
φn = 2 arctan εn on the unit circle have a uniform den-
sity, so for each number NX of distinct real eigenvalues
there is a uniform average spacing 〈δφ〉 = 2pi/NX . The
spacing distributions P (s|NX) are very similar to those
in the Ginibre ensemble, see Fig. 10.
From P (s|NX) we can calculate the cumulative spacing
distribution,
Pcumul(s) =
∑
NX
P (s|NX)P (NX), (A15)
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FIG. 11: Spacing distributions of real eigenvalues in the Gini-
bre ensemble (N ×N real Gaussian matrices) and the skew-
CRE [2N × 2N skew-Hamiltonian matrices constructed from
SO(2N)], for different matrix size N . All curves cover the
interval 0 < s < 4, with a different horizontal offset for each
N . The solid curves are the cumulative average (A15) over
NX -dependent spacing distributions and the dashed curves
are a global average over the entire ensemble. The differ-
ence amounts to a different way of normalizing by the aver-
age spacing. For the cumulative average we normalize with
an NX -dependent average spacing, for the global average we
have a single average spacing for the entire ensemble.
FIG. 12: Comparison of the cumulative spacing distribution
of real eigenvalues in the five different ensembles of real ran-
dom matrices. For clarity, each curve has a different horizon-
tal offset.
as the weighted average over different values ofNX . Since
the average spacing is NX -dependent, the cumulative
spacing distribution (A15) is different from the global
spacing distribution Pglobal, obtained by normalizing the
spacing by the average spacing of real eigenvalues in the
entire ensemble. Both distributions are shown in Fig. 11,
and one sees that the difference is small. (We do not
know whether Pcumul and Pglobal become identical in the
large-N limit.) Fig. 12 shows that the difference between
FIG. 13: Solid curves: cumulative spacing distribution on the
real axis for N = 100 in the three non-Hermitian ensembles
with Gaussian measure. The corresponding figure for the two
ensembles with Haar measure is Fig. 4 in the main text. To-
gether these figures show that the spacing distribution on the
real axis is close to the semi-Poissonian form.
FIG. 14: Cumulative spacing distribution on the real axis for
all five ensembles (with N = 100), plotted on a log-linear scale
to demonstrate the semi-Poissonian tail.
one ensemble and the other is also small, indicating that
these random-matrix ensembles have a universal spacing
distribution of real eigenvalues.
In Fig. 4 in the main text the cumulative spacing distri-
butions on the real axis in the skew-CRE and skew-CUE
are compared with the Wigner distribution (A14). A
similar comparison for the skew-GOE, Hamiltonian, and
Ginibre ensembles is shown in Fig. 13. We also compare
with the Poisson distribution of uncorrelated eigenvalues,
PPoisson(s) = e
−s, (A16)
and with the semi-Poisson distribution [20],
Psemi-Poisson = 4se
−2s. (A17)
None of these three distributions fits the RMT data
precisely, but the semi-Poissonian form describes most
closely both the linear repulsion at small spacings and
the exponential tail at large spacings (see also Fig. 14 for
a log-linear plot).
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FIG. 15: Cumulative spacing distribution on the real axis
(solid colored curves) and on the imaginary axis (dashed col-
ored curves) for different values of N in the Hamiltonian en-
semble.
In the ensemble of Hamiltonian matrices it is of interest
to compare the spacing distributions on the real and on
the imaginary axis, see Fig. 15. The spacing distributions
are qualitatively similar, but distinct — we show different
values of N to confirm that the difference is not a finite-
size effect.
These are all numerical findings. In the Ginibre en-
semble the complete joint probability distribution of the
eigenvalues is known analytically [27, 30]. It might be
feasible to derive the spacing distribution on the real
axis from that joint distribution and see how close it ap-
proaches the semi-Poissonian form in the large-N limit.
Such a calculation might also confirm our intuition that a
screening effect of complex eigenvalues is responsible for
the Wigner-to-Poisson crossover with increasing spacing.
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