Temporal difference (TD) learning is a model-free reinforcement learning technique, which adopts an infinite horizon discount model and uses an incremental learning technique for dynamic programming. The state value function is updated in terms of sample episodes. Utilising eligibility traces is a key mechanism in enhancing the rate of convergence. TD(λ) represents the use of eligibility traces by introducing the parameter λ. However, the underlying mechanism of eligibility traces with an approximation function has not been well understood, either from theoretical point of view or from practical point of view. The TD(λ) method has been proved to be convergent with local tabular state representation. Unfortunately, proving convergence of TD(λ) with function approximation is still an important open theoretical question. This paper aims to investigate the convergence and the effects of different eligibility traces. In this paper, we adopt Sarsa(λ) learning control algorithm with a large, stochastic and dynamic simulation environment called SoccerBots. The state value function is represented by a linear approximation function known as tile coding. The performance metrics generated from the simulation system can be used to analyse the mechanism of eligibility traces.
Introduction
Temporal difference (TD) (Sutton, 1988; Watkins, 1989) learning technique can be considered as a form of asynchronous dynamic programming (DP). DP was firstly proposed by Bellman (1957a Bellman ( , 1957b and has been well investigated under the formalism of Markov decision processes (MDPs). Roughly speaking, DP rests on a very simple idea, the principle of optimality, to solve optimal control problems for stochastic and dynamic systems. Each control policy defines a stochastic process and the values of objective functions associated with this process (Dimitri, 2005) . The convergence of the DP technique has been proved in the discounted case and average criteria by Howard (1960) .
TD learning techniques hold the assumption that a stochastic and dynamic system involving decision-making can be formalised as an MDP. The Markovian decision problems can be solved using a policy-iteration method (Bellman, 1957b; Howard, 1960) . Trial-and-error and delayed rewards are two basic features in the TD technique. The TD method computes the long-term reward (averaged or accumulated) as an optimality criteria, which is calculated by using an incremental learning technique for dynamic programming and an infinite horizon discount model for weighting the total delayed rewards. As a result, the state value function is updated in an iterative scheme by bootstrapping every step of the Bellman equations and backing up sample episodes.
The idea of incremental learning from temporal difference errors is a major mechanism for TD learning. In addition, utilising eligibility traces is another important mechanism in improving the rate of convergence (Klopf, 1972) . TD(λ) represents the use of eligibility traces by introducing the parameter λ representing the decay rate. There are several ways to use eligibility traces, e.g., accumulating eligibility traces and replacing traces. Although convergence has been analysed theoretically (Dayan, 1992; Dayan and Sejnowski, 1994) or practically (Singh and Sutton, 1996; Stone and Sutton, 2001; Sutton, 1988; Watkins, 1989) , TD(λ) cannot guarantee to converge to optimality in all cases, especially for large stochastic dynamic systems (Stone et al., 2005) . The only way to generate the performance data metrics is by running the simulation system. The effects on convergence of different eligibility traces can then be compared by analysing the performance data metrics.
This paper aims to analyse the effects on convergence of TD(λ) by using different eligibility traces. We adopt the Sarsa(λ) learning control algorithm, in conjunction with a linear approximation function known as tile coding (Albus, 1971 (Albus, , 1975 to avoid the problem of the state space growing exponentially. A game of soccer called SoccerBots (Teambots, 2000) is used as the simulation environment. The soccer agent learns the defined skills using the Sarsa(λ) learning control algorithm. By utilising the different eligibility traces, we can obtain the performance data metrics with which we analyse the effects on convergence.
The contributions of this paper are as follows. First, we confirm that Sarsa(λ) learning control algorithm is convergent for different eligibility traces by the experimental results. Second, the mechanism of different eligibility traces is investigated by comparing the speed of convergence and final convergence to optimality. Finally, we find that accumulating traces may display a better performance than the use of replacing traces, mainly due to the nature of the stochastic process.
The rest of the paper is organised as follows. Section 2 introduces the temporal difference technique and eligibility traces. We introduce the properties of the simulation environment and detail Sarsa(λ) learning control algorithm in Section 3. Section 4 illustrates and analyses the experimental results. Finally, we present future work and conclude the paper.
TD(λ) and tile coding

TD learning technique
Reinforcement learning (RL) is learning to map situations to actions for maximising a numerical reward signal (Sutton and Barto, 1998) . It consists of dynamic programming, Monte Carlo methods and TD techniques. The learning agent for RL problems has to find an optimal policy for decision-making. DP is a technique to solve the optimal control problems for MDPs and provides theoretical support for all RL methods. TD techniques hold an assumption that the learning problem can be modelled as an MDP.
The Markov property is an important feature that the conditional probability distribution of future states of the process depends only upon the present state and not on any past states, i.e., it is conditionally independent of the past states. Another important property of an MDP is that the state changes after a specific unit of time. Different from MDP, a semi-MDP (SMDP) is a stochastic process that spends a random amount of time in each transition. In a SMDP, the system does not revert to the same state (Gosavi, 2003) . Accordingly, the learning process can be characterised in terms of optimal control of MDPs.
An MDP can be defined as a tuple MDP = 〈S, A, T, R〉, where
• S is a set of states
• A is a set of actions
• R is a scalar reward function, R: S → R.
The principle of optimality has been well studied by Bellman (1957a Bellman ( , 1957b and Howard (1960) . The state value function is updated for the infinite summation. For the infinite horizon dynamic programming problem, the successive expected value function is approximated by the Bellman equation:
where π is the policy being followed and the parameter γ is discount rate, 0 ≤γ ≤ 1. Accordingly, the optimal policy is improved using the Bellman optimality equation as
DP has successfully solved various stochastic problems. The prerequisite of DP is that we can model the transition function in advance. Due to the inherent complexity of large, stochastic, dynamic environments, it is impractical to specify the state space and transition function a priori. Monte Carlo method is a model-free approach that the state value is estimated following sample episodes. The state value might be estimated by averaging all the returns for each sample episode. TD is a combination of DP technique and Monte Carlo method, meaning that the state value is bootstrapped at every step using the Bellman equations and accumulated according to sample episodes. As mentioned above, TD technique uses an incremental learning paradigm, which implies that the state value is assigned the portion of temporal difference errors for each of the states and actions. The value function is updated based on the incremental learning scheme by
For an MDP problem, the successive reward is calculated as
where r (k+1) is an immediate reward and γ is the discount rate. For the TD method, the successive state value is estimated at a given state s following the policy π,
where the parameter α is the learning rate, 0 ≤α ≤1. The successive optimal policy is updated as
All state values are approximated using an iterative scheme. Similarly, we can use state-action value Q(s,a) to replace the state values in the equations above.
Eligibility traces
The idea of eligibility traces, proposed by Klopf (1972) , is a mechanism to decay the rewards in the future according to a geometrical distribution. TD(λ) was proposed by Sutton (1984 Sutton ( , 1988 , which introduces the decay-rate λ to weight the rewards. Monte Carlo method backups the incremental difference errors by averaging them at the end of every episode. Instead, TD(λ) updates the incremental difference error by tuning the value of λ without the need to back it up at the end of every episode. Sutton and Barto t (1998) pointed out that TD(λ) theoretically fills the gap between one-step backup and the Monte Carlo method. If λ = 0, TD(0) is equivalent to one-step update. If λ = 1, TD(1) updates the state value like the Monte Carlo method. Under the condition of offline updates, the equivalence between TD (1) and Monte Carlo implementation has been proved by Singh and Sutton (1996) . The aim of eligibility traces is to assign credit or blame to the eligible states or actions. From a mechanistic point of view, eligibility traces can be implemented using a memory associated with each state e t (s) to record the occurrence of an event, i.e., the visiting of a state or the taking of an action. There are several ways for evaluating the traces, particularly accumulating traces and replacing traces. In a conventional accumulating trace, the trace augments each time the state is entered. For a replacing trace, on the other hand, each time the state is visited, its trace is reset to 1 regardless of the value of the prior trace (Singh and Sutton, 1996) .
Accumulating traces can be defined as 
Replacing traces use e t (s, a) = 1 for the second update in (7) 
The mechanism of eligibility traces is illustrated in Figure 1 . Source: Sutton and Barto (1998) 
TD(λ) for general λ has been proved to be convergent with probability one using a localist state representation (Dayan, 1992; Dayan and Sejnowski, 1994) . It also demenstrated that if the vectors representing the state are not linearly independent, then TD(λ) for λ 6 = 1 converges to a different solution from the least mean squares algorithm. Developing good representations of states is of critical importance in achieving good performance. Watkins and Dayan (1992) presents that Q-learning converges under the assumption of a look-up table representation. Watkins (1989) shows that Q-learning may not converge correctly for other representations. An open theoretical question is that whether TD(λ) with function approximation representations also converges (Dayan and Sejnowski, 1994; Watkins and Dayan, 1992) .
Tile coding
Tile coding (Albus, 1971; 1975 ) is a linear function approximation technique. The purpose of function approximation is to generate the state/action relationship by using far fewer parameters. The approximation function, V t is represented as a parameterised function, thereby updating parameters instead of entries in a table. The formula is represented as
In (11), t θ is the parameter vector and s φ s is a corresponding column vector of features for each state. Complexity is related to the size of θ rather than the size of state space. Each tiling partitions the state space and has only one tile being activated for every input of state. The receptive fields of the features are grouped into partitions (providing a tiling). The state value is a summation of all tilings at a given state.
Sarsa(λ) algorithm and simulation environment
Details of Sarsa(λ) algorithms
Several TD(λ) algorithms have been proposed according to the action-selection policy and eligibility traces, including Sarsa(λ) (Sutton, 1988) , Q(λ) (Watkins, 1989 ) and Peng's Q(λ) (Peng and Williams, 1994) . Sarsa(λ) is an on policy learning algorithm meaning that the action is selected following the policy. The eligibility traces are recorded when the states are visited. Even though Sarsa(λ) algorithm is theoretically proved to be convergent under certain conditions, there is no theoretical analysis that it converges with function approximation. An important open question is whether Sarsa's failure to converge is of practical importance or is merely a theoretical curiosity (Stone et al., 2005) . Only tests on large-state-space applications such as RoboCup soccer (Humanoid Kid and Medium Size League, 2005) will answer this question.
Importantly, no theoretical analyses is available on how the eligibility traces affect the rate of convergence and on what kind of traces are best in large, non-deterministic and dynamic environments. We have demonstrated that Sarsa(λ) algorithm with replacing traces converges in SoccerBots (Leng et al., 2007a; 2008b) . The convergence of onpolicy and off-policy TD(λ) are investigated in order to enhance the speed of covergence (Leng et al., 2008a; 2008b) .
In this paper, we compare the effects of different eligibility traces strategies, i.e. without use of traces, replacing traces and accumulating traces. If the decay-rate λ is 0, Sarsa (0) is the one-step updates algorithm and is the special case of equation (7). Sarsa(λ) is an online control algorithm and the increment is updated synchronously. We show the algorithm in detail in Figure 2 in which α is a learning rate, γ is a discount rate. The ε-greedy policy is the exploration strategy, i.e., the agent takes a random action with probability ε and takes the current best action with probability (1 -ε). Get action α LastAction from s 0 using ε-greedy policy.
Get action α NewAction from s using ε-greedy. 
SoccerBots simulation system
The small size soccer league SoccerBots, is one of a collection of applications of TeamBots (2000) . Each soccer team can have two to five players. Each player can observe the behaviours of other objects such as the ball, a teammate, an opponent and their locations and motion via a sensor (Leng et al., 2006) . In order to evaluate the best performance of Sarsa(λ), we define the learning problem of ball interception skills. The soccer agent has to learn the optimal running direction at every step in order to intercept an approaching ball in the fewest possible steps. The intercepting problem is illustrated in Figure 3 . 
Experimental results
Interpretation on experimental results
Sarsa(λ) algorithm is sensitive to the representation of state space (Whiteson and Stone, 2006) and the parameters (Leng et al., 2008a; 2008b; 2007b) . A sensitivity analysis of the model parameters is very expensive. The only possibility is to conduct a series of simulation runs with different parameter values (Rubinstein, 1981) . We consider three cases to compare the effects of eligibility traces, i.e., no traces, replacing traces and accumulating traces.
To compare the realistic performance of Sarsa(λ) with different eligibility traces, we set a baseline for the parameters, i.e., ε = 0.1, λ = 0.9 (for replacing traces and accumulating traces). We run a number of experiments using different parameter values of α and γ, in order to find the optimal values for them (Leng et al., 2008b; 2007b) . Then, we use the obtained optimal values to compare the differences among the three trace strategies.
For non-traces, we obtain the results for tuning the parameters α and γ, as illustrated in Table 1 . The maximum value area is indicated by the contour on the parameters α and γ plane, shown in Figure 4 . For replacing traces, we obtain the results of tuning the parameters α and γ, as illustrated in Table 2 . 99 -30.58 -39.18 -31.84 -29.17 -29.17 -32.48 -33.25 -35.64 0.97 -39.5 -30.89 -27.36 -25.47 -29.06 -28.11 -29.24 -30.49 0.95 -26.14 -25.57 -23.54 -24.82 -24.46 -24.95 -25.01 -26.15 0.93 -24.48 -25.98 -21.62 -20.53 -26.58 -22.09 -25.17 -24.3 0.91 -37.37 -23.11 -22.63 -27.27 -33.14 -25.4 -24.48 -28.89 The maximum value area is indicated by the contour on the parameters α and γ plane, shown in Figure 5 . For accumulating traces, we obtain the results of tuning the parameters α and γ illustrated in Table 3 . 99 -30.8 -28.46 -31.46 -32.05 -35.81 -37.63 -40.88 -43.57 0.97 -28.78 -26.03 -27.67 -26.99 -29.11 -31.83 -32.3 -35.56 0.95 -28.63 -25.24 -24.59 -28.5 -23.93 -26.75 -28.08 -30.32 0.93 -24.31 -22.23 -22.08 -22.13 -22.01 -23.9 -25.2 -25.86 0.91 -22.35 -19.97 -19.73 -19.49 -21.93 -29.3 -22.92 -24.51 0.9 -75.26 -56.38 -42.56 -45.67 -36.83 -43.67 -51.35 -59.32 The maximum value area is indicated by the contour on the parameters α and γ plane, shown in Figure 6 . 
Discussion
The optimal values of α, γ in Sarsa(λ) for non-traces, replacing traces and accumulating traces are 0.005 and 0.93, 0.007 and 0.93, 0.007 and 0.91, respectively. We compare the convergence (the speed of convergence and final convergence to optimality) of three cases, as shown in Figure 7 .
By analysing the convergence diagram in Figure 7 , we can have the following findings:
• Sarsa(λ) can converge in all cases.
• We find that use of eligibility traces can cause significant improvement in the rate of convergence. The average rewards in Table 1 show a worse performance than those in Table 2 or Table 3 .
• The empirical results have also shown the performance with accumulating traces performs better than that with replacing traces.
Our experimental results are different from the results of Singh and Sutton (1996) (Sutton and Barto, 1998) . Singh and Sutton (1996) provide evidence that replacing-trace methods can perform much better than conventional, accumulating-trace methods, particularly at long trace lengths (Singh and Sutton, 1996; Sutton and Barto, 1998) . We argue that the reason is that their case study was based on an MDP, which meant that the same state is revisited frequently and drives the accumulating traces greater than one. So the accumulating traces are likely to be more of a hindrance than a help in finding the best estimate of value. However, our test environment is modelled as a SMDP, meaning that the system does not jump back to the same state. So the use of replacing traces or accumulating traces depends on the stochastic mature of the application domains. 
Conclusions and future work
The convergence of TD(λ) has been proved under certain conditions, such as local and tabular state representation. The use of eligibility traces is an important strategy to enhance the performance in TD(λ). Due to the inherent complexity and the nature of stochastic process, the theoretical analysis of convergence is still an open question. A feasible investigation is to run TD(λ) algorithms in a large, stochastic environment and obtain certain performance metrics for further analysis .
In this paper, we compare the effects of replacing traces and accumulating traces with Sarsa(λ) to learn the defined skill in a real-time, stochastic and dynamic environment. Firstly, we have demonstrated that the use of eligibility traces can improve the performance in both the rate of convergence and the quality of final convergence to optimality. Secondly, we find that the use of accumulating traces can result in a better performance in that case. Singh and Sutton proposed some experimental results that the use of replacing traces may cause significantly better performance in some cases (Singh and Sutton, 1996; Sutton and Barto, 1998) . Our experimental results indicate that the use of replacing traces or accumulating traces may depend on the nature of stochastic process, i.e., the environment model is an MDP or a SMDP.
Future work will extend TD(λ) to more complex tasks, such as learning cooperative skills in real-time, stochastic and dynamic multi-agent environments. We will focus on comparing the performance of different eligibility traces, in order to investigate the underlying mechanism.
