A construction of big convolutional codes from short codes called block Markov superposition transmission (BMST) is proposed. The BMST is very similar to superposition block Markov encoding (SBME), which has been widely used to prove multiuser coding theorems. The BMST codes can also be viewed as a class of spatially coupled codes, where the generator matrices of the involved short codes (referred to as basic codes) are coupled. The encoding process of BMST can be as fast as that of the basic code, while the decoding process can be implemented as an iterative sliding-window decoding algorithm with a tunable delay. More importantly, the performance of BMST can be simply lower bounded in terms of the transmission memory given that the performance of the short code is available. Numerical results show that: 1) the lower bounds can be matched with a moderate decoding delay in the low bit-error-rate (BER) region, implying that the iterative sliding-window decoding algorithm is near optimal; 2) BMST with repetition codes and single parity-check codes can approach the Shannon limit within 0.5 dB at the BER of 10 −5 for a wide range of code rates; and 3) BMST can also be applied to nonlinear codes.
I. INTRODUCTION
I T IS an old subject to construct long codes from short codes [1] . Product codes [2] , presented by Elias in 1954, may be the earliest method for constructing long codes with short codes. An [n 1 n 2 , k 1 k 2 ] product code is formed by an [n 1 , k 1 ] linear code C 1 and an [n 2 , k 2 ] linear code C 2 . Each codeword of the product code is a rectangular array of n 1 columns and n 2 rows in which each row is a codeword in C 1 and each column is a codeword in C 2 . In 1966, Forney proposed a class of codes, called concatenated codes [3] . Typically, a concatenated code investigated by Forney consists of a relatively short code as an inner code and a relatively long algebraic code as an outer code. Manuscript In 1993, Berrou et al invented turbo codes [4] , by which researchers have been motivated to construct capacityapproaching codes. The original turbo code [4] consists of two convolutional codes which are parallelly concatenated by a pseudo-random interleaver, and hence is also known as a parallel concatenated convolutional code (PCCC) [5] .
Since the invention of turbo codes, concatenations of simple interleaved codes have been proved to be a powerful approach to design iteratively decodable capacity-approaching codes [6] - [10] . Another class of capacity-approaching codes, namely, low-density parity-check (LDPC) codes, which were proposed in the early 1960s and rediscovered after the invention of turbo codes, can also be considered (from the aspect of decoding) as concatenations of interleaved single parity-check codes and repetition codes [11] - [16] .
All the aforementioned codes are block codes, whereas convolutional codes can be more attractive in applications where lots of data are required to be transmitted continuously. Convolutional codes, first introduced by Elias [17] , have been used in various communication systems [18] , such as space communication, data transmission, digital audio/video transmission, and mobile communication. In these systems, only convolutional codes with short constraint length are implemented due to the fact that the decoding complexity of the Viterbi algorithm [19] grows exponentially with the constraint length. 1 Constructing (decodable) convolutional codes with long constraint length (referred to as big convolutional codes in this paper) is of interest both in theory and in practice. In 1996, Cheng proposed the hyperimposed convolutional codes [21] where each sub-codeword is imposed beyond a single block and suboptimal multistage decoding algorithms are used. To minimize the required memory between the successive decoding stages for the component codes in a product code, Baggen and Tolhuizen constructed diamond codes [22] . Like the cross parity-check convolutional codes in [23] , a diamond code can be considered a "geometrically inspired" convolutional code. By using "free running" constituent encoders, continuous or synchronous periodic interleavers and a continuous pipelined decoder, Hall and Wilson proposed the stream-oriented turbo codes [24] , [25] , which can be viewed as large constraint length time-varying convolutional codes. Another class of stream-oriented turbo codes are the laminated turbo codes [26] , which can be characterized by a block-convolutional structure that introduces memory not on a symbol basis but on a block basis. In 1999, Jiménez Felström and Zigangirov proposed a class of convolutional codes with large constraint length-the convolutional LDPC codes [27] , which are the convolutional counterparts of the block LDPC codes. As convolutional versions of (generalized) product codes, braided block/ convolutional codes [28] , [29] can also be classified as convolutional LDPC codes. Since convolutional LDPC codes were recast as spatially coupled codes in [30] , spatial coupling has become a general principle to construct codes [31] - [38] .
In this paper, we present more details on the recently proposed block Markov superposition transmission (BMST) [39] , which is a construction of big convolutional codes from short codes. The BMST is very similar to superposition block Markov encoding (SBME), which has been widely used to prove multiuser coding theorems. The method of SBME was first introduced for the multiple-access channel with feedback by Cover and Leung [40] and successfully applied by Cover and El Gamal [41] for the relay channel. The idea behind SBME in the single-relay system can be briefly summarized as follows [42] .
Assume that the data are equally grouped into B blocks. Initially, the source broadcasts a codeword that corresponds to the first data block. Since the code rate is higher than the capacity of the link from the source to the destination, the destination is not able to recover the data reliably. Then the source and the relay cooperatively transmit more information about the first data block. In the meanwhile, the source "superimposes" a codeword that corresponds to the second data block. Finally, the destination is able to reliably recover the first data block from the two successive received blocks. After removing the effect of the first data block, the system returns to the initial state. This process iterates B + 1 times until all B blocks of data are sent successfully.
We apply a similar strategy to the point-to-point communication system. We assume that the transmitter uses a short code. By a short code, we mean a block code with short code length or a convolutional code with short constraint length. Initially, the transmitter sends a codeword that corresponds to the first data block. Since the short code is weak, the receiver is unable to recover reliably the data from the current received block. Hence the transmitter transmits the codeword (in its interleaved version) one more time. In the meanwhile, a fresh codeword that corresponds to the second data block is superimposed on the second block of transmission. Finally, the receiver recovers the first data block from the two successive received blocks. After removing the effect of the first data block, the system returns to the initial state. This process iterates B + 1 times until all B blocks of data are sent successfully.
The BMST is surely different from the SBME. As a theoretic tool in the multi-user information theory [40] - [43] , the SBME usually assumes a randomly-generated (capacityachieving on average) code with sufficiently large block length. With this assumption, the SBME has encoding memory one. The SBME can use a sliding-window decoding with delay one or a backward decoding, neither of which needs iteration, to recover the transmitted messages [40] , [44] . The error propagation when decoding the SBME can be neglected. In contrast, the BMST must work in the finitelength regime. The BMST can have a larger encoding memory and an iterative forward-backward decoding algorithm with a tunable delay. In the low signal-to-noise ratio (SNR) region, error propagation is unavoidable, which can degrade the performance to be much worse than the short code.
As a class of convolutional codes with long constraint length, the BMST codes are closely related to the spatially coupled codes [27] - [36] . The spatially coupled LDPC codes are constructed by spatial coupling the parity-check matrices of block LDPC codes, while the BMST systems are constructed by spatial coupling the generator matrices of the short codes. Similar to the pipeline decoding [27] - [29] and the windowed decoding [31] , [45] - [47] of the spatially coupled codes, the BMST systems can be decoded using a sliding-window algorithm. Compared with other spatially coupled codes, the BMST has its own features. The construction of BMST is more flexible. Any code (linear or nonlinear) with fast encoding algorithm and efficient soft-in soft-out (SISO) decoding algorithm can be taken as the basic code. Most importantly, the BMST has a simple performance lower bound, which relates the asymptotic coding gain to the encoding memory. Arming with this bound, the authors [48] - [50] have presented a general procedure (without any complicated optimization involved) to design good codes with coding rates in a wide range (say, from 1/16 to 15/16). For the detailed procedure, see Section VI-B. Simulation results presented in this paper as well as in [48] - [51] verify our analysis and show that the predicted coding gain can be achieved in the low error rate region. The matchness between the simulated performance and the lower bound in the low bit-error-rate (BER) region also implies that the sliding-window decoding is near optimal for the BMST.
The rest of this paper is organized as follows. We present the encoding algorithm of the BMST system and derive its generator matrix and parity-check matrix in Section II. In Section III, we focus on the decoding algorithms of the BMST system. In Section IV, the performance of the BMST system is analyzed with a simple lower bound by assuming a genie-aided decoder and an upper bound with the help of the input-output weight enumerating function (IOWEF). Numerical results are presented in Section V. Section VI discusses the performance behavior of the BMST. Section VII concludes this paper.
II. BLOCK MARKOV SUPERPOSITION TRANSMISSION

A. Encoding Algorithm
We focus on binary codes in this paper. For a rate R = k/n binary convolutional code, information sequence u = u (0) , u (1) , · · · = u (0) 0 , · · · , u (0) k−1 , u (1) 0 , · · · , u (1) k−1 , · · · is encoded into code sequence c = c (0) , c (1) , · · · = c (0) 0 , · · · , c (0) n−1 , c (1) 0 , · · · , c (1) n−1 , · · · . The encoding process is initialized by setting u (t ) = 0 for t < 0 and computes for t ≥ 0 as shown in [52] 
where G i (0 ≤ i ≤ m) is a binary k × n matrix and m is called the encoding memory. Notice that the code can be reformulated as a unit memory convolutional code [53] , [54] but with the same constraint length (m + 1)k.
In this paper, we propose a special class of convolutional codes by setting G 0 = G and G i = GΠ i , where G is the generator matrix of a binary linear code C [n, k] of dimension k and length n and Π i (1 ≤ i ≤ m) is a permutation matrix of size n ×n. The code C [n, k] is referred to as the basic code in this paper for convenience. We take the special setting-up with G i = GΠ i because of the following considerations. First, it is convenient for implementation. Second, we do not choose a general G i due to the fact that no efficient decoding algorithms exist when (m + 1)k is large. Third, the interleavers, which break short cycles in the normal graph very likely especially when the interleavers of size n m are generated randomly, play a crucial role when performing the iterative decoding algorithms.
Let u (0) , u (1) , · · · , u (L−1) be L blocks of data to be transmitted, where u (t ) ∈ F k 2 . The encoding algorithm with memory m is described in Algorithm 1, see Fig. 1 for reference, where the permutation matrix Π i is implemented as its corresponding interleaver of size n.
Remarks: The code rate is kL n(L+m) , which is slightly less than that of the basic code C . However, the rate loss is negligible for large L. Also notice that interleaving v (t −i) into w (i) and encoding u (t ) into v (t ) can be implemented in parallel. Therefore, the encoding process for the BMST system can be almost as fast as the encoding process for the basic code C given that sufficient hardware resources are available. In the case when the basic code is itself a conventional convolutional code and the encoding memory m = 1, the BMST system is reduced to a hyperimposed convolutional code [21] . The BMST can also be viewed as a spatially coupled code with the following interpretation. Without BMST, transmissions are independent from each other. It is the BMST that introduces the memory among consecutive transmissions by coupling the generator matrices.
B. Algebraic Description of BMST
Unlike commonly accepted classical convolutional codes, the codes specified by the BMST system typically have large k and (hence) large constraint length, as is the same case for the convolutional LDPC codes. From a practical point of view, we are mainly concerned with the terminated BMST. In this case, the BMST system can be treated as a linear Algorithm 1 Encoding of BMST • Initialization: For t < 0, set v (t ) = 0 ∈ F n 2 . • Loop: For t = 0, 1, · · · , L − 1, 1) Encode u (t ) into v (t ) ∈ F n 2 by the encoding algorithm of the basic code C ; (i) , which is taken as the t-th block of transmission.
• Termination: For t = L, L + 1, · · · , L + m − 1, set u (t ) = 0 ∈ F k 2 and compute c (t ) following
Step. Loop.
block code C [n(L + m), k L]. In the following, we present for integrity the generator matrix and the parity-check matrix of the BMST system although we have not found their usefulness in describing both the encoding algorithm and the decoding algorithm.
Let G and H be the generator matrix and the parity-check matrix of the basic code, respectively. Let Π i , 1 ≤ i ≤ m, be the m involved permutation matrices. The generator matrix of the BMST system is given by
where diag {G, · · · , G} is a block diagonal matrix with G on the diagonal and Π is a block upper banded matrix (consisting of L rows and L + m columns of sub-blocks) as shown below,
Apparently, Rank(G BMST ) = k L since Rank(G) = k and Π is of full rank. Again, we can see that the BMST code is a spatially coupled code where short codes are coupled via generator matrices since the generator matrix G BMST is similar in form to the syndrome former of a convolutional LDPC code [52, Sec. 7.5].
To derive the parity-check matrix of the BMST system, we define recursively a sequence of matrices as P 0 = I (the identity matrix of order n) and P t = 1≤ ≤m P t − Π for t ≥ 1, where P t for t < 0 are initialized to be the zero matrix of order n. From the fact that c (t ) (1) , · · · , v (L+m−1) ) = (c (0) , c (1) , · · · , c (L+m−1) ) P, where P is block upper triangular matrix (consisting of L + m rows and L + m columns of sub-blocks) as shown below, Since v (t ) is a codeword in the basic code and v (t ) = 0 for t ≥ L, we know
where the superscript T denotes "transpose". Now we claim that the parity-check matrix of the BMST system is given by
This is justified by noting that Rank (H BMST ) = (n − k)L + nm.
III. ITERATIVE SLIDING-WINDOW DECODING ALGORITHM
A. Notation of Normal Graphs
Before describing the decoding algorithm, we introduce the message processing/passing algorithm over a general normal graph [55] . The notation is closely related to that used in [56] and [57] . As shown in Fig. 2 , a general normal graph can be used to represent a system, where vertices represent subsystems and edges represent variables. All edges (variables) connecting to a vertex (subsystem) must satisfy the specific constraints of the subsystem. For example, the subsystem S (0) is connected to S ( j ) via Z j , and the subsystem S ( j ) is potentially connected to other system via a half edge X j . Associated with each edge is a message that is defined in this paper as the probability mass function (pmf) of the corresponding variable. We focus on random variables defined over F 2 . We use the notation P
Then, the vertex S (0) , as a message processor, delivers the outgoing message with respect to any given Z j by computing the likelihood function
Because the computation of the likelihood function is irrelevant to the incoming message
For simplicity, if two subsystems share multiple variables of the same type, the corresponding edges can be merged into one edge. Such an edge represents a sequence of random variables, whose messages are then collectively written in a sequence. Notice that such a simplified representation is just for the convenience of describing the message passing. For message processing, any edge that represents multiple random variables must be treated as multiple separated edges. There are four types of nodes in the normal graph of the BMST system, and each edge represents a sequence of random variables.
• Node C : The node C represents the constraint that V (t ) must be a codeword of C that corresponds to U (t ) .
In practice, U (t ) is usually assumed to be independent and uniformly distributed over F k 2 . Assume that the messages associated with V (t ) are available from the node = .
The node C performs an SISO decoding algorithm to compute the extrinsic messages. The extrinsic messages associated with V (t ) are fed back to the node = , while the extrinsic messages associated with U (t ) can be used to make decisions on the transmitted data. • Node = : The node = represents the constraint that all connecting variables must take the same realizations. The message processing/passing algorithm of the node = is the same as that of the variable node in an LDPC code. • Node i : The node i represents the i -th interleaver, which interleaves or de-interleaves the input messages. • Node + : The node + represents the constraint that all connecting variables must be added up to zero over F 2 . The message processing/passing algorithm at the node + is similar to that at the check node in an LDPC code. The only difference is that the messages associated with the half edge are computed from the channel observations. The normal graph of a BMST system can be divided into layers, where each layer typically consists of a node of type C , a node of type = , m nodes of type , and a node of type + , see Fig. 3 for reference. What we just described is actually a high-level normal graph, where each edge represents a sequence of random variables. Looking into the details, we can see that, at each layer, there are n nodes = of degree m + 2 and n nodes + of degree m + 2 (including half edges). Hence the sub-graph consisting of the nodes = and the nodes + is sparse for n m. The basic code need not be sparse itself, but must have efficient SISO algorithms.
B. Decoding Algorithm
For simplicity, we assume that c (t ) is modulated using binary phase-shift keying (BPSK) with 0 and 1 mapped to +1 and −1, respectively and transmitted over an additive white Gaussian noise (AWGN) channel, resulting in a received Algorithm 2 Iterative Forward-Backward Decoding of BMST • Initialization: Considering only the channel constraint, compute the a posteriori probabilities P
All messages over the intermediate edges are initialized as uniformly distributed variables. Notice that u (t ) = 0 for t < 0 and t ≥ L. Set a maximum iteration number I max > 0.
• Iteration: For I = 1, 2, · · · , I max , 1) Forward recursion: For t = 0, 1, · · · , L +m −1, the t-th layer performs a message processing/passing algorithm scheduled as
In the above procedure, the message processor at each node takes as input all available messages from connecting edges and delivers as output extrinsic messages to connecting edges (of interest). Hence the messages from adjacent layers are utilized, and the messages to adjacent layers are updated by considering both the constraints in the t-th layer and the received vector y (t ) . 2) Backward recursion: For t = L + m − 1, · · · , 1, 0, the t-th layer performs a message processing/passing algorithm scheduled as
3) Hard decision: For 0 ≤ t ≤ L − 1, make hard decisions on u (t ) resulting inû (t ) . If certain conditions are satisfied, outputû (t ) for 0 ≤ t ≤ L − 1 and exit the iteration. Stopping criteria are discussed in Section III-D.
vector y (t ) . In more general settings, we assume that the a posteriori probabilities Pr{C
j is the j -th component of C (t ) . After all y (t ) for 0 ≤ t ≤ L + m − 1 are received, an iterative forward-backward decoding can be implemented to obtain the decoding resultû (t ) (0 ≤ t ≤ L − 1). The algorithm is described in Algorithm 2.
The above algorithm (Algorithm 2) suffers from a large decoding delay for large L. Similar to the Viterbi algorithm in practical systems, we present the following iterative sliding-window decoding with a fixed decoding delay d ≥ 0, which is also similar to the windowed decoding of streamoriented turbo codes [25] , laminated turbo codes [26] and LDPC convolutional codes [31] , [45] - [47] . In contrast to Algorithm 2, the iterative sliding-window algorithm with decoding delay d works over a subgraph consisting of d + 1 consecutive layers, which delivers, at time t + d, as output the estimated data blockû (t ) after y (t +d) is received and slides into the decoder. Usually, we take the decoding delay d ≥ m. The schedule is described in Algorithm 3.
Algorithm 3 Iterative Sliding-Window Decoding of BMST
• Global initialization: Assume that y (t ) , 0 ≤ t ≤ d − 1, have been received. Considering only the channel constraint, compute the a posteriori probabilities P
All messages over the other edges within and connecting to the t-th layer (0 ≤ t ≤ d − 1) are initialized as uniformly distributed variables. Set a maximum iteration number I max > 0. • Sliding-window decoding: For t = 0, 1, · · · , L − 1, 1) Local initialization:
from the received vector y (t +d) and all messages over other edges within and connecting to the (t + d)-th layer are initialized as uniformly distributed variables. 2) Iteration: For I = 1, 2, · · · , I max , a) Forward recursion: 
layer performs a message processing/passing algorithm scheduled as
c) Hard decision: Make hard decisions on u (t ) resulting inû (t ) . If certain conditions are satisfied, outputû (t ) and exit the iteration. Stopping criteria are discussed in Section III-D. 3) Cancelation: Remove the effect ofv (t ) on all layers by updating the a posteriori probabilities as
for j = 0, 1, · · · , n − 1 and i = 1, 2, · · · , m.
Remarks: In the forward recursions, each layer delivers extrinsic messages only to its right (future) coupled layers; while in the backward recursions, each layer delivers extrinsic messages only to its left (past) coupled layers. Hence not all extrinsic messages need be calculated out during the iterations. For example, in the forward recursions, it is not necessary for the node + to compute the extrinsic messages to the left layers.
C. Decoding Complexity
Consider a BMST system with memory m and a basic code C [n, k]. The decoding complexity can be analyzed from the normal graph. Let Opt (A) denote the number of operations at a generic node A. Each decoding layer actually has n parallel nodes = of degree m + 2, n parallel nodes + of degree m + 2, and a node of type C . The total number of operations for each decoding layer at each iteration is then given by n· Opt + +n· Opt = + Opt C . Since both the node + and the node = have computational complexity O(m + 2), the decoding complexity varies depending on the basic code C . For short convolutional codes or the Cartesian product of short block codes 3 that can be represented by a trellis with γ branches (on average) per coded bit, the decoding complexity with the Bahl-Cocke-Jelinek-Raviv (BCJR) algorithm [58] is O(γ n). To recover a target layer with a decoding delay d, the adjacent d +1 layers are involved. Hence the total decoding complexity at each iteration is given by O((2(m + 2) + γ )(d + 1)n). Finally, we need to point out that the decoding complexity also relies on the iteration numbers. In our simulations, we found that it requires (in the low BER region) 3 ∼ 5 iterations on average to decode one layer with a properly designed stopping criterion.
D. Stopping Criteria 1) Entropy-Based Stopping Criterion:
As the errordetection ability of short codes is usually weak, the entropybased stopping criterion [56] is used. The entropy-based stopping criterion is described as follows.
The Entropy-Based Stopping Criterion for Algorithm 2: Before the iteration, we set a threshold > 0 and initialize the entropy rate h 0 (Y ) = 0, where Y = Y (0) , Y (1) , · · · , Y (L+m−1) is the random vector corresponding to y = y (0) , y (1) , · · · , y (L+m−1) . For each iteration I , estimate the entropy rate of Y by
where P (+→|)
and P (+→|) C (t) c (t ) are computed at the node + .
The Entropy-Based Stopping Criterion for Algorithm 3: Before the iteration, we set a threshold > 0 and initialize the entropy rate h 0 Y (t ) = 0, where Y (t ) is the random vector corresponding to y (t ) . For each iteration I , estimate the entropy rate of Y (t ) by
is computed by (10) and P (+→|) C (t) c (t ) are computed at the node
2) Parity-Check-Based Stopping Criterion: To avoid the extra computational complexity caused by estimating the entropy rate, we may take a concatenated code as the basic code, where the outer code is a powerful error-detection code (say cyclic redundancy check (CRC) code) and the inner code is a short code. In this situation, the SISO algorithm for the basic code is performed by ignoring the constraint specified by the outer code. In the process of the iterative decoding, once the decoding output of the inner code is a valid codeword of the outer code, report a decoding success and exit the iteration.
E. List Decoding After Iteration
The use of error-detection codes for early stopping incurs a rate loss, however, it can be used to obtain extra coding gain by list decoding [59] , [60] . In the case when the decoding fails after I max iterations, the list decoding algorithm for the inner code takes P (=→C) (t ) as input and generates a list of outputs. Once one output in the list is found to be a valid codeword of the outer code, report a decoding success and exit the iteration.
IV. PERFORMANCE ANALYSIS
The objective of this section is to analyze the "extra" coding gain over the basic code by the BMST system. Before doing this, we need to point out that the "extra" coding gain may be negative in the high BER region due to the possible error propagation. We assume that c (t ) 
is modulated using BPSK signaling with 0 and 1 mapped to +1 and −1, respectively, and transmitted over an AWGN channel with variance N 0 /2. Let p b = f BMST (γ b ) be the performance function corresponding to the BMST system using a basic code C of rate R, where p b is the BER, γ b E b /N 0 in dB = 10 log 10 1 N 0
L R L+m
, and L R L+m is the rate of the BMST code. Let p b = f Basic (γ b ) be the performance function of the basic code C , where γ b = 10 log 10 1 N 0 R . Since C is short, we assume that p b = f Basic (γ b ) is available. For example, if C is a terminated convolutional code, the performance function under the maximum a posteriori probability (MAP) decoding can be evaluated by performing the BCJR algorithm [58] .
A. Genie-Aided Lower Bound on BER
Let u = (u (0) , u (1) , · · · , u (L−1) ) be the transmitted data. To derive the lower bound, we assume the MAP decoder for the BMST system, which in principle computes (by Bayes' rule)
for all t and j , where the summation is over all u = (ũ (0) , · · · ,ũ (t −1) ,ũ (t +1) , · · · ,ũ (L−1) ). We know that if Pr{u (t ) j | y} > 0.5, the decoding output is correct for this considered bit. In the meanwhile, we assume a genie-aided decoder, which computes Pr{u (t ) j |u , y} for all t and j with the transmitted data u = (u (0) , · · · , u (t −1) , u (t +1) , · · · , u (L−1) ) available. Likewise, if Pr{u (t ) j |u , y} > 0.5, the decoding output is correct for this considered bit. For a specific u (t ) j and y, it is possible that Pr{u (t ) j |u , y} < Pr{u (t ) j | y}. However, the expectation E log Pr{u
where I U (t ) j ; U |Y is the conditional mutual information, implying that the genie-aided decoder performs statistically no worse than the MAP decoder of the BMST system. That is,
where γ b = 10 log 10 1 N 0
L R L+m
and the performance function f Genie (γ b ) can be easily derived as follows by noticing that, from the perspective of the genie-aided decoder, the data block u (t ) is encoded and transmitted m + 1 times with known interferences from other blocks.
Given that u are available at the genie-aided decoder, the data block u (t ) 
where
and z (t ) is the n-dimensional additive Gaussian noise vector whose entries are independent and identically distributed (i.i.d.) according to N (0, N 0 /2). The genie-aided decoder performs the following optimal algorithm to recover u (t ) .
1) Interference Cancelation: Remove the effect of u from y (t ) , y (t +1) , · · · , y (t +m) by computing
for 0 ≤ i ≤ m, where the notation denotes the component-wise multiplication between two vectors and Π 0 = I is the n × n identity matrix. After cancelation, we can see that the noise vectorz (i) = (−1)˜c (i) z (t ) is still white Gaussian. We can also see that, equivalently, the data block u (t ) is encoded and then transmitted over m + 1 independent AWGN channels. 2) Combination: By combining, we havẽ
where (Π i ) −1 is the inverse matrix of Π i and
vector whose entries are i.i.d. according to N (0, N 0 /2 m+1 ).
3) Basic Decoding: Recover u (t ) by takingỹ as input to
the decoder of the basic code. Hence, the performance of the genie-aided decoder at γ b is equal to that of the basic decoder at γ b = 10 log 10 m+1 N 0 R = γ b + 10 log 10 (m + 1) − 10 log 10 
where the term 10 log 10 (m + 1) is related to the encoding memory and the term 10 log 10 1 + m L is due to the rate loss. Combining (14) and (18), we have proved the following lemma.
Lemma 1 (Genie-Aided Bound): The BMST of a (binary) basic code with BPSK modulation over AWGN channels has a performance lower bound given by
where f BMST (·) is the performance function of the BMST with memory m and f Basic (·) is the performance function of the basic code of rate R. The BMST encoder terminates every Furthermore, noticing that Pr{u | y} ≈ 1 for the transmitted data block u in the low error rate region, we have from (12) that Pr{u
j |u , y} and hence can expect that
as γ b increases. That is, the maximum coding gain can be 10 log 10 (m + 1) dB for large L in the low error rate region.
B. Upper Bound on BER
To upper-bound the BER performance, we present a method to compute the IOWEF of the BMST system. Let the IOWEF of the basic code C be given as
where X, Y are two dummy variables and B i, j denotes the number of codewords having a Hamming weight j when the corresponding input information sequence having a Hamming weight i . Similarly, denote by A(X, Y ) the IOWEF of the BMST system. We have
where W H (·) represents the Hamming weight and the summation is over all possible data sequences u with u (t ) = 0 for t ≥ L. Since it is a sum of products, A(X, Y ) can be computed in principle by a trellis-based algorithm over the polynomial ring. For specific interleavers, the trellis has a state space of size 2 mk . To make the computation tractable, we turn to an ensemble of BMST system by assuming that the interleavers are chosen independently and uniformly at random for each transmission block c (t ) . With this assumption, we can see that W H (c (t ) ) is a random variable that depends on the Hamming weights
In the following, we take m = 1 as an example to describe the algorithm for computing the IOWEF of the defined ensemble of the BMST system. In this case, c (t ) = v (t −1) Π 1 + v (t ) . From the assumption that Π 1 is a uniform interleaver [5] , we can see that W H (c (t ) ) is a random variable which is sensitive to neither v (t −1) nor v (t ) but depends only on their Hamming weights p = W H (v (t −1) ) and q = W H (v (t ) ). Without loss of generality, we assume that v (t ) = (1, · · · , 1 q , 0, · · · , 0 n−q ). After randomly interleaving, the p ones in v (t −1) are uniformly distributed into the n positions. The probability that some r ones of v (t −1) are placed at the q left positions and the remaining p − r ones of v (t −1) are placed at the n − q right positions is given by q r n−q p−r / n p , which is also the probability of W H (c (t ) ) = p + q − 2r . Taking into account the range of r , we have W H (c (t ) ) = p + q − 2r (23) with probability 4 Pr{W H (c (t ) 
where r = 0, 1, · · · , min( p, q), p + q ≤ n p + q − n, · · · , min( p, q), p + q > n. (25) The trellis is time-invariant. At stage t, the trellis has n + 1 states, each of which records the Hamming weight W H (v (t −1) ). Emitting from each state there are n + 1 branches, each of which corresponds to the Hamming weight W H (v (t ) ). Given that W H (v (t −1) ) = p, there are j B j,q X j cases having W H (v (t ) ) = q. Hence, to each branch p → q, 4 By symmetry, this probability can also be formulated as Pr{W H (c (t) 
. Algorithm 4 Computing IOWEF of BMST With m = 1 1) Initialize α 0 ( p) = j B j, p X j Y p , p ∈ {0, 1, · · · , n}. 2) For t = 0, 1, · · · , L − 1,
we assign a "metric"
The above metric can also be written as
where the coefficient Pr{W H (c (t ) ) = p + q − 2r }B j,q is interpreted as the average number of current outputs c (t ) of weight p + q − 2r given that the weight of previous sub-codeword W H (v (t −1) ) = p, the current input weight W H (u (t ) ) = j and the current sub-codeword weight W H (v (t ) ) = q. Then A(X, Y ) can be calculated recursively by performing a forward trellis-based algorithm [61] over the polynomial ring in Algorithm 4. Given A(X, Y ), the upper bound for the BER of the BMST system can be calculated by an improved union bound [62] .
Remark: For m > 1, the computation becomes more complicated due to the huge number of trellis states (n + 1) m . Fortunately, as shown in [62] , truncated IOWEF suffices to give a valid upper bound, a fact that can be used to simplify the computation by removing certain states from the trellis.
C. Distance Comparison
In this subsection, we will show that BMST is potentially better than independent transmission and tail-biting BMST by comparing their minimum Hamming distances. Let C[n, k, d min ] be the basic code with d min as the minimum Hamming distance. Let u min be an input to the basic encoder that generates a codeword v min of Hamming weight d min . Suppose that u = (u (0) , u (1) , · · · , u (L−1) ) are the data to be transmitted, which are first encoded by the basic encoder into v = (v (0) , v (1) , · · · , v (L−1) ) and then transmitted by one of three transmission schemes-independent transmission, BMST and tail-biting BMST. For independent transmission, the codeword v = (v (0) , v (1) , · · · , v (L−1) ) is directly transmitted; for BMST, the codeword v is transformed into c = (c (0) , c (1) , · · · , c (L+m−1) ) by Algorithm 1 and then transmitted; while for tail-biting BMST, the transmitted codeword is c = (c (0) , · · · , c (m−1) , c (m) · · · , · · · , c (L−1) ), where c (t ) 
We assume that L is sufficiently large such that we can ignore the performance difference caused by the rate loss. We have the following propositions on the minimum distance between two different coded sequences for the considered three transmission schemes. Since the basic code is linear, we can simply consider the minimum nonzero Hamming weight in the proofs.
Proposition 1: For independent transmission, the minimum distance between two codewords v andṽ is d min .
Proof: It is obvious and omitted here. Proposition 2: For BMST transmission, the minimum distance between two codewords c andc is at least 2d min and at most (m + 1)d min .
Proof: The upper bound (m + 1)d min can be seen by setting only one nonzero sub-block, say, u (0) = u min , while the lower bound 2d min can be seen from the fact that any nonzero codeword c (0) , · · · , c (L+m−1) must contain at least two nonzero sub-blocks. Let c (t ) and c (t ) be the first and the last nonzero sub-blocks, respectively. It is not difficult to check that both c (t ) and c (t ) (Π m ) −1 are nonzero codewords from the basic code, where (Π m ) −1 is the inverse matrix of Π m . This validates the lower bound.
Proposition 3: Without interleavers, the minimum distance of BMST is indeed 2d min .
Proof: From Proposition 2, it suffices to construct an input that generates a codeword of weight 2d min . For L ≥ 2, this can be done by setting u = (0, · · · , 0 L−2 , u min , u min ).
Propositions 2 and 3 necessitate the use of non-trivial interleavers to construct good BMST systems. Intuitively, when random interleavers exist in the BMST system, the low weight codeword v (t ) is unlikely canceled out when being superimposed, resulting a high weight codeword c (t ) .
Proposition 4: The distance between two codewords c andc for BMST is no less than the distance between the two corresponding codewords c andc for tail-biting BMST.
Proof: Without loss of generality, assume thatc =c = 0; Since c (t ) = c (t ) for m ≤ t ≤ L − 1, we only need prove W H c (t ) (L+t ) for 0 ≤ t ≤ m − 1. This is trivial as superposition may cause cancelation that reduces weights. 5 This proposition shows that BMST is potentially better than tail-biting BMST. Unfortunately, this can not be verified numerically since no efficient decoding algorithms exist for tail-biting BMST when (m + 1)k is large.
V. NUMERICAL RESULTS
In this section, we present BMST examples with different types of basic codes. All simulations are conducted by assuming BPSK modulation and AWGN channels. In all the examples, we set I max = 18 as the maximum number of iterations. In the examples where the entropy-based stopping criterion is used, we set = 10 −5 as the threshold. Without specification, the iterative sliding-window algorithm (Algorithm 3) is used for decoding and S-random interleavers [63] (randomly generated but fixed) with stands for the maximum integer that is not greater than x.
A. Short Convolutional Codes as Basic Codes
In this subsection, the BCJR algorithm is performed as the SISO decoding algorithm for basic codes and the entropy-based stopping criterion is used.
Example 1: The basic code C is a terminated systematic encoded 4-state (2, 1, 2) convolutional code (CC) defined by the polynomial generator matrix G(D) = [1, (1 + D + D 2 )/ (1+ D 2 )] with dimension k = 50 and length n = 104. We take m = 1, L = 19 for encoding. The decoding is performed after all y (t ) are received (Algorithm 2). Fig. 4 shows the spectrum {D j } of the ensemble of the BMST system, where
For comparison, the spectrum of the independent transmission system (with code book { v (0) , v (1) , · · · , v (L−1) , 0 } instead of the BMST code book { c (0) , c (1) , · · · , c (L−1) , c (L) }) is also shown in Fig. 4 . We can see that the spectrum of the BMST system has less number of codewords with small Hamming weights, indicating that the BMST system has potentially better performance than the independent transmission system. Simulation results are shown in Fig. 5 , which match well with the bounds in the high SNR region. This also indicates that the iterative forward-backward algorithm is near optimal in the high SNR region. Fig. 6 . We can see that 1) given the encoding memory m, the performance can be improved by increasing the decoding delay d and 2) the performance in the high SNR region can be improved by increasing m. 
B. Short Block Codes as Basic Codes
Example 3: The basic code C is the Cartesian product of Hamming code [7, 4] 2500 with k = 10000 and n = 17500. Simulation results for L = 1000 and d = 7 are shown in Fig. 7 . We can see that the BMST system of the Hamming code has a similar behavior to the BMST system of the convolutional code in Example 2. With m = 4 and Fig. 8 . Also shown in Fig. 8 are the Shannon limits. More precisely, the Shannon limit of a code rate is depicted as a vertical dashed line, which shares the same mark with the solid performance curve of the given code rate. We can see that, given a short code, the corresponding Shannon limit can be approached using the BMST system by choosing properly the encoding memory and the decoding delay. There is about 0.5 dB away from the respective Shannon limits at the BER of 10 −5 for all BMST systems given in Fig. 8 .
C. Concatenation of CRC Codes and Short Convolutional Codes as Basic Codes
If a concatenated code with a powerful error-detection outer code is used as the basic code, we can use the parity-check-based stopping criterion for early stopping. In this case, the SISO algorithm for the basic code is performed by ignoring the outer code. To improve the performance, a list decoding can be implemented after the iteration.
Example 5: The basic code C is a concatenated code with k = 10000 and n = 20068, where the outer code is a 32-bit CRC code and the inner code is a terminated 4-state (2, 1, 2) convolutional code defined by the polynomial generator matrix G(D) = [1+D 2 , 1+D+D 2 ]. Simulation results for L = 1000 are shown in Fig. 9 . We can see that the simulation results are similar to those in Example 2. The BER curves match well with the lower bounds derived from the BCJR-only curves but diverge from the bounds derived from the list-Viterbi (with list size 2) curves. The reason is as follows. During the iterative sliding-window decoding of BMST systems, the CRC code serves only as an error-detection code to exit the iteration at the right time and is less useful to enhance the error performance. To verify this, a list decoding with list size 2 is implemented after the failure of the iterative sliding-window decoding. As expected, the simulation results match well with the bounds derived from the list-Viterbi curves. For an example, see the curve in Fig. 9 with m = 2 and d = 7. 
VI. FURTHER DISCUSSIONS A. Sketch of the Performance Curve
We have conducted lots of simulations for BMST systems with a variety of basic codes while only some of them are presented in this paper due to the space limit. We have found that all simulations deliver performance curves that have similar behavior. That is, the performance curve drops down to the derived genie-aided lower bound as the decoding delay increases. Let C [n, k, d min ] be the basic code, which is either a terminated convolutional code with a short constraint length or a Cartesian product of a short block code. In either case, we assume that n is large enough. Fig. 10 sketches the performance curves for a general BMST system. Compared with the uncoded system, as the SNR increases, the basic code has an asymptotic coding gain (ACG) upper-bounded by 10 log 10 (kd min /n) dB. The performance curve of the BMST system with encoding memory m is lower-bounded by shifting to left that of the basic code by 10 log 10 (1 + m) dB. Hence we have an extra ACG of 10 log 10 (1 + m) dB. As the encoding memory increases, the curve of the performance lower bound shifts to left further. However, the waterfall part of the simulated curve may shift to right a little bit due to the error propagation. Because of the same reason, the BMST system performs worse than the basic code in the low SNR region.
B. General Procedure to Design BMST Systems
Aided by the genie-aided lower bound, we have the following simple and deterministic construction procedure to design a BMST system using a basic code of rate R at a target BER (denoted as p target ).
1) Take a code with the given rate R as the basic code. Typically, we can take either a convolutional code with a short constraint length or a Cartesian product of a short block code. In order to approach the channel capacity, we set the code length n ≥ 10000 in our simulations; 2) Find the performance curve f Basic γ b of the basic code. From this curve, find the required E b /N 0 to achieve the target BER. That is, find γ target such that f Basic (γ target ) ≤ p target ; 3) Find the Shannon limit for the rate R, denoted by γ lim ; 4) Determine the encoding memory by 10 log 10 (m + 1) ≥ γ target − γ lim . That is,
where x stands for the minimum integer greater than or equal to x; 5) Generate m interleavers randomly. The above procedure requires no optimization and hence can be easily implemented given that the performance curve f Basic γ b is available, as is the usual case for short codes. The effectiveness of the above procedure has been confirmed by construction examples in [48] - [50] . To achieve a given performance at a target coding rate, we have many choices for the basic codes. The choice of the basic codes usually affects not the performance but the decoding complexity. A stronger code usually requires a shorter memory m. This means that a stronger code requires more computations at the node C but less computations at the node = and + . Recalling the complexity analysis in Section III-C, we see that we can play this trade-off to reduce the decoding complexity.
C. Nonlinear Codes as Basic Codes
From both the encoding process and the decoding process of the BMST system, we can see that the linearity of the basic code plays no essential roles. What we need is an encoding algorithm as well as an SISO decoding algorithm for the basic code. Hence, from the theoretical point of view, we are interested in the performance of BMST system with a nonlinear basic code. The advantage of the use of the nonlinear code is that the same coding gain may be obtained over the uncoded system with a less encoding memory provided the nonlinear basic code is better than the comparable linear basic code [1] . The disadvantage is that the table look-up encoding algorithm and the brute-force SISO decoding algorithm may be required for a general nonlinear basic code.
In the following example, we show that BMST can also be applied to nonlinear codes. Following [1] , a nonlinear binary code (n, M, d min ) is defined as a set of M binary vectors of length n, any two of which have a Hamming distance at least d min and some two of which have a Hamming distance d min . The code rate is log 2 (M)/n and the ACG is upper-bounded by 10 log 10 (d min log 2 (M)/n) dB. If necessary, the word-error rate (WER) is used to measure the performance. The input to the encoder is an index (carrying information) for some codeword in the nonlinear basic code. The table look-up encoding algorithm for the basic code is implemented in Algorithm 1. The brute-force MAP decoding algorithm based on Bayes' rule is implemented as the SISO decoding algorithm for the nonlinear basic code in the iterative sliding-window decoding algorithm. The entropy-based stopping criterion is used.
Example 6: The basic code is the Cartesian product of the optimum Nordstrom-Robinson (NR) nonlinear code (15, 256, 5) 800 [64] , [65] . As pointed out in [1] , the Nordstrom-Robinson nonlinear code (15, 256, 5) contains (at least) twice as many codewords as any linear code with the same length and minimum distance. Simulation results Fig. 11 . Performance of the BMST system in Example 6. The basic code is the Cartesian product of the optimum Nordstrom-Robinson nonlinear code (15, 256, 5) 800 . The system encodes L = 1000 sub-blocks of data and the iterative sliding-window decoding algorithm is performed, where the encoding memories and the decoding delays are specified in the legends. The rates of the BMST systems with memory 1, 2, and 3 are 0.5328, 0.5323, and 0.5317, respectively.
for L = 1000 are shown in Fig. 11 . We can see that the performance curves of the BMST with this nonlinear code match well with the corresponding lower bounds in the high SNR region, which are consistent with sketches as shown in Fig. 10 for the general BMST system.
D. Concatenated Codes as Basic Codes
An inevitable but interesting question is whether the BMST is applicable to long codes. In this subsection, we present a BMST system with a concatenated code as the basic code, where the outer is a Reed-Solomon (RS) code and the inner code is a convolutional code. The issue of this system is that no efficient SISO decoding algorithm for the basic code exists. 6 As a trade-off, we implement the iterative sliding-window decoding algorithm by ignoring the existence of the outer code, which is used only for removing the residual errors and stopping the iterations at the right time. For each iteration, the outer decoder (the Berlekamp-Massey (BM) [66] , [67] algorithm) is performed. Whenever it is successful, the estimated data are output and the iteration is stopped.
Example 7: The basic code C is the Consultative Committee on Space Data System (CCSDS) standard code [68] with k = 1784 and n = 4092, where the outer code is a [255, 223] RS code over F 256 and the inner code is a terminated 64-state (2, 1, 6) convolutional code defined by the polynomial generator matrix G(D) = [1 + D + D 2 + D 3 + D 6 , 1 + D 2 + D 3 + D 5 + D 6 ]. The RS code not only removes the possible residual errors after the iterative sliding-window decoding of the inner code but also ensures (with high probability) the correctness of successfully decoded codewords. 7 The simulation results with L = 100, Fig. 12 . We can see that, although we are unable to simulate the performance in the extremely low BER region, the extra coding gain is about 1.3 dB at the BER of 10 −5 . Also notice that the BMST system performs worse than the basic code in the high BER region due to the error propagation.
VII. CONCLUSION
In this paper, we presented more details about the block Markov superposition transmission (BMST), a construction of big convolutional codes from short codes. The encoding process can be as fast as the short code, while the decoding has a fixed delay. The coding gain of the BMST system is analyzed and verified by simulations. A nice property of the BMST is that its performance in the high SNR region can be approximately predicted. With several examples, we show that the BMST is a simple and general method for obtaining extra coding gain in the low BER region over short codes. With repetition codes and single parity-check codes as basic codes, the BMST system can approach the Shannon limit at the BER of 10 −5 within 0.5 dB for a wide range of code rates.
