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Abstract
The term grouped data refers to the case where the exact value of the characteristic of interest is either
unknown or difficult to register. In the present article we study a model that can be used for the simultaneous
control of two (possibly correlated) variables whose values have been registered in the form of grouped data.
The exact distribution of the waiting time for an out of control signal through the suggested scheme and its
ARL are investigated by using a Markov Chain embedding methodology and by establishing a recurrence
scheme for the respective tail probabilities. A detailed study of the performance of the scheme is also carried
out when the characteristics of interest follow the Marsall–Olkin’s bivariate Exponential Distribution.
c© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
In industrial applications, many situations arise where the exact value of the characteristic
of interest is either unknown or difficult to register. For example, when a multi-step gauge is
used, the product’s quality characteristics or the process parameters are categorized in two or
more categories and the only information available to the person monitoring the process is the
category assigned to each sampled item. Data of this type have been termed as grouped data
(see e.g. [10–12]).
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In the case where only two categories are used, one could easily monitor the process by
applying a control chart for attributes. However, when more than two categories are deemed
necessary for describing efficiently the product’s quality, a control chart for attributes cannot
achieve full use of all available information and therefore more sophisticated approaches should
be practiced. Motivated by this observation, Steiner et al. [12] recommended the use of Shewhart
type control charts for monitoring processes involving grouped data, while Steiner et al. [11] and
Steiner et al. [9] exploited CUSUM and EWMA control charts for the same purpose.
All models developed so far for grouped data, refer to the case where a single quality
characteristic is monitored. However, it is quite common, not only in industry but in other applied
research areas as well, the need to arise for simultaneous monitoring, of two or more correlated
process characteristics. Therefore, a reasonable question arising from the above discussion is
how one could monitor the quality or the stability of a production process depending on two (or
more) characteristics, registered in the form of grouped data.
In the present article we study a Shewhart-type charting model that can be used for the
simultaneous control of two (possibly correlated) variables whose values have been registered in
the form of grouped data. In Section 2 we introduce all necessary notations and the appropriate
mathematical model for describing the monitoring procedure. In Section 3 we illustrate a Markov
Chain imbedding method leading to the calculation of the run length distribution of the control
chart along with an alternative, more efficient, recurrence scheme for the evaluation of its tail
distribution. Finally, in Section 4 we present a detailed study of the performance of the suggested
monitoring scheme when the characteristics of interest follow the Marsall–Olkin’s bivariate
Exponential Distribution.
2. A model for monitoring bivariate grouped data
According to Steiner et al. [11] an m-step gauge converts a continuous random variable X
to a discrete variable by classifying each observation into one of m+1 distinct intervals with
endpoints h j , j = 0, 1, . . . ,m. If F(·) denotes the cumulative distribution function of X , the
probability that an observation is classified to group j is given by
P(h j−1 < X < h j ) = F(h j )− F(h j−1), j = 1, 2, . . . ,m + 1.
(convention: hm+1 = +∞).
Assume now that we are interested in controlling two measurable continuous characteristics,
described by two (possibly correlated) continuous random variables X1, X2. For each variable, a
2-step gauge is used, with endpoints h j1, h j2, j = 0, 1, 2, 3 respectively. Then the data available
to the practitioner would be the values of the coded variables
Yi =
0, if X i ∈ [h0i , h1i )1, if X i ∈ [h1i , h2i )2, if X i ∈ [h2i , h3i ) (2.1)
i = 1, 2 (convention: h3i = +∞, P(X i < h0i ) = 0 for i = 1, 2). The consideration of the
special case m = 2, was for typographical convenience only.
The probabilities plm , l = 0, 1, 2,m = 0, 1, 2 associated with the bivariate discrete random
variable (Y1, Y2) can be easily expressed as
plm = P(Y1 = l, Y2 = m) = P(hl,1 ≤ X1 < hl+1,1, hm,2 ≤ X2 < hm+1,2)
= F(hl+1,1, hm+1,2)− F(hl+1,1, hm,2)− F(hl,1, hm+1,2)+ F(hl,1, hm,2) (2.2)
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Fig. 1. A double 2-step gauge system.
where F(·, ·) denotes the joint cumulative distribution function of X1, X2.
Let us next assume that, the intervals [h0,1, h1,1), [h0,2, h1,2) describe the target values of
X1, X2 respectively. Manifestly, while the process remains in control, p00 will attain high values
and P = 1 − p00 small ones. Moreover, a shift away from the target intervals, will result in an
increase of the value of P .
It is clear that P = 1− p00 can be decomposed as P = P1 + P2, where
P1 =
∑
l=2 or m=2
plm = p02 + p12 + p20 + p21 + p22,
P2 =
∑
l 6=2,m 6=2
(l,m)6=(0,0)
plm = p01 + p10 + p11.
The first sum accounts for all the cases where the value of at least one characteristic has shifted
beyond the respective end point h2i , i = 1, 2. The second sum deals with the cases where the
value of one or more characteristics has departed from the target region but none of them has
overstepped h2i , i = 1, 2.
For the benefit of the practically minded reader let us present in brief an industrial application,
where the aforementioned set-up applies. A small iron bar, which contains a component used in
electricity generators, is manufactured in a production line. Since this bar is positioned in a hood
of fixed size, the variables that should be kept in control are its length (X1) and width (X2). To
achieve that, the following automated control procedure is activated. Each iron bar is hung on a
rack and its length is measured by a length control gauge as shown in Fig. 1. Note that the gauge
does not register the exact length, but determines in which of the intervals [h01, h11), [h11, h21),
[h21,∞) it belongs to. The bar is then rotated left by a reversing mechanism and its width is
measured using a second 2-step gauge. When the iron bar exits from the measuring mechanism,
its length and width will have been classified in one of the following three categories
• Measurement close to standard (h0i ≤ X i < h1i , i = 1, 2),
• Measurement marginally accepted (h1i ≤ X i < h2i , i = 1, 2), and
• Unacceptable measurement (X i > h2i , i = 1, 2).
The standard control plan used by the quality inspector declares the process out-of-control
(and seeks possible assignable causes) if the reading of any of the two random variables X1, X2
is classified in the third category. In that case, the in-control ARL as well as the out-of-control
ARL may be easily calculated using the formula 1/P1. It is clear that, such a control plan is very
insensitive to continuous small shifts to the out-of-control state; it will only create alarms when
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an extreme out-of-control state is reached, i.e. when at least one of the two measurements has
exceeded the limit h2i , i = 1, 2.
A more efficient control plan could be set up if we use the frequent appearance of items whose
quality characteristics fall in the midrange h1i ≤ X i < h2i , i = 1, 2 as a warning for a gradual
shift to an out-of-control state and signal an alarm when the occurrences of such events come
close to each other. We shall therefore obtain a procedure that has a “physical” memory and is
more sensitive in detecting gradual shifts. The mathematical modeling of the suggested control
plan is established in the next paragraphs.
It will be convenient for our presentation to use a univariate random variable W and recode
the registered grouped values (i, j), i = 0, 1, 2, j = 0, 1, 2 as follows
W =

0 if (Y1, Y2) = (0,0)
1 if (Y1, Y2) = (1,0)
2 if (Y1, Y2) = (0,1)
3 if (Y1, Y2) = (1,1)
4 if Y1 = 2 or Y2 = 2.
Let us now assume that we are observing a process producing bivariate data and denote by Wr ,
r = 1, 2, . . . the values of W obtained by the inspection of the successive items produced.
Apparently W1,W2, . . . is a sequence of discrete random variables with Wr ∈ {0, 1, 2, 3, 4} and
respective probabilities
p0 = P(Wr = 0) = p00, p1 = P(Wr = 1) = p10, p2 = P(Wr = 2) = p01,
p3 = P(Wr = 3) = p11, p4 = P(Wr = 4) = p02 + p12 + p20 + p21 + p22.
Moreover, note that
P = 1− p0, P1 = p4, P2 = p1 + p2 + p3.
It is apparent that, if the process is in statistical control, i.e. P = P1 + P2 is small, it is very
unlikely that W will obtain the value 4. If a shift to the out-of-control state has commenced, then
a few occurrences of the values 1, 2 or 3 will be observed, with a strong warning that the process
is about to start producing items with Xi ∈ [h2i , h3i ], when these values come close to each
other.
Having this in mind, it seems plausible to use the following set of rules for declaring the
process out of control:
R1. Wr = 4
R2. Wr ∈ {1, 3} and Ws ∈ {1, 3} for some s < r with r − s < k
R3. Wr ∈ {2, 3} and Ws ∈ {2, 3} for some s < r with r − s < k.
The first rule produces an out-of-control signal when an item is produced with at least one
of the monitored characteristics having shifted beyond the respective end point h2i , i = 1, 2;
The probability of obtaining this signal equals P1. On the other hand, rules 2 and 3, initiate a
signal when a slight departure from the target value (i.e. h1i ≤ Xi < h2i ) is observed in the
same characteristic twice, with the two occurrences of this event being very close. The value of
the parameter k determines the sensitivity of this rule; if k = 2, only consecutive occurrences of
target value departures create alarms while for k > 2, we allow at most k − 2 fully conforming
items between the non conforming ones.
To better understand the aforementioned set of rules let us recall the double 2-step gauge
device described earlier, which registers whether the length X1 and width X2 of the iron bar is
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close to target, slightly nonconforming or deviates significantly from the target. Assume now
that, during monitoring the process, the following 15 coded outcomes were obtained.
Item r 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
Y1 0 0 0 1 0 0 1 0 0 0 0 0 1 0 0
Y2 0 1 0 0 0 0 1 0 1 0 0 1 0 1 2
Then the sequence of recoded values Wi , i = 1, 2, . . . , 15 reads
Item r 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
Wr 0 2 0 1 0 0 3 0 2 0 0 2 1 2 4
If we use the set of rules R1–R3 with k = 2, then an out-of-control signal will be produced
at the last outcome since in the previous trials no consecutive outcomes of the form 11, 22, 33,
13, 31, 23, 32 were obtained. On the other hand, if k = 3 is used, the out-of-control signal will
be produced at trial r = 9, since W9 = 2 and W7 = 3 (apply rule R3 for r = 9, s = 7, k = 3).
Shifting back to the original Y1, Y2 values, we may easily see that the signal was created because
two closely located items had slightly nonconforming widths. If the value k = 4 was used, the
out-of-control signal would be created at trial r = 7 because of the appearance of two closely
located items with slightly nonconforming lengths.
As the previous example illustrates, increasing the value of k, results in a more sensitive
scheme. It goes without saying that k will in practice be determined by looking at both ARLin
and ARLout values. This brings up the problem of evaluating the mean waiting time for getting
an out-of-control signal when the set of rules R1–R3 is in use. The next section deals with the
exact distribution of the associated waiting time random variable.
3. The exact run length distribution
Let us first present the probability model that describes the problem we are looking at,
and introduce some additional notation that will be used in the sequel. Consider a sequence
of independent multistate trials W1,W2, . . . taking on the values 0, 1, 2, 3, 4 with respective
probabilities
p j = P(Wr = j), j = 0, 1, 2, 3, 4
for r = 1, 2, . . .. Let us denote by T the waiting time until the first occurrence of any of the events
described in rules R1–R3, and by f (n), F(n), F¯(n) its probability mass function, cumulative
distribution function and tail probability function respectively, i.e.
f (n) = P(T = n), F(n) = P(T ≤ n), F¯(n) = P(T > n) = 1− F(n).
Apparently, the random variable T can be viewed as the waiting time till the first occurrence of
a pattern belonging to a specific family of patterns εk . For example, if k = 2 the family εk will
be given by
ε2 = {4} ∪ {(x, 4) : x ∈ {0, 1, 2, 3}} ∪ {(1, 1), (2, 2), (3, 3), (1, 3), (3, 1), (2, 3), (3, 2)},
if k = 3, then ε3 = ε2∪{(x, y, 4) : (x, y) 6∈ ε2}∪{(1, 0, 1), (1, 2, 1), (2, 0, 2), (2, 1, 2), (3, 0, 3),
(1, 0, 3), (3, 0, 1), (2, 0, 3), (3, 0, 2)} and so on.
A simple method for capturing the exact distribution of T is offered by embedding the model
in an appropriate Markov Chain with finite state space Ω = {α1, α2, . . . , αs}. To accomplish
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that, it suffices to accumulate all patterns described by εk in an absorbing state αs and use the
additional states α1, α2, . . . , αs−1 so that we keep track of the transition to patterns contained
in εk . If we denote by {Zn, n = 0, 1, 2, . . .} the respective Markov Chain on Ω , the cumulative
distribution of T will be expressed as
F(n) = P(T ≤ n) = P(Zn = αs)
and its tail probability function by
F¯(n) = P(T > n) = P(Zn 6= αs).
Let
pi ′1 = (P(Z0 = α1), P(Z0 = α2), . . . , P(Z0 = αs))
denote the (row) vector of initial probabilities of the chain and
3 = [P(Zt = α j |Zt−1 = αi )]s×s
its transition probability matrix. It is clear then that
F(n) = P(Zn = αs) = pi′13nes, F¯(n) = P(Zn 6= αs) = pi′13nu (3.1)
where e′s = (0, 0, 0, . . . , 0, 1)1×s , u′ = (1, 1, . . . , 1, 0)1×s ∈ Rs .
A setup of a similar form has been used for the first time by Fu [3] in modeling the consecutive
k-out-of-n system; in that case the sequence W1,W2, . . . was a sequence of binary outcomes
(0:success, 1:failure) while the family of patterns ε contained a single pattern, namely 11...1︸ ︷︷ ︸
k
.
Since then, this approach has been extensively used and refined by several authors. The
interested reader may refer to the books by Balakrishnan and Koutras [1] and Fu and Lou [4]
for up to date detailed information on this topic. It is worth mentioning that Page [8] was the
first to use a Markov Chain approach for studying specific problems related to statistical quality
control.
The probability mass function of T can be easily obtained by replacing the terms in the RHS
of
P(T = n) = P(T ≤ n)− P(T ≤ n − 1) = F(n)− F(n − 1)
by (3.1); as a consequence the next expression ensues
P(T = n) = pi′1(3n −3n−1)es = pi′13n−1(3− I)es .
Taking into account that as is an absorbing state, we may write the transition matrix3 in the form
3 =
[
P h
0′ 1
]
, h = 1− P1 (3.2)
where P is a (s − 1) × (s − 1) matrix, and 0, 1 are (s − 1) × 1 column vectors of zeros, ones
respectively. Then, the probability mass function of T reduces to the following more convenient
form
f (n) = P(T = n) = pi′0Pn−1h, (3.3)
where pi0 is a (s−1)×1 column vector that contains all the entries of the initial probability vector
pi1 except the last one. An interesting feature of this approach is that, one can readily establish a
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compact formula for the probability generating function of T
G(z) = E(zT ) =
∞∑
n=1
P(T = n)zn =
∞∑
n=1
f (n)zn
in terms of P, namely
G(z) = zpi′0 (I− zP)−1 h. (3.4)
More details on the development of these formulae may be found in [2].
In order to embed our original model in a finite Markov Chain, we consider the state space
Ω = {(i1, i2, . . . , ik−1) : ir ∈ {0, 1, 2, 3, 4} and (i1, i2, . . . , ik−1) 6∈ εk−1}
= {0, 1, 2, 3, 4}k−1 \ εk−1
and define {Zn, n = 0, 1, . . .} as follows: Zn = (i1, i2, . . . ik−1) if Wn+1−k+ j = i j for
j = 1, 2, . . . , k− 1 and the chain has not reached its absorbing state in steps 0, 1, . . . , n− 1 (we
set by convention Wr = 0 for r ≤ 0 to cover the cases where the index n + 1 − k + j becomes
negative).
It is not difficult to verify that the non-zero transition probabilities of first order that do not
lead to the absorbing state are given by
P(Zn = (i2, i3, . . . ik−1, l)|Zn−1 = (i1, i2, . . . ik−1)) = pl
provided that (i1, i2, . . . ik−1, l) 6∈ εk . We are thus in possession of a formula that permits the
construction of the reduced matrix P. The transition probabilities of first order to the absorbing
state may then be easily computed by the aid of the expression h = 1− P1.
As an example, let us consider the special case k = 3. Then, the state space Ω is given by
Ω = {0, 1, 2, 3, 4}2 − ε2 = {(0, 0), (0, 1), (0, 2), (0, 3), (1, 0), (1, 2), (2, 0), (2, 1), (3, 0)}
while, from state (0, 0), all transitions to states of the form (0, l), l = 0, 1, 2, 3, 4 are feasible
with respective probabilities
P(Zn = (0, l)|Zn−1 = (0, 0)) = pl .
On the other hand, if Zn−1 = (0, 1), the valid choices for l so that (0, 1, l) 6∈ ε3 are l = 0 and
l = 2; the respective transition probabilities are
P(Zn = (1, l)|Zn−1 = (0, 1)) = pl , l = 0, 2.
Working in a similar fashion we may easily deduce the following reduced matrix P.
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The vector of the one-step transition probabilities to the absorbing state is given by
h = 1− P1 = (1− p0 − p1 − p2 − p3, 1− p0 − p2, 1− p0 − p1, . . . , 1− p0, 1− p0)′
and the exact distribution of the waiting time random variable T can be easily computed by
(3.3). A computationally more tractable scheme results if we exploit (3.4) to derive first the
probability generating function as a rational function of z and then use that expression to establish
appropriate recurrence schemes for P(T = n). It can be easily verified that
G(z) = zpi′0 (I− zP)−1 h =
P(z)
Q(z)
where
P(z) = p4z − (−a + ap0 + 2c)z2 − [ap0(−1+ p0)+ 2c(−1+ 2p0)]z3
− 2b(−1+ p0 − p3)z4 − b(−p0 + p20 − 2c + 2p3 − 3d)z5
−b(1− p0)(2c + 3d)z6 − bp0[(1− p0)(c + d)+ cp3]z7
− b2 p3(−1+ p0)z8 − b2d(−1+ p0)z9
and
Q(z) = 1− p0z − p0[p0a + 2c]z3 − p0bz4 − p20bz5 + p0b(c + 2d)z6
+ p20b(c + d)z7 − db2 p0z9
with
a = p1 + p2 + p3, b = p0 p1 p2, c = p1 p2, d = p0 p3.
Rewriting that expression in the form
Q(z)
∞∑
n=0
f (n)zn = P(z) (3.5)
we may readily deduce the next recurrence relation
f (n) = p0 f (n − 1)+ p0(p0a + 2c) f (n − 3)
+ p0b f (n − 4)+ p20b f (n − 5)− p0b(c + 2d) f (n − 6)
− p20b(c + d) f (n − 7)+ db2 p0 f (n − 9), n > 9.
The initial conditions f (n), n = 1, 2, . . . , 9 may be easily produced by considering the
coefficients of zi , i = 0, 1, . . . , 9, in the power series expansion of the RHS and LHS of (3.5).
It is of interest to note that, once we have at hand an explicit expression of the probability
generating function, the mean of the waiting time random variable T can be immediately
calculated as
E(T ) = dG(z)
dz
∣∣∣∣
z=1
= 1+ a + p0(a + 2c + b − 2c
2 − bc)− (2cd − 3bd − bdp0 + bcd + b2d)
1− p0(1+ 2c)− p20[1− p4 + c(p0 − c − p0c − 2d − dp0 + cdp0)]
.
Recall that the last quantity is in fact the ARL of the control chart described in Section 2.
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Though the previous approach is applicable for the general case, the method becomes
unwieldy for large or even moderate values of k, since the cardinality s = 5k−|εk−1| of the state
space Ω , increases very rapidly. Motivated by this fact we shall develop an effective recurrence
scheme for the evaluation of the tail probabilities F¯(n) = P(T > n). The scheme makes use of
the auxiliary conditional tail probabilities
F¯i (n; j) =
P(T > n|Wn = i and Wn−r = 0 for r = 1, 2, . . . , j),if j = 1, 2, . . . , k − 2P(T > n|Wn = i) if j = 0
where i = 1, 2. To this aid, let us introduce the events
An : T > n, Bn : Wn = 1, Cn : Wn = 2,
Di j = Di j (n) : Wn−r = 0 for i ≤ r ≤ j
(0 ≤ i ≤ j ≤ n). By the total probability theorem we may write
F¯(n) = P(An) =
3∑
i=0
P(An|Wn = i)P(Wn = i) =
3∑
i=0
pi P(An|Wn = i),
which yields
F¯(n) = p0 F¯(n − 1)+ p1 F¯1(n; 0)+ p2 F¯2(n; 0)+ p3 pk−10 F¯(n − k). (3.6)
Observe next that,
F¯1(n; j) = P(An|BnD1 j ) = P(AnBnD1 j )
p1 p
j
0
, 1 ≤ j ≤ k − 2
and write the event appearing in the numerator in the form of a union of disjoint events as follows
AnBnD1 j = AnBnD1,k−1
⋃( k−1⋃
i= j+1
(AnBnD1,i−1Cn−iDi+1,k−1)
)
.
Since
P(AnBnD1,k−1) = P(An−kBnD1,k−1) = P(An−k)P(Bn)P(D1,k−1) = F¯(n − k)p1 pk−10
and
P(AnBnD1,i−1Cn−iDi+1,k−1) = P(An−iCn−iDi+1,k−1BnD1,i−1)
= P(An−iCn−iDi+1,k−1)P(Bn)P(D1,i−1)
= P(An−i |Cn−iDi+1,k−1)P(Cn−i )P(Di+1,k−1)P(Bn)P(D1,i−1)
= F¯2(n − i, k − i − 1)p1 p2 pk−20
we may readily derive the following recurrence relation
F¯1(n; j) = pk− j−10 F¯(n − k)+ p2 pk− j−20
k−1∑
i= j+1
F¯2(n − i; k − i − 1), 0 ≤ j ≤ k − 2.
(3.7)
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Arguing in exactly the same way, but with F¯2(.; .) in place of F¯1(.; .) and Cn in place of Bn we
may readily verify the validity of the next recurrence
F¯2(n; j) = pk− j−10 F¯(n − k)+ p1 pk− j−20
k−1∑
i= j+1
F¯1(n − i; k − i − 1),
0 ≤ j ≤ k − 2. (3.8)
The case j = 0 can also be worked out in a similar fashion.
Formulae (3.6)–(3.8) can be used along with the following initial conditions
F¯(n) = pn0 + npn−10 (p1 + p2 + p3)+ n(n − 1)pn−20 p1 p2, 2 ≤ n ≤ k − 1,
F¯(0) = P(T > 0) = 1, F¯(1) = P(T > 1) = 1− p4,
F¯i (n; j) = 1, n ≤ j ≤ k − 1, i = 1, 2,
F¯1(n; j) = pn− j−10 + (n − j − 1)pn− j−20 p2,
F¯2(n; j) = pn− j−10 + (n − j − 1)pn− j−20 p1, j < n ≤ k − 1
for the recursive evaluation of F¯(n), while f (n) is then easily computed by f (n) = F¯(n − 1)−
F¯(n).
4. Numerical results
In this section we present several numerical calculations that elucidate the performance of
the model developed earlier and give insight on the parameter selection that optimizes the out-
of-control ARL for a pre-specified in-control value.
Let us assume that the continuous variables X1, X2 are distributed according to the
Marsall–Olkin’s bivariate Exponential Distribution [6,7] with joint survival function
F¯(x1, x2) = P[X1 > x1, X2 > x2] = exp[−λ1x1 − λ2x2 − λ12max(x1, x2)],
x1, x2 > 0.
Then, the marginal distribution of X i is a univariate exponential distribution with
E(X i ) = 1
λi + λ12 , i = 1, 2
while X1, X2 are positively correlated with correlation coefficient
ρ(X1, X2) = P(X1 = X2) = λ12
λ1 + λ2 + λ12 > 0
(see e.g. [5]). For our numerical experimentation, let us consider as in-control parameters
λ1 = λ2 = λ12 = 6 thereof obtaining
E(X1) = 1/12, E(X2) = 1/12, ρ(X1, X2) = 1/3.
Moreover, assume that the two-step gauge endpoints are symmetric and are set as follows
h01 = h02 = 0, h1i = a, h2i = b, i = 1, 2,
(in quality practice, a and b are pre-determined by gauge’s manufacturers according to their
special needs or by a quality expert so that a certain level of in-control ARL is achieved). Then
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Fig. 2. ARL values for several choices of k.
one can easily evaluate plm , l = 0, 1, 2,m = 0, 1, 2 by the aid of formula (c.f. (2.2))
plm = F¯(hl+1,1, hm+1,2)− F¯(hl+1,1, hm,2)− F¯(hl,1, hm+1,2)+ F¯(hl,1, hm,2)
and subsequently compute the probabilities associated to the sequence W1,W2, . . . as follows
p0 = p00, p1 = p10, p2 = p01, p3 = p11,
p4 = 1− p00 − p10 − p01 − p11.
If the endpoints h1i = a, h2i = b, i = 1, 2 are pre-determined by gauge’s manufacturers, then
the quality practitioner will have to calculate the ARL’s of the control scheme for several values
of the parameters involved and then select the procedure that fits best to his needs. The evaluation
of the ARL can be immediately carried over by exploiting either of the approaches presented in
Sections 3 and 4. Fig. 2 displays graphically the ARL values of a plan with a = 0.35, b = 0.50
for several choices of k. It is clear that, as k increases, the value of the ARL decreases and
therefore, an early out-of-control signal will be obtained (false alarm) although the process
remains in control.
It should be stressed that, if the gauge endpoints have been specified in advance, it is not
feasible to establish alternative schemes sharing a common in-control ARL, and choose the best
among them (by setting a supplementary optimality criterion). In that case a careful balance
between the false alarm rate and the desired detection speed of an out-of-control state would be
worthwhile. Let us next examine how the ARL value changes as the characteristics of interest shift
to out-of-control states. Consider first the case where the mean of X1 departs from the in-control
value 1/12 while E(X2) remains unchanged (E(X2) = 1/12). This can be effortlessly achieved
by displacing λ1 away from 6 and keeping λ2 and λ12 fixed (λ2 = λ12 = 6); needless to say, this
approach results in a gradual change of the correlation between X1 and X2 as well. In Fig. 3, we
have plotted the ARL values against the mean of X1 for several choices of k (k = 2, 3, . . . , 8).
As intuitively expected, the difference between ARL’s corresponding to different k’s is
decreasing as the mean E(X1) departs from the in-control value 1/12. Note that for substantial
departures from the in-control value, the difference becomes negligible. Graphs of this type can
be exploited to calculate the in-control ARL for several choices of k (and pre-specified values
of the parameters involved i.e. λ1, λ2, λ12) and examine how the out-of-control ARL is evolving
when the mean of a characteristic shifts away from the in-control value.
We shall now proceed to the alternative case where the external limits are adjustable and
therefore we can have full control of the in-control ARL of the scheme. In that case, what the
practitioner would be naturally interested in, is to fix a desirable in-control ARL and then, using
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Fig. 3. ARL curves as the mean of X1 shifts away from the in-control value.
Table 1
Percentage of Improvement for various k and fixed in-control ARL = 200
Plan (k) µ = E(X1)
0.083 0.091 0.100 0.111 0.125 0.143 0.167
2 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0%
3 0.0% 0.8% 2.0% 3.3% 4.6% 5.6% 6.4%
4 0.0% 1.6% 3.7% 6.0% 8.1% 9.8% 10.7%
5 0.0% 2.3% 5.3% 8.3% 11.0% 12.9% 13.7%
6 0.0% 3.0% 6.6% 10.2% 13.3% 15.2% 15.9%
7 0.0% 3.5% 7.7% 11.8% 15.1% 17.0% 17.4%
8 0.0% 4.0% 8.7% 13.2% 16.6% 18.4% 18.5%
9 0.0% 4.5% 9.6% 14.3% 17.7% 19.4% 19.3%
10 0.0% 4.9% 10.4% 15.2% 18.7% 20.2% 19.7%
11 0.0% 5.2% 11.0% 16.0% 19.3% 20.7% 19.9%
12 0.0% 5.5% 11.5% 16.5% 19.8% 21.1% 19.9%
13 0.0% 5.7% 11.9% 17.0% 20.2% 21.0% 19.7%
14 0.0% 5.9% 12.1% 17.2% 20.1% 20.9% 19.2%
15 0.0% 6.0% 12.2% 17.1% 20.1% 20.5% 18.5%
16 0.0% 6.1% 12.1% 17.1% 19.8% 19.9% 17.4%
17 0.0% 5.9% 11.9% 16.6% 18.9% 18.6% 15.7%
an estimate of the expected mean shift, to determine the value of k that will result in the optimal
(smallest) out-of-control ARL. This can be accomplished by comparing the out-of-control ARL’s
for given k and E(X1) to the out-of-control ARL value of a standard control plan that uses only
two end points (accept/reject case). Table 1 displays the values of the percentage of improvement
index defined as
P I (k, µ) = ARL(µ)− ARL(k, µ)
ARL(µ)
,
where ARL(µ) is the ARL for the standard plan and ARL(k, µ) is the ARL for the 2-step gauge
plan. In both cases, µ = E(X1) is the mean of the first variable monitored. The calculations were
performed by fixing the in-control ARL
ARL(1/12) = ARL(k, 1/12), k = 2, 3, . . . , 17
to the value 200 by an appropriate choice of the endpoints a and b used in each plan (a
Mathematica program is available by the authors). It is worth mentioning that, one could assign
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Fig. 4. Percentage of improvement of ARL.
a a specific value and seek the (unique) value of b that achieves the desired in-control ARL or
vice versa. By way of example we mention that, the choice a = 0.35, b = 0.50 results in an
in-control ARL 200 for a control plan with k = 2; should one wish to establish a control plan
with k = 3, with the same in-control ARL and a (ARL = 200, a = 0.35) it suffices to use the
endpoint b = 0.508.
The examination of several control plans with the same in-control ARL, may facilitate the
practitioner in setting up the optimal scheme for capturing a specific shift or range of shifts as
fast as possible (in terms of minimal out-of- control ARL). This can be achieved for example
by exploiting Table 1, where we have included the percentage of improvement for various k
(k = 12, 13, . . . , 17) and fixed in-control ARL = 200. According to that table, if the mean of X1
shifts from the in-control value (1/12 = 0.083) to the value 0.091 (or less), the optimal choice
for k is k = 16, for µ = 0.10 we should choose k = 15 and so on. Note that, the maximum
percentage of improvement guaranteed by exploiting the rules studied in the previous paragraphs
is more than 20%. The k selection procedure is better elucidated in Fig. 4 where the percentage
of improvement index has been plotted for several k’s.
The numerical experimentation in the preceding example was carried out by considering
the case where only the mean of X1 departs from the in-control value while E(X2) remains
unchanged. A second scenario ensues if we keep λ1, λ2 unchanged (λ1 = λ2 = 6) and modify
the value of λ12. This will result in a simultaneous shift in both E(X1), E(X2) since
E(X1) = 16+ λ12 , E(X2) =
1
6+ λ12 .
Note that, under this scenario, the correlation between X1 and X2 shifts at the same time, in the
opposite direction, according to the formula
ρ(X1, X2) = λ1212+ λ12 = 1−
12
12+ λ12 .
As a consequence, a gradual decrease of λ12 will thrust the means of X1 and X2 to larger values
(as compared to the in-control means E(X1) = E(X2) = 1/6) and relax their correlation.
In Table 2 we provide the percentage of improvement for various k’s under the second
scenario. It is evident that the comments given before apply for this scenario as well with the
additional remark that the observed relative differences between the ARL’s compared are slightly
lower (a slight shift to smaller optimal k values may also be observed). This is rather surprising,
at a first glance, since one might intuitively expect, that a large shift is more likely to occur
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Table 2
Percentage of Improvement for various k and fixed in-control ARL = 200
Plan (k) µ = E(X1) = E(X2)
0.083 0.091 0.100 0.111 0.125 0.143 0.167
2 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0%
3 0.0% 1.3% 2.6% 3.7% 4.7% 5.4% 5.8%
4 0.0% 2.5% 4.8% 6.7% 8.3% 9.2% 9.4%
5 0.0% 3.5% 6.7% 9.2% 11.0% 11.8% 11.6%
6 0.0% 4.5% 8.3% 11.2% 13.0% 13.7% 13.0%
7 0.0% 5.3% 9.6% 12.8% 14.6% 15.0% 13.7%
8 0.0% 6.0% 10.8% 14.1% 15.8% 15.8% 13.9%
9 0.0% 6.7% 11.7% 15.1% 16.6% 16.2% 14.0%
10 0.0% 7.2% 12.5% 15.9% 17.2% 16.4% 13.5%
11 0.0% 7.7% 13.2% 16.4% 17.5% 16.3% 12.9%
12 0.0% 8.1% 13.6% 16.8% 17.5% 15.9% 11.9%
13 0.0% 8.4% 14.0% 17.0% 17.4% 15.3% 10.8%
14 0.0% 8.6% 14.2% 16.9% 17.0% 14.4% 9.3%
15 0.0% 8.7% 14.2% 16.7% 16.3% 13.2% 7.4%
16 0.0% 8.7% 14.0% 16.2% 15.4% 11.5% 4.9%
17 0.0% 8.4% 13.5% 15.2% 13.8% 9.1% 1.3%
Fig. 5. ARL curves for scenarios [1,2].
in either of the two characteristics (and identified by the plan). Nevertheless, in the case under
investigation, besides the new control plan, the standard one is improving substantially as well
and the relative improvement of the first over the second is relaxed. This last fact is clearly
elucidated in Fig. 5, where we have plotted together the ARL curves for the new (k = 14) and
standard (S) control plan under both scenarios [1,2].
In closing we mention that for a given in-control distribution, the efficiency of the proposed
control procedure is closely related to the difference h2i−h1i , i = 1, 2. Manifestly, the efficiency
increases as the probability assigned to the interval [h1i , h2i ] increases. Furthermore, the ARL
values for various choices of k tend to the same value as h2i − h1i → 0, i = 1, 2, since in this
case, the new control plan reduces to the standard control plan.
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