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3Abstract
In this work, a series of ab-initio calculations based on density functional theory is presen-
ted. We investigated the properties of water and the inclusion complexes of cyclodextrins
with various guest compounds such as phenol, aspirin, pinacyanol chloride dye and bi-
naphtyl molecules in the environment of water as solvent.
Our investigation of water includes the cluster units of water, the bulk properties of the li-
quid water and the crystalline ice structure. Some equilibrium structures of water clusters
were prepared and their binding energies were calculated with the self-consistency den-
sity functional tight binding (SCC-DFTB) method. The global minimum water clusters
of TIP4P classical modelled potential were also calculated using the DFTB method and
Vienna Ab-initio Simulation Package (VASP). All results show a non-linear behaviour of
the binding energy per water molecule against water cluster size with some anomalies
found for the lower clusters between 4 and 8 molecules. We also calculated the melting
temperatures of these water clusters having solid-like behaviour by heating. Though, the
melting region of the heated structures is not well defined as a result of the pronoun-
ced fluctuations of the bonding network of the system giving rise to fluctuations in the
observed properties, but nevertheless the range where the breakdown occurs was defi-
ned as the melting temperature of the clusters. The bulk properties of the liquid, such
as radial distribution functions, calculated with the VASP method show good agreement
with neutron diffraction scattering data with respect to positions and height of the peaks.
The DFTB method gives good positions of the peaks but with too broad peaks due the
approximations on which the method relies, which makes it less accurate. Due to the com-
plexity of the hydrogen bonding network, it is difficult to obtain the real ice structure by
mere cooling liquid water under normal condition without imposing external constraints
such as extreme external pressure or electric field. A special rule of proton ordering was
followed in order to prepare the real ice structure for our calculations. We succeeded in
preparing a hexagonal tetrahedrally coordinated type of ice. The statical properties of
this ice were calculated as well as the phonon spectra. The results were compared with
neutron diffraction data and other available ab-initio calculations.
The molecular dynamics simulations of inclusion complexes of β-cyclodextrin with each
of these guest molecules, phenol and aspirin show the encapsulation which are in good
agreement with dichroism measurements. The inclusion complex of a dimer calculation
of pinacyanol dye with some droplet of water inside γ-cyclodextrin shows structural pro-
perties which can be ascribed to the experimental observation of UV/CD spectra of the
chromophores, in which there is a split of the excited states of the monomer units. The
calculations on chiral molecules of binaphtyl-β-cyclodextrin complex shows a longitudinal
axis as preferred axis of entry of the binaphtyl during the inclusion process rather than an
axial propagation in agreement with circular dichroism measurements. The investigated
chiral separation ability of β-cyclodextrin on the enantiomeric pair of this compound R
and S, which differ in symmetry only by reflection, shows that the S-enantiomer has lower
energy than the R-enantiomer as revealed by our ab-initio calculations.
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1 Introduction
1.1 Biological and organic molecules
Biological research has helped to characterize the incredible diversity of species, ranging
from huge mammals to microscopic bacteria that can survive far above the boiling point
of water, not to mention the diversity of plants [1]. Talking of the components of com-
plex compounds making up these living species, hydrogen (H), carbon (C), nitrogen (N),
sulphur (S) and oxygen (O) are the major elements found in the compounds like the
proteins and the carbohydrates. In addition, the most abundant inorganic liquid on earth
is important for the reactivity of the latter compounds. The whole cell of living creatures
is made up of 70 percent of water which influences the bimolecular structure of the cell.
At home, when you open ice cream stored in the freezer for a long time, it is found that
it doesn’t taste as rich and creamy due to the formation of large ice crystals that cause
a coarse texture altering the way the ice cream feels on your palate. During the winter
period some parts of the earth surface are covered with cotton-wool-like structure called
snows which are also the main product of water.
Most of the foods we eat are derived from plants, and the plants are composed of starch
from which the carbohydrates are derived. Most of the drugs man consumes to cure a par-
ticular ailment also consist of these essential elements mentioned. To make and preserve
these drugs also requires the same class of compounds like the cyclodextrins. Therefore,
the study of compounds like cyclodextrins solvents, which provide the favourable medium
for their complexation with various types of organic guest compounds, is very necessary
to gain insight into their structural and dynamical behaviour.
Both chemistry and most experimental sciences usually rely on a top-down approach.
That is, measurements are gradually refined to be able to observe smaller structures, and
faster processes until technical limits are reached. Many force-field methods based on the
classical approach have been used to study molecules like water clusters and bigger orga-
nic molecules like cyclodextrins and proteins in the solvent environment. With the advent
of ab-initio simulation technique, it is possible to account for the electronic behaviour
and binding energy at the quantum level and also to see the atomic motion on a level
usually not accessible to experiments. The knowledge gained can be used to return to the
drawing table and formulate better models for the phenomena observed, to be able to
understand and perhaps manipulate the systems, e.g. melting of small clusters of water
of various sizes, and the structural behaviour of the bulk water, in providing the driving
force in the encapsulation of the guest compounds in the hydrophobic cavity of the cy-
clodextrins (see Fig. 1.2) or their derivatives of various diameters. When the simulations
reach time and length scales where it is also possible to perform the experiments, the
chemistry and physics of the molecules can be traced all the way from individual atoms
up to “real-world” macroscopic systems.
Usually the experimental methods can resolve individual atoms, but they are usually
not capable of directly quantifying complex collective motions. Indirect methods like the
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nuclear magnetic resonance method or the circular dichroism method or spectroscopy can
sometimes be applied in combination with theoretical methods to obtain informations of
the motions, but these approaches are far from being generally applicable. As it can be
noticed or will be noticed later, the most frequent occurring molecules in this thesis are
however water molecules as solvent and its freezing form, ice, starting from its cluster
units to the bulk, and the other hydrogen bonding organic solvents like linear chain ali-
phatic methanol, aromatic chain ring phenol and then the giant molecules obtained from
these aromatic chains, cyclodextrins.
To the modern physical scientist water is a source of fascination on account of its un-
usual properties. It is the only chemical compound that occurs naturally in the solid,
liquid and vapour phases, and the only naturally occurring inorganic liquid on earth. It
displays a formidable array of unusual physical and chemical properties in its condensed
phases. It is among the most studied of chemicals, owing, in part, to its ubiquity and
its necessity for all life. In addition to these “natural” reasons, water is an interesting
compound because it has unique physical properties and is a model hydrogen-bonded
liquid [2,3] and of continuing interest [4]. Much of this interest is due to the role it plays
in not only physical chemistry but also biology and atmospheric science [5]. Water is
the commonly used solvent in chemistry and yields strong solvent effects on reactions.
It participates in most biochemical reactions, and one of the greatest challenges for the
simulation of biological systems is to accurately, yet simply, include the microscopic ef-
fects of the surrounding H2O molecules on the properties of complex organic molecules
and their interactions [6]. Water also acts as a very efficient energy absorber in the
relaxation processes of photochemical reactions. In oder to understand these and other
solvents effects, a detailed knowledge of the statical and dynamical properties of water on
the molecular level is required [7]. An understanding of small clusters in general and how
their properties evolve with size will provide an insight into the bulk behaviour [8]. The
bulk water provides a useful medium for any complex reaction. Also water in its freezing
form, ice is now becoming popular in the area of physics and chemistry because of the
intriguing features of its crystalline form.
Ice is a very interesting and long known solid. Its composition is that of the most abun-
dant liquids on earth and it is the essential component of snow, rain, and the generation
of thunderstorm electricity. Liquid water under normal conditions freezes into hexagonal
ice. The hexagonal ice called Ice Ih, is one of the most thoroughly disordered crystalline
materials and it is the most commonly known phase of ice. The “ordinary” ice Ih has
a crystal structure, as far as the position of oxygen atoms are concerned, which can be
considered as two inter-penetrating hexagonal closely packed structures. There is a cubic
analogue of this structure [9], consisting of two inter-penetrating face-centered cubic lat-
tices based on the points (0,0,0) and (1/4,1/4,1/4), which is a diamond-type structure.
It is a metastable variant of ice Ih which can be produced by changing the condition of
ice Ih such as lowering the temperature below 150 K. The stacking arrangement of this
structure looks similar to that of ice Ih in Fig 1.1 (see Appendix A.2). Ice Ic is a very
popular structure for theoretical modelling of ice because of its high symmetry simplifies
calculations. It has been found recently from results of molecular dynamics simulation
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Figure 1.1: Crystal structure of ice showing its hexagonal geometry.
[10] that crystallisation of ice from super-cooled liquid water produces ice Ic when sub-
ject to a threshold electric field. The most useful crystallographic experiment on ice Ih is
performed with neutron radiation. Neutrons interact strongly with hydrogen, deuterium
and oxygen atoms. The scattering power in the neutron case is a constant as a function
of the scattering angle and similar for all three elements, whereas in the X-ray case it is
proportional to the number of electrons and decreases with increasing scattering angle.
Therefore, X-ray experiments are less informative and provide useful data mainly on the
lattice constants and the distribution of electrons in the vicinity of the oxygen atoms and
between oxygen and hydrogen atoms. The ab-initio method has recently gained ground
to study the behaviour of ice not only because of its reliability in the study of static and
dynamical properties [11,12] but also some important features such as modelling ordered
periodic ice structure [13], and also to probe the nature of hydrogen bond in different
geometries [14].
One further intriguing aspect of water/ice, not treated in this thesis, should at least be
mentioned, since it might be of fundamental importance for technologically exploiting
natural gas resources in near future. This is connected with the ability of water to act as
host and to form complexes too; here we think of the formation of natural gas hydrates,
which are solid, non-stoichiometric compounds of small gas molecules and water with
some similarities of the molecular structures with ice. For details we refer to two recent
publications [15,16].
Like water solvent, methanol belonging to the alcohol group compound, is another useful
solvent used in many chemical reactions. Numerous efforts have been devoted to its study
of small units and its bulk properties. For example, the study of mixed clusters, in which
one species is in an excess of another, can provide a useful method of studying solute-
solvent interactions [17, 18]. A class of this alcohol group has also been found useful in
16 1 Introduction
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Figure 1.2: The first three family members of cyclodextrins (CDs). Oxygen (O) is in (red) colour,
hydrogen (H) in white and carbon (C) in grey.
modifying the chemical nature of cyclodextrins when producing the native derivative of
cyclodextrins in the enhancement of its encapsulation ability.
Cyclodextrins are in general truncated doughnut-shaped cyclic oligosaccharides molecu-
les consisting of α-1,4 linked D-glucose units with a hydrophobic interior surface and a
hydrophilic external surface. The most prominent and abundant of the cyclodextrins are
α, β and γ cyclodextrins with six, seven and eight glucose units, respectively. The first
three family members of cyclodextrins are shown in Fig. 1.2. They have the ability to
form inclusion compounds, acting as hosts, by allowing other molecules (guests) into their
hydrophobic cavity [19–21]. In various sizes and chemical characteristics they are being
used in pharmaceutical chemistry as drug delivery systems, in chromatography as enzyme
catalysis models or assistants in protein folding and other useful area of inclusion comple-
xes [22]. Of particular interest of these mentioned applications discussed in this thesis are
inclusion complexes with organic binaphty derivatives (2,2’-dihydroxy-1,1’-binaphthyl),
which are chiral molecules, phenol, aspirin and pinacyanol dye. Most of these inclusion
complexes are investigated in the water medium which provides the driving force for the
complexation. Binaphtyl molecules are sources of the most important family of auxilia-
ries, ligands and catalysts employed in the enantioselective reactions [23]. The inclusion
complex study of this compound is important to offer information about the stable adduct
in the catalytic reaction. In particular, the pinacyanol chloride compound has received
wide attention because of its application as a saturable absorber, mode-locker, and sen-
sitizer in imaging technology [24]. Aspirin (acetylsalicylic acid, a phenolic acetate ester)
is known to be unstable in aqueous solution. NMR studies show that this compound
forms an inclusion complex in unionized form with β-cylcodextrin of various forms in
ratio 1:1 [25]. The study of the structures and dynamics properties of these compounds
offers more insight into their behaviour at ambient temperature.
1.2 Computer simulations
Computer simulation has proved to be an optimum numerical recipe applicable to pro-
blems with many degrees of freedom from quite different fields of science. Development
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of the computers during the last decades has led to remarkable achievements in solid
state physics as well as in other areas of the natural science. In the year 1953 Metropo-
lis demonstrated that a classical problem of N particles can be solved by means of the
Monte-Carlo methods by using computers [26]. Much more sophisticated Monte-Carlo
method have been developed to date. They are used to solve a wide range of models
describing structural transformations, different kinds of kinetics, etc. Not long after the
work of Metropolis, first molecular dynamics (MD) simulation works appeared [27, 28].
In this method, the classical equations of motion are solved for each particle of the sy-
stem using numerical procedures starting from a pre-specified initial state and subject to
a set of boundary conditions appropriate to the problem. The knowledge of the energy
or potential landscape of interacting particles, like electrons and atoms, enables one to
calculate the forces acting on the particles and to study the evolution of the system with
time. The MD methodology allows both equilibrium thermodynamic and dynamics pro-
perties of a system at finite temperature to be computed, while simultaneously providing
a “window” for the macroscopic motion of individual atoms in the system. Simplicity of
this method allows to simulate very big systems. One of the most challenging aspects
of an MD calculation is the specification of the forces derived from suitable potentials.
Different kinds of interatomic potentials can be used. The more realistic potentials are
implemented, the better the comparison with experiment can be done and more physical
phenomena can be predicted.
The molecular dynamics methods can be very effective when utilizing realistic model
potentials taking into account electronic structure features of the materials. In many ap-
plications, these are computed from an empirical model or force field, in which simple
mathematical forms are employed to describe bond, bend and dihedral angle potentials as
well as van der Waals and electrostatic interactions between atoms; the model potential
can be parametrized by fitting to experimental data or high level ab-initio calculations on
small clusters or fragments [29]. Recent simulations using the Embedded-Atom Method
(EAM) allowed to observe realistic phenomena of systems of about 106 atoms.
The growing power of computers allowed to develop new, so called, ab-initio calculation
techniques that are of ultimate importance in modern physics. Ab-initio means calculati-
on of the properties of a system from first principles with no parametrisation. The main
goal of this kind of methods is to solve the Schro¨dinger equation as accurately as possible,
that is in principle a perfect approach for obtaining any desired information on a given
system. However, one has to invoke various approximations to solve this problem, while
its direct solution is practically impossible. Among many successful approximate approa-
ches that allow to solve ab-initio problems, Hartree-Fock and density-functional-based
methods are the basis for almost all current electronic-structure methods. Presently, ab-
initio calculations allow to simulate systems of the order of 100 atoms. Of course, there
exists other methods that utilize more approximations and are not really ab-initio but
allow to simulate systems of about 1000 heavy atoms with moderate precision. In total,
the existing methods nearly cover the needs of the theoreticians, but the compromise
between the required precision and the available resources must be chosen every time.
In order to bridge the gap between the empirical methods (which are fast and efficient
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but lack transferability) and ab-initio approaches (which are accurate and of excessive
computational workload), tight-binding (TB) molecular dynamics has emerged as a po-
werful method for investigating the atomic-scale structure of materials, in particular, the
interplay between structural and electronic properties [30–32]. Tight-binding retains the
fundamental quantum mechanical aspects, as with ab-initio methods and in contrast to
the empirical methods. It was proposed by Slater and Koster [33] in 1954 as modification
of Bloch’s Linear Combination of Atomic Orbitals (LCAO) method [34].
1.3 Objective of this work
The objective of this work is to understand the structure formation and thermodynami-
cal properties of the mentioned organic solvents in Section 1.1 like water and its freezing
form, ice from its fundamental units at cluster level and the bulk behaviour in the envi-
ronment of a class of organic compounds such as cyclodextrins and the inclusion complex
of these compounds with various guest molecules in the solvent, (water), with the aid
of ab-initio molecular dynamics technique. Many molecular dynamics and Monte Carlo
studies have been carried out on the structure and thermodynamics properties of small
clusters of water using the simple Lennard-Jones (LJ) potential [35]. The present stu-
dy is one of a series of MD simulations which are being undertaken to investigate the
properties of small water clusters. Our first aim is to simulate the melting temperature
of water clusters (H2O)n of selected sizes and show how their properties evolve with size
from ab-initio type of simulations for a meaningful comparison with calculations using
model potentials. The simulation of water at the cluster level provides useful information
to the bulk liquid properties.
Since the attention of most research in ab-initio field simulation is shifting to the cal-
culation of complex molecules such as carbon nanotube and complex fullerene systems,
it is worthwhile investigating the properties of cyclodextrins and its inclusion complexes
with various types of guests molecules in the solvent with ab-initio and approximate den-
sity functional methods and comparing the results of the simulation with respect to the
UV/Vis and circular dichroism (CD) spectra. The use of computational chemistry in the
area of cyclodextrins has, until recently, been somewhat limited however. The reason for
this is not a lack of interest from those studying this material but rather due to the fact
that the cyclodextrins are relatively large, flexible molecules that are often studied expe-
rimentally in aqueous environments [20]. This makes the computation rather prohibitive
and creates a major hurdle which most computational chemists were not willing to sur-
mount, or, as often is the case, forces one to introduce so many assumptions/restrictions
so as to become unrealistic. The present study using our ab-initio program (VASP) and
ab-initio-like (TB) methods tends to provide some challenge to the study of this complex
and also gives hope to provide vital information not being accessible experimentally.
In the first part of this work, basic calculations were done on the properties of the above
mentioned molecules by using the ab-initio type of density functional tight-binding co-
de (DFTB) [32] in order to compare the results with previous works known from the
literature and to test its reliability. The ground state geometrical configurations of all
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the molecules investigated are comparable with some of the existing calculations in the
literature. We also tried to investigate the structural and dynamical properties of solvents
like water and phenol, and solutes like the crystalline ice and cyclodextrins by MD si-
mulations. Though, the positions of the nearest neighbours are well predicted and agrees
with the experimental predictions, the height of the peaks are too high showing too much
overstructure (DFTB results).
We also used another highly developed density functional theory code on the ground state
properties obtained by DFTB calculations in order to verify some energy differences such
as in chiral investigation of one of the chiral guest compounds forming complexes with
cyclodextrin where it is difficult to identify such difference in the ground-state complexes
formed using the DFTB method. This code, the Vienna Ab-initio Simulation Package
(VASP) [36], has sophisticated implementations of the pseudo-potential methods but it
is computational too expensive to investigate the dynamical properties of the complex
molecules.
At the various stages of the calculations discussed in this thesis, we highlight, as far as
possible, the similarities and the differences obtained by applying the density-functional
related tight binding method (DFTB) and by using the Vienna Ab-initio Simulation
Package (VASP). While the first method allows to deal with a sufficiently large number
of molecules like the interaction of organic molecules in solvents, the later method is more
accurate but allows to simulate a smaller number of atoms only. Thus, all our calculations
reported here have to be understood to be a compromise between simulation of large sy-
stem size, and the demand for accuracy simultaneously. The simulations also show which
systems sizes are possible today to deal with on the basis of density-functional theory.
Large system sizes require more approximate treatments.
We also like to mention that although the basic codes were not developed in Duisburg,
we have nevertheless implemented additional features in the DFTB code enabling us to
evaluate additional statistical information like distribution functions etc. at different tem-
peratures. We have also founded the very interesting question in how far water changes
its properties in the vicinity of organic molecules (for cyclodextrin inclusion complexes in
solution) like developing glassy behaviour. Although those investigations are somewhat
limited by the use of too small system sizes because of the density-functional methods
used here, the first results corresponding to changes in the radial distribution functions
look very promising and will certainly require further investigations.
The whole structure and organization of this thesis are as follows: In Chapter 1, we give
an overview of the whole thesis. In Chapter 2, we present the basic formalism of density
functional theory and various features of the two packages used in the work. The diffe-
rences are also highlighted. Chapter 3 is devoted to the discussion of the tight-binding
model which explains some basic implementations of the self-consistence density functio-
nal tight-binding code applied in this work. In Chapter 4, we present the general features
of molecular dynamics simulation and some of the important equations used in the ana-
lysis of the structural and dynamical data obtained from the MD runs. In Chapter 5, we
present the results of binding energy calculations and melting of some water clusters up
to 36 molecules and compare the results to some classical modelled potential calculations.
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In Chapter 6 we present the results of structural and dynamical properties of bulk liquid
water based on MD simulations using the analysis discussed in Chapter 4. Also in this
Chapter, the lattice dynamical properties of ice are investigated based on the lattice dy-
namical theory which can be found in Appendix under Section A.1. We end this Chapter
by presenting a brief structural properties of another hydrogen bonded liquid, methanol,
from the radial distribution functions calculated from the MD simulation data obtained.
In Chapter 7, we present our results based on the applications of density functional theory
and ab-initio molecular dynamics to the inclusion complexes of cyclodextrins with the
various guest molecules. Following this Chapter is the Summary and concluding remarks.
The Appendix contains the basic theory of lattice dynamics which is applied to study the
dynamical properties of ice. Also presented are some well known phases of ice which are
briefly discussed in the Appendix as well as the other intriguing properties exhibited by
the ice structure when compared to other tetrahedrally bonded crystals.
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2 The density functional theory formalism
2.1 Introduction and importance
In principle, all knowledge about a system can be obtained from the quantum mechanical
wave function. This is obtained (non-relativistically) by solving the Schro¨dinger equati-
on of the complete many-electron system. However, in practice solving such an N -body
problem proves to be impossible. This Section will give a brief description of earlier ap-
proximations made to solve this many-body problem and a description of the important
physical features omitted from these theories. For these reasons, it is necessary to use den-
sity functional theory developed by Kohn and Sham [37] based on the theory of Hohenberg
and Kohn [38] which, in principle, is an exact ground state theory. Density Functional
theory (DFT) is a powerful, formally exact theory [39–41]. It is a general approach to the
ab-initio description of quantum many-particle systems, in which the original many-body
problem is rigorously recast in the form of an auxiliary single-particle problem [37]. For
the most simple case of (nondegenerate) stationary problems, DFT is based on the fact
that any ground state observable is uniquely determined by the corresponding ground
state density n, i.e., it can be understood as a functional of n. This statement applies in
particular to the ground state energy, which allows to (indirectly) represent the effects of
the particle-particle interaction as a density-dependent single-particle potential. In addi-
tion to the Hartree (direct) contribution this potential contains an exchange-correlation
(xc) part, which is obtained from the so-called xc-energy functional. The exact density
functional representation of this crucial quantity of DFT is not known, the derivation
of suitable approximations being the major task in DFT. Extensions of this scheme to
spin-dependent, relativistic or time-dependent systems, utilizing the spin-densities, the
four current or the time-dependent density as basic variables, are also available. Recently,
a DFT approach to quantum hydrodynamics (as a model for the relativistic description
of nuclei) has been developed. The main areas for applications of DFT are condensed
matter and cluster physics as well as quantum chemistry [39,42].
2.1.1 General foundation
Within the scope of this work, only a brief introduction to the density functional method
can be given. A comprehensive review of the theoretical basics, strengths, and limitations
can be found for instance in [37–40,42–44].
The general condensed matter (non-relativistic) Hamiltonian of a system of N nuclei
described by coordinates RI , momenta PI and masses MI (I = 1, . . . , N) containing Ne
electrons described by coordinates ri, momenta pi and spin variable si (i = 1, . . . , Ne) is
given by:
H =
N∑
I=1
P2I
2MI
+
Ne∑
i=1
p2i
2m
+
Ne,Ne∑
i>j
e2
|ri − rj| +
N,N∑
I>J
ZIZJe
2
|RI −RJ | +
N,Ne∑
i,I
ZIe
2
|RI − ri|
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≡ TN + Te + Ve−e(r) + VNN(R) + VeN(r,R), (2.1)
where m is the mass of the electron and ZIe is the charge on the Ith nucleus. In the second
line, TN, Te, Vee, TNN , VeN represent the nuclear and electron kinetic energy operators and
electron-electron, nuclear-nuclear and electron-nuclear potential operators, respectively.
In order to solve the complete quantum mechanical problem, we start by seeking the
eigenfunctions and eigenvalues of this Hamiltonian, which will be given by the solution
of the time-independent Schro¨dinger equation
[TN + Te + Ve−e(r) + VNN(R) + VeN(r,R)] Ψ(x,R) = EΨ(x,R), (2.2)
where x ≡ (r, s) denotes the full collection of electron position and spin variables, and
Ψ(x, r) is an eigenfunction of H with eigenvalues E.
2.1.2 Born-Oppenheimer approximation
Clearly, an exact solution of Eq. (2.2) is not possible and approximations must be ma-
de. One of the most approximations used in materials science is the Born-Oppenheimer
approximation [45] which is also used in our investigations. The essence of the approxi-
mation is that the nuclei, being so much heavier than the electrons move relatively slowly,
and may be treated as stationary while the electrons move relative to them. This means,
there is a strong separation of time scales between electronic and nuclear motions. Hence,
the nuclei can be thought as being fixed, which makes it possible to solve the Schro¨dinger
equation in Eq. (2.2) for the wavefunction of electrons alone. In terms of Eq. (2.2), this
approximation can be exploited by assuming a quasi-separable ansatz of the form
Ψ(x,R) = Φ(x,R)χ(R), (2.3)
where χ(R) is the nuclear wavefunction and Φ(x,R) is an electronic wavefunction which
depends parametrically on the nuclear positions (that is, electrons adiabatically follow the
nuclei). We note, at this point, that alternative derivation using a fully separable ansatz
to the time-dependent Schro¨dinger equation was presented by Marx and Hutter in [46].
Substitution of Eq. (2.3) into (2.2) and using the quantum definition of the momentum
as Px = i h¯
∂
∂x
or P = i h¯∇, one obtains by re-arranging Eq. (2.2)
[Te + Vee(r) + VeN(r,R)] Φ(x,R)χ(R) + [TN + VNN(R)] Φ(x,R)χ(R) −∑
I
h¯2
2MI
(
2∇IΦ(x,R)∇Iχ(R) + χ(R)∇2IΦ(x,R)
)
= EΦ(x,R)χ(R). (2.4)
The third term in Eq. (2.4) is not zero, but it is very small compared to the sum of the
first two terms of this equation on account of the appearance of the nuclei masses in the
denominator. This implies, because of the large masses that the nuclear wavefunction
χ(R) is more localized than electronic wavefunction, i.e. ∇Iχ(r) À ∇IΦ(x,R). So, the
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essence of the Born-Oppenheimer approximation is to set this term from Eq. (2.4) to
zero, .i.e.,
−∑
I
h¯2
2MI
(
2∇IΦ(x,R)∇Iχ(R) + χ(R)∇2IΦ(x,R)
)
= 0, (2.5)
so that it can reduce to
[Te + Vee(r) + VeN(x,R)] Φ(x,R)
Φ(x,R)
= E − [TN + VNN(R)]χ(R)
χ(R)
. (2.6)
From the above, it is clear that the left-hand side can only be a function of R alone. Let
this function be denoted as ²(R), then
[Te + Vee(r) + VeN(x,R)] Φ(x,R)
Φ(x,R)
= ²(R),
[Te + Vee(r) + VeN (x,R)] Φ(x,R) = ²(R)Φ(x,R). (2.7)
Eq. (2.6) is an electronic eigenvalue equation for an electronic Hamiltonian, He(R) =
Te + Vee(r) + Ven(r,R), which will yield a set of normalized eigenfunctions Φn(x,R) and
eigenvalues ²(R), which depend parametrically on the nuclear positions, R. For each
solution, there will be a nuclear eigenvalue equation:
[TN + VNN(R) + ²n(R)]χ(R) = Eχ(R). (2.8)
Moreover, each electronic eigenvalue, ²(R), will give rise to an electronic surface on which
the nuclear dynamics is determined by a time-dependent Schro¨dinger equation for the
time-dependent nuclear wavefunction χ(R, t):
[TN + VNN(R) + ²n(R)]χ(R, t) = i h¯
∂
∂t
χ(R, t). (2.9)
The physical interpretation of Eq. (2.9) is that the electrons respond instantaneously to
the nuclear motion; therefore, it is sufficient to obtain a set of instantaneous electronic
eigenvalues and eigenfunctions for each nuclear configuration, R (hence the parametric
dependence of Φ(x,R) and ²n(R) on R). The eigenvalues, in turn, give, a family of
(uncoupled) potential surfaces on which the nuclear wavefunction can evolve. Of course,
these surfaces can (and often do) become coupled by so-called non-adiabatic effects not
taken into account when using Eq. (2.5).
In many cases, non-adiabatic effects can be neglected, and we may consider motion only
on the ground electronic surface described by
[Te + Vee(r) + VeN(x,R)] Φo(x,R) = ²o(R)Φo(x,R),
[TN + ²o(R) + VNN(R)]χ(R, t) = i h¯
∂
∂t
χ(R, t). (2.10)
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Moreover, if nuclear quantum effects can be neglected, then we may arrive at the classical
nuclear evolution by assuming that χ(R, t) is of the form
χ(R, t) = A(R, t)eiS(R,t)/h¯ (2.11)
and neglecting all terms involving h¯, which yields an approximate equation for S(R, t):
HN(∇1S, . . . ,∇NS,R1, . . . ,RN) + ∂S
∂t
= 0. (2.12)
This is just the classical Hamilton-Jacobi equation with
HN(P1, . . . ,PN ,R1, . . . ,RN) =
∑
I=1
P2I
2M
+ VNN(R) + ²o(R) (2.13)
denoting the classical nuclear Hamiltonian. The Hamilton-Jacobi equation is equivalent
to the classical motion of the nuclei on the ground-state surface with Eo(R) = ²o(R) +
VNN(R) given by
R˙I =
PI
MI
,
P˙I = −∇IEo(R). (2.14)
Note that the force −∇IEo(R) contains a term from the nuclear-nuclear repulsion and
a term from the derivative of the electronic eigenvalue, ²o(R). Because of the Hellman-
Feynman theorem, the latter can be expressed as
∇I²o(R) = 〈Φo(R)|∇IHe(R)|Φo(R)〉. (2.15)
Equations (2.14) and (2.15) form the theoretical basis of the ab-initio molecular dyna-
mics (AIMD) approach. The practical implementation of the AIMD method requires an
algorithm for the numerical solution of Eq. (2.14) with forces from (2.13) at each step
of the calculation. Moreover, since an exact solution for the ground-state electronic wa-
vefunction, |Φo(R)〉, and eigenvalue, ²o(R), is not available, in general, it is necessary to
introduce an approximation scheme for obtaining these quantities.
2.2 Representation of electronic structure and various approxi-
mations
At this point, a simple form for Eo(R) could be introduced, giving rise to a force field
based approach. Such a form would necessarily be specific to a particular system and
therefore, not be transferable to other situations. If, on the other hand, one derives forces
directly from very accurate electronic structure calculations, the computational overhead
associated with the method will be enormous. It is clear, therefore, that the practical
utility of the AIMD approach relies on a compromise between accuracy and efficiency
of the electronic structure representation based on available computing resources. One
approach which has proved particularly successful in this regard is density functional
theory (DFT) which is based on the Hohenberg-theorem [38].
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2.2.1 The Hohenberg-Kohn theorem
If we consider specifically the ground-state to be calculated by Eq. (2.7), the total ener-
gy must be the extremal. That allows to formulate a strong condition as was done by
Pierre Hohenberg and Walter Kohn [38]: In the ground-state, the total energy is a func-
tional of the electronic density no(r). In order to distinguish between the first and second
Hohenberg-Kohn theorem, we begin by specifying once again the many-electron Hamil-
tonian in Eq. (2.7),
H [u] = − h¯
2
2m
Ne∑
i=1
∇2i︸ ︷︷ ︸ +
Ne∑
i=1
u(xi)︸ ︷︷ ︸ +
1
2
∑
i6=j
v(xi, xj)︸ ︷︷ ︸
, (2.16)
≡ Te ≡ VeN ≡ Vee
where
u(xi) =
∑
J
ZJe
|ri −RJ | (2.17)
is some external potential due to the electron-nuclei interaction which is allowed to vary
and
v(xi, xj) =
e2
|ri − rj| (2.18)
stems from the electron-electron interaction, Vee. Each external potential defines a corre-
sponding ground-state wavefunction via solution of the Schro¨dinger equation. Such wave-
functions are of course different for u1 and u2, if u1(r) 6= u2(r)+ constant. Let ψ1 be the
ground-state wavefunction corresponding to the external potential u1, the corresponding
total energy is:
²1 = 〈ψ1|H [u1] |ψ1〉 = 〈ψ1|Tee + Vee|ψ1〉+
∫
u1(r)n(r)dr. (2.19)
This must be lower than the expectation value obtained with any other wavefunction ψ2
according to the variation principle, i.e,
²1 < 〈ψ2|H [u1] |ψ2〉,
²1 < 〈ψ2|H [u2]− u2 + u1|ψ2〉,
²1 < 〈ψ2|H [u2] |ψ2〉︸ ︷︷ ︸ + ∫ dr [u1(r)− u2(r)]Ne
∫
ψ∗2(r2 . . . rN)ψ2(r2....rN )dr2 . . . drN︸ ︷︷ ︸.
≡ ²2 ≡ n(r) (2.20)
On the other side, the ground-state energy ²2 calculated with its “true” wavefunction ψ2
must be lower than the expectation value of H [u2] calculated with any other wavefunc-
tion, including ψ1 :
²2 < 〈ψ1|H [u2] |ψ1〉,
²2 < 〈ψ1|H [u1]− u1 + u2|ψ1〉,
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²2 < 〈ψ1|H [u1] |ψ1〉︸ ︷︷ ︸ + ∫ dr [u2(r)− u1(r)]Ne
∫
ψ∗1(r2 . . . rN)ψ1(r2....rN )dr2 . . . drN︸ ︷︷ ︸.
≡ ²1 ≡ n(r) (2.21)
Summing up the two inequalities, we arrive at ²1 + ²2 < ²2 + ²1, which is a contradiction.
The origin of this contradiction is that we have assumed n(r) to be the same for the two
wavefunctions generated by the two different potentials, u1 and u2. Hence this assumption
was wrong, and the external potential uniquely determines the density. Since n [u1] 6=
n [u2], for u1 6= u2+ constant, for any given n(r) there is at most one potential u(r) for
which n(r) is the ground-state density. At this point, one sometimes singles out as the
first Hohenberg-Kohn theorem:
• It states that the ground state energy ² of a system of electrons in an external
potential, u(r) given by
u(r) =
∑
J
− ZJ|r−RJ |
is a unique functional of the electron density n(r), ² ≡ ² [n]. In other words, for
an isolated many-electron system, its ground-state one-electron density no(r) de-
termines uniquely the external potential u(r) (or simply VeN(r)). The ground state
density, no(r), is given in terms of the ground-state wavefunction Φo by
no(r) =
∑
s,s2,...sNe
∫
dr2 . . . drNe |Φo (r, s, r2, s2, . . . , rNe) |2. (2.22)
As second Hoheberg-Kohn theorem:
• The functional ² [n] has its minimum value when n(r) is the ground state electron
density, nsc(r),
² [n] ≥ ² [nsc] .
The energy ² [nsc] is the electronic part of the total energy E({RJ}),
E({RJ}) = ² [nsc] + 1
2
∑
I,J
ZIZJ
|RI −RJ | ,
here no ≡ nsc, i.e., self-consistent ground-state. In other words, the exact ground-
state energy ² = ² [φo] of a many-electron system with the external potential u(r) is
a functional of the associated ground-state electron density no(r), i.e., the electron
density no(r) minimizes the functionals. This second statement follows from the
fact that since u(r) uniquely fixes H and hence the many-particle ground state, the
latter must be a unique functional of n(r):
² [n] = F [n] +
∫
n(r)u(r)dr. (2.23)
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F [n] in Eq. (2.23) is a universal functional of n and the minimum value of the functional
² [n] is ²o = ² [no], the exact ground-state electronic energy. Levi [47] gave a particular
simple proof of the second Hohenberg-Kohn theorem which is as follows: A function O is
defined as
O [n(r)] = min
|Φ〉→n(r)
〈Φ|Oˆ|Φ〉, (2.24)
where the expectation value is found by searching over all wavefunction Φ, given the
density n(r) and selecting the wavefunction which minimizes the expectation value of Oˆ.
F [n(r)] is defined by
F [n(r)] = min
|Φ〉→n(r)
〈Φ|Fˆ |Φ〉, (2.25)
so that from Eq. (2.23) Fˆ [n(r)] is given by
Fˆ [n(r)] = − h¯
2
2m
∑
i
∇2i +
∑
i>j
e2
|ri − rj| . (2.26)
Considering an Ne ground-state wavefunction Φo(r, s) ≡ 〈r, s|Φo〉 which yields a densi-
ty no(r) as defined through Eq. (2.23), then from the definition of the functional ² in
Eq. (2.23) using (2.24),
² [n(r)] = F [n] +
∫
n(r)u(r) dr = 〈Φ|Fˆ + VeN |Φ〉. (2.27)
The Hamiltonian is given by Fˆ + VeN and so ² [n(r)] must obey the variational principle,
² [n(r)] ≥ ²o. (2.28)
This completes the first part of the proof, which places a lower bound on ² [n(r)]. From
the definition of F [n(r)] in Eq. (2.25), we obtain
F [no(r)] ≤ 〈Φo|Fˆ |Φo〉, (2.29)
since Φo is a trial wavefunction yielding no(r). Combining
∫
n(r)u(r) dr with the above
equation gives
² [no(r)] ≤ ²o, (2.30)
which in combination with Eq. (2.28) yields the key result
² [no(r)] = ²o, (2.31)
completing the proof.
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2.2.2 The basic Kohn-Sham equations
Once the Born-Oppenheimer approximation has been made, the ground state energy,
²o(R) (for any given arrangement of the nuclei) can be obtained by solving the Schro¨dinger
equation for the interacting electrons moving in the fixed external potential due to the fro-
zen nuclei. A consequence of the Hohenberg-Kohn theorem is that the exact ground-state
according to the DFT, is the minimum of a certain functional, ² [n], over all electronic
densities n(r) that can be associated with an antisymmetric ground-state wavefunction,
|Φo〉, of a Hamiltonian He for some potential VeN (the so-called u−representability con-
dition, that is, the mathematical formulation of existence of one-to-one mapping between
ground-state electronic densities and external potentials) subject to the restriction that∫
n(r) dr = Ne. (2.32)
The theorem can also be extended to so-called N−representable densities (obtained from
any antisymmetric wavefunction) via Levy’s prescription [39,48]. The functional is given
as
² [n] = T [n] +W [n] + V [n] , (2.33)
where T [N ] and W [N ] represent the kinetic energy and Coulomb repulsion energies,
respectively, and
V [n] =
∫
drVeN(r)n(r). (2.34)
Although the functional T [N ]+W [N ] is universal (as earlier defined by F [N ] in Eq. (2.23))
for all systems of Ne electrons, its form is not known. Thus, in order that DFT be of
practical utility, Kohn and Sham (KS) introduced the idea of a non-interacting reference
system with potential VKS(r,R) such that the ground-state energy and density of the
non-interacting system equal those of the true interacting system [37]. Within the KS for-
mulation of DFT, a set of nocc orthonormal single-particle orbitals, ψi(r), i = 1, . . . , nocc,
with occupation numbers fi,
nocc∑
i=1
fi = Ne (2.35)
is introduced. These are known as the KS orbitals. In terms of the KS orbitals, the density
is given by
n(r) =
nocc∑
i=1
fi|ψi(r)|2, (2.36)
with ∫
dr |ψi(r)|2 = 1. (2.37)
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From Eq. (2.23), the total energy functional ² = ² [n] is divided into two parts for practical
purpose,
² [n] = Ts [n] + F [n] , (2.38)
where Ts [n] is the kinetic energy of an imaginary noninteracting (except via Pauli’s exclu-
sion principle) electron gas moving in that external potential which induces a ground-state
density equal to n(r). Since not all densities are possible ground-state densities of a sy-
stem of noninteracting electrons, the functional Ts and therefore, F are not always defined
(although, see Levy [49]). Densities which do correspond to the possible noninteracting
ground states are called “wavefunction noninteracting u representable” as earlier discus-
sed. These are the only densities for which Eq. (2.38) makes sense. Ts [n] is not the same
as the kinetic energy of the real interacting system, but the hope is that it is roughly
similar in magnitude.
F [n] must contain some simple electrostatic terms as stated in Eq. (2.33) and so we write
F [n] =
e2
2
∫∫
dr dr′
n(r)n(r′)
|r− r′| + ²
′
xc [n] +
∫
drn(r)VeN (r,R). (2.39)
This equation also acts as a definition of the exchange and correlation functional ²′xc [n].
Since we have approximated the kinetic energy of the true system (Tee), in which the
interaction is actually present by Ts (or Tnonint{ψi}), in which the interaction is switched
off by using the wavefunctions constructed from {ψi} which are not truly one-particle
representations of the density, this introduces errors which is attributed to the yet un-
defined part, which describes the electron-electron interaction. The total energy ² = Etot
from Eq. (2.23) using (2.39) is
Etot = Tee [n] +
e2
2
∫∫
dr dr′
n(r)n(r′)
|r− r′| + ²
′
xc [n] +
∫
drn(r)VeN (r,R). (2.40)
which is now substituted by
Etot = Ts [no] +
e2
2
∫∫
dr dr′
n(r)n(r′)
|r− r′| + ²xc [n] +
∫
drn(r)VeN (r,R), (2.41)
where
²xc [n] = ²
′
xc [n] + Tee [n]− Ts [no] . (2.42)
Here ²xc contains also the correction term from the true kinetic energy Tee which is now
approximated by Tnonint. Equation (2.41) also takes the form
Etot = ² [{ψi}] = − h¯
2
2m
nocc∑
i=1
fi〈ψ|i∇2|ψi〉+ e
2
2
∫∫
dr dr′
n(r)n(r′)
|r− r′| + ²xc [n]
+
∫
drn(r)VeN (r,R),
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≡ Tnonint [{ψ}] + J [n] + ²xc [n] + V [n] , (2.43)
where Ts [n] = Tnonint [{ψ}] in the functional represents the quantum kinetic energy of
the non-interacting electron gas with density n(r) and not the kinetic energy of the real
system,
Tnonint [{ψ}] = − h¯
2
2m
nocc∑
i=1
fi〈ψ|i∇2|ψi〉, (2.44)
and where the second term J [n] is the direct Coulomb term from Hartree-Fock theory
(which also includes self-interaction),
J [n] =
e2
2
∫∫
dr dr′
n(r)n(r′)
|r− r′| , (2.45)
the third term is the exact exchange-correlation energy, whose form is unknown, and the
fourth term is the interaction of the electron density with the external potential due to
the nuclei. Equation (2.41) is re-casted into the form
Etot = Tnonint{ψ}+
∫
Veff (r)n(r)dr. (2.46)
In order to obtain Veff in Eq. (2.46), we simply carry out the functional derivative of
Eq. (2.41) bearing in mind that the functionals of the term containing the external poten-
tial and electron-electron interaction term are calculated to first order only (i.e., neglecting
the second order or higher order terms), by using
n(r) → n(r) + δn(r). (2.47)
In addition we use the second theorem of Hohenberg-Kohn, for the correct ground-state
density,
δEtot [n] ≡ δEtot [n+ δn]− Etot [n] = 0. (2.48)
Also we recall from (2.32) that∫
n(r)dr = Ne (which does not change) (2.49)
Equation (2.49) and (2.48) are then combined by using a Langragian multiplier (µ) to
δ
{
Etot [n]− µ
[∫
n(r)dr−Ne
]}
= 0. (2.50)
This is true for any variation of n. Now using the functional derivative, we obtain:
δ
δn(r)
{
Etot [n]− µ
[∫
n(r)dr−Ne
]}
= 0. (2.51)
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By using this formalism and the definition ²′xc in Eq. (2.41) we obtain,
δTnonint
δn
+ Vee +
δ²xc
δn
+ VeN = µ. (2.52)
or
δTnonint
δn
+ Veff (r) = µ. (2.53)
Therefore, our Veff is now
Veff (r,R) = e
2
∫ n(r′)
|r− r′|dr
′ +
δ²xc
δn(r)
+ VeN (r,R). (2.54)
Thus, the KS potential is given by Veff in Eq. (2.54), i.e.,
VKS(r,R) = e
2
∫ n(r′)
|r− r′|dr
′ +
δ²xc
δn(r)
+ VeN(r,R), (2.55)
and the Hamiltonian of the non-interacting system is therefore known as Kohn-Sham
equations:
HKSψi(r) = ²iψi(r), (2.56)
where ²i are the KS energies. Equation (2.56) constitutes a self-consistent problem because
the KS orbitals (ψi(r) = ψ
KS
i (r)) are needed to compute the density,
n(r) =
nocc∑
i
fi |ψKSi (r)|2, (2.57)
which is needed to specify the KS Hamiltonian. However, the latter must be specified
in oder to determine the orbitals and orbital energies. The KS operator HKS depends
only on r, and upon the index of the electron. Now, we can summarize the Kohn-Sham
equations to be solved as follows:(
1
2
∇2 + Veff (r,R)
)
ψKSi (r) = ²iψ
KS
i ,
Veff (r,R) = Ves(r,R) + Vexc([n(r)] ; r),
n(r) = 2
Ne/2∑
i
fi |ψKSi (r)|2,
Ves(r,R) =
∫ n(r′)
|r− r′|dr
′ −∑
J
ZJ
|r−RJ | ,
together with the related Poisson equation,
∇2Ves(r,R) = −4pin(r),
where Vxc = δ²xc/δn(r) as defined in equation (2.52).
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2.3 Approximation for the exchange-correlation energy
The exchange-correlation energy ²xc [n(r)] can be interpreted as resulting from the inter-
action of an electron with the exchange-correlation hole surrounding it [50–52]:
²xc [n(r)] =
e2
2
∫
dr n(r)
∫
dr′
nxc(r, r
′ − r)
|r− r′| . (2.58)
In general, the exchange-correlation hole nxc(r, r
′−r) describes the effect of the Coulomb
repulsion (an electron present at a point r changes the probability of finding another
one at r′). It is possible to derive an exact expression for nxc(r, r
′ − r) by considering
a modified electron-electron interaction λ/|r− r′| and varying λ from 0 (non-interacting
system) to 1 (physical system). This has to be done in the presence of an additional
external potential Vλ(r) [42,53], such that the ground state of the Hamiltonian
Hλ = − h¯
2
2m
∇2 + VeN(r) + Vλ + λVee (2.59)
has the ground-state density n(r) for all λ. The density nxc(r, r
′− r) can be expressed in
terms of the pair correlation function g(r, r′ − r, λ) by
nxc(r, r
′ − r) ≡ n(r′)
∫ 1
0
dr [g(r, r′, λ)− 1] . (2.60)
Three observations should be made from this expression:
• First, since g(r, r′) → 1 as |r− r′| → ∞, the above separation into electrostatic and
exchange correlation energies can be viewed as an approximate separation of the
consequence of long- and short-range effects, respectively, of the Coulomb interac-
tion. We may then expect that the total interaction energy will be less sensitive to
changes in the density, since the long-range part can be calculated exactly.
• The second observation [50] arises from the isotropic nature of the Coulomb inter-
action Vee and has important consequences. A variable substitution in Eq. (2.58)
yields
²xc =
e2
2
∫
drn(r)
∫ ∞
o
dRR2
1
R
∫
dΩ nxc(r,R). (2.61)
Equation (2.61) shows that the exchange-correlation energy depends only on the
average nxc(r,R), so that the approximation for ²xc can give an exact value even if
the description of the nonspherical parts of nxc is quite inaccurate.
• Third, from the definition of the pair correlation function, there is a sum rule which
requires that the exchange-correlation hole contains one electron, i.e., for all r,∫
dr′ nxc(r, r
′ − r) = −1. (2.62)
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This means that we can consider −nxc(r, r′ − r) as a normalized weight factor and
can define locally the radius of the exchange-correlation hole,〈
1
R
〉
r
= −
∫
dr
nxc(r,R)
|R| . (2.63)
This leads to
²xc = −1
2
∫
dr n(r)
〈
1
R
〉
r
, (2.64)
showing that, provided the sum rule (2.62) is satisfied, the exchange-correlation
energy depends only weakly on the details of nxc [50]. In fact, we can say that it
is determined by the first moment of a function whose second moment we know
exactly.
2.3.1 Local density approximation
The preceeding discussion makes clear that the DFT is in principle, an exact theory
for the ground state of a system. However, because the exchange-correlation functional
defined to be
²xc [n] = T [n]− Tnonint [{ψ}] +W [n]− J [n] (2.65)
is unknown, in practice, approximations must be made. One of the most successful ap-
proximations is the so-called local-density approximation (LDA) or local-spin-density ap-
proximation (LSDA), in which the functional is taken to be the spatial integral over a
local function that depends only on the density:
²xc [n] ≈
∫
dr fLDA(n(r)), (2.66)
where n(r) could also be extended to the spin polarized systems, i.e, n(r)↑ and n(r)↓.
The LDA or LSDA is physically motivated by the notion that the interaction between
the electrons and the nuclei creates only weak inhomogeneities in the electron density.
Therefore, the form of fLDA is obtained by evaluating the exact expressions for the ex-
change and correlation energies of a homogeneous electron gas of uniform density n at
the inhomogeneous density n(r).
Typically, the exchange-correlation term is split into exchange and correlation effects,
²xc [n↑, n↓] = ²x [n↑, n↓] + ²c [n↑, n↓] . (2.67)
The exchange part is easily evaluated via an analytic Hartree-Fock treatment of the
uniform electron gas:
²x [n↑, n↓] = −3
2
(
3
4pi
) 1
3
[
n
4
3
↑ + n
4
3
↓
]
, (2.68)
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and the correlation part is determined by a mixture of analytic treatments and Monte
Carlo simulations. Usually these numerical results for ²c are fitted to a simple parame-
terized form one of the most popular early parametrizations were given by Perdew and
Zunger (PZ) [54] who fitted the non-polarized result εc(
n
2
, n
2
) and the completely spin-
polarized result εc(n, 0). The result for a partially polarized gas is obtained by a weighting
procedure [55]:
εc (n↑, n↓) = εc(
n
2
,
n
2
) + f(ξ)
[
εc(n, 0)− εc(n
2
,
n
2
)
]
, (2.69)
where
ξ =
n↑ − n↓
n
(2.70)
and
f(ξ) =
(1 + ξ)
4
3 + (1− ξ) 43 − 2
2
4
3 − 2 . (2.71)
An alternative parametrization has been given by Vosko-Wilk-Nusair (VWN) [56]. More
recently, a new form has been been suggested by Perdew and Wang [57] with a number
of improvements over the previous work. This may be the most accurate representation
available at present, but for most computational purposes the PZ, VWN and VW para-
metrization give very similar results.
These formula have been widely used over the last two decades to model an enormous
variety of systems ranging over atoms, molecules, clusters and solids and have made si-
gnificant contribution to a number of areas of physics, chemistry, materials science and
biology. The accuracy has been remarkable, and more than expected from such an ap-
proach, see the discussion in [58].
2.3.2 Generalized gradient approximation
In many instances of importance in chemistry, however, the electron density possesses
sufficient inhomogeneities such that the LDA breaks down. This is in particular true
in hydrogen-bonded systems, for example. In such cases, the LDA can be improved by
adding an additional dependence on the lowest order gradients of the density:
² [n] ≈
∫
dr fGGA(n(r), |∇2n(r)|), (2.72)
which is known as generalized gradient approximation (GGA). Among most widely used
GGAs are those of Becke [59], Lee and Paar [60], Perdew and Wang [57], Perdew et al. [61]
and Cohen and Handy [62–64]. Typically, these can be calibrated to reproduce some sub-
set of the known properties by the exact exchange-correlation functional. GGAs such as
these have been used successfully in nearly all the application areas of ab-initio calcula-
tions [29]. However, GGAs are also known to underestimate transition state barriers and
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cannot adequately treat dispersions. Attempts to incorporate dispersion interactions in
an empirical way have been recently proposed [65]. In order to improve reaction barriers,
new approximation schemes such as Becke’s 1992 functional [66], which incorporates exact
exchange, and the so-called meta-GGA functionals [67–70], which include an additional
dependence on the electron kinetic energy density,
τ(r) =
nocc∑
i
fi|∇ψr|2 (2.73)
has successfully been used. However, the problem of designing accurate approximate
exchange-correlation functionals remains one of the greatest challenges in DFT.
Finally, in order to overcome the limitations of DFT in the context of AIMD, it is, of
course possible to employ a more accurate electronic structure method. Approaches using
full configuration-interaction representations have been proposed [71]. Typically, these
have a higher-computational overhead and, therefore, can only be used to study much
smaller systems such as very small clusters. However, as computing platforms become
more powerful and new algorithms are developed, it is conceivable that other electronic
methods may be used more routinely in AIMD studies.
2.4 Basis set expansions and pseudopotentials
In order to use DFT for practical applications, the Kohn-Sham orbitals ψi(r) need to
be represented in some ways. Probably the most straight-forward approach is to solve
the problem on a real-space grid without any further restrictions. However, since this
approach leads to a lot of numerical difficulties, the majority of all DFT implementations
is based on expanding the ψi(r) in terms of suitable basis functions ϕµ(r):
ψi(r) =
N∑
µ=1
cµiϕµ(r), (2.74)
where the cµi are termed expansion coefficients. In principle, any functional set {ϕµ(r)},
which represents a complete basis in the considered configuration space, could be used.
However, since such a complete set cannot be managed numerically, one has to resort to
sufficiently accurate incomplete basis sets. Two classes of functions are commonly applied:
plane waves (PW) and localized atomic-like orbitals (AO).
2.4.1 Plane-wave basis set
In molecular dynamics calculations like using VASP or other AIMD methods, the most
commonly employed boundary conditions are periodic boundary conditions, in which the
system is replicated infinitely in space. This is clearly a natural choice for solids and is
particularly convenient for liquids. In an infinite periodic systems, the KS orbitals ψik(r)
become Bloch functions of the form
ψik(r) = e
ik·ruik(r), (2.75)
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where k is a vector in the first Brillouin zone and uik(r) is a periodic function. A natural
basis set for expanding a periodic function is the Fourier or plane-wave basis set, in which
uik(r) is
uik(r) =
1√
Ω
∑
g
cki,ge
ig·r, (2.76)
where Ω is the volume of the cell, g = 2pih−1gˆ is a reciprocal lattice vector, h is the cell
matrix, whose columns are the cell vectors (Ω = det(h)), gˆ is a vector of integers and {cki,g}
are the expansion coefficients. An advantage of plane waves is that the sums needed to go
back and forth between reciprocal space and real space can be performed efficiently using
fast Fourier transformations (FFTs). In general, the properties of a periodic system are
only correctly described if a sufficient number of k−vectors are sampled from the Brillouin
zone. However, for most applications to be considered in this work, which are concerned
with nonmetallic systems but large unit cells, it is generally sufficient to consider a single
k point, (k = (0, 0, 0)) known as the Γ-point, so that the plane wave expansion reduces
to
ψi(r) =
1√
Ω
∑
g
ci,ge
ig·r. (2.77)
At the Γ-point, the orbitals can always be chosen to be real functions. Therefore, the
plane-wave expansion coefficients satisfy the following property:
c∗i,g = ci,−g (2.78)
which requires keeping only half of the full set of plane-wave coefficients. In actual app-
lications, only plane waves up to a given cut-off, h¯2|g2|/2m < Ecut, are kept. Similarly,
the density n(r) given by Eq. (2.36) or (2.57) can now be expanded in a plane-wave basis:
n(r) =
1
Ω
∑
g
nge
ig·r. (2.79)
However, since n(r) is obtained as a square of the KS orbitals, the cut-off needed for this
expansion is 4Ecut for consistency with the orbital expansion.
Using Eq. (2.77) and (2.79) and the orthogonality of plane waves, it is straightforward
to compute the various energy terms. From here on, we will employ atomic units ( h¯ = 1,
e = 1 and m = 1). Thus, the kinetic energy can be easily shown to be
²KE = −1
2
∑
i
∫
drψ∗i (r)∇2ψi(r) =
1
2
∑
i
∑
g
g2|ci,g|2, (2.80)
where g = |g|. Similarly, the Hartree energy becomes
²H = −1
2
∫∫
dr dr′
n(r)n(r′)
|r− r′| =
1
Ω
∑
g
′4pi
g2
|ng|2, (2.81)
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where the summation excludes the g = (0, 0, 0) term as denoted by the prime on the
summation.
The exchange and correlation energy, ²xc [n] in LDA or GGA, is evaluated on the real-
space FFT grid so that it can be expressed as
²xc [n] =
Ω
Ngrid
∑
r
fGGA(n(r), |∇n(r)|,∇2n(r)), (2.82)
where Ngrid is the number of real-space grid points. As shown by White and Bird [72],
the use of the grid eliminates the complexity of functional differentiation by allowing the
contribution to the KS potential from ²xc to be computed from
d²xc
dn(r)
=
Ω
Ngrid
∂fGGA
∂n(r)
+
Ω
Ngrid
∑
r′
[
∂fGGA
∂|∇n(r′)|
∂|∇n(r′)|
∂n(r)
+
∂fGGA
∂∇2n(r′)
∂∇2n(r′)
∂n(r)
]
.(2.83)
The gradient and (if needed) the Laplacian of the density can be computed efficiently
using FFTs:
∇n(r) = ∑
g
igeigr
∑
r′
n(r′)e−ig·r
′
,
∇2n(r) = ∑
g
g2eig.r
∑
r′
n(r′)e−ig·r
′
. (2.84)
Equation (2.84) also shows how the derivatives needed in Eq. (2.84) can be easily com-
puted using combinations of forward and inverse FFTs.
2.4.2 The pseudopotential approximation
It has been shown by the use of Bloch’s theorem [34], that a plane wave energy cut-off in
the Fourier expansion of the wavefunction and careful k-point sampling allow to solve the
Kohn-Sham equations for infinite crystalline systems. Unfortunately a plane wave basis
set is usually very poorly suited to expand the electronic wavefunctions because a very
large number of PWs is required to accurately describe the rapidly spatially oscillating
wavefunctions of electrons in the core region and therefore, makes the external energy
somewhat complicated.
It is well known that most physical properties of solids depend on the valence electrons
to a much greater degree than on the tightly bound core electrons. It is for this reason
that the pseudopotential approximation is introduced. This fact is used to remove the
core electrons and the strong nuclear potential and replace them by a weaker pseudopo-
tential [73–75] or to employ the augmented plane-wave techniques [76] which act on a
set of pseudo wavefunctions rather than on the true valence wavefunctions. In fact, the
pseudopotential can be optimized so that, in practice, it is even weaker than the frozen
core potential [77]. The schematic diagram in Fig. 2.1 shows these quantities. The va-
lence wavefunctions oscillate rapidly in the region occupied by the core electrons because
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of the strong ionic potential. These oscillations maintain the orthogonality between the
core and valence electrons. The pseudopotential is constructed in such a way that there
are no radial nodes in the pseudo wavefunction in the core region and that the pseudo
wavefunctions and pseudopotential are identical to the all-electron wavefunction and po-
tential outside a radius cut-off. This condition has to be carefully checked as it is possible
for the pseudopotential to introduce new non-physical states (so-called ghost states as
discussed later) into the calculation. The pseudopotential is also constructed such that
ψ
AE
cr
ψ
r
Z
pseudo
V
pseudo
r
Figure 2.1: An illustration of the full all-electronic wavefunction (ψAE) and electronic potential (solid
lines) plotted against distance, r, from the atomic nucleus. The corresponding pseudo wavefunction
(ψpseudo = ψPS) and potential (V pseudo) is plotted (dashed lines). Outside a given radius, rc, the all
electron and pseudo electron values are identical .
the scattering properties of the pseudo wavefunctions are identical to the scattering pro-
perties of the ion and core electrons. In general, this will be different for each angular
momentum component of the valence wavefunction, therefore the pseudopotential will be
angular momentum dependent. Pseudopotentials with an angular momentum dependence
are called non-local pseudopotentials. The usual methods of pseudopotential generation
firstly determine the all electron eigenvalues of an atom using the Schro¨dinger equation{
− h¯
2
2m
∇2 + V
}
ψAEl = ²lψ
AE
l , (2.85)
where ψAEl is the wavefunction for the all-electron (AE) atomic system with angu-
lar momentum component l. The resulting valence eigenvalues are substituted into the
Schro¨dinger equation but with a parametrized pseudo wavefunction of the form [78]
ψPSl =
∑
i=1
αijl. (2.86)
Here, jl denote spherical Bessel functions. The coefficients, αi, are the parameters fitted
to the conditions listed below. In general the pseudo wavefunction is expanded in three
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or four spherical Bessel functions. The pseudopotential is then constructed by directly
inverting the Kohn-Sham equation with the pseudo wavefunction, ψPSl .
A pseudopotential is not unique, therefore several methods of generation exist. However
they must obey several criteria which are:
• The core charge produced by the pseudo wavefunctions must be the same as that
produced by the atomic wavefunctions. This ensures that the pseudo atom produces
the same scattering properties as the ionic core.
• Pseudo-electron eigenvalues must be the same as the valence eigenvalues obtained
from the atomic wavefunctions.
• Pseudo wavefunctions must be continuous at the core radius as well as its first and
second derivative and also be non-oscillatory.
• On inversion of the all-electron Schro¨dinger equation for the atom, excited states
may also be included in the calculation (if appropriate for a given condensed matter
problem), for example, generating a d component for a non-local pseudopotential
when the ground state of an atom does not contain these angular momentum com-
ponents.
There are several ways in which these conditions can be satisfied leading to the non-
uniqueness of a pseudopotential. This can be traced back to the expansion of the wa-
vefunction in terms of a plane wave basis set. The set of plane waves, e(k+G)r, forms
a complete basis set (assuming a high enough cutoff) and the additional core states to
which they are orthogonal results in a linearly dependent spanning set, that is, an over
complete basis set. This linear dependence leads to non-unique pseudopotentials.
2.4.3 Norm-conserving pseudopotentials
To obtain the exchange-correlation energy accurately, it is necessary that outside the
core region, the real and pseudo wavefunctions be identical so that both wavefunctions
generate identical charge densities. Norm-conserving, DFT-based pseudopotentials were
introduced by Hamann, Schlu¨ter and Chiang in 1979 [79]. For a given reference atomic
configuration, they must meet the following conditions (see the conditions listed above):
²PSl = ²
AE
l , (2.87)
ψPSl is nodeless, (2.88)
ψPSl = ψ
AE
l for r > rc, (2.89)
∫
r<rc
|ψPSl (r)|2r2 dr =
∫
r<rc
|ψAEl (r)|2 r2 dr. (2.90)
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Also, generation of a pseudopotential which guarantees∫ rc
o
ψ∗PSl (r)ψ
PS
l (r) dr =
∫ rc
o
ψ∗AEl (r)ψ
AE
l (r) dr, (2.91)
is required, here ψ∗AEl (r) is the all-electron wavefunction and ψ
∗PS
l (r) the pseudo wave-
function outside the core region [80]. In practice this is achieved by using a non-local
pseudopotential which considers a different potential for each angular momentum com-
ponent of the pseudo potential:
Vpseudo(r) =
∑
l
Vl(r)|l〉〈l| (2.92)
This also best describes the scattering properties from the ion core.
Pseudopotentials of this type are known as non-local norm-conserving pseudopotentials
and are the most transferable since they are capable of describing the scattering properties
of an ion in a variety of atomic environments. Also their construction ensures that they
reproduce the logarithmic derivatives, i.e., the scattering properties, in a wide range of
energies. The identity
−2pi
[
(rψ(r))2
d
d²
(
d
dr
Inψ(r)
)]
rc
= 4pi
∫ rc
0
|ψ(r)|2 r2 dr (2.93)
is valid for any regular solution of the Schcro¨dinger equation at energy ². The use of
pseudopotentials has proved to be an extremely important step when using ab-initio
methods to model large systems. An excellent review of this technique has been compiled
by Pickett [81].
2.4.4 Non-local and Kleinman-Bylander pseudopotentials
We consider a potential operator of the form
Vˆpseudo =
∞∑
l=0
l∑
m=−l
vl(r)|lm〉〈lm|, (2.94)
where r is the distance from the ion, and |lm〉〈lm| is a projection operator onto each
angular momentum component. In order to truncate the infinite sum over l in Eq. (2.94),
we assume that for some l ≥ l¯, vl(r) = vl¯(r) and add and subtract the function vl¯ in
Eq. (2.94):
Vˆpseudo =
∞∑
l=0
l∑
m=−l
(vl(r)− vl¯)|lm〉〈lm|+ vl¯(r)
∞∑
l=0
l∑
m=−l
|lm〉〈lm|
=
∞∑
l=0
l∑
m=−l
(vl(r)− vl¯)|lm〉〈lm|+ vl¯(r)
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≈
l¯−1∑
l=0
l∑
m=−l
∆vl(r)|lm〉〈lm|+ vl¯(r), (2.95)
where the second line follows from the fact that the sum of the projection operators is
unity, ∆vl(r) = vl(r)− vl¯(r) and the sum in the third line is truncated before ∆vl(r) = 0.
The complete pseudopotential operator will then be
Vˆpseudo(r;R1, . . . ,RN) =
N∑
I=1
vloc (|r−RI |) + l¯−1∑
l=0
∆vl(|r−RI |)|lm〉〈lm|
 , (2.96)
where vloc(r) ≡ vl¯(r) is known as the local part of the pseudopotential (having no projecti-
on operator attached to it). Now, the external energy, being derived from the ground-state
expectation value of a one-body operator, will be given by
²ext =
∑
i
fi〈ψi|Vˆpseudo|ψi〉. (2.97)
The first (local) term gives simply a local energy of the form
²loc =
N∑
I=1
∫
drn(r)vloc(|r−RI |) (2.98)
which can be evaluated in reciprocal space as
²loc =
1
Ω
N∑
I=1
∑
g
n∗gv¯loc(g)e
−ig·RI , (2.99)
where v¯loc(g) is the Fourier transform of the local potential. Note that for g = (0, 0, 0),
only the non-singular part of v¯loc(g) contributes. In the evaluation of the local energy,
it is often convenient to add and subtract a long-range term of the form ZIerf(αIr)/r,
where erf(x) is the error function, for each ion in order to obtain the non-singularity part
explicitly and a residual short-range function
v¯loc(|r−RI |) = vloc(|r−RI |)− ZIerf(αI |r−RI |)|r−RI | (2.100)
for each ionic core. For the non-local contribution, Eq. (2.77) is substituted into (2.96),
and an expansion of the plane waves in terms of spherical harmonics is made. After some
algebra, one obtains
²NL =
∑
i
fi
∑
I
∑
g,g′
e−ig·RIc∗i,gvNL(g,g
′)ci,g′e
ig′·RI , (2.101)
where
vNL(g,g
′) = (4pi)2
l¯−1∑
I=0
l∑
m=−1
∫
dr r2 jl(gr)jl(g′r)∆vl(r)Ylm(θg, φg)Y
∗
lm(θg′ , φg′)(2.102)
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and θg (θg′) and φg (φg′) are the spherical polar angles associated with the vector g(g
′),
Ylm are spherical harmonics and jl(x) is a spherical Bessel function. Equation (2.102),
which is known as the semi-local form, shows that the evaluation of the nonlocal energy
can be computationally quite expensive. It also shows, however, that the matrix elements
are almost separable into g- and g′-dependent terms. A fully separable approximation
can be obtained by writing
vNL(g,g
′) = (4pi)2
l¯−1∑
I=0
l∑
m=−1
∫
dr r2
∫
dr′r′2 jl(gr)jl(g′r′)∆vl(r)
δ(r− r′)
rr′
×Ylm(θg, φg) Y ∗lm(θg′ , φg′) (2.103)
where a radial δ−function has been introduced. Next, the δ-function is expanded in terms
of a set of radial eigenfunctions (usually taken to be the eigenfunctions of the Hamiltonian
from which the pseudopotential is obtained) for each angular momentum channel,
δ(r− r′)
rr′
=
∞∑
n=0
φ∗nl(r)φnl(r
′). (2.104)
If this expansion is now substituted into Eq. (2.102), the result is
vNL(g,g
′) = (4pi)2
∞∑
n=0
l¯−1∑
I=0
l∑
m=−1
[∫
dr r2 jl(gr) ∆vl(r)φ
∗
nl(r)Ylm(θg, φg)
]
×
[∫
dr′ r′2 jl(g′r′)Y ∗lm(θg′ , φg′) φnl(r
′)
]
, (2.105)
which is now fully separable at the expense of another infinite sum which needs to be
truncated. The sum over n can be truncated after a finite number of terms, although
some care is required in performing the truncation; the so called Kleinman-Bylander
approximation [82] is the result of truncating it at just a single term. The result of this
truncation can be shown to yield the approximate form
vNL(g,g
′) ≈ (4pi)2
l¯−1∑
I=0
l∑
m=−1
N−1lm
[∫
dr r2 jl(gr) ∆vl(r) φ
∗
l (r) Ylm(θg, φg)
]
×
[∫
dr′ r′2 jl(g′r′)Y ∗lm(θg′ , φg′) φl(r
′)
]
, (2.106)
where
Nlm =
∫
dr r2 φ∗(r) ∆vl(r) φl(r) (2.107)
and φl(r) ≡ φo(r). Finally, substituting Eq. (2.106) into (2.101) gives the nonlocal energy
as
²NL =
Ne∑
i=1
N∑
I=1
l¯−1∑
l=0
l∑
m=−l
Z∗iIlm ZiIlm, (2.108)
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where
ZiIlm =
∑
g
cige
ig·RI F˜lm(g) (2.109)
and
F˜lm(g) = 4pi N
− 1
2
lm
∫
dr r2 jl(gr) ∆vl(r) φl(r)Ylm(θg, φg). (2.110)
For certain elements, it has been shown that the simple Kleiman-Bylander form can lead
to spurious or unphysical bound states known as ghost levels. The analysis and techni-
ques for treating spurious ghost states are described in the review of Gonze et al. [83,84].
Alternatively, ghosts can be eliminated by taking more terms than just the first one in
Eq. (2.106) [29] or working directly with the semi-local form.
2.4.5 Boundary conditions within the plane-wave description
Plane waves naturally describe fully periodic systems, such as solids, or systems that can
be effectively treated with periodic boundary conditions, such as liquids. If we wish to
study a system, such as a cluster, surface or wire, in which one or more boundaries is
(are) not periodic, it turns out that such situations can be described rigorously within the
plane-wave formalism. One approach is based on a direct solution of the Poisson equation
in a box containing the cluster [85]. The simpler and more direct approach was developed
by Martyna and Tuckerman, which involves the use of a screening function in the long-
range energy terms, i.e., the Hartree and local pseudopotential terms. The idea is to use
the so-called first image form of the average energy in order to form an approximation to
the cluster, wire or surface system, whose error can be controlled by the dimensions of the
simulation cell. The best reviews of this can be found in [86–88]. For calculation of non-
periodic systems, e.g. defects in crystals, surfaces, alloys, amorphous materials, liquids
and molecules and clusters, one uses supercells which introduce artificial periodicity. The
geometry of the supercell is dictated by the type of system under investigation:
• Defects in crystals: The supercell is commensurate with the perfect crystal cell. The
distance between periodic replica of the defects must be “large enough” to minimize
spurious-defect interactions.
• Surfaces: For slab geometry, the number of layers of the materials must be “large
enough” to have “bulk behaviour” in the furthest layer from the surface. The num-
ber of empty layers must be “big enough” to have minimal interactions between
layers in different regions.
• Alloys, amorphous materials, liquids: The supercell must be “large enough” to a
given reasonable description of physical properties.
• Molecules, clusters: The supercell must allow a minimum distance of at least a few
A˚ (≈ 6) between the closest atoms in different periodic replica.
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2.4.6 Slater-type and Gaussian atomic-like orbitals
In the following, two of the most widely used atomic-like orbitals (AO) basis set will be
introduced. They are of particular importance in the DFTB method used in this work,
since most of the results presented, based on the use of this method, depend on them. In
general, AO basis sets have the form:
{ϕµ} = {ϕ1(r−R1), ϕ2(r−R1), . . . , ϕkj (r−Rk), ...., }, (2.111)
where ϕkj (r−Rk) is the j-th basis function on the k-th atom. Since every atom is assigned
a set of atoms, the ϕµ explicitly depend on the locations of the atomic nuclei. Slater-type
orbitals (STOs) have the following form:
ϕnlmα(r) = r
n+le−αrYlm(
r
r
), n = 0,1,. . . , nmax . (2.112)
In Eq. (2.112), r = |r|, r is the coordinate vector, l and m denote the angular momentum
quantum numbers, and Ylm are spherical harmonics. STOs are based on the well known
analytical solution of the Schro¨dinger equation for a single electron in the field of a
fixed point charge [89]. Although they represent very efficient basis functions, many DFT
implementations employ Gaussian orbitals instead:
gnlmα(r) = r
n+le−αrYlm(
r
r
), n = 0, , 1, , . . . , nmax. (2.113)
There is a great advantage to be gained by the use of localized basis sets over delocalized
basis like plane waves. In particular, the computations scale better for well localized
orbitals. One of the most widely used localized basis sets is the Gaussian basis which
exhibits more favourable numerical properties than STOs. However, they suffer from
another drawback. In Gaussian basis, the KS orbitals ψi are expanded according to
ψi =
∑
α,β,γ
C iα,β,γ Gα,β,γ(r;R), (2.114)
where the basis functions, Gα,β,γ(r;R), are centered on atoms and, therefore, are depen-
dent on the positions of the atoms. The basis functions generally take the form
Gα,β,γ(r;Rµ) = Nα,β,γ x
αyβzγexp
[
−|r−Rµ|
2
2σ2α,β,γ
]
(2.115)
with integers α, β and γ for the Gaussian functions centered on atom µ. Equation (2.115)
has an expansion of this form if we consider the exponential function at x = 0:
e−bx
2
= 1 − bx2 + 1
2
b2x4 +O(x6). (2.116)
Apparently, the terms which show a linear dependence on x, i.e, (|r − R|) are missing
in Eq. (2.115) or (2.116). In other words, Gaussians do not have a cusp at the origin.
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Consequently, a rather large number of functions is needed to accurately describe the
true atomic orbitals. In order to avoid large basis sets and the high numerical efforts
associated with them, the primitive Gaussians gnlmα can be used to construct contracted
Gaussians:
ϕnlm(r) =
∑
i
∑
α
dnliα gilmα(r). (2.117)
Here, the contraction coefficients dnliα are fixed. Contracted Gaussians resembles Slater-
type orbitals more closely than the primitive ones. For this reason, they are able to attain
the efficiency of STOs without losing any numerical advantages. However, the generation
of both accurate and computational efficient basis sets of contracted Gaussians requires
an optimization of the exponents α and the coefficients dnliα for each atom. Several
standard basis sets are available along with commercial program packages [90]. However,
most of them are rather small and have to rely on error cancellations. While this might
not be a critical problem for any applications, it is clearly undesirable if highly accurate
benchmark results are required.
2.4.7 Self-consistency condition
So far, we have discussed the Kohn-Sham equations and the basis sets expansion needed
to make the computational implementation feasible. In order to evaluate the total energy
functional ² [n] at a given density, n(r), the procedure is as follows.
• (a) Find the one-electron potential V (r) (unique within a constant) which gives
the imaginary system of noninteracting electrons a ground-state density equal to
n(r). The Schro¨dinger equation for the non-interacting system separates to give
one-electron equations of the form[
−1
2
∇2 + V (r)
]
ψi(r) = ²iψi(r), (2.118)
and the required density, n(r), is the sum of the densities associated with the lowest
N (=Ne in the systems) one-electron eigenfunctions:
n(r) =
N∑
i=1
fi ψ
∗
i (r)ψ
∗
i (r). (2.119)
• (b) Tnonint [n] is given by
Tnonint [n] =
N∑
i
∫
ψ∗i (r)(−
1
2
∇2)ψi dr (2.120)
=
N∑
i
²i −
∫
V (r)n(r) dr. (2.121)
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• (c) We recall that ² [n] = Tnoint [n] + F [n] (from the Hohenberg theorem). Within
LDA, it is straightforward to evaluate F [n] from n(r). Hence, ² [n] is known as
required.
The step (a) is not simple and so the first part of this procedure is usually reversed:
One starts with a one electron potential V (r) and uses it together with Eqs. (2.118)
and (2.119) to calculate the density at which the electronic energy functional is
then evaluated.
We now know how to evaluate the functional at a given density, but to determine the
ground-state energy and density we must find its minimum value. For densities n(r) which
make E [n] stationary, we have
δE [n(r)] = E [n(r) + δn(r)]− E [n(r)] = 0([δn(r)]2)
for all small fluctuations, δn(r), satisfying∫
δn(r) dr = 0.
Consideration of the independent-electron problem used to generate Tnonint [n(r)] shows
that
δTnoint [n(r)] = −
∫
V (r)δn(r)dr + 0([δn(r)]2), (2.122)
and hence,
δE [n(r)] = δTnoint [n(r)] + δF [n(r)] (2.123)
=
∫ 
[
δF
δn
]
n(r)
− V (r)
 δn(r)dr + 0([δn(r)]2). (2.124)
From this it follows that E [n] is stationary whenever[
δF
δn
]
n(r)
= V (r) + constant. (2.125)
The value of the constant is arbitrary for a closed system and can be set to zero.
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Starting with Slater and Koster’s work [33], TB theory since then has addressed an im-
portant topic of computational material science, namely, the development of rapid, robust,
generally transferable and accurate methods to calculate atomic and electronic structures,
energies and forces of large molecular and condensed systems [32]. The standard TB me-
thod works by expanding eigenstates of a Hamiltonian in an usually orthogonalized basis
of atomic-like orbitals and representing the exact many-body Hamiltonian operator with
a parametrized Hamiltonian matrix, where the matrix elements are fitted to the band
structure of a suitable reference system. The set is not, in general, explicitly constructed,
but it is atomic-like in that it has the same symmetry properties as the atomic orbitals.
A small number of basis functions are usually used, those roughly corresponding to the
atomic orbitals in the energy range of interest. For example, when modelling graphite or
diamond, the 1s orbitals are neglected, and only 2s and 2p orbitals are considered.
Although the original Slater-Koster scheme was only used to investigate the electronic
structures of periodic solids, the TB ideas later on have been generalized to atomistic
total-energy methods. A common actual TB calculation and its results, hence, clearly
depend on the parametrization scheme and transferability to various scale systems and
problems is rather limited. Successful applications include (review in [31]) highly accuracy
band structure evaluations [91], band calculations in semiconductor hetero-structures [92],
device simulations for optical properties [93], simulation of amorphous solids [94] and
prediction of low energy silicon clusters [95, 96]. However, if the accuracy of the scheme
is particularly tuned for dealing with a certain structure, deficiencies may arise when
describing the bonding situations which were not covered by the parametrization. Non-
orthogonality is a step forward to improve transferability [96]
More sophisticated and yet efficient TB schemes within multiconfigurational space has
been recently developed in order to avoid the difficult parametrization. These include
TB-LMTO (linear-muffin-tin-orbitals) [97], the Hartree-Fock-based TB [98], a successful
DFT parametrization of TB [99], ab-initio multicenters TB [100] and DF-based (two cen-
ter) TB approach [101]. Here the Hamiltonian matrix elements are explicitly calculated
with a non-orthogonal basis of atomic orbitals. These schemes yield accurate results of a
broad range of bonding situations, for which the superposition of overlapping atomic-like
densities serves as a good approximation for the many-atom structure.
3.1 Derivation of the tight-binding model
The TB model can be rigorously derived from density functional theory [102] as this
will be discussed later. However, the easy way to understand it is to start from the Fock
equation with the framework of the Hartree-Fock-Roothaan approximation. First of all,
we assume that there exist a minimal set of short-range basis functions. These functions
can be orthogonal or non-orthogonal to each other. We actually do not need the explicit
form of these functions because we will not evaluate matrix elements but approximate
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them as analytical functions of atomic coordinates. The total energy Etot of the electron
system is represented as a sum of the electronic energy and pair terms, but instead of
the Coulomb law used in the previous Sections, an analytical short-ranged function f of
atom positions is introduced:
EHFtot = E
HF
el +
1
2
∑
I,J
ZIZJ
|RI −RJ | → E
TB
el +
1
2
∑
I,J
f(ZI , ZJ ,RIJ). (3.1)
Here, self-consistency is neglected completely, or approximated in the expression for the
electronic energy by the on-site terms defined below (p = q = r = s, which actually
means that we account for the repulsion of two electrons only when they are localized
near one and the same atom). Thus, instead of
EHFel =
∑
Ppqhpq +
1
2
∑
pq
PpqPrs
[
〈pr|g|qs〉 − 1
2
〈pr|g|sq〉
]
, (3.2)
where the electron density is
Ppq = 2
occup∑
k
CpkC
∗
qk, (3.3)
we simply have (no consistency)
ETBel =
∑
pq
Ppq = 2
occup∑
k
CpkC
∗
qkhpq. (3.4)
Given that for the orthogonal TB (overlap matrix is supposed to be the unity matrix)
²k =
∑
pq
CpkC
∗
qkhpq, (3.5)
as follows from the eigenvalue equation
FCk = ²kCk, (3.6)
we can write the electronic energy as the sum of electronic eigenvalues over all occupied
states,
ETBel = 2
occup∑
k
²k, (3.7)
(the factor of 2 is due to summation over electron spin).
This same expression is correct for the non-orthogonal scheme, given that the density
operator has a different form in this case. We can also account for the electron Coulomb
repulsion. If the on-site Coulomb interaction is taken into account, then the energy is
ETBel = 2
occup∑
k
²k +
∑
p
up(qp − q0p)2. (3.8)
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The term is called the Hubbard-like term after J. Hubbard who introduced a class of
models in order to describe strongly-correlated systems [103], the constant up corresponds
to the effective electron repulsion energy, and qp has the physical meaning of the Mulliken
charge at atom p, which can be expressed in terms of the electron density. q0p is the
“reference” charge. It can be seen that this term favours the configurations with a smooth
charge distribution over the system. The key moment is that matrix elements hpq, Spq,
hpq = 〈χp|h|χq〉 =
∫
dr χ∗p(r)
[
−1
2
∇2 −∑
J
ZJ
|RJ − r|
]
, χq(r) (3.9)
Spq = 〈χp|χq〉 =
∫
dr χ∗p(r)χq(r), (3.10)
are not explicitly calculated as integrals with some orbital functions but are approximated
by analytical functions which depend on atom types, atom separation and orbital mutual
orientation (Slater-Koster scheme). In the orthogonal TB approach S is just the identity
matrix expressed by the Kronecker symbol.
3.1.1 The Slater-Koster scheme
We consider two atoms separated by a distance r, as shown in Fig. 3.1. For the sake of
definiteness, let them be carbon atoms with the 2s, 2p basis states on the first atoms |s1〉,
|x1〉, |y1〉, |z1〉 and on the second atom |s2〉, |x2〉, |y2〉, |z2〉. The overlap between these
states in, e.g. diamond, is substantial. However, as described above, we can treat these
orbitals as being orthogonal if we modify the Hamiltonian matrix elements.
Let the on-site matrix elements be (on-site means that we consider orbitals localized on
one and the same atom)
hqq = Es = 〈q|H|q〉 q is the s orbital, (3.11)
hqq = Ep = 〈q|H|q〉 q is any of the orbitals. (3.12)
Es and Ep are chosen to fit the results of experiments or first-principle simulations. Let
us further assume that the off-diagonal matrix elements for s orbitals centred on different
atoms can be calculated as follows:
hpsqs = s(r)Es,s = s(r)Vss, (3.13)
where s(r) is an analytic function which, because s orbitals are isotropic, depends on
the atom separation only, see Fig. 3.1. Vss is a parameter chosen to fit the reference
system. These integrals are called hopping integrals because in the second-quantization
formalism, the corresponding elements of the Hamiltonian matrix describe “hopping” of
electrons between orbitals localized on different atoms. For s and px orbitals centred on
different atoms we write
hqsqpx = s(r)Es,x = s(r)Vspσl, (3.14)
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Figure 3.1: Calculation of the hopping integrals between two carbons atoms. (a) Three dimensional
representation. (b) Projection onto x − y plane. (c) Overlap between 2s orbitals centred on different
atoms. (d) Overlap between s and px orbitals.
where l = cos(θ) = x/r is the direction cosine of the vector between the atoms. l reflects
the anisotropy of p orbitals and the fact that the sign of the orbital is different in different
“leaves” of the orbitals. Thus, if θx = 90
o, the overlap integral between the s and px
orbitals is zero (we recall that 2p functions change their sign at the origin!). Vssσ is the
parameter which depends on atom type.
For two px orbitals centered on different atoms we have
hpxpx = s(r)Ex,x = s(r)
[
l2Vppσ − (1− l2)Vpppi
]
, (3.15)
Similarly, all the overlap integrals for s and p orbitals can be expressed in terms of four
non-zero parameters (see. Fig. 3.2) and the direction cosine l = x/r, m = y/r and n =
z/r. For example,
hpxpy = s(r)Ex,y = s(r) [lmVppσ − lmVpppi] , (3.16)
hpzpz = s(r)Ez,z = s(r)
[
n2Vppσ − (1− n2)Vpppi
]
, (3.17)
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Figure 3.2: The four fundamental hopping integrals between s and p orbitals.
We can also derive analogous formula for d orbitals. This was done by Slater and Koster
in 1954. All the non-equivalent hopping integrals for s, p and d atomic states are listed
in Table 3.1
3.2 The density-functional basis of the tight-binding method
(DFTB)
Here we shall discuss the full density functional basis of tight-binding theory and the va-
rious approximations of the model in order to see how the self-consistency is implemented
in the code used in this work and also, how it is different from the traditional TB model.
According to Section 2.2.2, the total energy of a system of Ne electrons in the field of M
nuclei at positions R may be written within DFT as a functional of the charge density
n(r):
E =
occup∑
i
〈
ψi| − 1
2
∇2 + Vext + 1
2
∫
dr′
n(r′)
|r− r′| |ψi
〉
+ Exc [n(r)]
+
1
2
∑
α,β
ZαZβ
|Rα −Rβ| , (3.18)
where the first sum is over occupied Kohn-Sham eigenstates ψi, the second term is the xc
contribution and the last term covers the ion-ion core repulsion, Eii. Following Foulkes
and Haydock [102], we can re-write the total energy in order to transform the leading
matrix elements. We substitute the charge density into Eq. (3.18) by a superposition of
a reference or input density n′0 = n0(r
′) and a small fluctuation δn′ = δn(r′),
E =
occup∑
i
〈
ψi| − 1
2
∇2 + Vext +
∫
dr′
n′0
|r− r′| + Vxc [n0] |ψi
〉
− 1
2
∫∫
dr dr′
n′0(n0 + δn)
|r− r′|
−
∫
Vxc [n0] (n0 + δn) +
1
2
∫∫
dr dr′
n′0(n0 + δn)
|r− r′| + Exc [n0 + δn] + Eii. (3.19)
The second term of this equation corrects the double counting of the new Hartree, the
third term for the new xc contribution in the leading matrix element, and the fourth term
comes from dividing the full Hartree energy in Eq. (3.18) into a part related to n0 and to
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Table 3.1: Hopping integrals between s, p and d atomic states as a function of the direction cosines l,
m, and n of the vector from the left state to the right state [33].
Es,s = Vssσ
Es,x = lVspσ
Ex,x = l
2Vppσ + (1− l2)Vpppi
Ex,y = lmVppσ − lmVpppi
Ex,z = lnVppσ − lnVpppi
Es,xy =
√
3lmVsdσ
Es,x2−y2 =
1
2
√
3(l2 −m2)Vsdσ
Es,3z2−r2 = [n
2 − 1
2
(l2 +m2)]Vsdσ
Ex,xy =
√
3l2mVpdσ +m(1− 2l2)Vpdpi
Ex,yz =
√
3lmnVpdσ − 2lmnVpdpi
Ex,zx =
√
3l2nVpdσ + n(1− 2l2)Vpdpi
Ex,x2−y2 =
1
2
√
3l(l2 −m2)Vpdσ + l(1− l2 +m2)Vpdpi
Ey,x2−y2 =
1
2
√
3m(l2 −m2)Vpdσ −m(1 + l2 −m2)Vpdpi
Ez,x2−y2 =
1
2
√
3n(l2 −m2)Vpdσ − n(l2 −m2)Vpdpi
Ex,3z2−r2 = l[n
2 − 1
2
(l2 +m2)]Vpdσ −
√
3ln2Vpdpi
Ey,3z2−r2 = m[n
2 − 1
2
(l2 +m2)]Vpdσ −
√
3mn2Vpdpi
Ez,3z2−r2 = n[n
2 − 1
2
(l2 +m2)]Vpdσ +
√
3n(l2 +m2)Vpdpi
Exy,xy = 3l
2m2Vddσ + (l
2 +m2 − 4l2m2)Vddpi + (n2 + l2m2)Vddδ
Exy,yz = 3lm
2nVddσ + ln(1− 4m2)Vddpi + ln(m2 − 1)Vddδ
Exy,zx = 3l
2mnVddσ +mn(1− 4l2)Vddpi +mn(l2 − 1)Vddδ
Exy,x2−y2 =
3
2
lm(l2 −m2)Vddσ + 2lm(m2 − l2)Vddpi + 12 lm(l2 −m2)Vddδ
Eyz,x2−y2 =
3
2
mn(l2 −m2)Vddσ −mn[1 + 2(l2 −m2)]Vddpi +mn[1 + 12(l2 −m2)]Vddδ
Ezx,x2−y2 =
3
2
nl(l2 −m2)Vddσ+ nl[1− 2(l2 −m2)]Vddpi −nl[1− 12(l2 −m2)]Vddδ
Exy,3z2−r2 =
√
3lm[n2 − 1
2
(l2 +m2)]Vddσ − 2
√
3lmn2Vddpi +
1
2
√
3lm(1 + n2)Vddδ
Eyz,3z2−r2 =
√
3mn[n2− 1
2
(l2 +m2)]Vddσ +
√
3mn(l2 +m2−n2)Vddpi− 12
√
3mn(l2 +m2)Vddδ
Ezx,3z2−r2 =
√
3ln[n2 − 1
2
(l2 +m2)]Vddσ +
√
3ln(l2 +m2 − n2)Vddpi − 12
√
3ln(l2 +m2)Vddδ
Ex2+y2,x2−y2 =
3
4
(l2 −m2)2Vddσ + [l2 +m2 − (l2 −m2)2]Vddpi + [n2 + 14(l2 −m2)2Vddδ
Ex2−y2,3z2−r2 =
1
2
√
3(l2 − m2)[n2 − 1
2
(l2 + m2)]Vddσ +
√
3n2(m2 − l2)Vddpi + 14
√
3(1 +
n2)(l2 −m2)Vddδ
E3z2−r2,3z2−r2 = [n
2 − 1
2
(l2 +m2)]2Vddσ + 3n
2(l2 +m2)Vddpi +
3
4
(l2 +m2)2Vddδ
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δn.
Finally, we expand Exc at the reference density and obtain the total energy correct to
second oder in the density fluctuations by a simple transformation. Note that the terms
linear in δn cancel each other at any arbitrary input density n0:
E =
occup∑
i
〈ψi|H0|ψi〉 − 1
2
∫∫
drdr′
n′0n0
|r− r′| + Exc [n0]−
∫
drVxc [n0]n0 + Eii
+
1
2
∫∫
dr dr′
(
1
|r− r′| +
δ2Exc
δnδn′
∣∣∣∣∣
n0
)
δnδn′ (3.20)
3.2.1 Zeroth-order non-self-consistent charge approach, standard DFTB
The traditional non-self-consistence-charge TB approach is to neglect the last term in
the final expression in Eq. (3.20), with H0 as the Hamiltonian operator resulting from
an input density n0. As usual, a frozen-core approximation (discussed in Section 2.1.2) is
applied to reduce the computational efforts by only considering the valence orbitals. The
Kohn-Sham equations are solved non-self-consistently and the second-order correction is
neglected. The contributions in Eq. (3.20) which depend on the input density n0 only and
the core-core repulsion are taken to be the sum of one- and two-body potentials [102].
The latter, denoted by Erep, are strictly pairwise, repulsive and short ranged. The total
energy then reads
ETB0 =
occup∑
i
〈ψi|H0|ψi〉+ Erep, (3.21)
which is similar to the general TB energy equation introduced in Section 3.1 using the
general Hartree-Fock-Roothaan approximation.
In order to solve the KS equations, the single-particle wavefunctions ψi within an LCAO
ansatz are expanded into a suitable set of localized atomic orbitals ϕν (see Section 2.4.6),
ψi(r) =
∑
ν
cνiϕν(r−Rα). (3.22)
If we employ confined atomic orbitals in a Slater-type representation [101], these are de-
termined by solving a modified Schro¨dinger equation for a free neutral pseudoatom with
self-consistence field (SCF)-LDA calculations [104]. The effective one-electron potential
of the many-atom structure [101] is approximated to a sum of spherical KS potentials of
neutral pseudoatoms due to their confined electron density.
By applying the variational principle to the zeroth-order energy functional (3.21), we ob-
tain the non-SCF KS equations, which, finally, within the pseudoatomic basis, transform
to a set of algebraic equations:
Ne∑
ν
cνi (H
0
µν − ²iSµν) = 0, ∀ µ, i , (3.23)
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H0µν = 〈ϕµ|H0|ϕν〉, Sµν = 〈ϕµ|φν〉 ∀ µ ∈ α , (3.24)
Consistent with the construction of the effective one-electron potential we neglect several
contributions to the Hamiltonian matrix elements Hµν [105] yielding
H0µν =

²neutral free atomµ if µ = ν;
〈ϕαµ|T + V α0 + V β0 |ϕβν 〉 if α 6= β;
0 otherwise .
(3.25)
Since indices α and β indicate the atoms on which the wavefunctions and potentials are
centred, only two-centre Hamiltonian matrix elements are treated and explicitly evaluated
in combination with the two-centre overlap matrix elements. As follows from Eq. (3.25),
the eigenvalues of the free atom serve as diagonal elements of the Hamiltonian, thus
guaranteeing the correct limit for isolated atoms.
By solving the general eigenvalue problem, Eq. (3.23), the first term in Eq. (3.21) becomes
a simple summation over all occupied KS orbitals with energy ²i (occupation number ni),
while Erep can easily be determined as a function of distance by taking the difference of
the SCF-LDA cohesive and the corresponding TB band-structure energy for a suitable
reference system,
Erep(R) =
{
ESCFLDA(R)−
occup∑
i
ni²i(R)
}∣∣∣∣∣
reference structure
. (3.26)
Interatomic forces for molecular dynamics simulation applications can easily be derived
from an explicit calculation of the gradients of the total energy at the considered atom
sites,
MαR¨α = −∂E
TB
0
∂Rα
= −∑
i
ni
∑
µ
∑
ν
cµicνi
∂H0µν
∂Rα
− ²i∂Sµν
Rα
− ∑
β 6=α
∂Erep(|Rα −Rβ|)
Rα
 . (3.27)
This is the non-SCC-DFTB approach, which has been successfully applied to various
problems in different systems and materials, covering carbon [101], silicon [106], and ger-
manium structures [107], boron and carbon nitride [108, 109], silicon carbide [110] and
oxides and GaAs surfaces [111]. Provided an educated guess of the initial or input charge
density of the system, the energies and forces are correct to second order in the char-
ge density fluctuations. Furthermore, the short-range two-particle repulsion (determined
once using a proper reference system) operates transferably to very different bonding
situations and various scale systems.
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3.2.2 Second-order self consistent charge extension, SCC-DFTB
The previous scheme discussed above is suitable when the electron density of the many-
atom structure may be represented as a sum of atomic-like densities in good approximati-
on. The uncertainties within the standard DFTB variant, however, increase if the chemical
bonding is controlled by a delicate charge balance between different atomic constituents,
especially in heteronuclear molecules such as biomolecules, and in polar semiconductors.
Biomolecules are challenging systems for computational methods for several reasons to
be discussed later. The extension of the approach is necessary in order to improve total
energies, forces and transferability in the presence of long-range Coulomb interactions.
Starting from Eq. (3.20), and now explicitly consider the second-order term in the density
fluctuations in order to include associated effects in a simple and efficient TB concept,
δn(r) is decomposed into atom-centered contributions, which decay fast with increasing
distance from the corresponding center. The second-order term then reads
E2nd =
1
2
M∑
α,β
∫∫
dr dr′Γ [r, r′, n0] δnα(r)δβ(r
′), (3.28)
where we have used the functional Γ to denote the Hartree and xc coefficients. Second,
δnα may be expanded in a series of radial and angular functions:
δα(r) =
∑
l,m
KmlF
α
ml(|r−Rα|)Ylm
(
r−Rα
|r−Rα|
)
≈ ∆qαF α00(|r−Rα|)Y00, (3.29)
where F αml denotes the normalized radial dependence of the density fluctuation on atom
α for the corresponding angular momentum. While the angular momentum of the charge
density, e.g. in covalently bonded systems, is usually described very well within the non-
SCC approach, charge transfers between different atoms are not properly handled in
many cases. Truncating the multipole expansion (3.21) after the monopole term accounts
for the most important contributions of this kind while avoiding a substantial increase
in the numerical complexity of the scheme. Also, it should be noted that higher-order
interactions decay much more rapidly with increasing interatomic distance. Finally, the
expression (3.29) preserves the total charge in the system, i.e.,
∑
α
∆qα =
∫
δn(r). (3.30)
Substitution of Eq. (3.29) into ( 3.28):
E2nd =
1
2
M∑
α,β
∆qα∆qβγαβ, (3.31)
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where
γαβ =
∫∫
dr dr′ Γ [r, r′, n0]
F α00 (|r−Rα|)F β00 (|r−Rβ|)
4pi
(3.32)
is introduced as shorthand notation. In the limit of large interatomic distances, the xc
contribution vanishes within LDA and E2nd may be viewed as a pure Coulomb interac-
tion between two point charges ∆qα and ∆qβ. In the opposite case, where the charges
are located at one and the same atom, a rigorous evaluation of γαα would require the
knowledge of the actual charge distribution. This could be calculated by expanding the
charge density into an appropriate basis set of localized orbitals. In order to avoid the
numerical effort associated with the basis set expansion of δn and to consider at least
approximately the self-interaction contributions, a simple approximation of γαα, which
is widely used in semiempirical quantum chemistry methods relying on Pariser observa-
tion that γαα can be approximated by the difference of atomic ionization potential and
the electron affinity [112]. This is related to the chemical hardness ηα, or the Hubbard
parameter Uα, (discussed in Section 3.1),
γαα ≈ Iα − Aα ≈ 2ηα ≈ Uα. (3.33)
The expression for γαβ then only depends on the distance between atoms α and β and
on the parameters Uα and Uβ. The latter constants can be calculated for any atom type
within LDA-DFT as the second derivative of the total energy of a single atom with re-
spect to the occupation number of the highest occupied atomic orbital. These values are
therefore neither adjustable nor empirical parameters. Indeed, the necessary corrections
for a TB total energy in the presence of charge fluctuations turns out to be a typical
Hubbard-type correlation in combination with long-range interatomic Coulomb interac-
tions. There are common functional forms of γαβ, examples are presented in the work of
Ohno [113], Klopman [114] and Mataga-Nishimoto [115]. It has been observed that these
may cause severe numerical problems when applied to periodic systems since Coulomb-
like behaviour is only accomplished for at large atomic distance. By using expressions like
in [113, 114] for periodic systems yield ill-conditioned energies with respect to Hubbard
parameters, i.e., small changes in the Hubbard parameters may result in considerable
variations of total energy and should therefore not be used.
In order to obtain a well-defined expression useful for all scale systems and consistent with
previous approximations, an analytical approach is made to obtain the functional γαβ.
In accordance with the Slater-type orbitals used as a basis set to solve the Kohn-Sham
equations [101], an exponential decay of the normalized spherical charge densities
nα(r) =
τ 3
8pi
e−τα|r−Rα| (3.34)
is assumed. Neglecting for the moment the second-order contributions of Exc in Eq. (3.28)
we obtain:
γαβ =
∫∫
dr dr′
1
|r− r′|
τ 3α
8pi
e−τα|r−Rα|
τ 3β
8pi
e−τβ |r−Rβ |. (3.35)
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Integrating over r′ gives
γαβ =
∫
dr
[
1
|r−Rα| −
(
τα
2
+
1
|r−Rα|
)
e−τα|r−Rα|
]
τ 3β
8pi
e−τβ |r−Rβ |. (3.36)
By setting R = |Rα −Rβ and , after some coordinate transformations [32], one obtains
γαβ =
1
R
− S(τα, τβ, R). (3.37)
S is an exponentially decay short-range function [32] with
S(τα, τα, R)|R→0 =
5
16
τα +
1
R
. (3.38)
Here it is assumed that at R = 0 the second order contribution can be expressed ap-
proximately via the so-called chemical hardness for a spin-polarized atom or Hubbard
parameter Uα, to obtain
1
2
∆q2αγαα =
1
2
∆q2αUα, (3.39)
and therefore from Eq. (3.38) for the exponents:
τα =
16
5
Uα. (3.40)
The results are interpreted by noting that elements with a high chemical hardness tend
to have localized wavefunctions. The chemical hardness for a non-spin-polarized atom is
the derivative of the highest molecular orbital with respect to its occupation number.
This chemical hardness is calculated with a fully self-consistent ab-initio method and
therefore include the influence of the second-order contribution of Exc in γαβ for small
distances where it is important. In the limit of large interatomic distances, γαβ → 1/R
and thus represents the Coulomb interaction between two point charges ∆qα and ∆qβ.
This accounts for the fact that at large interatomic distances, the exchange-correlation
contributions vanish within the local density approximation. In periodic systems, this long
range part is evaluated using the standard Ewald technique, whereas the short-range part
S decays exponentially and can therefore be summed over a small number of unit cells.
Hence, Eq. (3.37) is a well-defined expression for extended and periodic systems.
Finally, the DFT total energy in (3.20) is conveniently transformed to a transparent TB
form,
ETB2 =
occup∑
i
〈ψi|H0|ψi〉+ 1
2
M∑
αβ
γαβ∆qα∆qβ + Erep, (3.41)
where γαβ = γ(Uα, Uβ, (|Rα −Rβ|). As discussed earlier, the contribution due to H0 de-
pends only on n0 and is therefore exactly the same as in previous non-SCC studies [101].
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However, since the atomic charges depend on the one-particle wavefunction ψi, a self-
consistent procedure is required to find the minimum of expression (3.41).
To solve the KS equations, the single-particle wavefunctions ψi are expanded into a sui-
table set of localized atomic orbitals ϕν , (as discussed in Section 2.4.6), denoting the ex-
pansion coefficients by cνi. According to the previous scheme [101], confined Slater-type
atomic orbitals are employed. These are determined by solving the Schro¨dinger equation
for a free atom within SCF-LDA calculations. By applying the variational principle to
the energy functional (3.41), we obtain the KS equations, which, within the pseudoa-
tomic basis, transform to a set of algebraic equations. In order to estimate the charge
fluctuations ∆qα = qα − q0α, a Mulliken charge analysis is employed. With
qα =
1
2
occup∑
i
ni
∑
µ∈α
M∑
ν
(c∗µicνiSµν + c
∗
νicµiSνµ), (3.42)
we obtain
Ne∑
ν
cνi(Hµν − ²iSµν) = 0, ∀ µ, i , (3.43)
Hµν = 〈ϕµ|H0|ϕν〉+ 1
2
Sµν
M∑
ξ
(γαξ + γβξ)∆qξ = H
0
µν +H
1
µν ,
Sµν = 〈ϕµ|ϕν〉, ∀ µ∈α, ∀ν∈ β . (3.44)
Since the overlap matrix elements Sµν generally extend over a few nearest-neighbour
distances, they introduce multiparticle interactions. The second-order correction due to
charge fluctuations is now represented by the non-diagonal Mulliken charge dependent
contribution H1µν to the matrix elements Hµν .
A simple analytic expression for the interatomic forces for use in MD simulations is
easily derived by taking the derivative of the final TB energy Eq. (3.41) (for SCC-DFTB
method) with respect to the nuclear coordinates yielding,
Fα = −
occup∑
i
ni
∑
µν
cµicνi
[
∂H0µν
∂Rα
−
(
²i −
H1µν
Sµν
)
∂Sµν
∂Rα
]
−∆qα
M∑
ξ
∂γαξ
∂Rα
∆qξ − ∂Erep
∂Rα
. (3.45)
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4 Molecular dynamics simulation
In order to deal with a molecular system using the equations discussed in the previous
Sections, there are three typical stages
• Minimization,
• Equilibration,
• Dynamics.
4.1 Minimization
Quite frequently, the main goal of atomistic simulations is to find an energy minimum,
a local or global one, with respect to the nuclear coordinates, i.e., optimize the system
geometry. Usually, one can expect more than one minimum for systems like polymers,
biopolymers, flexible molecules of cyclodextrins or liquids under periodic boundary con-
ditions. A geometry optimization procedure consists of sampling points on the potential
energy surface, searching for a minimum. The technique used to search for the minimum is
called the optimization algorithm which usually is based on one of the following schemes:
• Conjugate gradients,
• Steepest descents,
• Monte Carlo simulations,
• Genetic algorithms,
• Molecular dynamics.
In principle there will be a global minimum, but this will not likely to be found without
a conformational search. In order to accelerate the search, many of the algorithms use
the past history of points sampled to determine the next point to examine. For some
quantum-mechanical force models, there are difficulties (as compared to their classical
counterparts) attributed to discontinuous changes (at times) in the total energy from
iteration to iteration. Throughout this work, we used two of these methods of geometry
optimization i.e., the conjugate gradient relaxation and molecular dynamics methods,
implemented both in the Vienna Ab-initio Simulation Package (VASP) [36], and the
(SCC-DFTB) code [32]. We shall discuss briefly only the special features of this as detail
of the algorithms can be found in [80].
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4.2 Conjugate gradient algorithm
The conjugate gradient technique provides an efficient method for locating the minimum
of a general function such as the Kohn-Sham energy function already discussed. It is
similar to the steepest descent method as the line of search for the minimum is required.
The steepest descent method uses the first derivatives of the function in order to determine
the direction towards the minimum. Thus, in the absence of any information about the
function F (x), the optimum direction to move from x1 to minimize the function is just
the steepest-descent given by
g1 = −∂F
∂x
∣∣∣∣∣
x=x1
, (4.1)
or simply written as negative of the gradient operator
g1 = −Gx1. (4.2)
This is not particular efficient because it must combine with a line search to determine
the step size. The line search uses the direction vector obtained from the first derivative of
the potential function to find the optimum step size along this vector direction. Thus, the
function F (x) is reduced by moving from the point x1 in the steepest-descent direction
g1 to the point x2,
x2 = x1 + b1g1, (4.3)
where the function is a minimum (the subscripts below x label the iterations). Once this
local minimum along the direction of the derivative is found, the step can be taken. The
next derivative will be orthogonal to the first. This step described above can be repeated
to generate a series of vectors xm such that the value of the function F (x) decreases at
each iteration. Hence F (xl) < F (xk) for l > k. A line search of this scheme requires
several function evaluations, however, in order to determine the optimum step size. The
technique is robust and is used to minimize initially when the structure is far from the
minimum configuration.
More efficient minimization can be obtained using conjugate gradients. The conjugate
gradient technique uses information from previous first derivatives to determine the op-
timum direction for a line search. Therefore, in conjugate gradients, the new direction
vector, hi+1 leading from point xi+1 is computed by adding a term to the gradient, gi+1
used to be the steepest descent. This term is a constant times the old direction hi written
as:
hi+1 = gi+1 + γhi, (4.4)
where γ is a scalar defined by
γ =
gi+1g˙i+1
gig˙i
, (4.5)
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where gi and gi+1 are the gradients (first derivatives) calculated at points xi and xi+1.
Therefore, no matter what the initial point is, g times the old direction always provides
a correction to the gradient, which then produces a direction conjugate to all previous
directions. A line search is still required as in steepest descent. Figure 4.1 schematically
illustrates the methods of convergence for a centre of an anisotropic harmonic potential.
The pictures illustrate how the functions F (x) decreases rapidly to the minimum. The
STEEPEST DESCENTS CONJUGATE GRADIENT(a)
(b)
Figure 4.1: Schematic illustration of two methods of convergence for the center of an anisotropic harmo-
nic potential. (a) The steepest-descent method requires many steps to converge. (b) Conjugate-gradient
method allows convergence in two steps.
major difference between the two techniques is that, in the method of steepest descent,
each direction is chosen only from information about the function at the present sampling
point. In contrast to this, in conjugate-gradient technique, the search direction is genera-
ted using information about the function obtained from all the sampling points along the
conjugate-gradient path. The conjugate-gradient technique therefore provides an efficient
method for locating a minimum of a general function such as the Kohn-Sham energy
function. The computational speed and memory requirement depend on the methods of
implementation. Both the steepest-descent and conjugate-gradient methods are imple-
mented in the VASP code in updating the positions of the ions during the minimization
procedure and it is very expensive for the calculation of large molecular systems. In the
DFTB method, the conjugate gradient method is implemented such that the computa-
tional speed and memory requirement are optimum to handle the minimization of large
molecular systems such as cyclodextrin complexes for which the major calculations were
done with these two codes.
4.3 Molecular dynamics algorithm
Molecular dynamics, with classical or quantum mechanical force models, describes the
motion of particles in space under the influence of forces acting between the particles and
external forces. The major difference between this method and the conjugate gradient
algorithm previously discussed is that upgrading of the positions of the particles is at
finite temperature for molecular dynamics while conjugate gradient method is at zero
temperature. The starting point for the solution of classical equations of motion for
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a system of N particles interacting via a potential Φ are the Lagrangian equations of
motion:
d
dt
∂L
∂q˙k
− ∂L
∂qk
= 0, (k = 1, . . . , 3N), (4.6)
where the Lagrangian L(q, q˙) is a function of the generalized coordinates qk and their time
derivatives q˙k. Such a Lagrangian is defined in terms of kinetic and potential energies:
L = K − Φ, (4.7)
and total energy E
E = K + Φ. (4.8)
As discussed in the beginning of Section 2.1.1, if we consider a system of atoms, with
Cartesian coordinates RI and mass MI , the kinetic energy reads:
K = 1
2
N∑
I
MIR˙
2
I , (4.9)
and the potential energy:
Φ = V (RI, . . . ,RN). (4.10)
Using these definitions, Eq. (4.6) becomes:
MIR¨I = FI (4.11)
and
FI = −∇RIV, (4.12)
is the force on the atom I. The equation of motion (4.11) can be integrated numerically.
The simpler method of integration is the Verlet algorithm [116], which is a direct solution
of Eq. (4.11). It is this method which is implemented in both the DFTB and VASP codes.
Following this algorithm, we have
q(t+ δt) = 2q(t)− q(t− dt) + δt
2FI(t)
MI
. (4.13)
In this approach, the velocities do not appear at all. The velocities are not needed to
compute the trajectories, but they are useful for estimating the kinetic energy. They may
be obtained using finite differences:
q˙(t+ δt) =
q(t+ δt)− q(t− δt)
2δt
. (4.14)
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Figure 4.2: Flow chart describing the molecular dynamics algorithm.
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Whereas Eq. (4.13) is of order δt4 the velocities from Eq. (4.14) are subject to errors of
order δt2. In order to solve this problem several algorithms were introduced.
In DFTB, the geometry update is due to velocity, q˙(t) and force, F(t). That means, we
have the coordinates for q(t + dt), but not the velocities. But we definitely need these
velocities to determine the temperature or kinetic energy of the system. A compromise
is made by using
q˙(t+ δt) =
q(t+ δt)− q(t)
δt
(4.15)
in order to determine the temperature and to rescale the velocities. Also, there is one more
thing to take care of: There are a lot of cases when q˙(t) is exactly known: Either in the
very first step of the MD simulation or after we did a rescaling of the velocities according
to the current temperature. In either case, the velocity of the atoms is determined using
the formula
q˙(t) =
q(t)− q(t− δt)
δt
, (4.16)
which is in contrast to the general Verlet Eq. (4.14) but the error is corrected in the code
by resetting q(t− δt) according to
q(t− δt) = q(t− δt) + δt
2FI(t)
2MI
, (4.17)
which is solved iteratively until the convergence is reached (see the detail in the DFTB
code).
Both DFTB and VASP methods applied in this work, make use of the Born-Oppenheimer
approximation as described in detail in Section 2.1.2. It means in this case that the
particles are nuclei. The equations of motion for a system of atoms follow laws of classical
mechanics according to Newton (but the forces are calculated quantum mechanically).
The Eqs. (4.11) and (4.12) form the theoretical basis of ab-initio molecular dynamics
simulation.
A Flow chart describing a typical molecular dynamics algorithm is presented in Fig. 4.2.
Molecular dynamics can be used for finding local minima by removing gradually kinetic
energy from the system. Or, the other way round, heating up the system followed by its
slow cooling makes it possible to go from a local minimum to a different one or to the
global one (simulated annealing) as illustrated in Fig. 4.3. Depending on temperature
at which the simulation is run, MD allows barrier crossing and exploration of multiple
configurations. In order to initiate MD, we need to assign initial velocities. This is
done by using a random number generator and employing the constraint of the Maxwell-
Boltzmann distribution. The temperature T is defined by the average kinetic energy of
the system according to the kinetic theory of gases whereby the internal energy of the
system, U , is given by
U =
3
2
NkBT, (4.18)
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Figure 4.3: Representation of two energy minima separated by a barrier. Artificially high temperatures
make it possible for the system to overcome the potential barrier in a realistic simulation time.
while the kinetic energy, K, is defined by Eq. (4.9). By averaging over the velocities of
all the atoms in the system (or over all the degree of freedoms), the temperature can
be estimated. It is assumed that once an initial set of velocities has been generated, the
Maxwell-Boltzmann distribution will be maintained throughout the simulation.
Figure 4.4 shows an example of simulation annealing done with VASP in which 32 molecu-
les of water were arbitrary placed in a simulation box. In order to obtain a good geometry
for this configuration at the real density of water, the kinetic energy (or temperature to
be discussed), is gradually removed from this system until a low energy configuration is
reached. Following the minimization we can consider the temperature as being essentially
zero (not exactly because of fluctuation due to zero point motion of the atoms which,
however, are absent if we treat the atoms as classical particles). In order to initialize the
dynamics, the system must be brought up to the temperature of interest. This is done by
assigning velocities at some low temperature and then following the dynamics according
to the equations of motion. The geometry obtained at the end of 1.0 ps run in Fig. 4.4
is used for further calculations discussed in the next Section. This is done by fixing the
temperature of interest by assigning the velocities on the low energy configuration of
the system obtained. After a number of iterations, the temperature is scaled upwards.
The most common means of temperature scaling is velocity scaling. Since the velocity for
each atom is distributed about the average of v = (3kBT/m)
1
2 , one can multiply all of the
velocities by a common factor to obtain a new temperature. This is done systematically
during the equilibration (initialization) stage.
4.4 How the temperature is calculated
The temperature is a thermodynamic quantity, which is only meaningful at equilibrium.
It can be related to the average kinetic energy of a classical system through the equipar-
tition principle. This principle states that every degree of freedom (either in momenta or
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Figure 4.4: Calculation done with VASP on 32 molecules of water in a simulation box illustrating the
gradual removal of excess heat until some local minimum is reached.
coordinates), which appears as a squared term in the Hamiltonian, has an average energy
of kBT/2 associated with it. This is the case for momenta pi which appear as pi
2/2m in
the Hamiltonian. Hence we have:〈
N∑
i
pi
2
2m
〉
= 〈K〉 = NfkBT
2
. (4.19)
The left side of Eq. (4.19) is called the average kinetic energy, K of the system, Nf is
the number of degrees of freedom, and T in this case the thermodynamic temperature.
In an unrestricted system with atoms, Nf is 3N because each atom has three velocity
components, i.e., q˙ = vα, with α = x, y and z. Because of this, it is convenient to
define an instantaneous kinetic temperature function whose average is the thermodynamic
temperature T as
Tinstan =
2K
NfkBT
. (4.20)
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The average of the instantaneous temperature is the thermodynamic temperature. The
instantaneous temperature is calculated from the total kinetic energy and the total num-
ber of degrees of freedom. Therefore, for a non-periodic system where we have,
(3N − 6)kBT
2
=
N∑
i=1
miv
2
i
2
, (4.21)
where six degrees of freedom are subtracted because the translation and rotation of the
centre of mass are ignored. In the DFTB, the temperatures are calculated according
to Eq. (4.21) whenever we consider systems with open boundary conditions while for
periodic systems both in the DFTB and VASP codes we use
(3N − 3)kBT
2
=
N∑
i=1
miv
2
i
2
. (4.22)
In the latter case, only the three degrees of freedom corresponding to translational motion
can be ignored, since the rotation of a central cell imposes a torque on its neighbouring
cells.
4.5 How the temperature is controlled
Although the initial velocities are generated so as to maintain a Maxwell-Boltzmann
distribution at desired temperature, the distribution does not remain constant as the
simulation continues. This is especially true when the system does not stay in an equi-
librated configuration. This often occurs, since the system is minimized to eliminate the
hot spots. During dynamics, kinetic energy is changed to potential energy as the minimi-
zed structure changes to the equilibrium structure, and the temperature also changes. In
order to maintain the correct temperature, the computed velocities have to be adjusted
appropriately. Beside getting the temperature to the right target, the temperature-control
mechanism also must produce the correct statistical ensembles. This means that the pro-
bability of occurrence of a certain configuration obeys the laws of statistical mechanics.
For constant-temperature, constant-volume dynamics to generate the canonical ensem-
ble means that P (E), the probability that a configuration with energy E will occur, is
proportional to exp(E/kBT ). Several methods for temperature control exist but the ones
which are mostly used in this work are:
• Velocity scaling
• Nose´ dynamics
while both methods are implemented in VASP, only the direct velocity scaling method is
implemented in the DFTB.
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4.5.1 Direct velocity scaling
Direct velocity scaling is a drastic way to change the velocities of the atoms so that the
target temperature can be exactly matched whenever the system temperature is higher
or lower than the target one by some user-defined amount. Usually we use 0.1 (or 10
percent) when employing the DFTB method in our calculations. The value has been
tested to give the desired temperatures. The velocities of all atoms are scaled uniformly
as follows: (
vnew
vold
)2
=
Ttarget
Tsystem
. (4.23)
This adds (or subtracts) energy from the system efficiently, but it is important to recognize
that the fundamental limitation to achieve equilibrium is how rapidly energy can be
transfered to, from, and among the various internal degrees of freedom of the molecule.
The speed of this process depends on the potential energy expression, the parameters,
and the nature of the coupling between the vibrational, rotational, and translational
modes. It depends directly on the size of the systems, larger systems take longer time to
equilibrate.
4.5.2 Berendsen’s method of temperature-bath coupling
After equilibration, a more gentle exchange of thermal energy between the system and a
heat bath can be introduced through the Berendsen method [117], in which each velocity
is multiplied by a factor λ given by:
λ =
[
1 +
∆t
τ
(T − T0)
] 1
2
(4.24)
where ∆t is the time step size, τ is a characteristic relaxation time, T0 is the target
temperature, and T the instantaneous temperature. To a good approximation, this treat-
ment gives a constant-temperature ensemble that can be controlled, both by adjusting
the target T0 and by changing the relaxation time.
4.5.3 Nose´ dynamics
Nose´ dynamics is a relatively new method for performing constant-temperature dynamics,
which produces true canonical ensembles. The actual formalism implemented in VASP
is based on a simplified reformulation by Hoover in 1985 [118]. Thus, the method is
called the Nose´-Hoover thermostat (or Nose´-Hoover dynamics). The main idea behind
Nose´-Hoover dynamics is that an additional (fictitious) degree of freedom is added to the
real physical system which is given a mass Q. The equations of motion for the extended
(i.e., real plus fictitious) system are then solved. If the potential chosen for that degree
of freedom is correct, the constant-energy dynamics (or the micro canonical dynamics,
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NVE) of the extended system produces the canonical ensemble (NVT) of the real physical
system. The Hamiltonian H∗ of the extended system is:
H∗ =
∑
i
p2i
2mi
+ φ(q) +
Q
2
ζ2 + gkBT Ins. (4.25)
The corresponding equations of motion for the real-atom coordinates q and momenta p,
as well as for the fictitious coordinates s and associated momentum ζ (where φ is the
interaction potential) are given by
dqi
dt
=
pi
mi
, (4.26)
dpi
dt
= − φ
dqi
− ζpi, (4.27)
dζ
dt
=
∑ p2i
mi
− gkBT
Q
, (4.28)
where Q = the user-defined qratio × a constant ×g × T ;
g = number of degrees of freedom;
T = temperature.
The choice of the fictitious mass Q of that additional degree of freedom is arbitrary but
is critical to the success of a run. If Q is too small, the frequency of the harmonic motion
of the extended degree of frequency is too high. This forces a smaller time step to be used
in integration. However, if Q is too large, the thermalization process is not efficient, as
Q approaches infinity, there is no energy exchange between the heat bath and the real
system. In addition the Nose´ method requires that an accurate integrator, for energy to
be conserved, is used. Q should be different for different systems. Nose´ suggests that Q
should be proportional to gkBT .
4.6 Measured observables from ab-initio molecular dynamics
All the methodology discussed so far will be useless if one could not compute experi-
mentally measured observables. In this regard, ab-initio molecular dynamics simulations
have some distinct advantages over force field based molecular dynamics in that former
permit direct access to the electronic structure and, hence, any observable can be derived
directly from it.
In MD calculations, obersvables are computed by performing averages of appropriate
functions, A(p, q), of the momenta and coordinates of the particles in the system. The
procedure relies on the ergodic hypothesis which states that given an infinite amount of
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time, a system will visit all of its accessible phase space so that ensemble averages of
A(p,q) can be directly related to the time averages of the MD trajectory:
〈A(p,q)〉 = lim
T→∞
1
T
∫ T
0
dt A(p(t),q(t)). (4.29)
Equation (4.29) will therefore yield an equilibrium average of the system. The ensemble
average (4.29) could refer to any pertinent ensemble. For example, a microcanonical
(NV E) ensemble average would be given by
〈A(p,q)〉 = 1
N !h3NΩ(N, V,E)
∫
dNp dNq A(p,q)δ(HN(p,q)− E), (4.30)
where HN(p,q) is the classical nuclear Hamiltonian Eq. (2.13), and Ω(N, V,E) is the
partition function of the microcanonical ensemble. An average in the canonical (NV T )
ensemble is given by
〈A(p,q)〉 = 1
N !h3NQ(N, V, T )
∫
dNp dNq A(p,q)exp(−βHN(p,q)). (4.31)
Here Q(N, V, T ) is the partition function of the canonical ensemble. For practical purpose,
if δt is the chosen time step of the molecular dynamics for M runs, such that the time
step of each run is
tm = mδt, with m = 1, 2, . . . ,M,
the time average of the quantity of the observable A(p,q) is computed from
〈A(p,q)〉time ave. = 1
M
M∑
m=1
A(q1(tm), . . . ,qN(tm),p1(tm), . . . ,pN(tm)), (4.32)
which is expected to be equal to
〈A(p,q)〉ensemble ave. = lim
T→∞
1
T
∫ T
0
dtA(q1(t), . . . ,qN(t),p1(t), . . . ,pN(t)), (4.33)
so that the ergodicity hypothesis
〈A(p,q)〉time ave. = 〈A(p,q))〉ensemble ave. (4.34)
holds.
4.6.1 Static properties
The static structure of matter can be characterized by the radial distribution functi-
on g(r) which describes the spatial organization of molecules about a cental molecules,
i.e., it measures how atoms organize themselves around one another. Specifically, it is
proportional to the probability of finding two atoms separated by distance r ± ∆r. It
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plays a central role in statistical mechanical theories of dense substances, and, for atomic
substances, it can be extracted from X-ray and neutron diffraction experiments. Since
molecular dynamics provide positions of individual atoms as functions of time, g(r) can
be readily computed from molecular dynamics trajectories.
As concrete example to Eq. (4.31), the radial distribution function is given as an average:
g(r) =
1
4pir2ρNQ(N, V, T )
∫
dNp dNR
∑
I 6=J
δ(|RI −RJ | − r)exp(−βHN(p,R)),
g(r) =
1
4pir2ρ
〈
1
N
∑
I 6=J
δ(|RI −RJ | − r)
〉
. (4.35)
For simulation, purpose, g(r) can be easily computed by using another expression,
g(r) =
〈N(r,∆r)〉
1
2
NρV (r,∆r)
, (4.36)
where N(r,∆r) is the number of atoms found in a spherical shell of radius r and thickness
∆r, with the shell centred on another atom. Writing the time average explicitly over a
total of M time-steps gives
g(r) =
M∑
k=1
Nk(r,∆r)
M(1
2
N)ρV (r,∆r)
, (4.37)
where Nk is the result of the counting operation defined by
g(r) =
N∑
i
N∑
j<i
δ [r − rij] ∆r = N(r,∆r) (4.38)
at time tk in the run. Physically, Eq. (4.38) can be interpreted as the ratio of a local den-
sity ρ(r) to the system density ρ [119]. The choice of a value for the shell thickness ∆r is
a compromise. It must be small enough to resolve important features of g(r), but it must
also be large enough to provide a sufficiently large sampling population for statistically
reliable results. Most of our simulations were carried out in a cubic box of length L, so
that the values of g(r) were determined up to 1
2
L.
The radial distribution function (RDF), depends on density and temperature, and the-
refore serves as a helpful indicator of the nature of the phase assumed by the simulated
system. We have used this function to identify the phase behaviour of water clusters
especially below and above the solid-liquid transition regions (see the next Section). The
RDF can also be used to find the coordination numbers. The coordination number, Nij,
represents the number of type i-atoms around a type j-atom plus the number of type
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j-atoms around a type i-atom at a distance r. The average coordination number can then
be expressed as
〈Nij(r)〉 = ρij
∫ r
0
dr 4pir2 g(r). (4.39)
In practice, the elastic neutron scattering structure factor can be computed by Fourier
transforming the RDF or by directly performing an ensemble (or trajectory) average over
S(k) =
1
N
∣∣∣∣∣
N∑
I=1
exp(ik.RI)
∣∣∣∣∣
2
. (4.40)
4.6.2 Dynamical properties
Dynamical properties such as spectra and transport coefficients can be obtained within
classical linear response theory from time correlation functions. The time correlation
between two observable, A(p,q) and B(p,q) is given by
〈A(0)B(t)〉 = 1
Q(N, V, T )
∫
dNqdNpA(p,q)B(pt(p,q),qt(p,q))
×exp(−βHN(p,q)), (4.41)
where (pt(p,q),qt(p,q)) designates the phase space trajectory obtained from the initial
condition (p,q). For A = B, Eq. (4.41) is the autocorrelation function. For instance, the
diffusion coefficient (D) can be computed from the velocity autocorrelation function:
D =
1
3
∫ ∞
0
dt
1
N
N∑
I
〈vI(0)vI(t)〉. (4.42)
In addition, the velocity autocorrelation function can be used to obtain the frequency
spectrum for the system known as power spectrum by computing its Fourier transform
I(ω) =
∫ ∞
−∞
dt eiωt
1
N
N∑
I=1
〈vI(0)vI(t)〉 (4.43)
whereby the velocity autocorrelation function, Cvv(t), is computed from
Cvv(t) = 〈v(t)v(0)〉 = 1
NM
N∑
i
M∑
t0
〈vi(t+ t0)v(t0) (4.44)
with vi(t) the center-of-mass velocity of particle i at time t. N is the total number of
molecules of interest. Also, M is the total number of available time origins; its value
changes with the delay time t,
M = Nt − t
∆t
, (4.45)
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and ∆t is the time increment at which velocities have been stored. Nt is the length of the
simulation period. In our molecular dynamics simulation we have further evaluated the
mean-square centre of mass displacement (MSD) the expression defined,
MSD = ∆r2(t) = 〈|r(t)− r(0)|2〉 = 1
NM
N∑
i
M∑
t0
|ri(t+ t0)− r(t0)|2. (4.46)
In Eq. (4.46), ri(t) is the center-of-mass position of the particle i at time t. From this
equation, through the Einstein relation [120], the diffusion (or self-diffusion) coefficients
can alternatively be calculated from
D =
1
6t
〈
|ri(t+ t0)− r(t0)|2
〉
, (4.47)
or
D =
1
6N
lim
t→∞
d
dt
〈
N∑
i
[ri(t)− r(0)]2
〉
. (4.48)
The last equation shows that D is proportional to the slope of MSD at long time. This
measured quantity can be used to distinguish the fluid from solid-like behaviour. For a
solid, ∆r2(t) remains nearly constant, while for a fluid it increases almost linearly with
time. The self-diffusion coefficients of a fluid is usually several orders of magnitude larger
than that of a solid.
Another useful quality to test the liquid or solid-like behaviour, for instance, of water
clusters is the root-mean-square bond-length fluctuation, δOO, of oxygen:
δOO =
2
N(N − 1)
∑
i<j
√
〈r2ij〉 − 〈rij〉2
〈rij〉 , (4.49)
where 〈〉 means time average, and rij is the distance between the atoms i and j. The phase
change in the system gives rise to a jump in the plot of δOO against the temperature as
will be seen in the next Section.
4.6.3 Geometrical properties
Other properties of interest that were measured during the simulation of ensembles of
molecules are the geometrical fluctuations of bond lengths, the angles and the dihedral
angles. The equations used in the computation of these quantities are as follows [121]:
For bond the length r between two atoms 1 and 2 and the bond vector, R, we define
according to Fig. 4.5(a),
R = (x2 − x1)i + (y2 − y1)j + (z2 − z1)k, (4.50)
r =
√
(x2 − x1)2 + (y2 − y1)2 + (z2 − z1)2. (4.51)
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The bond angle, θ, from the two vectors and the lengths is calculated according to
Fig. 4.5(b) from
cos θ =
R1 ·R2
r1 r2
. (4.52)
In order to measure the torsion or dihedral angle, φ1,2,3,4 in Fig. 4.5(c), between the four
atoms 1,2, 3 and 4, we used
cosφ1,2,3,4 =
[R1 ×R2] · [R3 ×R2]
|R1 ×R2| |R3 ×R2| . (4.53)
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Figure 4.5: Geometrical definition of (a) bond length, (b) angle and (c) dihedral angle.
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5 Water clusters and their transition
temperatures
From this Chapter onward we present our results based on the applications of state-of-
the-art ab-initio methods and molecular dynamics simulation discussed so far.
Our present goal in this Chapter is to assess the ability of density functional based ab-
initio MD of both the DFTB method and VASP to describe some of the properties
of water at its cluster units level since these form the bases of most of the important
features of the structure of ice found in nature and the so-called glassy behaviour of
water. We calculate the binding energy and melting transition of water clusters of n-
mer with n = 2, 3,. . . , 36 and compare our ab-initio results to some classical modelled
potentials. Two different configurations of water clusters were considered; the SCC-DFTB
structures which consists of some local minimum configurations and the global minimum
configurations of TIP4P classical pairwise additive potential in order to investigate the
effect of initial configurations on both binding energies and the melting temperatures. The
melting transitions of these water clusters were determined by using the abrupt change
in the slope of energy versus temperature of the calorific curve along with Lindemann’s
criteria of melting. Though, it is sometimes difficult to determine accurately the breaking
point or melting region of the heated structures as a result of the pronounced fluctuations
of the bonding network of the system giving rise to fluctuations in the observed properties,
but nevertheless we used the range or average region where the breakdown occurs to define
the melting temperature of the clusters.
5.1 Water clusters
A realistic simulation of the behaviour of aqueous solutions is of crucial importance in
biology, chemistry, and physics. The modelling of pure water and other hydrogen bonding
liquids based on effective [122, 123] or ab-initio [124] potentials has reached a high
degree of sophistication. Many ab-initio simulations such as Car and Parrinello molecular
dynamics schemes have been devoted to the modelling and the calculation of hydrogen
bonding liquids such as water [125]. In this scheme just as in VASP, the interatomic
forces are not preassigned before the MD run but have been calculated using the Born-
Oppenheimer approximation from accurate electronic structure calculations during the
simulation
Water displays unusual physical and chemical properties in its condensed phases. It is
among the most studied “chemicals”, owing, in part, to its ubiquity and its necessity for
all life. In addition to these “natural” reasons, water is an interesting inorganic compound
because it has unique physical properties and is a model hydrogen-bonded liquid. Micro
clusters of water molecules are important and an interesting area of nature considering
its major role in the metabolic functions and the significant role in the structural changes
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Figure 5.1: Stable water dimer geometries for DFTB and VASP studies.
in our body [3]. An understanding of small clusters in general and how their properties
evolve with size will provide an insight into the bulk behaviour [8].
5.1.1 Investigation of the water dimer, (H2O)n, n = 2
For both DFTB and VASP methods, stable dimer geometries and corresponding interacti-
on potential values (i.e, local minimum energies) are obtained. The lowest minimum ener-
gy geometries obtained with VASP and DFTB are shown Fig. 5.1. The geometry 5.1(c) is
found to be the global minimum by many ab-initio calculations [126] and experimental
studies [127]. Calculations based on VASP and the DFTB method also confirmed 5.1(c)
as the global minimum structure. The configurations shown are the same for both VASP
and the DFTB except for the energy scales and the distances between the oxygen atoms,
for example, we obtained ROO ≈ 2.83 A˚ (DFTB) and 2.849 A˚ (VASP with GGA) to
be compared to the value of 2.98 A˚ obtained from molecular beam electronic resonance
spectroscopic study [127]. By considering this most stable minimum configuration of the
Table 5.1: Interaction potential energy values (in eV) and ROO (in A˚) for the stable water dimer
calculated by using DFTB method and VASP.
DFTB VASP
Energy Distance, ROO Energy Distance, ROO
(eV) (A˚) (eV) (A˚)
(a) -21.5458 2.8941 -28.693703 2.7921
(b) -21.5512 2.9404 -28.702163 2.8073
(c) -21.6085 2.8637 -28.766198 2.8490
water dimer (c), we translated one of the molecules of the dimer in O-O direction (wi-
thout changing the orientation) and calculated the variation of the total binding energy,
Eb(total), with respect to the O-O separation according to
Eb(total) = E(H2O)2 − 2E(H2O). (5.1)
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Here, E(H2O)2 is the total interaction energy calculated for the stable dimer, and 2(H2O)
is the potential energy of the monomer. E(H2O) is found to be -10.723 eV for the DFTB
calculation and -14.262637 eV when using VASP. The DFTB and VASP results are plotted
in Fig. 5.2 for the range ROO = 2-12 A˚. In the calculation with VASP, the water dimer
was placed in a large cubic supercell of 20× 20× 20 A˚3 in order to prevent interaction of
the real molecule with its images. The large supercell can be considered to be equivalent
to the open boundary conditions used in the DFTB calculation. The variation of the
total binding energy, with respect to the O-O distance was then calculated according
to the Eq. (5.1) using the Γ-point only. The general features are found to be the same
for the two graphs. They both exhibit sharply repulsive interactions at short-range, ROO
< (ROOmin), and attractive tails for ROO > (ROOmin). The two graphs are found to differ in
quantitative details: The minimum is at (ROOmin) = 2.853 A˚} (DFTB), and corresponding
Eb = -0.144 eV, while (ROO)min = 2.850 A˚ (VASP) and Eb = -0.240 eV. The total binding
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Figure 5.2: Binding energy between two water molecules, as a function of O-O separation.
energy reaches the value 0 at a distance of about 2.59 A˚ for DFTB and about 2.525 A˚}
for VASP. A similar study was performed using the central force model 1 and 2 (CF1
and CF2) [128], showing that zeros of total binding energies occur at 2.69 A˚ and 2.66 A˚,
respectively. Lemberg and Stillinger [129] have performed a similar study for the same
class of potential CF.
5.1.2 Binding energy of water clusters for n > 2
The local minimum energies and corresponding geometries for some selected water clu-
sters, (H2O)n, were briefly studied for the purpose of the next Section, where the melting
temperatures of these clusters are investigated. We used the DFTB code to calculate the
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binding energies of some minimum energy configurations (which are not necessarily the
global minimum structure) of the water clusters with n = 2, 3, 4, 5, 6, 8, 10, 12, 15, 18,
24, 20, 27, 30, and 36 as shown in Fig. 5.3. Some of these geometries, (n = 2, 3, 4, 5,
8, 10 and 15 correspond to the global minimum configurations obtained by Wales [130]).
Both DFTB and VASP methods were then used to calculate the binding energies of these
global minimum structures of Wales shown in Fig. 5.3 in order to compare the effect of
the initial configuration on the melting as discussed in the next Section. Equation (5.1)
for the dimer is generalized for the n-water clusters to calculate the binding energy per
water molecules, Eb, as
Eb =
1
n
[E(H2O)n − nE(H2O)] , (5.2)
where n is the number of water molecules in the cluster, E(H2O)n is the total interaction
energy for the stable n-water cluster, and E(H2O) is the energy of the water monomer
which was calculated to be -14.262637 eV (VASP) and -10.732327 eV (DFTB), see Ta-
ble 5.2 for the DFTB results and Table 5.3 for the results obtained with the DFTB
method, VASP, and other classical potential models such as TIP4 (classical pairwise ad-
ditive potential (CPAP)) [128, 131], TIP4P of Wales [130], MMC [132] and CCD [133].
We also plotted the variation of these binding energies per water molecule, Eb, as a func-
tion of the cluster size, n as shown in Fig. 5.5. The inset of Fig. 5.5 shows the calculated
binding energies for the clusters n ≤ 8 in order to compare them with some of the
available data in the literature. All curves in this inset are almost parallel for clusters
larger than the trimer, and there is no evidence of increased stability of a particular size
relative to neighbouring ones in either case. However, this Figure must be regarded with
some caution, since the minimum structures for the different potentials are not the same.
It can be observed that the binding energy per water molecule increases negatively in
exponential sense as the size of the cluster grows and saturates as it can be seen in the
outset of the same Figure for the clusters n > 8. It is not clear whether there are some
magic numbers of water molecules, as was observed for some other clusters like argon
and sodium [134]. Though, from all the binding energy per water molecule curves shown
in Fig. 5.5, there is a sudden negative increase of Eb at the value of n = 8. One may
be tempted to consider that n = 8 is the first magic number for water clusters as was
reported in the calculation done by Sakir et. al using the central force model potential
(CF1 and CF2) [128]. This anomalous behaviour might be due to the complexity of water
connected with the formation of the hydrogen bonding networks.
5.1.3 Melting temperature of water clusters
The structures and properties of molecular clusters have been an active area of research
during the last decades because of their importance in chemical, physical and biological
processes. There are a number of phenomena in which small clusters of atoms or molecules
are believed to play a central role. In the phase transition (melting), the formation of
small clusters in a particular phase is a precursor to the transition. Hence, a description
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Figure 5.3: Initial configuration for some selected clusters (H2O)n of water molecules. The geometries
have been relaxed by using the conjugate gradient method of DFTB.
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n = 2 n = 3 n = 4
n = 5
n = 6 n = 7 n = 8 n = 9
n = 10 n = 11 n = 12 n = 13
n = 14 n = 15 n = 16 n = 17
n = 18 n = 19 n = 20 n = 21
Figure 5.4: Initial global minimum configurations for some clusters (H2O)n taken from (the works of
Wales and Hodges) [130].
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Table 5.2: Calculated binding energy per water molecule, Eb, with DFTB, in eV, of the stable structure
in Fig. 5.3. Eb was calculated according to Eq. (5.2).
n E(H2O)n (eV) Eb (eV)
2 -21.608541 -0.071945301
3 -32.614163 -0.13906079
4 -43.696117 -0.19170221
5 -54.660025 -0.19967817
6 -65.618161 -0.20403323
7 -76.558371 -0.20458309
8 -87.667367 -0.22609385
10 -109.892182 -0.25689104
12 -131.938292 -0.26253054
15 -165.124347 -0.27596312
18 -198.209976 -0.27933846
20 -220.376313 -0.28646145
24 -264.502785 -0.28862229
30 -315.183000 -0.29414211
36 -397.085054 -0.29781331
of the structure and thermodynamic properties of these clusters is an essential element
in analyzing the phase change [135]. Numerous studies have been devoted to understand
the dynamics of small clusters of water since the beginning of simulation studies in 1970s,
using molecular dynamics (MD) and Monte Carlo (MC) simulation techniques bound by
the simple Lennard-Jones (LJ) potential [35]. Some studies are concentrated on the nature
of the pseudo-first-order melting transition, culminating in a detailed explanation of the
observed trends in terms of the underlying potential energy surface (PES) including both
minimal and transition states [136]. Our present study is one of a series of MD simulations
which are being undertaken to investigate the properties of small water clusters. Our aim
is to simulate the melting temperature of water clusters (H2O)n of selected sizes using
the initial minimum geometry of the clusters obtained from the conjugate gradient (CG)
relaxation of the DFTB calculations, such as n = 3, 4, 5, 6, 8, 10, 12, 15, 18, 24, 20,
27, 30, and 36 selected from Fig. 5.3. We also carried out the same study on the global
minimum geometries obtained by the TIP4P method of Wales, shown in Fig 5.4 [130], in
order to see the effect of the initial configuration on the melting of water clusters.
The molecular dynamics simulation of melting of water clusters was carried out with
the DFTB method. In these simulations the equations of motions have been integrated
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Table 5.3: Calculated binding energy per water molecule, Eb, with DFTB method and VASP, in eV,
on the global minimum configurations in Fig. 5.3 predicted by TIP4P [130]. Also shown, are the corre-
sponding energies of each cluster taken from the same reference.
DFTB VASP TIP4P
(H2O)n E(H2O)n (eV) Eb (eV) E(H2O)n (eV) Eb (eV) E(H2O)n (eV) Eb (eV)
2 -21.608541 -0.071943 -28.769093 -0.121904 -0.270379 -0.135189
3 -32.614164 -0.139061 -43.568115 -0.260062 -0.725435 -0.241812
4 -43.696207 -0.191725 -58.461398 -0.352707 -1.208375 -0.302094
5 -54.660075 -0.199688 -73.187964 -0.374950 -1.576499 -0.315300
6 -65.666763 -0.212133 -87.853572 -0.379619 -2.049851 -0.341642
7 -76.718826 -0.227505 -102.66419 -0.403670 -2.524450 -0.360636
8 -87.862819 -0.250525 -117.72898 -0.453480 -3.166474 -0.395809
9 -98.849468 -0.250947 -132.52182 -0.462004 -3.569819 -0.396647
10 -109.892188 -0.256892 -147.35192 -0.472549 -4.052664 -0.405266
11 -120.879006 -0.256674 -161.94311 -0.459458 -4.472069 -0.406552
12 -132.038734 -0.270901 -176.85262 -0.475075 -5.108634 -0.425719
13 -143.013064 -0.268678 -191.66969 -0.481179 -5.523850 -0.424912
14 -154.115371 -0.275914 -206.57709 -0.492863 -6.042277 -0.431591
15 -165.125603 -0.276047 -221.31833 -0.491912 -6.512619 -0.434175
16 -176.227047 -0.281863 -236.06018 -0.491118 -7.060064 -0.441254
17 -187.198906 -0.279373 -250.87702 -0.494829 -7.501739 -0.441279
18 -198.321203 -0.285518 -265.82545 -0.505438 -8.013984 -0.445221
19 -209.300536 -0.283491 -280.69861 -0.510968 -8.509448 -0.447866
20 -220.424627 -0.288904 -295.56028 -0.515371 -9.047891 -0.452395
21 -231.407068 -0.287057 -310.09930 -0.503990 -9.501003 -0.452429
with the help of the velocity form of the Verlet algorithm using a time step of 0.5 fs.
The iso-kinetic ensemble method in which the velocities are rescaled according to some
probability was used to achieve the desired temperature steps. All the simulations carried
out on these clusters were done in large supercells to prevent the interaction of the real
system with its images. The effect of the supercell on the binding energy calculated for
the pentamer (n = 5 cluster), is shown in Fig. 5.6. The box length is taken to be greater
than the maximum diameter of the cluster and does not influence the calculated value of
the binding energy. Since the maximum average diameter of pentamer is about 5.0 A˚, we
have chosen a supercell of about two times the size of the cluster which approximates open
boundary conditions. Starting from the minimum configurations of each water cluster, the
gradual heating was done in steps using the structure at each equilibrated temperature
from the previous run. The dynamics of each run was done for 10000 MD steps. We
have determined the average temperature of each run through the equipartition law by
calculating the long-time averages of the kinetic energy (Ekin),
T =
2
3N − 6
Ekin
kB
, (5.3)
whereN is the number of degrees of freedom corresponding to the number of atoms of each
cluster (from which the centre of mass motion has been removed); kB is the Boltzmann
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Figure 5.5: Variation of binding energy per water molecule as a function of cluster size.
constant. The energy is then plotted versus temperature (calorific curve) from which the
melting temperature Tm is obtained by finding the point of inflexion of this curve. Usually
these modelled clusters exist in the solid-like phase at low temperatures and the liquid-like
phase at high temperatures. These two phases shown in Fig. 5.7 are connected by a van
der Waals like loop defining a first-order-like transition [8]. Sometimes, it is difficult to
see the jump in the energy or the abrupt change in the slope of E versus T of the calorific
curve, instead, Lindemann’s criteria of melting is used along with the former condition
of change of slope. Lindemann’s criterion is expressed in terms of the root-mean-square
bond-length fluctuation δOO of oxygen in each of the clusters according to the equation:
δOO =
2
N(N − 1)
∑
i<j
√
〈r2ij〉 − 〈rij〉2
〈rij〉 . (5.4)
Here 〈〉 means the time average, and rij is the distance between the atoms i and j. In our
case, i and j are the oxygen atoms since it is the centre of each molecule of water. The
summation is over all molecules, N . The Lindemann’s criterion states that a solid melts
when δ is greater than 0.1. According to this criterion, melting in solids is caused by a
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Figure 5.6: Effect of the size of the supercell on the binding energy.
vibrational instability of the crystal lattice when the root-mean-square displacement of
the atoms reaches a critical fraction (δL) of the distance between them [137]. The greater
movement of the particles in the liquid cluster, which leads to their disorder, can be seen
very clearly after melting has taken place, especially for the smaller clusters. In addition
to the oxygen-oxygen Lindemann index, an analogous quantity may be defined to monitor
the switching of hydrogen bonds; this is the so called “bifurcation rearrangement” [138],
where, for a given molecule, the free and H-bonded hydrogen atoms switch roles. Just as
Eq. (5.4), this quantity is defined by
δOH =
2
N(N − 1)
neigbouring OHpairs∑
i<j
√
〈r2ij〉 − 〈rij〉2
〈rij〉 . (5.5)
The summation in Eq. (5.5) is only between a given oxygen atom and the two hydrogen
atoms on the adjacent molecule which acts as the hydrogen donor to that oxygen atom.
This quantity becomes meaningless if the water molecules switch places. So this is not
considered when evaluating (5.5). Another quantity which may also be used as an order
parameter in identifying phase transition is ring puckering measured by the root-mean-
square oxygen (RMS) dihedral angle. This can be used for water clusters such as pentamer
or hexamer which form a perfect ring structure. This is defined using Fig. 5.8(a) by
φRMS =
[
1
N
N∑
i=1
(φOOOOi )
2
] 1
2
. (5.6)
Here the summation is over the N different sequences of four consecutive oxygen atoms.
The average and standard deviation of this quantity can be calculated in order to quantify
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Figure 5.7: Binding energy and specific heat (Cv) versus temperature illustrating the van der Waals
like loop defining a first-order-like transition.
the magnitude of the ring puckering and unpuckering. Since the dihedral angle is defined
in terms of four specific oxygen atoms, this quantity also becomes meaningless if two
water molecules switch places during the course of the simulation and also most of the
structures dealt with here are not only rings but more complicated structures. In addition,
the motion of free hydrogen atoms can be monitored by considering
σH =
1
N
N∑
i=1
[
〈(φHOOHi )2〉 − 〈φHOOHi 〉2
] 1
2 , (5.7)
where the HOOH dihedral angles are defined for the sequence of HOOH atoms as for
φRMS as indicated in Fig. 5.8(b). When σH becomes large, the non-hydrogen bonded hy-
drogen atoms are freely “flipping” past the pseudo plane of the cluster. As with φRMS,
this quantity has a limited range of relevance; the only assumption one needs to make is
that there is no switching of hydrogen bonds (or of molecules) during the simulation, and,
since we are not dealing with a particular ring structure, this quantity is not calculated.
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Figure 5.8: Dihedral angles used in the reference. Each dihedral angle is defined for the atom sequence A-
B-C-D, so that a change in the dihedral angle represents torsion about the B-C axis. (a) Used in defining
φOOOOi , which is the sequence of angles between four successive O atoms [Eq. (5.6)]. (b) Corresponding
angle φHOOHi , used in defining σH [Eq. (5.7)].
In this work, we only considered the Lindemann index along with the jump or change
of slope in the calorific curve as an indication as to whether a cluster is solid-like or
liquid-like. Water clusters are very complicated structures because of the hydrogen bon-
ding network. We took caution in the way we define the melting temperature Tm for a
particular cluster. A cluster of water may have different isomerizations in which there are
interconversions of a water cluster from one form of isomer to another when the hydrogen
bond-breaking and reforming is substantial, leading to the formation of the new structure
before the final melting occurs. This behaviour is marked by fluctuations in both, the ca-
lorific curve and the δOO versus T curve. Examples of molecular dynamics investigations
of structure and stability of small clusters of water pentamers at various temperatures
have been carried out by Plummer [139]. Melting-like transitions have been predicted for
this cluster with wide temperature range. These structural transitions or the isomeriza-
tion show up as pseudo-transitions, for example in pentamer, n = 5, in the curve shown
in Fig. 5.9 (illustrated with first broken line) as the heating proceeds. Therefore, the
transition temperature may sometimes depend on how the initial structure is prepared
especially for the water clusters. We tried to cross-check the structures of some of these
clusters before the transition temperature is reached and after. Below the transition, at
low temperatures, the considered cluster exhibits a solid-like behaviour and above it a
liquid-like behaviour. The information about the structural behaviour can be deduced
from the analysis of the peaks of the oxygen-oxygen distribution functions computed ac-
cording to Eq. (4.37) [8]. The liquid-like behaviour of the cluster at a temperature above
the melting region can be compared to the behaviour of the real liquid. Figures 5.9, 5.10,
and 5.11, show the results of MD simulations in which the energies are plotted as a func-
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Figure 5.9: Plots of the energy against temperature together with the root mean square fluctuations
in the O-O bond lengths for water cluster with n = 3, 4, 5 and 6. The vertical broken line illustrates
the region where the average melting temperature is taken. For pentamer, two vertical broken lines are
drawn. The first vertical broken illustrates pseudo-transition which is attributed to the isomerization
process explained in the text. The horizontal broken line at δOO =0.1 illustrates the Lindemann’s line.
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tion of temperature. These plots of energy versus kinetic temperatures are shown together
with the plots of δOO versus T . For all the clusters, the transition regions are marked by
the change in the slope of the E(T ) curves. The melting temperature predicted by the
inflexion point of the calorific curve correlates with the calculated value of δOO > 0.1
of Lindemann’s method, in which the relative fluctuation of the interparticle separation
is about 10 percent. At low temperature (below Tm), the clusters show a small change
in δOO (which implies an approximate constant structure) until Tm is reached. In the
high temperature regime above Tm, we observe pronounced fluctuations of the structure,
which is characterized by the larger value of δOO. We used some non-linear curve-fitting
shown as solid thick lines as visual aid to show both the behaviour of the E(T ) curve
and δOO(T ). In determining the transition temperature, one should be carefully aware
of the fluctuations of the structure which show a kind of “pseudo-transition” especially
as change of the slope of the E(T ) curve or when Lindemann’s line is approached. This
pseudo-transition is what we attribute to the isomerization process, where a cluster is
found to be stable at a particular temperature. In order to show that there is a change in
the structure of these clusters from the solid-like to the liquid like behaviour, we plotted
the radial distribution function of the oxygen-oxygen distance in H2O-H2O for n = 5,
12, 20 and 36 below and above the transition temperature for mere illustration of the
change of state of the structure. These are shown in Fig. 5.12. The results show that the
first sharp peak occurs for all clusters at an average distance of 2.87 A˚, which is roughly
the same as the minimum distance obtained from the total energy per water molecule in
the dimer against the O-O distance. These first O-O peaks also show the extent of the
hydrogen-bond formation in the clusters. At low temperatures below Tm, other peaks ap-
pear such as the second peak showing the effect of the second nearest-neighbour distance.
Above Tm, the second peaks broaden and then flatten due to the gradual formation of
the liquid-like structure; the disappearance of the second peak then at high temperatu-
res is an indication of a complete liquid-like regime with larger intermolecular amplitude
vibrations. It is not clear if the transitions obtained from the E(T ) curves are first order
phase transitions in which there is a discontinuity in the derivative of E with respect to
T , especially for smaller clusters n = 3, 4, and 5. All the Tm reported are just averages
of the final transition regions observed. The summary of the cluster size effect with Tm
for the different methods is listed in Table 5.4 and shown in Fig. 5.13. In the inset of
Fig. 5.13 is also shown the behaviour of Tm(N
−1). The table/plot illustrates the difference
in the melting temperature predicted by DFTB and classical pairwise additive potential
calculations. Also shown is a result obtained from the simple point charge (SPC) mo-
del calculation of the vibrational temperature of pentamer [2]. If we compare the DFTB
results with the pairwise additive potential calculation, one can notice some correlation
in the values of Tm, predicted by both methods, especially for the bigger clusters. Both
calorific curve and Lindemann’s criterion from δOO(T ) show some agreements in locating
Tm especially for the smaller clusters below n = 20. It becomes difficult to see clearly
the transition point in δOO(T ) because of the fluctuations. This might be due to the fact
that 10000 iterations are not sufficient to calculate any meaningful averages for the bigger
clusters. But the calorific curve behaviour does not change as much within this limit of
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Figure 5.10: Plots of the energy against temperature together with the root mean square fluctuations
in the O-O bond lengths for water cluster with n = 8, 10, 12 and 15. The explanation for the broken
lines is the same as in Fig 5.9.
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Figure 5.11: Plots of the energy against temperature together with the root mean square fluctuations
in the O-O bond lengths for water cluster with n = 18, 20, 30 and 36. The explanation for the broken
lines is the same as in Fig 5.9.
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Figure 5.12: Plots of the radial distribution functions near melting below and above, for water cluster
with n = 5, 12, 20 and 36, to show the extent of the change in the structure from the solid-like to
liquid-like regime.
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iterations. In order to see the effect of initial configurations on melting temperatures,
Table 5.4: The melting temperatures against the number of molecules. Both results of our DFTB
calculations and simulations using the CPAP and TIP4 classical additive pairwise potential, (CPAP) are
plotted. Also shown is the Tm value obtained with the SPC model.
DFTB TIP4 (CPAP) SPC model
(H2O)3 137 198
(H2O)4 190 186
(H2O)5 217 95 315
(H2O)6 155 122
(H2O)8 160 168
(H2O)10 170
(H2O)12 197 205
(H2O)15 203
(H2O)18 198
(H2O)20 218 200
(H2O)30 210
(H2O)35 230
(H2O)36 235
we also tried our simulations using the same DFTB method on the global minimum geo-
metries of TIP4P shown in Fig. 5.4 [130]. The same procedure described above was used
on this method. The melting curves for these global minimum structures are shown in
Fig. 5.14-5.20. Some of these new configurations of the global minimum structure show
differences in the region where the melting takes place. The plot of melting temperatures
as a function of the cluster size n in this case shows, in comparison with the previous
calculations, a small increase in the melting temperature above the cluster of the same
number of atoms but different geometry.
Just as melting and cooling of other systems, water clusters also shows some hysteresis
as illustrated for the tetramer (n = 4) in Fig. 5.21. We tried to cool this highly disor-
dered cluster from high temperature to the low temperature following the path of initial
heating. While the heating shows the average melting temperature of 195 K, the average
freezing temperature is about 180 K as shown in Fig. 5.21.
Figure 5.22 illustrates the summary of these two different configurations. The result is
not surprising because the global minimum configuration is more stable and has stron-
ger binding energy than a corresponding local minimum counterpart. Therefore, a higher
temperature is required to dissociate these clusters from their original ordered arrange-
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Figure 5.13: The melting temperatures against the number of molecules. Both results of our DFTB
calculations and simulations using the CPAP and TIP4 classical additive pairwise potential, (CPAP) are
plotted. Also shown is the Tm value obtained with the SPC model.
ment to a disordered configuration. This observation explains the fact mentioned earlier
that melting could depend on the initial configurations of the cluster under study and
also the potential used in the calculation.
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Figure 5.17: Energy and δOO(T ) versus temperature, T(K), for global minimum geometry of TIP4P
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Figure 5.18: Energy and δOO(T ) versus temperature, T(K), for global minimum geometry of TIP4P
for n = 15, 16 and 17.
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6 Liquid water and other hydrogen bonding
solvents
Our aim in this Chapter is to present our main results based on the applications of den-
sity functional theory to describe the results of structural and dynamical properties of
liquid water and crystalline ice from molecular dynamics simulation through the analysis
of calculation of radial distribution functions as discussed in Chapter 4 4. Also investiga-
ted in this Chapter are the applications of lattice dynamics discussed in Appendix A.1
to a hexagonal tetrahedrally coordinated type of ice through the analysis of the phonon
spectra. Because of the complication of the ordering network of the hydrogen bonding in
ice, the use of the hexagonal Brillouin zone (BZ) in the phonon dispersions calculations
is arbitrary since such BZ does not actually exist for ice. Our calculated phonon dispersi-
ons are investigated along kx direction of the cell with cubic symmetry since the physics
results do not differ for the modelled BZ of this structure. It is also stressed that in our
calculation of phonon dispersions the polarization charges of water molecules arising from
dipole-dipole interactions were not taken into account in the version of the VASP code
we used, which is expected to give rise to the so-called longitudinal/transverse optical
(LO/TO) splitting at the Γ-point of the BZ.
The molecular dynamics calculations of other hydrogen bonding liquid methanol briefly
presented in this Chapter through the analysis of radial distribution functions from mo-
lecular dynamics simulation is to serve as a benchmark for calculation of other organic
compounds such as cyclodextrin and its complexes comprising the same type of elements
to be discussed in Chapter 7.
6.1 Some general features of water
As stated before liquid Water is of crucial important to life. It is so important that
most biomolecules would not work at all or even maintain a three-dimensional structure
without a surrounding solvent. How does this come? A single water molecule in its liquid
state is tetrahedral, a property which might not be entirely evident from the usual way
of drawing the oxygen and hydrogen atoms. This geometry is explained by the electronic
configuration of the oxygen which is referred to as sp3 hybridization, meaning that there
are four equivalent valence orbitals, just as in methane CH4 or ammonium ion (NH
+
4 ).
The oxygen atom is located at the center of the tetrahedron, the hydrogen atoms in
two of the apex sites and two pairs of non-bonding electrons form the other two. Since
oxygen is more electronegative than hydrogen, the electrons in the bonds will be displaced
slightly towards oxygen. The two bonds in the molecules are therefore polarized and
have permanent dipole moments directed from oxygen (negative) to hydrogens (positive).
Another two dipoles are formed with their positive ends at the oxygen, extending towards
each of the non-bonding pairs of electrons. In the presence of other charged or polar
molecules, all these dipoles will become considerably stronger due to the external field.
The vacuum dipole moment of an isolated H2O molecule has been calculated with our
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DFTB code, the calculated value is 1.63 Debye for a single isolated molecule and the
calculated bulk value is 2.001 Debye while the experimental average value is 1.86 Debye
[140]. Water is thus not only polar, but also highly polarizable, which explains its effective
screening possibility and very high dielectric constant ²r ≈ 80 relative to vacuum. The
index r below ² symbolizes the value relative to vacuum since 0 is used for vacuum
itself. This means it is quite hard to perform accurate simulations of water molecules.
The interplay between water molecules is dominated by electrostatic interactions of these
dipoles. Their most favourable configuration is achieved when the dipole in the O-H
bond is aligned with the dipole moment of the non-bonding electrons on a different water
molecule. Such dipole-dipole interaction brings the hydrogen and oxygen atoms of the two
molecules so close to each other such that a weak bond is created. These hydrogen bonds
form a very complex network among the water molecules. Even in liquid water there are
about 1.7 hydrogen bonds on average per molecule, not far from the value of 2 found in
perfect ice. The thermal motions of the atoms in liquid water at room temperature are
large enough so that a typical pair of these bonded molecules will separate and form new
bonds in clusters with other neighbours [141] in a time of roughly 4 ps. There are also
smaller displacements of the molecules, corresponding to deformations or transient breaks
in hydrogen bonds, which occur on a shorter time scale. As a result of this underlying
molecular mobility, bulk water behaves as a moderately viscous fluid except at times
below 0.1 ps, where the rigidity of the hydrogen bond network becomes apparent [142].
6.2 Calculated electronic density of liquid water
The Kohn-Sham equations (discussed in Section 2.2.2) can be solved for different liquid
configurations leading to a thermal-averaged densities of states defined by the relation
D(²) =
〈∑
i
δ(²− ²i)
〉
(6.1)
The distribution of Kohn-Sham eigenvalues for the occupied and for some unoccupied
levels is illustrated by the calculated full density of states of liquid water at 298 K states in
Fig. 6.1. Three sharp peaks centered at respectively at -19.0, -12.0 and -1.5 eV respectively
are observed with a broad manifold starting at -5.5 eV terminating with a sharp peak of
highest occupied molecular orbital states at -1.5 eV. The unoccupied molecular orbital
region has a broad peak in the region between 2 and 12 eV. The position of the Fermi
level is indicated by the arrow.
6.3 Molecular dynamics study of liquid water
Because of its special importance, liquid water at room temperature has received conside-
rable attention in the ab-initio molecular dynamics literature. Obtaining accurate RDFs
compared to experimental measurements has proved to be challenging because of the
difficulty of extracting these quantities directly from the neutron and X-ray diffraction
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Figure 6.1: Electronic density of states of water together with the integral over the number of states
calculated using VASP. The arrow marks the position of the “Fermi level” which separates the occupied
states from the unoccupied states.
Figure 6.2: 32 molecules of water in the boun-
dary cubic box of length 9.78 A˚.
data. However, the most recent studies have shown that reasonable agreement is obtained
with experimental data, using a system of 64 water molecules. In our present work, we
have calculated the RDFs of 32 molecules water using VASP and SCC-DFTB method. A
simulation length of 4 ps was considered using a time step of 0.5 fs. In order to simulate
the real density of liquid water, we used the fact that n molecules of water at standard
temperature and pressure occupies an approximate volume of(
M
ρ
× 10
24
6.02× 1023
)
× n in A˚3, (6.2)
where M is the molecular mass of water, which is 18 g and ρ is the chosen density which
is 0.997 gcm−3. Therefore, for 32 molecules of water, we have chosen a cubic box of length
9.78 A˚ for the corresponding density of 0.997 gcm−3. The calculated oxygen-oxygen radial
distribution calculated with VASP agrees fairly well with the neutron diffraction data;
the position of the first peak of gOO(r) is found to be at 2.8 A˚. The positions of the
peaks predicted by using the DFTB method agrees with experimental predictions but
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Figure 6.3: Plots of the radial distribution functions gOO(r), gOH(r) and gHH(r) of real liquid water of
32 molecules for DFTB, VASP and neutron diffraction scattering data [143]. The gOO(r) in this picture
shows broader behaviour in the second peaks compared to the corresponding peaks of the water clusters
in Fig. 5.12 above the melting temperature.
the heights of the peaks show over-structure due to the inbuilt approximation of the
method.
6.3.1 Properties of liquid water at various temperatures
Both static and dynamic properties of liquid water were studied at different thermo-
dynamics conditions. Among the static properties of interest studied are partial radial
distribution functions and the variation of the strength of hydrogen bonding formation as
the temperature increases. In order to study these structural behaviours of liquid water
at various thermodynamics conditions, we started our simulation with an ensemble of 32
molecules of water in the box shown in Fig. 6.2. Since it is quite expensive by ab-initio
calculations to obtain the crystalline structure of ice upon cooling from the low order
phase of liquid water in order to obtain the long-range order-like ice structure, such as, as
shown in Fig. 6.4, a special rule of ice formation [144] is used as will be discussed in the
next Section. The main difference between liquid water and ice is that liquid water has
a partially ordered structure in which the hydrogen bonds are constantly being formed
and breaking, while on the other hand ice has a rigid lattice structure. Also, in ice each
water molecule forms four hydrogen bonds with O—O distances of 2.76 A˚ to the nearest
oxygen neighbour. The O-O-O angle is 109◦, typical for tetrahedrally coordinated lattice
structures. The hexagonal form of ice is found naturally, although there are more than
thirteen different forms of crystalline ice which are known (see Appendix A.2). The main
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c−axis
Figure 6.4: Relaxed crystalline structure of ice.
calculation done with VASP, which agreed fairly well with the experimental data of neu-
tron diffraction of Soper [143], are shown in Fig. 6.3. In addition, test calculations were
done with the DFTB method. In our molecular dynamics simulation we used the struc-
ture shown in Fig. 6.2 in a periodic box of dimension 9.7× 9.7× 9.7 A˚3. The MD results
have been obtained from MD-runs for a time of about 3000 fs. The RDFs of the structure
of cold and ambient water and super-heated and supercritical water, which correspond to
the high density and low density, respectively, were compared at various temperatures.
The pronounced first and second peaks of RDFs at low temperature are an indication of
the extent of the strong hydrogen bonding existing within the molecules. The positions
of the peaks predicted by both VASP and DFTB calculations methods are comparable
to the experimental results, but VASP results give the correct heights of the peaks which
are well comparable to the experimental data. As the temperature is raised above the
normal boiling point, the water network becomes progressively more disordered, so that
by 573 K, it has largely disappeared, and the hydrogen bonding network itself is consi-
derably weakened, as can be seen in Fig. 6.5, 6.6, 6.7 and 6.8, which show the behaviour
of liquid water at various temperatures compared with experimental data. The weakness
of the structure can be seen from the disappearance of the peak at 4.35 A˚ (VASP result)
in gOO(r), in addition there is weakening of the first intermolecular peaks in the gHH(r)
and gOH(r). At 673 K the OH peak has weakened to the point of becoming a shoulder
rather than a distinct peak especially for VASP. This analysis is in agreement with the
experimental analysis of supercritical data of Soper et. al. [145], where it was claimed that
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Figure 6.5: Oxygen-oxygen radial distribution functions, gOO(r), together with n(r) of 32 water mole-
cules at various temperatures.
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Figure 6.7: Hydrogen-hydrogen radial distribution functions, gHH(r) of 32 water molecules at various
temperatures.
there is complete breakdown of the hydrogen bond under this condition. Other ab-initio
simulations using the Car-Parinello approach also confirm this agreement with experi-
ment [146]. Also shown in each of Figs. 6.5 and 6.6 along with gOO(r) in dashed line
are the corresponding integration numbers n(r) calculated according to Eq. (4.39) and
discussed in Section 4.6.1. It can be noticed that at low temperature (from 220 K) to
room temperature (298 K) n(r) decreases gradually with the hump in the middle and
become completely flattened out at high temperature in the supercritical region (from
423 K to 673 K). The inflexion point of n(r) occurs at around 4 in gOO(r) at the position
of the minimum of gOO(r) of about 3.25 A˚ at 298 K. This experimental value of position
taken from Ref. [147] occurs in gminOO (r) at 3.5 A˚ with n(r) equal 5.2 at 298 K. The degree
of coordination which decreases at higher temperature (from 423 K to 673 K), as can
be seen in the disappearance of humps of n(r), also reveals the important role of the
hydrogen bonding in the coordination of liquid water.
Several analysis have suggested that the height of the OH peak is not a reliable measure
of the degree of hydrogen bonding in water [148–150], and several geometric or energetic
or combined geometric and energetic definitions are used. Unfortunately, such definiti-
ons cannot be applied directly to measured site-site correlation functions, but a sensible
geometric definition can be applied to establish the degree of hydrogen bonding in the
real liquid. In our work we have used the assumption that a hydrogen bond occurs if the
separation of the oxygen atoms on neighbouring water molecules is less than 3.5 A˚ and
6.3 Molecular dynamics study of liquid water 107
0 1 2 3 4 5
0
1
2
3
g O
H
0 1 2 3 4 5
0
1
2
3
g O
H
NDS data
VASP
0 1 2 3 4 5
0
1
2
3
g O
H
0 1 2 3 4 5
0
1
2
3
g O
H
0 1 2 3 4 5
r (Å)
0
1
2
3
g O
H
0 1 2 3 4 5
r (Å)
0
1
2
3
g O
H
220 K
268 K
298 K
423 K
573 K
673 K
Figure 6.8: Oxygen-hydrogen radial distribution functions, gOH(r), of 32 molecules of water at various
temperatures.
the O...H-O angle θ is greater than 150◦ [151]. In this case, the angle θ = 0 corresponds
to the O-H bond of the molecule pointing directly away from the neighbouring oxygen,
while θ = 180◦ corresponds to the O-H bond of one molecule pointing directly towards
a neighbouring oxygen. Thus a high degree of hydrogen bonding will show up as pro-
nounced peak at θ = 180◦ in the bond distribution. Figure 6.9 shows the distribution of
O..H-O angles as a function of cos θ calculated with VASP and DFTB for some ther-
modynamic states at different temperatures. Clearly, from both methods of calculation,
there is a pronounced decrease in the degree of hydrogen bonding as the temperature
increases (i.e., as the density of water falls). This does not however vanish entirely at
673 K, i.e., above the so called super-critical temperature, as might be supposed on the
basis of the height and shape of the first peak in the OH correlation function of neutron
diffraction data shown in Fig. 6.8, and the width of the distribution of hydrogen bond
angles increases only slowly with increasing temperature. By carefully looking at Fig. 6.9,
we notice that the hump is centered around cos θ = 0.22 for DFTB and 0.26 for VASP at
250 K temperatures and is smeared out at the higher temperatures. This is an evidence
of the loss of long range coordination as the temperature increases.
In addition to the static structure properties of water at various temperatures, we al-
so investigated the dynamical properties such as self-diffusion calculated according to
the Eq. (4.46) at different temperatures for liquid water containing 32 molecules in a
simulation box. The result of the self-diffusion supports this analysis of the picosecond
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Figure 6.9: Plots of the distribution of the cosine of angle θ between the intermolecular O-O direction
and the intramolecular O-H direction at different temperature using VASP and DFTB.
time-scale dynamics. Figure 6.10 shows the plots of mean-square-displacement of liquid
water at various temperatures. The diffusion coefficients can be estimated from the slo-
pe of mean-square-displacement against time in order to compare the self diffusion at
different temperatures. Fig. 6.11 shows the variation of the diffusion coefficient (D) of
water calculated from the slopes of ∆r2 vs. time (t) in Fig. 6.10 with temperature. The
diffusivity obeys the natural law from the observation in Fig. 6.11 in which the diffusion
increases with temperature but is not completely linear at very low temperature because
of anomalous behaviour of water. The value of the diffusion coefficient obtained at 298
K, D ≈ 0.23 A˚2ps−1, compares well with the transport rate, D ≈ 0.24 A˚2ps−1, obtained
from the experiment [152]. Though it is known that if the liquid water is sufficiently cold,
its diffusivity increases upon compression. Pressure disrupts the tetrahedral hydrogen-
bond network, and the molecular mobility consequently increases [153]. In contrast, the
compression of most other liquids leads to a progressive loss of fluidity as molecules are
squeezed closer together. The anomalous pressure dependence of water’s transport co-
efficients occurs below 283 K for the diffusivity and below 306 K for the viscosity, and
persists up to pressures of around 2 kbar. Our inability to observe this effect is that there
is no pressure constraint in our calculation. The quantitative physical explanation for
this anomalous pressure dependence is Le Chatelier principle: When a thermodynamical
system is at equilibrium and external conditions are altered, the equilibrium will adjust
so as to oppose the imposed change. Recent molecular dynamics simulations of diffusion
show that as the temperature is lowered into supercooled region, motion becomes increa-
singly complex. During a randomly selected picosecond time interval in low temperature
simulations, most of the water molecules are not translating; instead, they are confined
or “caged” by the hydrogen-bonded network. A small fraction of the molecules, however,
are breaking out of their cages. [153].
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Figure 6.10: Mean square displacement of liquid water containing 32 water molecules at various tem-
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6.3.2 Spectral analysis of liquid water
The vibrational spectra of aqueous systems are an important source of information on
the hydrogen bonding. For example, the shift and broadening of the OH stretch is a
reliable measure of the hydrogen bonds. The vibrational properties of liquid water was
studied through the calculation of the velocity-velocity autocorrelation function calcu-
lated according to Eq. (4.44) from which the spectrum in Eq. (4.43) is obtained by
Fourier transformation. The calculated spectrum obtained for our liquid H2O is shown in
Fig. 6.12. Three peaks are observed at ω = 800, 1600 and 2800 cm1. They correspond to
the H-O stretching mode, the bending mode and the librational and vibrational modes,
respectively. The stronger hydrogen bond leads to a higher librational mode. The result
can be related with the neutron scattering data experiment [154], though there is a small
discrepancy in the height of the third peak which is too small.
6.4 Molecular dynamics study of crystalline ice structure
Here we present the structural behaviour of ice from the results of molecular dynamics
simulations calculated at two different temperatures for comparison with the available
experimental data. It is quite computational expensive to obtain the ice configuration
from a super-cooled liquid water using the ab-initio code. Also one needs the external
constraint such as pressure in order to achieve this purpose. However, in the version of
VASP code we use there is no such constraint which allows to alter the pressure of the
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Figure 6.11: Variation of diffusion coefficients (D) of water calculated from the slopes of ∆r2 vs. time
in Fig. 6.10 with temperature.
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Figure 6.12: Vibrational density of states of liquid water at 300 K calculated from the velocity auto-
correlation function with VASP.
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are 6 different ways to arrange 
hydrogen
Figure 6.13: The tetrahedral unit from which the hexagonal ice is created.
system as we do for the temperature case. Figures 6.5, 6.6, 6.8 and 6.7 show the radial
distribution functions of both the super-cooled like liquid obtained from VASP molecular
dynamics calculation and the neutron diffraction scattering data (NDS) of ice at 220 K.
The radial distribution function of oxygen atoms, oxygen-hydrogen atoms and hydrogen-
hydrogen atoms for liquid VASP water at 220 K matches fairly well with the experimental
data reported by Soper [143]. In order to investigate the structural properties of ice, we
started with the construction of ice using the Bernal and Fowler rule [144]. The rule is
based on a statistical model of the position of hydrogen atoms produced by Pauling [155]
based on the six possible configurations of hydrogen atoms within Ice Ih. It is defined as
ideal crystal based on the assumptions that:
• Each oxygen atom is bonded to two hydrogen atoms at a distance of 0.95A˚ to form
a water molecule;
• Each molecule is oriented so that its two hydrogen atoms face two, of the four,
neighbouring oxygen atoms that surround in tetrahedral coordination;
• The orientation of adjacent molecules is such that only one hydrogen atom lies
between each pair of oxygen atoms;
• Ice Ih can exist in any of a large number of configurations, each corresponding to a
certain distribution of hydrogen atoms with respect to oxygen atoms.
The Figure shown in Fig. 6.13 satisfies one out of the six possible orientations of protons
of the central water molecule according to this rule. Each of the oxygen atoms can be
linked to another oxygen by the combination of a covalent bond plus a hydrogen bond
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Figure 6.14: Plot of energy against the volume of the unit cell of ice structure. The estimated minimum
volume ≈ 236 A˚3. The values of the lattice constants are a = 6.1568 A˚, b = 6.1565 A˚, c = 6.0816 A˚ with
c/a ratio ≈ 0.988.
to form tetrahedral arrangement of oxygen atoms. A unit cell of this ice was prepared
in a cubic box with 8 molecules of water. All the atomic degrees of freedom were rela-
xed using VASP with the projected-augmented wave (PAW) formalism at high precision.
The optimum Monkhorst Pack 4× 4× 4 k-point was used in addition to the generalized
gradient approximation (GGA) of Perdew-Wang 86 in order to describe the xc and to
give good description of the hydrogen bonding of water. We used a high energy cut-off
of 500 eV because hydrogen atoms require a larger number of planes waves in order to
describe localization of its charge in real space. The lattice constants of the unit cell were
calculated by plotting the energy against the volume as shown in Fig. 6.14. The estimated
minimum volume ≈ 236 A˚3. The estimated values of the lattice constants are a = 6.1568
A˚, b = 6.1565 A˚, c = 6.0816A˚. The values of a ≈ b 6= c which implies that the relaxed
structure is tetragonal with c/a ratio ≈ 0.988. The experimental lattice constant reported
in Ref. [9] is 6.35012652 A˚ for a cubic geometry.
The final geometry obtained was used for studying the lattice dynamics of this structure
and the molecular dynamics simulation at two thermodynamic temperatures. For molecu-
lar dynamics simulation, the final relaxed geometry was replicated in all directions using
the calculated value of the lattice parameters to produce 64 molecules of water which
forms the hexagonal structure shown in Fig. 6.4. Here the molecular dynamics simulati-
on was done for the Γ-point only in a cubic box of dimension 12.411356 × 12.411356 ×
12.259675 A˚3 corresponding to the density 1.01 gcm−3 to be compared to the real density
of ice Ih and ice Ic which is 0.92 gcm−3. Molecular dynamics was carried out for 3 ps using
a time step of 0.5 fs. The angle H-O-H of ice structure was compared with liquid water at
the different temperatures as can be seen in Fig. 6.15. For ice structure, the H-O-H angle
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Figure 6.15: Distribution of H-O-H angle in ice and water (in arbitrary unit). The comparison is done
for the ice at 220 K and liquid water simulated at room temperature (298 K) and at high temperature in
the supercritical regime. The H-O-H angles of ice structure are larger compared to those of liquid water.
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Figure 6.16: Radial distribution functions gOO and gOH at 100 K and 220 K obtained with VASP.
There is a gradual loss of long-range order at 220 K as can be noticed in its 2nd and 3rd peaks of gOO
when compared to the results for 100 K.
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Figure 6.17: Radial distribution functions gHH at 100 K and 200 K obtained with VASP. There is a
gradual “loss of peaks” observed for temperature 100 K at 2.5, 4.4, 4.8 and 5.4 A˚ due to the loss of
long-range order as the temperature increases.
was found to be 107.8◦ compared to liquid water case at different temperature or isolated
water molecule also calculated with VASP which is found to be 104.5◦ and 105.4◦ degree,
respectively, as can be seen in Fig. 6.15. The angle shown by solid ice is an indication
that the oxygen centre preserves its tetrahedral structural units. Also, the range of the
angular distribution for the high temperature water (or supercritical water) is wider and
broader than the corresponding liquid water at ambient temperature and the solid ice
cases.
The radial distribution functions for the solid ice accumulated over a 3 ps run are plotted
at two different temperatures, 100 K and 220 K. The gOO and gOH in Fig. 6.16, and gHH in
Fig. 6.17 at 100 K, all exhibit the long-range like order when compared to the short range
orders of liquid water obtained in Fig 6.5- 6.8 in the previous Section. There is a well pro-
nounced first peak of gOO at 2.75 A˚ at 100 K and also the position of the first minimum
is deeper when compared to the liquid water radial distribution functions. This result
is comparable to the result obtained using the classical TIP4P modelled potential [10].
The result of the radial distribution function of oxygen atoms, gOO, oxygen-hydrogen
atoms gOH (Fig. 6.18), and hydrogen atoms (Fig. 6.19) at 220 K were fairly comparable
with available neutron diffraction scattering data of Soper [143]. The position of first
peak (VASP calculation) shows very little difference from 100 K while the height of the
peak is lower for 220 K due to the effect of entropy increase of the hydrogen atoms which
results from re-orientation of protons that tends to force apart more oxygen atoms to a
larger distance. The positions of the second minimum for 100 K and 220 K solid ice are,
respectively, 4.8 A˚ and 4.9 A˚. The experimental result is slightly shifted to the right to
the value 5.1 A˚ for 220 K. The deviation from experimental value might be due to the
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Figure 6.18: Radial distribution functions gOO and gOH at 220 K obtained with VASP, compared to
neutron diffraction scattering data (NDS) [143].
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Figure 6.19: Radial distribution functions gHH obtained with VASP at 220 K compared to neutron
diffraction scattering data (NDS) [143].
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phase of crystalline ice under consideration.
6.5 Lattice dynamical properties of ice
Numerous attempts have been made for the past decades to understand the nature of
the lattice vibrations of ice, in particular, ice Ih [156]. Experimental information has be-
en obtained from infrared absorption [157], Raman scattering [158] and both coherent
and incoherent inelastic neutron scattering [159,160]. On the theoretical side, three basic
approaches have been adopted to study the lattice modes. The earliest studies involved
the application of lattice dynamics to hypothetical proton ordered structures [157, 160].
Later workers used lattice dynamics to study more realistic orientationally disordered
structures [161, 162]. The most recent work has utilized the molecular dynamics simu-
lation techniques [163]. Many of these theoretical studies involved the use of classical
modelled potentials through empirical method in order to describe the interaction of the
system [156,164]. As result of all these works, the overall features of the lattice mode vi-
brational spectrum in the translational region (0-300 cm−1) and in the librational region
(450-950 cm−1 ) are reasonably well understood. Potential-based empirical modelling has
had some success towards the end, but to date, there are no empirical potentials capa-
ble of ice dynamics and related properties across its whole spectra range and describing
certain key spectra features. The ab-initio method has recently gained ground not only
because of its reliability in the study of static and dynamical properties of ice [11, 12]
but also because it allows to model some important features such as periodic ice structu-
res [13], and also allows to probe the nature of hydrogen bond in different geometries [14].
Our present study makes use of VASP in order to understand the microscopic nature and
lattice vibrations of ice.
6.5.1 Phonon calculation of ice
In this study phonon dispersion curves are calculated by using the PHONON package
developed by K. Palinski [165] which has been designed to take input data of Hellmann-
Feymann forces calculated with the help of an ab-initio electronic structure simulation
program. We carried out the lattice dynamics study of ice by using the geometry of
eight-molecule primitive cell discussed in the previous Section. The calculations of force
constants was carried out by considering a 3 × 1 × 1 supercell containing 24 molecules
of water which is obtained by matching 3 tetragonal unit cells. At the first step of the
calculation, the PHONON package is used to define the appropriate crystal supercell
for use of the direct method discussed below (also see Appendix A.1). As done for the
primitive unit cell, all the internal coordinates were relaxed until the atomic forces were
less than 10−4 eV/A˚. The relaxed geometry for a 1 × 1 × 1 supercell from the initial
configurations containing 8 molecules is shown in Fig. 6.20. The starting geometry of the
molecules in the simulation box shown is such that no hydrogen bonds were present but
the positions of oxygen atoms follows the tetrahedral orientation. After the relaxation, all
the protons perfectly point to the right direction of oxygen atoms and make the required
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Figure 6.20: Initial and the relaxed geometry of the unit cell of ice. The ice structure was initially
packed in a cubic unit cell with initial lattice constant taken from the literature [13] to be 6.35 A˚. There
are no hydrogen bonds in the initial prepared structure shown on the left but were perfectly formed after
the relaxation. The relaxed geometry has the values of a ≈ b 6= c which implies that the relaxed structure
is tetragonal with c/a ratio ≈ 0.988.
hydrogen bonds necessary as indicated by the dotted lines in Fig. 6.20 to preserve the
tetrahedral orientation of the ice structure.
Figure 6.21(a) shows Brillouin zone belonging to the relaxed structure of our (model) ice
shown in Fig. 6.20 (for the actual ice structure occurring in nature see Appendix A.2).
Figure 6.21(b) shows the Brillouin zone used in the analysis of the measured phonon
spectra for the model structure of D2O ice. Let us say once again that the relaxed structure
shown in Fig. 6.20 has the long-range orientational order while the actual structure of ice
Ih (see Appendix A.2 ) has no long-range orientational order. Therefore, in the analysis
of the measured phonon dispersion curves of D2O, one uses another model for ice shown
in Fig. 6.4. We have to keep this in mind when comparing our calculated dispersion with
the measured frequencies. For the evaluation of the phonon dispersion curves, we have
used the direct ab-initio force constant method proposed by Parlinski [167], whereby the
forces are calculated with VASP via the Hellmann-Feymann theorem in the total energy
calculations. Usually, the calculations are done on a supercell with periodic boundary
conditions. In such a supercell, a displacement u(0, k) of a single atom induces forces
F(lk) acting on all other atoms,
Fα(lk) =
∑
l′k′β
Φαβ(lk; l
′k′).uβ(l
′k′). (6.3)
This expression allows to determine the force constant matrix directly from the calculated
forces (see Parlinski et. al. ) [165, 167]. The phonon dispersion branches calculated by
the direct method are exact for discrete wave vectors defined by the equation
exp (2piıkL · L) = 1, (6.4)
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Figure 6.21: (I) Brillouin zone for the cubic symmetry used in our VASP calculation of the ice system.
Our phonon dispersions are calculated in [100] kx-direction, (II) The first Brillouin zone for the structure
of ice Ih with origin at the point Γ. ΓA = 1
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a∗, where a∗ and c∗ are the vectors of the
reciprocal lattice [166]. The dispersion curves are commonly drawn along the lines of symmetry ΓA,
ΓM, and ΓK.
Table 6.1: Velocities of sound calculated from the initial slope of the phonon dispersion curves of ice in
[100] direction compared to the experimental result.
×103 m/s Experimenta Theory
vLA 4.04 4.86
vTA 1.80 3.02
aGammonet. al. 1996 [168]
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Figure 6.22: VASP calculated phonon dispersion curves of ice in [100] direction of the cubic symmetry.
The first Figure on the left shows the dispersion relations in the molecular translational region. The right
Figure shows the dispersion relations in the molecular librational region.
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where L = (La, Lb, Lc) are lattice parameters of the supercell. A related technique has
recently been used to obtain accurate full phonon dispersions in highly symmetric structu-
res of Ni2GaMn [169]. For a detailed discussion of this method and theoretical discussion
of lattice dynamics, see the Appendix A.1.
In order to obtain the complete information of the values of all force constants, every
atom of the primitive unit cells was displaced by 0.02 A˚ in both positive and negative
non-coplanar, x, y and z directions to obtain pure harmonicity of the system. We use a
3× 1× 1 supercell which implies that 3 points in the direction [100] are treated exactly
according to the direct method. The points are [ζ00], with ζ = 1, 1/3, 2/3. We calculate
forces induced on all atoms of the supercell when a single atom is displaced from its equi-
librium position, to obtain the force constant matrix, and hence the dynamical matrix.
This is then followed by diagonalization of the dynamical matrix which leads to a set of
eigenvalues for the phonon frequencies and the corresponding normal-mode eigenvectors.
Vibrational density of states (VDOS) are obtained by integrating over k-dependent pho-
non frequencies from the force-constant matrix in supercells derived from the primitive
molecule unit cells.
6.5.2 Phonons and related properties of the crystal ice
The phonon dispersion curves calculated for our ice crystal in [100] direction are shown in
Fig. 6.22 and 6.23 for low lying energy and high energy vibrations, respectively. Accor-
ding to the geometry of the supercell, the low-frequency (or low-energy 0-50 meV) acou-
stic modes can be compared to Renker’s inelastic neutron scattering measurement [170]
along the [0001] direction (ΓA) of hexagonal symmetry shown in Fig. 6.21, taken from
reference [171] though our calculation was done only along the Cartesian direction [100]
of the tetragonal cell. Our transverse and longitudinal acoustic (LA/TA) dispersions are
well behaved when compared to some other modelled calculations or experimental re-
sults [170] in the high symmetry directions ΓA of hexagonal ice as shown in Fig. 6.24(c).
We can also compare our result to the Cote et. al. result in Fig. 6.24(b) [11], where
they have recently used the ab-initio method to obtain the phonon dispersions in the
translational frequency range for the ice structure in the Brillouin zone of the orthor-
hombic eight-molecule unit cell. Altogether our LA and TA dispersions are better than
Cote’s LA/TA in comparison to the experimental curves in Fig. 6.24(c). Our dispersion
curves in [100] direction can as well be compared to the dispersion curves obtained using
a dynamical model with two force constants to describe the low frequencies of vibrations
of hexagonal ice as proposed by Faure [172].
Although everywhere along the Γ-point, our dispersions are completely degenerate in the
optic region whereas Cote’s dispersions in Fig. 6.24(b) show some splittings, the so-called
longitudinal/transversal optic (LO/TO) splittings whose origins is explained below, while
at the zone boundary, some of the dispersions are non-degenerate unlike our results. This
might be due to the fact that when the LO/TO splittings were taken into account in
their calculations, they were over-estimated. Our inability to reproduce these splittings
at the Γ-point is due to the direct method approach in which absolute periodicity of the
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Figure 6.23: VASP calculated phonon dispersion curves of ice in [100] direction of the cubic symmetry.
The first Figure on the left shows the dispersion relations in the bending region. The right Figure shows
the dispersion relations in the higher frequency stretch range.
crystal according to Born-von Ka´rma´n conditions was considered. The splitting of LO
and TO branches for long wavelengths occurs in almost all crystals which are heteropolar
(partially ionic such as GaAs) or ionic (such as NaCl) at the Γ-point, and only for infrared
active modes [173]. The long-range part of the Coulomb interaction causes the splitting of
the k = 0 optic modes raising the frequency of LO modes above those of TO modes. The
long-range part of the Coulomb interaction corresponds to the macroscopic electric field
arising from ionic displacements. Ice is a tetrahedrally covalently bonded polar system
whose dipole-dipole interactions give rise to the electric field when they are disturbed.
The origin of the splitting is therefore the electrostatic field created by long wavelength
modes of vibrations in such crystals. Usually a microscopic electric field influences only
the LO modes while TO modes remain unaltered. The field therefore breaks the Born-von
Ka´rma´n conditions, as a consequence with a direct method only finite wave vector k 6= 0
calculations are possible. Elongated sub-supercells are needed to recover the k → 0 limit
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of the LO phonon branch [165].
Also in our result there are two transverse acoustic branches which are highly degenerate
0 0.2 0.4 0.6 0.8 1
ζ[100] (2pi/a)
0
50
100
150
200
250
300
350
400
Fr
eq
ue
nc
y 
(c
m
-1
)
0 0.2 0.4 0.6 0.8 1
ζ[100] (2pi/a)
0
50
100
150
200
250
300
350
400
Fr
eq
ue
nc
y 
(c
m
-1
)
0
50
100
150
200
250
300
F
re
qu
en
cy
 (
cm
-1
)
Γ Α
TA
LA
(b)(a) (c)
Figure 6.24: (a) VASP calculated phonon dispersion curves of ice in [100] direction of the tetragonal unit
cell compared to (b) dispersion relations in the translational frequency range for the ice structure plotted
along the Cartesian directions from zone center to zone edge in the Brillouin zone of the orthorhombic
eight-molecule unit cell (Cote et. al. [11]) and (c) the experimental dispersion of D2O ice according to
Renker’s model [170]. The difference in scale of (c) from (a) and (b) is due to the isotopic effect because
of difference in the mass of hydrogen and Deuterium atoms.
and a longitudinal acoustic branch. The first optical branch of the dispersion curves is
degenerate with the transverse acoustic branches at energy ∼9.0 meV. The transverse
and longitudinal velocities of sound are calculated from the initial slopes of the corre-
sponding transverse and longitudinal acoustic branches of the dispersion curves at the
long wavelength limit. The experimental values of velocities reported in Table 6.5.1 are
those of longitudinal and transverse sound waves propagating along the c-direction of
single crystals of ice at 257 K. It is well known that velocities of sound depend much on
the direction of propagation and also on the temperature. Inelastic X-ray scattering data
from water at 5 ◦C shows a variation of the sound velocity from 2000 to 3200 m/s in
the momentum range of 1-4 nm−1. The so-called transition from normal to fast sound in
liquid water at ≈ 4 meV, the energy of sound excitations which is equal to the observed
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Figure 6.25: The three normal modes of an isolated water molecule. Motion with frequency ν1 can be
regarded as symmetric stretch, ν2 as bending and ν3 as anti-symmetric [166].
second weakly dispersed mode, was reported to be due to the reminiscent of a phonon
branch of ice Ih of known optical character [174]. We can conclude that our calculated
values of longitudinal velocity, vL is in a reasonable range of velocity of sound in ice
along the [100]-direction chosen for our calculation. We must also stress the fact that
our phonon dispersions were calculated at 0 K. The elastic constants C associated with
the calculated velocities v of sound in the direction of propagation can in principle be
obtained according to the equation
v =
(
c
ρ
) 1
2
, (6.5)
where ρ is the density of the ice crystal. These are related to the other elastic properties
of polycrystalline ice such as bulk, Young’s and shear modulus as well as the Poisson’s
ratio (see Ref. [166]).
6.5.3 How to calculate LO/TO splitting
As mentioned above, elongated supercells (or sub-supercells) are needed to recover the
k → 0 limit of the LO phonon branch in order to break down the Born-von Ka´rma´n
conditions as it is strictly implemented in the direct-method approach [165]. In the
case when the large size of the elongated unit cell is not accessible, one may use the
phenomenological point effective charges and calculate the LO mode frequencies in semi-
empirical way: The displacive particle, specified by three degrees of freedom (x, y, z), could
have electric charge given in the form of Born effective charge tensor Z∗(µ). In polar
crystals the macroscopic electric field leads to a non-analytical term of the dynamical
matrix at wave vector k = 0. In the phonon calculation this non-analytical contribution
is taken into account in approximate form by calculating
DMα,β(k;µν) = Dα,β(k;µν)
+
4pie2
V ²∞
√
MµMν
[k · Z∗(µ)]α[k · Z∗(ν)]β
|k|2
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× exp[−2piig · (r(µ)− r(ν))]
× d(q)exp
−pi2
(kx
ρx
)2
+
(
ky
ρy
)2
+
(
kz
ρz
)2 , (6.6)
where the damping factor is
d(q) =

1
2
1 + cos
pi

√
q21 + q
2
2 + q
2
3√
b21 + b
2
2 + b
2
3
n

 if n ≥ 1.0;
1
2
1− cos
pi
1−
√
q21 + q
2
2 + q
2
3√
b21 + b
2
2 + b
2
3

1
n

 if 0.0 < n < 1.0,
(6.7)
where k =(kx,ky,kz) is the wave vector. In the non-analytical term, k is counted from the
closest Brillouin zone (BZ) centre given by the reciprocal lattice vector g, q = (q1,q2,q3)
is the wave vector. If V is the volume of the primitive unit cell, Mµ, rµ are the atomic
masses and positions within the primitive unit cell, ²∞ is the electronic dielectric constant,
Dα,β(k;µν) is the dynamical matrix given by Eq. (A.16) in Appendix (A.1), constructed
from the force constants or obtained by the direct method from the Hellmann-Feymann
forces. Here b = (b1, b2, b3) is the lattice vector from the BZ center to the Brillouin zone
surface in the direction specified by q. The index n, called power of interpolation function,
allows to model the longitudinal phonon dispersion curve between the Brillouin zone
center and Brillouin zone surfaces. When n > 1.0 the longitudinal dispersion curve will be,
for most wave vectors, closer to the value at the Brillouin zone center, except in the close
vicinity to the Brillouin zone surfaces, where d(q) = 0. The case 0.0 < n < 1.0 describes
the opposite situation, where the dispersion curve reaches the longitudinal phonon mode
only quite close to the BZ center. The ρi = ρki , where ki is the wave vector distance
from BZ center to the BZ surface along x, y and z directions of the Cartesian coordinate
system. The ρ, denoting the macroscopic electric field range factor, is a free parameter
which could further suppress the influence of the second term of Eq. (6.6), once k moves
away from k = g. The dispersion curve calculated with the non-analytical term are
periodic with k in reciprocal space. In practice, one should only introduce the effective
charges and dielectric constant. If the effective charge is considered as a point charge,
then one has to replace tensor Z∗(µ) by a matrix with all diagonal elements equal to
Z∗ij(µ) = e(µ)δij, and set the electronic dielectric constant to ²∞ = 1. The semi-
empirical approach influences only the LO modes, and leaves unaltered the TO modes.
One should also notice that the LO modes contribute very little to the density of states,
since they differ from TO modes only in a small volume of the reciprocal lattice in the
vicinity of the Γ-point.
6.5.4 Vibrational density of state
In order to understand the mode of collective vibration of molecules of water in ice from
spectroscopic point of view, we need to consider the three normal modes of an isolated
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Figure 6.26: Total vibrational density of states (VDOS) of ice based on the lattice dynamics together
with full phonon dispersion curves. The VDOS show all the important regions such as the intermolecular
translational, librational, bending and the stretching frequency range.
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water molecule shown in Fig. 6.25 as phases of water vapour; liquid water and ice consist
of distinct H2O molecules recognized by Bernal and Fowler in 1933, which explained one
of the factors leading to the Pauli model of the crystal structure of ice. The fact that the
forces between the molecules are weak in comparison with the internal bonding results in
a simple division of the lattice modes into three groups involving the internal vibrations,
rotations, and translations of the molecules. The frequency of the first two groups depend
primarily on the mass of the hydrogen or deuterium nuclei, and the frequencies of the
translations depend on the mass of the whole molecule [166]. A free H2O molecule has
just three normal modes of vibration illustrated in Fig. 6.25. The comparatively small
motions of the oxygen atoms are required to keep the centre of mass stationary, and these
motions result in the frequency ν3 being slightly higher than ν1; these depend on the force
constant for stretching the covalent O-H bond, while the bending mode ν2 depends on the
force constant for changing the bond angle. In the vapour the free molecules have a rich
rotation-vibration infrared spectrum [175], from which the frequencies of the molecular
modes are deduced to be:
ν1 = 3656.65 cm
−1 ≡ 453.4 meV,
ν2 = 1594.59 cm
−1 ≡ 197.7 meV,
ν3 = 3755.79 cm
−1 ≡ 465.7 meV.
For ice the band around 400 meV is thus ratified with the O-H bond stretching modes ν1
and ν3. The frequencies are thus lowered from those of the free molecules by the hydrogen
bonding to the neighbouring molecules, but as a single molecule cannot vibrate indepen-
dently, this coupling also leads to complex mode structures involving many molecules.
We can now discuss the vibrational density of states, VDOS for H2O ice based on the
lattice dynamics obtained from the results of our calculation and compare them to so-
me of the well known spectra of ice such as infrared and Rahman spectra and inelastic
neutron scattering data. The total VDOS calculated from the phonon dispersions for our
ice structure is shown in Fig. 6.26. Also shown in Fig. 6.28 is the corresponding partial
VDOS for both hydrogen and the oxygen atoms in the ice system. We note that these
phonon DOS are not complete since the summation is not done over the whole Brillouin
zone, but only in the [100] direction of the cubic symmetry. The distribution of the partial
DOS is given by
gα,k(ω) =
1
nd∆ω
∑
k,j
|eα(k;k, j)|2 δ∆ω(ω − ω(k, j)), (6.8)
where eα(k;k, j) is the α-th Cartesian component of the polarization vector for the k-
th atom; n is the number of sampling points and d is the dimension of the dynamical
matrix [165]. The total VDOS is calculated by summing all the partial contributions. Fi-
gure 6.26 shows the total VDOS together with the full phonon dispersion curves along the
[100] direction. Also shown in Fig 6.27 is the enlargement of the intermolecular frequency
range on which we superimpose the inelastic neutron-scattering spectra data extracted
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Figure 6.27: Enlargement of calculated total vibrational density of states in Fig. 6.26 showing the
intermolecular range of frequencies. The broken line is the inelastic neutron scattering data available
through ref. [11].
from Ref. [11]. The comparison is made with the ice Ih data though our ice structure is
not perfectly hexagonal but still there is very little difference between the neutron data
for ice Ih and ice geometry used in our calculation in the translational region as explained
below. There are well defined separated peaks in the whole range of the vibrations. The
illustrative discussion in Fig. 6.25 can be well understood if we consider the partial DOS
in Fig 6.28. The covalently O-H stretching mode of both phase and anti-phase, analo-
gous to the frequency ν1 and ν3 for isolated free water molecules, can be seen clearly in
Fig 6.28(b) in the energy range (350-410 meV) or frequency range (3010-3400 cm−1). We
can notice that the collective motion of oxygen is almost static when compared to the
collective contributions from the hydrogen atoms. According to the Rahman spectra, a
strong peak is observed at 382.3 meV (3083 cm−1 at 95 K) [157,176] for D2O. If we take
into account the mass difference between deuterium and hydrogen atoms (i.e., isotope
effect), the peaks which are observed at 2950, 3000 (very short), 3250, and 3270 cm−1
are in good range when compared to the experimentally observed values for ν1 and ν3.
In the intra-molecular bending region, analogous to the frequency ν2 for an isolated wa-
ter molecule (1580-1680 cm−1), there is an interesting feature. Our results show that, of
all the contributions resulting from collective motion of hydrogen atoms as contribution
from collective motion of oxygen atoms is recessive, only one of the components of the
collective motions of hydrogen atoms contributes to the intra-molecular bending modes
and it is one that is dominant. Figure 6.28(b) gives an example of such contribution
being dominated mainly by the y-component of the intra-molecular vibration of the O-H.
This means that intra-molecular bending of the angular motion takes place mostly in one
direction.
Tanaka (1998) [177] has identified hydrogen-bond bending modes with negative expansi-
on coefficients associated with this region (also see Appendix A.3). If we go further down
to the low frequency region such as 600-1200 cm−1 called the molecular librational region
and then (0-400 cm−1) called the molecular translational region, where we estimated the
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Figure 6.28: Partial density of states of ice based on the lattice dynamics. (a) shows the x, y and
z components of VDOS for the oxygen atoms in the H2O ice. (b) shows the x, y and z VDOS for
corresponding hydrogen atoms for the whole range of frequencies. It is interesting to notice that in the
intra molecular bending region (1580-1680 cm−1), only one of the components of the VDOS of hydrogen
(say y) dominates while x and z contribute less. The contribution from the oxygen atoms can be regarded
as being completely recessive in this region.
sound velocities from the corresponding phonon dispersion curve, the VDOS peaks of
these modes of vibration agree very well with the experimental observation from inelastic
neutron scattering data. The general agreement of the features in the translational optic
region is good with all the three distinct peaks present at 400, 270 and 105 cm−1 [171].
6.5.5 The boson peak in ice
Vitreous silica, or in general, glasses are amorphous solids, in the sense that they display
elastic behaviour. In the crystalline solids, elasticity is associated with phonons, which
are quantized vibrational excitations. Phonon-like excitations also exist in glasses at very
high (1012 Hz)frequencies; surprisingly, these persist in the supercooled liquids. A univer-
sal feature of such amorphous systems is the boson peak (BP): The vibrational density of
states or low-energy excitations are in excess compared to the Debye squared-frequency
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law. The origin of this anomalous behaviour is still subject of scientific debates. There
have been many experimental investigations to understand the dependence of this be-
haviour such as the densification of the system under consideration [178]. Also recently,
there has been a theoretical study which tries to give a model of harmonic vibrations in
topologically disordered systems based on the so-called Euclidean random matrix theo-
ry (see the Ref. [179]). The high frequency (0.1-10 THz) or energy (0.4136-41.36 meV)
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Figure 6.29: Plot of the VDOS g(E) and the corresponding g(E)/E2 vs. E for the region of translational
mode. The boson peak is found in the low-energy region at 3.5 meV.
excitations has been experimentally shown to have linear dispersion relations in the me-
soscopic momentum region (∼ 1-10 nm−1). A standard way of extracting the BP from
the vibrational spectrum is to plot g(E)/E2 (as done in Fig. 6.29(b)), since in the Debye
approximation g(E) ≈ E2 at low energy. In Fig. 6.29 we show the plot of g(E) and the
corresponding g(E)/E2 in the translational low energy range for the ice geometry in our
calculation. According to the Debye law, it is expected that g(E)/E2 should be constant
for the whole range of energy. This constant relation is only obtained at energies larger
than 40 meV in agreement with the experimental observation range for the BP as men-
tioned above. There is an anomalous sharp tall peak at 3.5 meV which can be ascribed to
the region of low-energy excess vibrational excitation of the so-called BP. The reason for
this peak is still not fully known since we have a crystalline structure for our ice geometry.
The peak reveals the anomalous behaviour of hydrogen bonding in the crystal ice which
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Figure 6.30: The simulation box showing 32 molecules of a liquid methanol. A methanol molecule
consists of CH3 (methyl) functional group covalently bonded with OH (hydroxyl) functional group.
shows similarity in the behaviour as in the results of an inelastic neutron scattering stu-
dy of a crystalline polymorph of SiO2 (α-quartz), and a number of silicate glasses (pure
silica, SiO2) with tetrahedral coordination [180]. Also amorphous solids, most supercool
liquids and the complex systems show this anomalous character [181]. The origin of this
anomalous behaviour of this abnormal peak in non-crystalline solids and supercool liquids
is still subject of scientific debate.
6.6 Methanol structural properties
The molecular dynamics simulations results of both DFTB method and VASP on the
structure of the liquid water at various thermodynamics conditions give a good idea of
the effectiveness and accuracy of VASP method over the DFTB when compared the results
with the experimental data. Methanol (CH3OH) is another important hydrogen-bonded
liquid. Like water, methanol is used as a solvent in many common organic reactions inclu-
ding, in the modification of cyclodextrin derivatives. It is also an industrially important
liquid because of its role in emerging fuel-cell technologies. The structure of liquid me-
thanol has also been determined recently by neutron diffraction [182,183], again, making
partial structure factors and radial distribution functions readily available for comparison
with AIMD calculations. The AIMD simulation protocol employed 32 methanol molecu-
les in a periodic box of length 12.93 A˚ in each direction as shown in Fig 6.30. Fig. 6.31
shows the computed partial radial distribution functions by using both the VASP and
DFTB method compared to neutron scattering data (NSD). For this simulation, a time
step of 1.0 fs was used. The whole length of simulation run was carried out for 1.5 ps.
Though our obtained simulation data were not large enough to get rid-off the fluctuations
in the RDF curves, nevertheless, the simulation results show the ability of both VASP
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and DFTB methods in reproducing the experimental results of the hydro-carbon organic
solvents, which forms a benchmark for calculations of other organic compounds such as
cyclodextrins and their complexes as discussed in the next Chapter.
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7 A first-principles study of inclusion
complexes of cyclodextrins
Here in this Chapter we present our results based on the application of density functio-
nal theory and ab-initio molecular dynamics to the inclusion complexes of cyclodextrins
with the various guest molecules in water as the solvent which provides the driving force
for the complexation. Some of the investigated guest compounds include phenol, aspirin,
chromophore dye and the binaphtols. The very large number of atoms involved in these
complex systems makes the computation to be too expensive especially for VASP and
therefore restricts most of our investigations to be based on the use of the SCC-DFTB
method which is a compromise between simulation of large system size, and the demand
for accuracy simultaneously. In few possible cases VASP is used despite of its computa-
tional cost to check some of the results of DFTB, though some of them are still in good
agreement with the experiments.
7.1 Introduction to cyclodextrins
Cyclodextrins (CDs) are water-soluble cyclic oligosaccharides composed of six (α-), seven
(β-), or eight (γ-) units of D-(+)-glucopyranose units arranged in a truncated cone-shaped
structure as shown in Fig. 7.1 and 7.2. The higher order of these compounds exist in
nature but these mentioned three are the most prominent ones, they exist abundant-
ly and have many important fascinating applications. These molecules were discovered
about 100 years ago and are produced by degradation of amylose by glucosyltransferases,
in which one or several turns of the amylose helix are hydrolyzed off and their ends are
joined together to form cyclic oligosaccharides called cyclodextrins. Cyclodextrins are
one class of the most fascinating naturally occurring molecular receptors to variety of
.
.
.
O−H
Hydrophobic cavity
Hydrophilic Outside
15.4 A
6.4 A
O−H
Topology of beta−cyclodextrin ring
Figure 7.1: Topology of β-cyclodextrin.
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Figure 7.2: Glucose unit from cyclodextrin.
Table 7.1: Some physicochemical properties of cyclodextrins [191]
Property α-CD β-CD γ-CD
no. of glucose units 6 7 8
empirical formula (anhydrous) C36H60O30 C42H70O35 C48H80O40
mol. wt (anhydrous) 972.85 1134.99 1297.14
cavity length, A˚ 8 8 8
cavity diameter, A˚ (approx) ∼5.2 ∼6.6 ∼8.4
heat capacity (ahyd. solid), J mol−1K−1 1153 1342 1568
inorganic and organic molecules, i.e., their internal hydrophobic cavity can host a large
variety of organic and inorganic compounds to form a non covalent host-guest inclusi-
on complex as shown Fig. 7.3. Their exterior, bristling with hydroxyl groups, is fairly
polar, whereas the interior of the cavity is nonpolar relative to the exterior and relative
to usual external environments, water in particular. The chemical reactivity [184, 185]
and the spectroscopic properties [186] of the guest molecules are modified as a result of
the inclusion. The internal hydrophobic cavity and the external hydrophilic rim of the
chemically modified CDs render them ideal for modelling enzyme-substrate binding, drug
delivery [187], catalysis [188], host-guest interaction [189], chiral separation and molecular
recognition in self-assembled monolayer [190].
Table 7.1 lists some of the physiochemical properties of interest of the native CDs taken
from reference [191]. The cavity dimensions given in the table are approximate, being
composites resulting from a molecular modelling treatment of nearly 100 published X-
ray structures of cyclodextrin hydrates and other complexes. We recall from Table 7.2
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Table 7.2: Calculated dipole moments of cyclodextrins (in Debye, D)
Method α-CD β-CD γ-CD
DFTB calculation (on anhydrous) 3.95 2.28 3.17
DFTB calculation (hydrated) 4.82 3.68 7.45
AMI calculation a 7.06 2.03 2.96
aBako et. al. 1994 [192]
that the cavity diameter narrows on proceeding from the secondary hydroxyl rim to the
primary hydroxyl rim and within the cavity the van der Waals radii of the oxygens and
hydrogens show further variability. Measured dipole moments of CDs have not been re-
ported, but several calculated values are available. The results are highly variable. The
calculations of Kitagawa, Sakurai and co-workers [193,194] are based on published X-ray
crystal structures of CD complexes, and the resulting dipole moments are influenced by
the guest. Very large moments in the range of 10-20 D, were obtained and they found
that the CD cavity is highly polarized. Our calculation based on the DFTB method on
the anhydrous cyclodextrins shows the dipole moment values of 3.95, 2.28 and 3.17 D for
α-CD, β-CD and γ-CD, respectively. Bako´ and Jicsinsky [192] used AMI calculations,
the results are shown in Table 7.1. Botsi et. al [195] calculated two different values of
dipole moments, 2.9 D and 14.9 D, for different orientation of the hydroxyl groups.
In general, the orientation of the functional groups in solution are influenced by the in-
teraction with solvents. This may give rise to the intermediate value as reflected in the
calculation done with the DFTB method on the hydrated β and γ-CD. Cyclodextrins are
flexible molecules which are often studied experimentally in aqueous environments such
as water because of their solubility [20]. They are found to crystallize in water hydrates
of variable composition; α-CD is usually encountered as hexahydrate, α-CD.6H2O, which
can exist in crystal form I and II [196, 197], the third (III) has been crystallized from
BaCl2; β-CD exists as the undecahydrate, β-CD.11H2O, and as the dodecahydrate, β-
CD.12H2O, but these integral ratios are idealizations, the actual composition depends on
relative humidity; γ-CD is sometimes described as an octahydrate, but it can crystallize
from 7 to 18 molecules of water; δ-CD with 9 glucose units, (not considered in this work)
has been crystallized as δ-CD13.75H20.
α-cyclodextrin (Form I) has two water molecules in the CD cavity and four molecules
outside the cavity, the positions of the two included molecules are fixed by the hydrogen
bonding to each other O(6) hydroxyl groups. Form II of α is reported to have one water
inside the cavity while form three has 2.57 molecules distributed statistically over four
sites [20, 191] with an occupancy of 0.64 per site. β-CD.12H2O has 6.5 molecules of wa-
ter among eight sites and γ-CD.13.3H2O, has 5.3 waters distributed among the 13 sites
according to the X-ray data results.
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Figure 7.3: Inclusion of a guest within a cyclodextrin host to form a complex.
7.2 Some useful applications of cyclodextrins
The applications of cyclodextrins and derivatives are found to be growing fast in the
pharmaceutical domain. In pharmaceutical industry, CDs have mainly been used as com-
plexing agents to increase the aqueous solubility of poorly water-soluble drugs, and to
increase their bio-availability and stability. In addition, they can be used to reduce or pre-
vent gastro-intestinal or ocular irritation, reduce or eliminate unpleasant smells or tastes,
prevent drug-drug or drug-additive interactions, or even to convert oils and liquid drugs
into micro crystalline or amorphous powders. The ability of CDs to form complexes with
a variety of organic compounds, helps to alter the apparent solubility of the molecules
by increasing it and also, to increase their stability in the presence of light, heat and
oxidizing conditions and to decrease the volatility of compounds through complexation.
Cyclodextrins can also be used as processing aids to isolate compounds from natural
sources and to remove undesired compounds such as cholesterol from food products. It
has also been found useful in chemistry to enhance the sensitivity and selectivity of ana-
lytical methods. Also, CDs encapsulate rapidly deteriorating flavour substances, volatile
fragrances, toxic pesticides, dangerous explosives, and, in some cases, gases. All of these
applications involve inclusion in the CDs cavity. Therefore, a thorough understanding of
the complexation process is important. Our main aim is to use the ab-initio simulation
methods to study the structural behaviour of some of these host-guest complexes whose
applications are well known in order to correlate the results with some of the experimental
findings of induced circular dichroism. Most of the studies of these complexes were carried
out with the DFTB method while in few cases VASP is used despite of its computational
cost.
7.3 Inclusion complexes of cyclodextrins
Inclusion complexes of cyclodextrins with various organic guest compounds are usually
studied both experimentally and theoretically. It is well known that the behaviour of these
guests compounds changes when complexed with various cyclodextrins or its derivatives.
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Starting geometry before CG relaxation The geometry after CG relaxation
Figure 7.4: The geometry of phenol β-cyclodextrin complex showing the starting geometry of the
complex before the DFTB CG relaxation is performed and after the CG relaxation. Water molecules
are omitted for clarity. The starting geometry is flat inside the cyclodextrin but becomes inclined and
partially included after the relaxation. The carbon and the oxygen atoms of phenol molecule are shown
in blue and yellow colour respective for clear illustration.
In this work, we carried out the ab-initio study of various guest molecules complexed with
cyclodextrins. Some of these guests compounds include hydroxyl benzene (phenol), pi-
nacyanol chloride (organic dye), aspirin (acetylsalicylic acid) and a binaphthyl derivative
(2,2’-dihydroxy-1,1’-binaphthyl).
7.3.1 Inclusion complex with phenol
Here we investigated the structural properties of a mono-substituted benzene (phenol,
C6H5OH) complex with β-cyclodextrin in a supercell with periodic boundary conditions
by means of molecular dynamics simulations. The trajectory for this complex was calcu-
lated by imposing a 1:1 host-guest stoichiometry with 50 molecules of water. The adduct
of this compound with β-cyclodextrin is well known [198–200]. Phenol is included with
its molecular axis strongly inclined according to the DFTB conjugated gradient (CG)
result shown in Fig.7.4 and MD performed at 300 K shown in Fig.7.5. The g(r) shown in
Fig. 7.6 indicate the formation of hydrogen bonds between the hydroxyl groups of the top
torus in the BCD and O atom of the guest molecule. These findings are compatible with
the observations of Kamiya et. al. [200] according to whom the phenolic hydroxyl group
is reluctant to enter the hydrophobic BCD cavity and remains in the vicinity of the top
torus with some preferred orientation. The phenol axis is strongly inclined at an average
angle θ = 55◦ as shown in Fig. 7.5 according to the result of DFTB MD simulation per-
formed at 300 K for 800 fs with a time step of 0.5 fs to further investigate the result of
CG relaxation. The starting geometry for the MD simulation was taken from the relaxed
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Figure 7.5: The geometry of the phenol β-cyclodextrin complex showing the results of molecular dy-
namics simulation performed on the relaxed structure obtained by CG relaxation shown in Fig 7.4. The
angle θ illustrates the inclination of molecular axis of phenol with the equatorial surface of β-cyclodextrin.
Water molecules are omitted for clarity. The carbon and the oxygen atoms of phenol molecule are shown
in blue and yellow colour respective for clear illustration.
geometry of CG in Fig. 7.4. The result of circular dichroism data [200] reports the values
of 27.5◦ for the inclination angle of the symmetry axis of phenol from the cavity axis.
7.3.2 Inclusion complex with aspirin
Aspirin (acetylsalicylic acid) is a phenolic acetate ester which was introduced by Bayer to
the world’s market about 100 years ago [201]. It is a well-known molecule with a number
of pharmaceutical applications. It’s synthesis was first described by Gerhardt in 1853.
The drug has its origins in the salicylates and glycosides of Willow Bark which has a long
history of use in the treatment of rheumatic conditions [202]. The molecular formulae of
aspirin compound is C9H8O4. The known structure, containing a non-planar conformer
as shown in Fig. 7.7, has been compared to a number of other low energy structures,
many based on a planar conformer [203]. Ignoring rotation of the methyl groups, aspirin
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Figure 7.6: Radial distribution functions of a complex formed by β-cyclodextrin-phenol. (a) shows the
phenol carbon-BCD carbon RDF. There is a broad peak at around 5 A˚ which shows that the phenol
molecule is located at the central portion of the axis of entry. (b) shows the phenol hydroxyl oxygen(OH)-
BCD glycosidic oxygen RDF. The first peak at around 2.8 A˚ can be compared to the first peak of gOO(r)
of the bulk liquid water discussed in the previous Chapter which signifies the formation of the hydrogen
bond as OH of phenol partially points towards one of the glycosidic oxygen. The rest of the peaks shows
the relative distances of the OH of phenol to the other glycosidic oxygen atoms of BCD. (c) contains the
RDFs of phenolic hydroxyl(OH)- water (OH). There is a small peak appearing at around 3.0 A˚ for the
OH(ph)-OH(W). Exactly at the same position above this peak, there is a OH(ph)-OH(BCD) peak which
shows the hydrogen bond formation between the solvent water and the phenolic hydroxyl group and also
the hydroxyl group of BCD and that of phenol. The rest of the peaks shows the relative distances of
other OH groups in water and in the BCD.
has three dihedral angles that could vary. These are denoted by τ1, τ2 and τ3 as shown in
Fig. 7.7. It is well known from the experiment that only unionized aspirin forms stable
(1:1) inclusion complexes with the various β-cyclodextrins. Nuclear magnetic resonance
(NMR) studies on both unionized and ionized form of aspirin have shown that that in
the complex the benzene ring is located well inside the cavity with the acetyl ester group
protruding from the cavity for the unionized complex, while the ionized complex failed
to form any complex with the β-cyclodextrin according to the same NMR results [25].
Our ab-initio investigation with the DFTB method on aspirin with β-cyclodextrin shows
the formation of a stable complex shown in Fig. 7.8 in agreement with the predicted
orientational geometry in the cavity of BCD. In our study, we carried out the molecular
dynamics simulation of this complex in 50 molecules of water with a time step of 0.5 fs.
A periodic cubic cell of dimension 17.4 × 17.4 × 17.4 A˚3 was used. Two temperatures,
300 and 338 K were considered during the runs. We monitored the dynamic evolution of
three important dihedral angles τ1, τ2 and τ3 as mentioned above. Also, measured during
the molecular dynamics simulation is the weak intramolecular hydrogen bond which gives
extra stability to the aspirin complex. The result at 300 K shows that the OH length in
Fig. 7.9 (a) equilibrates at a distance of 2.23 A˚, which means there is formation of a
hydrogen bond which stabilizes the complex in the hydrophobic cavity of β-cyclodextrin.
The formation of this bond is possible as a result of bond rotation τ1 which also decreases
drastically from the initial value of about 125◦ to about 50◦ according to Fig. 7.9(b).
τ2 decreases to about 10
◦ from its initial angle of 25◦ as shown in Fig. 7.9(c) while τ3
equilibrates to about 163◦ from staring angle of about 160◦. These decreases of dihedral
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Figure 7.7: Molecular structure of aspirin. (a) and (b) are equivalent geometries. (b) is the skeletal
structure of (a). Labels O, C and H denote oxygen, carbon and hydrogen atoms. Also, τ1 represents the
dihedral angle UVWX, τ2, TUVW and τ3, PQRS according to the label.
angles make possible the formation of this weak intramolecular hydrogen bond within
the cavity of the BCD and hence adds to the extra stability of the complex. When the
temperature is increased to 338 K, the initial structure is almost preserved as there is
no change of hydrogen formation between the carboxylic group and the hydroxyl group
of the carbon atom. This is because the τ1, τ2 and τ3 bond rotations are restricted to
the initial geometrical angles of 125◦, 20◦ and 175◦, respectively, as shown in Fig. 7.9(b),
(c) and (d). The restriction of the angles by this temperature keeps the length OH in
Fig. 7.9(a) fixed at the initial starting geometry at 0 fs.
Apart from these geometrical fluctuations of the length and the dihedral angles, we also
analyse the radial distribution functions of this complex at 300 K as shown in Fig. 7.10.
Figure 7.10(a) shows the RDF between the oxygen atoms of water molecules and all
the oxygen atoms of the aspirin gOW−Oasp, together with this plot is, the RDF of the
oxygen atoms of the water molecules (gOW−OW). The peak of gOW−OW is around 2.82 A˚
which compares well to the values observed for bulk liquid water. The peak of gOW−Oasp is
narrower and a little bit shifted to the left to around 2.78A˚. The O-O peaks of aspirin and
water show the formation of hydrogen bonding which tends to add to further stabilization
of aspirin in the hydrophobic cavity of β-cyclodextrin during the formation of the complex.
Figure 7.10(b) shows the RDF of the carbon atoms of aspirin and the carbon atoms (C′)
of BCD. The broad peak is around 5.5 A˚. The range of distance distribution shows the
formation of the complex with total encapsulation in the center of BCD. Figure 7.10(c)
shows the RDF between the oxygen atoms of aspirin with the double bond (=O) and the
hydroxyl group (OH’) of BCD denoted by gO=asp−OH′ , together with this also is the plot
of RDF of glycosidic oxygen (OS) of BCD and the hydroxyl oxygen of aspirin denoted
by gOS−OH. For each curve, the g(r) exhibits a broad peak at distances r ≈ 4 and 4.5
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Figure 7.8: Relaxed geometry of the aspirin-β-cyclodextrin complex calculated using the conjugated
gradient method relaxation of the DFTB code. Water molecules are not shown for clarity. There is slight
puckering of the BCD ring due to its flexibility to allow proper encapsulation of the aspirin guest inside
the ring of BCD. The carbon and oxygen atoms of aspirin are coloured differently for easy identification.
A˚, respectively. The behaviour shows the formation of the adduct between the host and
guest molecules.
7.3.3 Inclusion complex with organic dyes
Organic dyes are molecules with an extended pi-electron system which interact with elec-
tromagnetic radiation in the UV/Vis range with absorption occurring when energy quanta
correspond to the energy gap between the ground (|0〉) and one of the excited states (|n〉).
The UV and visible absorption spectra of a variety of pi-electron chromophores have been
extensively studied and utilized for the acquisition of chemical information [204]. When
dye dimers or oligomers are subject to electromagnetic radiation, the UV/Vis (and pos-
sibly CD) spectra show changes that may be interpreted as chromophore-chromophore
interaction [204,205]. The excitonic interaction between two chromophores a and b splits
the excited state (|n〉) into two energy levels. The energy gap 2Vab which corresponds
to the energy absorbed, D+ -D−, is called Davydov splitting shown in Fig. 7.11. Dye
monomer and dimer inclusion compounds in cyclodextrin cavities have been previously
studied using molecular mechanics technique to investigate the stability of these com-
plexes [206]. The chromophore of interest for our present study is pinacyanol chloride.
This dye otherwise known as bis-(N-ethyl-2-quinolyl)-trimethinium chloride is shown in
Fig. 7.12. The two identical quinolyl units are connected by a trimethine bridge, CH-
CH-CH. This compound has received attention because of its application as a saturable
absorber, mode-locker, and sensitizer in imaging technology [206]. In this study we present
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Figure 7.9: Evolution of (a) weak intramolecular hydrogen bond between carboxylic oxygen and the
hydrogen of OH group of the neighbouring carbon atoms, (b) dihedral angle UVWX (τ1), (c) dihedral
angle TUVW (τ2) and (d) dihedral angle (τ3) PQRS according to the label in Fig 7.7 at two different
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Figure 7.10: Radial distribution functions computed for the complexes of the BCD with aspirin at
338 K. (a) RDF between the oxygen atoms of water molecules and all the oxygen atoms of the aspirin
gOW−Oasp, together with this plot is, the RDF of the oxygen atoms of the water molecules (gOW−OW).
(b) RDF of the carbon atoms of aspirin and the carbon atoms (C′) of BCD. (c) RDF between the oxygen
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gO=asp−OH′ ; together with this also is shown the plot of RDF of glycosidic oxygen (OS) of BCD and the
hydroxyl oxygen of aspirin denoted by gOS−OH.
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Figure 7.11: Schematic energy diagram of the
excitonic (Davydov) splitting.
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Figure 7.12: Pinacyanol chloride dye.
the results of structure optimization and molecular dynamics simulation for the pinacya-
nol dimers in water and γ-cyclodextrin-pinacyanol inclusion complexes.
The calculations in this work were performed in three steps by using the DFTB method:
i. Geometry optimization of the dye monomer.
ii. Optimization and dynamics of the complexed dye dimer in water.
iii. Optimization of the cyclodextrin-complexed dimer with some water droplets.
The starting geometry for γ-cyclodextrin, ‘SIBJAO’, was taken from the Crystallographic
Database [207]. The optimization of the pinacyanol dye monomer was first carried out
using the conjugate gradient (CG) mode of the DFTB code, with the background charge
set to -1 so that the whole system charge was zero. After relaxation the pinacyanol
monomer has a twisted geometry, (symmetry C2) with both dihedral angles N15-C5-C3-
C2 and N16-C6-C4-C2 equal to 173◦. This twist confirms the non-planar geometry of the
isolated unit of pinacyanol dye in its ground state as shown in Fig. 7.13. The calculated
twist with DFT/B3LYB and a 6-31G** basis is 172◦ (K. Kolster, unpublished). The
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Figure 7.13: Geometry of the pinacyanol dye after optimization (Left: front view, right: side view).
pinacyanol dye dimer was constructed from the optimized monomer of Fig. 7.13. To
choose the starting geometry of the dye dimer and the dye dimer-γ-cyclodextrin system,
two alternatives for the relative orientation of the dye monomer are possible (although
more are conceivable) [206]. These alternatives are schematically shown in Fig. 7.14. In
3.5 A 3.5 A 
(I) (II)
o o
Figure 7.14: Dimers (I with diethyl groups placed parallel, II anti-parallel).
(I), the monomers are aligned parallel (highest possible symmetry C2v), in (II) they are
antiparallel (C2h). In the latter, there is less steric repulsion of the ethyl groups since
they are on opposite sides of the complex. The initial distance between the two monomer
units was taken to be 3.5 A˚, which is close to the distance between the neighbouring
layers in graphite. The arrangements (I) and (II) were allowed to relax in a simulation
box containing eighty molecules of water. For the complexed dimer the cyclodextrin ring
was located at the central portion of the methine chain of the dye, and the total system
was then optimized with a few droplets of water molecules. The variation of geometry
and relative orientation of the two monomers in the uncomplexed dimer and the dimer
included in cyclodextrin was followed during the calculation by measuring the dihedral
angles N15-C5-C3-C2 and N16-C6-C4-C2 of each monomer unit and the angles between
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the planes of the dimer which is the twist of the planes with dihedral angles (C21-
C22-C22′-C21′) or (C19-C20-C20′-C19′) (the prime on the labelled atom indicates the
second identical monomer unit; we make reference to Fig. 7.12 for labeling the atoms).
This twist was set to zero at the start of the relaxation and changed in response to the
CG relaxation as can be seen in Tables 7.3 and also for the changes in dihedral angles
of individual monomer units of the dimer as shown in Table 7.4. Molecular dynamics
Table 7.3: The twist of the planes measured along planes between the line C21-C22 for the first monomer
and C22′-C21′ for the second monomer. It is also repeated for C19-C20 and C20′-C19′ for comparison.
Refer to Fig. 7.12 for labeling of the atoms. The results were taken after the CG relaxation.
C21-C22-C22′-C21′ C21-C22-C22′-C21′
Uncomplexed dimer↑↑ -3.2 -2.9
Uncomplexed dimer↑↓ -6.3 -6.5
Dimer↑↑ in γ-CD 2.7 1.9
Dimer↑↓ in γ-CD 12.2 12.9
simulations were performed at a fixed temperature, 300 K, with a time step of 0.5 fs
starting from the optimized geometry of step (iii) listed above to see the evolution of
the twists of the planes of the dimers in the simulation box of water, since there are
little noticeable changes in this structure after the CG relaxation as can be seen from
Table 7.3, which corresponds to the starting structure for MD shown in Fig. 7.16 and 7.17.
In the dimer, these dihedral angles change both in water and in the cavity of cyclodextrin
Table 7.4: The two major dihedral angles C15-C5-C3-C2 and C16-C6-C4-C2 for the first monomer unit
of the dimer taken after CG relaxation. Refer to Fig. 7.12 for labeling of atoms.
C15-C5-C3-C2 C16-C6-C4-C2
Uncomplexed dimer↑↑ 175.8 171.2
Uncomplexed dimer↑↓ 171.1 -179.5
Dimer↑↑ in γ-CD 169.2 166.6
Dimer↑↓ in γ-CD 165.0 162.4
with the anti-parallel arrangement in which there is less steric repulsion of ethyl groups,
showing a larger change (from 180◦) inside the cavity of cyclodextrin, as can be noticed in
Tables 7.3 and 7.4 and in Fig. 7.15. The results which are reported in Tables 7.3 and 7.4
were taken after the CG relaxation. Table 7.4 shows the twist (change from zero degree)
observed in the dimer. The CG relaxation data presented in these Tables serve as the
starting structure for the MD simulation runs. Figures 7.16 and 7.17 show snapshots after
a MD simulation time of 600 fs of the pinacyanol dyes for arrangements (I) and (II) in
water with parallel and anti-parallel orientations of the monomers. The water molecules
are omitted for clarity of view. The evolution of the distance between the monomers
and the twist of the planes of the dimer against each other during the MD simulations
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Figure 7.15: Geometry of the pinacyanol dimer-cyclodextrin complexes after relaxation, showing that
the monomers in the anti-parallel dimer are distinctly more twisted than in parallel dimer. Water mole-
cules are not shown.
are shown in Figs. 7.18 and 7.19 for both parallel and anti-parallel arrangement of the
diethyl groups. The monomers in arrangement (I) move closer with an average distance of
3.25 A˚ and the distance between the two monomers centers (C2-C2′) of this arrangement
fluctuates non-uniformly during the 600 fs MD simulations as shown in Fig. 7.18(a). The
non-uniform fluctuation is due to the steric repulsion of the ethyl groups leading to an
instability of the average distance. The monomers in arrangement (II) move apart non-
uniformly at the beginning of the molecular dynamics simulation and equilibrate at a
distance of about 4.45 A˚ as shown in Fig. 7.18(b). The twists (C21-C22-C22′-C21′ and
C19-C20-C20′-C19′) in the planes of the dimer show an increase with MD time steps in
both arrangements (I) and (II) as can be seen in Figs. 7.19(a) and (b). The geometry
linked fluctuations suggest the specific mode of interaction between the monomer units of
the pinacyanol dye. This interaction as measured by the twist between the planes of the
monomer units, as calculated from C21-C22-C22′-C21′ and (C19-C20-C20′-C19′), can be
related to the experimental observation of the UV/CD spectra of the chromophores in
which there is a split of the excited states of the monomer units as previously described
above.
7.3.4 Inclusion complex with binaphthyl compound
Binaphthyl (BNP) compounds are sources of the most important family of auxiliaries,
ligands and catalysts employed in the enantioselective reactions. Optically pure binaph-
tols have been extensively used as chiral auxiliary reagents for a variety of asymmetric
reactions [208]. The inclusion complex of these compounds with the three prominent
cyclodextrins (α, β and γ) have been experimentally studied by absorption, induced
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Figure 7.16: Snapshots of the 600 fs movie of the uncomplexed parallel pinacyanol dimer. Water mo-
lecules are omitted.
Figure 7.17: Snapshots of the 600 fs movie of the uncomplexed anti-parallel pinacyanol dimer. Water
molecules are omitted.
circular dichroism (ICD), fluorescence spectroscopy and triplet-triplet absorption spec-
troscopy [209]. Our present study tends to interpret the ICD behaviour in the light of the
complex structures obtained by ab-initio molecular dynamics approach in order to offer
information on these complexes.
Of particular interest of these binaphthyl derivatives studied in our present work, is 2,2’-
dihydroxy-1,1’-binaphthyl. This is a chiral molecule which exits in enantiomeric form as
shown in Fig. 7.20. The second (S) enantiomer was obtained by simple reflection of the
first one (R)· The conjugated gradient relaxation during the DFTB calculations shows
that both the R- and S-BNP preferred a twisted geometry of the aromatic planes to per-
pendicular planes as shown in Fig. 7.20. The twisted geometry has the energy lowered by
about 0.034 eV compared to the perpendicular geometry. The calculation was confirmed
by performing investigations with VASP, which also show a lower energy difference in fa-
vour of the twisted geometry with dihedral angles Φ(C5-C8-C17-C21) equal to 67.3◦ and
-67.3◦ for R- and S-BNP, respectively, while the DFTB method yields respective dihedral
angles of 63.4◦ and -63.4◦. Also measured from the DFTB calculations were the angle
Φ(C21-C17-C8-C5) = Φ211′9′ and bond length C17-C8 (=C1-C1
′) connecting the two bi-
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Figure 7.18: (a) Plot of the distance between the centers of the monomer units in the uncomplexed
parallel dimer as a function of time. (b) Plot of the distance between the centers of the monomer units
in the uncomplexed anti-parallel dimer as a function of time.
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Figure 7.19: (a) Plot of the dihedral angles (C21-C22-C22′-C21′ and C19-C20-C20′-C19′) between
the monomer units in the uncomplexed parallel dimer as a function of time. (b) Plot of the dihedral
angles (C21-C22-C22′-C21′ and C19-C20-C20′-C19′) between the monomer units in the uncomplexed
anti-parallel dimer as a function of time.
phenyl planes as 117.6◦ and 1.4869 A˚, respectively, for the twisted (or bend) conformation
(use Fig. 7.21 for reference labelling or Fig. 7.22) showing the relaxed twisted geometry
of S-BNP. After this, the geometry optimization of S-BNP inside β-cyclodextrin was
investigated. We considered the different topologies of entry of the guest molecules (S-
BNP) inside the host (BCD) in order to search for the possible minima of the complex.
The trial orientations of S-BNP inside BCD were done according to Fig. 7.23. S-BNP
was inserted from both the primary wider end (shown) and the secondary narrower ends
(not shown) in a longitudinal (axial) and transverse (equatorial) direction according to
the same illustration diagram A and B of Fig. 7.23. We focused our attention first on the
calculation of the inclusion complex of S-BNP using the DFTB method. The conjugate
gradient relaxation of (A) and (B) according to Fig. 7.23 was carried out and the energy
of both were compared. This is then followed by the MD simulation in vacuo without
periodic boundary conditions at room temperature starting from the optimized geometry
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Figure 7.20: Enantiomeric pair of binaphthyl (R and S, R = “rectus”-right, S = “sinister”-left).
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Figure 7.21: (R)-BNP for reference labelling.
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Figure 7.22: The relaxed geometry of S-BNP calculated with SCC-DFTB showing the twisted geometry
from two different views. The measured dihedral angles Φ211′9′ between the two naphthalene planes and
the pivotal bond C1-C1′ connecting the two ring systems are also shown.
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Figure 7.23: Sketch of the different topologies for the entry of the guest (S-BNP) molecule inside the
host BCD through the wider end of the cavity. The vertical arrow illustrates the axial entry of BNP in
(A). The horizontal arrow illustrates the equatorial entry of BNP in (B).
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After 2000 fs
After 1000 fs Starting structure of topology (A) 
from  CG relaxation at 0 fs
Figure 7.24: Time evolution of β-cyclodextrin-2,2’-dihydroxyl-1,1’-binaphthyl complex during the MD
run at 300 K (from topology A).
After 1000 fs After 2000 fsStarting structure of topology (B)  
from CG relaxation  at 0 fs
Figure 7.25: Time evolution of β-cyclodextrin-2,2’-Dihydroxyl-1,1’-binaphthyl complex during the MD
run at 300 K (from topology B).
using an MD time step of 0.5 fs in order to monitor how the structure evolves in the
complex. This provides useful information for which of these trial conformations is the
preferred orientation before the final solvation of the complex is done in order to save
computational time. The results of these simulations are shown in Fig. 7.24 and 7.25.
The geometry fluctuations of these structures during the MD run were measured.
The preferred geometries for S-BNP complexed with BCD were then solvated with addi-
tion of 119 molecules of water in the cubic bounding box of dimension 25× 25× 25 A˚3.
The relaxed geometry of the host-guest-water is shown in Fig. 7.26. The conformation
shown in Fig. 7.23 A with docking of the BNP along the axial of the wider cavity is
found to be stable according to Figs. 7.24, 7.25 and 7.27 which show the results of the
complex of S-BNP with BCD in vacuo. The snapshots from movies in Fig. 7.24 show the
encapsulation of BNP in the hydrophobic cavity of BCD. There was deformation of the
BCD structures after 1000 fs before returning to its doughnut shape with BNP always
entrapped in the centre of the cavity. Figure 7.27 shows the instability in the geometry
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Figure 7.26: The relaxed geometry of β-cyclodextrin-binaphthyl in water.
as the BNP evolves from its relaxed complexation with BCD. BNP was totally out of
the cavity of BCD which means that the complexation is not favoured in this equatorial
direction. The diameter flexibility of BCD is not enough to entrap the BNP in this direc-
tion.
We investigated the structural properties of this system during the molecular dynamics
simulation by calculating the radial distribution functions of pairs of atoms constituting
the complex in the solution. Figure 7.28(a) shows the radial distribution functions bet-
ween the water oxygen atoms (OW) and the BCD molecule hydroxyl (OH) and glycosidic
(OS) oxygen atoms. The gOW−OW function is almost equal to that computed for bulk wa-
ter shown in Fig. 6.3. The RDF between the BCD hydroxyl oxygen atoms (OH) and the
water atoms (OW) reveals the existence of two shells of water molecules around BCD
at r = 3.0 (small sharp peak) and r = 5.3 A˚ (broad peak), respectively, as shown in
Fig. 7.28(a) in agreement with the calculation done by Manuza et. al. [210] using the
DLPOLY(2) program. There is a small peak of in RDF of OW-OS at 3.2 A˚ and a broad
peak which becomes flat at 6.0 A˚. Figure 7.28(b) shows the RDFs between BCD hydroxyl
(OH) and glycosidic (OS) oxygen atoms. In the equilibrium conformation the hydroxyl
groups of the BCD molecule link together with the glycosidic oxygens via the formation
of hydrogen bonds, as evidenced by the peaks of gOH−OS(BCD) at 2.9 A˚ (large peak), 4.4
A˚ and 6.0 A˚ in Fig. 7.28(b). Also in this Figure, there are peaks of OS-OS at 4.3 A˚,
7.8 A˚ and 9.8 A˚, which show the relative positions of the glycosidic oxygen in BCD in
equilibrium. Figure 7.28(c) shows the RDFs between the water oxygen atoms (OW) and
the BCD carbons atoms. The first shell of water molecules is around 3.6 A˚ leading to
the first broad peak of gOW−C(BCD). The position of the peak agrees with the report of
about 3.6 A˚ for the methane-water system [211]. The other broad peak occurs at broad
distance of 6.A˚. The picture confirm the hydrophobicity of the inner cavity of BCD. No
water molecules were found inside the BCD cavity due to the hydrophobicity of the cavity
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Figure 7.27: Evolution of the dihedral angle φ(C21-C17-C8-C5) for the trial conformations in A and B.
A1 is the trial from the wider end of the cavity in the axial direction and A2 from the narrower direction.
B1 is the equatorial trial from the wider open and B1 from the narrower in same axial direction. A1 and
A2 shows some stability with regular fluctuations of the φ(C21-C17-C8-C5) while B1 and B2 show some
irregular fluctuations. This can be compared with snapshots shown in Fig. 7.24 and 7.25.
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Figure 7.28: (a) Radial distribution functions between the water oxygen atoms (OW) and the BCD
molecule hydroxyl (OH) and glycosidic (OS) oxygen atoms. (b) RDF between BCD hydroxyl (OH)
oxygen atoms, the BCD hydroxyl oxygen (OH) and glycosidic (OS), and glycosidic oxygen oxygen atoms
of (OS). (c) RDF between the water oxygen atom (OW) and the BCD carbons C atoms. (d) RDF of
the hydroxyl group (OH) of BNP and glycosidic (OS) oxygen atoms of BCD. The first peak at 2.85 A˚
shows the formation of hydrogen bonding with OS atoms of BCD. There are other peaks at around 4.0
and 6.8 A˚ showing the relative positions of glycosidic oxygen atoms with respect to the other glycosidic
oxygen atoms. Also shown in (c) is the RDF for carbon atoms of BNP with carbon atoms of BCD, and
the RDF of the aromatic carbons of BNP and hydroxyl groups of BCD. All these pictures in (c) confirms
the encapsulation of the guest (BNP) molecule inside the cavity of BCD.
and the presence of the guest BNP molecule occupying the central region. Figure 7.28(d)
confirms the formation adduct of the host (BCD)-BNP complex with the formation of
hydrogen bonding between the hydroxyl group of the BNP and the glycosidic oxygen
atoms of BCD as indicated by the first peak in gOH(BNP)−OS(BCD)(r). The position of the
peak is around 2.85 A˚. This indicates the presence of biphenyl aromatic rings of binaph-
thyl inside the hydrophobic cavity of BCD. Water molecules form a network of hydrogen
bonds with both the primary and secondary hydroxyl groups.
In conclusion to this analysis of the molecular dynamics simulations based on the results
of tight-binding density functional theory, we have been able to highlight the interac-
tion between the BCD (host) and the BNP (S enantiomers) guest. The structure of
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the complexation correlates with the data obtained from UV/Vis and circular dichroism
spectral study in which a family of BNP was encapsulated in the biopolymeric matrix
of BCD [209]. The chiral separation ability of BCD on both R and S enantiomers of
binaphthyl is of interest. Many experimental and theoretical studies have been carried
out on varieties of guest compounds which are chiral [212]. The next Section is devoted
to the study of chiral recognition of R- and S-BNP by β-cyclodextrins.
7.3.5 Chiral discrimination of binaphthyl by β-cyclodextrin
In this Section, we study the origin and the degree of chiral discrimination between β- cy-
clodextrin and the enantiomers of BNP. As mentioned in the previous Section, BNP exists
in two enantiomeric forms shown in Fig. 7.20. A couple of these mirror images, which are
not superimposable, constitute an enantiomeric pair. A pair of these compounds, which
possess equal physical properties, such as density, boiling point, refractive index, etc.,
may be together present in a solution. They are distinguished by the prefixes R and S
which refer to the relative spatial orientation of the two substituted rings with respect
to each other. The rules for deriving these prefixes can be found in the literature [213].
These enantiomers, R- and S-2,2’-dihydroxy-1,1’-binaphthyl or R- and S-BNP, for short,
can in principle interconvert by rotation about the pivotal C1-C1′-bond (see the labels
in Fig. 7.22). However, due to the high energy of the planar geometry, the rotation is
hindered and the enantiomers can be obtained separately. In order to effect the separa-
tion, or resolution, of such a mixture of enantiomers, a chiral reagent is needed which
reacts differently with the two mirror image forms of a chiral compound, an effect which
is called “chiral discrimination”. For a critical discussion of this term see Ref. [214]. There
exist several methods for enantiomer separation, e.g. resolution by enzymatic degrada-
tion, fractional crystallization [215], or capillary electrophoresis [216, 217]. Here we are
concerned with the separation of enantiomers by formation of inclusion complexes with
chiral hosts such as cyclodextrins [218]. Cyclodextrins have found widely useful as chiral
selectors because they are readily available in enantiomerically pure form and lead to
stable complexes with many different compounds, including chiral ones.
Separation of enantiomers is of immense practical importance in all areas where the in-
teraction with living organisms is concerned, such as the food and drug industry. Of the
enantiomers of a pharmaceutical agent only one may exhibit the desired effect; the other
one might be ineffective or even harmful [219]. In order to compare the complex of both
R- and S- enantiomers for chiral recognition of BCD, we started from a preferred direction
of docking as discussed in the previous Section, where the preferred axis of complexation
is axial. This is again followed by energy minimization of both complexes in vacuum.
The complexes that were previously minimized in vacuum were now immersed in a se-
parate cubic supercell with dimension 22× 22× 22 A˚3 containing now 64 molecules of
water. The positions and orientations of β-cyclodextrin and all the water molecules are
the same for both complex systems. This means that the geometry of the two enantio-
meric complexes are the same in the box except for the reflection of the R-BNP in the
cavity of BCD inside the second simulation box containing S-BNP. We did this, because
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the same number of water molecules has different hydrogen bonding network formation
for different orientations and hence, different binding energy. Calculations done with so-
me water clusters containing the same number of water molecules show that they have
different energy minimum configurations because of different orientations of the protons
of the water as fully discussed in the previous Chapter [130, 220]. Therefore, in accoun-
ting for the total energy of the cyclodextrin-guest complex, water molecules orientations
with different binding energies may contribute and lead to wrong prediction of energy
differences between the two enantiomers in complex solution. To avoid this effect, we
started with the same geometrical orientation of all the molecules in the complexes. We
minimized the energies of the two complexes in solution until the atomic forces became
smaller than 10−3 eV/A˚ for VASP and the DFTB method. The final energies of the two
complexes were then compared. Molecular dynamics simulation at 300 K, using a time
step of 0.5 fs, was then carried out for 5 ps using the DFTB method in order to compare
the structural behaviour of the chiral guests in the two complexes. In our simulation,
there was no restriction on the atoms in the complex as all were allowed to move freely.
The relaxed geometries for both R- and S-enantiomers are shown in Figs. 7.29(a) and
(b). The Figure shows that S-BNP is totally encapsulated in the hydrophobic centre of
the BCD cavity with water molecules providing extra stability through the hydrogen
bonding formation with the hydroxyl groups of the binaphtols. The result does not differ
from the previous calculation of the S-BNP complex relaxed in 119 molecules of water
as shown in Fig. 7.26. R-BNP on the other hand, in Fig. 7.29(b), shows partial inclusion
in the cavity with the upper part of the biphenyl ring protruding from the cavity despite
docking of the two chiral molecules through the same axis along the wide cavity of BCD.
According to the DFTB result, it is very difficult to notice the energy difference between
the two complexes at the end of the relaxation despite the geometrical structural change
of the complexes as shown in Fig. 7.30. The final structure obtained from this method was
further investigated using VASP. Figure 7.31 shows the variation of the energy of the two
complexes during the relaxation runs. Obviously, the relaxation with the DFTB method
does not allow to distinguish the energetically favourable complex (this might be due to
the approximations the DFTB algorithm is built on). The MD simulations carried out on
these relaxed complexes show that S-BNP remains inside the cavity of BCD throughout
the simulation period while R-BNP remains partially enclosed with one end of the biphe-
nyl protruding out of the ring. The analysis of the RDF shown in Fig. 7.32 of the carbon
atoms of the S-BNP and R-BNP molecules and the carbon atoms of the BCD confirms
the relative inclusion of the two chiral molecules in the hydrophobic cavity of BCD. The
Figure shows that the carbon-carbon distances of S-BNP-BCD atoms are broadly distri-
buted over a wide range of distances from 2.3 A˚ to 11.0 A˚ with a broad peak at around
5.2 A˚. The range of average distance of R-BNP-BCD carbon-carbon atoms is shifted from
an average value of 3.3 A˚ to 11.0 A˚ and also broadly peaks at around 6 A˚. The broad
peaks of the two complexes occur at relatively different heights indicating the frequency
of occurrence of these C-C distances of host and guest molecules. The relative heights
of the peaks in gCC′(r) of the two complexes show that S-BNP is fully encapsulated in
the cavity, while R-BNP is partially encapsulated as there are less closer carbon-carbon
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(b)
(a)
Figure 7.29: Simulation box of water containing the relaxed geometry of (a) S-BNP and (b) R-BNP in
the hydrophobic cavity of β-cyclodextrin.
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Figure 7.30: Average energies of 1:1 complexes between BCD and enantiomers calculated with DFTB.
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Figure 7.31: Average energies of 1:1 complexes between BCD and enantiomers calculated with VASP.
The calculation was done on the relaxed geometry obtained with the DFTB method.
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Figure 7.32: Radial distribution functions (RDF)for carbon atoms (C) of the two chiral compounds
of BNP with carbon atoms C’ of BCD. The picture shows partial inclusion of R-BNP while S-BNP is
wholly included in the hydrophobic cavity of BCD.
distances in comparison to the S-BNP complex.
A similar calculation of the RDF for hydroxyl oxygen atoms of S-BNP and glycosidic
oxygen atoms of BCD complexed in a simulation box containing 60 molecules of water
using VASP can be compared with the results of DFTB method for the same RDF in
Fig. 7.28(d). The peaks show the relative positions of the hydroxyl oxygens of S-BNP
to the glycosidic oxygen atoms of BCD. They occur at 2.85 A˚, 4.0A˚, 6.15 A˚ and 7.5 A˚
for the VASP calculations in Fig. 7.33 and 2.85 A˚, 4.0A˚, 6.8 A˚ and 7.5 A˚ for the DFTB
calculations in Fig. 7.28(d) . The fourth peak at 7.5 A˚ in DFTB calculations is hardly
visible. The first peak of both methods shows the hydrogen bonding formation between
the hydroxyl oxygen of S-BNP and glycosidic oxygen of BCD which enhances the stabi-
lization of the complex. This first peak distance can be compared to the RDF of the first
oxygen-oxygen atoms distance peak. The most important fact from results of these two
methods of calculation is that they both illustrate the inclusion complex formed by BNP
with BCD.
Based on our analysis of the molecular dynamics simulation on chiral complexes, we
have been able to highlight the interaction between the BCD (host) and the (S,R)-BNP
(both enantiomers). Judging from the energy difference obtained from the VASP calcu-
lations and from the structural analysis of the complexes based on the MD results, it is
found that S-BNP forms a more stable complex than the corresponding R-BNP. This is
160 7 A first-principles study of inclusion complexes of cyclodextrins
0 2 4 6 8 10 12
r (Å)
0
0.5
1
1.5
2
2.5
3
g O
H
(S
-B
N
P
)-
O
S
(B
C
D
)  
(r
)
Figure 7.33: Radial distribution functions for hydroxyl oxygen atoms of S-BNP and glycosidic oxygen
atoms of BCD complexed in a simulation box containing 60 molecules of water. This calculation done
using VASP can be compared with the results of employing the DFTB method for the same RDF in
Fig. 7.28 (d). The peaks show the relative positions of the hydroxyl oxygens of S-BNP to the glycosidic
oxygen atoms of BCD.
one of the main reason why most of the experiments and analyses are based on S-BNP
(rather than the R-BNP) because of its stability and its full encapsulation by the cavi-
ty of β-cyclodextrin. The preference for complexation of S-BNP has also been found by
capillary electrophoresis with monosaccharides [216]; however, resolution of enantiomers
was not accomplished. Koji et al. [221] have reported that the chiral separation of some
binaphtol derivatives was achieved by capillary electrophoresis with linear α-1,4-linked
oligosaccharides such as maltose and maltotriose as chiral selectors. Based on state of the
art ab-initio calculations we have been able to confirm the chirally discriminating power
of BCD by calculating and analyzing the complexes formed with S- and with R-BNP,
respectively. We hope that the results of our calculations will give more directional clues
for further experimental investigations.
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Summary
We present in this work the first-principle investigation of the structural and dynami-
cal properties of water and other hydrogen-bonded liquid methanol and the inclusion
complexes of cyclodextrins. The main results are discussed mostly through the analysis
of molecular dynamics simulation and in addition to the case of ice, in terms of lattice
dynamical theory. The thesis consists of seven Chapters, a Summary, an Appendix and
a list of References. Here is a brief summary of the seven Chapters.
• Chapter 1 presents the overview of the whole thesis starting from the introduction
to the topics of various works carried out in this research.
• Chapter 2 presents the basic formalism of density functional theory and various
features of the two packages used in the work.
• Chapter 3 presents the discussion of the tight-binding model which explains some
basic implementations of the self-consistence density functional tight-binding code
applied in this work.
• Chapter 4 presents the general features of molecular dynamics simulation and
some of the important equations used in the analysis of the structural and dynamical
data obtained from the MD runs.
• Chapter 5 presents the calculations of binding energies and melting transitions of
water clusters of n-mer with n = 2, 3, . . . , 36. Two different configurations of water
clusters prepared with two different methods from SCC-DFTB which consists of
some local minimum configurations and the well known global minimum configura-
tions obtained with the TIP4P classical pairwise additive potential were considered
in our calculation. We used the VASP and DFTB methods to calculate the binding
energies of the global minimum configurations and compared the results with the
DFTB binding energies of the DFTB structures. We also compared the binding
energies of water clusters containing the same number of water molecules obtained
with the other classical model potentials with our ab-initio results. The calculated
binding energies show the same behaviour when plotted against the cluster size
except for the difference in the scale of energy for different potentials. The DFTB
results show small energy differences between the calculated binding energies on the
global minimum configurations and the DFTB structures containing the same num-
ber of water molecules. In all cases, the binding energy curves are almost parallel
for clusters larger than the trimer, and there is no evidence of increased stability of
a particular size relative to neighbouring ones in either case, though the minimum
structures for the different potentials are not the same. We also observed that the
binding energy per water molecule increases negatively in exponential sense as the
size of the cluster grows and saturates with a sudden negative increase of binding
energy at the value of n = 8. It is not clear whether there are some magic numbers
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of water molecules, as was observed for some other clusters like argon and sodium.
Our result shows with some temptation that n = 8 is the first magic number for wa-
ter clusters as was also reported in the literature. We also reported that anomalous
behaviour in the binding energy might be due to the complexity of water connected
with the formation of the hydrogen bonding networks.
The result of melting transitions of these clusters using the abrupt change in the
slope of energy versus temperature of the calorific curve along with Lindemann’s
criteria of melting reveals further, the anomalies in the behaviour as the calculated
melting temperatures versus water cluster size shows non-linear behaviour. We also
observed the effect of initial configuration on the melting transition temperature
with global minimum configuration requiring more energy than the local one to rai-
se its statistical entropy. The global minimum configurational structure therefore
has a larger melting temperature than the local minimum structure.
• Chapter 6 presents the results of structural and dynamical properties of liquid wa-
ter and crystalline ice from molecular dynamics simulation. Also presented in this
Chapter are the results of lattice dynamical properties of ice through the phonon
calculation based on direct supercell force-constant method in [100] direction of the
cubic unit cell used in th calculation. Our molecular dynamics results through the
analysis of radial distribution functions correlate well with the neutron diffraction
scattering experimental data at ambient temperatures up to the supercritical regi-
on. An attempt to cross-over from the supercool liquid to the ice structure could
not be achieved because it is too computationally expensive. It is also sometimes
very difficult to achieve the re-ordering of the hydrogen bond in the supercool liquid
compared to that of ice structure without imposing an external constraint such as
pressure or the application of electric field during cooling as it was done recently.
Our calculated diffusion coefficient at room temperature also agrees well with the
experimental data.
For investigation of the ice crystal, a specially prepared ice structure following the
Bernal Fowler ice rule was used to produce tetrahedrally arranged oxygen atoms
in hexagonal-like ice packed in a tetragonal box according to our simulation. Mo-
lecular dynamics simulation carried out through the analysis of radial distribution
functions of this ice crystal shows some agreement in the positions of peaks in com-
parison with neutron diffraction data.
The phonon dispersion calculations in [100] direction shows a better result in com-
parison with a recent ab-initio calculation done in the same direction. Also the
dispersion curves shows a reasonable comparison with other dispersions reported
in the literature in [0001] direction of hexagonal ice. Our calculated longitudinal
acoustic velocity agrees well with the longitudinal acoustic velocity from inelastic
neutron scattering data. The vibrational density of states reproduces all the featu-
res in covalently O-H stretching region, intra-molecular bending region, molecular
librational region as well as in the molecular translational region, when comparing
our results to some infrared spectra, Rahman spectra as well as inelastic neutron
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scattering results. The analysis of the vibrational density of states of ice in our
calculation shows a boson peak, a characteristic common to amorphous systems, at
low energy of translational region.
The results of another hydrogen bonding like liquid methanol briefly presented in
this Chapter through the analysis of radial distribution functions from molecular
dynamics calculations show the ability of both VASP and DFTB methods in repro-
ducing the experimental results of the hydro-carbon organic solvents, which forms
a benchmark for calculations of other organic compounds such as cyclodextrin and
its complexes.
• Chapter 7 presents results based on the application of density functional theory
and ab-initio molecular dynamics to the inclusion complexes of cyclodextrins with
the various guest molecules in as the solvent which provides the driving force for the
complexation. The structural and geometrical analysis of the molecular dynamics
simulation data shows the inclusion of phenol in β-cyclodexrin with phenol included
with its molecular axis strongly inclined.
Our ab-initio investigation with the DFTB method on aspirin with β-cyclodextrin
shows the formation of a stable complex in agreement with the predicted orientatio-
nal geometry in the cavity of BCD. The temperature dependence of the geometry
of aspirin in the complex, according to the DFTB simulation results on the aspirin
complex, predicts a more stable complex at 300 K than the higher temperature
simulation.
The results of structure optimization and molecular dynamics simulation of host-
guest γ-cyclodextrin-pinacyanol dye inclusion complex are also reported. The results
attempt to correlate UV/Vis and circular dichroism spectra data with calculated
aggregate structures of the sandwich dimer, with the monomers twisted slightly
against each other. The inclusion complex of a dimer of pinacyanol dye with some
droplets of water inside γ-cyclodextrin shows structural properties which can be
ascribed to the experimental observation of UV/CD spectra of the chromophores,
in which there is a split of the excited states of the monomer units. The uncom-
pexed dimers of these chromophores in water show a twisted geometry only when
they are heated as revealed by our molecular dynamics simulation at room tem-
perature. In both complexed and uncomplexed dimers, the twist of the dimers is
more pronounced when the ethyl group of the monomers align parallel compared
to the anti-parallel case, due to the steric repulsion of this ethyl functional groups.
But in the complexed case, the twist readily takes place unlike in the uncomplexed
dimers, in which case, they have to be heated, to yield the twist. The sense of the
twist is usually predetermined by the chirality of the complexing host. The result of
interaction between two monomers, which results in Davydov splitting of the two
dimers states, was interpreted using the exciton model.
The last part of this Chapter presents the investigation of the interaction of the
β-cyclodextrin-2,2′-dihydroxy-1,1′-binaphtyl complex by means of molecular dyna-
mics simulation. The first part of the work focused in particular on the investiga-
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tion of the most stable conformation of this complex by investigating some of the
structural properties that change with time which includes the hydrogen bonding
formation of the active agent guest molecule with the torus-like macro ring of the
host β-cyclodextrin. This leads to the formation of a stable adduct in the lipophilic
cavity of the biopolimeric matrix. The results obtained for this complex reveal the
direction of encapsulation of the most probable orientation of the guest within the
host cavity. This was obtained by studying the time-dependence of the complex
formation.
The second part of this Section concentrates on the ability of the chiral host β-
cyclodextrin to differentiate between the enantiomers of the binaphthyl guest. Our
study shows that S-binaphtyl forms a more stable complex with β-cyclodextrin
than the corresponding R-enantiomer judging from the binding energy difference
of the two diastereo complexes and the significant structural differences of the two
enantiomers in β-cyclodextrin.
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A Appendix
A.1 Theory of lattice dynamics and phonon calculation
The formulation of this theory starts from the definition of an infinitely extended crystal.
This theory is simplified by using lattice periodicity and space group symmetry which
results from the absence of crystal surfaces [173,222–225]. An arbitrary Bravais lattice is
defined by lattice translational vectors
x(l) = l1a1 + l2a2 + l3a3, (A.1)
where l1, l2 and l3 are arbitrary integers labelled collectively by l. The three noncoplanar
vectors a1,2,3 are primitive translational vectors of the lattice. If there are n atoms in
the basis of the lattice, the positions of these n atoms in the unit cell, with respect to
the origin of the unit cell, are given by the vectors x(k), where the index k distinguishes
the different atoms in the basis, or equivalently, in the primitive unit cell, and takes the
values 1, 2, . . . n. Thus, in general the position vectors of the kth atom in the lth primitive
cell is given by
x(lk) = x(l) + x(k). (A.2)
The atomic positions in an infinitely crystal defined by the set of vectors {x(lk)} are
referred to as the rest positions of the atoms. As a result of thermal fluctuations at nonzero
temperature and zero-point motions at zero temperature the atoms in the crystal execute
vibrations about their rest positions. If we denote by pα(lk) the α Cartesian component
of the momentum of the kth atom in the lth primitive unit cell, the total kinetic energy
of the crystal can be written as
K = ∑
lkα
p2α(lk)
2Mk
, (A.3)
where Mk is the mass of the kth kind of atom.
We assume that the potential Φ of a crystal is a function of the instantaneous positions
of the atoms. We denote by uα(lk) the α Cartesian component of the displacement of the
kth atom in the lth primitive unit cell from its rest position given by (A.2). The potential
energy Φ can then be formally expressed as a power series of the components leading to
Φ = Φ0 +
∑
lkα
Φα(lk)uα(lk) +
1
2
∑
lkα
∑
l′k′α′
Φαβ(lk; l
′k′)uα(lk)uβ(l
′k′) +
1
6
∑
lkα
∑
l′k′α′
∑
l′′k′′α′′
Φαβγ(lk; l
′k′; l′′k′′)uα(lk)uβ(l
′k′)uγ(l
′′k′′) + . . . (A.4)
In this expression Φ0 is the potential energy of the static lattice, i.e., when all atoms are
in their rest positions, while the expansion coefficients are
Φα(lk) =
∂Φ
∂uα(lk)
∣∣∣∣∣
0
, (A.5)
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Φα(lk; l
′k′) =
∂2Φ
∂uα(lk)
∂uβ(l
′k′)
∣∣∣∣∣
0
, (A.6)
Φα(lk; l
′k′) =
∂3Φ
∂uα(lk)
∂uβ(l
′k′)∂uγ(l
′′k′′)
∣∣∣∣∣
0
, etc. , (A.7)
where the subscript 0 means that the derivatives are evaluated with all the atoms at
their rest positions. The physical interpretation of the coefficient Φα(lk) is that it is the
negative of the force in the α direction acting on the atom (lk) when it and all other
atoms in the crystal are at rest positions. Similar interpretation can be given to the hig-
her order coefficients Φαβ(lk; l
′k′), Φαβγ(lk; l
′k′; l′′k′′), . . .. Consequently, the coefficients
Φα(lk), Φαβ(lk; l
′k′), Φαβγ(lk; l
′k′; l′′k′′), . . ., are known as atomic force constants of the
first, second, third,. . . , order, respectively. The first order atomic force constants distin-
guish the case of the atoms in their rest positions from the case when the rest positions
are also equilibrium positions. In the latter case the configuration of the crystal corre-
sponds to vanishing stress. While the rest positions imply only that there is no net force
action on the atoms. For the equilibrium crystal, this is a more strict definition meaning
the first order atomic force constants force must vanish. There are several problems of
physical interest where it is necessary to consider atoms in their rest positions which are
not equilibrium positions [225]. One example is the study of the dynamical properties of
crystals being under external imposed stress. It is convenient to combine the terms linear
in the atomic displacements with the terms of third and higher order and treat them as
perturbation of the contributions to the vibrational part of the energy obtained from the
quadratic terms in the atomic displacements. Then, the vibrational Hamiltonian for a
crystal can be written as
H = H0 +HA, (A.8)
where
H0 =
∑
lkα
p2α(lk)
2Mk
+
1
2
∑
lkα
∑
l′k′α′
Φαβ(lk; l
′k′)uα(lk)uβ(l
′k′), (A.9)
HA =
∑
lkα
Φα(lk)uα(lk)
+
1
6
∑
lkα
∑
l′k′α′
∑
l′′k′′α′′
Φαβγ(lk; l
′k′; l′′k′′)uα(lk)uβ(l
′k′)uγ(l
′′k′′) + . . . (A.10)
The Hamiltonian H0 is the vibrational Hamiltonian in the harmonic approximation. The
Hamiltonian HA is called anharmonic part of the vibrational Hamiltonian. In many cry-
stals the anharmonic terms in the crystal are small and can be treated as a perturbation
of the harmonic Hamiltonian; in some cases the anharmonic effects are negligibly small.
A great advantage is that in the harmonic approximation the equations of motion of
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atoms become simple and exactly solvable. From the Hamiltonian (A.9) and Hamiltoni-
an’s equation of motion (see Eq. (2.14)),
u˙α =
∂H0
∂pα(lk)
=
Pα
Mk
, (A.11)
P˙α =
∂H0
∂uα(lk)
= −∑
l′k′β
Φαβ(lk; l
′k′)uβ(l
′k′), (A.12)
the equation of motion of a crystal reads
Mku¨α(lk) = −
∑
l′k′β
Φαβ(lk; l
′k′)uβ(l
′k′). (A.13)
A solution of this set of coupled equations can be obtained in a lattice-periodic form,
because, in this case it will satisfy the symmetry conditions [225], yielding
uα(lk) = M
1
2
k eα(k)exp(ik · x(l)− iωt). (A.14)
The coefficient function eα(k) satisfies the equation
ω2eα(k) =
∑
k′β
Dαβ(kk
′;k)eβ(k
′), (A.15)
which is obtained by substituting the second derivative of (A.14) into the equation of
motion (A.13). The dynamical matrix Dαβ is defined by the equation
Dαβ(kk
′;k) = (MkMk′)
1
2
∑
l′
Φαβ(lk; l
′k′)exp(ik [x(l)− x(l′)]). (A.16)
Equation (A.15) contains no dependence on the cell index l. Since the atomic force con-
stants depend only on the relative distances between the atoms, the origin l does not
play a role anymore and can be set equal to zero. The matrix Dαβ(kk
′;k) is called the
dynamical matrix. It is a 3n×3n Hermitian matrix (n is the number of atoms in the unit
cell) with the properties,
Dαβ(kk
′;k) = Dβα(k
′k;k), (A.17)
Dαβ(kk
′;−k) = D∗βα(k′k;k). (A.18)
It follows from (A.15) that the allowed values of the squares of the frequency ω for a given
value of k are the eigenvalues of the dynamical matrix Dαβ(kk
′;k). Because the latter is
a 3n× 3n matrix, there are 3n solutions for ω2 for each value of k, i.e., the values w2j (k),
where j = 1, 2 ,. . . 3n. The 3n functions ω2j (k) for each value of k can be regarded as the
branches of the phonon dispersion. From the Hermiticity of of the dynamical matrix, it
follows that ω2(k) is real. Stability of the crystal implies that ωj(k) must also be real.
An imaginary frequency corresponds to atomic motions which are not harmonic having
amplitudes given by (A.14) which grow exponentially with time. This means that the
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stability requires that ω2j (k) is not only real but also positive. For each of the 3n values
of ω2(k) corresponding to a given value of k there exists a 3n-component vector eα(k),
whose components are solutions to the set of equations (A.15). To make clear that this
vector depends on the given value of k and is associated with the particular phonon
branch j, its components can be re-written as eα(k;kj). The Eq. (A.15) then reads
ω2(k)eα(k;kj) =
∑
k′β
Dαβ(kk
′;k)eβ(k
′;kj). (A.19)
From the conditions imposed on the atomic force constants by the invariance of the po-
tential energy and its derivatives against an infinitesimal rigid body displacement of the
whole crystal, it follows that the frequencies of three branches of wj(k) (j = 1, 2, 3)
vanish with vanishing k and the corresponding eigenvectors have the property that
eα(k;k = 0, j)/
√
Mk is independent of k, i.e., the same for all the atoms [225]. The-
se three branches are called acoustic branches, because in the long wavelength limit they
give the frequency of sound waves propagating through the crystal. The remaining 3n−3
branches, whose frequencies approach non-zero values as k tends to zero, are called optical
branches, because these branches are observed in infrared absorption and light scattering
experiments in the limit k ≈ 0. The displacement vector pattern obtained by substituting
into (A.14) a particular eigenvector eα(kj) and the corresponding frequency wj(kj),
uα(lk) =
1√
Mk
eα(k;kj)exp [ik · x(l)− iω(k)t] , (A.20)
is called a normal mode of the crystal described by the wave-vector k and branch index
j.
There are several ways to calculate phonons by ab-initio methods. The linear response
method allows to express the dynamical matrix in terms of the inverse of the dielectric
matrix describing the response of the valence electron density to a periodic lattice pertur-
bation. The frozen phonons method allows the calculation of the displacement amplitude
in terms of the difference in energies of distorted and ideal lattices. This approach is
restricted to phonons, whose wavelength is compatible with the periodic boundary condi-
tions applied to the supercell used in the calculations. We have employed an alternative
method of direct method approach using ab-initio force constants in the calculation of
phonon dispersion of ice. The direct ab-initio force constant method was used by Parlin-
ski [167], whereby the forces are calculated via the Hellmann-Feymann theorem in the
total energy calculations. Usually, the calculations are done on a supercell with periodic
boundary conditions. In such a supercell, a displacement u(0, k) of a single atom induces
forces F(lk) acting on all other atoms
Fα(lk) =
∑
l′k′β
Φαβ(lk; l
′k′).uβ(l
′k′). (A.21)
This expression allows to determine the force constant matrix directly from the calculated
forces (see Parlinski et al.) [167]. The phonon dispersion branches calculated by the direct
method are exact for discrete wave vectors defined by the equation
exp (2piıkL · L) = 1, (A.22)
A.2 The many phases of ice 169
where L = (La, Lb, Lc) are the lattice parameters of the supercell. Usually, the kL wave
vectors correspond to high-symmetry points of the Brillouin zone. Increase of the supercell
size increases the density of the wave vector grid kL. In this case better accuracy of the
phonon dispersion curves is achieved. The direct method implies that the dispersion curves
between the exact points can be interpolated. The precision of such interpolation depends
on how far the long range forces propagate in the crystal. If the forces converge to zero
within a short distance (within the considered supercell), the precision of the phonons for
k 6= kL is high. In the case of very long range interaction, the deviation from the correct
solution can increase. From the equation of motion (A.15) one can deduce the influence of
the supercell size. The greater the range of the interatomic forces are the greater are the
number of terms in the Fourier series in (A.15) for ω2(k). So, in order to obtain accurate
phonon dispersion curves for a crystal, one has to take care about the size of the supercell
and the quality of the calculated Hellmann-Feynman forces. Usually, in order to obtain
precise phonons along a desired direction, the calculations are carried out with elongated
supercells. After all necessary atoms k have been displaced, the corresponding Hellmann-
Feynman forces Fα(lk), the force constant matrix Φαβ(lk; l
′k′) and the dynamical matrix
can be obtained according to (A.16). The diagonalization of the dynamical matrix yields
for every value of k a number of eigenvalues for ω2(k, j) and corresponding polarization
vectors e(k, j). A related technique has recently been used to obtain accurate full phonon
dispersions in highly symmetric structures of Ni2GaMn [169].
A.2 The many phases of ice
Ice, the frozen form of liquid water. It is one of the most common materials on earth
and in outer space, and has important relevance to a large number of diverse fields such
as astronomy, geophysics, chemical physics, life sciences, etc. Besides its environmental
importance, ice is also special because of the interesting phenomena contained within its
structure. The crystal structure of ice is very unusual because, while the molecules lie
on a regular crystal lattice, there is disorder in their orientations. This property leads to
many interesting characteristics in electrical polarization and conductivity. While ice is
commonly seen everyday this is only one phase of ice known as ice Ih. What is generally
not emphasized is that ice actually has at least thirteen other crystalline phases which
exist at various temperatures and pressures. All the solid ice phases involve the water
molecules being hydrogen bonded to four neighbouring water molecules. In all cases the
two hydrogen atoms are equivalent, with the water molecules retaining their symmetry,
and they all obey the “ice” rule: Two hydrogen atoms near each oxygen, one hydrogen
atom on each O....O bond. The detailed of all different phases of ice known at the moment
can be found in the reference [166]. A brief of discussion of some them are made here.
A.2.1 Ice Ih
Ice Ih phase is the normal form of ice obtained by freezing water at atmospheric pressure.
The “h” following the “I” is used to designate that it is a normal hexagonal phase of
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ice. The commonly seen phase diagram for Ice Ih, water, and vapour is depicted in
Fig. A.1. From the Figure one can see that triple point, point where all three phases are
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Figure A.1: Schematic phase diagram of water at low pressure (not to scale). The three phases are in
equilibrium at triple point (273.16 K) and the corresponding pressure is 611.7 Pa.
in equilibrium, occurs at temperature 273.16 K and the corresponding pressure 611.7 Pa.
Water is unusual in that the melting curve has a negative slope with the melting curve
point at atmospheric pressure being at 273.15 K, and this value is taken as the zero point
of the Celsius scale of temperature. The negative negative slope of the melting curve
is, by Le Chatelier’s principle, a consequence of the fact that water expands on freezing,
breaking vessels, bursting pipes and causing icebergs to float. This expansion is not unique
to ice; it occurs also in silicon and germanium which have similar low-density structures
in the solid state as discussed in the next Section. In general we consider this type of ice
to form at freezing temperatures above 150 K, with other phases of ice to form at lower
temperatures. While there are many other phases of ice there are also some varieties of
ice Ih phase. S1 ice occurs when ice forms platelets lying on the surface with the c-axis
vertical forming columnar grains. This is then considered a vertically growing ice such as
that found on the sides of containers. If the ice is formed more rapidly, we have randomly
oriented grains which grow perpendicular to the c-axis. This represents a horizontally
growing ice such as that formed on the top of lakes known as S2 ice. Polycrystalline ice
then has randomly oriented grains in every direction and is known as T1 ice. This type of
ice is very similar to glacier ice. These types of ice all have the hexagonal crystal structure
as shown by the basic structure of ice in Fig. A.2 This is the model developed by Pauling
in 1935 and later confirmed through neutron diffraction studies by Peterson and Levy in
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Figure A.2: Crystal structure of ice Ih.
1957. As can be seen in this Figure, each oxygen atom has four nearest neighbours at
the corners of a regular tetrahedron. The hydrogen atoms are covalently bonded to the
nearest oxygen atoms to form water molecules which are linked to each other through
hydrogen bonds. The layers of this structure are then stacked in an ABAB. . . repeating
pattern as shown in Fig. A.3(b). The main thing to note about this structure is that there
is no long-range order in the orientation of the water molecules or hydrogen bonds.
A.2.2 Ice Ic
Cubic ice or “ice Ic” is a metastable variant of Ice Ih. It was discovered by Konig in 1943
using electron diffraction technique. Here the oxygen atoms are arranged in the cubic
structure of diamond rather than on the hexagonal lattice of ice Ih. As in the case of
ice Ih, the water molecules of ice Ic still form four hydrogen bonds to its neighbours.
The sequence of stacking of this phase of ice is of the ABCABC. . . form according to
Fig. A.3(a). Ice Ic is produced at freezing temperatures between 130 and 150 K with
amorphous ice being produced at lower temperatures. While ice Ic is formed below 150
K, it is important to note that ice Ih does not become ice Ic at temperatures below 150
K. However, around 200 K cubic ice does transform to hexagonal ice. Ice Ic is a very
popular structure for theoretical modelling of ice because its high symmetry simplifies
calculations. Molecular dynamics simulations were carried out by Svishchev et. al. in
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1994 in which the crystallization of ice from supercooled liquid water always produces
Ic [226]. This never actually occurs in macroscopic experiments and shows how subtle the
difference between ice Ic and Ice Ih is.
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Figure A.3: Comparison of the structures of (a) cubic and (b) hexagonal, seen in projection onto a
{112¯0} plane of the hexagonal lattice.
A.2.3 Amorphous ice
There are two main forms of amorphous ice, low density and high density. Low density
amorphous ice (LDA, not to be confused with local density approximation earlier seen
in DFT) has a density at atmospheric pressure of about 0.94 gcm−3 while high density
amorphous ice (HDA) is formed at high pressure but has an atmospheric density of 1.174
gcm−3. If the entire region of phases is considered, there could be some transition, a so-
called glass transition from one phase of the ice to another under controlled temperature
and pressure. For example, theoretical simulations carried out by Okabe et. al. show
that ice Ih transforms to HDA at 1.27 GPa and 77 K [227]. Also, the simulation tells
us that LDA can be formed by heating HDA to 160 K under no applied pressure. While
amorphous ice does exist, it has been shown by Schober et. al. that both LDA and
HDA display many crystal like effects similar to those of ice Ic with LDA showing a
higher degree of crystal like properties [228]. High frequency dynamics of both amorphous
ices were measured using inelastic X-ray scattering and very narrow width phonon-like
excitations were observed. These excitations were interpreted as a sign of local disorder.
Also Finney has provided a proof using radial distribution functions derived by neutron
diffraction to show the two phases of amorphous ice [229].
A.2.4 Higher phases of ice
The higher phases of ice as well as the intersection with the liquid phase can be seen
in Fig. A.4 which summarizes the group of available phases of ice labelled with Roman
numerals from ice I to XII. Each phase is stable over a certain temperature range and
pressure, but many of the phases are metastable outside of this given range.
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Figure A.4: The phase diagram of water and stable phases of ice.
• Ice II: Ice II has a truly ordered structure and is formed by compressing ice Ih at
190 to 210 K. If heated, ice II becomes ice III but the reverse process is not readily
accomplished. The unit cell is rhombohedral but the structure can also be described
in a larger hexagonal cell of 36 molecules. It contains hexagonal rings linked to one
another in which ice II achieves a higher density than ice Ih.
• Ice III: Ice III is the least dense of the high-pressure phases of ice, but it is more
dense than the liquid phase. Ice III is formed from water at 300 MPa by lowering
its temperature to 250 K. Its unit cell forms tetragonal crystals. In the crystal,
all water molecules are hydrogen bonded to four others, two as donors and two
as acceptor. Ice III contains five membered rings joined as bicyclo-heptamers and
possesses a density of 1.16 gcm−3 at 350 MPa. The hydrogen bonding is disordered
and constantly changing as in hexagonal ice.
• Ice IV: Ice IV exists only as a metastable phase and it is not easily formed without
the aid of a nucleating agent. The structure is rhombohedral with the three fold axis
vertical. Almost planar six membered rings of molecules lie perpendicular to this
axis. There is also a hydrogen bond between a pair of different molecules passing
through the center of each ring.
174 A Appendix
• Ice V: Ice V has the most complicated structure of all the ice phase. It is formed
from liquid water at 500 MPa by lowering its temperature to 253 K. Its unit cell
forms monoclinic crystals with each unit cell containing 28 molecules. Ice V contains
four-, five-, six- and eight-membered rings and groups of seven molecules at four
different lattice sites with each experiencing a different molecular environment. All
molecules form one connected lattice with a density of 1.24 gcm−3 at 350 MPa. The
hydrogen bonding is disordered and also constantly changing as in hexagonal ice.
• Ice VI: The crystal structure of ice VI is tetragonal and the structure is formed
from chains built up of hydrogen bonded molecules lying parallel to to the fourfold
[001] axis. The chains centered on the corners of the unit cell are linked together
by hydrogen bonds parallel to the a and b axes. The symmetry of this structure
indicates that the hydrogen positions are disordered. Ice VI is formed from liquid
water at 1.1 GPa by lowing its temperature to 270 K, and has a density of 1.31
gcm−3 at 0.6 GPa. It is also interesting to note that the permittivity of this phase
exhibits Debye relaxation.
• Ice VII: Ice VII has a cubic arrangement of oxygen atoms. It also has a very
simple high density packing of water molecules. Each oxygen atoms has eight nearest
neighbours but is tetrahedrally linked by hydrogen bonds to only four of them. There
are two interpenetrating but independent sub-lattices each with the structure of
cubic ice. It has a density of about 1.65 gcm−3 at 2.5 GPa, which is less than twice
the cubic ice density. Neutron diffraction data show that the hydrogen atoms are
disordered. Because of this hydrogen disorder, the permittivity will exhibit a similar
Debye relaxation to that of hexagonal ice.
• Ice VIII: Ice VIII is the ordered structure of ice VII. Ice VIII is formed from ice
VII by lowering its temperature. The hydrogen bonding is ordered and fixed as
ice VII undergoes a proton disordered-order transition to ice VIII when cooled at
5◦C. Ice VII and ice VIII have identical structures apart from the proton ordering.
Ice VIII forms a tetragonal crystal containing eight water molecules per unit cell,
where all of the water molecules are hydrogen bonded to four others, two as donors
and two as acceptors. Similarly to ice VII, ice VIII consists of two interpenetrating
cubic ice lattices. It has a density of about 1.66 gcm3 at 8.2 GPa and 223 K which
is less than twice the cubic ice density.
• Ice IX: Ice IX is formed by cooling Ice III. As we cool ice III from -65 to -108
◦C, there is a gradual fall in permittivity as ice IX is formed. Ice IX is very closely
related to ice III having a similar crystal structure as well as other properties. The
ordering of ice IX was determined by neutron diffraction to be anti-ferroelectric as
is the case with ice III as well.
• Ice X: Ice X was initially observed in 1984 by Hirsch and Holzapfel using Raman
scattering. They observed some features which looked like a phase change around
40-50 GPa and called it ice X. Ice X is also known as the proton ordered symmetric
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ice. It is still under dispute whether ice X has indeed been verified experimentally.
It is believed that ice VIII can be transformed into ice X but there is yet to be
experimental proof. It is also predicted that ice VII should transform into ice X at
about 70 GPa.
• Ice XI: Ice XI was initially observed by Kawada in 1972, however, it took until
1984 when Tajima performed high precision calometry experiments for ice XI to
be accepted as a new phase. Ice XI is the low-temperature equilibrium structure of
hexagonal ice prepared from dilute KOH (10 millimole) solution kept just below -201
◦C for about a week. The hydroxide ions create defects in the hexagonal ice allowing
protons to jump more freely between the oxygen atoms. A loss of entropy by proton
ordering occurs to give a more stable structure. Ice XI is the thermodynamically
favoured form of ice under atmospheric pressure at these low temperatures. It is a
proton-ordered form of hexagonal ice forming orthorhombic crystals. All bonds are
parallel to the c-axis and oriented in the same direction making ice XI a ferroelectric.
• Ice XII: Ice XII may be formed by heating high-density amorphous ice at a constant
pressure of 0.81 GPa and from 77 K to ∼ 183 K and recovered at atmospheric
pressure at 77 K. Ice XII is metastable within the ice-V and ice-VI phase space. It
forms a tetragonal crystal. In the crystal, all water molecules are hydrogen bonded
to four others, two as donors and two as acceptors. Ice XII contains a screw-type
hydrogen bonded arrangement quite unlike that found in the other crystalline forms
of ice, with the smallest ring size consisting of seven molecules. It has a density of
1.30 gcm−3 at 127 K and ambient pressure, somewhat greater than ice-V whose
density is 1.23 gcm−3. The hydrogen bonding is disordered and constantly changing
as in hexagonal ice.
From these brief description, there are currently thirteen well defined ice phases. The
majority of these phases can be transformed into other phases of ice but some are yet to
be well defined such as ice X. While ice is one of the most easily recognised and common
solid seen in life, it still remains one of the most complex solids to understand. While
many phases have been identified it does not mean that there are not more phases of ice
especially as we we look to higher and higher pressure.
A.3 Thermal properties of ice
Apart from the dynamical properties through the analysis of the phonon dispersions
and the modes of vibration of the molecules in ice already discussed in the main text
of the thesis, ice like other tetrahedrally co-ordinated bonded solid crystals such as Si,
Ge, GaAs, ZnSe and GaP show some fascinating properties in their thermal behaviour,
especially negative thermal expansion at low temperature. One of the examples of such
tetrahedrally co-ordinated bonded solid crystal is α-SiO2 shown in Fig. A.5. The Figure
can be compared with ice Ih shown Fig. A.2. The liquid like silica possess local tetrahedral
symmetry but do not have hydrogen bonds displaying the same property. The mean linear
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Figure A.5: Structure of α-SiO2 compared to ice Ih in Fig. A.2.
expansion α(T ) coefficients derived from lattice parameters of H2O and D2O are shown
in Fig.A.6 taken from Ref. [177]. In this Figure, α(T ) is negative below 73 K which
is a common property of tetrahedrally co-ordinated crystals. The interpretation of the
thermal expansion of a crystalline material depends on the anharmonic nature of the
inter-atomic forces, and this is discussed in terms of the translational modes of lattice
vibrations using the Gru¨neisen parameter γ(T ) [45]. For a specific mode i the quantity
γi is defined by
γi = −∂lnνi
∂V
, (A.23)
where νi is the mode frequency and V is the volume. For truly harmonic potential γi will
be zero. For an isotopic crystals, general thermodynamic arguments show that the linear
expansion coefficient α is related to the heat capacity Cv (per unit volume) and the bulk
modulus B by
α =
γ(T )Cv
3B
(A.24)
in which γ(T ) is the thermal weighted average of the γi. For most modes γi is positive
(i.e. the mode frequencies fall as the crystal expands) and γ(T ) is approximately constant
and of order of unity. In such cases the crystal expands on heating and the temperature
dependence of α is dominated by that of heat capacity. However, for some transverse
acoustic modes it is possible for γi to be negative, and if these modes have low energy
and dominate the average at low temperatures, γ(T ) and hence α can be negative. In the
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Figure A.6: Linear expansion of coefficients of H2O and D2O ice as calculated from the lattice parameter
data (From Tanaka (1998) [177] ).
lattice dynamical model of the structure of ice, Tanaka (1998) has identified hydrogen-
bond bending modes which have this property, and he has derived negative expansion
coefficients of approximately the observed magnitude [177]. The significance of negative
α is that anharmonicity of the low energy modes is such that as they become excited
the crystal shrinks. Another explanation given to the origin of this anomalous behaviour
of expansion is that ice is a permanent tetrahedral network held together by hydrogen
bonds while liquid water’s tetrahedrality is local and transient [153]. Regions of local
tetrahedral order possess a larger specific volume than the average unlike regions of, say,
local close-packed order. The entropy, on the other hand, always decreases upon cooling,
because the specific heat is, of necessity, positive. As temperature decreases, the local
specific volume increases due to the progressive increase in tetrahedral order. Thus, the
entropy and volume can become anticorrelated, and, α can become negative.
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