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Quantum steering is an important nonclassical resource for quantum information processing.
However, even lots of steering criteria exist, it is still very difficult to efficiently determine whether
an arbitrary two-qubit state shared by Alice and Bob is steerable or not, because the optimal
measurement directions of Alice are unknown. In this work, we provide an efficient quantum steering
detection scheme for arbitrary 2-qubit states with the help of machine learning, where Alice and
Bob only need to measure in a few fixed measurement directions. In order to prove the validity
of this method, we firstly realize a high performance quantum steering classifier with the whole
information. Furthermore, a high performance quantum steering classifier with partial information
is realized, where Alice and Bob only need to measure in three fixed measurement directions. Our
method outperforms the existing methods in generic cases in terms of both speed and accuracy,
opening up the avenues to explore quantum steering via the machine learning approach.
PACS numbers:
I. INTRODUCTION
In the great debate of quantum mechanics in 1930s,
Einstein, Podolsky, and Rosen (EPR) [1] challenged the
completeness of quantum mechanics (QM) based on lo-
cal realism usually called EPR paradox. It points out
a way to deeply investigate the difference or conflict be-
tween classical theory and quantum theory. Especially,
three types of quantum correlations originated from EPR
paradox: quantum entanglement [2], Bell nonlocality [3],
and EPR steering [4], have been put forward. Within
the hierarchy of nonlocalities, the set of EPR steerable
states is a subset of entangled states and a superset of
Bell nonlocal states. Quantum entanglement and Bell
nonlocality have attained flourishing developments since
1964. However, a rigorous formulation of the concept of
EPR steering was not elaborately interpreted until 2007
[5]. Recently, it has gained increasing interest in quan-
tum optics and quantum information communities [5–
7]. For instance, EPR steering can provide security in
one-sided device-independent quantum key distribution
(1SDI-QKD) [8–10] and play an operative role in chan-
nel discrimination [11] and teleamplification [12].
Naturally, detection and characterization of steering
have attracted increasing attention [5–7, 11, 13–24]. Var-
ious steering criteria and inequalities have been derived,
such as linear steering inequalities [15, 18, 22], inequal-
ities based on multiplicative variances [13–15], entropic
uncertainty relations [16, 17], fine-grained uncertainty re-
lations [19], and hierarchy of steering criteria based on
moments [20]. In particular, a necessary and sufficient
condition for a two-qubit state to be steerable with re-
spect to projective measurements is exhibited [24]. Actu-
ally, these criteria can be computed through semidefinite
programming [25].
For an arbitrary quantum state shared by Alice and
Bob, to determine if Alice can steer Bob, those criteria
boils down to finding optimal measurement directions of
Alice, which is resource demanding as explained below.
In real experimental test, if Alice and Bob share an un-
known state, there are two ways to identify the steerabil-
ity of this state. One is computing through the steer-
ing criteria after a complete quantum state tomograph
measurement, the other is trying to directly observe the
characterized phenomenon (such as the violation of the
steering inequality), which can distinguish the steerabil-
ity and non-steerability. Obviously, the former needs to
measure the whole information of the state, while the
latter has to try many times by choosing a large amount
of measurement directions until the characterized phe-
nomenon is observed. Hence, both of them need a lot of
measurements and not efficient. It is even worse when
there are a large amount of different states to be de-
tected, which is typical if one wants to detect steerability
of a sequence of distinct rapidly generated states. Thus
it remains challenging to develop an efficient approach to
detect steerability for experimental test.
Recently, the successful applications of machine learn-
ing approach on entanglement [26, 27] and nonlocality
discriminants [28] shed a new light on this problem. Ma-
chine learning possesses the capability to instantly make
predictions on new data with reasonable accuracy after
learning from large amount of existing data. In the past
few decades, there has been a rapid growing interest not
2only in theoretical studies, but also in a variety of ap-
plications of machine learning. Interestingly, beside its
extensive applications in industry, machine learning has
also been employed to investigate physics-related prob-
lems in recent years. Nowadays, many quantum imple-
mentations of machine learning have been introduced to
achieve better performance for quantum information pro-
cessing [26–37], such as the hamiltonian learning [34], au-
tomated quantum experiments search [35], phase transi-
tion identification [36], identification of topological phase
of matter [37], entanglement classification [26–28], just to
name a few.
Certainly, these works motivate us to adopt machine
learning as an alternative approach for investigations of
various quantum tasks. Different from the previous re-
searches, in this paper, we employ the machine learn-
ing techniques to tackle the bipartite steering detection
problem by recasting it as a learning task. We build
several new steerability classifiers underpinned by ma-
chine learning techniques. Firstly, an efficient steerabil-
ity classifiers with the whole information demonstrated
the validity of steering classification by machine learning.
Secondly, and more importantly, we provide a quantum
steering detection scheme for arbitrary two-qubit states
with the help of machine learning, where Alice and Bob
only need to measure in three fixed measurement direc-
tions. These efficient steerability classifiers, which work
for arbitrary 2-qubit states, are exhibited and fully ana-
lyzed. Either for arbitrary 2-qubit state or special states,
they can perform better than the traditional semidefinite
programming (SDP). More importantly, comparing with
the classical method, this approach is much less resource
demanding and can quickly determine whether a state is
steerable with a well-trained classifier. Hence, it provides
a simpler and more efficient way to detect steerability,
which sheds new light on classification of quantum steer-
ing with limited resources, and represents a step towards
large-scale machine-learning-based applications in quan-
tum information processing.
II. QUANTUM STEERING
We start by defining the scenario in which quantum
steering is discussed. For the sake of convenience, let us
only consider the simplest case — two qubit system. Con-
sider a bipartite situation composed by Alice and Bob
sharing an arbitrary quantum state ρ. Suppose Alice per-
forms measurement Aˆ with outcome a and Bob performs
measurement Bˆ with outcome b. These outcomes are
thus in general governed by a joint probability distribu-
tion P (a, b | Aˆ, Bˆ, ρ). Such joint probability distribution
predicted by quantum theory is defined by
P (a, b | Aˆ, Bˆ, ρ) = Tr(MˆaA ⊗ Mˆ
b
Bρ), (1)
where MˆaA and Mˆ
b
B are the projective operators for Alice
and Bob respectively.
It is well-known that, Wiseman, Jones and Doherty
formally defined quantum steering as the possibility of re-
motely generating ensembles that could not be produced
by a local hidden state (LHS) model. The mathematic
formulation of the LHS model adds an extra requirement
on Bob’s probabilities, which can be expressed as
P (a, b | Aˆ, Bˆ, ρ) =
∑
λ P (λ)P (a | Aˆ, λ)PQ(b | Bˆ, λ)
PQ(b | Bˆ, λ) = Tr(ρλMˆ
b
B),
(2)
where ρλ is a qubit specified by λ. If the joint proba-
bility can be decomposed in the form of Eq. (2), then
we say that Alice can not steer Bob’s state. Other-
wise P (a, b | Aˆ, Bˆ, ρ) shows quantum steering correla-
tion (in the sense that Alice steers Bob). The steering
scenario consists of the situation where no characteri-
sation of Alice’s measurements is assumed, while Bob
has full control of his measurements and can thus access
the unnormalised conditional states σa|A, where σa|A =
TrA[(Mˆ
a
A⊗ I)ρ]. In other words, deciding whether an as-
semblage σa|A demonstrates steering amounts to check-
ing whether there exists a collection of quantum states ρλ
and probability distributions P (λ) and P (a | Aˆ, λ) such
that (2) holds. Obviously this is in principle a hard prob-
lem, since the variable λ could assume infinitely many
values. However, if the number of measurements and
outputs is finite, this problem becomes much simpler,
and it was shown in [4] that the problem can be solved
through semi definite programming (SDP) [38]. Next, we
briefly review this approach.
Suppose that Alice performs m measurements, labeled
as x = 0, 1......,m− 1. One can write a SDP that deter-
mines if Alice can steer Bob [4],
given {σa|x}, {D(a|x, λ
′)}λ′
min
{F
a|x}
Tr
∑
ax Fa|xσa|x
s.t.
∑
ax Fa|xD(a|x, λ
′) ≥ 0 ∀λ′
Tr
∑
ax,λ′ Fa|xD(a|x, λ
′) = 1,
(3)
where Fa|x are Hermitian matrices, λ
′ is a map from {x}
to {a} and D(a|x, λ′) = δa,λ′(x), that is D(a|x, λ
′) = 1
if λ′(x) = a and D(a|x, λ′) = 0 if λ′(x) 6= a. If the
objective value of (3) is negative for some measurements
x, then ρ is steerable from Alice to Bob. On the other
hand, a non-negative value means that there exists an
LHS model.
III. QUANTUM STEERING CLASSIFIER WITH
WHOLE INFORMATION
Theoretically, we can detect steering more and more
precise with the increase of measurements by SDP [25].
3However, there is yet a noticeable drawback of the above
SDP approach from the perspective of the tradeoff be-
tween the accuracy and time consumption. Boosting the
accuracy means adding additional extreme points to en-
large the convex hull, which requires more time to de-
termine if a point is inside the enlarged convex hull or
not. To overcome this, we combined SDP with supervised
learning, as machine learning has the power to speed up
such computations.
Naturally, the bipartite steering detection problem can
be formulated as a supervised binary classification task.
Here, the datasets are generated by adopting the follow-
ing procedure:
• First generating two random 4× 4 matrices M and
N , which are used to generate a Hermitian matrix
H := (M+iN)(M+iN)†, where †means taking the
conjugate transpose, and a density matrix ρAB :=
H/Tr(H).
• Since ρAB is a density matrix of 4× 4, it is enough
to use the first 3 elements on the diagonal and the
real and imaginary parts of 6 elements below the
diagonal of the matrix to form the vector of fea-
tures, which is a real vector of 15 numbers in the
interval (−1, 1), denoted by F1.
• For a given density matrix ρAB, we run SDP Pro-
gram (3) 100 times with different values of mea-
surements. If the objective value is negative, we
assign a label −1; otherwise we assign a label +1,
which means that we do not know if Alice can steer
Bob.
For each m = 2, . . . , 8, we generate the corresponding
dataset until at least 5000 samples with label +1 and
5000 samples with label −1 are obtained. Generating
the datasets for all different settings m = 2, . . . , 8 take
several months on a workstation. Here, we should empha-
size that the collected states for different settings m are
totally random and independent. Finally, we collected
over 70000 samples in total [39]. Actually, it becomes
harder and harder to obtain a dataset with the increase
of amount of measurements. For example, when m = 8,
it spent about 63 days to collect the dataset. For each
m = 2, . . . , 8, the last 1000 positive samples and the last
1000 negative samples are reserved for test. The rest 4000
positive samples and 4000 negative samples are kept as
the training set to learn a classifier. We employ a 4-fold
cross-validation technique and a grid search approach for
selecting best hyperparameters. The machine learning
method we use is support vector machine (SVM).
SVM is a supervised learning model used for classifi-
cation and regression analysis, which requires solving the
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FIG. 1: (Color online) Classification accuracy of machine
learning with the whole information (F1-features). The first
column (blue) depicts the accuracy of cross validation; the
second column (orange) depicts the classification accuracy on
random states and the third column (green) depicts the clas-
sification accuracy on the Werner state.
following optimization problem:
given (xi, yi), i = 1, . . . , ℓ
min
w,b,ξ
1
2w
T
w+ C
∑ℓ
i=1 ξi
s.t. yi(w
Tφ(xi) + b) ≥ 1− ξi
ξi ≥ 0.
(4)
Here ℓ is the number of samples, yi and xi are respec-
tively the label and the vector of features of sample i,
φ is a mapping implictly defined by a kernel function
and we choose the radial basis function (RBF) kernel
K(φ(xi)
T , φ(xj)) = exp(−γ‖xi − xj‖
2) with the param-
eters C and γ to be determined by a grid search approach
when training the model.
In the rest of this section, the models are trained with
feature vectors of type F1, which encodes the full infor-
mation of a two-qubit quantum state. After the SVM
model is trained, we test the performance by creating a
new set of quantum ensemble that is distinct from the
data set employed for training. The classification accu-
racy of the learning model for each m is illustrated in
Fig. 1. All the accuracies for training and cross valida-
tion are higher than 0.95, which clearly shows that the
models are well-trained.
It is reasonable to predict that, if these steerability
classifiers are well-trained, the classifiers should turn
more precise with the increase of m. To show such va-
lidity, we use classifiers learned for different m to test
against the random data for m = 8. As illustrated in
Fig. 2, the blue-circle line is for F1 features, it is shown
that, the error drops very rapidly (except m = 6, which
may come from the imperfection in the learning pro-
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FIG. 2: (Color online) Error of classification on test data
of m = 8 by each machine learning classifier with different
features F1, F2, F3, F4 (summarized in appendix) respectively.
cess). However, the variation tendency is identical to
the theoretical prediction in general (the more measure-
ment settings, the more precise the prediction) which fur-
ther demonstrates that these are well-trained classifiers
of quantum steering.
To demonstrate the generalization ability of the steer-
ing classifiers, we study their ability in clarifying a special
state which has unambiguous bound for steerability. The
state can be written as,
ρW = p | ψ〉〈ψ | +(1− p)ρA ⊗ I/2 (5)
where | ψ〉 = cos ξ | 00〉+ sin ξ | 11〉, ρA = TrB(| ψ〉〈ψ |).
This state is a two-qubit one-way steerable state, which
was exhibited by Bowles et.al in [40] recently. The state
reduces to the Werner state when ξ = π4 . In simplic-
ity, this state can be called “generalized Werner state”.
Different from entanglement and nonlocality, each qubit
in Alice and Bob plays different role in the steering sce-
nario. There exists one-way quantum steering. That
is, special entangled states such that steering can occur
from Alice to Bob, but not from Bob to Alice. One-way
steering states attracted more attention due to their spe-
cial characterization. For the state in Eq. (5), which is
unsteerable from Alice to Bob [40], if
cos2 2ξ ≥
2p− 1
(2 − p)p3
(6)
which has also been experimentally demonstrated very
recently in [41]. Obviously, the bound of the parameter
p that Alice can steer Bob’s state is determined by Eq.
(6). Here we apply our classifiers to predict the steer-
ability of such states. The test states are constructed
according to the uniform distribution of p and ξ. For
each ξ = {π4 ,
π
6 ,
π
8 ,
π
12}, we generate 10000 test samples.
We predict the steerability bounds using both learned
classifiers and SDP.
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FIG. 3: (Color online) The predictions of steerability for gen-
eralized Werner states by learned classifiers and SDP. The
blue line is the result predicted by learning classifiers with
F1 features. Similarly, the red line is the result predicted by
SDP. And the orange line is the steerability bound from Alice
to Bob.
As illustrated in Fig. 3, four subfigs in this picture cor-
respond to ξ = {π4 ,
π
6 ,
π
8 ,
π
12} respectively. In each subfig,
the blue line is the result predicted by the learned clas-
sifiers for m = 2, ..., 8 respectively. Similarly, the red
line is the result predicted by SDP with m = 2, ..., 8.
The orange line is the steerability bound from Alice to
Bob which is defined by Eq. (6). Obviously, the learning
classifiers perform better than the traditional SDP. Espe-
cially, when ξ = π4 , Werner state, the learning classifiers
demonstrate the best performance. In Fig. 1, the third
green column depicts the classification accuracy on the
Werner state. It is interesting to notice that for m > 4,
the classification accuracy on Werner state is even higher
than on random data, despite the fact that the model is
trained with random data. As the decrease of ξ, the pre-
diction errors of both the learning classifiers and SDP
increase. It is a reasonable phenomenon since the predic-
tions for the marginal states become harder and harder.
In Fig. 4, the first subfig for F1 features shows the classifi-
cation error for generalized Werner States (with different
angles). Obviously, the error increases when the angle
drops which coincides with the above analysis. Another
interesting phenomenon is, even though the learned clas-
sifiers can be more effective than SDP, it is still possible
that they may predict the value of p lower than the steer-
ability bound, which almost never happens for SDP. The
reason is that, one typical character for machine learn-
ing classifiers is that they can predict the positive to be
negative and vice versa. However, the main error for
SDP occurs when it predicts the negative to be positive.
Hence, this phenomenon can be used to distinguish which
5method is used.
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FIG. 4: (Color online) Classification error for generalized
Werner states with different classifiers.
The above results clearly demonstrate the validity of
steerability detection by machine learning. Even the
whole information is still needed by this scheme, same
as the traditional SDP method, the machine learning
method is much more efficient than SDP in data pro-
cessing. Take m = 8 for example, the learned classifier
spends about 10−2s to predict an unknown state while
it takes about 102s for the SDP with m = 8. Maybe it
is unfair to exhibit the time advantage in testing only
one state, after all the time cost of the machine learning
classifier should contain both the training time and the
prediction time. However, when the task is to predict a
large number of unknown states, the time advantage of
machine learning classifier is obvious.
IV. QUANTUM STEERING CLASSIFIERS WITH
PARTIAL INFORMATION
Although the above steering classifier via machine
learning boosts the performance of the state classifica-
tion compared with traditional SDP method, it still has
a disadvantage that such classifier needs the whole infor-
mation of the state as the input feature. However, the
size of a quantum state grows exponentially when scaled
up, which makes large-scale quantum state tomography
intractable to carry out. Hence, it will become more and
more difficult to extend the method to higher dimensions.
Hence, it is important to further explore the possibility
of learning with only partial information of the quantum
state. Here we will introduce an efficient quantum steer-
ing detection scheme for arbitrary two-qubit states with
the help of machine learning, where Alice and Bob only
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FIG. 5: (Color online) Classification accuracy of machine
learning with partial information (F2 features). The first
column (blue) depicts the accuracy of cross validation; the
second column (orange) depicts the classification accuracy on
random states and the third column (green) depicts the clas-
sification accuracy on the Werner state.
need to measure in a few fixed measurement directions.
Steerability is unaffected by local unitaries for Alice
and “local filters”/”stochastic local operations” for Bob.
Hence the relevant information for steerability could be
encoded in a smaller feature vector. Actually, an arbi-
trary two-qubit state can be expressed in the local Pauli
basis
ρ =
1
4
(
I +
3∑
i=1
riσi ⊗ I +
3∑
j=1
sjI ⊗ σj +
3∑
k,l=1
τklσk ⊗ σl
)
.(7)
Steerability is determined by all the parameters
ri, sj , τkl. It is intuitively believed that steerability is
dominated by the correlation terms τkl between the two
qubits from Eq. (7). Hence, it is natural to extract the
coefficients of the correlation terms, {τkl}, as features.
More precisely, the partial information is extracted by
computing Tr[(σk ⊗ σl)ρ] as features, denoted by F2.
We repeat the same training and test process as for
F1. The classification accuracy of the learned models for
each m is illustrated in Fig. 5. It is interesting to see
that, even the classification accuracy on random quan-
tum state is apparently high, the accuracy for classifying
Werner states is rather low. Similarly, the second sub-
figure of Fig. 4 shows that the classification errors for
generalized Werner states are high. Thus the models
trained with features F2 have poor generalization abil-
ity. As a result, these classifiers have poor performance
compared with traditional SDP method, as illustrated by
Fig. 6. Therefore, exploring high performance classifier
with partial information is not trivial, and such a simple
and crude way is impracticable.
To further explore high performance classifier with par-
tial information, we convert the state ρ into a canonical
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FIG. 6: (Color online) The predictions of steerability for gen-
eralized Werner states by learning classifiers and SDP. The
blue line is the result which predicted by learning classifiers
with F2 features. Similarly, the red line is the result which
predicted by SDP. And the orange line is the steerability
bound from Alice to Bob.
form ρ0 by local unitaries, which preserves the steerabil-
ity of ρ. As proved in [40], the map given by,
ρ0 = (I⊗ ρ
1/2
B )ρ(I⊗ ρ
1/2
B ) (8)
where ρB = TrA[ρ], preserves the steerability of ρ. The
interesting property of this map is that when applied
to an arbitrary state ρ, it can be realized by only local
operation on Bob.
Similarly, we can extract the coefficients of the corre-
lation terms of the resulting state ρ0, τkl, to combine a
real vector of 9 numbers as features. More precisely, we
compute Tr[(σk ⊗ σl)ρ0] as features, denoted by F3. The
classification accuracy of learned models for each m is il-
lustrated in Fig. 7. In general, all the accuracies turn to
higher and higher (> 0.95) with the increase of m, which
clearly shows that we get several well-trained learning
machines.
Moreover, we observe the following similar phe-
nomenon as using the full information features. As il-
lustrated in Fig. 2, the green-star line is for F3 features,
it is shown that, the error drops very rapidly. Hence, the
variation tendency is identical to the theoretical predic-
tion in general (the more measurement settings, the more
precise the prediction).
Fig. 8 illustrates the steerability bounds predicted by
machine learning classifiers and SDP with the angle
ξ = {π4 ,
π
6 ,
π
8 ,
π
12} respectively. Obviously, the learned
classifiers outperforms the traditional SDP except for
the states when ξ = π12 , which is near the boundary
of steerability. As the decrease of ξ, the prediction er-
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FIG. 7: (Color online) Classification accuracy of machine
learning with partial information (F3 features). The first
column (blue) depicts the accuracy of cross validation; the
second column (orange) depicts the classification accuracy on
random states and the third column (green) depicts the clas-
sification accuracy on the Werner state.
rors of both the learning classifiers and SDP increase.
As we mentioned for features F1, it is a reasonable phe-
nomenon since the predictions for the marginal states
become harder and harder. In Fig. 4, the third sub-
fig shows the classification error for generalized Werner
States (with different angles) for F3 features. Obviously,
the error increases when the angle drops which coincides
with the above analysis. Generally, this classifier has bet-
ter performance compared with traditional SDP method.
Note that in this scheme, for any unknown state, Alice
and Bob only need to measure in three fixed measure-
ment directions. Therefore, it is more efficient than SDP
in both physical measurement process and data process-
ing. In particular, it should be very efficient for testing
a large amount of arbitrary states in quantum informa-
tion process, such as one-sided device-independent quan-
tum key distribution (1SDI-QKD), channel discrimina-
tion and teleamplification, etc.
To explore the performance of machine learning based
quantum steering using even less information, according
to the symmetry, we dropped the coefficients of the cor-
relation terms, σy ⊗ σx, σz ⊗ σx, σz ⊗ σy from F3 and
named the rest features as F4. The training process was
carried out as before. As illustrated in Fig. 9, the clas-
sification accuracy of such classifiers on random states
is acceptable but lower than with F3 features. Interest-
ingly, it performs better on Werner states as illustrated
in Fig. 10 except for m = 8. The fact that the accuracy
drops form = 8 may be caused by overfitting, as shown in
Fig. 9. Similarly, the predictions for the marginal states
becomes harder and harder. Even such classifiers with
F4 features perform worse than those with F3 features,
they are still more effective than those with F2 features.
72 4 6 8
m
0.4
0.5
0.6
0.7
0.8
0.9
1.0
p
π/4
ML
SDP
Bound
2 4 6 8
m
0.4
0.5
0.6
0.7
0.8
0.9
1.0
p
π/6
ML
SDP
Bound
2 4 6 8
m
0.4
0.5
0.6
0.7
0.8
0.9
1.0
p
π/8
ML
SDP
Bound
2 4 6 8
m
0.4
0.5
0.6
0.7
0.8
0.9
1.0
p
π/12
ML
SDP
Bound
FIG. 8: (Color online) The predictions of steerability for gen-
eralized Werner states by machine learning classifiers and
SDP. The blue line is the result predicted by learned clas-
sifiers with F3 features. Similarly, the red line is the result
which predicted by SDP. And the orange line is the steerabil-
ity bound from Alice to Bob.
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FIG. 9: (Color online) Classification accuracy of machine
learning with partial information (F4 features). The first
column (blue) depicts the accuracy of cross validation; the
second column (orange) depicts the classification accuracy on
random states and the third column (green) depicts the clas-
sification accuracy on the Werner state.
Hence, correctly extracting partial information is very
important for realizing high performance steering classi-
fiers via machine learning.
V. CONCLUSION
In this work, we have applied a method of machine
learning to solve problems of quantum state classifica-
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FIG. 10: (Color online) The predictions of steerability for
generalized Werner states by learning classifiers and SDP. The
blue line is the result predicted by learning classifiers with F4
features. Similarly, the red line is the result predicted by SDP.
And the orange line is the steerability bound from Alice to
Bob.
tion in quantum information science. Several reliable
enhanced steerability classifiers by combining supervised
learning and the SDP method are achieved.
At first, we build a high performance quantum steer-
ing classifier with the whole information, which are used
to test some random unknown states and the general-
ized Werner states. The prediction performance of such
learning classifier and SDP are completely analyzed and
discussed. It clearly demonstrates the validity and effi-
ciency of steering classification by machine learning. Sec-
ondly, we investigate the possibility of constructing steer-
ing classifiers with partial information. It is shown that,
correctly extracting partial information is very important
for realizing high quality steering classifiers via machine
learning. Finally, an efficient quantum steering detection
scheme for arbitrary two-qubit states via machine learn-
ing is realized, where Alice and Bob only need to measure
in three fixed measurement directions. It should be very
efficient for testing the steerability of a large amount of
arbitrary states in quantum information process, such as
one-sided device-independent quantum key distribution
(1SDI-QKD), channel discrimination and teleamplifica-
tion, etc.
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APPENDIX: THE VECTOR OF FEATURES
For an arbitrary quantum state ρ, the four different
features used in this work is summarized as below:
F1 ρii, i ∈ {1, 2, 3}, the real and imaginary part of ρij , j > i
F2 Tr[(σk ⊗ σl)ρ], {k, l} ∈ {x, y, z}
F3 ρ→ ρ0, Tr[(σk ⊗ σl)ρ0], {k, l} ∈ {x, y, z}
F4 F3 except for the terms of {σy ⊗ σx, σz ⊗ σx, σz ⊗ σy}
