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Abstract A rule-based system is a special type of expert
system, which typically consists of a set of if–then rules.
Such rules can be used in the real world for both academic
and practical purposes. In general, rule-based systems are
involved in knowledge discovery tasks for both purposes
and predictive modeling tasks for the latter purpose. In the
context of granular computing, each of the rules that make
up a rule-based system can be seen as a granule. This is due
to the fact that granulation in general means decomposition
of a whole into several parts. Similarly, each rule consists
of a number of rule terms. From this point of view, each
rule term can also be seen as a granule. As mentioned
above, rule-based systems can be used for the purpose of
knowledge discovery, which means to extract information
or knowledge discovered from data. Therefore, rules and
rule terms that make up a rule-based system are considered
as information granules. This paper positions the research
of rule-based systems in the granular computing context,
which explores ways of achieving advances in the former
area through the novel use of theories and techniques in the
latter area. In particular, this paper gives a certain per-
spective on how to use set theory for management of
information granules for rules/rule terms and different
types of computational logic for reduction of learning bias.
The effectiveness is critically analyzed and discussed.
Further directions of this research area are recommended
towards achieving advances in rule-based systems through
the use of granular computing theories and techniques.
Keywords Data mining  Machine learning  Rule-based
systems  Granular computing  Deterministic logic 
Probabilistic logic  Fuzzy logic
1 Introduction
A rule-based system is a special type of expert system,
which is made up of a set of rules, which typically takes the
form of if–then rules. In general, such rules can be
designed through the use of expert knowledge or through
learning from real data. On the basis of this viewpoint,
rule-based systems can be designed in two ways: expert-
based design and data-based design. The former follows
traditional engineering approaches whereas the latter fol-
lows machine learning approaches. Due to the vast and
rapid increase in data size, machine learning approaches
have, thus, become increasingly popular towards the design
of rule-based systems. The rest of this section focuses on
description of the rule-based systems in the machine
learning context.
As introduced in Liu et al. (2014), rules can be used for
different tasks, e.g., classification, regression and associa-
tion, and thus these rules are referred to as classification
rules, regression rules and association rules, respectively.
In terms of classification rules, a unfied framework for
design of rule-based classification systems, which is made
up of rule generation, rule simplication and rule represen-
tation, was developed in Liu et al. (2015b). In particular,
rule generation approaches can be divided into two cate-
gories: divide and conquer (Quinlan 1993) and separate
and conquer (Fu¨rnkranz 1999). Rule simplification can be
done through use of pruning algorithms (Fu¨rnkranz 1999),
which can be specialized into the following two types: pre-
pruning and post-pruning. Rule representation is aimed at
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managing the computational complexity and interpretabil-
ity for rule-based models (Liu et al. 2015a). A more
detailed explanation of the above framework is presented
in Sect. 3.
As mentioned in Hu and Shi (2009), Zadeh (1997)
proposed that granulation is a basic concept that underlies
human cognition and generally involves decomposition of
a whole into several parts. In this context, each of the rules
or rule bases that make up a rule-based system can be
considered as a granule. Similarly, each of the rule terms
that make up a single rule is also considered as a granule.
As introduced in Liu et al. (2015a), rule-based systems can
be used in practice for the purpose of knowledge discovery,
which means to extract knowledge or information discov-
ered from data. In this context, rules, rule bases and rule
terms are seen as information granules.
As introduced in Fu¨rnkranz (1999), the existing rule
generation approaches mentioned above have three main
biases, one of which is referred to as ‘search bias’. The
search bias means the way that the hypothesis space is
searched and is essentially originated from the so-called
‘greedy search’ strategy. For the divide and conquer
approaches, such as ID3 (Quinlan 1986), the search bias can
result from the fact that attribute selection is based on the
average entropy calculated for each single attribute and the
attribute with the minimum entropy is selected. In this
context, selection of the attribute with the minimum entropy
can only manage to minimize the uncertainty remaining in
the training set at the current iteration. In other words, the
recursive partition of the training set can only lead to local
optimization rather than global optimization towards
reduction of the uncertainty at each iteration. The same
problem may also arise with the separate and conquer
approaches when a particular attribute-value pair is selected
at each iteration leading to local optimization towards
reduction of the uncertainty remaining in the training set at
each iteration. On the basis of the above description, this
paper pays attention to the use of granular computing
techniques towards the search of a globally optimal set of
rules in terms of rule quality. Similar work has also been
proposed in Yao and Yao (2002), but the approach proposed
in this paper involves the use of the concept of granular
structures that will be described in Sect. 4.
On the other hand, in machine learning tasks, the pres-
ence of missing values in training and test data is a far large
issue that needs to be resolved effectively in practice. Two
popular resolutions are to replace any missing values with
the most frequently occurring values for discrete attributes
or the average values for continuous attributes, and to
delete any instances with missing values from the data set,
respectively (Kononenko and Kukar 2007). However,
reasons for missing values could be varied in practice
(Pigott 2001). In other words, missing values can happen
on a random or artificial basis. For example, people may
forget to put details on a particular field when they fill in
online forms. This can be considered as random missing of
values. In contrast, an online form may appear to have
some fields not required, i.e., people do not have to fill in
details on these fields. This would be considered as artifi-
cial missing of values. In addition, on this basis, it is also
possible that some details are still pending and thus not
known yet leading to the occurrence of missing values such
as student exam results. More reasons for missing values
are explained in Pigott (2001) in detail. On the basis of the
above description, this paper proposes a technique through
use of the rough set theory towards appropriate handling of
missing values when their absence is on the artificial basis
mentioned above. This proposal is inspired by the concept
that a rough set contains a boundary region that indicates
insufficient knowledge about the set for judging the
membership of an element (Pawlak 1982).
The rest of this paper is organized as follows: Sect. 2
presents theoretical preliminaries relating to rule-based
systems and granular computing. Section 3 presents a uni-
fied framework for the design of rule-based classification
systems. Section 4 provides an overview of granular com-
puting concepts in the context of set theory and information
granulation. The relationship between rule-based systems
and granular computing is argued in Sect. 4. Section 4 also
explores ways of achieving advances in rule-based systems
through novel use of granular computing theories and
techniques. In particular, a certain perspective is given to
show how to use set theory for management of information
granules for rules/rule terms. In addition, this section also
justifies how different types of computational logic can be
used effectively towards reduction of bias from rule learn-
ing algorithms. Section 5 critically discusses the effective-
ness of granular computing techniques towards advances in
rule-based systems. Section 6 summarizes the contributions
of this paper and provides recommendations for further
directions of research in rule-based systems in the context
of granular computing.
2 Theoretical preliminaries
As mentioned in Sect. 1, some fundamental concepts
strongly relate to rule-based systems, machine learning and
granular computing. In particular, these concepts include
if–then rules, computational logics, statistical measures and
rough sets. This section describes these concepts in detail.
2.1 If–then rules
As introduced in Sect. 1, a rule-based system is made up of
a set of rules. Ross (2004) described that a varied number
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of ways have been used for knowledge representation in
engineering applications of artificial intelligence, but one
of the most popular ways is to take the form of if–then rules
denoted by the expression: IF cause (antecedent) THEN
effect (consequent).
The above expression typically provides an inference
that if the input (cause, antecedent, condition) is given,
then the output (effect, consequent, outcome) can be
derived (Ross 2004). In this paper, each item that makes up
a condition (the left hand side of a rule) is read as a rule
term. Gegov (2007) introduced that both the left hand side
(antecedent) and the right hand side (consequent) of a rule
can contain multiple terms (inputs/outputs). In this context,
an antecedent that contains multiple conditions (input
terms) linked by ‘and’ connectives is referred to as a
conjunctive antecedent, whereas an antecedent that consists
of the input terms that are linked by ‘or’ connectives is
referred to as a disjunctive antecedent. The above concepts
related to antecedents also apply to the consequents of a
rule. Also, it is presented in Gegov (2007) that rules would
be conjunctive, if all of these rules are linked through use
of ‘and’ connectives, or disjunctive, if any of these rules
are connected through use of ‘or’ connectives. A rule may
also be inconsistent, which indicates the possibility that a
rule has the same antecedent mapped to a number of dif-
ferent consequents. In this case, the rule would appear to
have its antecedent conjunctive and its consequent dis-
junctive. In addition, rules with the same set of input
attributes on their left hand side can make up a rule base
and more details about the concept of rule bases can be
seen in Gegov (2010).
As mentioned in Sect. 1, rules can be applied for dif-
ferent practical tasks, e.g., classification, regression and
association. In this paper, rules are mainly used as pre-
diction techniques for classification tasks. Therefore, each
of the rules is called a classification rule, which can contain
multiple terms on its left hand side, but only a single term
on its right hand side. In a classification rule, the conse-
quent expresses the class which unseen instances are
assigned and the rule antecedent expresses the adequate
condition that any unseen instances need to meet in order
for these instances to be assigned this class. A rule set that
is used for classification may contain overlapped rules.
This indicates the possibility that different rules could
cover some common instances. In this context, if these
overlapping rules have different consequents on their right
hand side, an issue, which is called classification conflict,
would arise. In this case, conflict resolution is used towards
resolving the issue according to the specific criteria such as
weighted voting or fuzzy inference (Ross 2004). The
presence of inconsistent rules usually leads to uncertainty
in classification. This is mainly due to the case that the
prediction towards a class becomes non-deterministic when
the conflict of classification issue arises. More details about
the resolution of conflicts and handling inconsistent rules
can be found in Liu et al. (2015a).
2.2 Computational logic
Ross (2004) stated that logic is a small part of the capa-
bility of human reasoning, which can assist people
towards making decisions or judgments. A basic type of
logic is known as Boolean logic in computer science. As
presented in Liu et al. (2015a), in the context of Boolean
logic, each variable is binary, which means that the value
of such a variable is 0 (false) or 1 (true). This indicates
that reasoning and judgment that are made without
uncertainty would normally lead to deterministic out-
comes. From this viewpoint, Boolean logic can also be
called deterministic logic. However, it is quite usual in
reality that people can only make practical operations
under uncertainty such as decision making, reasoning and
judgment. Due to the above case, the other three types of
computational logic, namely probabilistic logic, fuzzy
logic and rough logic, have thus become more popular
approaches. Each of the three types of logic can be seen
as an extension of deterministic logic. The three types of
computational logic mentioned above are mainly different
from deterministic logic in terms of the truth value, which
is numerical between 0 and 1 rather than binary (0 or 1).
The numerical truth value expresses a probability of get-
ting one of the binary truth values in probabilistic logic
and a membership degree of truth in fuzzy logic as well
as a possibility of truth in rough logic. The rest of this
subsection presents the key features of the four types of
computational logic mentioned above and discusses the
main difference among them as well as in what ways they
are related to the concept of rule-based systems. The
differences among the four types of computational logic
are also compared in the perspectives of any related sta-
tistical heuristics, set theory and corresponding event type
in Table 1.
Deterministic logic handles certain events. For example,
all elements in a crisp set should fully belong to the set
without uncertainty, i.e., each of these elements is certainly
assigned a full membership to the above set.
Probabilistic logic handles random events under proba-
bilistic uncertainty. For example, in a probabilistic set, an
element may be randomly put into the set with a certain
probability. An element must be given a full membership
to the set once the element has been put into the above
probabilistic set.
Fuzzy logic handles events under non-probabilistic
uncertainty. In this context, each set is known as a fuzzy
set, which is due to the fact that each of the elements in
such a set may only be given a partial membership to the
Granul. Comput.
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set, i.e., each of these elements belongs to the fuzzy set to a
certain degree.
Rough logic handles events under uncertainty which
results from incomplete information. In the context of set
theory, a rough set is a special type of set, which restores
information on the basis of different subsets of attributes
(Yao 2004). In other words, in a rough set, all instances
belong to the set subject to specific conditions by means of
employing a boundary region of the set (Pawlak 1982). For
example, an instance belongs to a rough set subject to two
conditions, which have the weight of 0.7 and 0.3, respec-
tively. In this context, if the first condition is met and the
second condition is still pending, then the possibility for
the instance to belong to the rough set is 0.7.
In the context of rule-based systems, if deterministic
logic is adopted, then each rule as a part of a rule-based
system would happen to either fire or not without any
uncertainty. If the rule happens to fire, the consequent
would be deterministic. If probabilistic logic is adopted,
then each rule as a part of a rule-based system would be
given a firing probability. The consequent would be prob-
abilistic depending on the posterior probability of the
consequent of the rule given the specific antecedent. If
fuzzy logic is adopted, then each rule as a part of a rule-
based system would be given a firing strength. The con-
sequent would be weighted depending on the fuzzy truth
value of the most likely outcome. Also, it is required for
fuzzy rule-based systems to handle continuous attributes
through mapping these numerical values to a finite number
of fuzzy linguistic terms in accordance with those fuzzy
membership functions defined. If rough logic is adopted,
each rule as a part of a rule-based system would be given a
firing possibility, when there are missing values in test
instances against some of these attribute-value pairs to be
judged about their firing status as part of the antecedents of
these rules. In particular, each input term as a part of the
antecedent of a rule contributes a possibility towards firing
this rule, while this input term is firing. Therefore, the
firing possibility of a rule is equal to the sum of all the
possibilities to which the input terms of the rule contribute.
Overall, deterministic rules do not accept overlapping of
instances, which means that any rule sets covered by such
rules should have all instances belong to the same class. In
contrast, probabilistic and fuzzy rules accept such over-
lapping of instances, which indicates that rule sets covered
by these two types of rules may have instances belong to
different classes. When probabilistic rules are used, test
instances can only be assigned a single class with a certain
probability. However, fuzzy rules typically assign a test
instance multiple classes with different degrees of mem-
bership. In other words, the test instance belongs to one
class to a certain extent and to another class to another
extent. In contrast, rough rules do not accept overlapping of
instances as mentioned above and assign a test instance a
single class subject to specific conditions. In other words,
the test instance belongs to a single class subject to one or
more conditions, each of which is assigned a certain
weight.
2.3 Statistical measures
In the context of rule learning, statistical measures are
usually used as heuristics for generation, simplification and
evaluation of rules. This subsection presents several mea-
sures, namely entropy, J-measure and confidence.
Entropy is a measure of uncertainty, which is introduced
in Shannon (1948). Entropy E can be calculated in the way
illustrated in Eq. (1):
E ¼ 
Xn
i¼0
pi  log2 pi ð1Þ
where p is read as the probability of the occurrence of event
i and i is used as the index of a particular event.
The J-measure is introduced in Smyth and Rodney
(1992), which is an information theoretic measure of
average information content of a single rule. The J-measure
can be calculated through the product of two terms as
illustrated in Eq. (2):
JðY; X ¼ xÞ ¼ PðxÞ  jðY ; X ¼ xÞ ð2Þ
where the first term P(x) is known as the probability of the
occurrence of the left hand side of a rule and used as a
measure of simplicity (Smyth and Rodney 1992). Besides,
the second term is known as j-measure, which was first
introduced in Blachman (1968), but later modified in
Smyth and Rodney (1992). This term is used as a measure
of goodness-of-fit of a single rule (Smyth and Rodney
1992). The j-measure is calculated in the way as illustrated
in Eq. (3):
Table 1 Comparison among
deterministic, probabilistic,
fuzzy and rough logic
Logic type Related heuristics Related set theory Related event type
Deterministic Logic Binary truth value Crisp set Certain event
Probabilistic Logic Probability Probabilistic set Random event
Fuzzy Logic Fuzzy truth value Fuzzy set Fuzzy event
Rough Logic Possibility Rough set Possible event
Granul. Comput.
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jðY ;X ¼ xÞ
¼ PðyjxÞ  log PðyjxÞ
PðyÞ
 
þ ð1  PðyjxÞÞ
 log 1  PðyjxÞ
1  PðyÞ
 
ð3Þ
where P(y) is known as the prior probability of the
occurrence of the consequent of a rule and P(y|x) is read
as the posterior probability of the occurrence of the rule
consequent with the rule antecedent given as the
condition.
Also, the j-measure has its upper bound called jmax as
introduced in Smyth and Rodney (1992) and can be cal-
culated as illustrated in Eq. (4):
jðY; X ¼ xÞ  max PðyjxÞ  log 1
PðyÞ
 
;

ð1  PðyjxÞÞ  log 1
1  PðyÞ
  ð4Þ
However, it is generally possible that the class to which
the rule will eventually be assigned to reflect the rule
consequent is unknown. In this case, the j-measure can be
calculated through taking into account all of the possible
classes as illustrated in Eq. (5):
jðY ; X ¼ xÞ ¼
Xn
i¼0
PðyijxÞ  log Pð
yi jxÞ
PðyiÞ
 
ð5Þ
In the above case, the corresponding jmax needs to be
calculated through the way illustrated in Eq. (6):
jðY ; X ¼ xÞ  max
i
Pðyi jxÞ  log 1
PðyiÞ
  
ð6Þ
Confidence is introduced in Agrawal et al. (1993), which
is used to measure the predictive accuracy of a single rule,
i.e., the extent to which the consequent of the rule is reli-
able when the corresponding antecedent of the rule is sat-
isfactory. The confidence can be calculated in the way
illustrated in Eq. (7):
Conf ¼ Pðx; yÞ
PðxÞ ð7Þ
where P(x, y) is known as the joint probability that the
antecedent and consequent of a rule commonly occur
and P(x) is known as the prior probability provided with
the same essence as given in the J-measure introduced
above.
A more detailed overview of the above statistical mea-
sures can be found in Tan et al. (2004) and Geng and
Hamilton (2006). Section 4 will illustrate in what way
these measures are effective for the purpose of rule
learning.
3 Design of rule-based classification systems
As introduced in Sect. 1, a unified framework for the
design of rule-based classification systems consists of three
operations: rule generation, rule simplification and rule
representation. This section illustrates the three operations
in detail.
As mentioned in Sect. 1, the generation of rules can be
achieved following two approaches, namely, divide and
conquer and separate and conquer. The aim of the former is
to generate rules in the form of decision trees on an
inductive basis such as ID3 (Quinlan 1986) and C4.5
(Quinlan 1993), whereas the aim of the latter is to generate
if–then rules directly from training instances on an iterative
basis such as Prism (Cendrowska 1987) and Information
Entropy-Based Rule Generation (IEBRG) (Liu et al. 2014).
The divide and conquer approach is also known as Top-
Down Induction of Decision Trees (TDIDT). This is
because of the fact that rules generated using this approach
are represented in the form of decision trees and that the
induction procedure is from general to specific like the top-
down approach (Avison and Fitzgerald 2006) in the context
of software engineering. The basic procedure of the TDIDT
is illustrated in Fig. 1.
The separate and conquer approach is also known as the
covering approach. This is because of the fact that this
approach typically involves generating if–then rules
sequentially. In particular, the aim of this approach is
generating a rule which covers the instances belonging to
the same class and then iteratively starting the generation
of the next rule through the use of the rest of the training
instances that should not have been covered by the rules
that are generated previously. In other words, all the above
instances covered by the previously generated rules need to
have been deleted from the current training subset. The
separate and conquer approach basically works following
the procedures illustrated in Fig. 2.
In terms of rule simplification, as mentioned in Sect. 1,
it can be achieved by adopting pruning algorithms towards
reduction of both overfitting and complexity of computa-
tional models. In particular, pruning algorithms can be
specialized into two types, namely, pre-pruning and post-
pruning. The former pruning generally means that pruning
actions are taken when rules are being generated whereas
the latter pruning means that pruning actions are taken after
the rule generation is completed. A special type of pruning
algorithms, which are based on J-measure, is introduced in
Sect. 2.3. The rest of this subsection focuses on the illus-
tration of J-measure-based pruning.
With regard to pruning of decision trees, the aim of pre-
pruning is stopping a particular branch in a tree growing
further. The stopping criteria are typically determined
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using statistical heuristics such as the J-measure. Due to the
nature of decision tree learning, it is not known which class
can eventually be labelled on the leaf node of a particular
branch when this branch is stopped growing further.
Therefore, the value of J-measure would be calculated
following the Eqs. (2) and (5) as illustrated in Sect. 2.3. In
this case, the corresponding Jmax value, which is used to
reflect the upper bound of J-measure, can be calculated
following the Eqs. (2) and (6) illustrated in Sect. 2.3. The
basic procedure of J-measure-based pre-pruning of deci-
sion trees is illustrated in Fig. 3.
As mentioned above, the stopping criteria against fur-
ther growth of a tree branch can be made according to the
values of J-measure and Jmax. In particular, the growth of
a branch in a tree could be stopped once the highest value
of J-measure observed so far already gets higher than the
Jmax value achieved at the current node. Also, the stopping
could be made once the value of J-measure has been equal
to the Jmax value at the current node.
On the other hand, simplification of decision trees can
also be achieved through use of post-pruning algorithms. In
this context, the aim of the pruning action is at simplifying
any particular branches in a decision tree after the whole
tree has been generated. In some cases, it is necessary to
covert the tree into a set of single rules prior to the pruning
action being taken. When J-measure is used, the procedure
of post-pruning is illustrated in Fig. 4. However, post-
pruning of decision trees can also be done through
replacing a subtree with a leaf node when other statistical
heuristics are used. A popular method used in this strategy
is referred to as Reduced Error Pruning (REP) (Elomaa and
Ka¨a¨ria¨inen 2001).
With regard to pruning of if–then rules, it is different
from that of decision trees. In particular, the pruning action
Fig. 1 Decision tree learning
algorithm (Kononenko and
Kukar 2007)
Fig. 2 Rule covering approach (Kononenko and Kukar 2007)
Fig. 3 J-measure-based pre-
pruning of decision trees (Liu
et al. 2016b)
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for if–then rules needs to be made per single rule gener-
ated. In other words, each single rule is pruned immedi-
ately once this rule has been completely generated, which
indicates that the pruning action needs to be taken before
starting the generation of the next rule rather than after the
completion of the generation of a whole rule set.
In the context of pruning of if–then rules, the aim of pre-
pruning is stopping the specialization of the left hand side of a
rule. The aim of post-pruning would be simplifying the left
hand side of a rule after the generation of this rule has been
completed. When J-measure is used as the heuristics, the pro-
cedure of the pre-pruning of if–then rules is illustrated in Fig. 5.
Fig. 4 J-measure-based post-
pruning of decision trees (Liu
et al. 2016b)
Fig. 5 J-measure-based rule
pre-pruning (Liu et al. 2016b)
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The post-pruning of if–then rules, which is based on
J-measure, is similar to the strategy involved in pruning of
decision trees. A main difference to tree pruning is that the
pruning action is taken immediately after the generation of
a single rule is completed and before the start of generating
the next rule rather than after the end of generating the
whole rule set.
In terms of rule representation, it is argued in Liu et al.
(2015a) that appropriate representation of rules is highly
important towards improvement of model efficiency and
interpretability. In particular, decision tree, linear list and
rule-based network are considered to be three main repre-
sentation techniques, which are illustrated using the set of
rules below as an example.
Rule 1: if x1 = 0 and x2 = 0 then y = 0;
Rule 2: if x1 = 0 and x2 = 1 then y = 0;
Rule 3: if x1 = 1 and x2 = 0 then y = 0;
Rule 4: if x1 = 1 and x2 = 1 then y = 1;
The above set of rules is already represented in a linear
list which is in the form of if–then rules as defined in Liu
et al. (2015a).
With regard to decision tree representation, the above
rule set would be represented as illustrated in Fig. 6. In
this representation, the root node or each of the internal
nodes represents an input attribute. Each of the branches
splitting from the root or an internal node represents a
condition judgement. Each of the leaf nodes represents a
class label.
With regard to rule-based network representation, the
above rule set would be represented as illustrated in Fig. 7. In
this network topology, the nodes (e.g., x1 and x2) in the input
layer represent input attributes. Each node in the conjunction
layer represents a rule antecedent, and the corresponding
consequent of the same rule is a class label which is repre-
sented as a node in the output layer. In addition, each of the
connections between the nodes in the input and conjunction
layers represents the condition judgement, and each of the
connections between the nodes in the last two layers (con-
junction and output) represents the mapping between a rule
antecedent and a rule consequent.
4 Granular computing-based rule learning
Sections 2 and 3 described theoretical preliminaries of
rule-based systems and granular computing as well as a
framework for the design of rule-based classification sys-
tems. As mentioned in Sect. 1, rules and rule terms can be
considered as information granules, which shows the
relationship between rule-based systems and granular
computing. This section particularly justifies such a rela-
tionship, as well as explores in what way granular com-
puting techniques contribute to rule learning towards
advances in this research area.
4.1 Overview of granular computing
Granular computing is an emerging approach of informa-
tion processing. It is applied with two main aims as pointed
out in Yao (2005). One aim is at structured thinking at the
philosophical level and the other one is at structured
problem solving at the practical level. The fundamentals of
granular computing generally involve information granu-
lation which includes probabilistic sets, fuzzy sets and
rough sets. As also mentioned in Sect. 1, granulation
generally means to decompose a whole into several parts.
The rest of this subsection focuses on description of
granular computing concepts in the context of set theory
and granulation.
In the context of probabilistic sets, each set employs a
chance space which can be partitioned into a number of
subspaces. Each of the subspaces can be viewed as a
granule that can be randomly selected towards wining of a
chance. In this context, all these granules make up the
chance space mentioned above. As introduced in Sect. 2.2,
in a probabilistic set, each element is granted a probability
to get the full membership to the set. In the context ofFig. 6 Decision Tree representation
Fig. 7 Rule-based network representation
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granular computing, the probability can be viewed as a
percentage of the granules that make up the chance space.
For example, if the probability for an element to get the full
membership is 70 %, then the element would be assigned
70 % of the granules (70 % chance). In this case, if any one
of the granules is selected on a random basis, then the
element will be granted the full membership to the set.
In the context of fuzzy sets, as mentioned in Sect. 2.2,
each element has a certain degree of membership to the set.
The membership can be partitioned into a number of parts,
each of which can be viewed as a granule. From this point
of view, if an element has a membership degree of 70 %,
then it would be considered that an element is assigned
70 % of the granules. This is very similar to the example
that an academic society offers different levels of mem-
berships, which grant the members with different levels of
access to the resources.
In the context of rough sets, as mentioned in Sect. 2.2, a
set employs a boundary region to restore some elements
under insufficient information. In other words, all those
elements within the boundary region would only be given
conditional memberships since these elements have only
partially met the conditions towards being members of the
set. Once the conditions are met, then full memberships
will be granted to the elements. In this context, the con-
dition for an element to become a member of the set can be
partitioned into a number of sub-conditions, each of which
can be viewed as a granule. As mentioned in Sect. 2.2,
possibility is used to measure the extent to which the
condition is satisfactory. Therefore, if the possibility that
an element belongs to the set is 70 %, then it would be
considered that the element has met 70 % of the granules
(sub-conditions).
On the basis of the above description, granular com-
puting is very useful to simplify a complex problem
through decomposing it into several sub-problems in
practice. It can also be used to measure a qualitative
attribute in a quantitative way in the context of information
granulation. In machine learning research, due to the
presence of insufficient data, it is always required to
measure uncertainty properly. Therefore, it is necessary to
position the research of rule learning in the context of
granular computing towards the improvement of model
accuracy, and the relationship between rule-based systems
and granular computing is argued in Sect. 4.2.
4.2 Relationship between rule-based systems
and granular computing
As introduced in Yao (2006), the ideas of granular com-
puting have been involved in the areas such as the theory of
hierarchy, computational intelligence, artificial intelli-
gence, divide and conquer and the theory of small groups.
In particular, granular computing is given as a basis of data
mining, such as rule mining and representation. On the
basis of the above description, the relationship between
rule-based systems and granular computing can be outlined
as follows:
Firstly, a rule-based system is a special type of systems,
which consists of a set of rules or rule bases. Each of the
rules is also made up of a number of rule terms. Each of the
rule bases consists of rules that have the same set of
attributes. From this viewpoint, the concept of rule-based
systems is linked to granular computing in the context of
the theory of hierarchy. In particular, the concept of rule-
based systems involves a four level structure, i.e., rule set,
rule base, rule and rule term.
Secondly, in the context of computational intelligence,
as described in Yao (2006), the notion of information
granulation was first time introduced in Zadeh (1979) and
the fuzzy set theory was suggested as a technique for
applications in this perspective. Later, rough set theory was
proposed in Pawlak (1982) to show the significance of the
notion of information granulation. On this basis, Yao
(2006) defined each granule as a set and a family of sets as
the granular structure. In the context of rule learning, a rule
set is used to restore a group of rules that are learned from a
particular data set by the same algorithm. From this point
of view, a rule set is considered as a granule. In addition, a
set is used to restore a subset of training instances covered
by a single rule or any one of its child rules, which again
shows the connections to information granulation. More
details on the use of set theory are presented in Sect. 4.3.
Thirdly, in the context of artificial intelligence, Yao
(2006) described the fact that the role of the notion of
granules is significant in some studies such as representa-
tion, searching and reasoning of knowledge. In the context
of rule-based systems, rule representation has been defined
as an important operation in Liu et al. (2015a) for the
purpose of searching and reasoning towards the derivation
of an output, which emphasizes the role of the notion of
granules in the study of rule-based systems.
Fourthly, as mentioned in Sect. 2.3, divide and conquer
is a popular approach for decision trees learning. In addi-
tion, divide and conquer is popularly used as a search
strategy in the subject of data structures as well as pre-
diction of unseen instances (Liu et al. 2015a). On the basis
of the above description, the concept of rule-based systems
is linked to the granular computing in terms of knowledge
learning and searching through the divide and conquer
strategy.
Finally, in the context of the theory of small groups, as
mentioned in Yao (2006), a small group can be seen as a
granule. As introduced in Arrow et al. (2000), groups can
be studied as complex systems which are adaptive and
dynamic. Such groups need to have the following
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characteristics: interaction among group members, inter-
action between different groups and the contexts of groups
(Yao 2006).
In this context, as introduced in Sect. 3, the unified
framework for design of rule-based systems consists of
three components: rule generation, rule simplification and
rule representation. If each of the three components is
viewed as a group, then ID3 and C4.5 can be seen as the
members of the group. Similarly, decision trees, linear lists
and rule-based networks can also be viewed as members of
the group for rule representation. As argued in Liu et al.
(2015b), the three groups have interactions with each other.
For example, rule generation methods interact with rule
simplification methods in the process of rule learning. In
addition, when the divide and conquer approach is adopted
for generation of rules, the rule-based model is automati-
cally represented in the form of a decision tree while the
rules are being generated. Also, when rules are generated
using the separate and conquer approach, the rule-based
model is automatically represented in the form of if–then
rules in the meantime. The above description indicates that
the above framework for design of rule-based systems
demonstrates the characteristic of interaction among group
members.
With regard to interaction between different groups, a
special type of rule-based systems, which is referred to as
ensemble rule-based systems (Liu and Gegov 2015), can
demonstrate this characteristic. For example, a random
forest is a group of decision trees. As each decision tree is
viewed as a group of rules, the random forest can thus be
seen as an ensemble of groups. In fact, these decision trees
that make up a random forest have collaborations with each
other in the testing stage for the final prediction of unseen
instances. The above fact indicates that ensemble rule-
based systems demonstrate the characteristic of interaction
between different groups.
4.3 Applications of granular computing techniques
for rule learning
Section 4.2 argued the relationship between rule-based
systems and granular computing. This subsection explores
in detail how granular computing techniques can be applied
towards advances in rule learning. In particular, set theory
is used for management of information granules for rules or
rule terms. Probabilistic, fuzzy and rough logic are used as
techniques for handling uncertainty in rule-based classifi-
cation tasks. A rule-based network topology is used for
representation of rules.
As mentioned in Sect. 3, each rule covers a set of
instances that are used in the training stage. In this context,
each set of instances covered by a single rule is viewed as a
granule. In accordance with the justification in Sect. 4.2,
such a granule could also be seen as a set. Therefore, such a
set of instances that are covered by a rule is seen as a set. In
addition, a rule would have a finite number of child rules,
which is very similar to a finite set having a finite number
of subsets. From this point of view, each child rule also
covers a set of instances, which could be viewed as a set.
The set Si that contains the instances covered by a child
rule Ri is actually the superset of the set S that contains the
instances covered by the corresponding parent rule R. In
other words, S is equal to the intersection of all the sets Si
where i = 0, 1, 2…k. The mathematical notation is shown
in Eq. (9):
S ¼
\k
i¼0
Si ð9Þ
On the basis of the above description, a parent rule and
each of its child rules are viewed as granules, each of
which covers instances that belong to a set. The family that
consists of these sets is viewed as a granular structure in
accordance with the justification in Sect. 4.2. The granular
structure can be built following the procedure illustrated by
the following example:
Suppose there is a three order rule: if x = 1 and y = 1
and z = 1, then class = 1 that covers instances belonging
to set d. It would have 6 child rules, each of which covers
instances belonging to one of the numbered sets as follows:
a, b, c, e, f, and g. The corresponding six child rules are
listed, respectively, as below:
if x = 1, then class = 1;
if x = 1 and y = 1, then class = 1;
if y = 1, then class = 1;
if x = 1 and z = 1, then class = 1;
if y = 1 and z = 1, then class = 1;
if z = 1, then class = 1;
The full family of sets is represented in the following:
Order 3: {d}
Order 2: {b, e, f}
Order 1: {a, c, g}
The above granular structure was created through the
following procedure:
Iteration 1: when the first rule term x = 1 is appended,
the set a is created accordingly and the parent rule is in the
form: if x = 1 then class = 1;
Iteration 2: when the second rule term y = 1 is appen-
ded, the set b is created accordingly and the parent rule is
specialized in the form: if x = 1 and y = 1 then class = 1;
then one child rule is generated in the form: if y = 1 then
class = 1; and the set c is created accordingly.
Iteration 3: when the third rule term z = 1 is appended,
the set d is created and the parent rule is specialized in the
form: if x = 1 and y = 1 and z = 1 then class = 1; in
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addition, the three child rules are generated subsequently in
the forms, respectively: if x = 1 and z = 1 then class = 1;
if y = 1 and z = 1 then class = 1; and if z = 1 then
class = 1; also, the three sets e, f and g are created
accordingly. The creation of the granular structure illus-
trated above is complete in this iteration.
The importance of constructing the granular structure
illustrated above is justified in Sect. 5.
In terms of probabilistic logic, it can be used for han-
dling uncertainty when rules are used to make predictions.
As introduced in Sect. 2.2, probabilistic logic generally
means to solve problems under probabilistic uncertainty. In
the context of rule learning, all generated rules are sup-
posed to be inconsistent, which means that each of such
rules can be mapped to different consequents with different
levels of confidence. For example, if x = 1 and y = 0 then
z = 0 (70 % chance) or z = 1(30 % chance); the above
example indicates that if the condition is met, then the
output variable has 70 % chance to equal to 0 and 30 %
chance to equal to 1.
In terms of fuzzy logic, it can be also used for handling
uncertainty when rules are used to make predictions. As
introduced in Sect. 2.2, fuzzy logic generally means to
solve problems under non-probabilistic uncertainty. In the
context of rule learning, all generated rules are supposed to
be inconsistent, which means that each of such rules can be
mapped to different consequents with different degrees of
membership. For example, if x = 1 and y = 0 then z = 0
(70 % membership) or z = 1(30 % membership); the
above example indicates that if the condition is met, then
the output variable equals to 0 with the membership degree
of 70 % and to 1 with the membership degree of 30 %.
In terms of rough logic, it can be also used for handling
uncertainty when rules are used to make predictions. As
introduced in Sect. 2.2, rough logic generally means to
solve problems under insufficient knowledge. In the con-
text of rule learning, it is possible that testing data contain
missing values against some attribute-value pairs to be
judged about their firing status as part of the left hand side
of a rule. For example, if x = 1(70 % weight) and y = 0
(30 % weight), then z = 0; the above example indicates
that if the value of x is missing in a test instance but the
value of y is 0 then the possibility that z equals to 0 is 30 %.
This means that the value of 0 is assigned subject to the
condition that x equals to 1 with the weight of 0.7. In other
words, the condition for the variable z to be assigned the
value of 0 is only 30 % satisfied due to the case that the
value of x is still pending.
On the basis of the above description, it also indicates
the needs to represent probabilistic, fuzzy or rough rules to
improve the interpretability of rule-based models. A rule-
based network topology is developed through modifica-
tions made to the topology illustrated in Fig. 7, and the
modified version is illustrated in Fig. 8.
This network topology can be applied to any types of
computational logic such as deterministic logic,
Fig. 8 Unified rule-based network (Liu et al. 2016a)
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probabilistic logic, fuzzy logic and rough logic. In the
input layer, same as that illustrated in Fig. 7, each node
represents an input attribute. In the input values layer,
each node represents the value of a particular attribute.
None of such input attributes can have its different values
commonly appear in the same rule as rule terms. There-
fore, none of the nodes in the input values layer can be
commonly connected to the same node in the conjunction
layer if the above nodes are connected to the same node in
the input layer. In the disjunction layer, each node rep-
resents a class label used as a rule consequent. It is
allowed in this topology to represent inconsistent rules,
which indicates that it is acceptable for the same rule
antecedent to be mapped to different consequents, each of
which reflects a possible class assigned to unseen
instances. For example, the first node in the conjunction
layer has connections to the first two nodes in the dis-
junction layer as can be seen in Fig. 8. Each of these
weights, which is assigned to the connection between two
nodes, expresses a truth value while the computation is
made by adopting deterministic or fuzzy logic. The type
of a truth value is binary (0 or 1) if using deterministic
logic whereas the type needs to be numerical (between 0
and 1) if using fuzzy logic. In addition, while the com-
putation is made by adopting probabilistic logic, the
weight assigned to the connection between two nodes
would represent the probability. The final output from the
only node in the output layer illustrated in Fig. 8 is
probabilistic on the basis of the class probabilities origi-
nating from the nodes in the disjunction layer. Otherwise,
the weight assigned to the connection between two nodes
would represent a fuzzy truth value (fuzzy membership
degree) for fuzzy logic-based computation, as mentioned
above, or the possibility for rough logic-based computa-
tion. The final output for the computation based on fuzzy
or rough logic is voted on the basis of the weights origi-
nating from the nodes in the disjunction layer. The
importance of the rule-based network topology illustrated
above is justified in Sect. 5.
5 Discussion
Section 4 argued the relationship between rule-based sys-
tems and granular computing and explores some important
applications of granular computing concepts for advancing
the development of rule-based systems. This section jus-
tifies critically why the applications of granular computing
techniques illustrated in Sect. 4.3 are significant.
In terms of set theory, Sect. 4.3 presented that a family
that consists of a parent rule and all its child rules can be
managed through creation of a granular structure. Such
management is important when a rule needs to be simpli-
fied using pruning algorithms. A specific pruning algo-
rithm, which is based on J-measure and inspired by the
ITRULE approach (Smyth and Rodney 1992), is intro-
duced by Liu et al. (2016b) and illustrated in Fig. 9.
As illustrated in Fig. 9, in order to find the rule with the
highest J-measure, it is required to check both the parent
rule and all its child rules. In particular, it needs to cal-
culate the J-measure for each of the above rules through
checking the corresponding set that contains instances
covered by the rule. In traditional ways, these rules, which
are viewed as granules, are simply stored in a set. The
search for the rule with the highest J-measure can only be
done in a linear way, i.e., linear search. This is because all
elements are stored in a set in an unordered way. In this
case, the time complexity is O (2n) where n is the number
of rule terms (the order) for the parent rule. The detailed
analysis of the time complexity is illustrated as follows:
suppose that a parent rule has n rule terms. Then, the parent
rule would have 2n-2 child rules. This is similar to that a
set that contains n elements would have 2n-2 non-empty
true subsets. On the basis of the above description, the
computation time is proportional to 2n-2 and thus
exponential.
However, when set theory is adopted to construct a
granular structure for management of the rules (including
the parent rule and all its child rules) as well as their cor-
responding sets, the computational complexity will
Fig. 9 J-measure-based post-pruning inspired by ITRULE (Liu et al. 2016b)
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decrease through parallelisation. For example, the granular
structure has n levels, where n is the number of rule terms
for the parent rule. In this context, the search of the rule
with the highest J-measure can be done in the following
procedure: firstly, to search through each level in parallel;
then, to find a child rule with the highest J-measure for
each level; finally, to find the target rule through comparing
those child rules, each of which is found from a particular
level in the granular structure. The application of set theory
for reduction of the computational complexity is inspired
by the theory of hierarchy as mentioned in Sect. 4.2. The
theory of hierarchy is also useful when some particular
child rules need to be retrieved for knowledge searching
and reasoning. This is because a parent rule and all its child
rules are already distributed in different levels of the
granular structure according to their orders. The same also
contributes to rule generation. For example, when search-
ing for the best rule antecedents on the basis of their
entropy values (Yao and Yao 2002) or other heuristics, the
granular structure that is used to organize the full set of
antecedents would usually lead to a more efficient search.
In addition, the construction of a granular structure
mentioned above can also achieve global search of high
quality rules leading to generation of a globally optimal set
of rules that make up a rule-based system, in comparison
with partition-based approaches of rule learning, which
usually leads to generation of a locally optimal set of rules.
In other words, the construction of a granular structure
would provide the capacity towards deep learning of rule-
based systems by means of search through rules that
comprise any possible conjunctions of rule terms.
In terms of probabilistic logic, as mentioned in Sect. 4.3,
it is supposed to achieve increase of accuracy for predic-
tions by rules. In the context of deterministic logic, due to
the nature of rule learning algorithms, all rules used are
required to be consistent, which means that each of these
rules cannot show mapping from the same input to dif-
ferent outputs. In machine learning research environments,
the data used usually cover incomplete patterns. In other
words, the data cannot represent a population but just a
sample in the context of statistics. From this point of view,
rules that are forced to be consistent are less confident. In
addition, rule learning algorithms are typically based on
statistical heuristics which may generally result in induc-
tive bias and thus rules that make deterministic predictions
are less confident. On the basis of the above description,
when probabilistic logic is incorporated into rule learning
algorithms, the bias would usually be reduced through
probabilistic predictions, although this may cause some
variances. In particular, each rule can be assigned different
consequents with different levels of confidence. When a
rule fires, the predicted output may be any one of the
consequents. However, the consequent with a higher
confidence would have a higher probability of being
selected as the predicted output.
Similar advantages can also be achieved through
incorporation of fuzzy or rough logic. In particular, when
fuzzy logic is used, each rule can be assigned different
consequents with different degrees of membership. In
testing stage, each rule has a firing strength, which provides
each consequent with a particular weight, and the maxi-
mum weight provided by a particular rule for each conse-
quent is taken for weighted voting for classification tasks or
weighted averaging for regression tasks towards the final
prediction. When rough logic is used, each rule can only be
assigned a single consequent. In testing stage, when the
unseen instance contains no missing values, the rule is
considered deterministic since there is no uncertainty for
making the final prediction. If there are any missing values
present in an unseen instance, the rule is considered rough
towards making the final prediction since not all conditions
can be judged satisfactory, i.e., some of the conditions are
still pending. However, on the basis of the known values of
the unseen instance, it is likely to have more than one rule
partially firing, which means that some of the conditions
are met as part of the left hand sides of these rules. In this
case, each rough rule assigns the unseen instance a single
consequent with a certain possibility, and the maximum
possibility provided by a particular rule for each conse-
quent is taken towards the final prediction, which is similar
to the way used for fuzzy logic-based prediction.
In terms of the rule-based network topology illustrated
in Sect. 4.3, the more important aspects are in model
interpretability and computational complexity. As intro-
duced in Liu et al. (2015a), rule-based systems can be used
for two purposes: knowledge discovery and predictive
modeling. For the former purpose, the model is required to
be interpretable for people to read and understand. For the
latter purpose, the model needs to demonstrate a high level
of computational efficiency in making predictions on
unseen instances. The rule-based network topology shows
its significance with respect to both model interpretability
and computational complexity. The significance analysis
can be illustrated using Fig. 10. As this example is based
on deterministic logic, in comparison with Fig. 8, the dis-
junction layer is turned into the output layer and the output
layer illustrated in Fig. 8 is simply removed.
The above example of rule-based network is corre-
sponding to the rule set as follows:
Rule 1: if x1 = 0 and x2 = 0 then y = 0;
Rule 2: if x1 = 0 and x2 = 1 then y = 0;
Rule 3: if x1 = 1 and x2 = 0 then y = 0;
Rule 4: if x1 = 1 and x2 = 1 then y = 1;
For the above example, when x1 = 1 and x2 = 1, the
two connections between the node x1 and the node v12 and
between the node x2 and the node v22, respectively, become
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green, which means that these two paths can be passed
through. Then, there are four connections (13, 14, 22, and
24) between the nodes in the second and third layers
becoming green as shown in Fig. 10. In the meantime, due
to the interactions between the nodes in these two layers,
the node r4 is activated, which means that the corre-
sponding rule (Rule 4) fires, and the output 1 is derived. In
other words, the node r4 can be viewed as an action lis-
tener, and will become green once it receives the signal that
the two connections (14 and 24) have both become green.
On the basis of the above description, the rule-based net-
work illustrated in Fig. 10 demonstrates a divide and
conquer search for the firing rules. Therefore, the compu-
tational complexity is O[log (n)], where n is the total
number of rule terms in a rule set. As reported in Liu et al.
(2015a), two other techniques of rule representation, i.e.,
decision tree and linear list, both demonstrate a search less
efficient than the rule-based network. In particular, the
computational complexity by linear list is O(n), where the
n is the same as used in the rule-based network. In addition,
the computational complexity by decision tree is O[log(n)],
but the value of n is likely to be higher than the value
corresponding to the other two representations as
introduced in Liu et al. (2015a). This is due to the repli-
cated subtree problem (Cendrowska 1987) by means of the
presence of redundant rule terms.
With regard to model interpretability, as reported in Liu
et al. (2015a), the rule-based network topology is capable
of interpreting explicitly the following: correlation between
attributes and classes, relationship between attributes and
rules, ranking of attributes, ranking of rules and attribute
relevance. As mentioned in Sect. 4.3, the rule-based net-
work topology illustrated in Fig. 8 is a modified version of
the one illustrated in Fig. 7. This version can also explicitly
interpret the correlation between attribute values and
classes as well as the relationship between attribute values
and rules due to adding the layer of attribute values. In
addition, ranking of attribute values can also be interpreted
explicitly through looking at the newly added layer men-
tioned above. The comparisons with decision tree and
linear list are illustrated in Table 2.
Overall, in comparison with traditional ways of learning
rule-based systems, the applications of granular computing
techniques described in this section bring the following
new perspectives:
Firstly, construction of a granular structure through use
of set theory can achieve deep learning of rule-based sys-
tems, through global search of high quality rules, and lead
to the generation of a globally optimal set of rules that
make up a rule-based system, in comparison with partition-
based rule learning approaches, such as the divide and
conquer and the separate and conquer approaches, which
generally work through greedy search of rules based on
statistical heuristics.
Secondly, when a rule needs to be simplified by means
of finding one of its child rules with the optimal value of a
statistical heuristic, it is necessary to achieve a more effi-
cient search towards finding such a child rule. In this
context, the construction of a granular structure mentioned
above would lead to a more efficient search than traditional
ways. In particular, as analyzed in this section, the tradi-
tional way of search can only be done linearly leading to an
Fig. 10 Deterministic rule-based network example
Table 2 Comparison in
interpretability among DT, LL,
and RBN
Criteria DT LL RBN
Correlation between attributes and classes Poor Implicit Explicit
Relationship between attributes and rules Implicit Implicit Explicit
Ranking of attributes Poor Poor Explicit
Ranking of rules Poor Explicit Explicit
Attribute relevance Poor Poor Explicit
Correlation between attribute values and classes Poor Explicit Explicit
Relationship between attributes values and rules Explicit Explicit Explicit
Ranking of attribute values Poor Poor Explicit
overall Low Medium High
DT decision tree, LL linear list, RBN rule-based network
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exponential time (2n-2), where n is the number of rule
terms for the parent rule. In contrast, the construction of a
granular structure would provide the capacity for paral-
lelized search through each set of the child rules with the
same number of rule terms.
Thirdly, adoption of probabilistic, fuzzy and rough logic
leads to more effective handling of uncertainty towards
reduction of bias originated from algorithms. In particular,
the probabilistic logic-based approach described earlier in
this section is inspired by nature and biology. In other
words, the final prediction towards a class assigned to a test
instance is done through natural selection of one of all
possible classes on the basis of their posterior probability
given rule antecedents. Unlike Bayesian learning methods
such as Naı¨ve Bayes, the probabilistic approach is provided
with the perspective that the class with the highest proba-
bility just has the best chance of being selected towards
classifying an unseen instance. Similar advances towards
reduction of bias can also be achieved through use of fuzzy
and rough logic. For example, rough logic can be used to
deal with missing values in a way different from traditional
ways such as replacement with the most frequently
occurring value for a discrete attribute or with average for a
continuous attribute.
Finally, the use of the rule-based networks topologies,
illustrated in Figs. 8 and 10, can lead to advances in
knowledge discovery and predictive modeling in terms of
model interpretability and computational efficiency,
respectively, in comparison with existing rule representa-
tion techniques such as decision trees and linear lists as
reported in Liu et al. (2015a). In this section, the rule-based
network topologies are also provided with interpretation of
characteristics in depth through use of granular computing
concepts. These characteristics are listed in Table 2. As can
be seen in Fig. 8, a rule-based network involves different
types of objects, such as attributes, attribute values, rule
antecedents, rule consequents and outputs. Each type of the
objects is put in a particular layer with a number of nodes
representing the specific type of objects. On the basis of the
above descriptions, the rule-based network topologies
represent characteristics relating to rules according to each
specific type of objects and its relationships to other types.
6 Conclusions
This paper introduced the theoretical preliminaries of rule-
based systems and granular computing as well as argued
the relationships between the two areas in several contexts:
the theory of hierarchy, computational intelligence, artifi-
cial intelligence, divide and conquer and the theory of
small groups. This paper also explored in what way gran-
ular computing techniques can be effectively used for the
design of rule-based systems. In particular, set theory can
be effectively used for management of granules, each of
which represents a parent rule or one of its child rules.
These rules and their corresponding sets can be managed
through constructing the granular structure mentioned in
Sect. 4.1. In addition, probabilistic, fuzzy and rough logic
can be used for handling uncertainty effectively through
decrease of consistency but increase of accuracy for any
generated rules. A rule-based network topology is also
introduced towards effective management of model com-
plexity and interpretability. The significance of using the
above-mentioned granular computing techniques is also
critically justified. In the future, probabilistic, fuzzy and
rough logic will be investigated in depth for its incorpo-
ration into rule learning algorithms that follow the divide
and conquer or the separate and conquer approaches. In this
way, uncertainty would be effectively handled through
reduction of bias originating from algorithms for rule
generation and simplification. It is also strongly recom-
mended to adopt set theory for the creation of a granular
structure. This is in order to achieve effective management
of granules that represent rules and child rules of these
rules towards increase of effectiveness and reduction of
computational complexity in the search of high quality
rules.
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