We study the problem of guarding an orthogonal art gallery with security cameras sliding back and forth along straight tracks. We show that if only vertical (alternatively, horizontal) tracks are allowed, then a solution minimizing the number of tracks can be found in polynomial time, and if both orientations are allowed, then a 3-approximation can be found in polynomial time.
Introduction
A classical problem in computational geometry is the "art-gallery problem," in which the goal is to determine how many points ("guards") are needed in order to see all parts of a geometric domain D (e.g., a simple polygon). During the years, many variants of the art-gallery problem have been studied. These variants differ in their assumptions concerning the underlying domain, the type of guards that may be employed, and the visibility model. Most of them are known to be NP-hard, including, e.g., the variant where the underlying domain is a simple orthogonal polygon and guards must lie at vertices; see, e.g., [7, 8] .
Some of the variants, however, and especially those assuming a limited model of visibility are solvable in polynomial time. In [5] , Motwani et al. presented the "perfect graph approach," to solve an art-gallery problem under s-visibility. In this model, a guard located at a point p (of an orthogonal polygon P ) sees all points that are connected to p by an orthogonal staircase path (contained in P ). This approach was used later by Worman and Keil [9] to solve a similar problem under r-visibility. In this model, a guard located at a point p sees all points q for which the axis-parallel rectangle with diagonal pq is contained in P . In the perfect graph approach, first a graph G is associated with the given polygon P , and then the following two main claims are proven: (i) there is a one to one correspondence between a minimum guard cover of P and a minimum clique cover of G, and (ii) G is perfect. Note that the second claim is crucial, since, in general, minimum clique cover is NP-complete, but is polynomial for chordal or perfect graphs [2] .
Many of the more recent variants involve mobile guards, where the requirement is that every point of the gallery is visible by some guard at some point along his path. Kay and Guay [3] gave an O(n log n) algorithm for the problem of determining whether a given polygon can be guarded by a single guard patrolling along a single line segment.
In this paper we consider the following problem. Let P be a simple orthogonal polygon. An orthogonal line segment s ⊆ P is called a segment guard or a seguard. A seguard s sees a point p ∈ P if there exists a point q ∈ s, such that the line segment pq is orthogonal and contained in P . We denote by v(s) the region of P that is seen by a seguard s, and say that a seguard set S guards P if {v(s)| s ∈ S} = P . In the minimum seguard cover problem the goal is to find such a set of minimum cardinality. One can think of a (e.g., horizontal) seguard s as a security camera sliding back and forth along a horizontal track and viewing, at every point along the track, directly upwards and directly downwards.
A histogram polygon is a simple polygon whose boundary consists of a base edge e and a chain that is monotone with respect to e. A double-sided histogram polygon is the union of two histogram polygons sharing the same base edge e and located on opposite sides of e. Fekete and Mitchell [1] proved that the histogramdecomposition problem, i.e., partitioning an orthogonal polygon P (with holes) into a minimum number of non-intersecting histogram polygons is NP-hard. Let s ⊆ P be an orthogonal line segment. We denote by H(s) the double-sided histogram polygon obtained by the infinite union of all maximal normals to s. The minimum seguard cover problem is equivalent to the problem of covering P with a minimum number of double-sided histogram polygons.
Preliminaries
We may assume that the endpoints of a seguard lie on P 's boundary. Let p ∈ P and let l v p (resp. l Let p, q ∈ P . If one can draw a seguard that sees both p and q, we write p q. Otherwise, we write p∧q. Clearly, p q if and only if one can draw a seguard s, such that both p and q belong to H(s).
For each reflex vertex of P , extend the two edges adjacent to it until they hit P 's boundary. (Thus, an edge between two reflex vertices is extended in both directions.) Let S(P ) denote the resulting set of ex-tended edges together with the edges of P that were not extended. S(P ) induces a partition of P into rectangular regions; we denote these regions by R(P ).
It is easy to see that for any seguard s, there exists s ∈ S(P ), such that v(s) ⊆ v(s ). Therefore, we will restrict ourselves to segments in S(P ).
It is also easy to see that if p ∈ v(s), where s ∈ S(P ) and p is an internal point of a region r of R(P ), then r ⊆ v(s). Therefore, if S is a set of seguards (i.e., a subset of S(P )), such that for each region r of R(P ), r's center point is seen by one or more of the seguards in S, then S is a guarding set of P .
Let R c (P ) denote the set of center points of regions of R(P ). We conclude, that it is enough to find a subset of S(P ) of minimum cardinality, that collectively sees all points in R c (P ).
Vertical Segment Cover
In this section we consider the minimum vertical seguard cover problem. Let P be a simple rectilinear polygon, find a set S of vertical seguards of minimum cardinality, such that s∈S v(s) = P .
In this section, the notation and ∧ refers only to vertical seguards. We associate with P the graph G v = V, E , where V = R c (P ) and (p, q) ∈ E if p q. The major part of this section is devoted to proving Theorems 3 and 4 below, stating that (i) a minimum clique cover of G v corresponds to a minimum vertical seguard cover of P , and (ii) G v is chordal.
Let p ∈ P and consider the double-sided histogram polygon H(l h p ). Notice that any maximal vertical segment contained in H(l h p ) sees p, and any vertical seguard that sees p is contained in H(l h p ). When thinking of H(l h p ) as the union of all maximal vertical seguards guarding p, we denote it byṽ(p).
We shall need the following simple lemma.
Lemma 1 Let r ∈ P and let p, q ∈ṽ(r) such that pq is horizontal and contained in P . Then pq ⊆ṽ(r).
Proof. Assume, e.g., that p x < q x , and let t ∈ pq. We show that t ∈ṽ(r). Let p , q and t be the xprojections of p, q and t on l h r , and consider the rectangle R whose corners are at p, q, p , q . Clearly R ⊆ P and in particular tt ⊆ P . The vertical line segment l v t intersects p q at t , that is, l v t intersects l h r at t , thus l v t ⊆ṽ(r) and in particular t ∈ṽ(r).
We would like to prove that for any clique C of G v , a single seguard is sufficient to guard all regions associated with the vertices of C. We do this with the help of the following Helly-type theorem [4] .
Theorem 2 [4]
If C is a family of simply connected compact sets in the plane, such that any two members of C have a connected non-empty intersection and any three members of C have a non-empty intersection, then {c ∈ C} is non-empty and simply connected.
Theorem 3 A minimum clique cover of G v corresponds to a minimum vertical seguard cover of P .
Proof. Consider a vertical seguard cover of P . Then, clearly v(s) is a clique of G v for each seguard s in the cover. Now, let C be a clique cover of G v and let C ∈ C. Below, we apply Theorem 3 to show that {ṽ(r)|r ∈ C} is non-empty. Now, let x ∈ {ṽ(r)|r ∈ C}, then, by our observation just above Lemma 1, l v x ⊆ {ṽ(r)| r ∈ C}, that is, l v x is a vertical seguard guarding all regions associated with vertices of C.
It remains to show that {ṽ(r)|r ∈ C} is nonempty. Let p, q ∈ C, then by definitionṽ(p)∩ṽ(q) = ∅. Now, let x, y ∈ṽ(p) ∩ṽ(q) Theorem 3 guarantees that finding a minimum clique cover of G v is sufficient. Our next goal is to prove Theorem 4 that states that G v is chordal. Before then, note that the border(s) betweenṽ(p) and P \ṽ(p), assumingṽ(p) = P , are vertical line segments. This implies Observation 1 below.
Observation 1 Let p, q ∈ P , such thatṽ(p) ∩ṽ(q) = ∅ and neitherṽ(p) ⊆ṽ(q) norṽ(q) ⊆ṽ(p). Then, (i) the region P \ (ṽ(p) ∩ṽ(q)) is not connected, and (ii) any connected component ofṽ(p) \ṽ(q) and any connected component ofṽ(q) \ṽ(p) are contained in two different connected components of P \(ṽ(p)∩ṽ(q)).
Theorem 4 G v is chordal.
Proof. We have to show that there is no hole of size k ≥ 4 in G v . Let H be a cycle in G v of size k ≥ 4. We show that there must exist a chord in H. If there exist p, q, r ∈ H, such thatṽ(p) ∩ṽ(q) ∩ṽ(r) = ∅, then we are done. Otherwise, each adjacent pair p, q ∈ H satisfies the conditions of Observation 1. Therefore, there exists a vertex in H with only one neighbor in H, a contradiction. Theorem 5 Let P be an orthogonal n-gon. Then, an exact minimum vertical seguard cover of P can be found in time polynomial in n.
Orthogonal Segment Cover
In the orthogonal version of segment cover, we may employ horizontal as well as vertical seguards. We associate with P the graph G = V, E , where V = R c (P ) and (p, q) ∈ E if p q. (Note that unlike G v , two regions in R c (P ) are adjacent in G if there exists a vertical or horizontal segment that guards both regions.) Unfortunately, Theorem 3 does not hold in the orthogonal version. Figure 1(a) shows a clique polygon (in which any two regions can be guarded by a single seguard), that cannot be guarded by a single seguard. However, three seguards are sufficient in this case, as is proven in Lemma 8 below. For p, q ∈ P and s ∈ S(P ), let δ(p, q) denote the number of links in a minimum-link orthogonal path between p and q (that is contained in P ), and let δ(p, s) = min q∈s δ(p, q). If s sees p, then clearly δ(p, s) ≤ 1, moreover if p q then δ(p, q) ≤ 3. Thus, if C is a subpolygon of P corresponding to a clique of G, then for each p, q ∈ C we have that δ(p, q) ≤ 3.
Lemma 6 [6] Let P be an orthogonal polygon, such that for any p, q ∈ P , δ(p, q) ≤ k. Then, there exists an orthogonal line segment s ⊆ P , such that for any
Corollary 7 Let C be a subpolygon of P corresponding to a clique of G, then there exists a line segment s ⊆ C, such that for any p ∈ C, δ(p, s) ≤ 2.
Lemma 8 Let C be a subpolygon of P corresponding to a clique of G, then three seguards are sufficient to guard C.
Proof. Let s ⊆ C be a line segment, such that for any p ∈ C, δ(p, s) ≤ 2, and assume, e.g., that s is vertical (see Corollary 7) . If for any p ∈ P , δ(p, s) ≤ 1, then we are done. Assume therefore that v(s) C, and let p ∈ C be a point for which δ(p, s) = 2.
Notice that any 2-link orthogonal path connecting p and s must start with a vertical line segment. We claim that there cannot exist two such paths where in one the vertical link is y-increasing and in the other the vertical link is y-decreasing. Assume there exist such paths π↑ which is y-increasing and π↓ which is y-decreasing, and consider the rectangle R bounded by π↑ , π↓ and s. Clearly, R ⊆ C and s sees p through R, thus δ(p, s) = 1, a contradiction.
Let P↑ ⊆ C (resp. P↓ ⊆ C) be the set of all points p ∈ C, for which δ(p, s) = 2 and the 2-link paths to s are y-increasing (resp. y-decreasing). For p ∈ P↑ , let p↑ be the highest point on s at which a 2-link path from p can end. Let q ∈ P↑ be such that for any p ∈ P↑ , q↑ is not above p↑ . We denote by s↑ ⊆ C the horizontal line segment through q↑ . The horizontal line segment s↓ is defined analogously. Note that P↑ (resp. P↓ ) might be empty, in which case l↑ (resp. l↓ ) is not defined.
We now claim that for any p ∈ P↑ , p is seen from s↑ , and, similarly, for any p ∈ P↓ , p is seen from s↓ . This will imply that the three seguards s, s↑ and s↓ together guard C.
Indeed, let p ∈ P↑ . s↑ divides C into two subpolygons. We call the subpolygon containing the points directly below s↑ the lower subpolygon, and the subpolygon containing the points directly above s↑ the upper subpolygon. Assume first that p lies in the lower subpolygon. Since p↑ lies in the upper subpolygon, the vertical link of the 2-link path from p to p↑ must cross s↑ , implying that s↑ sees p. Now assume that p lies in the upper subpolygon. We show that this is impossible. Notice that since p ∈ P↑ , the minimum-link path from p to s↑ in this case consists of exactly three links. We show that this implies δ(p, q) > 3. Let q be q's projection onto s↑ . If δ(p, q ) = 3, then there exists a 2-link y-increasing path connecting q and l that meets l at a point above q↑ , which is impossible by our construction. Otherwise, δ(p, q) = δ(p, s↑ )+1+δ(q , q) = 3+1+1 = 5 > 3, a contradiction.
Similarly, we show that for any p ∈ P↓ , p is seen from s↓ . Theorem 4 does not hold as well in the orthogonal version. Figure 1(b) shows that, in general, G is not even perfect. However, as we prove below, if P is monotone then G is indeed perfect.
Let P be a x-monotone polygon. Before proving Theorem 11 that states that G in this case is perfect, we make a few observations. Lemma 9 Let u, v, w ∈ P be points, such that u v, w∧u and w∧v, then either w x < u x , v x or u x , v x < w x .
Proof. Assume, e.g., that u x ≤ v x , and assume to the contrary that u x ≤ w x ≤ v x . Let s uv be a seguard guarding both u and v. If s uv is horizontal, then it clearly also sees w. Let w be the x-projection of w onto s uv . Since P is x-monotone, ww ⊆ P , and s uv sees w from w , implying that w v (as well as w u), a contradiction.
Otherwise, s uv is vertical and assume, e.g., that w is to the right of s uv (if w is on s uv , then clearly w is seen by s uv ). vv ⊆ P , where v is the y-projection of v onto s uv , since s uv sees v. Note that v x < w x ≤ v x and let w be the x-projection of w onto vv . Again, since P is x-monotone, ww ⊆ P . Moreover vw ⊆ P , therefore l Observation 2 Let H = 1, 2, 3, · · · , k be an antihole of length k ≥ 5. Then, for any three consecutive vertices u, w, v of H, we have u v, w∧u and w∧v. Therefore, by Lemma 9, w cannot appear between u and v in π H . In other words, the following subsequences and their reverse subsequences cannot appear in
Observation 3 Let H = 1, 2, 3, · · · , k be a hole of length k ≥ 5. Then the following subsequences and their reverse subsequences cannot appear in π H :
Lemma 10 Let n ≥ 4 and let 3 ≤ k ≤ n. Let π n be a permutation of {1, 2, . . . , n}, such that (i) π n (1) = 1 (i.e., the number at place 1 of π n is 1), and (ii) for each 1 ≤ i ≤ k − 2, i,i+1,i+2 and i+2,i+1,i are no subsequences of π n . Then,
Proof. We prove the lemma by induction on k. k = 3: As π n (1) = 1, we have π -1 n (2) > 1. Now, since 1,2,3 is not a subsequence of π n , we conclude that π
n (2). k = 4: As above, π n (1) = 1 and π -1 n (3) < π -1 n (2). Now, since 4,3,2 is not a subsequence of π n , we conclude that π -1 n (3) < π -1 n (4). Assume the lemma is true for k − 1 < n. If k is odd, then k − 1 is even and, by the induction hypothesis, we have that π -1 n (k − 2) < π -1 n (k − 1). Now, since k−2,k−1,k is not a subsequence of π n , we conclude that π -1 n (k) < π -1 n (k − 1). If k is even, then k − 1 is odd and, by the induction hypothesis, we have that π -1 n (k − 1) < π -1 n (k − 2). Now, since k,k−1,k−2 is not a subsequence of π n , we conclude that π -1
Theorem 11 G is perfect.
Proof. We need to show that G does not contain an odd hole or an odd anti-hole of size 5 or greater.
Assume to the contrary that G contains an odd hole H = 1, 2, 3, · · · , k , where k ≥ 5. Consider π H and assume w.l.o.g. that π H (1) = 1. Clearly π -1 H (2) > 1. By Observation 3, 1,k−1,2 is not a subsequence of π H , and therefore 2 must precede k −1 in π H , i.e., π c (3). We get that 2,k,3 is a subsequence of π H , a contradiction. Now, assume to the contrary that G contains an odd anti-hole H of size k ≥ 5. Consider π H and assume w.l.o.g. that π H (1) = 1. By Observation 2, neither i,i+1,i+2 nor i+2,i+1,i is a subsequence of π H , for i = 1, . . . , k −2, and therefore, by Lemma 10, π -1
H (k − 1). We get that 1,k,k−1 is a subsequence of π H , a contradiction.
