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Abstract
This paper studies the event-triggered cooperative global robust output regulation problem for a class of nonlinear multi-agent
systems via a distributed internal model design. We show that our problem can be solved practically in the sense that the
ultimate bound of the tracking error can be made arbitrarily small by adjusting a design parameter in the proposed event-
triggered mechanism. Our result offers a few new features. First, our control law is robust against both external disturbances
and parameter uncertainties, which are allowed to belong to some arbitrarily large prescribed compact sets. Second, the
nonlinear functions in our system do not need to satisfy the global Lipchitz condition. Thus our systems are general enough
to include some benchmark nonlinear systems that cannot be handled by existing approaches. Finally, our control law is a
specific distributed output-based event-triggered control law, which lends itself to a direct digital implementation.
Key words: Cooperative control, event-triggered control, nonlinear multi-agent systems, output regulation.
1 Introduction
Over the past decade, various cooperative control prob-
lems for multi-agent systems have been widely studied.
The cooperative robust output regulation problem is one
of the fundamental and important cooperative control
problems, which aims to make all followers track some
reference inputs and reject some external disturbances,
where the reference inputs and the external disturbances
are both generated by an exosystem called the leader
system. The problem has been first studied for linear un-
certain multi-agent systems in [28,32], and then for non-
linear uncertain multi-agent systems in [5,6,29]. In this
paper, we will further study the event-triggered cooper-
ative global robust practical output regulation problem
for a class of nonlinear multi-agent systems in normal
form with unity relative degree.
Our study is motivated by the need of implementing
continuous-time control laws in digital platforms. Com-
pared with the traditional sampled-data implementa-
tion [2,10], where the data-sampling is performed peri-
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odically, the event-triggered control approach generates
the samplings and control actuation depending on the
real time system state or output, and is more efficient
in reducing the number of control task executions while
maintaining the control performance [12]. So far, exten-
sive efforts have been made for event-triggered control
for single linear systems in, e.g., [8,12] and for nonlinear
systems in, say, [11,21,22,30,35]. In particular, reference
[12] gave an introduction to the event-triggered control
and studied the stabilization problem for a class of lin-
ear systems by a state-feedback event-triggered control
law. Reference [8] analyzed the closed-loop stability and
the L∞-performance for a class of linear systems by an
output-based event-triggered control law. In [30], the
stabilization problem for a class of nonlinear systemswas
solved by a state-based event-triggered control law. Ref-
erence [11] further proposed a dynamic event-triggered
mechanism to solve the stabilization problem for the
same class of nonlinear systems as that in [30]. In [21],
a state-based event-triggered control law was designed
to solve the robust stabilization problem for a class of
nonlinear systems subject to external disturbances by
applying the cyclic small gain theorem. Reference [35]
solved the tracking problem for a class of high-order un-
certain nonlinear systems by an event-triggered adap-
tive control law. In [22], the global robust output regu-
lation problem for a class of nonlinear systems was fur-
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ther solved by an output-based event triggered control
law. Other relevant contributions can also be found in
[1,7,25,31,35] etc.
The event-triggered control approach has also been ap-
plied to the cooperative control problems for multi-agent
systems. For example, the consensus problem was stud-
ied by the event-triggered control approach for linear
multi-agent systems in [3,4,9,26,38]. In [15], based on the
feedforward design, the cooperative output regulation
problem for a class of exactly known linear multi-agent
systems was studied by a distributed event-triggered
control law. Reference [23] further designed a distributed
output-based event-triggered control law to solve the co-
operative robust output regulation problem for a class
of minimum phase linear uncertain multi-agent systems
based on the internal model approach. Also, references
[19,20,34] studied the event-triggered consensus prob-
lem for several types of nonlinear multi-agent systems
satisfying the global Lipchitz condition.
Compared with the existing results on the event-
triggered cooperative control problems for nonlinear
multi-agent systems in [19,20,34], our problem offers
at least three new features. First, our system contains
both external disturbances and parameter uncertain-
ties, which are allowed to belong to some arbitrarily
large prescribed compact sets. Second, the nonlinear
functions in our system do not need to satisfy the global
Lipchitz condition. Thus our systems are general enough
to include some benchmark nonlinear systems such as
Lorenz systems, FitzHugh-Nagumo systems, which can-
not be handled by the approaches in [19,20,34]. Finally,
our control law is a dynamic distributed output-based
event-triggered control law, which is more challenging
than the static distributed state-based or static dis-
tributed output-based control law, since we need to
sample not only the measurement output of each agent
but also the state of the dynamic compensator. To over-
come these challenges, we combine the distributed inter-
nal model approach with a distributed event-triggered
mechanism. This event-triggered mechanism contains a
design parameter which not only dictates the ultimate
bound of the closed-loop system, but also the frequency
of the triggering events. It is shown that this control
law together with the event-triggered mechanism solves
our problem in the sense that the steady-state tracking
error of the closed-loop system can be made arbitrarily
small. Besides, our method guarantees the existence of
the minimal inter-execution time of the event-triggered
mechanism, thus preventing the Zeno behavior from
happening.
It is worth mentioning that the problem in this paper
also contain the problem in [22] as a special case by
letting N = 1. Compared with [22], the main challenge
of this paper is that we need to design a specific event-
triggered control law and a specific event-triggered
mechanism satisfying some communication constraints
for each subsystem, where the communication con-
straints means that each subsystem can only make use
of the information of its neighbors and itself for control.
We call an event-triggered control law and an event-
triggered mechanism satisfying such communication
constraints as a distributed event-triggered control law
and a distributed event-triggered mechanism, respec-
tively.
Notation.For any column vectors ai, i = 1, ..., s, denote
col(a1, ..., as) = [a
T
1 , ..., a
T
s ]
T . ‖x‖ denotes the Euclidean
norm of vector x. ‖A‖ denotes the induced norm of ma-
trixA by the Euclidean norm. Z+ denotes the set of non-
negative integers. λmax(A) and λmin(A) denote the max-
imum eigenvalue and the minimum eigenvalue of a sym-
metric real matrixA, respectively. A matrixM ∈ RN×N
is called anM−matrix if all of its non-diagonal elements
are non-positive and all of its eigenvalues have positive
real parts.
2 Problem formulation and preliminaries
Consider a class of nonlinear multi-agent systems taken
from [6] as follows:
z˙i =fi(zi, yi, v, w)
y˙i =gi(zi, yi, v, w) + bi(w)ui
ei =yi − q(v, w), i = 1, · · · , N
(1)
where, for i = 1, · · · , N , (zi, yi) ∈ Rn × R is the state,
ei ∈ R is the error output, ui ∈ R is the input, w ∈ Rnw
is an uncertain constant vector, and v(t) ∈ Rnv is an
exogenous signal representing both reference input to
be tracked and disturbance to be rejected. Here v(t) is
assumed to be generated by the following linear system:
v˙ = Sv, y0 = q(v, w). (2)
We assume that all functions in (1) and (2) are suffi-
ciently smooth, and satisfy bi(w) > 0, fi(0, 0, 0, w) = 0,
gi(0, 0, 0, w) = 0 and q(0, w) = 0 for all w ∈ Rnw .
System (1) is the so-called nonlinear multi-agent sys-
tem in normal form with unity relative degree. Like
in [6], the plant (1) and the exosystem (2) together
can be viewed as a multi-agent system of N + 1 agents
with (2) as the leader and the N subsystems of (1)
as N followers. Given the plant (1) and the exosystem
(2), we can define a digraph G¯ = (V¯ , E¯) where V¯ =
{0, 1, · · · , N} with 0 associated with the leader system
and with i = 1, · · · , N associated with the N followers,
respectively, and E¯ ⊆ V¯ × V¯ . For each j = 0, 1, · · · , N ,
i = 1, · · · , N , and i 6= j, (j, i) ∈ E¯ if and only if the con-
trol ui can make use of yi − yj for feedback control. If
the digraph G¯ contains a sequence of edges of the form
(i1, i2), (i2, i3), · · · , (ik, ik+1), then the node ik+1 is said
to be reachable from the node i1. For i = 1, · · · , N , let
N¯i = {j, (j, i) ∈ E¯} denote the neighbor set of node i.
Denote the adjacency matrix of the digraph G¯ by A¯ =
[a¯ij ] ∈ R(N+1)×(N+1) where a¯ii = 0, a¯ij = 1 ⇔ (j, i) ∈
E¯ , and a¯ij = 0⇔ (j, i) /∈ E¯ for i, j = 0, 1, · · · , N . Define
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the virtual error output for agent i as
evi(t) =
N∑
j=0
a¯ij(yi(t)− yj(t)), i = 1, · · · , N. (3)
Let e0 = 0, e = col(e1, · · · , eN), ev = col(ev1, · · · , evN ),
and H = [hij ]
N
i,j=1 with hii =
∑N
j=0 a¯ij and hij = −a¯ij
for i 6= j. It can be easily verified that ev = He.
For i = 1, · · · , N , consider a control law of the following
form
ui(t) = fˆi(ηi(t
i
k), evi(t
i
k))
η˙i(t) = gˆi(ηi(t), evi(t
i
k)), ∀t ∈ [tik, tik+1), k ∈ Z+
(4)
where fˆi(·) and gˆi(·) are some nonlinear functions, ηi
subsystem is the so-called internal model which will be
designed later, tik denotes the triggering time instants of
agent i with ti0 = 0, and is generated by the following
event-triggered mechanism
tik+1 = inf{t > tik | hˆi(e˜vi(t), η˜i(t), evi(t)) ≥ δ} (5)
where hˆi(·) is some nonlinear function, δ > 0 is some
constant, and
e˜vi(t) = evi(t
i
k)− evi(t)
η˜i(t) = ηi(t
i
k)− ηi(t)
(6)
for any t ∈ [tik, tik+1) with i = 1, · · · , N and k ∈ Z+.
Remark 2.1 It is noted both the control law (4) and
the event-triggered mechanism (5) satisfy the communi-
cation constraints in the sense that the control law and
the event-triggered mechanism of each agent only make
use of the output information of its neighbors and it-
self. Thus, We call a control law of the form (4) and
an event-triggered mechanism of the form (5) as a dis-
tributed output-based event-triggered control law and a
distributed output-based event-triggered mechanism, re-
spectively. It can be seen that our control law and event-
triggered mechanism have the following three advantages
over those in the existing references. First, the distributed
event-triggered mechanism (5) is more practical than the
centralized event-triggered mechanism used in [34], where
the event-triggered mechanism of each agent depends on
the full state information of all agents. Second, since the
event-triggered mechanism (5) works in an asynchronous
way, that is, the triggering time instants of each agent are
generated independently of the triggering time instants
of all other agents, it is more efficient than the event-
triggered mechanism used in [4] which works in a syn-
chronous way, i.e., the control laws of all agents are up-
dated simultaneously. Third, since our control law takes
a specific form and generates piecewise constant signals,
as will be seen in Remark 3.6, it can be directly imple-
mented in a digital platform.
Remark 2.2 The event-triggered mechanism (5) is said
to have a minimal inter-execution time if there exists a
real number τd > 0 such that t
i
k+1 − tik ≥ τd for all
k ≥ 0 and i = 1, · · · , N . Clearly, if such a minimal
inter-execution time τd exists, then the execution times
of the control law cannot become arbitrarily close. Thus,
the Zeno behavior can be avoided.
Now we describe our problems as follows:
Problem 1 Given the plant (1), the exosystem (2), a
digraph G¯, some compact subsets V ⊂ Rnv andW ⊂ Rnw
with 0 ∈ W and 0 ∈ V, and any ǫ > 0, design an event-
triggered mechanism of the form (5) and a control law
of the form (4) such that the resulting closed-loop system
has the following properties: for any v ∈ V, w ∈W, and
any initial states zi(0), yi(0), ηi(0),
(1) the trajectory of the closed-loop system exists and is
bounded for all t ≥ 0;
(2) limt→∞ sup ‖e(t)‖ ≤ ǫ.
Remark 2.3 We call Problem 1 the event-triggered co-
operative global robust practical output regulation prob-
lem and call a control law that solves Problem 1 a practical
solution to the cooperative global robust output regulation
problem. Such a problem offers at least four new features
compared with the problem in studied in [6], where the
cooperative output regulation problem for the nonlinear
multi-agent system was studied by an analog control law.
First, here we need to design not only a piecewise con-
stant control law but also an event-triggered mechanism,
while, in [6], only a continuous-time control law needs
to be designed. Second, since, under the event-triggered
control, the closed-loop system is a hybrid system, the
stability analysis of the closed-loop system is much more
sophisticated than the one in [6]. Third, the Zeno phe-
nomenon is unique for the closed-loop system under the
event-triggered control and our control law and event-
triggered mechanism need to be designed to exclude the
Zeno phenomenon. Finally, as will be seen in next sec-
tion, the topological assumption will be relaxed from the
undirected connected network case to the more general di-
rected connected network case, which further complicated
the stability analysis of the closed-loop system.
It is known from the framework in [17] that the output
regulation problem for a given plant can be converted
to a stabilization problem of a well defined augmented
system. In order to form the so-called augmented system,
we first introduce some standard assumptions which can
also be found in [6].
Assumption 1 The exosystem is neutrally stable, i.e.,
all the eigenvalues of S are semi-simple with zero real
parts.
Remark 2.4 Assumption 1 has also been used in
[5,6,29]. Under Assumption 1, for any v(0) ∈ V0 with
V0 being a compact set, there exists another compact set
V such that v(t) ∈ V for all t ≥ 0.
Assumption 2 There exist globally defined smooth
functions zi : R
nv × Rnw 7→ Rn with zi(0, w) = 0 such
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that
∂zi(v, w)
∂v
Sv = fi(zi(v, w), q(v, w), v, w) (7)
for all (v, w) ∈ Rnv × Rnw , i = 1, · · · , N .
Remark 2.5 Under Assumption 2, let
yi(v, w) = q(v, w)
ui(v, w) = b
−1
i (w)
(∂q(v, w)
∂v
Sv
− gi(zi(v, w), q(v, w), v, w)
)
.
(8)
Then, zi(v, w), yi(v, w) and ui(v, w) are the solutions to
the regulator equations associated with (1) and (2). It can
be seen that Assumption 2 is a necessary condition for the
solvability of the regulator equations associated with (1)
and (2) and thus a necessary condition for the solvability
of the cooperative output regulation problem of (1) and
(2) [16].
Assumption 3 ui(v, w), i = 1, · · · , N , are polynomi-
als in v with coefficients depending on w.
Remark 2.6 As remarked in [6], under Assumptions 1
to 3, for i = 1, · · · , N , there exist some integers si and
some real coefficients polynomials
Pi(λ) = λ
si − ̺1i − ̺2iλ− · · · − ̺siiλsi−1 (9)
whose roots are all distinct with zero real part, such that,
for all trajectories v(t) of the exosystem and all w ∈W,
ui(v, w) satisfy
dsiui
dtsi
= ̺1iui + ̺2i
dui
dt
+ · · ·+ ̺sii
dsi−1ui
dtsi−1
. (10)
For i = 1, · · · , N , let
Φi =


0 1 · · · 0
...
...
. . .
...
0 0 · · · 1
̺1i ̺2i · · · ̺sii

 , Γi =


1
0
...
0


T
and define the following dynamic compensator [16], [24]:
η˙i = Miηi +Qiui, (11)
whereMi ∈ Rsi×si is anyHurwitzmatrix andQi ∈ Rsi×1
is any column vector such that the matrix pair (Mi, Qi)
is controllable. As remarked in [16], (11) is called a linear
internal model of (1), and the following Sylvester equa-
tion
TiΦi −MiTi = QiΓi (12)
has a unique nonsingular solution Ti. For i = 1, · · · , N ,
let
Ψi = ΓiT
−1
i
θi(v, w) = Ticol(ui(v, w), u˙i(v, w), · · · ,u(si−1)i (v, w)).
Then we have
∂θi(v, w)
∂v
Sv = (Mi +QiΨi)θi(v, w)
ui(v, w) = Ψiθi(v, w)
which is called a steady-state generator [16].
Remark 2.7 Note that the function ui(v, w) depends
on the exogenous signal v and the uncertainty w and
thus cannot be directly used to design a feedback control
law. As a result, we need to design the linear internal
model (11) to reproduce the function θi(v, w) asymptot-
ically and thus provide the information of the function
ui(v, w) asymptotically.
For i = 1, · · · , N and k ∈ Z+, perform the following
coordinate and input transformation on the plant (1)
and the internal model (11)
z¯i=zi − zi(v, w), η¯i = ηi − θi(v, w) −Qib−1i ei
ei=yi−q(v, w), u¯i=ui−Ψiηi(tik), ∀t∈ [tik, tik+1).
(13)
Then we obtain the following augmented system
˙¯zi =f¯i(z¯i, ei, µ)
˙¯ηi =Miη¯i +MiQib
−1
i ei −Qib−1i g¯i(z¯i, ei, µ)
e˙i =g¯i(z¯i, ei, µ)+biΨiη¯i+ΨiQiei+biu¯i+biΨiη˜i
(14)
where i = 1, · · · , N , µ = (v, w),
f¯i(z¯i, ei, µ) = fi(z¯i + zi, ei + q, v, w)− fi(zi, q, v, w)
g¯i(z¯i, ei, µ) = gi(z¯i + zi, ei + q, v, w)− gi(zi, q, v, w).
It is easy to verify that, for any µ ∈ Rnv × Rnw and
i = 1, · · · , N ,
f¯i(0, 0, µ) = 0, g¯i(0, 0, µ) = 0.
For i = 1, · · · , N and k ∈ Z+, consider a distributed
piecewise constant control law of the following form
u¯i(t) = h¯i(evi(t
i
k)), t ∈ [tik, tik+1) (15)
where h¯i(·) is some globally defined sufficiently smooth
function vanishing at the origin. Denote the state
of the closed-loop system composed of the aug-
mented system (14) and the control law (15) by
x¯c = col (z¯1, η¯1, · · · , z¯N , η¯N , e1, · · · , eN).
Then we give the following proposition.
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Proposition 2.1 Under Assumptions 1-3, for any ǫ >
0, any known compact sets V ∈ Rnv and W ∈ Rw, if a
distributed control law of the form (15) can be found such
that, for all x¯c(0), all v(t) ∈ V and all w ∈ W, x¯c(t)
exists and is bounded for all t ≥ 0, and satisfies
lim
t→∞
sup ‖x¯c(t)‖ ≤ ǫ, (16)
then Problem 1 for the system (1) is solvable by the fol-
lowing distributed piecewise constant control law
ui(t) = h¯i(evi(t
i
k)) + Ψiηi(t
i
k)
η˙i(t) =Miηi(t) +Qiui(t), t ∈ [tik, tik+1)
(17)
for i = 1, · · · , N and k ∈ Z+.
Proof: First, according to (16), it is easy to see that
lim
t→∞
sup ‖e(t)‖ ≤ lim
t→∞
sup ‖x¯c(t)‖ ≤ ǫ. (18)
Thus Property (2) in Problem 1 is satisfied.
Next, we only need to show that Property (1) in Problem
1 is also satisfied. We first denote the state of the closed-
loop system composed of the system (1) and the con-
trol law (17) by xc = col(z1, η1, · · · , zN , ηN , y1, · · · , yN ).
Then, based on the coordinate transformation (13), we
know
xc = x¯c + col(z1(v, w), θ1(v, w) +Q1b1(w)
−1e1,
· · · , zN (v, w), θN (v, w) +QNbN(w)−1eN ,
q(v, w), · · · , q(v, w)).
(19)
Note that, for i = 1, · · · , N , zi(v, w), bi(w), θi(v, w) and
q(v, w) are all smooth functions, and the boundaries of
the compact sets V and W are known. Then zi(v, w),
bi(w), θi(v, w) and q(v, w) are all bounded for all t ≥ 0.
Together with (19) and the fact that x¯c(t) exists and is
bounded for all t ≥ 0, we conclude that xc(t) exists and
is bounded for all t ≥ 0, i.e., Property (1) in Problem 1
is satisfied.
Thus the proof is completed. ✷
We call the problem of designing a control law of the
form (15) to achieve (16) the cooperative global robust
practical stabilization problem for the augmented sys-
tem (14).
Remark 2.8 The transformation (13) is modified from
the corresponding one in [6] by replacing ηi(t) with ηi(t
i
k).
This modification is necessary for obtaining a directly
implementable digital control law, and it also results in a
more complex augmented system (14).
3 Main Result
In this section, we will consider the cooperative global
robust practical stabilization for the augmented system
(14). For this purpose, we need two more assumptions.
Assumption 4 For i = 1, · · · , N , and any compact sub-
set Ω ⊂ Rnv×Rnw , there exist some C1 functions V1i(z¯i)
such that, for any µ ∈ Ω, any z¯i, and any ei,
α1i(‖z¯i‖) ≤ V1i(z¯i) ≤ α¯1i(‖z¯i‖) (20)
∂V1i(z¯i)
∂z¯i
f¯i(z¯i, ei, µ) ≤ −α1i(‖z¯i‖) + γ1i(ei) (21)
where α1i(·) and α¯1i(·) are some class K∞ functions,
α1i(·) are some known class K∞ function satisfying
lims→0+ sup(s
2/α1i(s)) <∞ and γ1i(·) are some known
smooth positive definite functions.
Remark 3.1 Under Assumption 4, the subsystem ˙¯zi =
f¯i(z¯i, ei, µ) is input-to-state stable (ISS) with ei as the
input [27]. Note that this assumption is a standard as-
sumption for cooperative global robust output regulation
problem and can also be found in [6,29].
Assumption 5 Every node i = 1, · · · , N is reachable
from node 0 in the digraph G¯.
Remark 3.2 Assumption 5 is weaker than Assumption
3.2 of [6], since here we allow the digraph G¯ to be directed.
Also, by Lemma 4 of [14], under Assumption 5, H is an
M matrix. Then, by Theorem 2.5.3 of [13], there exists
a positive definite diagonal matrixD = diag(d1, · · · , dN )
such that DH +HTD is positive definite.
Before giving our main result, we introduce some
notation. For any known compact subset W and
i = 1, · · · , N , there always exist some known positive
numbers bm and bM such that, bm ≤ bi(w) ≤ bM for all
w ∈W. For i = 1, · · · , N and k ∈ Z+, define
ϑi(t) = −ρi(evi(t))evi(t)
ϑ˜i(t) = ϑi(t
i
k)− ϑi(t), ∀t ∈ [tik, tik+1)
(22)
where ρi(·), i = 1, · · · , N , are some sufficiently smooth
positive functions to be specified later. Then we consider
the following control law
u¯i(t) = ϑi(t
i
k), ∀t ∈ [tik, tik+1) (23)
and event-triggered mechanism
tik+1=inf{t > tik | (ϑ˜i(t)+Ψiη˜i(t))2−σϑ2i (t)≥δ} (24)
where σ > 0 and δ > 0 are some constants to be de-
termined later. Clearly, the control law (23) and the
event-triggeredmechanism (24) are both distributed and
output-based, since the term ϑi(t) only depends on evi,
i.e., the outputs of the neighbors of agent i.
Remark 3.3 For any t ∈ [tk, tk+1) with k ∈ Z+, let
x˜c(t) = x¯c(tk) − x¯c(t). Then the centralized state-based
event-triggered mechanism in [34] is equivalent to the
following form
tk+1=inf{t > tk | ‖x˜c(t)‖ ≥ σ‖x¯c(t)‖} (25)
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for some positive constant σ. For i = 1, · · · , N , denote
the full state information of the agent i by xi(t) and let
xvi(t) =
∑N
j=1 hijxi(t). For t ∈ [tik, tik+1) with k ∈ Z+,
let x˜vi(t) = xvi(t
i
k) − xvi(t). Then the distributed state-
based event-triggered mechanisms in [4,9] are equivalent
to
tik+1=inf{t > tik | ‖x˜vi(t)‖ ≥ σ‖xvi(t)‖} (26)
for some positive constant σ, the distributed state-based
event-triggered mechanisms in [3,26] are equivalent to
tik+1=inf{t>tik|‖x˜vi(t)‖2≥σ‖xvi(t)‖2+βe−αt+γ} (27)
for some positive constants σ, α, β and γ, and the ob-
server state based event-triggered mechanisms in [15,37]
are equivalent to
tik+1=inf{t > tik | ‖ςi(t)‖ ≥ σ‖ω˜i(t)‖} (28)
where ω˜i(t) and ςi(t) are the observer state and the ob-
server state measurement error as shown in [37], σ is
some positive constant.
It can be found that the event-triggered mechanisms (25)
(26) and (27) are all state-based and the event-triggered
mechanism (28) only depends on the state of the observer.
What makes our event-triggered mechanism (24) differ-
ent from (25) (26), (27) and (28) is that (24) depends
not only the output of the plant but also the state of the
internal model. As a result, it is more challenging to an-
alyze the stability of the closed-loop system and prevent
the Zeno behavior from happening.
According to the event-triggered mechanism (24), for
i = 1, · · · , N and k ∈ Z+, we have
(ϑ˜i(t) + Ψiη˜i(t))
2 ≤ σϑ2i (t) + δ, ∀t ∈ [tik, tik+1). (29)
According to (22), we know
ϑi(t
i
k) = ϑ˜i(t) + ϑi(t), ∀t ∈ [tik, tik+1). (30)
Then, for i = 1, · · · , N , the closed-loop system com-
posed of (14) and (23) can be written as follows
Z˙i = Fi(Zi, ei, µ)
e˙i = g˜i(Zi, ei, µ) + biϑi(t) + biϑ˜i(t) + biΨiη˜i
(31)
where Zi = col(z¯i, η¯i),
Fi(Zi, ei, µ) = col(f¯i(z¯i, ei, µ),Miη¯i +MiQib
−1
i ei
−Qib−1i g¯i(z¯i, ei, µ))
g˜i(Zi, ei, µ) = g¯i(z¯i, ei, µ) + biΨiη¯i +ΨiQiei.
Let Z = col(Z1, · · · , ZN ), η˜ = col(η˜1, · · · , η˜N ),
B = diag(b1, · · · , bN ), Ψ = diag(Ψ1, · · · ,ΨN), ϑ =
col(ϑ1, · · · , ϑN ), and ϑ˜ = col(ϑ˜1, · · · , ϑ˜N ). Then the
closed-loop system (31) can be put into the following
form
Z˙ = F (Z, e, µ)
e˙ = g˜(Z, e, µ) +Bϑ+Bϑ˜+BΨη˜
(32)
where
F (Z, e, µ) = col(F1(Z1, e1, µ), · · · , FN (ZN , eN , µ))
g˜(Z, e, µ) = col(g˜1(Z1, e1, µ), · · · , g˜N (Zi, eN , µ)).
For convenience, we further put (32) into the following
compact form:
˙¯xc = fc(x¯c, µ) (33)
where x¯c is the same as that defined before and
fc(x¯c, µ) = col(F (Z, e, µ), g˜(Z, e, µ)+Bϑ+Bϑ˜+BΨη˜).
Suppose that the solution x¯c(t) of (33) under the event-
triggered mechanism (24) is right maximally defined for
all t ∈ [0, TM ) with 0 < TM ≤ ∞. Then we give the
following lemma.
Lemma 3.1 Under Assumptions 1-5, for i = 1, · · · , N ,
let ρi(evi) = aωi(e
2
vi) where a is a positive real number
and ωi(·) ≥ 1 are some smooth functions. Then, there
exists a C1 function U(x¯c) and two class K∞ functions
β(·) and β¯(·), such that, for any µ ∈ Ω and any x¯c,
β(‖x¯c‖) ≤ U(x¯c) ≤ β¯(‖x¯c‖) (34)
∂U(x¯c)
∂x¯c
fc(x¯c, µ) ≤ −‖x¯c‖2, ∀ ‖x¯c‖ ≥
√
λ3Nδ (35)
where λ3 = b
2
M‖DH‖.
Proof: First, under Assumption 4, by applying Lemma
3.1 of [36], for i = 1, · · · , N , there exist some C1 functions
V2i(Zi) such that, for any µ ∈ Ω, any Zi, and any ei,
α2i(‖Zi‖) ≤ V2i(Zi) ≤ α¯2i(‖Zi‖) (36)
∂V2i(Zi)
∂Zi
Fi(Zi, ei, µ) ≤ −‖Zi‖2 + γ2i(ei) (37)
where α2i(·) and α¯2i(·) are some classK∞ functions, and
γ2i(·) are some known smooth positive definite functions.
Then, by applying the changing supply pair technique
[27], for i = 1, · · · , N and any given smooth function
∆i(Zi) > 0, there exist some C1 functions V3i(Zi) such
that, for any µ ∈ Ω, any Zi, and any ei,
α3i(‖Zi‖) ≤ V3i(Zi) ≤ α¯3i(‖Zi‖) (38)
∂V3i(Zi)
∂Zi
Fi(Zi, ei, µ) ≤ −∆i(Zi)‖Zi‖2 + πi(ei)e2i (39)
where α3i(·) and α¯3i(·) are some class K∞ functions,
and πi(·) are some known smooth positive functions. Let
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V3(Z) =
∑N
i=1 V3i(Zi). Then, for any µ ∈ Ω, any Z, and
any e, we have
α3(‖Z‖) ≤ V3(Z) ≤ α¯3(‖Z‖) (40)
∂V3(Z)
∂Z
F (Z, e, µ) ≤
N∑
i=1
(−∆i(Zi)‖Zi‖2 + πi(ei)e2i )
(41)
for some class K∞ functions α3(·) and α¯3(·).
According to (32), we have
e˙v = He˙
= Hg˜(Z, e, µ) +HB(ϑ(t) + ϑ˜(t) + Ψη˜(t))
= G(Z, ev, µ) +HB(ϑ(t) + ϑ˜(t) + Ψη˜(t))
(42)
whereG(Z, ev, µ) = col(G1(Z, ev, µ), · · · , GN (Z, ev, µ)) =
Hg˜(Z, e, µ). Let H = col(H1, · · · , HN ) where Hi =
[hi1, · · · , hiN ] for i = 1, · · · , N . As noted in Remark 3.2,
DH + HTD is a positive definite matrix, thus B(DH
+HTD)B is also a positive definite matrix. Define
λ1 = b
2
mλmin(DH +H
TD), λ2 = bM‖DH‖.
Next, motivated from equation (37) of [29], let
V4(e) =
N∑
i=1
dibi
∫ e2
vi
0
ωi(s)ds. (43)
It can be seen that V4(e) is positive definite and radially
unbounded. Thus, there exist some class K∞ functions
α4(·) and α¯4(·) such that
α4(‖e‖) ≤ V4(e) ≤ α¯4(‖e‖). (44)
Let e∗v = col(ω1(e
2
v1)ev1, · · · , ωN (e2vN )evN ). Then, by
(42) and (43), for any µ ∈ Ω, and any ev,
∂V4(e)
∂e
(g˜(Z, e, µ) +Bϑ+Bϑ˜+BΨη˜)
=
∂V4(H
−1ev)
∂ev
(G(Z, ev, µ)+HB(ϑ(t)+ϑ˜(t)+Ψη˜(t)))
=2
N∑
i=1
dibiωi(e
2
vi)evie˙vi
=2
N∑
i=1
dibiωi(e
2
vi)evi
(
Gi(Z, ev, µ)
+HiB(ϑ(t) + ϑ˜(t) + Ψη˜)
)
=2(e∗v)
TBD
(
G(Z, ev, µ)+HB(ϑ(t)+ϑ˜(t)
+ Ψη˜(t))
)
.
(45)
Note that
2(e∗v)
TBDG(Z, ev, µ)
=2(e∗v)
TBDHg˜(Z, e, µ)
≤2‖e∗v‖‖B‖‖DH‖‖g˜(Z, e, µ)‖
≤2λ2‖e∗v‖‖g˜(Z, e, µ)‖
≤λ2(‖e∗v‖2 + ‖g˜(Z, e, µ)‖2)
(46)
2(e∗v)
TBDHBϑ(t)
=− 2a(e∗v)TBDHBe∗v
=− a(e∗v)TB(DH +HTD)Be∗v
≤− aλ1‖e∗v‖2.
(47)
From (22) and (29), we know
2(e∗v)
TBDHB(ϑ˜(t) + Ψη˜(t))
≤2‖e∗v‖‖B‖‖DH‖‖B‖‖ϑ˜(t) + Ψη˜(t)‖
≤2λ3‖e∗v‖‖ϑ˜(t) + Ψη˜(t)‖
≤λ3(‖e∗v‖2 + ‖ϑ˜(t) + Ψη˜(t)‖2)
≤λ3(‖e∗v‖2 + σ‖ϑ(t)‖2 +Nδ)
=λ3(‖e∗v‖2 + σa2‖e∗v‖2 +Nδ)
=λ3(1 + σa
2)‖e∗v‖2 + λ3Nδ.
(48)
Also, since g˜i(Zi, ei, µ) is smooth and g˜i(0, 0, µ) = 0 for
all µ ∈ Ω, by Lemma 7.8 of [16], there exist some smooth
functions ϕ¯i(Zi) and χ¯i(ei) satisfying ϕ¯i(0) = 0 and
χ¯i(0) = 0, such that, for any Zi ∈ Rn+si , ei ∈ R, and
µ ∈ Ω,
|g˜i(Zi, ei, µ)| ≤ϕ¯i(Zi) + χ¯i(ei) (49)
which implies
|g˜i(Zi, ei, µ)|2
≤(ϕ¯i(Zi) + χ¯i(ei))2
=|ϕ¯i(Zi)|2 + 2ϕ¯i(Zi)χ¯i(ei) + |χ¯i(ei)|2
≤2|ϕ¯i(Zi)|2 + 2|χ¯i(ei)|2.
(50)
Since ϕ¯i(0) = 0 and χ¯i(0) = 0, there exist two smooth
positive functions ϕi(·) and χi(·) such that, for any Zi ∈
R
n+si , ei ∈ R,
2|ϕ¯i(Zi)|2 ≤ϕi(Zi)‖Zi‖2
2|χ¯i(ei)|2 ≤χi(ei)e2i .
(51)
Combining (50) and (51), we have
|g˜i(Zi, ei, µ)|2 ≤ϕi(Zi)‖Zi‖2 + χi(ei)e2i . (52)
Then, according to (45), (46), (47), (48) and (52), for
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any µ ∈ Ω, any Zi and ei, we have
∂V4(e)
∂e
(g˜(Z, e, µ) +Bϑ+Bϑ˜+BΨη˜)
≤ λ2(‖e∗v‖2 + ‖g˜(Z, e, µ)‖2)− aλ1‖e∗v‖2
+ λ3(1 + σa
2)‖e∗v‖2 + λ3Nδ
≤−
N∑
i=1
(aλ1 − λ2 − λ3 − λ3σa2)ω2i (e2vi)e2vi
+
N∑
i=1
λ2(ϕi(Zi)‖Zi‖2 + χi(ei)e2i ) + λ3Nδ.
(53)
Let U(x¯c) = V3(Z)+V4(e). Clearly, there exist two class
K∞ functions β(·) and β¯(·) such that (34) is satisfied.
Also, according to (41) and (53), for any µ ∈ Ω, and any
x¯c, we have
∂U(x¯c)
∂x¯c
fc(x¯c, µ)
≤−
N∑
i=1
(∆i(Zi)− λ2ϕi(Zi))‖Zi‖2
−
N∑
i=1
(aλ1 − λ2 − λ3 − λ3σa2)ω2i (e2vi)e2vi
+ ρˆ(e) + λ3Nδ
(54)
with ρˆ(e) =
∑N
i=1
(
λ2χi(ei) + πi(ei)
)
e2i . Let
ρ¯(ev) =
√
ρˆ(H−1ev) =
√
ρˆ(e). (55)
Note that ρ¯(0) = 0. Then, by applying lemma 7.8 of [16]
again, there exist some smooth functions ρˇi(evi) with
ρˇi(0) = 0 and i = 1, · · · , N , such that, for any evi ∈ R,
ρ¯(ev) ≤
N∑
i=1
ρˇi(evi) (56)
which in turn implies
ρˆ(e) = |ρ¯(ev)|2 ≤|
N∑
i=1
ρˇi(evi)|2
≤
N∑
i=1
N |ρˇi(evi)|2.
(57)
Since ρˇi(0) = 0, there exist some smooth positive func-
tions ρ˜i(evi) ≥ 1 with i = 1, · · · , N , such that, for any
evi ∈ R,
N |ρˇi(evi)|2 ≤ ρ˜i(evi)e2vi. (58)
According to (57) and (58), we have
ρˆ(e) ≤
N∑
i=1
ρ˜i(evi)e
2
vi. (59)
Choose
∆i(Zi) ≥ λ2ϕi(Zi) + 2
a ≥ 1
λ1
(λ2 + 2λ3 + 1)
0 < σ ≤ 1
a2
.
(60)
Then, together with (54) and (59), we have
∂U(x¯c)
∂x¯c
fc(x¯c, µ)
≤− 2
N∑
i=1
‖Zi‖2 −
N∑
i=1
(ω2i (e
2
vi)− ρ˜i(evi))e2vi
+ λ3Nδ.
(61)
Let ωi(·) be a smooth function satisfying
ω2i (e
2
vi) ≥ ωi(e2vi) ≥ ρ˜i(evi) +
2
λmin(H2)
. (62)
Then we have
∂U(x¯c)
∂x¯c
fc(x¯c, µ)
≤− 2
N∑
i=1
‖Zi‖2 −
N∑
i=1
2e2vi
λmin(H2)
+ λ3Nδ
≤− 2‖Z‖2 − 2‖e‖2 + λ3Nδ
=− 2‖x¯c‖2 + λ3Nδ
≤− ‖x¯c‖2, ∀ ‖x¯c‖ ≥
√
λ3Nδ.
(63)
Thus the proof is completed. ✷
Remark 3.4 Lemma 3.1 implies that, for any t ∈
[0, TM),
‖x¯c(t)‖ ≤ max{
√
λ3Nδ, β
−1(β¯(‖x¯c(0)‖))}.
That is to say, x¯c(t) is bounded over [0, TM).
Lemma 3.1 together with Proposition 2.1 leads to our
main result as follows.
Theorem 3.1 Under Assumptions 1-5, for k ∈ Z+, i =
1, · · · , N , and any ǫ > 0, the cooperative global robust
practical output regulation problem for the system (1)
is solvable by the following distributed output feedback
control law
ui(t) = −ρi(evi(tik))evi(tik) + Ψiηi(tik)
η˙i(t) = Miηi(t) +Qiui(t), ∀t ∈ [tik, tik+1)
(64)
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under the distributed output-based event-triggered mech-
anism (24) with δ =
(β¯−1(β(ǫ)))2
λ3N
.
Proof: We first consider the case that, for all i =
1, · · · , N , the number of the triggering times is fi-
nite. Then, there exists a finite time T0 such that the
closed-loop system (33) is a nonlinear time-invariant
continuous-time system for all t ≥ T0. Thus, together
with Remark 3.4, we conclude that TM =∞.
Next, we consider the case that, for any i = 1, · · · , N , the
time sequence {tik} has infinite members. In this case, if
we show limk→∞ t
i
k =∞, then TM must be equal to∞.
Note that, for any t ∈ [0, TM),
d(ϑ˜i(t) + Ψiη˜i(t))
2
dt
=2(ϑ˜i(t) + Ψiη˜i(t))(
˙˜
ϑi(t) + Ψi ˙˜ηi(t))
=2(ϑ˜i(t) + Ψiη˜i(t))(−ϑ˙i(t)−Ψiη˙i(t))
=− 2(ϑ˜i(t) + Ψiη˜i(t))
((dρi(evi)
devi
evi
+ ρi(evi)
)
e˙vi(t) + Ψiη˙i(t)
)
.
(65)
Also, for any t ∈ [0, TM ), we know
evi(t) =
N∑
j=1
hijej(t)
ϑ˜i(t) = ρi(evi(t))evi(t)− ρi(evi(tik))evi(tik)
η˜i(t) = ηi(t
i
k)− ηi(t)
e˙vi(t)=
N∑
j=1
hij e˙j(t)
=
N∑
j=1
hij(g˜j(Zj , ej , µ)−bjρj(evj(tjk))evj(tjk)
+ bjΨj η˜j(t))
η˙i(t)=Miηi(t)+Qi(Ψiηi(t
i
k)−ρi(evi(tik))evi(tik)).
(66)
Since, by (19) and Remark 3.4, the state xc(t) and thus
the states zi(t), ηi(t) and the tracking error ei(t) of
the closed-loop system composed of (1) and (64) are
bounded for all t ∈ [0, TM ). Thus, (66) implies that ϑ˜i(t),
η˜i(t), e˙vi(t) and η˙i(t) are all bounded for all t ∈ [0, TM ).
Thus, there always exists a positive number c0 depend-
ing on δ and x¯c(0), such that
∣∣∣∣d(ϑ˜i(t) + Ψiη˜i(t))2dt
∣∣∣∣ ≤ c0, ∀t ∈ [0, TM). (67)
On the other hand, from the second equation of (6) and
the second equation of (22), we know
η˜i(t
i
k) = ηi(t
i
k)− ηi(tik) = 0
ϑ˜i(t
i
k) = ϑi(t
i
k)− ϑi(tik = 0,
(68)
and, from (24), we have
lim
t→(ti
k+1
)−
(ϑ˜i(t) + Ψiη˜i(t))
2 ≥ lim
t→(ti
k+1
)−
(σϑ2i (t) + δ) ≥ δ.
(69)
Combining (67), (68) and (69), we can conclude that, for
any i = 1, · · · , N , k ∈ Z+, tik+1− tik ≥ δc0 , that is to say,
τd ≥ δc0 . Together with the condition that the sequence
{tik} has infinite members, we have limk→∞ tik = ∞,
which further implies that the event-triggered mecha-
nism (24) does not exhibit the Zeno behavior. As a re-
sult, the solution x¯c(t) of the closed-loop system (33)
must exist for all time, i.e., TM =∞.
Since the solution x¯c(t) of (33) exists for all t ∈ [0,∞)
whether the number of the triggering numbers is finite
or infinite, by Theorem 4.18 of [18] and Lemma 3.1 here,
we have that the solution of the closed-loop system (33)
is globally ultimately bounded with the ultimate bound
d(δ) = β−1(β¯(
√
λ3Nδ)), that is,
lim
t→∞
sup ‖x¯c(t)‖ ≤ d(δ) = β−1(β¯(
√
λ3Nδ)). (70)
Note that d(·) is an invertible class K∞ function, since
both β−1(·) and β¯(·) are invertible class K∞ functions.
Then, for any ǫ > 0, letting
δ = d−1(ǫ) =
(β¯−1(β(ǫ)))2
λ3N
(71)
gives limt→∞ sup ‖x¯c(t)‖ ≤ ǫ. By applying Proposition
2.1, the proof is thus completed. ✷
Remark 3.5 It is of interest to discuss a special case of
Theorem 3.1 by letting δ = 0. In this case, according to
(70), we can conclude that
lim
t→∞
‖e(t)‖ = lim
t→∞
‖x¯c(t)‖ = 0 (72)
which means that the tracking error approaches zero
asymptotically as time tends to infinity. However, under
such a case, the existence of the minimal inter-execution
time cannot be guaranteed from the inequality τd ≥ δc0 ,
and thus the event-triggered mechanism may exhibit the
Zeno behavior. Due to this reason, we have introduced
the parameter δ in the event-triggered mechanism (24).
What is more, as will be observed from the simulation
example in next section, a larger δ usually leads to larger
steady tracking error but leads to less triggering number.
9
Remark 3.6 Note that the control law (64) directly
leads to the following digital implementation:
ui(t) =− ρi(evi(tik))evi(tik) + Ψiηi(tik)
ηi(t
i
k+1)=e
Mi(t
i
k+1−t
i
k
)ηi(t
i
k) +Qi
(
Ψiηi(t
i
k)−
ρi(evi(t
i
k))evi(t
i
k)
) ∫ tik+1
ti
k
eMi(t
i
k+1−τ)dτ.
(73)
In contrast, in some existing literature on the event-
triggered cooperative control problems such as [33] or
[37], the control laws are not piecewise constant and thus
cannot be directly implemented in a digital platform. For
example, the control law in [37] takes the following form:
ui(t) = G1φi(t), t ∈ [tik, tik+1)
φ˙i(t) = G2φi(t) +G3φvi(t
i
k) +G4evi(t
i
k)
(74)
where k ∈ Z+,G1, G2, G3 andG4 are some matrices with
proper dimensions, φi subsystem is a dynamic compen-
sator and φvi(t) =
∑N
j=1 hijφi(t). It can be seen that the
signal generated by the control law (74) is not piecewise
constant. To implement (74) in a digital platform, one
has to further sample (74) to obtain the following:
ui(t) = G1φi(t
i
k), t ∈ [tik, tik+1)
φi(t
i
k+1) = e
G2(t
i
k+1−t
i
k
)φi(t
i
k) +
(
G3φvi(t
i
k)
+G4evi(t
i
k)
) ∫ tik+1
ti
k
eG2(t
i
k+1−τ)dτ
(75)
which is not equivalent to (74) and may have the poorer
performance than (74) since ui(t) in (75) depends on
the sampled state φi(t
i
k) instead of the continuous state
φi(t). In summary, the key feature of our control law is
that what we have designed is the same as what we will
implement in the digital platform.
Remark 3.7 It is worth mentioning that a special case
of this paper withN = 1 was studied in [22]. What makes
the current paper interesting is that both our control law
and event-triggered mechanism must be distributed in the
sense that the control law and the event-triggered mecha-
nism of each subsystem can only make use of the informa-
tion of itself and its neighbors. This constraint poses sig-
nificant difficulty in seeking for a suitable control law and
a suitable event-triggered mechanism. Moreover, in or-
der to obtain our result under the topological assumption
that the digraph of the system is connected and directed,
our closed-loop system is a multi-input, multi-output cou-
pled hybrid system. We need to develop special skills to
furnish a stability analysis of the closed-loop system.
4 An Example
Consider a class of Lorenz multi-agent systems taken
from [6] as follows
z˙1i = c1iz1i − c1iyi
z˙2i = c2iz2i + z1iyi
y˙i = c3iz1i − yi − z1iz2i + biui
ei = yi − v1, i = 1, 2, 3, 4
(76)
where ci , col(c1i, c2i, c3i, bi) is a constant param-
eter vector satisfying c1i < 0, c2i < 0 and bi > 0
for i = 1, 2, 3, 4. The leader system takes the form
of (2) with S =
[
0 1
−1 0
]
. Clearly, Assumption 1 is
satisfied. The uncertain parameter ci is expressed
as ci = c¯i + wi, where c¯i = col(c¯1i, c¯2i, c¯3i, b¯i) =
col(−6,−8, 1, 2) is the nominal value of ci, and
wi = col(w1i, w2i, w3i, w4i) is the uncertainty of ci for
i = 1, 2, 3, 4. Let w = col(w1, w2, w3, w4). We assume
that w ∈W = {w | w ∈ R16, |wji| ≤ 1, i, j = 1, 2, 3, 4},
and v ∈ V = {v | v ∈ R2, |vi| ≤ 1, i = 1, 2}.
Fig. 1. Communication network topology
The communication network topology is described in
Figure 1, where node 0 is associated with the leader and
the other nodes are associated with the followers. It is
easy to see that Assumption 5 is satisfied.
Like in [6], we have
yi(v, w) = v1, z1i(v, w) = r11i(w)v1 + r12i(w)v2
z2i(v, w) = r21i(w)v
2
1 + r22i(w)v
2
2 + r23i(w)v1v2
ui(v, w) = r31i(w)v1+r32i(w)v2+r33i(w)v
3
1+r34i(w)v
3
2
+ r35i(w)v
2
1v2 + r36i(w)v1v
2
2 , i = 1, 2, 3, 4
where the coefficients can be found in [6]. Clearly, As-
sumptions 2 and 3 are satisfied. Also, we can further
verify that, for i = 1, 2, 3, 4,
d4ui(v, w)
dt4
+ 10
d2ui(v, w)
dt2
+ 9ui(v, w) = 0. (77)
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Thus, for i = 1, 2, 3, 4, we have
τi(v, w) = col(ui, u˙i,u
(2)
i ,u
(3)
i ),
Φi =


0 1 0 0
0 0 1 0
0 0 0 1
−9 0 −10 0

 , Γi =


1
0
0
0


T
.
(78)
Choose the controllable pair (Mi, Qi) as follows,
Mi =


0 1 0 0
0 0 1 0
0 0 0 1
−4 −12 −13 −6

 , Qi =


0
0
0
1

 .
By solving the Sylvester equation (12), we have Ψi =
ΓiT
−1
i = [−5, 12, 3, 6]. Then we perform the coordinate
transformation (13) and get the following augmented
system,
˙¯zi = f¯i(z¯i, ei, µ)
˙¯ηi =Miη¯i +MiQib
−1
i ei −Qib−1i g¯i(z¯i, ei, µ)
e˙i = g¯i(z¯i, ei, µ)+biΨiη¯i+ΨiQiei+biu¯i+biΨiη˜i
(79)
where z¯i = col(z¯1i, z¯2i)
f¯i(z¯i, ei, µ) =
[
c1iz¯1i − c1iei
c2iz¯2i + (z¯1i + z1i)(ei + v1)− z1iv1
]
g¯i(z¯i, ei, µ) = c3iz¯1i − ei − z¯1iz¯2i − z1iz¯2i − z¯1iz2i.
For the z¯i-subsystem, choose the Lyapunov function can-
didate as follows:
V1i(z¯i) =
~i
2
z¯21i +
~i
4
z¯41i +
1
2
z¯22i (80)
for some sufficiently large ~i > 0. It is possible to show
that, for all µ ∈ Ω, all z¯i, and all ei
∂V1i(z¯i)
∂z¯i
f¯i(z¯i, ei, µ) ≤− ℓ1iz¯21i − ℓ2iz¯41i − ℓ3iz¯22i
+ ℓ4ie
2
i + ℓ5ie
4
i
(81)
for some constants ℓsi > 0, s = 1, · · · , 5, i = 1, · · · , 4.
That is to say, Assumption 4 is also satisfied.
Thus, by Theorem 3.1, we can design a distributed
output feedback control law of the form (64) with
ρi(evi(t
i
k)) = 10(e
6
vi(t
i
k) + 1), and a distributed output-
based event-triggered mechanism of the form (24) with
σ = 0.01, and δ = 0.02 or 0.002.
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Fig. 2. Tracking errors of all followers for δ = 0.02
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Fig. 5. Event-triggered conditions for δ = 0.002
Table 1
Event-triggered numbers of all agents.
Design parameters Time
Triggering numbers for each agent
Agent 1 Agent 2 Agent 3 Agent 4
σ = 0.01, δ = 0.02 0-10s 44 100 44 117
σ = 0.01, δ = 0.002 0-10s 93 128 73 154
Simulation is performed with
w1 = [0.4,−0.7, 0.6,−0.2]T
w2 = [−0.3, 0.2, 0.5, 0.4]T
w3 = [−0.6,−0.4, 0.8,−0.5]T
w4 = [0.3,−0.4, 0.6, 0.3]T
and the following initial conditions
v(0) = [0.88,−0.48]T
[z11(0), z21(0), y1(0)] = [1.38, 0.22, 1.47]
[z12(0), z22(0), y2(0)] = [0.75, 0.04, 0.89]
[z13(0), z23(0), y3(0)] = [0.01,−0.01,−0.04]
[z14(0), z24(0), y4(0)] = [0.24, 0.01, 0.37]
η1(0) = [−0.75, 0.94,−0.14,−1.51]T
η2(0) = [−0.21,−1.16, 0.57, 1.78]T
η3(0) = [0.83,−0.35, 0.52,−1.33]T
η4(0) = [−0.50,−1.27, 0.83, 1.53]T .
Table 1 shows the event-triggered numbers of all agents
for δ = 0.02 and δ = 0.002. Figures 2 and 4 show the
tracking errors of all followers for δ = 0.02 and δ = 0.002.
Figures 3 and 5 show the event-triggered conditions of
all followers for δ = 0.02 and δ = 0.002. These simu-
lation results confirm that limt→∞ sup |ei(t)| ≤ 0.02 for
δ = 0.02 and limt→∞ |ei(t)| ≤ 5 × 10−3 for δ = 0.002.
Moreover, the event-triggered numbers of all agents for
δ = 0.02 are less than those for δ = 0.002.
5 Conclusion
In this paper, we have studied the event-triggered coop-
erative global robust practical output regulation prob-
lem for a class of nonlinear multi-agent systems by a
distributed output-based event-triggered control law to-
gether with a distributed output-based event-triggered
mechanism, and proved that the Zeno behavior can be
avoided. As our result applies to nonlinear multi-agent
systems with both external disturbances and unknown
parameters and does not require the nonlinear functions
satisfy the global Lipchitz condition, it significantly en-
larges the systems that can be handled by the exist-
ing approaches. As a natural extension of the result in
this paper, we are considering the same problem under
switching network topologies.
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