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Abstract
To learn a new visual category from few examples, prior
knowledge from unlabeled data as well as previous related
categories may be useful. We develop a new method for
transfer learning which exploits available unlabeled data
and an arbitrary kernel function; we form a representation
based on kernel distances to a large set of unlabeled data
points. To transfer knowledge from previous related prob-
lems we observe that a category might be learnable using
only a small subset of reference prototypes. Related prob-
lems may share a significant number of relevant prototypes;
we find such a reduced representation by performing a joint
loss minimization over the training sets of related problems
with a shared regularization penalty that minimizes the total
number of prototypes involved in the approximation. This
optimization problem can be formulated as a linear pro-
gram that can be solved efficiently. We conduct experiments
on a news-topic prediction task where the goal is to predict
whether an image belongs to a particular news topic. Our
results show that when only few examples are available for
training a target topic, leveraging knowledge learnt from
other topics can significantly improve performance.
1. Introduction
Learning visual category models from a small number of
training examples is an important challenge in computer vi-
sion. It is well known that people can learn new categories
from very few examples; to achieve similar performance
with machines it is likely that visual category learning meth-
ods will need to leverage available prior knowledge derived
from previously learned categories, as well as exploit unla-
beled data to discover structure in the environment.
Semi-supervised learning methods exist which can find
structure in available unlabeled data and use that structure
to improve performance on a supervised task (e.g., [ 13]),
but don’t generally exploit knowledge learned from pre-
vious supervised tasks. A common goal of transfer learn-
ing methods is to discover representations from previous
tasks that make learning a future related task possible with
few examples. Existing methods for transfer learning often
learn a prior model or linear manifold over classifier pa-
rameters [7, 1], discover a sparse set of common features
[11, 2, 15, 5], or use a representation based on classifier
outputs from related tasks [18], but do not generally take
advantage of unlabeled data.
In this paper we develop a visual-category learning algo-
rithm that can learn an efficient representation from a set of
related tasks and which explicitly takes advantage of unla-
beled data. Our method uses unlabeled data to define a pro-
totype representation based on computing kernel distances
to a potentially large set of unlabeled points. However, each
visual category model may depend only on the distance to
a small set of prototypes; if these prototypes were known,
we might be able to learn with fewer examples by removing
irrelevant prototypes from the feature space. In general we
will not know this a priori, but related problems may share
a significant number of such prototypes. Our transfer learn-
ing method identifies the set of prototypes which are jointly
most relevant for a given set of tasks, and uses that reduced
set of points as the feature space for future related tasks.
Our experiments show that using the transferred representa-
tion significantly improves learning with small training sets
when compared to the original feature space.
One of the advantages of our transfer learning method
is that the prototype representation is defined using an ar-
bitrary kernel function [3]. Recent progress has shown that
visual category recognition can improve with the use of ker-
nels that are optimized to particular tasks [17].
We discover an optimal subset of relevant prototypes
with a jointly regularized optimization that minimizes the
total number of reference prototypes involved in the ap-
proximation. Previous approaches in vision to joint feature
learning have employed a greedy boosting approach [ 15];
our joint regularization exploits a norm derived from simul-
taneous sparse signal approximation methods [16], leading
to an optimization problem that can be expressed as a linear
program.
We evaluate our method on a news-topic prediction task,
where the goal is to predict whether an image belongs to
a particular news-topic. Our results show that learning a
representation from previous topics does improve future
performance when supervised training data are limited.
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In the following section we review related work relevant
to transfer learning of visual categories. We then describe
our method for creating a prototype representation based on
kernel distances to unlabeled datapoints, followed by our
prototype selection technique based on a joint sparse opti-
mization. Finally, we describe our experimental regime and
discuss our results.
2. Previous work
Transfer learning has had a relatively long history in ma-
chine learning. Broadly speaking, the goal of transfer learn-
ing is to use training data from related tasks to aid learning
on a future problem of interest.
Most transfer learning techniques can be broadly
grouped into two categories: learning intermediate repre-
sentations [14, 4, 12, 1], and learning small sets of rele-
vant features that are shared across tasks [10, 11, 2]. The
methods most closely related to our approach belong to the
second category and are those of Obozinski et al. [11] and
Argyriou et al. [2] on joint sparse approximation for multi-
task learning.
Obozinki et al. proposed a joint regularization frame-
work that extends l1 regularization for a single task to a
multi-task setting by penalizing the sum of l2-norms of the
block of coefficients associated with each feature across
tasks. This can be expressed as a joint optimization that
combines l1 and l2 norms on the coefficients matrix. They
also suggest the use of the l∞ norm in place of the l2 norm.
Argyriou et al. extends the formulation of Obozinki et al.
by introducing an intermediate hidden representation. They
develop an iterative algorithm to jointly optimize for the
hidden representation and the classifiers’ coefficients.
There are several differences between these feature se-
lection approaches and our prototype selection algorithm.
One important difference is our choice of joint regular-
ization norm, which allows us to express the optimization
problem as a linear program. Additionally, while their fea-
ture selection approach builds a joint sparse classifier on the
feature space [11], or a random [11] or hidden [2] projection
of that feature space, our method discovers a set of discrim-
inative prototypes that can be transferred to solve a future
problem. We utilize unlabeled data to compute a prototype
representation and perform a joint sparse approximation on
the prototype space.
Transfer learning for visual category recognition has re-
ceived significant attention in recent years. In the context of
generative object models, Fei-Fei et al. proposed a Bayesian
transfer learning approach for object recognition [ 7] where
a common prior over visual classifier parameters is learnt;
their results show a significant improvement when learning
from a few labeled examples. Also in the context of constel-
lation models, Zweig [18] has investigated transfer learning
with a method based on combining object classifiers from
different hierarchical levels into a single classifier.
In the context of discriminative (maximum margin) ob-
ject models Fink [8] developed a method that learns dis-
tance metrics from related problems. Hertz et al. [9] reports
a method based on training binary max margin classifiers
on the product space of pairs of images, thus creating a dis-
tance function based on the output of those classifiers. Our
method differers significantly from this approaches in that
instead of learning a distance function we learn a sparse rep-
resentation on a prototype space.
The work of Torralba et al. [15] on feature sharing for
multi-class classification includes a joint boosting algorithm
where the weak learners (step functions applied to individ-
ual features) are greedily selected so they can both separate
well some bipartition of the set of classes and reduce the
average empirical risk on all classifiers.
Our approach builds on the work of Balcan et al. [ 3], who
proposed the use of a representation based on kernel dis-
tances to unlabeled datapoints, and the work of Tropp [ 16]
on simultaneous sparse approximation. The latter problem
involves the approximation of a set of signals by a linear
combination of elementary signals while at the same time
minimizing the total number of elementary signals involved
in the approximation. Tropp proposed a joint optimiza-
tion with a shared regularization norm over the coefficients
of each signal and gave theoretical guarantees for this ap-
proach. In our sparse transfer prototype algorithm we make
use of the norm proposed by Tropp and Obozinski et al., but
we use it to learn a sparse set of prototypes that are discrim-
inative in a given domain.
3. Learning a sparse prototype representation
from unlabeled data and related tasks
We now describe our sparse prototype learning algo-
rithm for learning a representation from a set of unlabeled
data points U = {x1, x2, . . . , xp} and a collection of train-
ing sets of related problems C = {T1, . . . , Tm}, where
Tk = {(xk1 , yk1 ), . . . , (xknk , yknk)}. In all cases, x ∈ X (for
example, X = Rd) and y ∈ {+1,−1}.
In the following subsections we describe the three main
steps of our algorithm. In the first step, we compute a proto-
type representation using the unlabeled dataset. In the sec-
ond step, we use data from related problems to select a small
subset of prototypes that is most discriminative for the re-
lated problems. Finally, in the third step we create a new
representation based on kernel distances to the the selected
prototypes. We will use the sparse prototype representa-
tion to train a classifier for a target problem. Algorithm 1
provides pseudo-code for the algorithm. The next three sub-
sections describe the three steps of the algorithm in detail.
Input 1: Unlabeled dataset
U = {x1, x2, . . . , xp} for xi ∈ X (e.g, X = Rd)
Input 2: Collection of related problems
C = {T1, . . . , Tm} where
Tk = {(xk1 , yk1 ), (xk2 , yk2 ), . . . , (xknk , yknk)}
for x ∈ X and y ∈ {+1,−1}
Input 3: Kernel function
k : X × X → R
Input 4: Threshold θ
Input 5: Regularization constants λk, for k = 1 : m
Step 1: Compute the prototype representation
• Compute the kernel matrix for all unlabeled points :
Kij = k(xi, xj) for xi ∈ U , xj ∈ U
• Compute eigenvectors of of K by performing SVD :
Compute a projection matrix A of dimension p×p by
taking the eigenvectors of K; where each column of
A corresponds to an eigenvector.
• Project all points xki in C to the prototype space:
z(xki ) = A
>ϕ(xki )
where
ϕ(x) = [k(x, x1), . . . , k(x, xp)]>, xi ∈ U
Step 2: Discover relevant prototypes by joint sparse ap-
proximation
Let W be a p × m matrix where Wjk corresponds to the
j-th coefficient of the k-th problem.
• Choose the optimal matrix W ∗ to be:
minW,ε
∑m
k=1 λk
∑nk
i=1 ε
k
i +
∑p
j=1maxk |Wjk|
s.t. for k = 1 : m and i = 1 : nk
ykiw
>
k z(x
k
i ) ≥ 1− εki
εki ≥ 0
wherewk is the k-th column of W , corresponding to
the parameters for problem k.
Step 3: Compute the relevant prototype representation
• Define the set of relevant prototypes to be:
R = {r : maxk |W ∗rk| > θ}
• Create projection matrix B by taking all the columns
of A corresponding to the indexes in R. B is then a
p× h matrix, where h = |R|.
• Return the representation given by:
v(x) = B>ϕ(x)
Output: The function v(x) : Rd → Rh
Algorithm 1: The sparse prototype representation learning
algorithm.
3.1. Computing the prototype representation
Given an unlabeled data set U = {x1, x2, . . . , xp} and a
kernel function k : X × X → R, the first step of our algo-
rithm computes a prototype representation based on kernel
distances to the unlabeled data points in U .
We create the prototype representation by first comput-
ing the kernel matrix K of all points in U , i.e. K ij =
k(xi, xj) for xi and xj in U . We then create a projection
matrix A formed by taking all the eigenvectors of K corre-
sponding to non-zero eigenvalues (the eigenvectors are ob-
tained by performing SVD on K). The new representation
is then given by:
z(x) = A>ϕ(x), (1)
where ϕ(x) = [k(x, x1), . . . , k(x, xp)]>, and xi ∈ U . We
will refer to the columns of A as prototypes.
This representation was first introduced by Balcan et al.
[3], who proved it has important theoretical properties. In
particular, given a target binary classification problem and a
kernel function, they showed that if the classes can be sep-
arated with a large margin in the induced kernel space then
they can be separated with a similar margin in the prototype
space. In other words, the expressiveness of the prototype
representation is similar to that of the induced kernel space.
By means of this technique, our joint sparse optimization
can take the advantage of a kernel function without having
to be explicitly kernelized.
Another possible method for learning a representation
from the unlabeled data would be to create a p × h pro-
jection matrix L by taking the top h eigenvectors of K and
defining the new representation g(x) = L>ϕ(x); we call
this approach the low rank technique. The method we de-
velop in this paper differs significantly from the low rank
approach in that we use training data from related problems
to select discriminative prototypes, as we describe in the
next step. In the experimental section we show the advan-
tage of our approach compared to the low rank method.
3.2. Discovering relevant prototypes by joint sparse
approximation
In the second step of our algorithm we use a collection
of training sets from related problems, C = {T1, . . . , Tm},
where Tk = {(xk1 , yk1 ), . . . , (xknk , yknk)}, to find a subset
of discriminative prototypes. Our method is based on the
search for a sparse representation in the prototype space that
is jointly optimal for all problems in C.
Consider first the case of learning a single sparse classi-
fier on the prototype space of the form:
f(x) = w>z(x), (2)
where z(x) = A>ϕ(x) is the representation described in
step 1 of the algorithm. A sparse model will have a small
number of prototypes with non-zero coefficients. Given a
training set with n examples, a natural choice for parameter
estimation in such a setting would be to take the optimal
parametersw∗ to be:
min
w
λ
n∑
i=1
l(f(xi), yi) +
p∑
j=1
|wj |. (3)
The left term of Equation (3) measures the error that the
classifier incurs on training examples, measured in terms of
a loss function l. In this paper we will use the hinge loss,
given by l(f(x), y) = max(0, (1− yf(x))).
The right hand term of Equation (3) is an l1 norm on the
coefficient vector which promotes sparsity. In the context
of regression Donoho [6] has proven that the solution with
smallest l1 norm is also the sparsest solution, i.e. the so-
lution with the least number of non-zero coefficients. The
constant λ dictates the trade off between sparsity and ap-
proximation error on the data.
For transfer learning, our goal is to find the most dis-
criminative prototypes for the problems in C, i.e. find a
subset of prototypes R such that each problem in C can be
well approximated by a sparse function whose non-zero co-
efficients correspond to prototypes in R. Analogous to the
single sparse approximation problem, we will learn jointly
sparse classifiers on the prototype space using the training
sets in C. The resulting classifiers will share a significant
number of non-zero coefficients, i.e active prototypes. Let
us define a p×m coefficient matrix W , where Wjk corre-
sponds to the j-th coefficient of the k-th problem. In this
matrix, the k-th column of W is the set of coefficients for
problem k, which we will refer to aswk, while the j-th row
corresponds to the coefficients of prototype j across the m
problems. The m classifiers represented in this matrix cor-
respond to:
fk(x) = w>k z(x). (4)
It is easy to see that the number of non-zero rows of W
corresponds to the total number of prototypes used by any
of the m classifiers. This suggests that a natural way of
posing the joint sparse optimization problem would be to
choose the optimal coefficient matrix W ∗ to be:
min
W
m∑
k=1
λk
nk∑
i=1
l(yki , fk(x
k
i )) + ‖W‖r0 (5)
where ‖W‖r0 is a pseudo-norm that counts the number
of non-zero rows in W 1.
As in the single sparse approximation problem, the
two terms in Equation (5) balance the approximation er-
ror against some notion of sparsity. Here, the left hand
term minimizes a weighted sum of the losses incurred by
1The number of non-zero rows is the number of rows for which at least
one of its elements is different than 0.
each classifier on their corresponding training sets, where
λk weights the loss for the k-th problem. The right hand
term minimizes the number of prototypes that have a non-
zero coefficient for some of the related problems. Due to
the presence of the r0 pseudo-norm in the objective, solv-
ing (5) might result in a hard combinatorial problem. In-
stead of solving it directly we use a convex relaxation of the
r0 pseudo-norm suggested in the literature of simultaneous
sparse approximation [16], the (l1, l∞) norm, which takes
the following form:
p∑
j=1
max
k
|Wjk| (6)
Using the (l1, l∞) norm we can rewrite Equation (5) as:
min
W
m∑
k=1
λk
nm∑
i=1
l(yki , fk(x
k
i )) +
p∑
j=1
max
k
|Wjk| (7)
The right hand term on Equation (7) promotes joint spar-
sity by combining an l1 norm and an l∞ norm on the co-
efficient matrix. The l1 norm operates on a vector formed
by the maximum absolute values of the coefficients of each
prototype across problems, encouraging most of these val-
ues to be 0. On the other hand, the l∞ norm on each row
promotes non-sparsity among the coefficients of a proto-
type. As long as the maximum absolute value of a row is
not affected, no penalty is incurred for increasing the value
of a row’s coefficient. As a consequence only a few proto-
types will be involved in the approximation but the proto-
types involved will contribute in solving as many problems
as possible.
When using the hinge loss the optimization problem in
Equation (7) can be formulated as a linear program:
min
W,ε,t
m∑
k=1
λk
nk∑
i=1
εki +
p∑
j=1
tj (8)
such that for j = 1 : p and k = 1 : m
− tj ≤ Wjk ≤ tj (9)
and for k = 1 : m and i = 1 : nk
ykiw
>
k z(x
k
i ) ≥ 1− εki (10)
εki ≥ 0 (11)
The constraints in Equation (9) bound the coefficients for
the j-th prototype across the m problems to lie in the range
[−tj , tj]. The constraints in Equations (10) and (11) im-
pose the standard slack variable constraints on the training
samples of each problem.
3.3. Computing the relevant prototype representa-
tion
In the last step of our algorithm we take the optimal co-
efficient matrix W ∗ computed in Equation (8) of Step 2 and
a threshold θ and create a new representation based on ker-
nel distances to a subset of relevant prototypes. We define
the set of relevant prototypes to be:
R = {r : max
k
|W ∗rk| > θ}. (12)
We construct a new projection matrix B by taking all the
columns of A corresponding to indices in R, where A is the
matrix computed in the first step of our algorithm. B is then
a p × h matrix, where h = |R|. The new sparse prototype
representation is given by:
v(x) = B>ϕ(x). (13)
When given a new target problem we project every ex-
ample in the training and test set using v(x). We could po-
tentially train any type of classifier on the new space, in our
experiments we chose to train a linear SVM.
4. Experiments
We created a dataset consisting of 10,382 images col-
lected from the Reuters news web-site2 during a period of
one week. Images on the Reuters website have associated
story or topic labels, which correspond to different topics
in the news. Images fell into 108 topics and 40 percent of
the images belonged to one of the 10 most frequent top-
ics, which we used as the basis for our experiments: Super-
Bowl, Golden Globes, Danish Cartoons, Grammys, Aus-
tralian Open, Ariel Sharon, Trapped Coal Miners, Figure
Skating, Academy Awards and Iraq. Figure 1 shows some
example images from each of these categories.
The experiments involved the binary prediction of
whether an image belonged to a particular news topic. The
data was partitioned into unlabeled, training, validation and
testing sets: we reserved 2,000 images as a source of un-
labeled data, 1,000 images as potential source of valida-
tion data and 5,000 images as a source of supervised train-
ing data. The remaining 2,382 images where used for
testing. For each of the 10 most frequent topics we cre-
ated multiple training sets of different sizes Ty,n for n =
1, 5, 10, 15, . . . , 50 and y = 1, 2, . . . , 10; where Ty,n de-
notes a training set for topic y which has n positive exam-
ples from topic y and 4n negative examples. The positive
and negative examples were drawn at random from the pool
of supervised training data of size 5,000. The total number
of positive images in this pool for the ten top topics were:
341, 321, 178, 209, 196, 167, 170, 146, 137 and 125 respec-
tively.
2http://today.reuters.com/news/
We consider a transfer learning setting where we have
access to unlabeled data U and a collection of training sets
C from m related tasks. Our goal is to learn a representation
from C and U and use it to train a classifier for the target
task.
In our experimental setting we took the 10 most frequent
topics and held out one of them to be the target task; the
other nine topics were used to learn the sparse prototype
representation. We did this for each of the 10 topics in turn.
The training set for related topic j in the collection of re-
lated training sets C was created by sampling all nj pos-
itive examples of topic j and 2nj negative examples from
the pool of supervised training data.
We test all models using the 2,382 held out test images
but we remove images belonging to topics in C. We did
this to ensure that the improvement in performance was not
just the direct consequence of better recognition of the top-
ics in C; in practice we observed that this did not make a
significant difference to the experimental results.
Our notion of relatedness assumes that there is a small
subset of relevant prototypes such that all related problems
can be well approximated using elements of that subset; the
size of the relevant subset defines the strength of the rela-
tionship. In this experiment we deal with problems that are
intuitively only weakly related and yet we can observe a
significant improvement in performance when only few ex-
amples are available for training. In the future we plan to
investigate ways of selecting sets of more strongly related
problems.
4.1. Baseline Representation
For all the experiments we used an image representation
based on a bag of words representation that combined color,
texture and raw local image information. For every image
in the dataset we sampled image patches on a fixed grid
and computed three types of features for each image patch:
color features based on HSV histograms, texture features
consisting of mean responses of Gabor filters at different
scales and orientations and ’raw’ features made by normal-
ized pixel values. For each feature type we created a visual
dictionary by performing vector quantization on the sam-
pled image patches; each dictionary contained 2,000 visual
words.
To compute the representation for a new image
xi we sample patches on a fixed grid to obtain a set
of patches pi = {xi1, xi2, . . . , xih} and then match
each patch to its closest entry in the correspond-
ing dictionary. The final baseline representation for
an image is given by the 6,000 dimensional vector:
[[cw1, . . . , cw2000], [tw1, . . . , tw2000], [rw1, . . . , rw2000]]
where cwi is the number of times that an image patch in
pi was matched to the i-th color word, twi the number of
times that an image patch in pi was matched to the i-th
Figure 1. Example images. From top to bottom, left to right: SuperBowl, Sharon, Danish Cartoons, Australian Open, Trapped Coal Miners,
Golden Globes, Grammys, Figure Skating, Academy Awards and Iraq.
texture word and rwi the number of times that an image
patch in pi was matched to the i-th raw word.
4.2. Raw Feature Baseline Model
The raw feature baseline model (RFB) consists of train-
ing a linear SVM classifier over the bag of words represen-
tation by choosing the optimal parameters to be:
w∗ = minwλ
∑
i
l(f(xi), yi) +
1
2
‖w‖2 (14)
where f(x) = w>x and l is the hinge loss described in
section 3.2.
We conducted preliminary experiments using the valida-
tion data from topic 1 and found 0.01 to be the parameter
resulting in best equal error rate for all training sizes (where
we tried values: {0.01, 0.1, 1, 10, 100}); we also noticed
that for the validation set the baseline model was not very
sensitive to this parameter. We set the constant λ for this
and all other models to 0.01.
A baseline model was trained on all training sets Ty,n
of the 10 most frequent topics and tested on the 2,382 test
images. As explained in the previous section, we removed
from the testing set images that belonged to any of the other
nine most frequent topics.
4.3. Low Rank Baseline Model
As a second baseline (LRB), we trained a linear SVM
classifier but with the baseline feature vectors x in train-
ing and testing replaced by h-dimensional feature vectors:
g(x) = L>ϕ(x). L is the matrix described in section 3.1
created by taking the top h eigenvectors of K , where K is
the kernel matrix over unlabeled data points.
We present results for different values of h =
{50, 100, 200}. For all experiments in this section we
used an RBF kernel over the bag of words representation:
k(xi, xj) = exp−γ||xi−xj||
2
. In a preliminary stage, we
tried a range of values γ = {0.003, 0.03, 0.3} on the un-
labeled data, 0.03 was the value that resulted in a non-
degenerate kernel (i.e. neither a diagonal kernel nor a kernel
made of ones). The value of γ was then fixed to 0.03 for all
experiments.
4.4. The Sparse Prototype Transfer Model
We ran experiments using the sparse prototype transfer
learning (SPT) approach described in section 3.3 . For each
of the ten topics we train a linear SVM on feature vec-
tors v(x) obtained by running the sparse prototype transfer
learning algorithm on the training sets of the remaining nine
topics.
For a target held out topic j we use the 2,000 unlabeled
points in U and a collection of training sets from related
problems: C = {T1, . . . , Tj−1, Tj+1, . . . } to compute the
sparse prototype representation v(x) based on kernel dis-
tances to relevant prototypes. We report results for different
values of the threshold θ; in practice θ could be validated
using leave-one-out cross-validation.
4.5. Results
For all experiments we report the mean equal error rate
and the standard error of the mean. Both measures were
computed over nine runs of the experiments, where each
run consisted of randomly selecting a training set from the
pool of unlabeled data.
Figure 2 shows the mean equal error rate averaged over
the ten most frequent topics for RFB, LRB and SPT models;
as we can observe from this figure the low rank approach
fails to produce a useful representation for all choices of h.
In contrast, our sparse transfer approach produces a repre-
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Figure 3. Mean Equal Error rate per topic for classifiers trained with five positive examples; for the RFB model and the SPT model for
θ = 3 (see section 3.3 for details). SB: SuperBowl; GG: Golden Globes; DC: Danish Cartoons; Gr: Grammys; AO: Australian Open; Sh:
Sharon; FS: Figure Skating; AA: Academy Awards; Ir: Iraq.
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Figure 2. Mean Equal Error Rate over 10 topics for RFB, LRB
(for h = {50, 100, 200}, see section 3.1 for details) and SPT (for
θ = {1, 2, 3, 4}, see section 3.3 for details).
sentation that is useful when training classifiers with small
number of training examples (i.e. less than 10 positive ex-
amples); the improvement is most significant for θ ≥ 3.
For larger training sets the RFB baseline gives on aver-
age better performance than the SPT model. We speculate
that when larger training sets are available the sparse rep-
resentation needs to be combined with the raw feature rep-
resentation. In the future we plan to investigate methods
for fusing both representations. However, we would like to
emphasize that there exist important applications for which
only very few examples might be available for training. For
example when building a classifier for a user-defined cat-
egory it would be unrealistic to expect the user to provide
more than a handful of positive examples.
Figure 3 shows mean equal error rates for each topic
when trained with 5 positive examples for the baseline
model and the transfer learning model with θ = 3. As
we can see from these figures the sparse prototype trans-
fer learning method significantly improves performance for
8 out of the 10 topics.
Figure 4 shows learning curves for the baseline and
sparse transfer learning model for three different topics.
The first topic, Golden Globes, is one of the topics that
has the most improvement from transfer learning, exhibit-
ing significantly better performance across all training sizes.
The second topic, Academy Awards, shows a typical learn-
ing curve for the sparse prototype transfer learning algo-
rithm; where we observe a significant improvement in per-
formance when a few examples are available for training.
Finally the third topic, Super Bowl, is the topic for which
the sparse prototype transfer algorithm results in worst per-
formance. We speculate that this topic might not be visually
related to any of the other topics used for transfer. We have
also noticed that this is one of the most visually heteroge-
neous topics since it contains images from the football field,
a press conference and after-game celebrations.
5. Conclusion
We have described a method for learning a sparse pro-
totype image representation for transfer in visual category
learning. Our approach leverages unlabeled data as well as
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Figure 4. Learning curves for Golden Globes, Academy Awards and Super Bowl topics respectively for RFB and SPT model with θ = 3,
see section 3.3 for details about parameter θ.
data from related visual categories and can exploit any arbi-
trary kernel function. The method is based on performing a
joint sparse approximation on the prototype space to find a
subset of discriminative prototypes, we formulate this joint
optimization as a linear program. Our experiments show
that when learning news-topic image classifiers with small
training sets using the sparse prototype representation can
result in better performance. Future work includes investi-
gating ways to select sets of related problems for a given
target task and learning to combine different kernel func-
tions.
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