Abstract. A polynomial is a direct sum if it can be written as a sum of two non-zero polynomials in some distinct sets of variables, up to a linear change of variables. We analyse criteria for a homogeneous polynomial to be decomposable as a direct sum, in terms of the apolar ideal of the polynomial. We prove that the apolar ideal of a polynomial of degree d strictly depending on all variables has a minimal generator of degree d if and only if it is a limit of direct sums.
Introduction
A homogeneous polynomial F is a direct sum if there exist non-zero polynomials F 1 , F 2 such that F = F 1 + F 2 and F 1 = F 1 (t 1 , . . . , t s ), F 2 = F 2 (t s+1 , . . . , t n ) for some linearly independent linear forms t 1 , . . . , t n . For example, F = xy is a direct sum, as F = (x − y) 2 . In coordinate-free terms, F ∈ S d V is a direct sum if F = F 1 + F 2 for nonzero F i ∈ S d V i , i = 1, 2, such that V 1 ⊕ V 2 = V . Most polynomials are not direct sums, see Section 3.2. Nevertheless it can be difficult to show that a particular polynomial is not a direct sum. For instance, Sepideh Shafiei shared with us the following question: is the generic determinant det n = det((x i,j ) n i,j=1 ) a direct sum? For n = 2, det 2 = x 1,1 x 2,2 − x 1,2 x 2,1 is visibly a direct sum. On the other hand, for n > 2 it is easy to see the determinant is not decomposable as a direct sum in the original variables, but it is not immediately clear whether it is decomposable after a linear change of coordinates. We answer this question in the negative.
Problem A. Give necessary or sufficient conditions for a polynomial to be a direct sum.
For simplicity we assume throughout that our base field is the field of complex numbers C. However, our results also hold for other algebraically closed base fields of any characteristic. We comment on the applicable modifications in Section 5.
We approach this problem through apolarity. Suppose S = C[x 1 , . . . , x n ] and T = C[α 1 , . . . , α n ]. Let F ∈ S be a homogeneous polynomial of degree d. The apolar or annihilating ideal F ⊥ ⊂ T is the set of polynomials Θ ∈ T such that ΘF = 0, where α i acts on S as the partial differentiation operator ∂/∂x i . The quotient A F = T /F ⊥ is called the apolar algebra of F .
The Waring rank r(F ) of F is the least r such that
r for some linear forms ℓ i . A lower bound for Waring rank, following from ideas of Sylvester in 1851 [29] , is that r(F ) is bounded below by the maximum value of the Hilbert function of A F . Ranestad and Schreyer [25] have recently shown that the Waring rank of F is bounded below by 1 δ ℓ(A F ), where δ is the greatest degree of a minimal generator of F ⊥ and ℓ(A F ) is the length of the apolar algebra, that is, the sum of all the values of the Hilbert function of A F . The bound of Ranestad-Schreyer is best when δ is small, that is when F ⊥ is generated in small degrees. So it is natural to ask when this occurs, or conversely when F ⊥ has high-degree generators.
Problem B. Give necessary or sufficient conditions for F ⊥ to be generated in low degrees or in high degrees.
It is through serendipity that while simultaneously studying Problems A and B, as separate problems, the authors noticed that they were actually not separate. These two problems are linked by the following result (see also [20, Lem. 2.9, Lem. 3.27]). Theorem 1. If F is a direct sum then F ⊥ has a minimal generator of degree deg(F ).
Sepideh Shafiei has shown that the apolar ideal of the generic determinant det n is generated in degree 2 [26] . Thus Corollary 2. For n > 2 the generic determinant is not a direct sum.
Other results of Shafiei concerning apolar ideals of permanents, Pfaffians, etc., have similar consequences for direct sum indecomposability of these forms.
Despite its centrality in linking Problems A and B, Theorem 1 is surprisingly easy to prove, see Section 1.1.
The converse to Theorem 1 does not hold.
Example 3. F = xy 2 has F ⊥ = α 2 , β 3 with the minimal generator β 3 of degree 3, but F is not a direct sum. Indeed, in two variables a direct sum Example 4. The cubic F = x 2 y − y 2 z = y(x 2 − yz) ∈ C[x, y, z] has F ⊥ = γ 2 , αγ, α 2 + βγ, β 3 , αβ 2 , so F has two maximal degree apolar generators. Thus F satisfies the necessary condition of Theorem 1. However F is not a direct sum by Proposition 24.
Note however that xy 2 is a limit of direct sums:
as is y(x 2 + yz):
y(x 2 + yz) = lim t→0 1 6t 2 (y + tx + 2t 2 z) 3 + (y − tx) 3 − 2y 3 .
We will show that if F ⊥ has a minimal generator of degree deg(F ), then F is a limit of direct sums. But the converse does not hold: not every limit F of direct sums has the property that F ⊥ has a minimal generator of degree deg(F ).
Example 5. For t = 0, x d − ty d is a direct sum and lim t→0
, β has no minimal generator of degree d. A perhaps more satisfying example is lim t→0 xyz − tw 3 = xyz, again a limit of direct sums, with (xyz) ⊥ = α 2 , β 2 , γ 2 , δ , having no minimal generator of degree 3.
It is no coincidence that in both of these examples the limit polynomial uses fewer variables than the direct sums at t = 0. We will show that in general, if F is a limit of direct sums which cannot be written using fewer variables, then F ⊥ has a minimal generator of degree deg(F ).
We now introduce terminology to give a precise statement of these results. First note that F ⊥ is a homogeneous ideal containing α 1 , . . . , α n d+1 , all forms of degree at least d + 1. Thus F ⊥ is generated in degree at most d + 1: the δ in the Ranestad-Schreyer theorem satisfies 1 ≤ δ ≤ d+1. We mention the following observation, previously noted by Casnati and Notari [8, Rem. 4.3] .
Proposition 6. F
⊥ has a minimal generator of degree d + 1 if and only if F = ℓ d is a power of a linear form.
For brevity we refer to a minimal generator of F ⊥ as an apolar generator of F . In light of Proposition 6, when deg F = d, any apolar generator of degree d is called a maximal-degree apolar generator (i.e., maximal degree after discarding the trivial cases of rank 1).
We introduce the notation DirSum = DirSum n;d for the set of direct sums (of degree d in n variables), ApoMax for the set of forms with a maximal-degree apolar generator, and Con for the set of forms that cannot be written using fewer variables. (Such forms are called concise, see Section 2.2.) We will show that every form with a maximal-degree apolar generator is a limit of direct sums, so that we have the following inclusions:
In fact most of these inclusions are strict in general. The vertical inclusions clearly are strict as soon as n ≥ 2. We have DirSum ∩ Con ApoMax ∩ Con (and of course DirSum ApoMax) by Examples 3 and 4. And we have ApoMax DirSum by Example 5.
Surprisingly, the last remaining inclusion is in fact an equality (compare with [20, Cor. 4.7] ).
Theorem 7. For n ≥ 2 and d ≥ 3, every form with a maximal-degree apolar generator is a limit of direct sums and conversely, every concise limit of direct sums has a maximaldegree apolar generator. In particular ApoMax ∩ Con = DirSum ∩ Con.
One might hope to prove at least one direction of this theorem by arguing that if F t → F , then presumably F ⊥ t → F ⊥ , and then appealing to semicontinuity of graded Betti numbers. However this argument cannot succeed, as F t → F does not imply F ⊥ t → F ⊥ as a flat limit. For instance, consider the family of polynomials
in x and y parametrized by t, with d ≥ 4. We have F t → F 0 = xy d−1 , and
Thus the flat limit lim t→0 (F
. Nevertheless, for those cases in which F t → F , the F t are direct sums, and F ⊥ t → F ⊥ is a flat family, it follows that F ⊥ has a degree d generator by semicontinuity. When such a family {F t } exists, we say F is an apolar limit of direct sums. The locus of apolar limits of direct sums is denoted ApoLim. We have Theorem 8. ApoLim ⊂ ApoMax. This inclusion is strict for some n and sufficiently large d, but equality in some cases, including d = 3 or n = 3.
See also [20, Sect. 4.2, Cor. 4.24] . The strictness is a consequence of the existence of non-smoothable zero-dimensional Gorenstein schemes. We expect that it should hold for all sufficiently large n. In any case the strictness of this inclusion forces a more delicate argument for Theorem 7.
It is also interesting to study the case in which F ⊥ is generated in low degrees. For example, (det n ) ⊥ is generated in degree 2, as is ( Table 1 for examples of plane cubics. We show that a bound for the generating degree of F ⊥ forces a bound on the degree of F ; equivalently, if F has high degree relative to the number of variables then F ⊥ must have high degree generators.
Theorem 9. If F is a homogeneous form of degree d in n variables and δ is the generating degree of
In particular if F ⊥ is generated by quadrics then d ≤ n. It would be interesting to classify polynomials F of degree d = n such that F ⊥ is generated by quadrics. Remark 11. In [30] , functions (not necessarily polynomials) are called decomposable when they are sums of functions in independent variables. In [31] , polynomials with a direct sum decomposition are called polynomials of Sebastiani-Thom type. They are called connected sums in [26] , see Section 2.8. Direct sum decompositions are called regular splittings in [20] .
1.1. Maximal degree apolar generator of a direct sum. We begin with a few elementary statements.
Proof of Theorem 1.
. . , y j ], and G, H = 0. Let us denote the dual rings 
it cannot be generated in lower degrees, since all elements in lower degrees lie in
For future reference we record the additional details given in the above proof (see also [20, Lem. 3.27] ).
can be written only using variables dual to variables of G, and δ 2 can be written only using variables dual to variables of H.
Proof. The only statement left to prove is that there are no other minimal generators 
By symmetry h A G (1) = 1, so G has only one essential variable and necessarily G has rank 1.
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Background
For a homogeneous ideal I in the polynomial ring S, a minimal generator of I is a non-zero homogeneous element of the graded module I/mI where m = x 1 , . . . , x n is the irrelevant ideal. By the "number" of minimal generators of a given degree k we mean the dimension of the kth graded piece (I/mI) k .
2.1. Apolarity. Let S be a polynomial ring and T its dual ring. For a fixed homogeneous
The term "catalecticant" was introduced by Sylvester in 1851 [29] . The images of the catalecticants are the inverse systems studied by Macaulay [22] .
The catalecticant maps give an isomorphism between A G = T /G ⊥ and the principal T -submodule of S generated by G, consisting of elements ΘG for Θ ∈ T . Lemma 14. Suppose F, G ∈ S are two homogeneous polynomials. If
Indeed, by the inclusion-reversing part of Theorem 21.6 of [10] , the T -submodule of S generated by F is contained in the T -submodule generated by G.
One connection between apolarity and geometry is indicated by Exercise 21.6 of [10] , which relates the apolar ideals of plane conics to their ranks. Another connection is given by the following lemma. 
Concise polynomials are also called nondegenerate, but we will follow the terminology of the tensor literature.
The following are equivalent:
There is no point in PV at which F vanishes to order d. [7] .
The locus in S d V of non-concise polynomials is a Zariski-closed subset called the subspace variety and denoted Sub. Its complement is the open set Con. Note dim
Secant varieties and border rank. Let v
The second secant variety σ 2 (v d (PW )) is the disjoint union of the set of points of rank 2, the set v d (PW ) itself, and (for d > 2) the set of points on tangent lines to v d (PW ).
Description
normal form Table 1 . Plane cubic curves.
Points of the third type have border rank 2, so only 2 essential variables. Such a point necessarily has the form xy Note that the condition br(F ) = 2 excludes polynomials of rank 1, so F must be concise. Thus the locus of concise forms with a maximal degree apolar generator is exactly the locus of concise forms which are limits of direct sums, that is, ApoMax ∩ Con = DirSum ∩ Con. This is the case n = 2 of Theorem 7.
2.5. Plane cubics. If a plane cubic F is a direct sum then in suitable coordinates we may write F = x 3 + G(y, z) where G is a nonzero binary cubic form. We may choose coordinates so that G(y, z) is y 3 , y 3 + z 3 , or y 2 z, that is, r(G) = 1, 2 or 3. Thus up to change of coordinates there are exactly three plane cubics which are direct sums.
We summarize the types of plane cubics in Table 1 , adapted from [21] . The columns mean the following: β 1,i is the number of minimal generators of degree i, r is Waring rank, and br is border rank. (We omit β 1,4 = 1 for F = x 3 .) The rows representing direct sums are in bold face and the rows representing non-concise polynomials are in italic face.
This table shows the case n = 3, d = 3 of Theorem 7.
Corollary 18. Let F be a concise plane cubic. The apolar ideal of F has a minimal generator of degree 3 if and only if F is a limit of direct sums.
Proof. Table 1 shows that a concise plane cubic has a minimal apolar generator of degree 3 if and only if the cubic has border rank 3, which is equivalent to its being a limit of Fermat cubics.
2.6. Semicontinuity of graded Betti numbers. In this section we work over an arbitrary algebraically closed field k. Let I be a homogeneous ideal in a polynomial ring T = k[α 1 , . . . , α n ] with standard grading. The graded Betti numbers of I are defined as follows. Fix a minimal free resolution of T /I,
The β i,j are the graded Betti numbers of I (more precisely, of T /I). We have
. When the ideal I varies in a flat family, the graded Betti numbers are upper-semicontinuous.
Boratyński and Greco proved that Hilbert functions and Betti numbers are semicontinuous [2] . Ragusa and Zappalá proved semicontinuity of graded Betti numbers of zerodimensional ideals [24, Lem. 1.2]. Semicontinuity of graded Betti numbers more generally seems to be a well-known "folk theorem"; since we could not find a reference in the literature, we give a quick proof here for the sake of self-containedness.
, with deg U = 0, and suppose I ⊂T is a homogeneous ideal, flat over Spec(T ). For u ∈ Spec(T ) let I u = I ⊗ k(u). Then the graded Betti numbers β i,j (I u ) are upper-semicontinuous as functions of u.
Proof. Start with the Koszul resolution of k = T /(α 1 , . . . , α n ), regarded as a sheaf on SpecT (although independent of U). Tensor the resolution with I. Take the degree j part of the resulting complex. The Tor we are interested in is the homology of this complex of vector spaces:
where V is the vector space spanned by α 1 , . . . , α n . By [10, Exer. 20.14] , the dimensions of the vector spaces I q,u are locally (in u) constant. Locally in u, then, this is a complex of fixed finite dimensional vector spaces with differentials given by matrices whose entries are polynomial in u. The graded Betti number β i,j is the dimension of the ith cohomology of this complex; the dimensions of cohomology of such complexes are upper semicontinuous.
Remark 20. Graded Betti numbers of flat families of ideal sheaves on projective space are not semicontinuous. For example, let three points in P 2 move from general position for u = 0 to collinear position when u = 0. For u = 0, the ideal sheafĨ u is generated by three quadrics having two linear syzygies. At u = 0 the ideal sheafĨ 0 is a complete intersection of type (1, 3) (with one linear generator, one cubic generator, and just one syzygy).
The point is that the sheafĨ 0 is the sheafification of the flat limit ideal I 0 . The flat limit ideal has an embedded point at the origin, which is lost in the sheafification.
2.7. Gorenstein Artin algebras. Let A be a graded algebra and assume A is standard, that is A 0 = C and A is generated in degree 1. The embedding dimension of A is dim A 1 . Let m = i>0 A i be the graded maximal ideal. The socle of a graded algebra A is the ideal Soc(A) = (0 : m), that is, the annihilator of the graded maximal ideal in A. When A is Artinian the socle includes A d where d = max{i : A i = 0}. When A is Artinian, A is Gorenstein if and only if Soc(A) is 1-dimensional. The socle degree of A is max{i :
We use [10, Cor. 21.16] . Say F is a concise homogeneous form of degree d in n variables and I = F ⊥ is a zero-dimensional Gorenstein ideal, so A = T /I is a Gorenstein Artin algebra. Then A has socle degree d = deg F and embedding dimension n. Let A = T /I have the minimal free resolution M • :
The resolution M • is self-dual, that is, isomorphic to its dual, up to shifts in grading and homological degrees. We call this isomorphism the Gorenstein symmetry. In particular, writing each M i = j T (−a i j ), we have:
. The main concern of this paper is about Gorenstein ideals having a minimal generator in degree d, that is β 1,d (I) > 0. Throughout the article we will frequently use the following consequence of the Gorenstein symmetry:
As we shall see, β n−1,n (F ⊥ ) can be easier to control than β 1,d (F ⊥ ). We will make use of the following two results. The first is a special case of Thm. 8.18 of [11] .
Lemma 21 ([11, Thm. 8.18]). Suppose I ⊂ T is a homogeneous ideal with β n−1,n (I) > 0 and no linear generators. Then there exists a choice of coordinates α 1 , . . . , α n of T , and linearly independent linear forms ℓ 1 , . . . , ℓ k ∈ T 1 for some 0 < k < n, such that the 2 × 2 minors of the following matrix are contained in I:
The second is a special case of Thm. 8.11 of [11] .
Lemma 22 ([11, Thm. 8.11]). Suppose I ⊂ T is a homogeneous ideal containing no linear forms and J ⊂ I is a homogeneous subideal. Then β n−1,n (J) ≤ β n−1,n (I).
2.8. Connected sum. When A, A ′ are Gorenstein Artin algebras over a field k, both of socle degree d, the (formal) connected sum A#A ′ is defined as follows [23, 27] . A#A ′ is the graded algebra with graded pieces
in which the products of two elements in A or in A ′ are as before modulo the identification of When a polynomial is a direct sum as we have defined it, its apolar algebra is a connected sum in the above sense (see also [20, Lem. 3.27] ).
α , and T β be as in the proof of Lemma 12. By Lemma 12 the annihilators satisfy (
is the apolar ideal of G in T , i.e., of G as an element of S; the apolar ideal of G in T α (considering G ∈ S x ) is G ⊥ ∩ T α , and similarly for H. Hence for 0 < k < d,
It is not immediately obvious what geometric consequences may follow from a direct sum decomposition. R. Lazarsfeld observed to the fourth author that if F = F 1 + F 2 is a direct sum then Sing(V (F )) = Sing(V (F 1 )) ∩ Sing(V (F 2 ) ), that is, the singular locus of F is an intersection of two cones with disjoint vertices. Furthermore, defining Σ a (G) = {p | mult p (G) > a}, the common zero locus of the ath partial derivatives of
One necessary condition for F to be a direct sum follows immediately from Proposition 4.2 of [27] .
This can be deduced from [27] by noting that our divisibility hypothesis implies (in fact is equivalent to) Smith-Stong's hypothesis. Indeed, if
* is a codimension 1 subspace whose dth power is in F ⊥ , as every monomial appearing in F has at least one factor x 1 and is annihilated by each element of the dth power. Smith and Stong show that if there is a codimension 1 subspace in V * = T 1 whose dth power is in F ⊥ , and if F is a direct sum, then necessarily r(F ) = 2, that is
Apolar generators and limits of direct sums
We collect results that relate quadratic generators to direct sums and maximal degree apolar generators. Then we relate maximal degree apolar generators to limits of direct sums.
3.1. Quadratic generators. Forms with a maximal degree apolar generator have similar characteristics to forms which are direct sums. Perhaps the best illustration of this is the behavior of quadratic apolar generators.
We make first the following easy observation:
If F is a concise direct sum in n variables then F has at least n − 1 quadratic apolar generators.
It was previously shown by Meyer and Smith that F has at least one quadratic apolar generator [23, Lem. VI.2.1], without assuming F to be concise. Moreover, [20, Thm. 3 .35] provides a calculation of all graded Betti numbers of F ⊥ .
By hypothesis there are no linear forms in F ⊥ so everything in (F ⊥ ) 2 is a minimal generator.
. If furthermore F is concise then F 1 , F 2 = 0 and F is a direct sum.
Corollary 26.
If F is a concise form in n variables which is a direct sum of s ≥ 2 terms then F ⊥ has at least (s − 1)(2n − s)/2 quadratic generators.
as quadratic generators. The fewest quadratic generators arise when the summands V 1 , . . . , V s have dimensions 1, . . . , 1, n + 1 − s, yielding the statement.
Less obviously we have
Proposition 27. If F is a concise form in n variables and F has a maximal-degree apolar generator then F has at least n − 1 quadratic apolar generators.
Proof of Proposition 27. Since F is concise, F ⊥ has no linear generators. Then the quadratic elements provided by Lemma 21 are minimal generators, and there are at least n − 1 independent ones, for example the 2 × 2 minors given by the first and ith columns for 2 ≤ i ≤ n.
Note that the Fermat hypersurface x quadratic generators. More generally if the set of points in P n−1 at which F vanishes to order ≥ a has dimension k, then dim(
Proof. Otherwise PF Having the maximum number of quadratic apolar generators does not characterize Fermat hypersurfaces, however; the concise plane cubics all have the maximum number of quadratic apolar generators, see Table 1. 3.2. Dimension of direct sum locus and uniqueness. We show that in many cases, a general F ∈ DirSum uniquely determines the subspaces over which it splits, find the dimension of DirSum, and show that a general F ∈ S d V does not split as a direct sum. It is certainly possible that a form F may decompose as a direct sum in more than one way. For a rather extreme example, a Fermat polynomial Thom conjectured in [30] that every germ of an analytic function has a unique maximal decomposition as a sum of germs of functions in independent variables, up to analytic equivalence. This was proved for quasi-homogeneous functions in [12] . One may ask if a homogeneous polynomial has a unique maximal decomposition as a sum of polynomials in independent variables, up to linear change of coordinates. This is proven in general in [20, Thm. 3.7] , but the proof requires some preperation. Here we show a weaker statement: essentially that the direct sum decomposition is uniquely determined for general forms in DirSum. This is sufficient for our purposes and does not require many tools other than those already introduced. Fix a degree d, vector space V , and n = dim V . For V 1 ⊕ V 2 = V , we let DirSum
a=1 DirSum * (a, n − a). Note that all these spaces include degenerate direct sums F = F 1 + F 2 in which F 1 = 0 or F 2 = 0. However DirSum is a dense subset of DirSum
Proposition 29. When d ≥ 4 and n = dim V ≥ 2 or d ≥ 3 and n ≥ 3, the complement of DirSum in S d V is Zariski dense. For d ≥ 4 and F ∈ DirSum general, the pair of subspaces over which F decomposes as a direct sum is uniquely determined. For d ≥ 4 and n ≥ 3, dim DirSum = 2(n − 1) + 1 + d+n−2 n−2 .
Proof. First we claim dim DirSum
The set of ordered pairs (V 1 , V 2 ) that can occur is an open subset of the product of Grassmannians G(a, V ) × G(b, V ), so it has dimension 2ab. This proves the first part of the claim. The second part is proved by the observation that the dimension is maximized when {a, b} = {1, n − 1}, the verification of which we leave to the reader (by induction on a). Now we check that the dimension of DirSum has smaller dimension then the ambient variety for d ≥ 3 and n ≥ 3.
For d = 3, the inequality is equivalent to 0 < (n − 1)(n − 2), so it holds for n ≥ 3. Then as d grows by one, the right hand side is multiplied by
, which is strictly greater then 1 when n > 1.
For the rest of the proof we use the notion of compressed algebras, see Definition 3.11 and Proposition 3.12 of [17] .
For
so (F ⊥ ) 2 = 0 and in particular F is not decomposable as a direct sum. This shows that when d ≥ 4 and n ≥ 2, the complement of DirSum is Zariski dense.
For F ∈ DirSum(V 1 , V 2 ) general, F = F 1 + F 2 where the apolar algebras
. Therefore, for F ∈ DirSum general of degree d ≥ 4, the decomposition of F is uniquely determined. A more refined dimension formula is found in [20, Thm. 3 .47].
We observed that for a general form F of degree d ≥ 4, since A F is compressed, F ⊥ has no quadratic generators. Thus, while for n = 2, 3, general forms of degree n in n variables have their apolar ideals generated in degree 2, this is no longer the case for general forms of degree n in n variables when n ≥ 4.
In fact, for general cubic direct sums in three variables there is not a unique decomposition as a direct sum over two subspaces. Indeed, a general cubic direct sum in three variables can be written as F = x 3 + G(y, z) with G a general cubic binary form, so (with another change of coordinates) F = x 3 + y 3 + z 3 . However, we do see that F decomposes as a direct sum over V = x ⊕ y ⊕ z , and this decomposition is uniquely determined by F , as
. We observe that for binary forms the generality condition is not needed for uniqueness of decomposition.
Proposition 30. Every direct sum in two variables of degree d ≥ 3 has a uniquely determined decomposition.
Proof. There is a unique (up to scalar) generator of the apolar ideal in degree 2 (and another in degree d). Writing F = x d − y d , this quadratic apolar generator is Q = αβ, and the pair of subspaces x , y over which F decomposes is determined as
3.3. Lower bound for degree of apolar generators. Here we prove Theorem 9, a lower bound for the maximum degree of the apolar generators of a form F in terms of the degree d of F and the number n of variables: we show that F ⊥ always has a minimal generator of degree at least (d + n)/n. Lemma 31. Suppose I ⊂ T is a homogeneous complete intersection ideal of codimension n. Then I = G ⊥ for some G ∈ S. If the minimal generators of I are homogeneous of degrees δ 1 , . . . , δ n , then deg G = δ 1 + · · · + δ n − n.
Proof. The existence of G follows from Theorem 21.6 of [10] . The degree of G is equal to the socle degree of A G ∼ = T /I, which is (δ i − 1) by, for example, Exercise 21.16 of [10] .
Proof of Theorem 9. By definition of δ, the ideal generated by (F ⊥ ) δ has the same saturation as F ⊥ , meaning (F ⊥ ) δ generates an m-primary ideal. Thus (F ⊥ ) δ is a base point free linear system on P n−1 . We can pick n elements in (F ⊥ ) δ forming a complete intersection by Bertini's Theorem [19, Thm. I.6.3] . Let I be the complete intersection, and let G be such that I = G ⊥ . Then F = ΘG for some Θ ∈ T by Lemma 14, so deg F ≤ deg G = nδ − n by Lemma 31.
3.4.
Maximal degree apolar generators and limits of direct sums. Fix a degree d and number of variables n. Let V be a vector space with dim V = n. We prove that if F ∈ S d V has a maximal degree apolar generator then F is a limit of direct sums, and if F is also concise then the converse holds. This assumption is needed, by Example 5.
Theorem 32. If F has a maximal degree apolar generator then F is a limit of direct sums.
Proof. We immediately reduce to the case that F is concise: If F is concise over W ⊂ V , we will write F as a limit of direct sums which are in S d W . We assume F ⊥ has a generator in degree d = deg F . By Gorenstein symmetry (1), β n−1,n (F ⊥ ) > 0. By Lemma 21 there are linearly independent linear forms ℓ 1 , . . . , ℓ k for some 0 < k < n such that F ⊥ contains the 2 × 2 minors of the matrix
is not zero or a scalar multiple of the identity and has a nontrivial kernel. We begin by changing basis in V * (and dually in V ) to put L into Jordan normal form. It turns out that if L has distinct eigenvalues then F decomposes as a direct sum over the generalized eigenspaces of L; otherwise, if L is a nonzero nilpotent matrix, then F is a limit of direct sums.
Suppose first that λ i = λ j are distinct eigenvalues of L. Then there are some positive
⊥ . Since F is concise each F λ must be nonzero (in fact, concise with respect to V λ ). In this case, then, F is a direct sum.
Now we see what happens when L has just one eigenvalue. Then L is nilpotent, since ker
⊥ , so ∂G i /∂y j = ∂G j /∂y i . Thus there exists H(y) such that G i = ∂H/∂y i . Finally we write F as a limit of direct sums as follows:
which for t = 0 is a direct sum over y i + tx i ⊕ y, z .
Theorem 32 has several parallels in [20] . The linear map L in its proof corresponds to one of the matrices in [20, Def. 2.14]. Distinct eigenvalues lead to orthogonal idempotent matrices ( [20, Prop. 3.5] ) and [20, Thm. 3.7] gives an extended result in this case. The nilpotent case is covered by [20, Thm. 4.5] . Now we prove the converse (c.f. [20, Lem. 4 
.2]).
Theorem 33. If F is a concise limit of s-fold direct sums then F has at least s − 1 maximal degree apolar generators.
Proof. Suppose F = F 0 is a concise limit of s-fold direct sums, F 0 = lim F t . Let J be the flat limit of the ideals F ⊥ t . We have J ⊂ F ⊥ , since differentiation varies continuously as the F t and I t vary regularly. Indeed, for Θ ∈ J, Θ = lim Θ t for Θ t ∈ I t ⊂ F ⊥ t , so Θ t F t = 0 for t = 0; hence ΘF = lim Θ t F t = 0, so Θ ∈ F ⊥ . By semicontinuity of graded Betti numbers, β n−1,n (J) ≥ s − 1. Now in general there is no inequality between graded Betti numbers of an ideal F ⊥ and a subideal J ⊆ F ⊥ . However in this simple case we do have the inequality we are looking for by Lemma 22 . That is,
This completes the proof of Theorem 7.
Example 34. Let F be a concise plane curve (n = 3) of degree d having a maximal degree apolar generator. Either F is a direct sum, F = x d + G(y, z), or else F is a limit of direct sums as in (2) . In the latter case, in the notation of the proof of Theorem 32, F is a limit of direct sums of type (k, n − k) with 2k ≤ n = 3; we must have k = 1. Then there are G = G(y, z) and H = H(y) = y d such that
up to rescaling x as dx. Note that if G(y, z) includes terms ay d−1 z + by d then replacing x with x + az + by gives us
Conversely if F is of this form then F is a limit of direct sums and has a maximal degree apolar generator. Thus a concise plane curve F is a limit of direct sums and has a maximal degree apolar generator if and only if, after a linear change of coordinates, either
Variation in families
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When {F t } is a family of polynomials such that {F ⊥ t } is a flat family, we say {F t } is an apolar family and F t → F 0 is an apolar limit. It is equivalent to say {A Ft } is a flat family.
{F t } is an apolar family if and only if the Hilbert functions of the A Ft are locally constant [10, Exer. 20.14] . When this holds, in particular their sum, the length ℓ(A Ft ), is locally constant. On the other hand, the values of the Hilbert function are lower semicontinuous in t since they are the ranks of catalecticants, which are linear maps depending regularly on t. Thus if the length ℓ(A Ft ) is constant in t, then the Hilbert function must also be constant. This shows that {F t } is an apolar family if and only if ℓ(A Ft ) is constant. For a form F of degree d, let the apolar length al(F ) of F be the length of the apolar algebra. Then F t → F 0 is an apolar limit if and only if al(F t ) = al(F 0 ) for t in a neighborhood of 0. Proposition 35. Every concise limit of cubic forms is an apolar limit.
Proof. The Hilbert function of the apolar algebra of any concise cubic form in n variables is 1, n, n, 1, so every concise cubic form has apolar length 2n + 2 and every family of concise cubic forms is automatically an apolar family.
Proposition 35 shows that when d = 3, ApoLim ∩ Con = ApoMax ∩ Con. We will show that for some n and sufficiently large d, ApoLim ApoMax. Then will we show that for n = 3 once again ApoLim ∩ Con = ApoMax ∩ Con. First, we introduce cactus rank and use it to examine some cases in which we can show that a form F has numerous maximal degree apolar generators.
4.1.
Cactus rank and number of maximal degree apolar generators. In this section we examine some cases in which we can show that a form F not only has a maximal degree apolar generator, but in fact has several. Throughout this section we assume n = dim V ≥ 2.
Proposition 36. Suppose F is concise and in addition the Waring rank r(F ) = n. Then F is a direct sum of n terms and F has at least n − 1 maximal-degree apolar generators. Furthermore if d > 2, F has exactly n − 1 maximal-degree apolar generators.
Proof. Up to a choice of coordinates, F is the equation of the Fermat hypersurface.
Proposition 37. Suppose F is concise and in addition the border rank br(F ) = n. Then F is a limit of direct sums and F has at least n − 1 maximal-degree apolar generators.
Proof. F is a limit of polynomials as in Proposition 36. The second statement follows by Theorem 33.
There is another notion of rank of polynomials, namely the cactus rank [25] . The cactus rank of F ∈ S d V is the minimal length of a zero dimensional subscheme
We prove an analogue of Propositions 36 and 37 for cactus rank:
Theorem 38. Suppose F is concise and in addition the cactus rank cr(F ) = n. Then F is a limit of direct sums and F has at least n − 1 maximal-degree apolar generators.
Unlike in Propositions 36 and 37, we do not claim that F is a limit of n-fold direct sums.
This theorem is proven in three steps. The first step (Lemma 39) is the same statement, but with an extra assumption that d ≥ 2n. In the second step we use the first step to prove a property about syzygies of zero dimensional schemes embedded in a concisely independent way, which might be of interest on its own. In the final step we use the syzygies of schemes to prove the theorem.
To obtain a number of minimal generators in some degree we compare two ideals Consider the ideal J generated by (F ⊥ ) ≤n . By [5, Thm. 1.8] , the ideal J is saturated and defines a scheme in projective space of length n. So the Hilbert function h T /J (k) = n for k ≥ n, see [6, Lem. 2.3] , and also for k ≥ 1 by assumption. Thus F ⊥ has no minimal generators in degrees n + 1, . . . , d − 1, and needs exactly n − 1 minimal generators in degree d to cover the difference between h A F and h T /J .
We will consider R ⊂ PV , a zero dimensional locally Gorenstein subscheme. Such schemes arise naturally when considering cactus rank. Namely it follows from [5, Lem. 2.4] that if cr(F ) = n, then there exists a zero dimensional locally Gorenstein subscheme R such that length R = n and F ∈ v d (R) . Here we will study such R which are embedded into PV in a concisely independent way, that is length R = dim V and R is not contained in any hyperplane. Note that every finite scheme can be embedded in a concisely independent way: By, for example, [6, Lem. 2.3] , if R ⊂ PV is a finite scheme of length r, then the Veronese re-embedding v r−1 (R) ⊂ P(S r−1 V ) spans an (r − 1)-dimensional projective subspace in which R is embedded concisely independently.
Proposition 40. Suppose R is as above, length R = n and R ⊂ PV is concisely independent. Let J ⊂ T be the saturated homogeneous ideal of R. Then β n−1,n (J) ≥ n − 1.
It further follows from [6, Cor. 2.7] that R is determined by F . Namely, R is the unique subscheme of PV of length n such that
By Lemma 39 and Gorenstein symmetry (1) we have β n−1,n (F ⊥ ) ≥ n − 1. The syzygies involve only quadratic generators of F ⊥ , so they also exist in (F ⊥ ) ≤n = J, and β n−1,n (J) ≥ n − 1 as claimed.
Proof of Theorem 38. Let R ⊂ PV be a locally Gorenstein scheme of length n such that F ∈ v d (R) , whose existence is guaranteed by the definition of cactus rank and [5, Lem. 2.4]. Let J ⊂ T be the homogeneous saturated ideal defining R. We have J ⊂ F ⊥ , and thus
by Lemma 22 and Proposition 40. By Gorenstein symmetry (1) the ideal F ⊥ must have at least n − 1 minimal generators of degree d, as claimed.
4.2.
A non-apolar limit. In this section we give examples of limits of direct sums which cannot be obtained as apolar limits of direct sums; these are points in ApoMax that are not in ApoLim.
Let n 0 be the minimal integer such that there exists a non-smoothable locally Gorenstein scheme of length n 0 . It is well known that 11 ≤ n 0 ≤ 14, see [5, Sect. 6, Sect. 8.1] for an overview and references. Gianfranco Casnati, Joachim Jelisiejew, and Roberto Notari have work in progress proving that n 0 = 14 (private communication). That is, they prove that all Gorenstein schemes of length at most 13 are smoothable. This has been predicted by Anthony Iarrobino (private communication). See also [18] for a related partial result.
Proposition 41. Let n = dim V ≥ n 0 , and d ≥ 2n − 1. Then there exist concise polynomials F ∈ S d V with cr(F ) = n, but br(F ) > n.
Proof. Let R be any non-smoothable Gorenstein scheme of length n. Embed R ⊂ PV in an concisely independent way. Let F ∈ v d (R) be a general element. Remark 42. We have seen that if F has a maximal degree apolar generator then F is a limit of direct sums. And we have seen that if F is a concise form in n variables and F is a limit of direct sums of n terms then F has n − 1 maximal degree apolar generators. Now, a form F as in Proposition 41 has n−1 maximal degree apolar generators by Theorem 38, so it is a limit of direct sums, but it is not a limit of direct sums of n terms.
Thus the closure of the locus of Fermat polynomials is contained in the locus of forms with n − 1 maximal degree apolar generators, but this containment can be strict.
Proposition 43. Let n < n 0 . Then every homogeneous concise polynomial F ∈ S d V with cr(F ) = n has br(F ) = n.
Proof. By [5, Thm. 1.6(i)] we have br(F ) ≤ n. Since F is concise we also have br(F ) ≥ n.
We will now use the above properties to produce an example of a limit of direct sums that is not an apolar limit of direct sums.
Proposition 44. Suppose n = n 0 and d ≥ 2n 0 . Let F ∈ S d be a concise polynomial such that cr(F ) = n 0 and br(F ) > n 0 . Then F is a limit of direct sums, but it is not an apolar limit of direct sums.
Proof. Suppose on the contrary that F is an apolar limit of direct sums F t = G t +H t . The Hilbert function of A F is (1, n, n, . . . , n, 1, 0, . . . ) by Lemma 39. Consider the two Hilbert functions h A G t and h A H t . We must have h J is a homogeneous ideal defining R = lim t→0 (Q ′ t ⊔ Q ′′ t ), though at this point potentially J is not saturated. However, using J = (F ⊥ ) ≤n , and by [5, Thm. 1.8(iii)] applied to F , the ideal J must be saturated and F ∈ v d (R) . Since R is smoothable of length n, this implies the border rank of F is (at most) n, a contradiction with our assumption br(F ) > n. Theorem 45. Let F be a concise form of degree d in n = 3 variables having a maximal degree apolar generator. Then F is an apolar limit of direct sums.
Note that in contrast to the situation of Proposition 35, in which every concise family turned out to be an apolar family, we do not claim here that every family F t → F is necessarily an apolar family. Rather, we claim only that there exists some apolar family of direct sums F t → F .
Proof. By Example 34, either F is a direct sum, in which case the statement is trivial, or else after a change of coordinates, F = xy 
Here, β d−k F is linearly independent of the other spanning elements since it is the only one with a monomial involving x. And T d−k−1 γG is spanned by, for 0 ≤ i ≤ d − k − 1,
Thus are replaced with just 1 and in the end the matrices M and N are just equal. The second part is Proposition 44 (there exists a limit of direct sums, which is not an apolar limit of direct sums). To prove this statement, we used results from [5] , which is written over C, so Proposition 44 is not proven over k. Similarly, the other results presented in Subsections 4.1 and 4.2 also depend on [5] . However, the first and the second named authors believe that the results of [5] used in this article can be generalized to any characteristic. Subsection 2.5 and Table 1 describe the behavior and classification of plane cubics. In positive characteristics, these are different, particularly the cases of characteristics 2 and 3. No other changes are needed to make this paper valid over any algebraically closed field.
