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Abstract
A hermitian matrix is said to be Lorentzian time-semidefinite if it has nonnegative
diagonal elements and at most one positive eigenvalue. We show, using a generalization
of a theorem of Grace due to Lars Hormander that such matrices have nonnegative
permanent. We establish a quantitative version of Hormander’s result and apply that
result to give an analogue of Hadamard’s inequality for Lorentzian time-semidefinite
matrices. We also consider some related generalized matrix functions inequali-
ties. Ó 1999 Elsevier Science Inc. All rights reserved.
1. Introduction
One usually considers permanents of positive-semidefinite matrices, so we
found the following observation, which is the starting point of this paper,
rather striking.
Observation 1. Let A be an n n hermitian matrix of rank at most 2. Suppose
that the diagonal elements ajj of A are all nonnegative. Then perAP 0.
A proof of this statement will appear in the course of this paper, but our
original proof used a beautiful result of Grace [1] which was later developed by
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Szego [7] and included in his problem book with Polya [5]. Of course, if the
eigenvalues of A are nonnegative, the observation is well known. It does not
extend to the situation in which A is a hermitian matrix with nonnegative di-
agonal elements and at most one negative eigenvalue. To see this consider the
matrix
A 
1 ÿ a ÿ a
ÿa 1 ÿ a
ÿa ÿ a 1
0@ 1A;
which has two eigenvalues equal to 1 a and one eigenvalue equal to 1ÿ 2a.
For a large, perA  1 3a2 ÿ 2a3 is negative.
On the contrary, the correct generalization is to hermitian matrices with
nonnegative diagonal elements and at most one positive eigenvalue. We call
such matrices Lorentzian time-semidefinite. Another characterization of these
matrices A is that they have a representation ajk  Hej; ek, where E is a finite
dimensional complex vector space, H is a hermitian symmetric form on E with
Lorentz signature 1;ÿ1; . . . ;ÿ1 and where ej are vectors in E such that
Hej; ejP 0. In the case of real Minkowski space (i.e. a real vector space
provided with a symmetric form of Lorentz signature), vectors e satisfying
He; e > 0 are called timelike, while those such that He; e < 0 are called
spacelike. This is the origin of our nomenclature. The following extension of
Grace’s work is due to Lars Hormander [3, Theorem 1].
Theorem 1 (Lars Ho¨rmander). Let E be a finite dimensional complex vector
space and suppose that H is a hermitian symmetric form on E with Lorentz
signature. Let P x1; x2; . . . ; xn be an n-linear function on E such that
P x; x; . . . ; x 6 0
for every x 6 0 in E with Hx; xP 0. Then
P x1; x2; . . . ; xn 6 0
for all choices of xk 6 0 in E with Hxk; xkP 0 for k  1; 2; . . . ; n.
Our main result is an easy consequence of Hormander’s Theorem.
Theorem 2. Let E be a finite dimensional complex vector space and suppose that
H is a hermitian symmetric form on E with Lorentz signature. Let e1; e2; . . . ; en be
n vectors in E satisfying Hej; ej > 0 for j  1; 2; . . . ; n. Further, let f1; f2; . . . ; fn
be n vectors in E satisfying fj 6 0E and Hfj; fjP 0 for j  1; 2; . . . ; n. Let B be
the n n matrix given by bjk  Hej; fk. Then perB 6 0.
Before giving the proof, we require the following well-known lemma.
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Lemma 3. Let e; f 2 E. Suppose that He; e > 0, f 6 0E and Hf ; f P 0. Then
He; f  6 0.
Proof of Lemma 3. Let us write
e  a
~e
 
; f  b~f
 
1
where a; b 2 C and e; f 2 ~E a complex inner product space. The Lorentzian
character of H allows us to realize
He; f   abÿ h~e; ~f i: 2
Now the hypotheses imply that jj~ejj < jaj and jj ~f jj6 jbj 6 0, so that the
Cauchy–Schwarz inequality can be applied to give
jh~e; ~f ij6 jj~ejj jj ~f jj6 jj~ejj jbj < jajjbj;
and it follows that He; f  6 0: 
Proof of Theorem 2. Let us define a symmetric n-linear form P on E      E
by
P f1; f2; . . . ; fn 
X
r2Sn
Yn
j1
Hej; frj  perB:
Then for f 2 E with f 6 0E and Hf ; f P 0 we have
P f ; f ; . . . ; f   n!
Yn
j1
Hej; f  6 0
by Lemma 3. The result now follows immediately from Theorem 1. 
We are now ready to state and establish the promised generalization of
Theorem 1.
Corollary 4. Let e1; e2; . . . ; en be n vectors in E and let A be the n n matrix
given by ajk  Hej; ek. Then
(i) If Hej; ej > 0 for j  1; 2; . . . ; n then perA > 0.
(ii) If Hej; ejP 0 for j  1; 2; . . . ; n then perAP 0.
Proof. We start by proving (i). By Theorem 2 we find that perA 6 0 and since
A is hermitian, it is clear that perA is real. It is just a matter of showing that
perA has the correct sign. We do this by continuity. The set
E  fe : e 2 E; He; e > 0g is a connected open subset of E. Hence, we may
find continuous paths t 7!ejt (06 t6 1) joining each ej to some fixed vector e
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of E. We now define At  Hejt; ektjk and apply Theorem 2 to see that
the continuous function t 7!perAt cannot change sign. A similar continuity
argument leads to (ii). 
In the remainder of this paper we develop this theme.
2. Quantitative polarization
In this section, we develop quantitative variants of Hormander’s results. We
will need some inequalities for complex polynomials that we have been unable
to find in the literature.
Lemma 5. Let a P 1 and define b  aÿ

a2 ÿ 1
p
. Then the polynomial
Rz  zÿ bn satisfies
R0a  na2 ÿ 1nÿ1=2; 3
jRzj6 jzj2 ÿ 1n=2 for Re z P a: 4
Proof. The equality (3) is straightforward to verify. For (4) we see
jzÿ bj2 ÿ jzj2  1  xÿ b2  y2 ÿ x2 ÿ y2  1  b2  1ÿ 2bx;
where z  x iy with x and y are real. Thus, for x P a we find
jzÿ bj2 ÿ jzj2  16 b2  1ÿ 2ba  aÿ b2 ÿ a2 ÿ 1  0:
Thus, for Re z P a we have jzÿ bj26 jzj2 ÿ 1 and (4) follows easily. 
It is straightforward to verify the following proposition.
Proposition 6. Let P be a complex polynomial of degree n satisfying the in-
equality
jP zjP jzjn for all z 2 C:
Then
jP 0zjP njzjnÿ1 for all z 2 C:
Since P can only have zeros at the origin, it suces to estimate its leading
coecient by letting jzj tend to infinity. Our goal in this section is the following
extended version of Proposition 6.
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Proposition 7. Let P be a complex polynomial of degree n satisfying the in-
equality
jP zjP jzj2 ÿ 1n=2 for all z with jzjP 1: 5
Then
jP 0zjP njzj2 ÿ 1nÿ1=2 for all z with jzjP 1: 6
Proof. By symmetry it is enough to prove
jP 0ajP na2 ÿ 1nÿ1=2;
where a is real and a P 1. For k 2 C with jkj < 1 we consider the polynomial
Qz  P z ÿ kzÿ bn where b  aÿ

a2 ÿ 1
p
. Then, according to (4) and (5),
jQzjP jPzj ÿ jkjjzÿ bjn > 0 for Re z P a. Hence, all the zeros of Q lie in the
halfspace Re z < a. A well-known result [5, ch. III, problem 31] asserts that the
zeros of Q0 lie in the convex hull of the set of zeros of Q. Using this fact, we see
that a cannot be a zero of Q0. It follows from (3) that
P 0a ÿ kna2 ÿ 1nÿ1=2 6 0
for all k with jkj < 1. Another way of saying this is
jP 0ajP na2 ÿ 1nÿ1=2
as required. 
We are now ready to apply these results to polarization inequalities.
Theorem 8. Let E be a finite dimensional complex vector space together with a
hermitian symmetric form H with Lorentz signature. Let P be a symmetric
n-linear form on E. Suppose that
jP e; e; . . . ; ejP 1 for all e 2 E; with He; eP 1:
Then
jP e1; e2; . . . ; enjP 1
whenever e1; . . . ; en are vectors in E satisfying Hej; ejP 1 for j  1; . . . ; n.
Before proceeding with the proof we need the Lorentz space version of the
Cauchy–Schwarz inequality. This result is well known and we leave the proof
to the reader.
Theorem 9 (Reverse Cauchy–Schwarz Inequality). Let E be a finite dimen-
sional complex vector space and suppose that H is a hermitian symmetric form on
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E with Lorentz signature. Let e; f be vectors in E satisfying He; eP 0 and
Hf ; f P 0. Then
jHe; f j2 P He; eHf ; f :
Theorem 8 follows immediately from the following lemma by induction
on n.
Lemma 10. Let E be a finite dimensional complex vector space together with a
hermitian symmetric form H with Lorentz signature. Let P be a symmetric
n-linear form on E. Suppose that
jP e; e; . . . ; ejP 1 for all e 2 E; with He; eP 1:
Then
jP e; e; . . . ; e; f jP 1 7
whenever e and f are vectors in E satisfying He; eP 1 and Hf ; f P 1.
Proof. For e and f vectors in E satisfying He; e  1 and Hf ; f   1 we define
a complex polynomial by
Sz  P e zf ; e zf ; . . . ; e zf 
Then, provided He zf ; e zf  > 0 we have
jSzj  jP e zf ; . . . ; e zf j
P fHe zf ; e zf gn=2
 fjz Hf ; ej2 ÿ jHf ; ej2 ÿ 1gn=2:
By the Reverse Cauchy–Schwarz Inequality we have jHf ; ej2 P 1. In case
jHf ; ej > 1, it follows from a scaled version of Proposition 7 that
jS0zjP nfjz Hf ; ej2 ÿ jHf ; ej2 ÿ 1gnÿ1=2
provided jz Hf ; ej2 > jHf ; ej2 ÿ 1 or equivalently He zf ; e zf 
> 0. Since z  0 satisfies this condition, we find jS 00jP n which is equivalent
to (7). In case jHe; f j  1 we obtain the same conclusion from Proposition
6. 
3. Application to permanents
We start by proving the following quantitative version of Theorem 2.
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Theorem 11. Let E be a finite dimensional complex vector space together with a
hermitian symmetric form H with Lorentz signature. Let e1; e2; . . . ; en be n vec-
tors in E satisfying Hej; ej  1 for j  1; 2; . . . ; n. Also, let f1; f2; . . . ; fn be n
vectors in E satisfying Hfj; fj  1 for j  1; 2; . . . ; n. Let B be the n n matrix
given by bjk  Hej; fk. Then jperBjP n!.
Proof. Let us regard e1; e2; . . . ; en as fixed and f1; f2; . . . ; fn as varying. Then
P f1; f2; . . . ; fn 
X
r2Sn
Yn
j1
Hej; frj
defines a symmetric n-linear form on E. Since for f 2 E satisfying Hf ; f P 1
we have
jP f ; f ; . . . ; f j  n!
Yn
j1
jHej; f jP n!
by the Reverse Cauchy–Schwarz inequality, we conclude from Theorem 7
that
jP f1; f2; . . . ; fnjP n!:
This is the desired conclusion. 
We can now prove the correct analogue of Hadamard’s inequality in the
context of Lorentzian time-semidefinite matrices.
Corollary 12. Let A be a Lorentzian time-semidefinite matrix. Then
perAP n!
Yn
j1
ajj:
Proof. It is enough to prove the result in the special case ajj  1 for
j  1; 2; . . . ; n. Thus we may assume that A is given by ajk  Hej; ek where E
is a finite dimensional complex vector space, H is a hermitian symmetric form
with Lorentz signature and Hej; ej  1 for j  1; 2; . . . ; n. We now take
fj  ej in Theorem 11 to find jperAjP n!. But we know from Corollary 4 that
perA > 0 and it follows that perAP n! as required. 
In view of this result, one might suppose that a Lorentzian time-semidefinite
matrix A will satisfy
perAP na11perA11;
but this is not the case. Let us take
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A 
1 1 1
1 0 2
1 2 0
0@ 1A:
It is routine to check that A is Lorentzian time-semidefinite. For example,
the eigenvalues of A are 3, ÿ2 and 0. We have perA  8 and a11perA11  4.
4. Monotonicity
One of the nicest results in the theory of permanents of positive-semidefi-
nite matrices is the monotonicity of the permanent. If A, B are p.s.d. and
A6B in the Lowner ordering, then perA6perB. For Lorentzian time-
semidefinite monotonicity of the permanent in the Lowner ordering sense
fails. We take
A  1 2
2 1
 
; B 
1
2
5
2
5
2
1
2
 !
:
Then, clearly A and B are Lorentzian time-semidefinite,
Aÿ B 
1
2
ÿ 1
2ÿ 1
2
1
2
 
is positive-semidefinite. But perA  5 < perB  13=2.
There is another context in which monotonicity fails. Let us define
A  1 5
5 1
 
; B  1 ÿ 2ÿ2 1
 
:
Then it is easily checked that A, B and A B are Lorentzian time-semi-
definite matrices. However, perA  26 > 13  perA B.
We now discuss the appropriate notion for monotonicity. Let E be a finite
dimensional complex vector space and suppose that H is a hermitian symmetric
form on E with Lorentz signature. Let e, g be vectors in E with He; eP 0 and
Hg; gP 0. Then we will say that g dominates e and write g  e provided
jHg; f jP jHe; f j for all f 2 E such that Hf ; f P 0.
Proposition 13. Let E be as above and let e1; e2; . . . ; en; g1; g2; . . . ; gn be elements
of E such that Hej; ejP 0, Hgj; gjP 0 and gj  ej for j  1; 2; . . . ; n. Let A
and C be the n n matrices given by
ajk  Hej; ek; cjk  Hgj; gk:
Then we have perA6 perC.
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Proof. We start by assuming that Hgj; gj > 0 for j  1; 2; . . . ; n. Let us define
a symmetric n-linear forms P and Q on E      E by
P f1; f2; . . . ; fn 
X
r2Sn
Yn
j1
H ej; frj
ÿ 
and
Qf1; f2; . . . ; fn 
X
r2Sn
Yn
j1
H gj; frj
ÿ 
:
Then for f 2 E with f 6 0E and Hf ; f P 0 we have
Pf ; f ; . . . ; f 
Qf ; f ; . . . ; f 
  Yn
j1
Hej; f 
Hgj; f 
 6 1
since gj  ej. It now follows from [3, Theorem 3] that
Pf1; f2; . . . ; fn
Qf1; f2; . . . ; fn
 6 1 8
whenever fj are non-zero vectors satisfying Hfj; fjP 0. Let us now define the
intermediate matrix B by
bjk  Hej; gk:
Then taking fj  ej in (8) we obtain jperAj6 jperBj. On the other hand, we
may also take fj  gj in (8) to obtain jperBj6 jperCj. Hence, since we know
that perA and perC are real and positive, we obtain perA6 perC as
required. We can get rid of our additional assumption by applying a pertur-
bation. If Hg; g  0 and g  e, then we can perturb the pair g; e to g0; e0 where
Hg0; g0 > 0 and g0  e0. We leave the details to the reader. 
5. Generalized matrix functions
In this section we use a direct approach to obtain estimates for a Lorentzian
time-semidefinite matrix A. Let k be a partition of n. Draw out a Young
Tableau T of shape k and place the numbers 1; 2; . . . ; n into the tableau in a
one-to-one way. Let ST denote the subgroup of Sn obtained by allowing per-
mutations among the elements in the columns of T. Thus we have
ST  Sc1  Sc2      Sck ;
where c1; c2; . . . ; ck are the column lengths of the Ferrers diagram corre-
sponding to the partition k. Now, it is clear that
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ÿ
Pk
j1cjÿ1
X
q2ST
sgnq
Yn
j1
aj;qjP 0 9
becauseX
q2ST
sgnq
Yn
j1
aj;qj
is a product of the determinants of k principal submatrices of A of sizes
c1; c2; . . . ; ck. It will be noted that a principal submatrix of a Lorentzian time-
semidefinite matrix is again Lorentzian time-semidefinite, and that the deter-
minant of a c c Lorentzian time-semidefinite matrix has sign ÿcÿ1. Let us
denote
signk  ÿ
Pk
j1cjÿ1;
the column sign of a partition.
Now, let us take the sign representation on ST and induce that representa-
tion to Sn. We call the resulting representation qk  sgn "SnST and we denote its
character by wk. This notation is legitimate because dierent tableaux of the
same shape k yield equivalent representations. The standard formula (Kirillov
[2, Section 13.1] or Sagan [6, Section 1.12]) for the character of an induced
representation gives
wkr 
1
jST j
X
s2Sn
1ST sÿ1rssgnsÿ1rs:
Making the substitution q  sÿ1rs, we find
signk
X
r2Sn
wkr
Yn
j1
aj;rj  signkjST j
X
s2Sn
X
q2ST
sgnq
Yn
j1
asj;sqj
P 0; 10
the inequality (10) eectively being obtained by summing (9) over all possible
ways of filling the tableau T.
Now, in general, the representation qk is not irreducible, it will however
always decompose into a direct sum of irreducible representations. Written in
terms of the characters of these representations, this gives
wk 
X
l
mk;lvl; 11
where mk;l are the multiplicities of the irreducible constituents and therefore
nonnegative integers. In fact, the partitions l figuring in (11) satisfy the ma-
jorization relation l  k. This notation means that the Ferrers diagram of l
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can be obtained from the Ferrers diagram of k by a (possibly empty) sequence
of moves in which a dot is moved from the right of a given row in the diagram
to a lower row (allowing the possibility of moving the dot to the bottom left,
creating a new row). It is a well-known fact that mk;k  1. While the reader
should be warned that the context is not the same, equivalent results can be
found in [6, Corollary 2.4.7]. In fact, mk;l  Kl0 ;k0 where Kl0 ;k0 denotes the
Kostka number of the dual partitions l0 and k0. The reader should also observe
that the dominance ordering of partitions is reversed by partition duality.
Further progress comes from the following well-known lemma. By a hook
partition, we mean one that has at most one class with more than one element.
Lemma 14. We have
signkvk 
X
l
kk;l signlwl; 12
where kk;l are integers, where kk;k  1 and where kk;l  0 unless l  k. Fur-
thermore, if k is a hook partition, then kk;l P 0 for all l.
Proof. Let us choose a total ordering of partitions which refines the dominance
ordering. Then, writing out the matrix mk;l with this ordering, we see that it is
integer valued, triangular and has ones on the diagonal. It follows that the
matrix mk;l is invertible, that its inverse has ones on the diagonal and that its
entries are integers. Thus, the only remaining issue to check is that kk;l P 0
when k is a hook. For this, we use the characteristic map chn which allows us to
identify central (class) functions on Sn with symmetric polynomials.
chn : Rn ! Kn:
Here, Rn denotes the linear space of central functions on Sn and K
n denotes the
space of symmetric polynomials of homogenous degree n in infinitely many
variables x1; x2; . . .. The point is that ch
nvk  sk, the Schur function, while
chnwl 
Q
i eci , a product of elementary symmetric functions. The Jacobi–
Trudi determinants [6, Theorem 4.5.1] are the mechanism for writing the Schur
functions as sums of products of elementary symmetric functions. If k  k1nÿk,
then we have explicitly
sk 
enÿk1 enÿk2 enÿk3    enÿ2 enÿ1 en
1 e1 e2    ekÿ3 ekÿ2 ekÿ1
0 1 e1    ekÿ4 ekÿ3 ekÿ2
0 0 1    ekÿ5 ekÿ4 ekÿ3
..
. ..
. ..
. . .
. . .
. ..
. ..
.
0 0 0    1 e1 e2
0 0 0    0 1 e1


:
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If we write down the sign pattern of the matrix in this determinant we obtain
T 
 ÿ   ÿ        ÿkÿ1
1 1 ÿ 1 1       ÿkÿ2
0 1 1 ÿ 1       ÿkÿ3
0 0 1 1 . .
. ÿkÿ4
..
. ..
. . .
. . .
. . .
. . .
. ..
.
0 0    0 1 1 ÿ 1
0 0    0 0 1 1
0BBBBBBBBBB@
1CCCCCCCCCCA
;
where   ÿ1nÿk. It is very easy to establish that for every permutation r 2 Sk
that

Yk
j1
tjrjP 0:
Thus, every term in the expansion of the Jacobi–Trudi determinant has the
same sign as  and our result follows. 
Combining (10) and (12), we immediately obtain the following result.
Theorem 15. Let A be an n n Lorentzian time-semidefinite matrix. Let k be a
partition of n of hook type and let vk be the character of the corresponding
irreducible representation of Sn. Then we have
signk
X
r2Sn
vkr
Yn
j1
aj;rjP 0: 13
We remark that computer simulations suggest that this result is true for all
partitions k and not merely those of hook type. We have been unable to prove
this.
Corollary 16. Let A be an n n Lorentzian time-semidefinite matrix. Then
perAP
Xn
j1
ajj perAjj;
where Ajj denotes the nÿ 1  nÿ 1 principal submatrix of A with the jth row
and jth column removed.
Proof. We haveXn
j1
ajjperAjj 
Xn
j1
X
rjj
Yn
j1
aj;rj 
X
r2Sn
f r
Yn
j1
aj;rj;
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where f r is the number of fixed points of the permutation r. Thus, the de-
sired inequality isX
r2Sn
f r ÿ 1
Yn
j1
aj;rj6 0
and this is precisely the content of (13) when k  nÿ 1; 1. 
Note that Corollary 16 leads immediately by a simple induction argument to
another proof of Corollary 12.
For further results, we need the following well-known result. Let us denote
Cn the conjugacy class of all n-cycles in Sn.
Lemma 17. We have
n1Cn 
X
k a hook
signkvk;
where the sum on the right extends over only the hook partitions.
The next corollary is an immediate consequence of Theorem 13, Lemma 17,
the fact that when k  n, vk  1 and Corollary 12.
Corollary 18. We have for A an n n Lorentzian time-semidefinite matrixX
r2Cn
Yn
j1
aj;rjP
1
n
perAP nÿ 1!
Yn
j1
ajj P 0:
It is easy to see that it is in general false that
Re
Yn
j1
aj;rjP 0
for A a 4 4 Lorentzian time-semidefinite matrix and r a fixed 4-cycle. To see
this, we take
A 
0 x

2
p
x
x 0 x

2
p
2
p
x 0 x
x

2
p
x 0
0BB@
1CCA;
where x  1
2
p
3 1
2
i. Then the leading principal 2 2 determinant is ÿ1, the
leading principal 3 3 determinant is p2 and detA  ÿ1. It follows that A is
a Lorentzian time-semidefinite matrix. On the other hand, for r  2341, we
have
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Re
Y4
j1
aj;rj  ÿ 1
2
:
We can deduce the following from Corollary 18.
Corollary 19. Let A be an n n Lorentzian time-semidefinite matrix. Let C be
any conjugacy class of Sn. ThenX
r2C
Yn
j1
aj;rjP jCj
Yn
j1
ajj P 0:
Proof. Let k be a partition of the set f1; 2; . . . ; ng into k sets of sizes k1; . . . ; kk.
Consider k as a partition of both the rows and the columns of A. In this way,
we obtain k principal submatrices of A of sizes k1  k1; . . . ; kk  kk. We apply
Corollary 18 to each principal submatrix and take the product to obtain thatX
r2Ck
Yn
j1
aj;rjP jCkj
Yn
j1
ajj P 0;
where Ck is the set of permutations which respect the sets of the partition k and
restrict to a full cycle on each of them. Now, summing over all partitions
corresponding to the given conjugacy class, we have the required result.
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