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3
Introduction
This thesis provides an analysis of the topic of minimal permutation
representations of finite groups. Given a finite group, we seek the small-
est symmetric group it can be embedded into. If the smallest symmetric
group that a group G can be embedded into is Sym(n), we say that G has
a minimal degree equal to n, denoted µ(G) = n. Much of the accumu-
lated literature focuses on the interplay between minimal degrees and direct
products. This thesis extends this to cover large classes of semidirect prod-
ucts. This is a useful step towards a catalogue of minimal degrees of small
groups, due to the large number of small groups that can be constructed
from cyclic groups using semidirect products.
Chapter 1 provides a background for minimal degrees - stating and prov-
ing a number of essential theorems and outlining the previous work on di-
rect products by Johnson and Wright in the 1970s. Minimal degrees for a
number of infinite classes of semidirect products are calculated using both
established and original theory. The utility of the research into semidirect
products is then demonstrated by producing some members of a special
class of groups introduced by Wright, denoted G, for which the minimal
degree is additive with respect to taking direct products. The existence of
this class of groups is one of the deeper results in the theory of minimal
degrees.
Chapter 2 extends this to calculate minimal degrees for an infinite class
of more complicated semidirect products - specifically the semidirect prod-
ucts of elementary abelian groups by groups of prime order not dividing
the order of the base group, so that Maschke’s theorem is available. This
is established using vector space theory, including a number of novel tech-
niques. Much of the time is spent establishing results on normal cores of
subgroups of a semidirect product of elementary abelian groups with prime
cyclic groups. The utility of this research is then demonstrated by answering
an existing problem in the field of minimal degrees in a novel and poten-
tially generalisable way. The class of examples introduced in this chapter
include as special cases the seminal examples of Wright (1975) and Saun-
ders (2010) where µ is not additive with respect to taking direct products.
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CHAPTER 1
Preliminary Work
1.1. Historical Context
Permutation representations of finite groups are extremely useful for
computation - composition of permutations with symmetric group elements
is much easier to program than general group multiplication. A particularly
interesting facet of this topic is the study of minimal permutation represen-
tations, in which we seek the most efficient way of representing a given
finite group as a subgroup of a symmetric group. We define the minimal
degree of a finite group G, denoted µ(G), to be the smallest integer n for
which G can be embedded into the symmetric group on a set consisting
of n elements. Denote the symmetric group on a set X by Sym(X), and
write Sym(n) when X = {1, ..., n}. Unless otherwise stated, all groups
will hereafter be assumed to be finite. We first dispose of the trivial group.
Example 1.1.1. The minimal degree of the trivial group is 0, as Sym(∅) =
{∅} is trivial.
That the minimal degree is defined for finite groups is due to a single
theorem named in honour of Cayley.
Theorem 1.1.2 (Cayley’s Theorem). Any group G is isomorphic to a sub-
group of the symmetric group Sym(G).
The standard embedding (known as the right regular representation or
Cayley representation) used to prove Cayley’s Theorem is induced by mul-
tiplication on the right by group elements. In particular, when G is finite
this establishes that |G| is an upper bound for µ(G). However, with only a
few exceptions, one can embedG into a much smaller symmetric group. By
just examining the order of the group, we can easily establish some bounds
on the minimal degree.
Remark 1.1.3. If a(x) denotes the smallest number n such that x divides
| Sym(n)| = n!, then clearly µ(G) ≥ a(|G|).
Example 1.1.4. Take any group G such that |G| = p or 4, for p a prime.
Then µ(G) ≤ |G| by Cayley’s Theorem. We can see that a(|G|) = |G|,
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as 4 does not divide 3!, and p certainly does not divide (p − 1)!. Hence
µ(C2 × C2) = µ(C4) = 4, and µ(Cp) = p.
In this example, we saw some cases in which the regular representation
is a minimal representation. The seminal work on minimal degrees [7], by
D. L. Johnson, characterises completely for which groups this occurs.
Theorem 1.1.5 ([7], Theorem 1). If G is a group, then µ(G) = |G| if and
only ifG is isomorphic to a cyclic group of prime power order, a generalised
quaternion 2-group, or C2 × C2.
For an important class of groups for which the minimal permutation rep-
resentation is characterised, we have a theorem by Karpilovsky in [8] (and
independently discovered by Johnson in [7]), which will be used implicitly
throughout this thesis as well.
Theorem 1.1.6 (Karpilovsky). If A = A1 × ... × Ak is an abelian group,
with each Ai prime power cyclic of order ai, then µ(A) = a1 + ...+ ak.
Corollary 1.1.7. IfG = Cm is a cyclic group such thatm = pe11 ...penn where
p1, ..., pn are distinct primes, then µ(G) = pe11 + ...+ p
en
n .
Example 1.1.8. Suppose G = C210. Noting that 210 = 2× 3× 5× 7, one
easily produces thatG is isomorphic to the following subgroup of Sym(17):
〈(1 2)(3 4 5)(6 7 8 9 10)(11 12 13 14 15 16 17)〉.
We will now examine how the minimal degree interacts with basic group
theoretic concepts such as subgroups and the direct product.
Remark 1.1.9. Given two groupsH ≤ G, clearly µ(H) ≤ µ(G), as if there
were some embedding ϕ : G→ Sym(n) for some n, then the restriction of
ϕ to H provides an embedding of H into Sym(n).
Example 1.1.10. Let G = D2pα be a dihedral group of order 2pα where p
is any prime and α ≥ 1:
Dpα = 〈a, b | apα = b2 = 1, b−1ab = a−1〉.
Then, as 〈a〉 ∼= Cpα is a subgroup of G, so by the previous remark and
Theorem 1.1.5 we see that µ(G) ≥ pα. Put n = pα, and let
x = (1 2 ... n),
y = (1 n)(2 (n− 1))...(
⌊n
2
⌋ ⌈n+ 2
2
⌉
).
Then we observe that the map
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ϕ : a 7→ x, b 7→ y
induces an embedding of G into Sym(pa) and therefore µ(G) = pα. This
is a special case of the general fact that µ(D2n) = µ(Cn) for any n ≥ 3,
explored further below.
SupposeH embeds in Sym(m) andK embeds in Sym(n). Then clearly
H ×K embeds in Sym(m)× Sym(n), which is isomorphic to a subgroup
of Sym(m+ n). Thus we have the following simple fact.
Remark 1.1.11. If H and K are groups, then µ(H ×K) ≤ µ(H) + µ(K).
Given the fact that a subgroup H of G has a minimal degree no larger
than G, one might naively expect that a quotient group G/N might also
have a minimal degree no larger than G. However, this is not the case, as
we will see in the next section.
Now, a large section of the literature has examined the effect of the
direct product on the minimal degree. The minimal degree is often additive
with respect to taking direct products, for some familiar groups.
Proposition 1.1.12 ([7], Proposition 2). If G and H are two groups of co-
prime order, then
µ(G×H) = µ(G) + µ(H).
This is the simplest to prove of the results on which groups have additive
minimal degrees with respect to direct products. A deep work by Wright,
[19], in 1975, outlines another large class of groups for which the minimal
degree is additive with respect to taking direct products.
Theorem 1.1.13 (Wright’s Theorem). Let G denote the class of groups G
which have a nilpotent subgroupG1 for which µ(G) = µ(G1). IfG,H ∈ G,
then G×H ∈ G, and
µ(G×H) = µ(G) + µ(H).
In [19], Wright goes on to outline a lot of familiar groups which belong
to G, including nilpotent groups, symmetric groups, dihedral groups, alter-
nating groups and more, as well as showing that the class G is closed under
direct products.
With such a wide variety of groups for which the direct product is ad-
ditive, one might begin to think that all are! Indeed, Wright posed the
question in [19] as to whether there were any groups for which the min-
imal degree is strictly subadditive with respect to the direct product. A
referee for the paper provided groups G and H such that G×H embeds in
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Sym(15), and µ(G×H) < µ(G) +µ(H). Later, Saunders in [17], outlines
an infinite class of finite reflection groups containing the referee’s example
and demonstrates that they form examples for which the minimal degree
is strictly sub-additive. He provides an example where the direct product
embeds in Sym(10), and proves (with the assistance of a computer search)
that no example embeds in Sym(9) with the subadditive property.
Before moving any further, we shall outline the theory behind permuta-
tion representations.
Definition 1.1.14. A permutation representation of a group G is a homo-
morphism
φ : G→ Sym(X)
for some set X . A permutation representation is termed faithful if it is in-
jective. If a permutation representation has the property that X has a single
orbit under the induced Gφ-action, it is termed transitive. A permutation
representation φ : G → Sym(X) is finite if X is finite. The degree of φ is
|X|.
We shall restrict our attention in general to finite, faithful permutation
representations. A useful concept for permutation representations is the
direct sum.
Definition 1.1.15. A direct sum of permutation representations φ : G →
Sym(X) and τ : G→ Sym(Y ), denoted φ⊕ τ is a homomorphism
φ⊕ τ : G→ Sym(X unionsq Y )
such that for all g ∈ G, x ∈ X, y ∈ Y ,
g(φ⊕ τ) : x 7→ x(gφ), y 7→ y(gτ).
This definition generalises in an obvious way to the direct sum of any
number of permutation representations using disjoint sets. Transitive per-
mutation representations are particularly useful as they form the building
blocks for all other permutation representations.
Proposition 1.1.16. Every finite permutation representation ofG is a direct
sum of transitive permutation representations.
Definition 1.1.17. Let ϕ : G → Sym(X) and ψ : G → Sym(Y ) be two
permutation representations of G. We say ϕ and ψ are equivalent if there
exists a bijection θ : X → Y such that the following diagram commutes for
all g ∈ G:
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X
θ−−→ Yygϕ ygψ
X
θ−−→ Y
We will see that all transitive representations of G are equivalent to
representations that arise by considering the action on right cosets of G.
Proposition 1.1.18. Any group G acts transitively by right multiplication
on the set G/H of right cosets of a subgroup H of G. In particular, the
largest normal subgroup of G contained in H ,
core(H) :=
⋂
g∈G
g−1Hg,
is the kernel of the action.
In the case thatH is a collection of subgroups, define core(H) to be the
intersection of the cores of each subgroup in H .
Returning to the case at hand, more explicitly, we define a homomor-
phism
φH : G→ Sym(G/H),
by the rule
gφH : Hh→ Hhg,
for all g, h ∈ G. Then, given a collection of subgroups {H1, ..., Hk} of
G, we can define a permutation representation in terms of φH1 , ..., φHk as
follows:
φ = φH1 ⊕ ...⊕ φHk : G→ Sym(G/H1 unionsq ... unionsqG/Hk).
In this way, we can unambiguously refer to a collection of subgroups of
G as affording a permutation representation of G. Indeed, one can see that
the representation φ above, afforded by {H1, ..., Hk}, will be faithful if and
only if ⋂
i
ker(φHi) =
⋂
i
core(Hi) = core(
⋂
i
Hi) = {1}.
As promised, we see that any transitive permutation representation is
equivalent to the permutation representations arising in the above way.
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Theorem 1.1.19. Let G be a group and X a non-empty set, and let ϕ :
G → Sym(X) be a transitive permutation representation of G. Then ϕ is
equivalent to ϕH (as defined above) for some subgroup H of G.
Proof. Let x ∈ X and define H := {g ∈ G | x(gϕ) = x} to be the
stabiliser of x in Gϕ. Let y ∈ X . Then there exists g ∈ G such that gϕ :
x 7→ y, which we can find as ϕ is transitive. Then define θ : X → G/H so
that
xθ = Hg.
It is easy to show that θ is a bijection for which the diagram in Definition
1.1.17 is commutative, where Y = G/H and ψ = ϕH . 
Corollary 1.1.20. Every permutation representation φ of a non-trivial finite
group G is equivalent to ϕH1 ⊕ ...⊕ ϕHK for some collection {H1, ..., Hk}
of subgroups of G. The degree of such a representation will be
deg(φ) =
k∑
i=1
[G : Hi].
Hence we can reformulate the minimal degree of a non-trivial finite
group in terms of a minimisation problem involving its lattice of subgroups.
Theorem 1.1.21. For G finite and non-trivial, µ(G) is the minimum of∑k
i=1[G : Hi] over all subgroup collections {H1, ..., Hk} for which
k⋂
i=1
core(Hi) = {1}.
Example 1.1.22. Let A = A1 × ...×Ak be an abelian group, with each Ai
prime power cyclic of order ai. Then if we define
Hi = A1 × ...× Ai−1 × Ai+1 × ...× Ak,
then the subgroup collection {H1, ..., Hk} has a trivial core intersection and
an index sum of a1 + ... + ak. This is minimal by Karpilovsky’s Theorem,
and provides a nice example of a subgroup collection that affords a minimal
representation.
In order to apply Theorem 1.1.21, we develop a useful few lemmas.
Lemma 1.1.23. SupposeG is a finite group with a unique normal subgroup
of prime order p. Then any collection of subgroups affording a faithful
representation of G must include a subgroup H of order not divisible by p.
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Proof. Let N be the unique normal subgroup of G of order p. Let the
subgroup collection {H1, ..., Hk} afford a faithful representation of G. If p
divides |Hi| for each i then, by Sylow theory, N ⊆ Hi, so that core(H1 ∩
... ∩ Hk) ⊇ N and is not trivial, contradicting faithfulness. Hence |Hi| is
not divisible by p for some i. 
For a finite group G and a prime number p, denote by |G|p the highest
power of p dividing |G|.
Lemma 1.1.24. Let G be a finite group with unique (necessarily normal)
subgroups of order p1, ..., pk, where p1, .., pk are distinct primes. Then
µ(G) ≥ |G|p1 + ...+ |G|pk .
Proof. By 1.1.23, any collection of subgroups of G affording a minimal
faithful representation of G must contain subgroups H1, ..., Hk such that pi
does not divide |Hi| for i = 1, ..., k. Note that if Hi1 = Hi2 = ... = Hi` for
i1 < i2 < ... < i` then
|G : Hi1| ≥ |G|pi1 |G|pi2 ...|G|pi` ≥ |G|pi1 + |G|pi2 + ...+ |G|pi` .
It follows quickly that µ(G) ≥ |G|p1 + |G|p2 + ...+ |G|pk . 
For example, we can quickly deduce a special case of Karpilovsky’s
Theorem.
Corollary 1.1.25. Let G = Cm be a cyclic group of order m = pe11 ...p
ek
k ,
where pi is a prime and ei a positive integer. Then
µ(Cm) = p
e1
1 + ...+ p
ek
k .
Proof. Observe that G has a unique subgroup of order pi, and therefore by
the theorem µ(G) ≥ |G|pi1 + |G|pi2 + ... + |G|pi` = pe11 + ... + p
ek
k . But if
we let a be a generator of Cm, then the subgroup collection
{〈am/pe11 〉, ..., 〈am/pekk 〉}
affords a faithful representation of degree pe11 + ...+ p
ek
k . Therefore µ(G) ≤
pe11 + ...+ p
ek
k , whence µ(G) = p
e1
1 + ...+ p
ek
k . 
We demonstrate the utility of the lemma by calculating the minimal
degree for a generalised quaternion group.
Definition 1.1.26. The generalised quaternion group or dicyclic group of
order 4n for n a positive integer, is
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Q4n := 〈a, b | a2n = b4 = 1, an = b2, b−1ab = a−1〉.
Proposition 1.1.27. LetG = Q4n be a generalised quaternion group, where
n ≥ 2, and denote the odd prime divisors (if any) by p1, ..., pk. Then
µ(G) = |G|2 + |G|p1 + ...+ |G|pk .
In particular, when n is a power of 2, this becomes µ(Q4n) = |Q4n| = 4n.
Proof. Without causing confusion, we may write
G = Q4n = {aibε | 0 ≤ i ≤ 2n− 1, 0 ≤ ε ≤ 1},
where multiplication of group elements becomes:
aibεajbδ =
{
ai+jbδ if ε = 0,
ai−jb1+δ if ε = 1.
It follows quickly that 〈b2〉 is the unique subgroup of order 2 and is in
fact the centre of G. Hence if n is a power of 2 then |G|2 = |G| so that,
by the previous lemma, µ(G) ≥ |G|, whence we get the well-known result
µ(Q4n) = 4n.
It is easy to see that if p is an odd prime dividing n, then 〈a2n/p〉 is the
unique (necessarily normal) subgroup of G of order p.
Therefore we can assume that n is not a power of 2 and that p1, ..., pk
are all of the distinct odd prime divisors of n. By the lemma,
µ(G) ≥ |G|2 + |G|p1 + ...+ |G|pk .
Write
|G| = 2mpα11 ...pαkk
where m ≥ 2 and α1, ..., αk ≥ 1. Then
|〈a〉| = 2m−1pα11 ...pαkk , |G|2 = 2m, |G|pi = pαii for i = 1, ..., k.
Put
H = 〈a2m−1〉 and Hi = 〈ap
αi
i , b〉
for i = 1, ..., k. Note that if k = 1 and m = 2 then ap
α1
1 = an = b2, so that
H1 = 〈b〉. Clearly H1 ∩ ... ∩Hk = 〈b〉, so
H ∩H1 ∩ ... ∩Hk = {1}.
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Hence {H,H1, ..., Hk} affords a faithful representation of G of degree
|G : H|+ |G : H1|+ ...+ |G : Hk| = 2m + pα11 + ...+ pakk
and thus the result is proven. 
Example 1.1.28. Let G = Q12 = 〈a, b|a6 = 1, a3 = b2, ab = a−1〉, the
smallest generalised quaternion group that is not a 2-group. By the propo-
sition, µ(G) = |G|2 + |G|3 = 4 + 3 = 7. From the proof, a minimal faithful
representation is afforded by {H,K}, noting m = 2, k = 1 and p = 3,
where
H = 〈a2〉 = {1, a2, a4} and K = H1 = 〈a3, b〉 = {1, a3, b, a3b}.
Then G/H = {H,Ha,Hb,Hab}, G/K = {K,Ka,Ka2} and it is easy to
check that
aϕH : H 7→ Ha 7→ H,Hb 7→ Hab 7→ Hb,
bϕH : H 7→ Hb 7→ Ha 7→ Hab 7→ H,
aϕK : K 7→ Ka 7→ Ka2 7→ K,
bϕK : K 7→ K,Ka 7→ Ka2 7→ Ka.
Thus if we put ϕ = ϕH ⊕ ϕK and θ : G/H unionsqG/K → {1, ..., 7}, where
θ : K 7→ 1, Ka 7→ 2, Ka2 7→ 3, H 7→ 4, Hb 7→ 5, Ha 7→ 6, Hab 7→ 7,
then a(θ−1 ◦ ϕ ◦ θ) = (1 2 3)(4 6)(5 7), b(θ−1 ◦ ϕ ◦ θ) = (2 3)(4 5 6 7) and
we get
G ∼= 〈(1 2 3)(4 6)(5 7), (2 3)(4 5 6 7)〉 = 〈(1 2 3), (2 3)(4 5 6 7)〉.
It is worth noting that this is the smallest example of a group that is
not in Wright’s class, G. One sees Q12 cannot be in G as it is clearly not
nilpotent and no proper subgroup of Q12 can have minimal degree 7. That
Q12 is the smallest group outside of G can be seen easily, as all groups of
order less than 12 are either abelian, a dihedral group covered by Example
1.1.10 or Q8, which is nilpotent.
Note, in particular, our method verifies that the regular representation
is minimal for both prime power cyclic groups and generalised quaternion
2-groups.
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1.2. Minimal Degrees of Quotient Groups
Another substantial portion of the literature centres around the effect
of taking quotient groups on the minimal degree. For example, one might
naively expect that µ(G/N) ≤ µ(G) for N a normal subgroup of G, but
this is quite false!
Definition 1.2.1. A group G with a normal subgroup N such that µ(G) <
µ(G/N) is referred to as exceptional. In such a case the subgroup N and
corresponding quotient group G/N are referred to as the distinguished sub-
group and distinguished quotient of G respectively.
In fact, as shown by Neumann ([13]), particularly aberrant groups can
have µ(G/N) exponentially larger than µ(G). Take G to be the direct prod-
uct of n copies ofD8, which by Wright’s Theorem and the previously shown
fact that µ(D8) = 4 gives us that µ(G) = 4n. Neumann shows that certain
subgroups N of G have the property that µ(G/N) = 2n−1, which becomes
exponentially larger than 4n for increasing n. This topic was expanded upon
by Holt and Walton, [6], who showed that for any finite group G, the min-
imal degree of a quotient group of G is bounded above by cµ(G)−1, where
c = 4.5.
Easdown and Praeger [4] showed that the smallest possible exceptional
groups occur at order 32 - finding two of them. They also provide several
infinite classes of examples of exceptional groups, including p-groups and
direct products of dihedral groups and quaternion 2-groups. The study of
exceptional groups was continued by Lemieux in his Masters thesis ([10])
and, later, a paper ([11]), in which he showed that no p-groups of order
less than p4 can be exceptional, and provided an example of an exceptional
p-group of order p5.
It has been conjectured (see the survey article [2]) that if for a group G
and a subgroup N EG, G/N is abelian, then µ(G) ≥ µ(G/N), referred to
as the Abelian Quotients Conjecture. They went on to show that a minimal
counterexample, were it to exist, would be a p-group with the commuta-
tor subgroup N as its distinguished subgroup (again, see [2]). Kovacs and
Praeger in [9] demonstrate that for a group G and a subgroup N E G, that
if G/N is elementary abelian then µ(G/N) ≤ µ(G).
Franchi in [5] continued this analysis, showing that a counterexample
could not be a non-abelian p-group with an abelian maximal subgroup.
Theorem 1.2.2 ([5], Theorem 1). If G is a non-abelian finite p-group with
an abelian maximal subgroup, and we denote the commutator subgroup by
G′, then µ(G/G′) ≤ µ(G).
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1.3. Semidirect Products and Minimal Degrees
Semidirect products are a usual method of constructing large groups
from smaller groups. As can be seen from browsing a catalogue of small
groups, (see, for example, [18]), 88 of the 93 groups of order less than 32
can be constructed by starting with cyclic groups and nesting semidirect
products. Similarly large proportions can also be seen in [18] for groups of
order up to 100. If we develop a theory of how minimal degrees work with
respect to semidirect products it would be a big step towards developing a
catalogue of minimal degrees for finite groups up to a reasonable size.
Definition 1.3.1. Let G be a group with two subgroups N,H such that N
is normal, G = NH and N ∩H is trivial. Then G is termed the (internal)
semidirect product of N by H , and H is termed a complement of N in G.
It is immediate that G/N ∼= H , so that G is an extension of N by H ,
called a split extension, because the image H arises as a complement of N .
A natural question is, given an internal semidirect product G = NH of
N by H , whether we can define a multiplication on G = N ×H such that
G is the internal semidirect product of N × {1} ∼= N by {1} ×H ∼= H .
Suppose G is an internal semidirect product of N by H . Every element
of G can be expressed uniquely as a product nh, with n ∈ N, h ∈ H
(because N ∩ H = {1}). Since N is normal in G, for all h ∈ G we can
define an automorphism ϕh of N by n 7→ h−1nh. We can then construct a
homomorphism ϕ : H → Aut(N) by hϕ = ϕh. Furthermore, for n1, n2 ∈
N, h1, h2 ∈ H ,
(n1h1)(n2h2) = (n1h1n2h
−1
1 )(h1h2) = (n1(n2ϕh−11 ))(h1h2).
This observation motivates the following definition.
Definition 1.3.2. For two groups N,H and ϕ a group homomorphism ϕ :
H → Aut(N), the (external) semidirect product of N and H with respect
to ϕ, denoted N oϕH , is the Cartesian product N ×H , with multiplication
defined by
(n1, h1) ∗ (n2, h2) = (n1(n2ϕh−11 ), h1h2)
for all n1, n2 ∈ N, h1, h2 ∈ H .
In what follows we use juxtaposition of ordered pairs (suppressing ∗)
without causing confusion.
It is a simple exercise to show that N oϕ H is a group, and in fact is an
internal semidirect product of N ×{1} ∼= N by {1}×H ∼= H . Conversely,
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if G is a semidirect product of N by H then G ∼= N oϕ H where ϕ is the
homomorphism introduced above to motivate the definition.
Example 1.3.3. A common class of examples is the class of dihedral groups,
which are the semidirect products CmoϕC2 for eachm ∈ N, where ϕmaps
the generator of C2 to the inversion automorphism of Cm.
We can already establish an upper bound on the minimal degree of a
semidirect product of two groups.
Theorem 1.3.4. Suppose that Goϕ H is a semidirect product of groups G
andH , not necessarily finite, via a homomorphism ϕ : H → Aut(G). Then
Goϕ H . Sym(G)×H .
If ϕ is injective, then G oϕ H . Sym(G). In particular, if G and H are
finite, then
µ(Goϕ H) ≤ |G|+ µ(H).
If further ϕ is injective, then µ(Goϕ H) ≤ |G|.
Proof. For g ∈ G, h ∈ H , define a mapping
σ(g,h) : G→ G, x 7→ (xg)ϕh for x ∈ G.
It is easy to check σ(g,h) is bijective, so σ(g,h) ∈ Sym(G). Now observe that
if x, g1, g2 ∈ G and h1, h2 ∈ H then
(xσ(g1,h1))σ(g2,h2) = (((xg1)ϕh1)g2)ϕh2
= ((xg1)ϕh1ϕh2)(g2ϕh2)
= ((xg1)ϕh1h2)(g2ϕh−11 ϕh1ϕh2)
= ((xg1)ϕh1h2)((g2ϕh−11 )ϕh1h2)
= ((xg1)(g2ϕh−11 ))ϕh1h2
= (x(g1(g2ϕh−11 )))ϕh1h2
= xσ(g1(g2ϕh−11
),h1h2)
= xσ(g1,h1)(g2,h2),
so that
σ : Goϕ H → Sym(G), (g, h) 7→ σ(g,h)
18 1. PRELIMINARY WORK
is a homomorphism.
Now define τ : Goϕ H → Sym(G)×H by
τ : (g, h) 7→ (σ(g,h), h) for g ∈ G, H ∈ H ,
which is clearly a homomorphism.
If g ∈ G, h ∈ H and (g, h)τ = (id, 1) then σ(g,h) = id, h = 1, so in
particular
1 = 1σ(g,h) = 1σ(g,1) = gϕ1 = g,
so g = 1 and h = 1, verifying that τ is an embedding.
Suppose now that ϕ is injective. Let (g, h) ∈ ker(σ), so σ(g,h) = id. In
particular,
1 = 1σ(g,h) = gϕh,
so that g = 1, since ϕh is an automorphism of G. Hence, for all x ∈ G,
x = xσ(g,h) = (xg)ϕh = xϕh,
so that ϕh = id ∈ Aut(G). Hence h = 1, since ϕ is injective, so (g, h) =
(1, 1). This verifies that σ is injective. 
As a further introduction to semidirect products, we will characterise a
number of easy semidirect products and then calculate the minimal degree
for them using Theorem 1.1.21. Before we do, however, there is a simpli-
fying lemma to make.
Lemma 1.3.5. Let G be an internal semidirect product of N by H , and
suppose that the induced homomorphism ϕ : H → Aut(N) is injective.
Then core(H) = {1}.
Proof. Let h ∈ core(H). Then for all n ∈ N ,
h−1nhn−1 ∈ N ∩ core(H) ⊆ N ∩H = {1},
so that h−1nhn−1 = 1, yielding nh = h−1nh = n. Hence h ∈ ker(ϕ), so
h = 1, since ϕ is injective. Thus core(H) = {1}. 
Corollary 1.3.6. If G = N oϕ H is an external semidirect product and
ϕ is injective, then H is core-free in G when regarding G as an internal
semidirect product of N by H .
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Corollary 1.3.7. If G = N oϕ H is a semidirect product that is not direct
and H is simple, then µ(G) ≤ |N |.
Proof. Because G is not direct, ϕ is not the trivial homomorphism, so must
be injective, since H is simple, so H is core-free and {H} affords a faithful
representation of G of degree [G : H] = |N |. 
We shall analyse a natural first case - the semidirect product of Cm with
Cq with m, q relatively prime, and m square-free.
Proposition 1.3.8. Let p1, ..., pn, q be distinct primes and put m = p1...pn
(so m is square-free). Let G = Cm oϕ Cq be a semidirect product that is
not direct. Then
µ(G) = µ(Cm) = p1 + ...+ pn.
Proof. Write Cm = 〈a〉, Cq = 〈c〉. We may regard G as an internal semidi-
rect product of 〈a〉 by 〈c〉 with induced homomorphism ϕ.
First note that
µ(G) ≥ µ(〈a〉) = p1 + ...+ pn,
by Corollary 1.1.7. Also note that ker(ϕ) = {1}, as the semidirect product
is not direct and Cq is simple. Hence 〈c〉 is core-free, by Lemma 1.3.5. For
j = 1 to n, put Hj = 〈apj〉, the unique subgroup of 〈a〉 of index pj , which
is necessarily normal in G. Now put
Kj = 〈apj , c〉 = Hj〈b〉,
which is the unique subgroup of G of index pj . Observe that core(K1∩ ...∩
Kn) = core(〈c〉) = {1}, so {K1, ..., Kn} affords a faithful representation
of G of degree p1 + ...+ pn. Hence µ(G) = p1 + ...+ pn. 
Example 1.3.9. Let G = C35 oϕ C3 be a semidirect product that is not
direct. We see that
Aut(C35) ∼= Aut(C7)× Aut(C5) ∼= C6 × C4,
which has a unique order 3 subgroup. Hence ϕ is non-trivial and uniquely
determined, and it is quickly shown that
G ∼= 〈a, b, c | a7 = b5 = c3 = 1, ac = a2, ab = a, bc = b〉.
Then, from the proof of the above theorem, we find that after an appropriate
identification of elements the subgroup collection {〈a, c〉, 〈b, c〉} affords a
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minimal representation ofG, from which we see thatG is isomorphic to the
following subgroup of Sym(12):
〈(1 2 3 4 5 6 7), (8 9 10 11 12), (1 2 4)(3 6 5)〉.
We can change the order of the cyclic group on the right of the semidi-
rect product.
Proposition 1.3.10. Let G = Cpn oϕ Cqm be a semidirect product with p,q
distinct primes. Then
µ(G) =
{
pn if ϕ is injective,
pn + qm otherwise.
Proof. Let Cpn = 〈a〉, Cqm = 〈b〉. We may regard G as an internal semidi-
rect product of 〈a〉 by 〈b〉. Now, G contains a subgroup isomorphic to Cpn ,
and hence µ(G) ≥ pn.
If ϕ is injective, then by Lemma 1.3.5 〈b〉 is core-free, yielding a faithful
representation of degree [G : 〈b〉] = pn, whence µ(G) = pn.
Otherwise, suppose ϕ is not injective. Then (bϕ)qm−1 = id ∈ Aut(〈a〉).
It follows that 〈apn−1〉 and 〈bqm−1〉 are normal and hence are the unique
order p and unique order q subgroups of G respectively.
Hence by Lemma 1.1.23 there must be at least two subgroups in a
minimal faithful representation, one of index at least pn, and the other of
index at least qm. Hence the degree is bounded below by pn + qm.
Observing that the faithful representation afforded by {〈a〉, 〈b〉} is of
degree pn + qm we see µ(G) ≤ pn + qm. Thus µ(G) = pn + qm. 
Example 1.3.11. A small, interesting example is G = 〈a, b|a5 = b4 =
1, ab = a3〉 ∼= C5oϕ C4. Since the homomorphism has order 4, we see that
µ(G) = 5. The subgroup collection {〈b〉} affords a minimal representation,
yielding that G is isomorphic to the following subgroup of Sym(5):
〈(1 2 3 4 5), (1 3 4 2)〉.
Alternatively, we can modify the right-hand side of the semidirect prod-
uct to be a cyclic group of square-free order.
Proposition 1.3.12. Let p, q1, ..., qn be distinct primes and put m = q1...qn
(so m is square-free). Let G = Cp oϕ Cm be a semidirect product, where
Cm = 〈b〉. Put
J = {i|qi divides |bϕ|}
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and write k =
∏
i 6∈J qi (interpreted as 1 if J = {1, ..., n}). Then
µ(G) = µ(Cp × Ck) = p+
∑
i 6∈J
qi,
(interpreted as p if J = {1, ..., n}).
Proof. If J = ∅ then the result is immediate (by Karpilovsky’s Theorem),
so without loss of generality we may suppose J = {1, ..., j} for some posi-
tive integer j ≤ n. We may write Cp = 〈a〉 and suppose that G = 〈a〉〈b〉 is
an internal semidirect product. Put H0 = 〈b〉 and
Hi = 〈a〉〈bqj+i〉 for i = 1 to n− j.
Then [G : H0] = p and [G : Hi] = qj+i for i = 1 to n− j. Also put
K = H0 ∩H1 ∩ ... ∩Hn−j
(interpreted as H0 if j = n), so that
K = 〈bqj+1...qn〉
(interpreted as 〈b〉 if j = n), a subgroup of G of order q1...qj . Suppose that
the core ofK is non-trivial, soK contains a minimal normal subgroupN =
〈c〉 of G, which must be cyclic of prime order. Without loss of generality
we may assume c = bq2...qn and |c| = |cϕ| = q1. Hence ac = a` for
some integer ` 6= 1 mod p, so ca = ca1−l ∈ N , from which it follows that
a1−` ∈ N . But a1−` 6= 1, so a ∈ N , contradicting that 〈a〉 ∩ 〈b〉 = {1}.
This proves that K has trivial core, so {H0, H1, ..., Hn−j} affords a
faithful permutation representation of G of degree p + qj+1 + ... + qn. But
G contains the internal direct product
〈a〉 × 〈bm/qj+1〉 × ...× 〈bm/qn〉 ∼= Cp × Cqj+1 × ...× Cqn
so that µ(G) ≥ µ(Cp × Cqj+1 × ... × Cqn) = p + qj+1 + ... + qn, whence
equality holds, and the proposition is proved. 
Example 1.3.13. We provide three contrasting examples of the above class
of groups.
a) Let G1 = 〈a, b|a7 = b6 = 1, ab = a3〉 ∼= C7 oϕ1 C6. The induced
homomorphism ϕ1 is injective, as one can easily check it has order
6. Thus 〈b〉 is core-free and the subgroup collection {〈b〉} affords a
minimal representation. We therefore see that µ(G1) = 7, with G1
isomorphic to the following subgroup of Sym(7):
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〈(1 2 3 4 5 6 7), (1 3 2 6 4 5)〉.
b) Let G2 = 〈a, b|a7 = b6 = 1, ab = a2〉 ∼= C7 oϕ2 C6, so that
|bϕ2| = 3, J = {3} and by the theorem µ(G2) = 9. The minimal
representation is afforded by {〈b〉, 〈a2b〉}, giving
〈(1 2 3 4 5 6 7), (1 2 4)(3 6 5)(8 9)〉.
c) Let G3 = 〈a, b|a7 = b6 = 1, ab = a−1〉 ∼= C7 oϕ3 C6, so that
|bϕ3| = 2, J = {2} and by the theorem µ(G3) = 10. The minimal
representation is afforded by {〈b〉, 〈a3b〉}, giving
〈(1 2 3 4 5 6 7), (1 6)(2 5)(3 4)(8 9 10)〉.
A well-studied form of semidirect product is the holomorph.
Definition 1.3.14. The holomorph of a group G, denoted Hol(G), is Goϕ
Aut(G) with ϕ being the identity mapping, so multiplication is given by
(g, α)(h, β) = (g(hα−1), αβ).
Theorem 1.3.15. Let G be a group and Hol(G) its holomorph. Then
µ(Hol(G)) ≤ |G|.
Proof. It is a well-known fact (see [14]) that the holomorph of a group is
isomorphic to the normaliser of the image ofG in Sym(G) under the Cayley
representation. The result immediately follows. Alternatively, note that ϕ
is injective as it is the identity mapping, and the result follows by Theorem
1.3.4. 
We can now produce a number of novel examples of groups in Wright’s
class, G.
a) Any G = Cpm oϕCqn (p, q prime, m,n ∈ N) for ϕ with multiplica-
tive order qn, since µ(G) = µ(Cpm) and Cpm is nilpotent.
b) Any G = Cpoϕ (×ni=1Cqi) with qi distinct primes and ϕ non-trivial,
since µ(G) = µ(H) for some abelian subgroup H of G.
c) Any Hol(G) for G with a minimal regular representation, as G ≤
Hol(G) and allGwith a minimal regular representation are p-groups
and thus nilpotent.
We can produce more by examining the properties of injective homo-
morphisms further.
Lemma 1.3.16. Let G be a group, H a simple group and ϕ : H → Aut(G)
an injective homomorphism. If G has a minimal faithful representation
afforded by a collection of subgroups that are invariant under the action
induced by ϕ then
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µ(Goϕ H) = µ(G).
Proof. We may regard G o H as an internal semidirect product of G by
H . Since ϕ is injective, H is core-free by Lemma 1.3.5. Suppose that
{B1, ..., Bk} is a collection of subgroups of G that are invariant under the
action induced by ϕ and affording a minimal representation of G.
For i = 1 to k, put Di = BiH which is a subgroup of G oH of index
[G : Bi]. Then core(D1 ∩ ... ∩ Dk) = core(H) = {1}, so {D1, ..., Dk}
affords a faithful representation of GoH of degree
[G : B1] + ...+ [G : Bk] = µ(G).
But µ(GoH) ≥ µ(G) so we have equality and the lemma is proved. 
Corollary 1.3.17. Suppose G1 has a minimal regular representation, H is
simple, and G = G1 oH is not a direct product. Then µ(G) = µ(G1).
Proof. The regular representation is afforded by the trivial subgroup which
is preserved by the action of H . 
Example 1.3.18. Let A be an abelian group and form A oϕ C2, where the
action of the generator of C2 on A is inversion (under which all subgroups
of A are invariant). It follows from Lemma 1.3.16 that µ(AoC2) = µ(A).
In particular, µ(D2n) = µ(Cn).
However, this lemma fails in the general case - there are large classes
of examples of G = G1 o Cq for which no minimal representation of G is
preserved by the action, and the minimal degree of G is wildly different to
µ(G1). The next chapter outlines many cases for which this is true.
CHAPTER 2
Vector Space Theory for Semidirect Products
We aim to have a complete characterisation of the minimal degree of
a well-behaved class of groups - the semidirect product of an elementary
abelian group with a prime cyclic group. Throughout this chapter, unless
otherwise stated, p and q are distinct primes. We shall henceforth use the
following notation:
E := Cnp
Then E is an elementary abelian p-group, which may be viewed as an n-
dimensional vector space over Fp, the field with p elements.
Let V be an n-dimensional vector space over Fp, and T : V → V an
invertible linear transformation. Define
V o 〈T 〉 = {(v, T i) | v ∈ V, i ∈ Z}
with multiplication
(v, T i)(w, T j) = (v + T i(w), T i+j).
Then V o 〈T 〉 is a group, called the semidirect product of V by 〈T 〉 (or
just the semidirect product of V by T ). We shall suppose throughout that
T 6= id and T q = id, unless otherwise stated, where id is the identity
linear transformation. By choosing a basis for V we may identify V with
the vector space Fnp of column vectors of length n with entries from Fp
and T with the n × n matrix of T with respect to the basis, and so regard
T (v) = Tv as a matrix product. Under these identifications
V o 〈T 〉 ∼= Cnp oϕ Cq
under the map
 λ1...
λn
 , T i
 7→ ((aλ1 , ..., aλn), b−i)
24
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where we write Cp = 〈a〉, Cq = 〈b〉, and ϕ : Cq → Aut(Cnp ) is the homo-
morphism induced by
bϕ : (aλ1 , ..., aλn)→ (aλ′1 , ..., aλ′n)
wherever
T
 λ1...
λn
 =
 λ′1...
λ′n
 .
Therefore, in what follows, we identify the semidirect products and
write V o 〈T 〉 and E oϕ Cq interchangeably.
2.1. Preliminary Work
We can exploit the fact that we are taking our semidirect product by a
prime cyclic group to prove a pair of useful results.
Theorem 2.1.1. Let G = HC be an internal semidirect product of H by
C that is not direct (so C is not normal in G), such that C ∼= Cq for some
prime q not dividing |H|.
(a) If K ≤ G and K 
 H then K = (H ∩K)Cg is an internal semidirect
product of H ∩K by Cg for some g ∈ G. If, in addition, H ∩K CH
then H ∩K CG. If K CG then K = (H ∩K)C.
(b) If C is a collection of subgroups affording a minimal faithful represen-
tation of G then C does not contain any subgroup of H that is normal
in G.
Proof.
(a) Suppose that K ≤ G and K 
 H . By Sylow theory, H = {g ∈
G | q does not divide |g|} and it follows that H ∩ K = {k ∈ K |
q does not divide |k|}CK. But q divides |K|, since K 
 H , so |K| =
q|H ∩K| and x ∈ K for some x of order q. Hence 〈x〉 ∩H ∩K = {1}
and |(H ∩ K)〈x〉| = |H ∩ K|q = |K|, so that K = (H ∩ K)〈x〉 =
(H ∩K)Cg for some g ∈ G, since 〈x〉 and C are Sylow q-subgroups of
G.
Suppose, in addition, that H ∩K C H . Since G = HCg, we have
H∩K normalised by bothH andCg and hence byG. If, further,KCG
then, using the fact that H ∩K CG,
K = Kg
−1
= ((H ∩K)Cg)g−1 = (H ∩K)g−1C = (H ∩K)C,
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and the proof of (a) is completed.
(b) Let C = {K1, ..., Kk} afford a minimal faithful representation of G.
Suppose, by way of contradiction, that C contains a subgroup of H that
is normal in G. Without loss of generality, K1 ≤ H and K1 C G. If
K1 6= H then core(K1C ∩H) = K1 and
[G : K1C] + [G : H] = [H : K1] + q < [H : K1]q = [G : K1],
so that {K1C,H,K2, ..., Kk} affords a faithful representation of de-
gree smaller than that afforded by C, contradicting minimality. Hence
K1 = H . If k = 1, then C = {H} and {1} = core(H) = H , so that
C is normal, contradicting our initial assumptions. Hence k > 1 and
C = {H,K2, ..., Kk}. Put N = core(K2 ∩ ... ∩Kk), so H ∩N = {1}.
If q does not divide |N | then N ≤ H , so N = {1} and {K2, ..., Kk} af-
fords a minimal representation, again contradicting minimality. Hence
q divides |N |, so, by (a), N = (H ∩N)C = C, contradicting that C is
not normal in G. This completes the proof of (b).

We will also further justify the choice to study the class of elementary
abelian groups, by proving a result for semidirect products analogous to
Johnson’s result on the direct products of relatively prime groups, which is
Proposition 1.1.12 in this document.
Let H and K be groups of coprime order and q a prime that does not
divide |H||K|. Let C = Cq be cyclic of order q. Let ϕ : C → Aut(H×K)
be a homomorphism, so that we may form the semidirect product
G = (H ×K)oϕ C.
Let ϕH : C → Aut(H) and ϕK : C → Aut(K) where, for all h ∈ H ,
k ∈ K, c ∈ C,
(h, k)(cϕ) = (h(cϕH), k(cϕK)).
It is routine to check thatϕH andϕK become well-defined homomorphisms,
so that we have the related semidirect products
H o C = H oϕH C and K o C = K oϕK C.
If ϕ is trivial then G ∼= H×K×C. If ϕH is trivial then G ∼= H× (KoC).
If ϕK is trivial then G ∼= (H o C) × K. Note that G always embeds in
(H o C)× (K o C) under the map
((h, k), c) 7→ ((h, c), (k, c))
for all h ∈ H , k ∈ K, c ∈ C, so that
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µ(G) ≤ µ((H o C)× (K o C)) ≤ µ(H o C) + µ(K o C).
Theorem 2.1.2. With G defined above, we have
µ(G) =

µ(H) + µ(K) + q if ϕ is trivial,
µ(H) + µ(K o C) if ϕH is trivial,
µ(H o C) + µ(K) if ϕK is trivial, and
µ(H o C) + µ(K o C) if neither ϕH nor ϕK is trivial.
Proof. Note that the first case is a special case of the second and third cases,
and the formulae for the first three cases follow by observations in the pre-
amble and Johnson’s result that µ is additive with respect to taking direct
products of groups of coprime order.
Suppose then that neither ϕH not ϕK are trivial. We may write G =
HKC where HK is an internal direct product of H and K, and G is an
internal semidirect product of HK by C. By the last observation in the
preamble to the theorem, it suffices to prove that
µ(G) ≥ µ(HC) + µ(KC).
Let C be a collection of subgroups of G that affords a minimal faithful
permutation representation of G. Note that, since |H| and |K| are coprime,
subgroups of HK have the form H0K0 for some H0 ≤ H and K0 ≤ K. By
Theorem 2.1.1(a), subgroups of G that are not subgroups of HK have the
form H0K0Cg for some H0 ≤ H , K0 ≤ K and g ∈ G, such that H0K0 is
normal in H0K0Cg. By Lemma 1 of [7], we may assume that all elements
of C are meet-irreducible, so therefore have the form
H0K ,HK0 , H1KC
x , HK1C
y
for some H0, H1 ≤ H , K0, K1 ≤ K and x, y ∈ G. In these cases, note that
coreG(H0K) = coreHC(H0)K , coreG(HK0) = H coreKC(K0),
and, by Sylow’s theorem and the last part of Theorem 2.1.1(a),
coreG(H1KC
x) =
{
coreHC(H1)KC if q divides | coreG(H1KCx)|,
coreHC(H1)K otherwise,
and
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coreG(HK1C
y) =
{
H coreKC(K1)C if q divides | coreG(HK1Cy)|,
H coreKC(K1) otherwise.
Put
DH = {H0|H0 ≤ H and H0K ∈ C},
EH = {H1C|H1 ≤ H and H1KCx ∈ C for some x ∈ G},
DK = {K0|K0 ≤ K and HK0 ∈ C},
EK = {K1C|K1 ≤ K and HK1Cy ∈ C for some y ∈ G}.
By inspection, the index sum of elements of C in G is equal to the index
sum of elements of DH ∪ EH in HC added to the index sum of elements of
DK ∪ EK in KC. Hence, to complete the proof of the theorem, it suffices
to show that DH ∪ EH and DK ∪ EK afford faithful representations of HC
and KC respectively. Observe that
coreHC
( ⋂
H0∈DH
H0 ∩
⋂
H1C∈EH
H1
)
K ∩ H coreKC
( ⋂
K0∈DK
K0 ∩
⋂
K1C∈EK
K1
)
⊆ coreG
(⋂ C) = {1}.
In particular,
coreHC
(⋂
H0∈DH H0 ∩
⋂
H1C∈EH H1
)
= {1}.
If DH 6= ∅ then this immediately implies
coreHC
(⋂
(DH ∪ EH)
)
= {1}.
Suppose that DH = ∅. If EH = ∅ then DK ∪ EK 6= ∅ so that H ⊆
coreG
(⋂ C) = {1}, which is impossible. Hence EH 6= ∅ and
coreHC
(⋂
H1C∈EH H1
)
= {1}.
If coreHC(H1C) contains an element of order q for all H1C ∈ EH then, in
each case, coreHC(H1C) = coreHC(H1)C, so that
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C = coreHC
(⋂
H1C∈EH H1
)
C =
⋂
H1C∈EH coreHC(H1C)
is a normal subgroup ofHC, contradicting that ϕH is nontrivial. Hence, for
at least one H1C ∈ EH , we have coreHC(H1C) = coreHC(H1), so that
coreHC
(⋂ EH) = coreHC (⋂H1C∈EH H1C) =
coreHC
(⋂
H1C∈EH H1
)
= {1}.
This proves thatDH∪EH affords a faithful representation ofHC. Similarly
DK ∪ EK affords a faithful representation of KC, and this completes the
proof of the theorem. 
We can now focus on V o 〈T 〉.
Theorem 2.1.3. Let T1 and T2 be n× n matrices over Fp of multiplicative
order q and put V = Fnp for some positive integer n. Then V o 〈T1〉 ∼=
V o〈T2〉 if and only if T1 and some power of T2 are conjugate. In particular,
if T1 and T2 are conjugate, then E oT1 Cq ∼= E oT2 Cq.
Proof. Suppose first that T1 and T k2 are conjugate for some k ∈ Z, so that
T1 = P
−1T k2 P
for some invertible matrix P . Define the mapping
θ : V o 〈T1〉 → V o 〈T2〉
by
(v, T i1)θ = (Pv, T
ki
2 )
for all v ∈ V and i ∈ Z. Note that k 6= 0 mod q, and it follows quickly
that θ is a bijection. Further, for all v, w ∈ V and i, j ∈ Z,
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((v, T i1)(w, T
j
1 ))θ = (v + T
i
1w, T
i+j
1 )θ
= (P (v + T i1w), T
(i+j)k
2 )
= (Pv + (PT i1P
−1)Pw, T ki+kj2 )
= (Pv + T ki2 Pw, T
ki+kj
2 )
= (Pv, T ki2 )(Pw, T
kj
2 )
= (v, T i1)θ(w, T
j
1 )θ,
which verifies that θ is an isomorphism.
Suppose conversely that θ : V o 〈T1〉 → V o 〈T2〉 is an isomorphism.
We have
(0, T1)θ = (w, T
k
2 )
for some w ∈ V and integer k. From the homomorphism property, we have
(v, I)θ ∈ V × {I}
for all v ∈ V . In fact, we will show T1 and T k2 are conjugate. For i =
1, ..., n, denote by ei the column vector with zero everywhere except for 1
in the i-th place (a standard basis vector). Hence all vectors in V are linear
combinations of e1, ..., en. For λ ∈ Fp, define, for v ∈ V ,
λ(v, I) = (λv, I)
=
(
λ∑
v, I
)
=
λ∏
(v, I)
where we take λ ∈ {0, ..., p− 1}. Since θ is a homomorphism, we have, for
all v ∈ V ,
(λ(v, I))θ = λ((v, I)θ).
For each i = 1, ..., n, we have
(ei, I)θ = (pi, I)
for some pi ∈ V . Put
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P = [p1...pn],
the matrix whose columns are just p1, ..., pn. Observe that pi = Pei for
i = 1 to n.
Let v ∈ V , so v = ∑ni=1 λiei for some λi ∈ Fp. Then
(v, I)θ =
(
n∑
i=1
λiei, I
)
θ
=
(
n∏
i=1
λi(ei, I)
)
θ
=
n∏
i=1
λi ((ei, I)θ)
=
n∏
i=1
λi(pi, I)
=
(
n∑
i=1
λipi, I
)
=
(
n∑
i=1
λiPei, I
)
=
(
P
(
n∑
i=1
λiei
)
, I
)
= (Pv, I).
On the one hand,
(v, T1)θ = ((v, I)(0, T1))θ
= ((v, I)θ)((0, T1)θ)
= (Pv, I)(w, T k2 )
= (Pv + w, T k2 ),
whilst, on the other hand,
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(v, T1)θ = ((0, T1)(T
−1
1 v, I))θ
= (0, T1)θ(T
−1
1 v, I)θ
= (w, T k2 )(PT
−1
1 v, I)
= (w + T k2 PT
−1
1 v, T
k
2 ).
Hence, for all v ∈ V ,
Pv = T k2 PT
−1
1 v,
so
v = P−1T k2 PT
−1
1 v.
It follows that P−1T k2 PT
−1
1 = I , so
T1 = P
−1T k2 P ,
that is, T1 and T k2 are conjugate, completing the proof of the theorem. 
This allows us to focus on a single representative from each conjugacy
class of matrices. Fortunately, there exists a usual representative for conju-
gacy classes of matrices over finite fields - the primary rational canonical
form.
Definition 2.1.4. Let m =
∑n
i=0mix
i ∈ Fp[x] be a monic polynomial (so
mn = 1). The companion matrix Pm of m is
P =

0 0 · · · 0 −m0
1 0 · · · 0 −m1
0 1
. . . ...
...
... . . . . . . 0 −mn−2
0 · · · 0 1 −mn−1
 .
Theorem 2.1.5 ([12], Theorem 10.14). There exist matrices T and L for
each M ∈ GL(n, p) such that T = LML−1 = diag(Pr1 , ..., Prk) is a block
matrix of companion matrices of powers of irreducible polynomials, and T
is unique up to reordering of the blocks. Furthermore, lcm(r1, ..., rk) is the
minimal polynomial of M .
This motivates the following definition.
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Definition 2.1.6. A matrix T is said to be in primary rational canonical
form if it is a block diagonal matrix of companion matrices of powers of
irreducible polynomials.
We shall now begin with a special case, again using Theorem 1.1.21 -
semidirect products corresponding to diagonal matrices.
Proposition 2.1.7. Let G = V o 〈T 〉 for a vector space V = Fnp and
invertible linear transformation T of order q, for p and q distinct primes. If
T is diagonal, then µ(G) = np.
Proof. Suppose T is diagonal, so V is the direct sum of T -invariant one-
dimensional subspaces. Under the identification of V with E these may be
regarded as direct factors 〈a1〉, ..., 〈an〉, say, of E. For i = 1, ..., n, put
Hi = 〈a1, ..., ai−1, ai+1, ..., an〉.
Then {H1, ..., Hn} affords a minimal faithful representation of E by T -
invariant subspaces. By Lemma 1.3.16, µ(G) = µ(E) = np. 
Example 2.1.8. Suppose G = C35 oT C2, where
T =
 4 0 00 4 0
0 0 1

and the entries of T come from F5.Then, regarding the additive action
of T on F5 multiplicatively on C35 , and denoting the generators of C35 by
g1, g2, g3 and the generator of C2 by b, one can see that the subgroup collec-
tion {〈g1, g2, b〉, 〈g1, g3, b〉, 〈g2, g3, b〉} affords a minimal representation of
G. Thus G is isomorphic to the following subgroup of Sym(15):
〈(1 2 3 4 5), (6 7 8 9 10), (11 12 13 14 15), (1 4)(2 3)(6 9)(7 8)〉.
Observe that µ(G) = µ(E), and that E is nilpotent, so G ∈ G, as
defined in Wright’s work.
In addition to only examining matrices in rational canonical form, we
can use the restriction that T must have order q to further simplify things.
Theorem 2.1.9. Suppose T ∈ GL(n, p) is a matrix in primary rational
canonical form of order q such that p has order s modulo q and Fp does
not have a primitive q-th root of unity. Then T is composed of companion
matrix blocks of irreducible polynomials where each polynomial is either
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x − 1 or one of the (q − 1)/s irreducible polynomials of degree s whose
roots constitute the primitive q-th roots of 1 in an extension of Fp.
Proof. As T is an n× n matrix over Fp such that T q = I , T gives a repre-
sentation of the cyclic group Cq over Fp. Then, by Maschke’s Theorem, as
the order of Cq is not divisible by p, every representation of Cq over Fp is
semisimple. Thus the minimal polynomial of T has no repeated irreducible
factors.
As T q = I , we see that the eigenvalues are q-th roots of 1. Suppose α
is a non-trivial q-th root of 1 in some finite extension of Fp. Then so are
αp, αp
2
, ..., αp
s−1 noting that s is minimal such that αps = α. The Frobenius
automorphism generates the Galois group of the extension and so the mini-
mal polynomial of α over Fp is (x − α)...(x − αps−1), and thus has degree
s. The result follows. 
Corollary 2.1.10. If q does not divide p − 1, p2 − 1, ..., pn − 1, then G =
Cnp o Cq is abelian, and hence must be the direct product G = Cnp × Cq.
This corollary is also a consequence of the fact that the order ofGL(n, p)
is pn(n−1)/2Πni=1(p
i − 1)
Example 2.1.11. Let p = 11, q = 7, so that the order of p mod q is s = 3.
Therefore (q−1)/s = 2, so there are 2 irreducible polynomials of degree 3,
P1(x) and P2(x), which are derived from the 7-th roots of unity. Therefore,
by the previous theorem, any invertible linear transformation of Fnp of order
7 has a rational canonical form that is composed of companion matrices of
some or all of the irreducible polynomials x− 1, P1(x) and P2(x). We now
calculate these irreducible polynomials.
Suppose α is a non-trivial 7-th root of 1 in some finite extension of F11.
As in the proof of the previous theorem, the minimal polynomial of α is
(x− α)...(x− αps−1), so
P1(x) = (x− α)(x− α11)(x− α112)
= (x− α)(x− α2)(x− α4)
= x3 − (α + α2 + α4)x2 + (α3 + α5 + α6)x− 1
which is an irreducible degree 3 polynomial and hence α + α2 + α4 and
α3 + α5 + α6 must be in F11. A useful trick to find them is by calculating
that
(x− (α + α2 + α4))(x− (α3 + α5 + α6)) = x2 + x+ 2,
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and then finding that the roots of x2 +x+2 are 4 and 6 in F11. Thus we find
that α+α2 +α4 = 4 or 6, yielding that α3 +α5 +α6 = 6 or 4 respectively.
These give us that
P1(x) = x
3 + 7x2 + 6x− 1 and P2(x) = x3 + 5x2 + 4x− 1
are irreducible. Hence we can see that any invertible linear transformation
of F11 of order 7 is a block matrix composed of diagonal 1’s and the follow-
ing two companion matrices:
A =
 0 0 11 0 5
0 1 4
 , B =
 0 0 11 0 7
0 1 6
 .
The following theorem characterises our semidirect products even fur-
ther.
Theorem 2.1.12. Let V1, V2 be finite dimensional vector spaces over Fp,
and T1 : V1 → V1 and T2 : V2 → V2 be invertible linear transformations
of order q such that T1 6= id and φT1 , the minimal polynomial of T1, is
irreducible of degree d. Then V1o〈T1〉 ∼= V2o〈T2〉 if and only if dim(V1) =
dim(V2) and ϕT2 is irreducible of degree d.
Proof. If V1 o 〈T1〉 ∼= V2 o 〈T2〉 then clearly 〈T1〉 ∼= 〈T2〉 and V1 ∼= V2
as a module, so, in particular, dim(V1) = dim(V2) = dk where there are k
summands and the action of T2 is irreducible on each summand, so ϕT2 is
irreducible of degree d. Suppose conversely that dim(V1) = dim(V2) and
ϕT2 is irreducible of degree d. Then, by the proof of Theorem 2.1.15, the
eigenvalues of some power of T2 coincide with the eigenvalues of T1, so
that T1 and some power of T2 are conjugate. Hence V1 o 〈T1〉 ∼= V2 o 〈T2〉
by Theorem 2.1.3. 
Example 2.1.13. Consider the groups
G1 = 〈a1, a2, a3, b | a111 = a112 = a113 = b7 = 1, aa21 = aa31 = a1, aa32 =
a2, a
b
1 = a2, a
b
2 = a3, a
b
3 = a1a
5
2a
4
3〉,
G2 = 〈a1, a2, a3, b | a111 = a112 = a113 = b7 = 1, aa21 = aa31 = a1, aa32 =
a2, a
b
1 = a2, a
b
2 = a3, a
b
3 = a1a
7
2a
6
3〉
Then G1 ∼= F311 o 〈A〉 and G2 ∼= F311 o 〈B〉, where A,B are given in
Example 2.1.11, so φA and φB are irreducible of degree 3. By the theorem
G1 ∼= G2.
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Now we shall characterise some cases for small primes p and q. In the
case that (q−1)/s = 1, we see that the unique irreducible polynomial must
be
(xq − 1)/(x− 1) = xq−1 + xq−2 + ...+ x+ 1.
Below is a table of cases for prime p and q for which (q− 1)/s 6= 1 and
Fp does not have a primitive q-th root of unity, for p, q ≤ 13, obtained using
MAGMA. The cases for which p, q ≤ 13 and Fp does have a primitive q-th
root of unity are q = 2; p = 7, q = 3; p = 11, q = 5 and p = 13, q = 3.
TABLE 1. Irreducible Polynomials of Degree s
p q s (q − 1)/s Irreducible Polynomials
2 7 3 2 x3 + x+ 1, x3 + x2 + 1
3 11 5 2 x5 + 2x3 + x2 + 2x+ 2, x5 + x4 + 2x3 + x2 + 2
3 13 3 4 x3 + 2x+ 2, x3 + x2 + 2, x3 + x2 + x+ 2,
x3 + 2x2 + 2x+ 2
5 11 5 2 x5 + 2x4 + 4x3 + x2 + x+ 4,
x5 + 4x4 + 4x3 + x2 + 3x+ 4
5 13 4 3 x4 + x3 + 4x2 + x+ 1, x4 + 2x3 + x2 + 2x+ 1,
x4 + 3x3 + 3x+ 1
11 7 3 2 x3 + 5x2 + 4x+ 10, x3 + 7x2 + 6x+ 10
13 7 2 3 x2 + 3x+ 1, x2 + 5x+ 1, x2 + 6x+ 1
By Corollary 2.1.10, the only ‘interesting’ semidirect products occur
when q divides pi − 1 for some positive integer i. In fact, as an aside, we
can generalise this.
Proposition 2.1.14. IfG = HoK whereH is a p-group of order pn andK
is a q-group, where p and q are different primes, then G is a direct product
if q does not divide p− 1, p2 − 1, ..., pn − 1.
Proof. Observe that K is a Sylow q-subgroup of G, and the number of
Sylow q-subgroups is congruent to 1 mod q and divides the index of K in
G, which is pn. Hence, by Sylow’s theorems, K is unique and therefore
normal. 
As the primary rational canonical form is comprised of companion ma-
trix blocks corresponding to irreducible polynomials, it would be useful to
find the minimal degree of a semidirect product corresponding to a single
companion matrix block. The following theorem implies the minimal de-
gree of such a group as a corollary.
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Theorem 2.1.15. Suppose G = N o Cq where N is a non-trivial p-group
and the action of Cq on N is non-trivial and irreducible (so, in particular,
N is elementary abelian). Then
µ(G) =
{ |N | if q > |N |/p
pq otherwise.
Proof. Let H be a maximal subgroup of N , so H has index p in N and
thus index pq in G. We see that the proper subgroups of G are subgroups
of N or conjugates of Cq. Then the cores of H and Cq are both trivial, in
the former case as the action of Cq is irreducible, and the latter because G
is non-abelian and Cq has prime order.
Therefore any minimal representation is transitive. By H’s maximality,
it has the minimal index of any subgroup of N . Therefore, as we can pro-
vide a subgroup of index pq or |N |, which representation is minimal only
depends on the relative sizes of pq and |N | and the result follows. 
Corollary 2.1.16. Let G = E oT Cq. Suppose T is in primary rational
canonical form and composed of a single non-trivial companion matrix
block of an irreducible polynomial. Then
µ(G) =
{
pn if q > pn−1
pq otherwise.
Now we have a class of examples, as promised at the end of Chapter 1,
for which G = G1 o Cq is not a direct product and µ(G) > µ(G1): any
semidirect product of a p-group, N , by Cq with an irreducible, non-trivial
action, for which q < |N |/p.
Example 2.1.17. A quick computer check on the values of p, q and s, com-
bined with our results in Table 1, yields that the smallest such example by
order of the group is G = C25 oT C3 with
T =
(
0 −1
1 −1
)
,
for which |G| = 75 and µ(G) = 15 > 10 = µ(C25). The smallest such
example by minimal degree is G = C42 oT C5, where
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T =

0 0 0 1
1 0 0 1
0 1 0 1
0 0 1 1
 ,
for which |G| = 80 and µ(G) = 10 > 8 = µ(C42).
We also note that this provides a proof of the minimal degree of the
crucial group G = A o Cq in Saunders’ work in [17], where A ∼= Cq−1p .
The groupG is shown to be isomorphic to the case from the above corollary
where n = q − 1 and T is the (q − 1)× (q − 1) matrix

0 0 · · · 0 −1
1 0 · · · 0 −1
0 1
. . . ...
...
... . . . . . . 0 −1
0 · · · 0 1 −1
 .
In the case that q < pq−2 with p ≥ 2, q ≥ 5, by the above corollary such a
group has minimal degree pq.
Saunders proves that G provides an example of a group for which there
is a group H such that µ(G × H) is strictly less than µ(G) + µ(H). We
shall independently provide a proof for this by the end of the chapter.
2.2. Normal Cores
Let G = V o 〈T 〉, and suppose T has order q. If W is a subspace of V ,
then finding the core of W is equivalent to finding the largest T -invariant
subspace of W . Thus we can talk about cores of subspaces of V with no
ambiguity.
Throughout this section, unless otherwise stated, V is an n-dimensional
vector space over Fp and T is an order q element of GL(n, p), with minimal
polynomial φT .
Additionally, as the context demands, we may identify T i with the
semidirect product element (0, T i) and v with the element (v, I). We shall
also refer to T -invariant subspaces as just invariant subspaces, as we shall
henceforth only be discussing subspaces under one potential action.
First we find a lower bound on the size of the core of a given subspace.
2.2. NORMAL CORES 39
Lemma 2.2.1. Suppose φT is of degree d. Let S be an (n− i)-dimensional
subspace of V . Then core(S) = S ∩ ST ∩ ... ∩ ST d−1 and core(S) has
dimension at least n− di.
Proof. Let
W = S ∩ ST ∩ ... ∩ ST d−1 .
Then W is invariant because T d is a linear combination of the lower pow-
ers of T . Since each subspace has codimension i as T is invertible, their
intersection has codimension at most di. Additionally, this intersection is
obviously the largest invariant subspace of S. 
Characterisation of invariant subspaces usually involves the decompo-
sition of these subspaces.
Definition 2.2.2. Suppose that S is a non-trivial invariant subspace of V and
S cannot be expressed as the direct sum of two (or more) proper invariant
subspaces. Then we say that S is an indecomposable subspace.
We now provide a technical lemma for our subsequent calculations.
Lemma 2.2.3 ([1], Theorem 4.14). Let φT (x) = rd11 ...r
dk
k (x), where the ri
are distinct and monic irreducible polynomials. Let Vi = ker(rdii (T )) and
let W be an invariant subspace of V . Then
W = (W ∩ V1)⊕ (W ∩ V2)⊕ ...⊕ (W ∩ Vt).
Now we are equipped to examine the cores of subspaces much more
effectively.
Theorem 2.2.4. Let φT (x) = r1...rk(x), with r1, ..., rk distinct irreducible
polynomials over Fp. Let V be the direct sum of t indecomposable sub-
spaces, and let S be an (n−i)-dimensional subspace of V . Then S contains
at least t− ik pairwise non-intersecting indecomposable subspaces.
Proof. Let
Vj = ker(rj(T ))
and suppose Vj contains `j indecomposable subspaces. We see dim(Vj) =
deg(rj)`j , so S∩Vj is a subspace of Vj of dimension at least (deg(rj)`j−i).
Therefore, by Lemma 2.2.1, we see core(S)∩Vj has a dimension of at least
deg(rj)`j − deg(rj)i = deg(rj)(`j − i).
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As an indecomposable subspace of Vj can only be deg(rj)-dimensional,
this means core(S) ∩ Vj contains at least `j − i distinct indecomposable
subspaces, and as V = V1 ⊕ ... ⊕ Vk and the sum of the `j’s must be t, the
result follows. 
2.3. Minimal Subgroup Collections
We now aim to use the theory we have developed in the preceding sec-
tion to find a minimal representation for a given group G = V o 〈T 〉.
Fortunately, we can immediately remove a substantial class of subgroups of
G from the list of subgroups that can be used to create a minimal represen-
tation.
Theorem 2.3.1. SupposeG = V o〈T 〉, where V is the direct sum of t inde-
composable subspaces. Then there exists a minimal faithful representation
of G afforded by a collection of subgroups such that for any subgroup H in
the collection with an order divisible by q, H ∩ V is an invariant subspace
that is the direct sum of t− 1 indecomposable subspaces.
Proof. Let C be a collection of subgroups affording a minimal faithful rep-
resentation of G. By Lemma 1 in Johnson [7], we may suppose that all
elements of C are meet-irreducible. Let K ∈ C such that q divides |K|.
By part (a) of Theorem 2.1.1, noting V is elementary abelian so all of its
subgroups are normal, K = W 〈T g〉 where W = K ∩ V is an invariant
subspace of V .
Certainly W 6= V (for otherwise K = G ∈ C, contradicting minimal-
ity), so, by Maschke’s Theorem, V = W⊕W ′ for some non-trivial invariant
subspace W ′ of V . If W ′ is not indecomposable then W ′ = W ′1 ⊕W ′2 for
some non-zero invariant subspaces W ′1,W
′
2 of V , so
W = (W ⊕W ′1) ∩ (W ⊕W ′2)
and K = K1 ∩K2 where K is a proper subgroup of Ki = (W ⊕W ′i )〈T g〉
for i = 1, 2, contradicting that K is meet-irreducible. Hence W ′ is inde-
composable, so W is the sum of t − 1 indecomposable subspaces and the
theorem is proved. 
Subgroups in any collection affording a minimal faithful representation
with indexes divisible by q require a slightly more delicate handling. These
subgroups are subspaces of V , and in light of Theorem 2.1.1, we focus only
on subspaces which are non-invariant.
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Definition 2.3.2. Let W be a subspace of V . Then a collection C of sub-
spaces of V is called W -exchangeable if W is contained in each subspace
in C, core(∩C) ⊆ core(W ) and the index sum of C is at most the index of
W . If C = {W ′} is W -exchangeable, where W ′ is a subspace of V then we
say that W ′ is W -exchangeable.
Note in particular the following transitivity property: if W ′ is a W -
exchangeable subgroup and further W ′′ is W ′-exchangeable, then W ′′ ⊆
W ′ ⊆ W , so certainly
core(W ′′) ⊆ core(W ′) ⊆ core(W )
and
[V : W ′′] ≤ [V : W ′] ≤ [V : W ],
so that W ′′ is also W -exchangeable.
In fact, we can prove a more general property of W -exchangeability.
Lemma 2.3.3. Let W ′ ∈ C where C is W -exchangeable. Suppose that C ′ is
W ′-exchangeable. Then C ′ ∪ C\{W ′} is W -exchangeable.
Proof. Observe that W is contained in every subspace of C ′ ∪ C\{W ′},
core (∩(C ′ ∪ C\{W ′})) = core(∩C ′) ∩ core(∩(C\{W ′})
⊆ core(W ′) ∩ core(∩(C\{W ′}))
= core(∩C)
⊆ core(W ),
and the index sum of C ′ ∪C\{W ′} is bounded by the index sum of C\{W ′}
plus the index of W ′ (since C ′ is W ′-exchangeable), which is just the index
sum of C, which is bounded above by the index of W . 
Another useful property of W -exchangeability follows.
Lemma 2.3.4. Suppose W = W1 ∩ W2, where W is a proper subspace
of both W1 and W2 (so W is meet reducible). Then {W1,W2} is W -
exchangeable.
Proof. Immediately core(W ) = core(W1 ∩W2) and
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[V : W ] = [V : W1 ∩W2] = [V : W1][W1 : W1 ∩W2]
= [V : W1][W1 +W2 : W2]
≤ [V : W1] + [W1 +W2 : W2]
≤ [V : W1] + [V : W2]
which verifies that {W1,W2} is W -exchangeable. 
Lemma 2.3.5. Any subspace W of V of codimension greater than or equal
to 2 is meet reducible.
Proof. IfW has codimension greater than or equal to 2, thenW⊕〈v1〉⊕〈v2〉
is a subspace of V for some v1, v2 ∈ V , so that W = W1 ∩W2 where we
put Wi = W + 〈vi〉, noting W is a proper subspace of Wi for i = 1, 2. 
Proposition 2.3.6. Let G = V o 〈T 〉 and W ≤ V . Then there exists a
W -exchangeable collectionW of subspaces of V of codimension 1.
Proof. If W has codimension 1 then W = {W} is W -exchangeable triv-
ially, which starts an induction.
Suppose W has codimension ≥ 2, so W is meet reducible, say W =
W1 ∩W2, where W is a proper subspace of W1 and W2. Then {W1,W2}
is W -exchangeable. By an inductive hypothesis (since W1,W2 have codi-
mension less than the codimension of W ) there exists a Wi-exchangeable
collection Wi of subspaces of V of codimension 1, for i = 1, 2. Put
W =W1 ∪W2. By Lemma 2.3.3,W is W -exchangeable, and the proposi-
tion follows by induction. 
Theorem 2.3.7. Let G = V o 〈T 〉. Suppose φT = r1...rk, with ri all
distinct and irreducible. Suppose Vi = V ∩ ker(ri(T )) is the direct sum of
ti indecomposables for each i. Then there exists a minimal representation
of G afforded by a subgroup collection W such that every subgroup W
in W of index divisible by q is a (n − 1)-dimensional subspace so that
core(W ) = core(W1)⊕ ...⊕ core(Wk) where Wi = W ∩ Vi and core(Wi)
is the direct sum of at least (ti − 1) indecomposables for each i.
Proof. Let C be any subgroup collection that affords a minimal faithful
representation ofG. By applying the previous proposition to any member of
C that is a subgroup of G whose order is not divisible by q, we may suppose
any such subgroup is a subspace W of V of codimension 1. But then
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dim(W ∩ Vi) = dimW + dimVi − dim(W + Vi)
≥ n− 1 + dimVi − n
= dimVi − 1,
so that Wi := W ∩ Vi has codimension at most 1 in Vi. By the proof of
Theorem 2.2.4, core(Wi) contains at least ti − 1 indecomposables. 
Before moving on to the final result, we shall establish a canonical way
to construct an (n− 1)-dimensional subspace with the above properties.
Lemma 2.3.8. Let V = V1 ⊕ ... ⊕ Vm where φT = r1...rm for distinct
irreducible r1, ..., rm, such that Vi = ker(ri(T )) is indecomposable for i =
1, ...,m. LetBi be a basis for Vi for i = 1, ...,m and putB = B1∪ ...∪Bm,
which is a basis for V . Let
V = {v =
∑
b∈B
λbb ∈ V |
∑
b∈B
λb = 0}.
Then V has codimension 1 and core(V ) = {0}. Conversely, if W is a
codimension 1 subspace of V such that core(W ) = {0} then we can choose
a basis Bi for Vi for i = 1, ...,m such that W = V .
Proof. Put n = dim(V ). If n = 1 then all of the claims hold trivially, so
we may suppose throughout that n ≥ 2. If B = {v1, ..., vn} then {v1 −
v2, ..., v1 − vn} is a basis for V , so dim(V ) = n− 1. Because r1, ..., rm are
distinct, V1, ..., Vm are the unique indecomposable subspaces, and none of
these are contained in V , so core(V ) = {0}.
Conversely, letW be a codimension 1 subspace of V such that core(W ) =
{0}. Choose any basis B′i for W ∩ Vi. Certainly W ∩ Vi has codimension
1 in Vi, since core(W ) = {0}. Hence B′i ∪ {vi} is a basis for Vi for some
vi ∈ Vi. Put
Bi = {b+ vi | b ∈ B′i} ∪ {vi}.
Then Bi is also a basis for Vi. If m = 1 then V = Vi and it follows from the
definition that V = W . This starts an induction. Suppose m > 1 and put
V̂ = V2⊕ ...⊕Vm, so that V = V1⊕ V̂ . Certainly, W ∩ V̂ has codimension
1 in V̂ , since core(W ) = {0}. Suppose, as an inductive hypothesis, that we
have bases B2, ..., Bm for V2, ..., Vm respectively, such that
W ∩ V̂ =
{∑
c∈C
λcc ∈ V̂ |
∑
c∈C
λc = 0
}
,
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whereC = B2∪...∪Bm. Observe that (W∩V1)⊕(W∩V̂ ) has codimension
1 in W , so we may choose some w ∈ W\((W ∩ V1) ⊕ (W ∩ V̂ )). But
w = v + v̂ for some unique w ∈ V1 and v̂ ∈ V̂ . If one of v or v̂ is in
W then both are, contradicting the choice of w. Hence v, v̂ 6∈ W . But
v̂ =
∑
c∈C λcc for some scalars λc. Put λ =
∑
c∈C λc. By the inductive
hypothesis, λ 6= 0. Now put
B1 =
{
b− 1
λ
v | bb ∈ B′1
} ∪ {− 1
λ
v
}
,
so that B1 is a basis for V1. Finally, put B = B1∪ ...∪Bm and form V̂ with
respect to B. But,
w = v + v̂ = −λ(− 1
λ
v
)
+
∑
c∈C
λcc
and −λ +∑c∈C λc = −λ + λ = 0, so that w ∈ V , by definition. Noting
that
W = 〈w〉 ⊕ (W ∩ V1)⊕ (W ∩ V̂ ),
it is straightforward, using the inductive hypothesis, to verify that W ⊆ V .
Because dim(W ) = n − 1 = dim(V ), we have W = V , establishing the
inductive step, and completing the proof of the lemma.

2.4. Final Results
We have now accumulated enough knowledge to prove a full theorem
for the semidirect product of elementary abelian groups with prime cyclic
groups. Recall that by Theorem 2.1.9 the minimal polynomial of an action
T on E has a square-free polynomial.
Theorem 2.4.1. Let G = V o 〈T 〉 and suppose that
φT (x) = r1...rm(x) 6= x− 1
is a product of distinct irreducible polynomials r1, .., rm of degree s, where
s is the order of p modulo q. Suppose, for i = 1 to m, that ker(ri(T )) is
the direct sum of ki indecomposable subspaces, and reorder r1, ..., rm (if
necessary) so that k1 ≥ ... ≥ km. Let a be the smallest integer such that
q < aps−1 and put kj = 0 for j ≥ m+ 1. Then
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µ(G) = kapq +
a−1∑
i=1
(ki − ka)ps.
Proof. Suppose first that s = 1, so that Fp has q-th roots of unity. Then
a = q + 1, m ≤ q, ka = 0 and all indecomposables are 1-dimensional.
Hence T is diagonal, and T 6= I since ϕT (x) 6= x− 1. By Lemma 2.1.7,
µ(G) = µ(V ) = np,
which verifies the formula in the statement of the theorem, since ka = 0 and
a−1∑
i=1
(ki − ka)ps = (k1 + ...+ kn−1)p = (k1 + ...+ km)p = np.
Suppose now that s ≥ 2. We first prove that the above formula is an
upper bound for µ(G). We have
V =
m⊕
i=1
ki⊕
i=1
Vij =
⊕
(i,j)∈I
Vij
where Vij is indecomposable with T |Vij having minimal polynomial ri, for
each (i, j) ∈ I , where
I = {(i, j)|1 ≤ i ≤ m, 1 ≤ j ≤ ki}.
For J ⊆ I , put
VJ =
⊕
(i,j)∈J
Vij
so that V = VI = VJ ⊕ VI\J . If W = VJ for some J ⊆ I then put
W ′ = VI\J
so that V = W ⊕W ′. For j = 1 to ka, we have k`j ≥ j ≥ k`j+1 for some
largest `j ∈ {a, ...,m}, and we put
Wj =
`j⊕
i=1
Vij ,
46 2. VECTOR SPACE THEORY FOR SEMIDIRECT PRODUCTS
so that T |Wj has minimum polynomial r1...r`j . In particular, `1 = m, since
km ≥ 1 > 0 = km+1, and T |W1 has minimum polynomial r1...rm.
Thus
V = VX ⊕ (
ka⊕
j=1
Wj)
where
X = {(i, j)|i < a, ka < j ≤ ki}.
If W is a direct sum of N indecomposable subspaces such that T |W has
minimal polynomial r1...rN then let W denote a canonical codimension 1
subspace of W as described in Lemma 2.3.8, so core(W ) = {0}.
For j = 1 to ka, put
Hj = Wj ⊕W ′j ,
so core(Hj) = W ′j and |G : Hj| = pq. For (i, j) ∈ X , put
Kij = V
′
ij〈T 〉,
so core(Kij) = V ′ij and |G : Kij| = ps.
Let C = {H1, ..., Hka} ∪ {Kij | (i, j) ∈ X}. Then
core(
⋂ C) = (⋂kaj=1W ′j) ∩ (⋂(i,j)∈X V ′ij) = VX ∩ V ′X = {0},
so C affords a faithful representation of G of degree
ka∑
j=1
|G : Hj|+
∑
(i,j)∈X
|G : Kij| = kapq +
a−1∑
i=1
(ki − ka)ps.
This proves that
µ(G) ≤ kapq +
a−1∑
i=1
(ki − ka)ps.
We now prove that the formula is a lower bound for µ(G).
By Theorem 2.3.1 and the proof of 2.3.7 there exists a collection C
affording a minimal faithful representation of G such that C = D ∪ E ,
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where D = {D1, ..., D`} and E = {E1〈T 〉, ..., Et〈T 〉} for some codimen-
sion 1 subspaces D1, ..., D` of V , and invariant subspaces E1, ..., Et of V ,
each of which complements an indecomposable subspace. We interpret
` = 0, t = 0 to mean D = ∅, E = ∅ respectively.
Throughout if X is an invariant subspace of V then X ′ denotes some
invariant subspace such that V = X ⊕ X ′, and we call X ′ a complement
of X , guaranteed to exist by Maschke’s Theorem. Further, X denotes a
canonical codimension 1 subspace of X in the case that X is a sum of
indecomposables with distinct minimum polynomials, which can be used
to represent any codimension 1 subspsace by Lemma 2.3.8. Theorem 2.3.7
tells us that, for i = 1, ..., `, (core(Di))′ is a sum of indecomposables with
distinct minimum polynomials and
Di = (core(Di))⊕ (core(Di)′).
The degree of the representation afforded by C is `pq + tps (because
|G : Di| = pq and |G : Ej〈T 〉| = ps for each i, j), so to complete the proof
of the theorem it suffices to show
`pq + tps ≥ kapq +
a−1∑
i=1
(ki − ka)ps.
As a stepping stone we will first prove ` ≥ ka. We use the following
claim, which we will prove later.
Claim: V = S1 ⊕ ... ⊕ S` ⊕ T1 ⊕ ... ⊕ Tt for some invariant sub-
spaces S1, ..., S`, T1, ..., Tt of V such that, after possible rewriting of D and
E , Di = Si ⊕ S ′i, Ej = T ′j where Si is a sum of indecomposables with
distinct minimal polynomials, for i = 1, ..., `, and Tj is indecomposable for
j = 1, ..., t.
Suppose by way of contradiction that ` < ka. Hence, using the decom-
position of V in the claim, at most ka − 1 indecomposables with minimum
polynomial ri appear in S1 ⊕ ...⊕ S` for i = 1, ..., a. But at least ka copies
of indecomposables with minimum polynomial ri appear in the decomposi-
tion of V for each i. Hence t ≥ a and, without loss of generality, T1, ..., Ta
are indecomposables with minimum polynomials r1, ..., ra respectively. Put
S = T1 ⊕ ...⊕ Ta ⊕ (T1 ⊕ ...⊕ Ta)′
where (T1 ⊕ ... ⊕ Ta)′ = T ′1 ∩ ... ∩ T ′a = E1 ∩ ... ∩ Ea, which is indeed a
complement for T1⊕ ...⊕Ta. But core(S) = E1∩ ...∩Ea, so the collection
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C ′ = D ∪ {S} ∪ (E\{E1〈T 〉, ..., Ea〈T 〉})
affords a faithful representation of G, but with degree less than the degree
of the representation afforded by C, since
|G : S| = pq < aps = |G : E1〈T 〉|+ ...+ |G : Ea〈T 〉|.
This contradicts that C is minimal. Hence ` ≥ ka.
For i = 1 to a− 1, there are at most ` occurrences of indecomposables
with minimum polynomial ri appearing in S1 ⊕ ... ⊕ S`, so at least ki − `
such indecomposables must occur amongst T1, ..., Tt. Hence t ≥ (k1− `) +
...+ (ka−1 − `).
Thus
`pq + tps = kapq + (`− ka)pq + tps
≥ kapq + (`− ka)pq + ps
a−1∑
i=1
(ki − `)
≥ kapq + (`− ka)(a− 1)ps + ps
a−1∑
i=1
(ki − `)
= kapq + p
s
a−1∑
i=1
(ki − ka)
and the equality given before the claim is proven.
To prove the theorem it therefore suffices to prove the claim. As a first
step we prove
V = T1 ⊕ ...⊕ Tt ⊕ (E1 ∩ ... ∩ Et)
for some indecomposables Ti such that Ei = T ′i for i = 1, ..., t. Note that
V = E1 ⊕ T1 for some indecomposable T1, so E1 = T ′1, which starts an
induction.
Suppose, as inductive hypothesis, that for k ≤ t,
V = T1 ⊕ ...⊕ Tk−1 ⊕ (E1 ∩ ... ∩ Ek−1),
for some indecomposables T1, ..., Tk−1 such thatEi = T ′i for i = 1, ..., k−1.
By minimality of C, E1 ∩ ... ∩ Ek is a proper subspace of E1 ∩ ... ∩ Ek−1.
But
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E1 ∩ ... ∩ Ek−1
E1 ∩ ... ∩ Ek
∼= (E1 ∩ ... ∩ Ek−1) + Ek
Ek
=
V
Ek
,
which is indecomposable, so we may choose an indecomposable Tk such
that
E1 ∩ ... ∩ Ek−1 = (E1 ∩ ... ∩ Ek)⊕ Tk.
Certainly Tk is not a subspace ofEk (for otherwiseE1∩...∩Ek∩Tk 6= {0}),
so it follows that V = Ek ⊕ Tk, so we may take Ek = T ′k. Then
V = (T1 ⊕ ...⊕ Tk−1)⊕ (E1 ∩ ... ∩ Ek−1)
= (T1 ⊕ ...⊕ Tk−1)⊕ ((E1 ∩ ... ∩ Ek)⊕ Tk)
= T1 ⊕ ...⊕ Tk ⊕ (E1 ∩ ... ∩ Ek),
which completes the inductive step. This proves the first step given above
when k = t.
Observe that the first step starts a new induction, and also proves the
claim when ` = 0 (for then C = E and E1∩ ...∩Et = {0} so that V = T1⊕
... ⊕ Tt). Suppose ` > 0 and, as inductive hypothesis, that, for 1 ≤ k ≤ `,
we can rewrite D if necessary so that
V = S1 ⊕ ...⊕ Sk−1 ⊕ T1 ⊕ ...⊕ Tt ⊕ (S ′1 ∩ ... ∩ S ′k−1 ∩ E)
where E = E1 ∩ ... ∩ Et and, for i = 1 to k − 1, Di = Si ⊕ S ′i where Si is
a sum of indecomposables with distinct minimum polynomials.
By minimality of C,
core(D1 ∩ ... ∩Dk−1 ∩ E) 6= core(D1 ∩ ... ∩Dk ∩ E),
that is,
S ′1 ∩ ... ∩ S ′k−1 ∩ E 6= S ′1 ∩ ... ∩ S ′k−1 ∩ (coreDk) ∩ E.
But
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S ′1 ∩ ... ∩ S ′k−1 ∩ E
S ′1 ∩ ... ∩ S ′k−1 ∩ E ∩ (coreDk)
∼= (S
′
1 ∩ ... ∩ S ′k−1 ∩ E) + (coreDk)
coreDk
≤ V
coreDk
∼= (coreDk)′,
which is a sum of indecomposables with distinct minimum polynomials.
Hence
(S ′1 ∩ ... ∩ S ′k−1 ∩ E ∩ (coreDk))⊕ Sk = S ′1 ∩ ... ∩ S ′k−1 ∩ E
for some invariant subspace Sk contained in E, which is a sum of inde-
composables with distinct minimum polynomials. Choose any complement
(S ′1 ∩ ... ∩ S ′k−1 ∩ E)′ of S ′1 ∩ ... ∩ S ′k−1 ∩ E and let
S ′k = (S
′
1 ∩ ... ∩ S ′k−1 ∩ E ∩ (coreDk))⊕ (S ′1 ∩ ... ∩ S ′k−1 ∩ E)′.
Put
D˜k = Sk ⊕ S ′k.
Observe that core D˜k = S ′k and
S ′1 ∩ ... ∩ S ′k−1 ∩ E ∩ (core D˜k) = S ′1 ∩ ... ∩ S ′k−1 ∩ E ∩ S ′k
= (S ′1 ∩ ... ∩ S ′k−1 ∩ E) ∩ [(S ′1 ∩ ... ∩ S ′k−1 ∩ E ∩ (coreDk))
⊕ (S ′1 ∩ ... ∩ S ′k−1 ∩ E)′]
= S ′1 ∩ ... ∩ S ′k−1 ∩ E ∩ (coreDk),
so we may replace Dk by D˜k in C without disturbing faithfulness or degree
of the representation afforded by C. Renaming D˜k by Dk, we get
V = S1 ⊕ ...⊕ Sk−1 ⊕ T1 ⊕ ...⊕ Tt ⊕ (S ′1 ∩ ... ∩ S ′k−1 ∩ E)
= S1 ⊕ ...⊕ Sk−1 ⊕ T1 ⊕ ...⊕ Tt ⊕
(
(S ′1 ∩ ... ∩ S ′k−1 ∩ E ∩ (coreDk))⊕ Sk
)
= S1 ⊕ ...⊕ Sk−1 ⊕ T1 ⊕ ...⊕ Tt ⊕
(
Sk ⊕ (S ′1 ∩ ... ∩ S ′k−1 ∩ S ′k ∩ E)
)
= S1 ⊕ ...⊕ Sk ⊕ T1 ⊕ ...⊕ Tt ⊕ (S ′1 ∩ ... ∩ S ′k ∩ E).
This completes the inductive step. Taking k = ` gives
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V = S1 ⊕ ...⊕ S` ⊕ T1 ⊕ ...⊕ Tt ⊕ (S ′1 ∩ ... ∩ S ′` ∩ E)
= S1 ⊕ ...⊕ S` ⊕ T1 ⊕ ...⊕ Tt,
since S ′1 ∩ ...∩ S ′` ∩E = {0} (by faithfulness), completing the proof of the
claim. 
We are now equipped to prove our final theorem.
Theorem 2.4.2. Let G = V o 〈T 〉, where
φT (x) = (x− 1)r1...rm(x)
with r1, ..., rm distinct irreducible polynomials of degree s ≥ 2, where s is
the order of p modulo q. Suppose that ker(T − I) and ker(ri(T )) are direct
sums of k and ki indecomposable subspaces respectively for each i, and
reorder r1, ..., rm (if necessary) so that k1 ≥ ... ≥ km. Let a be the smallest
integer such that q < aps−1 and put kj = 0 for j ≥ m+ 1. Then
µ(G) =

kapq +
a−1∑
i=1
(ki − ka)ps if ka ≥ k
(k − ka)p+ kapq +
a−1∑
i=1
(ki − ka)ps if ka < k.
Proof. Here we have G = V 〈T 〉 where V = V˜ ⊕Z, where V˜ = ⊕(i,j)∈IVij
and Z = ⊕kα=1Zα, where the Vij are indecomposables with minimum poly-
nomials from amongst r1, ..., rm and the Zα are one-dimensional indecom-
posables on which the action of T is trivial (so Zα〈T 〉 ∼= Cp × Cq). By the
previous theorem
µ(V˜ 〈T 〉) = kapq + ps
∑a−1
i=1 (ki − ka).
Certainly we have µ(G) ≥ µ(V˜ 〈T 〉). There are two cases, according to
whether ka ≥ k or ka < k.
Case 1: ka ≥ k.
Let C be the collection of subgroups described in Theorem 2.4.1 that
affords a faithful representation of V˜ 〈T 〉 of degree µ(V˜ 〈T 〉), replacing V
by V˜ throughout. For α = 1, ..., k, let Uα = Wα ⊕ Zα and
Ĥα = Uα ⊕W ′α ⊕ (
⊕
β 6=α
Zβ).
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Put
Ĉ = {Ĥ1, ..., Ĥk, Hk+1 ⊕ Z, ..., Hka ⊕ Z} ∪ {Kij ⊕ Z | (i, j) ∈ X}.
As before, core(∩Ĉ) = {0}, so Ĉ affords a faithful representation of G.
Its degree is the same as the degree of the representation of V˜ 〈T 〉 afforded
by C, which is µ(V˜ 〈T 〉), so
µ(G) ≤ µ(V˜ 〈T 〉) ≤ µ(G),
whence we have equality and we are done.
Case 2: k > ka.
We make the same definitions as in the previous case, except that we
put
Ĉ = {Ĥ1, ..., Ĥka} ∪ {Kij ⊕ Z | (i, j) ∈ X}
∪{
(
V˜ ⊕ (⊕β 6=αZβ)
)
〈T 〉 | α = ka + 1, ..., k}.
The degree of the representation of G afforded by Ĉ is
kapq + (k − ka)p+ ps
a−1∑
i=1
(ki − ka),
which therefore serves as a lower bound for µ(G). Now let C = D ∪ E
be any collections of subgroups affording a minimal representation of G,
where, by Theorems 2.3.1 and 2.3.7, we may assumeD = {D1, ..., D`} and
E = {E1〈T 〉, ..., Ek〈T 〉}, where D1, ..., Dk are codimension 1 subspaces
of V and, after reordering (if necessary), E1, ..., Et0 are complements of
indecomposables with minimum polynomials from amongst r1, ..., rm and
Et0+1, ..., Et are complements of one-dimensional indecomposables. As
before, ` ≥ ka and, by the same reasoning as before, t0 ≥
∑a−1
i=1 (ki − `)
and t− t0 ≥ k − `.
By minimality of a we have
(a− 1)ps−1 ≤ q.
If (a − 1)ps−1 = q then p divides q (since s ≥ 2), which is impossible.
Hence (a− 1)ps−1 < q, so (a− 1)ps−1 ≤ q − 1, so
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pq ≥ (a− 1)ps + p.
Hence
µ(G) = `pq + t0p
s + (t− t0)p
= kapq + (`− ka)pq + t0ps + (t− t0)p
≥ kapq + (`− ka)[(a− 1)ps + p] + ps
a−1∑
i=1
(ki − `) + (k − `)p
= kapq + (k − ka)p+ ps
a−1∑
i=1
(ki − ka),
so that we get equality, and the theorem is proven.

Remark 2.4.3. Since submission of this thesis it was noticed that the pa-
rameter a in Theorems 2.4.1 and 2.4.2 can only take the values 1 and 2. For
details, the reader is referred to [3].
By Theorem 2.1.9, all semidirect productsEoCq satisfy the hypotheses
of Theorems 2.4.1 and 2.4.2, so we have found all of their minimal degrees.
As an illustration of the usefulness of the above work, we discuss a
problem posed by Saunders in [15], following on from [17], where he pro-
vides an infinite class of examples of groups for which the direct product
is strictly sub-additive, generalising an example given by the referee at the
end of Wright’s paper [19]. (Relevant subgroups of the examples of Saun-
ders and Wright are reproduced below, up to isomorphism, within the dis-
cussion of Examples 2.4.4 and 2.4.5, using the constructions of this chap-
ter). However, all of these examples are pairs of groups G and H such that
max{µ(G), µ(H)} = µ(G ×H). They also have the property that G does
not have a proper direct product decomposition and H is cyclic of prime
order. Saunders asks whether there exist groups G and H , such that
max{µ(G), µ(H)} < µ(G×H) < µ(G) + µ(H).
There are in fact natural methods to generate many groups with this
property. Suppose that K and L are given nontrivial groups such that
µ(K × L) = µ(K) < µ(K) + µ(L),
such as any of the examples in [15], [17] or [19].
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Suppose that M is any nontrivial group such that
µ(L×M) = µ(L) + µ(M)
and
µ(K × L×M) = µ(K × L) + µ(M) = µ(K) + µ(M).
Choices for M are plentiful. For example, we can choose M to be any
nontrivial group with order coprime to the orders of K and L, and then
these equations hold by a result of Johnson [7] (Proposition 1.1.12 in this
thesis). Then
µ(K) < µ(K) + µ(M) < µ(K) + µ(L) + µ(M) = µ(K) + µ(L×M),
and so
max{µ(K), µ(L×M)} < µ (K × (L×M)) < µ(K) + µ(L×M),
provided we choose M such that µ(L × M) ≤ µ(K), thus solving the
problem posed by Saunders.
An alternative method for choosing K, L and M is by exploiting the
overlap of the formulae in Theorems 2.4.1 and 2.4.2. Let p and q be distinct
primes such that the order of p modulo q is s, and assume s ≥ 2. Assume
also that q < ps−1, so that a ≥ 1 in the hypotheses of Theorems 2.4.1 and
2.4.2. Let T be an invertible n × n matrix over Fp of order q having an
irreducible minimal polynomial of degree s, so that n = ks for some fixed
k ≥ 1. Let V be the direct sum of k (isomorphic) indecomposable modules
with respect to the action induced by T (so V has dimension n), and put
K = V o 〈T 〉 ∼= Cnp o Cq.
By Theorem 2.4.1,
µ(K) = kpq.
Let V` be the direct sum of ` one-dimensional spaces and I` the ` × `
identity matrix, where ` is a positive integer. Put
V = V ⊕ V`, T = T ⊕ I`
and
G` = V o 〈T 〉 ∼= Cn+`p o Cq,
where the action induced by I` is trivial. By Theorem 2.4.2,
µ(G`) =
{
kpq if ` ≤ k
kpq + (`− k)p if ` > k.
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Now put L = Vk ∼= Ckp and M = V` ∼= C`p for any ` ≥ 1. Then
µ(L×M) = (k + `)p = µ(L) + µ(M).
Observe also that
K × L ∼= Gk and K × L×M ∼= Gk+`,
so that µ(K × L) = kpq = µ(K) and
µ(K × L×M) = kpq + `p = µ(K × L) + µ(M) = µ(K) + µ(M).
Hence the earlier equations relating the minimal degrees of K, L and M
are satisfied. Thus, if we choose ` such that k + ` ≤ kq then µ(L ×M) =
(k+`)p ≤ kpq = µ(K) and we have another large class of examples where
max{µ(K), µ(L×M)} < µ (K × (L×M)) < µ(K) + µ(L×M).
A novel feature of this class is that we can make the group L as large
as we like whilst the group K retains the property of not having a proper
direct product decomposition. The following problem arises naturally from
our investigations:
Problem: Characterise groups G that have no proper direct product de-
composition but for which there exists a group H such that µ(G) = µ(G×
H). For such groups G find the maximal such H .
The problem of Saunders may be refined as follows:
Problem (Saunders): Find groups G and H , if they exist, such that G and
H both have no proper direct product decomposition, but
max{µ(G), µ(H)} < µ(G×H) < µ(G) + µ(H).
Example 2.4.4. Consider the groups
G1 = F25 o 〈T1〉, G2 = F35 o 〈T2〉, G3 = F45 o 〈T3〉
where
T1 =
(
0 4
1 4
)
, T2 =
 0 4 01 4 0
0 0 1
 , T3 =

0 4 0 0
1 4 0 0
0 0 1 0
0 0 0 1
 ,
so that
φT1(x) = x
2 + x+ 1, φT2(x) = φT3(x) = (x− 1)(x2 + x+ 1)
and
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〈T1〉 ∼= 〈T2〉 ∼= 〈T2〉 ∼= C3.
Then G1 ∼= C25 o C3 and µ(G1) = 15, by Theorem 2.4.1. From the
proof, a minimal faithful representation is afforded by a single subgroup
corresponding to a codimension 1 subspace of F25 with trivial core. We get
the following transitive representation:
G1 ∼= 〈x1, x2, y|x51 = x52 = y3 = 1, xx21 = x1, xy1 = x2, xy2 = x−11 x−12 〉
∼= 〈α1, α2, β〉,
where
α1 = (1 2 3 4 5)(6 7 8 9 10)(11 14 12 15 13),
α2 = (1 2 3 4 5)(6 9 7 10 8)(11 12 13 14 15),
β = (1 11 6)(2 12 7)(3 13 8)(4 14 9)(5 15 10).
By Theorem 2.4.2, µ(G2) = 15, by a minimal faithful transitive rep-
resentation induced by a subgroup corresponding now to a codimension 1
subspace of F35 with trivial core, yielding
G2 ∼= G1 × C5 ∼= 〈α1, α2, α3, β〉,
where α1, α2 and β are as above, and
α3 = (1 2 3 4 5)(6 7 8 9 10)(11 12 13 14 15).
In fact G1 and G2 are subgroups of the transitive permutation group intro-
duced at the end of Wright’s paper [19] yielding the first published coun-
terexample to additivity of µ with respect to direct product. By contrast,
µ(G3) = 15 + 5 = 20, again by Theorem 2.4.2, but by an intransitive faith-
ful representation, afforded by the codimension 1 subspace of the previous
case, augmented in the obvious way, and a subgroup of index 5, yielding
G3 ∼= G2 × C5 ∼= G1 × C25 ∼= 〈α1, α2, α3, α4, β〉,
where α1, α2, α3 and β are as above, but fixing five new letters, and
α4 = (16 17 18 19 20).
Now we have an illustration of the phenomenon described earlier where
max{µ(K), µ(L×M)} < µ (K × (L×M)) < µ(K) + µ(L×M)
by taking K = G1 and M = C25 , and noting that µ(M) = 10.
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Example 2.4.5. Let p and q be primes such that p has order q − 1 modulo
q, so that φ(x) = 1 + x + . . . + xq−1 is irreducible over Fp, and also such
that q < pq−2 (to ensure that a ≥ 1 in the hypotheses of Theorems 2.4.1 and
2.4.2 when they are applied below). The smallest case is p = 2 and q = 5.
Consider the groups
H1 = Fq−1p o 〈U1〉 and H2 = Fqp o 〈U2〉,
where U1 and U2 are matrices over Fp in rational canonical form having
minimal polynomials φ(x) and (1 + x)φ(x) respectively. Then
H1 ∼= Cq−1p o Cq, H2 ∼= Cqp o Cq ∼= H1 × Cp,
and µ(H1) = µ(H2) = pq, by Theorems 2.4.1 and 2.4.2. Observe that
H1 is a subgroup of the complex reflection group C(p, p, q), a member of
the infinite class of counterexamples studied by Saunders in [17]. In the
smallest case, when p = 2 and q = 5, the groups become H1 ∼= C42 o C5
and H2 ∼= C52 o C5 ∼= H1 × C2, where
U1 =

0 0 0 1
1 0 0 1
0 1 0 1
0 0 1 1
 ,
U2 =

0 0 0 1 0
1 0 0 1 0
0 1 0 1 0
0 0 1 1 0
0 0 0 0 1
 ,
and
µ(H1) = µ(H2) = µ(H1 × C2) = 10 < 12 = µ(H1) + µ(C2).
The groupH1 and these properties appear for the first time in [15]. In his
thesis [16], Saunders shows, by an elaborate argument and some computer
checking, that the subadditive property cannot occur for a direct product
embedded in the symmetric group on less than 10 letters. It is gratifying that
the smallest example that comes from Saunders’ investigations, where he
was motivated by questions about complex reflection groups, also coincides
with the smallest example that arises as an application of Theorems 2.4.1
and 2.4.2.
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