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Abstract
We compute the quark and gluon form factors at up to three-loop order within
massless perturbative Quantum Chromodynamics by studying the photon-quark-
anti-quark vertex and the effective vertex of a Higgs boson and two gluons. We
use Feynman diagram methods to derive expressions for the form-factors in terms
of tensor loop integrals in D = 4 − 2ǫ dimensions. We review various methods
for relating tensor integrals to a basis set of master integrals and utilize the FIRE
package based on Integration-By-Parts to perform the reduction, thereby enabling
the form factors to be expressed (in D-dimensions) as a sum of master integrals. We
assemble the known results for master integrals and use them to provide a Laurent
expansion in ǫ through to O(ǫ0). The results for the three-loop form factors may
provide the building blocks for many third-order cross section calculations.
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In this chapter we give a brief introduction to the theory of the strong interactions
Quantum ChromoDynamics (QCD), emphasizing only the aspects needed for the
rest of this thesis. More details can be found in the relevant textbooks [3–10].
1.1 Quark Model
The particles which interact strongly are called hadrons. They are observed either in
fermionic (baryons) or bosonic (mesons) states. According to the quark model, the
baryons are bound states of three quarks (qqq) while the mesons are bound states of
a quark and an anti-quark (qq¯). Six species (flavors) of quarks have been observed.
The dynamics of the elementary quarks is described by Quantum Chromodynamics
(QCD). Quarks are considered to be point-like entities, as demonstrated by the
scaling behavior observed in deep inelastic experiments, carrying color charge. The
quarks also possess some properties depending of the type (flavour) of the quark.
The corresponding anti-quarks are denoted by a negative sign.
As yet, no free quarks have been observed in nature and no other fractionally charged
particles found. In order not to contradict the fundamental assumption of quantum
mechanics, the wave function of any state must be anti-symmetric under the ex-
change of any identical spin 1/2 fermions, another property is attributed to the
wave function called color. The wave function describing the quarks is therefore
composed of spatial, spin and color parts. The quarks have color states denoted by
1
1.1. Quark Model 2
{r-red,g-green,b-blue}. According to the color confinement hypothesis, the hadrons
can only occur in color singlets that have zero values of color charges and this ex-
plains why hadrons have integer electromagnetic charges. The existence of three




as well as several other observables.
In QCD the quarks interact via gauge bosons called gluons which both undergo local
SU(3) (Special Unitary) transformations. The properties of this transformation will
be detailed in the next section. A three-color model of quarks has a local SU(3)
symmetry, with currents reflecting its group structure. This suggested a local non-
abelian gauge theory of the type originally introduced by Yang and Mills many years
before.
As seen in the table below (taken from the Review of Particle Physics. by the
Particle Data Group [11]), the masses of the quarks are light compared to the top
quark.
Property/Quark d u s c b t
Q-electric charge -1/3 +2/3 -1/3 +2/3 -1/3 +2/3
I-isospin +1/2 +1/2 0 0 0 0
Iz-isospin -1/2 +1/2 0 0 0 0
S-strangeness 0 0 -1 0 0 0
C-charm 0 0 0 +1 0 0
B-bottomness 0 0 0 0 -1 0










Mev Mev Mev Gev Gev Gev
Table 1.1: Additive quantum numbers and masses of quarks.(The u,d,s quark masses
are estimates of the ”current quark masses”, c and b quarks masses are ”running”
masses in MS scheme.)
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1.2 QCD Lagrangian
The strong interaction is based on the Lagrangian density
LQCD = Lclassical + Lgauge−fixing + Lghost (1.1)
which is a non-Abelian gauge theory based on a SU(3) group.










where the index f runs over all quark flavours. The quark fields ψf,i live in the
fundamental representation with colour index i = 1, . . . , N whereas the gluon fields
Aaµ are in the adjoint representation with a = 1, . . . , N
2 − 1. Here N represents the
number of colours, N = 3. Conventional notation for 6D = γµD
µ where the gamma
matrices satisfy the Clifford algebra,
{γν , γµ} ≡ γνγµ + γµγν = 2gνµ. (1.3)








where g is the strong coupling constant. The generators of the fundamental repre-
sentation group satisfy the commutation relation,
[




where fabc is known as the structure constant. The Pauli matrices relevant for the
SU(2) gauge theory describing weak interactions have a simple generalization to
SU(3). For SU(3) there are 32 − 1 = 8 generators which are 3 × 3 hermitian,
traceless Gell-Mann matrices and fabc is totally antisymmetric. The commutator of
two covariant derivatives gives the field strength tensor of the gluon fields which is
related to the kinetic energy term in the classical Lagrangian part of QCD,
[Dµ, Dν ] = igT
aF aµν (1.6)
where









1.2. QCD Lagrangian 4
Unlike the abelian theory Quantum Electrodynamics (QED), gluons undergo self
interactions. The last term of eq. (1.2) exhibits the non-abelian character of QCD
and produces interactions amongst gluons (three and four gluon vertices) in the
theory. As required, L is invariant under local SU(3) gauge transformations. Under
these transformations the quark fields transform in the fundamental representation,
and gluon fields transform in the adjoint representation of SU(3) so that,
ψf −→ U(x)ψf , (1.8)








U(x) = exp(−iT aθa(x)), (1.10)
and where θa(x) is an arbitrary spacetime dependent function.
If one tries to canonically quantize the theory, a major problem occurs. The canon-
ical momentum of the gluon fields Aµa vanishes. This is because of the freedom to
make gauge transfromations of the gluon fields. A spin-1 massless particle has two
physical degrees of freedom (polarization), therefore one has to put a constraint
on the gluon field Aµ in order to avoid unphysical states. This is achieved by the







The ξ is called the gauge parameter and we are free to choose any value for ξ. The
physical predictions arising from it, are independent of ξ. Some common choices are:
ξ = 0︸ ︷︷ ︸
Landau−gauge
, ξ = 1︸ ︷︷ ︸
Feynman−gauge
, ξ →∞︸ ︷︷ ︸
Unitarity−gauge
. (1.12)
In this thesis we work in axial gauge for the external gluons, ηµ · A
µ = 0 , η2 6= 0
and Feynman gauge for the internal gluons due to simplify the problem at hand. In
the axial gauge there is no need to account for the ghosts. In QCD the longitudinal
part of the gluon field can interact with the transverse (physical) component of
Aaµ. Those unphysical longitudinal components contribute to gluon loops and have
to be subtracted. In order to do this we introduce a new fictitious field called the
1.3. Feynman Rules 5
























Feynman devised a pictorial method to calculate the terms in the perturbative
expansion called Feynman rules. This method was directly derived from the La-
grangian. With the help of these rules one can calculate the perturbative predictions
of the physical observables such as the decay width (Γ) and cross-section (σ) of the
related process. According to the established conventions, quarks are represented
as solid lines, gluons as curly lines and ghosts are dashed lines.
For the external legs for quarks and gluons we have.





In order to calculate the matrix elements we need some identities for the fermion
1.3. Feynman Rules 6
spins and gluon polarizations:
∑
spins
u¯(p)u(p) = 6 p+m,
∑
spins













As mentioned in eq. (1.12), in the Feynman gauge ξ → 1, Landau gauge ξ → 0. The
propagators for quarks,gluons and ghosts are:




















The Lorentz indices are denoted by {µ, ν, . . .}. The color indices for gluon and
ghost are denoted by {a, b, . . . } and for quarks {i, j, . . . }. We assigned a positive
imaginary part +iǫ to the denominator to ensure the propagation from past to
future. The interaction vertices for quark-gluon, gluon-ghost and gluon self interac-
tions are as follows:
1.3. Feynman Rules 7
ij
a, µ





Figure 1.2: The ghost-gluon vertex
gfabcpµ











c, ρ d, σ
a, µ b, ν
Figure 1.4: The four gluon vertex
− ig2fabef cde(gνσgµρ − gµρgνρ)
− ig2facef bde(gρσgµν − gµσgνρ)
− ig2fadef cbe(gνρgµρ − gρσgµν)
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The amplitude for a particular process is constructed by first writing down all
distinct Feynman diagrams of the required order in the coupling constant using
above rules. To compute the amplitude one must follow the prescription given be-
low:
• Multiply by -1 for each fermion or ghost loop.
• Impose momentum conservation at each vertex.






• Multiply by a symmetry factor to allow for permutation of the fields.
1.4 Regularization
Having briefly described the main ingredients of the theory in the last section, we
are now able to do some calculations at leading order (LO) in the strong coupling αs.
The interaction of any set of quarks and gluons is described by the invariant matrix
elementMi→f . The squared matrix element is always proportional to an even power






In a tree-level process one does not deal with divergences. But if precision results
are to be required, one must go beyond leading order to next-to-leading order (NLO)
and beyond. As soon as higher orders in αs are considered, divergences emerge in the
intermediate steps of the calculation, although the final result describing a physically
measurable quantity has to be finite. This does not mean that the Lagrangian is
incapable of defining the theory. At this stage it is better to scetch some Feynman






































Figure 1.7: Leading Order Feynman diagrams for the real corrections to γ∗ → qq¯.
The divergent pieces are generated by the behavior of the integrand at high and
low virtual momenta. There are basically two sources of singularities:
• Ultraviolet divergences (UV) emerge when the loop momentum is not bounded
and can take arbitrarily large values.
The below integral I diverges as k →∞.
• Infrared divergences (IR) emerge when ;
a) the momentum of an emitted parton approaches zero.
b) a parton is emitted collinearly and propagates in the same direction as the
1.4. Regularization 10
p p− k p
k









In order to isolate and mathematically manipulate the divergent behavior of these
integrals a technique called regularization has to be applied. A proper regular-
ization procedure should respect Lorentz invariance and unitarity and preserve the
gauge symmetry of the theory. In the literature some regularisation methods can
be found such as Pauli-Villars [12], but in this thesis we will be using a well tried
and tested one called Dimensional Regularization (DR). This method is based on
extending the space-time dimension from four to D = 4 − 2ǫ with a small param-
eter ǫ. Contributions which are simultaneously softly and collinearly divergent and
simple IR singularities cancel in the sum of all contributions in a suitably defined
observable. After a careful cancellation of the poles the limit ǫ → 0 can be taken
for a physical result.
1.4.1 Dimensional Regularization
In Dimensional Regularization (DR) the Feynman integral is regarded as an analyt-
ical continuation of space-time dimension to 4 − 2ǫ dimensions where as ǫ being a
small parameter. The actual calculation of partonic matrix elements in the frame-
work of dimensional regularization requires an extension of the Dirac algebra to D
dimensions. The details of the method can be found in ref. [13]. Here we only give
a summary of prescription to be applied using the scheme:
• The Clifford algebra becomes D dimensional. Instead of having four dimen-
sions now we have D dimensions and the matrices obey:
gµνgµν = D, γ
µγνγµ = −(D − 2)γν , γµγνγργµ = 4gνρ − (4−D)γνγρ
1.4. Regularization 11
















. . . (2π)DδD(pi − pf)




The mass dimensions of the fields are:












Considering the interaction part of the Lagrangian gψ¯Aψ, the coupling g ac-
quires a dimension in D dimensions.
g → µǫg, ǫ = 2−
D
2
After the application of DR to regularize the theory we naturally have introduced a
new scale µ to the theory. This scale is not fixed apriori and leads to an unphysical
scale dependence.
There is still one piece missing after having fixed the dimensionality of the ac-
tion. We are free to choose the polarizations of the internal/external quark and
gluon fields. In this thesis we use Conventional Dimensional Regularization (CDR)
scheme. In CDR there is no distinction between real and virtual partons. There are
two helicity states for quarks and there are (D−2) polarizations for the gauge fields.
There are several other DR schemes that undertake different helicity/polarization
configurations available in the literature. [13, 14]
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1.5 Renormalization
The technique of regularization gives us a way to ‘parameterize the infinities’. Now
we must develop a way to get rid of the infinities appearing in the loop integrals.
This is the step of renormalization. The main idea of renormalization is to rewrite
the original Lagrangian of a quantum field theory by a set of new terms, labelled by
the Feynman graphs that encode the perturbative expansion of the theory. In the
procedure of multiplicative renormalization, we redefine the fields and coupling with
a multiplicative factor. The multiplicative constants absorb all UV divergences to
all orders in perturbative QCD and we get UV-finite renormalized Green’s functions.
One of the problems with any renormalization procedure is a systematic treatment
of nested/overlapping divergences in multiloop diagrams. In practice we write down















The subscript R stands for renormalized quantities. By changing the bare quantities
to the renormalized ones we would expect no change in the action S =
∫
dDxL.
The ultimate goal of this procedure, however, is to obtain a priori unrenormalized
so-called bare Green’s functions from the rewritten LQCD in a form that all UV
singularities can be reshuﬄed into the multiplicative renormalization constants Zi.
By this procedure we can make physical predictions of the observables of the theory
such as cross-sections and decay rates. The cancellation of the UV divergences works
at all orders for all Green’s functions by readjusting the multiplicative factors Z at
each order. The proof of this leads to so called Slavnov-Taylor identities [15]. One
can deduce that, with the help of the aforementioned ideas, QCD is a renormalizable
theory. So far it has been proven that renormalization procedure worked in all orders
in perturbative QCD.
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There is a certain amount of arbitrariness in the renormalization procedure.
In order to remove the divergences from the Green’s functions, one has to choose
a subtraction scheme. In this thesis Modified Minimal Subtraction (MS) which










where γ = 0.5772 . . . is the Euler-Mascheroni constant.
The predictions for the observables may vary depending on the chosen value
for the scale µ. This variation should not be perceived as an inconsistency in the
theory, but is a due to the truncation of the perturbative series. Nevertheless, the
requirement that the physical observanle is independent of the choice of µ leads to
certain restrictions on the renormalized fields and couplings. The renormalization
group equations are differential equations which are generated by requiring that the
physical observables are independent of the scale.
1.5.1 Running Coupling αs







where ′0′ and ′R′ stands for the bare and renormalized coupling. The definition of
the 4-dimensional β − function is:
∂αs
∂ lnµ2











where αs = αs/4π = g
2/16π2, g = g(µ2).
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whereNF andNA are the dimensions of the fundamental and adjoint representations.































, NA = N
2 − 1, (1.20)







At this point, it is useful to write down some of the numerical values of some Zeta




= 1.64493 ζ3 = 1.20206 ζ4 =
π4
90
= 1.08232 ζ5 = 1.03693.
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The solution of the β-function with respect to the µ gives us the strong coupling





















This equation points a significant property of QCD known as ”asymptotic freedom”.
As µ increases αs decreases. Roughly speaking at shorter and shorter distances, the
coupling decreases in size, so that the theory acts like a free theory. Conversely
at larger and larger distances, the coupling increases, so that at a certain point
the perturbation calculations can no longer be valid. The quarks bind more tightly
together, giving rise to confinement. This is called “infrared slavery”. The measured
values of αs(Q), covering energy scales from Q = Mτ = 1.78 GeV to 209 GeV,
exactly follow the energy dependence predicted by QCD and therefore significantly
test the concept of Asymptotic Freedom. The recent world average value of the
strong coupling at Z-pole is [1]:
αs(MZ) = 0.1184± 0.0007.
This value is obtained from τ decays, the proton structure function F2, hadronic
event shapes and jet production in e+e− annihilation, jet production in deep inelastic
scattering and from Υ decays and heavy quarkonia based on unquenched QCD lattice
calculations. This constitutes a striking test of asymptotic freedom in QCD.
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In this chapter we will explain some of the methods to calculate the divergent
integrals which appear when applying the Feynman rules to a process. In any
perturbative QCD calculation at some point, one has to deal with these types of
integrals which is not a trivial task. There are many methods to evaluate the loop
integrals which can be put into three categories. Pure numerical, pure analytical
and semi-numerical. In our study we will only deal with the analytical methods and
try to demonstrate them as clearly as possible. In order to ease the reasoning we
need a notation to carry out in all steps. We first put the problem in its general
form and then establish general methods for simplifying it.
The generic integral with L-loops and N -propagators raised to arbitrary powers
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where {Q2i } represents the external momentum scales present in the problem. In
the case of a scalar integral, the numerator JD({νi}; {Q2i }) is unity. Tensor integrals
have powers of the loop momenta in the numerator, and are much harder to compute







j ξijkj + qi)
2 −M2i + iǫ
(2.2)
where Mi is the mass of the particle associated with propagator i, ξij = 0, 1,−1 for
j = 1 . . . L, and qi is the linear combination of the external momenta.
17
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Loop diagrams are classified according to their topological structure. There are
two types of diagrams. If the diagram doesn’t have crossings between its propagators
it is called planar otherwise it is a non-planar graph. Generally non-planar diagrams
are harder to compute than planar ones. The loop integrals become more difficult to
evaluate for increasing numbers of loops, increasing numbers of propagators, higher
rank tensors and with increasing numbers of external legs and scales.
In the next sections we will give the calculational details to evaluate a certain
type of topology for several methods. In doing so we begin with a simple topology
assuming that all propagators are massless and that all external particles are on
shell.
2.1 Feynman Parameterization
This very popular method was devised by Richard Feynman during the sixties. The
idea is to arrange the denominators of the propagators into a single quadratic form
in the loop-momenta with the help of the δ-function.
Explicitly, the identity reads:
1




Γ(ν1 + · · ·+ νn)
Γ(ν1) . . .Γ(νn)
∫ 1
0
dx1 . . . dxnδ(1− Σxj)















































j and Nν = (ν1 + · · ·+ νN ).


















kiqi + J (2.5)
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tAq− 2ktq+ J (2.6)
where:
A =⇒ Symmetric matrix of dimension L×L, whose elements are functions of the
Feynman parameters x only: A = A (x).
q =⇒ dimension L-vector, whose components are the loop momenta: qt =
[q1 ...qL].
k =⇒ L-vector, whose components are linear combinations of external momenta,






J =⇒ Scalar term, which is a linear combination of scalar products of exter-






The precise form of these quantities depend on the topology of the integral. Putting















































Only the integrations over the Feynman parameters remain to be evaluated.
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2.1.1 Example: One-Loop Triangle
We can now use (2.8) to evaluate the one-loop triangle with two legs on-shell p21 =






Unless stated otherwise we will assume all propagators to be massless throughout
our examples. The loop integral is given by














1 + i0, (2.10)
A2 = (k1 + p1)
2 + i0, (2.11)
A3 = (k1 + p1 + p2)
2 + i0. (2.12)
We will frequently use the shorthand notation,
νijk = ν1 + ν2 + ν3, νij = νi + νj , etc.
























Here, L = 1 and
A = (x1 + x2 + x3) (2.15)
k = −(x2 + x3)p1 − x3p2 (2.16)
J = (x2 + x3)p
2
1 + 2x3p1.p2 + x3p
2
2 (2.17)
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evaluating each term in the expression:








detA (−J + ktA−1k) = −(x1x2 + x1x3)p21 − 2x1x3p1.p2 − (x1x3 + x2x3) p
2
2
= −x1x2p21 − x2x3p
2
2 − x1x3(p1 + p2)
2

































In our case, we have
p21 = 0, p
2
2 = 0, and (p1 + p2)
2 = p23 = s12 (2.22)













With the change of variables:
x1 = χ (2.24)
x2 = (1− χ)ρ (2.25)
x3 = (1− χ)(1− ρ), (2.26)
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we find,



















Finally we have the answer:
ID3 (ν1, ν2, ν3, s12) = (−1)
D/2(s12)
D/2−ν123
Γ(ν123 −D/2)Γ(D/2− ν12)Γ(D/2− ν13)
Γ(ν2)Γ(ν3)Γ(D − ν123)
(2.31)
This is the analytic result for arbitray dimension and arbitrary powers of the prop-
agators. We can also evaluate sub-topologies of triangle such as the bubble integral
for two massless propagators and external momentum p3 by pinching one of the
propagators, i.e. setting ν1 → 0.
2.2 Schwinger Parameterization



































































2.3. Mellin-Barnes Technique 23
In an analogous way, after integration over internal momenta we obtain the Schwinger




















2.2.1 Example: One-Loop Triangle
We will evaluate the same example in the last section with Schwinger representation.
The steps from eq. (2.9) to eq. (2.20) are the same for both. If we put our findings






d−→x (x1 + x2 + x3)
−D/2 exp (−x1x3s12) (2.36)








x1 = ξ1η (2.37)
x2 = ξ2η (2.38)
x3 = (1− ξ1 − ξ2)η (2.39)
The next step is the integration over η variable. Performing the Gaussian integral
















Note that the boundaries of the integrals change after the new variables. After some
straightforward manipulations we get the same result in the last section for the one
loop triangle.
ID3 (ν1, ν2, ν3, s12) = (−1)
D/2(s12)
D/2−ν123




Although Mellin-Barnes representation is known quite a long time it was not used
till the work by M.C.Berge`re and Y.M.P.Lam in 1974 [17,18]. They realized Mellin
2.3. Mellin-Barnes Technique 24
transforms and Mellin integrals can be used as a tool for Feynman diagrams. Since
then it has become a very popular and powerful method in the calculation of Feyn-
man loop integrals.
The method of Mellin-Barnes relies on a special identity to fully factorize the
sums in the numerator and denominator after the Feynman parameterization is used.
So it’s a two step process. First Feynman parameterization is applied and then we
continue with the Mellin-Barnes prescription.














The identity is derived by using the transformation formulae whence the method











By the iteration of the formulae (2.42) we can generalize for many terms in the
denominator.
1






dξ1 . . . dξm−1A
ξ1







Γ(−ξ1) . . .Γ(−ξm−1)Γ(N + ξ1 + · · ·+ ξm−1)
Γ(N)
After the introduction of the Mellin-Barnes identities we are now to use contour
integration to evaluate the integral. The transformed expressions have Γ functions
which have poles. This causes difficulty and may result in unfavorable situations.
In order to perform the integrations we need to choose straight lines parallel to
the imaginary axis and close the contour to the right or left whichever we choose.
With the employment of the Cauchy Residue theorem we can evaluate the expres-
sion usually in terms of Γ functions. Sometimes it becomes very hard to separate
the overlapping poles. A number of algorithms and codes have been developed to
overcome this issue in a safe way. [19–21]
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Figure 2.1: The separation of the poles for Mellin-Barnes integration
From (2.45), poles produced by Γ(· · ·+ ξ) are to the left of the contour and the
poles from Γ(· · ·− ξ) lie to the right of the contour. The value of c is chosen so that
it separates the poles correctly. One further condition is that though the numbers
may be complex they must satisfy |arg(A1)− arg(A2)| < π.





we see that the right-hand side of the equation is equal to the Taylor expansion of
the rearranged form of the left-hand side.
1














The residue of the Γ function at n = 0, 1, 2, . . .
Res{Γ(ξ)}ξ=−n = Res{Γ(y − n)}y=0 = Res
{
Γ(1 + y)







2.3. Mellin-Barnes Technique 26
2.3.1 Example: One Loop Triangle with Two Off-Shell Legs


























3 . We set p
2











P = x1 + x2 + x3 = 1. (2.50)

















2 (1− x1 − x2)
ν3−1QD/2−ν123 (2.51)





The boundaries of the integrals [0, 1], [0, 1− x1] can be arranged for the later use of
the β-function with the following substitution:
x1 = ξ1
x2 = ξ2(1− ξ1) (2.52)
It can be easily seen that the lower bounds of the both integrals become 0 and the
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A2 ≡ (1− ξ1)(1− ξ2)p
2
1 (2.55)
























































Γ(D/2− ν123 + ν2)Γ(ν3 + ω)
Γ(D/2− ν1 + ω)




















which we close to the right (corresponding to p21 < p
2
2. There are two solutions due
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2.4 Negative Dimension Integration Method
The Negative Dimension Integration Method (NDIM) was first developed by Hal-
liday and Ricotta in 1987 with the amazing assertion that the dimension D can
be considered as negative [22]. Their proposition was to perform the loop inte-
gration in a negative number of dimensions and analytically continue to positive
dimensions after evaluating the integrals. Since loop integrals are analytic in the
number of dimension D, this turns out to be a valid method. This method starts
from the Schwinger parameterization of the integral, but thereafter another path is
followed to evaluate the integrals. This method naturally introduces with infinite
sums leading to hypergeometric and other transcendental functions.
Some new concepts such as constraint equations, analytic continuation and pos-
sible kinematic region solutions, come into play during the calculations [23–25]. The
unique feature of this method is that solutions valid in different kinematic regions
can be found simultaneously.
The momentum integral expression that represents any diagram in D = 4 − 2ǫ




















where N is the number of propagators and L is the number of loops. After intro-
ducing Schwinger’s representation, it is possible to solve the momenta integrals in
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j where P and Q are
the L-linear and (L + 1)-multilinears introduced in the previous section. The de-
termination of P and Q depends on the topology of the related Feynman diagram.







The key element of the method comes from the integral ⇔ Kronecker delta
























The Taylor series requires that n ≥ 0 and therefore D
2
≤ 0, which is then the origin of
the name of this integration technique. Inserting the delta function into the Taylor
series immediately gives the correct result.
2.4.1 The Algorithm
We begin our description of this method with (2.62). We introduce a Schwinger
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Likewise we expand the exponentials in eq. (2.66) using the Multinomial Theorem:





n1! . . . nm!
xn11 . . . x
nm
m δn,n1+···+nm (2.71)




















































(m1 + · · ·+mn)! (2.73)















Qq11 . . .Q
qq
q
q1! . . . qq!
xp11 . . . x
pn
n






















mi = m. (2.75)
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The constraints come into play because of the delta function in the multinomial
expansion and are very important for generating the full solution. There are many
infinite sums and the constraints which will be used together fix the summation
parameters in different ways.
In fact we are only expanding two representations of the same integral ID. There-



















Qq11 . . .Q
qq
q
q1! . . . qq!
xp11 . . . x
pn
n








(p1 + · · ·+ pn)! (2.76)
At this stage comparing the terms in the left-hand-side with the right-hand-side we
deduce that the power of xi variables should be negative. There is a further con-
straint obtained by adding the first and the second term in the constraint equations
which will be useful in later steps of the calculation.




Writing up a general solution is not possible in NDIM method since P’s and Q’s
are process dependent. Nevertheless, we can extract the momentum scale Q2i from






q1 . . . (Q2q)
qq(−M21 )






















In order to find the solutions, one has to evaluate the sums using the existing
constraints among the indexes of the sums. The number of different ways to evaluate





where σ is the number of the summations and δ is the number of the constraints.
Although the total number of solutions is fixed by the combinatorics of the particular
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system, some of the solution sets will be empty due to the nature of the system. In
the example below we will see how the method works and give an idea of the form
of the solutions. We will also use some properties of the Γ-functions to present the
solutions in a nice way.
2.4.2 Example: One-Loop Massless Triangle Diagram
To clarify the concepts of the last section we aim to give an example of this method
with the same loop integral we calculated in previous sections, the one-loop triangle
integral with one off-shell leg and no internal masses.
First we write down the P,Q and M functions of the triangle diagram in its
full generality - three internal masses, Mi for i = 1, . . . , 3 and three off-shell legs
p2i = Q
2
i for i = 1, . . . , 3;















It is very handy to construct a template solution of the diagram;













The constraint equations of the diagram is evaluated by equating the xi’s in the
left-hand-side and right-hand-side of the expressions with using the Multinomial
theorem:
q2 + q3 + p1 +m1 = −ν1
q1 + q3 + p2 +m2 = −ν2
q1 + q2 + p3 +m3 = −ν3 (2.81)
p1 + p2 + p3 + q1 + q2 + q3 = −
D
2






= 126 solutions of which forty-five are empty sets due to the nature of the
system. The difference between the number of summation variables (nine) and the
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number of constraints (four) is five which means five-fold sums. In the literature
there are some special hypergeometric functions describing up to three-fold sums
but none for four-fold or more-fold sums.
In our special case we have three massless propagators and two external particles











Putting this in our template solution, we immediately recover the same result as in
the previous chapters.
ID3 (ν1, ν2, ν3;Q
2






− ν1 − ν2)Γ(
D
2






where N = ν1 + ν2 + ν3.
2.5 Differential Equations Method
This method was first introduced by A.V. Kotikov [26, 27] and succesfully applied
by Gehrmann and Remiddi for the evaluation of double box two-loop master inte-
grals [28–32]. In this approach, we avoid the explicit integration of the loop momenta
by deriving differential equations in the internal propagator masses or in external
momenta for the master integral, and then solve these differential equations with
appropriate boundary conditions. The Integration-By-Parts (IBP) and Lorentz In-
variance (LI) identities allow us to express integrals as a combination of few integrals
which are less complicated than the original integral. These few integrals which are
not reducible further are called master integrals for the related Feynman diagram.
Differential equations method is one of the other methods to evaluate the master
integrals of a given topology.
Since there is no way of having general identities for this method we begin with a
pedagogical example to show how it works. In the case of four point functions with
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The derivatives in the invariants are expressed by the external momenta sij =
(pi + pj)
2. The derivatives on the right hand side of eq. (2.83) are not linearly
independent but related to each other under rescaling of the external momenta.
Let’s suppose we have an integral It,r,s(s12, s13, s23, D) where t being the number of
different propagators, r sum of powers of all propagators and s sum of powers of all
scalar products, one finds a scaling relation;




















It,r,s(s12, s13, s23, d) = 0 (2.85)
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Let us now consider the diagram we are interested in and apply the method to




















k2(k − p2)2(k − p2 − p3)2(k − p1 − p2 − p3)2
(2.86)(
2pµ1(k − p1 − p2 − p3)µ











k2(k − p2)2(k − p2 − p3)2(k − p1 − p2 − p3)2
(2.87)(
2pµ2(k − p1 − p2 − p3)µ
(k − p1 − p2 − p3)2
+
2pµ2 (k − p2 − p3)µ













k2(k − p2)2(k − p2 − p3)2(k − p1 − p2 − p3)2
(2.88)(
2pµ3(k − p1 − p2 − p3)µ
(k − p1 − p2 − p3)2
+
2pµ3 (k − p2 − p3)µ
(k − p2 − p3)2
)
.
When we look at the right hand side terms of the equations we see some of the
propagators are squared and some are pinched (eliminated or reduced in power).
With the help of the IBP relations we can reduce these integrals to simpler ones and
thereby make the differential equations simpler. To get a compact representation
we introduce a shorthand notation for our integral;





k2(k − p2)2(k − p2 − p3)2(k − p1 − p2 − p3)2
Our scalar integral reads I(1, 1, 1, 1, D). The differential equations are simplified by












I(1, 1, 1, 1, D) = (D − 6)I(1, 1, 1, 1, D)− I(1, 1, 0, 2, D)− I(2, 0, 1, 1, D)
(2.91)
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The pinched and squared integrals on the right hand side of the equations can be
further reduced less complicated and simpler integrals are obtained.












where B is a bubble type integral.























I(1, 1, 1, 1, D) =
D − 4
2



























I(1, 1, 1, 1, D) =
D − 6
2
















I(1, 1, 1, 1, D) =
D − 6
2













where s123 = s12 + s13 + s23. Equations (2.93)-(2.95) are linear first order inhomo-
geneous equations which can be solved by introducing an integrating factor. We
obtain boundary conditions by setting the invariants to zero. Setting sij = 0 in the
above equations:





[B(1, 1, p123)− B(1, 1, p13)− B(1, 1, p23)]
(2.96)
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In principle the solutions for the differential equations can be obtained from any
of the equations (2.96)-(2.98). We seek a general result with respect to the scale
q2 = s123 = s12 + s13 + s23 and, by making a change of variables, we find the
differential equation in s123 reads;
∂
∂s123
I(1, 1, 1, 1, D) +
D − 4
2(s123 − s13 − s23)
I(1, 1, 1, 1, D) = (2.99)
+
2(D − 3)




















Eq. (2.99) is first order linear inhomogeneous differential equation of the form;
∂y(x)
∂x
+ f(x)y(x) = g(x)











where C is an integrating constant. In eq. (2.104) we have the integrating factor;
M(s123) = (s13 + s23 − s123)
D−4
2
Finally the non-trivial solution of the differential equation in the invariants reads;














2s´123 − s13 − s23







In order to evaluate the integrals we change the boundaries in the relevant integrals.
For the first two integrals the integration variable is shifted to s´123 − s13 − s23 and
for the last one it is shifted to s´123(s´123 − s13 − s23). After performing the integrals
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with he shifted boundaries we obtain hypergeometric functions of the type 2F1. The
result for one-loop box integral with massless propagators and one off-shell legs is:













D/2− 2, D/2− 2;D/2− 1;












D/2− 2, D/2− 2;D/2− 1;












D/2− 2, D/2− 2;D/2− 1;
s123(s123 − s13 − s23)
(s123 − s13)(s123 − s23)
)]
(2.101)
where A2,LO is a buble type integral.
Since we have encountered some Hypergeometric functions in the results, it’s best
to represent some of them here. More information can be found in the relevant books
[33, 34]. The Hypergeometric functions of one variable are sums of Pochhammer
symbols over a single summation parameter m.




















So far we introduced how scalar integrals are evaluated with different methods in di-
mensional regularization. The techniques introduced in the previous chapter handle
the problem in different ways and some of them may not be suitable for the process
to be calculated. Besides analytical evaluations there are also numerical methods
to calculate the integrals. In this thesis we are most concerned with the analytical
approach.
In any typical QCD calculation after applying the Feynman rules, one usually
ends up with a set of very many tensor integrals. The evaluation of these integrals
with the methods outlined before is very hard. We need some other relational
identities between scalar integrals and tensor integrals. Our aim is to find a recursive
method which relates tensor integrals to scalars. The idea is to write down various
equations for integrals of derivatives with respect to loop momenta and use this set
of relations between Feynman integrals to express a general Feynman integral of the
given class in terms of a small number of master integrals. The reduction can be
stopped whenever one arrives at sufficiently simple integrals. One could also try
to solve to reduce a given integral to true irreducible integrals (master integrals)
which cannot be reduced further. This technique was first introduced and applied
by Chetyrkin, K. G. and Tkachov, F. V. in 1981 to calculate Beta functions at four
loops. [35]
Although there are various algorithms which were devised to do the reduction in
the literature [36,37], the Laporta Algorithm [38] has become the standard approach.
39
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We will give the basics of the reduction mechanism and apply it to some Feynman
integrals in the next section. Before that it is good to mention another type of
identities called Lorentz invariance identities (LI ) [28]. Lorentz Invariance identities
(LI ) complement the IBP identities and sometimes become very useful. In fact it
was proved in a recent paper by R.Lee [39] that the LI identities can be derived
from IBP directly.
3.1 Integration By Parts and Lorentz Invariance
Identities
We begin by exploring a way of expressing the IBP and LI identities for the loop
integrals in a symbolic and general manner. Consider the general scalar m-loop
diagram in D dimensions with n propagators 1
Ai
raised to arbitrary powers νi and














If we differentiate with respect to the loop momenta aµ = kµ1 , . . . , k
µ
m,the surface














bµ can be internal loop momenta or external momenta of the diagram.




1 , . . . p
µ
r−1























The terms in A are always zero unless a = b in which case the result is D. The
terms in B are a bit complicated and may result in two types of contribution. The
derivative of the loop momenta in the denominator may either create reducible or







ξjkj + q)2 + i0














If the scalar products in the numerator can be cast in terms of the propagators Ai it
is called reducible otherwise it is irreducible. If one can obtain reducible numerators
after differentiation, there are cancellations in the denominator and the integrals
turn out to be simpler than the parent one. It is a trade off between obtaining
simpler integrals and getting many integrals at the same time. The irreducible
terms can be often be simplified and eliminated by some of the IBP identities and
reduced to reducible forms.
We shall devise a symbolic representation for raising and lowering the powers of
the terms in the denominator by this operation;
i+I = I(. . . , νi + 1, . . . )
i−I = I(. . . , νi − 1, . . . )
The operator i± acts on the ith term in the denominator and raises or lowers the
power by one.
The Lorentz invariance identities [28] are sometimes used to complement the
IBP identities and might be useful in some calculations. As we know the Feynman
integral is a function of the scalar products of the external momenta and it is in-
variant under Lorentz transformations. However in a recent paper by R.Lee [39], it
was proved that these identities can be derived by the IBP identities. Nevertheless






i , Λµν = gµν + δǫµν , ǫµν = −ǫνµ.






























a = 0 (3.6)
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(r − 1)× (r − 2)
3.1.1 Example: One













2, A2 = (k + p)
2, A3 = (l + p)
2, A4 = l
2, A5 = (l − k)
2.
Taking the total derivative of the tensor integral with (k− l)µ in the numerator with











k2(k + p)2l2(l + p)2(k − l)2
= 0
(3.7)
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= gρσ(gρµxσ + gµσxρ)
= 2xµ
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The expressions in the square brackets were simplified according to another relation;
2(a+ b) · (a+ c) = (a+ c)2 + (a + b)2 − (b− c)2
























k2(k + p)2(l + p)2l2(k − l)2
(3.9)












k2(k + p)2[(l + p)2]2l2
+
1
k2(k + p)2(l + p)2[l2]2
−
1
(k + p)2(l + p)2[l2]2(k − l)2
−
1
k2[(l + p)2]2l2(k − l)2
}
(3.10)
In a diagrammatic form the integral looks like:
(D − 4)I =
The dots on the diagrams represent the squared propagators. Now the integral is
decomposed into a sum of four less complicated integrals which can be easily solved
compared to the original one.
3.1.2 Example: Two
Our next example is a rather more complicated three-loop non-planar nine-propagator
integral and it is one of the scalar integrals in our database in this project. We will
only give the output for the integral obtained using the IBP package FIRE [40].
FIRE has been used in our reductions extensively and it took a while for the cal-
culation of this integral (seed). The details of the program and algorithm will be
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explained in the following sections. Since it is a 1→ 2 three-loop topology with two













where p21 = p
2
2 = 0, (p1 + p2)
2 = s12,
A1 = j A2 = j + p1 + p2 A3 = k
A4 = k + p1 A5 = l A6 = l + p1 + p2 (3.11)
A7 = j − k A8 = l − j A9 = j − k + p2
After the reduction the integral reads;
I =−
32(D − 3)(2D − 7)(2D − 5)(3D − 10)(3D − 8)(13D − 57)
3(D − 4)5(2D − 9)s512
A41
−




64(D − 3)32D − 7)(3D − 14)
3(D − 4)4(2D − 9)s412
A52
−
8(D − 3)2(3D − 10)(3D − 8)
(D − 4)3(2D − 9)s412
B51
−
32(D − 3)2(2D − 7)(3D − 8)(19D − 84)







8(3D − 13)(3D − 11)
(D − 4)(2D − 9)s212
A74
+
10(D − 3)(5D − 22)






The quantities (A41, A51, A52, B51, B52, A71, A73, A74, C81) represent the master
(irreducible) integrals in our database. They correspond to 4-5-6-7-8 propagator type
integrals and we have many of them in this study. Their topologies and definitions
will be discussed in the next section.
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We have see the reduction of one integral produces many different master inte-
grals. In a typical pQCD process one has to deal with thousands of integrals and
bookkeeping turns out to be very important in these calculations.
3.2 Laporta Algorithm
The seminal paper by S.Laporta [38] introduced a very efficent technique to system-
atically organise the IBP equations and use them to write an integral in terms of
a (small) set of masters. Since then it has become the standard algorithm in the
reduction process of scalar and tensor integrals. It solves the set of equations in
a systematic way. The strategy is similar to pyramid hierarchy which begins from
bottom and goes up to top. Although a detailed explanation of the algorithm is
given in the paper [38], we would like to mention the basic steps here.
The Algorithm
We shall have compact symbolic representations of the numbers related to the
generic Feynman Integral. The input of the algorithm consists of four terms.
[DenSet,MaxDen,MaxNum, SolutionSet].
In the beginning, our solution set in empty {}. We store our previous solutions in
this set as the program goes on calculating different integrals (seeds). DenSet is the
set of denominators which correspond to our propagators in the diagram. It may









where i can only be positive and j can be zero or negative. Let us define Nm as
the number of loops in the diagram and Nd as the number of denominators of the
integral in the denominator set.
• Set Nm = 0 in the beginning
• Let n = Nm + 1 generate all combinations from n to Nd and store them setA
• Select the n denominator topologies from A and store them in set B
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• Select the first seed from the set B and let Md = 0 Mp = 0
• Generate all combinations in which the sum of the powers of the n denomina-
tors is Md + n and the sum of the powers of the numerators is Mp and store
them in set C
• take the 1st member of the set C and generate the IBP equations for that seed
• Solve the system of IBP equations for that seed and store them in the solution
set
• Take the next member and repeat the procedure, union the set
• End the Loop on set C and take the next member of the set B
• End the Loop on B and take the next member of the set A
• Terminate → Solution Set
In perturbative calculations one has to find a way handling lots of integrals to the
required level which we call master (irreducible) integrals. In order to achieve that,
many attempts have been done with using Laporta algorithm. Currently there are
two public codes available in order to do the reduction using the Laporta algorithm -
FIRE and AIR. In this study we chose to use FIRE rather than AIR. This is because
FIRE makes better use of the computer memory. AIR uses less memory, but can
slow down when writing large numbers of small files. The differences will become
clear in the comparison benchmark below.
• AIR (Automated Integral Reduction) [41] was written by Charalampos Anas-
tasiou and Achilleas Lazopoulos in Maple. The details and the usage of the
code can be found in their paper [41].
• FIRE (F eynman I ntegral REduction) [40] was written in Mathematica [42]
by A.V.Smirnov and became public in July 2008. It has lots of versions and
the most stable one is FIRE3.4.0. Most of our calculations were done with
FIRE3.4.0 and some parts were crosschecked with AIR.
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3.3 The FIRE (Feynman IntegralREduction) Pack-
age
The FIRE code interfaces with two external programs - Flink and Qlink - to speed
up the calculations that are slow in the built-in routines in the Mathematica working
environment.
FLink
FLink tool links the Fermat code for polynomials to FIRE.
QLink
Qlink tool was written in C and links the Database programs to FIRE. Unlike
AIR, FIRE stores all the information in the memory. For heavy calculations the
program may exceed the physical memory of the system. In most situations it
becomes inevitable to use a database. The previous versions of FIRE applied QDMB
database then changed to TokyoCabinet because of the efficiency problems. In the
latest version TokyoCabinet is recommended.
One can work with FIRE in two modes - either pure Laporta or employing
Gro¨bner bases. We preferred to use the pure Laporta mode instead of using Gro¨bner
bases mainly because the Gro¨bner bases are less well defined. More information can
be found in [43] and the algorithm for Gro¨bner bases is described in [37].
In the program FIRE some definitions are generated and applied for solving the
system of equations in an efficient way. The terms; directions, sectors, regions are
used to do the ordering and priority of the integrals are devised. Basically they
aim to shorten the evaluation of the required integrals. The termination of the
over-constrained system is guaranteed by masking some of the IBPs and doing the
necessary substitutions effectively. This is because the set of linear orderings in the
Laporta algorithm is big enough so that only a subset of these is used in practice.
The program first creates the sectors according to the proper expressions of the
system and finds the number of sub-integrals to be evaluated. It scans all the sectors
one by one and in each sector evaluates the sub-sectors from one corner to another.
Everytime a sector finishes it stores the relevant information in the memory and
constantly crosscheck with the ongoing sectors. This crosscheck is vital for the sake
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of termination time and memory or harddrive of the system. To construct a proper
expression for a given integral FIRE:
• checks the integral whether it is zero or not by the boundary conditions
• checks the integral whether it is zero or not by the parity conditions
• looks at the symmetry conditions of the given integral
• looks for manual rules- if there are any - for mappings onto other integrals
Benchmarks
To illustrate the terminating times for the two codes, we consider a simple massless
one-loop box diagram with four legs on-shell. Only the tensor type seeds were given
as inputs to both codes. F (a1, a2, a3, a4) where ai ≤ 1 and −
∑
imax(ai, 0) ≤ N for
a given N . The termination time also depends on some other factors such as CPU






Table 3.1: Comparison of AIR and FIRE (times given in seconds)
speed and harddrive speed. But as seen from the table FIRE is faster than AIR in
all respects. [40]
Usage Of the Code FIRE It is simpler to explain the instructions of the code
with the help of one of our inputs. It will make the performance of the code easier
to understand. We preferred to use the code in two steps and the output of the first
step becomes the input of the second. We show the generic input for calculating
planar vertex type 1→ 2 diagrams with two legs on-shell at three-loops.
INPUT 1:
(1) Get["FIRE 3.4.0.m"];





(6) Internal = {k1, k2, k3};
(7) External = {p1, p2};
(8) Propagators = {k12, (k1 + p1)2, (k1+p1+p2)2,
k22, (k2+p1)2, (k2+p1+p2)2, k32,(k3+p1)2,(k3+p1+p2)2,
(k1-k2)2, (k2-k3)2, (k3-k1)2};
(9) PrepareIBP[];
(10) reps = {p12 →0, p22 →0, p1*p2 → s12/2};
(11) startinglist = {IBP[k1,k1],IBP[k1,k1+p1], IBP[k1,k1+p1+p2],
IBP[k2,k2], IBP[k2, k2+p1], IBP[k2,k2+p1+p2], IBP[k3,k3],
IBP[k3,k3+p1], IBP[k3,k3+p1+p2], IBP[k1,k1-k2],
IBP[k1,k3-k1], IBP[k2,k1-k2], IBP[k2,k2-k3],
IBP[k3,k2-k3], IBP[k3,k3-k1]} /. reps
(12) r=Get["zero"];
(13) RESTRICTIONS = r;









In our first input we prepare the two files-loop3.4.start and loop3.4.data ready for the
second stage. All the mathematica packages should be in the same folder otherwise
you need to locate the files in the code. Let’s explain briefly what the code does in
each line;
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1. The code reads the main package.
2. Gets the auxiliary package for composing the Integration By Parts Equations.
3. The package option whether Fermat code is used or not. We strictly recom-
mend this option.Set to TRUE.
4. This turns of the Gro¨bner bases off. Set to FALSE for pure Laporta Mode.
5. It eliminates some of the IBP equations according to R.Lee ideas [37]
6. Number of loops in the diagram. In our case we have three.
7. Number of external legs.
8. The propagators of the diagram.
9. It initiates of the auxiliary package.
10. On-shell conditions for the diagram.
11. All possibilities of differentiation according to the loop momenta. The number
of IBP’s is NIBP = m× (m+ n− 1)
12. The file contains the integrals which are zero-boundary conditions.
13. The code reads the zeros and skips the unnecessary sectors for the calculation.
This saves a big amount of time during the calculations.
14. If a diagram contains some certain symmetries it is better to specify them in
order to save time. For the planar case our auxiliary diagram is symmetric
when the loop momenta is shifted.
15. The code prepares the .start file. It contains the information about all sectors.
16. Saves the .start file
17. Main routine of the program.
18. Saves the .data file
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19. Quit
There are two outputs of this program loop3.4.start and loop3.4.data. The termina-
tion time is less than 3 minutes. These two files contain the necessary information












The steps from 1 to 6 are the same as in the first input file.
7. Loads the .start file.
8. Performs some internal optimizations for speeding up the algorithm.
9. Read the integrals to be evaluated from the file.
10. Main routine to perform the reductions. It calculates and saves the results as
tables.
11. Quit
The evaluation time depends on the number and complexity of the integrals. Step
2 provides a .Tables file as an output. All the reductions and master integrals are
stored in that file.
At this stage one can determine and label the master integrals. The master
integrals appear as G[1, {...}] form. If there is no symmetry in the system some G
integrals may correspond to the same master integral. It is best to try to draw the
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master integrals and make a global definition of them. If some symmetry conditions
are given, the code succesfully maps the integrals onto the same master integral.
The optimum way of running FIRE is to enter as many as boundary and symmetry
conditions if possible for achieving less termination times. In our case we had the
difficulty of dealing with the tensor integrals with up to 5 powers in the numerator
and there was no symmetry in the diagram.
Another problem is related with the storage capability. If one uses QLink to
avoid the memory problems in the system, we expose a second (hardware) problem.
The efficiency of reading and writing from the hard drive decreases as long as the
calculations continue. To avoid this problem and keep the efficiency at a certain level,
we had to employ a SSD(Solid State Disc) which is essentially almost fast as RAM.
Since the code can perform millions of integrals, one of the possible improvements
in the future is to enable the parallelization of the code.
Chapter 4
Quark and Gluon Form Factors up
to Two Loops
4.1 History and definitions
The form factors are of considerable interest for phenomenology: In fact, they nat-
urally appear as building blocks in the computation of some of the ‘gold-plated’
observables such as Drell-Yan production, Deep Inelastic Scattering and Higgs bo-
son hadroproduction.
The one-loop corrections to the quark form factor Fq was evaluated by Schwinger
in 1949 [44], and the two-loop calculations became available 20 years ago [45–49].
Progress in determining the gluon form factor Fg (in the large top mass limit) has
been more recent. The one-loop corrections were established in 1990/1991 [50, 51]
and the two-loop corrections were computed in 2000 [49].
In recent years, attention has been focused on evaluating the three-loop form
factor [52–55]. The first calculation of the three-loop form factors was carried out
in refs. [52, 53] where only pole parts of Fq and Fg were given.
The purpose of this section is to establish the definitions of the form factors
and test whether our code is working properly or not by re-calculating the one-
loop and two-loop form factors again and comparing our results with those in the
literature [46, 56–59].
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4.1.1 The quark form factor
The sum of all diagrams contributing to the on-shell quark form factor is given by :
u¯(p1)Γ
µ










Here u and v are quark and anti-quark spinors, Γµq is the vertex function and
Fq(q2) is the scalar quark form factor. The most general possible structure of the
vertex function looks like:
Γµq = Aγ
µ +B(pµ1 + p
µ











and the Dirac equation of motion we conclude that
B = C = 0
.

















where D = 4− 2ǫ, q = p1+ p2 , NF is the number of quark flavors, N is the number
of colours and eQ is the colour charge of the quarks.




Figure 4.2: Vertex diagram for the process
H → gg
= Γµνg (H → gg).
4.1.2 The gluon form factor
In the limit where the top quark is very heavy, the H-gluon interactions are obtained








where Gaµν denotes the field strength tensor and v = 246GeV is the vacuum expec-
tation value. The coefficient function C1 is computed up to α
4
s in [60], with nl = 5,










































































































































where Γµνg represents the vertex function obtained from Feynman diagrams.
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we find that B = C = −A. By choosing A = 1 and using an appropriate projector
(gµνp1.p2 − p1,µp2,ν − p1,νp2,µ) acting on both sides of eq. (4.6),
(gµνp1.p2 − p1,µp2,ν − p1,νp2,µ)Γ
µν
g =













we can extract the gluon form factor,
Fg(q
2) =
4Γµνg (gµνp1.p2 − p1,µp2,ν − p1,νp2,µ)
(D − 2)q4
. (4.7)
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4.2 General Algorithm for Form Factor Calcula-
tion
In order to evaluate the quark and gluon form factors, all relevant diagrams for the
relevant processes are summed up. For this purpose QGRAF program is employed
[61]. Table 4.3 shows the number of diagrams generated by QGRAF. We have set
the external legs to be free of self energy insertions and the graphs free of tadpoles.
The QGRAF program needs three input files to process the diagrams(data, style




Table 4.1: Number of Feynman diagrams generated by QGRAF
and model files). Examples of the source code for these input files can be found in
the appendix.
The general layout of the form factor calculations is depicted in fig. (4.1). After
the generation of the diagrams, a specifically designed FORM program is employed
to calculate the amplitude of the relevant process [62]. Before passing the QGRAF
output to our FORM code, it has to be prepared in such a way that FORM can
handle and process this file. For this purpose a small code was devised in MAPLE.
The main FORM code performs the sums over colour and spin as well as the Dirac
traces. During the calculation of the Dirac traces the program creates thousands
of integrals which have to be reduced and evaluated. The gluon polarisations are
summed over by ensuring polarisation states are physical (transverse). In this thesis



















µν , F eynman gauge
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The final result does not depend on the choice of the light-like momentum nµ.
All the integrals appearing in the output file are collected and separated accord-
ing to their topological structure and then stored. Integrals which are trivially zero
are identified and eliminated at this stage.
Integrals belonging to a particular topology are then fed into the FIRE package.
In our study we preferred to split the planar and non-planar integrals and run them
separately. Naturally the time for the difficult tensor reductions takes a long cpu
time and memory.
As mentioned earlier several crosschecks were made between the outputs of FIRE
and AIR just to be sure of getting the correct expressions of the integrals.
After running FIRE, the expressions for the integrals are included in our original
FORM program. In between these, the integrals which point the same topology
should be identified and named in order prevent the master integral inflation. As
can be seen in the appendix A.3 for the three-loop form factor, lots of integrals point
the same topology. By doing the necessary simplifications and groupings in FORM
we get the raw result in the form of polynomials in D and q2 = s12 multiplying the
master integrals.




where n is fixed by dimensional arguments. Unlike Refs. [63–65], there is no (−1)n
factor.
At the final stage the expansion of the integrals in ǫ are inserted and the result
is represented as compactly as possible.
The general layout of the entire process can be depicted in the flowchart diagram
shown in fig. (4.1).














Summing Up All Diagrams
Figure 4.3: General layout of the form factor calculations
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4.3 Master Integrals for One and Two-Loop Form
Factors
The master integrals relevant for the one- and two-loop form factors are given in this
section. All the integrals are expanded up to the desired order in ǫ. In the figures,
the dark lines represent the incoming and outgoing momenta of the loop integral.
The incoming momentum is p12 = p1+ p2 while the outgoing momenta are taken to
be on-shell and massless, p21 = p
2
2 = 0. The actual QGRAF output is different than
these diagrams e.g two external lines come out instead of one at the outer vertex.
Figure 4.4: B21: One-loop master integral with two massless propagators. The
incoming momentum is p12 = p1 + p2. Outgoing momenta are taken to be on-shell




































− 2ζ23 + 16ζ3 + 12ζ564
)
+ ǫ6b21





, i = 1, 2, 3
4.3. Master Integrals for One and Two-Loop Form Factors 61
Figure 4.5: B31: Two-loop master integral with three massless propagators. The
incoming momentum is p12 = p1 + p2. Outgoing momenta are taken to be on-shell
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Figure 4.6: B42: Two-loop master integral with four massless propagators. The
incoming momentum is p12 = p1 + p2. Outgoing momenta are taken to be on-shell







k21(k1 + p1 + p2)

































− 8ζ23 + 128ζ3 + 48ζ5 − 448
)
+ ǫ5b42
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Figure 4.7: C41: Two-loop master integral with four massless propagators. The
incoming momentum is p12 = p1 + p2. Outgoing momenta are taken to be on-shell
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Figure 4.8: C62: Two-loop master integral with six massless propagators. The
incoming momentum is p12 = p1 + p2. Outgoing momenta are taken to be on-shell
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4.4 Notation for the Form Factor















where a = q, g.
4.5 Results at one-loop
Written in terms of the one-loop bubble integral, the unrenormalised one-loop form
factors are given by
F q1 = CF B21
D2 − 7D + 16
(D − 4)
F g1 = −CAB21
D3 − 16D2 + 68D − 88
(D − 4)(D − 2)
which agree with eqs. (8) and (9) of ref. [56] respectively.
Inserting the expansion of the one-loop master integrals and keeping terms
through to O(ǫ4), we find that









































































































which agrees with eq. (7) of ref. [52].
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4.6 Results at two-loops
Written in terms of the two-loop master integrals, the unrenormalised two-loop gluon
form factor is given by

































































































































(D − 2)(3D3 − 31D2 + 110D − 128)
(3D − 8)(D − 4)(D − 1)
]























































































3(3D − 8)(D − 3)





























































(2D3 − 25D2 + 94D − 112)(D − 4)





(46D4 − 545D3 + 2395D2 − 4606D + 3248)(D − 6)































(2D3 − 25D2 + 94D − 112)(D − 4)
4(D − 2)(2D − 5)(2D − 7)
]
which, after re-expressing in terms of N and NF agrees with eqs. (10) and (11) of
ref. [56].
Inserting the expansion of the two-loop master integrals and keeping terms
through to O(ǫ2), we find that











































































































































































































































which agrees with eq. (3.6) of ref. [53].
Similarly we find that the two-loop expansion of the gluon form factor is given
by












































































































































































































which agrees with eq. (8) of ref. [52].
Chapter 5
Quark and Gluon Form Factors At
Three Loops
In this chapter we extend our study of quark and gluon form factors to three loops.
As in the one and two loop cases, the amplitudes are reduced to a small set of
master integrals by means of algebraic reduction techniques. Since the number of
the diagrams for three loops are significantly more than two loops, one expects and
finds more master integrals.
We therefore need to find a compact and general representation for all three-loop
vertex integrals. To this end we have created (fictitious) general planar and non-
planar auxiliary diagrams. In these diagrams, each of the propagators is labelled by
an integer and carries a specific momentum conserving the momenta throughout.
The auxiliary diagrams help us to represent our Feynman diagrams in the real
process. All possible distributions of momenta in Feynman diagrams with different
sets of propagators, can be obtained by pinching some of the propagators from these
diagrams.
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l + p1 + p2
jj + p1j + p1 + p2
k
k + p1
k + p1 + p2
Figure 5.1: The twelve-propagator general planar diagram A with p1 and p2 incoming
and p12 outgoing
The most general planar integral that we can consider is:































1 A4 = k
2
2 A7 = k
2
3 A10 = (k1 − k2)
2
A2 = (k1 + p1)
2 A5 = (k2 + p1)
2 A8 = (k3 + p1)
2 A11 = (k2 − k3)
2
A3 = (k1 + p1 + p2)
2 A6 = (k2 + p1 + p2)
2 A9 = (k3 + p1 + p2)
2 A12 = (k3 − k1)
2
(k1, k2, k3) corresponds to (j, k, l) in the auxiliary diagram and dK... is represented





i = 1, 2, 3
The integral is symmetric under any of the exchanges,
k1 ↔ k2,
k2 ↔ k3,
k3 ↔ k1, (5.2)
or equivalently,
{ν1, ν2, ν3, ν10, ν12} ↔ {ν4, ν5, ν6, ν10, ν11},
{ν4, ν5, ν6, ν10, ν11} ↔ {ν7, ν8, ν9, ν12, ν11},
{ν7, ν8, ν9, ν11, ν12} ↔ {ν1, ν2, ν3, ν10, ν12}. (5.3)
There is a further symmetry when νi ≥ 0 ∀i,
k1 ↔ −k1 − p1 − p2, k2 ↔ −k2 − p1 − p2, k3 ↔ −k3 − p1 − p2,(5.4)
or equivalently,
{ν1, ν3, ν4, ν6, ν7, ν9} ↔ {ν3, ν1, ν6, ν4, ν9, ν7}. (5.5)
Any planar diagram of the QGRAF output can be mapped into our general planar
auxiliary diagram by suitable momentum shiftings. As an example the propagators
of the 98th diagram of the QGRAF output are:
(−k1, k1 + p1,−k1 + p2,−k1 + k3 + p2,−k3,−k2). This is a seven propagator planar
diagram and in our notation it is represented as:
(−k1, k1+p1,−k1+p2,−k1+k3+p2,−k3,−k2)→ int1(1, 1, 1, 1, 0, 0, 0, 0, 1, 1, 0, 1, s12)
By pinching five propagators from our auxiliary diagram we get the desired diagram.
As mentioned, by doing lots of momentum shiftings for each diagram of QGRAF
output we are able to obtain all planar diagrams.







k1 + k2 + p1










k1 + p1 + p2
k3 − k1
k3 + p1 + p2
k1 − k2
k2





k1 − p1 − p2
−k2
−k2 − k3 + p1
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Figure 5.3: Mapping of the seven propagator non-planar diagram
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5.2 Auxiliary Non-Planar Diagrams
However not all the diagrams are planar. Some non-planar diagrams do not fit into
our propagator set. We need two more auxiliary topologies in order to cast all non-












l + p1 + p2
j
j + p1
j + p1 + p2
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j − k + p1 + p2
p1
p2
Figure 5.4: The twelve propagator general non-planar diagram B with p1 and p2
incoming and p12 outgoing
The most general non-planar integral B that we can consider is:































1 A4 = k
2
2 A7 = (k3 + p1 + p2)
2 A10 = (k3 − k1)
2
A2 = (k1 + p1)
2 A5 = k
2
3 A8 = (k1 − k2)
2 A11 = (k1 − k2 + p1)
2
A3 = (k1 + p1 + p2)
2 A6 = (k3 + p1)
2 A9 = (k2 − k3)
2 A12 = (k1 − k2 + p1 + p2)
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Figure 5.5: The twelve propagator general non-planar diagram C with p1 and p2
incoming and p12 outgoing
The most general non-planar integral C that we can consider is:































1 A4 = (k2 + p1)
2 A7 = (k3 + p1 + p2)
2 A10 = (k3 − k1)
2
A2 = (k1 + p1 + p2)
2 A5 = k
2
3 A8 = (k1 − k2)




2 A6 = (k3 + p1)
2 A9 = (k2 − k3)
2 A12 = (k3 − k1 − p2)
2
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5.3 IBP Identities for Auxiliary Integrals
We know from chapter three, that the number of IBP equations depends on the
number of loops and external independent momenta. For our auxiliary integrals
we have m × (m + n − 1) = 15 IBP identities. Applying the IBP method to the
planar and non-planar auxiliary diagrams we get the following fifteen identities for
each of them. In order to keep the expressions compact we preferred arranging
them as operators acting on the function. In each IBP identities I belongs to its
propagator set. As mentioned before not all of these identities are used in the actual
calculation if one sets the option of Lee’s ideas to true. That option reduces the
number of IBP identities and saves time in the calculations. Unlike AIR, FIRE
evaluates the identities in an other module (IBP.m) and prepares the sectors for the
main algorithm. The IBP identities for the non-planar auxiliary diagrams have more
terms than the planar one because of the non-planar structure of the propagator
configuration. In addition of having no symmetry of the non-planar diagrams, the
calculation time needed for the evaluation is quite longer than the planar one.
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5.3.1 IBP Identities for the Planar Auxiliary Diagram A(
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From the symmetry of the planar auxiliary topology (5.3), we see that these IBP
identities are related. As an example the sixth, fifth and fourth ones can be obtained
from the third, second and first ones by using eq. (5.3).
5.3. IBP Identities for Auxiliary Integrals 79
5.3.2 IBP Identities for the Non-Planar Auxiliary Diagram
B(































































































































5.3. IBP Identities for Auxiliary Integrals 80
(































































































































5.3. IBP Identities for Auxiliary Integrals 81
5.3.3 IBP Identities for the Non-Planar Auxiliary Diagram
C(
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Since there is no symmetry in the non-planar diagrams we don’t have inter-relations
between IBP identites. In the next section we list all the master integrals necessary
for the evaluation of the quark and gluon form factors. Some of the master integrals
have been known for sometime and the harder ones were calculated recently. [63–65].
We present the master integrals expanded in Laurent series in ǫ.




where n is fixed by dimensional arguments. Unlike Refs. [63–65], there is no (−1)n
factor.
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5.4 Master Integrals for Three-Loop Form Fac-
tors
Figure 5.6: B41: Three-loop master integral with four massless propagators. The
incoming momentum is p12 = p1 + p2. Outgoing momenta are taken to be on-shell
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Figure 5.7: B51: Three-loop master integral with five massless propagators. The
incoming momentum is p12 = p1 + p2. Outgoing momenta are taken to be on-shell
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Figure 5.8: B52: Three-loop master integral with five massless propagators. The
incoming momentum is p12 = p1 + p2. Outgoing momenta are taken to be on-shell
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Figure 5.9: A51: Three-loop master integral with five massless propagators. The
incoming momentum is p12 = p1 + p2. Outgoing momenta are taken to be on-shell





































































































5.4. Master Integrals for Three-Loop Form Factors 88
Figure 5.10: A52: Three-loop master integral with five massless propagators. The
incoming momentum is p12 = p1 + p2. Outgoing momenta are taken to be on-shell
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Figure 5.11: B61: Three-loop master integral with six massless propagators. The
incoming momentum is p12 = p1 + p2. Outgoing momenta are taken to be on-shell
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Figure 5.12: B62: Three-loop master integral with six massless propagators. The
incoming momentum is p12 = p1 + p2. Outgoing momenta are taken to be on-shell
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Figure 5.13: C61: Three-loop master integral with six massless propagators. The
incoming momentum is p12 = p1 + p2. Outgoing momenta are taken to be on-shell
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Figure 5.14: A61: Three-loop master integral with six massless propagators. The
incoming momentum is p12 = p1 + p2. Outgoing momenta are taken to be on-shell
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Figure 5.15: A62: Three-loop master integral with six massless propagators. The
incoming momentum is p12 = p1 + p2. Outgoing momenta are taken to be on-shell
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Figure 5.16: A63: Three-loop master integral with six massless propagators. The
incoming momentum is p12 = p1 + p2. Outgoing momenta are taken to be on-shell
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Figure 5.17: A71: Three-loop master integral with seven massless propagators. The
incoming momentum is p12 = p1 + p2. Outgoing momenta are taken to be on-shell









































































− 196ζ23 + 176ζ5
)
− ǫ2a71
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Figure 5.18: A72: Three-loop master integral with seven massless propagators. The
incoming momentum is p12 = p1 + p2. Outgoing momenta are taken to be on-shell
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Figure 5.19: A73: Three-loop master integral with seven massless propagators. The
incoming momentum is p12 = p1 + p2. Outgoing momenta are taken to be on-shell
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Figure 5.20: A74: Three-loop master integral with seven massless propagators. The
incoming momentum is p12 = p1 + p2. Outgoing momenta are taken to be on-shell
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Figure 5.21: A75: Three-loop master integral with seven massless propagators. The
incoming momentum is p12 = p1 + p2. Outgoing momenta are taken to be on-shell







k21(k1 + p1 + p2)
2k22(k3 + p1)
















5.4. Master Integrals for Three-Loop Form Factors 100
Figure 5.22: B81: Three-loop master integral with eight massless propagators. The
incoming momentum is p12 = p1 + p2. Outgoing momenta are taken to be on-shell
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Figure 5.23: C81: Three-loop master integral with eight massless propagators. The
incoming momentum is p12 = p1 + p2. Outgoing momenta are taken to be on-shell
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Figure 5.24: A81: Three-loop master integral with eight massless propagators. The
incoming momentum is p12 = p1 + p2. Outgoing momenta are taken to be on-shell
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Figure 5.25: A91: Three-loop master integral with nine massless propagators. The
incoming momentum is p12 = p1 + p2. Outgoing momenta are taken to be on-shell
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Figure 5.26: A92: Three-loop master integral with nine massless propagators. The
incoming momentum is p12 = p1 + p2. Outgoing momenta are taken to be on-shell
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Figure 5.27: A94: Three-loop master integral with nine massless propagators. The
incoming momentum is p12 = p1 + p2. Outgoing momenta are taken to be on-shell



















































































6.1 Results at three-loops
In this section we give the results for the three loop form factor. At first we present
our results in closed form without expansion of the master integrals in D dimensions.
Then we will provide the final result in 4− 2ǫ dimensions as usual. We present our















where a = q, g.
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8(2D − 7)(D − 4)
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3(3D − 14)(D6 − 41D5 + 661D4 − 4992D3 + 19276D2 − 37104D + 28288)
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−A61
4(5D − 16)(D − 4)
3(D − 1)2(D − 2)2
+s12A71
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Inserting the expansion of the three-loop master integrals and keeping terms through
to O(ǫ0), we find that the three-loop coefficients are given by










































































































































































































































































































































































































































































































where the last term is generated by graphs where the virtual gauge boson does not
couple directly to the final-state quarks. This contribution is denoted by NF,V and
is proportional to the charge weighted sum of the quark flavours. In the case of






The pole contributions of F q3 are given in eq. (3.7) of ref. [53] while the finite parts
of the N2F , CANF and CFNF contributions are given in eq. (6) of ref. [52]. The
remaining finite contributions are given in eqs. (8) and (9) of ref. [66].
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Similarly, the expansion of the gluon form factor at three-loops is given by



























































































































































































































































































































The divergent parts agree with eq. (8) of ref. [52] while the finite contributions agree
with eq. (10) of ref. [66]. The relations between (x92, x94) and (a92a, a94b) are as
follows:
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The main purpose of this thesis is the calculation of the quark and gluon form factors
at three loops. It is one of the main ingredients necessary for the calculation of the
standard model Drell-Yan and Higgs production via gluon fusion cross sections at
NNNLO. The Higgs production process is particularly important since gluon fusion
is expected to be the largest of the four Higgs production mechanisms at the LHC.
Because of the very large NLO and NNLO corrections to Higgs gluo-production, the
NNNLO corrections may be necessary for the determination of the Higgs properties
in the experiments at the Large Hadron Collider.
The three-loop form factors represent highly non-trivial calculations, but with the
help of the new techniques and powerful computer supplies they became manageable
and possible.
In the first chapter we gave a brief introduction to the basics of QCD. The
Feynman rules derived from the QCD Lagrangian were given and the concept of
regularization explained. We used Dimensional Regularization (DR) and showed
the steps going from four to D dimensions. The divergences are exposed as poles
in ǫ. In order to absorb the singularities and get an UV-finite Green’s functions
we employed multiplicative renormalization scheme with using Modified Minimal
subtraction. At the end it was shown how the strong interaction coupling αs runs
with the scale µ known as asymptotic freedom.
Loop integrals are introduced with some simple examples in the second chapter.
We introduce some basic methods for evaluating loop integrals which are efficient
136

















TeV4LHC Higgs working group
Figure 7.1: Standard Model Higgs production at the LHC [2]
and applicable for most of the calculations. As mentioned in chapter two, the Mellin-
Barnes technique turned out to be widely accepted in multi-loop calculations and
there some packages publicly available for this purpose [19–21,67–70]. At one-loop
and beyond one naturally encounters complicated functions such as hypergeometric
functions and Zeta functions and we expect to see these functions frequently in the
future calculations.
The three-loop quark and gluon form factor calculations involve a huge number
of scalar and tensor integrals. In chapter three, the derivation of the integration
by parts (IBP) procedure explained and showed how it works in practice with some
examples. In order to deal with the relatively difficult tensor integrals we employed
the Laporta algorithm in the reduction process. In our calculations we used the
mathematica package FIRE. All the inputs and outputs can be found in the appendix
section for both form factors. The main disadvantage of the code is that it can only
use a single cpu. For difficult tensor integrals the termination time is very long and
one may encounter hardware problems. We hope that for the future applications
the code would be parallelized.
In the fourth chapter, we gave the definitions of the form factors and explained
how to extract them from Feynman diagrams using projection operators. We cal-
culated the one-loop and two-loop form factors again to make sure of that our
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codes are working properly and cross checked our results with those in the litera-
ture [45–49,56, 71].
Our approach for the calculation of the form factors at three-loops was based
on the auxiliary diagrams introduced in chapter five. We found three auxiliary
diagrams, figs. (5.1), (5.4) and (5.5), from which all three-loop integrals can be ex-
tracted out by pinching the relevant propagators. This is the core of our calculation.
By mapping all the integrals onto these auxiliary integrals, we managed to reduce
them to scalar integrals. Explicit expressions for all the master integrals are given
up to the desired order in ǫ. The coefficients of the ǫ0 terms in the last two master
integrals A92 and A94 are numerically known [66], but not analytically. We expect
that these two unknown coefficients will be evaluated soon.
As we mentioned in the results chapter, werever there is an overlap, our findings
agree with the previous works. The pole and finite parts of the three-loop quark
and gluon form factors concide with those in refs. [52–55,63–66].
The results presented in this thesis are only a small contribution to the great
efforts by the particle physics community in studying the fundamental constituents
of nature. We think that our result is an important bulding block for some physical
applications. Among them are the hadronic cross section in e+e− collisions, lepton
pair production via the Drell-Yan mechanism and Higgs boson gluon-production in
hadron colliders. The three loop gluon form factor is an ingredient to the NNNLO
Higgs cross section at the LHC and may be important for hunting for the Higgs
boson.
We finish this thesis by listing the matrix elements that would be needed for
computing the Higgs boson production via gluon fusion at this high accuracy. The
theoretical uncertanities at NNNLO level will be smaller than the existing NNLO
estimates thereby enabling improved descriptions of the high energy phenomena
[72–76]. At this order, one encounters the three-loop Hgg, the two-loop Hggg, the-
one loop Hgggg and the tree-level Hggggg amplitudes sketched in Fig. (7.2). All
the other contributions at this order can be found in various papers [71, 75, 77–87]
and references therein.




Figure 7.2: Amplitudes that contribute to the NNNLO conributions to Higgs boson
production via gluon fusion.
Appendix A
Trace and Color Structure of QCD
Scattering Amplitudes
A.1 Dirac Algebra in Dimension D
The definition of γ in D dimension is:
γ0, γµ1, . . . , γµD (A.1.1)
γ0 is Hermitian, γi, i > 0 anti-Hermitian : (A.1.2)
γµ† = γ0γµγ0. (A.1.3)
The algebra is defined through the usual anti-commutation relations;
{γµ, γν} = 2gµν1ˆ. (A.1.4)
gµµ = D and therefore γ
µ
µ = D1ˆ. (A.1.5)
Using the relations above, one can derive some useful identities:
γµγαγµ = (2−D)γα (A.1.6)
γµγαγβγµ = (D − 4)γαγβ + 4gαβ (A.1.7)
γµγαγβγδγµ = −2γδγβγα − (D − 4)γαγβγδ (A.1.8)
γµσαβγµ = (D − 4)σαβ (A.1.9)
γµσαµ = i(D − 1)γα (A.1.10)
σµαγ
µ = i(1−D)γα (A.1.11)
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γµγν = gµν − iσµν (A.1.12)
The trace over an odd number of γ5 matrices vanishes:
trγµ = 0 (A.1.13)
trγµγν = 4gµν (A.1.14)
trγµγνγαγβ = 4(gµνgαβ − gµαgνβ + gµβgνα) (A.1.15)











1, even permutation of (0123)
−1, odd permutation of (0123)
0, otherwise
(A.1.17)
From this one gets the following commutation relations:
[γ5, γµ] = 0 : µ = 0, 1, 2, 3 (A.1.18)
In D 6= 4 dimensions, the definition of γ5 is more complicated, but in this thesis we
didn’t need to use it.
A.2 Colour Interactions
The gauge transformations of QCD satisfy the SU(N) Lie group properties. The
SU(N) group consists of determinant one acting on a complex N dimensional vector
space. The number of generators of the group is determined by the free parameters
of a N×N dimensional space. Since the determinant of the group is one, the number
of the free parameters is given by N2 − 1. The generators of a SU(N) Lie group
obey the following identity: [
T a, T b
]
= ifabcT c (A.2.19)
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fabc is the structure constant. The combination of the commutators in such a way
that it gives zero is called Jacobi Identity :[
T a,
[










T a, T b
]]
= 0 (A.2.20)
and using equation A2.19, A2.20 can be written in the form:
fadef bcd + f bdef cad + f cdefabd = 0 (A.2.21)
There are two representations of the Lie algebra for the SU(N). In the fundamental
representation the generators are denoted by T aij where a is a colour index and runs
from 1 toN2−1, and i, j are the group indices run from 1 toN . Pauli and Gell-mann
matrices are the examples of this representation. It has the following properties:
tr [T a] = T aij = 0 (A.2.22)(
T aij
)†
= T aij (A.2.23)
In the adjoint representation the generators are denoted by F abc where a, b, c are all
colour indices and run from 1 to N2 − 1. They are defined as:
F abc = ifabc (A.2.24)
The conversion from the adjoint to the fundamental representation is:
fabc = −2itr
{[





The generators are normalized using the following identities,




tr[F aF b] = Nδab (A.2.27)
where we have dropped any indices which are summed over. The products of two

















and in the adjoint representation,
F acdF bcd = Nδab (A.2.30)
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A.3 FIRE Input Codes for Auxiliary Integrals
In this section we list the input files for the planar fig. (5.1) and non-planar figs.
(5.4-5.5) auxiliary diagrams. As mentioned in Chapter three, we run FIRE in three
steps. First input prepares the .start and .data files for the actual run of the program.
Second input is the main code for the evaluation of the master integrals. In the third
input we substitute and name of the master integrals that can be processed by our
FORM code.







(6) Internal = {k1, k2, k3};
(7) External = {p1, p2};
(8) Propagators = {k12, (k1 + p1)2, (k1+p1+p2)2,
k22, (k2+p1)2, (k2+p1+p2)2, k32,(k3+p1)2,(k3+p1+p2)2,
(k1-k2)2, (k2-k3)2, (k3-k1)2};
(9) PrepareIBP[];
(10) reps = {p12 →0, p22 →0, p1*p2 → s12/2};
(11) startinglist = {IBP[k1,k1],IBP[k1,k1+p1], IBP[k1,k1+p1+p2],
IBP[k2,k2], IBP[k2, k2+p1], IBP[k2,k2+p1+p2], IBP[k3,k3],
IBP[k3,k3+p1], IBP[k3,k3+p1+p2], IBP[k1,k1-k2],
IBP[k1,k3-k1], IBP[k2,k1-k2], IBP[k2,k2-k3],
IBP[k3,k2-k3], IBP[k3,k3-k1]} /. reps
(12) r=Get["zero"];
(13) RESTRICTIONS = r;
(14) SYMMETRIES ={

































G[1, {0, 0, 0, 0, 0, 1, 1, 0, 0, 1, 0, 1}]→A41,
G[1, {0, 0, 1, 0, 1, 0, 1, 0, 0, 1, 0, 1}]→A52,
G[1, {0, 0, 1, 0, 1, 0, 1, 0, 0, 1, 1, 1}]→A62,
G[1, {0, 0, 1, 1, 0, 0, 1, 0, 0, 1, 0, 1}]→B52,
G[1, {0, 0, 0, 1, 0, 1, 0, 1, 0, 1, 0, 1}]→A51,
G[1, {0, 1, 0, 1, 0, 1, 1, 0, 0, 1, 0, 1}]→A63,
G[1, {1, 0, 1, 0, 1, 0, 0, 1, 0, 1, 0, 1}]→A61,
G[1, {0, 0, 1, 1, 0, 1, 1, 0, 0, 0, 0, 1}]→B51,
G[1, {0, 0, 1, 1, 0, 1, 1, 1, 0, 1, 0, 1}]→A73,
G[1, {1, 0, 1, 1, 0, 1, 0, 1, 0, 0, 0, 1}]→C61,
G[1, {0, 0, 0, 1, 0, 1, 1, 0, 1, 1, 0, 1}]→B62,
G[1, {1, 0, 1, 1, 0, 1, 1, 0, 1, 0, 0, 0}]→B61,
G[1, {0, 1, 1, 1, 0, 1, 1, 1, 0, 1, 1, 1}]→A91,
s→s12,d→D},";"],{i,1,Length[r]}];
(12) Quit[]







(6) Internal = {k1, k2, k3};
(7) External = {p1, p2};
(8) Propagators = {k12, (k1 + p1 + p2)2, k22,





(10) reps = {p12 →0, p22 →0, p1*p2 → s12/2};
(11) startinglist = {IBP[k1,k1],IBP[k1,k1+p1+p2], IBP[k1,k3-k1-p2],
IBP[k2,k2], IBP[k2,k2+p1], IBP[k2,k1-k2+p2], IBP[k3,k3],
IBP[k3,k3+p1], IBP[k3,k3+p1+p2], IBP[k1,k1-k2],
IBP[k1,k3-k1], IBP[k2,k1-k2], IBP[k2,k2-k3],
IBP[k3,k2-k3], IBP[k3,k3-k1]} /. reps
(12) r=Get["zero"];































G[1,{0, 0, 0, 1, 1, 0, 0, 0, 0, 1, 1, 0}]→A41,
G[1,{0, 0, 1, 0, 0, 0, 1, 1, 0, 1, 0, 0}]→A41,
G[1,{0, 0, 1, 0, 0, 1, 0, 1, 0, 0, 0, 1}]→A41,
G[1,{0, 1, 0, 0, 1, 0, 0, 1, 1, 0, 0, 0}]→A41,
G[1,{0, 1, 1, 0, 0, 0, 0, 0, 1, 1, 0, 0}]→A41,
G[1,{1, 0, 0, 0, 0, 1, 0, 0, 1, 0, 1, 0}]→A41,
G[1,{1, 0, 0, 1, 0, 0, 0, 0, 1, 0, 0, 1}]→A41,
G[1,{0, 0, 0, 1, 1, 0, 1, 1, 0, 1, 0, 0}]→A51,
G[1,{0, 0, 1, 0, 1, 0, 1, 0, 0, 1, 1, 0}]→A51,
G[1,{0, 1, 0, 0, 1, 0, 1, 0, 1, 0, 1, 0}]→A51,
G[1,{1, 1, 0, 0, 0, 1, 0, 1, 1, 0, 0, 0}]→A51,
G[1,{1, 1, 0, 0, 1, 0, 0, 0, 1, 0, 1, 0}]→A51,
G[1,{1, 1, 0, 1, 0, 0, 0, 0, 1, 1, 0, 0}]→A51,
G[1,{1, 1, 1, 0, 0, 0, 0, 0, 1, 0, 0, 1}]→A51,
G[1,{0, 1, 0, 0, 1, 0, 0, 0, 1, 1, 1, 0}]→A52,
G[1,{0, 1, 0, 1, 1, 0, 0, 1, 0, 1, 0, 0}]→A52,
G[1,{0, 1, 1, 0, 0, 0, 0, 1, 1, 0, 0, 1}]→A52,
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G[1,{0, 1, 1, 0, 0, 1, 0, 1, 0, 1, 0, 0}]→A52,
G[1,{1, 0, 0, 0, 0, 1, 0, 1, 1, 0, 0, 1}]→A52,
G[1,{1, 0, 0, 1, 0, 0, 0, 0, 1, 1, 1, 0}]→A52,
G[1,{1, 0, 0, 1, 1, 0, 0, 0, 0, 0, 1, 1}]→A52,
G[1,{1, 0, 1, 0, 0, 0, 1, 0, 0, 1, 1, 0}]→A52,
G[1,{0, 1, 0, 1, 1, 0, 0, 0, 1, 1, 0, 0}]→A52,
G[1,{0, 1, 1, 0, 0, 1, 0, 1, 1, 0, 0, 0}]→A52,
G[1,{0, 1, 1, 0, 1, 0, 0, 0, 0, 1, 1, 0}]→A52,
G[1,{0, 1, 1, 0, 1, 0, 0, 1, 0, 0, 0, 1}]→A52,
G[1,{1, 0, 0, 1, 0, 0, 1, 1, 0, 1, 0, 0}]→A52,
G[1,{1, 0, 0, 1, 1, 0, 0, 0, 1, 0, 1, 0}]→A52,
G[1,{1, 0, 1, 0, 0, 1, 0, 0, 1, 0, 0, 1}]→A52,
G[1,{0, 1, 1, 0, 1, 0, 0, 1, 0, 1, 0, 0}]→B52,
G[1,{1, 0, 0, 1, 0, 0, 1, 0, 0, 1, 1, 0}]→B52,
G[1,{0, 1, 1, 0, 1, 0, 1, 1, 0, 0, 0, 0}]→B51,
G[1,{1, 0, 0, 1, 1, 0, 1, 0, 0, 0, 1, 0}]→B51,
G[1,{0, 0, 0, 1, 1, 0, 1, 0, 1, 1, 1, 0}]→A63,
G[1,{0, 1, 0, 1, 1, 0, 1, 1, 1, 0, 0, 0}]→A63,
G[1,{1, 1, 0, 0, 0, 1, 0, 0, 1, 1, 1, 0}]→A63,
G[1,{1, 1, 0, 0, 1, 0, 0, 1, 1, 0, 0, 1}]→A63,
G[1,{1, 1, 1, 0, 0, 0, 0, 0, 1, 1, 1, 0}]→A63,
G[1,{0, 1, 0, 1, 1, 0, 0, 0, 1, 1, 1, 0}]→A62,
G[1,{0, 1, 0, 1, 1, 0, 0, 1, 1, 1, 0, 0}]→A62,
G[1,{0, 1, 1, 0, 0, 1, 0, 1, 1, 0, 0, 1}]→A62,
G[1,{0, 1, 1, 0, 0, 1, 0, 1, 1, 1, 0, 0}]→A62,
G[1,{0, 1, 1, 0, 1, 0, 0, 0, 1, 1, 1, 0}]→A62,
G[1,{0, 1, 1, 0, 1, 0, 0, 1, 1, 0, 0, 1}]→A62,
G[1,{1, 0, 0, 1, 1, 0, 0, 0, 1, 0, 1, 1}]→A62,
G[1,{1, 0, 0, 1, 1, 0, 0, 0, 1, 1, 1, 0}]→A62,
G[1,{1, 0, 1, 0, 0, 1, 0, 1, 1, 0, 0, 1}]→A62,
G[1,{1, 1, 0, 1, 1, 0, 0, 0, 1, 0, 0, 1}]→A63,
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G[1,{1, 1, 1, 0, 0, 1, 0, 0, 1, 1, 0, 0}]→A63,
G[1,{1, 1, 0, 1, 1, 0, 1, 1, 0, 0, 0, 0}]→C61,
G[1,{1, 1, 1, 0, 1, 0, 1, 0, 0, 0, 1, 0}]→C61,
G[1,{1, 1, 1, 0, 1, 0, 0, 0, 0, 0, 1, 1}]→A61,
G[1,{0, 1, 1, 0, 1, 0, 1, 1, 0, 1, 1, 0}]→A73,
G[1,{1, 0, 0, 1, 1, 0, 1, 1, 0, 1, 1, 0}]→A73,
G[1,{0, 1, 1, 1, 1, 0, 1, 1, 0, 1, 0, 0}]→A73,
G[1,{1, 0, 1, 1, 1, 0, 1, 0, 0, 1, 1, 0}]→A73,
G[1,{0, 0, 1, 1, 1, 0, 1, 1, 0, 1, 1, 0}]→A74,
G[1,{0, 1, 1, 0, 1, 1, 0, 1, 0, 1, 0, 1}]→A71,
G[1,{0, 1, 1, 1, 1, 0, 0, 1, 0, 1, 1, 0}]→A71,
G[1,{1, 0, 1, 1, 0, 0, 1, 1, 0, 1, 1, 0}]→A71,
G[1,{1, 1, 0, 0, 1, 1, 0, 0, 1, 1, 1, 0}]→A72,
G[1,{1, 1, 0, 0, 1, 1, 0, 1, 1, 0, 0, 1}]→A72,
G[1,{1, 1, 0, 0, 1, 1, 0, 1, 1, 0, 1, 0}]→A74,
G[1,{1, 1, 0, 1, 1, 0, 0, 0, 1, 1, 0, 1}]→A72,
G[1,{1, 1, 0, 1, 1, 0, 0, 0, 1, 1, 1, 0}]→A75,
G[1,{1, 1, 1, 0, 0, 1, 0, 0, 1, 1, 0, 1}]→A72,
G[1,{1, 1, 1, 0, 0, 1, 0, 1, 1, 0, 0, 1}]→A75,
G[1,{1, 1, 1, 1, 0, 0, 0, 0, 1, 1, 0, 1}]→A74,
G[1,{1, 1, 1, 1, 0, 0, 0, 0, 1, 1, 1, 0}]→A72,
G[1,{0, 1, 0, 1, 1, 0, 1, 1, 1, 1, 1, 0}]→A81,
G[1,{1, 1, 1, 1, 1, 0, 1, 1, 0, 0, 1, 0}]→C81,
G[1,{1, 1, 1, 1, 1, 0, 0, 0, 1, 1, 1, 1}]→A94,
G[1,{0, 0, 1, 0, 0, 0, 1, 0, 1, 1, 1, 0}]→A52,
G[1,{0, 1, 1, 0, 0, 0, 1, 0, 1, 0, 1, 0}]→A52,
G[1,{0, 1, 1, 0, 0, 0, 1, 0, 1, 1, 1, 0}]→A62,
G[1,{0, 1, 1, 0, 0, 0, 1, 1, 1, 0, 0, 0}]→B52,
G[1,{0, 1, 1, 0, 1, 0, 1, 0, 1, 1, 1, 0}]→A75,
G[1,{0, 1, 1, 0, 1, 0, 1, 1, 1, 0, 1, 0}]→A73,
G[1,{1, 0, 0, 1, 0, 1, 0, 0, 0, 0, 1, 1}]→B52,
A.3. FIRE Input Codes for Auxiliary Integrals 150
G[1,{1, 0, 0, 1, 0, 1, 0, 0, 0, 1, 1, 0}]→A52,
G[1,{1, 0, 0, 1, 0, 1, 0, 0, 1, 1, 1, 0}]→A62,
G[1,{1, 0, 0, 1, 1, 1, 0, 0, 0, 1, 1, 1}]→A71,
s→s12,d→D}, " ;"],{i,1,Length[r]}]
(12) Quit[]







(6) Internal = {k1, k2, k3};
(7) External = {p1, p2};





(10) reps = {p12 →0, p22 →0, p1*p2 → s12/2};
(11) startinglist = {IBP[k1,k1],IBP[k1,k1+p1], IBP[k1,k1+p1+p2],
IBP[k2,k2], IBP[k2,k1-k2+p1], IBP[k2,k1-k2+p1+p2], IBP[k3,k3],
IBP[k3,k3+p1], IBP[k3,k3+p1+p2], IBP[k1,k1-k2],
IBP[k1,k3-k1], IBP[k2,k1-k2], IBP[k2,k2-k3],
IBP[k3,k2-k3], IBP[k3,k3-k1]} /. reps
(12) r=Get["zero"];
(13) RESTRICTIONS = r;
(14) SYMMETRIES ={}
(15) Prepare[];
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G[1,{0, 0, 0, 1, 0, 0, 1, 1, 0, 1, 0, 0}]→A41,
G[1,{0, 0, 0, 1, 1, 0, 0, 0, 0, 1, 0, 1}]→A41,
G[1,{0, 0, 1, 0, 0, 0, 1, 0, 1, 0, 0, 1}]→A41,
G[1,{0, 0, 1, 0, 1, 0, 0, 1, 1, 0, 0, 0}]→A41,
G[1,{0, 0, 1, 1, 0, 0, 0, 0, 1, 1, 0, 0}]→A41,
G[1,{0, 1, 0, 0, 0, 0, 1, 0, 1, 0, 1, 0}]→A41,
G[1,{0, 0, 0, 0, 1, 0, 1, 0, 1, 1, 0, 1}]→B51,
G[1,{0, 0, 0, 1, 0, 0, 1, 1, 1, 0, 0, 1}]→B51,
G[1,{0, 0, 1, 0, 1, 0, 0, 1, 0, 1, 0, 1}]→B51,
G[1,{0, 0, 1, 1, 1, 0, 1, 1, 0, 0, 0, 0}]→B51,
G[1,{1, 0, 0, 0, 0, 0, 1, 1, 0, 1, 0, 1}]→B51,
G[1,{1, 0, 0, 1, 1, 0, 1, 0, 0, 0, 0, 1}]→B51,
G[1,{0, 0, 0, 1, 0, 0, 1, 0, 1, 1, 0, 1}]→B52,
G[1,{0, 0, 1, 0, 1, 0, 0, 0, 1, 1, 0, 1}]→B52,
G[1,{0, 0, 1, 1, 0, 0, 1, 1, 1, 0, 0, 0}]→B52,
G[1,{0, 0, 1, 1, 1, 0, 0, 1, 0, 1, 0, 0}]→B52,
G[1,{1, 0, 0, 1, 0, 0, 1, 0, 0, 1, 0, 1}]→B52,
G[1,{0, 0, 0, 1, 0, 0, 1, 0, 1, 1, 1, 0}]→A52,
G[1,{0, 0, 0, 1, 0, 1, 0, 0, 1, 1, 0, 1}]→A52,
G[1,{0, 0, 1, 0, 1, 0, 0, 0, 1, 1, 1, 0}]→A52,
G[1,{0, 0, 1, 1, 0, 1, 0, 1, 1, 0, 0, 0}]→A52,
G[1,{0, 1, 0, 1, 0, 0, 1, 1, 1, 0, 0, 0}]→A52,
G[1,{0, 0, 0, 1, 0, 1, 0, 1, 0, 1, 0, 1}]→A51,
G[1,{0, 0, 0, 1, 1, 0, 1, 0, 0, 1, 1, 0}]→A51,
G[1,{0, 0, 1, 0, 0, 1, 0, 1, 1, 0, 0, 1}]→A51,
G[1,{0, 0, 1, 0, 1, 0, 1, 0, 1, 0, 1, 0}]→A51,
G[1,{0, 1, 0, 0, 1, 0, 1, 1, 1, 0, 0, 0}]→A51,
G[1,{0, 0, 1, 0, 0, 1, 0, 0, 1, 1, 0, 1}]→A52,
G[1,{0, 0, 1, 1, 0, 0, 1, 0, 1, 0, 1, 0}]→A52,
G[1,{0, 0, 1, 1, 0, 1, 0, 1, 0, 1, 0, 0}]→A52,
G[1,{0, 0, 1, 1, 1, 0, 0, 0, 0, 1, 1, 0}]→A52,
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G[1,{0, 1, 0, 1, 0, 0, 1, 0, 1, 1, 0, 0}]→A52,
G[1,{0, 0, 0, 1, 1, 0, 1, 1, 0, 1, 0, 1}]→B62,
G[1,{0, 0, 1, 0, 1, 0, 1, 1, 1, 0, 0, 1}]→B62,
G[1,{0, 0, 1, 1, 0, 0, 1, 0, 1, 1, 1, 0}]→A62,
G[1,{0, 0, 1, 1, 0, 1, 0, 0, 1, 1, 0, 1}]→A62,
G[1,{0, 0, 1, 1, 0, 1, 0, 1, 1, 1, 0, 0}]→A62,
G[1,{0, 0, 1, 1, 1, 0, 0, 0, 1, 1, 1, 0}]→A62,
G[1,{0, 1, 0, 1, 0, 0, 1, 0, 1, 1, 1, 0}]→A62,
G[1,{0, 1, 0, 1, 0, 0, 1, 1, 1, 1, 0, 0}]→A62,
G[1,{0, 1, 0, 0, 1, 0, 1, 0, 1, 1, 1, 0}]→A63,
G[1,{0, 1, 0, 1, 1, 0, 1, 1, 0, 1, 0, 0}]→A63,
G[1,{1, 0, 1, 0, 1, 0, 1, 1, 0, 0, 0, 1}]→B61,
G[1,{0, 0, 0, 1, 0, 1, 1, 1, 1, 1, 0, 1}]→A73,
G[1,{0, 0, 1, 1, 0, 1, 1, 1, 1, 0, 0, 1}]→A73,
G[1,{0, 1, 1, 1, 1, 0, 1, 1, 1, 0, 0, 0}]→A73,
G[1,{0, 0, 1, 0, 1, 1, 0, 1, 1, 1, 0, 1}]→A73,
G[1,{0, 0, 1, 1, 1, 0, 1, 1, 0, 1, 1, 0}]→A73,
G[1,{0, 0, 1, 1, 1, 0, 1, 1, 1, 0, 1, 0}]→A73,
G[1,{0, 0, 1, 1, 1, 1, 0, 1, 0, 1, 0, 1}]→A73,
G[1,{0, 0, 1, 1, 0, 1, 0, 1, 1, 1, 0, 1}]→A75,
G[1,{0, 0, 1, 1, 1, 0, 1, 0, 1, 1, 1, 0}]→A75,
G[1,{0, 1, 1, 0, 1, 0, 1, 0, 1, 1, 1, 0}]→A72,
G[1,{0, 1, 1, 0, 1, 0, 1, 1, 1, 0, 1, 0}]→A74,
G[1,{0, 1, 1, 1, 0, 0, 1, 1, 1, 0, 1, 0}]→A71,
G[1,{0, 0, 1, 1, 1, 0, 1, 1, 1, 1, 0, 1}]→B81,
G[1,{0, 1, 0, 1, 1, 0, 1, 1, 1, 1, 1, 0}]→A81,
G[1,{0, 1, 1, 1, 1, 0, 1, 1, 1, 1, 1, 0}]→A92,
s→s12,d→D},";"],{i,1,Length[r]}];
(12) Quit[]
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A.4 QGRAF Input Output Files
In this section we present the input and output files of the processes which were










Since the output of the process Higgs-gluon-gluon is very lengthy, we thought to
write down only the first diagram of the output to show how it looks like. (+1/4) is
the symmetry factor of the particular diagram and the abbreviations are as follows:
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