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The goal of this research is threefold: (i) to analyze generalized digital search trees,
(ii) to derive the average profile (i.e., phrase length) of a generalization of the well known
parsing algorithm due to Lempel and Ziv, and (iii) to provide analytical tools to analyze
asymptotically certain partial differential functional equations often arising in the analysis
of digital trees. In the generalized Lempel-Ziv parsing scheme, one partitions a sequence
of symbols from a finite alphabet into phrases such that the new phrase is the shortest
substring seen in the past by at most b-l phrases (b = 1 corresponds to the original Lempel-
Ziv scheme). Such a scheme can be analyzed through a generalized digital search tree in
which every node is capable to store up to b strings. In this paper, we investigate the depth
of a randomly selected node in such a tree and the length of a randomly selected phrase in
the generalized Lempel-Ziv scheme. These findings and some of our recent results allow to
compute the average redundancy of the generalized Lempel-Ziv code and compare it to the
ordinary Lempel-Ziv code leading to an optimal value of b. Analytical techniques of (precise)
analysis of algorithms are used to establish most of these conclusions.
Index Terms: Generalized Lempel-Ziv parsing scheme, generalized digital search trees,
average redundancy, partial differential functional equations, singularity analysis, asymptotic
expansions, depoissonizatioll, Mellin transform.
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1. INTRODUCTION
The heart of several universal data compression schemes is the parsing algorithm due
to Lempel and Ziv [39] (e.g., it is used in the UNIX compress command and in a CCITT
standard for data compression for modems). It is a dictionary based algorithm that parti~
tions a sequence into phrases (blocks) of variable sizes such that a new block is the shortest
substring not seen in the past as a phrase. The Lempel-Ziv code consists of pairs of num-
bers: each pair being a pointer to the previous occurrence of the prefix of the phrase and
the last symbol of the phrase (cf. [3]). For example, ababcbababaaaaaaaaaca is parsed into
(a) (b) (bb)(c) (ba)(bab)(aa) (aaa)(aaaa) (ca) and its code become" OaOblbOc2a3bla7a8a4a
(observe that there is no need for a separator between phrases). Let us count the length of
this corle in bits assuming a ternary alphabet :E = {a, b, c}. There are ten phrases, thus we
need four bits to code each phrase. Every symbol requires two bits and there are ten symbols
in the code, hence the total length of the code is 60 bits.
It is known that the original Lempe1-Ziv scheme does not cope very well with sequences
containing a long string of repeated symbols. To somewhat remedy this situation, Louchard
and Szpankowski [24J introduced a generalization of the Lempel-Ziv parsing scheme: It parses
a sequence into phrases such that the next phrase is the shortest phrase seen in the past by
at most b - 1 phrases (b = 1 corresponds to the original Lempel-Ziv algorithm). A data
compression code for this new algorithm consists of pairs of number: one being a pointer
to the previous first occurrence of the prefix of the phrase, and the second number either
contains the last symbol of a new phrase in the case it is the first phrase among b identical
phrases or otherwise it is empty. For example, the sequence above is parsed with b = 2
as follows: (a)(b) (a)(c)(ba)(ba)(baa) (aa)(aa)(aaa)(cal wbicb bas eigbt distinct phrases (and
twelve phrases). Its code is as follows: OaOb10c2a44a1a66a3a which is of length 40 bits (i.e.,
eight phrases each needed three bits and eight symbols everyone requires two bits). We
saved 20 bits!
In Section 2 we describe more precisely the code associated with the generalized Lempel-
Ziv code. We also prove theoretically that this generalization improves slightly the redun-
dancy of the code where by redundancy we mean a measure of how far the code is from
being optimal for a given source of information. The computation of the average redun~
dancy for Lempel~Ziv like codes was an open problem for awhile, but recently Louchard and
Szpankowski [25] (cf. also [32]) proposed a method to evaluate it provided one computes
accurately the average phrase length (see Section 2 for a more precise statement).
Our goal is to investigate the probabilistic behavior of a typical phrase length. As already
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observed in Louchard and Szpankowski [23] (cf. [15]), the Lempel-Ziv algorithm can be
modeled in two ways, namely as a digital tree model or a Lempel-Ziv model. In the former, one
constructs the Lempel-Ziv sequence from m independent strings (of possibly infinite lengths).
For example, let m = 4 sequences are given: Xl = 0000"., X2 = 1010,. " X3 = 1111 ... and
X, ~ 0101 .... Then, for b ~ 1 the Lempel-Ziv sequence (0)(10)(11)(01) is of length £4 = 7
and a typical (i.e., randomly selected) phrase is of length l~, In the Lempel-Ziv model there
is only one sequence of fixed length, say n, and one partitions the sequences according to
the Lempel-Ziv algorithm as described above. Clearly, these models are related as already
observed in [23, 15]. We shall study both models in this paper,
Let us have a closer look at the digital tree model. To justify its name we shall show
that it can be represented by a digital search tree (cf. [6, 19,26]). In this case, we consider an
extension of digital search trees called b-digital search tree, or (for short) b-DST (d. [8, 26])
which is built from a fixed number, say m + b, of strings. Hereafter, we consider only the
binary alphabet 1:: = {O,l}, but an extension to any finite alphabet is straightforward. This
tree is constructed as follows: The first b strings are stored in the root. The remaining m
strings arc stored in an available space in a node which is not full, i.e., containing less than
b strings. The search for an available space follows the prefix structure of a string. The rule
is simple: if the next symbol in a string is "I" we move to the left, otherwise move to the
right until either we find a node with less than b strings or, if all nodes are full on this path,
we create a new node. The details of such a construction can be found in [8, 19, 26J.
Let us now discuss a digital tree representation for the Lempel-Ziv model. In this case,
we assume that the first b phrases are empty and we store them in the root of a b-DST, All
other phrases are stored in internal nodes and they are constructed on-line in the course of
building the associated b-DST. When a new phrase is created, the search starts at the root
and proceeds down the tree as directed by the input symbols of the string exactly in the
same manner as in the b-digital tree construction until either we find a node with less than
b phrases or we create a new node. In Figure 1 we show the 2-DST constructed from the
sequence 1100101000100010011. Observe that for a fixed length string, the number of nodes
in the associated digital tree is a random variable that is equal to the number of distinct
phrases of the generalized Lempel-Ziv scheme.
In this paper, we study both models in a probabilistic framework in which every string
is generated according to the Bernoulli model, that is: symbols are generated in an inde-
pendent manner with "0" and "1" occurring respectively with probability p and q = 1 - p. If
p = q = 0.5, the Bernoulli model is called symmetric, otherwise it is asymmetric.
Digital trees appear in a variety of computer and communications applications includ-
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Figure 1: A 2-digital search tree representation of the generalized Lempel-Ziv parsing for the
string 1100101000100010011
iug searching, sorting, dynamic hashing, codes, conflict resolution protocols for multiaccess
communications, and data compression (cf. [6, 8, 19, 26, 23, 24, 15, 35]). Thus, better un-
derstanding of their behavior is desirable and could lead to some algorithmic improvements.
One parameter that is of interest to these applications is the depth of a randomly (uniformly)
selected node (i.e., the length of the path from the root to the chosen node). It can repre-
sent the search time for a key word or the length of a phrase in the generalized Lempel-Ziv
algorithm (cf. Figure 1).
In this paper, we fully characterize the probabilistic behavior of the depth in a b-digltal
search tree under the digital tree model. We derive asymptotic expansions for the mean and
the variance, as well as for large deviations and the limiting distribution of the depth. In
particularlYl we prove that the depth appropriately normalized is asymptotically normally
distributed in the asymmetric Bernoulli model.
The Lempel-Ziv model is somewhat more intricate since there is some unpleasant de-
pendency between consecutive phrases. Fortunately, Louchard and Szpankowski [23] proved
that this dependency is not too strong (cf. equation (24) in Section 2), and one can infer
the probabilistic behavior of the length of a randomly selected phrase from the depth of a
randomly selected node in a b-DST built from a fixed number of nodes (i.e' l in the digital
tree model). In addition, using another recent finding of Louchard and Szpankowski [25]
(concerning redundancy of the ordinary Lempel-Ziv code, Le., for b = 1) we are able to com~
pute the average redundancy of the generalized Lempel-Ziv code. The average redundancy
measures how far the code is from being optimal for a given source of information (thus it
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requires quite precise asymptotics of the average length of the Lempel-Ziv sequence in the
digital tree model). This allows us to justify theoretically why the generalized Lempel-Ziv
scheme is slightly better than the ordinary Lempel-Ziv scheme from the point of view of the
average redundancy (cf. Theorem 3 in Section 2 and the discussion after).
We believe our contribution is also of a methodological nature: We establish our results
in a consistent manner by a technique that belongs to the toolkit of the analytical analysis
of algorithms. More precisely, it was already observed by Flajolet and Richmond [8] that
b-digital trees are harder to analyze than the ordinary (b = 1) digital search trees. The
difficulty boils down ultimately to a solution of the following general recurrence in xu: Let
Xl, ... ,Xb be given. Then, for a given sequence an and a constant u
(1)
(2)
(cf. recurrence (4) in Section 2), which can be reduced to the following partial differential
functional equation in terms of the Poisson generating function of X n defined as X(z) =
b () .-b 8'X(z) - - -
~ i 8zi = A(z) + u(X(pz) + X(qz»
where q = 1 - P (cf. (6) in Section 2 and (31)-(32) in Section 3).
The above recurrence can be solved exactly for b = 1 (cf. e.g_, [34]), but attempts at
extensions to b > 1 have partially failed. Flajolet and Richmond [8J (cf. also [12]) used a
new technique to solve this recurrence for p = 1/2 (I.e., symmetric Bernoulli model). Unfor-
tunately, this technique seems to be restricted to the symmetric Bernoulli model since some
sums involved in the asymmetric Bernoulli model (i.e., p # 1/2) cease to be harmonic sums.
To circumvent this difficulty we devise another approach that is asymptotic in its nature. In
order to accomplish this, we use some other techniques such as analytical poissonization and
depoissonization, singularity analysis, and Mellin transforms.
In passing, we should mention that differential functional equations such as (2) were
already discussed in 1924 by Flamant [10] who provided an iterative solution. Our approach
is completely different, and we present an asymptotic solution as z --t 00 (which suffices
to obtain an asymptotic solution of the original recurrence). Finally, during the course of
the analysis we face a problem of numerical evaluation of some constants involving Mellin
transforms. These constants are somewhat important since they carry the information about
the dependence of b on the final solution. We propose here a method to evaluate numerically
such constants (cf. Section 3.3) that is of its own interest and can be applied to other
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problems. We should mention that similar numerical problems can be encountered in other
analyses (c!. [17]).
Digital search trees for b = 1 have been analyzed in the past in the case of a fixed number
Df independent strings (cf. [6, 14, 18, 19, 20, 21, 28, 29, 30, 34, 35]). Much less is knDwn
abDut b-digital search trees. As mentiDned abDve, the first nDn-trivial analysis Df the size of
such trees for the symmetric Bernoulli model wa.<> prDposed by Flajolet and llichmond [8].
The variance Df the size and the internal path length - still fDr the symmetric mDdel- was
discussed by Hubalek [12J. TD the best Df DUI knDwledge, b-DST have nDt yet been analyzed
fDr the asymmetric BernDulli mDdei. In the cDmpanion paper, one Df us (cf. LDuchard [22])
presents an alternative probabilistic approach tD obtain some of Dur results, namely, the
limiting distributiDn (without the rate Df cDnvergence) but nDt the large deviatiDn results
and precise evaluation of the mDments (see SectiDn 4.2 fDr the derivation of the asymptDtic
distribution in the symmetric case using this approach). In [22] Louchard also evaluates the
average number Df nDdes in a b-digital search tree, thus directly extending the FlajDlet and
Richmond result [8J to the asymmetric Bernoulli mDdei.
FDr the original Lempel-Ziv parsing algorithm (b = 1) mostly Dnly first-Drder properties
(e.g., leading terms in almost sure cDnvergence) have been analyzed, with an exception Df
the wDrk by Aldous and Shields [1], and recent wDrks Df Louchard and Szpankowski [23], and
Jacquet and Szpankowski [14]. The first-Drder property Df the length of a phrase in anDther
Lempel-Ziv parsing algDrithm (known as Lempel-Ziv'77 scheme [38]) was recently repDrted
by Ornstein and Weiss [27] and SzpankDwski [35]. Finally, Gilbert and Kadota [11] analyzed
numerically the number of pDssible messages composed Df m parsed phrases, as well as the
length of a phrase in the digital tree model.
The paper is organized as follDws: In the next sectiDn, we present Dur main results
cDncerning the digital tree mDdel and the generalized Lempel-Ziv scheme. Proofs are deferred
to SectiDns 3 and 4, where in the fDrmer we treat the asymmetric Bernoulli mDdel, while in
the latter the symmetric case. The prDofs are analytical with the exception of the distribution
in the symmetric Bernoulli mDdel discussed in SectiDn 4.2.
2. MAIN RESULTS
We cDnsider a b-digital tree built over m statistically independent words. Let Dm(i) =
Di(i) be the depth Df the i-th string (Df possibly infinite length) in such a tree, that is, the
length Df a path frDm the rDDt to a node cDntaining the ith string. In a variety of applications,




As argued in Louchard and Szpankowski [23], the depth D m is closely related to the length
of a randomly selected phrase in the generalized Lempel-Ziv parsing scheme. We denote it
as D~z where n is the length of the string to be parsed. Our goal is to study moments and
distribution of Dm and D*z, and their dependence upon parameter b.
2.1 Digital Tree Model
We now concentrate on the depth D m in a b-DST built over a fixed number, say m, of
independent strings generated according to an asymmetric Bernoulli model (with "0" and
"1" occurring respectively with probability p and q = 1 - p). Let B~ be the expected number
of strings on level k of a randomly built b-digital search tree. From the above we immediately
obtain: Pr{Dm = k} = B';",/m, thus one can alternatively study the average B':n. which is
further called the average profile. Let Bm(u) = Ek?:O B':n.uk be the generating function of the
average profile.
A digital tree is a recursive structure. Suppose that there are m + b strings to store.
The root of such a tree contains b strings, and the remaining m strings are split between the
left subtree and the right subtree. If i strings go to the left subtree, then its average profile
is characterized by UBi(U) while uBm_i(u) is the generating function for the right subtree.
Finally, the probability that i strings end up in the left subtree is equal to the probability
that i out of m strings start with "0", and this is equal to (7)piqm-i. Thus we have the
following recurrence for m 2 0:
(4)
with initial conditions
B;(u) = i fo, i = 0, 1, ... , b - 1 . (5)
For b = 1 the above recurrence can be solved exactly as discussed in [33] (cf. [23]).
Unfortunately, for b > 1 the recurrence becomes too complicated and no exact solution
is known. This was already noted by Flajolet and Richmond [8] who developed a special
technique to deal with such recurrences for b > 1. Unfortunately again, the technique of
(8] was designed for the symmetric Bernoulli model, and becomes very intricate for the
asymmetric Bernoulli models (due to the fact that some sums occurring in the solution of
(4) cease to become harmonic sums in the asymmetric case).
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In view of this, we approach the general recurrence (4) from a different "angle". First
of all, we "poissonize" the model, that is, we introduce the Poisson transform (or Poisson
generating function) as
_ 00 zi
B(u,z) = LB,(uhe-> .
i=O t.
Then, the recurrence becomes a slightly more manageable differential functional equation,
namely:
( 8)' - (- -)1 + 8z B(u, z) = b+ u B(u,pz) + B(u, qz) (6)
where (1 + %z)b f(z) =dcf Et=o (~) 8;'1~). We shall study B(u, z) for z --lo 00 in a cone around
the real axis and u in a compact set around u = 1. This will suf6ce to recover asymptotics
of Bm(u), as discuss in Section 3.2.
mpassing, we should point out that B(u,z) represents the average profile in the so called
Poisson model in which the fixed number of strings is replaced by a random number of strings
distributed according to a Poisson with mean z. To take the full advantage of this new model,
however, we shall postulate that z is a complex variable. After "depoissonlzation" (cf. Section
3.2) we expect that Bm(u) - B(u,m).
In the next section, we use the Mellin transform [9], singularity analysis [7], and the
depoissonization lemma [16, 31] to solve the above equation, and to prove the following main
result.
Theorem 1 (ASYMMETRIC BERNOULLI MODEL)
(i) Let Dm be the typical depth in a b-digital tree built over m statistically independent strings
under the asymmetric Bernoulli model. Then
where hI = -p logp - q log q is the entropy, h2 = P log2 P + q log2 q, and i = 0.577... is the
Euler constant, while Hb- I = L~':} t. Ho = a are harmonic numbers. The constant 6.(b,p)
can be computed as follows (see Table 1 in Section S.S for numerical values):
~(b ) = f: f t (i +l)b!
,p n=2b+l n i=l (b - i)!n(n -l)...(n - i-I)
8
<00 (9)
where in is given recursively by
{
Im+b = m+ L::"oo (';')p'qm-i(1i + Im-,),
10 = h ~ ... ~ Ib = 0,
fm+b = fm+b - m > 0, m;;::: 1.
m>O,
Finally, 01 (x) is a fluctuating function with a ·small amplitude (see (49)) when (Iogp)j{log q)
is rational, and limz --+=ol{X) = 0 otherwise.
(ii) Let Gm(u) be the probability generating function of Dm (i.e., Gm{u) = Eun",), J-lm =
EDm, and am = .;var Dm. Then, for complex T
(10)
Thus, the limiting distribution of n",u}'" is nonnal, and it converges in moments (i.e., in
mean of any order) to the appropriate moments of the standard nonnal distribution. Also,
there exist positive constants A and a < 1 such that unifonnly in k for large m
Pr {IDm - c1 10g ml > k} .s; Aak
";c2 log m
where Cl = Ijh t and C2 = (h2 - hDjh~.
(11)
The symmetric Bernoulli model must be treated differently since we shall prove below
that Var D m = O{I), and hence a central limit theorem may not hold, which is actually the
case. We use the Flajolet and Richmond [8] technique to prove this fact (d. Section 4.1).
Using a probabilistic approach we also establish the exact distribution of Dm (cf. Section
4.2). Both results are summarized in Theorem 2 below.
Before we present our findings, we must introduce some additional notation. Let
=
Q(t) ~ II (1 + t2-k ) ,
k=O
and for integer s and complex z we define
H(s) - ::' (Qb(~z))I'~l
1I;(s) ~ - ::' (h, (1- d)-bl
l






Theorem 2 (SYMMETRIC BERNOULLI MODEL)
(i) Let us consider the symmetric Bernoulli model (with p = q = 1/2). The mean value EDm
is given by (7), while the variance becomes




where L = hI = log 2 and
r1 (1 ) dt roo 1 dt
Jo Q(t)' - 1 t + Jo Q(t)' t '
,,' r' (1 )logt roo 1 logt-3+ 2Jo Q(t)' -1 -t-dt + 2Jo Q(t)'-t-dt ,
(16)
(17)
and 02 (-) is a periodic function with mean zero and period 1, and [arlo is a very small constant
(e.g., [arlo .:s 10-10 for b = 1). More precisely: as in Hubalek [12} with Xk = 2k1ri/L for
k = ±1,±2, ...
, 1" I(xdI( -xd
[5,10 ~ £' fto r(2 + Xdr(2 - X,)
where r(s) is Euler's Gamma function, and
)')')z
z=(1_2-k)-1
I(Xk) = ~ + r' (Q-'(t) _ 1) tx>-ldt +;'00 Q-'(t)tX'dt 0
Xk Jo 1
(ii) The exact distribution of D m is given by
P {D < O} ~ b _ 1 .f-(1 _ 2')-'m r m - J (b _ 1)1 f:"i X
X 8H ( z2b (-' -m) II ( 2-
l
z
8 '-1 ( )2
Z -z (z z - 1 1$.l'5j;e# 1 - 1 - 2
(18)
for any positive integer j.
l+o+t=b_1
f,5,t;::O
lim IPr{Dm ~ Ilog,mJ+~}-
m~oo
(iii) Let now j = llog2mJ + f'i. for an integer f'i., and define {log2m} = log2m - llog2mJ.
Then, the "asymptotic distribution" of D m can be expressed as
(s + 1) 00 Ki(t)e-2-( ..-£IOK2 m}-'-l)




(t) (e_2-(I<-{[OK2 m}-i-l) _1)21<-{JOg2 mJ-i =0
s+t=b-l i=O
where Ki(t) = Ls +5~=t (---;1)~~(S2)H(sd exponentially decreases with t. Observe that theI ~ 51.52.
limiting distribution of D m does not exist in the symmetric case due to the term {log2 n}
which is dense in [0, 1J but not uniformly dense.
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In passing it should be noted that the "asymptotic distribution" established in part (iii)
above resembles a "mixture" of double exponential distributions (i.e., e-2-"'), as in the case
b = 1. An intuitive explanation for different behavior in the symmetric case 1s given in [23],
but it follows baSically from the fact that Var D m = 0(1). We should also point out that
numerical values of J'(O) and JIf(O) can be found in Hubalek [12J.
2.2 Lempel-Ziv Model
The situation is similar, but not the same, in the Lempel-Ziv model in which a sequence
of fixed length n is parsed into random number of phrases. Let M n denote the number of
full phrases produced by the algorithm (the last incomplete phrase is ignored). We should
mention that for b > 1 the number of full distinct phrases, M~, is not equal to the total
number of phrases Mn . Let also D~Z(i) be the length of the ith phrase in the Lcmpel-Ziv
model, where 1 :5 i :5 M n . By the typical phrase length D~z we mean the length of a
randomly selected phrase, that is, conditioned on Mn each phrase has probability lIMn of
being selected.
The typical depth D~z in the Lempel-Ziv model can be estimated as follows (cf. (23]):
mu
P,{D~z = k) ~ L P<{D~z ~ klMn ~ m)P,{Mn ~ m}
m=mL
(19)
where mL and mu are lower and upper bounds for the number of phrases. It is easy to
see that there exist constants al > 0 and Q2 < 00 such that mL = al JnJb :5 Mn :5
a2(njb)jlog2(njb) = mu. Indeed, the minimum number of phrases occurs only for two
strings: either all zeros or all ones, and then n = L:;:;i D~Z(i) :5 bL:[:;l i, whence the
lower bound mL = D.( Jnjb). For the upper bound, we consider a complete binary tree
with the internal path length equal to n. Naturally, the number of nodes in such a tree is
O«n(b)(log2(n(b)).
To estimate the probabilities appearing in (19) one seeks the limiting distribution of
M n . This is a difficult problem even for b = 1, and only recently Jacquet and Szpankowski
[14] "cracked" it down by showing that M n appropriately normalized weakly converges to
the standard normal distribution. The case b > 1 is still unsolved until now, however, the
technique of [14] can handle this case, too. To see this, we first reduce the problem to another
one on the digital tree model. Indeed, observe that the following relationship between M n
(Lempel~Ziv model) and Lm = [;:'1 Dm(i) (digital tree model) takes place:
m





The above relationship is known as the renewal equation, and from Theorem 17.3 of [2J we
conclude the central limit theorem for M n knowing it holds for L m . The latter is easier to
handle but far from trivial, and the reader is referred to [14] for details.
One finds a similar situation for the case b > 1, thus a central limit theorem for the internal
path length Lm should hold. The exponential generating function L(z, u) = L~=o EuLm ~
satisfies the following partial-functional differential equation
8'L(z,u)
8z' =L(pzu,u)L(qzu,u). (21)
The arguments from [14] can be extended to b > 1, after some tedious labor, and one can
solve asymptotically the above equation. We formulate our conclusions in a form of a fact
that follows from [14] but without providing any detailed derivation.
Fact 1 Consider the asymmetric Bernoulli model. Let CI = I/h l and C2 = (h2 - hnlhf.
(i) The path length L m in a b-digital search tree possesses the following limiting distribution
(22)
where N(O,I) denotes the standard normal distribution, ELm = mEDmJ and Var Lm =
c2m1ogm + O(m), and the convergence is also in moments.
of the generalized Lempel-Ziv parsing scheme satisfies the(ii) The number of phrases M n
following
M. - EM. -t N(O 1)
";VarMn '
(23)
where EMn '" nhd log nand VarMn '" czhin/log2 n where C2 is defined in Theorem 1.
Moreover, all moments ofM n converge to the appropriate moments of the normal distribution.
Having settled this, we can return to evaluating the limiting distribution of the phrase
length D~z. According to (19), one needs to estimate the conditional probability Pr{D~Z =
klMn = m}. It is tempting to assume that it is equal to Pr{Dm = k} (the latter refers to the
probability of the depth in the digital tree model). But, this is untrue due to the fact that in
the Lempel-Ziv model we consider only those digital search trees whose internal path length
is fixed and equal to n. Clearly, this restriction affects the depth of a randomly selected
phrase. A mathematical form of this dependency is actually written down in (20). We can
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use exactly the same arguments as in Louchard and Szpankowski [23] (cf. Section I1I-B of
[23]) to show that for b > 1 the following holds
Pr{D~Z = klMn ~ m} = (1 + O(Vlogn/n))Pr{Dm = k) (24)
as long as k = O(EDm ) = O(logm). This would particularly imply that for complex 1)
as n ---7 00 (cf. [23] for details).
In summary, the second main result concerning the Lempel-Ziv model is presented below
(for simplicity we formulate it only for the asymmetric case).
Theorem 3 Consider the asymmetric Bernoulli model. Let D~z be the length of a ran-




More precisely} for complex 1J
(25)
Furthermore, there exist two positive constants A' and al < 1 such that
Pr {ID{;,.Z - Cl log(nh l / logn) I> k} < A/at
V C2 Iog(nh,jlogn) -
uniformly in k for large m, where Cl and C2 are defined above.
(27)
The symmetric Bernoulli model can be handled in a similar manner, but its formulation
is too complicated to be presented in a compact form. It is described by a similar formula as
for the digital tree model with m replaced by n/ log2 n. Naturally, the limlting distribution
does not exist as such but some limiting theorem can be formulated as in the case of the
digital tree model (cf. Theorem 2(iii)).
Finally, in order to find an optimal b that asymptotically minimize the Lempel-Ziv code
length, we shall deal with the average redundancy Tn which is defined as follows:
Bin - nh l
f n = --'"-----"
n
where in is the length of the generalized Lempel-Ziv code, and the expectation is taken with
respect to the underlying probability measure. As explain in Section 1, the data compression
13
code for the generalized Lempel-Ziv scheme consists of pairs of numbers: one being a pointer
to the previous occurrence of the prefix of the phrase, and the second number either contains
the last symbol of a new phrase in the case it is the first phrase among b identical phrases or
otherwise it is empty, as discussed in Section 1. Clearly, the length en of such a code depends
on two parameters, namely: the number of phrases Mn , and the number of distinct phrases
M~, and it can be computed (for a binary alphabet) as follows
(28)
where I is equal to one (for the binary alphabet, otherwise it is equivalent to the number
of bits representing a symbol) if the phrase consists of a previously occurred prefix and an
additional symbol (i.e., a bit in our case), and zero otherwise. It is not difficult to see that
EI ~ E(M~ -I) .
EMn
Thus, we must evaluate EMn and E log EM~. But, as in [25] we notice that EMn log M~ =
EMnlogEM~ + O(ljlogn). To estimate EMn we observe that by (20) it is related to the
average path length in the digital tree model, and ELm = mEDm. As in Louchard and
Szpankowski (25]' and using Fact 1, we conclude that EMn ,....., X n where X n is a solution of
ELxn = n, that is:
nh, ( loglogn .A.:..-,...=.lo"g"/.:.o" + 0 ((lOgIOgn?))
X n = -- 1+ +-log n log n log n log2 n
where -A is the 0(1) term divided by hI of (8) in Theorem l(i), that is,
h,
A~I+H,_,+"'(b,p)-2h, -,-,,(m).
In a similar fashion we can estimate EM~, however, one should observe that M~ is related
to the size of the associated b-DST. More precisely, if 8m is the size of a b-DST bum form
m strings, then according to Flajolet and Richmond [8] (symmetric case), and Louchard (22]
(asymmetric case):
ESm = m (qo(b) + o,(m)) + 0(1)
where qo(b) is a constant that can be computed explicitly. For example, Flajolet and Rich-
mond [8] proved that
I (OO(I+t)' dt
qo(b) = log 2 Jo Q(t) I + I
whe" Q(t) = rr~o(1 + t2-;). Clearly, qo(l) = I, and the authors of [8] computed qo(2) ~
0.5747, qo(3) = 0.4069, and so on. For large b one derives that qo(b) ,....., 1j(b log 2).
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Putting everything together, and using the approach from [25], we finally arrive at the
following formula for the average redundancy of the generalized Lempel-Ziv code
_ 1 - 'Y - ,Ji;; + tl(b,p) + Hb-l + qo(b) + log qo(b) - o(n) (log !ogn)
r.(b)~h, I +0 2
ogn log n
(29)
where 6(n) is a fluctuating function with a small amplitude, and the other quantities are
defined as above.
It may be interesting to compare the average redundancy for different values of b hoping
that there exists an optimal value of b. For example, for the symmetric Bernoulli model with
a binary alphabet we obtain
r.(I) 2.27 + o(n) + 0 cog!ogn)-
logz n log'ln
'.(2) 1.98 + O(n) + 0 COgiOgn)~ log2 n log2 n
'.(3) 1.89 + o(n) + 0 cog!ogn)-
log2 n log2 n
r.(oo) 1.71 + o(n) + 0 cog]ogn)
log2 n log2 n
Thus there exists an optimal value of b which minimizes the average redundancy. Salle re-
cent preliminary experimental results (cf. [13]) carried out on structured ASCII files seem
to confirm that a practical saving can be achieved for b > 1, and this is particularly true for
large alphabets (e.g., image), as already seen in Section 1. We should point out that these ex-
perimental findings are very sensitive to implementation issues. A particular implementation
can add O(Mn ) bits which contribute O(ljlogn) to the expected redundancy.
3. ANALYSIS OF THE ASYMMETRIC BERNOULLI MODEL
In this section, we prove Theorem 1 concerning the digital tree model in the asymmetric
Bernoulli model. After establishing recurrences for the mean and variance, we proceed to
derive the asymptotics of these quantities. We first deal with the Poisson model (Section 3.1),
and then depoissonize the results (Section 3.2). Special attention is devoted to computing
some constants arising in the analysis (Section 3.3). Finally, we show how to obtain the
limiting distribution for D m (Section 3.4).
3.1 Analysis of Moments in the Poisson Model
As defined in Section 2.1, Bm(u) is the generating function of the average profile B~.
Observe tbat Bm(!) = m, and EDm ~ B:"(I)/m, and B;;'(l)/m = E{Dm(Dm - III ~
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VarDm - EDm + (EDm )'- Thus,
Va< D
m
= B;:'(1) + B:"(l) _ (B:"(l))'
m m m
(30)
We will use the above formula to derive asymptotics of EDm and Var Dm as m --} 00.
Our approach is analytical, and as mentioned in the previous sectioD, we first derive the
mean and the second factorial moment of the average profile in the Poisson model, that is,
the first and the second derivative with respect to u at u = 1 of B(u,z). One obtains:
(1 + ~)'Bu(u,z) = (B(u,pz) + B(u, qz)) + u (Bu(u,pz) + Bu(u, qz)) ,
(1 + :)'Buu(u,z) = 2 (Bu(u,pz) + Bu(u, qz)) +u (Buu(u,pz) + Buu(u, qz))
Let Bu(l, z) = X(z), Buu(l, z) = W(z) which suffice to compute the mean and the
variance of Dm • as indicated above. Then,
(1+ :J'X(z) ~ z +X(pz) + X(qz) ,
(1 + :z)' W(z) = 2(X(pz) + X(qz)) + (W(Pz) + W(qz))
(31)
(32)
F(s) = M[J(t); s] = /,00 f(t)t'-ldt .
Our goal is now to solve asymptotically (as z -+ 00 in a cone around !R(z) > 0) the above
two functional equations. It is well known that equations like these are amiable to attack
by the Mellin transform. To recall, for a function lex) of real valued X, we define its Mellin
transform F(s) as
In some of our arguments (e.g., depoissonlzation of Section 3.2 and singularity analysis of
Section 4.1), we could either use Mellin transform of a complex variable function f(z) or we
could use an analytical continuation argument. It is known (d. [5,16]) that as long as arg(z)
belongs to some cone around the real axis, the Mellin transform f (s) of a function of a real
argument and its corresponding function of a complex argument is the same. Therefore, we
work most of the time with the Mellin transform of a function of real variable as defined
above.
Let now
Xes) ~ M[X(t); sJ ~ r(sh(s) , (33)
yes) ~ M[W(t); s] ~ r(s)p(s) (34)
where r(s) is the classical Gamma function, and we aim at computing "1(s) and {J(s). They
exist in a proper strip as proved in the lemma below:
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(35)
Lemma 1 . The following is true: (i) X(s) exists for lR(s) E (-b - 1, -1), and Y(s) 1S
defined for !Jl(s) E (-2b -1, -I),
(ii) Furthermore, ,(-I-i) = 0 for i ~ 1, .." b-l, ,(-1- b) ~ (_1)'+1 , and f3(-I-i) = 0
for i = 1, . __ , b, and ,(s) has simple poles at s = -1,0,1, _
Proof: By recurrence (4), we have Bi(u) = i for i = 0,1, ... ,b and thus Bi(u) = b+ (i - b)u
I ' 1 b 2b Tak' d' t' bt' aso(u) 0 I ' 0 1 b d as,(u)or 2 = + ,. _.,. lng enva Ives, we a aiD au = or 2 = , , ..., an au =
i - h for i = b,l + h, ... , 2b. Furthermore, the second derivative becomes a2gju) = 0 for
i = 0, 1, _._, 2h. Hence, for z -+ 0
x(z) ~ (z{b+ I ) /(b + I)! + 2z1b+2 ) /(b + 2)! + 3z{b+3 ) /(b + 3)! + O(z'+')) e-'
_ zI·+I) /(b + I)! + 0(zb+2 ) as z --; 0
W(z) 0(z2b+l) as z -+ 0
On the other hand, for z -+ 00 we conclude from (31) and (32) that X(z) = O(z log z) and
W(z) = O(z log2 z). Thus, the first part of the lemma is proven_ Part (ii) follows directly
from the lemma below and (39).•
Lemma 2 Let {fn}~=o be a sequence of real numbers, and suppose that its Poisson generating
function F(z) = E:::'=o in ~~ e-z is an entire function. Furthermore, let its Mellin transfonn
F(s) has the following factorization F(s) = M[F(z)j s] = r(s),(s), and assume F(s) exist
for !R(s) E (-2, -1) and ,(s) is analytical at s = -2, -3, .... Then
,(-n) = E(;)(_I)kik, for n ~ 2,
Proof: Let a sequence {gn}~=o be such that F(z) = E~=ogn~, that is (cf. [8]),
9" ~ f (;)(-I)"-kik'
k=O
Define now for some fixed N 2: 2, the function FN(Z) = E;:~OI On ~~. Due to our assumptions,
we can analytically continue F(s) to the whole complex plane except s = -2,-3, .... In
particular, for lR(s) E (-N, -N + 1) we have
F(s) = MIF(z) - FN(Z); s]
since a polynomial in z such as FN(Z) can only shift the fundamental strip of the Mellin
transform but cannot change its value (cf. [9]). As s -+ -N, due to the assumed factorization
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F(s) ~ r(sh(s), we have
I (I)N
F(s) = -N -N' 7(-N) + 0(1) ,s+ .




P(z) - PN(Z) ~ L 9n-, = 9N-, + O(zN+l) . (37)
i=N n. N.
Thus, by comparing (36) and (37), we prove that 7(-N) ~ (-i)N9N ~ 2:t'=o(Z)(-I)kfk
forN~2.•
Now, we are in a position to compute the Mellin transforms of X(z) and W(z). From
(31) and (32), after taking Mellin transforms and using (33)-(34), we obtain
b (b) .~ i (-I)'7(S-i) -
to G) (-i)'{i(s - i)
and by Lemma 1 res) exists in !Res) E (-b -1, -1), while (lCs) is well defined in the strip
!R(s) E (-2b - 1, -1). To simplify the above, we define for any function g(s):






Let now Sk, k = 0, ±1, ±2, ... , be roots of 1 - p-s - q-3 = O. Observe that So = -1. At
s = 511. we have
I I 1 h2 (s.)





h(t) ~ _p-t logp _ q-t log q ,
h2 (t) =p-tlog2p+q-tlog2q_
Expanding r(s))l(s) around s = Sk, we find
Therefore, since X(s) = r(sh(s) = 1 P ~ q • r(s).:y(s), we derive around s = Sk t- -1
1 r(Sk)_ h,(Sk) _
----h(),(sd + 2h'( )r(Sk!1(Sk)s - Sk Sk Sk
- _(1) (r(SkJ7(Sk) + r'(sk)'j(sd) + O(s - sd .
h Sk
In a similar manner, from (40) we have
Y(s) ~







_ (-hI _1_+ hh',) ('i(-I) + (s+I)'1'(-I)) +O(s+l)
Is+1 2 1
~ _..l.-_I_ + h, _ y(-I) + O(s + 1)
hI s + 1 2h~ hI '
- «S:1 +;:1) (iJ(-I)+(S+I)iJ'(-I))
+2 (:1 (S:I)' _h'~h's:1 +0(1)) ('1(-1)+ (s+I)'1'(-I))
2 1 (h' -h' _'( )1) 1 ( )- hr(s+l)2 + -2 h~ +2, -1 hT s+1 +01 .
(46)
(47)
In the above, we used the fact that 7(-1) = 1 and ,8(-1) = 0, which follow directly from
Lemma 1. Observe now that r(s) = - S~l + (...,. -1) + O(s+ 1) , hence the Laurent expansion
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of X(s) at s = -1 is
1 1 (h2 1~ '"1-1) 1
X(s) ~ r(sh(s) = h, (s + 1)2 - 2hi - h, 'Y'( -1) +~ s + 1 + 0(1) . (48)
In order to obtain an asymptotic expansion of X(z) for large z we use well known argu-
ments (d. [6, 9, 14, 23]) of the inverse Mellin transform, that is,
- 1 I-t+1OO
X(z) = -. X(s)z-'ds .
2wz -t-ioo
(The evaluation of this integral is quite standard (e.g., see [26]): we extend the line of
integration to a big rectangle right to the integration line, and observe that bottom and top
lines contribute negligibly due to the Gamma function behavior at imaginary argument, and
the right side positioned at, say d, contributes x-d for d ---? 00.) However, to estimate the
error term we must note, as observed in Lemma 1, that ,(s) has additional simple poles at
s = 0, 1, .... The pole at s = 0 is a double pole of X(s) = r(sh(s), thus its contribution to
X(z) is O(logz). Putting together everything, we finally arrive at




1 2 1 I 1 k.,tO t Sk
Similarly, at s = -1,
2 1 2 (h2 - hi 1~, '"I - 1) 1 ( 1 )
Y(s) = - hi (s + 1)3 + h, hi - h, '"I (-1) +~ (s + 1)2 + 0 s + 1 .
In addition, there is a double pole at s = 0, hence by the inverse Mellin transform we obtain
W(z) ~
for z ---? 00, where O(z) comes from the term O((s + I)-I). This formula will allow us to
infer asymptotics of the variance of D m .
3.2 Depoissonization
The above asymptotic formulre concern the behavior of the Poisson mean and the second
factorial moment as z ---? 00. More precisely, we must restrict the growth of z to a cone
So = {z: Iarg(z)1 :$; O} for some )01 < w/2. But, our original goal was to derive asymptotics
of the mean EDm and the variance Var Dm in the Bernoulli model. To infer Bernoulli model
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behavior from its Poisson model asymptotics, we must apply the so called depoissonization
lemma. This lemma basically says that mEDm "'" X(m) and mEDm(Dm -1) "" W(m) under
some weak conditions that axe easy to verify in our case. The reader is referred to [16, 31]
for more details about depoissonization lemma. For completeness, however, we review some
depoissonization results that are useful for our problem.
Let us consider a more general problem: For a random variable X n define 9n as a char-
acterization of X n , e.g., 9n = EXn or On = EX~, etc. We may also need to consider the
generating function Gn(u) = Eux " for a complex u which can be viewed as gn when u be-
longs to a compact set. Define the Poisson transform of 9n as O(z) = L;::'=ogn~e-Z (or morc
generally: G(z,u) = L~=oGn(U)~~e-Z for u in a compact set). Assume that we know the
asymptotics of O(z) for z large and belonging to a cone So = {z: Iarg(z)1 .:S: 8} for some
101 < nJ2. How can we infer asymptotics of 9n from G(z)? One possible answer is given in
the depoissonization lemma below (cf. [16, 31]):
Lemma 3 (DEPOISSONIZATION LEMMA)
(i) Let O(z) be the Poisson transform of a sefJuence gn that is assumed to be an entire function
of z. We postulate that jor 0 < 101 < nJ2 the following two conditions simultaneously hold
for some numbers A, B, t; > 0, (3, and Q < 1:
(I) For z E S,
where W(z) is a slowly varying function (e.g.} 1IT(z) = logd z for some d > OJ,
(0) For z ~ S,
Izl >, => IG(z)e'l ~ Aexp(alzl) .
Then, for large n





- 1 - P
9" ~ G(n) - 2G"(n) + O(n -'''(n)) .
(ii) Ij the above two conditions, namely (I) and (O), hold jor O(z, u) for u belonging to a
compact set U, then
G,,(u) = G(n,u) + O(nP-1"(n)) (53)
for large n and uniformly in u E U.
To apply the above lemma to X(z) and W(z) one must check conditions (I) and (0).
But condition (I) inside the cone So is automatically satisfied due to the asymptotics of X(z)
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and W(z) just derived. Formally, we must either use complex variable Mellin transform or
usc analytical continuation to establish X(z) = O(z logz) and W(z) = 0(zlog2 z). Thus, it
suffices to check condition (0) outside the cone (in fact, the arguments below work fine also
for verifying condition (I)).
We only consider X(z) since W(z) can be treated in a similar manner. Let X(z) = X(z)ez.
Then, functional equation (31) transforms into
where X(b)(z) denotes the bth derivative of X(z). Observe that the above equation can be
alternatively represented as
X(z) = faz Iow2 .,. faWb (X(wIP))eW- 1q + X(Wtq)eW1P + wlew1 ) dWldw2··· dWb (54)
, .. '
b times
We now prove IX(z)1 S eolzl for z 1: So for a < 1. We use induction over the so called
increasing domains defined as follows (cf. [16, 26]): For all positive integers m 2: 1 and
constants e, 0 > 0, let
where max{p, q} S v < 1 and 0 S min{p,q}. The point to observe is that if z E F mH - F m
then zp, zq E F m provided Izi 2: ewhich is assumed to hold.
To carry out the induction, we first define J:m = F m n So where So denotes points in the
complex plane outside So. Since X(z) is bounded for z E:Flo thus the initial step of induction
holds. Let us now assume that for some m > 1 and for z E J:m we have IX(z)1 S eolzl with
a < 1. We intend to prove that IX(z)) S e"'lzl for z E :Fm+l' Indeed, let z E PmH . If also
z E Fm, then the proof is completed. So let us now assume that z E :Fm+l -:Fm' Since then
zp, zq E i'm, we can use our induction hypothesis together with the integral equation (54) to
obtain the following estimate for Izi > ewhere eis large enough
IX(z)1 S Izlb+l (e]zl(pa+qcosO) + e1zl(qo+pcosO) + elzlcosO)
Let us now define 1 > a > cos () such that the following three inequalities are simultaneously
fulfilled
Izjbelz!(Po+qcos 0) < ~eolzl3 '
Izlbelzl(qa+p cos 9) < ~eolzl3 '




Then, for z E Fm+! we have IX(z)1 ~ ect1zl , as needed to verify condition (0) of the depois-
sonization lemma.
In view of the above, we can apply the depoissonization lemma to X(z), and using our
previous asymptotics on X(z) we immediately obtain
Another application of the depoissonization lemma leads to a formula on the second
factorial moment gives
- (')W(m) 1 2 1 h2 -hi I~I ,-I- + 0(1) = ,log m+2- , - -, (-1 + -- logm
m hI hI hI ht hI
+ 2I: r('~)'Y('k)m-1-"logm + 0(1) .
k#O h ('k)
But
hence finally we arrive at
EDm(Dm - I) + EDm - (EDm)'
I., ~ hllogm + 2 I: q'k)'Y(Sk) (_1__ ~) m-1-" logm + 0(1) .
h, k#O h(Sk) h(sk) h,
If !R(sd = -1 for all k, then h(Sk) = hI, and
h2 -hy
VarDm = /' logm+O(l).
1[
If!R(sk) > -1, thenm- I - Sk logm = 0(1). Therefore, Var Dm = li2;:3h~ 10gm+O(I). We know,
that !R(skl = -1 whenever (logp)/(Iogq) is rational (el. [15]), otherwise !R(skl > -1. To
complete the proof of Theorem I(i) we must evaluate the constant ,'(_1), which is discussed
below.
3.3 Evaluation of Some Constants
In several applications (e.g., the computation of the average code redundancy discussed at
the end of Section 2) the constant appearing in EDm plays a very important role. Therefore,
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m 2: 0
knowing its value, or providing a numerical algorithm to compute it, is of prime interest. In
the previous subsection, we have shown that the value of the constant is given in terms of
'9'(-1), which can be also expressed as
where 'Y(s)r(s) = M[X(t); s], and X(z) = L~=l In ~ e-z . We recall from Theorem 1 that
In is defined as
{
Im+o = m+ 2:i:'oo (":Jpiqm-i(fi + 1m-i)
10 ~ h ~ ." = 10 = 0,
ImH = fm+b - m m 2: 1 .
Clearly, it > 0 for any i > b since Ii 2: i - b for i 2: b.
Throughout this section we assume b > 1. To compute '9' (-1) we must find 'Y(s) in terms
of computable quantities such as In. We proceed as follows
-Y(8) ~ _I_M [ f: I zn ->. ] ~ f: In r(8+n)
r(s) n=b+l n n! e ,s n=b+l n! r(s)
00 In
I: ,8(8 + 1) ... (8 + n - 1) .
n=b+l n.
(55)
We assume above that !R(s) E (-b - 2, -1) to assure the existence of the Mellin transform
and the convergence of the series. Then
00 f n-l 1
-Y'(8)= I: -T8(8+1).··(s+n-I)I:-.
n=b+l n. i=O s + t
After some algebra, we arrive at the following
8 rt (-2, -3, ... , -b) . (56)
·y'(-k)
1(-b-I) ~




Let us first assume b > 1. Then, to estimate 9'(-1) we proceed as follows
7'(-1) = ~ (~)(-I)'+l-Y'(-i-I)
1 0-1· + 1 0 (b) 00 I
~ -HO+l + -- I: -'-. + I: . I: -T(i+ I)!(n - i - 2)!




Table 1: Numerical values of Ll(b,p) and EDm - ~l logm for p = 0.3









b 1 00 b (i + 1)bl
-Hb+l - H b_ 1 - b~ 1 + L (n - b+ In) L "(b-''')'ln'(n-'---'"'1'').'--.. ('n-----,-i----,,1)
n=b+2 1=1
1 b
-j; - -b+-1 + A + t>(b,p)
where
00 _ b (i + 1)bl
L in L (b - i)ln(n _ 1)... (n - i 1)'
n=b+2 1=1
f= (n-b)t . (i+1)bl .
n=O+' i=1 (b - ')In(n - 1) ... (n -, -1)
The above series converge since the summands are O(lognln2). Finally, observe that fm+b =
ofor m = 1,2, ... ,b and Ii > 0 fori> 2b, hence
~ i-n~ . (i+1)b! .t>(b,p) = L.J L.J
n=b+2 i=1 (b - z)!n(n -l)... (n - z - 1)
f= b (i+1)b!
- n=2b+l In r;; (b i)!n(n 1)...(n 1 1)'
After a long and tedious algebra (cf. [36]) we can prove that A = Hb + b(l + b)-I, hence
y(-l) = Hb_1+ Ll(b,p) as presented in Theorem 1, and this completes the proof of part (i)
of the theorem for b > 1.
For b = 1 we have
1'(-1)
2
7'(-2) = -H, + t>(1,p) +f, n(n _ 2)
- t>(1,p)
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since the above series is equal to 3/2 which is cancelled by - H 2 = -3/2. Thus, Theorem 1
is also proved for b = 1. Actually, in this case we may also conclude from [34] that
= pk+llogp+qk+llogq
.6.(I,p) = - E 1 pk+l qk+1 .
In Table 1 we present numerical values of A(b,p) and EDm - Jh logm as a function of
b. While A(b,p) is relatively easy to compute numerically, we must point out that the rate
of convergence for this series is only O(log NjN) where N is the cut-off value of the series
computation.
3.4. Limiting Distribution
In this section, we will prove part (ii) of Theorem I, that is, we establish the central limit
theorem for Dm . We recall that B(u,z) = r;~OBi(u)~e-Z, and
( 8)' - (- -)1 + 8z B(u, z) ~ b +u B(u,pz) + B(u,qz)
Let for some function w(u, s) the Mellin transform of B(u, z) be given by
Z(u, s) ~ M (B(u, z) - z; s) ~ r(s)w(u, s) .
The existence of the Mellin transform Z(u, s) is proved in the lemma below:
Lemma 4 (i) The Mellin Z(u,s) exists for !R(s) E (-b-l,-1).
(ii) For i = 1,. _. , b - 1 we have w(u, -1 - i) = a and w(u, -1 - b) = (_1)b+1(u - 1).
Proof: The proof uses the same arguments as in Lemma 1. In particular,
(57)
(58)
B(u, z) (z + z2 + z3/2! + ... + z· /(b -I)! + (u + b)z'+I /(b + I)! + 0(z0+2)) e-'
z + (u - I)z'+I /(b + I)! + 0(z0+2) ,
thus as z ---7 a one obtains B(u,z) - z = O(z(b+l)). For fixed u, we also have B(u,z)
O(z log z) for z ---7 00. Therefore, part (i) is proved. Part (ii) follows from Lemma 2.•
The plan for this section is similar to the previous one. We first use Mellin transform
technique to derive asymptotics of B(z, u) - z for z -} 00 in a cone So, then depoissonize this
result by Lemma 3. In fact, we follow the footsteps of Jacquet and Szpankowski [14J. We
start with taking the Mellin transform to (57). After some algebra, we obtain
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which further leads to
w(u,,) ~ 1 (pI )w(u,,).
-u 8+q S
Let now Sk(U), k = 0, ±1, ±2, ... be the roots of the equation 1- u(P-s + q-S) = 0 for fixed
u. Then, for S = skCu),
1 1 u- l
, s,(u) h(Sk(U))
In addition, one must consider two poles of the Gamma function rcs) at 5-1 = -1 and
So = O. The latter pole contribute 0(1) while the former -zw(u, -1). But, by Lemma 4 we
know that w(u, -1) = 1, thus the total contribution of these two poles is -z + 0(1).
Summing up,
-1 -1





We now set u = et for some complex t in the vicinity of zero. Similar algebra to the ones in
[14, 23] leads to the following for t ----1 0:
t a.t2
so(t) ~ -1-';:;-2+0(t'),
~1 + O(t') ,
1
- h, +O(t),
e' _ 1 + ott') = t + Ott') .
The rest is a matter of depoissonization. But, the depoissonization conditions (I) and (0)
of Lemma 3 are easy to verify for u belonging to a compact set around u = 1, as we already
shown in the case of X(z). Thus, an application of (53) provides the following estimate
Bm(t) = hi "-w(t, so(t))m-'o(l) + e-1 L h( \)) r(Sk(t))W(U, sk(t))m-,,(l) + 0(1) .
1 t 1.:#0 SI.: t
Then, the generating function Gm(t) = EetDm becomes
m
- ~w(t, so(t))m-1-"Cl) + e-1L h( \ )) r(Sk(t))W(u, sk(t))m-1-,,,,) + 0 (~)
t 1.:#0 SI.: t m
~(t _1)m-HO«) + e-1 L h( \ ))r(Sk(t))W(U,sk(t))m-1-,,,,) + 0 (~)
t 1.:#0 SI.: t m
- m-Ho(l) + e-1L (\)) r(sdt))w(u, sk(t))m-1-',Cl) + 0 (~)
l.:~hsl.:t m
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As the final step, we set t = u: for some fixed or and am = Var Dm. Then, using (59)
m-1-so(t) = eTllm/rTm+":, as well as
e-Tl'm/UmGm(eT/Um) =
e-Tllm/rTm (~teTJ.m/rTm+ "22 + e-lm-1-so(t) L 1 r(sJ,:(t))w(u, sJ,:(t»)msO(t)-SkClJ)
t ';'0 h(s,(t))
e.,' (1 +0(?10 h(s~(t)) r(s,(t))w(u, s,(t))m'OI'h'I'I) )
e<,' (1+0 (vrkm))
since, as in [14J, we prove that (cf. [36])
L (\ ))r(sdt))w(u,sdt))m"I'I-',I'1 ~ O(t) = 0 (vrkm)
~ohskt ~m
for t = or/am = O(l;./logm». In summary, part (ii) of Theorem 1 as well as the theorem as
a whole is proven.
4. ANALYSIS OF THE SYMMETRIC BERNOULLI MODEL
In this section we prove Theorem 2 concerning the asymptotic behavior of a b-digital
search tree in an unbiased (symmetric) Bernoulli model.
4.1 The Variance
The average value EDm follows directly from formula (7) of Theorem l(i). But, in the
symmetric case h2 = hI = log2, and therefore from (8) we deduce that Vax Dm = 0(1).
Our goal is to compute it precisely. In this case, an extension of a Flajolet and Richmond
technique [8] works fine, and we apply it in thls subsection. We follow Hubalek [12J to derive
our results. We omit most detailed calculations, and the reader is referred to (8, 12].
First of all, we observe that our differential functional equation (6) becomes in this case
( 8)' - -1+ 8z B(u,z)=b+2uB(u,z/2).
The coefficients of B(u,z) can be computed by solving a linear recurrence of type (1). Un-
fortunately, there is no easy way to solve such a recurrence unless b = 1 (cf. [19, 34]).
To circumvent this difficulty, Flajolet and Richmond [8J reduced it to a certain functional
equation on an ordinary generating function that is easier to solve. We proceed along this
path.
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(60)F(u,z) ~ _I_G (u, _Z_) .
l-z l-z
Let B{u, z) = L:r=o9k{U)t~, and G(u, z) = L~o9k{U)zk. We also define an ordinary gen-
erating function of Bk{U) as F(u, z) = L~o Bk{U)zk. Observe that Bn{u) = Lk=O (~)9k{U),
hence as in [8J we obtain
Indeed,
and LJ(z) ,~
I ( z)--G u--
l-z 'l-z
= I = = ( +.)- fo 9m{U)Zm (I _ z)m+l = fo 9m{U)zm~ m j J z3
~znf, (~)9k(U) ~F(u,z).
Certainly, (60) further implies that
F(n)(u z) ~ _1_G(n) (u _z_)
u' l_zu 'l-z
where f~k){z,u) denotes the kth derivative of !(z,u) with respect to u. Then
G(u,z)(1 +z)' z(1 +z)' _z'+l +2uz'G(u,~),
, ()( , ,z) " ( z)Gu u, z 1 + z) 2z G(u, '2 + 2uz Gu u, '2 '
"()( , 'G' (z) 'G"( z)Gu u,z l+z) 4z u u''2 +2uz u u''2 .
In order to compute the variance, we compute £l(z) := G~(u,Z)lu=1
G~(u,Z)lu=l, and then use (60). From (62) and (63) we immediately obtain
L1(z)(1 + z)' z'+l + 2z'£l(~),
LJ(z)(l+z)' 4z'£l(~)+2z'LJ(~).
2 2
Iterating these equations we easily find (cf. [8, 12])
~ (2z')(2(~)') ... (2(;t)') z
V-{z) = L...J( )b 21.:+1
k~O (1+ z)(I+~)···(1+ ;t)
LJ(z) ~ f (2z')(2(~)')··· (2(;'j; )') 2L1(_z_)






The next step is to transform the above sums (64)-(65) into certain harmonic sums (d.
i9]). Fa< this, we set z = I/t and define Q(t) = rrf~o(1 + fcj. Then (64)-(65) become
tV-(f) co 1
(QW)' - E(Q(2kt))' ' (66)
tLJ(l) = 2k+1t£l( 1 )
c--'-'-"'r 2 L 2'+1t (67)




Both sums are of the following form Lk?O )..k!(tLkX) for some function /0 and sequences
Ak, tLk, that is, they fall under the so called harmonic sums (cf. [9]). It is well known that
the Mellin transform of such a sum is /(s) Lk?O AktL"ks (cf. [9]). In our case, we have
21- s




- --dt ~ --J(s)




with 1-l being the Hankel contour (cf. [9, 12]).
The rest is easy. Applying standard arguments of the inverse Mellin transform we can
derive asymptotic expansions of L!( t) and V-(t) as t -t O. We find
~k(t) + bk(t) + O(tlog'-'),




with Sk = 2rrikj log 2 for k = 0, ±1, ... are roots of 1 - 2-s = 0, and L = log 2. Finally,
applying the singularity analysis of Flajolet and Odlyzko [7], after somewhat tedious algebra
we prove formula (15) of Theorem 2(i).
4.2 Exact and Limiting Distribution
We need another approach to establish exact and asymptotic distributions in the symmet-
ric case since as shown above Var D'ffi = 0(1). We also point out that - even it is possible
in principle - using recurrence (5) or fUnctional equation (6) may be quite troublesome.
Therefore, we devised another, more combinatorial and probabilistic approach.
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(68)
Let uS fix j ;:::: 1, and consider a particular path, say P, from the root to a node at level j
on P. Let Tj,T be the number of strings needed to be added to the tree (after the first b) to
assure that a node at level j contains exactly r strings (1 ::; r ::; b). Since the first b strings
are stored in the root, thus we observe the following:
Pr{Tj,T S m-b} = Pr{node at level j contains at least r strings when m strings are in the tree} .
Observe that P[j, r] := Pr{exactly r strings are in a node at level j when m strings are
added} ~ Pr{Tj" :<; m - b) - Pr{Tj,'+l :<; m - b).
Then, the distribution of D m can be computed as
2j b 2j b
Pr{Dm = j} = m L: P[j,r] . r = m L: Pr{Tj" :<; m - b) .
T=1 T=1
In view of the above, to compute the exact distribution of Dm one needs the distribution
ofTTJ . But, the number of strings, say Xi, that one must insert into the tree in order to fill up
a node at level i < j on the path P (when the node on P at level i -1 is full) is distributed as
the sum of b independent random variables geometrically distributed with success probability
n(i) = 2-i . Let Xi(z) = Ezx ; be the probability generating function. Then
(
n(i)z )'
Xi(Z) ~ 1- (1 _ n(i»z for i<j,
Similarly, the probability generating function for the number of strings needed to get exactly
r strings in a given node at level j (when the node on P at level j - 1 is full) is given by
X-(z) _ ( n(j)z )'
] - 1- (1 - nU»z .
Summing up, the probability generating function Tj,T(z) of Tj,T is
j-l
Tj,,(z) ~ Xj(z) II Xi(Z) .
i=1
To compute the required probabilities, we first use the Cauchy formula
1 fT' (z)Pr{T' = £} = - ],' dz
],
T 211"i zl+l '
(69)
and then the residue theorem. The calculations are rather straightforward but quite tedious.
We find
1 j ( n(k) )' 8'-1 {z2b _, -m
b- (b I)! t; n(k) 1 8z(' 1) (z 1)2(z -z )
j ( n(v)z )'},=8", 1 - (1 - n(v))z '="(k) (70)
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(71)
where z-(k) = (1 - 7l"(k))-l. They lead to formula (18) in Theorem 2(ii) for the exact
distribution for Dm .
The asymptotic formula of part (iii) of Theorem 2 follows from the above after some
algebra that we summarize below. We set throughout this derivation j = log2 m + TJ with
TJ = 0(1), and k = j + 0(1) which we justify below. After substituting TJ = K, - {log2 m} we
prove part (iii) of Theorem 2.
Let us now analyze (70). The term involving z-m in (70) becomes:
where
k-I ( ( ) )'I"I(Z) II "VZ
v=l 1- (1 - 7l"(v))z '
1"2(Z) = tr ( ,,(v)z )'
"~k+1 1 - (1- ,,(v))z
After using Leibniz1s rule for differentiation, we obtain
(-1)'+·-b,,'(k)(m - 2b),(-1)'(s + 1)!(1 _ ,,(k))m-3b+l+2+.
(m(b 1)!"(k))2+'
( ('d( ) ("I( ») ICPl z CP2 z Z"(k) 1
where j(k)(z) denotes the kth derivative of j(z), and (m)e = m(m - 1)··· (m - e+ 1).
Let now, as announced above, set j = logz m + TJ and i = j - k where i = 0(1). We
obtain:
(,,(k))'-l(m - 2b), '-I 2i(t-1)
m - (m"(k)) ~ 2,1' II " (72)
and
To compute the derivatives of cpt{z) and CP2(Z) we observe, for example, that for any
integer r,
y ._~ ( ,,(v) )' _ (,,(v»)'(1- ,,(v))'b,
.- liz' 1 - (1 ,,(v))z - (1 (1- ,,(v)z)'"
Setting now z = z·(k) and v = k + 0(1), we find
in the CPl case (73)
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where u = k-v > 0, and
in the CP2 case . (74)
To deal with expressions like (73) or (74), we define
0' 00 (
H(s) ~ oz' II 1
k=1
and with R(O, s) = ~1,
R(i,s) ~ _ :', IT (1_1 , )'
z k=l 1I"(k) <:=1
which are exactly (13) and (14) from Section 2.
These expressions are the b -equivalent of Q-l(t) (d. (12) of Section 2), and function IR>.I
used in [21, 23J (cf. (30) of [23]) parametrized by s. Clearly R(i, s) decreases exponentially
with i and H(s) is uniformly bounded, which justify our choice k = j + 0(1) for asymptotic
analysis. Moreover, any term (1-1I"(v)Y (v < k) leads to a contribution (1 ~ 2u- k)r2-ur(1_
2-u)-r. The sum of all these contributions is 0(1) which shows that we can asymptotically
take (1- ,,(v)) - 1.
Let us return to (70). We can extract a term (1T(k))b-2-s-S1-S2 = (lI"(k))f-l and, with
(72), after summing over k we obtain
H, - I:
1+5+51 +52=b-l
Similar analysis is valid for the term at z-b of (70). Finally, after substituting T} -
Ii, - {log2 m} we prove part (iii) of Theorem 2, which completes the proof of Theorem 2.
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