ABSTRACT. During drinking water treatment, chlorine reacts with total organic carbon (TOC) to form disinfection byproducts (DBP),
otal organic carbon (TOC) is a water quality variable of special interest in water supply reservoirs because it can form disinfection byproducts (DBP) (Elias et al., 2013) . There are primarily two sources of TOC in a water supply reservoir: (1) the watershed draining to the reservoir, and (2) the internal loading within the reservoir (Elias et al., 2013) . Of these two sources, the watershed can be a major source of TOC, especially when the watershed has large areas of wetlands (Morrison et al., 2006) . Further, organic carbon can be elevated in watershed soils, sediments, and streams due to various anthropogenic influences and natural processes. Diverse inputs can contribute to watershed organic carbon loads, including clear cuttings, agricultural practices, animal waste applications, and different land use practices (Moore, 1989) .
During drinking water treatment, TOC reacts with chlorine and forms DBP (Aiken and Cotsaris, 1995) due to chemical disinfection (Chang and Singer, 1991) . Therefore, TOC in the source water is considered one of the indicators of DBP formation. A study by the USEPA (2006) suggested that TOC concentrations greater than 2.7 mg L -1 can increase the formation of DBP, some of which have been reported as carcinogenic (Moore, 1989; USEPA, 2006) . The USEPA (2006) has also shown a potential link between bladder cancer and exposure to chlorinated drinking water. The American Cancer Society has estimated that about 70,530 cases of bladder cancer occur annually in the U.S. (Jacobs et al., 2010) . To address this potentially alarming issue, there are two options: (1) minimize DBP formation by reducing TOC in the source water through watershed management (Canale et al., 1997) , or (2) remove TOC from drinking water before chlorination. Because acquiring land and monitoring a watershed for TOC source protection is expensive, a large number of treatment plants (2260) use additional treatment to reduce TOC (USEPA, 2006) . In this context, estimating and forecasting the TOC load from a watershed is vital for water quality managers to be able to maintain desired concentrations of TOC in the water supply reservoir. Because several studies in the past (Correll et al., 2001 ) have reported seasonal variations in TOC loads due to seasonal variation in streamflows, these loads should be predicted separately for each season.
In addition to seasonal variability, TOC loads in the Southeast U.S. could be affected by interannual climate variability (Elias, 2010) resulting from the coupled oceanic and atmospheric phenomenon known as El Niño Southern Oscillation (ENSO). This assumption is supported by several studies in the past that showed a strong regional influence of ENSO on precipitation, temperature, and streamflow (Keener et al., 2007; Schmidt et al., 2001) . Proper prediction of TOC loads in different ENSO phases would be helpful for minimizing the additional treatment cost required to remove TOC before chlorination. Therefore, correlation of TOC load with ENSO phase should be evaluated. If a good correlation between TOC load and ENSO phase exists, then ENSO forecasts can be used to forecast TOC loads. However, predicting TOC loads based on EN-SO phase would be possible only for specific seasons because the strongest ENSO signal in the Southeast typically occurs during winter months. One of the best approaches to predict TOC loads for all seasons is to utilize the seasonal climatic forecast (temperature and precipitation) and ENSO forecasts provided by the National Centers for Environmental Prediction (NCEP) of the National Oceanic and Atmospheric Administration (NOAA).
NCEP has recently started using the second-generation Coupled Forecast System version 2 (CFSv2), with increased spatial (38 km) and temporal (30 min) resolution, to improve seasonal climate (temperature and precipitation) forecasts (Yuan et al., 2011) . These inputs can be used to predict TOC loads using a fully calibrated, semi-distributed watershed model. However, a watershed model is incapable of directly utilizing climate indices (e.g., Niño 3.4 and TNI) for water quality predictions. Therefore, in order to address the nonlinear and fuzzy characteristics of the underlying processes, data-driven models that utilize temperature, precipitation, and ENSO indices were explored in this study.
A few past attempts have explored data-driven modeling approaches at seasonal (Gįmiz-Fortis et al., 2010) and annual scales by combining them with different oceanicatmospheric indices (Kalra and Ahmad, 2009 ), such as Pacific Decadal Oscillation (PDO), North Atlantic Oscillation (NAO), and Atlantic Multidecadal Oscillation (AMO). However, these studies were limited to streamflow forecasting at seasonal and annual scales, suggesting that climate indices alone are not sufficient for prediction at a monthly scale. For monthly TOC load prediction, we combined ENSO information with climatic variables (precipitation and temperature) as inputs to fuzzy logic and hybrid models. Our hybrid models combine principal component regression (PCR) with an artificial neural network (ANN). Therefore, the terminology referred to as ANN in this article should be considered as part of a hybrid (PCR-ANN) model.
This research explored the potential of using hybrid and fuzzy logic approaches to predict TOC loads both quantitatively and qualitatively. The specific research objectives were to quantity the effect of ENSO on watershed TOC loads and develop data-driven modeling approaches for forecasting TOC loads. There are several approaches to quantitative TOC load prediction, but several studies suggested that a hybrid approach is one of the best approaches (Zhang, 2003) . Therefore, a hybrid approach is used for real-time load estimation. In addition, this study forecasts TOC loads on a qualitative scale with a one-month lead time so that drinking water treatment plants can adequately prepare for future conditions.
THEORETICAL CONSIDERATIONS ARTIFICIAL NEURAL NETWORK
An ANN closely represents the biological neural network of the human brain (ASCE, 2000) . It has a unique capacity to train, learn, and memorize the input-output relationships of a dataset to reproduce output with another independent dataset. ANNs have been used in several applications, including precipitation prediction (Sharma et al., 2012a) and hydrological modeling (Mukerji et al., 2009 ). An ANN consists of a series of neurons that are interconnected with each other to develop a network of three independent layers: input, hidden, and output. In an ANN, information is applied to the input layer and transmitted to the hidden layer after the weight for each input is determined. The network is constructed in such a way that nodes are connected to the next layer but not to the same layer. The sum at each node is converted into output by utilizing an activation function. The activation function can be a nonlinear function, such as sigmoid or hyper tangent.
HYBRID MODEL
For this research, we combined PCR with ANN (PCR-ANN) to develop a hybrid model. Although a multiple linear regression (MLR) approach has been used extensively in many research and engineering applications, its application can be questionable when independent variables are correlated (Cureton and D'Agostino, 2013) . One of the approaches used to remove such multi-collinearity is to apply multivariate analysis, such as PCR (Zhang et al., 2010) . The new variables, after using PCR, are appropriate to use as predictors because the complications due to multicollinearity have been removed. In addition, the hybrid method using PCR with ANN is considered a better approach as compared to using a single method (either PCR or ANN) (Zhang, 2003) .
The PCR-ANN method is a combined, or hybrid, approach that combines a linear PCR model with a nonlinear (ANN) model. The relationship between the linear and nonlinear components is given by:
where L t is the linear component, and N t is the nonlinear component; L is computed using the PCR technique by applying different numbers of principal components (PCs). The residuals from the linear (PCR) model containing the nonlinear relationship are then found to be:
where Y t is the observed value, and t L is the simulated value from the PCR model. The ANN model is employed for the residual after extracting PC1, PC2, and PCn by principal component analysis:
where ε t is a random error. Finally, the ANN model is employed for the resulting residuals (R). The simulated result from the ANN model is denoted t U :
Hence, the linear component is estimated by PCR, and the nonlinear component is estimated by ANN.
FUZZY LOGIC
Fuzzy logic is derived from fuzzy set theory, which classifies objects with flexible boundaries. This is a mathematical procedure based on an if-then rule system for mapping the human way of thinking in a computational way (Kisi, 2005; Tayfur et al., 2003) . There has been tremendous advancement in the fuzzy concept and operational algorithm since its origination by Zadeh (1965) . Utilizing the user's knowledge and experience, a fuzzy inference method can map a set of inputs into output. The input variables are generally categorized as low, medium, and high, and the fuzzy rules are developed based on the user's knowledge of the input datasets.
The basic concept behind fuzzy logic is the fractional possession of any object by different subsets rather than entirely by a single set. The degree of belongingness to a set is expressed quantitatively by a membership function that assigns a value between 0 and 1. Fuzzy membership functions can take many forms, but the triangular function with equal base width is the simplest and most preferable (Russell and Campbell, 1996) . Values are entirely expressed on a qualitative scale, with their associations represented in terms of if-then rules.
The fuzzy system can be conceptualized with four basic components: fuzzification, fuzzy base rule, fuzzy inference engine, and defuzzification (Tayfur and Singh, 2006) , as shown in figure 1a . Fuzzification is the process of defining the degree of membership in a particular fuzzy set. The relationship between the input variables and the results is established using the fuzzy base rule in an if-then format. Likewise, defuzzification is the process by which a solution is converted into a comprehensible numeric value by using the fuzzy inference engine. Several defuzzification methods are described in the literature, such as weighted average, center of gravity (COG), mean of maxima (MOM), etc. The COG is the most commonly used defuzzification method.
The fuzzy inference engine considers the entire possible fuzzy rule and converts a set of inputs into respective outputs. Figure 1b shows an example of aggregated fuzzy output using the fuzzy AND operator. Input 1 and input 2 have different membership function values, represented by μ, and the respective output fuzzy sets are generated by combining input 1 and input 2 ( fig. 1b) . Both output fuzzy sets are then aggregated to acquire the aggregated output fuzzy set ( fig. 1b) and finally converted into a unique number by defuzzification. Specifically, if the ENSO phase is El Niño and precipitation is high with certain membership function values, then the TOC load is generated using the AND operator to combine both conditions, resulting a high TOC load with the corresponding membership function value. Similarly, if the ENSO phase is La Niña and the precipitation is low with certain membership function values, then the fuzzy inference engine generates the respective TOC load by combining these two conditions.
The fuzzy equation can be described by equation 5. This equation gives a single output for the inputs using the weighted average of the outputs from n rules:
where C is the defuzzified output value, and C k and W k are the output value and the membership value associated with the output value, respectively. Equation 5 can be used to compute the output for any combination of input variables and fuzzy subsets. The fuzzy rules and relationships can be described in linguistic terms as follows: Rule 1: If input variable X is low, then output is C 1 . Rule 2: If input variable X is medium, then output is C 2 . Rule 3: If input variable X is high, then output is C 3 . Rule n: If input variable X is extremely high, then output is C n . These fuzzy rules can be derived from the sample data using the fuzzy inference procedure. The Mamdani fuzzy inference procedure is one of the most commonly used methods. This method assumes the fuzzy sets for each output membership function. After aggregation, each fuzzy set for the output variables is defuzzified.
The fuzzy logic approach is more suitable to develop a model where the input data are probabilistic in nature. Although climate prediction is improving due to advances in climate sciences, climate forecasts have a certain degree of uncertainty. Therefore, the fuzzy logic approach can be a better choice because of its capacity to handle the uncertainties inherent in forecasts (Shrestha and Simonovic, 2009 ). For detailed information on the fuzzy logic algorithm, refer to Tayfur et al. (2003) and Kisi (2005) .
METHODOLOGY STUDY AREA AND DATA
The study was conducted in the Big Creek watershed in Mobile County, Alabama ( fig. 2 ). The watershed is located near the Alabama-Mississippi border in the Mobile River basin. The watershed, which drains to the Converse Reservoir, is located in the Escatawba hydrologic cataloging unit (8-digit hydrologic unit code 03170008) (Seaber et al., 1987) . This watershed is a major source of TOC load to the Converse Reservoir, which is the primary source of drinking water for the city of Mobile (Elias, 2010) . The water quality problems due to DBP formation in the Converse Reservoir have been reported in various studies (USEPA, 2006) . The watershed is located in the Coastal Plain ecore-gion, with elevations ranging from 17 to 31 m. The average annual precipitation is 1651 mm, which is higher than that of northern and central Alabama.
Long-term (52 years) climate data from a climate station (Coop ID 015478) were available from the National Climatic Data Center (NCDC). Streamflow data recorded since 1990 were available from a USGS gauge (station 02479945) that drains 80 km 2 of the watershed. Stream water quality data were collected by the USGS, Auburn University, and the Mobile Area Water and Sewer System (MAWSS) for different projects at different times from 1990 to 2005. The watershed is mainly comprised of deciduous, evergreen, and mixed forest (45%), woody and herbaceous wetland (14%), range shrubland (23%), and grassland herbaceous and hay (11%). The remaining watershed land (7%) includes agricultural and urbanized areas. The land use in the watershed has been stable since 1990 (Srivastava et al., 2010) . The watershed soil is characterized predominantly by Troupbenndel (46%). Other soil groups are Troupheidel (22%), Bama (10%), Heidel (9%), Notcher (8%), and Troup (5%). High-resolution soil data from the Soil Survey Geographic database (SSURGO, 2010) were used to acquire soil-related parameters. A digital elevation model (DEM, 2010) of 10 m resolution was used for watershed delineation and extraction of the stream network for watershed modeling. The following section briefly describes TOC load generation under static land use conditions.
TOC LOAD GENERATION
Because we wanted to demonstrate the effect of climate variability on TOC loads using long-term datasets, we generated TOC load data for another 40 years using a calibrated and validated watershed model. Since the observed data indicate the combined effects of land use and climate variability (Keener et al., 2007) , long-term datasets that do not include the confounding effect of land use changes are needed. Therefore, it is recommended to use simulated data instead of observed data to demonstrate the effect of climate variability on water quality (Sharma et al., 2012b) . This is the best way to look for a direct link between TOC loads and ENSO without confounding the results with land use/cover effects (Keener et al., 2007) . Therefore, we selected a 15-year stable period, in terms of land use/cover, to The LSPC model (Henry et al., 2002; LSPC, 2009 ), which has been widely used for total maximum daily load (TMDL) studies, has also been used for TOC load estimations. SSURGO soils data and 2001 National Land Cover Data (NLCD, 2001 ) were used as model inputs to simulate a series of hydrologically connected subwatersheds, characterized by defined geometry, soil, and land use characteristics. Hourly climate data were needed for appropriate representation of hydrologic responses. The NCDC climate data station (Coop ID 015478) located at the Mobile Regional Airport was utilized for these data. Any missing data were obtained from the nearest stations. A USGS gauge (station 02479945) was used for evaluation of streamflows. The streamflow data were available on a daily scale, and the average seasonal streamflow was in the range of 1.5 to 2.3 m 3 s -1 , being lowest in summer and highest in winter. The LSPC model was successfully calibrated with a NashSutcliffe efficiency (NSE) of 0.71 for November 1997 to December 2005 and validated (NSE = 0.72) for January 1990 to October 1997 for monthly streamflows ( fig. 3 ). Hourly data were needed for the LSPC model simulations; therefore, the Metadapt tool was used to disaggregate the daily climate data into hourly climate data. However, the LSPC model output option was used on a daily scale, and outputs were aggregated to determine monthly loads.
Although the streamflow data were continuous, the observed TOC loads were sporadic, with ten or more samplings in a month within an interval of two or three days. A load estimator (Loadest) was used to generate TOC loads based on the sporadic samples and observed streamflow data. The TOC loads were calibrated (NSE = 0.62) and validated (NSE = 0.33) for the same period ( fig. 3 ). We could have obtained better model performance (NSE > 0.8) for both calibration and validation periods; however, a higher NSE does not necessarily result in a better model. Figure 3 shows that the simulated data are below the observed data during high-flow periods. This discrepancy in the observed and simulated results could be minimized by changing the model parameters. However, since we compared model-simulated results with the continuous data generated using a load estimator (Loadest) that utilized continuous streamflow and periodically collected TOC data, we considered our model to be adequately calibrated.
Loadest relies on regression equations , which sometimes have a tendency to over-or underpredict, depending on the type of equation chosen. The model performance for a particular month (May 1991) was not as good as in other periods. This month experienced the highest flows since 1950. The flow (8.5 m 3 s -1 ) was in the 0.4 percentile during this period. For this high flow, Loadest amplified the organic carbon load. Considering that such extreme flows are rare, the overall model performance was considered satisfactory. Additionally, the model parameters were very close to the parameters adopted by the Mobile Bay Project and also matched those of a previous study in this watershed by Elias (2010) . Nevertheless, the tendency of the Loadest estimation to amplify the TOC load is detrimental in some cases, as decision makers are interested in extreme TOC loads rather than average TOC loads. When the TOC load is extremely high, some alternative disinfection method (e.g., use of activated charcoal) may be required before chlorination to comply with the stage 2 DBP rule (USEPA, 2006) because excessive chlorine and increased levels of TOC form DBP, which is carcinogenic.
After generating the past TOC loads, the next step was to study the impact of climate variability due to ENSO on TOC loads.
ENSO AND ENSO INDICES
ENSO is a coupled atmosphere-ocean phenomenon, occurring at interannual time scales, that is due to the complex interplay of different climatic variables, such as clouds, storms, winds, ocean temperatures, and ocean currents, of the equatorial Pacific Ocean (Trenberth and Stepaniak, 2001) . ENSO is classified into three phases: El Niño, La Niña, and neutral. Five-month running means of sea surface temperature (SST) anomalies are used to set the criteria for El Niño, La Niña, and neutral conditions. If the average SST is exceeded by 0.5°C for six months or more, El Niño occurs. Similarly, La Niña occurs if the SST is 0.5°C lower than average. The neutral condition occurs between El Niño and La Niña. Several ENSO indices are discussed in the literature for classification of the phase and strength of ENSO events. These include categorical aggregated indices, such as the Southern Oscillation Index (SOI) (Trenberth and Shea, 1987) , Japanese Meteorological Agency (JMA) index (Hanley et al., 2003) , and Multivariate ENSO Index (MEI) (Wolter and Timlin, 1993) , and continuous measures such as Niño 1+2, Niño 3, Niño 3.4, and Niño 4, which are defined using SST anomalies in different regions of the equatorial Pacific Ocean. Finding the most suitable indices for a specific need is the most important step, as there is no consensus among climatologists as to which of the ENSO indices is best at capturing the ENSO phases (Hanley et al., 2003) . Hanley et al. (2003) conducted a quantitative evaluation of ENSO indices using all the aforementioned indices and did not find a single index that was superior at capturing the ENSO phases. Some indices are more responsive to La Niña and less responsive to El Niño, and others have the opposite characteristics. Hanley et al. (2003) suggested 
SELECTION OF ENSO INDICES
We used a linear approach to evaluate the performance of the ENSO indices and a nonlinear approach to combine the indices for their application as inputs in our data-driven models (described later). An MLR model was applied to find the best fit between the TOC load and different ENSO indices using long-term TOC data. Different options suggested by Hanley et al. (2003) were evaluated for finding potential indicators in the equatorial Pacific (not shown). These combinations were consistent with the studies carried out by Trenberth and Stepaniak (2001) and Hanley et al. (2003) .
The combined ENSO indices Niño 3.4 and Trans Niño Index (TNI) resulted in the largest R 2 value (0.42) with TOC load. Therefore, this combination was considered the best choice for the proposed study. This finding is consistent with a previous study (Trenberth and Stepaniak, 2001 ) that emphasized using at least two indices for optimal characterization of El Niño and La Niña events. The Niño 3.4 index is developed based on SST anomalies in the Niño 3.4 region (5° N to 5° S and 170° W to 120° W) of the equatorial Pacific, which is regarded as a region of strong correlation with sea-level pressure and temperature anomalies. TNI is the gradient in SST, which is the difference between normalized SST anomalies in the Niño 1+2 and Niño 4 regions. Refer to Hanley et al. (2003) for more details. The Niño 3.4 index (Zubair et al., 2003) was available for 1950 to 2010 from the NOAA Climate Prediction Center. TNI was taken from the University Corporation for Atmospheric Research (UCAR) under the Climate and Global Dynamic Division (CGD) of the National Center for Atmospheric Research (NCAR).
These indices were applied as inputs in the data-driven models, along with temperature and precipitation. Although temperature and precipitation are correlated with these EN-SO indices, many studies have reported the benefits of incorporating ENSO indices with temperature and precipitation for hydrologic forecasting (Khalil et al., 2005; Makkeasorn et al., 2008) . In this study, we incorporated ENSO indices with temperature and precipitation but removed the collinearity among all variables, including EN-SO indices, precipitation, and temperature, by using PCR to avoid double accounting of the variables for the hybrid model.
HYBRID MODELING APPROACH
We used a covariance matrix to conduct principal component analysis (PCA) using Minitab software (Minitab, 1991) . Two PCs were identified as the first two principal components that explained a total of 98% of the variability. This was further confirmed by plotting the variance and variables (scree plot). Linear regressions were conducted on the PCs, and the combined output was determined after residuals were fitted with ANN, as discussed earlier (AlAlawi et al., 2008) .
FUZZY LOGIC APPROACH
We used a fuzzy logic approach for qualitative assessment and to make subjective forecasts. This kind of approach is more relevant than a deterministic approach from a management perspective, as real-world decisions regarding monitoring and control of TOC loads may not be based on a particular magnitude of TOC load. Instead, management agencies can devise rules for watershed and water supply reservoir protection based on categorization of loads using a subjective (qualitative) range (e.g., low, medium, and high loads). Qualitative forecasting using fuzzy logic is therefore a better approach if the inputs for the forecasting model are not deterministic in nature.
In this study, the fuzzy logic toolbox in Matlab R2009A (ver. 7.8) was chosen for the fuzzy logic system. The fuzzy logic model was used for qualitative forecasting of TOC loads with one-month lead time using precipitation, temperature, and ENSO information as inputs. Fuzzy subsets were developed from the inputs, and fuzzy rules were developed based on 55 years of historical data. Since model complexity increases for each increase in new inputs due to the increase in the number of rules to be addressed, only the variables that were correlated with TOC load were considered as model inputs.
MODEL EVALUATION CRITERIA
Model performance is generally evaluated using several dimensional and nondimensional measures because there is no single best statistical criterion to measure the performance of a model. Examples of commonly used model performance measures are the NSE, coefficient of determination (R 2 ), mean squared error (MSE), and mass balance error (MBE). In addition, the Akaike information criterion (AIC) is generally used to find optimal ANN architectures (Qi and Zhang, 2001) . Detailed information on these statistical measures is available in different publications (Moriasi et al., 2007; Qi and Zhang, 2001) . In this study, we used NSE, R 2 , and MBE to measure the performance of the developed models.
RESULTS AND DISCUSSION ENSO AND TOC LOAD
The TOC load varied from season to season and was lowest (12 kg ha -1 year -1 ) in dry years and highest (55 kg ha -1 year -1 ) in wet years. In order to predict monthly TOC loads in each season, we developed seasonal models (January to March, April to June, and August to October) by dividing the datasets into three seasons with respective La Niña and El Niño conditions. The selection of seasons was based on the characteristics of the ENSO signal. The ENSO signal is distinct from January to March and from April to June, but relatively weak and opposite from August to October. The model for the neutral conditions, referred to as the neutral model, was developed irrespective of the seasons. There were many reasons for developing a separate neutral model and seasonal models representing La Niña and El Niño conditions. The primary reason was that ENSO and its correlation with TOC load varied seasonally throughout the year (fig. 4) . For example, in summer months, the ENSO signal was not very distinct ( fig. 4) . In addition, ENSO correlation with TOC load during August to October was opposite to ENSO correlation with TOC load from January to March (fig. 5 ). Another reason was that Niño 3.4 and TNI were not significantly correlated with precipitation and temperature in August to October and in the neutral phase. This was true for all neutral conditions irrespective of the season. The final reason for developing seasonal models was to develop models fully capable of utilizing the NCEP seasonal forecasts (temperature, precipitation, and SST anomalies). Therefore, the model referred to as "January to March" represents the seasonal model developed for that season, and the models referred to as "April to June" and "August to October" represent the seasonal models developed for those seasons.
In order to detect the significance of the input parameters in different seasons, we tested the correlation before employing inputs into the hybrid model (not shown). SST anomalies and precipitation were correlated with TOC loads in various seasons with various strengths and different trends (positive or negative). Figure 4 shows ENSO characteristics in various seasons, indicating that ENSO has an opposite trend from August to October compared to the other seasons. Similarly, figure 5 shows that ENSO has a stronger association from January to March and from April to June. The difference in TOC load in different ENSO phases was evaluated at a 90% significance level (p ≤ 0.1). Analysis indicated that TOC loads were significantly different in ENSO phases from January to March (p ≤ 0.05) and from April to June (p ≤ 0.1) but not significantly different from August to October (p > 0.1). Therefore, different models were developed for different seasons. The models developed for different seasons (January to March, April to June, August to October, and neutral) covered the entire year with all ENSO phases except for the months of July, November, and December. Since the EN-SO characteristics in December closely resemble the ENSO characteristics in January, the January to March model can be utilized for estimating TOC loads in December. For July and November, the neutral model can be utilized for all ENSO phases because the TOC loads in La Niña and El Niño phases are not significantly different from the loads in the neutral phase during these months.
HYBRID MODEL TRAINING AND TESTING
We divided the datasets into three components: 60% for training, 20% for validation, and 20% for testing. The training datasets were used for model parameterization, while the validation datasets were used for model validation. In the subsequent step, entirely different datasets, called testing data, were used to evaluate the model performance. The La Niña and El Niño months from 1950 to 2005 were arranged with their respective precipitation and temperature datasets. As discussed earlier, we chose four inputs (temperature, precipitation, Niño 3.4, and TNI). We did not experiment with other inputs because more efficient models can be developed by reducing irrelevant inputs and computational complexity.
The next step was to use optimum input datasets and determine the optimum number of hidden neurons. Hidden numbers can be estimated using a rule of thumb. However, in this study, the number of hidden neurons was determined by writing a separate code in Matlab. In addition, we tested the model performance with randomly ordered datasets using a random number generator to ensure satisfactory model performance for all kinds of datasets over the period of training, validation, and testing.
The input data were normalized between 0.1 and 0.9 using Matlab code before being applied to the model so that the model could treat the entire range of data equally, which improves training. Training in ANN is a process in which the given outputs are compared to the expected outputs by minimizing the root mean squared error (RMSE). Since overtraining of the model reduces its predictive capability, the model was stopped when the cross-validation performance was maximum. We utilized the commonly used feed-forward back-propagation algorithm. The ANN model architectures, including input layers, hidden neurons, and datasets, are listed in table 1. Similarly, the model outputs at each stage (training, validation, and testing) are reported in table 2.
EFFECT OF ENSO-INDUCED CLIMATE VARIABILITY
In order to evaluate the effect of climate variability, a model was constructed by using temperature and precipitation as model inputs while eliminating the ENSO indices from the input space. As the input parameters were reduced, the same model architecture was not appropriate. For this purpose, we redesigned the model architecture and determined the proper number of hidden neurons. The model performance for January to March, when including the ENSO indices in the input space, was significantly better than the model performance without the ENSO indices (table 2). In the next step, we tested the ANN model performance for the April to June season by applying the same method. The model performance for this season, when including the ENSO indices in the input space, was not sig- nificantly better than the model without the ENSO indices (table 2) . This supports previous findings that the effect of ENSO is relatively weak in the April to June season compared to the winter season from January to March. ANN models were also developed for August to October as well as for neutral periods. The model performances at the training, validation, and testing stages are listed in table 2. The statistical parameters measuring the performance of the models indicate that the models adequately simulated TOC loads after explicit incorporation of ENSO information into the data-driven models. Since ENSO did not have a significant influence on TOC loads from August to October and for neutral periods, it was not useful to conduct a model comparison without ENSO information for these seasons. It is noteworthy to conclude that the climate variability caused by ENSO has a strong influence on TOC loads in January to March, and some influence in April to June, which is further shown by the box plots in figure 5 . This implies that temperature and precipitation alone may not adequately simulate pollutant transport processes in ENSO-affected coastal watersheds. Incorporating ENSO indices explicitly into data-driven models can capture the dominant influence of ENSO, which is particularly true for periods when ENSO has a better correlation with TOC loads.
FUZZY LOGIC MODEL CALIBRATION, VALIDATION, AND TESTING
Precipitation, ENSO phases, and TOC loads were partitioned into fuzzy subsets (table 3) based on the available datasets. The data were classified into a reasonable range from very low (VL) to exceptionally high (EH). Figure 6 shows the membership function values for January to March and for April to June. Figure 6a shows the membership function values for ENSO index, which apply to both seasons. Figure 6b shows the membership function values for precipitation and TOC load for January to March, and figure 6c shows the membership function values for precipitation and TOC load for April to June. Similarly, figure 7a shows the membership function values for August to October, and figure 7b shows the membership function values for the neutral period. The precipitation ranges were classified from very very low (VVL) to exceptionally high (EH) with a range of 50 mm based on the long-term record (50 years). Temperature was classified from low (L) to very high (VH). The TOC loads were calibrated to various ranges based on the ranges of precipitation, ENSO, and temperature. The input and output vectors were divided into many smaller subsets because better accuracy can be expected with more subsets. Qualitative terms, such as very low (VL), very high (VH), etc., were selected to characterize the input and output variables (table 3). Table 3 shows the qualitative terms defined for various seasons.
Since ENSO characteristics are not identical in different seasons, the fuzzy partitions could be different. Therefore, TOC loads and precipitation were again partitioned intuitively with the triangular membership function for April to June (table 3) . Fuzzy rules were applied for input and output with possible fuzzy inference procedures in a descriptive way using an if-then format. We devised different fuzzy rules for the same range of precipitation, resulting in different ranges of TOC loads for the different ENSO phases. This was due to different precipitation characteristics in various ENSO phases. Since January to March encompasses three months, the TOC load in March is associated with the precipitation in January and February due to a lag effect. The observed data also exhibit a higher TOC load for El Niño than for La Niña for a similar range of precipitation.
The same datasets used for ANN model training, validation, and testing were employed for fuzzy logic model construction using Mamdani fuzzy rules. The fuzzy logic model was also applied for August to October and neutral periods. The pattern of TOC load with ENSO phase was not distinct during August to October. Instead, it showed a great deal of variability. The TOC load exhibited greater association in the La Niña phase, but this finding was not consistent. For the same range of precipitation during this season, the TOC load was different, indicating a strong association with temperature. Therefore, the August to October model was developed based on temperature, precipitation, and a stronger ENSO signal. Interestingly, the MLR model also showed that temperature is statistically significant in this season (results not shown). Similarly, for the neutral model, only temperature and precipitation (p < A total of 27 rules were devised for nine different ranges of precipitation and three different ranges of temperature (not shown). The calibrated fuzzy logic model was validated using the validation datasets. In the testing phase, the model was applied to forecast TOC loads to test whether the calibrated membership functions produced reasonable results in another time period. Model testing ensured that the model can be applied to a wide range of conditions. Calibration, validation, and testing of the fuzzy logic models (January to March, April to June, August to October, and neutral) and their respective model performance criteria at each modeling stage are tabulated in table 4.
COMPARISON OF HYBRID AND FUZZY LOGIC MODELS
Performance of the hybrid (PCR-ANN) and fuzzy logic models for the training, validation, and testing stages are shown in tables 2a and 4, respectively. The NSE during model testing varied from 0.57 to 0.71 for the hybrid model (table 2) The hybrid and fuzzy logic models both performed well for the training, validation, and testing stages. The hybrid model adequately simulated TOC loads with consistent and relatively better results than the fuzzy logic model in the different modeling stages. The statistical parameters measuring the performance of the hybrid and fuzzy logic models for different seasons are presented in tables 2a and 4, respectively.
TOC LOAD FORECASTING
Since fuzzy logic can handle the uncertainties associated with climate forecasts, we used this approach instead of the hybrid model for forecasting TOC loads with one-month lead time. We used the forecasted precipitation and temperature data from the retrospective CFSv2 forecasts and EN-SO information from the Climate Prediction Center.
The daily forecast of precipitation and temperature data were downscaled to a local grid. In the subsequent step, the mean precipitation and temperature from the set of 24 downscaled ensembles of precipitation and temperature were applied in the fuzzy logic model to forecast TOC loads and compare them with the observed data for three years (1999 to 2001) of the post-validation period. The selection of this period was based on the availability of observed data. The TOC loads were forecasted both qualitatively and quantitatively. However, the quantitative forecast of TOC loads was not satisfactory. In fact, deterministic forecasting of TOC loads is challenging and is not recommended because long-lead hydrologic forecasting is still challenging, and the current forecasting ability is not very good. The qualitative forecasts of TOC loads are tabulated in table 5, which indicates that 80% of the forecasts are consistent with the range of the observed data.
SUMMARY AND CONCLUSIONS
In this study, two data-driven models (hybrid and fuzzy logic) were developed. The hybrid model was developed to estimate TOC loads using real-time data at different ENSO phases, and the fuzzy logic model was developed to forecast TOC loads with one-month lead time. The objectives of the study were to quantify the effect of climate variability on TOC loads and to develop a simple TOC forecasting model for different seasons and different ENSO phases. Simulated long-term TOC datasets were used to quantify the effect of ENSO on TOC loads. This was accomplished assuming a stable land use pattern to differentiate the effects of ENSO from land use effects. For a particular distribution of land use, soil characteristics, and geomorphological conditions, the sources and sinks of TOC loads do not vary; rather, TOC loads in the stream are primarily driven by climatic events such as rainfall and temperature. By incorporating interannual climate variability for a fixed watershed configuration, it was found that TOC loads were affected by rainfall events and temperature-driven biological processes. Similarly, we found seasonal variations in TOC loads in La Niña and El Niño years. The simulated TOC loads varied significantly from dry years to wet years.
There are three important findings from this study: (1) data-driven models using ENSO indices (Niño 3.4 and/or TNI), temperature, and precipitation can adequately predict TOC loads; (2) the model performance is enhanced if we include multiple ENSO indices in the input space, which is particularly true for seasons when the TOC loads are correlated with ENSO phases; and (3) a hybrid model is better for real-time simulation, and a fuzzy logic approach is better for forecasting TOC load, as it can be used to translate CFSv2 climate forecasts into qualitative TOC load forecasts. As the CFS forecasts have good forecasting ability for ENSO indices, and for temperature and precipitation at monthly and seasonal scales, predicting seasonal fluctuations in TOC loads in different ENSO phases will be beneficial for minimizing the additional treatment required to remove TOC before chlorination at water treatment plants.
In summary, we suggest that municipalities further explore the use of the hybrid approach for real-time load estimations and the fuzzy logic approach for qualitative or subjective forecasts for their decisions related to additional treatment to remove TOC. Currently, municipalities spend significant amounts of money on activated carbon to reduce TOC before chlorination. The utility of this research is in giving municipalities early qualitative warnings based on ENSO forecasts. This would allow them to check TOC levels more frequently when the risk is high and/or decrease the use of activated carbon when the risk is low. This research is a first step in developing an early warning for decreasing the risk of TOC contamination. The overall goal of this study was to see if it is possible to forecast TOC loads in advance. More research is needed to further develop this methodology for it to be useful for municipalities to optimize the use of activated carbon and decrease human health risks. Finally, these methods are applicable to regions that are greatly affected by ENSO.
