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THE PRIMITIVE SPECTRUM AND CATEGORY O FOR THE
PERIPLECTIC LIE SUPERALGEBRA
CHIH-WHI CHEN AND KEVIN COULEMBIER
Abstract. We solve two problems in representation theory for the periplectic Lie super-
algebra pe(n), namely the description of the primitive spectrum in terms of functorial re-
alisations of the braid group and the decomposition of category O into indecomposable
blocks.
To solve the first problem we establish a new type of equivalence between category O for
all (not just simple or basic) classical Lie superalgebras and a category of Harish-Chandra
bimodules. The latter bimodules have a left action of the Lie superalgebra but a right action
of the underlying Lie algebra. To solve the second problem we establish a BGG reciprocity
result for the periplectic Lie superalgebra.
1. Introduction
We study some aspects of the representation theory of the periplectic Lie superalgebra pe(n).
These algebras constitute one of the four families of algebras which appear, along with
some exceptional ones, in the classification of simple classical Lie superalgebras, see [CW,
Mu2]. Note that pe(n) is not actually simple itself, but has a simple subalgebra spe(n) of
codimension 1. Unlike the Lie superalgebras gl(m|n) and osp(m|2n), the periplectic Lie
superalgebra is not ‘basic’, meaning it does not have a non-degenerate invariant bilinear
form.
The primitive spectrum of a Lie (super)algebra g refers to the set of annihilator ideals in U(g)
of the simple modules, partially ordered with respect to inclusions. The description of the
primitive spectrum of a reductive Lie algebra is a classical result, with the last piece of the
proof obtained in [Vo], see [Mu2, Section 15.3] for an overview. In [Co1] it was proved that
the primitive spectrum of a simple basic classical Lie superalgebra can be described in terms
of the combinatorics of the twisting functors on category O. For the case gl(m|n) this even
led to a description of the primitive spectrum in terms of the Ext1-quiver of category O.
An essential ingredient in the construction in [Co1] was the equivalence between O and a
category of Harish-Chandra bimodules, see [BG, MM].
The first complication in representation theory of pe(n) lies in the existence of a Jacobson
radical in the universal enveloping algebra, see [Se], which prevents the existence of ‘typical
modules’ with same properties as for other simple classical Lie superalgebras. One of the
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consequences is that for pe(n), contrary to the other simple classical Lie superalgebras, there
was no known theory of Harish-Chandra bimodules available for pe(n). We resolve this by
studying an alternative version of Harish-Chandra bimodules, in terms of bimodules with
a left action of the Lie superalgebra and a right action of its underlying Lie algebra. We
prove an equivalence between category O and a category of such Harish-Chandra bimodules,
for all (not just simple or basic) classical Lie superalgebras. Using this result we can then
derive a descriptions of the primitive spectra for all classical Lie superalgebras in terms of
translation functors on Harish-Chandra bimodules, in the spirit of [Vo].
Subsequently, we introduce Enright’s completion functors on category O for arbitrary clas-
sical Lie superalgebras and prove that their combinatorics governs the primitive spectrum.
Completion functors yield an action of the braid group (of the Weyl group of the underly-
ing Lie algebra). Another such action on category O is given by the twisting functors, see
e.g. [AS, CM]. For Lie superalgebras of type I, we prove that whenever O admits a suitable
duality, twisting and completion functors are isomorphic up to conjugation with this duality,
as is well-known in various specific cases, see [KM, CM]. In particular, this allows us to
express the primitive spectrum for pe(n) in terms of twisting functors, as an extension of the
main result of [Co1].
For completeness we also generalise the known equivalences between category O and Harish-
Chandra bimodules, see [MM], to pe(n). Using a slight generalisation of the conventional
proof we can construct equivalences based on Verma modules which are not necessarily
‘typical’, but still satisfy Kostant’s problem. This applies to pe(n) by [Se].
The second complication in representation theory of pe(n) is that its universal enveloping
algebra has a very small centre, see [Go]. Consequently, the block decomposition of the
category of finite dimensional modules and of categoryO is not controlled by the combination
of the centre and the root lattice. For finite dimensional modules, the block decomposition
was recently obtained independently in [B+9] and [Co2], with one direction already proved
earlier in [Ch]. To determine the blocks in O we establish a BGG reciprocity result and
exploit the technique in [B+9] of decomposing the translation functors using a ‘fake Casimir
operator’. The block decomposition for O was also obtained in unpublished work by Inna
Entova-Aizenbud and Vera Serganova.
The paper is organised as follows. In Section 2 we recall some general notions in Lie su-
peralgebra theory. In Section 3 we obtain our results on Harish-Chandra bimodules. In
Section 4 we observe that Musson’s result (and the methods to prove it) of [Mu1] extend
from simple to arbitrary classical Lie superalgebras. Subsequently, we study twisting and
completion functors, and their relation with the primitive spectrum. In Section 5 we study
the BGG category O for pe(n). In Section 6 we focus on the specific case pe(2), for which
we determine the characters of the simple highest weight modules, classify the blocks in O
up to equivalence, show that generic blocks are Koszul and give an explicit description of
the primitive spectrum.
Acknowledgement. The first author is supported by Vergstiftelsen and the second author
is supported by ARC grant DE170100623. Both authors thank the Institute of Mathematics
of Academia Sinica in Taiwan for hospitality and support and Shun-Jen Cheng, Ian Musson
CATEGORY O FOR THE PERIPLECTIC SUPERALGEBRA 3
and Weiqiang Wang for useful discussions. The first author has learned the validity of the
BGG reciprocity (Proposition 5.3) and the linkage principle of category O for pe(2) from
Shun-Jen Cheng and Weiqiang Wang.
2. Preliminaries
For the entire paper, we fix the field of complex numbers C as ground field.
2.1. Super Algebra. We will always work with Z2-graded algebras, vector spaces and mod-
ules, which we will regard as ‘super’ algebras and vector spaces. Morphisms in the category
of super vector spaces are assumed to preserve the Z2-grading, and the same thus holds for
morphisms of superalgebras or modules over superalgebras. Unless specified otherwise, we
consider left modules. For a homogeneous element X of a Z2-graded vector space we denote
its parity by X ∈ {0¯, 1¯} = Z2. For any Lie superalgebra g = g0¯ ⊕ g1¯, see [Mu2], we denote
its universal enveloping algebra by U = U(g) and also write U0 = U(g0¯). On the category
of super vector spaces we denote the parity reversal functor by Π.
Any anti-automorphism σ : g → g of Lie superalgebras is an isomorphism of Z2-graded
vector spaces satisfying
σ([X, Y ]) = (−1)X.Y [σ(Y ), σ(X)],
for all homogeneous elements X, Y ∈ g. Such an anti-automorphism extends to an anti-
isomorphism of the associative superalgebra U(g). As an example, we have the algebra
anti-involution t : U → U , which maps X ∈ g to −X . For a left (resp. right) U -module
M , we denote by M t the corresponding right (resp. left) U -module, obtained via twisting
by t. We have the restriction functor Res := Resgg0¯ from g-modules to g0¯-modules and its left
adjoint Ind := Indgg0¯ = U ⊗U0 − and right adjoint Coind
g
g0¯
= HomU0(U,−). We will usually
leave out the references to g and g0¯ in this notation.
For a Lie superalgebra g, we call an element X0 ∈ g0¯ a grading element if its adjoint action
on g is semisimple, with eigenvalues in Z such that the induced Z-grading satisfies
g0¯ =
⊕
i∈2Z
gi and g1¯ =
⊕
i∈2Z+1
gi.
Examples of Lie superalgebras with such an element are all reductive Lie algebras and
osp(m|2n). More examples will be given in Section 2.3.1.
2.2. Classical Lie superalgebras. We call a Lie superalgebra g over C classical provided
dimC g is finite, the Lie algebra g0¯ is reductive and g1¯ is a semisimple g0¯-module for the
adjoint action. We do not assume that g is simple.
2.2.1. Finite dimensional modules. We denote by F 0¯ the category of finite dimensional
semisimple g0¯-modules. We denote by F = F(g, g0¯) the category of finite dimensional
g-modules which restrict to objects in F 0¯. Since Ind maps from F 0¯ to F , with right adjoint
given by the exact restriction functor Res : F → F 0¯, the category F has enough projective
modules. The projective modules are precisely the direct summands of modules IndV , for
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arbitrary V ∈ F 0¯. We denote the full subcategory of projective modules in F by P. The
natural duality on F is given by M 7→ (M∗)t, with M∗ = HomC(M,C).
For an arbitrary g-module M , we will introduce some full subcategories of the category of
all U -modules. We denote by P ⊗M , resp. F ⊗M , the category of all g-modules of the
form V ⊗ M , with V ∈ P, resp. V ∈ F . By add(P ⊗ M) and add(F ⊗M) we denote
the respective categories of all direct summands of modules in the former categories. By
〈P ⊗M〉 = 〈F ⊗M〉 we denote the abelian category of subquotients of modules in P ⊗M
and by coker(P ⊗M), resp. coker(F ⊗M), the category of modules which are presented by
modules in P ⊗M , resp. F ⊗M .
2.2.2. Borel and Cartan subalgebras. We choose a Cartan subalgebra h0¯ of g0¯. The non-zero
weights appearing in the adjoint representation of g, with respect to h0¯, are then denoted
by Φ = Φ0¯∪Φ1¯ ⊂ h
∗. We set Γ = ZΦ and let Υ ⊂ h∗0¯ denote the set of integral weights, that
is, weights appearing in modules in F , or equivalently in F 0¯. By construction, Γ ⊂ Υ ⊂ h∗0¯
is a chain of subgroups.
Choose a Borel subalgebra b0¯ ⊃ h0¯ of g0¯. We have a corresponding decomposition Φ0¯ =
Φ+
0¯
⊔Φ−
0¯
into positive and negative roots. Let ρ0¯ denote half the sum of all elements in Φ
+
0¯
.
We denote the ρ0¯-shifted action of the Weyl group W = W (g0¯ : h0¯) on h
∗
0¯ by w · λ =
w(λ+ ρ0¯)− ρ0¯.
Unless mentioned otherwise, we express properties of weights with respect to the structure
of g0¯. A weight λ ∈ h
∗
0¯ is regular if the size of the dot W -orbit of λ is |W |. A weight λ is
dominant if there exists no w ∈ W such that w ·λ−λ is a non-empty sum of elements in Φ+
0¯
.
The integral Weyl group for λ is the Coxeter group
W λ = {w ∈ W |w · λ− λ ∈ Γ}.
Clearly this group only depends on λ+Υ.
For a g-weight module M =
⊕
µ∈h∗
0¯
Mµ with finite dimensional weight spaces, we let chM
denote the g0¯-character of M , namely,
(2.1) chM :=
∑
µ∈h∗
0¯
dimMµeµ.
2.2.3. Category O. We fix a Cartan subalgebra h0¯ and Borel subalgebra b0¯ ⊃ h0¯ of g0¯. We let
n+
0
, resp. n−
0
, be the subalgebras of g0 spanned by positive, resp. negative, root vectors.
We denote by O = O(g, b0¯) the BGG category of g-modules which are finitely generated,
semisimple as h0¯-modules and locally finite as b0¯-modules. This is thus the category of g-
modules which are mapped by Res to modules in the BGG category O0¯ := O(g0¯, b0¯)
of [BGG]. For Λ ⊂ h∗ any subset closed under the action of Γ = ZΦ, we denote by OΛ
the full subcategory of modules with only non-zero weight spaces for elements in Λ. For
instance, we have F ⊂ OΥ, and a decomposition O ∼=
⊕
Λ∈h∗/ΓOΛ.
Assume the Cartan subalgebra h0¯ contains a grading element X0 as in Section 2.1. We choose
a representative for each equivalence class in C/Z. This allows to define a map π0 : C→ Z2
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by setting π0(a + i) equal to i(mod 2) for each such representative a and i ∈ Z. This leads
to a map
π : h∗0¯ → Z2, λ 7→ π0(λ(X0)).
We then have a decomposition
O = Ored ⊕ ΠOred,
where Ored is the subcategory of all modules where each space M
µ is homogeneous of par-
ity π(µ). The category ΠOred is equivalent to Ored and contains all modules where each space
Mµ has parity π(µ) + 1¯. Furthermore, the category Ored is equivalent to the category with
same objects as in O, but where we allow all, not just grading preserving, morphisms.
2.2.4. Dualities on O. An anti-involution σ of g is a good involution (with respect to a given
triangular decomposition of g0¯) if σ(h0¯) = h0¯ and σ(n
+
0¯
) = n−
0¯
. This induces an involution
σ∗ on h∗0¯, where σ
∗(λ)(H) = λ(σ(H)), for all λ ∈ h∗0¯ and H ∈ h0¯.
Define M⊛ =
⊕
µ(M
µ)∗, which is a right g-module as a submodule of M∗ = HomC(M,C).
Then define the left U -module DσM with underlying vector space M
⊛ and action given
by
(Xα)(v) = (−1)X.αα(σ(X)v), for α ∈M⊛ and v ∈M.
This yields a contravariant auto-equivalence Dσ of O. We have
chDσM :=
∑
µ∈h∗
0
dimMµeσ
∗µ.(2.2)
Furthermore, for any α ∈ Φ, we have σ(gα) = g−σ∗(α). In particular, σ
∗ restricts to a bijection
of the set of simple roots in Φ+
0¯
.
Example 2.1.
(a) If g is one of the contragredient Lie superalgebras in [Mu2, Theorem 5.1.5] or q(n), then
the antiautomorphism of [Mu2, Proposition 8.1.6] satisfies the above properties. In this
case, Dσ is the contragredient duality of [Mu2, Section 13.7] and σ
∗ is the identity on h∗0¯.
(b) For a reductive Lie algebra g = g0¯, the anti-involution of g in [Hu, Section 0.5] is a
special case of (a). In this case we get the simple preserving duality Dσ = (·)
∨ on O0¯
of [Hu, Section 3.2].
(c) If g = pe(n), will introduce an appropriate anti-involution in Section 4.3.
2.2.5. Projective modules in O. Fix Λ ∈ h∗0¯/Υ. For now we consider the Verma module
M 0¯λ = U0 ⊗U(b0¯) Cλ without specifying in which parity it is assumed to be, for λ ∈ Λ.
Lemma 2.2. Let M ∈ OΛ be such that ResM is projective in O
0¯ and contains as a direct
summand some M 0¯λ for λ ∈ Λ regular and dominant. Then add(P ⊗M) is the category of
projective modules in OΛ. If M is projective in O, then add(P⊗M) is equal to add(F⊗M).
Proof. Take an arbitrary V ∈ F 0¯, then we have isomorphisms of functors
Homg(Ind(V )⊗M,−) ∼= Homg(Ind(V ),HomC(M,−)
ad)
∼= Homg0¯(V ⊗ Res(M),Res−).
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This functor is therefore exact on OΛ. Furthermore, it follows from [BG, Theorem 3.3]
that add(F 0¯⊗M 0¯λ) is the category of projective modules in O
0¯
Λ, which shows that add(P⊗M)
is the category of projective modules in OΛ.
If M is projective itself, then clearly all modules in the category add(F ⊗M) are projective.
The latter contains the category add(P⊗M) of projective modules, from which the conclusion
follows. 
We have the following corollary. For the definition of the notions in part (ii), we refer to
Section 2.3
Corollary 2.3. Take λ ∈ Λ regular and dominant.
(i) The category of projective modules in OΛ is add(F ⊗ IndM
0¯
λ).
(ii) If g is of type I, the category of projective modules in OΛ is add(P ⊗Mλ).
Proof. By construction, IndM 0¯λ is projective in O. Since C is a direct summand of the g0¯-
module Λg1¯, we find that M
0¯
λ is a direct summand of ResIndM
0¯
λ . Hence, part (i) follows
from Lemma 2.2.
For part (b), we have that ResMλ = Λg−1 ⊗M
0¯
λ is projective and contains M
0¯
λ as a direct
summand. The conclusion thus also follows from Lemma 2.2. 
2.3. Classical Lie superalgebras of type I. A classical Lie superalgebra g is said to be
of type I if g has a Z2-compatible Z-gradation g = g−1⊕ g0⊕ g1. Examples of such algebras
are
gl(m|n), sl(m|n), psl(n|n), osp(2|2n), pe(n), spe(n) = [pe(n), pe(n)],
see [CW] and [Mu2] for a complete treatment of these Lie superalgebras.
2.3.1. Type I-0. We will say that a Lie superalgebra g of type I is of type I-0 if the Z-grading
is induced by a grading element H0 ∈ g0¯ as in Section 2.1. It is then automatic that H0 ∈ h0¯
and h0¯ is its own commutator in g, so we simply write h = h0¯. In the above list, the Lie
superalgebras gl(m|n), osp(2|2n) and pe(n) are always of type I-0. The superalgebra sl(m|n)
is of type I-0 if and only if m 6= n.
Throughout this paper, we set g≥0 := g0⊕g1 and g≤0 := g−1⊕g0 for classical Lie superalge-
bras of type I-0. We have the corresponding Borel subalgebra b = b0¯ ⊕ g1 of g. We let Φ
+
1¯
,
resp. Φ−
1¯
, denote the set of weights appearing in g1, resp. g−1. By assumption, Φ
+
1¯
∩Φ−
1¯
= ∅,
and neither set contains the weight 0. We also set Φ+ = Φ+
0¯
∪Φ+
1
and Φ− = Φ−
0¯
∪Φ−
1
, where
we note that the unions are disjoint. We also consider the partial order ≤ on h∗ where µ ≤ λ
if and only if λ− µ is a sum of elements in
Φ+ ∪ (−Φ−) = Φ+
0¯
⊔ (Φ+
1¯
∪ (−Φ−
1¯
)).
We also denote by ρ1, resp. ρ−1, half the sum of elements in Φ
+
1¯
, resp. Φ−
1¯
. Finally, we
set ω = ρ1 + ρ−1. Note that we have ω = 0 for gl(m|n), osp(2|2n) and spe(n), but ω 6= 0
for pe(n).
We choose a function π as in Subsection 2.2.3 and henceforth denote Ored simply by O.
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2.3.2. Verma modules and Kac modules. Fix a classical Lie superalgebra g of type I-0.
We let Mλ be the Verma module of highest weight λ (with respect to ≤ in 2.3.1)
Mλ := U(g)⊗U(b) Π
π(λ)Cλ ∼= Ind
g
g≥0
M 0¯λ ,
Using the element H0 ∈ h and the classical arguments, see e.g. [Hu, §1.2], one shows thatMλ
has a unique maximal submodule. The corresponding unique simple quotient of Mλ is
denoted by Lλ. We let Pλ ∈ O be the projective cover of Lλ in O. We will freely use that chM
determines completely the Jordan-Ho¨lder decomposition multiplicities [M : Lλ].
A module M has a Verma flag if for some k ∈ N it has a filtration by submodules
0 =M0 ⊂M1 ⊂ · · · ⊂Mk =M,
where Mi/Mi−1 is a Verma module for 1 ≤ i ≤ k. We denote by (M : Mλ) the number
of indices i for which Mi/Mi−1 ∼= Mλ. It follows again that the numbers (M : Mλ) are
determined by chM , so in particular do not depend on the chosen filtration. We denote
by O∆ the full subcategory of modules which have a Verma flag. Furthermore, for any subset
T ⊂ h∗, we denote by O∆(T ) the category of modules with Verma flag such that (M : Mλ)
is only non-zero for λ ∈ T .
We now consider the existence and structure of projective covers in O. For a given weight
λ ∈ h∗, let Qλ be the projective cover of ResLλ in O
0¯. Therefore we have a g-epimorphism
IndQλ ։ Lλ. Observe that IndQλ is projective and IndQλ = Ind
g
g≥0
Ind
g≥0
g0
Qλ. Since
Ind
g≥0
g0
Qλ has a filtration with quotients of g0-Verma modules with trivial g1-action, we
may conclude that IndQλ has g-Verma flag. Consequently, as a direct summand of IndQλ,
the projective cover Pλ of Lλ has a g-Verma flag, see e.g. [Hu, Proposition 3.7].
Let (M 0¯λ)
∨ denote the dual Verma module in O0, that is, (M 0¯λ)
∨ is the image of M 0¯λ under
the duality functor (·)∨ of O0 from Example 2.1(b). Then we define
M∨λ := Coind
g
g≤0
((M 0¯λ)
∨).
We extend L0¯λ trivially to a g≥0-module concentrated in degree π(λ) and define the (dual)
Kac module of L0¯λ as follows:
Kλ := Ind
g
g≥0
L0¯λ and K
∨
λ := Coind
g
g≤0
L0¯λ.
Note that it follows from the definitions that we have
(2.3) Soc(M∨λ ) = Soc(K
∨
λ ) = Lλ = Top(Kλ) = Top(Mλ).
Note that [BF, Theorem 2.2] implies that
Kλ ∼= Coind
g
g≥0
L0¯λ+2ρ−1 and K
∨
λ
∼= Indgg≤0L
0¯
λ−2ρ1
.
It thus follows that Kλ also has simple socle and K
∨
λ has simple top. Moreover, calculating
the homomorphisms between both modules shows
(2.4) Top(K∨λ )
∼= Soc(Kλ−2ω).
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2.3.3. The periplectic Lie superalgebra. We are interested in the periplectic Lie superalge-
bra pe(n), which is a subalgebra of the general linear Lie superalgebra gl(n|n) preserving a
non-degenerated odd symmetric bilinear form. We refer the reader to [CW, Section 1.1] for
more details. The standard matrix realisation is given by
pe(n) =
{(
a b
c −at
)
‖ a, b, c ∈ Cn×n, b is symmetric and c is skew-symmetric
}
.
Let Eij denote the (i, j)-th matrix unit in gl(n|n), for 1 ≤ i, j ≤ 2n. We set eij := Eij −
En+j,n+i ∈ pe(n)0¯, for all 1 ≤ i, j ≤ n. The Cartan subalgebra h ⊂ pe(n)0¯ is defined as
h :=
⊕
1≤i≤nCeii. Let {εi|i = 1, . . . , n} be the dual basis of {eii}1≤i≤n in h
∗. The algebra
pe(n) admits a Z2-compatible Z-gradation inherited from the Z-gradation of gl(n|n) such
that
Φ−
1¯
= {−εi − εj | 1 ≤ i < j ≤ n} Φ0¯ = {εi − εj| 1 ≤ i 6= j ≤ n}
and Φ+
1¯
= {εi + εj| 1 ≤ i ≤ j ≤ n}.
Note that pe(n) is of type I-0 for grading element H0 :=
1
2
∑n
i=1 eii.
3. Harish-Chandra bimodules
In this section, we let g be an arbitrary classical Lie superalgebra.
3.1. Conventions for bimodules. Let A,B be two algebras in the set {U, U0} and set
C = U if A = B = U and C = U0 otherwise. By (A,B)-modules, we mean modules over
A⊗CB
op. For such a bimodule N , we denote by Nad the C-module obtained via the algebra
morphism C →֒ A ⊗ Bop given by the composition of the comultiplication C → C ⊗ C
with (id, t).
We have the left exact functor
L(−,−) : (B-mod)op ×A-mod → A⊗C B
op-mod,
which takes the maximal (A,B)-submodule of HomC(M,N) such that HomC(M,N)
ad is a
(possibly infinite) direct sum of modules in F if C = U , or in F 0¯ if C = U0. With slight
abuse of notation, we will use the same notation L for the functor corresponding to each
choice of A and B.
For an (A,B)-module M , we denote by LAnnAM the ideal in A of elements u ∈ A such
that u⊗ 1 acts trivially on M .
For a (left) A-module V , a right B-moduleW and an (A,B)-moduleM , we interpret V ⊗CM
and M ⊗CW as (A,B)-modules in the natural way.
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3.2. (U, U0)-modules. Let B denote the category of finitely generated (U, U0)-modules N
for which Nad is a (possibly infinite) direct sum of modules in F 0¯. For a two-sided ideal
J ⊂ U0, we let B(J) denote the full subcategory of B of bimodules X such that XJ = 0.
For any U0-module M , we have a canonical monomorphism
ιM : U0/AnnU0(M) →֒ L(M,M).(3.1)
The following is a variation on [MS, Theorem 3.1]. We actually start from a g0¯-module
satisfying the same conditions as loc. cit.
Theorem 3.1. Take a g0¯-module M and set I := AnnU0(M). If
(a) the monomorphism ιM is an isomorphism, and
(b) the module M is projective in 〈F 0¯ ⊗M〉,
then we have an equivalence of categories
Ψ = −⊗U0 M : B(I) → coker(F ⊗ IndM),
with inverse L(M,−).
Proof. First we will identify the projective modules in B(I). Subsequently, we study the
action of Ψ on the category of projective modules in B(I). The result then follows from [BG].
Projective modules in B(I). We have the submodule UI of the (U, U0)-module U , and write
UI := U/UI ∼= U ⊗U0 U0/I. For all X ∈ B(I), we have an isomorphism
(3.2) HomU−U0(UI , X)
∼
→ HomU0(C, X
ad), α 7→ α(1 + UI),
where we interpret HomU0(C, X
ad) as the subspace of X consisting of invariants for the
adjoint g0¯-action. Consequently, using adjunction, it follows that, for V ∈ F , we have
that V ⊗ UI is a projective module in B(I), by
HomU−U0(V ⊗ UI , X)
∼= HomU0(ResV,X
ad), for all X ∈ B(I).
For an arbitrary X in B(I), let {m1, . . . , mℓ} ⊆ X be a set of U−U0-generators for X . Then
there exists N ∈ F 0¯ with N ⊆ Xad such that {m1, . . . , mℓ} ⊆ N . We take a module Nˆ ∈ F
such that ResNˆ contains N as a direct summand, for instance Nˆ = IndN . Then we have a
canonical U -U0-epimorphism from Nˆ ⊗ UI to X. In conclusion, B(I) has enough projective
objects and the category of projective objects is add(F ⊗ IndM).
The functor Ψ on projective modules. Now we turn to the right exact functor
Ψ = −⊗U0 M : B(I) → U -mod.
For all N ∈ F , we have
Ψ(N ⊗ UI) ∼= N ⊗C UI ⊗U0 M
∼= N ⊗ IndM.
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Now we show that Ψ acts fully faithfully on the category projective modules in B(I). For
this we can construct the following commuting diagram for arbitrary E, F ∈ F :
HomU−U0(E ⊗ UI , F ⊗ UI)
Ψ //
≃

HomU(E ⊗ IndM,F ⊗ IndM)
≃

HomU−U0(UI , (E
∗)t ⊗ F ⊗ UI)
Ψ //
≃

HomU(IndM, (E
∗)t ⊗ F ⊗ IndM)
≃

HomU0−U0(U0/I, (E
∗)t ⊗ F ⊗ Λg1¯ ⊗ U0/I) //
≃

HomU0(M, (E
∗)t ⊗ F ⊗ Λg1¯ ⊗M)
≃

HomU0(C, (E
∗)t ⊗ F ⊗ Λg1¯ ⊗ (U0/I)
ad) // HomU0(C, (E
∗)t ⊗ F ⊗ Λg1¯ ⊗ L(M,M)
ad)
The composition of the lower two vertical arrows on the left is equation (3.2). The isomor-
phism in the lowest vertical arrow on the right follows from the fact that M is the only
module in the equation which might not be finite dimensional. We leave as an exercise
that the diagram commutes and that the lowest horizontal arrow is an isomorphism as a
consequence of assumption (a).
Application of [BG, Proposition 5.10]. For any N ∈ F , the functor
HomU(N ⊗ IndM,−) ∼= HomU0(M,Res(N
∗ ⊗−)) : 〈F ⊗ IndM〉 → C-mod
is exact by assumption (b). Hence the direct summands of modules in F ⊗ IndM are
projective in 〈F ⊗ IndM〉. The previous paragraph of the proof also shows that Ψ is actually
a functor between the abelian categories B(I) and 〈F ⊗ IndM〉. (Note that the image of Ψ
is actually even contained in coker(F ⊗ IndM).) It thus follows from [BG, Proposition 5.10]
that Ψ yields an equivalence between B(I) and the category of modules in 〈F ⊗ IndM〉
presented by modules in add(F⊗IndM), where the latter category is by definition coker(F⊗
IndM). To conclude the proof we observe that it follows easily from ordinary bimodule
adjunction that L(M,−) is right adjoint to Ψ. 
Now we choose a Cartan and Borel subalgebra h0¯ ⊂ b0¯ in g0¯ and consider the corresponding
BGG category O of g-modules. For the remainder of this subsection, we fix a regular and
dominant weight λ ∈ h∗0¯ and set Λ = λ + Υ. Denote by Iλ ⊂ U0 the ideal generated by the
maximal ideal mλ = AnnZ(g0¯)M
0¯
λ in the centre Z(g0¯). Hence
(3.3) AnnU0M
0¯
w·λ = Iλ, for all w ∈ W,
see e.g. [Hu, Theorem 10.6]. We set Bλ = B(Iλ).
Corollary 3.2. We have mutually inverse equivalences −⊗U0M
0¯
λ and L(M
0¯
λ ,−) between Bλ
and OΛ.
Proof. The proof will be an application of Theorem 3.1 with M = M 0¯λ . We first recall that
the monomorphism ιM 0¯
λ
in (3.1) is always an isomorphism for g0¯-Verma module M
0¯
λ , see e.g.
[Hu, Section 13.4]. Therefore condition (a) in Theorem 3.1 is satisfied.
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Since O is closed under tensoring with finite-dimensional modules, we have 〈F 0¯⊗M0λ〉 ⊆ OΛ.
Therefore condition (b) of Theorem 3.1 is satisfied. As a consequence of Theorem 3.1, we
have an equivalence
−⊗U0 M
0¯
λ : Bλ
∼
→ coker(F ⊗ IndM 0¯λ)
with inverse L(M 0¯λ ,−). By Corollary 2.3(i), we have coker(F ⊗ IndM
0¯
λ) = OΛ. 
Corollary 3.3. For simple module L ∈ OΛ, we have AnnUL = LAnnUL(M
0¯
λ , L).
Proof. Mutatis mutandis [Co1, Corollary 4.4(1)]. 
The ideas behind the following two results go back to Vogan, see [Vo].
Lemma 3.4. Let S ∈ Bλ be a simple bimodule. Then there is V ∈ F0¯ such that we have a
monomorphism of (U, U0)-modules
U/LAnnUS →֒ S ⊗ V
∗.
Proof. By Corollary 3.2, there exists a simple module L ∈ O such that S = L(M 0¯λ , L). By
[BG, Theorem 3.3], there exists V ∈ F 0¯ such that we have an epimorphism
σ : V ⊗M 0¯λ ։ ResL
of g0¯-modules. When we interpret σ ∈ HomC(V ⊗M
0¯
λ , L), where the latter space is a (U, U0)-
module, σ is adg0¯-invariant, so in particular an element of L(V ⊗M
0¯
λ , L). Moreover, it follows
easily that we have a morphism of (U, U0)-modules
Σ : U → L(V ⊗M 0¯λ , L), u 7→ uσ.
Clearly, AnnUL is contained in the kernel of Σ. Since σ is an epimorphism, it follows that
the kernel is precisely AnnUL. Hence we find a monomorphism of (U, U0)-modules
U/LAnnUS
∼
→ U/AnnUL
Σ
→֒ L(V ⊗M 0¯λ , L)
∼
→ S ⊗ V ∗,
where the left isomorphism is Corollary 3.3 and the right one is [BG, Theorem 6.1]. 
Proposition 3.5. Consider two simple objects S1 and S2 in Bλ. We have LAnnUS1 ⊂
LAnnUS2 if and only if there exists a V ∈ F0¯ such that S2 is a subquotient of S1 ⊗ V
∗.
Proof. First we assume that [S1 ⊗ V
∗ : S2] 6= 0, for some V ∈ F0¯. Then
LAnnUS1 = LAnnU(S1 ⊗ V
∗) ⊂ LAnnUS2,
as desired.
Next we set Ji := LAnnSi for i = 1, 2, and assume that J1 ⊂ J2. By Lemma 3.4, there are
Vi ∈ F0¯ such that U/Ji →֒ Si ⊗ V
∗
i for i = 1, 2. We shall show that V := V1 ⊗ (V
∗
2 )
t is the
desired V ∈ F 0¯. By the fact that J1 ⊂ J2 and U/J2 →֒ S2 ⊗ V
∗
2 , we have
0 6= Hom(U/J2, S2 ⊗ V
∗
2 ) ⊂ Hom(U/J1, S2 ⊗ V
∗
2 )
∼= Hom(U/J1 ⊗ V
t
2 , S2),
which implies that S2 is a quotient of U/J1 ⊗ V
t
2 . Finally, by the fact that U/J1 →֒ S1 ⊗ V
∗
1
we may conclude that
U1/J1 ⊗ V
t
2 →֒ S1 ⊗ (V
∗
1 ⊗ V
t
2 ).
As a consequence, S2 is indeed a subquotient of S1 ⊗ V
∗. 
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3.3. U-bimodules. We denote by H the category of finitely generated U -bimodules X , such
that Xad is a direct sum of modules in F . For a two-sided ideal J ⊂ U , we let H(J) denote
the full subcategory of H of bimodules X such that XJ = 0. For any U -module N , we have
a monomorphism
ιN : U/AnnU(N) →֒ L(N,N).
The following is a variation on [MS, Theorem 3.1]. The difference with the statement loc.
cit. is that M itself will not necessarily be projective in coker(P ⊗M). An explicit example
of this will be considered in Proposition 3.7. Of course, when g = g0¯, we have F = P and
our result reduces to [MS, Theorem 3.1].
Theorem 3.6. Take a g-module M and set I := AnnU(M). If
(a) the monomorphism ιM is an isomorphism, and
(b) all modules in P ⊗M are projective in 〈P ⊗M〉,
then we have an equivalence of categories
Θ = −⊗U M : H(I) → coker(P ⊗M),
with inverse L(M,−).
Proof. We first identify the projective modules in H(I) with direct summands of modules
in P ⊗ U/I. If V ∈ P, then V ⊗ U/I is a projective module in H(I) since we have
HomU2(V ⊗ U/I,X) = HomU(V,X
ad), for all X ∈ H(I).
Now we assume that X is a projective module in H(I). Let {m1, . . . , mℓ} ⊆ X be a set
of U2-generators for X . Then there exists a finite-dimensional g-submodule N ⊆ Xad such
that {m1, . . . , mℓ} ⊆ N . Therefore we have a canonical U
2-homomorphism from N ⊗ U/I
to X sending n⊗ u to nu for each n ∈ N and u ∈ U/I. Consequently, X is an epimorphic
image of N ⊗U/I. Let Nˆ ∈ P be the projective cover of N in F , then we have Nˆ ⊗U/I ։
N ⊗ U/I. Therefore X is a direct summand of Nˆ ⊗ U/I, as desired.
In particular it now follows that Θ maps projective objects in H(I) to direct summands of
modules in P ⊗M . We can then proceed as in the proof of Theorem 3.1. 
Now we consider the specific case of the periplectic Lie superalgebra g = pe(n) and con-
clude this section by using Theorem 3.6 to provide an equivalence between category O for
the periplectic Lie superalgebra and a category of g-g Harish-Chandra bimodules. For all
other simple classical Lie superalgebras, such an equivalence was already obtained in [MM,
Theorem 4.1]. We use the notion of typicality for pe(n) defined in [Se, Section 5]. Let λ ∈ h∗
be a typical, dominant and regular weight, and set
Λ = λ+ Υ, Jλ = AnnUMλ, Hλ = H(Jλ) and Uλ = Uλ/Jλ.
We use the notation Hλ, rather than Hλ to stress that we do not just impose a condition on
the central character of the right action.
Proposition 3.7. The categories OΛ and Hλ are equivalent. Mutually inverse equivalences
are given by −⊗Uλ Mλ and L(Mλ,−).
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Proof. Observe that the category P ⊗Mλ, and hence also 〈P ⊗Mλ〉, is contained in OΛ.
By Corollary 2.3(ii), the category of projective modules in OΛ is add(P ⊗Mλ). It follows in
particular that coker(P⊗Mλ) = OΛ. By [Se, Proof of Theorem 5.7], the canonical monomor-
phism Uλ → L(Mλ,Mλ) is an isomorphism. The claim thus follows from Theorem 3.6. 
4. Completion functors and the primitive spectrum
Duflo proved that every primitive ideal of a semisimple Lie algebra is an annihilator of a
simple module in BGG category O. In [Mu1], Musson proved, by building on work on
finite ring extensions in [Le], that the analogue of this statement remains true for simple
classical Lie superalgebras. In Section 4.1, we observe that the methods in [Le, Mu1] actually
show that Duflo’s result remains valid for arbitrary (not necessarily simple) classical Lie
superalgebras.
To describe the primitive spectrum of U(g), one is thus left with the problem of determining
all inclusions between annihilator ideals of simple modules in category O. In Section 4.2,
we will extend a result in [Co1] for simple basic classical Lie superalgebras, describing the
primitive spectrum in terms of completion functors, to all classical Lie superalgebras. In
Section 4.3 we make the connection with twisting functors.
4.1. Primitive ideals for classical Lie superalgebras. For a Lie superalgebra g, we refer
to the annihilator ideals in U(g) of the simple (Z2-graded) modules as its primitive ideals.
The following result, which holds for an arbitrary choice of Borel subalgebra b0¯ ⊂ g0¯, is an
immediate generalisation of Musson’s theorem of [Mu1, Section 2.2].
Theorem 4.1. Let g be a classical Lie superalgebra. Then every primitive ideal is an anni-
hilator of a simple module in O.
We start by formulating some results of Letzter (see e.g. [Le]) in the form that we will need.
We will use the survey in [Mu2, Section 7.6] as reference. By ‘algebra’, we mean a unital
associative Z2-graded algebra over C. By definition, the primitive ideals of an algebra R are
the annihilator ideals of the simple (left) modules. We say a set L of simple R-modules is
Ann-complete if every primitive ideal is of the form AnnRL for some L ∈ L.
We will consider algebrasR, S with the following properties (see [Mu2, Hypothesis 7.1.1]):
(a) R is a finitely generated noetherian algebra of finite GK dimension;
(b) S contains R (as graded subalgebra) and is finitely and freely generated as a left R-
module;
(c) R is a direct summand of the right R-module S.
Proposition 4.2. [Le, Mu2] Consider algebras R, S satisfying (a)-(c). Assume that we have
an Ann-complete set LR for R such that the S-module Ind
S
RL has finite length for all L ∈ LR.
Then the set
LS := {K is a simple S-module with [Ind
S
RL : K] 6= 0 for some L ∈ LR},
is an Ann-complete set for S.
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Proof. For an algebra T we let SpecT denote the set of all (graded) prime ideals and PrimR ⊂
SpecT the set of all primitive ideals. We note that in [Mu2, Section 7] the notation GrSpec
and GrPrim are used. By [Mu2, Corollary 7.6.14], we have
PrimS =
⋃
I∈PrimR
{J ∈ SpecS | J is minimal over AnnS(S/SI)}.
Here “J is minimal over Q” for some ideal Q and prime ideal J means that J ⊇ Q and there
is no J ′ ∈ SpecR with J ) J ′ ⊇ Q.
Since LR is Ann-complete, [Mu2, Lemma 7.6.15] implies
PrimS =
⋃
L∈LR
{J ∈ SpecS | J is minimal over AnnS(Ind
S
RL)}.
Now let M be an arbitrary S-module with a finite filtration
0 =Mk (Mk−1 ( · · · (M1 (M0 =M,
with Li := Mi−1/Mi simple for 1 ≤ i ≤ k. If J ∈ SpecS is minimal over AnnSM , then J =
AnnSLi for some i. This well-known property can be proved as follows. With Ji := AnnSLi,
for all 1 ≤ i ≤ k, we have
JkJk−1 · · ·J2J1 ⊆ AnnS(M) ⊆ J,
where we note that the order of the ideals in the left term is relevant. Since J is prime, we
have Ji ⊆ J , for some 1 ≤ i ≤ k. Since we also have AnnSM ⊆ Ji, the minimality of J
implies J = Ji.
We thus find
PrimS =
⋃
L∈LR
{AnnSK |K is a simple S-module with [Ind
S
RL : K] 6= 0},
which concludes the proof. 
Proof of Theorem 4.1. The conditions (a)-(c) are satisfied for R = U(k0¯) and S = U(k),
with k an arbitrary finite dimensional Lie superalgebra k, see [Mu2, Corollary 6.4.6]. More-
over, by [Du] the set of simple modules in category O0¯ is Ann-complete for U0. Finally
U(g)⊗U(g0¯) L is of finite length for any simple L ∈ O
0¯ since even ResIndL ∼= Λg1¯ ⊗ L ∈ O
0¯
is of finite length as a g0¯-module. 
4.2. Completion functors. Consider a classical Lie superalgebra g. For this subsection,
we fix a regular and dominant weight λ ∈ h∗0¯ and set Λ = λ + Υ. We define the Enright
completion functor for s ∈ W λ a simple reflection, see e.g. [Jo, Section 2], as
Gs(−) := L(M
0¯
s·λ,−)⊗U0¯ M
0¯
λ : OΛ → OΛ.
By (3.3), it follows that Gs is a composition
OΛ → Bλ
∼
→ OΛ,
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of L(M 0¯s·λ,−) with the equivalence in Corollary 3.2. In particular, Gs is well-defined. By
definition, we also have
(4.1) Res ◦Gs ∼= Gs ◦ Res,
where we use the same notation Gs for the classical completion functor on O
0¯.
Theorem 4.3. Set Ji := AnnULi, with Li ∈ OΛ a simple module, for i = 1, 2. Then
J1 ⊆ J2 if and only if L2 is a subquotient of Gs1Gs2 · · ·GskL1, for some simple reflections
s1, s2, . . . , sk ∈ W
λ.
Proof. We adapt the proof of [Co1, Theorem 5.3]. In view of Corollaries 3.2 and 3.3 and
Proposition 3.5, it suffices to show that L(M 0¯λ, L2) is a subquotient of
L(V ⊗M 0¯λ , L1) = L(M
0¯
λ , L1)⊗ V
∗,
for some V ∈ F 0¯ if and only if L(M 0¯λ , L2) is a subquotient of
L(M 0¯λ , Gs1Gs2 · · ·GskL1),
for some simple reflections s1, s2, . . . , sk ∈ W
λ.
By definition, projective functors on the category of U0-modules which admit generalised
central character are the direct summands of functor of the form − ⊗ V for some V ∈ F 0¯.
We will use the classification result of [BG, Theorem 3.3], which states in particular that
the (isomorphism classes of) indecomposable projective functors on the block O0¯λ containing
M 0¯λ are in bijection with the set W
λ. We write θx, with x ∈ W
λ, for the corresponding
exact functor. By [Hu, Chapter 7], for every simple reflection s ∈ W λ, we have a short exact
sequence
0→M 0¯λ → θsM
0¯
λ → M
0¯
s·λ → 0.
By applying L(−, L1), we have the exact sequence
0→ L(M 0¯s·λ, L1)→ L(θsM
0¯
λ , L1)→ L(M
0¯
λ , L1),
which we can rewrite, using the equivalences in Corollary 3.2, as
0→ L(M 0¯λ , GsL1)→ L(θsM
0¯
λ , L1)→ L(M
0¯
λ , L1).
Hence, for any simple X ∈ Bλ different from L(M
0¯
λ , L1), we have
[L(M 0¯λ , GsL1) : X ] = [L(θsM
0¯
λ , L1) : X ].
Therefore if L(M 0¯λ , L2) is a subquotient of L(M
0¯
λ , GsL1), then L(M
0¯
λ, L2) is a subquotient
of L(θsM
0¯
λ , L1), which is a direct summand of
L(V ⊗M 0¯λ , L1) = L(M
0¯
λ , L1)⊗ V
∗,
for some V ∈ F 0¯. This proves one direction of the claim.
Now we assume that L(M 0¯λ, L2) is a subquotient of L(V ⊗M
0¯
λ , L1) for some V ∈ F
0¯. Since
L(M 0¯λ , L1)⊗V
∗ is itself a direct summand of L(M 0¯λ , L1)θs1θs2 · · · θsk for some indecomposable
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projective functors θsi with simple reflections s1, s2, . . . sk, there are mutually different simple
objects L1 6= L(M 0¯λ , L1), L
2, . . . , Lk−1 6= L(M 0¯λ, L2) such that
[L(M 0¯λ, L1)θs1 : L
1] 6= 0, [L1θs2 : L
2] 6= 0, . . . , [Lk−1θsk : L(M
0¯
λ , L2)] 6= 0.
Consequently, we have [Gsk · · ·Gs1L1 : L2] 6= 0 as desired. 
Theorem 4.3 describes the inclusions between annihilator ideals of simple modules in OΛ, for
a fixed Λ ∈ h∗/Υ. In order to describe the relation between simple modules in different such
subcategories, now we define the completion functor for a simple reflection s ∈ W :
Gs(−) := L(M
0¯
s·λ,−)⊗U0¯ M
0¯
λ : O
s·Λ → OΛ.
If we actually have s ∈ W λ, then by assumption, Λ = s · Λ and s is of course also simple
as a reflection in W λ. Hence Gs is then already studied above and the interesting case is
therefore when s 6∈ W λ.
Proposition 4.4. When s 6∈ W λ, we have an equivalence Gs : Os·Λ
∼
→ OΛ which maps
simple modules to simple modules with the same annihilator ideal.
Proof. Under the assumptions s · λ is also dominant. By Corollary 3.2 we thus find that Gs
is a composition of equivalences
Os·Λ
∼
→ Bs·λ = Bλ
∼
→ OΛ,
where the middle equation follows from equation (3.3). The claim about annihilator ideals
follows from applying Corollary 3.3 twice. 
4.3. Twisting functors. For basic classical Lie superalgebra, it is proved in [Co1, Theorem
5.5] that the completion functors are right adjoint to the twisting functors and furthermore
these functors are isomorphic up to conjugation with the duality functor of Example 2.1(a).
This generalises the corresponding properties for reductive Lie algebras in [AS, Theorem 4.1]
and [KM, Theorem 3]. In this subsection, we derive analogous results for pe(n). For this,
we will introduce a new duality on the O for pe(n) which however does not preserves simple
modules. First we recall the construction of twisting functors of [Ar].
For a root β ∈ Φ, we denote by gβ the root space of g associated with β. Fix a simple root
α ∈ Φ+
0
and a non-zero root vector X ∈ (g0¯)−α. Then we have the Ore localisation U
′
α of U
with respect to the set of powers of X since the adjoint action of X on g is nilpotent. Now
X is not a zero divisor in U , therefore U can be viewed as an associative subalgebra of U ′α.
The quotient Uα := U
′
α/U is thus a U -U -bimodule. Let ϕ = ϕα be an automorphism of g
that maps (gi)β to (gi)sα(β) for all simple roots β and i ∈ {0¯, 1¯}. Now we let
ϕUα be the
bimodule obtained from Uα by twisting the left action of U by ϕ. The twisting functor is
then defined as
Tsα(−) = Tα(−) :=
ϕ Uα ⊗− : O → O.
We will use the same notation Tα for the twisting functor defined in the same way on O for
any subalgebra of g containing g0¯. Also, we define Gα := Gsα.
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Motivated by Proposition 4.4 and the corresponding results in [CM, Section 5] and [CMW,
Proposition 3.9], as well as for simplicity, we will restrict to integral blocks of category O for
the remainder of this section.
Theorem 4.5. For g a classical Lie superalgebra of type I-0 with good involution σ and
simple α ∈ Φ+
0¯
, we have Dσ ◦Gσ∗(α) ◦Dσ ∼= Tα on OΥ and Gα is right adjoint to Tα.
Proof. We set β := σ∗(α) and D = Dσ. First, we will interpret D as a functor acting between
O(g≥0, b0¯) and O(σ(g≥0), b0¯) and Gβ as an endofunctor of O(σ(g≥0), b0¯). Note that g≥0 and
σ(g≥0) are also classical Lie superalgebras of type I-0.
Fix an arbitrary ζ ∈ Υ with sα ·ζ ≤ ζ and consider the g≥0-module Nζ, which is the g0¯-Verma
module M0ζ with trivial g1-action. By definition of twisting functors and [AS, Section 2] we
have
Res
g≥0
g0 (TαNζ) ∼= Tα(M
0
ζ )
∼= M 0¯sα·ζ.
On the other hand, we have by [AS, Theorem 4.1] and [KM, Theorem 3] and equation (4.1)
Res
g≥0
g0 D ◦Gβ ◦D(Nζ) ∼= (·)
∨ ◦Gα ◦ (·)
∨(M0ζ )
∼= M 0¯sα·ζ.
Since there is only one structure of a g≥0-module on M
0¯
sα·ζ
which extends the g0-action, we
have that TαNζ and DGβDNζ are isomorphic as g≥0-modules.
Now we turn to g-modules. We have
DGβD(Mζ) ∼= Ind
g
g≥0
DGβD(Nζ) ∼= Ind
g
g≥0
TαNζ ∼= TαMζ .
Since dimEndg≥0(Mζ) = 1, it follows that D ◦ Gβ ◦ D
∼= Tα when restricted to the full
subcategory of OΥ with one module Mζ .
By [CM, Lemma 5.9] twisting functors commute, as functors, with functors of the form
− ⊗ V with V ∈ F . By construction, the same is true for completion functors. It thus
follows that D ◦ Gβ ◦ D and Tα are isomorphic on the category F ⊗ Mζ . Now we take
ζ dominant and regular. By Corollary 2.3(ii), we have that add(P ⊗Mζ) is the category
of projective modules in OΥ. Hence D ◦ Gβ ◦ D and Tα are isomorphic on the category
of projective modules. Since they are both right exact, they are isomorphic on the entire
category OΥ.
Similarly, we can prove that the right adjoint of Tα is isomorphic to Gα on the category with
one object DMζ , from which the result on OΥ follows. 
To apply this result to the periplectic Lie superalgebra, we need some preparation. Define
the anti-involution σ on gl(n|n) by
σ(Eij) := (−1)
|i|(|j|+1)E2n+1−j, 2n+1−i, for 1 ≤ i, j ≤ 2n,
where |k| = 0 when k ≤ n and |k| = 1 when k > n.
Lemma 4.6. The anti-involution σ restricts to a good involution of g = pe(n) ⊂ gl(n|n).
Furthermore, we have σ∗(λ) = −w0(λ), for all λ ∈ h
∗. In particular we have
σ(gα) = gw0(α), for all α ∈ Φ.
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Proof. Let 1 ≤ i, j ≤ n, and recall that we set eij := Eij − En+j,n+i ∈ pe(n)0¯. Furthermore,
we define e
(1)
ij := Ei,n+j +Ej,n+i ∈ pe(n)1 and e
(−1)
ij := En+i,j −En+j,i ∈ pe(n)−1. Therefore σ
preserves pe(n) and restricts to the following anti-automorphism of pe(n):
σ(eij) = −en+1−i,n+1−j , σ(e
(k)
ij ) = ke
(k)
n+1−j,n+1−i,(4.2)
for 1 ≤ i, j ≤ n and k = −1, 1. The description of σ∗ follows from σ(eii) = −en+1−i,n+1−i. 
Since we have pe(n)0¯ = gl(n), we have the canonical ordering {αi | 1 ≤ i ≤ n − 1} of
simple roots in Φ+
0¯
. For simplicity, we write Ti := Tsi , for simple reflection s1, s2, . . . , sn−1.
Similarly, we denote completion functors by G1, G2, . . . , Gn−1. We denote the longest element
in W = Sn by w0 .
As a special case of Theorem 4.5, we find the following.
Theorem 4.7. If g = pe(n) and σ as in Lemma 4.6. Then Dσ ◦ Ti ◦Dσ ∼= Gn−i on OΥ and
Gi is right adjoint to Ti, for each i = 1, 2, . . . , n− 1.
The following is a consequence of Theorems 4.3 and 4.7:
Corollary 4.8. Consider g = pe(n). Let λ1, λ2 ∈ Υ and set Ji := AnnULλi , for i = 1, 2.
Then J1 ⊆ J2 if and only if DσLλ2 is a subquotient of Ts1Ts2 · · ·TskDσLλ1, for some simple
reflections s1, s2, . . . , sk ∈ W .
5. Category O for the periplectic Lie superalgebra
In this section, we study the BGG category O over g = pe(n). In fact, we will work with Ored
for an unspecified choice of π : h∗ → Z2 as in Section 2.2.3, but simply write O. We use all
notation and conventions from Section 2. The values ρ1, ρ−1, ω introduced in Section 2.3.1
are given by
ω := ε1 + ε2 + · · ·+ εn, ρ1 =
(1 + n)
2
ω and ρ−1 =
(1− n)
2
ω.
5.1. BGG reciprocity.
Lemma 5.1. If N ∈ O has a Verma flag, we have
(N :Mµ) = dimHomO(N,M
∨
µ ).
Proof. For given λ, µ ∈ h∗ and i ≥ 0, we have the following calculation
Extig(Mλ,M
∨
µ )
∼= Extig≤0(Res
g
g≤0
Mλ, (M
0¯
µ)
∨)
∼= Extig≤0(Ind
g≤0
g0 M
0¯
λ , (M
0¯
µ)
∨) (since Resgg≤0Ind
g
g≥0
M 0¯λ
∼= Ind
g≤0
g0 M
0¯
λ)
∼= Extig0(M
0¯
λ , (M
0¯
µ)
∨)
∼=
{
C, if λ = µ and i = 0,
0, otherwise,
where the last isomorphism is [Hu, Theorems 3.3(d) and 6.12]. The conclusion then follows
from induction on the length of Verma flags. 
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We have the following relation between characters of Verma and dual Verma modules.
Lemma 5.2. Let S ⊂ h∗ be the set of weights
∑n
i=1 aiεi, where ai ∈ {0, 2}. We have
chM∨µ =
∑
κ∈S
chMµ−κ =
∑
κ∈S
chMµ−2ω+κ, for all µ ∈ h
∗.
Proof. We have
chΛg∗1 =
∏
1≤i≤j≤n
(1 + e−εi−εj) and chΛg−1 =
∏
1≤i<j≤n
(1 + e−εi−εj ),
from which the observation follows. 
Recall that Pλ ∈ O denote the projective cover of Lλ in O, for λ ∈ h
∗.
Proposition 5.3 (BGG reciprocity). For given λ, µ ∈ h∗, we have
(Pλ :Mµ) = [M
∨
µ : Lλ].(5.1)
Also, we have the following characters of projective covers
[Pλ : Lµ] =
∑
ζ∈h∗
[M∨ζ : Lλ][Mζ : Lµ] =
∑
ζ∈h∗
[Mζ : Lλ][M
∨
ζ+2ω : Lµ].(5.2)
Proof. Equation (5.1) follows from Lemma 5.1 as
[M∨µ : Lλ] = dimHomO(Pλ,M
∨
µ ) = (Pλ :Mµ).
This also implies the first equation in (5.2). The first equation in Lemma 5.2 then implies
(5.3) [Pλ : Lµ] =
∑
κ∈S,ζ∈h∗
[Mζ−κ : Lλ][Mζ : Lµ] =
∑
κ∈S,ζ∈h∗
[Mζ : Lλ][Mζ+κ : Lµ].
The second equation in (5.2) then follows from the second equation in Lemma 5.2. 
5.2. The block decomposition of O. We define the equivalence relation ∼ on h∗ which
is transitively generated by {
λ ∼ λ± 2εk, for 1 ≤ k ≤ n;
λ ∼ w · λ, for w ∈ W λ.
For any λ ∈ h∗, we denote by [λ] its corresponding equivalence class in h∗/ ∼. Clearly, we
have [λ] ⊂ λ+ Γ.
Theorem 5.4. (i) The simple modules Lµ and Lλ are in the same block if and only if
λ ∼ µ. Consequently, we have a decomposition
O ∼=
⊕
ξ∈h∗/∼
Oξ,
where Oξ is the Serre subcategory generated by the simple modules {Lλ | λ ∈ ξ}.
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(ii) For OZ := O⊕ni=1Zεi the full subcategory of O consisting of modules with integer weights,
we have
OZ ∼=
n⊕
i=0
O[∂i],
with ∂i := iε1 + (i− 1)ε2 + · · ·+ εi appearing in [Co1, Section 7.1.1].
Before proving the theorem, we mention the following lemma which shows that ∼ is an ana-
logue of the equivalence relation defined in [Ch, Definition 5.1] and [Co1, Section 8.3].
Lemma 5.5. Let λ ∈ h∗ with λk = λk+1 for some 1 ≤ k < n. Then λ ∼ λ+ (εk + εk+1).
Proof. We may note that
λ ∼ sεk−εk+1 · λ ∼ (sεk−εk+1 · λ) + 2εk = λ+ (εk + εk+1),
as desired. 
Proposition 5.6. For λ, µ ∈ h∗ with λ ∼ µ, we have that Lλ and Lµ lie in the same block.
Proof. By definition of ∼, it suffices to prove the following, for arbitrary λ ∈ h∗.
(a) The simple modules Lλ and Lλ−2εk lie in the same block, for 1 ≤ k ≤ n.
(b) For α ∈ Φ+
0
with sα · λ < λ, we have HomO(Msα·λ,Mλ) 6= 0. In particular, Lλ and Lsα·λ
lie in the same block.
For (a) we observe that Lemma 5.2 implies that
[M∨λ : Lλ−2εk ] ≥ [Mλ−2εk : Lλ−2εk ] = 1.
Equation (2.3) implies that M∨λ is indecomposable with simple socle Lλ, which proves (a).
For (b) we observe that [Hu, Theorem 5.1(a)] implies a monomorphism M 0¯sα·λ →֒ M
0¯
λ . Ap-
plying the exact induction functor Indgg≥0 yields the desired morphism. 
Now let V := Cn|n be the natural representation. We have the corresponding exact endofunc-
tor −⊗ V of O, which restricts to an endofunctor of O∆. Following [B+9], we will use the
“fake Casimir element” Ω to decompose the functor −⊗ V . This operator Ω also appeared
in [Co2, Section 8.4] and [CP, Section 2]. For the explicit realisation of Ω ∈ g⊗ gl(n|n), we
refer to [B+9, Section 4.1]. It decomposes as
Ω = Ω−1 + Ω0 + Ω1 with Ωi ∈ gi ⊗ gl(n|n)−i, for i = −1, 0, 1.
For every g-module M , the Ω-action on M ⊗ V commutes with g-action. Consequently, for
any M ∈ O, we have a decomposition
M ⊗ V ∼=
⊕
z∈C
(M ⊗ V )z,(5.4)
where (M ⊗ V )z is the generalised eigenspace for Ω, with eigenvalue z.
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Define the shifted Weyl vector ρˆ :=
∑n
i=1(1− i)εi. We also set
λˇ = λ+ ρˆ = λ+
n∑
i=1
(1− i)εi, for all λ ∈ h
∗.
Note that λ ∼ µ if and only if µˇ can be obtained from λˇ by repeatedly adding aεi with a ∈ 2Z
and 1 ≤ i ≤ n and exchanging coefficients which have integer difference.
Proposition 5.7. For λ ∈ h∗, we have
(Mλ ⊗ V :Mν) =
{
1 if ν = λ± εj, for some 1 ≤ j ≤ n,
0 otherwise.
Furthermore, for z ∈ C,
(i) Mλ+εj appears as a subquotient in (Mλ ⊗ V )z if and only if λˇj = z;
(ii) Mλ−εj appears as a subquotient in (Mλ ⊗ V )z if and only if λˇj = z.
Proof. Denote the highest weight vector of Mλ by v and choose a basis {ej, fj | 1 ≤ j ≤ n}
of V where ej has weight εj and fj has weight −εj . Since
Mλ ⊗ V ∼= U ⊗U(b) (Cλ ⊗ V ),
we have a filtration
0 = N0 ⊂ N1 ⊂ · · · ⊂ N2n−1 ⊂ N2n = Mλ ⊗ V,
where
Ni/Ni−1 ∼= Mλ+εi and Nn+i/Nn+i−1
∼= Mλ−ε1+n−i , for 1 ≤ i ≤ n.
Furthermore, v ⊗ ei +Ni−1 generates Ni/Ni−1 and v ⊗ fi +Nn+i−1 generates Nn+i/Nn+i−1.
By [B+9, Lemma 4.2.1(1)], we have Ω(v ⊗ ei) = Ω0(v ⊗ ei). By [B+9, Lemma 4.2.1(2)], we
thus find
Ω(v ⊗ ei) ∈ (λi + 1− i)(v ⊗ ei) +Ni−1.
Similarly, with some additional straightforward computations, we have
Ω(v ⊗ fi) ∈ Ω0(v ⊗ fi)− (n− 1)(v ⊗ fi) +Nn ⊂ (λi + 1− i)(v ⊗ fi) +Nn+i−1.
Since Ω commutes with the action of g, the claim about the generalised eigenvalues now
follows. 
Lemma 5.8. Fix λ, µ ∈ h∗ and 1 ≤ i, j ≤ n. If λ ∼ µ and λˇi = µˇj, then we have
λ+ εi ∼ µ+ εj.
Proof. The special case for i = j is obvious.
Assume now that i 6= j. The assumptions imply that λi − µj ∈ Z and µj − λj ∈ Z.
Consequently s = sεi−εj ∈ W
λ. For ν := s · λ, we thus find
ν ∼ λ ∼ µ and νˇj = λˇi = µˇj.
By the above special case we thus find ν + εj ∼ µ + εj. Since s · (ν + εj) = λ + εi the
conclusion follows. 
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Corollary 5.9. For each λ ∈ h∗ and z ∈ C, there exists ν ∈ h∗, such that θ := (− ⊗ V )z
restricts to a functor O∆([λ])→ O∆([ν]).
Proof. Assume first that [λ] contains no element κ for which there is 1 ≤ i ≤ n such
that κˇi = z. By Proposition 5.7, θ is zero on O
∆([λ]), so there is nothing to prove.
Since we can replace λ by any element in [λ], by the above we can assume that λˇi = z, for
some fixed 1 ≤ i ≤ n. By exactness of θ it now suffices to prove that for each µ ∈ [λ], we
have θ(Mµ) ∈ O
∆([λ+ εi]). This property follows from Proposition 5.7, Lemma 5.8 and the
fact µ+ εj ∼ µ− εj. 
Proof of Theorem 5.4. By Proposition 5.6, it suffices to prove that [Pλ : Lµ] 6= 0 implies
λ ∼ µ. We have
[Pλ : Lµ] =
∑
ζ∈h∗
(Pλ :Mζ)[Mζ : Lµ] ≤
∑
ζ∈h∗
(Pλ :Mζ)(Pµ :Mζ),
where the inequality follows from the combination of Lemma 5.2 and equation (5.1). Conse-
quently, it actually suffices to prove that (Pλ :Mµ) 6= 0 implies λ ∼ µ. By Corollary 2.3, Pλ
is a direct summand of Mλ′ ⊗V
⊗k, for some k ∈ N and λ′ ∈ h∗. Since Pλ is indecomposable,
there must exist {zl ∈ C} such that Pλ is a direct summand of
(· · · ((Mλ′ ⊗ V )z1 ⊗ V )z2 ⊗ · · · ⊗ V )zk .
By Corollary 5.9, we thus have Pλ ∈ O
∆([ν]), for some ν ∈ h∗. Since (Pλ :Mλ) = 1, we have
λ ∈ [ν] and the conclusion follows. 
The following lemma justifies our restriction to OZ rather than OΥ in Theorem 5.4(ii).
Lemma 5.10. For any λ ∈ h∗ and c ∈ C, we have an equivalence
O[λ] ∼= O[λ+cω]
Proof. We have the Lie superalgebra morphism δ : g → C, with kernel spe(n), defined by
mapping each element to the trace of the matrix a ∈ Cn×n, using the realisation in Subsection
2.3.3. The morphism cδ, for arbitrary c ∈ C thus yields a one-dimensional representation
Cc of g on which h acts through cω. This yields an auto-equivalence −⊗ Cc : O → O with
inverse −⊗ C−c, which restricts to the desired equivalence. 
5.3. Example: Generic blocks. Contrary to other types of Lie superalgebras, generic
blocks in category O for pe(n) are not semisimple. In this section we pose some natural
questions concerning their structure.
Let t ∈ C[h∗] be the polynomial defined by
t(µ) :=
∏
i<j
(µi − µj + j − i− 1).
The following lemma generalises [Se, Lemma 3.2] (also, see [Se, Corollary 5.8]).
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Lemma 5.11. Let µ ∈ h∗. If t(µ) 6= 0 we have Kµ = Lµ. If furthermore we have M
0¯
µ = L
0¯
µ
(i.e., µ is g0¯-antidominant), then
Mµ = Kµ = Lµ and Pµ = K
∨
µ+2ω =M
∨
µ+2ω .
Proof. That Kµ = Lµ when t(µ) 6= 0 follows from the exact same arguments as the proof
of [Se, Lemma 3.2]. If µ is antidominant, we clearly have Mµ = Kµ and M
∨
µ = K
∨
µ .
Furthermore, by equation (2.4) it then follows that the top of K∨µ+2ω = M
∨
µ+2ω is Lµ = Kµ.
Finally, chPµ = chM
∨
µ+2ω by equation (5.2). This implies that K
∨
µ+2ω = Pµ. 
Remark 5.12. If µ ∈ Υ is antidominant, then (−1)
1
2
n(n−1)t(µ) > 0, so the condition on t(µ)
in Lemma 5.11 becomes redundant.
Question 5.13. Consider a generic µ ∈ h∗ in the sense that µi−µj 6∈ Z, for all i 6= j. Recall
S ⊂ h∗ from Lemma 5.2. Then Lemma 5.11 and equation (5.3) imply
[Pµ : Lν ] =
{
1 if ν − µ ∈ S,
0 otherwise.
(i) Is the radical filtration of Pµ given by
radℓPµ/rad
ℓ+1Pµ ∼=
⊕
1≤i1<i2<···<iℓ≤n
Lµ+2
∑ℓ
k=1 εik
, for ℓ ∈ N ∪ {0}?
(ii) We have the set I := {1, 2, · · · , n}. Let Z⊕I ∼= Z⊕n be the free abelian group with basis
{ei | ei ∈ I}. We define the quiver Q with vertices Q0 = Z
⊕I and edges given by
Q1 = {x
(i)
v : v → v + ei | v ∈ Z
⊕I and i ∈ I}.
Let An be the path algebra of Q with relations
x
(i)
v+eix
(i)
v = 0 and x
(i)
v+ejx
(j)
v = x
(j)
v+eix
(i)
v , for all v ∈ Z
⊕I and i, j ∈ I.
Do we have an algebra isomorphism
An
∼
→ EndfinO (
⊕
λ∈[µ]
Pλ) with 1v 7→ idPµ+2v ,
with v =
∑
i viei ∈ Z
⊕I interpreted as
∑
i viεi ∈ h
∗?
Note that we have An ∼= A⊗n, with A = A1 the path algebra of the quiver with edges
labelled by Z
· · ·
x−2 // •−1
x−1 // •0
x0 // •1
x1 // · · ·
and relations xixi−1 = 0 for i ∈ Z. In particular, A
n is Koszul, with grading given by
putting the arrows of the quiver in degree 1.
(iii) Let ν ∈ h∗ such that νi − νj /∈ Z for all 1 ≤ i 6= j ≤ n. Is it true that O[µ] ∼= O[ν]?
We will answer these questions in the affirmative for pe(2) in the following section.
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6. Category O and primitive ideals for pe(2)
6.1. Characters of simple modules.
Lemma 6.1. Let s = sε1−ε2 be the simple reflection associated to the simple root ε1 − ε2.
We have the following composition factors of Verma modules.
(i) If µ1 − µ2 ∈ C\Z≥0 then Mµ = Lµ.
(ii) If µ1 − µ2 ∈ Z>0 then chMµ = chLµ + chLs·µ.
(iii) If µ1 = µ2 then chMµ = chLµ + chLs·µ + chLµ−ω.
Proof. We first note that part (i) follows from Lemma 5.11.
Now we suppose that µ1 − µ2 ∈ Z>0. Then Kµ = Lµ and Kµ−ω = Lµ−ω by Lemma 5.11,
which means that
chLµ = chL
0
µ + chL
0
µ−ω,
since e−ωchL0ζ = chL
0
ζ−ω for all ζ ∈ h
∗. Also, we note that
chMµ = chM
0¯
µ + e
−ωchM 0¯µ = chL
0
µ + chL
0
s·µ + chL
0
s·(µ−ω) + chL
0
µ−ω.
Part (ii) thus follows.
Finally, we assume that µ1 = µ2, which means that µ = aω, for some a ∈ C. We may
observe that Laω is one-dimensional for each a ∈ C. We may conclude that have
chMµ = chL
0
µ + chL
0
s·µ + chL
0
s·(µ−ω) + chL
0
µ−ω = chLµ + chLs·µ + chLµ−ω,
where we used part(i) to calculate chLs·µ. 
We give the irreducible characters for pe(2) as follows:
Corollary 6.2. Let µ ∈ h∗.
(i) If µ1 − µ2 /∈ Z≥0 then Lµ =Mµ.
(ii) If µ1 − µ2 ∈ Z>0 then chLµ = chMµ − chMs·µ.
(iii) If µ1 = µ2 then chLµ = e
µ.
6.2. Characters of projective modules. Let ℓ(M) denote the length of a composition
series of a module M .
Corollary 6.3. (i) If λ1 − λ2 /∈ Z then we have ℓ(Pλ) = 4.
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(ii) If λ1 − λ2 ∈ Z, we have
ℓ(Pλ) =


12, if λ1 + 4 < λ2.
13, if λ1 + 4 = λ2.
11, if λ1 + 3 = λ2.
15, if λ1 + 2 = λ2.
5, if λ1 + 1 = λ2.
18, if λ1 = λ2.
7, if λ1 − 1 = λ2.
9, if λ1 − 2 = λ2.
8, if λ1 − 2 > λ2.
Proof. We let [M ] denote the image of a moduleM in the Grothendieck group. First assume
that λ1 − λ2 /∈ Z. Equation
(6.1) [Pλ] = [M
∨
λ+2ω ] = [Lλ] + [Lλ+2ε1 ] + [Lλ+2ε2 ] + [Lλ+2ω]
follows from (5.2), (5.3) and Lemma 6.1(i) and implies part (i).
Now we assume that λ1 − λ2 ∈ Z. The lengths of projective covers in O over pe(2) follow
from direct computations by Proposition 5.3 and Lemma 6.1.
If λ1 + 4 < λ2 then
[Pλ] = [M
∨
λ+2ω] + [M
∨
s·λ+2ω]
= 2[Lλ+2ω] + 2[Lλ+2ε2 ] + 2[Lλ+2ε1 ] + 2[Lλ] + [Ls·λ+2ω] + [Ls·λ+2ε2 ] + [Ls·λ+2ε1] + [Ls·λ].
If λ1 + 4 = λ2 then
[Pλ] = [M
∨
λ+2ω] + [M
∨
s·λ+2ω]
= 2[Lλ+2ω] + 2[Lλ+2ε2 ] + 2[Lλ+2ε1 ] + 2[Lλ]
+ [Ls·λ+2ω] + [Ls·λ+2ε2 ] + [Ls·λ+2ε1] + [Ls·λ] + [Ls·λ−ε1+ε2].
If λ1 + 3 = λ2 then
[Pλ] = [M
∨
λ+2ω ] + [M
∨
s·λ+2ω]
= 2[Lλ+2ω] + 2[Lλ+2ε2 ] + [Lλ+2ε1 ] + 2[Lλ] + [Ls·λ+2ω] + [Ls·λ+2ε2] + [Ls·λ+2ε1 ] + [Ls·λ].
If λ1 + 2 = λ2 then
[Pλ] = [M
∨
λ+2ω] + [M
∨
s·λ+2ω]
= 2[Lλ+2ω] + 2[Lλ+2ε2 ] + [Lλ+2ε1 ] + 2[Ls·λ+2ε2 ]
+ [Lλ+ε1−ε2 ] + 2[Lλ] + [Ls·λ+2ω] + [Ls·λ+ω] + [Ls·λ+2ε1] + [Ls·λ] + [Ls·λ−ω].
If λ1 + 1 = λ2 then
[Pλ] = [M
∨
λ+2ω] = [Lλ+2ω] + [Lλ+2ε2 ] + [Lλ+2ε1 ] + [Ls·λ+2ε2] + [Lλ].
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If λ1 = λ2 then
[Pλ] = [M
∨
λ+2ω] + [M
∨
λ+3ω]
= [Lλ+2ω ] + [Ls·λ+2ω] + [Lλ+ω] + [Lλ+2ε1 ] + [Ls·λ+2ε2]
+ [Lλ+2ε2 ] + [Lλ] + [Ls·λ] + [Lλ−ω] + [Lλ+3ω] + [Ls·λ+3ω] + [Lλ+2ω]
+ [Lλ+3ε1+ε2] + [Ls·λ+ε1+3ε2] + [Lλ+ε1+3ε2 ] + [Lλ+ω] + [Ls·λ+ω] + [Lλ].
If λ1 − 1 = λ2 then
[Pλ] = [M
∨
λ+2ω] = [Lλ+2ω] + [Ls·λ+2ω] + [Lλ+2ε2 ] + [Lλ+2ε1 ] + [Ls·λ+2ε2] + [Lλ] + [Ls·λ].
If λ1 − 2 = λ2 then
[Pλ] = [M
∨
λ+2ω]
= [Lλ+2ω] + [Ls·λ+2ω] + [Lλ+2ε2 ] + [Ls·λ+2ε1 ] + [Lλ−α] + [Ls·λ] + [Lλ+2ε1 ] + [Ls·λ+2ε2] + [Lλ].
If λ1 − 2 > λ2 then
[Pλ] = [M
∨
λ+2ω]
= [Lλ+2ω] + [Ls·λ+2ω] + [Lλ+2ε2 ] + [Ls·λ+2ε1 ] + [Lλ+2ε1 ] + [Ls·λ+2ε2 ] + [Lλ] + [Ls·λ].
This concludes the proof. 
Remark 6.4. It is proved in [B+9, Theorem 7.1.1] that projective covers in F are sent
to projective covers or zero by the translation functor defined in Corollary 5.9. However,
in O, already for pe(2) there are translated projective covers which are decomposable. For
example, Lemma 5.2 and Proposition 5.7 allow to show that
(P0 ⊗ V )z=2 ∼= Pε1 ⊕ Pε1+2ε2 .
Another observation is that in O we no longer have [Pλ : Lµ] ≤ 1, contrary to [B+9,
Theorem 8.1.2].
6.3. Equivalence of blocks.
Theorem 6.5. The BGG category O for pe(2) has exactly 3 blocks up to equivalence. Con-
cretely:
(i) O[∂0] 6∼= O[∂1] ∼= O[∂2].
(ii) Let λ, µ ∈ h∗ with λ1 − λ2, µ1 − µ2 /∈ Z, then
O[λ] ∼= O[µ] and O[λ] 6∼= O[∂i], for i = 0, 1, 2.
Furthermore, O[λ] is Koszul, whenever λ1 − λ2 /∈ Z.
Proof. Parts (i) and (ii), together with Lemma 5.10 imply that there are 3 blocks up to
equivalence. Lemma 5.10 also implies the equivalence in part (i) since
O[∂1] ∼= O[∂1+ω] = O[∂2].
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By Theorem 5.4 and Corollary 6.3, we have
max{ℓ(Pζ)| Lζ ∈ O[λ]} = 4,
max{ℓ(Pζ)| Lζ ∈ O[∂0]} = 18,
max{ℓ(Pζ)| Lζ ∈ O[∂1]} = 12,
which proves all the non-equivalences.
It remains to show O[λ] ∼= O[µ] for λ and µ as in part (ii). To see this, we first recall from
Corollary 6.3 that
ch(radPλ) = chLλ+2ε1 + chLλ+2ε2 + chLλ+2ω.
We claim the radical filtration of Pλ satisfies
radPλ/rad
2Pλ ∼= Lλ+2ε1 ⊕ Lλ+2ε2 and rad
2Pλ = SocPλ ∼= Lλ+2ω.
By Lemma 5.11 and equation (2.3), we have SocPλ = Lλ+2ω. As a consequence, it suffices
to show that
Ext1O(Lλ+2ε1 , Lλ+2ε2) = Ext
1
O(Lλ+2ε2 , Lλ+2ε1) = 0.
Indeed, if Ext1O(Lλ+2ε1 , Lλ+2ε2) 6= 0, then [Pλ+2ε1 : Lλ+2ε2 ] 6= 0, which is contradicted by (6.1).
Similarly, we have Ext1O(Lλ+2ε2 , Lλ+2ε1) = 0.
It suffices to show that we have an equivalence between the respective categories of projective
modules. Equivalently, it suffices to show that there is an isomorphism between locally finite
endomorphism algebras EndfinO (
⊕
γ∼λ Pγ) and End
fin
O (
⊕
γ∼µ Pγ). By a direct computation
these algebras are isomorphic to the path algebra of the following quiver with vertices Z×Z:
...
...
...
...
· · · •(−1,1)
x(−1,1) //
y(−1,1)
OO
•(0,1)
x(0,1) //
y(0,1)
OO
•(1,1)
x(1,1) //
y(1,1)
OO
•(2,1)
x(2,1) //
y(2,1)
OO
· · ·
· · · •(−1,0)
x(−1,0) //
y(−1,0)
OO
•(0,0)
x(0,0) //
y(0,0)
OO
•(1,0)
x(1,0) //
y(1,0)
OO
•(2,0)
x(2,0) //
y(2,0)
OO
· · ·
· · · •(−1,−1)
x(−1,−1)//
y(−1,−1)
OO
•(0,−1)
x(0,−1)//
y(0,−1)
OO
•(1,−1)
x(1,−1)//
y(1,−1)
OO
•(2,−1)
x(2,−1) //
y(2,−1)
OO
· · ·
...
y(−1,−2)
OO
...
y(0,−2)
OO
...
y(1,−2)
OO
...
y(2,−2)
OO
and relations
yv+(1,0)xv = xv+(0,1)yv and xv+(1,0)xv = 0 = yv+(0,1)yv = 0, for all v ∈ Z× Z.
In particular these algebras do not depend on the specific λ ∈ h∗\Υ and are Koszul. 
Remark 6.6. In [CMW], Cheng, Mazorchuk and Wang proved that non-integral blocks of
categoryO for gl(m|n) are equivalent to integral blocks inO for direct sums of smaller general
linear superalgebras. The results in this section similarly imply that non-integral pe(2)-blocks
are equivalent to integral blocks (in O or equivalently F) for pe(1)⊕pe(1). However, there is
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no realisation of pe(1)⊕pe(1) as a subalgebra k ⊂ pe(2) for which we have a Borel subalgebra
b ⊂ pe(2) such that k+b constitutes a subalgebra. It is thus not possible to consider parabolic
induction as in [CMW] to prove the equivalence directly.
6.4. The primitive spectrum.
Lemma 6.7. Let g := pe(2) and T := Ts be the twisting functor with the (unique) simple
reflection s of W . Then we have the following character formulas (ω = ε1 + ε2):
TLλ = Ls·λ, if λ1 − λ2 /∈ Z,(6.2)
TLλ = 0, if λ1 − λ2 ∈ Z≥0,(6.3)
TLλ = Lλ, if λ2 = λ1 + 1,(6.4)
chTLλ = chLλ + chLs·λ + chLs·λ−ω, if λ2 = λ1 + 2,(6.5)
chTLλ = chLλ + chLs·λ, if λ2 > λ1 + 2.(6.6)
Proof. Recall that ResMµ = M
0
µ ⊕M
0
µ−ω, for all µ ∈ h
∗. Then it follows from T 0 ◦ Res =
Res ◦ T and chT 0M0µ = chM
0
s·µ for all µ ∈ h
∗ that
chTMλ = chT
0ResMλ = chMs·λ = chM(λ2−1)ε1+(λ1+1)ε2 .
We first consider (6.2), that is, assume that λ1 − λ2 /∈ Z. In this case we have Mλ = Lλ
and Ms·λ = Ls·λ as desired. Also, (6.3) follows from [CM, Theorem 5.12(i)] since Lλ is
finite-dimensional.
Now consider (6.4), that is, assume that λ2 = λ1 + 1. Observe that s · λ = λ and so
chTMλ = chMs·λ = chMλ1ε1+(λ1+1)ε2 = chLλ.
Then consider (6.5). That is, λ2 = λ1 + 2 and note that s · λ = (λ2 − 1)ε1 + (λ1 + 1)ε2
with (λ2 − 1) = (λ1 + 1). Then chMs·λ = chLλ + chLs·λ + chLs·λ−ω. We have thus proved
(6.5).
Finally, we consider (6.6), that is, assume that λ2 > λ1 + 2. In this case we have Mλ = Lλ.
Therefore we have chTLλ = chMs·λ = chLs·λ + chLλ. 
Let µ ∈ h∗. It follows from equation (2.2) that chDσMµ = chM−sµ+ω. Therefore by Corollary
6.2 we have the following formulas,
DσLµ =
{
L−sµ if µ1 = µ2,
L−sµ+ω otherwise.
By Lemma 6.7 and Corollary 4.8, we have the following description of the primitive spectrum
of pe(2).
Corollary 6.8. For a, b ∈ C, we set J(a, b) := AnnUL(aε1 + bε2). We have the following
connected components of the inclusion order on {J(a, b) | (a, b) ∈ C× C}:
(i) For each {a, b} ⊂ C with a− b 6∈ Z, we have J(a, b) = J(b− 1, a+ 1).
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(ii) For each a ∈ C, we have the singleton {J(a, a+ 1)}.
(iii) For each a ∈ C, the set {J(a + i, a + i), J(a + i, a + i + 2) | i ∈ Z} is a connected
component with Hasse diagram
J(a− 1, a− 1)
qq
qq
qq
qq
qq
qq
❘❘
❘❘
❘❘
❘❘
❘❘
❘❘
❘
J(a, a)
▼▼
▼▼
▼▼
▼▼
▼▼
· · ·
· · · J(a− 1, a+ 1)
♦♦♦♦♦♦♦♦♦♦♦
J(a, a+ 2)
tttttttttt
(iv) For each a ∈ C and k ∈ Z>0, we have
J(a− 1, a+ k + 1) ( J(a+ k, a).
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