ABSTRACT. In this paper we study the Dini functions and the cross-product of Bessel functions. Moreover, we are interested on the monotonicity patterns for the cross-product of Bessel and modified Bessel functions. In addition, we deduce Redheffer-type inequalities, and the interlacing property of the zeros of Dini functions and the cross-product of Bessel and modified Bessel functions. Bounds for logarithmic derivatives of these functions are also derived. The key tools in our proofs are some recently developed infinite product representations for Dini functions and cross-product of Bessel functions.
Introduction and preliminaries
Bessel and modified Bessel functions of the first kind play an important role in the theory of special functions because they are useful in many problems of applied mathematics. These functions have been studied by many researchers, and their study goes back to famous scientists like Bessel, Euler, Fourier, and others. Motivated by their appearance as eigenvalues in the clamped plate problem for the ball, Ashbaugh and Benguria have conjectured that the positive zeros of the cross-product of Bessel and modified Bessel functions of first kind, defined by
where J ν and I ν stand for the Bessel and modified Bessel functions of the first kind, increase with ν on − 1 2 , ∞ . Lorch [17] verified this conjecture and presented some other properties of the zeros of the above cross-product of Bessel and modified Bessel functions. See also the paper [3] of Ashbaugh and Benguria for more details. Recently, the authors of [1] pointed out that actually the above monotonicity property is valid on (−1, ∞) and proved that for ν > −1 and z ∈ C the power series representation For ν > −1 and z ∈ C, the Weierstrassian factorization of Dini functions is [7] (1.3)
and the Weierstrassian factorization of modified Dini function is [8] ( 
. Therefore if we choose a = 1 − ν, b = c = 1 and d = 0 then for ν > −1 we have, (2.1) j ν,n−1 < α ν,n < j ν,n , where n ∈ N, with the convention that j ν,0 = 0. Here j ν,n stands for the nth positive zero of the Bessel function J ν . In [1], among other things, the following interlacing inequality has been proved for ν > −1,
Taking into account the above two interlacing inequalities, it is natural to ask whether the zeros of Dini functions and of the cross-product of Bessel functions satisfy some interlacing property. The next theorem will answer this question.
Theorem 2. For ν > −1, the zeros of Dini functions and of the cross-product of Bessel functions are interlacing, that is, they satisfy the following interlacing inequality
Thus, combining the inequalities (2.1), (2.2) and (2.3) we have the following: α ν,n < j ν,n < γ ν,n < α ν,n+1 < j ν,n+1 , where n ∈ N.
As an immediate consequence of the above interlacing properties we have the following upper and lower bounds for the cross-product of Bessel functions and consequently we can get bounds for ratio of modified Bessel and Bessel functions of first kind.
Corollary 1.
If ν > −1, then the following inequalities hold:
The reverse inequalities in (2.6) holds for − j ν,1 < x < 0.
In view of the inequality α ν,n < j ν,n where n ∈ N, we observe that the left-hand side inequality of (2.5) is better than the left-hand side inequality of (2.4) while the right-hand side inequality of (2.4) is better than the right-hand side inequality of (2.5).
Moreover, the next interlacing properties are also valid. Now, we present an identity for zeros of Dini functions and zeros of cross-product of Bessel functions which is analogous to the identity of Calogero for the zeros of Bessel functions of the first kind, see [6] for more details. 
, and (2.9)
Rayleigh functions.
Before we state our next result, let us define the Rayleigh functions (or spectral zeta functions) for the zeros of Dini function and for the zeros of cross-product of Bessel and modified Bessel functions by (2.10)
ν,n and (2.11)
respectively, where ν > −1 and m ∈ N. Note that for m = 1, we have [7] (2.12)
By using the series (1.1), one gets
and taking limit z → 0 followed by dividing with z 4 on each side, we obtain (2.13) 3 .
For sake of brevity we denote (ν + 1)(ν + 2)(ν + 3) by (ν + 1) 3 using the well known Pochhammer (Appel) symbol defined by (α) 0 = 0 for α = 0 and
In general, for any m ∈ N, the Rayleigh function ζ 4m (ν) can be obtained by comparing the coefficients of z 4m on both sides of (2.19). For example, by comparing the coefficients of z 4 on both sides of (2.19), one can get (2.13) and by comparing the coefficients of z 8 on both sides of (2.19) yields (2.14) 5 .
Alternatively, taking into account the power series (1.1) and infinite product representation (1.2) one can extract the Rayleigh function ζ 4m (ν) by using the Euler-Rayleigh method (see [14, p. 3] ). Namely, let f (z) be an entire function with power series representation f (z) = 1 + ∑ n≥1 a n z n and an infinite product representation
where it is assumed that ∑ n≥1 |z n | −1 < ∞. Then the Rayleigh function
is given by the following formula
, from (1.1) and (1.2) we have
and hence
and so on. Now, we present the Euler-Rayleigh inequalities for zeros of Dini functions and cross-product of Bessel functions, which will be used in sequel.
The above inequalities can be verified easily by using the definition of η 2m (ν), ζ 4m (ν) and the order relations 0 < α ν,1 < α ν,2 < · · · < α ν,n < · · · and 0 < γ ν,1 < γ ν,2 < · · · < γ ν,n < · · · .
An immediate consequence of the above inequality will give the lower and upper bounds for the smallest positive zero of the cross-product of Bessel functions. 
Note that using (2.13) and (2.14), the left-hand side of the inequality (2.17) follows from left-hand side of (2.16) by taking m = 2, while the right-hand side of the inequality (2.17) can be extracted from right-hand side of (2.16) by taking m = 1. So we omit the proof of Theorem 5.
Observe that for m = 1, the left-hand side of (2.16) gives the inequality γ
which is weaker than the left-hand side of (2.17).
The power series representation [7] zd
which is valid for ν > −1, z ∈ C such that |z| < α ν,1 , can be rewritten as
where
is absolutely monotonic on (0, α ν,1 ) for all ν > −1. The next theorem is analogous to this result. Theorem 6. Let ν > −1 and z ∈ C such that |z| < γ ν,1 . Then
Moreover, the function
In addition, the next result is valid.
Observe that the above absolutely monotonicity of q ν can be used to find the upper bound for the cross-product of Bessel and modified Bessel functions. Namely, we have the following inequality.
Redheffer-type inequalities.
We continue with another set of results, namely Redheffer-type inequalities. In the literature the inequality sin
, where x ∈ R, is known as Redheffer inequality, see [19] . In [4] the author extended the above Redheffer type inequalities for the normalized Bessel functions of the first kind
For more details about Redheffer type inequalities one can refer to [10, 11, 22] and to the references therein. Recently in [8] , Redheffer-type inequalities for modified Dini functions were studied. In this subsection, we study Redheffer type inequalities for Dini functions and cross-product of Bessel and modified Bessel functions. Motivated by the result from [22, Theorem 1], we extend and sharpen the Redheffer-type inequalities for modified Dini functions [8, Theorem 7] . 
,
is the positive root of ν − ν 2 + 14 = 0, then
is the best possible constant.
The corresponding result for the modified Dini functions reads as follows.
Theorem 9.
Let r ∈ (0, ∞), |x| < r, ν > −1 and λ ν be the modified Dini function defined by (1.4). Then the following Redheffer-type inequality 
8(ν+1)
.
We would like to take the opportunity to correct a mistake in the paper [10] . In the final expression for
, where j ν,1 stands for the first positive zero of the Bessel function J ν . With this change, the following inequalities in [10, p. 259] may not hold true for all ν ≥ −7/8 :
8(ν+1)(ν+2) are best possible constants. Nevertheless, the above inequalities are valid for ν ∈ (−1, ν 0 ] and |x| < j ν,1 , where ν 0 ∈ (1, 2) is the unique root of the equation j 2 ν,1 = 8(ν + 1). Before we prove the above inequalities, let us recall the following [10, Lemma 1], which will be useful in the sequel. 
Now, taking into account the above correction in the expression ϕ ′ ν (x) [10] we have, 
which are valid for m ∈ N and ν > −1, where
is the Rayleigh function of order 2m. The rest of the proof is same as in [10, p. 263] .
It is also interesting to note that for ν ≥ ν 0 , the following new Redheffer type inequalities hold. 
for all |x| < j ν,1 .
Bounds for logarithmic derivative of Bessel related functions.
In this section we investigate the bounds for logarithmic derivative of Dini functions and the logarithmic derivative of cross-product of Bessel and modified Bessel functions. The idea of these results come from [23] .
Then for n ∈ N, the following inequality holds true for all 0 < |x| < α ν,1 ,
Moreover, a and b are sharp.
Then for n ∈ N, the following inequality holds true for all 0 < |x| < γ ν,1 ,
Moreover, r and s are sharp.
Proofs of main results
In this section we prove our main results.
Proof of Theorem 1. a. By using the infinite product representation (1.2) and the order relation
] then the first (2n − 1) terms of the product (1.2) are negative and the remaining terms are strictly positive. Therefore W ν (x) becomes negative on S. Now if x ∈ (−γ ν,1 , γ ν,1 ) then each terms of the product (1.2) are strictly positive and if x ∈ (γ ν,2n , γ ν,2n+1 ) or x ∈ (−γ ν,2n+1 , −γ ν,2n ), then the first 2n terms are strictly negative while the remaining terms are strictly positive. Therefore W ν (x) > 0 on R \ S. b. From part a, we have W ν (x) > 0 for x ∈ (−γ ν,1 , γ ν,1 ). Therefore the infinite product representation (1.2) gives
and hence the function x → W ν (x) is strictly increasing on (−γ ν,1 , 0] and strictly decreasing on [0, γ ν,1 ). c. By using the above equation and part a of this theorem, we have
and xW
From this we conclude that the function x → W ν (x) is strictly log-concave on R \ S and strictly geometrically concave on (0, ∞) \ S 2 . d. Since the function x → x 2ν+1 is log-concave on (0, ∞) for all ν ≥ − 1 2 and from part c the function x → W ν (x) is strictly log-concave on R \ S, we conclude that the functions
is strictly log-concave on (0, ∞) \ S 2 for all ν ≥ − 1 2 . Here we used the fact that product of a log-concave function and a strictly log-concave function is strictly log-concave.
e. By using again the infinite product representation (1.2), we get
From these expressions and the result [1, Lemma 4] : ν → γ ν,n is increasing on (−1, ∞), the desired conclusion follows. f. From the infinite product representation (1.2), we have
which is absolutely monotonic on (0, γ 4 ν,1 ) for all ν > −1. Since the exponential of a function having an absolutely monotonic derivative is absolutely monotonic, we conclude that the function
Proof of Theorem 2. By using the inequalities (2.1) and (2.2), we have
where n ∈ N and hence the left-hand side of the inequality (2.3) follows. To prove the right-hand side of the inequality (2.3), observe that the zeros of the cross-product of Bessel functions (1.1) are the roots of the equation
and the zeros of Dini function z → (1 − ν)J ν (z) + zJ ′ ν (z) are roots of the equation
Now in view of the infinite product representations of Bessel and modified Bessel functions of first kind, namely,
respectively. Therefore,
is strictly decreasing on each interval ( j ν,n , j ν,n+1 ),
is strictly increasing on (0, ∞). This implies that there exists a unique root γ ν,n of the equation (3.30) and a unique root α ν,n+1 of the equation (3.31) 
is strictly decreasing on each interval ( j ν,n , j ν,n+1 ), n ∈ N and we have the limit
we conclude that γ ν,n < α ν,n+1 for all n ∈ N. This interlacing property is illustrated in Figure 1 for ν = 2 and x ∈ (0, j 2,4 ). This completes the proof. 
Proof of Corollary 1. Using (2.3), we have for all x ∈ (−γ ν,1 , γ ν,1 )
, 10Á. BARICZ, S. PONNUSAMY, AND S. SINGH which on using (1.2), (1.3) and (1.4) gives the inequality (2.4). Similarly, by using the interlacing inequality (2.2) one can extract the inequality (2.5). To prove the inequality (2.6), observe that the inequality (2.5) can be rewritten as
ν,1 j 4 ν,1 − x 4 for |x| < j ν,1 , which in view of the formulas
is equivalent to
Now for x ∈ (0, j ν,1 ), integrating (3.32) we obtain
. 
This proves the inequality (2.6).

Proof of Theorem
Using the derivative formulas
the above inequality for m = 1 is equivalent to
is strictly decreasing on (0, ∞) \ {α ν,n | n ∈ N}. In view of [9, Lemma 2.2], all zeros of d ν (x) are real and simple and hence d ′ ν (x) = 0 at x = α ν,n , n ∈ N. Thus, for a fixed n ∈ N, we have the limit lim xցα ν,n−1
is strictly decreasing on (0, ∞) \ {α ν,n | n ∈ N} it follows that in each interval (α ν,n−1 , α ν,n ) there exists a unique zero α ′ ν,n of d ′ ν (x). Here we used the convention that α ν,0 = 0.
Proof of Theorem 4.
From the infinite product representations (1.2), (1.3) and (1.4) it is easy to verify that for all ν > −1, the functions W ν , D ν and λ ν satisfy the following identities (in other words, Mittag-Leffler expansions)
In view of the above logarithmic derivative (3.36) of Dini functions D ν , we obtain that
. Now, by applying the Bernoulli-L'Hospital rule twice and using the derivative formulas (3.33) and (3.34) we have
Using the differential equation [13, p. 13]
satisfied by the Dini function d ν , we obtain (3.38) lim
, and hence
Therefore the relation (2.7) is indeed true. To prove the identity (2.8), we appeal to the formulas (3.36) and (3.37) to obtain
. Now, by applying again the Bernoulli-L'Hospital rule twice and using the derivative formulas (3.33) and (3.34) we obtain
which on using the limit (3.38) gives (2.8).
To prove the identity (2.9), first we will show that for ν > −1 and z ∈ C we have
To deduce the above Hadamard factorization of W ν , it is enough to show
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Now, by using the power series representation (1.1), we have
This is an entire function of growth order By applying Hadamard's Theorem [16, p. 26 ] it follows that (3.40) is indeed valid and consequently we get (3.39). Now, we use the formula (3.35) and we get
, which on applying the Bernoulli-L'Hospital rule two times gives
Logarithmic differentiation of (3.39) gives
Now, using the following derivative formulas which follow easily from (1.2), we obtain that
, from which we get
This complete the proof of the equation (2.9).
Proof of Theorem 6. Again using (1.2) we have
which is valid for |z| < γ ν,1 and ν > −1. Hence the conclusion follows.
Proof of Theorem 7. The infinite product representation (1.2) yields log x 3 − 1 (ν + 1) 3 and hence on differentiating m times we get
This gives
for all m ∈ N, µ ≥ ν > −1 and x ∈ [0, γ 4 ν,1 ). Here we used the monotonicity of zeros of cross-product of Bessel functions [1], namely ν → γ ν,n is increasing on (−1, ∞) for n ∈ N fixed. Therefore, for all n, m ∈ N, µ ≥ ν > −1 and x ∈ [0, γ 4 ν,1 ), we have (x − γ 4 ν,n ) m+1 ≤ (x − γ 4 µ,n ) m+1 and consequently the above inequality follows. Since f µ,ν is increasing on [0, γ 4 ν,1 ) for all µ ≥ ν > −1 and in view of (2.13), f µ,ν (0) = 0 we obtain that
Therefore by differentiating m times we have
) for all ν > −1 and in view of (2.13), h ν (0) = 0 we obtain that h ν (x) ≥ h ν (0) = 0. This proves the absolute monotonicity of
Finally, by using the fact that the exponential of a function having an absolutely monotonic derivative is absolutely monotonic, we conclude that x → g µ,ν (x) and x → q ν (x) are absolutely monotonic on [0, γ 4 ν,1 ).
Proof of Corollary 2. Since x → q ν (x) absolutely monotonic on [0, γ 4 ν,1 ), it is increasing. Therefore from (1.2) we get
which implies that
Hence by changing x to x 4 we get the required inequality.
Proof of Theorem 8. a & c.
To prove the inequality (2.21), it is enough to establish the following inequality
Taking into account the infinite product representation (1.3), we have that
Making use of the principle of mathematical induction we show that the following inequality
is valid for all ν > −1, n ≥ 2 and |x| ≤ δ ν α ν,1
. For n = 2, the inequality (3.42) follows from the assumption in the statement of the theorem. Namely, we have
Now, let us assume that the inequality (3.42) holds for some m ≥ 2. Therefore
Hence, by the principle of mathematical induction, inequality (3.42) holds for all n ≥ 2. Now taking limit n → ∞ in (3.42) we get
which in view of (3.41) gives the inequality (2.20) .
To prove the inequality (2.22), similar to the part a, it is enough to prove the inequality
1 + x 4 for all |x| ≤ ε ν γ ν,1 . Now using (1.2), we have
Using the principle of mathematical induction we show that the inequality
holds for all ν > −1, n ≥ 2 and |x| ≤ ε ν γ ν,1
. For n = 2, (3.44) follows from the assumption of the theorem. That is, we have
Now, let us assume that the inequality (3.44) holds for some m ≥ 2. Therefore
Consequently, by the principle of mathematical induction, inequality (3.44) holds for all n ≥ 2. Now taking the limit n → ∞ in (3.44) we get 
which in view of (2.12), (2.15) and (2.18) yields
Here in last inequality we have used the upper bound for the smallest positive zero of the Dini function (see [14, p. 11] with α + ν = 1)
Therefore for ν ∈ (−1, 8), the function φ ν is increasing on [0, α ν,1 ) and hence φ ν (x) ≥ φ ν (0) = 0 and consequently the inequality (2.21) holds. Now, by using the L'Hospital rule, (2.12) and (3.36), we have the limit
This implies that indeed the constant m ν is best possible. d. Similar to the proof of part b of this theorem, it is enough to prove the inequality (2.23) for x ∈ [0, γ ν,1 ). Let us define a function Φ ν : [0, γ ν,1 ) → R by
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where the last inequality follows by using the upper bound given in (2.17). Therefore for ν ∈ (−1, r), the function Φ ν is increasing on [0, γ ν,1 ). This implies that Φ ν (x) ≥ Φ ν (0) = 0 and hence the inequality (2.23) holds. Now using the L'Hospital rule, (2.13) and (3.35), we have the limit
This implies that indeed the constant n ν is best possible.
Proof of Theorem 9.
Since all the functions appear in the inequality (2.24) are even in x, it is enough to prove the inequality (2.24) for x ∈ (0, r) for any given r ∈ (0, ∞). Let us define a function Q ν : (0, r) → R by
Making use of the infinite product representation (1.4), we obtain
Now, it is not difficult to verify that each term of the above series is decreasing on (0, r) as a function of x. Thus,
is decreasing on (0, r) and consequently with the help of monotone form of L'Hospital's rule [2, Lemma 
which is valid for all ν > −1 and x ∈ (− j ν,1 , j ν,1 ) gives Taking into account the right-hand side of (2.15), A n < 0 for all n ∈ N and consequently from the above expression, x → A (x) is strictly decreasing on (0, α ν,1 ), which implies that a = lim This completes the proof.
Proof of Theorem 12. Let ν > −1 and 0 < |x| < γ ν,1 . Then we need to prove the identity Using the right-hand side of (2.16), B n < 0 for all n ∈ N and hence from the above expression, x → B(x) is strictly decreasing on (0, γ ν,1 ). From this we obtain r = lim This completes the proof.
