We present a new construction of block codes for the (1 ? D)-PR channel.
I Introduction
Partial-response (PR) techniques are commonly used in modern magnetic and optical recording channels. Several coding schemes have been developed in the last decade to enhance the reliability of channels characterized by PR polynomials. This work is mainly concerned with block codes for the (1 ? D)-PR channel. These codes can also be used, more generally, for channels characterized by a polynomial of the form 1 D m , where m is a positive integer, by suitable interleaving and transformation of symbols. An excellent exposition of these codes can be found in 13] where three general classes of codes are described: precoded binary codes with large minimum Hamming distance 14], spectral null codes 9], and concatenated codes. Codes with minimum squared Euclidean distance four are emphasized in 13] . It should be pointed out that the squared Euclidean distance according to our de nition is twice that in 13]. In particular, squared Euclidean distance six in the present work corresponds to squared Euclidean distance three in 13] .
We present a new class of block codes, which we call di erence set codes, with minimum squared Euclidean distance of six. Except for small code lengths, the new codes have larger rates than other known codes.
In Section II, we introduce the basic notation and review some previously known results. Section III describes the di erence set code construction, and contains theorems on essential code parameters. A sphere-packing argument, discussed in Section IV, provides an upper bound on the size of codes with minimum squared Euclidean distance six. Decoding is discussed in Section V. In Section VI, an alternative construction is presented which utilizes the fact that we can construct many disjoint di erence set codes; these are then employed in a generalized concatenation code 2 construction. Finally, a brief discussion of computer searches for optimum codes with minimum squared Euclidean distance six follows in Section VII.
II Preliminaries
We will use the following notation. Let x 1 ; x 2 ; : : : be a sequence, which we denote by
x. If confusion is unlikely, we may write x = x 1 x 2 . In the present work, we say that the sequence x is binary, ternary, or real, if x i 2 f0; 1g, x i 2 f0; 1; ?1g, or x i is real, respectively, for all i. We may denote ?1 in a ternary sequence by 1. If x i = 0 for all i, we say that x is a zero sequence, denoted by 0. Corresponding to any binary sequence x, we de ne the ternary sequence x T = x T In case the sequences are of in nite length and the sum does not converge, we write d 2 E (x; x 0 ) = 1.
In this paper, we consider the following block coding scheme. We are given a set of M messages and with each message we associate a distinct binary sequence c of length n. Euclidean distance between z andx T is minimum. Based on these codewords, the decoder produces an estimate for the sequence of messages, cf. Figure 1 .
For the purpose of analysis and decoding, it is convenient to de ne a channel state oriented trellis associated with the code C as follows. Let C e and C o be the sets of each state has M out-going edges and M incoming edges. In order to distinguish this trellis from one that will appear in Section V, we will refer to such a trellis as a block-oriented trellis. Figure 2 shows a block-oriented trellis for a simple code. Notice that a label on an edge starting and ending at the same state has an even number of nonzero symbols while a label on an edge starting and ending at di erent states has an odd number of nonzero symbols.
Hence, a path in the block-oriented trellis starting at state`+' terminates at statè +' or state`?' if the total number of nonzero symbols in the labels on path edges is even or odd, respectively. In particular, the sequence of labels on the edges of any path in the block-oriented trellis starting at state`+' is a sequence of the form c T 1 ; (?1) s 1 c T 2 ; (?1) s 2 c T 3 ; : : :, where c i 2 C and s i is the total number of 1's in the binary sequence c 1 ; : : : ; c i . We conclude that there is a one-to-one correspondence between the paths in the block-oriented trellis starting at state`+' and the noiseless output sequences of the (1 ? D) channel. For simplicity, we will adopt the common convention of writing the squared Euclidean distance between paths when we actually mean the squared Euclidean distance between the sequences of labels on the path edges. The Viterbi algorithm may be applied to the block-oriented trellis to nd a closest (sequence of labels on the edges of a) path to the noisy channel output. Once such a path is found, we take absolute values of the elements of its edge labels to obtain a sequence of codewords in C which are then decoded into messages. 
The single most important parameter used to evaluate the performance of the coding scheme is the minimum squared Euclidean distance, denoted by d 2 E (C). It is given by the squared Euclidean distance between any pair of distinct paths starting at the state`+', minimized over all such pairs. In general, among all codes of the same rate, it is often desirable to choose a code with the largest minimum squared Euclidean distance in order to achieve a small probability of decoding error. 
We should mention that having such \in nite-distinct" paths such that the squared Euclidean distance between them is nite does not lead to catastrophic error propagation since, except for a nite number of edges, these paths follow edges with zero labels corresponding to the same codeword and hence the same message. Indeed, although a block-oriented trellis is used for decoding, we are considering a block-type coding scheme.
Example 1 Consider the code C = f0110; 1111; 1101g. We have C T e = f01 10; 1 11 1g and C T o = f1 101g. It can be easily checked that d Since C o is empty, no path in the block-oriented trellis starting at state`+' deviates from this state. In particular, the block-oriented trellis may be reduced to a single state with parallel edges labeled by sequences in C T . In other words, the noiseless channel output corresponding to a codeword x in an even weight code C is x T , while it is either x T or ?x T , depending on the parity of the total number of 1's in all previous codewords, if C is not an even weight code.
Tolhuizen, Immink, and Hollmann 13] presented three construction methods of even weight block codes: precoding, spectral nulls, and concatenation. First we will explain their terminology since it di ers from ours. In our work, we de ne the codewords to be the sequences of length n that are input to the precoder. In 13], the codewords are de ned to be the output sequences of the precoder, after deleting the last bit in each sequence, which is zero for any even weight code. Thus, if x = (x 1 ; : : : ; x n ) is a codeword in an even weight code according to our de nition, then (y 1 ; : : : ; y n?1 ), where y i x i + y i?1 (mod 2) and y 0 = 0, is the corresponding codeword according to the de nition of 13]. Notice that y i P i j=1 x j (mod 2) and in particular y n = 0 as mentioned above. The noiseless channel output is x T = (x T 1 ; : : : ; x T n ), where x T i = y i ?y i?1 . In conclusion, there is a one-to-one correspondence between codes of length n?1 in 13] and even weight codes of length n as de ned here. Another discrepancy between our terminology and the one used in 13] is related to 10 the de nition of squared Euclidean distance. Our squared Euclidean distance is twice that in 13]. To avoid confusion, we will translate the parameters of codes described in 13] to agree with the terminology developed in this paper. For example, when we refer to an even weight code of length 11 and minimum squared Euclidean distance of 6 in 13], it should be found there as a code of length 10 and minimum squared Euclidean distance of 3.
In Table I , we list the maximum size of even weight codes of minimum squared Euclidean distance 6 and length n 24 constructed using the three methods in 13]. For the rst method, precoding, this maximum size equals the maximum size of an even weight code of minimum Hamming distance 6 and length n. The values and bounds listed in the table are quoted from Table 9 Table I are based on codes explicitly de ned in 13]. In particular, the listed maximum sizes are achieved by codes of length 2rm + 1 and size (2 r + 2) m , where r 3 and m 1 are integers (see Example 3 in 13]).
III Di erence Set Codes
A di erence set is a set A n = fa 1 ; a 2 ; : : : ; a n g of integers such that all the nonzero di erences a i ? a j for i 6 = j are distinct. Without loss of generality, we will assume in the following that 0 = a 1 < a 2 < < a n . In Table II we list di erence sets A n of size n 24. We note that the di erence sets described here are sometimes 11 called di erence triangle sets. They should be distinguished from perfect systems of di erence sets, where all the positive di erences are distinct and consecutive, as well as other families of so-called di erence sets that belong to a given group, where each nonzero group element occurs equally often as a di erence 5].
We will describe now a new technique to construct block codes of minimum squared Euclidean distance (at least) 6 based on di erence sets. Suppose that w e and w o are (possibly negative) integers such that w e 6 = 0, jw e ? w o j 6 2 A n , and jw e + w o j 6 2 A n . The last two conditions will be expressed as jw e w o j 6 2 A n . Let C e (A n ; w e ) = fx = (x 1 ; : : : ; x n ) 2 f0; 1g n : x has even weight and n X i=1 a i x T i = w e g (5) and C o (A n ; w o ) = fx = (x 1 ; : : : ; x n ) 2 f0; 1g n : x has odd weight and n X i=1 a i x T i = w o g: (6) The di erence set code C(A n ; w e ; w o ) is de ned by C(A n ; w e ; w o ) = C e (A n ; w e ) C o (A n ; w o ):
Notice that C e (A n ; w e ) and C o (A n ; w o ) are the sets of even weight and odd weight codewords in C(A n ; w e ; w o ), respectively. In particular, the sequences in C T e (A n ; w e ) and C T o (A n ; w o ) are the labels of edges from state`+' to states`+' and`?', respectively, and the sequences in ?C T e (A n ; w e ) and ?C T o (A n ; w o ) are the labels of edges from statè ?' to states`?' and`+', respectively. Table II , we have the di erence set A 4 = f0; 2; 5; 6g for n = 4. In Table III we computed the values of 
Example 2 From
This contradicts the assumption that A n = fa 1 ; : : : ; a n g is a di erence set. Q.E.D. The proof is similar to that of Lemma 2.
Theorem 1 The minimum squared Euclidean distance of a di erence set code is at least equal to 6.
Proof. Let C = C(A n ; w e ; w o ) be a di erence set code. From (5), (6) , and Lemma 1 it follows that if c 1 and c 2 are distinct sequences such that both belong to either 14 C e = C e (A n ; w e ) or C o = C o (A n ; w o ), then d (1), is at least equal to 6. Also, from (5), (6) , and Lemmas 2 and 3 it follows that if c 1 belongs to C e (A n ; w e ) and c 2 (2) and (3), are at least equal to 3.
Finally, notice that the zero sequence 0 does not belong to C e (A n ; w e ) since w e 6 = 0.
From (4), we conclude that d 2 E (C(A n ; w e ; w o )) 6.
Q.E.D.
Notice that the set C e (A n ; w e ), where w e may be zero, de nes an even weight di erence set code of minimum squared Euclidean distance (at least) 6.
Let M e (A n ; w e ), M o (A n ; w o ), and M(A n ; w e ; w o ) be the sizes of the sets C e (A n ; w e ), C o (A n ; w o ), and C(A n ; w e ; w o ), respectively. From (7) we have M(A n ; w e ; w o ) = M e (A n ; w e ) + M o (A n ; w o ):
For a given di erence set A n , the maximum sizes of a di erence set code and an even weight di erence set code are given by M(A n ) = max we;wo we6 =0;jwe woj6 2An M(A n ; w e ; w o )
and M e (A n ) = max we M e (A n ; w e );
respectively. Lemma 4 For any di erence set A n = fa 1 ; : : : ; a n g and any integer w, M o (A n ; w) = M e (A n ; a 1 ? w):
Example 3 From
Proof. Let x = (x 1 ; : : : ; x n ) be a binary sequence of length n and odd weight such Lemma 5 For any di erence set A n = fa 1 ; : : : ; a n g and any integer w, M e (A n ; w) = M e (A n ; a 1 ? a n ? w) and M o (A n ; w) = M o (A n ; a 1 + a n ? w):
Proof. An argument similar to the one used in Lemma 4 proves the result. Q.E.D.
The following result gives bounds on the maximum sizes of di erence set codes for a given A n .
Theorem 2 For any di erence set A n = fa 1 ; a 2 ; : : : ; a n g, where 0 = a 1 < a 2 < < a n , 2 n?1 a n + 1 M e (A n ) M(A n ) 2M e (A n ):
Proof. The second and third inequalities follow readily from (9), (10), (11), and Lemma 4. For the rst inequality, notice that ?a n P n i=1 a i c T i 0 and, therefore, M e (A n ; w e ) 6 = 0 only if ?a n w e 0. Hence, M e (A n ) = max we M e (A n ; w e ) P 0 we=?an M e (A n ; w e ) a n + 1 = 2 n?1 a n + 1 : Q.E.D. Table I lists the numbers M(A n ) and M e (A n ) which give the maximum sizes of di erence set codes and even weight di erence set codes, respectively, for the di erence sets A n given in Table II . For these numbers, the upper bound on M(A n ) stated in Theorem 2 is much sharper than the lower bound.
Theorem 2 demonstrates that constructing di erence sets with small values of a n guarantees good di erence set codes. Bose (see 8]) presented the following straightforward construction of di erence sets of size n for which a n q 2 ? 3, where q is a 17 prime power not less than n. Let be a primitive element in the nite eld GF(q 2 ).
The set fa : 0 a < q 2 ?1; a + 2 GF(q)g, of q elements, has the property that the di erences a 0 ? a 00 are distinct modulo q 2 ? 1 for distinct pairs of numbers a 0 6 = a 00 in this set. This can be shown as follows. For each a in the set, let c a = a + 2 GF(q). 2 . This proves the property. Deleting q ? n elements from the set and subtracting the smallest number, which is positive, among the n remaining numbers from each of them yields a di erence set A n = fa 1 ; a 2 ; : : : ; a n g, where 0 = a 1 < a 2 < < a n q 2 ? 3. A similar method for constructing di erence sets, based also on nite elds, and which actually predates the Bose method, is due to Singer (see 8]). The di erence sets listed in Table II Although Theorem 2 shows that di erence sets with small value of a n are good, it does not imply that di erence sets with minimum value of a n , which are often called optimal di erence sets (or Golomb rulers), maximize the code size. For example in case n = 16, the di erence set A 16 in Table II 18 which is unique apart from a trivial transformation 12], then M(A 16 ) = 818 and M e (A 16 ) = 409. Actually, except for the case n = 16, all the listed di erence sets in Table II have the smallest known a n . In fact, for n 19 and n 6 = 16, the di erence sets are optimal (see 7], 10] and their references). We should mention that we did not attempt to optimize the di erence sets listed in Table II with respect to the code size. Rather, if we checked more than one set, which we rarely did, we selected a set that maximizes (both) the numbers M(A n ) and M e (A n ).
It is shown in 2] that the Singer construction yields di erence sets of size n for which a n n 2 + nt, where q = n + t n is a prime power. By restricting q to be a prime, bounds on a n can be readily obtained from bounds on the di erences between consecutive primes. Indeed, 2] exploits a result of Huxley (1972) which states that t n 7=12 for large n to obtain a n n 2 + n
19=12
. Using a more recent result due to Baker and Harman 3] which states that t n 0:535 for large n we get a n n 2 + n 1:535 . Combining this with Theorem 2, we conclude that for any > 0, there are even weight di erence set codes C of length n such that log 2 jCj > n ? 2 log 2 n ? 1 ? provided that n is su ciently large.
IV An Upper Bound
In this section, we present a sphere-packing upper bound on the size of any code whose minimum squared Euclidean distance is at least six. Consider a binary sequence x = (x 1 ; : : : ; x n ) of length n. Let I x = fi 1 ; i 2 ; : : : ; i t g = fi : x i = 1g, where i 1 < i 2 < < i t . Here t is the weight of x. Clearly, if t = 0, then I x is empty. For 19 convenience, let i 0 = 0 and i t+1 = n + 1. We de ne S 0 x = fv 2 f0; 1g n : I v = (I x n fi j g) fig for some i j < i < i j+1 and 1 j tg: In words, S 0 x is the set of all binary sequences obtained from x by shifting a single 1 in x, if there is any, to the right to any of the consecutive positions occupied by 0's that lie to the right of this 1 in x. Notice that S 0 x is empty if t = 0. We also de ne S 00 x = fv 2 f0; 1g n : I v = I x fi 0 ; i 00 g for some i j < i 0 < i 00 < i j+1 and 0 j tg: In words, S 00
x is the set of all binary sequences obtained from x by inserting two 1's in any pair of positions occupied by 0's that are not separated by 1's.
Finally, de ne S x = fxg S 0 x S 00 x to be the sphere centered around x. Example 4 If x = 00010010, then S 0 x = f00001010; 00000110; 00010001g; S 00 x = f11010010; 10110010; 01110010; 00011110g; and S x = fxg S 0 x S 00
x consists of the above eight sequences.
Next, we determine and bound the volume of the sphere S x for a given x.
Lemma 6 Let x = (x 1 ; : : : ; x n ) be a binary sequence of length n and fi 1 ; : : : ; i t g = fi : x i = 1g, where 0 = i 0 < i 1 < < i t < i t+1 = n + 1. Q.E.D.
We observe the following for v 2 S x .
1. If v 6 = x, then v and x di er in exactly two positions.
2. If x i = 1, then
The following lemma shows that spheres centered around sequences of equal length whose associated ternary sequences are separated by squared Euclidean distance of six or more are disjoint. Q.E.D.
Next, we use the sphere-packing argument to derive a bound on the size of codes of squared Euclidean distance of 6.
Theorem 3 Let C be a block code of length n such that d 2 E (C) 6. For any > 0, log 2 jCj < n ? log 2 n + 1 + if n is su ciently large. Furthermore, if C is an even weight code, then log 2 jCj < n ? log 2 n + .
Proof. First, assume that C is an even weight code. Let C t be the set of codewords of weight t in C. For V A Symbol-Oriented Trellis Description
Di erence set codes introduced in Section III can be decoded by a Viterbi decoder. In order to simplify the decoder it can be designed to operate on a symbol-oriented trellis, that is, a trellis with one (ternary) symbol per trellis branch. In this perspective, the code corresponds to all paths (from left to right) through the trellis. Clearly, the amount of work performed by the decoder depends on the numbers of states and branches in the trellis.
V.1 Decoding of C(A n ; w e ; w o ) Figure 3 describes the codewords of a 9-codeword code with n = 7 (see Tables I and   II) , at the output of a noiseless (1 ? D)-PR channel. The symbol-oriented trellis is a directed graph that contains nodes (states), and edges, each with a single (ternary) 23 symbol label. The code corresponds to all edge-labeled sequences associated with paths from the leftmost state at time 0 through the trellis to any of the two terminal states at time instant n = 7. Associated with each state s j of the trellis at time instant j is a state label
where x is a codeword and x T passes through s j . Because the elements a i of the di erence set A n are increasing with i, the sign of (s j ) expresses the channel state.
Hence, every horizontal edge in the gure is labelled by a zero symbol, an upward sloping edge has a ?1 label, while a downward sloping edge has a +1 label. The values of the state labels (s j ) are indicated in the right column of Figure 3 . We assume that the channel is originally in the`+' state. The complete Viterbi decoder also needs a copy of this trellis for the case where the channel is originally in the`?' state. At the end of each codeword, the two`+' nal states are merged into one`+' state with one backwards pointer for the survivor path, and the two nal`?' states are merged into one`?' state with one backwards pointer. Then the Viterbi algorithm can proceed with the next codeword. The decoding decision on a given codeword is delayed for a few codeword lengths. The actual delay is determined by, among other things, the actual code used. Observe that any pair of paths through the trellis will build up a squared Euclidean distance of at least six within four codeword lengths after and including the codeword where they diverge.
In general, the number of decoder states at time instant i, numbered from 0 to n, is at most minf2 (Number of codewords); 2 i+1 ; 2 n?i+1 ; 4(a i + 1)g:
The rst term is obvious, since each of the two versions (starting in the`+' or the `?' state) of a codeword can pass through at most one state at each time instant. The second term arises since the trellis has two states,`+' and`?', at time instant zero, and the number of states at time instant i is at most twice the number of states at time instant i ?1 for i 1. The third term is a result of a similar argument applied backwards from time instant n. Finally, the last term follows since the partial di erence set sum can be used to label the states, cf. 
V.2 Codeword enumeration
The number of codewords, or trellis paths, can be easily calculated from the symboloriented trellis. If N(A n ; i; s) is the number of paths from the initial state at time zero to the state s at time i, then N(A n ; i; s) is either equal to N(A n ; i ? 1; s 0 ) where s 0 is the single predecessor of s, or N(A n ; i; s) is equal to N(A n ; i?1; s 0 )+N(A n ; i?1; s 00 ) where s 0 and s 00 are the only two predecessors of s. In order to select the code in the rst place, we can work on a trellis with all the possible states at time instant n as terminal nodes; use a recursive procedure to calculate N(A n ; n; s) for each possible terminal state, and select the two terminal states such that the code size is maximized. Using this procedure we obtain code rates as shown in Figure 4 for n 102.
VI Generalized Concatenation
The di erence set construction can also be applied towards the construction of generalized concatenated codes of squared Euclidean distance of six 15]. Let fC e (A n 1 ; w) : w = w 0 : : : w 2 r ?1 g be a set of 2 r disjoint even weight di erence set codes, each of length n 1 and each with at least 2 k 1 codewords. Also, let C outer be a 2 r -ary code of length n 2 with 2 k 2 r codewords and minimum Hamming distance 3. Then a gener- can be encoded as follows: Let k 2 r input bits select a codeword c = (c 1 ; : : : ; c n 2 ) in C outer . In the second stage of the encoding process, each of the n 1 coordinates in c determines a di erence set code C e (A n 1 ; c i ), where we abuse the notation by assuming a natural one-to-one mapping from the 2 r -ary alphabet of C outer onto the 2 r integers w 0 : : : w 2 r ?1 . Finally, for each of the n 2 coordinates in c, another k 1 input bits select a codeword in C e (A n 1 ; c i ).
As an example, consider n 1 = 7. It turns out that we can nd at least four (actually six: select w 2 f?8; ?9; ?11; ?14; ?16; ?17g) disjoint even-weight di erence set codes each with at least four codewords, so in this case we can use r = k 1 = 2.
Let C outer be a quaternary linear 21,18,3] Hamming code 4]. Thus we can construct a code with rate 78=147 = 0:53 . The Viterbi algorithm can also be used as the rst stage of a two-stage decoder for the generalized concatenated code. The goal of this rst stage is to provide, for each length-n 1 codeword, an estimate for the appropriate subcode C e (A n 1 ; w). This subcode determines the value of one coordinate c i of a vector c 2 V n 2 (2 r ).
Furthermore, the Viterbi decoder should also determine the most likely codeword within each subcode C e (A n 1 ; j), for j 2 fw 0 ; : : : ; w 2 r ?1 g. This can be achieved by having one terminal node for each of the weights w 0 ; : : : ; w 2 r ?1 .
Arguing as in Section V, we nd that the number of decoder states of the Viterbi decoder at time instant i is at most minfTotal number of codewords; 2 i ; 2 n 1 ?i+r ; 2(a i + 1)g:
The second stage of the decoder nds the codeword c = (c 1 ; : : : ; c n 2 ) 2 C outer which is closest to c . Finally, for each of the n 2 coordinates c i , the most likely codeword for the appropriate subcode C e (A n 1 ; c i ) is obtained from the Viterbi decoder in the rst stage.
Note that this two-stage decoder is not a maximum-likelihood (ML) decoder, and that it may be hard to design an ML decoder for these codes.
VII Computer Search
In order to compare our results with optimum codes, we have carried out a computer search for n 8. The results are listed in Table I. The table shows 
