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1. Introduction
Boundary value problems on the half-line occur quite naturally in the study of radially symmetric solutions of nonlinear
elliptic equations and there aremany results in this area (see [1–3,5,7–12] and the references therein). Recently, Guo [4] has
discussed the existence and uniqueness of unbounded solution of a two-point boundary value problem (BVP) for second-
order nonlinear impulsive integro-differential equations of mixed type on an infinite interval in a Banach space in which a
Lipschitz condition is imposed on a nonlinear term. By using the Corduneanu theorem, Yan [11] obtained the existence of
multiple unbounded solutions for the boundary value problems on the half-line.
In this work, the existence of positive solutions of the following nonlinear singular Sturm–Liouville boundary value
problems (BVP) on the half-line is studied:
1
p (t)
(
p (t) z ′ (t)
)′ + µf (t, z (t) , z ′ (t)) = 0, t ∈ (0,+∞) ,
a1z(0)− b1 lim
t→0+
p (t) z ′ (t) = 0,
a2 lim
t→+∞ z (t)+ b2 limt→+∞ p (t) z
′ (t) = 0,
 (1.1)
where µ > 0 is a parameter, f is a continuous, non-negative function and may be singular at t = 0; p ∈ C [0,+∞) ∩
C1 (0,+∞)with p > 0 on (0,+∞) and ∫ +∞0 dsp(s) < +∞; ai, bi ≥ 0 (i = 1, 2)with∆ = (a2b1 + a1b2)+a1a2 ∫ +∞0 dsp(s) > 0.
With motivation from papers [4,7,11], our purpose in this work is to apply the fixed point theorem in a cone and the
operator introduced by Lian and Ge [7] together with the property of the Green’s function to discuss boundary value
problems in an infinite interval. The new existence results for at least one positive solution will be given on [0,+∞),
which expands the domain of definition of t from a finite interval to the infinite interval [0,+∞). The Ascoli–Arzela
theorem does not hold in infinite interval [0,+∞); the main difficulty is proving that the operator T is completely
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continuous. Meanwhile, if we consider the space X = {z ∈ C [0,+∞) : limt→+∞ z(t) exists} with the supremum norm
‖x‖ = supt∈[0,+∞)
{|x (t)| , ∣∣x′ (t)∣∣}, then (X, ‖·‖) is a Banach space. So, available fixed point theorems for a Banach space,
especially in cone, can be used in the investigation of the existence of non-negative solutions for singular boundary value
problems on the half-line. The following lemmas can help overcome this problem.
Lemma 1.1 (See Lian and Ge [7]). Let X be a Banach space and M ⊂ X. Then M is relatively compact in X if the following
conditions hold:
(1) M is uniformly bounded in X.
(2) The functions from M are equicontinuous on any compact interval of [0,+∞).
(3) The functions from M are equiconvergent, that is, for any given ε > 0, there exists a T = T (ε) > 0 such that
|f (t)− f (+∞)| < ε, for any t > T , f ∈ M.
Lemma 1.2 (See Guo and Lakshmikantham [6]). Let P be a positive cone in a real Banach space E, Define Pr = {z ∈ P : ‖z‖ < r},
P r,R = {z ∈ P : r ≤ ‖z‖ ≤ R}, 0 < r < R < +∞. Let T : P r,R → P be a completely continuous operator, if the following
conditions are satisfied:
(1) ‖Tz‖ ≤ ‖z‖, for all z ∈ ∂PR.
(2) There exists a ψ ∈ ∂P1 such that z 6= Tz +mψ , for all z ∈ ∂Pr , m > 0. Then T has fixed points in P r,R.
Remark 1.1. If (1) and (2) are satisfied for z ∈ ∂Pr and z ∈ ∂PR respectively, then Lemma 1.2 is still true.
2. Some lemmas
In this section, we state some lemmas for proving our main results.
Lemma 2.1 (See Lian and Ge [7]). Suppose the conditions
∫∞
0
ds
p(s) < +∞ and∆ > 0 hold; then the following boundary value
problem:
1
p (t)
(
p (t) z ′ (t)
)′ + y (t) = 0, 0 < t < +∞,
a1z (0)− b1 lim
t→0+
p (t) z ′ (t) = 0,
a2 lim
t→+∞ z (t)+ b2 limt→+∞ p (t) z
′ (t) = 0,
 (2.1)
has a unique solution for any y ∈ L (0,+∞). Moreover, this unique solution can be expressed in the form
z (t) =
∫ ∞
0
G(t, s)p(s)y(s)ds,
where G(t, s) is defined by
G(t, s) = 1
∆
{
(b1 + a1B (0, s)) (b2 + a2B (t,∞)) , 0 ≤ s ≤ t < +∞,
(b1 + a1B (0, t)) (b2 + a2B (s,∞)) , 0 ≤ t ≤ s < +∞.
}
(2.2)
where B(t, s) = ∫ st dτp(τ ) .
It is easy to prove the following properties of G(t, s):
(I) G(t, s) is continuous on [0,+∞)× [0,+∞).
(II) For each s ∈ [0,+∞), G(t, s) is continuous differentiable on [0,+∞) except t = s.
(III) ∂G(t,s)
∂t |t=s+ = − ∂G(t,s)∂t |t=s− = − 1p(s) .
(IV) For each s ∈ [0,+∞), G(t, s) satisfies the corresponding homogeneous BVP (i.e. y (t) ≡ 0 in BVP (2.1)) on [0,+∞) except
for t = s.
(V) G(t, s) ≤ G(s, s) ≤ 1
∆
(b1 + a1B (0, s)) (b2 + a2B (s,∞)) < +∞.
(VI) G(s) = limt→+∞ G(t, s) = 1∆b2 (b1 + a1B (0,∞)) < +∞.
(VII)For all t ∈ [a, b] ⊂ (0,+∞), s ∈ [0,+∞), G(t, s) ≥ ωG(s, s), where
ω = min
{
b2 + a2B (b,∞)
b2 + a2B (0,∞) ,
b1 + a1B (b,∞)
b1 + a1B (0,∞)
}
.
Obviously, 0 < ω < 1.
We next introduce the following set:
K = {z ∈ X : z (t) ≥ 0, t ∈ [0,+∞) and z (t) ≥ ω ‖z‖ , t ∈ [a, b]} . (2.3)
It is convenient to list the following assumptions:
(A1) f : (0,+∞)×[0,+∞)×(−∞, 0)→ [0,+∞) is a continuous function and it also satisfies 0 ≤ f (t, x, y) ≤ a (t) g (t, x),
where a : (0,+∞)→ [0,+∞) is continuous and singular at t = 0, a (t) 6≡ 0 on [0,+∞). g : [0,+∞)× [0,+∞)→
[0,+∞) is continuous, and for 0 ≤ t < +∞, x in a bounded set, g (t, x) is bounded.
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(A2) 0 <
∫ b
a G(s, s)p(s)a(s)ds,
∫∞
0 G(t, s)ds,
∫∞
0 a(s)ds,
∫∞
0 G(s, s)p(s)ds < +∞.
Using the above assumptions, an integral operator T : K → K is defined by
(Tz) (t) = µ
∫ ∞
0
G(t, s)p(s)f
(
s, z(s), z ′(s)
)
ds, t ∈ [0,+∞) . (2.4)
Obviously, the boundary value problem (1.1) has a solution z if and only if z ∈ K is a fixed point of the operator T defined
by (2.4).
Lemma 2.2. Assume that (A1)–(A2) hold. Then T : K → K is a completely continuous operator.
Proof. First, we show that T : K → K is well defined. Let z ∈ K ; then there exists r∗ > 0, such that |z (t)| ≤ r∗, for any
t ∈ [0,+∞). From (A1), it is easy to see that Tz ≥ 0 and we have Sr∗ := sup {g (t, x) : t ∈ [0,+∞) , 0 ≤ x ≤ r∗}. For any
t1, t2 ∈ [0,+∞), we have∫ ∞
0
|G (t1, s)− G (t2, s)| p(s)a(s)ds ≤ 2
∫ ∞
0
G(s, s)p(s)a(s)ds < +∞. (2.5)
Thus, by the Lebesgue dominated convergence theorem and the fact that G(t, s) is continuous on t , for any t1, t2 ∈ [0,+∞),
z ∈ K , we obtain
|(Tz) (t1)− (Tz) (t2)| ≤ µ
∫ ∞
0
|G (t1, s)− G (t2, s)| p(s)f
(
s, z(s), z ′(s)
)
ds
≤ µ
∫ ∞
0
|G (t1, s)− G (t2, s)| p(s)a(s)g (s, z(s)) ds
≤ µSr∗
∫ ∞
0
|G (t1, s)− G (t2, s)| p(s)a(s)ds
→ 0, (t1 → t2) . (2.6)
Therefore, Tz ∈ C [0,+∞). By limt→+∞ (Tz) (t) = µ
∫∞
0 G(s)p(s)f
(
s, z(s), z ′(s)
)
ds < +∞, we know that Tz ∈ X .
For any z ∈ K , t ∈ [0,+∞), we get
(Tz) (t) = µ
∫ ∞
0
G(t, s)p(s)f
(
s, z(s), z ′(s)
)
ds
≤ µ
∫ ∞
0
G(s, s)p(s)f
(
s, z(s), z ′(s)
)
ds.
So
‖Tz‖ ≤ µ
∫ ∞
0
G(s, s)p(s)f
(
s, z(s), z ′(s)
)
ds. (2.7)
On the other hand, by the properties (VII) of G(t, s), we obtain
(Tz) (t) ≥ µω
∫ ∞
0
G(s, s)p(s)f
(
s, z(s), z ′(s)
)
ds, t ∈ [a, b] . (2.8)
Thus, (2.7) and (2.8) implies that (Tz) (t) ≥ ω ‖Tz‖, t ∈ [a, b]. Then T (K) ⊆ K .
Next, we denote the operator Tm : K −→ K by
(Tmz) (t) = µ
∫ ∞
1
m
G(t, s)p(s)f
(
s, z(s), z ′(s)
)
ds, t ∈ [0,+∞) .
We next prove that Tm : K → K is completely continuous, for each m ≥ 1. Let ‖zn − z‖ → 0 as n→ +∞. We next show
that ‖Tmzn − Tmz‖ → 0 as n→+∞. We know that
µ
∫ ∞
1
m
G(t, s)p(s)
∣∣f (s, zn(s), z ′n(s))− f (s, z(s), z ′(s))∣∣ ds
≤ µ
∫ ∞
1
m
G(s, s)p(s)
(∣∣f (s, zn(s), z ′n(s))∣∣+ ∣∣f (s, z(s), z ′(s))∣∣) ds
≤ µ
∫ ∞
1
m
G(s, s)p(s)
(∣∣f (s, zn(s), z ′n(s))∣∣+ ∣∣f (s, z(s), z ′(s))∣∣) ds
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≤ µ
∫ ∞
1
m
G(s, s)p(s) (|a(s)g (s, zn(s))| + |a(s)g (s, z(s))|) ds
≤ 2µSr∗∗
∫ ∞
1
m
G(s, s)p(s)a(s)ds < +∞,
where r∗∗ is a real number such that r∗∗ ≥ maxn∈N\{0} {‖z‖ , ‖zn‖}, N is a natural number, and Sr∗∗ := sup{g(t, x) :
t ∈ [0,+∞), 0 ≤ x ≤ r∗∗}. So, for any ε > 0, we can choose a sufficiently large K0
(
K0 > 1m
)
such that
2µSr∗∗
∫ ∞
K0
G(s, s)p(s)a(s)ds <
ε
3
.
From the fact that ‖zn − z‖ → 0 as n→+∞ and the definition of ‖·‖, we can see that for the above ε > 0, there exists
an N0 ∈ N such that if n > N0, for any s ∈ [0,+∞), we have
|zn(s)− z(s)| ≤ ‖zn − z‖ < ε3
(
µ
∫ K0
1
m
G (v, v) p (v) dv
)−1
. (2.9)
Hence, (2.9) also holds for s ∈ [ 1m , K0], and we obtain that there exists an M0 such that |zn(s)| ≤ M0, |z(s)| ≤ M0, for any
s ∈ [0,+∞). On the other hand, by the continuity of f (t, x, y), for the above ε, there exists a δ > 0, for any t ∈ [ 1m , K0],
x, x1, y, y1 ∈ [0,M0], such that if |x− x1| < δ, |y− y1| < δ, we have
|f (t, x, y)− f (t, x1, y1)| < ε3
(
µ
∫ K0
1
m
G (v, v) p (v) dv
)−1
.
Choose δ = ε3
(
µ
∫ K0
1
m
G (v, v) p (v) dv
)−1
; then, for any s ∈ [ 1m , K0], zn(s), z(s) ∈ [0,M0], if |zn(s)− z(s)| < δ, we
conclude that
∣∣f (s, zn(s), z ′n(s))− f (s, z(s), z ′(s))∣∣ < ε3
(
µ
∫ K0
1
m
G (v, v) p (v) dv
)−1
.
Thus
|(Tmzn) (t)− (Tmz) (t)| = µ
∣∣∣∣∣
∫ ∞
1
m
G(t, s)p(s)f
(
s, zn(s), z ′n(s)
)
ds−
∫ ∞
1
m
G(t, s)p(s)f
(
s, z(s), z ′(s)
)
ds
∣∣∣∣∣
= µ
∣∣∣∣∣
∫ K0
1
m
G(t, s)p(s)f
(
s, zn(s), z ′n(s)
)
ds−
∫ K0
1
m
G(t, s)p(s)f
(
s, z(s), z ′(s)
)
ds
+
∫ ∞
K0
G(t, s)p(s)f
(
s, zn(s), z ′n(s)
)
ds−
∫ ∞
K0
G(t, s)p(s)f
(
s, z(s), z ′(s)
)
ds
∣∣∣∣
≤ µ
∫ K0
1
m
G(s, s)p(s)
∣∣f (s, zn(s), z ′n(s))− f (s, z(s), z ′(s))∣∣ ds
+µ
∫ ∞
K0
G(s, s)p(s)
(
f
(
s, zn(s), z ′n(s)
)+ f (s, z(s), z ′(s))) ds
≤ µ
∫ K0
1
m
G(s, s)p(s)
∣∣f (s, zn(s), z ′n(s))− f (s, z(s), z ′(s))∣∣ ds
+ 2µSr∗∗
∫ ∞
K0
G(s, s)p(s)a(s)ds < ε.
Therefore, we can see that Tm : K → K is continuous.
LetM be a bounded subset of K with radius r0 > 0. For any z ∈ M , we have ‖z‖ ≤ r0, and we have
|(Tmz) (t)| = µ
∣∣∣∣∣
∫ ∞
1
m
G(t, s)p(s)f
(
s, z(s), z ′(s)
)
ds
∣∣∣∣∣ ≤ µSr0
∫ ∞
1
m
G(t, s)p(s)a(s)ds < +∞, (2.10)
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where Sr0 := sup {g (t, x) : t ∈ [0,+∞) , 0 ≤ x ≤ r0}. Inequality (2.10) implies that TmM is uniformly bounded. Using a
proof similar to that of (2.5) and (2.6), we can see that for any t , t ′ ∈ [0,+∞), z ∈ M ,∣∣(Tmz) (t)− (Tmz) (t ′)∣∣→ 0 as t → t ′. (2.11)
Therefore, TmM is equicontinuous. Then
|(Tmz) (t)− (Tmz) (+∞)| ≤ µ
∫ ∞
1
m
∣∣G(t, s)− G(s)∣∣ p(s)a(s)g (s, z(s)) ds
≤ µ
∫ ∞
1
m
∣∣G(t, s)− G(s)∣∣ p(s)a(s)g (s, z(s)) ds
≤ Sr0µ
∫ ∞
1
m
∣∣G(t, s)− G(s)∣∣ p(s)a(s)ds→ 0, as t →+∞. (2.12)
Thus, it follows that TmM is equiconvergent. Therefore, by Lemma 1.1 and the above discussion, Tm : K → K is completely
continuous.
Finally, we see that
|(Tz) (t)− (Tmz) (t)| =
∣∣∣∣∣µ
∫ 1
m
0
G(t, s)p(s)f
(
s, z(s), z ′(s)
)
ds
∣∣∣∣∣
≤ µSr∗
∫ 1
m
0
G(s, s)p(s)a(s)ds < +∞,
that is, supt∈[0,+∞) |(Tz) (t)− (Tmz) (t)| < +∞. Then the assumption (A2) and the absolute continuity of the integral imply
that
lim
m→+∞
∫ 1
m
0
G(t, s)p(s)a(s)ds = 0.
Therefore, the operator T : K → K is completely continuous. 
3. Main results
Theorem 3.1. Suppose that assumptions (A1) and (A2) hold. In addition, suppose that
(A3):
0 ≤ g0 = lim
x→0+
sup
t∈[0,+∞)
g (t, x)
x
< L,
and
0 < l < f∞ = lim(x,y)→+∞ inft∈[a,b]
f (t, x, y)
|x| + |y| ≤ +∞,
where (x, y) = |x| + |y|, L = (∫∞0 G(s, s)p(s)a(s)ds)−1, l = (ω ∫ ba G(s, s)p(s)ds)−1.
Then the boundary value problem (1.1) has at least one positive solution, for any
µ ∈
(
l
f∞
,
L
g0
)
. (3.1)
Proof. From (3.1), there exists ε > 0, such that
l
f∞ − ε ≤ µ ≤
L
g0 + ε . (3.2)
By the first inequality of (A3) and for the above ε, there exists r > 0 such that
g (t, x) ≤ (g0 + ε) x, 0 ≤ x ≤ r, t ∈ [0,+∞) . (3.3)
Let Kr1 = {z ∈ K : ‖z‖ < r1} (r1 ≤ r). From the definition of ‖·‖, we know that
0 ≤ z (t) ≤ ‖z‖ = r1 ≤ r, for all z ∈ ∂Kr1 , t ∈ [0,∞) .
Thus,
g (t, z (t)) ≤ (g0 + ε) z (t) , 0 ≤ z (t) ≤ r, t ∈ [0,∞) .
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Then, for any z ∈ ∂Kr1 ,
‖Tz‖ = sup
t∈[0,+∞)
µ
∣∣∣∣∫ ∞
0
G(t, s)p(s)f
(
s, z(s), z ′(s)
)
ds
∣∣∣∣
≤ sup
t∈[0,+∞)
µ
∫ ∞
0
|G(t, s)p(s)a(s)g (s, z(s))| ds
≤ sup
t∈[0,+∞)
µ
∫ ∞
0
G(t, s)p(s)a(s)
(
g0 + ε) z(s)ds
≤ µ (g0 + ε) r1 ∫ ∞
0
G(s, s)p(s)a(s)ds ≤ r1 = ‖z‖ . (3.4)
On the other hand, by the second inequality of (A3) and the above ε, there exists r ′ > ωr1 > 0 such that
f (t, x, y) ≥ (f∞ − ε) (|x| + |y|) , x, y ≥ r ′, t ∈ [a, b] . (3.5)
Let r2 = (r ′/ω) > r1, Kr2 = {z ∈ K : ‖z‖ < r2}, z0 = 1 ∈ ∂K1; then
z 6= Tz + νz0, for all z ∈ ∂Kr2 for all ν > 0. (3.6)
If not, then there exists z2 ∈ ∂Kr2 , ν2 > 0, such that z2 = Tz2 + ν2. It follows from (3.5) and the fact that z2 (t) ≥ ω ‖z2‖ =
ωr2 = r ′, t ∈ [a, b], we have
f
(
t, z2 (t) , z ′2 (t)
) ≥ (f∞ − ε) (|z2 (t)| + ∣∣z ′2 (t)∣∣) , t ∈ [a, b] .
Let
ξ = min {z2 (t) : t ∈ [a, b]} . (3.7)
Thus, for z2 ∈ ∂Kr2 , we have
z2 (t) = µ
∫ ∞
0
G(t, s)p(s)f
(
s, z2(s), z ′2(s)
)
ds+ ν2
≥ µ
∫ ∞
0
G(t, s)p(s) (f∞ − ε)
(|z2 (t)| + ∣∣z ′2 (t)∣∣) ds+ ν2
≥ µ
∫ ∞
0
G(t, s)p(s) (f∞ − ε) |z2 (t)| ds+ ν2
≥ min
s∈[a,b]
z2(s)µ (f∞ − ε) ω
∫ b
a
G(s, s)p(s)ds+ ν2 ≥ ξ + ν2ξ . (3.8)
Then we obtain
z2 (t) > ξ, t ∈ [a, b] . (3.9)
It is clear that (3.9) contradicts (3.7), which implies that (3.7) holds.
It follows from (3.4) and (3.6), Lemma 1.2, and the fact that K r1 ⊂ Kr2 that the operator T has a fixed point z∗, which
belongs to Kr2 \ K r1 , such that 0 < r1 < ‖z∗‖ < r2. It is easy to see that z∗ is a positive solution of boundary value problem
(1.1). 
Remark 3.1. It follows from Theorem 3.1 that f (t, x, y), g (t, x) need not be superlinear or sublinear. In fact, Theorem 3.1
still holds if one of the following conditions is satisfied:
(1) f∞ = +∞, g0 > 0, for each µ ∈
(
0, L
g0
)
,
(2) f∞ = +∞, g0 = 0, for each µ ∈ (0,+∞),
(3) f∞ > l and g0 = 0, for each µ ∈
(
l
f∞ ,+∞
)
.
Remark 3.2. Since 0 < lf∞ < 1 and
L
g0
> 1; thus, 1 ∈
(
l
f∞ ,
L
g0
)
. So, when µ = 1, Theorem 3.1 also holds.
Theorem 3.2. Suppose that assumptions (A1), (A2) hold, and in addition, suppose that
(A4):
0 ≤ g∞ = limx→+∞ sup
t∈[0,+∞)
g (t, x)
x
< L,
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and
0 < l < f0 = lim(x,y)→0 inft∈[a,b]
f (t, x, y)
|x| + |y| ≤ +∞,
where (x, y) = |x| + |y|, L = (∫∞0 G(s, s)p(s)a(s)ds)−1, l = (ω ∫ ba G(s, s)p(s)ds)−1.
Then the boundary value problem (1.1) has at least one positive solution for any
µ ∈
(
l
f0
,
L
g∞
)
. (3.10)
Proof. The proof is similar to that of Theorem 3.1 and, hence, it is omitted. 
Remark 3.3. Just as in Remark 3.1, we can see that Theorem 3.2 still holds if one of the following conditions is satisfied:
(1) g∞ < L, f0 = +∞, for each µ ∈
(
0, Lg∞
)
,
(2) g∞ = 0, f0 = +∞, for each µ ∈ (0,+∞),
(3) g∞ = 0, f0 > l > 0, for each µ ∈
(
l
f0
,+∞
)
.
Remark 3.4. Since 0 <
(
l
f0
)
< 1 and Lg∞ > 1; thus, 1 ∈
(
l
f0
, Lg∞
)
, so if µ = 1, Theorem 3.2 also holds.
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