The famousČerný conjecture, a 50-year-old mathematical problem, states that every n-state synchronizing automaton has a reset word of length at most (n − 1) 2 . We consider the question of finding short reset words. It is known that the exact version of the problem, i.e., finding the shortest reset word, is both N P -hard and coN P -hard, and actually complete for a class known as DP . It is also known that approximating the length of the shortest reset word within a factor of O(log n) is N P -hard [9], even if the alphabet is binary [4] . We significantly improve on these results by showing that, unless P = N P , it is not possible to approximate the length of the shortest reset word within a factor of n 0.0095 in polynomial time.
Introduction
Let A = (Q, Σ, δ) be a deterministic finite automaton. We say that w ∈ Σ * resets (or synchronizes) A if |δ(Q, w)| = 1. If at least one such w exists, A is called synchronizing. In 1964Černý conjectured that every synchronizing n-state automaton admits a reset word of length (n − 1) 2 . The problem remains open as of today. It is known that an (n−1) 3 6 bound holds [16] and that there are automata requiring words of length (n − 1) 2 . It is known that the conjecture holds for various special classes of automata [1, 17, 18] . Quite a few generalization and similar questions have been considered, the most famous one being the road coloring problem, finally solved by Trahtman [19] .
Computational problems related to synchronizing automata were also thoroughly studied. It is known that finding the shortest reset word is both N P -hard and coN P -hard [7] . Moreover, it was shown to be DP -complete by Olschewski and Ummels [15] . The fastest known algorithm for finding shortest reset words by Kisielewicz et al [13] works in reasonable time for automata with roughly one hundred states.
In this paper, rather than looking at the exact version, we consider the problem of find short reset words for automata, or to put it differently, the question of approximating the length of the shortest reset word. For a given n-state synchronizing automaton, we want to find a reset word which is at most α times longer than the shortest one, where α can be either a constant or a function of n. There is a simple polynomial time algorithm achieving O(n)-approximation, that is α = O(n). In contrast, it was shown by Berlinkov [5] that O(1)-approximation is not possible in polynomial time, unless P = N P . An even stronger result of such type was later obtained by Gerbush and Heeringa [9] , who proved that no polynomial time O(log n)-approximation is possible. This was later improved on by Berlinkov [4] , who reduced the alphabet size to binary. In the same paper, he also conjectured an existence of a polynomial time O(log n)-approximation algorithm. We refute this conjecture by showing that, assuming P = N P , no n 0.0095 -approximation is possible.
Preliminaries
The main object of our study is a DFA (deterministic finite automaton or in short automaton) A = (Q, Σ, δ), where Q is some nonempty finite set of states, Σ is a nonempty, finite alphabet and δ is the transition function δ : Q × Σ → Q. In the usual definition of a DFA one includes additionally a starting state and a set of accepting states. We omit them in our definition, since they are irrelevant in our setting. Equivalently, we can treat a DFA as a collection of |Σ| transformations of a finite set Q. We consider words over Σ, which are finite sequences of letters (elements of Σ). The empty word is denoted by ε, the set of words of length n by Σ n , and the set of all words by Σ * . For w ∈ Σ * , |w| stands for the length of w and w i is the i-th letter of w, for any i ∈ {1, 2, . . . , |w|}.
If A = (Q, Σ, δ) is a DFA, then we can naturally extend δ from single letters to whole words, by defining for q ∈ Q: δ(q, ε) = q and δ(q, wa) = δ(δ(q, w), a) where a ∈ Σ and w ∈ Σ * . When P ⊆ Q we will also sometimes write δ(P, w) to denote the image of P under the transformation δ(·, w).
Synchronizing Automata. We say that an automaton A = (Q, Σ, δ) is synchronizing if there exists a word w for which |δ(Q, w)| = 1. Such w is then called a synchronizing (or reset) word. By Syn(A) we denote the length of the shortest word synchronizing A. Now the problem we want to study is as follows.
SynAppx(Σ, α)
Given a synchronizing automaton A on n states over an alphabet Σ, find a synchronizing word for A of length at most α · Syn(A). Here both α and |Σ| can be a function of n.
Note that one can easily check if a given automaton is synchronizing in polynomial time. We are interested in polynomial time solutions to the SynAppx problem, with α as small as possible. In the general size, the size of the alphabet can be arbitrary (it might even be a function of n), but in all our lowerbounds |Σ| = 3 will be enough. Our main result will be that, for all |Σ| ≥ 3, SynAppx(Σ, n ε 0 ) cannot be solved in polynomial time, for some positive constant ε 0 , unless P = N P .
Reducing size of the alphabet. Our lowerbound requires |Σ| ≥ 3. Nevertheless, it is possible to reduce the size of the alphabet to just 2, as shown by Berlinkov [4] . The idea is to simply encode every letter in binary, but one must be careful as to be able to bound the length of the shortest synchronizing word of the resulting automaton. 1 2 n ε 0 ) can be solved in polynomial time, then so can be SynAppx(Σ, n ε 0 ) for any Σ.
Proof: As shown in Lemma 7 of [4] , given an automaton A on n states over an alphabet Σ, one can efficiently construct an automaton B on 2|Σ|n states over the binary alphabet, such that Syn(A)t ≤ Syn(B) ≤ t(1 + Syn(A)), where t = log 2 |Σ| + 1. Then, if we can approximate Syn(B) within a factor of 1 2 n ε 0 , we can compute in polynomial time x such that Syn(B) ≤ x ≤ Syn(B) 1 2 n ε 0 . Then Syn(A)t ≤ x and x ≤ t(1 + Syn(A)) 1 2 n ε 0 ≤ tSyn(A)n ε 0 , as n ≤ 1. Therefore, Syn(A) ≤ x t ≤ Syn(A)n ε 0 , so x t approximates Syn(A) within a factor of n ε 0 .
Therefore, if we can prove that, for some fixed Σ, SynAppx(Σ, n ε 0 ) is N P -hard, then so is SynAppx({0, 1}, n ε 1 ) for any ε 1 < ε 0 . n k -approximation. It is known [9] that for any fixed k the problem SynAppx(Σ, n k ) can be solved in O(n k+1 ) time (we assume that Σ is of constant size). The basic idea is that, for a given automaton A = (Q, Σ, δ) ,we construct a graph G with the vertex set V = {S ⊆ Q : |S| ≤ k + 1} and a directed edge S → δ(S, a) labeled with a for every S ∈ V and a ∈ Σ. Then for a given S ∈ V the shortest word synchronizing S to a single state corresponds to the shortest path connecting S with some singleton set {q} ∈ V . Each such word is of length at most Syn(A). The algorithm works in n k phases. We start with the full set of states to reset R := Q and with an empty word w := ε, and in each phase we will decrease the size of R by k, while assuring that δ(Q, w) = R. In a single phase we take any subset S of R of size k + 1 (if possible) and find the shortest word w resetting S to a single state (note that |w | ≤ Syn(A)). We set w := ww , R := δ(R, w ) and continue. One can easily see that at the end we obtain a synchronizing word w of length at most n k · Syn(A).
Cerný Conjecture. Setting k = 1 in the above reasoning we obtain an upper bound for Syn(A). This follows from the fact that the graph G has O(n 2 ) vertices and consequently every w has length O(n 2 ). At the end we have Syn(A) ≤ |w| = (n − 1) · O(n 2 ) = O(n 3 ). In contrast, the famouš Cerný conjecture states that for every synchronizing automaton A it holds Syn(A) ≤ (n − 1) 2 . Interestingly, the best bound known up to now is (n−1) 3 6 [16] , which is also cubic. Any o(n 3 ) upper bound would be a very interesting result for this problem.
Simple Hardness Result
In this section we are going to obtain a simple introductory hardness result on approximating the shortest reset word. Namely, we will show that, for any fixed positive constant ε, it is N P -hard to find a synchronizing word w such that |w| ≤ (2 − ε)Syn(A) for a given n-state synchronizing automaton. Even though the final goal is to prove a much strong result, the basic construction presented in this section will serve as a core idea for all the further proofs. A similar construction was also given by Berlinkov [5] , who showed inapproximability within a factor of 2 − ε, and then used it as a base step for proving inapproximability within any constant factor. Let us now formally state the theorem. Construction Idea. Our construction is based on the N P -completeness of the 3-SAT problem. Fix Σ = {0, 1, 2} and ε > 0. We will show that if there exists an algorithm solving SynAppx(Σ, 2 − ε) in polynomial time, then we can decide satisfiability of 3-CNF formulas in polynomial time. This will stem from the following reduction. For a given 3-CNF formula φ with N variables and M clauses we can build in polynomial time a synchronizing automaton A φ , such that: 
This will imply Theorem 3.1, since applying an (2 − ε)-approximation algorithm to A φ would allow us to find out whether φ is satisfiable or not.
., x N and M clauses. We want to build an automaton A φ = ({0, 1, 2}, Q, δ) with properties as described above. A φ consists of M gadgets, one for each clause in φ and a single sink state s. Formally,
We describe now the gadget for clause C i . Its state set Q i consists of 2(M + 1) states denoted q 0 ij and q 1 ij for j = 0, 1, 2, . . . , M . Since i is fixed, for notational convenience we will drop the subscript i in the state names, so q 0 ij becomes q 0 j and so on. We want to define the action of the letters 0 and 1 on Q i . We first give a formal description of the transitions 1 and then list some of its interesting properties. See Fig. 1 for an example.
For any j ∈ {0, 1, . . . N − 1} and c ∈ {0, 1}:
• if C i depends on x j+1 positively (i.e. x j+1 = 1 makes C i true) then δ(q 0 j , 1) = q 1 j+1 and δ(q 0 j , 0) = q 0 j+1 ,
• if C i depends on x j+1 negatively then δ(q 0 j , 0) = q 1 j+1 and δ(q 0 j , 1) = q 0 j+1 ,
Note that a word v ∈ {0, 1} N can be identified with an assignment of boolean values to variables by simply setting x i := v i ∈ {0, 1}. After such an identification we can consider the value of C i under assignment v. The state q 0 0 can be regarded as the starting state of our gadget. We can imagine this gadget as a smaller automaton which reads an assignment and determines whether it is satisfying for C i . More precisely:
Suppose we apply an assignment v ∈ {0, 1} N which is satisfying for C i to the state q 0 0 , then we land in q 1 N , so now applying either 0 or 1 will push us to the sink s, and there is no escape from s, so the gadget gets synchronized. On the other hand, if we perform the same procedure starting with a non-satisfying assignment, then we will certainly end up in q 0 0 . To summarize, we have the following.
Properties of A φ . Before we define the action of the letter 2 let us observe some properties of the automaton.
We consider now running all the clause gadgets simultaneously. The following proposition follows easily from Observation 3.2:
Proof: The first part directly follows from Observation 3.2, so we focus on proving the second part. Let w be the shortest word synchronizing P , thus δ(P, w) = {s}. Then one can see w is of length k(N + 1) for some k ≥ 1, because a gadget gets synchronized only after integral number of length-(N + 1) whole loops around the gadget. If k = 1 then from Observation 3.2 φ is satisfied under an assignment encoded by the prefix of w of length N . Hence k ≥ 2 and the result follows.
Finally, we need to define the action of letter 2 in such a way that Proposition 3.3 still holds and in case of satisfiable φ we can synchronize the whole automaton (not only the set P ) in N + O(1) steps. To achieve this, we just let 2 send all states (except s) into P . More precisely, δ(s, 2) = s and for each 1 ≤ i ≤ M , S ∈ {0, 1} and 1 ≤ j ≤ N we define δ(q S ij , 2) = q 0 i0 . In other words, the letter 2 resets all states within the ith gadget to the starting state q 0 i0 .
Proposition 3.4 Let φ be a 3-CNF formula, and A φ be the automaton built for φ.
Proof: The first part is clear. For the second part suppose φ is satisfied under an assignment v, then the word 2v0 (of length N + 2) synchronizes A φ to s. It remains to prove the third part. We will show that if φ is not satisfiable then the set P cannot be synchronized in less then 2N + 2 steps. We know by Proposition 3.3 that this is the case when we only use letters 0, 1. We argue that the use of symbol 2 never helps us in synchronizing P . Assume w ∈ {0, 1, 2} * synchronizes P , we will show that there exists w ∈ {0, 1} * of length at most |w| which synchronizes P . Suppose w = w 0 2w 1 , where w 0 ∈ {0, 1} * . Let r := |w 0 | mod (N + 1) and w 0 be the prefix of w 0 of length (|w 0 | − r). We can assume that w 0 does not synchronize P . Fix any i such that δ(q 0 i0 , w 0 ) = s. One can easily see that δ(q 0 i0 , w 0 ) ∈ {q 0 ir , q 1 ir } and δ(q 0 i0 , w 0 ) = q 0 i0 . It follows that δ(P, w 0 2) = δ(P, w 0 ) and further δ(P, w 0 w 1 ) = δ(P, w 0 2w 1 ) = {s}. The word w 0 w 1 synchronizes P , is shorter than w and has less occurrences of the symbol 2. By repeating this procedure we get the claimed word w ∈ {0, 1} * . Theorem 3.1 follows easily from the above proposition.
Getting Stronger Hardness
One may wonder whether it is possible to obtain a stronger hardness result using the same kind of construction as presented in Section 3. We will prove the following theorem. The above theorem was already proved by Berlinkov [5] , who used a recursively defined reduction from the SAT problem, which returns an automaton with some specific synchronizing properties, similar to our A φ . His construction is elementary, but rather tricky and nontrivial to analyze. We will give a simpler proof using the PCP theorem as a blackbox.
Recall that the construction from Section 3 guarantees that if φ is satisfiable, then every gadget gets synchronized in N + 1 steps, and otherwise, not all the gadgets can be synchronized in one run (a run meaning applying one binary word of length N + 1), so another run of length N + 1 is required. This gives us a lower bound of 2N + 2 for the length of a synchronizing word when φ is not satisfiable. Our goal is to improve it. To proceed we need the following definition. 2. Val(φ) ∈ [0, 1] to be the maximum fraction of clauses possible to satisfy with a single assignment.
So, in particular φ is satisfiable iff Cov(φ) = 1, and similarly φ is satisfiable iff Val(φ) = 1. It is easy to see that for any 3-CNF formula φ, by Observation 3.2 we have that Syn(A φ ) ≥ Cov(φ) · N . So we are now interested in formulas with a high covering number. One promising property of this quantity is that Cov(φ) ≥ 1/Val(φ) , so we can focus on formulas having a low value of Val(φ). However, here we encounter a major obstacle: by a simple probabilistic argument, Val(φ) ≥ 7 8 for any 3-CNF formula φ, which blocks the road to beating (2 − ε) by a simple adjustment of our construction. We will look at a certain generalization of 3-CNF formulas instead.
such that each φ i depends on at most q of its input locations. That is, for every i ∈ {1, 2, . . . , M } there exist j 1 , j 2 , . . . , j q and a function f :
We define Cov(φ) and Val(φ) in a analogous way as for 3-CNF formulas.
One special case of a qCSP instance (with q = 3) are 3-CNF formulas, there each constraint is simply a disjunction of 3 literals. As seen previously, for each 3-CNF formula φ we have Val(φ) ≥ 7 8 . The situation for general CSP instances is much better for us since Val(φ) can be arbitrarily small. Moreover we have the following powerful theorem.
Theorem 4.4 For every ε > 0 there exists q ∈ N such that distinguishing between qCSP instances φ with Val(φ) = 1 and with Val(φ) < ε is N P -hard. More precisely, there exists a polynomial time reduction f taking a 3-CNF formula φ and returning a qCSP instance f (φ) such that:
The above theorem is also known as the PCP theorem in the "hardness of approximation" version. The first proof was given by Arora et al. in 1998 [3] . Later in 2005 a simpler proof was presented by Dinur [6] . We omit here a broad discussion of this theorem. In the next section we state PCP theorem in the original version and then deduce from it a stronger version of Theorem 4.4. A weakening of the reasoning given there yields Theorem 4.4.
Modifying automata construction. The construction presented in Section 3 transforms in polynomial time a 3-CNF formula φ into an automaton A φ satisfying certain synchronization properties. We want to generalize this construction so that it works well for qCSP instances. Let us make this formal by stating the following theorem. 
Furthermore, the procedure runs in polynomial time with respect to N M 2 q .
Proof: The automaton B φ is built analogously to A φ . It has one sink state s and M gadgets corresponding to the constraints. We will modify a bit the construction of gadgets. Previously, a gadget for clause C i could verify whether given assignment v ∈ {0, 1} N satisfies C i , meaning that δ(q 0 i0 , v) = q 1 iN iff v satisfies C i . We want to achieve a similar aim for a constraint φ i instead of a clause. For clauses, we need only two states {q 0 ij , q 1 ij } for each layer j ∈ {1, 2, . . . , N }. This is so because when the gadget keeps reading an assignment we need to keep only one bit of information (which stands for "have we already satisfied any literal?"). For constraints the situation is more complicated, but we can build the gadget in such a way that it gathers information about all the already met important input places. Namely, we want to ensure that applying an assignment v ∈ {0, 1} N to an initial state q ε i0 lands us in the state q w iN where w ∈ {0, 1} q contains the values from the input locations φ i depend on. Note that the knowledge of w is sufficient to check if v satisfies φ i . So depending on w we add transitions from q w iN to either s or back to q ε i0 . We do not write down the details of the structure of the gadget, instead we provide an example in Fig. 2 . In 
Final Preparations
This section is devoted to providing machinery and proving some introductory theorems necessary for the main result. Our main goal is to obtain appropriate N P -hard version of gap qCSP. For this we need a strong formulation of PCP theorem proved by Guruswami et al. [10] . We also need a method of reusing random bits when repeating a random experiment introduced by Impagliazzo and Zuckerman [11] . Because we want to explicitly compute the parameters of the resulting gap qCSP, we briefly recap how the method works in this section. The idea is that, instead of generating fresh random bits for each repetitions of the experiment, we use a random walk in an expander to construct a pseudorandom sequence of bits, which is then used in subsequent repetitions. Because of the properties of an expander, which we summarize below, this is enough to significantly decrease the error probability.
Expanders and error reduction
A very good treatment of expanders can be found in [2] . For completeness we include all essential definitions, but we refer to the book for the proofs.
Definition 5.1 (λ(G)) Let A G be the random walk matrix of G (that is, A G is the adjacency matrix of G with each entry scaled by 1 d ). Let λ 1 , λ 2 , ..., λ n ∈ [−1, 1] be the eigenvalues of A G , sorted so that |λ 1 | ≥ |λ 2 | ≥ ... ≥ |λ n |. We define λ(G) to be |λ 2 |. Definition 5.2 ((n, d, λ)-expander) If G is an n-vertex d-regular multigraph with λ(G) ≤ λ < 1, then we say that G is an (n, d, λ)-graph.
It turns out that constructing a family of (n, d, λ)-graphs for some fixed λ > 0 is a pretty simple task, since a random d-regular graph is an expander with high confidence. However, a true challenge is to construct expanders explicitly and without any use of random bits. A beautiful example of such an construction was given by Margulis [14] and its analysis was later improved and simplified first by Gabber and Galil [8] , and then by Jimbo and Maruoka [12] , to yield the following. , (x ± (2y + 1), y), (x, y ± 2x), (x, y ± (2x + 1)) (addition is performed modulo n). Then G n 2 is an (n 2 , 8, 5
The following theorem can be now used to reduce the error probability.
Theorem 5.4 (Expander walks, 21.12 in [2] ) Let G be an (n, d, λ)-graph and let B ⊆ [n] satysfying |B| ≤ βn for some β ∈ (0, 1). Let X 1 , X 2 , ..., X k be random variables denoting a (k − 1)step random walk in G, meaning that X 1 is chosen uniformly in [n] and X i+1 is a uniform random neighbor of X i . Then P (
PCP theorem and hardness of approximation
We will obtain a certain gap version of qCSP, which will be then used as the key ingredient in our main result. We start with a strong formulation of the non-adaptive PCP theorem. It was first presented and proved by Guruswami et al. [10] .
Theorem 5.5 N P = naP CP 1, 1 4 +ε (O(log n), 6). The theorem says that there exists a non-adaptive PCP verifier V for 3-SAT, which given a 3-CNF formula φ over n variables and a proof of polynomial length, performs a polynomial time computation and returns a YES/NO answer, such that:
• V accesses only 6 bits from the proof, and their locations depend only on φ and on the random bits,
• if φ is satisfiable, then there exists a proof, such that V answers YES with probability 1,
• if φ is not satisfiable, then for every proof, V answers YES with probability at most 1 4 + ε, where ε is any fixed positive constant. Let us now formulate and prove hardness of a specific gap qCSP. This is an improved version of Theorem 4.4.
Theorem 5.6 For every c ∈ N there exists a polynomial time reduction f taking an n-variable 3-CNF formula φ and returning a qCSP instance f (φ) satisfying:
• q ≤ 6c log n,
where α = 0.08629 and r ∈ N.
The main idea is to start with the verifier V from Theorem 5.5 and reduce its error probability. However, we want to keep the number of used random bits small, which can be done by using a random walk in an expander as explained in Theorem 5.4. Using the new verifier we can produce qCSP instances with the desired properties. Let us now dive into the details.
Proof of Theorem 4.4. Take a very small ε > 0 and consider the verifier V from Theorem 5.5. Suppose it consumes at most r log n random bits, thus we may assume that the length of the proof is O(n r ). We want to define another verifier V , which makes more queries to the proof and needs more random bits, but its failure probability will be at most n −Ω (1) . Running V independently Ω(log n) times and checking if there was at least one reject is not acceptable, as it increases the number of random bits used to Ω(log 2 n) bits, which is too much. For this reason, instead of making Ω(log n) fully independent runs, we save some random bits using expanders. Let k = c log n be the number of repetitions. Construct an (O(2 r log n ), 8, λ)-graph with λ = 5 √ 2 8 from Theorem 5.3, select a random starting vertex X 1 there, and choose a random walk of length k − 1 starting from X 1 obtaining vertices X 2 , X 3 , . . . , X k . Now run V k times using X i as the required stream of r log n bits for the i-th run. Answer YES if all runs returned YES.
Suppose the input formula φ is not satisfiable, then V answers YES with probability at most 1 4 + ε. This means that the fraction of all vertices of G corresponding to streams of random bits causing V to return YES is at most 1 4 +ε. Now applying Theorem 5.4 to G and β = 1 4 +ε, we obtain that the failure probability for V is at most ((1 − λ) 1 4 + ε + λ) c log n−1 , which can be bounded by n −cα with α < − log((1 − λ) 1 4 + ε + λ) ≈ 0.0862902 for ε small enough. So taking α = 0.08629 makes our bound true. Let us conclude the properties of our new verifier V on the input formula φ:
• the length of the proof is still O(n r ),
• V reads 6c log n bits from the proof,
• V uses at most r log n + 3c log n random bits, because choosing X 1 consumes r log n bits, and then we need to select c log n times a random neighbor in an 8-regular graph, one such step requires exactly 3 bits,
• if φ is satisfiable then there exists a proof, such that V answers YES with probability 1,
• if φ is not satisfiable then for every proof , V answers YES with probability at most n −cα .
Having such a verifier it is easy to construct the desired reduction. Take an n-variable 3-CNF formula φ. V takes φ together with a proof of length O(n r ). f (φ) has O(n r ) variables corresponding to the locations in the proof. There are 2 r log n+3c log n = n r+3c constraints, one for every possible stream of used random bits. For a fixed random stream V is deterministic, meaning that it chooses q = 6c log n locations in the proof and accepts or not depending on the content of these locations there. This naturally defines a constraint depending on q variables. Moreover, using V we can build this constraint in polynomial time (the size of the constraint is O(2 q ) = O(n 6c )). The number of constraints is polynomial as well, so the whole construction takes polynomial time. It is now easy to see that the probability of accepting φ by V corresponds to Val(f (φ)). Hence f (φ) satisfies all the claimed requirements. By the same reasoning, but with k = c, we can obtain Theorem 4.4. In the simpler version we can simply do c independent repetitions without using expanders.
Main Result
In this section we present our main result, which is the following theorem. Theorem 6.1 For Σ such that |Σ| ≥ 2 and for some fixed constant ε 0 > 0, SynAppx(Σ, n ε 0 ) is not solvable in polynomial time, unless P = N P .
Our proof of the theorem will yield ε 0 ≈ 0.0095. This can be improved significantly by using better quality expanders and working with a different version of PCP theorem. However, our main goal was to show Theorem 6.1 for some ε 0 . We concentrate mainly on making the reasoning clear rather than obtaining a bigger constant.
We will show the theorem for Σ = {0, 1, 2} as in the previous sections. This is sufficient, because the general version, with |Σ| = 2, follows from it by alphabet binarization as explained in Lemma 2.1.
Proof of Theorem 6.1. The reasoning will be analogous to the one from the proof of Theorem 4.1, we only need to be a bit more careful, since now we are dealing with functions of n instead of just constants.
Fix c ∈ N, we will specify its value later. Let φ be an n-variable 3CNF formula, we transform it into a qCSP instance f (φ) using Theorem 5.6. Let N and M be the number of variables and the number of constraints of f (φ), respectively. Then N = O(n r ), M = O(n r+3c ) and q = 6c log n. We further transform f (φ) into an automaton B f (φ) using Theorem 4.5, which satisfies the following conditions:
• the number of states of B f (φ) is s = O(N M 2 q ) = O(n 2r+9c ),
• if φ is satisfiable then Syn(B f (φ) ) = N + O(1),
• if φ is not satisfiable then Syn(B f (φ) ) ≥ N Val(f (φ)) > N n cα . The transformation φ → B f (φ) is performed in polynomial time. Note that if we could approximate the shortest reset word within a factor of n cα then it would be possible to decide whether φ is satisfiable or not. Thus such an approximation is not possible. It remains to express n cα as a function of the number of states of B f (φ) instead of n. We see that n = Ω(s 1/(2r+9c) ), so n cα = Ω(s cα 2r+9c ). We don't know any specific bound on r (in fact r is a very big number), so we can take a very big c (c → ∞) and then cα 2r+9c ≈ α 9 = 0.0095878. Thus SynAppx(Σ, s 0.0095 ) is not solvable in polynomial time, unless P = N P .
Conclusions and Open Problems
We have shown that approximating Syn(A) within a factor of n 0.0095 is N P -hard. This considerably improves upon previous results: constant hardness [5] and O(log n) hardness [4, 9] . Assuming P = N P , our result gives a negative answer to a conjecture of Berlinkov, who asked for an O(log n) approximation algorithm [4] . As the best known polynomial time algorithm approximates the shortest reset sequence within a factor of O(n), it is natural to ask whether o(n)-approximation is possible for this problem. At the same time another question appears: how far the inapproximability bound can be pushed further. It seems that even a stronger version of the PCP theorem and better quality expanders will not suffice to break the O(n 1/2 ) barrier. However, we strongly believe that this barrier can in fact be broken, and we conjecture that, for every ε > 0, SynAppx(Σ, n 1−ε ) is N P -hard.
