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Abstract
We propose a procedure which allows one to construct local symmetry generators of general quadratic
Lagrangian theory. Manifest recurrence relations for generators in terms of so-called structure matrices
of the Dirac formalism are obtained. The procedure fulfilled in terms of initial variables of the theory,
and do not implies either separation of constraints on first and second class subsets or any other choice
of basis for constraints.
1 Introduction
Relativistic theories are usually formulated in manifestly covariant form, i.e. in the form with
linearly realized Lorentz group. It is achieved by using of some auxiliary variables, which
implies appearance of local (gauge) symmetries in the corresponding Lagrangian action.
Investigation of the symmetries is essential part of analysis of both classical and quantum
versions of a theory. Starting from pioneer works on canonical quantization of singular
theories [1-3], one of the most intriguing problems is search for constructive procedure which
allows one to find the local symmetries from known Lagrangian or Hamiltonian formulation
[4-10]. For a theory with first class constraints only, the problem has been discussed in [4,
5]. Symmetry structure (classification and proof on existence of irreducible complete set of
gauge generators) for a general singular theory has been obtained in [6-8]. In particular, it
was shown how one can find irreducible complete set of Hamiltonian gauge generators for
general quadratic theory [7], as well as for general singular theory [8].
In the present work we propose an alternative to [7] procedure to construct Lagrangian
local symmetries for the case of general quadratic theory1. Total number of independent
symmetries (see Sect. 5), which can be find by using of our procedure, coincides with number
of Lagrangian multipliers remaining undetermined in the Dirac procedure (completeness of
∗alexei@ice.ufjf.br On leave of absence from Dept. Math. Phys., Tomsk Polytechnical University, Tomsk, Russia.
1More exactly, our consideration is restricted to a theory with rank of the matrix {Φ1,Φp} be constant in vicinity of phase
space point under consideration (Φp is a set of p-stage constraints).
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the set will not be discussed here). Our method is based on analysis of Noether identities in
the Hamiltonian form, the latter has been obtained in our works [9, 10]. Some characteristic
properties of our procedure are: 1) The procedure do not requires separation of Hamiltonian
constraints on first and second class subsets, which is may be the most surprising result of
the work. 2) The procedure do not requires choice of some special basis for constraints. 3)
All the analysis is fulfilled in terms of initial variables.
To describe final result of the work, let us fix some notations. We consider singular
Lagrangian theory (A = 1, 2, · · · [A])
S =
∫
dτL(qA, q˙A), rank
∂2L
∂q˙A∂q˙B
= [i] < [A]. (1)
According to Dirac [1], Hamiltonian formulation of the theory is obtained as follow. First
stage of Hamiltonization procedure is to define equations for the momenta pA: pA =
∂L
∂q˙A
.
Being considered as algebraic equations for determining of velocities q˙A, [i] equations can be
resolved for q˙i and then substituted into the remaining ones. By construction, the resulting
equations do not depend on q˙A and are called primary constraints Φα(q, p), α = 1, 2, . . . , [α]
of the Hamiltonian formulation. The equations pA =
∂L¯
∂q˙A
are then equivalent to the system
q˙i = vi(qA, pi, q˙α), Φα ≡ pα − fα(q
A, pj) = 0. By definition, Hamiltonian formulation of the
theory (1) is the following system on extended phase space with the coordinates (qA, pA, vα):
q˙A = {qA, H}, p˙A = {pA, H}, Φα(q
A, pB) = 0, where { , } is the Poisson bracket, and
Hamiltonian has the structure
H(qA, pA, v
α) = H0(q
A, pj) + v
αΦα(q
A, pB). (2)
The variables vα are called Lagrangian multipliers to the primary constraints. It is known
[11] that the formulations (1) and (2) are equivalent. Second stage of the Dirac procedure
consist in analysis of 2-stage equations {Φα, H} = 0, the latter are algebraic consequences
of the Hamiltonian equations. Some of the equations can be used for determining of a
subgroup of Lagrangian multipliers in an algebraic way. Among the remaining equations one
takes functionally independent subsystem, the latter represent secondary Dirac constraints
Φα2(q
A, pj) = 0. They imply third-stage equations, an so on. We suppose that the theory
has constraints up to at most N stage: Φα,Φα2 , . . . ,ΦαN .
Using these notations, main result of our work can be described schematically as follows.
Let Φαs−1 be constraints of (s − 1)-stage of the Dirac procedure. On the next stage one
studies the equations {Φαs−1 , H} = 0 for revealing of s-stage constraints. Under the above
mentioned restriction, s-stage Dirac functions {Φαs−1 , H} can be rewritten in the form
{Φαs−1 , H} = A

π(s)i(v)
Φαs +Bαs(π
(s−1), . . . , π(2))
Ca(Φαs−1 , . . . ,Φα2) +Da(π
(s−1), . . . , π2).
 (3)
In particular, the representation is true for general quadratic theory. Here π(s)i(v) = 0
represent equations for determining of the Lagrangian multipliers of these stage, Φαs are s-
stage constraints, and B,C,D are linear homogeneous functions of indicated variables, with
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coefficients dependent on qA, pj. The matrix A and matrices which formB,C,D will be called
s-stage structure matrices. It may happens that some components of the column (3), namely
”a-components”, do not represent independent restrictions on the variables (q, p, v). The
number [a] of these components will be called defect of s-stage system. Then [a] independent
local symmetries of the Lagrangian action can be constructed δqA =
∑s−2
p=0
(p)
ǫ aR(p)a
A(q, q˙),
where generators R are specified in terms of the structure matrices in an algebraic way. As
it will be shown in Sect.5, the head of the chain R(s−2) has simple algebraic interpretation as
a projector on ”a-subspace” of the column (3). We present manifest form of the symmetries
in terms of the structure matrices (see Eq.(36) for s-stage symmetries and Eqs.(37)-(39) for
lower-stage symmetries).
Thus, knowledge of a structure of s-stage Dirac functions (3) is equivalent to knowledge
of s-stage local symmetries.
The work is organised as follows. In Sect. 2 we present the so called generating equations
in terms of Hamiltonian quantities. The equations turn out to be sufficient conditions for
existence of local symmetry of Lagrangian action. The statement presented in this section
is true for general Lagrangian theory. Search for solutions of the equations implies detailed
analysis of s-stage Dirac functions. So, in Sect. 3 we demonstrate that the Dirac functions
can be identically rewritten in the normal form (3). Using the normal form, we analyse the
generating equations in Sect. 4. In Sect. 5 we obtain algebraic solution of the generating
equations for the case of general quadratic theory. Proof of some statements is omitted and
can be find in [13].
2 Generating equations for gauge symmetry generators
Let us consider infinitesimal transformation
qA −→ q
′A = qA + δqA, δqA =
s−2∑
p=0
(p)
ǫ R(p)A(q, q˙, q¨, ...), (4)
where parameter ǫ(τ) is arbitrary function of time τ , and it was denoted
(p)
ǫ ≡ d
p
dτp
ǫ. The
transformation is local (or gauge) symmetry of an action S, if it leaves S invariant up to
surface term δL = d
dτ
ω, with some functions ω(q, ǫ). Local symmetry implies appearance of
identities among equations of motion of the theory. For a theory without higher derivatives
and generators of the form R(p)A(q, q˙), the identities were analyzed in some details in our
work [10]. First order form (that is the identities on configuration-velocity space), and then
Hamiltonian form of the identities have been obtained. Necessary and sufficient conditions
for existence of local symmetry of the Lagrangian action can be formulated on this ground.
Namely, the Hamiltonian identities can be considered as a system of partial differential
equations for the Hamiltonian counterparts of the functions R(p)A(q, q˙). The equations has
been obtained in [10] starting from hypothesis that the action is invariant, and by substitution
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of the velocities vi(qA, pj, v
α) into the first order identities, that is as necessary conditions
for existence of gauge symmetry. As it was explained in [12], this substitution is change
of variables on configuration-velocity space, which implies that the resulting Hamiltonian
equations represent sufficient conditions also. In the present work we propose pure algebraic
procedure to solve these equations. So, let us present the sufficient conditions in a form
convenient for subsequent analysis.
For given integer number s, let us construct generating functions T (p), p = 2, 3, . . . , s
according to the recurrence relations (T (1) = 0)
T (p) = Q(p)α{Φα, H}+ {H, T
(p−1)}, (5)
where Q(p)α(qA, pj, v
α) are some functions. Then one can prove the following
Statement 1. Let the coefficients Q(p)α, p = 2, 3, . . . , s have been chosen in such a way that
the following generating equations:
∂
∂vα
T (p) = 0, p = 2, 3 . . . , s− 1; T (s) = 0, (6)
hold. Using these Q, let us construct the Hamiltonian functions R(p)A(qA, pj, v
α), p =
0, 1, 2, . . . , s− 2
R(p)α = Q(s−p)α, R(p)i = {qi,Φα}R
(p)α − {qi, T (s−1−p)}, (7)
and then the Lagrangian functions
R(p)A(q, q˙) ≡ R(p)A(qA, pj, v
α)
∣∣∣∣∣
pj→
∂L¯
∂vj
∣∣∣∣∣
vA→q˙A
. (8)
Then the transformation (4) is local symmetry of the Lagrangian action.
Some relevant comments are in order.
1) From Eq.(7) it follows that only R(p)α-block of the Hamiltonian generators is essential
quantity. On this reason, only this block will be discussed below.
2) Hamiltonian generators (7) can be used also to construct a local symmetry of Hamiltonian
action. Expressions for the transformations δqA, δpA, δv
α can be find in [10]. Let us point
that construction of Lagrangian and Hamiltonian symmetries are not exactly equivalent
tasks, see [10]. Our statement gives sufficient conditions for both symmetries.
3) Search for the symmetry (4) (the latter involves derivatives of the parameter ǫ up to
order s− 2 ) is directly related with s-stage of the Dirac procedure. Actually, in Sect. 4 we
demonstrate that the coefficients Q(p), p = 2, 3, . . . , s can be chosen in such a way that each
generating function T (p) is linear combination of constraints Φαk of the stages k = 2, 3, . . . , p.
In particular, T (s−1) =
∑s−1
p=2 c
αpΦαp , then T
(s) in Eq.(6) involves the Dirac functions up to
s-stage: T (s) ∼ {T (s−1), H} ∼ {Φαp , H}, p = 2, 3, . . . , s− 1. Then the symmetry (4) can be
called s-stage symmetry, while T (2), T (3), . . . , T (s) will be called s-stage generating functions.
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4) According to the statement, symmetries of different stages s can be looked for separately.
To find 2-stage symmetries δa2q
A = ǫa2R(0)Aa2 , one look for solutions Q
(2)α
a2
of the equation
T (2) ≡ Q(2)α{Φα, H} = 0. (9)
Note that it implies analysis of second-stage Dirac functions {Φα, H}. 3-stage symmetries
δa3q
A = ǫa3R(0)Aa3 + ǫ˙
a3R(1)Aa3 are constructed from solutions Q
(2)α
a3
, Q(3)αa3 of the equations
(coefficients Q of different stages are independent)
∂
∂vβ
T (2) ≡
∂
∂vβ
(Q(2)α{Φα, H}) = 0, T
(3) ≡ Q(3)α{Φα, H}+
{
Q(2)α{Φα, H}, H
}
= 0, (10)
and so on. In a theory with at most N -stage Dirac constraints presented, the procedure
stops for s = N + 1, see Sect. 5 below.
5) Since the generating equations (6) do not involve the momenta pα, one can search for
solutions in the form Q(p)α(qA, pj, v
α). As a result, Hamiltonian generators do not depend
on pα. In this case, passage to the Lagrangian first order formulation is change of variables
[12]: (qA, pi, v
α)↔ (qA, vi, vα). This change has been performed in Eq. (8).
3 Normal form of p-stage Dirac functions
As it was discussed in the previous section, expression for generating function T (k) involve
the Dirac functions {Φαp , H}, p = 1, 2, . . . , k − 1. One needs to know detailed structure of
them to solve the generating equations. Let us point that this part of analysis is, in fact,
part of the Dirac procedure for revealing of higher-stage constraints. The only difference is
that in the Dirac procedure one studies the equations {Φαp , H} = 0, where constraints and
equations for Lagrangian multipliers of previous stages can be used. Since our generating
equations must be satisfied by Q for any q, p, v, one needs now to study the Dirac functions
outside of extremal surface. Below we suppose that matrices of the type {Φαp ,Φα} have
constant rank in vicinity of phase space point under consideration. In particular, it is true
for quadratic theory. In this section we describe an induction procedure to represent p-stage
Dirac functions in the normal form convenient for subsequent analysis, see Eq.(18) below.
On each stage, it will be necessary to divide some groups of functions on subgroups. Let us
start with detailed analysis of second stage, with the aim to clarify notations which will be
necessary to work out p-stage Dirac functions and the corresponding generating equations.
Second-stage Dirac functions. With a group of quantities appeared on first stage of the
Dirac procedure we assign number of the stage, the latter replace corresponding index (the
number will be called index of the group below). Then the primary constraints are Φα ≡ Φ1,
and the Lagrangian multipliers are denoted as vα ≡ v1. Number of functions in a group is
denoted as [1] ≡ [α]. For the second stage Dirac functions one writes
{Φα,Φβv
β +H0} → {Φ1,Φ1′v
1′ +H0} = {Φ1,Φ1′}v
1′ + {Φ1, H0} ≡ △(2)11′v
1′ +H(2)1. (11)
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So, repeated up and down number of stage imply summation over the corresponding indices.
With quantities first appeared on second stage has been assigned number of the stage:
△(2), H(2) (where confusion is not possible, it can be omitted). Suppose that rank△(2)11′ =[
2
]
, then one finds
[
2˜
]
= [1] −
[
2
]
independent null-vectors ~K(2)˜2 of the matrix △(2) with
components K(2)˜2
1. Let K(2)2
1 be any completion of the set ~K(2)˜2 up to a basis of [1]-
dimensional space. By construction, the matrix
K(2)̂1
1 ≡
K(2)21
K(2)˜2
1
 , (12)
is invertible. For any matrix K, the inverse matrix is denoted as K˜: K˜(2)1
1̂K(2)̂1
1′ = δ1
1′ .
The matrix K is a kind of conversion matrix which transforms the index 1 into 1̂, the latter
is naturally divided on two groups 1 → 1̂ = (2¯, 2˜). Since K(2)˜2
1△(2)11′ = 0, the conversion
matrix can be used to separate the Dirac functions on v-dependent and v-independent parts
{Φ1, H} = K˜K{Φ1, H} = K˜(2)1
1̂
(
pi
2
(v1)
Φ
2˜
(qA,pj)
)
,
π2(v
1) ≡ X(2)21v
1 + Y(2)2, Φ2˜ ≡ K(2)˜2
1H(2)1.
(13)
Here it was denoted X(2)21 = K(2)2
1′△(2)1′1, Y(2)2 = K(2)2
1H(2)1.
Let us analyze the functions π2(v
1). By construction, the matrix X has maximum rank
equal
[
2
]
. Without loss of generality, we suppose that from the beginning v1 has been chosen
such that the rank columns appear on the left: X(2)21 = (X(2)22, X(2)22). So, the Lagrangian
multipliers are divided on two groups v1 = (v2, v2), one writes2
π2 = X(2)22v
2 +X(2)22v
2 + Y(2)2,=⇒ v
2 ≡ X˜(2)
22′π2′(v
1) + Λ(2)
2
2v
2 +W(2)
2, (14)
where Λ(2)
2
2 = −X˜(2)
22′X(2)2′2, W(2)
2 = −X˜(2)
22′Y(2)2′ . We stress that the second equation
in (14) is an identity. It will be necessary to analyze higher-stage Dirac functions below.
Let us analyze the functions Φ2˜ in Eq.(13). By construction, they depend on the phase
space variables z1 ≡ (q
A, pj). According to Dirac, functionally independent functions among
Φ2˜ are called secondary constraints, and the equations Φ2˜ = 0 can be used to express a part
z¯2 of the phase space variables z1 = (z¯2, z2) in terms of z2. Let us suppose
rank
∂Φ2˜
∂z1
∣∣∣∣∣
Φ
2˜
= rank
∂Φ2˜
∂z¯2
∣∣∣∣∣
Φ
2˜
= [z¯2]. (15)
Then Φ2˜ can be identically rewritten in the form [13]
Φ2˜(z1) = U(2)˜2
2˜′
(
Φ2(z1)
02˘
)
, [Φ2] = [z¯2], detU 6= 0, (16)
where index 2˜ is divided on two groups 2˜ = (2, 2˘), and Φ2 are functionally independent.
2On this stage one has [˜2] = [2], but it will not be true for higher stages. On this reason we adopt different notations for
these groups.
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Substitution of this result into Eq.(13) gives the normal form of second-stage Dirac func-
tions
{Φ1, H} = A(2)1
1̂(qA, pj)

π2(v
1)
Φ2(q
A, pj)
02˘
 , A(2)11̂ ≡ K˜(2)
 1(2)×(2) 0
0 U(2)˜2
2˜
 . (17)
where A is invertible matrix , and functions π2(v
1) are given by Eq.(14). In the process,
the Lagrangian multipliers v1 have been divided on subgroups (v2, v2), where v2 can be
identically rewritten in terms of v2, π2 according to Eq.(14). The functions Φα = pα −
fα(q
A, pj), Φ2(q
A, pj) are functionally independent, Φ2 represent all secondary constraints of
the theory. By construction, π2(v
1) = 0 are equations for determining of the multipliers v2.
”Evolution” of the index 1 of previous stage during the second stage can be resumed as
follow: it can either be divided on two subgroups: 1 = (2, 2), or can be converted into 1̂ and
then divided on three subgroups: 1 → 1̂ = (2, 2, 2˘). Similar notations are used for higher
stages: on some stage p, index p− 1 of previous stage can be divided on two subgroups
p− 1 = (p, p). Index p− 1 of previous stage can be converted into ̂p− 1 and then divided
on three subgroups p − 1 → ̂p− 1 = (p, p, p˘). If k < p − 1, the notations ψ(p)1, ψ(p)k mean
ψ(p)k= (ψ(p)k+1, ψ(p)k+2,. . . ,ψ(p)p−1, ψ(p)p−1).
p-stage Dirac functions. Similarly to p = 2 case discussed above, higher stage Dirac
functions can be identically rewritten in the normal form. Let Φ1,Φ2, . . . ,Φp−1 is set of
constraints and π2, π3, . . . , πp−1 is set of equations for Lagrangian multipliers of previous
stages. Then
{Φp−1, H} = A(p)p−1
p̂−1

πp(v)
Φp(q
A, pj) +B(p)p(πp−1, . . . , π2)
C(p)p˘(Φp−1, . . . ,Φ2) +D(p)p˘(πp−1, . . . , π2)
 , (18)
where the matrix A(p)p−1
p̂−1(z1) is invertible, Φp are functionally independent and can be
identified with p-stage constraints, Φk, k = 1, 2, . . . , p are functionally independent functions
also (note that the primary constraints are included). B,C,D are linear homogeneous func-
tions of indicated variables, for example C(p)p˘ =
∑p−1
k=2C(p)p˘
k(z1)Φk. Proof can be done by
induction over number of stage p, and is presented in [13]. It is easy to see that our defini-
tion of p-stage constraints is equivalent to the standard one. Division on subgroups has been
made in accordance with properties of the system (18), which determines dimensions of the
subgroups. In particular, [p˘] = [p− 1]− [p]− [p] is called defect of p-stage Dirac system (18).
Number of independent (but possibly reducible) p-stage symmetries, which can be find by
our procedure, coincides with the defect [p˘], see below.
4 Normal form of generating functions T (p)
Here we describe procedure to rewrite the set of s-stage generating functions (5) in the normal
form (27), that is as combination of constraints. Let us start from analysis of lower stages.
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Normal form of second-stage generating function. Using Eq.(17) one immediately
obtains the desired result
T (2) = Q(2)1{Φ1, H} = −Q
(2)2Φ2, (19)
where the coefficients Q(2)1(qA, pj) have been chosen as follow
Q(2)1 ≡ Q̂(2)̂1A˜(2)̂1
1 = (Q̂(2)2, Q̂(2)2, Q̂(2)2˘)A˜(2)̂1
1, Q̂(2)2 = 0, Q̂(2)2 = −Q(2)2, (20)
and Q(2)2, Q̂(2)2˘ remain arbitrary. Taking further Q(2)2 = 0, one obtains solution (19), (20) of
second-stage generating equation (9). According to Statement 1, one writes out immediately[
2˘
]
independent local symmetries of the Lagrangian action, see Sect. 5. Number of second-
stage symmetries coincides with the defect of second-stage system (17). The symmetries are
specified by second-stage structure matrix A(2).
Normal form of third-stage generating functions. One has the set
T (2) = Q(2)1{Φ1, H}, T
(3) = Q(3)1{Φ1, H}+ {H, T
(2)}, (21)
where the coefficients Q(2)1(qA, pj, v
α), Q(3)1(qA, pj, v
α) are some functions. As in the pre-
vious case, making the choice (20), one writes T (2) in the normal form (19). Using this
expression for T (2), as well as Eq.(18), one obtains the following expression for T (3)
T (3) = Q(3)1{Φ1, H} − {H,Q
(2)2Φ2} =(
Q̂(3)2 + Q̂(2)3B(3)3
2 + Q̂(2)3˘D(3)3˘
2
)
π2 + Q̂
(2)3π3+(
Q̂(3)2 − {H,Q(2)2}+ Q̂(2)3˘C(3)3˘
2
)
Φ2 + Q̂
(2)3Φ3 + Q̂
(3)2˘02˘.
(22)
where
Q(2)2A(3)2
2̂ ≡ Q̂(2)̂2 = (Q̂(2)3, Q̂(2)3, Q̂(2)3˘), Q(3)1A(2)1
1̂ ≡ Q̂(3)̂1 = (Q̂(3)2, Q̂(3)2, Q̂(3)2˘).(23)
Then the following choice
Q̂(2)3 = 0, Q̂(3)2 = −Q̂(2)3B(3)3
2 − Q̂(2)3˘D(3)3˘
2, (24)
Q̂(2)3 ≡ −Q(2)3, Q̂(3)2 = −Q(3)2 + {H, Q̂(2)̂2A˜(3)̂2
2} − Q̂(2)3˘C(3)3˘
2,
with arbitrary functions Q(2)3, Q(3)2, gives T (3) in the normal form: T (3) = −Q(3)2Φ2 −
Q(2)3Φ3. Thus the normal form for third-stage generating functions is supplied by special
choice of Q(2)1, Q(3)1. The coefficients have been divided on the following groups:
Q(2)1 =
(
02,
(
03, Q̂(2)3, Q̂(2)3˘
)
A˜(3)̂2
2, Q̂(2)2˘
)
A˜(2)̂1
1,
Q(3)1 =
(
Q̂(3)2, Q̂(3)2, Q̂(3)2˘
)
A˜(2)̂1
1. (25)
To describe structure of the groups, it is convenient to use the following triangle table
Q(2)1 ∼ 02 03 Q(2)3 Q̂(2)3˘ Q̂(2)2˘
Q(3)1 ∼ Q̂(3)2 Q(3)2 Q̂(3)2˘
(26)
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Writting out such a kind tables below, we omite the conversion matrices and write arbitrary
coefficients Qk instead of Q̂k in central column of the table. Then the central column and
columns on r.h.s. of it represent coefficients which remains arbitrary on this stage. The
coefficients Q(3)2 = Q(2)3 = 0 appeared in T (3) remains arbitrary functions, while Q(2)2
in T (2) is Q(2)2 =
(
03,−Q(2)3, Q̂(2)3˘
)
A˜(3)̂2
2. Taking further Q(3)2 = Q(2)3 = 0, one obtains
solution of third-stage generating equations (10). According to Statement 1, it implies
[
3˘
]
independent third-stage local symmetries of the Lagrangian action, see Sect. 5. Number of
the symmetries coincides with the defect of third-stage Dirac system (18). The symmetries
are specified, in fact, by the structure matrices A(2), A(3), B(3), C(3), D(3).
Normal form of s-stage generating functions. Now it is clear that induction over
number of stage s, 2 ≤ s ≤ N + 1 can be used to rewrite the set: T (2), T (3), . . . , T (s−1), T (s)
in the normal form. Supposing that T (2), T (3), . . . , T (s−1) have been presented already in the
normal form, and following the same line as before, one proves [13] the following
Statement 2. Consider the Lagrangian theory with the Hamiltonian H , and with con-
straints at most N stage appeared in the Hamiltonian formulation: Φ1,Φ2, . . . ,ΦN . For some
fixed integer number s, 2 ≤ s ≤ N +1, let us construct set of generating functions according
to recurrence relations (T (1) = 0): T (p) = Q(p)1{Φ1, H} + {H, T
(p−1)}, p = 2, 3, . . . , s.
Then the coefficients Q(p)1(qA, pj , v
α) can be chosen in such a way, that all T (p) turn out to
be linear combinations of the constraints
T (p) = −
p∑
n=2
Q(p+2−n)nΦn, p = 2, 3, . . . , s. (27)
Choice of Q(p)1, which supplies the normal form, can be described as follows:
a) For any k = 2, 3, . . . , s, n = 1, 2, . . . , (s+1− k), Q(k)n is divided on three subgroups with
help of the structure matrix of (n + 1)-stage A(n+1)
Q(k)nA(n+1)n
n̂ ≡ Q̂(k)n̂ = (Q̂(k)n+1, Q̂(k)n+1, Q̂(k)
˘n+1), (28)
where for any k = 2, 3, . . . , s, n = 2, 3, . . . , (s+ 2− k)
Q̂(k)n = −Q(k)n + {H, Q̂(k−1)n̂A˜(n+1)n̂
n} −
∑k−1
m=2 Q̂
(m) ˘k+n−mC(k+n−m) ˘k+n−m
n, (29)
Q̂(k)n = −
∑k−1
m=2
(
Q̂(m)k+n−mB(k+n−m)k+n−m
n+ Q̂(m)
˘k+n−mD(k+n−m) ˘k+n−m
n
)
, (30)
and B, C, D are structure matrix of the Dirac procedure, see Eq.(18). Eqs.(29), (30) imply
Q̂(2)p = −Q(2)p, Q̂(2)p = 0.
b) The coefficients Q̂(k)
˘n+1, k = 2, 3, . . . , s, n = 1, 2, . . . , (s+ 1− k) remain arbitrary.
c) The coefficients Q(s+2−n)n, n = 2, 3, . . . , s remain arbitrary.
Let us confirm that the recurrence relations (29), (30) actually determines the coefficients.
According to the statement, Q(p)1 is converted into Q̂(p)̂1, and then is divided on subgroups
(Q̂(p)2, Q̂(p)2, Q̂(p)2˘). Then Q(p)2 is picked out from Q̂(p)2 according to Eq.(29). The coefficient
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Q(p)2 will be further converted and divided, creating Q(p)3, and so on. Resulting expression
for Q(p)1, p = 2, 3, . . . , s on the stage s is
Q(p)1 =
(
Q̂(p)2,
(
Q̂(p)3,
(
. . .
(
Q̂(p)s+2−p, Q̂(p)s+2−pQ̂(p)
˘s+2−p
) ̂s+1−p
A˜
(s+2−p) ̂s+1−ps+1−p, Q̂(p) ˘s+1−p)ŝ−p A˜(s+1−p)ŝ−ps−p, Q̂(p) ˘s−p
) ̂s−p−1
. . . ,
Q̂(p)3˘
)2̂
A˜(3)̂2
2, Q̂(p)2˘
)1̂
A˜(2)̂1
1.
(31)
Structure of the coefficients Q(p)1 can be described by the following table (first line represents
Q(2)1, second line represents Q(3)1, and so on, up to Q(s)1):
02 03 04 . . . 0s Q(2)s Q̂(2)s˘ . . . Q̂(2)4˘ Q̂(2)3˘ Q̂(2)2˘
Q̂(3)2 Q̂(3)3 . . . Q̂(3)s−1 Q(3)s−1 Q̂(3)
˘s−1 . . . Q̂(3)3˘ Q̂(3)2˘
. . . . . . . . . . . . . . . . . . . . .
Q̂(p)2 . . . Q̂(p)s+2−p Q(p)s+2−p Q̂(p)
˘s+2−p . . . Q̂(p)2˘
. . . . . . . . . . . . . . .
Q̂(s−1)2 Q̂(s−1)3 Q(s−1)3 Q̂(s−1)3˘ Q̂(s−1)2˘
Q̂(s)2 Q(s)2 Q̂(s)2˘
(32)
Note that any group Q(p)n with n 6= s+ 2− p is presented on the table by interval of p-line
between Q̂(p)n+1 and Q̂(p)
˘n+1.
From Eqs.(29), (30) it follows that any group Q̂(k)n of the line k of the triangle is expressed
through some groups placed in previous lines on r.h.s. of Q̂(k)n. Any group Q̂(k)n is presented
through the interval
[
Q̂(k)n+1, Q̂(k)
˘n+1
]
of the line k as well as through some groups of
previous lines placed on r.h.s. of n column. After all, all the coefficients are expressed
through Q(s+2−n)n ≡ Q(n)s+2−n, Q̂(k)n˘, which remain arbitrary function (the latter are placed
in the central column and on r.h.s. of it in the triangle). Note that all arbitrary coefficients
Q(s+2−n)n appear in the expression for higher generating function T (s).
Lower-stage generating functions have been described before. Using the statement 2,
4-stage generating functions can be described as follow.
Normal form of 4-stage generating functions.
T (2) = −Q(2)2Φ2, T
(3) = −Q(3)2Φ2 −Q
(2)3Φ3, T
(4) = −Q(4)2Φ2 −Q
(3)3Φ3 −Q
(2)4Φ4. (33)
The coefficients Q in T (4) remain arbitrary functions, while Q in T (3), T (4) are
Q(2)2 =
(
03,
(
04,−Q(2)4, Q̂(2)4˘
)
A˜(4)̂3
3, Q̂(2)3˘
)
A˜(3)̂2
2,
Q(2)3 =
(
04,−Q(2)4, Q̂(2)4˘
)
A˜(4)̂3
3,
Q(3)2 =
(
Q(2)4B(4)4
3 − Q̂(2)4˘D(4)4˘
3,−Q(3)3+
{H,
(
04,−Q(2)4, Q̂(2)4˘
)
A˜(4)̂3
3} − Q̂(2)4˘C(4)4˘
3, Q̂(3)3˘
)
A˜(3)̂2
2.
(34)
All Q on r.h.s. of these equations are arbitrary functions.
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5 Gauge symmetries of quadratic theory
Suppose that in the Hamiltonian formulation of our theory there are appear constraints up
to at most N -stage. According to the Statement 1, symmetries of different stages are looked
for separately. Generators of s-stage local symmetries (7)-(8) can be constructed starting
from any solution of generating equations (6). Using normal form (27)-(30) of generating
functions, one concludes that T (s) = 0 is satisfied by taking Q(p)s+2−p = 0, p = 2, 3, . . . , s, i.e.
all the coefficients in the central column of the triangle (32) must be zeros. First equation
in (6) states that generating functions T (p) with p = 2, 3, . . . , s − 1 do not depend on the
Lagrangian multipliers. Dependence on v1 can appear only due to second term in Eq.(27).
Thus one needs to kill this term, which can be easily achieved in a theory with all the
structure matrices A˜ (see Eq.(18)) being numerical matrices. It happens, in particular, in
any quadratic theory (then all the structure matrices A,B,C,D in Eq.(18) turn out to be
numerical matrices). We analyse this case in the present section. For the case, it is consistent
to look for solutions with Q = const, then the second term in Eq.(29) disappears, and the
generating equations (6) are trivially satisfied.
Thus for any quadratic Lagrangian theory it is sufficient to take elements of central column
of the triangle (32) be zeros, and elements on r.h.s. of it be arbitrary numbers, to obtain
some local symmetry of the Lagrangian action (4), (8).
Let us discuss particular set of generators constructed as follows. On stage s of the Dirac
procedure, one takes
[
s˘′
]
sets of Q̂(2)s˘, namely Q̂(2) s˘′
s˘ = δs˘′
s, where
[
s˘′
]
is defect of the system
(18). Remaining arbitrary coefficients on r.h.s. of the triangle (32) are taken vanishing. Then
these
[
s˘′
]
solutions Q(p)s˘′
1, p = 2, 3, . . . , s of generating equations have the form (31), where
one needs to substitute Q(p)s+2−p = 0, Q̂(2) s˘′
s˘ = δs˘′
s˘, Q̂(p)k˘ = 0, p 6= 2, k 6= s,
while others coefficients can be find from Eqs.(27), (29), the latters acquire the form (k =
3, 4, . . . , s, n = 2, 3, . . . , s+ 2− k)
Q̂(2)s˘′
n = −Q(2) s˘′
n, Q̂(k)s˘′
n = −Q(k)s˘′
n − δs
k+n−2C(s)s˘′
n,
Q̂(k)s˘′
n =
∑k−1
m=2Q
(m)k+n−mB(k+n−m)k+n−m
n−
δs
k+n−2
(
D(s)s˘′
n −
∑k−1
m=3 C(s)s˘′
k+n−mB(k+n−m)k+n−m
n
)
.
(35)
It gives a set of s-stage local symmetries (4), number of them coincides with defect
[
s˘′
]
of
s-stage system (18)
δs˘q
A =
∑s−2
p=0
(p)
ǫ s˘R
(p)
s˘
A, R
(p)
s˘
1 = Q(s−p)s˘
1. (36)
Higher-derivative terms have the structure δs˘q
1 =
(s−2)
ǫ s˘E˜(s)s˘
1 + . . ., E˜(s)s˘
1 ≡A˜(s)s˘
s−1
A˜(s−1)s−1
s−2. . . A˜(2)2
1, where by construction rankE˜(s)s˘
1 = [s˘] = max.
Let us construct these symmetries for s = 2, 3, . . . , N + 1. The procedure stops on the
stage s = N + 1, since the structure matrices A,B,C,D are not defined for N + 2. Then
total number of the symmetries which can be constructed by using of our procedure is
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∑N+1
s=2 [s˘] =
∑N+1
s=2 [s− 1] −
∑N+1
s=2 [s] −
∑N
s=2 [s] =
[
vN+1
]
, i.e. coincides with the number of
Lagrangian multipliers remaining undetermined in the Dirac procedure. All the symmetries
obtained are independent in the sence that matrix constructed from the bloks R
(s−2)
s˘
1, s =
2, 3, . . . , N +1 has maximum rank by construction (in adapted base, higher derivative parts
of the transformations do not mix the variables δs˘q
s˘ =
(s−2)
ǫ s˘ + . . .).
Using Eqs.(35), it is not difficult to write manifest form of lower-stage symmetries for
general quadratic Lagrangian action, namely
Second-stage symmetries
δ2˘q
1 = ǫ2˘A˜(2)2˘
1, (37)
Third-stage symmetries
δ3˘q
1 = −ǫ3˘
(
D(3)3˘
2A˜(2)2
1 + C(3)3˘
2A˜(2)2
1
)
+ ǫ˙3˘A˜(3)3˘
2A˜(2)2
1 (38)
4-stage symmetries
δ4˘q
1 = −ǫ4˘
((
D(4)4˘
2 − C(4)4˘
3B(3)3
2
)
A˜(2)2
1 + C(4)4˘
2A˜(2)2
1
)
+
ǫ˙4˘
(
A˜(4)4˘
3B(3)3
2A˜(2)2
1 −
(
D(4)4˘
3A˜(3)3
2 + C(4)4˘
3A˜(3)3
2
)
A˜(2)2
1
)
+ ǫ¨4˘A˜(4)4˘
3A˜(3)3˘
2A˜(2)2
1.
(39)
Thus the structure matrices A,B,C,D of the Dirac procedure determine independent local
symmetries of general quadratic Lagrangian action. Number of the symmetries coincides
with number of Lagrangian multipliers remaining arbitrary in the end of Dirac procedure.
Surprising conclusion following from the present analysis is that search for gauge symmetries
of quadratic theory do not requires separation of the Dirac constraints on first and second
class subsets. We have used rank properties of the matrices {Φ1,Φp} only, whereas structure
of the brackets {Φk,Φp}, k, p > 1 turns out to be irrelevant for the process.
6 Acknowledgments
Author would like to thank the Brazilian foundations CNPq and FAPEMIG for financial
support.
References
[1] P.A.M. Dirac, Can. J. Math. 2 (1950) 129; Lectures on Quantum Mechanics (Yeshiva
Univ., New York, 1964).
[2] J.L. Anderson and P.G. Bergmann, Phys. Rev. 83 (1951) 1018.
[3] P.G. Bergmann and I. Goldberg, Phys. Rev. 98 (1955) 531.
[4] M. Henneaux, C. Teitelboim and J. Zanelli, Nucl. Phys. B332 (1990) 169.
12
[5] G. Barnich, F. Brandt and M. Henneaux, Commun. Math. Phys. 174 (1995) 57; M.
Henneaux and C. Teitelboim, Quantization of Gauge Systems (Princeton: Princeton
Univ. Press, 1992).
[6] V. A. Borokhov and I. V. Tyutin, Physics of Atomic Nuclei 61 (1998) 1603; Physics of
Atomic Nuclei 62 (1999) 1070;
[7] D. M. Gitman and I. V. Tyutin, J.Phys. A 38 (2005) 5581.
[8] D. M. Gitman and I. V. Tyutin, Symmetries and physical functions in general gauge
theory, hep-th/0503218.
[9] A. A. Deriglazov, Note on Lagrangian and Hamiltonian symmetries, hep-th/9412244.
[10] A. A. Deriglazov, and K.E. Evdokimov, Int. J. Mod. Phys. A 15 (2000) 4045
[hep-th/9912179].
[11] D. M. Gitman and I. V. Tyutin, Quantization of Fields with Constraints (Berlin:
Springer-Verlag, 1990).
[12] A. A. Deriglazov, Phys. Lett. B 626 (2005) 243.
[13] A. A. Deriglazov, Search for gauge symmetry generators of singular Lagrangian theory,
hep-th/0509222.
13
