We are motivated by the study of "hidden populations", in which all frameworks including size or membership are unknown. The discovery of the hidden population is made possible by assuming that its members are connected in a social network by their relationships. We explore these groups by a chain-referral sampling method, where participants recommend the people they know. Chainreferral Sampling (CRS) makes use of the graph-structure by following randomly the edges in the underlying social networks which allows to trace all the sampled individuals. This leads to the study of a Markov chain on a random graph where vertices represent individuals and edges connecting any two nodes describe the relationships between corresponding people. The interviewees are asked for their peers, and we then deliver a number of coupons to some of the people mentioned. One model of random graph receiving a lot of attention lately is Stochastic block-model (SBM), which extends the well-known Erdös-Rényi graphs to populations partitioned into communities. The SBM considered here is characterized by a number of vertices N (size of the population), a number of communities m, a block distribution π = (π 1 , ..., π m ) representing the proportion of each community (block) and a pattern of connecting vertices between blocks given by the matrix P = (λ kl /N ) (k,l)∈{1,...,m} 2 . In this paper, we give a rigorous description of the dynamic of CRS process in discrete time on an SBM. The difficulty lies in handling the heterogeneity of the graph. In our model, the graph and random walk are constructed simultaneously. Then, we study the evolution of this chain by considering the normalized process on the time scale [0, 1]. We prove that when the population's size is large, the normalized stochastic process of the referral chain behaves like a deterministic curve which is the unique solution of a system of ODEs.
Introduction
In Sociology, some populations may be hidden because their members share common attributes that are illegal or stigmatized. These groups are hidden and may be hard to approach because these individuals try to conceal their identities due to legal authorities (e.g. drugs users) or because of the social pressure (e.g. men have sex with men). In such populations, all the information is unknown: there is no sampling frame such as lists of the members of the population or of the relationship between the latter. It causes many challenges for researchers to identify those groups. The discovery of the hidden populations is made possible by assuming that its members are connected by a social network. Thanks to this important feature, we are allowed to investigate these populations by using a chain-referral sampling (CRS) technique, such as snowball sampling, targeting sampling, respondent driven sampling etc. (see the review of [1] or [10, 11, 12] ). Hence CRS consists in detecting hidden individuals in a population structured as a random graph, which is modeled as a stochastic process that we study here. The population is described by a graph (network) where each individual is represented by a vertex and any interaction or relationship (e.g. friendship, partnership) between a couple of individuals is represented by an edge matching the corresponding vertices. The principle of CRS is that from a group of initial recruited individuals, we follow their connections in the social network to recruit the subsequent participants. The exploration proceeds from node to node along the edges of the graph. The interviewees induce a subtree of the underlying real graph, and the information coming from the interviews gives knowledge on other non-interviewed individuals and edges, providing a larger sub-graph. We aim at understanding this recruitment process from the properties of the explored random graph. The CRS showed its practicality and efficiency in recruiting a diverse sample of drug users (see [4] ).
CRS models are hard to study from a theoretical point of view without any assumption on the graph structure. In this paper, we consider a particular model with latent community structure: Stochasticblock model (SBM), proposed by Holland [13] . This model is a useful benchmark for some statistical tasks as recovering communities (also called blocks or types in the sequel) structure in network science [8, 9, 17] . By the block structure, it means that the set of vertices in the graph is partitioned into subsets called blocks and nodes connect to each other with probabilities that depend only on their types, i.e. the blocks to which they belong. For example, edges may be more common within a blocks than between blocks (e.g. group of people having sexual contacts). We here recall the definition of SBM (we refer the reader to the survey in [2] ): Definition 1.1. Let N be a positive integer (number of vertices), m be a positive integer (number of blocks or types), π = (π 1 , ..., π m ) be a probability distribution on {1, . . . m} (the probabilities on the m blocks, i.e. a vector of [0, 1] m such that m k=1 π k = 1) and P = (p kl ) (k,l)∈{1,...,m} 2 be a symmetric matrix with entries p kl ∈ [0, 1] (connectivity probabilities). The pair (Γ, G) is drawn under the distribution SBM(N, π, P ) if the vector of types Γ is an N -dimensional random vector i.i.d. distributed under π and G is an N -vertex simple graph where vertices i and j are connected independently of other pairs of vertices with probability p Γ i ,Γ j . We also denote the blocks (community sets) by:
Notice that when m = 1, i.e. there is only one type, any arbitrary pair of vertices is connected independently to the others with the same probability p 11 , SBM becomes the Erdös-Rényi graph, which is studied in [6] . Here, we consider the Poisson case where the connectivity probabilities p kl depend on N and are given by p kl = λ kl /N . This means that each individual of the block k may contact in average to λ kl individuals of the block l. This implies that the network examined is sparse. In the present work, we give a rigorous description of a CRS on such SBM and study the propagation of the referral chains on this sparse model.
The chain-referral sampling relies on a random peer-recruitment process. To handle the two sources of randomness, the graph and the exploring process on it are constructed simultaneously. In the construction, the vertices of the graph will be in 3 different states: inactive vertices that have not being contacted for interviews, active vertices that constitute the next interviewees and off-mode vertices that have been already interviewed. At the beginning of the survey, all individuals in the population are hidden and are marked as inactive vertices. We choose some people as seeds of the investigation and activate them. During the interview these individuals name their contacts and a maximum number c of coupons are distributed to the latter, who become active nodes. One by one, every carrier of a coupon can come to a private interview and is asked in turn to give the names of his/her peers. Whenever a new person is named, one edge connecting the interviewee and his/her contact is added but they remain inactive until they receive a coupon. After finishing the interview, a maximum number of c new contacts receive one coupon each and are activated. So if the interviewee names more than c people, a number of them are not given any coupon and can be still explored later provided another interviewee mentions them. After that, the node associated to the person who has just been interviewed is switched to off-mode and is no longer recruited again, see 1. We repeat the procedure of interviewing, referring, distributing coupons until there is no more active vertex in the graph (no more coupon is returned). Each person returning a coupon receives some money as a reward for their participation, and an extra bonus depending on the number contacts that will later return the coupons. Notice that each individual in the population is interviewed just once and we assume here that there is no restriction on the total number of coupons.
Step 0
Step 1
Step 2
Step 3 off-mode node (who has been interviewed) active node (who has coupon but has not been interviewed) explored but still inactive node (who has been named but did not receive coupons) Table 1 : Description of how the chain-referral sampling works. In our model, the random network and the CRS are constructed simutaneously. For example at step 3, an edge between two vertices who are already known at step 2 is revealed.
The process of interest counts the number of coupons present in the population. We also want to know how many people are detected, which leads to the number of people explored but without coupons. Denote by the discrete time n ∈ N = {0, 1, 2, . . . } the number of interviews completed, A n corresponds to the number of individuals that have received coupons but that have not been interviewed yet (number of active vertices); B n to the number of individuals cited in the interviews but who have not been given any coupon (number of found but still inactive vertices) and U n to the total number of individuals having been interviewed (number of off-mode nodes). Because of the connectivity properties of the SBM graphs, we need to keep track of the types of the interviewees and the coupons distributed not only to one community but also in general to each of the m communities at every step. We then associate to the chain-referral the following stochastic vector process X n := (A n , B n , U n ), n ∈ N:
The main object of the paper is to establish an approximation result when the size of the SBM graph tends to infinity. In this case, the chain-referral process correctly renormalized,
converges to a system of ordinary differential equations (ODEs). Note that we are aware of the results of Athreya and Roellin [3] in slightly different framwork: in their case, they consider random walks on the limiting graphon whereas we take to the limit both the graph and its exploring random walk.
, which is the unique solution of the differential equations
has the explicit formula
The rest of this paper is organized in the following manner. First, in Section 1, we give a precise description of the Chain-referral process on a SBM random graph. This relies heavily on the structure of the random graph that we construct progressively when the exploration process spreads on it. In Section 2, we prove the limit theorem. The proof uses limit theory of càdlàg semi-martingale vector processes embedded with Skorokhod topology (see [7] ) and Poisson approximations (see [5] ). Then in Section 3, we give simulations imitating the stochastic process and the solution of the system of limiting ODEs. We conclude with some discussions on the impacts of changing parameters of the models to the evolution of the chain-referral process.
Definition of the Chain-referral process
Let us describe the dynamics of X = (X n ) n∈N . Denote by
n the number of total individuals having coupons but who have not been interviewed yet. We start with A 0 seeds, whose types are chosen independently according to π. To make sure that we are in a connected component, the number of initial nodes is chosen with a constant proportion of the size of graph: |A 0 | = |a 0 |N . Therefore A 0 is an m-dimensional random vector with multinomial distribution M( |a 0 |N ; π 1 , ..., π m ), i.e. P((A
At step n, after the nth interview, the type of the upcoming interviewee is randomly chosen according to the number of active coupons of each type in the present time. To chose the type of the next interviewee, we define an m-dimensional vector I n := (I (1) n , ..., I
(m) n ), who takes value 1 at coordinate l and 0 elsewhere if the n th interviewee belongs to block l. This n−th interviewee is chosen among |A n−1 | active coupons comprising m types i.e. I n has multinomial distribution
If the chosen one belongs to block
n is reduced by 1 and a number of new coupons distributed are added up, depending on how many new contacts he/she has. Among the new contacts of the n th −interviewee, define H 
n individuals in the hidden population with probability of each successful connection is
And the K
n−1 individuals and independently of the others with probability
n has also the binomial distribution
In total, there are H n + K n := Z n candidates, who can possibly receive coupons at step n. Notice that (H
..,m are independent, henceforth,
n ) (l = 1, ..., m) be the numbers of coupons that are distributed at step n. By the setting of the survey, the total of (C (l) n ) l=1,...,m coupons must be maximum c. If the number of candidates are less than or equal to c, we deliver exactly Z n coupons. Otherwise, we choose new people to be enrolled in the study by an m−dimensional random variable C 
In another words,
Eventually, the dynamics of X n can be described by the following recursion:
The process stops when |A n | = 0. The random network is progressively discovered when the referrals chain process explores it.
Proposition 2.1. Consider the discrete-time process (X n ) 1≤n≤N defined in (12) . Then the process (X n ) n is an inhomogeneous Markov chain.
Proof. The proposition is deduced from Equation (12) of (X n ) and the fact that C n , I n , H n only depend on the state of X n−1 .
Asymptotic behavior of the chain-referral process
Let us now consider the renormalized chain-referral process given in (1). This process (X N ) N lives in the space of càdlàg processes D([0, 1], [0, 1] 3×m ) embedded with Skorokhod topology as N goes to infinity (see [7, 14, 15] ). The main theorem (Th. 1.2) shows the convergence of the sequence (X N ) N to a deterministic process. For this, we look for an expression of the equations (12) as a vector of semi-martingales. We start by writing the Markov chain (X n ) as the sum of its increments in discrete time.
The increments of (X n ) n are binomial variables which can be approximated by the Poisson distribution when N tends to infinity. We integrate all the increments and obtain a deterministic integral plus a diffusion which is negligible when N tends to infinity. This gives the Doob decomposition of the renormalized processes (X N t ) t∈[0,1] in Section 3.1. We then use Aldous criteria (e.g. [7, 16] ) to show the tightness of the distributions of these processes in Section 3.2. Then we need to identify the limiting values of this tight sequence and finally we prove the uniqueness of the limiting values, which is the limit of process (X N ) N . This proves the Theorem 1.2.
In all the paper, we consider for the sake of simplicity that the plane R 2 embedded with the . 1 norm: for all x = (x 1 , x 2 ), x 1 = x 1 + x 2 . Let F n := σ({X i , i ≤ n}) be the canonical filtration associated with (X n ) n . Then the filtration associated to (
Doob's decomposition
Lemma 3.1. The process (X N t ) t∈[0,1] admits the Doob's decomposition:
The square integrable centered martingale (M N t ) t has the quadratic variation process M N t given as follow: for every (l, k) ∈ {1, ..., m} 2 ,
is a 3 × 3-matrix, where X is a column vector and X T is its transpose.
Proof. In order to obtain the Doob's decomposition, we write X N t as
It is clear that ∆ N t is F N t −predictable and (
then E[X n − X n−1 |F n−1 ] ≤ 2c + mλ + 1. So the total variation of (
which is finite. This follows that (∆ N t ) t∈[0,1] is an F N t − predictable with finite variation. The quadratic variation of (M N t ) t is computed as follow. For every k, l = 1, ..., m
The term L N t is an F N t −martingale since whenever n < n, X
To see that the quadratic covariation of M N t has the form (14), we write the term L N t as following
As a result,
Because both L N t and
is an F N t −martingale as well. The term ( M N t ) t is F N t −adapted with the variation (16)- (18) and
we get that
Thus, M N · t is the quadratic variation of the martingale (M N t ) t . the second criterion, it is suffice to check the tightness condition for the modulus of continuity of (∆ N ) N and of ( M N · ) N . For all 0 < δ < 1 and for every s, t ∈ [0, 1] such that |t − s| < δ, we have that
Tightness of the renormalized process
By (16)- (18), we get
Thus, for each ε > 0 and η, choose δ < ε 2c+λ+1 , we get
which proves that ∆ N is tight. In order to show the tightness of the quadratic covariation M t , we use the similar argument as above. By (14) and using the Cauchy-Schwarz inequality, we have that for every s, t ∈ [0, 1], (16)- (18) and (20), we deduce that
Thus, given ε > 0, choose δ < ε 3m 2 (3c 2 +2λ+1)
, we get
This finishes the proof of the Lemma.
Identify the limiting value
Since the sequence (X N ) N is tight, there exists an increasing sequence (
. Because the sizes of the jumps converge to zero with N , the limit is in fact in C([0, 1], [0, 1] 3×m ) . We want to identify that limit. In order to simplify the notations, we also write the subsequence (
We consider separately the martingale and finite variation parts. Proof. Consider the quadratic variation of (M N ) N :
Applying the Doob's inequality for martingale, we have
This implies that the martingale M N tends to the function 0 in distribution. It remains to find the limit of the finite variation process (∆ N ) N given in Equation (13) .
Proposition 3.4. When N goes to infinity, we have the following convergences in distribution:
This provides the convergence of (∆ N ) N to the solution x . of (2).
Notice that the above convergences are in fact convergences in probability since the limit is deterministic.
The proof of the Proposition 3.4 is separated into the following lemmas. We consider the most complicated term E[C n |F n−1 ]. Lemma 3.5. For each l ∈ {0, ..., m},
where
Proof.
For every l = 1, ..., m and every fixed n, we have that
Poisson approximation of Barbour [5] , the binomial Z
n is approximated by the Poisson random variables Z
As a consequence, the first term in the right hand side of (27) can be approximated as
and
It follows that we need to deal with the Poisson random variablesZ
n (l ∈ {1, ..., m}). Because of the result that the sum of two independent Poisson random variables is a Poisson random variable whose parameter is the sum of the two parameters, we have that j =lZ (j)
n has Poisson distribution with parameterλ
n . And hence,
This leads to
which finishes the proof.
Lemma 3.6. Let us decompose the second term in the left hand side of (25) as
And as N tends to infinity, we have that
Proof. By writing
we obtain (31). To prove that 1 N N · n=1 ξ n converges in L 2 to zero, we consider its quadratic variation,
By the Doob's inequality, we have
n tends to infinity as N goes to infinity,
Proof. Using the argument of approximating the binomial random variable H (l)
n by a Poisson P(µ (l) n ) as in Lemma 3.5, we get the proof.
Proof. The proof is deduced similarly as Lemma 3.6.
The preceding Lemmas allow to conclude the proof of Proposition 3.4.
The uniqueness
The last step is to prove that the limiting value x = (a, b, u) we have found is unique, which means it is the limit of process (X N )N . On the contrary, suppose that x 1 and x 2 are two limiting values of the sequence (X N ) N on the interval [0, t 0 ], where t 0 is the first time that one of them touches zero. It implies that they all satisfy equation (2) . Then we get
. By the Grönwall's inequality, we get
This shows that x 1 t ≡ x 2 t for all t ∈ [0, t 0 ]. It also follows that x 1 and x 2 touch zero at the same time.
Simulation results
The simulations show that the deterministic solution of the system of ODEs (2) fits well with our stochastic process, see figure 1 . The sequence of stochastic process (X N ) N that we have constructed describes how the chain-referral process works on a network. When we consider the population with a very large number of people, the process (X N ) N is asymptotically a deterministic function, which is a solution of a system of (2).
By studying the solution of (2), we will get an approximation of the time t 0 at which the referrals chain touches the x−axis. This time t 0 is important because it corresponds also to the fraction of the population discovered.
The number of maximum coupon c plays an important role in how many people we could explore before there is no distributed coupons any more (when |a t | = 0). By keeping all other parameters and changing c, in the simulation, we see that the time t 0 are different. For example, with m = 2, π = (1/3, 2/3), λ 11 = 2, λ 22 = 4, λ 12 = 3, we obtain the table 2. Table 2 : Numerical computation of t 0 for varying parameters c.
If c = 1, even though the average number of neighbors are bigger than 1, the simple random walk describing the survey reaches only a very small number of people, see Figure 2 . The random walk stops when it encounters a node of degree 1 and can not propagate any more. We also see that for the bigger c, the Changing the parameters λ kl impacts the discovered proportion of types. For instant, let us take a bipartite random model π = (1/3, 2/3), c = 3 and λ 1· = (0, 4, 4, 0), which means that the people between communities are highly connected and there is no connection within community. In this case, the number of explored people without coupon of type 1 is quite small compared to the one of type 2, see Figure 3 . 
