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Enhanced dissipation, hypoellipticity, and anomalous small noise inviscid
limits in shear flows
Jacob Bedrossian and Michele Coti Zelati
ABSTRACT. We analyze the decay and instant regularization properties of the evolution semigroups generated
by two-dimensional drift-diffusion equations in which the scalar is advected by a shear flow and dissipated by
full or partial diffusion. We consider both the space-periodic T2 setting and the case of a bounded channel
T × [0, 1] with no-flux boundary conditions. In the infinite Pe´clet number limit (diffusivity ν → 0), our work
quantifies the enhanced dissipation effect due to the shear. We also obtain hypoelliptic regularization, showing
that solutions are instantly Gevrey regular even with only partial diffusion. The proofs rely on localized spectral
gap inequalities and ideas from hypocoercivity with an augmented energy functional with weights replaced by
pseudo-differential operators (of a rather simple form). As an application, we study small noise inviscid limits
of invariant measures of stochastic perturbations of passive scalars, and show that the classical Freidlin scaling
between noise and diffusion can be modified. In particular, although statistically stationary solutions blow up
inH1 in the limit ν → 0, we show that viscous invariant measures still converge to a unique inviscid measure.
1. Introduction and main results
Let u = u(y) : D → R be a smooth function, where D denotes either T or [0, 1], and ν > 0 a positive
parameter. We analyze the decay and instant regularization properties of the linear evolution semigroup
Sν(t) : L
2(T×D)→ L2(T ×D) generated by the drift-diffusion scalar equation{
∂tf + u∂xf = ν∆f, (x, y) ∈ T×D, t > 0,
f(0, x, y) = fin(x, y), (x, y) ∈ T×D,
(1.1)
and of its hypoelliptic counterpart Rν(t) : L
2(T×D)→ L2(T×D), generated by{
∂tf + u∂xf = ν∂yyf, (x, y) ∈ T×D, t > 0,
f(0, x, y) = fin(x, y), (x, y) ∈ T×D.
(1.2)
In the case D = [0, 1], equations (1.1)-(1.2) are equipped with the usual no-flux boundary conditions
∂yf(t, x, 0) = ∂yf(t, x, 1) = 0, ∀x ∈ T, t ≥ 0. (1.3)
Problem (1.1) belongs to the general class of so-called passive scalar equations
∂tf + u · ∇f = ν∆f,
in the special case when the velocity vector field is a shear flow, namely u(x, y) = (u(y), 0). In this context
(after appropriate non-dimensionalization), ν−1 is the Pe´clet number; the dynamics of passive scalars at high
Pe´clet number is a classical and important topic in applied mathematics and physics; see e.g. [1, 3, 29, 38,
40,43,44] and the references therein. Hypoelliptic problems related to (1.2) arise in the study of boundary
layers [37] and in kinetic theory [2,13,14].
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We assume that u ∈ Cn0+2(D) has a finite number of critical points, denoted by y¯1, . . . , y¯N , and where
n0 ∈ N denotes the maximal order of vanishing of u′ at the critical points, namely, the minimal integer such
that
u(n0+1)(y¯i) 6= 0, ∀i = 1, . . . N.
Finally, we assume without loss of generality that
∫
D u(y)dy = 0. Notice that in the case of D = T, we
necessarily have n0 ≥ 1, while when D = [0, 1] we may consider monotone shear flows. We first discuss
the space-periodic scenario, in which our main result reads as follows.
THEOREM 1.1 (Periodic (D = T) case). There exist positive constants ε ≪ 1, C ≥ 1 and κ0 ≪ 1
(depending only on u) such that the following holds: for every ν > 0 and every integer k 6= 0 such that
ν|k|−1 ≤ κ0, (1.4)
there hold the L2 decay estimates
‖Sν(t)Pk‖L2→L2 ≤ Ce−ελν,kt, ∀t ≥ 0, (1.5)
and
‖Rν(t)Pk‖L2→L2 ≤ Ce−ελν,kt, ∀t ≥ 0, (1.6)
where Pk denotes the projection to the k-th Fourier mode in x and
λν,k =
ν
n0+1
n0+3 |k| 2n0+3
(1 + log |k|+ log ν−1)2 (1.7)
is the decay rate.
REMARK 1.2 (Hypoellipticity). Notice that since the smallness condition (1.4) is only on ν |k|−1, The-
orem 1.1 is still quite meaningful in the case ν = 1, at least when applied to Rν(t) and considering the
asymptotic |k| → ∞. Specifically, the estimate (1.6) (along with the standard parabolic smoothing in y)
shows that data which are only initially L2 become instantly infinitely smooth, and even Gevrey-p regular
for all p > n0+32 , where Gevrey-p, Gp with p ≥ 1, is defined via (introduced in [23]),
Gp =
⋃
λ>0
{
f ∈ L2 :
∥∥∥eλ|∇|1/pf∥∥∥
L2
<∞
}
.
Additionally, (1.6) provides a quantitative estimate of the Gevrey regularity in x. We conjecture that (1.6)
is sharp in terms of relative scaling between k and t, up to the logarithmic corrections. For instance, the
optimal Sobolev regularization estimate for the solution f of (1.2) would read
‖∂αx f(t)‖L2 ≤
C
t
α(n0+3)
2
‖fin‖L2 .
Moreover, the scaling in |k| relative to t is in agreement with the existing known cases u(y) = y or u(y) =
y2 (see [4, 5, 30]) and is consistent with the mixing time-scales deduced in Appendix A for the inviscid
(ν = 0) counterpart of (1.2).
This instant smoothing effect, despite not having any dissipative mechanisms in x, is an example of
hypoellipticity [27,28]. Finally, we remark that Gevrey class hypoelliptic smoothing has been identified in
the Prandtl equations [37] and in collisional kinetic theory for the Boltzmann (without angular cut-off) [2]
and the Landau-Fokker-Planck equations [14].
Let us first discuss the intuition behind the scaling of λν,k in (1.7). The inviscid problem
∂tf + u∂xf = 0,
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can be shown to satisfy the following H−1 decay estimate in the y-variable via the method of stationary
phase (see Appendix A),
‖Pkf(t)‖H−1y . 〈kt〉
− 1
n0+1 ‖Pkf(0)‖H1y . (1.8)
The H−1 norm is often used to quantify mixing [29, 38] as it provides a kind of averaged measure of the
characteristic length-scale of the solution. In particular, the estimate (1.8) suggests that Pkf(y) is concen-
trated in frequencies η which satisfy |η| & 〈kt〉 1n0+1 . For small ν, we expect the inviscid mixing to be the
leading order dynamics (at least for some time), and hence we can expect the dissipation ν∂yy to behave on
the frequency side like −ν 〈kt〉 2n0+1 f̂ damping. Upon integration, this predicts a time-scale in agreement
with (1.7) up to the logarithms. Notice that the hypoelliptic regularization discussed in Remark 1.2 is due to
the fact that the decay rate in (1.8) is faster for large k.
Theorem 1.1 above describes in a precise manner the so-called enhanced dissipation effects caused by
the shear flow. While the natural dissipation time-scale is that of the heat equation, i.e. O(ν−1), the mixing
due to the shear flow induces a faster time-scale O(ν−p), with p = p(n0) ∈ (0, 1) as in (1.7), at which
the L2 density is dissipated. This effect in linear equations has been studied previously in [6,9,15,48,50],
in the physics literature [12, 19, 36, 40, 43], and in control theory [4, 5]; a closely related effect was also
studied in [22]. The effect has turned out also to be important for understanding stability of the Couette
flow in the Navier-Stokes equations at high Reynolds number [7, 8, 10]. A number of works also focus on
estimating the spectrum of the elliptic operator u · ∇ − ν∆, in particular, see [11, 48] and the references
therein. However, as the operator is non-normal, precise estimates on the spectrum do not necessarily yield
optimal L2 decay estimates of the semigroup in the singular limit ν → 0, indeed, one needs estimates on the
pseudo-spectrum; see Section 4 and [22, 46] for more discussion. Nonetheless, the scaling of the spectral
gap as a power of ν observed in [48] is consistent with Theorem 1.1 (up to the logarithms). In our work, we
estimate the pseudo-spectrum using a hypocoercivity method related to the methods of [6,22] (see below for
more discussion). For the mixing of passive scalars by shear flows at high Peclet number (ν → 0), Theorem
1.1 provides the most precise, quantitative estimates to date for a general class of shears. We conjecture that
the rate (1.7) is sharp upon removal of the logarithmic losses (see Section 4).
In the case u(y) = y, the enhanced dissipation effect for (1.1) was first deduced by Kelvin [30], whereas
the hypoellipticity of (1.2) was first considered by Kolmogorov [31]. For more general flows u, it is easy to
check that equation (1.2) satisfies Ho¨rmander’s bracket condition, provided the conditions of Theorem 1.1
on u are satisfied (that is, finitely many critical points and all vanish only to finite order), and hence (1.2)
falls under Ho¨rmander’s general theory of hypoelliptic operators [27, 28]. We provide more quantitative
Gevrey hypoellipticity as well as the long-time enhanced dissipation estimate, indeed, our work suggests
that the two concepts are intimately connected and are here deduced simultaneously.
The proof of Theorem 1.1 relies on ideas connected with the hypocoercivity of the linear drift-diffusion
operator appearing in (1.1)-(1.2). Hypocoercivity originated in kinetic theory to study the long-time behav-
ior of collisional models, see e.g. [17,18,25,26] and the references therein or the text [47] for an overview of
the basic ideas and a general study of hypocoercivity applied to linear operators in Ho¨rmander form. These
techniques are centered around finding an augmented energy function which is essentially a weighted sum
of commutators of the symmetric and skew-symmetric terms in the linear operator. The operator u∂x − ν∆
constitutes a very particular case of the general concepts [47], however, it requires significant additional care
to study the singular limits ν → 0 and |k| → ∞ which allow to identify enhanced dissipation and hypoel-
lipticity. The work [22] studies the spectral and pseudo-spectral properties (see [46] or Section 4) of the
harmonic oscillator with an additional large, complex potential. Therein the authors demonstrated the po-
tential usefulness of hypocoercivity in studying such limits as well as introducing the idea of using weighted
norms adapted to features in the skew-symmetric operator. The authors of [6] expanded on some of the ideas
from [22] to study enhanced dissipation near the particular, time-varying shear flow u(t, y) = e−νt sinπy
(and so they do not obtain a semigroup decay estimate as in Theorem 1.1). Therein, the authors introduced
the idea of making the weighted sums in the augmented energy functional k-dependent, effectively using
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Fourier multipliers instead of constants as weights, although a careful study of the limit k →∞ and Gevrey
regularization is not explicit. Some similar ideas also appeared in [5], however, there the authors restricted
attention to the much simpler cases of u(y) = y or u(y) = y2.
In our work, we use an augmented energy functional with coefficients that are pseudo-differential opera-
tors, though of the simple form of y-dependent Fourier multipliers in x (see Section 3.1). This is essential to
deal carefully with the critical points of the shear flow or the presence of boundaries in Theorem 1.3 below.
Notice that after taking a Fourier transform in the x-direction, the problem decouples in frequency and the
decay estimate (1.5) is k-by-k. This does not only make the estimate more precise – it seems to be unavoid-
able. With some extra precision, we are able to treat the degenerate drift-diffusion operator u∂x − ν∂yy as a
by-product of our analysis and obtain the hypoellipticity discussed in Remark 1.2. The connection between
hypocoercivity and hypoellipticity is the origin of the name of the former [47], however, Theorem 1.1 and
the proof emphasize that in certain singular limits, they are mathematically equivalent and together give rise
to the enhanced dissipation phenomenon.
Our work also applies to the case of the bounded channel T × [0, 1] with no-flux boundary conditions
(1.3) imposed. In particular, we deduce the following theorem.
THEOREM 1.3 (Channel case). There exist positive constants ε ≪ 1, C ≥ 1 and κ0 ≪ 1 (depending
only on u) such that the following holds: for every ν > 0 and every integer k 6= 0 such that
ν|k|−1 ≤ κ0,
there hold the L2 decay estimates
‖Sν(t)Pk‖L2→L2 ≤ Ce−ελν,kt,
and
‖Rν(t)Pk‖L2→L2 ≤ Ce−ελν,kt,
where Pk denotes the projection to the k-th Fourier mode in x and
λν,k =
ν
nc+1
nc+3 |k| 2nc+3
(1 + log |k|+ log ν−1)2 ,
where nc = max{n0, 1}.
In the case of strictly monotone shear flows, it is understood that n0 = 0 in the statement above.
Compared to the decay rate devised in Theorem 1.1, the presence of the boundary introduces an additional
effect that is comparable to the presence of a critical point of vanishing order 1, at least from the scaling in
ν and k of the rate. We are currently unsure if this is optimal, however, a heuristic reason for why it might
be is as follows: the no-flux boundary conditions on f allow to study the problem via even reflection around
y = 1, effectively introducing a fictitious critical point at y = 1 and hence degrading the decay rate (and
similarly to study y = 0). We also remark that no-flux boundaries can cause issues when studying inviscid
damping in the linearized Euler equations [49].
REMARK 1.4 (Extensions to other spatial settings). Theorem 1.1 can be easily extended to a few addi-
tional settings:
⋄ T × [0,∞) or T × R: Assuming that there is some c > 0 such that |u′(y)| ≥ c outside of a compact set,
the analysis we employ applies also to geometries which are unbounded in y via some modifications of the
proof (at least in the elliptic case).
⋄ R×D: More non-trivially, the proof of Theorem 1.1 does not use any specific condition on k or ν besides
ν |k|−1 ≤ κ0, and hence immediately applies to tori of general side-length L, TL ×D, and also to R ×D,
for those frequencies which satisfy ν ≤ κ0 |k|, holding pointwise in k.
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1.1. Small noise inviscid limits and anomalous scalings. An interesting application of our semigroup
estimate is related to small noise inviscid limits of stochastically forced passive scalars, in the context of
invariant measures. Consider equation (1.1), posed in the two-dimensional torus and stochastically forced,
namely
df + (u∂xf − ν∆f) dt = νa/2ΨdWt, (1.9)
where a > 0 is a fixed parameter and
ΨdWt =
∑
(k,j)∈Z2
ψk,jek,jdW
k,j
t , ψk,j = ψ−k,−j, W
k,j
t = W
−k,−j
t ,
denotes white-in-time, colored-in-space noise defined through the standard Fourier basis
ek,j =
1
4π2
e−ikx−ijy
and one-dimensional independent Brownian motions {W k,jt }(k,j)∈Z2 . It is a classical result [16] that under
the assumption
‖Ψ‖2 =
∑
(k,j)∈Z2
|ψk,j|2 <∞,
the Markov semigroup generated by (1.9) has a unique invariant Gaussian measure µν = N (0, Qν) on L2,
with covariance operator given by
Qν = ν
a
∫ ∞
0
Sν(t)ΨΨ
∗Sν(t)
∗dt. (1.10)
As ν → 0, we obtain the following behavior for the sequence {µν}ν∈(0,1].
THEOREM 1.5. Within the assumption of Theorem 1.1, suppose that ψ0,j = 0 for all j ∈ Z, and let the
parameter a satisfy
a ∈
(
n0 + 1
n0 + 3
, 1
]
. (1.11)
Then, as ν → 0, we have that µν → δ0, a Dirac mass centered at 0, in the sense of measures.
REMARK 1.6. In fact, the convergence we deduce is slightly more precise: we show that the covariance
(1.10) vanishes in the strong operator topology.
In the case a = 1 (the so-called Freidlin scaling [20, 21]), this type of inviscid limit has been recently
analyzed in [9], without the requirement that ψ0,j = 0 for all j ∈ Z. More generally, the idea of balanc-
ing noise and diffusivity has been considered extensively in the context of two-dimensional Navier-Stokes
equations and other nonlinear settings [24,32–35,41]. In all these works, the requirement a = 1 is dictated
by the following reason: a simple application of Itoˆ’s formula implies the energy balance
E‖f ν(t)‖2L2 + 2νE
∫ t
0
‖f ν(s)‖2H1ds = E‖f ν(0)‖2L2 + νa‖Ψ‖2t, ∀t ≥ 0.
In particular, any statistically stationary (with respect to the invariant measure µν) solution f
ν
S satisfies
E‖f νS(t)‖2H1 =
νa−1
2
‖Ψ‖2, ∀t ≥ 0. (1.12)
Therefore, if a = 1 we have a uniform H1-bound that translates into the compactness of {µν}ν∈(0,1], and
hence existence of subsequential limit points. Such limiting measures, sometimes referred to as Kuksin
measures (due to [35]), can be proved to be invariant for the inviscid equation
∂tf + u∂xf = 0. (1.13)
It is therefore evident that when a < 1, the above procedure cannot be applied since statistically stationary
solutions blow up in H1 by (1.12). In fact, in the context of the two-dimensional Navier-Stokes equation,
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when a < 1 it can be proved that {µν}ν∈(0,1] has no accumulation points in the sense of weak convergence
on L2 (c.f. [34, Theorem 5.2.17]). In the situation described by Theorem 1.5, the picture is therefore
strikingly different and we cannot rely on soft compactness arguments. Rather, we make use of the explicit
covariance formula (1.10), available in the linear setting, together with the explicit semigroup decay estimate
(1.5), which allows the relaxation of the constraint on a as stated in (1.11). Note, Theorem 1.5 also proves
the existence of a unique Kuksin measure, which is not known in most linear or nonlinear settings.
1.2. Outline of the article. Section 2 is dedicated to the construction of a suitable energy functional Φ
with exponential decay rate analogous to (1.7). We also prove a localized spectral gap inequality that allows
to treat each individual critical point in a sharp way. In Section 3 we estimate various error terms appearing
in the differential inequality for Φ and prove that in fact Φ decay exponentially to zero, while in Section 4
we show how this translates into the L2-decay estimate (1.5) for Sν(t). The proof of Theorem 1.3 is carried
out in Section 5, where we adapt the machinery to the case of the channel. Section 6 is devoted to the proof
of the small noise inviscid limit result stated in Theorem 1.5. We conclude the article with Appendix A, in
which we prove a decay estimate on the inviscid problem (1.13).
2. Augmented energy functional
In what follows, we will be working with the the solution operator Sν(t) of (1.1), and will highlight
the differences with the other equations when needed. As discussed in the introduction, the statements of
Theorems 1.1-1.3 provide estimates which involve the non-zero frequencies in the x-direction. In physical
variables, it is therefore natural to assume∫
T
fin(x, y)dx = 0, ∀y ∈ T,
a property that is preserved by the equation, so that∫
T
f(t, x, y)dx = 0, ∀y ∈ T, t > 0. (2.1)
Equivalently, we expand the solution to (1.1) as
f(t, x, y) =
∑
k 6=0
f̂k(t, y)e
ikx,
where the frequency k = 0 is neglected since (2.1) immediately translates into
f̂0(t, y) = 0, ∀y ∈ T, t > 0.
By taking a Fourier transform in x, equation (1.1) becomes
∂tf̂k + ikuf̂k = ν
[− |k|2 + ∂yy]f̂k, f̂k(0, y) = f̂ink(y). (2.2)
Notice that both equations decouple in k, so that we can consider each frequency separately. For this
reason, throughout the remaining of the article, we will suppress every dependence on k 6= 0 to avoid
further complications in the notation. We will denote by L2 the one-dimensional Lebesgue space of square
integrable y-dependent functions on T, endowed with the scalar product
〈ϕ,ψ〉 =
∫
T
ϕ(y)ψ(y)dy
and norm
‖ϕ‖ =
[∫
T
|ϕ(y)|2dy
]1/2
.
As for other normed spaces, their norms will be explicitly indicated as ‖ · ‖X . The main step in the proof of
Theorem 1.1 is the following theorem.
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THEOREM 2.1. There exists a positive constant κ0 ≪ 1 such that the following holds: for each integer
k 6= 0 and ν > 0 with ν|k|−1 ≤ κ0, there exist a positive functional Φ(t) so that:
(1) Φ is comparable to the H1-norm, namely
ν2/3
|k|2/3 ‖∂y f̂‖
2 + ‖u′f̂‖2 . Φ− ‖f̂‖2 . ‖∂y f̂‖2 + |k|
2n0
n0+3
ν
2n0
n0+3
‖u′f̂‖2. (2.3)
(2) Φ satisfies the decay estimate
Φ(t) ≤ Φ(0)e−ε˜λ˜ν,kt, ∀t ≥ 0, (2.4)
where
λ˜ν,k = ν
n0+1
n0+3 |k| 2n0+3 , (2.5)
and ε˜ > 0 is a constant independent of ν and k.
Roughly speaking, the basic idea of hypocoercivity is to find an equivalent norm (as expressed in e.g.
(2.3)) for which the linear operator is coercive (as expressed in (2.4)); see [47] for more discussion. However,
the situation here is more subtle than in [47] due to the interest in the singular limit ν |k|−1 → 0, which
requires more sophisticated techniques and a more precise Φ, as was observed already in [6,22]; the proof
of Theorem 1.1 will require even more precision.
2.1. The energy functional. Let α, β, γ be y-dependent positive smooth functions defined for y ∈ T,
whose precise form will be specified below (see Section 3.1). For each integer k 6= 0, we define the energy-
like functional
Φ(t) = ‖f̂(t)‖2 + ‖√α∂y f̂(t)‖2 + 2kRe〈iβu′f̂(t), ∂y f̂(t)〉+ |k|2‖√γu′f̂(t)‖2. (2.6)
In this section and the next one, we aim to prove that Φ has the properties stated in Theorem 2.1. The proof
relies on a number of intermediate lemmas and will be carried out below. As a preliminary step, we impose
the pointwise constraint
β(y)2
α(y)
≤ 1
8
γ(y), ∀y ∈ T. (2.7)
In this way, the cross-term involving β in (2.6) can be estimated as
2kRe〈iβu′f̂ , ∂y f̂〉 ≤ 2|k|
∥∥∥∥ β√αu′f̂
∥∥∥∥ ‖√α∂y f̂‖
≤ 1
2
‖√α∂y f̂‖2 + 4|k|2
∥∥∥∥ β√αu′f̂
∥∥∥∥2
≤ 1
2
‖√α∂y f̂‖2 + 1
2
|k|2‖√γu′f̂‖2.
Consequently,
‖f̂‖2 + 1
2
‖√α∂y f̂‖2 + 1
2
|k|2‖√γu′f̂‖2 ≤ Φ ≤ ‖f̂‖2 + 3
2
‖√α∂y f̂‖2 + 3
2
|k|2‖√γu′f̂‖2.
The claim in Theorem 2.1 relies on the derivation of a suitable differential inequality for Φ.
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LEMMA 2.2. Let Φ be defined as in (2.6). Then
d
dt
Φ =− 2ν|k|2‖f̂‖2 − 2ν‖∂y f̂‖2
− 2ν|k|2‖√α∂y f̂‖2 − 2ν‖
√
α∂yy f̂‖2 − 2kRe〈iαu′f̂ , ∂y f̂〉 − 2νRe〈α′∂y f̂ , ∂yy f̂〉
− 2|k|2‖
√
βu′f̂‖2 − 4νk3Re〈iβu′f̂ , ∂y f̂〉+ 4νkRe〈iβu′∂yy f̂ , ∂y f̂〉
+ 2νkRe〈iβu′′′f̂ , ∂y f̂〉+ 4νkRe〈iβ′u′′f̂ , ∂y f̂〉+ 2νkRe〈iβ′′u′f̂ , ∂y f̂〉
− 2ν|k|4‖√γu′f‖2 − 2ν|k|2‖√γu′∂y f̂‖2 − 4ν|k|2Re〈γu′u′′f̂ , ∂y f̂〉
− 2ν|k|2Re〈γ′u′f̂ , u′∂yf̂〉.
(2.8)
PROOF. The proof essentially relies on (2.2), several integration by parts and the antisymmetric proper-
ties of the transport term. We give a few details, as it will be useful to highlight where boundaries will play
a role. Trivially,
d
dt
‖f̂‖2 = 2Re〈∂tf̂ , f̂〉 = −2ν|k|2‖f̂‖2 − 2ν‖∂y f̂‖2, (2.9)
and
d
dt
‖√α∂y f̂‖2 = 2Re〈α∂y f̂ , ∂ytf̂〉
= −2kRe〈iαu′f̂ , ∂y f̂〉 − 2ν|k|2‖
√
α∂y f̂‖2 + 2νRe〈α∂yyy f̂ , ∂y f̂〉
= −2kRe〈iαu′f̂ , ∂y f̂〉 − 2ν|k|2‖
√
α∂y f̂‖2 − 2ν‖
√
α∂yy f̂‖2 − 2νRe〈α′∂y f̂ , ∂yy f̂〉.(2 10)
The term containing β is slightly more complicated. Firstly notice that
d
dt
〈iβu′f̂ , ∂y f̂〉 = 〈iβu′∂tf̂ , ∂y f̂〉+ 〈iβu′f̂ , ∂ytf̂〉
= −2ν|k|2〈iβu′f̂ , ∂y f̂〉 − k‖
√
βu′f̂‖2 + ν〈iβu′∂yy f̂ , ∂y f̂〉+ ν〈iβu′f̂ , ∂yyy f̂〉.
We integrate by parts in the last term to deduce
〈iβu′f̂ , ∂yyy f̂〉 = −〈iβ′u′f̂ , ∂yy f̂〉 − 〈iβu′′f̂ , ∂yy f̂〉 − 〈iβu′∂y f̂ , ∂yy f̂〉, (2.11)
and therefore
d
dt
〈iβu′f̂ , ∂y f̂〉 =− 2ν|k|2〈iβu′f̂ , ∂y f̂〉 − k‖
√
βu′f̂‖2 + νRe〈iβu′∂yy f̂ , ∂y f̂〉
− ν〈iβ′u′f̂ , ∂yy f̂〉 − ν〈iβu′′f̂ , ∂yy f̂〉 − ν〈iβu′∂yf̂ , ∂yy f̂〉.
We will have to take the real part of the above expression. By integration by parts and anti-symmetry, we
can compute
−Re〈iβ′u′f̂ , ∂yy f̂〉 − Re〈iβu′′f̂ , ∂yy f̂〉 = Re〈iβ′′u′f̂ , ∂y f̂〉+ 2Re〈iβ′u′′f̂ , ∂y f̂〉+Re〈iβu′′′f̂ , ∂y f̂〉,
to finally obtain
d
dt
[
2kRe〈iβu′f̂ , ∂y f̂〉
]
=− 2|k|2‖
√
βu′f̂‖2 − 4νk3Re〈iβu′f̂ , ∂y f̂〉+ 4νkRe〈iβu′∂yy f̂ , ∂y f̂〉
+ 2νkRe〈iβu′′′f̂ , ∂y f̂〉+ 4νkRe〈iβ′u′′f̂ , ∂y f̂〉+ 2νkRe〈iβ′′u′f̂ , ∂y f̂〉.
(2.12)
As for the last term containing γ we have
d
dt
‖√γu′f̂‖2 = 2Re〈γ(u′)2f̂ , ∂tf̂〉 = −2ν|k|2‖√γu′f‖2 + 2νRe〈γ(u′)2f̂ , ∂yy f̂〉
= −2ν|k|2‖√γu′f‖2 − 2ν‖√γu′∂yf̂‖2 − 4νRe〈γu′u′′f̂ , ∂y f̂〉 − 2νRe〈γ′u′f̂ , u′∂y f̂〉,
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so that
d
dt
|k|2‖√γu′f̂‖2 =− 2ν|k|4‖√γu′f‖2 − 2ν|k|2‖√γu′∂yf̂‖2
− 4ν|k|2Re〈γu′u′′f̂ , ∂y f̂〉 − 2ν|k|2Re〈γ′u′f̂ , u′∂y f̂〉.
(2.13)
Adding each term above, we reach the desired conclusion. 
Before we proceed, we highlight the differences with the hypoelliptic and the channel cases.
REMARK 2.3 (The hypoelliptic case). In the case when f satisfies equation (1.2), without diffusion in
x, its x-Fourier transform, still denoted by f̂ , satisfies
∂tf̂ + ikuf̂ = ν∂yyf̂ , f̂(0, y) = f̂in(y).
As a consequence, a few terms are not present in the equation for the time derivative of Φ. Specifically, the
terms with coefficient |k|2 disappear in (2.9)-(2.10), the term with k3 in (2.12), and the term with |k|4 in
(2.13). It is important to notice, that none of these negative terms are used in the analysis below (see the
statements of the lemmas in Section 3). The only instance in which the negative term
−2ν|k|4‖√γu′f‖2
is used is in (2.15) to control
4νk3Re〈iβu′f̂ , ∂y f̂〉,
which disappears in the hypoelliptic case. In this case, the derivative of Φ satisfies the equation
d
dt
Φ =− 2ν‖∂y f̂‖2
− 2ν‖√α∂yy f̂‖2 − 2kRe〈iαu′f̂ , ∂y f̂〉 − 2νRe〈α′∂y f̂ , ∂yy f̂〉
− 2|k|2‖
√
βu′f̂‖2 + 4νkRe〈iβu′∂yy f̂ , ∂y f̂〉
+ 2νkRe〈iβu′′′f̂ , ∂y f̂〉+ 4νkRe〈iβ′u′′f̂ , ∂y f̂〉+ 2νkRe〈iβ′′u′f̂ , ∂y f̂〉
− 2ν|k|2‖√γu′∂y f̂‖2 − 4ν|k|2Re〈γu′u′′f̂ , ∂y f̂〉
− 2ν|k|2Re〈γ′u′f̂ , u′∂yf̂〉.
REMARK 2.4 (The channel case). On the channel T× [0, 1] with the no-flux boundary conditions (1.3),
it is not hard to check that the only boundary terms arises in (2.11) in the form
〈iβu′f̂ , ∂yyy f̂〉 = −〈iβ′u′f̂ , ∂yy f̂〉 − 〈iβu′′f̂ , ∂yy f̂〉 − 〈iβu′∂y f̂ , ∂yy f̂〉+
[
iβu′f̂∂yy f̂
] ∣∣∣1
y=0
,
producing therefore an additional term in the time derivative of Φ:
d
dt
Φ =− 2ν|k|2‖f̂‖2 − 2ν‖∂y f̂‖2
− 2ν|k|2‖√α∂y f̂‖2 − 2ν‖
√
α∂yy f̂‖2 − 2kRe〈iαu′f̂ , ∂y f̂〉 − 2νRe〈α′∂yf̂ , ∂yy f̂〉
− 2|k|2‖
√
βu′f̂‖2 − 4νk3Re〈iβu′f̂ , ∂y f̂〉+ 4νkRe〈iβu′∂yy f̂ , ∂y f̂〉+ 2νk
[
iβu′f̂∂yy f̂
] ∣∣∣1
y=0
+ 2νkRe〈iβu′′′f̂ , ∂y f̂〉+ 4νkRe〈iβ′u′′f̂ , ∂y f̂〉+ 2νkRe〈iβ′′u′f̂ , ∂y f̂〉
− 2ν|k|4‖√γu′f‖2 − 2ν|k|2‖√γu′∂yf̂‖2 − 4ν|k|2Re〈γu′u′′f̂ , ∂y f̂〉
− 2ν|k|2Re〈γ′u′f̂ , u′∂y f̂〉.
(2.14)
We will explain how to treat with this term in Section 5.
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We now perform soft estimates on the right-hand-side of equation (2.8) for the terms that do not have a
definite sign (with the exception of the term containing α, which will be treated in a different way in Lemma
3.8), leaving the more difficult and technical ones to Section 3. We will make use of the ε-Young inequality
several times without explicit mention. In what follows, C0 ≥ 1 is an absolute constant independent of ν
and k. Firstly, we have
−2νRe〈α′∂yf̂ , ∂yy f̂〉 ≤ 2ν
∥∥∥∥ α′√α∂yf̂
∥∥∥∥ ‖√α∂yy f̂‖ ≤ ν2‖√α∂yy f̂‖2 + C0ν
∥∥∥∥ α′√α∂y f̂
∥∥∥∥2 .
Concerning the first two β terms, we have
−4νk3Re〈iβu′f̂ , ∂y f̂〉 ≤ 4ν|k|3
∥∥∥∥ β√αu′f̂
∥∥∥∥ ‖√α∂y f̂‖ ≤ ν|k|2‖√α∂yf̂‖2 + C0ν|k|4 ∥∥∥∥ β√αu′f̂
∥∥∥∥2 (2.15)
and
4νkRe〈iβu′∂yy f̂ , ∂y f̂〉 ≤ 4ν|k|‖
√
α∂yy f̂‖
∥∥∥∥ β√αu′∂y f̂
∥∥∥∥ ≤ ν2‖√α∂yy f̂‖2 + C0ν|k|2
∥∥∥∥ β√αu′∂y f̂
∥∥∥∥2 .
Thus, by further restricting (2.7) to
β(y)2
α(y)
≤ 1
2C0
γ(y), ∀y ∈ T, (2.16)
we deduce from (2.7) that
−4νk3Re〈iβu′f̂ , ∂y f̂〉+ 4νkRe〈iβu′∂yy f̂ , ∂y f̂〉 ≤ ν|k|2‖
√
α∂y f̂‖2 + ν|k|4‖√γu′f̂‖2
+
ν
2
‖√α∂yy f̂‖2 + ν
2
|k|2‖√γu′∂y f̂‖2.
The other three β-terms can be estimated similarly as
2νkRe〈iβu′′′f̂ , ∂y f̂〉 ≤ 2ν|k|‖βu′′′f̂‖‖∂y f̂‖ ≤ ν
3
‖∂y f̂‖2 + C0ν|k|2‖βu′′′f̂‖2,
4νkRe〈iβ′u′′f̂ , ∂y f̂〉 ≤ 4ν|k|‖β′u′′f̂‖‖∂y f̂‖ ≤ ν
3
‖∂y f̂‖2 + C0ν|k|2‖β′u′′f̂‖2,
2νkRe〈iβ′′u′f̂ , ∂y f̂〉 ≤ 2ν|k|‖β′′u′f̂‖‖∂y f̂‖ ≤ ν
3
‖∂y f̂‖2 + C0ν|k|2‖β′′u′f̂‖2.
Concerning the γ-terms, we have
−4ν|k|2Re〈γu′u′′f̂ , ∂y f̂〉 ≤ 4ν|k|2‖√γu′′f̂‖‖√γu′∂y f̂‖
≤ ν
4
|k|2‖√γu′∂y f̂‖2 + C0ν|k|2‖√γu′′f̂‖2,
and
−4ν|k|2Re〈γ′u′f̂ , u′∂y f̂〉 ≤ 4ν|k|2
∥∥∥∥ γ′√γ u′f̂
∥∥∥∥ ‖√γu′∂y f̂‖
≤ ν
4
|k|2‖√γu′∂y f̂‖2 + C0ν|k|2
∥∥∥∥ γ′√γ u′f̂
∥∥∥∥2 .
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We now collect all of the above estimates to obtain
d
dt
Φ ≤− ν‖∂y f̂‖2 − 2kRe〈iαu′f̂ , ∂y f̂〉 − 2|k|2‖
√
βu′f̂‖2
− 2ν|k|2‖f̂‖2 − ν|k|2‖√α∂y f̂‖2 − ν‖
√
α∂yy f̂‖2 − ν|k|4‖√γu′f‖2 − ν|k|2‖√γu′∂y f̂‖2
+ C0
[
ν
∥∥∥∥ α′√α∂yf̂
∥∥∥∥2 + ν|k|2‖βu′′′f̂‖2 + ν|k|2‖β′u′′f̂‖2 + ν|k|2‖β′′u′f̂‖2
+ ν|k|2‖√γu′′f̂‖2 + ν|k|2
∥∥∥∥ γ′√γ u′f̂
∥∥∥∥2
]
. (2.17)
The purpose of the next sections is to provide suitable estimates for the positive terms in the right-hand-side
above. This will require the specification of the precise form of the functions α, β, γ, depending on the
shape of the background flow u and its critical points.
2.2. Partition of unity. The dependence of α, β, γ with respect to y is rather complicated and has to
be specific for each critical point y¯i, for i = {1, . . . , N}. Set
δ = min
i 6=j
|y¯i − y¯j|
8
,
and define, for z ∈ R, the real functions
θ(z) =
{
e−1/z , z > 0,
0, z ≤ 0, ψ(z) =
θ(z)
θ(z) + θ(1− z) , φ(z) = ψ(z + 2)ψ(2 − z).
It is not hard to check that 0 ≤ φ ≤ 1, and that φ(z) = 1 for |z| ≤ 1 and φ(z) = 0 for |z| ≥ 2. For each
i = {1, . . . , N}, define
φ˜i(y) = φ
(
y − y¯i
δ
)
, (2.18)
where, abusing notation, φ indicates a proper restriction of the original function to T. We define
φ˜0(y) = 1−
N∑
i=1
φ˜i(y),
It is clear by construction that
{
φ˜i
}N
i=0
form a partition of unity. We summarize the properties in the
following lemma, state without proof.
LEMMA 2.5. The collection of smooth functions {φ˜i}Ni=0 satisfies the following properties:
(1) spt(φ˜i) ⊂ [y¯i − 2δ, y¯i + 2δ] for every i ∈ {1, . . . , N};
(2) spt(φ˜i) ∩ spt(φ˜j) = ∅ for each i 6= j 6= 0;
(3) φ˜i(y) = 1 for every y ∈ [y¯i − δ, y¯i + δ] and every i ∈ {1, . . . , N};
(4)
N∑
i=0
φ˜i(y) = 1, for every y ∈ T.
It will also be convenient to group together the critical points that have the same order: to this end, for
each j ∈ {1, . . . , n0}, let
φj(y) =
∑
i∈Ej
φ˜i(y), (2.19)
where Ej denotes the set of all indices i such that
u(ℓ)(y¯i) = 0, ∀ℓ = 1, . . . , j, u(j+1)(y¯i) 6= 0.
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When j = 0, simply put φ0 = φ˜0. The properties of {φ˜i}Ni=0 transfer naturally to similar ones for {φj}n0j=0.
LEMMA 2.6. The collection of smooth functions {φj}n0j=0 satisfies the following properties:
(1) spt(φj) ⊂
⋃
[y¯i − 2δ, y¯i + 2δ] for every j ∈ {1, . . . , n0}, where the (disjoint) union is take over
all critical points with the same order of vanishing of u′;
(2) spt(φi) ∩ spt(φj) = ∅ for each i 6= j 6= 0;
(3) φj(y) = 1 for every y ∈
⋃
[y¯i − δ, y¯i + δ] and every j ∈ {1, . . . , n0}, where the (disjoint) union
is take over all critical points with the same order of vanishing of u′;
(4)
n0∑
j=0
φj(y) = 1;
(5) for every ς ∈ (0, 1), there exists a constant Cς > 0 such that
|φ′j(y)| ≤ Cς |φj(y)|1−ς , ∀y ∈ T, (2.20)
for every j = 0, . . . , n0.
The last property (2.20) is not hard to verify. It certainly holds for θ(z), whenever z ∈ (0, 1), and for ψ
as well, since
ψ′(z) =
[
1
z2
+
1
(1− z)2
]
ψ(z)ψ(1 − z) = ψ′(1− z), z ∈ (0, 1),
and ψ(z) ∼ θ(z) for z near the origin. Since φ is essentially defined piecewise in terms of ψ, the estimate
(2.20) transfers to φ as well, and, in turn, to each φj .
2.3. Spectral gap estimates. One of the main lemmas required to prove our results is a sharp, localized
spectral gap-type inequality, adapted to the partition of unity defined above. The fact that it is localized is
crucial for controlling the error terms in (2.17).
PROPOSITION 2.7. Let u satisfy the hypotheses of Theorem 1.1 and let φj be as defined above in (2.19).
The following estimate holds for all σ > 0 and f : T→ C (denoting fj = f
√
φj),
σ
j
j+1 ‖fj‖2 . σ ‖∂yfj‖2 +
∥∥u′fj∥∥2 . (2.21)
PROOF OF PROPOSITION 2.7. The proof is a variant of arguments in e.g. [22]. First, by the definition
of φ0 it is clear there holds
σ ‖∂yf0‖2 +
∥∥u′f0∥∥2 & ‖f0‖2 ,
as u′ is bounded below by a strictly positive number on the support of φ0. This completes the case j = 0.
Next, for each j ≥ 1 write φj =
∑
i φ˜i as in (2.19). As the φ˜i form a partition of unity and the supports
of the φ˜i are disjoint (for j ≥ 1), it follows that (denoting f˜i = f
√
φ˜i)
σ ‖∂yfj‖2 +
∥∥u′fj∥∥2 =∑
i
σ
∥∥∥∂yf˜i∥∥∥2 + ∥∥∥u′f˜i∥∥∥2 , (2.22)
where we used that each f˜i are disjoint, since j ≥ 1. Hence, it will suffice to prove the inequality i-by-i.
Suppose that y¯i is the unique critical point in the support of φ˜i. Then there is a constant ci such that(
u′(y)
)2 ≥ c2i (y − y¯i)2j ,
on the support of φ˜i. We first claim that there exists a bij > 0 such that
‖∂zg‖2 + c2i
∥∥zjg∥∥2 ≥ bij ‖g‖2 . (2.23)
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To see this, notice that the operator −∂zz + c2i z2j is unbounded on L2(R) and has a compact inverse. By
standard spectral theory [42], (2.23) then follows from the spectral gap. Now, make the re-scaling
(y − y¯i) = λ−1z
g(z) = f˜i(λ
−1z + y¯i).
Then,
λ−2
∥∥∥∂y f˜i∥∥∥2 + λ2j ∥∥∥ci(y − y¯i)j f˜i∥∥∥2 ≥ bij ∥∥∥f˜i∥∥∥2
λ2j
(
λ−2−2j
∥∥∥∂yf˜i∥∥∥2 + ∥∥∥ci(y − y¯i)j f˜i∥∥∥2) ≥ bij ∥∥∥f˜i∥∥∥2 .
Making the choice
λ−2−2j = σ,
implies the desired estimate:
σ‖∂y f˜i‖2 + ‖ci(y − y¯i)j f˜i‖2 ≥ bijσ
j
j+1 ‖f˜i‖2.
From (2.22), the desired estimate now follows. 
REMARK 2.8 (Global spectral gap). From Proposition 2.7, it is not hard to see that a global version of
the spectral-gap inequality holds. Precisely, let u satisfy the hypotheses of Theorem 1.1. Then, the following
estimate holds for all σ sufficiently small and f : T→ C,
σ
n0
n0+1 ‖f‖2 . σ ‖∂yf‖2 +
∥∥u′f∥∥2 .
Indeed, as {φj}j defines a partition of unity, for some C (depending only on u through the definition of φj
above), there holds
σ ‖∂yf‖2 +
∥∥u′f∥∥2 =∑
j
σ ‖∂yfj‖2 +
∥∥u′fj∥∥2 − σ ‖∂yφjf‖2 − 2σ〈∂yφjf, ∂yfj〉
≥
∑
j
(
1
2
σ ‖∂yfj‖2 +
∥∥u′fj∥∥2)− Cσ ‖f‖2 .
Therefore, by Proposition 2.7, there is another constant c such that
σ ‖∂yf‖2 +
∥∥u′f∥∥2 ≥∑
j
cσ
j
j+1 ‖fj‖2 − Cσ ‖f‖2
≥ cσ
n0
n0+1 ‖f‖2 − Cσ ‖f‖2 .
The claim then follows for σ sufficiently small.
3. Estimates on the error terms
We collect in this section all the estimates needed to properly control the right-hand-side of (2.17).
To achieve this, we give a precise expression of the functions α, β, γ below, which will have to take into
account the different nature of the various critical points of u. The error terms in (2.17) will be divided
in two categories. In Section 3.2 we analyze the two main error terms (those not containing derivatives
of α, β, γ), which require a sharp use of the spectral gap-type inequalities of Proposition 2.7. Section 3.3
contains the purely technical estimates, mainly of the terms containing α′, β′ and γ′. On the support of these
function, |u′| is bounded below away from zero, and the analysis is somewhat simplified.
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3.1. Choice of α, β, γ. For the functions α, β, γ we use the partition of unity of Section 2.2 and define
α(y) =
n0∑
j=0
εα,jαjφj(y), β(y) =
n0∑
j=0
εβ,jβjφj(y), γ(y) =
n0∑
j=0
εγ,jγjφj(y),
where
αj =
ν
2
j+3
|k| 2j+3
, βj =
ν
1−j
j+3
|k| 4j+3
, γj =
ν−
2j
j+3
|k| 6j+3
, (3.1)
and εα,j , εβ,j , εγ,j > 0 are small parameters, independent of ν and k, which will be chosen in Section 3.4 in
order to satisfy the constraints given by (2.7)-(2.16) and the other ones derived below. We only preliminary
note here that
β2j = αjγj , ∀j ∈ {0, . . . , n0}, (3.2)
in close analogy with what is prescribed by (2.7). In particular, we will first choose εα,j , εβ,j , εγ,j > 0 small
relative to constants depending only on u and then choose the parameter κ0 in the restriction ν |k|−1 ≤ κ0
in the statement of Theorem 1.1. Notice that
αj
αi
=
(
ν
|k|
) 2(i−j)
(i+3)(j+3)
,
βj
βi
=
(
ν
|k|
) 4(i−j)
(i+3)(j+3)
,
γj
γi
=
(
ν
|k|
) 6(i−j)
(i+3)(j+3)
, (3.3)
which implies that for ν |k|−1 small, αj+1 ≫ αj , γj+1 ≫ γj , and βj+1 ≫ βj for all j. The following result
will be used several times below.
LEMMA 3.1. There exists κ0 ∈ (0, 1) such that if ν|k|−1 ≤ κ0 we have (denoting f̂j = f̂
√
φj),
|k| 2j+1β
1
j+1
j ε
1
j+1
β,j ν
j
j+1‖f̂j‖2 . ν‖∂y f̂j‖2 + |k|2βjεβ,j‖u′f̂j‖2, ∀j = 0, . . . n0 (3.4)
and
n0∑
j=0
[
ν‖∂y f̂j‖2 + |k|2εβ,jβj‖u′f̂j‖2
]
. ν‖∂yf̂‖2 + |k|2‖
√
βu′f̂‖2 (3.5)
Notice that the reverse inequality of (3.5) follows trivially from the triangle inequality.
PROOF. Inequality (3.4) follows from (2.21) by appropriately choosing σ as
σ =
ν
|k|2βjεβ,j =
1
εβ,j
[
ν|k|−1] 2(j+1)j+3 .
We now turn to (3.5). Notice that as in Remark 2.8 we have
ν‖∂y f̂‖2 + |k|2‖
√
βu′f̂‖2 =
n0∑
j=0
[
ν‖∂y f̂j‖2 + |k|2εβ,jβj‖u′f̂j‖2 − ν‖∂y
√
φj f̂‖2 − 2ν〈∂y
√
φj f̂ , ∂y f̂j〉
]
≥
n0∑
j=0
[ν
2
‖∂y f̂j‖2 + |k|2εβ,jβj‖u′f̂j‖2
]
− Cν‖f̂‖2.
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By using (3.4),
ν‖∂yf̂‖2 + |k|2‖
√
βu′f̂‖2 ≥ 1
2
n0∑
j=0
[ν
2
‖∂y f̂j‖2 + |k|2εβ,jβj‖u′f̂j‖2
]
+ c
n0∑
j=0
[
ν
j+1
j+3 |k| 2j+3 ε2β,j‖f̂j‖2
]
− Cν‖f̂‖2
≥ 1
2
n0∑
j=0
[ν
2
‖∂y f̂j‖2 + |k|2εβ,jβj‖u′f̂j‖2
]
+
[
cν
n0+1
n0+3 |k| 2n0+3 − Cν
]
‖f̂‖2.
The result follows by choosing κ0 sufficiently small (as in Remark 2.8), since
(ν|k|−1) 2n0+3 ≪ 1 ⇒ cν
n0+1
n0+3 |k| 2n0+3 − Cν ≥ 0,
and the proof is over. 
3.2. Primary error terms. The hardest error terms to control are given by
ν|k|2‖βu′′′f̂‖2 and ν|k|2‖√γu′′f̂‖2.
Indeed, unlike their derivatives, β and γ are supported on the whole of T, so critical points of different order
have to be treated differently from each other. We start from the β term.
LEMMA 3.2. Assume that
εβ,j ≪ 1, ∀j ∈ {0, . . . , n0}. (3.6)
There exists 0 < κ0 ≪ 1 such that if ν|k|−1 ≤ κ0 there holds
ν|k|2‖βu′′′f̂‖2 ≤ 1
14C0
(
ν‖∂yf̂‖2 + |k|2‖
√
βu′f̂‖2
)
.
PROOF. First notice that (denoting fj = f
√
φj),
‖βu′′′f̂‖2 ≤ 2
∑
j
ε2β,jβ
2
j
∫
T
|u′′′|2|f̂j|2dy,
so it suffices to work j by j. We will make use of the spectral gap estimate (3.4) and distinguish between
two cases. If j ≤ 2, then we simply bound the above sum as
2∑
j=0
ε2β,jβ
2
j
∫
T
|u′′′|2|f̂j|2dy .
2∑
j=0
ε2β,jβ
2
j ‖f̂j‖2.
Now, on the support of φ0, |u′| ≥ c > 0 for some c and therefore
ν|k|2ε2β,0β20‖f̂0‖2 . ν|k|2ε2β,0β20‖u′f̂0‖2.
From (3.1) and the restriction ν|k|−1 ≤ κ0, we obtain
ν|k|2ε2β,0β20‖f̂0‖2 = εβ,0(ν|k|−1)4/3εβ,0β0|k|2‖u′f̂0‖2 . εβ,0
[
εβ,0β0|k|2‖u′f̂0‖2
]
.
For j = 1 we use the spectral gap (3.4) and (3.1) to infer that
ν|k|2ε2β,1β21‖f̂1‖2 . (ν|k|−1)1/2ε3/2β,1
[
ν‖∂y f̂1‖2 + εβ,1β1|k|2‖u′f̂1‖2
]
. ε
3/2
β,1
[
ν‖∂y f̂1‖2 + εβ,1β1|k|2‖u′f̂1‖2
]
,
while for j = 2 a similar argument shows that
ν|k|2ε2β,2β22‖f̂2‖2 . ε5/3β,2
[
ν‖∂y f̂2‖2 + εβ,2β2|k|2‖u′f̂2‖2
]
.
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Notice that the case j = 2 is sharp, in the sense that no factor involving positive powers of ν|k|−1 appear in
the right-hand-side above, so it is necessary to choose εβ,j small. For j ≥ 3 the picture is different. In this
case, on the support of φj , by Taylor’s theorem we have that
|u′′′(y)| . |u′(y)| j−2j ,
since u′ vanishes to order j and u′′′ to order j − 2 at the critical points. Therefore, again reasoning term by
term, we apply Ho¨lder’s inequality to obtain
ε2β,jβ
2
j
∫
T
|u′′′|2|f̂j |2dy . ε2β,jβ2j
∫
T
|u′|
2(j−2)
j |f̂j |2dy
. ε2β,jβ
2
j ‖u′f̂j‖
2(j−2)
j ‖f̂j‖
4
j
.
ε
j+3
j+1
β,j
ν
εβ,jβj‖u′f̂j‖2 + ν
j−2
2 ε
j+4
j+1
β,j β
j+2
2
j ‖f̂j‖2.
Thus,
ν|k|2ε2β,jβ2j
∫
T
|u′′′|2|f̂j |2dy . ε
j+3
j+1
β,j |k|2εβ,jβj‖u′f̂j‖2 + |k|2νj/2ε
j+4
j+1
β,j β
j+2
2
j ‖f̂j‖2.
Hence, from (3.1) and (3.4) we have
|k|2νj/2ε
j+4
j+1
β,j β
j+2
2
j ‖f̂j‖2 . ε
j+3
j+1
β,j
[
ν‖∂y f̂j‖2 + |k|2εβ,jβj‖u′f̂j‖2
]
,
and therefore we conclude that
ν|k|2ε2β,jβ2j
∫
T
|u′′′|2|f̂j|2dy . ε
j+3
j+1
β,j
[
ν‖∂y f̂j‖2 + |k|2εβ,jβj‖u′f̂j‖2
]
.
We now sum over j = 0, . . . , n0, use Lemma 3.1 and choose εβ,j small enough. 
The term involving γ is controlled by the same quantity, and therefore a constraint on the size of εγ,j in
terms of εβ,j needs to be imposed.
LEMMA 3.3. Assume that
εγ,j ≪ ε
j
j+1
β,j , ∀j ∈ {1, . . . , n0}. (3.7)
There exists 0 < κ0 ≪ 1 such that if ν|k|−1 ≤ κ0 there holds
ν|k|2‖√γu′′f̂‖2 ≤ 1
14C0
(
ν‖∂y f̂‖2 + |k|2‖
√
βu′f̂‖2
)
.
PROOF. We have (denoting as usual fj = f
√
φj),
ν|k|2‖√γu′′f̂‖2 = ν|k|2
n0∑
j=0
γjεγ,j‖u′′f̂j‖2.
For j = 0, from (3.1) we obtain the trivial estimate (using that |u′| ≥ c > 0 on the support),
ν|k|2γ0εγ,0‖u′′f̂0‖2 . ν|k|2γ0εγ,0‖f̂0‖2
. ν|k|2γ0εγ,0‖u′f̂0‖2
. (ν|k|−1)2/3 εγ,0
εβ,0
[
|k|2β0εβ,0‖u′f̂0‖2
]
.
In the case j = 1, (3.4) and (3.1) entail
ν|k|2γ1εγ,1‖u′′f̂1‖2 . ν|k|2γ1εγ,1‖f̂1‖2 . εγ,1
ε
1/2
β,1
[
ν‖∂y f̂1‖2 + |k|2β1εβ,1‖u′f̂1‖2
]
.
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For j ≥ 2, on the support of φj we have (similar to the proof of Lemma 3.2 above),
|u′′| . |u′| j−1j .
Consequently,
γjεγ,j‖u′′f̂j‖2 . γjεγ,j‖u′f̂j‖
2(j−1)
j ‖f̂j‖
2
j
.
1
ν
εγ,j
ε
j
j+1
β,j
βjεβ,j‖u′f̂j‖2 + εγ,j
ε
j−1
j+1
β,j
γjjν
j−1
βj−1j
‖f̂j‖2,
and thus
ν|k|2γjεγ,j‖u′′f̂j‖2 . εγ,j
ε
j
j+1
β,j
|k|2βjεβ,j‖u′f̂j‖2 + εγ,j
ε
j−1
j+1
β,j
γjj ν
j|k|2
βj−1j
‖f̂j‖2.
We now make use of (3.4) on the second term below. Taking into account (3.1) one more time, we have
εγ,j
ε
j−1
j+1
β,j
γjj ν
j|k|2
βj−1j
‖f̂j‖2 . εγ,j
ε
j
j+1
β,j
[
ν‖∂yf̂j‖2 + |k|2βjεβ,j‖u′f̂j‖2
]
.
Collecting all of the above estimates, we end up with
ν|k|2‖√γu′′f̂‖2 . εγ,0
εβ,0
[
|k|2β0εβ,0‖u′f̂0‖2
]
+
n0∑
j=1
εγ,j
ε
j
j+1
β,j
[
ν‖∂y f̂j‖2 + |k|2βjεβ,j‖u′f̂j‖2
]
,
so that exploiting Lemma 3.1 and (3.7) the result follows. 
3.3. Technical error terms. In this section we turn to the error terms associated with the y-dependence
of the coefficients; we refer to these errors as “technical”.
LEMMA 3.4. For α, β, γ chosen as in Section 3.1, for ν |k|−1 sufficiently small, there holds
ν
∥∥∥∥ α′√α∂y f̂
∥∥∥∥2 ≤ 114C0 ν |k|2 ∥∥√γu′∂yf∥∥2 .
PROOF. First, notice that the integrand is only supported in the region of y’s such that |u′(y)| ≥ c > 0
for some c > 0. It then suffices to show the pointwise estimate∣∣α′(y)∣∣2 ≤ c2
14C0
γ(y)α(y) |k|2
on the support of the integrand. From Section 3.1, this is equivalent to∣∣∣∣∣∣
∑
j
εα,jαjφ
′
j
∣∣∣∣∣∣
2
≤ c
2
14C0
|k|2
∑
j
εγ,jγjφj
∑
j
εα,jαjφj
 .
At any fixed y, only two terms in the summation will be non-zero, j = 0 and some other term, say j = i.
Therefore, it suffices to prove:∣∣εα,0α0φ′0 + εα,iαiφ′i∣∣2 ≤ c214C0 |k|2 (εγ,0γ0φ0 + εγ,iγiφi) (εα,0α0φ0 + εα,iαiφi) . (3.8)
We now endeavor to prove (3.8). Note,∣∣εα,0α0φ′0 + εα,iαiφ′i∣∣2 = |εα,0α0 − εα,iαi|2 ∣∣φ′i∣∣2 ,
εγ,0γ0φ0 + εγ,iγiφi = εγ,0γ0 + (εγ,iγi − εγ,0γ0)φi,
εα,0α0φ0 + εα,iαiφi = εα,0α0 + (εα,iαi − εα,0α0)φi.
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Then, by (2.20), namely ∣∣φ′i∣∣2 .ς |φi|2−ς ,
we have ∣∣εα,0α0φ′0 + εα,iαiφ′i∣∣2 . ((εα,iαi − εα,0α0)φi)1−ς (εα,iαi − εα,0α0)1+ς φi.
For ν |k|−1 ≪ 1, εα,iαi ≫ εα,0α0 by (3.3), we have (also choosing ν |k|−1 sufficiently small relative to
εα,iε
−1
γ,i ),
((εα,iαi − εα,0α0))1−ς . ε1−ςα,i
(
ν
|k|
) 2
i+3
(1−ς)
. ε1−ςγ,i
( |k|
ν
) 2i
i+3
(1−ς)
. |k|2(1−ς) ε1−ςγ,i γ1−ςi .
Then, using that γ0 = |k|−2, we get by choosing ν |k|−1 sufficiently small,
(εα,iαi − εα,0α0)ς ((εα,iαi − εα,0α0)φi)1−ς .
(
εαi
ν
|k|
) 2
i+3
ζ
|k|2(1−ς) ε1−ςγ,i γ1−ςi φ1−ςi
. |k|2 εζγ,0γζ0ε1−ςγ,i γ1−ςi φ1−ςi .
This proves (3.8) and hence the lemma follows. 
LEMMA 3.5. For α, β, γ chosen as described above, there holds for ν |k|−1 sufficiently small,
ν|k|2‖β′u′′f̂‖2 ≤ 1
14C0
|k|2‖
√
βu′f̂‖2.
PROOF. Note that the support of the integrand is on the set where |u′| ≥ c > 0, for some positive
constant c > 0 and hence it suffices to prove the pointwise bound
ν
∣∣β′(y)∣∣2 ≤ c2
14C0
β(y).
For any y, there is an i 6= 0 such that this inequality is equivalent to
ν
∣∣(εβ,iβi − εβ,0β0)φ′i∣∣2 ≤ c214C0 (εβ,0β0 + (εβ,iβi − εβ,0β0)φi) . (3.9)
By (3.3) and (2.20), we have the following for ν |k|−1 sufficiently small,
ν
∣∣(εβ,iβi − εβ,0β0)φ′i∣∣2 . ν1+ 2(1−i)i+3|k| 8i+3 φi . ε2β,i
(
ν
|k|
) 4
i+3
βiφi
. εβ,i
(
ν
|k|
) 4
i+3
(εβ,0β0 + (εβ,iβi − εβ,0β0)φi) .
from which the lemma follows by choosing either εβ,i or ν |k|−1 sufficiently small (by (3.9)). 
LEMMA 3.6. For α, β, γ chosen as described above, there holds for ν |k|−1 sufficiently small,
ν|k|2‖β′′u′f̂‖2 ≤ 1
14C0
|k|2‖
√
βu′f̂‖2.
PROOF. The proof follows as in Lemma 3.5 using that for ς ∈ (0, 1) there holds∣∣φ′′∣∣ .ς |φ|1−ς .

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LEMMA 3.7. For α, β, γ chosen as described above, there holds for ν |k|−1 sufficiently small,
ν |k|2
∥∥∥∥ γ′√γ u′f̂
∥∥∥∥2 ≤ 114C0 |k|2
∥∥∥√βu′f∥∥∥2 .
PROOF. The lemma follows from the pointwise estimate
ν
∣∣γ′(y)∣∣2 ≤ 1
14C0
β(y)γ(y).
At any given y, there is some i such that this inequality is equivalent to
ν
∣∣εγ,0γ0φ′0 + εγ,iγiφ′i∣∣2 ≤ c214C0 |εβ,0β0φ0 + εβ,iβiφi| |εγ,0γ0φ0 + εγ,iγiφi| .
On the support of the left-hand side we have φ0 = 1− φi and hence we may write this as
ν |εγ,iγi − εγ,0γ0|2
∣∣φ′i∣∣2 ≤ c214C0 |εβ,0β0 + (εβ,iβi − εβ,0β0)φi| |εγ,0γ0 + (εγ,iγi − εγ,0γ0)φi| .(3.10)
By (2.20), (3.3), and (3.1) we have for any ς ∈ (0, 1)
ν |εγ,iγi − εγ,0γ0|2
∣∣φ′i∣∣2 .ς νε2γ,iγ2i (φ)2−ς
. ε2γ,i
(
γi
γ0
)ς
γς0 (γiφ)
1−ς (νγiφ)
. ε2γ,i
(
γi
γ0
)ς
γς0 (γiφ)
1−ς
(
ν
|k|
) 2
i+3
βiφ.
By (3.3) it follows that
ν |εγ,iγi − εγ,0γ0|2
∣∣φ′i∣∣2 . ε2γ,i( ν|k|
) 2(1−ς)
i+3
βiφγ
ς
0 (γiφ)
1−ς ,
from which (3.10), and hence the lemma, follows as ς ∈ (0, 1) so that the exponent is positive and then
fixing ν |k|−1 sufficiently small (possibly depending on the parameters εγ,j , εβ,j which are fixed prior to
fixing ν |k|−1). 
LEMMA 3.8. For α, β, γ chosen as described above, suppose
ε2α,j ≤
1
196
εβ,j . (3.11)
Then there holds, for ν |k|−1 sufficiently small,∣∣∣∣〈kiu′(α− εα,n0εβ,n0 λ˜ν,kβ
)
f̂ , ∂y f̂
〉∣∣∣∣ ≤ 114
(
ν
∥∥∥∂yf̂∥∥∥2 + |k|2 ∥∥∥√βu′f̂∥∥∥2) .
PROOF. First, by (3.3), we have
λ˜ν,kεβ,jβj = εβ,jαn0
(
βj
βn0
)
= εβ,jαn0
(
ν
|k|
) 4(n0−j)
(n0+3)(j+3)
= εβ,jαj
(
ν
|k|
) 2(n0−j)
(n0+3)(j+3)
, (3.12)
so that for j < n0 this is small for ν |k|−1 sufficiently small, and that the j = n0 term disappears from the
term we are trying to estimate. Hence, we have
α− λ˜ν,kβ =
∑
j≤n−1
(
εα,jαj − λ˜ν,kεβ,jβj
)
φ2j ,
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By (3.12) for j < n0 we have for ν |k|−1 sufficiently small,∣∣∣∣εα,jαj − λ˜ν,k εα,n0εβ,jεβ,n0 βj
∣∣∣∣ ≤ 2εαjαj .
Therefore, ∣∣∣∣〈kiu′(α− εα,n0εβ,n0 λ˜ν,kβ
)
f̂ , ∂y f̂
〉∣∣∣∣ ≤ ν14 ∥∥∥∂y f̂∥∥∥2 + 14ν |k|2 ∥∥∥αu′f̂∥∥∥2 .
It hence suffices to prove the pointwise inequality
α(y)2 ≤ ν
196
β(y).
It follows from the definitions in Section 3.1 that,
ε2α,jα
2
j = ε
2
α,jν
4
j+3 |k|− 4j+3 =
(
ε2α,j
εβ,j
)
εβ,jν
1+ 1−j
j+3 |k|− 4j+3 =
(
ε2α,j
εβ,j
)
εβ,jβj,
and hence, the lemma is proved provided
ε2α,j ≤
1
196
εβ,j .

3.4. Proof of Theorem 2.1. To conclude the proof of Theorem 2.1, we collect all of the above estimates
and check that the constraints given by the inequalities (2.16), (3.6), (3.7), (3.11) are consistent. This
corresponds to a proper choice of εα,j , εβ,j , εγ,j so that
β(y)2 ≤ 1
2C0
α(y)γ(y), ∀y ∈ T, (3.13)
and
εβ,j ≪ 1, εγ,j ≪ ε
j
j+1
β,j , ε
2
α,j ≪ εβ,j. (3.14)
In view of (3.2), namely
β2j = αjγj , ∀j ∈ {0, . . . , n0},
we have that
β(y)2 =
 n0∑
j=0
εβ,jβjφj(y)
2 ≤ 2 n0∑
j=0
ε2β,jβ
2
j φj(y)
2 = 2
n0∑
j=0
ε2β,jαjγjφj(y)
2.
On the other hand,
α(y)γ(y) =
 n0∑
j=0
εα,jαφj(y)
 n0∑
j=0
εγ,jγjφj(y)
 ≥ n0∑
j=0
εα,jεγ,jαjγjφj(y)
2,
so that (3.13) can be satisfied by imposing that
ε2βj
εα,jεγ,j
≤ 1
4C0
. (3.15)
We now prove the decay estimate (2.4) and fix the constants εα,j , εβ,j , εγ,j . From (2.17) and the lemmata of
Section 3 we arrive at
d
dt
Φ ≤ −ν
2
‖∂y f̂‖2 − εα,n0
εβ,n0
λ˜ν,kkRe〈iβu′f̂ , ∂y f̂〉 − 1
2
|k|2‖
√
βu′f̂‖2 (3.16)
We further use of (3.4), which can be written explicitly as
ν
j+1
j+3 |k| 2j+3 ε
1
j+1
β,j ‖f̂j‖2 . ν‖∂y f̂j‖2 + |k|2βjεβ,j‖u′f̂j‖2.
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Upon summing over j = 0, . . . , n0 and applying Lemma 3.1 once more, we deduce that
λ˜ν,k‖f̂‖2 = ν
n0+1
n0+3 |k| 2n0+3 ‖f̂‖2 . ν‖∂y f̂‖2 + |k|2‖
√
βu′f̂‖2.
From (3.16) we then have for some c > 0,
d
dt
Φ ≤ −cλ˜ν,k‖f̂‖2 − 1
4
ν‖∂y f̂‖2 − εα,n0
εβ,n0
λ˜ν,kkRe〈iβu′f̂ , ∂y f̂〉 − 1
4
|k|2‖
√
βu′f̂‖2.
From the expressions of the functions α, β and γ we also have that
λ˜ν,kα(y) ≤ ν, λ˜ν,kγ(y) ≤ max
j
[
εγ,j
εβ,j
]
β(y),
so that
d
dt
Φ ≤ −cλ˜ν,k‖f̂‖2 − λ˜ν,k
4
‖√α∂yf̂‖2 − εα,n0
εβ,n0
λ˜ν,kkRe〈iβu′f̂ , ∂y f̂〉 − λ˜ν,k
4
max
j
[
εγ,j
εβ,j
]
|k|2‖
√
βu′f̂‖2.
We now fix all the constants. Let
εγ,j = ε˜ ε
j
j+1
β,j , εα,j = ε˜ εβ,j,
where ε˜≪ 1 is sufficiently small to satisfy the second two inequalities in (3.14). Notice that since εβ,j < 1,
we have
εγ,j
εβ,j
≥ 4εα,n0
εβ,n0
= 4ε˜.
Finally, choose εβ,j small enough so that
εβ,j ≪ (ε˜)2ε
j
j+1
β,j ,
which implies that (3.15) is satisfied. Hence, we deduce the differential inequality
d
dt
Φ ≤ −ε˜ λ˜ν,kΦ, (3.17)
from which (2.4) follows. Lastly, from the explicit expressions of αj , βj , γj given by (3.1), the equivalence
(2.3) of Φ with the H1-norm follows, concluding the proof of the theorem.
4. Semigroup decay estimates
In this section, we apply Theorem 2.1 to prove Theorem 1.1. As we will see, the linear operators we are
dealing with are not uniformly sectorial, which makes this procedure non-trivial. We recall the following
from [22, Lemma 1.1, part (iii)].
LEMMA 4.1 (From [22]). LetH : D(H)→ L2 be maximal accretive and sectorial, that is the numerical
range is contained in a sector, meaning for some δ > 0 we have
Θ(H) = {〈Hf, f〉 ∈ C : ‖f‖ = 1} ⊂ {z ∈ C : |arg z| ≤ π/2− 2δ} ,
and define
Ψ(H) =
(
sup
λ∈R
∥∥∥(H − iλ)−1∥∥∥)−1 .
Then, there exists a universal C > 0 such that∥∥e−Ht∥∥
L2→L2
≤ C
tan δ
e−
1
2
Ψ(H)t.
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The proof of Lemma 4.1 follows from representing the semigroup as an integration over a contour
encircling the sector containing the numerical range; see [22]. The quantity Ψ is a measure of how large
the resolvent is on the imaginary axis, which provides a measure of how close the pseudo-spectrum is to the
imaginary axis. Recall that the pseudo-spectrum is basically “the set where the norm of the resolvent is very
large” – see e.g. [46] for an in-depth discussion. Let
Lk,ν = iku− ν
(
∂yy − |k|2
)
, Rk,ν = iku− ν∂yy,
be the linear operators associated with the k-th Fourier projections of (1.1) and (1.2), associated to the linear
semigroups
e−tLk,ν = Sν(t)Pk, e
−tRk,ν = Rν(t)Pk.
While for fixed ν and k, Lk,ν is sectorial (and maximal accretive), it is not uniformly sectorial. Indeed,
〈Lν,kf, f〉 = ν ‖∂yf‖2 + ν |k|2 ‖f‖2 + ik〈uf, f〉.
Since,
|k〈uf, f〉| ≤ |k| ‖u‖L∞ ‖f‖2 ,
the numerical range is contained in the sector given by angle δ with tan δ ≈ ‖u‖−1L∞ |k|−1 νmax
(
1, |k|2
)
(clearly for |k| & 1 such as the case of T, this reduces to tan δ ≈ ‖u‖−1L∞ |k| ν). Therefore, Lemma 4.1 gives
the following estimates for some C > 0, (using also that the semigroup is bounded):∥∥e−Lk,νt∥∥
L2→L2
≤ min
{
1,
C |k|
ν (1 + k2)
e−
1
2
Ψ(Lk,ν)t
}
.
For fixed ν and k, Rk,ν is not technically sectorial, however, by Poincare´’s inequality, it is clear that the
only potential problems in 〈Rk,νf, f〉 arise when f is close to being a constant (for f far from constant, the
numerical range is contained in a sector of angle δ such that tan δ ≈ ν |k|−1 analogous to the elliptic case).
Indeed, given an f with ‖f‖ = 1, write a = 〈f〉D (the y-average of f ) and note by
∫
D u(y)dy = 0 we have,
〈Rk,νf, f〉 = ν ‖∂yf‖2 + ik 〈u(f − a), f − a〉+ ik 〈u(f − a), a〉 + ik 〈ua, f − a〉 .
Since ‖f‖ = 1, the latter three terms are bounded by
|ik 〈u(f − a), f − a〉+ ik 〈u(f − a), a〉+ ik 〈ua, f − a〉| . ‖f − a‖
(
1− ‖f − a‖2
)1/2
.
Since by Poincare´’s inequality, there holds ν ‖∂yf‖2 & ν ‖f − a‖2, it follows that near zero, the numerical
range (and hence the spectrum) is contained in a parabola |Imz| ≤ C1ν |k|−1 |Rez|2, for some constant C1
depending only on u, rather than a sector. Hence, Lemma 4.1 technically does not directly apply, however,
it is straightforward to check that the proof in [22] adapts to this case by drawing the contour Γ with (note
that Ψ gives an estimate on the real part of the spectrum):
Γ0 =
{
z ∈ C : Re z = −1
2
Ψ, |Im z| ≤ 1
4
C1νΨ
2
}
Γ1 =
{
z ∈ C : arg z = ± |k| (2C1νΨ)−1,Re z ≤ −1
2
Ψ
}
.
It then follows that ∥∥e−Rk,νt∥∥
L2→L2
≤ min
{
1,
C |k|
νΨ(Rk,ν)
e−
1
2
Ψ(Rk,ν)t
}
.
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By considering separately times t . Ψ−1 (1− log ν) and t ≫ Ψ−1 (1− log ν) for Lk,ν and times t .
Ψ−1
(
1 + log |k| ν−1Ψ−1) and t ≫ Ψ−1 (1 + log |k| ν−1Ψ−1) for Rk,ν , we get the following for some
c > 0,
∥∥e−Lk,νt∥∥
L2→L2
. e
−
cΨ(Lk,ν)
1+log ν−1
t
,∥∥e−Rk,ν t∥∥
L2→L2
. e
−
cΨ(Rk,ν)
1+log ν−1+log|k|−log Ψ(Rk,ν)
t
.
One can take the same bound on both semigroups, possibly after adjusting c, as is eventually done in Theo-
rem 1.1 (only using ν ≪ k)
Naturally, the main remaining step is to estimate Ψ; for this step the result is the same regardless if one
is considering Rk,ν or Lk,ν , so let us just consider the latter. By the resolvent formula
(Lk,ν − z)−1 =
∫ ∞
0
e−tLν,ketzdt,
applied for z ∈ iR, we get
Ψ(Lk,ν)
−1 ≤
∫ ∞
0
∥∥e−tLν,k∥∥
L2→L2
dt. (4.2)
It remains to get a good estimate on the right-hand side of (4.2), which is where the augmented energy Φ
will be used. For each ν and k, we have the standard dissipation estimate,
ν
∫ ν1/2|k|−1/2
0
∥∥∥∂yf̂k(τ)∥∥∥2 dτ ≤ ∥∥∥Pkf̂in∥∥∥2 .
Therefore, there is some time τR ∈ (0, ν1/2 |k|−1/2) such that
∥∥∥∂yf̂k(τR)∥∥∥2 ≤ |k|1/2
ν3/2
∥∥∥Pkf̂in∥∥∥2 .
Hence by (2.3) and that Φ is monotone decreasing in time by (2.4), there are exponents r = r(n0) and
p = p(n0) such that
Φ(ν1/2 |k|−1/2) ≤ Φ(τR) . ν−r |k|p
∥∥∥Pkf̂in∥∥∥2 .
By (2.4), it follows that
Φ(t+ ν1/2 |k|−1/2) ≤ e−λ˜ν,ktΦ(ν1/2 |k|−1/2),
where λ˜ν,k is given in (2.5). As
∥∥∥Pkf̂(t)∥∥∥2 ≤ Φ(t), it follows that
∥∥∥e−(t+ν1/2|k|1/2)Lν,kPkf̂in∥∥∥2 ≤ Φ(t+ ν1/2 |k|−1/2) ≤ e−λ˜ν,ktΦ(ν1/2 |k|−1/2) . ν−r |k|p e−λ˜ν,kt ∥∥∥Pkf̂in∥∥∥2 .
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We now use this to estimate the right-hand side of (4.2). Indeed, there is some C depending only on u such
that (using again that ν |k|−1 is sufficiently small),
Ψ(Lk,ν)
−1 ≤
∫ ∞
0
∥∥e−tLν,k∥∥
L2→L2
dt =
(∫ ν1/2|k|−1/2
0
+
∫ ∞
ν1/2|k|−1/2
)∥∥e−tLν,k∥∥
L2→L2
dt
≤ ν1/2 |k|−1/2 +
∫ ∞
0
∥∥∥e−(t+ν1/2|k|−1/2)Lν,k∥∥∥
L2→L2
dt
≤ ν1/2 |k|−1/2 +
∫ ∞
0
min
(
1, Cν−r |k|p e−λ˜ν,kt
)
dt
. λ˜−1ν,k
(
1 + log
(
C |k|p
νr
))
. λ˜−1ν,k
(
1 + log |k|+ log ν−1) .
By similar arguments we get the same estimate on Ψ(Rk,ν):
Ψ(Lk,ν)
−1 . λ˜−1ν,k
(
1 + log |k|+ log ν−1) .
Together with the estimates in (4.1), these estimates on Ψ conclude the proof of Theorem 1.1. It is clearly
unlikely to be possible to remove the logarithmic losses in the rate using this proof; one can perhaps remove
one power of the logarithmic losses using slightly more precise micro-local analysis arguments as in [22],
but this will not correct the logarithmic losses due to the growing numerical range of the operators. To
deal with the numerical range in the proof of Lemma 4.1, a more precise control over the contour near the
imaginary axis would be required.
5. The channel case
The proof of Theorem 1.3 follows a similar general scheme as the proof of Theorem 1.1, with one extra
set of details to deal with the boundaries. In this section we just sketch the main steps which are different
in the case of the channel. As discussed in Remark 2.4, the differential inequality (2.8) is slightly altered
to (2.14) in the case of the channel. As in the work above, one derives (2.17) except with the additional
boundary term
2νk
[
iβu′f̂∂yy f̂
] ∣∣∣1
y=0
. (5.1)
If u′ vanishes on the boundary then this term is automatically eliminated – this case is much easier than if
u′ does not vanish on the boundary as then one can then proceed with essentially the same proof that was
applied in the T2 case above (see also Remark 5.2 below). We will here only consider the harder case of
u′(0) 6= 0 and u′(1) 6= 0. In this case, we will not be able to control this term with energy estimates, hence
instead we will choose β(0) = β(1) = 0. To this end, we begin by editing the partition of unity defined in
Section 2.2. Set
δ = min
i 6=j
( |y¯i − y¯j|
8
,
|y¯i|
8
,
|y¯i − 1|
8
,
1
8
)
.
Define φ˜i as in (2.18) for 1 ≤ i ≤ N . Now further define,
φ˜b,0(y) = φ
(y
δ
)
, φ˜b,1(y) = φ
(
y − 1
δ
)
, (5.2)
and then
φ˜0(y) = 1− φ˜b,0(y)− φ˜b,1(y)−
N∑
i=1
φ˜i(y).
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Define φj as in (2.19), φ0 = φ˜0, and
φb(y) = φ˜b,0(y) + φ˜b,1(y).
It is straightforward to verify that this partition of unity satisfies the properties analogous to those outlined
in Lemma 2.6. For the weights α, β, γ we now define
α(y) = εα,1α1y
2φ˜b,0 + εα,1α1(1− y2)φ˜b,1 +
n0∑
j=0
εα,jαjφj(y),
β(y) = εβ,1β1y
2φ˜b,0 + εβ,1β1(1− y2)φ˜b,1 +
n0∑
j=0
εβ,jβjφj(y),
γ(y) = εγ,1γ1y
2φ˜b,0 + εγ,1γ1(1− y2)φ˜b,1 +
n0∑
j=0
εγ,jγjφj(y),
where αi, βi, γi are defined as in (3.1) and εα,j , εβ,j , εγ,j > 0 are small parameters, independent of ν and
k. As the weights now vanish on the boundary, these choices clearly eliminate (5.1) from (2.14) and hence
it remains to see how to deal with remaining the positive error terms in (2.14) (and also to derive the final
differential inequality, the analogue of (3.17), as done in Section 3.4). Naturally, we will need the analogue
of Proposition 2.7 for the boundary, which we state without proof as it follows analogously.
PROPOSITION 5.1. Let u satisfy the hypotheses of Theorem 1.1, u′(0) 6= 1, and let φ˜b,0 be as defined
above in (5.2). The following estimate holds for all σ > 0 and f : [0,∞) → C which satisfy fy(0) = 0
(denoting fb = f
√
φ˜b,0),
σ1/2 ‖fb‖2 . σ ‖∂yfb‖2 +
∥∥yu′fb∥∥2 .
By reflection, an analogous statement is true for φ˜b,1.
REMARK 5.2. To treat cases where u′ vanishes on the boundary we would use a version of Proposition
5.1 which yields an inequality analogous to Proposition 2.7.
Equipped with Proposition 5.1, we may now turn to controlling the boundary contributions to the error
terms studied in Section 3. Indeed, via the partition of unity defined by φj and φb as chosen above, the
interior terms can be treated as in the case of T2. In what follows define
f̂b = f̂
√
φb.
LEMMA 5.3. Assume (3.6). Then for ν |k|−1 sufficiently small, there holds
ν|k|2‖βu′′′f̂b‖2 ≤ 1
14C0
|k|2‖
√
βu′f̂b‖2.
PROOF. First note that on the support of f̂b, there is some c > 0 such that |u′| ≥ c. Second, note that
by symmetry, the top and bottom boundaries are essentially the same, so we need only focus on the bottom
boundary at y = 0. Then, the result follows immediately from
ε2β,1ν |k|2 β21y4 = ε2β,1
(
ν |k|−1
)
|k|2 β1y4 ≤
(
εβ,1ν |k|−1
)(
εβ,1β1 |k|2 y2
)
,
and choosing ν |k|−1 small relative to c. 
Turn next to the analogue of Lemma 3.3.
LEMMA 5.4. Assume (3.7) and denote f̂b = f̂
√
φb. Then, for ν |k|−1 sufficiently small, there holds
ν|k|2‖√γu′′f̂b‖2 ≤ 1
14C0
|k|2‖
√
βu′f̂b‖2.
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PROOF. As in Lemma 5.3 above, on the support of f̂b there is some c > 0 such that |u′| ≥ c and
by symmetry we need only consider the bottom boundary as the top follows similarly. Then, the desired
inequality follows from
εγ,1ν |k|2 γ1y = εγ,1ν1/2 |k|1/2 y =
(
εγ,1ν
1/2
εβ,1 |k|1/2
)(
εβ,1 |k|2 β1y
)
,
and choosing ν |k|−1 small relative to c, C0, and εγ,iε−1β,1. 
Turn next to the analogue of Lemma 3.4.
LEMMA 5.5. For α, β, γ chosen as described above, there holds for ν |k|−1 sufficiently small,
ν
∥∥∥∥ α′√α∂yf̂b
∥∥∥∥2 ≤ 114C0
(
ν
∥∥∥∂y f̂b∥∥∥2 + ν |k|2 ∥∥∥√γu′∂yf̂∥∥∥2) . (5.3)
PROOF. First, the region where φ′b(y) 6= 0 can be treated as in Lemma 3.4; indeed, in this region the
additional weight y can be essentially ignored. Hence, it suffices to consider the region where φ′b(y) = 0
(and of course φb(y) 6= 0). In this region, which is closer to the boundary, the result follows from the
observation that
α′(y)√
α(y)
= 2ε
1/2
α,1
ν1/2
|k|1/2
,
which shows that by choosing ν |k|−1 small, we can absorb the contribution by the first term on the left-hand
side of (5.3). 
Next, the analogue of Lemma 3.5.
LEMMA 5.6. For α, β, γ chosen as described above, there holds for ν |k|−1 sufficiently small,
ν|k|2‖β′u′′f̂b‖2 ≤ 1
14C0
|k|2‖
√
βu′f̂b‖2.
PROOF. Analogously to Lemma 5.5 above, the region where φ′b(y) 6= 0 can be treated as in Lemma
3.5. In the region near the boundary where φ′b(y) = 0 (and φb 6= 0), first note that |u′| ≥ c for some c > 0.
Hence, the desired inequality follows from
ν |k|2 (β′(y))2 = 4ε2β,1ν |k|2 β21y2 = 4εβ,1
(
ν |k|−1
)
|k|2 β1,
and choosing ν |k|−1 small relative to C0 and c. 
Next, we have the analogue of Lemma 3.6. This term requires a more sophisticated treatment than has
been used on the previously described boundary error terms, depending now on the spectral gap Proposition
5.1.
LEMMA 5.7. For α, β, γ chosen as described above, there holds for ν |k|−1 sufficiently small,
ν|k|2‖β′′u′f̂b‖2 ≤ 1
14C0
(
ν
∥∥∥∂y f̂b∥∥∥2 + |k|2‖√βu′f̂b‖2) . (5.4)
PROOF. In the region near the boundary where φ′b(y) = 0, we have
ν |k|2 (β′′(y))2 = 4ε2β,1ν |k|2 β21 = 4ε2β,1ν,
which implies
ν|k|2‖β′′u′f̂b1φ′b=0‖
2 . ε2β,1ν
∥∥∥f̂b∥∥∥2 .
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Hence, Proposition 5.1 with σ = νβ−11 |k|−2, there holds
4ε2β,1ν
∥∥∥f̂b∥∥∥2 . ε3/2β,1ν1/2β−1/21 |k|−1(ν ∥∥∥∂y f̂∥∥∥2 + |k|2 ∥∥∥√βu′f̂∥∥∥2)
= ε
3/2
β,1ν
1/2 |k|−1/2
(
ν
∥∥∥∂yf̂∥∥∥2 + |k|2 ∥∥∥√βu′f̂∥∥∥2) ,
which is consistent with (5.4) for ν |k|−1 sufficiently small. The region where φ′b(y) 6= 0 can be treated as
in Lemma 3.6 and is hence omitted for brevity. 
Next, the analogue of Lemma 3.7.
LEMMA 5.8. For α, β, γ chosen as described above, there holds for ν |k|−1 and εγ,1ε−1/2β,1 sufficiently
small,
ν |k|2
∥∥∥∥ γ′√γ(y)u′f̂b
∥∥∥∥2 ≤ 114C0
[
ν
∥∥∥∂yf̂b∥∥∥2 + |k|2 ∥∥∥√βu′f̂b∥∥∥2] .
PROOF. As above, the region where φb 6= 0 can be treated as in Lemma 3.7, and is hence omitted for
brevity. Consider next the region where φ′b = 0. Notice that
ν |k|2 (γ
′(y))2
γ(y)
= 4εγ,1ν |k|2 γ1,
and therefore we have
ν |k|2
∥∥∥∥∥ γ′√γ(y)u′f̂b1φ′b=0
∥∥∥∥∥
2
. εγ,1ν |k|2 γ1
∥∥∥f̂b∥∥∥2 .
Therefore, by Proposition 5.1 with σ = ν|k|εβ,1 we have
εγ,1ν |k|2 γ1
∥∥∥f̂b∥∥∥2 . εγ,1
ε
1/2
β,1
[
ν
∥∥∥∂y f̂b∥∥∥2 + |k|2 ∥∥∥√βu′f̂b∥∥∥2] .
Hence, the desired inequality follows by the stated hypotheses. 
Finally, the analogue of Lemma 3.8.
LEMMA 5.9. For α, β, γ chosen as described above, there holds, for ν |k|−1 sufficiently small and
ε2α,1 ≤ 1196εβ,1,∣∣∣∣〈(α− εα,ncεβ,nc λ˜ν,kβ
)
∂y f̂ , iku
′f̂
〉∣∣∣∣ ≤ 114C0
(
ν
∥∥∥∂y f̂∥∥∥2 + |k|2 ∥∥∥√βu′f̂∥∥∥2) . (5.5)
PROOF. If n0 ≤ 1, this follows exactly as in Lemma 3.8, as the boundary will make no contribution in
that case. If n0 > 1, then, as above, first note that, for ν |k|−1 sufficiently small, there holds∣∣∣∣α1 − εα,ncεβ,nc λ˜ν,kβ1
∣∣∣∣ ≤ 2α1.
Therefore, ∣∣∣∣〈(α− εα,ncεβ,nc λ˜ν,kβ
)
∂y f̂ , iku
′f̂
〉∣∣∣∣ ≤ ν14C0
∥∥∥∂y f̂∥∥∥2 + 14C0
ν
|k|2
∥∥∥αu′f̂∥∥∥2 . (5.6)
The non-boundary terms and the region where φ′b 6= 0 can be treated as in Lemma 3.8 above and are hence
omitted. In the region where φ′b = 0, we have (by symmetry we can just consider the bottom boundary),
ν−1 |k|2 α(y)2 = 4ε2α,1 |k| y4 ≤ 4ε2α,1 |k|2 β1y2,
and hence the boundary contributions of the second term in (5.6) can be bounded by the second term in (5.5)
provided that ε2α,1 ≤ 1196εβ,1. 
28 J. BEDROSSIAN AND M. COTI ZELATI
This completes the treatment of the error estimates on the positive terms in (2.14). Indeed, by checking
the constraints and collecting the above error estimates as in Section 3.4, we derive the analogue of (3.17):
d
dt
Φ ≤ −ε˜ λ˜ν,kΦ.
From here, the proof of Theorem 1.3 proceeds as in Section 4.
6. Kuksin measures
As an application of our results, we consider a stochastically forced drift diffusion equation of the form
df + (u∂xf − ν∆f) dt = νa/2ΨdWt, f(0) = f0, (6.1)
where a > 0 is a fixed parameter, and we analyze the behavior of its invariant measure in the limit ν → 0.
It is convenient to write the forcing term through the standard Fourier basis, namely
ΨdWt =
∑
(k,j)∈Z2
ψk,jek,jdW
k,j
t , ψk,j = ψ−k,−j, W
k,j
t = W
−k,−j
t ,
where
ek,j =
1
4π2
e−ikx−ijy
and {W k,jt }(k,j)∈Z2 are independent Brownian motions. Assuming
‖Ψ‖2 =
∑
(k,j)∈Z2
|ψk,j|2 <∞, (6.2)
the Markov semigroup generated by (6.1) has a unique invariant measure µν on L
2 and, since the problem
is linear, µν = N (0, Qν), a Gaussian centered at 0 with covariance operator given by (see [16])
Qν = ν
a
∫ ∞
0
Sν(t)ΨΨ
∗Sν(t)
∗dt. (6.3)
When a = 1, the behavior of µν for ν → 0 has been analyzed in detail in [9]. Precisely, it is proven
in [9, Theorem 4.6] that the sequence of invariant measures {µν}ν∈(0,1] strongly converges (in the sense
that the covariance converges in the strong operator topology), as ν → 0, to a unique Gaussian measure
µ0 = N (0, Q0), invariant for the inviscid equation
∂tf + u∂xf = 0,
with covariance defined as
Q0ϕ =
∑
j 6=0
|ψ0,j |2
2|j|2 〈e0,j , ϕ〉e0,j , ϕ ∈ L
2. (6.4)
This confirms the intuition that the inviscid invariant measures constructed in this manner mostly retain
information about the long-time dynamics of the large scales in the solutions, rather than information about
the “enstrophy” in the small scales. It is clear from (6.4) that µ0 is only affected by the x-independent modes
of the noise. In other words, the only relevant time-scale for µ0 is the diffusive one, proportional to 1/ν,
while the small scales created by the enhanced dissipation effects caused by the mixing properties of u∂x
are rapidly annihilated by the dissipation on time scales faster than the natural O(ν−1).
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6.1. Anomalous scalings. The proof of Theorem [9, Theorem 4.6] relies on rather general spectral
properties of the operator u∂x, and the quantitative estimate of Theorem 1.1 is not needed to characterize
the Kuksin measure µ0 for a = 1. However, without a precise decay rate on the frequencies k 6= 0 of Sν(t),
the only treatable value of the parameter a is 1, for any shape of noise, even in the case ψ0,j = 0 for all
j ∈ Z. The interesting point made by Theorem 1.5 is that, in view of (1.5), we are able to modify the balance
of diffusivity and noise, as much as the background shear flow permits.
PROOF OF THEOREM 1.5. We will prove that Qν , the covariance matrix in (6.3) of µν , converges to
zero in the operator norm. Since ψ0,j = 0 for all j ∈ Z, for any ϕ ∈ L2 we have
Qνϕ = ν
a
∫ ∞
0
Sν(t)ΨΨ
∗Sν(t)
∗ϕdt
= νa
∫ ∞
0
∑
(k,j)∈Z2:k 6=0
|ψk,j |2〈ek,j , Sν(t)∗ϕ〉Sν(t)ek,jdt
= νa
∫ ∞
0
∑
(k,j)∈Z2:k 6=0
|ψk,j |2〈Sν(t)ek,j , ϕ〉Sν(t)ek,jdt
= νa
∫ ∞
0
∑
(k,j)∈Z2:k 6=0
|ψk,j |2〈Sν(t)Pkek,j, ϕ〉Sν(t)Pkek,jdt.
Thanks to (1.5), if ν < κ0 we can estimate the above integral directly. Taking ‖ϕ‖ ≤ 1, we have
‖Qνϕ‖ ≤ νa
∑
(k,j)∈Z2:k 6=0
|ψk,j|2
∫ ∞
0
‖Sν(t)Pk‖2L2→L2dt
. νa
∑
(k,j)∈Z2:k 6=0
|ψk,j|2
∫ ∞
0
e−2ελν,ktdt
. νa
∑
(k,j)∈Z2:k 6=0
|ψk,j|2
ελν,k
.
Since
λν,k =
ν
n0+1
n0+3 |k| 2n0+3
(1 + log |k|+ log ν−1)2 ,
by using (6.2) we obtain
‖Qν‖L2→L2 . νa−
n0+1
n0+3 (1 + log ν−1)2,
which vanishes as ν → 0 provided that
a >
n0 + 1
n0 + 3
.
This concludes the proof of the theorem. 
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Appendix A. H−1 decay estimates for the inviscid problem
The result here might be known to some experts, but we include a sketch for completeness. The fol-
lowing proof uses duality (as in a similar proof in [39]), combined with a basic application of the method of
stationary phase for classical oscillatory integrals (see e.g. [45, Chapter VIII]).
THEOREM A.1 (Mixing by shear flows in T2). Let u ∈ Cn0+2(T) be such that u′(y) = 0 in at most
finitely many places and suppose that at each critical point, u′ vanishes to at most order n0 ≥ 1. Let g solve
the PDE
∂tg + u∂xg = 0.
Then, for all k 6= 0 we have
‖Pkg(t)‖H−1y . 〈kt〉
−1/(n0+1) ‖Pkg(0)‖H1y ,
where 〈kt〉 =
√
1 + (kt)2.
PROOF. Denote Pkg = ĝk(t, y) and observe that
ĝk(t, y) = e
−iku(y)tĝk(0, y).
Next, observe that
‖ĝk(t)‖H−1y = sup
η∈H1y :‖η‖H1y
=1
∫
T
ĝk(t, y)η(y) dy.
Let η be fixed and arbitrary. Partition the integral via∫
T
ĝk(t, y)η(y) dy =
∑
j
∫
T
e−iku(y)tφj(y)ĝk(0, y)η(y) dy =
∑
j
Ij,
where φj is defined in Section 2.2. Denote ψj(y) = φj(y)ĝk(0, y)η(y). Then, each integral becomes a
standard oscillatory integral. Bounding I0 is trivial via integration by parts:
I0 =
∫
T
e−iku(y)t
d
dy
(
ψ0(y)
iktu′(y)
)
dy . ‖ψ0‖H1y .
Since H1y is an algebra in space dimension one,
‖ψ0‖H1y . ‖ĝk(0)‖H1y .
A careful reading of [45, Proposition 3, Chapter XIII] shows that we may apply the method of stationary
phase to deduce
Ij . 〈kt〉−1/(j+1)
(
‖ψj‖L∞ + ‖ψj‖H1y
)
. 〈kt〉−1/(j+1) ‖ĝk(0)‖H1y .
The only subtlety is correctly quantifying the loss of regularity – if one is content with losing more deriva-
tives, then one may apply the proposition directly and even obtain a detailed asymptotic expansion. This
completes the proof. 
References
[1] A. Alexakis and A. Tzella, Bounding the scalar dissipation scale for mixing flows in the presence of sources, J. Fluid Mech.
688 (2011), 443–460.
[2] R. Alexandre, Y. Morimoto, S. Ukai, C.-J. Xu, and T. Yang, Regularizing effect and local existence for the non-cutoff Boltz-
mann equation, Arch. Rat. Mech. Anal. 198 (2010), no. 1, 39–123.
[3] K. Bajer, A. P. Bassom, and A. D. Gilbert, Accelerated diffusion in the centre of a vortex, Journal of Fluid Mechanics 437
(2001), 395–411.
[4] K. Beauchard and E. Zuazua, Some controllability results for the 2D Kolmogorov equation, Ann. Inst. H. Poincare´ Anal. Non
Line´aire 26 (2009), no. 5, 1793–1815. MR2566710 (2011b:93007)
ENHANCED DISSIPATION, HYPOELLIPTICITY, AND ANOMALOUS SMALL NOISE INVISCID LIMITS IN SHEAR FLOWS 31
[5] K. Beauchard, Null controllability of kolmogorov-type equations, Mathematics of Control, Signals, and Systems 26 (2014),
no. 1, 145–176.
[6] M Beck and C E Wayne,Metastability and rapid convergence to quasi-stationary bar states for the two-dimensional Navier–
Stokes equations, Proc. Royal Soc. of Edinburgh: Sec. A Mathematics 143 (2013), no. 05, 905–927.
[7] J. Bedrossian, P. Germain, and N. Masmoudi, Dynamics near the subcritical transition of the 3D Couette flow I: Below
threshold, arXiv:1506.03720 (2015).
[8] J. Bedrossian, P. Germain, and N. Masmoudi, Dynamics near the subcritical transition of the 3D Couette flow II: Above
threshold, arXiv:1506.03721 (2015).
[9] J. Bedrossian, M. Coti Zelati, and N. Glatt-Holtz, Invariant measures for passive scalars in the small noise inviscid limit,
Comm. Math. Phys. 348 (2016), no. 1, 101–127. MR3551262
[10] J. Bedrossian, N.Masmoudi, and V. Vicol, Enhanced dissipation and inviscid damping in the inviscid limit of the Navier-Stokes
equations near the two dimensional Couette flow, Arch. Ration. Mech. Anal. 219 (2016), no. 3, 1087–1159. MR3448924
[11] H. Berestycki, F. Hamel, and N. Nadirashvili, Elliptic eigenvalue problems with large drift and applications to nonlinear
propagation phenomena, Comm. Math. Phys. 253 (2005), no. 2, 451–480.
[12] A. J. Bernoff and J. F. Lingevitch, Rapid relaxation of an axisymmetric vortex, Phys. Fluids 6 (1994), no. 3717.
[13] H. Chen, W.-X. Li, and C.-J. Xu, Gevrey hypoellipticity for linear and non-linear fokkerplanck equations, Journal of Differ-
ential Equations 246 (2009), no. 1, 320 –339.
[14] Y. Chen, L. Desvillettes, and L. He, Smoothing effects for classical solutions of the full Landau equation, Arch. Rat. Mech.
Anal. 193 (2009), no. 1, 21–55.
[15] P. Constantin, A. Kiselev, L. Ryzhik, and A. Zlatosˇ,Diffusion and mixing in fluid flow, Ann. of Math. (2) 168 (2008), 643–674.
[16] G. Da Prato and J. Zabczyk, Ergodicity for infinite dimensional systems, Vol. 229, Cambridge University Press, 1996.
[17] L Desvillettes, C Villani, et al., On the trend to global equilibrium in spatially inhomogeneous entropy-dissipating systems.
Part I: the linear Fokker-Planck equation, Comm. Pure Appl. Math 54 (2001), no. 1, 1–42.
[18] J. Dolbeault, C. Mouhot, and C. Schmeiser, Hypocoercivity for linear kinetic equations conserving mass, Trans. Amer. Math.
Soc. 367 (2015), no. 6, 3807–3828. MR3324910
[19] B Dubrulle and S Nazarenko, On scaling laws for the transition to turbulence in uniform-shear flows, EPL (Europhysics
Letters) 27 (1994), no. 2, 129.
[20] M. Freidlin, Reaction-diffusion in incompressible fluid: asymptotic problems, J. Differential Equations 179 (2002), no. 1,
44–96. MR1883738 (2003a:35107)
[21] M. I. Freidlin and A. D.Wentzell, Random perturbations of Hamiltonian systems, Mem. Amer. Math. Soc. 109 (1994), no. 523,
viii+82. MR1201269 (94j:35064)
[22] I. Gallagher, T. Gallay, and F. Nier, Spectral asymptotics for large skew-symmetric perturbations of the harmonic oscillator,
International Mathematics Research Notices (2009), rnp013.
[23] M. Gevrey, Sur la nature analytique des solutions des e´quations aux de´rive´es partielles. Premier me´moire, Ann. Sci. E´cole
Norm. Sup. (3) 35 (1918), 129–190. MR1509208
[24] N. Glatt-Holtz, V. Sˇvera´k, and V. Vicol, On inviscid limits for the stochastic navier-stokes equations and related models, Arch.
Ration. Mech. Anal. 217 (2015), 619–649.
[25] F. He´rau, Short and long time behavior of the Fokker-Planck equation in a confining potential and applications, J. Funct.
Anal. 244 (2007), no. 1, 95–118. MR2294477 (2008e:47099)
[26] F. He´rau and F. Nier, Isotropic hypoellipticity and trend to equilibrium for the fokker-planck equation with a high-degree
potential, Archive for Rational Mechanics and Analysis 171 (2004), no. 2, 151–218.
[27] L Ho¨rmander, The analysis of linear partial differential operators III: Pseudo-differential operators, Vol. 274, Springer,
Berlin, 1985.
[28] L. Ho¨rmander, Hypoelliptic second order differential equations, Acta Math. 119 (1967), 147–171. MR0222474 (36 #5526)
[29] G. Iyer, A. Kiselev, and X. Xu, Lower bounds on the mix norm of passive scalars advected by incompressible enstrophy-
constrained flows, Nonlinearity 27 (2014), no. 5, 973.
[30] L. Kelvin, Stability of fluid motion-rectilinear motion of viscous fluid between two parallel plates, Phil. Mag. 24 (1887), 188.
[31] A. Kolmogoroff, Zufa¨llige Bewegungen (zur Theorie der Brownschen Bewegung), Ann. of Math. (2) 35 (1934), no. 1, 116–117.
MR1503147
[32] S. Kuksin and A. Shirikyan, Randomly forced CGL equation: stationary measures and the inviscid limit, J. Phys. A 37 (2004),
3805–3822.
[33] S. Kuksin,Damped-driven KdV and effective equations for long-time behaviour of its solutions, Geom. Funct. Anal. 20 (2010),
1431–1463.
[34] S. Kuksin and A. Shirikyan, Mathematics of two-dimensional turbulence, Vol. 194, Cambridge University Press, 2012.
[35] S. B. Kuksin, The Eulerian limit for 2D statistical hydrodynamics, J. Statist. Phys. 115 (2004), no. 1-2, 469–492. MR2070104
[36] M. Latini and A. J. Bernoff, Transient anomalous diffusion in Poiseuille flow, Journal of FluidMechanics 441 (2001), 399–411.
[37] W. Li, D. Wu, and C.-J. Xu, Gevrey class smoothing effect for the Prandtl equation, arXiv preprint arXiv:1502.03569 (2015).
[38] Z. Lin, J.-L. Thiffeault, and C. R. Doering, Optimal stirring strategies for passive scalar mixing, J. Fluid Mech. 675 (2011),
465–476.
32 J. BEDROSSIAN AND M. COTI ZELATI
[39] Z. Lin and C. Zeng, Inviscid dynamic structures near Couette flow, Arch. Rat. Mech. Anal. 200 (2011), 1075–1097.
[40] T. Lundgren, Strained spiral vortex model for turbulent fine structure, Phys. of Fl. 25 (1982), 2193.
[41] J. C. Mattingly and E. Pardoux, Invariant measure selection by noise. An example, Discrete Contin. Dyn. Syst. 34 (2014),
no. 10, 4223–4257. MR3195367
[42] M. Reed and B. Simon, Methods of modern mathematical physics. I, Second, Academic Press, Inc. [Harcourt Brace Jo-
vanovich, Publishers], New York, 1980. Functional analysis. MR751959 (85e:46002)
[43] P. B. Rhines and W. R. Young, How rapidly is a passive scalar mixed within closed streamlines?, Journal of Fluid Mechanics
133 (1983), 133–145.
[44] C. Seis,Maximal mixing by incompressible fluid flows, Nonlinearity 26 (2013), 3279–3289.
[45] E. M. Stein, Harmonic analysis: real-variable methods, orthogonality, and oscillatory integrals, Princeton Mathematical
Series, vol. 43, Princeton University Press, Princeton, NJ, 1993. With the assistance of Timothy S. Murphy, Monographs in
Harmonic Analysis, III. MR1232192 (95c:42002)
[46] L. N. Trefethen and M. Embree, Spectra and pseudospectra: the behavior of nonnormal matrices and operators, Princeton
University Press, 2005.
[47] C. Villani, Hypocoercivity, American Mathematical Soc., 2009.
[48] J. Vukadinovic, E. Dedits, A. C. Poje, and T. Scha¨fer, Averaging and spectral properties for the 2D advection–diffusion
equation in the semi-classical limit for vanishing diffusivity, Phys. D 310 (2015), 1–18.
[49] C. Zillinger, Linear inviscid damping for monotone shear flows in a finite periodic channel, boundary effects, blow-up and
critical Sobolev regularity, Arch. Ration. Mech. Anal. 221 (2016), no. 3, 1449–1509. MR3509006
[50] A. Zlatosˇ, Diffusion in fluid flow: dissipation enhancement by flows in 2D, Comm. Partial Differential Equations 35 (2010),
no. 3, 496–534.
DEPARTMENT OF MATHEMATICS, UNIVERSITY OF MARYLAND, COLLEGE PARK, MD 20742, USA
E-mail address: jacob@cscamm.umd.edu
E-mail address: micotize@umd.edu
