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Abstract: We consider a class of risk-averse submodular maximization problems (RASM) with an objective that
maximizes the conditional value-at-risk (CVaR) of a random nondecreasing submodular set function at a given risk
level. First, we propose valid inequalities and an exact general method for solving RASM under the assumption that
we have an efficient oracle that computes the CVaR of the random function. Furthermore, for a sample average
approximation of the problem, we propose a delayed constraint generation algorithm that exploits the submodularity
of the random function and describe a method to obtain a solution with a performance bound on its optimality gap
at a given confidence level. We demonstrate the proposed methods on a stochastic set covering problem that admits
an efficient oracle to compute the CVaR of the random coverage function.
Keywords: conditional value-at-risk; stochastic programming; oracle; stochastic set covering; lifting; submodular
maximization
1. Introduction A risk-neutral submodular maximization problem is formulated as the maximization
of the expectation of a random submodular function. Such problems arise in various applications, includ-
ing, but not limited to, social networks, supply chain management, and artificial intelligence (see, e.g.,
Kempe et al. (2003), Vohra and Hall (1993), and Krause and Golovin (2012)). However, in environments
where the uncertain data have high variability, optimizing the expected performance of a random function
may result in poor performance with a high probability. To account for such a risk, this paper is concerned
with a risk-averse submodular maximization problem (RASM) that incorporates the risk threshold of the
decision makers into the optimization model. To start with, we introduce the concept of RASM through a
motivating example adapted from a deterministic facility location problem (Vohra and Hall, 1993).
Example 1.1 Consider a facility location example in Figure 1, including two facilities, f1 and f2, and three
demand centers, d1, d2, d3. There exists an arc (i, j) if facility fi can provide products to demand center dj .
A weight aij on arc (i, j) denotes that facility fi has an independent probability aij of covering the demand
of dj . A risk-neutral facility location problem aims to choose k facilities that satisfy the largest expected
number of demand centers. For the case with k = 1, the optimal solution to the risk-neutral problem is the
selection of f1, which satisfies an expected number of 1.2 demand centers. However, for this choice, there is
a 16% probability that none of the demand can be satisfied. Hence, a risk-averse decision maker who aims
to maximize the expected number of customers served at a service level above 84% will find this solution
undesirable. In the case of a high service requirement (> 84%), the optimal solution is to select f2.
f1 f2
d1 d2 d3
0.6
0.6 1
Figure 1: An example with two facilities and three demand centers.
1
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In this paper, we consider a random nondecreasing submodular set function, and measure the risk asso-
ciated with this function using conditional value-at-risk (CVaR), where larger function values correspond to
less risky random outcomes. In this context, the risk function is referred to as an acceptability functional.
CVaR was first introduced by Artzner et al. (1999) and has been widely used, especially in finance, due to
its desirable properties (e.g., coherence and tractability). Roughly speaking, given a risk level α ∈ (0, 1),
CVaR measures the expected value of the worst 100α% of outcomes. An equivalent definition of CVaR
proposed by Rockafellar and Uryasev (2000) is to express CVaR as an optimization problem, which can then
be incorporated into a decision-making problem that optimizes the CVaR at a given risk level of the random
function. In this paper, RASM aims to maximize the CVaR of a random submodular function at a given
risk level α ∈ (0, 1].
Nemhauser and Wolsey (1981) propose a decomposition method with the so-called submodular inequal-
ities to solve deterministic submodular maximization problems; and this method can be extended to risk-
neutral stochastic submodular optimization problems, since expectation preserves the submodularity of the
objective function (see, e.g., Wu and Ku¨c¸u¨kyavuz (2018) for an application of this method in stochastic
influence maximization arising in social networks). Furthermore, the greedy method has a (1 − 1
e
)-factor
approximation guarantee in this case (Nemhauser et al., 1978).
In contrast to the risk-neutral case, Maehara (2015) shows that CVaR of a stochastic submodular function
is no longer submodular for any risk level α ∈ (0, 1). Therefore, the method of Nemhauser and Wolsey (1981)
cannot be applied directly to RASM for α < 1. Maehara (2015) provides a generic formulation of RASM and
proves that unless P = NP , there is no polynomial-time approximation algorithm with a multiplicative error
for RASM under some reasonable assumptions on the given risk level. Hence it is theoretically intractable to
find a solution that is close to optimal in polynomial time without any assumption on the feasible region or
the probability distribution. Along this line of work, Zhou and Tokekar (2018) propose a sequential greedy
algorithm for the CVaR maximization problem of Maehara (2015). The authors show that the proposed
algorithm gives a solution that is within a constant factor of optimal with an additional additive term that
depends on the optimal value and a parameter related to the curvature of the submodular set function.
However, the running time of this algorithm is exponential as it depends quadratically on the cardinality of
the feasible set.
Instead of solving the generic CVaR maximization problem of Maehara (2015) directly, Ohsaka and Yoshida
(2017) consider a specific risk-averse submodular optimization problem arising in social networks. They re-
lax the problem by replacing the combinatorial decisions that determine a single set of a predetermined size
with a choice of a portfolio (convex combination) of sets of the given size. They give a polynomial-time
algorithm that obtains a portfolio with a CVaR value that has a provable guarantee with a specified proba-
bility. Wilder (2018) generalizes these results and proposes an approximation algorithm for maximizing the
CVaR of a generic monotone continuous submodular function (or a portfolio of dicrete sets) with a worst-
case guarantee within (1 − 1
e
) factor of the optimal solution. That is, a function F : V¯ → R is continuous
submodular if and only if F (a) + F (b) ≥ F (a ∨ b) + F (a ∧ b) for any a, b ∈ V¯ ⊆ Rn+, where V¯i is a compact
subset of R, V¯ =
∏n
i=1 V¯i ⊆ Rn+, and notations ∨ and ∧ denote the coordinate-wise minimum and maximum
operations, respectively (see, e.g., Bian et al. (2017) and Chen et al. (2018)). In contrast to this line of work
that considers a portfolio of discrete sets as decision variables, we consider the discrete case, where we must
choose one set of decisions for implementability purposes.
In this paper, our goal is to give (near-)optimal solutions for RASM. We start by considering high-
quality (ideally optimal) feasible solutions to RASM under a true (non-trivial) distribution of the uncertain
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parameters assuming that there is an efficient oracle to evaluate the true value of CVaR of the random
function at a given risk level. We propose a decomposition method with various classes of valid inequalities
to solve RASM.
For cases when the convergence of the exact method may be slow, we consider the sample average ap-
proximation (SAA) of the problem that allows us to exploit the submodularity of the random function.
We consider a two-stage stochastic programming formulation of the resulting problem with a finite number
of scenarios and propose a delayed constraint generation algorithm for its solution. The resulting model
is the CVaR maximizing counterpart of the model considered in Wu and Ku¨c¸u¨kyavuz (2019), which is a
chance-constrained partial set covering problem under the assumption that an efficient oracle to evaluate
the chance constraint exists. The authors consider an exact algorithm to solve the problem for a general
probability distribution and a sample approximation method to solve the problem under a finite distribution
obtained by sampling from the true distribution. In this paper, we show that the submodular inequality
of Nemhauser and Wolsey (1981) is valid for the proposed two-stage formulation for RASM under a finite
number of scenarios. Finally, we demonstrate that the CVaR oracle can be a useful tool for analyzing the
optimality gap of the sampling-based approach. We adapt the performance bounds of Kleywegt et al. (2002)
for risk-neutral stochastic discrete optimization problems by incorporating the availability of the CVaR oracle
to the statistical analysis.
We demonstrate our proposed methods on a risk-averse set covering problem (RASC) as illustrated in
Example 1.1. Given a collection of n subsets of m items and an integer k, a variant of a deterministic set
covering problem aims to choose at most k subsets among the collection so that the total number of items
covered by the chosen subsets is maximized. Suppose that when a subset is selected, there is uncertainty in
which items in the subset are covered. Given a risk level α ∈ (0, 1], RASC aims to choose at most k subsets
from the collection so that the CVaR of the number of covered items at a risk level α is maximized. We
show that under a certain probability model, RASC admits an efficient CVaR oracle. In our computational
study, we demonstrate the effectiveness of the proposed exact method for small-size RASC problems. For
larger-sized problems when the exact method is not able to terminate within the time limit, we show that
the sampling-based approach is effective. We show that the sampling-based approach not only solves larger
problems effectively but also gives a small optimality gap at a high confidence level.
The outline of the paper is as follows. In Section 2, we formulate the risk-averse submodular maximization
(RASM) problem. In Section 3.1, we introduce the concept of a CVaR oracle for RASM, and formulate
the problem as a two-stage stochastic optimization model. We introduce a delayed constraint generation
algorithm with various classes of valid inequalities to solve the problem under the assumption that an efficient
CVaR oracle exists. In Section 3.2, we give a two-stage stochastic programming model for RASM under the
assumption of a finite probability space sampled from the true distribution. We propose a delayed constraint
generation algorithm to solve the resulting model by exploiting the submodularity of the random function
of interest. In Sectior 3.3, we discuss how to evaluate the optimality gap of the solution obtained by this
method with high confidence. In Section 4, we use RASC as an application to demonstrate the proposed
methods. We provide computational results in Section 5. Finally, we share our conclusions in Section 6.
2. Problem Formulation In this section, we give a formal definition of RASM. Let V = {1, . . . , n}
be a finite set, and Ω¯ be a probability space. We define an outcome mapping σ : 2|V | × Ω¯ → R. The
random outcome σ(X) : Ω¯ → R is defined by σ(X)(ω) = σ(X,ω) for all X ⊆ V and ω ∈ Ω¯. We assume
that σ(X)(ω) is a nondecreasing submodular set function. Given ωi ∈ Ω¯, the mapping σi : 2V → R is
defined by σi(X) = σ(X,ωi). Given a vector of |V | binary decision variables, x ∈ B|V |, we define xi = 1 if
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the ith element of V is selected, xi = 0 otherwise. Throughout the paper, we use the notation σ(x) for a
given x ∈ B|V | and σ(X) for the corresponding support X ⊆ V interchangeably. The risk-neutral stochastic
submodular maximization problem is
max
x∈X
E[σ(x)], (1)
where X represents the deterministic constraints on the variables x and E[σ(x)] represents the expectation
of σ(x) with respect to ω. Problem (1) is known to be NP-hard in general, and it arises in a wide range
of applications, such as social networks, machine learning, and supply chain management. In this paper,
we consider a risk-averse decision maker, where the risk associated with σ(x) is measured via conditional
value-at-risk (CVaR). Throughout, we assume that larger values correspond to less risky random outcomes.
In this context, risk measures are referred to as acceptability functionals. Let [z]+ = max(z, 0) be the positive
part of a number z ∈ R. Let η be a variable that measures the value-at-risk (VaR) at a given risk level. For
a given x¯ ∈ X , the value-at-risk at a risk level α ∈ (0, 1] is defined as
VaRα(σ(x¯)) = max
{
η : P(σ(x¯) ≥ η) ≥ 1− α, η ∈ R
}
. (2)
For a given x¯ ∈ X , the conditional value-at-risk at a risk level α ∈ (0, 1] is defined (Rockafellar and Uryasev,
2000) as
CVaRα(σ(x¯)) = max
{
η − 1
α
E([η − σ(x¯)]+) : η ∈ R
}
, (3)
and it provides the conditional expected value of σ(x¯) that is no larger than the value-at-risk at the risk
level α. In general, the risk level α is small, such as α = 0.05 or 0.01. Given a risk level α ∈ (0, 1], a class of
risk-averse submodular maximization problems (RASM) is defined as
max
x∈X
CVaRα(σ(x)). (4)
Note that if α = 1, problem (4) is equivalent to problem (1), which is NP-hard. Maehara (2015) shows the
hardness of finding a polynomial-time approximation algorithm to problem (4). In contrast to finding an
approximation algorithm, our main goal is to provide general methods for finding (near-)optimal solutions to
problem (4) under certain assumptions. To this end, for an exact method, we first assume that there exists
an efficient oracle that provides an exact value of CVaRα(σ(x¯)) for a given incumbent solution x¯. We model
problem (4) as a two-stage optimization model, where the first-stage problem includes an approximation
variable to evaluate the upper bound of CVaRα(σ(x)) for x ∈ X . Note that Maehara (2015) shows the non-
submodularity of CVaR based on an example with α < 1. Thus, for the second-stage subproblem, the value
function CVaRα(σ(x)) with α 6= 1 is not submodular for a given x ∈ X . However, in the next observation,
we note that the CVaR function with the risk level α = 1 is submodular, and that CVaR is nondecreasing
in the risk level α. Both observations will be useful in developing valid inequalities for RASM.
Observation 2.1 From the definition of CVaR in (3), for a given incumbent solution x¯ ∈ X , we have
(i) CVaR1(σ(x¯)) = E[σ(x¯)], and because E[σ(x¯)] is submodular (see, e.g., Wu and Ku¨c¸u¨kyavuz (2018)),
so is CVaR1(σ(x¯)).
(ii) CVaRα1(σ(x¯)) ≤ CVaRα2(σ(x¯)) for α1, α2 ∈ (0, 1] and α1 ≤ α2.
We also consider a sampling-based approach to find near-optimal solutions to problem (4). Under the
assumption of a finite probability space, where Ω = {ω1, . . . , ωN} ⊆ Ω¯ for N ∈ N, two-stage stochastic
programming has been widely used for optimizing the CVaR measures. Ahmed (2006) and Noyan (2012)
study the case that only continuous variables appear in the second-stage problem. In this case, the Benders
decomposition approach applies to solve such problems. Schultz and Tiedemann (2006) study another case
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that the second-stage subproblem includes integer variables, and propose a Lagrangian relaxation method.
Miller and Ruszczyn´ski (2011) study an extended two-stage stochastic programming model, where the un-
certainty remains after making the second-stage decisions. In this paper, we consider a two-stage stochastic
programming model, where the first-stage master problem is a binary program, and the second-stage sub-
problem has a submodular value function. To solve the model, we extend the work of Wu and Ku¨c¸u¨kyavuz
(2018), which shows that for the risk-neutral problem, if the second-stage value function is submodular,
then one can apply the submodular inequalities proposed by Nemhauser and Wolsey (1981) in a delayed cut
generation framework to solve the problem. We model the sample approximation of the problem (4) as a
two-stage stochastic programming model that exploits submodularity, and give a decomposition algorithm
to solve it optimally.
3. Models and Methods for RASM In this section, we study methods for solving problem (4).
In subsection 3.1, we consider the concept of a CVaR oracle and provide an exact method with various
valid inequalities for problem (4). In subsection 3.2, we give a two-stage stochastic program and a delayed
constraint generation method for problem (4) based on a sample average approximation of the problem. In
subsection 3.3, we describe how to use the sampling-based method to obtain solutions with performance
bounds on the optimality gap with high confidence.
3.1 RASM with an Exact CVaR Oracle In this subsection, we assume that for a given incumbent
solution x¯ ∈ X , we have an efficient oracle that computes CVaRα(σ(x¯)) exactly. Under this assumption, we
solve problem (4) without sampling by using a two-stage optimization model and an exact algorithm with
various valid inequalities.
In the proposed method, we solve a relaxed master problem (RMP) at any iteration given in the form
max ψ (5a)
s.t. (x, ψ) ∈ C (5b)
x ∈ X , ψ ∈ R, (5c)
where ψ is a variable that is an upper bounding approximation of CVaRα(σ(x)) for a solution x ∈ X , and
C is a set of optimality cuts to be defined later. The optimality cuts ensure that, at termination, ψ is equal
to CVaRα(σ(x)) for an optimal solution x ∈ X . Note that the second-stage problem involves the evaluation
of σ(x) for a given first-stage solution x only, and hence it is always feasible and only optimality cuts are
needed in RMP.
In Algorithm 1, we propose a delayed constraint generation algorithm for solving problem (4) using RMP
(5). The algorithm starts with a set of optimality cuts C (could be empty). In the while loop, we solve RMP
(5) and obtain an incumbent solution (Line 3). Based on the incumbent solution, we add an optimality cut
to RMP (5) (Line 4). In this algorithm, ǫ is a user-defined optimality tolerance. Let UB be the upper bound
obtained from the optimal objective value of RMP (5) at each iteration. Let LB be the lower bound equal
to CVaRα(σ(x¯)), obtained from calling the CVaR oracle with the given incumbent solution x¯ ∈ X as input.
If the optimality gap is below ǫ, then we terminate the algorithm and return the near-optimal solution.
Maehara (2015) shows that CVaRα(σ(x)) is not submodular in x even if σ(x) is submodular. Hence, we
cannot use the submodular inequality of Nemhauser and Wolsey (1981) as a class of optimality cuts in C.
Therefore, we propose various optimality cuts that are valid for (5) in this subsection. Throughout, we let
ej be a unit vector of dimension |V | whose jth component is 1, and let 1 be a |V |-dimensional vector with
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Algorithm 1: A Delayed Constraint Generation Algorithm with the CVaR oracle
1 Start with an initial set of optimality cuts in C (could be empty), UB=∞ and LB= −∞;
2 while UB-LB > ǫ do
3 Solve RMP (5) and obtain (ψ¯, x¯). Let UB be the upper bound obtained from the optimal
objective value of RMP (5);
4 Add an optimality cut to C ;
5 LB← CVaRα(σ(x¯)) ;
6 end
7 Output x¯ as the optimal solution.
all entries equal to 1. For a given x¯ ∈ X , we first propose an optimality cut given by
ψ ≤ CVaRα(σ(x¯)) +
∑
j∈V \X¯
(
CVaR1(σ(x¯ + ej))− CVaRα(σ(x¯))
)
xj . (6)
Proposition 3.1 Inequality (6) for a given x¯ ∈ Bn is valid for RMP (5).
Proof. Consider a feasible point (ψˆ, xˆ). We show that (ψˆ, xˆ) satisfies inequality (6) for x¯ ∈ Bn. Note
that we must have ψˆ ≤ CVaRα(xˆ) at a feasible point. Let Xˆ = {i ∈ V : xˆi = 1}. From the definition
of CVaR in (3), it follows that because σ(x)(ω) is nondecreasing in x for all ω ∈ Ω¯, CVaRα(σ(x)) is also
nondecreasing in x.
(i) For the case that Xˆ ⊆ X¯, since CVaRα(σ(x)) is a monotonically nondecreasing function in x and
xˆj = 0 for all j ∈ V \ X¯, we have ψˆ ≤ CVaRα(σ(xˆ)) ≤ CVaRα(σ(x¯)), which shows that inequality
(6) is valid for Xˆ ⊆ X¯ because (CVaR1(σ(x¯+ ej))−CVaRα(σ(x¯))) ≥ 0 for all j (from Observation
2.1 (ii)).
(ii) For the case that Xˆ \ X¯ 6= ∅, we select an arbitrary j′ ∈ Xˆ \ X¯ , where xˆj′ = 1. Then
ψˆ ≤ CVaRα(σ(xˆ)) (7a)
≤ CVaR1(σ(xˆ)) (7b)
≤ CVaR1(σ(x¯)) +
∑
j∈V \X¯
[CVaR1(σ(x¯+ ej))− CVaR1(σ(x¯))]xˆj (7c)
=
∑
j∈V \X¯
CVaR1(σ(x¯ + ej))xˆj −
∑
j∈V \X¯∪{j′}
CVaR1(σ(x¯))xˆj (7d)
≤
∑
j∈V \X¯
CVaR1(σ(x¯ + ej))xˆj −
∑
j∈V \X¯∪{j′}
CVaRα(σ(x¯))xˆj (7e)
=
( ∑
j∈V \X¯
CVaR1(σ(x¯+ ej))xˆj −
∑
j∈V \X¯
CVaRα(σ(x¯))xˆj
)
+CVaRα(σ(x¯))xˆj′ (7f)
= CVaRα(σ(x¯)) +
∑
j∈V \X¯
(CVaR1(σ(x¯ + ej)) − CVaRα(σ(x¯)))xˆj . (7g)
Inequality (7b) follows from Observation 2.1 (ii). Inequality (7c) follows from the Proposition 2 of
Nemhauser and Wolsey (1981) since CVaR1(σ(x)) is submodular (Observation 2.1 (i)). Then, we
reorganize inequality (7c) to equality (7d). Inequality (7e) follows from Observation 2.1 (ii). To
obtain equality (7f), we add CVaRα(σ(x¯))xˆj′ − CVaRα(σ(x¯))xˆj′ to inequality (7e) and reorganize
the terms. Finally, equality (7g) follows from xˆj′ = 1. This completes the proof.
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
Next, we introduce a class of lifted inequalities. Given an incumbent solution x¯, which is a characteristic
vector of the set X¯, we let j1, . . . , jr be an ordering of V \ X¯ , where r = |V \ X¯|. We consider a valid
inequality
ψ ≤ CVaRα(σ(x¯)) +
r∑
i=1
δji(x¯)xji , (8)
where δjt(x¯) for t = 1, . . . , r is an up-lifting function defined as
δjt(x¯) = max CVaRα(σ(x)) −
t−1∑
i=1
δji(x¯)xji (9a)
s.t. xjt = 1 (9b)
xji = 0, i = t+ 1, . . . , r (9c)
x ∈ X . (9d)
The up-lifting problem is hard to solve since it is related to the submodular maximization problem (4).
Instead of solving problem (9) exactly, we propose a relaxation that provides an upper bound for δjt . Given
an incumbent x¯, we define δ¯jt(x¯) as the relaxation of δjt(x¯) for t = 1, . . . , r, where δ¯jt(x¯) is defined as
δ¯jt(x¯) = max CVaRα(σ(x)) (10a)
s.t. (9b), (9c) (10b)
x ∈ B|V |, (10c)
where we relax constraints (9d) and remove the term −∑t−1i=1 δji(x¯)xji from the objective function in problem
(9). This is a valid relaxation, because δji(x) ≥ 0 when CVaRα(σ(x)) is monotonically nondecreasing in
x. Furthermore, because xjt = 1 and xji = 0 for i = t + 1, . . . , r, the feasible solution with x
∗
ji
= 1 for
i = 1, . . . , t has the largest CVaRα(σ(x
∗)) in the objective function of (10). Thus, the optimal solution of the
litfing problem (10) is given by x¯jt = 1−∑ri=t+1 eji , where we can use an efficient oracle for CVaRα(σ(x))
to obtain the optimal value of δ¯jt(x¯) efficiently.
Proposition 3.2 Given x¯ ∈ X , its support X¯ and an ordering of V \ X¯ given by {j1, . . . , jr}, inequality
ψ ≤ CVaRα(σ(x¯)) +
r∑
i=1
δ¯ji(x¯)xji , (11)
where δ¯ji(x¯) = CVaRα(σ(x¯
ji )), is valid for RMP (5).
Proof. Consider a feasible point (ψˆ, xˆ). We show that (ψˆ, xˆ) satisfies inequality (11) for x¯ ∈ Bn.
ψ ≤ CVaRα(σ(x¯)) +
r∑
i=1
δji(x¯)xˆji (12a)
≤ CVaRα(σ(x¯)) +
r∑
i=1
δ¯ji(x¯)xˆji (12b)
Inequality (12a) follows from the valid inequality (8). Inequality (12b) follows from δ¯ji(x¯) ≥ δji(x¯) for
i = 1, . . . , r since problem (10) is a relaxation of problem (9). This completes the proof. 
In Algorithm 2, we propose a greedy method that generates an inequality (11) given an incumbent x¯. In
the for loop, Line 4 determines the entry ji by choosing the candidate index s for which δ¯ji=s(x¯) attains its
smallest value, where the candidate s has not been chosen previously.
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Algorithm 2: GreedyUp-lifting
1 Input: Given α ∈ (0, 1], and an incumbent solution x¯ with a characteristic vector of the set X¯. ;
2 S ← V \ X¯ ;
3 for i = 1 to r do
4 ji ← argmins∈S δ¯ji=s(x¯) ;
5 x∗ ← 1−∑ri=t+1 eji ;
6 δ¯ji(x¯)← δ¯ji(x∗) ;
7 S ← S \ {ji} ;
8 end
9 Output an inequality (11) as the solution.
Inequalities (6) and (11) are valid for any RASM, however the coefficients of the inequalities can only be
calculated in the presence of an efficient CVaR oracle. Our computational experience indicates that, despite
the efficient CVaR oracle, the convergence of the proposed exact method may be slow for larger instances
due to the exponential search space. In such cases, we consider a sampling-based method that is able to
leverage the submodularity of the random function in a way that the exact method cannot.
3.2 Sample-Average Approximation of RASM In this subsection, we consider the sample-average
approximation of problem (4). Let (Ω, 2Ω,P) be a finite probability space with a set of N ∈ N realizations
(scenarios) Ω = {ω1, . . . , ωN} ⊆ Ω¯, and let P(ωi) = pi for i = 1, . . .N . Recall that a random outcome
mapping σ : 2V ×Ω → R, where σ(x) : Ω → R is defined by σ(x)(ω) = σ(x, ω) for all x ∈ X and ω ∈ Ω. Let
σi(x) := σ(x, ωi), for ωi ∈ Ω, where σi(x) : 2V → R is known to be a nondecreasing submodular function for
each ωi ∈ Ω. In this subsection, for a given x¯ ∈ X and α ∈ (0, 1], we consider the following CVaR definition
for finite probability spaces (Rockafellar and Uryasev, 2000)
CVaRα(σ(x¯)) = max
{
η − 1
α
∑
i∈[N ]
piwi : wi ≥ η − σi(x¯) ∀i ∈ [N ], w ∈ RN+ , η ∈ R
}
(13a)
= max
q∈[N ]
{
σq(x¯)− 1
α
∑
i∈[N ]
pi[σq(x¯)− σi(x¯)]+
}
(13b)
= VaRα(σ(x¯))− 1
α
∑
i∈[N ]
pi[VaRα(σ(x¯))− σi(x¯)]+, (13c)
where [N ] = {1, . . . , N} represents the set of the first N positive integers. The relation (13c) follows because
σq(x¯) = VaRα(σ(x¯)) for at least one ωq ∈ Ω. Next, we consider a two-stage stochastic model for problem
(4) that is based on formulation (13).
Using the definition of CVaR in (13a), given α ∈ (0, 1] and a finite set of scenarios Ω, problem (4) is
formulated as
max η − 1
α
∑
i∈[N ]
piwi (14a)
s.t. wi ≥ η − σi(x) ∀i ∈ [N ] (14b)
x ∈ X , w ∈ RN+ , η ∈ R. (14c)
Note that σi(x) is a submodular function for each ωi ∈ Ω. In the next proposition, we represent this problem
as a mixed-integer linear program,
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Proposition 3.3 The optimal solution to the problem (14) can be obtained by solving the mixed-integer
linear program
max η − 1
α
∑
i∈[N ]
piwi (15a)
s.t. wi ≥ η − θi ∀i ∈ [N ] (15b)
θi ≤ σi(X¯)−
∑
j∈X¯
ρij(V \ {j})(1− xj) +
∑
j∈V \X¯
ρij(X¯)xj . ∀X¯ ⊆ V, (15c)
x ∈ X , w ∈ RN+ , η ∈ R, θ ∈ RN , (15d)
where θi is a variable that represents σi(x) for each ωi ∈ Ω.
Proof. To prove Proposition 3.3 we use a result from Nemhauser and Wolsey (1981). Consider the
polyhedra
Sωi = {(θi, x) ∈ R× {0, 1}|V | : θi ≤ σi(S) +
∑
j∈V \S
ρij(S)xj −
∑
j∈S
ρij(V \ {j})(1− xj), ∀S ⊆ V },
for ωi ∈ Ω, where ρij(S) = σi(S ∪ {j}) − σi(S) is the marginal contribution of adding j ∈ V \ S to the
set S. Proposition 9.1 of Nemhauser and Wolsey (1981) shows that (θi, x) ∈ Sωi if and only if θi ≤ σi(x).
An immediate corollary of this result is that maxx∈X σi(x) is equivalent to max(θi,x)∈Sωi θi. However, this
corollary does not immediately imply the correctness of formulation (15), because θi does not appear in the
objective.
Consider a solution xˆ ∈ X . Let Xˆ = {i ∈ V : xˆi = 1}. For any x¯ ∈ X , from Proposition 2 (a) of
Nemhauser and Wolsey (1981), we have
σi(Xˆ) ≤ σi(X¯) +
∑
j∈Xˆ\X¯
ρij(X¯)xˆj −
∑
j∈X¯\Xˆ
ρij(X¯ ∪ Xˆ \ {j})
≤ σi(X¯) +
∑
j∈V \X¯
ρij(X¯)xˆj −
∑
j∈X¯\Xˆ
ρij(X¯ ∪ Xˆ \ {j})
≤ σi(X¯) +
∑
j∈V \X¯
ρij(X¯)xˆj −
∑
j∈X¯\Xˆ
ρij(V \ {j})
= σi(X¯) +
∑
j∈V \X¯
ρij(X¯)xˆj −
∑
j∈X¯
ρij(V \ {j}) +
∑
j∈Xˆ
ρij(V \ {j})
= σi(X¯) +
∑
j∈V \X¯
ρij(X¯)xˆj −
∑
j∈X¯
ρij(V \ {j})(1− xˆj).
Hence, from Proposition 9.1 of Nemhauser and Wolsey (1981) we observe that we can relax inequality (14b)
as wi ≥ η − σi(xˆ) ≥ η − θi in the presence of constraints (15c). Now observe that in an optimal solution to
(15), due to the objective function of minimizing wi, it is optimal to have θi = σi(xˆ). This completes the
proof. 
Observe that inequality (15c) is valid if σi(x) is submodular; however, for the case that the function σi(x)
is nondecreasing for all i ∈ [N ], Nemhauser and Wolsey (1981) propose another submodular inequality for
X¯ ⊆ V
θi ≤ σi(X¯) +
∑
j∈V \X¯
ρij(X¯)xj ,
which is also valid for RMP (16), however, this inequality is dominated by (15c) in the nondecreasing
case. Also note that if the submodular function is strictly concave, increasing, and differentiable, the sub-
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modular inequalities can be strengthened by lifting methods shown in Ahmed and Atamtu¨rk (2011) and
Yu and Ahmed (2017).
There are an exponential number of submodular inequalities (15c). Therefore, to solve formulation (15),
in Algorithm 3, we introduce a delayed constraint generation algorithm with a user-specified tolerance ǫ.
The relaxed master problem (RMP) at an iteration is formulated as
max η − 1
α
∑
i∈[N ]
piwi (16a)
s.t. wi ≥ η − θi ∀i ∈ [N ] (16b)
(x, θ) ∈ C′ (16c)
x ∈ X , w ∈ RN+ , η ∈ R, θ ∈ RN , (16d)
where θ is a |Ω|-dimensional vector of variables and C′ is a set of optimality cuts given by a subset of the
submodular inequalities (15c). The algorithm starts with a set of optimality cuts (could be empty). In the
while loop, we solve RMP (16) and get an incumbent solution at each iteration (Line 3). For each scenario,
we add the corresponding submodular inequality (15c) to C′. We terminate Algorithm 3 and return the
solution when the optimality gap is below ǫ.
Algorithm 3: A Delayed Constraint Generation Algorithm for the Sample Average Approximation
1 Start with an initial set of optimality cuts in C′ (could be empty), UB=∞ and LB= −∞ ;
2 while UB-LB > ǫ do
3 Solve RMP (16) and obtain an incumbent solution (θ¯, x¯). Let UB be the upper bound obtained
from the optimal objective value of RMP (16) ;
4 for ωi ∈ Ω do
5 Add an optimality cut (15c) to C′ in RMP (16);
6 end
7 Let LB be the value of CVaRα(σ(x¯)) with respect to the sampled probability space;
8 end
9 Output the set {i ∈ V : x¯i = 1} as the optimal solution.
3.3 Optimality Gap for the Sampling-based Approach In this subsection, we discuss how we can
evaluate the performance of the solution obtained by the sampling-based method. We follow Kleywegt et al.
(2002) closely with appropriate modifications for the case that an exact CVaR oracle exists.
Kleywegt et al. (2002) give performance bounds for stochastic discrete optimization problems solved using
a sample average optimization problem. Let v∗ be the optimal value of problem (4) and let g∗ be the true
objective function value for an incumbent solution x¯ ∈ X . In this subsection, we review how to estimate the
optimality gap v∗ − g∗ at a desired confidence level. In the case that an exact CVaR oracle exists, we are
able to obtain an exact value for g∗, whereas, for general distributions, one would also need to estimate this
value by sampling as is done in Kleywegt et al. (2002). Therefore, in this section, we focus on the case that
a CVaR oracle exists, and estimate v∗ by multiple replications of the sample approximation problem.
Let M be the number of replications of the sample approximation problems. Let gm|Ω| be the m-th
replication of problem (14) with |Ω| scenarios for m ∈ [M ]. Let vˆm|Ω| be the optimal objective value of gm|Ω|
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for m ∈ [M ]. Here, an estimator of v∗ is
v¯M|Ω| =
1
M
M∑
m=1
vˆm|Ω|. (17)
Let x¯m|Ω| be an optimal solution of g
m
|Ω| for m ∈ [M ]. Using the CVaR oracle, we can evaluate the true
objective function value for the solutions obtained from each replication and select the best solution among
them (in contrast to Kleywegt et al. (2002), which selects the best solution with respect to the approximate
objectives vˆm|Ω|,m ∈ [M ]). In particular, we let
g∗ = max
i∈[M ]
{CVaRα(σ(x¯i|Ω|))}. (18)
We let x¯i|Ω| with i = argmaxi∈[M ]{CVaRα(σ(x¯i|Ω|))} be an incumbent solution. Now, consider an estimator
of the optimality gap v∗ − g∗ given by vM|Ω| − g∗. The variance of vM|Ω| − g∗ is
S¯2M
M
=
1
M(M − 1)
M∑
m=1
(vˆm|Ω| − v¯M|Ω|)2. (19)
Based on Central Limit Theorem, the optimality gap estimator for the incumbent solution with confidence
level (1− α¯) is
v¯M|Ω| − g∗ + zα¯
S¯M√
M
, (20)
where α¯ ∈ (0, 1] and zα¯ is from the Z-table of the standard normal distribution.
4. An Application: the Risk-Averse Set Covering Problem (RASC) In this section, we demon-
strate the proposed methods on a risk-averse set covering problem (RASC). We represent RASC on a bipartite
graph G = (V1 ∪ V2, E). There are two groups of nodes V1 and V2 in G, where all arcs in E are from V1 to
V2. Let V2 := {1, . . . ,m} be a set of items. Let Sj ⊆ V2, j ∈ V1 := {1, . . . , n} be a collection of n subsets,
where ∪nj=1Sj = V2. There exists an arc (i, j) ∈ E representing the covering relationship if j ∈ Si for i ∈ V1.
In RASC, there is uncertainty on whether an arc appears in the graph.
To formulate RASC, first consider a deterministic set covering problem with a feasibility set{
x ∈ Bn|
∑
j∈V1
tijxj ≥ hi, ∀i ∈ V2
}
,
where hi = 1 for all i ∈ V2, and tij = 1 if i ∈ Sj ; otherwise, tij = 0 for all i ∈ V2 \ Sj , j ∈ V1. Now suppose
that there is uncertainty on whether a chosen subset can cover an item, where constraint tijxj ≥ hi has
random constraint coefficients tij or the random right-hand side hi for i ∈ V2, j ∈ V1. A related class of
risk-averse problems, referred to as the probabilistic set covering problems, consider a feasible set{
x ∈ Bn|P(
∑
j∈V1
tijxj ≥ hi, ∀i ∈ V2) ≥ 1− α
}
,
where α is a given risk level and tij and or hi are random variables for i ∈ V2, j ∈ V1. Here the objective is
to select a minimum cost selection of subsets such that the probability of covering all items is at least the
risk threshold 1 − α. For example, Beraldi and Ruszczyn´ski (2002) and Saxena et al. (2010) consider the
case of random right-hand sides, where hi is a binary random variable, i.e., an item may not appear in the
set V2. Fischetti and Monaci (2012) and Ahmed and Papageorgiou (2013) consider the uncertainty with the
random coefficients of the left-hand side, where tij is a binary random variable denoting if subset j covers
item i. In contrast, in this paper, we assume that there is uncertainty on tij for all i ∈ V2 and j ∈ V1 and
consider a different type of risk aversion, where we aim to choose at most k subsets from the collection so
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that the CVaR of the number of covered items at a risk level α is maximized. In this section, we consider
an independent probability coverage model, where each node j has an independent probability aij of being
covered by node i ∈ V1 for j ∈ Si, i.e., P(tij = 1) = aij .
Let σ(x) be a random variable representing the number of covered items in V2 for a given x. It is known
that σ(x)(ω) is submodular for ω ∈ Ω (Wu and Ku¨c¸u¨kyavuz, 2019). Given an integer k and α ∈ (0, 1],
problem (4) for RASC is
max CVaRα(σ(x)) (21a)
s.t.
∑
i∈V1
xi ≤ k (21b)
x ∈ Bn, (21c)
where X is given by {∑i∈V1 xi ≤ k, x ∈ Bn}.
Next we propose an efficient CVaR oracle to evaluate the objective function in problem (21) for a given
x ∈ X under the probability distribution of interest.
Proposition 4.1 There exists a polyniamial-time oracle that computes the function CVaRα(σ(x)) for x ∈ X
for RASC under the independent probability coverage model.
Proof. We follow the notation described in Wu and Ku¨c¸u¨kyavuz (2019) to describe the CVaR oracle.
Let P (x, i) denote the probability that a given solution x covers node i ∈ V2. Note that P (x, i) = 1 −∏
j∈V1 (1 − aj,ixj) for the independent probability coverage model. Let P(σ(x) = b) be the probability of
covering exactly b nodes in V2 out of a total of |V2| = m nodes for a given x. Let Pi(σ(x) = b) denote the
probability that b nodes in V2 \ {i} are covered by a given x. From Hoeffding (1956); Samuels (1965); Wang
(1993), we know that function P(σ(x) = b) is equal to the probability mass function of the Poisson binomial
distribution. To obtain the value of probability mass function of the Poisson binomial distribution, we use
the recursion (Samuels, 1965)
P(σ(x) = b) = P (x, i)Pi(σ(x) = b− 1) + (1 − P (x, i))Pi(σ(x) = b).
Based on the above formula, we use a dynamic program (DP) to evaluate CVaRα(σ(x)) exactly. Let
V i = {1, . . . , i} ∈ V2 denote the set of the first i nodes of V2. We define A(x, i, j) as the probability that the
selection x covers j nodes among V i for 0 ≤ j ≤ i, i ∈ V2. The DP recursion for A(x, i, j) for 1 ≤ j ≤ i, i ∈ V2
is
A(x, i, j) =


A(x, i − 1, j)(1− P (x, i)), j = 0
A(x, i − 1, j)(1− P (x, i)) +A(x, i − 1, j − 1)P (x, i), 0 < j < i
A(x, i − 1, j − 1)P (x, i), j = i,
where the boundary condition is A(x, 0, 0) = 1. Barlow and Heidtmann (1984); Zhang et al. (2014) and
Wu and Ku¨c¸u¨kyavuz (2019) use this recursion to calculate P(σ(x) ≥ b) :=∑mj=b A(x,m, j).
Next, we show that we can use this recursion to evaluate CVaRα(σ(x)). From the definition of VaRα(σ(x))
in (2), we have
VaRα(σ(x)) = min{j ∈ Z+ :
j∑
i=0
A(x,m, i) ≥ α}.
The function CVaRα(σ(x)) can be calculated from equation (13c), and is given by
CVaRα(σ(x)) = VaRα(σ(x)) − 1
α

VaRα(σ(x))−1∑
j=0
P(σ(x) = j)(VaRα(σ(x)) − j)


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= VaRα(σ(x))

1− 1
α
VaRα(σ(x))−1∑
j=0
A(x,m, j))

 + 1
α
VaRα(σ(x))−1∑
j=0
jA(x,m, j).
For a given x, the running time of the DP is O(nm+m2), because obtaining P (x, j) for all j ∈ V2 is O(nm),
and computing the recursion is O(m2).

Given an integer k and α ∈ (0, 1], Algorithm 1 with the CVaR oracle described in the proof of Proposition
4.1 provides an optimal solution of problem (21) without sampling under the independent probability coverage
model. However, based on our experience, the exact method may not be able to solve the problem with a
large number of nodes. In this case, we use a sampling-based approach to solve a sample approximation
problem. In particular, for RASC, under the assumption of a finite probability space, we generate a live-arc
graph for each scenario given by a sample (see also, Kempe et al. (2003) and Wu (2018)). Here, for each
scenario ωi ∈ Ω, we toss biased coins for each arc (j, k) ∈ E with a success probability ajk that node k ∈ V2
is covered by node j ∈ V2. If the coin toss is a success, then an arc (j, k) ∈ Eωi (referred to as a live arc) is
added to the so-called live-arc graph Gωi := (V1 ∪ V2, Eωi) for that scenario. For each scenario ωi ∈ Ω, let
σi(x) denote the number of nodes covered in V2 by the selection x for the live-arc graph Gωi .
Let yij = 1 if j ∈ V2 is covered by the subset selection x for Gωi . Given a set of N scenarios, an integer k
and α ∈ (0, 1], a deterministic equivalent formulation is
max η − 1
α
∑
i∈[N ]
piwi (22a)
s.t. wi ≥ η −
∑
j∈V2
yij ∀i ∈ [N ] (22b)
∑
d∈V1
tijdxd ≥ yij ∀j ∈ V2, ∀i ∈ [N ] (22c)
∑
i∈V1
xi ≤ k (22d)
x ∈ Bn, 0 ≤ yij ≤ 1 ∀j ∈ V2, ∀i ∈ [N ], w ∈ RN+ , η ∈ R, (22e)
where tijd = 1 if j ∈ Sd for ωi ∈ Ω, d ∈ V1; otherwise, tijd = 0 for all j ∈ V2 \ Sd, d ∈ V1, ωi ∈ Ω. Note that
for a given vector (x, η, w), the coefficient matrix of the constraints (22b) and (22c) is totally unimodular.
Hence, the integrality of the y variables can be relaxed in formulation (22). We can use state-of-the-art
software package to solve formulation (22) directly; however, if N is large, then it may be preferable to solve
problem (21) with the proposed delayed constraint generation method (Algorithm 3). Next we report our
computational experience with the proposed methods.
5. Computational Experiments In this section, we study the computational performance of our
proposed methods on RASC. All instances were executed on a Windows 8.1 operating system with an Intel
Core i5-4200U 1.60 GHz CPU, 8 GB DRAM, and x64 based processor using C++ with IBM ILOG CPLEX
12.7 Optimizer. We set up the mixed-integer programming search method as traditional branch-and-cut
with the lazycallback function of CPLEX, where the presolve process is turned off. The number of threads
is equal to one. Unless otherwise stated, all other CPLEX options are set to their default values. The time
limit is set to 1800 seconds.
For RASC, we generate a complete bipartite graph with arcs from all nodes i ∈ V1 to all j ∈ V2. Let
V = V1 ∪ V2. (Note that V = V1 for RASC, because we only select nodes from V1.) The size of the bipartite
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graphs is |V| ∈ {50, 100, 150}. We set n = m = |V|/2 and n = |V 11 | + |V 21 |. We assign an independent
probability aij for each arc (i, j). We consider two collection of sets V
1
1 and V
2
1 , where V1 = V
1
1 ∪ V 21 .
Each node i ∈ V 11 can cover a higher expected number of items than each node j ∈ V 21 . Specifically, we let
aij = 0.18 + (0.22 − 0.18)i/|V 11 | for each i ∈ V 11 , and aij = 0.04(i − |V 11 |)/|V 21 | for each i ∈ V 21 , where we
let V 21 = {|V 11 |+ 1, . . . , n}. Let V = V1 ∪ V2. We let |V 11 | = 10 for all instances, and |V 21 | = n− 10. We let
k ∈ {3, 5} and α ∈ {0.025, 0.05}.
In Table 1, we demonstrate the performance of Algorithm 1, referred to as “Oracle”, using three types
of valid inequalities, the L-shaped cut of Laporte and Louveaux (1993), inequality (6) and lifted inequality
(11). Note that for a given incumbent solution, x¯, which is a characteristic vector of the set X¯ , we consider
the L-shaped cut
ψ ≤ CVaRα(σ(x¯)) +
∑
j∈V \X¯
(
CVaR1(σ(V ))− CVaRα(σ(x¯))
)
xj . (23)
For xj = 1 for any j ∈ V \ X¯, inequality (23) gives a valid upper bound for ψ = CVaRα(σ(x¯))
)
, given by
CVaR1(σ(x¯))
)
for any α ∈ (0, 1], from Observation 2.1 (ii). Column “Oracle-LShape” denotes Algorithm 1
with the L-shaped cut (23). Column “Oracle-Ineq (6)” denotes Algorithm 1 with inequality (6). Column
“Oracle-Ineq (11)” denotes Algorithm 1 with inequality (11). Column “Oracle-Ineq (6) and (11)” denotes
Algorithm 1 with both inequalities (6) and (11). Column “Time” denotes the total solution time for each
instance for RMP, in seconds. Column “Cuts” denotes the total number of user cuts added to RMP. Column
“Nodes” denotes the number of branch-and-bound nodes traced in RMP.
From Table 1, we observe that the solution time increases as k and |V| increase for all methods. We observe
that Oracle-LShape cannot solve most instances within the time limit. Oracle-Ineq (6) and Oracle-Ineq (11)
are faster than Oracle-LShape for the instances that are solvable by Oracle-LShape within the time limit.
In addition, Oracle-Ineq (6) or Oracle-Ineq (11) generates a fewer number of optimality cuts and traces a
fewer number of nodes compared to Oracle-LShape.
For most of the instances with |V| ≤ 100, Oracle-Ineq (11) generates a fewer number of optimality cuts and
traces a fewer number of nodes compared to Oracle-Ineq (6). However, for the instances with |V| = 150, the
solution time of Oracle-Ineq (11) is more than Oracle-Ineq (6). Recall that for a given incumbent solution x¯,
inequality (11) is generated by Algorithm 2. In Algorithm 2, we observe that for a given x¯ and 1 ≤ i ≤ i′ ≤ r,
the following relation holds
δ¯ji(x¯) ≤ δ¯j′i(x¯) ≤ CVaRα(σ(V1)).
From the above relation, if the size of |V| is large, then there may exist a large number of nodes with a
high value of the lifting function δji(x¯), which is close to CVaRα(σ(V1)). This explains why Oracle-Ineq
(11) does not perform well in instances with large |V|. To benefit from the complementary strengths of
inequalities (6) and (11), we add both classes of inequalities at each iteration in Algorithm 2. In Table 1,
we observe that for the instances that are not solvable by either Oracle-Ineq (11) or Oracle-Ineq (6) within
1800 seconds, the solution time of Oracle-Ineq (6) and (11) is shorter. Furthermore, for a hard instance
(|V |, α, k) = (150, 0.05, 5), only Oracle-Ineq (6) and (11) can provide the optimal solution within the time
limit.
Next, we demonstrate the sampling-based approach on RASC. We compare the deterministic equivalent
formulation (22) denoted by DEF, and Algorithm 3 with the submodular inequalities (15c) (referred to as
DCG-Sub). We generate |Ω| = 1000 equiprobable scenarios by using the live-arc graph scenario generation
method we described. We consider instances with network sizes, where |V| ∈ {50, 100, 150, 200, 250, 300}.
For each combination of (V , α, k), we create three replications of the scenario set and report the average
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Table 1: Algorithm 1 with different inequalities
Oracle-LShape Oracle-Ineq (6) Oracle-Ineq (11) Oracle-Ineq (6) and (11)
|V| α k Time Cuts Nodes Time Cuts Nodes Time Cuts Nodes Time Cuts Nodes
50 0.025 3 9 2315 2363 3 801 1915 ≤ 1 224 336 ≤ 1 398 667
50 0.025 5 ≥ 1800 33988 36405 681 16683 52677 3 726 1960 5 1462 2264
50 0.05 3 10 2319 2363 2 799 1734 ≤ 1 225 366 ≤ 1 397 787
50 0.05 5 ≥ 1800 32548 36569 492 14978 43320 3 713 1859 5 1484 2095
100 0.025 3 1152 19661 20300 11 1845 4287 24 1511 2321 15 1816 1252
100 0.025 5 ≥ 1800 21834 53054 1154 17741 97510 825 13156 46789 560 15648 45091
100 0.05 3 1205 19634 20685 9 1486 4476 24 1542 2400 15 1808 1224
100 0.05 5 ≥ 1800 21980 52479 505 11408 74808 826 12911 47823 238 10684 21191
150 0.025 3 ≥ 1800 18922 22045 25 1832 12753 457 6775 10868 91 3046 1389
150 0.025 5 ≥ 1800 19364 43796 1640 17781 109795 ≥ 1800 13468 72593 1603 20278 92923
150 0.05 3 ≥ 1800 20394 21649 6 1021 1115 445 6705 10815 59 1802 8489
150 0.05 5 ≥ 1800 20609 49523 ≥ 1800 10832 150285 ≥ 1800 14759 68158 1582 19978 75957
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statistics. The results are shown in Table 2. Column “Time(u)” reports the solution time in seconds and
“(u)” denotes the number of unsolved instances, if any, out of the three instances tested for the corresponding
setting.
We observe that solving the sample approximation problem with delayed cut generation (DCG) is more
effective than solving the corresponding DEF model (22). In Table 2, DCG-Sub is faster than DEF, and
DEF cannot solve instances with |V| ≥ 250 within the time limit. For most of the instances with |V| ≥ 250,
DEF cannot even solve the LP relaxation within the time limit. Moreover, for the instances that are solvable
by DEF within the time limit, DCG-Sub traces a fewer number of branch-and-bound nodes compared to
DEF.
Note that although the sampling-based approach can solve instances with larger network sizes, the optimal
solution provided by the sampling-based approach is an approximation of the true optimal solution. To this
end, we compare Tables 1 and 2. We observe that for instances with |V| = 50, the exact method using the
true distribution can solve the instances faster than the sampling-based approach that approximates the true
problem with a certain number of scenarios. For instance, for the setting with |V| = 50, α = 0.05, k = 5,
the solution time of Oracle-Ineq (6) and (11) is 5 seconds, but the average solution time with the sampling-
based method DCG-Sub is 123 seconds for 1000 scenarios. These results show that, for smaller networks,
the proposed exact method may be able to solve the problem to true optimality more efficiently than a
sampling-based method, which is not able to guarantee optimality.
Finally, to evaluate the quality of the solutions obtained from the sampling-based approach, we conduct
the optimality gap analysis described in subsection 3.3. From Tables 1 and 2, we observe that the sampling-
based approach can solve the instances with |V| ≥ 200, which are not solvable by the exact method within
the time limit. To assess the optimality gap with a confidence level for the large-scale setting with |V| ≥ 200.
We run M = 30 replications for the setting with |V| ≥ 200 and report the results in Table 3. We record the
optimality gap based on the estimator v¯M|Ω| − g∗, where v¯M|Ω| is from equation (17) and g∗ is from equation
(18). We also record the standard deviation of the estimator v¯M|Ω| − g∗ given by (19). Column “Gap(%)”
records the percentage of the optimality gap with a confidence level 1− α¯. The value is equivalent to
(v¯M|Ω| − g∗ + zα¯ S¯M√M )
g∗
,
where the numerator is equivalent to (20). Hence, the optimality gap has 97.5% confidence level for α¯ = 0.025.
We observe that the sampling-based approach combined with the CVaR oracle not only provides a true CVaR
value for a given incumbent solution, but also gives an optimality gap less than 1% with a high confidence
level.
6. Conclusions We consider risk-averse solutions to a class of stochastic submodular maximization
problems with an objective that maximizes the conditional value-at-risk (CVaR) of a random nondecreasing
submodular function at a given risk level. We propose a general method to solve risk-averse submodular
maximization problems (RASM) exactly (without sampling) when there is an efficient oracle to compute the
CVaR of the random function. Moreover, we provide a sampling-based algorithm to solve RASM, where
we solve a two-stage stochastic program associated with a sample from the true distribution. We discuss
how to evaluate the performance of the solution obtained from the sample average approximation with high
confidence. We demonstrate our proposed methods on a risk-averse set covering problem (RASC) under
a certain (exponential) probability distribution. Our computational study shows that the exact method is
preferred for small networks, and the sampling-based approach can solve instances with larger network sizes.
In future work, the strength of optimality cuts for both the exact method and the sampling-based approach
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Table 2: A comparison between DCG-Sub and DEF.
DCG-Sub DEF
|V| α k Time Cuts Nodes Time(u) Nodes
50 0.025 3 10 36666 218 111 59
50 0.025 5 21 51333 408 67 106
50 0.05 3 18 51000 230 115 59
50 0.05 5 44 83333 452 79 145
100 0.025 3 38 105666 238 468 57
100 0.025 5 155 195000 514 330 149
100 0.05 3 52 110000 238 441 60
100 0.05 5 243 210666 498 360 158
150 0.025 3 58 119333 239 1178 58
150 0.025 5 286 220333 530 822 137
150 0.05 3 74 122000 239 1103 52
150 0.05 5 323 227000 512 800 116
200 0.025 3 57 120333 238 (3) ≤ 1
200 0.025 5 374 230333 601 1762(1) 120
200 0.05 3 75 122000 238 (3) 3
200 0.05 5 408 231666 526 1613(2) 87
250 0.025 3 67 123000 238 (3) ≤ 1
250 0.025 5 458 220333 625 (3) 3
250 0.05 3 82 122666 238 (3) ≤ 1
250 0.05 5 570 224333 598 (3) 3
300 0.025 3 76 123666 237 (3) ≤ 1
300 0.025 5 583 216333 674 (3) ≤ 1
300 0.05 3 95 123333 239 (3) ≤ 1
300 0.05 5 719 217666 669 (3) ≤ 1
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Table 3: Optimality Gap Analysis
|V| α k g∗ v¯M|Ω| v¯M|Ω| − g∗ S¯M/
√
M Gap(%)
200 0.025 3 40.169 40.36 0.191 0.0788 0.8559
200 0.025 5 58.59 58.964 0.374 0.0723 0.8746
200 0.05 3 41.5 41.628 0.128 0.0678 0.6267
200 0.05 5 59.964 60.148 0.184 0.0647 0.5167
250 0.025 3 51.731 52.086 0.355 0.0753 0.9649
250 0.025 5 74.759 75.105 0.346 0.0734 0.6522
250 0.05 3 53.232 53.461 0.229 0.0688 0.6806
250 0.05 5 76.201 76.412 0.211 0.0607 0.4318
300 0.025 3 63.425 63.706 0.281 0.0845 0.7011
300 0.025 5 91.009 91.461 0.452 0.0870 0.6806
300 0.05 3 65.094 65.182 0.088 0.0656 0.3323
300 0.05 5 92.632 92.886 0.254 0.0721 0.4256
can be improved.
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