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Abstract
Ears are a particularly difficult region of the human
face to model, not only due to the non-rigid defor-
mations existing between shapes but also to the chal-
lenges in processing the retrieved data. The first step
towards obtaining a good model is to have complete
scans in correspondence, but these usually present a
higher amount of occlusions, noise and outliers when
compared to most face regions, thus requiring a spe-
cific procedure. Therefore, we propose a complete
pipeline taking as input unordered 3D point clouds
with the aforementioned problems, and producing
as output a dataset in correspondence, with comple-
tion of the missing data. We provide a comparison
of several state-of-the-art registration methods and
propose a new approach for one of the steps of the
pipeline, with better performance for our data.
1 Introduction
Modelling shapes from 3D point clouds, and in par-
ticular human shapes, is useful in a wide range of
applications and an ongoing topic of research. Here,
we focus on the particular case of studying the vari-
ability of smaller detailed parts of the head, so that
in the future their relationship with the remaining
parts can be modelled. Therefore, the final goal is to
obtain a model of these specific areas, that best de-
scribes their variation. Our driving example in this
context will be the modelling of a ear and the descrip-
tion of how it fits the overall head.
Given the increased interest in human face models
and availability of 3D data, this area has seen several
developments in the recent years, leading to overall
high quality full face and full head models [1, 2, 3].
However, it is known that such models present poor
quality or variability in more detailed parts, such as
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the ears [4]. Reasons for such performance degra-
dation are: the variability of the whole head shape
surpasses the one of these smaller parts and data oc-
clusion in these regions, since data are usually formed
by 3D point clouds, obtained by scans of the head.
There is a need for methods focusing on the modelling
of these kinds of shapes, for example for prosthesis
design, and this is where this work is positioned.
In order to obtain a model from a set of raw scans,
there are two main steps that should be taken. The
first is how to relate the scans amongst themselves
so that each point has the same semantic meaning
across all scans (registration). The second is how to
find a way to describe the variability of shapes in
a lower dimension (modelling). The two steps are
related and the quality of one influences the other.
The registration of head scans has several existing
solutions providing good results for the most part of
the shape and particularly for the face, since many
methods focus only on this portion [5, 6, 2]. However,
as stated above, areas such as the ears are difficult to
capture with the existing scanning methods, leading
to several data problems, which make the registra-
tion more challenging and often cause the available
solutions to fail or perform poorly.
Naturally, the existence of previous models for
those areas could help in the registration by providing
prior information on the shapes. Yet, the existence
of those models would require a previous registra-
tion. In fact, for the particular case of ear models,
the existing work is still limited and often makes use
of manual work to help in the registration task [7, 8].
Therefore, our contribution is the proposal of an
unsupervised manner to approach these challenges
and register 3D ear data obtained from raw scans
with additional shape completion. We emphasise
that the method can be used to recover any detailed
part of a shape where there are considerable data
problems, such as missing data, outliers, and noise.
In order to select the best sequence of methods, we
also provide a comparison of registration approaches
applied to our type of data. Furthermore, we pro-
pose a new variation of a registration method which
achieves a better performance when it comes to our
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scenario. Finally, with this pipeline we are able to
take an existing head dataset [1] and improve the ear
region, by registering it and completing the missing
data.
1.1 Related work
Similar work consists of complete pipelines provid-
ing a path from 3D point clouds to shape models,
in particular human shapes. First, we consider solu-
tions for the human head and face, in general, and
explain why they are not suitable for the particular
case of the ear. We then focus on existent work on
ear modelling and the current limitations.
1.1.1 Face and head models
A state-of-the-art approach for human face modelling
are the 3D Morphable Models (3DMM). They are
commonly obtained from raw scans by applying a reg-
istration method followed by Principal Component
Analysis (PCA) , with possible intermediate steps
for performance improvement. The first 3DMM was
proposed in [6] and serves as basis for many subse-
quent approaches. Correspondence between scans is
achieved by a gradient-based optic flow algorithm, af-
ter which PCA is used to obtain a low dimensional
parametric model. An improved version was then
achieved with the Basel Face Model (BFM) [5], where
dense correspondence is performed with optimal non-
rigid Iterative Closest Point (NICP) step [9], leading
to better results. More recently, the Large Scale Fa-
cial Model (LSFM) was learnt from 10.000 examples,
in [2]. The dataset has the particular advantage of in-
cluding a large diversity of age, gender and ethnicity
on the training samples, leading to a more complete
model. The pipeline consists of 3D landmark localisa-
tion, followed by NICP for dense correspondence, au-
tomatic detection and exclusion of failed correspon-
dences and finally PCA.
While the previous models achieve very good re-
sults, they are limited to the face region and it is
often useful or required to have a model of the en-
tire head, as we seek in this work. Therefore, the
first 3DMM of the full head, the Liverpool-York Head
Model (LYHM), was proposed in [1]. It starts with
landmark localization in 2D and projection to 3D,
followed by pose normalisation. Then, dense corre-
spondence is achieved by a variation of the Coherent
Point Drift (CPD) [10]. This is followed by General-
ized Procrustes Analysis (GPA) and PCA. However,
it is noted that this model still lacks precision in some
regions, since the variance of cranial and neck areas
dominate over the face in the PCA parametrization.
In order to overcome this challenge, the authors in
[3] approach the topic of combining different 3DMM,
in order to capture the different benefits of each
model. In this case, they merge the LSFM due to its
great representation of facial detail and the LYHM
as it represents the full head. While they are able to
capture the variability of the face within a full head,
the model still lacks expressibility for the detailed re-
gions, such as ears or eyes.
Consequently, the latter method was extended in
[4] to overcome this shortcoming. This is the work
which is more closely related to our contribution, in
the sense that it provides a model able to relate the
ear with the entire head shape. However, it is noted
that the ear model requires the identification of 50
manual landmarks for registration. Besides, we ap-
proach the problem in a different way, aiming at first
reconstructing the problematic ear data in the raw
scans and then building the full model, while in [4],
the head model is augmented with an ear model.
1.1.2 Ear models and dataset
Given the previous overview, it is evident that obtain-
ing detailed representations of ears from raw scans of
the entire head directly is not a straightforward task
and, in principle, requires some previous model of
such region. Therefore, it is pertinent to get a grasp
on the existing work on ear models. To the extent
of our knowledge there are two proposed 3DMM of
the ear in [8] and [7]. However, only the latter final
model, that is the mean shape and principal compo-
nents, is made publicly available.
The work in [8] makes use of the large deformation
diffeomorphic metric mapping (LDDMM) framework
to produce the model. Under this setting, the au-
thors model the deformation of one shape into the
other as a flow of diffeomorphisms. This model is
then simplified with a kernel based Principal Com-
ponent Analysis, thus obtaining a morphable model.
To build the model they use the SYMARE database
[11], composed of 58 ears. They evaluate the model
by computing using 57 samples as training, and test-
ing the accuracy of shape reconstruction of the left
out ear.
In [7], the authors start with a limited dataset of 20
samples from 10 subjects, building an initial model
with CPD and PCA. However, given its reduced vari-
ability, the authors propose to use the initial model
along with an existing 2D ear database already la-
belled with landmarks to produce a larger augmented
dataset. First, they find the parameters of the model
leading to a shape that, when projected to 2D, is the
most similar to the 2D image in the dataset. Then,
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they deform the mean shape of the initial model to
match each of the ears, with a variation of CPD.
Therefore, they obtain a final dataset of 600 ears,
all with the same number of points and in correspon-
dence. The final model is obtained from this dataset
in a straightforward manner with GPA and PCA. The
model is incrementally improved by iterating over the
data augmentation and model production step.
The field of 3D ear modelling, albeit the interesting
and deep work already developed, is far from achiev-
ing the necessary accuracy in applications. We are
able to conclude that current methods typically re-
quire some manual annotation to start the pipeline.
Furthermore, there is only one publicly available
3DMM model. Although it is a good starting point,
it is composed of very few real scans, since the ma-
jority of the dataset was created by sampling of a
fitted generative model, which can bias the learned
model. Therefore, we propose to retrieve the ear data
from raw full head scans. Naturally, identifying which
points belong to the ear is not a straightforward task,
mostly due to the scan problems existing in these re-
gions. So, the main obstacle is to find a registration
method able to overcome these challenges.
1.2 Paper Outline
In Section 2 we start with a clear formulation of
the problem at hand, a description of the proposed
pipeline to overcome each obstacle and a justification
for our choice of dataset and metrics. Then, in Sec-
tion 3, we cover different possible solutions for each
step of the pipeline, providing the theoretical back-
ground for the methods to be compared afterwards.
Section 4 contains the numerical results, where for
each pipeline step the performance of different meth-
ods is extensively evaluated. From that, we conclude
on the best choice of method sequence, presented in
Section 5, together with some final remarks and fu-
ture work.
2 Setting and pipeline overview
2.1 Problem formulation and pro-
posed pipeline
The final goal of this work is to relate the parameters
of a ear model with the shape of a full head. There-
fore, we start with a publicly available dataset of full
human heads found in [1], composed of scans such as
the one in Figure 1a. From now on, we will call this
the Head dataset. It is immediately evident that the
ear region, because of its shape complexity, presents
a considerable amount of data problems not found
in other sections. Besides, as these are point clouds,
they are not in correspondence, and so this must be
the first step in producing a model.
(a) Raw full head scan (b) Retrieved ear part
Figure 1: Original data from dataset [1]
As a first approach, we would apply an existing
registration method to the full head or separately to
the ear, obtain a model with a dimensionality reduc-
tion approach such as PCA and study the variation
of parameters of the ear model with the head model.
However, the methods used for head registration tend
to fail on the ears, thus calling for an alternative ap-
proach. We propose the pipeline in Figure 2.
The first step is merely a cut of the ear region from
each head scan, resulting in samples such as the one in
Figure 1b. Since the head scans are already aligned
(and this can always be done with several existing
methods), we only need to extract the same region
for every scan in an unsupervised manner.
To register the samples amongst themselves, we
need a template, which should be a good represen-
tation of the ear shape without any missing data or
outliers. Therefore, we use the mean shape of the ear
model available from [7], composed of 7111 points and
represented in Figure 3a.
The problem is then to register the template from
Figure 3a with samples similar to Figure 1b. How-
ever, in order to choose the best method, we need
to compute evaluation metrics and so we require a
ground truth, that is, we need to know the corre-
spondence a priori. This is evidently not the case of
Figure 1b, as this is precisely the problem we are try-
ing to solve, motivating us to use the entire dataset
from [7] (denoted as the Ear dataset) for testing pur-
poses, where all the shapes already have the same
number of vertices and are in correspondence. The
obstacle is that there are no missing points, outliers
or noise in any of the samples, while registration of
real head scans will entail all these problems. The
solution is then to introduce all this problems in the
original data, in order to replicate as much as possi-
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Figure 2: Pipeline scheme
ble the difficulty of real scans, while still having the
knowledge of the true correspondences. We explain
this process in the following subsection.
As seen in the scheme, we propose two different
registration steps. The first should place the tem-
plate in an appropriate position with respect to the
target, mostly in terms of rotation and translation,
and should identify the most clear outliers. This is
the case of the skin area existing around the ear. Af-
ter this, it is expected that non-rigid method are able
to perform better, thus refining the correspondences
between the template and target. Finally, given the
high occurrence of missing data, we introduce a step
for shape completion, where we try to obtain the de-
formed template that most resembles each target.
2.2 Datasets
2.2.1 Missing data
The obtained scans of the Head dataset have miss-
ing points, not only uniformly spread, but also con-
centrated in particular regions of the ear which are
more difficult to capture by the scanning processing.
Therefore, in the Ear dataset we introduce
• Uniform missing data: by randomly removing
data points from the entire shape, with a given
(a) Mean shape from [7] (b) Simulated data
Figure 3: Ear dataset
ratio.
• Structured missing data: by randomly removing
data points from a particular area, with a given
ratio.
2.2.2 Outliers
The ear region of the Head dataset also contains out-
liers (points with no correspondence in the template),
both uniformly spread and in a structured manner.
In particular, the structured outliers come from the
fact that when we cut the ear portion from the en-
tire head of the scan we do not know exactly which
points belong to the ear, and consequently include
some extra points. Therefore, in the Ear dataset we
add
• Uniform outliers: by introducing additional
points over a bounding box containing the en-
tire shape, with a given ratio.
• Structured outliers: by introducing additional
points over a particular area of the shape, with
a given ratio.
2.2.3 Measurement Noise
For each point in the Ear dataset we introduce Gaus-
sian noise with zero mean and a chosen variance, so
that they are slightly displaced, to simulate the lack
of complete accuracy in the screening process.
2.2.4 Final dataset
Altering the original data of the Ear dataset with the
previously stated processes, we obtain a final noisy
dataset that should replicate the point clouds ob-
tained from the real head scans. Figure 3 exemplifies
this process, showing the mean shape of the ear model
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(left) and the tampered ear produced from the orig-
inal data (right), attempting to replicate the prob-
lems.
2.3 Metrics
For comparison of the different registration methods
we consider several metrics.
2.3.1 Metrics for registration focusing on
measurement noise
We consider two different metrics to evaluate the reg-
istration results :
• Fraction of correspondences : computed as the
number of correspondences found over the total
number of points in the template for which a cor-
respondence exists. We want this to be as close
to 1 as possible. A common metric for similar
cases would be the Jaccard Index, where given
two sets (A and B) we compute the similarity
between them as |A∩B||A∪B| . In our case, if A is the
set of points of the template and B the set of
the target, our metric could be expressed in this
notation as |A∩B||A| . We use the latter since the
template corresponds to the ground truth and
we want to relate all samples to it, regardless of
the number of points of each target.
• Distance error : for each point in the template
we identify the true correspondence in the target
and the registered point by the method, comput-
ing the Euclidean distance between them. The
true correspondence is possible to retrieve since
the original Ear dataset is registered. This met-
ric then expresses the average distance for all
points in the shape. So, given the template
point cloud with M points, the original target
point corresponding to the m-th point given as
xm ∈ X ⊂ R and the registered target point
given as x˜m ∈ X˜ ⊂ R, this error is expressed as
D =
1
M
M∑
m=1
‖xm − x˜m‖.
The two previous metrics must be evaluated simul-
taneously since we want to identify as many points
of the template as possible (fraction of correspon-
dences), but we also require them to be correctly
matched (distance error).
2.3.2 Metrics for registration focusing on
outliers and missing data
We need to specifically evaluate the performance of
the methods when it comes to identify outliers and
missing data, given that these are the two main chal-
lenges in our data. For this purpose, we will use met-
rics typically used in classification problems, since we
are essentially classifying each point as either inlier,
outlier or missing.
Therefore, taking as example the outliers, we define
• True Positives (TP) as the outliers identified as
such;
• True Negatives (TN) as the non outliers identi-
fied as such;
• False Positives (FP) as the points incorrectly
classified as outliers;
• False Negative (FN) as the outliers not identified
as such.
Considering this, we define the following metrics
• Precision (or Specificity) = TNTN+FP (expresses
the ability to correctly identify non outlier);
• Recall (or Sensitivity) = TPTP+FN (expresses the
ability to correctly identify outliers).
The same reasoning can be applied to the missing
data, by taking the metrics with the missing points
instead of the outlier ones.
2.3.3 Shape completion
In this step, we want to measure how close a predicted
shape is from the ground truth (original shape from
the Ear dataset). For this purpose, we consider a
reconstruction error taking the distance between each
predicted points and the true one, averaging over the
shape and the dataset.
3 Zooming in on the pipeline
steps
3.1 Registration
In order to compare different shapes it is necessary to
have all instances in the same vector space. However,
most 3D data retrieval produces point cloud data,
which are unordered vectors and so it is necessary to
employ a registration method to achieve correspon-
dence between examples.
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In general, we can look for sparse or dense corre-
spondence. The first matches a reduced amount of
points through landmarks (distinctive features com-
pared to their local context, such as the tip of the
nose, corner of the eyes or mouth), while the latter
matches a large number of points with similar topo-
logical meaning. Although more challenging to com-
pute, dense correspondences are able to express more
detailed structures, which is a requirement for us.
Typically, the registration problem involves trans-
forming one shape (template) as close as possible into
the other (target). The methods mostly differ on the
kind of transformation they consider and what is de-
fined as being close to.
Here, we denote by X the target shape, correspond-
ing to the scan data in this case, and by Y the tem-
plate shape, corresponding to the mean shape from
the Ear dataset. Both X and Y are point sets, with
X = (x1, ..., xN )
T and Y = (y1, ..., yM )
T , where N
and M are the respective number of points in each
point set. The problem is then to find a transforma-
tion T (Y, θ) with unknown parameters θ, bringing Y
as close as possible to X according to some defined
metric.
This section goes over the currently used registra-
tion methods, from which the most promising will be
selected for comparison with our data. They are split
under the three main areas usually considered : Iter-
ative Closest Point variants, probabilistic approaches
and graph matching.
3.1.1 Iterative Closest Point (ICP) and vari-
ants
One of the most popular registration method class is
the Iterative Closest Point (ICP) [12]. It considers
only rigid transformations for T , that is rotations R
and translations t. The goal is to find R and t mini-
mizing the distance between each point in Y and its
closest point in X. That is, solving the optimization
problem
min
R∈SO(3),t∈R3
Ns∑
i
ρ(‖Ryi + t− xj‖),
where xj is the target point closest to the transformed
source (xj = argminxk∈X ‖Ryi + t − xk‖) and ρ is a
robust loss function.
ICP solves this problem by iteratively finding the
closest points of the template on the target and
then finding the least-squares rigid transformation
between such pairs of points. Next, a new correspon-
dence is found and a new transformation computed,
and so on [13]. It is still considered state-of-the-art,
given its reduced time complexity and accuracy in
plenty of cases. However, it requires the initial posi-
tion of the two point sets to be moderately close, as
it is quite sensitive to initialization.
Further variants can be found, such as Go-ICP [14]
where the authors try to find the optimal transforma-
tion through a branch and bound strategy, to avoid
the local optima obstacle. Another line of work to
solve this drawback are randomized strategies based
on the RANSAC. A recent and state-of-the-art exam-
ple is the SDRSAC [15], combining the randomized
approach with graph matching. The idea of SDRSAC
is to perform several iterations where we subsample
both point clouds and run a matching step (SDR
matching), thus obtaining a rigid transformation to
deform the template into the target. After this, we
can compute the number of non-outliers found, de-
noted as consensus. The output is the transformation
resulting in the highest consensus, after a number of
iterations defined by the current probability of find-
ing an inlier correspondence. The SDR matching step
takes N points of two point clouds and finds the best
correspondence of only part of the points. Here the
best correspondence relates to how well the pairs of
points in each cloud match each other, that is, how
similar is the distance between a pair of points in
cloud A to a pair in cloud B).
We propose an additional method (RANSIP) in the
line of RANSAC with ICP, but taking into account
the point cloud normals. We run several iterations
of ICP, taking as initialization the vector going from
one centre of mass to the other for the translation
and a random rotation matrix. Given the ICP re-
sult we compute the correspondences between shapes
and determine the inliers. Then, for each inlier ver-
tex of the template and target we obtain the normals
and, subsequently, the angle between the normals of
corresponding points. The final cost is taken as the
median of those angles, which should be as low as
possible. Similarly to SDRSAC, the number of iter-
ations to run is defined by the probability of finding
an inlier correspondence, but we only consider inliers
with normals differing by less than pi4 rad.
Furthermore, there is a non-rigid version of the
ICP, the optimal step non-rigid ICP (NICP) proposed
in [9]. Based on the ICP, it assumes that each point
of the template may undergo a local affine transfor-
mation represented by a 3× 4 transformation matrix
Ti, so that the parameters are in a 4N × 3 matrix
T := [T1...TN ]. Then, the parameters are found by
minimizing the cost function defined as
E(T ) := Ed(T ) + αEs(T ) + βEl(T ). (1)
The first term minimizes the distance between the de-
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formed template and the target, including a weight-
ing term for each point which is set to zero for no
correspondence and 1 otherwise. The second term is
a regularization on the deformation, so to limit the
deformations to acceptable shapes. It penalises the
weighted difference of the transformations of neigh-
bouring vertices, with a parameter balancing the ro-
tational and skew transformations against transla-
tion. The final term guides the registration with land-
marks. The NICP takes a sequence of decreasing α
values and for each one iteratively finds the current
correspondences and computes the deformations ac-
cording to the cost function in Equation (1). The al-
gorithm stops when consecutive transformations are
similar enough.
3.1.2 Probabilistic approaches
The most used and representative method under this
category is the Coherent Point Drift (CPD) [10] con-
sidering the alignment of two sets as a probability
density estimation problem. This approach takes Y
(the template) as a set of centroids coming from a
Gaussian Mixture Model (GMM) and X (the tar-
get) as points generated by the centroids. The trans-
formation T can be set as rigid, affine or non-rigid,
producing 3 different versions of CPD. An important
detail is that the centroids are forced to move co-
herently as a group, thus preserving the topological
structure of the points (motion coherence constraint
over the velocity field). The goal is to find the most
likely centroid from which each point in X was gener-
ated, thus resulting in a correspondence output. The
GMM probability density function for this scenario is
given as
p(x) =
M+1∑
m=1
P (m)p(x|m),
where p(x|m) = 1
(2piσ2)D/2
exp−‖x−ym‖22σ2 . It is then
assumed that the probability of each point x belong-
ing to centroid m is equal, so P (m) is set to 1/M .
Besides, an additional uniform distribution is added
to account for noise and outliers p(x|M + 1) = 1/N .
This leads to the final pdf as
p(x) = w
1
N
+ (1− w)
M∑
m=1
1
M
p(x|m),
where w ∈ (0, 1).
The general idea is to find the parameters for the
transformation of Y so as to minimize the difference
between the two shapes. For this, the authors use the
Expectation Minimization (EM) algorithm. Finally,
for each point x we can compute the posterior prob-
ability of having been generated by centroid m given
as P (m|xn) = P (m)p(xn|m)/p(xn).
For the non-rigid case, the authors define the trans-
formation as T (ym) = ym + v(ym), where v(ym) is a
displacement vector. CPD has two parameters con-
trolling the amount of non-rigid deformation, λ and
β, related to the smoothness of the displacement field.
While still considered state-of-the-art, CPD does
not handle particularly well outliers, missing data
and different number of points between both point
clouds. Consequently, variants of CPD have been de-
veloped in recent years to attempt to deal with such
drawback [16, 17, 18]. While in the original CPD
membership probabilities are all equal, in [17] the au-
thors propose to assign them differently in order to
encourage matching of points with similar local struc-
ture. This method is therefore more robust to de-
formation, outliers, noise, rotation and occlusion. A
more recent version was proposed in [19], also enforc-
ing the preservation of local structure but resorting to
k-connected neighbours, outperforming the approach
in [17].
In [20] the authors propose a Bayesian Formulation
of CPD (BCPD). Under this setting they guarantee
convergence of the algorithm, introduce more inter-
pretable parameters and reduce sensitivity to target
rotation.
Unlike CPD, the transformation is defined as
T (ym) = sR(ym + vm) + t, where s is a scale fac-
tor, R a rotation matrix, t a translation vector and
vm the displacement vector representing a non-rigid
deformation. They formulate a joint distribution for
the target points, but also for explicit correspondence
vectors between the two shapes. Besides, the motion
coherence is expressed as a prior distribution on the
displacement vectors instead of a regularization term
and the optimization is not based on EM algorithm
but rather on Variational Bayesian inference (VBI).
Finally, they provide an acceleration scheme to re-
duce computation time of the matrices without loss
of registration accuracy.
3.1.3 Graph Matching
Correspondence can also be found through graph
matching where generally each vertex represents a
point in the point cloud. Graph matching methods
can be of first, second or higher order. First order
methods, using only information about each vertex,
have been replaced by higher order methods and are
not commonly used at the moment. Second order
methods [21, 22] try to match both vertices and edges,
while higher order methods [23, 24] include extra in-
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formation such as angles between vertices and have
the advantage of being invariant to scale and affine
changes. Both can be formulated as a Quadratic As-
signment Problem (QAP), which is NP-hard. Thus,
most graph matching approaches are limited to a
small number of nodes (at most in the order of hun-
dreds) and are therefore not suitable for this applica-
tion, since our point clouds have thousands of points.
3.2 Shape completion
Given the amount of missing data in our scenario, af-
ter the registration step a large percentage of points
in the template will have no correspondence in the
target. In order to relate the complete shape of the
ear with the head, we would like to first complete the
missing data. Of course the completion can be helped
by some information on the shape but this would re-
quire a previous model, taking us back to the chicken-
and-egg problem mentioned before. Therefore, we
consider three alternatives which entail different lev-
els of prior information on the shape.
3.2.1 Deformed template from the registra-
tion method
Under this option, we take the transformed template
from the registration method and see how well it re-
sembles the original target. The main advantage is
that this uses the generic transformation model de-
fined by the registration method and does not require
any previous knowledge on the shape. On the other
hand, this lack of information is expected to lead to
shapes less similar to ears.
3.2.2 Probabilistic PCA
An option to counteract this problem is to use a pre-
vious model of the ear shape. After we establish cor-
respondence for the existing points, it is possible to
predict the remaining ones with Probabilistic PCA as
suggested in [25]. This of course assumes a previous
model for which we will use the PCA model obtained
from [7].
After registration we can split the target into X =
(Xa, Xb), where Xb are the known points and Xa the
missing ones. Our goal is to obtain the full shape
X from the known points Xb. We can express the
distribution of the shape points as
p(X) = p(Xa, Xb)
= N
([µa
µb
]
,
[
WaW
T
a WaW
T
b
WbW
T
a WbW
T
b + σI3N˜
])
,
where µa and µb are the mean shape points corre-
sponding to Xa and Xb, Wa and Wb the matrices
with the respective dimensions of the principal com-
ponents and I3N˜ an identity matrix of size 3N˜ , where
N˜ is the number of known points.
We can then obtain the most likely α with the fol-
lowing expression
p(α‖Xb) = N (M−1WTb σ−2(Xb − µb),M−1),
where M = σ−2WTb Wb + Id. Then, the most likely
shape is obtained by taking the mean of the previous
distribution and computing X = Wα + µ, where µ
and W are respectively the mean shape and principal
components of the original model from [7].
3.2.3 Gaussian Process framework
The disadvantage of the previous option is that the
initial PCA model limits the shape space. It would
be ideal to include some shape information but still
allow for some freedom in shape matching. A frame-
work contemplating this option is the Gaussian Pro-
cess presented in [26].
The main idea of this approach is to model a shape
s as s = {x + u(x)|x ∈ ΓR}, where ΓR is a reference
shape and u a deformation acting on the reference
shape and resulting in s. Then, the deformation u is
modelled as a Gaussian Process u ∼ GP(µ, k), where
µ is the mean deformation and k is a covariance func-
tion/kernel.
A parametric and low dimensional model can be
obtained by representing the Gaussian process using
the leading functions (φi) of its Karhunen-Love ex-
pansion, so that we obtain a model similar to PC
u = µ+
r∑
i=1
αi
√
λiφi,
where αi ∈ N (0, 1) and (λi, φi) are the eigenvalue/
eigenfunction pairs of the integral operator Tκf(·) :=∫
Ω
κ(x, ·)f(x)dρ(x). More details on this low rank
approximation model can be found in [27].
Therefore, we can include prior shape information
when defining the kernel and mean of the Gaussian
Process. We can include the dataset information with
the mean deformation at each point x given as
µSSM (x) =
1
n
n∑
i=1
ui(x)
and the so called sample covariance kernel, where the
covariance function kSSM (x, x
′) at points x and x′ is
given as
1
n− 1
n∑
i=1
(ui(x)− µSSM (x))(ui(x′)− µSSM (x′))T .
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Then, we can augment this kernel with a Gaussian
kernel g(x, x′) = exp−‖x−x′‖2σ2 , which merely models
smooth deformations. The final kernel is obtained
by summing the two previous ones kfinal(x, x
′) =
k(x, x′) + g(x, x′), thus increasing the variability of
the initial sample kernel.
While this framework can be used on its own to
perform registration, it is not particularly suited for
the kind of the data we have and if used without
any previous steps does not produce adequate results.
Therefore, we chose to first perform an initial regis-
tration with other methods and then use this frame-
work for shape completion. Essentially, this consists
of Gaussian Process regression, where the correspon-
dences found by registration of the previous steps are
taken as observations. That is, we compute the ob-
served deformation between matched points and then
apply regression to predict the remaining shape.
4 Results
4.1 Initial registration
In this section, we apply different state-of-the-art reg-
istration methods to the final dataset. The goal is
to roughly register the samples, ideally keeping all
the points belonging to the ear and identifying the
outliers. We choose methods from different areas,
both rigid and non-rigid, to understand which ones
are more suited to overcome the data problems. Two
fundamental methods are ICP [12] for the rigid reg-
istration and CPD [10] for the non-rigid counterpart.
These methods are considered state-of-art but not
particularly suited to the data problems we find in
this situation. Therefore, we chose more recent vari-
ations for both cases: NICP[9] (the non-rigid version
of ICP) and BCPD [20] (the Bayesian formulation of
CPD). Given the susceptibility of ICP-like method to
local optima, we also test two RANSAC methods: the
SDRSAC [15] and our proposed approach RANSIP.
For each of the methods and scenarios an extensive
study was performed in order to find the optimal pa-
rameters. The results here presented correspond to
the best performance for each step.
Furthermore, we compare the results with a so
called best case scenario. This consists of registering
the original dataset without missing data, outliers or
noise, with the template in the correct position. For
this case, we know that there should be a one-to-one
correspondence for every point.
Figure 4 provides the general metrics for this step,
comparing the several methods both for the real and
best case scenario. Figure 5 depicts the outlier and
missing data metrics only for the real case, as they
are not applicable in the other.
4.1.1 ICP
It is immediately evident that ICP does not cope well
with the real case scenario. This is natural, since
ICP can easily be trapped in local optima and the
prevalence of data problems creates more local op-
tima. That is, with ICP the template easily falls into
positions far away from the ground truth.
However, for the best case scenario, where template
is in the correct initial position and there is a one-to-
one correspondence we expect ICP to perform well,
and that is indeed the case. In fact, the distance error
for this case (around 2mm) is an important value as
it tells us that limited to rigid deformations this is the
best error we can expect to find and it is due to the
shape differences between the template and targets.
Regarding the correspondences fraction, it is noted
that the original version of ICP (used here) allows for
a point of the target to be associated with more than
one point of the template. Consequently, in the best
case, where both point sets have the same number of
points, the fraction is around 1. In the real case, if a
point in the template does not have a correspondence
on the target (missing data), it will be associated to
another point as long as is stays within the defined
threshold, even if the target point was already as-
sociated to another template point. This means we
will find more correspondences than we should and
explains the value over 1.
The latter conclusion is further proved by the miss-
ing data recall of ICP in Figure 5. The low value for
this metrics expresses the restricted ability in detect-
ing missing points.
4.1.2 RANSAC methods
Both SDRSAC and RANSIP are composed of several
runs of ICP. Therefore, without any data problems
they should have a similar performance as the latter,
as indeed is evidenced by Figure 4 for the modified
version. The original one has a higher distance error
and this could be explained by the fact that we are
introducing a random initialization when the original
one was already good. Meaning that the cost consid-
ered by the SDRSAC is not the most adequate for our
data, as it does not detect the best transformation as
such.
Looking at the real case, the fact that ICP is run
several times helps in avoiding the local optima trap-
ping, leading to an increased performance for the ini-
tial registration, as shown by the distance error of
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Figure 4: Distance error (a) and fraction of correspondences (b) for the initial registration with each of the
different methods. Comparison between the best case scenario and the real data.
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Figure 5: Outlier (a) and missing data (b) metrics for the initial registration with each of the different
methods. The results are only with respect to the real case scenario, since the best case does not have any
outliers or missing data.
RANSIP. The correspondence fraction is still consid-
erably above 1, for the reasons already stated with
respect to ICP. When it comes to SDRSAC the per-
formance is still better than the ICP, but again it is
evident that the cost is not the most adequate for this
situation.
Regarding Figure 5, we notice that both outlier
metrics and missing data precision are close to 1 (be-
ing this the desired value), while missing data recall
is very low. This is again related to the correspon-
dence fraction as explained for ICP. However, since
the goal of this first step is to remove the majority
of outliers, this low value does not prevent the use of
the method.
4.1.3 CPD
For the best case scenario, CPD performs slightly
worse than rigid methods such as ICP or SDRSAC.
In this case, the non-rigid deformation does not seem
to help in the registration, which could be due to the
fact that the dataset does not have enough variability.
That is, as the data was sampled from the model, the
shapes are considerably similar amongst themselves
and rigid deformations to the template are enough
for a small distance error.
CPD does not handle well the real data. Despite
the low value of distance error when compared with
ICP, we see that this is achieved due to the low frac-
tion of correspondences found (Figure 4). This is in
accordance with the low outlier precision in Figure 5,
showing that a high number of non-outliers is being
identified as outliers.
4.1.4 BCPD
Unlike CPD, BCPD seems to improve the distance er-
ror when compared to the non-rigid methods, which
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would disprove the justification given for the CPD
increase. However, the correspondence fraction for
BCPD is lower than for the others (around 90%),
which means it is wrongly discarding points as out-
liers, thus obtaining a lower distance error.
When it comes to the real case, BCPD performs
well, achieving a distance error slightly above the best
case of the rigid methods and even below the best case
of CPD and NICP. This does not come at the cost of
the correspondence fraction as this value stays close
to 1 (Figure 7).
4.2 Registration refinement
The output from the first step allows us to remove
the majority of the outliers and only keep the non-
outliers identified by each method. Given the pre-
vious results, we take only the BCPD and RANSIP
outputs. With this clean data it is expected than
most of the methods have a better performance and
so we test each of the previous approaches for both
BCPD and RANSIP outputs.
Figure 6 shows the distance error, Figure 7 the frac-
tion of correspondences, Figures 8 and Figure 9 the
outlier and missing data metrics, respectively.
Regarding ICP, we note that even with the removal
of the outliers, the remaining data problems still pre-
vent the method from achieving an acceptable per-
formance. CPD, on the other hand, benefits from
this removal and is able to express lower values for
the distance error, although it has a correspondence
fraction considerably above 1.
For almost any metric and any subsequent method,
we notice that RANSIP in the first step produces the
best performance. Consequently, this is selected as
the method for the first step of the pipeline.
Regarding the choice for the second step, we are
particularly interested in achieving good performance
on the missing data metrics, as it will allow us to cor-
rectly identify where to do shape completion in the
subsequent step. Looking at Figure 9, we conclude
that the precision is similar across the different strate-
gies, meaning that non-missing points are correctly
identified as such, so we are not loosing important
information. However, when it comes to the ability
to detect the true missing points, expressed by the
recall, most approaches present low values, with the
exception of ICP and BCPD.
The comparison between CPD and BCP is perti-
nent. After the outlier removal, CPD manages to
achieve competitive values of distance error with re-
spect to BCPD. However, it is not able to cope well
with missing data and ends up attributing correspon-
dences to template points that should not have one.
This increases the fraction of correspondences and
decreases the recall for missing data.
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Figure 6: Distance error for the registration refine-
ment with each of the different methods. Compari-
son between registration of the initial data, the data
after outlier removal with BCPD and with RANSIP.
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Figure 7: Fraction of correspondences for the regis-
tration refinement with each of the different methods.
Comparison between registration of the initial data,
the data after outlier removal with BCPD and with
RANSIP.
4.3 Shape completion
For this step we take approximately 10% of the
dataset as shapes to be predicted and use the remain-
ing shapes to build the models. Figure 10 shows the
reconstruction error for each of the three alternatives
described. We consider as baseline the mean shape
used for the reconstruction of each shape. We can see
that the only option with lower error with respect to
the baseline is the PPCA. The fact is that given the
way the dataset was built, the samples do not present
an increased variability. This also explains why the
GP approach performs so poorly, since we increased
the variability of the model with the Gaussian kernel
but we are predicting shapes which are very similar
to our PCA model. However, this does not mean that
in the real case the GP will perform worse, as we ex-
pect the ear from the Head dataset to present more
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Figure 8: Outlier metrics (precision on the left and recall on the right), for the registration refinement with
each of the different methods. Comparison between registration of the initial data, the data after outlier
removal with BCPD and with RANSIP.
?
???
???
???
???
???
???
???
???
???
?
??? ???? ?????? ???? ???
???
???
??? ????????
??????????
????????????
(a)
?
???
???
???
???
???
???
???
???
???
?
??? ???? ?????? ???? ???
??
???
? ????????
??????????
????????????
(b)
Figure 9: Missing data metrics (precision on the left and recall on the right), for the registration refinement
with each of the different methods. Comparison between registration of the initial data, the data after outlier
removal with BCPD and with RANSIP.
variability. For this reason, in the next section we
apply the whole pipeline to the latter dataset.
Figure 10: Comparison of the reconstruction error
with the different options. The error with respect to
the mean shape is used as baseline.
4.4 Real data
Finally, we apply the complete pipeline to real ears
from the Head dataset. Evidently there is no ground
truth, so it is not possible to obtain quantitative met-
rics. Therefore, we evaluate the results by empirical
observation in Figure 11.
As expected, the PCA approach guarantees to pro-
duce a smooth ear shape, but the variability in the
model is not enough to correctly complete the shape
when the latter is too different from the dataset sam-
ples. The deformed template from the registration
solves this problem in part but, since it has no fur-
ther information on the shape, suffers too much de-
formation. The GP framework is a good compromise
between the two previous options, as it includes a
prior on shape, while the augmentation through the
Gaussian kernel provides additional flexibility. Con-
sequently, unlike the PCA approach, it is able to
reach deformations not previously seen on the train-
ing dataset, such as the detail presented in Figure 12.
However, there are still shortcomings on the final
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shape, as in some parts it is not adequately fitted to
the target. This suggests that further work can be
done in finding a more appropriate kernel or includ-
ing further steps on either the registration or shape
completion steps.
5 Concluding Remarks
Taking the previous results into account, we propose
the final pipeline composed by an initial registration
with RANSIP, a registration refinement with BCPD
and GP regression for shape completion. The pro-
posed approach is able to complete the ears from the
dataset in [1], although it still lacks some accuracy
in matching the final shape. As future work, the
pipeline must be improved in order to avoid those fail-
ures, either by improving the registration or by con-
sidering different kernel in the GP framework. From
the obtained Head dataset with the complete ears, it
is also possible to obtain a relationship between the
head shape and the ear one. This can help in building
an improved ear model, which in turn may increase
the performance of the current pipeline.
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