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PERBANDINGAN IMPLEMENTASI CONDITIONAL 
RANDOM FIELDS DAN RANDOM FOREST 
UNTUK NAMED ENTITY RECOGNITION 





Artikel berita online merupakan salah satu bentuk informasi yang dapat selalu 
diakses oleh semua orang. Berita sendiri selalu membicarakan sebuah entitas seperti 
manusia, organisasi, dan lokasi. Semakin banyaknya berita yang diterbitkan setiap 
hari dengan entitas yang beraneka ragam membuat pencarian berita dengan topik 
yang sesuai menjadi lebih susah. Oleh karena itu dibutuhkan sebuah sistem yang 
dapat membantu mencari sebuah entitas dalam artikel berita. Sistem yang dirancang 
pada penelitian ini menggunakan algoritma Conditional Random Fields (CRF) dan 
Random Forest. Penelitian sebelumnya menyarankan algoritma Conditional 
Random Fields untuk diterapkan karena dapat membantu memprediksi entitas pada 
kalimat dengan hasil yang lebih baik. Penelitian ini bertujuan untuk 
mengimplementasikan algoritma Conditional Random Fields dan Random Forest 
pada Named Entity Recognition artikel berita dengan menggunakan bahasa 
pemrograman phyton, serta menghitung juga akurasi pada prediksi artikel berita. 
Berdasarkan beberapa scenario uji coba, akurasi yang dievaluasi menggunakan 
report menunjukan bahwa model pembagian data train dan test set sebesar 80:20, 
nilai fold cross validation 4, dan jumlah pohon 20 menghasilkan performa yang 
paling baik dengan accuracy 70%, precision 17%, recall 17%, dan f1 score 16%. 
 
Kata Kunci: Artikel Berita, Conditional Random Fields, Entitas, Prediksi, 




CONDITIONAL RANDOM FIELDS AND RANDOM 
FOREST IMPLEMENTATION COMPARISON 
FOR NAMED ENTITY RECOGNITION 




Online news article is one of many form of information that can always be accessed 
at any given moment. News alone always talk about an entity such as human, 
organization, and location. More news are being published each day with diverse 
entity causes searching for news with specific topic became harder. Therefore, a 
system is needed to help find an entity inside news article. System that are created 
in this research used Conditional Random Fields Algorithm (CRF) and Random 
Forest. Previous research recommend to use Conditional Random Fields to be 
implemented because it can help predict entity on sentence with better result. This 
research aimed to implement Conditional Random Fields and Random Forest 
Algorithm on Named Entity Recognition for news article using python 
programming language, also evaluate the accuraction on news article prediction. 
Based on few test scenario, accuration that are evaluated using report showed that 
train and test split model with 80:20 ratio, with fold cross validation 4, and 20 tree 
counts generated the best performance with accuracy 70%, precision 17%, recall 
17% and f1 score 16%. 
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