Changes in the sensory environment are good indicators for behaviorally relevant events and strong triggers for the reallocation of attention. In the auditory domain, violations of a pattern of repetitive stimuli precipitate in the event-related potentials as mismatch negativity (MMN). Stimulus-specific adaptation (SSA) of single neurons in the auditory cortex has been proposed to be the cellular substrate of MMN (Nelken and Ulanovsky, 2007). However, until now, the existence of SSA in the awake auditory cortex has not been shown. In the present study, we recorded single and multiunits in parallel with evoked local field potentials (eLFPs) in the primary auditory cortex of the awake rat. Both neurons and eLFPs in the awake animal adapted in a stimulus-specific manner, and SSA was controlled by stimulus probability and frequency separation. SSA of isolated units was significant during the first stimulus-evoked "on" response but not in the following inhibition and rebound of activity. The eLFPs exhibited SSA in the first negative deflection and, to a lesser degree, in a slower positive deflection but no MMN. Spike adaptation correlated closely with adaptation of the fast negative deflection but not the positive deflection. Therefore, we conclude that single neurons in the auditory cortex of the awake rat adapt in a stimulus-specific manner and contribute to corresponding changes in eLFP but do not generate a late deviant response component directly equivalent to the human MMN. Nevertheless, the described effect may reflect a certain part of the process needed for sound discrimination.
Introduction
The representation of behaviorally relevant stimuli in a noisy and complex environment that consists of multiple signals from different sources is one of the major challenges for the auditory system. The statistics of stimuli provide critical cues for structuring such an environment (Bregman, 1990) for optimizing the neuronal coding of it (Brenner et al., 2000; Kvale and Schreiner, 2004; Dean et al., 2005) and for selecting vital information from it. In this respect, infrequent deviations in a repetitive auditory background are often events of behavioral importance. Such rarely occurring events are represented in the nervous system by a preattentive and automatic auditory process (Näätänen et al., 2007) , which is only partially under attentional control (Sussman, 2007) .
A correlate in human EEG recordings for neuronal mechanisms of change detection is the so-called mismatch negativity (MMN) that may serve as a trigger for reallocating attention toward the deviants (Escera et al., 1998) . Its characteristic feature is a negative wave occurring ϳ200 ms after stimulus onset in response to an infrequent deviant stimulus (Dev), which is embedded in a sequence of repetitive standard tones (St). To evoke MMN, the deviant and standard stimuli can be selected from a variety of stimuli (i.e., pure tones, vowels) and differ in various aspects such as frequency (Näätänen et al., 1978) , duration (Giard et al., 1995) , and level (Schröger, 1996) or even being omitted (Yabe et al., 1997) . Different cortical sources contribute to MMN generation with one being the auditory cortex (AC) (Näätänen et al., 2007) or probably only a subdivision of AC (Pincze et al., 2001) .
Although there is a large data basis on MMN available, only few publications approach its cellular basis in terms of cortical neuronal response properties. Recently, stimulus-specific adaptation (SSA) has been proposed as a candidate neuronal mechanism underlying the generation of MMN (Ulanovsky et al., 2003; Nelken and Ulanovsky, 2007) . In experiments on anesthetized animals, SSA was identified at different stages of the auditory pathway, namely cat AC (Ulanovsky et al., 2003) , mouse auditory thalamus (Anderson et al., 2009) , and rat inferior colliculus (Malmierca et al., 2009 ). In addition, there were attempts to demonstrate MMN with means of event-related potentials in rodents (Ruusuvirta et al., 1998; Lazar and Metherate, 2003; Sambeth et al., 2003; Eriksson and Villa, 2005; Umbricht et al., 2005; Astikainen et al., 2006; Tikhonravov et al., 2008) , but the resulting patterns are weak or ambiguous.
To address the neuronal basis of MMN, the present study focuses on the awake rat primary auditory cortex (A1). We used both recordings from neurons and evoked local field potentials (eLFPs), which could provide a bridge between cellular properties and EEG recordings. The following questions are addressed. Whether and how is SSA present in neurons of A1 in the awake rat? Do the eLFPs adapt in a similar manner as neurons and do they exhibit an MMN-like pattern? Finally, can we establish a contribution of single neuron adaptation to eLFP adaptation?
Materials and Methods
Subjects and implantation. Experiments were performed on eight female adult rats weighing 270 -370 g at the date of implantation (Sprague Dawley; Charles River Laboratories). All animals were implanted chronically with electrodes in the left auditory cortex under deep anesthesia with chloral hydrate (300 mg ⅐ kg Ϫ1 ⅐ h Ϫ1 , i.p., Sigma-Aldrich) and ketamine (10 mg ⅐ kg Ϫ1 ⅐ h Ϫ1 , i.p., Ketavet; Pfizer,) plus atropine (1.2 mg/kg, s.c., administered every 2 h; Sigma-Aldrich). Electrodes were attached to a customized microdrive, carrying three to five tungsten microelectrodes (shaft diameter, 75 m; impedance before black plating at 1 kHz, 9 -12 M⍀; FHC). The drive allowed to move all electrodes simultaneously. Electrodes were oriented in a tangential approach, thereby moving through the auditory cortex in parallel to the cortical layers. Tip-to-tip spacing of electrodes along the rostrocaudal axis was 250 -350 m. A low-impedance silver wire was implanted within the corpus callosum serving as the reference electrode for the extracellular and eLFP recordings. A ground screw was fixed in the temporal bone. The implant was fixed on the skull with dental cement (Haraeus Kulzer) . Recordings started at the earliest 10 d after implantation. Animals were trained to sit quietly and with the head oriented forward on an elevated platform in the sound booth within 10 d after implantation. Animals were kept in a light/dark cycle shifted by 12 h. Experimental procedures were in full compliance with federal regulations and to the Guide for the Care and Use of Laboratory Animals (National Research Council, 1996) and approved by the local animal care committee.
Electrophysiological recordings. All experiments were performed in a sound-attenuating chamber (IAC) during the wake phase of the rats (8:00 A.M. to 8:00 P.M.). Electrodes were advanced before each recording session for between 87 and 175 m beyond the previous recording site by turning the screws of the implanted microdrive (350 m per revolution). Each electrode advancement was followed by an interval of at least 15 min to check for clearly separable spikes and let the brain tissue settle. After each recording session, the electrodes were retracted by half of the advanced distance to avoid any disturbance of the next recording location. The recordings were performed in the A1, identified by the tonotopic gradient of characteristic frequencies (CFs) of different units recorded with different electrodes along the rostrocaudal axis and from response properties, such as latency (Rutkowski et al., 2003) . In addition, electrode locations were confirmed histologically after recording. An electrolytic lesion marked the start point and endpoint of an electrode track. After transcardially perfusing the animal under deep anesthesia (500 mg of sodium pentobarbital per kilogram of body weight), the brain was sectioned (50 m thick) and Nissl stained. Electrode tracks were reconstructed from the lesions, and the recording sites were confirmed to be in A1.
The neural signal was preamplified with a custom-made 25-channel head stage (Frank et al., 2001 ) that was attached to the connector of the microdrive and fixed firmly on the animal's head before every recording session. The signal from each electrode was then separated into a continuously sampled channel for recording LFP signals and a spike channel (extracellular recording). Filtering, amplification, and digitalization of the signals was performed with a Cheetah 32 system (Neuralynx). The LFP signal was filtered at 1-475 Hz, amplified (5000ϫ; Lynx8 Amplifier), and sampled with a rate of 2 kHz, whereas the spike signal was filtered at 600 -3000 Hz, amplified with higher gain (20,000ϫ; Lynx8 Amplifier), and inverted. Every spike waveform was sampled with 32 kHz. Cheetah software (Neuralynx) was used for data acquisition. The quality of the spike waveforms and cluster separation from the background was continuously monitored online during the experiments. Additionally, postrecording manual spike sorting was done to select only well isolated units (Spikesort; Neuralynx). Single units (SUs) had Ͻ5% of refractory violations (interspike interval Ͻ1 ms). After identifying a unit as being stable and well separated, its tuning properties were characterized. In 61 sessions with eight animals, a total of 76 units that fulfilled our selection criteria [27 SUs and 49 multiunits (MUs)] were recorded.
Sound generation. Acoustic stimuli were presented under free-field conditions. Pure tones were generated with a Tucker-Davis Technologies System 3 with 10 ms rise/fall times. The digital stimuli were converted to the analog signal (RX6), attenuated to the desired level (PA5), and presented by an electrodynamic speaker (ScanSpeak R2904/7000; Tymphany) on the right side of the animal. To achieve a linear speaker output, the systems transfer function was measured with a microphone (model 4939; Brüel & Kjaer) and compensated for by filtering the signal with a digital finite impulse response (FIR) filter realized on the signal processor (402 taps, coefficients calculated with function "FIR2," Matlab 7; MathWorks).
Stimulus design and presentation. Stimulus presentation and triggering of physiological recording was controlled with a program written in C for experimental control. Frequency response areas were measured using pure tones (100 ms duration) with intensities from Ϫ10 or 0 to 60 dB sound pressure level (SPL) and frequencies in the range of 0.5-45 kHz, with logarithmically spaced frequency steps (0.2 or 0.25 octaves). Stimuli were presented in a pseudorandomized sequence at a rate of 1 Hz and with 10 -15 repetitions. A tuning curve was calculated immediately afterward, and the CF was determined.
For the adaptation experiment, first a sequence of 800 pure tones (200 ms duration, 1 Hz repetition rate) was presented. In this sequence, a tone could be either a frequently presented standard or a rarely presented deviant differing from the standard in the frequency dimension. In the next sequence, frequencies of standard and deviant were swapped. The complete dataset from both sequences included neural responses to two tones presented each once as standard and once as deviant. The frequencies of the two tones were centered around the CF of a selected unit with frequency 1 (tone f 1 ) placed below the CF and frequency 2 (tone f 2 ) placed above the CF (Fig. 1C) . In each sequence, the position of the standards and deviants was pseudorandomized, generating sequences with identical deviant probabilities ( pDev) but different deviant positions within the sequences. Two stimulus parameters were changed to investigate their influence on adaptation: frequency separation (⌬f in octaves) and pDev. Frequency separation was either 0.5 or 0.25 octaves, and deviant probability was either 0.1 or 0.3, adding up to four possible combinations of frequency and probability [condition ( pDev/⌬f ), 01/ 0.5, 0.1/0.25, 0.3/0.5, and 0.3/0.25]. Additional measurements were done with a deviant probability of 0.5 as control [condition ( pDev/⌬f ), 0.5/ 0.5]. Another control consisted in the omission of the deviant tone ( p ϭ 0.1). All stimuli had a level of 50 dB SPL. Not all of these six stimulus conditions were measured for every unit because unrestrained rats cooperated only a limited time (usually ϳ2 h/session and day).
Data analysis of extracellular recordings. For every unit, a frequency tuning curve was generated from the frequency response area (Fig. 1C) , and the CF was computed. The threshold criterion of the frequency tuning curve was set to 20 -40% of the maximum activity measured in the frequency response area. This value had to be adjusted individually in different neurons because of a high background activity in awake animals and the small number of averages. The activity was quantified on the basis of peristimulus time histograms (PSTHs). A linear interpolation algorithm was used for calculating the borders of the tuning curve (function "CONTOURC" in Matlab) and tuning parameters. A 100 ms window preceding the stimuli was used for measuring spontaneous firing rate of each unit. Response latency was determined on the basis of PSTHs as the bin after stimulus onset with maximum activity (in spikes per second, 2 ms bin size). The degree of spike adaptation was quantified using a normalized spike adaptation index (sAI), which is identical to the selectivity index described by Ulanovsky et al. (2003) :
where Dev( f 1 ) and St( f 1 ) represent spike responses to the tone f 1 as deviant and standard, respectively. The same nomenclature applies for spike responses to tone f 2 . Three different time windows were considered for measuring the activity and the adaptation index. Beginning from the stimulus onset, these time windows were 50 and 250 ms long, and one window just comprised the bin with the highest activity for every experimental condition. For analyzing adaptation to the two frequencies separately, the sAI index was calculated for f 1 and f 2 individually.
Data analysis of evoked local field potentials. Before analyzing the eLFPs, the continuously sampled signal was filtered by applying a fast Fourier transformation (FFT) (function "FFT" in Matlab) to the continuous signal (FFT time window of ϳ13 min), removing all frequency components above 50 Hz and below 1 Hz and then recovered with an inverse FFT (function "IFFT" in Matlab). The threshold for artifact rejection was four times the average peak negative amplitude. Two components of the eLFPs were considered for additional analysis: the first fast negative deflection (Nd) and the slower positive deflection (Pd). The latencies of these two components were calculated on the basis of the lowest (for Nd) and highest (for Pd) amplitude of the deflections with a temporal accuracy of 0.5 ms determined by the sampling rate of 2 kHz. Across all sessions, the eLFPs were averaged for each stimulus condition generating a grand mean and an SEM. Adaptation of eLFPs was quantified on the basis of the response amplitude measured as Nd and Pd. Comparable with the spike data, a normalized adaptation index of the eLFP ( pAI) was calculated as follows:
where Dev( f x ) and St( f x ) represent the eLFP amplitude in response to deviant tones and standard tones, respectively. The response could be either the negative (Nd) or the positive (Pd) deflection, resulting in two adaptation indices for eLFPs: pAI-Nd and pAI-Pd, respectively. Correlation analysis of spikes and eLFPs. For analyzing the relationship between the spike adaptation (sAI) and the adaptation present in the field potential ( pAI), the linear correlation between them was computed. For each stimulus configuration, the Spearman's rank correlation coefficient r s (function "CORR" in Matlab) was computed for sAI versus pAI-Nd and sAI versus pAI-Pd. Significant nonzero correlations are indicated ( p Ͻ 0.05).
Neuronal receiver operator characteristic. In analogy to human psychophysical signal detection theory, a neuronal receiver operator characteristic (ROC) was constructed, giving rise to a neurometric detection function for each unit (Barlow et al., 1971) . The neuronal ROC was built as described by Stüttgen and Schwarz (2008) . The distribution of spike counts was generated for the two stimulus types, deviant and standard. Next, a criterion was shifted through the distributions with a step size of one spike. At each new criterion, the number of spikes above and below it were computed for deviants and the standards. All spike numbers in response to the deviant being above the criterion were considered to be hits, and all spike numbers in response to the standard were considered to be false alarms. For both hits and false alarms, the proportion of the total spike count were computed at each criterion level. By plotting this false alarm rate versus the hit rate, an ROC was generated. The area under the ROC [area under curve (AUC)] is a measure of how well the two distributions of spike numbers (deviant and standard) are separated. To make the AUC values more comparable with the other data, 0.5 was subtracted from it. It then ranges from Ϫ0.5 (no overlap in Figure 1 . Adaptation paradigm and example data. A, Schema of the stimulation sequence comprising two pure tones of different frequency. After presenting tone f 1 as standard with high probability and tone f 2 as deviant with low probability in pseudorandom order (top sequence), f 2 is presented as standard tone and f 1 as deviant tone in a second sequence (bottom sequence). B, Five stimulus conditions were tested with varying pDev and ⌬f (in octaves). The number of recorded units for each parameter combination is given and encoded in dot size. The 0.5/0.5 condition is a control. C, Frequency response areas from two example neurons and the respective position of the two tones f 1 and f 2 within the response areas. The left example shows a single unit with f 1 and f 2 separated by 1 ⁄2 octave centered around the units CF. The right example shows a multiunit with two tones separated by 1 ⁄4 octave. D, Example for an adapting neuron (same unit as in C, left). Depicted are PSTHs for different stimulus conditions [as indicated above the top row ( pDev/⌬f )]. The rows show neuronal response to f 1 and f 2 together as PSTHs (5 ms bin size) to standard tones, deviant tones, and the difference signal (Dev Ϫ St) for five different stimulus conditions. A black bar under PSTHs indicate stimulus duration. Numbers given in the difference PSTH (third row) indicate the sAI for the bin with the highest difference (equivalent to a change of activity of 113.5, 68.9, 40.7, 11.2, and Ϫ0.2% from left to right). Bins with a significant difference in activity are indicated in the PSTHs (*p Ͻ 0.05). Neuronal responses to all 1600 stimuli are shown as dot plot in the bottom row. Each dot indicates the occurrence of a spike, gray dots for spikes from standard trials, and black dots for spikes from deviant trials. distribution, standard Ͼ deviant) to ϩ0.5 (no overlap in distribution, deviant Ͼ standard), with 0 corresponding to a total overlap of distributions and thus nonseparability. For the standard ROC analysis, the neuronal response was integrated from 10 to 50 ms after stimulus onset and was pooled for the two stimulation frequencies f 1 and f 2 . For analyzing the optimal window duration and position in time allowing the best discrimination between standard and deviant, both were varied in 5 ms steps, with the time windows ranging from 5 to 50 ms duration and the position ranging from 0 to 250 ms after stimulus onset.
Results
We recorded a total of 76 single units and small multiunit clusters (n ϭ 27 and n ϭ 49, respectively) from A1 of the awake rat. For a subset of units, eLFPs were recorded in parallel to the extracellular spike recordings from the same electrode (condition 0.1/0.5: n ϭ 17; condition 0.1/0.25: n ϭ 19; condition 0.3/0.5: n ϭ 10; condition 0.3/0.25: n ϭ 27). The frequency response area was characterized for each unit, and, depending on its CF, two frequencies, symmetrically centered around the CF, were chosen for the two tones in the adaptation paradigm ( Fig. 1 A- 
C).
The two pure tones ( f 1 and f 2 ) were presented in an oddball sequence of 800 tones, with one tone being the highly probable standard and the other one the rarely occurring deviant. In a second consecutive sequence, the frequencies of standard and deviant were swapped ( Fig. 1 A) . To identify different factors controlling SSA, deviant probability and frequency separation were varied systematically, giving rise to four different stimulus conditions and one control condition ( Fig. 1 B) .
Adaptation of isolated units
A typical neuron in A1 responded with very phasic activity to the standard and deviant tones ( The same pattern of adaptation as shown in this example was found at the population level. Different time windows after stimulus onset were used for analyzing adaptation (0 -250, 0 -50, and the 5 ms bin with the maximum activity), and all revealed the same pattern of adaptation but with different magnitude. Bins with the largest adaptation effects were used to analyze the distribution of sAIs for each stimulus condition (Fig. 2 A) . Strongest spike adaptation was found when deviant probability was the lowest ( pDev ϭ 0.1), and the two tones were clearly separated in frequency (⌬f ϭ 0.5 octaves). Each sAI distribution was significantly different from 0, except in the control condition (signed rank test, condition 0.1/0.5: p Ͻ 0.001; condition 0.1/0.25: p Ͻ 0.001; condition 0.3/0.5: p Ͻ 0.001; condition 0.3/0.25: p Ͻ 0.001). This was also the case when all single units and all multiunits were tested separately against 0. There was no significant difference between the distributions of single units and multiunits for any of the five stimulus conditions (rank sum test, p Ͼ 0.05). To compare the degree of adaptation for all stimulus conditions, a nonpara- metric one-way ANOVA was computed analyzing the effect of deviant probability and frequency separation on spike adaptation. This yielded a significant effect of stimulus condition on sAI (Kruskal-Wallis test, df ϭ 4, 2 ϭ 22.54, p Ͻ 0.001). For each unit, two sAI were calculated, separately for the lower frequency tone f 1 (sAI f 1 ) and the higher frequency tone f 2 (sAI f 2 ) to investigate asymmetries in adaptation to either of them. The vast majority of units was characterized by positive adaptation indices (Fig. 2 B, points above the diagonal, indicated as numbers). This was the case for all stimulus conditions except the control condition. Any imbalance in adaptation to the lower or higher frequency would give rise to different adaptation indices sAI f 1 and sAI f 2 . However, the distribution of the differences between sAI f 1 and sAI f 2 was not statistically different from 0 (signed rank test; condition 0.1/0.5: p ϭ 0.857; condition 0.1/ 0.25: p ϭ 0.074; condition 0.3/0.5: p ϭ 0.448; condition 0.3/0.25: p ϭ 0.688; condition 0.5/0.5: p ϭ 0.078). In addition, there was no significant effect of unit type (single unit or multiunit) on the frequency-specific sAI (rank sum test, p Ͼ 0.05).
Time course of spike rate adaptation
The time course of adaptation during the response of a neuron to a tone was assessed by computing for each unit the difference in activity elicited by deviants and standards [difference signal (DS)]. For the stimulus condition that gave rise to the strongest adaptation ( pDev ϭ 0.1, ⌬f ϭ 0.5), the mean responses (summed PSTH) of all units during stimulation with pure tone deviant stimuli and standard stimuli were compared (Fig. 3A) . The average response characteristic was a transient phasic response, followed by an inhibition of activity and, after stimulus offset, a rebound in spiking activity.
The spike response to standard tones profoundly decreased relative to the response to the deviant tones within the first 50 ms after stimulus onset. After that, there was no difference observable between the two responses, in either the inhibition of activity or the rebound. Comparison of the difference signals from all four stimulus conditions (Fig. 3B) showed that the difference increased systematically with decreasing deviant probability and increasing frequency separation between the two tones, as expected from the previous results. Adaptation for all conditions, assessed binwise for each stimulus conditions (signed rank test, p Ͻ 0.05, Bonferroni's corrected for multiple comparisons) was strongest between 12 and 38 ms after stimulus onset, as indicated by bars below the difference signals (Fig. 3B) . At least two difference signals differed significantly from 0 in a time window starting 12 ms after stimulus onset and lasting 16 ms until 28 ms after stimulus onset. An additional analysis was performed for these time points to see whether the deviant probability and frequency separation were significant factors controlling the amplitude of the difference signal. To this end, the means of the difference signals were computed from 12 to 28 ms after stimulus onset for each con- To analyze the dependence of adaptation strength on stimulation history, short-term adaptation was displayed against the number of standard tones played in a row before the deviant tone (Fig. 4) . During stimulus condition 0.1/0.5, deviant-related activity (normalized to the mean activity) increased by up to 34.3% when the number of standard stimuli played before increased from 0 to 5 (Fig. 4, top left panel) . This increase was less pronounced for the three other stimulus conditions, but all cases revealed the same trend: the deviant response increased with the Dependence of spike adaptation on the short-term stimulus history. The normalized response to deviant tones was analyzed depending on the number of standard tones presented right before. Spike activity was normalized to the mean response over all trials for one stimulus configuration. "Zero" standards means that there was deviant presented followed by a second one. Mean values from all units analyzed are given (ϮSEM). Activity from deviant stimuli after 10 or more standard stimuli in a row were analyzed together.
number of intersecting standard tones. After three presentations of standard stimuli, the deviant response showed the strongest increase. The mean of the deviant response after one, two, and three standard presentation was, in all but one case, Ͼ50% of the maximum activity (condition 0.1/0.5: 59.7%; condition 0.1/0.25: 57.9%; condition 0.3/0.5: 51.4%; condition 0.3/0.25: 30.2%). Therefore, the adaptation effect seems to occur mainly within the first few stimuli.
Adaptation improved neuronal discrimination of deviant stimuli
From the perspective of a neuron, one possible way for increasing the detectability ("saliency") of low probability stimuli is to change the mean response rate to the deviant compared with the standard. This was clearly the case in the rat AC (see above), because a majority of units had positive sAIs (Fig. 2 B) . However, such a simple view on encoding the deviants only takes into account changes in mean spike rate but not changes in the shape of spike probability distributions. In signal detection theory, a gauge of such a change is the area under the receiver operator characteristic (AUC).
Briefly, the AUC is a measure of how well two distributions can be told apart and therefore of their discriminability. The probability distributions of spiking rates in an example neuron (Fig. 5A , left diagram) differed in response to a highly probable standard tone ( p ϭ 0.9; gray) compared with a rare deviant tone ( p ϭ 0.1; black). By simply increasing the probability of the deviant to p ϭ 0.3, the two distributions became almost identical (Fig. 5A, middle diagram) and therefore nearly indiscriminable. These distributions (for pDev ϭ 0.1 and pDev ϭ 0.3) resulted in two very different ROCs and areas under ROCs (Fig. 5A, right  panel) . Such a change in distribution and discriminability is remarkable insofar as the frequency separation between deviant and standard in both stimulus conditions was the same (⌬f ϭ 0.5 octaves), and thus their responses derived from the tuning curve should have been very similar. The stimulus condition had a significant impact on the discriminability between deviant and standard measured as AUC for all recorded units (Fig. 5B) . For every stimulus condition, the median AUC was tested against 0 and found to be significantly different, except for the control condition (signed rank test; condition 0.1/0.5: p Ͻ 0.001; condition 0.1/0.25: p Ͻ 0.001; condition 0.3/0.5: p Ͻ 0.001; condition Numbers given along the curves in the right indicate the AUC for the two stimulus condition. B, Neuronal discrimination in A1 cortical neurons is dependent on stimulus condition. Distribution of AUC values for five different stimulus conditions are given in different panels (top to bottom, conditions as indicated). The AUC was computed from the ROC curve on the basis of the receiver operator characteristic minus 0.5 (which corresponds to 2 nonseparable distributions), giving rise to a range of possible values from Ϫ0.5 to 0.5. Values near 0 indicate nondistinguishable responses to deviant tones and standard tones. The dashed line indicates the position of the median of the AUC distribution, and the actual value is given beside the line (signed rank test, **p Ͻ 0.01). Data are shown separately for single units (gray bar) and multiunits (white bars). C, Correlation of the discriminability (measured as AUC) and the adaptation index (sAI) for each unit and for all stimulus conditions (n ϭ 179). The Spearman's correlation coefficient r s showed a highly significant linear correlation between these parameters (***p Ͻ 0.001, r s value given in the panel). Single units (black dots) and multiunits (white dots) show overlapping distributions. D, Analysis of the optimal window (size and position) for pure tone signal detection by primary cortical neurons. The top two plots show the AUC encoded in grayscale depending on temporal parameters of the analysis window used. Shown are AUC values depending on the starting point (x-axis) and duration ( y-axis) of the analysis window relative to stimulus onset. This examples is the same unit as shown in Figure 5A . A box plot (bottom) shows the median and range of optimal window durations for the four different stimulus conditions (stimulation parameters pDev/⌬f are given on the x-axis).
0.3/0.25: p Ͻ 0.001; control condition 0.5/0.5: p Ͼ 0.05). This also held true when single units and multiunits were tested separately (signed rank test, p Ͻ 0.05). There was no statistical difference between single unit and multiunit distributions (rank sum test, p Ͼ 0.05). A highly significant effect of the stimulus condition on the AUC was revealed by nonparametric ANOVA for all units (Kruskal-Wallis test, df ϭ 4, 2 ϭ 49.37, p Ͻ 0.001), single units (Kruskal-Wallis test, df ϭ 4, 2 ϭ 17.54, p ϭ 0.001), and multiunits (Kruskal-Wallis test, df ϭ 4, 2 ϭ 36.56, p Ͻ 0.001). How good a measure is the adaptation index sAI for discriminating deviants from standards stimuli? There was a good correlation between the sAI of units and their area under ROC (Fig. 5C ) (Spearman's rho, r s ϭ 0.64, p Ͻ 0.001). The correlation for the subpopulations of single units (r s ϭ 0.65, p Ͻ 0.001) and multiunits (r s ϭ 0.68, p Ͻ 0.001) were almost identical.
Because the adaptation effect in the average difference signal was restricted to a very narrow time window (Fig. 3B) , it was of interest whether there is an optimal time window and optimal window position after stimulus onset for computing the AUC and therefore for discriminating standard from deviant stimuli. The analysis of AUC with varying window durations and window positions in time relative to stimulus onset revealed a certain range of window durations and positions that were optimal in terms of discrimination between deviant and standard responses (Fig. 5D, same example as in A) . The highest AUC values (0.339) at the 0.1/0.5 stimulus condition was found for a window starting 10 ms after stimulus onset and lasting 30 ms (Fig. 5D, top plot) . For the 0.3/0.5 stimulus condition, the optimal window of 10 ms duration started 15 ms after stimulus onset (Fig. 5D , bottom plot), but the AUC value was low (0.04). The median of the optimal position for the analysis window in all stimulus conditions was 15 ms after stimulus onset, which matched the peak latency in the difference signal of 14 -16 ms (Fig. 3B) . The optimal window durations for signal detection theory shifted slightly from longer window durations to shorter durations over the stimulus conditions (from median 30 ms for condition 0.1/0.5 to a median of 20 ms for condition 0.3/0.25), but this was not significant (Kruskal-Wallis test, df ϭ 3, 2 ϭ 6.6, p ϭ 0.086).
Stimulus-specific adaptation in the evoked local field potentials
To address whether SSA is present in larger neuronal ensembles, local field potentials were measured. These potentials include several signal components, for example, from the afferent pathway as well as from intracortical connections. Low-pass-filtered LFPs and high-passfiltered spike activity were recorded simultaneously from the same electrodes to allow for a direct comparison of both signals. LFP analysis was restricted to the evoked components (eLFPs), which were manifest as a specific waveform in response to an auditory stimulus and contribute to event-related potentials recorded at even coarser spatial scales, such as EEG. The typical eLFP waveform in response to pure tones consisted of three components. Initially, there was a fast negative deflection, followed by a slower positive deflection. At the end of the stimulus, there was another negative deflection (Fig. 6 , recorded simultaneously with the neuronal spike activity shown in Fig. 1C ,D with the same electrode). Two components in the eLFP waveforms were analyzed: the first fast negative deflection and the slower first positive deflection. Adaptation indices for these two components ( pAI-Nd and pAI-Pd, respectively) were computed on the basis of the peak negative and positive amplitudes of the mean eLFPs (see Materials and Methods). Such a procedure allowed for direct comparison of eLFP adaptation and spike adaptation (sAI). Values of pAI-Nd changed with deviant probability and frequency separation between standard and deviant stimuli (Fig. 6 ) in a similar way as the sAI values did (Fig.  1 D) . Adaptation was strong when the deviant occurred rarely ( pDev ϭ 0.1) and when the frequency separation between standard and deviant was large (⌬f ϭ 0.5 octaves). Both adaptation measures ( pAI-Nd and sAI) were within a very similar range. For the pAI-Pd derived from the slower stimulus-evoked positive deflection, however, the result was different. For this component, adaptation indices were smaller than for pAI-Nd and did not vary that systematically with stimulus condition (Fig. 6) .
The three components of eLFPs responses and their adaptation are more obvious in the grand means (Fig. 7A ). This eLFP response pattern was well matched to the three different components of the summed spike response: phasic "on" response, inhibition, and rebound of activity (Fig. 3A) . For all grand means, the deviant response was tested over the stimulus duration against the standard response ( post hoc t test, p Ͻ 0.01) ( p value is shown under each graph in Fig. 7A as a white line) . Differences in responses to the two types of stimuli were confined to Nd in all stimulus conditions. The mean amplitude of the Nd response to standard tones was almost constant across all stimulus conditions (condition 0.1/0.5: Ϫ187 V; condition 0.1/0.25: Ϫ191 V; condition 0.3/0.5: Ϫ205 V; condition 0.3/0.25: Ϫ187 V) and did not differ significantly F (3, 66) Unlike responses of single neurons, eLFPs adapted not only in the first, fast response (Nd) but also in the second, slower component (Pd). However, the adaptation in Pd was less systematic and weaker than in Nd. As in the spike data, median adaptation indices of Nd varied with deviant probability and frequency separation (Fig. 7B) This difference between Nd and Pd was more obvious in the difference signal (deviant Ϫ standard) (Fig. 7C) . For all four stimulus conditions, a significant Nd difference amplitude was found ( post hoc t test, nondirectional, p Ͻ 0.01; indicated by the horizontal bar with asterisk above the graphs). The temporal range of maximum difference covered only a short span of 14 ms (from 15 to 29 ms after stimulus onset), which was almost identical to the significant spike difference signal (Fig. 3B,  12-28 ms) . Peak latencies of the mean negative difference signals were 25 ms (condition 0.1/0.5), 26 ms (condition 0.1/ 0.25), 25 ms (condition 0.3/0.5), and 23 ms (condition 0.3/0.25). Adaptation in the positive eLFP deflection Pd was less clear. There was a difference in response to standard tones compared with deviant tones that was significant (Fig. 7A , first three panels) but only for stimulus conditions that gave rise to strong adaptation in the negative deflection as well. Differences in Pd amplitude were not as systematically ordered as was the case for Nd amplitude. It has to be emphasized that the negative component of the difference signal was not attributable to a change in signs for the standard eLFP while the deviant eLFP remained negative but solely to an increased negative amplitude of the deviant eLFP. In addition, we note that there was a prominent "off" component in the eLFPs after stimulus offset that was only marginally present in simultaneously recorded spike activity (compare Figs. 1 D, 3A) . This component showed no adaptation to the standard and was not affected by stimulus condition, hinting toward additional factors contributing to eLFP signal compared with spike responses. All adaptation indices calculated for this late eLFP component at stimulus offset (200 -300 ms after stimulus onset) were not significantly different from 0 (signed rank test; condition 0.1/0.5: p ϭ 0.078; condi- 
A stimulus omission elicited no change in neuronal activity
To exclude that the shown effects are attributable to a mere change in the sequence of expected repetitive stimuli, we substituted the deviant with a stimulus omission of the same duration (200 ms). All other parameters were identical to stimulus condition 0.1/0.5. For this experiment, units with a high level of interstimulus activity ("spontaneous activity") were selected because they allow to study both excitatory and inhibitory effects. During stimulus omission, interstimulus spike activity and eLFPs did not change. In summary, there was no adaptation-like effect of stimulus omission in an otherwise constant sequence of pure tones at a repetition rate of 1 Hz in the awake rat A1.
Correlation between spike adaptation and eLFP adaptation To assess the relationship between the spike adaptation shown so far and the adaptation present in the eLFPs, a correlation analysis was performed for simultaneously recorded datasets of both types of signals (Fig. 8) . For each stimulus condition, the Spearman's rank correlation coefficient (r s ) was computed for sAI versus pAI-Nd and sAI versus pAI-Pd. There was a tight correlation between sAI and pAI-Nd for all four stimulus conditions (rank correlation; condition 0.1/0. For sAI versus pAI-Nd, the rank correlation coefficient r s with sAI was always larger than for sAI versus pAI-Pd. This very consistent correlation pattern indicates that there is close relationship between spike adaptation and the first negative deflection of eLFPs.
Latencies of the spike and eLFP response
To clarify the temporal relationship between adaptation present in spikes and eLFPs, it is important to compare their respective latencies (Fig. 9 ). There was a significant effect of stimulus condition on neither response latency of the spike difference signal (Kruskal-Wallis test, df ϭ 3, 2 ϭ 1.88, p ϭ 0.6) (see also Fig. 3B ) nor the latency of the Nd difference signal (Kruskal-Wallis test, df ϭ 3, 2 ϭ 4.74, p ϭ 0.19) (compare with Fig. 7C ) or the Pd difference signal (Kruskal-Wallis test, df ϭ 3, 2 ϭ 5.73, p ϭ 0.12) (Fig. 7C) . Median latencies of both responses (spike, 16 ms; Nd, 22 ms) were well matched by peak latencies of the difference signal (spike DS: 16, 16, 16, and 14 ms; Nd DS: 25, 26, 25, and 23 ms) . There was no statistical difference in the latencies of responses to standard tones and deviant tones for any stimulus condition for neither the spike response (rank sum test, p Ͼ 0.1), eLFP-Nd (rank sum test, p Ͼ 0.1), nor eLFP-Pd (rank sum test, p Ͼ 0.1). The latency difference between spike responses and eLFP responses could be a consequence of the hardware filter applied during the recordings.
To ensure that small latency differences between deviant and standard responses were not masked by the high variability of absolute latencies, we further analyzed latency differences between deviant and standard responses for each unit and eLFP-Nd recording. The median of the differences (deviant latency Ϫ standard latency) was exactly 0 for both spike response latency and eLFP-Nd response latency. For all except one stimulus condition, the median of these differences was statistically not different from 0 for spike latencies (signed rank test; all conditions, p Ͼ 0.05, corrected for multiple testing) and eLFP-Nd latencies (signed rank test; condition 0.1/0.5: p ϭ 0.01; all other conditions: p Ͼ 0.05, corrected for multiple testing).
Histological confirmation of recording sites
After finishing the recordings in an animal, the recording sites were reconstructed based on electrolytic lesions and histological staining of coronal brain sections. The lesions were set at two positions: the depth of the last and the first recording site. For each animal, the cortical region and laminar position of the lesion was reconstructed and compared with A1 (Paxinos and Watson, 1998) and to the field Te1 (Zilles, 1985) , respectively (Fig. 10) . For all eight animals in this study, the recordings sites were confirmed to be in A1. The laminar reconstruction of recording sites varied between layer III and V, with majority of sites being in layers IV-V (animal 31, layer IV; animal 34, layer V; animal 41, layer V; animal 42, layer III; animal 48, layer V; animal 51, layer IV; animal 52, layer V; animal 57, layer III). The median adaptation indices spikes (sAI) for different layers were 0.065 (layer III), 0.033 (layer IV), and 0.04 (layer V) and for LFPs ( pAI-Nd) were 0.052 (layer III), 0.042 (layer IV), and 0.044 (layer V). There was no significant effect of the layer (layers III-V) on neither sAI (Kruskal-Wallis test, df ϭ 2, 2 ϭ 1.32, p ϭ 0.516) nor pAI-Nd (Kruskal-Wallis test, df ϭ 2, 2 ϭ 4.17, p ϭ 0.124). Furthermore, the individual animal was no significant factor influencing sAI (Kruskal-Wallis test, df ϭ 7, 2 ϭ 12.46, p ϭ 0.085) or pAI-Nd (Kruskal-Wallis test, df ϭ 3, 2 ϭ 4.92, p ϭ 0.177) . 
Discussion
This study investigated, with an oddball paradigm, neuronal adaptation in A1 of the awake rat at the level of isolated units and eLFPs. The main findings were as follows. (1) Isolated units in A1 of the awake rat showed SSA primarily during the onset response but could not be observed during later inhibition or rebound of activity. SSA of isolated units depended on at least two factors: frequency separation and the deviant probability. However, SSA was independent of the specific frequency ( f 1 or f 2 ), indicating that SSA might be a more general property of cortical neurons.
(2) Certain components of eLFPs adapted in a stimulus-specific manner (i.e., the fast negative deflection and partially the slower positive deflection). There was, however, no MMN response present. (3) Spike adaptation correlated well with the adaptation of Nd but not Pd. Adaptation of Nd resembled spike adaptation with respect to magnitude and dependency on ⌬f and pDev.
Role of cortical state
Most of the recent studies investigating adaptation at the level of single neurons were done in anesthetized animals, e.g., rats (Pérez-González et al., 2005; Malmierca et al., 2009 ), guinea pigs (Dean et al., 2005 (Dean et al., , 2008 or cats (Ulanovsky et al., 2003 (Ulanovsky et al., , 2004 . These studies found on average stronger adaptation effects than the ones presented here but are hard to compare because of the differences in animal model, brain region, and paradigm. Furthermore, one has to consider the interstimulus interval (ISI) (onset to onset) of 1000 ms applied here, which is in the typical range of many MMN studies (Javitt et al., 1992; Sussman et al., 1998; Jemel et al., 2002) but rather slow compared with other SSA studies (Ulanovsky et al., 2003 : ISI of 375-4000 ms; Anderson et al., 2009 : ISI of 400 -800 ms; Malmierca et al., 2009 : ISI of 125-500 ms). It is reasonable to expect bigger effects at smaller ISIs, as was shown previously for neurons in the auditory cortex (Ulanovsky et al., 2003) and MMN (Sabri and Campbell, 2001 ). However, another hypothesis would be that the difference also might be attributable to the effects of anesthetics. It has been shown in rat AC that, under anesthesia, there is larger decrease in multiunit response during a sequence of clicks compared with the awake state (Rennaker et al., 2007) . The AC is very susceptible to anesthesia. Response properties of A1 neurons in rodent are changed profoundly by application of Equithesin, urethane, or ketamine (Gaese and Ostwald, 2001; Cotillon-Williams and Edeline, 2003; Syka et al., 2005) . Different anesthetics can exert a variety of effects on auditory cortical neurons resulting in, for example, threshold changes (Cheung et al., 2001) , altered spontaneous rate (Zurita et al., 1994) , or evoked oscillations (Cotillon-Williams and Edeline, 2003) . This holds true not only for single neuron activity but also for evoked auditory potentials in rats (Borbély and Hall, 1970; Kisley and Gerstein, 1999; Miyazato et al., 1999) . Similar studies performed in awake animals (Condon and Weinberger, 1991; Malone et al., 2002; Brosch and Scheich, 2008) apply paradigms with different timescales and therefore are difficult to compare with the typical oddball paradigm used for SSA and MMN.
Pattern and origin of spike and eLFP adaptation Adaptation of spike responses and eLFPs as shown here was a phenomenon present only within a short time window of a few milliseconds after stimulus onset. In the eLFPs, the slower positive deflection showed adaptation as well but was less pronounced. The very phasic response patterns in both Nd and spikes are characteristic for A1 of the rat (Borbély, 1970; DeWeese et al., 2003) , determining strongly the temporal structure of adaptation, as in our case during the onset but not the following inhibition or rebound of activity. As demonstrated by Wang et al. (2005) , the response pattern in the awake AC depends critically on the nature of the stimulus. Because neurons in the rat A1 are capable of representing a wide range of temporally and spectrally dynamic stimuli (Zhang et al., 2003; Hromádka et al., 2008) , it is likely that there are other stimuli evoking more tonic responses. The recorded eLFPs are characteristic for the rat AC and correspond to layers IV-V (Borbély, 1970; Barth and Di, 1990 ), which Figure 9 . Latencies of the isolated units and eLFPs peak negative deflection. Distribution of peak latencies of spikes (1 ms resolution) and eLFPs negative deflection, separated for deviants and standards. The spike latencies were computed as the bin with maximum response in the PSTH and the eLFP latencies as the sample point with the lowest amplitude. There is no statistical difference between any of the deviant-standard combinations and no effect of stimulus configuration. Paxinos and Watson (1998) at ϳ6 mm caudal from bregma]. Lesions were performed after finishing the experiments at the site of the first recording (marked with 1) and the last recording (marked with 2) in a tangential approach. The arrow at the top right side shows the penetration site of the electrode into the cortex. Additionally, the cortical layers are indicated (according to Zilles, 1985) in roman numbers. matches our histological reconstruction and the spike response patterns found in layer V pyramidal neurons (Hefti and Smith, 2000) . The LFP signal is the weighted averaged of the negative time derivative of coherent postsynaptic excitatory potentials of mostly cortical pyramidal cells (Creutzfeldt et al., 1966; Kaur et al., 2004; Burkhard et al., 2006) . Postsynaptic depolarization is therefore measured as a negative wave in the eLFPs paralleled by an increased spike rate (Destexhe et al., 1999) . Therefore, eLFPs are good predictors for spike occurrence (Eggermont and Smith, 1995; Rasch et al., 2008) . The first negative deflection in the rat A1 layers IV-V stems from a current sink and can be accounted for mainly by apical dendrites of pyramidal cells in supragranular and infragranular layers (Barth and Di, 1990; Sukov and Barth, 1998) . A conservative estimate for the spatial origin of LFPs is in the range of Յ1 mm (rat AC: Kaur et al., 2004) , but recently a study gauged this distance at ϳ250 m (cat visual cortex: Katzner et al., 2009 ).
Different networks contribute to the eLFPs
Our results show a close correlation between eLFP fast negative deflection adaptation and spike adaptation (Fig. 8, top row) , whereas the adaptation of the slower eLFP positive deflection has no complement in the spike response. We think that there is a strong contribution of the very local circuitry to the eLFP fast negative deflection, which strongly influences isolated neurons as well as the summed potentials. One aspect could be a layer specificity of adaptation, as was shown for MMN in the primate AC (Javitt et al., 1994) . In the rat AC, the first intracortical negative wave matches with the first epidural positive wave (P1) (Barth and Di, 1990) . The timing of LFP components depends, however, on cortical depth, and, therefore, the epicortical waves cannot be matched directly to LFP components. We consider the first negative wave in our eLFP recordings to contribute to P1/N1 complex because of the matching latencies [Fig. 9, compare with Ohl et al. (2000) and Barth and Di (1990) ]. Following the same reasoning, the slower positive wave contributes to the P2/N2 complex.
In rat AC, the fast P1/N1 complex presumably has a focal topology and may reflect cortical responses to stimulus-specific and spectrally selective thalamocortical input, whereas the slower waves P2/N2 depend on more widespread corticocortical connections (Shaw, 1988; Barth and Di, 1990; Brett et al., 1996) . This spatial dichotomy between the fast and slow waves is supported by Barth et al. (1993) and Ohl et al. (2000) , who both showed that fast P1 and N1 are centered in A1 and that slow P2 and N2 originate in A1 plus secondary AC. We suspect that adaptation in rat A1 reflects properties of the thalamocortical projections because we saw a good correlation between spike adaptation and adaptation of the fast Nd. The adaptation of the slower Pd did not correlate with spiking activity and therefore seemed to originate from a different source such as a corticocortical network.
Adaptation without MMN in A1
Single neuron and LFP adaptation phenomena (i.e., SSA) are a presumed neuronal basis of the MMN. One of the hallmarks of MMN is the dependency on the deviance and probability of the deviant, just as we have shown it for the adaptation of spike activity and eLFPs. The origin of MMN is still a matter of debate. There are few rodent studies approaching MMN generation by means of event-related potentials, but, so far, the results show no unequivocal pattern (Nelken and Ulanovsky, 2007 ). Here we show that there is deviant-related adaptation of activity in the rat A1 at the level of isolated units and eLFPs. Although we could demonstrate that adaptation improves neuronal discrimination (Fig. 5) , the characteristics of this adaptation does not match those of human MMN or of MMN demonstrated for cat (Pincze et al., 2001 ) and monkeys (Javitt et al., 1992 (Javitt et al., , 1994 (Javitt et al., , 1996 . Rather, it seems as if spike adaptation contributed profoundly to a change in amplitude of the P1/N1 complex but could not be related to the slower P2/N2 complex. The N1 wave amplitude of human EEG is susceptible to frequency deviants probably by recruiting new afferent elements (Näätänen et al., 1988) . Thus, spike adaptation and the correlating changes in the eLFPs negative deflection, which corresponds to N1, may contribute to a larger network for sound discrimination, which ultimately is the foundation of MMN.
It has been argued that MMN is attributable to changes in N1 subcomponents [adaptation hypothesis (Jääskeläinen et al., 2004) ] and not to a change-specific memory-based response, as has been postulated by Näätänen et al. (2005) . From our results, we conclude that SSA of isolated units in rat A1 contribute to changes in the N1/P1 complex. However, adaptation of eLFPs can occur without the response characteristics of MMN. Later changes in the eLFP response (Pd) are not directly related to the adaptation present in spikes in terms of neither latency nor magnitude. However, it resembled repetition positivity, which is discussed as a contributor to MMN (Haenschel et al., 2005) . The absence of MMN could be attributable to either the chosen animal model or the cortical region from which we recorded. For the cat and guinea pig, it has been shown that MMN is generated in the nonprimary auditory pathway (Kraus et al., 1994; Pincze et al., 2001) . Only a systematic comparison of different auditory fields and different species could resolve this question.
