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	ABSTRACT		 To	search	for	evidence	that	Cooper-pair	density	wave	(PDW)	states	can	occur	in	 transition	metal	 dichalcogenides	 (TMD)	we	 use	 atomic-resolution	 scanned	 Josephson-tunneling	microscopy	(SJTM).	 Implementing	an	innovative	SJTM	technique,	we	detect	and	visualize	 a	 PDW	 state	 in	 the	 canonical	 TMD	 NbSe2.	 Although	 its	 wavevectors	 are	indistinguishable	 from	 those	 of	 the	 preexisting	 charge	 density	 wave	 (CDW)	 state,	simultaneous	 atomic-scale	 imaging	 of	 the	CDW	and	PDW	demonstrates	 that	 their	 spatial	arrangements	 are	 incongruent.	 By	 contrast,	 the	 PDW	 and	 the	 superconductive	 state	 are	unmistakably	coupled,	as	evidenced	by	 their	mutual	decay	 into	a	 superconducting	vortex	core.	Despite	the	atomic-scale	dissimilarity	of	simultaneous	CDW	and	PDW	images,	 large-scale	visualization	of	 their	 relative	phase	!Φ($)	yields	a	characteristic	value	|!Φ| ≈ 2)/3.	This	reveals	an	inter-state	discommensuration	between	the	CDW	and	PDW	by	one	crystal	unit	 cell,	 as	 the	atomic-scale	disjunction	mechanism.	Finally,	because	many	TMDs	sustain	both	CDW	and	superconducting	states,	the	detection	and	imaging	of	a	PDW	in	NbSe2	presages	abundant	new	PDW	physics.	
	
	 Transition	metal	dichalcogenides	have	recently	become	a	rich	platform	for	discovery	of	new	states	of	quantum	matter	(1-6).	In	this	context,	a	fundamental	but	elusive	state	is	the	Cooper-pair	density	wave	(7)	wherein	the	density	of	Cooper-pairs	modulates	spatially	at	a	wavevector	,!.	Contemporary	theoretical	interest	in	the	PDW	state	of	TMDs	is	intense,	with	predictions	 including	 defect-mediated	melting	 of	 a	 PDW	 into	 a	 charge-6e	 superfluid	 (8),	magnetic-field-induced	PDWs	in	multilayered	systems	(9),	PDWs	generated	by	spin-valley	locking	 (10),	 CDW	 commensurate-incommensurate	 transition	 induced	 PDWs	 (11),	 and	PDWs	generation	by	doping	TMD	bilayer	charge	transfer-insulators	(12).	But	experimental	study	of	these	concepts	has	not	been	possible	because	no	PDW	has	ever	been	observed	in	a	TMD	compound.				
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	 Aside	from	metallicity,	the	most	familiar	TMD	state	is	the	CDW:	a	charge	density	field	-"(.) 	that	 modulates	 spatially	 at	 wavevectors	 ,"# 	(0 = 1, 2, 3) 	which	 are	 not	 crystal	reciprocal	lattice	vectors.	Such	a	charge	density	modulation	-"# (.) = -#(.)4#$!" ∙& + -#∗(.)4(#$!" ∙&			 	 	 (1)	occurs	 due	 to	 formation	 of	 a	 new	 ordered	 state	 whose	 mean-field	 order	 parameter	 is		〈7)*7)+$!" 〉,	where	7)*(7))	are	the	creation	(annihilation)	operators	for	single-electron	k-space	eigenstates.	 The	 simplest	 TMD	 superconductor	 (SC)	 state	 is	 spatially	 homogeneous	 but	breaks	gauge	symmetry	 Δ,(.) = Δ-(.)4#.						 	 	 	 	 (2)	by	 exhibiting	 a	 macroscopic	 quantum	 phase	: ,	 and	 its	 mean-field	 order	 parameter	 is		〈7)*	7()* 〉	.	By	contrast,	a	PDW	state	is	described	by	an	electron-pair	field	Δ/(.)	that	modulates	spatially	at	one	or	more	wavevectors	,/# 	such	that	Δ/# (.) = ;Δ#(.)4#$#" ∙& + Δ#∗(.)4(#$#" ∙&< 4#0 									 	 (3)	This	state	also	breaks	gauge	symmetry	with	a	macroscopic	quantum	phase	=	and	its	mean-field	 order	 parameter	 is	〈7)*	7()+$#"* 〉 .	 Modern	 atomic-scale	 visualization	 techniques	 using	scanned	single-electron	tunneling	have	achieved	a	high	level	of	sophistication	in	bulk	TMD	studies	(13-16),	with	observations	including	discovery	of	a	CDW	quantum	phase	transition	to	a	unidirectional	(stripe)	phase	(13),	a	CDW	Bragg	glass	(14),	interfacial	band	alignment	(15),	and	strain	control	of	the	CDW	ordering	wavevectors	(16).		But	an	outstanding	challenge	for	TMD	visualization	studies	is	to	detect	and	image	a	PDW.		 	
	 One	reason	why	such	states	have	proven	elusive	is	the	technical	difficulty	involved	in	their	 detection.	 For	 example,	 if	 the	magnitude	of	Δ,	is	~1	meV,	 the	 amplitude	of	 any	 gap	modulations	Δ/	may	be	far	smaller	thus	requiring	tunneling	spectroscopic	imaging	at	sub-kelvin	temperatures	(17).	 	Another	approach	to	detecting	a	PDW	is	to	image	the	electron-pair	density	directly	by	using	superconducting	tips	(18)	and	scanned	Josephson-tunneling	microscopy	 (19 , 20 ).	 Conceptually,	 the	 magnitude	 of	 Josephson	 critical	 currents,	 B1(.) ,	between	superconducting	tip	and	sample	is	B1 = 23(5)789$ tanh G ∆(5)7;%5H			 	 	 	 	 		(4)	which,	 however,	 is	 only	observable	 at	 zero	bias-voltage	when	 the	 Josephson	energy	I1 =	J-B1 2)⁄ 	exceeds	 the	 thermal	 fluctuation	 energy	 L<M 	(RN	 is	 the	 normal-state	 junction	resistance,	L< 	the	Boltzmann	constant,	2e	 the	Cooper	pair	 charge,	J- 	is	 the	magnetic	 flux	quantum).	 Thus,	 for	 example,	 if	Δ(0) ≈ 1	meV	and	O= ≈ 1	MΩ	for	 a	Nb	 scanning	 tip	 (18),	then	 B1 ≈ 1.57	nA 	so	 that	 I1/L< ≈ 37	mK. 	Such	 millikelvin	 operating	 temperatures,	 and	especially	 atomic-resolution	 spectroscopic	 imaging	 at	 O= ≈ 1	MΩ, 	are	 demanding	specifications.	 Instead,	 even	when	I1 < L<M,	 the	 tip-sample	 Josephson	 junction	exhibits	 a	
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phase-diffusive	steady-state	that	generates	a	voltage	X1	(in	the	µV	range)	when	the	inelastic	electron-pair	current	 B"/YX1Z = >7 B17[ X1 (X17 + X?7)	⁄ 	 	 	 	 	(5)	is	flowing	(21-23).	Here	X? = 24[L<M ℏ⁄ 	with	Z	the	high-frequency	impedance	in	series	with	the	voltage	source,	and	the	derivative	of	Eqn.	5		]B"//]X1 ≡ _(X1) = >7 B17[ (X?7 − X17) YX17 + X?7Z7a 	 	 	 	(6)	yields	 _(X1 = 0) 	∝ B17 	(SM	 Section	 A,	 Fig.	 S1).	 Thus,	 spatially	 resolved	 measurements	of	B"/YX1Z	and	_(X1 = 0)	can	provide	a	practical	means	(24-28)	to	visualize	B1(.)	and	thus	the	electron-pair	density	-"/(.) ∝ _(X1 = 0)O=7 (.)	(SM	Section	A).			
	 Pursuing	this	approach	for	TMD	research,	we	study	bulk	crystals	of	2H-NbSe2.	This	is	a	 quasi-two-dimensional	material	 that	 is	 famous	 for	 its	 robust	 CDW	 state	 (29).	 It	 has	 a	hexagonal	 layered	 structure	 with	 Se-Se	 separation	 ] .	 The	 Fermi	 surface	 exhibits	 two	concentric	pockets	surrounding	the	G-point	and	a	second	pair	of	pockets	surrounding	each	of	the	K-points	(Fig.	S2).	The	CDW	phase	transition	at	M ≈ 33.5	K	generates	new	crystal	and	charge	density	modulations	at	three	in-plane	wavevectors	,"# ≈ c(1,0); Y1/2, √3 2⁄ Z;	Y−1/2, √3 2⁄ Zf2)/3g-,	where	g- = √3]/2	is	the	unit	cell	dimension.	The	superconducting	critical	temperature	 of	 this	 compound	 is	 M" ≈ 7.2	K 	and	 this	 s-wave	 superconductor	 (SSC)	completely	gaps	the	Fermi	surface.	Here,	we	use	field-emission	on	a	Nb	target	to	establish	atomically	 sharp	 superconducting	 Nb	 tips	 (18)	 with	 typical	 tip-energy-gap	∆@≈ 0.9	meV	(Fig.	S3).				
	 Figure	1A	shows	a	typical	topographic	image	M(., X,)	of	the	Se-termination	layer	of	NbSe2;	the	Se	atoms	are	clear	with	the	CDW	modulations	appearing	as	3g-	periodic	intensity	amplifications	 (13,	14)	 (inset	M(j, X,)).	 Figure	 1B	 shows	 a	 typical	 tip-sample	 differential	tunneling	 conductance	 spectrum	 ]B/]X|A ≡ _(X) 	at	 this	 surface	 ( M = 290	mK ).	 To	simultaneously	 visualize	 the	 CDW,	 SSC	 and	 any	 putative	 PDW	 states,	 a	 dynamic	 range	approaching	104	is	required	in	the	tip-sample	voltage,	spanning	the	CDW	range	from	above	~50	mV	(Fig.	1B),	to	the	SSC	energy	gap	range	~1	mV	(Fig.	1C),	to	the	Josephson	pair-current	B"/YX1Z	range	approaching	~10	µV	(Figs.	1D,	E).	Visualizing	the	quasiparticles	of	the	CDW	and	SSC	states	utilizes	single-electron	tunneling	at	energies	indicated	by	the	red	arrows	(Fig.	1B)	 and	 green	 arrows	 (Fig.	 1C),	 respectively,	 while	 visualizing	 electron-pairs	 of	 the	condensate	 utilizes	 the	 inelastic	 electron-pair	 tunneling	 current	B"/YX1Z 	or	_YX1 = 0Z 	,	 as	indicated	by	the	blue	arrows	(Figs.	1D,	E).		
	 To	focus	first	on	the	charge	density	modulations,	which	exhibit	strong	intensity	near	|X"| ≈ 20	mV 	(13),	 we	 image	_(.,−20	mX) ≅ -"(.) + -<(.) 	as	 shown	 in	 Fig.	 2A	 (inset	
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_(j,−20	mX);	-<	is	the	background	charge	density);	this	is	the	same	field	of	view	(FOV)	as	Fig.	 1A.	 We	 then	 image	 the	 sub-MΩ 	normal-state	 resistance	 (Fig.	 S4)	 of	 the	 tip-sample	Josephson	 junction	O=(.) ≡ B(>(., −4.5	mV) 	as	 shown	 in	 Fig.	 2B.	 Finally,	 we	 study	 the	electron-pair	tunneling	current	by	measuring	_(., 0)	(Eqn.	6)	as	shown	in	Fig.	2C.	All	four	independent	 images	M(., X,): _(., X"): O=(.): _(., 0)	are	 registered	 to	 each	 other	 at	 every	atom	with	precision	of	δo ≈ δp ≲ 15	pm	(SM	Section	B,	Fig.	S5).		This	constitutes	a	typical	data	 set	 for	 visualizing	 the	 crystal,	 CDW,	SSC	and	PDW	states	 simultaneously	 at	 the	 sub-atomic	scale,	and	its	acquisition	required	the	introduction	of	specialized,	high-speed	SJTM	imaging	protocols	(SM	Section	C,	Fig.	S6),	that	have	the	additional	advantage	of	exhibiting	no	“setup	 effect”	 (17)	 whatsoever.	 Finally,	 to	 visualize	 the	 Cooper-pair	 density	 -"/(.) 	=-/(.) + -,(.)	,	where	-/(.)	and	-,(.)	represent	PDW	and	SSC	states,	we	use	the	data	in	Fig.	2B	and	Fig.	2C	to	derive	-"/(.) ∝ _(., 0)O=7 (.)	as	shown	in	Fig.	2D.	This	image	provides	a	remarkable	demonstration	of	the	atomic-scale	spatial	structure	of	the	electron-pair	density	-"/(.),	revealing	that	intense	spatial	variations	occur	from	the	sub-unit-cell	scale	into	the	10	nm	range.	Most	significantly,	we	see	that	electron-pair	density	modulations	occur	at	three	in-plane	 wavevectors	,/# ≈ c(1,0); Y1/2, √3 2⁄ Z;	Y−1/2, √3 2⁄ Zf2)/3g- ,	 indicated	 by	 the	blue	 circles	 in	-"/(j) 	inset	 to	 Fig.	 2D.	 Finally,	 Fig.	 2E	 shows	 the	 pure	-"(.)	of	 the	 CDW	containing	 only	 the	 charge	 modulations	 at	 ,"# 	in	 Fig.	 2A,	 while	 Fig.	 2F	 shows	 the	simultaneous	pure	-/(.)		of	the	PDW	containing	only	the	electron-pair	modulations	at	,/# 	in	Fig.	2D.	The	data	in	Fig.	2F	represents	discovery	that	PDW	states	can	and	do	exist	in	TMD	materials,	in	this	case	NbSe2.				
	 In	 a	 PDW	 state,	 the	 energy	 gap	Δ(.) 	should	 also	 be	 modulating	 at	,/# 	(Eqn.	 3).		Empirically,	one	can	define	Δ(.)		of	a	material	be	half	 the	energy	separation	between	two	coherence	peaks	minus	∆@	(Fig.	1C).	Our	measured	Δ(.)		exhibits	energy	gap	modulations	occurring	 at	 three	 wavevectors	 ,/# ≈ c(1,0); Y1/2, √3 2⁄ Z;	Y−1/2, √3 2⁄ Zf2)/3g- 	(SM	Section	D	 and	 Fig.	 S7).	 This	 confirms	 independently,	 using	 single-electron	 tunneling,	 the	existence	of	a	PDW	state	in	NbSe2,	with	a	gap	modulation	amplitude	that	is	~0.3	%	of	Δ,	(SM	Section	D).	Figure	3A	then	shows	a	plot	of	the	measured	Fourier	amplitudes	of	simultaneous	-"# (|j|)	and	-/# (|j|)		in	the	directions	of	,/# ≈ ,B# .	The	key	maxima	occur	near	|j| = 2)/3g-	establishing	 quantitatively	 that	|,/# | = |,"# | ± 1% .	 But,	 although	 imaged	 in	 precisely	 the	same	FOV,	the	charge	modulations	(Fig.	2E)	and	electron-pair	modulations	(Fig.	2F)	appear	patently	 dissimilar,	 and	 this	 is	 borne	 out	 quantitatively	 because	 their	 normalized	 cross	correlation	coefficient	is	u ≈ −0.4.		
	 	A	PDW	state	as	in	Fig.	2F	can	be	generated	by	several	different	microscopic	processes.	The	most	familiar,	Zeeman	or	exchange	splitting	of	a	Fermi	surface	(30,31),	is	not	relevant	here.	Strongly	correlated	electron-electron	interactions	can	also	generate	a	PDW	(1,32,33),	with	 intertwined	 (32,33)	 CDW	 and	 PDW	 states	 being	 the	 consequence.	 Correlated	
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interactions	 and	 charge	 transfer	 between	 Nb	 and	 Se	 at	,"# 	can	 occur	 in	 NbSe2,	 so	 an	intertwined	PDW	could	be	present.	But	whatever	the	microscopic	PDW	mechanism	for	NbSe2,	Ginzburg-Landau	(GL)	theory	allows	a	general	analysis	of	 interactions	between	SSC,	CDW	and	PDW	states.	For	pedagogical	purposes,	consider	a	simple	GL	free	energy	density		ℱ = − C7 |Δ,(.)|7 + >D |Δ,(.)|D + E7 |(−i∇ − 2ey)Δ,(.)|7− F7 |-"(.)|7 + >D |-"(.)|D +G7 |∇-"(.)|	7 + I7 |-"(.)|7|Δ,(.)|7																											 	 			(7)	Here	z 	and	{ 	control	 their	 basic	 condensation	 energies,	|	and	} 	constrain	 the	 rapidity	 of	their	 spatial	 variations,	 and	~ 	parameterizes	 their	 coupling.	 Equation	 7	 indicates	 that	 a	density	 wave	 of	 electron-pairs	 -/(.) 	at	 wavevectors	 ,/# = ,"# 	 could	 be	 induced	 by	interactions	of	-"(.)	and	Δ,(.).	 	Although	a	pure	PDW	is	defined	formally	(7)	as	in	Eqn.	3,	the	induced	density	wave	of	electron-pairs	implied	by	Eqn.	7	has	also	been	designated	a	PDW	(34,35),	 and	 it	 is	 in	 that	 sense	we	utilize	 the	 term.	 From	Eqn.	 7,	 the	 atomic-scale	 spatial	arrangements	 of	 -"(.) 	and	 -/(.) 	are	 ambiguous	 because,	 if	 -"# (.) = y"# (.)cosÇ,"# ⋅ . +Φ"# (.)Ñ	and	-/# (.) = y/# (.)cosÇ,/# ⋅ . + Φ/# (.)Ñ	and	,/# = ,"# ,	the	phase	difference	!Φ#(.) ≡Φ/# (.) − Φ"# (.) 	between	 the	 electron-pair	 and	 charge	 modulations	 is	 not	 predictable.	Heuristically,	because	 the	CDW	contains	 strongly	enhanced	charge	density	 in	every	 third	crystal	unit	cell,	one	might	expect	the	electron-pairs	of	charge	-2e	to	be	repulsed	thereby,	perhaps	 to	 half-way	 between	 the	 CDW	maxima	 or	 equivalently	 with	 |!Φ#(.)| = ) .	 But,	because	 simultaneous	 atomic-scale	 visualization	 of	 the	 spatial	 structure	 in	Δ,(.), -"(.)	and	-/(.),	has	never	been	achieved,	this	inter-state	relationship	is	unknown	in	any	material.			
	 Equation	7	also	implies	that	any	electron-pair	density	modulations	[-/(.)]7	will	be	linearly	 coupled	 to	 the	 background	 superfluid	 density	 -,(.) ∝ |Δ,(.)|7 .	 To	 test	 this	conjecture,	we	carry	out	an	SJTM	experiment	centered	on	a	quantized	vortex	core	at	à =0.1	T 	with	 preserved	 tip	 superconductivity	 (Fig.	 S8).	 The	 measured	 -/(.) 	of	 the	 PDW	centered	on	the	core	is	shown	in	Fig.	3B	and	the	sum	of	the	background	superfluid	density	-,(.)	and	-/(.)	is	shown	in	Fig.	3C.	The	expected	mutual	decay	of	the	PDW	modulation	and	SSC	into	the	vortex	core	along	the	yellow	dashed	lines	in	Fig.	3B,	C	is	vividly	revealed	in	Fig.	3D,	 E,	 respectively.	 The	 decay	 of	 -/(.) 	is	 quantitively	 represented	 by	 y/JK,(.) =ä∑ Çy/# (.)Ñ7L#M> /3	in	Fig.	 3F	 (SM	Section	E).	Plotting	-,(|.|)	and	Çy/JK,(|.|)Ñ7 	versus	 |r|	 in	Fig.	 3G	 shows	 that	 the	 square	 of	 the	 PDW	 order	 parameter	 magnitude	 indeed	 exhibits	virtually	linear	coupling	to	the	background	superfluid	density.				
	 By	contrast,	the	juxtaposition	of	Fig.	2	and	Fig.	3	poses	a	conundrum	because,	while	the	PDW	state	 is	strongly	 linked	to	 the	background	superfluid	density	(Fig.	3)	and	 to	 the	modulation	wavevectors	of	the	CDW	state	(Figs.	2D,	3A),	the	two	modulating	states	appear	
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spatially	disparate	at	atomic-scale	(Fig.	2E,	F).	To	explore	this	unexpected	phenomenon,	we	visualize	 the	 amplitude	 and	 phase	 of	 both	 the	 CDW	 and	 PDW,	 ( y"# (.):	Φ"# (.)	 	and	y/# (.):	Φ/# (.)	respectively)	for	all	three	wavevectors	,"# ≈ ,/# 	(SM	Section	E,	Fig.	S9).	Figure	4A	shows	measured	y">(.)	from	Fig.	2A,	while	Fig.	4B	the	simultaneously	measured	y/>(.)	from	Fig.	2D.	Both	show	nanoscale	variations	 in	the	magnitude	of	their	order	parameters	that	are	spatially	alike,	consistent	with	Eqn.	7.	Figures	4C,	D	are	the	Φ">(.)	and	Φ/>(.) − 2)/3	simultaneously	obtained	with	Figs.	4A,	B,	and	are	strikingly	similar.	But	here,	to	achieve	the	strong	spatial	correspondence,	a	phase-shift	of	2)/3	must	be	subtracted	everywhere	from	the	measured	Φ/>(.).	 In	Fig.	4E	we	show	the	histogram	of	!Φ>(.) = Φ/>(.) − Φ">(.)		from	Figs.	4C,D,	while	 in	Fig.	4F	a	combined	histogram	of	all	|!Φ#(.)|	(0 = 1, 2, 3)	is	presented.	Hence,	 the	 relative	 spatial	 phase	 of	 the	 PDW	 and	 CDW	 states	 is	 globally	|!Φ| ≈ ±2)/3 .	Thanks	to	the	innovative	SJTM	imaging	protocols,	such	phase	difference	can	be	visualized	directly	 at	 the	 atomic	 scale.	 Figure	 4G	 shows	 experimentally	measured	-">(.)	 and	-/>(.)	overlaid	 with	M(.) 	from	 the	 same	 FOV	 (yellow	 boxes	 in	 Fig.	 2E,	 F).	 With	 the	 Se	 atoms	indicated	by	yellow	dots,	a	displacement	of	a0	between	-">(.)	and	-/>(.)	corresponding	 to	|!Φ>| = 2)/3	is	clearly	demonstrated.	We	refer	to	this	unique	new	phenomenon	as	an	inter-state	discommensuration,	and	one	may	hypothesize	that	it	occurs	due	to	Coulomb	repulsion	between	the	CDW	and	PDW	states.		
	 Overall,	 by	 introducing	 atomic-resolution	 SJTM	 (Fig.	 1)	 to	 transition	 metal	dichalcogenides,	we	detect	the	PDW	state	of	NbSe2,	that	its	wavevectors	,/# ≈ ,"# 	of	the	prior	CDW	state,	and	that	their	modulation	amplitudes	are	directly	linked	(Figs.	2,4).	We	show	that	the	PDW	and	the	SSC	states	are	similarly	interdependent	by	visualizing	their	joint	decay	into	a	 vortex	 core	 (Fig.	 3).	 Surprisingly	 (if	 one	 state	 induces	 the	 other),	 the	 atomic-scale	arrangements	of	the	PDW	and	CDW	states	are	strongly	dissimilar	(Fig.	2E,	F).	Nevertheless,	simultaneous	visualization	of	their	relative	phases	!Φ# 	finds	a	robust	value	of	|!Φ| ≈ 2)/3	(Fig.	 4),	 indicating	 that	 the	maxima	 of	 the	 PDW	 are	 always	 displaced	 from	 those	 of	 the	progenitive	 CDW	 by	±g- 	and	 this	 causes	 their	 atomic-scale	 incongruity.	 Beyond	 NbSe2,	because	 many	 TMDs	 sustain	 both	 CDW	 and	 superconducting	 states,	 the	 techniques	 and	observations	reported	here	herald	abundant	new	PDW	physics.	
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FIGURES 
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FIG. 1 Simultaneous single-electron and electron-pair tunneling spectroscopy 
(A) Topographic image M(.) of Se-termination surface of NbSe2 measured at T = 290 mK. 
Inset shows the Fourier transform M(j)  with Bragg peaks ,<# ≈ c(1,0); Y1/2, √3 2⁄ Z;	Y−1/2, √3 2⁄ Zf2)/g- indicated by grey circles, and the CDW peaks ,"# ≈c(1,0); Y1/2, √3 2⁄ Z;	Y−1/2, √3 2⁄ Zf2)/3g- indicated by black circles.  
(B) Typical differential tunneling conductance spectrum _(X) ≡ ]B/]X(X)  from a Nb 
scan-tip to NbSe2 surface at T = 290 mK. The range of energies where CDW 
modulations are intense in _(X) is indicated approximately by red arrows. 
(C) Energy range in 1B is zoomed to show typical _(X)  characteristic due to the 
combination of the superconducting energy gaps Δ@ of the Nb tip and Δ of the NbSe2.  
The range of energies where superconducting coherence peaks are intense in _(X) 
is indicated by green arrows. 
(D) Measured electron-pair tunnel current B"/	YX1Z in the inelastic Josephson effect energy 
range |I| ≲ 100	µeV , with the range of energies where electron-pair current is 
maximum (±BN) indicated by blue arrows. 
(E) Energy in 1C is zoomed to show inelastic Josephson effect energy range, and the 
measured _(X1) whose _(X1 = 0) ∝ B17  from Eqn. 6 indicated by a blue arrow. 
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FIG 2. Atomic-scale Cooper-pair tunneling visualization of a PDW state  
(A) Measured _(.,−20	mV) ∝ -"(.) + -<(.) in the same FOV as Fig. 1A with pixel size 
~30 pm at T = 290 mK. Inset shows _(j,−20	mV), with CDW peaks indicated by red 
circles.  
(B) Simultaneously measured O=(.) = B(>(., −4.5	mV) as in 2A. 
(C) Simultaneously measured _Y., X1 = 0Z ∝ B17(.) as in 2A. 
(D) Cooper-pair density -"/(.) ∝ 	_Y., X1 = 0ZO=7 (.) from 2B and 2C. Inset shows the 
PDW peaks in -"/(j) indicated by blue circles. 
(E) Pure CDW charge density modulations -"(.)  from 2A. These are visualized at 
wavevectors ,"# ≅ c(1,0); Y1/2, √3 2⁄ Z;	Y−1/2, √3 2⁄ Zf2)/3g-  by Fourier filtering _(j,−20	mV) at the CDW peaks indicated by red circles. 
(F) Pure electron-pair density modulations -/(.)  from 2D. These are visualized at 
wavevectors ,/# ≅ c(1,0); Y1/2, √3 2⁄ Z;	Y−1/2, √3 2⁄ Zf2)/3g-  by Fourier filtering -"/(.) at the PDW peaks indicated by blue circles. 
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FIG. 3 Mutual decay of superconductivity and PDW into quantized vortex core 
(A) Simultaneously measured amplitudes of charge density modulations _(|j|, −20	mV) ∝ -"(|j|) + -<(|j|)	( red) and electron-pair density modulations -"/(|j|)		(blue), where ,/# ≈ ,"#  is evident. 
(B) Measured PDW electron-pair density modulations at ,/# , -/(.),	 centered on the core 
of a quantized vortex at B = 0.1 T. 
(C) Measured electron-pair density -,(.) + -/(.) centered on vortex in B. 
(D) Line profile of -/(.) along the yellow dashed line in 3B. 
(E) Line profile of -,(.) + -/(.) along the yellow dashed line in 3C. 
(F) Measured PDW amplitude y/JK,(.) centered on the VC. 
(G) The azimuthally averaged -,(|.|)	center on the vortex core symmetry point, and 
similarly the square of azimuthally averaged RMS amplitude of all three PDW 
modulations  [y/JK,(|.|)]7.  
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FIG. 4   Inter-state Discommensuration of the CDW and PDW States 
(A) Measured CDW amplitude of y">(.)	for modulations at ,">  from 2A. 
(B) Simultaneously measured PDW amplitude of y/> (.) for modulations at ,/>  from 2D. 
(C) Measured CDW spatial phase Φ">(.) for modulations at ,">  (simultaneous with 4A). 
(D) Measured PDW spatial phase Φ/>(.) − 72L  for modulations at ,/>  (simultaneous with 
4B). 
(E) Histogram of !Φ>(.) ≡ Φ/>(.) − Φ">(.) from 4C, D.  
(F) Histograms of |!Φ#(.)| ≡ |Φ/# (.) − Φ"# (.)| for 0 = 1, 2, 3 from 2A, 2D. This result is 
also independently supported by the fact that the cross-correlation coefficient (uO =−0.44 ) between -"(.)  and -/(.)  (Figs. 2E, F) closely matches that of simulated 
images (u, ≈ −0.5) with 2)/3 inter-state phase difference (Fig. S10).  
(G) Top panels: experimentally measured -">(.) and -/>(.) overlaid with M(.) from the 
same FOV (yellow boxes in Fig. 2E, F) with Se atoms indicated by yellow dots. Bottom 
panel: schematic of the PDW:CDW inter-state discommensurations with !Φ>(.) = 72L  . 
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71,	214511	(2005).		
 1 
Supplementary	Information:		 	Discovery	of	a	Cooper-Pair	Density	Wave	State	in	a	Transition-Metal	Dichalcogenide		
Methods		 Scanned	 Josephson-tunneling	 microscopy	 (SJTM)	 measurements	 of	 high-quality	NbSe2	crystals	(HQ	Graphene)	are	performed	on	a	custom-built	SJTM	at	a	base	temperature	of	~290	mK	interfaced	with	SPECS	Nanonis	electronics.	The	sample	is	cleaved	in	situ	in	a	cryogenic	ultrahigh	vacuum	environment	at	~4.2	K,	and	immediately	inserted	into	the	STM	head.	Superconducting	Nb	tips	are	formed	by	field	emission	of	a	Nb	wire	on	a	Nb	target.	For	SJTM	imaging	of	vortex	cores,	an	out-of-plane	magnetic	field	of	0.1	T	is	applied.	Topographic	(!(#, %!))	 images	are	acquired	in	constant-current	mode	(CCM)	under	a	sample	bias	of	Vs.	Differential	 tunneling	 conductance	 ('(#, %!) ≡ )*/)%)	 images	 	 are	 acquired	 in	 constant-height	 mode	 (CHM)	 using	 a	 lock-in	 amplifier	 (Stanford	 Research	 SR830)	 with	 bias	modulation	of	50	µV.	Detailed	SJTM	experimental	procedure	is	given	in	Supplementary	Texts	Section	C.	
	
A.		SJTM	Measurement	of	Superfluid	Density	
	 In	 a	 Josephson	 junction	 composed	 of	 a	 superconducting	 tip	 and	 sample,	 the	macroscopic	wavefunction	of	the	tip	and	sample	can	be	written	as	
	 ," = ./"e#$%! 		 	 	 	 	 (S1)	,&' = ./&'e#$%" 		 	 	 	 	 (S2)	where	/"	(/&')	and	2"	(2&')		are	the	superfluid	density	and	the	phase	of	the	tip	(sample),	respectively.	 The	 Josephson	 effect	 is	 governed	 by	 two	 relationships	 that	 correlate	 the	Cooper-pair	 current	 ( *() )	 with	 the	 phase	 difference	 (2 )	 of	 the	 two	 superconducting	electrodes	and	the	Josephson	critical	current	(**),	and	the	phase	dynamics	with	the	junction	voltage	(V):	 *() = ** sin(2)		 	 	 	 	 (S3)	)2/)6 = 28%/ℏ		 	 	 	 	 (S4)	The	product	of	**	with	the	junction’s	normal-state	resistance	:+	is	(29,	36)	**:+ ∝ |,"||,&'| ∝ ./&'./"	 	 	 	 (S5)	Assuming	a	constant	/",	/&'	can	be	measured	as		/&' ∝ =**:+>,	 	 	 	 	 (S6)	Therefore,	to	image	the	superfluid	density	of	the	sample,	spatial	imaging	of		**(#)	and	:+(#)	with	atomic	resolution	is	required.		
 2 
	 In	an	 ideal	 Josephson	 junction	 (JJ),	%* = 0	when	 the	 thermal	energy	 is	 significantly	smaller	than	the	Josephson	energy:		@-! ≪ ℏ,/ **.	Using	the	Ambegaokar-Baratoff	relation	**:+ = 0∆,/ tanh	( ∆,2#3)		 	 	 	 (S7)	where	Δ	is	the	superconductivity	gap	(~1	meV),	one	obtains	** ≈ 1.57	nA	by	assuming	! =290	mK	and	:+ = 1	MΩ.	Even	though	such	:+	is	3	orders	of	magnitude	smaller	than	typical	values	 used	 in	 normal	 STM	 operations	 (:+	~	1	GΩ)	 and	 requires	 extraordinary	 tip	 and	temperature	 stability,	 the	 Josephson	 energy	 ℏ,/ ** = 3.24	µeV 	is	 still	 far	 smaller	 than	 the	thermal	energy	@-! = 25.0	µeV.	 In	this	case,	 the	JJ	 is	under	a	phase	diffusive	regime	with	maximum	 Josephson	 current	 (*4 )	 appearing	 at	 non-zero	 junction	 voltages.	 Such	*()(%*)	characteristic	can	be	described	by	the	following	equation	*()=%*> = 5, **,W %* (%*, + %6,)	⁄ 		 	 	 	 (S8)	where	Z	the	impedance	relevant	to	repeated	re-trapping	of	the	diffusing	phase	and	%(	is	a	characteristic	voltage	where	the	maximum	inelastic	Cooper-pair	tunneling	current	occurs:	*4 = 7$%89:&	 	 	 	 	 	 (S9)		The	first	derivative	of	*()(%*)	at	zero	bias	is	'(0) ≡ ;7'(;:$ Z:$<= = 7$%8,:)% = ,7*:) 	 	 	 	 (S10)	Therefore,	using	equation	(S6)	and	(S10),	the	sample	superfluid	density	can	be	measured	as	/&' ∝ =**:+>, ∝ '(0):+,	 	 	 	 	 (S11)		 		 To	validate	the	use	of	Eqn.	S11	experimentally,	we	measured	the	dependence	of	g(0)	on	*4 ∝ **,	and	indeed	we	obtained	a	linear	relationship	(Fig.	S1)	as	predicted	by	Eqn.	S10.	Furthermore,	experimentally	obtained	.*4 ∝ **	is	found	to	have	a	linear	relationship	with	1/RN	(Fig.	S1),	which	is	in	agreement	with	the	Ambegaokar-Baratoff	relation	in	Eqn.	S7.		
B.	Picometer-Level	Multiple-Image	Registration		 Experimentally,	T(r),	g(r,	0),	RN(r)	(or	I(r,	-4.5	mV)),	g(r,	Vc)	are	obtained	in	nearly	the	same	field	of	view	(FOV)	and	are	then	registered	to	the	exact	same	FOV	with	a	lateral	precision	better	than	15	pm	by	performing	a	series	of	registration	corrections.			 First,	the	Lawler-Fujita	(LF)	procedure	(37)	is	applied.	Let	[(#)	represent	an	image	to	 be	 atomically	 corrected	 and	 registered	 to	 a	 perfectly	 periodic	 lattice	[\(#)	with	 Bragg	wavevectors	]> = (^>?, ^>@),	where	_ = 1, 2, 3:		[\(#) = [5cos(]5#b + c̅5) + [,cos(],#b + c̅,) + [Acos(]A#b + c̅A)	 (S12)	where	c̅> 	represents	the	constant	spatial	phase	shift	along	]> .	An	experimental	image	[(#)	may	 suffer	 from	 a	 slowly	 varying	 position-dependent	 spatial	 phase	 shift	c>(#) .	 Hence	[(#)	can	be	written	as	
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[(#) = [5cos[]5# + c5(#)] + [,cos[],# + c,(#)] + [Acos[]A# + cA(#)]	 (S13)		To	obtain	c>(#),	we	employ	a	 computational	 two-dimensional	 lock-in	 technique	 in	which	[(#)	is	multiplied	by	8>B+C 	and	integrated	over	a	Gaussian	filter	to	obtain	the	complex-valued	lock-in	signal	(38)	 gB+(#) = 5√,0E ∫)i	[(i)8>B,∙G 8#(./0)%%2% 		 	 	 (S14)	where	 j 	is	 chosen	 to	 capture	 only	 the	 relevant	 image	 distortions.	 In	 practice,	 the	implementation	is	carried	out	in	k-space:	gB+(#) = ℱ#5[gmB+(k)] = ℱ#5[ℱ([(#)8>B,∙H) ∙ 5√,0E3 8# 4%%23%]		 (S15)	where	j = 1 jIo .	Consequently,		 c>(#) = arctan qJ4(L5+(H))NO(L5+(H))r		 	 	 	 (S16)	The	relationship	between	the	distorted	and	the	perfect	lattice	for	each	]> 	is	]> . # + c>(#) = ]> . #b + c̅> 		 	 	 	 (S17)	Equivalently,	 ]stPtQu = ] qt̃Pt̃Qr + wc̅5 − c5(#)c̅, − c,(#)c̅A − cA(#)y	 	 	 (S18)	where	] = (]5 ], ]A)R	is	a	non-square	matrix,	but	nonetheless	left-invertible,	allowing	one	to	solve	for	the	displacement	field	z(#)	defined	as	z(#) = # − #b 	z	(#) = ]#5 wc̅5 − c5(#)c̅, − c,(#)c̅A − cA(#)y	 	 	 	 (S19)	The	choice	of	c̅> 	could	be	arbitrary	as	it	represents	a	rigid	shift	of	the	entire	image.	Image	[(#)	can	then	be	corrected	to	a	nearly	perfectly	periodic	lattice	as	[(# + z(#)).			 After	the	LF	procedure,	the	lattice	becomes	nearly	perfectly	periodic,	but	can	still	be	sheared	to	break	C6	symmetry	of	 the	Se	 lattice.	A	shear	transformation	of	 the	coordinate	systems	 #b → # ,	 in	 the	 | -direction	 with	 magnitude	 } 	can	 be	 described	 using	 the	transformation	matrix	~ = 1 0} 1Ä	by		 s|Åu = ~q|bÅbr	 	 	 	 	 (S20)	In	k-space,	 this	 leads	to	a	 transformation	of	 \^Q → \^Q − } \^P .	Consider	a	perfect	 triangular	lattice	with	two	adjacent	Bragg	peaks	]Ç5and	]Ç,	with	angles	É	and	É + Ñ/3	from	the	^P-axis,	respectively.	A	shear	at	an	angle	c	from	the	^P-axis	will	distort	]Ç > 	into	the	following	]5 = qÖ cos(É) + }Ö sin c cos(c − É)	Ö sin(É) + }Ö cos c cos(c − É)r	 	 	 (S21)	
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], = qÖ cos(É + Ñ/3) + }Ö sin c cos(c − É − Ñ/3)	Ö sin(É + Ñ/3) + }Ö cos c cos(c − É − Ñ/3)r	 	 (S22)	where	Ö = |]Ç5| = |]Ç,| .	} 	and	c 	can	 be	 determined	 by	 solving	 the	 above	 equation	 using	measured	 ]5 	and	 ], .	 Finally,	 the	 shear	 corrected	 image	 can	 be	 obtained	 by	 the	transformation	[\(#b) = [(#),	where	#b 	and	#	are	 related	 by	 the	 coordinate	 transformation	#b 	= i#S~#Si#,	where	i	is	the	usual	rotation	matrix	with	angle	−c.	
		 To	 register	multiple	 images	 to	 the	 same	 field	of	 view	of	 a	 LF	 and	 shear	 corrected	image,	affine	transformations	of	subsequent	images	are	performed.	Suppose	there	are	two	experimental	images,	[5(#)	and	[,(#),	both	of	which	are	LF-corrected	to	be	nearly	perfectly	periodic.	 Additionally,	[5(#)	is	 shear	 corrected	 such	 that	 the	Bragg	 peaks	 form	 a	 regular	hexagon	with	retained	C6	symmetry.	To	transform	[,(#)	such	that	it	is	precisely	registered	to	[5(#),	an	affine	transformation	in	the	form	of	Ü|bÅb1á = Üà â 0ä ) 08 ã 1áå|Å1ç	 	 	 	 (S23)	can	be	applied.	To	determine	the	transformation	parameters	à, â, ä, ), 8, ã,	three	points	from	identical	locations	from	each	of	[5(#)	and	[,(#)	are	selected,	guided	by	single-atom	vacancy	defects	present	in	both	experimental	images.	Note	that	shear	correction	is	a	subset	of	this	transformation	 and	 thus	 [,(#) 	is	 shear	 corrected	 after	 the	 affine	 transformation	 and	registered	to	[5(#).				 Finally,	following	the	steps	described	above,	we	obtain	a	set	of	atomically	registered	
T(r),	g(r,	0),	RN(r),	g(r,	Vc)	images.	To	quantify	the	precision	of	registration,	we	calculate	the	cross-correlation	between	corrected	and	registered	images.	For	example,	as	shown	in	Fig.	S5,	the	local	maximum	near	the	center	of	the	cross-correlation	between	g(0,	r)	and	I(–4.5	mV,	r)	coincides	with	the	(0,0)	cross-correlation	vector,	indicating	that	the	offset	of	the	two	registered	images	are	within	a	single	pixel.		Taking	an	uncertainty	of	half	the	size	of	a	pixel	leads	us	to	conclude	that	the	precision	of	our	registration	method	is	better	than	15	pm.		
C.		Innovative	SJTM	Imaging	Procedures	for	PDW	Research		 In	order	to	measure	superfluid	density	with	sub-atomic	resolution	over	large	areas,	a	total	set	of	over	2	million	data	points	is	required	for	each	image.	This	demands	an	innovative	imaging	protocol	 that	measures	 zero-bias	differential	 conductance	g(0)	and	normal	 state	resistance	RN	within	hours	as	described	in	the	following	steps	and	schematically	shown	in	Fig.	S6.	First,	establish	the	tip-sample	junction	at	a	moderate	parking	condition	(e.g.,	Vs	=	–20	mV,	It=	50	pA).	Then	the	tip	scans	the	surface	in	the	CCM	in	a	FOV	of	~	50	nm	by	50	nm.	Based	on	the	tip	height	just	measured,	DC	voltages	are	then	applied	to	the	four	quadrants	of	the	SJTM	piezoelectric	scanner	to	tilt	the	tip	to	be	perpendicular	to	the	sample	surface.	Such	DC	voltages	are	applied	to	the	scanner	for	the	rest	of	the	experiment.	Obtain	a	topographic	
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image	(T(r,	Vs))	of	a	selected	FOV	in	the	CCM	at	a	moderate	condition	(e.g.,	Vs	=	–20	mV,	It=	50	pA).	Establish	the	tip-sample	junction	with	a	tunneling	resistance	smaller	than	1	éΩ	(e.g.,	
Vs	=	–4.5	mV,	It=	7	nA).	Disable	the	z-piezo	feedback	loop	after	piezo	creeping	has	ceased	(e.g.,	after	1	hour)	such	that	the	tip	is	held	passively	at	a	constant	height.	Change	the	sample	bias	voltage	to	0	V	and	scan	the	same	FOV	in	the	CHM	while	recording	g(r,	0).	The	acquisition	time	per	line	is	typically	between	3	to	6	seconds.	Without	changing	the	tip	height,	change	the	sample	bias	voltage	to	Vs	=	–4.5	mV	and	scan	the	same	FOV	in	the	CHM	while	recording	I(r,	–4.5	mV).	The	acquisition	time	per	line	is	typically	between	1	to	3	seconds.	The	normal-state	resistance	map	is	then	obtained	as	RN(r)	=	–4.5	mV/I(r,	–4.5	mV).	To	justify	this	relationship,	we	show	in	Fig.	1	and	Fig.	S4	that	at	bias	voltages	between	–5	and–3	mV,	the	I-V	curves	are	linear,	indicative	of	an	Ohmic	behavior.	Finally,	withdraw	the	tip	by	several	angstroms	and	change	the	sample	bias	to	Vs	=	–20	mV	such	that	the	tunneling	current	is	below	saturation	(10	nA).	Scan	the	same	FOV	in	the	CHM	while	recording	g(r,	–20	mV).	The	acquisition	time	per	line	is	typically	between	3	to	6	seconds.		 		 These	new	SJTM	procedures	which	we	name	XLCR,	give	the	ability	of	using	a	single	bias	voltage	throughout	an	image	acquisition	and	exclude	the	use	of	a	feedback	loop	at	each	pixel	point.	As	a	result,	it	dramatically	improves	the	SJTM	data	acquisition	speed	by	a	factor	of	250	by	eliminating	multiple	stages	that	are	required	but	not	involving	data	acquisition	in	conventional	 dI/dV	 and	 I-V	 mapping	 methods.	 Consequently,	 using	 XLCR	 the	 total	acquisition	 time	 ranges	 from	 2.5	 to	 5	 hours	 for	 atomically	 resolved	 images	 with	1504	 × 1504	pixels	(e.g.,	images	in	Figure	2),	which	would	previously	have	required	~	26	days	in	the	conventional	mapping	method	if	the	averaging	time	at	each	pixel	is	assumed	to	be	1	s	(which	is	an	underestimation).	Another	key	consequence	of	XLCR	is	that,	because	no	feedback-based	tunnel	junction	formation	is	involved,	there	is	absolutely	no	“setup	effect”	(17)	 in	 which	 topographic	 phenomena	 detected	 when	 using	 the	 feedback-stabilized	junctions,	are	unavoidably	but	incorrectly	imprinted	onto	the	'(#, %)		or	*()(#, %)	data.					 Compared	to	SJTM	tips	made	from	planar	cuprate	nano-flakes	demonstrated	in	the	past	(27),	 the	use	of	Nb	tips	allows	imaging	of	the	superfluid	at	the	true	atomic	 level	and	eliminates	 possible	 complexities	 that	 originate	 from	 spatially	 heterogeneous	superconductivity	 from	 the	 tip	 (e.g.,	 pair	density	waves).	However,	 even	 in	 the	best-case	scenario,	the	tip	superconductivity	gap	is	reduced	by	a	factor	of	~20	compared	to	cuprate	tips,	requiring	a	much	lower	RN	of	1	MW	or	below.	This	poses	the	greatest	technical	challenge	of	this	study:	preparation	of	an	atomically	sharp	Nb	tip	with	a	sizable	superconductivity	gap	and	maintaining	 such	 tip	 condition	 without	 a	 feedback	 loop	 while	 the	 tip	 is	 interacting	strongly	 with	 the	 NbSe2	 surface	 due	 to	 the	 small	 tip-sample	 separation	 and	 the	 strong	electric	field	(107	~108	V/m)	in	the	junction.	To	achieve	this,	our	home-built	STM	is	housed	in	 an	 ultra-low-vibration	 room	 and	 engineered	 for	 sub-picometer	 stability	 at	 a	 base	
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temperature	of	290	mK.	Procedures	of	recovering	and	conditioning	tips	are	also	developed	to	allow	reliable	and	repeated	measurements.		
D.	PDW	Energy	Gap	Modulations	
	 As	defined	in	the	main	text,	The	SSC	order	parameter	is	Δ&(#) = Δ=(#)8>T	 	 	 	 	 (S24)	The	CDW	order	parameter	associated	with	](> 	can	be	written	as:	/(> (#) = />(#)8>B'+ ∙H + />∗(#)8#>B'+ ∙H = g(> (#)cosê](> ⋅ # + Φ(> (#)ì		 (S25)	The	PDW	order	parameter	associated	with	])> 	can	be	written	as		Δ)> (#) = îΔ>(#)8>B(+ ∙H + Δ>∗(#)8#>B(+ ∙Hï 8>V = ΔB(+> (#)8>B(+ ∙H + Δ#B(+> (#)8#>B(+ ∙H	 (S26)	and	the	total	PDW	gap	modulation	is		Δ)(#) = ∑ Δ)> (#)A><5 		 	 	 	 	 (S27)	Then,	the	experimentally	measured	sample	gap	amplitude	(Fig.	S7)	is	|∆| = |Δ&(#) + Δ)(#)|		 	 	 	 (S28)	Inserting	Δ&(#)	and	Δ)(#)	using	Eqn.	S24,	S26,	and	S27,	Eqn.	S28	becomes	|∆| =ò∆=, + 4Δ= ∑ |Δ>|cosê])> ⋅ # + Φ)> (#)ìA><5 cos(c − ô) + 4ö∑ |Δ>|cosê])> ⋅ # + Φ)> (#)ìA><5 õ,(S29)	Considering	|Δ>| ≪ Δ=	(as	shown	in	Fig.	S7),	the	last	term	∝ |Δ>|,	in	the	square-root	can	be	safely	ignored.	We	thus	obtain	|∆| ≈ ò∆=, + 4Δ=∑ |Δ>|cosê])> ⋅ # + Φ)> (#)ìA><5 cos(c − ô)   (S30)	Again,	since	|Δ>| ≪ Δ=,	we	arrive	at	|∆| ≈ Δ= + 2∑ |Δ>|cosê])> ⋅ # + Φ)> (#)ìA><5 cos(c − ô)		 	 (S31)	Using	the	experimental	gap	modulation	amplitude	of	~20	µ%	and	SSC	gap	of	~1.2	m%	from	the	 analysis	 in	 Fig.	 S7	 and	 assuming	 2|Δ>|cosê])> ⋅ # + Φ)> (#)ì cos(c − ô) 	adds	 up	constructively	such	that	the	total	modulation	amplitude	is	4.5 < |Δ>| > cos(c − ô)	(which	is	true	for	a	triangular	lattice),	we	obtain	< |Δ>| > cos(c − ô) ≈ 0.37%Δ=		 	 	 	 (S32)	where	< |Δ>| >	is	the	average	of	|Δ>|	for	_ = 1, 2, 3.				 On	 the	 other	 hand,	 such	 gap	 modulation	 proportionality	 may	 be	 deduced	independently	from	SJTM	measurement	of	electron-pair	density	(Fig.	2).	The	total	electron-pair	density	is		/() = /& +∑ /)> (#)A><5 =	/& +	∑ g)> (#)cosê])> ⋅ # + Φ)> (#)ì	A><5 	 	 (S33)	Using	/() ∝ |∆|,,	we	obtain	 W"X6 ≈ YL(+ (H)Z9Y|X+|Z6\!(V#T)		 	 	 	 	 (S34)	Experimental	electron-pair	density	measurements	(Figure	2	and	Fig.	S9)	reveal	that	< g)> (#) >≈ 0.98%/&		 	 	 	 (S35)	
 7 
Therefore,	assuming	cos(c − ô)	remain	unchanged,	Eqn.	S34	suggests	< |Δ>| > cos(c − ô) ≈ 0.25%Δ=		 	 	 (S36)	This	result	from	superfluid	density	measurement	is	thus	in	good	agreement	with	direct	gap	measurements	(Eqn.	S32).			
E.	Modulation	Amplitude	and	Phase	Analysis		 As	in	the	main	text	and	discussed	above,	for	_ = 1, 2, 3,	we	can	write	the	charge	and	pair	modulation	as	 	/(> (#) = g(> (#)cosê](> ⋅ # + Φ(> (#)ì		 	 	 (S37)		/)> (#) = g)> (#)cosê])> ⋅ # + Φ)> (#)ì		 	 	 (S38)	and	 their	phase	difference	†Φ>(#) ≡ Φ)> (#) − Φ(> (#).	 To	 extract	 the	phase	of	 a	 real-space	signal	/(#) = g(#)cos[] ⋅ # + Φ(#)] 	associated	 with	 wavevector	 Q,	 we	 employ	 the	 two-dimensional	lock-in	method	to	calculate	the	complex	valued	/B(#)	/B(#) = 5√,0E ∫/(i)8#|./0|%%2% 8#>B∙G)i		 	 	 (S39)	where		j	is	the	radius	of	a	gaussian	filter	in	real	space	that	has	to	be	larger	than	2Ñ/],	but	small	enough	such	that	the	equivalent	q-space	filter	covers	the	peak	at	Q.	The	phase	Φ(#)	is	thus	 Φ(#) = arctan °J4]W8(H)^NO]W8(H)^¢	 	 	 	 	 (S40)	The	local	modulation	amplitude	g(#)	at	Q	is	thus	represented	by	the	amplitude	|/B(#)|.		 	
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Figure S1. Linear relationship between g(0) and Im and between .£_ and 1/RN. 
(A) Plot of values of g(0) and Im obtained from the series of spectra shown in Figure 1D, 
E. Such linear relationship is in agreement with Eqn. S10 and validates the use of g(0) 
for extracting superfluid density. (B) Plot of values of .*`  and 1/RN obtained from the 
series of spectra shown in Figure 1D, E.  In particular, 1/RN is obtained by fitting the slope 
of the I-V characteristics between -5 mV and -3 mV shown in Fig. S4. Such linear 
relationship is in agreement with the Ambegaokar-Baratoff relation in Eqn. S7. 		 	
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Figure S2. Atomic and electronic structure of NbSe2.  
(A) Out-of-plane and cross-sectional view of NbSe2. The lattice constants (i.e., inter-Se 
distance) are |a| = |b| = d = 0.344 nm. The real-space periodicity along Bragg peaks (QB) 
is a0. (B) The Fermi surface of bulk NbSe2 is dominated by double-walled hole pockets at 
G with primary contributions from Nb )a% orbitals and hole pockets at K that are primarily 
from Nb )P%#Q% and )PQ orbitals. The wavevector of the charge density wave (CDW) (QC) 
is also indicated in the diagram. 	 	
 10 
 
 
Figure S3. Determination of Nb tip superconductivity gap 
dI/dV – V spectra taken with a SC Nb tip and a non-SC tip on bulk NbSe2 at 290 mK. The 
spectra are normalized to the coherence peak height to ease the visualization of gap 
difference. The difference in the coherence peak position suggests a Nb tip gap of around 
0.9 meV. 	 	
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Figure S4. Extraction of RN 
A series of I-V spectra zoomed into the negative sample bias region from the same 
dataset as Figure 1C. The Ohmic characteristic in the -5 mV to -3 mV range outside the 
superconductivity gap validates the use of V/I (or dV/dI) as RN for sample bias voltages 
in this range.     	 	
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Figure S5. Precision of image registration. 
Zoomed-in image (center) of the cross-correlation between g(r, 0) and I(r, –4.5 mV) 
channels. The maximum (indicated by the cross) coincides with the (0,0) cross-correlation 
vector, indicating that the offset of the two registered images are within a single pixel.  
Taking an uncertainty of half the size of a pixel leads us to conclude that the precision of 
our registration method is better than 15 pm. 	 	
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Figure S6. Schematic illustration of XLCR data acquisition procedures 
The schematic demonstration is explained in detail in Section C of the Supplementary 
Texts. “Feedback on” is indicated by a green dot, while “Feedback off” is indicated by a 
red dot in the schematic. 			 	
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Figure S7. Superconductivity gap modulation  
(A) Map of the NbSe2 superconductivity gap (|∆|) obtained from conventional dI/dV 
mapping at T=290 mK, where an dI/dV – V spectrum is measured at each pixel to extract 
the total gap. (B) |∆|(k)  showing PDW modulations (orange circles) at ])> ≈§(1,0); s5, , √3 2⁄ u ;	s− 5, , √3 2⁄ uß 2Ñ/3à=	 in agreement with Fig. 2. (C) Histogram of |∆|.  
(D) A series of dI/dV – V spectrum centered around the left coherence peak taken along 
the yellow line in panel (A). Each spectrum is normalized to the same height and vertically 
offset to show the periodic horizontal displacement corresponding to the gap modulation. 
(E) Same as (D) but presented in the form of a heatmap to better illustrate the spatial 
modulation of the coherence peak position. (F) Extracted NbSe2 gap modulation.  
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Figure S8. Suppression of Josephson tunneling at the vortex core of NbSe2 
(A) A g(r, -2.1 mV) image of vortex cores (VCs) in NbSe2 under a 0.1 T out-of-plane 
magnetic field at 290 mK. The suppression of the coherence peak at ~ -2.1 meV is seen 
at VCs. (B) Topographic image of the VC marked by the white square in panel (A). No 
decay of the CDW pattern at the VC is observed. (C) dI/dV – V and (D) I – V  spectra 
taken at the VC center (red) and off the VC (blue) as indicated by the red and blue dots 
in panel (A), respectively. While the original coherence peak at ~ ± 2.1	mV is suppressed 
at the VC of NbSe2, the appearance of another set of coherence peaks at  ~ ± 0.9	mV 
suggests the tip superconductivity is preserved. Such observation is consistent with the 
fact that bulk Nb has a lower critical field of Hc1 = 0.18 T and upper critical field of Hc2 = 
0.4 T (39). Furthermore, it is known that a nanoscale tip can remain superconducting 
under magnetic field that is much higher than the critical field of the bulk material (40, 41, 
42). 	 	
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Figure S9. ©bc (#):	´bc (#)	 and ©dc (#):	´dc (#) − 2Ñ/3 for all three wavevectors ]ec = ]fc  
(A). g(5(t) and Φ(5(t). (B)	g)5 (t) and Φ)5(t) − 2Ñ/3. (C). g(,(t) and Φ(,(t). (D)	g),(t) and Φ),(t) − 2Ñ/3. (E). g(A(t) and Φ(A(t). (F)	g)A(t) and Φ)A(t) − 2Ñ/3. 
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Figure S10. Simulated cross-correlation coefficients between two images with ¨≠/Æ phase difference. 
(A) A simulated lattice M(r) with random amplitudes of g'> (#) = {0.33, 0.48, 0.23} and 
phase Φ'> (#) = {−0.0097Ñ, 0.008Ñ, 0.0036Ñ}  (B) A corresponding lattice N(r) with 
random amplitudes of g'> (#) = {0.5, 1.1, 0.27}  but with phase Φ+> (#)  shifted by ~2Ñ/3 
from Φ'> (#): Φ'> (#) − Φ+> (#) = 2Ñ/3 ± 0.028Ñ . The added ‘noise’ in phase differences is 
to better mimic experimental CDW and PDW modulations. The resulting cross-correlation 
between M(r) and N(r) is -0.46, close to the experimental result of -0.44. (C) Histogram 
of the cross-correlation coefficients from 1000 simulated pairs of images (M(r) and N(r)) 
with each amplitude randomly assigned from a range of 0.1 and 1.1, and Φ'> (#) −Φ+> (#) = 2Ñ/3 ± 0.028Ñ . The cross-correlation coefficient is centered around -0.48. 
Actually, if we consider two completely ordered lattices MÇ(#) = ∑ cos	(]> . #)A><5  and NÇ(#) 	= ∑ cos	(]> . # + 2Ñ 3o )A><5  using ]5 = q−√3 2o , 1 2o r , ], = q−√3 2o ,−1 2o r  and ]A = (0,−1)  to represent the CDW and PDW modulations with identical and constant 
amplitudes, the cross-correlation coefficient is ≥=MÇ , NÇ> = ∫'h (H)+h(H);Hi∫ |'h (H)|%;H∫ |+(H)|%;H ≈ −0.5 if the 
size (¥) of the two images are much larger than the periodicity (¥ ≫ 2Ñ/|]>|). The fact 
that experimental /((#) and /)(#) have spatially varying phase and amplitude slightly 
decreases the cross-correlation coefficient to -0.44. This independently supports the 
conclusion that the phase-shift between the PDW and CDW modulations is concentrated 
on 2Ñ/3. 	
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