ISP network. Previous works view the problem as Vertex Cover problem. They suffer from high time complexity and redundant monitoring. Different from these works, we study the problem from the perspective of edges and propose two models. The first model, Extended Edge Cover model, can determine the minimum set of monitored links, which are 30% less than that of previous works. The second model, shared-path model, is more suitable when the monitoring resources are limited but one still wants to measure a large part of the networks. Using this method, one can measure 85% of the network by monitoring 5% of links. Finally, we evaluate the performance of the two models through extensive simulations. The experimental results show the effectiveness and robustness of the two models.
I. INTRODU CTION
In ISP networks, traffic flow measurement or monitoring is of great importance to network engineering tasks, such as anomaly detection, application traffic identification. To this end, the traffic flows on any link in an ISP network should be monitored. We can monitor a fraction of links and infer traffic flows in all the others. The problem is to determine the minimum number of links that should be selected. In practice, there may be not enough resources to monitor the links determined above. Thus another problem is that how to determine the monitoring links under budget constraints to infer the traffic flows for as many links as possible. We use edge and link interchangeably throughout this paper.
One way to solve the problems is to place monitors on routers and collect traffic flows of these routers [1] , [9] , [7] , [2] . Following this way, some links would be monitored twice, and some links are unnecessarily monitored, whose traffic flows can be inferred from that of other monitored links. In this paper we monitor the ISP networks from the perspective of edge, meaning that we directly monitor links, instead of routers, to determine a minimum set of links, by which all other links' can be inferred. Following this perspective, no redundant link would be monitored.
We prefer to monitor as few links as possible and infer others' traffic flows from the monitoring results of these links. As mentioned before, two subproblems should be solved. The first one, also called Minimum Cost Coverage Problem, is to find the minimum number of links that should be monitored, in order to measure the whole network. We model this subproblem as to find an Extended Edge Cover set in the ISP network graph. A greedy algorithm is proposed to solve this problem. The number of monitoring links determined by this algorithm is almost 30% less than that of other methods.
The second subproblem is called Resource Constraint Max imize Coverage Problem. Previous works hardly consider this problem. In the case of resource limitation, how can one infer the traffic flows for as many links as possible by just monitoring a small fraction of links, subject to the resource constraints. To this end, we propose a shared-path model and give greedy heuristics to solve it. This model determines 5% of links to cover about 85% of the network.
The rest of the paper is organized as follows. Section II describes related work in this area. In Section III, the Extended Edge Cover model is proposed, followed by the shared-path model. The two models are evaluated in Section IV. Finally, Section V concludes the paper.
II. RELATED WORK
Our work is closely related to traffic matrix estimation and traffic flow monitoring on routers.
A. Traffic Matrix Estimation
Traffic matrices reflect the traffic volume between aD-pairs in a network. In [6] , estimation techniques are evaluated in estimation error and sensitivity. Zhao et al. in [11] propose a data streaming algorithm to process traffic stream into digest. Zhang et al. in [10] develop a spatio-temporal compressive sensing framework for traffic matrix estimation. Different from these studies, we focus on how to determine monitoring links to infer traffic flows.
B. Monitoring traffic flows from routers
In [1] , Breitbart et al. show that Weak Ve rtex Cover can be used to formulate the bandwidth utilization problem and propose an approximation algorithm for this optimization problem. Suh et al. [9] formulate the problem that how monitors are placed to cost-effectively monitor traffic flows. All the above works study traffic flow monitoring problem from the perspective of vertices (i.e. routers). They are time inefficient and suffer from redundant monitoring.
III. Two PROPOSED MODELS
In this section, we propose two models to solve the two sub problems mentioned above: Minimum Cost Coverage Problem and Resource Constraint Maximize Coverage Problem.
A. Extended Edge Cover Model
We study the problem of Minimum Cost Coverage Problem, and propose the Extended Edge Cover model. An ISP network is present as a graph G(V, E), comprising a set V of vertices and a set E of links. Considering a vertex v, traffic flowing into v in a period is approximately the same as that out of v([I]), which is stated as below:
(1)
where E( v) represents the set of all edges adjacent to vertex v, fin(V, e) and fout(v, e) are flows on edge e, flowing into and out of v, respectively. The observation in Eq. 1 is called flow conservation law.
According to Eq. 1, for any vertex v obeying the flow conservation law, if it has only one edge e which is not monitored, then its traffic flows could be inferred easily by other edges adjacent to v, using Eq. 1. The inferred one can be further considered as monitored at the other end of edge. Our goal is to determine a minimum set of monitoring edges such that using the edges in this set we can infer the traffic flows of all other edges.
We say graph G is closed, if every vertex v in G obeys the flow conservation law. We define an edge as a covered edge if it is monitored or its traffic flows can be inferred from other monitored edges'. Let deg(v) denote the degree of vertex v.
Extended Edge Cover set is defined as follows.
Definition 1 (Extended Edge Cover set). For a graph G(V, E),
an Extended Edge Cover set consists of the minimum number of edges that should be monitored in order to infer flows for all edges, by performing the following step iteratively: find a vertex v with (deg( v) -1) covered edges, set the last edge as covered.
Thus, the minimum set of monitoring edges can be de termined by finding an EEC set in the network graph. The following theorem gives the size of such a set.
Theorem 1 (Extended Edge Cover). For a closed graph G(V, E), the size of Extended Edge Cover set is IEI-IVI + 1.
Proof Due to the space limit, we only provide the sketch of the proof. First, we show that an EEC set can be constructed using lEI -IVI + 1 edges. Each edge of G is visited in arbitrary order. If the two nodes of a newly visited edge e can be connected by other visited edges, e is put into the EEC set. The number of edges in the EEC set is lEI -IVI + 1.
Next, we prove that IEI-IVI + 1 is the minimum. Suppose we have lEI -IVI edges in the EEC set, then there are 21V1 edges (each unique edge is counted twice by the two vertices adjacent to it) to be inferred. We infer one edge each time. In any cases, there will be more than 1 vertex, each with 2 edges to be inferred. These edges could not be inferred any more.
Thus, lEI -IVI + 1 is the minimum.
• Theorem 1 guarantees that in a closed graph the size of Extended Edge Cover set is always IEI-IVI + 1. In practice, the network graphs are not closed, since some vertices do not obey Eq. 1, such as ingress and egress routers in ISP networks. In such cases, we add one dUlmny vertex and connect it to vertices not following Eq. 1 by virtual edges with certain amount of flows. The new graph is closed. The number of monitored edges increases to lEI -IVI + IOVI, where OV is the set of vertices not obeying the conservation law. An example is shown in Fig. 1 .
A greedy algorithm is proposed, in which edges are iterated. If a newly visited edge can be connected by other visited edges, the new edge is added into EEC set. There are O(IEI) iterations in the algorithm. In each iteration, it takes O(log lEI) steps to check whether two nodes are connected by edges in C, using union-find set. The time complexity of the algorithm is O(IEllog lEI).
B. Shared-path Model
We propose a shared-path model to solve the Resource Constraint Maximize Coverage Problem, utilizing the shortest path property of the ISP networks.
In ISP network, from the perspective of shortest path routing protocol like OSPF and IS-IS, flows from origin s to destination t traverse the shortest path from s to t. Edges along a shortest path share the same flows, which means if the traffic flows of one edge in this path are monitored, traffic flows of other edges in this path can be inferred directly. An edge's flows are the sum of flows in all shortest paths traversing this edge. The problem is how to find a set of edges, such that by monitoring those edges, a very large fraction of other edges' can be inferred.
Given a graph G(V, E) with Pi as shortest paths, and ej as edges. Let mi,j be a {O, I} indicator whether path Pi traverses edge ej, Yi,j represent whether path Pi is covered by edge ej. Let Xj denote whether ej is selected, Cj be cost for each edge, and B denote the resource constraint. The Resource Constraint Maximize Coverage Problem is NP-hard, which can be reduced from the budgeted maximum coverage problem [5] .
Greedy heuristics are proposed. We define M as the set of already selected edges, and define edge's utility function f(e)
as the number of shortest paths covered by e but not covered by edges in M over the cost of e. The edges are iterated, until the resource limit is reached. Each time, we select the edge that maximize the utility function, and put it into M. The approximation factor of the algorithm, defined as the solution given by this algorithm over the optimal one, is bounded by Theorem 2. The proof is omitted due to the space limit.
Theorem 2. The greedy algorithm approximates the optimal solution within constant factor 1 -1/ e.
There are lEI iterations in the algorithm, where lEI is the number of edges. In each iteration, it takes O(IEI) time to find the edge that satisfies the condition. The time complexity of the approximation algorithm is O(IEI2). We will show that the algorithm performs rather well in the experiments.
IV. EXPERIMENT
In this section, we evaluate the Extended Edge Cover (EEC) model and shared-path model, showing the effectiveness and robustness of the models.
A. Dataset We use the dataset of Rocketfuel to evaluate our models. Spring et al. [8] collect maps from ten various sized ISPs, and show the completeness of them. The data is shown in Table I .
B. Evaluating EEC Model
WVC [1] approximates the optimal solution within a factor of 1 + log lEI by reducing the rank of graph's matrix represen tation greedily. The time complexity of WVC is of the order of O(1V12IEI). In contrast, our method is deterministic poly nomial, with time complexity of the order of O(IEllog lEI), which is much lower than that of WVc.
The set of monitored edges is determined for each ISP network in Ta ble I, using both WVC and EEC methods. The time each method consumes for ISP networks is shown in Ta ble II. It shows that EEC uses far less time than WVc. In the experiment, WVC takes days of calculation to determine the monitored edges for large ISP networks (e.g. with more than 1,000 links). When the network scale is small, both methods consume nearly 0 sec. As the ISP networks grow larger, the time WVC consumes grows rapidly, while EEC takes only few seconds. When the networks have more than 1,000 links, WVC requires to use unacceptably long time. In Fig. 2 , we plot the number of monitored edges determined by EEC and that by WVC for 5 ISP networks. The ISPs are sorted increasingly according to the number of edges. Results for other ISP networks are not shown because WVC cannot calculate the edge set in reasonable time. Both the edge set determined by EEC and WVC are proportional to the scale of the network. Compared with WVC method, EEC uses about 30% fewer edges. In Fig. 2 , ISP 3257 uses fewer monitored edges than ISP 1755. This is due to that the size of monitored edge set returned by the two methods is determined by both the number of vertices and that of edges in the network graph.
C. Evaluating Shared-path Model
First, the coverage ratio of the greedy heuristics is evaluated. In Fig. 3 , we plot the fraction of monitored shortest paths versus the fraction of monitored edges for an ISP, using three methods: the greedy heuristics, selection by edge load and random selection. Results for other ISPs are the same as this one. The fraction of covered shortest paths determined by the greedy heuristics and edge load selection is much higher than that by random selection, using the same number of edges.
We define the number of additional shortest paths covered when a new edge is added as marginal gain. Marginal gain denotes the slope of the curves in the plot. From Fig. 3 , when selecting few edges, both the marginal gain of greedy heuristics and that of selection by edge load are very high. Interestingly, greedy heuristics performs better than selection by edge load. This is because later added edges with high load may be present in many paths which have been covered by the already selected edges. When selecting about 5% edges, the greedy heuristics can cover almost 85% of the shortest paths. However, an edge may be present in many paths. If we want to infer all the traffic flows of an edge, we must cover all the shortest paths it belongs to. When monitoring resource is limited, we need to calculate how many traffic flows of an edge can be inferred. We use the percentage of covered shortest paths for each edge (i.e. the coverage ratio for an individual edge) as the measure.
In Fig. 4 , we plot the cumulative distribution that what percentage of shortest paths for individual edges can be covered when monitoring 5%, 10%, 20% links. As the line is closer to the lower right corner, more links have larger coverage ratio. From the figure, when monitoring more than 10% links, most links will be covered for more than 80% shortest paths. Even when monitoring 5% links, it can cover 75% shortest paths for more than 60% links. This shows great effectiveness of the shared-path model.
Next, we evaluate the shared-path model under link failure. Link failure is assumed to occur randomly with equal proba bility [3] . The shortest paths will change due to the update of routing tables, then the covered paths for each monitored link will change correspondingly. We only consider the failure of monitored links. We set 40 failures as the maximum, which are adequate to simulate the link failures in ISP network [4] . The experiments are run for 5 times, then we get the mean of coverage ratio as well as the standard error.
In Fig. 5 , we plot the coverage ratio of all shortest paths when monitored links fail, monitoring 5%, 10%, 20% links. It shows that when monitoring 10% or 20% of links, the coverage ratio changes slightly under link failure. The remark able result is that when monitoring 5% of links, the coverage ratio falls from 82.5% to 73.7% due to link failure. Thus, the coverage ratio is almost not affected by link failure. When a monitored link fails, the shortest paths it covers may be also covered by other monitoring links. This shows that the shared path model is robust to link failure.
V. CONCLUSION
In this paper, we have proposed two models to measure the traffic flows in ISP networks. The Extended Edge Cover model, utilizes flow conservation for each router in network. By monitoring these links determined by EEC, the traffic flows of all other links in the network can be inferred accurately. The shared-path model, utilizes routing information of the network. It is suitable when the monitoring resources are limited. The two models have been evaluated through simulations with real-life ISP networks. The results have demonstrated the effectiveness and efficiency of the proposed models.
