With an appendix by A. LACEY (New College, Oxford) 1. Introduction. In [1] we analyzed a class of free-boundary problems for the heat equation in one space dimension, releasing the sign restrictions on the data and the latent heat usually required in the Stefan problem. Problems of this kind have been studied by other authors also in connection with the freezing of a supercooled liquid and with decision theory (see e.g. [2]- [16] , and the references quoted herein).
1. Introduction. In [1] we analyzed a class of free-boundary problems for the heat equation in one space dimension, releasing the sign restrictions on the data and the latent heat usually required in the Stefan problem. Problems of this kind have been studied by other authors also in connection with the freezing of a supercooled liquid and with decision theory (see e.g. [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] , and the references quoted herein).
Two major problems remain open or not completely solved, namely (i) does any solution exist when the datum prescribed on the free boundary x = s(t) does not fit the initial datum at x = s(0)?; (ii) how are the data related to the possibility of continuing the solution in arbitrarily large time intervals?
Sec. 2 of this paper contributes toward answering the above questions. Special results which are scattered in the literature cited can be found in the framework of our analysis (sometimes with relevant simplifications of the arguments).
It is known that some free-boundary problems with the Cauchy data prescribed on the free boundary can be reduced to schemes of the type mentioned above, provided that suitable compatibility conditions are fulfilled by the data. A typical example in which such conditions are violated is given by the diffusion-consumption of oxygen in insulated living tissues, when the initial oxygen distribution coincides with the steady-state profile corresponding to a given constant input (see [14] and [17] [18] [19] [20] [21] [22] [23] ).
This case is considered in Sec. 3, there we prove the existence of a smooth solution and remark that the associated problem for the time derivative of the oxygen concentration is of the type considered in Sec. 2 but with an initial datum behaving like a "5-function " at the origin. A very sharp estimate of the lifetime of the tissue is also obtained by means of elementary calculations.
In Sec. 4 we prove some comparison theorems for the solutions of the problems dealt with in the preceding sections.
As an interesting consequence, a nonexistence theorem will identify a class of initial data such that the answer to question (i) above is negative.
2. Some special topics in Stefan problems of general type. Let us consider the following problem: find a triple T, s(f), z(x, t) such that: (l) T> 0; (ii) s(t) is a positive continuous function in [0, T), s(t) e €,(0, T); (iii) z(x, t) is a bounded function continuous in 0 < x < s(t), 0 < t < T with the possible exception of the point (1, 0) and such that zx is continuous for 0 < x < s(t), 0 < T, zxx and z, are continuous for 0 < x < s(t), 0 < t < T; (iv) the following conditions are satisfied:
zxx -z, = 0, D, = {(x, t): 0 < x < s(t), 0 < t < T}; (2.1) s(0) = 1; (2.2)
z(x, 0) = h(x), 0<x<l; (2.3) zx(0, t) = 0, 0 < t < T; (2.4) z(s(t), t) = 0, 0 <t< T; (2.5) zx(s(t), t) = -s(f), 0 < t < T. (2.6) Here h(x) is a given continuous function in [0, 1]; since it is not prescribed to be positive, the problem differs substantially from the ordinary Stefan problem (for which the existence for any T is proved and s(t) > 0). Nevertheless, if /?(1) = 0 and h(x) is Holder-continuous for x = 1 this problem possesses one solution for suitable T "sufficiently small" (see [1] , where uniqueness and continuous dependence are also discussed, and [9] , where it is proved that the free boundary is analytic in (0, T)). Moreover, if a solution exists, then three cases can occur (see [1, I] We shall investigate the occurrence of these cases in connection with the behavior of the initial datum h(x).
A first simple result is Lemma 2.1 below. Let us define
and prove Proof. Consider Green's identity
where L denotes the heat operator and L* its adjoint. Formulas (2.10), (2.11), (2.12) are obtained by setting u = z(x, t) and v = 1, v = x, v = x2 -2t respectively.
Other relationships of the same kind could be obtained using higher-order polynomials for v(x, t).
As a consequence of (2.10) we can prove that for some choice of the function h(x) no solution to (i)-(iv) can exist.
Theorem 2.2 (nonexistence)
. If h(x) is a constant not exceeding -1 problem (i)-(iv) has no solution.
Proof. Under the above assumption h(x) = -1 + Q with Q < 0. Should (i)-(iv) have any solution T, s, z, it would be 0 < s(t) <1, te (0, T), z(x,t)>-l + Q, in Dt, because of (2.1)-(2.6) and of the maximum principle. Thus from (2.10) we would have s(f) < Q + (1 -Q)s(t), t e (0, T),
i.e. 0 < Q[ 1 -s(t)], which is a contradiction to Q < 0, s < 1.
Remark 2.3. Owing to the above result it will be tacitly understood that -1 + Q with Q < 0.
Our next aim will be to look for some conditions on h(x) giving an a priori characterization of cases (A), (B), (C). 
Proof. For any e e (0, T) consider the domain Qc = {(x, t): s(t) -d < x < s(t), 0 < t < T -e} and the function
where a is a positive constant to be determined. We have
Choose the constant a such that a > H/z0; (2.17) this implies that wx(l -d,0)>H and consequently (since w < 0, wxx > 0 and (2.13) holds) w(x, 0) < h(x) for x e [1 -d, 1]. Besides (2.17), we shall require that the constant a satisfy the following inequality:
so that -w, > 0.
Since (2.13) and (2.8) yield w(s(t) -d, t)< z(s(t) -d, t), we have from the maximum principle z(x, t) > w(x, t) in Q, and, recalling (2.12), zx(s(f), f) < az0( 1 -e'ad)~l, 0 < t < T -e. (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) (18) There are two possibilities: either -ot < H/z0 for any e e (0, T) (and then (2.16) follows letting e -> 0) or -<r£ > H/z0 for some e e (0, T). In the latter case choose a = -aE and obtain from (2.6) and (2.18)
whence (ac is negative) (Tc>d~l ln(l -z0) and the conclusion of the proof of the lemma. Next, we have the following lemma. Proof. First, consider the case h(x) > -1, which implies Q > 0 (actually, Q > 0 because of (H2)). By the maximum principle, z(x, t)> -1 in DT and (II) is satisfied. In the other cases, consider the level curve z(x, t) = -1 originating from t = 0 (which is unique because of (H2)) and note that if z(x, t) = -1, then z(x, t) < -1 for x < x, z(x, f) > -1 for x > x. Now, from (2.10) it is easily seen that if Q = 0, 0 < x < s(t); if Q < 0, then x > 0; if Q > 0, then x < s(t). Note that (H2) [(H2')] is clearly satisfied by monotone increasing (nondecreasing) functions (for which (III) and (IV) hold as well). The monotonicity of the function h(x) will be used in the sequel (see Proposition 2.11, Theorem 2.13) to improve some estimates obtained under (H2').
The next lemma gives a priori estimates for the functions s(t), z(x, t). If (T, S, z) is a solution of (i)-(iv), the inequality s(r) < S"(f) follows from the monotone dependence theorem of [1, 1] . Moreover, the equation
and Zn(x, t) > 0 imply S"(t) < S0 + 1 /n. This proves the first part of the lemma. The second part is an elementary consequence of the maximum principle. At this point we are able to prove Theorem 2.9. Let (HI), (H2') be verified. Then for any solution of
Proof of (2.20) . =>: It suffices to perform the limit for t-> T0 in (2.10). <=: Recall | z | < Z from Lemma 2.8 and note that Z(x, t) tends to zero for t ->■ +00 uniformly with respect to x e [0, S0], Now, since Q = 0 implies z(0, t) < -1 because of Lemma 2.5 (I), case (A) is excluded. Moreover, Lemma 2.5 (II) and Lemma 2.4 imply that s(f) is bounded from below and also (C) is excluded. Proof of (2.19). =>: Again from Lemma 2.8 we see that the right-hand side of (2.10)
tends to Q as t -* + 00. Hence s(t) has limit s -* Q and thus Q > 0 (since the case 0 = 0 was proved to imply (B)). <=: It suffices to exclude (C): this is immediately accomplished using Lemmas 2.4 and 2.5. Proof of (2.21). It follows immediately from (2.19) and (2.20).
There exist some relations between the occurrence of cases (A), (B), (C) and the quantities Q, Mu M2 not needing assumptions (HI), (H2'). More precisely, we prove the Proof. The proof of (2.22), (2.23), (2.24) is accomplished in the same way as the corresponding statements in Theorem 2.9.
To prove (2.22'), (2.23') it suffices to perform the limits (for I-> +oo, t-* T0 respectively) in (2.11), (2.12) and to note that s < 0 because of the maximum principle. Finally, (2.24') follows from (2.22'), (2.23' ).
An extension of (2.24') is found in the Appendix. In view of Theorem 2.10, it is of some interest to consider a priori relationships among Mu M2 and Q. This is the purpose of the following proposition.
Proposition 2.11. If h(x) is monotone nondecreasing, and prove Theorem 2.12. For any solution of (i)-(iv) satisfying (B) it is true that h < -1 and
Proof. First of all, recall (2.23) to get Q = 0 and consequently h < -1 (recall also Remark 2.3). To prove (2.34), pass to the limit for in (2.11) and note that z(0, t) > h. The upper estimate (2.36) follows in the same way taking into account that z(0, t) < -1 (use (H2') to apply Lemma 2.5, (I) along with Remark 2.6).
Performing the same limit in (2.12) after an integration by parts of the term Jo ts(t) dx yields (2.35).
Finally, (2.37) is a consequence of the inequality z(0, t) < -1, which implies that z(x, t) is discontinuous at (0, T0); indeed, the free boundary cannot lie below any parabola with vertex in (0, T0) (see e.g. [24] ).
Recalling now (2.24), we state Theorem 2.13. Assume (H2'). If Q < 0, then h < -1 + Q and, whenever a solution to
If in addition to (H2') it is true that h < 0 and (2^0, for any solution of (i)-(iv) satisfying (C) we have
If h(x) is nonpositive and nondecreasing, for any solution of (i)-(iv) satisfying (C) we have 
< Q/(l + h) < 1).
Assuming h(x) < 0, we have s(t) < 0 and consequently s0 -lim s(t).
By taking the limit t-> Ti-in (2.11) and using z(0, t) < -1, which is valid even if Q = 0 (Lemma 2.5, (I)), and z(x, t) > h, inequality (2.39) is easily derived.
Before proving (2.40), it is worth noting that this estimate of Ti is sharper than (2.39): this follows from (2.38) and the assumption Q < 0 under which (2.39) has been proved.
Whenever h(x) is nonpositive and nondecreasing, then (irrespective of the value of Q) we can assert that zx(x, t) > 0 in DTi, (2.41) owing to the maximum principle, and that z(0, t) < -1 + Q/s(t), Vt e (0, rj, (2.42) from (2.10).
Moreover, we can prove that
This follows from integrating by parts the integral in (2.43):
where z(x, r) = | z(£,t)d£;
•o noting that z(0, t) = 0, z(s(t), t) = Q -s(t) (from (2.18)), that zx -z < 0 (because of h < 0) and that zxx = zx > 0 in DTl (see (2.41)), we arrive at the inequality z(x, t) < (-1 + Q/s)x in DTi, (sg -l)/2 < -M, -Tt( 1 -Q/s0) + sH2 -s0Q/2, from which (2.40) is obtained. We notice that the right-hand sides of (2.39') and of (2.40') are positive as a consequence of the definitions of Mu and h and of the inequality (2.25) (recall also Remark
2.3).
However, our results do not guarantee a priori that the right-hand sides of (2.39) and (2.40) are positive: as a matter of fact, it is reasonable to conjecture that other cases of nonexistence can occur besides the one of Theorem 2.1.
For instance, if one proves that solutions depend monotonically on h(x) and s(0), then it could be proved that no solution can exist when h(x) < -1 in (0, 1). This analysis will be performed in Sec. 4.
3. The oxygen diffusion-consumption problem. The following scheme:
in D i = {(x, t): 0 < x < s(t), 0 < t < T}, (3.1)
is known as a mathematical model for the one-dimensional diffusion of oxygen in a living tissue [17] . In (3.1)-(3.6) u denotes the oxygen concentration and the source term in (3.1) accounts for the oxygen consumption in the tissue.
In view of this application we shall assume that g(x) is nonnegative and nonincreasing (and g ^ 0) in order to have u > 0 (indeed, the maximum principle applied to ux yields ux < 0 in Dr, implying u > 0 in Dr because of (3.5)).
The corresponding free boundary problem consists in finding a triple T, s, u such that Here, we shall deal specifically with the case in which g(x) represents the so-called equilibrium distribution [17] :
Since g'(0) 0, the above argument does not apply, but we will show that the same result holds; we shall also get a sharp estimate of the time T0 of total oxygen consumption. In a forthcoming paper, a much more general nonlinear problem of this kind will be analyzed.
Although uniqueness has been proved both in [20] and in [21] , we report the following argument for its simplicity (see [29] ). Theorem 3.1 (uniqueness). If g(x) is nonnegative and nonincreasing (g ^ 0), problem (a)-(d) has at most one solution.
Proof. We have already noted that if T, s, u is a solution, then u > 0, ux < 0 in DT. Now, let (T, su u1), (T, s2, u2) solve (a)-(d) and set W = ut -u2. If W # 0, it must attain its (positive) maximum and/or its (negative) minimum somewhere on the curve x = min^f), s2(t)}. Let us suppose that W is maximum at a point (x0, t0) on this curve. Assuming Si(f0) < s2(*o) contradicts W{x0, f0) > 0 because M1(xo,to) = 0 and "2(^0> fo) ^ 0' while assuming s1(t0) > s2(f0) contradicts wx(xo,ro)>0 because ulx(x0, t0) < 0 and u2x(x0, t0) -0. Hence the proof of uniqueness.
The proof of the existence of a smooth solution to (a)-(d) will be performed by means of a fixed point argument, which goes through the following steps2.
( zxx -zt = 0 b/2 < x < s(t), 0 < t < T < T, (3.8) Moreover, s e C^O, T) (3.14)
(see [9] , [25] ), and two constants Tx e (0, T], Ax > 0 depending on X (and b) can be found such that~^<
(see [1, I] , Theorem 1, 2 for s > -Ax, while s < 0 follows from (3.12), (3.13) and z < 0). Consider the following initial-boundary value problem:
v xx-v j= 0, in Dr, (3.16) v(x, 0) = -1, 0 < x < 1, (3.17) t>(0, t) = 0, 0 < t < f, (3.18) vx(s(t), t) = 0, 0 < t < f. 
(x, t) is defined in (3), is a solution to (a)-(d).
To prove this assertion we remark that under the above assumption we can identify z with vx:
z(x, t) = vx(x, r), b/2 < x < s(t), 0 < t < T. 
dv(s(t), t)/dt = v,(s(t), t) = -s(f), which in turn implies v(s(t), t)= -s(t). (3.24)
On the basis of (3.23) and (3.24) it is easy to check that f, s, u solves (a)-(d).
(6) For suitable T, X, the operator maps B(f, X) into itself. First of all, let us find a time interval (0, T) in which the function s(t) issuing from (3.8)-(3.13) is greater than the given constant b irrespective of the choice of V in B(T', X), for fixed X. We need the following equation: Combining (3.34) and (3.35) yields (3.33)3.
(9) Existence of a fixed point of 3~ in B(f, X). Owing to (7) and (8) we can use Schauder's theorem, concluding that .T has at least one fixed point in B7(T, X, %) c B{f, X).
Finally, from (9) and (5) we infer the existence of a solution f, s, u to («H<2). The free boundary x = s(t) of this solution can be identified with the free boundary of problem (3.8)-(3.19) and therefore it is analytic in (0, f) [9] . Thus we have proved. Consequently, Theorem 2.9 ensures that the problem under consideration is of type (B). Moreover, (2.35), (2.36) and (2.37) of Theorem 2.12 apply in the following sense.
Noting that lim,_0 Jq (1) xz(x, () dx = 0, we can take Mx = 0 in (2.36) and get the estimate T0 < 1/2, which can also be found e.g. in [14] .
Considering next Jo" x2z(x, t) dx = Jo"1 x2(uxx -1) dx, we see that it vanishes as t -> 0: this allows us to put M2 = 0 in (2.35), getting |'r°s(0A = i (3.36)
Jo
The estimate T0 < 1/2 obtained in Remark 3.3 is rather crude. We recall that in [17] the value T0 = n/16 was assumed as a good approximation. As a matter of fact it can be shown that 7t/16 is a lower bound for T0, but quite close to the actual value. This is the aim of Propositions 3.4 and 3.5 below. G(x, t; £, t) = T(x, t; t) -T(-x, t; t), N(x, t; t) = T(x, t; t) + T(-x, t; Z, t),
Differentiating (3.38) with respect to x, we get after simple calculations:
vx(x, t) = -N(x, t\ 0, 0) -I s(t)N(x, (; s(x), x) dx.
Since s < 0 and N > 0 we obtain vx(x, t) > -N(x, t; 0, 0). u(x, t) < 2 £ exp( -t) cos a" x • a ~ 2{ 1 -(-l)"a"-1}
with a" = (In + \)n/2. Proof. The right-hand side of (3.41) is the solution of the following problem: with Q = constant.
As a preliminary, we study the sign of the function u(x, t) in Dr, assuming T, s, u to be a solution to (a)-(d) with the above substitution.
As in Sec. 3, we assume that g is continuously differentiate in [0, 1]. Here we assume also the compatibility conditions
We shall consider the two cases Q > 0 and Q < 0 separately, adding some special assumption on g. by virtue of the maximum principle. Therefore, if £0 is the first instant in which u(0, t) vanishes (recall (4.5)), it is t0 > t*, (4.8) with t* defined in (4.6).
Since T, s, z, (z = ut), solves (i)-(iv) of Sec. 2, owing to (4.7) it is true that s < 0 and from (4.7) we have u(x, t) > 0 for s(T) < x < s(t), 0 < t < T. (4.9) This prevents a level curve u = 0 from originating from t = 0. Thus, owing to (4.5), either the first time u(x, t) vanishes out of the free boundary is t0 (then the Proposition is proved because of (4.8)), or there exists a time tt < t0 such that u(x, t) > 0 for 0 < x < s(t), 0 < t < tj and that for some x0 e (0, s((j)) u(x,t1)> 0, xj=xo, w(x0,t1) = 0.
In such a case ux(x0, Moreover, being u(s(t,), tj = 0, at least one point xx e (xo.s^j)) would exist in which ux(xu tj) = 0. However, the assumption that g' changes its sign only once in (0, 1) implies that not more than one level curve ux = 0 can exist in DT and we have a contradiction.
We are now able to prove a monotone dependence theorem for the oxygen diffusionconsumption problem. Let T, su wx; T, s2, w2 be solutions of the respective problems u, -u, , = 1 in Di T= {(x, f): 0 < x < s,(t), 0 < t < T}, s,(0) = bt > 0, ufa 0) = gt(x), 0 < x < bj, "i.x(0, t)= -Qi, 0 <t<T, u,(s,(f), t) = 0, 0 < t < T,
x(si(t), t) = 0, 0 < t < T, i = 1,2.
We state the following theorem. (s^t), t) = t) > 0, 0 < t < t\ therefore W/(s1(t), t) = 0 is a minimum. Hence ^(s^t), t) < 0 and we have a contradiction tO Mj^(s^t), t) = u2 x(s2(t), t) = 0.
We conclude that s^f) < s2(t) until w2(x, f) is positive. This proves the theorem.
Recalling now that problem (a)-(d), with (4.1) in place of (3.4) , is equivalent to problem (i)-(iv), we can obtain a comparison theorem for (i)-(iv).
More precisely, let T, s, z be a solution of (i) Proof. Let us assume that T, s, z is a solution of problem (i)-(iv) with a given h < -1 and compare it with the solutions T", sn, z", n = 1, 2, of (i)-(iv) corresponding to initial data s"(0) = 1 + 1/n, z"(x, 0) = hn(x), 0 < x < b. We define hn as follows h"(x) = 0 for 1 < x < 1 + l/n, (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) hn(x) = -1 -1/n for 0 < x < l.6 (415) Note that
n Jo and that hn is nondecreasing. Therefore the corresponding solutions are of type (B) (Theorem 2.9), with a time of existence T*0n) which can be estimated as follows 7#' < l/2n + l/2n2 (4.17) (use the same argument as in the proof of (2.36)).
According to (4.13),
g"(x) = (1 -x + l/n)2/2, 1 < x < 1 + 1/n and Proposition 4.1 applies to the associated triples T{"', s", u".
' Of course, (iii) has to be slightly modified in order to include piecewise continuous initial data.
For n sufficiently large, h(x) < hn(x), 0 < x < 1, and the comparison between s and s" can be made by exploiting Corollary 4.4.
We infer that T, s, z must be of type (B) or (C) with a total time of existence not exceeding V"].
By letting n -* oo, we see that T^ -» 0; this contradicts the assumption that a solution T, s, z exists.
Appendix. An extension of Theorem 2. Thus, f(x) dx + fo f(x)h(x) dx < 0=> (C).
Putting /= x, x yields (2.24') but, as we shall shortly show, in an oxygen diffusion problem of the type considered in Sec. 3, the conditions of (2.24') are not necessary for (C).
It is convenient to modify the above result before applying it to oxygen diffusion problems. We must of course only consider situations where g"(l) = 1 and the compatability conditions (4.2) are satisfied so that the supercooled Stefan problem is related to the oxygen diffusion problem through z = ut. In such a case h -g" -1 and we now show that the existence of / e C2[0, 1] such that /'(0) > 0, /"(x) >0, x e (0, 1) and Jq /(x) dx + Jo f(x)h(x) dx < 0 is a necessary and sufficient condition for the existence of an x_ g (0, 1) such that gf(x_) < 0. Then the existence of such an x_ will imply (C). (ii) Necessity. If g(x_) < 0 then, since g is continuous, there is a number a e (x_ , 1) such that g(x) < 0 for x e (x_ , a). Now choose/so that/(0) = /'(0) = 0 with f"(x) = 0 for x < x_ and x > a, and with/"(x) > 0 for x e (x_ , a).
For such an f |'C/(x) dx> 0 > Cf"(x)g(x) dx + Qf(0) +/'((%(0).
Jo Jo
Note: if g(x_) < 0, u(x_ , t) < 0 as long as the solution exists so that s(t) > x_ . Example. We conclude by exhibiting a function g(x) for the oxygen diffusion problem such that (C) occurs in the related supercooled Stefan problem and yet the conditions of (2.24') are not satisfied. Just considering the case Q -0, this means we require g(0) > 0 and Jo g(x) dx > 0. Moreover, we require g"(x) < 1 for x e [0, 1] and ^"(1) = 1 in addition to the compatability conditions (4.2). The function ( \ _ )(3/257r2)cos(5rtx/2) 0 < x < f -e, X )(3/257t2)cos2(57tx/2), f + e < x < 1, with g not too large and g continuous in [f -e, | + e], meets all these requirements and is negative in (5, |). Hence we may conclude that (C) occurs.
