Abstract. In this paper, we propose a robust Cholesky factorization method for symmetric positive definite (SPD), hierarchically semiseparable (HSS) matrices. Classical Cholesky factorizations and some semiseparable methods need to sequentially compute Schur complements. In contrast, we develop a strategy involving orthogonal transformations and approximations which avoids the explicit computation of the Schur complement in each factorization step. The overall factorization requires fewer floating point operations and has better data locality when compared to the recent HSS method in [SIAM J. Matrix Anal. Appl., 31(2010), 2899-2920. Our strategy utilizes a robustness technique so that an approximate generalized Cholesky factorization is guaranteed to exist.
1. Introduction. Efficient and reliable structured matrix computations have been an intensive focus of recent research. Numerically stable fast and superfast algorithms have been developed for structured matrices such as Toeplitz matrices, Vandermonde matrices, and various forms of semi-separable matrices. In this paper, we are concerned with the rapid computation of effective preconditioners for symmetric positive definite (SPD) matrices via structured matrix techniques. Given an SPD matrix A, we are interested in the rapid computation of an SPD, hierarchical semi-separable (HSS) matrix S such that
where τ is a user-prescribed tolerance. (See Section 3 for a precise definition of an HSS matrix.) The HSS matrix structure was first discussed in [5, 6] and arose from an algebraic abstraction of the fast integral equation solver developed in [30] . More broadly, the HSS matrix is closely related to other rank-structured matrices such as the H [20, 22] , H 2 [23, 21] , quasiseparable [11, 31, 32] , and sequentially semiseparable (SSS) [5, 6] matrices. Among other things, some of these matrix structures, such as the HSS, H , and H 2 matrices, have proven to be invaluable tools in the fast numerical solutions of integral equations. More recently, they have been shown to play central roles in the superfast direct factorization and preconditioning of certain classes of large, sparse matrices [14, 15, 20, 21, 34] . These developments are the main driving force for developing a fast, reliable method to solve (1.1).
The semi-separable matrix structures share the common feature that all their offdiagonal blocks have rapidly decaying singular values. Thus, the numerical ranks of off-diagonal blocks are significantly smaller than the matrix dimensions [8, 9, 12, 27, 29, 1, 2, 5] . Recently, Xia and Gu have proposed an efficient algorithm that computes the approximation
where R R is an HSS matrix and R is upper triangular [36] . This algorithm costs O(N 2 k) floating operations (flops), where N is the order of A and k is the HSS rank. The main attractiveness over the algorithms in [5, 6, 9, 26] is that all Schur complements of A are kept SPD throughout the computation, thereby ensuring the existence of R for any given positive τ value. This robustness characteristic, often referred to as Schur-monotonic, is achieved by an approximation process, whereby the difference between the approximated and true Schur complement is a small, nonnegative definite matrix. This technique is referred to as Schur compensation in [36] .
In this paper, we propose a new algorithm for computing the approximation S in (1.1), where S = P P is a generalized Cholesky factorization with P an HSS matrix, computed through a sequence of Householder transformations and Cholesky factorizations. Our algorithm is designed to be Schur-monotonic and free of any direct Schur complement computations, resulting in faster computation and better data locality.
Recent work has suggested the efficiency and effectiveness of utilizing randomized algorithms [24, 37, 17, 18] for low-rank matrix compression during the HSS matrix construction. As pointed out in [17, 18] , some of these randomized algorithms are equivalent to subspace iteration methods with an excellent start matrix, and the feature that the off-diagonal blocks of A have rapidly decaying singular values allows such algorithms to compute low-rank approximations quickly. Our algorithm adopts a reliable version of the randomized algorithm that maintains Schur-monotonicity and yet allows fast low-rank compression. When the matrix is large, our algorithm is much faster than that of [36] . (See Section 4 for details.) Note that Martinsson [26] has developed an efficient algorithm to approximately construct HSS matrices using random sampling techniques. However, this algorithm does not appear to maintain Schur-monotonicity during the factorization process, and can produce an indefinite HSS approximation even when the original matrix is SPD.
Depending on the tolerance level, the matrix S in (1.1) can either be used as a matrix factorization for a rapid linear system solver or as a preconditioner in the context of preconditioned conjugate gradient iterations. Compared with that of [36] , our HSS matrix S, is typically a better preconditioner than the matrix R R in (1.2), requiring much fewer iterations.
1.1. Organization of paper. The paper is organized as follows. In Section 2, we briefly review the HSS structure and describe some standard matrix factorization methods, including the random sampling method, for low-rank matrix approximation. In Section 3, we present our generalized HSS Cholesky factorization method, related algorithms, and complexity analysis. We present numerical results in Section 4 and conclusions and future work in Section 5.
Preliminaries.
In this section, we introduce some notation and give a brief introduction to the key concepts of HSS structures. We also describe some standard low-rank matrix approximation methods, including random sampling methods, which will be used to compress off-diagonal blocks.
2.1. Notation and terminology. In this paper, T is a full binary tree. The root of T is denoted by root(T ), and for each node i, sib(i) and par(i) denote the sibling and parent of i. If i is a non-leaf node, we represent the left and right child of i with i 1 and i 2 , respectively. For our purposes, T is assumed to be postordered. That is, the nodes are ordered so that non-leaf nodes i satisfy the ordering i 1 < i 2 < i. We assume the levels of T are ordered top-down. In other words, root(T ) is at level 0 and the leaves of T are at the largest level; see Figure 2 .1(c).
Let A ∈ R N ×N be a symmetric matrix with indexing set I := {1, . . . , N }. For a subset t i of I, let t c i be the set of all indices less than those of t i and t r i be the set of all indices greater than those of t i ; then, I = t c i ∪ t i ∪ t r i . Allow A t i t j to represent the submatrix of A with row index set t i and column index set t j .
Introduction to symmetric HSS matrices.
We introduce the postordered HSS form of a symmetric matrix A; see [36] for the general case. The HSS representation of A depends on a recursive partitioning of the rows and columns. Since A is symmetric, we assume the rows and columns have the same partitioning, and it is understood that the ith partition of A refers to both the ith row and column partition. As in [36] , the partitioning is organized via a full, postordered binary tree T ; i.e., the ith node of T corresponds to the ith partition of A. The indices of the ith partition of A are contiguous and satisfy the following: 
where
and the corresponding HSS tree is shown in Figure 2 .1(c 
respectively. In this paper, our algorithm is introduced using HSS block rows; the discussions for HSS block columns are similar. We call the maximum (numerical) rank of all HSS blocks the HSS rank of the matrix. Many efficient algorithms have been developed for working with matrices represented or approximated by HSS structures. As shown in [9] , there exist O(N ) algorithms for solving an HSS linear system. To clearly describe such HSS algorithms, we review the definition of a visited set [36] .
Definition 2.1. The visited set associated with a node i of a postordered binary tree T is
where pred(i) is the set of predecessors associated with node i, i.e.,
The set V i can be interpreted as the stack before the visit of i in the postordering traversal of T [36] . For example, we have 2.3. Low-rank matrix approximation. In our experiments we use three different methods for computing low-rank approximations to a matrix B ∈ R m×n . Each method can be computed by setting a tolerance τ or an explicit rank k. That is, we have the following two types of approximations:
• Fixed-precision approximation: Seek matrices U ∈ R m×r τ and T ∈ R r τ ×n such that
where r τ is determined by τ .
• Fixed-rank approximation: Seek matrices U ∈ R m×r and T ∈ R r×n such that
The first method we use is a rank-revealing QR (RRQR) factorization. It is well known that RRQR can be used to compute low-rank approximations [3, 16] since RRQR allows one to (approximately) factor B as
where Q ∈ R m×k has orthonormal columns, R ∈ R k×n is upper triangular, and P ∈ R n×n is a permutation matrix. The second method we use is the commonly used truncated singular value decomposition (SVD) [13] where
, and Σ ∈ R k×k . Lastly, we use a randomized algorithm to compute the low-rank approximations. In general, such randomized algorithms are divided into two stages [25, 24] . First, a low-dimensional subspace approximately spanning the range of B is constructed. Then, the desired matrix decomposition is computed on a reduced matrix. Stage A: Compute an approximate low-rank basis Q ∈ R m×k of the range of B such that Q has orthonormal columns and
Stage B: Compute the desired matrix decomposition on the smaller matrix C := Q * B ∈ R k×n . The HSS construction requires computing low-rank approximations of (2.5) . This can be achieved by approximating the orthonormal row (or column) bases. Thus, it is enough to compute the basis Q in Stage A. The following algorithm, equivalent to the random SVD algorithm proposed in Section 5.2 of [28] , is used to quickly find Q. Algorithm 1. (Random low-rank approximation) Choose an l such that k ≤ l < min{m, n} where k is an approximation for the rank of B.
1. Draw an n × l random matrix Ω whose entries are Gaussian random variables with zero mean and unit variance. Compute the sample matrix 2. Let Q ∈ R m×k consist of the left singular vectors correspond to the k largest singular values of Y . This can be computed using an SVD where
Here, U ∈ R m×l and V ∈ R l×l have orthonormal columns, Σ is an l × l nonnegative diagonal matrix, and P ∈ R m×(l−k) . 3. Let U = Q and T = U * B. Then, U T is a low-rank approximation of B.
The following theorem, summarized from [28] , says that QQ * B closely approximates B with very high probability for small values of p as long as the (k + 1)st singular value of B is small. For instance, we can choose p = 8, 10.
Theorem 2.3. Let B ∈ R m×n , k and p be positive integers such that could in theory be used to reduce the cost of low-rank approximation (see [24] ), we have not found such algorithms to be more efficient in our experiments. 3. In our experiments, Algorithm 1 is usually faster than the deterministic algorithms RRQR and SVD.
3. Generalized HSS Cholesky Factorization for SPD matrices. In this section, we discuss our new algorithm for computing a generalized HSS Cholesky factorization. We begin with a simple 2 × 2 block partitioning of an N × N SPD matrix A where
We will assume the off-diagonal submatrix A 12 has rapidly decaying singular values. Thus, A 12 is a low-rank matrix up to a given tolerance τ > 0. Our approach exploits this low-rank property.
To motivate this approach, we introduce the scheme developed in [36] . First compute the Cholesky factorization of A 11 as L 11 L 11 , and let
is the Schur complement. The computation of this factorization can be sped up by taking the truncated SVD of L 21 . We have
where 21 and can be used to approximate the Schur complement S byS
,S is always SPD for any tolerance τ . Thus, one can continue the Cholesky factorization onS in the same fashion, and an approximate HSS factorization of A is guaranteed for any τ > 0. See [36] for more details.
In this paper, we take a different approach. Instead of keeping track of the approximate Schur complementS throughout the computation, we completely avoid any explicit computation of the Schur complements throughout the generalized Cholesky factorization.
We again use the matrix (3.1) to illustrate the main idea of our new algorithm. To this end, we only factorize part of the first block row. There are two phases in this algorithm: compression and merging. The main idea is to find an orthonormal matrix U such that the Cholesky factorization of U AU be approximately computed without calculating the Schur complement.
Compute the Cholesky factorization
and
Defining
leads to
and the partitioningL
In the last equation, we have set W 1 to zero in each of the matrices, resulting in an error of O(τ ) in the first and last matrices and an error of O(τ 2 ) in the center matrix. Since A is SPD, the center matrix in the last equation is also SPD for any τ > 0. In the following context, we denote the compressed off-diagonal block of node i as A
For example, after the compression of node 1, we may use A
is a matrix with fewer rows than A t 1 t 2 (= A 12 ). This summarizes how to compress the (1, 2) block in a 2×2 block partition setting. In general, the compression process is similar to that of [36] . The main difference of our algorithm is in the need to determine the HSS block row
where j 1 , j 2 , . . . , j si are the elements of the visited set V i for a node i. , we apply the above compression procedure to node i. Below, we summarize the general procedure for leaf nodes i, following the ordering of the postordered tree. Note that since A is symmetric, it is enough to work on the block rows in the upper triangular section of A. 
if i is a leaf node 1. Identify the ith diagonal block A t i t i and ith HSS block row
, and writê
, whereL
22 ∈ R ki×ki . . We can similarly compress the off-diagonal block column H col i .
Compute the HSS block
After compression, the first and second block rows, A
, are of full rank. However, when the two block rows are merged to form the matrix
, H 3 may be again be of low-rank. Thus, our algorithm hierarchically compresses the off-diagonal blocks. The process is outlined in the next section.
3.1. Merging child blocks. For each parent node, we merge the appropriate blocks of its children together and compress it again. Take for example node 3, where the resulting blocks from nodes 1 and 2 are merged to form
where B 1 is obtained when compressing the second HSS block, see Figure 3 .1(c). The size of the original matrix is then reduced. In general, for parent nodes we need to first determine the ith diagonal block D i and ith HSS block H i . In the case of node 3,
are formed by merging the appropriate blocks of the children, node 1 and node 2. For a general parent node i, the diagonal block D i and its off-diagonal block H i are of the form 
and k i are computed from
. Traversing the HSS tree T in postorder, our algorithm alternates between compressions and merges until arriving at root(T ). The complete Generalized HSS Cholesky factorization algorithm is summarized in Algorithm 3.
Algorithm 3. (Generalized HSS Cholesky factorization) Suppose
A is an SPD matrix, and the HSS tree T has N T nodes. 
See Figure 3 .1 for an illustration of the entire process. As seen in Figure 3.1(a) , the original matrix A is partitioned into 16 blocks; i.e., there are four leaf nodes in the HSS tree. Figure 3.1(b) represents the factorization of node 1 after compression; note that the first off-diagonal block row has been approximated by a low-rank matrix. The factorization of node 2 is represented in Figure 3 .1(c), and the appropriate blocks of node 1 and node 2 are merged to form a smaller matrix (Figure 3.1(d) ). Continuing the process in Figure 3 .1(e), nodes 3, 4 and 5 are factorized. Nodes 4 and 5 are then merged to form node 6 as seen in Figure 3.1(f) . Finally, node 6 is factorized and merged with node 3, which is then in turn factorized ( Figure 3.1(h) ).
HSS solver with generalized Cholesky factors.
We briefly describe the HSS solver proposed in [35] for solving Ax = b where A has a generalized Cholesky factorization organized by an HSS tree T . As in a classical LU decomposition, the HSS solver involves a forward substitution and a backward substitution. Each node i of T has generators
21 and k i , where k i is the approximate rank of node i. To solve the linear system, we traverse the HSS tree T in postorder to implement forward and backward substitution. We first partition b according to the bottom level (leaf) nodes, and denote the partition corresponding to leaf node i with b i . Assume there are N T nodes. 
Algorithm 4. (Forward substitution)
where N T 1 , N T 2 are the left and right child of node N T , respectively.
After the forward substitution, each node has updated an b i . Then, the solution x can be computed from b i using backward substitution. The procedure is very similar to forward substitution with similar operation counts. We omit the details. 
Operation Flops
Cholesky factorization of an n × n matrix
Inverse of an n × n lower triangular matrix times an n × k matrix n 2 k
Product of a general m × n matrix and an n × k matrix 2mnk
Product of an n × n lower triangular matrix and an n × n upper triangular matrix 3.3. Complexity of construction. We have the following complexity result for our algorithms: Assume A is an N × N SPD matrix and has been assigned a full HSS tree T . Furthermore, assume the HSS rank of A is k, and at the bottom level, each leaf node has m rows, where m is of O(k). Then the generalized HSS Cholesky factorization method has complexity of O(N 2 k). In the following discussion, assume T is ordered top-down with L levels so that the bottom level is at L − 1 and the root is at level 0. Since T is a full binary tree, T has n := 2 L−1 leaf nodes and a total of 2n − 1 nodes. Moreover, assume all off-diagonal blocks of A have rank k, and each leaf node contains m rows (that is, N = mn). Denote the set of leaf nodes by LN := {i| node i is a leaf node}. We compute the cost level by level. Let N i be the number of columns in A t i t r i . According to Theorem 2.2 in [33] ,
The following illustrates the computation when using SVD to compress the HSS block rows. The major operations of our generalized HSS Cholesky factorization are as follows.
For each leaf node i (bottom level nodes):
2 ks i flops, where H i ∈ R m×(k×si+Ni) and s i is the cardinality of V i .
•
Therefore, the total cost of all the leaf nodes is approximately
where N = mn and m = O(k). At level l, there are 2 l parent nodes, and there are a total of n − 1 non-leaf nodes. The analysis for non-leaf nodes is the same as for leaf nodes. The difference is that the main diagonal block of each parent node is a 2k × 2k matrix; thus, m = 2k in the above flop counts.
The complexity of each non-leaf node (except the root) is 14k
Summing over the levels between 0 and L − 1,
where n = 2 L−1 , N = mn, and m = O(k). The complexity of the root node is
Remark 3.
1. The complexity of the algorithm in [36] is also O(N 2 k). However, in our numerical results, our algorithm requires fewer flops when using the same low-rank matrix approximation method for compression. 2. With modern computer architectures, floating-point operations are no longer the dominant factor in execution speed. Although the randomized algorithm SVDR requires more flops than RRQR and SVD, in our experience, SVDR is much faster.
Numerical results.
As in [36] , [35] , we test the HSS preconditioner on the dense fill-in arising from the factorization of some sparse discretized PDE problems. We run our tests on a dense intermediate matrix instead of the entire sparse discretized matrix. Our algorithms were implemented in Matlab, and the following tests were ran on a server with 32GB memory, 8 Intel(R) X5460, and 3.16GHZ processors.
In the following, we refer to the structured Cholesky factorization proposed by Xia and Gu in [36] as XG's factorization. The factorization proposed in Algorithm 3 will be referred to as GHCF, short for Generalized HSS Cholesky Factorization. We first consider a linear elasticity equation. Example 1.
where u is the displacement vector field, and λ and µ are the Lamé constants. If λ/µ is large, this PDE can be very ill-conditioned, as illustrated by the results in Table 4 .1. We use nested dissection on a regular mesh, and consider the last Schur complement A corresponding to the top level separator in nested dissection during the factorization of the stiffness matrix. The dimension of A is n = 2002. The diagonal block size at the bottom level is m ≈ 60. We use fixed-rank approximation methods to compress the off-diagonal blocks with a preset rank of k = 15. Table 4 .1 gives the conditions numbers of A without preconditioning and preconditioned by the diagonal block preconditioner, XG's preconditioner [36] , and our GHCF preconditioner. In this table, we use the following notation: κ(A) represents the condition number of A without preconditioning. κ(A 0 ) represents the condition number of A with the block diagonal preconditioner. κ 1 (A 15 ) represents the condition number of A with XG's preconditioner [36] and rank k = 15. κ 2 (A 15 ) represents the condition number of A with the GHCF preconditioner and rank k = 15. From the results, we can see that the preconditioned matrix using our GHCF preconditioner becomes well-conditioned, with condition number always close to one. For this example, we compare the construction time of the three different lowrank approximation methods (RRQR, SVD, and SVDR) in Table 4 .2 with a preset rank of k = 10. We use the matrix A corresponding to λ/µ = 10
12 . With different choices of the bottom level block sizes, we compare the construction time of using RRQR for compression and using SVD with and without randomized algorithm for compression. From the results in Table 4 .2, we can see that the randomized algorithm can provide up to a three times speedup for this matrix A. 
= αI + dd for α > 0 and a unit vector d. We assume a mixture of Dirichlet and Neumann boundary conditions. This problem is discretized on an n × n regular mesh with a nested dissection ordering of the mesh points. The matrix A we consider is again the last Schur complement corresponding to the top level separator of the nested dissection.
In this example, we choose n = 200 and α = 10 −p with p = 2, 4, 6, 8. The block sizes of the leaf nodes in the bottom level of the HSS tree are chosen to be m ≈ 5. The HSS block ranks are preset to k = 2, 3, 4, 5. For each preset rank k, we compare κ 1 (A k ), the condition number of A using XG's preconditioner, with κ 2 (A k ), the condition number of A using the GHCF preconditioner. In Table 4 .3, κ 2 (A k ) is consistently smaller than κ 1 (A k ): for instance, when α = 10 −6 and k = 2, κ 1 (A 6 ) = 7.6 × 10 4 while κ 2 (A 6 ) = 1.76. This suggests that the GHCF preconditioner performs better than XG's preconditioner. Table 4 .4 shows that the preconditioned conjugate gradient (PCG) method in Matlab using the GHCF preconditioner requires fewer iterations than using PCG with XG's preconditioner. Example 3. In this example, we consider the following matrix
Here, I is the identity matrix,
are the zeros of the nth Chebyshev polynomial, and α > 0 is chosen so that A is positive definite. It is well known that B has low HSS rank [4, 33] . In the following results, we let α = n 2 . The block sizes at bottom level are m = 25, and we fix the precision parameter to be τ = 1 n . We compare the total floating-point operations of constructing GHCF and XG's factorizations [36] in Table 4 .5 using RRQR and the same parameter for compression as suggested in [36] . In our results, GHCF requires fewer flops than XG's algorithm and can save up to 50% or more operations for larger matrices. We also compare the Matlab run time in Table 4 .6. The results in Table 4 .6 are the CPU times of XG's algorithm with RRQR for compression over those of GHCF with RRQR, SVD, or SVDR for compression for different matrix sizes. In all cases, our new algorithm is faster, especially for large matrices. Example 4. Lastly, we show that our algorithm can also be used to develop fast solvers for sparse matrices. Combining HSS structures with the multifrontal method can provide fast structured algorithms for sparse matrices; see, for example, [34] . Davis [10] has collected many sparse SPD matrices, most of which can be explored using HSS matrices. For instance, we take the SPD matrix G2 circuit from Tim Davis's homepage. The structure of A after permutating with the Matlab command symamd is presented in Figure 4.1(a) . This command computes a symmetric approximate minimum degree permutation of A which helps to reduce fill-in when factorizing A.
We consider the bottom dense triangular block C b of the Cholesky factor of A(P, P ), where P = symamd(A), and C b corresponds to the last separator of the nested dissection ordering. Even when we choose a relatively small off-diagonal rank r, the factor computed from Algorithm 3 can still act as a good preconditioner for B. These results are illustrated in Table 4 .7. In Figure 4 .1(b), we see cases where the off-diagonal block of B is rank-deficient since the singular values decay rapidly but its numerical rank is still quite big. If we choose artificially small HSS ranks k = 5, 8, 10, our preconditioner can still make the matrix well-conditioned. 
Conclusion.
We propose a generalized HSS Cholesky factorization method for symmetric positive definite matrices. This method is robust and Schur-monotonic since symmetric positive semidefinite matrices are automatically added to Schur complements during the factorization, preserving the positive definiteness property. Our factorization does not compute the Schur complement, and therefore requires fewer floating point operations than the method in [36] . We compare three low-rank matrix approximation methods for compression, i.e., RRQR, SVD, and SVD with random sampling (SVDR), and find that SVDR is fast and stable with high probability. Numerical results are given to show that our factorization can be used as an effective preconditioner or a direct solver with reasonable accuracy.
