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a b s t r a c t
We study an on-line single parallel-batch machine scheduling problem where each job
has a processing time and a delivery time. Jobs arrive over time and the batch capacity
is unbounded. Jobs can be processed in a common batch, and each job is delivered
independently and immediately at its completion time on the machine. The objective is
to minimize the time by which all the jobs are delivered. We provide an on-line algorithm
with a competitive ratio 2
√
2 − 1 ≈ 1.828, which improves on a 2-competitive on-line
algorithm for this problem in the literature.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
We state the on-line scheduling problem on a single parallel-batch machine under study in this paper as follows: There
are n jobs, say, J1, . . . , Jn, that arrive over time. Each job Jj has an arrival time rj, a processing time pj, and a delivery time qj that
are not known in advance. We acquire the information on a job Jj, such as pj and qj, as it arrives. A job cannot be scheduled
until its arrival and cannot be preempted once it is processed. A parallel-batch machine can process jobs simultaneously as
a batch up to its capacity limit. We assume the batch capacity is unbounded. The processing time of a batch is the largest
processing time among the jobs in it. The completion time of a batch is the time at which all the jobs in the batch are
completed. Jobs in a batch have the same starting time and the same completion time. In this model, once the processing of
a job is completed on themachine, we deliver it to its destination, which takes its delivery time. The objective is tominimize
the time bywhich all the jobs are delivered. Given a schedule, let Cj andDj denote the completion time of processing Jj on the
machine and the time by which Jj is delivered, respectively. Then Dj = Cj + qj. Following the standard scheduling notation
to describe scheduling problems introduced by Lawler et al. [4], we denote the problem by 1|p-batch, on-line, qj, b = n|Dmax,
where b is the upper bound for the batch capacity and Dmax = maxj{Dj}.
For on-line scheduling, the quality of an on-line algorithm is usuallymeasured by its competitive ratio.We say an on-line
algorithm is ρ-competitive if, for any instance, it produces a schedule with an objective value at most ρ times the objective
value given by an off-line optimal schedule.
Parallel-batch scheduling is motivated by the burn-in operations in the manufacturing of integrated circuits [5,6,11,12].
There have been many research studies on on-line scheduling to minimize the time by which all the jobs are delivered.
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Table 1
Summary of results.
Model Constraints on jobs Results References
b = n qj = 0
√
5+1
2 (Optimal) Deng et al. [1]
Zhang et al. [14]
Poon and Yu [7]
b < n qj = 0 2 Zhang et al. [14]
Poon and Yu [8]








2 (Optimal) Fang et al. [2]
b = 2 qj = 0 74 Poon and Yu [8]
b < n 3 Tian et al. [9]
b = n or b < n pj = p
√
5+1
2 (Optimal) Tian et al. [9]
b = n 2 Tian et al. [9]
b = n Agreeable(pj, qj)
√
5+1
2 (Optimal) Yuan et al. [13]
b = n pj ≥ qj
√
5+1
2 (Optimal) Yuan et al. [13]
b = n pj ≤ qj
√
5+1
2 Tian et al. [10]








2 (Optimal) Fang et al. [2]
Hoogeveen and Vestjens [3] propose a best possible on-line algorithm with a competitive ratio
√
5+1
2 for minimizing the
maximum delivery time on a single (non-batch) machine. Tian et al. [9] first study this problem on a single parallel-batch
machine. If all the jobs have the same delivery time 0, the problem is equivalent to 1| p-batch, on-line |Cmax, which has been
extensively studied in the literature. Table 1 summarizes the known results on on-line scheduling on a single batchmachine
to minimize the time by which all the jobs are delivered.
This paper is organized as follows: In Section 2 we introduce some notation used in this paper. In Section 3 we present
an on-line algorithm and some useful observations and lemmas. In Section 4 we show that the on-line algorithm has a
competitive ratio no greater than 2
√
2− 1 ≈ 1.828 and prove that the bound is tight.
2. Preliminaries
A job Jj is called available at time t if it has arrived but has not been processed at time t . Denote by U(t) the set of all
the available jobs at time t . If two jobs Ji and Jj in U(t) satisfy pi ≤ pj and qi ≤ qj, we say that Ji is dominated by Jj at time t
and we can always process Ji in the same batch as Jj because the batch capacity is unbounded. Furthermore, if we delete a
dominated job at time t , it will not affect our analysis. Therefore we use U∗(t) to denote the set of non-dominated available
jobs in U(t) and consider only scheduling of the jobs in U∗(t) at time t .
Observation 1. For any two jobs Ji and Jj in the non-dominated set U∗(t), we have pi ≠ pj and qi ≠ qj, and pi < pj iff qi > qj.
The following notation will be used in our discussion:
• p(t) denotes the index of the job with the largest processing time in U∗(t);
• q(t) denotes the index of the job with the largest delivery time in U∗(t);
• rmin(J) denotes the minimum release time of the jobs in J;• p(J) denotes the largest processing time of all the jobs in job set J;
• U∗1 (t) = {Jj ∈ U∗(t): qj ≥ pj};• U∗2 (t) = {Jj ∈ U∗(t): qj < pj};
• α = √2− 1;
• A(t) = {Jj ∈ U∗1 (t): qj ≥ (1+ α)pp(t)};• C(t) = {Jj ∈ U∗1 (t):αpp(t) ≤ qj < (1+ α)pp(t)};• D(t) = {Jj ∈ U∗1 (t): qj < αpp(t)};
• E(t) = {Jj ∈ U∗2 (t): qj ≥ 1+α2 pp(t)}.
Note that 2α = 2/(2+ α) = (1+ α2)/(1+ α) = (1+ α)/  1+α2 + 1 and α < 1− α < (1+ α)/2 < (2− α)/2 < 2α.
We also use Ja(t), Jc(t), Jd(t), and Je(t) to denote the job with the largest processing time in job set A(t), C(t), D(t), and E(t),
respectively.
Observation 2. At any time instant t , we have U∗(t) = U∗1 (t) ∪ U∗2 (t), U∗1 (t) = A(t) ∪ C(t) ∪ D(t), and E(t) ⊆ U∗2 (t).
Furthermore, if D(t) ≠ ∅, then p(U∗1 (t)) = pd(t) < αpp(t).
Proof. The former part follows from the above definitions. Recall that U∗(t) is a non-dominated job set and D(t) ⊆ U∗1 (t).
If D(t) ≠ ∅, then the definitions of U∗1 (t) and D(t) imply p(U∗1 (t)) = pd(t) and pd(t) ≤ qd(t) < αpp(t). Observation 2
follows. 
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3. An on-line algorithm
Given an instance, we use σ and π to denote the schedule produced by an on-line algorithm and an off-line optimal
schedule, respectively. Let Dmax(σ ) and Dmax(π) be the objective values generated by schedules σ and π , respectively. At
each decision time t of an on-line algorithm, we need to select jobs from U∗(t) to form a single batch to process. The rule of
selecting jobs is that the available jobs with larger delivery times always have a higher priority. In order to obtain an on-line
algorithmwith a competitive ratio less than 2, we observe that the jobs in U∗(t) should be divided into several groups to be
scheduled separately. Consider the instance in which two jobs J1 and J2 arrive at time 0, where p1 = ϵ, q1 = 1, p2 = 1, and
q2 = ϵwith ϵ being a sufficiently small positive value. If J1 and J2 are processed in a common batch in an on-line schedule, we
have Dmax(σ ) ≥ 2 while Dmax(π) = 1+ 2ϵ. As ϵ tends to zero, Dmax(σ )/Dmax(π) tends to 2. Therefore, we divide U∗(t) into
two subsets U∗1 (t) and U
∗
2 (t). If all the jobs in U
∗
2 (t) have the same arrival time, it is easy to observe that all these jobs should
be processed in a single batch in any optimal schedule. The difficulty is to deal with the jobs in U∗1 (t). If all the jobs in U
∗
1 (t)
are always processed in a single batch, we cannot obtain an on-line algorithmwith a competitive ratio less than 2. Consider
the instance in which two jobs J1 and J2 arrive at time 0, where p1 = 1K , q1 = 2K , p2 = 1, q2 = 0, and K is a sufficiently large
positive value. Before time 1, if job J1 is scheduled as a single batch, a copy of J1, i.e., one with the same processing time and
the same delivery time, will arrive exactly ϵ time later than the starting time of this batch. Then Dmax(σ ) ≥ 1 + 1, while
Dmax(π) = 1+ 1K + 2K . As K tends to∞, Dmax(σ )/Dmax(π) tends to 2.
An intuitive idea to deal with the jobs in U∗1 (t) is that the jobs with larger delivery times in U
∗
1 (t) should be scheduled
in a single batch and the jobs with smaller delivery times in U∗1 (t) should be scheduled with all the jobs in U
∗
2 (t) in a single
batch. So we further divide U∗1 (t) into three subsets A(t), C(t), and D(t). Specifically, we use A(t) ∪ C(t) to denote the jobs
with larger delivery times and D(t) to denote the jobs with smaller delivery times in U∗1 (t). However, in order to design an
effective on-line algorithm and facilitate the analysis of the competitive ratio in Section 4, we need to establishmore precise
procedures to determine the jobs to form a single batch to process. At each decision time t , we use R(t) to denote the set of
selected jobs to process as a single batch in an on-line algorithm, where R(t) is defined by the following sub-procedure H1
(Conditions (a) and (b) in H1 are presented after H1):
Sub-procedure H1
Case 1. U∗1 (t) = ∅. Then U∗(t) = U∗2 (t). Set R(t) = U∗2 (t).
Case 2. p(U∗1 (t)) < αpp(t). Then Jp(t) ∈ U∗2 (t). We consider three subcases:
Case 2.1. A(t) ≠ ∅. Set R(t) = A(t).
Case 2.2. A(t) = ∅ and C(t) ≠ ∅. Do the following:
If Condition (a) holds, set R(t) = C(t) ∪ D(t); otherwise, set R(t) = C(t).
Case 2.3. A(t) = ∅ and C(t) = ∅. Then U∗1 (t) = D(t). Do the following:
If Condition (a) holds, set R(t) = D(t); otherwise, set R(t) = D(t) ∪ U∗2 (t).
Case 3. p(U∗1 (t)) ≥ αpp(t). Then D(t) = ∅ and U∗1 (t) = A(t) ∪ C(t).
Case 3.1. A(t) ≠ ∅. If pa(t) ≥ αpp(t), set R(t) = A(t) ∪ C(t); otherwise, set R(t) = A(t).
Case 3.2. A(t) = ∅. Then U∗1 (t) = C(t). We consider two situations:
Case 3.2.1. pc(t) ≥ 1+α2 pp(t) or E(t) ≠ ∅. Set R(t) = C(t) ∪ U∗2 (t).
Case 3.2.2. pc(t) < 1+α2 pp(t) and E(t) = ∅. Do the following:
If Condition (b) holds, set R(t) = C(t) ∪ U∗2 (t); otherwise, set R(t) = C(t).
Condition (a): rmin(D(t)) < αpp(t) and t ≤ 1+α2 pp(t).
Condition (b): t is the completion time of a previously formed batch Bh, the starting time of Bh, say, th, is not less than
1+α
2 pp(t), Jc(t) ∈ C(th), and pc(t) ≥ 1+α2 pp(th).
Remark. If Condition (a) holds, then D(t), which includes all the jobs with smaller delivery times in U∗1 (t), should not be
delayed at time t since there exists some job in D(t) having an earlier arrival time. If Condition (b) holds, then the arrival
time of job Jp(t) is at least 1+α2 pp(t) and Jp(t) cannot be delayed at time t . So we set R(t) = C(t) ∪ U∗2 (t).
Now we present an on-line algorithm H in the following. Let Jr(t) denote the job with the largest processing time in R(t).
The main idea of algorithm H is as follows: At each decision time t , the jobs in R(t) determined by sub-procedure H1 form a
waiting batch. The starting time of the waiting batch depends on the relationship between Jr(t) and Jp(t). If Jr(t) ≠ Jp(t), then
U∗(t) is divided into two parts R(t) and U∗(t) \ R(t), and the starting time of R(t) should be as early as possible under some
delay strategy. If Jr(t) = Jp(t), by sub-procedure H1 (Case 1, Case 2.3, and Case 3.2), we have R(t) = U∗(t). In this case, since
all the jobs in U∗(t) form the single batch R(t), the starting time of it should be as late as possible under some delay strategy.
Algorithm H. Step 0: Set t = 0.
Step 1: If U∗(t) = ∅, go to Step 4; otherwise, determine R(t) by sub-procedure H1.
Step 2: If Jr(t) ≠ Jp(t), do the following:
If t ≥ (1− α)pp(t), schedule R(t) as a single batch starting at time t . Reset t = t + pr(t). Go to Step 1.
If t < (1 − α)pp(t), then we postpone the decision on R(t) till the moment t ′ = (1 − α)pp(t) or till the first moment
t ′′ < (1− α)pp(t) at which a new job arrives. Reset t = t ′′ if t ′′ exists; otherwise, reset t = t ′. Go to Step 1.
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Step 3: If Jr(t) = Jp(t), do the following:
If t ≥ 1+α2 pp(t), schedule R(t) as a single batch starting at time t . Reset t = t + pr(t). Go to Step 1.
If t < 1+α2 pp(t), then we postpone the decision on R(t) till the moment t
′ = 1+α2 pp(t) or till the moment t ′′ < 1+α2 pp(t) if
there is a new job that arrives at t ′′. Reset t = t ′′ if t ′′ exists; otherwise, reset t = t ′. Go to Step 1.
Step 4: Wait until a new job arrives and let t be the release time of such a job. Go to Step 1.
We provide an example to illustrate how algorithmH works. There are four jobs J1, J2, J3, and J4. The first three jobs arrive
at time 0 and the last one arrives at time 1+α2 . The processing times and delivery times of the jobs are given by
p1 = 1, p2 = α − α2, p3 = 2α2, p4 = α2; q1 = 0, q2 = 1+ α, q3 = 2α2, q4 = α.
According to the above definitions, we have U∗1 (0) = {J2, J3}, A(0) = {J2}, D(0) = {J3}, and U∗2 (0) = {J1}. By sub-procedure
H1 (Case 2.1), R(t) = A(t), ∀t ∈ [0, 1 − α]. By Step 2 of algorithm H , A(1 − α) = {J2} acts as the first batch with starting
time 1 − α and completion time 1 − α2 = 2α. At time 2α, we observe that U∗1 (2α) = {J3, J4}, C(2α) = {J4}, D(2α) = {J3},
and U∗2 (2α) = {J1}. By sub-procedure H1 (Case 2.2) and Step 2 of algorithm H , R(2α) = C(2α) = {J4} acts as the second
batch with starting time 2α and completion time 1. At time 1, we observe that U∗1 (1) = D(1) = {J3} and U∗2 (1) = {J1}. By
sub-procedure H1 (Case 2.3) and Step 3 of algorithm H , R(1) = {J1, J3} acts as the third batch starting at time 1. Hence we
have Dmax(σ ) = (1− α)+ p2 + p4 + p1 + q3 = (1− α)+ (α − α2)+ α2 + 1+ 2α2 = 2(1+ α2).
When it does not cause confusion, we write Don and Dopt for Dmax(σ ) and Dmax(π), respectively. Given an instance, let J¯
be one of the jobs that have the maximum delivery time among the jobs assuming the value Don. Then DJ¯ = Don. Denote by
B0 the batch containing J¯ in σ . Let τ be the starting time of B0. Then q¯ = q(τ ) and Jq(τ ) ∈ B0. Hence we may assume that
J¯ = Jq(τ ). Assume that there arem contiguously processed batches immediately before time τ in σ , if they exist. Denote the
m + 1 batches (including B0) by B0, B1, B2, . . . , Bm in decreasing order of their completion times. Denote by Si the starting
time of batch Bi in σ , for 0 ≤ i ≤ m, then Sm < · · · < S1 < S0 = τ . Let J(i) be the job with the largest processing time
in Bi, ∀i ∈ {0, . . . ,m}. We also use r(i), p(i), and q(i) to denote the arrival time, processing time, and delivery time of the job
J(i), respectively. Then p(Bi) = p(i). Note that p(0) ≤ pp(τ ). The equality does not always hold because B0 may not be the last
batch in σ . According to algorithm H and sub-procedure H1, we have the following observations:
Observation 3. For each batch Bk in σ ,
(a) if J(k) ≠ Jp(Sk), then Bk ⊆ U∗1 (Sk) and Sk ≥ (1− α)pp(Sk) > (1− α)p(k);
(b) if J(k) = Jp(Sk), then Bk = U∗(Sk) and Sk ≥ 1+α2 pp(Sk) = 1+α2 p(k);
(c) if J(k) ∈ U∗1 (Sk), then Bk ⊆ U∗1 (Sk).
Proof. If J(k) ≠ Jp(Sk), by sub-procedure H1 (Cases 2 and 3), R(Sk) ⊆ U∗1 (Sk). According to Step 2 of algorithm H , we have
Bk = R(Sk) ⊆ U∗1 (Sk) and Sk ≥ (1− α)pp(Sk) > (1− α)p(k).
If J(k) = Jp(Sk), by sub-procedure H1 (Cases 1, 2.3 and 3), R(Sk) = U∗(Sk). By Step 3 of algorithm H , we have Bk = R(Sk) =
U∗(Sk) and Sk ≥ 1+α2 pp(Sk) = 1+α2 p(k).
If J(k) ∈ U∗1 (Sk), then p(k) ≤ q(k). Recall that U∗(Sk) is a non-dominated set. From the definition of J(k), for each job
Jx ∈ Bk \ J(k), we have px < p(k) and qx > q(k), so qx > q(k) ≥ p(k) > px. Hence Bk ⊆ U∗1 (Sk). Observation 3 follows. 
Observation 4. Suppose that there exist two batches Bi and Bj in σ such that p(j) ≥ p(i), where 0 ≤ i < j ≤ m. Then
rmin(Bi) > Sj.
Proof. Since p(j) ≥ p(i) and J(i) has the largest processing time in Bi, we have p(j) ≥ p′,∀J ′ ∈ Bi. Suppose rmin(Bi) ≤ Sj. Let
Jx be a job with the minimum arrival time in Bi. Then rx ≤ Sj, Jx ∈ U∗(Sj) and px ≤ p(j). By sub-procedure H1 and algorithm
H , either job Jx is processed before job J(j) or Jx and J(j) are processed in the same batch in σ . Either outcome contradicts the
assumption that Jx ∈ Bi, J(j) ∈ Bj, and i < j. Observation 4 follows. 
Observation 5. For any two consecutive batches Bi and Bi+1 in σ , if A(Si) ≠ ∅, then A(Si) ⊆ Bi ⊆ U∗1 (Si) and rmin(A(Si)) >
Si+1.
Proof. The conclusion A(Si) ⊆ Bi ⊆ U∗1 (Si) follows from sub-procedure H1 (Cases 2.1 and 3.1). Suppose rmin(A(Si)) ≤ Si+1.
Let Jx be a job with the minimum arrival time rx in A(Si). Then rx ≤ Si+1, so Jx ∈ U∗(Si+1). Given Jx ∉ Bi+1, we have
J(i+1) ≠ Jp(Si+1). Since Bi and Bi+1 are two batches processed contiguously in σ , we have Jp(Si+1) ∈ U(Si), so pp(Si+1) ≤ pp(Si).
Given Jx ∈ A(Si), we obtain qx ≥ (1 + α)pp(Si) ≥ (1 + α)pp(Si+1), so Jx ∈ A(Si+1). Then Jx ∈ Bi+1 because A(Si+1) ⊆ Bi+1,
contradicting Jx ∈ Bi. Observation 5 follows. 
Observation 6. Suppose there is some job Jx ∈ U∗(Si)with rx ≤ Sj, where 0 ≤ i < j ≤ m. Then, for any k satisfying i < k ≤ j,
we have Bk ⊆ U∗1 (Sk), p(k) < px ≤ pp(Sk) ≤ pp(Si), and q(k) > qx. Furthermore, if Jx ∈ C(Si), then Bk = A(Sk)with p(k) < αpp(Sk)
and Jx ∈ C(Sk).
Proof. Since Jx ∈ U∗(Si) and rx ≤ Sj, we have Jx ∈ U∗(Sk). Given Jx ∉ Bk, we have J(k) ≠ Jp(Sk), so Jp(Sk) ∈ U(Sk−1). Then
px ≤ pp(Sk) ≤ pp(Sk−1) ≤ · · · ≤ pp(Si). By Observation 3(a), we have Bk ⊆ U∗1 (Sk). Recall that the available jobs with larger
delivery times always have a higher priority to form a batch. Then q(k) > qx and p(k) < px becauseU∗(Sk) is a non-dominated
set.
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Furthermore, if Jx ∈ C(Si), then qx ≥ αpp(Si) ≥ αpp(Sk), so Jx ∈ A(Sk) ∪ C(Sk). Since Jx ∉ Bk and rx ≤ Sj, by Observation 5,
we have Jx ∈ C(Sk). By sub-procedure H1 (Cases 2.1 and 3.1), we get Bk = A(Sk) and p(k) < αpp(Sk). Observation 6
follows. 
Observation 7. Suppose that J(i) = Jp(Si) and i > 0. Then, for any Jx ∈
i−1
k=0 U(Sk), we have rx > Si ≥ 1+α2 p(i).
Proof. Since J(i) = Jp(Si), by Observation 3(b), we have Bi = U∗(Si) and Si ≥ 1+α2 p(i). Hence each Jx ∈
i−1
k=0 U(Sk) arrives
after Si. Observation 7 follows. 
Observation 8. Suppose 0 ≤ k ≤ m and Jx ∈ U∗(Sk) such that rx < Sk and Sk > 1+α2 pp(Sk). Thenm ≥ k+ 1.
Proof. Supposem = k. Then there exists an idle time interval immediately before time Sk. By Steps 2 and 3 of algorithm H ,
the starting timeof Jx inσ is no later thanmax{rx, 1+α2 pp(Sk)} < Sk. This contradicts the assumption Jx ∈ U∗(Sk). Observation 8
follows. 
Observation 9. Suppose Bk ⊆ U∗1 (Sk) and Sk > 1+α2 pp(Sk) with 0 ≤ k ≤ m. Then, for any Jx ∈ Bk, we have Jx ∉ D(Sk),
qx ≥ αpp(Sk), and Bk ⊆ A(Sk) ∪ C(Sk).
Proof. The result follows from sub-procedure H1 (Case 2.2). 
To facilitate the analysis of the competitive ratio, we introduce the following useful notation:
• Sπi denotes the starting time of Ji in π for each job Ji;• Ji ≺ Jj denotes the event that job Ji is scheduled before job Jj in π , i.e., Sπi < Sπj ;• L(S) denotes the lower bound on Dopt determined by the jobs in S with the assumption that all the jobs in S arrive at
time 0. Specifically, L(Ji) ≥ pi + qi for each job Ji.
Observation 10. For any two jobs Ji and Jj, we have L(Ji, Jj) ≥ pj +min{pi, qi}.
Proof. In any optimal schedule, if Ji and Jj are scheduled in the same batch, then L(Ji, Jj) ≥ pj + qi; if Ji and Jj belong
to different batches, then L(Ji, Jj) ≥ pj + pi. Hence L(Ji, Jj) ≥ min{pj + pi, pj + qi} = pj + min{pi, qi}. Observation 10
follows. 
Observation 11. Suppose Bk = C(Sk) ∪ U∗2 (Sk) with either pc(Sk) > 1+α2 pp(Sk) or E(Sk) ≠ ∅. Then there exists a job Jx ∈ Bk
such that min{px, qx} ≥ 1+α2 pp(Sk) and L(Jx, Jp(Sk)) ≥ (1+ 1+α2 )pp(Sk).
Proof. If pc(Sk) >
1+α
2 pp(Sk), set Jx = Jc(Sk); if E(Sk) ≠ ∅, set Jx = Je(Sk). By the definitions of Jc(Sk) and Je(Sk), we have
min{px, qx} ≥ 1+α2 pp(Sk). By Observation 10, we have L(Jx, Jp(Sk)) ≥ pp(Sk) + min{px, qx} ≥ (1 + 1+α2 )pp(Sk). Observation 11
follows. 
Observation 12. For each k with 0 ≤ k ≤ m, Dopt ≥ L(Ja(Sk), J(k), Jp(Sk)) ≥ p(k) + (1 + α)pp(Sk) if one of the following two
conditions holds:
(a) 1+α2 pp(Sk) ≤ p(k) < pp(Sk); (b) A(Sk) ≠ ∅.
Proof. We assert that condition (a) implies that condition (b). Suppose 1+α2 pp(Sk) ≤ p(k) < pp(Sk) and A(Sk) = ∅. Then
J(k) ≠ Jp(Sk). By Observation 3(a), we have Bk ⊆ U∗1 (Sk). Since p(k) ≥ 1+α2 pp(Sk), by sub-procedure H1 (Case 3.2.1), we have
Bk = C(Sk) ∪ U∗2 (Sk). So p(k) = pp(Sk), a contradiction. The assertion follows.
Suppose A(Sk) ≠ ∅. By sub-procedureH1 (Cases 2.1 and 3.1), either Bk = A(Sk) or Bk = A(Sk)∪C(Sk)with pa(Sk) ≥ αpp(Sk).
If Bk = A(Sk), we have J(k) = Ja(Sk), so L(Ja(Sk), J(k), Jp(Sk)) ≥ L(Ja(Sk)) ≥ pa(Sk) + qa(Sk) ≥ p(k) + (1 + α)pp(Sk). Suppose
Bk = A(Sk) ∪ C(Sk) with pa(Sk) ≥ αpp(Sk). When Ja(Sk) is not scheduled before jobs J(k) and Jp(Sk) in π , L(Ja(Sk), J(k), Jp(Sk)) ≥
min{p(k), pp(Sk)}+qa(Sk) ≥ p(k)+ (1+α)pp(Sk). When Ja(Sk) is scheduled before both jobs J(k) and Jp(Sk) in π , by Observation 10,
L(Ja(Sk), J(k), Jp(Sk)) ≥ pa(Sk) + L(J(k), Jp(Sk)) ≥ pa(Sk) + p(k) + pp(Sk) ≥ p(k) + (1+ α)pp(Sk). Observation 12 follows. 
In the following we provide some lemmas that will be repeatedly used in the analysis to be presented in Section 4.
Lemma 3.1. Don/Dopt ≤ 1+ 2α if any of the following conditions holds for some X, Y , Z > 0:
(i) X ≤ αY , Don − Dopt ≤ X + Y , and Dopt ≥ (1+ 1+α2 )Y ;
(ii) X ≤ 1+α2 Y , Don − Dopt ≤ X + 1+α2 Y , and Dopt ≥ X + Y ;
(iii) X ≤ Y , Don − Dopt ≤ X + Y , and Dopt ≥ X + (1+ α)Y ;
(iv) X ≤ Y , Don − Dopt ≤ X + βY , and Dopt ≥ X + Y , where β ∈ {α, 1− α};
(v) X ≤ Y , Don − Dopt ≤ X + 1+α2 Y , and Dopt ≥ αX + (1+ 1+α2 )Y ;
(vi) X ≤ Y , Z ≤ Y , Don − Dopt ≤ X + Z, and Dopt ≥ αX + Y + Z.
Proof. The results can be easily verified by the fact that 2α = (1+α)/  1+α2 + 1 = 2/(2+α) and (1+α)/2 < (2−α)/2 <
(2+ α)/3 < 2α. 
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In the remaining part of this section, from Lemmas 3.2 to 3.5, we suppose that m ≥ 1 and there exists at least one
job J(k) ∈ {J(1), J(2), . . . , J(m)} satisfying J(k) = Jp(Sk). Let J(i) be the job among such jobs with the minimum index. From
Observation 7, for any J ′ ∈i−1k=0 Bk ∪ {Jp(τ )}, we have r ′ > Si ≥ 1+α2 p(i).
Lemma 3.2. Suppose m ≥ i+ 1 and r(i) < α2 p(i). Then r(i) < Sm = (1− α)p(i).
Proof. We establish the result by contradiction. Suppose r(i) ≥ Sm. Let Bk be the processing batch when J(i) arrives. Then
r(i) ∈ [Sk, Ck). From Observation 3(a, b), Sk ≥ (1 − α)p(k). Then (1 − α)p(k) ≤ Sk ≤ r(i) < α2 p(i), so p(k) < 1+α4 p(i). Then
Sk−1 = Sk + p(k) ≤ r(i) + p(k) < 3α+14 p(i) < (1− α)p(i). Since Si ≥ 1+α2 p(i), we have i < k− 1 ≤ m. From Observation 6 and
the assumption that J(i) = Jp(Si), for any j with i < j < k, we have Bj ⊆ U∗1 (Sj) and Jp(Sj) = J(i). By Observation 3(a), we have
Sk−1 ≥ (1− α)pp(Sk−1) = (1− α)p(i), a contradiction. Hence r(i) < Sm. Then the definition of J(i) implies p(i) = pp(Sm). Given
m ≥ i+ 1, we obtain Sm = (1− α)p(i) from Step 2 of algorithm H . Lemma 3.2 follows. 
Lemma 3.3. Suppose m ≥ i+ 1, Sπ(i) < α2 p(i) and Don − Dopt ≤ min{(1+ α2)p(i), Si + α2p(i)}. Then Don/Dopt ≤ 1+ 2α.
Proof. Sincem ≥ i+ 1 and r(i) ≤ Sπ(i) < α2 p(i), by Lemma 3.2, we have r(i) ≤ Sπ(i) < Sm = (1− α)p(i). From the assumption
that J(i) = Jp(Si) and Observation 6, for any j satisfying i < j ≤ m, we have Bj ⊆ U∗1 (Sj) and Jp(Sj) = J(i). If we can show that
Dopt ≥ (1 + α)p(i), given the fact that (1 + α2)/(1 + α) = 2α and the assumption that Don − Dopt ≤ (1 + α2)p(i), we are
done. We consider three cases as follows:
Case 1. There exists some k with i < k ≤ m such that A(Sk) ≠ ∅. Then Dopt ≥ L(Ja(Sk)) ≥ pa(Sk) + qa(Sk) ≥ (1 + α)pp(Sk) =
(1+ α)p(i).
Case 2. There exists some k with i < k ≤ m such that p(k) ≥ αp(i). Since Bk ⊆ U∗1 (Sk), we have Dopt ≥ L(J(k), J(i)) ≥
p(i) + p(k) ≥ (1+ α)p(i) by Observation 10.
Case 3. Each jwith i < j ≤ m satisfies A(Sj) = ∅ and p(j) < αp(i). Given Bj ⊆ U∗1 (Sj), by sub-procedure H1 (Cases 2.2, 2.3 and
3.2), we have either Bj = C(Sj) or Bj = C(Sj) ∪ D(Sj). There are two situations:
First, m ≥ i + 2. We assert that Bi+1 = C(Si+1). Suppose Bi+1 = C(Si+1) ∪ D(Si+1). By sub-procedure H1 (Case 2.2),
there exists at least one job Jx ∈ D(Si+1) with arrival time rx < αp(i). Since αp(i) < (1 − α)p(i) = Sm < 1+α2 p(i), by sub-
procedure H1 (Case 2.2), we have Jx ∈ D(Sm) ⊆ Bm. This contradicts Jx ∈ Bi+1. Hence Bi+1 = C(Si+1). Furthermore, we
assert that r(i+1) > Si+2. Suppose r(i+1) ≤ Si+2. Recall that Bi+2 = C(Si+2) or Bi+2 = C(Si+2) ∪ D(Si+2). Since Jp(Sj) = J(i),∀j ∈ {i, . . . ,m}, we have J(i+1) ∈ C(Si+2) ⊆ Bi+2, a contradiction. Hence r(i+1) > Si+2 ≥ Sm > Sπ(i). Then J(i) ≺ J(i+1), so
Dopt ≥ p(i) + p(i+1) + q(i+1) ≥ (1+ α)p(i).
Second, m = i + 1. Then Si+1 = Sm = (1 − α)p(i). From Observation 10, we have Dopt ≥ L(J(i), J(i+1)) ≥ p(i) + p(i+1).
Since Don − Dopt ≤ Si + α2p(i) = Si+1 + p(i+1) + α2p(i) and p(i+1) < αp(i), we have (Don − Dopt)/Dopt ≤ (Si+1 + p(i+1) +
α2p(i))/(p(i) + p(i+1)) ≤ (1− α + α + α2)/(1+ α) = 2α. Lemma 3.3 follows. 
Lemma 3.4. Don/Dopt ≤ 1+ 2α if Don − Dopt ≤ p(i) + z and any one of the following two conditions holds:
(i) z ≤ αpp(τ ) and Sπ(i) ≥ Si;
(ii) z ≤ pp(τ ) and Dopt ≥ Si +max{p(i), pp(τ )} + z.
Proof. Recall that τ = S0. By Observation 7, we have rp(τ ) > Si ≥ 1+α2 p(i). If condition (i) occurs, we have Dopt ≥
Si +max{L(J(i)), L(Jp(τ ))} ≥ Si +max{p(i), pp(τ )}. Hence
Don − Dopt
Dopt
≤ p(i) + z
Si +max{p(i), pp(τ )} ≤





If condition (ii) occurs, then
Don − Dopt
Dopt
≤ p(i) + z
Si +max{p(i), pp(τ )} + z ≤






2+ α = 2α,
as α < (1+ α)/2. Lemma 3.4 follows. 
Lemma 3.5. Don/Dopt ≤ 1+ 2α if Sπ(i) < Si, Don−Dopt ≤ min{p(i)+ z, Si+ z}, and one of the following three conditions holds.
(i) z ≤ αpp(τ ) and Dopt ≥ Sπ(i) + p(i) + pp(τ );
(ii) z ≤ 1+α2 pp(τ ) and Dopt ≥ Sπ(i) + p(i) + pp(τ ) + z;
(iii) z ≤ pp(τ ) and Dopt ≥ Sπ(i) + p(i) + (1+ α)pp(τ ) + z.
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Proof. We distinguish the following three conditions:
Case 1. Condition (i) holds. If Si ≤ 1+α2 p(i), thenDon−Dopt ≤ Si+z ≤ 1+α2 p(i)+αpp(τ ) ≤ 1+α2 (p(i)+pp(τ )) ≤ 1+α2 Dopt. Suppose
that Si > 1+α2 p(i). Given ri ≤ Sπ(i) < Si and by Observation 8, we getm ≥ i+ 1. We consider two situations: First, Sπ(i) ≥ α2 p(i).
Then (Don − Dopt)/Dopt ≤ (p(i) + z)/(Sπ(i) + p(i) + pp(τ )) ≤ (p(i) + αpp(τ ))/((1+ α2 )p(i) + pp(τ )) ≤ max{1/(1+ α2 ), α} = 2α.
Second, Sπ(i) <
α
2 p(i). When pp(τ ) ≥ αmax{p(i), pp(τ )}, we have
Don − Dopt
Dopt
≤ p(i) + z
Sπ(i) + p(i) + pp(τ )
≤ max{p(i), pp(τ )} + αpp(τ )
max{p(i), pp(τ )} + pp(τ ) ≤

1+ α2max{p(i), pp(τ )}
(1+ α)max{p(i), pp(τ )} = 2α.
The second last inequality follows from the fact that the function f (x) = 1+αx1+x decreases monotonically in [α, 1]. When
pp(τ ) < αmax{p(i), pp(τ )}, we have pp(τ ) < αp(i). Since Don − Dopt ≤ min{p(i) + z, Si + z} and z ≤ αpp(τ ), we have
Don − Dopt ≤ min{(1+ α2)p(i), Si + α2p(i)}. By Lemma 3.3, we are done.
Case 2. Condition (ii) holds. If Si ≤ 1+α2 p(i), then Don − Dopt ≤ Si + z ≤ 1+α2 (p(i) + pp(τ )) ≤ 1+α2 Dopt < 2αDopt.
If Si > 1+α2 p(i), from the fact that ri ≤ Sπ(i) < Si and by Observation 8, m ≥ i + 1. There are two possibilities: First,
Sπ(i) ≥ α2 p(i). Then (Don−Dopt)/Dopt ≤ (p(i)+ z)/(Sπ(i)+ p(i)+ pp(τ )+ z) ≤ (p(i)+ 1+α2 pp(τ ))/((1+ α2 )p(i)+ (1+ 1+α2 )pp(τ )) ≤
max{1/(1+ α2 ), 1+α2 /(1+ 1+α2 )} = 2α. Second, Sπ(i) < α2 p(i). When pp(τ ) ≥ (α − α2)max{p(i), pp(τ )}, we have
Don − Dopt
Dopt
≤ p(i) + z
Sπ(i) + p(i) + pp(τ ) + z
≤ max{p(i), pp(τ )} +
1+α
2 pp(τ )







1+ (α − α2) 1+α2

max{p(i), pp(τ )}
1+ (α − α2) 1+ 1+α2 max{p(i), pp(τ )} = 1+ α
2
1+ α = 2α.
The last inequality follows from the fact that the function f (x) = 1+ 1+α2 x
1+(1+ 1+α2 )x
decreases monotonically in [α − α2, 1]. When
pp(τ ) < (α− α2)max{p(i), pp(τ )}, we get pp(τ ) < (α− α2)p(i). Given Don − Dopt ≤ min{p(i) + z, Si + z} and z ≤ 1+α2 pp(τ ), we
have Don − Dopt ≤ min{(1+ α2)p(i), Si + α2p(i)}. Then we are done by Lemma 3.3.
Case 3. Condition (iii) holds. If Si ≤ 1+α2 p(i), we get (Don − Dopt)/Dopt ≤ (Si + z)/(Sπ(i) + p(i) + (1 + α)pp(τ ) + z) ≤
( 1+α2 p(i)+pp(τ ))/(p(i)+ (2+α)pp(τ )) ≤ max{(1+α)/2, 1/(2+α)} = 1+α2 < 2α. Assume that Si > 1+α2 p(i). The assumption
that Sπ(i) < Si and Observation 8 imply m ≥ i + 1. We consider two situations: First, Sπ(i) ≥ α2 p(i). Then (Don − Dopt)/Dopt ≤
(p(i) + z)/(Sπ(i) + p(i) + (1+ α)pp(τ ) + z) ≤ (p(i) + pp(τ ))/((1+ α2 )p(i) + (2+ α)pp(τ )) ≤ max{1/(1+ α2 ), 1/(2+ α)} = 2α.
Second, Sπ(i) <
α
2 p(i). When pp(τ ) ≥ α2 max{p(i), pp(τ )}, we have
Don − Dopt
Dopt
≤ p(i) + z
Sπ(i) + p(i) + (1+ α)pp(τ ) + z
≤ max{p(i), pp(τ )} + pp(τ )
max{p(i), pp(τ )} + (2+ α)pp(τ )
≤ (1+ α
2)max{p(i), pp(τ )}
(1+ α)max{p(i), pp(τ )} = 2α.
The second last inequality follows from the fact that the function f (x) = 1+x1+(2+α)x decreases monotonically in [α2, 1]. When
pp(τ ) < α2 max{p(i), pp(τ )}, we have pp(τ ) < α2p(i). Since Don − Dopt ≤ min{p(i) + z, Si + z} and z ≤ pp(τ ), we have
Don − Dopt ≤ min{(1+ α2)p(i), Si + α2p(i)}. By Lemma 3.3, we are done. Lemma 3.5 follows. 
4. Analysis of algorithm H
In this section we show the main result of this paper in the following theorem.
Theorem 4.1. The on-line algorithm H has a competitive ratio no greater than 1 + 2α, where α = √2 − 1, and the bound is
tight.
We construct an instance to show that the bound is tight as follows: There are four jobs J1, J2, J3, and J4. Jobs J1 and J2
arrive at time 0, and J3 and J4 arrive at time 1+ ϵ. The processing times and delivery times of the jobs are given by
p1 = 1, p2 = α, p3 = α, p4 = ϵ; q1 = 0, q2 = α, q3 = 0, q4 = α2 − ϵ.
The on-line algorithm H generates a schedule σ : The first batch {J2} starts at time 1− α, the second batch {J1} starts at time
1, and the third batch {J3, J4} starts at time 2. There exists an optimal schedule π in which the first batch {J1, J2} starts at
time 0, the second batch {J4} starts at time 1 + ϵ, and the third batch {J3} starts at time 1 + 2ϵ. The schedules σ and π are
demonstrated in Fig. 1.
Then we have Don = 1− α+ α+ 1+ α+ α2 − ϵ = 2+ α+ α2 − ϵ and Dopt = 1+ 2ϵ + α. As ϵ tends to zero, the ratio
Don/Dopt tends to (2+ α + α2)/(1+ α) = 1+ 2α.
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Fig. 1.
We prove that algorithm H has a competitive ratio no greater than 1 + 2α. The proof consists of considering all the
possible situations. There are two ‘‘global’’ situations: (1) m = 0 and (2) m > 0, where m is the number of contiguously
processed batches immediately before time τ in σ . In turn, in situation (2), the following subcases are distinguished:
(2a) J(1) = Jp(S1);
(2b) J(0) ∈ U∗1 (τ );
(2c) B0 = C(τ ) ∪ U∗2 (τ )with C(τ ) ≠ ∅;
(2d) B0 = D(τ ) ∪ U∗2 (τ )with D(τ ) ≠ ∅ or B0 = U∗2 (τ )with qq(τ ) < αpp(τ );
(2e) B0 = U∗2 (τ )with qq(τ ) ≥ αpp(τ ).
Wemention that (2b)–(2e) are under the situation J(1) ≠ Jp(S1) and (2c)–(2e) are also under the situation J(0) ∈ U∗2 (τ ). By the
definition of R(τ ) in sub-procedure H1 (Cases 1–3), we have A(τ ) = ∅ and B0 = U∗1 (τ )∪ U∗2 (τ ) in subcases (2c)–(2e). There
are three possibilities: B0 = C(τ ) ∪ U∗2 (τ ) with C(τ ) ≠ ∅, B0 = D(τ ) ∪ U∗2 (τ ) with D(τ ) ≠ ∅, and B0 = U∗2 (τ ). Then we
know that (2c)–(2e) cover all the possible situations under J(0) ∈ U∗2 (τ ) and (2b)–(2e) cover all the possible situations under
J(1) ≠ Jp(S1). Therefore (2a)–(2e) cover all the possible situations under m > 0. We consider all the above listed situations
within Theorems 4.2–4.7 and show that Don/Dopt ≤ 1+ 2α for each of them.
Note that batches B0, B1, . . . , Bm are processed contiguously in σ and Sm < Sm−1 < · · · < S1 < S0 = τ . Then
Don = Sl +
l
j=0
p(j) + qq(τ ), for any l, 0 ≤ l ≤ m. (1)
Theorem 4.2. Suppose that m = 0. Then Don/Dopt ≤ 1+ 2α.
Proof. Since m = 0, there exists an idle time interval immediately before time τ . If τ > 1+α2 pp(τ ), given m = 0 and
Observation 8, we have rmin(B0 ∪ Jp(τ )) = τ . Then Dopt ≥ τ + max{L(Jq(τ )), L(Jp(τ ))} ≥ max{τ + qq(τ ), ( 3+α2 )pp(τ )}. So
Don − Dopt ≤ p(0) ≤ pp(τ ) ≤ 23+αDopt < 2αDopt by (1). In what follows, we suppose that τ ≤ 1+α2 pp(τ ).
Case 1. J(0) ∈ U∗1 (τ ). Since Dopt ≥ qq(τ ), by (1), we have
Don − Dopt ≤ τ + p(0) ≤ 1+ α2 pp(τ ) + p(0). (2)
There are three possibilities to consider:
First, p(0) < 1+α2 pp(τ ). By Observation 10, Dopt ≥ L(J(0), Jp(τ )) ≥ p(0) + pp(τ ). From (2) and Lemma 3.1(ii), we are done.
Second, 1+α2 pp(τ ) ≤ p(0) < pp(τ ) or A(τ ) ≠ ∅. By Observation 12(a, b), Dopt ≥ p(0) + (1 + α)pp(τ ). From (2) and
Lemma 3.1(iii), we are done.
Third, p(0) = pp(τ ) and A(τ ) = ∅. Since J(0) ∈ U∗1 (τ ), by Observation 3(c), we have B0 ⊆ U∗1 (τ ) and U∗2 (τ ) = ∅. By
sub-procedure H1 (Case 3.2.1), we have B0 = C(τ ) and qq(τ ) < (1+ α)pp(τ ). Since Dopt ≥ L(J(0)) ≥ 2p(0) = 2pp(τ ), by (1), we
have Don − Dopt ≤ τ + qq(τ ) − pp(τ ) < ( 1+α2 + α)pp(τ ) < 3αpp(τ ) < 2αDopt.
Case 2. J(0) ∈ U∗2 (τ ). Then J(0) = Jp(τ ). Recall that τ ≤ 1+α2 pp(τ ). By Observation 3(b), τ = 1+α2 pp(τ ). We consider two
subcases:
Case 2.1. U∗1 (τ ) = ∅. By sub-procedure H1 (Case 1), we have B0 = U∗2 (τ ), so Jq(τ ) ∈ U∗2 (τ ). From Observation 10, we have
Dopt ≥ L(Jq(τ ), Jp(τ )) ≥ pp(τ ) + qq(τ ). By (1), Don − Dopt ≤ τ = 1+α2 pp(τ ) ≤ 1+α2 Dopt < 2αDopt.
Case 2.2. U∗1 (τ ) ≠ ∅. Since J(0) ∈ U∗2 (τ ), by sub-procedure H1 (Cases 2.3 and 3.2), A(τ ) = ∅ and either B0 = C(τ )∪ U∗2 (τ ) or
B0 = D(τ ) ∪ U∗2 (τ ). We consider these two possibilities individually:
First, B0 = C(τ )∪U∗2 (τ ). Then qq(τ ) < (1+α)pp(τ ). Sincem = 0, according to sub-procedureH1 (Case 3.2), we have either
E(τ ) ≠ ∅ or pc(τ ) > 1+α2 pp(τ ). From Observation 11, there exists a job Jx ∈ B0 such that Dopt ≥ L(Jx, Jp(τ )) ≥ ( 1+α2 + 1)pp(τ ).
Given (1) and τ = 1+α2 pp(τ ), we obtain Don − Dopt ≤ qq(τ ) < (1+ α)pp(τ ) ≤ 2αDopt.
Second, B0 = D(τ )∪U∗2 (τ ). Then qq(τ ) < αpp(τ ). Sincem = 0 and t = 1+α2 pp(τ ), by sub-procedure H1 (Case 2.3), we have
rq(τ ) ≥ rmin(D(τ )) ≥ αpp(τ ) > qq(τ ). If Sπp(τ ) ≥ rq(τ ), then Dopt ≥ rq(τ ) + pp(τ ). If Sπp(τ ) < rq(τ ), then Dopt ≥ pp(τ ) + qq(τ ). Hence
Dopt ≥ min{rq(τ ), qq(τ )} + pp(τ ) ≥ pp(τ ) + qq(τ ). From (1), Don − Dopt ≤ τ = 1+α2 pp(τ ) < 2αDopt. Theorem 4.2 follows. 
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In the rest of Section 4, we assume thatm > 0. Then the discussions proceed under conditions (2a)–(2e) individually.
Discussion under condition (2a): J(1) = Jp(S1).
Condition (2a) implies that J(1) is the job J(i) from the preamble to Lemmas 3.2–3.5.
Theorem 4.3. Suppose that J(1) = Jp(S1). Then Don/Dopt ≤ 1+ 2α.
Proof. Since J(1) = Jp(S1), by Observation 7, we have
rx > S1 ≥ 1+ α2 p(1), for any Jx ∈ U
∗(τ ). (3)
We consider two situations:
Case 1. J(0) ∈ U∗1 (τ ). From (3), Dopt > S1 + pq(τ ) + qq(τ ). By (1), we have
Don − Dopt < p(1) + p(0). (4)
Case 1.1. Sπ(1) ≥ S1. By (3) and Observation 10, Dopt ≥ S1 +max{L(J(0), J(1)), L(J(0), Jp(τ ))} ≥ S1 +max{p(1), pp(τ )} + p(0). Set
z = p(0). From (4) and Lemma 3.4(ii), we are done.
Case 1.2. Sπ(1) < S1. From (3), Dopt ≥ Sπ(1) + p(1) + qq(τ ). From (1), Don − Dopt ≤ S1 + p(0). Then Don − Dopt ≤
min{p(1) + p(0), S1 + p(0)} by (4). There are three situations:
First, p(0) < 1+α2 pp(τ ). From (3), Dopt ≥ Sπ(1)+ p(1)+ L(J(0), Jp(τ )) ≥ Sπ(1)+ p(1)+ pp(τ )+ p(0). Set z = p(0). By Lemma 3.5(ii),
we are done.
Second, 1+α2 pp(τ ) ≤ p(0) < pp(τ ) or A(τ ) ≠ ∅. From (3) and Observation 12(a, b), Dopt ≥ Sπ(1) + p(1) + L(Ja(τ ), J(0), Jp(τ )) ≥
Sπ(1) + p(1) + p(0) + (1+ α)pp(τ ). Set z = p(0). By Lemma 3.5(iii), we are done.
Third, p(0) = pp(τ ) and A(τ ) = ∅. Since J(0) ∈ U∗1 (τ ), by Observation 3(c), we have B0 ⊆ U∗1 (τ ) and U∗2 (τ ) = ∅.
Then B0 = C(τ ) and qq(τ ) < (1 + α)pp(τ ). From (3), Dopt ≥ Sπ(1) + p(1) + p(0) + q0 > Sπ(1) + p(1) + 2pp(τ ) and
Dopt ≥ S1 + p(0) + q(0) > S1 + 2pp(τ ). By (1), Don − Dopt ≤ min{p(1) + αpp(τ ), S1 + αpp(τ )}. Set z = αpp(τ ). By Lemma 3.5(i),
we are done.
Case 2. J(0) ∈ U∗2 (τ ). Then J(0) = Jp(τ ).
Case 2.1. U∗1 (τ ) = ∅. By sub-procedure H1 (Case 1), we have B0 = U∗2 (τ ), so Jq(τ ) ∈ U∗2 (τ ). From (3) and Observation 10,
Dopt ≥ S1 + L(Jq(τ ), Jp(τ )) ≥ S1 + pp(τ ) + qq(τ ). By (1), we get Don − Dopt ≤ p(1). Set z = 0.
When Sπ(1) ≥ S1, we are done by Lemma 3.4(i). When Sπ(1) < S1, By (3) and Observation 10, Dopt ≥ Sπ(1) + p(1) +
L(Jq(τ ), Jp(τ )) ≥ Sπ(1)+ p(1)+ pp(τ )+ qq(τ ). From (1), we have Don−Dopt ≤ S1, so Don−Dopt ≤ min{p(1), S1}. By Lemma 3.5(i),
we are done.
Case 2.2. U∗1 (τ ) ≠ ∅. Since J(0) ∈ U∗2 (τ ), by sub-procedure H1 (Cases 2.3 and 3.2), A(τ ) = ∅ and either B0 = C(τ )∪ U∗2 (τ ) or
B0 = D(τ ) ∪ U∗2 (τ ). We consider these two possibilities individually:
First, B0 = C(τ ) ∪ U∗2 (τ ). Then qq(τ ) < (1 + α)pp(τ ). Recall that J(1) = Jp(S1). By sub-procedure H1 (Case 3.2), we have
either pc(τ ) > 1+α2 pp(τ ) or E(τ ) ≠ ∅. By Observation 11, the batch B0 contains a job Jx such that L(Jx, Jp(τ )) ≥ ( 1+α2 + 1)pp(τ ).
From (3), Dopt ≥ S1 + L(Jx, Jp(τ )) ≥ S1 + (1+ 1+α2 )pp(τ ). So Don − Dopt < p(1) + 1+α2 pp(τ ) by (1). Set z = 1+α2 pp(τ ).
If Sπ(1) ≥ S1, by (3), then Dopt ≥ S1 + max{L(Jx, J(1)), L(Jx, Jp(τ ))} ≥ S1 + max{p(1), pp(τ )} + 1+α2 pp(τ ). By Lemma 3.4(ii),
we are done. If Sπ(1) < S1, by (3), then Dopt ≥ Sπ(1) + p(1) + L(Jx, Jp(τ )) ≥ Sπ(1) + p(1) + (1 + 1+α2 )pp(τ ). From (1), we have
Don − Dopt ≤ S1 + 1+α2 pp(τ ), so Don − Dopt ≤ min{p(1) + z, S1 + z}. By Lemma 3.5(ii), we are done.
Second, B0 = D(τ )∪U∗2 (τ ). Then qq(τ ) < αpp(τ ). By (3), we haveDopt ≥ S1+L(Jp(τ )) ≥ S1+pp(τ ), soDon−Dopt ≤ p(1)+qq(τ )
from (1). Set z = qq(τ ).
If Sπ(1) ≥ S1, we are done by Lemma 3.4(i). If Sπ(1) < S1, by (3), then Dopt ≥ Sπ(1) + p(1) + pp(τ ). From (1), we have
Don − Dopt ≤ S1 + qq(τ ) and so Don − Dopt ≤ min{p(1) + z, S1 + z}. By Lemma 3.5(i), we are done. Theorem 4.3 follows. 
By Theorem 4.3, in the rest of Section 4, we may assume that J(1) ≠ Jp(S1). Furthermore, by Observation 3(a), we assume
the following convention:
Convention 1. B1 ⊆ U∗1 (S1) and p(1) < pp(S1) ≤ pp(τ ).
Discussion under condition (2b): J(0) ∈ U∗1 (τ ).
Theorem 4.4. Suppose J(0) ∈ U∗1 (τ ). Then Don/Dopt ≤ 1+ 2α.
We prove this result by Lemmas 4.1–4.3 as follows: Since J(0) ∈ U∗1 (τ ), by Observation 3 (c), we have B0 ⊆ U∗1 (τ ).
Lemma 4.1. Suppose that p(0) ∈ [ 1+α2 pp(τ ), pp(τ )) or A(τ ) ≠ ∅. Then Don/Dopt ≤ 1+ 2α.
Proof. If 1+α2 pp(τ ) ≤ p(0) < pp(τ ), by the proof of Observation 12, we have A(τ ) ≠ ∅. So we only consider the latter case. By
Observation 5, we have A(τ ) ⊆ B0 and rq(τ ) > S1, so Dopt > S1 + qq(τ ). From (1), Don − Dopt ≤ p(1) + p(0) < pp(τ ) + p(0). By
Observation 12(b), Dopt ≥ p0 + (1+ α)pp(τ ). By Lemma 3.1(iii), we are done. Lemma 4.1 follows. 
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By Lemma 4.1, in the following discussion within subcase (2b), wemay assume that A(τ ) = ∅, and either p(0) < 1+α2 pp(τ )
or p0 = pp(τ ). Then qq(τ ) < (1+ α)pp(τ ).
Lemma 4.2. Suppose that p(0) < 1+α2 pp(τ ). Then Don/Dopt ≤ 1+ 2α.
Proof. Recall Convention 1 that B1 ⊆ U∗1 (S1) and p(1) < pp(S1) ≤ pp(τ ). We consider two situations as follows:
Case 1. rq(τ ) ≥ S1. Then Dopt ≥ S1 + qq(τ ). From (1), we have
Don − Dopt ≤ p(1) + p(0) < p(1) + 1+ α2 pp(τ ). (5)
There are two possibilities: First, p(1) < 1+α2 pp(τ ). By Observation 10, Dopt ≥ L(J(1), Jp(τ )) ≥ p(1) + pp(τ ). From (5) and by
Lemma 3.1(ii), we are done. Second, p(1) ≥ 1+α2 pp(τ ). Since p(0) < 1+α2 pp(τ ), we get p(0) < p(1) < pp(S1) and p(1) ≥ 1+α2 pp(S1).
By Observation 12(a), we haveDopt ≥ p(1)+(1+α)pp(S1). From (5),Don−Dopt ≤ p(1)+p(0) < p(1)+pp(S1). By Lemma 3.1(iii),
we are done.
Case 2. rq(τ ) < S1. By Observation 6, we have q(1) > qq(τ ). If S1 ≤ 1+α2 pp(τ ), given Dopt ≥ p(1) + q(1) and (1), we have
Don − Dopt ≤ S1 + p(0) ≤ p(0) + 1+α2 pp(τ ). From Observation 10, Dopt ≥ L(J(0), Jp(τ )) ≥ p(0) + pp(τ ). Given p(0) < 1+α2 pp(τ ), we
are done by Lemma 3.1(ii).
Suppose in the following that S1 > 1+α2 pp(τ ). From Observation 8, we havem ≥ 2. Recall that A(τ ) = ∅ and B0 ⊆ U∗1 (τ ).
By Observation 9, we have Jq(τ ) ∈ B0 = C(τ ). Since rq(τ ) < S1, by Observation 6, we have B1 = A(S1), p(1) < αpp(S1) ≤ αpp(τ ),
and qq(τ ) < (1+ α)pp(S1) ≤ q(1). From Observation 5, rmin(B1) > S2, so Dopt ≥ S2 + p(1) + q(1). It follows From (1) that
Don − Dopt ≤ p(2) + p(0) < p(2) + 1+ α2 pp(τ ). (6)
Case2.1. J(2) ≠ Jp(S2). From Observation 3(b), we get B2 ⊆ U∗1 (S2) and p(2) < pp(S2) ≤ pp(S1) ≤ pp(τ ). By Observation 10,
Dopt ≥ L(J(2), Jp(τ )) ≥ p(2) + pp(τ ). If p(2) < 1+α2 pp(τ ), by (6) and Lemma 3.1(ii), we are done. If p(2) ≥ 1+α2 pp(τ ), by
the fact p(0) < 1+α2 pp(τ ), we have p(0) < p(2) < pp(S2) and p(2) >
1+α
2 pp(S2). From Observation 12(a) and (6), we have
Dopt ≥ p(2) + (1+ α)pp(S2) and Don − Dopt ≤ p(2) + pp(S2). By Lemma 3.1(iii), we are done.
Case2.2. J(2) = Jp(S2). Then J(2) is the job J(i) from the preamble to Lemmas 3.2–3.5. By Observation 7, rmin(B1∪B0∪ Jp(τ )) > S2.
Recall that p(0) < 1+α2 pp(τ ). Set z = p(0).
If Sπ(2) ≥ S2, by Observation 10, we have Dopt ≥ S2 + max{L(J(0), J(2)), L(J(0), Jp(τ ))} ≥ S2 + max{p(2), pp(τ )} + p(0). By
Lemma 3.4(ii), we are done. If Sπ(2) < S2, then J(2) ≺ Jx, ∀Jx ∈ B1∪B0∪ Jp(τ ). So Dopt ≥ Sπ(2)+p(2)+max{L(J(0), Jp(τ )), L(J(1))} ≥
Sπ(2) + p(2) + max{p(0) + pp(τ ), p(1) + q(1)}. Recall that q(1) > qq(τ ). By (1), Don − Dopt ≤ S2 + p(0). From (6), Don − Dopt ≤
min{p(2) + z, S2 + z}. By Lemma 3.5(ii), we are done. Lemma 4.2 follows. 
Lemma 4.3. Suppose that p(0) = pp(τ ). Then Don/Dopt ≤ 1+ 2α.
Proof. Recall that B0 ⊆ U∗1 (τ ). Since p(0) = pp(τ ) and A(τ ) = ∅, by sub-procedure H1 (Cases 2 and 3), we have U∗2 (τ ) = ∅,
B0 = C(τ ), and q(0) ≥ p(0) = pp(τ ). Recall Convention 1 that p(1) < pp(S1) ≤ pp(τ ) and qq(τ ) < (1+ α)pp(τ ). If r(0) ≥ S1, then
Dopt ≥ S1+p(0)+q(0) ≥ S1+2p(0). SoDon−Dopt ≤ p(1)+αp(0) < (1+α)p(0) < 1+α2 Dopt < 2αDopt by (1). Suppose r(0) < S1.
Then Jp(S1) = J(0). Since J(0) ∈ B0 = C(τ ), by Observation 6, we have B1 = A(S1), p(1) < αp(0) and q(1) ≥ (1+ α)p(0) > qq(τ ).
Hence
L(J(1), J(0)) ≥ min{p(1) + p(0) + q0, p(0) + q(1)} ≥ p(1) + 2p(0). (7)
If S1 ≤ p(0), from (7), then Dopt ≥ L(J(1), J(0)) ≥ p(1)+2p(0). By (1), Don−Dopt ≤ S1+αp(0) ≤ (1+α)p(0) < 2αDopt. Suppose
S1 > p(0). Given r(0) < S1, we obtainm ≥ 2 by Observation 8. Since B1 = A(S1), we have rmin(B1) > S2 by Observation 5.
Case 1. r(0) ≤ S2. Then Jp(S2) = J(0). Since J(0) ∈ C(τ ), we have B2 = A(S2) and p(2) < αp(0) by Observation 6. Given
rmin(B1) > S2,Dopt ≥ S2+p(1)+q(1). Recall that q(1) > qq(τ ). From (1) to (7),Don−Dopt ≤ p(2)+p(0) < (1+α)p(0) < 1+α2 Dopt.
Case 2. r(0) > S2. Recall that rmin(B1) > S2. From (7),Dopt ≥ S2+L(J(1), J(0)) ≥ S2+p(1)+2p(0). Recall that qq(τ ) < (1+α)pp(τ ).
By (1), we have
Don − Dopt ≤ p(2) + αp(0). (8)
Two situations are to be considered:
First, J(2) ≠ Jp(S2). From Observation 3(a), B2 ⊆ U∗1 (S2) and p(2) < pp(S2) ≤ pp(S1) = p(0). Since Dopt ≥ L(J(0), J(2)) ≥
p(2) + p(0), by (8) and Lemma 3.1(iv), we are done.
Second, J(2) = Jp(S2). Then J(2) is the job J(i) from the preamble to Lemmas 3.2–3.5. Set z = αpp(τ ). If Sπ(2) ≥ S2, by (8) and
Lemma 3.4(i), we are done. Assume that Sπ(2) < S2. Recall that r(0) > S2 and rmin(B1) > S2. Then J(2) ≺ J(1) and J(2) ≺ J(0).
So Dopt ≥ Sπ(2) + p(2) + L(J(1), J(0)) ≥ Sπ(2) + p(2) + p(1) + 2p(0) by (7). From (1), we have Don − Dopt ≤ S2 + αpp(τ ), so
Don − Dopt ≤ min{p(2) + z, S2 + z} by (8). By Lemma 3.5(i), we are done. Lemma 4.3 follows. 
From Lemmas 4.1 to 4.3, we obtain the result of Theorem 4.4.
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From Theorem 4.4, in the following subcases (2c)–(2e), we may assume J(0) ∈ U∗2 (τ ).
Discussion under condition (2c): B0 = C(τ ) ∪ U∗2 (τ )with C(τ ) ≠ ∅.
Theorem 4.5. Suppose that B0 = C(τ ) ∪ U∗2 (τ ) with C(τ ) ≠ ∅. Then Don/Dopt ≤ 1+ 2α.
We show this result by Lemmas 4.4–4.7 as follows: By sub-procedure H1 (Case 3.2), we have A(τ ) = ∅, Jq(τ ) ∈ C(τ ), and
J(0) = Jp(τ ). So qq(τ ) < (1+ α)pp(τ ). There are three possible reasons for B0 = C(τ ) ∪ U∗2 (τ ):
1. pc(τ ) ∈ [αpp(τ ), 1+α2 pp(τ )) and E(τ ) = ∅. Besides τ = S0 ≥ 1+α2 pp(τ ) + p(1), i.e., S1 ≥ 1+α2 pp(τ ), Jc(τ ) ∈ C(S1), and
pc(τ ) ≥ 1+α2 pp(S1).
2. pc(τ ) ∈ [αpp(τ ), 1+α2 pp(τ )) and E(τ ) ≠ ∅.
3. pc(τ ) ∈ [ 1+α2 pp(τ ), pp(τ )).
Lemma 4.4. Suppose that reason 1 occurs. Then Don/Dopt ≤ 1+ 2α.
Proof. Note that 1+α2 pp(S1) ≤ pc(τ ) < 1+α2 pp(τ ) and rc(τ ) ≤ S1. Then rp(τ ) > S1 ≥ 1+α2 pp(τ ) > 1+α2 pp(S1). SoDopt ≥ S1+pp(τ ) ≥
(1+ 1+α2 )pp(τ ). From Observation 6, B1 = A(S1) and p(1) < αpp(S1) < αpp(τ ).
Case 1. rq(τ ) ≥ S1. Then Dopt ≥ S1 + qq(τ ). By (1), Don − Dopt ≤ p(1) + p(0) < (1+ α)pp(τ ). Given Dopt ≥ (1+ 1+α2 )pp(τ ) and
by Lemma 3.1(i), we are done.
Case 2. rq(τ ) < S1. Recall that S1 > 1+α2 pp(S1) and B1 = A(S1). From Observations 5, 6 and 8, we have m ≥ 2, rmin(B1) > S2,
and q(1) ≥ (1 + α)pp(S1) > qq(τ ). Recall that rp(τ ) > S1. Then Dopt ≥ max{S2 + p(1) + q(1), S1 + pp(τ )}. From (1),
Don − Dopt ≤ min{p(2) + pp(τ ), p(1) + qq(τ )}.
If p(2) ≤ αpp(τ ), given Dopt ≥ (1 + 1+α2 )pp(τ ) and by Lemma 3.1(i), we are done. Suppose p(2) > αpp(τ ). We assert that
rc(τ ) > S2. Suppose, to the contrary, that rc(τ ) ≤ S2. Then B2 = A(S2) and p(2) < αpp(S2) ≤ αpp(S1) < αpp(τ ) by Observation 6,
a contradiction. Hence rc(τ ) > S2. By Observation 3(a, b), we get S2 ≥ (1− α)p(2). Given r(1) > S2 and rp(τ ) > S1 > S2,
Dopt ≥ S2 + L(J(1), Jc(τ ), Jp(τ ))
≥ S2 +min{pc(τ ) + q(1), pp(τ ) + q(1), p(1) + pc(τ ) + pp(τ )}
≥ (1− α)p(2) + p(1) + pc(τ ) + pp(S1),
as p(1) < αpp(S1), pp(τ ) > pp(S1) and q(1) ≥ (1+ α)pp(S1). Recall that qq(τ ) < (1+ α)pp(S1). Then
Don − Dopt
Dopt
≤ p(1) + qq(τ )
(1− α)p(2) + p(1) + pC(τ ) + pp(S1)
≤ (1+ 2α) pp(S1)




2+ 1+α2 − α2
<
2
2+ α = 2α.
This completes the proof of Lemma 4.4. 
In the remainder of subcase (2c), we assume that either reason 2 or 3 occurs. By Observation 11, there exists a job Jx ∈ B0
such that min{px, qx} ≥ 1+α2 pp(τ ) and






Set Jx = Je(τ ) if reason 2 occurs and set Jx = Jc(τ ) if reason 3 occurs.
Lemma 4.5. Don/Dopt ≤ 1+ 2α if any of the following conditions holds:
(a) rx ≥ S1; (b) rc(τ ) < S1 ≤ rq(τ ); (c) rq(τ ) < S1 ≤ 1+α2 pp(τ ).
Proof. Recall Convention 1 that p(1) < pp(S1) ≤ pp(τ ) and qq(τ ) < (1+ α)pp(τ ) under condition (2c). We deal with the ratio
Don/Dopt under the three conditions individually.
Case 1. (a) holds. Then Sπx ≥ rx ≥ S1 and Dopt ≥ S1 + px + qx ≥ S1 + (1 + α)pp(τ ). From (1), Don − Dopt ≤ p(1) + pp(τ ).
We consider two situations: First, Sπp(τ ) < S1. Then Jp(τ ) ≺ Jx and Jp(S1) = Jp(τ ). So Dopt ≥ pp(τ ) + px + qx ≥ (2 + α)pp(τ ). By
Lemma 3.1(iii), we are done. Second, Sπp(τ ) ≥ S1. Then Dopt ≥ S1+ L(Jx, Jp(τ )) and Don−Dopt ≤ p(1)+ 1+α2 pp(τ ) by (1) and (9).
From Observation 3(a, b) and (9), we obtain Dopt ≥ S1+ L(Jx, Jp(τ )) > αp(1)+ (1+ 1+α2 )pp(τ ). By Lemma 3.1(v), we are done.
Case 2. (b) holds. Then B1 = A(S1) and p(1) < αpp(S1) ≤ αpp(τ ) from Observation 6. Since rq(τ ) ≥ S1, we get Dopt ≥ S1 + qq(τ )
and Don − Dopt ≤ p(1) + p(0) < (1+ α)pp(τ ) by (1). From (9) and by Lemma 3.1(i), we are done.
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Case 3. (c) holds. Since Jq(τ ) ∈ C(τ ) ⊆ B0, by Observation 6, we have B1 = A(S1), p(1) < αpp(S1) ≤ αpp(τ ) and
q(1) ≥ (1+ α)pp(S1) > qq(τ ). From (9), we have
Dopt ≥ L(J(1), Jx, Jp(τ )) ≥ min{px + q(1), pp(τ ) + q(1), p(1) + L(Jx, Jp(τ ))} ≥ 1+ α2 pp(τ ) + p(1) + pp(S1),
as px ≥ 1+α2 pp(τ ) and pp(S1) ≤ pp(τ ). Given S1 ≤ 1+α2 pp(τ ) and (1), Don − Dopt ≤ pp(τ ) + qq(τ ) − pp(S1) < (1 + α)pp(τ ). By (9)
and Lemma 3.1(i), we are done. Lemma 4.5 follows. 
By Lemma 4.5, we assume in the sequel that rx < S1, rq(τ ) < S1, and S1 > 1+α2 pp(τ ).
Lemma 4.6. Suppose reason 2 occurs and re(τ ) < S1 ≤ rc(τ ). Then Don/Dopt ≤ 1+ 2α.
Proof. The assumption re(τ ) < S1 and Observation 6 imply p(1) < pe(τ ) ≤ pp(S1) ≤ pp(τ ) and Je(τ ) ∈ E(S1). Note that Jx = Je(τ )
if reason 2 occurs. If Sπe(τ ) ≥ S1, the proof of Case 1 in Lemma 4.5 implies that Lemma 4.6 holds. Suppose that Sπe(τ ) < S1. Then
Je(τ ) ≺ Jc(τ ) as rc(τ ) ≥ S1. Recall that qq(τ ) < (1+ α)pp(τ ). Note that qc(τ ) > qe(τ ) ≥ 1+α2 pp(τ ) and pc(τ ) ≥ αpp(τ ).
Case 1. Sπp(τ ) ≥ S1. Then Dopt ≥ S1 + L(Jc(τ ), Jp(τ )) ≥ S1 + pp(τ ) + pc(τ ) and Don − Dopt ≤ p(1) + pp(τ ) by (1). Since Sπe(τ ) < S1
and Je(τ ) ≺ Jc(τ ), we have Dopt ≥ pe(τ ) + L(Jc(τ ), Jp(τ )) ≥ pe(τ ) + pp(τ ) + pc(τ ) > p(1) + (1+ α)pp(τ ). By Lemma 3.1(iii), we are
done.
Case 2. Sπp(τ ) < S1. Then Jp(S1) = Jp(τ ) and Jp(τ ) ≺ Jc(τ ). There are two possibilities:
First, p(1) < αpp(τ ). Since Dopt ≥ S1 + pc(τ ) + qc(τ ) ≥ S1 + (α+ 1+α2 )pp(τ ), we have Don − Dopt ≤ (1+ 1+α2 )pp(τ ) from (1).
Given Jp(τ ) ≺ Jc(τ ), we obtain Dopt ≥ pp(τ ) + pc(τ ) + qc(τ ) ≥ (1+ α + 1+α2 )pp(τ ). By Lemma 3.1(v), we are done.
Second, p(1) ≥ αpp(τ ). We assert that A(S1) ≠ ∅. Suppose that A(S1) = ∅. As Je(τ ) ∈ E(S1) and by the definition of R(S1)
(Case 3.2), we have B1 = C(S1) ∪ U∗2 (S1) and Je(τ ) ∈ B1. This contradicts the fact Je(τ ) ∈ B0. We further assert that rq(τ ) > S1.
Suppose rq(τ ) ≤ S1. Since Jq(τ ) ∈ C(τ ), by Observation 6, we have B1 = A(S1) with p(1) < αpp(τ ), a contradiction. Hence
A(S1) ≠ ∅ and rq(τ ) > S1. Then Dopt > S1 + qq(τ ) and Don − Dopt ≤ p(1) + pp(τ ) by (1). From Observation 12(b), we have
Dopt ≥ p(1) + (1+ α)pp(τ ). Recall that p(1) < pp(S1) = pp(τ ). By Lemma 3.1(iii), we are done. Lemma 4.6 follows. 
Lemma 4.7. Suppose either reason 2 or reason 3 occurs. Then Don/Dopt ≤ 1+ 2α.
Proof. Recall that rx < S1, rq(τ ) < S1, and S1 > 1+α2 pp(τ ). From Lemma 4.6, if reason 2 occurs, wemay assume that rc(τ ) < S1.
Since Jq(τ ) ∈ C(τ ), we have B1 = A(S1), p(1) < αpp(S1) ≤ αpp(τ ), and q(1) ≥ (1+ α)pp(S1) > qq(τ ) by Observation 6. From (9),
L(J(1), Jx, Jp(τ )) ≥ min{px + q(1), p(1) + L(Jx, Jp(τ ))} ≥ p(1) + 1+ α2 pp(τ ) + pp(S1). (10)
As S1 > 1+α2 pp(τ ) and Observation 8, we have m ≥ 2. By Observation 5, we have rmin(B1) > S2 and Dopt ≥ S2 + p(1) + q(1).
From (1),
Don − Dopt ≤ p(2) + pp(τ ). (11)
We distinguish two cases as follows:
Case 1. J(2) ≠ Jp(S2). ByObservation 3(a), B2 ⊆ U∗1 (S2) and p(2) < pp(S2) ≤ pp(S1) ≤ pp(τ ). If Sπp(τ ) ≤ S2, then Jp(S2) = Jp(S1) = Jp(τ )
and Jp(τ ) ≺ J(1) as r(1) > S2. Thus Dopt ≥ pp(τ ) + q(1) ≥ (2 + α)pp(τ ). From (11) and Lemma 3.1(iii), we are done. Suppose
Sπp(τ ) > S2. If S
π
p(τ ) ≤ Sπ(1), then Dopt ≥ S2 + pp(τ ) + q(1). So Don − Dopt ≤ p(2) + p(1) < (1 + α)pp(τ ) by (1). From (9) and
Lemma 3.1(i), we are done. Assume that Sπp(τ ) > S
π
(1), i.e., J(1) ≺ Jp(τ ). Then Sπp(τ ) > Sπ(1) ≥ r(1) > S2. There are two subcases
to consider:
Case 1.1. Sπx ≥ S2. From (10),Dopt ≥ S2+L(J(1), Jx, Jp(τ )) ≥ S2+p(1)+ 1+α2 pp(τ )+pp(S1). Recall that q(1) ≥ (1+α)pp(S1) > qq(τ ).
By (1), Don − Dopt ≤ p(2) + pp(τ ) + qq(τ ) − 1+α2 pp(τ ) − pp(S1) ≤ p(2) + 1+α2 pp(τ ). From (9) and Observation 3(a, b),
Dopt ≥ S2 + L(Jx, Jp(τ )) > αp(2) + ( 1+α2 + 1)pp(τ ). By Lemma 3.1(v), we are done.
Case 1.2. Sπx < S2. Then rx < S2 and p(2) < px by Observation 6. If rc(τ ) ≤ S2, we have B2 = A(S2) and p(2) < αpp(S2) ≤ αpp(τ )
by Observation 6. From (11), Don − Dopt ≤ (1+ α)pp(τ ). From (9) and Lemma 3.1(i), we are done. Suppose rc(τ ) > S2. Since
rx ≤ Sπx < S2, then Jx = Je(τ ) (E(τ ) ≠ ∅) and p(2) < px = pe(τ ), so Je(τ ) ≺ Jc(τ ). Recall that Sπp(τ ) > S2 and pc(τ ) ≥ αpp(τ )
in reason 2 or reason 3. Then Dopt ≥ pe(τ ) + L(Jc(τ ), Jp(τ )) ≥ pe(τ ) + pc(τ ) + pp(τ ) > p(2) + (1 + α)pp(τ ). From (11) and
Lemma 3.1(iii), we are done.
Case 2. J(2) = Jp(S2). Then J(2) is the job J(i) from the preamble to Lemmas 3.2–3.5. By Observation 7, we obtain rmin(Bi) > S2
for i = 0, 1. From (10), Dopt ≥ S2 + L(J(1), Jx, Jp(τ )) ≥ S2 + p(1) + 1+α2 pp(τ ) + pp(S1). Recall that q(1) ≥ (1+ α)pp(S1) > qq(τ ).
By (1), Don − Dopt ≤ p(2) + 1+α2 pp(τ ). Set z = 1+α2 pp(τ ).
If Sπ(2) ≥ S2, given rmin(B0) > S2, we have Dopt ≥ S2 + max{L(Jx, J(2)), L(Jx, Jp(τ ))} ≥ S2 + max{p(2), pp(τ )} + 1+α2 pp(τ )
as min{px, qx} ≥ 1+α2 pp(τ ). By Lemma 3.4(ii), we are done. Suppose Sπ(2) < S2. Then J(2) ≺ J ′,∀J ′ ∈ Bi, i = 0, 1. From (10),
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Dopt ≥ Sπ(2) + p(2) + L(J(1), Jx, Jp(τ )) ≥ Sπ(2) + p(2) + p(1) + 1+α2 pp(τ ) + pp(S1). From (1), Don − Dopt ≤ S2 + 1+α2 pp(τ ). Given (9),
Dopt ≥ Sπ(2) + p(2) + L(Jx, Jp(τ )) ≥ Sπ(2) + p(2) + (1+ 1+α2 )pp(τ ). By Lemma 3.5(ii), we are done. Lemma 4.7 follows. 
Finally, we obtain the result of Theorem 4.5.
Discussion under condition (2d): B0 = D(τ ) ∪ U∗2 (τ )with D(τ ) ≠ ∅ or B0 = U∗2 (τ )with qq(τ ) < αpp(τ ).
Theorem 4.6. Don/Dopt ≤ 1+ 2α if B0 = D(τ ) ∪ U∗2 (τ ) with D(τ ) ≠ ∅ or B0 = U∗2 (τ ) with qq(τ ) < αpp(τ ).
We will prove this result by Lemmas 4.8–4.12 as follows: According to the definition of R(τ ) in sub-procedure H1 (Cases 1 and
2.2), we get A(τ ) = ∅, C(τ ) = ∅, and qq(τ ) < αpp(τ ). Recall Convention 1 that B1 ⊆ U∗1 (S1) and p(1) < pp(S1) ≤ pp(τ ).
Lemma 4.8. Suppose that rp(τ ) < S1. Then A(S1) = ∅ and p(1) < 1+α2 pp(τ ).
Proof. The condition rp(τ ) < S1 implies that Jp(τ ) ∈ U∗2 (S1) and Jp(S1) = Jp(τ ). Suppose A(S1) ≠ ∅. From Observation 5, we get
Jq(S1) ∈ A(S1) ⊆ B1 and qq(S1) ≥ (1+ α)pp(τ ). Then Dq(S1) = S1 + p(1) + qq(S1) ≥ τ + (1+ α)pp(τ ) > τ + pp(τ ) + qq(τ ) = Don,
a contradiction. Hence A(S1) = ∅. Suppose p(1) ≥ 1+α2 pp(τ ). Given B1 ⊆ U∗1 (S1) and A(S1) = ∅, we obtain B1 = C(S1).
From the definition of R(S1) (Case 3.2.1), we have B1 = C(S1) ∪ U∗2 (S1). Thus U∗2 (S1) = ∅, which contradicts Jp(τ ) ∈ U∗2 (S1).
Therefore p(1) < 1+α2 pp(τ ). Lemma 4.8 follows. 
Lemma 4.9. Don/Dopt ≤ 1+ 2α if either (a) rp(τ ) ≥ S1 or (b) rp(τ ) < S1 ≤ 1+α2 pp(τ ).
Proof. We consider the two conditions individually as follows:
Case 1. (a) holds. ThenDopt ≥ S1+pp(τ ). By (1),Don−Dopt ≤ p(1)+qq(τ ) < p(1)+αpp(τ ). GivenDopt ≥ L(J(1), Jp(τ )) ≥ p(1)+pp(τ )
and p(1) < pp(S1) ≤ pp(τ ), we are done by Lemma 3.1(iv).
Case 2. (b) holds. By Lemma 4.8, Jp(S1) = Jp(τ ), A(S1) = ∅ and p(1) < 1+α2 pp(τ ). We claim that Dopt ≥ pp(τ ) + qq(τ ). In fact,
when B0 = U∗2 (τ ), we have Jq(τ ) ∈ U∗2 (τ ). By Observation 10, we are done. When B0 = D(τ ) ∪ U∗2 (τ ), we assert that
rmin(D(τ )) ≥ αpp(τ ) > qq(τ ). Suppose rmin(D(τ )) < αpp(τ ). Then there exists a job J ′ ∈ D(τ ) with arrival time r ′ < αpp(τ ).
Since B1 ⊆ U∗1 (S1), we have S1 ≥ (1 − α)pp(S1) = (1 − α)pp(τ ) by Observation 3(a, b). Then r ′ < S1 and J ′ ∈ D(S1). Given
S1 ≤ 1+α2 pp(τ ) and A(S1) = ∅, by sub-procedure H1 (Case 2.2), we have B1 = C(S1) ∪ D(S1). Then J ′ ∈ B1, contradicting
J ′ ∈ D(τ ) ⊆ B0. Hence rmin(D(τ )) ≥ αpp(τ ) > qq(τ ). Then Dopt ≥ max{rq(τ ) + L(Jp(τ )), pp(τ ) + L(Jq(τ ))} ≥ pp(τ ) + qq(τ ). The
claim holds. By (1), Don − Dopt ≤ S1 + p(1) < p(1) + 1+α2 pp(τ ). Since Dopt ≥ L(J(1), Jp(τ )) ≥ p(1) + pp(τ ), we are done by
Lemma 3.1(ii). Lemma 4.9 follows. 
From Lemmas 4.8 and 4.9, we may assume that rp(τ ) < S1, A(S1) = ∅, p(1) < 1+α2 pp(τ ), and S1 > 1+α2 pp(τ ). By
Observations 8 and 9, we assume the following Convention 2 in the rest of subcase (2d).
Convention 2. m ≥ 2, B1 = C(S1), and q(1) ≥ αpp(S1) = αpp(τ ) > qq(τ ).
Lemma 4.10. Suppose J(2) = Jp(S2). Then Don/Dopt ≤ 1+ 2α.
Proof. Since J(2) = Jp(S2), J(2) is the job J(i) from the preamble to Lemmas 3.2–3.5. From Observation 7, we get rmin(Bi) > S2
for i = 0, 1. So Dopt ≥ S2 + L(Jp(τ ), J(1)) ≥ S2 + p(1) + pp(τ ) by Observation 10. From (1), Don − Dopt ≤ p(2) + qq(τ ).
Set z = qq(τ ) < αpp(τ ). If Sπ(2) ≥ S2, we are done by Lemma 3.4(i). Suppose Sπ(2) < S2. Then J(2) ≺ J ′,∀J ′ ∈ Bi,
i = 0, 1. So Dopt ≥ Sπ(2) + p(2) + L(J(1), Jp(τ )) ≥ Sπ(2) + p(2) + p(1) + pp(τ ). From (1), we have Don − Dopt ≤ S2 + qq(τ )
and Don − Dopt ≤ min{p(2) + qq(τ ), S2 + qq(τ )}. By Lemma 3.5(i), we are done. Lemma 4.10 follows. 
From Lemma 4.10, in the following discussion within subcase (2d), we may assume that J(2) ≠ Jp(S2). From Observation 3(a),
we assume Convention 3 as follows:
Convention 3. B2 ⊆ U∗1 (S2) and p(2) < pp(S2) ≤ pp(S1) = pp(τ ).
Lemma 4.11. Suppose r(1) ≥ S2. Then Don/Dopt ≤ 1+ 2α.
Proof. Recall Convention 2 that q(1) ≥ αpp(τ ) > qq(τ ). If Sπp(τ ) ≥ S2, given r(1) ≥ S2, we have Dopt ≥ S2 + L(J(1), Jp(τ )) ≥
S2+ p(1)+ pp(τ ). So Don−Dopt < p(2)+αpp(τ ) by (1). Given Dopt ≥ L(J(2), Jp(τ )) ≥ p(2)+ pp(τ ), we are done by Lemma 3.1(iv).
Suppose Sπp(τ ) < S2. Then Jp(τ ) ≺ J(1), rp(τ ) < S2 and Jp(τ ) = Jp(S2) = Jp(S1). Since Dopt ≥ S2 + p(1) + q(1), by (1), we have
Don − Dopt < p(2) + pp(τ ). (12)
If A(S2) ≠ ∅, we have Dopt ≥ p(2) + (1 + α)pp(τ ) by Observation 12(a). By (12) and Lemma 3.1(iii), we are done.
Suppose A(S2) = ∅. Recall Convention 3 that B2 ⊆ U∗1 (S2). Since J(2) ≠ Jp(S2), by sub-procedure H1 (Case 3.2.1), we have
p(2) < 1+α2 pp(τ ).
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If S2 ≤ 1+α2 pp(τ ), given Jp(τ ) ≺ J(1), we obtain Dopt ≥ pp(τ ) + p(1) + q(1), so Don − Dopt ≤ S2 + p(2) < p(2) + 1+α2 pp(τ )
from (1). Since Dopt ≥ L(Jp(τ ), J(2)) ≥ p(2) + pp(τ ), we are done by Lemma 3.1(ii). Suppose S2 > 1+α2 pp(τ ). Since A(S2) = ∅, by
Observations 8 and 9, we havem ≥ 3 and B2 = C(S2). So q(2) ≥ αpp(S2) = αpp(τ ) > qq(τ ). There are two cases:
Case 1. There exists at least one job J(j) ∈ {J(3), . . . , J(m)} such that p(j) ≥ pp(τ ). Let J(k) be the one with the minimum index.
Then J(k) = Jp(Sk). By Observation 7, rp(τ ) > Sk ≥ 1+α2 p(k) ≥ 1+α2 pp(τ ). SoDopt ≥ rp(τ )+pp(τ )+p(1)+q(1) ≥ ( 1+α2 +1+α)pp(τ )
as Jp(τ ) ≺ J(1). Recall that p(2) < 1+α2 pp(τ ). From (12), Don − Dopt ≤ p(2) + pp(τ ) < ( 1+α2 + 1)pp(τ ). By Lemma 3.1(v), we are
done.
Case 2. Any job J(j) ∈ {J(3), . . . , J(m)} satisfies p(j) < pp(τ ). If J(2) and Jp(τ ) are not in the same batch in π , then Jp(τ ) is either
scheduled before J(2) or after J(2) in π . Given Jp(τ ) ≺ J(1), we have Dopt ≥ L(J(1), J(2), Jp(τ )) ≥ min{p(2) + pp(τ ) + p(1) +
q(1), pp(τ )+ p(2)+ q(2)}. Recall that min{q(1), q(2)} ≥ αpp(τ ). Then Dopt ≥ p(2)+ (1+ α)pp(τ ). Given (12) and p(2) < 1+α2 pp(τ ),
we are done by Lemma 3.1(iii). Assume that J(2) and Jp(τ ) belong to a common batch in π . Then
Dopt ≥ Sπp(τ ) + pp(τ ) + q(2) (13)
Case 2.1. Sπp(τ ) ≥ S3. Then Dopt ≥ S3 + pp(τ ) + p(1) + q(1) as Jp(τ ) ≺ J(1). From (1), Don − Dopt < p(2) + p(3). By Observation 3
and (13), Dopt ≥ S3 + pp(τ ) + q(2) > αp(3) + pp(τ ) + p(2). Recall that p(3) < pp(τ ) and p(2) < 1+α2 pp(τ ). By Lemma 3.1(vi), we
are done.
Case 2.2. Sπp(τ ) < S3, i.e., S
π
(2) < S3. Then Jp(S3) = Jp(τ ) and r2 < S3. Recall that J(2) ∈ C(S2). By Observation 6, B3 = A(S3),
p(3) < αpp(τ ), and q(3) ≥ (1 + α)pp(τ ). If Sπp(τ ) ≤ Sπ(3), then Dopt ≥ pp(τ ) + L(J3) ≥ pp(τ ) + q3 ≥ (2 + α)pp(τ ). From (12) and
by Lemma 3.1(iii), we are done. Suppose Sπp(τ ) > S
π
(3). Then J(3) ≺ Jp(τ ). Given Jp(τ ) ≺ J(1),
Dopt ≥ Sπ(3) + p(3) + pp(τ ) + p(1) + q(1). (14)
Recall that p(2) < 1+α2 pp(τ ) and min{q(1), q(2)} ≥ αpp(τ ). There are two possibilities:
First, S3 ≤ 1+α2 pp(τ ). From (1) and (14), we have Don − Dopt ≤ S3 + p(2) ≤ 1+α2 pp(τ ) + p(2). From (13), Dopt ≥ pp(τ ) + p(2).
By Lemma 3.1(ii), we are done. Second, S3 > 1+α2 pp(τ ). As r(2) < S3 and Observation 8, we havem ≥ 4. Since B3 = A(S3), by
Observation 5, we obtain Sπp(τ ) > S
π
(3) ≥ r(3) > S4. Given (1) and (14), Don − Dopt < p(4) + p(2). From Observation 3(a, b) and
(13), Dopt ≥ S4+ pp(τ )+ q(2) > αp(4)+ pp(τ )+ p(2). As p(4) < pp(τ ) and by Lemma 3.1(vi), we are done. Lemma 4.11 follows.

Lemma 4.12. Suppose that r(1) < S2. Then Don/Dopt ≤ 1+ 2α.
Proof. Recall Convention 2 that B1 = C(S1). As r(1) < S2 and by Observation 6, we have B2 = A(S2), p(2) < αpp(S2),
q(2) ≥ (1+ α)pp(S2), and p(1) < pp(S2) ≤ pp(S1) = pp(τ ). Then
L(J(2), J(1), Jp(τ )) ≥ min{p(1) + q(2), pp(τ ) + q(2), p(2) + L(J(1), Jp(τ ))}
≥ min{p(1) + q(2), p(2) + p(1) + pp(τ )}
≥ p(2) + p(1) + pp(S2). (15)
Recall that p(1) < 1+α2 pp(τ ) and qq(τ ) < αpp(τ ). We distinguish two cases:
Case 1. rp(τ ) ≥ S2. Then Dopt ≥ S2 + pp(τ ) and Don − Dopt ≤ p(2) + p(1) + qq(τ ) By (1). There are two possibilities: First,
pp(S2) ≥ 1+α2 pp(τ ). From (15),
Don − Dopt
Dopt
≤ p(2) + p(1) + qq(τ )
p(2) + p(1) + pp(S2)
≤ (α + 1+ α(1+ α))pp(S2)
(α + 1+ 1)pp(S2)
= 2
2+ α = 2α.
Second, pp(S2) <
1+α
2 pp(τ ). Then Don − Dopt ≤ p(2) + p(1) + qq(τ ) ≤ p(1) + (α 1+α2 + α)pp(τ ) = p(1) + 1+α2 pp(τ ). Since
Dopt ≥ L(J(1), Jp(τ )) ≥ p(1) + pp(τ ) and by Lemma 3.1(ii), we are done.
Case 2. rp(τ ) < S2. Then Jp(S2) = Jp(S1) = Jp(τ ), p(2) < αpp(τ ), and q(2) ≥ (1+α)pp(τ ). If S2 ≤ 1+α2 pp(τ ), givenDopt ≥ p(2)+q(2) >
p(2) + pp(τ ) + qq(τ ), we have Don − Dopt ≤ S2 + p(1) ≤ p(1) + 1+α2 pp(τ ) from (1). Since Dopt ≥ L(J(1), Jp(τ )) ≥ p(1) + pp(τ ), we
are done by Lemma 3.1(ii). Assume that S2 > 1+α2 pp(τ ). Since rp(τ ) < S2 and B2 = A(S2), by Observations 5 and 8, we have
m ≥ 3 and rmin(B2) > S3. There are two subcases:
Case 2.1. J(3) = Jp(S3). Then J(3) is the job J(i) from the preamble to Lemmas 3.2–3.5. By Observation 7, rmin(Bi) ≥ S3, where
i = 0, 1, 2. From (15), we have Dopt ≥ S3 + p(2) + p(1) + pp(τ ) and Don − Dopt ≤ p(3) + qq(τ ) by (1). Set z = qq(τ ) < αpp(τ ).
If Sπ(3) ≥ S3, by Lemma 3.4(i), we are done. Suppose Sπ(3) < S3. Then J(3) ≺ J ′ ∀J ′ ∈ Bi, where i = 0, 1, 2. From (15),
Dopt ≥ Sπ(3)+ p(3)+ p(2)+ p(1)+ pp(τ ). By (1), Don−Dopt ≤ S3+ qq(τ ), so Don−Dopt ≤ min{p(3)+ z, S3+ z}. By Lemma 3.5(i),
we are done.
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Case 2.2. J(3) ≠ Jp(S3). By Observation 3(a), B3 ⊆ U∗1 (S3) and p(3) < pp(S3) ≤ pp(S2) = pp(τ ). Recall that rmin(B2) > S3. Then
Dopt ≥ S3 + p(2) + q(2) ≥ S3 + p(2) + pp(τ ) + qq(τ ). From (1),
Don − Dopt ≤ p(3) + p(1). (16)
Recall that p(1) < 1+α2 pp(τ ). If p(3) ≤ 1+α2 pp(τ ), given Dopt ≥ L(J(1), Jp(τ )) ≥ pp(τ ) + p(1), we are done by Lemma 3.1(ii) and
(16). Assume that p(3) > 1+α2 pp(τ ). Then p(3) > p(1) and r(1) > S3 by Observation 4. There are two situations:
First, rp(τ ) > S3. Then Dopt ≥ S3 + L(J(1), Jp(τ )) ≥ S3 + pp(τ ) + p(1) ≥ p(1) + (2 − α)pp(τ ) > p(1) + (1 + α)pp(τ )
by Observation 3(a, b) and α < 12 . By (16) and Lemma 3.1(iii), we are done. Second, rp(τ ) ≤ S3. Then Jp(S3) = Jp(τ ). Since
1+α
2 pp(τ ) < p(3) < pp(τ ), by Observation 12(a), Dopt ≥ p(3) + (1 + α)pp(τ ). From (16) and Lemma 3.1(iii), we are done.
Lemma 4.12 follows. 
Based on Lemmas 4.8–4.12, we obtain the result of Theorem 4.6.
Discussion under condition (2e): B0 = U∗2 (τ )with qq(τ ) ≥ αpp(τ ).
Theorem 4.7. Suppose B0 = U∗2 (τ ) with qq(τ ) ≥ αpp(τ ). Then Don/Dopt ≤ 1+ 2α.
We show this result by Lemmas 4.13–4.21 as follows: Since B0 = U∗2 (τ ) and qq(τ ) ≥ αpp(τ ), we have Jq(τ ) ∈ U∗2 (τ ) and
pp(τ ) ≥ pq(τ ) > qq(τ ) ≥ αpp(τ ). By Observation 10,
Dopt ≥ L(Jq(τ ), Jp(τ )) ≥ pp(τ ) + qq(τ ). (17)
Recall Convention 1 that B1 ⊆ U∗1 (S1) and p(1) < pp(S1) ≤ pp(τ ).
Lemma 4.13. Don/Dopt ≤ 1 + 2α if any of the following three conditions holds: (a) rq(τ ) ≥ S1; (b) rq(τ ) < S1 ≤ rp(τ ); (c)
rp(τ ) < S1 ≤ 1+α2 pp(τ ).
Proof. We consider the three conditions individually in the following:
Case 1. (a) holds. Then Dopt ≥ S1 + pq(τ ) + qq(τ ), so Don − Dopt ≤ p(1) + (1 − α)pp(τ ) from (1) and pq(τ ) ≥ αpp(τ ). Since
Dopt ≥ L(J(1), Jp(τ )) ≥ p(1) + pp(τ ), we are done by Lemma 3.1(iv).
Case 2. (b) holds. Then Dopt ≥ S1 + pp(τ ). From (1),
Don − Dopt ≤ p(1) + qq(τ ). (18)
Given rq(τ ) < S1 and Observation 6, we have p(1) < pq(τ ) ≤ pp(S1) and q(1) > qq(τ ) ≥ αpp(τ ). Since J(1) is the job with the
minimal delivery time in batch B1, we have q′ > q(1) ≥ αpp(τ ),∀J ′ ∈ B1. Recall that B1 ⊆ U∗1 (S1). Then B1 ⊆ A(S1) ∪ C(S1).
If A(S1) ≠ ∅, by Observation 12(b), then Dopt ≥ p(1) + (1 + α)pp(S1). Recall that qq(τ ) < pq(τ ) ≤ pp(S1). From (18) and by
Lemma 3.1(iii), we are done. Suppose A(S1) = ∅. Then B1 = C(S1). When p(1) < αpp(τ ), given (17) and (18), we are done by
Lemma 3.1(iv). When p(1) ≥ αpp(τ ), given J(1) ≠ Jp(S1), we have p(1) < 1+α2 pp(S1) and E(S1) = ∅ by sub-procedure H1 (Case
3.2.1). Then qq(τ ) < 1+α2 pp(S1) as Jq(τ ) ∈ U∗2 (S1). By (17) and (18) and Lemma 3.1(ii), we are done.
Case 3 (c) holds. Then Jp(S1) = Jp(τ ). From (1) to (17), Don − Dopt ≤ S1 + p(1) ≤ p(1) + 1+α2 pp(τ ). If p(1) < 1+α2 pp(τ ), given
Dopt ≥ L(J(1), Jp(τ )) ≥ p(1)+pp(τ ), we are done by Lemma 3.1(ii). Assume that p(1) ≥ 1+α2 pp(τ ). ThenDopt ≥ p(1)+(1+α)pp(τ )
from Observation 12(a). By Lemma 3.1(iii), we are done. Lemma 4.13 follows. 
By Lemma 4.13, we may assume that rp(τ ) < S1, rq(τ ) < S1, and S1 > 1+α2 pp(τ ) in the rest of subcase (2e). From
Observations 6 to 8, we assume the following convention:
Convention 4. m ≥ 2, Jp(S1) = Jp(τ ), p(1) < pq(τ ) ≤ pp(τ ), and q(1) > qq(τ ) ≥ αpp(τ ).
Lemma 4.14. Suppose J(2) = Jp(S2). Then Don/Dopt ≤ 1+ 2α.
Proof. Since J(2) = Jp(S2), J(3) is the job J(i) from the preamble to Lemmas 3.2–3.5. By Observation 7, rmin(Bi) > S2, where i =
0, 1. From (17),Dopt ≥ S2+pp(τ )+qq(τ ) andDon−Dopt ≤ p(2)+p(1) by (1). Set z = p(1) < pp(τ ). If Sπ(2) ≥ S2, given rmin(Bi) > S2,
where i = 0, 1, we have Dopt ≥ S2 +max{L(J(1), J(2)), L(J(1), Jp(τ ))} ≥ S2 +max{p(2), pp(τ )} + p(1). By Lemma 3.4(ii), we are
done. Assume that Sπ(2) < S2. Then J(2) ≺ J ′, ∀J ′ ∈ Bi, where i = 0, 1. By (17), Dopt ≥ Sπ(2) + p(2) + pp(τ ) + qq(τ ). From (1), we
have Don − Dopt ≤ S2 + p(1), so Don − Dopt ≤ min{p(2) + z, S2 + z}. There are two situations:
First, p(1) < 1+α2 pp(τ ). Since Dopt ≥ Sπ(2) + p(2) + L(J(1), Jp(τ )) ≥ Sπ(2) + p(2) + pp(τ ) + p(1), we are done by Lemma 3.5(ii).
Second, p(1) ≥ 1+α2 pp(τ ). The fact Jp(S1) = Jp(τ ) and Observation 12(a) imply L(Ja(S1), J(1), Jp(τ )) ≥ p(1) + (1 + α)pp(τ ). Then
Dopt ≥ Sπ(2) + p(2) + L(Ja(S1), J(1), Jp(τ )) ≥ Sπ(2) + p(2) + (1 + α)pp(τ ) + p(1). By Lemma 3.5(iii), we are done. Lemma 4.14
follows. 
From Lemma 4.14, in the following, we may assume that J(2) ≠ Jp(S2). By Observation 3(a), we assume the following
Convention 5:
Convention 5. B2 ⊆ U∗1 (S2) and p(2) < pp(S2) ≤ pp(S1) = pp(τ ).
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Lemma 4.15. Suppose that A(S1) ≠ ∅. Then Don/Dopt ≤ 1+ 2α.
Proof. From Observation 5, rmin(A(S1)) > S2 and A(S1) ⊆ B1 and so Ja(S1) ∈ B1. Recall Convention 4 that Jp(S1) = Jp(τ ),
qq(τ ) < pq(τ ) ≤ pp(τ ), and qq(τ ) < q(1). There are two situations:
First, r(1) ≥ S2. If Sπp(τ ) < S2, then Jp(τ ) ≺ Ja(S1), so Dopt ≥ pp(τ )+pa(S1)+qa(S1) ≥ (2+α)pp(τ ). Since Dopt ≥ S2+p(1)+q(1),
we obtain Don − Dopt ≤ p(2) + pp(τ ) from (1). By Lemma 3.1(iii), we are done. If Sπp(τ ) ≥ S2, as rmin(A(S1)) > S2 and from
Observation 12(b), we have Dopt ≥ S2 + L(Ja(S1), J(1), Jp(τ )) ≥ S2 + p(1) + (1+ α)pp(τ ). Then Don − Dopt ≤ p(2) + (1− α)pp(τ )
by (1). From Observation 10, Dopt ≥ L(J(2), Jp(τ )) ≥ p(2) + pp(τ ). By Lemma 3.1(iv), we are done.
Second, r(1) < S2. Recall Convention 1 that B1 ⊆ U∗1 (S1) and Convention 4 that q(1) > αpp(τ ). Then J(1) ∈ C(S1).
Since A(S1) ⊆ B1, by sub-procedure H1 (Case 3.1), we have B1 = A(S1) ∪ C(S1) with pa(S1) ≥ αpp(τ ). By Observation 6,
B2 = A(S2) and p(2) < αpp(S2) ≤ αpp(τ ). Since rmin(A(S1)) > S2, Dopt ≥ S2 + L(Ja(S1)) ≥ S2 + (1 + 2α)pp(τ ).
So Don − Dopt ≤ p(2) + p(1) + pp(τ ) + qq(τ ) − (1 + 2α)pp(τ ) ≤ p(1) + (1 − α)pp(τ ) by (1). From Observation 10,
Dopt ≥ L(J(1), Jp(τ )) ≥ p(1) + pp(τ ). By Lemma 3.1(iv), we are done. Lemma 4.15 follows. 
From Lemma 4.15, in the remainder of subcase (2e), we may assume A(S1) = ∅. Recall Convention 1 that B1 ⊆ U∗1 (S1)
and p1 < pp(S1), and Convention 4 that Jp(S1) = Jp(τ ) and q(1) > αpp(τ ). By the definition of R(S1) in sub-procedure H1
(Case 3.2.1), we assume the following convention:
Convention 6. B1 = C(S1) and p(1) < 1+α2 pp(S1) = 1+α2 pp(τ ).
Claim 4.1. p(1) + qq(τ ) < (1+ α)pp(τ ).
Proof. Suppose p(1)+qq(τ ) ≥ (1+α)pp(τ ). Then qq(τ ) > 1+α2 pp(τ ) as p(1) < 1+α2 pp(τ ). Furthermore, we have Jq(τ ) ∈ E(S1) ≠ ∅
since rq(τ ) < S1. Since J(1) ≠ Jp(S1) and B1 = C(S1), by the definition of R(S1) (Case 3.2.1), we get p(1) < αpp(S1) = αpp(τ ).
Then p(1) + qq(τ ) < (1+ α)pp(τ ) as qq(τ ) < pp(τ ), a contradiction. The claim follows. 
Lemma 4.16. Suppose p(2) ≥ 1+α2 pp(τ ). Then Don/Dopt ≤ 1+ 2α.
Proof. Recall Convention 6 that p(1) < 1+α2 pp(τ ). The condition p(2) ≥ 1+α2 pp(τ ) results in r(1) > S2 by Observation 4. As
p(2) ≥ 1+α2 pp(τ ) ≥ 1+α2 pp(S2) and J(2) ≠ Jp(S2), we have Dopt ≥ p(2) + (1+ α)pp(S2) by Observation 12(a). There are two cases
to consider:
Case 1. rp(τ ) < S2. Then Jp(S2) = Jp(τ ) and Dopt ≥ p(2) + (1+ α)pp(τ ). Since r(1) > S2 and by Convention 4 that q(1) > qq(τ ), we
get Dopt ≥ S2 + p(1) + q(1) > S2 + p(1) + qq(τ ) and Don − Dopt < p(2) + pp(τ ) by (1). By Lemma 3.1(iii), we are done.
Case 2. rp(τ ) ≥ S2. Since r(1) > S2, by Observation 10, Dopt ≥ S2+ L(J(1), Jp(τ )) ≥ S2+ p(1)+ pp(τ ). So Don−Dopt < p(2)+ qq(τ )
by (1). When rq(τ ) ≤ S2, we have p(2) < pq(τ ) ≤ pp(S2) from Observation 6. Recall that qq(τ ) < pq(τ ). Given Dopt ≥
p(2)+ (1+α)pp(S2), we are done by Lemma 3.1(iii). When rq(τ ) > S2, we have Dopt ≥ S2+ L(Jq(τ ), Jp(τ )) > αp(2)+pp(τ )+qq(τ )
from Observation 3(a, b) and (15). Since max{p(2), qq(τ )} < pp(τ ), we are done by Lemma 3.1(vi). Lemma 4.16 follows. 
From Lemma 4.16, in the following, we may assume Convention 7:
Convention 7. p(2) < 1+α2 pp(τ ).
Lemma 4.17. Don/Dopt ≤ 1+ 2α if any of the following two conditions holds:
(a) min{Sπp(τ ), Sπq(τ )} ≥ S2; (b) min{Sπp(τ ), Sπ(1)} ≥ S2.
Proof. We consider the two conditions separately as follows:
Case 1. (a) holds. From (15), Dopt ≥ S2 + pp(τ ) + qq(τ ) and so Don − Dopt ≤ p(2) + p(1) by (1). From Convention 6 and 7,
max{p(1), p(2)} < 1+α2 pp(τ ). Given Dopt ≥ L(J(1), Jp(τ )) ≥ pp(τ ) + p(1), we are done by Lemma 3.1(ii).
Case 2. (b) holds. Then Dopt ≥ S2 + L(J(1), Jp(τ )) ≥ S2 + p(1) + pp(τ ). By (1),
Don − Dopt < p(2) + qq(τ ). (19)
Since Sπp(τ ) ≥ S2, we may assume Sπq(τ ) < S2 by Lemma 4.17(a). Then rq(τ ) < S2 and p(2) < pq(τ ) ≤ pp(S2) by Observation 6.
Recall that p(2) < 1+α2 pp(τ ) and qq(τ ) < pp(τ ). When qq(τ ) ≤ 1+α2 pp(τ ) or p(2) < αpp(τ ), given (17) and (19), we are done
by Lemma 3.1(ii) or Lemma 3.1(iv). Otherwise, qq(τ ) > 1+α2 pp(τ ) and p(2) ≥ αpp(τ ). We assert that A(S2) ≠ ∅. Suppose
A(S2) = ∅. Since rq(τ ) < S2 and qq(τ ) > 1+α2 pp(τ ) ≥ 1+α2 pp(S2), we have E(S2) ≠ ∅ by the definition of E(S2). The condition
p(2) ≥ αpp(τ ) ≥ αpp(S2) and the definition of R(S2) (Case 3.2.1) imply B2 = C(S2) ∪ U∗2 (S2). So Jq(τ ) ∈ B2. This contradicts
Jq(τ ) ∈ B0. Hence the assertion holds. Then Dopt ≥ p(2) + (1+ α)pp(S2) ≥ p(2) + (1+ α)pq(τ ) by Observation 12(b). Note that
qq(τ ) < pq(τ ) and p(2) < pq(τ ). From (19), we are done by Lemma 3.1(iii). Lemma 4.17 follows. 
Lemma 4.18. Suppose r(1) ≥ S2. Then Don/Dopt ≤ 1+ 2α.
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Proof. Since Sπ(1) ≥ r(1) ≥ S2, we may assume that Sπp(τ ) < S2 from Lemma 4.17(b). Then rp(τ ) < S2 and Jp(S2) = Jp(S1) = Jp(τ ).
Given Dopt ≥ S2 + p(1) + q(1), by Convention 4 that q(1) > qq(τ ) and (1), we have
Don − Dopt < p(2) + pp(τ ). (20)
If A(S2) ≠ ∅, by Observation 12(b), we get Dopt ≥ p(2)+ (1+α)pp(τ ). From (20) and by Lemma 3.1(iii), we are done. Suppose
A(S2) = ∅. Given r(1) ≥ S2, we have Jp(τ ) ≺ J(1). So
Dopt ≥ Sπp(τ ) + pp(τ ) + p(1) + q(1) > Sπp(τ ) + pp(τ ) + p(1) + qq(τ ). (21)
If S2 ≤ 1+α2 pp(τ ), by (1) and (21), then Don − Dopt ≤ S2 + p(2). Recall Convention 7 that p(2) < 1+α2 pp(τ ). Given
Dopt ≥ L(J(2), Jp(τ )) ≥ pp(τ ) + p(2), by Lemma 3.1(ii) we are done. Assume that S2 > 1+α2 pp(τ ). Thenm ≥ 3 by Observation 8.
The assumption A(S2) = ∅ and Observation 9 imply that B2 = C(S2) and q(2) ≥ αpp(τ ).
If J(2) and Jp(τ ) are not in the same batch in π , given Jp(τ ) ≺ J(1), we have Dopt ≥ min{p(2) + pp(τ ) + p(1) + q(1), pp(τ ) +
p(2) + q(2)}. Since min{q(1), q(2)} ≥ αpp(τ ), we get Dopt ≥ p(2) + (1+ α)pp(τ ). From (20) and by Lemma 3.1(iii), we are done.
Assume that J(2) and Jp(τ ) belong to the same batch in π , i.e., Sπp(τ ) = Sπ(2). Then
Dopt ≥ Sπp(τ ) + pp(τ ) + q(2). (22)
Two cases are to be considered:
Case1. There exists at least one job J(j) ∈ {J(3), . . . , J(m)} such that p(j) ≥ pp(τ ). Let J(i) be the onewith theminimum index. Then
J(i) = Jp(Si). By Observation 7, rp(τ ) > Si ≥ 1+α2 p(i) ≥ 1+α2 pp(τ ). From (22), Dopt ≥ 1+α2 pp(τ )+pp(τ )+q(2) > p(2)+ (1+α)pp(τ ).
From (20), we are done by Lemma 3.1(iii).
Case 2. Any job J(j) ∈ {J(3), . . . , J(m)} satisfies p(j) < pp(τ ). If Sπp(τ ) ≥ S3, by (1) and (21), then Don − Dopt ≤ p(3) + p(2). From
Observation 3(a, b) and (22), Dopt ≥ S3+ pp(τ )+ q(2) > αp(3)+ pp(τ )+ p(2). As p(2) < 1+α2 pp(τ ) and p(3) < pp(τ ), we are done
by Lemma 3.1(vi). Suppose that Sπp(τ ) < S3. Recall that S
π
p(τ ) = Sπ(2). Then rp(τ ) < S3 and r(2) ≤ Sπ(2) < S3 and Jp(S3) = Jp(τ ). As
J(2) ∈ C(S2) and by Observation 6, we obtain B3 = A(S3), p(3) < αpp(τ ), and q3 ≥ (1+ α)pp(τ ). There are two situations:
First, Sπp(τ ) ≤ Sπ(3). ThenDopt ≥ pp(τ )+q3 ≥ (2+α)pp(τ ). From (20) and by Lemma3.1(iii), we are done. Second, Sπp(τ ) > Sπ(3).
By (21), we have
Dopt ≥ Sπ(3) + p(3) + pp(τ ) + p(1) + qq(τ ). (23)
Recall Convention 7 that p(2) < 1+α2 pp(τ ). If S3 ≤ 1+α2 pp(τ ), then Don − Dopt ≤ S3 + p(2) by (1) and (23). From (22),
Dopt ≥ pp(τ ) + p(2). By Lemma 3.1(ii), we are done. Suppose S3 > 1+α2 pp(τ ). Given B3 = A(S3), Observation 8 and 5, we
obtainm ≥ 4 and Sπp(τ ) > Sπ(3) ≥ r(3) > S4. Then Don − Dopt ≤ p(4) + p(2) by (1) and (23). From Observation 3(a, b) and (22),
Dopt > S4 + pp(τ ) + p(2) > αp(4) + pp(τ ) + p(2). Since p(4) < pp(τ ), we are done by Lemma 3.1(vi). Lemma 4.18 follows. 
In the following we assume that r(1) < S2. Recall Convention 6 that B1 = C(S1). From Observation 6, we assume the
following Convention 8:
Convention 8. B2 = A(S2), p(2) < p(1) ≤ pp(S2), p(2) < αpp(S2) ≤ αpp(S1) = αpp(τ ), and q(2) ≥ (1+ α)pp(S2) > q(1).
Lemma 4.19. Suppose m = 2. Then Don/Dopt ≤ 1+ 2α.
Proof. Note that B2 = A(S2). Sincem = 2 and r(1) < S2, by Observation 3(a, b) and Observation 8, we have (1− α)pp(S2) ≤
S2 ≤ 1+α2 pp(S2). We distinguish two cases:
Case 1. S2 = (1 − α)pp(S2). From (1) and (17), Don − Dopt ≤ S2 + p(2) + p(1). Note Convention 8, p(2) < αpp(S2) ≤ αpp(τ ),
q(2) ≥ (1+ α)pp(S2), and p(1) ≤ pp(S2). There are two situations:




≤ S2 + p(2) + p(1)
p(2) + p(1) + pp(S2)
≤ (1− α + α + 1)pp(S2)
(α + 1+ 1)pp(S2)
= 2
2+ α = 2α.
Second, pp(S2) <
1+α
2 pp(τ ). Since Dopt ≥ L(J(1), Jp(τ )) ≥ p(1) + pp(τ ), we have
Don − Dopt
Dopt
≤ S2 + p(2) + p(1)
p(1) + pp(τ ) ≤
(1− α + α + 1)pp(S2)
(1+ 1+ α)pp(S2)
= 2
2+ α = 2α.
Case 2. (1 − α)pp(S2) < S2 ≤ 1+α2 pp(S2). If min{rp(τ ), rq(τ )} ≥ S2, then min{Sπp(τ ), Sπq(τ )} ≥ S2. By Lemma 4.17(a), we are
done. Assume that min{rp(τ ), rq(τ )} < S2. Let J ′ be the job in {Jp(τ ), Jq(τ )} with the minimum arrival time. Then r ′ < S2 and
J ′ ∈ U∗2 (S2) as J ′ ∈ U∗2 (τ ). So Jp(S2) ∈ U∗2 (S2) and pp(S2) ≥ p′. We assert that r(2) = S2. Suppose r(2) < S2. The assumption
m = 2 implies that there exists an idle time interval immediately before time S2. Since r(1) < S2 and B2 = A(S2), by Step 2
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of algorithm H , the starting time of J(2) in σ is no later than max{r ′, (1 − α)pp(S2)} < S2. This contradicts J(2) ∈ B2. Hence
r(2) = S2. Two situations are to be considered:
First, rp(τ ) < S2. Then Jp(S2) = Jp(τ ) and q(2) ≥ (1+α)pp(τ ). Since r(2) = S2, we have Dopt ≥ S2+p(2)+q(2) > 2pp(τ ). By (1)
and by Claim 4.1 that p(1)+ qq(τ ) < (1+α)pp(τ ), we have Don−Dopt ≤ p(1)+ pp(τ )+ qq(τ )− q(2) ≤ pp(τ ) < 12Dopt < 2αDopt.
Second, rp(τ ) ≥ S2. Then J ′ = Jq(τ ) and rq(τ ) < S2. By Lemma 4.17(a), we just need to consider the situation Sπq(τ ) < S2. Then
Dopt ≥ pq(τ ) + L(J(2), Jp(τ )) ≥ pq(τ ) + p(2) + pp(τ ) and we obtain Don − Dopt ≤ S2 + p(1) ≤ 1+α2 pp(S2) + p(1) from (1) and
qq(τ ) < pq(τ ). Recall Convention 4 and 6 that p(1) < min{ 1+α2 pp(τ ), pq(τ )}. Since pp(S2) ≤ pp(τ ), by Lemma 3.1(ii), we are done.
Lemma 4.19 follows. 
It remains to analyze m ≥ 3 in the following discussion. By Convention 8, B2 = A(S2) with p(2) < αpp(S2). From
Observation 5, we get rmin(B2) > S3.
Lemma 4.20. Suppose r(1) < S2 < rp(τ ). Then Don/Dopt ≤ 1+ 2α.
Proof. We may assume that max{Sπq(τ ), Sπ(1)} < S2, given Lemma 4.17 and the fact that Sπp(τ ) ≥ rp(τ ) > S2. Then
max{rq(τ ), r(1)} < S2, Jq(τ ) ≺ Jp(τ ), and J(1) ≺ Jp(τ ). By Observation 6, p(2) < p(1) < pq(τ ) ≤ pp(S2). Since Dopt ≥ S2 + pp(τ ), by
(1), we have
Don − Dopt ≤ p(2) + p(1) + qq(τ ). (24)
From Convention 8, p(2) < αpp(S2) ≤ αpp(τ ) and q(2) ≥ (1+ α)pp(S2). Given Jq(τ ) ≺ Jp(τ ),
L(J(2), Jq(τ ), Jp(τ )) ≥ min{pq(τ ) + q(2), p(2) + pq(τ ) + pp(τ )} ≥ p(2) + pq(τ ) + pp(S2). (25)
We consider two cases:
Case 1. p(1) < αpp(τ ). Note that qq(τ ) < pq(τ ) ≤ pp(S2). There are two possibilities:
First, pp(S2) ≥ 1+α2 pp(τ ). From (24) to (25), we have
Don − Dopt
Dopt
≤ p(2) + p(1) + qq(τ )
p(2) + pq(τ ) + pp(S2)
≤ (α + α(1+ α)+ 1)pp(S2)




2 pp(τ ). Given Jq(τ ) ≺ Jp(τ ), we obtain Dopt ≥ pq(τ ) + pp(τ ). By (24),
Don − Dopt
Dopt
≤ p(2) + p(1) + qq(τ )
pq(τ ) + pp(τ ) ≤
(1+ α)pp(S2) + αpp(τ )
pp(S2) + pp(τ )
<





Case 2. p(1) ≥ αpp(τ ). By Convention 6, B1 = C(S1) and p(1) < 1+α2 pp(S1) = 1+α2 pp(τ ). The definition of R(S1) (Case 3.2.1)
implies E(S1) = ∅. Given rq(τ ) < S2, we have qq(τ ) < 1+α2 pp(S1) = 1+α2 pp(τ ). If J(1) and Jq(τ ) are not in the same batch in π , as
Jq(τ ) ≺ Jp(τ ) and J(1) ≺ Jp(τ ), we have Dopt ≥ p(1) + pq(τ ) + pp(τ ). From (24),
Don − Dopt
Dopt
≤ p(2) + p(1) + qq(τ )
p(1) + pq(τ ) + pp(τ ) ≤
p(2) + p(1) + qq(τ )
p(1) + qq(τ ) + pp(τ ) ≤

α + 1+α2 + 1+α2

pp(τ ) 1+α




2+ α < 2α.
Assume that J(1) and Jq(τ ) are in the same batch in π , i.e., Sπ(1) = Sπq(τ ). There are two subcases:
Case 2.1. J(3) = Jp(S3). Then J(3) is the job J(i) from the preamble to Lemmas 3.2–3.5. By Observation 7, rmin(Bi) > S3 ≥ 1+α2 p(3),
where i = 0, 1, 2. From (25), we have Dopt ≥ S3 + L(J(2), Jq(τ ), Jp(τ )) ≥ S3 + p(2) + pq(τ ) + pp(S2). By (1), we have
Don − Dopt ≤ p(3) + pp(τ ) (26)
by Convention 4 that p(1) < pq(τ ) ≤ pp(S2) and qq(τ ) < pq(τ ). Since Jq(τ ) ≺ Jp(τ ), we obtain
Dopt ≥ S3 + pq(τ ) + pp(τ ) ≥ 1+ α2 p(3) + pq(τ ) + pp(τ ). (27)
There are two possibilities: First, p(3) < pq(τ ). From (26) to (27),
Don − Dopt
Dopt
≤ p(3) + pp(τ )1+α
2 p(3) + pq(τ ) + pp(τ )
≤ pq(τ ) + pp(τ ) 1+α
2 + 1

pq(τ ) + pp(τ )





pp(τ ) + pp(τ )
= 2α,
given pq(τ ) > qq(τ ) > αpp(τ ). Second, p(3) ≥ pq(τ ). Then Dopt ≥ ( 1+α2 + 1)pq(τ ) + pp(τ ) from (27). Recall that qq(τ ) <
min{pq(τ ), 1+α2 pp(τ )} and p1 < min{pq(τ ), 1+α2 pp(τ )}. By (24),
Don − Dopt
Dopt
≤ p(2) + p(1) + qq(τ ) 1+α
2 + 1

pq(τ ) + pp(τ )
≤ αpp(τ ) + 2max{p(1), qq(τ )} 1+α
2 + 1

max{p(1), qq(τ )} + pp(τ )
≤

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Case 2.2. J(3) ≠ Jp(S3). Then p(3) < pp(S3) ≤ pp(S2) ≤ pp(S1) = pp(τ ). Recall that Jq(τ ) ≺ Jp(τ ) andmax{p(1), qq(τ )} < pq(τ ) ≤ pp(S2).
Two situations are to be considered:
First, Sπq(τ ) ≥ S3. Then Dopt ≥ S3 + pq(τ ) + pp(τ ) as Jq(τ ) ≺ Jp(τ ), so Don − Dopt ≤ p(3) + p(2) + p(1) by (1). From (25),
Dopt ≥ S3 + L(J(2), Jq(τ ), Jp(τ )) > αp(3) + p(2) + pq(τ ) + pp(S2), so
Don − Dopt
Dopt
≤ p(3) + p(2) + p(1)
αp(3) + p(2) + pq(τ ) + pp(S2)
≤ (1+ α + 1)pp(S2)




Second, Sπq(τ ) < S3. Then Jq(τ ) ≺ {J(2), Jp(τ )} as r(2) > S3, so Dopt ≥ pq(τ ) + L(J(2), Jp(τ )) ≥ pq(τ ) + p(2) + pp(τ ). From (1),
we obtain Don − Dopt ≤ S2 + p(1). If S2 < 1+α2 pp(τ ), given Dopt ≥ L(J(1), Jp(τ )) ≥ p(1) + pp(τ ) and Convention 6 that
p1 < 1+α2 pp(τ ), we are done by Lemma 3.1(ii). Assume that S2 ≥ 1+α2 pp(τ ). We assert that p(1) < 1+α2 pp(S2). Suppose
p(1) ≥ 1+α2 pp(S2). Recall Convention 6 that B1 = C(S1). Since r(1) < S2, we have J(1) ∈ C(S2) by Observation 6. Since
αpp(τ ) ≤ p(1) < 1+α2 pp(τ ), we have B1 = C(S1) ∪ U∗2 (S1) by the definition of R(S1) in sub-procedure H1 (Case 3.2.2).
Then Jp(τ ) ∈ B1. This contradicts Jp(τ ) ∈ B0. Hence the assertion holds. By Convention 8, p(2) < αpp(S2) ≤ αpp(τ ) and
q(2) ≥ (1+ α)pp(S2). Since Dopt ≥ pq(τ ) + L(J(2)) ≥ pq(τ ) + p(2) + q(2) and pq(τ ) ≤ pp(S2), by (24), we have
Don − Dopt
Dopt
≤ p(2) + p(1) + qq(τ )
pq(τ ) + p(2) + q(2) ≤
p(2) + p(1) + pq(τ )
pq(τ ) + p(2) + q(2) ≤
(α + 1+α2 + 1)pp(S2)




Lemma 4.20 follows. 
Lemma 4.21. Suppose r(1) < S2 and rp(τ ) ≤ S2. Then Don/Dopt ≤ 1+ 2α.
Proof. The assumption rp(τ ) ≤ S2 implies Jp(S2) = Jp(S1) = Jp(τ ). By Convention 8, B2 = A(S2), p(2) < αpp(τ ), and
q(2) ≥ (1+ α)pp(τ ). From (17),
L(J(2), Jq(τ ), Jp(τ )) ≥ min{pq(τ ) + q(2), p(2) + L(Jq(τ ), Jp(τ ))} ≥ p(2) + pp(τ ) + qq(τ ). (28)
Case 1. J(3) = Jp(S3). Then J(3) is the job J(i) from the preamble to Lemmas 3.2–3.5. From Observation 7, rmin(Bi) > S3, where
i = 0, 1, 2. By (28), Dopt ≥ S3 + p(2) + pp(τ ) + qq(τ ). So Don − Dopt ≤ p(3) + p(1) from (1). By Convention 6, p(1) < 1+α2 pp(τ ).
Set z = p(1).
If Sπ(3) ≥ S3, then Dopt ≥ S3 + max{L(J(1), J(3)), L(J(1), Jp(τ ))} ≥ S3 + max{p(3), pp(τ )} + p(1). By Lemma 3.4(ii), we are
done. Suppose Sπ(3) < S3. Then J(3) ≺ J ′,∀J ′ ∈ Bi, i = 0, 1, 2. By (28), Dopt ≥ Sπ(3) + p(3) + p(2) + pp(τ ) + qq(τ ). From (1),
Don−Dopt ≤ S3+p(1), so Don−Dopt ≤ min{p(3)+ z, S3+ z}. Since Dopt ≥ Sπ(3)+p(3)+ L(J(1), Jp(τ )) ≥ Sπ(3)+p(3)+pp(τ )+p(1),
by Lemma 3.5(ii), we are done.
Case2. J(3) ≠ Jp(S3). Then p(3) < pp(S3) ≤ pp(S2) = pp(τ ). Since r(2) > S3, we haveDopt ≥ S3+p(2)+q(2) ≥ S3+p(2)+(1+α)pp(τ ).
By Claim 4.1, p(1) + qq(τ ) < (1+ α)pp(τ ). From (1),
Don − Dopt < p(3) + pp(τ ). (29)
If Sπp(τ ) ≤ Sπ(2), then Dopt ≥ pp(τ ) + q(2) ≥ (2+ α)pp(τ ). By (29) and Lemma 3.1(iii), we are done. Suppose Sπp(τ ) > Sπ(2). Recall
that rmin(B2) > S3. Then J(2) ≺ Jp(τ ) and Sπp(τ ) > Sπ(2) ≥ r(2) > S3. There are two situations:
First, Sπq(τ ) < S3. Then rq(τ ) < S3, so p(3) < pq(τ ) by Observation 6. Given r(2) > S3, we have Jq(τ ) ≺ J(2) and
Dopt ≥ pq(τ ) + p(2) + q(2) > p(3) + (1+ α)pp(τ ). From (29) and by Lemma 3.1(iii), we are done.
Second, Sπq(τ ) ≥ S3. From (28), Dopt ≥ S3 + L(J(2), Jq(τ ), Jp(τ )) ≥ S3 + p(2) + pp(τ ) + qq(τ ). So Don − Dopt < p(3) + p(1)
by (1). Recall Convention 6 that p(1) < 1+α2 pp(τ ). If p(3) <
1+α
2 pp(τ ), given Dopt ≥ L(J(1), Jp(τ )) ≥ p(1) + pp(τ ), we
are done by Lemma 3.1(ii). If p(3) ≥ 1+α2 pp(τ ), then p(1) < p(3) and r(1) > S3 by Observation 4. By Observation 3(a,
b), Dopt ≥ S3 + L(J(1), Jp(τ )) > αp(3) + pp(τ ) + p(1). Since p(3) < pp(τ ), we are done by Lemma 3.1(vi). Lemma 4.21
follows. 
From Lemmas 4.13 to 4.21, we establish Theorem 4.7.
To conclude, we have completed the analysis of algorithm H and proved that the competitive ratio of algorithm H is no
greater than 1+ 2α.
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