Classification refers to the process of mapping an assignment of values to some random variables F, the features, into a value for a distinguished random variable C, the class. Learning a system, the classifier, from a collection of assignments to (F, C) such that it performs accurate classification is a classical area of research in machine learning. A proof of the interest of the research community in classification is the large number of different approaches to solving the problem that exist in the literature. This special issue is devoted to a particular approach, the probabilistic approach, where learning a classifier reduces to learning a probability distribution for (F, C). Among the different approaches to estimating this probability distribution, this special issue focuses on the socalled probabilistic graphical models, which model the conditional independencies in the probability distribution by means of a graph. Exploiting the conditional independencies encoded in the graph leads to a robust estimate of the probability distribution. Since the publication of Pearl (1988), probabilistic graphical models have been applied to a wide range of problems, including classification. See Friedman, Geiger, and Goldszmidt (1997) for a seminal work on probabilistic graphical models for classification. This special issue reports new advances in probabilistic graphical models for classification. It includes five high-quality research papers that address three important questions.
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