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Abstract
In this paper, we show that σ-involutions associated to extendable c = 4/5
Virasoro vectors generate a 3-transposition group in the automorphism group of a
vertex operator algebra (VOA). Several explicit examples related to lattice VOA
are also discussed in details. In particular, we show that the automorphism group
of the VOA V νˆK12 associated to the Coxeter Todd lattice K12 contains a subgroup
isomorphic to +Ω−(8, 3).
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1 Introduction
Miyamoto’s work on involutions associated to simple Virasoro vertex operator algebra
L(1/2, 0) is a very beautiful theory in vertex operator algebra (VOA) theory. Partially
motivated by the work of Conway [C] and Dong et al. [DMZ], Miyamoto [Mi1] discov-
ered a simple method to construct an involutive automorphism associated to a sub VOA
isomorphic to the simple Virasoro vertex operator algebra L(1/2, 0) as follows:
Let W ∼= L(1/2, 0) be a sub VOA of a VOA V and let e be the conformal element of
W . Let Ve(h) be the sum of all irreducible W -submodules of V isomorphic to L(1/2, h)
for h = 0, 1/2, 1/16. Then one has the isotypical decomposition:
V = Ve(0)⊕ Ve(1/2)⊕ Ve(1/16).
Define a linear automorphism τe on V by
τe =

 1 on Ve(0)⊕ Ve(1/2),−1 on Ve(1/16).
Then τe becomes an automorphism on the VOA V .
When V = V ♮ is the Moonshine VOA, then the automorphism τe defines a 2A-
involution in the Monster simple group. Miyamoto also showed in [Mi4] (see also [Ho¨])
that there is a one to one correspondence between the 2A elements of the Monster and sub
VOAs of the Moonshine vertex operator algebra which is isomorphic to the simple Vira-
soro VOA L(1
2
, 0). In fact, Miyamoto gives a new construction of the famous Moonshine
VOA in [Mi4] directly using simple Virasoro VOA L(1
2
, 0).
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On the fixed point subalgebra V τe = Ve(0) ⊕ Ve(1/2), one can define another linear
automorphism σe by
σe =

 1 on Ve(0),−1 on Ve(1/2).
Then σe defines an automorphism on V
τe . The Virasoro vector e is said to be σ-type in
V if τe = idV . In [Mi1], Miyamoto showed that if E is a set of Virasoro vectors of σ-type,
then the automorphism subgroup G = 〈σe | e ∈ E〉 is a 3-transposition group. Such kind
of groups are classified by Matsuo [Ma2] and they are 3-transposition groups of symplectic
type [CH].
It is natural to ask if Miyamoto’s theory can be generalized to other simple Virasoro
VOAs. In [Mi2], Miyamoto also showed that one can associate an automorphism ξU to a
sub VOA U isomorphic to the VOA L(4/5, 0)⊕L(4/5, 3), which describes the critical point
of the 3-state Potts model (See also[ZF]), and ξ3U = idV . On the fixed point subalgebra
V ξU , one can define an involutive automorphism σU on V
ξU (see Proposition 2.8).
Let U ∼= L(4/5, 0) ⊕ L(4/5, 3) < V and let u be the conformal vector of U . Then
u is said to be of σ-type if ξU = idV . In this article, we will study groups generated by
σ-involutions associated to extendable c = 4/5 Virasoro vectors. We will show that they
generate a 3-transposition group. Several explicit examples related to lattice VOAs will be
discussed in details. In particular, we show that some 3-transposition group of orthogonal
type can be realized in this manner. One important example is the VOA V τˆK12 associated
to the Coxeter-Todd lattice K12. We show that σ-involutions associated to extendable
c = 4/5 Virasoro vectors in V τˆK12 generates a subgroup isomorphic to
+Ω−(8, 3), which we
believe is related to one of the 3-local subgroups 38.Ω−(8, 3) of the Monster simple group.
The organization of this article is as follows. In Section 2, we recall some basic prop-
erties of unitary Virasoro VOAs and their extensions. The representation theory of the
VOA W(4/5) ∼= L(4/5, 0) ⊕ L(4/5, 3) will also be reviewed. In particular, certain auto-
morphisms associated to W(4/5) will be defined. In Section 3, we study σ-involutions
associated to extendable c = 4/5 simple Virasoro vectors of σ-type in a VOA V . We
show that they generate a 3-transposition group in Aut(V ). In Section 4, we discuss
the Griess algebras generated two or three extendable c = 4/5 simple Virasoro vectors
of σ-type. Several explicit examples will be given in Section 5. The lattice type VOA
V τˆK12 associated to the Coxeter-Todd lattice K12 is of special interesting since it contains
certain exceptional Virasoro vectors, which give rise to some extra symmetries.
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2 Virasoro vertex operator algebras and their exten-
sions
For complex numbers c and h, we denote by L(c, h) the irreducible highest weight repre-
sentation of the Virasoro algebra with central charge c and highest weight h. It is shown
in [FZ] that L(c, 0) has a natural structure of a simple VOA.
Definition 2.1. An element e ∈ V is referred to as a Virasoro vector of central charge
ce ∈ C if e ∈ V2 and it satisfies e(1)e = 2e and e(3)e = (ce/2) · 1. It is well-known that the
associated modes Le(n) := e(n+1),n ∈ Z, generate a representation of the Virasoro algebra
on V (cf. [Mi1]), i.e., they satisfy the commutator relation:
[Le(m), Le(n)] = (m− n)Le(m+ n) + δm+n,0m
3 −m
12
ce.
Therefore, a Virasoro vector together with the vacuum vector generates a Virasoro VOA
inside V . We will denote this subalgebra by Vir(e). A Virasoro vector e is simple if
Vir(e) ∼= L(ce, 0).
2.1 Unitary Virasoro vertex operator algebras and their exten-
sions
Let
cm := 1− 6
(m+ 2)(m+ 3)
, m = 1, 2, . . . ,
h
(m)
r,s :=
{r(m+ 3)− s(m+ 2)}2 − 1
4(m+ 2)(m+ 3)
, 1 ≤ s ≤ r ≤ m+ 1.
(2.1)
It is shown in [W] that L(cm, 0) is rational and L(cm, h
(m)
r,s ), 1 ≤ s ≤ r ≤ m+1, provide all
inequivalent irreducible L(cm, 0)-modules (see also [DMZ]). This is the so-called unitary
series of the Virasoro VOAs. The fusion rules among L(cm, 0)-modules are computed in
[W] and given by
L(cm, h
(m)
r1,s1
) ⊠
L(cm,0)
L(cm, h
(m)
r2,s2
) =
∑
i∈I
j∈J
L(cm, h
(m)
|r1−r2|+2i−1,|s1−s2|+2j−1), (2.2)
where
I = {1 , 2, . . . , min{r1, r2, m+ 2− r1, m+ 2− r2}},
J = {1, 2, . . . , min{s1, s2, m+ 3− s1, m+ 3− s2}}.
Among L(cm, 0)-modules, only L(cm, 0) and L(cm, h
(m)
m+1,1) are simple currents. It is
shown in [LLY] that L(cm, 0)⊕L(cm, h(m)m+1,1) forms a simple current extension of L(cm, 0).
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Note that h
(m)
m+1,1 = m(m + 1)/4 is an integer if m ≡ 0, 3 (mod 4) and a half-integer if
m ≡ 1, 2 (mod 4).
Theorem 2.2 ([LLY]). (1) The Z2-graded simple current extension
W(cm) := L(cm, 0)⊕ L(cm, h(m)m+1,1)
has a unique simple rational vertex operator algebra structure if m ≡ 0, 3 (mod 4), and
a unique simple rational vertex operator superalgebra structure if m ≡ 1, 2 (mod 4), both
of which extends L(cm, 0).
Definition 2.3. Let m ≡ 0 or 3 (mod 4). A simple c = cm Virasoro vector u of a VOA
V is called extendable if there exists a non-zero highest weight vector w ∈ V of weight
h
(m)
m+1,1 = m(m + 1)/4 with respect to Vir(u) such that the subalgebra generated by u
and w is isomorphic to the extended Virasoro VOA W(cm). We will call such a w an
h
(m)
m+1,1-primary vector associated to u.
Lemma 2.4 (cf. [HLY2]). Let m ≡ 0, 3 (mod 4) and u ∈ V be a simple extendable
c = cm Virasoro vector. Then a h
(m)
m+1,1-primary vector associated to u is unique up a
scalar multiple.
Proof. See Lemma 2.9 of [HLY2].
In this article, we will mainly interested in the case c3 = 4/5. The following theorem
is proved in [KMY].
Theorem 2.5. The extended Virasoro VOA W(4/5) is rational and has six inequivalent
irreducible modules:
W [0], W [2/5], W [2/3]
+, W [2/3]
−, W [1/15]+, W [1/15]−,
where W [0] ∼= L(4/5, 0) ⊕ L(4/5, 3), W [2/5] ∼= L(4/5, 2/5) ⊕ L(4/5, 7/5), W [2/3]+ ∼= W [2/3]− ∼=
L(4/5, 2/3) and W [1/15]+ ∼= W [1/15]− ∼= L(4/5, 1/15) as L(4/5, 0)-modules. The ambiguity on
choosing signs ± is solved by fusion rules (cf. [Mi2]).
The fusion rules among irreducible W(4/5)-modules have some natural Z3-symmetries
(cf. [Mi2, LLY]) and we can extend them to automorphisms of VOAs containing these
extended Virasoro VOAs.
Theorem 2.6 ([Mi2, LLY]). Let V be a VOA and let U a sub VOA of V isomorphic to
W(4/5). Define a linear automorphism ξU of V to act on each irreducible W(4/5)-submodule
M by 
 1 if M
∼= W [0] or W [2/5],
e±2π
√−1/3 if M ∼= W [2/3]± or W [1/15]±.
Then ξU defines an element in Aut(V ) and ξ
3
U = 1.
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Definition 2.7. Let u be a simple c = 4/5 Virasoro vector in a VOA V . Let Vu[h] be
the sum of all irreducible Vir(u)-submodules of V isomorphic to L(4/5, h). The Virasoro
vector u is said to be of σ-type on V if Vu[h] = 0 for any h 6= 0, 3, 2/5, 7/5.
Proposition 2.8 ([Mi2]). Let u be a simple c = 4/5 Virasoro vector of σ-type on V .
Then the linear map σu defined by
σu :=

 1 on Vu[0]⊕ Vu[
7/5],
−1 on Vu[3]⊕ Vu[2/5].
(2.3)
is an automorphism of V .
By the classification of irreducible W(4/5)-modules, we have the following observation.
Lemma 2.9. Let u be a simple extendable c = 4/5 Virasoro vector of V and U the
subalgebra isomorphic to W(4/5) generated by u and its 3-primary vector. Then u is of
σ-type if and only if the automorphism ξU defined in Theorem 2.6 is trivial on V .
We also need the following result:
Lemma 2.10. Let V be a VOA with grading V =
⊕
n≥0 Vn, V0 = C1 and V1 = 0,
and let u ∈ V be a Virasoro vector such that Vir(u) ∼= L(cm, 0). Then the zero-mode
o(u) = u(1) acts on the Griess algebra of V semisimply with possible eigenvalues 2 and
h
(m)
r,s , 1 ≤ s ≤ r ≤ m+1. Moreover, if h(m)r,s 6= 2 for 1 ≤ s ≤ r ≤ m+1 then the eigenspace
for the eigenvalue 2 is one-dimensional, namely, it is spanned by the Virasoro vector u.
Proof. See Lemma 2.6 of [HLY1].
3 3-transposition property of σ-involutions
In this section, we will study σ-involutions associated to simple extendable c = 4/5
Virasoro vectors of σ-type in a VOA V . We will show that they generate a 3-transposition
group in Aut(V ). The main idea has be given in the arXiv preprint of Matsuo [Ma2].
Some technical details were also given but this part was removed in the final published
version.
Let V be a VOA of OZ-type, i.e., Vn = 0 for n < 0, V0 = C1 and V1 = 0. Then the
weight two subspace V2 forms a commutative (non-associative) algebra, called the Griess
algebra of V , with respect to the product a · b = a(1)b and has an invariant form defined
by (a|b)1 = a(3)b for a, b ∈ V2. We use B to denote the Griess algebra of V .
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Now let e be a simple extendable c = 4/5 Virasoro vector of σ-type and U the sub
VOA generated by e and its 3-primary vector. Then ξU = 1 and
V = VU [0]⊕ VU [2/5],
where VU [h] denotes the sum of all irreducible U -submodules of V isomorphic to W [h],
h = 0 or 2/5. Then the Griess algebra B can be decomposed as
B = Be(2)⊕ Be(0)⊕Be(2/5), (3.1)
where Be(h) = {a ∈ B | e(1)a = ha} and Be(2) = Ce (cf. Lemma 2.10). Since the bilinear
form is invariant, the decomposition (3.1) is indeed orthogonal decomposition.
Remark 3.1. If the Virasoro vector e is not extendable, then the decomposition in (3.1)
is no longer valid since e1 may also have eigenvectors of eigenvalue 7/5. In fact, such kind
of examples exists in the VOA V +√
2A2
(see for example [KMY]).
Notation 3.2. For any x ∈ B, we use xe(h) to denote the component of x in Be(h), i.e.,
x = xe(0) + xe(2/5) + xe(2),
where xe(h) ∈ Be(h).
Theorem 3.3. Let e, f be distinct simple extendable c = 4/5 Virasoro vectors of V of
σ-type and consider the subalgebra B(e, f) of the Griess algebra of V generated by e and
f . Then one of the following holds.
(1) (e|f) = 0 and e · f = 0. In this case B(e, f) = Ce⊕ Cf .
(2) (e|f) = 1/25, σef = σfe and e · f = 1
5
(e + f − σef). In this case B(e, f) is
3-dimensional spanned by e, f , and σef .
Proof. Write f = λe+fe(0)+fe(2/5). Since the decomposition (3.1) is orthogonal, (e|f) =
λ(e|e) = 2λ/5 and λ = 5(e|f)/2. Then
e · f = 5(e|f)e+ 2
5
fe(2/5), e · (e · f) = 10(e|f)e+ 4
25
fe(2/5).
Therefore, we have
e · (e · f) = 8(e|f)e+ 2
5
e · f. (3.2)
By exchanging e and f , we also have
f · (f · e) = 8(e|f)f + 2
5
e · f. (3.3)
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Then
f · (f · e) = 25(e|f)2e+ 2
5
fe(2/5)
2︸ ︷︷ ︸
∈Ce⊕Be(0)
+
2
5
(fe(0) · fe(2/5) + 6(e|f)fe(2/5))︸ ︷︷ ︸
∈Be(2/5)
. (3.4)
Comparing the Be(2/5)-part of the right hand side of (3.3) and that of (3.4), we get
fe(0) · fe(2/5) =
(
2
5
+ 14(e|f)
)
fe(2/5). (3.5)
The e(1)-decomposition of f · f is:
f · f =
(
5
2
(e|f)e+ fe(0) + fe(2/5)
)
·
(
5
2
(e|f)e+ fe(0) + fe(2/5)
)
=
25
2
(e|f)2e + fe(0)2 + fe(2/5)2 +
(
30(e|f) + 4
5
)
fe(2/5).
Therefore, by comparing Be(2/5)-parts of f · f = 2f we obtain
(25(e|f)− 1) fe(2/5) = 0. (3.6)
By the symmetry, we also have the same equality for Bf(2/5).
(25(e|f)− 1) ef (2/5) = 0. (3.7)
Suppose 25(e|f)− 1 6= 0. Then fe(2/5) = fe(2/5) = 0 and 5(e|f)f = e · f = f · e = 5(e|f)e.
Since e 6= f , we have (e|f) = 0 and e ·f = 0. This gives the statement (1) of the theorem.
So we may assume that (e|f) = 1/25. Since σef = f − 2fe(2/5), we have
e · f = 1
5
e +
2
5
fe(2/5) =
1
5
e+
2
5
· 1
2
(f − σef) = 1
5
(e+ f − σef).
So we obtain
σef = e + f − 5e · f = σfe. (3.8)
Therefore B(e, f) is spanned by e, f and σef . It remains to show that e, f and σef
are linearly independent. For this, it suffices to show fe(2/5) 6= 0. Suppose contrary and
fe(2/5) = 0. Then σef = f and from (3.8) we obtain 5f · e = e. Since f has eigenvalues 0,
2/5 and 2 in B, this is a contradiction. Hence B(e, f) is 3-dimensional when (e|f) = 1/25.
This completes the proof.
The next theorem is again proved by Matsuo [Ma2].
Theorem 3.4. Let E be a set of simple extendable c = 4/5 Virasoro vectors of σ-type in
V . Let D = {σe | e ∈ E} the set of σ-involutions associated to E and G the subgroup of
Aut(V ) generated by D. Then (G,D) is a 3-transposition group, i.e., the order of σeσf is
bounded by 3 for all e, f ∈ E.
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Proof. Let e, f be distinct elements in E. Then (e|f) = 0 or (e|f) = 1/25. If (e|f) = 0,
then σef = f and σf = σσef = σeσfσe. Therefore σe commutes with σf . If (e|f) = 1/25,
then σef = σfe and we have
(σeσf )
3 = (σeσfσe)(σfσeσf ) = σσefσσf e = 1.
Therefore, G is a 3-transposition group.
Theorem 3.5. Let E be the set of simple extendable c = 4/5 Virasoro vectors of σ-type
in V . Then the map
σ : E −→ Aut(V )
e 7−→ σe
is injective.
Proof. Let e ∈ E and we its unique 3-primary vector. Then σewe = −we and σe is
non-trivial. Now let f ∈ E be another element. If (e|f) = 0, then e · f = 0 and e and
f are mutually commutative. In this case the subalgebra generated by e and we is in
the commutant of Vir(f). Thus, σfw
e = we and σe 6= σf . If (e|f) 6= 0 then we have
σff = f 6= σef and σe 6= σf . Therefore, σ is injective.
Theorem 3.6. Let E be a set of simple extendable c = 4/5 Virasoro vector of σ-type.
Let G = 〈σe | e ∈ E〉 be the group generated by the corresponding σ-involutions. Then G
is centerfree on the sub VOA generated by E.
Proof. Let g ∈ Z(G). Then σge = gσeg−1 = σe for all e ∈ E. Hence we have ge = e by
the previous theorem and g acts as identity on the sub VOA generated by E.
Remark 3.7. An element e ∈ E may no longer be extendable on the sub VOA generated
by E. Nevertheless, the decomposition in (3.1) is still valid.
4 Griess algebras generated by 2 or 3 Virasoro vec-
tors
Let E be a set of simple extendable c = 4/5 Virasoro vectors of σ-type and let G = 〈σe |
e ∈ E〉 be the subgroup generated by the corresponding σ-involutions. We will discuss
the structures of the Griess algebras generated by 2 or 3 Virasoro vectors of σ-type.
4.1 Griess algebra generated by two Virasoro vectors
Let e1, e2 be two distinct simple extendable c = 4/5 Virasoro vectors of σ-type and B the
Griess algebra generated by e1 and e2. Then by Theorem 3.3 (e1|e2) = 0 or 1/25.
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Case 1: (e1|e2) = 0. Then e1 · e2 = 0 and G = 〈σe1 , σe2〉 ∼= Z2 × Z2.
In this case, B = Span{e1, e2} has dimension 2. The conformal vector (i.e., 2 times
the identity element in B) is ω = e1 + e2 and the central charge is 8/5.
Case 2: (e1|e2) = 1/25. Then σe1σe2 has order 3 and G = 〈σe1 , σe2〉 ∼= S3.
Let e3 = σe1e2 = σe2e1. Then the Griess algebra B = Span{e1, e2, e3} and the multi-
plication is given by
ei · ej =


2ei if i = j,
1
5
(ei + ej − ek) if {i, j, k} = {1, 2, 3}.
The conformal vector is ω = 6(e1 + e2 + e3)/5 and the central charge is 2.
Let η = ω − e1. Then η is a Virasoro vector of central charge 6/5. Set b = (e2 − e3).
Then we have
e1(1)b =
1
5
{(e1 + e2 − e3)− (e1 + e3 − e2)} = 2
5
(e2 − e3) = 2
5
b,
and
η(1)b = (ω − e1)(1)b = 8
5
b.
Thus, b is a highest weight vector of weight (2/5, 8/5) of the sub VOA Vir(e1)⊗ Vir(η).
Remark 4.1. Note that the Griess algebra B studied in Case 2 is isomorphic to the
Griess algebra of V νˆ√
2A2
(see Section 5.1).
4.2 Griess algebras generated by three Virasoro vectors
Let V be a VOA of OZ-type and e, f , g three distinct simple extendable c = 4/5 Virasoro
vectors of σ-type. Assume that (e|f) = (f |g) = 1/25 and g /∈ B(e, f), the Griess subal-
gebra generated by e and f . Then G = 〈σe, σf , σg〉 is a center-free 3-transposition group
acting on the Griess algebra B(e, f, g) generated by e, f and g. By [CH], G ∼= S4 or 32:2.
Case 1: G ∼= S4. In this case, the σ-involutions correspond to the transpositions and
there are six transpositions. Let eij be the Virasoro vector associated to the transposition
(ij) for 1 ≤ i < j ≤ 4. The Griess algebra B = Span{eij | 1 ≤ i < j ≤ 4} and the
multiplication is given by
eij · ekℓ =


2eij if {i, j} = {k, ℓ},
1
5
(eij + ekℓ − ejℓ) if |{i, j} ∩ {k, ℓ}| = 1,
0 otherwise.
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The conformal vector is
ω =
5
7
(e12 + e13 + e14 + e23 + e24 + e34)
and the central charge is 24/7.
Remark 4.2. In the next section, we will show that the above Griess algebra can be
realized in the VOA V νˆA2⊗A3 .
Case 2: G ∼= 32:2. In this case, G has nine involutions. Let e00, e01, e02, e10, e11, e12,
e20, e21, e22 be the corresponding c = 4/5 Virasoro vectors. Then
B = Span{e00, e01, e02, e10, e11, e12, e20, e21, e22}
and the multiplication is given by
eij · ekℓ =

2eij if i = k, j = ℓ,1
5
(eij + ekℓ − ers) otherwise,
where i+ k + r ≡ j + ℓ+ s ≡ 0 mod 3. The conformal vector is
ω =
5
9
(e00 + e01 + e02 + e10 + e11 + e12 + e20 + e21 + e22)
and the central charge is 4.
Remark 4.3. In the next section, we will see that the above Griess algebra can be realized
in the VOA V νˆA2⊗A2 .
5 Some explicit examples
In this section, we will study some explicit examples using lattice VOA.
Notation 5.1. Let L be a positive definite even lattice. We use Lˆ = {±eα | α ∈ L} to
denote the central extension of L by ±1 such that eαeβ = (−1)(α,β)eβeα. The twisted
group algebra C{L} is a central product of C and Lˆ over {±1}. The lattice VOA has
a structure VL = M(1)⊗C{L} where M(1) is a free bosonic VOA associated to CL
(cf. [FLM]). For α ∈ L we denote α(−1)1 ∈ M(1) simply by α.
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5.1 Virasoro vectors in lattice type VOA V νˆ√
2A2
First we recall a construction of simple extendable Virasoro vectors of c = 4/5 from Dong
et al. [DLMN].
Let {α1, α2} be a set of simple roots of a lattice of type A2 and put α0 = −(α1 + α2).
Consider the lattice VOA V√2A2 associated to
√
2A2. Since
√
2A2 is doubly even, we
can use the usual group algebra C[
√
2A2] instead of the twisted group algebra C{
√
2A2}.
Namely, we put V√2A2 =M(1)⊗C[
√
2A2] whereM(1) is the free bosonic VOA associated
to C⊗(√2A2).
Lemma 5.2 ([DLMN]). Let ω be the conformal vector of V√2A2. The element
u0 =
2
5
ω +
1
5
2∑
i=0
(
e
√
2αi + e−
√
2αi
)
(5.1)
is a simple c = 4/5 Virasoro vector of V√2A2.
Let ν be the isometry of A2 defined by
ν : α1 7−→ α2 7−→ α0 7−→ α1. (5.2)
Then ν lifts to an automorphism νˆ of V√2A2 such that
e±
√
2α1 7−→ e±
√
2α2 7−→ e±
√
2α0 7−→ e±
√
2α1 .
We also consider a lift θ ∈ Aut(V√2A2) of the (−1)-map on
√
2A2:
θ : eβ 7−→ e−β for β ∈
√
2A2.
One can easily check that θ commutes with νˆ. The following result can be found in
[KMY].
Lemma 5.3. The simple c = 4/5 Virasoro vector u0 defined above is extendable, of σ-type,
and fixed by θ and νˆ.
Proof. It is clear that u0 is fixed by θ and νˆ. Let β = α1 − α2 and define
q =
1
9
β(−1)(νˆβ)(−1)(νˆ
2β)(−1)1− 1
2
2∑
i=0
νˆi
(
β(−1)
(
e
√
2α0 + e−
√
2α0
))
.
Then q is a highest weight vector of u0 of weight 3. Clearly q is fixed by νˆ, whereas θ
negates it since θ commutes with νˆ. It is shown in Lemma 4.1 of [KMY] that highest
weights of irreducible Vir(u0)-submodules of V√2A2 are 0, 2/5, 7/5 and 3. Therefore u
0 is
of σ-type.
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By this proposition, we can consider σu0 in Aut(V√2A2).
Lemma 5.4. σu0 = θ in Aut(V√2A2).
Proof. It follows from the decomposition in Lemma 4.1 of [KMY] that σu0 acts by −1 on
the weight one subspace of V√2A2 . Then θσu0 acts trivially on the weight one subspace
and hence θσu0 is a linear automorphism. Since θ and σu0 commute, the product θσu0 has
order two and θσu0 = (−1)β(0) for some β ∈ (
√
2A2)
∗. Since θ and σu0 fixes u0, so does
(−1)β(0) = θσu0 . On the other hand, one has
(−1)β(0)u0 = 2
5
ω +
1
5
2∑
i=0
(−1)(β,
√
2αi)
(
e
√
2αi + e−
√
2αi
)
.
Therefore it is necessary for (−1)β(0) to fix u0 that (β,√2A2) ∈ 2Z. This shows (−1)β(0) =
θσu0 = 1 and we obtain σu0 = θ.
Set e± := (1 + νˆ + νˆ2)e±
√
2α1 ∈ V√2A. Then e± ∈ V νˆ√2A2. The Griess algebra of V
νˆ√
2A2
is 3-dimensional spanned by the conformal element ω and two 2-primary vectors e±. Its
structure is described as follows.
e±(1)e
± = 2e∓, e±(1)e
∓ = 6ω, (ω|ω) = 1, (e+|e−) = 3, (e±|e±) = 0.
Set ρ := ζ
√
2α1(0) with ζ = exp(2π
√−1 /3). Then νˆρνˆ−1 = ζ
√
2(να1)(0) = ζ
√
2α2(0) defines
the same automorphism as ρ on V√2A2 and ρ preserves the fixed point subalgebra V
νˆ√
2A2
.
We see θ2 = ρ3 = 1 and 〈θ, ρ〉 ∼= S3 in Aut(V νˆ√2A2).
By an explicit computation, it is easy to determine all non-trivial Virasoro vectors in
V νˆ√
2A2
.
Lemma 5.5. There are exactly 6 Virasoro vectors in V νˆ√
2A2
other than the conformal
vector.
Central charge 4/5 : u0 :=
2
5
ω +
1
5
(e+ + e−), ui = ρiu0, i = 1, 2;
Central charge 6/5 : v0 :=
3
5
ω − 1
5
(e+ + e−), vi = ρiv0, i = 1, 2.
Remark 5.6. Note that the c = 4/5 Virasoro vectors u0, u1, u2 in V νˆ√
2A2
are all extendable
and of σ-type.
Set w0 := e+ − e−. Then w0 is a highest weight vector for Vir(u0)⊗Vir(v0) ∼=
L(4/5, 0)⊗L(6/5, 0) with highest weight (2/5, 8/5). One can verify that
w0(1)w
0 = −6u0 − 16v0 ∈ Vir(u0)⊗Vir(v0).
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Lemma 5.7. Aut(V νˆ√
2A2
) = 〈θ, ρ〉 ∼= S3.
Proof. Let g ∈ Aut(V νˆ√
2A2
). Then g acts on the 3-set {u0, u1, u2} as a permutation. Since
the subgroup 〈θ, ρ〉 acts on this 3-set as S3, by replacing g by gρi if necessary, we may
assume that gui = ui for i = 0, 1, 2. Then g acts trivially on the Griess algebra of V νˆ√
2A2
.
Let J and J ′ be highest weight vectors for Vir(u0)⊗Vir(v0) with highest weights (3, 0)
and (0, 3), respectively. Since J and J ′ are unique highest weight vectors in the weight
3 subspace, g acts on J and J ′ by scalars. It is shown in (3.17) of [TY] that V 〈σ〉√
2A2
is generated by u0, v0, w0, J and J ′. Since w0 is a common eigenvector for the zero-
modes of J and J ′, g acts trivially on J and J ′ since g fixes w0. Therefore g = 1 and
Aut(V σ√
2A2
) = 〈θ, ρ〉.
Since σu0 = θ inverts ρ, we have σui = σρiu0 = ρ
iσu0ρ
−i = σu0ρ−2i = σu0ρi. In
particular, ρ = σu0σu1 . So we see:
Corollary 5.8. Aut(V νˆ√
2A2
) = 〈σu0 , σu1〉.
5.2 Lattice VOAs and their automorphism group
Next we recall few facts about lattice VOAs and their automorphism groups.
Definition 5.9. Let L be an integral lattice. The norm (or square norm) of a vector v
is defined to be the value (v, v). For any n ∈ Z, we define
L(n) = {α ∈ L | (α, α) = n}
to be the set of all norm n vectors in L.
Definition 5.10. Let X be a subset of a Euclidean space. Define tX to be the orthogonal
transformation which is −1 on X and is 1 on X⊥.
Definition 5.11 (cf. [GL1]). A sublattice M of an integral lattice L is RSSD (relatively
semiselfdual) if and only if 2L ≤M+AnnL(M), where AnnL(M) := {α ∈ L | (α,M) = 0}.
This implies that tM maps L to L and is equivalent to this property when M is a direct
summand. The property that 2M∗ ≤ M is called SSD (semiselfdual). It implies the
RSSD property, but the RSSD property is often more useful.
Next we recall the description of the automorphism groups of lattice VOA from [DN].
Notation 5.12. Let L be a positive definite even lattice. Let O(L) be the isometry group
of L and O(Lˆ) the automorphism group of Lˆ. Then by Proposition 5.4.1 of [FLM] we
have an exact sequence
1 −→ Hom(L,Z/2Z)→ O(Lˆ)→ O(L)→ 1.
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It is known that O(Lˆ) is a subgroup of Aut(VL) (cf. loc. cit.). Let
N(VL) =
〈
exp(a(0)) | a ∈ (VL)1
〉
be the subgroup generated by the linear automorphisms. Since
σ exp(a(0))σ
−1 = exp((σa)(0))
for any σ ∈ Aut(VL), N(VL) is a normal subgroup of Aut(VL).
Theorem 5.13 ([DN]). Let L be a positive definite even lattice. Then
Aut(VL) = N(VL)O(Lˆ)
Moreover, the intersection N(VL) ∩ O(Lˆ) contains a subgroup Hom(L,Z/2Z) and the
quotient Aut(VL)/N(VL) is isomorphic to a subgroup of O(L).
Remark 5.14. If L(2) = ∅, then (VL)1 = Span{α(−1)1 | α ∈ L}. In this case, the normal
subgroup N(VL) = {exp(λα(0)) | α ∈ L, λ ∈ C} is abelian and we have N(VL) ∩ O(Lˆ) =
Hom(L,Z/2Z) and Aut(VL)/N(VL) ∼= O(L). In particular, we have an exact sequence
1 −→ N(VL) −→ Aut(VL) ϕ−→ O(L) −→ 1. (5.3)
Note also that exp(λα(0)) acts trivially on M(1) and exp(λα(0))e
β = exp(λ(α, β))eβ for
any λ ∈ C and α, β ∈ L.
Theorem 5.15. Let L be an even positive definite lattice with L(2) = ∅. Let ν be a fixed
point free isometry of L of prime order p and νˆ a lift of ν in O(Lˆ). Then we have an
exact sequence
1 −→ Hom(L/(1− ν)L,Zp) −→ CentAut(VL)(νˆ)
ϕ−→ CentO(L)(ν) −→ 1.
Proof. Consider the exact sequence in (5.3). By Theorem 5.13 and Remark 5.14, we
have Aut(VL) = N(VL)O(Lˆ) and Kerϕ = N(VL). By considering O(Lˆ) as a subgroup of
Aut(VL), we have CentO(Lˆ)(νˆ) < CentAut(VL)(νˆ) and clearly ϕ(CentO(Lˆ)(νˆ)) = CentO(L)(ν).
So it suffices to show that Kerϕ|CentAut(VL)(νˆ) ∼= Hom(L/(1− ν)L,Zp).
Suppose exp(h(0)) ∈ CentAut(VL)(νˆ) for some h ∈ CL. By the conjugation relation
νˆ exp(h(0))νˆ
−1 = exp((νˆh)(0)), the map exp(h(0)) centralizes νˆ if and only if (h, β − νβ) ∈
2π
√−1Z for any β ∈ L, which is equivalent to that h ∈ 2π√−1((1−ν)L)∗. Since ν is fixed
point free of order p, we have L > (1 − ν)L > pL (see [GL1]). Thus, ((1 − ν)L)∗ < 1
p
L∗.
Therefore, h = 2π
√−1 γ/p for some γ ∈ L∗ with (γ, (1− ν)L) ∈ pZ. The map
fγ : L −→ Z/pZ
α 7−→ (γ, α) mod p
defines a homomorphism in Hom(L/(1−ν)L,Z/pZ). Hence, we have obtained an isomor-
phism exp(2π
√−1 γ(0)/p) 7−→ fγ between Kerϕ|CentAut(VL)(νˆ) and Hom(L/(1−ν)L,Zp).
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Remark 5.16. Let ν be the fixed point free automorphism of A2 in (5.2). Then we
have (1 − ν)A2 = 3A∗2. Consider L =
√
2A2 and the induced action of ν. For any
α ∈ √2A2, we have (α, (1− ν)
√
2A2) ∈ 6Z. Now let α be a norm 4 vector in
√
2A2 and
ζ = exp(2π
√−1 /3). Define ρα := ζ
√
2α(0) . Then ρα is an automorphism of V
νˆ√
2A2
. Set
e± = (1+ νˆ+ νˆ2)e±α. Then ρα(e±) = ζ±1e±. Therefore, ρα agrees with the automorphism
ρ defined in Section 5.1.
Lemma 5.17. Let L be an even positive definite lattice with L(2) = ∅. Let ν be a fixed
point free isometry of L of order 3. Then for any α ∈ L(4), the sublattice
A(α) = Span{α, ν(α)} ∼=
√
2A2.
If A(α) is an RSSD sublattice of L, i.e., 2L ≤ A(α) + AnnL(A(α)), then any c = 4/5
Virasoro vector u ∈ V νˆA(α) is extendable and of σ-type in V νˆL . Moreover, ϕ(σu) = tA(α)
where ϕ is as in (5.3).
Proof. Let α in L(4). Since ν is fixed point free, (1+ν+ν2)α = 0 and ((1+ν+ν2)α, α) = 0.
As ν is of order three, ν2α = ν−1α and we obtain (α, να) = −2. Therefore, A(α) is
isomorphic to
√
2A2. Let π : L → A(α)∗ be the natural map. Then by the assumption
that A(α) is an RSSD in L, we have π(L) ⊂ 1
2
A(α). Let u be a c = 4/5 Virasoro vector of
V νˆA(α). Then u is extentable by Lemma 5.5. Thus, by the decomposition of VA(α)-modules
as Vir(u)-modules in Lemma 4.1 of [KMY] and Lemma 4.1 of [LY1], we know that the
highest weight vectors of u in VL have weights 0, 2/5, 7/5 or 3. Hence, u is of σ-type in
VL. Moreover, ϕ(σu) acts as −1 on A(α) and 1 on AnnL(A(α)) by Lemma 5.4. Thus,
ϕ(σu) = tA(α) as desired.
5.3 Tensor products of A2 and root lattices
Definition 5.18. Let A and B be integral lattices with the inner products ( , )A and
( , )B, respectively. The tensor product of the lattices A and B is defined to be the
integral lattice which is isomorphic to A⊗Z B as a Z-module and has the inner product
given by (α⊗ β, α′⊗ β ′) = (α, α′)A · (β, β ′)B, for any α, α′ ∈ A, and β, β ′ ∈ B. We simply
denote the tensor product of the lattices A and B by A⊗B.
Let R be a root lattice. Then the tensor product A2 ⊗ R is an even lattice, whose
minimal norm is 4. The following lemma is proved in Lemma 3.3 of [GL1].
Lemma 5.19. Let R be a root lattice. Then the minimal vectors of A2 ⊗ R are given by
{α⊗ β | α ∈ A2, β ∈ R, (α, α) = (β, β) = 2}.
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Notation 5.20. For each root β ∈ R, we have A2 ⊗ Zβ ∼= A2 ⊗ A1 ∼=
√
2A2. We will
denote A2 ⊗ Zβ by Aβ. For simplicity, we also denote A2 ⊗R by AR. Let ν be the fixed
point free isometry of A2 in (5.2). By abuse of notation, we still denote ν⊗ 1 ∈ O(AR)
by ν.
Lemma 5.21. Let R be a root lattice. Let ν be the fixed point free isometry of AR of
order three induced by (5.2). Then
(1) (1− ν)AR ∼= 3A∗2 ⊗R. In particular, [AR : (1− ν)AR] = 3rankR.
(2) CentO(AR)(ν) ∼= O(R).
Proof. (1): First we note that (1 − ν)A2 ∼= 3A∗2. Since (1 − ν)(α ⊗ β) = ((1 − ν)α) ⊗ β,
we have (1− ν)AR ∼= 3A∗2 ⊗ R and [AR : (1− ν)AR] = 3rankR.
(2): Suppose R 6= A2 Since AR = A2 ⊗ R, we have O(AR) ∼= O(A2) ∗ O(R), the central
product of O(A2) and O(R), by Lemma 5.19. If R = A2, then the flip of the arguments
of the tensors is also an isometry and we have O(AA2) ∼= (O(A2) ∗ O(A2)):2. In either
cases, we have CentO(AR)(ν) ∼= O(R) since CentO(A2)(ν) = Z(O(A2)) = 〈±1〉.
Proposition 5.22. Let R be a root lattice. Then CentAut(VAR )(ν)
∼= 3rankR.O(R) and we
have an exact sequence
1 −→ Hom(AR/(1− ν)AR,Z/3Z) −→ CentAut(VAR )(νˆ)
ϕ−→ O(R) −→ 1.
Proof. It follows from Theorem 5.15 and Lemma 5.21.
Notation 5.23. Let R be a root lattice. For β ∈ R(2), let E(β) be the set of simple
extendable c = 4/5 Virasoro vectors of V νˆAβ , and set E(R) = ∪β∈R(2)E(β) in VAR .
Proposition 5.24. Let R and E(R) be as in Notation 5.23. Let G = 〈σu | u ∈ E(R)〉
and let ϕ : CentAut(VAR )(νˆ) −→ O(R) be the natural map as in Proposition 5.22. Then
ϕ(G) ∼= Weyl(R), where Weyl(R) is the Weyl group of R.
Proof. Let β ∈ R(2) and take a simple c = 4/5 Virasoro vector u ∈ V νˆAβ . Since Zβ ∼= A1,
we have (Zβ)∗ = 1
2
Zβ and πβ(AR) ⊂ A2 ⊗ 12Zβ = 12Aβ, where πβ : AR → A∗β is the
natural projection map. Hence, Aβ is an RSSD in AR. By Lemma 5.17, u is of σ-type in
V νˆAR and ϕ(σu) = tAβ . Let rβ be the reflection associated to the root β on R, i.e.,
rβγ = γ − (β, γ)β for γ ∈ R.
We will prove that tAβ = idA2 ⊗ rβ on AR = A2⊗R. Let α ∈ A2 be arbitrary and γ ∈ R
a root. Then we have (β, γ) = ±2, ±1 or 0. Since tAβ and rβ are linear maps, replacing
γ by −γ if necessary, we may assume that (β, γ) ≥ 0.
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If (β, γ) = 2, then γ = β and tAβ(α⊗ γ) = (−α)⊗ γ = α⊗(−γ) = α ⊗ rβγ. If
(β, γ) = 0, then α⊗ γ is in AnnAR(Aβ) and tAβ(α⊗ γ) = α⊗ γ = α⊗ rβγ, also.
Now suppose (β, γ) = 1. Then we have an orthogonal decomposition
α⊗ γ = 1
2
α⊗ β + 1
2
α⊗(2γ − β)
with α⊗ β ∈ Aβ and α⊗(2γ − β) ∈ AnnAR(Aβ). From this we have
tAβ (α⊗ γ) = (−1) ·
(
1
2
α⊗ β
)
+
1
2
α⊗(2γ − β) = α⊗(γ − β) = α⊗ rβγ.
Since Aβ is spanned by elements of the form α ⊗ γ, α ∈ A2 and γ ∈ R(2), tAβ acts as
idA2 ⊗ rβ on AR = A2 ⊗ R. Therefore, ϕ(G) = 〈rβ | β ∈ R(2)〉 = Weyl(R).
Next we will determine the kernel Kerϕ|G of ϕ.
Lemma 5.25. Let R, E(R) and G be defined as in Proposition 5.24. Then Kerϕ|G is
generated by
{ρα⊗β | α ∈ A2, β ∈ R, (α, α) = (β, β) = 2},
where ρα⊗β = ζ (α⊗β)(0) with ζ = exp(2π
√−1 /3).
Proof. Fix a root α ∈ A2. Let β be a root of R and take a simple extendable c = 4/5
Virasoro vector uβ ∈ V νˆAβ . Then uβ, ρα⊗βuβ and ρ2α⊗βuβ are all simple extendable c = 4/5
Virasoro vectors in V νˆAβ by Lemma 5.5 (see also Remark 5.16). By Lemma 5.7 and Remark
5.16, we also have
σuβσρα⊗βuβ = σuβρα⊗βσuβρ
−1
α⊗β = ρ
−2
α⊗β = ρα⊗β .
Since E(R) = ∪β∈R(2){uβ, ρα⊗βuβ, ρ2α⊗βuβ}, it is clear that G is generated by {ρα⊗β , σuβ |
β ∈ R(2)}. Moreover, σuγρα⊗ βσuγ = ρtAγ (α⊗ β) for γ ∈ R(2) by Lemma 5.17. Hence
Kerϕ|G is generated by {ρα⊗β | β ∈ R(2)} as desired.
Lemma 5.26. Let R be a root lattice and let P (AR) = {x ∈ AR | (x,AR) ∈ 3Z}. Then
|Kerϕ|G | = [AR : P (AR)].
Proof. Since ρ : AR −→ KerϕG is linear and surjective and the roots {α ⊗ β | α ∈
A2(2), β ∈ R(2)} spans AR = A2 ⊗ R, it follows from Lemma 5.25 that ρx ∈ KerϕG if
and only if (x,AR) ∈ 3Z for x ∈ AR. Thus
∣∣Kerϕ|G∣∣ = [AR : P (AR)] as desired.
Lemma 5.27. Let R be a simple root lattice and let P (AR) = {γ ∈ AR | (γ, α) ∈ 3Z}.
(1) If R 6= E6 or An with n+ 1 ≡ 0 mod 3, then [AR : P (AR)] = 3 rankR.
(2) If R = E6 or R = An with n + 1 ≡ 0 mod 3, then [AR : P (AR)] = 3 rankR−1.
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Proof. First we recall that (1− ν)(A2 ⊗R) = 3A∗2 ⊗ R and hence (1− ν)AR < P (AR).
Let α ∈ A2 be a root. Then A2 = 3A∗2 ∪ (α + 3A∗2) ∪ (−α + 3A∗2). Thus for any
δ ∈ A2 \ 3A∗2 and β ∈ R, we have
δ ⊗ β ≡ ±α⊗ β mod (1− ν)AR.
Therefore, every element in AR \ (1− ν)AR is congruent to α⊗ γ modulo (1− ν)AR for
some γ ∈ R. Moreover, α⊗ γ ∈ P (AR) if and only if
(αi ⊗ βj , α⊗ γ) = (αi, α) · (βj, γ) ∈ 3Z for all i, j,
where α1, α2 are simple roots of A2 and β1, . . . , βn are simple roots ofR. Since (αi, α) = ±1
mod 3 for all i, we have (γ, βj) ∈ 3Z for all j = 1, . . . , n and hence γ ∈ 3R∗∩R. Therefore,
we have P (AR) = 3A∗2 ⊗R + A2 ⊗ (3R∗ ∩ R).
If R 6= E6 or An with n+1 ≡ 0 mod 3, then [R∗ : R] is relatively prime to 3 and hence
3R∗ ∩ R = 3R. Thus, P (AR) = 3A∗2⊗R and [AR : P (AR)] = [A2 : 3A∗2] rankR = 3 rankR.
If R = E6 or R = An with n + 1 ≡ 0 mod 3, then 3R∗ ∩ R  3R and hence
P (AR) = 3A∗2 ⊗ R + A2 ⊗ (3R∗ ∩R)  (1− ν)AR. By the second isomorphism theorem,
we have
P (AR)
(1− ν)AR =
3A∗2 ⊗R + A2 ⊗ (3R∗ ∩ R)
3A∗2 ⊗ R
∼= A2 ⊗ (3R
∗ ∩R)
(3A∗2 ⊗ R) ∩ (A2 ⊗ (3R∗ ∩ R))
.
Clearly 3A∗2 ⊗R 6= A2 ⊗ (3R∗ ∩R) and (3A∗2 ⊗R) ∩ (A2 ⊗ (3R∗ ∩R)) contains A2 ⊗ 3R.
Moreover, [A2 ⊗ (3R∗ ∩ R) : A2 ⊗ 3R] = 32 since A2 has rank 2 and [3R∗ ∩R : 3R] = 3.
Let a ∈ A∗2 \ A2 and b ∈ R∗ \ R such that 3b ∈ R \ 3R. Then the element 3a ⊗ 3b ∈
(3A∗2 ⊗ R) ∩ (A2 ⊗ (3R∗ ∩ R)) but it is not contained in A2 ⊗ 3R. Therefore,
32 
∣∣∣∣ A2 ⊗ (3R∗ ∩R)(3A∗2 ⊗ R) ∩ (A2 ⊗ (3R∗ ∩R))
∣∣∣∣  1
and hence we must have∣∣∣∣ P (AR)(1− ν)AR
∣∣∣∣ =
∣∣∣∣ A2 ⊗ (3R∗ ∩ R)(3A∗2 ⊗R) ∩ (A2 ⊗ (3R∗ ∩R))
∣∣∣∣ = 3.
Therefore, [AR : P (AR)] = 3 rankR/3 = 3 rankR−1 as desired.
Theorem 5.28. Let R be a simple root lattice and let E(R) and G be defined as in
Proposition 5.24.
(1) If R 6= E6 or An with n + 1 ≡ 0 mod 3, then G has the shape 3rankR.Weyl(R)
(2) If R = E6 or R = An, n+ 1 ≡ 0 mod 3, then G has the shape 3rankR−1.Weyl(R).
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Proof. It follows from Proposition 5.24 and Lemmas 5.26 and 5.27.
Remark 5.29. If we take R = A2, then V
νˆ
A2⊗A2 has nine extendable c = 4/5 simple
Virasoro vectors and the subgroup generated by the corresponding σ-involutions has the
shape 3.S3 ∼= 32 : 2.
5.4 Lattices constructed from F4-codes
Next we discuss a construction of lattices from codes over F4 (cf. [CS, KLY]).
Let ζ := (−1 + √−3)/2 be a primitive cubic root of unity and let E := Z[ζ ] be the
ring of Eisenstein integers. Then E/2E = {0, 1, ζ, ζ2} ∼= F4. Let η : E −→ E/2E be the
natural quotient map.
A linear F4-code C of length n is a vector subspace of Fn4 . The weight wt(α) of an
element α = (α1, . . . , αn) ∈ C is defined to be the number of non-zero coordinates in α.
We can define an Hermitian form on Fn4 by
〈(x1, . . . , xn), (y1, . . . , yn)〉 =
n∑
i=1
xiyi ∈ F4,
where 0 = 0, 1 = 1, ζ = ζ2 and ζ2 = ζ .
For any linear F4-code C of length n, we define
LC = {(x1, . . . , xn) ∈ En | (ηx1, . . . , ηxn) ∈ C}. (5.4)
It is clear that LC is a free Z-module. Moreover, one can define a real bilinear form on
LC by (u, v) = Re 〈u, v〉, where 〈 , 〉 is the canonical Hermitian bilinear form on Cn. The
norm of a vector v in LC is defined by (v, v) = 〈v, v〉. Note also that the bilinear form
( , ) is Z-valued on LC. In addition, 2E ∼=
√
2A2 as an integral lattice and hence LC as an
integral lattice contains a sublattice isometric to
√
2An2 . In the following, we will consider
LC as an integral lattice.
Lemma 5.30. Let C be a linear F4-code and LC the associated integral lattice.
(1) The lattice LC is even if and only if C is even, i.e., wt(α) is even for all α ∈ C.
(2) If the minimal norm of C is greater than or equal to 4, then LC(2) = ∅.
Definition 5.31. Let ν be an isometry of the integral lattice LC defined by νv = ζv for
any v ∈ LC. Then ν is fixed point free of order 3.
Notation 5.32. Let νˆ be a lift of ν in Aut(VLC) and denote L = LC.
For i = 0, 1, we denote
Li = {α ∈ L(4) | eα(1)νˆ(eα) = (−1)iνˆ2(e−α)}.
Note that eα · νˆ(eα) ∈ {±eα+να} and eα+να = e−ν2α.
20
Lemma 5.33. Let α ∈ Li and let A(α) = SpanZ{α, ν(α)}. Let ωA(α) be the conformal
element of VA(α). Then
eA(α) =
2
5
ωA(α) + (−1)i1
5
(
eα + e−α + νˆ(eα + e−α) + νˆ2(eα + e−α)
)
is a Virasoro vector of central charge 4/5, which is fixed by νˆ.
Proof. By direct calculation, we have
eA(α)(1)eA(α) =
1
25
[
8ωA(α) + (−1)i8
(
eα + e−α + νˆ(eα + e−α) + νˆ2(eα + e−α)
)
+
(
eα + e−α + νˆ(eα + e−α) + νˆ2(eα + e−α)
)2]
=
1
25
[
8ωA(α) + (−1)i8
(
eα + e−α + νˆ(eα + e−α) + νˆ2(eα + e−α)
)
+ 2
(
α(−1)2 + (να(−1))2 + (ν2α(−1))2)
+(−1)i2 (eα + e−α + νˆ(eα + e−α) + νˆ2(eα + e−α))]
=
1
25
[
20ωA(α) + 10(−1)i
(
eα + e−α + νˆ(eα + e−α) + νˆ2(eα + e−α)
)]
= 2eA(α).
Moreover,
(eA(α)|eA(α)) = 1
25
(
4(ωA(α)|ωA(α)) + 6
)
=
10
25
=
2
5
as desired.
Lemma 5.34. Let C be an even F4-code with length n and minimal norm ≥ 4. Then we
have
CentAut(VLC )(ν)
∼= Hom(LC/(1− ν)LC ,Z3).CentO(LC)(ν) ∼= 3n.CentO(LC)(ν).
Proof. Since the minimal norm of C ≥ 4, we have LC(2) = ∅. Hence by Theorem5.15, we
have an exact sequence
1 −→ Hom(LC/(1− ν)LC,Z3) −→ CentAut(VLC )(ν)
ϕ−→ CentO(LC)(ν) −→ 1.
It remains to show [LC : (1 − ν)LC ] = 3n. Since ν is fixed point free on LC , (1 − ν)2 =
1− 2ν + ν2 = −3ν and we have the sequence
LC > (1− ν)LC > (1− ν)2LC = 3LC
and
[LC : (1− ν)LC ] = [(1− ν)LC : 3LC ].
Since LC has rank 2n, 32n = [LC : 3LC] = [LC : (1 − ν)LC ]2. Thus, [LC : (1 − ν)LC ] = 3n
as desired.
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Lemma 5.35. Let C be an even F4-code. For β ∈ LC(4), set A(β) = Span{β, νβ} ≃√
2A2. Let E(β) be the set of extendable c = 4/5 Virasoro vectors in V
νˆ
A(β) ⊂ V νˆLC and
let E be the union of E(β), β ∈ LC(4). Let G the subgroup generated by all σu, u ∈ E,
and let ϕ : CentAut(VLC )(ν) −→ CentO(LC)(ν) be the natural map. Then we have ϕ(G) =
〈tA(β) | β ∈ LC(4)〉.
Proof. It follows from Lemma 5.17.
5.5 The orbifold VOA V νˆK12
Next we will show that there is another kind of c = 4/5 Virasoro vectors in the lattice
VOA VK12 associated to the 12-dimensional Coxeter-Todd lattice K12.
First let us recall a construction of the Coxeter-Todd lattice using the Hexacode over
F4. The Hexacode H is a length 6 self-dual F4-code generated by

0 0 1 1 1 1
1 0 1 0 ζ ζ2
1 0 0 1 ζ2 ζ


.
The minimal weight of H is 4 and the Hamming weight enumerator is
x6 + 45x2y4 + 18y6.
The Coxeter-Todd lattice can be defined as the sublattice
K12 = LH = {(x1, . . . , x6) ∈ E6 | (ηx1, . . . , ηx6) ∈ H}. (5.5)
The following facts about K12 can be found in [CS2].
Lemma 5.36. Let K12 be the integral lattice LH associated with the Hexacode H.
(1) The isometry group O(K12) of K12 has the shape (6× PSU(4, 3).2).2.
(2) K12 has 756 vectors of norm 4, 4032 vectors of norm 6 and 20412 vectors of norm
8. Moreover, O(K12) acts transitively on vectors of norm 4, 6 and 8, respectively.
(3) Let ν be an isometry of K12 defined by the complex multiplication νv = ζv for any
v ∈ K12. Then ν has order 3 and is fixed point free on K12. Moreover, O3(O(K12)) = 〈ν〉.
Next we study the extendable c = 4/5 Virasoro vectors in VK12 . In addition to the
Virasoro vector ρxeA(α) defined in Lemma 5.33, there exists another kind of extendable
c = 4/5 Virasoro vectors in VK12 .
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5.5.1 Dihedral
√
2E8 pairs and Coxeter Todd lattice
Next we will recall some results about dihedral EE8 pairs from [GL1].
Notation 5.37. Let M and N be
√
2E8-sublattices of the Leech lattice Λ such that
Q := M +N is isometric to DIH6(14) as obtained in [GL1]. Let tM and tN be the SSD
involutions associated toM and N , respectively (see Definition 5.10). Define F := M∩N ,
J := AnnQ(F ), S
1 := M ∩J and S2 := N ∩J . The following facts can be found in Section
6.1 of [GL1].
(1) F =M ∩N ∼=
√
2A2;
(2) S1 ∼= S2 ∼=
√
2E6 and S
1 ∩ S2 = 0;
(3) J = AnnQ(F ) ∼= K12, the Coxeter-Todd lattice of rank 12;
(4) Set ν := tM tN . Then ν has order 3. Moreover, ν is fixed point free on J and is
contained in O3(O(J)).
For explicit calculation, we will fix a 2-cocycle on Q.
Notation 5.38. Let α, β ∈ Q. Then α = α1 + α2, β = β1 + β2 for some α1, α2 ∈M and
β1, β2 ∈ N . We define
ε(α, β) = (−1)(α2,β1).
It is straightforward to show that ε( , ) is a bilinear 2-cocycle satisfying
ε(M,M) = ε(N,N) = 1, ε(α, β)ε(β, α) = (−1)(α,β) for any α, β ∈ Q.
Notation 5.39. Let L be an
√
2E8-sublattice of Q such that ε|L×L is trivial (e.g., L = M
or N). Let
eL =
1
16
ωL +
1
32
∑
α∈L(4)
eα,
where ωL is the conformal element of the lattice sub VOA VL. Then eL is an Ising vector.
For x ∈ L∗, define a Z-linear map ϕx = (−1)x(0) ∈ Aut(VL):
ϕx(u⊗ eα) = (−1)(x,α)u⊗ eα for u ∈M(1) and α ∈ L.
Then ϕxeL is also an Ising vector of VL.
Let eM ∈ VM and eN ∈ VN be the Ising vectors defined as in Notation 5.39. Then we
have (eM |eN) = 13 · 2−10 (see [GL1]).
The following lemma can be found in [SY] (see also [GL1, LYY2]).
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Lemma 5.40. Let U be the sub VOA generated by eM and eN . Then U contains an
extendable c = 4/5 Virasoro vector u and an extendable c = 6/7 Virasoro vector v such
that u and v are both fixed by νˆ = τeM τeN and
U ∼= (L(4/5, 0)⊕ L(4/5, 3))⊗ (L(6/7, 0)⊕ L(6/7, 5))⊕ (L(4/5, 2/3)⊗ L(6/7, 4/3))⊕2
as an L(4/5, 0) ⊗ L(6/7, 0)-module. Moreover, 〈νˆ〉 = 〈ξW 〉, where W ∼= W(4/5) is the
W3-algebra generated by u and its 3-primary vector.
Remark 5.41. The extendable c = 4/5 Virasoro vector u in Lemma 5.40 can be defined
explicitly as follows (see [SY]):
u =
26
135
(
2eM + 2eN + νˆeN − 16(eM)(1)eN
)
.
Lemma 5.42. The extendable c = 4/5 Virasoro vector u is contained in VJ ∼= VK12.
Proof. Recall that F = M ∩ N ∼=
√
2A2. Since J = AnnQ(F ), it suffices to prove that
(ωF |u) = 0. Set S3 = νS2. We also denote T 1 = M \ (F ⊥ S1), T 2 = M \ (F ⊥ S2)
and T 3 = νT 2. Then M(4) = F (4) ∪ S1(4) ∪ T 1(4) and N(4) = F (4) ∪ S2(4) ∪ T 2(4).
Since F ⊥ S1 and F ⊥ S2 are full sublattices of M and N , we have ωM = ωF + ωS1,
ωN = ωF + ωS2 and
eM =
1
16
(ωF + ωS1) +
1
32

 ∑
α∈F (4)
eα +
∑
α∈S1(4)
eα +
∑
α∈T 1(4)
eα

 ,
eN =
1
16
(ωF + ωS2) +
1
32

 ∑
α∈F (4)
eα +
∑
α∈S2(4)
eα +
∑
α∈T 2(4)
eα

 .
Since F ⊥ S1 is index three in M , there exist λ ∈ 1
3
F and µ ∈ 1
3
S1 such that
M = (F ⊥ S1) ∪ (λ+ µ+ F ⊥ S1) ∪ (−λ− µ+ F ⊥ S1).
Moreover, one has (λ, λ) = 4/3 and (µ, µ) = 8/3 and
(ωF )(1)e
α =
(λ, λ)
2
eα =
2
3
eα for α ∈ T 1(4).
Then
(ωF (1))eM =
1
16
· 2ωF + 1
32

2 ∑
α∈F (4)
eα +
2
3
∑
α∈T 1(4)
eα


=
1
8
ωF +
1
16
∑
α∈F (4)
eα +
1
48
∑
α∈T 1(4)
eα.
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Therefore,
(ωF |(eM)(1)(eN )) =
(
(ωF )(1)eM |eN
)
=
1
27
· 1 + 1
210
· 6 = 5
28
and hence
(ωF |u) = 2
6
135
(ωF |2eM + 2eN + νˆ(eN )− 16(eM)(1)(eN )) = 2
6
135
(
5 · 1
16
− 16 · 5
28
)
= 0
as desired.
Remark 5.43. Since 〈νˆ〉 = 〈ξW 〉, it is clear that u is of σ-type in V νˆK12 . In Appendix A,
we will also give an explicit form of u in V νˆK12.
Lemma 5.44. We have [K12 : (1− ν)K12] = 36.
Proof. Since ν is fixed point free on K12, we have (1−ν)2 = 1−2ν+ν2 = −3ν as a linear
map on K12. Thus we have (1− ν)2K12 = 3K12. Therefore, we have the sequence
K12 > (1− ν)K12 > (1− ν)2K12 = 3K12
and
[K12 : (1− ν)K12] = [(1− ν)K12 : 3K12].
Since [K12 : 3K12] = 3
12, we have [K12 : (1− ν)K12] = 36 as desired.
Let f ∈ Hom(K12/(1− ν)K12,Z3). Then by Theorem 5.15, the linear map ρf defined
by
ρf (u⊗ eα) = ζf(α)u⊗ eα for u ∈M(1), α ∈ K12, ζ = exp(2π
√−1 /3),
induces an automorphism of V νˆK12 . Therefore, ρfu is also an extendable c = 4/5 Virasoro
vector of σ-type in V νˆK12.
Lemma 5.45. There are at least 1107 extendable c = 4/5 Virasoro vectors of σ-type in
V νˆK12. There are 3
6 Virasoro vectors of the form ρfu, f ∈ Hom(K12/(1 − ν)K12,Z3) and
3× 126 Virasoro vectors associated to the 126 ν-invariant √2A2-sublattice of K12.
Notation 5.46. Let A be the set of all ν-invariant √2A2 sublattices in K12. Denote
E1 = {ραeA | A ∈ A, α ∈ A(4)} and E2 = {ρfu | f ∈ Hom(K12/(1− ν)K12,Z3)}.
Remark 5.47. The coset representatives of (1 − ν)K12 in K12 have been computed in
[CS2, Page 427]. Every coset can be represented by a vector of norm 0, 4, 6, or 8 and
the vectors of norm 0 fall into 1 class of size 1;
the vectors of norm 4 fall into 252 classes of size 3;
the vectors of norm 6 fall into 224 classes of size 18;
the vectors of norm 8 fall into 252 classes of size 81.
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The next lemma can be obtained easily by using Equation (5.5) and (2) of Lemma
5.36.
Lemma 5.48. Let β ∈ K12 be of norm 4, 6, or 8 and let
nβ = |{α ∈ K12(4)|(α, β) = 0 mod 3}|.
Then,
nβ =


270 if (β, β) = 4,
270 if (β, β) = 6,
216 if (β, β) = 8.
Corollary 5.49. Let α ∈ K12(4). Then A(α) = Span{α, ν(α)} ∼=
√
2A2 and there exists
exactly 80 ν-invariant
√
2A2-sublattices B ∈ A such that B 6= A(α) and B 6⊥ A(α).
Proof. The first assertion is clear by definition. By Lemma 5.48, there exists 270 norm
4 vectors which are orthogonal to A(α). Note also that (α, β) ≡ (α, νβ) mod 3 since
1
3
(1 − ν)K12 < K12 (see the proof of Lemma5.44). Thus there exists exactly 480 norm 4
vectors which are not orthogonal to A(α) and not in A(α). Therefore we have480/6 = 80
ν-invariant
√
2A2-sublattices B ∈ A such that B 6= A(α) and B 6⊥ A(α).
Notation 5.50. Let (V,Q) be a nondegenerate orthogonal space over F3 and dimV = n.
Up to equivalence, there are exactly two choices for the form Q on V . These two types
are distinguished by their discriminant (the determinant of their Gram matrix) δ = ±1,
or, in even dimension n = 2k, by their sign ǫ = ±1, where ǫ = +1 if Q has Witt index n
and ǫ = −1 if Q has Witt index n− 1. Note that δǫ = (−1)n/2 if dimV = n is even. In
odd dimension, both forms have the same Witt index, and the sign is not often defined.
As a convention, we choose ǫ so that δǫ = (−1)n+12 if dim V = n is odd.
We denote the full orthogonal group of (V,Q) by δO
ǫ(n, 3) if (V,Q) has the discrim-
inant δ and the sign ǫ. Since δ and ǫ determine each other uniquely for any given n,
we sometimes write Oǫ(n, 3) instead of δO
ǫ(n, 3). We also denote the derived subgroup
[δO
ǫ(n, 3), δO
ǫ(n, 3)] by Ωǫ(n, 3). Moreover, we often use ± to denote ±1.
The orthogonal group Oǫ(n, 3) contains two conjugacy classes of reflections, one con-
taining those reflections rv whose reflection center 〈v〉 has Q(v) = 1 and the other con-
taining those reflections rv whose center has Q(v) = −1. The reflections of the first class
is said to be of +-type and those of the second class is of − -type. We denote the sub-
group of Oǫ(n, 3) generated by all reflections of γ-type by γΩǫ(n, 3) and denote the central
quotient γΩǫ(n, 3)/(γΩǫ(n, 3) ∩ 〈±1〉) by γPΩǫ(n, 3).
Lemma 5.51. Let H = 〈σe | e ∈ E1〉 < Aut(VK12). Then H ∼= 36:(6× PSU(4, 3).2).
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Proof. First we note that ραeA is of σ-type in VK12 and fixed by νˆ. Thus, σe ∈ CAut(VK12 )(νˆ)
for any e ∈ E1. By Lemma 5.15, we have an exact sequence
1 −→ Hom(K12/(1− ν)K12,Z3) −→ CAut(VK12 )(νˆ)
ϕ−−→ CO(K12)(ν) −→ 1.
Note also CO(K12)(ν) has the shape 6×PSU(4, 3).2 (see [CS2]). By Lemma 5.17, we have
ϕ(σe) = tA for any e ∈ V νˆA , A ∈ A. Thus,
ϕ(H) = 〈tA | A ∈ A〉 ∼= 6× PSU(4, 3).2.
Therefore, the map ϕ : H → CO(K12)(ν) is a surjection. Moreover, σραeAσeA = ρ2α and
hence the kernel of ϕ contains the subgroup
〈ρα | α ∈ K12(4)〉 ∼= Hom(K12/(1− ν)K12,Z3) ∼= 36.
Thus, H has the desired shape.
Remark 5.52. We should note that H also acts on V νˆK12 with the kernel 〈νˆ〉. Hence, as
a subgroup of Aut(V νˆK12), we have
H¯ = 〈σe|Aut(VK12 ) | e ∈ E1〉
∼= H/〈νˆ〉 ∼= 36:(2× PSU(4, 3).2) ∼= 36:+Ω−(6, 3).
Lemma 5.53. Let β ∈ K12 and A ∈ A. Then
(ρβu|eA) =


0 if (β,A) ≡ 0 mod 3,
1
25
if (β,A) 6≡ 0 mod 3.
Proof. By Appendix A,
(ρβu | eA) =
(
ωK12 −
1
9
∑
B∈A
ρβeB
∣∣∣∣∣ eA
)
=
2
5
− 1
9
(
(ρβeA | eA) + 80
25
)
.
Note that for any A ∈ A, there exists exactly 80 ν-invariant √2A2-sublattices B ∈ A
such that A 6= B and A 6⊥ B. Thus,
(ρβu | eA) =


2
5
− 1
9
(
2
5
+
80
25
)
= 0 if (β,A) ≡ 0 mod 3,
2
5
− 1
9
(
1
25
+
80
25
)
=
1
25
if (β,A) 6≡ 0 mod 3,
as desired.
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Lemma 5.54. Let β ∈ K12 be a vector of norm 4, 6, or 8. Then we have
(ρβu|u) =


1
25
if β has norm 4 or 6,
0 if β has norm 8.
Proof. By Appendix A, we have u = ωK12 − 19
∑
A∈A eA. Then
(ρβu | u) =
(
ωK12 −
1
9
∑
A∈A
ρβeA
∣∣∣∣∣ωK12 − 19 ∑
B∈A
eB
)
= 6− 2 · 28
5
+
1
81
∑
A,B∈A
(ρβeA | eB),
= −26
5
+
1
81
∑
A∈A
(
(ρβeA|eA) + 80 · 1
25
)
.
Thus by the previous lemma, if β has norm 4 or 6, then
(ρβu | u) = −26
5
+
1
81
(
270
6
(
2
5
+
80
25
)
+
756− 270
6
(
1
25
+
80
25
))
=
1
25
.
If β has norm 8, then
(ρβu | u) = −26
5
+
1
81
(
216
6
(
2
5
+
80
25
)
+
756− 216
6
(
1
25
+
80
25
))
= 0.
Hence, we have the desired result.
Lemma 5.55. Let A,B be two distinct ν-invariant
√
2A2-sublattices of K12 such that
(A,B) 6= 0. Then we have σeA(ρβeB) = ρtAβ(etAB), where tA is the RSSD involution
associated to A.
Proof. First we note that tAtB has order 3 and A+B ∼= A2 ⊗ A2.
Let g = tAtB. Then B = gA and gB = tAB. Suppose that
eα · νˆ(eα) = (−1)iνˆ(e−α) and egα · νˆ(egα) = (−1)j νˆ(e−gα)
for any α ∈ A.
Let ǫ ∈ {±1} such that eα · egα = ǫe−g2α and e−α · e−gα = ǫeg2α. Then
eg
2α · νˆeg2α = e−α · e−gα · νˆ(e−α · e−gα),
= (−1)e−α · νˆ(e−α) · e−gα · νˆ(e−gα),
= (−1)1+i+j νˆ2(eα · egα),
= (−1)1+i+jǫνˆ2(e−g2α).
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Note that (gα, να) = −1 for any α ∈ A(4).
Since
eA =
2
5
ωA + (−1)i1
5
∑
α∈A(4)
eα and ρβeB =
2
5
ωB + (−1)j 1
5
∑
α∈A(4)
ρβe
gα,
we have
(eA)(1)(ρβeB) =
1
25

4× 1
2
(ωA + ωB − ωtAB) + (−1)i
∑
α∈A(4)
eα
+ (−1)j
∑
α∈A(4)
ρβe
gα + (−1)i+jǫ
∑
α∈A(4)
ζ (β,gα)e−g
2α

 .
Hence,
σeA(ρβeB) =eA + ρβeB − 5(eA)(1)(ρβeB)
=
2
5
ωtAB +
1
5
(−1)1+i+jǫ
∑
α∈A(4)
ζ (tAβ,−g
2α)e−g
2α
=ρtAβ(etAB)
as desired.
Next we will compute σu(ρβu).
Remark 5.56. When β has norm 8, we have σu(ρβu) = ρβu since (u|ρβu) = 0.
Lemma 5.57. Let β ∈ K12 and A ∈ A. Then we have σeA(ρβu) = ρtAβu if (A, β) 6≡ 0
mod 3.
Proof. Since ρβu = ωK12 − 19
∑
B∈A ρβ(eB), we have
σeA(ρβ(u)) = ωK12 −
1
9
∑
B∈A
σeA(ρβ(eB)),= ωK12 −
1
9
∑
B∈A
(ρtAβ(etAB)) = ρtAβ(u)
as desired.
Lemma 5.58. Let β ∈ K12(4). Then we have
σu(ρβu) = ρ
−1
β eA(β),
where A(β) = SpanZ{β, νβ} ∼=
√
2A2.
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Proof. Let β be a norm 4 vector in K12. Then A(β) = SpanZ{β, νβ} is a ν-invariant√
2A2-sublattice. By Lemma 5.57, we have
σeA(β)(ρβu) = ρtA(β)β(u) = ρ
−1
β u.
Notice that tA(β)β = −β since β ∈ A(β). Therefore, we have
σu(ρ
−1
β eA(β)) = ρ
−1
β σρβueA(β) = ρ
−1
β σeA(β)ρβu = ρ
−1
β ρ
−1
β u = ρβu.
Hence σu(ρβu) = ρ
−1
β eA(β).
In the following, we will study the case when β has norm 6.
Notation 5.59. For any α ∈ K12(4), we denote
Sα = {γ ∈ K12(4) | (α, γ) = 2 but γ /∈ A(α)}.
Notice that if γ ∈ Sα, then α− γ is of norm 4, α− γ ∈ Sα and α = γ + (α− γ).
The next lemma can be obtained by a direct calculation.
Lemma 5.60. Let β be a norm 6 vector and α a norm 4 vector in K12. Let Sα be defined
as in Notation 5.59 and let
Zα,β = {γ ∈ Sα | (γ, β) ≡ 0 mod 3}.
Then we have
|Zα,β| =
{
26 if (α, β) ≡ 0 mod 3,
30 if (α, β) 6≡ 0 mod 3.
Notation 5.61. For any α ∈ K12(4), we denote
eα =
{
eα if α ∈ S1(4) ∪ S2(4),
−eα if α ∈ S3(4) ∪W (4).
Lemma 5.62. Let β be a norm 6 vector in K12. Then
 ∑
α∈K12(4)
eα


(1)

 ∑
α∈K12(4)
ρβeα

 = 9ωK12 − 3∑
α⊥β
eα − 12
∑
α6⊥β
ρ2βeα.
30
Proof. First we note that for any γ ∈ Sα, we have eγeα−γ = eα−γeγ and e−ναe−ν2α =
e−ν2αe−να = −eα (cf. Lemma A.3). Thus,
 ∑
α∈K12(4)
eα


(1)

 ∑
α∈K12(4)
ρβeα


=
∑
α⊥β
α(−1)21
2
+
∑
α6⊥β
(ζ + ζ2)
α(−1)21
4
+
∑
α⊥β
(
|Zα,β| − 80− |Zα,β|
2
− 2
)
eα +
∑
α6⊥β
(
|Zα,β| − 80− |Zα,β|
2
− 2
)
ρ2βeα
= 9ωK12 − 3
∑
α⊥β
eα − 12
∑
α6⊥β
ρ2βeα
by Lemma 5.60. Note also that 1
2
∑
α⊥β α(−1)21 = 90ωK12 and 14
∑
α6⊥β α(−1)21 = 81ωK12
since there are exactly 45 ν-invariant
√
2A2 -sublattices perpendicular to β and 81 ν-
invariant
√
2A2 -sublattices not perpendicular to β (see Lemma 5.48 ).
Lemma 5.63. Let β be a norm 6 vector in K12. Then we have σu(ρβu) = ρ
−1
β u.
Proof. Suppose β has norm 6. Then by Lemma 5.62, we have
 ∑
α∈K12(4)
eα


(1)

 ∑
α∈K12(4)
ρβeα

 = 9ωK12 − 3∑
α⊥β
eα − 12
∑
α6⊥β
ρ2βeα.
Hence,
u1(ρβu) =
(
1
15
ωK12 +
1
45
∑
α∈K12
eα
)
(1)
(
1
15
ωK12 +
1
45
∑
α∈K12
ρβeα
)
,
=
1
452
(
18ωK12 + 6
∑
α∈K12
eα + 6
∑
α∈K12
ρβeα + 9ωK12 − 3
∑
α⊥β
eα − 12
∑
α6⊥β
ρ2βeα
)
=
1
5
(
1
15
ωK12 +
1
45
∑
α⊥β
eα − 2
45
∑
α6⊥β
ρ2βeα
)
.
Therefore,
σu(ρβu) = u+ ρβu− 5u1(ρβu) = ρ2βu
as desired.
Theorem 5.64. Let E = E1 ∪ E2 and G = 〈σe | e ∈ E〉 < Aut(V νˆK12) . Then we have
G ∼= +Ω−(8, 3).
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Proof. Let X ∼= F83 be a nondegenerate quadratic space of (−)-type. Write X = U ⊕ Y ,
where U is a hyperbolic plane and Y is a 6-dimensional non-degenerate quadratic space
of (−)-type. We shall identify Y with K12/(1− ν)K12.
Note that U has exactly two isotropic lines, say 〈v0〉 and 〈v′0〉, two non-singular vectors
v1, −v1 of norm 1 and two non-singular vectors v2, −v2 of norm 2 (or −1).
Now let x = v+y ∈ U⊕Y be a non-singular vector of norm 1 and let 〈x〉 = SpanF3{x}
be the line spanned by x.
If v = 0, then y has norm 1 and it is represented by a norm 4 vector β ∈ K12,
i.e., y = β + (1 − ν)K12 ∈ K12/(1 − ν)K12. In this case, we assign 〈x〉 to eA(β), where
A(β) = SpanZ{β, νβ} ∼=
√
2A2.
If v = v0 is isotropic, then y is again represented by a norm 4 vector β ∈ K12. We
assign 〈x〉 to ρβeA(β).
If v = v′0, then y is represented by a norm 4 vector β ∈ K12 and we assign 〈x〉 to ρ−1β u.
If v = v1, then y is isotropic and is represented by a norm 6 vector γ. In this case, we
assign 〈x〉 to ργu.
If v = v2, then y has norm −1 and is represented by a norm 8 vector δ. In this case,
we assign 〈x〉 to ρδu.
Then, by Remark 5.56 and Lemmas 5.58 and 5.63, the assignment above defines an
+Ω−(8, 3)-map
ϕ :
{
1-spaces generated
by norm 1 vectors
}
−→ E.
It induces a group homomorphism
ϕ˜ : +Ω−(8, 3) −→ G
rx 7−→ σϕ(x).
Recall that G contains a subgroup H¯ = 〈σe | e ∈ E1〉 ∼= 36:+Ω−(6, 3), which is a maximal
subgroup of +Ω−(8, 3) and σu is non-trivial. Therefore, we must have G ∼= +Ω−(8, 3).
It is also easy to show that the assignment ϕ is one-to-one and onto. Hence the group
homomorphism ϕ˜ is in fact an isomorphism.
A An explicit definition for c = 4/5 Virasoro vectors
in V νˆK12
Next we will give an explicit definition for c = 4/5 Virasoro vectors in V νˆK12 . First let νˆ
be a lift of ν in VK12 .
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Lemma A.1. Let A be the set of all ν-invariant √2A2 sublattices in K12 and let eA, A ∈ A
be defined as in Lemma 5.33. Then the element
u˜ =
1
9
∑
A∈A
eA
is a Virasoro vector of central charge 56/5 in V νˆK12. Therefore, ωK12 − u˜ is a Virasoro
vector of central charge 4/5 in V νˆK12.
Proof. First we note that there are 126 ν-invariant
√
2A2-sublattices in K12. By Theorem
3.3, for any A, B ∈ A, we have
(eA)(1)eB =


2eA if A = B,
0 if A ⊥ B,
1
5
(eA + eB − σeAeB) otherwise.
Note also that for any A ∈ A, there exists exactly 80 ν-invariant √2A2-sublattices B ∈ A
such that A 6= B and A 6⊥ B.
Therefore,
u˜(1)u˜ =
1
81
(∑
A∈A
eA
)
(1)
(∑
B∈A
eB
)
=
1
81
∑
A∈A
(
2eA + (eA)(1)
(∑
B 6=A
eB
))
=
1
81
∑
A∈A
(
2eA +
∑
B 6⊥A
1
5
(eA + eB − σeAeB)
)
=
1
81
∑
A∈A
(
2eA +
80
5
eA
)
=
2
9
∑
A∈A
eA = 2u˜,
and
(u˜|u˜) = 1
81
(∑
A∈A
eA
∣∣∣∣∣ ∑
B∈A
eB
)
=
1
81
∑
A∈A
(
(eA|eA) +
∑
B 6=A
(eA|eB)
)
=
1
81
· 126 ·
(
2
5
+
1
25
· 80
)
=
28
5
.
Since eA is fixed by νˆ for any A ∈ A, both u˜ and ωK12 − u˜ are fixed by νˆ.
Remark A.2. Note that the definition of eA depends on the choice of the lift νˆ. Hence
the definition of u also depends on the choice of the lift νˆ
Next we will show that the Virasoro vector u defined in Remark 5.41 agrees with
ωK12 − u˜. Let M , N , F = M ∩N and J = AnnM+N(F ) ∼= K12 be defined as in Notation
5.37 and let νˆ = τeM τeN .
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As in the proof of Lemma 5.42, set S1 = J ∩M , S2 = J ∩ N and S3 = νS2. Denote
T 1 =M \ (F ⊥ S1), T 2 = M \ (F ⊥ S2), T 3 = νT 2 and W = J \ (S1 + S2). Then
eM =
1
16
(ωF + ωS1) +
1
32

 ∑
α∈F (4)
eα +
∑
α∈S1(4)
eα +
∑
α∈T 1(4)
eα

 ,
eN =
1
16
(ωF + ωS2) +
1
32

 ∑
α∈F (4)
eα +
∑
α∈S2(4)
eα +
∑
α∈T 2(4)
eα

 .
By direct calculation, we have
(ωF + ωS1)(1)(ωF + ωS2) = 2ωF +
1
2
(ωS1 + ωS2 − ωS3),
(ωF + ωS1)(1)

 ∑
α∈F (4)
eα +
∑
α∈S2(4)
eα +
∑
α∈T 2(4)
eα

 = 2 ∑
α∈F (4)
eα +
1
2
∑
α∈S2(4)
eα +
∑
α∈T 2(4)
eα,
(ωF + ωS2)(1)

 ∑
α∈F (4)
eα +
∑
α∈S1(4)
eα +
∑
α∈T 1(4)
eα

 = 2 ∑
α∈F (4)
eα +
1
2
∑
α∈S1(4)
eα +
∑
α∈T 1(4)
eα,
and 
 ∑
α∈F (4)
eα +
∑
α∈S1(4)
eα +
∑
α∈T 1(4)
eα


(1)

 ∑
α∈F (4)
eα +
∑
α∈S2(4)
eα +
∑
α∈T 2(4)
eα


=12ωF + 2
∑
α∈F (4)
eα + 2
∑
α∈T 1(4)
eα + 2
∑
α∈T 2(4)
eα +
∑
α∈S3(4)
eα + 2
∑
α∈T 3(4)
eα + 3
∑
α∈W (4)
eα.
Hence,
u =
26
135
(2eM + 2eN + νˆ(eN)− 16(eM)(1)(eN))
=
1
45

2(ωS1 + ωS2 + ωS3) + ∑
α∈S1(4)
eα +
∑
α∈S2(4)
eα −
∑
α∈S3(4)
eα −
∑
α∈W (4)
eα


=
1
15
ωK12 +
1
45

 ∑
α∈S1(4)
eα +
∑
α∈S2(4)
eα −
∑
α∈S3(4)
eα −
∑
α∈W (4)
eα

 .
Lemma A.3. Let α, β be norm 4 vectors.
(1) Suppose that α, β ∈ S3(4) and (α, β) = −2. Then we have eαeβ = −eα+β.
(2) Suppose α ∈ S1(4). Then νˆ(eα) = eνα and νˆ2(eα) = −eν2α.
(3) Let α ∈ W (4). Then ε(α, να) ≡ 0 mod 2.
(4) Let α, β ∈ W (4) such that α + β ∈ W (4). Then ε(α, β) ≡ 1 mod 2 unless β ∈
SpanZ{α, να}.
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Proof. (1): Let α, β ∈ S3(4). Then there exist α′, β ′ ∈ S1(4) such that α = α′ + να′,
β = β ′ + νβ ′ and (α, β) = (α′, β ′). In this case, we have
eαeβ = eα
′
eνα
′
eβ
′
eνβ
′
= (−1)(να′,β′)eα′eβ′eνα′eνβ′ = −eα′+β′+ν(α′+β′) = −eα+β .
(2): First we note that eα = 1
2
(
(eα + e−ν
2α) + (eα − e−ν2α)
)
. For α ∈ S1(4), we have
(eN )(1)(e
α + e−ν
2α) =
1
16
(eα + e−ν
2α) and (eN )(1)(e
α − e−ν2α) = 0.
Recall that
eN =
1
16
ωN +
1
32
∑
β∈N(4)
eβ.
Moreover, (β, α) = −2 if and only if β = να, and (β,−ν2α) = −2 if and only if β = −gα.
Thus, we have
τeNe
α = τeN
(
1
2
(
(eα + e−ν
2α) + (eα − e−ν2α)
))
=
1
2
(
−(eα + e−ν2α) + (eα − e−ν2α)
)
= −e−ν2α.
By the same argument, we also have
τeMe
−ν2α = −eνα.
Hence, νˆeα = τeM τeNe
α = −τeMeν2α = eνα and
νˆ2eα = τeN τeMe
α = τeNe
−α = −eν2α.
as desired.
(3): Let α ∈ W (4). Then α = x + νy for some x, y ∈ M(4), where x = a + b and
y = −a − b′ with a ∈ (M ∩ N)∗, b, b′ ∈ (S1)∗ and b − b′ ∈ S1. Then να = νx + ν2y =
a+ νb− a+ ν2b′ = (a + b′) + (−a + ν(b+ b′)) and thus
ε(α, να) = (νy, a+ b′) = (−a− νb′, a+ b′) = −4
3
+
1
2
· 8
3
= 0.
(4): Let α = x+ νy and β = x′ + νy′ such that
x = a+ b, y = −a− b′, x′ = c+ d, y′ = −c− d′,
and (b, b′) = (d, d′) = −4/3. Then α + β ∈ W (4) implies (α, β) = −2 and
(b, d) + (b′, d′) +
1
2
((b, d′) + (b′, d)) = −2.
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Since x, x′y, y′ ∈M , which is doubly even, we have (x, x′), (y, y′) ∈ 2Z and thus
(b, d) ≡ (b′, d′) ≡ −(a, c) mod 2.
If we further assume ε(α, β) ≡ (x, νy′) ≡ (x′, νy) ≡ 0 mod 2, then we also have
1
2
(b, d′) ≡ (a, c) ≡ 1
2
(b′, d) mod 2.
Note that (a, c) ≡ ±2/3 mod 2 and |(a, c)| ≤ 4/3.
Case 1. Suppose (a, c) ≡ 2/3 mod 2. Then a + c has integral norm and hence
a + c ∈ M ∩ N . Therefore, x + x′ and y + y′ are contained in M ∩ N + S1 and thus
α+ β = x+ x′ + ν(y + y′) ∈ S1 + S2, which contradicts our assumption that α+ β ∈ W .
Case 2. Suppose (a, c) ≡ −2/3 mod 2. Then (b, d′)/2 = 4/3 or −2/3. If (b, d′)/2 =
4/3, then (b, d′) = 8/3 and hence b = d′. Thus
(d′, d) + (b′, b) +
1
2
(
8
3
+ (b′, d)
)
= −2
and we have (b′, d) = −4/3. Note that (b, b′) = (d, d′) = −4/3. Therefore, (d, b + b′) =
−8/3 and d = −(b+ b′). Hence, β = −(b+ b′)− νb = ν2α.
Similarly, if (b′, d)/2 = 4/3, we also have β ∈ SpanZ{α, να}.
Now suppose (b, d′)/2 = (b′, d)/2 = −2/3. Then we have
(b, d) + (b′, d′)− 4
3
= −2 and (b, d) + (b′, d′) = −2
3
.
Since (b, d) = (b′, d′) ≡ −(a, c) ≡ 2/3 mod 2, we have
(b, d) = −4
3
, (b′, d′) =
2
3
or (b, d) =
2
3
, (b′, d′) = −4
3
.
Without loss of generality, we assume (b, d) = −4/3 and (b′, d′) = 2/3. Then
(d, b+ b′) = −8
3
and (b, d+ d′) = −8
3
and hence −d = b + b′ and −b = d + d′. This implies b′ = d′ = −(b + d). This is a
contradiction since (b′, d′) = 2/3.
Proposition A.4. We have u = ωK12 − 19
∑
A∈A eA.
Proof. First we note that A is a union of 21 disjoint √2A2-frames, i.e., sets of 6 mutually
orthogonal ν-invariant
√
2A2-sublattices. Therefore, we have ωK12 = (1/21)
∑
A∈A ωA.
Moreover, by Lemma A.3, we have
eA(α) =
2
5
ωA(α) − 1
5
(
eα + e−α + νˆ(eα + e−α) + νˆ2(eα + e−α)
)
=
2
5
ωA(α) − 1
5
(
eα + e−α + (eνα + e−να)− (eν2α + e−ν2α)
)
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if α ∈ S1 and
eA(α) =
2
5
ωA(α) +
1
5
(
eα + e−α + (eνα + e−να) + (eν
2α + e−ν
2α)
)
if α ∈ W . Hence, we have u = ωK12 − 19
∑
A∈A eA as desired.
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