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We consider an optimal labelling problem for a rooted directed tree abbreviated
.as ``RDT'' which is motivated by certain scheduling problem. We obtain several
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1. INTRODUCTION
We first consider a scheduling problem of the following type:
Suppose in the production process of a certain product there are
 .altogether n steps say, t , t , . . . , t , some of these steps should satisfy1 2 n
certain given priority constraints. For example, if the step t need to usej
the output of the step t , then we call t a ``predecessor of t '', and call t ai i j j
``successor of t ''. We assume that in the production process there is ai
unique step which produces the final product, and all the other steps are
the ``intermedium steps'', they produce the intermedium products which
will be consumed in some of the later steps. We further make the
 .  .following two assumptions R1 and R2 :
 .  .R1 The intermedium product of each intermedium step is con-
sumed in a unique later step i.e., each intermedium step has a unique
.successor .
 .R2 The storage costs of each intermedium product is proportional
to the storage time, while the storage time of each intermedium product is
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counted as the number of steps it waits for being consumed. Namely, the
number of steps between the step in which it is produced and the step in
which it is consumed.
Now our problem is:
PROBLEM A. How should we arrange the order of the n steps subject
to the given priority constraints such that the total storage time is as small
as possible?
The above practical problem can be described by the following mathe-
matical model.
 .  .Let D s V, E be a digraph directed graph , each vertex of D repre-
sents a step in the above described production process, so that the vertex
set V of D is just the set of n steps of the above production process.
Assume that there is an arc from vertex u to vertex ¨ if and only if the
step ¨ is the successor of the step u. According to the assumptions of the
above problem, the digraph D should satisfy the following two conditions:
 .1.1 There is exactly one vertex of D with the outdegree zero
 .corresponding to the ``final step'' , and the outdegrees of the other
 .vertices corresponding to the ``intermedium steps'' are all equal to 1.
 .1.2 D contains no directed cycles.
 .D satisfies condition 1.2 because in the production process any step
 .cannot be the successive successor successor by several times of itself.
 .  .DEFINITION 1.1. A digraph D satisfying conditions 1.1 and 1.2 is
 .called a rooted directed trees abbreviated as RDT . The unique vertex of
which with outdegree zero is called the root of this RDT.
Just like the importance of trees in the study of undirected graphs, RDT
is an important class of digraphs and is extensively studied in graph theory
w x.1, 2 .
 .DEFINITION 1.2. Let D s V, E be a RDT of order n.
 .  41 A bijective map f from V to the set 1, 2, . . . , n is called a vertex
 .labelling or simply ``labelling,'' of D.
 .  .2 For any arc e s u, ¨ of D, let
d e s f ¨ y f u ; e s u , ¨ g E . .  .  .  . .f
 .We call d e ``the label difference'' of the labelling f on the arc e.f
 .3 If a labelling f satisfies
d e ) 0 ; e g E .  .f
then f is called a feasible labelling of D.
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 .4 For any subset E9 of the arc set E, we define
d E9 s d e . .  .f f
egE9
 .In particular, d E is the sum of the label difference of all arcs of D, andf
is called the ``total label differences'' of the labelling f on D.
 .5 A feasible labelling f of D is called an ``optimal labelling,'' if
 .the value d E is the smallest among all the feasible labellings of D.f
It is not difficult to see that feasible labelling exists and thus optimal
.labelling exists by the finiteness of the number of the feasible labellings
for any RDT D. For example, we can first label those vertices of D with
indegree zero, then use inductive process in labelling the remaining
vertices. But we will see later that feasible labellings obtained in this way
are not the optimal labellings in general.
Using the notions introduced in Definitions 1.1 and 1.2, we can see that
in the above scheduling problem, the n steps and the priority constraints
 .between the steps can be described by a RDT D s V, E of order n. A
vertex labelling of D will then correspond to an ordering of the n steps,
and a vertex labelling f of D is feasible if and only if the corresponding
ordering of the n steps satisfies the given priority constraints. If u is a
vertex of D which represents an intermedium step of the scheduling
 .problem and e s u, ¨ is the unique arc in D with the initial vertex u,
then the storage time of the intermedium product produced in step u
under the feasible labelling f is just
f ¨ y f u s d e , .  .  .f
hence the total storage time of all the intermedium products is equal to
 .d E , the total label differences of the labelling f.f
In view of this, we see that an ordering of the n steps subject to the
given priority constraints has the smallest total storage time if and only if
the corresponding labelling is an optimal labelling of the RDT D. There-
fore our previous scheduling Problem A is equivalent to the following
mathematics problem:
PROBLEM 1. Find an optimal labelling for a given RDT.
In the remaining part of this paper we will study this mathematics
problem. First we discuss some basic properties for RDTs. The following
theorem gives several equivalent descriptions for RDTs.
 .THEOREM 1.1. Let D s V, E be a digraph of order n. Suppose there is
one ¨ertex ¨* of D such that
0, ¨ s ¨*,qd ¨ s .  1, ¨ / ¨*,
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q .where d ¨ denotes the outdegree of the ¨ertex ¨. Then the following four
conditions are equi¨ alent:
 .  .1 D contains no directed cycle i.e., D is a RDT .
 .  .2 There exists a directed path from any ¨ertex ¨ of D to the ¨er-
tex ¨*.
 . 3 D is connected when D is regarded as an undirected graph i.e.,
.when we neglect the directions of the arcs of D .
 .4 D contains no undirected cycle.
 .  .  .Proof. 1 « 2 : For any vertex ¨ in D, let P be a directed path
starting from ¨ which is the longest among all paths starting from ¨. We
claim that the terminus u of this path P must be the vertex ¨*: For
q .  .otherwise we have u / ¨* and d u s 1, then there exists an arc u, w
 .  .in D. If w f V P , then P q u, w will be a path starting from ¨ longer
 .than P, a contradiction. If w g V P , then the section from w to u of the
 .path P together with the arc u, w will produce a directed cycle of D,
 .contradicting condition 1 . Thus u s ¨* and P is a path from ¨ to ¨*.
 .  .2 « 3 : For any two vertices u and ¨ of D, there is a directed path P
w  .xfrom u to ¨* and a directed path Q from ¨ to ¨* by condition 2 . Put P
and Q together and we obtain an undirected path from u to ¨ . Therefore
D is connected in the undirected sense.
 .  .3 « 4 : The total number of arcs of D is equal to the sum of the
outdegrees of all the vertices of D. Thus we have
< < qE s d ¨ s n y 1. .
¨gV
Now when D is regarded as an undirected graph of order n, D is
w x.connected with n y 1 edges, so D is an undirected tree 3, 4 , which
implies that D contains no undirected cycle.
 .  .4 « 1 : Obvious.
 .Let D s V, E be a RDT with root ¨* and ¨ be a vertex of D. From
 .2 of Theorem 1.1 we know that there exists a path from ¨ to ¨*. We
further know that the path from ¨ to ¨* in D is unique since the
 .outdegree of any vertex in D different from ¨* is one. Let d ¨ , ¨* be the
distance from ¨ to ¨* in D. A vertex ¨ of D is called ``a vertex of level k ''
 .if d ¨ , ¨* s k. We further define:
B ¨ s u g V there exists a path from u to ¨ ¨ g V D . 1.3 4 .  .  . .
 .For convenience, the subdigraph of D induced by the vertex subset B ¨ is
 .  .also denoted by B ¨ , and is called ``a branch with root ¨ '' of D. If ¨ is a
 .vertex of level k, then B ¨ is called ``a branch of level k ''.
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 .It is easy to see that the subdigraph B ¨ is a RDT with root ¨.
In this paper we will give several necessary and sufficient conditions for
 .the optimal labellings of a RDT in Sect. 3 , and will give a polynomially
bounded algorithm for the constructions of the optimal labellings of a
 .RDT in Sect. 4 . In Sect. 5 we will further generalize Problem 1 and the
corresponding results in Sects. 3 and 4 to the case of vertex weighted
RDTs.
2. SOME NECESSARY CONDITIONS OF THE
OPTIMAL LABELLINGS
In this section we give some necessary conditions of the optimal la-
bellings.
Let f be a labelling of a RDT D. Suppose P s u u ??? u is a1 2 k
 .  .directed path in D, then the label differences of f on the arc set E P
can be easily computed in the following way:
ky1
d E P s d e s f u y f u s f u y f u . .  .  .  .  .  . .  . f f iq1 i k 1
 . is1egE P
2.1 .
If T is a subdigraph of D, we write
f T s f ¨ ¨ g V T 2.2 4 .  .  .  .
which is the set of f-labels of the vertices of T. We also write
min f T s min f ¨ ¨ g V T . 2.3 4 .  .  .  .
LEMMA 2.1. Let f be a labelling of a RDT D. Then f is a feasible
labelling of D if and only if for any branch T of D, the root of T has the largest
f-label among all ¨ertices of T.
 .Proof. Necessity. Suppose T s B ¨ is a branch with root ¨ . Let u be a
vertex of T different from ¨ . Then there exists a path P s uu ??? u ¨1 r
 . w  .xfrom u to ¨ by the definition of B ¨ see 1.3 . If f is a feasible labelling
of D, then we have
f u - f u - ??? - f u - f ¨ . .  .  .  .1 r
 .Now this inequality holds for all vertices u of T with u / ¨ , so f ¨ is the
largest f-label among all vertices of T.
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 .Sufficiency. Let e s u, ¨ be an arbitrary arc of D. Take the branch
 .  .  .T s B ¨ , then u g V T . By the assumption f ¨ is the largest f-label
 .  .  .  .among all vertices of T , so we have f ¨ ) f u , and thus d e s f ¨f
 .y f u ) 0. This means that f is a feasible labelling of D.
The next lemma will give an important feature of the optimal labellings.
LEMMA 2.2. Let D be a RDT of order n with root ¨* and f be an optimal
 .  .labelling of D. Suppose u is the ¨ertex of D with f u s 1. Let T s B ¨ be
 . <  . <the unique branch of le¨el 1 containing the ¨ertex u, and assume V T s m,
then we ha¨e:
 4f T s 1, 2, . . . , m 2.4 .  .
 .  4  .  4Proof. Suppose V T s u , u , . . . , u , and f T s k , k , . . . , k ,1 2 m 1 2 m
where
f u s k i s 1, . . . , m , .  .i i
1 s k - k - ??? - k ,1 2 m
and u s u.1
 .  .  4Let V D R V T s w , . . . , w . Assume1 nym
f w s r j s 1, . . . , n y m , 2.5 .  .  .j j
where
r - r - ??? - r s n 2.6 .1 2 nym
and w s ¨*.nym
Now we construct a new labelling f9 of D as follows:
f9 u s i i s 1, . . . , m , 2.7 .  .  .i
f9 w s m q j j s 1, . . . , n y m . 2.8 .  .  .j
We check that f9 is also a feasible labelling of D.
 .If e s u , u is an arc of T , theni i1 2
f is feasible « f u ) f u « k ) k .  .i i i i2 1 2 1
« i ) i « f9 u ) f9 u . 2.9 .  .  .2 1 i i2 1
 .If e s w , w is an arc with both of its two end vertices not in T , thenj j1 2
f is feasible « f w ) f w « r ) r .  .j j j j2 1 2 1
« j ) j « m q j ) m q j « f9 w ) f9 w . 2.10 .  .  .2 1 2 1 j j2 1
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 .For the only remaining arc e s ¨ , ¨* where ¨ is the root of the branch
 .T s B ¨ and ¨* is the root of D, we have
f9 ¨* s f9 w s n ) f9 ¨ . 2.11 .  .  .  .nym
 .  .  .Combining 2.9 , 2.10 , and 2.11 , we conclude that f9 is also a feasible
labelling of D.
 .  .Now we compare d E and d E .f f 9
w  . xLet P be the unique path from the vertex u here f u s 1 to the root
 .  .  .¨*, then the arc ¨ , ¨* is an arc of P. Let E s E T R E P and E be1 2
the set of those arcs of D with both of the two end vertices not in T , then
we have
E s E P j E j E . 2.12 .  .1 2
 .From 2.1 we have
d E P s f ¨* y f u s n y 1 s f9 ¨* y f9 u .  .  .  .  . .f
s d E P . 2.13 .  . .f9
 .  .Next, take any arc e s u , u g E T , we have i ) i , andi i 2 11 2
d e s f u y f u s k y k , .  .  .f i i i i2 1 2 1
d e s f9 u y f9 u s i y i . .  .  .f9 i i 2 12 1
Now k - k - ??? - k and k , . . . , k are all integers, so we have1 2 m 1 m
i y1 i y12 2
k y k s k y k G 1 s i y i , . i i jq1 j 2 12 1
jsi jsi1 1
hence
d e F d e ; e g E T .  .  . .f9 f
and consequently we have
d E F d E . 2.14 .  .  .f9 1 f 1
Similarly we can obtain for any arc e g E that2
d e F d e ; e g E 2.15 .  .  .  .f9 f 2
and so
d E F d E . 2.16 .  .  .f9 2 f 2
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 .  .  .  .Now combining 2.12 , 2.13 , 2.14 , and 2.16 we have:
d E s d E P q d 9 E q d E .  .  .  . .f9 f 9 f 1 f 9 2
F d E P q d E q d E s d E . 2.17 .  .  .  .  . .f f 1 f 2 f
On the other hand, f is an optimal labelling of D and f9 is a feasible
labelling of D, so we also have
d E F d E .  .f f 9
 .This implies that the equality case holds in 2.17 , and thus the equality
 .  .cases also hold in 2.16 and 2.15 , namely we have
d e s d e ; e g E . 2.18 .  .  .  .f9 f 2
Take any vertex w not in T , let Q be the path from w to ¨*, then we
 .  .have E Q : E , so from 2.18 we have2
d E Q s d e s d e s d E Q . 2.19 .  .  .  .  . .  . f9 f 9 f f
 .  .egE Q egE Q
 .On the other hand, from 2.1 we have
d E Q s f9 ¨* y f9 w s n y f9 w , 2.20 .  .  .  .  . .f9
d E Q s f ¨* y f w s n y f w . 2.21 .  .  .  .  . .f
 .  .  .Comparing 2.19 , 2.20 , and 2.21 we have
f w s f9 w ; w g V D R V T , .  .  .  . .
 .  .which also implies that f T s f9 T , therefore, we have
 4f T s f9 T s 1, . . . , m .  .
The proof of the lemma is completed.
In view of the above lemma we introduce the following definition.
DEFINITION 2.1. Let f be a labelling of a RDT D, T be a subdigraph
<  . <  . of D with V T s m. Suppose the set f T the set of f-labels on the
.vertices of T is a set of m consecutive integers, then we say that the
labelling f is ``complete'' on the subdigraph T.
From Definition 2.1 we see that Lemma 2.2 actually asserts that an
optimal labelling of a RDT D must be complete on the branch of level 1
containing the vertex with the f-label 1. Later in Theorem 2.1 we will
extend this result to any branch of D.
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 .DEFINITION 2.2. Let f be a labelling of a RDT D s V, E . Suppose c
is an integer valued function on V such that
c ¨ s f ¨ q a ; ¨ g V , 2.22 .  .  .  .
where a is a constant independent of ¨ . Then c is called a ``translation of
f,'' or ``translation equivalent to f.''
A subRDT of a RDT D is a subdigraph of D which is a RDT itself.
 .LEMMA 2.3. Let T be a subRDT of a RDT D s V, E such that the root
¨ of T is the unique ¨ertex of T incident to some ¨ertices not in T. If f is an0
optimal labelling of D which is complete on the subRDT T , then the restriction
 < .of f on T denoted by f is translation equi¨ alent to an optimal labellingT
of T.
Proof. Let G be the subdigraph of D induced by the vertex subset
 .V R V T . Let
V s ¨ g V R V T ¨ , ¨ g E , .  . 41 0
V s u g V R V T ¨ , u g E . .  . 42 0
 .Since f is complete on the subRDT T , there exists a feasible vertex
labelling c of the RDT T and a constant a such that
f ¨ s c ¨ q a ; ¨ g V T . 2.23 .  .  .  . .
 .  .Take an optimal labelling c of T , then we have c ¨ s c ¨ since ¨0 0 0 0 0
is the root of T and both c and c are feasible labellings of T. Now we0
define a new labelling f of D as:0
c ¨ q a, ¨ g V T , .  .0
f ¨ s .0  f ¨ , ¨ f V T . .  .
Then it is easy to see that f is also a feasible labelling of D and we have0
d E s d E T q d E G .  .  . .  .f c f
q f ¨ y f ¨ q f u y f ¨ , .  .  .  . 0 0
¨gV ugV1 2
d E s d E T q d E G .  .  . .  .f c f0 0
q f ¨ y f ¨ q f u y f ¨ . .  .  .  . 0 0 0 0 0 0
¨gV ugV1 2
Now
f ¨ s c ¨ q a s c ¨ q a s f ¨ , .  .  .  .0 0 0 0 0 0
f ¨ s f ¨ ; ¨ g V .  .  .0 1
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and
f u s f u ; u g V , .  .  .0 2
so we have
d E T y d E T s d E y d E F 0 .  .  .  . .  .c c f f0 0
<Thus c is also an optimal labelling of T and f is translation equivalentT
 .to the optimal labelling c of T by 2.23 .
COROLLARY 2.1. Let f be an optimal labelling of a RDT D. If f is
complete on a subRDT T where T is either a branch of D, or a subRDT of D
 .  .induced by the ¨ertex subset V D R V T , where T is a branch of le¨el 1 in1 1
<D, then the restriction f is translation equi¨ alent to an optimal labellingT
of T.
Proof. By Lemma 2.3.
The following theorem gives the first necessary condition for the optimal
labellings of a RDT.
THEOREM 2.1. Let f be an optimal labelling of a RDT D of order n with
root ¨*, then f is complete on any branch T of D.
Proof. First we prove by using induction on n that f is complete on
any branch of level 1. Let T be the branch of level 1 containing the vertex1
<  . <with the f-label 1, and assume that V T s m. Let D be the subdigraph1 1
 .  .of D induced by the vertex subset V D R V T . Then D is a subRDT1 1
of D with the same root ¨* as D. From Lemma 2.2 we know that f is
 .  4  .  4complete on T , namely f T s 1, . . . , m , so f D s m q 1, . . . , n ,1 1 1
and thus f is also complete on D .1
It now follows from Corollary 2.1 that the restriction of f on D is1
translation equivalent to an optimal labelling c of D . By induction c is1
<complete on any branch of level 1 in D , so is its translation f . ThisD1 1
means that f is complete on any branch of level 1 in D.
 .In general, let T be a branch of level k in D k G 2 . We use induction
on k to prove that f is complete on T. Let X be the branch of level
 .k y 1 in D containing the branch T. Then T is a branch of level 1 in X.
By induction f is complete on the branch X, so by Corollary 2.1 the
<restriction f is translation equivalent to some optimal labelling c of X.X
By the previous argument for the case k s 1, c is complete on any branch
<of level 1 in X, so c is complete on T. Therefore f , as a translation ofX
c , is complete on T , and hence f is complete on T.
In order to obtain another necessary condition for the optimal la-
bellings, we need the following definition.
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 .  .DEFINITION 2.3. Let T s B ¨ and T s B ¨ be two branches of a1 1 2 2
RDT D. Suppose the vertices ¨ and ¨ have a common successor u in D,1 2
then T and T are called a pair of ``companion branches'' with the1 2
common successor u.
The following Lemma 2.4 is of purely arithmetic nature and will only be
used in the proof of Lemma 2.5.
LEMMA 2.4. Let n , . . . , n be real numbers.1 r
 X X .  4Suppose for any rearrangement n , . . . , n of the set n , . . . , n , we ha¨e1 r 1 r
r r
Xjn F jn . 2.24 . j j
js1 js1
Then
n G n G ??? G n . 2.25 .1 2 r
 .Proof. Suppose for the contrary that 2.25 is not true, then there exists
an index j such that n - n , and hence we havej jq1
jn q j q 1 n ) jn q j q 1 n . 2.26 .  .  .j jq1 jq1 j
 X X .  4Take a rearrangement n , . . . , n of the set n , . . . , n with1 r 1 r
¡  4n i f j, j q 1 ,i
X ~n i s j,n s jq1i ¢n i s j q 1.j
r r X  .Then we will have  jn )  jn by 2.26 , contradicting to thejs1 j jq1 j
 .  .assumption 2.24 . So 2.25 holds and the lemma is proved.
Using Lemma 2.4 we can obtain:
LEMMA 2.5. Let f be an optimal labelling of a RDT D of order n. Let
<  . <  .T , . . . , T be all the branches of le¨el 1 in D, where V T s n i s 1, . . . , r1 r i i
 r .therefore n s  n q 1 . Suppose thatis1 i
min f T - min f T - ??? - min f T 2.27 .  .  .  .1 2 r
then we must ha¨e
n G n G ??? G n . 2.28 .1 2 r
Proof. By Corollary 2.1 and Theorem 2.1 we know that the restriction
<f is translation equivalent to some optimal labelling c of T . WriteT i ii
d T s d E T , .  . .i c ii
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 .  .then d T is the optimal smallest value of the total label differencesi
 .among all the feasible labellings of T , and so d T is independent of thei i
labelling f. Let
e s ¨ , ¨* g E D , .  .i i
 .where ¨ is the root of T i s 1, . . . , r and ¨* is the root of D. Since f isi i
 .  .  .complete on each T and the sets of labels f T , . . . , f T satisfy 2.27 ,i 1 r
we have
i




d E s d E T q d e .  .  . . f f i f t
is1 ts1
r r
s d E T q f ¨* y f ¨ .  .  . . c i ti
is1 ts1
r r t
s d T q n y n .  i j /is1 ts1 js1
r r r
s d T q nr y r q 1 n q jn .  .  i j j
is1 js1 js1
r r
s d T q nr y r q 1 n y 1 q jn . 2.30 .  .  .  . i j
is1 js1
Now f is an optimal labelling of D, so the term r jn in the rightjs1 j
 .hand side of 2.30 should reach the minimum among all the possible
 4rearrangements of the set n , . . . , n , so by Lemma 2.4 we must have1 r
n G n G ??? G n , and the lemma is proved.1 2 r
As an extension of Lemma 2.5, we can obtain the second necessary
condition for the optimal labellings in the following theorem.
THEOREM 2.2. Let f be an optimal labelling of a RDT D. T , T be a pair1 2
 .of companion branches with the common successor u. If min f T -1
 .min f T , then we ha¨e2
V T G V T . 2.31 .  .  .1 2
Namely, the labels of an optimal labelling f on a larger branch T precede1
.the labels of f on a smaller companion branch T .2
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 .Proof. Take T s B u . Then T is a RDT with root u, and T and T1 2
are both the branches of level 1 in T. By Theorem 2.1 and Corollary 2.1 we
<know that the restriction f is translation equivalent to some optimalT
 .  .labelling c of T. Since min f T - min f T , we also have1 2
min c T - min c T . .  .1 2
Now using Lemma 2.5 for the optimal labelling c of the RDT T , we have
<  . < <  . <V T G V T , and the theorem is proved.1 2
3. SOME NECESSARY AND SUFFICIENT CONDITIONS
OF THE OPTIMAL LABELLINGS
In this section we give two necessary and sufficient conditions of the
optimal labellings of a RDT, the first of which is given in the following
Theorem 3.1.
THEOREM 3.1. Let f be a ¨ertex labelling of a RDT D of order n with root
<  . <¨*. T , . . . , T be all the branches of le¨el 1 in D, where V T s n1 r i i
 .i s 1, . . . , r . Assume
min f T - min f T - ??? - min f T . 3.1 .  .  .  .1 2 r
Then f is an optimal labelling of D if and only if f satisfies the following
three conditions:
 .  .A1 f ¨* s n.
 .A2 f is complete on all the branches T , . . . , T of le¨el 1, and the1 r
<restriction f is translation equi¨ alent to some optimal labelling of T .T ii
 .A3
n G n G ??? G n . 3.2 .1 2 r
Proof. Necessity. By Lemma 2.1, Theorem 2.1, Corollary 2.1, and
Lemma 2.5.
 .  .Sufficiency. By conditions A1 , A2 , and Lemma 2.1 we know that f is
 .a feasible labelling of D. Also, similar to the proof of 2.30 in Lemma 2.5
we have
r r
d E s d T q nr y r q 1 n y 1 q jn , 3.3 .  .  .  .  . f i j
is1 js1
 .  .where d T is the optimal smallest value of the total label differencesi
among all the feasible labellings of T .i
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Now take an optimal labelling c of D, then c satisfies the conditions
 .  .  .A1 and A2 by the necessity part of this theorem. Suppose i , . . . , i is1 r
 4a rearrangement of the index set 1, . . . , r such that
min c T - min c T - ??? - min c T . 3.4 . .  .  .i i i1 2 r
 .Then since the optimal labelling c satisfies the condition A3 by the
necessity part of this theorem, we must also have
n G n G ??? G n . 3.5 .i i i1 2 r
 .  .  .Now n , . . . , n is an rearrangement of n , . . . , n , so by condition A3i i 1 r1 r
 .and 3.5 we have
n s n j s 1, . . . , r . .j i j
 .  .Therefore, by 3.3 and 2.30 we have
r r
d E s d T q nr y r q 1 n y 1 q jn .  .  .  . f i j
is1 js1
r r
s d T q nr y r q 1 n y 1 q jn .  .  . i i j
is1 js1
s d E . 3.6 .  .c
 .But c is an optimal labelling of D, so by 3.6 f is also an optimal
labelling of D. This proves the sufficiency part of the theorem.
The next theorem is the second necessary and sufficient condition of the
optimal labellings.
THEOREM 3.2. Let f be a ¨ertex labelling of a RDT D of order n, then f
is an optimal labelling of D if and only if f satisfies the following three
conditions:
 .B1 For any branch T of D, the root of T has the largest f-label
among all ¨ertices of T.
 .B2 f is complete on any branch T of D.
 .B3 For any pair of companion branches T 9 and T 0, if
min f T 9 - min f T 0 .  .
then
V T 9 G V T 0 . .  .
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 .Proof. By Lemma 2.1 we know that the condition B1 is equivalent to
the condition that f is a feasible labelling.
Necessity. By Lemma 2.1, Theorem 2.1 and Theorem 2.2.
Sufficiency. We use induction on the number of vertices of D.
Let T , . . . , T be all the branches of level 1 in D, then f is complete on1 r
 . <each branch T by condition B2 . Thus the restriction f is translationTi i
 .equivalent to some labelling c of T i s 1, . . . , r . Now f satisfiesi i
 .  .  .conditions B1 , B2 , and B3 , so each labelling c of T also satisfiesi i
 .  .  .conditions B1 , B2 , and B3 , hence by using induction on T we knowi
<that c is an optimal labelling of T , therefore f is translation equiva-Ti i i
 .lent to an optimal labelling of T i s 1, . . . , r . This means that f satisfiesi
 .  .the condition A2 of Theorem 3.1. Also we have f satisfies B1 « f
 .  .  .satisfies A1 and f satisfies B3 « f satisfies A3 so f satisfies all
 .  .conditions A1 ] A3 of Theorem 3.1, and thus f is an optimal labelling
of D. The proof of the theorem is completed.
4. THE CONSTRUCTIONS OF THE
OPTIMAL LABELLINGS
In this section we use the two necessary and sufficient conditions given
in Theorems 3.1 and 3.2 to consider the constructions of the optimal
labellings.
We will describe a polynomially bounded algorithm with time complexity
 3.no more than O n for the constructions of the optimal labellings of the
RDTs.
 .Let D be a RDT of order n with root ¨*. For each vertex ¨ g V D , let
 .  .B ¨ be the set of vertices from which there exists a directed path to ¨ ,
 .  .  .as defined in 1.3 , and let P ¨ , ¨* be the unique directed path in D
from ¨ to ¨*.
 .For a vertex u g V D , we also define
C u s w g V D u is the successor of w . 4.1 4 .  .  .
 . y .Then C u / f if and only if the indegree d u / 0, and the nonempty
sets
yC u u g V D , d u / 0 4 .  .  .
 .  4forms a partition of the set V D R ¨* , namely
 4V D R ¨* s C u . 4.2 .  .  .D
y .  .ugV D , d u /0
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 .Next we choose a fixed ordering for the vertices in C u according to the
 .sizes of the branches rooted at the vertices of C u . Namely, the vertices
 .of C u are ordered as
¨ , ¨ , . . . , ¨ 4.3 .1 2 r
if we have
B ¨ G B ¨ G ??? G B ¨ , 4.4 .  .  .  .1 2 r
 4  .where ¨ , ¨ , . . . , ¨ is the set of all vertices of C u . Notice that such1 2 r
<  . < <  . <orderings are not unique in case B ¨ s B ¨ for some i / j, but we fixi j
one of such orderings.
 .Using the fixed orderings for the vertices in each set C u , we can define
 .a map where N is the set of positive integers
 4g : V D R ¨* ª N 4.5 .  .
 .  .  .such that g ¨ s i if ¨ g C u , and ¨ is the ith vertex of C u under our
 . previously fixed ordering for the vertices of C u here u is the successor
.of ¨ .
Now take a sufficiently large integer M e.g., we can take M s n q 1,
.where n is the order of the RDT D . We define a new map
s : V D ª N n .
such that
s ¨ s g ¨ , . . . , g ¨ , g ¨ , M , . . . , M g N n 4.6 .  .  .  .  . .ky1 1
 .  .if the distance d ¨ , ¨* s k and the unique directed path in D from ¨ to
¨* is
P ¨ , ¨* s ¨ , ¨ , . . . , ¨ , ¨* . .  .1 ky1
 .It is not difficult to verify that s is an injective map, namely, s x /
 .s y if x / y.
Now we order the vectors of N n lexicographically. Namely, if we have
a , a , . . . , a g N n , .1 2 n
b , b , . . . , b g N n . .1 2 n
and if there exists an index i such that
a s b j s 1, . . . , i y 1 .j j
and
a - b .i i
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Then we define
a , a , . . . , a - b , b , . . . , b . .  .1 2 n 1 2 n
Finally, we define a vertex labelling f on the RDT D according to the
  . <  .4ordering of the vectors s ¨ ¨ g V D . Namely, we take the labelling f
such that
f u - f ¨ m s u - s ¨ . 4.7 .  .  .  .  .
 .  .We check that this labelling f satisfies the conditions B1 ] B3 in
Theorem 3.2:
 .  .  .  .  4i f satisfies B1 : Let T s B ¨ be a branch and w g B ¨ _ ¨ , then
 .¨ g P w, ¨* . Suppose
P ¨ , ¨* s ¨ , ¨ , . . . , ¨ , ¨* .  .1 ky1
and
P w , ¨* s w , w , . . . , w , ¨ , ¨ , . . . , ¨ , ¨* .  .1 ry1 1 ky1
then by the definition of the map s we have
s w s g ¨ , . . . , g ¨ , g ¨ , .  .  .  . ky1 1
g w , . . . , g w , g w , M , . . . , M , .  .  . .ry1 1
s ¨ s g ¨ , . . . , g ¨ , g ¨ , M , . . . , M , M , . . . , M . .  .  .  . .ky1 1
 .  .  .  .  .By the fact g w - n - M, we have s w - s ¨ , and so f w - f ¨ry1
 .by 4.7 .
 .  .  .ii f satisfies B2 : Let T s B ¨ be a branch with root ¨ and suppose
P ¨ , ¨* s ¨ , ¨ , . . . , ¨ , ¨* . .  .1 ky1
Let
nS s a , . . . , a g N a s g ¨ , . . . , a s g ¨ , a s g ¨ .  .  .  . 41 n 1 ky1 ky1 1 k
 .  .then for a vertex w g V D , we have that w g B ¨ if and only if
 .s w g S.
 .In order to prove that f is complete on the branch B ¨ , let ¨ , ¨ be1 2
 .two vertices in the branch B ¨ and w is a vertex in D with
f ¨ - f w - f ¨ 4.8 .  .  .  .1 2
 .we want to show that w g B ¨ .
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 .  .Since ¨ g B ¨ , i s 1, 2 , we havei
s ¨ g S i s 1, 2 . 4.9 .  .  .i
 .  .Also by 4.8 and 4.7 we have
s ¨ - s w - s ¨ . 4.10 .  .  .  .1 2
 .  .  .  .Combining 4.9 and 4.10 we obtain s w g S and so w g B ¨ .
 .This proves that f is complete on the branch T s B ¨ .
 .  .  .  .iii f satisfies B3 : Let T 9 s B ¨ 9 and T 0 s B ¨ 0 be a pair of
companion branches with the common successor ¨ . Then by the definition
of the map g we have
g ¨ 9 / g ¨ 0 . 4.11 .  .  .
Suppose
P ¨ , ¨* s ¨ , ¨ , . . . , ¨ , ¨* , .  .1 ky1
then we have
min s T 9 s g ¨ , . . . , g ¨ , g ¨ , g ¨ 9 ,), . . . , ) 4.12 .  .  .  .  .  . .ky1 1
and
min s T 0 s g ¨ , . . . , g ¨ , g ¨ , g ¨ 0 , ), . . . , ) . 4.13 .  .  .  .  .  . .ky1 1
 .  .  .  .Now if min f T 9 - min f T 0 , then by 4.7 we have min s T 9 -
 .  .  .  .  .  .min s T 0 . Thus by 4.11 , 4.12 , and 4.13 we have g ¨ 9 - g ¨ 0 , which
<  . < <  . <implies that V T 9 G V T 0 by the definition of the map g.
 .This proves that f satisfies condition B3 .
 .  .  .Combining i , ii , and iii , we conclude by Theorem 3.2 that f is an
woptimal labelling of D. Note: If we take all the possible orderings for the
 .  .  .vertices of each C u satisfying the requirements 4.3 and 4.4 , then
xactually we can obtain all the optimal labellings of D in this way.
From the above discussions we can obtain the following constructions of
the optimal labellings for RDTs.
Let D be a RDT of order n with root ¨*.
 .  4Step 1: For each ¨ g V D R ¨* , determine the successor of ¨
 .  .and the path P ¨ , ¨* as an ordered vertex set from ¨ to ¨*.
 .  . wStep 2: For each ¨ g V D , determine the set B ¨ . Notice that
 .  . xu g B ¨ if and only if ¨ g P u, ¨* .
 . y .  .Step 3: For each u g V D with d u / 0, determine the set C u .
w  . xNotice that ¨ g C u if and only if u is the successor of ¨ .
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 . y .Step 4: For each u g V D with d u / 0, choose a fixed ordering
 .  .  .for the vertices in C u according to the requirements 4.3 and 4.4 .
 .  .  4Step 5: Determine the value g ¨ for each ¨ g V D R ¨* .
 .  .Step 6: Compute the vector s ¨ for each ¨ g V D .
Step 7: Order the vertices of D as ¨ , ¨ , . . . , ¨ such that1 2 n
s ¨ - s ¨ - ??? - s ¨ . .  .  .1 2 n
 .Step 8: Define f ¨ s i.i
Then f is an optimal labelling of D.
It is easy to see that the above steps give a polynomially bounded
 3.algorithm with the time complexity no more than O n for the construc-
tions of the optimal labellings of the RDTs.
5. THE CASE OF VERTEX WEIGHTED RDTS
w  .xIn the scheduling problem proposed in Sect. 1, we assume in R2 that
the storage time of each intermedium product is counted as the number of
steps it waits for being consumed, namely, the number of steps between
the step in which it is produced and the step in which it is consumed. But it
might happen in practice that the time for carrying out different steps are
not the same, then the actual storage time i.e., the total time it waits for
.being consumed of each intermedium product should be counted as the
sum of the time for carrying out all the steps between the step in which it
is produced and the step in which it is consumed. In this case, each step
corresponds to a number}the time for carrying out this step. So the
corresponding mathematical model should be the ``vertex weighted di-
graph''}the digraph in which each vertex has a weight. We now give the
following definition.
 .DEFINITION 5.1. Let D s V, E be a digraph. Suppose we have a
 .weight function w:
w : V ª R ,
 . wwhere R is the set of positive real numbers. Then we call D, w or
 .x  .V, E, w a ``vertex weighted digraph'' with the weight function w , and
denote it by D .w
If D is a RDT, then we call D a ``vertex weighted RDT.''w
 .For a vertex ¨ g V, we also call the number w ¨ ``the weight of the
vertex ¨.''
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 .DEFINITION 5.2. Let D s V, E, w be a vertex weighted RDT withw
 .the weight function w. Suppose f is a vertex labelling of the RDT
 .  .D s V, E , and e s u, ¨ g E is an arc of D. Let
V s x g V f u F f x - f ¨ . 5.1 4 .  .  .  .f , e
 .We define the label weight or f-weight of the labelling f on the arc e
as:
w e s w x . 5.2 .  .  .f
xgVf , e
 .Obviously, when w x s 1 for all x g V, then we have
< <w e s V s f ¨ y f u . .  .  .f f , e
 .In this case, the label weight w e of f on the arc e is just the labelf
 . w  .xdifference d e of f on the arc e see 1.3 . So the label difference is af
special case of the label weight.
Similarly, for an arc subset E9 : E, we define
w E9 s w e . .  .f f
egE9
 .In particular, w E is the sum of the f-weights of all arcs of D, and isf
called the ``total f-weights'' of the labelling f on D .w
 .DEFINITION 5.3. Let D s V, E, w be a vertex weighted RDT withw
 .the weight function w. Suppose f is a feasible vertex labelling of D, then
 .f is called a ``w-optimal labelling'' if the value w E is the smallestf
among all the feasible labellings of D.
Using the notions introduced in Definitions 5.1, 5.2, and 5.3, the weighted
form of the Problem 1 proposed in Sect. 1 can be stated as follows:
PROBLEM 2. Find a ``w-optimal labelling'' for a given vertex weighted
RDT D .w
 .In case when w x s 1 for all x g V, Problem 2 is reduced to our
previous Problem 1 in Sect. 1.
Using the proofs similar to that given in Sects. 2 and 3 for the
unweighted case, we can obtain the following necessary and sufficient
condition for a vertex labelling f of a vertex weighted RDT D to be aw
w-optimal labelling.
 .THEOREM 5.2. Let D s D, w be a ¨ertex weighted RDT and f is aw
¨ertex labelling of D. Then f is a w-optimal labelling of D if and only if fw
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satisfies the following three conditions:
 .C1 For any branch T of D, the root of T has the largest f-label
among all ¨ertices of T.
 .C2 f is complete on any branch T of D.
 .C3 For any pair of companion branches T 9 and T 0, if
min f T 9 - min f T 0 , .  .
then
w T 9 G w T 0 , .  .
 .where w T is defined as:
w T s w ¨ 5.3 .  .  .
 .¨gV T
and is called the total weights of the branch T.
We omit the detailed verifications of this theorem.
Using Theorem 5.2 we can obtain an algorithm similar to the algorithm
given in Sect. 4 for constructing the w-optimal labellings of a vertex
weighted RDT D . The only modifications we need to make from thew
unweighted case to the weighted case is in step 4 of the algorithm. Now for
the weighted case we should choose a fixed ordering for the vertices in
 .C u according to the ``total weights,'' instead of the ``sizes,'' of the
 .branches rooted at the vertices of C u . Namely, we need only to change
the requirement
B ¨ G B ¨ G ??? G B ¨ .  .  .1 2 r
 .in 4.4 to the new requirement
w B ¨ G w B ¨ G ??? G w B ¨ 5.4 .  .  .  . .  .  .1 2 r
then the resulting new algorithm will be an algorithm for constructing the
w-optimal labellings of a vertex weighted RDT D .w
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