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THE LOOP OF FORMAL POWER SERIES WITH
NONCOMMUTATIVE COEFFICIENTS UNDER SUBSTITUTION
J. M. PE´REZ-IZQUIERDO
Dedicated with admiration, respect and affection to Ivan Shestakov
on the occasion of his 70th birthday
Thanks for making your home our mathematical home
Abstract. The set of formal power series with coefficients in an associative
but noncommutative algebra becomes a loop with the substitution product.
We initiate the study of this loop by describing certain Lie and Sabinin algebras
related to it. Some examples of Lie algebras satisfying the standard identities
of degrees 5 and 6 appear naturally.
1. Introduction
Loops are the nonassociative counterpart of groups. A loop (Q, xy, e) is a set Q
with a binary product xy and a unit element e ∈ Q, i.e. ex = x = xe for all x ∈ Q,
such that the left and right multiplication operators Lx : y 7→ xy, Rx : y 7→ yx
by x are invertible for all x ∈ Q. The left and right divisions on Q defined by
x\y := L−1x (y) and x/y := R
−1
y (x) satisfy
(1.1) x\(xy) = y = x(x\y), (xy)/y = x = (x/y)y and x\x = y/y
and loops can be introduced as those algebraic structures (Q, xy, x\y, x/y) for which
(1.1) holds. In case that Q is a manifold topological, differentiable or analytical
and the maps xy, x/y, x\y have the corresponding properties of regularity then the
loop is called topological, differentiable or analytical. If the product is only defined
on a neighborhood U of e, i.e. U × U → Q, then we have a local loop.
Groups are associative loops. Local Lie groups are classified in terms of their Lie
tangent algebras, and local analytic loops are classified in terms of their Sabinin
tangent algebras. Many authors contributed to pave the way to this result. Malcev
in [20] realized that Lie’s fundamental theorems could be extended to some varieties
of loops. In the next few years Hofmann systematically studied topological loops.
In the sixties Kikkawa [16] showed how local geodesic sums in affine manifolds
define local loops. In the early seventies Kuzmin [19] was able to integrate Malcev
algebras to obtain local analytic Moufang loops, i.e. local analytic loops that satisfy
any of the Moufang identities
x(y(xz)) = ((xy)x)z, (xy)(zx) = (x(yz))x,
(xy)(zx) = x((yz)x), ((xy)z)y = x(y(zy)),
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a major contribution later extended to global Moufang loops by Kerdman [15]. The
work on local analytic Moufang loops was also extended to local analytic Bol loops,
i.e. local analytic loops that satisfy
((xy)z)y = x((yz)y),
by Mikheev and Sabinin in [21]. Then, in [11] Hofmann and Strambach made
a fundamental contribution. They proved that the tangent algebra of any local
analytic loop is an Akivis algebra and that these algebras can be integrated to ob-
tain local analytic loops. Unfortunately, the same Akivis algebra might correspond
to nonisomorphic local analytic loops, so a finer algebraic structure was required
for classification. This new algebraic structure, called Sabinin algebra, came from
Mikheev and Sabinin in [22]. Thus, Sabinin algebras are the nonassociative coun-
terpart of Lie algebras. Many other important names should have been mentioned,
so we refer to [1, 9, 12, 28, 30, 34, 35] for a historical account of the different schools
that contributed to the impressive advances of the subject during these decades.
On the other side, the advances in finite loops during these years have been even
more spectacular.
In the approach of Mikheev and Sabinin to the study of local loops, right monoal-
ternative loops play a central role. These are loops that satisfy the identity
(xy)y = x(yy).
It was proved that any local analytic loop is the perturbation of an associated
right monoalternative one. Thus Mikheev and Sabinin first described the tangent
algebras of right monoalternative loops and then they included the extra operations
required to codify the perturbation.
A local loop (Q, xy, e) determines the parallel transport of an affine connection
with zero curvature by
τxy (ξx) := dLy|e(dLx|e)
−1(ξx)
where df |e denotes the differential of f at e. Conversely, such an affine connection
determines on Q a right monoalternative local loop structure by
x× y := expx τ
e
x exp
−1
e (y).
Thus xy = x × Φx(y) for some Φx that can be thought as the map required to
perturb the monoalternative product x× y to recover the original product xy.
The tangent space TeQ of Q at e inherits many multilinear operations, the
Sabinin brackets on TeQ, from the torsion tensor by
〈ξ1, . . . , ξn; ζ, η〉 := ∇ξ∗1 · · · ∇ξ∗n |eT (ζ
∗, η∗)
where ζ∗ indicates the adapted vector field associated to the vector ζ ∈ TeQ and ∇
denotes the covariant derivative. The relations among these operations are governed
by Bianchi identities. The axioms for the Sabinin brackets that these identities
provide are:
〈x1, . . . , xm; y, z〉 = −〈x1, . . . , xm; z, y〉
〈x1, . . . , xr, a, b, xr+1 . . . , xm; y, z〉 − 〈x1, . . . , xr, b, a, xr+1, . . . , xm; y, z〉
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+
r∑
k=0
∑
α
〈xα1 , . . . , xαk , 〈xαk+1 , . . . , xαr ; a, b〉, . . . , xm; y, z〉 = 0
σx,y,z
(
〈x1, . . . , xr, x; y, z〉+
r∑
k=0
∑
α
〈xα1 , . . . , xαk ; 〈xαk+1 , . . . , xαr ; y, z〉, x〉
)
= 0
where m ≥ 0, α runs the set of all (k, r − k) shuffles, i.e. bijections of the type
α : {1, 2, . . . , r} → {1, 2, . . . , r}, i 7→ αi, α1 < α2 < · · ·αk, αk+1 < · · · < αr,
k = 0, 1, . . . , r, r ≥ 0, and σx,y,z denotes the cyclic sum on x, y, z. The perturbation
Φx is recovered by another family of multilinear operations Φ(x1, . . . , xm; y1, . . . , yn)
(m ≥ 1, n ≥ 2), the multioperator, subject to the following axiom
Φ(x1, . . . , xm; y1, . . . , yn) = Φ(xτ(1), . . . , xτ(m); yδ(1), . . . , yδ(n))
for any τ ∈ Sm, δ ∈ Sn, where Sl is the symmetric group on l symbols. A Sabinin
algebra (s, 〈−;−,−〉,Φ(−;−)) is a vector space equipped with Sabinin brackets and
a multioperator. Mikheev and Sabinin proved that two local loops are isomorphic
if and only if their Sabinin tangent algebras are isomorphic.
In this paper we focus on the computation of the Sabinin brackets for the loop
of formal power series with noncommutative coefficients under substitution. For a
unital commutative ring R, the set J (R) ⊆ R[[t]] of formal power series
∑
i≥0 αit
i+1
with coefficients in R and α0 = 1 is a group with the substitution product
(1.2)

∑
i≥0
αit
i+1

 ◦

∑
j≥0
βjt
j+1

 :=∑
i≥0
αi

∑
j≥0
βjt
j+1

i+1 .
This group was introduced by Jennings in [13]. Later, Johnson [14] and York [37]
called the attention of group theorists leading to an intensive study of J (Fq) for
finite fields Fq (here q = p
e for some prime p), i.e. the Nottingham groups. Looking
at J (Fp) as a subgroup of the group of automorphisms of Fp((t)), Leedham-Green
and Weiss proved that J (Fp) contains a copy of every finite p-group. Through a
detailed study of Witt’s result on Galois extensions used by Leedham-Green and
Weiss, and by means of a result from Lubotzky and Wilson that ensures that
there exists a 2-generated pro-p group in which all countably based pro-p groups
can be embedded, in [7] Camina proved that every countably based pro-p group
can be embedded as a closed subgroup in J (Fp), a property that shares with
the Grigorchuk group. Surprisingly enough, no explicit elements of order p2 or
embeddings of Zp × Zp have been obtained until recently [4]. We refer to the
surveys [2, 8] for further information.
When the algebra of coefficients R is no longer commutative then (1.2) might
not be associative. Thus, instead of a group we get a loop, and our aim is to
describe certain Sabinin brackets associated to it. We will also present some results
on normal subloops of J (R) in the spirit of [18]. Also, as a consequence, we will
obtain new examples of Sabinin algebras. Loops J (R) have appeared in connection
with Hopf algebras related to the renormalization procedure in quantum field theory
[5], so a better understanding of them is desirable.
While related, the Sabinin brackets we will compute arise from a filtration of
J (R) similar to the commutator-associator filtration introduced by Mostovoy in
[23,24] rather than from the geometric context of affine connections. Starting with
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the commutator
[a, b] = (b ◦ a)\(a ◦ b)
and the associator
(a, b, c) = (a ◦ (b ◦ c))\((a ◦ b) ◦ c)
Mostovoy recursively introduced the deviations of the associator by
(a1, . . . , an+3)i1,...,in := A(ain) ◦A(ain+1)\A(ain ◦ ain+1)
where A(a) := (a1, . . . , ain−1, a, ain+2, . . . , an+3)i1,...,in−1 and 1 ≤ in ≤ n+ 2.
A bracket of weight n is an expression in n indeterminates formed by repeatedly
applying commutators, associators and deviations, and in which every indetermi-
nate appears only once. A filtration of a loopQ by normal subloopsQ = Q1 ⊇ Q2 ⊇
· · · is said to be an N-sequence if for any bracket P (a1, . . . , an) of weight n and any
i1, . . . , in we have P (Qi1 , . . . , Qin) ⊆ Qi1+···+in . Since [Qi, Qi], (Qi, Qi, Qi) ⊆ Qi+1,
the quotients si := Qi/Qi+1 are abelian groups. Thus, any bracket of weight n in-
duces a homomorphism of abelian groups si1⊗Z · · ·⊗Zsin → si1+···+in and it defines
an n-ary operation p : s⊗Z · · · ⊗Z s→ s where s := ⊕i≥1si.
Natural N-sequences for a loop are the commutator-associator and the dimension
filtrations [23, 25] among others. Starting with γ1Q := Q, the n-th term γnQ of
the commutator-associator filtration of Q is the minimal normal subloop containing
[γiQ, γjQ] (i+ j ≥ n), (γiQ, γjQ, γkQ) (i+ j+ k ≥ n) and (γp1Q, . . . , γpl+3Q)i1,...,il
(p1 + · · ·+ pl+3 ≥ n). On the graded vector space s :=
⊕
i≥1K⊗Z γiQ/γi+1Q, the
operations pn,m defined by the deviations
Pn,m(x1, . . . , xn; y1, . . . , ym; z) = (x1, . . . , xn, y1, . . . , ym, z)1, . . . , 1︸ ︷︷ ︸
n−1
,n+ 1, . . . , n+ 1︸ ︷︷ ︸
m−1
lead to K-multilinear operations
(1.3) 〈x1, . . . , xn; y, z〉 := pn,1(x1, . . . , xn; z; y)− pn,1(x1, . . . , xn; y; z).
In case that the characteristic of K is zero then s endowed with these operations,
and with a multioperator Φ defined from pn,m, is a Sabinin algebra [24]. Other
N-sequences might lead to Sabinin algebras in a similar way. In this paper we will
compute the Sabinin brackets associated to the natural filtration J1(R) ⊇ J2(R) ⊃
· · · where Jn(R) := {t+
∑
i≥n αit
i+1 | αi ∈ R}.
In [36] Shestakov and Umirbaev brought Sabinin algebras to an algebraic ground.
In the same way as Lie algebras appear inside associative algebras with the com-
mutator product [x, y] := xy − yx (Poincare´-Birkhoff-Witt Theorem), Shestakov
and Umirbaev defined Sabinin brackets and a multioperator out of the product
of any nonassociative algebra, giving rise to a functor UX from the category of
nonassociative algebras to the category of Sabinin algebras. Our description of the
Sabinin brackets associated to J (R) relays on an auxiliary nonassociative algebra
and the Shestakov-Umirbaev functor UX.
In this initial approach to the loop of formal power series under composition, it
will become apparent that a necessary and sufficient condition for (1.2) to define
a group is R[R,R] = 0. In this case we get a natural structure of Lie algebra for
R[[t]] determined by
(1.4) 〈f(t), g(t)〉 = g(t)′f(t)− f(t)′g(t).
where f ′ := d
dt
(f). If R is the ground field K then we recover the Lie algebra of
vector fields on the affine line. In general, given any unital commutative algebra
FORMAL POWER SERIES WITH NONCOMMUTATIVE COEFFICIENTS 5
φ other than R[[t]] and a derivation ∂ of φ, (1.4) also defines a (differential) Lie
algebra structure on φ. These Lie algebras are called Lie algebras of vector fields on
a line [32] and they are precisely those Lie algebras that embed into their Wronskian
envelopes (see [32] for details), i.e. they are Wronskian special.
The standard identity Stn+1 is defined by the alternating sum
Stn+1(x1, . . . , xn, z) :=
∑
σ
(−1)σ[xσ(1), [· · · , [xσ(n), z]]]
where σ runs the symmetric group of degree n. It is well-known [3] that any
Lie algebra of vector fields on a line satisfies St5, i.e. it is a St5-algebra, so not
every Lie algebra is Wronskian special. In fact, whether St5-algebras are the same
as Wronskian special algebras, even in the case of characteristic zero, is a long-
standing problem already considered by Kirillov, Ovsienko and Udalova in [17].
Razmyslov gave an affirmative answer in [33] for simple Lie algebras and later, in
[31], in a joint work with Pogudin they extended this affirmative answer to prime
Lie algebras.
We will show that if R is not commutative but R[R,R] = 0 then (R[[t]], 〈−,−〉)
satisfies St6, although it might not be a St5-algebra in general. To ensure that
(R[[t]], 〈−,−〉) is a St5-algebra, [R,R]R3 = 0 must be required in addition. It
would be interesting to check whether these algebras are Wronskian special or not.
We will conclude this paper with and appendix on one-sided loops natural in
this context.
A word about notation and conventions. The characteristic of the base field
K is zero. R[[t]] (resp. R[t]) denotes the algebra of formal power series (resp.
polynomials) in the indeterminate t with coefficients in the algebra R. Given I =
(i1, . . . , in) ∈ Nn and α0, α1, . . . in an associative algebra, we will use the notation
l(I) := n, |I| := i1+ · · ·+ in and αI := αi1 · · ·αin . The left and right multiplication
operators by x, with respect to a product xy, will be denoted by Lx and Rx.
Sometimes, instead of juxtaposition ◦, ∗, . . . will be preferable for some products,
and we will use L◦x, R
◦
x, L
∗
x, R
∗
x, . . . accordingly.
2. The loop (J g(S), ◦) of formal power series under composition
Let S :=
⊕
n≥1 Sn be a graded associative algebra over a field K and Sˆ its
completion with respect to the grading. Our object of study is the set
J g(S) := 1 + Sˆ,
where 1 is a formal unit element, with the product modeled on the composition of
formal power series1
(2.1)

∑
m≥0
αm

 ◦

∑
n≥0
βn

 := ∑
m≥0
αm

∑
n≥0
βn

m+1 =∑
k≥0
γk
where α0 = 1 = β0 and
(2.2) γk :=
∑
m≥0
αm

 ∑
l(J)=m+1
|J|+m=k
βJ

 .
1We identify the formal power series t+ α1t2 + α2t3 + · · · with 1 + α1 + α2 + · · · .
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Proposition 2.1. (J g(S), ◦) is a loop with unit element 1.
Proof. On the one hand, if αm := 0 for all m ≥ 1 in (2.2) then γk = α0βk = βk,
which implies that 1 is a left unit element. If βm = 0 for all m ≥ 1 then (2.2)
gives γk = αkβ0 = αk, so 1 is also a right unit element. On the other hand, the
coefficient of αk (resp. βk) in (2.2) is 1. Thus, given
∑
n≥0 βn (resp.
∑
m≥0 αm)
and
∑
k≥0 γk there exists a unique solution
∑
m≥0 αm (resp.
∑
n≥0 βn) of (2.1).
This proves that the left and right multiplication operators by elements of J g(S)
are bijective. 
Example 2.2. In general, if S is not commutative then (J g(S), ◦) is not a group.
For instance, the component of degree 3 of ((1 + α1) ◦ (1 + β1)) ◦ (1 + γ1) is
α1γ
2
1 + α1β
2
1 + β1γ
2
1 + 6α1β1γ1
while the corresponding component of (1 + α1) ◦ ((1 + β1) ◦ (1 + γ1)) is
α1γ
2
1 + α1β
2
1 + β1γ
2
1 + 5α1β1γ1 + α1γ1β1,
i.e. they differ by α1(β1γ1 − γ1β1), which is nonzero in general. 
2.1. The role of the coefficients. To understand the role of the commutativity
of the coefficients when composing formal power series, consider R to be a unital
associative commutative algebra and R[[t]] the algebra of formal power series in the
indeterminate t. Given s := s(t) :=
∑
i≥0 sit
i ∈ R[[t]] with s0 := 0 and invertible
s1, the substitution
σs : R[[t]]→ R[[t]]
a(t) 7→ a(t)σs := a(s(t))
is an automorphism of R[[t]], which implies σaσb = σa(b(t)) –notice that substi-
tutions are forced to act on the right to get this formula. Thus, in this case the
associativity of formal power series under substitution mirrors the associativity of
the composition of automorphisms of R[[t]]. However, if R is noncommutative then
the substitution σs is no longer an automorphism. For instance,
(t(α1t))
σs = (α1t
2)σs = α1s
2 but tσs(α1t)
σs = sα1s.
Therefore, while substitution still defines a binary operation, it might not be as-
sociative anymore. Consider the group G generated by all the elements σs with
s =
∑
i≥0 sit
i, s0 = 0 and invertible s1, and let H be the stabilizer of t in G. The
set Q of all σs in G is a right transversal of H , i.e. any σ ∈ G can be uniquely de-
composed as σ = σ0σs with σ0 ∈ H and σs ∈ Q. Clearly Hσaσb = Hσa(b(t)). Thus,
a(b(t)) mirrors a corresponding product on the transversal Q: given σa, σb ∈ Q
consider the product of σa and σb to be the unique element in Q ∩ Hσaσb. Since
we cannot ensure that this element, which is σa(b(t)), is the composition σaσb, as-
sociativity might be lost.
Example 2.3. Even if S is noncommutative, J g(S) might be a group. For in-
stance, consider the algebra of 3 × 3 upper triangular matrices with the gradation
S1 := KE12 + KE23 and S2 := KE13, where Eij stands for the matrix whose only
nonzero element is a 1 placed in the position (i, j). It is easy to check that
(1 + a) ◦ (1 + b) = 1 + a+ b + 2ab,
which defines a group structure. However, if S is the algebra of n× n upper trian-
gular matrices then J g(S) is no longer a group in general. 
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Proposition 2.4. Let K be a field of characteristic zero and S = ⊕n≥1Sn a graded
associative K-algebra. Then (J g(S), ◦) is a group if and only if S[S, S] = 0.
Proof. Let λ, λ′, λ′′ be scalars in K, which is infinite, and αi ∈ Si, βj ∈ Sj , γk ∈ Sk.
We will compute the coefficient of λλ′λ′′ in s := ((1 + λαi) ◦ (1 + λ′βj)) ◦ (1 +
λ′′γk)− (1 +λαi) ◦ ((1 + λ′βj) ◦ (1 + λ′′γk)). We use the symbol ≡ to indicate that
two elements share the same coefficient in λλ′λ′′. We have
s ≡ (1 + λ′βj + λαi(1 + λ
′βj)
i+1) ◦ (1 + λ′′γk)
− (1 + λαi) ◦ (1 + λ
′′γk + λ
′βj(1 + λ
′′γk)
j+1)
≡ (i+ 1)λλ′αiβj(1 + λ
′′γk)
i+j+1
− λαi(1 + λ
′′γk + λ
′βj + λ
′λ′′(j + 1)βjγk)
i+1
≡ (i+ 1)(i + j + 1)λλ′λ′′αiβjγk
− λαi
((
i+ 1
2
)
λ′λ′′βjγk +
(
i+ 1
2
)
λ′λ′′γkβj + (i + 1)(j + 1)λ
′λ′′βjγk
)
≡
(
i+ 1
2
)
λλ′λ′′αi[βj , γk].
Therefore if J g(S) is a group then S[S, S] = 0. Conversely, given 1+a, 1+b, 1+c ∈
J g(S), consider s′ := ((1 + a) ◦ (1 + b)) ◦ (1 + c)− (1 + a) ◦ ((1 + b) ◦ (1 + c)). We
have
s′ = (1 + b+ a ◦ (1 + b)) ◦ (1 + c)− (1 + a) ◦ (1 + c+ b ◦ (1 + c))
= (1 + c+ b ◦ (1 + c) + (a ◦ (1 + b)) ◦ (1 + c))
− (1 + c+ b ◦ (1 + c) + a ◦ (1 + c+ b ◦ (1 + c)))
= (a ◦ (1 + b)) ◦ (1 + c)− a ◦ (1 + c+ b ◦ (1 + c)).
Thus, without loss of generality we can assume a = αi ∈ Si. We have
s′ = (αi(1 + b)
i+1) ◦ (1 + c)− αi(1 + c+ b ◦ (1 + c))
i+1
= αi
(
(1 + b)i+1 ◦ (1 + c)− (1 + c+ b ◦ (1 + c))i+1
)
.
Since S[S, S] = 0, the presence of αi allows us to assume that the components of b
and c not only associate but they also commute, and in that case it is easy to check
that (1 + b)i+1 ◦ (1 + c)− (1 + c+ b ◦ (1 + c))i+1 = 0. 
2.2. The loop (J g(S), ∗). We introduce a new non-associative continuous product
on Sˆ by
(2.3) αm ∗ βn = (m+ 1)αmβn
for homogeneous αm, βn, and we assume 1 to be a formal unit element for this new
product. It would be misleading to think of 1 as an element of degree 0 since in
that case (2.3) would imply that 1 is a left unit element but not a right one.
Proposition 2.5. (J g(S), ∗) is a loop with unit element 1.
Proof. The product of
∑
m≥0 αm and
∑
n≥0 βn is given by
1 +
∑
m≥1
αm +
∑
n≥1
βn +
∑
n,m≥1
(m+ 1)αmβn
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and the coefficient of degree k ≥ 1 is
αk + βk +
∑
m+n=k
n,m≥1
(m+ 1)αmβn.
As in the proof of Proposition 2.1 this easily leads to the bijectivity of the left and
right multiplication operators by elements of J g(S). 
Notice that (J g(S), ∗) is isomorphic to Sˆ with the operation (α, β) 7→ α + β +
α ∗ β, which is the natural way of obtaining a local loop around 0 out of any
(not necessarily unital) algebra. Next we will compare the loops (J g(S), ◦) and
(J g(S), ∗).
Proposition 2.6. For any a ∈ J g(S) and b ∈ Sˆ we have
d
dt
∣∣∣∣
t=0
L◦a(1 + tb) =
d
dt
∣∣∣∣
t=0
L∗a(1 + tb).
Proof. Consider a =
∑
m≥0 αm with α0 = 1. Clearly
d
dt
∣∣∣∣
t=0
L◦a(1 + tb) =
d
dt
∣∣∣∣
t=0
∑
m≥0
αm(1 + tb)
m+1
=
∑
m≥0
(m+ 1)αmb = a ∗ b =
d
dt
∣∣∣∣
t=0
L∗a(1 + tb).

In the approach by Mikheev and Sabinin, any local analytic loop induces a
parallel transportation τxy (ξx) := dLy|e(dLx|e)
−1(ξx) so that the associated right
monoalternative loop is obtained by x× y := expx τ
e
x exp
−1
e (y). Two local analytic
loops x ◦ y and x ∗ y for which the differential of L◦x and L
∗
x at e agree define the
same parallel transportation and also the same associated right monoalternative
loop. Thus, the Sabinin brackets for both loops are the same. Proposition 2.6
suggests that we can compute the Sabinin brackets for (J g(S), ◦) by means of the
simpler product x∗y. While this is the leading idea behind our computations, since
J g(S) has no structure of analytic manifold, we are concerned with the Sabinin
brackets related to the natural filtration of J g(S) rather than with the Sabinin
brackets that appear in the geometrical context where the theory originally arose.
Notice that if we set a • b := b + a ◦ (1 + b) for any a, b ∈ Sˆ then we obtain a
loop structure on Sˆ isomorphic to (J g(S), ◦). The connection between the loop
(J g(S), ◦) and the simpler structure (Sˆ, ∗) is due to the linearity in a of a • b− b.
Proposition 2.7. Let (V, a•b) be an analytic loop structure on a finite-dimensional
real vector space V such that a • b− b is linear in a. Then
a ∗ b := dL•a|0(b)− b
is a bilinear product, ab := a+ b+ a ∗ b defines a local analytic loop at 0 and
dL•a|0 = dLa|0.
Proof. The linearity of a • b− b in a implies 0 • b− b = 0, i.e. 0 • b = b, thus 0 is he
unit element of (V, a • b). We have
a ∗ b = dL•a|0(b)− b =
d
dλ
∣∣∣∣
λ=0
(a • (λb) − (λb))
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which is linear in b and, by hypothesis, also in a. Clearly
dLa|0(b) =
d
dλ
∣∣∣∣
λ=0
a(λb) =
d
dλ
∣∣∣∣
λ=0
(a+ λb + a ∗ (λb)) = b+ a ∗ b = dL•a|0(b).

3. Shestakov-Umirbaev brackets for the product ∗
In [26] it was proved that the Sabinin brackets of the loop around 0 with product
x+ y+x ∗ y associated to any nonassociative algebra with product x ∗ y agree with
those obtained through the Shestakov-Umirbaev functor UX. By Proposition 2.6
we only have to compute these brackets for the product (2.3) to obtain the Sabinin
brackets for analytic (J g(S), ◦). So, let us first recall how the functor functor UX
was defined in [36].
Let (A, ∗) be an algebra over K. Given I := (i1, . . . , im) and ai1 , . . . , aim ∈ A,
let us define
(3.1) aI := ai1 ⊗ · · · ⊗ aim , a
∗
I := ((ai1 ∗ ai2) · · · ) ∗ aim
and ∑
aI(1) ⊗ aI(2) :=
m∑
p=0
∑
σ
(
aiσ(1) ⊗ · · · ⊗ aiσ(r)
)
⊗
(
aiσ(r+1) ⊗ · · · ⊗ aiσ(m)
)
where the sum runs on all (r,m − r) shuffles σ. This formula corresponds to the
comultiplication ∆ on the tensor algebra T (A) when we impose the elements a ∈ A
to be primitive (i.e. ∆(a) = a⊗ 1K +1K⊗ a) and ∆: T (A)→ T (A)⊗T (A) to be a
homomorphism of algebras. Expressions such as
∑
a∗I(1) ⊗ aI(2) have the obvious
meaning. The coassociativity of ∆ justifies the notation∑
aI(1) ⊗ · · · ⊗ aI(k)
when we apply ∆ to aI k − 1 times.
Shestakov-Umirbaev p-operations on (A, ∗) are defined recursively by the follow-
ing fundamental formula
(a∗I ∗ a
∗
J) ∗ a− a
∗
I ∗ (a
∗
J ∗ a) =
∑
(a∗I(1) ∗ a
∗
J(1)) ∗ p(aI(2); aJ(2); a)
These operations induce a Sabinin algebra structure on A by
〈a, b〉 := b ∗ a− a ∗ b
〈a1, . . . , am; b, c〉 := p(a1, . . . , am; c; b)− p(a1, . . . , am; b; c)
Φ(a1, . . . , am; b1, . . . , bn+1) :=
1
m!(n+ 1)!
∑
σ∈Sm,τ∈Sn+1
p(aσ(1), . . . , aσ(m); bτ(1), . . . ; bτ(n+1)).
Observe that 〈1; a, b〉 = 0. To unify notation it is customary to set 〈1; a, b〉 as 〈a, b〉.
However, here we shall not follow that convention in Proposition 3.1.
Let us specialize this construction to our context. Let A =
⊕
n∈ZAn be a graded
unital associative algebra over K and define a new product on A by
(3.2) am ∗ an := (m+ 1)aman.
Given I := (i1, . . . , im) and ai1 , . . . , aim ∈ A (aij ∈ Aij ), in addition to (3.1), let us
define aI := ai1 · · · aim .
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Proposition 3.1. Given I := (i1, . . . , im) and ai1 , . . . , aim , b, c ∈ A with aij ∈ Aij
we have
〈aI ; b, c〉 =
∑
k,l(I(1)),...,l(I(k))≥1
(−1)k+1|I(k)|N(I(1)) · · ·N(I(k))aI(1) · · · aI(k)[c, b]
where [c, b] := cb− bc,
N(I) := (i1 + 1)(i1 + i2 + 1) · · · (i1 + · · ·+ im + 1)
if m ≥ 1 and N(I) := 1 if m = 0.
Proof. By definition, (a∗I ∗ c) ∗ b − (a
∗
I ∗ b) ∗ c = a
∗
I ∗ 〈b, c〉 +
∑
a∗I(1) ∗ 〈aI(2); b, c〉.
Hence
N(I)(i1 + · · ·+ im + |c|+ 1)aIcb−N(I)(i1 + · · ·+ im + |b|+ 1)aIbc
= N(I)(|c|+ 1)aIcb−N(I)(|b|+ 1)aIbc+
∑
N(I(1))aI(1)〈aI(2); b, c〉
and we get
|I|N(I)aI [c, b] =
∑
N(I(1))aI(1)〈aI(2); b, c〉.
Solving for 〈aI ; b, c〉 we obtain
〈aI ; b, c〉 =
∑
k,l(I(1)),...,l(I(k))≥1
(−1)k+1|I(k)|N(I(1)) · · ·N(I(k))aI(1) · · · aI(k)[c, b].

In Section 4 we will use Proposition 3.1 to identify the Sabinin brackets related
to the natural filtration of J g(S). Some brackets on (A, ∗) are
〈a, b〉 = (|b|+ 1)ba− (|a|+ 1)ab,
〈ai; b, c〉 = i(i+ 1)ai[c, b] and
〈ai, aj; b, c〉 = i(i+ 1)(i+ 2j + 1)aiaj [c, b]− i(i+ 1)(j + 1)ajai[c, b].
Example 3.2. Let A := K[t, t−1] be the algebra of Laurent polynomials with the
natural Z-grading. The only nonzero bracket 〈−;−,−〉 is the binary one, which is
determined by
〈ti, tj〉 = (j − i)ti+j ,
the product of the Witt Lie algebra. 
3.1. Examples of nonnilpotent Sabinin algebras with trivial n-ary brack-
ets. It is well known that the tangent algebras of local Lie groups are Lie algebras,
i.e. Sabinin algebras for which all multilinear operations other than the binary
product 〈−,−〉 vanish. With the help of Proposition 3.1, given n ≥ 1, it is easy
to construct Sabinin algebras that are not nilpotent but for which the brackets
〈−;−,−〉 of ariety m vanish just if m ≥ n (or m = 0 since 〈a1, . . . , am; b, c〉 = 0
if m = 0 unless we identify these brackets with 〈b, c〉). Loosely speaking, these
examples are n− 1 steps far from being Lie algebras.
We first consider the associativeK-algebraK[e] generated by an element e subject
to the relation en+1 = en. We also consider a K[e]-bimodule M with a basis
{v0, . . . , vn−1} and actions given by
evi := vi+1 and vie = vi (i = 0, 1, . . . , n− 1)
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where vn := 0. Let R := K[e]⊕M be the split-null extension of K[e] by M . Thus
(α+ u)(β + v) = αβ + αv + uβ for any α, β ∈ K[e] and u, v ∈M . Since
[e, vi] = vi+1 − vi
then [R,R] = M . Thus
(3.3) Rn[R,R] = 0.
Let Si := R be a copy of R for i = −n, . . . , 0 and S := ⊕0i=−nSi. To distinguish
elements, given a, b, · · · ∈ R, we use subindexes ai, bj, . . . to indicate the component
Si, Sj , . . . to which they belong. We will also assume that Sk = 0 if k 6∈ {−n, . . . , 0}.
There are two natural products on S. On the one hand, we can define the product
aiβj := (αβ)i+j on S to obtain an associative Z-graded algebra; on the other hand,
we can consider the product αi ∗βj := (i+1)(αβ)i+j . By Proposition 3.1 and (3.3)
we have
〈S, S, . . . , S︸ ︷︷ ︸
m
;S, S〉 = 0 if m ≥ n.
However, if 1 ≤ m < n then
(3.4) 〈e−2, e−1, . . . , e−1︸ ︷︷ ︸
m
;S0, S0〉 6= 0
To compute this expression we look at the sum in Proposition 3.1 with I =
(−2,−1, . . . ,−1) in accordance to (3.4). If k ≥ 2 then in the corresponding sum-
mand appears at least one I(i) of the form I(i) = (−1, . . . ,−1). Since N(I(i)) = 0
then that summand vanishes. Therefore,
〈e−2, e−1, . . . , e−1;S0, S0〉 = |I|N(I)e
m
−m−1[S0, S0]
= (−1)m+1(m+ 1)!(emM)−m−1 6= 0.
Moreover,
〈S0, 〈S0, . . . , 〈S0, S0〉〉〉 = [R, [R, . . . , [R,R]]] = M
implies that the Sabinin algebra is not nilpotent.
4. The N-sequence J g1 (S) ⊇ J
g
2 (S) ⊇ · · · and its Sabinin brackets
4.1. The N-sequence J g1 (S) ⊇ J
g
2 (S) ⊇ · · · . The loop (J
g(S), ◦) has a natural
filtration J g1 (S) ⊇ J
g
2 (S) ⊇ · · · where
(4.1) J gi (S) :=

1 +∑
k≥i
αk | αk ∈ Sk

 (i ≥ 1).
Clearly J gi (S) is the kernel of the natural projection J
g(S) → J g(S/I) where I
is the ideal I := Si ⊕ Si+1 ⊕ · · · of S, therefore it is a normal subloop. Modulo
J gi+1(S) we have
(1 + αi) ◦ (1 + βi) ≡ 1 + αi + βi,
so (J gi (S)/J
g
i+1(S), ◦) is an abelian group isomorphic to (Si,+). Even more,
ξ(1 + αi)J
g
i+1(S) := (1 + ξαi)J
g
i+1(S)
defines a K-vector space structure on si := J
g
i (S)/J
g
i+1(S) isomorphic to Si. We
will prove that this filtration is an N-sequence and that s := ⊕i≥1si is a Sabinin
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algebra with the brackets defined in (1.3). Moreover, we will show that with the
identification
(4.2) s =
⊕
i≥1
J gi (S)/J
g
i+1(S)
∼=
⊕
i≥1
Si = S
these brackets are given by the formula in Proposition 3.1. To this end, there is no
loss of generality in assuming that S is the (nonunital) associative algebra S freely
generated by
Ω := {αi,k | i, k ≥ 1} ∪ {αk, βk, γk, · · · | k ≥ 1}.
S is a graded algebra with the gradation determined by
|αi,k| := |αk| := |βk| := · · · := k.
We will identify the vector spaces J gi /J
g
i+1 and Si, where J
g
i stands for J
g
i (S). We
will consider consider S♯ := K1⊕ S so that (S♯, ab) is the unital closure of (S, ab)
and (S♯, a ∗ b) is the unital closure of (S, a ∗ b), where ∗ is the product defined in
(3.2). Be aware that αi ∗ βj = (i+ 1)αiβj but αi ∗ 1 = αi.
Given w = 1 +
∑
i≥1 wi with wi ∈ Si, the depth of w is
d(w) := min{i ≥ 1 | wi 6= 0}
for w 6= 1 and d(1) := ∞. Given α ∈ Ω and w ∈ J g(S), we can evaluate w at
α = 0 to obtain a new element w|α→0 ∈ J
g(S). The support of w ∈ J g(S) is
supp(w) := {α ∈ Ω | w 6= w|α→0}.
Let Q be the loop freely generated by x, y, z and xi, yi, zi (i = 1, 2, . . . ) with
unit element e. We say that w(x1, . . . , xm) ∈ Q is balanced with respect to
xi if w(x1, . . . , xm)|xi→e := w(x1, . . . , xi−1, e, xi+1, . . . , xm) = e. We say that
w(x1, . . . , xm) is balanced if it is balanced with respect to xi for all i = 1, . . . ,m.
Proposition 4.1. Let w(x1, . . . , xm) ∈ Q be balanced and ai = 1+
∑
j≥d(ai)
αi,j ∈
J g(S), (i = 1, . . . ,m). Then
d(w(a1, . . . , am)) ≥ d(a1) + · · ·+ d(am).
Moreover, the component of degree d(a1) + · · ·+ d(am) of w(a1, . . . , am) is a mul-
tilinear expression in {α1,d(a1), . . . , αm,d(am)}.
Proof. Since w(x1, . . . , xm) is balanced then w(a1, . . . , am)|ai→1 = 1. Thus, in the
expansion w(a1, . . . , am) = 1 +
∑
k≥1 wk with wk ∈ Sk the support of the first
nonzero wk must contain at least one element in each of the sets {αi,j | j ≥ d(ai)}
i = 1, . . . ,m. This proves that d(w(a1, . . . , am)) ≥ d(a1) + · · · + d(am) and that
the component of degree d(a1) + · · · + d(am) of w(a1, . . . , am) is either zero or a
homogeneous polynomial of degree one in each generator {α1,d(1), . . . , αm,d(m)}. 
For any word w(x1, . . . , xm) in the free loop Q we consider the deviation
w′i(x1, . . . , xi−1, y, z, xi+1, . . . , xm) := (w|xi→yw|xi+1→z)\w|xi→yz.
If w is balanced then w′i is balanced too. Since the commutator [x1, x2] and the
associator (x1, x2, x3) are balanced then all brackets that we can obtain from them
and the deviations of (x1, x2, x3) are balanced too. Thus, Proposition 4.1 implies
Corollary 4.2. The filtration J g1 (S) ⊃ J
g
2 (S) ⊃ · · · is an N-sequence.
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4.2. The Sabinin brackets of the N-sequence J g1 (S) ⊇ J
g
2 (S) ⊇ · · · . Propo-
sition 4.1 implies that modulo J g
d(a1)+···+d(ai−1)+d(ai+1)+···+d(am)+d(a)+d(b)
(S)
w(a1, . . . , am)|ai→a◦b ≡ w(a1, . . . , am)|ai→a ◦ w(a1, . . . , am)|ai→b
for any balanced word w(x1, . . . , xm) ∈ Q and any a1, . . . , am, a, b ∈ S. Even more,
taking into account the multilinearity of the component of degree d(a1)+· · ·+d(am)
of w(a1, . . . , am) we observe that, using the identification (4.2), any balanced word
w(x1, . . . , xm) induces a multilinear operation
Si1 ⊗K · · · ⊗K Sim → Si1+···+im
and a graded multilinear operation
S ⊗K · · · ⊗K S → S.
Since the deviations Pn,m(x1, . . . , xn; y1, . . . , ym; z) and the commutator are bal-
anced, the induced operations pn,m and the corresponding brackets 〈−;−,−〉 in
(1.3) define multilinear operations on S.
Theorem 4.3. Let S =
⊕
i≥1 Si be a graded associative algebra. Then the Sabinin
brackets 〈−;−,−〉 determined by the N-sequence J g1 (S) ⊇ J
g
2 (S) ⊇ · · · are given
by Proposition 3.1.
Proof. First, observe again that there is no loss of generality in assuming that S =
S. We will also need some notation. Let I := (i1, . . . , im), a1 := 1+α1,i1 , . . . , am :=
1+αm,im , a := ((a1◦a2) · · · )◦am, a
∗
I := ((a1∗a2) · · · )∗am, α
∗
I := ((α1,i1∗α2,i2) · · · )∗
αm,im , b := 1+βj, c := 1+ γk. The notation I
′ ⊆ I means that I ′ is a subsequence
(possibly empty) of I. The complementary sequence of I ′ is denoted by I \ I ′.
The operation pn,1 on S induced by Pn,1(x1, . . . , xn; y; z) is determined by the
component of degree i1+ · · ·+ in+ j+k of Pn,1(a1, . . . , an; b; c). By Proposition 4.1
this component is precisely the component of Pn,1(a1, . . . , an; b; c) of multidegree
(1, . . . , 1) on Ω′ := {α1,i1 , . . . , αm,im , βj , γk}. We will use the symbol≡Ω′ to indicate
that this component is the same for two given elements.
Since P (x1, . . . , xn; y; z) is balanced with respect to z we have
Pm−1,1(a1 ◦ a2, a3, . . . , am; b, c)
= (Pm−1,1(a1, a3, . . . , am; b; c) ◦ Pm−1,1(a2, a3, . . . , am; b; c))
◦ Pm,1(a1, a2, a3, . . . , am; b; c)
≡Ω′ Pm−1,1(a1, a3, . . . , am; b; c) + Pm−1,1(a2, a3, . . . , am; b; c)− 1
+ Pm,1(a1, a2, a3, . . . , am; b; c)− 1
≡Ω′ Pm,1(a1, a2, a3, . . . , am; b; c).
Iterating this observation we get
Pm,1(a1, . . . , am; b; c) ≡Ω′ (a, b, c) = (a ◦ (b ◦ c))\((a ◦ b) ◦ c).
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Since (a ◦ b) ◦ c = (a ◦ (b ◦ c)) ◦ (a, b, c) then
(α∗I ∗ βj) ∗ γk ≡Ω′ (a ◦ b) ◦ c = (a ◦ (b ◦ c)) ◦ (a, b, c)
≡Ω′



1 + ∑
∅6=I′⊆I
α∗I′

 ◦ (1 + βj + γk + βj ∗ γk)

 ◦ (a, b, c)
≡Ω′

1 + ∑
∅6=I′⊆I
α∗I′ + α
∗
I′ ∗ (βj ∗ γk) +
(
|I ′|+ 1
2
)
α∗I′(βjγk + γkβj)

 ◦ (a, b, c).
Therefore,
(α∗I ∗ βj) ∗ γk − (α
∗
I ∗ γk) ∗ βj − α
∗
I ∗ (βj ∗ γk − γk ∗ βj)
≡Ω′

1 + ∑
∅6=I′⊆I
α∗I′

 ◦ (a, b, c)−

1 + ∑
∅6=I′⊆I
α∗I′

 ◦ (a, c, b)
≡Ω′
∑
I′⊆I
I′′=I\I′
α∗I′ ∗ ((aI′′ , b, c)− (aI′′ , c, b)) ≡Ω′
∑
I′⊆I
I′′=I\I′
α∗I′ ∗ 〈α
⊗
I′′ ;βj , γk〉
where α∗I′ = 1 if I
′ = ∅ and α⊗I := α1,i1 ⊗ · · · ⊗ αm,im . This shows that the opera-
tions 〈αi1 , . . . , αin ;βj , γk〉 satisfy the recurrence that characterizes the Shestakov-
Umirbaev brackets of (S♯, ∗). Therefore, they are given by Proposition 3.1. Finally,
it is easy to prove that the commutator [y, z] induces b ∗ c− c ∗ b. This concludes
the proof. 
5. Normal subloops
Let R be a unital associative algebra and J := J (R) := {t+
∑
i≥1 αit
i+1 | αi ∈
R} the loop of formal power series with coefficients in R under substitution. For
commutative R, the normal subgroups of J (R) have been studied in [18] and, as
we will observe, the proofs remain valid in a nonassociative setting.
Let us define hn := {αn ∈ R | t+ αntn+1 ∈ HJn+1} for any H ⊆ J .
Lemma 5.1. Let H be a subloop of J with [J , H ] ⊆ H. Then
(1) hn+1 ⊆ hn+2 for all n ≥ 1 and h1 ⊆ h3.
(2) RhnR ⊆ hn+2.
Proof. Since [J , H ] ⊆ H then for any αn ∈ hn, β ∈ R and i ≥ 1 we have
(5.1) (i + 1)βαn − (n+ 1)αnβ ∈ hn+1.
With i = 1 and β = 1 we obtain (1− n)αn ∈ hn+1, thus since the characteristic of
K is zero, hn+1 ⊆ hn+2 for all n ≥ 1. With n = 1, i = 2, β = 1 we get h1 ⊆ h3.
Again, with i = 1, 2 we easily get
Rhn + hnR ⊆ hn+2
Now, (5.1) with αn+1 = (i + 1)βαn − (n + 1)αnβ ∈ hn+1, i = 1 and γ ∈ R gives
2γ(2βαn − (n+ 1)αnβ)− (n+ 2)(2βαn − (n+ 1)αnβ)γ ∈ hn+2. Thus,
(5.2) 2(n+ 1)γαnβ − 2(n+ 2)βαnγ ∈ hn+2.
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By symmetry 2(n+ 1)βαnγ − 2(n+ 2)γαnβ ∈ hn+2. Adding these two equations
we get 2γαnβ − 2βαnγ ∈ hn+2, which together with (5.2) gives βαnγ ∈ hn+2, i.e.
RhnR ⊆ hn+2. 
Lemma 5.2 (Lemma 3.5 in [18]). Let α ∈ R and n ≥ 1. Let A,B ∈ J such that
A ≡ t+ αtn+1 (mod Jn+1)
B ≡ t+ αtn+2 (mod Jn+2).
Let β ∈ R and m ≥ n+ 2. Then there exist a, c ∈ Jm−n and b, d ∈ Jm−n−1 such
that
[a,A] ◦ [b, B] ≡ t+ αβtm+1 and [c, A] ◦ [d,B] ≡ t+ βαtm+1 (mod Jm+1)
Proof. Take a = t + λβtm−n+1 and b = t + µβtm−n for some λ, µ ∈ K to be
determined. Modulo Jm+1 we have
[a,A] ◦ [b, B] ≡ t+ (((m− n+ 2)λ+ (m− n+ 1)µ)βα
− ((n+ 1)λ+ (n+ 2)µ)αβ)tm+1
so we can choose adequate λ, µ to obtain the result in the statement. 
Consider I(H) to be the ideal of R generated by ∪n≥1hn and recall that J (R)
is a topological space with the topology given by considering {Jn | n ≥ 1} a base
of neighborhoods of the unit element t.
Proposition 5.3 (Proposition 1.1 in [18]). Let R be a unital associative algebra.
Let H be a subloop of J (R) such that [J (R), H ] ⊆ H and I(H) is finitely generated
either as a left ideal or as a right ideal of R. Then H is closed in J (R).
Proof. The ideal I := I(H) can be written either as I = Rσ1 + · · · + Rσs or
I = σ1R+ · · ·+σsR for some σ1, . . . , σs ∈ R. Since RhnR ⊆ hn+2 then there exists
n such that I = hn = hn+1 = · · · and we can find Aj , Bj ∈ H such that
Aj ≡ t+ σjt
n+1 (mod Jn+1),
Bj ≡ t+ σjt
n+2 (mod Jn+2).
Since the filtration J1 ⊇ J2 ⊇ · · · is an N-sequence, the proof in [18] applies
verbatim. 
Proposition 5.4. Let R be a simple unital associative algebra and let H be a
nontrivial subloop of J (R) such that [J (R), H ] ⊆ H. Then there exists n ≥ 1 such
that Jn+2(R) ⊆ H ⊆ Jn(R). In particular H is a closed normal subloop.
Proof. Let n ≥ 1 be such that H ⊆ Jn but H 6⊆ Jn+1. Thus hn 6= 0. Since RhnR ⊆
hn+2+i (i ≥ 0) then hn+2+i = R and I(H) = R, which is generated by 1 as a left or
a right R-module. By Proposition 5.3 H is closed. Since R = hn+2 = hn+3 = · · ·
then Jn+2 ⊆ H . Moreover, [J (R), H ] ⊆ H and Jn+2 ⊆ H imply that H/Jn+2 is a
normal subloop of J /Jn+2, so H is a normal subloop of J . 
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6. Related Lie algebras
Let S = ⊕i≥0Si be a graded associative algebra, A := ⊕i≥0Sit
i+1 contained in
the algebra S[t] of polynomials in t with coefficients in S and d
dt
the derivation of
S[t] with respect to the indeterminate t. A is also an algebra, so S[t] is, with the
product in (3.2)
a ∗ b := a′b
where a′ := d
dt
a.
The right multiplication operator by b is R∗b = Rb
d
dt
. Since
[R∗a, R
∗
b ](c) = c
′′(ba− ab) + c′(b′a− a′b)
we observe that if S[S, S] = 0 then[
Ra
d
dt
, Rb
d
dt
]
= R〈a,b〉
d
dt
where
〈a, b〉 = b′a− a′b.
The associative algebra
φ := alg〈Ra | a ∈ S[t]〉 ⊆ End(S[t])
generated by {Ra | a ∈ S[t]} is commutative. Therefore, the Lie algebra L :=
{Ra
d
dt
| a ∈ S[t]} is a subalgebra of φ∂ where ∂ : f 7→ [ d
dt
, f ] is a derivation of φ
and the product of φ∂ is given by [f∂, g∂] := (f∂(g)− g∂(f))∂.
Since the map a 7→ Ra
d
dt
is not injective, it is not clear at all whether or not
(S[t], 〈−,−〉) is Wronskian special. For pedagogical reasons we include a proof to
show that this might not be the case, but the reader can skip it since we will see
that these Lie algebras might fail to satisfy the standard identity St5 of degree 5,
although they satisfy St6.
Proposition 6.1. Let S := Ke + Kv be the algebra determined by e2 = e, ev =
0, ve = v and v2 = 0. Then the Lie algebra (S[t], 〈−,−〉) is not Wronskian special.
Proof. Assume that we have a commutative algebra φ with a derivation f 7→ f ′
and an injective map ϕ : S[t]→ φ such that
(6.1) ϕ(b′a− a′b) = ϕ(b)′ϕ(a)− ϕ(a)′ϕ(b)
where we also use the notation a′ for the derivation d
dt
of S[t]. Define elements in φ
fi := ϕ(et
i) and gj := ϕ(vt
j).
By (6.1) we have
(6.2) f ′jfi − f
′
ifj = (j − i)fi+j−1, g
′
jfi − f
′
igj = jgi+j−1 and g
′
jgi = g
′
igj.
Thus,
jf1gi+j−1 = g
′
jf1fi − f1f
′
igj = g
′
jf1fi − ((i − 1)fi − f
′
1fi)gj
= (g′jf1 − gjf
′
1)fi − (i− 1)fi = (j − i + 1)figj
and we have
(6.3) (j − i+ 1)figj = jf1gi+j−1.
With i = j + 1 we get jg1g2j = 0, i.e.
(6.4) f1g2j = 0 if j ≥ 1.
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Taking derivatives we obtain f1g
′
2j + f
′
1g2j = 0. Adding/subtracting the second
equation in (6.2) we get
(6.5) g′2jf1 = jg2j = −f
′
1g2j if j ≥ 1.
Moreover, f ′if1 − f
′
1fi = (i− 1)fi, (6.4) and (6.5) imply (i − 1)fig2j = −f
′
1fif2j =
jfig2j , so (j − i + 1)fig2j = 0. By (6.3) this implies 2jf1gi+2j−1 = 0, and with
i = 0 we get 2jf1g2j−1 = 0. Therefore,
(6.6) f1gj = 0 if j ≥ 1.
With this relation, (6.3) implies
(6.7) figj = 0 if i + j ≥ 2 and i 6= j + 1.
Thus, g′jfi + f
′
igj = 0 (we will assume the restrictions about i, j in the following).
Adding/subtracting this relation to the second equation in (6.2) we get
(6.8) 2g′jfi = jgi+j−1 = −2f
′
igj .
Multiplying by 2f ′k, on the one hand for i+ j ≥ 2, i 6= j +1, i+ j + k ≥ 3, k 6= i+ j
we obtain
(6.9) 4f ′kfig
′
j = 2jf
′
kgi+j−1 = −j(i+ j − 1)gi+j+k−2
but on the other hand if in addition j + k ≥ 2, k 6= j + 1, i 6= j + k, i + k 6= j + 2
then we have
4f ′kfig
′
j = 4(f
′
ifk + (k − i)fi+k−1)g
′
j by (6.2)
= 4f ′ifkg
′
j + 4(k − i)fi+k−1g
′
j
= −j(j + k − 1)gi+j+k−2 + 4(k − i)fi+k−1g
′
j by (6.9)
= −j(j + k − 1)gi+j+k−2 + 2j(k − i)gi+j+k−2 by (6.8)
= j(k − 2i− j + 1)gi+j+k−2.
Therefore,
j(k − i)gi+j+k−2 = 0
which contradicts the injectivity of ϕ. 
Proposition 6.2. The Lie algebra (S[t], 〈−,−〉) in Proposition 6.1 does not satisfy
St5.
Proof. It is not difficult to check that St5(et, et
2, vt, e, e) = 4v. 
While St5 fails in general for these Lie algebras, however we have the following
result.
Proposition 6.3. Let S be an associative algebra with S[S, S] = 0. Then the Lie
algebra (S[t], 〈−,−〉) satisfies St6.
Proof. We follow the arguments by Bergman in [3, Proof of Theorem 2.1]. First we
expand St6(x1, x2, x3, x4, x5, z) in terms of associative monomials in x1, . . . , x5, z
and their iterated derivatives (only six occurrences of the derivation are allowed).
Given one monomial in the expansion, say λy1 · · · y6, the condition S[S, S] ensures
that we can freely reorder y2, . . . , y6. One of these y2, . . . , y6 might be z or its
derivatives. We focus on the remaining four factors. Since only six occurrences
of the derivation are allowed, two of these four factors are of the form d
k
dtk
xi and
dk
dtk
xj for some k. Because of the alternating sum that defines St6, we will also
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have a corresponding summand −λy¯1 · · · y¯6 where
dk
dtk
xi and
dk
dtk
xj are interchanged.
Since we can freely reorder these factors, then λy1 · · · y6−λy¯1 · · · y¯6 vanishes. Thus,
grouping the summands in pairs we see that St6(x1, x2, x3, x4, x5, z) = 0. 
With an extra condition we can obtain Lie algebras that satisfy St5.
Proposition 6.4. Let S be an associative algebra with S[S, S] = 0 and [S, S]S3 = 0.
Then the Lie algebra (S[t], 〈−,−〉) satisfies St5.
Proof. The conditions on S ensure that we can freely reorder the factors in each
summand of the expansion of St5 as in the proof of Proposition 6.3, so the same
proof as in the commutative case in [3] remains valid. 
It would be interesting to study whether or not the algebras in Proposition 6.4
are Wronskian special.
7. Appendix: one-sided local loops
We observe that the formula αm ∗βn := (m+1)αmβn has not right unit element
in case we assume that 1 is of degree 0, which leads to a left loop rather than a
two-sided loop.
In this section we would like to briefly discuss how to adapt the approach of
Mikheev and Sabinin to the study of one-side local loops. Let (Q, x ∗ y, e) be a
right (local) loop, i.e. e is the right unit element and the Jacobian of the left and
right multiplication operators at e is nonzero, and define a two-sided loop by
xy = x ∗ (L∗e)
−1y.
This loop is classified by its Sabinin algebra (TeQ, 〈−;−,−〉,Φ(−;−)). Thus, if we
include a new family of totally symmetric multilinear operation, lets say [x1, . . . , xn]
(n ≥ 1), corresponding to the Taylor series of in normal coordinates to classify the
map L∗e (see [22]) then the algebraic structure
(7.1) (TeQ, 〈−;−,−〉,Φ(−;−), [−])
classifies the right local loop (Q, x∗ y, e). The integration of these structures to left
loops only requires the usual convergence conditions (see [22]).
From a geometrical point of view, given a right loop we define the parallel trans-
port as
τey := dL
∗
y(L
∗
e)
−1|e.
so that
τxy := (dL
∗
y|e)(dL
∗
x|e)
−1.
This parallel transport defines a right monoalternative geodesic loop x × y :=
expx τ
e
x exp
−1
e (y). For this loop we have
dL×y |e = τ
e
y = dL
∗
y(L
∗
e)
−1|e.
We can consider the map Ψx defined by x ∗ y = x × Ψx(y). The only restrictions
on Ψ are
Ψx(e) = e, Ψe(y) = e ∗ y and dΨx|e = dL
∗
e|e.
and (Q, ∗) is classified by x×y and Ψx. This requires the same structure as in (7.1)
since we require the Taylor coefficients of Ψe = L
∗
e and those of Ψ(x, y) on degrees
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≥ 1 and ≥ 2 on the normal coordinates of x and y respectively. In fact, if we define
Φ′x := (L
∗
e)
−1Ψx then xy = x(L
∗
e)
−1y = x× Φ′x(y) with
Φ′x(e) = e, Φ
′
e(y) = y and dΦ
′
x|e = Id.
This proves that the loop x × y is also the monoalternative perturbation of the
loop xy and that Ψ is recovered with the help of Φ and L∗e. Moreover, if the right
local loop (Q, ∗) is right monoalternative then xy is a monoalternative loop. Thus
xy = x× y and x× y = x ∗ (L∗e)
−1(y).
Therefore, the classification of local one-sided loops only requires of the usual
structure of a Sabinin algebra and an extra family of totally symmetric multilinear
operations [x1, . . . , xn] (n ≥ 1).
References
[1] M. A. Akivis and V. V. Goldberg, Local algebras of a differential quasigroup, Bull. Amer.
Math. Soc. (N.S.) 43 (2006), no. 2, 207–226.
[2] I. K. Babenko, Algebra, geometry and topology of the substitution group of formal power
series, Uspekhi Mat. Nauk 68 (2013), no. 1(409), 3–76 (Russian, with Russian summary);
English transl., Russian Math. Surveys 68 (2013), no. 1, 1–68.
[3] G. Bergman, The Lie algebra of vector fields in Rn satisfies polynomials identities (1979).
[4] S. I. Bogataya, S. A. Bogatyi, and D. D. Kiselev, Powers of elements of the series substitution
group J (Z2), Topology Appl. 201 (2016), 29–56.
[5] C. Brouder, A. Frabetti, and C. Krattenthaler, Non-commutative Hopf algebra of formal
diffeomorphisms, Adv. Math. 200 (2006), no. 2, 479–524.
[6] R. H. Bruck, A survey of binary systems, Ergebnisse der Mathematik und ihrer Grenzgebiete.
Neue Folge, Heft 20. Reihe: Gruppentheorie, Springer Verlag, Berlin-Go¨ttingen-Heidelberg,
1958.
[7] R. Camina, Subgroups of the Nottingham group, J. Algebra 196 (1997), no. 1, 101–113.
[8] , The Nottingham group, New horizons in pro-p groups, Progr. Math., vol. 184,
Birkha¨user Boston, Boston, MA, 2000, pp. 205–221.
[9] O. Chein, H. O. Pflugfelder, and J. D. H. Smith (eds.), Quasigroups and loops: theory and
applications, Sigma Series in Pure Mathematics, vol. 8, Heldermann Verlag, Berlin, 1990.
MR1125806
[10] K. H. Hofmann, Topologische Loops, Math. Z. 70 (1958), 13–37 (German).
[11] K. H. Hofmann and K. Strambach, Lie’s fundamental theorems for local analytical loops,
Pacific J. Math. 123 (1986), no. 2, 301–327.
[12] , Topological and analytic loops, Quasigroups and loops: theory and applications,
Sigma Ser. Pure Math., vol. 8, Heldermann, Berlin, 1990.
[13] S. A. Jennings, Substitution groups of formal power series, Canadian J. Math. 6 (1954),
325–340.
[14] D. L. Johnson, The group of formal power series under substitution, J. Austral. Math. Soc.
Ser. A 45 (1988), no. 3, 296–302.
[15] F. S. Kerdman, Analytic Moufang loops in the large, Algebra i Logika 18 (1979), no. 5,
523–555, 632 (Russian).
[16] M. Kikkawa, On local loops in affine manifolds, J. Sci. Hiroshima Univ. Ser. A-I Math. 28
(1964), 199–207.
[17] A. A. Kirillov, V. Y. Ovsienko, and O. D. Udalova, Identities in the Lie algebra of vector
fields on the real line [translation of Akad. Nauk SSSR Inst. Prikl. Mat. Preprint 1984, no.
135], Selecta Math. Soviet. 10 (1991), no. 1, 7–17. Selected translations.
[18] B. Klopsch, Normal subgroups in substitution groups of formal power series, J. Algebra 228
(2000), no. 1, 91–106.
[19] E. N. Kuz′min, The connection between Mal′cev algebras and analytic Moufang loops, Algebra
i Logika 10 (1971), 3–22 (Russian).
[20] A. I. Mal′cev, Analytic loops, Mat. Sb. N.S. 36(78) (1955), 569–576 (Russian).
[21] P. O. Mikheev and L. V. Sabinin, Analytic Bol loops, Webs and quasigroups, Kalinin. Gos.
Univ., Kalinin, 1982, pp. 102–109, 153 (Russian).
20 J. M. PE´REZ-IZQUIERDO
[22] , Infinitesimal theory of local analytic loops, Dokl. Akad. Nauk SSSR 297 (1987),
no. 4, 801–804 (Russian); English transl., Soviet Math. Dokl. 36 (1988), no. 3, 545–548.
[23] J. Mostovoy, The notion of lower central series for loops, Non-associative algebra and its
applications, Lect. Notes Pure Appl. Math., vol. 246, Chapman & Hall/CRC, Boca Raton,
FL, 2006, pp. 291–298.
[24] , Nilpotency and dimension series for loops, Comm. Algebra 36 (2008), no. 4, 1565–
1579.
[25] J. Mostovoy and J. M. Pe´rez-Izquierdo, Dimension filtration on loops, Israel J. Math. 158
(2007), 105–118.
[26] , Formal multiplications, bialgebras of distributions and nonassociative Lie theory,
Transform. Groups 15 (2010), no. 3, 625–653.
[27] J. Mostovoy, J. M. Perez-Izquierdo, and I. P. Shestakov, Hopf algebras in non-associative Lie
theory, Bull. Math. Sci. 4 (2014), no. 1, 129–173.
[28] P. T. Nagy and K. Strambach, Loops in group theory and Lie theory, De Gruyter Expositions
in Mathematics, vol. 35, Walter de Gruyter & Co., Berlin, 2002.
[29] J. M. Pe´rez-Izquierdo, Algebras, hyperalgebras, nonassociative bialgebras and loops, Adv.
Math. 208 (2007), no. 2, 834–876.
[30] H. O. Pflugfelder, Quasigroups and loops: introduction, Sigma Series in Pure Mathematics,
vol. 7, Heldermann Verlag, Berlin, 1990.
[31] G. Pogudin and Y. P. Razmyslov, Prime Lie algebras satisfying the standard Lie identity of
degree 5, J. Algebra 468 (2016), 182–192.
[32] L. Poinsot, The solution to the embedding problem of a (differential) Lie algebra into its
Wronskian envelope, Communications in Algebra (2017).
[33] Y. P. Razmyslov, Simple Lie algebras that satisfy the standard Lie identity of degree 5, Izv.
Akad. Nauk SSSR Ser. Mat. 49 (1985), no. 3, 592–634 (Russian).
[34] L. V. Sabinin, Smooth quasigroups and loops, Mathematics and its Applications, vol. 492,
Kluwer Academic Publishers, Dordrecht, 1999.
[35] , Smooth quasigroups and loops: forty-five years of incredible growth, Comment. Math.
Univ. Carolin. 41 (2000), no. 2, 377–400. Loops’99 (Prague).
[36] I. P. Shestakov and U. U. Umirbaev, Free Akivis algebras, primitive elements, and hyperal-
gebras, J. Algebra 250 (2002), no. 2, 533–548.
[37] I. O. York, Group of Formal Power Series, Ph.D. thesis, Nottingham University, 1990.
Departamento de Matema´ticas y Computacio´n, Universidad de La Rioja, 26004, Lo-
gron˜o, Spain
E-mail address: jm.perez@unirioja.es
