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Abstract 
In this paper it is showed that if a time-varying uncertain system is robustly completely 
detectable then there exists an estimator for this system, i.e. we can estimate asymptotically the 
state vector of the system. Moreover, if a time-varying uncertain system is robustly completely 
observable then there exists an estimator for this system that guarantees convergence of the 
estimates with assignable rate of convergence. Finally, it is proved that under the assumption of 
Robust Lipschitz complete observability, there is a global solution of the observer problem. 
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1. Introduction 
 
    One of the biggest challenges of Mathematical Control Theory has been the problem of constructing state 
observers or estimators for nonlinear systems. This problem has attracted a lot of attention in the literature in the 
past decades (see for example, [1,2,4,6,8-10,15,17,19-21,25,29,30,32]). 
 
    It should be noticed that the problem of design of observers for nonlinear systems has been approached from 
different research directions. Tsinias in [29,30] provided sufficient conditions for the design of nonlinear global 
time-invariant observers based on Lyapunov-like characterizations of observability and detectability, which can 
be verified easily for a special class of nonlinear systems. The works of Gauthier, Kupka and others ([8-10]) 
have provided semi-global solutions to the observer problem for systems with analytic dynamics based on a high 
gain strategy. The case of observable systems with analytic dynamics and the solvability of a series solution 
methodology to the observer problem with assignable exponential rate of convergence in transformed 
coordinates has been considered initially in [17] and later in [20-21]. A transformed coordinates approach for a 
limited class of systems with smooth dynamics has provided local solutions to the observer problem in [19,25]. 
On the other hand, a global solution to the observer problem is provided in [1] under the assumptions of Output-
to-State Stability and Global Complete Observability. Observers with delays have been considered in [23] for 
special classes of nonlinear systems and time-varying observers for linear time-varying systems, which 
guarantee non-uniform in time convergence, have been considered in [32].   
 
    The present paper will provide new results regarding the nonlinear state estimation problem, referring to a 
broad class of systems (time-varying uncertain nonlinear systems, which of course include autonomous systems 
as a special case), under minimal regularity conditions (local Lipschitz continuity for the dynamics and simple 
continuity for the output map) and easily verifiable observability assumptions, leading to global solutions to the 
observer problem with assignable rate of convergence of the error. 
 
In particular, the present work focuses on the state estimation problem for time-varying nonlinear forward 
complete systems of the form: 
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the main result being that, under the assumption of Lipschitz complete observability for (1.1), there exists a 
global solution to the observer problem for (1.1). Roughly speaking, this means that if (1.1) is Lipschitz 
completely observable, then for every smooth non-decreasing function ),1[: +∞→ℜ+φ , there exist time-
varying vector fields mkmk ℜ→ℜ×ℜ×ℜ+: , nkm ℜ→ℜ×ℜ×ℜΨ +:  such that the solution of system (1.1) 
with  
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and initial condition mnzxtztx ℜ×ℜ∈= ),())(),(( 0000  satisfies the following global convergence property: 
 
0)()()(lim =−+∞→ txtxtt φ , 
mnzxt ℜ×ℜ×ℜ∈∀ +),,( 000                                   (1.3) 
 
and moreover satisfies the Consistent Initialization Property, i.e., for every nxt ℜ×ℜ∈ +),( 00  there exists 
mz ℜ∈0  such that the solution ))(),(( ⋅⋅ zx  of system (1.1) with (1.2) initiated from mnzx ℜ×ℜ∈),( 00  at time 
00 ≥t , satisfies 
)()( txtx = , 0tt ≥∀  
 
    The results to be presented in this paper also cover the case of uncertain forward complete nonlinear time-
varying systems: 
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where lD ℜ⊂  is a known compact set. Under appropriate robust complete observability assumptions for (1.4), 
the global convergence property (1.3) can be imposed, leading to the notion of φ -estimator for (1.4). Roughly 
speaking, our result states that if system (1.4) is robustly completely observable, then for every smooth non-
decreasing function ),1[: +∞→ℜ+φ  there exist time-varying vector fields mkmk ℜ→ℜ×ℜ×ℜ+: , 
nkm ℜ→ℜ×ℜ×ℜΨ +:  such that the solution of system (1.4) with (1.2) satisfies the global property (1.3) for 
all measurable functions Dd →ℜ+: . It should be emphasized that a φ -estimator in the above sense is not an 
observer, since it does not necessarily satisfy the property of consistent initialization (see [15,29,30]). On the 
other hand, the property of consistent initialization cannot in general be satisfied if the original system is 
uncertain, i.e. its dynamics contain unknown parameters. However, the notion of the estimator is applicable even 
in this case. Moreover, it is known that dynamic output stabilization methods are based on estimates of the state 
vector of the system and for such purposes the property of consistent initialization is not essential (see [7,28]). A 
preliminary version of this paper concerning systems without uncertainties was given in [16]. 
 
     It must be emphasized that the notions of complete detectability and complete observability (Robust 
Complete Observability/Detectability) that will be used in this work generalize the corresponding notion of 
Uniform Complete Observability presented in [28] for autonomous systems, as well as similar notions given in 
[10]. In particular, for disturbance-free systems with analytic output maps and dynamics, the notion Robust 
Complete Observability used in the present work coincides with the notion of Uniform Complete/Infinitesimal 
Observability of [10], for which appropriate test conditions are available. 
  
    The contents of the paper are presented as follows. In Section 2 we provide all necessary definitions of the 
notions used as well as all the technical results needed for the proofs of the main results of the paper. In Section 
3 of the present paper we present the main results of the paper: if system (1.4) is robustly completely detectable 
then there exists an estimator for system (1.4) (Theorem 3.1). Moreover, if system (1.4) is Robustly Lipschitz 
completely observable, then the observer problem for (1.4) can be solved globally (Theorem 3.3).  
 
     All the results given in the present paper are existence results, proved in a constructive way, including 
conditions that guarantee robustness to modeling errors. The question of construction of nonlinear observers, 
which are robust to both measurement noise and modeling errors, as well as implementation issues of the 
proposed observers/estimators, will be the subject of future research.  
 
 
Notation 
∗  By DM  we denote the set of all measurable functions from +ℜ  to D , where mD ℜ⊂  is a given compact set. 
∗  By )(AC j  ( );( ΩAC j ), where 0≥j  is a non-negative integer, we denote the class of functions (taking 
values in Ω ) that have continuous derivatives of order j  on A . );( BA∞L ( );( BAloc∞L ) denotes the set of 
all measurable functions BAu →:  that are (locally) essentially bounded on A . 
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∗  For nx ℜ∈ , x′  denotes its transpose and x  its usual Euclidean norm. 
∗  By ],[ rxB  where nx ℜ∈  and 0≥r , we denote the closed sphere in nℜ  of radius r , centered at nx ℜ∈ . 
∗  );,,()( 00 dxttxtx =  denotes the unique solution of (1.4) at time 0tt ≥  that corresponds to some input 
DMd ∈⋅ )( , initiated from nx ℜ∈0  at time 00 ≥t .  
∗  For the definition of the class ∞K , see [18]. By KL  we denote the set of all continuous functions 
+++ ℜ→ℜ×ℜ= :),( tsσσ  with the properties: (i) for each 0≥t  the mapping ),( t⋅σ  is of class K  ; (ii) for 
each 0≥s , the mapping ),( ⋅sσ  is non-increasing with 0),(lim =+∞→ tst σ . 
∗  The saturation function is defined on ℜ  as ⎪⎩
⎪⎨⎧ ≥
<=
1/
1
:)(
xifxx
xifx
xsat . 
 
 
2. Definitions and Preliminary Technical Results 
 
    In this section we provide definitions and technical lemmas that play a key role in the proofs of the main 
results of the paper. Their proofs can be found at the Appendix, unless otherwise stated.  
 
Definition 2.1 We denote by +K  the class of 0C  functions ℜ→ℜ+:φ  and we denote by +∗ ⊂ KK  the class 
of non-decreasing ∞C  functions with 1)0( ≥φ , which belong to +K  and satisfy 0)()(lim 2 =−+∞→ ttt φφ& . 
 
For example the functions 1)( =tφ , tt += 1)(φ , )exp()( tt =φ  all belong to the class ∗K . The proof of Lemma 
2.2 in [12] actually shows an important property for this class of functions: for every function φ  of class +K , 
there exists a function φ~  of class ∗K , such that: )(~)( tt φφ ≤  for all 0≥t . We next give the notion of Robust 
Forward Completeness, which was introduced in [14] for uncertain dynamical systems. Consider the system 
(1.4), where lD ℜ⊂  is a compact subset and the vector fields nn Df ℜ→×ℜ×ℜ+: , knh ℜ→ℜ×ℜ+:  with 
0),0,( =dtf , 0)0,( =th  for all Ddt ×ℜ∈ +),( , satisfy the following conditions: 
 
1) The functions ),,( dxtf , ),( xth  are continuous. 
2) The function ),,( dxtf  is locally Lipschitz with respect to x , uniformly in Dd ∈ , in the sense that for 
every bounded interval +ℜ⊂I  and for every compact subset S  of nℜ , there exists a constant 0≥L  
such that: 
DdSSyxIt
yxLdytfdxtf
∈∀×∈∀∈∀
−≤−
,);(,
),,(),,(
 
 
Let us denote by )();,,( 00 txdxttx =  the unique solution of (1.4) at time t  that corresponds to input DMd ∈ , 
with initial condition 00 )( xtx =  and let )());,,(,( 00 tydxttxth = .  
 
Definition 2.2 We say that (1.4) is Robustly Forward Complete (RFC) if for every 0≥T , 0≥r  it holds that: 
 { } +∞<∈⋅∈∈≤+ DMdTsTtrxstx )(,],0[,],0[,;)(sup 000  
 
    The following proposition clarifies the consequences of the notion of Robust Forward Completeness and 
provides estimates of the solutions. Its proof can be found in [14].  
 
Proposition 2.3 (Lemma 2.3 in [14]) Consider system (1.4) with Dd ∈  as input. System (1.4) is RFC if and 
only if there exist functions +∈Kμ , ∞∈Ka  such that for every input DMd ∈⋅)(  and for every 
nxt ℜ×ℜ∈ +),( 00 , the unique solution )(tx  of (1.4) corresponding to )( ⋅d  and initiated from 0x  at time 0t  
exists for all 0tt ≥  and satisfies: ( )0)()( xattx μ≤ , 0tt ≥∀                                                                 (2.1) 
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     The notions of robust complete observability and robust complete detectability for time-varying systems are 
given next. The definitions given here directly extend the corresponding notions given in [28], concerning 
autonomous systems, as well as similar notions given in [10] for autonomous systems with analytic dynamics. 
 
Definition 2.4 Consider the system (1.4) with ( )),(,,),(),( 1 xthxthxth kK= , );(0 ℜℜ×ℜ∈ + nj Ch  
( kj ,...,1= ) and 0)0,( =th j  for all 0≥t  ( kj ,...,1= ). Suppose that (1.4) is RFC. Let ℜ→ℜ×ℜ+ kjg : , 
ℜ→ℜ×ℜ+ kja : , pj ,...,1=  be functions of class );(0 ℜℜ×ℜ+ kC  with { } 0),(;),(inf >ℜ×ℜ∈ + kj ytyta , 0)0,( =tg j  for all 0≥t . Let 0≥jm  ( pj ,...,1= ) integers with the 
property that the family of functions, defined recursively below for each pj ,...,1= : 
 
)),(,(),(,0 xthtgxty jj =  
⎪⎭
⎪⎬⎫⎪⎩
⎪⎨⎧ +∂
∂+∂
∂= −− )),(,(),,(),(),(
)),(,(
1:),( ,
),1(),1(
, xthtdxtfxtx
y
xt
t
y
xthta
xty ji
jiji
j
ji ϕ , jmi ,...,1=  
are all independent of Dd ∈  and of class );(1 ℜℜ×ℜ+ nC , where }{ , jiϕ  jmi ,...,1= , pj ,...,1=  are 
functions of class );(0 ℜℜ×ℜ+ kC  such that each )),(,(, xthtjiϕ  is locally Lipschitz with respect to x , with 
0)0,(, =tjiϕ  for all 0≥t . Let jj mjmjj yyxty ℜ∈= ),...,(:),( ,,1D , pj ,...,1=  and 
m
p xtyxtyxty ℜ∈= )),(,...,),((:),( 1 DDD  where ∑
=
=
p
j
jmm
1
: . We say that a function );(0 lnC ℜℜ×ℜ∈ +θ  
with 0)0,( =⋅θ  is robustly completely observable with respect to (1.4) if there exists a function 
);(0 lmkC ℜℜ×ℜ×ℜ∈Ψ +  with 0)0,0,( =Ψ t  for all 0≥t  such that 
 
)),(),,(,(),( xtyxthtxt DΨ=θ , nxt ℜ×ℜ∈∀ +),(                                         (2.2) 
 
We say that system (1.4) is robustly completely observable if the identity function xxt =),(θ  is completely 
observable.  
We say that a function );(0 lnC ℜℜ×ℜ∈ +θ  with 0)0,( =⋅θ  is robustly completely detectable with respect to 
(1.4) if there exists a function );(0 lmkC ℜℜ×ℜ×ℜ∈Ψ +  with 0)0,0,( =Ψ t  for all 0≥t , functions KL∈σ , 
+∈Kβ  such that for every nxt ℜ×ℜ∈ +),( 00  and DMd ∈⋅)(  the solution )(tx  of (1.4) with initial condition 
00 )( xtx =  and corresponding to DMd ∈⋅)(  satisfies: 
 ( )000 ,)()))(,()),(,(,())(,( ttxttxtytxthttxt −≤Ψ− βσθ D , 0tt ≥∀                      (2.3) 
 
We say that system (1.4) is robustly completely detectable if the identity function xxt =),(θ  is robustly 
completely detectable with respect to (1.4). 
 
Suppose that system (1.4) is robustly completely observable and moreover suppose that the continuous functions 
ℜ→ℜ×ℜ++ njm jy :),1( , pj ,...,1= , defined below are all independent of Dd ∈ : 
),,(),(),(),(
,,
),1( dxtfxtx
y
xt
t
y
xty
jmjm
jm
jj
j ∂
∂+∂
∂=+  
Define the continuous functions ℜ→ℜ×ℜ×ℜ++ mkjm jy :~ ),1( , pj ,...,1= : 
 
)),,(,(),,(~ ),1(),1( zyttyzyty jmjm jj Ψ= ++                                                     (2.4) 
where );(0 nmkC ℜℜ×ℜ×ℜ∈Ψ +  is the function for which (2.2) with xxt =),(θ  holds. We say that system 
(1.4) is Robustly Lipschitz completely observable, if the continuous functions 
)),,(,(~:),,( ),1(),1( zxthtyzxty jmjm jj ++ = , pj ,...,1=  are locally Lipschitz with respect to mnzx ℜ×ℜ∈),( , in the 
sense that, for every bounded interval +ℜ⊂I  and for every compact subset mnS ℜ×ℜ⊂ , there exists a 
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constant 0≥L  such that ),()),,(,(~)),,(,(~),,(),,( ),1(),1(),1(),1( wzvxLwvthtyzxthtywvtyzxty jmjmjmjm jjjj −−≤−=− ++++ , 
for all SSIwvzxt ××∈)),();,(;(  and pj ,...,1= . 
 
Remark 2.5:  
a) If system (1.4) is robustly completely observable, then every function );(0 lnC ℜℜ×ℜ∈ +θ  with 0)0,( =⋅θ  
is robustly completely observable.  
b) For a linear system xtAx )(=& , xthy )(= , where the matrices )(,)( thtA  have real analytic entries, complete 
observability is equivalent to observability (see pages 279-280 in [26]). In general, complete observability 
implies observability.  
c) Notice that for every input DMd ∈⋅)(  and for every nxt ℜ×ℜ∈ +),( 00 , the unique solution )(tx  of (1.4) 
corresponding to )( ⋅d  and initiated from 0x  at time 0t , satisfies the following relations for pj ,...,1= : 
 
))(,()())(,()( ,1,1, tyttytytaty jijijji ++ −= ϕ& , 0tt ≥∀ , 1,...,0 −= jmi  
 
where ))(,(:)( ,, txtyty jiji =  and ))(,()( txthty = . Thus the functions }{ , jiϕ  jmi ,...,1= , pj ,...,1=  play the 
role of  “output injection”, used in the literature for the construction of observers with linear error dynamics (see 
[19,25] and the references therein). If the dynamics and the output maps of system (1.4) are of class 
);( nn DC ℜ×ℜ×ℜ+∞  and );( knC ℜℜ×ℜ+∞ , respectively, then the functions }{ , jiϕ  jmi ,...,1= , pj ,...,1=  
can be selected to be identically equal to zero and the functions }{ jg  pj ,...,1=  can be selected to be equal to 
the identity function. Thus the disturbance-free smooth output case, studied in the literature (see [10]) is 
automatically covered by Definition 2.4. However, if the dynamics and the output maps of system (1.4) are 
merely locally Lipschitz and continuous, respectively, then the functions }{ , jiϕ  jmi ,...,1= , pj ,...,1=  and the 
functions }{ jg  pj ,...,1=  play a “regularizing” role. For example, consider the following single-output two-
dimensional completely observable system: 
3
1
112211 )sgn(;0; xxyxxxx ==+= &&  
Here, the output map 3
1
11 )sgn(),( xxxth =  is not 1C , but the selection 3),( yytg =  produces the smooth map 
10 :),( xxty = . Moreover, 2100 ),(),(),( xxxtfxtx
y
xt
t
y +=∂
∂+∂
∂
, which is not a 1C  map, but the selection 
3
1 ),( yyt −=ϕ  produces the smooth map 21 ),(),( xxtyxty ==D . Thus, we obtain )),(),,(,( xtyxthtx DΨ=  
for all 2),( ℜ×ℜ∈ +xt , where ),(:),,( 3 zyzyt =Ψ . If the functions }{ , jiϕ  jmi ,...,1= , pj ,...,1=  and the 
functions }{ jg  pj ,...,1=  were not used in Definition 2.4 then, the above system would fail to meet the 
requirements of complete observability.   
d) If system (1.4) is robustly Lipschitz completely observable then the following relations are also satisfied for 
pj ,...,1= : 
))(),(,(~)( ),1(, tytytyty jmjm jj D+=& , 0tt ≥∀  
where ))(,()( txtyty DD = . 
e) The problem of establishing sufficient conditions for Robust Complete Observability of a time-varying system 
is an open problem. However, the study of this problem is beyond the scope of the present work. In the present 
work our starting point is to assume Robust Complete Observability and the emphasis is placed on the design of 
an observer/estimator for such a system. 
  
    The following example shows that the notion of robust complete observability (detectability) allows us to 
consider uncertain systems with unobservable linearization. 
 
Example 2.6 The single-output system 
]1,1[
2
211
2
2
212
3
211
)(,),(,
)(;
−∈⋅ℜ∈′==
+−=+=
Mdxxxxy
xtdxxxxxx &&
                                      (2.5) 
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is robustly completely observable. Notice that for every 200 ),( ℜ×ℜ∈ +xt  and ]1,1[)( −∈⋅ Md , the solution 
))(),(()( 21 txtxtx =  of system (2.5) corresponding to ]1,1[)( −∈⋅ Md  with initial condition 00201 ))(),(( xtxtx = , 
satisfies the estimate  
0)exp()( xttx ≤ , 0tt ≥∀                                                   (2.6) 
 
and consequently (by virtue of Proposition 2.3) system (2.5) is RFC. This fact follows from the evaluation of the 
time derivative of the function 22
2
121 ),( xxxxV +=  along the trajectories of (2.5). Specifically, we obtain 
VV 2≤&  and inequality (2.6) is an immediate consequence. Moreover, we have: 
 
 ⎟⎟⎠
⎞
⎜⎜⎝
⎛=Ψ=⎟⎟⎠
⎞
⎜⎜⎝
⎛
3
1
2
1
)sgn(
:),,(
yy
y
yyt
x
x
DD
D , 321 :),(),( xxtyxty ==D , yyt −=),(1ϕ , yytg =:),( , 1),( ≡yta   (2.7)  
 
However, notice that the linearization of system (2.5) is not detectable. On the other hand the single output 
system  
]1,1[
3
3211
332
2
212
3
211
)(,),,(;
))(1(;)(;
−∈⋅ℜ∈=
+−=+−=+=
Mdxxxxy
xtdxxtdxxxxxx &&&
                                (2.8) 
 
is robustly completely detectable since it is RFC and the following inequality holds for the solution of (2.8) for 
the continuous mapping ⎟⎟⎠
⎞
⎜⎜⎝
⎛=Ψ 0,)sgn(,:),,( 3
1
yyyyyt DDD : 
( ) )()(exp)())(),(,()( 0303 txtttxtytyttx −−≤=Ψ− D , 0tt ≥∀  
 
    The notions of −φ Estimator and −φ Observer are crucial for the present paper. We emphasize that an 
estimator is not necessarily an observer since it does not necessarily satisfy the consistent initialization property 
(see [15]).   
 
Definition 2.7 Let +∈Kφ  and );(0 lnC ℜℜ×ℜ∈ +θ  with 0)0,( =⋅θ . Consider system (1.4) and suppose that 
it is RFC. The system  
lm tz
tztytttytztktz
ℜ∈≥ℜ∈
Ψ==
θ
θ
,0,
))(),(,()(;))(),(,()(&
                                            (2.9) 
 
where );(0 mkmCk ℜℜ×ℜ×ℜ∈ +  with 0)0,0,( =tk , the map )),(,,(:),,(~ xthztkxztk =  is locally Lipschitz 
with respect to mnzx ℜ×ℜ∈),(  and );(0 lmkC ℜℜ×ℜ×ℜ∈Ψ +  with 0)0,0,( =Ψ t  for all 0≥t , is called a 
−φ Estimator for θ  with respect to (1.4) if system (1.4) with (2.9) is RFC and there exist functions KL∈σ  and 
+∈Kβ , such that for every mnzx ℜ×ℜ∈),( 00 , 00 ≥t , DMd ∈⋅)( , the unique solution ))(),(( ⋅⋅ zx of system 
(1.4) with (2.9) initiated from mnzx ℜ×ℜ∈),( 00  at time 00 ≥t  and corresponding to DMd ∈⋅)( , satisfies the 
following estimate: ( )0000 ,),()())(,()()( ttzxttxttt −≤− βσθθφ , 0tt ≥∀                             (2.10a) 
 
System (2.9) is called a −φ Estimator for system (1.4) if xxt =:),(θ . If 1)( ≡tφ , then (2.9) is simply called an 
Estimator for θ  with respect to (1.4). In any case, the continuous map );(0 lmkC ℜℜ×ℜ×ℜ∈Ψ +  is called 
the reconstruction map of the ( −φ )Estimator forθ  with respect to (1.4) . 
 
Definition 2.8 Let +∈Kφ  and consider system (1.4). Suppose that (1.2) is a φ -estimator for the identity 
function xxt ≡),(θ  with respect to (1.4) and that (1.2) satisfies the Consistent Initialization Property, i.e., for 
every nxt ℜ×ℜ∈ +),( 00  there exists mz ℜ∈0  such that the solution ))(),(( ⋅⋅ zx of system (1.4) with (1.2) 
initiated from mnzx ℜ×ℜ∈),( 00  at time 00 ≥t  and corresponding to arbitrary DMd ∈⋅)( , satisfies  
 
))(),(,()( tztyttx Ψ= , 0tt ≥∀ , DMd ∈⋅∀ )(                                           (2.10b) 
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Then we say that system (1.2) is a global −φ observer for (1.4), or that the global −φ observer problem for 
(1.4) is solvable. If 1)( ≡tφ  then we say that system (1.2) is a global observer for (1.4), or that the global 
observer problem for (1.4) is solvable. Particularly, the continuous map );(0 nmkC ℜℜ×ℜ×ℜ∈Ψ +  is called 
the reconstruction map of the global observer (1.2).      
 
Remark 2.9: Necessary and sufficient conditions for the existence of a global observer for (1.4) with identity 
reconstruction map, i.e., nz ℜ∈  and zzyt ≡Ψ ),,( , are given in [15], by exploiting the notion of the Observer 
Lyapunov Function (OLF). 
 
Remark 2.10: In other words, if system (2.9) is an estimator for θ  with respect to (1.4) (i.e., the case of 
uncertain dynamical system) then the following system 
D
lmn MdYtzx
txttztxthttY
txthtztktztdtxtftx
∈⋅ℜ∈≥ℜ×ℜ∈
−Ψ=
==
)(,,0,),(
))(,())()),(,(,()(
)))(,(),(,()(;))(),(,()(
θ
&&
 
 
is non-uniformly in time Robustly Globally Asymptotically Output Stable (RGAOS, see [14]). Moreover, 
there exists an estimator for θ  with respect to (1.4) if and only if there exists a function 
);(0 lmkC ℜℜ×ℜ×ℜ∈Ψ +  with 0)0,0,( =Ψ t  for all 0≥t  such that the Robust Output Feedback 
Stabilization problem (ROFS problem, see [15]) with measured output )),,(( zxthy =  and stabilized output 
),()),(,,( xtxthztY θ−Ψ=  is globally solvable for the system: 
mk
D
lmmn yMdYvtzx
txttztxthttYtztxthty
tvtztdtxtftx
ℜ×ℜ∈∈⋅ℜ∈ℜ∈≥ℜ×ℜ∈
−Ψ==
==
,)(,,,0,),(
))(,())()),(,(,()(;))()),(,(()(
)()(;))(),(,()(
θ
&&
 
 
Consequently, by virtue of Proposition 2.6 in [15], if system (2.9) is an estimator for θ  with respect to (1.4) then 
there exist functions );(1 ++ ℜℜ×ℜ×ℜ∈ mnCV , ∞∈Kaa 21 , , +∈Kμβ , , such that the following 
inequalities hold for all Ddxzt nm ×ℜ×ℜ×ℜ∈ +),,,( : 
 ( ) ( ) ( )),()(),,(),()(),()),,(,( 211 xztaxztVxztaxtzxthta βμθ ≤≤+−Ψ  
),,()),(,,(),,(),,(),,(),,( xztVxthztkxzt
z
Vdxtfxzt
x
Vxzt
t
V −≤∂
∂+∂
∂+∂
∂  
 
    Finally, the following technical lemmas constitute the basic tools for the proof of the existence of estimators 
with respect to (1.4). 
 
Lemma 2.11 Let ++ ℜ→ℜ:y  be an absolutely continuous function that satisfies the following differential 
inequality a.e. for ],[ 10 ttt∈ : 
)()()()( tbtytaty +−≤&                                                            (2.11) 
where ℜ→ℜ+:a , ++ ℜ→ℜ:b  are 0C  functions that satisfy +∞=∫+∞
0
)( dtta , 0
)(
)(lim ≥=+∞→ Mta
tb
t
, 0)( >ta  
for all Tt ≥  and for certain time 0≥T . Then there exist a constant 0>K , being independent of 1t  such that: 
 
Kty ≤)( , ],[ 10 ttt∈∀                                                           (2.12) 
 
Lemma 2.12 Consider the control system: 
 
uvx
nivxtax
nn
iii
+=
−=+= +
&
& 1,...,1),( 1θ                                                      (2.13)  
 
where nnxxx ℜ∈= ),...,( 1  is the state, nnvvv ℜ∈= ),...,( 1  is the control input, mt ℜ⊆Θ∈)(θ  is the vector of 
time-varying parameters and );(0 ℜΘ×ℜ∈ +Ca  is a mapping that satisfies { } 0),(;),(inf >Θ×ℜ∈ +θθ tta .  
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Then for every +∈Kφ  there exist ∗∈Kq , +∈Kρ , a vector nk ℜ∈  and constants 0,, >MRγ  such that for 
every );();(),,,( 000 ℜℜ×ℜ×Θℜ×ℜ∈ +∞++ locnCuxt Lθ  the solution of the closed-loop system (2.13) with  
 ( ) 122 )(),...,(),(),( xktqRtqRtRqdiagtav nnθ=                                       (2.14) 
 
initial condition 00 )( xtx =  and corresponding to inputs );();(),( 0 ℜℜ×Θℜ∈ +∞+ locCu Lθ  satisfies the 
estimate for all 0tt ≥ : 
( ) ⎟⎟⎠
⎞
⎜⎜⎝
⎛+−−≤
∈ )(
)(
sup)(exp)()()(
],[
000
0 τφ
τγρφ
τ
u
Mxttttxt
tt
                              (2.15) 
 
Lemma 2.13 Suppose that );(0 nmC ℜℜ×ℜ∈Ψ + . Then there exist functions ∞∈Kaa 21, , +∈Kβ  such that 
for every mmyxt ℜ×ℜ×ℜ∈ +),,( , it holds that: ( ) ( )yxyaayxtaytxt −+−≤Ψ−Ψ )()(),(),( 211 β                            (2.16) 
 
 
3. Main Results and Examples 
 
   Our first main result states that we may design an estimator for a robustly completely detectable function. 
Moreover, we can assign the convergence rate under the hypothesis of robust complete observability. 
 
Theorem 3.1 If the function );(0 lnC ℜℜ×ℜ∈ +θ  with 0)0,( =⋅θ  is robustly completely observable with 
respect to (1.4) then for every +∈Kφ  there exists a −φ estimator for θ  with respect to (1.4). If the function 
);(0 lnC ℜℜ×ℜ∈ +θ  is robustly completely detectable then there exists an estimator for θ  with respect to 
(1.4). 
 
Proof For simplicity of the proof we assume that 1=p . The case 1>p  is completely analogous. Let +∈Kφ  be 
given. Clearly, the hypotheses made guarantee the existence of a function );(0 lmkC ℜℜ×ℜ×ℜ∈Ψ +  with 
0)0,0,( =Ψ t  for all 0≥t  such that 
)),(),,(,(),( xtyxthtxt DΨ=θ , nxt ℜ×ℜ∈∀ +),(                                      (3.1) 
(case of robust complete observability) or there exist functions KL∈σ , +∈Kβ  such that for every 
nxt ℜ×ℜ∈ +),( 00  and DMd ∈⋅)(  the solution )(tx  of (1.4) with initial condition 00 )( xtx =  and 
corresponding to DMd ∈⋅)(  satisfies: 
 ( )000 ,)()))(,()),(,(,())(,( ttxttxtytxthttxt −≤Ψ− βσθ D , 0tt ≥∀                        (3.2) 
 
(case of robust complete detectability), where  
 
m
m xtyxtyxty ℜ∈= )),(,...,),((:),( 1D                                                      (3.3) 
 
and the functions ),( xtyi  are defined recursively by the following relations  for mi ,...,0= : 
 
)),(,(),(0 xthtgxty =  
⎭⎬
⎫
⎩⎨
⎧ +∂
∂+∂
∂= −− )),(,(),,(),(),(
)),(,(
1:),( 11 xthtdxtfxt
x
y
xt
t
y
xthta
xty i
ii
i ϕ , mi ,...,1=  
 
and are all independent of Dd ∈  and of class );(1 ℜℜ×ℜ+ nC , where ℜ→ℜ×ℜ+ kg : , ℜ→ℜ×ℜ+ ka :  
are functions of class );(0 ℜℜ×ℜ+ kC  and }{ iϕ  mi ,...,1=  are functions of class );(0 ℜℜ×ℜ+ kC  with { } 0),(;),(inf >ℜ×ℜ∈ + kytyta , 0)0,()0,( == ttg iϕ  for all 0≥t . Clearly, the above definitions guarantee 
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that 0)0,( =tyD  for all 0≥t  and using Fact V in [13] in conjunction with the regularity properties of 
yhagf D,,,, , we obtain functions ∞∈Kp  and +∈Kβ  such that: 
( )xtpdxtfxt
x
y
xt
t
y
xtyxthtgxth mm )(),,(),(),(),()),(,(),( β≤∂
∂+∂
∂+++ D , Ddxt n ×ℜ×ℜ∈∀ +),,(     (3.4) 
 
Since, system (1.4) is RFC, by virtue of Proposition 2.3, there exist functions ∞∈Ka~  and +∈Kμ  such that for 
every input DMd ∈⋅)(  and for every nxt ℜ×ℜ∈ +),( 00 , the unique solution )(tx  of (1.4) corresponding to 
)( ⋅d  and initiated from 0x  at time 0t  exists for all 0tt ≥  and satisfies: 
 ( )0~)()( xattx μ≤ , 0tt ≥∀                                                                   (3.5) 
 
Moreover, by virtue of Lemma 2.13, there exist functions ∞∈Kaa 21, , +∈Kγ  such that for every 
mmkyzyt ℜ×ℜ×ℜ×ℜ∈ +),,,( D , it holds that: 
 ( ) ( )yzyyaayztayytzyt DDDD −++−≤Ψ−Ψ )()(),,(),,( 211 γ                            (3.6) 
Notice that for every input DMd ∈⋅)(  and for every nxt ℜ×ℜ∈ +),( 00 , the components of the vector 
m
mm txtytxtytxtytytyty ℜ∈=== )))(,(,...,))(,((:))(,()())(,...,)(( 11 DD , where )(tx  denotes the unique 
solution of (1.4) corresponding to )( ⋅d  and initiated from 0x  at time 0t , satisfy the following relations: 
 
))(,()())(,()( 11 tyttytytaty iii ++ −= ϕ& , 0tt ≥∀ , 1,...,0 −= mi                                  (3.7) 
 
where ))(,()( txthty =  and ))(,(:)(0 tytgty = . By virtue of Corollary 10 and Remark 11 in [27], there exists a 
function ∞∈Kκ  such that 
)()()()()( 21 srsrasrasrp κκ≤++ , 0, ≥∀ sr                                              (3.8) 
 
where ∞∈Kp  is the function involved in (3.4) and ∞∈Kaa 21,  are the functions involved in (3.6). It follows 
by (3.4), (3.5), (3.7) and (3.8) that for every input DMd ∈⋅)(  and for every nxt ℜ×ℜ∈ +),( 00 , we have: 
 ( ))(~)(~)()()()( 00 xattytytyty m κβ≤+++ &D , 0tt ≥∀                                            (3.9) 
 
where +∈Kβ~  is a function that satisfies ( ))()()(~ ttt μβκβ ≥  for all 0≥t . Let +∈Kφ~  a function that satisfies: 
⎟⎟⎠
⎞
⎜⎜⎝
⎛ −
++≥
−
)(
)exp(
))(~()(
)(~)(~
1
t
t
tttt
φκ
βκγβφ , 0≥∀t                                                    (3.10) 
where +∈Kφ  is the given function of our problem and +∈Kγ  is the function involved in (3.6). By virtue of 
Lemma 2.12 there exist ∗∈Kq , +∈Kρ , a vector 1+ℜ∈ mk  and constants 0, >MR  such that for every 
);()),(,( 100 ℜℜ×ℜ×ℜ∈ +∞++ locmmytzt L&  the solution of the closed-loop system  
 
1
0
1
01
1
),...,(:,),...,(:;),...,,,(:
1,...,0))(,())(,(
++
+
ℜ∈=ℜ∈=Ψ=
=
−=+−=
m
m
m
mm
mm
iiii
vvvzzzzzyt
vz
mivtytztytaz
θ
ϕ
&
&
              (3.11) 
with  ( ) )))(,(()(),...,(),())(,( 01122 tytgzktqRtqRtRqdiagtytav mm −= ++                              (3.12) 
initial condition )( 0tz  and corresponding to input );( ℜℜ∈ +∞locmy L&  satisfies the estimate for all 0tt ≥ : 
( ) ⎟⎟⎠
⎞
⎜⎜⎝
⎛+−−−≤−
∈ )(~
)(
sup))()),(,(()()(exp)())()),(,(()()(~
],[
000000
0 τφ
τγρφ
τ
m
tt
y
Mtytytgtzttttytytgtzt
&
DD   (3.13) 
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Clearly, inequalities (3.4), (3.9), (3.10) in conjunction with (3.13) imply that: 
 ( )))((~))()(()()()())()),(,(()()(~ 000000 txaMtxtpttzttytytgtzt κβρρφ ++≤− D , 0tt ≥∀       (3.14) 
 
Making use of inequalities (3.6), (3.8), (3.9), (3.10) and (3.14) we conclude: 
 ( )))(),(()())(exp())(),(,())(),...,(),(,()( 00001 tztxttttytyttztztytt m λωφ −−≤Ψ−Ψ D , 0tt ≥∀     (3.15) 
 
for appropriate functions ∞∈Kω  and +∈Kλ . Notice that, by virtue of (3.5), (3.9) and (3.14), system (1.4) with 
(3.11) is RFC. Inequality (3.15) in conjunction with (3.1) or (3.2), proves the statement of the theorem.       <  
 
Example 3.2 Consider again system (2.5), where the mappings 321 :),(),( xxtyxty ==D , yyt −=),(1ϕ , 
yytg =:),(  and ),,(),( 21 yytxx DΨ=  are given in (2.7). Notice that by virtue of (2.6) we have: ( )503001 )5exp(3))(,()()( xxxttxtytyty ++≤++ &D , 0tt ≥∀                              (3.16) 
Making use of the inequality 3
1
3
1
3
1
2)sgn()sgn( yxyyxx −≤− , which holds for all ℜ∈yx, , we obtain that: 
3
1
2),,(),,( yzyytzyt DD −≤Ψ−Ψ , 3),,;( ℜ×ℜ∈∀ +yzyt D                            (3.17) 
Using Lemma 2.12 for )5exp()( tt =φ  we obtain that there exists a function +∈Kρ  and constants 0, >RM  
 
0,),(:;),,(
))()(20exp(72;))()(10exp(12)(
2
212
1
2
2121
≥ℜ∈=Ψ=
−−=−−+=
tzzzzytx
tyztRztyztRztyz &&
                    (3.18) 
 
such that for every 200 ))(,( ℜ×ℜ∈ +tzt , the solution of (3.18) satisfies:  
 ( )( )503000000 )()()())(),(()()()5exp())(),(()( txtxtxMtytytztttytytz +++−−≤− DD ρ , 0tt ≥∀  (3.19) 
Let 3
1
2:)( ssa = . It follows from (3.17) that we have: 
 ( )( )50300000002 )()()())(),(()()())(exp())(),(,()( txtxtxMtytytztatttztyttx +++−−−≤Ψ− Dρ , 0tt ≥∀  
   (3.20) 
Thus we may conclude that system (3.18) is an estimator for system (2.5), which guarantees exponential 
convergence.       <  
 
     The following theorem deals with the solvability of the global −φ observer problem for (1.4). 
 
Theorem 3.3 Suppose that (1.4) is Robustly Lipschitz completely observable with 1=p . Then the global 
−φ observer problem for (1.4) is solvable for all +∈Kφ . 
 
Proof Let +∈Kφ  be arbitrary. The same arguments in the proof of Theorem 4.1 are repeated (mathematical 
relations (3.1)-(3.9)) with xxt ≡),(θ  and we define  
),,(),(),(:),(1 dxtfxtx
y
xt
t
y
xty mmm ∂
∂+∂
∂=+                                             (3.21a) 
then it is a consequence of (2.4) that the following equality holds for all nxt ℜ×ℜ∈ +),( : 
 
),()),(),,(,(~ 11 xtyxtyxthty mm ++ =D                                                     (3.21b) 
 
Notice that by (3.21a,b) and (3.1), (3.7) we obtain: )())(),(,(~ 1 tytytyty mm &=+ D , for all 0tt ≥  and DMd ∈ . 
Moreover, since (1.4) is Robustly Lipschitz completely observable, it follows that the function 
)),,(,(~:),,( 11 zxthtyzxty mm ++ =  is locally Lipschitz with respect to mnzx ℜ×ℜ∈),( . Define the function 
 
 11
))exp(1)((~:),( wttwt += ββ                                                                (3.22) 
 
where +∈Kβ~  is the function involved in (3.9). Notice that by virtue of (3.9) and definition (3.21), we have  
 
))(,()( twttym β≤& , 0tt ≥∀ , DMd ∈ , provided that ( ) )()exp(1)(~ 0 twtxa +≤κ , for all 0tt ≥       (3.23) 
 
Let +∈Kφ~  be a function that satisfies (3.10), where +∈Kγ  is the function involved in (3.6) and +∈Kφ  is the 
given function of our problem. By virtue of Lemma 2.12 there exist ∗∈Kq , +∈Kρ , a vector 1+ℜ∈ mk  and 
constants 0, >MR  such that for every );()),(),(,( 1000 ℜℜ×ℜ×ℜ×ℜ∈ +∞++ locmmytwtzt L&  the solution of 
the closed-loop system  
1
0
1
01
11
1
),...,(:,),...,(:,),...,,,(:
),(
),...,),(,(~
),(
1,...,0))(,())(,(
++
+
+
ℜ∈=ℜ∈=Ψ=
−=
+⎟⎟⎠
⎞
⎜⎜⎝
⎛=
−=+−=
m
m
m
mm
m
mm
m
iiii
vvvzzzzzytx
ww
v
wt
zztyty
satwtz
mivtytztytaz
&
&
&
ββ
ϕ
             (3.24) 
 
with (3.12) satisfies the following estimate for all 0tt ≥ , DMd ∈  (recall that ))(,()(0 tytgty = ): 
⎟⎟⎠
⎞
⎜⎜⎝
⎛−+−≤
−
+
≤≤ ))(,(
))(),...,(),(,(~
)(~
))(,(
)(~
)(sup))()),(,(()()(
))(),(()()(~
11
00000
0
0 ττβ
ττττ
τφ
ττβ
τφ
τρ
φ
τ w
zzyysatwyMtytytgtzt
tytytzt
mmm
tt
&
D
D
     (3.25) 
 
First, notice that, if ))()),(,(()( 0000 tytytgtz D=  and ( ) )()exp())((~ 000 twttxa ≤κ , then it follows from 
(3.23) (and the fact that ( ) )()(exp)( 00 twtttw −−=  for all 0tt ≥ ) that ))(),(()( 0 tytytz D=  for all 0tt ≥ , 
DMd ∈  and consequently, by virtue of (3.1), )()( txtx =  for all 0tt ≥ , DMd ∈ . Moreover, notice that by 
virtue of definition (3.22), inequalities (3.4), (3.9), (3.10) and (3.25) we obtain the following inequality for all 
0tt ≥  and DMd ∈ : ( ) ))(1())((~))()(()()()())(),(()()(~ 00000000 twMtxaMtxtpttzttytytzt ++++≤− κβρρφ D    (3.26) 
 
which in conjunction with estimates (3.5) and (3.9) (and the fact that ( ) )()(exp)( 00 twtttw −−=  for all 0tt ≥ ), 
shows that (1.4) with (3.24) is RFC (recall Proposition 2.3). Making use of inequalities (3.6), (3.8), (3.9), (3.10) 
and (3.13) we conclude: 
 ( )( )Qtwtztxttttytyttztztytt m +−−≤Ψ−Ψ ))(),(),(()())(exp())(),(,())(),...,(),(,()( 000001 λωφ D , 0tt ≥∀ , DMd ∈  
 (3.27) 
for appropriate constant 0>Q  and functions ∞∈Kω  and +∈Kλ . It follows from Lemma 3.5 in [14], that 
since: 
(i) Estimate (3.27) and equation (3.1) with xxt ≡),(θ  hold (which guarantees Robust Global Output 
Attractivity for the output ( )xzzxthttY m −Ψ= ),...,),,(,()(: 1φ ,  
(ii) System (1.4) with (3.24) is RFC 
(iii) The point )0,0,0(),,( =wzx  is the equilibrium point of (1.4) with (3.24),  
(iv) The dynamics of (1.4) with (3.24) are locally Lipschitz with respect to ℜ×ℜ×ℜ∈ +1),,( mnwzx   
 
that system (1.4) with (3.24) is non-uniformly in time Robustly Globally Asymptotically Output Stable 
(RGAOS, see [14]), with output defined by ( )xxthttY m −Ψ= + ),...,),,(,()(: 12 ξξφ . Consequently, by virtue of 
Lemma 3.4 in [14], it follows that there exist functions KL∈σ  and +∈Kb  such that for every 00 ≥t  and 
ℜ×ℜ×ℜ∈ +1000 ))(),(),(( mntwtztx  the following estimate holds:  
 ( )000001 ,))(),(),(()()())(),...,(),(,()( tttwtztxtbtxtztztytt m −≤−Ψ σφ , 0tt ≥∀                    (3.28) 
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Estimate (3.28) implies that (3.24) is a φ -estimator for the identity function xxt ≡),(θ  with respect to (1.4). 
Since (3.24) is a φ -estimator for system (1.4), which satisfies the consistent initialization property and since 
+∈Kφ  is arbitrary, we conclude that the global φ -observer problem for (1.4) is solvable.     <  
 
     Notice that the constructed observer (3.24) in the above proof of Theorem 3.3 is a high-gain type observer 
(with increasing time-varying gains). High-gain type observers were also considered in [8-10] for autonomous 
systems with analytic dynamics. The following example illustrates that Theorem 3.3 is applicable even to 
autonomous disturbance-free systems with smooth outputs and unobservable linearization.   
 
Example 3.4 Consider again system (2.5), where ])1,1[;(0 −ℜ∈ +Cd  is a known function. Particularly, when 
])1,1[;(0 −ℜ∈ +Cd  is a constant function then system (2.5) is an autonomous system with unobservable 
linearization. In this case we have: 
10 ),( xxtyy == ; 321 ),(),( xxtyxty ==D  
yyt −=:),(1ϕ , yytg =:),( , 1),( ≡yta ; 421322 3)(3),( xxxtdxty −=  
⎟⎟⎠
⎞
⎜⎜⎝
⎛=Ψ=
3
1
)sgn(
:),,(
yy
y
yytx
DD
D ; 3
4
2 3)(3),,(
~ zyztdzyty −=  
It is clear that system (2.5) with ])1,1[;(0 −ℜ∈ +Cd  being a known function is Lipschitz completely observable. 
Since (3.16) still holds, Theorem 3.3 guarantees that there exists 0>R  such that the system 
 
0,),,(:,),,(
)()(
))()()(20exp(72
))()exp(1)((
)()(3)()(3
))()exp(1)(()(
))()()(10exp(12)()()(
3
3212
33
1
2
3
3
4
22
32
121
≥ℜ∈=Ψ=
−=
−−⎟⎟
⎟
⎠
⎞
⎜⎜
⎜
⎝
⎛
+
−+=
−−+=
tzzzzzytx
tztz
tytztR
tztt
tztytztd
sattztttz
tytztRtztytz
&
&
&
ββ  
 
where )5exp(3:)( tt =β , is a global observer for system (2.5), which guarantees exponential convergence.        <  
 
 
5. Conclusions  
 
     In this paper we have given sufficient conditions for the existence of estimators and the solvability of the 
global observer problem for dynamical systems. It is showed that if a time-varying uncertain system is robustly 
completely detectable then there exists an estimator for this system, i.e. we can estimate asymptotically the state 
vector of the system. Moreover, if a time-varying uncertain system is robustly completely observable then there 
exists an estimator for this system that guarantees convergence of the estimates with “arbitrary fast” rate of 
convergence. Finally, it is proved that under the assumption of Robust Lipschitz complete observability, there is 
a global solution of the observer problem for a time-varying system. 
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Appendix 
 
Proof of Lemma 2.11: Clearly, the differential inequality (2.11) implies that: 
∫ ∫∫ ⎟⎟⎠
⎞
⎜⎜⎝
⎛
−+⎟⎟
⎟
⎠
⎞
⎜⎜
⎜
⎝
⎛
−≤
t
t
tt
t
dbdssatydssaty
00
)()(exp)()(exp)( 0 ττ
τ
, ],[ 10 ttt∈∀                           (A1) 
 
Moreover, since 0)( >ta  for all Tt ≥ , we obtain for all 00 ≥t  and 0tt ≥ : 
∫∫∫∫∫∫ ≥≥≥+= Ttt
t
t
t
t
t
t
t
dssadssadssadssadssadssa
00
)}(,0min{2)}(,0min{2)}(,0min{2)}(,0min{2)()(
0000
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We define )()}(,0min{2exp: 0
0
1 tydssaK
T
⎟⎟⎠
⎞
⎜⎜⎝
⎛
−= ∫  and the previous inequalities in conjunction with (A1) give: 
∫ ∫∫ ⎟⎟⎠
⎞
⎜⎜⎝
⎛
⎟⎟⎠
⎞
⎜⎜⎝
⎛
−+≤
tt
dbdssadssaKty
0 00
1 )()(exp)(exp)( ττ
τ
, ],[ 10 ttt∈∀                              (A2) 
We define the function ∫ ∫ ⎟⎟⎠
⎞
⎜⎜⎝
⎛
=
t
dbdssatp
0 0
)()(exp:)( ττ
τ
. This function is non-decreasing and consequently we 
either have 3)( Ktp ≤  for some 03 >K  or +∞=+∞→ )(lim tpt . For the first case inequality (2.12) is implied by 
(A2) with 311 KKKK += . For the second case notice that since +∞=∫+∞
0
)( dtta  and 0
)(
)(lim ≥=+∞→ Mta
tb
t
, we can 
apply L’Hospital’s rule for the function ⎟⎟⎠
⎞
⎜⎜⎝
⎛
−= ∫t dssatptq
0
)(exp)(:)(  and obtain that Mtq
t
=+∞→ )(lim . Thus we 
may define )(sup:
0
1 tqKK
t≥
+=  and (2.12) is implied by inequality (A2). The proof is complete.     <  
 
Proof of Lemma 2.12: Without loss of generality we may assume that the given function of our problem 
+∈Kφ  is continuously differentiable (if +∈Kφ  is not continuously differentiable we may replace it by a 
function +∈Kφ~ which satisfies )()(~ tt φφ ≥  for all 0≥t ).  Let ∗∈Kq  a function that satisfies: 
 
)()()()( 21 ttttq φφφ +≥ −& , 0≥∀t                                                  (A3) 
where +∈Kφ  is the given function of our problem. Let { }njiaA ji ,...,1,;: , ==  with 1:, =jia  if 1+= ij , 
1,...,1 −= ni , 0, =jia  if otherwise and let nc ℜ∈=′ )0,...,0,1( . There exist a vector nnkkk ℜ∈′= ),...,( 1 , 
constants 0,, 21 >KKμ  and a positive definite symmetric matrix nnP ×ℜ∈ , such that: 
 
PPckAckAP μ−≤′′++′+ )()(                                                              (A4) 
 
IKPIK 21 ≤≤                                                                           (A5) 
where nnI ×ℜ∈  denotes the identity matrix. Let  
 { } 0),(;),(inf: >Θ×ℜ∈= +θθ ttal                                                           (A6) 
Define: 
⎪⎭
⎪⎬
⎫
⎪⎩
⎪⎨
⎧=
lK
Kn
R
1
28;1max: μ                                                                            (A7) 
Consider the time-varying transformation: 
 
ii
ii xtytqR )()(11 φ=−− , ni ,...,1=                                                            (A8) 
Define:  
iii ytqtR
tytF
)()(
)(:),(~ φ
φ&= , ni ,...,1=                                                             (A9) 
It follows from (A2) and definition (A9) that the following inequalities hold for all 0≥t  and ℜ∈iy : 
iii yK
K
n
l
ytF
2
1
8
),(~
μ≤ , ni ,...,2=                                               (A10) 
For every input );();(),( 0 ℜℜ×Θℜ∈ +∞+ locCu Lθ  the solution of the closed-loop system (2.13) with (2.14) is 
described in −y coordinates by the following system of differential equations: 
 
butqRtyBtqtqytFtRqyckAtRqtay nn )()()()(),(~)())((),( 111 −−− +−+′+= φθ &&                         (A11) 
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where nnyyy ℜ∈= ),...,( 1 , ( )1,...,1,0: −= ndiagB , ( )′= ),(~,...,),(~,),(~:),(~ 2211 nn ytFytFytFytF  (defined by 
(A9)) and )1,0,...,0(: ′=b . 
 
   Let arbitrary );();(),,,( 00 ℜℜ×ℜ×Θℜ×ℜ∈ +∞++ locnCuxt Lθ  and consider the solution )(tx  of the closed-
loop system (2.13) with (2.14), initial condition 00 )( xtx =  and corresponding to inputs 
);();(),( 0 ℜℜ×Θℜ∈ +∞+ locCu Lθ . Clearly, for the solution )(tx  there exists a maximal existence time 
0max tt >  such that the solution is defined on ),[ max0 tt  and cannot be further continued. Define the function 
)()()( tPytytV ′= , where )(ty  is defined by the transformation (A8). By virtue of (A4), (A5), (A6), (A10) and 
(A11) the derivative of )(tV  satisfies for all ),[ max0 ttt∈  except of a set of zero Lebesgue measure: 
)(
)()(
)(4)(
)(
)()1(2
4
)(
)(
)(
)()(2
)(
)()(2))(,(~)()(2)()()(
22
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1
2
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1
2
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2
22
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tRq
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tq
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μ
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φμ
+⎟⎟⎠
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⎜⎜⎝
⎛ −−−≤
+++−≤ −−
&
&&
 
 
The above differential inequality in conjunction with (A5) and inequality ytqRxty nn )()( 11 −−≤≤ φ , which is 
a direct implication of definition (A8), implies that the following estimate for all ),[ max0 ttt∈ : 
∫ ∫
∫
⎟⎟⎠
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tqtqR
K
K
txt
0
1
2
0
1
2
)(
)()(
)(
4
exp
)(
)(4
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221)1(2
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222
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ττφμ
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The above estimate implies that the solution )(tx  of the closed-loop system (2.13) with (2.14), initial condition 
00 )( xtx =  and corresponding to inputs );();(),( 0 ℜℜ×Θℜ∈ +∞+ locCu Lθ  exists for all 0tt ≥  (i.e., +∞=maxt ). 
Define: 
∫ ∫ ⎟⎟⎠
⎞
⎜⎜⎝
⎛
−⎟⎟⎠
⎞
⎜⎜⎝
⎛=
⎟⎟⎠
⎞
⎜⎜⎝
⎛ +−t t
K
Kn
dq
lR
dssq
Rl
q
tq
lRK
K
tI
0
1)1(2
222
1
2
2
2 )(
4
)(
4
exp
)(
)(16:)( 1
2
ττμμτμ τ
                      (A12) 
 
Clearly, the estimate given above for the solution )(tx  in conjunction with definition (A12) implies the 
following estimate for all 0tt ≥ : 
( ) ⎟⎟⎠
⎞
⎜⎜⎝
⎛+⎟⎟
⎟
⎠
⎞
⎜⎜
⎜
⎝
⎛
−⎟⎟⎠
⎞
⎜⎜⎝
⎛
⎟⎟⎠
⎞
⎜⎜⎝
⎛≤
∈
⎟⎟⎠
⎞
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⎛ +−
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tIxtdssql
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tqtqR
K
K
txt
tt
t
t
K
Kn
nn  
     (A13) 
Integrating by parts and using inequalities (2a), we obtain: 
⎟⎟⎠
⎞
⎜⎜⎝
⎛
⎟⎟⎠
⎞
⎜⎜⎝
⎛ +−+≤ )(1)1(2116)(
1
2
222
1
2
2
2 tg
K
K
n
lRK
K
tI μ                                                           (A14) 
where 
∫ ∫ ⎟⎟⎠
⎞
⎜⎜⎝
⎛
−⎟⎟⎠
⎞
⎜⎜⎝
⎛=
⎟⎟⎠
⎞
⎜⎜⎝
⎛ +−t t
K
Kn
d
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qdssql
R
q
tqtg
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1)1(2
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4
exp
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)(:)( 1
2
ττ
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τ τ
&
                                            (A15) 
 
Definition (A15) implies that )(tg  satisfies the following differential equation: 
)()()()()(1)1(2
4
)()( 12
1
2 tqtqtgtqtq
K
K
nlRtqtg −− +⎟⎟⎠
⎞
⎜⎜⎝
⎛
⎟⎟⎠
⎞
⎜⎜⎝
⎛ +−−−= &&& μ                                 (A16) 
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Lemma 2.11 in conjunction with the fact that ∗∈Kq  (and thus 0)()(lim 2 =−+∞→ tqtqt & ) implies that there exists a 
constant 0>G  such that Gtg ≤)(  for all 0≥t . It follows from estimate (A13) and inequalities (A3), (A14) that 
there exist a constant 02 >M  such that:  
⎟⎟⎠
⎞
⎜⎜⎝
⎛+⎟⎟
⎟
⎠
⎞
⎜⎜
⎜
⎝
⎛
−⎟⎟⎠
⎞
⎜⎜⎝
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∈
− ∫ )( )(sup)()(2exp)( )()()()( ],[2000011 0
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Mxtdssq
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n                 (A17) 
for all 0tt ≥  with 1
2
1
1
2
1 :
−⎟⎟⎠
⎞
⎜⎜⎝
⎛= nR
K
K
M , ⎟⎟⎠
⎞
⎜⎜⎝
⎛ +−=
1
21)1(:
K
K
na  and l
R
16
:
μγ = .  Next consider the function  
⎟⎟⎠
⎞
⎜⎜⎝
⎛
−= ∫ta dssqtqty
0
)(exp)(:)( γ                                                     (A18) 
It is clear that )(ty  satisfies the differential equation )(
)(
)()()(
2
ty
tq
tqatqty ⎟⎟⎠
⎞
⎜⎜⎝
⎛ −−= && γ . Since ∗∈Kq (which 
implies that 0)()(lim 2 =−+∞→ tqtqt & ), by virtue of Lemma 2.11, there exists a constant 0>K  such that Kty ≤)(  for 
all 0≥t . Combining estimate (A17) with definition (A18) and using the fact that 1)( ≥tq  for all 0≥t , we 
obtain: 
( ) ⎟⎟⎠
⎞
⎜⎜⎝
⎛+−−≤
∈ )(
)(
sup)(exp)()()(
],[
20001
0 τφ
τγφφ
τ
u
MxtttKMtxt
tt
                                (A19) 
It is clear from (A19) that estimate (2.15) holds with 2: MM =  and ⎟⎟⎠
⎞
⎜⎜⎝
⎛
= ∫t dssqtKMt
0
1 )(exp)(:)( γφρ .      <  
 
Proof of Lemma 2.13 Clearly the function 
 { }syxrytytxtsr ≤−≤Ψ−Ψ= ,),(;),(),(sup:),(γ                                   (A20) 
is continuous, non-negative and satisfies 0)0,( =rγ  for all 0≥r . Consequently, by virtue of Fact V in [13], 
there exist functions ∞∈Ka~ , +∈Kβ~  being increasing, such that ( )srasr )(~~),( βγ ≤  for all 0, ≥sr .                             
Definition (A20), in conjunction with the previous inequality, implies: 
 ( )( )yxytaytxt −≤Ψ−Ψ ),(~~),(),( β , mmyxt ℜ×ℜ×ℜ∈∀ +),,(              (A21) 
 
Since +∈Kβ~  is increasing, we have ( ) )2(~)2(~),(~ ytyt βββ +≤  and using the properties of ∞K  functions we 
obtain from inequality (A21): 
( )( ) ( )( )yxyayxtaytxt −+−≤Ψ−Ψ 2~2~2~2~),(),( ββ , mmyxt ℜ×ℜ×ℜ∈∀ +),,(          (A22) 
 
Define )0(~2: β=R , Rsssa −+= )2(~2:)(2 β  and notice ∞∈Ka2 . Using again the properties of ∞K  functions 
we obtain from inequality (A22): 
 
( )( ) ( ) ( )( )yxyaayxRayxtaytxt −+−+−≤Ψ−Ψ 22~2~2~2~),(),( β , mmyxt ℜ×ℜ×ℜ∈∀ +),,(     (A23) 
 
Inequality (2.16) is directly implied by inequality (A23) with Rtt += )2(~:)( ββ , )2(~2:)(1 sasa = .      <  
