INTRODUCTION
The scattering function characterizes the second-order statistics of random, linear, time-varying channels obeying the usual WSSUS assumption [l, 21. An estimate of the scattering function is required or helpful for (e.g.) receiver design [2] - [4] , channel estimation [5] , and performance analysis [6] .
We propose an unbiased and computationally efficient scattering function estimator which, in contrast to existing estimators (e.g. [7] - [9] ), exploits the underspread property of WSSUS mobile communications channels [2, lo] . This allows for nonideal sounding signals, fast time-varying channels, and on-line operation during data transmission.
The paper is organized as follows. Section 2 establishes a discrete-time framework. and Section 3 discusses an av- 
AVERAGED PERIODOGRAM ESTIMATOR AND VIRTUAL KAILATH SOUNDING
2. DISCRETE-TIME LTV CHANNELS Linear time-varying (LTV) channels are commonly characterized by their time-varying impule response h(t, T) (equivalent baseband channels will be considered throughout). For applicability of digital block processing algorithms such as the FFT, we shall use a discrete-time, finite-length framework that is based on the following assumptions:
1. The input signal z(t) is bandlimited (bandwidth B ) .
The impulse response h(t, T) is bandlimited with respect
to t (bandwidth Bo, i.e., maximum Doppler shift ~B D ) and with respect to T (bandwidth B ) , and effectively delay-limited with maximum delay T~~~. 3. We consider the output signal y(t) for t E [0, t,,,]. We then obtain the discrete-time input-output relation [ll] N,-1 In this discrete-time setting, the WSSUS property [l] 
where the last expression holds since (due to M 2 N,) the responses to the individual impulses do not overlap. Thus, y[n] is a noisy, undersampled version of the impulse response. Because of the underspread property, the undersampling does not imply an information loss.
Implementation using the Zak transform. The discrete Zalc transform (with time period parameter M ) [14] of the output signal y[n] in ( 5 ) is given by [15] NfM-1 
(note that conceptually, we have moved the receive filter to the transmitter side). Hence,
The L1 norm of the approximation error, llyf -yvlJ1 = E,"=;: 
Here (14) and omitting the noise bias correction y, we obtain with (12) This is equivalent to C~p [ m , l ] in (6). Thus, the averaged periodogram estimator is a special case of our proposed estimator using an idealized impulse train as virtual sounding signal and no noise bias correction. In this light, the division by A,, [rM, s$] In conclusion, the "equalization" causes our estimator to be unbiased for any z,[n] but it may result in a larger vari-
THE NOVEL ESTIMATOR
However, the variance can always be decreased by more averaging (i.e., a larger L) whereas a nonzero bias can never be decreased (cf. Section 5 ) .
On-line estimation. Finally, we outline an extension of our scattering function estimator to on-line operation during data transmission (see [17] for details). Here, the sounding signal 4 .
1 is a segment of the data signal which is assumed known (since the data have been detected). In general, this data signal will not generate an appropriate virtual sounding signal. Therefore, we replace the receive filter 
SIMULATION RESULTS
In order to assess the performance of our estimator, we simulated a random time-varying channel that corresponds to a system operating at carrier frequency 1.8GHz with maximum Doppler shift BD = 100Hz (corresponding to maximum velocity 60km/h) and maximum delay spread 
