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Abstract. In this paper we investigate Hamiltonian path problem in
the context of split graphs, and produce a dichotomy result on the com-
plexity of the problem. Our main result is a deep investigation of the
structure of K1,4-free split graphs in the context of Hamiltonian path
problem, and as a consequence, we obtain a polynomial-time algorithm
to the Hamiltonian path problem in K1,4-free split graphs. We close this
paper with the hardness result: we show that, unless P=NP, Hamiltonian
path problem is NP-complete in K1,5-free split graphs by reducing from
Hamiltonian cycle problem in K1,5-free split graphs. Thus this paper es-
tablishes a “thin complexity line” separating NP-complete instances and
polynomial-time solvable instances.
1 Introduction
Hamiltonian path problem is a well studied problem of finding a spanning path
in a connected graph. Hamiltonian path problem has substantial scientific at-
tention in modelling various real life problems, and finds applications in physical
sciences, operational research [1,2], etc. This problem has been studied in vari-
ous perspectives. In the initial stages of study, researchers explored the problem
on structural perspective. That is, necessary conditions and sufficient conditions
for the existence of Hamiltonian paths in connected graphs. Further, special
graphs with bounded graph parameters such as degree, toughness, connectiv-
ity, independence number, etc., have been explored for obtaining Hamiltonian
paths [3]. Another interesting view on the Hamiltonian problems have been ob-
tained on graphs with forbidden sub graph structures. For example, Hamiltonian
paths in claw-free graphs and its sub classes have been explored [4]. Variants of
Hamiltonian problems such as Hamiltonian path starting from a specific vertex,
Hamiltonian path between a fixed pair of vertices, Hamiltonian connectedness,
pancyclicity, etc., have also been explored in the literature. A detailed survey
has been compiled by Broersma and Gould [3,5,4].
On algorithmic perspective, the problem is NP-complete in general graphs, and
in particular, special graph classes such as chordal [6], bipartite, chordal bipartite
[7], planar [8], grid graphs [9], etc. On the other hand, polynomial-time results for
the problem have been obtained for interval [10,11], circular arc [12,13], proper
interval [14,15], distance hereditary[16], cocomparability graphs [17], complete
multipartite graphs [18], etc. It is important to note that although polynomial-
time results are known for special graph classes, we still have a “thick complexity
line” separating NP-complete instances and polynomial-time solvable instances.
For instance, Hamiltonian path problem in chordal graphs is NP-complete and a
maximal graph class which is a subclass of chordal graph for which a polynomial-
time algorithm is known is the class of interval graphs. However, the complex-
ity line separating chordal graphs (NP-complete instance) and interval graphs
(polynomial-time instance) for Hamiltonian path problem is thick. It is impor-
tant to highlight that there are infinitely many non-interval chordal graphs, for
example, chordal graphs with asteroidal triple as a sub graph, on which the com-
plexity of Hamiltonian path is open. To make this line thin, one must do a micro
level analysis of the NP-complete reduction of the Hamiltonian path problem in
chordal graphs. Further, this asks for a deeper study of the structure of chordal
graphs.
In this paper we revisit the Hamiltonian path problem in chordal graphs and
present a tight hardness result. We attempt a micro level structural study for
Hamiltonian path problem in split graphs and establish that Hamiltonian path
problem in K1,5-free split graph is NP-complete, which is a popular sub class
of chordal graphs. Further, to make the borderline thin between NP-complete
instances and polynomial-time instances, we do a deeper investigation of the
structure of K1,4-free split graphs, which is a major contribution of this paper.
To the best of our knowledge, this line of investigation has not been looked at in
the literature. The only known results in this context are the study of Hamilto-
nian cycle in K1,5-free and K1,4-free split graphs [19], and the study of Steiner
tree in K1,5-free and K1,4-free split graphs [20]. As a result of our deep struc-
tural study, we show that Hamiltonian path problem is polynomial-time solvable
in K1,4-free split graphs. This brings an interesting dichotomy for Hamiltonian
path problem in split graphs.
The rest of the paper is organized as follows. We next present the graph prelim-
inaries. In Section 2 we present the polynomial-time results of the dichotomy.
The hardness result is presented in Section 3. The concluding remarks and future
work are discussed in Section 4.
We use standard basic graph-theoretic notations. Further, we follow [21]. All
the graphs we mention are simple, and unweighted. Graph G has vertex set
V (G) and edge set E(G) which we denote using V,E, respectively, once the con-
text is unambiguous. For independent set, maximal clique, and maximum clique
we use the standard definitions. Split graphs are C4, C5, 2K2-free graphs and
the vertex set of a split graph can be partitioned into a clique K and an inde-
pendent set I. Such a split graph is denoted as G(K ∪ I, E). For a split graph
G(K ∪ I, E), we assume K to be a maximum clique. For S ⊂ V (G), N(S) =
{u : u /∈ S, v ∈ S, uv ∈ E(G)}. If S = {v}, N(S) is also denoted as N(v). For a
split graph G(K ∪ I, E) and S ⊂ K we define N I(S) = N(S) ∩ I. Accordingly,
if S = {v}, N I(v) = N I(S). dI(v) = |N I(v)| and ∆I = max{dI(v) : v ∈ K}.
For S ⊂ V (G), G − S represents the subgraph of G induced on the vertex set
V (G)\S. c(G) represents the number of components in graph G. For a cycle or a
path C = (v1, . . . , vn), by
−→
C , we mean the visit of vertices in order (v1, . . . , vn).
Similarly, by
←−
C , we mean the visit of vertices in order (vn, . . . , v1). u
−→
Cu repre-
sents the ordered vertices from u to v in C. For a path P = (v1, . . . , vn≥1) of
length n, for simplicity, we use P to denote the underlying set V (P ) and v1, vn
are end vertices of P .
2 Hamiltonian path problem in split graphs :
polynomial-time results
We organize our results on Hamiltonian path as Hamiltonian path in K1,3-free
split graphs and Hamiltonian path in K1,4-free split graphs. We present our
results on K1,4-free split graphs in a systematic way. That is, we shall present
Hamiltonian path in K1,4-free split graph with ∆
I = 1, ∆I = 2 followed by
∆I = 3. We make use of the following results from the literature to present our
results.
Lemma 1 ([19]). For a K1,3-free split graph G, if ∆
I = 2, then |I| ≤ 3.
Lemma 2 ([19]). Let G be a K1,3-free split graph. G contains a Hamiltonian
cycle if and only if G is 2-connected.
Theorem 1 ([19]). Let G be a 2-connected, K1,4-free split graph with ∆
I = 2.
Then G has a Hamiltonian cycle if and only if there are no short cycles in G.
Lemma 3 (Chvatal[21]). Let G be a connected graph. If G has a Hamiltonian
path, then for every S ⊂ V (G), c(G− S) ≤ |S|+ 1.
Lemma 4 ([19]). For a connected split graph G with ∆I = 3, let v ∈ K, dI(v) =
3, and U = N I(v). If G is K1,4-free, then N(U) = K.
Corollary 1 (of Lemma 4). Let G be a connected K1,4-free split graph with
v ∈ K, dI(v) = 3. For every vertex w ∈ K \ {v}, N I(v) ∩N I(w) 6= ∅.
2.1 Results on K1,3-free split graphs
Theorem 2. Let G be a connected K1,3-free split graph. G contains a Hamil-
tonian path if and only if G has at most 2 vertices u, v ∈ I such that d(u) = 1,
and d(v) = 1.
Proof. If there exists at least three vertices {u, v, w} ⊆ I such that d(u) = d(v) =
d(w) = 1, then clearly G has no Hamiltonian path. For the sufficiency, we see
the following cases.
Case 1: For every u ∈ I, if d(u) ≥ 2, then G is 2-connected, and by Lemma 2,
G has a Hamiltonian cycle. Thus G has a Hamiltonian path.
Case 2: If there exists only one vertex u ∈ I with d(u) = 1, then observe that
G−u is 2-connected. By Lemma 2, there is a Hamiltonian cycle in G−u, which
can be easily extended to a Hamiltonian path in G.
Case 3: There exists two vertices u, v ∈ I with d(u) = d(v) = 1. If I = {u, v},
it is easy to see that there is a (u, v)-Hamiltonian path in G. If I = {u, v, w},
then we claim that N(w) ∩ N(u) = ∅ and N(w) ∩ N(v) = ∅. Suppose N(w) ∩
N(u) 6= ∅, then let N I(u′) = {u,w}, u′ ∈ K. Clearly, all the vertices x ∈
K \ {u′} are adjacent to w, otherwise {u′, u, w, x} induces a K1,3. It follows that
K ∪ {w} is a clique of larger size, contradicting the maximality of K. Similar
arguments hold with respect to the vertex v, and hence N(w)∩N(v) = ∅. Thus
we conclude that ∆I = 1. From Lemma 1, if |I| > 3, since G is connected,
∆I = 1. Now we produce a Hamiltonian path in G with |I| ≥ 3 as follows.
Let I = {u, v, w1, . . . , wk}, k ≥ 1 such that for all wi, 1 ≤ i ≤ k, d(wi) >
1. Let xi, yi, 1 ≤ i ≤ k be any two elements in N(wi). Since ∆I = 1, note
that for all s, t ∈ I, N(s) ∩ N(t) = ∅. Let Pi = (xi, wi, yi), 1 ≤ i ≤ k, v′ =
N(v), u′ = N(u) and {z1, . . . , zl} = K \ {x1, . . . , xk, y1, . . . , yk, u′, v′}, then P =
(u, u′, x1, w1, y1, . . . , xi, wi, yi, . . . , xk, wk, yk, z1, z2, . . . , zl, v
′, v) is a Hamiltonian
path in G. P can also be written as (u, u′,
−→
P1, . . . ,
−→
Pk, z1, z2, . . . , zl, v
′, v). This
completes a proof of Theorem 2. ⊓⊔
2.2 Results on K1,4-free split graphs
Theorem 3. Let G(K ∪ I, E) be a connected K1,4-free split graph with ∆I = 1.
G contains a Hamiltonian path if and only if there exists at most 2 vertices
u, v ∈ I such that d(u) = 1, and d(v) = 1.
Proof. The proof is similar to the proof of Case 3 in Theorem 2.
We shall define some special paths and cycles in a K1,4-free split graph G(K ∪
I, E). We define the restricted bipartite subgraph H of G as follows. Va = {u ∈
I : d(u) ≤ 2}, Vb = N(Va), V (H) = Va ∪ Vb and E(H) = {uv : u ∈ Va, v ∈ Vb}.
An induced cycle C in H is referred to as short cycle in H (as well as G) if
V (C) ⊂ V (G). An I-I path is a maximal path in H that starts and ends in I.
Similarly K-K path and I-K path are maximal paths in H with end vertices in
K and end vertices in I, K, respectively. A maximal I-I path P in H is referred
to as Short I-I path if V (P ) ⊂ V (G). An example is illustrated in Figure 1.
Theorem 4. Let G(K ∪ I, E) be a connected K1,4-free split graph with ∆I = 2
and H be the restricted bipartite subgraph of G. G contains a Hamiltonian path
if and only if the following holds true.
1. H has no short I-I path.
2. The number of I-K paths in H is at most 2.
Proof. If there exists a short I-I path P in H , then note that c(G−S) > |S|+1
where S = P ∩K, and there is no Hamiltonian path in G as per Lemma 3. It
is easy to see that if the number of I-K paths in H is more than 2, then there
is no spanning path in G that includes all the vertices in all such I-K paths.
xy
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Fig. 1. Split Graph G having a short I-I path
For sufficiency, we see the following. Since H is the restricted bipartite subgraph
of G, H is a collection of maximal paths and short cycles. Moreover, any short
cycle in H is also a maximal I-K path in H . We initialize a set S with the
set of maximal paths in H . It follows that S has at most two I-K paths. Let
I ′ = I \
⋃
∀P∈S
V (P ) and K ′ = K \
⋃
∀P∈S
V (P ). We now outline a procedure to
update S in two stages, using which we construct a Hamiltonian path in G. In
the first stage, for every vertex u ∈ K ′, which is by definition P1, include P1 in
S. Since ∆I = 2, observe that any vertex v ∈ I ′ is not adjacent to any internal
vertex of paths in S. Thus such a vertex v is adjacent to the end vertices of
paths in S. In particular, v may be adjacent to some of the newly added P1 in
S during the first stage. Further, d(v) ≥ 3 implies that v is adjacent to the end
vertices of at least two different paths Qi, Qj ∈ S. As a part of the second stage,
we update S as follows. For every vertex v ∈ I ′, we find paths Qi, Qj such that
one of Qi, Qj is either a K-K path or P1. The paths Qi, Qj are replaced with
the path (
−→
Qi, v,
−→
Qj) in S. Let Sf = {Q1, . . . , Qk} be the resultant set of paths
after completing the second stage. If there exists two I-K paths, then let it be
Qi, Qj , i < j and if there exists only one I-K path, then let it be Qi. Then
(
−→
Qi,
−→
Q1, . . . ,
−→
Q i−1,
−→
Q i+1, . . . ,
−→
Q j−1,
−→
Q j+1, . . . ,
−→
Qk,
−→
Qj) is a Hamiltonian path in
G. This completes the sufficiency part and a proof of the theorem. ⊓⊔
Definition: A connected K1,4-free split graph G satisfies Property A if |K| ≥
|I| − 1 ≥ 8, G has no short I-I path, and the sum of the number of I-K paths
and the number of short cycles is at most 2. In a K1,4-free split graph G with
∆IG = 3, we define V3 = {v : v ∈ K, d
I(v) = 3}.
Consider a K1,4-free split graph G with ∆
I
G = 3. We shall now show that the
number of short cycles in G is at most 1 and the length of short cycle is at most
8. Subsequently, if G satisfies Property A, then we produce a Hamiltonian path
in G. Towards this attempt, we bring in a transformation which will transform
an instance of ∆IG = 3 into ∆
I
G′ = 2 instance G
′. Our results are deep and
investigates the structure of the restricted bipartite subgraph H ′ of G′ to obtain
a Hamiltonian path in G.
Lemma 5. Let G be a connected K1,4-free split graph with ∆
I = 3. Then, the
number of short cycles in G is at most one. Further, if G has a short cycle Cn,
then n ≤ 8.
Proof. For a contradiction assume that there are at least two short cycles in G.
Let C,D be any two short cycles in G. Since ∆IG = 3, there exists v ∈ V3. Clearly,
there exists a vertex v1 ∈ N I(v) such that v1 is adjacent to all the vertices in
C∩K and D∩K. It follows that all the vertices in K \(C∪D) are adjacent to v1.
Note that K∪{v1} is a clique of larger size, which contradicts the maximality of
cliqueK. For the second part, assume for a contradiction that there exists a short
cycle Cn≥10. Consider the cycle C such that V (C) = {w1, . . . , wj , x1, . . . , xj},
j ≥ 5, {w1, . . . , wj} ⊂ K, {x1, . . . , xj} ⊂ I, E(C) =
j⋃
i=1
{wixi, xiw(i+1)mod j}.
Since ∆I(G) = 3, there exists v ∈ V3. To complete our proof, we identify a vertex
v1 ∈ N
I(v) as follows. If v /∈ C, then from Corollary 1, there exists a vertex
v1 ∈ N I(v) such that v1w1 ∈ E(G). If v ∈ C, then without loss of generality,
we assume w1 = v. There exists v1 ∈ N I(v) such that v1 /∈ C. We claim that
the vertices {w3, . . . , wj−1} are adjacent to v1, otherwise N I(w1) ∪ {w1, wi},
3 ≤ i ≤ j−1 induces a K1,4. Further w2v1 ∈ E(G), otherwise N I(w4)∪{w4, w2},
induces a K1,4. Also wjv1 ∈ E(G), otherwise N I(w3)∪{w3, wj}, induces a K1,4.
From Corollary 1, it follows that all the vertices in K \ C are adjacent to v1.
Suppose there exists w ∈ K \C such that wv1 /∈ E(G), then for any u ∈ C ∩K,
N I(u) ∪ {u,w} induces a K1,4, a contradiction. Finally, K ∪ {v1} is a larger
clique, contradicting to the maximality of K. Therefore, no such Cn≥10 exists.
This completes a proof of the lemma. ⊓⊔
K II
C8 = (w1, x1, w2, x2, w3, x3, w4, x4, w1)
w1
w2
w3
w4
v
x1
x2
x3
x4
v1
v2
v3
Fig. 2. An example of a K1,4-free split graph with ∆
I = 3 and a short cycle C8
Definition: Let G be a connected K1,4-free graph with ∆
I
G = 2 satisfying prop-
erty A and H be the restricted bipartite subgraph of G. By the constructive
proof of Theorem 4, there exists a collection Sf of vertex disjoint paths contain-
ing all the vertices of G. Such a collection is termed as a path collection of H .
Let G be a K1,4-free split graph with ∆
I = 3, satisfying Property A. For a
vertex v ∈ V3 let G′ = G − N I(v). Let H , H ′ be the restricted bipartite sub-
graphs of G, G′, respectively and Sf be a path collection of H
′. Clearly, H ′ is
a subgraph of H . Let Pk, k ≥ 1 be the set containing all the maximal paths of
length k in Sf . Thus, Sf = P1 ∪ P2, . . . ,∪Pk, where Pj is the set of maximal
paths of size j where for every Q ∈ Pj, there does not exist Q
′ ∈ Sf such that
E(Q) ⊂ E(Q′). Note that Sf has I-K paths (even length paths) and K-K paths
(odd length paths). A K-K path Pa ∈ Sf is defined on the vertex set V (Pa) =
{w1, . . . , wj , x1, . . . , xj−1}, E(Pa) = {wixi : 1 ≤ i ≤ j − 1} ∪ {xk−1wk : 2 ≤ k ≤
j} such that {w1, . . . , wj} ⊆ K, {x1, . . . , xj−1} ⊆ I. We denote such a path as
Pa = P (w1, . . . , wj ;x1, . . . , xj−1). Similarly, Pb = P (w1, . . . , wj ;x1, . . . , xj) rep-
resents an I-K path with V (Pb) = {w1, . . . , wj , x1, . . . , xj}, {w1, . . . , wj} ⊆ K,
{x1, . . . , xj} ⊆ I and E(Pb) = {wixi : 1 ≤ i ≤ j} ∪ {xk−1wk : 2 ≤ k ≤ j}.
Lemma 6. Let G be a connected K1,4-free split graph with ∆
I = 3, satisfying
Property A. If G has a short cycle C, then there exists a Hamiltonian path in G.
Proof. Let v ∈ V3, N I(v) = {v1, v2, v3}. Recall that H ′ is the restricted bipartite
subgraph of G−N I(v) and Sf is a path collection of H
′. From Lemma 5, there
exists exactly one short cycle C in G. Let length of C be k and P ∈ Pk is such
that V (P ) = V (C). We see the following cases depending on the presence of v
in C.
Case 1: v /∈ C. Consider a vertex w ∈ C∩K. From Corollary 1, N I(v)∩N I (w) 6=
∅. Thus there exists v1 ∈ N I(v) such that v1w ∈ E(G). Now we claim that there
exists x ∈ C ∩ K such that v1x /∈ E(G). Suppose for a contradiction assume
for every x ∈ C ∩ K, v1x ∈ E(G). It follows from Corollary 1 that all the
vertices in K \C are adjacent to v1 and K∪{v1} is a larger clique, contradicting
the maximality of K. Thus v1x /∈ E(G). Further, from Corollary 1, either v2x ∈
E(G) or v3x ∈ E(G). Without loss of generality, let v2x ∈ E(G). Using the above
vertices w, x, we claim that in the collection Sf of H
′, for n 6= k, Pn≥4 = ∅.
Note that |Pk| = 1. Suppose there exists a path Pa 6= P , Pa ∈ Pn≥4, then
there exists a vertex u ∈ Pa ∩K such that in Pa, dI(u) = 2. From Corollary 1,
N I(u)∩N I(v) 6= ∅. If uv1 ∈ E(G), then N I(x)∪{x, u} induces a K1,4, otherwise
N I(w){w, u} induces aK1,4. If d(v3) = 1, then sinceG satisfies Property A, there
does not exist z ∈ I\(C∪N I(v)) such that dG(z) = 1. It follows that P2 = ∅. This
is true because G has already one short cycle and apart from that it can have
at most one I-K path as per Property A. Since d(v3) = 1, no such z exists. Let
P1 = {{v}, {w1}, . . . , {wk}} and P3 = {(wk+1, x1, wk+2), (wk+3, x2, wk+4), . . .}.
We construct a path Q = (w1, w2, . . . , wk, wk+1, x1, wk+2, wk+3, x2, wk+4, . . .).
As per the premise, |K| ≥ |I| − 1 ≥ 8. Thus |I| ≥ 9, and P3 6= ∅. It follows that
Q is non-empty, further |Q| ≥ 5. From Corollary 1, all the vertices in Q∩K are
adjacent to both v1 and v2. Suppose there exists s ∈ Q such that v1s /∈ E(G) or
v2s /∈ E(G), then either N I(w)∪{w, s} or N I(x)∪{x, s} induces aK1,4. Thus for
every s ∈ Q∩K, v1s ∈ E(G) and v2s ∈ E(G). Observe that (v3, v, v2,
−→
Q, v1, w
−→
C )
is a Hamiltonian path in G. If d(v3) > 1, then we see the following. If P2 6= ∅,
since G satisfies Property A, |P2| = 1 i.e., P2 = {Pb}, Pb = (y, z), y ∈ K. Further,
there exists w′ ∈ K such that v3w′ ∈ E(G). Now we claim that w′ /∈ C. Suppose
not, then there exists w′′ ∈ C ∩K such that N I(w′′) ∪ {w′′, w′} induces a K1,4.
Similar to the argument with respect to the vertex s, for the vertex w′, we argue
that v1w
′, v2w
′ ∈ E(G), and {w′} ∈ P1. Let w′ = wi, i ≤ k. Then we construct
a path Q′ = (w1, w2, . . . , wi−1, wi+1, . . . , wk, wk+1, x1, wk+2, wk+3, x2, wk+4, . . .).
Now we obtain Pc = (z, y, w
′, v3, v, v2,
−→
Q′, v1, w
−→
C ) as a Hamiltonian path in G.
If P2 = ∅, then a (w′
−→
Pc) is a Hamiltonian path in G.
Case 2: v ∈ C. Let v2, v3 ∈ N I(v) ∩ C. Then note that there exists v1 ∈ N I(v)
such that v1 /∈ C. Clearly, for all w ∈ K \C, wv1 ∈ E(G). Since K is a maximal
clique, it follows that there exists x ∈ C∩K such that v1x /∈ E(G). We now claim
that Pn≥4 = ∅, n 6= k. Suppose there exists a path Pa 6= P , Pa ∈ Pn≥4, then
there exists a vertex u ∈ Pa∩K such that in Pa, dI(u) = 2. We already observed
that v1u ∈ E(G). Further, N
I(u) ∪ {u, x} induces a K1,4, a contradiction. Thus
such a path Pa does not exist. If P2 6= ∅, then let (y, z) ∈ P2, y ∈ K. Then
(
−→
Cv, v1,
−→
Q, y, z) is a Hamiltonian path in G. If P2 = ∅, then (
−→
Cv, v1,
−→
Q) is a
Hamiltonian path in G. This completes the case analysis and a proof of the
lemma. ⊓⊔
We work on a K1,4-free split graph G with ∆
I = 3, satisfying Property A, with
G′, H ′ and Sf as defined previously. If G has a short cycle, then by Lemma
6, G has a Hamiltonian path. If G has no short cycles, then note that there
exists at most 2 I-K paths in Sf . For the following claims, we shall consider
such a G with no short cycle. The structural study of paths in Sf is deep, which
is the highlight of this chapter. Now we shall present some claims to show the
structural observations of paths in Sf .
Claim 1 If there exists a path Pa ∈ Pk, k ≥ 10 such that Pa = P (w1, . . . , wj′ ;
x1, . . . , xj), j + 1 ≥ j′ ≥ j ≥ 5, then there exists v1 ∈ N I(v) such that v1wi ∈
E(G), 2 ≤ i ≤ j.
Proof. First we show that for any two vertices wi, wl ∈ K, 2 ≤ i, l ≤ j, |i−l| > 1;
v1wi, v1wl ∈ E(G). By Corollary 1, clearly there exists v1 ∈ N(v) such that
v1wi ∈ E(G). If v1wl /∈ E(G), then by Corollary 1, v2wl ∈ E(G) or v3wl ∈ E(G)
is true. It follows that N I(wi)∪{wi, wl} induces aK1,4. Since |{w2, . . . , wj}| ≥ 4,
for every 2 ≤ i ≤ j, v1wi ∈ E(G). ⊓⊔
Claim 2 Pi≥12 = ∅.
Proof. Assume for a contradiction there exists a path Pa ∈ Pi, i ≥ 12. Let Pa =
P (w1, . . . , wj′ ;x1, . . . , xj), j + 1 ≥ j′ ≥ j ≥ 6. From Claim 1 there exists v1 ∈
N IG(v) such that v1wk ∈ E(G), 2 ≤ k ≤ j. We now claim that v1w1 ∈ E(G).
Suppose not, then from Corollary 1, v2w1 ∈ E(G) or v3w1 ∈ E(G). Further,
w1x3 ∈ E(G), otherwise N I(w3)∪{w3, w1} or N I(w4)∪{w4, w1} has an induced
K1,4. Similarly, w1x5 ∈ E(G). It follows that N
I(w1)∪{w1} has an inducedK1,4,
a contradiction. Thus v1w1 ∈ E(G). If Pa is an odd path, then similar arguments
with respect to w1 holds good for the vertex wj′ , and hence v1wj′ ∈ E(G). Since
the clique is maximum in G, there exists s ∈ K such that v1s /∈ E(G). Further,
there exists at least three vertices in x1, . . . , xj adjacent to s, otherwise, for
some 2 ≤ r ≤ j, N IG(wr) ∪ {wr, s} induces a K1,4. Finally, from Corollary 1,
either v2s ∈ E(G) or v3s ∈ E(G). It follows that N IG(s) ∪ {s} induces a K1,4,
a contradiction. Thus such a path Pa does not exist. This completes a proof of
the claim. ⊓⊔
Claim 3 Let Pa = P (w1, . . . , wi′ ;x1, . . . , xi), i+ 1 ≥ i′ ≥ i ≥ 2, and Pb = P (s1,
. . . , sj′ ; t1, . . . , tj), j +1 ≥ j′ ≥ j ≥ 2 be arbitrary paths in Sf . Then there exists
v1 ∈ N I(v) such that ∀ 2 ≤ l ≤ i, v1wl ∈ E(G), and ∀ 2 ≤ m ≤ j, v1sm ∈ E(G).
Proof. From Corollary 1, there exists v1 ∈ N I(v) such that v1w2 ∈ E(G). If
v1sm /∈ E(G), 2 ≤ m ≤ j then by Corollary 1, v2sm ∈ E(G) or v3sm ∈ E(G). It
follows that N I(w2) ∪ {w2, sm} induces a K1,4. Thus v1sm ∈ E(G). If path Pa
has size more than 5, then for every 3 ≤ l ≤ i, v1wl ∈ E(G). Suppose not, then
by Corollary 1, v2wl ∈ E(G) or v3wl ∈ E(G). It follows that N I(s2) ∪ {s2, wl}
induces a K1,4. Therefore, we conclude that for all possible l,m; v1wl, v1sm ∈
E(G), and the claim follows. ⊓⊔
Corollary 2. (of Claim 3) If Pa = P (w1, . . . , wl′ ;x1, . . . , xl), l + 1 ≥ l′ ≥ l ≥ 2,
Pb = P (s1, . . . , sm′ ; t1, . . . , tm), m + 1 ≥ m
′ ≥ m ≥ 2 and Pc = P (q1, . . . , qn′ ;
r1, . . . , rn), n + 1 ≥ n′ ≥ n ≥ 2 are arbitrary paths in Sf , then there exists
v1 ∈ N I(v) such that ∀ 2 ≤ i ≤ l, v1wi ∈ E(G), ∀ 2 ≤ j ≤ m, v1sj ∈ E(G) and
∀ 2 ≤ k ≤ n, v1qk ∈ E(G).
Claim 4 If there exists Pa ∈ Pk≥8, then there does not exist Pb such that |Pb| ≥
4.
Proof. Assume for a contradiction that there exists such a path Pb ∈ Pj , j ≥ 4.
Let Pa = (w1, . . . , wl′ ;x1, . . . , xl), l+1 ≥ l′ ≥ l ≥ 4 and Pb = (s1, . . . , sr′ ; t1, . . . , tr),
r + 1 ≥ r′ ≥ r ≥ 2. From Claim 3, v1wi ∈ E(G), 2 ≤ i ≤ l and v1si ∈
E(G), 2 ≤ i ≤ r. Now we claim v1w1 ∈ E(G). Otherwise, by Corollary 1, v2w1
or v3w1 is in E(G). Observe that w1x3 ∈ E(G), otherwise N I(w3)∪ {w3, w1} or
N I(w4)∪{w4, w1} induces a K1,4. Further, either w1t1 ∈ E(G) or w1t2 ∈ E(G),
otherwise N I(s2)∪{s2, w1} induces a K1,4. Now N I(w1)∪{w1} induces a K1,4,
a contradiction and thus v1w1 ∈ E(G). If Pa is an odd path, then using similar
argument, we establish v1wl′ ∈ E(G). Now we claim that v1s1 ∈ E(G). Oth-
erwise, by Corollary 1, s1v2 ∈ E(G) or s1v3 ∈ E(G). Further, s1x1 ∈ E(G) or
s1x2 ∈ E(G), otherwiseN I(w2)∪{w2, s1} induces aK1,4. Similarly, s1x3 ∈ E(G)
or s1x4 ∈ E(G). Now N I(s1) ∪ {s1} induces a K1,4, a contradiction. Therefore,
v1s1 ∈ E(G). If Pb is an odd path, then using similar argument, we establish
v1sr′ ∈ E(G). Since the clique is maximal, there exists a vertex w′ ∈ K such
that v1w
′ /∈ E(G). By Corollary 1, w′v2 ∈ E(G) or w′v3 ∈ E(G); without loss
of generality, let w′v2 ∈ E(G). Also due to the similar reasoning for s1, w′ is
adjacent to one among x1, x2, and w
′ is adjacent to one among x3, x4. Further,
either t1w
′ ∈ E(G) or t2w′ ∈ E(G), otherwise N I(s2) ∪ {s2, w′} induces a K1,4.
Finally, N I(w′) ∪ {w′} induces a K1,4, a contradiction. Therefore, Pb does not
exist. This completes a proof of Claim 4. ⊓⊔
Claim 5 If there exists Pa ∈ P11, then G has a Hamiltonian path.
Proof. Let Pa = (w1, . . . , w6;x1, . . . , x5). From Claim 1, there exists a vertex
say v1 ∈ N
I
G(v), such that v1wi ∈ E(G), 2 ≤ i ≤ 5. From the proof of the
previous claim, v1w1, v1w6 ∈ E(G). Since the clique is maximal, there exists
w′ ∈ K, such that w′v1 /∈ E(G). By Corollary 1, w′v2 ∈ E(G) or w′v3 ∈
E(G). Without loss of generality, let w′v2 ∈ E(G). We claim w′x2 ∈ E(G) and
w′x4 ∈ E(G), otherwise for some 2 ≤ i ≤ 5, N I(wi) ∪ {wi, w′} induces a K1,4.
One among v2, x2, x4 is adjacent to w1, otherwise N
I(w′) ∪ {w1, w′} induces a
K1,4. Similar argument holds good with respect to the vertex w6. From Claim
4, Pj = ∅, j ≥ 4. If P2 6= ∅, since G satisfies Property A, note that at most two
vertices of I have degree 1. If d(v3) = 1, then |P2| ≤ 1. Let Pb ∈ P2. Let
−→
Q
represents an ordering of paths in P1 ∪ P3, excluding the paths {v}, {w′}. P =
(v3, v, v2, w
′, x2
−→
Paw6, v1, w1
−→
Paw2,
−→
Q,
−→
Pb) or (
−→
P w2,
−→
Q) is a Hamiltonian path in
G. If d(v3) > 1, then |P2| ≤ 2 and let Pc ∈ P2, Pc 6= Pb. Note that there exists
w′′ ∈ K such that v3w′′ ∈ E(G) and w′′ is adjacent to at least two vertices in
{x1, . . . , x5}, otherwise for some 2 ≤ i ≤ 5, N I(wi) ∪ {wi, w′′} induces a K1,4.
Thus {w′′} ∈ P1. Let
−→
Q′ represents an ordering of paths in P1∪P3, excluding the
paths {v}, {w′}, {w′′}. P ′ = (
←−
Pb, w
′′, v3, v, v2, w
′, x2
−→
Paw6, v1, w1
−→
Paw2,
−→
Q′,
−→
Pc) is
a Hamiltonian path in G. If |P2| < 2, then a observe that (
−→
P ′w2,
−→
Q′) or (w′′
−→
P ′)
or (w′′
−→
P ′w2,
−→
Q′) is a spanning path of G. This completes a proof of the claim. ⊓⊔
Claim 6 If there exists Pa ∈ P10, then G has a Hamiltonian path.
Proof. Let Pa = (w1, . . . , w5;x1, . . . , x5). Similar to the previous proof, there
exists a vertex v1 ∈ N IG(v), such that v1wi ∈ E(G), 1 ≤ i ≤ 5. Similar to Claim
5 we see that there exists w′ ∈ K, such that w′v1 /∈ E(G) and w′v2, w′x2, w′x4 ∈
E(G). One among v2, x2, x4 is adjacent to w1, otherwise N
I(w′) ∪ {w1, w′} in-
duces a K1,4. Recall from Claim 4, Pj≥4 = ∅. Since G satisfies Property A, note
that at most two vertices of I have degree 1, and observe that d(x5) = 1. There-
fore, if d(v3) = 1, then P2 = ∅. Let
−→
Q represents an ordering of paths in P1∪P3,
excluding {v}, {w′}. Note that the first vertex u in
−→
Q is adjacent to v1 or v2. Then
(x5, w5, v1, u
−→
Q,w1
−→
Pax4, w
′, v2, v, v3) or (x5, w5, v1, w1
−→
Pax4, w
′, v2, u
−→
Q, v, v3) is a
Hamiltonian path in G. If d(v3) > 1, then |P2| ≤ 1 and let Pb ∈ P2. Note that
there exists w′′ ∈ K such that v3w′′ ∈ E(G) and w′′ is adjacent to at least two
vertices in {x1, . . . , x5}, otherwise for some 2 ≤ i ≤ 5, N I(wi) ∪ {wi, w′′} in-
duces a K1,4. Thus {w′′} ∈ P1. Let
−→
Q′ represents an ordering of paths in P1∪P3,
excluding the paths {v}, {w′}, {w′′}. Now depending on the presence of Pb,
P ′ = (x5, w5, v1, w1
−→
Pax4, w
′, v2, v, v3, w
′′,
−→
Q′,
−→
Pb) or (x5
−→
P ′w′′,
−→
Q′) is a Hamilto-
nian path in G. This completes a proof of the claim. ⊓⊔
From here onwards, for producing Hamiltonian paths in the proof of claims, we
obtain a special path, termed as desired path, which is a path containing the
vertices {v1, v2, v3} and all (at most two) the I-K paths in Sf along with some
K-K paths. Let
−→
Q be an ordering of the paths in Sf which are not included in
the desired path. Depending on the adjacency of the first vertex of
−→
Q to N I(v),
(
−→
Pa, vi,
−→
Q,
−→
Pb) is a Hamiltonian path in G, where (
−→
Pa, vi,
−→
Pb), i ∈ {1, 2, 3} is the
desired path, with |
−→
Pa| ≥ 0, |
−→
Pb| ≥ 0.
Claim 7 If there exists Pa ∈ P9, then G has a Hamiltonian path.
Proof. Let Pa = (w1, . . . , w5;x1, . . . , x4). There exists a vertex in v1 ∈ N I(v)
such that v1w2 ∈ E(G). Note that v1w4 ∈ E(G), otherwise N I(w2) ∪ {w2, w4}
induces a K1,4. Recall from Claim 4, Pj≥4 = ∅. Now we claim that for an
arbitrary path P ∈ P2 ∪ P3 and s ∈ K be an end vertex of P , then v1s ∈ E(G).
Suppose not, then v2s ∈ E(G) or v3s ∈ E(G). Further, s is adjacent to either
x1 or x2, otherwise N
I(w2) ∪ {w2, s} induces a K1,4. Similarly, s is adjacent to
one of x3, x4, otherwise N
I(w4)∪{w4, s} induces a K1,4. Therefore, N I(s)∪{s}
induces a K1,4, a contradiction. Thus v1s ∈ E(G). Note that the above argument
is true for any end vertex s ∈ K of every such paths in P2 ∪ P3. Since the
clique is maximal, there exists a non-adjacency for v1 in K, and based on the
non-adjacency, we see the following cases as shown in Tables 1, 2 and 3. This
completes a proof of Claim 7. ⊓⊔
Claim 8 If there exists Pa ∈ P8, then G has a Hamiltonian path.
Proof. Let Pa = (w1, . . . , w4;x1, . . . , x4). There exists a vertex in v1 ∈ N I(v)
such that v1w2 ∈ E(G). Note that v1w4 ∈ E(G), otherwise N I(w2) ∪ {w2, w4}
induces a K1,4. Recall from Claim 4, Pj≥4 = ∅. Now we claim that for an
arbitrary path P ∈ P2 ∪ P3 and s ∈ K be an end vertex of P , then v1s ∈ E(G).
Suppose not, then v2s ∈ E(G) or v3s ∈ E(G). Further, s is adjacent to either x1
or x2, otherwise N
I(w2)∪ {w2, s} induces a K1,4. Similarly, s is adjacent to one
of x3, x4, otherwise N
I(w4)∪{w4, s} induces a K1,4. From the above arguments
it follow that N I(s)∪{s} induces a K1,4, a contradiction. Therefore, v1s ∈ E(G).
Note that the above argument is true for any end vertex s ∈ K of every such
paths in P2 ∪ P3. Since the clique is maximal, there exists a non-adjacency for
v1 in K, and based on the non-adjacency (w1 or w3 or some element t ∈ P1), we
see the following cases as shown in Tables 4, 5 and 6. Let Q be an ordering of
paths in P1∪P3 which are not in a desired path. Hamiltonian path in G could be
obtained from the desired path by augmenting Q appropriately. This completes
a proof of Claim 8. ⊓⊔
Claim 9 If there exists Pa, Pb ∈ P7 ∪P6, then there does not exist Pc ∈ Sf such
that Pc 6= Pa, Pc 6= Pb and |Pc| ≥ 4. Further, |P7|+ |P6| ≤ 2.
Case Arguments
Case 1:
v1w1 /∈ E(G)
or
v1w5 /∈ E(G)
Without loss of generality, we shall assume v1w1 /∈ E(G). Note
that one of v2, v3 is adjacent to w1, without loss of generality,
let v2w1 ∈ E(G). Further, note that w1 is adjacent to one of
x3, x4, otherwise, N
I(w4) ∪ {w4, w1} induces a K1,4.
Case 1.1:
d(v3) = 1
From Property A, at most 2 vertices of I have degree 1. Thus,
|P2| ≤ 1. Let Pb ∈ P2. Further, from Property A, |I| ≥ 9.
Therefore, there exists Pc ∈ P3. Let
−→
Q be an ordering of the
paths in P1 ∪ P3 excluding paths {v} and Pc. Then
(v3, v, v2, w1
−→
Paw5,
−→
Q,
−→
Pc, v1,
−→
Pb) is a Hamiltonian path in G.
Case 1.2:
d(v3) > 1
Recall dI(w1) = 3. We claim v3 is not adjacent to s ∈ K such
that s is an end vertex of any path in P2 ∪ P3. Recall that
v1s ∈ E(G). Suppose v3s ∈ E(G), then N I(w1) ∪ {w1, s}
induces a K1,4. Thus v3s /∈ E(G). It follows that v3 is adjacent
to w3 or w5 or a vertex in P1. Observe that |P2| ≤ 2. To
complete the proof, we shall assume that |P2| = 2. Proof of
other two cases are similar. Let Pb, Pd ∈ P2, y ∈ Pb ∩K.
Case 1.2.1:
v3w5 ∈ E(G)
Note N I(w1) ∩N
I(y) 6= ∅. Thus y is adjacent to one among
{v2, x1, x3, x4}.
If v2y ∈ E(G), then (
−→
Pby, v2, w1
−→
Paw5, v3, v, v1,
−→
Pd) is a desired
path in G. Let
−→
Q be an ordering of the paths in P1 ∪ P3
excluding {v}. Note that
−→
Q need to be inserted at appropriate
place to get a Hamiltonian path in G. For instance, if the end
vertex of Q is adjacent to v2 ∈ N
I(v), then
(
−→
Pby, v2,
−→
Q,w1
−→
Paw5, v3, v, v1,
−→
Pd) is a Hamiltonian path in G.
On a similar way, we obtain Hamiltonian path from all such
desired paths.
If x1y ∈ E(G), then (
−→
Pby, x1, w1, v2, v, v3, w5
←−
Paw2, v1,
−→
Pd) is a
desired path in G.
If x3y ∈ E(G), then (
−→
Pby, x3
←−
Paw1, v2, v, v3, w5
←−
Paw4, v1,
−→
Pd) is a
desired path in G.
If x4y ∈ E(G), then (
−→
Pby, x4, w5, v3, v, v2, w1
−→
Paw4, v1,
−→
Pd) is a
desired path in G.
Case 1.2.2:
v3w3 ∈ E(G)
Since N I(w1) ∩N I(w4) 6= ∅, w1 is adjacent to either x3 or x4.
If w1x4 ∈ E(G), then N
I(w1) ∪ {w1, w3} induces a K1,4. Thus,
w1x3 ∈ E(G). Note N I(w1) ∩N I(y) 6= ∅ and
N I(w3) ∩N I(y) 6= ∅. Therefore, yx3 ∈ E(G). Further, w5 is
adjacent to both x3 and v1, otherwise for some
s ∈ {w1, . . . , w4, v, y}, N I(s) ∪ {s, w5} induces a K1,4. Now
d(x1) = d(x2) = d(v2) = d(v3) = 2.
Table 1. Case analysis for the proof of Claim 7
Case 1.2.2:
v3w3 ∈ E(G)
Since G has no short cycles, there exists w′ ∈ K such that w′
is an end vertex of a path Pe ∈ P1 ∪ P3, and w′ is adjacent to
at least one vertex in {x1, x2, v2, v3}. Depending on the
adjacency of w′, we obtain the following desired paths.
(
−→
Pb,
−→
Pew
′, x1, w2, x2, w3, v3, v, v2, w1, x3
−→
Paw5, v1,
−→
Pd)
(
−→
Pb,
−→
Pew
′, x2, w2, x1, w1, v2, v, v3, w3, x3
−→
Paw5, v1,
−→
Pd)
(
−→
Pb,
−→
Pew
′, v2, v, v3, w3, x2, w2, x1, w1, x3
−→
Paw5, v1,
−→
Pd)
(
−→
Pb,
−→
Pew
′, v3, v, v2, w1
−→
Paw5, v1,
−→
Pd)
Case 1.2.3:
v3z ∈ E(G),
z /∈ Pa
Note that N I(w5) ∩N I(v) 6= ∅. We see the following cases. If
v1w5 ∈ E(G), then (
−→
Pb, z, v3, v, v2, w1
−→
Paw5, v1,
−→
Pd) is a desired
path in G. If v3w5 ∈ E(G), then
(
−→
Pb, z, v3, w5
←−
Paw1, v2, v, v1,
−→
Pd) is a desired path in G. If
v2w5 ∈ E(G), then we see the following. Note that w5 is
adjacent to one of N I(w2) = {v1, x1, x2}. If w5v1 ∈ E(G), then
we obtained a desired path in G. If w5x1 ∈ E(G), then
(
−→
Pb, z, v3, v, v2, w1, x1, w5
←−
Paw2, v1,
−→
Pd) is a desired path in G.
Consider w5x2 ∈ E(G). Recall that w1 is adjacent to one of
x3, x4. If w1x4 ∈ E(G), then
(
−→
Pb, z, v3, v, v2, w5, x4, w1
−→
Paw4, v1,
−→
Pd) is a desired path in G. If
w1x3 ∈ E(G), then we claim that v2y ∈ E(G). Suppose not,
then N I(w1)∪{w1, y} or N I(w5)∪{w5, y} induces a K1,4. Now
we obtain (
−→
Pd, v1, w2, x1, w1, x3, w3, x2, w5, x4, w4, z, v3, v, v2,
−→
Pb) as a desired path in G.
Case 2:
v1w3 /∈ E(G)
In this case we shall assume v1w1, v1w5 ∈ E(G). Note that w3
is adjacent to v2 or v3. Without loss of generality, we shall
assume w3v2 ∈ E(G). Recall that all the end vertices of paths
in P2 ∪ P3, in K are adjacent to v1. Similar to the previous
case, if d(v3) = 1, then |P2| ≤ 1, let Pb ∈ P2. Further, there
exists Pc ∈ P3, let y ∈ Pc ∩K. Note that N I(y) ∩N I(w3) 6= ∅.
Depending on the adjacency of y with {x3, x2, v2}, we obtain
desired paths Pi, Pj , Pk as follows.
If yx3 ∈ E(G), then
Pi = (v3, v, v2, w3, x2
←−
Paw1, v1, w5
←−
Pax3, y
−→
Pc,
−→
Pb).
If yx2 ∈ E(G), then
Pj = (v3, v, v2, w3, x3
−→
Paw5, v1, w1
−→
Pax2, y
−→
Pc,
−→
Pb).
If yv2 ∈ E(G), then Pk = (v3, v, v2, y
−→
Pc, w1
−→
Paw5, v1,
−→
Pb). On
the other hand if d(v3) > 1, then similar to the previous case,
|P2| ≤ 2. Let Pd ∈ P2, s ∈ Pb ∩K, s′ ∈ Pd ∩K.
Table 2. Case analysis for the proof of Claim 7
Proof. Let Pa = P (w1, . . . , wl; x1, . . . , x3) and Pb = P (s1, . . . , sm; t1, . . . , t3).
For a contradiction, assume that there exists Pc ∈ Pj , j ≥ 4 such that Pc =
Case 2:
v1w3 /∈ E(G)
Observe that all the vertices in {w1, w5, s, s′} are adjacent to a
vertex in N I(w3). It follows that for every vertex
y ∈ Pa ∪ Pb ∪ Pd such that y ∈ K, d
I(y) = 3. Since d(v3) > 1,
there exists z ∈ K such that z /∈ Pa ∪ Pb ∪ Pd and zv3 ∈ E(G).
From the previous argument z ∈ P1. Depending on the
adjacency of s with {x3, x2, v2}, we obtain a desired path P as
follows. If sx3 ∈ E(G), then P = (
−→
Pd, z, v3
−→
Pix3, s
−→
Pb). If
sx2 ∈ E(G), then P = (
−→
Pd, z, v3
−→
Pjx2, s
−→
Pb). If sv2 ∈ E(G), then
P = (
−→
Pd, v1, w1
−→
Paw5, z, v3, v, v2, s
−→
Pb).
Case 3:
v1t /∈ E(G),
t /∈ Pa
In this case we shall assume v1wi ∈ E(G), 1 ≤ i ≤ 5. Note that
t is adjacent to v2 or v3. Without loss of generality, we shall
assume tv2 ∈ E(G). Similar to the previous case, if d(v3) = 1,
then |P2| ≤ 1, let Pb ∈ P2. Recall that all the end vertices of
paths in P2 ∪ P3 are adjacent to v1. We obtain
(v3, v, v2, t,
−→
Pa, v1,
−→
Pb) as a desired path in G. If d(v3) > 1, then
we observed that |P2| ≤ 2, let Pd ∈ P2. Note that t is adjacent
to at least two vertices in {x1, . . . , x4}, otherwise for some wi,
2 ≤ i ≤ 4, N I(wi) ∪ {wi, t} induces a K1,4. Since d(v3) > 1,
there exists z ∈ K such that zv3 ∈ E(G). Let s ∈ Pb ∩K, we
observe that z 6= s. Suppose not, then N I(t) ∪ {t, s} induces a
K1,4. Similarly, for s
′ ∈ Pd ∩K, z 6= s′. If z = w1, then
(
−→
Pb, v1, w5
←−
Paw1, v3, v, v2, t,
−→
Pd) is a desired path. z = w5 is a
symmetric case. If z /∈ Pa, then from previous arguments,
z ∈ P1. We obtain (
−→
Pb, z, v3, v, v2, t,
−→
Pa, v1,
−→
Pd) as a desired
path in G.
Table 3. Case analysis for the proof of Claim 7
Case Arguments
Case 1:
v1w1 /∈ E(G)
Note that one of v2, v3 is adjacent to w1, without loss of
generality, let v2w1 ∈ E(G). Further, note that w1x3 ∈ E(G),
otherwise, N I(w4) ∪ {w4, w1} induces a K1,4.
Case 1.1:
d(v3) = 1
From Property A, at most 2 vertices of I have degree 1. Note
d(v3) = d(x4) = 1. It follows that, P2 = ∅. Further, from
Property A, |I| ≥ 9. Therefore, there exists Pb, Pc ∈ P3, let
y ∈ Pb ∩K. Let
−→
Q be an ordering of the paths in P1 ∪ P3
excluding paths Pb, Pc and {v}. Note that
N I(w1) ∩N I(y) 6= ∅. Depending on the adjacency of y with
{v2, x1, x3}, we obtain Hamiltonian path P as follows. If
yv2 ∈ E(G), then P = (v3, v, v2, y
−→
Pb, v1,
−→
Pc,
−→
Q,w1
−→
Pax4).
Table 4. Case analysis for the proof of Claim 8
P (y1, . . . , yn′ ; z1, . . . , zn), n + 1 ≥ n′ ≥ n ≥ 2. From Corollary 2, there exists
Case 1.1:
d(v3) = 1
If yx1 ∈ E(G), then
P = (v3, v, v2, w1, x1, y
−→
Pb,
−→
Q,
−→
Pc, v1, w2
−→
Pax4).
If yx3 ∈ E(G), then
P = (v3, v, v2, w1
−→
Pax3, y
−→
Pb,
−→
Q,
−→
Pc, v1, w4, x4).
Case 1.2:
d(v3) > 1
Let U = (P2 ∪ P3) ∩K. Note that every s ∈ U is adjacent to a
vertex in N I(w1). Further, d(w1) = d(w2) = d(w4) = 3. It
follows that v3 is adjacent to either w3 or an element z in P1.
Observe that |P2| ≤ 1. To complete the proof, we shall assume
that |P2| = 1. Proof of the other case is similar. Since |I| ≥ 9,
there exists Pc ∈ P3. Let Pd ∈ P2.
Case 1.2.1:
v3w3 ∈ E(G)
We claim that for all s ∈ U , sx3 ∈ E(G). Suppose not, then
N I(w1) ∪ {w1, s} or N I(w3) ∪ {w3, s} induces a K1,4. Now
d(x1) = d(x2) = d(v2) = d(v3) = 2. Since G has no short
cycles, there exists w′ ∈ P1 such that w′ is adjacent to at least
one vertex in {x1, x2, v2, v3}. We obtain a desired path P as
follows.
If w′x1 ∈ E(G), then
P = (
−→
Pd, v1,
−→
Pc, w
′, x1, w2, x2, w3, v3, v, v2, w1, x3, w4, x4).
If w′x2 ∈ E(G), then
P = (
−→
Pd, v1,
−→
Pc, w
′, x2, w2, x1, w1, v2, v, v3, w3, x3, w4, x4).
If w′v2 ∈ E(G), then
P = (
−→
Pd, v1,
−→
Pc, w
′, v2, v, v3, w3, x2, w2, x1, w1, x3, w4, x4).
If w′v3 ∈ E(G), then P = (
−→
Pd, v1,
−→
Pc, w
′, v3, v, v2, w1
−→
Pax4).
Case 2:
v1w3 /∈ E(G)
In this case we shall assume v1w1 ∈ E(G). Note that w3 is
adjacent to v2 or v3. Without loss of generality, we shall
assume w3v2 ∈ E(G). Recall that all the end vertices of paths
in P2 ∪ P3, in K are adjacent to v1. We first consider the case
when d(v3) = 1. Note that d(x4) = 1. It follows that P2 = ∅.
Further, since |I| ≥ 9, there exists Pb, Pc ∈ P3, let y ∈ Pb ∩K.
Note that N I(y) ∩N I(w3) 6= ∅. Depending on the adjacency of
y with {v2, x3, x2}, we obtain desired path P as follows.
If yv2 ∈ E(G), then P = (v3, v, v2, y
−→
Pb,
−→
Pc, v1, w1
−→
Pax4).
If yx3 ∈ E(G), then
P = (v3, v, v2, w3, x2
←−
Paw1, v1,
−→
Pc,
←−
Pby, x3, w4, x4).
Table 5. Case analysis for the proof of Claim 8
v1 ∈ N I(v) such that v1wi, v1si, v1yj ∈ E(G), i ∈ {2, 3}, 2 ≤ j ≤ n. Now we
claim that v1w1, v1s1, v1y1 ∈ E(G). Suppose v1w1 /∈ E(G), then by Corollary 1,
either v2w1 ∈ E(G) or v3w1 ∈ E(G). Note that w1t2 ∈ E(G), otherwise,N I(s2)∪
{s2, w1} or N I(s3)∪ {s3, w1} induces K1,4. Similarly, w1 is adjacent to a vertex
in Pd ∩ I. It follows that N I(w1) ∪ {w1} induces a K1,4, a contradiction. Thus
Case 2:
v1w3 /∈ E(G)
If yx2 ∈ E(G), then we see the adjacency of w1 in {v2, x3, x2}.
If w1v2 ∈ E(G), then (v3, v, v2, w1, x1, w2, v1,
−→
Pc,
←−
Pby, x2
−→
Pax4)
is a desired path. If w1x3 ∈ E(G), then
(v3, v, v2, w3, x2, y
−→
Pb,
−→
Pc, v1, w2, x1, w1, x3, w4, x4) is a desired
path. If w1x2 ∈ E(G), then we see the following. Note that
d(v2) = d(x3) = 2. Since G has no short I-I path, there exists
a vertex w′ ∈ K such that w′ is an end vertex of a path
Pe ∈ P1 ∪ P3, and w′ is adjacent to one of v2, x3.
If w′v2 ∈ E(G), then (v3, v, v2, w′
−→
Pe,
−→
Pb, v1, w1
−→
Pax4) is a
desired path.
If w′x3 ∈ E(G), then
(v3, v, v2, w3, x2
←−
Paw1, v1,
−→
Pb,
←−
Pew
′, x3, w4, x4) is a desired path.
Now we consider d(v3) > 1. Observe that d(x4) = 1. It follows
that |P2| ≤ 1. Let Pd ∈ P2, Pb ∈ P3, y ∈ Pb ∩K. Similar to the
proof of Case 2 of Claim 7, we observe the following. Since
d(v3) > 1, there exists z ∈ P1 such that zv3 ∈ E(G). Note that
y is adjacent to a vertex in {v2, x2, x3}. Depending on the
adjacency of y, we obtain a desired path P as follows.
If yv2 ∈ E(G), then P = (
−→
Pd, z, v3, v, v2, y
−→
Pb, v1, w1
−→
Pax4).
If yx2 ∈ E(G), then
P = (
−→
Pd, v1, w1
−→
Paw3, v2, v, v3, z,
←−
Pby, x2
−→
Pax4).
If yx3 ∈ E(G), then
P = (
−→
Pd, z, v3, v, v2, w3
←−
Paw1, v1,
←−
Pby, x3, w4, x4).
Case 3:
v1t /∈ E(G),
t ∈ P1
In this case we shall assume v1wi ∈ E(G), 1 ≤ i ≤ 4. Note that
t is adjacent to v2 or v3. Without loss of generality, we shall
assume tv2 ∈ E(G). We first consider the case when d(v3) = 1.
Note that d(x4) = 1. It follows that P2 = ∅. Further, since
|I| ≥ 9, there exists Pb, Pc ∈ P3. Recall that all the end vertices
of paths in P2 ∪ P3, in K are adjacent to v1. We obtain
(v3, v, v2, t,
−→
Pb, v1, w1
−→
Pax4) as a desired path in G. Now we
consider the case when d(v3) > 1. Note that d(x4) = 1. It
follows that |P2| ≤ 1, and let Pd ∈ P2. Note that t is adjacent
to at least two vertices in {x1, . . . , x4}, otherwise for some wi,
2 ≤ i ≤ 4, N I(wi) ∪ {wi, t} induces a K1,4. Observe that for all
s ∈ (P2 ∪ P3) ∩K, s is adjacent to a vertex in N
I(t). Since
d(v3) > 1, there exists z ∈ K such that zv3 ∈ E(G). From the
previous arguments, z ∈ P1 and z 6= t. We obtain
(
−→
Pd, z, v3, v, v2, t,
−→
Pb, v1, w1
−→
Pax4) as a desired path in G.
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v1w1 ∈ E(G). Similar arguments hold good for the other edges and v1s1, v1y1 ∈
E(G). If the paths Pa, Pb, Pd are odd, then using similar arguments, the other
end vertices of those paths are also adjacent to v1. Since K is maximal, there
exists w′ ∈ K such that v1w
′ /∈ E(G). Note that w′ /∈ Pa∪Pb ∪Pd. By Corollary
1, v2w
′ ∈ E(G) or v3w′ ∈ E(G). Further, similar to the previous arguments, w′ is
adjacent to a vertex, each in Pa∩I, Pb∩I and Pd∩I. Now, N I(w′)∪{w′} induces
a K1,4, a final contradiction to the existence of Pc. Observe that |P7|+ |P6| ≤ 2
is a direct consequence of the first part of this proof. This completes a proof of
the claim. ⊓⊔
Claim 10 If there exists Pa, Pb ∈ P7 ∪ P6, then G has a Hamiltonian path.
Proof. Let Pa = P (w1, . . . , wl;x1, . . . , x3) and Pb = P (s1, . . . , sm; t1, . . . , t3),
l,m ∈ {3, 4}. From Claim 3, there exists v1 ∈ N
I(v) such that for every w ∈
{w2, w3, s2, s3}, v1w ∈ E(G). Now we claim that v1w1, v1s1 ∈ E(G). Suppose
v1w1 /∈ E(G), then note that w1 is adjacent to either v2 or v3. Further, w1 is
also adjacent to a vertex in Pb ∩ I, otherwise for some s ∈ Pb ∩ K, N I(s) ∪
{s, w1} induces a K1,4. Note that w1x2 ∈ E(G) or w1x3 ∈ E(G), otherwise
N I(w3) ∪ {w3, w1} induces a K1,4. It follows from the above arguments that
N I(w1)∪{w1} induces a K1,4. Therefore, v1w1 ∈ E(G). Using similar argument
we could establish v1s1 ∈ E(G). Similarly, if the paths Pa, Pb are having odd
length, then v1w4, v1s4 ∈ E(G). SinceK is maximal, there exists a vertex w
′ ∈ K
such that v1w
′ /∈ E(G). From Corollary 1, v2w′ ∈ E(G) or v3w′ ∈ E(G). Without
loss of generality, we shall assume v2w
′ ∈ E(G). Observe that w′x2, w′t2 ∈ E(G),
otherwise for some w ∈ {w2, w3, s2, s3}, N I(w) ∪ {w,w′} induces a K1,4. From
Claim 9, there does not exist Pc such that |Pc| ≥ 4. Further, there are no paths
other than Pa, Pb in P6 ∪ P7. If d(v3) = 1, then we observe the following. Note
that the number of vertices in I with degree 1 is at most two. Thus there are two
possibilities, either Pa, Pb ∈ P7, or exactly one of Pa or Pb is in P6. We obtain
desired path P as follows. If P6 = ∅, then note that |P2| ≤ 1, let Pc ∈ P2. Then
P = (v3, v, v2, w
′,
−→
Pa, v1
−→
Pb,
−→
Pc). If exactly one of Pa, Pb is in P6, then without loss
of generality, let Pb ∈ P6. Now P = (v3, v, v2, w′,
−→
Pa, v1
−→
Pb). If d(v3) > 1, then we
observe the following. Note that there exists w′′ ∈ P1 such that w′′v3 ∈ E(G).
Note that the number of vertices in I with degree 1 is at most two. Thus there
are three possibilities as follows.
Case 1: |P2| = 2. There exists Pc, Pd ∈ P2, and Pa, Pb ∈ P7. In this case,
(
−→
Pc, w
′′, v3, v, v2, w
′,
−→
Pa, v1
−→
Pb,
−→
Pd) is a desired path.
Case 2: |P2| = 1. There exists Pc ∈ P2, and exactly one of Pa or Pb is in P6.
Without loss of generality, let Pb ∈ P6. We obtain P = (
−→
Pc, w
′′, v3, v, v2, w
′,
−→
Pa, v1
−→
Pb)
as a desired path. If Pa, Pb ∈ P7, then (
−→
P , s4) is a desired path.
Case 3: P2 = ∅. If Pa, Pb ∈ P6, then R = (t3, s3, t2, w′, v2, v, v3, w′′, s1, t1, s2, v1,
−→
Pa)
is a desired path. For the other cases, (s4,
−→
R ) or (
−→
R,w4) or (s4,
−→
R,w4) are de-
sired paths.
This completes a proof of the claim. ⊓⊔
Claim 11 If there |P7|+ |P6| = 1, then |P5|+ |P4| ≤ 1.
Proof. Let Pa = P (w1, . . . , wl;x1, . . . , x3), l ∈ {3, 4}, Pb = P (s1, . . . , sm; t1, . . . , t2),
m ∈ {2, 3}. Assume for a contradiction that there exists a path Pc = P (q1, . . . , qn;
r1, . . . , r2), n ∈ {2, 3}. From Corollary 2, there exists v1 ∈ N
I(v) such that
v1w2, v1w3, v1s2, v1q2 ∈ E(G). We claim that v1w1, v1s1, v1q1 ∈ E(G). Suppose
v1w1 /∈ E(G), then w1 is adjacent to either v2 or v3, and one each from Pb ∩ I
and Pc ∩ I. Therefore, N I(w1) ∪ {w1} induces a K1,4, a contradiction. Similar
argument holds good for the other edges. If Pa, Pb, Pc are odd paths, then similar
to the previous argument, the end vertices wl, sm, qn are adjacent to v1. Since
the clique is maximal, there exists w′ ∈ K such that v1w′ /∈ E(G). From the pre-
vious argument, w′ /∈ {w1, . . . , wl, s1, . . . , sm, q1, . . . , qn}. By Corollary 1, either
v2w
′ ∈ E(G) or v3w
′ ∈ E(G). Further, we argue that w′x2 ∈ E(G), otherwise
N I(w2) ∪ {w2, w′} or N I(w3) ∪ {w3, w′} induces a K1,4. Observe that w′ is ad-
jacent to one of {t1, t2}, otherwise N I(s2) ∪ {s2, w′} induces a K1,4. Similarly,
w′ is adjacent to one of {r1, r2}. Now, N I(w′) ∪ {w′} induces a K1,4, which is a
final contradiction to the existence of such a path Pc. This completes a proof of
the claim. ⊓⊔
Claim 12 If there exists Pa ∈ P7 ∪P6, Pb ∈ P5 ∪P4, then G has a Hamiltonian
path.
Proof. Let Pa = P (w1, . . . , wl;x1, . . . , x3), l ∈ {3, 4}, Pb = P (s1, . . . , sm; t1, . . . , t2),
m ∈ {2, 3}. From Corollary 2, there exists v1 ∈ N
I(v) such that v1w2, v1w3, v1s2 ∈
E(G). We argue that v1w1 ∈ E(G). Suppose not, then from Corollary 1, w1 is
adjacent to either v2 or v3. Further, w1 is adjacent to one of {x2, x3}, otherwise
N I(w3)∪{w3, w1} induces a K1,4. w1 is also adjacent to one of {t1, t2}, otherwise
N I(s2)∪{s2, w1} induces a K1,4. It follows that N I(w1)∪{w1} induces a K1,4, a
contradiction. Thus v1w1 ∈ E(G). If Pa is an odd path, then similar arguments
holds good with respect to the other end vertex of Pa and v1wl ∈ E(G). From
Claim 11, there are no paths of size 4 or more other than Pa, Pb in Sf . Now we
claim that for an arbitrary path P ∈ P2 ∪ P3 and s ∈ K be an end vertex of
P , then v1s ∈ E(G). Suppose not, then v2s ∈ E(G) or v3s ∈ E(G). Further,
s is adjacent to x2, otherwise N
I(w2) ∪ {w2, s} or N I(w3) ∪ {w3, s} induces a
K1,4. Similarly, s is adjacent to one of t1, t2, otherwise N
I(s2) ∪ {s2, s} induces
a K1,4. From the above arguments it follow that N
I(s) ∪ {s} induces a K1,4,
a contradiction. Therefore, v1s ∈ E(G). Note that the above argument is true
for any end vertex s ∈ K of every such paths in P2 ∪ P3. Since the clique is
maximal, there exists y ∈ K such that v1y /∈ E(G). Now we see the following
cases depending on the length of paths Pa, Pb, and in each case, we also see the
possibility of adjacency of y.
Case 1: |Pa| = 7, |Pb| = 5 and v1y /∈ E(G).
Case 1.1: y ∈ {s1, s3}, without loss of generality, let s1v1 /∈ E(G). From
Corollary 1, s1v2 ∈ E(G) or s1v3 ∈ E(G). Without loss of generality, let
s1v2 ∈ E(G). Note that s1x2 ∈ E(G), otherwiseN I(w2)∪{w2, s1} orN I(w3)∪
{w3, s1} induces a K1,4. Consider d(v3) = 1. Since there are at most 2 vertices
in I of degree 1, |P2| ≤ 1, let Pc ∈ P2. We obtain (v3, v, v2, s1
−→
Pb,
−→
Pa, v1,
−→
Pc) as
a desired path in G. If d(v3) > 1, then we observe the following. Since there
are at most 2 vertices in I of degree 1, |P2| ≤ 2, let Pc, Pd ∈ P2. Observe
that w1, w4 are adjacent to a vertex in N
I(s1). Thus d
I(w1) = d
I(w4) = 3.
We now claim that there does not exist a vertex s ∈ K such that s is
an end vertex of a path in P2 ∪ P3 and v3s ∈ E(G). Suppose, for such a
vertex s, let v3s ∈ E(G), then N I(s1) ∪ {s1, s} induces a K1,4. From the
above observations we conclude that v3 is adjacent to either s3 or a ver-
tex in P1. If v3s3 ∈ E(G), then note that s3x2 ∈ E(G), otherwise for some
w ∈ {w2, w3, s1},N I(w)∪{w, s3} induces aK1,4. Further, w1x2, w4x2 ∈ E(G).
Note that d(v2) = d(v3) = d(t1) = d(t2) = 2. Since G has no short cycles,
there exists w′ ∈ P1 such that w
′ is adjacent to one among {v2, v3, t1, t2}. In
each cases, we obtain a desired path P as follows.
If w′v2 ∈ E(G), then P = (
−→
Pc, w
′, v2, v, v3, s3
←−
Pbs1,
−→
Pa, v1,
−→
Pd).
If w′v3 ∈ E(G), then P = (
−→
Pc, w
′, v3, s3
←−
Pbs1, v2, v, v1,
−→
Pa,
−→
Pd).
If w′t1 ∈ E(G), then P = (
−→
Pc, w
′, t1, s1, v2, v, v3, s3, t2, s2, v1,
−→
Pa,
−→
Pd).
If w′t2 ∈ E(G), then P = (
−→
Pc, w
′, t2, s3, v3, v, v2, s1, t1, s2, v1,
−→
Pa,
−→
Pd).
For a vertex z ∈ P1, if v3z ∈ E(G), then P = (
−→
Pc, z, v3, v, v2, s1
−→
Pbs3,
−→
Pa, v1,
−→
Pd).
Case 1.2: y ∈ P1. In this case we shall assume that v1s1, v1s3 ∈ E(G).
From Corollary 1, yv2 ∈ E(G) or yv3 ∈ E(G). Without loss of generality,
let yv2 ∈ E(G). Consider d(v3) = 1. Since there are at most 2 vertices in
I of degree 1, |P2| ≤ 1, let Pc ∈ P2. We obtain (v3, v, v2, y,
−→
Pb,
−→
Pa, v1,
−→
Pc)
as a desired path in G. On the other hand, if d(v3) > 1, then we observe
the following. Since there are at most 2 vertices in I of degree 1, |P2| ≤ 2,
let Pc, Pd ∈ P2. If v3s1 ∈ E(G), then (
−→
Pc, s3
←−
Pbs1, v3, v, v2, y,
−→
Pa, v1,
−→
Pd) is a
desired path in G. If v3s3 ∈ E(G), then (
−→
Pc, s1
−→
Pbs3, v3, v, v2, y,
−→
Pa, v1,
−→
Pd) is a
desired path in G. If v3z ∈ E(G) for some z ∈ P1, then we see the following.
Observe that yx2 ∈ E(G) and there exists a vertex in Pb ∩ I adjacent to y.
Therefore, dI(y) = 3 and z 6= y. We obtain (
−→
Pc, z, v3, v, v2, y,
−→
Pb,
−→
Pa, v1,
−→
Pd) as
a desired path in G.
Case 2:|Pa| = 7, |Pb| = 4 and v1y /∈ E(G).
Case 2.1: y = s1. From Corollary 1, s1v2 ∈ E(G) or s1v3 ∈ E(G). Without
loss of generality, let s1v2 ∈ E(G). Note that s1x2 ∈ E(G), otherwiseN I(w2)∪
{w2, s1} or N I(w3)∪ {w3, s1} induces a K1,4. Consider d(v3) = 1. Since there
are at most 2 vertices in I of degree 1 and d(t2) = 1, P2 = ∅. Now we see
that d(t1) = d(v2) = 2. Since G has no short I-I path, d(t1) ≥ 3 or d(v2) ≥ 3.
Depending on the adjacency of t1, v2, we see the following cases, and obtain a
desired path P in all the possibilities. Note that w1 and w4 are adjacent to a
vertex in N I(s1).
If w1t1 ∈ E(G), then P = (v3, v, v2, s1, t1,
−→
Pa, v1, s2, t2).
If w1v2 ∈ E(G), then P = (v3, v, v2, w1, x1, w2, v1, w4, x3, w3, x2, s1
−→
Pb).
If w4t1 ∈ E(G) or w4v2 ∈ E(G), then we obtain a similar path. If w1x2, w4x2 ∈
E(G), then there exists Pe ∈ P1∪P3, z is an end vertex in Pe and z is adjacent
to either t1 or v2.
If zt1 ∈ E(G), then P = (v3, v, v2, s1, t1, z
−→
Pe,
−→
Pa, v1, s2, t2).
If zv2 ∈ E(G), then P = (v3, v, v2, z
−→
Pe, w1, x1, w2, v1, w4, x3, w3, x2, s1
−→
Pb).
Now we consider the case where d(v3) > 1. Since there are at most 2 vertices
in I of degree 1 and d(t2) = 1, |P2| ≤ 1, let Pc ∈ P2, let Pc ∈ P2. Observe that
there exists t ∈ P1 such that tv3 ∈ E(G). We obtain (
−→
Pc, v1,
−→
Pa, t, v3, v, v2,
−→
Pb)
as a desired path in G.
Case 2.2: y ∈ P1. We shall assume that v1s1 ∈ E(G). Note that yx2 ∈ E(G),
otherwise N I(w2)∪{w2, y} or N I(w3)∪{w3, y} induces a K1,4. Further, yt1 ∈
E(G), otherwise N I(s2) ∪ {s2, y} induces a K1,4. Consider d(v3) = 1. Since
there are at most 2 vertices in I of degree 1 and d(t2) = 1, P2 = ∅. We obtain
a desired path P as follows. P = (v3, v, v2, y,
−→
Pa, v1,
−→
Pb). If d(v3) > 1, then
note that either v3s1 ∈ E(G) or for some z ∈ P1, zv3 ∈ E(G). Since there
are at most 2 vertices in I of degree 1 and d(t2) = 1, |P2| ≤ 1, let Pc ∈ P2.
If v3s1 ∈ E(G), then P = (
−→
Pc, v1,
−→
Pa, y, v2, v, v3,
−→
Pb). If zv3 ∈ E(G), then
P = (
−→
Pc, v1,
−→
Pa, z, v3, v, v2, y,
−→
Pb).
Case 3: |Pa| = 6, |Pb| = 5 and v1y /∈ E(G).
Case 3.1: y ∈ {s1, s3}. Without loss of generality, let y = s1. From Corollary
1, s1v2 ∈ E(G) or s1v3 ∈ E(G). Without loss of generality, let s1v2 ∈ E(G).
Note that s1x2 ∈ E(G), otherwise N
I(w2) ∪ {w2, s1} or N
I(w3) ∪ {w3, s1}
induces a K1,4. We see the following cases and obtain a desired path P as
follows. We first consider d(v3) = 1. Note that P2 = ∅. Since |I| ≥ 9, there
exists Pd ∈ P3. Then P = (v3, v, v2,
−→
Pb,
−→
Pd, v1,
−→
Pa). If d(v3) > 1, then we see
the following. Note that |P2| ≤ 1. We consider the case |P2| = 1, let Pc ∈ P2.
Consider Q ∈ P2∪P3. For any vertex w′ ∈ Q∩K, we claim that v3w′ /∈ E(G).
Suppose v3 is adjacent to such a vertex w
′ ∈ Q ∩ K, then we know that
w′v1 ∈ E(G). Further, w
′ is also adjacent to a vertex in N I(s1). Observe that
N I(w′)∪ {w′} induces a K1,4, a contradiction. Therefore, v3w′ /∈ E(G). This
is true for any such vertex w′. It follows that, v3 is adjacent to s3 or a vertex
in P1. Depending on the adjacency of v3, we see the following sub cases.
Case 3.1.1: v3s3 ∈ E(G). We claim that s3x2 ∈ E(G). Suppose not, then
there exists w ∈ {w2, w3, s1} such that N I(w) ∪ {w, s3} induces a K1,4.
We also observe that w1x2 ∈ E(G), otherwise N I(s1)∪{s1, w1} or N I(s3)∪
{s3, w1} induces aK1,4. Now observe that d(t1) = d(t2) = d(v2) = d(v3) = 2.
Since we consider G with no short cycles, there exists a vertex w′′ ∈ K such
that w′′ is adjacent to a vertex in {t1, t2, v2, v3}. Now we observe that w′′
is not an end vertex of a path in P2 ∪ P3. Suppose not, then recall that w′′
is adjacent to v1. Further, N
I(s1)∪ {s1, w′′} or N I(s2)∪ {s2, w′′} induces a
K1,4, a contradiction. Thus we conclude w
′′ ∈ P1. We obtain the following
desired path depending on the adjacency of w′′ with {t1, t2, v2, v3}.
If w′′t1 ∈ E(G), then P = (
−→
Pc, w
′′, t1, s1, v2, v, v3, s3, t2, s2, v1,
−→
Pa)
If w′′v2 ∈ E(G), then, P = (
−→
Pc, w
′′, v2,
−→
Pb, v3, v, v1,
−→
Pa)
If w′′t2 ∈ E(G), then, P = (
−→
Pc, w
′′, t2, s3, v3, v, v2, s1, t1, s2, v1,
−→
Pa)
If w′′v3 ∈ E(G), then, P = (
−→
Pc, w
′′, v3, s3
←−
Pb, v2, v, v1,
−→
Pa)
Case 3.1.2: For z ∈ P1, v3z ∈ E(G). Note that |P2| ≤ 1. If |P2| = 1, then
let Pc ∈ P2. If P2 = ∅, then there exists Pc ∈ P3 as |I| ≥ 9. Note that s3 is
adjacent to a vertex in N I(v), and depending on the adjacency, we obtain
a desired path P as follows.
If v1s3 ∈ E(G), then P = (
−→
Pc, z, v3, v, v2,
−→
Pb, v1,
−→
Pa).
If v2s3 ∈ E(G), then P = (
−→
Pc, z, v3, v, v2, s3
←−
Pb, x2
←−
Paw1, v1, w3, x3).
If v3s3 ∈ E(G), then P = (
−→
Pc, z, v3, s3
←−
Pb, v2, v, v1,
−→
Pa).
Case 3.2: y ∈ P1. In this case we shall assume that v1s1, v1s2 ∈ E(G).
From Corollary 1, yv2 ∈ E(G) or yv3 ∈ E(G). Without loss of generality, let
yv2 ∈ E(G). Note that yx2 ∈ E(G), otherwise N
I(w2)∪{w2, y} or N
I(w3)∪
{w3, y} induces a K1,4. We see the following cases and obtain a desired path
P as follows. We first consider d(v3) = 1. Note that P2 = ∅. Then P =
(v3, v, v2, y,
−→
Pb, v1,
−→
Pa). If d(v3) > 1, then we see the following. Note that
|P2| ≤ 1, let Pc ∈ P2. Clearly, v3 is adjacent to s1 or s3 or a vertex z ∈ P1.
If v3s1 ∈ E(G), then we obtain (
−→
Pc, y, v2, v, v3,
−→
Pb, v1,
−→
Pa) as a desired path.
v3s3 ∈ E(G) is a symmetric case. Note that y is adjacent to either t1 or t2,
otherwise, N I(s2)∪{s2, y} induces a K1,4. If v3z ∈ E(G) where z ∈ P1, z 6= y,
then (
−→
Pc, y, v2, v, v3, z,
−→
Pb, v1,
−→
Pa) is a desired path.
Case 4: |Pa| = 6, |Pb| = 4 and v1y /∈ E(G).
Case 4.1: y = s1. From Corollary 1, s1v2 ∈ E(G) or s1v3 ∈ E(G). Without
loss of generality, let s1v2 ∈ E(G). Note that s1x2 ∈ E(G), otherwiseN I(w2)∪
{w2, s1} or N I(w3) ∪ {w3, s1} induces a K1,4. Note that there exists z ∈ P1
such that zv3 ∈ E(G). Further, since |I| ≥ 9, there exists Pd ∈ P3. We obtain
(
←−
Pa, v1,
−→
Pd, z, v3, v, v2,
−→
Pb) as a desired path in G.
Case 4.2: y ∈ P1. Note that yx2 ∈ E(G) otherwise N I(w2) ∪ {w2, y} or
N I(w3) ∪ {w3, y} induces a K1,4. Further, yt1 ∈ E(G), otherwise, N I(s2) ∪
{s2, y} induces a K1,4. Since d(v3) > 1, there exists z ∈ P1, z 6= y and
v3z ∈ E(G). Now we obtain (
←−
Pa, v1,
−→
Pd, z, v3, v, v2, y,
−→
Pb) as a desired path in
G.
This completes the case analysis and a proof of Claim 12. ⊓⊔
Claim 13 If there exists Pa ∈ P7 and there does not exist P ∈ Sf such that
P 6= Pa and |P | ≥ 4, then G has a Hamiltonian path.
Proof. Let Pa = (w1, . . . , w4; , x1, . . . , x3). From Corollary 1, the vertices w2, w3
are adjacent to at least one of the vertices inN I(v). Depending on this adjacency,
we see the following two cases.
Case 2 is detailed in Tables 7, 8, 9, 10, 11, 12, 13. This completes a proof of the
claim. ⊓⊔
Claim 14 If there exists Pa ∈ P6 and there does not exist P ∈ Sf such that
P 6= Pa and |P | ≥ 4, then G has a Hamiltonian path.
Case Arguments
Case 1
There exists v1 ∈ N I(v) such that v1w2, v1w3 ∈ E(G). Consider a
path Q ∈ P2 ∪ P3, and s ∈ Q ∩K. We first claim that s is adjacent to
either v1 or x2. Suppose that v1s, x2s /∈ E(G). Note that v2s ∈ E(G)
or v3s ∈ E(G). If sx1 /∈ E(G), then N I(w2) ∪ {w2, s} induces a K1,4.
Therefore, sx1 ∈ E(G) and similarly, sx3 ∈ E(G), otherwise
N I(w3) ∪ {w3, s} induces a K1,4. It follows that N I(s) ∪ {s} induces a
K1,4.
Therefore, all the end vertices of all such paths are adjacent to either
v1 or x2. Since the clique is maximal, there exists v
′ ∈ K such that
v1v
′ /∈ E(G). We further classify based on the possibilities of v′ as
follows.
Case
1.1
v′ ∈ Pa; i.e., w1 or w4 is non-adjacent to v1. Without loss of
generality, let v1w4 /∈ E(G). Note that w4 is adjacent to either v2 or
v3. Without loss of generality, let v2w4 ∈ E(G).
Case
1.1.1
d(v3) = 1. Since |I| ≥ 9, there exists Pd, Pe ∈ P3; Pd = P (s1, s2; t1),
and Pe = P (q1, q2; r1). Further, note that |P2| ≤ 1. If |P2| = 1, then let
Pb ∈ P2. Recall that the vertices s1, s2, q1, q2 are adjacent to at least
one of v1, x2. We obtain a desired path P as follows.
If s1v1, q1v1 ∈ E(G), then P = (v3, v, v2,
←−
Pa,
←−
Pd, v1,
−→
Pe,
−→
Pb).
If s1x2, q1x2 ∈ E(G), then
P = (v3, v, v2, w4, x3, w3, v1, w2, x1, w1,
←−
Pd, x2,
−→
Pe,
−→
Pb).
If s1v1, q1x2 ∈ E(G), then
P = (v3, v, v2, w4, x3, w3, v1,
−→
Pd,
←−
Pe, x2
←−
Pa,
−→
Pb).
If s1x2, q1v1 ∈ E(G), then
P = (v3, v, v2, w4, x3, w3, v1,
−→
Pe,
←−
Pd, x2
←−
Pa,
−→
Pb).
Case
1.1.2
d(v3) > 1. Note that w4 is adjacent to a vertex in N
I(w2). In
particular, either w4x1 ∈ E(G) or w4x2 ∈ E(G). Thus the only vertex
to which v3 is adjacent in Pa is w1. Consider v3w1 ∈ E(G). Since
|I| ≥ 9, there exists Pd ∈ P3; Pd = P (s1, s2; t1). Note that |P2| ≤ 2. If
|P2| = 2, then let Pb, Pc ∈ P2. Let y1 = Pb ∩K, y2 = Pc ∩K. Recall
that y1, y2, s1, s2 are adjacent to either v1 or x2. Let
C = (w2, x1, w1, v3, v, v2, w4, x3, w3, x2, w2) and
C′ = (w2, x1, w1, v3, v, v2, w4, x3, w3, v1, w2). We obtain desired path P
as follows. If s1v1 ∈ E(G) then we observe the following. If
y1x2 ∈ E(G), then P = (
−→
Pb, x2, w2
−→
C′v1,
−→
Pd,
−→
Pc). Note y2x2 ∈ E(G) is a
symmetric case. If y1v1, y2v1 ∈ E(G), then note that y1 is adjacent to
a vertex s in N I(w4). Note N
I(w4) ⊂ C. We obtain
P = (
−→
Pb, s
−→
C ,
−→
Pd, v1,
−→
Pc). If s1x2 ∈ E(G) and y1v1 ∈ E(G), then
P = (
−→
Pb, v1, w2
−→
Cx2,
−→
Pd,
−→
Pc). Note that s1x2, y2v1 ∈ E(G) is a
symmetric case.
Case
1.1.2
If s1x2, y1x2, y2x2 ∈ E(G), then note that y1 is adjacent to a vertex s
in N I(v). Note N I(v) ⊂ C′. We obtain P = (
−→
Pb, s
−→
C′,
−→
Pd, x2,
−→
Pc). Now
we consider the case in which v3 is adjacent to a vertex in P2 ∪ P3. If
v3y1 ∈ E(G), then we observe the following. Observe that either
y1v1 ∈ E(G) or y1x2 ∈ E(G). If w4x1 ∈ E(G), then N I(y1) ∪ {y1, w4}
induces a K1,4. Therefore, w4x2 ∈ E(G). Further, all the end vertices
of paths in P2 ∪ P3 which are in K are adjacent to x2. We obtain
(
−→
Pb, v3, v, v2, w4, x3, w3, v1, w2, x1, w1,
−→
Pd, x2,
−→
Pc) as a desired path. If
v3s1 ∈ E(G), then similar to the arguments for with respect to the
vertex y1, all the end vertices of paths in P2 ∪ P3 which are in K are
adjacent to x2. We obtain
(
−→
Pb, x2, s2, t1, s1, v3, v, v2, w4, x3, w3, v1, w2, x1, w1,
−→
Pc) as a desired
path. Now we shall consider the case in which v3 is adjacent to a
vertex in P1; for w
′ ∈ P1, let v3w′ ∈ E(G). We obtain desired path P
as follows. If y1x2, s1x2 ∈ E(G), then
P = (
−→
Pb, x2,
−→
Pd, w
′, v3, v, v2, w4, x3, w3, v1, w2, x1, w1,
−→
Pc).
If y1v1, s1v1 ∈ E(G), then P = (
−→
Pb, v1,
−→
Pd, w
′, v3, v, v2, w4
←−
Paw1,
−→
Pc).
If y1x2, s1v1 ∈ E(G), then
P = (
−→
Pb, x2
←−
Paw1,
←−
Pd, v1, w3, x3, w4, v2, v, v3, w
′,
−→
Pc). Note
y1v1, s1x2 ∈ E(G) is a symmetric case.
Case
1.2
v′ ∈ P2. In this case we shall assume that v1w1, v1w4 ∈ E(G). Let
Pb ∈ P2, Pb = P (y1; z1) and v′ = y1. Note that y1 is adjacent to either
v2 or v3. Without loss of generality, let v2y1 ∈ E(G). Observe that
y1x2 ∈ E(G). We first see the case in which d(v3) = 1. Note that the
vertices w1, w4 are both adjacent to either v2 or x2. We obtain the
following desired paths.
If v2w4 ∈ E(G), then P = (v3, v, v2, w4, x3, w3, v1, w1
−→
Pax2,
−→
Pb).
If v2w1 ∈ E(G), then P = (v3, v, v2, w1, x1, w2, v1, w4
←−
Pax2,
−→
Pb).
If x2w1, x2w4 ∈ E(G), then observe that there exists a path
Pf ∈ P3 ∪ P1 such that an end vertex of Pf is adjacent to v2,
otherwise {v3, v, v2, y1, z1} induces a short I-I path. We obtain
P = (v3, v, v2,
−→
Pf , w1, x1, w2, v1, w4
←−
Pax2,
−→
Pb). Now we see the case in
which d(v3) > 1. Similar to Case 1.1.2, there exists paths Pd ∈ P3 and
Pc ∈ P2, Pc = P (y2, z2). Note that y1x2 ∈ E(G). Observe that
w1x2, w4x2 ∈ E(G). Further, if v3y2 ∈ E(G), then y2x2 ∈ E(G). Note
that there exists a path Pf ∈ P3 ∪ P1 such that an end vertex of
Pf ∩K is adjacent to either v2 or v3, otherwise, {z2, y2, v3, v, v2, y1, z1}
induces a short I-I path. Depending on the adjacency of the path Pf ,
We obtain (
−→
Pb, v2,
−→
Pf ,
−→
Pa, v1, v, v3,
−→
Pc) or
(
−→
Pb, v2, v, v3,
−→
Pf , w1, x1, w2, v1, w4
←−
Pax2,
−→
Pc) as a desired path. If
v3s1 ∈ E(G), then w1x2, w4x2 ∈ E(G). Further, y1x2, y2x2 ∈ E(G).
Case
1.2
We obtain (
−→
Pb, v2, v, v3,
−→
Pd, w1, x1, w2, v1, w4
←−
Pax2,
−→
Pc) as a desired
path. For some w′ ∈ P1, if v3w′ ∈ E(G), then we observe the
following. Recall that y2v1 ∈ E(G) or y2x2 ∈ E(G). Depending on the
adjacency of y2, we obtain (
−→
Pb, v2, v, v3, w
′, w1, x1, w2, v1, w4
←−
Pax2,
−→
Pc)
or (
−→
Pb, v2, v, v3, w
′,
−→
Pa, v1,
−→
Pc) as a desired path.
Case
1.3
v′ ∈ P3. In this case we shall assume that v1w1, v1w4 ∈ E(G). Let
Pd ∈ P3, Pd = P (s1, s2; y1) and v′ = s1. Note that s1 is adjacent to
either v2 or v3. Without loss of generality, let s1v2 ∈ E(G). If
d(v3) = 1, then |P2| ≤ 1. If |P2| = 1, then let Pb ∈ P2. We obtain
(v3, v, v2,
−→
Pd, w1, x1, w2, v1, w4
←−
Pax2,
−→
Pb) or (v3, v, v2,
−→
Pd, w1
−→
Paw4, v1,
−→
Pb)
as a desired path. If d(v3) > 1, then similar to Case 1.2, there exists
desired path in all possibilities.
Case
1.4
v′ ∈ P1. Let Pd ∈ P3, Pd = P (s1, s2; y1). If d(v3) = 1, then |P2| ≤ 1. If
|P2| = 1, then let Pb ∈ P2. Now (v3, v, v2, v′, w1, x1, w2, v1, w4
←−
Pax2,
−→
Pb)
or (v3, v, v2, v
′, w1
−→
Paw4, v1,
−→
Pb) is a desired path. If d(v3) > 1, then
note that |P2| ≤ 2. Further let Pb, Pc ∈ P2. If v3 is adjacent to an end
vertex of a path in P2 ∪ P3, then we obtain one of the following as a
desired path. Q1 = (
−→
Pb, v3, v, v2, v
′, w1, x1, w2, v1, w4
←−
Pax2,
−→
Pc)
Q2 = (
−→
Pb, v3, v, v2, v
′, w1
−→
Paw4, v1,
−→
Pc)
Q3 = (
−→
Pb,
−→
Pd, v3, v, v2, v
′, w1, x1, w2, v1, w4
←−
Pax2,
−→
Pc)
Q4 = (
−→
Pb,
−→
Pd, v3, v, v2, v
′, w1
−→
Paw4, v1,
−→
Pc) If v3v
′ ∈ E(G), then note
that there exists a path Pf ∈ P1 ∪ P2 ∪ P3 such that a vertex in
Pf ∪K is adjacent to v2 or v3, otherwise {v2, v, v3, v′} induces a short
cycle. If Pf ∈ P2, then let Pf = Pb. Let C = (v2, v, v3, v
′, v2). Now
(
−→
Pf ,
−→
C ,w1, x1, w2, v1, w4
←−
Pax2,
−→
Pc) or (
−→
Pf ,
−→
C ,w1
−→
Paw4, v1,
−→
Pc) is a
desired path. If v3 is adjacent to a vertex w
′′ ∈ P1 such that w′ 6= w′′,
then (
−→
Pb, w
′, v2, v, v3, w
′′, w1, x1, w2, v1, w4
←−
Pax2,
−→
Pc) or
(
−→
Pb, w
′, v2, v, v3, w
′′, w1
−→
Paw4, v1,
−→
Pc) is a desired path.
Proof. Let Pa = (w1, . . . , w3; , x1, . . . , x3). From Corollary 1, the vertices w2, w3
are adjacent to at least one of the vertices inN I(v). Depending on this adjacency,
we see the following two cases as shown in Tables 14, 15, 16, 17.
Claim 15 If Pj = ∅, j ≥ 6, and P5 ∪ P4 6= ∅, then |P5|+ |P4| ≤ 2.
Proof. Let Pa = P (w1, . . . , wl;x1, x2), l ∈ {2, 3}, Pb = P (s1, . . . , sm; t1, t2), m ∈
{2, 3}. Assume for a contradiction that there exists a path Pc = P (q1, . . . , qn; r1, r2),
n ∈ {2, 3}. From Corollary 2, there exists v1 ∈ N I(v) such that v1w2, v1s2, v1q2 ∈
E(G). We claim that v1w1, v1s1, v1q1 ∈ E(G). Suppose v1w1 /∈ E(G), then w1 is
adjacent to one among {v2, v3}, and one each from Pb ∩ I and Pc ∩ I. Therefore,
N I(w1)∪{w1} induces a K1,4, a contradiction. Similar argument holds good for
the other edges and thus v1s1, v1q1 ∈ E(G). If Pa, Pb, Pc are odd paths, then
similar to the previous argument, the end vertices w3, s3, q3 are adjacent to v1.
Case Arguments
Case 2
There exists v1, v2 ∈ N I(v) such that v1w2, v2w3 ∈ E(G). We obtain a
desired path P in the following sub cases.
Case
2.1
d(v3) = 1. Note |P2| ≤ 1. Let Pb ∈ P2, y1 ∈ Pb ∩K and Pd, Pe ∈ P3.
Note y1 is adjacent to v1 or v2. Without loss of generality, let
y1v1 ∈ E(G). Further w1, w4 are adjacent to either v1 or v2.
Case
2.1.1 v1w1, v2w4 ∈ E(G). P = (v3, v, v2,
←−
Pa, v1, y1
−→
Pb)
Case
2.1.2 v1w4, v2w1 ∈ E(G). P = (v3, v, v2,
−→
Pa, v1, y1
−→
Pb)
Case
2.1.3
v1w1, v1w4 ∈ E(G). Note that for s1 ∈ Pd ∩K, s1v2 ∈ E(G) or
s1x2 ∈ E(G) or s1x3 ∈ E(G).
If s1v2 ∈ E(G), then P = (v3, v, v2,
−→
Pd,
−→
Pa, v1,
−→
Pb).
If s1x2 ∈ E(G), then P = (v3, v, v2, w3, x3, w4, v1, w1
−→
Pax2,
−→
Pd,
−→
Pb).
If s1x3 ∈ E(G), then P = (v3, v, v2, w3
←−
Pa, v1, w4, x3,
−→
Pd,
−→
Pb).
Case
2.1.4
v2w1, v2w4 ∈ E(G). Note that for s1 ∈ Pd ∩K, s1v1 ∈ E(G) or
s1x1 ∈ E(G) or s1x2 ∈ E(G).
If s1v1 ∈ E(G), then P = (v3, v, v2,
−→
Pa,
←−
Pd, v1,
−→
Pb).
If s1x1 ∈ E(G), then P = (v3, v, v1, w2
−→
Pa, v2, w1, x1,
−→
Pd,
−→
Pb).
If s1x2 ∈ E(G), then P = (v3, v, v1, w2, x1, w1, v2, w4
←−
Pax2,
−→
Pd,
−→
Pb).
Case
2.2
d(v3) > 1. Note |P2| ≤ 2. If |P2| = 2, then let Pb, Pc ∈ P2. Since
|I| ≥ 9, there exists Pd ∈ P3. Let Pb = P (y1; z1), Pc = P (y2; z2) and
Pd = P (s1, s2; t1). There exists a vertex w∗ in K such that
v3w∗ ∈ E(G).
Case
2.2.1
w∗ ∈ Pa. That is, v3w1 ∈ E(G) or v3w4 ∈ E(G). Without loss of
generality, let v3w1 ∈ E(G). Note that w1 is adjacent to a vertex in
N I(w3) and s1 is adjacent to a vertex in N
I(w1). We see the following
possibilities.
Case
2.2.1.A
w1v2, s1v1 ∈ E(G). Note that s1v2 ∈ E(G) and w4 is adjacent to
either v1 or v2.
If w4v1, y1v1 ∈ E(G), then P = (
−→
Pb, v1,
←−
Pa, v3, v, v2,
−→
Pd,
−→
Pc).
If w4v2, y1v1 ∈ E(G), then P = (
−→
Pb, v1, v, v3,
−→
Pa, v2,
−→
Pd,
−→
Pc).
If w4v1, y1v2 ∈ E(G), then P = (
−→
Pb, v2, v, v3,
−→
Pa, v1,
−→
Pd,
−→
Pc).
If w4v2, y1v2 ∈ E(G), then P = (
−→
Pb, v2,
←−
Pa, v3, v, v1,
−→
Pd,
−→
Pc).
If w4v1, y1v3 ∈ E(G), then P = (
−→
Pb, v3,
−→
Pa, v1, v, v2,
−→
Pd,
−→
Pc).
If w4v2, y1v3 ∈ E(G), then P = (
−→
Pb, v3,
−→
Pa, v2, v, v1,
−→
Pd,
−→
Pc).
Case
2.2.1.B
w1v2, s1x1 ∈ E(G). Note that s1v2 ∈ E(G) and w4 is adjacent to
either v2 or x1.
Table 7. Case analysis for the proof of Claim 13
Case Arguments
Case
2.2.1.B
If w4x1, y1v1 ∈ E(G), then
P = (
−→
Pb, v1, w2
−→
Paw4, x1, w1, v3, v, v2,
−→
Pd,
−→
Pc).
If w4v2, y1v1 ∈ E(G), then
P = (
−→
Pb, v1, w2
−→
Paw4, v2, v, v3, w1, x1,
−→
Pd,
−→
Pc).
If w4x1, y1v2 ∈ E(G), then
P = (
−→
Pb, v2, w1, v3, v, v1, w2
−→
Paw4, x1,
−→
Pd,
−→
Pc).
If w4v2, y1v2 ∈ E(G), then
P = (
−→
Pb, v2, w4
←−
Paw2, v1, v, v3, w1, x1,
−→
Pd,
−→
Pc).
If w4x1, y1v3 ∈ E(G), then
P = (
−→
Pb, v3, v, v1, w2
−→
Paw4, x1, w1, v2,
−→
Pd,
−→
Pc).
If w4v2, y1v3 ∈ E(G), then
P = (
−→
Pb, v3, v, v1, w2
−→
Paw4, v2, w1, x1,
−→
Pd,
−→
Pc).
Case
2.2.1.C
w1v2, s1x2 ∈ E(G). Note that s1v2 ∈ E(G) or s1v3 ∈ E(G).
Case
2.2.1.C.1
s1v2 ∈ E(G). Note that w4 is adjacent to either v2 or x2.
If w4v2, y1v1 ∈ E(G), then P = (
−→
Pb, v1, v, v3,
−→
Pa, v2,
−→
Pd,
−→
Pc).
If w4x2, y1v1 ∈ E(G), then
P = (
−→
Pb, v1, v, v3,
−→
Pax2, w4, x3, w3, v2,
−→
Pd,
−→
Pc).
If y1v2 ∈ E(G), then we observe the following. Let
C = (x1, w1, v3, v, v1, w2, x1). Since we consider the case with no short
cycles in G, there exists a vertex m ∈ K \C such that m is adjacent
to a vertex in C ∩ I.
Consider m = w4. If w4v2 ∈ E(G), then
P = (
−→
Pb, v2, C, w4
←−
Pax2,
−→
Pd,
−→
Pc).
If w4x2 ∈ E(G), then P = (
−→
Pb, v2, C, w3, x3, w4, x2,
−→
Pd,
−→
Pc).
Consider m = s2. Now P = (
−→
Pb, v2, C, s2, t1, s1, x2
−→
Paw4,
−→
Pc).
If m is the end vertex of a path in P2; without loss of generality, let
m = y1.
If w4v2 ∈ E(G), then P = (
−→
Pb, C, v2, w4
←−
Pax2,
−→
Pd,
−→
Pc).
If w4x2 ∈ E(G), then P = (
−→
Pb, C, v2, w3, x3, w4, x2,
−→
Pd,
−→
Pc).
If m is an end vertex of a path Pf ∈ P3 ∪ P1 other than Pa, Pb, Pc, Pd,
then P = (
−→
Pb, v2, C,
−→
Pf ,
←−
Pd, x2
−→
Paw4,
−→
Pc).
If w4v2, y1v3 ∈ E(G), then
P = (
−→
Pb, v3, v, v1, w2, x1, w1, v2, w4
←−
Pax2,
−→
Pd,
−→
Pc).
If w4x2, y1v3 ∈ E(G), then
P = (
−→
Pb, v3, v, v1, w2, x1, w1, v2, w3, x3, w4, x2,
−→
Pd,
−→
Pc).
Table 8. Case analysis for the proof of Claim 13
Case Arguments
Case
2.2.1.C.2
s1v3 ∈ E(G). Note that w4 is adjacent to v3 or x2.
If w4v3, y1v1 ∈ E(G), then P = (
−→
Pb, v1, v, v2,
−→
Pa, v3,
−→
Pd,
−→
Pc).
If w4x2, y1v1 ∈ E(G), then
P = (
−→
Pb, v1, w2, x1, w1, v3, v, v2, w3, x3, w4, x2,
−→
Pd,
−→
Pc).
If w4v3, y1v2 ∈ E(G), then
P = (
−→
Pb, v2, w1, x1, w2, v1, v, v3, w4
←−
Pax2,
−→
Pd,
−→
Pc).
If w4x2, y1v2 ∈ E(G), then we see the adjacency of s2. If s2 is adjacent
to v1 or x1, then Case 2.2.1.A or 2.2.1.B could be applied. Thus we
shall consider s2x2 ∈ E(G). Now
P = (
−→
Pb, v2, v, v1, w2, x1, w1, v3, s1, t1, s2, x2
−→
Pa,
−→
Pc).
If w4v3, y1v3 ∈ E(G), then note that w4 is adjacent to a vertex in
N I(w2).
If w4x2 ∈ E(G), then
P = (
−→
Pb, v3, v, v1, w2, x1, w1, v2, w3, x3, w4, x2,
−→
Pd,
−→
Pc).
If w4x1 ∈ E(G), then P = (
−→
Pb, v3, w1, v2, v, v1, w2, x1, w4
←−
Pax2,
−→
Pd,
−→
Pc).
If w4v1 ∈ E(G), then
P = (
−→
Pb, v3, v, v2, w1, x1, w2, v1, w4, x3, w3, x2,
−→
Pd,
−→
Pc).
If w4x2, y1v3 ∈ E(G), then
P = (
−→
Pb, v3, v, v1, w2, x1, w1, v2, w3, x3, w4, x2,
−→
Pd,
−→
Pc).
Case
2.2.1.D
w1x2, s1v1 ∈ E(G). Note that w4 is adjacent to v1 or x2.
If w4v1, y1v1 ∈ E(G), then
P = (
−→
Pb, v1, w4, x3, w3, v2, v, v3, w1
−→
Pax2,
−→
Pd,
−→
Pc).
If w4x2, y1v1 ∈ E(G), then
P = (
−→
Pb, v1, w2, x1, w1, v3, v, v2, w3, x3, w4, x2,
−→
Pd,
−→
Pc).
If w4v1, y1v2 ∈ E(G), then
P = (
−→
Pb, v2, w3, x3, w4, v1, v, v3, w1
−→
Pax2,
−→
Pd,
−→
Pc).
If w4x2, y1v2 ∈ E(G), then
P = (
−→
Pb, v2, w3, x3, w4, x2
←−
Paw1, v3, v, v1,
−→
Pd,
−→
Pc).
If w4v1, y1v3 ∈ E(G), then
P = (
−→
Pb, v3, v, v2, w3, x3, w4, v1, w2, x1, w1, x2,
−→
Pd,
−→
Pc).
If w4x2, y1v3 ∈ E(G), then
P = (
−→
Pb, v3, v, v2, w3, x3, w4, x2, w1, x1, w2, v1,
−→
Pd,
−→
Pc).
Case
2.2.1.E
w1x2, s1x1 ∈ E(G). Note that w4 is adjacent to x1 or v2.
If w4x1, y1v1 ∈ E(G), then
P = (
−→
Pb, v1, w2
−→
Paw4, x1, w1, v3, v, v2,
−→
Pd,
−→
Pc).
If w4v2, y1v1 ∈ E(G), then P = (
−→
Pb, v1, v, v3,
−→
Pa, v2,
−→
Pd,
−→
Pc).
Table 9. Case analysis for the proof of Claim 13
Case Arguments
Case
2.2.1.E
If w4x1, y1v2 ∈ E(G), then we observe the following three cases depending
on the adjacency of s1, s2 with N
I(v). If v1s1 ∈ E(G) or v1s2 ∈ E(G), then
P = (
−→
Pb, v2, w3, x3, w4, x1, w2, x2, w1, v3, v, v1,
−→
Pd,
−→
Pc). If v3s1 ∈ E(G) or
v3s2 ∈ E(G), then
P = (
−→
Pb, v2, w3, x3, w4, x1, w1, x2, w2, v1, v, v3,
−→
Pd,
−→
Pc).
If v2s1 ∈ E(G) and v2s2 ∈ E(G), then
P = (
−→
Pb, v2, s2, t1, s1, x1, w1, v3, v, v1, x2
−→
Pa,
−→
Pc).
If w4v2, y1v2 ∈ E(G), then P = (
−→
Pb, v2, w4
←−
Paw2, v1, v, v3, w1, x1,
−→
Pd,
−→
Pc).
If w4x1, y1v3 ∈ E(G), then
P = (
−→
Pb, v3, v, v1, w2, x2, w1, x1, w4, x3, w3, v2,
−→
Pd,
−→
Pc).
If w4v2, y1v3 ∈ E(G), then P = (
−→
Pb, v3, v, v2, w2, x1, w1, x2
−→
Paw4, v2,
−→
Pd,
−→
Pc).
Case
2.2.1.F
w1x2, s1x2 ∈ E(G). Note that s1v1 ∈ E(G) or s1v2 ∈ E(G) or
s1v3 ∈ E(G).
Case
2.2.1.F.1
s1v1 ∈ E(G). Note that w4 is adjacent to v1 or x2.
If w4v1, y1v1 ∈ E(G), then P = (
−→
Pb, v1, w4, x3, w3, v2, v, v3, w1
−→
Pax2,
−→
Pd,
−→
Pc).
If w4x2, y1v1 ∈ E(G), then
P = (
−→
Pb, v1, w2, x1, w1, v3, v, v2, w3, x3, w4, x2,
−→
Pd,
−→
Pc).
If w4v1, y1v2 ∈ E(G), then P = (
−→
Pb, v2, v, v3,
−→
Pa, v1,
−→
Pd,
−→
Pc).
If w4x2, y1v2 ∈ E(G), then
P = (
−→
Pb, v2, w3, x3, w4, x2
←−
Paw1, v3, v, v1,
−→
Pd,
−→
Pc).
If w4v1, y1v3 ∈ E(G), then
P = (
−→
Pb, v3, v, v2, w3, x3, w4, v1, w2, x1, w1, x2,
−→
Pd,
−→
Pc).
If w4x2, y1v3 ∈ E(G), then
P = (
−→
Pb, v3, v, v2, w3, x3, w4, x2, w1, x1, w2, v1,
−→
Pd,
−→
Pc).
Case
2.2.1.F.2
s1v2 ∈ E(G). Note that w4 is adjacent to v2 or x2.
Let C = (x1, w1, v3, v, v1, w2, x1).
If w4v2, y1v1 ∈ E(G), then P = (
−→
Pb, v1,
−→
Cv, v2, w4
←−
Pax2,
−→
Pd,
−→
Pc).
If w4x2, y1v1 ∈ E(G), then P = (
−→
Pb, v1,
−→
Cv,w3, x3, w4, x2,
−→
Pd,
−→
Pc).
If y1v2 ∈ E(G), then we observe the following. Since we consider the case
with no short cycles in G, there exists a vertex m ∈ K \ C such that m is
adjacent to a vertex in C ∩ I.
Consider m = w4. If w4v2 ∈ E(G), then P = (
−→
Pb, v2, x4
←−
Pax2, C,
−→
Pd,
−→
Pc).
If w4x2 ∈ E(G), then P = (
−→
Pb, v2, w3, x3, w4, x2, C,
−→
Pd,
−→
Pc). Consider
m = s2. Now P = (
−→
Pb, v2, s1, t1, s2, C, x2
−→
Paw4,
−→
Pc).
If m is the end vertex of a path in P2; without loss of generality, let
m = y1.
Table 10. Case analysis for the proof of Claim 13
Case Arguments
Case
2.2.1.F.2
If w4v2 ∈ E(G), then P = (
−→
Pb, C, x2
−→
Paw4, v2,
−→
Pd,
−→
Pc).
If w4x2 ∈ E(G), then P = (
−→
Pb, C, x2, w4, x3, w3, v2,
−→
Pd,
−→
Pc).
If m is an end vertex of a path Pf ∈ P3 ∪P1 other than Pd, then we obtain
the following desired paths. If w4v2 ∈ E(G), then
P = (
−→
Pb, v2, w4
←−
Pax2, C,
−→
Pf ,
←−
Pd,
−→
Pc).
If w4x2 ∈ E(G), then P = (
−→
Pb, v2, w3, x3, w4, x2, C,
−→
Pf ,
←−
Pd,
−→
Pc).
If w4v2, y1v3 ∈ E(G), then P = (
−→
Pb, v3,
←−
Cv, v2, w4
←−
Pax2,
−→
Pd,
−→
Pc).
If w4x2, y1v3 ∈ E(G), then P = (
−→
Pb, v3,
←−
Cv, v2, w3, x3, w4, x2,
−→
Pd,
−→
Pc).
Case
2.2.1.F.3
s1v3 ∈ E(G). Note that w4 is adjacent to v3 or x2.
If w4v3, y1v1 ∈ E(G), then P = (
−→
Pb, v1, v, v2, w3, x3, w4, v3, w1
−→
Pax2,
−→
Pd,
−→
Pc).
If w4x2, y1v1 ∈ E(G), then
P = (
−→
Pb, v1, w2, x1, w1, v3, v, v2, w3, x3, w4, x2,
−→
Pd,
−→
Pc).
If w4v3, y1v2 ∈ E(G), then P = (
−→
Pb, v2, v, v1, w2, x1, w1, v3, w4
←−
Pax2,
−→
Pd,
−→
Pc).
If w4x2, y1v2 ∈ E(G), then
P = (
−→
Pb, v2, w3, x3, w4, x2, w1, x1, w2, v1, v, v3,
−→
Pd,
−→
Pc).
If w4v3, y1v3 ∈ E(G), then
P = (
−→
Pb, v3, w4, x3, w3, v2, v, v1, w2, x1, w1, x2,
−→
Pd,
−→
Pc).
If w4x2, y1v3 ∈ E(G), then
P = (
−→
Pb, v3, w1, x1, w2, v1, v, v2, w3, x3, w4, x2
−→
Pd,
−→
Pc).
Case
2.2.1.G
w1x3, s1v1 ∈ E(G). Note that s1x3 ∈ E(G) and s2 is adjacent to a vertex
in N I(v). Further, we claim that s2v1 ∈ E(G), otherwise for some
w ∈ {w1, w2, w3, v, s1}, N I(w) ∪ {w, s2} or N I(w) ∪ {w, y1} induces a
K1,4. We also observe that for all paths Q ∈ P2 ∪ P3, all the vertices
u ∈ Q ∩K are adjacent to both v1 and x3. Let
C = (w1, x1, w2, x2, w3, v2, v, v3, w1). Since we consider the case with no
short cycles in G, there exists a vertex w′ ∈ P1 such that w′ is adjacent to
a vertex in C ∩ I. We obtain P = (
−→
Pb, w
′, C, v1, s1, t1, s2, x3, w4,
−→
Pc).
Case
2.2.1.H
w1x3, s1x1 ∈ E(G). Note that s1v2 ∈ E(G). Similar to the previous case,
for all paths Q ∈ P2 ∪ P3, all the vertices u ∈ Q ∩K are adjacent to both
v2 and x1. We obtain P = (
−→
Pb, v2, s1, t1, s2, x1, w1, v3, v, v1, w2
−→
Paw4,
−→
Pc).
Case
2.2.1.I
w1x3, s1x2 ∈ E(G). Note that s1v3 ∈ E(G). Similar to the previous cases,
for all paths Q ∈ P2 ∪ P3, all the vertices u ∈ Q ∩K are adjacent to both
v3 and x2. We obtain
P = (
−→
Pb, v3, s1, t1, s2, x2, w3, v2, v, v1, w2, x1, w1, x3, w4,
−→
Pc).
Case
2.2.2
w∗ ∈ P2. Note |P2| ≤ 2. Let Pb, Pc ∈ P2, Pb = P (y1; z1) and w∗ = y1. That
is, v3y1 ∈ E(G). Note y1x2 ∈ E(G). Further, observe that for all paths
Q ∈ P2 ∪ P3, all the vertices u ∈ Q ∩K are adjacent to x2. Since |I| ≥ 9,
there exists Pd ∈ P3. Let Pd = P (s1, s2; t1).
Table 11. Case analysis for the proof of Claim 13
Case Arguments
Case
2.2.2
We see the adjacency of s1 and obtain a desired path P in all possibilities
as follows.
If s1v1 ∈ E(G), then
P = (
−→
Pc, x2, s2, t1, s1, v1, w2, x1, w1, w4, x3, w3, v2, v, v3,
−→
Pb).
If s1v2 ∈ E(G), then
P = (
−→
Pc, x2, s2, t1, s1, v2, w3, x3, w4, w1, x1, w2, v1, v, v3,
−→
Pb).
If s1v3 ∈ E(G), then we see adjacency of w4. If w4v1 ∈ E(G), then
P = (
−→
Pc, x2, s2, t1, s1, v3, v, v2, w3, x3, w4, v1, w2, x1, w1,
−→
Pb).
If w4v2 ∈ E(G), then note that x2w4 ∈ E(G) and
P = (
−→
Pc, v3, s1, t1, s2, x2, w4, x3, w3, v2, v, v1, w2, x1, w1,
−→
Pb).
If w4v3 ∈ E(G), then
P = (
−→
Pc, x2, s2, t1, s1, v3, w4, x3, w3, v2, v, v1, w2, x1, w1,
−→
Pb).
Case
2.2.3
w∗ ∈ P3. Let Pd = P (s1, s2; t1) and w∗ = s1. That is, v3s1 ∈ E(G). Note
|P2| ≤ 2. Let Pb, Pc ∈ P2, Pb = P (y1; z1) and Pc = P (y2; z2). Similar to
the previous case observe that y1x2, y2x2 ∈ E(G). We see the adjacency of
s2 and obtain a desired path P in all possibilities as follows. If
s2v1 ∈ E(G), then we see adjacency of y2.
If y2v1 ∈ E(G), then
P = (
−→
Pc, v1, s2, t1, s1, v3, v, v2, w3, x3, w4, w1, x1, w2, x2,
−→
Pb).
If y2v2 ∈ E(G), then
P = (
−→
Pc, v2, v, v3, s1, t1, s2, v1, w2, x1, w1, w4, x3, w3, x2,
−→
Pb).
If y2v3 ∈ E(G), then
P = (
−→
Pc, v3, s1, t1, s2, v1, v, v2, w3, x3, w4, w1, x1, w2, x2,
−→
Pb).
If s2v2 ∈ E(G), then we see adjacency of y2.
If y2v1 ∈ E(G), then
P = (
−→
Pc, v1, v, v3, s1, t1, s2, v2, w3, x3, w4, w1, x1, w2, x2,
−→
Pb).
If y2v2 ∈ E(G), then
P = (
−→
Pc, v2, s2, t1, s1, v3, v, v1, w2, x1, w1, w4, x3, w3, x2,
−→
Pb).
If y2v3 ∈ E(G), then
P = (
−→
Pc, v3, s1, t1, s2, v2, v, v1, w2, x1, w1, w4, x3, w3, x2,
−→
Pb).
If s2v3 ∈ E(G), then we see adjacency of w4.
If w4v1 ∈ E(G), then
P = (
−→
Pc, x2, s1, t1, s2, v3, v, v2, w3, x3, w4, v1, w2, x1, w1,
−→
Pb).
If w4v2 ∈ E(G), then note that w4x2 ∈ E(G) and we see the adjacency of
y2.
If y2v1 ∈ E(G), then
P = (
−→
Pb, x2, s1, t1, s2, v3, v, v2, w3, x3, w4, w1, x1, w2, v1,
−→
Pc).
Table 12. Case analysis for the proof of Claim 13
Case Arguments
Case
2.2.3
If y2v2 ∈ E(G), then
P = (
−→
Pb, x2, s1, t1, s2, v3, v, v1, w2, x1, w1, w4, x3, w3, v2,
−→
Pc).
If y2v3 ∈ E(G), then
P = (
−→
Pb, x2, w4, x3, w3, v2, v, v1, w2, x1, w1, s1, t1, s2, v3,
−→
Pc).
If w4v3 ∈ E(G), then
P = (
−→
Pc, x2, s1, t1, s2, v3, w4, x3, w3, v2, v, v1, w2, x1, w1,
−→
Pb).
Case
2.2.4
w∗ ∈ P1. Note that |P2| ≤ 2. Let Pb, Pc ∈ P2, Pb = P (y1; z1) and
Pc = P (y2; z2). Since |I| ≥ 9, there exists Pd ∈ P3. Let Pd = P (s1, s2; t1).
In this case we shall assume that none of the vertices y1, y2, s1, s2 are
adjacent to v3. Thus vertices s1, y1, y2 are adjacent to either v1 or v2. It
follows that there exists a vertex u ∈ {v1, v2} such that us1, uy1 ∈ E(G)
or uy1, uy2 ∈ E(G) or us1, uy2 ∈ E(G). Without loss of generality, let
u = v1. If v1s1, v1y1 ∈ E(G), then we observe the adjacency of y2. Note
that y2 is adjacent to a vertex in N
I(w3).
If y2v2 ∈ E(G), then P = (
−→
Pb, v1,
−→
Pd,
−→
Pa, w∗, v3, v, v2,
−→
Pc).
If y2x2 ∈ E(G), then P = (
−→
Pb, v1,
−→
Pd, w∗, v3, v, v2, w3, x3, w4, w1
−→
Pax2,
−→
Pc).
If y2x3 ∈ E(G), then P = (
−→
Pb, v1,
−→
Pd, w∗, v3, v, v2, w3
←−
Paw1, w4, x3,
−→
Pc).
When v1s1, v1y2 ∈ E(G), then the case is symmetric and the desired
paths could be obtained similar as above by interchanging the paths Pc
and Pd. Now we consider the case in which v1y1, v1y2 ∈ E(G). We shall
consider s1v2 ∈ E(G).
If w4v1 ∈ E(G), then P = (
−→
Pb, v1, w4
←−
Pa, s2, t1, s1, v2, v, v3, w∗,
−→
Pc).
If w4v2 ∈ E(G), then P = (
−→
Pb, v1, v, v3, w∗, w1
−→
Paw4, v2, s1, t1, s2,
−→
Pc).
If w4v3 ∈ E(G), then P = (
−→
Pb, v1, v, v2, s1, t1, s2, w1
−→
Paw4, v3, w∗,
−→
Pc).
Table 13. Case analysis for the proof of Claim 13
Since the clique is maximal, there exists w′ ∈ K such that v1w′ /∈ E(G). From
the previous arguments, w′ /∈ {w1, . . . , wl, s1, . . . , sm, q1, . . . , qn}. By Corollary
1, either v2w
′ ∈ E(G) or v3w′ ∈ E(G). Further, we argue that w′ is adjacent to
one of {x1, x2}, one of {t1, t2} and one of {r1, r2}. Now, N I(w′) ∪ {w′} induces
a K1,4, which is a final contradiction to the existence of such a path Pc. This
completes a proof of the claim. ⊓⊔
Claim 16 If there exists Pa, Pb ∈ P5 ∪ P4, then G has a Hamiltonian path.
Proof. Case analysis is similar to Claim 10. ⊓⊔
Case Arguments
Case 1
There exists v1 ∈ N I(v) such that v1w2, v1w3 ∈ E(G). Note that all
the vertices in K \ Pa are adjacent to either v1 or x2. Since the clique
is maximal, there exists v′ ∈ K such that v1v′ /∈ E(G). We further
classify based on the possibilities of v′ as follows.
Case
1.1
v′ ∈ Pa; i.e., w1v1 /∈ E(G). Note that w1 is adjacent to either v2 or v3.
Without loss of generality, let v2w1 ∈ E(G). Clearly, w1x2 ∈ E(G).
Case
1.1.1
d(v3) = 1. Since |I| ≥ 9, there exists Pd, Pe ∈ P3; Pd = P (s1, s2; t1)
and Pe = P (q1, q2; r1). Further, note that P2 = ∅. Recall that the
vertices s1, s2, q1, q2 are adjacent to at least one of v1, x2. We obtain a
desired path as follows. If s1v1, q1x2 ∈ E(G), then desired path
Pi = (v3, v, v2, w1, x1, w2, v1,
−→
Pd,
←−
Pe, x2, w3, x3). If s1x2, q1v1 ∈ E(G),
then desired path Pj = (v3, v, v2, w1, x1, w2, v1,
−→
Pe,
←−
Pd, x2, w3, x3).
If s1v1, q1v1 ∈ E(G), then note that s1 is adjacent to a vertex in
N I(w1).
If s1x2 ∈ E(G), then Pj is a desired path.
If s1x1 ∈ E(G), then P = (v3, v, v2, w1, x1,
−→
Pd,
←−
Pe, v1, w2
−→
Pa).
If s1v2 ∈ E(G), then P = (v3, v, v2,
−→
Pd,
←−
Pe, v1, w2, x1, w1, x2, w3, x3).
If s1x2, q1x2 ∈ E(G), then we observe the following. Note that
s1v1 ∈ E(G) or s1v2 ∈ E(G).
If s1v1 ∈ E(G), then Pi is a desired path.
If s1v2 ∈ E(G), then P = (v3, v, v1, w2, x1, w1, v2,
−→
Pd,
←−
Pe, x2, w3, x3).
Case
1.1.2
d(v3) > 1. Since |I| ≥ 9, there exists Pd, Pe ∈ P3; Pd = P (s1, s2; t1)
and Pe = P (q1, q2; r1). Note that |P2| ≤ 1. If |P2| = 1, then let
Pb ∈ P2. Let Pb = P (y1; z1). Recall that the vertices y1, s1, s2, q1, q2
are adjacent to either v1 or x2. Since d(v3) > 1, there exists a path Q
in P3 ∪ P2 ∪ P1 such that v3 is adjacent to an end vertex of Q. We see
the following possibilities. If Q ∈ P3, then without loss of generality we
shall assume Q = Pd and v3s1 ∈ E(G). Observe that all the vertices
y1, q1, q2 are adjacent to x2. We obtain
P = (
−→
Pb, x2,
−→
Pe,
←−
Pd, v3, v, v2, w1, x1, w2, v1, w3, x3) as a desired path. If
Q ∈ P2, then Q = Pb and v3y1 ∈ E(G). Observe that all the vertices
s1, s2, q1, q2 are adjacent to x2. We obtain the following desired paths
depending on the adjacency of s1 with N
I(v).
If s1v3 ∈ E(G), then P = (
−→
Pb, x2,
←−
Pd, v3, v, v2, w1, x1, w2, v1, w3, x3).
If s1v2 ∈ E(G), then P = (
−→
Pb, v3, v, v2,
−→
Pd, x2, w1, x1, w2, v1, w3, x3).
If s1v1 ∈ E(G), then P = (
−→
Pb, v3, v, v2, w1, x1, w2, v1,
−→
Pd, x2, w3, x3).
Q ∈ P1. For w′ ∈ P1, v3w′ ∈ E(G).
Table 14. Case analysis for the proof of Claim 14
Case Arguments
Case
1.1.2
If s1v1, q1v1 ∈ E(G), then P = (
−→
Pb,
←−
Pd, v1,
−→
Pe, w
′, v3, v, v2,
−→
Pa).
If s1x2, q1x2 ∈ E(G), then
P = (
−→
Pb,
←−
Pd, x2,
−→
Pe, w
′, v3, v, v2, w1, x1, w2, v1, w3, x3).
If s1v1, q1x2 ∈ E(G), then
P = (
−→
Pb, w
′, v3, v, v2, w1, x1, w2, v1,
−→
Pd,
←−
Pe, x2, w3, x3).
If s1x2, q1v1 ∈ E(G), then
P = (
−→
Pb, w
′, v3, v, v2, w1, x1, w2, v1,
−→
Pe,
←−
Pd, x2, w3, x3).
Case
1.2
v′ ∈ P2. In this case we shall assume that w1v1 ∈ E(G). Let Pb ∈ P2,
Pb = P (y1; z1) and v1y1 /∈ E(G). We know that either y1v2 ∈ E(G) or
y1v3 ∈ E(G). Without loss of generality, let y1v2 ∈ E(G). Note that
y1x2 ∈ E(G). Further, d(v3) > 1. Observe that w1 is adjacent to a
either v2 or x2. Clearly, v3 is adjacent to an end vertex of a path in
P1 ∪ P3. Since |I| ≥ 9, there exists Pd ∈ P3; Pd = P (s1, s2; t1). If v3 is
adjacent to an end vertex of a path in P3, then without loss of
generality, let v3s1 ∈ E(G). Recall that s2 is adjacent to either v1 or
x2. We obtain a desired path P as follows.
If s2v1 ∈ E(G), then P = (
−→
Pb, v2, v, v3, s1, t1, s2, v1,
−→
Pa).
If s2x2 ∈ E(G), then
P = (
−→
Pb, v2, v, v3, s1, t1, s2, x2, w2, x1, w1, v1, w3, x3).
If v3 is adjacent to a vertex z ∈ P1, then we obtain the following
desired paths.
If s2v1 ∈ E(G), then P = (
−→
Pb, v2, v, v3, z, s1, t1, s2, v1,
−→
Pa).
If s2x2 ∈ E(G), then
P = (
−→
Pb, v2, v, v3, z, s1, t1, s2, x2, w2, x1, w1, v1, w3, x3).
Case
1.3
v′ ∈ P3. In this case we shall assume that w1v1 ∈ E(G). Let Pd ∈ P3,
Pd = P (s1, s2; t1) and v1s1 /∈ E(G). We know that either s1v2 ∈ E(G)
or s1v3 ∈ E(G). Without loss of generality, let s1v2 ∈ E(G). Note
|P2| ≤ 1. If |P2| = 1, then let Pb ∈ P2, Pb = P (y1; z1). Since |I| ≥ 9,
there exists Pe ∈ P3; Pe = P (q1, q2; r1). If d(v3) = 1, then we obtain
the following. Recall that s2 is adjacent to either v1 or x2.
If s2v1 ∈ E(G), then P = (v3, v, v2, s1, t1, s2, v1,
−→
Pa).
If s2x2 ∈ E(G), then P = (v3, v, v2, s1, t1, s2, x2, w2, x1, w1, v1, w3, x3).
Now we shall see the case in which d(v3) > 1. Note that s1x2 ∈ E(G).
Further, w1 is adjacent to a vertex in N
I(s1). Thus v3 is adjacent to
s2 or a clique vertex in P1 ∪ P2 ∪ P3.
Case
1.3.1
If v3s2 ∈ E(G), then we obtain the following.
If w1v2, y1v1 ∈ E(G), then
P = (
−→
Pb, v1, w2, x1, w1, v2, v, v3, s2, t1, s1, x2, w3, x3)
Table 15. Case analysis for the proof of Claim 14
Case Arguments
Case
1.3.1
If w1v2, y1x2 ∈ E(G), then
P = (
−→
Pb, x2, s1, t1, s2, v3, v, v2, w1, x1, w2, v1, w3, x3)
If w1t1, y1v1 ∈ E(G), then
P = (
−→
Pb, v1, w2, x1, w1, t1, s2, v3, v, v2, s1, x2, w3, x3)
If w1t1, y1x2 ∈ E(G), then
P = (
−→
Pb, x2, s1, v2, v, v3, s2, t1, w1, x1, w2, v1, w3, x3)
If w1x2 ∈ E(G), then we observe the following. Note that
d(v2) = d(v3) = d(t1) = 2. Let C = (v, v2, s1, t1, s2, v3, v). We consider
G with no short cycles. Therefore, there exists a vertex z in
K \ {w1, w2, w3, v, s1, s2} adjacent to a vertex in C ∩ I. If z ∈ P2; that
is, z = y1, then we obtain the following desired paths.
If q2v1 ∈ E(G), then P = (
−→
Pb,
−→
C ,
−→
Pe, v1,
−→
Pa).
If q2x2 ∈ E(G), then P = (
−→
Pb,
−→
C ,
−→
Pe, x2, w2, x1, w1, v1, w3, x3).
If z ∈ P3, then without loss of generality, let z = s1, then we obtain
the following desired paths. If q2v1 ∈ E(G), then
P = (
−→
Pb,
←−
Pd,
−→
C ,
−→
Pe, v1,
−→
Pa).
If q2x2 ∈ E(G), then P = (
−→
Pb,
←−
Pd,
−→
C ,
−→
Pe, x2, w2, x1, w1, v1, w3, x3). If
z ∈ P1, then we see the following.
If q2v1 ∈ E(G), then P = (
−→
Pb, z,
−→
C ,
−→
Pe, v1,
−→
Pa).
If q2x2 ∈ E(G), then P = (
−→
Pb, z,
−→
C ,
−→
Pe, x2, w2, x1, w1, v1, w3, x3).
Case
1.3.2
If v3 is adjacent to a vertex in P2; that is, v3y1 ∈ E(G). Recall that
either q2v1 ∈ E(G) or q2x2 ∈ E(G). We obtain the following desired
paths. If q2v1 ∈ E(G), then P = (
−→
Pb, v3, v, v2,
−→
Pd,
−→
Pe, v1,
−→
Pa).
If q2x2 ∈ E(G), then P = (
−→
Pb, v3, v, v2,
−→
Pd,
−→
Pe, x2, w2, x1, w1, v1, w3, x3).
Case
1.3.3
If v3 is adjacent to a vertex in P3. Without loss of generality,
v3q1 ∈ E(G). Recall that either s2v1 ∈ E(G) or s2x2 ∈ E(G).
If s2v1, y1v1 ∈ E(G), then P = (
−→
Pb, v1, s2, t1, s1, v2, v, v3, q1, r1, q2,
−→
Pa).
If s2x2, y1x2 ∈ E(G), then
P = (
−→
Pb, x2, s2, t1, s1, v2, v, v3, q1, r1, q2, w1, x1, w2, v1, w3, x3).
If s2v1, y1x2 ∈ E(G), then
P = (
−→
Pb, x2
←−
Pa, v1, s2, t1, s1, v2, v, v3, q1, r1, q2, w3, x3).
If s2x2, y1v1 ∈ E(G), then
P = (
−→
Pb, v1, w1
−→
Pax2, s2, t1, s1, v2, v, v3, q1, r1, q2, w3, x3).
Case
1.3.4
If v3 is adjacent to a vertex z in P1. Recall that either q2v1 ∈ E(G) or
q2x2 ∈ E(G). We obtain the following desired paths.
If q2v1 ∈ E(G), then P = (
−→
Pb, z, v3, v, v2,
−→
Pd,
−→
Pe, v1,
−→
Pa). If
q2x2 ∈ E(G), then P = (
−→
Pb, z, v3, v, v2,
−→
Pd,
−→
Pe, x2, w2, x1, w1, v1, w3, x3).
Table 16. Case analysis for the proof of Claim 14
Case Arguments
Case
1.4
v′ ∈ P1. In this case we shall assume that w1v1 ∈ E(G). Note that
v′x2 ∈ E(G). If d(v3) = 1, then P2 = ∅. Note
P = (v3, v, v2, v
′, x2, w2, x1, w1, v1, w3, x3) is a desired path. If
d(v3) > 1, then we observe the following. Note |P2| ≤ 1. If |P2| = 1,
then let Pb ∈ P2, Pb = P (y1; z1). Since |I| ≥ 9, there exists
Pd, Pe ∈ P3, Pd = P (s1, s2; t1), Pe = P (q1, q2; r1). Note that v3 is
adjacent to w1 or v
′ or a clique vertex in P1 ∪ P2 ∪ P3. If v3w1 ∈ E(G),
then we obtain the following desired paths.
If y1v1 ∈ E(G), then Pi = (
−→
Pb, v1, w2, x1, w1, v3, v, v2, v
′, x2, w3, x3).
If y1x2, s1x2 ∈ E(G), then
Pj = (
−→
Pb, x2, s1, t1, s2, v
′, v2, v, v3, w1, x1, w2, v1, w3, x3).
If y1x2, s1v1 ∈ E(G), then
Pk = (
−→
Pb, x2
←−
Paw1, v3, v, v2, v
′, s2, t1, s1, v1, w3, x3).
If v3v
′ ∈ E(G), then we see the adjacency of w1. If w1v3, then one of
Pi, Pj , Pk is a desired path. If w1v2 ∈ E(G), then
P = (
−→
Pb, v1, w2, x1, w1, v2, v, v3, v
′, x2, w3, x3) or
P = (
−→
Pb, x2
←−
Paw1, v2, v
′, v3, v, v1, w3, x3) is a desired path. If
w1x2 ∈ E(G), then note that d(v2) = d(v3) = 2. Let
C = (v2, v, v3, v
′, v2). We consider G with no short cycles. Therefore,
there exists a vertex z in K \ {w1, w2, w3, v, v
′} adjacent to a vertex in
C ∩ I. If z ∈ P2; that is, z = y1, then we obtain the following desired
paths. If y1v2 ∈ E(G), then P = (
−→
Pb, v2, v
′, v3, v, v1,
−→
Pa).
If y1v3 ∈ E(G), then P = (
−→
Pb, v3, v
′, v2, v, v1,
−→
Pa).
If z ∈ P3, then without loss of generality, let z = s2. Now we observe
the following.
If s2v2 ∈ E(G), then P = (
−→
Pb,
−→
Pd, v2, v
′, v3, v, v1,
−→
Pa).
If s2v3 ∈ E(G), then P = (
−→
Pb,
−→
Pd, v3, v
′, v2, v, v1,
−→
Pa).
If z ∈ P1, then we obtain P = (
−→
Pb, z, v2, v
′, v3, v, v1,
−→
Pa) or
P = (
−→
Pb, z, v3, v
′, v2, v, v1,
−→
Pa) as a desired path.
Now we consider the case where v3 is adjacent to a clique vertex in P2;
that is, v3y1 ∈ E(G). We obtain
(
−→
Pb, v3, v, v2, v
′, x2, w2, x1, w1, v1, w3, x3) as a desired path. If v3 is
adjacent to a clique vertex in P3, then without loss of generality,
v3s1 ∈ E(G). We obtain (
−→
Pb,
←−
Pd, v3, v, v2, v
′, x2, w2, x1, w1, v1, w3, x3)
as a desired path. If v3 is adjacent to z ∈ P1, then
(
−→
Pb, z, v3, v, v2, v
′, x2, w2, x1, w1, v1, w3, x3) is a desired path.
Case 2
There exists v1, v2 ∈ N I(v) such that v1w2, v2w3 ∈ E(G). A case
analysis similar to the previous one could be obtained.
Table 17. Case analysis for the proof of Claim 14
Claim 17 If there exists Pa ∈ P5, then G has a Hamiltonian path.
Claim 18 If Pj≥4 = ∅, then G has a Hamiltonian path.
For the above claims, a case analysis similar to Claim 13 could be obtained.
Theorem 5. Let G be a K1,4-free split graph with |K| ≥ |I| − 1 ≥ 8. Then G
has a Hamiltonian path if and only if G has no short I-I path, and the sum of
the number of I-K paths and the number of short cycles is at most 2. Further,
finding such a path is polynomial-time solvable.
Proof. Necessity is trivial. Sufficiency follows from the previous claims. ⊓⊔
K1,4-free split graph G, no short I-I path, # I-K path + # short cycles ≤ 2
K1,3-free split graph has Hamiltonian path (Theorem 2)
∆I = 2 has Hamiltonian path (Theorem 4)
∆I = 3 (at most one short cycle has Hamiltonian path; Lemmas 5, 6)
Obtain Transformed graph
Restricted bipartite subgraph
Collection of paths Sf
Path combinations
not possible in Sf
Pn≥12
Pu and Pj≥4
Pw, Px and Pj≥4
Py , Pz and Pj≥4
u ∈ {11, 10, 9, 8}
w, x ∈ {7, 6}
y, z ∈ {5, 4}
Other Path combinations in Sf
Pu, P3
∗, P2
∗∗, P1
∗
Pw, Px, P3
∗, P2
∗∗, P1
∗
Pw, P5, P3
∗,P2
∗∗, P1
∗
Pw, P4, P3
∗,P2
∗∗, P1
∗
Pw, P3
∗,P2
∗∗, P1
∗
Py , Pz, P3
∗,P2
∗∗, P1
∗
Py , P3
∗,P2
∗∗, P1
∗
P3
∗,P2
∗∗, P1
∗
∗∗ - # I-K paths ≤ 2
∗ - zero or more paths
All these combinations have Hamiltonian paths
Fig. 3. An overview of the algorithm for finding Hamiltonian path in K1,4-free
split graphs
3 Hardness Result
T.Akiyama et. al. [22] proved the NP-completeness of Hamiltonian cycle in pla-
nar bipartite graphs with maximum degree 3. In [20], Hamiltonian cycle problem
in planar bipartite graphs with maximum degree 3 is reduced to Hamiltonian
cycle problem in K1,5-free split graph. An in depth analysis of the reduction
reveals that the reduced instances are split graphs with ∆I ≤ 3. We show a
polynomial-time reduction from Hamiltonian cycle problem in split graphs with
∆I ≤ 3 to Hamiltonian path problem in split graphs with ∆I ≤ 3. Further note
that such graphs are sub class of K1,5-free split graphs. In the next theorem, we
prove that Hamiltonian path problem in K1,5-free split graph is NP-complete.
Theorem 6. Unless P=NP, there is no polynomial-time algorithm for Hamil-
tonian path problem in K1,5-free split graphs.
Proof. We reduce Hamiltonian cycle problem in split graphs with ∆I ≤ 3 to
Hamiltonian path problem in K1,5-free split graphs as follows. For a given in-
stance of split graph G with ∆I ≤ 3, having partitions K and I, we create m
instances of K1,5-free split graphs Gj , 1 ≤ j ≤ m with partitions Kj and Ij
where m = |E = {uv : u ∈ K, v ∈ I}|. That is, corresponding to each edge uv in
G such that u ∈ K, v ∈ I, Gj is constructed as follows:
Kj = K ∪ {z}, Ij = I ∪ {s, t}, E′ = {zw : w ∈ K},
E(Gj) = E(G) ∪ E′ ∪ {zt, zv, us} \ {uv}.
It is easy to see that the reduction produces linear number of graph instances,
each in linear time. Each of the instances created has one more clique vertex z,
with dI(z) = 2. Further, dIGj (u) = d
I
G(u). Therefore, all such instances are having
∆I ≤ 3, and thus Gj is a K1,5-free split graph. Now we claim that there exists a
Hamiltonian cycle in G if and only if there exists a Hamiltonian path in at least
one of the reduced graphs Gj . The necessary is trivial. For sufficiency, consider
a Hamiltonian path P in Gj , j ∈ {1, . . . ,m}. Clearly, P is a (s, t)-Hamiltonian
path. Path P contains the edges zt and us. Further, depending on the posi-
tion of v in the path P , we observe the following possibilities. P is of the form
(t, z, v, . . . , u, s) or (t, z, z1, . . . , zk, v, zk+1, . . . , u, s), where {z1, zk, zk+1} ⊂ K.
If P = (t, z, v, . . . , u, s), the (v, . . . , u, v) is a Hamiltonian cycle in G. If P =
(t, z, z1, . . . , zk, v, zk+1, . . . , u, s), then note that (t, z, v, zk, . . . , z1, zk+1, . . . , u, s)
is also a Hamiltonian path in Gj , and (v, zk, . . . , z1, zk+1, . . . , u, v) is a Hamilto-
nian cycle in G. Thus this reduction establishes the fact that Hamiltonian path
v2
u1
u2
u3
v3
u4
v4
v1
G
K I
v2
u1
u2
u3
v3
u4
v4
v1
G
K I
z
s
t
j
Fig. 4. An illustration of reduction of Hamiltonian cycle problem to Hamiltonian
path problem in split graphs
problem in K1,5-free split graph is NP-hard. Therefore, we conclude that unless
P=NP, there is no polynomial-time algorithm for Hamiltonian path problem in
K1,5-free split graphs. This completes a proof of the theorem. ⊓⊔
An illustration for the Hamiltonian path reduction is shown in Figure 4. Note
that the graph G shown in the figure is having a Hamiltonian cycle (v1, u2, v2, u1,
v4, u3, v3, u4). Observe that the reduction produces m new graphs. One of the
reduced graph Gj is also shown which is obtained by introducing vertices {z, s, t}
and edges {v4s, u3z, zt}, and excluding the edge v4u3. Here we obtain a Hamil-
tonian path (t, z, u3, v3, u4, v1, u2, v2, u1, v4, s) in Gj .
4 Conclusion and Future work
We produced a dichotomy on the Hamiltonian path problem in split graphs.
A natural extension is to study longest path problem and minimum-leaf span-
ning tree problem which are generalizations of Hamiltonian path problem. Arti
Pandey and B.S. Panda have showed in [23] that the total outer-connected dom-
inating set is NP-complete in split graphs. It is interesting to see that the re-
duction instances are K1,5-free split graphs. Thus, the complexity of total outer-
connected dominating set in K1,4-free split graphs remain open.
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