This paper is to present a geometrical proof of the plane Jacobian conjecture for rational polynomials by an approach of Newton-Puiseux data and geometry of rational surfaces. The obtained result shows that a polynomial map F = (P, Q) : C 2 −→ C 2 with PxQy − PyQx ≡ const. = 0 has a polynomial inverse if the component P is a rational polynomial, i.e. if the generic fiber of P is the 2-dimensional topological sphere with a finite number of punctures.
Introduction
By Keller map we mean a polynomial map F = (P, Q) : C 2 −→ C 2 satisfying the Jacobian condition JF := P x Q y − P y Q x ≡ const. = 0.
The mysterious Jacobian conjecture, posed first by Ott-Heinrich Keller in 1939 in his work [Ganze Cremona-Transformatione, Monatsh. Math. Phys., 47(1939), 299-306] and still opened, asserts that every Keller map has a polynomial inverse. We refer the readers to the nice works [5] and [7] for the history and the recent developments in the related research topics of this mysterious problem. In this paper we are concerned with this problem for the simple case when one component of a Keller map is a rational polynomial, i.e. when the generic fiber of P or Q is the 2-dimensional topological sphere with a finite number of punctures. Our main result is This is not a quite new knowledge on the plane Jacobian conjecture. Since 1979 Razar found that a Keller map F = (P, Q) is inverse if P is a rational polynomial and all fibres P = c, c ∈ C, are irreducible. In 1990 Heitmann [9] presented an other algebraic proof for Razar's observation. Geometrically, as shown in a proof of Lê and Weber [17] in 1995, if P is a rational polynomial with all irreducible fibres and f = (p, q) : X −→ P 1 × P 1 is a regular extension of F of a compactification X of C 2 , then in the compactification divisor D := X − C 2 there is a unique irreducible component H, so-called horizontal component, such that the restriction of p to H is not a constant mapping. Then, the restriction of q to this horizontal component H must be a constant mapping obtaining the value ∞. Therefore, the restriction of Q to each generic fiber of P is a proper map. This fact ensures that the generic fibres of P are diffeomorphic to the line C. Thus, in view of Abhyankar-Moh-Suzuki Embedding Theorem ( [1] , [27] ) P is equivalent algebraically to the projection π(x, y) = x, and hence, F is inverse.
In fact, as observed by Neumann and Norbury in [20] , every rational polynomial with all irreducible fibres must be equivalent to the projection π(x, y). Most recent, Lê in [14] and [15] observes that a Keller map F = (P, Q) of C 2 is inverse if P is a simple rational polynomial. Here, following [19] , a polynomial map P : C 2 −→ C is simple if, when extended P to a morphism p : X −→ P 1 of a compactification X of C 2 , the restriction of p to each irreducible component of the compactification divisor D = X − C 2 is either of degree 0 or 1. In fact, Lê's observation is still true even when P is only a simple polynomial. (see Theorem 1 in [24] and Theorem 2.4 in this paper).
The proof of Main Theorem presented in this paper is based on the basic knowledge on Newton-Puiseux data of polynomials in C[x, y] and the geometry of rational surfaces. Our way to prove Main Theorem leads directly to the fact that for Keller maps F = (P, Q) with one rational component the non-proper value set A F is empty. Here, A F is the set of all values a ∈ C 2 such that F (b i ) → a as b i → ∞ for a sequence b i ∈ C 2 . So, once A F is empty, such Keller maps F must be proper, and hence, F is inverse by the simply connectedness of C 2 . Our start point is the observation that for a Keller map F = (P, Q) there is an equi-singular family of irreducible branch curves at infinity Γ c , c ∈ C, with Newton-Puiseux expansions at infinity of the form
and lim
Furthermore, conversing (x c (τ ), y c (τ )) into the chart (y, z) of P 2 we obtain Newton-Puiseux expansions
that have the same essential terms, which are in the common summation
This results from the examining Newton-Puiseux data of F = (P, Q) carried out in Section 2. (Proposition 2.2 and Theorem 2.1.) The rest stage of the proof is of Theorem 3.1, which shows that for rational polynomials P the existence of such above equi-singular curve family ensures that P is be simple. The basic tool used here is the trivialization structure of rational polynomials, which have been used effectively in the classification for isotrivial rational polynomials in [12] and [11] and for simple rational polynomials in [19] . Such a specified trivialization structure is constructed in Lemma 3.2.
Thus, Main Theorem can be reduced to a special case of the plane Jacobian conjecture when one of polynomial components P and Q of Keller maps F is a simple polynomial. This case have been recently proved in [24] . The proof is based on the following fact: This were first presented in [21] and can be deduced from [4] . The simple reason by which we can apply (*) is that A F = f (X −C 2 )∩C 2 for any regular extension f = (p, q) : X −→ P 1 × P 1 of F = (P, Q). A detail examination on the relation between the geometric structure of A F and the role of the singular point set of F were carried out in [23] .
The fact (*) as well as the existence of the above equi-singular family of irreducible branch curves seems to be of kinds of local at infinity properties of Keller maps. Analogous properties may appear for polynomial maps (see [23] ). In Section 2 we try to analyze the influence of singularity on the behavior at infinity of polynomial maps by an approach of Newton-Puiseux data. Such analyses may be useful in attempts to understand the geometric nature of the Jacobian problem. To perform a complete self-contained proof of Main Theorem, we will also present simple proofs of an improvement of the fact (*) (Theorem 2.3) and the plane Jacobian conjecture for the simple polynomials (Theorem 2.4). The proof of Theorem 2.3 here shows in light how the singularity occurs when the non-proper value set A F contains a curve isomorphic to the line C. The rest of the paper is of Section 3, where we try to present completed proofs of Main Theorem and Theorem 3.1.
Lê Dũng Tráng in discussions in Hanoi Conference 2006 presented a natural viewpoint that the proving the rational case should be the first steps in effective geometric approaches to Keller's mysterious problem. This much strongly influences to our attempt carried out here. We would like to express our thank to him for all his valuable discussions and helps. We also thank very much Shreeram Abhyankar 
Newton Puiseux roots and Newton Theorem
Let us reload here some element facts on Newton-Puisex roots of the equation H(x, y) = 0 and Newton Theorem. We refer the readers to [2] and [6] for more details. Represent
where H k (x, y) are homogenous components of degree k. Let Γ be an irreducible branch at infinity of the level H = 0. Then, Γ intersects the line at infinity z = 0 in the compactification P 2 of C 2 at a point (1 : c 0 : 0), c 0 ∈ {a i }. Newton's algorithm allows us to find Newton-Puiseux expansions of Γ in the coordinate (y, z), fractional power series
for which the map τ → (y(τ m ), τ m ) ∈ Γ gives a holomorphic parametrization of Γ in the local coordinate (y, z) of P 2 . Conversing into the coordinate (x, y) of C 2 we obtain a meromorphic parametrization of Γ
and a Newton-Puiseux expansion y = γ(x) of Γ in the coordinate (x, y),
which is a root of the equation
are also a meromorphic parametrization of Γ and the distinct series
are all Newton-Puiseux expansions of Γ.
In view of Newton Theorem the reduced polynomial H(x, y) can be represented in the form
where γ i (x) are Newton-Puiseux expansions of irreducible branches at infinity of the curve H = 0, i.e. Newton-Puiseux roots of the equation H(x, y) = 0.
Newton-Puiseux series with parameter
Denote by Π the set of all finite fractional power series ϕ(x, ξ) of the form
where n ϕ , m ϕ ∈ N, gcd({k : c k = 0} ∪ {m ϕ ; n ϕ }) = 1 and ξ is a complex parameter. The natural number i ϕ := gcd({k : c k = 0} ∪ {m ϕ }) is the index of ϕ. Clearly, i ϕ is a divisor of m ϕ and gcd(i ϕ , n ϕ ) = 1. We define an order relation ≺ in Π as follows:
For polynomials H(x, y) and series ϕ ∈ Π we represent 
ii) If c is a zero of h ϕ (ξ), then the equation H(x, y) = 0 has a Newton-Puiseux root of the form ϕ(x, c + lower terms in x).
iii) If ϕ is a horizontal series of H and c ∈ C is a zero of h ϕ (ξ) − d, then the equation H(x, y) = d has a Newton-Puiseux root of the form ϕ(x, c + lower terms in x).
Proof. First, representing
we can see that
where the product run over all Newton-Puiseux roots γ of H(x, y) = 0 such that
Next, note that for each value d ∈ C the series ϕ is a horizontal series of H if and only if it is a horizontal series ofH :
So, without a loss of generality, we can assume that h ϕ (0) = 0. Now, let c be a zero of h ϕ . As in Remark 2.1 the equation H(x, y) = 0 has a Newton-Puiseux root
such that γ(x) = ϕ(x, c + lower terms in x). As c = 0, m = rm ϕ and c = c rnϕ for a number r ∈ N. Then, for ν = si
and the roots
have the form
These roots contribute to h ϕ (ξ) the factor (ξ iϕ − c iϕ ) r . This is true for all root γ of the form ϕ(x, c γ + lower terms in x). It follows that h ϕ ∈ C[ξ iϕ ].
Newton-Puiseux data of F = (P, Q)
Consider a given polynomial map F = (P, Q) : C 2 −→ C 2 with finite fibres, P, Q ∈ C[x, y]. Changing suitable linear coordinate (x, y), if necessary, we always assume that P and Q are monic in y, i.e deg y P = deg P and deg y Q = deg Q.
Definitions
For each ϕ ∈ Π we represent
Definition 2.2. A series ϕ ∈ Π is a dicritical series of F if ϕ is a horizontal series of P or Q and max{P ϕ , Q ϕ } = 0; ϕ is a polar series of F if ϕ is either a horizontal series of P and Q ϕ > 0 or a horizontal series of Q and P ϕ > 0; ϕ is a singular series of F if deg j ϕ > 0.
Note that for every singular series ϕ of F the equation J(P, Q)(x, y) = 0 always has a root y(x) of the form ϕ(x, c + lower terms in x), which gives a branch curve at infinity of the curve J(P, Q) = 0.
Recall that the so-called non-proper value set A F of a polynomial map F : C 2 −→ C 2 is the set of all point b ∈ C 2 such that there exists a sequence
The set A F is empty if and only if F is proper and F has a polynomial inverse if and only if F has not singularity and A F = ∅. We refer the readers to [10] for the geometry of the non-proper value set A F . Proposition 2.2. Suppose F = (P, Q) is a polynomial map with finite fibres, P and Q are monic in y. Then, i) Both P and Q have horizontal series that are polar series of F . ii) If ϕ is a dicritical series of F and
Proof. The two late conclusions (ii-iii) are clear by definition and simple topological arguments. To see (i) note that if y = y(x) is a Newton Puiseux expansion of a branch at infinity of an affine curve Q = c, then there is a horizontal series ϕ of Q such that y(x) = ϕ(x, a + lower terms in x) with a zero a of the polynomial q ϕ (ξ) − c. Therefore, if ϕ is not a polar series of F , i.e P ϕ ≤ 0 by definition, we have
Pϕ mϕ + lower terms in x.
So, as x tend to infinity P (x, y(x)) tends to the zero for P ϕ < 0 and to the finite value p ϕ (a) for P ϕ = 0. Thus, if no one of horizontal series of Q may be a polar series of F , the restriction of P on the level Q = c is bounded, and hence, is a constant mapping. Thus, F is constant on Q = c. This is impossible, since the fibres of F are finite. Hence, Q must have some horizontal series that are polar series of F .
Polar series
Theorem 2.1. Suppose ϕ ∈ Π is a polar series of F and is a horizontal series of P . If ϕ is not a singular series of F , then q ϕ ≡ c = 0, deg p ϕ = 1 and i ϕ = 1.
Jϕ mϕ + lower terms in x.
Since P ϕ = 0 and Q ϕ > 0, taking differentiation of Df (t −mϕ , ψ(t −mϕ , ξ)) we have m ϕ j ϕ t Jϕ+nϕ−2mϕ−1 + higher terms in t = −P ϕṗϕ q ϕ t −Pϕ−1 + higher terms in t.
Comparing two sides of this equality we get
As ϕ is not a singular series of F , we have j ϕ ≡ const. = 0. This implies q ϕ ≡ c = 0 and deg p ϕ = 1.
Since deg p ϕ = 1 and p ϕ ∈ C[ξ iϕ ] by Proposition 2.1, we have i ϕ = 1.
Dicritical series and non-proper value curve
The following presented in [23] gives a relation between singularity and the curve A F in term of Newton-Puiseux data.
De + lower power terms in ξ for some C ∈ C * and D ∈ N.
Here, Lcoef f (h) indicates the coefficient of the leading term of h(ξ) ∈ C[ξ]. This description is an improvement of those in [21] and [22] concerning with Keller maps. Using this description and Abhyankar-Moh-Suzuki Theorem on embedding the line into the plane one can easy obtain:
If the proper-value set A f contains a curve isomorphic to C, then f must has singularity.
Here, we would like to give another simple proof of this observation.
Proof of Theorem 2.3. Suppose A f has a component l isomorphic to C, by Abhyankar-Moh-Suzuki Theorem one can choose a suitable coordinate so that l is the line v = 0. Let F = (P, Q) be the representation of f in this coordinate. Then, every dicritical series ϕ with f ϕ (C) = l must satisfy P ϕ = 0 and Q ϕ < 0. Given such a dicritical series ϕ of F . Since Q ϕ < 0, by Remark 2.1 there is a horizontal series ψ of Q such that ψ ≺ ϕ. We will show that ψ is a singular series of F . Note that ϕ is a horizontal series of P since P ϕ = 0. Hence, deg p ψ > 0 as ψ ≺ ϕ. Represent P (x, ψ(x, ξ)) = p ψ x P ψ m ψ + lower terms in x, Q(x, ψ(x, ξ)) = q ψ + lower terms in x, J(P, Q)(x, ψ(x, ξ)) = j ψ x J ψ m ψ + lower terms in x.
Since P ψ > 0 and Q ψ = 0, taking differentiation of
As deg p ψ > 0 and deg q ψ > 0, we get deg j ψ > 0, i.e. ψ is a singular series of F .
Applying to the case of simple polynomials
We will present her a short proof of the plane Jacobian conjecture for simple polynomials by applying Theorem 2.3.
We begin with the following basic fact. Let F = (P, Q) be a polynomial map and let f = (p, q) :
. By definitions and a simple topological argument one can easy verify:
Recall from [19] that a polynomial map P : C 2 −→ C is simple if, when extended P to a morphism p : X −→ P 1 of a compactification X of C 2 , the restriction of p to each irreducible component of the compactification divisor D = X − C 2 is either of degree 0 or 1. Now, we can prove Proof. Suppose F = (P, Q) is a given Keller map and the component P is a simple polynomial. Assume the contrary that F is not inverse. Then, A F = ∅. Let f = (p, q) : X −→ P 1 ×P 1 be a regular extension of F = (P, Q). By the above proposition, F has some dicritical components l ⊂ D, for which l * is isomorphic to C and f (l * ) ⊂ C 2 . Let l be such a dicritical component. If the restriction p |l is a constant mapping, then f (l * ) is a vertical line in C 2 , that is impossible by Theorem 2.3. Therefore, as P is simple by the assumption, the restriction p |l is of degree 1. This implies that the image f (l * ) is a graph of a polynomial
is isomorphic to C -a contradiction to Theorem 2.3. Thus, F cannot has any dicritical component and D = D ∞ . This follows that F is a proper map. Hence, F has an inverse.
The case of rational polynomials
As introduced in Section 1, our way to prove Main theorem begins with the observation, which reduced from Proposition 2.2 and Theorem 2.1, that for a Keller map F = (P, Q), monic in y, the component polynomial P always has a horizontal series ϕ ∈ Π such that ϕ is polar series of F and deg p ϕ = 1. We will first prove the following, which contains in itself an interest observation on rational polynomials. Theorem 3.1. Suppose P (x, y) is a rational polynomial monic in y. Assume that P has a horizontal series ϕ(x, ξ) with deg p ϕ = 1. Then P is a simple polynomial.
Then, we can get over Main theorem by applying Theorem 2.4, which asserts that a Keller map F = (P, Q) with one simple polynomial component is inverse.
Recall that P is a rational polynomial if the generic fiber of P is the topological sphere a finite number of punctures. A rational polynomial is primitive. The proof of Theorem 3.1 will be carried out in some lemmas in next subsections.
Lemma on existence of good section
Definition 3.1. Let p : X −→ P 1 be a regular extension of a polynomial P . A component S of the compactification divisor D := X − C 2 is a good section of p if i) S is an end in the dual graph of D, ii) the restriction p |S is of degree 1 and iii) the self-intersection of S is negative, S.S < 0.
Lemma 3.1. Suppose P (x, y) is a polynomial monic in y. If P has a horizontal series ϕ(x, ξ) with deg p ϕ = 1, then there is a regular extension p : X −→ P 1 of P having a good section with self-intersection −1.
Proof. Suppose the polynomial P (x, y) is monic in y and series ϕ ∈ Π,
is a horizontal series of P with deg p ϕ = 1. By Proposition 2.1 we have i ϕ = 1. Associating to the series ϕ we consider the one-parameter family Υ ξ , ξ ∈ C, consisting of branch curves given by their Newton-Puiseux expansions defined on the chart (y, z) of P 2 :
Since i ϕ = 1, i.e. gcd({m ϕ } ∪ {k : c k = 0}) = 1 by the definition in $ 2.1, these Newton-Puiseux expansions have the same essential terms and such essential terms belong to the first common summation
We will use this fact to construct a regular extension of P having a good section. First, we can make the standard resolution ψ 1 : X 1 −→ P 2 of the singularity of the irreducible branch Υ 0 . This sequence ψ 1 of blowing ups is also the standard resolution of each branch in the family Υ ξ . Denote by C 1 the exception curve appearing in the last blowing up. Then, the proper pre-images of such branches intersect transversally the curve C 1 at the same point. In result we obtain a compactification divisor D 1 := X 1 − C 2 the last chain in whose dual graph is of the forms (a) and (b) below( see in [6] for details). * Υ Examining in detail by a way analogous to those done to determine multiplicity sequence of irreducible curves in [6] , Chapter III, $ 8.4, we can see that along the process of blowing ups the expansions of the proper pre-image of Υ ξ are of the form
where the numbers a M , b K , A, B ∈ C * , K, M,K,M ∈ N ∪ {0} and a i , b j ∈ C are independent of ξ. The integers K and M decrease by the rule of chain of some Euclidean algorithms associated to the first summation nϕ−1 k=0 c k τ k . The integer numbersK andM are positive and do not change when we blow-up. But, the number min{K;M } must decreases strictly when we move the center of blowing-ups, i.e. when each Euclidean algorithm finishes with min{K, M } = 0. So, at the end, if we look in a coordinate (u, v) with C 1 = {u = 0}, then the branches Υ 1 ξ have expansions of the form
Thus, in both the cases to separate the smooth branches Υ 1 ξ we can make a sequence of blow-ups ψ 2 : X 2 −→ X 1 , that like as those for resolving the singularity of the branch Υ Note that C 2 is the new exception curve appearing in the last blowing up. So, C 2 has the self-intersection −1. Further, at the intersection points (0, B 2 ξ) between C 2 and Υ 2 ξ the obtained extension morphism p 2 :
Hence, C 2 is a horizontal component of p 2 . The extension p 2 may has some indeterminacy points in D 2 . But, all such indeterminacy points do not belong to C 2 . Now, we can resolve all remained indeterminacy points in D 2 − C 2 by a sequence of blow-ups ψ 3 : X −→ X 2 . At the end we get a compactification Ψ :
2 and a regular extension p : X −→ P 1 of P in which the proper pre-image S := ψ * 3 (C 2 ) of C 2 is an horizontal component of p, the self-intersection of S is −1 and S is an end of the dual graph of D := X −C 2 . The linear subgraph contaning S looks like as in Figure ( 
ξ (τ ) = B 3 ξ + higher terms in τ. Next, we will show the restriction to S of p is of degree 1. Let us define a meromorphic map Φ :
Note that the pullback Ψ * of Ψ gives a biholomorphism from C 2 to X − D. So, we have p • Ψ * = P as p is a regular extension of P . Consider the composition Θ := Ψ * • Φ :
Therefore, from (**) it follows that in the fixed coordinate (u, v) in above for each ξ ∈ C Θ(τ, ξ) = (a (3,1) τ + · · · + a (3,M3) τM 3 + A 3 ξτ 1+M3 + higher terms in τ, B 3 ξ + higher terms in τ ).
Then, we can extend Θ over C × C by putting Θ(0, ξ) := (0, B 3 ξ). In result, we get a holomorphic map Θ : C × C −→ X, which maps the line ℓ := {0} × C one-to-one to the component S ⊂ D and for which Θ = Ψ * • Φ. Now, by assumption that ϕ is a horizontal series of P we can define a function
Then, P ϕ is a polynomial of (τ, ξ) and P ϕ |ℓ = p ϕ . Further, deg P ϕ |ℓ = 1, since deg p ϕ = 1. By definitions of the maps P ϕ , Θ and Φ in above we have
. This follows that p • Θ = P ϕ and hence p |S • Θ |ℓ = P ϕ |ℓ . As the restrictions Θ |ℓ and P ϕ |ℓ are injective, the restriction p |S is also injective. Hence, we get deg p |S = 1.
Thus, the component S is a good section of the obtained regular extension p : X −→ P 1 of P . The proof is completed.
Lemma on specified trivialization
Let p : X −→ P 1 be a regular extension of a rational polynomial P in a compactification X of C 2 . Then, the generic fiber of p is a rational irreducible curve and every reducible fiber of p is a connected curve composed of some rational irreducible curves. The curves C λ := p −1 (λ), λ ∈ P 1 , form a pencil of rational curves without base points. We begin with the following well-known classic result on the trivialization of rational polynomials. In fact, for a morphism p : X −→ P 1 with rational fibres each reducible fiber C λ , C λ = n i C i , n i > 0, is a connected curve composed of some rational irreducible curves C i , C i .C λ = 0 and every irreducible component C i has negative self-intersection. As C λ .C λ = 0 and the vitual genus π(C λ ) = 0, by the adjunction formula one can see that C λ has at least one component C i such that K.C i < 0, where K is the canonical divisor of X. Then, again by the adjunction formula one can get C i .C i = −1. Thus, every reducible fiber C λ of p always has at least one divisor of self-intersection −1. This allows us to contract by blowing-downs every reducible fiber of p to an irreducible one and to get a locally trivial fibrationp : B −→ P 1 with fiber isomorphic to P 1 , which is a trivialization of p. The obtained rational ruled surface B is a bundle S N := P(H N ⊕ C P 1 ) over P 1 for some N ∈ N, where H is the hyperplane bundle on P 1 -fiber ofp (see [8] Charter 4). Note that S N is the unique P 1 -bundle over P 1 having an irreducible curve of self-intersection −N .
In the following lemma we will construct a specified trivialization for rational polynomial under an additional condition. Lemma 3.2. (Lemma on specified trivialization) Suppose p : X −→ P 1 is a regular extension of a rational polynomial P . Let λ 1 , λ 2 , · · · , λ n ∈ P 1 be a distinct values and Γ i , i = 1, 2, · · · , n, be an irreducible component of multiplity 1 of the divisor p −1 (λ i ). Then, there is a composition of finite number of blowingdowns ψ : X −→ B and a locally trivial fibration with
Proof. We begin with the observation from Theorem 3.2 that every fiber of p is a blow-up version of the line P 1 , and hence, is a normal crossing divisor of smooth rational curves. Let C λ = K i=1 n i C i be a reducible fiber of p having a component C k with C k .C k = −1. Once we blow-down a divisor C k the fibres of the induced morphism p again are rational curves, and the blowing-down mapping ϕ : X −→ X maps C λ onto the fiber C λ of p and maps each divisor
With the above observations to prove the lemma it is sufficient to show that for each fiber C λi either 1. C λi is irreducible, or
In the second case, we can blow-down the divisor D i . Then, by induction we can construct a sequence of finite number of blowing-downs ψ : X −→ S and a locally trivial fibration with P 1 -fiberp : S −→ P 1 such that p =p•ψ and ψ(Γ i ) = p −1 (λ i ). Thus, the proof will be completed by the following observation:
Consider this situation. If there is a C j , j = 1, with n j > 1 and C j .C j = −1, we are done. So, we can assume that there is not such divisor C j . We need to show that (**): If C λ has not a divisor C i such that C i .C i = −1 and n i > 1, then C λ has at least two divisors C i with C i .C i = −1.
Observe, as introduced in above, C λ always has a divisor of self-intersection −1, say C j . By the above assumption, n j = 1. Let K be the canonical divisor of X. Since π(C j ) = 0, by the adjunction formula we have
This follows that K.C j = −1. Next, since C λ .C λ = 0 and π(C λ ) = 0, again by the adjunction formula
we have K.C λ = −2. Hence,
as in above n j = 1 and K.C j = −1. So, there is an other divisor C l , l = j, such that K.C l < 0. But, once C l .C l < 0, again by the adjunction formula
we have that K.C l = C l .C l = −1. This proves (**). So, we get (*) and the lemma is proved.
Lemma on rational polynomial having a good section
Suppose S is a good section of p. Then, S intersects a unique irreducible component among the remained irreducible components of D and the set S * of all smooth points of D lying in S is isomorphic to C. Geometrically, if S is a good section of p, then every fiber p = c, c ∈ C, has a unique irreducible branch curve located at a point in S * and this branch is an irreducible branch at infinity of the affine curve P = c. Once P is a rational polynomial, every rational curve P = c has a unique irreducible component intersecting good section S at a unique intersection point. This fact allows us to use Lemma on specified trivialization (Lemma 3.2) to construct a suitable trivialization of p. Lemma 3.3. Suppose P : C 2 −→ C is a rational polynomial and p : X −→ P 1 is a regular extension of P . If p has a good section, then P is a simple polynomial.
Proof. As usual, by a horizontal component of P we mean an irreducible component of D := X − C 2 to which the restriction of p is not a constant mapping, i.e . Let S be a given good section of p. By definition p |S is of degree 1. We need to verify that for every horizontal component D of P , D = S, the restriction p |D of p on D is of degree 1.
For each λ ∈ P 1 let us denote C λ the fiber p = λ and c λ the closure in X of the fiber P = λ.
First, let {λ i : i = 1, 2, · · · , K} is the collection of all values λ ∈ C so that the fiber P = λ is reduced. Since S is an end in the dual graph of D and the restriction p |S is of degree 1, S intersects each C λi at a unique point and this intersection point lies in a unique irreducible component of c λi , say Γ i . Since P is primitive and Γ i is a component of c λi , Γ i is a component with multiplity 1 of C λi .
Denote by Γ ∞ a unique irreducible component of C ∞ that intersects the good section S. Note that C ∞ ⊂ D, the dual graph of D is a tree and S is an end. Hence, such a component Γ ∞ is unique. Writing C ∞ = j n j C i + nΓ ∞ we can see
Then, since S.C ∞ = S.D = 1, we have n = 1, i.e. Γ ∞ is a component with multiplity 1 of C ∞ . Now, we can use Lemma 3.2 to construct a specified trivialization of p corresponding to Γ ∞ and the marked components Γ i ⊂ C λi , i = 1, 2, . . . , K. Let ϕ : X −→ B and the P 1 -fibrationp : B −→ P 1 be such a trivialization structure. The essential property in this trivialization is that the morphism ϕ keeps all components Γ i , i = ∞, 1, 2..., K and blow-downs all remained components in the reducible fibres of p. Since the section S intersects the reducible fibres of p only on the components Γ i , the morphism ϕ does not change the self-intersection of S, i.e.
( * ) S.S = ϕ(S).ϕ(S).
Following [8] , the rational ruled surface B is a bundle S N := P(H N ⊕ C P 1 ) over P 1 for some N ∈ N, where H is the hyperplane bundle on P 1 -fiber ofp. Let E 0 be the zero section of S N , i.e. the image of the section (0, 1) of H N ⊕ C P 1 . Let σ be a section of H N . Away from the zeros of σ, the section (σ, 1) gives a curve in S N . Let E ∞ be the closure of this curve. The curve E ∞ has self-intersection −N and is the unique irreducible curve in S N having negative self-intersection. We claim that ϕ(S) is just the curve E ∞ , ϕ(S) = E ∞ . In fact, by the assumption S.S < 0 and by (*) we have 0 > S.S = ϕ(S).ϕ(S), i.e. ϕ(S) is just the irreducible curve of negative self-intersection.
Next, let D ⊂ D be a horizontal components of P , D = S. We have to show that p |D is of degree 1. Since the maps p |D andp |ϕ(H) have the same degree, we need to show only that the restrictionp |ϕ(D) is of degree 1. To do it, we regard X as a blow-up version of S N and ϕ as a sequence of blow-ups beginning from S N . If the curve ϕ(D) intersects ϕ(S), then we have to break cycle joining ϕ(S) and ϕ(D) by blow-ups at the intersection points of ϕ(S) and ϕ(D) as well as of their proper transforms. The number of such blow-ups we have to make is at least no less than the number of intersection points ϕ(S) ∩ ϕ(D). Therefore, it must be that S.S < ϕ(S).ϕ(S) that is impossible by (*). So, the curve ϕ(D) cannot intersects ϕ(S), So, ϕ(D) = E 0 as D is irreducible. Therefore, ϕ(D).C = E 0 .C = 1. This implies thatp |ϕ(D) is of degree 1. Hence, p |D is of degree 1. Thus, the restrictions of p on each horizontal component of P have degree 1, and hence, P is a simple polynomial.
Proof of Theorem 3.1
Proof of Theorem 3.1 Suppose P (x, y) is a rational polynomial monic in y and P has a horizontal series ϕ(x, ξ) with deg p ϕ = 1. Then, in view of Lemma 3.1, P has a regular extension with a good section. Hence, by Lemma 3.3 P is a simple polynomial.
Proof of Main Theorem
Proof of Theorem 1.1. Suppose F = (P, Q) is a Keller map and P is a rational polynomial. By Proposition 2.1, Proposition 2.2 and Theorem 2.1 the polynomial P must has a horizontal series ϕ such that ϕ is a polar series of F , deg p ϕ = 1 and i ϕ = 1. So, by Theorem 3.1 P is a simple polynomial. Therefore, by Theorem 2.4 the Keller map F = (P, Q) must has inverse.
