Network monitoring and analysis of consumption behavior are important aspects for network operators. The information obtained about consumption trends allows to offer new data plans aimed at specific users and obtain an adequate perspective of the network. Over The Top applications are known by their large consumption of network resources. Service degradation is a common mechanism that applies limits to the amount of information that can be transferred and it is usually applied in a generalized way, affecting the performance of applications consumed by users while leaving aside their behavior and preferences. With this in mind, a proposal of personalizing service degradation policies applied to users has been considered through data mining and traditional machine learning. However, such approach is incapable of considering the swift changes a user can present in their consumption behavior over time. In order to observe which approach is capable of a continuous model adaptation while maintaining their usefulness over time, this paper introduces a performance comparison of traditional and incremental machine learning algorithms applied to information about users' Over The Top consumption behavior. Two datasets are implemented for the tests: the first one is built through a real network experiment holding 1,581 instances, and the second one holds 150,000 instances generated in a synthetic way. After analyzing the obtained results, the best algorithm from the traditional approach was a Support Vector Machine while the best classifier from the incremental approach was an ensemble method composed by Oza Bagging and the K-Nearest Neighbor algorithm.
I. INTRODUCTION
Over-the-top (OTT) media and communications services and applications are shifting the Internet consumption by increasing the traffic generation over the different available networks. OTT refers to applications that deliver audio, video, and other media over the Internet by leveraging the infrastructure deployed by network operators but without their involvement in the control or distribution of the content [1] . Furthermore, OTT applications are known by their large consumption of network resources in order to offer their The associate editor coordinating the review of this manuscript and approving it for publication was Simone Bianco . different functionalities, so in the mobile networks scope, where traditional operators offer users data plans with a limited consumption, service degradation is a common mechanism implemented in order to apply limits to the amount of information that can be transferred by the users over a period of time [2] - [4] . This mechanism is usually applied when a user exceeds his/her established consumption limit, in order to save resources and ensure the correct performance of the network. Nevertheless, this degradation is applied in a generalized way, i.e., it affects the performance of all the applications that the user can use. Therefore, the behavior and preferences presented by the user in the consumption of OTT applications are not considered and furthermore it is a VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ breach of the service level agreements that the ISP (Internet Service Provider) could have established with certain OTT service providers. Network monitoring and analysis of consumption behavior represents an important aspect for network operators since it allows to obtain vital information about consumption trends in order to offer new data plans aimed at specific users, obtain an adequate vision perspective of the information exchanged inside the network [5] , detect potential threats, maintain the quality of the service, and prevent the collapse of networks, among other functionalities. With this in mind, a proposal of personalizing service degradation policies applied to users once their data plan consumption limit is exceeded has been considered by implementing data mining methodologies and traditional machine learning algorithms [6] . Using a testbed implemented to build a dataset that separates 1,581 user profiles into three groups (Low Consumption, Medium Consumption and High Consumption), a classification model capable of classifying users into one of the three identified groups was built through traditional machine learning algorithms. Once the user is classified in one of the groups, a set of personalized policies are proposed for each group following the PCC (Policy and Charging Control) architecture of a LTE network [7] . However, considering the volatile market and fast changes that OTT applications present, such approach which is built in a static manner using traditional machine learning algorithms, is not capable of considering the swift changes of the Internet and, as a consequence, the changes that a user can present in their consumption behavior over time. Therefore, there is still a need, depending on the data, for dynamically adjusting the classification in order to maintain the usefulness of the classification model over time. One way to tackle such need is through the implementation of an incremental learning approach since this kind of algorithms are capable of a continuous model adaptation when facing new data, maintaining their usefulness over time [8] . The use of incremental machine learning algorithms to deal with changes that users may present in their OTT consumption behavior over time, represents an important advantage for network operators not only on network resource administration but in business models as well, since the knowledge of the OTT consumption trends that users have represent an opportunity to glimpse new market strategies and adapt their service offers to the user's needs.
Considering the previous statements, this paper introduces a comparison in terms of performance of traditional and incremental machine learning algorithms applied to a dataset holding information about users' OTT consumption behavior profiles. Section 2 presents the related works found through a literature review following a systematic mapping methodology [9] ; Section 3 presents the current architecture implemented to obtain the dataset and a set of personalized service degradation policies using a traditional supervised learning approach; Section 4 presents a detailed description of the dataset structure implemented for the training and testing of the algorithms; Section 5 introduces the synthetic data generator developed to create the data streams and the proposed test scenarios; Section 6 illustrates and analyzes the obtained results from the test scenarios; and Section 7 shows the conclusions and future works.
II. RELATED WORKS
This proposal is supported by the concept of KDN (Knowledge Defined Networking) defined by Mestres et al. [10] , where the application of Artificial Intelligence (AI) techniques to control and operate networks is considered due to the continuous technological advances. Another fundamental concept is incremental learning, that refers to machine learning methods with the ability of continuous model adaptation based on a constantly arriving data stream, usually present whenever systems need to act autonomously (e.g., autonomous robotics or driving) [8] , [11] . With this in mind, the current state of the art will be presented after implementing a systematic mapping of academic documents, based on the methodology presented in [9] , to provide an overview of the research area and determine the amount and type of related works.
The selected topics of interest were: Service degradation, with the objective of identifying how this resource control mechanism is managed in the networks by Internet Service Providers (ISP); Quality of Service (QoS), focusing on identifying the parameters closely related to the service degradation; OTT services, in order to know how this topic has been developed in the research field highlighting the fact that it is a very recent investigation area; Categorization of users in a mobile network, in order to know how operators manage users inside the network; Traffic classification, focusing on identifying which techniques are used for this process and specially in identifying how incremental learning has been implemented within the network traffic classification scope.
Following the systematic mapping methodology the following related works are highlighted: In [12] , Agababov et al. presents a proxy service for HTTP connections, that aims at extending the life time of users' data plans in mobile networks, reducing the size of the packages exchanged between the servers and user equipment; Flywheel integrates with the Google Chrome browser and on average reduces by 50% the consumption in the data plans generated by browsing and loading of web pages. In [2] and [3] , Chetty et al. presented results from a qualitative study of households living with bandwidth caps and the design and implementation of a tool, called ''uCap'', to help home users manage Internet data. In the white paper [4] , the US Company Ixia presents an analysis of the QoS policies (dynamic allocation of network resources, priority control, limitation of traffic rates) that are usually implemented in a LTE (Long Term Evolution) mobile network; furthermore, they present the QoS parameters that significantly affect the performance of the different services offered in the network (video, voice, gaming, internet, etc.) and highlight the importance of categorizing users for a mobile operator in order to efficiently manage network resources. In [13] , Yang et al. present an analysis of the behavior of users in the consumption of mobile internet within a 3G network; through the analysis, they propose three types of characterization for the users: Consumption of the data plan, which focuses on the rate of consumption generated by the user and classifies them into two profiles: normal user and heavy user; Mobility pattern, where they focus on identifying the movement patterns of users within the network; and Application consumption, that focuses on what type of applications are mostly used through the mobile internet link. In [14] , G. Sun et al. present a preliminary proposal of an incremental Support Vector Machine (SVM) method that is applied to address two issues of current SVM's: the inability to support continuous learning and the fact that this kind of algorithm has high requirements on both memory and CPU; experimental results show that the incremental Support Vector Machine method decreases the training time, while still sustains the high accuracy of traffic classification. In [15] , considering that, in order to classify network traffic in today's dynamic environment, data stream mining algorithms have been introduced to overcome the shortcoming of conventional data mining algorithms, H. R. Loo et al. presented an online classification method which is aimed for online network traffic classification, by applying an incremental k-means where the classification model can learn from unlabeled and labeled data becoming an incremental semi-supervised learning approach. In [16] , having in mind that classification accuracy of supervised approaches is significantly affected if the size of the training set is small, and that a model built using a static training set will not be able to adapt to the nonstatic nature of Internet traffic, Divakaran et al. developed the concept of ''self-learning'' to deal with these two challenges; specifically, this paper designs and develops a new classifier called Self-Learning Intelligent Classifier (SLIC); SLIC starts with a small number of training instances, selflearns and rebuilds the classification model dynamically, with the aim of achieving high accuracy in classifying non-static traffic flows.
Considering that this paper is focused on incremental learning and its application to network traffic classification, Figure 1 illustrates the map of 39 papers obtained through the systematic mapping methodology [9] which are distributed through different categories. The vertical axis shows the different research contexts defined for the state of the art investigation, while the horizontal axis presents the research types defined by the systematic mapping methodology. From this map it is possible to remark: there are no works that apply incremental learning in service degradation; most of discarded papers are related to traffic mobility and object and people recognition; there are 8 papers that apply incremental learning to network traffic classification [14] - [21] ; there are no papers that describe and share new datasets; and finally there are 2 papers [22] , [23] related to service degradation that provide an analysis of the consequences provoked by the application of this resource control mechanism.
After analyzing the previous related works it is important to mention the following conclusions: until now, to the best of our knowledge, there have not been papers proposed by other authors that consider a similar approach to the one presented in this paper; in general, the works that are related to service degradation look for ways that avoid having to implement this mechanism on the user and do not consider a dynamic personalization scheme based on the user's consumption behavior; most of the works related to OTT services focus on the study of business models to favor the ISPs and mobile operators when applying this type of strategy without considering studies on consumption trends and user categorization; although there are works that consider the implementation of both traditional machine learning (supervised and unsupervised learning) and incremental learning in the context of traffic classification, none of those works have considered to leverage such tools to perform an analysis in the user's OTT consumption behavior nor the development of a dynamic classification model for the application of personalized service degradation policies.
III. CURRENT ARCHITECTURE
This section presents the architecture that was implemented in order to gather and preprocess the data that was captured inside the campus of Universidad del Cauca (Unicauca) in order to analyze the OTT consumption behavior presented by the users of the network. It is important to mention that, by following the KDN concept [10] , the architecture aims at including a knowledge plane to the network by gathering information relevant to the OTT consumption behavior of users and help the network administrators in the definition process of the personalized service degradation policies. Figure 2 presents the implemented architecture; the previous work performed for the policies definition can be found in [6] . Figure 2 presents the following components:
• Application Plane: comprehends the users that consume the OTT applications within the Unicauca network through different kinds of devices including smartphones, laptops, among others.
• Data & Control Plane: comprehends all the network devices, its topology, the exchanged data and the current functional configuration that is set up by the network administrator. • Knowledge Plane: represents the elements that deliver valuable knowledge and insight about the network to the network administrator, aiming at helping in the definition of personalized service degradation policies. The main elements are: Capture Server, that was set up within one of the network cores of the Unicauca network in order to capture the traffic containing the information related to the OTT consumption behavior presented by the users; such information was captured using Wireshark, during 6 days in 2017, performing capture sessions of 30 minutes. Data Cleaning & Preprocessing, where the raw data, captured in pcap files with Wireshark, are processed, analyzed and cleaned following the CRISP-DM methodology [24] and the conceptual framework for data quality proposed by Corrales et al. [25] , in order to obtain a summary and insight about the users' OTT consumption behavior; specifically, the software tools implemented to carry out the data preprocessing were CICFlowmeter [26] , ntopng [27] , R programming language and Weka [28] ; a further explanation of this process can be consulted in [6] . Users' Consumption Profiles dataset, that holds the OTT consumption behavior of 1,581 users within the network; a deeper explanation of this dataset will be given in the next section. Finally, Static and dynamic classification models, which are machine learning algorithms used for the classification of users into their corresponding consumption profile; this element allows to identify which users present a specific consumption profile so the network administrator can define the personalized service degradation policies for each consumption group; it is important to mention that this paper has as its main objective the performance comparison of both traditional and incremental approaches when classifying the users' consumption behavior.
• Management Plane: comprehends all the decisions that the network administrator can make in order to define the service degradation policies. As can be observed, after analyzing the users' behavior, three consumption profiles (high, medium and low consumption) were identified. Therefore, the network administrator can define different service degradation policies while being supported by the knowledge plane in the decision making process.
IV. DATASET DESCRIPTION
The dataset presented in this paper is a subsequent result (third version) of the preprocessing performed on its first two versions that are described in [6] and are available for download in [29] Each application has 4 different types of attributes (quantity of generated flows, mean duration of the flows, average size of the packets exchanged on the flows and the mean bytes per second on the flows). These attributes summarize the interaction that the user had with the respective OTT application in terms of consumption. Furthermore, the dataset contains the user's IP address in network and decimal format which are used as user identifiers. Finally, the User Group attribute represents the objective class in which a user is classified considering his/her OTT consumption behavior; there are 643 users for the high consumption profile, 475 users for the medium consumption profile and 463 users for the low consumption profile [6] ; when analyzing the classes distribution it can be observed that although mostly all the users access the same applications, they vary in the intensity of their consumption; the high consumption users consume the higher number of applications (focused specially on 14 applications): Amazon, Apple, Browsing, Dropbox, Facebook, Gmail, Google, MSN, Skype, Twitter, Whatsapp, Wikipedia, Yahoo and YouTube; the medium consumption users mostly consume the following 13 applications: Amazon, Apple, Browsing, Dropbox, Ebay, Facebook, Gmail, Google, MSN, Skype, Twitter, Yahoo, YouTube; finally the low consumption users exhibit the behavior with the least consumption intensity in time and quantity of applications, consuming mostly 5 applications: Amazon, Browsing, Facebook, Google and YouTube. All of this information gives a total of 131 attributes. Table 1 describes each attribute in detail.
V. EXPERIMENT DESIGN
With the aim of comparing traditional and incremental machine learning algorithms applied to the dataset previously described, which holds information about the user's OTT consumption behavior, two steps were done, explained in the following subsections: first, a synthetic data generator was developed for generating multiple streams of data needed to test and train the incremental learning algorithms, and second, three test scenarios where defined for comparing in terms of performance 3 traditional machine learning algorithms and 9 incremental learning algorithms.
A. SYNTHETIC DATA GENERATOR
This subsection presents the synthetic data generator that was developed in order to generate the multiple data streams needed for the tests. This considers that incremental learning refers to online learning strategies and such approach works differently from the traditional batch mode for the inference of the classification model, where all the instances are stored up to a specific time step in memory; rather, incremental learning has to rely on a compact representation of the already observed signals, such as an efficient statistics of the data, an alternative compact memory model, or an implicit data representation in terms of the model parameters itself. At the same time, it has to provide accurate results for all relevant settings, despite its limited memory resources [8] .
Besides, by analyzing the dataset previously presented, it is clear that the number of instances stored (1,581 instances) are not sufficient to perform incremental learning tests. Additionally, the process needed to be carried out in order to generate more instances from raw data of IP flows would require an important effort in terms of time, aiming at capturing enough data. Therefore, the development of a synthetic data generator of users' OTT consumption profiles based on the statistical distribution obtained on the current dataset is the most adequate option. With this in mind, by assuming that all the attributes in the dataset were mutually independent and by leveraging the features of the R programming language, specifically the ''fitdist'' function [31] that enables to fit univariate theoretical distributions (normal distribution, beta distribution, gamma distribution, etc.) to non-censored data using different estimation methods, it was possible to infer a statistical distribution for each attribute in order to generate new data that presented the same statistical behavior observed on the original dataset.
The first step in order to perform the statistical estimation was to separate all the instances from each objective class (high, medium and low consumption) since the statistical estimation had to analyzed the distribution of all the attributes on each type of consumption profile individually. After separating the instances of each class it was decided that the estimation should be performed on 130 attributes (removing the objective class). Each attribute distribution was analyzed through a Cullen and Frey graph where the kurtosis and square of the skewness [32] of the data distribution are compared to the same measures of different known theoretical distributions (normal distribution, gamma distribution, etc.) in order to determine which distribution fits best to the behavior of the data. As an example of the process, Figure 3 illustrates the Cullen and Frey graph obtained for the attribute Twitter.Flows of the instances classified as high consumption users; however it is important to mention that this process was carried out for all the 29 OTT applications stored on the dataset. The blue dot illustrates the intersection of the square of the skewness and the kurtosis obtained from the attribute data, and the different lines and areas represent a possible statistical distribution that fits the data. In this specific case the data can be fit into a beta or gamma distribution. Therefore, in order to decide which of these two distributions is the better fit, a one-sample Kolmogorov-Smirnov test [33] , [34] is performed obtaining two values: The first one is the maximum distance between the empirical CDF (Cumulative Distribution Function) obtained from the data and the theoretical CDF from the beta and gamma distributions in this specific case. The second one is the p-value, that allows to accept the null hypothesis (the data shows a distribution similar to a specific theoretical distribution) if it is higher than 0.05. As can be observed on Table 2 , by comparing the results obtained with the Kolmogorov-Smirnov test, the distribution that fits best to the data from the Twitter.Flows attribute is the beta distribution since the maximum distance between the CDF's is closer to zero and the p-value is higher than 0.05 and is higher than the p-value from the gamma distribution. Once the best theoretical distribution is identified, a comparison between the empirical and theoretical CDF's is performed, fitting the theoretical statistical distribution to the attribute data distribution using maximum likelihood estimation.
Such comparison is illustrated in Figure 4 Probability-Probability plot (P-P plot). The red line represents the behavior of the CDF from the beta distribution. It can be observed that this distribution is a good fit since the data exhibits a similar behavior. Afterwards, the variables that describe the distribution (α and β for this case since it is a beta distribution) are calculated and the synthetic data are generated for the attribute using the R programming language. This process is repeated for all the other attributes from the dataset creating 3 data generators, one per consumption profile (high, medium and low consumption).
Once the three data generators were finished, a synthetic dataset holding 150.000 instances (50.000 for each classhigh, medium and low consumption) was created and the instances were shuffled in order to proceed with the test scenarios described in the following subsection.
It is important to mention that the data generation process was satisfactory since it allows to obtain several data streams for further experimentation based on statistical distributions from the consumption behavior of real users inside a network; however, the data generators can be improved if the generation is performed without the assumption of statistical independence between attributes, since such assumption could provoke inconsistencies among the generated data.
B. TEST SCENARIOS
This subsection describes the three test scenarios that were defined in order to compare the performance of traditional machine learning algorithms with incremental learning algorithms. This considers that users can change their consumption behavior over time, that the market that involves the OTT applications is highly volatile and that, although the KDN paradigm [10] proposed the introduction of AI techniques such as machine learning to network management, it does not consider the need of machine learning models that maintain their usefulness over time. Furthermore, it is important to mention that, from all the algorithms presented in [6] , the best 3 traditional algorithms in terms of performance were selected for these tests. On the other hand, a set of 9 incremental learning algorithms were also selected for the test, trying to find a suitable classification model from this approach. Figure 5 illustrates the different test scenarios. In order to understand the experimental process, it is important to mention the following remarks:
• The traditional models were trained and tested using a percentage split [35] configuration on the first scenario. Therefore different subsets of the original dataset were used to train the models and the remaining subsets were used to test their performance (the training and testing datasets are different).
• From the second scenario onwards, only the performance of the best traditional model obtained from the first scenario was tested (i.e., no additional training phases were performed). Hence, the model received datasets apart from the one used in the training phase (the synthetic dataset), in order to be tested.
• The incremental models were tested using a prequential evaluation [36] or interleaved test-then-train configuration. Such evaluation is an alternative to the traditional holdout evaluation, inherited from batch setting problems. This method consists of using each sample to test the model, which means to make predictions, and then the same sample is used to train the model. This way the model is always tested on samples that it hasn't seen yet. The tests scenarios will be described as follows:
1) FIRST TEST SCENARIO
On this scenario, the aim was to identify if the incremental learning models were capable of obtaining a similar or better performance with a fewer quantity of instances on the training phase, by comparing them with the traditional models using the original dataset with 1,581 instances. The training phase of the models was carried out using different sizes of the dataset. Specifically, 10%, 15%, 20% and 50%. The traditional learning algorithms implemented were: Adaboost with J48 decision tree as base classifier, KNN with 30 neighbors (such number of neighbors was identified using a cross validation approach) and the SMO (Sequential Minimal Optimization) algorithm. All the tests performed for the traditional algorithms were performed using Weka. On the other hand, the incremental learning algorithms that were trained and tested are: Hoeffding tree, Naive Bayes, Adaptive Random Forest (ARF), Leverage Bagging using KNN with 8 neighbors as base classifier, Leverage Bagging using ARF as base classifier, Perceptron mask (neural network), Oza Bagging using KNN with 8 neighbors as base classifier, Oza bagging using a Hoeffding tree as base classifier, and KNN with 5 neighbors. The tests using the incremental learning algorithms were performed using Scikit Multiflow, a framework for learning from data streams and multi-output learning in Python [37] .
2) SECOND TEST SCENARIO
On this scenario, the aim was to compare the performance behavior of the best models of each approach, obtained from the first test scenario, with a subset of instances taken from the synthetic dataset. Such analysis was carried out by observing two aspects: first of all, if the best incremental model was able to maintain a good performance while adapting to the new data. Second, if the best traditional model was able to exhibit a good performance against the new data using only the knowledge obtained from the training of the first scenario. To perform these tests three subsets of 5,000, 10,000 and 15,000 instances were taken from the synthetic dataset and used individually to evaluate both models. Figure 5 illustrates the setting established for the second scenario.
3) THIRD TEST SCENARIO
On this last scenario, the aim was to observe how the best incremental learning model, obtained from the first scenario, would behave in terms of performance when receiving all of the instances from the synthetic dataset (150,000 instances) having a ''warm-up'' or pretrain with the different subsets from the second scenario. All of this in order to observe if the incremental model reaches a maximum point in terms of performance or when receiving a high number of instances its performance begins to be affected in a negative way. Figure 5 illustrates the proposed configuration for this scenario.
VI. RESULTS ANALYSIS
This section presents the results and analysis obtained on each of the test scenarios focusing on comparing the precision, recall, kappa statistic and confusion matrix (in certain cases) in order to determine which model achieves better performance.
A. RESULTS -FIRST SCENARIO
As was mentioned before, on this scenario the training was performed with different subsets taken from the original dataset, and a total of 12 algorithms were tested (3 traditional algorithms and 9 incremental algorithms). Figure 6 present the obtained results for the traditional and incremental models respectively, with a training phase using 10% and 15% of the original dataset. In general, all three traditional algorithms exhibit a good performance, with SMO being the best by a small difference. 2) TRAINING WITH 20% AND 50% Figure 7 present the obtained results for the traditional and incremental models respectively, with a training phase using 20% and 50% of the original dataset. After analyzing all the results obtained from the first scenario it can be observed that all the traditional algorithms (Boosting with J48, KNN with 30 neighbors and SMO) exhibit a good overall performance, highlighting the fact that SMO is the best with all the training subsets. On the other hand, the incremental algorithms present a more volatile behavior, where, unexpectedly, the Perceptron Mask shows the worst behavior on all cases and the KNN algorithm and the composition of Oza Bagging with KNN are the best incremental classifiers on all cases. Furthermore, it is important to mention that for this scenario, where the training and testing is done using the same dataset, as expected, the traditional models keep improving their performance when the training set has more instances, with the SMO algorithm having the best overall performance when the training set holds 50% of the instances. However, the Oza Bagging with KNN and the KNN algorithm also exhibit a really similar performance to the SMO algorithm on all the cases. Having this in mind, the model selected as the best classifier from the incremental learning approach on this scenario is the composition of Oza Bagging with KNN trained with the subset holding 10% instances from the original dataset, since the difference with the other cases is not significant in terms of performance and this case required less computational resources in order to be tested.
1) TRAINING WITH 10% AND 15%
It is important to mention that, for the time being, with the results observed on this first scenario it can be concluded that, while using the same dataset for training and testing, there is no major difference in terms of performance between some algorithms from both approaches. However, the incremental models hold an important advantage for a network operator considering that their training and testing is performed in a more efficient way than the traditional models (requiring less time and computational resources) [8] .
B. RESULTS -SECOND SCENARIO
As was presented in a previous section, this scenario aims at comparing the performance behavior of the best algorithms from each learning approach obtained on the first scenario, using subsets from the generated synthetic dataset. Figure 8 illustrates the obtained results and Table 3 and Table 4 shows the confusion matrix for both algorithms in the case tested with 15,000 instances. The following conclusions are stated:
• The incremental model (Oza Bagging with KNN) not only was able to maintain a good performance with new (synthetic) data, but shows a better performance with an important difference in all cases (more than 40% in all of the performance metrics). This is because the model is capable of analyzing the incoming data streams, keep learning on new data and adapt itself. • The traditional model (SMO) is able to identify only two classes out of the three that exists on the dataset. Such behavior can be happening considering that the differences between the users classified on the medium and high consumption profiles are very subtle and the knowledge acquired by the traditional model in the training phase is insufficient for the classification task. Therefore, since it is not learning anymore, it is incapable of separating these instances and ends up gathering them on a single group. This can be observed in the confusion matrix of the traditional model where most of the medium consumption instances are being classified as high consumption and most of the instances from the low consumption class are being classified as medium consumption.
• The traditional model (SMO) was not able to exhibit a good overall performance when facing the new (synthetic) data. This is because the new data has meaningful changes and the knowledge obtained by the traditional model in the training phases is not sufficient to properly process them. The synthetic data was generated using the same statistical distribution as in the real data used in the training phase, assuming statistical independence; however, this independence is not entirely true, and therefore this assumption introduced changes in the dataset that the traditional model was not able to handle with its current knowledge. It is worth mentioning that in order to obtain results with real data, it is still required to implement a dataset reflecting changes in the user's OTT consumption behavior over time. The previous statements allow us to conclude that, when we consider the volatility of the Internet and OTT applications, the incremental learning approach is a suitable option when dealing with possible changes that users may present in their OTT consumption behavior over time i.e., since the attributes that define the user consumption profile (Number of generated flows, time of consumption and required network resources) can present multiple changes on a time period, the incremental learning approach represents an important advantage for network administrators, since it overcomes the weakness that a traditional model presents about their incapability of adapting to new data without a new training process.
Furthermore, by having knowledge of the OTT consumption trends that users have, network operators can glimpse new strategies to offer a better and personalized quality of service.
C. RESULTS -THIRD SCENARIO
As previously stated, the aim for this scenario was to observe if the best incremental model reaches a maximum point in terms of performance or is affected in a negative manner, when receiving a high number of instances obtained from the synthetic dataset (150,000 instances). This is considered since an usual inconvenience of the adaptability of incremental learning models is that they might ''forget'' important information about the data [8] when adapting to incoming data streams, decreasing their performance in the classification. Figure 9 and Figure 10 illustrates the obtained results for this scenario. By analyzing the obtained results two conclusions are clear: first, the number of instances used as ''warm-up'' for the model are irrelevant since the performance is almost identical in all cases. Second, the incremental model maintains a good overall performance after being tested with 150,000 synthetic instances without showing any negative decline in the accuracy or kappa statistic.
Therefore, it is possible to conclude that the composition of Oza Bagging with KNN may be a suitable incremental learning approach when dealing with the possible changes that users may present in their OTT consumption behavior over time, without being affected by the quantity of data streams it can receive. This represents an important advantage to network administrators since the classification model maintains its utility over time, saving efforts and resources on its renovation process. Furthermore, the incremental approach surpasses the overall performance of traditional models when the training and testing datasets are different and shows a similar performance when the training and testing sets are the same.
VII. CONCLUSION AND FUTURE WORK
Having in mind the volatile market and fast changes that the Internet and specially the OTT applications exhibit, this paper presented a comparison in terms of performance of traditional and incremental machine learning algorithms with the aim of personalizing, in a dynamic way, the service degradation policies that network operators apply to users once their data plan consumption limit is exceeded. Such comparison was considered since a traditional classification model is not capable of considering the swift changes of the Internet and, as a consequence, the changes that a user can present in their OTT consumption behavior over time.
In order to perform the comparison, a subsequent version of the dataset presented in [6] holding information of the OTT consumption behavior from different users inside the campus of Universidad del Cauca was obtained. However, since the number of instances stored on the dataset were insufficient, a synthetic data generator, using R programming language and statistical analysis tools, was developed with the aim of generating numerous data streams needed for the testing of the incremental learning algorithms.
In order to compare both learning approaches three test scenarios were defined. From the first scenario it can be concluded that, while using the same dataset for training and testing, there is no major difference in terms of performance between some algorithms from both approaches. However, the incremental models hold an important advantage for a network operator considering that their training and testing is performed in a more efficient way than the traditional models (requiring less time and computational resources).
From the second scenario it can be concluded that the incremental learning models exhibit a better performance due to their capacity of adapting to the new incoming data, while the traditional models identified only two classes out of the three that exists on the dataset. This can be happening considering that the differences between the users classified on the medium and high consumption profiles are very subtle, since such differences lie especially on the quantity of flows generated per OTT application, and the knowledge acquired by the traditional model in the training phase is insufficient for the classification task. Hence it ends up gathering them on a single group, demonstrating that a traditional model is incapable of adapting to new data without a new training phase.
From the third scenario it can be concluded that the number of instances used as ''warm-up'' for the model are irrelevant since the performance is almost identical in all cases, and that the incremental model maintains a good overall performance without showing any negative decline. This represents an important advantage to network administrators since the classification model maintains its utility over time, saving efforts and resources on its renovation process.
The previous statements allows us to conclude that, when we consider the volatility of the Internet and OTT applications, the incremental learning approach may be a suitable option when dealing with the possible changes that users may present in their OTT consumption behavior over time, and this represents an important advantage for network administrators since such approach overcomes the weakness that a traditional model presents about their incapability of adapting to new data without a new training process. Furthermore, by having knowledge of the OTT consumption trends that users have, network operators can glimpse new strategies to offer a better and personalized quality of service.
As future works it is proposed to perform a comparison of both learning approaches using a new real dataset captured from users inside the campus of Universidad del Cauca. Also, the development of an application that enables the use of the best classification model to classify users according to their consumption behavior, and to perform the study and implementation of a mechanism that enables the enforcement of personalized service degradation policies inside the architecture of a real network. Finally, an exploration of developing a synthetic data generator that does not assume statistical independence between attributes, in order to obtain data that are closer to a real network scenario.
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