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Abstract
This paper addresses techniques of convex set estimation from support line measurements
and introduces the application of these methods to laser radar data. The algorithms developed
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utilize varying degrees of prior information. Quantitative assessments of their performance with
respect to various parameters are provided. As expected, prior information as to object shape
and orientation greatly improves performance. Interestingly, nearly the same performance is
obtained with and without using the prior information about object orientation, enabling us to
extract an estimate of orientation.
These convex set estimation techniques are applied to the problem of target reconstruction
from range-resolved and Doppler-resolved laser radar data. The resulting reconstructions pro-
vide size and shape estimates of the targets under observation. While such information can be
obtained by other means (e.g. from reconstructed images using tomography), the present meth-
ods yield this information more directly. Furthermore, estimates obtained using these methods
are more robust to noisy and/or sparse measurement data and are much more robust to data
suffering from registration errors. Finally, the present methods are used to improve tomographic
images in the presence of registration errors.
1. INTRODUCTION
In this paper, we develop techniques for estimating convex sets from support line measurements
and introduce the application of these methods to target reconstruction from resolved laser radar
measurements. A support line of a two-dimensional convex set refers to any line which just grazes
the boundary of the set, so that the set lies entirely in one of the halfplanes defined by the support
line. Clearly, a convex set is completely determined by its support lines at all orientations, and can
be obtained by simply intersecting the corresponding halfplanes. From a finite number of support
lines an approximation to the convex set may be obtained in the same manner. However, any
physical measurements giving rise to support lines are in general noisy, and simply intersecting the
halfplanes may not yield satisfactory results. Prince and Willsky [1, 2] formulated the problem of
estimating a convex set from noisy support line measurements and studied a variety of algorithms.
(Greschak [3], Stark and Peng [4], and others have done related work.)
Here, we introduce three new estimation algorithms which utilize varying degrees of prior infor-
mation. The first is simply an extension of an algorithm from [1, 2], which allows the measurements
to be spaced nonuniformly in angle. The reconstructed polygon has sides at the measurement an-
gles. The second algorithm allows the reconstruction angles to be specified independently of the
measurement angles. This corresponds to the incorporation of prior information concerning the
shape of the object, in that the reconstruction is the best N-gon with sides at fixed angles fitting
the measurements. The final algorithm is similar to the second algorithm except that rotation of
the constellation of reconstruction angles is allowed. Hence, this algorithm provides both an N-gon
reconstruction as well as an orientation estimate.
There are a number of applications in which support line information can be extracted from
physical measurements of an object. For example, in tomographic imaging the nonzero extent
of each transmission projection provides support information of the underlying mass distribution
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[1, 2]. Another possible application arises in tactile sensing, in which the support information can
be obtained by a robot jaw repeatedly grasping an object [1, 2]. In these applications, convex set
estimation algorithms can be used to provide reconstructions of the object, either independently
or in conjunction with other algorithms.
An application introduced and studied in this paper is that of target reconstruction from laser
radar data. Resolved laser radar measurements of a target provide information as to the extent of
the target in space. For example, a range-resolved measurement indicates where the target begins
in range along the radar line of sight (LOS). If a plane is drawn at this range perpendicular to the
line of sight, the target lies completely to one side of this plane and in fact is just grazed by this
plane. Range-resolved measurements from a number of aspects yield a set of support planes of the
target which could conceivably be used to obtain a three-dimensional estimate of the target. In this
paper, we restrict attention to the case in which all the aspects, i.e. LOS's, lie in a plane, so that
the problem is reduced to two dimensions. In a similar manner, Doppler-resolved measurements
of a spinning target contain support plane information, which reduces to support line information
under the restriction that all aspects lie in a plane.
The basic reconstruction procedure of this paper may be decomposed in the manner indicated by
Figure 1. In the first module, support line information is extracted from the laser radar data using
an estimation procedure developed by others [5, 6] for the location of knots in spline approximations.
The support line measurements obtained are in general noisy for various reasons. In the second
module, the convex set estimation techniques developed in this paper provide an estimate of the
target given these noisy support line measurements and prior knowledge as to target shape.
Section 2 provides the background, formulation, and basic approach to the estimation problem.
The three specific estimators are presented in Section 3, along with an assessment of their perfor-
mnance. In Section 4, we describe the laser radar data, the way in which the data contain support
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line information, and the technique used to extract this information. The reconstruction algorithms
are applied in Section 5 to range-resolved measurements and Doppler-resolved measurements ob-
tained through simulated, laboratory, and field measurements. Reconstructions obtained by using
the present methods are compared with reconstructed images produced by standard tomographic
methods [7]. Also, a a method is introduced whereby the tomographic reconstructions from unreg-
istered data may be greatly improved using our reconstruction algorithm as a preprocessor of the
data. Finally, in Section 6 our results are summarized and possible directions for further work are
suggested.
2. CONVEX SET ESTIMATION FROM SUPPORT LINE MEASUREMENTS
In this section we first discuss the ideas of support lines and support functions of convex sets.
Although the exact support values at all angles characterize a convex set, in many applications
only a finite number of noisy measurements are available. Accordingly, we formulate and discuss
the basic approach to the problem of estimating a convex set from such measurements.
2.1 Background and Definitions
Using a coordinate frame fixed with respect to the set, we define the support line of the set S
at angle 0O (denoted by Ls( 0o)) to be the line orthogonal to the vector w(Oo) = [cos 0O sin o]T that
'just grazes' the set (see Figure 2). The support value hs(0o) is defined as the maximum projection
onto w(0o) of all points in S:
hs(Oo) = sup sTw( 0O), (1)
sES
and its magnitude, Ihs(Go)l, is the minimum distance from LS(9o) to the origin. In fact, since
all points on Ls(Oo) have the same projection onto w(Go)-namely, the support value hs(0o)-the
support line may be expressed precisely as
5
Ls(6o) = {X E R21 Tw(Go) = hs(6o)}. (2)
From all of this, it follows that the set S lies in a particular one of the two halfplanes defined by
Ls(8o).
We will refer to hs(O) as the support function of the set S. This function is continuous and
periodic with period 27r. Sampling the support function at a finite number of angles O1, 2,... , OM
yields a support vector hs = [hs(61) hs(62) ... hs(OM)]T. Also, from Figure 2, it should be
apparent that support lines provide no information as to concavities in the set, so that support
lines at all orientations determine only the convex hull of the set. In fact, the support function of a
set uniquely determines the set iff the set is convex. For this reason, we restrict attention to convex
sets in subsequent discussion unless otherwise stated.
Note further that if the support function of a set is known for only a finite number of angles,
the set is not uniquely determined, since an entire equivalence class of sets shares the same support
vector. In this paper, the set that we associate with any given support vector is the polygonal set
bounded by the support lines, which is, of course, the largest set in the equivalence class.
Although every convex set has a support function defined on [0, 27r) that uniquely determines it,
not every function defined on this domain is the support function of some set. Naturally, the same is
true of support vectors. A number of necessary and sufficient conditions for a function to be a valid
support function have been developed [8, 9, 10, 11, 12]. In this paper, we will be using a version of
the following condition suitable for support vectors: A twice-differentiable function h(O) is a valid
support function iff h"(9) + h(O) > 0 (for example, see [11]). Roughly, the reasoning behind this
condition is that for convex objects, the curvature of the boundary is given by K(O) = h"(9) + h(O)
and may never be negative.
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The derivations of several of the results to be described in subsequent chapters are facilitated by
considering the support function of a set, rather than its support vector. In this continuous-angle
framework, support functions possess several useful properties which reduce in a natural way to
corresponding properties for support vectors. The set S1 consisting of a single point located on
the z-axis at (zo, 0) has support function hs, (0) = zo cos 8. Similarly, the set S 2 located at (0, yo)
has the support function hs, (8) = Yo sin 0. By the property of support functions hAmB = hA + hB
[9] where D denotes the Minkowski set sum defined by A E B = {a + bla E A,b E B}, we
have that the support function of a point (zo, yo) is given by h(8) = zo cose + yo sinG. Now,
by representing a polygon Sp as the convex hull of its vertices (zi, yi) and from the property
that [9] hcov(AuB) = max(hA, hB) we find that the support function of a polygon is given by
hsp (8) = max(zxi cos 8 + yi sin 8). For a polygon, the cusps of h(8) correspond to the sides of the
polygon, at which support is transferred from one vertex to another. Denoting Gi-1 and 8 i as the
angles of the faces which intersect to form the ith vertex, we may rewrite the support function of a
polygon as hs, (8) = xi cos 8 + yi sin 8 on [8i-l, 8i] to more clearly reveal the trigonometric spline
form that hsP (8) takes.
2.2 Formulation and Basic Approach
We model our support measurements Y1, Y2,..., YM at measurement angles 8 1, 02,..., OM as
consisting of the true support values of the set hi = h(8i) corrupted by noise. That is, yi = hi + ni
for i = 1, 2,.. ., M where the {ni} are samples from some noise distribution. We emphasize that
by noisy measurements we mean uncertainty in the support values and not in the measurement
angles. The measured support values yi constitute the elements of what we refer to as the measured
support vector y.
Due to the presence of the noise, the measurements {Yi} may not correspond to the set which
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gave rise to them and, in fact, may not correspond to any set. We adopt the approach introduced
in [1, 2] for estimating a convex set by finding the valid support vector h that is closest in some
sense to y. A natural choice is to minimize Euclidean distance in support vector space. This choice
results in an estimation problem for which there exist efficient computational algorithms.
As previously mentioned, there are many convex sets sharing the same (valid) estimated support
vector h. The particular convex set that we associate with h is the polygon bounded by the support
lines corresponding to h. Since we are more directly interested in minimizing some measure of
distance in object space, we evaluate the quality of our reconstructions by using a quantitative
measure of the error between the true object S and its reconstruction S. The measure of error we
use here is the area of their symmetric difference SAS = (s u S) \ (s n S).
The idea of choosing h as the valid support vector closest to y can be given a nice geometric
interpretation [1, 2]. Specifically, the set of valid M-dimensional support vectors forms a cone C
in R M , and the estimation procedure can be regarded as projecting the measurement vector y
onto C (see Figure 3b). To carry out this projection, a characterization of the support cone is
required. Prince and Willsky gave such a characterization by proving a necessary and sufficient
condition for a vector h to be a valid support vector in the case of uniformly spaced measurement
angles. Our estimators require an extension of this consistency condition to the case of angles
which are in general nonuniformly-spaced. This condition is a discrete version of the consistency
condition h"(0) + h(O) > 0 for twice-differentiable support functions. In fact, the discrete version
can be obtained by using the trigonometric spline form of support function of a polygon and
interpreting the derivatives in a distributional sense. The discrete condition can also be obtained
from a geometric approach as in Figure 3a. Given support lines Li- 1 and Li+l at Oi-I and 0i+l,
a third support line at Oi is consistent only if it lies to the left of the intersection point of Li- 1
and Li+1. Together with sufficiency as shown in [1, 2], this leads to the consistency condition for
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a triplet of support values at adjacent and in general nonuniformly-spaced angles, given by [13]:
hi- 1 sin(8i+l -- Oi) - hi sin(8i+l - Oi-1) + hi+1 sin(8i - 8i-1) > 0. (3)
Enforcing this inequality for all adjacent triplets yields a necessary and sufficient condition for a
vector to be a valid support vector. Namely,
Ch > 0 (4)
where
- sin(08 -O M) sin(8l - OM) o 0 sin(82 - 81)
sin(83 - 82) - sin(8 3 - 81) sin(82 - 81) 0 o
C = o0 sin(84 - 83) - sin(94 - 82) sin(6, - 82) 0 (5)
sin(6 M - 8 M1 ) 0 0 sin(l8 - 8M) - sin(l -- M-1 )
With such a consistency condition, we can formulate several estimation algorithms which are dis-
cussed in the next section.
3. ESTIMATION ALGORITHMS
The estimation algorithms that we present in the following three sections arise from increasingly
general formulations of the problem of obtaining polygonal shape estimates from noisy support
measurements. The most specific case was considered by Prince and Willsky [1, 2], in which a
polygon with faces at a fixed number of uniformly-spaced measurement angles is estimated. A
generalization of this algorithm results in relaxing the assumption of uniform spacing. A third
formulation consists of estimating a polygon with faces at a set of prespecified reconstruction
angles that are not necessarily the same as the set of of measurement angles. Both sets of angles are
9
nonuniformly-spaced, in general. Fourth, we might allow rotations of the prespecified constellation
of reconstruction angles in order to obtain joint orientation and shape estimates of objects. The
following subsections treat the three generalizations.
3.1 Reconstruction with sides at the measurement angles
In this problem, we have a finite set of noisy support measurements {Yx, Y2,..., YM} at angles
01 < 02 < ... < 8M. We wish to reconstruct a convex polygon, or equivalently the valid support
vector h, with sides at the measurement angles, that is closest to the measurement vector y. The
solution is obtained by solving
M
h = argminch>0 E(Yi - hi) 2 (6)
i=1
where C is given by (5). We refer to this estimator as EUA, an acronym for Nonuniform Angles, since
the present algorithm is an extension of one developed by Prince and Willsky for uniformly-spaced
angles. Since the cost function is quadratic and the constraints are linear, the solution to this
problem can be obtained using standard quadratic programming techniques [14, 15]. We note that
NUA, as well as the algorithms of the following subsections result in biased estimators (see Appendix
A).
To illustrate the behavior of NUA, we consider the following example. The original object used
in this example is an isosceles triangle with vertices at (2,0), (-0.25, 0), and (0.25, 0). We use
this triangle throughout the paper and refer to it as the 'standard triangle.' The data consist
of M = 24 uniformly-spaced noisy measurements (a = 0.25). Figures 4a,b depict the results in
both object space and support function space using the estimator NUA. Figure 4a shows the bold
outline of the true object (the standard triangle), the noisy support lines, and the shaded polygonal
reconstruction produced by NUA. Correspondingly, Figure 4b shows the support function h(8) of the
true object, the noisy support values (yi}, and the support function h(8) of the estimated object.
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The quantitative measure of reconstruction error that we use throughout the paper consists of the
area of the symmetric difference between the reconstructed object and the true object, normalized
by the area of the true object. This error is denoted by E, and for the present example has the
value E = 1.56.
3.2 Best N-gon fitting M measurements with fixed reconstruction angles
In this section, we exploit prior information as to the angles of the object's sides, in order to
obtain reconstructions of higher quality than those we expect to obtain using 11U1, which utilizes
no prior information. Specifically, we consider the problem of determining the N-sided polygon
with prespecified face angles that best fits a set of noisy support values at M measurement angles.
For example, one might wish to reconstruct the best equilateral triangle given a set of, say, twenty
noisy measurements of an object known a priori to be triangular.
In formulating this problem, we let {81 ,0 2 ,..-.,M}, {Y,Y2,...,YM}, and {(1, 02,. .. ,4N} de-
note the M measurement angles, the measured support values at these angles, and the N recon-
struction angles, respectively. Given these quantities, we wish to estimate an N-gon specified by
the consistent set of support values {hb(l ), h,(q2), ... , ho(vN)} at the specified N-gon face angles
which minimizes
M
J(ho,(l 1), h,(0 2 ), **.., h.(qN)) = (h>(oi) - yi)2 , (7)
i=1
where h(O6i) denotes the value at Oi of the support function hk(.) of our estimated N-gon (see (8)
and the associated explanation). Eq. (7) corresponds to finding a set of support values (i.e. finding
h,(cbi) for all i) at the reconstruction angles that minimizes the sum of the squared deviations
between the measured support values and the values of the piecewise sinusoidal support function
of the reconstructed polygon at the measurement angles.
Let qLj and OR, denote the reconstruction angles immediately to the left and right of the ith
measurement angle 0i, and let hLi and hRi denote the corresponding reconstructed support values.
Since the support function of a polygon is piecewise sinusoidal with cusps at the face angles, we
can obtain the entire support function from its values at the face angles by simply determining
the appropriate sinusoid in each interval. That is, the support function of the reconstructed object
evaluated at Oi is given by
sin(,Ri - Oi) sin(i - Li) h
h+(8;) = .hL; + -hR, (8)
sin(qRi - qLi) sin(qRi - qLi )
From (7) and (8), our problem is formulated as
h+(q$1)
h = argminch,>0(AhO - y)TAh4,, (9)
where y = l Y2 . yYM is the measurement vector, C is the consistency matrix of (5)
with the Oi's replaced by qi's, and A is an M x N matrix mapping the N support values at the
{qi} to the corresponding N-gon support values at the {Oi} using (8). The ith row of the matrix A,
corresponding to the i t h measurement, has two adjacent (modulo N) non-zero entries, sin(oRpi-0L)
and sin(R, -OLt i ) corresponding to the reconstruction angles qLi and ksRi on either side of Oi.
We refer to the estimator of (9) as BNGON. As before, since the cost function in (9) is quadratic
in the reconstructed support values and the consistency constraint is linear, the problem can be
solved by QP techniques. Incidentally, under certain conditions there may be nonunique solutions.
However, this is not the generic case, and we refer the reader to Appendix B and [13] for more
details.
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An example of BNGON, similar to that discussed in Section 3.1, is shown in Figure 4c,d. The
example consists of reconstructing the best triangle with reconstruction angles at 7.125 °, 82.875 °,
and 270 ° equal to those of the standard triangle, given M = 24 uniformly-spaced noisy (a = 0.25)
support measurements. The pictures in both object space and support function space are shown,
with the reconstructed object incurring an error of E = 0.17 with respect to the true object.
The BNGON reconstruction in the figure originates from the same set of measurements as the NUA
reconstruction in the same figure (i.e., the same noise realization was used), allowing comparison
of the two. Visually, it is clear that the prior information that the true object is a triangle with
known face angles allows BNGON to outperform NUA. This is also seen quantitatively by noting that
EBNGON = 0.17 while ENVI = 1.56. However, prior information as to the number of faces and the
face angles of the true object may not be known precisely, and in this case one would expect some
degradation in performance. Nevertheless, as we will see in Section 3.4, BNGON still outperforms
NUA even in the presence of a broad range of errors in the prior information. Furthermore, one
important source of errors leads to a natural generalization of the BNGON algorithm. Specifically,
while in many cases it may be reasonable to assume that one has prior information about number
of faces and their relative angles, one would typically not expect to have prior information on the
absolute orientation of the object. In the next subsection we describe a generalization of BNGON
that addresses this problem.
3.3 Best N-gon with fixed relative spacing of reconstruction angles
In this subsection, we assume somewhat less prior information than in BNGON by formulating
a problem in which the relative (rather than the absolute) angles of the object's sides are known.
Specifically, let {81, 02,..., OM} and {Y(81), Y(02),..., Y(OM)} denote the M measurement angles
and the measured support values at these angles, as before. However, unlike before, the recon-
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struction angles are given by (1{ + a, 0 2 + a,...,O N + a}, where {q1, 02, ..., N} are known
and a E [0, 27r) serves as an unknown offset parameter fixing the absolute locations of the re-
construction angles. Essentially, we wish to minimize the cost function in (9), with the excep-
tion that the estimator here is free to rotate the constellation of reconstruction angles in order
to achieve minimum cost in the estimate. That is, we wish to jointly estimate values of a and
({ho(l + a), ho(02 + a),..., hk(bN + a)} that minimize
M
J(,a, hk(ol + a), h.(q 2 + a),..., hb(,N + a)) = E(h(ei) - y(Oi)) 2 (10)
i=l
where ho(Gi), using (8), is given by
h,(i) = sin(qRi + a - 0i) h + sin(/i - L - a)h (11)
sin( R, - OL, ) sin(R - L, )
and the {hO(Oi + a)} are constrained to be a set of consistent support values.
Note that while the criterion (10) is quadratic in the values of hk at the reconstruction angles
01 + a,... , ON + a, it is certainly not quadratic in a (see (11)). Thus, the minimization of (11)
is not a simple quadratic programming problem. Nevertheless the structure of this criterion does
allow us to obtain a reasonably efficient QP-based optimization algorithm, which we refer to as
BNGONROT. Specifically, let Jh (a) denote the cost resulting from a best choice of support vector for
a fixed value of a:
Jh,(a) = min J(a, h0(l 1 + a), h0(02 + a),..., hk(OQN + a)) (12)
Note that solving (12) for any given value of a is simply a BNGON problem solved via a QP
computation as described previously. Note also that the minimization of (10) corresponds to
choosing a to minimize Jh,(a). Thus a brute force approach to minimizing (10) is to perfrom an
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exhaustive search over the values of Jh,(a), where each evaluation of this function involves a QP
computation. Our more efficient method involves a gradient-like search for the optimum value of
a. However, the nature of the problem is such that there are two important distinctions between
our algorithm and a standard gradient descent algorithm. First of all, note that
Jh,(a) = J(a, h;(l1 + a), h*;(* 2 + a),,h(N + a)) (13)
where h;(Oi + a), i = 1,..., N are the optimal values of the reconstructed support vector for the
given value of a. Thus,
dJh,(a) OJ N 9J h(i +a) (14)
da -- + o(+) O (14)
.i=, 0h~(i + ) Ha
The difficulty here is that computing the sensitivity of the optimal support values h;(Oi + a)
with respect to a is not easily obtained (since a QP optimization is involved). Thus, instead of
(14), we simply use
ot (a, h; ( 1l + a), h*(0 2 + a),..., h(N + )) = 2 Oh() (h() - y()) (15)(( ())=l ()
where h¢,(0i) is obtained from (11) with the hLi, hR, values corresponding to the h*(i + a), and
0hj(0j) _ cos(Ri + a - )h _ cos(i - Li - a)h (16)
Oa sin(_Ri - - Li) sin((R- - ,Li)
The second key point is that Jh,(a) is, in general, a highly nonconvex function of a (see [13]
for examples and discussion). Thus it is necessary to determine all of the local minima of Jh,(a)
and choose the one with lowest cost. Since a is a scalar, constrained to lie between 0° and 360 °,
we can do this in the following manner.
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We begin at a = 00 and solve the QP problem of (9). Using the estimated support values, we
compute (14) and perform a gradient ascent or descent step depending on whether its sign is positive
or negative, to obtain a new value of a. We are then committed to performing gradient ascent until
we reach the first maximum or gradient descent until we reach the first minimum. We then perform
the following steps repeatedly: (1) solve (9), (2) compute the gradient, and (3) perform a gradient
step. Once an appropriate convergence criterion has been met (as discussed below), indicating that
a local minimum or maximum has been found, we store this value of a. We then advance by some
small amount in a, and by solving (9) and computing the the gradient, determine whether our next
series of steps will consist of gradient ascent or descent steps. Performing steps (1)-(3) repeatedly,
we reach our next maximum or minimum. We continue this traversal of the interval [0°, 3600) until
we have located all maxima and minima, and then choose the global minimum &. Solving (9) with
a = & yields the solution to our problem.
The criterion for convergence is met when either of two conditions is satisfied. The first con-
dition is the usual termination rule for standard gradient ascent/descent. The need for a second
convergence condition is due to the inability of standard gradient ascent/descent algorithms (and
their convergence criteria) to deal with cusps (discontinuities in slope) that can occur in the cost
function Jh, (a) (see [13]). To deal with this, we halve the step size A of the gradient ascent/descent
every time the sign of the derivative changes (indicating that a maximum or minimum has been
crossed) provided that the magnitude of the derivative is sufficiently large (assuring that we are
near a discontinuity in slope rather than a smooth maximum or minimum). The second convergence
condition is met when A falls below some specified value.
Because the algorithm is based on standard gradient ascent/descent methods, modified to obtain
precise solutions near cusps, we expect that its limitations are similar to those associated with the
standard methods. Most important is the tradeoff of speed versus accuracy as determined primarily
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by the choice of A and the convergence criterion. For a given desired accuracy this algorithm is
generally much more efficient than the 'brute-force' approach of solving a QP problem at each of
many independently chosen values of a and choosing that value having lowest cost.
An example of a reconstruction produced by BNGONROT is shown in Figure 4e,f. The true object
and measurements are the same as before. The reconstruction forms an angle of a = 86.580 with
the positive x-axis. The error E equals 0.42. Not surprisingly, the reconstruction is qualitatively
and quantitatively far better than that corresponding to NUA (see Figure 4a,b). Moreover, it is not
much worse than the BNGON reconstruction (see Figure 4c,d), indicating that not much is sacrificed
in settling for a weaker prior, i.e., knowing relative rather than absolute reconstruction angles.
3.4 Performance assessment of the estimation algorithms
We have evaluated our algorithms by computing the average normalized symmetric difference
area E for a range of values of relevant parameters. In particular, this Monte Carlo analysis is
carried out versus measurement parameters and quality of the prior information.
In Figure 5a, we show a plot of E versus measurement noise level Oa for each of the three
algorithms, with M = 24 uniformly-spaced measurements of the standard triangle. While the error
for all three algorithms increases with a as expected, the performance of BNGONROT is much better
than that of NUA but only slightly worse than that of BNGON for relatively low noise levels. The
difference in performance between BNGON and BNGONROT becomes more pronounced near a = 0.17.
This threshold effect is exactly that characterizing standard nonlinear estimators, and is analyzed
below and in more detail in [13]. However, even with this increased degradation, BNGONROT's
performance is much better than that of NUA. Figure 5b shows a plot of E versus number of
measurements M for NUA and BNGON, with noisy (a = 0.25) measurements of the standard triangle.
Again, BNGON outperforms NUA, where both yield decreasing values of E with increasing M.
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The performance of BNGON and BIGONIROT is also dependent on the quality of the prior infor-
mation. For example, let us examine the sensitivity of BIGON. Specifically, we take M = 24 noisy
(oa = 0.25) measurements of the standard triangle. However, we reconstruct a triangle whose face
angles are not the same as those of the standard triangle. Errors in the reconstruction angles
considered are entire-configuration errors in which all face angles are rotated by the same amount,
and single-angle errors in which only the first reconstruction angle, originally at 7.125 °, is in error.
The angular error is denoted by a. Figure 5c depicts plots of error E versus a for the two types
of errors in the prior. A dashed line denoting the baseline performance level of IUA is included for
comparison. The figure indicates that for values of a less than 69 ° , entire-configuration errors are
less damaging than corresponding single-angle errors. Moreover, on noting the intersections of the
BNGON plots with the NUA baseline, we may conclude that for this particular noise level, one should
tolerate single-angle errors of up to z 17° and entire-configuration errors of up to ; 290 before
abandoning the BiGON algorithm and resorting to either BIGONROT or NUA.
Obviously, knowledge of the precise number of sides of the desired reconstruction is a very
powerful and, in some sense, unrealistic piece of prior information. Thus, it is of interest to see how
BNGON performance degrades as the number N of reconstruction angles is increased. To do this, we
again use 24 uniformly-spaced noisy (a = 0.25) measurements of the standard triangle. We start
with the correct triple of reconstruction angles at dl = 7.1250, q2 = 82.8750, and d3 = 2700 for
N = 3. For all values of N > 3, we choose ON such that it lies halfway between the most distant
adjacent pair of the previous N - 1 reconstruction angles. For each value of N, we solve the resulting
BNGOIN problem in a Monte Carlo fashion in order to generate a data point in Figure 5d. Through
this constructive process, a constellation of 24 more or less uniformly-spaced reconstruction angles
is built up. The performance of BJGON for the set of reconstruction angles constructed in this
manner is compared with the baseline performance of NUA, which uses the set of 24 uniformly-
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spaced measurement angles. From the plot, we may conclude that for a polygon of N sides, as
long as the N reconstruction angles are known, adding extraneous reconstruction angles degrades
performance but not to the extent that switching to NUA is better. This is particularly apparent
from the fact that BNIGON performs significantly better than IUA near N = 24, indicating that the
original three reconstruction angles that are not available to NUI are quite helpful to BIGON.
Finally, we investigate the performance of BNGONIROT in estimating the orientation parameter a.
In Appendix C, we analytically determine the Cramer-Rao lower bound [16] on the orientation error
variance as well as an approximate expression for the probability of obtaining anomalous orientation
estimates (the 'threshold phenomenon' mentioned previously). Together, these expressions describe
the orientation error variance for a range of noise levels, and is given by
var(a - 6latrue) [1 - Pr(A)](CRB) + Pr(A)(180°)2
1 --H1 02
2[ 8,P 2 )JOhT(a)h a _ =a) t
+ -exp ( 2) (180)2. (17)
where the probability Pr(A) of anomalous orientation estimate, the Cramer-Rao bound CRB, and
H are given in Appendix C.
Monte Carlo simulations supplementing this analytical error analysis were also performed. As
before, we use M = 24 uniformly-spaced measurements of the standard triangle so that the true
orientation, or offset parameter is given by atru = 90 ° . Figure 6 compares the analytical expression
for the standard deviation of the orientation estimate with the Monte Carlo results, for a range
of noise levels. Plots of /var(a - &l-atru) versus o are shown on both normal and logarithmic
scales, with each Monte Carlo data point representing 200 noise realizations. The Monte Carlo
results agree reasonably well with (17) and, as expected for a nonlinear estimator, exhibit dramatic
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threshold behavior as the noise variance increases from low values, where the CRB dominates, to
higher values, where Pr(A) is significant.
4. LASER RADAR DATA AND EXTRACTION OF SUPPORT LINE MEASUREMENTS
In this section, we describe the laser radar data to be used as input to the reconstruction
algorithms (namely, range-resolved and Doppler-resolved data). We then discuss the way in which
the laser radar data can serve to provide support line information, and describe a technique to
extract such support measurements from the data. Previous work in reconstructing targets from
such laser radar data have primarily employed techniques from transmissive tomography [7, 17].
These transmissive tomographic techniques are designed to provide reconstructions of an object's
mass density given measurements of line integrals of this mass density. Although the application
of these techniques to laser radar data provide reconstructions containing some geometric qualities
of the target, it is not at all clear what the reconstructed intensities represent. Our motivation in
using convex set reconstruction techniques stems from the fact that although the laser radar data
do not convey line integral information, they do in fact provide target support information.
4.1 Laser radar data and problem scenario
By illuminating a target and receiving the reflected signal, laser radars provide information
about the surface characteristics of the target. Laser radars can be designed to resolve the return
from the target with respect to various quantities [18, 19]. In this paper, we restrict attention to
range-resolved and Doppler-resolved laser radar data. Furthermore, we consider only the case of a
monostatic radar, in which the transmitter and receiver are at the same location.
A range-resolved measurement (also called a range spectrum) is one in which the return is
distributed in range along the line of sight (LOS) of the laser radar. That is, only those parts
of the target that are a distance ro away from the laser radar (with distance measured along the
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LOS) may contribute to the value of the range spectrum at range ro. Although a range-resolved
measurement ideally has perfect range resolution, in practice it takes the form of a histogram with
bins of finite range extent, where each bin is referred to as a range bin.
Alternatively, for a target undergoing motion, different parts of the target may have different
components of velocity along the LOS. A Doppler-resolved measurement (also called a Doppler
spectrum) is one in which the return is distributed with respect to these variations in velocity. As
with a range spectrum, the Doppler spectrum takes the form of a histogram. The value associated
with a particular Doppler bin arises from the return of all illuminated parts of the target with the
corresponding component of velocity along the LOS.
The received intensity from a surface illuminated by a laser radar is dependent on the geometry
and reflectance properties of the surface. The reflectance properties are commonly characterized
by a function known as the bidirectional reflectance distribution function (BRDF) [20]. For the
case of a monostatic radar and a surface with isotropic reflectance properties, the BRDF is given
by p(t) where 4 is the angle between the LOS and the local surface normal. In the case where the
wavelength of the illumination is large compared to surface aberrations of the target, the received
intensity is proportional to
0 = 2lr J p(,b)cos2 dA, (18)
where the integration is performed over the visible (illuminated) part of the surface, denoted by
S. The quantity a is referred to as the laser radar cross section (LRCS) of the target. Hence,
for resolved data, the intensity value associated with a particular bin is proportional to the LRCS
arising from those portions of the target that contribute to that bin.
In this paper, we investigate some methods to reconstruct a target from a series of range-
resolved or Doppler-resolved measurements using the algorithms described in the preceding section.
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Throughout, we consider only the case in which the data is taken at aspects around a great circle,
so that the lines of sight all lie in a plane. With this restriction, the entire scenario is reduced to a
two-dimensional problem in the plane containing the lines of sight.
For range-resolved measurements, we can consider the data as being obtained either with a
single sensor revolving around a stationary target, or with the sensor fixed and the target rotating,
with known rotation rate, about an axis perpendicular to the plane in which the measurements are
taken. For Doppler-resolved measurements, target motion is required to resolve the target, and so
in this case we assume that the target is rotating as above with a fixed sensor.
Alternatively, in either case we may think of the data as being obtained simultaneously by
a number of sensors distributed about the target. Also, as in previous work using tomographic
techniques [7, 21, 17], we make several assumptions. Specifically, as we shall see, knowledge of
the relative positions of the sensors is needed to reconstruct targets from both range-resolved and
Doppler-resolved measurements. In addition, for Doppler-resolved measurements, we assume that
the target is rotating about an axis perpendicular to the plane of aspects, with known rotation rate.
Moreover, if the target is translating, the Doppler velocity of the target's center of gravity relative
to each sensor must be known. Since each sensor is presumably tracking the target, we assume
knowledge of the necessary quantities. In what follows, we view the problem from this multi-sensor
perspective.
4.2 Support line measurements from laser radar data
Given a range-resolved measurement, the minimum range rtin with nonzero return intensity
indicates that the distance from the sensor to any part of the target is at least rmn. Under far-
field assumptions, the above indicates that the target lies completely on one side of the plane
perpendicular to the LOS at range rmin. Moreover, since some part of the target is at range
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rsns, this plane actually grazes the target. Hence, this plane is precisely a support plane of the
target. (Note that the maximum range rmax with nonzero return intensity does not necessarily
provide another support line, since parts of the target at ranges greater than rmax may not be
visible to the radar.) However, under our restriction that the LOS's all lie in plane, the problem is
effectively reduced to a two-dimensional one, as mentioned above. That is, we need only consider
the projection of the target in the plane of LOS's. The support plane information contained in the
data corresponds to support line information of the target's projection. Hereafter, use of the word
'target' refers to the two-dimensional projection of the actual target.
A Doppler-resolved measurement contains similar information. For a target undergoing simple
rotation with known rate w, the Doppler frequency due to a point on the target is proportional to
the distance from the point to the rotation axis in a direction perpendicular to the LOS (also called
the cross-range distance of the point). The minimum and maximum Doppler frequencies, Dmin and
Dmax, with nonzero return intensity correspond to the minimum and maximum cross-range of any
part of the target. Thus, from a Doppler-resolved measurement we can extract two lines parallel
to the LOS that graze the target which lies between them. Hence, two support lines of the target
are obtained in this case.
To identify the support value(s) associated with the support line(s) provided by a range or
Doppler spectrum, a coordinate frame is needed. This frame must serve as a common reference
for all of the aspects, so that the sets of data may be spatially aligned, or registered. For range-
resolved measurements, the assumption that the positions of the laser radars are known relative to
one another allows us to establish such a frame, say, with origin at the average of the laser radar
position coordinates and 0° aspect defined by the LOS of the first laser radar. The resulting position
and orientation of this coordinate frame is, of course, arbitrary. Given such a coordinate frame,
the support value corresponding to the it h laser radar's range spectrum is equal to the minimum
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nonzero range rmin subtracted from the distance from the laser radar to the origin along the ith
LOS. The set of support values obtained in this manner for the set of laser radars forms a support
vector y.
A coordinate frame for Doppler-resolved measurements is established in the same way as for
range-resolved measurements. From above, the i th sensor (at aspect Oi) gives rise to support values
at Oi + 900. Since target cross-range is proportional to Doppler frequency after shifting the Doppler
spectrum by the Doppler frequency shift Di produced by the target's translational velocity relative
to the sensor, the support values are given by m - Dil and gDmax - Dil, where A is the
wavelength of the laser illumination.
Since a Doppler spectrum at aspect Oi provides two support values, at 8i + 90 °, the aspects 8i
and Oi + 1800 yield duplicate support values, if the support values are free of noise. For noisy data,
the duplicate values may be averaged, thereby reducing the noise in the support measurements.
In general, the resulting support vector y arising from range or Doppler data is noisy and may be
invalid, due to two types of measurement errors. One type of error arises in incorrectly estimating
the values of rmi, or Drain and Dmax amid noise in the range or Doppler spectra. The technique
used to estimate rmin, Dmin, and Dmax from the laser radar data is briefly described in Section 4.3.
Secondly, incorrect knowledge of the relative laser radar positions (and for Doppler data, incorrect
knowledge of the Doppler velocity of the target's center of gravity relative to each sensor) leads
to registration errors. Errors in knowing the laser radar positions may also cause angular errors
(i.e., errors in knowing the aspects). However, in this paper we ignore angular errors and assume
throughout that the aspects of the measurements are known perfectly.
4.3 Knot location
Although determining r'i n or Drain and Dmx, is trivial if the data is noise-free, doing so for
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noisy data is a quite difficult problem in general. The most obvious method-thresholding the
data-suffers greatly from its nonrobustness to noise 'spikes' in the data. As a result, we turn to
a method based on a technique developed by Willsky and Jones [22] for detecting abrupt changes
in dynamic systems, and later applied by Mier-Muth and Willsky [6] to spline estimation. To cast
our problem in the framework of [6], we model the range or Doppler spectrum as a linear spline,
or piecewise linear function. The points of discontinuity in derivative are referred to as knots. Our
goal is to determine the first knot in a range spectrum and the first and last knots in a Doppler
spectrum.
The basic approach consists of using a Kalman filter based on a linear ramp model for the range
or Doppler spectrum. Initializing the filter with zero slope, we run the filter along the spectrum.
At each bin, we use the innovations sequence to determine a set of maximum-likelihood (ML)
estimates of the slope of the ramp at the current bin assuming that a knot was located at each of
the previous bins in some finite window. Using the ML estimates for each bin in the window, we
perform a generalized likelihood ratio (GLR) test for the two hypotheses 'knot present' and 'knot
absent' in order to determine whether a knot actually exists at the locations of any of the ML
estimates. The first bin for which the GLR exceeds a prespecified threshold corresponds to the first
knot in the spectrum. For a Doppler spectrum, to locate the last knot, we repeat the above process
running the Kalman filter backwards along the spectrum. Details concerning the implementation
and performance of this algorithm may be found in [22], [6], and [5].
In concluding this section, we note that it is in general more difficult to locate knots in a
Doppler spectrum than in a range spectrum. This difference is due to the properties of typical
target materials combined with the viewing geometries associated with the two data types [21].
In particular, the values of the laser radar return at ranges just higher than rmin are determined
by parts of the target whose surface normals roughly coincide with the LOS. As a result, 4 ' 0°,
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maximizing cos l in (18). Furthermore, since materials typically give high intensity return at
near-normal incidence and low intensity return at near-grazing incidence, the BRDF p(4') is near
maximum. Hence, range spectra generally exhibit an abrupt increase in intensity at the knot having
range rain- In contrast, the values of the laser radar return at Doppler velocities just greater than
Dmin and just less than Dma, are determined by parts of the target having surface normals that
are nearly perpendicular to the LOS. Consequently, 0i/ ~ 90 ° giving rise to values of cos i/ and p(t/')
that are nearly zero. Hence Doppler spectra generally vary slowly in intensity near the two knots.
5. TARGET RECONSTRUCTIONS FROM LASER RADAR DATA
In this section, we apply the knot location technique discussed in Section 4.3 and the convex
set estimation algorithms of Section 3 to laser radar measurements of several targets, in order to
obtain shape estimates of the targets. The examples presented are those of reconstructions from
sets of range and Doppler spectra obtained through simulated, laboratory, and field measurements.
The data for the first two examples are simulated [23] range-resolved and Doppler-resolved mea-
surements of a cone of height 200 cm and radius 25 cm with Lambertian reflectance characteristics.
The cone is positioned with the center of its base at the origin of a coordinate frame and oriented
such that its axis of symmetry lies in the xy-plane. In order to be resolved in Doppler, the cone
rotates in the xy-plane about the z-axis at one revolution per second, in a manner resembling
end-over-end tumble. Measurements are taken at an instant in time when the cone's axis is aligned
with the frame's z-axis, at 72 aspects uniformly-spaced around the great circle of radius 10,000 in
in the xy-plane, and with a resolution of 2 cm for the range data and a resolution of 3.750 KHz for
the Doppler data.
To reconstruct the targets, we first locate the knots by the Kalman filtering technique described
in Section 4.3 and convert them to support values. Modelling knot location errors and registration
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errors for each aspect by statistically-independent samples from zero mean Gaussian distributions
with variances a2 and a2 the effective measurement error is Gaussian, with variance a2 =kI reg,
al + a2¢g for range-resolved data. However, for Doppler-resolved data at an even number of
uniformly-spaced aspects, (1) registration errors for aspects 1800 apart are negatives of each other,
and (2) the duplicate support value measurements provided by aspects 1800 apart are averaged
together. As a result, the knot location error may be modelled by drawing samples from a Gaussian
distribution with variance ard/2 for each aspect. The registration error may be obtained by drawing
samples from a Gaussian distribution with variance a2eg/2 for aspects 61, 02 ,..., M/2, and using
the negatives of these samples for the aspects OM/2+1, OM/2+2, -, OM. The effective measurement
error is given by the sum of these two errors, for each aspect.
The support lines resulting from locating knots and corrupting the support values by measure-
ment noise are shown in Figure 7a for range-resolved data, with noise level aeff = 0.50 m. The
reconstructions produced by NUA, BIGON, and BIGONIROT from this set of noisy support line measure-
ments are shown in Figures 7b-d. The display conventions of this figure will be used throughout
this section. The reconstructions exhibit behavior similar to that seen for the standard triangle
reconstructions of Sections 3.1-3.3. In particular, the prior knowledge of relative reconstruction
angles allows BNGONROT to outperform NUA dramatically, but does not cause it to underperform
BNGON significantly, which uses absolute angle information. Also, the quality of the reconstructions
is rather impressive in light of the fact that the noise level is so high, having a standard deviation
equal to the full width of the target. The corresponding results for the Doppler-resolved measure-
ments arising from knot location error (orkl = 0.25 m) and registration error (Oreg = 0.25 m) are
shown in Figure 8.
The next example is one of reconstructing a triconic target of height 203 cm and base radius
39.5 cm (shown outlined in Figure 9) given laboratory range-resolved measurements. The labora-
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tory measurements were taken on a ten meter indoor range at 72 uniformly-spaced aspects in the
horizontal plane containing the target's axis of symmetry, with a range resolution of 1 cm. See [7]
for details of the experimental set-up. Support lines and reconstructions using the three estimators
are shown in Figure 9 for the uncorrupted laboratory data and in Figure 10 for the laboratory
data corrupted with measurement noise (aoeff = 0.25 m). Note that since the target is not convex,
support values using BINGON and BNGONROT are reconstructed at five angles corresponding to the
sides of the convex hull of the target.
Finally, we present reconstructions from Doppler-resolved field measurements. The target, a
scaled aluminum model of the Thor-Delta rocket body (shown outlined in Figure 11a), was rotated
at approximately 1 rpm about an axis normal to its axis of symmetry. The measurements, taken at
72 aspects in a plane normal to the rotation axis, were made using a 10.6/Lm CO 2 narrowband laser
radar on a 5.4 km ground range, and had a Doppler resolution of approximately 200 Hz. Details
of the experiment may be found in [7]. Support lines and reconstructions produced by the three
algorithms are shown in Figure 11 for the uncorrupted field data and in Figure 12 for the field data
corrupted with measurement noise (o<d = 0.10 and ,reg = 0.10). Again, since the target is not
convex, support values using BNGON and BNGONROT are reconstructed at eight angles corresponding
to the sides of the convex hull of the target.
5.2 Comparison with and Improvements to Tomographic Imaging Methods
In previous work, standard methods of tomographic image reconstruction [241 were applied to
range-resolved and Doppler-resolved laser radar data [7, 17]. In this section, we compare the convex
set reconstructions of the previous section with reconstructions produced using the tomographic
methods. We then examine the effect of registration errors on both methods. As we shall see,
the present algorithms are quite robust to registration errors, in contrast to tomographic recon-
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structions, which are rather sensitive to these errors. Finally, we show that the robustness of the
present algorithms can be used to dramatically improve tomographic reconstructions from data
with registration errors.
All of the tomographic reconstructions in this section were obtained using the standard method
of filtered backprojection. (See [24] for methods of transmission tomography, and [7, 17] and
references contained therein for the application of these methods to laser radar reflective data.)
Parts (a) of Figures 13-16 show filtered backprojection reconstructions from the four data sets
(free of registration errors) used in Section 5.1. It should be noted that the Doppler data sets were
thresholded prior to being backprojected in order to improve the tomographic reconstructions. This
is necessary since typically the high intensities are near the center of a Doppler spectrum and tend
to give rise to a dominant high intensity region in the center of the reconstruction. Incidentally, we
threshold the data sets prior to backprojecting rather than thresholding the reconstructed images
themselves, since the former approach appears to yield better results.
Unlike the convex set reconstructions (shown in parts (b)-(d) of Figures 7-12), the tomographic
reconstructions contain intensity information within the outline of the target. However, exactly
what information the intensity values convey about the target's surface is not well understood.
Furthermore, the tomographic images differ from their convex set counterparts in that they do
not provide direct size or shape estimates of the target. While, in principle, techniques to extract
edge and shape information could be used, the usual difficulties associated with image processing
would be faced. This is especially true of reconstructions arising from Doppler data, where for
reasons suggested in Section 4.3 and described and demonstrated in [21], reconstructed edges are not
highlighted but are instead overwhelmed by the high intensities that are reconstructed in the interior
of the target. Even when using thresholding as mentioned above, edges in the reconstructions from
Doppler data are not sufficiently highlighted.
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Like the convex set algorithms, tomographic techniques require knowledge of a common ref-
erence point, without which registration errors occur. The introduction of registration errors in
the data has disastrous effects on the tomographic reconstructions that result. Parts (b) of Fig-
ures 13-16 show the tomographic reconstructions resulting from shifting the data in each spec-
trum by an amount given by a zero-mean Gaussian random variable with standard deviation
0'reg = 0.50, 0.25, 0.25, and 0.10 m (with the shifts for the spectra being independent of one another,
except for the Doppler data sets, where shifts for aspects 1800 apart are negatives), and then using
filtered backprojection. Clearly, one cannot expect any image processing algorithm to successfully
extract shape information from the tomographic images in these figures.
In contrast, the convex set algorithms are rather robust to registration errors. This is seen from
the reconstructions shown in parts (b)-(d) of Figures 7,8,10, and 12, obtained from data suffering
from the identical registration errors as those used for the tomographic reconstructions (i.e., the
same noise realizations were used), as well as knot location errors with the same standard deviations
as above.
The difference in the robustness of tomographic and convex set methods to registration errors
is due to the fact that the convex set algorithms attempt to register the data in the reconstruction
process using implicit information as to the consistency of the measurements. That is, in adjusting
the support values to achieve consistency, the algorithms are essentially shifting each range or
Doppler spectrum such that the sum of the squares of the shifts is minimal and such that the set
of shifted laser radar data is registered data for some target.
In fact, we may exploit this registering property of the convex set algorithms as an aid to
tomography, for data sets with registration errors. Specifically, we start with a possibly inconsistent
set of measured support values {yi}, which are estimated from the laser radar data by knot location.
If we have no prior information as to the target's shape, we use NUA to obtain a consistent set of
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support values {hi}. If we have prior shape information, we use BIGON or BNGONROT to estimate
a consistent set of support values at the reconstruction angles, and then sample the (piecewise-
sinusoidal support function of the reconstructed polygon at the measurement angles to yield a
consistent set of support values {hi). Then, given the {hi) and {yi), we shift the ith range or
Doppler spectrum by an amount hi - yi, for all values of i. The resulting registered data set is then
processed tomographically by filtered backprojection.
Parts (c) and (d) of Figures 13 and 14, parts (c)-(e) of Figure 15, and part (c) of Figure 16 show
the tomographic reconstructions that result using this process. The tomographic reconstructions
resulting from preprocessing by each of the three convex set algorithms are not included in some of
the figures. In the cases that the reconstruction corresponding to BNGON was omitted, it could not
be distinguished from that corresponding to BNGONROT. In the case where reconstructions for both
BNGON and BIGONROT were omitted, they were indistinguishable from that corresponding to NUA.
Quite clearly, on comparing the various images within each of the Figures 13-16, the improvement
obtained using the registration correction method is dramatic.
6. SUMMARY AND SUGGESTIONS FOR FURTHER WORK
In this paper, we first developed and studied several techniques for estimating convex sets from a
set of noisy support line measurements. The basic approach to these methods involves reconstruct-
ing a polygon close to the measurements while enforcing a consistency condition and utilizing prior
information, if available. The algorithms are computationally feasible with two of the estimators
resulting in quadratic programming problems and the third having a quadratic programming core.
The performance of the algorithms was assessed with respect to several parameters. As expected, if
accurate prior information is available then BNGON and BIGONROT substantially outperform JUA. A
useful observation is that the performance of BIGONROT is comparable to that of BNGON while elim-
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inating the need for prior orientation information. The ability of BNGONROT to provide orientation
estimates may be useful in certain applications.
We also introduced the use of these methods for reconstructing targets from resolved laser
radar data. The reconstruction process consists of first extracting support line measurements
from the data, and then producing a shape estimate using the convex set estimation techniques.
The application of these techniques to laser radar data obtained through simulated, laboratory,
and field measurements was demonstrated. The reconstructions obtained were compared to those
produced by tomographic imaging methods, resulting in the following observations. First, shape
estimates are explicitly provided by our algorithms, as opposed to tomographic images, which can
provide target shape information only after using image processing techniques with their attendant
difficulties. Second, we investigated the effects of registration error on both methods and found that
the tomographic methods experience substantial degradation, unlike the present methods which are
rather robust. These observations motivated us to exploit the tendency of our algorithms to correct
unregistered data, in an effort to improve the quality of tomographic images.
A variety of extensions to our reconstruction algorithms might be made. One such extension
may consist of developing more general formulations of the best N-gon algorithm, so that the
use of less stringent prior shape information could be made. For example, one might consider a
formulation in which only the number but not the values of the reconstruction angles are specified.
A more general formulation might leave both the number and the values of the reconstruction
angles unspecified, but would penalize larger numbers of reconstruction angles. Also, it may be
interesting to develop algorithms that provide smooth shape estimates of objects, as opposed to
polygonal estimates. Incorporating the effects of noise in the measurement angles may be useful
in some applications. Another useful generalization would be to extend the algorithms to three
dimensions.
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There are several extensions regarding the application to laser radar data that may be interest-
ing. Upon relaxing the restriction that aspects lie in a plane (i.e., allowing general aspects in three
dimensions), shape estimates of a target (rather than those of its projection onto a plane) would be
obtained. In addition, the application of our methods to two-dimensional laser radar data resolved
in both range and Doppler may provide three-dimensional target shape estimates. Extending the
viewing geometry to allow bistatic observations might prove useful as well.
APPENDICES
Appendix A: Perimeter Bias in the Estimator
The convex set reconstruction algorithms described in this paper produce estimates that appear
on average larger than the true object. Here we point out the origin of this bias for NUA and quantify
it through a Monte Carlo approach when the true objects are ellipses.
If the noisy support vector y = h + n lies in the support cone C, then the NUA estimate is simply
given by h = y. On the other hand, if y , C, then the estimation procedure consists of projecting
y onto C, to yield the estimate h = Pl(y) (see Figure 3b).
To discuss bias in the estimator, some quantitative measure of the size of a reconstructed
object is necessary. One such measure is the magnitude of the projection of h onto the vector
e = [1 1 ... 1]T, where the projection is denoted by P2(h). This quantity is proportional (with
proportionality constant v/Mi) to the perimeter of the reconstructed set, since the perimeter of
a set having support function h(G) is given by fo2h(O)dO, an expression whose discrete counter-
part is hTe = -M Mlhi = 1 P 2(h) for a set having support vector h with uniformly-spaced
measurements.
Since it is not possible to illustrate the M-dimensional support cone for meaningful values of M
(i.e. M > 5), we use a two-dimensional illustration to provide the basic idea. Note that the vector
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e defines the center axis of the support cone. Thus, consider the geometry of Figure 17. Here,
the cone boundaries are given by the two bold lines, and e is its center axis. The measurement is
given by Yo = h + no, where no is zero-mean noise and where h is some point in the cone. In the
case illustrated, Yo is not in the cone, and the NUA algorithm yields the estimate ho = Pl(yO). Note
that P2(Pl(yo)) > P2 (yo), i.e., the estimate in this case has a larger projection onto e. Thus, if we
let A = P2 (h), pn(no) denote the Gaussian noise probability density function, and i denote the
expected value of P2 (Pl(yO)), then
= J P2 (h + no)p(no) dno+ J P2 (Pi(h + no))pn(no) dno
h+no valid h+no invalid
> J P2 (h + no)pn (no) dno + f P2 (h + no)n(no) dno
h+no valid h+no invalid
= P2(h + no)pn(no) dno
all h+no
A. (19)
where the last equality follows from no being zero mean. Also, as the variance of the noise increases,
a larger fraction of the noisy support vectors are invalid ones. Consequently, the bias is an increasing
function of noise variance. We refer the reader to [13] for a quantitative evaluation of the bias based
on Monte Carlo simulations.
Appendix B: Nonuniqueness of Solutions in Best N-gon Problems
Under certain conditions, given a set of measurements and reconstruction angles, the estimators
BNGON and BNGONROT yield nonunique solutions. That is, an entire family of solutions achieves
minimum cost. For example, nonuniqueness occurs for the set of measurements {1, 1, 1, 1} at
the angles {0°, 90°, 1800, 270°}, with reconstruction angles at {450, 1350, 2250, 315°}. In this case,
any rectangle with sides at the reconstruction angles inscribed within the measured support lines
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corresponds to a solution achieving zero cost. Nonuniqueness for the case in which minimum cost
is nonzero can also occur [13].
Whether or not a particular solution is nonunique depends on the relative numbers and values
of the measurement and reconstruction angles, and on the measured support values. Consequently,
we analyze the problem for several separate cases. The analysis is not meant to be exhaustive but
is instead intended to provide some insight as to when nonunique solutions may occur.
We investigate nonuniqueness by characterizing the nullspace of AhO = y in (9). Whether this
equation has a single solution, many solutions, or no solutions depends on the rank of the matrix
A as well as on whether or not y lies in the range of A. Note first that if N > M, i.e. if we are
attempting to obtain a reconstruction with more degrees of freedom than we have measurements,
then A has a nullspace of dimension at least N - M.
The same degree-of-freedom argument applies the case where N < M but where the reconstruc-
tion angles sufficiently outnumber the measurement angles near some Oi. A simple example illus-
trating this degree-of-freedom argument is that in which three reconstruction angles Oj-1, j, 4j+l
lie between the adjacent measurement angles Oi and Oi+l, so that we have Qj-2 < Oi < qj- 1 < qj <
4j+l < Oi+1 < Oj+2. Here, the support values at Oj-l and Oj+l, along with those at the reconstruc-
tion angles Oj-2 and Oj+2, completely determine the sinusoidal curves on the intervals [%j-2, Qj-z]
and [j+l, jj+2], which in turn determine the cost incurred at Oi and Oi+l. The reconstruction angle
Oj is thereby 'insulated' from the two measurement angles by Oj-1 and Aj+x, and as a consequence
the support value hO(Oj) can take on a range of values, subject only to the consistency constraint
in (5).
In the case in which we have equal numbers of measurement and reconstruction angles (M =
N), it appears that nonuniqueness is a rather rare phenomenon. We restrict our analysis to the
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situation in which the M = N measurement angles and reconstruction angles are interleaved (so
that qi < 8i < 4i+1 and Gi < qi+l < 9 i+1 V i, where we define 8N+1 = 81 and 4N+1 = 01
for convenience). This restriction is motivated by the preceding discussion, in which there were
too many reconstruction angles between at least one pair of adjacent measurement angles. With
interleaving, the matrix A takes the form
11 ri 0 ... 0
0 12 r2 0
A=- '.. 0 , (20)
0 ... 0 IN-1 rN-1
rN 0 ... 0 1N
where li - 'int ++-ei) and ri = Sin((i-i) , and has determinant
sin( i+l-_i ) sin(,+ -- i)
det A II sin(ki+l -i) +(_ sin(i -i) (21)
i=' sin(oi+l - ii)
In order to make more concrete conclusions, we further restrict attention to the special case of
what we call perfectly-interleaved measurement and reconstruction angles, in which the interleaved
measurement and reconstruction angles also satisfy Oi =- 4i+4i+ and Bi= e_'+ei With perfect
interleaving, (21) reduces to
det A = [1 + (-1 )N+1] (22)(2 cos A)N'
where A = Oi - qi = 0i+1 - Oi = +2-e~ Since the face angles {0q1,q 2, .. ,N} of a2 2
polygon must satisfy max(0i+l - qi) < ir, we have that A < r/2. Hence, for N odd (N > 3),
det A > 0 so that A is invertible, and for any measurement vector y, there exists a unique solution
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hk = A-ly. However, for N even (N > 4), det A = 0. In this case, rank(A) < N so that for any y,
there exists a subspace of solutions to Ah, = y.
For angles that are interleaved but not necessarily perfectly interleaved, when N is odd, the
solution is unique since both terms in (21) must be positive (again, because max(Oi+l - ki) < 7r).
When N is even, nonuniqueness results if the spacings between the angles satisfy
N N
i sin(i+l - ,i) = sin(- -; ),
i=l i=l
which is not generically true for interleaved measurement and reconstruction angles.
Appendix C: Derivation of Lower Bound on Error Variance of Orientation Estimate
In this appendix, we analytically determine the Cramer-Rao lower bound [16] on orientation
error variance as well as an approximate expression for the probability of obtaining anomalous
orientation estimates. Together, these expressions describe the orientation error variance for a
range of noise levels.
We first note that errors in estimating a can be classified into local errors and global errors
[16]. For a local error the global minimum at & lies in the same cost function basin as does the true
value of a, i.e. both share the same pair of adjacent maxima in the cost function. A global error
refers to the case in which the global nminimum lies in a basin different from that belonging to the
true value of a.
The present analysis is characteristic of that for a standard nonlinear estimation problem. For
low noise levels the nonlinear estimator exhibits behavior characteristic of a linear one, and indeed
can be thought of as being linearized about the true value of a. That is, errors of large magnitude
are not very likely in a linear estimator unless noise levels are extraordinarily high, and hence local
errors predominate. As a result, the error variance of the estimate is well-approximated by the
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Cramer-Rao bound (CRB) for low levels of noise.
However for high noise levels, in nonlinear problems noise values are more likely to lower the
cost Jh,(a) for some a0 far from atue so that a basin whose depth is greater than that of atue's
basin is created, thereby giving rise to a global error. In this case, the CRB is an overly optimistic
descriptor of achievable performance.
For convenience, in what follows we use notation that is slightly different from that used in
the beginning of this chapter. In particular, let us denote by x = [a h0(&l1) h,(c2 ) ... h.O(ON)]T
the parameter vector to be estimated, so that the observation, or measurement vector is given by
y = g(x) + n, where the it h component of g(x) is the scalar quantity in (8). With this notation
and if x were completely unconstrained, the Cramer-Rao bound [16] on the error covariance of any
unbiased estimate of x would be given by
cov(x- *{a = atu,) > I;'(x)l=at.,
{E [(lp,(yoI))j] (23)
where /y(x) is referred to as the Fisher information in y about x. Since the measurement noise
vector n is a Gaussian random vector with zero mean and covariance matrix a2I, (23) may be
rewritten as
cov(x - *ja = ate) > o I2 [g(X) _g(0 ) __ (24)
where the (i, j) element of the M x (N + 1) matrix ag(x) is given by . The error variance of aax
is lower-bounded by the (1, 1) element of I/yl(x).
In our problem, however, N of the parameters to be estimated-namely, the {h(Oi)}--are
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constrained by the consistency condition of (5) with the Oi replaced by Oi, so that the CRB of
(24) is not strictly applicable. As a result, we approximate the bound on the error variance of the
orientation estimate. We do this by replacing the matrix CRB given by (24) by the scalar CRB on
a, obtained by treating a alone as the parameter to be estimated and fixing the {hO(Oi)} at their
true values. In this case, the observation vector is given by y = f(a) + n, where n - N(O, r2I) and
the i th component of f(a) is the true support value induced at Oi when the object has an offset of
a, as given by (11). The CRB on the error variance of any unbiased estimate of a is given by
var(Ca - dlat,) > Iy 1;(tru,)
afT of af(cr) , (25)
va 9ac act=true
where the i th component of oLU is given by f(a). Taking the square root of the Cramer-Rao
bound on error variance given by (25) yields a bound on the standard deviation of the estimation
error (in degrees). As we have mentioned, the CRB is an accurate predictor of performance for
sufficiently low noise levels, where our definition of 'sufficiently low' will be based on our subsequent
calculation of the probability of a global error or anomaly.
Specifically, as discussed in [16], in many nonlinear estimation problems, such as those arising
in communication problems, under high noise levels the anomalous minima that result occur with
equal likelihood anywhere except for values of a within the basin corresponding to atru,, and as
a consequence are modeled as being distributed uniformly over the interval of interest. The error
variance at these noise levels is therefore approximated by the variance of a uniformly distributed
random variable. However, in Monte Carlo simulations that we have performed for the standard
triangle, the locations of anomalous global minima were observed to cluster near 2700 (see [13]).
This behavior is attributable to the fact that the underlying triangular object is highly eccentric
39
(i.e., it has a high moment) and hence gives rise to a dominant secondary minimum in Jh,(a)
corresponding to a 180 ° rotation of the object, under noise-free conditions. Under high noise
conditions, the noise often lowers the cost near 2700 so that the secondary minimum becomes the
global minimum, and this is by far the most likely global error. Hence, for this particular example,
we take the estimation error variance when a global error occurs as being the constant value (1800)2.
We have characterized the estimation error variance var(a - aIat,,ue) for the low noise and high
noise regimes. For intermediate noise levels, the error variance can be approximated, as in [16],
by a linear combination of the error variances in the low O and high O cases, where the weighting
function is the probability of anomaly, or global error Pr(A) as a function of o. For the standard
triangle, we may approximate this probability by formulating a binary hypothesis testing problem
in which the two hypotheses are a = 900 (zero error) and a = 270 ° (180 ° global error). Using
standard results on Gaussian binary hypothesis testing [16], we find that the resulting probability
of anomaly is given by
Pr(A) = Q( ) (26)
<- exp( ) X (27)
2 8o,
Here Q(x) = f_ p,(no)dno and H is the norm-square of the difference in the means of the support
vector measurements under the two hypotheses. That is,
H = [f(2700) - f(90°)]T [f(270° ) - f(900 )] (28)
Using (25) and (27) and the fact that the estimation error variance is approximately (1800)2
under high noise conditions, we have that var(a - &Jatrue) for all noise levels is approximately given
by
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var(a - &latue) ~ [1 - Pr(A)I(CRB) + Pr(A)(180°)2
1 2 -H) 02; 1- -exp j4)]
+ exp (-H)(180 )2. (29)
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Figure Captions
Figure 1: Block diagram of reconstruction procedure.
Figure 2: Support line of a set.
Figure 3: (a) Support line consistency is achieved only if Li does not lie in the invalid region,
shown hatched and to the right of the dashed line at angle Oi. (b) Geometry illustrating the
projection of the invalid support vector y onto the support cone C.
Figure 4: Examples of (a,b) IUA, (c,d) BIGON, and (e,f) BIGONROT for the standard triangle in
object space and support function space, for M = 24 uniformly-spaced noisy (a = 0.25) measure-
ments. In (b,d, and f), the support function of the standard triangle is plotted with a thick curve,
the noisy support values {yi} are marked by x's, and the support function h(8) of the estimated
object is plotted with a thin curve.
Figure 5: Performance of estimators using the standard triangle: (a) E vs. a for NUA, BNGON, and
BIGONROT; (b) E vs. M for 1NUA and BNGON; (c) E vs. a for BIGON with baseline NUA performance;
and (d) E vs. N for BNGON with baseline NHU performance.
Figure 6: Overall standard deviation v/ar(a - &Iatru) of the orientation estimate versus a,
obtained analytically and through Monte Carlo simulation. Included for reference is the Cramer-
Rao bound, shown dashed.
Figure 7: (a) A conical object and associated support line measurements from simulated range-
resolved data with aff = 0.50 m, and reconstructions using (b) NUA; (c) BNGON; (d) BNGONROT.
Figure 8: (a) A conical object and associated support line measurements from simulated
Doppler-resolved data with akl = areg = 0.25 m, and reconstructions using (b) NUA; (c) BIGOI;
(d) BNGONROT.
Figure 9: (a) A triconic object and associated support line measurements from laboratory
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range-resolved data with reff = 0 m and reconstructions using (b) RUA; (c) BNGON; (d) BNGONROT.
Figure 10: (a) A triconic object and associated support line measurements from laboratory
range-resolved data with oeff = 0.25 m and reconstructions using (b) NIU; (c) BIGON; (d) BNGONROT.
Figure 11: (a) Thor Delta rocket body and associated support line measurements from field
Doppler-resolved data with oal = ,,reg = 0 m and reconstructions using (b) NUA; (c) BNGON; (d)
BIGONROT.
Figure 12: (a) Thor Delta rocket body and associated support line measurements from field
Doppler-resolved data with akl = 0reg = 0.10 m and reconstructions using (b) NUA; (c) BIGON; (d)
BNGONROT.
Figure 13: Tomographic reconstructions from range-resolved measurements of a conical object
with aeff = 0.50 m. The reconstructions shown are from (a) data without registration errors; (b)
data with registration errors; (c) data with registration errors corrected by NUA; and (d) data with
registration errors corrected by BINGONROT.
Figure 14: Tomographic reconstructions from Doppler-resolved measurements of a conical object
with akl = 0 reg = 0.25 m. The reconstructions shown are from (a) data without registration errors;
(b) data with registration errors; (c) data with registration errors corrected by NUA; and (d) data
with registration errors corrected by BNGONROT.
Figure 15: Tomographic reconstructions from laboratory range-resolved measurements of a
triconic object with aeff = 0.25 m. The reconstructions shown are from (a) data without registration
errors; (b) data with registration errors; (c) data with registration errors corrected by NUA; (d) data
with registration errors corrected by BNGON; and (e) data with registration errors corrected by
BNGONROT.
Figure 16: Tomographic reconstructions from field Doppler-resolved measurements of a cone
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with akl = ,,reg = 0.10 m. The reconstructions shown are from (a) data without registration errors;
(b) data with registration errors; and (c) data with registration errors corrected by NUA.
Figure 17: Support cone geometry illustrating the fact that P2 (Pl(yo)) is farther along e than
P2(yo) is, leading to bias in the estimator.
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Figure 3: (a) Support line consistency is achieved only if Li does not lie in the invalid region, shown
hatched and to the right of the dashed line at angle Oi. (b) Geometry illustrating the projection of the
invalid support vector !~ onto the support cone ¢.
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Figure 4: Examples of (a,b) NUA, (c,d) BNGON, and (ef) BNGONROT for the standard triangle in object space
and support function space, for M = 24 uniformly-spaced noisy (o = 0.25) measurements. In (b,d, and f),
the support function of the standard triangle is plotted with a thick curve, the noisy support values {yi}
are marked by x's, and the support function h(6) of the estimated object is plotted with a thin curve.
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Figure 5: Performance of estimators using the standard triangle: (a) E vs. o for NUA, BNGON, and BNGONROT;
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Figure 6: Overall standard deviation V/var(a- &atrue) of the orientation estimate versus ', obtained
analytically and through Monte Carlo simulation. Included for reference is the Cramer-Rao bound, shown
dashed.
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Figure 7: (a) A conical object and associated support line measurements from simulated range-resolved
data with Jeff = 0.50 m, and reconstructions using (b) NUA; (c) BNGON; (d) BNGONROT.
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Figure 8: (a) A conical object and associated support line measurements from simulated Doppler-resolved
data with akl = , = 0.25 m, and reconstructions using (b) NUA; (c) BNGON; (d) BNGONROT.
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Figure 9: (a) A triconic object and associated support line measurements from laboratory range-resolved
data with oeff = 0 m, and reconstructions using (b) NUA; (c) BNGON; (d) BNGONROT.
1.*j~i  -- .. ,~" - -:'- 
2 , .
L -
-11 1
-2 -2
-2 -1 0 1 2 -2 -1 0 1 2
Figure 10: (a) A triconic object and associated support line measurements from laboratory range-resolved
data with ,eff = 0.25 m, and reconstructions using (b) NUA; (c) BNGON; (d) BNGONROT.
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Figure 11: (a) Thor Delta rocket body and associated support line measurements from field Doppler-
resolved data with okl = ao,, = 0 m, and reconstructions using (b) NUA; (c) BNGON; (d) BNGONROT.
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Figresolve 12: (a) Thor Delta rocket body and associated support line measur (c)ements from field Doppler-
resolved data with akl = a,,r = 0.10 m, and reconstructions using (b) NUA; (c) BNGON; (d) BN(ONROT.
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Figure 13: Tomographic reconstructions from simulated range-resolved measurements of a conical object
with oeff = 0.50 m. The reconstructions shown are from (a) data without registration errors; (b) data with
registration errors; (c) data with registration errors corrected by NUA; and (d) data with registration errors
corrected by BNGONROT.
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Figure 14: Tomographic reconstructions from simulated Doppler-resolved measurements of a conical object
with oa = ors = 0.25 m. The reconstructions shown ae' from (a) data without registration errors; (b) data
with registration errors; (c) data with registration errors corrected by NUlA; and (d) data with registration
errors corrected by BNGONROT.
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Figure 15: Tomographic reconstructions from laboratory range-resolved measurements of a triconic object
with o,,ff = 0.25 m. The reconstructions shown are from (a) data without registration errors; (b) data with
registration errors; (c) data with registration errors corrected by NUB; (d) data with registration errors
corrected by BNGON; and (e) data with registration errors corrected by BNGONROT.
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Figure 16: Tomographic reconstructions from field Doppler-resolved measurements of a Thor Delta rocket
body with old = ar = 0.10 m. The reconstructions shown are from (a) data without registration errors;
(b) data with registration errors; and (c) data with registration errors corrected by NUA.
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Figure I: Support cone geometry illustrating the fact that P2(Pl(yo)) is farther along e than P2(yo) is,
leading to bias in the estimator.Figure 5:Support cone geometry illustrating the fact that P2(I-X(?bo)) is farther along e than P2(yo) is,~~~~~~-it.·
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