We propose a method for designing accurate interpolation formulas on the real axis for the purpose of function approximation in weighted Hardy spaces. In particular, we consider the Hardy space of functions that are analytic in a strip region around the real axis, being characterized by a weight function w that determines the decay rate of its elements in the neighborhood of infinity. Such a space is considered as a set of functions that are transformed by variable transformations that realize a certain decay rate at infinity. Popular examples of such transformations are given by the single exponential (SE) and double exponential (DE) transformations for the SE-Sinc and DE-Sinc formulas, which are very accurate owing to the accuracy of sinc interpolation in the weighted Hardy spaces with single and double exponential weights w, respectively. However, it is not guaranteed that the sinc formulas are optimal in weighted Hardy spaces, although Sugihara has demonstrated that they are near optimal. An explicit form for an optimal approximation formula has only been given in weighted Hardy spaces with SE weights of a certain type. In general cases, explicit forms for optimal formulas have not been provided so far. We adopt a potential theoretic approach to obtain almost optimal formulas in weighted Hardy spaces in the case of general weight functions w. We formulate the problem of designing an optimal formula in each space as an optimization problem written in terms of a Green potential with an external field. By solving the optimization problem numerically, we obtain an almost optimal formula in each space. Furthermore, some numerical results demonstrate the validity of this method. In particular, for the case of a DE weight, the formula designed by our method outperforms the DE-Sinc formula.
Introduction
We propose a method for designing accurate interpolation formulas on R for the purpose of function approximation in weighted Hardy spaces, which are defined by Each of these is a space of functions that are analytic in the strip region D d , being characterized by the decay rate of its elements (functions) in the neighborhood of infinity. (Stenger, 1993 (Stenger, , 2011 , which are numerical methods based on the sinc function sinc(x) = sin(πx)/(πx) and some useful transformations. Typical transformations used in the sinc numerical methods are singleexponential ( can approximate f accurately, if it is analytic and bounded with respect to the norm in (1.2) on D π/4 . In particular, if f ∈ H H H ∞ (D π/4 , sech β (z)), we can derive a theoretical error estimate of the approximation given by (1.4). The sinc numerical methods involving SE and DE transformations are collectively called SE-Sinc and DE-Sinc methods, respectively. For further details about these, see Stenger (1993 Stenger ( , 2011 Sugihara (2003) ; Sugihara & Matsuo (2004) ; Tanaka et al. (2009) . Sugihara (2003) not only derived upper bounds for the errors of the SE-Sinc and DE-Sinc approximations but also demonstrated that the SE-Sinc and DE-Sinc approximations are "near optimal" in H H H ∞ (D d , w) with w of SE and DE decay types, respectively. The term "near optimality" means that the upper bounds of the errors of the sinc approximations are bounded from below by some lower bounds of w) ) is only known in the limited case that d = π/4 and w(z) = sech β (z) for some β > 0. In this case, an optimal formula is provided by the results of Ganelius (1976) and Jang & Haber (2001) . In the other cases, explicit forms of optimal formulas have not yet been derived. Therefore, we proceed with the aim of finding optimal formulas with explicit forms for H H H ∞ (D d , w) in the case of general weight functions w. We regard an approximation formula as optimal if it attains the minimum worst error E min w) ). Using the fact that which was shown by Sugihara (2003) , we reduce the problem of finding an optimal formula to the minimization problem (1.5). By taking the logarithm of the objective function in problem (1.5), we consider the equivalent problem written in terms of a Green potential with an external field, which is presented as Problem 1 in Section 3.1. However, Problem 1 is not easily tractable owing to the lack of convexity. Therefore, by introducing some approximations and using a potential theoretic approach, we arrive at Problem 4 in Section 4, which yields an approximate solution of Problem 1. See the diagram in Figure 1 for the process we apply to reduce Problem 1 to Problem 4. The full details of this process are presented in Sections 3 and 4. Finally, we propose a numerical method for solving Problem 4 and find an "almost optimal" formula for The rest of this paper is organized as follows. In Section 2, we present some mathematical preliminaries concerning assumptions for weight functions w, the formulation of the optimality of approximations on H H H ∞ (D d , w), and some fundamental facts relating to potential theory. Subsequently, in Section 3 we approximate the problem (Problem 1) for finding an optimal formula for each w as a potential problem (Problem 2) and characterize its solution. We then approximately solve this through Problems 3 and 4 to present a procedure for designing an accurate formula in Section 4. In Section 5, we estimate the error of the formula under certain assumptions. We postpone the lengthy proofs of certain lemmas, and present these in Section A. In Section 6, we present some numerical results supporting the validity of our method. The programs used for the numerical experiments are available on the web page Tanaka (2015) . The results show that in the case of a DE weight function w, the formula designed by our method outperforms the DE-Sinc formula. Finally, we conclude this paper in Section 7, in which we mention some considerations about the computational complexity and the numerical stability of our method. For a weight function w that satisfies Assumption 1, we define a weighted Hardy space on D d by (1.1), i.e.,
Mathematical preliminaries

Weight functions and weighted Hardy spaces
H H H
where
In this paper, for the simplicity of our mathematical arguments, we apply the following additional assumptions for a weight function w.
Assumption 2 The function w is even on R.
Assumption 3 The function log w is concave on R.
Optimal approximation
We provide a mathematical formulation for the optimality of approximation formulas in the weighted Hardy spaces H H H ∞ (D d , w) with weight functions satisfying Assumptions 1 and 2. In this regard, for a given positive integer N, we first consider all possible (2N + 1)-point interpolation formulas on R that can be applied to any functions w) . Then, we choose one of the formulas such that it gives the minimum worst error in
The precise definition of the minimum worst error, denoted by 5) where the φ jk 's are functions that are analytic in D d . Here, we restrict ourselves without loss of generality to sequences of sampling points that are symmetric with respect to the origin. That is, they have the form a −l , a −l+1 , . . . , a l−1 , a l with a −k = −a k (k = 1, . . . , l). This is because we consider even weight functions w according to Assumption 2. Owing to this reason, our definition (2.5) of E min
is slightly different from that given in Sugihara (2003) .
In the case that d = π/4 and w(z) = sech β (z) for some β > 0, the exact order of the minimum worst error, according to Andersson (1980) ; Ganelius (1976); Sugihara (2003) , is given by 6) where C β and C ′ β are positive constants depending on β . In particular, the upper estimate in (2.6) is based on the following lemma in Sugihara (2003) , which concerns the transformation of results on the interval [−1, 1] from Andersson (1980) ; Ganelius (1976) to corresponding results on R.
Lemma 2.1 (Andersson (1980) ; Ganelius (1976); Sugihara (2003) ) For a positive integer n, there
where C ′ β is a positive constant depending on β .
Ganelius (1976) presents a sequence {s ′ k } that satisfies inequality (2.7). However, this is not suitable as a set of sampling points for approximating functions because some of the members of {s ′ k } coincide. Jang & Haber (2001) modify {s ′ k } so that its members are mutually distinct and suited for such approximations. In the following, we describe the construction of the modified sequence. First, suppose that n = 2N is a positive even integer and define {u k } ⊂ (0, 1) by
Finally, define {s k } by
By using the sequence {s k } and the functions
14)
we can obtain the optimal approximation formula in
In this paper, we call formula (2.15) Ganelius's formula.
Fundamentals in potential theory
In reference to the study Saff & Totik (1997) , we now describe some fundamental facts relating to potential theory on the complex plane C. First, we present some facts concerning logarithmic potentials on C. Let Σ ⊂ C be a compact subset of the complex plane, and let M (Σ ) be the collection of all positive unit Borel measures with support in Σ . The logarithmic potential U µ (x) for µ ∈ M (Σ ) is defined by 16) and the logarithmic energy I(µ) of µ ∈ M (Σ ) is defined by
The energy W of Σ is defined by 18) which is either finite or +∞. In the finite case, there is a unique measure µ = µ Σ that attains the infimum in (2.18). Then, the measure µ Σ is called the equilibrium measure of Σ . Further, the quantity
is called the logarithmic capacity of Σ , and the capacity of an arbitrary Borel set S is defined by
A property is said to hold quasi everywhere (q.e.) on a set S if the set of exceptional points where the property does not hold is of capacity zero. Next, we describe some facts about Green potentials on a region in C. Let G ⊂ C be a region and let E ⊂ G be a closed set. Moreover, let M be a positive real constant, and let M (E, M) be the collection of all positive Borel measures µ on E with µ(E) = M. If the region G has the Green function
Furthermore, the first term in (2.22) is called the Green energy. If a measure µ ∈ M (E, M) minimizes the Green energy with the external field, which means that the infimum
is finite and attained by the measure µ, then it is called an equilibrium measure.
Remark 2.1 In Saff & Totik (1997) , only the case M = 1 is considered. However, in this paper we consider general constants M > 0 to fix the number of the sampling points used in the formula proposed in Sections 3 and 4. For further details relating to this, see condition (3.10).
In this paper, we consider the special case G = D d and E = R. Furthermore, we assume that the weight function w : R → C satisfies Assumptions 1-3. Note that w satisfies 
and
Remark 2.2 In Saff & Totik (1997) , a weight function w is called admissible if (i) w is upper semicontinuous on E, (ii) the set {x ∈ E | w(x) > 0} has a positive capacity, and (iii) lim x→±∞ |x| w(x) = 0 in the case that E is unbounded. These conditions are used to prove the existence and uniqueness of an equilibrium measure with compact support in the case of logarithmic potentials (2.16). However, in the case that the above setting G = D d and E = R is assumed, we do not assume the admissibility of w because conditions (i) and (ii) are fulfilled on the basis of Assumption 1, and condition (iii) can be substituted for the weaker condition (2.25) as will be demonstrated in the proof of Theorem 2.2.
The following theorem, which is a slight modification of Theorem II.5.10 in Saff & Totik (1997) , shows that a unique equilibrium measure exists given certain assumptions.
Theorem 2.2 Let w be a weight function satisfying Assumptions 1-3, let M be a positive real constant, and set 29) where M (R, M) is the set of Borel measures on R with total measure M. Then the following hold.
2. There is a unique measure µ
w has compact support and finite Green energy.
Proof. It follows from (2.27) that
Then, we only have to consider the minimization problem of I
w 1/M (ν) over the probability measures ν on R. The unique existence of a solution to this problem is guaranteed by Theorem II.5.10 in Saff & Totik (1997) , provided that the weight w 1/M is admissible in the sense explained in Remark 2.2. However, we can only use condition (2.25) instead of condition (iii) in Remark 2.2.
In fact, in Theorem II.5.10 in Saff & Totik (1997) , condition (iii) is necessary only to show that
for a certain constant C > −∞, and
These conditions guarantee the finiteness of V G w , the existence of the equilibrium measure µ G w , and the compactness of the support of µ G w . Therefore, to prove Theorem 2.2, we only have to show that the weight function w 1/M satisfies (2.32) and (2.33) in the case that G = D d and E = R, using condition (2.25). Because we have that
for any x, z ∈ R, it suffices to consider the function log(w(x)w(z)) −1/M . First, it follows from Assumption 1 that w is bounded above on R, hence log(w(x)w(z)) −1/M is bounded from below. Therefore, we have that (2.32) holds for
then we have that x n → ±∞ or z n → ±∞ by Assumption 1 and (2.25). Then, we have that Saff & Totik (1997) , and the proof is concluded.
A basic idea for designing accurate formulas based on potential theory
Let N be a positive integer. As mentioned in Section 2.2, we can restrict ourselves without loss of generality to sequences of sampling points that are symmetric with respect to the origin.
Reduction of the characterization problem to a problem with a continuous variable
We begin with the characterization of E min w) ) by explicit formulas. These are given by the following proposition, in which we restrict Lemma 4.3 in Sugihara (2003) to the case of even weight functions and the sampling points stated above. For readers' convenience, we describe the sketch of the proof of this proposition in Section A.1. 
are defined in (2.12), (2.13), (2.14), respectively.
The first equality in (3.1) gives the explicit form of the basis functions 1 . That is, if we can obtain sampling points a ℓ ∈ R that attain the infimum in (3.1), then the interpolation formulã
Then, what remains is to determine the sampling points a ℓ ∈ R. One criterion for determining these is given by the second equality in (3.1). Therefore, in the remainder of this paper, we will focus on the optimization problem
Because the logarithm is a monotonically increasing function on (0, ∞), we consider the following problem which is equivalent to (3.3).
Problem 1 Find a sequence {a ℓ } of sampling points that attains
is the Green potential on D d given by the discrete measure σ a associated with the sampling points {a ℓ }. That is,
In fact, the Green function of the region D d is given by
if z ∈ R. By applying the measure σ a from (3.6), we can rewrite V
For the sake of analytical tractability, we replace the discrete measure σ a in (3.8) with a general measure µ N on R to consider the approximation of V
The real number α N in (3.9) is an unknown that determines the support of the measure 2 µ N as supp
In order to impose a condition concerning the number of sampling points on µ N , we assume that
This value is different from 2N + 1 because this will provide a technical advantage when we estimate the difference between V
in Lemma 5.1. Now, we consider the following problem as an approximation of Problem 1.
Problem 2 Find a positive real number α N and a measure µ N ∈ M (R, 2(N + 1)) that attain
If Problem 2 has a solution µ N with a density function ν N such that dµ N (x) = ν N (x) dx, then we generate sampling points a ℓ as
We expect that the sequence {a ℓ } will provide a good approximate solution of Problem 1.
Characterization of solutions of the problem (3.11) using potential theory
In this section, we characterize solutions µ N of the problem (3.11) using some fundamental facts relating to potential theory. The characterization of µ N is provided by the following theorem.
Theorem 3.2 Let w be a weight function satisfying Assumptions 1-3. Then, the value α N and the measure µ N ∈ M (R, 2(N + 1)) are the solutions of the problem (3.11) if supp µ N = [−α N , α N ] and there exists a constant K N depending on N such that
(3.14)
In order to prove this theorem, we apply some fundamental facts from potential theory that are described below. The study Saff & Totik (1997) presents the original forms of these facts in a more general setting, i.e., in terms of more general G, E and w introduced in Section 2.3. However, for simplicity we concern ourselves only with the case that G = D d , E = R and w satisfy Assumptions 1-3. Furthermore, we only use V
is the weighted Green energy given in (2.23). Then, according to Theorem 2.2, there is a unique maximizer µ
Then, we obtain the following characterization of the optimal measure µ * N . Proposition 3.3 Let w be a weight function satisfying Assumptions 1-3. Furthermore, suppose that µ N ∈ M (R, 2(N + 1)) has compact support and a finite Green energy. If there exists a constant
then we have that µ N = µ * N and K N = K * N . Proof. By dividing both sides of (3.17) and (3.18) by M = 2(N + 1), we can reduce this theorem to Theorem II.5.12 in Saff & Totik (1997) , provided that the weight w 1/M is admissible. However, because the admissibility is only necessary for the same purpose as in Theorem 2.2, Assumptions 1-3 on w are sufficient for proving this theorem as shown in the proof of Theorem 2.2. Thus we can obtain the conclusion by referring to Theorem II.5.12 in Saff & Totik (1997) .
In addition to Proposition 3.3, we require the following proposition to demonstrate that the maximizer µ * N of J is also a solution of the optimization problem (3.11). Following Saff & Totik (1997) , for a real function h on R, let " sup x∈R " h(x) denote the smallest number U such that h takes values larger than U only on a set of zero capacity.
Proposition 3.4 Let w be a weight function satisfying Assumptions 1-3. Then, for any µ N ∈ M (R, 2(N + 1)) with compact support, we have
Proof. This theorem is an analogue of Theorem I.3.1 in Saff & Totik (1997) , which states an analogous fact for the case of logarithmic potentials. By dividing µ N ∈ M (R, 2(N + 1)) by M = 2(N + 1) and replacing the admissibility assumption in Theorem I.3.1 in Saff & Totik (1997) by Assumptions 1-3, we can prove this theorem in almost the same manner as Theorem I.3.1 in Saff & Totik (1997) .
By combining Propositions 3.3 and 3.4, we can prove Theorem 3.2.
Proof of Theorem 3.2. Suppose that the conditions (3.13) and (3.14) are satisfied. Then, it follows from Proposition 3.
Furthermore, let µ N ∈ M (R, 2(N + 1)) be a measure with compact support. According to Proposition 3.4, we have that
Then, µ * N is a solution of the optimization problem (3.11).
Procedure for designing accurate formulas
In order to generate sampling points a ℓ using Theorem 3.2, we need to obtain the solution µ * N or its approximation of the optimality condition given by the integral equation (3.13) and the integral inequality (3.14) with unknown parameters α N and K N .
In order to achieve analytical tractability, we seek an approximation of µ * N in the set of the measures in M (R, 2(N + 1)) with continuously differentiable density functions. For this purpose, we define
By using some fundamental properties of singular integrals, we can show that the following smoothness property of V
holds. The proof is presented in Section A.2.
given by (3.9) is differentiable on R \ {±α N } and its derivative
Therefore, in the remainder of this section we use condition (3.13) from Theorem 3.2 replacing "q.e." by "for any". Consequently, we consider the following problem.
Problem 3 Find real numbers α N and K N , and a density function
Because the system in Problem 3 contains inequality (4.4), it seems difficult to obtain the explicit form of V
However, we can in fact obtain it using the fact that the Green
. Then, we consider the following problem in order to obtain a solution for Problem 3.
Problem 4 Find solutions to the following two subproblems.
SP1 Determine the explicit forms of
3), and (4.4).
SP2 Let the solutions for α N , K N , and V
We let ν * N denote the solution ν N of SP2 in Problem 4. In order to solve SP1 in Problem 4 approximately, we consider a procedure with some steps involving the Fourier transform. We will explain the basic ideas behind this procedure in Section 4.1, and the full details of its steps are presented in Sections 4.2 and 4.3. Furthermore, we obtain an approximate solution of SP2 in Problem 4 using a numerical computation based on the Fourier transform. Using these solutions for Problem 4, we propose a procedure for obtaining the sampling points a ℓ in Section 4.4.
A basic idea for SP1 in Problem 4
A key ingredient for solving SP1 in Problem 4 is provided by the following proposition. 
Proof. The statement (i) is a straightforward consequence of the more general result of Theorem II.5.1 (ii) (iv) in Saff & Totik (1997) , and the statement (ii) immediately follows from the fact that log | tanh((π/(4d))ξ )| = 0 for any ξ with | Im ξ | = d.
From Proposition 4.2 and the equivalent expression of (4.3) given by
it follows that the function υ(
(x + i y) of real numbers x and y is the solution of the following Dirichlet problem on the doubly-connected region
Here we regard D d as a region in R 2 . If we can determine the optimal values of the parameters α N and K N , and obtain the solution υ = υ * N of (4.8)-(4.10) satisfying the inequality equivalent to (4.4) given by
to obtain the optimal measure µ * N . Therefore, we must carry out the following tasks.
• Determine the optimal values of α N and K N , i.e., α * N and K * N .
• Solve the Dirichlet problem (4.8)-(4.10) with condition (4.11) to obtain υ * N .
The smoothness (4.2) and the total measure (3.10) conditions allow us to determine α * N and K * N before we have obtained υ * N . More precisely, we first derive an expression for υ containing the unknown parameters α N and K N , and then we apply these conditions to determine α * N and K * N . We first consider the Dirichlet problem defined by (4.8)-(4.10). In general, we can obtain a closed form of the solution of such a Dirichlet problem on a doubly-connected region by conformally mapping the region to an annulus 3 and using the explicit solution of the Dirichlet problem on the annulus. For example, see pp. 293-295 in Nehari (1975) and §17.4 in Henrici (1993) . However, the explicit solution is rather complicated. In order to obtain simple approximations for υ, α * N and K * N , we derive a partial approximate solution of the Dirichlet problem (4.8)-(4.10). In fact, we only require the approximate solution on R \ [−α N , α N ] in order to solve SP1 in Problem 4. Next, we consider the Dirichlet problem on
For this purpose, we perform a separation of variables υ(
we can derive an approximation of υ(x, y) from (4.8) and (4.10) as
where c n = (π(n−1/2)/d) 2 for n = 1, 2, . . .. In this derivation, we have used the condition lim x→∞ X(x) = 0, which is the boundary condition (4.10) at infinity. Here, we intuitively expect that the term for n = 1 of (4.12) is a leading term, although we have not obtained a mathematical justification. Then, from (4.12) we have
Furthermore, by applying the condition (4.9) at x = α N to (4.13), we can determine A 1 and obtain
(4.14)
Then, from the smoothness condition (4.2) at x = α N , we can obtain a relation between α N and K N as
Because of the symmetry of the problem with respect to the imaginary axis, we can apply a similar argument to the problem for x < −α N . Thus we obtain an approximation of υ on
By noting Assumption 3 about the convexity of − log w(x), we can confirm thatυ N satisfies the condition (4.11). That is,υ
owing to (4.14) and (4.15), respectively. From the above arguments, we can consider the following approximation of the equation
In fact, this is sufficient for obtaining an approximation for the solution ν * N as demonstrated below. Then, lettingν * N denote the solution of the equation (4.18), we propose a procedure to solve SP1 in Problem 4 as follows.
Step 1 Derive the expression of F [ν * N ], which is the Fourier transform ofν * N , from the equation (4.18).
Step 2 Obtain the approximate value of α * N by applying the condition (3.10) to F [ν * N ]. Letα * N denote the approximate value.
Once we have performed the above two steps, we obtain an approximate equation of ν N on R by substitutingα * N into (4.18), which completes SP1 in Problem 4. Therefore, following the two steps above, it only remains to solve SP2 in Problem 4 in order to obtainν * N . We present the procedure for carrying out this task as Step 3 below.
Step 3 Substituteα * N into the expression of F [ν * N ] and obtainν * N by numerically computing the inverse Fourier transform of
We present the full details of Steps 1 and 2 in Sections 4.2 and 4.3, respectively. In Section 4.4, we present a procedure to design an accurate formula. Some notes relating to Step 3 are presented in Section 6, the section describing our numerical experiments. We first note that the explicit form of the LHS of (4.18) is given by
Then, equation (4.18) with ν N =ν N can be rewritten in the form
(4.19)
For a function f in a Lebesgue measurable space on R, let F [ f ] be the Fourier transform of f given by (4.20) According to this definition, we can use the formula (Oberhettinger, 1990, p. 43, 7 .112)
to derive the Fourier transforms of both sides of (4.19) as follows:
Therefore, we have
We can confirm the existence of the inverse Fourier transform of Proof. We must confirm the square integrability on R of the first and second terms of the RHS in (4.24).
For the first term, we have 25) which shows that the first term is bounded around the origin. Moreover, for ω with |ω| ≫ 1 the function 1/ tanh(d ω) is bounded, and the function
is square integrable because this is the Fourier transform of the square integrable function (
Thus, the first term is in L 2 (R). For the second term, we have 26) which shows that the second term is bounded around the origin. Moreover, for ω with |ω| ≫ 1 the function 1/ tanh(d ω) is bounded, and the function ω/(π 2 + 4d 2 ω 2 ) is square integrable. Thus, the second term is in L 2 (R).
4.3
Step 2 for SP1 in Problem 4: approximation of the parameters α * N and K *
N
We use the fact that the condition (3.10) can be described in terms of the Fourier transform of ν N with µ N = µ[ν N ] and supp ν N = [−α N , α N ], as follows:
According to this condition (4.27), we assume that
in order to determine an approximate value of α * N . It follows from (4.25) and (4.26) that the condition (4.28) is equivalent to
Equation (4.29) has a unique solution because the LHS of equation (4.29) is a strictly increasing function of α N that increases from 0 (for α N = 0) to +∞ (for α N → +∞). Then, letα * N be the unique solution of equation (4.29). For given d and w, we can obtain a concrete value forα * N by solving (4.29). Then, by using the formula (4.15), we can also determineK * N , which is an approximate value of K * N , as follows:
.
(4.30)
Example 4.1 Single exponential weight functions. For real numbers β > 0 and ρ > 0, we consider weight functions w with
For simplicity, we consider the case that w(x) = exp(−(β |x|) ρ ), although this w does not always satisfy Assumption 1 4 . Then, we pursue approximate formulas forα * N andK * N . It follows from
Using these expressions and (4.29), we obtain the equation
which determinesα * N . In order to obtain an asymptotic form ofα * N , we neglect the second term of the LHS in (4.35). Thus, we havẽ
(4.36)
By using this expression and (4.30), we obtain that
Example 4.2 Double exponential weight functions. For real numbers β > 0 and γ > 0, we consider weight functions w with
For simplicity, we consider the case that w(x) = exp(−β exp(γ|x|)), although this w does not satisfy Assumption 1. Then, we pursue approximate formulas forα * N andK * N . It follows from
which determinesα * N . In order to obtain an asymptotic form ofα * N , we neglect the second and third terms of the LHS in (4.42). Thus, we havẽ
where W is Lambert's W function, i.e., the inverse function of g(x) = x e x . By using this expression and (4.30), we obtain thatK * 
Generate sampling points a i as a i
6. Obtain an approximation formulaf N of f for x ∈ R as
Error estimate
General error estimate
Here, we estimate sup x∈R | f (x) −f N (x)|, which is the error of the approximation of f byf N in (4.45). For this purpose, we first note that
This fact is derived in the proof of Lemma 4.3 in Sugihara (2003) . Furthermore, we will prove the following lemma, which provides an estimate of the difference between the discrete potential (3.8) and its continuous counterpart (3.9). for some constants c > 0 and λ > 0 that are independent of N. Then, for sufficiently large N, we have
log tanh π
where c ′ and c ′′ are constants depending only on c, d, and λ .
We prove this lemma in Section A.3. Now, under some assumptions, we can estimate the error
Theorem 5.2 Let the weight function w satisfy Assumptions 1-3. Furthermore, suppose that for each positive integer N the sampling points a i are obtained using the procedure presented in Section 4.4, and that the functionν N obtained in that procedure satisfies a counterpart of (5.3), i.e.,
for sufficiently large N, where C and c ′ are constants that are independent of f and N.
Proof. From (5.5) and Lemma 5.1, it follows that
By combining this estimate and (5.1), we obtain that
which concludes our proof.
Examples of error estimate
Now, we present the explicit forms of the error estimate presented in Theorem 5.5 for the weight functions w given in Examples 4.1-4.2. For this, we require one additional assumption to confirm the condition (5.5).
Assumption 4 The function |ν N (x)| takes its maximum value at x = 0, whereν N is obtained in the procedure presented in Section 4.4.
Remark 5.1 According to the conditions (4.24) and (4.29), the validity of Assumption 4 depends on the real constant d and the weight w. Therefore, it is preferable to formulate a sufficient condition for the statement of Assumption 4 in terms of d and w. However, we do not derive such a condition here, and leave this as a theme for a future study. In addition, as shown in Section 6.2, we numerically confirm the validity of Assumption 4 in practical applications.
Under Assumption 4, we can provide an estimate to confirm the condition (5.5).
Lemma 5.3 Suppose that the weight function w satisfies Assumptions 1-3. Then, letting v be defined
We prove this lemma in Section A.4.
Example 5.1 Error estimate in the case of the single exponential weight functions given in Example 4.1. Using (4.32) and (4.36), we can deduce from Lemma 5.3 that
( 5.9) for sufficiently large N. Therefore, it follows from (4.37) and Theorem 5.2 that
(5.10)
In particular, in the case that d = π/4 and ρ = 1, the argument of the exponential in (5.10) is equal to
This expression is almost the same as the arguments of the exponentials in (2.6), which provides an error estimate for Ganelius's formula, which is described in Section 2.2. 
for sufficiently large N. Therefore, it follows from (4.44) and Theorem 5.2 that
The rate of this bound is close to that of the upper bound
of the error of the DE-Sinc formula (Sugihara, 2003, Theorem 3.2 (3. 3)) 5 , and worse than that of the lower bound
of the minimum error norm (Sugihara, 2003, Theorem 3.2 (3.4) ). These facts do not seem to agree with our expectation that the bound in (5.13) is close to the minimum error norm. However, because the computation to derive (5.13) is somewhat rough, we need to pursue the exact value of the minimum error norm in a more rigorous manner.
Numerical experiments
For numerical experiments on approximations using our formulaf N (x) given by (4.45), we chose the functions listed in Table 1 . For simplicity, we set d = π/4. The Gaussian weight in row (2) of Table 1 is of a single exponential weight type. In fact, by letting ρ = 2 in Example 4.1, we have Gaussian weights. 
Gaussian SE-Sinc, Ganelius
We will explain the numerical algorithms for producing the sampling points for our formulas in Section 6.1, and will present the results of the computations of them in Section 6.2. Then, we will present the results of the approximations provided by our formulas in Section 6.3.
Numerical algorithms
In this section, we present the numerical algorithms for executing the procedure proposed in Section 4.4. In Step 1, we apply the Newton method to solve the equation (4.29) forα * N using the approximate expression (4.36) or (4.43) as an initial value. To compute the integral
)dx, we apply the mid-point rule with the grid {x i }, where
with M = 2 12 and h x =α * N /M. In Step 2, for the discretization of the inverse Fourier transform of F [ν N ](ω), we apply the equispaced grid {ω i } with
where h ω = π/α * N . Then, using the mid-point rule with this grid, we compute the approximate values of ν N (x) for x = x i given by (6.1). In addition, we apply a fractional FFT (Bailey & Swarztrauber, 1991) to speed up the computation of the discrete Fourier transform (DFT) without the Nyquist condition about h x and h ω . In Step 3, we compute the approximate values of the integral I[ν N ](x i ) using the standard Euler scheme, i.e.,Ĩ
Step 4, we apply piecewise third order interpolation 6 to the data
Remark 6.1 It may seem inconsistent to use a first-order Euler scheme for the integral in (6.3) and a third order interpolant for the inverse. However, we do not care about that because the accuracy of the computed sampling points does not seem to make so much difference in the performance of the resulting approximation formula as far as we judge from the numerical results in Section 6.3. Theoretical investigation about the robustness of the formula against the errors in the sampling points is an important and interesting issue, which we leave as future work.
Computed sampling points
We present the computed sampling points for d = π/4 and the weight functions in Table 1 . First, in order to confirm Assumption 4 numerically, we plot the computed values ofν N . Next, we show the computed sampling points and the discrete weighted potential
for each weight function w. Because the function (6.5) is the approximation of log w(x) +V
(x), we can expect it to be almost "flat" on the interval [−α * N ,α * N ] and to decay outside of it. The computations of the sampling points were performed using Matlab R2015a programs with double precision floating point numbers. These programs used for the computations are available on the web page Tanaka (2015).
The results for the weights in (1), (2), and (3) are presented in Figures 2, 3 , and 4, respectively. In each graph (a) from Figures 2-4 , we can observe that the functionsν N are unimodal and take their maximums at the origin, although some outliers appear around the endpoints, particularly in the case of the DE weight. Therefore, in the case of the SE and the Gaussian weight, we can confirm Assumption 4. We suspect that the outliers are the result of numerical errors. As for the discrete weighted functions, in graphs (c) and (d) in Figures 2-4 , we can observe that the results are consistent with our expectation for small N. On the other hand, the discrete weighted potentials are warped particularly in the case of the DE weight for large N. We leave the investigation of these phenomena as a topic for future work. 
Results of function approximations
For comparison with our formula, we also computed the errors of the approximations using the SE-Sinc formulas and Ganelius's formula in the case of the (1) SE and (2) Gaussian functions, and those using the DE-Sinc formula in the case of the (3) DE function. For the sinc formulas, we follow the convention in Sugihara (2003) , and use formula (1.4) with h = π/(2 √ 2N), h = (π/(2N)) 2/3 , and h = log(2πN)/(2N) for (1) SE, (2) Gaussian, and (3) DE functions, respectively. Furthermore, as Ganelius's formula, we use formula (2.15) with β = 2. We adopted ten different values for N as N = 10, 20, . . ., 100, and computed the approximations of the functions in Table 1 for x = x ℓ given by
((2) Gaussian), −2.5 + 0.005ℓ ((3) DE) (6.6) for ℓ = 0, 1, . . . , 1000. Then, we computed the values max ℓ | f (x ℓ ) −f N (x ℓ )|/ f , which are presented in Figures 5, 6 , and 7 for the functions with SE, Gaussian, and DE decays, respectively. The computations of the approximations were performed using Matlab R2015a programs with multi-precision numbers, whose digits were 30, 50, and 90 for the functions with SE, Gaussian, and DE decays, respectively. For the multi-precision numbers, we used the Multiprecision Computing Toolbox for Matlab, produced by Advanpix (http://www.advanpix.com).
In the case of the SE weight, Ganelius's formula and our formula achieve almost the same accuracy, which surpass that of the SE-Sinc formula. The former result supports the observation in Example 5.1 that the error estimates of these formulas almost coincide. In the other cases, our formula outperforms the other formulas. 
Concluding remarks
In this paper, we proposed a method for designing accurate function approximation formulas on weighted Hardy spaces H H H ∞ (D d , w) for weight functions fulfilling Assumptions 1-3. We began with Problem 1, which is the worst error minimization problem given by (3.4) to determine sampling points for the formulas. We approximately reduced this to Problem 2 with a general measure µ N for analytical tractability. According to potential theory, solutions of Problem 2 are characterized by the system consisting of the integral equation (3.13) and the integral inequality (3.14). Next, we considered Problem 3 by introducing the measure µ[ν N ] with the smooth density ν N in place of the measure µ N again for analytical tractability. Finally, using the harmonic property of the Green potential U
, we considered Problem 4 as a reformulation of Problem 3 and obtained the Fourier transform (4.24) of the approximate solution for the density ν N of the measure µ[ν N ]. After determining the unknown parameters α N and K N in the Fourier transform by (4.29) and (4.30), we obtained an approximation of the density ν N . Then, using its discretization, we generated the sampling points and proposed the approximation formula (4.45) for each space H H H ∞ (D d , w) . Furthermore, we provided an error estimate for the proposed formulas in Theorem 5.2 and observed that in numerical experiments our formulas outperformed the existing formulas. However, our procedure for generating the sampling points contains approximations in the reduction of Problem 1 to Problem 2 and in the approximate solution of the Dirichlet problem given by (4.8)-(4.10) for SP1 in Problem 4. Therefore, we cannot guarantee that each of our formulas is precisely optimal in the corresponding space H H H ∞ (D d , w). Then, one possible direction for future work is the improvement of the procedure to obtain exactly optimal formulas. Furthermore, another future direction may be generalization of the proposed method such as a generalization of the domain G = D d and the closed set E = R and/or a generalization of the weight function w. In particular, as the latter generalization, weight functions with complex singularities will be of our interest. Finally, we make two remarks about the computational aspects of the proposed formula in (4.45). First, the form of formula (4.45) suggests an O(N 2 ) computation for evaluation at a fixed x, which is also the case of Lagrange interpolation of a polynomial. However, the complexity of Lagrange interpolation is reduced to O(N) by the barycentric formula (Berrut & Trefethen, 2004; Higham, 2004) . Since formula (4.45) has a similar form to a Lagrange interpolant, a certain analogue of the barycentric formula may reduce its complexity. Second, there remains the issue of the numerical stability of formula (4.45). The numerical stability of computing the product in B N (x; {a ℓ }, D d ) is not clear because we used multi-precision arithmetic for the computations in Section 6.3. We need to investigate the stability and to modify the proposed formula to stabilize it if necessary. A new barycentric formula mentioned above may be a possible candidate that gives such modification. We regard these computational issues as important topics of future work.
A. Proofs
A.1 Sketch of the proof of Proposition 3.1
First, we show the inequalities
The first inequality is trivial by the definition of E min
For the second inequality, we use residue analysis to obtain that
with f 1 and x ∈ R. Then, we have the second inequality. Next, we show the inequality
In order to show this inequality, we consider the subspace F F F 0 ({a ℓ }, {m ℓ }) defined by
Therefore, we have that
Hence we have (A.3).
A.2 Proof of Proposition 4.1
For simplicity, we set C d = π/(4d), and we use α, ν, and V in place of α N , ν N , and V
, respectively. First, we investigate the function V given by
where ν ∈ C 1 (−α, α) and ν(±α) = 0. In the following, we will prove that
for x with |x| = α. It suffices to show that formula (A.8) holds, because this also guarantees the relation
In the case |x| > α, we can derive formula (A.8) using a standard argument from calculus and integration by parts. In the case |x| < α, we consider the interval I δ = [−α + δ , α − δ ] for δ with 0 < δ < α, and define V ε (x) for x ∈ I δ by
where 0 < ε < δ . Clearly, lim ε→0 V ε (x) = V (x) holds for any x ∈ I δ . Then, if we can show that V ′ ε is continuous on I δ and .10) uniformly with respect to x ∈ I δ , we have that (A.8) holds for x ∈ I δ . The derivative of V ε is given by
which is continuous on I δ . We have used integration by parts for the second equality in (A.11). Because ν ′ is continuous on I δ , it has a minimum value Φ min and the maximum value Φ max on I δ . Using these, we have
Furthermore, we can show that
is independent of x and tends to zero as ε → 0. Then, it follows from (A.11) and (A.12) that the uniform convergence (A.10) on I δ holds. Because δ is arbitrary in (0, α), we have that (A.8) holds for x with |x| < α.
A.3 Proof of Lemma 5.1
In this proof as well, we will use C d = π/(4d) for simplicity.
Proof in the case x ∈ [a(−N), a(N)].
Let m be the integer with x ∈ [a(m), a(m + 1)) and let n be an integer with n m. Noting that log | tanh(
Because we have that
we can multiply both sides of (A.14) by b ′ (z) and integrate them with respect to z, to obtain
Summing these terms for n = −N, . . . , m, we have that .17) By noting that log | tanh(C d (x − z))| is a monotone increasing function of z with x < z, and applying similar arguments to those used above, we also have that (A.26) to reduce this case to the case that x ∈ [a(N), a(N + 1)]. Then, we can deduce (A.24) from (A.25). Thus, we have shown that (5.4) holds.
A.4 Proof of Lemma 5.3
In this proof, we use α in place ofα * N for simplicity. According to Assumption 4, it suffices to estimate |ν N (0)|. Let p w and q w be defined by 
