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Abstract 
Matrix compensation is introduced to preserve the positivity of matrices when we construct preconditioners for 
positive-definite matrices. Diagonal compensation for symmetric positive-definite matrices is generalized to positive- 
definite matrices. If matrix compensation is used to construct preconditioners, condition numbers of preconditioned 
matrices are estimated. 
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1. Introduction 
When we construct a preconditioner for a positive-definite matrix, it is important to preserve the 
positivity of matrices. Let A be a positive-definite matrix. Roughly speaking, the matrix compensa- 
tion consists in finding a matrix G such that G - A is positive semidefinite. In general, it is not easy 
to find a good compensative matrix G to construct a good preconditioner for A by using G. On 
some occasions, however, the diagonal compensation can be easily used to obtain matrix compen- 
sation for symmetric positive-definite matrices for constructing ood preconditioners [2-4]. The 
idea of diagonal compensation can be traced back to Axelsson's early work [1]. Further study can 
be found in [2-5, 9]. It is well known that the diagonal compensation acts as a key in the modified 
block incomplete factorization. We generalize the diagonal compensation to positive-definite 
matrices. 
Let A = B + R be a symmetric positive-definite matrix and M = B + D, where B is a symmetric 
matrix and D is a diagonally compensative matrix of R. M can be an efficient preconditioner for 
A (see, e.g., [2-4]). If By > 0 for a positive vector v or p (A - 1 R) < 1, some general results on upper 
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bounds for eigenvalues and the condition number of M - ~ A are derived by using the spectral radius 
p(B-~R) and the condition number x(M-~B)  in [-2, 4]. Sometimes, however, it is difficult to 
estimate accurately p(B-~R) and tc(M-1B), where and throughout the paper x(C-~A)= 
•max(C-1 A)/J.min(C-1A) for symmetric positive-definite matrices A and C. We show here some 
new upper bounds for eigenvalues and condition numbers for compensative preconditioners 
involving p(B-1D) or p(M-~D). Finally, condition numbers of preconditioned matrices are 
estimated if matrix compensation is used to construct preconditioners for symmetric positive- 
definite matrices. 
2. Matrix compensation and diagonal compensation 
In this section we define the matrix compensation and generalize the diagonal compensation to 
positive-definite matrices. 
Definition. A matrix D is called a compensative matrix of R if D - R is positive semidefinite. 
To make matrix compensation simple for a given positive-definite matrix A, we choose a matrix 
R for which one can easily find a compensative matrix and consider the matrices 
A = B + R, (1) 
M = S + D, (2) 
where D is a compensative matrix of R. Clearly, M is a positive-definite matrix and a compensative 
matrix of A. For practical reasons, B and D are frequently assumed to be sparse matrices or 
matrices with special structures. 
Let A = (aij)'i,j= 1 and S be a sparse pattern. We can find a compensative matrix M with the 
pattern S as follows. Let (B)ij = aij if (i,j)~S, (B)ij = 0 if (i,j)q~S, and R = A-  B. Choosing 
a compensative matrix D (with the pattern S) of matrix R, one finds that M = B + D is the result. 
We now generalize the diagonal compensation to positive-definite matrices. Let A be a positive- 
r " for R = (rij)i",j= 1 Assume D is a diagonal matrix definite matrix split as (1) and put IRI = (I /j[)ij= 1 
such that 
ov  I> R 2 v (3) 
for a positive vector v = (vl,v2, . . . ,v,)  T. It is not hard to see from (3) that the matrix 
V-  1 (D - (R + RT)/2) V is diagonally dominant, where V = diag(vl, v2, . . . ,  v,). The Gerschgorin 
Circle Theorem (see e.g. [8]) shows that 2 (V-  I (D -- (R + RT)/2)V) is nonnegative, and so 
is 2(D -- (R + RT)/2). Hence, D -- (R + RT)/2 is symmetric positive semidefinite. On the other 
hand, 
xT(D- -R)x=xT(D R2RT)x  , Vxe ~", 
which implies that D -R  is positive definite, i.e., D is a compensative matrix of R. We call 
D a diagonally compensative matrix of R. 
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If A is a symmetric positive-definite matrix and B is a symmetric matrix, (3) becomes Dv >>. IR Iv 
so it is seen that (3) generalizes diagonal compensation for symmetric positive-definite matrices 
[2-4,1. In this case M given by (2) is also symmetric positive definite and 2(M-1A)  ~< 1. 
" [7,1, i.e., a general- Eisner and Mehrmann presented a class ofm x m block matrices A = (Au)~,j= 1 
ization of Z-matrices, where the blocks A u are k x k Hermitian matrices and the off-diagonal blocks 
are negative semidefinite (see also [2]). These matrices arise, for example, in numerical solution of 
the Euler equations [7, 10]. Put S k = {A = (Aij)imj=l I Aij are k x k symmetric matrices}. If 
A = (AU)imj= 1e S k, split A = B + R, where B, R = (Ru)~j = ~ ~ S k, and Ru = 0, i = 1, 2 . . . .  , m. Let 
D = blockdiag(D1, D2 . . . .  ,D,) be a block diagonal matrix such that 
2Diu i -  L uj(IRijl2 + IRj~I2), i = 1, 2, ... ,m, 
j= l  
are positive semidefinite for a positive vector u = (u  l ,  u 2 . . . . .  Ura)T~. ~", where [G]2 = (GG) 1/2 and 
Di are k x k symmetric positive-definite matrices. It follows from [10-1 that D-  R is positive 
semidefinite. Hence, D is a compensative matrix of R. We call D a block diagonally compensative 
matrix of R. M = B + D clearly becomes a compensative matrix of A. In the rest of the paper, we 
assume that all matrices are symmetric. 
3. Analysis of compensative preconditioners 
Given a matrix A, a compensative preconditioner consists in using a compensative matrix of A as 
a preconditioner for A. In this section, we analyze this kind of preconditioners. Some analysis and 
practical examples of compensative preconditioners can be found in I-2, 4]. 
Theorem 3.1. Let A = B + R and M = B + D, where D is a compensative matrix of  R. Assume that 
A and B are positive definite. Then 
(a) I f  D is positive semidefinite, t¢ (M - x B) <~ (1 - p (M - 1D))- 1 = 1 + p (B - 1D). 
(b) I f  D is a diagonally compensative matrix of  R and p (B-1D) < 1, 
1 + p(B-1D)  1 
x (M-1A)  <<. = 
1 - -  p (B -1D)  1 - -  2p(M-1D)"  
Proof. To prove the theorem we need the following inequalities (see [2, 4,1): 
2i(/~- 1B),~rnax (B- 1 z~) ~ ,~.i (~, ~ - 1 Z~) ~ ,~ i ( ]~ - 1B), '~min (B- 1 .~) ,  
where ,~,/~ and ~t are positive definite. 
If D is positive semidefinite, M = B + D implies that p(M-1B)<~ 1 
Hence, 
x(M - 1 B) <~ (2m~. (M - 1 n)) - 1 
(4) 
and p(M-1D)<I .  
= ( ,~min( l  - -  M-~D))  -1 = (1 - p(M-aD) )  -1 
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On the other hand, 2(B-1M)  = ~, - I (M-1B)  ~> 1 shows that 
1 + p (B -1  D) = 1 + p (B -  ' (M -- B)) = p (B -1  M) 
= (2min(M- 'B) ) - '  = (1 - p(M-XD)) - ' ,  
which ends the proof of (a). 
If D is a diagonally compensative matrix of R, i.e., D is a nonnegative diagonal matrix such that 
Dv >1 I(R + Rr)/21 v = IRI v for a positive vector v, then, as mentioned above, both D - R and 
D + R are positive semidefinite, and so are B- I /2DB -~/2 - B - I /2RB -~/2 and B-~/2DB -1/2 + 
B-1/2RB -~/2. Hence, p(B- ID)  >>, p(B-~R). 0 < 2(M-1A)  ~ 1, p(B-~D) < 1 and (4) show that 
x(M - ~ A) ~< (2m~. (M - 1 A ) )  - 1 ~ (2min (M - 1 B)2min (B - 1 A))- 
1 + p(B-1D) 
1 + J-min (B - 1 R) ~< 
1 + p(B- ID) 
1 - p (B - 'R )  <" 
1 + p(B-XD) 
1 - p(B-1D)" 
The last equality of (b) follows from the equality (1 - p(M- ID) ) -~ = 1 + p(B-1D). [] 
Other estimates of upper bounds for eigenvalues and condition numbers of M-XA using 
p(B-1R)  and x(M-1B)  can be found in [2, 4]. 
The theorem requires that B be positive definite. The following result shows a simple condition 
for both p (B- 1 D) < 1 and B being positive definite. In particular, p(B- 1 D) < 1 implies that B is 
positive definite if D is positive semidefinite. 
Lemma 3.2. Let M = B + D be positive definite. I f  p (M-1D)  < ½ then B is positive definite and 
p (B - 1 D) < 2p (M - 1 D). (5) 
If, in addition, D is a positive-semidefinite matrix then p (B- x D) < 1 if and only if p (M - 1 D) < ½. 
Proof. M = B + D and p (M-  1 D) < ½ show that 2 (M-  1 B)/> 1 - p (M-  1 D) > ½, which implies 
that B is positive definite and 0 <2(B-1M)<2.  A simple computation shows that 
- 1 < 2(B-1D) = 2(B-1M) -  1 < 1, i.e., p(B-1D) < 1. Thus, I + B-1/2DB -1/2 is positive 
semidefinite and 
p(M-1D)  = p(B-1/2(I  + B-1 /2DB-1 /2) - IB - I /2D)  
= p((I + B-1 /2DB-1 /2) - I /2B-1 /2DB-U2( I  + B-1 /2DB- I /2 )  -1/2) 
xT B -  1/2 DB-  1/2 x 
= max x ~o xT( I  + B -1 /EDB-1 /2)x  >~ xrxmaX= 1 
[xT B - 1/2 DB-  X/2xl 
1 + [xTB- 1/2DB- 1/2x I
>>. p(B-1D) 1 
1 +p(B-~D)>2 p(B-~D)' 
which completes (5). 
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If D is positive semidefinite, we have 
0 ~< 2(M-1D)  = 1 - 2 (M-~B)  = 1 -- 2-X(B-1M).  (6) 
On the other hand, p(B-1D) < 1 shows 2(B-1M)  = 2(I + B-1D) <<. 1 + p(B-1D) < 2. Eq. (6) 
shows that p (M-~D)  < ½. [] 
Because M, B and D are often sparse matrices, we estimate the upper bounds for 2/ (M-  1 A) by 
using 2/(M - 1 B) and p (M - 1 D). 
Theorem 3.3. Let A = B + R and M = B + D, where D is a compensative matrix of R. I f  B is positive 
definite and A and D are positive semidefinite, then 
(1 - p(M-  1D))- 1 ,~i( M-  1B) = (1 + p(B-  1D))2i(M- 1 B) >>. ,~i(M- 1A). (7) 
Proof. Note that on the assumption of the theorem we can prove that (1 -  p(M-1D) ) - I=  
1 + p(B-~D) as we did in the proof of Theorem 3.3. We now prove that 
,~.i(M - 1 n) ,~.max (n  - 1 M)/> 2,(M - 1A). (8) 
To this end, we need to prove that 2max(B-1A)<.2max(B-1M). Equalities A=B+R 
and M = B + D show that B-1/2MB -1 /2 -  B-~/2AB -1/2 = B-1 /2(D-  R)B -1/2, which implies 
that 
2max(B-1M) = ~max(B- U2 MB -1/2) ~ 2max(B- U2 AB -1/2) = 2max(B-1A). 
The inequality (8) now follows from the first inequality of (4). 
Let g = ctI + A,/3 = c¢I + B and ~t = ~I + M, where ~ is any positive number. One finds that 
.~ = B + R and ~r =/~ + D. Applying (8) to 42/,/~ and ~ shows that 
/~i(/~ - 1 B)~max (B-1 /~) /> /~i(/~- 1~). (9) 
It follows from the proof of Theorem 3.1 that 2max(B-1~) = (1 - p (~-1D) ) -1 .  Hence, we have 
from (9) that 
(1 - p(1C4-1D))-12,(,Vl-lB) >>./~i(~,~- 1/~) .  (10) 
Using the Courant-Fischer theorem (see e.g. [-8]) and setting 0¢--, 0 in (10) show the inequality 
(7). [] 
If D is a diagonally compensative matrix of R, Theorem 3. l(b) shows a bound for t~ (M-  1A). For 
the general case of compensative matrices the next result shows the same bound for the matrix 
compensation if B -  a R/> 0. 
Theorem 3.4. Let A = B + R and M = B + D, where A and B are positive definite and D is 
a compensative matrix of R. I f  B - IR  >~ 0 and p (B-1D) < 1, 
s;(M_IA ) ~< 1 -4- p(B- ID)  (11) 
1 - p(B-~D)" 
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Proof. Since D -- R is positive semidefinite, 2(B-~ R) ~< p (B-ID). In the case of B -~R ~> 0, the 
Perron-Frobenius theorem (see e.g. [6]) shows that 
p(B-~R)  = ~max(B- 1R) ~< p(B-1D). 
0 < 2(M-~A)  ~< 1 and (4) show that 
sc(M-1A) ~ 2min(M-1A)  -1  ~ (~min(M-1B)2min(B-1A)) -1 
/~max (B - 1 M) 1 "-I-- 2rnax (n  - 1 D) 
- 2min (B - 1 A) - 1 + 2mi,, (B - 1 R) 
1 + p(B- tD)  1 + p(B- ID)  
<~ 1--  p (S -  ~ R) <~ 1-  p (S -  l D) ' 
which is (11). [] 
As an application, we use diagonal compensation to estimate the spectral radius of positive- 
definite matrices. 
Proposition 3.5. Let A = (ais)i",j= i = B + R be a positive-definite matrix, where R is a nonnegative 
matrix with zero diagonal entries, and D = diag(dl, d2, . . . ,  d.) is a diagonally compensative matrix of 
R. I f  all positive off-diagonal entries of A are reduced, then 
p(A) <. 2(a + d), (12) 
where a = max(al l ,  az2, ... ,a,,) and d = max(dl, d2, ... ,d.). 
Proofi Let C = (c~j)7,s=x be an M-matrix and u = (b/1 . . . . .  Un) T be a positive vector such that 
Cu > 0. Then U -1CU is diagonally dominant, where U = diag(ut, u2, ... ,u,). Hence p(C)= 
p(U-ICU) <<. IIU-ICUIl+ ~<2c, where c = max(c11,c22, ... ,c,,). On the assumption of the 
proposition, M defined by (2) becomes a Steitjes matrix with the diagonal (a~ + dr, aa2 + d2 . . . . .  
a.. + d.). (12) follows from p(A) ~ p(M). [] 
4. Applications to preconditioners 
Let M be a compensative matrix of A. Another way to construct a preconditioner for A is to 
choose a preconditioner for M as a preconditioner for A. To apply our results to preconditioners, 
we first show the following result. 
Theorem 4.1. Let A and M be positive definite such that III - M-1A 112 ~ /;, where e < 1. Then for 
any positive matrix C 
l+e  
K(C-1A) ~ ~ K(C-1M) • 
Proofi Note that for any two positive-definite matrices/T and/3, 
p(~ln) = p(.~1/2~1/2) ~ p(.~)p(~). (13) 
H. Lu /Journal of Computational and Applied Mathematics 63(1995) 237-244 243 
Let A - M = E. Then p(M-1 /2EM -1/2) = p(I - M-1A)  <<. III - M-1A[IE ~< e < 1, which im- 
plies that I + M-  I /2EM- 1/2 is positive definite. Applying (13) shows that 
,~.max(C- 1A) = p(C-  1/2AC- 1/2) = p(C- 1/2M1/2(1 + M-  1/2EM - 1/2)M1/2C- 1/2) 
= p(M1/2C-1M1/2(I  + M-1/EEM-1/2)) << p(M1/2C-1M1/E)p(I  + M-1 /2EM -1/2) 
<<. p(C-1M)(1 + p(M-1/2EM-1/2))  <~ 2max(C- 1M)(1 + e). 
On the other hand, p(M-1/2EM-1/2)  < 1 shows that 
4 -1 = (M + E) -1 = M-1/2( I  + M-1 /2EM-1 /2) -1M -1/2 
=M-1/2(k=~o(M-1/2EM-1/2)k)M-1/2 
Similarly, we have 
~max(A-1C) = IIC1/2A-1C1/2II 2 
i 1 <<" [1C1/2M-1C1/2112 []M-1/2EM-1/2[lk <'G Amax(M-1C) l - e" 
k=O 
The theorem follows immediately. [] 
A similar result for C = M can be found in Axelsson's book [2, pp. 327-328]. 
Let M be a compensative matrix of A and C be a preconditioner for M. If we choose C as 
a preconditioner for A, the following corollary shows a bound for x(C-1A).  
Corollary 4.2. Let A = B + R and M = B + D. Assume A and B are positive definite. I f  1. D is 
a diaoonally compensative matrix of R and p(B-1D) < 1 or 2. D is a compensative matrix of R, 
B -  I R >I 0 and p (B-1D) < 1, then for any positive-definite matrix C 
1 + p(B-XD) to(C_ 1M). (14) 
tc(C-1A) ~ 1 - p(B-1D) 
Proof. Inequality (4) implies that ~c(C-1A) <<. K (M-1A)K(C- IM) .  Theorem 3. l(b) and Theorem 
3.4 complete (14). [] 
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