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a b s t r a c t
Analyzing the magnetic properties of molecular compounds means unraveling the electronic multiplet
structure and properties of molecules on a small-energy scale. Various models have been introduced
in the past to describe molecular magnetic characteristics, and to overcome associated limits of com-
putational resources. Herein, model calculations based on effective theory, ligand-ﬁeld theory and ab
initio methods are critically compared and discussed. Using our computational framework CONDON,
selected examples of magnetically anisotropic lanthanide and actinide systems point out their draw-eywords:
agnetic properties
olecular magnetism
olecular modeling
heoretical chemistry
backs and opportunities, and explicitly reveal exaggerated statements found in literature regarding their
applicability and potentials.
© 2015 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND
license (http://creativecommons.org/licenses/by-nc-nd/4.0/).anthanide compounds
ctinide compounds∗ Corresponding author at: Institut für Anorganische Chemie, RWTH Aachen Uni-
ersity, Landoltweg 1, 52074 Aachen, Germany. Tel.: +49 241 80 93642.
E-mail address: paul.koegerler@ac.rwth-aachen.de (P. Kögerler).
ttp://dx.doi.org/10.1016/j.ccr.2014.10.011
010-8545/© 2015 The Authors. Published by Elsevier B.V. This is an open access article un1. Introduction
Magnetic properties of molecular compounds are of high inter-
est in the development of new advanced materials, in particular
for future information technology. This development is motivated
by a multitude of emerging subﬁelds, e.g. molecular spintronics,
where the molecular charge transport characteristics manifest the
der the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
1 emistr
q
s
m
t
c
c
i
a
f
a
b
a
i
p
n
o
h
ﬁ
r
H
m
o
a
t
o
m
m
a
2
o
(
a
b
c
n
s
2
m
m
e
I
a
t
d
(38 J. van Leusen et al. / Coordination Ch
uantized spin multiplet structure of a given molecular charge
tate. Thus, the interpretation and the modeling of the experi-
ental magnetic data of the targeted molecular materials have
o be accurate – a challenging task since each magnetic center
an sensitively react to its chemical environment (ligands and
oordination symmetry) or oxidation state – not to mention the
nteraction of multiple centers. To this effect, selected models
nd theories and their subtleties will be discussed in this paper,
ocusing primarily on magnetically anisotropic systems. While the
vailability of numerousmodeling tools nowadays is greatly helped
y ever-increasing computational resources, using such tools can
lso provide a wrong incentive to forgo scientiﬁc thoroughness
n the sense that numerical results are seen as precise without
roperly consolidating them from the underlying physical basis.
In molecular magnetochemistry, the interpretation of the mag-
etism of molecular materials with open-shell 3d, 4d, 5d, 4f,
r 5f ions (or organic radicals) centers on the correlation of
igh-accuracy experimental data e.g. SQUID magnetometry, high-
eld/low-temperature magnetization, or electron paramagnetic
esonance measurements, with simulated data based on model
amiltonians. We are developing codes that implement various
odels and that are integrated into the framework CONDON. The
utstanding features of CONDON are its underlying “full model”
pproach, the use of full p, d, or f manifolds and the considera-
ion of the applied ﬁeld dependence of magnetic quantities. These
ptions turned out as necessary to yield reliable information on the
agnetic dipole orientation with respect to the molecular sym-
etry elements, an essential aspect when treating magnetically
nisotropic mono- and polynuclear spin systems.
. Theories and models
In the light of the introductory remarks and in order to point
ut the subtleties in various approaches to model molecular
para)magnetism, the fundamentals are brieﬂy recapitulated. From
computationalpointof view,mostof theessential informationhas
een given in multiple works (and in the references cited therein)
oncerning mononuclear d or f electron systems [1,2] and multi-
uclear compounds as effective spin systems or coupled single ion
ystems [2,3].
.1. Mononuclear systems
When analyzing molecular compounds with respect to their
agnetic properties, the focus is on the splitting of the relevant
ultiplet energy (levels) and not on the determination of the total
nergy value which in itself is posing a very sophisticated problem.
n a very good approximation, all effects of the inner (closed) shells
re therefore neglected and the interactions of the valence elec-
rons are examined. The “full model” single-ion Hamiltonian that
etermines the corresponding eigenvalue problem is given in Eq.
1).
HˆSI =
N∑
i=1
[
− 
2
2me
∇2i + V(ri)
]
︸ ︷︷ ︸
Hˆ0
+
N∑
i>j
e2
rij︸ ︷︷ ︸
Hˆee
+
N∑
i=1
(ri)lˆi · sˆi︸ ︷︷ ︸
Hˆso
+
N∑
i=1
∞∑
k=0
{
Bk0C
k
0(i) +
k∑
q=1
[Bkq(C
k
−q(i) + (−1)qCkq (i)) + iB′kq(Ck−q(i) − (−1)qCkq (i))]
}
︸ ︷︷ ︸
HˆIf+
N∑
i=1
B(lˆi + ge sˆi) · B︸ ︷︷ ︸
Hˆmag
(1)y Reviews 289–290 (2015) 137–148
Since Hˆ0 represents the energy in the central ﬁeld approxima-
tion, the application of this operator results in a constant shift of the
total energy and is thus also neglected. The operators Hˆee, Hˆso, HˆIf,
and Hˆmag represent interelectronic repulsion, spin-orbit coupling,
electrostatic effect of the ligands in the framework of the ligand
ﬁeld theory, and Zeeman effect of an external magnetic ﬁeld B,
respectively. The effects of Hˆee are parameterized by Racah [4]
(B, C for d systems) or Slater-Condon [5] (F2, F4, F6 for f systems)
parameters, those of Hˆso by the one-electron spin-orbit coupling
parameter  and the orbital reduction factor . In HˆIf, the Ckq =√
4/(2k + 1)Ykq denote the spherical tensors which are directly
related to the spherical harmonics Ykq , and B
k
q are the (real) lig-
and ﬁeld parameters according to Wybourne’s notation [6]; as they
cause no energy splitting, the spherically symmetric term B00 C
0
0 is
neglected. The sum index i of the Hamiltonian HˆSI runs over all N
valence electrons. As a side note, there is another popular nota-
tion of HˆIf in terms of (extended) Stevens operators [7,21a] and
associated ligand ﬁeld parameters which are easily transformed
to Wybourne’s notation and vice versa. Note that the extended
Stevens operators must not be confused with its operator equiva-
lents that are commonly used in e.g. models based on perturbation
theory.
The implementationof theHamiltonian HˆSI in thecomputerpro-
gram CONDON with respect to a mononuclear center is given in
detail in [2] (see the excellent monograph by Boca [8], Tab. 6.2,
p. 192 for a ranking of CONDON with respect to the magneto-
theoretical hierarchy). Thus, the following discussion focuses on
the essential parts particularlywith regard to themodeling ofmult-
inuclear systems (see Section 2.3). In CONDON, the operators in
Eq. (1) are considered by their respective matrix representation.
They act on the full basis of microstates [5b], i.e., the states which
may be illustrated as orbital diagrams of the valence electrons:
e.g. for a d2 system etc. Thus,
the dimension of the basis (and therefore the matrices) may be
rather large: n= (2(2l+1))!/[N!·(2(2l+1)–N)!], up to 3432 for a f7
ion. Note that no further approximations with respect to the ener-
getic effects of each individual contribution in HˆSI are made. In
particular, no perturbation theory is applied since the eigenvalue
problem is numerically solved. In that sense, approximations such
as a “weak-ﬁeld”, “intermediate” or “strong-ﬁeld case”, etc. become
obsolete and other effects, e.g. zero-ﬁeld splitting, arise naturally.
The temperature dependence of thermodynamic parameters
(susceptibility, speciﬁc heat contributions etc.) is introduced by
considering the magnetic moment operator ˆ when calculating
the eigenvectors and -values with respect to the application of the
Zeeman operator Hˆmag = −ˆ · B [2]: Mm,˛ (the component of the
molar magnetization in the speciﬁc direction ˛ of the applied ﬁeld
B) is calculated by the fundamental Eq. (2) employing Boltzmann
statistics.
Mm,˛ = NA
∑
nn,˛exp(−En,˛/kBT)∑
nexp(−En,˛/kBT)
(2)
Finally, the molar magnetic susceptibility in that direction ˛
is calculated as m,˛ =0Mm,˛/|B| (n,˛ =n·B/|B|), allowing us to
explore all components of the m even at strong ﬁelds B at which
m eventually does not satisfy the properties of a tensor anymore
(a “strong” magnetic ﬁeld considering paramagnetic substances is
restricted to values for which the magnetization does not show
saturation [8,29] where only the ground state is populated). Note
that any anisotropy of the single ion center caused by various fac-
tors (spin-orbit coupling, lower symmetry of the ligand ﬁeld, etc.)
is therefore accounted for. A calculation of the mean value of m
is needed to properly describe data of powdered samples. Since
m is a tensor for most experimental set-ups, the mean value
m,av is given by the averaged sum of its principal components
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m,av = (xx +yy +zz)/3 = tr(m)/3 [8]). Since the trace of a ten-
or is an invariant, i.e. independent of the choice of the basis, any
asis may be selected as long as the three diagonal elements of m
re calculated in that basis and averaged to obtain m,av. In case
f m not satisfying the properties of a tensor, an often extensive
nalysis based on the individual system has to be performed to
etermine which and how many directions have to be considered
o reasonably approximate the integral over the unit sphere.
Temperature- and ﬁeld-dependent molar magnetic susceptibil-
ty data and/or the ligand ﬁeld splitting derived from e.g. SQUID
nd UV/Vis electron absorption measurements, respectively, are
tted in CONDON in a multidimensional parameter space, imple-
enting the least-squares algorithm of Levenberg and Marquardt
9]. While in principle all parameters of Eq. (1) may be varied at
he same time, usually only the ligand ﬁeld parameters Bkq – which
re especially important in modeling the magnetic characteristics
are considered, whereas the remaining parameters are used as
onstants, as they frequently are reported in literature for a wide
ange of compound families. Regarding a single magnetic center,
omputers nowadays handle the calculations using the full basis
ith ease. There is therefore no need to reduce the number of con-
idered microstates. In fact, a reduced set should be omitted, since
ixing of lower and higher states can always occur. The resulting
ixed states canbe characterizedby the “crystal quantumnumber”
J according to Hellwege [10], being virtually the last remaining
ood quantumnumber. Thismixing often is crucial as themagnetic
ehavior of a single ion is usually characterized by small differences
ith respect to energy compared to e.g. electronic excitations. Note
hat, contrary to popular belief, this mixing may only be neglected
n few cases (e.g. octahedrally coordinated, high-spin Fe(III) ions),
ince it is intrinsically associated with properties like zero-ﬁeld
plitting, etc.
If many of the possible parameters are varied (simultaneously)
uring the ﬁtting procedure, ambiguities with respect to the calcu-
ated values may arise. Besides including additional experimental
ata reﬂecting ligand ﬁeld parameters (e.g. derived from UV/Vis
bsorption spectra), imposing an approximated higher symmetry
n the metal site drastically reduces the number of ligand ﬁeld
arameters since some of the Bkq parameters vanish while others
ssume constant ratios in higher-symmetry point groups. Note that
his reduction in independent Bkq parameters is not equivalent to
eglecting higher terms in a series expansion, in stark contrast to
he polynomial series expansion methods employed in “effective
odels” that will be discussed in Section 2.2. Likewise, contrary
o the effective models, the CONDON approach does not require
ny further ﬁtting parameters like g tensors etc. for each individual
nergy level. Also note that the ligand ﬁeld parameters are usually
ot unique since they may be rotated in case of e.g. powder data
i.e. measurement of the mean value of m) without changing the
esults regarding the energy levels or the magnetic susceptibility.
Since minimizing the number of ﬁtting parameters of HˆSI, in
rder to avoid e.g. isospectrality issues or overparameterization, is
enerally highly desirable, independent methods that are able to
eproduce experimental data are an important addition to mag-
etochemical modeling. Historically, many models focus on the
stimation of ligand ﬁeld parameters while introducing a distinct
umber of independent model parameters. Examples are the point
harge electrostaticmodel (PCEM[11a]), the angular overlapmodel
AOM [11b]) and –with focus on lanthanides – the exchange charge
odel (ECM [11c]), the simple overlap model (SOM [11d]) and the
adial effective charge/lone pair effective charge models (REC/LPEC
11e]).A currently popular approach to calculate the magnetic prop-
rties of a compound from ﬁrst principles is to invoke the ab
nitioCASSCF (amulti-conﬁgurational self-consistentﬁeldmethod)
nd further modiﬁcations (e.g. RASSCF) and enhancements (e.g.y Reviews 289–290 (2015) 137–148 139
CASPT2) of this method (see e.g. computer package MOLCAS [12]).
In general, this variationalmethod employs a linear combination of
conﬁguration state functions (CSF) for thewave functionof the total
compound to approximately solve the Hamiltonian that describes
the whole molecule. Here, all components of HˆSI and further effects
like relativistic effectsmaybe inprinciple considered, althoughper-
turbations are usually applied, i.e. the heavier the elements, the
larger the basis sets.
The following issues are not inherent to this ab initio approach
per se, but are a consequence of how thesemethods are applied and
how the computational results are interpreted: Although themeth-
ods may, in principle, calculate a complete molecular compound,
usually speciﬁc fragmentsof themoleculeof interest are considered
in order to manage the enormous computational requirements.
Further, the ab initio results are projected onto “effective” param-
eters like g tensors and effective spins etc. (see Section 2.2), and
therefore crucial information for consecutive interpretation steps,
e.g. the evaluation of exchange interactions, are frequently lost.
Even for complexeswitha singlemagnetic ion, ab initio calculations
often result in relatively large deviations from the experimental
magnetic data on a scale that these results need to be considered a
less quantitative, more qualitative description.
Surprisingly, ab initio calculations yielding multiplet structures
and susceptibility data that deviate by 10–20% or even more from
experimental data are claimed to be “state-of-the-art” and “accu-
rate” [13–16]. In numerous instances, comparisons of calculations
and measurements are shown either only in the supplementary
addenda of the respective publications, or not at all [13,17,18].
Sometimes, experimental data are completely omitted, and results
of other models are solely compared to the results of calculations
assumed to be “accurate” [15]. On the other hand, there are some
works [14,19] that show the deﬁnite necessity to ﬁt the calculated
parameters in a subsequent separate step to reproduce the experi-
mental data. Thus, the methods provided by the MOLCAS software
package might be helpful in the generation of initial ligand ﬁeld
parameters for ﬁtting purposes with CONDON but the cost-beneﬁt
factors with respect to computational resources have to be deter-
mined ﬁrst.
2.2. A critical assessment of effective theories
Historically, there have been many suggestions how to ﬁnd
approximate solutions to Eq. (1) since personal computers became
capable of numerically solving it in the early 2000s. Van Vleck’s
famous susceptibility formula [20] should be mentioned as a
milestone, though only a historical one from today’s perspective.
Another approach concerns the introduction of an “effective spin”
(or “pseudo-spin”) for a magnetic center [21]. This model has
been, and still is, very popular in electron paramagnetic resonance
experiments that usually exclusively study the ground state of a
compound. The model is particularly motivated by the experimen-
tal observation that some prominent metals of the ﬁrst transition
series form primarily single ion centers of ligand ﬁeld symmetries
where the orbital momentum is essentially quenched. Thus, their
magnetic behavior is comparable to andmay be described as a pure
spin center. This spin is called effective or pseudo-spin S˜ since it
is usually different from the true spin. Various software packages
based on effective theories (see e.g. [22]) have been developed over
the years.
The spin-like behavior of the aforementioned centers is readily
understood by considering the effect of a weak octahedral lig-
and ﬁeld on the states of the free ion [23] (neglecting spin-orbit
coupling, etc.). In case of metal ions with a dn conﬁguration, the
degenerated terms of the free ion split into (disregarding energetic
order) E, T2 (d1, d6, d4, d9), A2, T2, T1 (d3, d8, d2, d7) and A1 terms
(d0, d5, d10). Only those conﬁgurations that are characterized by a
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well-isolated) A ground term (i.e. orbital singlet term) – namely
3, d5 and d8 – may be described as a pure spin system, i.e. by
Hamiltonian that only takes into account the Zeeman effect of
n effective spin. In case of d3 and d8 (A2) the electron spin g-
actor (ge = 2.00232) has to be adapted to geff /= ge, thus giving a
rst example of an induced deviation from a physical constant by
he effective approach. Nevertheless, for these conﬁgurations the
ffective approach is reasonable.
Themore features likeother electron conﬁgurations, lower sym-
etries of the ligand ﬁeld, spin-orbit coupling and so on have to
e considered, the more the effective spin Hamiltonian has to be
xpandedspeciﬁcally for thegivenspin systemtogivea satisfactory
escription of its magnetism. Eventually, the effective Hamiltonian
s represented by a power series in S˜ and further phenomenological
perators that take care of e.g. effective Zeeman splitting or effec-
ive spin-orbit coupling like L˜ · S˜, as long as the Russell-Saunders
escription is appropriate. Note that comparison of the full model
Eq. (1)) to the effective model shows that e.g. the actual quantum
echanical spin-orbit couplingdescribedby Hˆso affects parameters
f all components of the effective Hamiltonian. Consider, for exam-
le, the effective spin Hamiltonian in the second-order “zero-ﬁeld
plitting” approximation [21]:
ˆ eff,SI = D
[
∼̂
S
2
z −
1
3
∼̂
S
2
]
+ E(
∼̂
S
2
x −
∼̂
S
2
y)︸ ︷︷ ︸
Hˆcf
+ BB · g ·
∼̂
S︸ ︷︷ ︸
Hˆz
(3)
Note that there are three disadvantages by using Hˆeff,SI instead
f the full Hamiltonian: First, only 2S˜ + 1 states are considered for a
ingle centerwhich is oftennot sufﬁcient as calculations employing
he full Hamiltonian show. This then is corrected by the introduc-
ion of a separate ﬁtting parameter, the so-called “g tensor” (which
ctually has no tensor properties). Second, this g tensor introduces
everal variable, direction-dependent geff (x, y, z) parameters to
escribe a possible magnetization anisotropy of the single ion cen-
er. The geff parameters usually differ from ge, and can change from
ne energy level to the next. Note that in Eq. (1), in contrast, ge
s a scalar physical constant, namely the Landé factor of the free
lectron. Third, while the octahedral symmetry of the weak ligand
eld in the d3, d5 and d8 example mentioned above affords an A
erm ground state, the corresponding ligand ﬁeld parameters B40
nd B44 =
√
5/14B40 are considered in the effective spin approach
s forth-order contributions and thus are not part of Eq. (3). In
ddition, the parameters D and E are often related to B20 and B
2
2,
espectively [21]. This relation and the term “zero-ﬁeld splitting”
a phrase that ﬁrst became popular in the description of elec-
ron paramagnetic resonance spectra – is misleading as shown by
he following examples which are frequently modeled by Eq. (3):
hereas the concept holds true in case of Ni2+ (d8) in a ligand ﬁeld
fD4h symmetry since here the ground term 3A2 only splits for both
ctive spin-orbit coupling and B20 /= 0 [23], the spin-orbit coupling
ufﬁces to split the ground term 5E of Mn3+ (d4) in a ligand ﬁeld
f Oh symmetry (i.e. B20 = 0). Both statements are easily veriﬁed by
pplication of Eq. (1).
If the system at hand is more complicated and the effective
pin-orbit coupling operator Hˆeff,so = (L˜ · S˜) has to be explicitly
ntroduced into Hˆeff,SI, even more confusion might arise since
he occurrence of an operator called “spin-orbit coupling opera-
or” implies the misleading assumption that all effects regarding
his interaction are combined in the corresponding parameter
, although the parameters mentioned above (g, etc.) are also
ffected. Further, for heavy ions like lanthanides the effective
perator Hˆeff,so = (L˜ · S˜) does not sufﬁce to properly describe
he system since term mixing by spin-orbit coupling becomesy Reviews 289–290 (2015) 137–148
prominent. To amend the situation, a purely phenomenological
interaction Hˆeff,so =
∑
nn(L˜ · S˜)
n
(1 ≤ n ≤ 2S˜) has been introduced
by Karayianis [24], unfortunately at the cost of even more (even-
tually non-physical) parameters (this approach is implemented in
e.g. [22c] by treating all n /= 0). In summary, effective models,
born out of a lack of computational resources, have to be used with
caution with respect to the single-ion effects they were intended
to describe: Physical quantities are masked and distributed over
various empirical parameters. Furthermore, the number of states is
drastically reduced to2S˜ + 1and thus represents a limited subspace
of the space that is spanned by the full basis. Although partially
amended by modiﬁcation of the geff value(s), this eventually rep-
resents an oversimpliﬁcation in the case of most systems other
than the few pure-spin single ion centers like octahedrally coordi-
nated Fe(III) etc. Solving the eigenvalue problemof Eq. (1) explicitly
shows that, for example, the impact of excited states on the ground
multiplet or the mixed nature of the states themselves have to be
considered and give rise to various features observed in the mag-
netic measurements.
2.3. Multinuclear systems and exchange interactions
If multiple magnetic centers interact either directly or via
superexchange ligands, the corresponding exchange interactions
have to be considered in addition to the single-ion effects. The phe-
nomenologicalmodel ofHeisenberg [25] identiﬁes the spins of each
center to be the origin of this interaction, and it seems to be the
most successful in the description of the exchange interaction for
molecular systems. Originally, isotropic next-neighbor spin-spin
interactions are characterized by effective exchange energies Jij.
The exchange interaction Hamiltonian Hˆex for a compound con-
sisting of two centers is given in Eq. (4) which has to be considered
in addition to the single ion effects.
Hˆex = −2J12Sˆ1 · Sˆ2 (4)
As long as isotropic centers are considered, Eq. (4) is appropriate
for both the full and effective models.
If anisotropy caused by e.g. spin-orbit coupling is introduced
to the system, the exchange interaction of those centers becomes
also anisotropic. This anisotropy is automatically considered by
applying the full model and Eq. (4) (in CONDON [2], Hˆ = ˙iHˆSI(i) +
˙i<jHˆex(i, j) where the sums run over all magnetic centers i and j),
since all effects causing the deviation from isotropy like spin-orbit
coupling are encoded in the spin matrices of each single-ion cen-
ter, although – as mentioned before – the corresponding quantum
numbers are not “good” anymore. On the other hand, the exchange
Hamiltonian for the effective model has to be adjusted to account
for exchange anisotropy [21,26]. A common expansion of the effec-
tive Heisenberg Hamiltonian is given in Eq. (5), although this might
be augmented by terms of higher order.
Hˆeff,ex = −2J12
∼̂
S1 ·
∼̂
S2 + D12 · (
∼̂
S1 ×
∼̂
S2) +
∼̂
S1 ·  12 ·
∼̂
S2 (5)
Note that the components of the vector (D12) and tensor
(12) quantities in Eq. (5) are of the order Di ∼ (	g/geff)J12,

 ij ∼ (	g/geff)2J12 (	g= |geff − ge|, scalar exchange parameter J12)
[26].However, the apparent advantageof including lessparameters
compared to the full model rapidly disappears due to the introduc-
tion ofD and. Note that further expansions of Eq. (5) are discussed
with respect to the effective approach in terms of higher-order per-
turbation theory, e.g. biquadratic exchange [27], introducing even
more parameters.The greatest challenge that both full and effective model face is
the exponential growth of states: if a compound contains c inter-
acting identical single ion centers that are speciﬁed in a basis of
dimension n, the total number of states for the compound is nc.
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ince the corresponding computer memory requirements easily
xceedwhat is available nowadays, a proper reduction of the states
s an inevitable necessity. Emphasis, however, must be placed on
proper”: on one hand, limiting the number of states is required
rom a resource perspective; on the other hand, an adequate num-
er has to be used to describe all effects generating anisotropy in a
roper approximation.
An acceptable solution with respect to the full model is imple-
ented in CONDON as follows: the single-ion contributions (see
q. (1)) are always calculated in the full basis. When consider-
ng exchange interactions, the so-called combined model [28] is
pplied. The h lowest energy states are used in calculating the
xchange interactions (Eq. (4)), the next m excited states are
onsidered in the molecular-ﬁeld approximation [28,29], and the
emaining states are disregarded with respect to exchange interac-
ions. The beneﬁt of this approach is that the demand of memory
cales as h2 but only linearly in m. In addition, since the single-ion
ontributions are calculated in the full basis, the mixing of states
nd thus effects of anisotropy are taken into account in a very
ood approximation. Unfortunately, there is no general relation to
etermine how many states (h+m) have to be considered to pro-
uce an acceptable result but, as a rule of thumb, “the larger h, the
etter the result”. Our experience so far has shown that most cal-
ulations concerning lanthanides (besides 4f4, 4f5 and 4f6 electron
onﬁgurations) seem to give reasonable results if h is at least 7–10
ndm=2 J+1−h. Using less states generally results in inacceptable
eviations from the calculations that have been performed with a
arger h or even full basis (reference systems here being dimers or
rimers). The threshold value of h varies stronger in case of transi-
ion metal ions, but is usually less for ﬁrst series transition metal
ons than for lanthanides due to the larger energy gaps. In gen-
ral, h and m should be evaluated on a case-to-case basis by e.g.
he approximate energy spectrum extracted from a full-basis cal-
ulation of an uncoupled single-ion analog in a comparable ligand
eld.
In conclusion we note that the information extracted from sin-
le center calculations by application of the full model or ab initio
ethods, especially with respect to the composition of the energy
tates, must not be lost when considering the exchange interac-
ions of multiple of those single centers, yet this can happen when
ransferring the information into an effective description.
. Examples
In this chapter we present examples that contrast the magne-
oanalysis results of full model and effective model approaches
Sections 3.1 and 3.2), evaluate the combined use of ab initio cal-
ulations and CONDON’s full model (Section 3.3) and highlight the
agnetism of 5f compounds that mandate the full model approach
o be successfully reproduced (Section 3.4).
.1. Cautionary tales of scaling magnetization data
A surprising number of publications that utilize ab initio cal-
ulations to help modeling the magnetic data appear to deal with
eviations between experimental data and the calculations by sim-
ly scaling the mT data of a powdered sample (which usually is
laced less visible in the supporting information). This is either
irectly done (e.g. [16,30,31]) or the deviations seem to call for such
factor (e.g. [13,19,32]). Such factors might arise from e.g. errors in
etermining the precise mass of the sample or deviations in com-
ound composition (e.g. due to loss of crystal solvate), since other
ontributions likee.g. diamagneticorTIP correctionsareofdifferent
ature (additive correction). Yet a simple analysis of the magni-
ude of these factors (up to 10% or even much larger) reveals thaty Reviews 289–290 (2015) 137–148 141
these numbers are considerably larger than the errors in sample or
molar mass (commonly 1% or less). But what are the consequences
of such factors with respect to the magnetochemical parameters,
in particular those of highly anisotropic centers?
The results of theworkofPedersenet al. [19]–a rareworkwhere
ﬁt, ab initio calculation, magnetic susceptibility data (powdered
sample, single crystal), EPR measurements and inelastic neutron
scattering data are presented – are discussed in light of answering
this question. The ﬁt in this work “yields nearly perfect agreement
with all magnetic and spectroscopic data”. This statement has been
conﬁrmed by reproducing the presented ﬁgures (Figs. 3 and 4 in
[19]) and the energy levels of the inelastic neutron scattering data
with a straightforward CONDON calculation by applying the best-
ﬁt parameters reported in this work (the modeled energy levels of
the ground multiplet deviate from the measured ones on average
by ±4 cm-1). The ab initio calculations, on the other hand, produce
major deviations from the data: The calculated energy levels of
the ground multiplet deviate from the measured levels by 4–33%
(2–170 cm-1), and the g values determined by EPR measurements
differ by (g⊥/g||)calc/(g⊥/g||)meas = (13.68/2.28)/(11.9/3.36) =1.84 (!)
meaning a distinct lesser anisotropy than calculated. With respect
to the mT data (powdered sample, Fig. 3, S31 of [19]), the cor-
responding calculated values need to be simply downscaled by
approximately 3–7%, a common value for a scaling factor in the
aforementioned papers; a similar discrepancy is hinted in [33] but
there are not enough experimental data available to further stress
these observations.
The delicate point in this context is that the chain of reason-
ing with respect to other magnetically anisotropic compounds like
e.g. Dy(III) complexes (see [13,16,30] for typical examples) appears
to be not sufﬁciently stringent: The ab initio calculations here
yield almost maximum anisotropy (gx ≈ gy ≈0, gz ≈20, S˜ = 1/2).
The scaling factor with respect to the powder mT data presented
in these works is approximately 2–3%. Thus, it seems reasonable
to conclude that the calculations overemphasize the anisotropy
(this and the following argumentation will be completed by a
thorough case study in Section 3.2 using CONDON). Elaborating
this conclusion, the stated Ising-like exchange interaction (i.e. only
considering S˜1,z · S˜2,z) in the ﬁtting procedures performed subse-
quently after the ab initio calculations for compounds containing
multiple centers seems a rather rough approximation. Therefore,
the unreasonably large dipole–dipole interactions often reported
in these cases, compared to the exchange interactions, might be
traced back to the missing operators of the in fact Heisenberg-type
interaction and the respective change of the g-values.
3.2. Pitfalls in the interpretation of lanthanide compounds
In this section, several assumptions and claims concerning
the magnetochemical analysis frequently stated in literature
[13–19,30–33] are summarized and critically assessedwith respect
to their accuracy and consequences.
First, one of the most basic assumptions in the discussion of
Dy(III) complexes is checked. Bernot et al. [14] stated that the
ground multiplet for Dy(III) centers in low-symmetric coordina-
tion environments exhibiting a thermally isolated (70K≈50 cm-1)
ground state may always be described by the single (effective)
quantum number mJ˜ = 15/2. Based on this approximation, the
magnetochemical behavior may be described by the effective
model (see Sections 2.2 and 2.3) as an S˜ = 1/2 system. In addition,
the introduction of a scaling factor to match calculated suscepti-
bilities or ligand ﬁeld splittings with experimental data lacks any
quantummechanical reasoning. As shown in Section 3.2.2, the situ-
ation grows more problematic if the system is enlarged to multiple
centers and a pseudo-spin description is used in the subsequent
ﬁtting processes.
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Table 1
Parameters of the full model simulations of Dy(III) complex by CONDON.
Parameter Model 1 Model 2 Model 3
F2a/cm-1 94500
F4a/cm-1 66320
F6a/cm-1 50707
4fa/cm-1 1900
eff (290K) 10.54 10.52 10.52
mT (290K)/cmKmol-1 13.89 13.85 13.84
B20/cm
−1 1600b −5.08c 1600 −5.08 1500 −4.76
B22/cm
−1 600 −4.67 600 −4.67
B40/cm
−1 −500 3.70×10-3 −500 3.70×10-3 −600 4.44×10-3
B42/cm
−1 150 −7.02×10-3 350 −1.64×10-2
B44/cm
−1 150 −9.29×10-3 350 −2.17×10-2
B60/cm
−1 150 9.70×10-6 150 9.70×10-6 150 9.70×10-6
B62/cm
−1 90 5.97×10-5 90 5.97×10-5
B64/cm
−1 90 6.53×10-5 90 6.53×10-5
B66/cm
−1 90 8.85×10-5 90 8.85×10-5
|z|/Bd 9.937 9.805 9.560
|x|/B 6×10-4 2×10-3 9×10-3
|y|/B 6×10-4 4×10-3 4×10-3
	Ee/cm-1 104.2 86.8 55.2
LFGS f/cm-1 784.9 956.3 881.6
a [23].
b Ligand ﬁeld parameter in Wybourne notation.
c Ligand ﬁeld parameter in extended Stevens notation.
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of a single ion center is completely concealed (independent of the
used model) by the introduction of a scaling factor.
As stated in Section 2.3, taking into account a sufﬁcient number
of states is mandatory to properly describe the magnetic behavior.Magnetic moment of the ground state.
e Energy gap between ground and ﬁrst exited state.
f LFGS: total ligand ﬁeld splitting of the 6H15/2 ground multiplet.
.2.1. A mononuclear Dy(III) system
To shed light on the aforementioned statement of Bernot et al.
e perform a case study: the Hamiltonian in Eq. (1) is applied
sing the full basis of 2002 basis states to determine the single-ion
ffects of a Dy(III) center in hypothetical environments. The sets
f interelectronic repulsion parameters (F2, F4, F6) as well as the
pin-orbit coupling constant (4f) are taken from literature [23],
nd are used as ﬁxed parameters in the simulations using CON-
ON (see Table 1). In a ﬁrst step, an axial ligand ﬁeld symmetry
D4d) is chosen to model a common ligand environment of Dy(III)
enters. Thus, the ligand ﬁeld operator Hˆ1f is completely charac-
erized by the terms that contain the ligand ﬁeld parameters B20,
4
0, and B
6
0. The set of ligand ﬁeld parameters listed in Table 1 is
hosen, without loss of generality, to describe an axial ligand ﬁeld
hich generates a ground state that is a mJ =±15/2 state and is
eparated from the ﬁrst excited state by approximately 100 cm-1
model m1). The symmetry is further lowered to C2v in two addi-
ional model calculations (m2, m3 – differing only in ligand ﬁeld
trength), introducingmore (six additional) ligandﬁeld parameters
nd simulating explicit distortions of the ligand ﬁeld with respect
o m1.
To establish an idea on the effects of the chosen ligand ﬁelds, the
mT vs. T curve is shown in Fig. 1 for various static magnetic ﬁelds.
he curves of three models differ only marginally above a temper-
ture of 50K, and an almost temperature independent behavior
s observed. Thus, the low-temperature region is illustrated, and
elatively minor deviations are observed from one model to the
ther.
This observation is drastically differentwith respect to the ener-
ies: the ﬁve lowest of the eight Kramer’s doublets arising from the
igand ﬁeld splitting of the 6H15/2 ground multiplet and the corre-
ponding mJ values are presented in Fig. 2. The energy gap between
round and ﬁrst excited state is reduced by approximately 50% as
onstructed (104–55 cm-1) by changing the ligand ﬁeld parameters
rom m1 to m3. In addition, the ground state changes from a net
J =±15/2 state (m1) to a state composed of 95% mJ =±15/2 (m2)
nd 87% mJ =±15/2 (m3), respectively, and otherwise mJ =±11/2
ontributions (contributions from states other than mJ =±15/2 andmJ =±11/2 amount to less than 1%). This change of composition is
reﬂected in the decreasing value of the magnetic moment z (z
component) of the ground state (see Table 1).
Therefore, this general example demonstrates that a scaling of
the energy without even greatly changing the magnetic suscepti-
bility is actually correlated to a change of the composition of the
ground term. Further, scaling the magnetic susceptibility in mag-
nitudes as discussed in Section 3.1 corresponds to an even larger
change of the ligand ﬁeld that may introduce further or different
contributions to the ground state. Thus, the genuine magnetic stateFig. 1. Temperature dependence of mT simulated for mononuclear Dy(III) models
m1 (D4d, solid lines),m2 (C2v, dashed lines) andm3 (C2v, dash-dotted lines) applying
an external ﬁeld B=0.01, 0.1, and 1.0 T. See Table 1 for parameter sets.
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Fig. 2. Ligand ﬁeld splitting of the lowest ﬁve of eight Kramer’s doublets of the
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(H15/2 ground multiplet of a Dy(III) complex resulting from the models m1, m2 and
3 (see Table 1 for parameter sets). The composition of the states is indicated by
he mJ value of the contributing states.
lthough this requirement is usually fulﬁlled in simulations of
ingle-ion centers, the impact of considering insufﬁcient quantities
s illustrated Fig. 3: the temperature dependence of mT assuming
odel m3 is presented for different number of basis states (only
ven numbers are regarded since Dy(III) is characterized by
ramer’s doublets).
The simulations reveal that solely using the ground doublet is
nly acceptable at very low temperatures (T<4K) compared to the
ull basis in this example. Themore states are considered, thehigher
s the temperature at which the curves deviate from the full basis
imulation. Note that even using all states of the ground multiplet
2J+1=16) there is a deviation of approximately 2% with respect
o m at room temperature. The simulations clearly show that the
ull basis should be taken in the modeling of single-ion effects to
void unanticipated effects of a basis reduction. Such single-ion
imulations are important to ﬁnd the number of states needed
o approximately model compounds containing multiple coupled
ig. 3. Temperature dependence of mT for model m3 at various applied ﬁelds
B=0.01, 0.1 and 1.0 T) simulated for different numbers of considered energy states
2, 4, . . ., 2002 (=full basis)) of the Dy(III) center.Fig. 4. Temperature dependence ofmTof a dimer consisting of two identical Dy(III)
centers (model m3) taking into account a varying number of energy states (see
Section 2.3 and text).
centers, and simultaneously getting physically meaningful results.
Without considerationof further reﬁnements likee.g. thecombined
model, at least 16 states have to be considered in the modeling of
polynuclear Dy(III) centers according to this example which is rep-
resentative with respect to the number of considered states for a
Dy(III) center.
3.2.2. Impacts on multinuclear Dy(III) systems
To illustrate the previous statement, two identical Dy(III) cen-
ters of model m3 are combined to form a symmetric dimer. The
exchange interaction of the centers is set to a strong antiferromag-
netic value for lanthanide(III) ions (J12 =−1 cm-1). The results of the
calculations are presented in Fig. 4. The considerationof the 16 low-
est energy states of a single Dy(III) center, of 2 states or of 2 states
in combination with the 14 next energy states (h=16, h=2 (both
m=0) and h=2, m=14, respectively, see Section 2.3) are shown for
comparison. Taking into account solely the ground doublet instead
of the complete groundmultiplet yields a deviation inmTof 24% at
room temperature (290K). Since such a large deviation is obviously
unacceptable, the situation is relieved to a certain degree by appli-
cation of the combined model: usually h=2 (and m=14) is adopted
in the literature (see e.g. [30]). Unfortunately, this approximation
yields a still inacceptable deviation of 7% at room temperaturewith
respect to the exchange interaction of the ground multiplet. Fur-
ther calculations show that h=10, m=6 or even h=8, m=8 ﬁnally
produce acceptable results up to room temperature in comparison
to h=16 (m=0). This representative example therefore highlights
the importance of considering more states than the ground dou-
blet if the magnetic behavior of coupled Dy(III) centers (or other
magnetic ions with low-lying excited states, see e.g. Section 2.3) is
discussed.
Dipole–dipole interactions between Ln(III) centers have
recently entered the discussion in the literature in the context of
lanthanoid interactions, albeit previously considered negligible
[26]. This assumption is made since this interaction is directional
and depends on the distance (∼1/r3). Apart from that the operator
is of similar type as Hˆex (Eq. (4)) and thus competes, in principle,
with the Heisenberg exchange interaction. For example, Blagg et al.
[31] discuss large dipole–dipole contributions (J˜dipole∼gS˜1gS˜2/r3)
in tetranuclear Gd(III), Tb(III), Dy(III), Er(III), and Ho(III) complexes
assuming an Ising-type (Hˆex∼S˜1,z · S˜2,z) exchange interaction, i.e.
neglecting the other spin components for the latter interaction.
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Fig. 5. Temperature dependence ofmTof a dimer consisting of two identical Dy(III)
centers (model m1) placed on the z axis at different distances r. Circles: Dy centers
coupled exclusively via dipole–dipole interactions, straight lines: exclusively via
Heisenberg exchange interactions. Squares: consistency check. Black solid line: sin-
gle ion contributions (no coupling interactions). Dashed line: assuming an extreme
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C12 =−2.5 cm-1 (in line with [31]) and an unrealistically short Dy· · ·Dy distance of
=200pm.
The following discussion is based on a Dy(III) dimer consist-
ng of identical centers in axially symmetric environments (model
1). To create the largest possible dipole–dipole contribution, the
enters are put on the z axis thus aligning the magnetic moments
nd the connecting line of the Dy(III) ions in parallel. Choosing this
eometry allows for an estimation of the maximum Jdipole: First of
ll, the Dy(III) dimer is calculated exclusively taking into account
olely the dipole–dipole interaction. Then, the m values of the
ame system are ﬁtted replacing the dipole–dipole interaction by
xclusively Heisenberg exchange interactions to generate the cor-
esponding J12. Finally, both interactions are set to the determined
alues but an opposite sign is introduced to compare the result to
he single-ion contributions thus proving consistency. The result
f this simulation is given in Fig. 5 where mT vs. T curves for the
y(III) dimer are compared for three different Dy· · ·Dy distances
r=325, 400, and 500pm).
Since the consistency check (black squares and straight line) is
ositive, the determined values J12 show the maximum value of
able 2
omparison of the (restricted) ﬁt by CONDON and ab initio calculations of (NBu4)[LnPc2]
Parameter Ln=Dy
F2a/cm-1 94500
F4a/cm-1 66320
F6a/cm-1 50707
4fa/cm-1 1900
mT (290K)/cm3 Kmol-1 13.58
B20/cm
−1 778b 661c
B40/cm
−1 −1100 −1131
B60/cm
−1 314 283
	Ed/cm-1 42.30 36.99
LFGSe/cm-1 469 465
SQf 11.0% 1.3%
a [23].
b Ligand ﬁeld parameter in Wybourne notation: CASSCF calculations of [16].
c Ligand ﬁeld parameter in Wybourne notation: CONDON least-squares ﬁtting results.
d Energy gap between ground and ﬁrst exited state (as derived from CONDON).
e LFGS: total ligand ﬁeld splitting of the ground multiplet (as derived from CONDON).
f Goodness of ﬁt.y Reviews 289–290 (2015) 137–148
Jdipole. As expected, the dipole–dipole interaction rapidly becomes
more important with decreasing distance of the Dy(III) centers. On
theotherhand, themagnitudes are still reasonable small. Assuming
an exchange interaction parameter which is of the order as in the
work of Blagg et al. [31] may not compensated by dipole–dipole
interactions at an even much shorter distance of 200pm (dashed
line in Fig. 5, approx. 340pm in [31]). This observationhints that the
calculated g-values in the work of Blagg et al. seem to be too high,
the assumption of Ising-type interactions might be an improper
approximation and/or the introduction of an effective description
of the exchange interactions is not sufﬁcient.
The discussion so far explicitly revealed that ab initio meth-
ods like CASSCF generate results that are still on a qualitative level
with respect to themagnetic properties ofmolecular compounds. It
should be stressed that the presented deviations should neither be
downplayed to be “accurate” nor “in excellent agreement with the
data” since the underlying real physics of single-ion and coupling
effects might be different.
3.3. Ab initio calculations as a source of initial parameters
We here assess the use of CASSCF results as starting parame-
ters for ﬁtting procedures, based on a recent publication by Marx
et al. [16] on lanthanide(III) phthalocyaninato (Pc2−) double-decker
complexes isolated as (NBu4)[LnPc2]·2(dmf) salts (Ln=Dy, Ho, Er;
dmf=N,N-dimethylformamide) that includes ab initio calculations,
magnetic susceptibility as well as data from far infrared and inelas-
tic neutron scattering spectroscopy. The reported CASSCF-based
calculations of the ligand ﬁeld splitting assume twomodels (exper-
imental geometry/experimental geometry and ﬁve layers of point
charges). The authors also calculated the corresponding ligandﬁeld
parameters and compared the results to the experimental data and
to further theoretical studies. Importantly, in all cases the CASSCF
calculations (Dy, Ho, Er) need to be scaled by a factor of 20–30%
to passably reproduce the experimental data. The authors also rea-
son that this may due to (a) the fact that the molecular structure
determination using single-crystal X-ray diffraction was not per-
formed at the same temperature as the FIR measurements and (b)
they used only a triple-zeta basis set because of the limited com-
puting capabilities. In the light of the conclusions of the previous
chapters, these explanations are unsatisfactory. Thus this work is
taken as a test case for the full model implemented in CONDON,
although restricted as follows: due to the lack of access to the
experimentalmagnetic susceptibility data, only the reported room-
temperature mT values and the observed spectroscopic data are
·2(dmf) (Ln=Dy, Ho, Er) [16].
Ln =Ho Ln=Er
101250 97425
71057 68373
54328 52276
2163 2393
13.76 11.63
570 350 803 1392
−572 −1401 −1033 −1249
139 233 369 423
11.92 19.02 59 74
242 297 308 404
35.0% 0.9% 13.0% 1.8%
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aken into account. In addition, the ligand ﬁeld parameters calcu-
ated by assuming the experimental geometry and ﬁve layers of
oint charges are transferred to the ﬁtting process of CONDON.
ue to the very small set of data, only the ligand ﬁeld parameters
2
0, B
4
0, and B
6
0 are allowed to vary. The least-squares ﬁtting results
re summarized in Table 2 and Fig. 6.
Although using such a small set of data, the combined results
f CASSCF and CONDON reproduce the experimental data to an
cceptable degree (albeit not explicitly illustrated this statement
lso holds true with respect to the calculated and experimental
mT vs. T, see [16]). Note that although the same ligand ﬁeld set is
sed in calculation (b) the energy values differ to some degree from
hose of the ab initio calculations; reasons might be differing spin-
rbit coupling constants or Slater–Condon parameters, or rather
n insufﬁcient set-up of the ab initio calculations since its results
enerally depend heavily on the chosen basis sets and description
f the site geometry (see e.g. supplementary information of [16]).
ote, in addition, that the ligand ﬁeld parameters differ slightly
Dy(III)) to drastically (Ho(III)) when comparing the CASSCF and
he least-squares CONDON results. Since the other 24 ligand ﬁeld
arameters had to beﬁxed, and theCASSCF values are taken, awell-
ounded statement of the cause cannot be done at this point. An
nalysis of the complete set of magnetic susceptibility data would
hed some light on this question since in this case the remaining 24
arameters may also be allowed to vary. As a ﬁnal bit of informa-
ion, the primary contributions to thewave functions of the ground
tates are compared: For the Dy complex: mJ˜ = ±13/2 (86%), mJ˜ =
15/2 (10%), mJ˜ = ±11/2 (4%) ([16]); mJ =±13/2 (90%), mJ =±15/2
6%), mJ =±11/2 (3%) (ﬁt by CONDON). For the Ho analog, no anal-
sis is given in [16], the CONDON ﬁt here yields mJ =±5 (46%),
J =±4 (25%), mJ =±6 (24%). For the Er analog, mJ˜ = ±3/2 (98%)
[16]); mJ =±3/2 (99%) (ﬁt by CONDON).
A ﬁrst conclusion derived from this rough estimate is that it
ightbe indeedworthwhile to includeab initiomethodsat thevery
eginning of themagnetochemical analysis to get a qualitative idea
f the single ion contributions. For the time being, a subsequent ﬁt-
ing process is still required to quantitatively describe themagnetic
ehavior of a compound..4. Modeling actinide complexes with CONDON
The area of magnetic materials in which the shortcomings of
ffective models become most evident concerns actinides (5fN[16]) and resulting fromaCONDON least-squares ﬁt. Right: simulated temperature
meters from a CONDON least-squares ﬁt; large dots indicate experimental room
compounds). The challenge in modeling actinide complexes and
solids originates from the observation that interelectronic repul-
sion (≈104 cm-1), spin-orbit coupling (≈103 cm-1) and ligand ﬁeld
potential (≈103 cm-1) energetically are roughly of the same order.
Thus, the situation is more complicated than for most 3dN and
4fN systems, since no well-deﬁned coupling scheme like Russell-
Saunders or jj coupling applies. On the other hand, CONDON is
capable to model these systems due to the numerical approach
that does not differentiate between any coupling schemes. This
key feature enables CONDON to describe the wide range of (s, p,)
3–5d and 4/5f systems – whereas effective models are inapplica-
ble for actinide compounds. We illustrate these capability by two
examples concerning the modeling of uranium(V), U(IV) and U(III)
compounds [29]. Since one example has been published previously
[35], only a short summary of the crucial points and results are
given.
3.4.1. The valence state of uranium in K6Cu12U2S15
The compound K6Cu12U2S15 comprises an extended three-
dimensional coordination network of joined {US6} octahedra and
trigonal-planar {CuS3} groups with large U· · ·U separations (>8 A˚)
[36]. The analysis of the susceptibility data of the was a critical
factor in the work of Schilder et al. [30] to determine the oxida-
tion state of uranium since mixed-valent S2−/S- with delocalized
S- holes in the valence band as well as metallic conductivity had
been observed, and bond valence sums indicated +V as likely oxida-
tion state but +IV could not be ruled out [36]. Since the Cu centers
are assumed to be diamagnetic Cu(I), the magnetic susceptibility
data has been ﬁtted assuming the oxidation state of the crystallo-
graphically unique uranium center to be either +V (5f1) or +IV (5f2).
The Hamiltonian in Eq. (1) and the molecular-ﬁeld approximation
have been applied for the ﬁtting purposes. In the process, the ligand
ﬁeld adopts the high pseudo-symmetry m derived from the struc-
ture determination. The ratios Bkq/B
k
0 are calculated according to
the point-charge electrostatic model (PCEM) to reduce the number
of independent ﬁtting parameters, while further parameters like
spin-orbit coupling constants 5f (U(V), U(IV)) and Slater–Condon
parameters (U(IV)) have been taken from literature.
The experimental data of K6Cu12U2S15 and various ﬁts are
shown in Fig. 7. The results of the ﬁtting procedures reveal two
characteristics of the compound: the uraniumcenters interact anti-
ferromagnetically, and the oxidation state is +V. The latter is not
discernible from Fig. 7 since the qualities of the ﬁt are similar, but
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Fig. 7. Temperature dependence of mT of K6Cu12U2S15 at B=0.5 T: experimental
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Fig. 8. Temperature dependence of mT and m (inset) of K2UI5 at B=0.5 T. Cir-
cles: experimental data, solid lines: least-squares ﬁt. Right: ligand ﬁeld splittingata (circles), model calculations for U(V) without exchange interactions (dot-
ed line), U(V) and U(IV) with antiferromagnetic exchange interactions (solid and
ashed line, respectively, see text for parameter values) [35].
s reﬂected by the underlying ligand ﬁeld parameters: they are far
oo large to be considered physically correct (up to 11 times larger
han expected from PCEM calculations and also differing in their
lgebraic sign). Thus, powder susceptibility data here sufﬁced to
nambiguously establish the oxidation state of the uranium center.
.4.2. The ternary halide K2UI5
The ternary uranium halide K2UI5 is a non-metallic 5f3 electron
ystem that is characterized by the ground multiplet 4I9/2 of the
(III) ion [34,37]. The compound crystallizes in the K2PrCl5/Y2HfS5
tructure (orthorhombic, space group Pnma), and is characterized
y one-dimensional chains of monocapped trigonal {UI7} prisms
hat are joined via two opposite common edges. The chains run
n the [010] direction and are interconnected via potassium ions
U· · ·U distances: interchain 777.8pm, intrachain 514.3pm [37]).
easurements of the magnetic susceptibility, the speciﬁc heat and
lastic neutron-scattering experiments revealed one-dimensional
ntiferromagnetic correlations and three-dimensional antiferro-
agnetic order with Néel temperature TN =1.45K [38]. In addition,
he ligand ﬁeld splitting of K2UI5 was partly determined by inelas-
ic neutron-scattering and luminescence experiments [37]. The
iscussion continues with a complete characterization of the para-
agnetic phase space (T> TN) based on the corresponding ligand
eld parameters.
The magnetic susceptibility of K2UI5 was measured at B=0.5 T
t temperatures ranging from7K to 300K [37] (circles in Fig. 8). The
mT values continuously increase from 0.66 cm3 Kmol-1 at 7K to
.73 cm3 Kmol-1 at 300K. The energy splitting of the ground mul-
iplet 4I9/2 is shown as inset in Fig. 8. Note that both data sets have
een simultaneously ﬁtted by CONDON.
Since the U(III) centers adopt the very low coordination sym-
etry Cs in K2UI5, the following approximations are made to
roperly handle the 15 ligand ﬁeld parameters: the parameters
2
0, B
2
1, B
2
2, B
4
0, and B
6
0 are varied while the remaining ten are set
o the ratios Bkq/B
k
0 (k=4, 6; q=1, . . ., k) that follow from PCEM
alculations. The exchange interactions of the U(III) centers are
odeled by an anisotropic molecular ﬁeld approach according to
eller [37] since an isotropic approach yields an insufﬁcient qual-
ty of ﬁt (SQ=3%). The ligand ﬁeld parameters determined from
uminescencemeasurements are used as starting parameters in the
tting process by CONDON. The results of the best ﬁt (SQ=1.4%) are
resented in Fig. 8 as solid lines and in Table 3.experimentally determined from luminescence measurements (that were simulta-
neously used in the CONDON least-squares ﬁt along with the susceptibility data)
and calculated from the least-squares ﬁtting results [34,37].
The observed and modeled data are in good agreement demon-
strating that the application of the full model is the key to
understanding even more complicated systems like actinides.
3.4.3. Simulations of uranium-based single ion magnets
Single-molecule magnets (SMMs) (see [39]) continue to be of
interest in molecular magnetism. SMMs exhibit magnetization
hysteresis in static (dc) magnetic ﬁelds and slow relaxation in
alternating (ac) ﬁelds on a molecular level. If the SMM is com-
posed of a single magnetic center, it is usually referred to as
single-ion magnet (SIM) (see e.g. [40]). In literature, the magnetic
behavior of SMMs are commonly described in terms of effective
theories leading to the issues so far discussed in this work. To high-
light these issues, we analyze the uranium-based SIM (U(H2BPz2)3,
[H2BPz2]- = dihydrobis(pyrazolylborate) [42]) using the full model
and compared to the results of a current work by Baldovi et al.
[41] that adopts an effective model. Besides exhibiting typical SIM
characteristics, a secondary relaxation processwas observedwhich
could be correlated to intermolecular interactions of neighboring
U(H2BPz2)3 molecules in the solid state (these interactions were
not taken into account in the effective model analysis [41]).
The modeling strategy in [41] was to generate crystal ﬁeld
parameters by REC [11e] (see Section 2.1) which enter the subse-
quent ﬁtting routines of the SIMPRE software package [22d,22e] as
starting parameters. This package has been developed to describe
mononuclear lanthanide compounds (primarily) by an effective
crystal ﬁeld Hamiltonian as follows: Since for lanthanides the rela-
tionHee >Hso >Hlf holds true [29], the impact of the ligandﬁeldmay
be treated as perturbationof the system, and characterized in terms
of the effective total angular momentum because spin and orbital
momentum quantum numbers are not “good” quantum numbers
in this case. Thus, the extended Stevens operators of the crystal
ﬁeld Hamiltonian may be expressed by operator equivalents that
are dependent on J˜ (and its components). This model is an accept-
able approximation for most mononuclear lanthanide compounds
(with the exceptionof 4f5 and4f6 conﬁgurations [29]), even if solely
the 2J˜ + 1 states of the ground multiplet 2S+1LJ are considered.
As stated in the introduction of Section 3.4, in case of actinides
the contribution of interelectronic repulsion, spin-orbit coupling
and ligand ﬁeld are of approximately same order (Hee ≈Hso ≈Hlf).
Therefore, the aforementioned approximation is an oversimpli-
ﬁed description in case of actinide compounds (e.g. L, S, and now
also J are not good quantum numbers anymore [29]). Although
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Table 3
Observed data [37] and modeled values by CONDON [34] of K2UI5; all energies in cm-1.
U(III) parameters LF splitting LF parameters Directional magn. moment
Eobs. Emod. Obs. Mod. Obs. Mod.
F2 36789 0.0 0.0 B20 250 327 x/B 1.50(4) 1.50
F4 32229 38.3 37.0 B21 430 695 y/B 0.95(3) 0.94
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he authors of [41,22e] are aware of these issues, they still cling
o the effective description considering only the ground multi-
let and treating Hlf as perturbation of the system, and are thus
orced to introduce additional more or less physical assumptions
41]: (a) All 27 crystal ﬁeld parameters are calculated from the
EC model to provide a more realistic description of the system
hich is characterized in a good approximation by C3h symme-
ry. Subsequently, all 27 parameters are independently varied in
he ﬁtting procedure generating an unproportionally large number
f ﬁtting parameters–essentially an overparameterization night-
are. (b) The ground multiplet 4I signiﬁcantly mixes with exited
ultiplets due to the spin-orbit coupling, resulting in a ground
tate composed of 4I(83.9%) + 2H(14.6%) + 2G(1.1%) [43] (for the
ree U(III) ion). Since only the ground multiplet and no spin-orbit
oupling is considered in [41], this experimental ﬁnding is par-
ially accounted for by setting gJ˜ = 0.84 (8/11) + 0.16 (2/3). (c)
scaling factor of 0.95 is introduced (see Section 3.1). (d) In
ddition, a temperature-independent correction is added to the
agnetic susceptibility data (−1.5×10-3 cm3 mol-1)which is about
ve times larger than the diamagnetic correction of the compound,
3.0064×10-4 cm3 mol-1 [42]. Particularly (c) and (d) signiﬁcantly
lter (“massage”) the raw experimental data. To be fair, the authors
f [41] stress that due to this treatment the approach can only be
egarded as a starting point to understand U(III) SIMs.
To highlight the impact of these assumptions, the data of
he U(H2BPz2)3 compound is analyzed by application of the full
odel using CONDON. The experimental data corrected for the
iamagnetic contribution is shown in Fig. 9 as mT vs. T and
olar magnetization Mm vs. B. mT continuously increases from
.38 cm3 Kmol-1 at 2K to 0.91 cm3 Kmol-1 at 300K per U(III) ion
hich reﬂects the thermal population of excited states. For U(III)
ons, suchmT value at 300K is relatively small. Therefore, an over-
ll ligand ﬁeld splitting larger than presented in e.g. Section 3.4.2
r for U(Tp)3 [44] is expected.
ig. 9. Temperature dependence of mT at 0.1 T for U(H2BPz2)3 [42]. Inset: molar
agnetization Mm vs. applied ﬁeld B at 1.8K. Circles: experimental data, solid lines:
east-squares ﬁt. Right: ligandﬁeld splitting calculated from the least-squares ﬁtting
esults (all lines represent doublets, only main (>1%) contributions are indicated).07 −539 z/B 0.00 0.00
24 185 tot/B 1.80(4) 1.78
29 67
The temperature- and ﬁeld-dependent magnetic data pre-
sented in Fig. 9 are simultaneously ﬁtted assuming 5f = 1516 cm-1,
F2 =36130 cm-1, F4 =26000 cm-1, F6 =21000 cm-1 [44], and a C3h-
symmetric ligand ﬁeld. The symmetry approximation implies that
all ligand ﬁeld parameters but B20, B
4
0, B
6
0, B
6
6, and B
′6
6 vanish (see
Eq. (1)). The (weakly antiferromagnetic) intermolecular interaction
is approximated by a molecular ﬁeld approach. The least-
squaresﬁt (SQ=1.1%) yieldsB20 = −2780 cm−1, B40 = +13290 cm−1,
B60 = −4590 cm−1, B66 = +10320 cm−1, B′66 = +10320 cm−1, and
mf =−0.469mol cm-3.
The overall ligand ﬁeld splitting of the ground multiplet is ca.
1550 cm-1, a value almost twice as large as in U(Tp)3 [44] and the
modeling results for U(H2BPz2)3 in [41]. Thus, the ligand ﬁeld split-
ting is indeed larger than in U(Tp)3 or K2UI5, as expected from the
relatively small mT value at 300K. This ground multiplet is sepa-
rated from the lowest state of the following ﬁrst excited multiplet
by 2235 cm-1. All 182 doublets covered by the application of the full
basis span an energy interval of ca. 50500 cm-1. Besides yielding a
different energy splitting, the full model yields different composi-
tions for each doublet. The ground doublet is mainly composed of
mJ =±5/2 (53.5%) and mJ =±7/2 (46.5%) states with the same sign
as in [41] (i.e. a mixture of mJ =+5/2 and mJ =−7/2 states, as well as
mJ =+7/2 and mJ =−5/2 states, respectively). The following excited
doublets are primarily composed as follows: 139 cm-1: mJ =±3/2
(53.4%), mJ =±9/2 (46.3%); 352 cm-1: mJ =±1/2 (88.3%), mJ =±11/2
(9.9%), mJ =±13/2 (1.9%); 1524 cm-1: mJ =±9/2 (55.4%), mJ =±3/2
(44.3%); 1549 cm-1: mJ =±7/2 (57.2%), mJ =±5/2 (42.8%). Note that
mJ numbers are deﬁned according to Hellwege [10], and that also
the contributions of excited states emerge as expected. The mag-
netic moment of the ground doublet compound lies almost within
the plane perpendicular to the C3 axis (the angle between that
plane and the magnetic moment vector is ≈6) while the moment
of the ﬁrst excited doublet is parallel to the C3 axis. The molecu-
lar ﬁeld parameter mf corresponds to zJ≈−0.38 cm-1 (z neighbor
compounds), i.e. theU(III) compounds are coupled byweak antifer-
romagnetic interactions. Note that a deviation from the ﬁt appears
for T≤10K, as anticipated, when the molecular ﬁeld correction mf
is neglected.
The results derived from the full model give a signiﬁcantly bet-
ter and physically reasonable description of U(H2BPz2)3 than the
effective approach in [41]. In particular because a much smaller
number of independent parameters have to be ﬁtted, all (ground
and excited) states covered by the full basis are considered, and
no neither scaling factors nor further additive constants have to be
used to successfully reproduce all susceptibility data.
4. Conclusions
The description of the magnetic behavior of molecular com-
pounds remains a challenging task, in particular when we have
to identify the exact nature of the magnetically relevant states
and relate them to the various microscopic effects. A judicious
choice of a physical model thus becomes a necessity. We herein
detail several subtleties that are crucial to successfully master this
challenge, and we advocate the application of a “full model” in
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he case of magnetically anisotropic systems. In most cases, fur-
her simpliﬁcations inherent to “effective models” tend to conceal
r even misrepresent the true physical meaning of a compound’s
agnetic response, prompting misinterpretations and often over-
arametrization. Therefore,we generally can only discourage using
ffective models (as implemented in e.g. PHI [22c]), in particular
hen dealing with heavier (4d/5d, 5f) elements.
On the other hand, seemingly more comprehensive approaches
uch as high-level ab initio calculations tempt us to lose a criti-
al perspective when interpreting these results. Before they can
e qualiﬁed as “accurate”, these results certainly have to with-
tanda (non-scaled) comparison to all experimental data. As shown
erein, so far CASxxx methods in particular have to be consid-
red qualitative with respect to magnetochemical properties. The
rime reason for this observation is the fact that magnetic prop-
rties affect energies on a small scale (compared to e.g. electronic
xcitations). Therefore the results of these calculations are heavily
ependent on the applied basis sets and the chosen (often simpli-
ed) description of the chemical environment of the magnetic ions
ncludinge.g. point charge layers, thus introducing further arbitrary
actors. On the other hand, the results of contemporary ab initio
ethods might be sufﬁcient to be used as starting parameters for
.g. the ﬁtting processes for a full model approach.
We provide collaborative access to the CONDON framework of
rograms and invite the interested reader to contact us to arrange
alculations using this code.
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