Abstract-In this paper, a new linear matrix inequality-based model predictive control (MPC) problem is studied for discretetime nonlinear systems described as Takagi-Sugeno fuzzy systems. A recent local stability approach is applied to improve the performance of the proposed MPC scheme. At each time k, an optimal state-feedback gain that minimizes an objective function is obtained by solving a semidefinite programming problem. The local stability analysis, the estimation of the domain of attraction, and feasibility of the proposed MPC are proved. Examples are given to demonstrate the advantages of the suggested MPC over existing approaches.
I. INTRODUCTION
T HE SO-CALLED Takagi-Sugeno (T-S) fuzzy system is a class of systems descriptions that can be used to model nonlinear systems as convex combinations of linear subsystems weighted by nonlinear membership functions (MFs) [1] - [4] . A useful aspect of the T-S fuzzy system is that, with the Lyapunov theory [5] , several stability analysis and control synthesis problems for a class of nonlinear systems can be cast as convex linear matrix inequality (LMI) optimization problems [6] solvable via standard convex optimization techniques. For this reason, interest in stability analysis and control design of T-S fuzzy systems started to surge during the last decade mainly based on the Lyapunov approach. The simplest Lyapunov method is to use the quadratic Lyapunov function [7] - [10] . However, this is known to entail a considerable conservatism since a common quadratic Lyapunov function should be sought for all subsystems of the fuzzy systems. Possible less conservative alternatives include the approaches using more general classes of Lyapunov functions, such as piecewise Lyapunov functions [11] , [12] , parameterdependent Lyapunov functions (or fuzzy Lyapunov functions) linearly dependent on the MFs [13] - [17] Lyapunov functions [18] , and the so-called line-integral Lyapunov functions [19] . Other approaches are those using the information on the MFs' shape [20] and using the generalized parameter-dependent matrix structures with Pólya's theorem [21] , [22] . Recently, the local stability approach for T-S fuzzy systems has achieved much progress to reduce the conservatism, for instance, [23] - [25] for continuous-time systems and [26] , [27] for discrete-time systems. In particular, the stability analysis in [28] considering variation rates of the MFs for linear parameter-varying (LPV) systems was applied to the local stability problem of T-S fuzzy systems in [26] and [27] .
Although the stabilization problem is a fundamental issue, a stabilizing controller in itself is generally not practical since its performances, such as the input, output constraints, the convergence rate of the states, and the energy efficiency of the control input, typically do not meet the needs of real world applications. An approach to resolve this problem is to use the model predictive control (MPC) scheme [29] . The MPC is known as an optimal control strategy based on online optimizations to generate an optimal control sequence that satisfies the input, output constraints, and also to minimize a certain performance index.
The MPC had been substantially studied for various classes of systems during the last decades. For discrete-time linear systems, the MPC design problem can be cast as a quadratic programming or a linear programming, for which a rich variety of efficient active-set and interior-point solvers are available [30] . An LMI formulation of the MPC problem first emerged in [31] to address a robust MPC problem for LPV systems. This LMI-based MPC approach was improved in [32] and [33] based on the so-called dilation technique developed in [34] and [35] . Most recently, the results in [32] and [33] were extended in [36] by fully exploiting the generalized structures of the parameter-dependent Lyapunov function and controller (suggested in [16] ) for general LPV systems (including T-S fuzzy systems). On the other hand, the LMI-based MPC developed in [31] has been widely used for nonlinear T-S fuzzy systems. For example, an MPC scheme based on the piecewise Lyapunov function was developed in [37] . In [38] , a robust MPC was investigated for T-S fuzzy systems with structured uncertainties and disturbances, and an output feedback MPC was studied in [39] . Recently, extended parameter-dependent Lyapunov functions developed in [16] were used in [36] to obtain less conservative results. Further results on the improved MPC for the T-S fuzzy systems include [40] and [41] , where an extended structure of the state-feedback controller was employed.
The goal of this paper is to develop an improved LMIbased MPC for discrete-time T-S fuzzy systems. We study the local stabilization methods in [26] and [27] , which considers variation rates of the MFs in a local region around the origin. Moreover, as in [36] , the so-called dilation technique in [32] and [34] (extension of the controller structure and the introduction of extra decision variables in the LMIs for the control design) is used to obtain less conservative results. Main contributions of this paper can be summarized as follows. 1) A difference from the MPC scheme presented in [36] lies in the fact that the variation rates of the MFs are taken into account to improve the performance of the proposed MPC. Even though the proposed MPC combines the extended MPC in [36] with the local stabilization technique in [26] and [27] , this extension is not just a technical extension since many characterizations of the previous MPC approaches [36] , [40] , [41] are no longer preserved in the proposed MPC. For example, the feasibility argument (the feasibility of the MPC problem for the initial state guarantees the feasibility of the MPC problem for the entire state trajectory) in [36] cannot be directly applied to our approach. To overcome this difficulty, we suggest a modified LMI condition which depends on the current MFs to guarantee the feasibility of the LMIs over the state trajectories. We also note that, for LPV systems, LMI-based MPC using the bounded parameter variation rates were already studied in [42] - [45] . However, to extend this idea to the nonlinear T-S fuzzy systems, the stability and the feasibility of the existing LMI-based MPC need to be carefully reconsidered.
2) The stability of the proposed MPC is proved based on the local stability analysis in [26] and [27] . In addition, the input and output constraints are studied. 3) The local stability analysis of the proposed MPC system, especially an estimation of the domain of attraction (DA), is provided, and this is one of the new features of the proposed method compared to existing MPCs. The estimation of the DA is obtained as a sublevel set of a Lyapunov function, where the feasibility of the proposed MPC is guaranteed.
II. PRELIMINARIES

A. Notation
The adopted notation is as follows. R: sets of real numbers; A T : transpose of matrix A; A 0 (A ≺ 0, A 0, and A 0, respectively): symmetric positive definite (negative definite, positive semi-definite, and negative semi-definite, respectively) matrix A; I n and 0 n×m : n × n identity matrix and n×m zero matrix, respectively; 0 n : origin of R n ; co{·}: convex hull [6] ; ∂S: boundary of set S; * inside a matrix: transpose of its symmetric term; I N := {1, 2, . . . , N}; diag(A, B): block diagonal matrix with blocks A and B; e i : unit vector of appropriate dimension with a 1 in the ith component and 0s elsewhere; λ min (A) and λ max (A): minimum and maximum eigenvalues of symmetric matrix A, respectively; given any function f :
Through this paper, it is assumed that the gradient is always a row vector.
B. Takagi-Sugeno Fuzzy System
Consider the discrete-time nonlinear system
where
e., the origin is an equilibrium point of (1) . By the sector nonlinearity approach [1] , one can obtain the following T-S fuzzy system representation of the nonlinear system (1) on a subset X of the state space:
where k ≥ 0, X ∈ R n is a subset of the state space including the origin, A i ∈ R n×n , B i ∈ R n×m , and C ∈ R q×n are constant subsystem matrices, i ∈ I N := {1, 2, . . . , N} is the rule number
is the vector containing premise variables in the fuzzy inference rule, α i : R p → [0, 1] is the MF for each rule, and the vector of the MFs
In addition, X ⊆ R n is a set of state space satisfying
where g : R n → R p is a function that maps the state variables into the premise variables. In other words, X is a modeling region where the T-S fuzzy model is defined. Example 1: Consider the discrete-time nonlinear trucktrailer model given in [7] ⎧
where x 1 (k) is the angle difference between the truck and the trailer, x 2 (k) is the angle of the trailer, x 3 (k) is the vertical position of the rear end of the trailer, l is the length of the truck, L is the length of the trailer, T s is the sampling time, and v is the constant speed of the backward movement. To obtain its T-S fuzzy model, the premise variable is defined as
The system can be exactly recast as the discrete-time T-S fuzzy model (2) with
Remark 1: As we have shown in Example 1, there is a class of nonlinear systems (1) which can be exactly represented by the T-S fuzzy model within a region X ⊆ R n defined in (3). In general, even if the exact T-S fuzzy representation cannot be obtained, it is possible to compute a fuzzy model which can approximate the original nonlinear system (1) with arbitrarily exact accuracy by the universal approximator argument [4] . In this case, only approximate models of (1) can be obtained in some domain, that is
with ε > 0. To take into account the approximation error in our control design approach, we can employ the robust control design in [10] . Specifically, the modeling region (5) is represented by
where A i ⊂ R n×n and B i ⊂ R n×m are bounded sets representing uncertainties. Then, the robust stability conditions in [9] and [10] can be applied to design robust controllers against the approximate errors. In this paper, we will only focus on the class of nonlinear systems, where an exact fuzzy model can be obtained because the consideration of the approximation errors can complicate the proposed MPC method and the presentation. However, note that the proposed method can be directly extended to deal with this issue. In this paper, the following assumptions are made in order to construct the T-S fuzzy model and develop design conditions. Assumption 1:
1) The premise variables are linear combinations of the state variables, that is
2) X is described as
where z l, max > 0, l ∈ I p , are a priori given real numbers. 3) The MFs α i (z) and i ∈ I N , are differentiable with respect to the premise variables z on {ξ ∈ R p : ξ = T x, x ∈ X }. 4) ∂α i (z)/∂z is bounded for all z ∈ {ξ ∈ R p : ξ = T x, x ∈ X } and all i ∈ I N . 5) We can compute the set of vertices of a polytope in
The state is measurable at every time instant. 7) The initial state x(0) ∈ X is a priori known. Example 2: Consider the truck-trailer model (4) in Example 1 again. One can observe that the premise variable is a linear combination of the state variables as follows:
Therefore, T is set to be T = [ vT s /(2L) 1 0]. In addition, the modeling region X can be expressed as X := {ξ ∈ R n : T ξ ∈ [−z 1, max , z 1, max ]}.
C. LMI-Based Model Predictive Control
Let x(k +t|k) and u(k +t|k) be the predicted future state and control input of the plant at time k + t, respectively, predicted based on the measurement x(k|k) at time k. If we define
then the predicted system matrices at time k + t based on the measurements at time k are denoted by
At each time step k, consider the state-feedback control law defined over the infinite prediction horizon
where {F(k + t, k)} t≥0 ⊂ R m×n is an infinite sequence of the state-feedback gain obtained at time k. The corresponding closed-loop system consisting of (2) and (7) is
The first equation is the system that follows the real state trajectory, while the other one is the system used to predict the future state trajectory.
1) Real System:
2) Predicted System:
for a fixed k ≥ 0. The corresponding output is given by y(k + t|k) := Cx(k + t|k). The trajectories of the real system and the predicted system are not the same except for x(k + 1|k) and
Keeping this in mind, we introduce an MPC problem below. Problem 1 (MPC Problem): At each time k, calculate a sequence of the state-feedback gain {F(t, k)} t≥0 in (7) that achieves the following performance objective [32] :
Q 0 and R 0 are suitable weight matrices.
III. MAIN RESULT
A. MPC Policy
In this section, the optimization (11) in Problem 1 is relaxed to an optimization with LMI constraints. We introduce the following shorthand notations:
For the local stability analysis, the following definitions will be useful:
where b ∈ (0, 1] is the upper bound on the variations of the MFs [26] ; 2) (P, γ ) := {x ∈ X :
We first provide a series of propositions which will be used for the proof of the main result.
Proposition 1: Assume that G(x) is invertible for all x ∈ X . The inequalities
ensure (P, 1/λ) ⊂ U(F).
Proof: See Appendix II. Proposition 3: Assume that G(x) is invertible for all x ∈ X . The inequalities
Proof: It can be proved using similar lines of the proof of Proposition 2, so omitted.
Proposition 4: Assume that G(x) is invertible for all x ∈ X . The inequalities [1] ijl + [1] 
where [1] 
Proof: See Appendix III. Proposition 5: Assume that G(x) is invertible for all x ∈ X and (P, 1/λ) ⊂ R(F). The inequalities [2] 
where [2] ij (g) :=
Proof: See Appendix IV. Proposition 6: The inequalities [3] 
where [3] 
Proof: See Appendix V. Now, we introduce an LMI-based optimization problem to solve Problem 1.
Problem 2: Given x(k|k) ∈ X , solve the optimization
Remark 2: Here, a similar discussion that arose in [41] can be considered. In contrast with the optimization in [31, Th. 1], (19) is a maximization problem. Moreover, there is an inconsistency between the LMI constraints (13)- (18) and the LMI constraints in [31, Th. 1] in the sense that the objective function λ appears in the LMIs (13)-(17) and does not appear in the LMI (18) while this pattern holds true roughly in a reversed order in the LMIs constrains of [31, Th. 1]. The inconsistency is due to the fact that we derive the LMI constraints by using a different change of variables for convenience and simplicity of our method. In particular, if the left-hand sides of all the LMIs (13)- (18) are multiplied by 1/λ and perform the change the variables
then the inconsistency can be eliminated. However, this extra change of variables can complicate the proofs and the design procedures. For this reason, this additional step is not considered in this paper.
Using the solutions to the optimization (19), we introduce the notations
In this paper, the MPC policy is defined below. Definition 1 (MPC Policy): Given x(k|k) ∈ X , the MPC policy is defined as the state-feedback policy
Remark 3: In contrast to the existing LMI-based MPCs for linear and nonlinear systems, for instance, [31] - [33] and [36] , a distinguished feature of the proposed MPC is that the LMI (20) is dependent on the MFs. Since the state at time k is measurable, it is possible to construct and solve (20) . The dependence of (20) on the MFs are essential for proving the feasibility property of the proposed MPC and estimating a subset of DA.
B. Properties of the Proposed MPC
Throughout this section, the following shorthand notations are used:
[S(t, k)|G(t, k)|K(t, k)]
In addition, define
By convention, if the problem is infeasible, then we set λ(ξ ) = ∞. The set of the initial states such that the optimization (19) is feasible is defined as F := {ξ ∈ X : λ(ξ ) < ∞}.
In the next proposition, we establish inclusion relations of several sets defined at the beginning of this section to prove the stability of the proposed MPC.
Proposition 7: Suppose x(0|0) ∈ F and consider the predicted system (10) under the MPC policy (21) . The following properties hold:
Proof: By Proposition 6, (18) implies that G(x) is invertible for all x ∈ X . Therefore, by using Propositions 1-4, we prove 1)-4). Using 4), we use Proposition 5 to prove the part 5). To prove the last statement, note that the constraint (20) 
Multiplying the left-hand side of the above inequality from the left by diag{1, G(x(k|k)) −T }, from the right by its transpose, and applying the extended Schur lemma [34, Th. 1], we obtain x(k|k) T 
Proposition 8 (Stability of the Predicted System): Suppose x(0|0) ∈ F.
Under the MPC policy (21), the predicted system (10) satisfies lim t→∞ x(k + t|k) = 0 and (1/φ) , and φ is defined in (22) . From the statement 4) of proposition 6, we have φ > λ min (Q), and thus, β < 1. From the result, we can prove
Therefore, by an induction argument, one concludes
and (21), the predicted system (10) satisfies the input and output constraints
and from the statements 2) and 3) of Proposition 7, we can
Combining the results, the proof is completed.
Proposition 10 (Optimality): Suppose x(0|0) ∈ F. Under the MPC policy (21), the predicted system (10) satisfies the performance bound J ∞ (k) < 1/λ (k) .
Proof: Using the same argument of the proof of Proposition 8, x(k + t|k) ∈ H(F k , b)\{0 n }, ∀t ≥ 0, and using the statement 3) of Proposition 6, it can be proved that
By summing (24) from t = 0 to t = ∞, we obtain J ∞ (k) < V(0, k), where we use lim t→∞ V(t, k) = 0. On the other hand, from Proposition 8, we have
The proof can be concluded by combining the last two results.
Proposition 11 (Feasibility) : If the optimization of Problem 2 is feasible at time k, then it is also feasible for all times k + i, ∀i ≥ 0. In other words,
Proof: The proof procedure follows the ideas given in [31] and [36] . To prove the claim, it suffices to check
On the other hand, by combining the statement 5) of Propositions 7 and 8, one finds that x(k+t|k) ∈ H(F k , b) holds for all t ≥ 0. In addition, the first 2n×2n block diagonal matrix of the left-hand side of (32) in the proof of Proposition 6 ensures (26) holds for all t ≥ 0. Multiplying the left-hand side of (26) from the left by diag{G(t, k) −T , I n }, from the right by its transpose, and applying the Schur complement, one concludes that (26) implies
Combining (25) and (27) leads to 
, and the concepts in the proofs of the stability and the feasibility in Propositions 7-12.
Apply the Schur complement to the last inequality to obtain
Setting t = 0 and using x(k+1|k) = x(k+1|k+1), the above inequality is equivalent to (20) 
Noting that the only LMI in the problem that depends explicitly on the state x(k|k) of the system is (20), one concludes x(k + 1|k + 1) ∈ F. This completes the proof.
Proposition 12 (Stability of the Real System): If x(0|0) ∈ F, then the MPC policy (21) asymptotically stabilizes the system (2), i.e., lim k→∞ x(k|k) = 0, ∀x(0|0) ∈ F.
Proof: The proof follows the ideas given in [31] . If x(k|k) ∈ F, then by Proposition 11, x(k + i|k + i) ∈ F, ∀i ≥ 0. In addition
since P(0, k + 1) is optimal, whereas P(0, k) is only feasible at time k + 1. Next, since x(k + 1|k + 1) = x(k + 1|k), we have
From the proof of Proposition 8, one can prove
Combining this with (28) and (29), we find
This completes the proof.
The inclusion relations among the sets
, and the concepts in the proofs of the stability and the feasibility are visualized in Fig. 1 .
The next theorem states that an inner estimation of the DA can be obtained as a sublevel set of the Lyapunov function. ) ) is an estimation of the DA for the system (2) under the MPC policy (21) .
Theorem 1 (Domain of Attraction):
Proof:
. Then, the same argument of the proof of Proposition 11 can be adopted to prove ξ ∈ F. From Proposition 12, we have lim k→∞ x(k|k) = 0, ∀x(0|0) ∈ (P (0) , 1/λ (0) ). Therefore, (P (0) , 1/λ (0) ) is an estimation of the DA. Note that Theorem 1 still does not guarantee that the estimation of the DA is also an invariant set. A summary of the developed MPC design procedure is presented below.
Step 1: Given discrete-time nonlinear system x(k
, and the modeling region X for the T-S fuzzy model (2).
Step 2: Calculate ∂α δ (z(k))/∂z(k) and the set of vertices
Choose suitable weight matrices Q 0 and R 0.
Step 3: For a given initial state x(0) ∈ X , find b ∈ (0 , 1] such that the LMI optimization of Problem 2 is feasible. For the search procedure, we can simply adopt a line search. If such a b ∈ (0, 1] does not exist, then the proposed MPC is not applicable. Otherwise, we can use the MPC policy (21) using a standard semidefinite programming techniques. 
IV. EXAMPLES
Example 3: Consider (2) with
taken from [16] , where "a" is a free parameter. The system is defined in X = {ξ ∈ R n :
A. Domain of Attraction
Let a = 1.5. Using a standard LMI solver, we find that the optimization of Problem 2 is feasible with x(0|0) = [−0.7, 0.5] T , b = 0.2. A simulation result including the corresponding converging state trajectory (black dashed line with bullets) and the DA estimation (blue solid line) is depicted in Fig. 2 . The figure also shows the feasible initial states (red asterisk) in the 22 × 22 grid points of the state space x ∈ [−1.1, 1.1] × [−1.1, 1.1] checked using the optimization of Problem 2. The result suggests that the DA estimation is included by the set of the real feasible initial states.
In the comparative analysis in the sequel, we compare the performance index
of our MPC with those of [36] and [39] . To apply the proposed method, define Then, we have 
The proposed MPC is feasible with b = 0.8, while the MPCs in [36] and [39] are infeasible. The estimation of the DA and the converging state trajectory under the proposed MPC are illustrated in Fig. 5 .
V. CONCLUSION
In this paper, an LMI-based MPC approach has been proposed for nonlinear systems represented by the discrete-time T-S fuzzy systems. Improvements have been achieved by considering the bounded variation rates of the MFs in a certain local region of the state space. The stability and the feasibility of the proposed MPC have been proved. To guarantee the feasibility, a modified LMI constraint depending on the current MFs has been developed.
APPENDIX I PROOF OF PROPOSITION 1
By multiplying the inequalities (13) by α i (T x) and summing them up for i ∈ I N , one gets
By multiplying the left-hand side of the above inequality from the left by diag(G(x) −T , 1), from the right by its transpose, and applying the Schur complement, we have
In addition, multiply the above matrix inequality from the left by x T , from the right by x to obtain 
In the (2, 2) block diagonal matrix, M(x) does not appear because of the relation α 1 (T x) + · · · + α N (T x) = 0 and 
