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We develop a method for finding the time evolution of exactly solvable models by Bethe ansatz.
The dynamical Bethe wavefunction takes the same form as the stationary Bethe wavefunction except
for time varying Bethe parameters and a complex phase prefactor. From this, we derive a set of first
order nonlinear coupled differential equations for the Bethe parameters, called the dynamical Bethe
equations. We find that this gives the exact solution to particular types of exactly solvable models,
including the Bose-Hubbard dimer and Tavis-Cummings model. These models go beyond the Gaudin
class, and offers an interesting possibility for performing time evolution in exactly solvable models.
I. INTRODUCTION
Exact methods of mathematical physics have substan-
tially pushed our understanding of many paramount
nonlinear phenomena. One such method is the Quan-
tum Inverse Method (QIM) which was developed almost
40 years ago by Faddeev, Sklyanin, Takhtadzhyan and
others1–3. QIM together with the algebraic version of
Bethe Ansatz4,5 has been successfully applied to vari-
ous problems from different areas of physics such as one
dimensional BECs6,7, spin chains8–11, (1 + 1) models of
quantum field theory12, (2+1) model of classical statisti-
cal physics13, conformal field theory and string theory14,
quantum optics15, and quantum dots16.
Obtaining the time dynamics of quantum many-body
systems remains an important but very challenging prob-
lem due to the high computational and calculational
demands. In the case of the QIM, the dynamics of
the system after a quench of one or several parame-
ters has been successfully shown17,18. However, in gen-
eral, QIM without modifications can not be applied
to the system with time-dependent parameters. Re-
cently several exact methods for time-dependent Hamil-
tonians were proposed. In Ref.19, a set of conditions
under which the Schrodinger equation can be solved
exactly was presented. It was also shown in Ref.19
that among Hamiltonians satisfying these conditions are
the multistate Landau-Zener model and the generalized
Tavis-Cummings model. Earlier in Ref.20, Barmettler,
Fioretto and Gritsev proposed a generalization of the
Bethe wavefunction for the dynamical case and pre-
sented its explicit form for the detuning driven Tavis-
Cummings model. In Ref.21, by means of correspondence
between the class of Gaudin models and the classical
Knizhnik-Zamolodchikov equations some exact solutions
for Gaudin-magnets were obtained for special choices of
time dependence of the coupling constants. There has
also been progress in studies of the exact dynamics of
periodically driven systems22. However, to our knowl-
edge a general formulation of how to perform the time
evolution of an integrable system has not been shown.
In this paper, we study the generalization of Bethe
wavefunction for the time-dependent case. Specifically,
consider that we are dealing with an integrable system
with Bethe wavefunction
M∏
j=1
B(λj)|vac〉, (1)
where B(λ) is an operator which depends on complex
parameter λ and |vac〉 is the pseudo-vacuum reference
state, specific to the model being considered. For an ini-
tial state that can be represented by the Bethe wavefunc-
tion, we show that its time evolution can be described
using the dynamical Bethe wavefunction,
eip(t)
M∏
j=1
B(λj(t))|vac〉, (2)
where p(t) is a complex phase. The time dependent wave-
function has exactly the same structure as Bethe wave-
function, but its parameters are functions of time and
it has time varying prefactor. One of the most impor-
tant features of the Bethe vectors is that it allows for
the determinant representation for observables23, which
is widely used in calculations of the Bethe ansatz24,25.
The fact that the time-dependent wavefunction (2) has
the structure of a Bethe vector allows us to transfer all
the Bethe ansatz machinery to the time-dependent case.
When a system is exactly solvable by QIM, one can al-
ways make (1) an eigenfunction, by choosing special val-
ues of the parameters λj , which satisfy the Bethe equa-
tions. In this paper, we formulate a set of conditions for
when the dynamical Bethe wavefunction (2) satisfies the
time-dependent Schrodinger equation. The set of condi-
tions is a set of nonlinear coupled differential equations,
which we call the dynamical Bethe equations. The time-
dependent wavefunction can always be represented by
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2the dynamical Bethe wavefunction (2) for an arbitrary
smooth time-dependence of the model parameters if the
Hilbert space of the model under consideration is small
enough. We provide an explicit example of the dynami-
cal Bethe equations for a detuning driven Bose-Hubbard
dimer.
The form of the wavefunction (2) first appeared in
Ref.20 for the Tavis-Cummings model, where the set of
dynamical Bethe equations for λj(t) was found, and its
connection of trajectories λj(t) with classical motion in
a potential was established. So far all the examples of
the dynamically integrable models considered in19–21 be-
long to the Gaudin class26 of integrable models or models
with a classical R-matrix. Here we show that (2) can be
applied to a wider class of integrable models, which goes
beyond Gaudin class. The Bose-Hubbard dimer example
that we show here belongs to the so-called rational XXX
R-matrix class. We note that the set of conditions for-
mulated in Ref.19 does not require that the model should
belong to the Gaudin class to be dynamically integrable.
Furthermore, models which can be solved by dynamical
Bethe wavefunction also do not necessarily satisfy the set
of conditions in Ref.19.
The paper is organized as follows. In Sec. II we dis-
cuss the general procedure of constructing the dynamical
Bethe wavefunction. In Sec. III we derive the dynamical
Bethe equations for a Bose-Hubbard dimer with driven
detuning and quenching. In Sec. IV we summarize and
discuss the future prospects of our method. For more
background and details about the Bethe Ansatz tech-
nique and our derivations, we refer the reader to the Ap-
pendix.
II. DYNAMICAL BETHE EQUATIONS
In this section we discuss the general method of finding
the dynamical Bethe wavefunction, without specifying
the model. For the reader who is not familiar with Bethe
ansatz, we refer them to the Supplemetary Material, or
for an extensive review see for example Ref.27.
We first assume that the model under consideration
can be solved by algebraic Bethe ansatz. We also as-
sume that the set of these Bethe vectors form a complete
orthogonal set. This condition should be checked for ev-
ery specific model separately, but for the vast majority
of physically relevant models it is known to be satisfied.
Also for simplicity we restrict the considered models to
be those with a rational R-matrix and XXX or XXZ-like
R-matrices. In practice these three classes cover most
physically relevant models.
A central quantity in integrable models is the trace of
the monodromy matrix τ(λ) (see Appendix). This op-
erator has many useful algebraic properties provided by
the integrability of the model, its specific form should be
defined for each model separately. By construction τ(λ)
is explicitly connected with the Hamiltonian Hˆ of the
model under consideration. Usually the Hamiltonian Hˆ
can be expressed as some elementary function or a residue
of τ(λ) at some certain point λ0. Because of the connec-
tion between Hˆ and τ(λ), we will see that it is beneficial
to consider the following Schrodinger-like equation
i
d
dt
|Ψ(t)〉 = τ(λ)|Ψ(t)〉. (3)
This will allow us to learn the complete information
about the time dynamics of the system.
We look for the solution of (3) of the form
|ΨσM (t)〉 = eip
σ(t)
M∏
j=1
B(λσj (t))|vac〉, (4)
here M is the number of excitations in the system and σ
enumerates the eigenstates. At t = 0, the vectors (4) are
eigenvectors which form a complete orthogonal set and
the set of parameters ΛσM (t) = {λσ1 (t), λσ2 (t), ..., λσM (t)}
satisfies the stationary Bethe equations for each σ. We
demand time-dependent wavefunctions to also form a
complete set∑
σ
|Ψ({λσ(t)})〉〈Ψ({λσ(t)})| ∝ Iˆ , (5)
where we have a proportionality because the wavefunc-
tions are not normalized. The expansion of Bethe vectors
(4) over a convenient basis is a difficult problem and in
general not solvable, because of the complex structure of
(4). For example, B(λ) can be represented as a series of
exponential length.
Thus instead of studying the Schrodinger equation (3)
directly, we demand that
〈Ψ({λσ′(t)})|Ψ({λσ(t)})〉 = 0, (6)
for σ < σ′, where σ ∈ [1, L] and L is the dimensionality of
the Hilbert space under consideration. This states that
the Bethe vectors are mutually orthogonal for all t. We
also demand that
〈Ψ˙({λσ′(t)})|Ψ({λσ(t)})〉+ 〈Ψ({λσ′(t)})|Ψ˙({λσ(t)})〉 = 0,
(7)
which must be satisfied for any solution of (3).
We now would like to write (6) and (7) as a set of cou-
pled differential equations. Eq. (6) may re-expressed in
this form by writing |Ψ({λσ(t)})〉 in terms of its deriva-
tive, which for Bethe vectors always take a special form.
To show this, we start by finding the result of opera-
toring τ(µ) on the Bethe wavefunction (4), giving the
well-known result
τ(µ)
M∏
j=1
B(λσj )|vac〉 = Θ(µ, {λσj })
M∏
j=1
B(λσj )|vac〉
+
M∑
n=1
φn(µ, {λσj })B(µ)
M∏
j=1
j 6=n
B(λσj )|vac〉, (8)
3where Θ(µ, {λσj }) and φn(µ, {λσj }) are eigenvalues and
the off-shell functions defined in (A14) and (A15) corre-
spondingly. By combining (3), (4), and (8), we obtain
i(i
dp
dt
−Θ(µ, {λσj (t)})
M∏
j=1
B(λσj (t))|vac〉
= −i d
dt
M∏
j=1
B(λσj (t))|vac〉
+
M∑
n=1
φn(µ, {λσj (t)})B(µ)
M∏
j=1
j 6=n
B(λσj (t))|vac〉. (9)
Demanding that the right hand side is proportional to
the left hand side,
f({λσj (t)})
M∏
j=1
B(λσj (t))|vac〉 = −i
d
dt
M∏
j=1
B(λσj (t))|vac〉
+
M∑
n=1
φn(µ, {λσj (t)})B(µ)
M∏
j=1
j 6=n
B(λσj (t))|vac〉, (10)
where f({λσj (t)}) is a smooth function. If (10) is satisfied
we can solve (3) with (4) by choosing special form of
phase factor pσ(t)
pσ(t) = −
∫ t
0
[
iΘ(µ, {λσj (t′)}) + f({λσj (t′)})
]
dt′. (11)
Although it is possible to explicitly find both f({λσj (t)})
and pσ(t), in practice this is not necessary, because the
phase factor eip
σ(t) cancels for any observable due to nor-
malization.
After substitution of (10) into (6), the conditions (6)
transfers to the set of differential equations:
i〈Ψ({λσ′(t)})|Ψ˙({λσ(t)})〉 =
+ 〈Ψ({λσ′(t)})|
M∑
n=1
φn(µ, {λσj (t)})B(µ)
M∏
j=1
j 6=n
B(λσj (t))|vac〉,
(12)
Now conditions (7) and (12) are set of L2 − L nonlin-
ear differential equations, with ML variables, where M
is the number of parameters which parameterize Bethe
wavefunction (4). The solution of (7) and (12) is a set
of trajectories Λσ(t) = {λσ1 (t), ..., λσM (t)}, for each wave-
function enumerated by σ. So when M = L − 1 the
number of equations coincides with the number of vari-
ables and (6) and (7) always have a solution. So the dy-
namical Bethe wavefunction can always be constructed
if the Hilbert space of the system under consideration is
small enough, for arbitrary smooth time dependence of
the parameters of the model.
In Bethe ansatz it is typical for the Bethe wavefunction
to be parameterized by a number of parameters which is
much smaller than size of the Hilbert space. For ex-
ample, while the Hilbert space of the XXZ Heisenberg
magnet has an exponentially large dimension, its Bethe
wavefunction is parametrized by a number of parame-
ters linearly proportional to the number of excitations,
which provides a great advantage in terms of computa-
tional complexity. The equations (7) and (12), however,
become overdetermined if the dimensionality of Hilbert
space L > M+1. Nevertheless, in principle, the existence
of solutions for (7) and (12) when it is overdetermined is
not prohibited because the equations are nonlinear. A
trivial example of such a solution is adiabatic evolution
when {λσ1 (t), ..., λσM (t)} is a solution of static Bethe equa-
tions at every moment.
III. EXAMPLE: BOSE-HUBBARD DIMER
We now illustrate the above method to obtain the time
dynamics by applying it to the Bose-Hubbard dimer.
This model provides both a simple and non-trivial ex-
ample of a dynamically integrable model from the XXX
class. For this particular case the dynamical Bethe equa-
tions can be written in a particularly simple and explicit
form.
The Bose-Hubbard dimer in the two mode approxima-
tion (equivalent to a two-site Bose-Hubbard model) can
be described by the following Hamiltonian28,29
Hˆ =(a†a− b†b)− J(a†b+ ab†)
+
U
2
(
a†a†aa+ b†b†bb
)
+ V a†ab†b, (13)
where a, b are bosonic operators for the two sites sat-
isfying [a, a†] = [b, b†] = 1. The total number opera-
tor of particles Nˆ = a†a + b†b is a conserved quantity,
[Hˆ, Nˆ ] = 0. For the Bethe ansatz formalism it is conve-
nient rescale and offset the Hamiltonian by defining
Hˆ = − 1
J
(
Hˆ − U
2
Nˆ(Nˆ − 1)− Nˆ
)
, (14)
which commutes with (13). Defining the dimensionless
detuning ∆ = 2J and coupling constant c
2 = U−VJ , the
Hamiltonian can be rewritten
Hˆ = ∆b†b+ a†b+ ab† + c2a†ab†b, (15)
which is the form we shall use. Using the dimensionless
Hamiltonian (15) means that all energies are measured
in units of J and time is measured in units of ~/J .
We now assume that the coupling constant c is time-
independent whereas the detuning ∆(t) continuously de-
pends on time. We introduce the generalized creation
operator B(λ) which depends on a complex parameter
λ33
B(λ) = λb† −X, (16)
4where
X =
∆
c
b† + ca†ab† + c−1a†. (17)
The pseudo-vacuum in this case is simply the zero parti-
cle Fock state
|vac〉 = |0〉a ⊗ |0〉b. (18)
The time-dependent Bethe wavefunction can then be
written following (4) using the above definitions. We
first consider the case where only the detuning is time-
dependent. In this case the dynamical Bethe equations
can be written in a compact form given by
i
(
∆˙
c
− λ˙σn(t)
)
= ϕn({λσ})λσn(t), ∀n = 1, ..., N. (19)
Here ϕn({λσ}) are the so-called off-shell functions defined
as
ϕn({λσ}) =
(
∆
c
− λσn
) N∏
j=1
j 6=n
(
1− c
λσn − λσj
)
+
1
cλσn
N∏
j=1
j 6=n
(
1− c
λσj − λσn
)
. (20)
When ϕn({λ}) = 0, ∀n = 1, ..., N , where N is the num-
ber of particles, these reduce to the static Bethe equa-
tions.
The dynamical Bethe equations are a set of first order
coupled ordinary differential equations. As the initial
condition for (19) we need to pick a set of parameters
{λ(0)} = {λ1(0), ..., λN (0)}, which parametrizes the ini-
tial state |ΨN (0)〉. For example, if the initial state is an
eigenstate, the set {λ(0)} should satisfy the static Bethe
equations.
We numerically solve the set of equations (19) for a
detuning with time dependence
∆(t) = ∆0 + cos(t
2), (21)
which has a rather non-trivial non-linear and aperiodic
dependence. The initial condition was chosen to be the
solution of static Bethe equations which corresponds to
the ground state of (15). As the observable, we calculate
the intersite coherence
ν(t) =
|〈a†b〉|
N
, (22)
for the details of calculation of ν(t) see Appendix B. Fig-
ure 1(a) shows our results. We find that the method
perfectly reproduces time dynamics calculated by exact
diagonalization, giving identical curves. The method is
computationally efficient the solution requires the evolu-
tion of N coupled equations. In Fig. 1(c) we show the
stroboscopic maps of the solutions of dynamical Bethe
equations (19), point of certain color corresponds to the
value of the component of the solution of (19) λj(tk) at
the moment tk. Instead of solving (19) one may solve
more general system of equations (7),(12), which is ap-
plicable for arbitrary time dependece of both ∆ and c2,
we checked that solutions of (7),(12) does perfectly co-
incide with the solutions of (19) when only detuning is
driven.
As a second example, we consider the case of a quench,
when the parameters are changed suddenly from c,∆ to
c′,∆′. When all the parameters of the model are constant
the set of equations (19) become
− i λ˙n(t)
λn(t)
= ϕn({λ}) ∀n = 1, ..., N. (23)
The set of equations (23) describes the evolution of an
initial state |ΨN (0)〉 with a static Hamiltonian (15). The
initial state can be parameterized by a Bethe vector with
the set of parameter {λ0} satisfying (B13) for the ini-
tial parameters c,∆. After the quench is performed, the
Hamiltonian parameters change to c′,∆′, hence we need
to establish the connection between the old wavefunction
expressed in terms of c,∆, and the new one expressed in
terms of c′,∆′. The initial condition for (23) thus is given
by
N∏
j=1
B(c
′,∆′)(λj(0))|vac〉 =
N∏
j=1
B(c,∆)(λ0j )|vac〉. (24)
For the case that only the detuning is quenched c′ = c,
the initial conditions for (23) can be simply found to be
λj(0) = λ
0
j −
∆′ −∆
c
. (25)
In Fig. 1(b) we plot an example solution of the inter-
site coherence (22) from the dynamical Bethe equations
(23). We again see that there is perfect agreement of
the time dynamics with numerical results obtained from
exact diagonalization. In Fig. 1(d) we plot stroboscopic
maps for the solution of (23) in the same fashion as we
did for (19).
IV. OUTLOOK AND CONCLUSIONS
We have described a method for evaluating the time
dynamics of systems that are exactly solvable by Bethe
ansatz. The method is based on the dynamical Bethe
wavefunction (2) which is a straightforward generaliza-
tion of Bethe ansatz for dynamical case, where the Bethe
parameters are time dependent and there is a time vary-
ing complex phase. The main advantage of the dynamical
Bethe wavefunctions (2) is that they are mathematically
manageable thanks to the well-developed Bethe ansatz
results which are directly applicable.
The set of differential dynamical Bethe equations (7)
and (12) can be applied to any Bethe ansatz solvable
5FIG. 1. Time dynamics of the Bose-Hubbard dimer. The intersite coherence (22) for the case of (a) driven detuning ∆(t) =
∆0 + cos(t
2) using (19); and (b) quenched detuning from ∆0 = 0.697 to ∆
′ = 1.697 using (23). Stroboscopic maps for the
case of (c) driven detuning as in (a); (d) quench as in (b). Each set of 5 points represents a solution of the dynamical Bethe
equations at some certain moment of time. N = 5 and c = 0.531 throughout.
model from XXX, XXZ or Gaudin class which has a di-
mensionality not bigger than N+1, where N is the num-
ber of parameters in the Bethe wavefunctions. What
would be interesting is if the dynamical Bethe wave-
function could describe the diabatic evolution of a non-
trivial model with a larger Hilbert space than N + 1.
This would be an example of exact non-ergodic behavior
which is a topic of great importance30. We have shown
that our approach produces exact time dynamics with
the Tavis-Cummings model, which possesses formally a
Hilbert space of dimension 2N , but can be restricted by
symmetry to a dimension N + 1. Thus this alone does
not demonstrate a completely non-trivial example. Cur-
rently, the in terms of computational advantage, the dy-
namical Bethe equations only provide an equivalent ap-
proach to alternative techniques, since both scale as N .
However, we do not exclude the possibility that there
are systems with larger Hilbert space for which overde-
termined system (7) and (12) might have a non-trivial
solution.
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Appendix A: Algebraic Bethe ansatz
Here we briefly sketch the main aspects of the algebraic
Bethe ansatz technique which are necessary for the un-
derstanding of the present paper. For an extensive review
of the Bethe ansatz, we refer the reader to Refs.27,31,32.
The cornerstone of any integrable model is the R-
matrix which in this paper always takes the form
R(λ, µ) =
 f(µ, λ) 0 0 00 g(µ, λ) 1 00 1 g(µ, λ) 0
0 0 0 f(µ, λ)
 . (A1)
Here the entries f(µ, λ) and g(µ, λ) are specified for each
model separately. In general, the R-matrix is the solution
of the Yang-Baxter equation27, and can take many dif-
ferent forms. The specific form of the R-matrix generates
a family of integrable models.
In order to construct an integrable model we need to
define the monodromy matrix
T (λ) =
(
A(λ) B(λ)
C(λ) D(λ)
)
, (A2)
which depends on the complex spectral parameter λ.
Here, A(λ), B(λ), C(λ) and D(λ) are operators acting in
the Hilbert space of the model under consideration, and
their explicit representation depends on the model. The
6monodromy matrix should also satisfy the Yang-Baxter
equation
R(λ, µ)⊗ T (λ)⊗ T (µ) = T (µ)⊗ T (λ)⊗R(λ, µ). (A3)
To construct the Hamiltonian of a particular integrable
model, we define the trace of the monodromy matrix
τ(λ) = TrT (λ) = A(λ) +D(λ). (A4)
The Hamiltonian Hˆ of the model may be expressed via
the trace of the monodromy matrix τ(λ), or its derivative
at some specified λ = λ0. Usually it can be expressed as
some elementary function of τ(λ0), or as a residue of the
τ(λ) at a particular point λ0.
The pseudovacuum state |vac〉 is a state from the
Hilbert space of the model, which is annihilated by the
operator C(λ)|vac〉 = 0. The conjugated operator also
satisfies 〈vac|B(λ) = 0. Usually the pseudovacuum state
is an eigenstate of the system, but, in general, it is not
required. We also define two eigenvalue functions a(λ)
and d(λ) according to
A(λ)|vac〉 = a(λ)|vac〉
D(λ)|vac〉 = d(λ)|vac〉. (A5)
The Bethe wavefunction is then defined as
|Ψ({λσj })〉 =
M∏
j=1
B(λσj )|vac〉, (A6)
where {λσj } is the set of complex parameters {λσj } =
{λσ1 , λσ2 , ..., λσM}, and M is the number of excitations in
the system, and σ labels the wavefunction. The wave-
function (A6) is an eigenfunction of the trace of mon-
odromy matrix τ(λ)
τ(λ)|Ψ({λσj })〉 = Θ(λ, {λσj })|Ψ({λσj })〉, (A7)
if the set {λσj } satisfies to the set of Bethe equations
a(λσj )
d(λσj )
M∏
n=1
n6=j
f(λσj , λ
σ
n)
f(λσn, λ
σ
j )
= 1, j = 1, 2, ...,M. (A8)
All the roots within one solution {λσj } should be differ-
ent, otherwise |Ψ({λσj })〉 can not be an eigenfunction.
The Bethe equations (A8) are set of coupled nonlinear
algebraic equations. It has M equations and N solutions,
where N is the size of Hilbert space.
For our purposes it is very important to know what
the effect of the transfer matrix τ(λ) acting on the
Bethe vector (A6). For notational simplicity we omit
the index σ henceforth, such that {λj} denotes the set
{λσ1 , λσ2 , ..., λσM}. From Ref.27 it is known that
A(λ)
M∏
j=1
B(λj)|vac〉 = a(λ)Λ(λ, {λj})
M∏
j=1
B(λj)|vac〉
+
M∑
n=1
a(λn)Λn(λ, {λj})B(λ)
M∏
j=1
j 6=n
B(λj)|vac〉. (A9)
Here we defined the functions
Λ(λ, {λj}) =
M∏
j=1
f(λ, λj)
Λn(λ, {λj}) = g(λn, λ)
M∏
j=1
j 6=n
f(λn, λj). (A10)
For the D(λ) operator, we have the similar expressions
D(λ)
M∏
j=1
B(λj)|vac〉 = d(λ)Λ¯(λ, {λj})
M∏
j=1
B(λj)|vac〉
+
M∑
n=1
d(λn)Λ¯n(λ, {λj})B(λ)
M∏
j=1
j 6=n
B(λj)|vac〉,
(A11)
where we defined
Λ¯(λ, {λj}) =
M∏
j=1
f(λj , λ)
Λ¯n(λ, {λj}) = g(λ, λn)
M∏
j=1
j 6=n
f(λj , λn). (A12)
Combining these results we can find the effect of acting
τ(λ) on the Bethe wavefunction, given by
τ(λ)
M∏
j=1
B(λj)|vac〉 = Θ(λ, {λj})
M∏
j=1
B(λj)|vac〉
+
M∑
n=1
φn(λ, {λj})B(λ)
M∏
j=1
j 6=n
B(λj)|vac〉. (A13)
Here we defined
Θ(λ, {λj}) = a(λ)Λ(λ, {λj}) + d(λ)Λ¯(λ, {λj}), (A14)
and the off-shell function as
φn(λ, {λj}) = a(λn)Λn(λ, {λj}) + d(λn)Λ¯n(λ, {λj}).
(A15)
If we now demand that the off-shell function (A15) is
zero, it is evident that the wavefunction (A6) is an eigen-
function for τ(λ). The roots of off-shell functions (A15)
coincide with the roots of Bethe equations (A8), but we
should distinguish between these since later we will en-
counter cases where the off-shell function is not zero.
Finally, we mention several important properties of
Bethe wavefunctions. The dual Bethe wavefunctions are
defined as
〈Ψ({λσj })| = 〈vac|
M∏
j=1
C(λσj ). (A16)
7In general, despite the notation, the wavefunction (A16)
does not coincide with the hermitian conjugate of the
function (A6), i.e. 〈Ψ({λσj })| 6= |Ψ({λσj })〉†. Dual vectors
like this must be introduced in order to evaluate scalar
products and averages of observables. Generally, in the
literature devoted to Bethe Ansatz, the left bracket 〈Ψ|
implies the dual vector (A16).
For most of the integrable models it has been proven
that Bethe vectors form a complete set27,31
N∑
σ=1
|Ψ({λσj })〉〈Ψ({λσj })| ∝ Iˆ , (A17)
where Iˆ is the identity operator, and N is the size of the
Hilbert space. In general Bethe wavefunctions are not
normalized.
One of the most important properties of Bethe wave-
functions is that for many models it is possible to evaluate
the scalar product of Bethe wavefunctions and averages
of the operators by applying Slavnov’s formula23. This
allows one to express scalar product as a determinant.
We do not reproduce the general form of the Slavnov’s
formula here because of its complexity, and it not very
useful to consider it without specifying the model. Ap-
plication of Slavnov’s formula to the models considered
in this paper have been studied in Refs.33,34.
Appendix B: Dynamical Bethe equations for the
Bose-Hubbard dimer
Here we give more details of the derivation of the dy-
namical Bethe equations for the detuning driven Bose-
Hubbard dimer. A more detailed description regarding
the Bethe ansatz solution of this model can be found in
Ref.33, we use the same notations as this paper.
The Hamiltonian of the Bose-Hubbard dimer is
Hˆ = ∆b†b+ a†b+ ab† + c2a†ab†b. (B1)
The diagonal elements of the monodromy matrix are in
this case
A(λ) =λ2 − λ
(
ca†a+ cb†b+
∆
c
)
+ ∆b†b+ a†b+ c2a†ab†b, (B2)
D(λ) =ab† + c−2. (B3)
The Hamiltonian (B1) can then be expressed via trace of
the monodromy matrix (A4) according to
Hˆ = τ(0)− c−2. (B4)
According to the definitions (A5), the eigenvalue func-
tions are then
a(λ) = λ
(
λ− ∆
c
)
, (B5)
d(λ) = c−2. (B6)
The elements of the R-matrix are defined as
f(µ, λ) = 1− c
µ− λ (B7)
g(µ, λ) = − c
µ− λ. (B8)
We now wish to look for Bethe eigenfunctions of the
form
|ΨσN 〉 =
N∏
j=1
B(λσj )|vac〉, (B9)
where the pseudo-vacuum state is |vac〉 = |0〉a⊗|0〉b. σ is
the index which labels the energy levels of the system, for
the sake of notational simplicity we omit this below. The
eigenvector depends on N complex parameters {λ} =
{λ1, λ2, ..., λN}. By applying the Bethe ansatz machinery
we can evaluate
Hˆ|ΨN 〉 =EN ({λ})
N∏
j=1
B(λj)|vac〉
−
N∑
n=1
ϕn({λ})X
N∏
j=1
j 6=n
B(λj)|vac〉, (B10)
where we have defined
EN ({λ}) =− c−2 + c−2
N∏
j=1
(
1− c
λj
)
, (B11)
ϕn({λ}) =
(
∆
c
− λn
) N∏
j=1
j 6=n
(
1− c
λn − λj
)
+
1
cλn
N∏
j=1
j 6=n
(
1− c
λj − λn
)
. (B12)
Here EN ({λ}) is the energy and ϕn({λ}) is the off-shell
function. From (B10) we can see that when set {λ} sat-
isfies
ϕn({λ}) = 0, ∀n = 1, ..., N, (B13)
the wavefunction (B9) becomes an eigenfunction of the
Hamiltonian (B1). The set of equations (B13) are known
as the Bethe equations.
We now look for a time-dependent wavefunction of the
form
|ΨN (t)〉 = eip(t)
N∏
j=1
B(λj(t))|vac〉. (B14)
If only the detuning ∆ is time-dependent, it is easy to
see that [ ddtB,B] = 0, and the derivative of (B14) can be
8taken easily. Substituting (B14) into the time-dependent
Schrodinger equation we obtain
[p′(t)+EN ({λ})]
N∏
j=1
B(λj)|vac〉 =
N∑
n=1
(
i
(
λ˙n − ∆˙
c
)
b† + ϕn({λ})X
)
N∏
j=1
j 6=n
B(λj)|vac〉.
(B15)
If we demand now that
i
(
∆˙
c
− λ˙n(t)
)
= ϕn({λ})λn(t), ∀n = 1, ..., N ,
(B16)
the wavefunction (B14) will satisfy the time-dependent
Schrodinger equation. We call the set of conditions (19)
the dynamical Bethe equations. The dynamical Bethe
equations are set of first order coupled ordinary differ-
ential equations. For the initial condition of (19) we
need to pick a set {λ(0)} = {λ1(0), ..., λN (0)}, which
parametrizes the initial state |ΨN (0)〉. For example if
the initial state is an eigenstate, the set {λ(0)} should
satisfy the static Bethe equations (B13). The phase fac-
tor p(t) is given by
p(t) =
∫ t
0
dt′
(
−EN ({λ}) +
N∑
n=1
i
λn
(
λ˙n − ∆˙
c
))
.
(B17)
To evaluate observables one may use the determinant
representation as a general approach23,33. More conve-
nient approach is to use the expansion of Bethe vectors
(B9) over the Fock space, which was developed in29:
|ΨN ({λ})〉 =
N∑
m=0
N−m∑
l=0
l∑
k=0
(−1)m
√
k!
√
(N − k)!D(l, k)(
N −m
l
)
Γlmk|k〉a ⊗ |N − k〉a,
〈ΨN ({λ})| =
N∑
m=0
N−m∑
k=0
(−1)m〈N − k|a ⊗ 〈k|b
√
k!√
(N − k)!c−2k−m+ND(N −m, k)em, (B18)
where the coefficient Γlmk defined as
Γlmk = ∆
N−m−lc−N+m+2l−2kem, (B19)
and D(M,k) are coefficients defined by the following re-
currence relation
D(M,k) = kD(M − 1, k) +D(M − 1, k − 1) (B20)
with the conditions: D(1, 1) = 1 and D(M,k) = 0 if
k > M . This coefficient possess the obvious property:
D(M, 1) = D(n, n) = 1. The general expression for
D(M,k) is given by
D(M,k) =
M−k∑
n1=0
M−k−n1∑
n2=0
M−k−n1−n2∑
n3=0
...
M−k−n1−...−nk−1∑
nk−1=0
kn1(k − 1)n2 ... 2nk−1 . (B21)
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