Abstract. In this paper two classifiers have been derived in order to determine if identical computer tasks have been executed at different processors. The classifiers have been developed analytically following a classical hypothesis testing approach. The main assumption of this work is that the probability distribution function (pdf) of the random times taken by the processors to serve tasks are known. This assumption has been fulfilled by empirically characterizing the pdf of such random times. The performance of the classifiers developed here has been assessed using traces from real processors. Further, the performance of the classifiers is compared to heuristic classifiers, linear discriminants, and non-linear discriminants among other classifiers.
Introduction
Pattern recognition is a well-established research area that, in brief, takes groups of known patterns and abstracts their fundamental characteristics in terms of classes or clusters of data. Technically speaking, the stage where information is abstracted from the known-patterns is termed as the training process, and the known-patterns are called the training classes from the data sets. Based upon the information obtained during the training process, classifiers are next mathematically devised with the goal of determining, as accurate as possible, the class of a given sample data. This stage is called the classification process [1] . Lately, classification as well as pattern recognition techniques have been employed in new application areas, such as parallel data processing, distributed data processing, network analysis, intrusion detection, customer analysis at communication service providers, etc. The common factor in all these areas is that it becomes mandatory to classify either the execution time of the applications executed on the system or the sojourn time of customers in the system, [2, 3, 4, 5, 6] .
For instance, in computer networks' intrusion detection, it becomes necessary to monitor the processing time taken by a packet-analyzer to break down the data packets present in the computer network. If an accurate estimate of such processing time is at hand, the behavior of normal as well as abnormal packets flowing in the network can be understood, and more importantly for classification and pattern recognition purposes, such behavior can be abstracted in a mathematical fashion [2, 3, 5] . In parallel computing systems where servers are not homogeneous, as in the case of distributed computing clusters, tasks assigned to such systems must be smartly mapped onto servers so that a balanced allocation of the computing resources can be achieved. It is know that an efficient allocation of the computing resources in parallel and distributed computing systems depends vitally on an accurate knowledge about the execution time of the individual tasks forming an application [4, 7] . For instance, Zhang and Figuereido employed in [4] a principal component analysis and k-NN classifiers to categorize the execution time of tasks being processed on a cluster of computers. In [6] , Yang et al. proposed a classifier, based on the maximum-likelihood principle, to determine if the customers of a telecommunications service-provider are switching or not between different companies. To do so, they trained classifiers to learn the waiting time that different service providers offer to their customers.
In this paper, two classifiers have been developed in order to distinguish if identical tasks, which have been assigned to processors in a parallel computing system, are executed or not on different processors. The classifiers have been developed analytically using a classical hypothesis testing approach and the Bayesian as well as the Neyman-Pearson design criteria. Using traces taken from a real distributed system, a training process was conducted in order to characterize the a priori probability distribution functions (pdfs) of the random times taken by the processors to a serve task. As a result of the training process, the pdfs of the execution times were fitted and mathematically modeled. The performance of the classifiers developed here has been evaluated by categorizing real data. Further, the performance of our classifiers was compared to generic classifiers such as heuristic classifiers, linear discriminants, quadratic discriminants, and classifiers based on the Mahalanobis distance. Results have shown that the classifiers developed in this work consistently outperform those generic classifiers. At last, we comment that the motivation of this work is to implement the classifiers developed here in the distributed system shown in [7] with the goal of enhancing the load balancing algorithms of the system. The rest of this paper is organized as follows. In Section 2 the empirical characterization of the pdf of the execution times is carried out as part of the training process. In Section 3 a Bayesian and a Neyman-Pearson classifiers are developed, and their performance in classifying the execution time of tasks is evaluated in Section 4. Our conclusions and future work are presented in Section 5.
Problem Definition and Training Stage

Problem Definition
Consider a parallel computing system based on two classes of processors. Suppose that atomic identical tasks are assigned to the processors in the system for their concurrent execution. Due to the nature computing systems, executing such tasks on any processor takes a random execution time, which depends solely on the processor where they are executed. This paper addresses the problem of (i) characterizing, for the purpose of designing classifiers, the processing times of these atomic tasks; and (ii) classifying a series of samples of the execution time of tasks in one out of the two classes of processors that are known to exist in the parallel computing system.
Training Stage and Characterization of the Execution Times
Statistical classification theory assumes that the pdf of the hypotheses are known it a priori. In order to obtain the pdf of processing times of the tasks forming the application being executed on the parallel computing system, we have conducted an experimental characterization of these random times by means of training data-sets of each class of processor in the system. First, we describe the classes of processors employed in the system. The first class of machines corresponds to tablet computers equipped with Crusoe processors. We name this class as it Crusoe and we also associate such machines, in the classification problem, with the null hypothesis, H 0 . The second class of machines corresponds to laptop computers equipped with a Pentium 4 Mobile processors. We name this second class as P4m and associate them with the alternative hypothesis, H 1 . For training purposes, a total of 22026 samples of the execution times were used in the case of the Crusoe class, while 9805 samples of the execution time were used during the characterization of the execution time of the P4m class.
During the training process, different probability distributions were fitted for the execution times. In order to determine the best fit, the minimum total square error criterion was employed. As a result, the Log-Normal distribution was selected as the best model for the pdf of the execution time of both machines. Fitted pdfs for different distribution functions can be observed in Fig. 1 , while in Table 1 the total minimum square errors for each fitted pdf are listed. From these results, the pdf of the random variable T i , i = {0, 1}, which denotes the execution time of ith hypothesis H i , i = {0, 1}, is mathematically described by the function:
The parameters of each pdf estimated from the training data sets are: μ 0 = 0.7203, σ 0 = 0.5459 for the Crusoe class and μ 1 = 0.9760, σ 1 = 0.4599 for the P4m class.
Classifiers Design
Bayesian Classifier
To design a Bayesian classifier, first we must define both the costs associated to all the different classification errors and the rewards associated to correct classifications. It has been assumed here that the cost of making a mistake are symmetrical and unitary for the type I and type II errors and for both hypotheses, that is c ij = 1, i, j = {0, 1}, i = j, while the rewards associated to correct classifications were assumed here to be zero, c ij = 0, i, j = {0, 1}, i = j. In addition, it has been assumed here that the it a priori probabilities of the hypotheses H 0 and H 1 are identical and, as traditionally assumed, equal to 0.5. With this set-up defined, the classifier is designed after partitioning the sample set Ω = Ω 0 ∪ Ω 1 by means of one or more threshold values, which must be determined in some optimal fashion with the goal of reducing the average classification risk that is denoted here as δ(·). The minimal classification risk, r * (δ), can be expressed as [8] :
Once the probability distributions of the hypotheses, f j T (t), the cost associated to each mistaken classificaion,c ij , and the a priori probabilities, π j , are known,
can be used to find the threshold values defining the classification regions.
The threshold values are obtained from the LRT by solving the second-order equation in the variable z = ln(t): 
Neyman-Pearson Classifier
The Neyman-Pearson criterion consists in maximizing the probability of true positive P D = P 1 {Ω 1 }, i.e, the probability of effectively announcing that the alternative hypothesis is observed when such hypothesis has truly occurred. The Neyman-Pearson criterion also states that the probability of true positive is maximized under the constraint of allowing a false positive or false alarm probability of
To fulfill these requirements a partition Ω 1 of Ω must be determined such that:
where γ is the threshold value associated to the LRT. Solving the system of non-linear inequalities (4) and (5) is a non trivial task, and to the best of our knowledge, it is not possible to solve for analytically. We have developed here an algorithm to solve numerically for this system of inequalities. The algorithm must execute the following steps:
1. An initial threshold value is set, say to γ 0 . 2. Equation (4) is solved for to find the values t a (γ 0 ) and t b (γ 0 ). These solutions, which are parameterized by the initial threshold value, satisfy the LRT. been accurately defined, otherwise the algorithm must be executed from step 1 using a different threshold value.
In Fig. 2 (a) the inequality (4) 
Results
To assess the performance of the classifiers devised here we have employed the following metrics: the percentage of hits, the percentage of positive classifications, the percentage of misclassification, the percentage of false positives, and classification error (in percentage). The metrics are mathematically defined as: % Hits = 100
% Positive hits = 100
% False negative = 100
% False positives = 100
% Errors = 1 − % Hits,
where Q{H i } is the number of times that the ith class happen to occur during the assessment of the classifier, and Q{H i : H j } is the number of times that the ith class was announced as true, when actually the jth class was the true class from which the sample under analysis was drawn.
The results of the classifiers developed in this paper are listed in Table 2 . For comparison, we have employed the tool classify from Matlab's statistics toolbox , and we have trained (using the same data employed to character-ize the distributions) classifiers based on linear discriminants, diag-linear discriminants, quadratic discriminants, diag-quadratic discriminants, and classifiers based on the Mahalanobis distance. The performance results of these Matalab based classifiers are listed in Table 3 .
From Table 2 we can observe that the Bayesian and the Neyman-Pearson classifiers achieve a fairly good percentage of hits. We note, however, that the Neyman-Pearson classifier offers some versatility over the Bayesian classifier through the false alarm parameter. The designer, or even the user, of a NeymanPearson classifier may adjust the false alarm probability to control the size of the classification regions. From Tables 2 and 3 it can be observed that the classifiers designed in this paper clearly outperform the classification methods implemented in Matlab's statistics toolbox in both metrics percentage classification hits and percentage of classification errors. Figure 3 (a) shows the percentage of hits of the Neyman-Pearson classifier as a function of the probability of false alarm. From the figure it can be observed the existence of a point where the percentage of classification hits is the same for both processors. At this point, the probability of false alarm is approximately 0.45. From Fig. 3(a) it can also be observed that the point where the percentage of classification hits is maximized corresponds to approximately to a probability of false alarm of 0.7. Figure 3(b) shows the receiver operating curve of the Neyman-Pearson classifier. From such figure we can observe that the marginal increment in the probability of classification is higher for values of the probability of false alarm below 0.5, as compared with the marginal increment observed for probabilities of false alarm larger than 0.6. In a more theoretical matter, it can be noticed that the receiver operating curve shown in Fig. 3(b) , which was calculated numerically, indeed exhibits the property of concavity expected from any receiver operating curve [8] . 
Conclusions
In this paper we have devised two classifiers for determining whether identical tasks have been executed or not in different processors. Since the Bayesiand and the Neyman-Pearson classifiers devised here have been developed for a specific application, their performance is indeed superior, as confirmed by our results, to the performance of generic classifiers which have been devised for classifying a wide class of applications. From our results we have observed also that the classification regions of Neyman-Pearson classifiers, with a probability of false alarm of 0.5, are similar to those obtained by the Bayesian classifier. This result is expected because a false alarm probability of 0.5 implies that the misclassification costs are symmetrical and unitary for both the null and the alternative hypothesis, and these costs are equal to the costs of the Bayesian classifier.
As a future work we will attempt to implement the classifiers developed here in a distributed system to improve its resource allocation algorithms.
