We propose a CUSUM type of test for structural change in dynamic nonparametric regression models. It is based upon the cumulative sums of weighted residuals from a single nonparametric regression and complements the conventional parameter instability tests in parametric models. We derive the limiting distributions of the test under both the null hypothesis and sequences of local alternatives. A bootstrap procedure is also proposed and its validity is justified. Finally, simulation experiments are conducted to investigate the finite sample properties of our test.
INTRODUCTION
Since Page (1954) , a great deal of research attention has been devoted to the development of tests for parameter instability or, more generally, structural change in statistical models. The problem began with testing for a change in mean in i.i.d. samples, and moved naturally into the time series context. Today, time series with structural breaks are important models in econometrics as economic and financial time series are frequently affected by monetary policy and critical social events that may cause structural change. See, inter alia, Wichern et al. (1976) , Perron (1989), Ploberger and Krämer (1992) , Andrews (1993) , Hidalgo (1995) , Lavielle (1999) , and Lee and Park (2001) .
The greatest amount of research effort on testing for structural changes has been devoted to the parametric linear model:
(or variants of this model) and focuses on the instability of parameters. Most tests are constructed based on a measure of fluctuation in the partial sum of residuals. A procedure that has played an important role in the study of structural change is the CUSUM test proposed by Brown et al. (1975) , which is based on the maximum of partial sums of the recursive residuals. Krämer, Ploberger and Alt (1988) extended this test to linear regressions with lagged dependent variables, and Ploberger and Krämer (1992) studied CUSUM tests based on OLS (instead of recursive) residuals.
Linear parametric models provide a parsimonious way in characterizing the relationship among variables, but they also impose restrictions on the regression functional form. From this point of view, nonparametric models allow for a larger class of regression functions and have certain advantages in a variety of applications (see, e.g., Müller, 1992) . For this reason, there have been some recent studies on structural change based on nonparametric regression models. Until now, most of the existing tests for structural change in nonparametric regression have focused on sudden, localized changes of a regression function that may not, in fact, be associated with time at all. In particular, Müller (1992) provided a central limit theorem for the estimators of the location and size of the change point, whereas Chu and Wu (1993) proposed a test for the number of jumps in a regression model with fixed design. Loader (1996) studied structural change in a simple nonparametric regression model with fixed design y i = m (x i ) + u i , i = 1, 2, . . . , n, with x i = i/n and u i being i.i.d. N (0, 1). In the case where u i is covariance stationary, Kim and Hart (1998) developed an omnibus test for the null hypothesis that the underlying mean is constant for the above model. They considered the alternative where the mean function depends on the design point but keeps fixed over time. Delgado and Hidalgo (2000) proposed estimators of location and size of structural breaks in nonparametric regression models when the regressors are strictly stationary and when lagged dependent variables are present and the break is explained by the regressor "time". Recently, Chen et al. (2005) proposed a hybrid test and estimation procedure for change points in volatility based on the least squares method in nonparametric time series models where there is a scale change in the volatility function at a certain time.
In this paper, we study testing for structural change in time series nonparametric regression models. We propose a CUSUM type of test for structural changes in the regression function in time series framework. As was done in much of the previous literature, the time of the structural change(s) is not specified a priori. The test is based on the cumulative sums of weighted residuals from nonparametric regressions, and has asymptotic pivotal null distribution. In addition, as a companion to the asymptotic test, we propose a bootstrap version of our test to achieve finite sample improvement. The asymptotic validity of the bootstrap test is justified.
There are several important features that distinguish our tests from the existing literature. First, our test is nonparametric. As Kim and Hart (1998) remarked, parametric methods place restrictions on what the data can tell whereas nonparametric techniques rely more on the data set itself. Parametric tests are powerful against certain types of alternatives and perform well in cases of correct specification; but they can also provide misleading conclusions in the case of misspecification. Smoothing-based nonparametric tests work well for a wide class of alternatives and yield good power in a variety of circumstances. As a trade-off, it is well known that nonparametric tests are subject to the curse of dimensionality and usually only have non-trivial power against local alternatives that converge to zero at a rate slower than the parametric n −1/2 -rate. Fortunately, the proposed CUSUM test in this paper does not suffer much from this problem and has non-trivial power against local alternatives that converge to zero at the parametric n −1/2 -rate. This is largely due to the effect of averaging because averaging reduces the variance of the original nonparametric estimates, and by choosing the bandwidth appropriately the bias of the nonparametric estimates can be well controlled. Second, our test allows for weak dependence in the data. As a result of using nonparametric regression estimates, the limiting null distributions of our test statistics are free of nuisance parameters. All have limiting distributions associated with the standard Brownian bridge. The asymptotic critical values of our test can easily be tabulated. We demonstrate through simulations that our test works fairly well in finite samples for a wide range of data generating processes. Third, we relax the stationarity of the underlying process, which is often assumed in parametric tests for structural changes. We focus on testing for structural change in the conditional mean process, and allow for flexibility in other aspects of the time series under both the null and alternatives. For example, the conditional variance process can exhibit structural changes under the null and/or alternative.
The rest of the paper is organized as follows. In Section 2, we introduce our hypotheses and test statistics. The asymptotic properties of our test statistics are studied in Section 3. Section 4 provides a bootstrap version of the test. In Section 5, we report the results of Monte Carlo simulations. All proofs are relegated to the appendix.
MODEL, HYPOTHESES AND TEST STATISTICS

The model and hypotheses
Consider the following nonparametric regression model:
. ) is an unknown but smooth function, U t is the random disturbance term satisfying E (U t |X t ) = 0 a.s., and E U . ) is a smooth function that is not time-dependent. In this case, we will say that there is no structural change or break in the conditional mean process.
The alternative hypothesis can be specified in various ways. The following two types of alternatives are widely used in the literature, and we consider both of them in this paper. The first one is
. ) is a nonzero function that may depend on the sample size n but not on the time t, and k 0 is an unknown break point. That is, at time k 0 + 1 we have a structural change of the conditional mean function. The second one is
where g n ( . ) is an arbitrary non-constant function defined on the [0, 1] interval. Note that we allow both Δ n ( . ) and g n ( . ) to depend on n to facilitate the study of local power properties of our tests.
It is worth mentioning that the above hypotheses do not impose any additional restrictions on the conditional variance process σ 2 t (X t ) , or other aspects of the conditional distribution of Y t given X t , or the marginal distribution of X t . As a matter of fact, we allow for time varying behavior in the conditional variance process and nonstationary distribution of {X t , Y t } under both the null and alternative hypotheses.
Test statistics
To proceed, we introduce some notation. First, let k 0 = ns 0 for some 0 < s 0 < 1, where c denotes the largest integer less than or equal to c. We will call k 0 as the break point and s 0 as the break ratio under H 1A .
Next, let f t (x) denote the marginal density function of
where f (x) is regarded as the long run average density of
is a symmetric kernel function and h ≡ h n is a bandwidth parameter. There has been much study on asymptotic properties of kernel smoothers for dependent data under various conditions, including Robinson (1983), Roussas (1988) , Liebscher (1996) , Bosq (1996) , Fan and Yao (2003) , and Hansen (2008) . Most of these papers deal with stationary processes. A few exceptions include Bosq (1991) , Andrews (1995) , Sun and Chiang (1997) , and Shen and Huang (1998) .
Under weak conditions, Andrews (1995) showed
The Nadaraya-Watson (NW) kernel estimator of m (x) under the null hypothesis is given by
It is worth mentioning that m n,h (x) also converges to some non-stochastic object under the alternative provided suitable conditions are met. Define
where w ( . ) is a weight function that has crucial effect on the power of the test. Define the cumulative sums of the weighted residuals V t as 
V i , and (2.11)
We will study the limiting distributions of KS n and CM n below.
ASYMPTOTIC PROPERTIES OF THE TEST
In this section, we study the asymptotic properties of the test under the null hypothesis and sequences of local alternatives.
Assumptions
For the purpose of asymptotic analysis, we make the following assumptions.
A1. {X t , Y t } is a strong mixing process with mixing coefficients α (τ ) such that Assumption A1 specifies that the serial dependence in the data is strong mixing and it implies that α (t) = o(t −(4+16/δ) ). The smaller δ, the faster rate at which α (t) decays to zero. Together with Assumptions A2 and A4, this reflects the trade-off between the degree of dependence and moments of {Y t }. Note that Assumption A1 does not require strict stationarity of the process {X t , Y t }. This is important since we allow X t to include lagged dependent variables. Assumption A2 is typical in time series regressions, it can be relaxed to allow correlation in the error terms at the expense of a more complicated proof. The smoothness condition in Assumptions A3-A4 and the assumptions on the kernel and bandwidth in Assumptions A5-A6 are comparable to the typical assumptions in the nonparametric literature (e.g., Li, 1999) . In particular, r represents the order of the kernel K. Nevertheless, we allow the conditional variance function σ 2 t ( . ) and the marginal density f t ( . ) of X t to vary over time. Assumption A6 implies that r > d which is not as restrictive as it appears because of the curse of dimensionality in the nonparametric literature. Nevertheless, it is possible to relax the assumption "nh 2d → ∞" to "nh d / log n → ∞" with a stronger assumption on the mixing coefficient. 
Asymptotic null distribution
, and 
Asymptotic local power
Now we study the local power of the CUSUM test that is built upon Γ n ( . ). As mentioned above, once we deviate from the null, several cases can arise. We focus on two scenarios that are most popular in the literature.
We first study the local alternative:
where 1 ( . ) is the indicator function, and Δ (x) is an arbitrary non-zero function on X . Then we study the second type of local alternative:
is an arbitrary non-constant function defined on the [0, 1] interval. When g (s) = 0 for s ≤ s 0 and g (s) = c = 0 for s > s 0 , (3.2) includes a one-time level shift of the regression function at time k 0 = s 0 n as a special case. This is analogous to the one-time scale change of volatility function in Chen et al. (2005) .
We impose the following assumption concerning the alternatives.
Together with Assumption A1, Assumption A7 implies that n
where
. We make some remarks. First, the above theorem says that the KS n and CM n tests have non-trivial power in detecting n −1/2 local alternatives provided μ 1 = 0 or μ 2 = 0. Second, the assumption on the weight function w (x) is weak. It does not exclude the case where a weight function only focuses on a certain range of the data. In this case, the test only has power in detecting deviations from the null on the restricted range. Third, the choice of weight function w (x) has important effects on the local power of the tests. For clarity, we now look at the simplest case where the process {X t } is strictly stationary and the local alternative is of the type specified in H 1A,n . In this case,
, say, in the case where X t is symmetrically distributed around zero and Δ ( . ) is an odd function, we need to choose w such that it cannot be an even function in order to detect these kinds of local alternatives. In contrast, for the type of local alternatives specified in H 1B,n , it suffices to choose w (x) ≡ 1. The effect of different choices of w will be studied in our Monte Carlo simulations. Fourth, the fact that the CUSUM test is not consistent against H 1A,n if μ 1 = 0 is a nonparametric analog of the parametric case. In the parametric setup, if all structural shifts in the finite dimensional parameters are orthogonal to the average of regressors or the regressors themselves, then the CUSUM test is not consistent. See Krämer (1992, 1996) . Fifth, if the local alternative Δ (x) were known in Theorem 3.2(i), we could derive the optimal choice of weight function given by w * (x) = Δ (x) f (x) in terms of maximizing the local power. Nevertheless Δ (x) is typically unknown in practice, so this optimal choice is infeasible. Theoretically, we can follow Andrews (1993) and make some distributional assumption on Δ (X t ) and maximize certain weighted average of local power. But this is beyond the scope of this paper.
A BOOTSTRAP TEST
It is well known that an asymptotic-distribution-based nonparametric test may perform poorly in finite samples. An important alternative approach is to use bootstrap approximation for the distribution of the test statistic. In this section, we propose a bootstrap version of the test discussed above. We stress the fact that the theorems obtained in this paper are based on asymptotic considerations. As Neumann and Paparoditis (2000) noted, in order to get an asymptotically correct estimator of the null distribution of the test statistics, it is not necessary to reproduce the whole dependence structure of the stochastic processes generating the original observations. On the other hand, it is important to impose the null in the resampling scheme. Simple resampling from the empirical distribution of W t ≡ (Y t , X t ) will not impose the null restriction.
The wild bootstrap proposed by Wu (1986) and Liu (1988) is designed to allow heteroskedasticity in the linear regression models. It has been examined in the time series context by Kreiss (1997) , and Hafner and Herwartz (2000), among others. Before drawing the bootstrap resamples, we re-center the residuals { U t } to ensure that its sample mean is zero, i.e., we replace U t by U t = U t − U , where
We then obtain the wild bootstrap residuals by
where {η t } are i.i.d., independent of the process {X t , Y t }, and satisfy the conditions: E (η t ) = 0, E η 2 t = 1, and E η 4 t < ∞. There are many ways to obtain such a sequence {η t }. In our simulation, we draw them independently from a distribution with masses c = 1 + √ 5 / 2 √ 5 and 1−c at the points 1 − √ 5 /2 and 1 + √ 5 /2, respectively. Consequently, the wild bootstrap draws each U * t from a different distribution with mean zero and variance U 2 t conditional on the data. We generate the bootstrap resample
where X * t = X t . Note that the bandwidth sequence h 0 ≡ h 0n used here is different from the bandwidth sequence h that is used to construct the test statistics KS n and CM n . See Härdle and Marron (1991) for the explanation why we need different bandwidth choices here.
Based upon the bootstrap resampling data {Y *
, we calculate the bootstrap analogue of m n,h (x) and U t by
1 Note that even if Xt includes lagged dependent variables, say Xt = Y t−1 , we can generate the bootstrap data {Y * t , X * t } in this way because we don't need to mimic the dependence structure of the process {Yt} by that of {Y * t }. We gratefully thank a referee for making this point to us.
Then we can construct the bootstrap version {Γ * n (s)} of the process {Γ n (s)}:
where For the validity of the bootstrap method, we need to make some additional assumptions. The following notation is used.
, and
and some c 3 < ∞.
Assumption A8 (i) controls the tail behavior of the conditional expectations E(|Y
,
For example, the first one can increase to infinity but at a rate slower than f −1 t (x). Assumption A8 (ii) reflects the trade-off between the mixing coefficient, moments of the process {X t , Y t }, and the bandwidth h 0 . For fixed θ ∈ (0, 1) and q ≥ d, (4.2) can easily be satisfied by requiring sufficiently small δ. Assumptions A9 and A10 are needed for the rth derivative of m n,h0 (x) to be well behaved. In particular, we allow m t (x) to depend on t in the proof of the following theorem. But we can relax the compact support of K at the cost of lengthier arguments (see Hansen, 2008 ).
Theorem 4.1. Suppose Assumptions A1-A6 and A8-A10 hold. Suppose the weight function w (x) is uniformly continuous and bounded and has support on the set
where p ⇒ denotes weak convergence in probability as defined by Giné and Zinn (1990) .
Note that we have restricted ourselves to the class of weight functions that have support on S n . We do so because the derivatives of m n,h0 (x) are not well behaved if n −1 n t=1 f t (x) is too small. In practice, we can consider choosing d n = O (1/ log n) and we find through simulations in the next section that the bootstrap tests are not sensitive to this choice.
Theorem 4.1 shows that the bootstrapped process {Γ * n ( . )} also converges weakly to the standard Brownian bridge and thus provides an asymptotic valid approximation to the limit null distribution of the test statistics KS n and CM n that are constructed from {Γ n ( . )}. This holds as long as we generate the bootstrap data by imposing the null hypothesis.
It is well known that the optimal bandwidth in minimizing the integrated mean squared errors (IMSE) of estimators m n,h0 (x) of m (x) is proportional to n −1/(d+2r) . Clearly, we can choose h 0 by the least squares cross validation. Since undersmoothing is required for the estimate m * n,h (x), we propose a rule of thumb to choose h according to the optimal choice of h 0 in our Monte Carlo -see Section 5 for more discussion on this issue.
MONTE CARLO SIMULATIONS
In this section we conduct a small set of Monte Carlo simulations to evaluate the finite sample performance of our tests. We first focus on their finite sample performance under the null and then examine their power properties.
Finite sample performance of the tests under the null
To examine the finite sample performance of the tests under the null, we generate data from the following data generating processes (DGPs).
DGP s1: Y t = X 
. ) is the standard normal's cumulative distribution function, and ε t are i.i. d. N (0, 1) . DGP s1 specifies an i.i.d. sequence {Y t , X t }. DGP s2 specifies a typical stationary AR(1)-ARCH(1) process {Y t }. DGP s3 yields a nonstationary process that has a structural change in the conditional variance but not in the conditional mean. To conduct our test for DGPs s2-s3, we set X t = Y t−1 and throw away the first 500 observations.
To construct the test statistics, let 1 x = 1(f n,h (x) > 0.001/ log n). We choose the weighting function to be w (x) = (sin(x) + cos(x)) 1 x unless otherwise specified.
Notice (2008) for related research along this direction). A higher order expansion of our testing statistic is possible but beyond the scope of the current study. We wish to investigate this issue in later research.
Notice that Theorem 4.1 allows us to use the optimal rate of bandwidth for h 0 . So we can choose h 0 by the least-squares cross-validation (LSCV). To be specific, denote the following leave-one-out kernel estimator of the long run average density f (x) of {X 1 , . . . , X n } by f
Then we can construct the leave-one-out estimate of m n (X t ) by m
, where X and σ X are the sample mean and sample standard deviation of {X t }. We denote the minimizer of the LSCV objective function as h 0 . Notice that h 0 is now data dependent and converges to zero at rate n −1/9 . (Even though we assume non-stochastic bandwidth sequences in Section 3, standard stochastic equicontinuity arguments can be applied to show that stochastic bandwidth sequences are also applicable under suitable conditions.) Since undersmoothing is required for h, we follow Lee (2003, p. 16) to use the rule of thumb: h = h 0 n 1 9 n −1/γ , where we shall study the tests for different choices of γ = 7, 6, 5. See Robinson (1991, p. 448) for very similar devices. Table 1 reports the finite sample performance of our tests for DGPs s1-s3. To save space, we only report the rejection frequencies for the 5% test. We use 1000 replications for each DGP and 199 bootstrap resamples in each replication. We find that: (a) For different choices of γ, the KS n and CM n tests behave similarly. This indicates our tests are robust to 
Finite sample performance of the tests under different alternatives
To examine the power performance of the tests, we consider three alternatives: DGP p1: Y t = m t (X t ) + U t , where X t and U t are i.i.d. N (0, 1) and mutually independent, and
DGP p2: Y t = m t (X t ) + U t , where X t and U t are i.i.d. N (0, 1) and mutually independent, and Note that for DGP p2, E (Δ 0 X t f (X t )) = 0, so that the CUSUM test with the unit weight function (w (x) ≡ 1) has no power in detecting such kind of alternatives. For DGP p3, we have structural changes in both the conditional mean and conditional variance process but our interest is still in testing the structural change in the conditional mean process.
We will consider three different break ratios s 0 = 0.25, 0.5, 0.75 and examine whether the tests are sensitive to the location of the structural change point. Also, we will consider three different break sizes Δ 0 = 0.5, 1, 2 and check how the test is sensitive to the size of the structural change. Table 2 reports the rejection frequencies of our tests for DGP p1. To save time, hereafter we use 250 replications for each DGP and 199 bootstrap resamples in each replication. We summarize some main findings from Table 2 : (a) The CM n and KS n tests behave similarly. (b) As the sample size n or the break size Δ 0 increases, the power of all tests increases. (c) It is easiest to detect a break when it occurs at the break ratio s 0 = 0.5. Table 3 reports the rejection frequencies of our tests for DGP p2 where the test statistics are constructed by us- ing two weight functions: w (x) = (sin (x) + cos(x))1 x and w (x) ≡ 1 x . To save space, hereafter we only report the results for the break ratios s 0 = 0.25, 0.5 because the case of s 0 = 0.75 is similar to that of s 0 = 0.25. We find: (a) When we choose the weight function that diverges from the direction where the test has no power in detecting deviations from the null, the KS n and CM n tests perform reasonably well.
Otherwise, the KS n and CM n tests lose their power. (b)
The effects of the sample size, break size and break ratio are similar to the case of DGP p1. Table 4 reports the rejection frequencies for DGP p3 where w (x) = (sin (x) + cos(x))1 x . We find that both the KS n and CM n tests work fairly well in detecting the breaks in the conditional mean process in this case too.
APPENDIX
We use C to signify a generic constant whose exact value may vary from case to case and E i to denote expectation with respect to
A Proof of Theorem 3.1
we have
By the invariance principle for a strong mixing process that is not necessarily stationary (e.g., Herrndorf, 1985) ,
converges weakly to σ 0 W 0 ( . ). The conclusion then follows from Lemmata A.1-A.6 below and the fact that σ p → σ 0 under the null.
We prove the following lemmata under the conditions of Theorem 3.1.
is defined in Lemma D.4; see also the remark after it. To show sup 1≤s≤1 |A n21 (s)| = o p (1), write (1) . First, by the invariance principle for the strong mixing process {X i , U i }, it is easy to show that uniformly in s,
1≤i1<i2≤ ns 1≤i3<i4≤ ns 1≤i5<i6≤ ns 1≤i7<i8≤ ns
It is easy to show that the dominating terms in the above summation constitute two cases: (a) i 1 (8) , and
Assumptions A2-A3, one can show that for any 0
Similarly, we have
and for all other subcases (k 2 − k 1 = d c and k 8 
By (A.3)-(A.7), Assumptions A1 and A6, we have
Now for case (b), some calculations show that
) and the remark after (A.2). For any > 0,
So we can apply the above method to the 
We now write A n4b (s) as the sum of three U-statistics:
We shall prove that for all n > 0 and some fixed sufficiently large C,
n n 2 h −d , and (A.10) 
Var (Δ l ) .
It is easy to show that
Note that Assumption A1 implies that α δ/(1+δ) (j) is summable. Hence
So we can apply (A.10) to the v i variables to get (A.11). Now taking n = n 3/2 for some finite > 0, we obtain
By similar arguments to the above analysis and that of Lemma A.1, we have sup 0≤s≤1 |D nj (s)| = o p (1) for j = 3, 4. We can readily show that
Now write
Analogously to the proof of by Lemma A.2, we can show that
The result follows from the fact that ns /n−s = O n −1 uniformly in s and the fact that n
The proof is analogous to that of Lemma A.3.
B Proof of Theorem 3.2
Under both H 1A,n and H 1B,n , Lemmata A.1-A.5 also hold true and σ
where A ni (s), i = 1, . . . , 6, are as defined in (A.1), and A n7 (s) = n
Analogous to the proof of Lemma A.6, we can prove that
. By Lemma 4 of Krämer, Ploberger and Alt (1988), we have that uniformly in s,
, the third line follows from the fact that
uniformly in x, and that
uniformly in x and s.
C Proof of Theorem 4.1
Let P * denote the probability conditional on the original sample W ≡ {(Y t , X t )} n t=1 and E * denote the expectation with respect to P * . Let O p * (1) and o p * (1) denote the probability order in the bootstrap world, e.g., 
Clearly, under the null hypothesis or local alternatives, δ ≡ 0. Otherwise, it is not identically zero.
are bounded in probability for all i and for sufficiently large n. In addition, noting that
, we have
Hence the conditions of Theorem 7.16 of White (2001) are satisfied, and 
where the first inequality follows from the fact that for any s 
It is straightforward to A *
Proof. See Lemmas 4-5 of Robinson (1988 It suffices to show that T ni = O p (1) for i = 1, 2, 3. By the Lipschitz continuity of K ( . ) and the fact that x − x j ≤ a n h 0 for all x ∈ A j , we have
where K * (u) = C 3 1 u ≤ 2C 2 is bounded and integrable.
For any M > 0, 
