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Resumen
Mediante el me´todo de diferencias finitas, MDF, daremos una buena aproximacio´n nume´rica de la solucio´n de la ecua-
cio´n diferencial parcial que modela el flujo de contaminantes de un acuı´fero. Para esto, discretizamos el dominio y
usando las aproximaciones adecuadas a las derivadas parciales de la ecuacio´n reescribiremos el problema como un
sistema algebraico de ecuaciones.
Examinaremos la efectividad de dos esquemas de diferencias finitas: un me´todo explı´cito y el me´todo de Crank-
Nicolson para el problema a resolver, analizando su consistencia, estabilidad y convergencia. El problema se imple-
menta computacionalmente haciendo uso de software cientı´fico.
Palabras claves: MDF, acuı´fero, simulacio´n, flujo hı´drico, contaminantes.
Abstract
By the method of finite differences, MDF, give a good numerical approximation of the solution of the partial differential
equation modeling the flow of contaminants from an aquifer. For this, we discretize the domain and using appropriate
approaches to the partial derivatives of the equation rewrite the problem as an algebraic system of equations.
Examine the effectiveness of two finite difference schemes: an explicit method and the Crank-Nicolson method for
the problem to be solved by analyzing their consistency, stability and convergence. The problem is computationally
implemented using scientific software
Keywords: MDF, aquifer, simulation, water flow, contaminants.
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1. Introduction
Los acuı´feros son formaciones geolo´gicas na-
turales capaces de almacenar y transmitir agua
susceptible de ser explotada en cantidades apre-
ciables para atender diversas necesidades. Son
de suma importancia, ya que representan pa-
ra poblaciones con poco avance tecnolo´gico un
gran suministro de agua para el desarrollo de ac-
tividades diarias; estos contienen ma´s del 95 %
del agua dulce disponible del planeta e incluso
en muchas regiones son a menudo la u´nica fuen-
te de agua disponible. Ante esta situacio´n, es de
intere´s estudiar matema´ticamente el comporta-
miento del agua en el interior de esta formacio´n
geolo´gica y para esto recurriremos a las herra-
mientas que nos proporciona el ana´lisis nume´ri-
co.
2. Me´todo de Diferencias Finitas
El Me´todo de Diferencias Finitas, esta´ basado en
las propiedades de los desarrollos de Taylor y en
la definicio´n de derivada y sus requerimientos
son un dominio acotado y un alto grado de re-
gularidad de la malla. Dicha malla esta forma-
da por un conjunto de puntos llamados nodos,
los cuales son el resultado de las intersecciones
de las n familias de lı´neas rectas, para el caso de
un espacio n dimensional. Escribir una EDP en
diferencias finitas equivale a escribir una nue-
va ecuacio´n algebraica evaluada en los puntos
llamados nodos. La solucio´n en diferencias fini-
tas de una ecuacio´n diferencial parcial se obtiene
al reemplazar cada una de las derivadas parcia-
les exactas en la ecuacio´n diferencial por su co-
rrespondiente aproximacio´n en diferencias fini-
tas. Al aplicar la ecuacio´n discretizada en cada
punto de la malla se obtiene un sistema de ecua-
ciones denominado sistema de ecuaciones de di-
ferencias finitas. Una vez resuelto el sistema de
ecuaciones de diferencias finitas se obtiene el va-
lor de la funcio´n en los nodos de la malla, es de-
cir, que al emplear el me´todo de diferencias fini-
tas se obtiene una solucio´n aproximada discreta.
3. Planteamiento del Problema
Sea Ω ⊆ R2, Ω = [0, a]× [0, b] un dominio con
borde poligonal y sea T un intervalo de tiempo
dado, T = (0, t). El problema que modela los
niveles piezome´tricos de un acuı´fero que ocupa
una regio´n Ω, esta dado por:
Hallar h, los niveles piezome´tricos del acuı´fero,
tales que:
α
(
∂2h
∂x2
+
∂2h
∂y2
)
=
∂h
∂t
(1)
donde α = KS equivale al cociente entre la con-
ductividad hidra´ulica (o permeabilidad del sue-
lo) y el coeficiente especı´fico de almacenamiento
de agua y dicha ecuacio´n satisface las siguientes
condiciones iniciales y de frontera:
h(0, y, t) = 0 ∀t ∈ T
h(a, y, t) = 0 ∀t ∈ T
h(x, 0, t) = 0 ∀t ∈ T
h(x, b, t) = 0 ∀t ∈ T
h(x, y, 0) = f (x, y) ∀x ∈ (0, a), y ∈ (0, b), t > 0
4. Esquema de Diferencias Finitas
Sea h(x, y, t) la funcio´n que modela nuestro pro-
blema a resolver con variables espaciales x e y y
una variable temporal t, con derivadas finitas y
continuas. Supongamos ahora y, t fija, entonces
h es una funcio´n dependiente de x, como h es
una funcio´n que tiene derivadas finitas y conti-
nuas, si desarrollamos el teorema de Taylor para
la funcio´n h alrededor del punto x, se tiene que:
h(x + ∆x) = h(x) + (∆x)h′(x)+
(∆x)2
2
h′′(x)− . . . (2)
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y
h(x− ∆x) = h(x)− (∆x)h′(x)+
(∆x)2
2
h′′(x) + . . . (3)
Sumando (2) y (3) tenemos:
h(x + ∆x) + h(x− ∆x) = 2h(x)+
(∆x)2h′′(x) + ... (4)
Si truncamos los te´rminos de la serie de or-
den mayor que dos y despejando h′′(x), obtene-
mos:
h′′(x) ' 1
(∆x)2
[h(x + ∆x)− 2h(x)+
h(x− ∆x)] (5)
A la anterior ecuacio´n (5) se le conoce con el
nombre de aproximacio´n a la segunda derivada
por diferencias centrales. De forma ana´loga co-
mo hicimos para la variable x, fijamos ahora x e
t y hallamos una aproximacio´n a segunda deri-
vada de la funcio´n h con respecto a la variable
y:
h′′(y) ' 1
(∆y)2
[h(y + ∆y)− 2h(y)+
h(y− ∆y)] (6)
Finalmente, para la variable independiente t,
se procede de la misma forma, fijando las varia-
bles x e y
h′(t) ≈ 1
∆t
[h(t + ∆t)− h(t)] (7)
y tambie´n
h′(t) ≈ 1
∆t
[h(t)− h(t− ∆t)] (8)
Las cuales son las aproximaciones a la primera
derivada de la funcio´n h correspondiente a la va-
riable t.
4.1. Discretizacio´n del Dominio del Problema
La discretizacio´n consiste en trasladar el proble-
ma continuo (complejo) a uno discreto ma´s sen-
cillo de resolver, esto es, reemplazar el dominio
continuo del problema, Ω × T, por un dominio
discreto llamado malla, esto es, con la discreti-
zacio´n en vez de obtener el valor de la funcio´n
h para cada punto del dominio (problema con-
tinuo), se calcula una aproximacio´n de h, hni,j en
los nodos (i, j) organizados en una malla para un
determinado tiempo t.
Figura 1: Malla del dominio Ω para un tiempo t0
Utilizamos los subı´ndices i, j para designar las
variables espaciales x, y y el supraı´ndice n pa-
ra designar la variable temporal t. Como se ve
en la figura, la malla de puntos es el resultado
de subdividir el plano x − y en un conjunto de
recta´ngulos de lados ∆x y ∆y, mediante lı´neas
paralelas al eje y, definidas por xi = i∆x, con
i = 0,±1,±2, . . . y lineas paralelas al eje x defi-
nidas por yj = j∆y, para j = 0,±1,±2, . . . y todo
esto para un determinado tiempo tn. De modo
que para un tiempo fijo en particular tendremos
como resultado un conjunto de mallas tales co-
mo el de la figura (1) en donde aproximaremos
el valor de la funcio´n h en cada nodo.
Nota: Para facilitar y simplificar la escritura, de
ahora en adelante notaremos k1 = ∆x, k2 = ∆y
y k3 = ∆t. Al evaluar h en los nodos usaremos
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notaciones como hni,j, h
n
i+1,j,h
n
i,j−1, . . . para enten-
der de que se trata de:
hni,j = h(xi, yj, tn) = h(ik1, jk2, nk3)
De modo que podemos reescribir las ecuaciones
(5), (6), (7) y (8)de la siguiente manera:
(
∂2h
∂x2
)ni,j ≈
hni+1,j − 2hni,j + hni−1,j
(k1)2
(9)
(
∂2h
∂y2
)ni,j ≈
hni,j+1 − 2hni,j + hni,j−1
(k2)2
(10)
(
∂h
∂t
)n+1
i,j
≈
hn+1i,j − hni,j
k3
(11)
(
∂h
∂t
)n
i,j
≈
hni,j − hn−1i,j
k3
(12)
Una vez ya discretizadas las derivadas de la fun-
cio´n h involucradas en la ecuacio´n que modela
el flujo hı´drico de una acuı´fero, pasamos a ha-
cer el reemplazo de dichas aproximaciones en la
ecuacio´n a resolver, obteniendo asi los siguientes
esquemas de diferencias finitas.
4.2. Esquema de Diferencias Explı´cito
Al reemplazar (9),(10) y (11) en la ecuacio´n (1), y
haciendo λ1 = α∆t(∆x)2 , λ2 =
α∆t
(∆y)2 y λ = λ1 + λ2
obtenemos lo que se conoce como Esquema de
Diferencias Explı´cito:
λ1(hni+1,j + h
n
i−1,j) + (1− 2λ)hni,j+
λ2(hni,j+1 + h
n
i,j−1) = h
n+1
i,j (13)
Dado el anterior esquema de diferencias, desa-
rrollamos para ası´ obtener el sistema matricial de
ecuaciones, entonces para un tiempo tn+1 = t1,
(n = 0) tenemos:
h1i,j = λ1(h
0
i+1,j + h
0
i−1,j) + (1− 2λ)h0i,j+
λ2(h0i,j+1 + h
0
i,j−1) (14)
donde h0i,j con i = 1, ..., r − 1 y j = 1, ..., s − 1
son valores previamente conocidos, dados por
las condiciones iniciales y de frontera determi-
nados en el problema. Si fijamos j = 1 para un
tiempo t1 tenemos el siguiente sistema matricial:
h1i,1 = λ1(h
0
i+1,1 + h
0
i−1,1) + (1− 2λ)h0i,1+
λ2(h0i,2 + h
0
i,0) (15)
entonces, ∀i = 1, ..., r− 1, tenemos:
h11,1 = λ1(h
0
2,1 + h
0
0,1) + (1− 2λ)h01,1+
λ2(h01,2 + h
0
1,0)
h12,1 = λ1(h
0
3,1 + h
0
1,1) + (1− 2λ)h02,1+
λ2(h02,2 + h
0
2,0)
h13,1 = λ1(h
0
4,1 + h
0
2,1) + (1− 2λ)h03,1+
λ2(h03,2 + h
0
3,0)
...
El anterior me´todo de solucio´n explı´cito se pue-
de plantear matricialmente para un tiempo t1,
con j = 1 fijo como:

h11,1
h12,1
h13,1
...
h1r−2,1
h1r−1,1

= λ2

h01,0
h02,0
h03,0
...
h0r−2,0
h0r−1,0

+ A

h01,1
h02,1
h03,1
...
h0r−2,1
h0r−1,1

+ λ2

h01,2
h02,2
h03,2
...
h0r−2,2
h0r−1,2

donde:
A =

(1− 2λ) λ1 . . . . . . . 0
λ1 (1− 2λ)
. . .
...
0 λ1
. . .
...
...
. . . 0
...
. . . (1− 2λ) λ1
0 . . . . . . . λ1 (1− 2λ)

es una matriz tridiagonal de coeficientes.
Si fijamos j = 2 para un tiempo t1 tenemos el
siguiente sistema matricial:
h1i,2 = λ1(h
0
i+1,2 + h
0
i−1,2) + (1− 2λ)h0i,2+
λ2(h0i,3 + h
0
i,1) (16)
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entonces, ∀i = 1, ..., r− 1, tenemos:
h11,2 = λ1(h
0
2,2 + h
0
0,2) + (1− 2λ)h01,2+
λ2(h01,3 + h
0
1,1)
h12,2 = λ1(h
0
3,2 + h
0
1,1) + (1− 2λ)h02,2+
λ2(h02,3 + h
0
2,1)
h13,2 = λ1(h
0
4,2 + h
0
2,1) + (1− 2λ)h03,2+
λ2(h03,3 + h
0
3,1)
...
Ana´logamente podemos plantear matricialmen-
te el anterior esquema para un tiempo t1, con
j = 2 fijo como:
h11,2
h12,2
h13,2
...
h1r−2,2
h1r−1,2

= λ2

h01,1
h02,1
h03,1
...
h0r−2,1
h0r−1,1

+ A

h01,2
h02,2
h03,2
...
h0r−2,2
h0r−1,2

+ λ2

h01,3
h02,3
h03,3
...
h0r−2,3
h0r−1,3

donde:
A =

(1− 2λ) λ1 . . . . . . . 0
λ1 (1− 2λ)
. . .
...
0 λ1
. . .
...
...
. . . 0
...
. . . (1− 2λ) λ1
0 . . . . . . . λ1 (1− 2λ)

y ası´ sucesivamente para j = 4, 5, ..., s − 1. De
modo que para un tiempo t1 hemos hallado to-
dos los valores de la funcio´n en cada uno de sus
nodos, (i, j) para i = 1, ..., r− 1 y j = 1, ..., s− 1, a
partir de los valores nodales de la funcio´n h para
un tiempo t0, las cuales son conocidas puesto
que son las condiciones iniciales y de frontera
determinados para el problema.
Ahora para un tiempo tn+1 = t2, (n = 1) tene-
mos:
h2i,j = λ1(h
1
i+1,j + h
1
i−1,j) + (1− 2λ)h1i,j+
λ2(h1i,j+1 + h
1
i,j−1) (17)
donde
h1i,j = h
t1
xi ,yj∀i = 1, ..., r− 1; j = 1, ..., s− 1
h10,j = h
t1
x0,yj∀j = 0, ..., s; y ∈ [0, b]
h1r,j = h
t1
xr ,yj∀j = 0, ..., s; y ∈ [0, b]
h1i,0 = h
t1
xi ,y0∀i = 0, ..., r; x ∈ [0, a]
h1i,s = h
t1
xi ,ys∀i = 0, ..., r; x ∈ [0, a]
son valores conocidos previamente obtenidos
para el caso t1. Si fijamos j = 1 para un tiempo
t2 tenemos el siguiente sistema matricial:
h2i,1 = λ1(h
1
i+1,1 + h
1
i−1,1) + (1− 2λ)h1i,1+
λ2(h1i,2 + h
1
i,0) (18)
Procedemos de manera ana´loga como se hizo
para un tiempo t1, desarrollamos el esquema pa-
ra ∀i = 1, ..., r− 1 para cada j, con j = 1, ..., s− 1.
De tal forma que para un tiempo t2 hallamos to-
dos los valores de la funcio´n en cada uno de sus
nodos, (i, j), a partir de los valores nodales de la
funcio´n h para un tiempo t1.
Iteramos el mismo procedimiento para cada
tiempo tn+1 con n = 0, 1, 2, 3, ..., m− 1, teniendo
en cuenta que calculamos los valores de la fun-
cio´n h para un tiempo tn+1 respectivo a partir de
los valores de la funcio´n h para un tiempo tn ya
conocidos, entonces podemos expresar de forma
general el sistema matricial para un tiempo tn+1
respectivo de la siguiente forma:
h(n+1)i,j = λ2h
(n)
i,j−1 + Ah
(n)
i,j + λ2h
(n)
i,j+1 (19)
donde A es una matriz tridiagonal definida a
partir del desarrollo del sistema de ecuaciones
obtenido para el tiempo tn correspondiente.
4.3. Esquema de Diferencias de Crank Nicolson
Si promediamos el esquema de diferencias pro-
gresivas en el n-e´simo paso en t y el esquema de
diferencias regresivas en el n + 1-e´simo paso en
t, usando las aproximaciones (9),(10) y (12) en el
nodo (i, j) para un tiempo n + 1, obtenemos el
44
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Esquema de Diferencias Finitas Crank Nicol-
son.
− λ1
2
[hn+1i+1,j + h
n+1
i−1,j] + (1+ λ)h
n+1
i,j −
λ2
2
[hn+1i,j+1 + h
n+1
i,j−1] =
λ1
2
[hni+1,j + h
n
i−1,j]+
(1+ λ)hni,j +
λ2
2
[hni,j+1 + h
n
i,j−1] (20)
Para un tiempo tn+1 = t1, (n = 0) tenemos:
− λ2
2
h1i,j−1 + [−
λ1
2
h1i−1,j + (1+ λ)h
1
i,j+
λ1
2
h1i+1,j]−
λ2
2
h1i,j+1 =
λ2
2
h0i,j−1 +
λ1
2
h0i−1,j+
(1− λ)h0i,j +
λ2
2
h0i+1,j +
λ2
2
h0i,j+1
donde:
h0i,j = h
t0
xi ,yj ∀i = 1, ..., r− 1; j = 1, ..., s− 1
h00,j = h
t0
x0,yj ∀j = 0, ..., s; y ∈ [0, b]
h0r,j = h
t0
xr ,yj ∀j = 0, ..., s; y ∈ [0, b]
h0i,0 = h
t0
xi ,y0 ∀i = 0, ..., r; x ∈ [0, a]
h0i,s = h
t0
xi ,ys ∀i = 0, ..., r; x ∈ [0, a]
son valores previamente conocidos, dados por
las condiciones iniciales y de frontera determi-
nados en el problema. Si fijamos j = 1 para un
tiempo t1 tenemos el siguiente sistema matricial:
− λ2
2
h1i,0 −
λ1
2
h1i−1,1 + (1+ λ)h
1
i,1 +
λ1
2
h1i+1,1
− λ2
2
h1i,2 =
λ2
2
h0i,0 +
λ1
2
h0i−1,1 + (1− λ)h0i,1+
λ2
2
h0i+1,1 +
λ2
2
h0i,2
entonces desarrollando el anterior sistema ma-
tricial ∀i = 1, ..., r− 1 obtenemos el siguiente es-
quema para un tiempo t1, con j = 1 fijo como:
−λ2
2

h11,0
h12,0
h13,0
...
h1r−2,0
h1r−1,0

+ A

h11,1
h12,1
h13,1
...
h1r−2,1
h1r−1,1

− λ2
2

h11,2
h12,2
h13,2
...
h1r−2,2
h1r−1,2

=
λ2
2

h01,0
h02,0
h03,0
...
h0r−2,0
h0r−1,0

+ B

h11,1
h12,1
h13,1
...
h1r−2,1
h1r−1,1

+
λ2
2

h01,2
h02,2
h03,2
...
h0r−2,2
h0r−1,2

donde:
A =

(1+ λ) − λ12 0 . . . . . . . . 0
− λ12 (1+ λ) −
λ1
2
. . .
...
0 − λ12 (1+ λ)
. . .
...
...
. . . 0
...
. . . − λ12 (1+ λ) −
λ1
2
0 . . . . . . . . . 0 − λ12 (1+ λ)

B =

(1− λ) λ12 0 . . . . . . . 0
λ1
2 (1− λ)
λ1
2
. . .
...
0 λ12 (1− λ)
. . .
...
...
. . . 0
...
. . . λ1
2 (1− λ)
λ1
2
0 . . . . . . . . . 0 λ12 (1− λ)

y ası´ sucesivamente para j = 3, 4, 5, ..., s− 1. Para
un tiempo tn+1 = t2, (n = 1) tenemos:
− λ2
2
h1i,j−1 −
λ1
2
h1i−1,j + (1+ λ)h
1
i,j +
λ1
2
h1i+1,j
− λ2
2
h1i,j+1 =
λ2
2
h0i,j−1 +
λ1
2
h0i−1,j + (1− λ)h0i,j+
λ2
2
h0i+1,j +
λ2
2
h0i,j+1
De modo que para un tiempo t2 hemos hallado
todos los valores de la funcio´n en cada uno de
sus nodos, (i, j), a partir de los valores nodales
de la funcio´n h para un tiempo t1.
Iteramos el mismo procedimiento para cada
tiempo tn+1 con n = 0, 1, 2, 3, ..., m− 1, teniendo
en cuenta que calculamos los valores de la fun-
cio´n h para un tiempo tn+1 respectivo a partir de
los valores de la funcio´n h para un tiempo tn ya
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conocidas, entonces podemos expresar de forma
general el sistema matricial para un tiempo tn+1
respectivo de la siguiente forma:
− λ2
2
h(n+1)i,j−1 + Ah
(n+1)
i,j −
λ2
2
h(n+1)i,j+1 =
λ2h
(n)
i,j−1 + Bh
(n)
i,j + λ2h
(n)
i,j+1 (21)
donde A y B son matrices tridiagonales defini-
das a partir del desarrollo del sistema de ecua-
ciones obtenido para el tiempo tn correspon-
diente.
5. Consistencia, Estabilidad y Convergencia
5.1. Consistencia
Definicio´n 5.1. Dada una ecuacio´n diferencial
parcial Ph = F y un esquema de diferencias fini-
tas P∆hni,j = F
n
i,j, decimos que el esquema de di-
ferencias finitas es un esquema consistente con
la ecuacio´n diferencial parcial si para cualquier
funcio´n suave φ(x, y, t), Pφni,j − P∆φni,j converge
puntualmente a cero cuando k1, k2 y k3 conver-
gen a cero.
Teorema 5.1. El esquema de diferencias Explı´ci-
to (13) es un esquema consistente con la ecuacio´n
diferencial parcial ht = α(hxx + hyy).
Demostracio´n: Sea φ una funcio´n suave. Defina-
mos los siguientes operadores Pφ y P∆φni,j por
Pφ = φt − α(φxx + φyy)
y
P∆φni,j =
φn+1i,j − φni,j
k3
− α(
φni+1,j − 2φni,j + φni−1,j
k1
+
φni,j+1 − 2φni,j + φni,j−1
k2
) (22)
Claramente φ es una funcio´n de tres variables,
x, y, t; si fijamos dos de sus variables podemos
aplicar el teorema de Taylor, ya que φ es diferen-
ciable por ser suave. En efecto, dejemos varian-
do a t, fijando a x, y y apliquemos el teorema de
Taylor alrededor del punto (i, j, n), entonces ob-
tenemos la siguiente aproximacio´n evaluada en
el punto (i, j, n + 1):
φn+1i,j = φ
n
i,j + k3φt
∣∣n
i,j+O(k3)
2
Ana´logamente obtenemos las siguientes aproxi-
maciones para φni+1,j y φ
n
i−1,j, ası´:
φni+1,j = φ
n
i,j + k1φx
∣∣n
i,j+
(k1)2
2
φxx
∣∣n
i,j+
(k1)3
3!
φxxx
∣∣n
i,j+O(k1)
4
φni−1,j = φ
n
i,j − k1φx
∣∣n
i,j+
(k1)2
2
φxx
∣∣n
i,j−
(k1)3
3!
φxxx
∣∣n
i,j+O(k1)
4
y las aproximaciones para φni,j+1 y φ
n
i,j−1, ası´:
φni,j+1 = φ
n
i,j + k2φy
∣∣n
i,j+
(k2)2
2
φyy
∣∣n
i,j+
(k2)3
3!
φyyy
∣∣n
i,j+O(k2)
4
φni,j−1 = φ
n
i,j − k2φy
∣∣n
i,j+
(k2)2
2
φyy
∣∣n
i,j−
(k2)3
3!
φyyy
∣∣n
i,j+O(k2)
4
donde φx
∣∣n
i,j, φy
∣∣n
i,j, φt
∣∣n
i,j, φxx
∣∣n
i,j, φyy
∣∣n
i,j, φxxx
∣∣n
i,j y
φyyy
∣∣n
i,j representan las derivadas de φ de primer,
segundo y tercer orden con respecto a x, y y t.
Como k1, k2 y k3 , 0, tenemos:
φn+1i,j − φni,j
k3
= φt
∣∣n
i,j+O(k3) (23)
φni+1,j − 2φni,j + φni−1,j
(k1)2
= φnxx
∣∣n
i,j+O(k1)
2 (24)
φni,j+1 − 2φni,j + φni,j−1
(k2)2
= φnyy
∣∣n
i,j+O(k2)
2 (25)
Reemplazando (23), (24) y (25) en (22) tenemos
P∆φni,j = φt
∣∣n
i,j−α
(
φxx
∣∣n
i,j+φyy
∣∣n
i,j
)
+
O(k1)2 + O(k2)2 + O(k3)
Evaluando Pφ en el punto (ik1, jk2, nk3), se tiene
que
Pφni,j − P∆φni,j = O(k1)2 + O(k2)2 + O(k3)
Ahora bien, si k1, k2, k3 tienden a cero, entonces
O(k1)2, O(k2)2, O(k3) converge a cero.
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Por lo anterior Pφni,j − P∆φni,j converge a cero, y
por lo tanto el esquema de diferencias finitas
explı´cito es consistente con la ecuacio´n diferen-
cial ht = α(hxx + hyy).
Teorema 5.2. El esquema de diferencias finitas
de Crank Nicolson (20) es un esquema consis-
tente con la ecuacio´n diferencial parcial ht =
α(hxx + hyy).
Demostracio´n: Se sabe de la seccio´n (4.3) que el
esquema de diferencias finitas de crank nicolson
es es el resultado de promediar los esquemas en
diferencias finitas hacia adelante y hacia atra´s.
Tomando los promedios de esas aproximaciones
en un procedimiento ana´logo al del teorema (5.1)
se tiene que el esquema de diferencias finitas de
Crank Nicolson es consistente con la ecuacio´n
diferencial ht = α(hxx + hyy).
5.2. Estabilidad
Definicio´n 5.2. Ana´lisis de estabilidad de Fou-
rier
La condicio´n de estabilidad de un esquema de
diferencias finitas sera´ satisfecho si la amplitud
de cualquier error ξn no crece con el tiempo, es
decir la relacio´n:
|G| ≡ | ξ
n+1
ξn
| ≤ 1 (26)
donde la cantidad G, definida:
G =
ξn+1
ξn
(27)
es el denominado factor de amplificacio´n del
error, y esta´ en funcio´n del intervalo de tiempo y
de las particiones espaciales.
Teorema 5.3. El esquema de diferencias Explı´ci-
to (13) es un esquema estable para λ ≤ 1/2.
Demostracio´n: Cualquier condicio´n de estabi-
lidad para el caso del esquema de diferencias
Explı´cito puede ser determinado usando la ex-
presio´n (28) en la ecuacio´n de diferencias finitas.
Eiˆ,j,n = ξ
neiβik1 ejβjk2 (28)
El cual representa en nuestro ana´lisis, el com-
portamiento del error en un nodo arbitrario (i, j)
para un tiempo arbitrario discreto t. De acuer-
do al ana´lisis de Fourier, cualquier error que se
obtenga durante el proceso de diferencias finitas
es parte de la solucio´n y tambie´n debe resolver
la ecuacio´n de diferencias finitas algebraica. De-
bido a que la ecuacio´n en diferencias finitas es
lineal, podemos considerar el error por separa-
do. Luego (28) debe resolver (13), y al sustituir y
simplificar la expresio´n finalmente obtenemos:
ξ = 1− 4
[
λ1sin2
(βk1)
2
− λ2sin2 (βk2)2
]
como sin2(θ) ≤ 1, se tiene:
ξ ≤ 1− 4 [λ1 − λ2]
Ahora por la condicio´n de estabilidad dada en
(26) se debe cumpler que:
−1 ≤ 1− 4 [λ1 − λ2]
4(λ1 + λ2) ≤ 2
(λ1 + λ2) ≤ 1/2 (29)
De modo que si hacemos λ = λ1 + λ2, entonces
λ ≤ 1/2, λ1 ≤ 1/2 y λ2 ≤ 1/2. La cual es la con-
dicio´n de estabilidad del me´todo explı´cito.
Teorema 5.4. El esquema de diferencias finitas
de Crank Nicolson (20) es un esquema estable
para todo λ > 0.
Demostracio´n: La prueba de esta demostracio´n
es ana´loga al procedimiento usado para pro-
bar (5.3). Por lo que se sigue que el me´todo de
Crank Nicolson es incondicionalmente estable
para cualquier λ > 0.
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5.3. Convergencia
Definicio´n 5.3. Un esquema en diferencias fini-
tas que aproxima una ecuacio´n diferencial par-
cial es un esquema convergente si para cual-
quier solucio´n de la ecuacio´n diferencial par-
cial, H(x, y, t), y las soluciones del esquema
en diferencias finitas, h(xi, yj, tn) son tal que
h(xi, yj, 0)→ H(x, y, 0) cuando ik1 → x, y jk2 →
y se cumple que
lı´m
k1,k2,k3→0
h(xi, yj, tn) = H(x, y, t)
Teorema 5.5 (Teorema de Equivalencia de Lax–
Richtmyer). Un esquema de diferencias finitas
consistente para una ecuacio´n diferencial par-
cial tal que el problema de valor inicial esta bien
planteado es convergente si y solo es estable.
Demostracio´n: Ve´ase texto [2].
Teorema 5.6. El esquema de diferencias finitas
Explı´cito (13) es un esquema convergente si λ ≤
1/2.
Demostracio´n: En secciones anteriores se
mostro´ la consistencia y estabilidad de el esque-
ma de diferencias progresivas para λ ≤ 1/2, de
modo que por el teorema anterior se sigue que
el esquema de diferencias progresivas converge
siempre que λ ≤ 1/2.
Teorema 5.7. El esquema de diferencias finitas
de Crank Nicolson (20) es un esquema conver-
gente para λ > 0.
Demostracio´n: Se sigue directamente del teore-
ma 5.2 y 5.4 y el teorema de Lax-Richtmyer.
6. Aplicaciones, ana´lisis y resultados
Simularemos mediante el lenguaje de programa-
cio´n MatLab el problema de hallar los niveles
piezome´tricos de un acuı´fero para un caso par-
ticular de un acuı´fero cuyo suelo esta formado
por gravas limpias, en este caso la conductivi-
dad hidra´ulica oscila de 1 a 100 cm/seg. Fijemos
K = 15 cm/seg y una capacidad de almacena-
miento de 10000 cm3 y definimos los valores de
los para´metros. Ahora para el caso en que usa-
mos el esquema de diferencias explı´cito primero
que todo definamos los
Tomamos 10 particiones espaciales en un
dominio Ω = [0, 1] × [0, 1] de modo que
k1 = k2 = 0.1.
Tomamos k3 = 0.01 como la variacio´n para
el tiempo.
Tomamos α = 0.0015 el cual es el cocien-
te entre los dos para´metros hidra´ulicos,
por lo cual tenemos que λ = 0.003, λ1 =
0.0015, λ2 = 0.0015.
Consideremos valores para los niveles pie-
zome´tricos en un tiempo inicial dados por
la funcio´n f (x) = sin(2pix)sin(2piy).
La solucio´n exacta de la ecuacio´n con estos
para´metros esta dada por la funcio´n
H(x, y, t) = exp(0.0015pi2t)sin(2pix)sin(2piy).
Ahora para el caso en que usamos el me´todo
explı´cito graficamos la solucio´n aproximada y la
solucio´n analı´tica para efectos de comparacio´n
obteniendo una buena aproximacio´n como se ve
en la figura (2)
Figura 2: Aproximacio´n por Esquema Explı´cito
Podemos ver que hemos obtenido una buena
aproximacio´n con respecto a la solucio´n analı´ti-
ca, pues los valores de λ,λ1,λ2 ≤ 1/2 y por
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teorema 5.6 se tiene que este esquema explı´cito
converge.
Sin embargo, si variamos el para´metro en α = 15
(con K > 100 y un bajo coeficiente de al-
macenamiento) tenemos que los valores de
λ1,λ2 ≥ 1/2, de tal forma que sobrepasan los
lı´mites de estabilidad especificados en el teore-
ma (5.3), lo que significa que el esquema de di-
ferencias explı´cito es condicionalmente estable,
como se observa en la figura (3).
Figura 3: Estudio de la condicio´n de estabilidad
para el me´todo explı´cito
El error absoluto obtenido en este caso nos con-
firma la condicio´n de estabilidad del me´todo co-
mo se puede observar en las tablas a seguir.
Figura 4: Error absoluto para el me´todo explı´cito
para t = 0.01
Figura 5: Error absoluto para el me´todo explı´cito
para t = 0.02
Figura 6: Error absoluto para el me´todo explı´cito
para t = 0.03
Figura 7: Error absoluto para el me´todo explı´cito
para t = 0.04
Figura 8: Error absoluto para el me´todo explı´cito
para t = 0.05
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Nota: En las anteriores tablas se muestra el error
para el me´todo explı´cito cuando los valores de
los para´metros son mayores a los permitidos por
la condicio´n de estabilidad de dicho me´todo. Es-
te error fue hallado mediante la diferencia entre
los valores exactos de la solucio´n y los aproxi-
mados usando explı´cito. La anterior tabla solo
muestra los valores del error para una porcio´n
de los valores tomados de la matriz solucio´n pa-
ra el instante de tiempo especificado.
Por otro lado al usar el esquema de diferencias
de crank nicolson, si graficamos ambas solucio-
nes la aproximada por me´todo crank nicolson y
la exacta obtenemos:
Figura 9: Aproximacio´n por esquema de crank ni-
colson
Notemos que al igual que en el esquema de di-
ferencias anteriormente utilizado hemos hallado
una buena aproximacio´n con respecto a la solu-
cio´n analı´tica que, a diferencia del me´todo an-
terior, el me´todo de crank nicolson es incondi-
cionalmente estable. De la figura (10) a la (14)
se muestra una comparacio´n sobre la efectividad
de cada me´todo con base en el ca´lculo de sus
errores. Para esto usamos los valores registrados
entre la tabla de valores exactos de la solucio´n y
los aproximados usando explı´cito y nicolson en
cada instante de tiempo.
Figura 10: Tabla comparativa Explı´cito - Nicolson
para t = 0.01
Figura 11: Tabla comparativa Explı´cito - Nicolson
para t = 0.02
Figura 12: Tabla comparativa Explı´cito - Nicolson
para t = 0.03
Figura 13: Tabla comparativa Explı´cito - Nicolson
para t = 0.04
Figura 14: Tabla comparativa Explı´cito - Nicolson
para t = 0.05
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Nota: En las anteriores tablas se muestra el error
absoluto para cada me´todo. La anterior tabla so-
lo muestra los valores del error para una porcio´n
de los valores tomados de la matriz solucio´n pa-
ra el instante de tiempo especificado.
7. Conclusiones
Luego de conocer y aplicar el me´todo de di-
ferencias finitas, es posible afirmar que este es
un recurso efectivo al momento de encontrar la
solucio´n del problema de los niveles piezome´tri-
cos del acuı´fero con determinadas condiciones
iniciales y de frontera de dirichlet homoge´nea,
pues gra´ficamente y nume´ricamente hemos po-
dido observar los errores de aproximacio´n que
nos arrojan al momento de usar cualquiera de
los esquemas bien sea explı´cito o de crank nicol-
son son muy pequen˜os con respecto a la solucio´n
analı´tica.
Por otra parte aplicar e´ste me´todo, suele ser
ma´s conveniente, ya que usando MDF nues-
tro problema continuo se convierte en un sen-
cillo sistema de ecuaciones algebraicas el cual
es resuelto utilizando conocimientos de ca´lcu-
lo y algebra lineal. Adema´s, podemos concluir
que el esquema de diferencias progresivas es
sencillo de implementar computacionalmente y
eficientemente convergente, teniendo en cuenta
su condicio´n de estabilidad para el para´metro λ
de dicha ecuacio´n. Por otra parte el esquema de
crank nicholson es incondicionalmente estable,
puesto que para este me´todo no hay restriccio-
nes para los valores de λ, aunque exige ma´s
computacionalmente y requiere de ma´s nodos
para aproximar la solucio´n que el explı´cito.
Finalmente, se puede concluir que el me´todo
de diferencias finitas es efectivo, confiable, sen-
cillo y ra´pido para resolver problemas en los que
se requiera hallar aproximaciones de ecuaciones
diferenciales parciales de acuerdo a las carac-
terı´sticas propias del problema que modela el
flujo de contaminantes disueltos en un acuı´fero.
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