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mapping  is a promising  step  in providing detailed and  region‐scale maps of  liquefaction extent 
immediately  after  an  earthquake. The  accuracy  of  these methods depends  on  the quantity  and 
quality of training samples and the number of available spectral bands. Digitizing a large number 
of high‐quality  training samples  from an event may not be  feasible  in  the desired  timeframe  for 
rapid response as the training pixels for each class should be typical and accurately represent the 
spectral  diversity  of  that  specific  class.  To  perform  automated  classification  for  liquefaction 
detection, we need  to understand how  to build the optimal and accurate  training dataset. Using 
multispectral optical imagery from the 22 February, 2011 Christchurch earthquake, we investigate 
the effects of quantity of high‐quality training pixel samples as well as the number of spectral bands 
on  the  performance  of  a  pixel‐based  parametric  supervised maximum  likelihood  classifier  for 
liquefaction detection. We find that the liquefaction surface effects are bimodal in terms of spectral 
signature and therefore, should be classified as either wet liquefaction or dry liquefaction. This is 
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rapid  response  framework. After  the  2014  Iquique  earthquake  in Chile,  [3]  used  a  small  drone 
(unmanned aerial  system)  to  capture aerial  imagery  from  two  liquefied  sites and  interpreted  the 
extent and damage to the built environment visually; they only processed imagery captured after the 
event  and  visually detected  the  liquefaction  on  images with no  automatic procedure.  In  [4],  the 
liquefaction  extent  after  the Canterbury  earthquake  sequences  in New Zealand  (2010–2011) was 
mapped by visually looking at the satellite and aerial imageries after the events and incorporating 
them with  the  field  observation  surveys;  this process  again  took weeks  to  finish  and  cannot  be 





different  spectral  bands  from  Indian  Remote  Sensing  Satellite  (IRS‐1C)  imagery  with  spatial 
resolution ranging from 5.8 to 188 m and using a wetness index as a proxy for soil moisture after the 
Bhuj 2001 earthquake  in  India; however,  they used pre‐ and post‐event  imageries with very  low 








area  as  it  needs  to  treat  each  object  differently.  Similarly,  [9]  used  an  automated workflow  for 
mapping  the  liquefaction manifestation after  the 2011 Tohoku    earthquake  in  Japan using object‐
based classification methods on a high‐resolution (2 m) Word‐View 2 optical imagery before and after 
the  event. They  concluded  that  in highly urban areas, detecting  liquefaction  is more  challenging 
despite the availability of imagery pair of pre‐ and post‐event. 




providing  important  recommendations on how  to construct an appropriate  training dataset. This 
paper will help elucidate questions such as: “Should I use aerial or satellite imagery? What spectral 








looking angle,  time of  the day, etc.)  to generate  reliable  results. Differences  in  looking angle and 
shadows  can  have  a  significant  detrimental  effect  on  classification  accuracy  as  shown  by  [9]. 
Furthermore, a close‐date pre‐event image is not always available or useable. Another approach for 
liquefaction  detection  is  pixel‐based  or  object‐based  image  classification  using  a  single  imagery 
(mono‐temporal)  as  demonstrated  by  [8].  Object‐based  classification  integrates  neighboring 
homogeneous  pixels  into  objects,  segments  the  image  accordingly,  and  finally  performs  the 
classification object by object  [10,11]. Object‐based analysis  requires several parameters  for  image 
segmentation that are difficult to select, especially for urban areas [12,13]. Pixel‐based classifications 
assign pixels to landcover classes using unsupervised or supervised techniques. Unsupervised pixel‐






















of quantity of high‐quality  training pixel samples as well as  the number of spectral bands on  the 
performance of a pixel‐based parametric supervised classifier for liquefaction detection using both 


















damage  to  infrastructure. Widespread  surface manifestations  of  liquefaction were  observed  and 
more than half a million tons of liquefied materials were removed from streets and properties [16]. 
For  the objectives of  this study,  roughly 2 square kilometers were selected near  the Christchurch 
Metropolitan Area as illustrated in Figure 1. This area was selected because extensive liquefaction 
occurred in the area and both satellite and aerial imagery were available in eight and four spectral 










the spatial  resolution of  the aerial  imagery by down sampling  to a common  resolution of 50 cm. 
However, a direct comparison between satellite and aerial  imageries  is not possible  for  two main 
reason: 1—the radiometric resolution (dynamic range) of satellite imagery is higher than the aerial 











2011  15 cm for RGB and NIR (down sampled to 50 cm)  8‐bit  UltraCam XP 
 
Figure 1. Study area near Christchurch, New Zealand. Roughly 2 km2. 
















spatial and spectral  resolutions. Therefore,  the  final  satellite  imagery used  for classification has 8 








classes  of  liquefaction  are  also  identified: wet  liquefaction  and  dry  liquefaction.  The  reason  for 
considering two classes is that the water contents of the liquefied materials are different, resulting in 







































sure that  the classifier statistics are not biased toward any categories due  to  larger sample size. A 
biased classifier can assign more pixels to the majority class. However, in reality, data often exhibit 




observations,  by  finding  the  parameter  values  that  maximize  the  likelihood  of  making  the 
observations given  the parameters  [18]. maximum  likelihood  (ML)  is  a parametric  classifier  that 
assumes  a  normal  spectral  distribution  for  each  landcover  class. With  the  assumption  that  the 




𝑔௜ሺ𝑥ሻ ൌ ln൫𝑝ሺ𝑤௜ሻ൯ െ 12 ln ቀቚ෍𝑖 ቚቁ െ  12 ሺ𝑥 െ𝑚௜ሻ் .෍ሺ𝑥 െ𝑚௜ሻିଵ௜   (1) 
where “i” is the specific class, “x” is the n‐dimensional data (where n is the number of bands), p(wi) is 
the probability that class wi occurs in the image and is assumed the same for all classes, |∑i| is the 
determinant of the covariance matrix of the data in class wi, ∑  ିଵ௜ is the inverse matrix and finally mi 
is the mean vector. 
As  the ML  classifier  accounts  for  the  variability  of  classes  by  using  the mean  vector  and 
covariance matrix,  it  demands  a  sufficient  number  of  training  pixels  to  precisely  calculate  the 
moments and covariance [20]. A set of high quality training samples will provide an accurate estimate 









satellite  and  aerial  imageries.  For  training  and  validation  datasets,  samples  for  each  class  are 








increasing  the number of spectral bands  (from 3  to 4, and 8  in  satellite and  from 3  to 4  in aerial 
imagery) across each sample size has also been investigated. Note that by stating different number 
of spectral bands, the authors mean using full spectrum for 8 bands, red green blue Near‐Infrared 
channels  for  4  bands,  and  red  green  blue  channels  for  3  bands.  Therefore,  there  are  overall  15 
scenarios for the satellite imagery and 10 scenarios for aerial imagery.   







matrix:  1—overall  accuracy,  2—producer’s  accuracy,  and  3—user’s  accuracy. Overall  accuracy  is 
calculated as the ratio of the total number of correctly classified pixels to the total number of the test 





Producer’s Accuracy ൌ  𝑁𝑢𝑚𝑏𝑒𝑟 𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑙𝑦 𝑖𝑑𝑒𝑛𝑡𝑖𝑓𝑖𝑒𝑑 𝑖𝑛 𝑟𝑒𝑓.  𝑝𝑙𝑜𝑡 𝑜𝑓 𝑎 𝑔𝑖𝑣𝑒𝑛 𝑐𝑙𝑎𝑠𝑠𝑁𝑢𝑚𝑏𝑒𝑟 𝑎𝑐𝑡𝑢𝑎𝑙𝑙𝑦 𝑖𝑛 𝑡ℎ𝑎𝑡 𝑟𝑒𝑓.  𝑐𝑙𝑎𝑠𝑠   (2) 
User’s accuracy corresponds to the error of commission (inclusion) and shows how many pixels 
on classified image are correctly classified. User’s accuracy is calculated as: 











Num. Pixels  50  100  500  2000  4000 
Platform  Num. Bands 
P  U  P  U  P  U  P  U  P  U 
D  W  D  W  D  W  D  W  D  W  D  W  D  W  D  W  D  W  D  W 
Satellite 
8  98  92  100  85  90  92  94  84  93  90  96  87  95  91  96  86  95  91  96  87 
4  98  92  100  82  93  93  93  84  95  91  97  85  95  91  96  84  96  91  96  85 
3  98  92  98  80  94  87  91  77  96  89  96  81  96  90  95  81  97  90  95  82 
Aerial  4  88  67  88  73  93  69  90  72  93  76  82  70  94  74  85  69  94  75  85  69 
3  88  56  77  70  93  64  85  76  91  65  79  73  92  62  80  73  92  63  80  72 
*“P” indicates producer accuracy, “U” indicates user accuracy, “D” indicates dry liquefaction, “W” 
indicates wet liquefaction. Accuracies are in percent and rounded down. 














indicates higher  confidence  level  and higher  reliability  and  repeatability  of  the  classifier  results. 
Using  50  or  100  pixels  leads  to  high  variability  in  the  accuracy  statistics  and  therefore,  can  be 
concluded  to be  insufficient  to  capture  the  spectral distribution of both wet and dry  liquefaction 
classes.  The  spread  deceases  significantly  when  getting  to  500  pixels  and  the  mean  accuracy 















and  the  spread  is  lower  for  dry  liquefaction.  This  implies  that  the  classifier  can  detect  and 
discriminate  the  dry  liquefaction more  accurately  and with  fewer  training  pixels  than  for wet 
liquefaction. When comparing average user’s and producer’s accuracies with each other for a given 
scenario in satellite imagery, we see that they are not considerably different from each other (Table 
2),  which  means  the  classifier  tends  neither  to  over‐predict  nor  under‐predict  dry  and  wet 
liquefaction  classes. These  observations  lead  to  our  conclusion  that  2000  training  and  validation 
pixels are sufficient for identifying wet and dry liquefaction. 
When we look at the impact of the choice of spectral bands, the mean accuracy of the classifier 












this value when using  aerial  imagery  is 63%. Similar  to  the  results  for  satellite  imagery,  the dry 
liquefaction is detected by the classifier more accurately (higher mean accuracies and less variability) 
than wet liquefaction (Table 2). In aerial imagery as well as satellite imagery, removing near‐infrared 
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spectral  content  decreases  the  classifier  accuracies  specially  for  wet  liquefaction.  Furthermore, 






for  the automated classification of wet and dry  liquefaction  than when using aerial  imagery;  this 
observation is more noticeable for wet liquefaction. 




accuracy  statistics are promising.  In  the next  sections, we will  investigate  the  cause of  the  lower 
accuracy for wet liquefaction and propose possible solutions. 





liquefaction  is  lower  than  for dry  liquefaction. To understand  the cause, we examine  the spectral 
information across the landcover/use classes. The scatter plots of landcover/use classes are shown in 






and  therefore, resemble different  landcover/use categories  for  the classifier. Note  that  the overlap 
between building roofs and other classes is not due to sampling error as the process has been done 
with extensive care and by making sure each training sample belongs to the desired landcover class. 

















before and after  the  implementation of building  footprint mask are presented  in Table 3  for both 
liquefaction classes. The results show that applying the building mask increases the user accuracy of 
wet  liquefaction  class  by  roughly  10%  disregarding  number  of  spectral  bands  (Figure  11).  As 
presented in Table 3, adding the building mask has no significant impact on producer’s accuracies of 
















P  U  P  U 
D  W  D  W  D  W  D  W 
Satellite 
8  95  92  96  86  98  93  98  95 
4  96  92  96  84  98  92  98  95 















values  in Table 3, wet and dry  liquefaction classes are mostly  identified correctly on asphalt and 
grass. Most  of  the  dry  liquefied materials, which were  on  the  asphalt  (e.g.,  sandy  asphalt),  are 
correctly classified. Some wet liquefied materials across the asphalt and close to the sidewalk can be 















classified wet  and dry  liquefaction  on  the  satellite  imagery,  (c)  smoothed  classified wet  and dry 
liquefaction on the satellite imagery. 






observation  recorded  by  the  reconnaissance  team  after  the  event.  Figure  14  shows  the  observed 
severity  of  liquefaction  on  the  roads  recorded  by  the  reconnaissance  team  using  either  visual 









team  respectively  observed  no, moderate,  and  severe  liquefaction. While  it  is  not  clear  how  the 
reconnaissance team has categorized the liquefaction severity, the ML classifier seems to over‐predict 
the liquefaction for the roads where no liquefaction was recorded. 







liquefaction  on  the  ground  after  the  21  February,  2011 Christchurch  earthquake.  To  this  end,  a 
maximum  likelihood  (ML)  classifier was  used  to  perform  a  pixel‐based  5‐fold  cross‐validation 
classification across a variety of training datasets and spectral bands. The objectives of the study were 
to find the effect of number of training pixels and the choice of spectral bands across VHR satellite 






different  landcover modes,  one  for wet  liquefaction  and  one  for  dry  liquefaction  because  their 
spectral characteristics were different. 
Overall, 15 and 10 scenarios for satellite and aerial imageries were investigated. It was observed 
that  increasing  the  number  of  training  pixels will  decrease  the  variation  between  each  fold  of 
individual scenarios; in other words, by increasing the number of training pixels, the reliability and 
repeatability of  the  classifier  increases. The  reduction  in  folds’ variation  is not meaningful when 
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building  roofs  overlap  with  other  landcover/use  on  the  ground.  After  removing  the  building 
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