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Abstract. In this monograph, we lay some foundations of a theory of infinite dimensional Eu-
clidean lattices — and more generally, of infinite dimensional Hermitian vector bundles over some
“arithmetic curve” SpecOK attached to the ring of integers OK of some number field K — with
a view towards applications to transcendence theory and Diophantine geometry.
In the first chapters of this monograph, we study the properties of the invariant h0θ(E) attached
to some Euclidean lattice E := (E, ‖.‖), defined by the expression
h0θ(E) := log
∑
v∈E
e−pi‖v‖
2
,
and, more generally, attached to some finite rank Hermitian vector bundle E over an arithmetic
curve.
Then we construct categories of infinite dimensional Hermitian vector bundles and we show
that it is possible to associate generalized θ-invariants to these objects, so that they satisfy suitable
subadditivity and summability properties.
In the last chapter, we present a first application of this formalism to Diophantine geometry:
we show how it allows one to establish some algebraicity criterion a` la Chudnovsky concerning
formal curves over number fields embedded in some projective space, by arguments that are direct
counterparts of classical algebraization proofs in complex analytic and formal geometry.
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Introduction
0.1. Pro-Euclidean lattices and θ-invariants
In this monograph, we lay some foundations for a theory of infinite dimensional Euclidean
lattices —and more generally, of infinite dimensional Hermitian vector bundles over some “arithmetic
curve” SpecOK attached to the ring of integers OK of some number field K — with a view towards
applications to transcendence theory and Diophantine geometry.
0.1.1. Recall that an Euclidean lattice is the data
E := (E, ‖.‖)
of some free Z-module of finite rank E and of some Euclidean norm ‖.‖ on the real vector space
ER := E ⊗Z R.
The infinite dimensional generalizations of Euclidean lattices we will be mainly interested in
are the pro-Euclidean lattices. They naturally occur as projective limits of countable systems of
Euclidean lattices of the form:
E• : E0
q0←− E1 q1←− · · · qi−1←− Ei qi←− Ei+1 qi+1←− . . . .
Here, for every i ∈ N, we denote by Ei some Euclidean lattice (Ei, ‖.‖i) and by qi a surjective
morphism of Z-modules
qi : Ei+1 −→ Ei
such that the norm ‖.‖i on Vi,R coincides with the the quotient norm deduced from the norm ‖.‖i+1
on Ei+1,R by means of the surjective R-linear map
qi,R := qi ⊗ IdR : Ei+1,R −→ Ei,R.
A pro-Euclidean lattice may actually be defined “directly”, without explicit mention of projective
systems of Euclidean lattices, as a triple
Ê := (Ê, EHilbR , ‖.‖)
consisting in the following data:
(1) an abelian topological group Ê, isomorphic to Zn (for some n ∈ N) equipped with the
discrete topology, or to ZN equipped with the product topology of the discrete topology on
each factor Z;
(2) a dense real vector subspace EHilbR of the topological real vector space ÊR := Ê⊗̂ZR, defined
as the completed tensor product1 of Ê by R;
(3) a norm ‖.‖ on EHilbR that makes (EHilbR , ‖.‖) a real separable Hilbert space; this Hilbert
space topology on EHilbR is moreover required to be finer than the topology induced by the
topology of ÊR.
1Any isomorphism of topological groups ϕ : Ê
∼
−→ ZN of Ê by R, with N ∈ N or N = N, induces an isomorphism
ϕR := ϕ⊗̂ZR : ÊR −→ R
N of topological real vector spaces, where the topology on RN is defined as the product of
the usual topology on each factor R.
ix
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To any projective system E• as above, one attaches such data by defining Ê as the pro-discrete
Z-module
Ê := lim←−
i
Ei
and (EHilbR , ‖.‖) as the projective limit, in the category of real normed vector spaces, of the projective
system:
(E0,R, ‖.‖0) q0,R←− (E1,R, ‖.‖1) q1,R←− · · · qi−1,R←− (Ei,R, ‖.‖i) qi,R←− (Ei+1,R, ‖.‖i+1) qi+1,R←− . . . .
Indeed Ê may be identified with the closed submodule of
∏
i∈NEi consisting of families (vi)i∈N such
that
(0.1.1) for any i ∈ N, vi = qi(vi+1).
Similarly the topological real vector space ÊR may be identified with the closed subspace of
∏
i∈NEi,R
consisting of families (vi)i∈N satisfying (0.1.1), and the real Hilbert space E
Hilb
R with the subspace
of
∏
i∈NEi,R consisting of families (vi)i∈N such that, besides (0.1.1), the following holds:
‖(vi)i∈N‖ := lim
i→+∞
‖vi‖i < +∞.
(For any (vi)i∈N in
∏
i∈NEi,R satisfying (0.1.1), the limit limi→+∞ ‖vi‖i exists in [0,+∞] since
(‖vi‖i)i∈N is a non-decreasing sequence in R+.)
These descriptions of Ê, ÊR and E
Hilb
R make clear the inclusions
Ê −֒→ÊR ←−֓ EHilbR
and show that the triple (Ê, EHilbR , ‖.‖) actually satisfies the conditions (1)–(3) above and defines a
pro-Euclidean lattice that we shall denote lim←−i Ei. Moreover, any pro-Euclidean lattice Ê as defined
above may be obtained by this construction from a suitable projective system Ê•.
0.1.2. It turns out that meaningful invariants may be attached to the so-defined pro-Euclidean
lattices. In this monograph, we shall focus on their θ-invariants.
Recall that, in the classical analogy between number fields and function fields, an Euclidean
lattice E := (E, ‖.‖) appears as the counterpart of a vector bundle on some smooth projective curve
C over some base field k. Then the arithmetic counterpart of the dimension
(0.1.2) h0(C, V ) := dimk Γ(C, V )
of the space of sections of V is the non-negative real number
(0.1.3) h0θ(E) := log
∑
v∈E
e−π‖v‖
2
.
The correspondence between the invariants (0.1.2) and (0.1.3), in the geometric and arithmetic
situations, goes back at least2 to the work of F. K. Schmidt.
Indeed, Schmidt’s proof in [Sch31]) of the functional equation for the zeta function of the
function field k(C) of some smooth projective curve C over a finite field k crucially relies on the
Riemann-Roch formula for line bundles over C. Compared with the earlier proof by Hecke ([Hec17])
of the functional equation for the Dedekind zeta function of an arbitrary number field K — where
the Poisson formula for Euclidean lattices of rank [K : Q] plays a key role — Schmidt’s arguments
make clear the correspondence between (0.1.2) and (0.1.3), and also the fact that, using the definition
(0.1.3), Poisson formula takes a form similar to the Riemann-Roch formula, namely:
h0θ(E)− h0θ(E
∨
) = d̂egE.
2Hilbert’s formulation of his “twelfth problem”, together with Hecke’s work on quadratic reciprocity over general
number fields, might have been an earlier hint toward this correspondence; see [Hil00] p. 278-279, and [Hec19],
[Hec23] Kapitel VIII.
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Here E
∨
denotes the Euclidean lattice dual of E and d̂egE the Arakelov degree of E, defined in
terms of its of covolume covol(E) as
d̂egE = − log covol(E).
The analogy between the invariants (0.1.2) and (0.1.3) respectively attached to a vector bundle
over a projective curve and to an Euclidean lattice, and between the Riemann-Roch and Poisson
formulas, belongs to the “well-known facts” of algebraic number theory: it was familiar to mathe-
maticians like Artin and Hasse shortly after 19303, and is alluded to in classical references such as
Tate’s thesis ([Tat67], Section 4.2). This analogy is the matter of several entries in Quillen’s math-
ematical diary [Qui] (see notably on 24/12/1971, 26/04/1973, and 01/04/1983), and is also alluded
to in [Mor95], Section 1.4. It has been reexamined and developed, in relation with Arakelov geom-
etry, in the works of Roessler ([Roe93]), van der Geer and Schoof ([vdGS00]) and Groenewegen
([Gro01]).
At this point, it may be worth to emphasize that many contributions to Arakelov geometry
consider another invariant of an Euclidean lattice E := (E, ‖.‖) as the counterpart of the dimension
(0.1.2) of the space of sections of vector bundles over curves — namely the real number
h0Ar(E) := log |{v ∈ E | ‖v‖ ≤ 1}|.
This definition already appears, in substance, in Weil’s famous note [Wei39] (which, somewhat
surprisingly, does not allude to the analogy between (0.1.2) and (0.1.3)), and explicitly in the first
expositions of Arakelov geometry, notably in [Szp85] and [Man85] (see also [GMS91]).
A central theme of this monograph is that the θ-invariant h0θ(E) attached to an Euclidean lattice
E is a more flexible and better behaved variant of h0Ar(E).
0.1.3. In this monograph, to a pro-Euclidean lattice
Ê := (Ê, EHilbR , ‖.‖),
we attach some infinite dimensional generalizations of the invariant h0θ(E) previously defined for
(finite dimensional) Euclidean lattices.
Notably we consider the invariant in [0,+∞] :
(0.1.4) h0θ(Ê) := log
∑
v∈Ê∩EHilb
R
e−π‖v‖
2
and we investigate some classes of pro-Euclidean Euclidean lattices for which this invariant is finite
and may be computed as the limit
lim
i→+∞
h0θ(Ei)
of the θ-invariants of the Euclidean lattices in a projective system E• that defines Ê as in 0.1.1.
As a preliminary to our study of infinite dimensional Euclidean lattices, we also establish various
properties of the invariant h0θ(E) in the finite dimensional case. A key point is the subadditivity of
h0θ, already noticed by Quillen and Groenewegen. This subadditivity property asserts that, for any
admissible4 short exact sequence of Euclidean lattices
0 −→ E i−→ F p−→ G −→ 0,
3See for instance the entry, dated February 1934, in Hasse’s mathematical diary ([Has12], Section 7.28) where
Hasse discusses, following Artin, an approach of the functional equation of the Dedekind zeta function of a number
field that emphasizes this analogy.
4By definition, this means that 0 −→ E
i
−→ F
p
−→ G −→ 0 is a short exact sequence of Z-modules and that iR
and the transpose of pR are isometries with respect to the Euclidean norms on ER, FR, and GR defining the Euclidean
lattices E, F and G.
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the following inequality holds:
(0.1.5) h0θ(F ) ≤ h0θ(E) + h0θ(G).
A similar subadditivity is clearly satisfied by the integer valued invariant h0(C, .) defined by
(0.1.2) in the geometric case. It is remarkable that it holds ne varietur in the arithmetic case
— in the form (0.1.5), that involves no error term depending on the ranks of E, F and G. This
“unexpectedly good” behavior of the invariant h0θ is crucial to extend it to the infinite dimensional
situation.
0.1.4. The formalism of pro-Euclidean lattices — and more generally of pro-Hermitian vector
bundles over arithmetic curves — and of their θ-invariants developed in this monograph turns out to
be a convenient tool for Diophantine geometry and transcendence theory. This formalism is indeed
especially well adapted to investigate situations that combine formal geometry over the integers and
complex analytic geometry.
In the last chapter of this monograph, we present a simple illustration of this general principle:
we use this formalism to establish an algebraicity criterion a` la Chudnovsky concerning formal curves
over number fields embedded in some projective space, by arguments that are direct counterparts
of classical algebraization proofs in complex analytic and formal geometry.
0.2. Contents
We now proceed to a synopsis of the main results of this monograph. More detailed presentations
of these results are given in the first paragraphs of each chapter.
0.2.1. Chapter 1 collects some basic facts concerning Hermitian vector bundles over an arith-
metic curve SpecOK (when K = Q and OK = Z, they are simply the Euclidean lattices previously
considered in this introduction). This section is mainly intended for later reference, and could be
skipped by readers familiar with Arakelov geometry.
The θ-invariants of Hermitian vector bundles over arithmetic curves are studied in Chapters 2
and 3.
In Chapter 2, we define the invariants h0θ(E) and h
1
θ(E) attached to some Hermitian vector
bundle over a general arithmetic curve SpecOK and we present some of their basic properties,
notably the Poisson-Riemann-Roch formula and their monotonicity properties. We also establish
upper bounds for the θ-invariants of Hermitian line bundles over SpecOK , and we discuss the
subadditivity property (0.1.5) and its variants. This chapter pursue the previous work on θ-invariants
in [vdGS00] and [Gro01], but our presentation is self-contained and does not require any familiarity
with these articles.
In Chapter 3, we focus on the situation where OK = Z, and we establish diverse properties of
the θ-invariants of some Euclidean lattice E that compare them to diverse invariants of E classically
considered in geometry of numbers. Notably we establish the following estimates comparing the
two “arithmetic avatars” h0θ(E) and h
0
Ar(E) of the “geometric” invariant h
0(C, V ) mentioned in
Paragraph 0.1.2 above:
(0.2.1) − π ≤ h0θ(E)− h0Ar(E) ≤ (rkE/2). log rkE − log(1− 1/2π),
where rkE denotes the rank of E.
Our proof of (0.2.1) uses some estimates established by Banaszczyk in his work [Ban93] devoted
to the derivation of “transference inequalities”, relating invariants of Euclidean lattices and of the
dual lattices, with essentially optimal constants. Banaszczyk’s techniques rely on the properties of
the measure
(0.2.2) γE :=
∑
v∈E
e−π‖v‖
2
δv
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supported by the lattice E inside ER and of its Fourier transform, which is a real analytic E
∨-
periodic function on E∨R . Although these techniques have been developed without reference to the
analogy between number fields and function fields or to the invariants h0θ(E) or h
1
θ(E) := h
0
θ(E
∨
),
they constitute a remarkably useful tool to investigate the properties of the θ-invariants.
In a related vein to the comparison estimates (0.2.1), we introduce the following extension of
h0Ar(E), defined for every t ∈ R∗+:
h0Ar(E, t) := log |{v ∈ E | ‖v‖2 ≤ t}|,
and we prove that it admits an asymptotic version
h˜0Ar(E, t) := h˜
0
Ar(E, t) := limn→+∞
1
n
h0Ar(E
⊕n
, nt)
— the limit exists in R+ — that, remarkably enough, basically coincides with the Legendre transform
of the fonction log θE , where
θE(t) :=
∑
v∈E
e−πt‖v‖
2
.
Namely, we establish the dual relations:
(0.2.3) for every x ∈ R∗+, h˜0Ar(E, x) = inf
β>0
(πβx + log θE(β))
and
(0.2.4) for every β ∈ R∗+, log θE(β) = sup
x>0
(h˜0Ar(E, x)− πβx).
These relations appear as a special case of a version of Crame´r’s theory of large deviations valid over
some measure space of infinite total mass. This theory is presented in Appendix A and turns out to
be closely related to the thermodynamic formalism.
0.2.2. The remaining chapters are mainly devoted to the construction of categories of Her-
mitian vector bundles of (possibly) infinite rank and to the definition and the investigation of their
θ-invariants.
Chapter 4 introduces some categories CTA and CTCA of (topological) A-modules over some
Dedekind ring A. When A is the ring of integersOK of some number fieldK, objects of the categories
CTA and CTCA will form the “algebraic constituents” of the infinite dimensional Hermitian vector
bundles over SpecOK that are the subject of this monograph.
Diverse proofs of Chapter 4 rely on some “automatic continuity” results, discussed in Appendix
B, concerning R-linear maps ϕ : RN −→ R, for suitable rings R, when RN ≃ lim←−nR
n is equipped
with the pro-discrete topology.
The infinite dimensional Hermitian vector bundles and their morphisms are formally introduced
and studied in Chapter 5. In Chapter 6, we define and establish the basic properties of their
θ-invariants.
In Chapter 7, we establish the main technical results of this monograph concerning θ-invariants
of pro-Hermitian vector bundles. A special case of our results may be summarized as follows.
If E := (E, ‖.‖) denotes some Euclidean lattice, then, for every real number λ, we may consider
the Euclidean lattice
E ⊗O(λ) := (E, e−λ‖.‖)
deduced from E by scaling its metric by a factor e−λ.
Let us consider a projective system E• of Euclidean lattices and the attached pro-Euclidean
lattice lim←−i Ei, as in 0.1.1 above. This pro-Euclidean lattice may be thought as being constructed
from E0 as “successive extensions” by the Euclidean lattices
Si := (ker qi, ‖.‖i|ker qi,R)
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which are defined as the kernels of the morphisms qi, i ∈ N. We shall show that, if, for some ε ∈ R∗+,
the summability condition ∑
i∈N
h0θ(Si ⊗O(ε)) < +∞
is satisfied, the invariant h0θ(lim←−i Ei) (defined by (0.1.4)) is finite and is given as the limit:
(0.2.5) h0θ(lim←−
i
Ei) = lim
i→∞
h0θ(Ei).
The proofs of this finiteness and of the equality (0.2.5) involve measure theoretic arguments
on the Polish space defined by lim←−i Ei equipped with the pro-discrete topology, concerning the
convergence properties of the sequence of Banaszczyk’s measures
γEi :=
∑
v∈Ei
e−π‖v‖
2
i δv.
Various facts concerning measure theory on Polish spaces constructed as projective limits of count-
able systems of countable discrete sets are presented in Appendix C in a form suited to the derivation
of the results in Chapter 7.
Our results allow us to define natural classes of pro-Hermitian vector bundles over an arithmetic
curve SpecOK with finite and well-behaved θ-invariants: the strongly summable and the θ-finite
pro-Hermitian vector bundles.
In Chapter 8, we investigate short exact sequences of pro-Hermitian vector bundles. We extend
the subadditivity properties of h0θ to this infinite dimensional setting, and give some applications to
strongly summable and θ-finite pro-Hermitian vector bundles. We also show, equipped with the class
of these short exact sequences, the additive category proVect
cont
OK of pro-Hermitian vector bundles
over SpecOK becomes an exact category, in the sense of Quillen.
In Chapter 9, we discuss the counterparts of the main results of this monograph over function
fields in one variable. In this simpler framework, most of the arguments previously used to investigate
pro-Hermitian vector bundles over arithmetic curves — notably the ones involving some measure
theory — become drastically simpler. Hopefully, this should shed some light on the basic principles
that underly the proofs in the previous chapters, and provide some additional motivation for our
earlier constructions.
As already indicated, Chapter 10 is devoted to an application to Diophantine geometry of the
formalism of pro-Hermitian vector bundles over arithmetic curves and of their θ-invariants developed
so far. This final chapter is of a rather different nature than the previous ones. It is indeed longer,
and has been conceived for a geometrically-minded reader with some interest in the diverse aspects
of the analogy between number fields and function fields. As such, it should be of a broader appeal.
Chapter 10 is readable with only some superficial knowledge of Chapter 2 and Chapters 4 to 7.
Its introductory section (Section 10.1) should be accessible at this stage, and we advise the readers
willing to get an idea of the possible application of the formalism developed in this monograph to
read this section before proceeding further.
These chapters are completed by six appendices (Appendices A to F), that can be read indepen-
dently, and are devoted to diverse (more or less) classical results used in this monograph for which
we could not locate in the literature references exactly suited to our needs.5
The strict logical dependencies between the chapters and the appendices are indicated in the
“Leitfaden” below.
5In these Appendices, only the extended version of Crame´r’s theorem, in relation to the thermodynamic formal-
ism, in Appendix A and the vanishing criterion for sections of line bundles on compact Ka¨hler manifolds in Proposition
E.1.3 in Appendix E might claim to some originality.
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Let us emphasize that the order of the chapters reflects some further conceptual dependencies.
For instance, the investigation of the θ-invariants in the finite rank situation in Chapter 3 by means of
Banaszczyk’s techniques appears as an important motivation for considering Banaszczyk’s measures
when studying θ-invariants in the infinite dimensional setting of Chapter 7. The study of infinite
rank vector bundles over projective curves in Chapter 9 is of interest for the perpective it gives on
the constructions in Chapters 6, 7, and 8.
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0.4. Notation and conventions
We denote by N the set of non-negative integers and, for any k ∈ N, we denote by N>k (resp.,
by N≥k) the set of non-negative integers larger than k (resp., larger than or equal to k).
By countable, we mean “of cardinality at most the cardinality of N.”
If M is a module over some ring A, and if B is some commutative A-algebra, we denote by MB
the “base changed” module M ⊗AB. Similarly, if ϕ : M −→ N is a morphism of A-modules, we let:
ϕB := ϕ⊗A IdB : MB −→ NB,
and if X is some A-scheme, we let:
XB := X ×SpecA SpecB.
6An earlier version, relying on the arguments discussed after the proof of Proposition 4.4.11, had to make a
countability assumption on A instead of condition Ded3.
CHAPTER 1
Hermitian vector bundles over arithmetic curves
In this chapter, we gather some basic results concerning Hermitian vector bundles over arithmetic
curves (that is, the affine schemes defined by the rings of integers of number fields). These results are
well known, with the exception of the content of Section 1.4.7, and appear for instance in [Szp85],
[Neu92], [BGS94], [Sou97], [Bos96], and [BK10].
This chapter is primarily intended as a reference chapter. It might be skipped by readers familiar
with Arakelov geometry, who could refer to it only when needed.
We denote by K a number field, by OK its ring of integers, and by
π : SpecOK −→ SpecZ
the morphism of schemes from SpecOK to SpecZ, defined by the inclusion morphism Z →֒ OK .
1.1. Definitions and basic operations
1.1.1. Hermitian vector bundles over arithmetic curves. A Hermitian vector bundle
over SpecOK is a pair
E = (E, (‖.‖σ)σ:K →֒C)
consisting in a finitely generated projective OK-module E and in a family (‖.‖σ)σ:K →֒C of Hermitian
norms ‖.‖σ on the complex vector spaces
Eσ := E ⊗OK,σ C
defined by means of the field embeddings σ : K →֒ C. The family (‖.‖σ)σ:K →֒C is moreover required
to be invariant under complex conjugation.1
When K = Q, a Hermitian vector bundle E = (E, ‖.‖) over SpecOK = SpecZ may be identified
with a Euclidean lattice, defined by a free Z-module of finite rank E and a Euclidean norm ‖.‖ on
ER := E⊗ZR. (Indeed, for any such E, the data of some Hermitian norm on EC := E⊗ZR invariant
under complex conjugation and of some Euclidean norm on ER are equivalent.)
The rank of some Hermitian vector bundle E as above is the rank of the OK -module E, or
equivalently the dimension of the complex vector spaces Eσ. A Hermitian line bundle is a Hermitian
vector bundle of rank one.
When confusion may arise, the family of Hermitian norms underlying some Hermitian vector
bundle E over SpecOK will be denoted by (‖.‖E,σ)σ:K →֒C.
An isometric isomorphism, or simply an isomorphism, between two Hermitian vector bundles
E and F over SpecOK is an isomorphism ψ : E ∼−→ F between the underlying OK-modules which,
after every base change σ : K →֒ C, defines an isometry of complex normed vector spaces between
(Eσ, ‖.‖E,σ) and (Fσ, ‖.‖F,σ).
1Namely, for every embedding σ : K →֒ C, we may consider the complex conjugate embedding σ : K →֒ C and
the C-antilinear isomorphism F∞ : Eσ = E⊗OK ,σ
∼
−→ Eσ = E⊗OK ,σ defined by F∞(e⊗ λ) = e⊗ λ. The Hermitian
norms ‖.‖σ and ‖.‖σ have to satisfy: ‖F∞(.)‖σ = ‖.‖σ .
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1.1.2. Pull back. Tensor operations. Let L be a number field extension ofK. The inclusion
OK →֒ OL defines a morphism of arithmetic curves
f : SpecOL −→ SpecOK .
The pull-back f∗E is defined as the Hermitian vector bundle over SpecOL
f∗E := (f∗E, (‖.‖τ )τ :L→֒C)
where f∗E := E ⊗OK OL and where, for every field embedding τ : L →֒ C, of restriction τ|K =: σ,
‖.‖τ denotes the Hermitian norm ‖.‖σ on
(f∗E)τ := (E ⊗OK OL)⊗OK ,σ C ≃ E ⊗OK,σ C =: Eσ.
To any Hermitian vector bundle E over SpecOK , we may associate its dual Hermitian vector
bundle E
∨
and its exterior powers ∧kE, k ∈ N. They are defined by means of the (compatible)
constructions of duals and exterior powers for projective OK-modules and Hermitian complex vector
spaces.
Similarly, for any two Hermitian vector bundles E and F over SpecOK , we may construct their
direct sum E ⊕ F and their tensor product E ⊗ F as Hermitian vector bundles over SpecOK .
These tensor operations are compatible with the pull-back construction defined above. Namely,
we have canonical identifications (f∗E)∨ ≃ f∗(E∨), f∗(∧kE) ≃ ∧k(f∗E),...
1.1.3. The Hermitian line bundles O(δ). For any δ ∈ R, we may consider the Hermitian
line bundle over SpecZ defined by
O(δ) := (Z, ‖.‖O(δ)), where ‖1‖O(δ) := e−δ.
It satisfies:
d̂egO(δ) = δ.
We may also consider its pull-back by the morphism π : SpecOK −→ SpecZ:
OSpecOK (δ) := π∗O(δ).
For any Hermitian vector bundle E over SpecOK , the Hermitian vector bundle E⊗OSpecOK (δ)
may be identified with the Hermitian vector bundle which admits the same underlying OK-module
E as E, and whose Hermitian structure is defined by the Hermitian norms defining E scaled by the
factor e−δ.
For simplicity, we shall often write E ⊗O(δ) instead of E ⊗OSpecOK (δ).
The “trivial” Hermitian line bundle — namely, OSpecOK (0) — will also be denoted by OSpecOK
and, when no confusion may arise, simply by O.
1.2. Direct images. The canonical Hermitian line bundle ωOK/Z over SpecOK
1.2.1. To any Hermitian vector bundle E = (E, (‖.‖σ)σ:K →֒C) is attached its direct image2
π∗E over SpecZ.
Observe that we have an isomorphism of C-algebras:
OK ⊗Z C ∼−→
⊕
σ:K →֒C C
α⊗ λ 7−→ (σ(α)λ)σ:K →֒C.
2The construction of direct images of hermtian vector bundles introduced here makes actually sense in a consid-
erably more general setting; see [BK10], Section 1.2.1. Notably, it may be extended to any morphism of arithmetic
curves f : SpecOL −→ SpecOK .
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Therefore, for any OK-module M , if π∗M denotes the underlying Z-module, we have
(π∗M)C := π∗M ⊗Z C
≃ π∗M ⊗OK (OK ⊗Z C)
≃
⊕
σ:K →֒C
(M ⊗OK,σ C).
Using this observation, the direct image π∗E may be defined as the Hermitian vector bundle of
rank [K : Q].rkE over SpecZ:
π∗E := (π∗E, ‖.‖π∗E)
where, for any v = (vσ)σ:K →֒C in (π∗E)C ≃
⊕
σ:K →֒CEσ,
‖v‖2
π∗E
:=
∑
σ:K →֒C
‖vσ‖2σ.
Clearly we have:
rk π∗E = [K : Q].rkE.
1.2.2. The compatibility of the direct image operation π∗ and of the duality of Hermitian
vector bundles involves the canonical Hermitian line bundle ωOK/Z := (ωOK/Z, (‖.‖σ)σ:K →֒C) over
SpecOK . It is defined as the “canonical module”
ωOK/Z := HomZ(OK ,Z)
— also known as the “inverse of the different” — equipped with the Hermitian norms defined by
‖trK/Q‖σ = 1
for any embedding σ : K →֒ C, where trK/Q denotes the trace map from K to Q (it is indeed a
non-zero element in HomZ(OK ,Z)).
Indeed, for any Hermitian vector bundle E over SpecOK , we have a canonical (!!) isometric
isomorphism of Hermitian vector bundles over SpecZ,
(1.2.1) π∗(E
∨ ⊗ ωOK/Z) ∼−→ (π∗E)∨.
(See for instance [BK10], Proposition 3.2.2. For any ξ in E∨ := HomOK (E,OK) and any λ in
ωOK/Z, the “relative duality isomorphism” (1.2.1) maps ξ ⊗ λ to λ ◦ ξ.)
1.3. Arakelov degree and slopes
1.3.1. Definition and basic properties. The Arakelov degree of some Hermitian line bundle
L := (L, (‖.‖σ)σ:K →֒C) over SpecOK is defined by the quality, valid for any s ∈ L \ {0}:
d̂egL := log |L/OKs| −
∑
σ:K →֒C
log ‖s‖σ(1.3.1)
=
∑
p
vp(s) logNp−
∑
σ:K →֒C
log ‖s‖σ.(1.3.2)
In the last equality, p runs over the closed points of SpecOK — that is, on the non-zero prime ideals
of OK — and vp(s) denotes the p-adic valuation of s, seen as a section of the invertible sheaf over
SpecOK associated to L. Moreover, Np := |OK/p| denotes the norm of p.
This definition is extended to Hermitian vector bundles of arbitrary rank over SpecOK by means
of the formula:
d̂egE := d̂eg ∧rkE E.
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If E is an Hermitian vector bundle over SpecZ, or in other words, a Euclidean lattice, its
Arakelov degree may expressed in term of its covolume3 covol(E); namely:
d̂egE = − log covol(E).
For any two Hermitian line bundles L1 and L2 over SpecOK , the expression (1.3.2) for their
Arakelov degree shows that
(1.3.3) d̂eg (L1 ⊗ L2) = d̂egL1 + d̂egL2.
For any two Hermitian vector bundles E1 and E2 over SpecOK , there is a canonical4 isomor-
phism of Hermitian line bundles over SpecOK :
∧rk (E1⊕E2)(E1 ⊕ E2) ∼−→ ∧rkE1E1 ⊗ ∧rkE2E2,
and the additivity relation (1.3.3) applied to Li := ∧rkEiEi (i = 1, 2) takes the form:
(1.3.4) d̂eg (E1 ⊕ E2) = d̂egE1 + d̂egE2.
Similarly, by reducing to the case of Hermitian line bundles, one shows that, for any Hermitian
vector bundle E over SpecOK , we have:
d̂egE
∨
= − d̂egE.
1.3.2. Arakelov degree and direct image. The very definition of the discriminant ∆K of
a number field K shows that
covol(π∗OSpecOK ) = |∆K |1/2.
In other words,
(1.3.5) d̂eg π∗OSpecOK = −
1
2
log |∆K |.
More generally, for any Hermitian vector bundle E over SpecOK , we have:
(1.3.6) d̂eg π∗E = d̂egE − 1
2
log |∆K |.rkE.
Observe that the compatibility of the “relative duality isomorphism” (1.2.1) and of the “relative
Riemann-Roch formula” (1.3.6) applied to E = OSpecOK and E = ωOK/Z shows that
d̂egωOK/Z = log |∆K |.
1.3.3. Slopes. If E is some Hermitian vector bundle over SpecOK of positive rank, its slope
µ̂(E) is defined as the quotient
µ̂(E) :=
d̂egnE
rkE
.
Its maximal slope µ̂max(E) (resp., its minimal slope µ̂min(E)) as the maximum (resp. the
minimum) of the slopes µ̂(F ), where F is the Hermitian vector bundle defined by a OK-submodule
(resp. a torsion-free quotient) of positive rank F of E, equipped with the restrictions to Fσ ⊂ Eσ
of the Hermitian metrics (‖.‖σ)σ:K →֒C) (resp. with the quotient metrics on the vector spaces Fσ of
these metrics).
One easily checks that
(1.3.7) µ̂max(E) = −µ̂min(Eˇ).
It is convenient to define the maximum (resp. minimum) slope of Hermitian vector bundles of
rank zero to be −∞ (resp. +∞).
3See for instance Section 2.1, infra.
4up-to a sign.
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1.4. Morphisms and extensions of Hermitian vector bundles
1.4.1. The filtration Hom≤•OK (E,F ) on HomOK (E,F ). For any two Hermitian vector bundles
E and F on SpecOK and for any λ ∈ R+, we may introduce the subset Hom≤λOK (E,F ) of the OK-
module HomOK (E,F ) consisting in the OK-linear maps
ψ : E −→ F
such that, for every σ : K −֒→C, the induced C-linear map
ψσ : Eσ −→ Fσ
has an operator norm ≤ λ when Eσ and Fσ are equipped with the Hermitian norms ‖.‖Eσ and‖.‖Fσ .
Besides, for any λ ∈ R+, transposition defines a bijection:
(1.4.1)
Hom≤λOK (E,F )
∼−→ Hom≤λOK (F
∨
, E
∨
)
ψ 7−→ ψt.
Observe that, if E1, E2, and E3 are Hermitian vector bundles over SpecOK , for any (λ1, λ2) ∈
R2+, the composition of an element ψ1 in Hom
≤λ1
OK
(E2, E1) and of an element ψ2 in Hom
≤λ2
OK
(E3, E2)
defines an element ψ1 ◦ ψ2 in Hom≤λ1λ2OK (E3, E1).
In particular, one endows the class of Hermitian vector bundles over SpecOK with a structure
of category by defining the set of morphisms from E to F as Hom≤1OK (E,F ). The isomorphisms in
this category coincide with the ones already introduced in 1.1.1.
1.4.2. Injective and surjective admissible morphisms. Observe that Hom≤1OK (E,F ) con-
tains the injective admissible morphisms, defined as the OK-linear maps ψ : E −→ F such that
ψ is injective with torsion free cokernel and such that, for any σ : K →֒ C, the C-linear map
ψσ : Eσ −→ Fσ is an isometry with respect to the Hermitian norms ‖.‖E,σ and ‖.‖F,σ.
The set Hom≤1OK (E,F ) also contains the surjective admissible morphisms, defined as the surjec-
tive OK-linear maps ψ : E −→ F such that, for any field embedding σ : K →֒ C, the norm ‖.‖Fσ
on Fσ is the quotient norm deduced from the norm ‖.‖Eσ on Eσ by means of the surjective C-linear
map ψσ : Eσ −→ Fσ.
The transposition map (1.4.1), with λ = 1, exchanges injective and surjective admissible mor-
phisms.
1.4.3. Heights of morphisms. Recall that, to any non-zero K-linear map ϕ : EK −→ FK is
attached its height with respect to E and F , defined as
(1.4.2) ht(E,F , ϕ) :=
∑
p
log ‖ϕ‖p +
∑
σ:K →֒C
log ‖ϕ‖σ.
(See [Bos01], Section 4.1.4, where ht(E,F , ϕ) is noted h(E,F , ϕ).) In the right-hand side of (1.4.2),
p varies over the maximal ideals of OK , and ‖ϕ‖p denotes the p-adic norm of ϕ ∈ HomK(EK , FK) ≃
(E∨ ⊗OK F )K , defined by the equivalence5:
‖ϕ‖p ≤ 1⇐⇒ ϕ ∈ (E∨ ⊗OK F )OK,p
and the normalization condition:
‖̟ϕ‖p = (Np)−1‖ϕ‖p,
where ̟ denotes a uniformizing element of OK,p and Np := |OK/p| the norm of p. Besides, ‖ϕ‖σ
denotes the operator norm of ϕσ : Eσ −→ Fσ defined from the Hermitian norms ‖.‖Eσ and ‖.‖Fσ .
5We denote by OK,p the discrete valuation ring defined as the localization of OK at p.
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It is convenient to define the height ht(E,F , 0) of the zero morphism as −∞.
Clearly, for any ϕ in Hom≤1OK (E,F ) \ {0}, all the norms ‖ϕ‖p and ‖ϕ‖σ belong to ]0, 1], and
therefore h(E,F , ϕ) belongs to R−.
Besides, when E and F are Hermitian line bundles, then for any non-zero element ϕ of the
K-vector space HomK(EK , FK), the very definition (1.4.2) of its height shows that
d̂eg (E
∨ ⊗ F ) = −ht(E,F , ϕ),
or equivalently:
(1.4.3) ht(E,F , ϕ) = d̂egE − d̂egF .
This equality may be extended to arbitrary Hermitian vector bundles, in the form of the following
“slope inequalities”:
Proposition 1.4.1. Let E and F be two Hermitian vector bundles, and let ϕK : EK −→ FK be
some K-linear map.
1) If ϕ is injective, then
(1.4.4) d̂egE ≤ rkE [µ̂max(F ) + ht(E,F , ϕ)].
2) If ϕ is surjective, then
(1.4.5) d̂egF ≥ rkF [µ̂min(F )− ht(E,F , ϕ)].
The inequality (1.4.4) is a straightforward consequence of (1.4.3) applied to the exterior powers
of ϕ (see [Bos01], Proposition 4.5). Then (1.4.5) follows by duality.
Observe that, in the estimate (1.4.4) (resp. (1.4.5)), when E (resp. F ) has rank zero, we follow
the usual convention 0.(−∞) = 0 (resp. 0.(+∞) = 0) to define its right-hand side.
1.4.4. Admissible short exact sequences of Hermitian vector bundles. An admissible
short exact sequence (also called an admissible extension) of Hermitian vector bundles over SpecOK
is a diagram
(1.4.6) E : 0 −→ E i−→ F p−→ G −→ 0,
where E = (E, (‖.‖E,σ)σ:K →֒C), F = (F, (‖.‖F,σ)σ:K →֒C), and G = (G, (‖.‖G,σ)σ:K →֒C) are Hermitian
vector bundles over SpecOK , and where
E : 0 −→ E i−→ F p−→ G −→ 0
is a short exact sequence of OK -modules such that, for any field embedding σ : K →֒ C, the short
exact sequence of complex vector spaces
0 −→ Eσ iσ−→ Fσ pσ−→ Gσ −→ 0
(deduced from E by the base change σ) is compatible with the Hermitian norms ‖.‖E,σ, ‖.‖F,σ and
‖.‖G,σ.6
The additivity of the Arakelov degree for direct sums (1.3.4) extends to admissible short exact
sequences. Namely, for any admissible short exact sequence (1.4.6) of Hermitian vector bundles over
SpecOK , the following equality holds:
(1.4.7) d̂egF = d̂egE + d̂egG.
6Namely, iσ is required to be an isometry for the norms ‖.‖E,σ and ‖.‖F,σ, and the norm ‖.‖G,σ is required to be
the quotient norm deduced from ‖.‖F,σ by means of pσ. Equivalently, i and p are respectively injective and surjective
admissible morphisms from E to F and from F to G.
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This follows from the existence of a canonical7 isomorphism of Hermitian line bundles
∧rkFF ≃ ∧rkEE ⊗ ∧rkGG
attached to the short exact sequence (1.4.6).
An admissible short exact sequence of Hermitian vector bundles (1.4.6) is said to be split when
there exists an admissible injective morphism of Hermitian vector bundles
s : G −→ F
such that p ◦ s = IdG. The morphism s is then uniquely determined.
Indeed, for every embedding σ : K →֒ C, the C-linear map sσ : Gσ −→ Fσ deduced from s by
the extension of scalars σ : OK −→ C necessarily coincides with the orthogonal splitting s⊥σ of the
short exact sequence of complex vector spaces
(1.4.8) Eσ : 0 −→ Eσ iσ−→ Fσ pσ−→ Gσ −→ 0.
attached to the Hermitian metric ‖.‖F,σ on Fσ. (Recall that s⊥σ is defined as the (linear) section
s⊥σ of pσ which maps Gσ isomorphically onto the orthogonal complement iσ(Eσ)
⊥ of iσ(Eσ) in Fσ
equipped with the Hermitian metric ‖.‖F,σ.)
1.4.5. Arithmetic extensions. Let E andG be two finitely generated projectiveOK-modules.
In [BK10] is introduced the arithmetic extension group Êxt
1
OK (G,E) of G by E. In the setting of
the present paper, where we work over arithmetic curves of the form SpecOK , it may be defined as:
(1.4.9) Êxt
1
OK (G,E) := HomOK (G,E)⊗Z R/Z
∼−→ (
⊕
σ:K →֒CHomC(Gσ , Eσ))
F∞
HomOK (G,E)
.
(See [BK10], Example 2.2.3. As usual, F∞ denotes the complex conjugation.)
The group Êxt
1
OK (G,E) classifies, up to isomorphism, the arithmetic extensions of G by E.
Recall that such an arithmetic extension is a pair (E , (s(σ))σ:K →֒C) where
E : 0 −→ E i−→ F p−→ G −→ 0
is an extension (of OK-modules) of G by E, and where (s(σ))σ:K →֒C is a family, invariant under
complex conjugation, of C-linear splittings s(σ) : Gσ −→ Fσ of splitings of the extension of complex
vector spaces
Eσ : 0 −→ Eσ iσ−→ Fσ pσ−→ Gσ −→ 0.
Indeed, observe that, for any arithmetic extension as above, one may choose some OK-linear
splitting sint ∈ HomOK (G,F ) of E . Then, for any σ : K →֒ C,
pσ ◦ (s(σ) − sintσ ) = 0,
and therefore there exists a uniquely determined Tσ ∈ HomC(Gσ, Eσ) such that
s(σ)− sintσ = iσ ◦ Tσ.
Let us choose an integral splitting of (1.4.6), that is an OK-linear section sint : G −→ F of
p : F −→ G.
Tσ = s
⊥
σ − sintσ .
The family (Tσ)σ:K →֒C belongs to (
⊕
σ:K →֒CHomC(Gσ, Eσ))
F∞ . Moroever its class [(Tσ)σ:K →֒C]
modulo HomOK (G,E) in the extension group Êxt
1
OK (G,E) defined by (1.4.9) does not depend
on the choice of the integral splitting sint. By definition, it is the class [(E , (s(σ))σ:K →֒C)] of the
arithmetic extension (E , (s(σ))σ:K →֒C).
7up-to a sign.
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1.4.6. Admissible short exact sequences and arithmetic extensions. Any admissible
short exact sequence of Hermitian vector bundles over SpecOK
E : 0 −→ E i−→ F p−→ G −→ 0
determines an arithmetic extension (E , (s⊥σ )σ:K →֒C) of G by E, defined by means of the orthogonal
splittings with respect to the Hermitian norms ‖.‖F,σ of the extensions of complex vector spaces Eσ.
According to the discussion in 1.4.4, its class
[E ] := [(E , (s⊥σ )σ:K →֒C)]
vanishes in Êxt
1
OK (G,E) if and only if the admissible short exact sequence Êxt
1
OK (G,E) is split.
Besides, for any two Hermitian vector bundle E and G over SpecOK , any class in Êxt
1
OK (G,E)
may be realized by the previous construction, starting from some suitable admissible short exact
sequence E as above.
Indeed, for any T = (T (σ))σ:K →֒C in (
⊕
σ:K →֒CHomC(Gσ, Eσ))
F∞ , we may introduce the Her-
mitian vector bundle over SpecOK
E ⊕GT := (E ⊕G, (‖.‖T (σ))σ:K →֒C)
where, for any field embedding σ : K →֒ C and any (e, g) ∈ Eσ ⊕Gσ,
‖(e, g)‖2T (σ) := ‖e− Tσ(g)‖2Eσ + ‖g‖2Gσ .
One easily checks that the maps
i : E −→ E ⊕G
e 7−→ (e, 0)
and
p : E ⊕G −→ G
(e, g) 7−→ g
fit into an admissible short exact sequence of Hermitian vector bundles over SpecOK
(1.4.10) E(T ) : 0 −→ E i−→ E ⊕GT p−→ G −→ 0,
and that the associated class in Êxt
1
OK (G,E) is [T ].
1.4.7. Direct images of arithmetic and admissible extensions. Consider two finitely
generated projective OK-modules E and G and the underlying Z-modules π∗E and π∗G.
There is an obvious inclusion map between modules of OK-linear and Z-linear morphisms:
HomOK (G,E)−֒→HomZ(π∗G, π∗E).
We will sometimes denotes by π∗ϕ the image in HomZ(π∗G, π∗E) of some element ϕ of the group
HomOK (G,E).
In this subsection, we want to investigate the “derived” analogue of this map π∗, defined between
the relevant arithmetic extension groups.
Consider an arithmetic extension (E , s) of E by G over SpecOK , defined by an extension
E : 0 −→ E i−→ F p−→ G −→ 0,
of OK-modules and a family s = (sσ)σ:K →֒C, invariant under complex conjugation, of C-linear
splittings sσ : Gσ −→ Fσ of the extensions of complex vector spaces
Eσ : 0 −→ Eσ iσ−→ Fσ pσ−→ Gσ −→ 0.
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We may define its direct image by π : SpecOK −→ SpecZ as the arithmetic extension (π∗E , π∗s)
of π∗E by π∗G over SpecZ defined by the extension of Z-modules
π∗E : 0 −→ π∗E i−→ π∗F p−→ π∗G −→ 0,
equipped with the splitting
π∗s : G⊗Z C ≃
⊕
σ:K →֒CGσ −→ E ⊗Z C ≃
⊕
σ:K →֒CEσ
(gσ)σ:K →֒C 7−→ (sσ(gσ))σ:K →֒C.
Proposition 1.4.2. 1) The above construction defines a morphism of Z-modules:
πˆ1∗ : Êxt
1
OK (G,E) −→ Êxt
1
Z(π∗G, π∗E)
[(E , s)] 7−→ [(π∗E , π∗s)].
2) Via the identifications
Êxt
1
OK (G,E)
∼−→ (
⊕
σ:K →֒CHomC(Gσ, Eσ))
F∞
HomOK (G,E)
and
Êxt
1
Z (π∗G, π∗E)
∼−→ HomC(π∗G⊗Z C, π∗E ⊗Z C)
F∞
HomZ(π∗G, π∗E)
,
the map πˆ1∗ coincides with the map defined, for any (T (σ))σ:K →֒C in (
⊕
σ:K →֒CHomC(Gσ , Eσ))
F∞ ,
by
πˆ1∗ [(T (σ))σ:K →֒C] = [⊕σT (σ)],
where ⊕σT (σ) is the element of HomC(π∗G⊗Z C, π∗E)F∞ defined by
⊕σT (σ) : π∗G⊗Z C ≃
⊕
σ:K →֒CGσ −→ π∗E ⊗Z C ≃
⊕
σ:K →֒CEσ
(gσ)σ:K →֒C 7−→ (Tσ(gσ))σ:K →֒C.
3) Any admissible short exact sequence of Hermitian vector bundles over SpecOK
E : 0 −→ E i−→ F p−→ G −→ 0
defines, by direct image, an admissible short exact sequence of Hermitian vector bundles over SpecZ:
π∗E : 0 −→ π∗E i−→ π∗F p−→ π∗G −→ 0.
Moreover this construction is compatible with the direct image map πˆ1∗ between arithmetic extension
groups. Namely, with the above notation, the following equality holds in Êxt
1
Z(π∗G, π∗E):
πˆ1∗ [E ] = [π∗E ].
4) The map πˆ1∗ is injective.
Proof. Assertions 1), 2), and 3) are left as an easy exercise for the reader.
To prove the injectivity of πˆ1∗ , we use its description in 2), and we are left to show that, with the
notation of 2), if ⊕σT (σ) belongs to HomZ(π∗G, π∗E), then there exists T in HomOK (G,E) such
that, for every σ : K →֒ C, T (σ) = Tσ.
In other words, we have to show that, if some U in HomZ(π∗G, π∗E) is such that
UC : π∗G⊗Z C −→ π∗E ⊗Z C
is block-diagonal with respect to the decompositions in direct sums
π∗G⊗Z C ≃
⊕
σ:K →֒C
Gσ and π∗E ⊗Z C ≃
⊕
σ:K →֒C
Eσ,
then U : G −→ E is OK-linear. This is indeed the case, since any such U is OK-linear if and only if
UC := U ⊗Z IdC is linear as a map of modules over the ring OK ⊗Z C ≃
⊕
σ:K →֒C C. 

CHAPTER 2
θ-Invariants of Hermitian vector bundles over arithmetic
curves
This chapter is devoted to the definitions and to some basic properties of the θ-invariants of
(finite-rank) Hermitian vector bundles over arithmetic curves. Their extensions to infinite-dimen-
sional Hermitian vector bundles established in the latter chapters of this monograph, as well as their
Diophantine applications discussed in its sequel, will depend on these properties.
As explained in the Introduction (see 0.1.2, supra), the definitions of the invariants h0θ and h
1
θ
have their origins in the classical works of Hecke and F. K. Schmidt on the functional equations
of number fields and functions fields over finite fields. Formal definitions and some of their basic
properties already appear in [Roe93], Section 6.2, and, most importantly from the perspective of
this monograph, in the work of van der Geer and Schoof [vdGS00] and of Groenewegen [Gro01].
In this chapter, we give a self-contained and streamlined presentation of the theory of θ-
invariants, adapted to our later use of them. We notably emphasize the importance of their subad-
ditivity properties (see notably Lemma 2.8.2 and Section 3.3), which play a key role in the proof of
the main results of this monograph in chapter 7.
Among the results in this part that, by their novelty, might be of special interest to readers
already familiar with the content of [vdGS00] and [Gro01], we mention:
• Proposition 2.3.3 and its corollaries, that provide useful comparison estimates for the θ-
invariants of Euclidean lattices with the same underlying Q-vector spaces.
• The improved bounds on the invariant h0θ(L) of an Hermitian line bundle L over an arith-
metic curve. These bounds turns out to be remarkably similar to the well-known bounds
on the dimension h0(C,L) of the space of sections of a line bundle L over a projective curve
C (see Propositions 2.7.2 and 2.7.3).
• The discussion of the subadditivity properties of h0θ and h1θ in Section 2.8, notably the
results concerning the “subadditivity measure” hθ(E) attached to an admissible short exact
sequence of Euclidean lattices E that are established in Propositions 2.8.3 and 2.8.4.
Let us indicate that the content of Section 10.3 infra, which depends only on the results in this
chapter, will illustrate how the basic formalism of θ-invariants naturally combines with the classical
developments of Arakelov geometry, concerning higher dimensional projective schemes over SpecZ.
The interested reader may directly go to 10.3 after this chapter.
As in chapter 1, we denote by K some number field, by OK its ring of integers and by π the
morphism of schemes form SpecOK to SpecZ.
2.1. The Poisson formula
We first review some basic results related to the Poisson formula. This gives us the opportunity
to introduce various conventions and notation that will be used in the next chapters.
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2.1.1. The Poisson formula for Schwartz functions. Let V be a Hermitian vector bundle
over SpecZ (or, equivalently, a Euclidean lattice). We shall denote λV the Lebesgue measure on VR.
It is the unique translation invariant Radon measure on VR that satisfies the following normalization
condition: for any orthonormal basis (e1, . . . , eN) of (VR, ‖.‖V ),
λV
(
N∑
i=1
[0, 1[ei
)
= 1.
This normalization condition may be equivalently expressed in term of a Gaussian integral:
(2.1.1)
∫
VR
e−π‖x‖
2
V dλV (x) = 1.
Then the covolume of V may be defined as
covol(V ) := λV
(
N∑
i=1
[0, 1[vi
)
for any Z-basis (v1, . . . , vN ) of V.
Any function f in the Schwartz space S(VR) of VR admits a Fourier transform fˆ in the Schwartz
space S(V ∨R ) attached to the dual vector space V ∨R , defined by
fˆ(ξ) :=
∫
VR
f(x) e−2πi〈ξ,x〉 dλV (x), for any ξ ∈ V ∨R .
With this notation, the Poisson formula for V reads as follows:
(2.1.2)
∑
v∈V
f(x− v) = (covolV )−1
∑
v∨∈V ∨
fˆ(v∨) e2πi〈v
∨,x〉, for any x ∈ VR.
It is nothing but the Fourier series expansion of the function
∑
v∈V f(.− v), which is V -periodic on
VR.
It is convenient to have at one’s disposal the following more “symmetric” form of the Poisson
formula:
(2.1.3)
∑
v∈V
f(x− v) e2πi〈ξ,v〉 = (covolV )−1 e2πi〈ξ,x〉
∑
v∨∈V ∨
fˆ(ξ − v∨) e−2πi〈v∨,x〉,
which is valid for any (x, ξ) ∈ VR × V ∨R . (The identity (2.1.3) indeed follows from (2.1.2) applied to
the function e−2πi〈ξ,.〉f.)
2.1.2. The Poisson formula for Gaussian functions. In this monograph, a key role will
played by the Poisson formula applied to Gaussian functions. Namely, we apply the above formula
to the Gaussian function f defined by
f(x) := e−π‖x‖
2
V .
Then, for any ξ ∈ V ∨R , we have:
fˆ(ξ) = e−π‖ξ‖
2
V∨ ,
and the identity (2.1.2) and (2.1.3) take the form:
(2.1.4)
∑
v∈V
e−π‖x−v‖
2
V = (covolV )−1
∑
v∨∈V ∨
e−π‖v
∨‖2
V∨
+2πi〈v∨,x〉
and
(2.1.5)
∑
v∈V
e−π‖x−v‖
2
V
+2πi〈ξ,v〉 = (covolV )−1e2πi〈ξ,x〉
∑
v∨∈V ∨
e−π‖ξ−v
∨‖2
V∨
−2πi〈v∨,x〉
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In particular, when x = 0, the identity (2.1.4) becomes:
(2.1.6)
∑
v∈V
e−π‖v‖
2
V = (covolV )−1
∑
v∨∈V ∨
e−π‖v
∨‖2
V∨ .
Observe also that (2.1.4) implies that, for any x ∈ VR,
(2.1.7)
∑
v∈V
e−π‖x−v‖
2
V ≤
∑
v∈V
e−π‖v‖
2
V ,
and that equality holds in (2.1.7) if and only if x ∈ V. It also implies that, for any x ∈ VR,
(2.1.8)
∑
v∈V
e−π‖x−v‖
2
V ≥ 2(covolV )−1 −
∑
v∈V
e−π‖v‖
2
V .
2.2. The θ-invariants h0θ and h
1
θ and the Poisson-Riemann-Roch formula
2.2.1. The θ-invariants of an Euclidean lattice and the Poisson formula. For any
Hermitian vector bundle E := (E, ‖.‖) over SpecZ (that is, for any Euclidean lattice), we let :
(2.2.1) h0θ(E) := log
∑
v∈E
e−π‖v‖
2
E
and
(2.2.2) h1θ(E) := h
0
θ(E
∨
).
The Poisson formula (2.1.6) for the Euclidean lattice E reads:∑
w∈E∨
e−π‖w‖
2
E∨ = covol(E).
∑
v∈E
e−π‖v‖
2
E .
It may be rewritten in terms of the θ-invariants h0θ(E) and h
1
θ(E) and of the Arakelov degree d̂egE,
as the following relation:
(2.2.3) h0θ(E)− h1θ(E) = d̂egE.
Observe the similarity of (2.2.2) and (2.2.3) with the Serre duality and the Riemann-Roch formula
for vector bundles over an elliptic curve.
2.2.2. The θ-invariants of Hermitian vector bundles over a general arithmetic curve
and the Poisson-Riemann-Roch formula. We extend the above definitions of h0θ and h
1
θ to
Hermitian vector bundles over an arbitrary “arithmetic curve” SpecOK as above by defining:
(2.2.4) hiθ(E) := h
i
θ(π∗E) for i = 0, 1.
In other words, we have:
h0θ(E) = log
∑
v∈E
e
−π‖v‖2
pi∗E
and
h1θ(E) = h
0
θ(E)− d̂eg π∗E = log
[
covol(π∗E)
∑
v∈E
e−π‖v‖
2
pi∗E
]
.
Observe that, as a consequence of the “relative duality isomorphism” (1.2.1), we have:
(2.2.5) h1θ(E) = h
0
θ(E
∨ ⊗ ωOK/Z).
This “Serre duality formula” could have been used as an alternative definition of h1θ(E).
Observe finally that, as a consequence of the Poisson formula (2.2.3) for Euclidean lattices and
of the expression (1.3.6) for the Arakelov degree of a direct image, we obtain the general version of
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the Poisson-Riemann-Roch formula, where we denote by ∆K the discriminant of the number field
K:
(2.2.6) h0θ(E)− h1θ(E) = d̂egE −
1
2
log |∆K |.rkE.
2.3. Positivity and monotonicity
2.3.1. Some elementary estimates. The following observation is a straightforward conse-
quence from the definitions (2.2.1) and (2.2.2) of the θ-invariants, but plays an important conceptual
role in this monograph and its applications:
Proposition 2.3.1. For any Hermitian vector bundle E over SpecOK , the real numbers h0θ(E)
and h1θ(E) are non-negative, and are positive if E has positive rank. 
Together with the “Poisson-Riemann-Roch formula” (2.2.6), this non-negativity shows that, for
any Hermitian vector bundle, the following avatar of the “Riemann inequality” is satisfied:
(2.3.1) h0θ(E) ≥ d̂egE −
1
2
log |∆K | · rkE.
In particular, for any Euclidean lattice E, the following lower bound is satisfied:
(2.3.2) h0θ(E) ≥ d̂egE.
Proposition 2.3.2. Let E and F be two Hermitian vector bundles over SpecOK , and let ϕ :
E −→ F be a map in Hom≤1OK (E,F ). Let ϕK : EK −→ FK denote the induced morphism of K-vector
spaces.
1) If ϕK is injective (or equivalently, if ϕ is injective), then
(2.3.3) h0θ(E) ≤ h0θ(F ).
2) If ϕK is surjective, then
(2.3.4) h1θ(E) ≥ h1θ(F ).
Moreover, equality holds in either (2.3.3) or (2.3.4) if and only if ϕ is an isometric isomorphism
from E onto F .
Proof. 1) Let us assume that ϕK is injective.
By successively using that the maps ϕσ have operator norm at most 1 and the injectivity of ϕ,
we obtain: ∑
v∈E
e
−π‖v‖2
pi∗E ≤
∑
v∈E
e−π‖ϕ(v)‖
2
pi∗F(2.3.5)
≤
∑
w∈F
e
−π‖w‖2
pi∗F .(2.3.6)
This establishes (2.3.3).
Equality holds in (2.3.5) if and only if, for every field embedding σ : K →֒ C and every v ∈ E,
‖ϕσ(v)‖2F,σ = ‖v‖2E,σ.
Since the family of Hermitian norms (‖.‖E,σ)σ:K →֒C and (‖.‖F,σ)σ:K →֒C are invariant under
complex conjugation, this holds precisely when the ϕσ are isometries.
Moreover equality holds in (2.3.6) if and only if ϕ(E) = F .
This shows that equality holds in (2.3.3) if and only if ϕ is an isometric isomorphism.
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2) When ϕK is surjective, we consider the morphism
π∗ϕ ∈ Hom≤1Z (π∗E, π∗F )
and its transpose
t(π∗ϕ) ∈ Hom≤1Z ((π∗F )∨, (π∗E)∨).
It is injective and, according to 1),
(2.3.7) h0θ((π∗F )
∨) ≤ h0θ((π∗E)∨).
This establishes (2.3.4).
Moreover equality holds in (2.3.4), or equivalently in (2.3.7), if and only if t(π∗ϕ) is an isometric
isomorphism from (π∗F )
∨ onto (π∗E)
∨. This is easily seen to be equivalent to the fact that ϕ itself
is an isometric isomorphism. 
2.3.2. Comparing the θ-invariants of generically isomorphic Hermitian vector bun-
dles. Combined to the Poisson-Riemann-Roch formula and to the basic properties of the height of
morphisms (cf. 1.4.3, supra), the simple estimates established in Proposition 2.3.2 may be extended
to more general situations where one deals with two Hermitian vector bundles E and F over SpecOK
such that EK and FK are isomorphic
Proposition 2.3.3. Let E and F be two Hermitian vector bundles over SpecOK of the same
rank n and let ϕ : E −→ F be a map in Hom≤1OK (E,F ).
If ϕ is injective, or equivalently if
detϕK : ∧nEK −→ ∧nFK
is not zero, then the following inequalities hold:
(2.3.8) h0θ(E) ≤ h0θ(F ) ≤ h0θ(E)− ht(∧nE,∧nF , detϕK).
and
h1θ(F ) ≤ h1θ(E) ≤ h1θ(F )− ht(∧nE,∧nF , detϕK).
Proof. The inequalities
(2.3.9) h0θ(E) ≤ h0θ(F )
and
(2.3.10) h1θ(F ) ≤ h1θ(E)
are special cases of Proposition 2.3.2.
Besides, according to (1.4.3),
ht(∧nE,∧nF , detϕK) = d̂eg ∧n E − d̂eg ∧n F = d̂egE − d̂egF .
The inequality
h0θ(F ) ≤ h0θ(E)− ht(∧nE,∧nF , detϕK)
may therefore be written
h0θ(F )− d̂egF ≤ h0θ(E)− d̂egE.
Taking the Poisson-Riemann-Roch formula (2.2.6) for E and F into account, it reduces to (2.3.10).
Similarly, the inequality
h1θ(E) ≤ h1θ(F )− ht(∧nE,∧nF , detϕK)
follows from (2.3.9). 
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Corollary 2.3.4. For any Hermitian vector bundle F := (F, (‖.‖σ)σ:K →֒C) over SpecOK and
every OK-submodule E of F such that EK = FK — or equivalently, such that the quotient F/E is
finite — the θ-invariants of the Hermitian vector bundle E := (E, (‖.‖σ)σ:K →֒C) satisfy:
h0θ(F )− log |F/E| ≤ h0θ(E) ≤ h0θ(F )
and
h1θ(F ) ≤ h1θ(E) ≤ h1θ(F ) + log |F/E|.
Proof. Indeed, if ϕ : E −→ F denotes the inclusion morphism, we have:
−ht(∧nE,∧nF , detϕK) = − d̂egE + d̂egF = log |F/E|.

Recall that, by definition, an Arakelov divisor
D := (
∑
i
nipi, (δσ)σ:K →֒C)
over SpecOK consists in a divisor
∑
i nipi in SpecOK and in a family, invariant under complex
conjugation, of [K : Q] real numbers (δσ)σ:K →֒C. It is effective if the divisor D and the δσ’s are
non-negative.
To D is attached a Hermitian line bundle
O(D) := (OK(D), (‖.‖σ)σ:K →֒C)
where OK(D) :=
∏
i pi
−ni and where the metric ‖.‖σ on OK(D)σ ≃ C is defined by ‖1‖σ := e−δσ .
The Arakelov degree of D is defined as:
d̂egD := d̂egO(D) =
∑
i
ni logNpi +
∑
σ
δσ.
Corollary 2.3.5. Let E be a Hermitian vector bundle over SpecOK .
1) For any effective Arakelov divisor D over SpecOK , we have
(2.3.11) 0 ≤ h0θ(E)− h0θ(E ⊗O(−D)) ≤ rkE. d̂egD.
2) For any δ in R+,
(2.3.12) 0 ≤ h0θ(E)− h0θ(E ⊗O(−δ)) ≤ rkE.[K : Q].δ.
Proof. 1) Let
E
′
:= E ⊗O(−D).
As D is effective, the module
E′ = E ⊗OK(−D) =
∏
i
p
ni
i E
is a OK-submodule of E, of the same rank rkE as E, and the inclusion morphism ϕ : E′ →֒ E has
Hermitian operator norms ‖ϕσ‖ = e−δσ ≤ 1.
Moreover, the norms of detϕK are easily computed:
‖ detϕK‖p = 1 if p /∈ {pi}i
= (Npi)
−rkE.ni if p = pi.
and, for every embedding σ : K →֒ C,
‖ detϕK‖σ = e−rkE.δσ .
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Therefore
h(∧rkEE′,∧rkEE, detϕK) = −rkE (
∑
i
ni logNpi +
∑
σ:K →֒C
δσ) = −rkE. d̂egD.
and (2.3.11) follows from (2.3.8) applied to the morphism ϕ in Hom≤1OK (E
′
, E).
2) The Hermitian line bundle OSpecOK (δ) is of the form O(D) for some effective Arakelov
divisor D of Arakelov degree d̂egD = [K : Q].δ (namely D := (0, (δσ)σ:K →֒C where δσ := δ for every
σ : K →֒ C). Therefore (2.3.12) follows from (2.3.11). 
2.4. The functions τ and η
To express the θ-invariants of Euclidean lattices of rank one, it will be convenient to introduce
the two functions
τ : R∗+ −→ R∗+ and η : R −→ R∗+
defined as follows.
For any x ∈ R∗+, we let:
τ(x) := log
∑
n∈Z
e−πxn
2
.
This definition may also be written:
τ(x) = h0θ(O(−
1
2
log x))
and that the Poisson formula (2.1.6) (or equivalently the Poisson-Riemann-formula (2.2.3)) applied
to O(− 12 log x) becomes:
(2.4.1) τ(x) = τ(x−1)− 1
2
log x.
Observe also that:
(2.4.2) τ(x) = 2e−πx +O(e−2πx) when x −→ +∞.
Together with the Poisson formula (2.4.1), this implies:
(2.4.3) τ(x) = −1
2
log x+ 2e−π/x +O(e−2π/x) when x −→ 0+.
For any t ∈ R, we also let
η(t) := τ(e2|t|).
It is a continuous non-increasing function of |t|. In particular, its maximal value is
max
t∈R
η(t) = η(0) = τ(1).
We shall denote this number by η. In other words,
η = h0θ(O) = logω,
where
ω :=
∑
n∈Z
e−πn
2
.
The number η is denoted by η(Q) in [vdGS00]. As explained in loc. cit., proof of Proposition 4,
the positive real number ω may be expressed as
ω =
π1/4
Γ(3/4)
.
Numerically, one finds:
ω = 1.0864348... and η = 0.0829015... .
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Moreover, according to (2.4.1), we have:
(2.4.4) η(t) := τ(e−2t)− t+,
or equivalently:
h0θ(O(t)) = t+ + η(t).
Actually, when |t| goes to +∞, η(t) converges very fast to zero. Indeed, according to (2.4.2,) we
have:
(2.4.5) η(t) = 2e−πe
2|t|
+O(e−2πe
2|t|
) when |t| −→ +∞.
Observe that this implies the existence of some constant c ∈ R∗+ such that, for any t ∈ R,
(2.4.6) η(t) ≤ ce−πe2|t| ,
or equivalently, such that for every x ∈ [1,+∞[
(2.4.7) τ(x) ≤ ce−πx.
An elementary computation shows that this holds as soon as
c ≥ 2(1 + e
−3π
1− e−5π ) = 2.0002...
For instance, we may choose c = 3.
2.5. Additivity. The θ-invariants of direct sums of Hermitian line bundles over SpecZ
As a direct consequence of their definition, the invariants h0θ and h
1
θ also satisfy the following
additivity property:
Proposition 2.5.1. For any two Hermitian vector bundles E and F over SpecOK ,
(2.5.1) hiθ(E ⊕ F ) = hiθ(E) + hiθ(F ), i = 0, 1.

If n denotes a positive integer and λ := (λ1, . . . , λn) an element of R
∗n
+ , we may consider
the Hermitian vector bundle V λ over SpecZ attached to the lattice Z
n in Rn equipped with the
Euclidean norm ‖.‖λ defined by
‖(x1, . . . , xn)‖2λ :=
n∑
i=1
λi x
2
i .
Clearly:
V λ ≃
⊕
1≤i≤n
O(−1
2
logλi).
The Arakelov degree and the θ-invariants of Vλ are easily computed, by using their additivity
(1.4.7) and (2.5.1) and the Poisson-Riemann-Roch formula (2.2.3):
Proposition 2.5.2. For any positive integer n and any λ ∈ R∗n+ , we have:
d̂eg V λ = −1
2
n∑
i=1
logλi, h
0
θ(V λ) =
n∑
i=1
τ(λi), and h
1
θ(V λ) =
n∑
i=1
(τ(λi) +
1
2
logλi).

These formula may be rewritten as follows, in terms of the function η:
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Proposition 2.5.3. For any positive integer n and any Hermitian line bundles L1, . . . , Ln over
SpecZ, we have:
d̂eg
n⊕
i=1
Li =
n∑
i=1
d̂egLi,
(2.5.2) h0θ(
n⊕
i=1
Li) =
n∑
i=1
( d̂eg+Li + η( d̂egLi))
and
(2.5.3) h1θ(
n⊕
i=1
Li) =
n∑
i=1
( d̂eg−Li + η( d̂egLi)).

We have denoted by d̂eg +Li and d̂eg
−Li the positive and negative parts of the real number
d̂egLi.
Observe the similarity of (2.5.2) and (2.5.3) with the expressions for the dimensions of the
coherent cohomology groups of a direct sum of line bundles over an elliptic curve.
2.6. The theta function θE and the first minimum λ1(E)
In this section, we consider Hermitian vector bundles over SpecZ — that is Euclidean lattices
— and we discuss some relations between their θ-invariants and the invariants classically associated
to them in geometry of numbers, such as their first minimum or their number of lattice points in
the unit ball.
Most of the contents of this section is due to Groenewegen ([Gro01]). We shall pursue our study
of the relations between θ-invariants and more classical invariants attached to Euclidean lattices in
Section 3.2 below, where we shall reformulate Banaszczyk’s results ([Ban93]). Notably, in 3.2.2, we
shall compare Groenewegen’s and Banaszczyk’s results relating the first minimum of some Euclidean
lattice with its θ-invariants.
2.6.1. The theta function θE. For any Hermitian vector bundle E := (E, ‖.‖) over SpecZ,
it will be convenient to consider the associated theta function, defined for any t in R∗+ by
θE(t) :=
∑
v∈E
e−πt‖v‖
2
.
We have, by the very definition of h0θ(E):
h0θ(E) = log θE(1).
Moreover, for any δ in R, if we denote O(δ) the Hermitian line bundle over SpecZ of Arakelov
degree d̂egO(δ) = δ (introduced in 1.1.3, supra), then
θE⊗O(δ)(t) =
∑
v∈E
e−πte
−2δ‖v‖2 = θE(e
−2δt).
Consequently
h0θ(E ⊗O(δ)) = log θE(e−2δ),
and, for any t ∈ R∗+,
log θE(t) = h
0(E ⊗O(−(log t)/2)).
In other words, log θE is a kind of “arithmetic Hilbert function” for the Hermitian vector bundle
E over SpecZ.
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Observe also that the classical functional equation for the theta function may be written :
(2.6.1) θE(t) = t
− 12 rkE(covolE)−1θE∨(t
−1),
or equivalently,
(2.6.2) log θE(t) = −
1
2
rkE. log t+ d̂egE + log θE∨(t
−1).
It is nothing but the Poisson-Riemann-Roch formula 2.2.3 for the Hermitian vector bundle E ⊗
O(−(log t)/2).
The theta function θE may be related to the “naive” counting function
NE : R+ −→ N
which controls the number of points in the Euclidean lattice E in balls centered at the origin. Indeed,
if we define, for every x ∈ R+,
NE(x) := |{v ∈ E | ‖v‖ ≤ x}|,
then the theta function θE is basically the Laplace transform of NE(
√
.):
Proposition 2.6.1. With the above notation, for every t ∈ R∗+, we have:
θE(t) = πt
∫ +∞
0
NE(
√
x)e−πtxdx.
Proof. Observe that, for any x ∈ R+,∑
v∈E
1[‖v‖2,+∞[(x) = NE(x).
Consequently we have:
θE(t) :=
∑
v∈E
e−πt‖v‖
2
=
∑
v∈E
πt
∫ +∞
0
1[‖v‖2,+∞[(x)e
−πtxdx
= πt
∫ +∞
0
NE(
√
x)e−πtxdx.
(The last equality follows, for instance, from Lebesgue monotone convergence theorem.) 
2.6.2. First minima of Euclidean lattices and θ-invariants. For any Hermitian vector
bundle of positive rank E := (E, ‖.‖) over SpecZ, we may consider the first of its successive minima:
λ1(E) := min {‖v‖, v ∈ E \ {0}} ,
and the number of its “short vectors”:
ν :=
∣∣{v ∈ E | ‖v‖ = λ1(E)}∣∣ .
These quantities are easily seen to control the asymptotic behaviour of θE(t) when t goes to
+∞, or equivalently the one of h0θ(E ⊗O(δ)) when δ goes to −∞. Indeed, when t goes to +∞,
θE(t) = 1 + νe
−πλ1(E)
2t +O(e−πλ
′2t),
for some λ′ > λ1(E). Consequently, for some positive ε,
log θE(t) = νe
−πλ1(E)
2t(1 +O(e−εt)) when t goes to +∞,
and
(2.6.3) h0θ(E ⊗O(δ)) = νe−πλ1(E)
2e−2δ (1 +O(e−εe
−2δ
)) when δ goes to −∞.
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It is actually possible to derive an explicit upper bound on h0θ(E) in terms of λ1(E), namely:
Proposition 2.6.2. For any Euclidean lattice E of positive rank n and of first minimum λ :=
λ1(E), the following estimates hold:
(2.6.4) h0θ(E) ≤ eh
0
θ(E) − 1 ≤ C(n, λ),
where
(2.6.5) C(n, λ) := 3n(πλ2)−n/2
∫ +∞
πλ2
un/2e−udu.
Moreover, if λ > (n/2π)1/2,
(2.6.6) C(n, λ) ≤ 3n
(
1− n
2πλ2
)−1
e−πλ
2
.

This Proposition is a slightly improved version of Proposition 4.4 in [Gro01], and we will follow
Groenewegen’s arguments — based on the expression of the theta function θE as a Laplace transform
of NE(
√
.) — with minor modifications.
Observe that the estimates (2.6.4) and (2.6.6) applied to E⊗O(δ), compared with the asymptotic
expression (2.6.3) when δ goes to −∞ show that ν ≤ 3n. Actually, it is classically known1 that
ν ≤ 2(2n − 1).
Observe also that, if we define λ˜ by
λ1(E) =
√
n
2π
λ˜,
the upper bounds (2.6.4)-(2.6.6) may be written:
h0θ(E) ≤ (1− λ˜−2)−1
(
3e−λ˜
2/2
)n
when λ˜ > 1.
Lemma 2.6.3 (cf. [Gro01], Lemma 4.2). With the notation of Proposition 2.6.2, for any x in
R+, we have:
(2.6.7) NE(x) ≤
(
2x
λ
+ 1
)n
.
Consequently, for any x in [λ,+∞[,
(2.6.8) NE(x) ≤
(
3x
λ
)n
.
Proof. For any P ∈ ER and any r ∈ R+, let us denote by
◦
B(P, r) the open ball of center P
and radius r in the normed vector space (ER, ‖.‖).
For any two points v and w of E, we have:
v 6= w =⇒
◦
B (v, λ/2) ∩
◦
B (w, λ/2) = ∅.
Consequently
∑
v∈E,‖v‖≤x
λ(
◦
B (v, λ/2)) = λE
 ⋃
v∈E,‖v‖≤x
◦
B (v, λ/2)
 ≤ λ( ◦B (0, x+ λ/2)).
1since each “short vector” of E is also a facet vector — that is, a vector v in E \ {0} such that the Voronoi
domains of 0 and v have a non-empty intersection of dimension n− 1 — and, as shown by Minkowski, the number of
facet vectors of a Euclidean lattice of rank n is at most 2(2n − 1).
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If vn denotes the volume of the n-dimensional unit ball, this estimate may be written:
vnNE(x)(λ/2)
n ≤ vn(x+ λ/2)n.
This is clearly equivalent to (2.6.7). 
Lemma 2.6.4. For any positive integer n and any β ∈]n/2,+∞[, we have∫ +∞
β
un/2 e−u du ≤ (1− n
2β
)−1 βn/2 e−β.
Proof. The derivative n2u − 1 of n2 log u− u is bounded from above by n2β − 1 when u belongs
to [β,+∞[. Therefore, for any u in this interval:
n
2
log u− u ≤ (n
2
log β − β) + (u− β)( n
2β
− 1).
Consequently, we have:∫ +∞
β
un/2 e−u du =
∫ +∞
β
exp(
n
2
log u− u) du
≤ exp(n
2
log β − β)
∫ +∞
β
e−(1−n/2β)(u−β) du = exp(
n
2
log β − β) (1 − n/2β)−1.

Proof of Proposition 2.6.2. From the definition of h0θ(E), Proposition 2.6.1, and the fact
that
NE(x) = 1 if x ∈ [0, λ[,
we get:
eh
0
θ(E) − 1 = θE(1)− 1 = π
∫ +∞
0
[NE(
√
x)− 1]e−πx dx
≤
∫ +∞
πλ2
NE(
√
u/π)e−u du.(2.6.9)
Moreover, the upper bound (2.6.8) on NE over [λ,+∞[ shows that∫ +∞
πλ2
NE(
√
u/π)e−u du ≤
(
3
λ
√
π
)n ∫ +∞
πλ2
un/2e−udu.
This establishes (2.6.4). Finally (2.6.6) follows from the integral estimate in Lemma 2.6.4,
applied with β = πλ2. 
By duality, the upper-bound on h0θ(E) in terms of λ1(E) in Proposition 2.6.2 may be used to
derive an upper bound on h1θ(E) := h
0
θ(E
∨
) in terms of the last of its successive minima, namely
λrkE(E) := min{r ∈ R+ | B(0, r) ∩ E contains a basis of ER}.
Indeed, for any Euclidean lattice E of positive rank, we have:
λ1(E
∨
).λrkE(E) ≥ 1.
(Consider a “short vector” ξ of E∨, such that ‖ξ‖E∨ = λ1(E∨), and some element v in
B(0, λrkE(E)) ∩ E
such that < ξ, v > 6= 0 and observe that, since < ξ, v > is an integer,
1 ≤ | < ξ, v > | ≤ ‖ξ‖E∨‖v‖E ≤ λ1(E
∨
).λrkE(E).)
We therefore immediately derive from Proposition 2.6.2:
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Corollary 2.6.5. For an Euclidean lattice of positive rank E and of last minimum λn(E), the
following estimate holds:
(2.6.10) h1θ(E) ≤ eh
1
θ(E) − 1 ≤ C(n, λn(E)−1),
where C(n, .) is defined by (2.6.5).
Moreover, if
λ˜n :=
√
n
2π
λn(E) < 1,
then
(2.6.11) C(n, λn(E)
−1) ≤ (1− λ˜2n)−1
(
3 e−λ˜
−2
n /2
)n
.

2.7. Application to Hermitian line bundles
Let L be a Hermitian line bundle over SpecOK .
2.7.1. The first minimum of the direct image of a Hermitian line bundle. The direct
image π∗L is an Euclidean lattice of rank n := [K : Q] over SpecZ. Its first minimum λ1(π∗L)
admits a simple lower bound in terms of the normalized Arakelov degree
d̂egn L :=
1
[K : Q]
d̂egL
of L. Indeed, as shown in [Gro01], Lemma 7.1, or [BK10], Proposition 3.3.1, we have:
(2.7.1)
λ1(E)
2
n
≥ e−2d̂egn L.
In particular, we have:
(2.7.2) d̂egn L <
1
2
log(2π) =⇒ λ1(E)
2
n
>
1
2π
.
Therefore, for any Hermitian line bundle satisfying d̂egn L < (1/2) log(2π), we may apply Proposition
2.6.2 and derive an upper bound on h0θ(L) := h
0
θ(π∗L).
2.7.2. Hermitian line bundles of negative degree. For instance, when d̂egL ≤ 0, from
(2.7.1) we obtain:
λ1(E)
2 ≥ n,
and the upper bounds (2.6.4) and (2.6.6) become:
(2.7.3) eh
0
θ(L) − 1 ≤ 3n(1 − 1/2π)−1e−πλ1(E)2 .
By using (2.7.1) again, we finally obtain the following minor variant of [Gro01], Proposition 7.2
(which, in a slightly less precise form, already appears as Corollary 1 to Proposition 2 in [vdGS00]):
Proposition 2.7.1. For any Hermitian line bundle L over SpecOK such that d̂egL ≤ 0, we
have:
(2.7.4) h0θ(L) ≤ 3[K:Q](1− 1/2π)−1 exp
(
−π[K : Q]e−2d̂egn L
)
.
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The right-hand side of (2.7.4) is always ≤ 1, and actually goes to zero when [K : Q] or − d̂egL
goes to +∞. Indeed, from (2.7.4), we immediately obtain:
(2.7.5) h0θ(L) ≤ c[K:Q] exp
(
−π[K : Q](e−2d̂egn L − 1)
)
,
where
c :=
3e−π
1− 1/2π = 0.154180...
2.7.3. Hermitian line bundles of positive degree.
Proposition 2.7.2. There exists c ∈]0, 1[ such that, for any number field K and any Hermitian
line bundle L over SpecOK such that d̂egL ≥ 0, we have:
(2.7.6) h0θ(L) ≤ c[K:Q] + d̂egL.
The proof will show that we may choose the same constant c as in (2.7.5).
Clearly Proposition 2.7.2 establishes the validity, for any Hermitian line bundle of non-negative
degree over SpecOK , of the following inequality, familiar in a geometric context:
(2.7.7) h0θ(L) ≤ 1 + d̂egL.
Proposition 2.7.2 improves on [Gro01], Proposition 7.3, where a similar upper bound on h0θ(L)
is established, with a constant of the order of (1/2)[K : Q] log[K : Q] instead of c[K:Q].
Proof of Proposition 2.7.2. When d̂egL = 0, the estimate (2.7.6) takes the form
h0θ(L) ≤ c[K:Q]
and follows from (2.7.5). To derive the general validity of (2.7.6) from this special case, we may use
the inequality (2.3.11) established in Corollary 2.3.5.
Indeed, if L is a Hermitian line bundle over SpecOK of non-negative Arakelov degree and if
δ = d̂egn L := [K : Q]
−1 d̂egL,
then the Hermitian line bundle O(δ) satisfies d̂egO(δ) = d̂egL. Therefore d̂eg (L ⊗ O(−δ)) = 0
and, according to the special case above,
(2.7.8) h0θ(L⊗O(−δ)) ≤ c[K:Q].
Besides, according to (2.3.12),
(2.7.9) h0θ(L) ≤ h0θ(L⊗O(−δ)) + [K : Q]δ.
The inequality (2.7.6) follows from (2.7.8) and (2.7.9). 
2.7.4. A scholium. For later reference, we spell out the following straightforward consequences
of the upper-bounds on h0θ(L) established in the previous paragraphs:
Proposition 2.7.3. For any Hermitian line bundle L over SpecOK and any t ∈ R such that
d̂egL ≤ t, we have :
h0θ(L) ≤ 1 + t if t ≥ 0,
and
h0θ(L) ≤ exp
(
−π[K : Q](e−2t/[K:Q] − 1)
)
≤ exp(2πt) if t ≤ 0.

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These estimate may be seen as an arithmetic counterpart of the basic “Riemann inequality”:
(2.7.10) h0(C,L) := dimk Γ(C,L) ≤ (1 + degC L)+,
valid for any line bundle L over some smooth, projective, geometrically connected curve C over some
field k, of degree
degC L := degk c1(L).[C],
2.8. Subadditivity of h0θ and h
1
θ
2.8.1. The basic subadditivity property.
Proposition 2.8.1. For any admissible short exact sequence of Hermitian vector bundles over
the arithmetic curve SpecOK
(2.8.1) E : 0 −→ E i−→ F p−→ G −→ 0,
the following inequality holds:
(2.8.2) hθ(E) := h0θ(E)− h0θ(F ) + h0θ(G) ≥ 0.
Moreover equality holds in (2.8.2) if and only if the admissible short exact sequence (2.8.1) is
split.
Observe that the additivity of the Arakelov degree in short exact sequences (1.4.7), together
with the Poisson-Riemann-Roch formula (2.2.6) shows that
(2.8.3) h1θ(E)− h1θ(F ) + h1θ(G) = h0θ(E)− h0θ(F ) + h0θ(G).
In particular, Proposition 2.8.1 also holds with h0θ replaced by h
1
θ.
2.8.2. Proof of Proposition 2.8.1. When OK = Z, Proposition 2.8.1 appears in Quillen
Notebooks [Qui] in the entry of 26/04/1973, and is established as Lemma 5.3 in [Gro01].
The inequality (2.8.2) actually follows from the following lemma, of independent interest, which
may be seen as a “pointwise version” of (2.8.2) and will play a key role in deriving the main results
of this monograph (notably to establish Lemma 7.5.1, crucial to the proof of Theorem 7.1.1 infra):
Lemma 2.8.2. Consider an admissible short exact sequence of Hermitian vector bundles over
SpecZ,
0 −→ E i−→ F p−→ G −→ 0.
Then, for any g ∈ G, its preimage p−1(g) in F satisfies:
(2.8.4)
∑
f∈p−1(g)
e−π‖f‖
2
F ≤ e−π‖g‖2G
∑
e∈E
e−π‖e‖
2
E .
Indeed, by summing (2.8.4) over g ∈ G, we get the inequality:∑
f∈F
e−π‖f‖
2
F ≤
∑
g∈G
e−π‖g‖
2
G .
∑
e∈E
e−π‖e‖
2
E .
Taking the logarithms, this establishes (2.8.2) when OK = Z. The case of a general number field K
follows from this special case, applied to the admissible short exact sequence over SpecZ deduced
from (2.8.1) by taking its direct image on SpecZ.
Proof of Lemma 2.8.2. Let us denote by s⊥ : GR −→ FR the orthogonal splitting of the
surjective linear map pR : FR −→ GR. (Its image is the orthogonal complement (ker pR)⊥ of ker pR
in FR, defined by means of the Euclidean structure on FR attached to ‖.‖F .)
We may choose an element f0 in p
−1(g). Then we have:
p−1(g) = f0 + i(E).
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The element f0− s⊥(g) of FR belongs to ker pR = im iR, and may be written iR(δ) for some (unique)
element δ of ER. Then, for any e ∈ E, we have
‖f0 + i(e)‖2F = ‖s⊥(g) + i(δ + e)‖2F = ‖g‖2G + ‖δ + e‖2E .
Together with (2.1.7) (applied to V = E and x = δ), this shows that∑
f∈p−1(g)
e−π‖f‖
2
F =
∑
e∈E
e−π(‖g‖
2
G
+‖δ+e‖2
E
) ≤ e−π‖g‖2G
∑
e∈E
e−π‖e‖
2
E .

To complete the proof of Proposition 2.8.1, we are left to show that equality holds in (2.8.2) if
and only if the admissible short exact sequence (2.8.1) over SpecOK is split.
Observe that, according to Proposition 1.4.2,
π∗E : 0 −→ π∗E i−→ π∗F p−→ π∗G −→ 0
is an admissible extension of Hermitian vector bundles over SpecZ, and is split (over SpecZ) if and
only if E is split (over SpecOK). Moreover, by the very definition of h0θ, we have:
hθ(E) = h0θ(E)− h0θ(F ) + h0θ(G)
= h0θ(π∗E)− h0θ(π∗F ) + h0θ(π∗G)
= hθ(π∗E).
Therefore, to complete the proof of Proposition 2.8.1, we may assume that SpecOK = SpecZ.
In this case, it will follow from an analysis of the equality case in the above arguments.
To expound this analysis, it is convenient to introduce the following definition. Under the
assumption that OK = Z, for every T in
HomC(GC, EC)
F∞ ≃ HomZ(G,E)⊗ R ≃ HomR(GR, ER),
we define:
(2.8.5) GextÊ,Ĝ(T ) :=
∑
(e,g)∈E×G
e−π(‖e−T (g)‖
2
E
+‖g‖2
G
).
The proof of Proposition 2.8.1 is now completed by the following Proposition, the formulation of
which uses the formalism of arithmetic and admissible extensions recalled in Subsections 1.4.4–1.4.6:
Proposition 2.8.3. For every T ∈ HomR(GR, ER) the class of which in Êxt
1
Z(G,E) coincides
with the class of the admissible extension E, the following equality holds:
(2.8.6) exp(−hθ(E)) =
GextE,G(T )
GextE,G(0)
.
Moreover we have:
(2.8.7) GextE,G(T ) = covol(E)
∑
(e∨,g)∈E∨×G
e−π(‖e
∨‖2
E∨
+‖g‖2
G
)e2πi〈e
∨⊗g,T 〉.
and
(2.8.8) 0 < GextE,G(T ) ≤ GextE,G(0),
and the equality GextE,G(T ) = GextE,G(0) holds if and only if T belongs to HomZ(G,E).
In the right side of (2.8.7), e∨⊗ g belongs to E∨ ⊗G and T to
HomR(GR, ER) ≃ G∨R ⊗R ER ≃ (G∨ ⊗ E)R,
and their pairing 〈e∨⊗ g, T 〉 is equal to the real number e∨(T (g)).
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Proof. From the very definition of GextE,G(T ), we get:
h0θ(E ⊕G
T
) = logGextE,G(T ).
In particular:
h0θ(E) + h
0
θ(G) = logGextE,G(0).
The relation (2.8.6) follows from these two equalities.
The equality (2.8.7) follows from the Poisson formula (2.1.4) applied to V = E and x = T (g).
The inequality GextE,G(T ) > 0 is clear, and the inequality GextE,G(T ) ≤ GextE,G(0) follows
from (2.8.7).
Finally the expression (2.8.7) for GextE,G(T ) shows that, for any T in
HomR(GR, ER) ≃ HomZ(G,E)⊗Z R,
the following conditions are successively equivalent:
(1) GextE,G(T ) = GextE,G(0);
(2) for any (e∨, g) ∈ E∨ ×G, e2πi〈e∨⊗g,T 〉 = 1;
(3) for any (e∨, g) ∈ E∨ ×G, 〈e∨⊗ g, T 〉 ∈ Z;
(4) T belongs to G∨ ⊗ E ≃ HomZ(G,E). 
2.8.3. The average value of exp(−hθ(E)). Proposition 2.8.3 not only makes clear the non-
negativity of hθ(E). It also allows us to compute its “geometric average” over the arithmetic extension
group Êxt
1
Z(G,E).
The group
Êxt
1
Z(G,E) ≃ HomZ(G,E) ⊗Z R/Z
has indeed a natural structure of compact Lie group (it is a “compact torus” of dimension rkE.rkF )
and, as such, is equipped with a canonical Haar measure, normalized by the condition∫
Êxt
1
Z(G,E)
dµ = 1.
Proposition 2.8.4. Let E and G be two Hermitian vector bundles over SpecZ. For any T ∈
HomR(GR, ER), let [T ] denote its class in Êxt
1
Z(G,E) and let
E(T ) : 0 −→ E i−→ E ⊕GT p−→ G −→ 0
be the associated admissible extension of class [T ] (see 1.4.6 and (1.4.10) supra).
Then we have:
(2.8.9)
∫
[T ]∈Êxt
1
Z(G,E)
e−hθ(E(T )) dµ([T ]) = 1−
(
1− e−h1θ(E)
)(
1− e−h0θ(G)
)
.
Proof. According to (2.8.6), we have:
(2.8.10)
∫
[T ]∈Êxt
1
Z(G,E)
e−hθ(E(T )) dµ([T ]) = GextE,G(0)
−1
∫
[T ]∈Êxt
1
Z(G,E)
GextE,G(T ) dµ([T ]).
Moreover, from (2.8.7), we get:
GextE,G(0) = covol(E)
∑
(e∨,g)∈E∨×G
e−π(‖e
∨‖2
E∨
+‖g‖2
G
)(2.8.11)
= covol(E) eh
1
θ(E) eh
0
θ(G),(2.8.12)
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and ∫
[T ]∈Êxt
1
Z(G,E)
GextE,G(T ) dµ([T ]) = covol(E)
∑
(e∨ ,g)∈E∨×G
e∨⊗g=0
e−π(‖e
∨‖2
E∨
+‖g‖2
G
)
∫
[T ]∈Êxt
1
Z(G,E)
GextE,G(T ) dµ([T ]) = covol(E)
∑
(e∨,g)∈E∨×G
e∨⊗g=0
e−π(‖e
∨‖2
E∨
+‖g‖2
G
)(2.8.13)
= covol(E)
 ∑
e∨∈E∨
e−π‖e
∨‖2
E∨ +
∑
g∈×G
e−π‖g‖
2
G − 1
(2.8.14)
= covol(E)
(
eh
1
θ(E) + eh
0
θ(G) − 1
)
.(2.8.15)
Formula (2.8.9) follows from (2.8.10), (2.8.11) and (2.8.13). 
Corollary 2.8.5. There exists an admissible extension E of Ĝ by Ê such that
hθ(E) > − log
[
1−
(
1− e−h1θ(E)
)(
1− e−h0θ(G)
)]
.

CHAPTER 3
Geometry of numbers and θ-invariants
In this chapter, we pursue our study of the invariants hiθ(E) attached to some Hermitian vector
bundle E over some arithmetic curve SpecOK . We focus on the basic situation when OK = Z —
that is, when E is an Euclidean lattice — and we relate the θ-invariants h0θ(E) and h
1
θ(E) to various
invariants of E classically considered in geometry of numbers.
The results of the present chapter will not be used in the next chapters of this monograph.
They are intended to clarify the meaning of the θ-invariants from the perspective of the theory of
Euclidean lattices, and their proofs will combine three lines of thought:
(i) The methods introduced by Banaszczyk in his work [Ban93] to establish “transference
inequalities”, relating invariants of Euclidean lattices and of their dual lattices, with essentially
optimal constants1.
(ii) An extended version of Crame´r’s theory of large deviations, valid on some measure space of
infinite total mass. This theory is presented in Appendix A, and the reader will find a self-contained
summary of its results required for our study of Euclidean lattices in Section A.5, where they are
stated in a form that emphasizes their relations with the formalism of statistical physics.
(iii) Siegel’s mean value theorem and its use for showing the existence of Euclidean lattices with
remarkable density properties (a` la Minkowski-Hlawka) by probabilistic arguments.
As explained in the introduction, Banaszczyk’s techniques allows us to establish notably that
the invariants h0θ(E) and h
0
Ar(E) of some Euclidean lattices E differ by some error term bounded in
terms of the rank of E only (see (0.2.1) and Theorem 3.1.1). Although these techniques have been
developed independently, they constitute a tool of choice in the study of the θ-invariants. Conversely,
the use of θ-invariants shed some light on Banaszczyk’s arguments and, in Section 3.2, we give a
self-contained presentation of some of the most important results in [Ban93] from this perspective.
The large deviation theorems in Appendix A admit as consequences the duality relations (0.2.3)
and (0.2.4) between the asymptotic invariant h˜0Ar(E, t) and the function log θE . Moreover their
thermodynamical interpretation leads us to the expression
(3.0.1) h˜0Ar(E1 ⊕ E2, t) = max
t1,t2>0
t1+t2=t
(
h˜0Ar(E1, t1) + h˜
0
Ar(E2, t2)
)
.
for the asymptotic invariant h˜0Ar(E1 ⊕ E2, t) attached to the direct sum E1 ⊕ E2 of two Euclidean
lattices E1 and E2. Formula (3.0.1) may actually be understood as an avatar of the second law of
thermodynamics (see Proposition 3.4.6).
The probabilistic arguments based on Siegel’s theorem mean value theorem will notably establish
the existence, for any (n, δ) in N≥2 × R, of some Euclidean lattice E of rank n and degree δ such
that
h0θ(E) < log(1 + e
δ).
1See [Gas99], Section 3, for an early application of these methods to Arakelov geometry. Banasczyk results
have played an important role in lattice-based cryptography, and we refer the reader to [MR07] and [TLX14] for
improvements and applications of the original results in [Ban93] related to lattice-based cryptography, and for further
references.
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These probabilistic arguments will also show that the constants in diverse comparison estimates
established in this section are essentially optimal.
3.1. Comparing h0θ and h
0
Ar
3.1.1. The invariants h0Ar(E), h
0
Ar−(E), and h
0
Bl(E). Following [GS91], we define:
h0Ar(E) := log |{v ∈ E | ‖v‖ ≤ 1}|.
This definition is motivated by the classical philosophy in Arakelov geometry (see for instance
[Man85], Section 2.3) according to which the finite set
{v ∈ E | ‖v‖ ≤ 1}
should be interpreted as the “global sections” of the Hermitian vector bundle E over SpecZ “com-
pleted” by its archimedean place.
It turns out that the invariant h0Ar(E), defined as above as the logarithm of the number of points
in the unit ball of the Euclidean lattice E, and the θ-invariant h0θ(E) coincide up to an error term
bounded in function of rkE only:
Theorem 3.1.1. For any Euclidean lattice of positive rank E, we have:
(3.1.1) h0θ(E)−
1
2
rkE. log rkE + log(1− 1/2π) ≤ h0Ar(E) ≤ h0θ(E) + π.
We shall actually establish a slightly stronger version of the first inequality in (3.1.1), namely2:
(3.1.2) h0Ar−(E) := log |{v ∈ E | ‖v‖ < 1}| ≥ h0θ(E) + log(1− 1/2π)−
1
2
rkE. log rkE.
Together with the “Riemann inequality” over SpecZ (2.3.2), inequality (3.1.2) entails the fol-
lowing strengthened variant of Minkowski’s First Theorem:
h0Ar−(E) ≥ log(1− 1/2π)−
1
2
rkE. log rkE + d̂egE.
Corollary 3.1.2. For any Euclidean lattice of positive rank E,
λ1(E) ≥ 1 =⇒ h0θ(E) ≤ − log(1− 1/2π) +
1
2
rkE. log rkE.
Proof. The condition λ1(E) ≥ 1 is equivalent to the equality h0Ar−(E) = 0. 
Observe that, from Proposition 2.6.2, we also obtain a lower bound on h0θ(E) for any Euclidean
lattice E with n := rkE > 0 and λ1(E) ≥ 1, namely:
h0θ(E) ≤ log(1 + C(n, 1)) = log
(
1 + (3/
√
π)n
∫ +∞
π
un/2e−u du
)
.
This estimate is slightly weaker than the one in Corollary 3.1.2. Indeed, when n goes to +∞, its
right hand side is of the form 12n. logn+ α.n+ o(n) with α > 0.
We may also introduce a variant a` la Blichfeldt of h0Ar(E), namely
h0Bl(E) := log max
x∈ER
|{v ∈ E | ‖v − x‖ ≤ 1}|
(see Subsection 3.3.2 infra). It is straightforward that
h0Ar−(E) ≤ h0Ar(E) ≤ h0Bl(E),
and we shall establish the following strengthening of the second inequality in (3.1.1):
2Since h0Ar−(E) = h
0
Ar(E ⊗ O(−ε)) for any small enough ε in R
∗
+, (3.1.2) actually follows from (3.1.1) applied
to E ⊗O(−ε), by taking the limit ε→ 0+.
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Proposition 3.1.3. For any Euclidean lattice of positive rank E, we have:
(3.1.3) h0Bl(E) ≤ h0θ(E) + π.
Here is an elementary consequence of Theorem 3.1.1 and Proposition 3.1.3 which does not seem
to appear in the literature:
Corollary 3.1.4. For any Euclidean lattice of positive rank E,
h0Bl(E) ≤ π − log(1− 1/2π) +
1
2
rkE. log rkE + h0Ar−(E).

3.1.2. Proof of Proposition 3.1.3 and Theorem 3.1.1. To prove Proposition 3.1.3, namely
that
h0Bl(E) ≤ h0θ(E) + π,
we simply observe that, from the very definition of h0θ(E) and the inequality (2.1.7), we have, for
any x ∈ ER,
h0θ(E) = log
∑
v∈E
e−π‖v‖
2 ≥ log
∑
v∈E
e−π‖v−x‖
2 ≥ log
∑
v∈E,‖v−x‖≤1
e−π‖v−x‖
2
and that the last sum is at least
e−π.|{v ∈ E | ‖v − x‖ ≤ 1}|.
The second inequality in (3.1.1), namely h0Ar(E) ≤ h0θ(E)+π, follows from the special case x = 0
(which does not request the use of (2.1.7)) of the previous argument.
We split the proof of (3.1.2) in a succession of auxiliary statements, of independent interest.
The following assertions are variants of results in [Ban93], Section 1.
Lemma 3.1.5. 1) The expression log θE(t) defines a decreasing function of t in R
∗
+, and the
expression
(3.1.4) log θE(t) +
1
2
rkE. log t
an increasing function of t in R∗+.
2) We have:
(3.1.5)
∑
v∈E
‖v‖2e−πt‖v‖2 ≤ rkE
2πt
∑
v∈E
e−πt‖v‖
2
.
3) For any t and r in R∗+, we have:
(3.1.6)
∑
v∈E,‖v‖<r
e−πt‖v‖
2 ≥
(
1− rkE
2πtr2
)∑
v∈E
e−πt‖v‖
2
.
Proof. The first assertion in 1) is clear. According to the Functional Equation (2.6.2), the
expression (3.1.4) may also be written
d̂egE + log θE∨(t
−1),
and consequently defines an increasing function of t. (This fact is also a reformulation of Lemma
2.3.5 in the special case K = Q.) The inequality (3.1.5) may also be written
− 1
π
dθE(t)
dt
≤ rkE
2πt
θE(t),
and simply expresses that the derivative of (3.1.4) is non-negative.
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To establish the inequality (3.1.6), we combine the straightforward estimate∑
v∈E,‖v‖≥r
e−πt‖v‖
2 ≤ 1
r2
∑
v∈E
‖v‖2e−πt‖v‖2
with (3.1.5). This yields: ∑
v∈E,‖v‖≥r
e−πt‖v‖
2 ≤ rkE
2πtr2
∑
v∈E
e−πt‖v‖
2
,
or equivalently, ∑
v∈E,‖v‖<r
e−πt‖v‖
2 ≥
(
1− rkE
2πtr2
)∑
v∈E
e−πt‖v‖
2
.

From (3.1.6) with r = 1, we obtain that, for any t > rkE/2π, we have:
h0Ar−(E) ≥ log(1− rkE/(2πt)) + log θE(t).
Using also that, for any t ≥ 1,
log θE(t) ≥ log θE(1)−
1
2
rkE. log t,
we finally obtain:
Proposition 3.1.6. For any t ≥ min(1, rkE/2π), we have
h0Ar−(E) ≥ log(1− rkE/(2πt))−
1
2
rkE. log t+ h0θ(E).
Notably we may choose t = rkE, and then we obtain3:
h0Ar−(E) ≥ log(1− 1/2π)−
1
2
rkE. log rkE + h0θ(E).
This establishes the inequality (3.1.2).
3.2. Banaszczyk’s estimates and θ-invariants
In the next paragraphs, we want to discuss in more details the relation between Banaszczyk’s
celebrated results in geometry of numbers ([Ban93]; see also [MR07] and [TLX14] for some recent
developments) and the properties of θ-invariants.
This relation already appeared in the derivation of the estimates relating the invariants h0θ(E),
h0Ar(E) and h
0
Bl(E) in Subsection 3.1.2.
3.2.1. Banaszczyk’s key estimate. The starting point of Banaszczyk results is arguably the
following estimate, which actually is a simple consequence of the increasing character of the function
log θE(t) +
1
2 rkE. log t established in Lemma 2.3.5 and Lemma 3.1.5, 2):
Lemma 3.2.1. Let E be an Euclidean lattice of positive rank n, and let x an element of ER.
For any r ∈ R+ and any t ∈]0, 1], we have:
(3.2.1)
∑
v∈E,‖v−x‖≥r
e−π‖v−x‖
2 ≤ t−n/2e−π(1−t)r2
∑
v∈E
e−π‖v‖
2
.
3The “optimal” choice of t in terms of n := rkE would be t = (n + 2)/2π. This choice leads to the slightly
stronger estimate: h0Ar−(E) ≥ −
n+2
2
log n+2
2pi
− log π + h0θ(E).
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Proof. We have:∑
v∈E,‖v−x‖≥r
e−π‖v−x‖
2
=
∑
v∈E,‖v−x‖≥r
e−π(1−t)‖v−x‖
2
e−πt‖v−x‖
2
≤ e−π(1−t)r2
∑
v∈E,‖v−x‖≥r
e−πt‖v−x‖
2
≤ e−π(1−t)r2
∑
v∈E
e−πt‖v‖
2
(3.2.2)
≤ e−π(1−t)r2t−n/2
∑
v∈E
e−π‖v‖
2
.(3.2.3)
Indeed, the inequality (3.2.2) follows from (2.1.7), and (3.2.3) from the inequality
log θE(t) +
n
2
log t ≤ log θE(1).

Clearly the inequality (3.2.1) is significant only for values of r such that
inf
t∈]0,1]
t−n/2e−π(1−t)r
2 ≤ 1.
An elementary computation shows that this holds precisely when r ≥ √ n2π , and that, when this
holds, if we write
r =
√
n
2π
r˜
with r˜ in [1,+∞[, then the minimum of t−n/2e−π(1−t)r2 over ]0, 1] is achieved for t = tmin := r˜−2,
and takes the value
t
−n/2
min e
−π(1−tmin)r
2
= [r˜e−(1/2)(r˜
2−1)]n.
It is straightforward that this minimum [r˜e−(1/2)(r˜
2−1)]n is a decreasing function of r˜ ∈ [1,+∞[,
which takes the value 1 when r˜ = 1.
These elementary considerations show that Lemma 3.2.1 may be reformulated in the following
version, better suited to applications:
Proposition 3.2.2. Let E be an Euclidean lattice of positive rank n, and let x an element of
ER. For every element r˜ in [1,+∞[, if we let
r =
√
n
2π
r˜,
then we have:
(3.2.4)
∑
v∈E,‖v−x‖≥r
e−π‖v−x‖
2 ≤ [r˜e−(1/2)(r˜2−1)]n
∑
v∈E
e−π‖v‖
2
.

3.2.2. Application: first minimum and θ-invariants. The special case of (3.2.4) where
x = 0 has already the following non-trivial consequence:
Corollary 3.2.3. Let E be an Euclidean lattice of positive rank n, and of first minimum
λ1(E) ≥
√
n/2π.
If we define λ˜ in [1,+∞[ by the relation:
λ1(E) =
√
n
2π
λ˜,
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then the following inequality holds:
(3.2.5) h0θ(E) ≤ log(1− [λ˜e−(1/2)(λ˜
2−1)]n)−1.
and
(3.2.6) eh
0
θ(E) − 1 ≤ [λ˜e
−(1/2)(λ˜2−1)]n
1− [λ˜e−(1/2)(λ˜2−1)]n .
Proof. By applying (3.2.4) to x = 0 and r = λ1(E), we get:∑
v∈E
e−π‖v‖
2 − 1 =
∑
v∈E,‖v‖≥λ1(E)
e−π‖v‖
2 ≤ [λ˜e−(1/2)(λ˜2−1)]n
∑
v∈E
e−π‖v‖
2
.
This establishes the inequality
eh
0
θ(E) − 1 ≤ [λ˜e−(1/2)(λ˜2−1)]neh0θ(E),
which in turn is equivalent to (3.2.5) and (3.2.6). 
We may compare the upper-bound (3.2.6) on h0θ(E) in terms of the first minimum λ1(E),
assumed to be > (n/2π)1/2, obtained by means of Banaszczyk’s methods, with the upper-bound
derived in Proposition 2.6.2 by using Groenewegen’s argument, namely:
(3.2.7) eh
0
θ(E) − 1 ≤ 3n
(
1− n
2πλ1(E)2
)−1
e−πλ1(E)
2
.
To achieve this comparison, observe that
(3.2.8) [λ˜e−(1/2)(λ˜
2−1)]n =
( n
2πe
)−n/2
λ1(E)
ne−πλ1(E)
2
.
This shows that, when λ1(E) goes to +∞, Groenewegen’s bound (3.2.7) is better than (3.2.6) by a
factor
3n
( n
2πe
)n/2
λ1(E)
−n =
(
3√
e
)n
λ˜−n.
Besides, for any fixed value of n, Groenewegen’s bound is also better than Banascszyk’s when
λ1(E) goes to (n/2π)
1/2. However, when λ1(E) =
√
n/2 or equivalently λ˜ =
√
π, Banascszyk’s
bound improves on Groenewegen’s one by a factor
(1− π−1)−1
(πe
9
)n/2
when n goes to infinity. (Observe that πe/9 = 0.9488... < 1.)
3.2.3. Covering radius and Banaszczyk’s transference estimate. At this stage, we can
easily recover Banaszczyk’s transference estimate relating the first minimum and the covering radius
of some Euclidean lattice and of its dual.
Recall that the covering radius of an Euclidean lattice E of positive rank is defined as the
positive real number
ρ(E) := max
x∈ER
min
v∈E
‖v − x‖ = inf
{
r ∈ R+ |
⋃
v∈E
◦
B(v, r) = ER
}
and that Banaszczyk’s transference estimate is the second estimate in the following proposition:
Proposition 3.2.4 ([Ban93], Theorem 2.2). For any Euclidean lattice E of positive rank n,
we have:
1/2 ≤ ρ(E)λ1(E∨) ≤ n/2.
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The first inequality 1/2 ≤ ρ(E).λ1(E∨) is elementary4. To establish the second one, we first
derive another corollary of Proposition 3.2.2:
Corollary 3.2.5. Let E be an Euclidean lattice of positive rank n, and of covering radius
ρ(E) ≥√n/2π.
If we define ρ˜ in [1,+∞[ by the relation
ρ(E) =
√
n
2π
ρ˜,
then there exists x in ER such that
(3.2.9)
∑
v∈E e
−π‖v−x‖2∑
v∈E e
−π‖v‖2
≤ [ρ˜e−(ρ˜2−1)/2]n.
Proof. By the very definition of ρ(E), there exists x in ER such that ‖v− x‖ ≥ ρ(E) for every
v in E. For this choice of x, (3.2.9) follows from (3.2.4) applied with r = ρ(E). 
The following lemma is a straightforward reformulation of already established properties of h0θ.
Lemma 3.2.6. Let E be an Euclidean lattice of positive rank n.
1) For every x in ER, we have:
(3.2.10)
∑
v∈E e
−π‖v−x‖2∑
v∈E e
−π‖v‖2
≥ 2e−h0θ(E∨) − 1.
2) Assume that the first minimum of the dual lattice E
∨
satisfies λ1(E
∨
) ≥√n/2π. If we define
λ˜∨ in [1,+∞[ by the relation:
λ1(E
∨
) =
√
n
2π
λ˜∨,
then we have:
(3.2.11) 2e−h
0
θ(E
∨
) − 1 ≥ 1− 2[λ˜∨e−(λ˜∨2−1)/2]n.
Proof. 1) According to (2.1.8),∑
v∈E e
−π‖v−x‖2∑
v∈E e
−π‖v‖2
≥ 2
(covolE)
∑
v∈E e
−π‖v‖2
− 1.
We conclude the proof of (3.2.10) by using the Poisson formula (2.1.6) and the definition of h0θ(E
∨
).
2) To prove (3.2.11), we just apply the bound (3.2.5) to the dual lattice E
∨
. 
From Corollary 3.2.5 and Lemma 3.2.6, we easily derive Banaszczyk’s transference estimate in
the following more precise form:
Proposition 3.2.7. Let ψ : [1,+∞[ ∼−→]0, 1] be the decreasing homeorphism defined by ψ(t) :=
te−(t
2−1)/2, and for every positive integer n, let tn := ψ
−1(3−1/n).
Then we have:
(3.2.12) tn = 1 +
√
log 3/n+O(1/n) when n −→ +∞.
and, for every positive integer n:
(3.2.13) tn ≤ 1 +
√
log 3/n.
4Simply consider a “short vector” ξ of E
∨
, an element v ∈ ER such that ξ(x) = 1/2 and v ∈ E such that
‖v − x‖ ≤ ρ(E), and observe that ρ(E).λ1(E
∨
) ≥ ‖ξ‖.‖v − x‖ ≥ |ξ(v)− ξ(x)| ≥ 1/2.
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Moreover, for any Euclidean lattice E of positive rank n, we have:
(3.2.14) ρ(E)λ1(E
∨
) ≤ t
2
n n
2π
.
Observe that, according to (3.2.13), for any n ≥ 3, we have:
tn ≤ 1 +
√
(log 3)/3 = 1.605... ≤ √π = 1.772...
Consequently Proposition 3.2.7 implies Banaszczyk’s inequality ρ(E)λ1(E
∨
) ≤ n/2 when n ≥ 3.
This inequality is trivial when n = 1. When n = 2, it follows from elementary considerations
involving reduced bases5 of E and E
∨
.
Proof of Proposition 3.2.7. We leave the derivation of (3.2.12) and (3.2.13) as elementary
exercises.
Let consider a Euclidean lattice E of positive rank n and let us define ρ˜ and λ˜∨ as in Corollary
3.2.5 and Lemma 3.2.6. From the estimates (3.2.9), (3.2.10) and (3.2.11), it follows that
if ρ˜ and λ˜∨ are ≥ 1, then ψ(ρ˜)n + 2ψ(λ˜∨)n ≤ 1.
Consequently, if for some t ∈ R∗+, we have ρ˜ = λ˜∨ = t, then 3ψ(t)n ≤ 1 if t ≥ 1, and therefore
t ≤ tn and
ρ(E) = λ1(E
∨
) ≤ tn
√
n/2π.
This establishes (3.2.14) when ρ(E) = λ1(E
∨
).
To derive the general validity of (3.2.14) from this special case, simply observe that replacing the
Euclidean lattice E by E⊗O(δ) for some δ ∈ R (that is, scaling the metric of E by a positive factor
e−δ) does not change the product ρ(E)λ1(E
∨
) and that, by a suitable choice of δ, the condition
ρ(E ⊗O(δ)) = λ1((E ⊗O(δ))∨)
may be achieved. Indeed, from the very definitions of the covering radius and of the first minimum,
we obtain:
ρ(E ⊗O(δ)) = e−δρ(E)
and
λ1((E ⊗O(δ))∨) = eδλ1(E∨).

3.3. Subadditive invariants of Euclidean lattices
5Indeed to establish Banaszczyk’s inequality for Euclidean lattices of rank 2, it is enough to prove it for the
Euclidean lattices Eτ , defined as Z+τZ equipped with the usual complex absolute value |.|, when τ is an element of the
upper half-plane in the usual “reduction domain” defined by τ ≥ 1 and |Re τ | ≤ 1/2. For such lattices, Banaszczyk’s
inequality takes the form: ρ(E
∨
τ ) ≤ Im τ. This last estimate follows from the observation that, for any z ∈ C such
that | Im z| ≤ Im τ/2, if we denote the integer closest to Re z by k, we have: |z − k| ≤
√
1 + ( Im τ)2/2 ≤ Im τ.
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3.3.1. Alternating inequalities. With the notation of Proposition 2.8.1, one has the follow-
ing series of alternating inequalities:
h0θ(E) ≥ 0,(3.3.1)
h0θ(E)− h0θ(F ) ≤ 0,(3.3.2)
h0θ(E)− h0θ(F ) + h0θ(G) ≥ 0,(3.3.3)
h0θ(E)− h0θ(F ) + h0θ(G)− h1θ(E) ≤ 0,(3.3.4)
h0θ(E)− h0θ(F ) + h0θ(G)− h1θ(E) + h1θ(F ) ≥ 0,(3.3.5)
h0θ(E)− h0θ(F ) + h0θ(G)− h1θ(E) + h1θ(F )− h1θ(G) = 0.(3.3.6)
These are precisely the inequalities we should obtain if the hkθ ’s were some dimensions of the spaces
in a long exact cohomology sequence derived from the admissible short exact sequence
0 −→ E i−→ F p−→ G −→ 0,
which would vanish in cohomological degree k > 1.
Indeed, the inequalities (3.3.1)-(3.3.3) have already been established. As already observed (see
(2.8.3) supra), thanks to the Poisson-Riemann-Roch formula (2.2.3), the equality (3.3.6) may be
written
d̂egE − d̂egF + d̂egG = 0
and precisely expresses the additivity (1.4.7) of the Arakelov degree in admissible short exact se-
quences. Taking (3.3.6) into account, inequalities (3.3.4) and (3.3.5) are equivalent to the relations
−h1θ(F )+ h1θ(G) ≤ 0 and h1θ(G) ≥ 0, which follow from Proposition 2.3.2 applied to ϕ = p and from
Lemma 2.3.1.
Observe that, using again the Poisson-Riemann-Roch formula (2.2.6), the inequality (3.3.4) may
be also written as
(3.3.7) h0θ(G) ≤ h0θ(F )− d̂egE +
1
2
log |∆K |.rkE
3.3.2. Blichfeldt pairs. Let us indicate that that the occurrence in geometry of numbers of
“alternating inequalities”, similar to the ones satisfied by dimensions of cohomology groups, has
been observed by Gillet, Mazur, and Soule´ ([GMS91]) in the context of the classical theorem of
Blichfeldt.
In loc. cit., instead of Euclidean lattices E := (E, ‖.‖), defined by finitely generated free Z-
module E and a Euclidean norm ‖.‖ on ER, the authors deal with so-called Blichfeldt pairs
E := (E,B),
defined by a Z-module E as above and a bounded Lebesgue measurable subset B in ER. They define
h0(E) := log max
v∈ER
|E ∩ (v +B)|
and
h1(E) := h0(E) − logµ(B)
where µ is the Haar measure on ER which gives a fundamental domain for E measure equal to one.
They define an exact sequence of Blichfeldt pairs
0 −→ (E,B) i−→ (F,C) p−→ (G,D) −→ 0
as an exact sequence of Z-modules
0 −→ E i−→ F p−→ G→ 0
38 3. GEOMETRY OF NUMBERS AND θ-INVARIANTS
such that pR(C) and D (resp., for any x ∈ C, p−1R (pR(x)) ∩C and iR(B)) coincide up to translation
in GR (resp., in FR). Then they establish the validity of (3.3.1)-(3.3.6), with h
k instead of hkθ , for
any short exact sequence of Blichfeldt pairs as above.
It is also possible to define the direct sum of two Blichfeldt pairs E1 := (E1,B1) and E2 :=
(E2,B2) as
E1 ⊕ E2 := (E1 ⊕ E2,B1 × B2).
Then the following additivity relations are easily established:
hk(E1 ⊕ E2) = hk(E1) + hk(E2), for k = 0, 1.
To any Euclidean lattice E = (E, ‖.‖), we may attach a natural Blichfeldt pair, namely
E := (E,B(ER)),
where
B(ER) := {v ∈ ER | ‖v‖ ≤ 1}.
Observe that, with the notation of Section 3.1, we have:
h0(E) = h0Bl(E).
However this construction of Blichfeldt pairs from Euclidean lattices is not compatible with
short exact sequences or products of Euclidean lattices and Blichfeldt pairs. Actually, for any two
Euclidean lattices E1 and E2 of positive ranks, the Blichfeldt pair associated to their direct sum
E1 ⊕ E2 cannot be expressed as the direct sum of two Blichfeldt pairs.
This lack of compatibility prevents one to associate invariants h0 and h1 to Euclidean lattices,
so that they would satisfy the alternating inequalities (3.3.1)-(3.3.6), by reducing to the construction
in [GMS91].
3.3.3. Concerning the subadditivity of h0Ar. At this point, it may be worth to emphasize
that the subadditivity property (2.8.2) (or equivalently (3.3.4)) satisfied by h0θ does not hold when
h0θ is replaced by h
0
Ar (contrary to what is claimed in [GS91], p. 356, Proposition 7, (i); see [GS09]).
As shown by the following proposition, counterexamples may be obtained with E a small per-
turbation of the hexagonal rank-two lattice6 A2:
Proposition 3.3.1. For any λ ∈]0, 4[, let Eλ be the Euclidean lattice defined by Eλ = Z2 inside
Eλ,R = R
2 equipped with the Euclidean norm ‖.‖λ such that
(3.3.8) ‖(x, y)‖2λ := λ(x2 − xy) + y2,
and let Fλ be the sub-Euclidean lattice of Eλ defined by the Z-submodule Fλ := Z⊕ {0} of Z2.
Then, for any λ ∈]0, 4[, we have:
(3.3.9) h0Ar(Fλ) = 0⇐⇒ λ > 1,
(3.3.10) h0Ar(Eλ/Fλ) ≤ log 3⇐⇒ λ < 3,
and
(3.3.11) h0Ar(Eλ) ≥ log 5.
Indeed, the Euclidean lattice E1 is nothing but the hexagonal lattice A2, and (3.3.9)–(3.3.11)
show that, for any λ ∈]1, 3[,
h0Ar(Eλ) > h
0
Ar(Fλ) + h
0
Ar(Eλ/Fλ).
6Recall that A2 is defined as the lattice Z + Ze2pii/3 inside C (equipped with its usual absolute value), or
equivalently as the lattice Z2 inside R2 equipped with the Euclidean norm ‖.‖A2 defined by ‖(x, y)‖
2
A2
:= x2−xy+y2.
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Proof of Proposition 3.3.1. Observe that the definition (3.3.8) of ‖.‖λ may also be written
(3.3.12) ‖(x, y)‖2λ = λ(x− y/2)2 + (1− λ/4)y2.
The equivalence (3.3.9) follows from the fact that Fλ may be identified with the lattice Z inside
R equipped with the norm ‖.‖ such that ‖1‖2 = λ.
To establish (3.3.10), observe that, as shown by (3.3.12), the orthogonal complement of Fλ,R in
the Euclidean vector space (Eλ,R, ‖.‖λ) is the real line R(1/2, 1). Consequently, the norm in Eλ/Fλ
of the class [(0, 1)] of (0, 1) is given by
‖[(0, 1)]‖2
Eλ/Fλ
= ‖(1/2, 1)‖2
Eλ
= 1− λ/4.
Therefore h0Ar(Eλ/Fλ) ≤ log 3 if and only if
√
1− λ/4 > 1/2, that is, if and only if λ < 3.
Finally, the unit ball of Eλ always contains the five lattice points (0, 0), (0, 1), (0,−1), (1, 1), and
(−1,−1). This proves (3.3.11). 
3.4. The asymptotic invariant h˜0Ar(E, t)
In a vein related to the discussion of subadditive invariants of Euclidean lattices in the previous
section — notably to the the discussion of Blichfeldt pairs in 3.3.2 — it may be worth mentioning
that h0Ar satisfies a superadditivity property, that turns out to lead to another interpretation of the
θ-invariants of Euclidean lattices and to relate h0Ar and h
0
θ to the thermodynamic formalism.
3.4.1. The invariants h0Ar(E, t) and h˜
0
Ar(E, t). To formulate the superadditivity of h
0
Ar, it is
convenient to introduce a simple generalization of this invariant. Namely, for any Euclidean lattice
E = (E, ‖.‖) and any positive real number t, we let:
h0Ar(E, t) := log
∣∣{v ∈ E | ‖v‖2 ≤ t}∣∣
= h0Ar(E ⊗O((log t)/2)).
(3.4.1)
The following observation is straightforward:
Lemma 3.4.1. For any two Euclidean lattices E1 = (E1, ‖.‖1) and E2 = (E2, ‖.‖2), and any two
positive real numbers t1 and t2, we have:
(3.4.2) h0Ar(E1, t1) + h
0
Ar(E2, t2) ≤ h0Ar(E1 ⊕ E2, t1 + t2).
Indeed, it follows from the inclusion:{
v1 ∈ E1 | ‖v1‖21 ≤ t1
}× {v2 ∈ E2 | ‖v2‖22 ≤ t2} ⊂ {v ∈ E1 ⊕ E2 | ‖v‖2E1⊕E2 ≤ t1 + t2} .

In particular, for any Euclidean lattice E, the sequence (h0Ar(E
⊕n
, nt))n≥1 is superadditive;
namely, it satisfies, for every (n1, n2) ∈ N2≥1:
(3.4.3) h0Ar(E
⊕n1
, n1t) + h
0
Ar(E
⊕n2
, n2t) ≤ h0Ar(E
⊕(n1+n2)
, (n1 + n2)t).
Besides, this sequence growths at most linearly with n:
Lemma 3.4.2. For any Euclidean lattice E, when n goes to +∞,
(3.4.4) h0Ar(E
⊕n
, nt) = O(n).
Proof. For any Euclidean lattice V := (V, ‖.‖) and for any (P, r) ∈ VR × R+, we shall denote
by
◦
BV (P, r) the open ball of center P and radius r in the normed vector space (VR, ‖.‖).
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We shall also denote by vn the volume of the n-dimensional unit ball. Recall that
vn = π
n/2/Γ((n/2) + 1)
and that consequently, when n goes to +∞,
(3.4.5) log vn = −(n/2) logn+O(n).
Let λ be the first minimum of E. Observe that, for any two points v and w of E⊕n :
v 6= w =⇒
(
v +
◦
BE (0, λ/2)
n
)
∩
(
w +
◦
BE (0, λ/2)
n
)
= ∅.
(Compare with the proof of Lemma 2.6.3.)
Besides, if E(n, t) :=
{
v ∈ E⊕n | ‖v‖2
E
⊕n ≤ nt
}
, then we have:
(3.4.6)
⋃
v∈E(n,t)
(
v +
◦
BE (0, λ/2)
n
)
⊂
⋃
v∈E(n,t)
◦
B
E
⊕n(v, λ
√
n/2) ⊂
◦
B
E
⊕n(0,
√
n(
√
t+ λ/2)).
If e := rkE, we finally obtain, by considering the Lebesgue measures of the first and last sets in
(3.4.6):
(3.4.7) vne (λ/2)
n|E(n, t)| ≤ vne [
√
n(
√
t+ λ/2)]ne.
Finally, when n goes to +∞, from (3.4.7) and (3.4.5), we obtain:
h0Ar(E
⊕n
, nt) = log |E(n, t)| ≤ ne log√n+ log vne +O(n) = O(n).

Recall that, according to a well-known observation that goes back to Fekete [Fek23], superad-
ditive sequences of real numbers have a simple asymptotic behaviour:
Lemma 3.4.3. Let (an)n∈N≥1 be a sequence of real numbers that is superadditive (that is, such
that an1+n2 ≥ an1 + an2 for any (n1, n2) ∈ N2≥1).
Then the sequence (an/n)n∈N≥1 admits a limit in ]−∞,+∞]. Moreover:
lim
n→+∞
an/n = sup
n∈N≥1
an/n.

Together with the superadditivity property (3.4.3) and with the bound (3.4.4), Fekete’s Lemma
establishes the following
Proposition 3.4.4. For any Euclidean lattice E and any t ∈ R∗+, the limit
h˜0Ar(E, t) := limn→+∞
1
n
h0Ar(E
⊕n
, nt)
exists in R+. Moreover, we have:
h˜0Ar(E, t) := sup
n∈N≥1
1
n
h0Ar(E
⊕n
, nt).

The invariant h˜0Ar(E, t) defined in Proposition 3.4.4 is an “asymptotic version” of the more naive
invariant h0Ar(E, t). By its very definition, its satisfies, for every positive integer k,
h˜0Ar(E
⊕k
, kt) = k h˜0Ar(E, t),
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and inherits the superaddivity property of h0Ar stated in Lemma 3.4.1; namely, with the notation of
loc. cit., we have:
(3.4.8) h˜0Ar(E1, t1) + h˜
0
Ar(E2, t2) ≤ h˜0Ar(E1 ⊕ E2, t1 + t2).
3.4.2. The invariant h˜0Ar(E, t) and the Legendre transform of log θE. The invariant
h˜0Ar(E, t) attached to some Euclidean lattice E, as a function of t ∈ R∗+, turns out to be simply
related to the theta function θE of E, and consequently to enjoy various properties — notably, it is
a real analytic function — that are not obvious on its original definition.
To express this relation, recall that, provided E has positive rank, the function
log θE : R
∗
+ −→ R∗+
is a decreasing real analytic diffeomorphism, that moreover is convex. Actually the function
UE := −(log θE)′
satisfies, for every β ∈ R∗+,
UE(β) =
∑
v∈E π‖v‖2 e−βπ‖v‖
2∑
v∈E e
−βπ‖v‖2
,
and is easily seen to establish a decreasing real analytic diffeomorphism
UE : R
∗
+
∼−→ R∗+.
Theorem 3.4.5. For every Euclidean lattice E of positive rank, the function h˜0Ar(E, .) is real
analytic, increasing, concave and surjective from R∗+ to R
∗
+.
Moreover, if we let:
(3.4.9) SE(x) := h˜
0
Ar(E, x/π) (x ∈ R∗+),
then the functions −SE(−.) and log θE are Legendre transforms of each other.
Namely, for every x ∈ R∗+,
(3.4.10) h˜0Ar(E, x) = inf
β>0
(πβx+ log θE(β))
and, for every β ∈ R∗+,
(3.4.11) log θE(β) = sup
x>0
(h˜0Ar(E, x)− πβx).
Moreover the derivative S′
E
establishes a real analytic decreasing diffeomorphism
S′
E
: R∗+
∼−→ R∗+.
inverse of UE, and for every x ∈ R∗+, the infimum in the right-hand side of (3.4.10) is attained for
a unique value β, namely for
β = S′
E
(πx) = π−1h˜0Ar(E, .)
′(x).
Dually, for every β ∈ R∗+, the supremum in the right-hand side of (3.4.11) is attained for a
unique value of x, namely for x = π−1UE(β).
When E is the “trivial” Euclidean lattice of rank one O(0) := (Z, |.|), Theorem 3.4.5 may be
deduced from results of Mazo and Odlyzko ([MO90], Theorem 1).
In its general formulation above, Theorem 3.4.5 is a consequence of the extension of Crame´r’s
theory of large deviations presented in Appendix A, concerning an arbitrary measure space (E , T , µ)
and a non-negative measurable function H on E . Theorem 3.4.5 gathers the results of Subsection
A.5.1 (notably Theorem A.5.1 and Corollary A.5.2) in the situation where
(E , T , µ) = (E,P(E),
∑
v∈E
δv)
42 3. GEOMETRY OF NUMBERS AND θ-INVARIANTS
— that is, the set E underlying the Euclidean lattice E equipped with the counting measure — and
where
H := π‖.‖2.
Indeed, in this situation, the function Ψ introduced in Subsection A.5.1 is nothing else than
log θE and the function S is simply the function SE defined by (3.4.9). One may also observe that,
specialized to this situation, the arguments in Appendix A actually provide an alternative proof of
the finiteness of h˜0Ar(E, t), that relies on the properties of the theta functions of lattices and avoids
the estimates in the proof of Lemma 3.4.2.
3.4.3. Euclidean lattices and thermodynamic formalism. The above construction, of
data (E , T , µ) and H of the type considered in Appendix A from Euclidean lattices, is clearly
compatible with finite products: the data associated to the direct sum
⊕
i∈I Ei of a finite family
(Ei)i∈I of Euclidean lattices may be identified with the “product”, in the sense of Subsection A.5.2,
of the data associated to each of the Ei.
This observation allows us to apply Proposition A.5.3 to analyze the invariants h˜0Ar of a direct
sum of Euclidean lattices. Notably, we immediately obtain the following more precise form of the
superadditivity (3.4.8) of h˜0Ar:
Proposition 3.4.6. For any two Euclidean lattices of positive rank E1 and E2 and any t ∈ R∗+,
(3.4.12) h˜0Ar(E1 ⊕ E2, t) = max
t1,t2>0
t1+t2=t
(
h˜0Ar(E1, t1) + h˜
0
Ar(E2, t2)
)
.
Moreover the maximum is attained for a unique pair (t1, t2), namely for (π
−1UE1(β), π
−1UE2(β))
where β := S′
E1⊕E2
(πt). 
This proposition can be understood as an expression of the second law of thermodynamics in
the context of Euclidean lattices.
As a last element pleading for an interpretation of the θ-invariants of Euclidean lattices in terms
of statistical thermodynamics, let us briefly translate to the framework of this section the results in
the last subsection A.5.4 of Appendix A.
Let us consider denote an Euclidean lattice of positive rank E := (E, ‖.‖) and let us denote by
C := {p ∈ [0, 1]E |
∑
e∈E
p(e) = 1}
the (compact convex) space of probability measures on E.
We may consider the functions ε (“energy”) and I (“information theoretic entropy”) from C to
[0,+∞] defined as follows:
ε(p) :=
∑
e∈E
p(e)π‖e‖2
and
I(p) := −
∑
e∈E
p(e) log p(e).
Then Proposition A.5.5, applied to (E , T , µ) = (E,P(E),∑v∈E δv) and H = π‖.‖2, becomes
the following statement:
Proposition 3.4.7. Let u and β be two positive real numbers such that u = UE(β). For any p
in C such that ε(p) = u, we have:
(3.4.13) I(p) ≤ SE(β).
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Moreover the equality is achieved in (3.4.13) for a unique p in ε−1(u), namely for the measure
pβ defined by
pβ(e) := θE(β)
−1e−πβ‖e‖
2
.

3.4.4. Duality and further comparison estimates. In this subsection, we denote by E
an Euclidean lattice of positive rank, and we derive additional estimates comparing its invariants
h0Ar(E, .), h˜
0
Ar(E, .) and h
0
θ(E).
Ultimately, these estimates will appear as consequences of (i) the “thermodynamic” formalism
of the previous paragraphs and (ii) the Poisson formula (2.6.2), which relates the theta functions θE
and θE∨ of E and of its dual Euclidean lattice E
∨
.
Indeed, from (2.6.2), we immediately get:
Proposition 3.4.8. For any β ∈ R∗+, we have:
(3.4.14) log θE(β) − log θE∨(β−1) = −(rkE/2) logβ + d̂egE,
(3.4.15) β UE(β) + β
−1UE∨(β
−1) = rkE/2,
and
(3.4.16) 0 ≤ UE(β) ≤ rkE/(2β).

The expression rkE/(2β) which appears in the upper-bound on UE(β) in (3.4.16) coincides with
the function U(β) in the “Maxwellian” situation discussed in Subsection A.5.3. This upper-bound
was also the key point behind the estimates a` la Banaszczyk derived in Lemma 3.1.5.
For any integer n ≥ 1, we let:
C(n) := − sup
t>1
[log(1− t−1)− (n/2) log t].
One easily shows that
C(n) = log(n/2) + (1 + n/2) log(1 + 2/n)
and that
1 ≤ C(n)− log(n/2) ≤ (3/2) log 3.
Theorem 3.4.9. For any x ∈ R∗+, we have:
(3.4.17) log θE(rkE/(2πx)) ≤ h0Ar(E, x) + C(rkE),
(3.4.18) log θE(rkE/(2πx)) ≤ h˜0Ar(E, x),
and
(3.4.19) h˜0Ar(E, x) ≤ log θE(rkE/(2πx)) + rkE/2.
The following consequence of Theorem 3.4.9, which involves only the “elementary” invariants
h0Ar(E, t) and h˜
0
Ar(E, t), seems worth being mentioned:
Corollary 3.4.10. For any x ∈ R∗+,
(3.4.20) 0 ≤ h˜0Ar(E, x) − h0Ar(E, x) ≤ C(rkE) + rkE/2.

Proof of Theorem 3.4.9. Let us start with a straightforward consequence of Lemma 3.1.5
(after the change of notation: x = r2 and β = t):
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Lemma 3.4.11. For any (x, β) ∈ R∗2+ such that βx > rkE/(2π),
(3.4.21) h0θ(E, x) ≥ log(1− rkE/(2πβx)) + log θE(β).

From Lemma 3.4.11, we easily deduce:
Lemma 3.4.12. For any (x, β, β′) ∈ R∗3+ such that βx ≥ rkE/(2π) and β′ > β,
(3.4.22) h0θ(E, x) ≥ log(1− rkE/(2πβ′x))− (rkE/2) log(β′/β) + log θE(β).
Proof. Lemma 3.4.11 implies that
h0θ(E, x) ≥ log(1 − rkE/(2πβ′x)) + log θE(β′).
Besides, we have:
(3.4.23) log θE(β
′) ≥ log θE(β) − (rkE/2) log(β′/β).
This follows for instance from the upper-bound in (3.4.16) on UE(β) := −(log θE)′(β). 
To prove the inequality (3.4.17), we apply Lemma 3.4.22 with β := rkE/(2πx) and we observe
that
sup
β′∈]β,+∞[
[log(1− rkE/(2πβ′x))− (rkE/2) log(β′/β)]
= sup
β′∈]β,+∞[
[log(1 − (β′/β)−1)− (rkE/2) log(β′/β)] = −C(rkE).
For any positive integer n, from (3.4.17) applied to E⊕n and to nx instead of E and x, we get:
n log θE(rkE/(2πx)) ≤ h˜0Ar(E
⊕n
, nx) + C(n rkE).
Multiplying by 1/n and letting n go to +∞, we obtain (3.4.18), since C(n rkE) = o(n).
An alternative proof of (3.4.18) consists in observing that, as an easy consequence of (3.4.23)
(which holds when β′ ≥ β), the following inequality holds for any (β, β′) ∈ R∗2+ :
(rkE/2)(β′/β) + log θE(β
′) ≥ log θE(β).
Then (3.4.18) follows from the expression (3.4.10) of h˜0Ar(E, .) in terms of the Legendre transform
of log θE .
Finally (3.4.17) follows from (3.4.10) or (3.4.11), by chosing x and β related by βx = rkE/(2π).

The estimates in Theorem 3.4.9 show that the expressions h0Ar(E, rkE/2π) and h˜
0
Ar(E, rkE/2π)
satisfy:
(3.4.24) − C(rkE) ≤ h0Ar(E, rkE/2π)− h0θ(E) ≤ rkE/2
and
(3.4.25) 0 ≤ h˜0Ar(E, rkE/2π)− h0θ(E) ≤ rkE/2.
These comparison estimates, relating Arakelov and θ-invariants of Euclidean lattices, should
be compared with the comparison estimate (3.1.1) in Section 3.1. The error term, of the order of
(1/2)rkE. log rkE in (3.1.1), is replaced by rkE/2 in (3.4.24) and (3.4.25). (These error terms will
be shown to be basically optimal when rkE goes to +∞ in the next section; see paragraph 3.5.3
infra.)
These remarks plead for considering the positive real numbers
h0Ar(E, rkE/2π) and h˜
0
Ar(E, rkE/2π)
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attached to some Euclidean lattice of positive rank E as variants of
h0Ar(E) = h
0
Ar(E, 1)
that are “better behaved” than h0Ar(E) itself.
3.5. Some consequences of Siegel’s mean value theorem
3.5.1. Siegel’s mean value theorem over SLn(R)/SLn(Z) and over L(n, δ). In this para-
graph, we denote by n an integer ≥ 2.
The Lie group SLn(R) is unimodular and its discrete subgroup SLn(Z) has a finite covolume.
We shall denote by µn the Haar measure on SLn(R) which satisfies the following normalization
condition: the measure induced by µn on the quotient SLn(R)/SLn(Z) — that we shall still denote
by µn — is a probability measure. In other words,∫
SLn(R)/SLn(Z)
dµn = 1.
For any Borel function ϕ : Rn −→ [0,+∞] and any g ∈ SLn(R), we may consider the sum
Σ(ϕ)(g) :=
∑
v∈Zn\{0}
ϕ(g.v).
Clearly, for any γ ∈ SLn(Z), we have
Σ(ϕ)(g.γ) = Σ(ϕ)(g)
and the function
Σ(ϕ) : SLn(R)/SLn(Z) −→ [0,+∞]
so defined is a Borel function.
In its most basic form, Siegel’s mean value theorem is the following statement ([Sie45]; see also
[Wei46] and [MR58] for other derivations, and [Wei82], Chapter III, for a “modern” presentation).
Theorem 3.5.1. For any Borel function ϕ : Rn −→ [0,+∞] as above, the following equality
holds:
(3.5.1)
∫
SLn(R)/SLn(Z)
Σ(ϕ)(g) dµn(g) =
∫
Rn
ϕ(v) dλn(v),
where we denote by λn the Lebesgue measure on R
n. 
For any g ∈ SLn(R) and any δ ∈ R, the lattice e−δ/ng(Zn) in Rn equipped with the standard
Euclidean norm ‖.‖n (defined by ‖(x1, . . . , xn)‖2n = x21 + · · · + x2n) becomes an Euclidean lattice
(e−δ/ng(Zn), ‖.‖n) of covolume e−δ, or equivalently, of Arakelov degree δ.
We shall denote by L(n, δ) the set of isomorphism classes of Euclidean lattices of rank n and
Arakleov degree δ. This set may be endowed with a natural locally compact topology (actually, with
a structure of “orbifold”) by means of the identification of the set
L(n) :=
∐
δ∈R
L(n, δ)
of isomorphism classes of Euclidean lattices of rank n with the double coset space
On(R) \GLn(R)/GLn(Z).
In concrete terms, the natural topology and Borel structures on L(n, δ) are the quotients of the ones
of SLn(R)/SLn(Z) by the surjective map
πn,δ : SLn(R)/SLn(Z) −→ Ln,δ
[g] 7−→ [(e−δ/ng(Zn), ‖.‖n)].
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We shall denote by
µn,δ := πn,δ∗µn
the Borel measure on Ln,δ deduced from the measure µn on SLn(R)/SLn(Z) by the parametrization
πn,δ of Ln,δ. Like µn, it is a probability measure:∫
L(n,δ)
dµn,δ = 1.
Applied to a radial function ϕ : Rn −→ [0,+∞], Siegel’s mean value formula (3.5.1) “descends”
through πn,δ.
Namely, to any Borel function
ρ : R∗+ −→ [0,+∞]
we may attach the Borel function
Σn(ρ) : L(n) −→ [0,+∞]
which maps the isomorphism class of some Euclidean lattice E := (E, ‖.‖) of rank n to
Σn(ρ)(E) :=
∑
v∈E\{0}
ρ(‖v‖).
For any δ ∈ R and any g ∈ SLn(R), we have:
Σn(ρ)(πn,δ([g])) =
∑
w∈Zk\{0}
ρ(e−δ/n‖g.w‖) = Σ(ϕδ)([g])
where ϕδ is the function from R
n to [0,+∞] defined by:
ϕδ(v) := ρ(e
−δ/n‖v‖).
Clearly, we have ∫
Rn
ϕδ(v) dλn(v) = e
δ
∫
Rn
ρ(‖v‖) dλn(v),
and Siegel’s mean value formula (3.5.1) applied to ϕδ becomes:
Theorem 3.5.2. For any (n, δ) ∈ N≥2 × R and for any Borel function ρ : R+ −→ [0,+∞], the
following equality holds:
(3.5.2)
∫
L(n,δ)
Σn(ρ) dµn,δ = e
δ
∫
Rn
ρ(‖v‖n) dλn(v).

The last integral may also be written∫
Rn
ρ(‖v‖n) dλn(v) = nvn
∫ +∞
0
ρ(r)rn−1 dr
where, as previously in this monograph, vn denotes the volume of the n-dimensional ball:
vn := λn({v ∈ Rn | ‖v‖n < 1}) = π
n/2
Γ(1 + n/2)
.
Theorems 3.5.1 and 3.5.2 are classically used to establish the existence of Euclidean lattices
satisfying suitable conditions — for instance, of lattices of large enough density — by “probabilistic
arguments”, based on the observation that a positive measurable function on some probability space
assume values greater or equal to its mean value on some subset of positive measure. We refer the
reader to [Sie45] for a concise discussion of the existence of “dense lattices” as a consequence of
Theorem 3.5.1 and for references to related earlier work of Minkowski and Hlawka.
For later reference, we state a formal version of the above observation as the following lemma:
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Lemma 3.5.3. Let ϕ and ψ be two Borel functions from L(n, δ) to [0,+∞].
1) If the integrals
Iϕ :=
∫
L(n,δ)
ϕ(x) dµn,δ(x) and Iψ :=
∫
L(n,δ)
ψ(x) dµn,δ(x)
are finite and positive, then the Borel subsets
E≤ := {x ∈ L(n, δ) | ϕ(x)/Iϕ ≤ ψ(x)/Iψ}
and
E≥ := {x ∈ L(n, δ) | ϕ(x)/Iϕ ≥ ψ(x)/Iψ}
have positive µn,δ-measures, and therefore are non-empty.
2) In particular, if the integral Iϕ is finite, there exists x in L(n, δ) such that
ϕ(x) ≤ Iϕ.
If moreover ϕ is continous and non constant, then Iϕ is positive and the image ϕ(L(n, δ)) contains
an open neighborhood of Iϕ in R
∗
+. 
3.5.2. Applications to h0Ar and h
0
θ. Let us start by recovering a simple version of the classical
results of Minkowski-Hlawka-Siegel alluded to above. We will express it in terms of the invariant
h0Ar(., t), in a form convenient for later references and for comparison with similar results concerning
the invariant h0θ.
According to the very definition of h0Ar(., t), we have
eh
0
Ar(E,t) − 1 = ∣∣{v ∈ E \ {0} | ‖v‖2 ≤ t}∣∣ = ∑
vE\{0}
1[0,t1/2](‖v‖) = Σn(1[0,t1/2])([E]).
Besides, for ρ = 1[0,t1/2], the computation of the integral in the right-hand side of Siegel’s mean
value formula (3.5.2) is straightforward — indeed,∫
Rn
1[0,t1/2](‖v‖)dλn(v) = vn.tn/2
— and formula (3.5.2) takes the following form:
Proposition 3.5.4. For any (n, δ) in N≥2 × R and any t ∈ R∗+, the following relations hold:
(3.5.3)
∫
[E]∈L(n,δ)
eh
0
Ar(E,t)dµn,δ([E]) = 1 + vnt
n/2 eδ.
In particular, when t = 1, we obtain:∫
[E]∈L(n,δ)
eh
0
Ar(E)dµn,δ([E]) = 1 + vn e
δ.
Observe that eh
0
Ar(.,t)− 1 takes its values in N and therefore vanishes where it is < 1. Therefore,
if we apply Lemma 3.5.3, part 2), to the function ϕ := eh
0
Ar(.,t) − 1, we obtain that, for any (n, δ) in
N≥2 × R and any t ∈ R∗+ such that
vnt
n/2 eδ < 1,
there exists some Euclidean lattice E of rank n and Arakelov degree δ such that h0Ar(E, t) = 0, or
equivalently, such that λ1(E) > t
1/2.
In other words, we have established the following variant of a classical result of Minkowski:
Corollary 3.5.5. For any (n, δ) in N≥2 × R, we have:
(3.5.4) sup
[E]∈L(n,δ)
λ1(E) ≥ e−δ/n v−1/nn .
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This estimates has to be compared with the upper bound
(3.5.5) sup
[E]∈L(n,δ)
λ1(E) ≤ 2e−δ/n v−1/nn
that follows from the so-called “Minkowski First Theorem”.
Let us also recall that, when n goes to infinity,
v−1/nn ∼
√
n/(2πe)
and that the positive real number
γn := sup
[E]∈L(n,0)
λ1(E)
2
is classically known as the Hermite constant in dimension n. Thus the lower-bound (3.5.4), when
expressed in terms of Hermite constants, takes the following asymptotic form:
lim inf
n→+∞
γn/n ≥ 1/(2πe),
well-known in the study of sphere packings (see [CS93], notably Chapter 1, for additional informa-
tions and references).
To compute the average value on L(n, δ) of the θ-invariants, we apply Siegel’s mean value formula
(3.5.2) to the Gaussian function
ρ(x) := e−πx
2
.
For this choice of ρ, the integral in the right-hand side of (3.5.2) is simply:∫
Rn
e−π‖v‖
2
dλn(v) = 1,
and Siegel’s mean value formula takes the following form:
Proposition 3.5.6. For any (n, δ) in N≥2 × R,
(3.5.6)
∫
[E]∈L(n,δ)
eh
0
θ(E)dµn,δ([E]) = 1 + e
δ

This expression for the mean value of eh
0
θ(E) has to be compared with the lower bound
h0θ(E) ≥ δ
valid over L(n, δ) (see (2.3.2)).
The function on L(n, δ) defined by h0θ is clearly continuous. Moreover it is non-constant (this
follows for instance from its expression for direct sums of rank-one Euclidean lattices in Proposition
2.5.2). Therefore we may apply the last assertion of Lemma 3.5.3 to the function eh
0
θ and we obtain,
from the value of its integral computed in (3.5.6):
Corollary 3.5.7. For any (n, δ) in N≥2×R, there exists an Euclidean lattice E of rank n and
degree δ such that
(3.5.7) h0θ(E) < log(1 + e
δ).

According to the Poisson-Riemann-Roch formula, for any [E] in L(n, δ), we have:
h0θ(E)− h1θ(E) = δ.
Therefore the equality (3.5.6) may be also written:
(3.5.8)
∫
[E]∈L(n,δ)
eh
1
θ(E)dµn,δ([E]) = 1 + e
−δ,
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and the condition (3.5.7) is equivalent to:
h1θ(E) < log(1 + e
−δ).
To put the conclusion of Corollary 3.5.7 in perspective, we may consider the “obvious” Euclidean
lattice of rank n and Arakelov degree δ, namely O(δ/n)⊕n, for any (n, δ) ∈ N≥1 × R. If we define,
for every t ∈ R∗+,
θ(t) := θO(0)(t) =
∑
k∈Z
e−πk
2t,
its θ-invariant is:
h0θ(O(δ/n)⊕n) = n log θ(e−2δ/n).
When δ is fixed and n goes to infinity, this expression is equivalent to
n log θ(0) = nh0θ(O) = nη.
This demonstrates that the existence of a (class of) Euclidean lattice in L(n, δ) satisfying (3.5.7) is
not “obvious” when n is large.
We may also apply the first part of Lemma 3.5.3 to the functions eh
0
Ar(.t) and eh
0
θ . Taking into
account the expressions (3.5.3) and (3.5.6) for their integrals, we obtain:
Corollary 3.5.8. For any (n, δ, t) ∈ N≥2×R×R∗+, there exist Euclidean lattices E+ and E−,
of rank n and Arakelov degree δ, such that
h0Ar(E+, t)− h0θ(E+) ≥ log
1 + vnt
n/2eδ
1 + eδ
and
h0Ar(E−, t)− h0θ(E−) ≤ log
1 + vnt
n/2eδ
1 + eδ
.

3.5.3. Constants in comparison estimates. From Corollary 3.5.8, one easily derives that
the additive constants in diverse estimates relating the invariants h0Ar(E, t) and h
0
θ(E) established
in the previous sections are “of the correct order of growth” when the rank of the Euclidean lattice
E goes to +∞.
For instance, consider the first inequality in (3.1.1). It asserts that, for any Euclidean lattice E
of rank n ≥ 1,
(3.5.9) h0Ar(E)− h0θ(E) ≥ −(n/2). logn+ log(1 − 1/2π).
According to Corollary 3.5.8 applied with t = 1 and δ = 0, for every n ∈ N≥2, there exists an
Euclidean lattice of rank n such that
covol(E−) = 1
and
h0Ar(E−)− h0θ(E−) ≤ log
1 + vn
2
.
Besides, when n goes to +∞,
log
1 + vn
2
= −(n/2). logn+O(n).
This shows that the “best constant” in the right-hand side of (3.5.9) — even if one considers
Euclidean lattices of covolume 1 only — is equivalent to −(n/2). logn when n goes to +∞.
Consider now the estimates, valid for any Euclidean lattice E of rank n ≥ 1,
(3.5.10) h0Ar(E, n/2π)− h0θ(E) ≤ h˜0Ar(E, n/2π)− h0θ(E) ≤ n/2,
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already considered in (3.4.24) and (3.4.25). (These estimates follow from the definition of h˜0Ar and
from (3.4.19).)
According to Corollary 3.5.8 applied with t = n/2π, for any n ∈ N≥2 and any δ ∈ R, there exists
an Euclidean lattice E+ of rank n and Arakelov degree δ such that
h0Ar(E+, n/2π)− h0θ(E+) ≥ log
1 + vn(n/2π)
n/2eδ
1 + eδ
.
Besides,
lim
δ→+∞
log
1 + vn(n/2π)
n/2eδ
1 + eδ
= log[vn(n/2π)
n/2],
and, when n goes to +∞,
log[vn(n/2π)
n/2] = n/2 +O(log n).
This shows notably that the “best constant” in the right-hand side of (3.5.10) is equivalent to
n/2 when n goes to +∞.
CHAPTER 4
Countably generated projective modules and linearly
compact Tate spaces over Dedekind rings
In this chapter, we denote by A a Dedekind ring (in the sense of Bourbaki, [Bou65], VII.2.1;
in other words, A is either a field, or a Noetherian integrally closed domain of dimension 1) and
we introduce some categories of (topological) modules CPA and CTCA attached to A. When the
Dedekind ring A is the ring OK of integers in some number field K, the modules in these cate-
gories will occur in the following chapters as the OK-modules underlying the “infinite dimensional
Hermitian vector bundles” over SpecOK investigated in this monograph.
The objects in the dual categories CPA and CTCA are easily described. Namely, an object of
CPA is an A-module which is, either finitely generated and projective, or isomorphic to A
(N). An
object of CTCA is a topological A-module
1 which is, either a finitely generated projective A-module
equipped with the discrete topology, or isomorphic to AN equipped with the prodcut of the discrete
topology on every factor A.
Handling the morphisms in these categories requires more care. The strict morphisms in CTCA
play an especially important role, as shown in Section 4.4, and diverse “pathologies” concerning the
morphisms in CPA and CTCA occur naturally, as demonstrated by the examples in Section 4.6.
4.1. Countably generated projective A-modules
4.1.1. The category CPA. The following proposition is a simple consequence of the fact that,
over a Dedekind ring, a finitely generated module is projective when it is torsion free.
Proposition 4.1.1. For any A-module M , the following conditions are equivalent:
(1) The A-module M is countably generated and projective.
(2) The A-module M is isomorphic to a direct summand of A(N).
(3) The A-module M is isomorphic to some A-submodule of A(N).
(4) There exists a family (Mi)i∈N of A-submodules of M such that:
(i) for any i ∈ N, Mi is a finitely generated torsion free A-module;
(ii) for any i ∈ N, Mi is a saturated A-submodule of Mi+1;
(iii) M =
⋃
i∈NMi.
(5) The A-module M is a countable direct sum of finitely generated projective A-modules.
Proof of Proposition 4.1.1. The implications (5)⇒ (1)⇒ (2)⇒ (3) are clear.
When (3) holds, we may consider the filtration (Ni)i∈N of N := A
(N) defined by
Ni := {(ak)k∈N ∈ A(N) | ∀k ∈ N≥i, ak = 0}.
Then the filtration (Mi)i∈N of M defined by Mi :=M ∩Ni satisfies (4).
1By a topological A-module, we mean a topological A-module over the ring A equipped with the discrete topology.
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When (4) holds, for every i ∈ N, the quotient Mi+1/Mi is a finitely generated A-module, which
is torsion free, hence projective. Therefore the short exact sequence of A-modules
0 −→Mi −→Mi+1 −→Mi+1/Mi −→ 0
is split, and there exists a (necessarily finitely generated and projective) A-submodule Pi of Mi+1
such that Mi+1 =Mi ⊕ Pi. Then we obtain the following decomposition of M :
M =M0 ⊕
⊕
i∈N
Pi.
This displays M as a countable direct sum of finitely generated projective A-modules. 
We define the A-linear category CPA of countably generated projective A-modules as the cat-
egory whose objects are A-modules satisfying the equivalent conditions in Proposition 4.1.1, and
whose morphisms are A-linear maps.
For any object M of CPA, we denote by F(M) the family of finitely generated A-submodules
of M , and by FS(M) the family of saturated finitely generated A-submodules of M . We shall also
denote by coF(M) (resp. by coFS(M)) the family of A-submodules M ′ of M such that M/M ′ is a
finitely generated A-module (resp. a finitely generated torsion free A-module).
Observe that, according to the equivalences of conditions (1) and (3) in Proposition 4.1.1, any
A-submodule M ′ of an object M of CPA is again an object of CPA. However, the quotient A-
module M/M ′ — even if assumed torsion-free — is not always an object in CPA (see for instance,
when A = Z, the constructions in Proposition 4.6.1, in paragraph 4.6 infra, notably the short exact
sequence 4.6.2).
The A-linear categoryCPA admits obvious finite direct sums, that are also finite direct products,
and is actually an additive category. It also admits countable direct sums.
If B denotes a Dedekind ring which is an A-algebra, the tensor product defines an additive
functor:
.⊗A B : CPA −→ CPB.
4.1.2. A theorem of Kaplansky. As any finitely generated projective A-module is a (finite)
direct sum of invertible A-modules, Condition (5) is equivalent to M being a countable direct sum
of invertible A-modules. Actually, when M has infinite rank, this observation admits the following
strengthening, proved by Kaplansky ([Kap52], Theorem 2) in a more general setting:
Proposition 4.1.2. If some A-module M satisfies the conditions in Proposition 4.1.1 and has
infinite rank (or equivalently, is not finitely generated), then it is free, hence isomorphic to A(N).
When A is principal (e.g., when A = Z, a case of special interest in this monograph), this
is straightforward. The part of Kaplansky’s argument in loc. cit. relevant to the derivation of
Proposition 4.1.2 for a general Dedekind ring A may be summarized as follows.
Firstly one shows that, for any element m of some projective countably generated A-module M
of finite rank, there exists a direct summand P in M , free and of finite rank, which contains m.
To achieve this, observe that M may written as an infinite countable direct sum
⊕
i∈N Ii of
invertible submodules Ii of M , and recall that, for any two invertible A-modules I and J, the A-
modules I ⊕ J and A ⊕ (I ⊗ J) are isomorphic. This last fact implies that, for any n ∈ N, if we
define Jn :=
⊗
0≤i≤n Ii, then the A-module
⊕
0≤i≤n Ii ⊕ J∨ is free of rank n + 1, and that there
exists some isomorphism of A-modules:
ϕ : In+1 ⊕ In+2 ∼−→ J∨ ⊕ (J ⊗ In+1 ⊗ In+2).
Therefore, if n is chosen so large that
⊕
0≤i≤n Ii contains m, then the submodule P :=
⊕
0≤i≤n Ii⊕
ϕ−1(J∨ ⊕ {0}) of M is a free direct summand, of rank n+ 1, and contains m.
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Secondly one considers a countable family of generators (mi)i∈N>0 of M , and by means of the
above fact, one constructs inductively projective A-submodules (Pi)i∈N>0 and (M
i)i∈N of M , such
that the Pi are free of finite rank and the M
i are countably generated, and such that the following
conditions are satisfied:
(1) M0 =M ;
(2) for any i ∈ N>0, M i−1 = Pi ⊕M i and mi ∈ Pi.
Thus we obtain a decomposition M =
⊕
i∈N>0
Pi, which shows that M is a countable direct sum of
free modules of finites ranks, and completes the proof.
4.2. Linearly compact Tate spaces with countable basis
4.2.1. Basic definitions. We define the A-linear category CTCA of linearly compact Tate
spaces with countable basis over A as follows.2
An object N of CTCA is a topological module over the ring A equipped with the discrete
topology which satisfies the following two conditions:
CTC1 : The topology of N is Hausdorff and complete.
CTC2 : Their exists a countable basis of neighborhoods U of 0 in N consisting in A-submodules
of N such that N/U is a finitely generated projective A-module. Morphisms in the category CTCA
are A-linear continuous maps: for any two objects N1 and N2 in CTCA, we let
HomCTCA(N1, N2) := Hom
cont
A (N1, N2).
For any subset U of some A-module N , we may consider the condition appearing in CTC2:
CU : U is a A-submodule of N , and N/U is a finitely generated projective A-module.
Then we have:
Lemma 4.2.1. Let N be an object of CTCA. A subset U of N is an neighborhood of 0 and
satisfies Condition CU if and only if U is an open saturated submodule of N.
Proof. The necessity is clear. Conversely, if U is an open saturated submodule of N , then it
contains a neighborhood U0 of 0 which satisfies CU0 . Then U/U0 is a saturated submodule of the
finitely generated projective A-module N/U0, and consequently
N/U ≃ (N/U0)/(U/U0)
also is a finitely generated projective A-module. 
For any object N of CTCA, we shall denote the family of open saturated submodules of N by
U(N). It is stable under finite intersection.
Any finitely generated projective A-module, equipped with the discrete topology, becomes an
object of CTCA. In this way, the category of finitely generated projective A-modules and A-linear
maps appears as a full subcategory of CTCA.
According to the countability assumption in CTC2, for any object N of CTCA, there exists a
“non-increasing” sequence
U0 ←֓ U1 ←֓ U2 ←֓ . . .
of submodules in U(N) which constitute a basis of neighborhoods of 0 in N . We shall call any such
sequence (Ui)i∈N in U(Ê)N a filtration defining the topology of Ê, or shortly a defining filtration in
U(Ê)N.
2The terminology of Tate space is borrowed from Drinfeld [Dri06].
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From any defining filtration (Ui)i∈N in U(Ê)N, we may construct a countable projective system
of finitely generated projective A-modules:
Ê/U0 ←− Ê/U1 ←− Ê/U2 ←− . . . ,
and we may consider the canonical morphism Ê −→ lim←−i Ê/Ui, defined by the quotient maps
Ê −→ Ê/Ui. According to Condition CTC1, this morphism is bijective, and actually becomes an
isomorphism of topological A-modules
(4.2.1) Ê ≃ lim←−
i
Ê/Ui,
when lim←−i Ê/Ui is equipped with the projective limit topology deduced from the discrete topology
on the finitely generated projective modules Ê/Ui.
Conversely, for any projective system
(4.2.2) E0
q0←− E1 q1←− E2 q2←− . . .
of surjective morphisms between finitely generated projective A-modules, the projective limit
Ê := lim←−
i
Ei,
equiped with its natural prodiscrete topology, defines an object of CTCA.
Moreover, if Ê := lim←−iEi and F̂ := lim←−j Fj are two objects of CTCA, realized as limits of
projective systems of finitely generated projective A-modules as above, we have a canonical identi-
fication:
HomCTCA(Ê, F̂ ) := Hom
cont
A (lim←−
i
Ei, lim←−
j
Fj) ≃ lim←−
j
lim−→
i
HomA(Ei, Fj).
If B denotes a Dedekind ring which is an A-algebra, the completed tensor product defines an
additive functor:
. ⊗̂AB : CTCA −→ CTCB.
Observe that, for any projective system (4.2.2) of surjective morphisms of finitely projective A-
modules, we get, by extending the scalars from A to B, a projective system of surjective morphisms
of finitely projective B-modules
(4.2.3) E0,B
q0,B←− E1,B q1,B←− E2,B q2,B←− . . .
Its projective limit “is” the object Ê ⊗̂AB of CTCB deduced from the projective limit E of (4.2.2)
by the completed tensor product functor. Indeed, we have a canonical isomorphism of prodiscrete
B-modules:
(lim←−
i
Ei)⊗ˆAB ∼−→ lim←−
i
Ei,B .
The following proposition is included for later reference in Section 9.1.
Proposition 4.2.2. Withe the above notation, the completed tensor product defines a map
(4.2.4) . ⊗̂AB : U(Ê) −→ U(Ê ⊗̂AB),
which is injective when B is flat (or equivalently torsion free) over A, and bijective when B is a
localization of A.
Proof. This easily follows from the special case where E is a finitely generated projective A-
module M . Then Ê ⊗̂AB is the tensor product M ⊗A B, and U(Ê) (resp. U(Ê ⊗̂AB)) is the set of
saturated A-submodules of M (resp., of saturated B-submodules of M ⊗A B). We leave the details
to the interested reader. 
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4.2.2. Subobjects and countable products.
Proposition 4.2.3. Let N be an object of CTCA. Any closed A-submodule N
′ of N , equipped
with the induced topology, is an object of CTCA.
Proof. Equipped with the induced topology, N ′ is clearly Hausdorff and complete. Therefore
the topological A-module N ′ satisfies CTC1.
Moreover, if some neighborhood U of 0 in N satisfies CU , then U
′ := U ∩N ′ is a neighborhood
of 0 in N ′ which is clearly an A-submodule of N ′. Moreover the inclusion N ′ →֒ N defines an
injective morphism of A-modules N ′/U ′ → N/U ; therefore, N ′/U ′ — as any submodule of a finitely
generated projective module over a Dedekind ring — is also a finitely generated projective A-module.
In other words, U ′ satisfies CU ′ .
This immediately implies that condition CTC2 also is inherited by N
′. 
Observe that, with the notation of Lemma 4.2.3, the topologicalA-moduleN/N ′, even if assumed
torsion-free, may not be an object of CTCA.
For instance, when A = Z, the short exact sequences3 (4.6.5) and (4.6.13) in Proposition 4.6.1
infra and its proof display the ring of p-adic integers Zp, equipped with its p-adic topology, as
a quotient of ZN by a closed submodule. Actually, one may easily show that the topological Z-
modules that may be realized has quotient of an object of CTCZ by a closed subobject are precisely
the commutative Polish topological groups G admitting a basis of neighborhoods of 0 which are open
subgroups U such that G/U is finitely generated.
The A-linear category CTCA admits obvious finite direct sums, that are also finite direct
products, and is actually an additive category. It also admits countable direct products.
It also admits countable products. Indeed, if (Ni)i∈I is a countable family of objects in CTCA,
the A-module
N :=
∏
i∈I
Ni,
equipped with the product topology, is easily seen to define an object in CTCA. The projection
maps pri : N −→ Ni are morphisms in CTCA, and (n, (pi)i∈I) is a product of the N ′is in the
category CTCA.
More generally, any projective system of surjective open morphisms in CTCA
M0 ևM1 ևM2 ևM3 և . . .
admits a (projective) limit lim←−iMi in CTCA, defined by the A-module projective limit of the Mi’s,
equipped with the projective limit of their discrete topology.
The following proposition shows that, up to isomorphism, every object of CTCA is a product
of finitely generated projective A-modules (equipped with the discrete topology). Its easy proof is
left to the reader.
Proposition 4.2.4. Consider a projective system of surjective morphisms of finitely generated
projective A-modules:
(4.2.5) E0
q0←− E1 q1←− E2 q2←− . . .
For every i ∈ N, there exists an A-linear section σi : Ei −→ Ei+1 of qi, and if we define
Si := ker qi−1 if i ≥ 1,
:= E0 if i = 0,
then the A-modules Si are finitely generated and projective, and for every i ∈ N>0, we have:
(4.2.6) Ei = Si ⊕ σi−1(Ei−1).
3Observe that these are actually strict short exact sequences of topological abelian groups.
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The direct sum decompositions (4.2.6) determine a family of isomorphisms of A-modules
ιn : En
∼−→
⊕
0≤i≤n
Si
such that
ιn ◦ qn ◦ ι−1n+1 :
⊕
0≤i≤n+1
Si −→
⊕
0≤i≤n
Si
is the projection map on the first n+ 1-th factors, and consequently an isomorphism in CTCA:
ι : lim←−
n
En
∼−→
∏
i∈N
Si.
4.2.3. Continuity of morphisms of A-modules between objects of CTCA. In this para-
graph, we want to indicate that, for a large class of Dedekind rings A, any morphism of A-modules
between two objects N1 and N2 in CTCA is automatically continuous. In other words, for these
rings, the forgetful functor from the category CTCA to the category of A-modules is fully faithful.
This will follow from the variant of results of Specker ([Spe50]) and Enochs ([Eno64]) discussed
in Appendix B.
Observe that, for any Dedekind ring A, precisely one of the following three conditions is satisfied:
Ded1 : A is a field;
Ded2 : A is a complete discrete valuation ring;
Ded3 : there exists some non-zero prime ideal p of A such that A is not p-adically complete.
4
For instance, any countable Dedekind ring A which is not a field satisfies Ded3, since the
cardinality of a complete discrete valuation ring is at least the cardinality of the continuum.
When the Dedekind ring A satisfies Ded1 or Ded2, there exists many “linear forms” in
HomA(A
N, A) which are not continuous when AN (resp. A) is equipped with its natural prodis-
crete (resp. discrete) topology, or equivalently, there exists some A-linear map ξ : AN −→ A which
is not of the form
(4.2.7) ξ((xn)n∈N) =
∑
n∈N
ξnxn
for some (ξn)n∈N in A
(N).
Indeed, when A is a field, any non-zero linear form on the vector space AN that vanishes on its
subspace A(N) is such a map. When A is a complete discrete valuation ring, of maximal ideal m, for
any sequence (ξn)n∈N in A
N \A(N) that converges to zero in the m-adic topology, the formula (4.2.7)
defines an element ξ ∈ HomA(AN, A) of the required type.
In contrast, for Dedekind rings satisfying Ded3, the following continuity results holds:
Proposition 4.2.5. If the Dedekind ring A satisfies Ded3, then for any two objects N and N
′
in CTCA, we have:
(4.2.8) HomA(N,N
′) = HomcontA (N,N
′).
Proof. When N ′ = A, this follows from Corollary B.2.2 applied to R := A and to M := N .
(Indeed, we may choose as m any non-zero prime ideal p of A: the local ring A(p) is not complete,
since A satisfies Ded3.)
The validity of (4.2.8) when N ′ = A implies its validity when N ′ = A⊕n for some n ∈ N, hence
its validity for any finitely generated projective A-module N ′ equipped with the discrete topology.
4It is straightforward that, when Ded3 holds, the ring A is not p-adically complete for every non-zero prime
ideal p of A.
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(Indeed an such module may be realized as a submodule — actually as a direct summand — of some
free A-module A⊕n.)
To complete the proof of Proposition 4.2.5, observe that any objectN ′ of CTCA may be realized
as the projective limit N ′ = lim←−iN
′
i of some projective system of finitely generated projective A-
modules N ′0 ← N ′1 ← N ′2 ← . . . , and that we have natural identifications:
HomA(N,N
′) ≃ lim←−
i
HomA(N,N
′
i)
and
HomcontA (N,N
′) ≃ lim←−
i
HomcontA (N,N
′
i).
The validity of (4.2.8) consequently follows from the already established equalities:
HomA(N,N
′
i) = Hom
cont
A (N,N
′
i).

4.2.4. The topology on objects in CTCA when A is a topological ring. Let us assume
that, besides its discrete topology, the ring A is equipped with a topology that makes A a topological
ring. We shall denote Aan the topological ring defined by A equipped with this finer topology.
For instance, A may be a discrete valuation ring and Aan the ring A equipped with the topology
associated to its discrete valuation, or a local field and Aan the field A equipped with its “usual”
locally compact topology.
In this situation, besides its topology of pro-discrete A-module, any object N of CTCA is
canonically endowed with a finer topology, which makes it a topological Aan-module Nan.
Indeed, any finitely generated projective A-module P is equipped with a canonical topology of
Aan-module: if P is embedded as a direct summand in the direct sum A⊕n of a finite number of
copies of A, this topology is the one induced by the product topology on (Aan)n. We shall denote
by P an the so-defined topological Aan-module. Observe that any A-linear morphism ϕ : P1 −→ P2
between finitely generated projective A-modules defines a continuous morphism ϕ : P an1 −→ P an2 of
topological Aan-modules.
By definition, if N denotes an object of CTCA, we have a canonical isomorphism of topological
A-modules
(4.2.9) N
∼−→ lim←−
U∈U(N)
N/U,
where lim←−U∈U(N)N/U is equipped with the pro-discrete topology. We make N a topological A
an-
module Nan by declaring (4.2.9) to be an isomorphism of topological Aan-modules
(4.2.10) Nan
∼−→ lim←−
U∈U(N)
(N/U)an,
where lim←−U∈U(N)(N/U)
an is equipped with the projective limit topology deduced from the canonical
topology of Aan-module on each finitely generated projective A-module N/U .
Any U ∈ U(N) is an object of CTCA and as such is equipped with the “analytic” topology
Uan. One easily see that U is actually closed in Nan and that the topology of Uan is the topology
induced by the topology of Nan.
Any morphism f : N ′ −→ N in CTCA defines a continuous morphism of topological Aan-
modules f : N ′an −→ Nan. However the so defined injective map
HomcontA (N
′, N)−֒→HomcontAan (N ′an, Nan)
is not surjective in general.
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When Aan is the field R (resp. C) equipped with its usual “analytic” topology, the topological
Aan-module Nan is a topological vector space over R (resp. over C), isomorphic to Rn (resp. to
Cn) if n := dimAan N is finite, and to R
N (resp. to CN) if n is infinite. In particular, it is a Fre´chet
locally convex vector space over R (resp. over C).
4.3. The duality between CPA and CTCA
In this section, we discuss the (anti)equivalence of A-linear categories between CPA and CTCA
defined by duality, and some of its consequences.
4.3.1. The duality functors.
(i) To any A-module M , we may attach its dual topological A-module, namely the A-module
(4.3.1) M∨ := HomA(M,A)
equipped with the topology of pointwise convergence. If α :M2 −→M1 is a morphism of A-modules,
its transpose
(4.3.2) α∨ := . ◦ α :M∨1 −→M∨2
is clearly A-linear and continuous.
For any family (Mi)i∈I of A-modules, there is a canonical identification of topologicalA-modules:
(
⊕
i∈I
Mi )
∨ ∼−→
∏
i∈I
M∨i .
Besides, if M is a finitely generated projective A-module, then its dual M∨ also is finitely
generated and projective, and the topology of M∨ is discrete. (Indeed, this holds for any finitely
generated free A-module A⊕n, and consequently for any direct summand of such an A-module.)
As any object in CPA is a countable direct sum of finitely generated projective A-modules,
these observations show that the constructions (4.3.1) and (4.3.2) define a contravariant A-linear
duality functor:
(4.3.3) .∨ : CPA −→ CTCA.
(ii) Conversely, to any topological A-module N , we may attach its topological dual, namely the
A-module
(4.3.4) N∨ := HomcontA (N,A)
consisting of continuous A-linear maps from N to A. Then any continuous A-linear morphism
β : N1 −→ N2 of topological A-modules defines, by transposition, a morphism of A-modules:
(4.3.5) β∨ := . ◦ β : N∨2 −→ N∨1 .
For any projective system of topological A-modules
(4.3.6) N0
p0←− N1 p1←− N2 p2←− . . . ,
we may form the projective limit lim←−iNi, as a topological A-module, and we may also consider the
dual inductive system of A-modules:
N∨0
p∨0−→ N∨1
p∨1−→ N∨2
p∨2−→ . . . .
Then there is a canonical identification of A-modules:
( lim←−
i
Ni )
∨ ≃ lim−→
i
N∨i .
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Besides, if N is a finitely generated projective A-module, equipped with the discrete topology,
then
N∨ = HomcontA (N,A) = HomA(N,A)
is also a finitely generated projective A-module. Moreover, if q : N ′ → N is a surjective morphism
of finitely generated projective A-modules, then p∨ : N∨ → N ′∨ is injective and its image is a direct
summand in N ′∨.
As any object in CTCA is (up to isomorphism) the projective limit of some countable projective
system E0 ← E1 ← E2 ← . . . of surjective morphisms between finitely generated projective A-
modules, these observations show that the constructions (4.3.4) and (4.3.5) define a contravariant
A-linear duality functor:
(4.3.7) .∨ : CTCA −→ CPA.
4.3.2. Duality as an adjoint equivalence. Observe that, for any objectM of CPA and any
object N of CTCA, the A-modules Hom
cont
A (M,N
∨) and HomA(N,M
∨) may both be identified
with the module of A-bilinear maps M ×N −→ A which are continuous in the first variable. In this
way, we obtain a systems of bijections
(4.3.8) HomCTCA(M,N
∨) := HomcontA (M,N
∨) ≃ HomA(N,M∨) = HomCPopA (M∨, N).
Proposition 4.3.1. The bijections (4.3.8) defines an adjunction of functors:
.∨ : CTCA ⇆ CP
op
A : .
∨
It is actually an adjoint equivalence, whose unit and counit are the natural isomorphism η :
ICTCA ≃ .∨∨ and ε : .∨∨ ≃ ICPopA defined by the biduality isomorphisms
εM : M
∼−→ HomcontA (HomA(M,A), A)
m 7−→ (ξ 7−→ ξ(m))
and
ηN : N
∼−→ HomA(HomcontA (N,A), A)
n 7−→ (ζ 7−→ ζ(n))
associated to any object M of CPA and to any object N of CTCA.
Proof. We only sketch the proof and leave the details to the readers.
The naturality with respect to M (in CTCA) and to N (in CP
op
A ) of the bijections (4.3.8) is
straightforward, and the expressions for εM and ηN as well.
To complete the proof, we are left to establish that, for any M (resp. N) in CPA (resp. in
CTCA), εM (resp. ηN ) is an isomorphism in CPA (resp. in CTCA). The compatibility of the
duality functors with countable direct sums (in CPA) and countable products (in CTCA), and the
fact that any object in CPA (resp. in CTCA) is a countable direct sum (resp. a countable product)
of finitely generated projective A-modules, allows us to reduce the proof to the special case when
M (resp. N) is a finitely generated projective A-module. Then it is straightforward. 
Corollary 4.3.2. The duality functors (4.3.3) and (4.3.7) are (anti)equivalences of categories.

Let B be a Dedekind ring which is an A-algebra. The reader may easily establish the compati-
bility between the duality functors between CPA and CTCA and between CPB and CTCB, and
of the “base change” functors .⊗A B : CPA −→ CPB and . ⊗ˆAB : CTCA −→ CTCB.
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4.3.3. Applications. Diverse results about the category CPA may be transferred by duality
to the category CTCA.
(i) For instance, the morphisms ϕ in HomA(A
(N), A(N)) are in bijection with “infinite matrices”
(ϕij)(i,j)∈N×N in A
N×N which admit only a finite of non-zero entries in each column, by the usual
formula, valid for any x = (xi)i∈N and y = (yj)j∈N in A
(N):
(4.3.9) y = ϕ(x)⇐⇒ yi =
∑
j∈N
ϕijxj .
By duality, this implies that the morphisms ϕ in HomcontA (A
N, AN) are bijection with matrices
(ϕij)(i,j)∈N×N in A
N×N which contains only a finite of non-zero entries in each row, still by means of
formula (4.3.9).
(ii) From Kaplansky’s result concerning the freeness of modules of infinite rank in CPA (Propo-
sition 4.1.2), we get the following refinement of the description of objects of CPA as countable
products of finitely generated projective A-modules in Proposition 4.2.4:
Proposition 4.3.3. Let N be an object in CTCA. Either the topology of N is discrete and
the A-module N is finitely generated and projective, or N is isomorphic to AN as a topological
A-module. 
(iii) When A is a field k, the objects of CTCA are precisely the linearly compact k-vector spaces,
introduced by Lefschetz and Chevalley ([Lef42], Chapter II, §6), that admit a countable basis of
neighborhoods of zero. In this case, the categoryCPA is the category of k-vector spaces of countable
dimension. Diverse results from linear algebra over the field k may be transported, by duality, to
results concerning CTCA.
In this way, from the basic facts about k-vector spaces of countable dimension and their k-linear
maps, we derive the following results (which go back to Toeplitz and Ko¨the; see notably [Toe09]
and [Ko¨t49]; see also [Die50]):
Proposition 4.3.4. Let k be a field.
1) In the category CTCk, any object is isomorphic, either to k
n for some non-negative integer
n, or to kN.
2) For any morphism ϕ : N1 −→ N2 in CTCk, there exists objects K, N, and C and isomor-
phisms
u : N1
∼−→ K ⊕N and v : N2 ∼−→ C ⊕N
in CTCk such that the morphism ϕ˜ := vϕu
−1 : K ⊕N −→ C ⊕N is the “bloc diagonal” morphism
0⊕ IdN , which sends (k, n) ∈ K ⊕N to (0, n) in C ⊕N. 
4.4. Strict morphisms, exactness and duality
4.4.1. Strict morphisms in CTCA.
We shall say that a morphism
(4.4.1) ϕ : N1 −→ N2
in CTCA is strict if ϕ is a strict morphism of topological groups, namely if the induced map
ϕ˜ : N1/ kerϕ −→ imϕ
[x] 7−→ ϕ(x)
is a homeomorphism, when N1/ kerϕ (resp. imϕ) is equipped with the topology quotient of the
topology of N1 (resp., with the topology induced by the topology of N2).
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As N1 and therefore its quotient N1/ kerϕ are complete, if the morphism (4.4.1) is strict, its
image imϕ also is complete, hence closed in N2, and therefore defines an object of CTCA by
Proposition 4.2.3.
Accordingly, the strict morphisms in HomcontA (N1, N2) are precisely the maps ϕ : N1 −→ N2 for
which there exists an object I in CTCA, defined by some closed A-submodule of N2, and an open
surjective morphism ϕ0 in Hom
cont
A (N1, I) such that ϕ admits the factorization
ϕ : N1
ϕ0
։ I →֒ N2.
4.4.2. Finite rank morphisms. We want to show that any morphism in CTCA whose image
is finitely generated is strict. This will follow from the following result, of independent interest:
Proposition 4.4.1. Let P be a finitely generated projective A-module, and let N be an object
of CTCA. Let K denote the field of fractions of A.
For any morphism of A-modules ϕ : P −→ N, the following conditions are equivalent:
(1) ϕ is injective;
(2) the K-linear map ϕK : PK := P ⊗A K −→ NK := N⊗ˆAK is injective;
(3) there exists U in U(N) such that the composite morphism of A-modules
P
ϕ−→M ։ N/U
is injective.
Proof. The implications (3)⇒ (2)⇒ (1) are straightforward.
To prove the implication (1)⇒ (3), observe that the inverse images ϕ−1(V ) of the submodules
V of N in U(N) constitute a family of saturated submodules of E stable under finite intersection.
As P has finite rank, we may consider U in U(N) such that ϕ−1(U) has minimal rank. Then, for
any V ∈ U(N), the intersection ϕ−1(U) ∩ ϕ−1(V ) is saturated in N , of rank at most the rank of
ϕ−1(U), and therefore coincides with ϕ−1(U). This shows that
(4.4.2) ϕ−1(U) =
⋂
V ∈U(N)
ϕ−1(V ).
When (1) is satisfied, ⋂
V ∈U(N)
ϕ−1(V ) = ϕ−1(
⋂
V ∈U(N)
V ) = ϕ−1(0) = {0},
and therefore ϕ−1(U) = {0}, and (3) is satisfied. 
Corollary 4.4.2. If N is an object of CTCA and if P is a finitely generated A-submodule
of N , then P is a finitely generated projective A-module and the topology of N induces the discrete
topology on P .
Moreover the saturation
P˜ := {n ∈ N | ∃α ∈ A \ {0}, αn ∈ P}
of P in N is also a finitely generated A-module.
Proof. The projectivity is clear of P is clear. Moreover, according to Proposition 4.4.1, we
may choose an element U of U(N) such that U ∩ P = 0. Since U is open in N , this shows that the
topology on P induced by the one of M is the discrete topology.
To prove that P˜ is finitely generated observe that the composite map
U −֒→N −→ N/P
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is injective and fits into an exact sequence of A-modules:
0 −→ U −→ N/P q−→ N/(U + P ) −→ 0.
As U is torsion free, the map q defines by restriction an injection of torsion submodules:
q : (N/P )tor −֒→(N/(U + P ))tor.
As N/U — hence N/(U +P ) — is a finitely generated A-module, this proves that (N/P )tor also
is finitely generated. Finally the short exact sequence
0 −→ P −→ P˜ −→ (N/P )tor −→ 0
shows that P˜ is finitely generated. 
Corollary 4.4.3. If the image of some morphism in CTCA is a finitely generated A-module,
then this morphism is strict. 
The following proposition completes Proposition 4.4.1 in the situation when ϕ as a saturated
image.
Proposition 4.4.4. Let P be a finitely generated projective A-module, and let N be an object
of CTCA.
For any morphism of A-modules ϕ : P −→ N, the following conditions are equivalent:
(1) the morphism ϕ is injective and its image ϕ(P ) is a saturated A-submodule of N .
(2) there exists U in U(N) such that the composite morphism of A-modules
P
ϕ−→M ։ N/U
is injective and its image is a saturated A-submodule of N/U .
Proof. The implication (2)⇒ (1) is straightforward.
To establish the converse implication, let us assume that ϕ is injective with saturated image,
and consider a defining sequence (Ui)i∈N in U(N). We define
Ni :=M/Ui
and we denote by
pi : N −→ Ni
the canonical quotient map and by
ϕi := pi ◦ ϕ : P −→ Ni
its composition with ϕ.
Let p be a non-zero prime ideal of A, and let Fp := A/p be its residue field.
The Fp-vector space NFp := N/pN may be identified with the tensor product N ⊗A Fp.
Equipped with the topology quotient of the topology of N , it coincides with the object of CTCFp
defined as the completed tensor product N⊗ˆAFp, and also with the projective limit lim←−iNi,Fp of the
finite dimensional Fp-vector spaces Ni,Fp equipped with the discrete topology.
The Fp-linear map
ϕFp : PFp −→ NFp
is injective, since ϕ is injective and its image is saturated in N . The map ϕFp is also defined by the
compatible system of Fp-linear maps
ϕi,Fp : PFp −→ Ni,Fp .
Therefore ⋂
i∈N
kerϕi,Fp = kerϕi = {0}.
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This shows the existence of some ι(p) in N such that kerϕi,Fp = {0} for every i ∈ N≥ι(p).
Besides, according to Proposition 4.4.1, there exists ι0 in N such that ϕι0 (and consequently ϕi
for any i ∈ N≥ι0) is injective. The set T of non-zero prime ideals in A such that
ϕι0,Fp : PFp −→ Nι0,Fp
is non-injective is finite. It is indeed defined by the vanishing of the non-zero section ∧rkPϕι0 of
(∧rkPP )∨ ⊗ ∧rkPNι0 over SpecA.
Finally, if we let
ι1 := max(ι0,max
p∈T
ι(p)),
then, for any i ∈ N≥ι1 and any non-zero prime ideal p of A, ϕi,Fp is injective, and therefore ϕi is
injective with a saturated image. 
When Condition (2) in Proposition 4.4.4 is satisfied by some U in U(N), it is clearly also satisfied
by any element U ′ in U(N) contained in U . This implies:
Corollary 4.4.5. Let N be an object of CTCA and let P be a finitely generated A-submodule
of N . The quotient topological A-module N/P is an object of CTCA if (and only if) P is saturated
in N . 
4.4.3. Strict short exact sequences and duality. We shall say that a diagram
(4.4.3) 0 −→ N1 f−→ N2 g−→ N3 −→ 0
of object and morphisms in CTCA is a strict short exact sequence if it is a short exact sequence of
A-modules and if the morphisms f and g are strict — in other words, if f establishes an isomorphism
of topological A-modules from N1 onto ker g and if g is a surjective open map.
This last condition on g is satisfied notably if g admits a section h (that is, a right inverse) in
HomcontA (N3, N1). When this holds, the strict short exact sequence (4.4.3) is said to be split, and h
is called a splitting of (4.4.3).
We shall say that a closed A-submodule N ′ of some object N in CTCA is supplemented in
CTCA when there exists a closed A-submodule N
′′ of N such that the sum map
N ′ ⊕N ′′ −→ N
(n′, n′′) 7−→ n′ + n′′
is an isomorphism of topological A-modules (in CTCA, by Proposition 4.2.3).
Observe that the strict short exact sequence (4.4.3) is split precisely when the closed submodule
f(N1) of N2 is supplemented in CTCA. Indeed the splittings h in of (4.4.3) are in bijections with
the “topological supplements” N ′′ in CTCA of f(N1) by the map which sends h to its image h(N3).
Let M1, M2, and M3 be objects in CPA, and let N1 :=M
∨
1 , N2 :=M
∨
2 , and N3 :=M
∨
3 be the
dual objects in CTCA.
Let S (resp. T ) be the subset of HomA(M3,M2)×HomA(M2,M1) (resp. of HomcontA (N1, N2)×
HomcontA (N2, N3)) consisting of the pairs of morphisms (i, p) (resp. (j, q)) such that the diagram
(4.4.4) 0 −→M3 i−→M2 p−→M1 −→ 0
is an exact sequence of A-modules (resp. such that
(4.4.5) 0 −→ N1 j−→ N2 q−→ N3 −→ 0
is a strict short exact sequence in CTCA).
For each i ∈ {1, 2, 3}, the topological dual N∨i of Ni will be identified with Mi by the biduality
isomorphisms ε−1Mi of Proposition 4.3.1.
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Proposition 4.4.6. With the above notation, one defines a bijection δ : S ∼−→ T by the formula:
(4.4.6) δ(i, p) := (p∨, i∨).
The inverse bijection δ−1 is given by
(4.4.7) δ−1(j, q) = (q∨, j∨).
Moreover, for any (i, p) in S (resp., for any (j, q) in T ), the short exact sequence of A-module
(4.4.4) (resp. the strict short exact sequence in CTCA (4.4.5)) is split.
Proof. 1) For any (i, p) in S, the associated short exact sequence of A-modules (4.4.4) is split,
since M1 is projective. This implies that the diagram
0 −→M∨1
p∨−→M∨2 i
∨
−→M∨3 −→ 0
deduced from (4.4.4) by duality is a split strict short exact sequence in CTCA.
This shows in particular that (p∨, i∨) belongs to T .
2) Consider an element (j, q) of T .
If we apply the functor HomcontA (., A) to the strict short exact sequence (4.4.5), we get the
following exact sequence of A-modules:
0 −→ N∨3
q∨−→ N∨2
j∨−→ N∨1 .
Indeed the injectivity of q∨ follows from the surjectivity of Q, and the equality im q∨ = ker j∨
means that the continuous A-linear maps from N2 to A which vanishes on j(N1) are in bijection —
by means of factorization through q — which the A-linear forms from N3 to A: this follows from
the fact that q is continuous and open, of kernel j(N1).
The morphism j∨ : N∨2 −→ N∨1 may be factorized as
(4.4.8) j∨ = ι ◦ [j∨] : N∨2
[j∨]−→ im j∨ ι−֒→ N∨1 ,
where ι denotes the inclusion morphism. Moreover the A-module im j∨, as any submodule of N∨1 ,
is an object of CPA.
Finally the diagram
(4.4.9) 0 −→ N∨3
q∨−→ N∨2
[j∨]−→ im j∨ −→ 0
is a short exact sequence in CPA.
According to part 1) of the proof, the short exact sequence (4.4.9) is split and determines
by duality a split short exact sequence in CTCA. Moreover the factorization (4.4.8) shows that
j = [j∨]∨ ◦ ι∨. Therefore the following diagram in CTCA is commutative, and its lines are short
strict exact sequences:
(4.4.10)
0 −−−−→ (im j∨)∨ [j
∨]∨−−−−→ N2 q−−−−→ N3 −−−−→ 0xι∨ ∥∥∥ ∥∥∥
0 −−−−→ N1 j−−−−→ N2 q−−−−→ N3 −−−−→ 0.
This implies that ι∨ is an isomorphism in CTCA. In particular, the second line in (4.4.10), like the
first one, is a split short exact sequence in CTCA.
Moreover, since the duality functor .∨ is an equivalence of category from CPA to CTCA, this
also proves that ι is an isomorphism in CPA. This establishes the equality im j
∨ = N∨1 and the
exactness of
0 −→ N∨3 q
∨
−→ N∨2 j
∨
−→ N∨1 −→ 0.
This shows that (q∨, j∨) belongs to S.
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The fact that the maps between S and T defined by (4.4.6) and 4.4.7) are inverse to each other
is a straightforward consequence of the “biduality” established in Proposition 4.3.1. 
For later reference, we spell out some consequences of the results on short exact sequences in
CPA and CTCA established in the previous proposition:
Proposition 4.4.7. Let M and M ′ be two objects in CPA and let N := M
∨ and N ′ := M ′∨
be their duals in CTCA.
Let α : M −→ M ′ be a morphism of A-modules and let β := α∨ : N ′ −→ N denote the dual
morphism, in HomcontA (N
′, N).
1) The following two conditions are equivalent:
E1 :The morphism β is surjective and strict.
E2 :The morphism α is injective and its cokernel is a projective A-module.
When these conditions are realized, imα is a direct summand of M ′ and kerβ is a closed sub-
module of N supplemented in CTCA.
2) The following two conditions are equivalent:
F1 : The morphism β is injective and strict, and the topological A-module N/imβ is an object
of CTCA.
F2 : The morphism α is surjective.
When these conditions are realized, kerα is a direct summand of M and imβ is a closed sub-
module of N supplemented in CTCA. 
Corollary 4.4.8. A closed A-submodule N ′ of some object N in CTCA is supplemented in
CTCA if and only if the quotient topological A-module N/N
′ is an object of CTCA. 
Corollary 4.4.9. Let M be an object of CPA and let N :=M
∨ be the dual object in CTCA.
Any submodule of M (resp. of N) in FS(M) (resp. in U(N)) is supplemented in M (resp. in
N).
Moreover there is an inclusion reversing bijection
.⊥ : FS(M) ∼−→ U(N).
It sends a module M ′ in FS(M) to
M ′⊥ := {ξ ∈ N | ∀m ∈M ′, ξ(m) = 0}.
The inverse bijection sends an element U in U(N) to
U⊥ := {m ∈M | ∀ξ ∈ U, ξ(m) = 0}.
Moreover, when U = M ′⊥, there exists a unique isomorphism of A-modules I : N/U
∼−→
M ′∨ such that, if we denote by iM ′ : M
′ →֒ M the inclusion morphism, the following diagram is
commutative:
(4.4.11)
N
=−−−−→ M∨
pU
y yi∨M′
N/U
I
∼−−−−→ M ′∨.

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4.4.4. Strict morphisms and Conditions Ded1,Ded2,Ded3. The significance of being
strict for a morphism in CTCA turns out to depend on which of the conditions Ded1, Ded2, or
Ded3 the base ring A satisfies.
In this subsection, we present diverse results that illustrate this point. We will return on
constructions of non-strict morphisms in the next section, devoted to examples.
Proposition 4.4.10. If the Dedekind ring A satisfies Ded1 — that is, if A is a field — then
any morphism in CTCA is strict.
Proof. This follows from the description of morphisms in CTCk in Proposition 4.3.4. Indeed,
with the notation of this Proposition, ϕ˜ = 0 ⊕ IdN is clearly a strict morphism (of kernel K ⊕ {0}
and of image {0} ⊕N) and consequently ϕ = v−1ϕ˜u is also strict. 
In Paragraph 4.6.2 infra, we shall see that if A satisfies Ded2 — that is, if A is a complete
discrete valuation ring — then there exists bijective morphisms in CTCA that are not strict.
Proposition 4.4.11. When the Dedeking ring A satisfies Ded3, a morphism ϕ : N1 −→ N2 in
CTCA is strict if and only if its image imϕ is closed in N2.
Moreover, for any two objects N1 and N2 of CTCA, an A-linear map ϕ : N1 −→ N2 is
continuous (hence defines a morphism in CTCA) if and only if its graph is closed in N1 ⊕N2.
Proof. 1) We have already observed that the image of any strict morphism is closed (for an
arbitrary Dedekind ring A).
Conversely, if a morphism ϕ : N1 −→ N2 in CTCA has its image imϕ closed in N2, then we
may form the following diagram in CTCA, which is an exact sequence of A-modules:
(4.4.12) 0 −→ kerϕ j−→ N1 ϕ−→ imϕ −→ 0,
where j denote the inclusion morphism. By applying the functor HomA(., A) — which coincides
with HomcontA (., A) on CTCA when A satisfies Ded3, as shown in Proposition 4.2.5 — to the exact
sequence (4.4.12), we obtain an exact sequence of A-modules:
0 −→ (imϕ)∨ ϕ
∨
−→ N∨1
j∨−→ (kerϕ)∨.
Since any A-submodule of some object in CPA is again an object in CPA, we finally obtain the
following exact sequence in CPA:
0 −→ (imϕ)∨ ϕ
∨
−→ N∨1 j
∨
−→ im j∨ −→ 0.
The equivalence of Conditions E1 and E2 in Proposition 4.4.7 finally shows that the morphism
ϕ : N1 −→ imϕ, already known to be surjective, is also strict. This shows that ϕ : N1 −→ N2 is
strict.
2) For any map ϕ : N1 −→ N2, its graph
Grϕ := {(n, ϕ(n)), n ∈ N}
is also the inverse image of the diagonal ∆N2 in N2×N2 by the map (ϕ, IdN2) : N1×N2 −→ N2×N2.
When ϕ is continuous, (ϕ, IdN2) also is continuous, and
Grϕ = (ϕ, IdN2)
−1(∆N2)
is closed, since the topology of N2 is Hausdorff and accordingly ∆N2 is closed in N2 −→ N2 ×N2.
Conversely, if ϕ is a continuous A-linear map and if its graph Grϕ is closed in N1 × N2, then
Grϕ defines an object of CTCA by Proposition 4.2.3, and the two projections
pri : Grϕ −→ Ni, i = 1, 2
are morphisms in CTCA.
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By construction, the map pr1 : Grϕ −→ N1 is bijective. According to part 1) of the proof,
it is therefore an isomorphism in CTCA, and therefore ϕ = pr2 ◦ pr−11 is finally a morphism in
CTCA. 
When the ring A is countable — notably when A is the ring of integers of some number field —
Proposition 4.4.11 admits an alternative proof that does not rely on the “automatic continuity” of
morphisms of A-modules established for general Dedekind rings satisfying Ded3.
Indeed, for any object M of CTCA, the topology of M may be defined by a complete metric
(this follows from the countability assumption in Condition CTC2). If moreover A is countable, the
topological space M is separable5 and therefore the additive group (M,+) is a Polish topological
group.
Remarkably, the Open Mapping and the Closed Graph Theorems are valid for continuous mor-
phisms of Polish topological groups, by a classical theorem of Banach,6 and immediately yield the
conclusions of Proposition 4.4.11 if A is countable.
Corollary 4.4.12. When the Dedekind ring A satisfies Ded3, any morphism ϕ : N −→ N ′ in
CTCA whose cokernel cokerϕ := N
′/ϕ(N) is a finitely generated A-module is an open map, and
therefore a strict morphism.
Proof. Let (n′1, . . . , n
′
k) be a finite family of elements of N2 the classes of which generate the
A-module cokerϕ, and let
ϕ˜ : N ⊕A⊕k −→ N ′
the continuous morphism of A-modules defined by the formula:
ϕ˜(n, a1, · · · , ak) := ϕ(n) + a1n′1 + · · ·+ akn′k
for any n ∈ N and any (a1, · · · , ak) ∈ Ak.
By construction, the morphism ϕ˜ is surjective, and therefore, according to Proposition 4.4.11,
it is strict. In particular, it is an open map. Consequently, the map ϕ : N −→ N ′ — which is the
composition of ϕ˜ and of the inclusion map N −֒→N ⊕A⊕k, that is clearly open — is also open. 
Let us finally indicate that, for any Dedekind ring A that satisfies Ded3, there exist continuous
endomorphisms of the A-module AN which are injective, with dense image, but are not strict (see
for instance Proposition 4.6.4, infra).
4.4.5. Strict injective morphisms and extensions of scalars. The following proposition
is stated for further reference. Its proof is straightforward and left to the reader.
Proposition 4.4.13. Let f : N ′ −→ N be a strict injective morphism in CTCA, and let (Ui)i∈N
be a defining sequence in U(N).
1) The sequence (U ′i)i∈N := (f
−1(Ui))i∈N is a defining sequence in U(N ′). Moreover, for every
i ∈ N, the morphism of (finitely generated projective) A-modules
fi : N
′
i := N
′/U ′i −→ Ni := N/Ui,
defined by fi(x
′ + U ′i) = f(x
′) + Ui for any x
′ ∈M ′, is injective.
When the topological A-modules N and N ′ are identified with the projective limits lim←−iNi and
lim←−iN
′
i , the morphism f : N
′ −→ N gets identified with the morphism lim←−i fi.
5This follows from Propositions 4.2.4 or 4.3.3, which also show that, conversely, if M 6= 0 and if the topological
space M is separable, A is necessarily countable.
6See [Ban31]. This theorem now appears as a special case of the “the´ore`me du graphe souslinien”, concerning
morphisms of Polish topological groups, presented for instance in [Bou74], Chapitre IX, §6, no. 8, The´ore`me 4.
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2) For any field extension L of the fraction field K of A, the topological L-modules M ′L and ML
may be identified with lim←−iNi,L and lim←−iN
′
i,L and the morphism fL : N
′
L −→ Nl with the morphism
lim←−i fi,L.
In particular, like the morphisms fi,L, the morphism fL is injective. 
Let us indicate that, with the notation of Proposition 4.4.13, if the injective morphism f : N ′ −→
N is not assumed to be strict, its base change fK may be non-injective. (For instance, the morphism
β1 : Z
N −→ ZN in CTCZ considered in Proposition 4.6.1, 1), infra is injective, but β1Q : QN −→ QN
admits the line Q.(p−k)k∈N as kernel.)
4.5. Localization and descent properties
4.5.1. In this monograph, we shall not investigate systematically the descent properties sat-
isfied by the categories CPA and CTCA or by the diverse “infinite-dimensional vector bundles”
defined in terms of them, and we shall content ourselves with a few observations in this paragraph
and in paragraph 9.1.3 infra.
The duality between the categories CP. and CTC. is easily seen to be compatible with the base
change functors
· ⊗A B : CPA −→ CPB and · ⊗̂AB : CTCA −→ CTCB
associated to some ring morphism A −→ B between Dedekind rings.
This allows one, when studying the localization or descent properties of these categories, to
concentrate on the descent properties of the categoriesCT. of countably generated projective modules
over Dedekind rings.
The descent properties of projectivity have actually been investigated in a general setting by
Gruson and Raynaud in[RG71]. They notably prove that, for any commutative ring R and any
faithfully flat commutative R-algebra R′, some R-module M is projective if (and only if) the R′-
module M ⊗RR′ is projective. (See loc. cit., Seconde partie, § 3.1. The importance of the criteria of
projectivity in [RG71] for the study of “infinite-dimensional vector bundles in algebraic geometry”
has been emphasized by Drinfeld in [Dri06].)
In the next paragraphs, we simply spell out two simple consequences of this projectivity criterion,
combined with basic faithfully flat descent. As this monograph concentrates on “pro-vector bundles”
rather than on “ind-vector bundles”, we formulate them in terms of the categories CTC..
4.5.2. Let U and V be two open non-empty subsets of SpecA such that
SpecA = U ∪ V.
In other words, U and V are the complements
U := SpecA \ F and V := SpecA \G
of two disjoint finite subsets F and G of the set (SpecA)0 of the non-zero prime ideals of A. Actually,
U, V , and U ∩ V define affine open subschemes of SpecA. If K denotes the fraction field of A, and,
for any p ∈ (SpecA)0, vp denotes the p-adic valuation of K, we have :
AU := Γ(U,OSpecA) = {x ∈ K | ∀p ∈ (SpecA)0 \ F, vp(x) ≥ 0},
and similar descriptions of AV := Γ(V,OSpecA) and AU∩V := Γ(U ∩V,OSpecA), with F replaced by
G and by F ∪G, respectively.
With this notation, the datum of an object N in CTCA is equivalent to the data of some objects
NU of CTCAU and NV of CTCAV and of some “glueing isomorphism” in CTCAU∩V :
NU ⊗̂AUAU∩V ∼−→ NV ⊗̂AV AU∩V .
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Indeed, the equivalence maps N to the topological modules NU := N⊗̂AAU and NV := N⊗̂AAV
and to the glueing isomorphism deduced from the canonical isomorphisms of A-algebras:
AU ⊗AU AU∩V ≃ AU∩V ≃ AV ⊗AV AU∩V .
4.5.3. Let U := SpecA\F be a non-empty open subscheme of SpecA. For any p in F, we may
consider the complete discrete valuation ring Aˆp defined as the p-adic completion of A; its fraction
field Kˆp is the completion of K with respect to the p-adic valuation vp.
Then the datum of an object N in CTCA is equivalent to the data of some object NU of CTCAU
and, for every p ∈ F, of an object Np in CTCAˆp and of some glueing isomorphism in CTCKˆp :
NU ⊗̂AU Kˆp ∼−→ Np⊗̂AˆpKˆp.
The equivalence maps N to the topological modules NU := N⊗̂AAU and Np := N⊗̂AAˆp and to the
glueing morphisms deduced from the canonical isomorphism of A-algebras:
AU ⊗AU Kˆp ≃ Kˆp ≃ Aˆp ⊗Aˆp Kˆp.
4.6. Examples
In this section, we discuss some simple examples of objects and morphisms in the categories
CPA and CTCA when A is the ring Zp or Z.
These examples should make clear that non-strict morphisms in the categories CTCZp and
CTCZ are not “pathologies” but occur “naturally”, and that exact sequences in the categories CPZ
and CTCZ and their duality properties must be handled with some care.
We denote by p a prime number and by |.|p the p-adic norm of Zp on the ring Zp of p-adic
integers, defined by |pnu|p := p−n for every n ∈ N and every u ∈ Z×p .
4.6.1. Subobjects and duality in CPZ and CTCZ. Besides Condition E2, we may consider
the following condition:
E′2 :The morphism α is injective and its image is saturated in M
′.
Similarly, besides Condition F1, we may consider the following condition:
F′1 : The morphism β is injective and its image is closed and saturated in N2.
Clearly, Condition E2 implies Condition E
′
2, and Condition F1 implies Condition F
′
1.
However, the converse implications do not hold in general. This is demonstrated, when A = Z,
by Proposition 4.6.1 below.
Let (εn)n∈N denote the canonical basis of Z
(N), defined by εn(k) := δnk for every (n, k) ∈ N2.
We shall identify the dual in CTCZ of the object M := Z
(N) of CPZ with the Z-module N := Z
N
equipped with the product topology of the discrete topology on Z, by means of the map:
(4.6.1)
HomZ(Z
(N),Z)
∼−→ ZN
ξ 7−→ (ξ(εn))n∈N.
Proposition 4.6.1. 1) If we define two morphisms of Z-modules α1 : Z
(N) −→ Z(N) and π1 :
Z(N) −→ Z[1/p] by
α1(εn) := εn − pεn+1 and π1(εn) := 1
pn
for every n ∈ N, then α1 and π1 fit into the following short exact sequence:
(4.6.2) 0 −→ Z(N) α1−→ Z(N) π1−→ Z[1/p] −→ 0.
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Moreover the dual morphism β1 := α
∨
1 ∈ HomcontZ (ZN,ZN) is injective, and if we define a Z-linear
map σ1 : Z
N −→ Zp/Z by
σ1((yk)k∈N) :=
[∑
k∈N
pkyk
]
,
then the following diagram is a short exact sequence:
(4.6.3) 0 −→ ZN β1−→ ZN σ1−→ Zp/Z −→ 0.
2) If we define two morphisms of Z-modules α2 : Z
(N) −→ Z(N) and π2 : Z(N) −→ Z[1/p]/Z by
α2(εn) := −pε0 when n = 0,
:= εn−1 − pεn when n ≥ 1,
and by
π2(εn) :=
[
1
pn+1
]
for every n ∈ N,
then α2 and π2 fit into the following short exact sequence:
(4.6.4) 0 −→ Z(N) α2−→ Z(N) π2−→ Z[1/p]/Z −→ 0.
Moreover the dual morphism β2 := α
∨
2 in Hom
cont
Z (Z
N,ZN) is injective, and if we define a
continuous Z-linear map σ2 : Z
N −→ Zp by
σ2((yk)k∈N) :=
∑
k∈N
pkyk,
then the following diagram is a short exact sequence:
(4.6.5) 0 −→ ZN β2−→ ZN σ2−→ Zp −→ 0.
Observe that α1 satisfies E
′
2 and not E2, since β1 does not satisfy E1, and that β2 satisfies F
′
1
and not F1, since α2 does not satisfies F2.
As already mentioned, Proposition 4.6.1 also demonstrates how the categories CPZ and CTCZ
are “badly behaved” with respect to quotients.
Proof. 1) We use the identification of Z-modules
Z(N)
∼−→ Z[X ]
εn 7−→ Xn and
ZN
∼−→ Z[[X ]]
(yk)k∈N 7−→
∑
k∈N ykX
k.
The isomorphism (4.6.1) becomes the isomorphism
HomZ(Z[X ],Z)
∼−→ Z[[X ]]
induced by the residue pairing
(4.6.6)
Z[[X ]]× Z[X ] −→ Z
(f, P ) 7−→ ResX=0[f(X)P (1/X)dX/X ].
The diagram (4.6.2) may be written
(4.6.7) 0 −→ Z[X ] α1−→ Z[X ] π1−→ Z[1/p] −→ 0
where
(4.6.8) α1(P ) := (1− pX)P
and
π1(P ) = P (1/p).
The exactness of (4.6.7), hence of (4.6.2), follows from the basic properties of polynomials with
integer coefficients.
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Moreover the expressions (4.6.8) for α1 and (4.6.6) for the duality pairing between Z[[X ]] and
Z[X ] show that the dual morphism
β1 := α
∨
1 : Z[[X ]] −→ Z[[X ]]
is given by
(4.6.9) β1(f) = (1− p/X)f + pf(0)/X.
The vanishing of β1(f) therefore implies the equality in Q[[X ]]:
f(X) = f(0)(1− p−1X)−1 = f(0)
∑
k∈N
p−kXk.
Clearly, the only f in Z[[X ]] satisfying this condition is f = 0, and accordingly β1 is injective.
To complete the proof of the exactness of (4.6.3), we shall use the following easy lemma:
Lemma 4.6.2. The evaluation morphism
(4.6.10)
η : Z[[X ]] −→ Zp
f 7−→ f(p)
is surjective. Its kernel is (X − p)Z[[X ]].
Proof of Lemma 4.6.2. The surjectivity of η is clear, and the inclusion (X−p)Z[[X ]] ⊂ ker η
also.
To establish the converse inclusion, observe that the kernel of the evaluation map
ηZp : Zp[[X ]] −→ Zp
f 7−→ f(p)
is (X − p)Zp[[X ]], say by the Weierstrass preparation theorem.
Therefore any element f of Z[[X ]] in the kernel of η may be written
(4.6.11) f = (X − p)g
for some g in Zp[[X ]]. The polynomial (X−p) = −p(1−X/p) is a unit in Z[1/p][[X ]], and the equation
(4.6.11) shows that the series g, seen as an element of Qp[[X ]], actually belongs to Z[1/p][[X ]].
Consequently g belongs to Zp[[X ]] ∩ Z[1/p][[X ]] = Z[[X ]]. 
The morphism σ1 : Z[[X ]] −→ Zp/Z maps g ∈ Z[[X ]] to the class of g(p) in Zp/Z. It is
clearly surjective, and to establish the exactness of (4.6.3), we are indeed left to show that, for any
g ∈ Z[[X ]], the following two conditions are equivalent:
(i) there exists f ∈ Z[[X ]] such that
g = (1 − p/X)f + pf(0)/X ;
(ii) the element g(p) of Zp belongs to Z.
When (i) holds, then g(p) = f(0) and therefore (ii) also holds. Conversely, when (ii) holds, then
g − g(p) is an element of Z[[X ]] in the kernel of the evaluation morphism (4.6.10) and, for some
h ∈ Z[[X ]], we have
g − g(p) = (X − p)h.
Therefore condition (i) is satisfied by f := Xh+ g(p).
2) Similarly the exact sequence (4.6.4) and (4.6.5) may be written as
(4.6.12) 0 −→ Z[X ] α2−→ Z[X ] π2−→ Z[1/p]/Z −→ 0,
where
α2(P ) :=
1− pX
X
P − P (0)
X
=
P − P (0)
X
− pP
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and
π2(P ) = (1/p).P (1/p) mod Z,
and as
(4.6.13) 0 −→ Z[[X ]] β2−→ Z[[X ]] σ2−→ Zp −→ 0,
where
β2(f) = α2(f) := (X − p) f and σ2(f) := f(p).
We leave the proof of the exactness of (4.6.12) as an elementary exercise on polynomials with
integer coefficients. The exactness of (4.6.13) is basically the content of Lemma 4.6.2. 
4.6.2. A non-strict bijective morphism in CTCZp . We want to point out that, when the
base ring A satisfies Ded2 — that is, when A a complete discrete valuation ring — the Open
Mapping and the Closed Graph Theorems (as stated in Proposition 4.4.11 for a Dedekind ring A
satisfying Ded3) do not hold.
For definiteness, let us assume that A = Zp, and let N be the object of CTCZp defined as
N := ZNp equipped with the product of the discrete topology on each factor Zp.
Lemma 4.6.3. Let (ξn)n∈N be an element of Z
N
p such that limn→+∞ |ξn|p = 0. For any x :=
(xn) ∈ N = ZNp , the series ξ(x) :=
∑
n∈N ξnxn converges in Zp equipped with |.|p, and defines a
Zp-linear map ξ : N −→ Zp.
The map ξ belongs to HomCTCZp (N,Zp) if and only if (ξn)n∈N belongs to Z
(N)
p .
The graph Gr ξ of ξ is closed in the topological module N ⊕ Zp of CTCZp .
Proof. All the assertions are immediate, but possibly the last one.
To prove that Gr ξ of ξ is closed in N ⊕Zp = ZNp ⊕Zp equipped with the product of the discrete
topology on each factor Zp, consider x in N and a in Zp such that (x, a) /∈ Gr ξ, or equivalently,
such that ξ(x) 6= a.
There exists a positive integer n0 such that, for every n ∈ N>n0 ,
|ξn|p < |ξ(x)− a|p.
Then U := {0}{0,...,n0} × ZN>n0p is an open neighborhood of 0 in N = ZNp such that, for any u ∈ U,
|ξ(u)|p < |ξ(x) − a|p.
Consequently, for any x˜ ∈ x+ U,
|ξ(x˜)− a|p = |ξ(x)− a|p 6= 0,
and (x, a) + U ⊕ {0} is an open neighborhood of (x, a) in N ⊕ Zp disjoint of Gr ξ. 
Let us keep the notation of Lemma 4.6.3.
According to Proposition 4.2.3, the A-module Gr ξ, equipped with the topology induced by the
one of N ⊕ Zp, becomes an object of CTCZp . Clearly the first projection
pr1|Gr ξ : Gr ξ −→ N
defines a continuous bijective morphism of topological A-modules. By construction, it is a homeo-
morphism — or equivalently, a strict morphism — precisely when ξ : N −→ Zp is continuous.
This shows that, for any (ξn)n∈N in Z
N
p \ Z(N)p such that limn→+∞ |ξn|p = 0, the map pr1|Gr ξ is
a non-strict bijective morphism in HomCTCZp (Gr ξ,N).
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4.6.3. Non-strict injective morphisms in CTCA when A satisfies Ded3. The construc-
tion in Proposition 4.6.1, 2), may easily be extended to a more general setting and provides, for any
Dedekind ring A that satisfies Ded3, examples of injective morphisms in CTCA that are not strict.
The ringA[[X ]] of formal series with coefficients in A will be equipped with its natural prodiscrete
topology (say, defined by its identification with lim←−nA[X ]/(X
n)). Then it becomes an object of
CTCA.
By mimicking the arguments in the proof of Proposition 4.6.1, 2), one easily establishes the
following proposition. (To prove its assertion 3), choose some non-zero prime ideal p dividing a,
and consider the evaluation map g 7→ g(a) from A to the p-adic completion Aˆp of A. On the image
ϕa(A[[X ]]) of ϕa, this evaluation map takes values in A.) We leave the details of its proof to the
reader.
Proposition 4.6.4. For any a ∈ A, we define a continuous A-linear map
ϕa : A[[X ]] −→ A[[X ]]
by letting
ϕa(f) := (1 − a/X)f + af(0)/X = f − a (f − f(0))/X.
1) The map ϕa is injective if and only if a /∈ A×.
2) For any a in A, the map ϕa sends A[X ] bijectively onto A[X ]. In particular, its image
ϕa(A[[X ]]) is dense in A[[X ]].
3) If A satisfies Ded3, then, for any a ∈ A \ (A× ∪ {0}), the map ϕa is not surjective. 

CHAPTER 5
Ind- and pro-Hermitian vector bundles over arithmetic
curves
In this chapter, we introduce diverse categories of infinite dimensional Hermitian vector bundles
over an arithmetic curve SpecOK defined by the ring of integers OK of some number field K.
These categories are constructed from the categories CPA and CTCA investigated in the previous
chapters, specialized to the case of the Dedekind ring A = OK (of type Ded3), by enriching the
objects and the morphisms by “Hermitian data”.
In the applications to Diophantine geometry, we will be mainly interested in pro-Hermitian
vector bundles: their underlying “algebraic” objects will be the topological OK-modules in CTCOK .
In the basic case where OK = Z, these are precisely the pro-Euclidean lattices described in the
Introduction (see 0.1.1). As already indicated in loc. cit., they admit alternative descriptions, either
(i) in terms of objects Ê of CTCOK and of Hilbert spaces E
Hilb
σ densely embedded in the completed
tensor products Êσ ≃ Ê⊗ˆσC associated to the diverse complex embeddings σ : K →֒ C, or (ii) in
terms of projective systems
E• : E0
q0←− E1 q1←− · · · qi−1←− Ei qi←− Ei+1 qi+1←− . . .
of surjective admissible morphisms of Hermitian vector bundles over SpecOK .
The equivalence of these descriptions is elementary, but quite useful in practice. Other con-
structions described in this chapter are mostly formal, and their details could be skipped at first
reading.
The last paragraphs of this chapter are devoted to diverse examples, that are quite elementary
but should convey some feeling of the “concrete significance” of pro-Hermitian vector bundles and
of the technical subtleties one may encounter when handling them.
Notably, in Section 5.6, we introduce the “arithmetic Hardy spaces” Ĥ(R) and the “arithmetic
Bergman spaces” B̂(R). These pro-Euclidean lattices constitute the archetypes of the pro-Hermitian
vector bundles over arithmetic curves that we shall investigate in the sequel, when applying the
formalism developed here to study the interaction of complex analytic geometry and formal geometry
(over the integers) in diverse Diophantine settings.
Besides, in Section 5.7 we show, by explicit examples, that the injectivity or surjectivity prop-
erties of the morphisms of topological OK-modules and of complex Fre´chet and Hilbert spaces
underlying some morphism of pro-Hermitian vector bundles are in general rather subtly related.
We denote by K a number field, by OK its ring of integers, and by π : SpecOK −→ SpecZ the
morphism of schemes from SpecOK to SpecZ. .
5.1. Definitions
5.1.1. Ind-Hermitian vector bundles. We define an ind-Hermitian vector bundle over the
arithmetic curve SpecOK as a pair
F := (F, (‖.‖σ)σ:K →֒C)
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where F is an object of CPOK — namely a countably generated projective OK-module — and
(‖.‖)σ:K →֒C is a family of prehilbertian norms on the complex vector spaces
Fσ := F ⊗σ C
deduced from the OK-module E by the base change σ : OK −→ C. Moreover, the family (‖.‖)σ:K →֒C
is required to be invariant under complex conjugation.1
An isometric isomorphism ϕ : F −→ F ′ between two ind-Hermitian vector bundles F :=
(F, (‖.‖)σ:K →֒C) and F ′ := (F ′, (‖.‖′)σ:K →֒C) over SpecOK is an isomorphism of OK-modules ϕ :
F
∼−→ F such that, for every embedding σ : K →֒ C, the C-linear isomorphism ϕσ : Fσ ∼−→ F ′σ is
isometric with respect to the norms ‖.‖σ and ‖.‖′σ.
5.1.2. Pro-Hermitian vector bundles. By definition, a pro-Hermitian vector bundle over
SpecOK is the data
Ê := (Ê, (EU )U∈U(Ê))
of an object Ê of CTCOK and, for any open saturated OK-submodule U of Ê, of a structure of
Hermitian vector bundle over SpecOK
EU := (EU , (‖.‖U,σ)σ:K →֒C)
on the finitely generated projective OK-module EU := Ê/U.
Moreover, for any two open saturated OK-submodules U and U ′ of Ê such that U ⊂ U ′, the
surjective morphism of OK-modules pU ′U : EU −→ EU ′ is required to define a surjective admissible
morphism of Hermitian vector bundles from EU onto EU ′ .
An isometric isomorphism ψ : Ê −→ Ê
′
between two pro-Hermitian vector bundles
Ê = (Ê, (EU )U∈U(Ê))
and
Ê
′
:= (Ê′, (E
′
U ′)U ′∈U(Ê′))
is an isomorphism ψ : Ê
∼−→ Ê′ of topological2 OK-modules such that, for any U in U(Ê), of image
U ′ := ψ(U) (necessarily in U(Ê′)), the induced isomorphism of OK-modules
ψU : EU := Ê/U −→ E′U ′ := Ê′/U ′
defines an isometric isomorphism of Hermitian vector bundles from EU onto E
′
U ′ .
5.1.3. The complex topological vector spaces associated to a pro-Hermitian vector
bundle. Let Ê := (Ê, (EU )U∈U(Ê)) be a pro-Hermitian vector bundle over SpecOK , as above, and
let σ : K −֒→C be a field embedding.
1Namely, for any field embedding σ : K →֒ C, the norm ‖.‖σ on Fσ and the norm ‖.‖σ on Fσ attached to the
complex conjugate embedding σ coincide through the C-antilinear isomorphism
F ⊗σ C ≃ F ⊗σ C
e⊗ λ 7−→ e⊗ λ := e⊗ λ.
.
In other words, ‖v‖σ = ‖v‖ for every v ∈ Fσ .
2According to Proposition 4.2.5, any isomorphism ψ : Ê
∼
−→ Ê′ of OK -modules is actually an isomorphism of
topological OK-modules.
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5.1.3.1. We may apply the functor
.⊗ˆOK ,σ : CTCOK −→ CTCC
to the topological OK -module Ê. We thus define the completed tensor product
Êσ := Ê⊗ˆOK ,σC.
By its very definition, Êσ may be identified with an inverse limit of finite dimensional complex vector
spaces equipped with the discrete topology:
Êσ ≃ lim←−
U∈U(Ê)
EU,σ.
Besides this “pro-discrete” topology, which makes it an object of CTCC, the complex vector
space Êσ also admits a canonical separated and locally convex topology : it is defined by taking
the projective limit lim←−U∈U(Ê)EU,σ that defines Êσ in the category of locally convex complex vector
spaces, when each finite dimensional complex vector space EU,σ is equipped with its usual (separated
and locally convex) topology.
Equipped with this topology, Êσ is a nuclear Fre´chet space. Actually, in the category CTCC,
there exists an isomorphism ϕ : Êσ
∼−→ CI for some countable set I (where CI is equipped with the
product of the discrete topology on each factor C), and any such isomorphism is an isomorphism
of complex locally convex vector spaces, when Êσ (resp., C
I) is equipped with its natural locally
convex topology (resp., with the product of the usual topology on each factor C).
From now on, the completed tensor products Êσ associated to some pro-Hermitian vector bundle
Ê (or more generally to some object Ê in CTCOK ) will be always be endowed with its canonical
topology of complex Fre´chet space.
We shall denote by
pU : Ê −→ Ê/U =: EU
the quotient map, and by
pU,σ : Êσ −→ EU,σ
its “completed complexification”.
5.1.3.2. Observe that the Hermitian vector spaces EU,σ and the “admissible” C-linear maps
pU ′U,σ : EU,σ −→ EU ′,σ also constitute a projective system in the category the objects of which are
the complex normed spaces and the morphisms, the continuous linear maps of operator norm ≤ 1.
This projective system admits a limit in this category, that may be described as follows.
Its underlying C-vector space is the subspace of
Êσ := lim←−
U∈U(Ê)
EU,σ
=
{
(xU )U∈U(Ê) ∈
∏
U∈U(Ê)
EU,σ | for any (U,U ′) ∈ U(Ê)2, U ⊂ U ′ =⇒ pU ′U (xU ) = xU ′
}
defined by “uniformly bounded” elements, namely:
EHilbσ := lim←−
U
HilbEU,σ =
{
(xU )U∈U(Ê) ∈ lim←−
U
EU,σ | sup
U∈U(Ê)
‖xU‖EU,σ < +∞
}
.
Its norm is the norm ‖.‖EHilbσ defined by the equality
(5.1.1) ‖x‖EHilbσ := sup
U∈U(E)
‖xU‖EU,σ
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for any element x = (xU )U∈U(Ê) in E
Hilb
σ . Actually ‖xU‖EU,σ is a non-decreasing function of U ∈
U(Ê), and therefore we also have:
‖x‖EHilbσ = lim
U∈U(E)
‖xU‖EU,σ .
The following proposition is a straightforward consequence of the definitions, and its proof is
left to the reader:
Proposition 5.1.1. Equipped with the norm ‖.‖EHilbσ , the complex vector space ÊHilbσ becomes
a separable Hilbert space. For any U ∈ U(Ê), the map
pU,σ|EHilbσ : E
Hilb
σ −→ EU,σ
is a “co-isometry”. In other words, the Hermitian norm ‖.‖EU ,σ coincides with the quotient norm
deduced from the Hilbertian norm ‖.‖EHilbσ by means of the surjective C-linear map pU,σ|EHilbσ .
Moreover, when ÊHilbσ is equipped with its topology of Hilbert space, and Êσ with its canonical
topology of separated locally convex complex vector space, the inclusion morphism
iσ : E
Hilb
σ −→ Êσ
is continuous with dense image. 
Finally observe that the constructions 5.1.3.1 and 5.1.3.2 are clearly compatible with isometric
isomorphisms of pro-Hermitian vector bundles.
5.1.4. An alternative description of pro-Hermitian vector bundles.
5.1.4.1. The previous constructions lead us to the following alternative definition of pro-hermi-
tian vector bundles over SpecOK , which turns out to be more flexible as their initial definition in
terms of projective systems of (finite dimensional) Hermitian vector bundles.
We may define a pro-Hermitian vector bundle over SpecOK as the data
(5.1.2) Ê := (Ê,
(
(EHilbσ , ‖.‖σ, iσ
)
σ:K →֒C
),
where Ê is an object of CTCOK and where, for every field embedding σ : K →֒ C, EHilbσ denotes
a complex Hilbert space, ‖.‖σ its norm, and iσ : EHilbσ −→ Êσ a continuous injective C-linear map
with dense image.
The data (
(EHilbσ , ‖.‖σ, iσ)
)
σ:K →֒C
are required to be compatible with complex conjugation. Namely, one requires the existence, for
every σ : K →֒ C, of a C-antilinear bijective isometry γσ : EHilbσ ∼−→ EHilbσ such that the following
relation hold, where · denotes the C-antilinear isomorphism from Êσ := Ê⊗ˆσC onto Êσ := Ê⊗ˆσC
deduced from the complex conjugation on C:
(5.1.3) iσ ◦ γσ = · ◦ iσ.
When they exist, the maps γσ are uniquely determined by the relations (5.1.3). Moreover, they
are easily seen to exist when one is given a pro-Hermitian vector bundle Ê := (Ê, (EU )U∈U(Ê)) in
the sense of paragraph 5.1.2, and when EHilbσ , ‖.‖σ := ‖.‖EHilbσ , and iσ are defined as in paragraph
5.1.3.2.
Conversely, starting from the data (5.1.2), for every U ∈ U(Ê), one defines a structure of
Hermitian vector bundle
EU := (EU , (‖.‖U,σ)σ:K →֒C)
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on the finitely generated projective OK -module EU := Ê/U by defining the norm ‖.‖U,σ as the
quotient norm deduced from the Hilbert norm ‖.‖σ on EHilbσ by requiring the C-linear maps
pU,σ ◦ iσ : EHilbσ −→ EU,σ
to be co-isometry. (Observe that the density of iσ(E
Hilb
σ ) in Êσ precisely means that this map is
surjective for any U ∈ U(Ê).)
In this way, one constructs a pro-Hermitian vector bundle Ê := (Ê, (EU )U∈U(Ê)) in the sense
of paragraph 5.1.2 from the data (5.1.2).
The reader will easily check that these two constructions are inverse of each other.
5.1.4.2. When dealing with pro-Hermitian vector bundles defined by data of type (5.1.2), we
shall occasionally write iÊσ instead of iσ to make the dependence on Ê explicit, notably when dis-
cussing “concrete” examples of pro-Hermitian vector bundles occurring in Diophantine geometry.
Conversely, when investigating the general properties of pro-Hermitian vector bundles shall also
sometimes avoid to name explicitly the morphisms iσ and γσ, and identify E
Hilb
σ to its image by iσ.
Accordingly, a pro-Hermitian vector bundle will be often denoted by
Ê := (Ê, (EHilbσ , ‖.‖σ)σ:K →֒C).
Having identified EHilbσ with some subspace of Êσ := Ê⊗ˆσC, we may also extend the Hilbert
norm ‖.‖σ on EHilbσ to a function
‖.‖σ : Êσ −→ [0,+∞]
by letting
‖v‖σ := +∞ for any v ∈ Êσ \ EHilbσ .
Then the relations
‖v‖σ = sup
U∈U(Ê)
‖pU,σ(v)‖EU ,σ = lim
U∈U(Ê)
‖pU,σ(v)‖EU ,σ
hold for any v ∈ Êσ.
Observe that, for any R ∈ R+, the ball {v ∈ EHilbσ | ‖v‖ ≤ R} is closed in the locally convex
C-vector space Êσ. (Indeed, it is convex and compact in the weak topology of E
Hilb
σ , hence in the
weak topology of Êσ.)
5.1.5. Direct images. Ind- and pro-Euclidean lattices. The construction of the direct
image of a Hermitian vector bundle over SpecOK by the morphism π : SpecOK −→ SpecZ discussed
in Section 1.2 above extend to ind- and pro-Hermitian vector bundles.
For instance, for any pro-Hermitian vector bundle Ê over SpecOK , we may define its direct
image by π as the pro-Hermitian vector bundle over SpecZ:
π∗E˜ := (π∗Ê, (E
Hilb
C , ‖.‖C))
where π∗Ê is nothing but Ê considered as a topological Z-module, and where E
Hilb
C denotes the
complex Hilbert space defined as
EHilbC :=
⊕
σ:K →֒C
EHilbσ ,
equipped with the norm ‖.‖C such that, for any (xσ)σ:K →֒C ∈ EHilbC ,
‖(xσ)σ:K →֒C‖2C :=
∑
σ:K →֒C
‖xσ‖2σ.
(Observe that, since Ê⊗ˆZC ≃
⊕
σ:K →֒C Êσ, the Hilbert space E
Hilb
C is indeed a dense subspace of
(π∗Ê)C.)
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This construction of direct images reduces many questions concerning ind- and pro-Hermitian
vector bundles over SpecOK to questions concerning ind- and pro-Hermitian vector bundles over
the “final” arithmetic curve SpecZ. We will often say ind-Euclidean lattice (resp. pro-Euclidean
lattice) instead of ind-Hermitian (resp. pro-Hermitian) vector bundle over SpecZ.
Observe also that a pro-Hermitian vector bundle Ê = (Ê, (EHilbC , ‖.‖C)) on SpecZ may be
equivalently defined as a pair (Ê, (ER, ‖.‖R)) where (ER, ‖.‖R) denotes a real Hilbert space equipped
with a continuous R-linear injection with dense image
EHilbR −֒→ÊR := Ê⊗ˆZR.
(Indeed the real Hilbert space (ER, ‖.‖R) is deduced from (EC, ‖.‖C) by taking its fixed point under
complex conjugation. Conversely, we recover (EC, ‖.‖C) from (ER, ‖.‖R) by extending the scalars
from R to C.)
Similar remarks concerning ind-Hermitian vector bundles might be developed and will be left
to the reader. We only observe that an ind-Hermitian vector bundle F over SpecZ may be defined
as a pair (F, ‖.‖) where F is a countable free Z-module and ‖.‖ is a prehilbertian norm on the real
vector space FR := F ⊗Z R.
5.2. Hilbertisable ind- and pro-vector bundles
In applications, it is convenient to have at one’s disposal weakened variants of the notions of ind-
and pro-Hermitian vector bundles, where the (pre-)hilbertian norms that enter into their definitions
in (5.1.1) and in (5.1.4) are replaced by equivalence classes of (pre-)hilbertian norms.
Thus we shall define a Hilbertisable ind-vector bundle over SpecOK as the data
...
F := (F, (F
top
σ )σ:→֒K)
of an object F of CPOK and of structures F
top
σ of complex topological vector spaces on the C-vector
spaces Fσ := F⊗σC that may be defined by prehilbertian norms. The conjugations maps Fσ ∼−→ Fσ
are required to be homeomorphisms.
To any ind-Hermitian vector bundle F := (F, (‖.‖σ)σ:K →֒C) is attached its underlying Hilbertis-
able ind-vector bundle
...
F := (F, (F topσ )σ:→֒K), where F
top
σ )σ:→֒K denotes Fσ equipped with the norm
topology defined by ‖.‖σ.
Similarly, we shall define a Hilbertisable pro-vector bundle over SpecOK as a pair
E˜ := (Ê, (EHilbσ , iσ)σ:K →֒C)
where Ê is an object of CTCOK and where, for every field embedding σ : K →֒ C, EHilbσ denotes
a complex Hilbertisable vector space (that is, a topological complex vector space, the topology of
whcih may be defined by some Hilbert space structure) and iσ : E
Hilb
σ −→ Êσ a continuous injective
C-linear map with dense image. These data are required to be compatible with complex conjugation
(namely, one requires the existence of C-antilinear isomorphisms γσ : E
Hilb
σ
∼−→ EHilbσ that satisfy
the relations (5.1.3)).
Observe that, by the closed graph theorem, the “Hilbertisable” topology on EHilbσ is the unique
topology of Fre´chet space on the complex vector subspace EHilbσ of Êσ which makes continuous the
injection from EHilbσ into Êσ.
To any pro-Hermitian vector bundle
Ê := (Ê,
(
EHilbσ , ‖.‖σ, iσ
)
σ:K →֒C
)
is attached its underlying Hilbertisable pro-vector bundle:
E˜ := (Ê, (EHilbσ , iσ)σ:K →֒C).
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5.3. Constructions as inductive and projective limits
5.3.1. Construction of ind-Hermitian vector bundles as inductive limits. Consider an
inductive system
F • : F 0
j0−→ F 1 j1−→ · · · ji−1−→ F i ji−→ F i+1 ji+1−→ . . .
of injective admissible morphisms of Hermitian vector bundles over SpecOK .
To F •, we may attach an ind-Hermitian vector bundle
lim−→
i
F i := (F, (‖.‖σ)σ:K →֒C)
defined by the following simple construction.
Its underlying OK-module is the inductive limit
F := lim−→
i
Fi.
By construction, it satisfies Condition (4) in Proposition 4.1.1, and therefore is indeed an object of
CPOK .
Moreover, for any field embedding σ : K →֒ C, the maps ji,σ : Fi,σ −→ Fi+1,σ are isometric
with respect to the Hermitian norms ‖.‖F i,σ and ‖.‖F i+1,σ . Therefore there is a unique norm ‖.‖σ
on Fσ := lim−→i Fi,σ such that the canonical maps Fi,σ −֒→Fσ are isometric with respect to the norms‖.‖F i,σ and ‖.‖σ. The so-defined norm ‖.‖σ, like the norms ‖.‖F i,σ , is clearly a prehilbertian norm.
Observe that, up to isometric isomorphism, any ind-Hermitian vector bundle
F := (F, (‖.‖σ)σ:K →֒C)
over SpecOK is the limit of an inductive system F • of Hermitian vector bundles as above. Indeed,
we may consider a sequence (Fi)i∈N of OK-submodules of F satisfying Condition (4) in Proposition
4.1.1 (with A = OK), and endow each Fi with the Hermitian norms restrictions of the given norms
(‖.‖σ)σ:K →֒C: the so-defined Hermitian vector bundles F i define an inductive system F • the limit
of which lim−→i F i is canonically isomorphic to F .
5.3.2. Construction of pro-Hermitian vector bundles as projective limits. Consider
a projective system
E• : E0
q0←− E1 q1←− · · · qi−1←− Ei qi←− Ei+1 qi+1←− . . .
of surjective admissible morphisms of Hermitian vector bundles over SpecOK .
To E•, we may associate a pro-Hermitian vector bundle
lim←−
i
Ei = (Ê, (EU )U∈U(Ê))
over SpecOK defined as follows.
Its underlying topological OK-module is the object of CTCOK defined as the projective limit
Ê := lim←−
i
Ei.
Let us consider the kernels Ui := ker pi of the canonical projections pi : Ê −→ Ei. The sequence
(Ui)i∈N is non-increasing and constitutes a basis of neighborhood of 0 in U(Ê).
For any U in U(Ê), there exists i ∈ N such that U contains Ui. Then the quotient map
pUUi : Ei := Ê/Ui −→ EU := Ê/Ui
is surjective. Consequently, for any embedding σ : K →֒ C, the C-linear map
pUUi,σ : Ei,σ −→ EU,σ
82 5. IND- AND PRO-HERMITIAN VECTOR BUNDLES OVER ARITHMETIC CURVES
also is surjective, and EU,σ may be endowed with the Hermitian norm ‖.‖EU,σ defined as the quotient
norm, defined by means of pUUi,σ, of the Hermitian norm ‖.‖Ei,σ on Ei,σ . By construction, the
Hermitian vector bundle over SpecOK
EU := (EU , (‖.‖EU,σ)σ:K →֒C)
is such that pUUi : Ei −→ EU becomes a surjective admissible morphism from Ei to EU .
Using the fact that the morphisms qi : Ei+1 −→ Ei, and therefore their compositions
pUiUi′ = qi ◦ · · · ◦ qi′−1 : Ei′ −→ Ei′−1 −→ · · · −→ Ei,
are surjective admissible, one easily checks that the construction of the Hermitian structure on EU
does not depend on the choice of the open saturated submodule Ui contained in U .
Finally, for any U and U ′ in U(Ê) and any i ∈ N such that Ui ⊂ U ⊂ U ′, the commutativity of
the diagram
Ei
pUUi //
pU′Ui !!❈
❈❈
❈❈
❈❈
❈
EU
pU′U

EU ′
and the fact that pUUi (resp. pU ′Ui) is a surjective admissible surjective morphism from Ei to EU
(resp. from Ei to EU ′) implies that pU ′U is a surjective admissible morphism from EU to EU ′ .
Observe that, up to isometric isomorphism, any pro-Hermitian vector bundle
Ê := (Ê, (EU )U∈U(Ê))
over SpecOK is the limit of some projective system of Hermitian vector bundle E• as above. Indeed,
we may choose a decreasing sequence (Ui)i∈N in U(Ê)) which constitutes a basis of neighborhoods
of 0 in Ê, and consider the projective system defined by the Hermitian vector bundles Ei := EUi .
5.4. Morphisms between ind- and pro-Hermitian vector bundles over OK
For any two normed complex vector spaces (V, ‖.‖) and (V ′, ‖.‖′) and for any λ in R+, we may
consider the set of C-linear maps of operator norm at most λ from (V, ‖.‖) to (V ′, ‖.‖′):
Hom≤λC ((V, ‖.‖)), (V ′, ‖.‖′)) := {T ∈ HomC(V, V ′) | ‖T ‖ := sup
v∈V,‖v‖≤1
‖Tv‖′ ≤ λ}.
Their union
HomcontC ((V, ‖.‖)), (V ′, ‖.‖′)) :=
⋃
λ∈R+
Hom≤λC ((V, ‖.‖)), (V ′, ‖.‖′))
is the C-vector space of continuous linear maps from (V, ‖.‖) to (V ′, ‖.‖′).
5.4.1. Categories of ind-Hermitian vector bundles. Let F 1 and F 2 be two ind-Hermitian
vector bundles overOK . For any λ in R+, we define Hom≤λOK (F 2, F 1) as the subset of HomOK (F2, F1)
consisting of the OK-linear maps
ψ : F2 −→ F1
such that, for every embedding σ : K −֒→C, the induced C-linear map
ψσ : F2,σ −→ F1,σ
is continuous, of operator norm ≤ λ, when F2,σ and F1,σ are equipped with the pre-hilbertian norms
‖.‖F2,σ and ‖.‖F1,σ .
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Clearly, if F 1, F 2, and F 3 are ind-Hermitian vector bundles over OK , and if λ and µ are
two elements of R+, the composition of an element ψ in Hom
≤λ
OK
(F 2, F 1) and of an element ψ
′ in
Hom≤µOK (F 3, F 2) defines an element ψ ◦ ψ′ in Hom
≤λµ
OK
(F 3, F 1).
Consequently, it is possible to define a category whose objects are the ind-Hermitian vector
bundles over OK by either of the following constructions:
(a) by defining the morphisms from F 2 to F 1 to be
HomcontOK (F 2, F 1) :=
⋃
λ∈R+
Hom≤λOK (F 2, F 1)
=
{
ψ ∈ HomOK (F2, F1) | for every σ : K →֒ C, ψσ ∈ HomcontC ((F2,σ, ‖.‖F2,σ), (F1,σ, ‖.‖F1,σ))
}
.
The so-defined category indVect
cont
(OK) is clearly OK-linear.
(b) by defining the morphisms from F 2 to F 1 to be Hom
≤1
OK
(F 2, F 1). The so-defined category
will be denoted by indVect
≤1
(OK).
Observe that an isomorphism ψ : F 2
∼−→ F 1 in indVect≤1(OK) (resp. in indVectcont(OK)) is
an isomorphism of OK-modules ψ : F2 ∼−→ F2 such that the C-linear isomorphisms ψσ : F2,σ ∼−→
F1,σ is an isometry (resp. a homeomorphism) between the normed vector spaces (F2, ‖.‖F2,σ ) and
(F1, ‖.‖F1,σ ). In particular, isometric isomorphisms of ind-Hermitian vector bundles (as defined in
paragraph 5.1.1) are exactly the isomorphisms in indVect
≤1
(OK).
The inductive limit lim−→i F i of an inductive system F • of injective admissible morphisms of
Hermitian vector bundles, as considered in paragraph 5.3.1, together with the obvious inclusion
maps F k −→ lim−→i F i, is easily checked to be a inductive limit of F • in the category indVect
≤1
(OK).
We may also introduce an OK-linear category indV˜ect(OK), whose objects are the Hilbertisable
ind-vector bundles over SpecOK : in the category indV˜ect(OK), the set of morphisms between two
Hilbertisable ind-vector bundles
...
F 2 := (F2, (F
top
2,σ )σ:→֒K) and
...
F 1 := (F1, (F
top
1,σ )σ:→֒K) over SpecOK
is defined as the the OK-module
HomcontOK (
...
F 2,
...
F 1)
=
{
ψ ∈ HomOK (F2, F1) | for every σ : K →֒ C, ψσ : F top2,σ −→ F top1,σ is continuous
}
.
Finally there is a natural forgetful functor from indVect
cont
(OK) to indV˜ect(OK), which maps
an ind-Hermitian vector bundle F to the associated prehilbertisable ind-vector bundle
...
F , and is the
identity on morphisms. It is easily seen to be an equivalence of category.
5.4.2. Categories of pro-Hermitian vector bundles. For any two pro-Hermitian vector
bundles Ê1 and Ê2 over SpecOK and for any λ in R+, we define:
(5.4.1) Hom≤λOK (Ê1, Ê2) := lim←−
U2
lim−→
U1
Hom≤λOK (E1,U1 , E2,U2).
(In the inductive (resp. projective) limit, U1 (resp. U2) varies in the filtered set U(Ê1), ordered by
⊇.)
We also define the set of continuous OK-morphisms from Ê1 and Ê2 as the OK-module
(5.4.2) HomcontOK (Ê1, Ê2) :=
⋃
λ∈R+
Hom≤λOK (Ê1, Ê2).
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Observe that an element ϕ˜ in HomcontOK (Ê1, Ê2) is uniquely determined by its image ϕˆ in theOK-module
lim←−
U2
lim−→
U1
HomOK (E1,U1 , E2,U2) ≃ HomcontOK (Ê1, Ê2)
of OK-linear continous maps from Ê1 to Ê2.
The following proposition is a direct consequence of the construction of the Hilbert spaces
associated to a pro-Hermitian vector bundle:
Proposition 5.4.1. With the above notation, an element ϕˆ in HomcontOK (Ê1, Ê2) may be lifted
to an element ϕ˜ in Hom≤λOK (Ê1, Ê2) if and only if, for every embedding σ : K →֒ C, there exists a
continuous C-linear map of operator norm ≤ λ
ϕσ : E
Hilb
1,σ −→ EHilb2,σ
between the Hilbert spaces E
Hilb
1,σ and E
Hilb
2,σ such that the following diagram is commutative:
(5.4.3)
EHilb1,σ
ϕσ−−−−→ EHilb2,σ
iÊ1σ
y yiÊ2σ
Ê1,σ
ϕˆσ−−−−→ Ê2,σ.
When this holds, these morphisms ϕσ are unique. 
According to Proposition 5.4.1, an element of HomcontOK (Ê1, Ê2) (resp. Hom
≤λ
OK
(Ê1, Ê2)) may be
described as a pair
(5.4.4) ϕ˜ := (ϕˆ, (ϕσ)σ:K →֒C),
consisting in the following data:
(1) a continuous morphism of topological OK-modules
ϕˆ : Ê1 −→ Ê2;
(2) for every embedding σ : K →֒ C, a continuous C-linear map continuous map (resp. of
operator norm ≤ λ)
ϕσ : E
Hilb
1,σ −→ EHilb2,σ
between the Hilbert spaces E
Hilb
1,σ and E
Hilb
2,σ that is compatible with ϕˆ, in the sense that
the diagram (5.4.3) is commutative for every embedding σ : K →֒ C.
In the following sections, and in the sequel of this monograph, we shall freely use this alternative
description of HomcontOK (Ê1, Ê2).
As a special case of this description, observe that, for any Hermitian vector bundle E over
SpecOK and for any pro-Hermitian vector bundle F̂ over SpecOK , we have a natural identification:
HomcontOK (E, F̂ )
∼−→ HomOK (E, F̂ ∩ FHilbC ).
For any three pro-Hermitian vector bundles Ê1, Ê2, and Ê3 over SpecOK , there is a natural
OK-bilinear composition map
(5.4.5) . ◦ . : HomcontOK (Ê2, Ê3)×HomcontOK (Ê1, Ê2) −→ HomcontOK (Ê1, Ê3),
— that, for any (λ, µ) ∈ R2+, maps HomcontOK (Ê2, Ê3) × HomcontOK (Ê1, Ê2) to HomcontOK (Ê1, Ê3) —
deduced from the composition of morphisms
Hom≤λOK (Ê2,U2 , Ê3,U3)×Hom
≤µ
OK
(Ê1,U1 , Ê2,U2) −→ Hom≤λµOK (Ê1,U1 , Ê3,U3)
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by passage to the projective and inductive limits involved in the definition (see (5.4.1)) of continuous
OK-morphisms of pro-Hermitian vector bundles.
In terms of the description of the morphisms of pro-Hermitian vector bundles as pairs of the
form (5.4.4), this composition law may be described as follows. If ϕ˜ := (ϕˆ, (ϕσ)σ:K →֒C) (resp.
ψ˜ := (ψˆ, (ψσ)σ:K →֒C)) is an element of Hom
cont
OK (Ê1, Ê2) (resp. of Hom
cont
OK (Ê2, Ê3)), the composition
law (5.4.5) maps (ψ˜, ϕ˜) to
ψ˜ ◦ ϕ˜ := (ψˆ ◦ ϕˆ, (ψσ ◦ ϕσ)σ:K →֒C).
By defining the morphisms from Ê1 to Ê2 to be Hom
cont
OK (Ê1, Ê2) and the composition of mor-
phisms as above, the class of pro-Hermitian vector bundles over SpecOK becomes an OK-linear
category. We shall denote it by proVect
cont
(OK).
We may define another category, the objects of which are again the pro-Hermitian vector bundles
over SpecOK , by defining the morphisms the morphisms from Ê1 to Ê2 to be Hom≤1OK (Ê1, Ê2), and
by defining the composition as above. We shall denote this category by proVect
≤1
(OK).
Finally we may formulate some observations concerning these categories of pro-Hermitian vector
bundles similar to the ones concerning ind-Hermitian vector bundles at the end of paragraph 5.4.1:
(i) An isomorphism ϕ˜ : Ê1
∼−→ Ê2 in proVectcont(OK) (resp. in proVect≤1(OK)) is the data
of an isomorphism ϕˆ : Ê1
∼−→ Ê2 of topological OK-modules and of C-linear homeomorphisms
ϕσ : E
Hilb
1,σ
∼−→ EHilb2,σ compatibel with ϕˆ.
An isomorphism ϕ˜ : Ê1
∼−→ Ê2 in proVect≤1(OK) is precisely an isometric isomorphism of
pro-Hermitian vector bundles.
(ii) The projective limit lim←−i Ei of a projective system E• of surjective admissible morphisms
of Hermitian vector bundles (as considered in paragraph 5.3.2), equipped with the projection maps
lim←−i Ei −→ Ek, is easily checked to be a projective limit of E• in proVect
≤1
(OK).
(iii) We may introduce the OK-linear category proV˜ect(OK), whose objects are the Hilbertisable
pro-vector bundles over SpecOK , and a forgetful functor
proVect
cont
(OK) −→ proV˜ect(OK)
— it sends an object Ê of proVect
cont
(OK) to the underlying object E˜ of proV˜ect(OK) — that is
actually an equivalence of category.
5.5. The duality between ind- and pro-Hermitian vector bundles
In this section, we construct a duality between the categories indVect
≤1
(OK) and proVect≤1(OK)
and between the categories proVect
cont
(OK) and proVectcont(OK) by combining the duality between
CPOK and CTCOK described in Section 4.3 and the classical duality theory of (pre-)Hilbert spaces.
5.5.1. The duality functors.
(i) Let F := (F, (‖.‖σ)σ:K →֒C) be an ind-Hermitian vector bundle over SpecOK . To F , we may
attach a dual pro-Hermitian vector bundle
(5.5.1) F
∨
:= (F∨, (F∨Hilbσ , ‖.‖∨σ)σ:K →֒C)
over SpecOK , defined as follows.
Its underlying topological OK-module is the OK-module
F∨ := HomOK (F,OK)
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equipped with the topology of pointwise convergence. In other words, it is the dual in CTCOK of
the object F of CPOK .
For any embedding σ : K →֒ C, we get canonical isomorphisms of complex vector spaces
(5.5.2) F∨σ := F
∨⊗ˆOK ,σC ≃ HomOK ,σ(F,C) ≃ HomC(Fσ ,C).
Actually the Fre´chet topology on F∨σ (deduced from the structure of topological OK-module on F∨,
as explained in 5.1.3 (i)) coincides with the locally convex topology on HomC(Fσ,C) defined by the
pointwise convergence on Fσ.
By means of the identifications (5.5.2), we may introduce the vector subspace
F∨Hilbσ := Hom
cont
C ((Fσ, ‖.‖σ),C)
of F∨σ consisting in the linear forms on Fσ continuous with respect to the Hermitian norm ‖.‖σ.
Equipped with its operator norm, defined by
‖ξ‖∨σ := sup
f∈Fσ,‖f‖σ≤1
|ξ(f)|,
this vector space becomes a separable Hilbert space (F∨Hilbσ , ‖.‖∨σ), and the inclusion
F∨Hilbσ −֒→F∨σ
is easily seen to be continuous and to have a dense image.3
This construction is compatible with complex conjugation, and the right hand of (5.5.1) actually
defines a pro-Hermitian vector bundle over SpecOK , in terms of the alternative approach to pro-
Hermitian vector bundles presented in paragraph 5.1.4.
Let λ be a positive real number, and let F 1 := (F1, (‖.‖1,σ)σ:K →֒C) and F 2 := (F2, (‖.‖2,σ)σ:K →֒C)
be two ind-Hermitian vector bundles over SpecOK . Consider a morphism α in Hom≤λOK (F 1, F 2). By
definition, α is an element of HomOK (F1, F2) such that, for any σ : K →֒ C, the C-linear map
ασ : F1,σ −→ F2,σ is continuous of operator norm ≤ λ from (F1σ, ‖.‖1,σ) to (F2σ , ‖.‖2,σ).
The dual (or adjoint) morphism
α∨ := . ◦ α : F∨2 := HomOK (F2,OK) −→ F∨1 := HomOK (F1,OK)
becomes, after “completed base change” under the embedding σ : OK →֒ C, the C-linear map
α∨σ := . ◦ ασ : F∨2,σ ≃ HomC(F2,σ ,C) −→ F∨1,σ ≃ HomC(F1,σ ,C).
It is a continuous C-linear map between the Fre´chet spaces F∨2,σ and F
∨
1,σ. Moreover, it sends
F∨Hilb2,σ := Hom
cont
C ((F2,σ , ‖.‖2,σ),C) to F∨Hilb1,σ := HomcontC ((F1,σ , ‖.‖1,σ),C), and defines a continuous
C-linear map of operator norm ≤ λ from (F∨Hilb2,σ , ‖.‖∨2,σ) to (F∨Hilb1,σ , ‖.‖∨1,σ).
In conclusion, the dual map α∨ defines a morphism in Hom≤λOK (F
∨
2 , F
∨
1 ). Moreover, the so-
defined maps
Hom≤λOK (F 1, F 2) −→ Hom
≤λ
OK
(F
∨
2 , F
∨
1 )
α 7−→ α∨.
define an OK-linear map
.∨ : HomcontOK (F 1, F 2) −→ HomcontOK (F
∨
2 , F
∨
1 ).
This construction is clearly functorial and defines two contravariant duality functors,
.∨ : indVect
≤1
(OK) −→ proVect≤1(OK)
and
.∨ : indVect
cont
(OK) −→ proVectcont(OK),
3Actually, from any countable C-basis of Fσ , by orthonormalization we get a countable orthonormal basis of
Fσ. By means of any such orthonormal basis, we get compatible isomorphisms: Fσ
∼
−→ C(N), F∨σ
∼
−→ CN, and
F∨Hilbσ
∼
−→ ℓ2(N).
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the second of which is OK-linear.
Observe that any inductive system
F • : F 0
j0−→ F 1 j1−→ · · · ji−1−→ F i ji−→ F i+1 ji+1−→ . . .
of injective admissible morphisms of Hermitian vector bundles over SpecOK determines by duality
a projective system
F
∨
• : F
∨
0
j∨0←− F∨1
j∨1←− · · · j
∨
i−1←− F∨i
j∨i←− F∨i+1
j∨i+1←− . . .
of surjective admissible morphisms of Hermitian vector bundles over SpecOK . The injection mor-
phisms jk : F k −→ lim−→i F i define, by duality, morphisms in proVect
≤1
(OK):
j∨k : (lim−→
i
F i)
∨ −→ F∨k ,
which in turn define a morphism from (lim−→i F i)
∨ to the projective limit lim←−i F
∨
i of F
∨
• , that is easily
seen to be an isometric isomorphism of pro-Hermitian vector bundles over SpecOK :
(5.5.3) (lim−→
i
F i)
∨ ∼−→ lim←−
i
F
∨
i .
(ii) Conversely, to any pro-Hermitian vector bundle over SpecOK ,
Ê := (Ê, (EHilbσ , ‖.‖σ)σ:K →֒C),
we may attach a dual ind-Hermitian vector bundle
(5.5.4) Ê
∨
:= (Ê∨, (‖.‖∨σ)σ:K →֒C)
defined as follows.
Its underlying projective OK-module is the dual
Ê∨ := HomcontOK (Ê,OK)
in CPOK of the object Ê of CTCOK . Actually, as a consequence of Proposition 4.2.5, Ê
∨ coincides
with the algebraic dual HomOK (Ê,OK) of the OK-module Ê.
For any embedding σ : K →֒ C, we have canonical isomorphisms:
(Ê∨)σ := Ê
∨ ⊗OK ,σ C ≃ ( lim−→
U∈U(Ê)
E∨U )⊗OK,σ C ≃ lim−→
U∈U(Ê)
E∨U,σ ≃ HomcontC (Êσ ,C).
Since the injection iσ : E
Hilb
σ −֒→Êσ is continuous with dense image, its transpose defines an injective
map (also with dense image)
tiσ : (Ê
∨)σ −֒→(EHilbσ )∨
from (Ê∨)σ to the dual Hilbert space (E
Hilb
σ )
∨, and we define the norm ‖.‖∨σ as the restriction to
(Ê∨)σ of the Hilbert norm on (Ê
∨)σ dual of the norm ‖.‖σ on EHilbσ . (In other words, the norm ‖ξ‖∨σ
of some linear form ξ in HomcontC (Êσ,C) is the operator norm, with respect to ‖.‖σ, of its restriction
to EHilbσ .)
It is straightforward that the construction of the norms (‖.‖∨σ)σ:K →֒C on the complex vector
spaces ((Ê∨)σ)σ:K →֒C is compatible with complex conjugation. Consequently the right hand-side of
(5.5.4) indeed defines some ind-Hermitian vector bundle over SpecOK .
Let λ be a positive real number, and let
Ê1 := (Ê1, (E
Hilb
1,σ , ‖.‖1,σ)σ:K →֒C)
and
Ê2 := (Ê2, (E
Hilb
2,σ , ‖.‖2,σ)σ:K →֒C)
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be two pro-Hermitian vector bundles over SpecOK . Consider a morphism β in Hom≤λOK (Ê1, Ê2).
By definition, β is an element in HomcontOK (Ê1, Ê2) such that, for any embedding σ : K →֒ C, the
continuous linear map of Fre´chet spaces
(5.5.5) βσ : Ê1,σ −→ Ê2,σ
maps EHilb1,σ to E
Hilb
2,σ , with an operator norm (with respect to the Hilbert norms ‖.‖1,σ and ‖.‖2,σ)
at most λ.
The dual morphism
β∨ : . ◦ β : Ê∨2 := HomcontOK (Ê2,OK) −→ Ê∨1 := HomcontOK (Ê1,OK),
after the base change σ : OK −֒→C, becomes the transpose of the map (5.5.5), namely
β∨σ = . ◦ βσ : (Ê∨2 )σ ≃ HomcontC (Ê2,σ,C) −→ (Ê∨1 )σ ≃ HomcontC (Ê1,σ,C),
and therefore satisfies, for any ξ ∈ (Ê∨2 )σ:
‖β∨σ (ξ)‖∨1,σ = ‖ξ ◦ βσ‖∨1,σ ≤ λ‖ξ‖∨2,σ.
This shows that β∨ belongs to Hom≤λOK (Ê
∨
2 , Ê
∨
1 ).
The so-defined maps
Hom≤λOK (Ê1, Ê2) −→ Hom
≤λ
OK
(Ê
∨
2 , Ê
∨
1 )
β 7−→ β∨.
define an OK-linear map
.∨ : HomcontOK (Ê1, Ê2) −→ HomcontOK (Ê
∨
2 , Ê
∨
1 ).
This construction is clearly functorial and defines two contravariant duality functors,
(5.5.6) ∨ : proVect
≤1
(OK) −→ indVect≤1(OK)
and
.∨ : proVect
cont
(OK) −→ indVectcont(OK),
the second of which is OK-linear.
The duality functor (5.5.6) is compatible with the construction of pro-Hermitian vector bun-
dles as limits of projective systems of surjective admissible maps of Hermitian vector bundles over
SpecOK discussed in paragraph 5.3.2. Namely, if
E• : E0
q0←− E1 q1←− · · · qi−1←− Ei qi←− Ei+1 qi+1←− . . .
is such a projective system, we may form the dual inductive system
E
∨
• : E
∨
0
q∨0−→ E∨1
q∨1−→ · · · q
∨
i−1−→ E∨i
q∨i−→ E∨i+1
q∨i+1−→ . . .
of injective admissible morphisms of Hermitian vector bundles over SpecOK . The projections pk :
lim←−i Ei −→ Ek define, by duality, morphisms in indVect
≤1
(OK),
p∨k : E
∨
k −→ (lim←−
i
Ei)
∨,
that in turn define a morphism from the inductive limit of E
∨
• to (lim←−iEi)
∨. This morphism is easily
seen to be an isometric isomorphism of ind-Hermitian vector bundles over SpecOK :
(5.5.7) lim−→
i
E
∨
i
∼−→ (lim←−
i
Ei)
∨.
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5.5.2. Duality as adjoint equivalences. Let Ê := (Ê, (EHilbσ , ‖.‖E,σ)σ:K →֒C) be an object of
the category proVect(OK) and let F := (F, (‖.‖F,σ)σ:K →֒C be an object of indVect(OK). We may con-
sider their dual objects Ê
∨
= (Ê∨, (‖.‖∨E,σ)σ:K →֒C) and F
∨
= (F∨, (‖.‖∨F,σ)σ:K →֒C, in indVect(OK)
and proVect(OK) respectively.
As discussed in 4.3.2, we have natural isomorphisms which define the duality between the OK-
linear categories CTCOK and CPOK :
(5.5.8) HomcontOK (Ê, F
∨)
∼−→ HomOK (F, Ê∨).
Indeed both HomcontOK (Ê, F
∨) and HomOK (F, Ê
∨) may be identified with the OK-module consisting
in the OK-bilinear maps
b : Ê × F −→ OK
which are continuous in the first variable, or equivalently with theOK -module lim−→U∈U(Ê)E
∨
U⊗OKF∨.
Similarly, for any field embedding σ : K →֒ C, we have a duality isomorphism of complex vector
spaces:
(5.5.9) HomcontC (Êσ , F
∨
σ )
∼−→ HomC(Fσ, Ê∨σ ).
Indeed, both HomcontC (Êσ, F
∨
σ ) and HomC(Fσ, Ê
∨
σ ) may be identified with the complex vector space
consisting in the C-bilinear maps
b˜ : Êσ × Fσ −→ C
which are continuous in the first variable, or equivalently with the complex vector space
lim−→
U∈U(Ê)
E∨U,σ ⊗C F∨σ .
Moreover, for any λ ∈ R+, the bijection (5.5.9) defines by restriction a bijection:
(5.5.10)
HomcontC (Êσ, F
∨
σ ) ∩ Hom≤λC ((EHilbσ , ‖.‖E,σ), (F∨σ , ‖.‖∨F,σ))
∼−→ Hom≤λC ((Fσ , ‖.‖F,σ), (Ê∨σ , ‖.‖∨E,σ)).
Indeed, the subsets of HomcontC (Êσ , F
∨
σ ) and of HomC(Fσ , Ê
∨
σ ) defined by both sides of (5.5.10) may
be identified with the spaces of C-bilinear maps b˜ as above such that, when considered as bilinear
maps on EHilbσ × Fσ, their ε-norm
‖b˜‖ε := sup
{
|b˜(x, y)|; (x, y) ∈ EHilbσ × Fσ , ‖x‖E,σ ≤ 1, ‖y‖F,σ ≤ 1
}
is at most λ.
Besides, the identifications (5.5.8) and (5.5.9) are compatible with “extension of scalars through
σ : K →֒ C.” In other words, (5.5.8) and (5.5.9) fits into a commutative diagram:
HomcontOK (Ê, F
∨)
∼−−−−→ HomOK (F, Ê∨)y.⊗σ1C y.⊗σ1C
HomcontC (Êσ , F
∨
σ )
∼−−−−→ HomC(Fσ, Ê∨σ ).
Together with the bijections (5.5.10), this shows that the bijection (5.5.8) defines — by restriction
— a bijection
(5.5.11) Hom≤λOK (Ê, F
∨
)
∼−→ Hom≤λOK (F , Ê
∨
)
for every λ ∈ R+, and consequently an OK-linear isomorphism:
(5.5.12) HomcontOK (Ê, F
∨
)
∼−→ HomcontOK (F , Ê
∨
).
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We may finally formulate the duality between the categories of pro- and ind-Hermitian vector
bundles over SpecOK as the following statement, to be compared with the duality between CTCOK
and CPOK that constitutes the special case of Proposition 4.3.1 where A = OK :
Proposition 5.5.1. The bijections (5.5.11) with λ = 1 and (5.5.12) define adjunctions of
functors:
.∨ : proVect
≤1
(OK)⇆ indVect≤1(OK)op : .∨
and
.∨ : proVect(OK)⇆ indVect(OK)op : .∨ .
These are actually adjoint equivalences. Their unit and counit are natural isomorphisms η and
ε defined by isometric isomorphisms
εF : F
∼−→ F∨∨ and η
Ê
: Ê
∼−→ Ê
∨∨
,
associated to any object F in indVect(OK) and any object Ê in proVect(OK), whose underlying
morphisms from F to F∨∨ and from Ê to Ê∨∨ are the biduality isomorphisms:
εF : F
∼−→ HomcontOK (HomOK (F,OK),OK)
f 7−→ (ξ 7−→ ξ(f))
and
ηÊ : Ê
∼−→ HomOK (HomcontOK (Ê,OK),OK)
e 7−→ (ζ 7−→ ζ(e)).
Proof. This may be deduced from the duality between CTCOK and CPOK established in
Proposition 4.3.1, combined with basic results concerning the duality of (pre-)Hilbert spaces.
At this stage, we may also argue directly as follows. The naturality (in each of the relevant cate-
gories) with respect to Ê and F of the bijections (5.5.11) with λ = 1 and (5.5.12) is straightforward.
We are left to show that the unit εF and counit ηÊ
of these adjunctions are isometric isomorphisms
with underlying isomorphisms the biduality isomorphisms εF and ηÊ .
This directly follows from (i) the validity of these properties when F and Ê are Hermitian vector
bundles, (ii) the compatibility of the duality functors with inductive and projective limits (see (5.5.3)
and (5.5.7)), and (iii) the fact that any ind- (resp. pro-)Hermitian vector bundle over SpecOK may
be realized as an inductive (resp. projective) limit of an admissible system of Hermitian vector
bundles (cf. Subsections 5.3.1 and 5.3.2). 
5.6. Examples – I. Formal series and holomorphic functions on disks
Let R be a positive real number.
Let us consider the open disc in C of radius R,
D(R) := {z ∈ C | |z| < R},
and the space Oan(D(R)) of holomorphic functions on D(R).
Equipped with the topology of uniform convergence on compact subsets of D(R), it is a Fre´chet
space. Moreover, Taylor expansion at 0 defines an inclusion
iR : Oan(D(R)) −֒→ C[[X ]]
f 7−→ ∑n∈N(1/n!) f (n)(0)Xn.
When C[[X ]] ≃ CN is equipped with the its natural Fre´chet topology, defined by the simple conver-
gence of coefficients, the map iR is continuous with dense image.
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Let f be an element of Oan(D(R)) and let
f(z) =
∑
n∈N
anz
n
be its expansion at the origin.
For any r ∈ [0, R[, we have:
(5.6.1)
∫ 1
0
|f(re2πit)|2dt =
∑
n∈N
r2n|an|2.
This relation shows that, for every r ∈]0, R[, one defines a Hermitian norm ‖.‖r on Oan(D(R))
by letting:
‖f‖2r =
∫ 1
0
|f(re2πit)|2dt,
and that the Hardy space
H2(R) :=
{
f ∈ Oan(D(R)) | sup
r∈[0,R[
‖f‖2r < +∞
}
becomes a Hilbert space when equipped with the norm ‖.‖R defined by:
‖f‖2R := sup
r∈[0,R[
‖f‖2r =
∑
n∈N
R2n|an|2.
From (5.6.1), we also derive:
‖f‖L2(D(R) :=
∫
x+iy∈D(R)
|f(x+ iy)|2dx dy(5.6.2)
=
∫ R
0
∫ 2π
0
|f(reiθ)|2rdr dθ(5.6.3)
=
∑
n∈N
π(n+ 1)−1R2(n+1)|an|2.(5.6.4)
and, equipped with the norm ‖.‖L2(D(R)), the Bergman space
B(R) := Oan(D(R)) ∩ L2(D(R)
is also a Hilbert space.
Observe that the expressions (5.6.1) and (5.6.2) for the norms ‖.‖R and ‖.‖L2(D(R)) show that
the vector space C[T ] is dense both in H2(R) and in B(R). This show that the composite injections
iHR : H
2(R)−֒→Oan(D(R))−֒→C[[X ]]
and
iBR : B(R)−֒→Oan(D(R))−֒→C[[X ]],
that clearly are continuous, have dense images.
Moreover, H2(R) and in B(R) are subspaces of Oan(D(R)) invariant under the operation of
complex conjugation ·, defined by
f(z) := f(z) =
∑
n∈N
anz
n.
Finally, we may define the following pro-Hermitian vector bundles over SpecZ:
(5.6.5) Ĥ(R) := (Z[[X ]], (H2(R), ‖.‖R), iHR )
and
B̂(R) := (Z[[X ]], (B(R), ‖.‖R, iBR)),
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that may be seen as arithmetic avatars of the classical Hardy and Bergman spaces.
Let us emphasize that the isomorphism class in proVect(OK) (and a fortiori in proVect≤1(OK))
of Ĥ(R), or of B̂(R), varies with R ∈ R∗+. (This may be shown be considering their θ-invariants
hiθ(Ĥ(R)⊗O(δ)); see Proposition 6.4.3, infra.)
5.7. Examples – II. Injectivity and surjectivity of morphisms of pro-Hermitian vector
bundles
In this paragraph, we gather some observations and examples that demonstrate that, if
f : Ê −→ F̂
is a morphism of pro-Hermitian vector bundles over SpecOK , the injectivity (resp. surjectivity)
properties of the underlying morphisms fˆ : Ê −→ F̂ , fˆσ : Êσ −→ F̂σ and fσ : EHilbσ −→ FHilbσ (of
topological OK-modules and of complex Fre´chet and Hilbert spaces) are in general loosely related.
5.7.1. Concerning their injectivity, on the positive side, let us observe that each of the following
assertions implies the following one:
(i) the morphism fˆ : Ê −→ F̂ of topological OK-module is injective and strict;
(ii) the C-linear map fˆσ : Êσ −→ F̂σ is injective;
(iii) the C-linear map fσ : E
Hilb
σ −→ FHilbσ is injective.
Indeed, the implication (i) =⇒ (ii) follows from Proposition 4.4.13, and the implication (ii) =⇒ (iii)
is clear.
Besides, the injectivity (ii) of fˆσ immediately implies the injectivity of fˆ .
5.7.2. Simple examples of morphisms of pro-Hermitian vector bundles which demonstrate that
fˆ or fσ may be injective, while fˆσ is not, are easily obtained by the constructions in Proposition
4.6.1, 2), and Proposition 4.6.4.
Indeed, for any a ∈ Z, the map ϕa considered in Proposition 4.6.4 with A = Z — namely the
map from Z[[X ]] to itself defined by the formula
(5.7.1) ϕa(f) := (1− a/X)f + af(0)/X = f − a (f − f(0))/X
— defines a morphism between “arithmetic Hardy spaces” (as defined in (5.6.5))
Φa : Ĥ(R) −→ Ĥ(R′)
for any two positive real numbers R and R′ such that R′ ≤ R. By definition, Φ̂a := ϕa, and the
morphisms
ϕa,C := Φ̂aC : C[[X ]] −→ C[[X ]]
and
ϕHilba := Φa,C : H
2(R) −→ H2(R′)
are still defined by formula (5.7.1), and actually make sense for any a ∈ C.
According to Proposition 4.6.4, the map
Φ̂a := ϕa : Z[[X ]] −→ Z[[X ]]
is injective if and only if a /∈ {1,−1}, is not surjective, but satisfies ϕa(Z[X ]) = Z[X ]. Moreover
ϕa,C satisfies ϕa,C(C[X ]) = C[X ] and is injective if and only if a = 0.
These properties are complemented by the following proposition, that we leave as an easy exer-
cise:
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Proposition 5.7.1. For any a ∈ C∗, the map
ϕa,C : C[[X ]] −→ C[[X ]]
is surjective and its kernel is the line C.
∑
k∈N a
−kXk.
For any a ∈ C and any two positive real numbers R and R′ such that R′ ≤ R, the continuous
linear map
ϕHilba : H
2(R) −→ H2(R′)
is injective if and only if |a| ≤ R. When |a| > R, its kernel is the line C.(a −X)−1. Moreover the
following conditions are equivalent:
(i) ϕHilba is onto;
(ii) ϕHilba is a strict morphism of complex topological vector space;
(iii) R = R′ and |a| 6= R. 
In particular, we obtain:
Scholium 5.7.2. For any a ∈ Z \ {1, 0,−1}, and any R ∈ R∗+, the morphism of pro-Hermitian
vector bundles over SpecZ
Φa : Ĥ(R) −→ Ĥ(R)
is such that Φ̂a : Z[[X ]] −→ Z[[X ]] is injective and not strict, and Φ̂aC : C[[X ]] −→ C[[X ]] is
strict and not injective. Moreover Φa,C : H
2(R) −→ H2(R) is an isomorphism (resp. injective with
dense image, but not strict; resp. surjective but not injective) if |a| < R (resp. if |a| = R; resp. if
|a| > R). 
5.7.3. Concerning the surjectivity properties of the underlying morphisms attached to a mor-
phism of pro-Hermitian vector bundles fˆ : Ê −→ F̂ over some arithmetic curve SpecOK , we may
consider the following conditions, where we denote by σ some field embedding of K into C:
(i) the image fˆ(Ê) of the morphism fˆ : Ê −→ F̂ is dense in F̂ ;
(ii) the K-linear map fˆK : ÊK −→ F̂K is surjective;
(iii) the C-linear map fˆσ : Êσ −→ F̂σ is surjective;
(iv) the image fσ(E
Hilb
σ ) of the continuous C-linear map fσ : E
Hilb
σ −→ FHilbσ is dense in FHilbσ .
The properties of the morphisms in CTCk when k is a field presented in Subsections 4.3.3 and
4.4.4 (see notably Propositions 4.3.4 and 4.4.10) show that the morphisms fˆK and fˆσ in CTCK
and CTCC are necessarily strict, and are therefore surjective if and only if they have a dense image.
Proposition 4.3.4 also shows that the surjectivity of fˆK and of fˆσ are equivalent.
From these observations, one immediately derives the validity of the following implications:
(i) =⇒ (ii)⇐⇒ (iii)⇐= (iv).
The converse implications (ii) =⇒ (i) and (iii) =⇒ (iv) do not hold in general. This will be
demonstrated by the examples in 5.7.4 and 5.7.5 below.
5.7.4. Let R be a positive real number and let p be a prime number.
Let us consider the morphism
f : Ĥ(R) −→ Ĥ(R)
defined by the morphism of multiplication by X − p. Namely,
fˆ := (X − p). : Z[[X ]] −→ Z[[X ]]
is the morphism β2 considered in Proposition 4.6.1, 2), and the continuous C-linear map
fC := H
2(R) −→ H2(R)
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is the multiplication by the function (z 7→ z − p).
Then, according to Proposition 4.6.1, the cokernel of fˆ may be identified, as a topological Z-
module, with the p-adic integers Zp. Moreover, the maps fˆQ : Q[[X ]] −→ Q[[X ]] and fˆC : C[[X ]] −→
C[[X ]] are still defined by the multiplication by X − p, and are therefore isomorphisms.
Finally the injective map fC is an isomorphism (resp. has a dense image, but is not surjective;
resp. has a closed image of codimension 1) if R < p (resp. if R = p; resp. if R > p).
5.7.5. We finally construct an example of a morphism f : Ê −→ F̂ of pro-Hermitian vector
bundles over SpecOK such that fˆ (and consequently fˆK and fˆσ for every embedding σ : K →֒ C)
is an isomorphism, and fσ is an isometry with infinite dimensional cokernel.
For simplicity, we shall assume that K = Q.
Let I = [a, b] be a closed bounded interval in R, of length b− a > 0.
To I, we may attach the ind-Hermitian vector bundle V I := (VI , ‖.‖I) over SpecZ defined by
the Z-module VI := Z[X ] equipped with the L
2-norm ‖.‖I on VI,C = C[X ] defined by
‖P‖2I :=
∫
I
|P (t)|2 dt.
The completion of the complex normed space (VC , ‖.‖I) is the Hilbert space L2(I). Consequently, if
we consider the pro-Hermitian vector bundle
F̂ I := V
∨
I
dual to V I , its underlying Hilbert space F
Hilb
IC may also be identified
4 with L2(I).
Let I ′ be another closed bounded interval of positive length, and let V I′ and
F̂ I′ := V
∨
I′
be the associated ind- and pro-Hermitian vector bundles over SpecZ. Let us moreover assume that
I ′ ⊂ I.
The the identity map IdZ[X] defines a morphism ρI
′I in Hom≤1Z (V I , V I′). Its adjoint map
ηII′ := ρ
∨
I′I ∈ Hom≤1Z (F̂ I′ , F̂ I)
is easily seen to the morphism of pro-Hermitian vector bundles over SpecZ defined by the morphism
ηII′ := IdZ[X]∨
of topological Z-modules and the continuous C-linear map “extension by zero”
ηII′,C : L
2(I ′) −→ L2(I)
that sends a function Ψ ∈ L2(I ′) to the function ηII′,C(ψ) such that
ηII′,C(ψ)(x) := ψ(x) if x ∈ I ′
:= 0 if x ∈ I \ I ′.
This map ηII′,C is an isometry, and its cokernel may be identified with L
2(I \I ′), which is infinite
dimensional if I ′ 6= I.
4The natural isomorphism L2(I) ≃ FHilbIC is characterized by the fact that the composite map L
2(I) ≃
FHilbIC −֒→FˆI,C := HomC(VI,C,C) sends a function ϕ ∈ L
2(I) to the linear form (P 7→∈I ϕ(t)P (t) dt) on VI,C = C[X].
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5.8. Examples – III. Subgroups of pre-Hilbert spaces and ind-Euclidean lattices
Let (H, ‖.‖) be a real pre-Hilbert space, and let Γ be a subgroup of (H,+).
The inclusion morphism i : Γ −→ H uniquely extends to a R-linear map iR : ΓR := Γ⊗RR −→ H.
Its image is
im iR =
∑
f∈Γ
R.f.
Proposition 5.8.1. The following two conditions are equivalent:
(i) The map iR is injective and the Γ is an object of CPZ.
(ii) The group Γ is countable, and the following condition is satisfied:
(F) For any finite subset F of Γ the abelian group
∑
f∈F Z.f has finite index in Γ ∩
∑
f∈F R.f.
Recall that the objects of CPZ are precisely the countable free Z-modules.
Observe also that iR is injective if and only if ‖iR(.)‖ is a prehilbertian norm on ΓR. Consequently,
Condition (i) may be rephrased as:
(i’) The pair (Γ, ‖iR(.)‖) defines an ind-Euclidean lattice.
Proof. The direct implication (i) ⇒ (ii) is straightforward, since Condition (F) is satisfied by
the subgroup Γ = ZI of the real vector space ΓR ≃ RI , for any (countable) set I.
To establish the converse implication (ii) ⇒ (i), let us assume that (ii) is satisfied, and consider
a sequence (fn)n∈N ∈ ΓN in which any element of Γ occurs.
For any i ∈ N, let us consider
Γi := Γ ∩
∑
0≤n≤i
R.fi.
It is a torsion free Z-module, which contains
∑
0≤n≤i Z.fi as a submodule of finite index. Conse-
quently Γi is a finitely generated torsion free Z-module. Moreover, for any i ∈ N, Γi is clearly a
saturated Z-submodule of Γi+1, and Γ = ∪i∈NΓi.
Therefore, the Z-module Γ is countably generated and projective, hence isomorphic to Z(I), with
I at most countable (this follows from the implications (4) ⇒ (1) and (3) in Proposition 4.1.1). We
may assume that
I = {n ∈ N | n < N}
with N := |I| ∈ N ∪ {+∞}.
Let (ei)i∈I be a Z-basis of Γ. It is also a R-basis of ΓR, and to prove the injectivity of iR, we are
left to show that the family (ei)i∈I , considered as a family of vectors in H , is free over R.
To achieve this, observe that, for every n ∈ I, the Z-module ∑0≤i<n Z.ei is a saturated sub-
module of Γ, hence a saturated submodule of Γ ∩∑0≤i<nR.ei. Besides, the validity of (F) implies
that
∑
0≤i<n Z.ei has finite index in Γ∩
∑
0≤i<n R.ei. Consequently, these two Z-modules coincide:
(5.8.1)
∑
0≤i<n
Z.ei = Γ ∩
∑
0≤i<n
R.ei.
If the family (ei)i∈I were not free over R, there would exist n ∈ I such that en ∈
∑
0≤i<n R.ei.
This would contradict (5.8.1). 
Proposition 5.8.2. If Γ is a discrete subgroup in the pre-Hilbert space (H, ‖.‖), then, for any
finite subset F of Γ, the subgroups
∑
f∈F Z.f and Γ∩
∑
f∈F R.f are lattices in the finite dimensional
real vector space
∑
f∈F R.f .
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Proof. The subgroups
∑
f∈F Z.f and Γ ∩
∑
f∈F R.f satisfy the inclusion∑
f∈F
Z.f ⊂ Γ ∩
∑
f∈F
R.f.
Besides
∑
f∈F Z.f generates the real vector space
∑
f∈F R.f , and Γ ∩
∑
f∈F R.f is discrete in this
vector space, since Γ is discrete in H . Therefore both
∑
f∈F Z.f and Γ ∩
∑
f∈F R.f generate and
are discrete in
∑
f∈F R.f . 
From Propositions 5.8.1 and 5.8.2, we immediately derive:
Corollary 5.8.3. If the pre-Hilbert space (H, ‖.‖) is separable and if Γ is discrete in H, then
the pair (Γ, ‖iR(.)‖) defines an ind-Euclidean lattice. 
CHAPTER 6
θ-Invariants of infinite dimensional Hermitian vector
bundles: definitions and first properties
In this chapter, we extend the definitions and some of the basic properties h0θ and h
1
θ to infinite-
dimensional vector bundles over an arithmetic curve SpecOK . As in the previous chapter, many
constructions will be of a rather formal nature, and details could be skipped at first reading.
We should however emphasize that the extension of h0θ to general pro-Hermitian vector bundles
cannot be completely formal. Indeed, as shown by Proposition 6.2.1 and the examples in paragraph
6.4.1, if some pro-Hermitian vector Ê is realized as the projective limit lim←−i Ei of some projective
system
E• : E0
q0←− E1 q1←− · · · qi−1←− Ei qi←− Ei+1 qi+1←− . . .
of surjective admissible morphisms of Hermitian vector bundles over SpecOK , then the sequence
(h0θ(Ei))i∈N is in general not convergent in [0,+∞]; moreover, when it converges, its limit may depend
of the chosen projective system E•. This issue motivates our introduction of two generalizations,
denoted by h0θ and h
0
θ , of h
0
θ to the infinite dimensional setting.
The last paragraphs of this chapter are again dedicated to concrete examples involving these
invariants. Notably we pursue the study of the “arithmetic Hardy spaces” Ĥ(R) introduced in the
previous chapter.
We still denote by K a number field, by OK its ring of integers, and by π : SpecOK −→ SpecZ
the morphism of schemes from SpecOK to SpecZ. .
6.1. Limits of θ-invariants
It is straightforward that, for any ind-Hermitian vector bundle F over SpecOK , the following
limit exists in [0,+∞]:
(6.1.1) h0θ(F ) := lim
F ′∈F(F )
h0θ(F
′
).
Indeed h0θ(F
′
) is an increasing function F ′ ∈ F(F ) and this limit is actually given by the expression:
h0θ(F ) := log
∑
v∈F
e
−π‖v‖2
pi∗F
(where, by convention log(+∞) = +∞).
Observe also the equality:
(6.1.2) h0θ(F ) := sup
F ′∈F(F )
h0θ(F
′
).
In particular, if
F 0 −֒→F 1 −֒→ . . . −֒→F i −֒→F i+1 −֒→ . . .
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is an inductive system of admissible injections of Hermitian vector bundles,
(6.1.3) h0θ(lim−→
i
F i) = lim
i→+∞
h0θ(F i).
Dually, for any pro-Hermitian vector bundle Ê := (Ê, (EU )U∈U(Ê)) over SpecOK , h1θ(EU ) is a
decreasing function of U ∈ U(Ê), and we define:
(6.1.4) h1θ(E˜) := lim
U∈U(Ê)
h1θ(EU ).
It is again an element of [0,+∞], which, according to its very definition satisfies the following duality
relation:
Proposition 6.1.1. Let F be an ind-Hermitian vector bundle over SpecOK , and let Ê := F∨
denote the dual pro-Hermitian vector bundle. Then the following equality holds in [0,+∞].
h1θ(Ê) = h
0
θ(F ).

By duality, the relation (6.1.2) becomes:
(6.1.5) h1θ(Ê) := sup
U∈U(Ê)
h1θ(EU ),
and (6.1.3) shows that, for any projective system
E0 ←− E1 ←− · · · ←− Ei ←− Ei+1 ←− . . .
of admissible surjections of Hermitians vector bundles, we have
(6.1.6) h1θ(lim←−
i
Ei) = lim
i→+∞
h1θ(Ei).
The proof of the following proposition is left as an easy exercise:
Proposition 6.1.2. Let F := (F, ‖.‖) be an ind-Hermitian vector bundle over SpecZ, and let
NF : R+ −→ N>0 ∪ {+∞}
be the non-decreasing function defined by
NF (x) := |{f ∈ F | ‖f‖ ≤ x}|.
If h0θ(F ⊗O(λ0)) is finite for some λ0 ∈ R, then h0θ(F ⊗O(λ)) is finite for every λ ∈]−∞, λ0].
Moreover, the following three conditions are equivalent:
(i) For any λ ∈ R, h0θ(F ⊗O(λ)) is finite.
(ii) For every t ∈ R∗+, ∑
f∈F
e−πt‖f‖
2
< +∞.
(iii) For any x ∈ R+, NF (x) is finite and, when x goes to +∞,
logNF (x) = o(x
1/2).

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6.2. Upper and lower θ-invariants
In the applications to Diophantine geometry developed in the sequel to this monograph, the
significant extension of θ-invariants to infinite rank Hermitian vector bundles is not the “obvious”
ones, simply defined as limits, that we introduced in the previous paragraph 6.1. Instead, a key role
will be played by some avatar of the invariant h0θ attached to a pro-Hermitian vector bundle (or
dually, by some avatar of h1θ attached to an ind -Hermitian vector bundle).
6.2.1. Upper limits of θ-invariants. As demonstrated by the next proposition, if we want
them to take finite values on some infinite rank Hermitian vector bundles, these generalized invariants
cannot be defined by the obvious modifications of the definitions (6.1.4) and (6.1.1), where h1θ would
be replaced by h0θ and vice versa.
Proposition 6.2.1. For any pro-Hermitian vector bundle Ê := (Ê, (EU )U∈U(Ê)) of infinite
rank over SpecOK , we have:
(6.2.1) lim sup
U∈U(Ê)
h0θ(EU ) = +∞.
For any ind-Hermitian vector bundle F of infinite rank over SpecOK , we have:
(6.2.2) lim sup
F ′∈FS(F )
h1θ(F
′
) = +∞.
Proof. The proof will be based on the following classical fact:
Lemma 6.2.2. Let Vˆ be a Hermitian vector bundle of rank at least two over SpecOK .
The saturated OK-submodules W of rank rkV − 1 in V are in bijection with the K-points of
P(VK) by the map which associates the quotient map VK −→ VK/WK to W .
Moreover one defines a height function hP(VK) : P(VK)(K) −→ R associated to the line bundle
O(1) over the projective space P(VK) by the formula:
hP(VK)(W ) := d̂egV/W.
In particular, there exists saturated OK-submodules W of rank rkV −1 in V such that d̂eg V/W
take arbitrary large positive values. 
Consider a pro-Hermitian vector bundle Ê of infinite rank over SpecOK and U a element of
U(Ê). We want to prove that there exists U ′ ∈ U(Ê) contained in U with h0θ(EU ′) arbitrary large.
As Ê has infinite rank, there exists U˜ in U(Ê) such that pU˜U : EU˜ −→ EU has a kernel
V := ker pU˜U of rank at least 2. Let W be a saturated submodule of rank rkV −1 in V . The inverse
image
U ′ := q−1
U˜
(W )
of the saturated submodule W of EU˜ by the quotient map qU˜ : Ê −→ ÊU˜ is an element of U(E)
contained in U . Moreover EU ′ may be identified with the quotient EU/W , which itself contains
V/W . Therefore:
h0θ(EU ′) = h
0
θ(EU/W ) ≥ h0θ(V/W ) ≥ d̂egV/W.
According to Lemma 6.2.2, this Arakelov degree takes an arbitrary large positive value for a suitable
choice of W .
This completes the proof of (6.2.1). The formula (6.2.2) follows, by duality, from (6.2.1) applied
to Ê := F
∨
. 
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6.2.2. Definitions. In spite of the “divergent behavior” of the θ-invariants highlighted in
Proposition 6.2.1, it is possible to introduce some “lower versions” hiθ and some “upper versions” h
i
θ
of these invariants, that will belong to [0,+∞] in general, but will achieve finite values in significant
instances.
For any pro-Hermitian vector bundle Ê := (Ê, (EU )U∈U(Ê)) over SpecOK , we may consider the
class L(Ê) of pairs (E′, ι), where E′ is some Hermitian vector bundle over SpecOK and ι an element
of Hom≤1OK (E
′
, Ê) such that ι : E′ −→ Ê is injective.
We may also consider the sub-class Lad(Ê) of L(Ê) of the pairs (E′, ι) as above such that
moreover the image ι(E′) is a saturated OK-submodule of Ê and, for every embedding σ : K →֒ C,
the maps ισ is an isometry from (E
′
σ, ‖.‖E′,σ) to EHilbσ equipped with its natural Hilbert norm
‖.‖EHilbσ , defined by (5.1.1).
Then we may introduce the following definitions:
(6.2.3) h0θ(Ê) := sup{h0θ(E
′
); (E
′
, ι) ∈ L(Ê)}
and
(6.2.4) h
0
θ(Ê) := lim inf
U∈U(Ê)
h0θ(EU ).
Let F denote some ind-Hermitian vector bundle over SpecOK . We recall that we denote by
coFS(F ) the family of OK-submodules F ′ of F such that F/F ′ is finitely generated and torsion
free, and by F(F ) (resp. by FS(F )) the family of finitely generated (resp. finitely generated and
saturated) OK-submodules of F (cf. Section 4.1.1 supra).
We may also consider the following subset of coFS(F ):
FQ(F ) :={
F ′ ∈ coFS(F ) | for every σ : K →֒ C, F ′σ is closed in the pre-hilbert space (Fσ, ‖.‖F,σ)
}
.
For any F ∈ FQ(F ), the finitely generated projective OK-module F/F ′ becomes a Hermitian vector
bundle over SpecOK , that we shall denote by F/F ′, when equipped with the quotient norms of the
norms ‖.‖F,σ.
Using this notation, we may also define:
(6.2.5) h1θ(F ) := sup{h1θ(F/F ′);F ′ ∈ FQ(F )}
and
(6.2.6) h
1
θ(F ) := lim inf
F ′∈F(F )
h1θ(F
′
).
6.2.3. Variants. The following two propositions provide alternative definitions of the invari-
ants h0θ, h
0
θ, h
1
θ, and h
1
θ that we have just introduced.
Proposition 6.2.3. For any pro-Hermitian vector bundle Ê over SpecOK , we have:
h0θ(Ê) = sup
{
h0θ(E
′
); (E
′
, ι) ∈ Lad(Ê)
}
= sup
{
h0θ(P );P finitely generated OK -submodule of Ê ∩ EHilbR
}
= sup
{
h0θ(P );P finitely generated saturated OK-submodule of Ê ∩EHilbR
}
.
(6.2.7)
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Consequently, we also have:
(6.2.8) h0θ(Ê) = h
0
θ(π∗Ê) = log
∑
v ∈Ê∩EHilb
R
e
−π‖v‖2
pi∗Ê .
In the second and third lines of (6.2.7), we have denoted by P the Hermitian vector bundle over
SpecOK defined by the finitely generated projective OK-module P equipped with the restrictions
of the Hilbert norms ‖.‖EHilbσ on the Hilbert spaces EHilbσ . Observe also that Ê ∩EHilbR is a saturated
OK-submodule of Ê, and that consequently, a submodule of Ê ∩ EHilbR is saturated in Ê ∩ EHilbR if
and only if it is saturated in Ê.
Proof. The relations (6.2.7) directly follows from the definition of h0θ(Ê), from the increasing
character of the θ-invariant h0θ for Hermitian vector bundles (see Proposition 2.3.2, 1)), and from
the properties of the saturation of finitely generated OK -submodules of objects in CTCOK (see
Corollary 4.4.2). We leave the details to the reader.
The equality
(6.2.9) h0θ(Ê) = log
∑
v ∈Ê∩EHilb
R
e
−π‖v‖2
pi∗Ê .
then follows from the second line in (6.2.7). Indeed, by the very definition of h0θ, we have:
h0θ(P ) = log
∑
v ∈P
e
−π‖v‖2
pi∗Ê ,
and any finite subset of Ê∩EHilbR is contained in some finitely generated OK-submodule of Ê∩EHilbR .
Applied to the pro-Hermitian vector bundle π∗Ê over SpecZ, the equality (6.2.9) becomes
h0θ(π∗Ê) = log
∑
v ∈Ê∩EHilb
R
e
−π‖v‖2
pi∗Ê .
This completes the proof of (6.2.8). 
Observe that, with the notation of Proposition 6.2.3, we also have, as a straightforward conse-
quence of the definition of h
0
θ:
(6.2.10) h
0
θ(Ê) ≥ h
0
θ(π∗Ê).
Proposition 6.2.4. For any ind-Hermitian vector bundle F over SpecOK , we have:
(6.2.11) h
1
θ(F ) = lim inf
F ′∈FS(F )
h1θ(F
′
).
Proof. The inequality
h
1
θ(F ) ≤ lim inf
F ′∈FS(F )
h1θ(F
′
)
is clear.
To prove the converse inequality, simply observe that, for any submodule F ′ ∈ F(F ), its satu-
ration F ′sat belongs to FS(F ) and satisfies h1θ(F ′sat) ≤ h1θ(F
′
). 
The expression (6.2.8) shows that the finiteness of h0θ(Ê) implies the countability of Ê ∩ EHilbR .
The second half of the following easy proposition is a refinement of this observation:
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Proposition 6.2.5. For any ind-Hermitian vector bundle F over SpecOK and any λ ∈ R+, we
have:
(6.2.12) |{x ∈ F | ‖x‖π∗F ≤ λ}| ≤ exp(h0θ(F ) + πλ2).
For any pro-Hermitian vector bundle Ê over SpecOK and for any λ ∈ R+, we have:
(6.2.13) |{x ∈ Ê ∩EHilbR | ‖x‖π∗Ê ≤ λ}| ≤ exp(h
0
θ(Ê) + πλ
2).
Proof. Let us consider a finite subset A of {x ∈ F | ‖x‖π∗F ≤ λ}. The following inequalities
are straightforward:
|A|. exp(−πλ2) ≤
∑
v∈A
e
−π‖v‖2
pi∗F ≤
∑
v∈F
e
−π‖v‖2
pi∗F =: exp(h0θ(F )).
Their validity for an arbitrary A as above establishes (6.2.12).
The proof of (6.2.13) is similar to the one of (6.2.12). 
6.3. Basic properties
6.3.1. Duality. The newly defined θ-invariants of ind- and pro-Hermitian vector bundles still
satisfy a duality relation:
Proposition 6.3.1. Let F be an ind-Hermitian vector bundle over SpecOK , and let Ê := F∨
denote the dual pro-Hermitian vector bundle. Then the following equalities hold in [0,+∞] :
(6.3.1) h1θ(F ) = h
0
θ(Ê) and h
1
θ(F ) = h
0
θ(Ê).
Proof. According to the relations (6.2.5) and (6.2.7), the first equality may be written:
(6.3.2) sup
{
h1θ(F/F
′);F ′ ∈ FQ(F )
}
=
sup
{
h0θ(P );P finitely generated saturated OK-submodule of Ê ∩ EHilbR
}
.
and, according to (6.2.11) and (6.2.4), the second one may be written:
(6.3.3) lim inf
F ′∈FS(F )
h1θ(F
′
) = lim inf
U∈U(Ê)
h0θ(EU ).
To establish (6.3.3), recall that, according to Corollary 4.4.9, there is an inclusion reversing
bijection
.⊥ : FS(F ) ∼−→ U(Ê).
and for any U ∈ U(Ê), there is a canonical isomorphism of finitely generated projective OK-modules:
(6.3.4) IU : EU = Ê/U
∼−→ (U⊥)∨
(see diagram (4.4.11)). This isomorphism is easily seen to define an isometric isomorphism between
the Hermitian vector bundles EU and U⊥
∨
. Consequently:
h0θ(EU ) = h
0
θ(U
⊥
∨
) = h1θ(U
⊥).
The equality (6.3.3) follows by taking the lower limit over U in the filtering ordered set U(Ê).
The proof of (6.3.2) is similar, and we shall leave some details to the reader. We may define an
inclusion reversing bijection
.⊥ : FQ(F ) ∼−→
{
finitely generated saturated OK-submodule of Ê ∩ EHilbR
}
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by sending a submodule F ′ in FQ(F ) to
F ′⊥ :=
{
ξ ∈ Ê := F∨ | ξ|F ′ = 0
}
.
Moreover, for any F ′ ∈ FQ(F ), the OK-linear map
F ′⊥ −→ (F/F ′)∨
ξ 7−→ ([x] 7→ ξ(x))
defines an isomorphism of Hermitian vector bundles over SpecOK :
F
′ ∼−→ F/F ′∨.
In particular, we have:
h1θ(F/F
′) = h0θ(F/F
′
∨
) = h0θ(F
′⊥).
The equality (6.3.2) follows by taking the supremum over F ′ in FQ(F ). 
Corollary 6.3.2. For any ind-Hermitian vector bundle F over SpecOK ,
(6.3.5) h1θ(F ) = h
1
θ(π∗F ) and h
1
θ(F ) ≥ h
1
θ(π∗F ).
Proof. This follows from the duality relations (6.3.1) and from the similar properties (6.2.8)
and (6.2.10) satisfied by h0θ and h
0
θ. 
6.3.2. Additivity. Comparing h0θ and h
0
θ. Observe that the expression (6.2.8) for h
0
θ(Ê)
implies that h0θ is an additive invariants of pro-Hermitian vector bundles, and dually that h
1
θ is an
additive invariant of ind-Hermitian vector bundles:
Corollary 6.3.3. For any finite family (Êi)1≤i≤n (resp. (F i)1≤i≤n) of pro-Hermitian (resp.
of ind-Hermitian) vector bundles over SpecOK ,
(6.3.6) h0θ(
⊕
1≤i≤n
Êi) =
∑
1≤i≤n
h0θ(Êi) (resp. h
1
θ(
⊕
1≤i≤n
F i) =
∑
1≤i≤n
h1θ(F i)).

Proposition 6.3.4. For any pro-Hermitian vector bundle Ê over SpecOK ,
(6.3.7) h0θ(Ê) ≤ h
0
θ(Ê).
For any ind-Hermitian vector bundle F over SpecOK ,
(6.3.8) h1θ(F ) ≤ h
1
θ(F ).
Proof. To prove (6.3.7), let us consider a finitely generated OK-submodule P of Ê ∩ EHilbR .
For U small enough in U(Ê), the quotient morphism pU : Ê −→ EU has an injective restriction:
pU|P : P −֒→EU
(see Proposition 4.4.1). Moreover, for any x in P and for any embedding σ : K →֒ C, the norm
‖pU (x)‖EU,σ is a non-decreasing function of U ∈ U(Ê) and converges to ‖x‖EHilbσ when U becomes
arbitrarily small.
This shows that
h0θ(P ) = lim
U∈U(Ê)
h0θ(pU (P )).
Together with the obvious inequality
h0θ(pU (P )) ≤ h0θ(EU ),
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this implies the estimate
h0θ(P ) ≤ lim inf
U∈U(Ê)
h0θ(EU )
and establishes (6.3.7).
The second inequality (6.3.8) follows from (6.3.7) and from the duality relations (6.3.1). 
The possible existence of pro-Hermitian vector bundles E such that
(6.3.9) h0θ(Ê) < h
0
θ(Ê)
is an intriguing issue. A related issue is the additivity of h
0
θ, namely the validity of the first part of
(6.3.6) for h
0
θ instead of h
0
θ.
1
In the geometric situation where one deals with pro-vector bundles Ê over a smooth projective
curve C over some field k, pro-vector bundles Ê whose invariants h0(C, Ê) and h
0
(C, Ê) — which
are the geometric counterparts of the invariants h0θ(E) and h
0
θ(E) of a pro-Hermitian vector bundle
— satisfy
h0(C, Ê) < h
0
(C, Ê)
may be constructed when C is an elliptic curve and, at least under some mild technical assumption,
on any C of genus g > 1. The existence of such “wild” pro-vector bundles makes very likely the
existence of pro-Hermitian vector bundles satisfying (6.3.9).
6.3.3. Monotonicity properties. From now on, we will focus on the properties of the invari-
ants h0θ and h
0
θ associated to pro-Hermitian vector bundles and we shall leave the formulation of
the dual properties of the invariants h1θ and h
1
θ associated to ind-Hermitian vector bundles to the
interested reader.
Proposition 6.3.5. Let Ê and F̂ be two pro-Hermitian vector bundles over SpecOK , and let
ϕ : Ê −→ F̂ be a morphism in Hom≤1OK (Ê, F̂ ).
If ϕˆ : Ê −→ F̂ is injective, then
(6.3.10) h0θ(Ê) ≤ h0θ(F̂ ).
If ϕˆ : Ê −→ F̂ is injective and a strict morphism of topological OK-modules, then
(6.3.11) h
0
θ(Ê) ≤ h
0
θ(F̂ ).
If ϕK has a dense image
2, then
(6.3.12) h1θ(Ê) ≥ h1θ(F̂ ).
Proof. The inequality (6.3.10) when the morphism ϕˆ is a straightforward consequences of the
definitions of h0θ(Ê) and h
0
θ(F̂ ). Indeed for any (Ê
′
, ι) in L(Ê), the pair (Ê
′
, ϕ ◦ ι) belongs to L(F̂ ).
1With the notation of Corollary 6.3.3, the inequality h
0
θ(
⊕
1≤i≤n Êi) ≤
∑
1≤i≤n h
0
θ(Êi) holds as a straightfor-
ward consequence of the definition of h
0
θ and of the additivity of h
0
θ stated in Proposition 2.5.1. The additivity of h
0
θ
shows that examples of pro-Hermitian vector bundles Êi for which this inequality is strict would lead to examples
where (6.3.9) is strict.
2namely, if ϕK(ÊK) is dense in F̂K ≃ limV ∈U(F̂)(F/V )⊗OK K equipped with its natural pro-discrete topology.
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To complete the proof of the proposition, observe that, for any V ∈ U(F̂ ), its inverse image
U := ϕ−1(V ) is an element of U(Ê), and there exists a unique morphism of OK-modules ϕV : EU :=
Ê/U −→ FV := F̂ /V such that the following diagram is commutative:
Ê
ϕˆ−−−−→ F̂
pÊU
y ypF̂V
EU
ϕV−−−−→ FV .
Since ϕ belongs to Hom≤1OK (Ê, F˜ ), the morphism ϕV belongs to Hom
≤1
OK
(EU , FV ). Moreover, by
construction, it is injective. Consequently, according to Proposition 2.3.2, 1), we have:
(6.3.13) h0θ(Eϕˆ−1(V )) ≤ h0θ(FV ).
To prove (6.3.11), observe that, when ϕˆ : Ê −→ F̂ is injective and strict, ϕ−1(V ) converges to
0 in Ê if V converges to 0 in F̂ . Consequently:
(6.3.14) lim inf
U∈U(Ê)
h0θ(EU ) ≤ lim inf
V ∈U(F̂ )
h0θ(Eϕˆ−1(V )).
Then inequality (6.3.11) follows from (6.3.13) and (6.3.14).
Besides, when ϕK has a dense image, the K-linear map
ϕV,K : Eϕˆ−1(V ),K −→ FV,K
is surjective for every V in U(F ). Consequently, according to Proposition 2.3.2, 2), we have:
(6.3.15) h1θ(Eϕˆ−1(V )) ≥ h1θ(FV ).
The inequality follows by taking the supremum over V in U(F̂ ), thanks to the expression (6.1.5) of
h1θ as a supremum. 
6.4. Examples
6.4.1. Countable products of Hermitian line bundles over SpecZ. Let λ := (λi)i∈N be
an element of R∗N+ .
For any integer n ∈ N, we may consider the n-tuple
λ<n := (λi)0≤i<n
in Rn+ and the associated Hermitian vector bundle V λ<n of rank n over SpecZ, as defined in 2.5
above. The morphisms
qn : V λ<n+1 −→ V λ<n
defined by
qn(x0, · · · , xn−1, xn) := (x0, · · · , xn−1)
are surjective admissible, and we may consider the projective limit
Vˆ λ := lim←−
n
V λ<n
of the projective system:
V λ<0
q0←− V λ<1 q1←− · · ·
qn−1←− V λ<n qn←− V λ<n+1
qn+1←− · · · .
The underlying topological Z-module V̂λ of the pro-Hermitian vector bundle V˜λ may be identified
with ZN, equipped with the product topology of the discrete topology on each factor Z. The locally
convex complex vector space V̂λ,C may be identified with C
N, also equipped with is natural product
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topology, and the Hilbert space V Hilb
λ,C with the subspace of C
N consisting in the elements (xi)i∈N
such that ∑
i∈N
λi|xi|2 < +∞.
Moreover, for any element (xi)i∈N of V
Hilb
λ,C ,
‖(xi)i∈N‖2V˜λ,C =
∑
i∈N
λi|xi|2.
For any n ∈ N, we may also consider the injective isometric morphism
in : V λ<n −→ Vˆ λ
defined by:
in(x0, · · · , xn−1) := (x0, · · · , xn−1, 0, 0, · · · ).
Proposition 6.4.1. With the above notation, the following equalities hold in [0,+∞]:
(6.4.1) h0θ(Vˆ λ) = h
0
θ(Vˆ λ) =
∑
i∈N
τ(λi)
and
(6.4.2) h1θ(Vˆ λ) =
∑
i∈N
τ(λ−1i ).
Proof. As shown in Section 2.5, we have:
h0θ(V˜λ<n) =
∑
0≤i<n
τ(λi) and h
1
θ(V λ<n) =
∑
0≤i<n
τ(λ−1i ).
Besides, the existence of the isometric injections in shows that, for every n ∈ N,
h0θ(V λ<n) ≤ h0θ(Vˆ λ),
and, by the very definition of h
0
θ(V˜λ),
h
0
θ(V˜λ) ≤ lim infn→+∞ h
0
θ(V˜λ<n).
Together with the inequality h0θ(V˜λ) ≤ h
0
θ(V˜λ), this implies (6.4.1).
Formula (6.4.2) follows from (6.1.4) applied to the projective system (V λ<•). 
Observe that, as a straightforward consequence of (6.4.1) and (6.4.2) and of the asymptotic
behavior (2.4.2) of the function τ , we obtain the finiteness conditions:
(6.4.3) h0θ(Vˆ λ) < +∞⇐⇒ h
0
θ(Vˆ λ) < +∞⇐⇒
∑
i∈N
e−πλi < +∞
and
(6.4.4) h1θ(Vˆ λ) < +∞⇐⇒
∑
i∈N
e−π/λi < +∞.
The content of Proposition 6.4.1 may be reformulated as follows:
Corollary 6.4.2. For any countable family (Li)i∈N of Hermitian line bundles over SpecZ, the
θ-invariants of the pro-Hermitian vector⊕ˆ
i∈N
Li := lim←−
n
⊕
0≤i≤n
Li,
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satisfy:
h0θ(
⊕ˆ
i∈N
Li) = h
0
θ(
⊕ˆ
i∈N
Li) =
∑
i∈N
τ(e−2 d̂egLi) =
∑
i∈N
( d̂eg+Li + η( d̂egLi))
and
h1θ(
⊕ˆ
i∈N
Li) =
∑
i∈N
τ(e2 d̂egLi) =
∑
i∈N
( d̂eg−Li + η( d̂egLi)).

6.4.2. Pro-Euclidean lattices defined by formal series and holomorphic functions on
disks. The computation of the θ-invariants of countable products of one dimensional Euclidean lat-
tices in the previous paragraph, although quite elementary, allows one to investigate the θ-invariants
attached to the arithmetic avatars of the Hardy and Bergman spaces introduced in paragraph 5.6.
Proposition 6.4.3. For every (R, δ) ∈ R∗+ × R, the following equalities hold in [0,+∞]:
(6.4.5) h0θ(Ĥ(R)⊗O(δ)) = h
0
θ(Ĥ(R)⊗O(δ)) =
∑
n∈N
τ(R2ne−2δ).
Moreover
h(R, δ) :=
∑
n∈N
τ(R2ne−2δ)
is finite if and only if R > 1, and, for any R > 1, we have:
(6.4.6) h(R, δ) =
1
2 logR
δ2 +O(δ) when δ −→ +∞.
Similar results hold concerning the Bergman pro-Euclidean lattices B̂(R), and are left as exer-
cises for the reader.
Proof. The isomorphism in CTCZ
ZN
∼−→ Z[[X ]]
(an)n∈N 7−→
∑
n∈N anX
n.
“extends” to an isomorphism of pro-Hermitian vector bundles over SpecZ:
VλH (R,δ)
∼−→ Ĥ(R)⊗O(δ),
where
λH(R, δ) := (R
2ne−2δ)n∈N.
The relations (6.4.5) therefore follows from Proposition 6.4.1, equation (6.4.1).
As we discussed in Paragraph (2.5), for any x ∈ R∗+, we may express τ(x) as the sum
τ(x) = (−1
2
log x)+ + η(−1
2
log x),
where η denotes an even positive continuous function on R which satisfies
η(t) ≤ 3e−πe2|t| for any t ∈ R,
or equivalently,
η(−1
2
log x) ≤ 3e−πmax(|x|,|x|−1) for any x ∈ R∗+.
Consequently we have:
h(R, δ) =
∑
n∈N
(−n logR+ δ)+ +
∑
n∈N
η(−n logR+ δ).
108 6. θ-INVARIANTS OF INFINITE DIMENSIONAL HERMITIAN VECTOR BUNDLES
When − logR is positive (rest. vanishes), the first (rest. second) sum is +∞. Therefore
h(R, δ) = +∞ when R ∈]0, 1].
When logR is positive both sums are clearly finite. Actually, we have:∑
n∈N
η(−n logR+ δ) ≤
∑
n∈Z
η(−n logR+ δ) ≤ 6
∑
n∈N
e−πR
n
< +∞.
Moreover, when δ goes to +∞,∑
n∈N
(−n logR+ δ)+ =
∑
n∈N
n≤δ/ logR
(−n logR+ δ) = 1
2 logR
δ2 +O(δ).
This completes the proof of (6.4.6). 
6.4.3. Pro-Hermitian vector bundles of infinite rank with vanishing h
0
θ. For any pos-
itive integer a, we may consider the constant a-tuple a×a := (a, . . . , a) and, with the notation of
Section 2.5, the Hermitian vector bundle
Ea := V a×a ,
namely the Hermitian vector bundle over SpecZ defined by the lattice Za inside Ra equipped with
the Euclidean norm
‖.‖EA := ‖.‖a×a : (xi)1≤i≤a 7−→ (a
∑
1≤i≤a
x2i )
1/2.
We leave the proof of the next lemma as an exercise for the reader.
Lemma 6.4.4. For any two positive integers a and b such that a | b, one defines an admissible
surjective morphism of Hermitian vector bundles over SpecZ,
pab : Eb 7−→ Ea,
by letting
pab(xi)1≤i≤b = (yj)1≤j≤a, where yj :=
jd∑
i=1+(j−1)d
xi.
Moreover, for any three positive integers a, b, and c such that a | b and b | c, the following
transitivity relation holds:
pab ◦ pbc = pac.

Observe also that
h0θ(Ea) = aτ(a) ∼ 2ae−πa when a goes to +∞.
Consequently, for any infinite set A of positive integers in which the divisibility relation | is
filtering, we may consider the pro-Hermitian vector bundle (of infinite rank) over SpecZ:
E˜A := lim←−
(A,|)
Ea.
Since lim(A,|) h
0
θ(Ea) = 0, it satisfies h
0
θ(E˜A) = 0.
This construction may be immediately generalized to produce pro-Hermitian vector bundles of
infinite rank with vanishing h
0
θ over SpecOK for any number field K.
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6.4.4. A pro-Euclidean lattice with vanishing h0θ and positive h
0
θ. We finally describe
a construction of ind-Euclidean lattices, that are special instances of Banasczyk’s “exotic groups”
([Ban91], Section 5), whose dual pro-Euclidean lattices Ê will satisfy
h0θ(Ê) = 0 and h
0
θ(Ê) > 0.
Let (FHilbR , ‖.‖) be some infinite dimensional separable real Hilbert space, and let (en)n∈N be
some orthonormal basis of FHilbR . We may construct a sequence (fn)n∈N of elements of
⊕
n∈NQen
which is dense in FHilbR . Actually, by “inserting zeroes” in this sequence, we may assume that it
satisfies the following condition:
(6.4.7) for any i ∈ N, fi ∈
⊕
0≤i<n
Rei.
Proposition 6.4.5 ([Ban91], Theorem 5.1). With the previous notation,
F :=
⊕
n∈N
Z(en + fn)
is a discrete subgroup of FHilbR equipped with the norm topology. Its R-span FR coincides with⊕
n∈N Ren and is therefore dense in F
Hilb
R .
Moreover, any continuous linear form ξ : FHilbR −→ R such that ξ(F ) ⊂ Z is zero.
Proof. Let f be a non-zero element of F . We may write it
f =
∑
0≤i≤n
ki(ei + fi)
for some n ∈ N, (k0, . . . , kn) ∈ Nn+1, and kn 6= 0. Then, according to (6.4.7), we have: 〈en, f〉 = kn
and therefore ‖f‖ ≥ |kn| ≥ 1. This establishes that F is discrete subgroup of FHilbR . The equality
FR =
⊕
n∈N Ren is a straightforward consequence of (6.4.7).
Let us consider ξ ∈ FHilb∨R such that ξ(F ) ⊂ Z. For any f in FHilbR , we may find a subsequence
(fn(i))i∈N of (fn)n∈N such that limi→+∞ fn(i) = f. Then we have:
ξ(f) = lim
i→+∞
ξ(fn(i)) = lim
i→+∞
ξ(en(i) + fn(i)).
Therefore ξ(f), like the ξ(en(i) + fn(i))’s, is an integer. This shows that ξ(F
Hilb
R ) ⊂ Z and implies
that ξ is zero. 
The first part of Proposition 6.4.5 shows that F := (F, ‖.‖) defines some ind-Euclidean lattice F ,
such that (FHilbR , ‖.‖) coincides with the Hilbert space completion of (FR, ‖.‖). Let Ê := (Ê, EHilbR )
be the pro-Euclidean lattice dual to F . In other words,
Ê := HomZ(F,Z) and E
Hilb
R := Hom
cont
R ((FR, ‖.‖),R) ≃ FHilb∨R .
The second part of Proposition (6.4.5) may be rephrased as:
Ê ∩ EHilbR = {0},
or equivalently as:
h0θ(Ê) = 0.
We claim that
(6.4.8) h
0
θ(Ê) ≥ η := h0θ(Z, |.|).
(cf. Section 2.4 supra for more about the positive real number η.)
This will follow from the next Proposition, where, for any n ∈ N, we let:
ξn := 〈en, .〉 ∈ EHilbR .
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Proposition 6.4.6. For any non-zero finite dimensional Q-vector subspace V of
FQ =
⊕
n∈N
Q(en + fn),
the set
(6.4.9) {n ∈ N | ξn|V 6= 0}
is finite and non-empty. If n(V ) denotes its largest element, then
(6.4.10) ξn(V )(V ∩ F ) ∈ Z.
Indeed, for U ∈ U(Ê), the Euclidean lattice EU may be identified with the dual of the Euclidean
lattice (V ∩F, ‖.‖) for some suitable finite dimensional Q-vector subspace of FQ. (With the notation
of Corollary 4.4.9, V ∩ F = U⊥.) With this notation, if U 6= Ê, then V is non-zero, and ξn(V )|V ∩F
defines an element of EU of norm in ]0, 1], or equivalently an injective morphism from (Z, |.|) to EU
of norm ≤ 1. This implies that
h0θ(Z, |.|) ≤ h0θ(EU )
and establishes the lower bound (6.4.8).
Proof of Proposition 6.4.6. The non-emptiness of (6.4.9) is clear. Its finiteness follows
from the fact that, according to (6.4.7), ξn(ei + fi) = 0 if n > i.
Actually, (6.4.7) shows that, for every n ∈ N,
Wn :=
⊕
o≤i≤n
Rei =
⊕
o≤i≤n
R(ei + fi)
and that, over
Wn ∩ F =
⊕
o≤i≤n
Z(ei + fi),
the linear form ξn takes its values in Z. Since
V ∩ F ⊂
⋂
i>n(V )
ker ξi ∩ F =Wn(V ) ∩ F,
this implies (6.4.10). 
CHAPTER 7
Summable projective systems of Hermitian vector bundles
and finiteness of θ-invariants
We still denote by K a number field, by OK its ring of integers and by π the morphism of
schemes form SpecOK to SpecZ.
7.1. Main theorem
This chapter is mainly devoted to a proof of the following theorem, which shall play a key
role in the sequel of this monograph for constructing pro-Hermitian vector bundles with finite and
well-behaved invariants h0θ(Ê) and h
0
θ(Ê).
Theorem 7.1.1. Let
E• : E0
q0←− E1 q1←− · · · qi−1←− Ei qi←− Ei+1 qi+1←− . . .
be a projective system of surjective admissible morphisms of Hermitian vector bundles over SpecOK ,
and consider the associated pro-Hermitian vector bundle over SpecOK :
Ê := lim←−
i
Ei.
For every i ∈ N, let us denote by ker qi the Hermitian vector bundle over SpecOK defined as
the kernel of qi equipped with the Hermitian structure induced by the one of Ei+1.
If there exists ε ∈ R∗+ such that
(7.1.1)
∑
i∈N
h0θ(ker qi ⊗OK OSpecOK (ε)) < +∞,
then the limit limi→+∞ h
0
θ(Ei) exists in R+ and
(7.1.2) h0θ(Ê) = h
0
θ(Ê) = h
0
θ(π∗Ê) = lim
i→+∞
h0θ(Ei).
Moreover, for any k ∈ N, the non-negative real number (7.1.2) admits the following upper bound:
(7.1.3) lim
i→+∞
h0θ(Ei) ≤ h0θ(Ek) +
+∞∑
j=k
h0θ(ker qi).
When SpecOK = SpecZ, this theorem will be established in a more precise form as Proposition
7.3.1 and Theorem 7.3.4, 2), below. The simple derivation of Theorem 7.1.1 for an arbitrary number
field K from its special case where SpecOK = SpecZ is presented in Section 7.3.3.
The proof of Proposition 7.3.1 and of Theorem 7.3.4 are presented in the next sections (7.2 to
7.5) of this chapter.
Section 7.6 will be devoted to establishing that Theorem 7.1.1 is basically optimal : we will
show that any pro-Hermitian vector bundle Ê such that h0θ(Ê) = h
0
θ(Ê) < +∞ may be realized
as the projective limit lim←−iEi of a projective system of Hermitian vector bundles E• satisfying a
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summability condition similar to (7.1.1). This additional result will finally allow us to give sensible
definitions of strongly summable and of θ-finite pro-Hermitian vector bundles in Section 7.7.
The proofs in this part will use some basic facts concerning measure theory on Polish spaces
constructed as projective limits of countable systems of countable discrete sets. These facts are
presented in a form suited to our need in Appendix C.
7.2. Preliminaries
We begin by introducing the notation and the definitions that will be used in the formulation
and in the proofs of Proposition 7.3.1 and Theorem 7.3.4 in Sections 7.3–7.5.
7.2.1. Notation. Let
E• : E0
q0←− E1 q1←− · · · qi−1←− Ei qi←− Ei+1 qi+1←− . . .
be a projective system of surjective admissible morphisms of Hermitian vector bundles over SpecZ,
and let
E˜ := lim←−
i
Ei = (Ê, E
Hilb
R , ‖.‖)
be the associated pro-Hermitian vector bundle over SpecZ.
For every (i, j) ∈ N2 such that i ≤ j, we let:
pij := qi ◦ qi+1 ◦ · · · ◦ qj−1 : Ej −→ Ei,
and we denote by
pi : Ê := lim←−
k
Ek −→ Ej
the i-th projection morphism, and by
Ui := ker pi
its kernel.
In this section, we shall apply the basic results concerning measures on countable sets and on
their projective limits recalled in Appendix C to the projective system of countable sets
E• : E0
q0←− E1 q1←− · · · qi−1←− Ei qi←− Ei+1 qi+1←− . . .
underlying E•. A key point will be that, to the Hermitian vector bundle Ei, is naturally attached
a bounded positive measure of total mass exph0θ(Ei) on the underlying set Ei.
Indeed, to any (finite dimensional) Hermitian vector bundle V := (V, ‖.‖) over SpecZ, we may
attach the positive measure on the countable set V :
γV := e
−π‖.‖2
V
∑
v∈V
δv =
∑
v∈V
e−π‖v‖
2
V δv.
This measure, which occurs implicitly in the arguments a` la Banaszczyk of paragraph 3.1.2 and
section 3.1.2, has a finite total mass:
γV (V ) =
∑
v∈V
e−π‖v‖
2
V = exp(h0θ(V )).
For every i ∈ N, we may consider the continuous function ‖pi‖Ei on ÊR. We thus define a
non-decreasing sequence of functions on ÊR, which converges (pointwise) towards the function ‖.‖
on ÊR defined as the Hilbert norm on E
Hilb
R and as +∞ on ÊR \ EHilbR . In particular,
‖.‖ : ÊR −→ [0,+∞]
is lower semi-continuous.
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For any η ∈ R∗+, we may also consider the functions
fi,η := exp(−ηπ‖pi‖2Ei)
and
fη := exp(−ηπ‖.‖2)
on ÊR. Then (fi,η)i∈N is a non-increasing sequence of continuous functions from ÊR to [0, 1] and
converges pointwise to fη, which is therefore upper semi-continuous.
Observe that, for any x ∈ ÊR,
fη(x) =
{
e−ηπ‖x‖
2
if x ∈ EHilbR
0 if x ∈ ÊR \ EHilbR
and that consequently:
(7.2.1) lim
η→0+
fη(x) = 1EHilb
R
(x).
7.2.2. Definitions. For every i ∈ N, we consider the Hermitian vector bundle ker qi, defined as
the kernel of qi equipped with the Hermitian structure induced by the one of Ei+1. By construction,
its fits into an admissible exact sequence
(7.2.2) Si : 0 −→ ker qi −֒→Ei+1 qi−→ Ei −→ 0.
We shall say that the projective system E• is summable when it satisfies the following condition:
Sum(E•) :
∑
i∈N
h0θ(ker qi) < +∞.
For any λ ∈ R, we may “twist” E• by the Hermitian line bundle O(λ) and consider the attached
summability condition:
Sum(E• ⊗O(λ)) :
∑
i∈N
h0θ(ker qi ⊗O(λ)) < +∞.
Observe that, when this condition is satisfied for some value λ0 of λ, then it is also satisfied for
any λ in ] −∞, λ0]. We shall say that E• is strongly summable when Sum(E• ⊗O(ε)) is satisfied
for some ε ∈ R∗+.
For any i ∈ N and any t ∈ R∗+, we may consider
log
∑
v∈Ei
e
−πt‖v‖2
Ei = h0θ(Ei ⊗O(−(log t)/2))).
As a function of t, it is convex on R∗+. We shall say that ME•(t) is defined when the limit
ME•(t) = limi→+∞
log
∑
v∈Ei
e
−πt‖v‖2
Ei = lim
i→+∞
h0θ(Ei ⊗O(−(log t)/2)))
exists in R+.
7.2.3. Convexity of ME• . The following lemma, which is a straightforward consequence of
the previous observations, turns out to play a key role in our derivation of Theorem 7.1.1 (through
the proof of Corollary 7.3.3 infra).
Lemma 7.2.1. If ME•(t) is defined for every t in some compact interval [a, b] in R
∗
+, then the
function
ME• : [a, b] −→ R+
is convex and non-increasing. In particular it is continuous on ]a, b]. 
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7.3. Summable projective systems of Hermitian vector bundles and associated
measures
7.3.1. Existence of the limit limi→+∞ h
0
θ(Ei).
Proposition 7.3.1. If the projective system E• is summable, then the limit
(7.3.1) lim
i→+∞
h0θ(Ei)
exists in [0,+∞[.
Moreover, for any k ∈ N,
lim
i→+∞
h0θ(Ei) ≤ h0θ(Ek) +
+∞∑
j=k
h0θ(ker qi).
Proof. The subadditivity of h0θ (Proposition 2.8.1) applied to the admissible short exact se-
quence Si (see (7.2.2)) shows that, for any i ∈ N,
(7.3.2) h0θ(Ei+1) ≤ h0θ(Ei) + h0θ(ker qi).
The sequence
(h0θ(Ei)−
∑
0≤j<i
h0θ(ker qj))i∈N
is therefore non-increasing and bounded below by −Σ, where Σ :=∑0≤j<+∞ h0θ(ker qj), and conse-
quently admits a limit l in [−Σ,+∞[. This proves that (h0θ(Ei))i∈N converges to l +Σ ∈ R+.
Moreover, for any k ∈ N,
l +Σ ≤ (h0θ(Ek)−
∑
0≤j<k
h0θ(ker qj)) + Σ = h
0
θ(Ek) +
∑
k≤j<+∞
h0θ(ker qj).

Corollary 7.3.2. If the projective system E• is summable (resp. strongly summable), then
ME•(t) is defined for any t in [1,+∞[ (resp. for any t in some open interval containing [1,+∞[). 
Proof. Observe that the validity of Sum(E•) implies the one of Sum(E• ⊗O(λ)) for every λ
in R− and that, for any (t, λ) ∈ R∗+ × R, ME•⊗O(λ)(t) and ME•(e−2λt) are defined simultaneously
and are then equal.
Therefore to establish the Corollary, it is enough to show that ME•(1) is defined when E• is
summable: this is precisely the existence of the limit (7.3.1) established in Proposition 7.3.1. 
Taking Lemma 7.2.1 into account, we finally obtain:
Corollary 7.3.3. When E• is strongly summable, the convex function ME• on [1,+∞[ is
continuous at 1. 
7.3.2. The main technical result. We may now formulate the main technical result of this
chapter. Its proof will be the object of the next two sections, and will notably rely on the results
concerning measures on projective limits on countable sets established in Appendix C.
Theorem 7.3.4. 1) If the projective system E• is summable, then the pro-Hermitian vector
bundle Ê := lim←−i Ei satisfies:
(7.3.3) h
0
θ(Ê) = lim
i→+∞
h0θ(Ei).
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Moreover, for any i ∈ N, the sequence (pij∗γEj )j∈N≥i converges to some limit µi in Mb+(Ei),
and there exists a unique measure µE• in Mb+(Ê) such that, for any i ∈ N,
µi = pi∗µE• .
The mass of the measure µE• is ≥ 1 and satisfies:
(7.3.4) h
0
θ(Ê) = logµE•(Ê).
Moreover, for any v ∈ Ê ∩EHilbR , we have:
(7.3.5) µE•({v}) = e−π‖v‖
2
.
2) If the projective system E• is summable and if the convex function ME• : [1,+∞[→ R+ is
continuous at 1 — for instance, if E• is strongly summable — then:
(7.3.6) µE• =
∑
v∈Ê∩EHilb
R
e−π‖v‖
2
δv
and
(7.3.7) h
0
θ(Ê) = h
0
θ(Ê) = log
∑
v∈Ê∩EHilb
R
e−π‖v‖
2
.
Observe that, for any pro-Hermitian vector bundle Ê such that h0θ(Ê) < +∞, the right-hand
side of (7.3.6) defines a measure in Mb+(Ê), that we shall denote by µÊ . It satisfies
h0θ(Ê) = logµÊ
(Ê).
and the conclusion of Theorem 7.3.4, 2), may be rephrased as the equality:
µE• = µÊ
.
7.3.3. Completion of the proof of Theorem 7.1.1. Before we proceed to the proof of
Theorem 7.3.4, we explain how, taking Proposition 7.3.1 and Theorem 7.3.4, 2), for granted, one
easily establishes Theorem 7.1.1.
Let us use the notation of Theorem 7.1.1. From Theorem 7.3.4, 2), applied to the direct images
π∗E• and π∗Ê ≃ lim←−i π∗Ei of the projective system E• and of its limit Ê by the morphism π :
SpecOK → SpecZ, we obtain the existence of the limit limi→+∞ h0θ(Ei) and the relations:
(7.3.8) h0θ(Ê) = h
0
θ(π∗Ê) = lim
i→+∞
h0θ(Êi).
(Indeed, according to (2.2.4) and (6.2.8), we have:
h0θ(π∗Ei) = h
0
θ(Ei), h
0
θ(π∗ker qi ⊗Z O(ε)) = h0θ(ker qi ⊗OK OSpecOK (ε)),
and
h0θ(π∗Ê) = h
0
θ(Ê).)
Moreover, the inequality (6.2.10) and the very definition of h
0
θ(Ê) show that:
h
0
θ(π∗Ê) ≤ h
0
θ(Ê) ≤ lim
i→+∞
h0θ(Ei).
Combined with (7.3.8), this completes the proof of (7.1.2).
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7.4. Proof of Theorem 7.3.4 – I. The equality h
0
θ(Eˆ) = limi→+∞ h
0
θ(Ei)
In this paragraph, we consider a summable projective system (E•) of surjective admissible
morphisms of Hermitian vector bundles over SpecZ. According to Proposition 7.3.1, the limit
l := lim
i→+∞
h0θ(Ei)
exists in R+. Clearly,
lim inf
U∈U(Ê)
h0θ(EU ) ≤ lim
i−→+∞
h0θ(Ei).
Therefore, to prove (7.3.3), it is enough to show that
(7.4.1) lim inf
U∈U(Ê)
h0θ(EU ) ≥ l.
To achieve this, observe that, for any open saturated submodule U of Ê, we may perform the
following construction.
If i0 is a large enough positive integer (depending on U), then for any i ≥ i0, the submodule U
contains Ui, and we may consider the quotient map:
pU,Ui : Ei ≃ Ê/Ui −→ EU := Ê/U.
Its kernel defines a Hermitian vector bundle K
U
i which fits into an admissible short exact sequence
(7.4.2) 0 −→ KUi −→ Ei −→ EU −→ 0.
Moreover, the morphism qi := pUi,Ui+1 : Ei+1 −→ Ei defines by restriction an admissible surjective
morphism
qUi : K
U
i+1 −→ K
U
i ,
of kernel
ker qUi = ker qi.
Moreover the natural euclidian structures on ker qUi and ker qi (defined by the Euclidean structures
on K
U
i+1 and on Ei+1) clearly coincide:
ker qUi = ker qi for every i ≥ i0.
Thus we may consider the summable projective system
K
U
• : K
U
i0
qi0←− KUi0+1
qi0+1←− · · · qi−1←− KUi
qi←− KUi+1
qi+1←− · · · .
(The pro-Hermitian vector bundle K˜U := lim←−iK
U
i = (K̂
U ,KU,HilbR , ‖.‖K˜U ) may also be directly
defined by
K̂U = U, KU,HilbR := ker pU,R|EHilb
R
, and ‖.‖K˜U := ‖.‖|KU,HilbR ,
where we denote by pU : Ê −→ EU the quotient map from Ê onto Ê/U and by pU,R : ÊR → EU,R
its R-linear continuous extension.)
According to Proposition 7.3.1, the limit
l(U) := lim
i→+∞
h0θ(K
U
i )
exists in R+ and satisfies
(7.4.3) l(U) ≤ h0θ(K
U
i0) +
∑
i≥i0
h0θ(ker qi).
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Lemma 7.4.1. 1) For any open saturated submodule U of Ê, we have:
(7.4.4) l ≤ h0θ(EU ) + l(U).
2) For any two open saturated submodules U and U ′ of Ê,
(7.4.5) U ′ ⊂ U =⇒ l(U ′) ≤ l(U).
3) For any k ∈ N,
(7.4.6) l(Uk) ≤
∑
i≥k
h0θ(Si).
4) We have :
lim
U∈U(Ê)
l(U) = 0.
Proof. 1) The subadditivity of h0θ applied to the admissible short exact sequence (7.4.2) es-
tablishes the inequality
h0θ(Ei) ≤ h0θ(K
U
i ) + h
0
θ(EU ).
This yields (7.4.4) by letting i go to infinity.
2) For any large enough integer i, we have KU
′
i ⊂ KUi , and consequently
h0θ(K
U ′
i ) ≤ h0θ(K
U
i ).
This yields (7.4.5) by letting i go to infinity.
3) In the above construction, when U = Uk, we may choose i0 = k. Then K
U
i0 = 0, and (7.4.6)
is nothing but (7.4.3).
4) follows from 2) and 3). 
The estimate (7.4.1) directly follows from assertions 1) and 4) in Lemma 7.4.1.
7.5. Proof of Theorem 7.3.4 – II. Convergence of measures
As in the previous paragraph, we consider a summable projective system E• of Hermitian vector
bundles over SpecZ.
Lemma 7.5.1. For any i ∈ N, the measures γEi and qi∗γEi+1 on Ei satisfy:
qi∗γEi+1 ≤ eh
0
θ(ker qi)γEi .
Proof. This is the content of Lemma 2.8.2, applied to the admissible short exact sequence Si
(defined in (7.2.2)). 
The existence of the limit measures µi on Ei and of the existence and the unicity of the measure
µE• now follows from Proposition C.2.1 of the Appendix, applied to Di = Ei, γi = γEi , and
λi = h
0
θ(Ei). Indeed, according to the summability assumption on E•, the sequence (h
0
θ(Ei))i∈N
belongs to l1(N).
According to (7.3.3), the equality (7.3.4) may also be written
µE•(Ê) = limi→+∞
eh
0
θ(Ei).
As eh
0
θ(Ei) = γEi(Ei), it is nothing but a reformulation of (C.2.4).
The equality (7.3.5) will follow from the following:
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Lemma 7.5.2. Let v be an element of Ê ∩EHilbR , and, for any i ∈ N, let vi := pi(v) be its image
in Ei. Then, for any i ∈ N, we have
(7.5.1) e−π‖v‖
2 ≤ µi({vi}) ≤ e−π‖vi‖
2
Ei
+
∑
k≥i h
0
θ(ker qi).
Indeed, with the notation of Lemma 7.5.2, the set {v} may be described as the countable
decreasing intersection
{v} =
⋂
i∈N
p−1i (vi),
and therefore:
µE•({v}) = limi→+∞µE•(p
−1
i (vi)) = limi→+∞
µi({vi}).
Proof of Lemma 7.5.2. We have, by the very definition of µi:
µi({vi}) = lim
j→+∞
pij∗γEj ({vi}).
For any integer j ≥ i, the preimage p−1ij (vi) contains vj . Therefore
(7.5.2) pij∗γEj ({vi}) = γEj (p−1ij (vi)) ≥ γEj (vj) = e
−π‖vj‖
2
Ej .
Besides, the inequality qi∗γEi+1 ≤ eh
0
θ(ker qi)γEi established in Lemma 7.5.1 implies that:
pij∗γEj ≤ e
∑
i≤k<j h
0
θ(Ek)γEi .
Therefore,
(7.5.3) pij∗γEj ({vi}) ≤ e
∑
i≤k<j h
0
θ(Ek)γEi({vi}) = e
−π‖vi‖
2
Ei
+
∑
i≤k<j h
0
θ(Ek).
The estimates (7.5.1) follow from (7.5.2) and (7.5.3) by taking the limit j → +∞. 
This completes the proof of part 1) of Theorem 7.3.4. The proof of part 2) will be based on the
following:
Lemma 7.5.3. For any η in R∗+,
(7.5.4)
∫
Ê
fη(x)dµE•(x) ≥ exp(ME•(1 + η)).
Proof. For any (i, η) ∈ N× R∗+, we have:∫
Ê
fi,η(x)dµE•(x) =
∫
Ê
e
−ηπ‖pi(x)‖
2
EidµE•(x)
=
∫
Ei
e
−ηπ‖v‖2
Eidµi(v)
= lim
j→+∞
∫
Ei
e
−ηπ‖v‖2
Eidpij∗γEj (v)
= lim
j→+∞
∫
Ej
e
−ηπ‖pij(w)‖
2
EidγEj (w).
As the linear map pij,R : Ej,R → Ei,R has an operator norm ≤ 1 with respect to the Euclidean norms
‖.‖Ej and ‖.‖Ei , we have:∫
Ej
e
−ηπ‖pij(w)‖
2
EidγEj (w) ≥
∫
Ej
e
−ηπ‖w‖2
Ej dγEj (w) =
∑
w∈Ej
e
−π(1+η)‖w‖2
Ej .
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By taking the limit when j ∈ N≥i goes to +∞, we obtain:∫
Ê
fi,η(x)dµE•(x) ≥ exp(ME•(1 + η)).
Finally, we obtain (7.5.4) by taking the limit i→ +∞, since by dominated convergence:
lim
i→+∞
∫
Ê
fi,η(x)dµE•(x) =
∫
Ê
fη(x)dµE•(x).

To complete the proof of part 2) of Theorem 7.3.4, observe that, when η goes to 0, fη converges
pointwise towards 1EHilb
R
(see (7.2.1)), and therefore, by dominated convergence:
lim
η→0+
∫
Ê
fη(x)dµE•(x) = µE•(Ê ∩EHilbR ).
If we now assume that limt→1+ME•(t) =ME•(1), we therefore deduce from (7.5.4):
µE•(Ê ∩ EHilbR ) ≥ exp(ME•(1)).
The definition of ME•(1), together with (7.3.3) and (7.3.4), show that
exp(ME•(1)) = µE•(Ê),
and the previous inequality may also be written:
µE•(Ê ∩ EHilbR ) ≥ µE•(Ê).
This shows that
µE•(Ê ∩ EHilbR ) = µE•(Ê),
or equivalently:
(7.5.5) µE•(Ê \ Ê ∩EHilbR ) = 0.
Besides, as observed just before Proposition 6.2.5, the finiteness of h
0
θ(Ê), hence of h
0
θ(Ê) implies
that the set Ê ∩ EHilbR is countable. Together with (7.5.5), this shows that
µE• =
∑
v∈Ê∩EHilb
R
µE•({v})δv.
Combined with our previous computation (7.3.4) of µE•({v}), this proves the equality (7.3.6):
µE• =
∑
v∈Ê∩EHilb
R
e−π‖v‖
2
δv.
In particular
µE•(Ê) =
∑
v∈Ê∩EHilb
R
e−π‖v‖
2
.
By taking its logarithm, this relation becomes the equality (7.3.7): h
0
θ(Ê) = h
0
θ(Ê).
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7.6. A converse theorem
In this section, we establish a converse to the results in the preceding paragraphs. Before
formulating it, let us formulate some simple observations concerning the invariant h
0
θ(Ê) associated
to some pro-Hermitian vector bundle Ê.
Observe that, if Ê is the projective limit of some projective system E• of surjective admissible
morphism of Hermitian vector bundles over SpecZ, then, according to the very definition of h
0
θ(Ê),
we have:
h
0
θ(Ê) ≤ lim inf
i→+∞
h0θ(Ei).
Moreover, this inequality is a sense optimal. Indeed there exists a decreasing sequence (Ui)i∈N
in U(Ê), which constitutes a neighborhood basis of 0 in Ê, such that
lim
i→+∞
h0θ(EUi) = h
0
θ(Ê).
The pro-Hermitian vector bundle Ê ≃ lim←−iEUi may therefore be realised as the projective limit of
some admissible projective system E• such that
lim
i→+∞
h0θ(Ei) = h
0
θ(Ê).
Theorem 7.6.1. Let Ê := (Ê, EHilbR , ‖.‖) be a pro-Hermitian vector bundle over SpecZ such
that
h0θ(Ê) = h
0
θ(Ê) < +∞.
If E is the projective limit of some admissible projective system E• such that
lim
i→+∞
h0θ(Ei) = h
0
θ(Ê),
then there exist an increasing sequence of positive integers i• := (ik)k∈N such that the admissible
projective system
Ei• : Ei0
pi0i1←− Ei1
pi1i2←− . . . pik−1ik←− Eik
pikik+1←− Eik+1
pik+1ik+2←− . . . ,
is summable.
As before, we have denoted by pij : Ei → Ej the admissible morphisms defining the projective
system E•.
Theorem 7.6.1 is actually a consequence of the following more precise result:
Lemma 7.6.2. Under the assumptions of Theorem 7.6.1, for any ε ∈ R∗+, there exists (i(ε), j(ε))
in N2 for which the following condition is satisfied, for any (i, j) ∈ N2 such that i ≤ j:
i ≥ i(ε) and j ≥ j(ε) =⇒ h0θ(ker pij) < ε.
Indeed, taking Lemma 7.6.2 for granted, for any sequence (ηk)k∈N in R
∗N
+ such that
∑
k∈N ηk <
+∞, we may find an increasing sequence (ik)k∈N of positive integers such that, for any k ∈ N,
ik ≥ i(ηk) and ik+1 ≥ j(ηk). Then, for any k ∈ N, h0θ(ker pikik+1) < ηk, and the admissible
projective system Ei• is summable.
Proof of Lemma 7.6.2. We shall rely on Proposition C.2.3 of Appendix C, which we shall
apply to the projective system of countable sets equipped with a finite measure:
(Di, γi) := (Ei, γEi).
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The sequence of total masses
γi(Di) = γEi(Ei) = exph
0
θ(Ei)
is indeed convergent (of limit exph
0
θ(Ê)) in R+ and, inside D̂ = Ê, we may consider the subset
C := Ê ∩ EHilbR .
Since h0θ(Ê) < +∞, it is countable. For any x ∈ C, we have
γj(pj(x)) = e
−π‖pj(x)‖
2
Ej ,
which converges to
γ(x) := e−π‖x‖
2
when j goes to +∞. Moreover∑
x∈C
γ(x) =
∑
x∈Ê∩EHilb
R
e−π‖x‖
2
= exph0θ(Ê)
is equal, by assumption, to
exph
0
θ(Ê) = lim
i→+∞
γi(Di).
This shows that the hypotheses of Proposition C.2.3 are fulfilled. Consequently, the sequence of
measures (γEi)i∈N satisfies the condition Conv, and the associated limit measure on Ê is∑
x∈Ê∩EHilb
R
e−π‖x‖
2
δx =: µ
Ê
.
As before, let us denote by pi : Ê → Ei the canonical quotient map. The subset {0} of Ê may
be written as a countable decreasing intersection:
{0} =
⋂
i∈N
p−1i ({0}),
and therefore
(7.6.1) µ
Ê
({0}) = lim
i→+∞
µ
Ê
(p−1i (0)).
Besides, since µ
Ê
is the limit measure associated to (γEi)i∈N, we have, for every i ∈ N:
µ
Ê
(p−1i (0)) = pi∗µÊ
({0}) = lim
j∈Ni,j→+∞
pij∗γEj ({0})
= lim
j∈Ni,j→+∞
γEj (p
−1
ij (0)) = lim
j∈Ni,j→+∞
exph0θ(ker pij).
(7.6.2)
Since µ
Ê
({0}) = 1, from (7.6.1) we derive the existence, for every ε ∈ R∗+, of some i(ε) ∈ N such
that
µ
Ê
(p−1i(ε)(0)) < e
ε.
Then (7.6.2) shows the existence of an integer j(ε) ≥ i(ε) such that, for any j ≥ j(ε),
h0θ(ker pi(ε)j) < ε.
The pair (i(ε), j(ε)) satisfies the conclusion of Lemma 7.6.2. Indeed, for any (i, j) ∈ N2 such that
i(ε) ≤ i ≤ j and j ≥ j(ε), we have ker pij ⊂ ker pi(ε)j and therefore
h0θ(ker pij) ≤ h0θ(ker pi(ε)j). 
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7.7. Strongly summable and θ-finite pro-Hermitian vector bundles
In this section, we formulate a few consequences of the main results in this chapter, Theorems
7.1.1 and 7.6.1.
These consequences, and the related definitions that follow them, are presented with a view
toward Diophantine applications to be developed in the sequel of this monograph.
7.7.1. Strongly summable pro-Hermitian vector bundles.
Corollary 7.7.1. For any pro-Hermitian vector bundle Ê over SpecOK , the following condi-
tions StS1 and StS2 are equivalent:
StS1 : There exists ε ∈ R∗+ such that
h0θ(Ê ⊗O(ε)) = h
0
θ(Ê ⊗O(ε)) < +∞.
StS2 : There exists η ∈ R∗+ and a projective system of surjective admissible morphisms of Her-
mitian vector bundles over SpecOK
E• : E0
q0←− E1 q1←− · · · qi−1←− Ei qi←− Ei+1 qi+1←− . . .
such that Ê ≃ lim←−iEi and such that the projective system E• ⊗O(η) is summable.
Proof. Theorem 7.1.1 shows that, when Condition (ii) holds for some η ∈ R∗+, then Condition
(i) holds for any ε ∈]0, η[.
Conversely, assume that Condition (i) is satisfied for some ε ∈ R∗+. As already observed, by
the very definition of h0θ(Ê ⊗ O(ε)), there exists a projective system F • of surjective admissible
morphisms of Hermitian vector bundles over SpecOK such that Ê ⊗O(ε) ≃ lim←−i F i and
lim
i→+∞
h0θ(F i) = h
0
θ(Ê ⊗O(ε)).
Theorem 7.6.1, applied to the pro-Hermitian vector bundle π∗Ê⊗O(ε) and to the projective system
π∗F • over SpecZ, shows the existence of some increasing sequence of positive integers i• such that
the projective sysytem π∗F i• — or equivalently F i• — is summable.
Finally Condition (ii) is satisfied by η := ε and by E• := F i• ⊗O(−ε). 
When the conditions StS1 and StS2 in Corollary 7.7.1 are satisfied, we shall say that the pro-
Hermitian vector bundle Ê is strongly summable. According to StS2, the strongly summable pro-
Hermitian vector bundles are precisely those that can be realized as projective limits of the strongly
summable projective systems of surjective admissible morphisms of Hermitian vector bundles defined
in paragraph 7.2.2.
Clearly, if Ê is strongly summable, then, for any δ in R+, Ê ⊗O(−δ) is strongly summable and
h0θ(Ê ⊗O(−δ)) = h
0
θ(Ê ⊗O(−δ)) < +∞.
Then we shall write h0θ(Ê) instead of h
0
θ(Ê) or h
0
θ(Ê).
7.7.2. θ-finite pro-Hermitian and Hilbertisable vector bundles.
Corollary 7.7.2. Let Ê := (Ê, (EHilbσ , ‖.‖σ)σ:K →֒C) be a pro-Hermitian vector bundle over
SpecOK , and let E˜ := (Ê, (EHilbσ )σ:K →֒C) be the associated object in proV˜ect(OK).
The following conditions are equivalent:
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θ − Fin1 : For any pro-Hermitian vector bundle Ê
′
:= (Ê, (EHilbσ , ‖.‖′σ)σ:K →֒C) admitting E˜ as
associated object in proV˜ect(OK),
(7.7.1) h0θ(Ê
′
) = h
0
θ(Ê
′
) < +∞.
θ − Fin2 : For any δ ∈ R,
h0θ(Ê ⊗O(δ)) = h
0
θ(Ê ⊗O(δ)) < +∞.
Proof. For any δ ∈ R, the pro-Hermitian vector bundles Ê and Ê ⊗ O(δ) define the same
object in proV˜ect(OK). Therefore θ − Fin1 implies θ − Fin2.
Conversely, let us assume that θ − Fin2 holds and consider a pro-Hermitian vector bundle
Ê
′
:= (Ê, (EHilbσ , ‖.‖′σ)σ:K →֒C) admitting E˜ as associated object in proV˜ect(OK). There exists
λ ∈ R∗+ such that the identity maps on Ê and on the EHilbσ ’s define a morphism in Hom≤λOK (Ê
′
, Ê),
or equivalently in Hom≤1OK (Ê
′
, Ê ⊗O(logλ)). According to (ii), Ê ⊗ O(log λ) is satisfies StS1, and
therefore, by Corollary 7.7.1, it satisfies StS2. This implies that Ê
′
also satisfies StS2, and is
therefore is strongly summable, and consequently that (7.7.1) holds. This establishes θ − Fin1. 
When the equivalent conditions in Corollary 7.7.2 are realized — that is, when Ê ⊗ O(δ) is
strongly summable for every δ ∈ R — we shall say that Ê and E˜ are θ-finite.
This terminology makes reference to the fact that, to any θ-finite Ê as above, one may associate
its theta function
θ
Ê
: R∗+ −→ [1,+∞[
defined, for any t ∈ R∗+, by:
θ
Ê
(t) := exp
(
h0θ(Ê ⊗O(−(log t)/2))
)
.
According to (7.3.7), we have:
θ
Ê
(t) =
∑
v∈Ê∩EHilb
R
e−πt‖v‖
2
,
where as usual, ‖.‖ denotes the Hilbert norm on EHilbC ≃
⊕
σ:K →֒CE
Hilb
σ defined by
‖(vσ)σ:K →֒C‖2 :=
∑
σ:K →֒C
‖vσ‖2σ.
Observe that, for any θ-finite pro-Hermitian vector bundle Ê, the subgroup Ê ∩EHilbR is discrete
in the Hilbert space (EHilbR , ‖.‖). (This directly follows from Proposition 6.2.5.) Consequently, as
discussed in Section 5.8 (see notably Corollary 5.8.3), it defines an ind -Euclidean lattice:
Ê
ind
:= (Ê ∩EHilbR , ‖.‖).
This ind-Euclidean lattice is easily seen to satisfy the equivalent conditions in Proposition 6.1.2.
Actually, for any δ ∈ R, the following equality holds:
h0θ(Ê
ind
⊗O(δ)) = h0θ(Ê ⊗O(δ)) = log θÊ(e
−2δ).
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7.7.3. Examples. From the computations in Subsections 6.4.1, 6.4.2 and 6.4.3, we immediately
obtain explicit examples of θ-summable pro-Hermitian vector bundles:
Proposition 7.7.3. 1) With the notation of paragraph 6.4.1, for any element λ := (λi)i∈N of
R∗N+ , the pro-Euclidean lattice Vˆ λ is θ-summable if and only if, for every t ∈ R∗+,∑
i∈N
e−tλi < +∞.
2) For any positive real number R, the pro-Euclidean lattice Ĥ(R) is θ-summable if and only if
R > 1. 
Observe also that, for any positive integer a and any δ ∈ R, the Euclidean lattice Ea considered
in 6.4.3 satisfies:
h0θ(Ea ⊗O(δ)) = a τ(ae−2δ).
As lima→+∞ a τ(ae
−2δ) = 0, we immediately obtain:
Proposition 7.7.4. For any infinite set A of positive integers in which the divisibility relation
| is filtering, the pro-Euclidean lattice E˜A defined in 6.4.3 is θ-summable and satisfies θE˜A = 0.
7.7.4. A permanence property. We conclude this section by showing that the property, for
a pro-Hermitian vector bundle, of being strongly summable or θ-finite is inherited by its “closed
sub-bundles”.
Proposition 7.7.5. Let f : Ê −→ F̂ be a morphism of pro-Hermitian vector bundles over
SpecOK such that the underlying morphism of topological OK-modules fˆ : Ê −→ F̂ is injective and
strict.
1) If f belongs to Hom≤1OK (Ê, F̂ ) and if F̂ is strongly summable, then Ê is strongly summable.
2) If F̂ is θ-finite, then Ê is θ-finite.
Proof. 1) Let us assume that F̂ is strongly summable, and hence satisfies StS2. Then we may
choose a defining sequence (Vi)i∈N in U(F̂ ) and ε > 0 such that, if we let F i := FVi , the admissible
surjective morphisms
ri := pViVi+1 : F i+1 −→ F i
satisfy ∑
i∈N
h0θ(ker ri ⊗O(ε)) < +∞.
We may apply Proposition 4.4.13, part 1), to the strict injective morphism fˆ : Ê −→ F̂ in
CTCOK and to the defining sequence (Vi)i∈N. Therefore the sequence (Ui)i∈N := (fˆ
−1(Vi))i∈N is a
defining sequence in U(Ê), and we may consider the Hermitian vector bundles Ei := EUi and the
injective morphisms of finitely generated projective OK-modules
fi := Ei := Ê/Ui −→ Fi := F̂ /Vi
induced by fˆ .
Let us also assume that f belongs to Hom≤1OK (Ê, F̂ ). Then, for every i ∈ N, fi belongs to
Hom≤1OK (Ei, F i). Indeed the Hermitian norms defining Ei and F i are the quotient norms of the
Hilbert space norms defining Ê and F̂ .
Let us consider the surjective admissible morphisms of Hermitian vector bundles over SpecOK :
qi := pUiUi+1 : Ei+1 −→ Ei.
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For any i ∈ N, the commutativity of the diagram
(7.7.2)
Ei+1
qi−−−−→ Ei
fi+1
y yfi
F i+1
ri−−−−→ F i
shows that fi+1 defines a morphism
fi+1 : ker qi −→ ker ri
which is injective and belongs to Hom≤1OK (ker qi, ker ri).
Therefore
h0θ(ker qi ⊗O(ε)) ≤ h0θ(ker ri ⊗O(ε))
(by Proposition 2.3.2, 1)) and finally, we obtain:∑
i∈N
h0θ(ker qi ⊗O(ε)) ≤
∑
i∈N
h0θ(ker ri ⊗O(ε)) < +∞.
Thus Ê also satisfies StS2.
2) For any embedding σ : K −֒→C, let us denote by ‖fσ‖ the operator norm of the continuous
linear map fσ between the Hilbert spaces (E
Hilb
σ , ‖.‖Ê,σ) and (F
Hilb
σ , ‖.‖F̂ ,σ), and let us choose a real
number such that
λ ≥ max
σ:K →֒C
log ‖fσ‖.
Then f belongs to Hom≤1OK (Ê, F̂ ⊗ O(λ)) and therefore, for any δ ∈ R, to Hom
≤1
OK
(Ê ⊗ O(δ), F̂ ⊗
O(λ + δ)).
Let us assume that F̂ is θ-finite. Then, for any δ ∈ R, F̂ ⊗O(λ+ δ) is strongly summable, and
therefore, according to Part 1), Ê ⊗O(δ) is strongly summable. This proves that Ê is θ-finite. 

CHAPTER 8
Exact sequences of infinite dimensional Hermitian vector
bundles and subadditivity of their θ-invariants
In this chapter, we investigate the properties of short exact sequences and admissible short exact
sequences of pro- and ind-Hermitian vector bundles.
We define these short exact sequences in Section 8.1. Then, in Section 8.2, we extend the
subadditivity properties of the θ-invariants, previously considered in Section 2.8 and Subsection 3.3.1
for Hermitian vector bundles, to the infinite dimensional setting, and we give some applications of
these subadditivity properties to strongly summable and θ-finite pro-Hermitian vector bundles in
Section 8.3.
In Section 8.4, we apply these properties of θ-invariants of θ-finite pro-Hermitian vector bundles
to derive a criterion for the vanishing of connecting maps arising in some systems of exact sequences
of pro-Hermitian vector bundles that will play a crucial role in Diophantine applications.
Finally, in Section 8.5 — that can be read immediately after the definition of short exact
sequences of pro-Hermitian vector bundles introduced in 8.1.1 — we investigate more closely the
formal structure of the additive category proVect
cont
OK equipped with the class of short exact sequences
introduced in this chapter. We prove notably that it constitutes an idempotent complete exact
category in the sense of Quillen.
From the perspective of applications, the interest of this result stems from that fact that, accord-
ing to some classical constructions of Heller, Deligne, Keller,..., it shows that the category proVect
cont
OK
admits an associated derived category which basically satisfies the same formal properties as the
derived category of an abelian category.
In this chapter, we focus on short exact sequences in categories of pro-Hermitian vector bundles,
and we leave the formulation of the dual results, concerning short exact sequences of ind-Hermitian
vector bundles, to the interested reader.
We still denote by K a number field, by OK its ring of integers, and by π : SpecOK −→ SpecZ
the morphism of schemes from SpecOK to SpecZ. .
8.1. Short exact sequences of infinite dimensional Hermitian vector bundles
8.1.1. Short exact sequences of pro-Hermitian vector bundles. We define a short exact
sequence of pro-Hermitian vector bundles over SpecOK as a diagram
(8.1.1) 0 −→ Ê i−→ F̂ q−→ Ĝ −→ 0
in proVect
cont
(OK) such that the following two conditions are satisfied:
ProSE1 : the diagram of OK-modules
(8.1.2) 0 −→ Ê iˆ−→ F̂ qˆ−→ Ĝ −→ 0
is a short exact sequence;
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ProSE2 : for every embedding σ : K →֒ C, the complex of C-vector spaces
(8.1.3) 0 −→ EHilbσ iσ−→ FHilbσ qσ−→ GHilbσ −→ 0.
is a short exact sequence.
Let us formulate a few observations concerning this definition:
(i) It is straightforward that the diagram (8.1.1) in proVect
cont
(OK) is a short exact sequence
of pro-Hermitian vector bundles over SpecOK if and only if the diagram
0 −→ π∗Ê i−→ π∗F̂ q−→ π∗Ĝ −→ 0
is a short exact sequence of pro-Hermitian vector bundles over SpecZ.
(ii) The exactness of the diagram (8.1.2) implies it is actually a split short exact sequence of
topological OK-module. Namely there exists a continuous morphism of topological OK -modules
sˆ : Ĝ −→ F̂
such that
qˆ ◦ sˆ = IdĜ.
This follows from the results on strict morphisms in CTCA established in Section 4.4, applied to
the ring A = OK : this rings satisfies Ded3 and therefore, according to Proposition 4.4.11, the
morphisms iˆ and qˆ are strict; therefore, by Proposition 4.4.6, the short exact sequence (8.1.2) is
split.
In particular, the diagram (8.1.2) remains exact — actually split — after any “completed base
change”. Notably, for every embedding σ : K →֒ C, the diagram
0 −→ Êσ iˆσ−→ F̂σ qˆσ−→ Ĝσ −→ 0
is a split short exact sequence of complex Fre´chet spaces.
(iii) Similarly, according to Banach’s open mapping theorem and to basic results on Hilbert
spaces, the morphism iσ and pσ in the diagram (8.1.3) are strict, and this diagram is actually split
in the category of topological vector spaces.
We shall say that the short exact sequence (8.1.1) in proVect
cont
(OK) is admissible when the
maps iσ : E
Hilb
σ −→ FHilbσ (resp. qσ : FHilbσ −→ GHilbσ ) are isometries (resp. co-isometries1) from
(EHilbσ , ‖.‖Hilbσ ) to (FHilbσ , ‖.‖Hilbσ ) (resp. from (FHilbσ , ‖.‖Hilbσ ) to (GHilbσ , ‖.‖Hilbσ )).
For simplicity, we will often call a short exact sequence (eq:shortpro) as defined above a short
exact sequence in proVect
cont
OK . This notion is clearly compatible with isomorphisms in proVect
cont
OK ,
and immediately leads to a notion of short exact sequence in OK.
8.1.2. Short exact sequences of ind-Hermitian vector bundles. Duality. We define a
short exact sequence of ind-Hermitian vector bundles over SpecOK as a diagram
(8.1.4) 0 −→ E i−→ F q−→ G −→ 0
in indVect
cont
(OK) such that the following two conditions are satisfied:
IndSE1 : the diagram of OK-modules
(8.1.5) 0 −→ E i−→ F q−→ G −→ 0
is a short exact sequence;
IndSE2 : for every embedding σ : K →֒ C, the diagram of C-vector spaces
(8.1.6) 0 −→ Eσ iσ−→ Fσ qσ−→ Gσ −→ 0
1In other words, their adjoints q∗σ are isometries.
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is a short exact sequence, and iσ and qσ are strict morphisms of topological vector spaces when Eσ,
Fσ, and Gσ are equipped with the topology defined by the Hermitian norms ‖.‖E,σ, ‖.‖F,σ, and
‖.‖G,σ that define E := (E, (‖.‖E,σ)σ:K →֒C), F := (F, (‖.‖F,σ)σ:K →֒C) and G := (G, (‖.‖G,σ)σ:K →֒C).
The last conditions means that the norms ‖.‖E,σ and ‖iσ(.)‖F,σ on Eσ are equivalent, and that
the norm ‖.‖G,σ and the norm quotient of ‖.‖F,σ via qσ on Gσ are equivalent.
We shall say that the short exact sequence (8.1.4) is admissible when the norms ‖.‖E,σ and
‖iσ(.)‖F,σ on Eσ coincide, and also the norm ‖.‖G,σ and the norm quotient of ‖.‖F,σ on Gσ.
These definitions are compatible, via the duality between indVect
cont
(OK) and proVectcont(OK),
with the definitions of short exact sequences and short exact sequences in proVect
cont
OK introduced in
the previous paragraph.
Namely, by combining the basic facts concerning the duality of ind- and pro-Hermitian vector
bundles presented in Section 5.5, the results on exact sequences in CPA and CTCA established
paragraph 4.4.3 (in the special case where A = OK , and therefore satisfies Ded3), and the basic
theory of Hilbert spaces, one may establish the following proposition, the proof of which is left to
the reader:
Proposition 8.1.1. Let E, F and G be three ind-Hermitian vector bundles over SpecOK , and
let E
∨
, F
∨
and G
∨
be the dual pro-Hermitian vector bundles over SpecOK .
For any two morphisms i : E −→ F and q : F −→ G of ind-Hermitian vector bundles over
SpecOK , the diagram
0 −→ E i−→ F q−→ G −→ 0
is a short exact sequence (resp. an admissible short exact sequence) of ind-Hermitian vector bundles
over SpecOK if and only if the dual diagram
0 −→ G q
∨
−→ F∨ i
∨
−→ E∨ −→ 0
is a short exact sequence (resp. an admissible short exact sequence) of pro-Hermitian vector bundles
over SpecOK . 
8.2. Short exact sequences and θ-invariants of pro-Hermitian vector bundles
8.2.1. This section is devoted to the following extension to infinite dimensional Hermitian
vector bundles of the sub-additivity of the θ-invariants established for finite rank Hermitian vector
bundles in Section 2.8 and Subsection 3.3.1.
Theorem 8.2.1. Consider an admissible short exact sequence of pro-Hermitian vector bundles
over the arithmetic curve SpecOK :
0 −→ Ê i−→ F̂ q−→ Ĝ −→ 0
1) The following inequalities hold in [0,+∞]:
(8.2.1) h0θ(F̂ ) ≤ h0θ(Ê) + h0θ(Ĝ),
(8.2.2) h
0
θ(F̂ ) ≤ h
0
θ(Ê) + h
0
θ(Ĝ),
and
(8.2.3) h1θ(F̂ ) ≤ h1θ(Ê) + h1θ(Ĝ),
2) If Ê has finite rank (or equivalently, is defined by some Hermitian vector bundle E over
SpecOK), then we also have:
(8.2.4) h0θ(Ĝ) ≤ h0θ(F̂ )− d̂eg π∗E.
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3) If Ĝ has finite rank (or equivalently, is defined by some Hermitian vector bundle G over
SpecOK), then
(8.2.5) h1θ(Ê) ≤ h1θ(F̂ ) + d̂eg π∗G.
By means of arguments similar to the one in the proof of part 1) of Theorem 8.3.1 infra, one
may also show that, in the situation of part 2) of Theorem 8.2.1 (that is when Ê is some Hermitian
vector bundle E), we also have:
(8.2.6) h
0
θ(Ĝ) ≤ lim
ε→0+
h
0
θ(F̂ ⊗O(ε))− d̂eg π∗E.
We leave this to the interested reader.
For later reference, let us record some straightforward consequences of Theorem 8.2.1 and of the
estimates previously established in Proposition 6.3.5.
Corollary 8.2.2. Let us keep the notation of Theorem 8.2.1.
1) Let us assume that Ê has finite rank. Then h0θ(F̂ ) < +∞ if and only if h0θ(Ĝ) < +∞.
2) Let us assume that Ĝ has finite rank. Then h0θ(Ê) < +∞ if and only if h0θ(F̂ ) < +∞, and
h
0
θ(Ê) < +∞ if and only if h
0
θ(F̂ ) < +∞. 
8.2.2. Proof of Theorem 8.2.1: I. Preliminary. Let us consider an admissible short exact
sequence of pro-Hermitian vector bundles over the arithmetic curve SpecOK :
(8.2.7) 0 −→ Ê i−→ F̂ q−→ Ĝ −→ 0
By the very definition of a short exact sequence in proVect
cont
(OK), from (8.2.7), we derive a
commutative diagram with exact lines, where the vertical arrows denote the inclusion maps defining
the pro-Hermitian vector bundles Ê, F̂ , and Ĝ:
(8.2.8)
0 −−−−→ Ê iˆ−−−−→ F̂ qˆ−−−−→ Ĝ −−−−→ 0y y y
0 −−−−→ ÊR iˆR−−−−→ F̂R qˆR−−−−→ ĜR −−−−→ 0x x x
0 −−−−→ EHilbR iR−−−−→ FHilbR
qR−−−−→ GHilbR −−−−→ 0
Lemma 8.2.3. The commutative diagrams
(8.2.9)
Ê
iˆ−−−−→ F̂y y
ÊR
iˆR−−−−→ F̂R
and
(8.2.10)
ÊR
iˆR−−−−→ F̂Rx x
EHilbR
iR−−−−→ FHilbR
extracted from (8.2.8) are cartesian squares2.
2of sets, and also respectively of topological Z-modules and of topological R-vector spaces.
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Proof. The cartesian character of (8.2.9) (resp., of (8.2.10)) follows from the exactness of the
first (resp., of the last) two lines in the commutative diagram (8.2.8) and the injectivity of the
vertical map Ĝ −→ ĜR (resp. GHilbR −→ ĜR). 
As already observed in 8.1.1, we may choose a continuous OK-linear splitting
sˆ : Ĝ −→ F̂
of the map pˆ : F̂ −→ Ĝ.
For any U ∈ U(Ê) and any W ∈ U(Ĝ), the (direct) sum
V := iˆ(U) + sˆ(W )
belongs to U(F̂ ). The quotients EU := Ê/U, FV := F̂ /V and GW := Ĝ/W fit into a commutative
diagram of OK-modules
(8.2.11)
0 −−−−→ Ê iˆ−−−−→ F̂ qˆ−−−−→ Ĝ −−−−→ 0
pU
y pVy pWy
0 −−−−→ EU iUW−−−−→ FV qUW−−−−→ GW −−−−→ 0,
where the vertical arrows denote the canonical surjections.
Besides, EU , FV and GW are the finitely generated projective OK-modules underlying the
Hermitian vector bundles EU , FV and GW defined from the pro-Hermitian vector bundles Ê, F̂ and
Ĝ. The real vector spaces EU,R, FV,R and GW,R may be endowed with the Euclidean norms ‖.‖π∗EU ,‖.‖π∗FV and ‖.‖π∗GW .
The norm ‖.‖π∗EU is characterized by the fact that the composite map
p′U,R : E
Hilb
R −֒→ÊR
pU,R−→ EU,R
— which is onto since the image of EHilbR is dense in ÊR — is a co-isometry when E
Hilb
R is equipped
with the Hilbert norm attached to Ê and EU,R is equipped with ‖.‖π∗EU . Similar remarks apply to‖.‖π∗FV and ‖.‖π∗GW . Finally, from the last two lines of (8.2.8), we deduce a commutative diagram
(8.2.12)
0 −−−−→ EU,R iUW,R−−−−→ FV,R qUW,R−−−−→ GW,R −−−−→ 0
p′U,R
x p′V,Rx p′W,Rx
0 −−−−→ EHilbR iR−−−−→ FHilbR
qR−−−−→ GHilbR −−−−→ 0
where the vertical arrows are co-isometries.
Lemma 8.2.4. Let us keep the previous notation.
1) For any e ∈ EU,R, we have
(8.2.13) ‖iUW,R(e)‖π∗FV ≤ ‖e‖π∗EU .
Moreover ‖iUW,R(e)‖π∗FV is a non-increasing function of W ∈ U(Ĝ) and
(8.2.14) lim
W∈U(Ĝ)
‖iUW,R(e)‖π∗FV = ‖e‖π∗EU .
2) The map qUW,R : FV,R −→ GW,R is a co-isometry.
The proof of (8.2.14) will rely on the following simple proposition concerning orthogonal pro-
jections in Hilbert spaces, that we shall leave as an exercise:
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Proposition 8.2.5. Let (H, ‖.‖) be a (real of complex) Hilbert space and let
H0 ⊇ H1 ⊇ H2 ⊇ H3 ⊇ . . . ⊇ Hn ⊇ Hn+1 . . .
be a decreasing sequence of closed vector subspaces of H.
For any n ∈ N, let
pn : H −→ H⊥n
denote the orthogonal projection from H onto the orthogonal complement H⊥n of Hn in H, and let
p∞ : H −→ (
⋂
n∈N
Hn)
⊥
be the orthogonal projection onto the orthogonal complement of
⋂
n∈NHn.
Then, for any x ∈ H,
lim
n→+∞
‖pn(x) − p∞(x)‖ = 0,
and (‖pn(x)‖)n∈N is a non-decreasing sequence in R= of limit ‖p∞(x)‖. 
Proof of Lemma 8.2.4. 1) The estimate (8.2.13) follows from the fact that, in the commuta-
tive diagram (8.2.12), the map iR is an isometry and p
′
U,R and p
′
V,R are co-isometries.
When W decreases to {0}, V decreases to iˆ(U) and VR decreases to iˆ(U)R. More precisely, if
(Wn)n∈N is a defining sequence in U(Ĝ) and if Vn := iˆ(U) + sˆ(Wn), then⋂
n∈N
Vn,R = iˆ(U)R.
This shows that ‖iUW,R(e)‖π∗FV is a non-increasing function of W ∈ U(Ĝ). Moreover the
equality (8.2.14) follows from Proposition 8.2.5 applied to H = FHilbR and Hn := Vn,R ∩ FHilbR .
2) In the commutative diagram (8.2.12), the maps p′V,R, qR and p
′
W,R are co-isometries. Therefore
qUW,R is a co-isometry. 
We shall denote by E
W
U the Hermitian vector bundle over SpecOK defined by the OK-modules
EU equipped with the Hermitian structure induced by the one of FV . In other words, the Hermitian
structure on E
W
U is defined in a way that makes the second line of (8.2.11) an admissible short exact
sequence of Hermitian vector bundles over SpecOK :
(8.2.15) 0 −−−−→ EWU iUW−−−−→ FV qUW−−−−→ GW −−−−→ 0.
(Recall that, according to Lemma 8.2.4, 2), the map qUW,R is a co-isometry.)
Lemma 8.2.6. For any (U,W ) in U(Ê)× U(Ĝ), we have:
(8.2.16) h0θ(F iˆ(U)+sˆ(W )) ≤ h0θ(E
W
U ) + h
0
θ(GW ).
Moreover, for any U in U(Ê), h0θ(E
W
U ) is a non-decreasing function of W ∈ U(Ĝ) and
(8.2.17) lim
W∈U(Ĝ)
h0θ(E
W
U ) = h
0
θ(EU ).
Proof. The estimate (8.2.16) follows the subadditivity of h0θ for admissible short exact se-
quences of Hermitian vector bundles (see Proposition 2.8.1) applied to (8.2.15).
The second assertion in Lemma 8.2.6 follows from part 1) of Lemma 8.2.4. 
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Lemma 8.2.7. For any (U,W ) in U(Ê)× U(Ĝ), we have
(8.2.18) h1θ(F iˆ(U)+sˆ(W )) ≤ h1θ(E
W
U ) + h
1
θ(GW ).
and
(8.2.19) h1θ(E
W
U ) ≤ h1θ(EU ).
Proof. The estimate (8.2.18) follows from the subadditivity of h1θ for admissible short exact
sequences of Hermitian vector bundles (see Proposition 2.8.1 and equation (2.8.3)) applied to (8.2.15).
The estimate (8.2.13) shows that the identity map IdEU : EU −→ E
W
U is norm decreasing. This
implies (8.2.19) (see Proposition 2.3.2, 2)). 
8.2.3. Proof of Theorem 8.2.1: II. Completion of the proof. We keep the notation of
the previous paragraph.
1) (i) Let P be a finitely generated OK-submodule of F̂ ∩ FHilbR .
According to Lemma (8.2.3), the inverse images of P by iˆ and by iR coincide and define a
(finitely generated) OK-submodule of Ê ∩ EHilbR .
Similarly, by the commutativity of (8.2.8), the images of P by qˆ and by qR coincide and define
a (finitely generated) OK-submodule of Ĝ ∩GHilbR .
Let i−1(P ), P and q(P ) the Hermitian vector bundles over SpecOK defines by i−1(P ), P and
q(P ) equipped with the restrictions of the Hermitian structures on Ê, F̂ , and Ĝ. Let q(P )
quot
denotes the Hermitian vector bundle over SpecOK defined by q(P ) equipped with the Hermitian
structures quotient, via the map q : P −→ q(P ), of the ones on P .
By construction,
(8.2.20) 0 −→ i−1(P ) i−→ P q−→ q(P )quot −→ 0
is an admissible short exact sequence of Hermitian vector bundles over SpecOK , and accordingly,
by Proposition 2.8.1, we have
(8.2.21) h0θ(P ) ≤ h0θ(i−1(P )) + h0θ(q(P )
quot
).
Besides the map q : P −→ q(P ) has operator norms ≤ 1, and therefore the identity map
Idq(P ) : q(P )
quot −→ q(P ) also. Accordingly, by Proposition 2.3.2, 1), we have
(8.2.22) h0θ(q(P )
quot
) ≤ h0θ(q(P )).
From (8.2.21) and (8.2.22), we derive:
h0θ(P ) ≤ h0θ(i−1(P )) + h0θ(q(P ))
≤ h0θ(Ê) + h0θ(Ĝ).
This proves (8.2.1).
(ii) Let (Uj)j∈N (resp. (Wk)k∈N) be a defining filtration U(Ê) (resp. in U(Ĝ)) such that
(8.2.23) lim
j→+∞
h0θ(EUj ) = h
0
θ(Ê)
and
(8.2.24) lim
k→+∞
h0θ(EWk) = h
0
θ(Ĝ).
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Let us choose ε a positive real number. There exists j0 (resp. k0) in N such that, for any integer
j ≥ j0 (resp. k ≥ k0), we have
(8.2.25) h0θ(EUj ) ≤ h
0
θ(Ê) + ε/3
and
(8.2.26) h0θ(GWk) ≤ h
0
θ(Ĝ) + ε/3.
Moreover, according to (8.2.17), for any j ∈ N, there exists k(j) ∈ N such that, for any k ∈ N≥k(j),
(8.2.27) h0θ(E
Wk
Uj ) ≤ h0θ(ÊUj ) + ε/3.
Together with (8.2.16), these three estimates (8.2.25)–(8.2.27) show that, for any (j, k) ∈ N2,
j ≥ j0 and k ≥ max(k0, k(j)) =⇒ h0θ(F iˆ(Uj)+sˆ(Wk)) ≤ h0θ(E) + h0θ(G) + ε.
Since the submodules iˆ(Uj) + sˆ(Wk) constitute a basis of neighborhoods of 0 in U(F ), this shows
that
lim inf
V ∈U(F̂ )
h0θ(FV ) ≤ h0θ(E) + h0θ(G) + ε.
As ε is arbitrary in R∗+, this establishes (8.2.2).
(iii) Let us recall that h1θ(ÊU ) (resp. h
1
θ(ĜW )) is a non-increasing function of U in U(Ê) (resp.
of W in U(Ĝ)) and that
(8.2.28) h1θ(E) = lim
U∈U(Ê)
h1θ(EU ) (resp. h
1
θ(G) = lim
W∈U(Ĝ)
h1θ(GW )).
Similarly h1θ(F iˆ(U)+sˆ(W )) is a non-increasing function of U in U(Ê) and W in U(Ĝ), and
(8.2.29) h1θ(F ) = lim
U∈U(Ê),V ∈U(Ĝ)
h1θ(F iˆ(U)+sˆ(W )).
The estimates (8.2.18) and (8.2.19) show that, for any (U,W ) in U(Ê)× U(Ĝ),
(8.2.30) h1θ(F iˆ(U)+sˆ(W )) ≤ h1θ(EU ) + h1θ(GW ).
The estimate (8.2.3)
h1θ(F̂ ) ≤ h1θ(Ê) + h1θ(Ĝ)
directly follows from this estimate, together with the expressions (8.2.28) and (8.2.29) for h1θ(Ê),
h1θ(Ĝ), and h
1
θ(F̂ ).
2) Let us now assume that Ê is a Hermitian vector bundle E.
Then i(E) is contained in F̂∩FHilbR . Therefore, with the notation of 1) (i), h0θ(F ) is the supremum
of the h0θ(P ), where P denotes a finitely generated OK-submodule of F̂ ∩ FHilbR containing i(P ).
For any such P , its image q(P ) is contained in Ĝ∩GHilbR and the admissible short exact sequence
(8.2.20) takes the form:
(8.2.31) 0 −→ E i−→ P q−→ q(P ) −→ 0.
Conversely, for any finitely generated OK -submodule Q of Ĝ ∩ GHilbR , its inverse image by q,
P := q−1(Q), is a finitely generated OK-submodule F̂ ∩ FHilbR containing i(P ) such that Q = q(P ).
The inequality (3.3.4) (or equivalently (3.3.7)) applied to (8.2.31) takes the form:
h0θ(q(P )) ≤ h0θ(P )− d̂eg π∗E.
From this inequality, by taking the supremum over the submodules P as above, we obtain (8.2.4).
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3) Let us now assume that Ĝ is a Hermitian vector bundle G.
For any U ∈ U(Ê), from the admissible short exact sequence of pro-Hermitian vector bundles
0 −→ Ê i−→ F̂ q−→ G −→ 0,
we derive an admissible short exact sequence of Hermitian vector bundles:
(8.2.32) 0 −→ EU−→F̂ iˆ(U)−→Ĝ −→ 0.
From (8.2.32), we derive the relations
h0θ(EU ) ≤ h0θ(F̂ iˆ(U))
(by Proposition 2.3.2, 1)) and
h0θ(F̂ iˆ(U))− h1θ(F̂ iˆ(U)) = h0θ(EU )− h1θ(EU ) + d̂eg π∗G
(by the additivity of the Arakelov degree (1.4.7) and the Poisson-Riemann-Roch formula (2.2.3)).
Thus we obtain:
h1θ(EU ) ≤ h1θ(F̂ iˆ(U)) + d̂eg π∗G,
and the estimate (8.2.5) follows by taking the limit when U ∈ U(Ê) shrinks to {0}.
8.3. Short exact sequences and strongly summable pro-Hermitian vector bundles
8.3.1. In this section, we establish the following permanence properties of strongly summable
pro-Hermitian vector bundles, which may be seen as refinements of Corollary 8.2.2:
Theorem 8.3.1. Consider an admissible short exact sequence of pro-Hermitian vector bundles
over the arithmetic curve SpecOK :
(8.3.1) 0 −→ Ê i−→ F̂ q−→ Ĝ −→ 0.
1) When Ê has finite rank, F̂ is strongly summable if and only if Ĝ is strongly summable.
2) When Ĝ has finite rank, F̂ is strongly summable if and only if Ê is strongly summable.
Corollary 8.3.2. Consider a short exact sequence of pro-Hermitian vector bundles over the
arithmetic curve SpecOK :
(8.3.2) 0 −→ Ê i−→ F̂ q−→ Ĝ −→ 0.
1) When Ê has finite rank, F̂ is θ-finite if and only if Ĝ is θ-finite.
2) When Ĝ has finite rank, F̂ is θ-finite if and only if Ê is θ-finite.
The fact that Ê is θ-finite when F̂ is θ-finite is actually a special case of Proposition 7.7.5, 2).
Proof of Corollary 8.3.2. For any choice, compatible with complex conjugation, of Hilbert
norms ‖.‖′F,σ on the Hilbert spaces FHilbσ , equivalent to the Hilbert norms ‖.‖F,σ defining F̂ , there
exists Hilbert norms, compatible with complex conjugation, ‖.‖′E,σ and ‖.‖′G,σ on the Hilbert spaces
EHilbσ and G
Hilb
σ , such that the diagram (8.3.2) becomes an admissible short exact sequence
(8.3.3) 0 −→ Ê
′
i−→ F̂
′ q−→ Ĝ
′
−→ 0.
relating the pro-Hermitian vector bundles
Ê
′
:= (Ê, (EHilbσ , ‖.‖′E,σ)σ:K →֒C),
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F̂
′
:= (F̂ , (FHilbσ , ‖.‖′F,σ)σ:K →֒C),
and
Ĝ
′
:= (Ĝ, (GHilbσ , ‖.‖′σ)G,σ:K →֒C).
Namely, the norms ‖.‖′E,σ and ‖.‖′G,σ induced and quotient of the norms ‖.‖′F,σ.
Conversely, for any choice, compatible with complex conjugation, of Hilbert norms ‖.‖′E,σ and
‖.‖′G,σ on EHilbσ and GHilbσ , equivalent to the Hilbert norms ‖.‖E,σ and ‖.‖G,σ defining Ê and Ĝ,
there exists Hilbert norms ‖.‖′F,σ on the Hilbert spaces FHilbσ , equivalent to the Hilbert norms ‖.‖F,σ
defining F̂ , such that (8.3.3) is an admissible short exact sequence.
Therefore 1) (resp. 2)) follows from Theorem 8.3.1, 1) (resp. 2)) applied to the admissible short
exact sequences (8.3.3), together with the characterization of θ-finite pro-Hermitian by Condition
θ − Fin1 in Corollary 7.7.2. 
8.3.2. Proof of Theorem 8.3.1: I. Preliminary. The following lemma gathers various facts
that will be needed in the proof of part 1) of Theorem 8.3.1.
Lemma 8.3.3. Consider an admissible short exact sequence of pro-Hermitian vector bundles over
SpecOK ,
0 −→ E i−→ F̂ q−→ Ĝ −→ 0,
with E of finite rank (or, equivalently, a Hermitian vector bundle over SpecOK).
Let (Vk)k∈N be a defining sequence in U(F̂ ) and let (Wk)k∈N := (qˆ(Vk))k∈N be its image by qˆ.
1) There exists k0 ∈ N such that, for any k ∈ N≥k0 ,
Vk ∩ iˆ(E) = {0}
and the image of iˆ(E) in F̂ /Vk is saturated. Moreover, for any such integer k0, the sequence (Wk)k≥k0
is a defining sequence in U(Ĝ).
2) For any k ∈ N, let us consider the Hermitian vector bundle F k := FVk and the admissible
surjective morphism
rk := pVkVk+1 : F k+1 −→ F k.
Similarly, for any k ∈ N≥k0 , let us consider Gk := GWk and
sk := pWkWk+1 : Gk+1 −→ Gk.
For any k ∈ Nk≥k0 , the map qˆ induces a map
qk : Fk := F̂ /Vk −→ Gk := Ĝ/Wk,
which fits into an exact sequence:
0 −→ E ik−→ Fk qk−→ Gk −→ 0,
where ik := pVk ◦ i.
Moreover, qk belongs to Hom
≤1
OK
(F k, Gk).
3) For any k ∈ N≥k0 , the map qk defines an isomorphism
ϕk := qk|ker qk : ker rk
∼−→ ker sk.
Moreover ϕk belongs to Hom
≤1
OK
(ker rk, ker sk) and, for any η ∈ R∗+, there exists k(η) ∈ N≥k0 such
that, for any k ∈ N≥k(η), ϕ−1k belongs to Hom≤1OK (ker sk, ker rk ⊗O(η)).
The proof of the last part of Lemma 8.3.3 will rely on the following proposition concerning the
geometry of sub-quotients of Hilbert spaces.
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Proposition 8.3.4. Let (H, ‖.‖) be a (real of complex) Hilbert space and let
H0 ⊇ H1 ⊇ H2 ⊇ H3 ⊇ . . . ⊇ Hn ⊇ Hn+1 . . .
be a decreasing sequence of closed vector subspaces of H such that⋂
n∈N
Hn = {0}.
Let P be a (necessarily closed) finite dimensional vector subspace of H.
1) There exists n0 ∈ N such that, for any n in N≥n0 ,
Hn ∩ P = {0}.
Then, for any such integer n ≥ N≥n0 , the linear map
ϕn : Hn/Hn+1 −→ (Hn + P )/(Hn+1 + P ),
induced by the inclusion Hn −֒→Hn + P , is bijective.
2) For every n ∈ N, let us equip Hn/Hn+1 (resp. (Hn+P )/(Hn+1+P )) with the norm quotient
of the norm ‖.‖ on Hn (resp. on Hn + P )3. Then, for any n ∈ N,
(8.3.4) ‖ϕn‖ := sup
x∈Hn/Hn+1,‖x‖≤1
‖ϕn(x)‖ ≤ 1.
Moreover the sequence (‖ϕ−1n ‖)n≥n0 , defined by
‖ϕ−1n ‖ := sup
x∈(Hn+P )/(Hn+1+P ),‖x‖≤1
‖ϕ−1n (x)‖,
satisfies
(8.3.5) lim
n−→∞
‖ϕ−1n ‖ = 1.
Proof of Proposition 8.3.4. Assertion 1) is clear, and the upper bound (8.3.4) also.
For every n ∈ N, let us denote by
πn : H −→ Hn
the orthogonal projection onto Hn, and let p : H −→ P denote the orthogonal projection onto P .
Since
⋂
n∈NHn = {0}, for every x ∈ H,
lim
n−→+∞
‖πn(x)‖ = 0.
As P is finite dimensional, the operator norm of the restriction to P of πn,
‖πn|P ‖ := max
x∈P,‖x‖≤1
‖πn(x)‖,
converges also to 0 when n goes to +∞.
The restriction to Hn of p,
p|Hn : Hn −→ P
is the adjoint of
πn|P : P −→ Hn,
and therefore its operator norm
‖p|Hn‖ = ‖πn|P ‖
converges also to 0. This easily implies (8.3.5). 
3This is indeed a norm since Hn+1 (resp. Hn+1 + P ) is closed in Hn (resp. Hn + P ).
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Proof of Lemma 8.3.3. Assertion 1) easily follows from Propositions 4.4.1 and 4.4.4.
Assertion 2) is a straightforward consequence of the definitions.
Assertion 3) follows from Proposition 8.3.4 applied to H = FHilbσ , Hn = Vn,σ ∩ FHilbσ , and
P = iσ(Eσ). 
8.3.3. Proof of Theorem 8.3.1: II. Completion of the proof.
1) Let us assume that Ê has finite rank or, in other words, that it is defined by some Hermitian
vector bundle E over SpecOK . Then the conclusions of Lemma 8.3.3 hold, and we shall use its
notation.
From Part 3) of Lemma 8.3.3, it follows that, for any ε ∈ R and any k ∈ Nk≥k0 ,
(8.3.6) h0θ(ker rk ⊗O(ε)) ≤ h0θ(ker sk ⊗O(ε))
and that, for any (ε, ε′) ∈ R2 and any k ∈ N,
(8.3.7) ε′ < ε and k ≥ k(ε− ε′) =⇒ h0θ(ker sk ⊗O(ε′)) ≤ h0θ(ker rk ⊗O(ε)).
Let us assume that F̂ is strongly summable. Then F̂ satisfies StS2 and we may choose a defining
sequence (Vk)k∈N in U(F̂ ) and ε > 0 such that∑
k∈N
h0θ(ker rk ⊗O(ε)) < +∞.
For any ε′ ∈]0, ε[, the upper bound (8.3.7) shows that∑
k∈N
h0θ(ker sk ⊗O(ε′)) < +∞.
Consequently Ĝ also satisfies StS2 and is therefore strongly summable.
Conversely, let us assume that Ĝ is strongly summable, and let us choose a defining sequence
(Wk)k∈N in U(Ĝ) and ε ∈ R∗+ such that, if we let Gk := GWk , the admissible surjective morphisms
sk := pWkWk+1 : Gk+1 −→ Gk
satisfy: ∑
k∈N
h0θ(ker sk ⊗O(ε)) < +∞.
There exists a continuous OK-linear splitting sˆ : Ĝ −→ F̂ of the short exact sequence
0 −→ Ê iˆ−→ F̂ qˆ−→ Ĝ −→ 0
(sees 8.1.1, Remark (ii)), and we may define, for every k ∈ N,
Vk := sˆ(Wk).
Then Wk = qˆ(Vk), and we may apply Lemma 8.3.3. Notably, the estimate (8.3.6) imply that∑
k∈N
h0θ(ker rk ⊗O(ε)) ≤
∑
k∈N
h0θ(ker sk ⊗O(ε)) < +∞.
Therefore satisfies StS2 and is strongly summable.
2) The morphism i belongs to Hom≤1OK (Ê, F̂ ) and iˆ : Ê −→ F̂ is a strict morphism of topological
OK-modules. Consequently, according to Proposition 7.7.5, if F̂ is strongly summable, then Ê is
strongly summable.
Conversely, let us assume that Ê is strongly summable and that Ĝ has finite rank, or equivalently,
that Ĝ is defined by some Hermitian vector bundle G over SpecOK .
8.4. A VANISHING CRITERION 139
Then Ê satisfies StS2 and we may choose a defining sequence (Uk)k∈N in U(Ê) and ε > 0 such
that, if we let Ek := EUk , the admissible surjective morphisms
qk := pUkUk+1 : Ek+1 −→ Ek
satisfy: ∑
k∈N
h0θ(ker qk ⊗O(ε)) < +∞.
Let us consider the sequence (Vk)k∈N := (ˆi(Uk))k∈N. As
0 −→ Ê iˆ−→ F̂ qˆ−→ G −→ 0
is a strict short exact sequence in CTCOK and G is a discrete OK-module, it is a defining sequence
in U(F̂ ).
Moreover, if we let F k := FVk and if we introduce the admissible surjective morphisms
rk := pVkVk+1 : F k+1 −→ F k,
it is straightforward that the morphisms
ik : Ek := Ê/Vk −→ Fk/Uk
induced by iˆ fit into commutative diagrams of OK-module with exact lines:
0 −−−−→ Ek+1 ik+1−−−−→ Fk+1 −−−−→ G −−−−→ 0yqk yrk yIdG
0 −−−−→ Ek ik−−−−→ Fk −−−−→ G −−−−→ 0.
Therefore, for any k ∈ N, ik+1 defines an isomorphism
ik+1 : ker qk −→ ker rk,
that is easily seen to be an isometric isomorphism of Hermitian vector bundles:
ik+1 : ker qk
∼−→ ker rk.
Consequently,
h0θ(ker rk ⊗O(ε)) = h0θ(ker qk ⊗O(ε)).
Finally, ∑
k∈N
h0θ(ker rk ⊗O(ε)) =
∑
k∈N
h0θ(ker qk ⊗O(ε)) < +∞
and F̂ also satisfies StS2.
8.4. A vanishing criterion
In this section, we apply the properties of θ-finite pro-Hermitian vector bundles and of their
θ-invariants previously established to derive a criterion for the vanishing of the “connecting maps”
arising in some systems of short exact sequences of pro-Hermitian vector bundles.
This criterion has a rather technical formulation. However it will play an important role in the
Diophantine applications of the formalism of pro-Hermitian vector bundles. In these applications,
the vanishing criterion will be applied to pro-Hermitian vector bundles defined by the coherent
cohomology groups of some formal and complex analytic vector bundles, and the connecting maps
(denoted by δk in the Notation below) will be the connecting maps between cohomology groups
associated to short exact sequences of formal and complex analytic vector bundles.
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8.4.1. Notation. Let k0 be some integer, and let us consider the following data:
(1) a sequence (Ĥk)k≥k0 of pro-Hermitian vector bundles over SpecOK and a sequence (pk)k>k0
of morphisms
pk : Ĥk−1 −→ Ĥk
in Hom≤1OK (Ĥk−1, Ĥk);
(2) a sequence (F k)k>k0 of (finite rank) Hermitian vector bundles and a sequence (δk)k>k0 of
“connecting maps”
δk : F k −→ Ĥk−1
in HomcontOK (F k, Ĥk−1).
We shall assume that, for every k ∈ N>k0 , the diagram
(8.4.1) F k
δk−→ Ĥk−1 pk−→ Ĥk −→ 0
is an exact sequence of pro-Hermitian vector bundles over SpecOK , in the sense that for any k in
N>k0 , the diagrams
(8.4.2) Fk
δˆk−→ Ĥk−1 pˆk−→ Ĥk −→ 0
and, for every σ : K →֒ C,
(8.4.3) Fk,σ
δk,σ−→ Hk−1,σ pk,σ−→ Hk,σ −→ 0
are exact sequences of OK-modules and of C-vector spaces, respectively.
Observe that, for every k ∈ N>k0 , we may introduce the Hermitian vector bundle Fk/ ker δk over
SpecOK , so that the morphism δk factorizes through K/ ker δk:
δk = δ˜k ◦ πk : F k πk−→ Fk/ ker δk δ˜k−→ Ĥk−1.
The exactness of (8.4.1) is then easily seen to be equivalent to the fact that the diagram
(8.4.4) 0 −→ Fk/ ker δk δ˜k−→ Ĥk−1 pk−→ Ĥk −→ 0
is a short exact sequence of pro-Hermitian vector bundles over SpecOK .
For any k ∈ N≥k0 , we shall also consider the morphism
qk : Ĥk0 −→ Ĥk
in Hom≤1OK (Ĥk−1, Ĥk) defined by composing the morphisms pj :
qk := id if k = k0
:= pk ◦ · · · ◦ pk0+1 if k > k0.
For any k ∈ N≥k0 and any embedding σ : K →֒ C, the C-linear map
qk,σ : H
Hilb
k0,σ −→ HHilbk,σ
is norm decreasing and surjective. We shall denote by
q˜k,σ : H
Hilb
k0,σ/ ker qk,σ −→ HHilbk,σ
the induced isomorphism of topological vector spaces.
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8.4.2. The conditions Fin, Amp, An1 and An2. With the above notation, we may intro-
duce the following conditions on the (pro)-Hermitian vector bundles Ĥk and F k:
Fin (θ-finiteness) : For every k ∈ N≥k0 , the pro-Hermitian vector bundle Ĥk is θ-finite.
According to Corollary 8.3.2 and to the exactness of (8.4.4), this condition is satisfied as soon
as Ĥk is θ-finite for some k ∈ N≥k0 .
Amp (asymptotic ampleness):
lim inf
k→+∞
1
k
µ̂min(F k) > 0.
Recall that, for every k ∈ Nk>k0 , pk and qk are morphisms in proVect
≤1
(OK). Therefore, for
every embedding σ : K →֒ C, the operator norms ‖pk,σ‖ (resp. ‖qk,σ‖) of the continuous C-linear
map pk,σ (resp. qk,σ) from the Hilbert space (H
Hilb
k−1,σ, ‖.‖Ĥk−1,σ) (resp. (H
Hilb
k0,σ
, ‖.‖
Ĥk0 ,σ
)) to the
Hilbert space (HHilbk,σ , ‖.‖Ĥk,σ) satisfies:
‖pk,σ‖ ≤ 1 (resp. ‖qk,σ‖ ≤ 1).
We shall also consider the following conditions on the operator norms of the morphisms δk,σ
and q˜−1k,σ :
An1 : For every embedding σ : K →֒ C, the operator norm ‖δk,σ‖ of the C-linear map δk,σ from
the normed space (Fk,σ , ‖.‖Fk,σ) to the Hilbert space (HHilbk−1,σ, ‖.‖Ĥk−1,σ) satisfies
lim sup
k→+∞
1
k
log ‖δk,σ‖ ≤ 0.
This condition may be rephrased as the existence, for every ε ∈ R∗+, of Cε ∈ R∗+ such that, for
any k > k0 and any embedding σ : K →֒ C,
(8.4.5) ‖δk,σ‖ ≤ Cεeεk.
An2 : For every embedding σ : K →֒ C, the operator norm ‖q˜−1k,σ‖ of the continuous C-linear
map q˜−1k,σ from the Hilbert space (H
Hilb
k,σ , ‖.‖Ĥk,σ) to the Hilbert space H
Hilb
k0,σ
/ ker qk,σ, equipped with
the quotient norm deduced from ‖.‖
Ĥk0 ,σ
, satisfies
lim sup
k→+∞
1
k
log ‖q˜−1k,σ‖ ≤ 0.
Similarly to ConditionAn1, ConditionAn2 may be rephrased as the existence, for every ε ∈ R∗+,
of Cε ∈ R∗+ such that, for any k > k0 and any embedding σ : K →֒ C,
(8.4.6) ‖q˜−1k,σ‖ ≤ C′εeεk.
8.4.3. A vanishing criterion.
Theorem 8.4.1. Let us consider some sequences of (pro)-Hermitian vector bundles (Ĥk)k≥k0
and (F k)k>k0 of and of morphisms (pk)k>k0 and (δk)k>k0 in proVect
cont
(OK) as in 8.4.1 above.
If the conditions Fin, Amp, An1 and An2 are satisfied, then there exists k1 ∈ N>k0 such that
the connecting map δk vanishes for any k ∈ N≥k1 , or equivalently, such that, for any k ∈ N≥k1 ,
pk : Ĥk−1 −→ Ĥk
is an isomorphism in proVect
cont
(OK).
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Proof. For every k ∈ N≥k0 and every embedding σ : K →֒ C, we may consider the kernel of
qˆk : Ĥk0 −→ Ĥk
and the one of
qk,σ : Hk0,σ −→ Hk,σ.
They define a non-decreasing sequence of OK-submodules of Ĥk0 :
ker qˆk0 = 0 →֒ ker qˆk0+1 →֒ . . . →֒ ker qˆk →֒ ker qˆk+1 →֒ . . . ,
and a non-decreasing sequence of C-vector subspaces of HHilbk0,σ :
ker qk0,σ = 0 →֒ ker qk0+1,σ →֒ . . . →֒ ker qk,σ →֒ ker qk+1,σ →֒ . . . .
The first assertion in the following lemma is a straightforward consequence of the exactness of
the diagrams (8.4.2) and (8.4.3). The second one then follows by induction on the integer k.
Lemma 8.4.2. 1) For any k ∈ N>k0 and for any embedding σ : K →֒ C, the maps qˆk−1 and
qk−1,σ define isomorphisms
ker qˆk/ ker qˆk−1
∼−→ ker pˆk = im δˆk
and
ker qk,σ/ ker qk−1,σ
∼−→ ker pk,σ = im δk,σ
of OK-modules and C-vector spaces, respectively.
2) For any k ∈ Nk≥k0 , the OK module ker qˆk is finitely generated and projective and, for any
embedding σ : K →֒ C, the complex vector subspace (ker qˆk)σ of Ĥk0,σ coincides with ker qk,σ (and
notably is contained in HHilbk0,σ). 
For any k ∈ N≥k0 , we shall define the Hermitian vector bundle kerqk over SpecOK as ker qˆk
equipped with the Hermitian structure induced by the Hilbert spaces (HHilbk0,σ , ‖.‖Ĥk0 ,σ).
For any k ∈ N>k0 , we let nk := rk im δk.
Lemma 8.4.3. For any k ∈ N≥n0 ,
(8.4.7) rk ker qk+1 − rk ker qk = nk+1,
and
(8.4.8) d̂eg ker qk+1 − d̂eg ker qk ≥ nk+1Ak+1
where
Ak+1 := µ̂min(F k+1)−
∑
σ:K →֒C
(log ‖q˜−1k,σ‖+ log ‖δk+1,σ‖).
Proof of Lemma 8.4.3. The relation (8.4.7) follows from Lemma 8.4.2, 1).
For any k ∈ N>k0 , we may consider the admissible short exact of Hermitian vector bundles over
SpecOK :
(8.4.9) 0 −→ ker qk −֒→ker qk+1 qk−→ Ck+1 −→ 0,
where Ck+1 is defined by the OK-module
Ck+1 := ker pˆk+1 = im δˆk+1
equipped with the quotient metrics deduced, via the surjective C-linear maps
qk,σ : ker qk+1,σ −→ Ck+1,σ ,
from the Hermitian metrics ‖.‖ker qk+1,σ. In other words, Ck+1 is im δˆk+1 equipped with the Hermitian
metric such that the map
q˜−1k : (im δˆk+1)σ = im δk+1,σ −֒→Hk0,σ
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becomes an isometry when Hk0,σ is equipped with its Hilbert norm ‖.‖Ĥk0 ,σ.
Consequently the operator norm ‖δk+1,σ‖Fk+1,Ck+1 of the surjective morphism of Hermitian
vector bundles
δk+1 : F k+1 −→ Ck+1
satisfies:
(8.4.10) ‖δk+1,σ‖Fk+1,Ck+1 = ‖q˜−1k,σ ◦ δk+1,σ‖Fk+1,Ck+1 ≤ ‖q˜−1k,σ‖ ‖δk+1,σ‖.
According to the additivity of the Arakelov degree in admissible short exact sequences (see
1.4.4), from (8.4.9), we derive the equality:
(8.4.11) d̂eg ker qk+1 − d̂eg ker qk = d̂egCk+1.
Moreover, applied to δk+1, the slope inequality for surjective morphisms of Hermitian vector
bundles (Proposition 1.4.1, 2)) shows that
(8.4.12) d̂egCk+1 ≥ rk δk+1[µ̂min(F k+1)−
∑
σ:K →֒C
log ‖δk+1,σ‖Fk+1,Ck+1 ].
The lower bound (8.4.8) follows from (8.4.11), (8.4.12), and (8.4.10). 
To complete the proof of Theorem 8.4.1, observe that the validity of Amp, An1 and An2
implies that
lim inf
k→+∞
1
k
Ak > 0.
In other words, there exists η in R∗+ and c in R+ such that, for any k ∈ N>k0 ,
Ak ≥ η k − c.
Then, for the relations (8.4.7) and (8.4.8), we derive that, for every k ∈ N>k0 ,
rk ker qk =
∑
k0<i≤k
ni
and
d̂eg ker qk ≥
∑
k0<i≤k
ni(η i− c).
Therefore, for any k ∈ N>k0 , we have:
h0θ(Ĥk0) ≥ h0θ(ker qk)(8.4.13)
≥ d̂eg π∗ker qk = d̂eg ker qk − rk qk.(log |∆K |)/2(8.4.14)
≥
∑
k0<i≤k
ni [η i− c− (log |∆K |)/2] .
(The lower bounds (8.4.13) and (8.4.14) follows from the monotonicity of h0θ, established in Propo-
sition 6.3.5, and from “Riemann inequality” (2.3.1) applied to ker qk.)
According to Fin, h := h0θ(Ĥk0) is finite, and, if we let c
′ := c + (log |∆K |)/2, we obtain that,
for any k ∈ N>k0 ,
(8.4.15)
∑
k0<i≤k
ni(η i− c′) ≤ h.
This implies the vanishing of ni for i large enough. Actually, if we define
i0 := max(k0, ⌈c′/η⌉),
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the inequalities (8.4.15) show that
η
∑
i>i0
ni(i − i0) ≤ h−
∑
k0<i≤i0
ni(η i − c′),
and therefore that ni = 0 if
i > max(i0, η
−1[h−
∑
k0<i≤i0
ni(η i− c′)]).

8.4.4. Variants. One might observe that the only point of this section 8.4 that relies on the
results in the previous sections 8.1-8.3 is the observation, after the formulation of Condition Fin,
that this θ-finitenesss condition is satisfied as soon as Ĥk is θ-finite for some integer k ≥ k0.
Actually, the proof of Theorem 8.4.1 proper only uses the elementary monotonicity properties
of the θ-invariants of pro-Hermitian vector bundles, together with the “Riemann inequality” for
(finite rank) Hermitian vector bundles. Accordingly, Theorem 8.4.1 still holds when Condition Fin
is replaced by the following weaker one:
Fin′ : h0θ(Ĥk0) < +∞.
Conditions An1 and An1 may also be replaced by the following one:
An : For every embedding σ : K →֒ C, the operator norm ‖q˜−1k,σ ◦ δk+1,σ‖ of the C-linear map
q˜−1k,σ ◦ δk+1,σ from the normed space (Fk+1,σ , ‖.‖Fk+1,σ) to the Hilbert space HHilbk0,σ/ ker qk,σ, equipped
with the quotient norm deduced from ‖.‖
Ĥk0 ,σ
, satisfies
lim sup
k→+∞
1
k
log ‖q˜−1k,σ ◦ δk+1,σ‖ ≤ 0.
8.5. The category proVect
cont
OK as an exact category
In this last section, we investigate the formal properties of the category proVect
cont
OK equipped
with the class of short exact sequences considered in this chapter. We shall prove that, equipped
with this class of exact sequences, the additive category proVect
cont
OK is an exact category in the sense
of Quillen [Qui73], § 2.
For the commodity of the reader, we have summarized in Appendix D the basic definitions and
results concerning exact categories that we will rely on in this section. We refer the reader to the
expository articles of Keller [Kel96] and Bu¨hler [Bu¨h10] for further details and references.
As the terminology admissible morphism is already used in this monograph to specify morphisms
that are compatible with Hermitian structures — as is customary in Arakelov geometry — and as
we have also dealt with strict morphisms between topological modules, we will call allowable (mono-
or epi-) morphism what is often called an admissible or a strict (mono- or epi-)morphism in some
exact category.
Let us denote by Hilbcont the C-linear additive category of complex separable Hilbert spaces,
with morphisms the continuous C-linear maps.
The additive category CTCOK (resp. CTCC, resp. Hilb
cont) becomes an exact category when
one takes as allowable short exact sequences the class Ê (resp. ÊC, resp. EHilbC ) of diagrams
0 −→M1 f−→M2 g−→M3 −→ 0
in CTCOK (resp. in CTCC, resp. in Hilb
cont) that are exact sequences of OK-modules (resp.
of C-vector spaces). These exact sequences are precisely the ones that are isomorphic to split
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short exact sequences in CTCOK (resp. in CTCC, resp. in Hilb
cont). For CTCOK (resp. for
CTCC), this follows from Proposition 4.4.11 (resp. from Proposition 4.4.10) and Proposition 4.4.6.
For Hilbcont, it is a consequence of the Banach open mapping theorem and of the existence of
orthogonal supplements of closed subspaces in Hilbert spaces.
Let us denote by ̥̂ : proVectcontOK −→ CTCOK
the forgetful functor that maps an object
Ê := (Ê,
(
EHilbσ , ‖.‖σ, iσ
)
σ:K →֒C
)
(resp. a morphism ϕ := (ϕ̂, (ϕσ)σ:K →֒C)) of proVect
cont
OK to the object Ê (resp. the morphism ϕ̂) of
CTCOK .
For any field embedding σ : K →֒ C, we shall also denote by
̥̂σ : proVectcontOK −→ CTCC and ̥Hilb : proVectcontOK −→ Hilbcont
the functors that map respectively Ê and ϕ to Êσ and ϕ̂σ, and to E
Hilb
σ and ϕσ.
The short exact sequences in proVect
cont
OK as defined in 8.1.1 above by Conditions ProSE1 and
ProSE2 are precisely the diagrams in proVect
cont
OK the images of which under the functors
̥̂ and
̥Hilb are allowable short exact sequences in Ê and in EHilbC , and therefore appear as some “liftings” of
the latter. However, in general, short exact sequences in proVect
cont
OK are not isomorphic to split exact
sequences in proVect
cont
OK , and accordingly the structure of exact category they define on proVect
cont
OK
is much richer than the structures of exact categories on CTCOK and Hilb
cont.
8.5.1. Short exact sequences, kernels and cokernels, push-out and pull-back in
proVect
cont
OK . Let us begin with some properties of short exact sequences in proVect
cont
OK that are
formal consequences of similar properties in the categories CTCOK , CTCC, and Hilb
cont.
Proposition 8.5.1. 1) For any short exact sequence of pro-Hermitian vector bundles over the
arithmetic curve SpecOK ,
(8.5.1) 0 −→ Ê i−→ F̂ q−→ Ĝ −→ 0,
the morphism i is a kernel of q, and q is a cokernel of i, in the additive category proVect
cont
(OK).
2) For any commutative diagram in proVect
cont
OK of the form
(8.5.2)
0 −−−−→ Ê f−−−−→ F̂ g−−−−→ Ĝ −−−−→ 0yϕ yϕ˜ yIdĜ
0 −−−−→ Ê
′ f ′−−−−→ F̂
′ g′−−−−→ Ĝ −−−−→ 0,
the lines of which are short exact sequences in proVect
cont
OK , the left-hand square
(8.5.3)
Ê
f−−−−→ F̂yϕ yϕ˜
Ê
′ f ′−−−−→ F̂
′
is cocartesian in proVect
cont
OK .
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3) For any commutative diagram in proVect
cont
OK of the form
0 −−−−→ Ê f
′
−−−−→ F̂
′ g′−−−−→ Ĝ
′
−−−−→ 0yIdÊ yψ˜ yψ
0 −−−−→ Ê f−−−−→ F̂ g−−−−→ Ĝ −−−−→ 0,
the lines of which are short exact sequences in proVect
cont
OK , the right-hand square
F̂
′ g′−−−−→ Ĝ
′yψ˜ yψ
F̂
g−−−−→ Ĝ
is cartesian in proVect
cont
OK .
The proof of Proposition 8.5.1 relies on the following observation, that is a straightforward
consequence of the definition of the category proVect
cont
OK :
Lemma 8.5.2. Let us consider a commutative diagram in proVect
cont
OK :
(8.5.4)
Â
α1−−−−→ B̂1yα2 yβ1
B̂2
β2−−−−→ Ĉ.
If the commutative diagram
(8.5.5)
Â
α̂1−−−−→ B̂1yα̂2 yβ̂1
B̂2
β̂2−−−−→ Ĉ.
and, for every embedding σ : K →֒ C, the diagrams
(8.5.6)
Âσ
α̂1,σ−−−−→ B̂1,σyα̂2,σ yβ̂1,σ
B̂2,C
β̂2,σ−−−−→ Ĉ
and
AHilbσ
α1,σ−−−−→ BHilb1,σyα2,σ yβ1,σ
BHilb2,σ
β2,σ−−−−→ CHilbσ .
are cartesian in CTCOK , CTCC and Hilb
cont respectively, then the diagram (8.5.5) is cartesian
in proVect
cont
OK .
Dually, if the diagrams (8.5.5) and (8.5.6) are cocartesian in CTCOK , CTCC and Hilb
cont
respectively, then the diagram (8.5.4) is cocartesian in proVect
cont
OK . 
Proof of Proposition 8.5.1. Let us prove 1).
From the exact sequence (8.5.1), we deduce the short exact sequence
(8.5.7) 0 −→ Ê î−→ F̂ q̂−→ Ĝ −→ 0
in CTCOK and, for every embedding σ : K →֒ C, the short exact sequence
(8.5.8) 0 −→ EHilbσ iσ−→ FHilbσ
qσ−→ GHilbσ −→ 0
in Hilbcont.
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Actually, as already observed, these exact sequences are split in CTCOK and Hilb
cont respec-
tively. This implies that the diagram
(8.5.9) 0 −→ Êσ îσ−→ F̂σ q̂σ−→ Ĝσ −→ 0
is a split short exact sequence in CTCC. Moreover, î (resp. îσ, resp. iσ) is a kernel of q̂ (resp. q̂σ,
resp. qσ) in CTCOK (resp. CTCC, resp. Hilb
cont). Dually, q̂ (resp. q̂σ, resp. qσ) is a cokernel of î
(resp. îσ, resp. iσ) in CTCOK (resp. CTCC, resp. Hilb
cont).
As in any additive category, the fact that i is kernel of q in proVect
cont
OK may be rephrased as the
fact that the diagram
(8.5.10)
Ê
i−−−−→ F̂y yq
0 −−−−→ Ĝ.
is cartesian in proVect
cont
OK . According to Lemma 8.5.2, this follows from the fact that the diagrams
deduced from (8.5.10) by applying the functors ̥̂ , ̥̂σ and ̥σ are cartesian in the additive categories
CTCOK , CTCC andHilb
cont. These diagrams are indeed cartesian since, as observed above, î (resp.
îσ, resp. iσ) is a kernel of q̂ (resp. q̂σ, resp. qσ) in CTCOK (resp. CTCC, resp. Hilb
cont).
Dually, we prove that q is a cokernel of i by showing that (8.5.10) is cocartesian; this follows
by Lemma 8.5.2 from the fact that q̂ (resp. q̂σ, resp. qσ) is a cokernel of î (resp. îσ, resp. iσ) in
CTCOK (resp. CTCC, resp. Hilb
cont).
The proof of 2) and 3) are similar. For instance, to prove that (8.5.3) is cartesian, it is enough to
show that the diagram deduced from (8.5.3) by applying the functors ̥̂ , ̥̂σ and ̥σ are cartesian in
the additive categories CTCOK , CTCC and Hilb
cont. This follows from the commutative diagrams
with exact lines in these categories obtained by applying these functors to the diagram (8.5.2). 
8.5.2. Allowable monomorphisms and epimorphisms in proVect
cont
OK .
Proposition 8.5.3. Let f : Ê −→ F̂ be a morphism in proVectcontOK . The following two condi-
tions on f are equivalent:
(i) The morphism f := (fˆ , (fσ)σ:K →֒C) satisfies the three properties:
AM1 : the map fˆ : Ê −→ F̂ is injective and strict4, and coker fˆ satisfies CTC2 (and therefore
defines an object of CTCOK );
AM2 : for every field embedding σ : K →֒ C, the continuous C-linear map fσ : EHilbσ −→ FHilbσ
is injective and strict5;
AM3 : for every embedding σ : K →֒ C, the natural map
coker fσ := F
Hilb
σ /fσ(E
Hilb
σ ) −→ coker fˆσ := F̂σ/fˆσ(Êσ)
is injective.
(ii) There exists some pro-Hermitian vector bundle Ĝ and some morphism g : F̂ −→ Ĝ in
proVect
cont
OK such that the diagram
0 −→ Ê f−→ F̂ g−→ Ĝ −→ 0,
is a short exact sequence of pro-Hermitian vector bundles.
4Recall that a morphism if CTCOK is strict if and only if its image is closed.
5Recall that a continuous linear maps between Banach spaces is strict if and only if its image is closed.
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Recall that, according to Proposition 4.4.7, 2), Condition AM1 is equivalent to
AM′1 : The dual map fˆ
∨ : F̂∨ −→ Ê∨ is surjective.
Moreover, when it is satisfied, the short exact sequence in CTCOK
0 −→ Ê fˆ−→ F̂ −→ coker fˆ −→ 0
is split, and the maps
fˆσ : Êσ −→ F̂σ
are injective.
Condition AM2 may be rephrased as:
AM′2 : for every field embedding σ : K →֒ C, the continuous C-linear map fσ : EHilbσ −→ FHilbσ
is injective with closed image.
Observe also that, when AM1 and AM2 are satisfied, Condition AM3 is equivalent to:
AM′3 : for every field embedding σ : K →֒ C, the following diagram is cartesian:
EHilbσ
fσ−−−−→ FHilbσ
iÊσ
y yiF̂σ
Êσ
fˆσ−−−−→ F̂σ.
Proposition 8.5.4. Let g : F̂ −→ Ĝ be a morphism in proVectcontOK . The following two conditions
on g are equivalent:
(i) The morphism g := (gˆ, (gσ)σ:K →֒C) satisfies the three properties:
AE1 : the map gˆ : F̂ −→ Ĝ is surjective;
AE2 : for every field embedding σ : K →֒ C, the map gσ : FHilbσ −→ GHilbσ is surjective;
AE3 : for every field embedding σ : K →֒ C, the inclusion map
βσ := i
Ĝ
σ|ker gσ
: ker gσ −֒→ ker gˆσ
has a dense image.
(ii) There exists some pro-Hermitian vector bundle Ê and some morphism f : Ê −→ F̂ in
proVect
cont
OK such that the diagram
0 −→ Ê f−→ F̂ g−→ Ĝ −→ 0,
is a short exact sequence of pro-Hermitian vector bundles.
Let us observe that, when Conditions AE1 and AE2 hold, then the morphisms fˆ and fσ are
automatically strict (by Banach open image theorem), and the Hahn-Banch theorem shows that
Condition AE3 is equivalent to
AE′3 : for every field embedding σ : K →֒ C, the map
β∨σ : (ker gˆσ)
∨ = coker gˆ∨σ −→ (ker gσ)∨ = coker g∨σ
is injective.
In turn, still assuming AE1 and AE2 satisfied (and therefore the maps gˆ
∨
σ and g
∨
σ injective),
Condition AE′3 may be rephrased as:
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AE′′3 : for every field embedding σ : K →֒ C, the following diagram is cartesian:
Ĝ∨σ
gˆ∨σ−−−−→ F̂∨σ
iĜ∨σ
y yiF̂∨σ
GHilb∨σ
g∨σ−−−−→ FHilb∨σ .
A morphism in proVect
cont
(OK) which satisfies the equivalent conditions in Proposition 8.5.3
(resp. in Proposition 8.5.4) will be called an allowable monomorphism (resp. an allowable epimor-
phism).
Proof of Proposition 8.5.3. Let us assume that Condition (i) is satisfied. Then we may
consider
Ĝ := coker f̂ = F̂ /f̂(Ê).
By AM1, it is an object of CTCOK . Moreover, for every embedding σ : K →֒ C, we have a natural
identification
Ĝσ
∼−→ coker f̂σ := F̂σ/f̂σ(Êσ).
(Indeed, the quotient map F̂ −→ Ĝ is split surjective by Proposition 4.4.11.)
For every embedding σ : K →֒ C, we may also define GHilbσ as the quotient of the Hilbert space
(FHilbσ , ‖.‖F,σ) by the subspace fσ(Eσ):
GHilbσ := coker fσ = F
Hilb
σ /fσ(Eσ).
According to AM2, fσ(Eσ) is closed in F
Hilb
σ , and therefore, equipped with the quotient norm
deduced from ‖.‖
F̂ ,σ
, GHilbσ becomes a Hilbert space (G
Hilb
σ , ‖.‖G,σ).
According to AM3, the natural maps
iĜσ : G
Hilb
σ := coker fσ −→ Ĝσ := F̂σ/f̂σ(Êσ)
are injective. Moreover, as iF̂σ (F
Hilb
σ ) is dense in F̂σ, its image is dense. Moreover the construction of
the Hilbert spaces (GHilbσ , ‖.‖G,σ) and of the maps iĜσ is clearly compatible with complex conjugation.
This shows that
Ĝ := (Ĝ, (GHilbσ , ‖.‖G,σ, iĜσ )σ:K →֒C)
is an object of proVect
cont
OK .
The quotient maps
ĝ : F̂ −→ Ĝ and gσ : F̂Hilbσ −→ GHilbσ
define a morphism in proVect
cont
OK
g : F̂ −→ Ĝ
and, by construction, the diagram
0 −→ Ê f−→ F̂ g−→ Ĝ −→ 0
is a short exact sequence of pro-Hermitian vector bundles over SpecOK . This proves that Condition
(ii) holds.
The converse implication (ii) ⇒ (i) is easy and left to the reader. 
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Proof of Proposition 8.5.4. Let us assume that Condition (i) is satisfied.
According to Proposition 4.2.3, the closed OK-submodule Ê := ker ĝ of F̂ is an object of
CTCOK . According to AE1, we may form the exact sequence
0 −→ Ê := ker ĝ −֒→F̂ ĝ−→ Ĝ −→ 0.
By Proposition 4.4.11, it is split in CTCOK , and therefore we get a natural identification:
Êσ ≃ ker ĝσ.
For every embedding σ : K →֒ C, we may introduce the Hilbert space (EHilbσ , ‖.‖Ê,σ) defined by
ker gσ equipped with the restriction of the Hilbert norm ‖.‖
F̂ ,σ
on Fσ. According to AE2, it fits
into the following short exact sequence in Hilbcont:
0 −→ EHilbσ −֒→FHilbσ gσ−→ GHilbσ −→ 0.
Finally, AE3 shows that
Ê := (Ê, (EHilbσ , ‖.‖Ê,σ, βσ)σ:K →֒C)
defines an object of proVect
cont
OK . It is straightforward that the inclusion maps
Ê −֒→F̂ and EHilbσ −֒→FHilbσ
define a morphism f : Ê −→ F̂ in proVectcontOK and that the diagram
0 −→ Ê f−→ F̂ g−→ Ĝ −→ 0
is a short exact sequence of pro-Hermitian vector bundles over SpecOK . This proves that Condition
(ii) holds.
Here again, the converse implication (ii) ⇒ (i) is easy and left to the reader. 
8.5.3. The category proVect
cont
OK is an exact category.
Theorem 8.5.5. The category proVect
cont
OK , equipped with the class E of kernel-cokernel pairs
(f, g) defined by the short exact sequences
(8.5.11) 0 −→ Ê f−→ F̂ g−→ Ĝ −→ 0
defined in 8.1.1 above is an exact category.
We refer the reader to Appendix D for the basic definitions and basic properties of exact cate-
gories we will use in this section.
Recall that we have already observed that the pair of morphisms (f, g) attached to short exact
sequences (8.5.11) are kernel-cokernel pairs (Proposition 8.5.1). It is also clear that they form a class
closed under isomorphisms. Theorem 8.5.5 may therefore be rephrased as the fact that the allowable
monomorphisms and epimorphisms, as defined in the previous subsection, satisfy the axioms E0,
Eop0 , E1, E
op
1 , and E2, E
op
2 recalled in Appendix D.
The identity morphisms are both allowable monomorphism and allowable epimorphisms; indeed,
for any object Ê of proVect
cont
OK , the diagrams
0 −→ Ê IdÊ−→ Ê −→ 0 −→ 0 and 0 −→ 0 −→ Ê IdÊ−→ Ê −→ 0
are short exact sequences in proVect
cont
OK . Therefore Axioms E0 and E
op
0 hold.
The validity of Axioms E1 and E
op
1 may be stated as the following proposition:
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Proposition 8.5.6. 1) The composition of two allowable monomorphisms in proVect
cont
OK is an
allowable monomorphism.
2) The composition of two allowable epimorphisms in proVect
cont
OK is an allowable epimorphism.
Proof. Assertion 1) follows from the observation that Conditions AM′1, AM2, and AM
′
3 are
stable under composition.
To prove 2), let us consider a diagram
F̂ 1
g−→ F̂ 2 g
′
−→ F̂ 3
in proVect
cont
OK , with g and g
′ some allowable epimorphisms. The conditions AE1 and AE2 are
clearly stable under compositions, and therefore the morphism
g′ ◦ g : F̂ 1 −→ F̂ 3
also satisfy them. Moreover, for every field embedding σ : K →֒ C, we may consider the commutative
diagram:
F̂∨3,σ
ĝ′
∨
σ−−−−→ F̂∨2,σ
ĝ∨σ−−−−→ F̂∨1,σ
iF̂3∨σ
y yiF̂2∨σ yiF̂1∨σ
FHilb∨3,σ
g
′∨
σ−−−−→ FHilb∨2,σ
g∨σ−−−−→ FHilb∨1,σ .
Since g′ and g satisfy Condition AE′′3, both its left-hand and its right-hand sides are cartesian. This
implies that its exterior rectangle is cartesian too. As gˆσ ◦ gˆ′∨σ = ̂(g′ ◦ g)
∨
σ and gσ ◦ g
′∨
σ = (g
′ ◦ g)∨σ ,
this implies that g′ ◦ g satisfies AE′′3. 
The validity of Axioms E2 and E
op
2 is a consequence of (actually, equivalent to) the following
proposition:
Proposition 8.5.7. Let
(8.5.12) 0 −→ Ê f−→ F̂ g−→ Ĝ −→ 0
be a short exact sequence in proVect
cont
OK .
1) For any morphism
ϕ : Ê −→ Ê
′
in proVect
cont
OK with source OK , one may form a commutative diagram in proVect
cont
OK
(8.5.13)
0 −−−−→ Ê f−−−−→ F̂ g−−−−→ Ĝ −−−−→ 0yϕ yϕ˜ yIdĜ
0 −−−−→ Ê
′ f ′−−−−→ F̂
′ g′−−−−→ Ĝ −−−−→ 0,
the second line of which is a short exact sequence in proVect
cont
OK .
2) For any morphism
ψ : Ĝ
′
−→ Ĝ
in proVect
cont
OK with range G, one may form a commutative diagram in proVect
cont
OK
(8.5.14)
0 −−−−→ Ê f
′
−−−−→ F̂
′ g′−−−−→ Ĝ
′
−−−−→ 0yIdÊ yψ˜ yψ
0 −−−−→ Ê f−−−−→ F̂ g−−−−→ Ĝ −−−−→ 0,
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the first line of which is a short exact sequence in proVect
cont
OK .
Indeed, according to Proposition 8.5.1, 2), with the notation of 1), the diagram
Ê
f−−−−→ F̂yϕ yϕ˜
Ê
′ f ′−−−−→ F̂
′
is cocartesian, and therefore “the” push-out of the allowable monomorphism f along the morphism
ϕ exists — it is f ′ — and is an allowable monomorphism.
Similarly, according to Proposition 8.5.1, 3), with the notation of 2), the diagram
F̂
′ g′−−−−→ Ĝ
′yψ˜ yψ
F̂
g−−−−→ Ĝ
is cartesian, and therefore “the” pull-back of the allowable epimorphism g along the morphism ψ
exists — it is g′ — and is an allowable epimorphism.
Proof of Proposition 8.5.7. Let us prove 2).
In each of the additive categories CTCOK , CTCC and Hilb
cont, we may construct the “pull-
back” of the exact sequence deduced from (8.5.12) by the forgetful functor ̥̂ , ̥̂ and ̥Hilb by the
morphisms ψ̂, ψ̂σ and ψσ that define ψ.
Namely, we may define an object F̂ ′ in CTCOK by letting
F̂ ′ := F̂ ⊕Ĝ Ĝ′ := ker
(
F̂ ⊕ Ĝ′ (
fˆ
−ψˆ)−→ Ĝ
)
.
By restriction to F̂ ⊕Ĝ Ĝ′, the projections from F̂ ⊕ Ĝ′ to F̂ and Ĝ′ define morphismŝ˜
ψ : F̂ ′ −→ F̂ and gˆ′ : F̂ ′ −→ Ĝ′.
Besides, from the strict injection fˆ : Ê −→ F̂ , we may construct another strict injection:
fˆ ′ := (fˆ , 0) : Ê −→ F̂ ′(−֒→F̂ ⊕ Ĝ′).
Moreover, it is straightforward that the following diagram in CTCOK is commutative
(8.5.15)
0 −−−−→ Ê fˆ
′
−−−−→ F̂ ′ gˆ
′
−−−−→ Ĝ′ −−−−→ 0yIdÊ ŷ˜ψ yψ̂
0 −−−−→ Ê fˆ−−−−→ F̂ gˆ−−−−→ Ĝ −−−−→ 0
and that its first line is exact.
Similarly, for very embedding σ : K →֒ C, we may define
F̂ ′σ := F̂σ ⊕Ĝσ Ĝ′σ := ker
(
F̂σ ⊕ Ĝ′σ
( fˆσ−ψˆσ)−→ Ĝσ
)
and
F
′Hilb
σ := F
Hilb
σ ⊕GHilbσ G
′Hilb
σ := ker
(
FHilbσ ⊕G
′Hilb
σ
( fσ−ψσ)−→ GHilbσ
)
,
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and form the following commutative diagrams with exact lines in CTCC and Hilb
cont:
(8.5.16)
0 −−−−→ Êσ fˆ
′
σ−−−−→ F̂ ′ gˆ
′
σ−−−−→ Ĝ′σ −−−−→ 0yIdÊσ ŷ˜ψσ yψ̂σ
0 −−−−→ Êσ fˆσ−−−−→ F̂σ gˆσ−−−−→ Ĝσ −−−−→ 0
and
(8.5.17)
0 −−−−→ EHilbσ
f
′Hilb
σ−−−−→ F ′Hilb gˆ
′Hilb
σ−−−−→ G′Hilbσ −−−−→ 0yIdEHilbσ yψ˜Hilbσ yψHilbσ
0 −−−−→ EHilbσ
fHilbσ−−−−→ FHilbσ
gHilbσ−−−−→ GHilbσ −−−−→ 0.
Here again, the morphisms ̂˜ψσ and gˆ′σ (resp. ψ˜σ and g′σ)) are deduced from the projections from
F̂σ ⊕ Ĝ′σ (resp. from FHilbσ ⊕ G
′Hilb
σ ) to its two factors, and fˆ
′
σ (resp. f
′Hilb
σ ) is defined as (fˆσ, 0)
(resp. as (fHilbσ , 0)).
The short exact sequence
(8.5.18) 0 −→ Ê fˆ−→ F̂ gˆ−→ Ĝ −→ 0
may be split in CTCOK (see Proposition 4.4.11). A choice of splitting for (8.5.18) determines an
isomorphism
(8.5.19) F̂ ≃ Ê ⊕ Ĝ,
a splitting of the short exact sequence in CTCOK
0 −→ Ê fˆ
′
−→ F̂ ′ gˆ
′
−→ Ĝ′ −→ 0
and a corresponding isomorphism:
(8.5.20) F̂ ′ ≃ Ê ⊕ Ĝ′.
Moreover, for every embedding σ : K →֒ C, the splitting of (8.5.18) also induces splittings of
0 −→ Êσ fˆσ−→ F̂σ gˆσ−→ Ĝσ −→ 0
and
0 −→ Êσ fˆ
′
σ−→ F̂ ′σ
gˆ′σ−→ Ĝ′σ −→ 0
in CTCC, and an associated isomorphism
(8.5.21) F̂ ′σ ≃ Êσ ⊕ Ĝ′σ.
Besides, the inclusion maps F̂ −֒→F̂σ, Ĝ −֒→Ĝσ, and Ĝ′ −֒→Ĝ′σ define a canonical continous OK-
linear map
F̂ ′ := F̂ ⊕Ĝ Ĝ′ −→ F̂ ′σ := F̂σ ⊕Ĝσ Ĝ′σ.
This map is compatible with the splittings (8.5.20) and (8.5.21). Therefore it induces a canonical
isomorphisms:
(F̂ ′)σ := F̂
′⊗̂σC ∼−→ F̂ ′σ.
The maps iF̂σ , i
Ĝ
σ , and i
Ĝ
′
σ satisfy
gˆσ ◦ iF̂σ = iĜσ ◦ gσ and ψ̂σ ◦ iF̂σ = iĜ
′
σ ◦ ψσ,
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and therefore define a C-linear map:
iσ : F
′Hilb
σ := F
Hilb
σ ⊕GHilbσ G
′Hilb
σ −→ F̂ ′σ := F̂σ ⊕Ĝσ Ĝ′σ
(v, w) 7−→ (iF̂σ (v), iĜ
′
σ (w)).
Moreover the diagram
(8.5.22)
0 −−−−→ EHilbσ
f
′Hilb
σ−−−−→ F ′Hilb gˆ
′Hilb
σ−−−−→ G′Hilbσ −−−−→ 0yiÊσ yiσ yiĜ′σ
0 −−−−→ Êσ fˆ
′
σ−−−−→ F̂ ′ gˆ
′
σ−−−−→ Ĝ′σ −−−−→ 0
is clearly commutative.
Lemma 8.5.8. The C-linear maps iσ : F
′Hilb
σ −→ F̂ ′σ are continuous and injective, with dense
image.
Proof of Lemma 8.5.8. The continuity and the injectivity of iσ are clear.
To prove that its image is dense, observe that in the commutative diagram (8.5.22), the lines
are short exact sequences in CTCC and in Hilb
cont respectively, and that the vertical maps are
continuous C-linear maps of locally convex complex vector spaces.
By duality, from (8.5.22), we get the following commutative diagram with exact lines:
(8.5.23)
0 ←−−−− EHilb∨σ
f
′Hilb∨
σ←−−−− F ′Hilb∨ gˆ
′Hilb∨
σ←−−−− G′Hilb∨σ ←−−−− 0xiĜ′∨σ xi∨σ xiÊ∨σ
0 ←−−−− Ê∨σ
fˆ
′∨
σ←−−−− F̂ ′∨ gˆ
′∨σ←−−−− Ĝ′∨σ ←−−−− 0.
The maps iĜ
′
∨
σ and i
Ê∨
σ are injective, since i
Ĝ
′
σ and i
Ê
σ have dense images. The exactness of the lines
of (8.5.23) now imply that i∨σ is injective and therefore, by Hahn-Banach theorem, that iσ has a
dense image. 
The construction of F
′Hilb
σ , F̂
′
σ and iσ is clearly compatible with complex conjugation. Together
with Lemma 8.5.8, this shows that
F̂
′
:= (F̂ ′, (F
′Hilb
σ , iσ)σ:K →֒C)
is an object of proVect
cont
OK . It is now straightforward that
g′ := (gˆ′, (g′σ)σ:K →֒C) (resp. ψ˜ := (
̂˜ψ, (ψ˜σ)σ:K →֒C))
is a morphism from F̂
′
to F̂ (resp. from F̂
′
to Ĝ
′
) in proVect
cont
OK and that (8.5.14) is a commutative
diagram in proVect
cont
OK , the first line of which is a short exact sequence.
The proof of 1) is similar: now F̂
′
:= (F̂ ′, (FHilbσ , iσ)σ:K →֒C) is constructed from the “push-out”
F̂ (resp. FHilbσ in the categorie CTCOK (resp. Hilb
cont) of the exact sequence deduced from from
(8.5.12) by the forgetful functor ̥̂ (resp. ̥Hilb) by the morphism ϕ̂ (resp. ψσ) underlying ϕ. The
details of the proof are slightly simpler than in the proof of 2) and will be left to the reader. 
8.5.4. Examples and complements.
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8.5.4.1. The conditions AM3 and AE3. Let us emphasize the role of the third condition AM3
(resp. AE3) in the characterization of allowable monomorphisms (resp. epimorphisms) of the exact
category proVect
cont
OK in Proposition 8.5.3 (resp. in Proposition 8.5.4): this condition does not follow
in general from the first two conditions AM1 and AM2 (resp. AE1 and AE2).
Indeed, as shown in Paragraph 5.7.5 supra, one may construct a morphism f : Ê −→ F̂ in
proVect
cont
Z such that
fˆ : Ê −→ F̂ is an isomorphism
and
fC : E
Hilb
C −→ FHilbC is injective and strict, and not surjective.
Such a morphism satisfies AM1 and AM2, but not AM3.
Besides, we may construct a morphism g : F̂ −→ Ĝ in proVectcontZ such that
(8.5.24) gˆ : F̂ −→ Ĝ is surjective, but not injective
and
(8.5.25) gC : F
Hilb
C −→ GHilbC is an isomorphism.
Such a morphism satisfies AE1 and AE2, but not AE3.
For instance, we may choose R in R∗+ and α in ]0, R[, and take for Ĝ the “arithmetic Hardy
space” defined in Section 5.6:
Ĝ := Ĥ(R) := (Z[[X ]], H2(R), j0)
where j0 : H
2(R) −→ C[[X ]] = Z[[X ]]⊗̂ZC maps an holomorphic function ϕ ∈ H2(R) to its Taylor
series at the origin, and for F̂ the pro-Hermitian vector bundles over SpecZ
F̂ := (Z[[X ]]⊕ Z[[X ]], H2(R), i)
associated to the injective map with dense image
i : H2(R) −→ C[[X ]]⊕ C[[X ]]
defined by
i(ϕ) := (j0(ϕ), jα(ϕ)),
where jα(ϕ) := j0(ϕ(.+ α)) denotes the Taylor series of ϕ at α.
Then the maps
gˆ : Z[[X ]]⊕ Z[[X ]] −→ Z[[X ]]
(ϕ̂, ψ̂) −→ ϕ̂
and
gC := IdH2(R)
define a morphism g : F̂ −→ Ĝ which satisfies (8.5.24) and (8.5.25).
8.5.5. Allowable morphisms in proVect
cont
OK . As in any exact category, an allowable mor-
phism in proVect
cont
OK is defined as a morphism that may be written as the composition me of some
allowable epimorphism e and some allowable monomorphism m (see D.1.3).
It is possible to give a characterization of allowable morphism in proVect
cont
OK similar to the
characterizations of allowable monomorphisms and epimorphisms in Propositions 8.5.3 and 8.5.4.
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Proposition 8.5.9. A morphism
f := (fˆ , (fσ)σ:K →֒C) : Ê −→ F̂
in proVect
cont
OK is an allowable morphism if and only if the following conditions are satisfied:
AMor1 : the map fˆ : Ê −→ F̂ is strict, and coker fˆ satisfies CTC2 (and therefore defines an
object of CTCOK );
AMor2 : for every field embedding σ : K →֒ C, the continuous C-linear map fσ : EHilbσ −→ FHilbσ
is strict;
AMor3(= AM3) : for every embedding σ : K →֒ C, the natural map
coker fσ := F
Hilb
σ /fσ(E
Hilb
σ ) −→ coker fˆσ := F̂σ/fˆσ(Êσ)
is injective.
AMor4(= AE3) : for every field embedding σ : K →֒ C, the inclusion map
iÊσ|ker fσ : ker fσ −֒→ker fˆσ
has a dense image.
The proof of Proposition 8.5.9 is a variation on the proofs of Propositions 8.5.3 and 8.5.4, and
will be left to the reader. Let us only indicate that he canonical factorization
f = me : Ê
e−→ Î m−→ F̂
of f is constructed as follows: the object Î and the epimorphism e of proVect
cont
OK are defined as
Î := (im fˆ , (im fσ, i
F̂
σ|im fσ
)σ:K →֒C)
and
e := (fˆ : Ê → im fˆ , (fσ : EHilbσ → im fσ)σ:K →֒C),
and the monomorphism m is defined by the inclusion morphism im fˆ →֒ F̂ and im fσ →֒ FHilbσ .
By applying Corollary 4.4.5, one easily derive from Proposition 8.5.9:
Corollary 8.5.10. Let f : Ê −→ F̂ be a morphism in proVectcontOK such that either Ê or F̂ has
finite rank. Then f is an allowable morphism if and only if fˆ(Ê) is a saturated OK-submodule of
F̂ . 
Using that a morphism in CTCOK or Hilb
cont is strict if its image is closed, an easy diagram
chasing argument (that will be left to the reader) allows one to derive from Proposition 8.5.9:
Corollary 8.5.11. Let us consider a diagram in proVect
cont
OK :
Ê
u−→ F̂ v−→ Ĝ w−→ Ĥ.
If wˆ : Ĝ −→ Ĥ is strict and if the diagram
Ê
uˆ−→ F̂ vˆ−→ Ĝ wˆ−→ Ĥ
is an exact sequence of OK -modules, and if, for every embedding σ : K →֒ C, the diagram
EHilbσ
uσ−−→ FHilbσ vσ−→ GHilbσ wσ−−→ HHilbσ
is an exact sequence of C-vector spaces, then v is an allowable morphism in proVect
cont
OK . 
8.5.6. Acyclic complexes and quasi-isomorphisms.
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8.5.6.1. The additive category proVect
cont
OK is easily seen to be idempotent complete (cf. D.2.1).
Indeed, if p : Ê −→ Ê is an idempotent endomorphism in proVectcontOK , then one defines an object K̂
of proVect
cont
OK by letting:
K̂ := (ker pˆ, (ker pσ, i
Ê
σ|ker pσ
)σ:K →֒C),
and the inclusion morphisms ker pˆ →֒ Ê and ker pσ →֒ EHilbσ define a morphism
ι : K̂ −→ Ê
that is easily checked to be a kernel of p.
8.5.6.2. The structure of exact category of proVect
cont
OK allows one to define acyclic complexes in
proVect
cont
OK and quasi-isomophisms among the chain maps in Ch(proVect
cont
OK ), and then to construct
the derived category D(proVect
cont
OK ) (see D.2.2.1 and D.2.2.2). Since proVect
cont
OK is idempotent
complete, they satisfy the good formal properties summarized in D.2.2.3.
The acyclic complexes in proVect
cont
OK actually admit a simple description:
Proposition 8.5.12. A complex in proVect
cont
OK
Ê
•
: . . . −→ Ê
i−1
di−1−−−→ Ê
i
di−→ Ê
i+1
−→ . . .
is acyclic if and only if the complex
Ê• = ̥̂(Ê•) : . . . −→ Êi−1 dˆi−1−−−→ Êi dˆi−→ Êi+1−→ . . .
and, for every embedding σ : K →֒ C, the complex
EHilb,•σ = ̥σ(Ê
•
) : . . . −→ EHilb,i−1σ
di−1σ−−−→ EHilb,iσ
diσ−→ EHilb,i+1σ −→ . . .
are exact (as complexes of OK-modules and of C-vector spaces, respectively).
Proof. According to the description of the canonical factorization of allowable morphisms
indicated after Proposition 8.5.9 above in proVect
cont
OK , it is enough to show that the boundary
morphisms di are allowable morphisms in proVect
cont
OK when Ê
• and EHilb,•σ are exact. This directly
follows from Corollary 8.5.11. 
The additive categoriesCTCOK andHilb
cont may be equipped with the “obvious” structures of
exact category alluded to in the introduction to this Section 8.5. A simpler variant of the last proof
shows that the exactness of Ê• (resp. of EHilb,•σ ) as a complex of OK-modules (resp. of C-vector
space) is equivalent to its acyclicity in CTCOK (resp. in Hilb
cont).
Applied to the mapping cone of a chain map between two complexes in proVect
cont
OK , Proposition
8.5.12 implies:
Corollary 8.5.13. A chain map f• : Ê
•
−→ F̂
•
in Ch(proVect
cont
OK ) is a quasi-isomorphism
if and only if the chain map
fˆ• = ̥̂(f•) : Ê• −→ F̂ •
and, for every embedding σ : K →֒ C, the chain map
f•σ = ̥σ(f
•) : EHilb,•σ −→ FHilb,•σ
are quasi-isomorphisms of complexes of OK-modules and of C-vector spaces, respectively. 

CHAPTER 9
Infinite dimensional vector bundles
over smooth projective curves
Let C be smooth, projective, geometrically irreducible curve over some field k, and letK := k(C)
be its field of rational functions, and g its genus.
In this chapter, we discuss various results concerning infinite rank vector bundles over C, that
constitute “geometric” counterparts, concerning infinite rank vector bundles over the curve C, of the
main results of this monograph, which concern infinite rank vector bundles over the “compactified
arithmetic curve” attached to a number field K.
In this context, the real valued invariants d̂egE and h0θ(E) associated to some Hermitian vector
bundles are replaced by their classical integral valued versions degC E and
h0(C,E) := dimk Γ(C,E),
associated to a vector bundle E over C. The “infinite rank” avatars of h0(C,E) take their value in
N ∪ {+∞}, and the measure theoretic arguments on which rely the proofs of the main theorems in
Chapter 7 are replaced by elementary combinatorial arguments, involving algebraic Mittag-Leffler
conditions. Typically, arguments relying on the fact that a non-increasing sequence in R+ is con-
vergent are replaced by an appeal to the fact that a non-increasing sequence in N is eventually
constant.
In this simplified geometric framework, the relation between the invariants h0(C, Ê) and h
0
(C, Ê)
attached to some pro-vector bundle Ê overC —which play the role of the invariants h0θ(Ê) and h
0
θ(Ê)
attached to some pro-Hermitian vector bundle Ê over SpecOK — may be more easily investigated.
We notably establish a simple geometric counterpart of the results of Chapter 7 (see Proposition
9.2.4).
In Section 9.3 we construct examples of “wild” pro-vector bundles over smooth projective curves
such that the invariants h0(C, Ê) and h
0
(C, Ê) do not coincide. Such examples exist only when g > 0,
and may be seen as geometric analogues of the pro-Euclidean lattices considered in Paragraph 6.4.4.
They are however constructed by a different technique, starting from a sequence (Li)i≥1 of line
bundles over C and of successive extensions of Li by Li+1.
9.1. Pro-vector bundles over smooth curves
In this section, we consider some smooth (separated integral) curve C over some base field k.
(This curve C may possibly be affine, although we are chiefly interested in the projective case.)
9.1.1. Definitions. Recall that the structure sheafOC ofC becomes a sheaf of topological rings
when, for every open subscheme U of C, the ring OC(U) is equipped with the discrete topology.
Indeed the topology of C is noetherian, hence any open subscheme of C is quasi-compact.
This observation allows us to consider sheaves of topological OC-modules over C and over its
open subschemes.
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We shall say that a sheaf of topological OU -modules Ê over C is a pro-vector bundle over C
when it satisfies the following two conditions:
Pro1 : For any affine open subscheme V of C, the topological OC(V )-module Ê(V ) is an object
of CTCOC(V ).
Pro2 : For any two non-empty open affine subschemes V and V
′ of C such that V ′ ⊂ V, the
restriction morphism
ρV ′V : Ê(V ) −→ Ê(V ′)
induces an isomorphism
(9.1.1) Ê(V )⊗ˆOC(V )OC(V ′) ∼−→ Ê(V ′).
The full subcategory of the k-linear category of sheaves of topological OC -modules the object
of which are the so defined pro-vector bundles over C will be denoted proVectC.
It follows from Proposition 4.2.2 that, for any two open affine subschemes V and V ′ of U such
that V ′ ⊂ V, the isomorphism (9.1.1) determines a canonical bijection:
. ⊗̂OC(V )OC(V ′) : U(Ê(V )) ∼−→ U(Ê(V ′))
between the set of open saturated submodules of U(Ê(V )) and U(Ê(V ′)). We shall denote by U(Ê)
the limit of the essentially constant inductive system of the U(Ê(V )), where V varies over the
non-empty affine subschemes of C.
The set U(Ê) may also be identified with the set U(Êk(C)) of the open k(C)-vector spaces in the
linearly compact k(C)-vector space Ê(k(C)) deduced from Ê(V ) by the base change k(C) →֒ OC(V )
for any non-empty affine subscheme V of C.
We shall say that a sequence (Oi)i∈N in U(Ê)N is a filtration defining the topology of Ê, or
shortly a defining filtration in U(Ê)N, when for some (or equivalently, for every) non-empty affine
open subscheme V of U , the sequence (Oi), seen as a sequence in U(Ê(V )), it is a nested sequence
O0 ←֓ O1 ←֓ O2 ←֓ . . .
of submodules in U(Ê(V )) which constitutes a basis of neighborhoods of 0 in Ê(V ), or equivalently,
is cofinal in U(Ê(V )).
For any closed point P in C, we may consider the local ring OC,P and its completion ÔP . If
denotes some open affine neighborhood of P in C, to any pro-Hermitian vector bundle Ê over C,
we may associate the objects
ÊOC,P := Ê(V )⊗̂O(V )OC,P
and
ÊÔP := Ê(V )⊗̂O(V )ÔP
in CTCOC,P and CTCÔP respectively.
9.1.2. Pro-vector bundles as projective limits of vector bundles. One easily checks that
any element O in U(E) defines a subsheaf of (open) OC -submodules of Ê: for any non-empty affine
open subscheme V of C, O(V ) is the submodule of Ê(V ) defined by O considered as an element of
U(Ê(V )).
By the very definition of U(Ê), the quotient topological OC-module Ê/O is a vector bundle,
namely a sheaf of discrete OC-modules that is locally free of finite rank. Moreover this construction
allows us to identify U(Eh) with the set of open subsheaves of OC-submodules in Ê which satisfy
this property.
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For any filtration (Oi)i∈N in U(Ê)N defining the topology of Ê, we may form the projective
system of surjective morphisms
Ê/O0 ←− Ê/O1 ←− Ê/O2 ←− · · · ←− Ê/Oi ←− Ê/Oi+1 ←− · · ·
defined by the canonical quotient maps between the vector bundles Ê/Oi. It is straighforward that
Ê (equipped with the quotient morphisms Ê −→ Ê/Oi) is “the” projective limit of this system in
the category of topological OC -Modules.
Conversely, if we are given a projective system of surjective morphisms of vector bundles over
the curve C,
E• : E0
q0←− E1 q1←− E2 q2←− · · ·
qi1←− Ei qi−1←− Ei+1 qi+1←− · · · ,
we may form its projective limit
Ê := lim←−
k
Ek
in this category, and one easily checks that it is an object of proVectC. Moreover, for every i ∈ N,
the kernel
Oi := ker pi
of the projection
pi : Ê = lim←−
k
Ek −→ Ei
belongs to U(Ê) and (Oi)i∈N is a filtration defining the topology of Ê.
This description of the objects of proVectC in terms of projective systems of vector bundles over
C extends to morphisms in proVectC. Indeed, if
E′• : E
′
0
q′0←− E′1
q′1←− E′2
q′2←− · · · q
′
i1←− E′i
q′i−1←− E′i+1
q′i+1←− · · ·
denotes another projective system of surjective morphisms of vector bundles over C, of projective
limit
Ê′ := lim←−
k
E′k,
then we have a canonical isomorphism:
HomproVectC(Ê, Ê
′)
∼−→ lim←−
i′
lim−→
i
(Ei, E
′
i′).
The following lemma is a simple application of the description of pro-vector bundles over C as
projective limits of vector bundles.
Lemma 9.1.1. For any pro-vector bundle Ê on C and for any finite family (s1, . . . , sn) of ele-
ments of Γ(U, Ê), the subsheaf
F :=
n∑
k=1
OC sk
of OC-modules of Ê-generated by s1, . . . sn is locally free.
Proof. We may assume that Ê is the projective limit lim←−iEi of a projective system of surjective
morphisms of vector bundles E•, and denote by pi : Ê −→ Ei the projection morphisms.
For every i ∈ N, the image
pi(F) =
n∑
k=1
OC pi(sk)
of F in Ei is a torsion free coherent subsheaf of Ei. It is therefore locally free of rank at most n.
Moreover the canonical maps qi : Ei −→ Ei−1 define by restrictions some surjective morphisms of
162 9. INFINITE DIMENSIONAL VECTOR BUNDLES OVER SMOOTH PROJECTIVE CURVES
vector bundles qi|Fi : Fi −→ Fi−1. The sequence of integers (rkFi)i∈N is therefore non-decreasing
and bounded. It is thefore eventually constant.
This shows that there exists i0 in N such that, for any i > i0, qi defines an isomorphism
(9.1.2) qi|Fi : Fi
∼−→ Fi−1.
For any point P of C, we may find a subset A of {1, . . . , n} such that (pi0(sα))α∈A is a basis of the
fiber Fi0,P . Then, if V is a small enough open neighborhood of P in C, the map
OAV −→ Fi0|V
(fα)α∈A 7−→
∑
α∈A
fαpi0(sα)
is an isomorphism of OV -modules. The isomorphisms (9.1.2) now imply that
OAV −→ F|V
(fα)α∈A 7−→
∑
α∈A
fαsα
is an isomorphism of OV -modules. 
9.1.3. Descent properties and pro-vector bundles over smooth projective curves.
When the curve C is affine, the functor Γ(C, .) establishes an equivalence between the category
proVectC of pro-vector bundles over C and the category CTCA, where A denotes the Dedekind ring
A := Γ(C,OC).
When C is projective, the descent properties of the categories CTC. discussed in Section 4.5
allow one to give some “concrete” descriptions of proVectC.
For instance, if U and V are two open affine (necessarily dense) subscheme of C such that
C = U ∪ V, then proVectC, by using the descent result in Paragraph 4.5.2, one may describe the
category proVectC in terms of the categoriesCTCAU , CTCAV , CTCAU∩V associated to the Dedkind
rings AU := Γ(U,OC), AV := Γ(V,OC), and AU∩V := Γ(U ∩ V,OC).
Namely, the datum of some pro-vector bundle Ê over C is equivalent to the data of the objects
NU := Γ(U, Ê) and NV := Γ(V, Ê) in CTCAU in CTCAV respectively, together with the glueing
isomorphism in CTCAU∩V :
NU ⊗̂AUAU∩V ∼−→ Γ(U ∩ V, Ê) ∼−→ NV ⊗̂AV AU∩V .
When the smooth projective curve C is equipped with a non-empty finite set Σ of closed points,
by means of the descent results in paragraph 4.5.3, we may give a description of pro-vector bundles
over C that is formally similar to the definition of pro-Hermitian vector bundles over SpecOK when
K is a number field.
Indeed, starting from C and Σ, we may introduce the Dedekind ring
A := Γ(C \ Σ,OC)
of field of fractions K := k(C), and the completions ÔP of the local ring OC,P of C at the points
P of Σ. The field of fractions K̂P of ÔP may also be equipped with the non-archimedean absolute
value
|.|p := e−vP : K̂P −→ R+,
and may be identified with the P -adic completion ofK. (The ring A and the normed fields (K̂P , |.‖P )
play the role of the ring of integers of some number field K and of its archimedean completions.)
Using the descent result in 4.5.3, one easily shows that the datum of some pro-vector bundle Ê
over C is equivalent to the data of the object
N := Γ(C \ Σ, Ê)
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in CTCA, of the objects ÊÔP in CTCÔP for P ∈ Σ, and of the “glueing isomorphisms”
NK̂P := N⊗̂AK̂P
∼−→ ÊK̂P := ÊÔP ⊗̂ÔP K̂P .
The topological A-module N plays the role of the topological OK-module Ê underlying a pro-
Hermitian vector bundle Ê over SpecOK , and the inclusions ÊÔP →֒ NK̂P the role of the inclusions
of the Hilbert spaces (EHilbσ , ‖.‖σ) into the spaces Êσ := Ê⊗̂OK ,σC.
9.2. The invariants h0(C, Ê) and h
0
(C, Ê)
In the following sections of this chapter, we denote by C a smooth projective geometrically
irreducible curve over some base field k. We also denote by K := k(C) be its field of rational
functions, and by g its genus. For any coherent sheaf of OC -modules F over C, notably for any
vector bundle, the dimension dimk Γ(C,F ) of its space of sections will be denoted h
0(C,F ).
9.2.1. Definitions. We may define generalizations of h0(C,F ) that make sense for any pro-
vector bundle Ê over C, and not only for vector bundles, and constitute the “function field” coun-
terparts of the invariants h0θ(Ê) and h
0
θ(Ê) attached to pro-Hermitian vector bundles investigated
in this monograph.
These invariants will take their value in N ∪ {+∞}, and will be defined as follows.
Firstly, we may consider the k-vector space Γ(C, Ê) of global sections of Ê and its dimension in
N ∪ {+∞}:
h0(C, Ê) := dimk Γ(C, Ê).
Indeed, it follows from Lemma 9.1.1 that h0(C, Ê) coincides with the supremum of the integers
h0(C,E′) where E′ varies over the vector bundles E′ over C such that there exists an injective
morphism of OC -modules ι : E′ −→ Ê, and is therefore the analog of h0θ(Ê) defined by (6.2.3).
Secondly, we may consider the lower limit of the dimension of the k-vector space Γ(C, Ê/O) of
sections of the vector bundle Ê/O, where O belongs to the filtered set U(Ê):
h
0
(C, Ê) := lim inf
O∈U(Ê)
h0(C, Ê/O).
This is a straightforward analogue of the definition (6.2.4) of h
0
θ(Ê).
Proposition 9.2.1. For any pro-vector bundle Ê over C, we have:
(9.2.1) h0(C, Ê) ≤ h0(C, Ê).
Proof. We have to show that, for any finite family (s1, . . . , sn) of k-linearly independent ele-
ments of Γ(C, Ê), we have:
(9.2.2) h
0
(C, Ê) ≥ n.
To achieve this, we consider the subsheaf
F :=
n∑
i=1
OUsi
of OC -modules of Ê-generated by s1, . . . sn. According to Lemma 9.1.1, it is a vector bundle over
C.
Let us also consider the injection
ι : F −֒→Ê
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and the quotient morphisms
pU : Ê −→ EU ,
for U ∈ U(Ê)(:= U(ÊK)). By base change to the generic point SpecK of C, these maps become the
K-linear injection
ιK : FK −֒→ÊK
and surjections
pU,K : ÊK −→ EU,K = ÊK/U
of K-vector spaces.
As
⋂
U∈U(ÊK)
U = {0} and FK is a finite dimensionalK-vector space, when U in U(ÊK) is small
enough — say when U ⊂ U0 — we have:
ιK(FK) ∩ U = {0}.
Then
pU,K ◦ ιK : FK −→ EU,K ,
and therefore
pU ◦ ι : F −→ EU ,
is an injective morphism, and
pU ◦ ι : Γ(C,F) −→ Γ(C,EU )
is an injective k-linear map.
This shows that, for any U in U(ÊK) such that U ⊂ U0, we have
h0(C,EU ) := dimk Γ(C,EU ) ≥ h0(C,F) := dimk Γ(C,F) ≥ n.
This establishes (9.2.2). 
9.2.2. A geometric analogue of strongly summable pro-Hermitian vector bundles.
The following proposition is a straightforward consequence of definitions:
Proposition 9.2.2. Let Ê be a pro-vector bundle over C. The following conditions are equiva-
lent:
1) h
0
(C, Ê) < +∞.
2) There exists a defining filtration (Oi)i∈N in U(Ê) such that the sequence (h0(C, Ê/Oi))i∈N is
bounded.
3) There exists an integer n ∈ N and a defining filtration (Oi)i∈N in U(Ê) such that, for every
i ∈ N,
(9.2.3) h0(C, Ê/Oi) = n
and, for any O′ in U(Ê) contained in O0,
h0(C, Ê/O) ≥ n.
When these conditions are realized, h
0
(C, Ê) = n. 
Lemma 9.2.3. Let Ê be a pro-vector bundle over C such that h
0
(C, Ê) < +∞, and let (Oi)i∈N
be a defining filtration in U(Ê) that satisfies the conditions in Proposition 9.2.2, 3).
1) For any i ∈ N, the maximal slope1 of the vector bundle
Ti := O0/Oi = ker(Ê/Oi −→ Ê/O0)
1Recall that the maximal slope µmax(F ) of some vector bundle F on C is defined as the supremum of the slopes
µ(F ′) := degC F
′/rkF ′ of the sub-vector bundles F ′ of positive rank of F . It is −∞ if rkF = 0.
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satisfies
(9.2.4) µmax(Ti) ≤ g − 1.
2) If moreover h0(C, Ê) = h
0
(C, Ê), then, for every large enough i ∈ N, the quotient map
qi : Ê/Oi+1 −→ Ê/Oi
induces an isomorphism between spaces of sections:
qi : Γ(C, Ê/Oi+1)
∼−→ Γ(C, Ê/Oi).
Proof. 1) We have to show that, for every non-zero sub-vector bundle T of Ti,
µ(T ) ≤ g − 1;
or equivalently by Riemann-Roch,
(9.2.5) χ(C, T ) := h0(C, T )− h1(C, T ) ≤ 0.
In the short exact sequence
(9.2.6) 0 −→ T −→ Ei := Ê/Oi −→ Ei/T −→ 0,
the quotient Ei/T may be identified with the vector bundle Ê/O for some O in U(Ê) satisfying
Oi ⊂ O ⊂ O0.
Consequently,
(9.2.7) h0(C,Ei/T ) = h
0(C, Ê/O) ≥ n = h0(C,Ei).
Besides, the long exact sequence of cohomology groups deduced from (9.2.6) shows that
(9.2.8) h1(C,Ei) ≥ h1(C,Ei/T )
and
(9.2.9) χ(C, T ) = χ(C,Ei)− χ(C,Ei/T ) = h0(C,Ei)− h1(C,Ei)− h0(C,Ei/T ) + h1(C,Ei/T ).
The inequality (9.2.5) follows from (9.2.7), (9.2.8), and (9.2.9).
2) The morphisms
pi : Γ(C, Ê) −→ Γ(C, Ê/Oi)
define an isomorphism
Γ(C, Ê)
∼−→ lim←−
i
Γ(C, Ê/Oi).
Therefore ⋂
i∈N
ker pi = {0}.
Since (ker pi)i∈N is a non-increasing sequence of vector subspaces of the finite dimensional k-vector
space Γ(C, Ê), this shows that, for i large enough, ker pi = {0}, and therefore pi is an injective linear
map between two k-vector spaces of the same dimension, hence an isomorphism. 
The following proposition may be seen as an analogue, in the function field case, of Corollary
7.7.1, that led us to define the strongly summable pro-Hermitian vector bundles.
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Proposition 9.2.4. For any pro-vector bundle Ê over C, the following two conditions are
equivalent:
1) h0(C, Ê) = h
0
(C, Ê) < +∞.
2) There exists a defining filtration (Oi)i∈N in U(Ê) such that the quotient morphisms
qi : Ê/Oi+1 −→ Ê/Oi
satisfy
(9.2.10) Γ(C, ker qi) = 0 for i large enough.
Proof. The implication 1)⇒ 2) follows from Lemma 9.2.3, 2).
Conversely, let us assume that 2) is satisfied. Then, for i large enough — say for i ≥ i0 — the
k-linear maps
(9.2.11) qi : Γ(C, Ê/Oi+1) −→ Γ(C, Ê/Oi)
are injective. Consequently the sequence of non-negative integers (h0(C, Ê/Oi))i≥i0 is non-increa-
sing. Therefore there exists some integer i1 ≥ i0 such that the sequence (h0(C, Ê/Oi))i≥i1 is con-
stant. Then the maps (9.2.11) are isomorphisms for i ≥ i1.
Therefore the maps in the projective systems
Γ(C, Ê/Oi1)←− Γ(C, Ê/Oi1+1)←− · · ·
are isomorphisms, and therefore define an isomorphism
Γ(C, Ê)
∼−→ Γ(C, Ê/Oi1).
This shows that
h0(C, Ê) = h0(C, Ê/Oi1)
and that
h
0
(C, Ê) ≤ lim inf
i→+∞
h0(C, Ê/Oi) = h
0(C, Ê/Oi1).
Together with the inequality (9.2.1)
h0(C, Ê) ≤ h0(C, Ê),
this establishes 1). 
Proposition 9.2.5. When g = 0, for any pro-vector bundle Ê over C such that h
0
(C, Ê) < +∞,
we have:
h0(C, Ê) = h
0
(C, Ê).
Proof. We choose a defining filtration (Oi)i∈N in U(Ê) that satisfies Condition 3) of Proposition
9.2.2 and we apply Lemma 9.2.3, 1). The latter shows that the vector bundles Ti defined by the
exact sequences
0 −→ Ti −֒→Ei := Ê/Oi pi−→ E0 := Ê/O0 −→ 0
satisfy
µmax(Ti) ≤ −1.
Therefore Γ(C, Ti) = 0, and the map
(9.2.12) pi : Γ(C,Ei) −→ Γ(C,E0)
is injective. According to (9.2.3), the k-vector spaces Γ(C,Ei) all have the same dimension n :=
h0(C,E0), and therefore the maps (9.2.12) are isomorphisms. This shows that the maps in the
projective systems
Γ(C, Ê/O0)←− Γ(C, Ê/Oi)←− · · ·
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are isomorphisms, and therefore define an isomorphism
Γ(C, Ê)
∼−→ Γ(C, Ê/O0).
Finally,
h0(C, Ê) = dimk Γ(C, Ê) = dimk Γ(C, Ê/O0) = h
0
(C, Ê).

9.3. Successive extensions and wild pro-vector bundles over projective curves
In this section, we assume that we are given:
• a sequence (Li)i≥1 of line bundles over C;
• for every integer i ≥ 2, a class αi in Ext1OC (Li−1, Li)
∼−→ H1(C,L∨i−1 ⊗ Li).
9.3.1. A construction. From the above data, we may construct a projective system of vector
bundles over C:
E• : E0
q0←− E1 q1←− E2 q2←− · · · qi−1←− Ei qi←− Ei+1 qi+1←− · · ·
such that the following two conditions are satisfied:
Cons1 : for any i ∈ N, the vector bundle Ei has rank i and qi is surjective;
Cons2 : for any integer i ≥ 1, there exists an isomorphism
ji : Li
∼−→ ker qi;
moreover, when i ≥ 2, the class α˜i in Ext1OC (Ei−1, Li) of the 1-extension
Si : 0 −→ Li ji−→ Ei qi−1−→ Ei−1 −→ 0
is sent to αi by the morphism
(9.3.1) . ◦ ji−1 : Ext1OC (Ei−1, Li) −→ Ext1OC (Li−1, Li)
induced by the morphism ji−1 : Li−1 −→ Ei−1.
Indeed, we may simply construct the vector bundles Ei and the morphisms qi and ji inductively
as follows:
• E0 := 0;
• E1 := L1, j1 := IdL1 , q0 := 0.
• Let us assume that Ek, jk and qk−1 have been constructed for some k ∈ N≥1. Then we may
consider the map (9.3.1) for i = k + 1:
. ◦ jk : Ext1OC (Ek, Lk+1) −→ Ext1OC (Lk, Lk+1).
This map is surjective. (Indeed its cokernel maps injectively into
Ext2OC (coker jk, Lk+1) ≃ Ext2OC (Ek−1, Lk+1),
which vanishes since dimC = 1.) Therefore we may choose a class α˜k+1 in Ext
1
OC (Ek, Lk+1) sent to
αk by . ◦ jk. The class α˜k+1 may be realized by some 1-extension (of OC -modules) of Ek by Lk+1,
Sk+1 : 0 −→ Lk+1 jk+1−→ Ek+1 qk−→ Ek −→ 0,
which defines Ek+1, jk and qk.
Clearly, when the above conditions (i) and (ii) are satisfied, for every i ≥ 1, the morphism ji
induces an injective map
j0i : H
0(C,Li) −→ H0(C,Ei).
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Moreover, for every i ≥ 2, we may consider the long exact sequence of cohomology groups deduced
from Si:
(9.3.2) 0 −→ H0(C,Li) j
0
i−→ H0(C,Ei)
q0i−1−→ H0(C,Ei−1) α˜i∪.−→ H1(C,Li)
j1i−→ H1(C,Ei)
q1i−1−→ H1(C,Ei−1) −→ 0.
9.3.2. “Wild” pro-vector bundles over projective curves of genus g ≥ 1.
Proposition 9.3.1. Let E• be a projective system of vector bundles over C that satisfies Con-
ditions Cons1 and Cons2 above. Let us also assume that, for every i ≥ 2, the cup-product by αi
defines an isomorphism
(9.3.3) αi ∪ . : H0(C,Li−1) ∼−→ H1(C,Li).
1) For every i ≥ 1,
Ai : j
0
i is an isomorphism
and, for every i ≥ 2, the morphisms in (9.3.2) satisfy
Bi : α˜i ∪ . is an isomorphism, and therefore q0i−1 and j1i vanish and q1i−1 is an isomorphism.
2) The pro-vector bundle Ê := lim←−iEi over C satisfies:
(9.3.4) h0(C, Ê) = 0
and
(9.3.5) h
0
(C, Ê) = lim inf
k−→+∞
h0(C,Lk).
Proof. 1) The validity of (Ai)i≥1 and of (Bi)i≥2 is established by induction.
As j1 is an isomorphism, Condition A1 is satisfied.
For any i ≥ 2, the following diagram is commutative, as a consequence of Condition Cons1:
(9.3.6) H0(C,Ei−1)
α˜i∪. // H1(C,Li)
H0(C,Li−1)
j0i−1
OO
αi∪.
77♣♣♣♣♣♣♣♣♣♣♣
.
As αi ∪ . is assumed to be an isomorphism, this establishes the implication Ai−1 ⇒ Bi.
Finally, the implication Bi ⇒ Ai follows from the exactness of (9.3.2).
2) All the morphisms q0k : H
0(C,Ek+1) −→ H0(C,Ek) vanish, and consequently the projective
limit Γ(C, Ê) of the system
Γ(C,E0)
q00←− Γ(C,E1) q
0
1←− Γ(C,E2) q
0
2←− · · · q
0
i1←− Γ(C,Ei) q
0
i←− Γ(C,Ei+1)
q0i+1←− · · ·
is zero. This establishes (9.3.4).
Let (On)n∈N be the defining filtration in U(Ê) defined by the kernels of the projection maps
pn : Ê −→ En. Recall that, for any O in U(Ê), we denote by pO the quotient morphism from Ê to
EO.
The following lemma is straightforward:
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Lemma 9.3.2. Let O be an element of U(Ê). There exists a smallest integer n ∈ N such that
On ⊂ O.
If n ≥ 1 and if p : En −→ EO denotes the unique morphism of vector bundles over C such that
the following diagram is commutative:
(9.3.7) Ê
pn

pO // EO
En
p
>>⑤⑤⑤⑤⑤⑤⑤⑤
then the composition
p ◦ jn : Ln −→ EO
is a non-zero morphism, and therefore induces an injective map from H0(C,Ln) to H
0(C,EO). In
particular,
(9.3.8) h0(C,Ln) ≤ h0(C,EO).

From (9.3.8), we derive that
h
0
(C, Ê) := lim inf
O∈U(Eh)
h0(C,EO) ≥ lim inf
n−→+∞
h0(C,Ln).
Besides, for every n ≥ 1, as the maps j0n are isomorphisms, we have:
h0(C,En) = h
0(C,Ln).
Therefore,
h
0
(C, Ê) := lim inf
O∈U(Ê)
h0(C,EO) ≤ lim inf
n−→+∞
h0(C,En) = lim inf
n−→+∞
h0(C,Ln).

Using Proposition 9.3.1, one may easily produce “wild” pro-vector bundles such that
h0(C, Ê) < h
0
(C, Ê)
when the genus g of C is positive (at least when the base field k is an algebraically closed field, or
a finite field of cardinal larger than some function of g).
For instance, when g = 1, we may perform the above construction with Li := OC for every
i ≥ 1, and with αi any non-zero element in
H1(C,L∨i−1 ⊗ Li) = H1(C,OC) ≃ k.
Indeed, the condition (9.3.3) is then satisfied and therefore, according to (9.3.4) and (9.3.5), we get:
(9.3.9) h0(C, Ê) = 0 and h
0
(C, Ê) = 1.
More generally, let us assume that g is positive and that there exists some line bundle L of
degree g − 1 over C such that h0(C,L) = 1 (and therefore h1(C,L) = 1). This condition is satisfied
for instance when C and the smooth locus of its theta divisor Θ in Picg−1X/k possess some k-rational
point.
If s (resp. t) is a non-zero element in H0(C,L) (resp. in H0(C,L∨ ⊗ ωC) ≃ H1(C,L)∨), then
their product s⊗ t is a non-zero element in H0(C, ωC). Therefore there exists α in H1(C,OC) such
that the Serre duality pairing 〈α, s⊗ t〉 is non-zero. Then the cup-product
α ∪ . : H0(C,L) −→ H1(C,L)
is non-zero, hence an isomorphism.
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The above construction applied with Li := L (resp. αi := α) for every i ≥ 1 (resp. for every
i ≥ 2) produces a pro-vector bundle Ê over C which again satisfies (9.3.9).
9.3.3. A remark concerning direct images. Let π : C −→ C′ be a finite k-morphisms
between two smooth, projective, geometrically irreducible curves over k.
For any pro-vector bundle Ê over C, its direct image π∗Ê defines a pro-vector bundle over C
′.
Clearly,
h0(C′, π∗Ê) = h
0(C, Ê).
Moreover, one easily see that
h
0
(C′, π∗Ê) ≤ h0(C, Ê).
The examples of “wild” pro-vector bundles constructed above demonstrate that the last inequal-
ity may indeed be strict. For instance, if C is an elliptic curve, C′ is P1k, and Ê is a pro-vector bundle
over C which satisfies (9.3.9), Proposition 9.2.5 shows that
h
0
(C′, π∗Ê) = h
0(C′, π∗Ê) = h
0(C, Ê) = 0,
whereas
h
0
(C, Ê) = 1.
9.4. A vanishing criterion
In this section, we briefly discuss a geometric analogue of the vanishing criterion established as
Theorem 8.4.1. We hope this will shed some light on the basic principles that underly the proof in
Section 8.4.
Let us consider the following data:
(1) a sequence (Ĥk)k≥k0 of pro-vector bundles over C and a sequence (pk)k>k0 of morphisms
pk : Ĥk−1 −→ Ĥk
of topological OC-modules;
(2) a sequence (Fk)k>k0 of (finite rank) vector bundles over C and a sequence (δk)k>k0 of maps
of OC-modules
δk : Fk −→ Ĥk−1;
and let us assume that, for every k ∈ N>k0 , the diagram
Fk
δk−→ Ĥk−1 pk−→ Ĥk −→ 0
is an exact sequence of OC-modules.
Proposition 9.4.1. With the above notation, if the following two conditions are satisfied:
Fin : for every k ∈ N≥k0 , h0(C, Ĥk) < +∞,
and
Amp : lim inf
k→+∞
1
k
µmin(Fk) > 0,
then there exists k1 ∈ N>k0 such that the map δk vanishes for any k ∈ N≥k1 , or equivalently, such
that, for any k ∈ N≥k1 , pk : Ĥk−1 −→ Ĥk is an isomorphism in proVectC.
One easily see that ker δk is saturated coherent subsheaf of Fk, and therefore that
im δk
∼−→ Fk/ ker δk
is a vector bundle over C.
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Since the cohomology groups of im δk are finite dimensional k-vector spaces, the long exact
sequence of cohomology
Γ(C, im δk) −→ Γ(C, Ĥk−1) −→ Γ(C, Ĥk) −→ H1(C, im δk)
associated to the short exact sequence of OC -modules
0 −→ ker pk = im δk −֒→Ĥk−1 pk−→ Ĥk −→ 0
shows that Condition Fin is satisfied as soon as h0(C, Ĥk) < +∞ for some k ∈ N≥k0 .
In Condition Amp, µmin(Fk) denotes the minimal slope of Fk, namely the infimum of the slopes
µ(V ) := degC V/rkV of the vector bundles V of positive rank that arise as quotients of Fk. (It is
+∞ if rkFk = 0.)
Proof. For any k ∈ N≥k0 , we may consider the surjective morphism of topological OC-Modules
qk : Hk0 −→ Hk
defined as the composition of the morphisms (pi)k0<i≤k, and the non-decreasing sequence of their
kernels:
ker qk0 = 0 →֒ ker qk0+1 →֒ . . . →֒ ker qk →֒ ker qk+1 →֒ . . . .
For any k ∈ N>k0 , we have an exact sequence of OC -modules:
0 −→ ker qk−1 −֒→ker qk qk−1−→ ker pk = im δk −→ 0.
As ker qk0 = 0, this implies inductively that the OC -Modules ker qk are vector bundles over C
and that, if for every k ∈ N≥k0 we let
nk := rk im δk,
we have:
(9.4.1) rk ker qk − rk ker qk−1 = nk
and
(9.4.2) degC ker qk − degC ker qk−1 ≥ nk µmin(Fk).
(If Fk = 0, then nk = 0 and nk µmin(Fk) = 0.)
The validity of Amp may be rephrased as the existence of η in R∗+ and of c in R+ such that,
for any k ∈ N≥k0 ,
µmin(Fk) ≥ ηk − c.
From this lower bound on µmin(Fk) combined with the relations (9.4.1) and (9.4.2), we derive
that, for every k ∈ N≥k0 :
rk ker qk =
∑
k0<i≤k
ni
and
degC ker qk ≥
∑
k0<i≤k
ni(η i− c).
The Riemann inequality now shows that
h0(C, ker qk) ≥ degC ker qk + (1− g) rk ker qk ≥
∑
k0<i≤k
ni(η i− c− g + 1).
According to Fin, h0(C, Ĥk0 ) is finite. The estimate∑
k0<i≤k
ni(η i− c− g + 1) ≤ h0(C, ker qk) ≤ h0(C, Ĥk0 ),
valid for any k ≥ k0, implies that ni vanishes when i is large enough. 

CHAPTER 10
Epilogue: formal-analytic arithmetic surfaces and
algebraization
The formalism presented in this monograph has been developed with a view towards applications
to Diophantine geometry and transcendence theory. In Diophantine geometry, one often encounters
situations that combine formal geometry over the integers and complex analytic geometry. The
formalism of pro-vector bundles turns out to be especially well adapted to handle such situations:
to such “formal-analytic data”, one may attach natural pro-Hermitian vector bundles
Ê := (Ê, (EHilbσ , ‖.‖σ)σ:K →֒C)
whose “algebraic” part Ê (resp. “analytic” part (EHilbσ , ‖.‖σ)σ:K →֒C) encode the formal geometric
(resp. the complex analytic) data under investigation— for instance by considering spaces of sections
of suitable “formal-analytic” vector bundles. The θ-invariants of these pro-Hermitian vector bundles
turn out to control significant properties of the “formal-analytic data” under investigation.
In this last chapter, we present a simple illustration of this general philosophy.
10.1. An algebraicity criterion for smooth formal curves over Q
10.1.1. A classic example of the combination of formal geometry over the integers and complex
analytic geometry alluded to above is provided by E. Borel’s theorem ([Bor94]):
Theorem 10.1.1. Let f ∈ Z[[X ]] be a formal series with integral coefficients. If the complex
radius of convergence of f is positive, and if f extends to a meromorphic function on some open
disk D˚(0, R) := {z ∈ C | |z| < R} of radius R > 1, then f is the expansion of some rational function
in Q(X).
Borel’s theorem admits generalizations due to Po´lya, Dwork, and Betrandias, that provide
rationality criteria for element of the algebra K[[X ]] of formal series in one variable over some
number field K ([Po´l28], [Dwo60], [Ami75], Chapter 5; see also [Can80]).
In the 1980’s, D. V. and G. V. Chudnovsky have established some far reaching extensions of
the rationality theorems a` la Borel, asserting the algebraicity of suitable germs of formal curves
([CC85a], [CC85b]). Their work has led to diverse developments, concerning arithmetic algebraic-
ity criteria and their consequences in Diophantine geometry (see [And89], Chapter VIII, [And04],
Section 5, [Gra01], [Gra01], [Bos01], [Bos04]). We refer notably to [CL02] and [Bos06] for
surveys and additional references, and to [BCL09] for applications of these algebraicity theorems
to rationality results extending the classical theorems a` la Borel, valid over the projective line to
arbitrary algebraic curves over a number field).
10.1.2. Let us state a simple but significant version of the algebraicity criteria alluded to
above.
Let N be a positive integer, and let
ϕ := (ϕ1, . . . , ϕN ) ∈ Z[[X ]]N
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be a N -tuple of formal series in one variable with integral coefficients.
We let
P := ϕ(0) ∈ AN (Z)
and we assume that
ϕ′(0) := (ϕ′1(0), . . . , ϕ
′
N (0)) 6= 0.
Then, as an element of Q[[X ]], the series ϕ defines an isomorphism of formal schemes
(10.1.1) ϕˆQ := Spf Q[[X ]]
∼−→ Cˆ →֒ AˆNQ,P
between the “formal affine curve over Q” Spf Q[[X ]] and a smooth formal curve Cˆ in the formal
completion AˆNQ,P of Aˆ
N
Q at the point P. By construction, the tangent space TP CˆQ admits ϕ
′(0) as a
basis vector.
Besides, let us consider a compact connected Riemann surface V with (non-empty) boundary
∂V , and O a point in V˚ := V \ ∂V .
Recall that the Green’s function gV,O of O in V is the unique continuous function on V \ {O}
which vanishes on ∂V , is harmonic on V \ {O}, and admits a logarithmic singularity at O; namely,
if z denotes some local analytic coordinate on some open neighborhood U of O in V ,
(10.1.2) gV,O(P ) = log |z(P )− z(O)|−1 +O(1) when P goes to O.
Actually the function gV,O− log |z−z(O)|−1 — a priori defined and harmonic on U \{O}— extends
to some harmonic function on U . The capacitary metric ‖.‖capV,O on TOV is defined by the relation:
(10.1.3) gV,O(P ) = log |z(P )− z(O)|−1 − log ‖∂/∂z‖capV,O + o(1) when P goes to O.
Finally, let us consider a map
γ : V −→ PN(C)
that is C-analytic (up to the boundary of V 1) and which defines an isomorphism
(10.1.4) γˆO : V̂0
∼−→ CˆC
between the formal completion of V at O and the smooth formal complex curve CˆC, deduced from
Cˆ by extending the scalars from Q to C. In particular,
γ(O) = P and Dγ(O) : TOV
∼−→ TP CˆC.
Theorem 10.1.2. With the above notation, if
(10.1.5) ‖Dγ(O)−1ϕ′(0)‖capV,O < 1,
the formal curve Cˆ — and consequently the image of γ — is algebraic; namely there exists a closed
integral subscheme X of PNQ of dimension 1 such that
(10.1.6) Cˆ ⊂ X̂P and γ(V ) ⊂ X(C).
In other words, the formal curve Cˆ is a branch of X through P .2
This theorem admits Borel’s original theorem as a straightforward consequence (see 10.8.3 infra).
As already pointed out by D.V. and G.V. Chudnovsky ([CC85b]), it also allows one to recover the
theorem of Serre and Faltings asserting that two elliptic curves over Q are Q-isogeneous if their ap
invariants coincide for almost every prime p (see 10.9 infra).
1This assumption could be replaced by the mere analyticity of γ on V˚ . This follows from the derivation of
Theorem 10.1.2 from Theorem 10.8.1 in paragraph 10.8.1, together with the relation (10.5.13), infra.
2This may be conveniently expressed in terms of the normalization ν : X˜ −→ X of X. Indeed, the conclusion
(10.1.6) of Theorem 10.1.5 and the universal property of the normalization, in formal and in analytic geometry, imply
that their exists a (unique) point P˜ ∈ X˜(Q) such that ν(P˜ ) = P and ν defines an isomorphism of formal completions
νˆP˜ :
̂˜XP˜ ∼−→ CˆQ(→֒ X̂P ); moreover, there exists a unique holomorphic map γ˜ : V −→ X˜(C) such that γ = νC ◦ γ˜.
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Theorem 10.1.2 may be understood as an arithmetic criterion for the algebraicity of the smooth
formal curve CˆQ in P
N
Q . It asserts that it is algebraic when it admits suitable integral and analytic
parameterizations (encoded by ϕ and γ respectively) and when the analytic parameterization γ of
CˆC has a large enough range in comparison to its integral formal parametrization ϕ (this is the
intuitive meaning of condition (10.1.5)).
One may actually show that these sufficient conditions for the algebraicity of CˆQ are actually
necessary. The existence, when CˆQ is algebraic, of the formal integral parameterization ϕ is known
as Eisenstein Lemma (see [DvdP92] for a sharp version and references), and indeed goes back to
Eisenstein’s last memoir ([Eis52]). Once some formal parametrization ϕ of an algebraic formal
curve CˆQ is chosen, the existence of (V,O) and γ satisfying conditions (10.1.5) and (10.1.6) is a
straightforward application of potential theory on Riemann surfaces. (It follows from the fact that
finite subsets in the compact Riemann surface defined as the normalization of the Zariski closure of
CˆC in P
N
C are polar.)
10.1.3. In this last part, we use the formalism of infinite dimensional Hermitian vector bundles
and the properties of their θ-invariants investigated in this monograph to give a natural proof of the
Diophantine algebraization theorem 10.1.2. We shall actually establish some more general version
of it, valid over an arbitrary number field K instead of Q (see Theorem 10.8.1 infra).
To provide some geometric background to this proof, in the next section (Section 10.2), we
discuss similar algebraization statements, valid in the context of analytic and formal geometry,
namely Chow’s theorem and an algebraicity theorem a` la Andreotti-Hartshorne concerning “pseudo-
concave” formal surfaces.
These “geometric” algebraization theorems admit simple parallel proofs based on the asymptotic
behavior of the dimension of spaces of sections of large powers of some (ample) line bundle L on
some compact analytic manifold M (resp. on some “pseudo-concave” formal surface V̂ over some
base field k). The key point of these algebraization proofs will be the estimates, valid when the
positive integer D goes to infinity:
(10.1.7) dimC Γ(M,L
⊗D) = O(DdimM )
(10.1.8) ( resp. dimk Γ(V̂ , L
⊗D) = O(D2) ).
In the remaining part of this chapter, we present Diophantine counterparts of these algebraiza-
tion arguments, that will notably lead to a proof of Theorem 10.1.2 and to its generalized version
Theorem 10.8.1.
Firstly, in Section 10.3, we present some basic results concerning the θ-invariants of spaces of
sections of large powers of ample line bundles over projective schemes over SpecZ that will play the
role, in a Diophantine framework, of asymptotic control of the dimension of spaces of sections of
ample line bundles on projective varieties over a field recalled in Proposition 10.2.2 and in (10.2.7)
and (10.2.17).
The content of Section 10.3 is of interest, independently of the algebraization results established
in this Section, for the relations it establishes between θ-invariants and higher dimensional Arakelov
geometry. It relies only on the basic formalism of θ-invariants of finite rank Hermitian vector bundles
described in Chapter 2. (We refer the reader to the recent work of Charles [Cha17], Section 4, for
another illustration of the fact that this basic formalism constitutes a remarkably flexible tool when
dealing with classical problems of Arakelov geometry.)
Then, after some preliminary concerning smooth formal relative curve (Section 10.4) and com-
pact Riemann surfaces with boundary (Section 10.5), in Section 10.6 we introduce the class of
“Diophantine spaces” that we will work with: the smooth formal-analytic surfaces V˜ over SpecOK .
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They are defined by a smooth formal relative curve V̂ over SpecOK , admitting SpecOK as
scheme of definition, and by a family of compact Riemann surfaces with boundary (Vσ)σ:K →֒C
(indexed by the field embeddings σ : K →֒ C), that are “glued together over the archimedean places
of K” by means of immersions iσ : V̂σ −֒→Vσ. The family (Vσ , iσ)σ:K →֒C is also required to be
compatible with complex conjugation.
For instance, the data in paragraph 10.1.2 define such a formal-analytic surface over SpecZ,
provided V may be equipped with some “real structure” compatible with ϕ and γ3 : we define V̂
as Spf Z[[X ]] and Vσ as V (for σ the unique embedding of Q in C); the isomorphisms (10.1.1) and
(10.1.4) provide the additional glueing data:
iσ := γ̂
−1
O ◦ ϕ̂C : V̂C ≃ Spf C[[T ]] ∼−→ V̂O.
There is a natural notion of formal-analytic vector bundle E˜ over such a formal-analytic surface
V˜ over SpecOK : E˜ is defined by some vector bundle Ê on the formal scheme V̂ and some C-analytic
vector bundles Eσ on the Riemann surfaces Vσ, and by some suitable glueing data.
Moreover, to any such formal-analytic vector bundle E˜ is naturally attached the Hilbertisable pro-
vector bundle ΓL2(V˜ ; E˜) of its “global sections”: it is defined by the pro-vector bundle Γ(V̂ ; Ê) over
SpecOK of formal sections of Ê and by the Hilbertisable spaces of L2-analytic sections ΓL2(Vσ, Eσ)
of the analytic vector bundles Eσ on the Riemann surfaces with boundary Vσ; the space ΓL2(Vσ, Eσ)
may be embedded in Γ(V̂ ; Ê)σ by means of the glueing data alluded to above.
When the Riemann surfaces Vσ are equipped with some volume forms ν := (νσ)σ:K →֒C and the
vector bundles Eσ with some Hermitian metric (‖.‖σ)σ:K →֒C over these Riemann surfaces — and
therefore Ê := (E˜ , (‖.‖σ)σ:K →֒C becomes a formal-analytic Hermitian vector bundle over V˜ — the
Hilbertisable spaces ΓL2(Vσ , Eσ) becomes endowed with some canonical L2-norms, and the Hilberti-
sable pro-vector bundle ΓL2(V˜ ; E˜) becomes a well-defined pro-Hermitian vector bundle ΓL2(V˜ , ν; Ê).
It turns out that the Hilbertisable pro-vector bundles ΓL2(V˜ ; E˜) are θ-finite, under a suitable
“arithmetic pseudo-concavity” condition on V̂ , of which assumption (10.1.5) in Theorem 10.1.2
is a reformulation in the framework of paragraph 10.1.2. Moreover, under this assumption, the
θ-invariants h0θ(ΓL2(V˜ , ν; L̂
⊗D
)) associated to the powers of some formal-analytic Hermitian line
bundle L̂ over V˜ satisfy the asymptotic estimates
(10.1.9) h0θ(ΓL2(V˜ , ν; L̂
⊗D
)) = O(D2),
similar to the estimates (10.1.7) and (10.1.8) valid in analytic and formal geometry.
The proof of these bounds on θ-invariants in Section 10.7 relies on the basic properties of θ-
invariants associated to pro-Hermitian vector bundles established in Chapter 7, combined with some
analytic estimates, concerning analytic sections of vector bundles on compact Riemann surfaces with
boundary and their Green’s functions, that have been presented in the preliminary section 10.5.
These estimates are avatars of the Schwarz lemma used in traditional Diophantine approximation
arguments, and of the First Main Theorem in Nevalinna theory (compare [Bos01], 4.3.2 and 4.3.3).
It is striking that the Schwarz Lemma plays also a key role in the proof of the asymptotic estimates
(10.1.7), valid in the complex analytic setting (see Appendix, E.2).
Having (10.1.9) at one’s disposal, one may establish an algebraicity property concerning the
image of any OK-morphism f˜ : V˜ −→ PNOK from V˜ to the projective space by mimicking the proofs
of Chow’s and Andreotti-Hartshorne’s theorems in Section 10.2 (see Theorem 10.8.1).
3Namely, with some antiholomorphic involution j such that j(O) = O and such that the formal isomorphism
ϕ̂−1
C
◦ γ̂ : V̂O
∼
−→ Spf C[[T ]] satisfies: (ϕ̂−1
C
◦ γ̂) ◦ jˆO = ϕ̂
−1
C
◦ γ̂.
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We conclude this chapter by discussing the applications of Theorem 10.1.2 to Borel’s theorem
(Subsection 10.8.3) and to isogenies of elliptic curves over Q (Section 10.9).
10.2. Dimension of spaces of sections of line bundles and algebraization in analytic
and formal geometry
10.2.1. A simple proof of Chow’s theorem. The classical theorem of Chow ([Cho49])
asserts that any closed complex analytic subsets of the complex projective space is a closed algebraic
subset. In this paragraph, we present a proof of Chow’s that makes conspicuous its relation with
estimates on the dimension of spaces of sections of line bundles over analytic and algebraic varieties.
For later comparison with Diophantine situations — where our understanding often lags behind
the one we have of geometric situations, concerning algebraic varieties over some field — we have
tried to formulate our arguments in as elementary terms as possible.
For simplicity, we will consider only the “smooth case” of Chow’s theorem, concerning closed
complex submanifolds of the projective space:
Theorem 10.2.1 (Chow). Any closed complex analytic submanifold V of the complex projective
space PN(C) is algebraic. In other words, it is the set of complex points of some closed subscheme
of PNC .
The proof of Theorem 10.2.1 will rely on the following two Propositions.
Proposition 10.2.2. For any closed complex analytic algebraic subset Z in some complex pro-
jective space PN (C), there exists some algebraic line bundle Lalg over Z and some c in R
∗
+ such
that, for any positive integer D, the dimension of the vector space Γ(Z,L⊗Dalg ) of (algebraic) regular
sections of L⊗Dalg over M satisfies:
(10.2.1) dimC Γ(Z,L
⊗D
alg ) ≥ c.DdimZ .
Proposition 10.2.3. For any complex analytic line bundle Lan over a compact complex manifold
M , there exists C in R∗+ such that, for any positive integer D, the dimension of the vector space
Γ(M,L⊗D) of analytic sections of L⊗Dan over M satisfies:
(10.2.2) dimC Γ(M,L
⊗D
an ) ≤ C.DdimM .
The key point in the derivation of Theorem 10.2.1 is the following lemma:
Lemma 10.2.4. With the notation of Theorem 10.2.1, if V is a non-empty complex manifold of
dimension d, then its Zariski closure V
Zar
in PN (C) also has dimension d.
The lower bound
dimV
Zar ≥ d
on the dimension of V
Zar
is straightforward4. The actual content of Lemma 10.2.4 is the opposite
inequality:
(10.2.3) dimV
Zar ≤ d.
Let us take Propositions 10.2.2 and 10.2.3 for granted, and let us derive Lemma 10.2.4.
4The regular points (V
Zar
)reg of V
Zar
are Zariski open and dense in V
Zar
. Consequently the intersection
(V
Zar
)reg ∩ V is non-empty, and contains some point P where the local dimension of V
Zar
is dimV
Zar
. Besides,
(V
Zar
)reg constitutes a complex manifold. The germ of V
Zar
at P contains the germ of V at P , and therefore the
dimension of the former is at least the dimension of the latter.
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Let V be a non-empty closed complex analytic submanifold in PN (C), of dimension d. Let us
denote by Z := V
Zar
its Zariski closure in PN (C), and let Lalg be an algebraic line bundle over Z
that satisfies the conclusion of Proposition 10.2.2.
By restriction to V and analytification, this line bundle defines a complex analytic line bundle
Lan on V . Moreover, for any positive integer D, a regular section s of L
⊗D
alg over Z defines an analytic
section s|V of L
⊗D
an over V .
Observe that, since V is Zariski dense in Z, the linear map
Γ(Z,L⊗Dalg ) −→ Γ(V, L⊗Dan )
s 7−→ s|V
is injective. Therefore, for every positive integer D,
(10.2.4) dimC Γ(Z,L
⊗D
alg ) ≤ dimC Γ(V, L⊗Dan ).
Applied to the compact complex manifold M = V , Proposition 10.2.3 establishes the existence
of C such that, for every positive integer D,
(10.2.5) dimC Γ(V, L
⊗D
an ) ≤ C.Dd.
Besides, by the very choice of Lalg, there exists c > 0 such that, for every positive integer D,
(10.2.6) dimC Γ(Z,L
⊗D
alg ) ≥ c.DdimZ .
From (10.2.4)-(10.2.6), we derive the required inequality (10.2.3) by letting D grow to infinity.
To complete the proof of Chow’s Theorem 10.2.1 — that asserts that V = V
Zar
— one may
assume that V is non-empty and connected. The V
Zar
is (the set of C-points of) a closed integral
subscheme of PN( C) of dimension d := dimV , and the equality V = V
Zar
follows by a standard
connectedness argument. We recall it in paragraph 10.2.3 below for the sake of completeness.
10.2.2. Upper and lower bounds on the dimension of spaces of sections of line
bundles. Let us formulate a few comments about the lower (resp. upper) bounds on the dimension
of spaces of sections of line bundles in the algebraic (resp. analytic) framework of Proposition 10.2.2
(resp. 10.2.3).
Concerning the “algebraic bounds” in Proposition 10.2.2, recall that the lower bound (10.2.1)
hold for any ample line bundle L over Z — for instance for L := O(1)|Z — provided the integer D
is large enough. Actually, in this situation, a more precise version of this lower bound holds: when
D is large enough, the dimension
PL(D) := dimC Γ(Z,L
⊗D)
is a polynomial in D, of degree d := dimZ and of leading coefficient
1
d!
degL Z :=
1
d!
deg c1(L)
d.[Z].
This follows form the basic properties of ample line bundles and numerical intersections (see for
instance [Sta17], Section 32.43, notably Tag 0BEW).
In particular, when D goes to +∞,
(10.2.7) dimC Γ(Z,L
⊗D) =
1
d!
degL Z.D
d +O(Dd−1).
The weaker version in Proposition 10.2.2 — that suffices for the derivation of Chow’s theorem —
follows from very elementary considerations. Indeed, to prove it, we may observe that, by Noether’s
normalization theorem, there exists some linear projection
p : PNC 99K P
d
C
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that is defined on Z and such that p|Z : Z −→ PdC is a surjective morphism. Then, for any positive
integer D, the pull-back along p|Z defines a injective linear map:
p∗|Z : Γ(P
d
C,O(D))−֒→Γ(Z, p∗|ZO(D)).
As Γ(PdC,O(D)) clearly contains5 the homogenous component of degree D of C[X0, . . . , XN ],
this leads to the lower bound:
dimC Γ(Z, p
∗
|ZO(D)) ≥ dimC C[X0, . . . , XN ]D =
(
D + d
d
)
≥ 1
d!
Dd.
This shows that the conclusion of Proposition 10.2.2 is satisfied when Lalg = p
∗
|ZO(1). (This line
bundle is easily seen to be isomorphic to the restriction to Z of the line bundle O(1) on PNC .)
Let us now turn to the upper bounds of the dimension of spaces of analytic sections of powers
of some line bundles on a compact analytic manifold that form the content of Proposition 10.2.3.
Such estimates on dimensions of spaces of analytic sections go back to Serre’s expose´ [Ser54]
in Se´minaire Cartan; closely related results appear in Siegel’s work on meromorphic functions on
compact complex manifolds ([Sie55]).
In Appendix E, we present a modernized version of Serre’s arguments, which are based on
the use of Schwarz Lemma. (The introduction of some Hermitian metric on the line bundle L
allows one to present them in an especially elementary form.) We also give an alternative proof of
Proposition 10.2.3 when M is a Ka¨hler manifold. As any complex submanifold of some projective
space is clearly Ka¨hler, having at one’s disposal Proposition 10.2.3 under this additional assumption
is actually sufficient for completing the proof of Theorem 10.2.1 presented below.
Let us finally point out that the above line of arguments for establishing the algebraicity of
some analytically defined complex manifolds originates in Poincare´’s memoir [Poi02] on abelian
functions6. Besides, as shown by Andreotti ([And63]), the estimates in Proposition 10.2.3 hold, not
only when V is a compact complex manifold, but more generally when V , possibly non-compact,
satisfies a suitable pseudo-concavity condition. Accordingly, the arguments in the proof of Lemma
10.2.4 allows one to extend it to an algebraicity statement concerning pseudo-concave complex
manifolds embedded in a complex projective space ([And63], The´ore`me 6).
10.2.3. Completing the proof of Chow theorem: connectedness arguments. To complete the
proof of Chow’s Theorem 10.2.1 starting for the key Lemma 10.2.4, we shall rely on some basic topological
properties of complex algebraic varieties.
Let X be a quasi-projective complex scheme, which, without loss of generality, we shall assume reduced.
Its set of complex points X(C) is naturally endowed with the analytic topology : for any embedding of C-
schemes i : X →֒ PNC , it is the topology induced on X(C) by the topology of the analytic manifold P
N(C)
via the associated inclusion i : X(C) →֒ PN (C).
Specifically, to complete our proof of Theorem 10.2.1, we will use the following compatibility between
the Zariski and the analytic topology:
Proposition 10.2.5. For any subset U of X, open and dense in the Zariski topology, its set of complex
points U(C) is dense in X(C) equipped with the analytic topology. 
Proposition 10.2.6. If X is connected (for instance, irreducible) in the Zariski topology, then X(C) is
connected in the analytic topology. 
5actually, is equal to — but we do not need this more precise fact.
6 See Section 2, p. 53–56. We refer the reader to Thimm’s historical report in the Weierstrass Festband [Thi66]
for the relations of Poincare´’s work to the earlier results and conjectures of Riemann and Weierstrass on abelian
functions and theta functions.
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These propositions may be established by a “reduction to curves”, relying on some basic facts of algebraic
geometry (Bertini’s Theorems) and some elementary knowledge of complex analytic geometry. In [Sha77],
Section VII.2, the reader may find alternative elementary derivations of these Propositions, in a more analytic
vein.
Let V be a closed complex analytic submanifold of the complex projective space PN(C). To complete the
proof of Theorem 10.2.1 — that asserts that V is algebraic, or equivalently, that V coincides with its closure
V
Zar
in the Zariski topology on PN(C) — one may clearly assume that V is non-empty and connected. Then
V
Zar
is easily seen to be (the set of complex points of) some closed integral subscheme of PN(C). According
to Lemma 10.2.4, its dimension is d := dimV . Moreover the set V
Zar
reg of regular points of V
Zar
satisfies the
following properties:
(i) The complement V
Zar
sing := V
Zar
\ V
Zar
reg is a closed algebraic subset of P
N(C) strictly contained in
V
Zar
, and therefore cannot contain V . In other words, V ∩ V
Zar
reg is not empty.
(ii) The intersection V ∩ V
Zar
reg is (obviously) closed in V
Zar
reg equipped with the analytic topology.
(iii) This intersection is also open in V (in the analytic topology), and therefore a complex analytic
submanifold of dimension d of PN(C). As V
Zar
reg also is complex analytic submanifold of dimension d of P
N
C ,
the intersection V ∩ V
Zar
reg is open in V
Zar
reg equipped with the analytic topology.
(iv) According to Proposition 10.2.6, V
Zar
reg is connected in the analytic topology.
From the above observations, we derive the equality:
V ∩ V
Zar
reg = V
Zar
reg .
Finally, since V
Zar
reg is dense in V
Zar
equipped with the analytic topology (by Proposition 10.2.5), this entails
the inclusion V
Zar
⊂ V, and therefore the equality V
Zar
= V.
10.2.4. Algebraization of smooth formal surfaces over a field. Let k be a field and let
C be a smooth projective geometrically connected curve over k.
Let us consider a formal noetherian scheme V̂ over k admitting C as scheme of definition. Let
us assume that V̂ is formally smooth over k, of dimension 2, and let NC V̂ denote the normal bundle
of C in V̂ — it is a line bundle over C.
When NCV̂ is ample — that is, when
(10.2.8) degC NC V̂ > 0
— the formal surface V̂ may be seen as an analogue, in formal geometry, of the pseudo-concave
complex analytic manifolds alluded to above.
Actually the dimensions of spaces of sections of vector bundles over V̂ satisfy the following upper
bounds:
Proposition 10.2.7. Let us assume that the ampleness condition (10.2.8) holds.
Then, for any vector bundle Ê on V̂, the k-vector space Γ(V̂ , Ê) is finite dimensional. Moreover,
for any line bundle L̂ over V̂ , when the positive integer D goes to infinity, we have:
(10.2.9) dimk Γ(V̂ , L̂⊗D) = O(D2).
Proof. Let I be the ideal sheaf in OV̂ that defines C as a closed subscheme of the formal
scheme V̂. It is an Ideal of definition of V̂ . Moreover, as V̂ is smooth, C defines a Cartier divisor in
V̂ , and I may be identified the invertible sheaf OV̂(−C). Its restriction OV̂(−C)|C to C is the dual
(NC V̂)∨ of the normal bundle NCV̂ .
For every n ∈ N, let Vn denote the n-th infinitesimal neighborhood of C in V̂ , namely the closed
subscheme of V̂ defined by the ideal sheaf In+1. In other words,
|Vn| := |V̂ | = |C| and OVn := OV̂/In+1.
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It will be convenient to let V−1 := ∅.
The Vn’s define an inductive system of k-schemes:
V0 = C →֒ V1 →֒ . . . →֒ Vn →֒ Vn+1 . . . ,
from which we derive an identification of topologically ringed spaces:
(10.2.10) V̂ ∼−→ lim−→
n
Vn.
For any coherent sheaf F̂ on V̂ , from (10.2.10), we deduce an isomorphism of (topological) k-vector
spaces:
(10.2.11) Γ(V̂, F̂) ∼−→ lim←−
n
Γ(Vn, F̂Vn).
For every n ∈ N, the short exact sequence of OV̂ -modules
0 −→ In/In+1 −→ OV̂/In+1 −→ OV̂/In −→ 0
may be written
(10.2.12) 0 −→ i∗(NC V̂)∨⊗n −→ OVn −→ OVn−1 −→ 0,
where i : C →֒ V̂ denotes the inclusion morphism.
When Ê is a locally free coherent sheaf on V̂, this exact sequences of OV̂ -modules becomes, after
tensoring with Ê,
0 −→ i∗(Ê|C ⊗NCV̂)∨⊗n −→ Ê|Vn −→ Ê|Vn−1 −→ 0,
and induces a short exact sequence of finite dimensional k-vector spaces
(10.2.13) 0 −→ Γ(C, Ê|C ⊗NC V̂∨⊗n) −→ Γ(Vn, Ê|Vn) −→ Γ(Vn−1, Ê|Vn−1).
This implies the inequality:
dimk Γ(Vn, Ê|Vn) ≤ dimk Γ(C, Ê|C ⊗NC V̂∨⊗n) + dimk Γ(Vn−1, Ê|Vn−1).
The ampleness of the line bundle NCV̂ implies that, when n is large enough, every section of
Ê|C ⊗NC V̂∨⊗n over C vanishes, and therefore
dimk Γ(C, Ê|C ⊗NCV̂∨⊗n) = 0 and dimk Γ(Vn, Ê|Vn) ≤ dimk Γ(Vn−1, Ê|Vn−1).
The sequence of non negative integers (dimk Γ(Vn, Ê|Vn))n∈N is therefore stationary, and conse-
quently, when n ∈ N is large enough, the injective restriction morphism
Γ(Vn, Ê|Vn) −→ Γ(Vn−1, Ê|Vn−1)
is actually an isomorphism. This shows that, when n ∈ N is large enough, the inclusion morphism
Vn →֒ V̂ induces an isomorphism
Γ(V̂ , Ê) ∼−→ Γ(Vn, Ê|Vn),
and that Γ(V̂ , Ê) is a finite dimensional k-vector space, of dimension at most∑
n∈N
dimk Γ(C, Ê|C ⊗NCV̂∨⊗n).
This notably applies to Ê = L̂⊗D, when L̂ is some line bundle over V̂ and D some positive
integer. This establishes the upper bounds:
dimk Γ(V̂ , L̂⊗D) ≤
∑
n∈N
δ(D,n),
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where, for any (D,n) ∈ N2,
δ(D,n) := dimk Γ(C, L̂
⊗D
|C ⊗NCV̂∨⊗n).
The dimension δ(D,n) may be easily bounded from above by means of Riemann inequality (cf.
(2.7.10) supra). Indeed, if we let
a := degC NC V̂ and a′ := degC L̂|C ,
For any (D,n) ∈ N2, we immediately obtain from the latter:
δ(D,n) ≤
(
1 + degC L̂
⊗D
|C ⊗NC V̂∨⊗n
)+
= (−an+ a′D + 1)+.
Finally, we obtain:
dimk Γ(V̂, L̂⊗D) ≤
∑
n∈N
(−an+ a′D + 1)+.
According to the ampleness condition (10.2.8), a is positive. Therefore, when a′ ≤ 0, the last
sum stays bounded (by 1) when D goes to +∞. Moreover, when a′ > 0, we have:∑
n∈N
(−an+ a′D + 1)+ =
∫ +∞
0
(−ax+ a′D + 1)+ dx +O(D) = (a′2/2a)D2 +O(D)
when D goes to +∞. 
Let us now consider some quasi-projective k-scheme X and a morphism of formal schemes over
k
f : V̂ −→ X.
Such a morphism is nothing but a morphism of k-locally ringed spaces form (|V̂ |,OV̂) := (|C|,OV̂ )
to (|X |,OX ).) One easily see that there exists a smallest closed subscheme Z of X such that f
factorizes through the inclusion Z →֒ X.7 We shall call it the Zariski closure of the image of f , and
denote by im f .
Observe that this construction satisfies the following two properties:
(i) If U is some open subscheme of X such that f factorizes through the inclusion U →֒ X — in
other words, if the image of the underlying continuous map of topological spaces f : |V̂ | = |C| −→ |X |
is contained in |U | — and if fU denotes f seen as a morphism from V̂ to U , then we have:
(10.2.14) im fU = im f ∩ U.
(ii) The scheme im f is an integral scheme, since V̂ is an integral formal scheme.
An argument similar to the proof of the key algebraicity lemma (Lemma 10.2.4) in paragraph
10.2.1 allows one to deduce the following algebraization result from Proposition 10.2.7:
Theorem 10.2.8. Let V̂ be a smooth formal surface over k, with scheme of definition C, as
above.
If the ampleness condition
degC NC V̂ > 0
holds, then, for any k-morphism f : V̂ −→ X from V̂ to some quasi-projective k-scheme X, we have:
(10.2.15) dim im f ≤ 2.
7Indeed, for any closed subscheme Y of X, f factorizes through Y if and only if the inverse image f∗IY of its
ideal sheaf vanishes. If {Yα} is the family of such closed subschemes of X, the sum I :=
∑
α Iα of their ideal sheaves
is a quasi-coherent (hence coherent) ideal sheaf in OX that defines the smallest closed subscheme of X through which
f factorizes.
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The conclusion (10.2.15) of Theorem 10.2.8 may be intuitively understood as asserting that “the
image of f is algebraic”.
Proof. With no restriction of generality, we may assume that X is projective (use (i) above),
and then, by replacing X by im f , that
(10.2.16) X = im f.
In particular, X is an integral projective k-scheme. Let
d := dimX = dim im f.
If OX(1) denotes the restriction to X of the line bundle O(1) in some projective embedding of
X , as discussed in paragraph 10.2.2, we know that there exists some positive constant c such that,
for any D ∈ N,
(10.2.17) dimk Γ(X,OX(D)) ≥ c.Dd.
For any D ∈ N and any s ∈ Γ(X,OX(D))\{0}, the morphism f does not factorizes through the
inclusion div s →֒ X (by (10.2.16)). This shows that, if we let L := f∗OX(1), then, for any D ∈ N,
the pull-back map
Γ(X,OX(D)) −→ Γ(V̂ , L⊗D)
f 7−→ f∗s
is injective, and therefore
(10.2.18) dimk Γ(X,OX(D)) ≤ dimk Γ(V̂ , L⊗D).
From (10.2.18), (10.2.17), and (10.2.9), we derive the required inequality d ≤ 2 by letting D
grow to infinity. 
Observe that, if the restriction f|C of f to C is a constant morphism (with value some k-rational
point P in X), then the line bundle OX(1) may be trivialized on some open neighborhood of P , and
therefore L := f∗(OX(1)) may be trivialized on V̂ . Consequently, in this situation, dimk Γ(V̂ , L⊗D)
stays constant (actually equals to 1) when D goes to infinity, and the above arguments shows that
d = 0.
In other words, we have:
Scholium 10.2.9. With the notation of Theorem 10.2.8, one of the following three exclusive
assertions holds:
(1) the morphism f is constant (with values some k-rational point of X);
(2) im f = f(C) is a projective curve;
(3) f(C) is an integral projective curve, and im f is an integral surface (containing f(C)). 
10.3. Arithmetically ample Hermitian line bundles and θ-invariants
This section is devoted to some counterparts, in the framework of Arakelov geometry, of Propo-
sition 10.2.2 supra, that asserts the existence, on any projective variety, of some line bundle such
that the dimension of the space of sections of its large powers grows “fast enough”.
As discussed in paragraph 10.2.2, Proposition 10.2.2 is a weak version of a more general and
precise result concerning the asymptotic expression of the dimension of the space of sections of large
powers of some ample line bundle over a projective variety in terms of its Hilbert polynomial and
the intersection theoretic interpretation of its leading term. In the Diophantine situation considered
in this chapter, a counterpart of this “precise result” may be established by using Gillet-Soule´’s
arithmetic intersection theory and the associated theory of heights, and Zhang’s theory of ample
Hermitian line bundles (cf. [BGS94] and [Zha95]).
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In this section, we first present this counterpart (see Theorem 10.3.2 infra): it describes the
asymptotic behavior of the θ-invariants of the Hermitian vector bundles of sections of large powers
of some arithmetic ample Hermitian line bundle over some integral scheme, projective and flat over
SpecZ. This theorem is of independent interest, and its proof illustrates how the basic formalism of
θ-invariants (described in Sections 2 and 3) naturally combines with some classical developments of
Arakelov geometry.
Then we present a weak version (Corollary 10.3.3) of Theorem 10.3.2, that appears as the
proper counterpart of the “weak” Proposition 10.2.2 and will be sufficient for the applications to
algebraization in a Diophantine framework derived in the next section. We finally give a self-
contained proof of this corollary, that relies on some basic results of algebraic geometry and some
elementary analytic estimates.
10.3.1. Sections of Hermitian vector bundles and John’s norms. We denote by K a
number field and by OK its ring of integers.
Let π : X −→ SpecOK be a reduced scheme, flat and projective over SpecOK .
Let E := (E , ‖.‖) be some Hermitian vector bundle over X . In other words, E is a vector bundle
(that is, a locally free coherent sheaf) over X , and ‖.‖ is a continuous Hermitian metric, invariant
under complex conjugation, on the complex analytic vector bundle EanC over
X (C) =
∐
σ:K →֒C
Xσ(C)
deduced from E by base change to C and analytification.
The direct image π∗E of E under π is a vector bundle over SpecOK . (It is the sheaf over
SpecOK attached to the finitely generated torsion free, hence projective, OK-module Γ(X , E).) Any
field embedding σ : K →֒ C makes C a flat OK-algebra, and the base change morphism
(π∗L)σ := Γ(X , E)⊗OK ,σ C −→ Γ(Xσ, Eσ)
is therefore an isomorphism of (finite dimensional) complex vector spaces.
In particular (π∗L)σ may be identified to a subspace of the space Γcont(Xσ(C)an, Eanσ ) of contin-
uous sections of the analytic vector bundle EanC over Xσ(C).8 Accordingly it may be endowed with
the L∞-norm ‖.‖L∞,σ defined by the equality
‖s‖L∞,σ := max
x∈Xσ(C)
‖s(x)‖,
for every s ∈ (π∗E)σ ≃ Γ(Xσ , Eσ).
We may also introduce the John’s Hermitian norm ‖.‖J,σ on (π∗L)σ associated to the L∞-
norm ‖.‖L∞,σ (see Appendix F). The family of norms (‖.‖L∞,σ)σ:K →֒C and (‖.‖J,σ)σ:K →֒C are clearly
invariant under complex conjugation, and we may consider the Hermitian vector bundle over SpecOK
π∗EJ := (π∗E , (‖.‖J,σ)σ:K →֒C).
Let us denote by
πZ := X −→ SpecZ
the (unique) morphism from X to SpecZ. It coincides with the composition πOK/Z ◦ π of π and of
the morphism
πOK/Z : SpecOK −→ SpecZ.
The direct image πZ∗E of E under πZ is a vector bundle over SpecZ, associated to the free Z-module
of finite rank Γ(X , E), and may be identified with πOK/Z∗(π∗E).
8Actually, according’s to Serre’s GAGA Theorem, this subspace is precisely the space Γan(Xσ(C)an, Eanσ ) of
C-analytic sections of Ean
C
over Xσ(C). However we shall not use this fact.
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The complex vector space
Γ(X , E) ⊗Z C ≃ Γ(X (C),LC) ≃
⊕
σ:K →֒C
Γ(Xσ, Eσ)
is naturally endowed with the L∞-norm ‖.‖L∞ , defined by
‖s‖L∞ := max
σ:K →֒C
‖s|Xσ(C)‖L∞,σ,
and we may introduce the associated John’s Hermitian norm ‖.‖J . It is invariant under complex
conjugation, and allows us to define the hermtian vector bundle over SpecZ
πZ∗EJ := (πZ∗E , ‖.‖).
Observe that, from the compatibility of John’s norms with finite products (see Appendix F,
paragraph F.2.3), we derive that the identification
πZ∗E ≃ πOK/Z∗(π∗E)
“extends” to an identification of Hermitian vector bundles over SpecZ:
πZ∗EJ ≃ πOK/Z∗(π∗EJ ).
(Recall that the direct image under πOK/Z of some Hermitian vector bundle over SpecOK has been
defined in Section 1.2.)
Finally, we may consider the “characteristic” χ‖.‖L∞ (πZ∗E) of the free Z-module Γ(X , E) equip-
ped with the norm ‖.‖L∞, as defined in Appendix F, paragraph F.3. According to the estimates
(F.3.3) and (F.3.5), we have:
(10.3.1) − (n/2) logn+ n log 2 ≤ χ‖.‖L∞ (πZ∗E)− d̂eg πZ∗EJ ≤ (n/2)(1 + log 2π),
where
n := rk ZπZ∗E = [K : Q] dimK Γ(XK , EK).
10.3.2. Asymptotic of the θ-invariants associated to sections of powers of arithmeti-
cally ample line bundles. Let X be some reduced scheme, projective and flat over SpecOK , and
let L := (L, ‖.‖) be some Hermitian line bundle over X , such that the metric ‖.‖ is C∞.
To any integral subscheme Z of X , by means of the arithmetic intersection theory of Gillet–Soule´,
one may attach its height with respect to L
hL(Z) := d̂eg (cˆ1(L)dimZ | Z) ∈ R
(see for instance [BGS94], 3.1.1).
Recall that the Hermitian line bundle L is said to be arithmetically ample, in the sense of Zhang
(cf. [Zha95]), when the first Chern form c1(L) is semi-positive on X (C) =
∐
σ:K →֒CXσ(C) and
when the height hL(Z) of every integral subscheme Z of X is positive. (This implies that the line
bundle L on X is ample.)
In particular, if
d := dimX = dimXK + 1
denotes the Krull dimension of X , the height
hL(X ) := d̂eg (cˆ1(L)d | X )
of X with respect to L is positive when L is arithmetically ample (in [Zha95], this height is denoted
by cˆ1(L)d.)
The following theorem summarizes the basic results on arithmetic ampleness established in
[Zha95].
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Theorem 10.3.1 (Zhang). 1) If the line bundle LK on XK is ample and if the first Chern form
c1(L) is semi-positive, then, when the positive integer D goes to infinity, we have:
(10.3.2) χ‖.‖L∞
(
πZ∗L⊗D
)
=
1
d!
hL(X )Dd + o(Dd).
2) If moreover L is arithmetically ample, there exists D0 ∈ N and η ∈ R∗+ such that, for any
integer D ≥ D0, there exists a Z-basis of πZ∗L⊗D consisting of elements s such that
‖s‖L∞ ≤ e−ηD.
The first assertion in Theorem 10.3.1 is actually an extension to a possibly singular scheme X
of some more precise asymptotic expression for the Arakelov degree of πZ∗L⊗D equipped with some
L2-norm, that is a consequence of the work of Gillet and Soule´ on higher dimensional Arakelov
geometry, and of Bismut, Lebeau, and Vasserot on analytic torsion.
The following theorem may be seen as an arithmetic counterpart of the asymptotic expression
(10.2.7) in the geometric case, complemented by the vanishing of the higher cohomology groups
Hi(Z,L⊗D) for i > 0, when D is large enough.
Theorem 10.3.2. If the Hermitian line bundle L is arithmetically ample on X, then there exists
κ ∈ R∗+ such that
(10.3.3) h0θ(π∗L
⊗D
J ) =
1
d!
hL(X )Dd + o(Dd) when D −→ +∞,
and
(10.3.4) h1θ(πZ∗L
⊗D
J ) ≤ e−e
κD
for any large enough positive integer D.
Proof. Observe that
(10.3.5) n(D) := rk ZπZ∗L⊗D = [K : Q] dimK Γ(Xk,L⊗DK ) = O(DdimXK ) = O(Dd−1).
Let D0 and η be as in the second part of Theorem 10.3.1. For any D ≥ D0, πZ∗L⊗D admits a
Z-basis consisting of elements s whose John’s norms satisfy
‖s‖J ≤ (2n(D))1/2‖s‖L∞ ≤ (2n(D))1/2e−ηD.
Therefore then last of the successive minima of the Euclidean lattice πZ∗L⊗DJ satisfies:
(10.3.6) λn(D)(πZ∗L⊗DJ ) ≤ (2n(D))1/2e−ηD.
The existence of κ > 0 such that (10.3.4) holds follows from (10.3.5), (10.3.6), and from the
upper bound on h1θ in terms of the last of the successive minima established in Corollary 2.6.5.
According to (10.3.1) applied to E := L⊗D and to (10.3.5), we also have:
| d̂eg πZ∗L⊗DJ − χ‖.‖L∞
(
πZ∗L⊗D
) | = O(n(D) log n(D)) = O(Dd−1 logD).
Together with the first assertion in Theorem 10.3.1, this shows that
(10.3.7) d̂eg πZ∗L⊗DJ =
1
d!
hL(X )Dd + o(Dd) when D −→ +∞.
Finally, the Poisson-Riemann-Roch formula
h0θ(πZ∗L
⊗D
J )− h1θ(πZ∗L
⊗D
J ) = d̂eg πZ∗L
⊗D
J
and the asymptotic expressions (10.3.7) and (10.3.4) imply (10.3.3). 
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10.3.3. Lower bounds on the invariant h0θ associated to sections of O(D). For the proof
of the Diophantine algebraization criteria (Theorems 10.1.2 and 10.8.1), we will rely on the following
weaker variant of Theorem 10.3.2:
Corollary 10.3.3. Let N be a positive integer and let X be a closed integral subscheme of PNOK ,
flat over SpecOK . Let π : X → SpecOK denote its structural morphism.
There exists some Hermitian line bundle L over X and two sequences (ED)D∈N, of Hermitian
vector bundles over SpecOK , and (ιD)D∈N, of injective morphisms of OK-modules
ιD : ED −֒→π∗L⊗D,
such that, for some D0 ∈ N and some c ∈ R∗+, the following conditions are satisfied for every integer
D ≥ D0 and every field embedding σ : K →֒ C:
(10.3.8) ‖s‖L∞,σ ≤ ‖s‖ED ,σ for every section s ∈ (π∗L⊗D)σ ≃ Γ(Xσ,L⊗Dσ );
and
(10.3.9) h0θ(ED) ≥ c.DdimX .
This statement may be seen as a Diophantine counterpart of the geometric lower bounds in
Proposition 10.2.2, concerning the dimension of spaces of sections of powers of (ample) line bundles
on projective varieties over some field. It is a straightforward consequence of Theorem 10.3.2, which
actually shows that Corollary 10.3.3 holds for any arithmetically ample Hermitian line bundle L
over X , by letting
ED := π∗L⊗DJ
for every positive integer D.
However, like its geometric counterpart in Proposition 10.2.2, it also admits a direct proof, using
Noether’s normalization and some basic results concerning sections of the line bundles O(D) on the
projective spaces (compare paragraph 10.2.2).
This direct proof will use some elementary properties of natural Hermitian norms on symmetric
powers of Hermitian vector spaces and on spaces of homogeneous polynomials that we now recall.
Let k be some natural integer. For any δ ∈ R, let us equip
Ck+1∨ :=
⊕
0≤i≤k
CXi
with the Hermitian norm ‖.‖δ such that (Xi)0≤i≤k becomes an orthogonal basis and
‖X0‖δ = . . . = ‖Xk‖δ = e−δ.
Then, for any D ∈ N, we may equip
C[X0, . . . , Xk]D ≃ SD(Ck+1∨)
with the Hermitian norm ‖.‖D,δ deduced from ‖.‖δ by taking itsD-th symmetric power; by definition,
it is the quotient norm of the Hermitian norm on (Ck+1∨)⊗D deduced from ‖.‖δ by tensor product.
Let
MD := {I := (i0, . . . , ik) ∈ Nk+1 | |I| := i0 + . . . ik = D},
and, as usual, let
XI := X i00 . . . X
ik
k and I! := i0! . . . ik! for any I = (i0, . . . , ik) ∈ Nk+1.
A straightforward computation shows that (XI)I∈MD is an orthogonal basis of C[X0, . . . , Xk]D
equipped with ‖.‖D,δ and that
(10.3.10) ‖XI‖2D,δ =
I!
D!
e−2δD ≤ e−2δD.
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Besides, we may equip the canonical quotient bundle O(1) on PkC := P(Ck+1∨) with the Hermit-
ian norm deduced from the norm ‖.‖δ on Ck+1∨. For any D in N, this Hermitian norm induces, by
tensor product, some Hermitian norm ‖.‖O(D),δ on O(D) over PkC.
For any P in C[X0, . . . , Xk]D, identified to some section in Γ(P
k
C,O(D)), and any point
x := (x0 : . . . : xk)
in the projective space Pk(C), the norm of the value P (x) ∈ O(D)x of P at x satisfies, as a
straightforward consequence of the definitions:
‖P (x)‖O(D),δ = e−δD |P (x0, . . . , xk)|
(
∑k
i=0 |xi|2)D/2
.
Observe that, if
P =
∑
I∈MD
aIX
I ,
then, according to (10.3.10),
‖P‖2D,δ =
∑
I∈MD
|aI |2‖XI‖2D,δ =
∑
I∈MD
|aI |2 I!
D!
e−2δD.
Therefore, by Cauchy-Schwarz inequality,
|P (x0, . . . , xk)|2 =
∣∣∣∣∣ ∑
I∈MD
aIx
I
∣∣∣∣∣
2
≤ ‖P‖2D,δ
∑
I∈MD
|x2I |D!
I!
e2δD = ‖P‖2D,δ e2δD(
n∑
i=0
|xi|2)D.
This shows that
(10.3.11) ‖P (x)‖O(D),δ ≤ ‖P‖D,δ.
Direct proof of Corollary 10.3.3. Let d := dimX . It is a positive integer and
dimXK = d− 1.
After possibly composing the embedding X →֒ PNOK by the automorphism of PNOK defined by some
element g ∈ SLk+1(OK), we may assume that XK is disjoint from the linear subspace
PN−dK =
d−1⋂
i=0
divXi
defined by the vanishing of the first d homogeneous coordinates X0, . . . , Xd−1
9. Then the linear
projection
p : PNOK \ PN−dOK −→ Pd−1OK
(x0 : . . . : xN ) 7−→ (x0 : . . . xd−1)
has a well defined restriction
p|XK : XK −→ Pd−1K ,
which is a finite surjective morphism.
For any D ∈ N, we define
ED := Γ(P
d−1
OK
,O(D)) ≃ OK [X0, . . . , Xd−1]D.
The pull-back p∗O(1) may be identified with the restriction O(1)|PNOK \PN−dOK , and the pull-back map
p∗ : ED −→ Γ(PNOK \ PN−dOK , p∗O(D)) ≃ Γ(PNOK \ PN−dOK ,O(D))
9Indeed, by properness of PN−dK , the condition g.XK ∩P
N−d
K = ∅ on g defines some open subscheme in SLN+1,K .
By Noether’s normalization, this open subscheme is not empty, and therefore meets SLN+1(OK), which is Zariski
dense in SLN+1,K .
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has its image contained in Γ(PNOK ,O(D)) and may actually be identified with the inclusion morphism
OK [X0, . . . , Xd−1]D −֒→OK [X0, . . . , XN ]D.
Besides, let us define
L := O(1)|X .
By composing p∗ and the map “restriction to X”, we define a morphism of OK-modules.
iD : ED
p∗−→ Γ(PNOK ,O(D))
restriction−→ Γ(X ,O(D)) ≃ Γ(X ,L⊗D).
The pull-back p∗|XKO(1) coincides with O(1)XK ≃ LK and therefore the map
iD,K : ED,K = Γ(P
d−1
K ,O(D)) −→ Γ(XK ,L⊗DK )
may be identified with the pull-back by the finite surjective morphism p|XK , and is therefore injective.
To complete the proof of Corollary 10.3.3, we are left to show that there exist Hermitian metrics
on L and on the ED’s such that the conditions (10.3.8) and (10.3.9) are satisfied.
To achieve this, let us choose δ ∈ R∗+, and let us use the above construction of the metrics
‖.‖O(1),δ (on the line bundle O(1) over PkC) and ‖.‖D,δ (on Γ(PkC,O(D))) in the special case k = d−1.
For every embedding σ : K →֒ C, we have an identification Lσ ≃ p∗σ|XσO(1) of line bundles over
Xσ. We define L as L equipped with the metric defined on Xσ as the pull-back of ‖.‖O(1),δ by
pσ. Besides, we define ED as ED equipped with the metric ‖.‖ED ,σ := ‖.‖D,δ for every embedding
σ : K →֒ C.
With these choices of Hermitian structures, the validity of (10.3.8) follow from the norm esti-
mates (10.3.11).
To establish (10.3.9), let us observe that ED may be written as the direct sum of Hermitian line
bundles
ED =
⊕
I∈MD
OKXI
and that, according to (10.3.10),
d̂egOKXI = −[K : Q](1/2) log( I!
D!
e−2δD) ≥ [K : Q]δD.
Therefore
d̂egED ≥ [K : Q]δD rkED,
and, by the “Riemann inequality” (2.3.1),
h0θ(ED) ≥ d̂egED −
1
2
log |∆K | · rkED
≥ ([K : Q] δD − 1
2
log |∆K) rkED.
Since
rkED =
(
D + d− 1
d− 1
)
≥ 1
(d− 1)!D
(d−1),
this proves that, for any given c < [K : Q] δ/(d− 1)!, we have:
h0θ(ED) ≥ c.Dd
when D is large enough. 
10.4. Pointed smooth formal curves
Let us consider some noetherian affine base scheme S := SpecA.
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10.4.1. Definitions. We define a pointed smooth formal curve over S as the data (Ĉ, π,P) of
some noetherian affine formal scheme10 Ĉ = Spf B, of a morphism of (formal) schemes
π : Ĉ −→ S,
and of some section
P : S −→ Ĉ
of π such that the following conditions are satisfied:
PSFC1 : The ideal I of B defined as the kernel of the morphism of rings
P∗ : B = Γ(Ĉ,OĈ) −→ A = Γ(S,OS)
is an ideal of definition of the (noetherian adic) ring B.
PSFC2 : The morphism of topological rings
π∗ : A = Γ(S,OS) −→ B = Γ(Ĉ,OĈ)
makes the (noetherian adic) ring B a formally smooth11 algebra over A (equipped with the discrete
topology).
PSFC3 : The fiber of π over any point of S with value in a field is one-dimensional.
When PSFC1 is satisfied, we may introduce I := I∆ the Ideal of definition of Ĉ corresponding
to I. For any n ∈ N, we may consider the affine S-schemes of finite type
Cn := (|Ĉ|,OĈ/In+1) ≃ SpecB/In+1
and Ĉ may be identified with their direct limit in the category of formal schemes:
Ĉ ≃ lim−→
n
Cn.
Moreover the morphisms π|X0 and P define isomorphisms, inverse to each other, between C0 and S.
Still assuming that PSFC1 holds, Conditions PSFC2 and PSFC3 are equivalent to the follow-
ing one:
PSFC′2−3 : The coherent sheaf I/I2 over C0 (≃ P) is a line bundle and, for any positive integer
n, the canonical morphism of OC0-Modules12
ϕn : (I/I2)⊗n −→ In/In+1
is an isomorphism.
This follows from EGA IV1 ([Gro64]), Chapitre 0, 19.5.4, equivalence of a) and b).
When Conditions PSFC1−3 hold, the line bundle I/I2 (or its pull-back P∗I/I2 over S) may
be called the conormal bundle of P in Ĉ. We will also consider its dual,
NP Ĉ := P∗(I/I2)∨,
the normal bundle of P in Ĉ.
10See EGA I ([GD71]), Section 1.10.
11See EGA IV1 ([Gro64]), Chapitre 0, 19.3.1.
12For every local section s of I, of class [s] in I/I2, ϕn maps [s]⊗n to the class of sn in In/In+1.
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10.4.2. Examples and remarks. (i) Observe that, if f : C −→ S is a smooth relative curve
over S (namely, a smooth morphism of schemes of relative dimension 1), any section P : S −→ C
of f becomes, after possibly replacing C by an open subscheme13, a closed immersion. We may
therefore consider the formal completion Ĉ of C along the image of P . By completion, from f and
P , one deduces morphisms of formal schemes
π : Ĉ −→ S and P : S −→ Ĉ,
and it is straightforward that (Ĉ, π,P) defines a pointed smooth formal curve over S. If Tf denote
the relative tangent bundle of f , we have a canonical isomorphism:
NP Ĉ ∼−→ P∗Tf .
(ii) For any line bundles L over S, we may consider the affine S-scheme
VS(L∨) := SpecS SymOSL∨.
(It is defined as the spectrum of the quasi-coherent OS-algebra
SymOSL∨ :=
⊕
n∈N
L∨⊗n,
and may be thought as the “total space” of the line bundle L.) It is smooth over S, of relative
dimension 1, and equipped with the “zero-section” ε, defined by the augmentation ideal
Iε := 0⊕
⊕
n∈N>0
L∨⊗n = L∨.SymOSL∨
of the symmetric algebra SymOSL∨.
Applied to C := VS(L∨) and P := ε, the previous construction defines a pointed smooth formal
curve (V̂S(L∨), π, ε). By construction, we have a canonical isomorphism
NεV̂S(L∨) ∼−→ L.
In concrete terms, the S-formal scheme V̂S(L∨) may be described as follows in terms of the
projective A-module of rank one L∨ := Γ(S,L∨) : it is the affine formal scheme defined by the
A-algebra
B := ŜymAL
∨,
defined as the completion of the symmetric algebra
SymAL
∨ :=
⊕
n∈N
L∨⊗An
with respect to the adic topology defined by the augmentation ideal
I := L∨.SymAL
∨ = 0⊕
⊕
n∈N>0
L∨⊗An.
As a topological A-module,
B
∼−→
∏
n∈N
L∨⊗An,
where the right-hand side is equipped with product topology of the discrete topology on each of the
factors L∨⊗An.
It turns out that any pointed smooth formal curve (Ĉ, π,P) over S is isomorphic (non-canonically
in general) to (V̂S(L∨), π, ε) where L := NP Ĉ (see EGA IV1 ([Gro64]), Chapitre 0, 19.5.4, equiva-
lence of a) and c)).
13This is not needed if f , or equivalently C, is separated.
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When S is the spectrum Spec k of a field k, a pointed smooth formal curve over S is often
called a smooth formal germ of curve over k, and the previous classification result boils down to the
classical fact that any of them is isomorphic to Spf k[[T ]].
(iii) Let us finally observe that, for any morphism of affine noetherian schemes S′ −→ S, we
may “base change” any pointed smooth formal curve (Ĉ, π,P) over S to S′, and define a pointed
smooth formal curve (ĈS′ , πS′ ,PS′) over S′.
10.5. Green’s functions, capacitary metrics and Schwarz lemma on compact Riemann
surfaces with boundary
10.5.1. Compact Riemann surfaces with boundary. A Riemann surface with boundary
is the data (V, V +) of some Riemann surface V + (without boundary) and of some closed C∞
submanifold with boundary (of codimension 0) V of V +.
The interior V˚ of V in V + is then a Riemann surface (without boundary), its boundary
∂V := V \ V˚
is a closed 1-dimensional real C∞ submanifold of V +, and we may consider the open and closed
immersions:
V˚
iV−֒→ V jV−֒→ V +.
Actually we shall consider that shrinking the “ambient” Riemann surface V + to some smaller
open neighborhood V
′+ of V does not change the surface with boundary (V, V +). In other words,
V + should be understood as a germ of Riemann surface around V .
An alternative definition, formally more satisfactory, would be to define the Riemann surface
with boundary associated to (V, V +) as the ringed space (V,OanV ), where OanV denotes the inverse
image j−1V OanV + of the sheaf of C-analytic functions OanV + on V +.
An analytic vector bundle over the Riemann surface with boundary V is, by definition, a germ
of analytic vector bundle along V in V +. In other words, by its very definition, an analytic vector
bundle over V extends to an analytic vector bundle on any small enough open neighborhood of V
in V +. (Such analytic vector bundles precisely correspond to locall free sheaves of finite rank over
the ringed space (V,OanV ).)
A C∞ Hermitian metric ‖.‖ on some analytic vector bundle E on V is, by definition, a C∞
Hermitian metric on the C∞ vector bundle E|V on the C
∞ manifold (with boundary) V . The pair
(E, ‖.‖) will the be called a Hermitian analytic vector bundle over V .
Clearly, usual tensor operations (such as direct sums, or tensor products) make sense for analytic
vector bundles and Hermitian analytic vector bundles over Riemann surfaces with boundary.
A volume form ν on the Riemann surface with boundary V is a C∞ 2-form on the C∞ manifold
(with boundary) V which is everywhere positive.
10.5.2. Green’s functions and capacitary metrics. In this paragraph, we recall some well-
known facts concerning Green’s functions on compact Riemann surfaces with boundary. For a
detailed discussion and references on this topic, we refer the reader to [Bos99], Section 3.1 and
Appendix. We shall actually not need the “refined” theory (that allows domains with rough bound-
aries) presented in loc. cit., and the results below may also be obtained as special cases of some
basic results concerning elliptic boundary problems (see for instance [Tay11], Sections 5.1-2).
Let V be a connected compact Riemann surface with boundary V such that ∂V is non-empty.
For any point O in V˚ , one defines the Green’s function gV,O of O in V as the unique function
gV,O : V \ {O} −→ R
that satisfies the following conditions:
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Gr1 : gV,O is continuous on V \ {O} and gV,O|∂V = 0.
Gr2 : gV,O is harmonic on V˚ \ {O}.
Gr3 : gV,O admits a logarithmic singularity at O; namely, if z : U −֒→U denotes some analytic
chart of domain some open neighborhood U of O in V˚ , we have:
gV,O(P ) = log |z(P )− z(O)|−1 +O(1) when P → O.
When conditions Gr1 and Gr2 are satisfied, the function of P
gV,O(P )− log |z(P )− z(O)|−1
is harmonic on U \ {O} and stays bounded when P goes to O, hence extends to some harmonic
function h on U . By construction, we have, for every P ∈ U \ {O},
gV,O(P ) = ‖∂/∂z‖capV,O + h(P ).
In particular, gV,O defines some locally L
1 function on V˚ , hence a current on V˚ . Together with the
Poincare´-Lelong equation on C
(i/2π) ∂∂ log |.|2 = δ0,
these observations show that, conditions Gr2 and Gr3 imply:
Gr2−3 : gV,O defines a current on V˚ which satisfies the equation of currents:
(10.5.1) i ∂∂gV,O = −π δO
Conversely, using that any current in the kernel of ∂∂ is actually some C∞ (harmonic) function,
one easily see that Gr2−3 implies Gr2 and Gr3.
With the above notation, the capacitary metric ‖.‖capV,O on the tangent space TOV of V at O is
the Hermitian metric on this complex line defined by
(10.5.2) ‖∂/∂z‖capV,O := e−h(P ).
In other words,
(10.5.3) log ‖∂/∂z‖capV,O = limP→O
[
log |z(P )− z(O)|−1 − gV,O(P )
]
.
The relation (10.5.3) makes clear that the definition (10.5.2) of the capacitary metric is actually
independent of the choice of the local coordinate z.
Let us finally recall that gV,O is positive on V˚ \ {O} (this is a straightforward consequence of
the maximum principle for harmonic functions on Riemann surfaces). Moreover, gV,O is C
∞ up to
the boundary — that is C∞ on the surface with boundary V \ {O}— and its differential dgV,O does
not vanish on ∂V (see for instance [Tay11], 5.1-2).
10.5.3. Examples. (i) For any R ∈ R+, we let
D˚(0, R) := {z ∈ C | |z| < R}
and
D(0, R) := {z ∈ C | |z| ≤ R}.
When R > 0, D(0, R) is a compact connected Riemann surface with non-empty boundary. It is
straightforward that, for any z ∈ D(0, R) \ {0},
gD(0,R),0(z) = log
R
|z| .
Consequently, we have:
‖∂/∂z‖cap
D(0,R),0
= 1/R.
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(ii) Let V →֒ P1(C) be a closed submanifold with boundary (of codimension 0) of the complex
projective line. Let us assume that V is connected and contains the point ∞ := (0 : 1).
On P1C := Proj(CX0⊕CX1), we may consider the rational function z := X1/X0 — it defines the
usual identification P1C \{∞} ∼−→ A1C — and its inverse t := X0/X1, which defines a local coordinate
on P1(C) \ {0}, that vanishes at ∞.
By the very definition of the Green’s function and the capacitary metric attached to the point
∞ of V˚ , we have, when P ∈ A1(C) goes to ∞:
gV,∞(P ) = log |t(P )|−1 − log ‖∂/∂t‖capV,∞ + o(1)
= log |z(P )| − log ‖∂/∂t‖capV,∞ + o(1).
This shows that gV,∞ coincides with the classical Green’s function of the compact set K :=
A1(C) \ V˚ , and that − log ‖∂/∂t‖capV,∞ is the so-called Robin constant of K and ‖∂/∂t‖capV,∞ its two-
dimensional capacity c(K) (see for instance [Ran95], Chapter 5).
(iii) Let F := {a1, . . . , an} be a finite subset of D˚(0, R) \ {0} and let
ε := (ε1, . . . , εn)
be an element of R∗n+ such that
εi < R− |ai| for any i ∈ {1, . . . , n}
and
εi + εj < |ai − aj| for any (i, j) ∈ {1, . . . , n}2 such that i 6= j.
Then the disks D(ai, εi) are contained in D(0, R) and pairwise disjoint, and
Vε := D(0, R) \
⋃
1≤i≤n
D˚(ai, εi)
is a compact Riemann surface with boundary.
When ε goes to (0, . . . , 0) in Rn, the surface Vε shrinks to D(0, R) \ F . Moreover, the fact that
the finite subset F is polar in C implies that, for any z ∈ D(0, R) \ {0},
lim
ε→(0,...,0)
gVε,0(z) = gD(0,R),0(z) = log
R
|z|
and
(10.5.4) lim
ε→(0,...,0)
‖∂/∂z‖capVε,0 = ‖∂/∂z‖
cap
D(0,R),0
= 1/R.
(See [Ran95], notably the properties of the capacity discussed in Chapter 5.)
10.5.4. Hilbert spaces of analytic sections and Fre´chet spaces of formal sections.
Let V be a compact Riemann surface with boundary, ν a volume form on V , and (E, ‖.‖) some
Hermitian analytic vector bundle over V˚ , namely some analytic vector bundle E over V˚ , equipped
with some Hermitian metric ‖.‖, C∞ on V˚ .
The space of analytic sections s of E over V˚ such
‖s‖L2 :=
∫
V˚
‖s‖2 ν < +∞,
when equipped with the L2-norm ‖.‖L2 , defines a Hilbert space, that we shall denote by
ΓL2(V, ν;E, ‖.‖).
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Let us choose a point O in V˚ . We may consider its successive infinitesimal neighborhoods14 On
in V , and the formal completion
VˆO := lim−→
n
On
of V at O. The space of sections of E over VˆO,
Γ(V̂O, E)
∼−→ lim←−
n
E|On ,
is equipped with a natural Fre´chet space topology, as projective limit of the finite dimensional
complex vector spaces E|On endowed with their natural topology of (separated) topological vector
spaces.
We may finally introduce the restriction map
ηˆ : ΓL2(V, ν;E, ‖.‖) −→ Γ(V̂O, E)
s 7−→ s|V̂O ,
which maps some L2 holomorphic section s of E over V˚ to its “jet” s|V̂O at the point O.
Proposition 10.5.1. Let us assume that V is connected, and that its boundary ∂V is non-
empty. Then the linear map ηˆ is injective, and continuous when ΓL2(V, ν;E, ‖.‖) is equipped with
its Hilbert space topology and Γ(V̂O, E) with is natural Fre´chet space topology.
If moreover, the vector bundle E is the restriction to V˚ of some analytic vector bundle E˜ on V
and if the Hermitian metric ‖.‖ extends to some C∞ metric on E˜ over V , then the image of ηˆ is
dense in Γ(V̂O, E).
Proof. The injectivity of ηˆ follows from the connectedness of V˚ by analytic continuation.
The continuity of ηˆ is equivalent to the continuity of the maps
ηn : ΓL2(V, ν;E, ‖.‖) −→ E|On
s 7−→ s|On ,
when n ∈ N. This directly follows for Cauchy estimates.
The density in Γ(V̂O, E) of the image of ηˆ is equivalent to the surjectivity of the maps ηn. This
surjectivity follows from the surjectivity of the composite maps
Γ(V +, E˜)−֒→ΓL2(V, ν;E, ‖.‖) ηn−→ EOn ,
which in turn is a consequence of the fact that V is a Stein compact subset (that is, admits a
basis of open Stein neighborhoods) in V +, since any connected non-compact Riemann surface is a
Stein manifold (theorem of Behnke-Stein; see also [GN76], Chapitre V, The´ore`me 1 for a simple
proof). 
Let us observe that, for any n ∈ N, if s denotes some analytic section of E on some open
neighborhood of O in V˚ that vanishes at order at least n at O — in other words, that satisfies
ηn−1(s) := s|On−1 = 0
— then its jet of order n at O,
ηn(s) := s|On
may be identified with some element of T∨⊗nO ⊗ EO.
14By definition, for any n ∈ N, On is defined by the sheaf of ideals I
n+
O , where IO denotes the ideal sheaf of O.
It is convenient to extend this definition to n = −1, so that O−1 = ∅.
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Let us also recall that, if L := (L, ‖.‖) denotes some Hermitian analytic line bundle15 over V˚ ,
then its first Chern form c1(L) is a real (1, 1)-form defined by the equality
c1(L) =
1
2πi
∂∂ log ‖s‖2
for any local non-vanishing analytic section of L. More generally, if s denotes a non-zero meromorphic
section of L over some connected open subset U of V˚ and div s its divisor, the function log ‖s‖ is
locally L1 on U and satisfies the following relation of currents on U :
(10.5.5)
i
π
∂∂ log ‖s‖ = δdiv s − c1(L)
(Poincare´-Lelong equation).
10.5.5. Poisson-Jensen formula and Schwarz lemma over a compact Riemann sur-
face with boundary. Let V be a connected compact Riemann surface with non-empty boundary,
and let O be some point of V˚ .
Let η be a positive real number and let ρ : R −→ R+ be C∞ function with compact support
such that
(10.5.6) supp ρ ⊂]0, η[ and
∫
R
ρ(t) = 1.
Let us denote by χ the “second primitive” of ρ, namely the C∞ function from R to R defined by
χ(0) = χ′(0) = 0 and χ′′ = ρ.
It is a non-decreasing convex function with values in R+. Moreover, there exists c ∈ R such that16
(10.5.7) for any t ∈ [η,+∞[, χ(t) = t+ c.
Like gV,O, the function χ ◦ gV,O has a logarithmic singularity at O and is C∞ on V˚ \ {O}. It
defines a current (of degree 0) on V + with compact support in V˚ and with singular support {O}.
Proposition 10.5.2. The following equality of currents holds on V˚ :
(10.5.8)
i
π
∂∂(χ ◦ gV,O) = −δO + µχ,
where
(10.5.9) µχ := (χ
′′ ◦ gV,O) i
π
∂gV,O ∧ ∂gV,O
is a C∞ positive (1, 1)-form with compact support in V˚ \ {O} and satisfies
(10.5.10)
∫
V˚
µχ = 1.
Proof. On the open neighborhood U := g−1V,O(]η,+∞]) of O in V˚ , we have:
χ ◦ gV,O = gV,O + C,
and therefore
i
π
∂∂(χ ◦ gV,O) = −δO.
Moreover, on V˚ \ {O}, the Green’s function gV,O is C∞ and ∂∂gV,O = 0, and therefore:
∂(χ ◦ gV,O) = (χ′ ◦ gV,O) ∂g
15that is some Hermitian analytic vector bundle of rank one
16A straigtforward computation shows that c = −
∫+∞
0 tρ(t)dt ∈]− η, 0[.
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and
∂∂(χ ◦ gV,O) = ∂(χ′ ◦ gV,O) ∧ ∂gV,O + (χ′ ◦ gV,O) ∂∂gV,O
= (χ′′ ◦ gV,O) ∂gV,O ∧ ∂gV,O.
To complete the proof of the proposition, we are left to establish the equality (10.5.10). It
follows from (10.5.8) and from the fact that, since χ ◦ gV,O has compact support in V˚ , we have:∫
V˚
∂∂(χ ◦ gV,O) =
∫
V˚
d ∂(χ ◦ gV,O) = 0
by Stokes formula. 
Theorem 10.5.3. Let L := (L, ‖.‖) be some Hermitian analytic line bundle L over V˚ , and let s
be a non-zero analytic section of L on V˚ and n := vO(s) its vanishing order at the point O.
Let us denote by ηn(s) := s|On the jet of order n of s at O — a non-zero element of the complex
line T∨⊗nO ⊗ L0 — and by ‖.‖capM,O,L the Hermitian metric on T
∨⊗n
O ⊗ L0 deduced from the metrics
‖.‖capM,O on TOM and ‖.‖ on LO by duality and tensor product.
Then we have:
(10.5.11)
log ‖ηn(s)‖capM,O,L =
∫
V˚
log ‖s‖µχ −
∫
V˚
(χ ◦ gV,O) δdiv s−nO + n
∫
V˚
gV,O µχ +
∫
V˚
(χ ◦ gV,O) c1(L).
Let 1O(O) denote the tautological section, with divisor O, of the analytic line bundle O(O)
over V . Applied to the line bundle L := (O(O), ‖1O(O)‖ := e−χ◦gV,O ) and its section s := 1O(O),
Theorem 10.5.3 shows that the penultimate integral in the right-hand side of (10.5.11) takes the
value:
(10.5.12)
∫
V˚
gV,O µχ = −c =
∫ +∞
0
tρ(t) dt.
The equality (10.5.11) may be seen as an avatar of the classical formulas of Poisson and Jensen.
To clarify the relation between Theorem 10.5.3 and these formulas, let us observe that, using the
Green fucntion gV,O, we may construct a family of Riemann surfaces with boundary Vε as follows.
Let us recall that the Green’s function gV,O is C
∞ on V \{O}, positive on V˚ \{O}, and vanishes
on ∂V and that its differential dgV,O does not vanish on ∂V . Moreover g : V \ {O} → [0,+∞[ is
proper. This implies the existence of ε0 > such that any element of [0, ε0[ is a regular value of g.
Therefore, for any ε ∈ [0, ε0[,
Vε := g
−1([ε,+∞])
is a connected Riemann surface with non-empty boundary; moreover V˚ε contains O, and admits
∂Vε := g
−1(ε)
as boundary. Finally, it is straighforward that
gVε,O = gV,O − ε on Vε
and
(10.5.13) ‖.‖capVε,O = eε ‖.‖
cap
V,O.
For any ε ∈]0, ε0[, the “limit case” of (10.5.11) when ρ is replaced by δε — and accordingly χ(t) by
(t− ε)+ — becomes the following formula :
(10.5.14) log ‖ηn(s)‖capV,O,L =
∫
∂Vε
log ‖s‖ dcgV,O−
∫
Vε
(gV,O−ε) δdiv s−nO+nε+
∫
Vε
(gV,O−ε) c1(L),
where dc := (i/2π)(∂ − ∂).
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This relation may also be written as the following Poisson-Jensen formula on the Riemann
surface with boundary Vε:
(10.5.15) log ‖ηn(s)‖capVε,O,L =
∫
∂Vε
log ‖s‖ dcgVε,O −
∫
Vε
gVε,O δdiv s−nO +
∫
Vε
gVε,O c1(L).
We leave the details of the derivation of (10.5.14) and (10.5.15) to the reader. We simply observe
that, conversely, when supp ρ ⊂ ]0, ε0[, we recover (10.5.11) from (10.5.14) by mutliplying both sides
by ρ(ε) and integrating.
Proof of Theorem 10.5.3. The current log ‖s‖+ ngV,O is clearly C∞ on V˚ \ {O}. Actually
the logarithmic singularities of log ‖s‖ and ngV,O at O cancel, and log ‖s‖ + ngV,O is C∞ on some
open neighborhood of O. Moreover, by the very definition (10.5.3) of the capacitary metric ‖.‖capM,O,
its value at O is log ‖ηn(s)‖capM,O,L. In other words,
(10.5.16)
∫
V˚
(log ‖s‖+ ngV,O) δO = log ‖ηn(s)‖capM,O,L.
The current χ ◦ gV,O has a compact support in V˚ and its singular support and the one of
log ‖s‖+ ngV,O are disjoint, so that:
(10.5.17)
∫
V˚
(χ ◦ gV,O) i
π
∂∂(log ‖s‖+ ngV,O) =
∫
V˚
(log ‖s‖+ ngV,O) i
π
∂∂(χ ◦ gV,O)
(Green-Stokes formula).
Besides, by the defining property (10.5.1) of the Green’s function gV,O and the Poincare´-Lelong
equation (10.5.5), the following equality of currents on V˚ holds:
(10.5.18)
i
π
∂∂(log ‖s‖+ ngV,O) = δdiv s−nO − c1(L).
By means of this relation and of the expression (10.5.8) for iπ∂∂(χ ◦ g), the Green-Stokes formula
(10.5.17) becomes:∫
V˚
(χ ◦ gV,O).(δdiv s−nO − c1(L)) =
∫
V˚
(log ‖s‖+ ngV,O)(−δO + µχ).
Taking (10.5.16) into account, this is precisely the formula (10.5.11) to be proved. 
From the Poisson-Jensen formula (10.5.11), one easily derives the following version of the Schwarz
lemma over a compact Riemann surface with boundary.
Corollary 10.5.4. Let L be as in Theorem 10.5.3. For any n ∈ N and any analytic section s
of L over V˚ of vanishing order vO(s) at O at least n, we have:
(10.5.19) ‖ηn(s)‖capM,O,L ≤ e
α(L)+nη‖s‖L2(µχ,L),
where the L2-norm ‖s‖L2(µχ,L) is defined by
‖s‖2
L2(µχ,L)
:=
∫
V˚
‖s‖2 µχ
and
α(L) :=
∫
V˚
(χ ◦ gV,O) c1(L).
Proof. When vO(s) > n, the jet jns vanishes and (10.5.11) is clear. When vO(s) = n, it follows
from the Poisson-Jensen formula (10.5.3), together with the following elementary estimates:
(10.5.20)
∫
V˚
log ‖s‖µχ ≤ log ‖s‖L2(µχ,L),
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(10.5.21)
∫
V˚
(χ ◦ gV,O) δdiv s−nO ≥ 0,
and
(10.5.22)
∫
V˚
gV,O µχ ≤ η.
Indeed (10.5.20) follows from Jensen’s inequality applied to the concave function log, since∫
V˚
µχ = 1. The lower bound (10.5.21) follows from the non-negativity of χ ◦ g. Finally, as the
support of χ′′ is contained in ]0, η[, the expression (10.5.9) for µχ shows that its support is contained
in g−1V,O([0, η]). As
∫
V˚
µχ = 1, this implies (10.5.22). The estimate (10.5.22) also follows from the
relation (10.5.12). 
For later reference, let us state a straightforward consequence of Corollary 10.5.4.
Scholium 10.5.5. Let V be a compact connected Riemann surface with (non-empty) boundary,
O a point in V˚ and ν a volume form on V .
1) Let E := (E, ‖.‖) be some Hermitian analytic vector bundle over V . For any η > 0, there
exists Cη in R+ such that the following condition holds: for any n ∈ N and any analytic section s of
E over V˚ of vanishing order at O at least n, the capacitary norm of its jet ηn(s) of order n at O
17
satisfies the upper bound
(10.5.23) ‖ηn(s)‖capM,O,E ≤ Cηe
nη‖s‖L2(ν,E),
where
‖s‖2
L2(ν,E)
:=
∫
V˚
‖s‖2 ν (∈ [0,+∞]).
2) Let L := (L, ‖.‖) be some Hermitian analytic vector bundle over V . For any η > 0, there
exists Cη in R+ such that the following condition holds: for any (D,n) ∈ N>0 ×N and any analytic
section s of L⊗D over V˚ of vanishing order at O at least n, the capacitary norm of its jet ηn(s) of
order n at O satisfies the upper-bound
(10.5.24) ‖ηn(s)‖cap
M,O,L
⊗D ≤ CD+1η enη‖s‖L2(ν,L⊗D).
Proof. Let us first establish 2).
For any η > 0, we may choose ρ such that Condition (10.5.6) is satisfied. Then Corollary 10.5.4,
applied to L
⊗D
instead of L, shows that, with eyh notation of 2), we have:
‖ηn(s)‖cap
M,O,L
⊗D ≤ CDη enη‖s‖L2(µχ,L⊗D),
where
Cη := e
α(L).
(Indeed, c1(L
⊗D
) = Dc1(L), and therefore α(L
⊗D
) = Dα(L).)
After possibly increasing Cη, we may also assume that µχ ≤ C2ην. Then
‖s‖
L2(µχ,L
⊗D
)
≤ Cη‖s‖L2(ν,L⊗D),
and (10.5.24) follows.
Assertion 1) when rkE = 1 follows from 2) with D = 1. One reduces to this situation, thanks
to the following observations:
17As observed at the end of 10.5.4, it may be seen as an element T∨⊗nO ⊗EO. The capacitary norm ‖.‖
cap
M,O,E
is
the norm deduced from the norm ‖.‖capM,O on TOM and ‖.‖ on LO by duality and tensor product.
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(1) the validity of 1) for some Hermitian analytic vector bundles E1, . . . , EN over V is equiv-
alent to its validity for the direct sum E1 ⊕ · · · ⊕ EN ;
(2) for any analytic vector bundle E over V and any two C∞ Hermitian metrics ‖.‖1 and ‖.‖2
on E, the validity of 1) for (E, ‖.‖1) and (E, ‖.‖2) are equivalent;
(3) any analytic vector bundle E over V may be trivialized, and is therefore isomorphic to a
direct sum L1 ⊕ · · · ⊕ LrkE of analytic line bundles over V .
(Assertions (1) and (2) are straightforward; (3) is a consequence of the Theorem of Behnke-Stein;
see for instance [GN76], Chapitre V, The´ore`me 3.) 
10.6. Smooth formal-analytic surfaces over SpecOK
10.6.1. Basic definitions. We shall define a smooth formal-analytic surface over SpecOK as
a pair
V˜ := (V̂ , (Vσ, Pσ, iσ)σ:K →֒C)
where:
• V˜ is a pointed smooth formal curve over SpecOK ; we shall denote by π : V˜ −→ SpecOK
its structural morphism, and by P the canonical section18 of π;
• for every field embedding σ : K →֒ C, Vσ is a compact connected Riemann surface with
non-empty boundary, Pσ is a point in its interior V˚σ, and iσ is an isomorphism
iσ : V̂σ ∼−→ V̂σ,Pσ
between the smooth formal germs of complex curves defined by the base change
V̂σ := V̂ ⊗OK,σ C
of V̂ from OK to C through the embedding σ : OK →֒ C and by the formal completion
V̂σ,Pσ of Vσ at the point Pσ.
These data are moreover assumed to be compatible with complex conjugation. Namely, we are
given a family (jσ)σ:K →֒C of antiholomorphic isomorphisms of Riemann surfaces with boundary
jσ : Vσ
∼−→ Vσ
such that
jσ = j
−1
σ ,
jσ(Pσ) = Pσ,
and the following diagram is commutative:
(10.6.1)
V̂σ := V̂ ⊗OK,σ C iσ−−−−→ V̂σ,Pσ
id⊗.
y yĵσ,Pσ
V̂σ := V̂ ⊗OK ,σ C iσ−−−−→ V̂σ,Pσ .
It is convenient to see the isomorphisms jσ as identifications Vσ ≃ V c.c.σ of the Riemann surfaces
Vσ with the complex conjugates of the Riemann surfaces Vσ , and to think of them as defining some
real structure on
VC :=
∐
σ:K →֒C
Vσ.
18If V̂red denotes |V̂| equipped with its structure of reduced scheme (or equivalently the subscheme of V̂ defined
by its largest Ideal of definition), the map π defines an isomorphism π
|V̂red
: V̂red
∼
−→ SpecOK , and P coincides with
the inverse of π
V̂red
.
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We shall define a vector bundle E˜ over the smooth formal-analytic surface V˜ as a pair
E˜ := (Ê , (Eσ, ϕσ)σ:K →֒C)
where:
• Ê is a vector bundle (that is, a locally free coherent sheaf) over V̂ ;
• for every field embedding σ : K →֒ C, Eσ is an analytic vector bundle over Vσ and ϕσ is an
isomorphism of formal vector bundles over V̂σ:
ϕσ : Êσ := Ê⊗ˆOK ,σC ∼−→ i∗σEσ|V̂σ,Pσ .
(Recall that we are given an isomorphism V̂σ
iσ
∼−→ V̂σ,Pσ .)
The family (Eσ, ϕσ)σ:K →֒C is moreover assumed to be compatible with complex conjugation.
Namely, we are given a family (Jσ)σ:K →֒C of isomorphisms
Jσ : Eσ ∼−→ Ec.c.σ
over Vσ ≃ V c.c.σ that satisfy the relations
Jσ = J
c.c.−1
σ
and make the diagram
(10.6.2)
Êσ := Ê ⊗OK ,σ C ϕσ−−−−→ i∗σV̂σ,Pσ
id⊗.
y yĴσ
Êσ := Ê ⊗OK ,σ C ϕσ−−−−→ i∗σV̂σ,Pσ .
commutative.
The family (Jσ) may be understood as defining some “real structure” on the C-analytic vector
bundle over VC, the restriction of which to Vσ is Eσ for any field embedding σ : K →֒ C. In practice,
the definition of the isomorphisms Jσ is often clear from the context and therefore not explicitly
given.
Finally, a Hermitian vector bundle E˜ over V˜ is defined as a pair
E˜ := (Ê , (Eσ, ϕσ, ‖.‖σ)σ:K →֒C)
where:
• E˜ := (Ê , (Eσ, ϕσ)σ:K →֒C) is a vector bundle over V˜, as above;
• (‖.‖σ)σ:K →֒C is a family of C∞ Hermitian metrics on the C∞ vector bundles Eσ|Vσ on the
C∞ manifolds with boundary Vσ, that is invariant under complex conjugation
19.
Then, for every σ : K →֒ C, the pair (Eσ, ‖.‖σ) is a Hermitian analytic vector bundle over Vσ in
the sense of 10.5.1.
10.6.2. The pro-Hermitian vector bundle ΓL2(V˜ , ν; Ê). Let us consider a smooth formal-
analytic surface over SpecOK
V˜ := (V̂ , (Vσ, Pσ, iσ)σ:K →֒C)
and some Hermitian vector bundle over V˜ ,
E˜ := (Ê , (Eσ, ϕσ)σ:K →֒C).
Let us moreover assume that, for every embedding σ : K →֒ C, the Riemann surface Vσ is con-
nected and its boundary ∂Vσ is non-empty.
19Namely, the isomorphisms Jσ are isometries when Eσ|Vσ and Eσ|Vσ
(which coincides with Ec.c.σ as C
∞ vector
bundle) are equipped with the C∞ metrics ‖.‖σ and ‖.‖σ .
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Finally, let ν be a C∞ volume form on VC, invariant under complex conjugation. For every
embedding σ : K →֒ C, we shall denote its restriction to Vσ by
νσ := ν|Vσ .
(The family (νσ)σ:K →֒C is invariant under complex conjugation; namely, for every field embedding
σ : K →֒ C, we have
(10.6.3) j∗σνσ = νσ.
Conversely, any family (νσ)σ:K →֒C satisfying the conditions (10.6.3) defines a volume form ν invariant
under conjugation on VC.)
We may consider the OK-module Γ(V̂ , Ê) of global sections of the locally free coherent sheaf Ê
on the formal scheme V̂ over OK . By construction, it is endowed with a structure of topological
module over OK (endowed with the discrete topology).
Indeed, by the very definition of V̂ as a pointed smooth formal curve over SpecOK , we have:
V̂ = Spf B
where B is some noetherian adic topological OK-algebra. Actually, as recalled in 10.4.2 (ii), if we
denote
N := Γ(SpecOK , NP V̂),
there exists an isomorphism of topological algebras
(10.6.4) B
∼−→ ŜymAN∨ ≃
∏
n∈N
N∨⊗An,
where ŜymAN
∨ is equipped with the I-adic topology associated to the ideal I := N∨.B. Moreover,
the vector bundle E over V̂ may be written (canonically) as the coherent sheaf M∆ over Spf B
associated to some finitely generated projective B-module M equipped with the I-adic topology.
The OK-module of sections Γ(V̂ , Ê) may be identified to M , and as such, is a topological OK-
module.
Observe that, as a topologicalOK -module,M is a direct summand of the topologicalOK-module
B⊕N for some N ∈ N. The isomorphism (10.6.4) shows that B is an object of CTCOK (see (4.2).
Consequently, the topological OK-module B⊕N and all its closed submodules also are objects of
CTCOK (cf. Proposition (4.2.3). This establishes:
Lemma 10.6.1. The topological OK-module Γ(V˜ , E˜) is an object of CTCOK . 
For any field embedding σ : K →֒ C, we may form the completed tensor product
Γ(V˜ , E˜)σ := Γ(V˜ , E˜)⊗ˆK,σC.
It may be identified with the space Γ(V̂σ, Êσ) of sections of the vector bundle Êσ over the smooth
formal germ of complex curve V̂σ deduced from Ê and V̂ by the base change σ.
Moreover the isomorphisms
iσ : V̂σ ∼−→ V̂σ,Oσ and ϕσ : Êσ ∼−→ i∗σEσ|V̂σ,Oσ
provide an identification
(10.6.5) Γ(V̂σ, Êσ) ≃ Γ(V̂σ,Pσ , Eσ)
compatible with the canonical topology of Fre´chet space on these two complex vector spaces (cf.
5.1.3 and 10.5.4 supra).
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Finally, we may consider the Hilbert space of analytic sections ΓL2(Vσ , νσ; Eσ, ‖.‖σ) of the Her-
mitian analytic vector bundle (Eσ, ‖.‖σ) on the Riemann surface V˚σ equipped with the volume form
νσ, and the evaluation maps:
ηˆσ : ΓL2(Vσ, νσ; Eσ, ‖.‖σ) −→ Γ(V̂σ,Pσ , Eσ)
s 7−→ s
|V̂σ,Pσ
.
According to Proposition 10.5.1, these maps are injective, and continuous with dense image.
Moreover the construction of the maps ηˆσ is clearly compatible with the complex conjugation iso-
morphisms jσ : Vσ
∼−→ V c.c.σ .
Together with Lemma 10.6.1, this proves:
Proposition 10.6.2. The pair
ΓL2(V˜ , ν; Ê) := (Γ(V˜ , E˜), (ΓL2(Vσ , νσ; Eσ, ‖.‖σ), ηˆσ)σ:K →֒C)
defines a pro-Hermitian vector bundle over SpecOK . 
As every compact surface with boundary Vσ is compact, any two volume forms (resp., any two
Hermitian metric over Eσ) over Vσ are comparable. This implies that the Hilbertisable pro-vector
bundle over SpecOK defined by ΓL2(V˜ , ν; Ê) is independent of the choice of the volume form ν and
of the Hermitian metrics (‖.‖σ)σ:K →֒C on the complex vector bundles (Eσ)σ:K →֒C. We will denote it
by ΓL2(V˜ ; E˜).
With the above notation, the ideal I is the largest ideal of definition of the adic algebra B,
since B/I ≃ OK is reduced. The corresponding coherent Ideal I := I∆ of OV̂ is its largest Ideal of
definition, and the corresponding reduced subscheme V̂red is the image of the closed immersion P .
We shall often denote it by P .
If Pi denotes the i-th infinitesimal neighborhood of P in V̂ — namely the OK-subscheme of V̂
defined by the Ideal Ii+1 — we may describe V̂ as the inductive limit (in the category of formal
schemes)
(10.6.6) V̂ = lim−→
i
Pi
of the inductive system of schemes finite and flat over SpecOK :
P0 := P −֒→P1 −֒→ . . . −֒→Pi −֒→Pi+1 −֒→ . . . .
Actualy, when we identify B with ŜymOKN
∨, the OK-schemes Pi becomes naturally isomorphic
to
Spec(ŜymOK )N
∨/Ii+1 = Spec(SymOKN
∨)/Ii+1,
and we have an isomorphism of OK-modules:
(SymOKN
∨)/Ii+1 ≃
i⊕
k=0
N∨⊗k.
The pro-Hermitian vector bundle ΓL2(V˜ , ν; Ê) over SpecOK admits a natural description as a
projective of (finite rank) of some projective system Ê• of Hermitian vector bundles that reflects the
description of V̂ as the inductive limit (10.6.6).
Indeed, for every i ∈ N, we have an exact sequence of OK-modules
0 −→ Uk := Γ(V̂ , Ii+1)−֒→Γ(V̂ , Ê) ηi−→ Γ(Vi, Ê|Vi) −→ 0.
Each module Ui is open in Γ(V̂, Ê), and the sequence (Ui)i∈Nis non-decreasing and constitutes
a fundamental system of neighborhood of zero in Γ(V̂ , Ê). Therefore we may apply the general
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construction of a pro-Hermitian vector bundle as a projective limit of Hermitian vector bundles
discussed in paragraph 5.3.2.
We obtain that Ê := ΓL2(V˜ , ν; Ê)r may be identified with the projective limit lim←−i Ei, where the
projective system
E• : E0
q0←− E1 q1←− · · · qi−1←− Ei qi←− Ei+1 qi+1←− . . .
is defined by the Hermitian vector bundles Ei := EUi over SpecOK and the surjective admissible
quotient morphisms qi := EUi+1 −→ EUi .
In concrete terms, we have canonical isomorphisms
Ei := Ê/Ui = Γ((V̂ , Ê)/Γ(V̂ , Ii+1) ∼−→ Γ(Vi, Ê|Vi)
and, for every embedding σ : K →֒ C,
Ei,σ
∼−→ Γ(Vi, Ê|Vi)σ ∼−→ Γ(Vi,σ, Ê|Vi,σ) ∼−→ Eσ|Pσi .
(We denote by Pσi the i-th infinitesimal neigborhood of Pσ in Vσ . The last isomorphism is induced
by the isomrophisms iσ and ϕσ.)
Accordingly, Ei may be identified with
(Γ(Vi, Ê|Vi), (‖.‖i,σ)σ:K →֒C),
where ‖.‖i,σ is the Hermitian norm on Γ(Vσ,Pσ , Eσ) which makes the jet map
ηi,σ : ΓL2(V˚σ , νσ; Eσ, ‖.‖σ) −→ Eσ|Pσi
a co-isometry20 when ΓL2(V˚σ, νσ; Eσ, ‖.‖σ) is equipped with its L2-norm ‖.‖L2(νσ ;Eσ,‖.‖σ).
10.6.3. Morphisms from a smooth formal-analytic surface to some OK-scheme. Let
X be a separated scheme of finite type over SpecOK . For any V˜ := (V̂ , (Vσ , Pσ, iσ)σ:K →֒C) as above,
we define a OK-morphism from V˜ to X
f : V˜ −→ X
as a pair
f := (fˆ , (fσ)σ:K →֒C),
where
fˆ : V̂ −→ X
is a morphism of formal schemes overs OK , and where, for every embedding σ : K →֒ C,
fσ : V
+
σ −→ Xσ(C)
is a C-analytic morphism, or equivalently, a map of C-locally ringed spaces from (Vσ,Oan|Vσ ) to the
C-scheme Xσ.
These maps are moreover assumed to satisfy the following compatibility conditions: for every
embedding σ : K →֒ C, the diagram of ringed spaces
(10.6.7)
V̂σ fˆσ−−−−→ Xσ
iσ
y≃ y=
V̂σ,Pσ
κσ−֒→ Vσ fσ−−−−→ Xσ
is commutative. This implies that the family (fσ)σ:K →֒C is compatible with complex conjugation.
Observe that, for any vector bundle E over X , we may define the inverse image E by f as the
following vector bundle over V˜:
f∗E := (fˆ∗E , (fσ, EXσ)σ:K →֒C),
20In other words, ‖.‖i,σ is the quotient norm of ‖.‖L2(νσ;Eσ ,‖.‖σ) via the continuous surjective map ηi,σ .
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where the isomorphism ϕσ is deduced form the base change isomorphism
21
fˆ∗σE ⊗OK,σ C ∼−→ f̂σ
∗Eσ
and the equality of morphisms
fˆσ = fσ ◦ κσ ◦ iσ : V̂σ,Pσ −→ Xσ.
Namely, it is defined as the composition:
ϕσ : (fˆ
∗E)σ = fˆ∗σE ⊗OK,σ C ≃ f̂σ
∗Eσ ≃ i∗σκ∗σf∗σEσ = i∗σ(f∗σEσ)|V̂σ,Pσ .
Observe also that, if XK is reduced and if E := (E , ‖.‖) is some Hermitian vector bundle over X ,
defined by some vector bundle E on X and some C∞ metric ‖.‖ on EanC over X (C) =
∐
σ:K →֒C Xσ(C)
(invariant under complex conjugation), then, for every embedding σ : K →֒ C, we may equip the
analytic vector bundle f∗σEσ over Vσ with the pull-back of the Hermitian metric ‖.‖ on Xσ(C) by
fσ. The vector bundle f
∗E , endowed with these Hermitian metrics, defines some Hermitian vector
bundle f∗E over V˜, the inverse image of E by f .
10.6.4. Schematic image and algebraicity. In paragraph 10.2.4, we considered the Zariski
closure im f of the image of a morphism f : V̂ −→ X from a formal surface V̂ over some field k to
some quasi-projective k-scheme X . The dimension bound
dim im f ≤ 2
provided a formal definition of the algebraicity of the image of f .
It is possible to formulate a similar algebraicity property concerning a morphism
f : V˜ −→ X
from a formal-analytic surface V˜ to some OK-scheme as above.
Actually, with the notation of the previous subsection 10.6.3, to each of the morphisms of locally
ringed spaces fˆ : V̂ −→ X , fˆK : V̂K −→ XK , fˆσ : V̂σ −→ Xσ, and fσ : Vσ −→ Xσ, we may attach
the Zariski closure of its image im fˆ , im fˆK , im fˆσ, and im fσ, namely the smallest closed subscheme
of the range of the morphism such that it factorizes through this closed subscheme.
The formation of the Zariski closure of the image of these morphisms is compatible with the
replacement of their range scheme by some open subscheme through which the morphism factorizes
(as in 10.2.4, Property (i) and (10.2.14)). Moreover, each of these Zariski closures is an integral
scheme. For instance, we have:
Lemma 10.6.3. If U is some open subscheme of X such that fˆ factorizes through the inclusion
U →֒ X — in other words, if the image of the continuous map of topological spaces from |V̂ | = P to
|X | defined by fˆ is contained in |U | — and if fˆU denotes fˆ seen as a morphism from V̂ to U , then
we have:
im fˆU = im fˆ ∩ U.

Actually, im fˆ contains the OK-point fˆ ◦ P of X and im fˆσ the associated K-rational point of
XK . This implies that the integral scheme im fˆ is flat over SpecOK and that im fˆK is geometrically
integral over K.
21We denote by fˆσ : V̂σ −→ Xσ the morphism deduced from fˆ : V̂ −→ X by the base change σ : OK −֒→C.
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Proposition 10.6.4. We the above notation, we have:
(10.6.8) im fˆK =
(
im fˆ
)
K
,
(10.6.9) im fˆσ =
(
im fˆK
)
σ
,
and
(10.6.10) im fσ = im fˆσ.
Proof. By the compatibility of the formation of the Zariski closure of the image of a morphism
with the “shrinking” of the range scheme alluded to above, we may assume that X is a closed
subscheme of PNOK .
Then the graded ideal in
OK [X0, · · · , XN ] ≃
⊕
D∈N
Γ(PNOK ,O(D))
that defines im fˆ is the direct sum
⊕
D∈N ker ηˆD where ηˆD denotes the evaluation map:
ηˆD : Γ(P
N
OK
,O(D)) −→ Γ(V̂ , fˆ∗O(D))
s 7−→ fˆ∗s.
Similarly, im fˆK is defined by the graded ideal
⊕
D∈N ker ηˆD,K in K[X0, . . . , XN ] defined by the
evaluation maps
ηˆD,K : Γ(P
N
K ,O(D)) −→ Γ(V̂K , fˆ∗O(D))
s 7−→ fˆ∗Ks.
Since ηˆD,K is deduced from ηˆD by the base change SpecK →֒ SpecOK and V̂ is flat over SpecOK ,
we have:
ker ηˆD = ηˆD,K ∩ Γ(PNOK ,O(D)) for every D ∈ N.
This establishes (10.6.8).
The Zariski closure im fˆσ is defined by the graded ideal
⊕
D∈N ker ηˆD,σ in C[X0, . . . , XN ] defined
by the evaluation maps
ηˆD,σ : Γ(P
N
C ,O(D)) −→ Γ(V̂σ, fˆ∗σO(D))
s 7−→ fˆ∗σs.
The morphism ηˆD,σ may be identified with the morphism deduced from ηˆD,K by the field extension
σ : K −֒→C, and (10.6.9) follows.
Finally im fσ is defined by the graded ideal
⊕
D∈N ker ηˆ
an
D,σ in C[X0, . . . , XN ] defined by the
evaluation maps
ηˆanD,σ : Γ(P
N
C ,O(D)) −→ Γ(Vσ, f∗σO(D))
s 7−→ f∗σs.
As the Riemann surface Vσ is connected, by analytic continuation, we have:
ker ηˆanD,σ = ker ηˆD,σ for every D ∈ N.
This establishes (10.6.10). 
Corollary 10.6.5. The following four conditions are equivalent:
(10.6.11) dim im fˆ ≤ 2,
(10.6.12) dim im fˆK ≤ 1,
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(10.6.13) dim im fˆσ ≤ 1,
and
(10.6.14) dim im fσ ≤ 1.

When Conditions (10.6.11)-(10.6.14) are satisfied, we shall say that the image of f is algebraic.
Actually, when this holds, either the morphism fˆ : V̂ −→ X is constant (that is, factorizes
through the structural morphism π : V̂ −→ SpecOK) and the morphisms fσ also for every embedding
σ : K →֒ C, or the equality holds in the relations (10.6.11)-(10.6.14).
When the latter holds, we may consider the normalization ν : C −→ im fˆK of the projective curve
im fˆK . Then, by the compatibility of normalization and completion, the morphism fˆK factorizes as
fˆK = ν ◦ gˆ for some uniquely determined K-morphism gˆ : V̂K −→ C. The image Q := gˆ(PK) of the
K-point PK = (V̂K)red defines a K-rational point of the smooth integral curve C, and gˆ defines a
finite morphism of smooth pointed curves over K: gˆ : V̂K −→ ĈQ.
In brief, fˆK may be written as the composition of the (ramified) morphism of smooth formal
germs of curves over K,
gˆ : V̂K −→ ĈQ,
and of the finite morphism of K-schemes
ν : C −→ XK .
On may actually show that, for every embedding σ : K →֒ C, the morphism of complex formal germs
gˆσ : V̂σ −→ ĈQ,σ
“extends” to some analytic map
gσ : V
+
σ −→ Xσ(C)
and that
fσ = νσ ◦ gσ.
We leave this to the interested reader.
10.7. Arithmetic pseudo-concavity and finiteness
10.7.1. Let V˜ := (V̂ , (Vσ, Pσ, iσ)σ:K →֒C) be some smooth formal-analytic surface over SpecOK .
As before, we shall denote by π the structural morphism of V̂ , and by P the canonical section of π.
The normal bundle NP V̂ of P in the smooth formal surface V̂ is a line bundle over SpecOK .
For any field embedding σ : K →֒ C, the complex line NP V̂ may be identified with the tangent line
TOσ at the point Oσ of the Riemann surface Vσ, and may therefore be equipped with the capacitary
metric ‖.‖capVσ,Pσ .
This construction defines some Hermitian line bundle over SpecOK :
NP V˜ := (NP V̂, (‖.‖capVσ,Pσ )σ:K →֒C).
Theorem 10.7.1. Let us keep the above notation, and let us assume that
(10.7.1) d̂egNP V˜ > 0.
Then, for any vector bundle E˜ over V˜, the Hilbertisable pro-vector bundle ΓL2(V˜ ; E˜) is θ-finite.
Moreover, for any Hermitian line bundle L̂ over V˜ and any conjugation invariant volume form
on VC, when the integer D goes to infinity, we have:
(10.7.2) h0θ(ΓL2(V˜ , ν; L̂⊗D)) = O(D2).
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Condition (10.7.1) is an arithmetic avatar of the pseudo-concavity condition (10.2.8) considered
in the geometric framework of smooth formal surfaces over a field in paragraph 10.2.4, and Theorem
10.7.1 is an arithmetic counterpart of Proposition 10.2.7. The basic properties of the θ-invariant h0θ
developed in Chapters 6 and 7, together with the Schwarz Lemma on compact Riemann surfaces
with boundary established in Section 10.5.5 will allows us to give a proof of this Theorem formally
similar to the one of Proposition 10.2.7.
10.7.2. We shall also rely on some elementary properties of the θ-invariants of (finite rank)
Hermitian vector bundles which we now recall in a form suitable for the proof of Theorem 10.7.1.
From Proposition 2.7.3, it follows that the theta-invariant h0θ(L) of some Hermitian line bundle
L over SpecOK admits the following upper bound in terms of its Arakelov degree:
(10.7.3) h0θ(L) ≤ χ( d̂egL),
where
χ(x) := 1 + x if x ≥ 0,
:= expx if x ≤ 0.
Actually h0θ(L) satisfies much stronger estimates when d̂egL < 0. A technical advantage of the
above choice for χ is that it is a convex function. As a consequence, for any x ∈ R and any a ∈ R∗+,
we have:
(10.7.4) χ(x) ≤ 1
a
∫ x+a/2
x−a/2
χ(t) dt.
Let E be some Hermitian vector bundle over SpecOK , of rank N , and let ξ := (ξ1, . . . , ξN ) be
some N -tuple of elements of E∨ that constitutes a K-basis of E∨K . The morphism
ξ : E −→ OK⊕N
is injective and defines an element of Hom≤λOK (E,O
⊕N
SpecOK ) provided
λ ≥M := max
σ:K →֒C
(
n∑
i=1
‖ξi‖E∨,σ
)
.
Therefore, for any Hermitian line bundle L over SpecOK , the tensor product IdL ⊗ ξ defines an
injective morphism in Hom≤1OK (L⊗E,L⊗OSpecOK (logM)⊕N ). Together with the monotonicity of
h0θ and (10.7.3), this implies the following upper-bound:
(10.7.5) h0θ(L⊗ E) ≤ rkE.h0θ(L⊗OSpecOK (logM)) ≤ rkE.χ( d̂egL+ logM).
10.7.3. Proof of Theorem 10.7.1-I. Let us consider some Hermitian vector bundle over V˜ ,
E˜ := (Ê , (Eσ, ϕσ, ‖.‖σ)σ:K →֒C),
and let ν be some volume form on VC invariant under complex conjugation.
As explained at the end of Section 10.6.2, we may describe the pro-Hermitian vector bundle
Ê := ΓL2(V˜ , ν; Ê)
as the projective limit lim←−iEi of the system of admissible surjective morphisms
E• : E0
q0←− E1 q1←− · · · qi−1←− Ei qi←− Ei+1 qi+1←− . . .
where
Ei := (Γ(Pi, Ê|Pi), (‖.‖i,σ)σ:K →֒C),
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and the Hermitian norm ‖.‖i,σ is defined has the quotient of the L2-norm on ΓL2(Vσ, νσ; Eσ, ‖.‖σ)
by the i-th jet map
ηi,σ : ΓL2(Vσ, νσ; Eσ, ‖.‖σ) −→ Eσ|Pσi .
The morphisms qi are the obvious restriction morphisms, induced by the inclusion Pi −֒→Pi+1.
As in Section 7.1, for every i ∈ N, we may consider the consider the Hermitian vector bundle
over SpecOK :
ker qi := (ker qi, (‖.‖i,σ)σ:K →֒C).
Recall that, if I denotes the Ideal of P in OV̂ , there exists canonical isomorphisms of OV̂ -
Modules:
(10.7.6) OPi ∼−→ OV̂/Ii+1 for every i ∈ N
and
(10.7.7) Ii/Ii+1 ∼−→ (NP V̂)∨⊗i.
(Indeed, (10.7.6) holds by the very definition of Pi; (10.7.7) holds because of the smoothness as-
sumption on V̂ , and shows that the quotient Ii/Ii+1 is supported by P .) From these isomorphisms,
we deduce short exact sequences of OV̂ -modules
0 −→ Ii/Ii+1 −→ OPi −→ OPi−1 −→ 0,
and, after taking tensor products with Ê and spaces of global sections, short exact sequences of
OK-modules:
0 −→ Γ(SpecOK , (NP V̂)∨⊗i ⊗ P∗Ê)−֒→Γ(Pi, Ê|Pi)
qi−1−→ Γ(Pi, Ê|Pi−1) −→ 0.
This shows that, for every i ≥ 1, the OK-module ker qi−1 may be identified with (the global sections
of) (NP V̂∨)⊗i ⊗ P∗Ê .
Observe that, for every σ : K →֒ C, the complex vector space
(P∗E)σ ≃ Eσ,Pσ
is endowed with the Hermitian norm ‖.‖σ,Pσ , restriction over Pσ of the Hermitian metric ‖.‖σ over
Eσ. We shall denote by P∗E the Hermitian vector bundle (P∗E , (‖.‖σ,Pσ)σ:K →֒C) over SpecOK .
Then (NP V̂)∨⊗i ⊗ P∗Ê appears as the underlying OK -module of the Hermitian vector bundle
(NP V̂)∨⊗i ⊗ P∗E . We shall denote by ‖.‖capi,σ the corresponding metric on
[(NP V̂)∨⊗i ⊗ P∗Ê ]σ ≃ (TPσVσ)∨⊗i ⊗ Eσ,Pσ .
By construction, it is the metric deduced from the metrics ‖.‖capVσ,Pσ on TPσVσ and ‖.‖σ on Eσ by
duality and tensor product.
Under the identification
ker qi−1 ≃ (NP V̂∨)⊗i ⊗ P∗Ê ,
the Hermitian structures on ker qi−1 and on (NP V̂)∨⊗i ⊗ P∗E do not coincide in general. Indeed,
the Hermitian norms ‖.‖i,σ on ker qi−1 are defined as quotients of L2-norms, while the Hermitians
norms ‖.‖capi,σ on (NP V̂)∨⊗i ⊗ P∗E are defined in terms of capacitary metrics.
However, in paragraph 10.5.5, we have established a version of Schwarz Lemma on compact
Riemann surfaces with boundary that allows one to compare these norms. Indeed, as a reformulation
of the estimates (10.5.23) in Scholium 10.5.5 applied to the compact connected Riemann surfaces
with boundary (Vσ)σ:K →֒C, we obtain the following comparison estimates:
Lemma 10.7.2. For any η > 0, there exists Cη ∈ R+ such that, for any field embedding
σ : K →֒ C and any i ∈ N:
(10.7.8) ‖.‖capi,σ ≤ Cηeηi‖.‖i,σ.
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
From the estimates (10.7.8) and the monotonicity of h0θ (Proposition 2.3.2, 1)), we derive that,
for any integer i ≥ 1,
(10.7.9) h0θ(ker qi−1) ≤ h0θ((NP V̂)∨⊗i ⊗ P∗E ⊗ O(η i+ logCη)).
Moreover, the upper-bound (10.7.5) on the θ-invariant of the tensor product of some fixed
Hermitian vector bundle and some Hermitian line bundle shows the existence of some M > 0,
depending only on P∗E , such that
h0θ((NP V̂)∨⊗i ⊗ P∗E ⊗ O(ηi + logCη)) ≤ rk E .χ(−i d̂egNP V̂ + [K : Q](η i+ logCη) + logM).
When the arithmetic ampleness condition (10.7.1) is satisfied, we may choose η in the interval
]0, [K : Q]−1 d̂egNP V̂ [. Then
a := d̂egNP V̂ − [K : Q]η
is positive, and, if we let:
b := [K : Q] logCη + logM,
the previous estimates imply that, for every integer i ≥ 1,
h0θ(ker qi−1) ≤ rk E χ(−ai+ b).
Finally, we obtain:
+∞∑
n=0
h0θ(ker qn) ≤ rk E
∞∑
i=1
χ(−ai+ b) < +∞.
This shows that the projective system E• is summable.
More generally, the estimates (10.7.8) show that, for any δ ∈ R,
(10.7.10) h0θ(ker qi−1 ⊗O(δ)) ≤ h0θ((NP V̂)∨⊗i ⊗ P∗E ⊗ O(η i+ logCη + δ)).
Replacing (10.7.9) by this “twisted version”, we now obtain that
h0θ(ker qi−1 ⊗O(δ)) ≤ rk E χ(−ai+ b+ [K : Q]δ),
and consequently,
+∞∑
n=0
h0θ(ker qn ⊗O(δ)) < +∞.
This establishes that E• ⊗ O(δ) is summable for every δ ∈ R, and finally that ΓL2(V˜ , ν; Ê) ≃
lim←−i Ei is θ-summable.
10.7.4. Proof of Theorem 10.7.1-II. Let us know consider some Hermitian line bundle L˜
over V˜. For any D ∈ N, we may apply the previous construction to E˜ := L˜
⊗D
. In this way, we get
the upper bound:
(10.7.11)
h0θ(ΓL2(V˜ , ν; Ê)) ≤ h0θ(E0) +
+∞∑
n=0
h0θ(ker qn) =
+∞∑
i=0
h0θ((NP V̂∨)⊗i ⊗ P∗L̂⊗D, (‖.‖D,i,σ)σ:K →֒C),
where ‖.‖D,i,σ denotes the metric on
[(NP V̂∨)⊗i ⊗ P∗L̂⊗D]σ ≃ (TPσVσ)∨⊗i ⊗ L⊗Dσ,Pσ
deduced (by “subquotient” as above) from the L2-norm on ΓL2(Vσ, νσ;L⊗Dσ , ‖.‖σ).
By using the estimates (10.5.24) in Scholium 10.5.5, we now obtain the following variant of
Lemma 10.7.2:
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Lemma 10.7.3. For any η > 0, there exists Cη ∈ R+ such that, for any field embedding
σ : K →֒ C and any (D, i) ∈ N>0 × N:
(10.7.12) ‖.‖capi,σ ≤ CD+1η eηi‖.‖i,σ.

The estimates (10.7.12) and the monotonicity of h0θnow imply that, for any i ∈ N,
(10.7.13) h0θ((NP V̂∨)⊗i ⊗ P∗L̂⊗D, (‖.‖D,i,σ)σ:K →֒C)
≤ h0θ((NP V̂)∨⊗i ⊗ P∗L
⊗D ⊗O(η i+ (D + 1) logCη)).
Besides, the upper-bound (10.7.3) on the θ-invariant of an Hermitian line bundle in terms of its
Arakelov degree show that
(10.7.14) h0θ((NP V̂)∨⊗i ⊗ P∗L
⊗D ⊗O(η i+ (D + 1) logCη))
≤ χ(−i d̂egNP V̂ +D d̂egP∗L+ [K : Q](η i+ (D + 1) logCη)).
When the arithmetic ampleness condition (10.7.1) is satisfied and η belongs to the interval
]0, [K : Q]−1 d̂egNP V̂ [, we obtain from (10.7.13) and (10.7.14):
(10.7.15) h0θ((NP V̂∨)⊗i ⊗ P∗L̂⊗D, (‖.‖D,i,σ)σ:K →֒C) ≤ χ(−ai+ a′D + b),
where
a := d̂egNP V̂ − [K : Q]η > 0,
a′ := d̂egP∗L+ [K : Q] logCη,
and
b := [K : Q] logCη.
The asymptotic bound (10.7.2)
h0θ(ΓL2(V˜ , ν; L̂⊗D)) = O(D2)
now follows from (10.7.11) and (10.7.15), combined with the following elementary lemma:
Lemma 10.7.4. For any (a, a′, b) ∈ R∗+×R2 and any D ∈ N, the series
∑
n∈N χ(−an+ a′D+ b)
is convergent. Moreover, when D goes to +∞,∑
n∈N
χ(−an+ a′D + b) = O(D2).
Proof. According to the convexity estimate (10.7.4), we have:
(10.7.16)
∑
n∈N
χ(−an+ a′D + b) ≤ 1
a
∫ a/2+a′D+b
−∞
χ(t) dt.
This establishes the convergence of the series. Moreover, when a′ ≤ 0, the right-hand side of (10.7.16)
stays bounded when D goes to +∞. When a′ > 0, it is bounded from above by
1
a
+
1
a
∫ a/2+a′D+b
0
(1 + t) dt =
a′2
2a
D2 +O(D).

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10.8. Arithmetic pseudo-concavity and algebraization
10.8.1. A Diophantine algebraization theorem. We may now establish the Diophantine
algebraization theorem that constitutes the main result of this chapter. It may be seen as some
Diophantine counterpart of the algebraization theorem concerning “pseudo-concave” formal surfaces
discussed in paragraph 10.2.4 (cf. Theorem 10.2.8).
Indeed, as explained in paragraph 10.1.3, its proof will be similat to the one of Theorem 10.2.8: it
will combine the upper-bound for the theta-invariants of pro-Hermitian vector bundles of sections of
line bundles over a formal-analytic surface (Theorem 10.7.1) and the lower-bound for the θ-invariants
of Hermitian vector bundles of arithmetically ample Hermitian line bundles on projective schemes
over SpecOK (Theorem 10.3.2 and Corollary 10.3.3).
Theorem 10.8.1. Let V˜ := (V̂ , (Vσ, Oσ, iσ)σ:K →֒C) be some smooth formal-analytic surface over
SpecOK as above.
When the “arithmetic pseudo-concavity” condition (10.7.1)
d̂egNP V˜ > 0.
is satisfied, for any OK -morphism
f := (fˆ , (fσ)σ:K →֒C) : V˜ −→ X
with range some quasi-projective OK-scheme X , the image of f is algebraic.
Recall that the meaning of the algebraicity of the image of f has been discussed in paragraph
10.6.4.
Proof of Theorem 10.8.1. We have to show that the closed integral subscheme im fˆ satisfies
(10.8.1) dim im fˆ ≤ 2.
With no restriction of generality, we may assume that X is projective (this follows from Lemma
10.6.3), and moreover, by replacing X by im f , that
(10.8.2) X = im fˆ .
In particular, X is an integral projective scheme over SpecOK ; it is clearly flat over SpecOK
(indeed, it contains the OK-point fˆ(P)). Let
d := dimX = dim im fˆ .
Let us apply Corollary 10.3.3 to X . We shall keep the notations of this corollary, and denote by
L and by (ED, iD)D∈N a Hermitian line bundle over X and a sequence of Hermitian vector bundles
over SpecOK and of injections
iD : ED −֒→π∗L⊗D
satisfying the conclusions (10.3.8) and (10.3.9) of Corollary 10.3.3. Notably, there exists c > 0 such
that, for any large enough integer D,
(10.8.3) h0θ(ED) ≥ c.DdimX .
Besides, let us choose a family
ν := (νσ)σ:K →֒C
of positive C∞ volume forms on the Riemann surfaces Vσ that is invariant under complex conjugation
and satisfies the normalization conditions
(10.8.4)
∫
Vσ
νσ = 1 for every embedding σ : K →֒ C.
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For any D ∈ N, we may consider the proHermitian vector bundle over SpecOK
ΓL2(V˜ , ν; f∗L⊗D) := (Γ(V̂ , fˆ∗L⊗D), (ΓL2(Vσ, νσ;Lσ)σ:K →֒C)).
According to Theorem 10.7.1, the “arithmetic pseudo-concavity” of V˜ implies that the pro-
Hermitian vector bundle ΓL2(V˜ , ν; f∗L⊗D) is θ-finite and that, when D goes to infinity,
(10.8.5) h0θ(ΓL2(V˜ , ν; f∗L⊗D)) = O(D2).
Besides, we may consider the pull-back maps
ϕˆD : Γ(X ,L⊗D) −→ Γ(V̂ , fˆ∗L⊗D)
s 7−→ fˆ∗s.
For any D ∈ N and any s ∈ Γ(X ,L⊗D) \ {0}, the morphism fˆ does not factorizes through the
inclusion div s →֒ X (by (10.8.2). This shows that the maps ϕˆD are injective.
We may also consider the maps
ϕD,σ : Γ(Xσ,L⊗Dσ ) −→ ΓL2(Vσ , f∗σL⊗Dσ )
s 7−→ f∗σs.
Clearly, they satisfy:
(10.8.6) ‖ϕD,σs‖L2(Vσ ,νσ) ≤ ‖ϕD,σs‖L∞(Vσ) ≤ ‖s‖L∞(Xσ).
(The first inequality holds because of the normalization conditions (10.8.4).)
Moreover the maps ϕˆD and ϕD,σ are compatible — the base change
ϕˆD,σ : Γ(X ,L⊗D)σ −→ Γ(V̂ , fˆ∗L⊗D)σ
may be identified with the composition of ϕD,σ and of the restriction map
ΓL2(Vσ, f
∗
σL⊗Dσ ) −→ (f∗σL⊗Dσ )|V̂σ,Pσ
— and therefore define a morphism of Hilbertisable vector bundles
ϕD : π∗L⊗D −→ ΓL2(V˜ , f∗L⊗D).
The norm estimates (10.8.6) and (10.3.8) show that the composite morphism
ϕD ◦ iD : ED −→ ΓL2(V˜ , ν; f∗L⊗D)
belongs to Hom≤1OK (ED,ΓL2(V˜ , ν; f∗L
⊗D
)). Moreover, like ϕˆD, the composite map ϕˆD ◦ iD is injec-
tive. Consequently, we obtain:
(10.8.7) h0θ(ED) ≤ h0θ(ΓL2(V˜ , ν; f∗L
⊗D
))
(cf. Proposition 6.3.5).
From (10.8.3), (10.8.5), and (10.8.7), we derive the requested inequality
dimX ≤ 2
by letting D go to infinity. 
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10.8.2. Proof of Theorem 10.1.2. .
Let us now explain how, from Theorem 10.8.1, one simply derives the “naive” algebraicity
criterion stated at the beginning of this chapter as Theorem 10.1.2.
Let us go back to the notation of this theorem, introduced in paragraph 10.1.2, and let us choose
some imaginary quadratic field K. We shall denote by {σ0, σ0} the field embeddings of K in C.
From the data of ϕ ∈ Z[[X ]]N , of the pointed Riemann surface with boundary V , and of the
map j : V −→ PN (C), we may construct a smooth formal-analytic surface V˜ over SpecOK by letting
V̂ := Spf OK [[X ]],
Vσ0 := V and Vσ0 := V
c.c.,
and
iσ0 := γ̂O
−1
: V̂σ0 ≃ Spf C[[T ]] ∼−→ V̂O and iσ0 := γ̂O
−1
: V̂σ0 ≃ Spf C[[T ]] ∼−→ V̂ c.c.O .
Then one defines a morphism
f := (fˆ , (fσ0 , fσ0) : V˜ −→ PNOK
by
fˆ := ϕ, fσ0 := γ, and fσ0 := γ.
By the very definition of the Arakelov degree, we have
d̂egNP V˜ = −2 log ‖Dγ(O)−1ϕ′(0)‖capV,O.
This is positive precisely when the condition (10.1.5) in Theorem 10.1.2 is satisfied. According to
Theorem 10.8.1, this condition implies the algebraicity of the image of f . In particular Y := im fˆK
is a closed integral scheme of dimension 1 in PNK such that
(10.8.8) CˆK ⊂ YˆP and γ(V ) ⊂ Yσ0(C).
The fact that the series ϕ1, . . . , ϕN that define fˆ belongs to Q[[X ]] implies, by a straightforward
descent argument, that Y may be written XK for some closed integral curve X in P
N
Q . From (10.8.8),
it follows that the curves X satisfies the conclusion (10.1.6) of Theorem 10.1.2, namely:
CˆQ ⊂ X̂P and γ(V ) ⊂ X(C).
10.8.3. Borel’s rationality criterion. As a first application of Theorem 10.8.1, let us explain
how one may derive Borel’s rationality criterion (Theorem 10.1.1, supra) from its naive variant
Theorem 10.1.2.
We shall actually establish Borel’s criterion in the following more general form:
Theorem 10.8.2. Let f be some formal series in Z[[X ]].
If the complex radius of convergence of f is positive, and if f extends, as a C-analytic function,
to D˚(0, R) \ F for some R ∈]1,+∞[ and some finite subset F of D˚(0, R) \ {0}, then f is Taylor
expansion at 0 of some rational function in Q(X).
Theorem 10.1.1 is the special case of Theorem 10.8.2 where the singularities F of f are assumed
to be (at worst) poles. Theorem 10.8.2 is actually a consequence of the main result of Po´lya [Po´l28]
(see notably Section 11).
Let us start with some simple observation.
Lemma 10.8.3. Theorem 10.8.2 holds when f satisfies the additional assumption that the f has
a pole at each point of F and when F is contained in the algebraic closure Q of Q in C.
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Proof. When this additional assumption holds, we may find some non-zero polynomial P ∈
Z[X ] which admits every point of F as a zero.
Then, if N denotes the maximum order of the poles of f in the closed unit disk D(0; 1), the
product PNf is a formal series
∑
n∈N anX
n in Z[[X ]] that is the expansion of some holomorphic
function on some open disk D˚(0, R′) of radius R′ > 1. This implies that
∑
n∈N |an| < +∞, and
therefore, as the a′ns are integers, that an vanishes for n large enough.
This shows that PNf is a polynomial Q in Z[X ], and finally that f = Q/PN belongs to
Q(X). 
Let us now consider f as in the statement of Theorem 10.8.2, and let us choose R′ ∈]1, R[ such
that F ⊂ D˚(0, R′).
According 10.5.3, Example (iii), for any ε > 0 small enough,
Vε := D(0, R
′) \
⋃
a∈F
D˚(a; ε)
is a compact Riemann surface with boundary, containing 0 in its interior, such that
(10.8.9) ‖∂/∂z‖capVε,0 < 1.
By construction, f defines an analytic function — that we shall denote by fan — on some open
neighborhood of Vε in C.
We may apply Theorem 10.1.2 to the following data:
V := Vε and O := 0,
ϕ := (X, f) ∈ Z[[X ]]2,
and
γ : V −→ C2 defined by γ(z) := (z, fan(z)).
The condition (10.1.4)
γˆO : V̂0
∼−→ CˆC
is clearly satisfied. Moreover
ϕ′(0) = ∂/∂x1 + f
′(0)∂/∂x2 = Dγ(0)∂/∂t.
Therefore
Dγ(0)−1ϕ′(0) = ∂/∂t
and, according to (10.8.9), the condition (10.1.5)
‖Dγ(O)−1ϕ′(0)‖capV,O < 1
is satisfied.
The conclusion of Theorem 10.1.2 asserts that the image of γ is algebraic, and is actually
contained in (the complex points of) some algebraic curve defined over Q. It may be rephrased as
the existence of some closed integral curve C in A1Q × P1Q such that
γ(V ) ⊂ C(C).
By analytic continuation, we have
γ(D˚(0, R) \ F ) ⊂ C(C).
In other words, the graph of fan : D˚(0, R) \ F ) −→ C is contained in the affine complex curve
C(C) ∩ A2(C).
This implies that the singularities of f at the points of F are (at worst) poles, and that, if some
point of F is actually a pole of f , it belongs to Q.
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Indeed the projection pr1 : CC −→ A1C is a finite morphism, and by Riemann’s theorem, its
analytic section γ over D˚(0, R) \ {0} extends analytically to D˚(0, R). This proves that fan is
meromorphic on D˚(0, R). Moreover the poles of this function are contained in pr1(C(C)∩(C×{∞})),
and therefore belong to Q since C is defined over Q.
Finally we can conclude the proof of Theorem 10.8.2 by applying Lemma 10.8.3.
10.9. The isogeny theorem for elliptic curves over Q
In this final section, we want to demonstrate that the arithmetic algebraization criterion estab-
lished in Theorem 10.8.1 admits significant Diophantine applications, in spite of its unsophisticated
formulation when compared to the more general and flexible criteria established in [And89], Chapter
VIII or in [Bos01]. Namely, we use Theorem 10.8.1 to derive to derive a classical isogeny criterion,
due to Serre and Faltings, for elliptic curves over Q.
The relevance of algebraicity theorems such as Theorems 10.1.2 and 10.8.1 for the construction
of isogenies between elliptic curves is one of the striking discoveries presented in the seminal article
[CC85b] by D.V. and G.V. Chudnovsky. Like the one in loc. cit., the construction of isogenies
presented in this section will rely on some famous result of Honda ([Hon68]) concerning formal
groups of elliptic curves over Q and of their models over Z. (Stronger form of the algebraicity
criterion, such as the ones referred to above, would allow one to rely on less precise results concerning
these formal groups than Honda’s; see for instance [Bos01], Corollary 2.5. We shall actually not
use the full strength of Honda results, and avoid any reference to the theory of minimal and Ne´ron
models of elliptic curves.)
In this section, we assume some basic knowledge of the geometry and arithmetic of elliptic
curves, say at the level of Robert’s Lecture Notes [Rob73] or Silverman’s textbook [Sil92].
10.9.1. The isogeny theorem. Let E be some elliptic curve over Q. If N denotes some
“sufficiently divisible” positive integer, there exists some elliptic curve over Z[1/N ]
π : E −→ SpecZ[1/N ]
that is a model of E — that is, an elliptic curve whose generic fiber is isomorphic to EQ
22. Moreover
any two such models
π : E −→ SpecZ[1/N ] and π′ : E ′ −→ SpecZ[1/N ′]
of E become isomorphic over some open subscheme SpecZ[1/N˜ ] (where N˜ denotes some common
positive multiple of N and N ′; actually, one may take N˜ := lcm(N,N ′)).
For any prime number p such that (p,N) = 1, we may consider the elliptic curve EFp over the
prime field Fp and its ap invariant:
ap(EFp) := p+ 1− |EFp(Fp)| = p+ 1− |E(Fp)|.
The integer ap(EFp) is defined, and independent of the chosen model E of E, for any large enough
prime number p, and is denoted by ap(E).
Our aim in this section is to prove the following theorem on elliptic curves over Q, due to
Serre under some additional hypothesis of bad reduction ([Ser68], IV.2.3) and to Faltings in general
([Fal83], §5, Corollary 2; Faltings actually establishes a considerably more general result, concerning
abelian varieties over arbitrary number fields).
22The structure of E as an elliptic curve over Z[1/N ] is determined by its Z[1/N ]-scheme structure and its zero
section ε. Formally, a specific isomorphism ι : EQ
∼
−→ E is part of the data that define a model of E over SpecZ[1/N ],
and ι maps εQ to the zero element 0E in the abelian group E(Q).
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Theorem 10.9.1. Let E and E′ be two elliptic curves over Q. If, for any large enough prime p,
ap(E) = ap(E
′),
then E and E′ are isogenous over Q.
The converse implication is classically known to hold: it follows from the fact that two isogenous
elliptic curves over Fp have the same ap invariant.
10.9.2. Honda’s theorem. Let E be some elliptic curve over Q and let
π : E −→ SpecZ[1/N ]
be a model of E as above. We may consider the formal completion Ê of E along its zero section ε.
It is a pointed smooth formal curve over SpecZ[1/N ]. Moreover, the group scheme structure of E
induces on Ê a structure of formal group scheme over SpecZ[1/N ].
We shall use Honda’s results on the formal groups associated to elliptic curves over Q and to
their models in the following form:
Theorem 10.9.2 ([Hon68], Section 4, Theorem 4 and Corollary 2). Let E1 and E2 be two
elliptic curves over Q, and let E1 and E2 be elliptic curves over SpecZ[1/N0] (for some positive
integers N0) that are models of E1 and E2 respectively.
If, for any large enough prime p,
ap(E1) = ap(E2),
there exists some multiple N of N0 such that Ê1,Z[1/N ] and Ê2,Z[1/N ] are isomorphic, as formal groups
over SpecZ[1/N ].
Actually Honda establishes a more precise result, concerning normalized isomorphisms of the
formal groups of the Ne´ron models of E1 and E2. His proof is a beautiful application of the basic
results concerning minimal models of elliptic curves and of some classical theorems of Lazard, Lubin
and Tate concerning one parameter formal group laws (see [Laz55], [Lub64], and [LT65])23. Let
us also indicate that a motivation behind Honda’s results in 10.9.2 — that actually relate the L-
functions and the formal groups attached to elliptic curves over Q— was the conjecture of Shimura-
Taniyama-Weil on the modularity of elliptic curves over Q (see also [Hon70]), and that this circle
of idea had also been explored by Cartier ([Car71]).
10.9.3. Formal and analytic groups associated to elliptic curves. Besides Honda’s The-
orem recalled above, we shall also rely on some elementary results concerning the formal and analytic
groups associated to some elliptic cuve over Q and its base changes to local fields. These results,
in contrast to Honda’s Theorem, actually admit straightforward generalizations concerning commu-
tative algebraic groups over (local) fields of characteristic zero. For the sake of simplicity, we will
state them for elliptic curves only.
Let E be some elliptic curve over some field k of characteristic zero, and let ω be a non-zero
element in Ω1(E/k) := Γ(E,Ω1E/k).
The formal completion Ê of E at its zero element OE is a formal group scheme of dimension 1
over k. Moreover, if Ga,k ≃ Spec k[X ] denotes the additive group over k and Ĝa,k ≃ Spf k[[X ]] the
associated formal group (deduced from Ga,k by completion at 0), there exists a unique isomorphism
of formal groups over k
ÊxpE,ω : Ĝa,k
∼−→ Ê
23A reader familiar with the content of [Rob73] or [Sil92] should have no difficulty in getting acquainted with
the content of the classical articles [Laz55], [Lub64] and [LT65], and then reading Honda’s proof of Theorem 10.9.2
in [Hon68].
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which satisfies the normalization condition:
Êxp
∗
E,ω ω|Ê = dX.
The construction of ÊxpE,ω is compatible with extensions of the base field k: if k
′ is an extension
of k, the base change ÊxpE,ω,k′ of ÊxpE,ω coincides with ÊxpEk′ ,ωk′ : Ĝa,k′
∼−→ Êk′ .
Moreover, when k is a local field — like the p-adic field Qp, or R, or C— the formal isomorphism
is actually analytic. Let us spell out these analyticity properties in elementary terms.
When k = Qp and E is embedded in some projective space P
N
Qp
, say with OE mapped to the
origin
O := (0, . . . , 0) ∈ ANQp ⊂ PNQp ,
the map
ÊxpE,ω : Ĝa,Qp ≃ Spf Qp[[X ]] −→ Ê −֒→ANQp
may be described by some N -tuple of formal series (exp1E,ω, . . . , exp
N
E,ω) in Qp[[X ]], with vanish-
ing constant terms. Then the analyticity of ÊxpE,ω may be expressed as the fact that the series
exp1E,ω . . . , exp
N
E,ω have positive p-adic radii of convergence.
When k = C, a stronger version of this analyticity holds. Namely there exists a (unique)
C-analytic map
ExpE,ω := Ga(C)(:= C) −→ E(C),
the formal germ of which at 0 is ÊxpE,ω . The fact that, over archimedean places, the formal iso-
morphism ExpE,ω not only defines some C-analytic map on some open neighborhood of the origin,
but indeed extends analytically to the whole complex line Ga(C) (and not only to some analytic
neighborhood of the origin) will play a key role in our proof of the isogeny theorem.
Actually the map ExpE,ω is a surjective morphism of complex analytic Lie groups, and satisfies:
Exp∗E,ω ω = dz.
Its kernel is the lattice of periods of ω,
Λ :=
{∫
γ
ω ; γ ∈ H1(E(C),Z)
}
,
and ExpE,ω defines an isomorphism of complex analytic Lie groups:
C/Λ
∼−→ E(C).
For instance, when E is the complex elliptic curve in P2C of equation
X0X
2
2 = 4X
3
1 − g2X20X1 − g3X30 ,
with origin OE := (0 : 0 : 1), and when ω := dx/y (where x := X1/X0 and y := X2/X0), the map
ExpE,ω may be expressed in terms of the Weierstrass function ℘Λ associated to the lattice of periods
Λ of ω. Namely, for any z ∈ C \ Λ, we have:
℘Λ(z) := z
−2 +
∑
λ∈Λ\{0}
[(z − λ)−2 − λ−2]
and
ExpE,ω(z) = (1 : ℘Λ(z) : ℘
′
Λ(z)).
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10.9.4. Proof of Theorem 10.9.1 – I. Construction of formal morphisms. In the proof
of Theorem 10.9.1, we shall use the following notation.
For any n ∈ Z, we denote by
λn : Â
1
Z := Spf Z[[T ]] −→ Â1Z
the morphism of formal schemes (over SpecZ) attached to the “multiplication by n”. Formally it is
defined by:
λ∗nT = nT.
Similarly, for any q ∈ Q, we may consider the “multiplication by q”
λq := Ĝa,Q = Spf Q[[X ]] −→ Ĝa,Q = Spf Q[[X ]].
These morphisms λq are precisely the endomorphisms of the formal group Ĝa,Q over Q.
10.9.4.1. Let E and E′ be two elliptic curves over Q satisfying the assumptions of Theorem
10.9.1.
We may assume that both of them are embedded in some projective space, say P2Q, and that
their origins OE and OE′ are mapped to
0 = (0, 0) ∈ A2Q →֒ P2Q.
We may take as models of E and E′ their closures in P2
Z[1/N ], for N sufficiently divisible. We will
denote them by
π : E −→ SpecZ[1/N ] and π′ : E ′ −→ SpecZ[1/N ].
By construction E and E ′ are embedded in P2
Z[1/N ], with their zero sections εE and εE′ sent to the
section O = (0, 0) of A2
Z[1/N ](→֒ P2Z[1/N ]) over Z[1/N ].
After possibly replacing N by some positive multiple, we may also assume that the following
two conditions are satisfied:
(1) There exists some uniformizing parameter t at the origin OE of E and some Zariski neighbor-
hood U of the image of εE in E such that t belongs to OE(U) and its differential dt ∈ Γ(U,Ω1E/Z[1/N ])
does not vanish on U .
Then the morphism
t : U −→ A1Z[1/N ]
is e´tale and defines an isomorphism of pointed smooth formal curves over SpecZ[1/N ]:
tˆ : Ê ∼−→ Spf Z[1/N ][[T ]] =: Â1Z[1/N ].
This isomorphism induces an isomorphism of formal curves over Q:
tˆQ : Ê
∼−→ Spf Q[[T ]] =: Â1Q.
(2) The exists an isomorphism of formal groups over SpecZ[1/N ]
ϕ̂ : Ê ∼−→ Ê ′.
Assertion (1) follows from basic principles of algebraic geometry, and (2) from Honda’s Theorem
10.9.2. From now on, we assume that t and ϕ̂ as above have been chosen. We also choose differential
forms
ω ∈ Ω1(E/Q) \ {0} and ω′ ∈ Ω1(E′/Q) \ {0}.
By evaluating ω and dt at the point E of E, we get non-zero elements ωOE and dtOE in the fiber
at OE of Ω
1
E/Q. For some α ∈ Q∗, we have:
ωOE = α dtOE .
In other words, the differential D ÊxpE,ω(0) of ÊxpE,ω maps ∂/∂z to α
−1∂/∂t.
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The isomorphism of formal groups ϕ̂ defines an isomorphism
ϕ̂Q : Ê
∼−→ Ê′
between the formal groups of E and E′, and there exists a unique β ∈ Q∗ such that the following
diagram of (isomorphisms of) formal groups is commutative:
Ê
ϕ̂Q−−−−→ Ê′
ÊxpE,ω
y yÊxpE′,ω′
Ĝa,Q
λβ−−−−→ Ĝa,Q.
10.9.4.2. We may define the following isomorphisms of formal curves over Q:
ψ̂Q := t̂
−1
Q : Â
1
Q
∼−→ Ê
and
ψ̂′Q := ϕ̂Q ◦ t̂−1Q : Â1Q
∼−→ Ê′,
and, for any a ∈ N,
ψ̂a,Q := ψ̂Q ◦ λNa : Â1Q ∼−→ Ê
and
ψ̂′a,Q := ϕ̂Q ◦ ψ̂a,Q = ψ̂′Q ◦ λNa : Â1Q ∼−→ Ê′.
For any a ∈ N, we may consider the commutative diagram of isomorphisms of formal curves
over Q:
(10.9.1)
Â1Q
ψa,Q−−−−→ Ê ÊxpE,ω←−−−−− Ĝa,Q
Id
y ϕ̂Qy yλβ
Â1Q
ψ′a,Q−−−−→ Ê′ ÊxpE′,ω′←−−−−−− Ĝa,Q.
Lemma 10.9.3. 1) For any a ∈ N, ψ̂a,Q and ψ̂′a,Q extend to isomorphisms of formal curves over
SpecZ[1/N ]:
ψ̂a,Z[1/N ] : Â
1
Z[1/N ]
∼−→ Ê (→֒ P2Z[1/N ])
and
ψ̂′a,Z[1/N ] = ϕ̂ ◦ ψ̂a,Z[1/N ] : Â1Z[1/N ] ∼−→ Ê ′ (→֒ P2Z[1/N ]).
2) There exists a0 ∈ N such that, for any integer a ≥ a0, ψ̂a,Q and ψ̂′a,Q extends to morphisms of
(formal) schemes over SpecZ:
ψ̂a : Â
1
Z −→ A2Z and ψ̂′a : Â1Z −→ A2Z.
Proof. Assertion 1) is straightforward. Indeed, all morphisms in the diagram
ψ̂a,Z[1/N ]
λNa−→ ψ̂a,Z[1/N ] t̂←− Ê ϕ̂−→ Ê ′
are isomorphisms of smooth formal curves over SpecZ, and ψ̂a,Z[1/N ] (resp. ψ̂
′
a,Z[1/N ]) may be defined
as t̂−1 ◦ λNa (resp. ϕ̂ ◦ t̂−1 ◦ λNa).
Assertion 2) will follow from 1) and from the analyticity of t̂Q, ExpE,ω, and ExpE′,ω′ over the
p-adic field Qp, for the primes p dividing N .
Recall that the Q-morphism tQ : UQ −→ A1Q is e´tale and maps OE to 0. This implies, not only
that it defines an isomorphism of formal curves over Q
ψ̂Q = t̂
−1
Q : Â
1
Q
∼−→ ÛQ,OE = ÊQ(→֒ A2Q),
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but also that, for any prime number p, it defines an isomorphism between the germ of Qp-analytic
curves of A1(Qp) and E(Qp) at 0 and OE .
In elementary terms, this means that the power series (ψ1, ψ2) with vanishing constant terms
in Q[[X ]], defined as the two components of ψ̂Q, have positive p-adic radii of convergence. In other
words, for every prime p, there exists a0(p) ∈ N such that, for any integer a ≥ a0(p), the coefficients
of ψ1(paX) and ψ2(paX) are p-adic integers.
Since ψ1 and ψ2 belong to Z[1/N ][[X ]] by 1), this implies that, for any integer a ≥ a0 :=
maxp|N a0(p), the series ψ
1(NaX) and ψ2(NaX) belong to Z[[X ]]. This precisely means that ψ̂a,Q
extends to a morphism ψ̂a : Â
1
Z −→ A2Z.
Similarly, the Qp-analyticity of
ϕ̂Q = ÊxpE′,ω′ ◦ λβ ◦ Êxp
−1
E,ω
implies the one of ψ̂′Q := ϕ̂Q ◦ t̂−1Q and allows one to prove that ψ̂′a,Q extends to a morphism ψ̂′a :
Â1Z −→ A2Z when a is large enough. 
10.9.5. Proof of Theorem 10.9.1 – II. Algebraization.
10.9.5.1. For any a ∈ N, from the isomorphisms in the first line of the diagram (10.9.1), we
deduce an isomorphism:
ia := Êxp
−1
E,ω ◦ψa,Q : Â1Q ∼−→ Ĝa,Q = Â1Q.
By construction,
(10.9.2) ÊxpE,ω ◦ ia = ψa,Q.
Moreover, from the commutativity of (10.9.1), we deduce:
(10.9.3) ÊxpE′,ω′ ◦λβ ◦ ia = ϕ̂Q ◦ ψa,Q = ψ̂′a,Q.
For any a ∈ N and R ∈ R∗+, we may define the smooth formal-analytic surface over SpecZ
V˜a,R := (Â1Z, D(0, R), ia,C),
where ia,C denotes the isomorphism from Â
1
C to D̂(0, R)0 = Â
1
C deduced from ia by the base field
extension Q →֒ C. In other words,
ia,C = Exp
−1
E,ω,C ◦ t̂−1C ◦ λNa,C.
Observe that a small enough open analytic neighborhood V of 0 in C (= A1(C)) is contained in
the inverse image Exp−1EC,ωC(U(C)). Then the composite map
tC ◦ ExpEC,ωC : V −→ C
is analytic and e´tale, and maps 0 to 0. In intuitive terms, it describe the “Weierstrass uniformization”
ExpEC,ωC of E(C) in terms of the “local algebraic coordinate” tC on the Zariski open neighborghood
U(C) of OEC in E(C). (The function tC ◦ ExpEC,ωC is actually an elliptic function, in the classical
sense, attached to the lattice of periods of (EC, ωC).)
This remark shows that, when N = 1, the formal-analytic surface V˜a,R may be understood as
obtained by “glueing” the formal scheme Ê (identified Â1Z though t̂) and the complex disk of radius
R in its Lie algebra (identified to C via 〈ωC, .〉) by means of the complex uniformization of EC.
When N > 1, this description is still valid over SpecZ[1/N ].
222 10. EPILOGUE: FORMAL-ANALYTIC ARITHMETIC SURFACES AND ALGEBRAIZATION
10.9.5.2. The Hermitian line bundle NP V˜a,R is easily described. Indeed the normal bundle
NP V̂a,R is the Z-module Z ∂/∂T 24. The differential
Dia,C(O) = DExpE,ω,C(0)
−1 ◦D t̂(OEC)−1 ◦DλNa,C(0)
of ia,C maps the generator ∂/∂T of NP V̂a,R,C to the vector Naα∂/∂z in the tangent space at the
origin of the disk D(0, R). Moreover
‖∂/∂z‖cap
D(0,R),0
= 1/R.
(cf. 10.5.3, Example (i)). These observations establish the following Lemma:
Lemma 10.9.4. The capacitary metric of the generator ∂/∂T of NP V̂a,R = N0Â1Z is given by
‖∂/∂T ‖cap
V˜a,R
= Na|α|/R.
The Arakelov degree of NP V˜a,R is given by:
(10.9.4) d̂egNP V˜a,R = logR− a logN − log |α|.

10.9.5.3. Let us now assume that a ≥ a0, so that the formal morphisms
ψ̂a : Â
1
Z −→ A2Z →֒ P2Z and ψ̂′a : Â1Z −→ A2Z →֒ P2Z
are defined. Since the formal-analytic surface V˜a,R is defined by the “glueing map” ia,C, the relations
(10.9.2) and (10.9.3), after extending the base field from Q to C, immediately imply:
Lemma 10.9.5. With the above notation, for any R ∈ R∗+, if we let
ψana := ExpEC,ωC|D(0,R) : D(0, R) −→ E(C)−֒→P2(C)
and
ψ′a
an
:= ExpE′
C
,ω′
C
(β .)|D(0,R) : D(0, R) −→ E′(C)−֒→P2(C),
then ψa := (ψ̂a, ψ
an
a ) and ψ
′
a := (ψ̂
′
a, ψ
′
a
an
) are morphisms (as defined in 10.6.3) of the formal-analytic
surface V˜a,R to P2Z. 
We may consider the product morphism
fa := (ψa, ψ
′
a) : V˜a,R −→ P2Z × P2Z
defined by
f̂a := (ψ̂a, ψ̂
′
a) : Â
1
Z −→ P2Z × P2Z
and
fana := (ψa
an, ψ′a
an
) : D(0, R) −→ E(C)× E′(C)−֒→P2(C)× P2(C).
For any given a ≥ a0, let us choose R ∈ R∗+ such that
logR > a logN + log |α|.
Then, according to the expression (10.9.4) for d̂egNP V˜a,R, the “arithmetic pseudo-concavity” con-
dition (10.7.1)
d̂egNP V˜ > 0.
is satisfied. Therefore, according to Theorem 10.1.2, the image of fa is algebraic.
24The largest Ideal of definition I of V̂a,R := Spf Z[[T ]] is defined by the ideal I := TZ[[T ]] and NP V̂a,R by the
module (I/I2)∨. It is a free Z-module with generator the “inverse” ∂/∂T of the class dT of T in I/I2.
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Let us consider C := im fQ. It is an integral closed subscheme of dimension 1 of P
2
Q × P2Q,
containing (OE , OE′). According to Proposition 10.6.4, by extending the base field from Q to C, it
becomes CC = im fana , the Zariski closure of{
(ExpEC,ωC(z),ExpE′C,ω′C(βz)); z ∈ D(0, R)
}
.
By analytic continuation, the complex curve CC is also the Zariski closure of the map
(ExpEC,ωC(z),ExpE′C,ω′C(βz)) : Ga(C) −→ E(C)× E
′(C),
which is a morphism of C-analytic Lie groups. This shows that C(C) is a subgroup of E(C)×E′(C)
and therefore that CC is an algebraic subgroup of (E × E′)C, and thus an elliptic curve of origin
(OE,C, OE′,C)).
This implies that C is an elliptic curve (of origin (OE , OE′)), and that the projections from C
to E and E′ are dominant (since the projections from C(C) to E(C) and E′(C) are surjective), and
finally that E, C, and E′ are isogenous.

APPENDIX A
Large deviations and Crame´r’s theorem
In this Appendix, we present some basic results in the theory of large deviations in a form suited
to the application to Euclidean lattices discussed in Section 3.4.
In particular, we formulate a general version of Crame´r’s theory of large deviation (Theorem
A.3.1). Recall that, a measurable function
H : E −→ R
being given on some probability space (E , T , µ), this theory describes the asymptotic behavior, when
the positive integer n goes to infinity, of the values of the function
Hn : En −→ R
defined by
(A.0.1) Hn(e1, . . . , en) := H(e1) + . . .+H(en).
This description is formulated in terms of the integral
log
∫
X
eξH dµ,
as a function of ξ ∈ R with values in ]−∞,+∞], and of its Legendre-Fenchel transform.
Actually, for the application to Euclidean lattices of the theory of large deviations, we rely on
some extension of Crame´r’s theorem covering the situation where µ is an arbitrary σ-finite positive
measure, assuming that H is non-negative.1
Such extensions of Crame´r’s theorem are possibly known to some experts, but for lack of ref-
erences, in Sections A.4 and A.5, we formulate and establish suitable versions of Crame´r’s theorem
(Theorems A.4.4 and A.5.1) covering the case where µ(E) is possibly +∞. We achieve this by a
simple reduction to the case where µ is a probability measure.
In the first two sections (A.1 and A.2) of this Appendix, we also extend various preliminary
results concerning the asymptotic behavior of the values of Hn on En when n goes to infinity to
this more general setting where µ(E) is possibly +∞. Here again, for lack of suitable references, we
have included some details concerning these “well-known” results. Then, in Section A.3, we recall
diverse forms of the “classical” Crame´r’s theorem, concerning the situation where µ is a probability
measure.
Let us finally point out that the generalized version of Crame´r’s theorem presented in this
Appendix has close relations to the so-called canonical ensembles in statistical mechanics and with
the existence of thermodynamic limits. We do not discuss this in details, but we simply refer the
reader to [Khi49] and [Sch62] for presentations of statistical thermodynamics that emphasize the
points of contact between statistical mechanics and limit theorems in probability2, and we indicate
that the notation in Section A.5 has been chosen to express these relations.
1Indeed, in Section 3.4, to investigate the properties of the “asymptotic invariants” h˜0Ar(E, t) attached to some
Euclidean lattice E := (E, ‖.‖), we consider the situation where E is the free Z-module E underlying E, where µ is
the counting measure
∑
e∈E δe, and where H is the squared Euclidean norm ‖.‖
2.
2See also [Lan73] and [Ell85] for related mathematical results and references.
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The first paragraph A.5.1 of the final Section A.5 of this Appendix summarizes some of its main
results in a form suitable for their applications in Section 3.4. Section A.5 has been written to be
accessible without a knowledge of the formalism previously developed in this Appendix, and could
be read immediately after this introduction.
A.1. Notation and preliminaries
A.1.1. Notation. In this Appendix, we consider a measure space (E , T , µ) defined by a set E ,
a σ-algebra T over E , and a non-zero σ-finite non-negative measure µ : T −→ [0,+∞].
Besides, we consider a T -measurable function
H : E −→ R.
We shall denote by infµH (resp. supµH) its essential infimum (resp. supremum) with respect to
the measure µ.
For every positive integer n, we may introduce the n-th power of the measure space (E , T , µ) —
it is defined as the product En of n copies of E , equipped with the σ-algebra
T ⊗n := T ⊗ · · · ⊗ T (n-times)
over En and with the product σ-finite measure
µ⊗n := µ⊗ · · · ⊗ µ (n-times)
on T ⊗n — and we may consider the fonction Hn : En −→ R defined by (A.0.1).
A.1.2. Log-Laplace transform. Recall that a function p : R −→] −∞,+∞] is lower semi-
continuous and convex if and only if
Gr≥(p) := {(x, y) ∈ R2 | y ≥ p(x)}
is a closed convex subset of R2. One easily shows that this holds precisely when there exists an
interval I ⊂ R such that the following conditions are satisfied:
(1) p|I is real valued, continuous and convex;
(2) pR\I ≡ +∞;
(3) if I˚ 6= ∅ and if a := inf I /∈ I ∪ {−∞}, then limx→a+ = +∞;
if I˚ 6= ∅ and if b := sup I /∈ I ∪ {+∞}, then limx→b− = +∞.
If p : R −→] −∞,+∞] is non-increasing and convex, then there exists a unique c ∈ [−∞,+∞]
such that, for any x ∈ R,
x < c =⇒ p(x) ∈ R and x > c =⇒ p(x) = +∞,
and p is lower semi-continuous if and only if
lim
x→c−
p(x) = p(c).
Similar remarks apply mutatis mutandis to non-decreasing convex functions, and to concave
functions from R to [−∞,+∞[.
The following proposition is a straightforward consequence of the basic results of Lebesgue
integration theory:
Proposition A.1.1. For every ξ ∈ R, the integral ∫
X
exp(ξH) dµ belongs to ]0,+∞] and the
function
ℓ : R −→]−∞,+∞]
defined by
ℓ(ξ) := log
∫
X
eξH dµ
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is lower semi-continuous and convex.
Moreover the restriction ℓ|I˚ of ℓ to the interior I˚ of the interval I := ℓ
−1(R) is real analytic.
Unless H is constant µ-almost everywhere, it satisfies ℓ′′
|I˚
> 0 and defines an increasing real analytic
diffeomorphism ℓ′ : I˚
∼−→ ℓ′(I˚) between the open intervals I˚ and ℓ′(I˚) in R. 
The function ℓ is appears in the litterature under various names. It is sometimes called the
log-Laplace transform of the Borel measure H∗µ on R, that is nothing but the “law” of H when µ is
a probability measure. In this situation, it is also called the logarithmic moment generating function
of H∗µ (in [Str11], for instance).
A.1.3. The functions A>n and A
<
n , and s+ and s−. To every x ∈ R, we may also attach
the sequences (A+,n(x))n≥1 and (A+,n(x))n≥1 in [0,+∞] defined by:
A>n (x) = µ
⊗n(H−1n ([nx,+∞[)
and
A<n (x) = µ
⊗n(H−1n ( ]−∞, nx])).
We shall be interested in situations where these sequences have an exponential asymptotic
behavior, and accordingly, for every x ∈ R, we consider the following elements of [−∞,+∞]:
(A.1.1) s+(x) := sup
n≥1
1
n
logA>n (x)
and
(A.1.2) s−(x) := sup
n≥1
1
n
logA<n (x).
Clearly, for any positive integer n, the function A>n : R −→ [0,+∞] is non-increasing and the
function A<n : R −→ [0,+∞] is non-decreasing. Accordingly, the functions s+ and s− : R −→
[−∞,+∞] are respectively non-increasing and non-decreasing.
Observe also, that for any x ∈ R, the following alternative holds: either (i) the function H is
< x µ-almost everywhere on E , and then A>n (x) = 0 for every positive integer n; or (ii) the function
H takes values ≥ x on some subset of positive µ-measure, and then A>n (x) > 0 for every positive
integer n.
When x = supµH, either case may occur, but we always have:
A>n (supµH) = µ
⊗n(H−1(supµH)
n) = µ(H−1(supµH))
n,
and consequently:
s+(supµH) = logµ(H
−1(supµH)).
A similar alternative holds for the sequence (A<n (x))n≥1, and
s−(infµH) = logµ(H
−1(infµH)).
A.2. Lanford’s inequalities
In the present general framework (that does not require the finiteness of the measure µ and
of the log-Laplace transform ℓ), the following inequalities play a crucial role in the study of the
asymptotic behavior of the functions A>n and A
<
n when n goes to +∞:
Lemma A.2.1. For any (x, y) in R2 and any (p, q) in N2≥1, we have:
(A.2.1) A>p (x).A
>
q (y) ≤ A>p+q((px+ qy)/(p+ q))
and
(A.2.2) A<p (x).A
<
q (y) ≤ A<p+q((px + qy)/(p+ q)).
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In (A.2.1) and (A.2.2), we use the standard measure theoretical convention:
0.(+∞) = (+∞).0 = 0.
Together with the subadditivity and concavity arguments leading to the proofs of Proposition
A.2.2 and Theorem A.2.5 infra, this lemma originates in Lanford’s work [Lan73] on the rigorous
derivation of “thermodynamic limits” in statistical mechanics.
Proof. Observe that the following inclusions hold between T ⊗n-measurable subsets of En:
(A.2.3) H−1p ([px,+∞[)×H−1q ([qy,+∞[) ⊂ H−1p+q([px+ qy,+∞[)
and
(A.2.4) H−1p (]−∞, px])×H−1q (]−∞, qy]) ⊂ H−1p+q(]−∞, px+ qy]).
By applying the measure µ⊗p+q to both sides of (A.2.3) (resp., of (A.2.4)), we get the estimate
(A.2.1) (resp. the estimate (A.2.2)). 
When y = x, Lemma A.2.1 asserts that
(A.2.5) A>p (x)A
>
p (x) ≤ A>p+q(x)
and
(A.2.6) A<p (x)A
<
q (x) ≤ A<p+q(x).
In other words, the sequences (logA>n (x))n≥1 and (logA
<
n (x))n≥1 are superadditive.
Actually, combined with the alternative in A.1.3 above concerning the vanishing or the non-
vanishing of the A>n (x) and with the Lemma of Fekete on superadditive sequences (Lemma 3.4.3),
the estimates (A.2.5) easily imply the following:
Proposition A.2.2. For every x ∈ R, precisely one of the following three conditions is satisfied:
O> : for every positive integer n, A>n (x) = 0;
F> : for every positive integer n, A>n (x) ∈]0,+∞[; then the sequence ((logA>n (x))/n)n≥1 admits
a limit:
(A.2.7) lim
n→+∞
1
n
logA>n (x) = sup
n≥1
1
n
logA>n (x) =: s+(x) ∈]−∞,+∞].
I> : for some positive integer n0, A
>
n0(x) = +∞. Then, for every integer n ≥ n0, A>n (x) = +∞.
A similar trichotomy holds with the sequence (A>n (x))n≥1 replaced by (A
<
n (x))n≥1, and s+(x) by
s−(x), and defines conditions O
<, F< and I<. 
We may consider the subsets II> , IF> and IO> of R defined by each the conditions F
>, I> and
O>. Clearly they constitute disjoint consecutive intervals, and we have:
R = II> ∪ IF> ∪ IO>
and
s−1+ (−∞) = IO> = {x ∈ R | µ(H−1([x,+∞[)) = 0}.
Similarly, we define disjoint consecutive intervals IO< , IF< and II< such that
R = IO< ∪ IF< ∪ II<
and we have:
s−1− (−∞) = IO< = {x ∈ R | µ(H−1(]−∞, x])) = 0}.
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Lemma A.2.3. For any two points x and y in s−1+ (] −∞,+∞]) = II> ∪ IF> (resp., in s−1− (] −
∞,+∞]) = II< ∪ IF<) and any two positive rational number α and β such that α+ β = 1, we have:
(A.2.8) αs+(x) + βs+(y) ≤ s+(αx+ βy)
(resp., αs−(x) + βs−(y) ≤ s−(αx+ βy)).
Proof. Consider positive a positive integer n such that p := nα and q := nβ are integers.
Clearly p and q satisfy p+ q = n, and from (A.2.1), by applying (1/n) log, we derive:
α
1
p
logA>p (x) + β
1
q
A>q (y) ≤
1
n
logA>n (αx + βy).
The estimate (A.2.8) follows by taking the limit when n goes to infinity. 
The inequality (A.2.8) implies that, if s−1+ (+∞) is not empty, then s−1+ (]−∞,+∞[) contains at
most one point. When one investigates the asymptotic behavior of the numbers (A>n (x))n≥1, it is
sensible to exclude this case and to assume that the following condition is satisfied:
B> : For every x ∈ R, s+(x) < +∞.
Clearly, this condition implies that II> is empty.
A similar discussion applies to s−1− (+∞) and ls−1− (]−∞,+∞[), and leads one to introduce the
condition:
B< : For every x ∈ R, s−(x) < +∞.
Lemma A.2.4. The conditions B> and B< are satisfied if µ(E) < +∞.
More generally, if there exists ξ in R+ (resp., in R−) such that ℓ(ξ) < +∞, then B> (resp.,
B<) is satisfied.
Proof. When µ(E) < +∞, s+(x) and s−(x) are bounded from above by logµ(E) for every
x ∈ R.
Let us assume that ξ is an element of R+ such that p(ξ) < +∞. Then, for every positive integer
n, we have: ∫
En
eξHn dµ⊗n =
(∫
E
eξH dµ
)n
= enp(ξ) < +∞.
Besides, for every x ∈ R and every P ∈ H−1n ([nx,+∞[),
eξHn(P ) ≥ enξx.
Therefore
µ⊗n(H−1n ([nx,+∞[)enξx ≤ enp(ξ)
and
1
n
logA>n (x) ≤ p(ξ)− ξx.
This shows that
s+(x) ≤ p(ξ)− ξx < +∞.
The proof of B< when there exists ξ in R− such that p(ξ) < +∞ is similar. 
The following theorem summarizes and completes some of the results obtained so far concerning
the asymptotic behavior of the functions A>n and A
<
n :
Theorem A.2.5. 1) If Condition B> is satisfied, then, for every x ∈ R, either :
• µ⊗n(H−1n ([nx,+∞[)) = 0 for every positive integer n and s+(x) = −∞, or
• the sequence (logµ⊗n(H−1n ([nx,+∞[)))n≥1 lies in R, is superadditive, and satisfies:
(A.2.9) lim
n→+∞
1
n
logµ⊗n(H−1n ([nx,+∞[)) = s+(x) ∈ R.
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The function s+ : R −→ [−∞,+∞[ is non-increasing and concave.
Moreover, for any x ∈ R,
x < supµH =⇒ s+(x) ∈ R and x > supµH =⇒ s+(x) = −∞,
and
s+(supµH) = logµ(H
−1(supµH)).
2) Symetrically, if Condition B< is satisfied, then, for every x ∈ R, either
• µ⊗n(H−1n (]−∞, nx])) = 0 for every positive integer n and s−(x) = −∞, or
• the sequence (logµ⊗n(H−1n (]−∞, nx])))n≥1 lies in R, is superadditive, and satisfies:
(A.2.10) lim
n→+∞
1
n
logµ⊗n(H−1n (]−∞, nx])) = s−(x) ∈ R.
The function s− : R −→ [−∞,+∞[ is non-decreasing and concave.
Moreover, for any x ∈ R,
x < infµH =⇒ s−(x) = −∞ and x > infµH =⇒ s−(x) ∈ R,
and
s−(infµH) = logµ(H
−1(infµH)).
Proof. At this stage, to complete the proof of 1), we simply need to observe that the inequality
(A.2.8) holds for any two points x and y in s−1+ (]−∞,+∞[), not only when the coefficient (α, β) are
positive rational number such that α+ β = 1, but more generally for any two positive real numbers
(α, β) such α + β = 1 : as s+ is non-increasing, this follows from a straightforward approximation
argument. This establishes the concavity of s+.
The proof of 2) is similar, or follows from 1) applied to −H instead of H . 
A.3. Crame´r’s theorem
In this section, we assume that the measure µ is a probability measure. Observe that it implies
that
ℓ(0) = 0.
In particular, the interval I := ℓ−1(R) is non-empty and contains 0. Moreover, the conditions B>
and B< are satisfied.
A.3.1. The following theorem is the formulation, in measure theoretic language, of a general
version of Cramer’s theorem concerning the “empirical means”
Xn :=
1
n
n∑
i=1
Xi
attached to a sequence (Xi)i≥1 of independent and identically distributed real-valued random vari-
ables. We refer the reader to the article [CP11] of Cerf and Petit for a short and elegant proof.3
Theorem A.3.1. For every x ∈ R, we have:
(A.3.1) s+(x) = inf
ξ∈R+
(ℓ(ξ)− ξx)
and
(A.3.2) s−(x) = inf
ξ∈R−
(ℓ(ξ)− ξx).
3The function s in loc. cit. corresponds to the function s+ defined above. The assertions concerning s− in
Theorem A.3.1 follow from the ones concerning s+ applied to the function −H instead of H.
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Moreover, for any ξ ∈ R+ (resp., for any ξ ∈ R−), we have:
(A.3.3) ℓ(ξ) = sup
x∈R
(ξx+ s+(x))
(A.3.4) (resp. ℓ(ξ) = supx∈R(ξx+ s−(x))).
Observe also that functions s+ and s− take their values in [−∞, 0]. Moreover, according to
(A.3.3) and (A.3.4), they are upper semi-continuous and satisfy:
(A.3.5) lim
x→−∞
s+(x) = 0,
lim
x→(supµH)−
s+(x) = s+(supµH) = logµ(H
−1(supµH))
and
lim
x→(infµH)+
s−(x) = s−(infµH) = logµ(H
−1(infµH)),
(A.3.6) lim
x→+∞
s−(x) = 0.
Under the terminology “Crame´r’s Theorem”, one usually means the conjunction of the existence
of the limits (A.2.9) and (A.2.10) for every x ∈ R that is established in Theorem A.2.5, together with
the expressions (A.3.1) and (A.3.2) of these limits in terms of the log-Laplace transform ℓ stated in
Theorem A.3.1.
The reader will also refer to [CP11] for additional references about large deviations and Crame´r’s
theorem, notably concerning the successive contributions, starting from Crame´r’s seminal article
([Cra38]), which have led to the present simple and general formulation of Crame´r’s theorem.
Let us also indicate that Chernoff’s version of Crame´r’s theorem ([Che52], Theorem 1) would
be enough to derive Theorem A.4.4 below.
A.3.2. The version of Crame´r’s theorem formed by Theorems A.2.5 and A.3.1, when µ is a
probability measure, may be supplemented by the following observations, intended to clarify its
relation with other presentations of Crame´r’s theory of large deviations (see for instance [Str11],
Section 1.3).
Let us define m+ ∈ [−∞,+∞] and m− ∈ [−∞,+∞] as the “right and left derivatives”
m+ := inf
ξ∈R∗+
ℓ(ξ)/ξ = lim
ξ→0+
ℓ(ξ)/ξ =: ℓ′r(0).
and
m− := sup
ξ∈R∗−
ℓ(ξ)/ξ = lim
ξ→0−
ℓ(ξ)/ξ =: ℓ′l(0).
of the lower semi-continuous convex function ℓ at 0.
We clearly have:
m+ ≤ m−
and, from Theorem A.3.1, we easily get:
Corollary A.3.2. For any x ∈ R, we have:
(A.3.7) s+(x) = 0⇐⇒ x ≤ m+
and
(A.3.8) s−(x) = 0⇐⇒ x ≥ m−.
Moreover the function
(A.3.9) s := min(s−, s+) : R −→ [−∞,+∞]
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is upper semi-continuous and concave, and the functions ℓ and −s may be deduced from each other
by Legendre-Fenchel duality:
for every x ∈ R, s(x) = inf
ξ∈R
(ℓ(ξ)− ξx)
and
for every ξ ∈ R, ℓ(ξ) = sup
x∈R
(ξx+ s(x)).

Observe finally that, if we denote by H+ and H− the positive and negative parts4 of H , then
the following conditions are equivalent:
(1) m+ < +∞,
(2) I ∩ R∗+ 6= ∅,
(3) for some ε ∈ R∗+, the function exp(εH+) is µ-integrable,
and the following ones as well:
(1) m− > −∞,
(2) I ∩ R∗− 6= ∅,
(3) for some ε ∈ R∗+, the function exp(εH−) is µ-integrable.
In particular, if m+ < +∞ and m− > −∞, then I contains some neighborhood of 0 in R, the
function H is µ-integrable, and
m+ = m− = ℓ
′(0) =
∫
E
H dµ.
More generally, if m+ < +∞ (resp., m− > −∞), the integral∫
E
H dµ :=
∫
E
H+ dµ−
∫
E
H− dµ
is well-defined in [−∞,+∞[ (resp., in ] −∞,+∞]) and is easily seen to be equal to m+ (resp., to
m−).
A.4. An extension of Crame´r’s Theorem concerning general positive measures
In this section, the measure µ is allowed to have a total mass µ(E) different of 1.
When µ(E) is finite, one may apply the results in the previous section with µ replaced by the
probability measure
µ0 := µ(E)−1µ.
In this way, one easily sees that Theorem A.3.1 still holds ne varietur, and that its consequences
remain valid with minor modifications (in (A.3.5)-(A.3.6) and in (A.3.7)-(A.3.9), 0 has to be replaced
by logµ(E)).
When the total mass µ(E) is +∞, then for any x ∈ R,
A>1 (x) +A
<
1 (x) = +∞
and therefore s+(x) = +∞ or s−(x) = +∞. Therefore the conditions B> and B< cannot be
simultaneously satisfied, and only one of the two functions s+ and s− may have an interesting
behavior.
4namely the R+-valued functions on E defined by H+ := max(H, 0) and H− := max(−H, 0).
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In this section, we shall focus on s−, and we will show that the results in Theorem A.3.1
concerning s− admit a sensible generalization when H is bounded from below — say when infµH is
non-negative.5
A.4.1. In this paragraph, we assume that the interval I := ℓ−1(R) is not empty, and we choose
some element ξ0 in I.
Then the integral ∫
E
eξ0Hdµ = eℓ(ξ0)
belongs to ]0,+∞[ and the measure
µ0 :=
(∫
E
eξ0Hdµ
)−1
eξ0H µ
is a probability measure on the measurable space (E , T ). Therefore, we may apply the constructions
and the results of the previous sections to the probability space (E , T , µ0) and to the function H .
Let us denote by ℓ0, s0+, and s0− the functions ℓ, s+, and s− associated to these new data. The
following lemma is a straightforward consequence of the definitions:
Lemma A.4.1. For every non-negative integer n, and every (ξ, x) in R2, we have:
(A.4.1) µ⊗n0 = e
ξ0Hn−np(ξ0) µ⊗n,
(A.4.2) ℓ0(ξ) = ℓ(ξ + ξ0)− ℓ(ξ0),
and
(A.4.3)
1
n
logµ⊗n0 (H
−1
n (]−∞, nx])) =
1
n
log
∫
H−1n (]−∞,nx])
eξ0Hn dµ⊗n − ℓ(ξ0).

By means of the relation (A.4.1)-(A.4.3), the assertions involving s0− and p0 in Theorems A.2.5
and A.3.1 applied to the probability space (E, T , µ0) and to the function H may be reformulated as
follows, without reference to the measures µ⊗n0 :
Corollary A.4.2. Let ξ0 be a real number such that ℓ(ξ0) < +∞.
For every x in R, we have:
(A.4.4) lim
n→+∞
1
n
log
∫
H−1n (]−∞,nx])
eξ0Hn dµ⊗n = inf
ξ∈R−
(ℓ(ξ + ξ0)− ξx).
Moreover, for every ξ ∈ R−,
(A.4.5) ℓ(ξ + ξ0) = sup
x∈R
(
ξx+ lim
n→+∞
1
n
log
∫
H−1n (]−∞,nx])
eξ0Hn dµ⊗n
)
.

Observe that every term of sequence in the left-hand side of (A.4.4), and consequently its limit,
belongs to [−∞, ℓ(ξ0)].
5The interested reader will have no difficulty in extending the results of this section to the more general situation
where infµH > −∞.
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A.4.2. An application. In this paragraph, we apply the previous results to the situation
where H assumes only non-negative values on E .
We shall use the non-negativity of H through the following simple observation:
Lemma A.4.3. Let us assume that H(E) ⊂ R+, and let us consider a positive integer n and
some elements x of R+ and η of R
∗
+.
Then H−1n (] − ∞, nx]) is empty if x < 0 and equals H−1n ([0, nx]) if x ≥ 0. Therefore, every
P ∈ H−1n (]−∞, nx]) satisfies:
e−ηnx ≤ e−ηHn(P ) ≤ 1,
and consequently:
(A.4.6)
1
n
logA<n (x)− ηx ≤
1
n
log
∫
H−1n (]−∞,nx])
e−ηHn dµ⊗n ≤ 1
n
logA<n (x).

We may now formulate the main result of this Appendix:
Theorem A.4.4. Let us assume that the following conditions are satisfied:
H(E) ⊂ R+
and
(A.4.7) for any ξ ∈ R∗−,
∫
E
eξH dµ < +∞.
Then, for every x in R, we have:
(A.4.8) s−(x) = inf
ξ∈R∗−
(p(ξ)− ξx).
In particular, Condition B< is satisfied and the concave function s− : R −→ [−∞,+∞[ is upper-
semicontinuous.
Moreover, for every ξ ∈ R∗−, we have:
(A.4.9) ℓ(ξ) = sup
x∈R
(ξx+ s−(x)).
Proof. Let us consider x in R and η in R∗+.
We may apply Corollary A.4.2 with ξ0 = −η, and observe that, when n goes to +∞, the
inequalities (A.4.6) become
(A.4.10) s−(x)− ηx ≤ lim
n→+∞
1
n
log
∫
H−1n (]−∞,nx])
e−ηHn dµ⊗n ≤ s−(x).
According to (A.4.4), the middle term in (A.4.10) is
inf
ξ∈R−
(ℓ(ξ − η)− ξx) = inf
ξ∈]−∞,−η]
(ℓ(ξ)− ξx) − ηx,
so that (A.4.10) may be also be written:
s−(x)− ηx ≤ inf
ξ∈]−∞,−η]
(ℓ(ξ)− ξx) − ηx ≤ s−(x).
By taking the limit of these inequalities when η goes to 0+, we obtain (A.4.8).
Let ξ be an element of R∗−. The relation (A.4.5) for ξ0 := −η, together with (A.4.10), shows
that:
sup
x∈R
(ξx+ s−(x) − ηx) ≤ ℓ(ξ − η) ≤ sup
x∈R
(ξx + s−(x)).
Since ℓ is continuous on R∗−, (A.4.9) follows. 
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A.5. Reformulation and complements
In this section, for the convenience of the reader, we reformulate some of the results previously
established in this Appendix without making reference to the formalism introduced in the previous
sections.
To emphasize the possible thermodynamical interpretation of these results, we will introduce
some new notation, related to the previous one through the following formulas:
Ψ(β) = ℓ(−β) and S(x) = s−(x).
A.5.1. A scholium. Let us recall that we consider a measure space (E , T , µ) defined by a set
E , a σ-algebra T over E , and a non-zero σ-finite non-negative measure µ : T −→ [0,+∞]. For every
positive integer n, we also consider the product µ⊗n of n copies of the measure µ on En equipped
with the σ-algebra T ⊗n.
Besides, we consider a T -measurable function
H : E −→ R+.
For every β ∈ R∗+ such that e−βH is µ-integrable, the integral
∫
E
e−βHdµ is a positive real
number, and we let:
(A.5.1) Ψ(β) := log
∫
E
e−βHdµ (∈ R).
Under this integrability assumption, we also define:
F (β) := −β−1Ψ(β).
Equivalently, F (β) may be defined by the relation:
e−βF (β) =
∫
E
e−βHdµ.
The µ-integrability of the function e−βH for every β ∈ R∗+ is easily seen to be equivalent to the
sub-exponential growth of the function
N : R+ −→ [0,+∞]
defined by
N(x) := µ(H−1[0, x]),
namely to the condition:
SE For every x ∈ R+, N(x) is finite, and, when x goes to +∞,
logN(x) = o(x).
We shall also consider the essential infimum
infµH := inf{x ∈ R+ | N(x) > 0}
of H with respect to the measure space (E , T , µ).
Theorem A.5.1. Let us keep the above notation and let us assume that Condition SE is satisfied
and that µ(E) = +∞.
1) For every x in ]infµH,+∞[, the limit
S(x) := lim
n→+∞
1
n
logµ⊗n ({(e1, . . . , en) ∈ En | H(e1) + . . .+H(en) ≤ nx})
exists in R.
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The function S : ]infµH,+∞[−→ R is non-decreasing and concave, and satisfies
(A.5.2) lim
x→(infµH)+
S(x) = logµ(H−1(inf
µ
H)) (∈ [−∞,+∞[).
2) The function Ψ : R∗+ −→ R is real analytic and convex. Its derivative up to a sign
U := −Ψ′
satisfies, for every β ∈ R∗+,
(A.5.3) U(β) =
∫
E H e
−βH dµ∫
E
e−βH dµ
and defines a decreasing real analytic diffeomorphism:
(A.5.4) U : R∗+
∼−→ ]infµH,+∞[.
3) The functions −S(−.) and Ψ are Legendre-Fenchel transforms of each other.
Namely, for every x ∈]infµH,+∞[,
(A.5.5) S(x) = inf
β∈R∗+
(βx +Ψ(β)),
and, for every β ∈ R∗+,
(A.5.6) Ψ(β) = sup
x∈]infµH,+∞[
(S(x)− βx).
Proof. Assertion 1) follows from Theorem A.4.4 and from Theorem A.2.5, 2).
Observe that H is not µ-almost everywhere constant — otherwise the conditions SE and µ(E) =
+∞ could not be both satisfied. Therefore Ψ′′ > 0 on R∗+ by Proposition A.1.1.
The expression (A.5.3) a` la Gibbs for U := −Ψ′ is a straightforward consequence of Lebesgue
integration theory. To complete the proof of 2), we are thus left to show that
(A.5.7) lim
β→0+
U(β) = +∞
and
(A.5.8) lim
β→+∞
U(β) = infµH.
Since the function Ψ satisfies
lim
β→0+
Ψ(β) =
∫
E
dµ = +∞,
its derivative cannot stay bounded near zero. This proves (A.5.7).
To prove (A.5.8), simply observe that, according to (A.5.3), for any β ∈ R∗+,
U(β) ≥ infµH
and that, for any η > infµH and for any β ∈ R∗+,
Ψ(β) ≥ log
∫
E
e−βH dµ
≥ log
∫
H−1([0,η])
e−βη dµ
≥ logN(η)− βη,
so that limβ→+∞Ψ
′(β) ≥ −η.
Assertion 3) directly follows from Theorem A.4.4. 
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The following corollary is now a consequence of the elementary theory of Legendre-Fenchel
transforms of convex functions of one real variable6:
Corollary A.5.2. The function S is increasing and real analytic on ]infµH,+∞[. Moreover
its derivative establishes a decreasing real analytic diffeomorphism
S′ : ]infµH,+∞[ ∼−→ R∗+
inverse of the diffeomorphism (A.5.4).
For any x ∈ ]infµH,+∞[, the infimum in the right-hand side of (A.5.5) is attained at a unique
β ∈ R∗+, namely
(A.5.9) β = S′(x).
Dually, for any β ∈ R∗+, the supremum in the right-hand side of (A.5.6) is attained at a unique
any x ∈ ]infµH,+∞[, namely
(A.5.10) x = U(β).
Observe that, when x ∈ ]infµH,+∞[ and β ∈ R∗+ satisfy the equivalent relations (A.5.9) and
(A.5.10), then
(A.5.11) S(x) = βx +Ψ(β),
or equivalently:
F (β) := −β−1Ψ(β) = U(β)− β−1S(x).
(“Expression of the free energy F in terms of the energy U , the temperature β−1, and the entropy
S”).
Observe also that, according to (A.5.2), the following two conditions are equivalent:
µ({e ∈ E | H(e) = infµH}) = 1
and
lim
β→+∞
S(U−1(β)) = 0
(“Nernst’s principle”).
A.5.2. Products and thermal equilibrium. The formalism summarized in the previous
paragraph — that attaches functions Ψ and S to a measure space (E , T , µ) and to a non-negative
function H on E satisfying SE— satisfies a simple but remarkable compatibility with finite products,
that we want to discuss briefly.
Assume that, for any element i in some finite set I, we are given a measure space (Ei, Ti, µi) and
a measurable function Hi : Ei −→ R+ as in the previous paragraph A.5.1 above.
Then we may form the product measure space (E , T , µ) defined by the set E :=∏i∈I Ei equipped
with the σ-algebra T :=⊗i∈I Ti and the product measure µ :=⊗i∈I µi.
We may also define a measurable function
H : E −→ R+
by the formula
H :=
∑
i∈I
pr∗iHi,
where pri : E −→ Ei denotes the projection on the i-th factor.
6Basically it follows from the fact that the Legendre-Fenchel transform g of real analytic function f with positive
second derivative is itself real analytic with positive second derivative, as it may be expressed by the classical Legendre
duality relation : g(ξ) + f(x) = xξ where ξ = f ′(x) or, equivalently, x = g′(ξ).
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Let us assume that, for every i ∈ I, (Ei, Ti, µi) and Hi satisfy the condition SE, or equivalently
that the functions e−βHi is µi-integrable for every β ∈ R∗+.
Then (E , T , µ) and H are easily seen to satisfy SE also, as a consequence of Fubini’s Theorem.
Actually Fubini’s Theorem shows that the function Ψ : R∗+ −→ R attached to the above data,
defined as in A.5.1 by the formula
Ψ(β) := log
∫
E
e−βHdµ,
and the “partial functions” Ψi, i ∈ I, attached to each measure space (Ei, Ti, µi) equipped with the
function Hi by the similar formula
Ψi(β) := log
∫
Ei
e−βHidµi,
satisfy the additivity relation:
(A.5.12) Ψ =
∑
i∈I
Ψi.
Let us also assume that µi(Ei) = +∞ for every i ∈ I. Then we also have µ(E) = +∞, and we
may apply Theorem A.5.1 and Corollary A.5.2 to the data (Ei, Ti, µi, Hi), i ∈ I, and (E , T , µ,H).
Notably, we may define some concave functions
Si : ]infµiHi,+∞[−→ R, for i ∈ I,
and
S : ]infµH,+∞[−→ R.
Observe also that, as a straightforward consequence of the definitions, we have:
infµH =
∑
i∈I
infµiHi.
The following proposition may be seen as a mathematical interpretation of the second law of
thermodynamics:
Proposition A.5.3. 1) For each i ∈ I, let xi be a real number in ]infµiHi,+∞[.
Then the following inequality is satisfied:
(A.5.13)
∑
i∈I
Si(xi) ≤ S(
∑
i∈I
xi).
Moreover equality holds in (A.5.13) if and only if the positive real numbers S′(xi), i ∈ I, are all
equal. When this holds, if β denotes their common value, we also have:
β = S′(
∑
i∈I
xi).
2) Conversely, for any x ∈]infµH,+∞[, there exists a unique family (xi)i∈I ∈
∏
i∈I ]infµiHi,+∞[
such that
x =
∑
i∈I
xi and S(x) =
∑
i∈I
Si(xi).
Indeed, if β = S′(x), it is given by
(xi)i∈I = (Ui(β))i∈I ,
where Ui = −Ψ′i.
A.5. REFORMULATION AND COMPLEMENTS 239
Proof. Let (xi)i∈I be an element of
∏
i∈I ]infµiHi,+∞[ According to Corollary A.5.2, for every
i ∈ I,
(A.5.14) S(xi) = inf
β>0
(βxi +Ψi(β)).
Moreover, the infimum is attained for a unique positive β, namely S′(xi).
Similarly, for x :=
∑
i∈I xi,
(A.5.15) S(x) = inf
β>0
(βx+Ψ(β)),
and the infimum is attained for a unique positive β, namely S′(x).
Besides, the additivity relation (A.5.12) shows that, for every β in R∗+,
βx+Ψ(β) =
∑
i∈I
(βxi +Ψi(β)) .
Part 1) of the proposition directly follows from these observations. Part 2) follows from Part 1)
and from the relation Ψ′ =
∑
i∈I Ψ
′
i. 
A.5.3. An example: Gaussian integrals and Maxwell velocity distribution. In this
paragraph, we discuss a simple but significant instance of the formalism summarized in paragraph
A.5.1 and in Theorem A.5.1. This example may be seen as a mathematical counterpart of Maxwell’s
statistical approach to the theory of ideal gases. It is also included for comparison with the applica-
tion in Section 3.4 of the above formalism to Euclidean lattices — the present example appears as
a “classical limit” of the discussion of Section 3.4.
Let V be a finite dimensional real vector space equipped with some Euclidean norm ‖.‖.
We shall denote by λ the Lebesgue measur on V attached to this Euclidean norm. It may be
defined as the unique translation invariant Radon measure on V such that∫
V
e−π‖x‖
2
dλ(x) = 1.
(Compare 2.1.1 and equation (2.1.1).)
We may apply the formalism of this appendix to the measure space (V,B, λ), defined by V
equipped with the Borel σ-algebra B and with the Lebesgue measure λ, and to the function
H := (1/2m)‖.‖2
where m denotes some positive real number.
Then, for every β in R∗+, we have:∫
v
e−β‖p‖
2/2m dλ(p) = (2πm/β)dimV/2.
Therefore
(A.5.16) Ψ(β) = (dim V/2) log(2πm/β)
and
(A.5.17) U(β) = −Ψ′(β) = dimV/(2β).
The equations (A.5.9) and (A.5.10), that relates the “energy” x and the “inverse temperature”
β, takes the following form, for any x ∈ ]infλH,+∞[= R∗+ and any β ∈ R∗+:
(A.5.18) βx = dimV/2.
The function S(x) may be computed directly from its definition.
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Indeed, for any x ∈ R∗+ and any positive integer n, we have:
(A.5.19)
λ⊗n
({(e1, . . . , en) ∈ V n | (1/2m)(‖e1‖2 + . . .+ ‖en‖2) ≤ nx}) = vndimV (2mnx)n(dimV )/2.
Here vn dimV denotes the volume of the unit ball in the Euclidean space of dimension n dimV . It is
given by:
(A.5.20) vn dimV =
πn(dimV )/2
Γ(1 + n(dimV )/2)
.
From (A.5.19) and (A.5.20), by a simple application of Stirling’s formula, we get:
S(x) = lim
n→+∞
1
n
log
[
vndimV (2mnx)
n(dimV )/2
]
= (dimV/2)[1 + log(4πmx/ dimV )].
In particular,
S′(x) = dim V/(2x)
and we recover (A.5.18).
Conversely, combined with the expression (A.5.16) for the function Ψ, Part 3) of Theorem A.5.1
allows one to recover the asymptotic behaviour of the volume vn of the n-dimensional unit ball, in
the form:
v1/nn ∼
√
2eπ/n when n→ +∞.
Finally, observe that when m = (2π)−1 — the case relevant for the comparison with the appli-
cation to Euclidean lattices in Section 3.4 — the expressions for Ψ and S take the following simpler
forms:
Ψ(β) = (dimV/2) log(1/β)
and
S(x) = (dimV/2)[1 + log(2x/ dimV )].
A.5.4. Relations with probability measures of maximal entropy. In this paragraph,
we keep the notation recalled in paragraph A.5.1, and we assume that the hypotheses of Theorem
A.5.1 are satisfied — namely we assume that the growth condition SE holds and that µ(E) = +∞.
Let C be the space of probability measures on (E , T ) absolutely continuous with respect to µ.
By sending such a measure ν to its Radon-Nikodym derivative f = dµ/dν, one establishes a
bijection from C to the convex subset{
f ∈ L1(E , µ) | f ≥ 0 µ-a.e. and ∫E fdµ = 1}
of L1(E , µ).
To any measure ν = fµ in C, we may attach its “energy”:
ε(ν) :=
∫
E
H dν =
∫
E
Hf dµ ∈ [0,+∞].
Lemma A.5.4. Let f : E −→ R+ and g : E −→ R∗+ be two T -measurable functions.
1) For every x ∈ E ,
(A.5.21) f(x) log
f(x)
g(x)
≥ f(x)− g(x).
Moreover, equality holds in (A.5.21) if and only if f(x) = g(x).
2) If g is µ-integrable, then the negative part (f log(f/g))− of f log(f/g) is µ-integrable, and
therefore ∫
E
f log(f/g) dµ
is well-defined in ]−∞,+∞].
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3) If f and g belongs to C, then ∫
E
f log(f/g) dµ
belongs to [0,+∞] and vanishes if and only if f = g µ-almost everywhere.
Proof. For any t ∈ R+, we have:
t log t ≥ t− 1,
and equality holds if and only if t = 1. Applied to t = f(x)/g(x), this implies 1).
From 1), assertions 2) and 3) immediately follow. 
Proposition A.5.5. Let ν = fµ be an element of C.
1) If ε(ν) < +∞, then (f log f)− is µ-integrable, and therefore the “information theoretic en-
tropy” of ν with respect to µ
I(ν | µ) := −
∫
E
log(dµ/dν)dν = −
∫
E
f log f dµ
is well defined in [−∞,+∞[.
2) Let u and β be two positive real numbers such that u = U(β).
If ε(ν) = u, then
(A.5.22) I(ν | µ) ≤ S(u).
Moreover the equality is achieved in (A.5.22) for a unique measure ν of C in ε−1(u), namely for the
measure
νβ := Z(β)
−1e−βHµ,
where
Z(β) :=
∫
E
e−βH dµ.
In substance, the content of Proposition A.5.5 goes back to the seminal work of Boltzmann and
Gibbs on statistical mechanics7. Similar results play also a central role in information theory and in
statistics (see for instance [Kul97], notably Chapter 3). We refer the reader to [Geo03] (notably §
3.4) for additional informations and references.
Proof. Let ν be an element of C such that u := ε(ν) is finite, and let β := U−1
E
(u).
We may consider the measurable function
gβ := Z(β)
−1e−βH .
It is everywhere positive on E , and satisfies:
(A.5.23)
∫
E
gβ dµ = 1
and
log gβ = − logZ(β)− βH = −Ψ(β)− βH.
In particular, we have:
f log f = f log(f/gβ) + f log gβ
= f log(f/gβ)−Ψ(β)f − βHf.(A.5.24)
7See for instance Boltzmann’s memoirs [Bol72] and [Bol77], Chapter V. Our presentation is a straightforward
generalization, in the framework of general measure theory, of the “axiomatic” approach of Gibbs in [Gib60], Chapter
XI (Lemma A.5.4 above notably appears in loc. cit., p. 130).
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Also recall that ∫
E
f dµ = 1
and ∫
E
Hfdµ = u = UE(β) < +∞.
Consequently, using (A.5.11), we get:
(A.5.25)
∫
E
(Ψ(β)f + βHf)dµ = Ψ(β) + βu = S(u).
According to Lemma A.5.4, 2), the negative part (f log(f/gβ))
− of f log(f/gβ) is µ-integrable.
Together with (A.5.24), this shows that the negative part (f log f)− of f log f is µ-integrable. This
establishes 1).
Moreover, according to Lemma A.5.4, 3), the integral
∫
E
f log(f/gβ) dµ is non-negative and
vanishes if and only if f = gβ µ-almost everywhere. Together with (A.5.24) and (A.5.25), this
establishes 2). 
APPENDIX B
Non-complete discrete valuation rings and continuity of
linear forms on prodiscrete modules
This Appendix is devoted to a discussion of the results of “automatic continuity” of Specker
([Spe50]) and Enochs ([Eno64]), in a setting adapted to their application to the categories CTCA
in Section 4.2.
B.1. Preliminary: maximal ideals, discrete valuation rings, and completions
Let R be a ring, and let m be a maximal ideal of R such that the local ring
R(m) := (R \m)−1R
is a discrete valuation ring. Its maximal ideal is m(m) := (R \m)−1m. We shall denote by
ι : R −→ R(m)
the canonical morphism of rings, which send an element x of R to ι(x) := x/1.
We may consider the m-adic completion of R at m:
Rˆm := lim←−
n
R/mn.
It is a local ring, of maximal ideal mˆ := lim←−nm/m
n.
As m is a maximal ideal, the localization R(m) may be identified with a subring of Rˆm, so
that the canonical morphism from R to Rˆm becomes the composition R
ι−→ R(m) −֒→Rˆm. Moreover
the m-adic (resp. m(m)-adic, resp. mˆ-adic) filtrations on R (resp. R(m), resp. Rˆm) are strictly
compatible.
In particular, Rˆm may be identified with the m(m)-adic completion of R(m), and therefore is a
complete discrete valuation ring.
We shall denote by v the m-adic1 valuation on R(m) and Rˆm and by |.| = e−v the associated
absolute value. For simplicity, we shall also denote by v and |.| their composition with the morphism
ι : R −→ Rˆm.
Let us consider:
L = {(λi)i∈N ∈ RˆNm | lim
i→+∞
|λi| = 0}.
For any λ = (λi)i∈N in L, we may define a R-linear map
Σλ : R
N −→ Rˆm
by letting:
Σλ((xi)i∈N) :=
∑
i∈N
λiι(xi).
1or, more correctly m(m)-adic or mˆ-adic.
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Proposition B.1.1. Let λ := (λi)i∈N be an element of L such that I := {i ∈ N | λi 6= 0} is
infinite.
If we define
n := min
i∈N
v(λi),
then we have:
(B.1.1) Σλ(R
N) = mˆn.
Proof of Proposition B.1.1. Let us choose a bijection ψ : N
∼−→ I. The integer n and the
image of Σλ are clearly unchanged if we replace the sequence λ := (λi)i∈N by (λψ(i))i∈N. Therefore,
to establish Proposition B.1.1, we may assume that λ belongs to (R \ {0})N and that the sequence
of non-negative integers ni := v(λi) (i ∈ N) is such that n := mini∈N ni = n0.
For any (xi)i∈N in R
N and any i in N, the product λiι(xi) belongs to mˆ
ni , and a fortiori to mˆn.
This implies that Σλ(R
N) is contained in mˆn.
Conversely, let α be an element of mˆn. Observe that, for any k ∈ N, λkι(R) is dense in
λkRˆm = mˆ
nk . Therefore we may inductively construct a sequence (xi)i∈N such that, for any k ∈ N,
v(α−
k∑
i=0
λiι(xi)) ≥ nk+1.
Then
α =
∑
i∈N
λiι(xi) = Σλ((xi)i∈N).

Observe that, for any natural integer k, by applying Proposition B.1.1 to the sequence (λi+k)i∈N,
that still belongs to L, we obtain:
Corollary B.1.2. Under the assumption of Proposition B.1.1, the map Σλ is continuous and
open from RN, equipped with the product topology of the discrete topology on each of the factors R,
onto mˆn equipped with the mˆ-adic topology.
Actually, for any k ∈ N, if we define nk := mini∈N≥k v(λi), then
Σλ({0}k ⊕RN≥k) = mˆnk ,
while limk→+∞ nk = +∞. 
B.2. Continuity of linear forms on prodiscrete modules
We keep the notation of the previous section, and we consider a topological module M over the
ring R equipped with the discrete topology.
The topological R-module M is complete and prodiscrete, with a countable basis of neighbor-
hoods of 0 precisely if it isomorphic (as a topological module) to the projective limit lim←−kMk of
some projective system
M0
q0←−M1 q1←−M2 q2←− . . .
of discrete R-modules. (The maps qi may actually be assumed surjective.)
Then, if we denote by
pk :M −→Mk
the canonical projection maps, a sequence (mi)i∈N ∈ MN converges to zero in M if and only if, for
every k ∈ N, the projection pk(mi) vanishes for i large enough (depending on k).
Moreover, for any such sequence (mi)i∈N in M
N that converges to zero and for any sequence
(ri)i∈N, the series
∑
i∈N rimi converges in M .
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Proposition B.2.1. Let M be a complete prodiscrete topological R-module, with a countable
basis of neighborhoods of 0, and let ϕ :M −→ Rˆm be a R-linear map.
If ϕ is not continuous when M is equipped with its prodiscrete topology and Rˆm with the discrete
topology, then there exists k ∈ N such that ϕ(M) = mˆk.
Proof. Let us denote by π an element of m \ m2. (The set m \ m2 is indeed not empty, since
m(m) 6= m2(m) and therefore m 6= m2.)
If ϕ is not continuous, then there exists a sequence (mi)i∈N in M
N which converges to 0 in M
and such that (ϕ(mi))i∈N has an infinity of non-zero terms.
Then the family
(λ) = (λi)i∈N := (ι(π)
iϕ(mi))i∈N
satisfies the assumptions of Proposition B.1.1, and therefore, for some non-negative integer n,
Σλ(R
N) = mˆn.
We are going to prove that any element of Σλ(R
N) belongs to the image of ϕ. This will show
that ϕ(M) contains mˆn. Since ϕ(M) is a R-submodule of Rˆm, this will complete the proof.
To achieve, let (xi)i∈N be any sequence in R
N. We may form the following sum, convergent in
M :
m :=
∑
i∈N
πiximi.
For any non-negative integer k, we have:
(B.2.1) m =
∑
0≤i≤k
πiximi + π
k+1rk,
where rk is defined as the convergent sum in M :
rk :=
∑
i∈N
πixi+k+1mi+k+1.
By applying ϕ to the relation (B.2.1), we see that, for every k ∈ N,
ϕ(m)−
∑
0≤i≤k
ι(πixi)ϕ(mi) ∈ mk+1.
Finally,
Σλ((xi)i∈N) =
∑
i∈N
ι(π)iϕ(mi)ι(xi) = ϕ(m).

Observe that, when R is a domain, the morphism ι : R −→ R(m) is injective and ι(R) contains
mˆk for some k ∈ N if and only if R is m-adically complete. Therefore, from Proposition B.2.1, we
immediately derive:
Corollary B.2.2. Let M be a complete prodiscrete topological R-module, with a countable
basis of neighborhoods of 0. If R is a domain and is not m-adically complete, then any R-linear map
ϕ :M −→ R is continuous when M is equipped with its prodiscrete topology and R with the discrete
topology. 

APPENDIX C
Measures on countable sets and their projective limits
This Appendix is devoted to various results concerning measure theory on the Polish spaces
defined as projective limits of countable systems of countable discrete sets that are used in the
proofs of Section 7.
C.1. Finite measures on countable sets
Let D be a (possibly finite) countable set. The real vector space Mb(D) of real bounded
measures on D (equipped with the σ-algebra P(D) of all subsets of D) may be identified with the
vector space l1(D):
(C.1.1)
Mb(D) ∼−→ l1(D)
µ 7−→ (µ({x})x∈D.
This isomorphism maps the cone Mb+(D) of positive bounded measures onto
l1+(D) = l
1(D) ∩ RD+ .
Moreover the total mass of some measure µ ∈ Mb(D) coincides with the l1-norm of its image by
the isomorphism (C.1.1):
‖µ‖ =
∑
x∈D
|µ({x})|.
On the real vector space Mb(D), or equivalently on l1(D), we may consider the following
separated locally convex topologies:
(i) the topology of vague convergence of measures in Mb(D), or equivalently the topology on
l1(D) induced by the topology of pointwise convergence on RD, or the σ(l1(D),R(D))-topology on
l1(D);
(ii) the topology of narrow convergence of measures in Mb(D), that is the σ(l1(D), l∞(D))-
topology on l1(D);
(iii) the topology defined by the “total mass norm” onMb(D) (which coincides with the l1-norm
on l1(D)).
The first of these topologies is strictly finer than the second one, and the second one strictly
finer than the third one. The following proposition compares the induced topologies on the cone
Mb+(D), and notably asserts that the topology of narrow convergence and the topology of norm
convergence on Mb+(D) coincide:
Proposition C.1.1. Let (µi) be a sequence, or more generally a net, of elements of Mb+(D)
which converges vaguely to an element µ of Mb+(D). Then the following conditions are equivalent:
(1) (µi) converges to µ in the topology of narrow convergence on Mb(D);
(2) limi µi(D) = µ(D);
(3) the total mass µi(D) stays bounded (for i large enough); moreover, for every ε ∈ R∗+, there
exists a finite subset F of D such that, for i large enough, µi(D \ F ) < ε;
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(4) limi ‖µi − µ‖ = 0.
This is well-known, and the implications (1) ⇒ (2) ⇒ (3) ⇒ (4) ⇒ (1) are indeed easily
established.
In this monograph, we shall say that a sequence (µi) in Mb+(D) converges to some measure
µ ∈Mb+(D) when the above equivalent conditions are satisfied.
The following convergence criterion plays a central role in our study of the θ-invariants of infinite
dimensional Hermitian vector bundles.
Proposition C.1.2. Let (µi)i∈N be a sequence in Mb+(D). If there exists (ti)i∈N in l1(N) such
that, for every i ∈ N,
(C.1.2) µi+1 ≤ etiµi,
then the sequence (µi)i∈N converges to some µ ∈ Mb+(D).
Proof. When the condition (C.1.2) is satisfied by ti = 0 for every i ∈ N — that is, when
µi+1 ≤ µi for every i ∈ N — then, to any subset X of D, we may associate the limit
µ(X) := lim
i→+∞
µi(X)
of the non-increasing sequence (µi(X))i∈N in R+. It is straightforward that this defines an element
µ of Mb+(D) and that (µi)i∈N converges to µ.
One reduces the general case of the Proposition to this special case by letting, for every i ∈ N,
νi := e
−
∑
0≤j<i tjµi.
Indeed, (νi)i∈N is then a sequence in Mb+(D) such that νi+1 ≤ νi for every i ∈ N, and therefore
admits a limit ν in Mb+(D). Consequently, (µi)i∈N converges to
µ := e
∑
j∈N tjν. 
Recall that the construction which associates, to some countable set D, the cone Mb+(D)
equipped with the topology of narrow convergence (or equivalently, of norm convergence) is functo-
rial.
Namely, for any map f : D −→ D′ between two countable sets D and D′, we may defined a
R-linear map
f∗ :Mb(D) −→Mb(D′)
by letting, for any µ ∈ Mb(D) and any X ′ ⊂ D′,
f∗µ(X
′) := µ(f−1(X ′)).
The map f∗ maps Mb+(D) to Mb+(D′) and is continuous when Mb(D) and Mb(D′) are equipped
both with the topology of narrow convergence or of norm convergence. Moreover, if f ′ : D′ −→ D′′
is a second map, with range some countable set D′′, we have:
(f ′ ◦ f)∗ = f ′∗ ◦ f∗.
C.2. Finite measures on projective limits of countable sets
Consider a projective system
(C.2.1) D• : D0
q0←− D1 q1←− · · · qi−1←− Di qi←− Di+1 qi+1←− . . .
of countable sets. We may equip each of them with the discrete topology, and the projective limit
of this system
D̂ := lim←−
i
Di
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with the associated projective limit topology. It is a Polish space, and we shall denote by Mb(D̂)
the real vector space of real bounded Borel measures on D̂ and by Mb+(D̂) the cone in Mb(D̂) of
positive bounded Borel measures on D̂.
Recall that every measure in Mb+(D̂) is regular and tight. Moreover the cone Mb+(D̂) may be
identified with the projective limit of the projective system
Mb+(D•) :Mb+(D0)
q0∗←−Mb+(D1)
q1∗←− · · · qi−1,∗←− Mb+(Di)
qi∗←−Mb+(Di+1)
qi+1,∗←− . . .
deduced from (C.2.1) by application of the functor Mb+. Indeed, if
pi : D̂ −→ Di
denotes, for any i ∈ N, the canonical map from D̂ to Di, then the map which sends a measure in
Mb+(D̂) to the family of its direct images by the pi’s defines a bijection
(C.2.2)
Mb+(D̂) ∼−→ lim←−iM
b
+(Di)(⊂
∏
i∈NMb+(Di))
µ 7−→ (pi∗µ)i∈N,
according to a classical theorem of Kolmogorov ([Kol33], Section III.4; see also [Bou69], Section
4.3).
For every (i, j) ∈ N2 such that i ≤ j, we let:
pij := qi ◦ qi+1 ◦ · · · ◦ qj−1 : Dj −→ Di.
Proposition C.2.1. Let (γi)i∈N be an element of
∏
i∈NMb+(Di) and let (λi)i∈N ∈ l1(N) such
that, for every j ∈ N,
(C.2.3) qj∗γj+1 ≤ eλjγj .
Then, for every i ∈ N, the sequence (pij∗γj)j∈N≥i converges to some limit µi in Mb+(Di).
Moreover there exists a unique measure µ ∈ Mb+(D̂) such that, for any i ∈ N,
µi = pi∗µ.
In particular, the sequence
(γj(Dj))j∈N = (p0,j∗γj(D0))j∈N
converges in R+ and, for any i ∈ N ,
(C.2.4) µ(D̂) = µi(Di) = lim
j→+∞
γj(Dj).
Proof. From (C.2.3), by application of pij∗, we derive that, for any (i, j) ∈ N2 such that i ≤ j,
pi,j+1∗γj+1 ≤ eλj pij,∗γj .
The convergence of the sequence (pij∗γj)j∈N≥i to some limit µi in Mb+(Di) therefore follows from
Proposition C.1.2. Moreover the continuity of the maps qi∗ with respect to the norm topology shows
that, for every i ∈ N,
µi = qi∗µi+1.
The existence and the unicity of µ then follows from Kolmogorov’s theorem (C.2.2). 
The following Proposition provides an alternative interpretation of the convergence condition on
the sequence (γi)i∈N which appears in Proposition C.2.1. (We refer the reader to [Sch73], Appendix,
or to [Bil99], Chapter 1, for basic results concerning the topology of narrow convergence — also
called topology of weak convergence in [Bil99] — on the space of bounded measures on the Polish
space D̂.)
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Proposition C.2.2. Let (γi)i∈N be a family of measures in
∏
i∈NMb+(Di) and, for every i ∈ N,
let γ˜i be a measure in Mb+(D̂) such that
(C.2.5) pi∗γ˜i = γi.
Then the following two conditions are equivalent:
Conv1 : For every i ∈ N, the sequence (pij∗γj)j∈N≥i converges to some measure µi in Mb+(Di).
Conv2 : The sequence (γ˜j)j∈N convergence to some measure µ in the topology of narrow con-
vergence on Mb+(D̂).
When these conditions hold, the measure µ is the unique element of Mb+(D̂) such that pi∗µ = µi
for any i ∈ N.
When the conditions Conv1 and Conv2 of Proposition C.2.2 are satisfied, we shall say that the
sequence (γi)i∈N satisfies condition Conv and that µ is the limit measure associated to (γi)i∈N.
Observe that, when the maps qi : Di+1 → Di, or equivalently the maps pi : D̂ → Di, are all
surjective then for any sequence (γi)i∈N in
∏
i∈NMb+(Di) as above, there exists a sequence (γ˜i)i∈N
in Mb+(D̂)N such that the conditions (C.2.5) hold. (Indeed, if for any x ∈ Di, we denote by x˜ a
point in p−1i (x), we may simply define γ˜i as
∑
x∈Di
γi(x)δx˜.)
Proof. Observe that, for any (i, j) ∈ N2 such that i ≤ j, we have
pij∗γj = pij∗pj∗γ˜j = pi∗γ˜j.
The continuity of the maps pi∗ : Mb(D̂) → Mb(Di) (for the topology of narrow convergence)
therefore establishes the implication Conv1 =⇒ Conv2, with µi = pi∗µ for every i ∈ N. The unicity
of the measure µ satisfying these conditions follows from the injectivity assertion in Kolmogorov’s
theorem (C.2.2).
Conversely, let us assume that Conv1 is satisfied. The continuity of the maps pii′∗ :Mb(Di′)→
Mb(Di), (0 ≤ i ≤ i′) in the topology of narrow convergence shows that the measures µi satisfy the
conditions
pii′∗µi′ = µi.
According to Kolmogorov’s theorem (C.2.2), there exists a (unique) measure µ ∈Mb+(D̂) such that
µi = pi∗µ for every i ∈ N.
To complete the proof, we are left to show that (γ˜i)i∈N converges to µ in the topology of narrow
convergence. Recall that this means that, for every function f in the space Cb(D̂,R) of bounded
continuous real valued functions on D̂, we have:
(C.2.6) lim
j→+∞
∫
D̂
f dγ˜j =
∫
D̂
f dµ.
Also recall that, if d denotes a metric on D̂ that defines its topology, this condition is satisfied as
soon as it is satisfied by any f in the subspace Cbu(D̂,R) of of bounded real valued functions on D̂
which are uniformly continuous with respect to d (see for instance [Bil99], Theorem 2.11).
In turn, condition (C.2.6) is satisfied for every f in Cbu(D̂,R) if it is satisfied for every f in some
subset E of Cbu(D̂,R) dense in the topology of uniform convergence.
To prove that this last condition is indeed fulfilled, choose a decreasing sequence (εi)i∈N in R
∗N
+
such that limi→+∞ εi = 0 and equip D̂ with a metric d such that, for any x ∈ D̂ and any i ∈ N:
{x′ ∈ D̂ | d(x′, x) ≤ εi} = p−1i (pi(x)).
1In loc. cit., only the narrow (a.k.a. weak) convergence of probability measures is considered. The case of bounded
positive measures easily reduces to this one.
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(For instance, we may choose ε−1 in ]ε0,+∞[ and consider the metric d defined by
d(x, y) := εk−1, where k := min{i ∈ N | pi(x) 6= pj(y)}
for any (x, y) ∈ D̂2 such that x 6= y.) Any such metric defines the topology of D̂. Moreover, for
every i ∈ N, the image of
p∗i := . ◦ pi : l∞(Di) −→ Cb(D̂,R)
belongs to the subspace Cbu(D̂,R) of functions uniformly continuous with respect to d, and the union
E :=
⋃
i∈N
p∗i (l
∞(Di))
is dense in Cbu(D̂,R) equipped with the topology of uniform convergence.
Finally, if f is an element of E , of the form p∗iϕ for some i ∈ N and some ϕ ∈ l∞(Di), then, for
any j ∈ N≥i, ∫
D̂
f dγ˜j =
∫
D̂
p∗iϕdγ˜j =
∫
Di
ϕdpi∗γ˜j =
∫
Di
ϕdpij∗γj.
When j goes to +∞, this converges to∫
Di
ϕdµi =
∫
D̂
p∗iϕdµ =
∫
D̂
f dµ.
Consequently, condition (C.2.6) is satisfied by f . 
Proposition C.2.3. Let (γi)i∈N be a family of measures in
∏
i∈NMb+(Di).
If the sequence (γi(Di)))i∈N converges in R+ and if C is a countable subset of D̂ such that, for
any x ∈ C, the sequence (γj({pj(x)}))j∈N admits a limit γ(x) in R+ and if
(C.2.7)
∑
x∈C
γ(x) = lim
i→+∞
γi(Di),
then the sequence (γi)i∈N satisfies condition Conv and the associated limit measure is
µ :=
∑
x∈C
γ(x)δx.
Proof. This will follow from the following
Lemma C.2.4. For every ε ∈ R∗+, there exists i(ε) ∈ N and a finite subset Fε ⊂ C such that
(C.2.8) µ(C \ Fε) < ε
and, for any j ∈ N≥i(ε), pj|Fε : Fε −→ Dj is injective and
(C.2.9) γj(Dj \ pj(Fε)) < ε.
Indeed, taking this lemma for granted, we have, for any ε > 0 and any j ∈ N≥i(ε),
(C.2.10) ‖γj − 1pj(Fε)γj‖ < ε.
Moreover, for any x in the finite set Fε,
lim
j→+∞
γj(pj{x})− µ({x}) = lim
j→+∞
γj(pj{x})− γ(x) = 0.
Therefore
(C.2.11) lim
j→+∞
‖1pj(Fε)γj − pj∗(1Fεµ)‖ = 0.
Finally,
(C.2.12) ‖1Fεµ− µ‖ = µ(C \ Fε) ≤ ε.
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For any (i, j) ∈ N2 such that i ≤ j, we have:
‖pij∗γj − pi∗µ‖ ≤ ‖pij∗(γj − 1pj(Fε)γj)‖ + ‖pij∗(1pj(Fε)γj − pj∗(1Fεµ))‖ + ‖pi∗(1Fεµ− µ)‖
≤ ‖γj − 1pj(Fε)γj‖+ ‖1pj(Fε)γj − pj∗(1Fεµ)‖+ ‖1Fεµ− µ‖
From (C.2.10-C.2.12), we deduce that, when j goes to +∞, the upper limit of the last sum is
≤ 2ε. As ε ∈ R∗+ is arbitrary, this shows that
lim
j→+∞
‖pij∗γj − pi∗µ‖ = 0. 
Proof of Lemma C.2.4. We first choose a finite subset Fε of C so large that
(C.2.13)
∑
x∈C\Fε
γ(x) ≤ ε/2.
Then, since Fε is finite, if the integer j is large enough — say j ≥ i(ε) — the map pj|Fε : Fε −→ Dj
is injective and
(C.2.14)
∑
x∈Fε
|γj({pj(x)})− γ(x)| ≤ ε/4.
According to (C.2.7), we may also assume that, when j ≥ i(ε),
(C.2.15) γj(Dj) ≤
∑
x∈C
γ(x) + ε/8.
Then the estimate (C.2.8) follows from (C.2.13). To establish (C.2.9), write
γj(Dj \ pj(Fε)) = γj(Dj)− γj(pj(Fε))
and observe that
γj(pj(Fε)) ≥
∑
x∈Fε
γ(x)−
∑
x∈Fε
|γj({pj(x)})−γ(x)| =
∑
x∈C
γ(x)−
∑
x∈C\Fε
γ(x)−
∑
x∈Fε
|γj({pj(x)})−γ(x)|.
Together with the estimates (C.2.13-C.2.14), this shows that
γj(Dj \ pj(Fε)) ≤ ε/2 + ε/4 + ε/8. 
APPENDIX D
Exact categories
Exact categories play a key role in Quillen’s foundational work [Qui73] on higher algebraic K-
theory, who introduced the terminology. As shown notably by Deligne and Keller, exact categories
admit a formalism of derived categories that includes the formalism of derived categories of abelian
categories, and is especially convenient for applications.
This Appendix gathers the basic definitions and summarizes, without proof, some basic proper-
ties of exact categories in the sense of Quillen, for the commodity of the reader of Section 8.5. We
refer the reader to the expositions by Keller [Kel96] and Bu¨hler [Bu¨h10] for the relevant proofs
and for references.
We only emphasize that the historical development of the formalism of exact categories has
been rather intricate. Notably, the axioms defining exact categories in [Qui73] may be significantly
streamlined, as shown by the works of Yoneda and Keller (see [Bu¨h10], Section 2). Besides, an
important forerunner of Quillen’s notion of exact category has been the theory of “abelian categories”
developed by Heller [Hel58]. These categories are precisely the exact categories, in Quilllen’s sense,
the underlying additive category of which are idempotent complete (cf. [Bu¨h10], Appendix B), and
Heller already showed that these idempotent complete exact categories did constitute a convenient
framework for homological algebra.
D.1. Definitions and basic properties
D.1.1. Definitions. Let A be an additive category. A kernel-cokernel pair (i, p) in A is a pair
of composable morphisms
A′
i−→ A p−→ A′′
in A such that i is a kernel of p and p is a cokernel of i.
Let E be a class of kernel-cokernel pairs in A. An allowable monomorphism (with respect to E)
is a morphism i in A for which there exists a morphism p in A such that (i, p) belongs to E . An
allowable epimorphism (with respect to E) is a morphism p in A for which there exists a morphism
i in A such that (i, p) belongs to E .
An exact structure on A is a class E of kernel-cokernel pairs which is closed under isomorphisms
and satisfies the following conditions:
E0 : For every object A of A, the identity morphism 1A is an allowable monomorphism.
Eop0 : For every object A of A, the identity morphism 1A is an allowable epimorphism.
E1 : The class of allowable monomorphisms is closed under composition.
Eop1 : The class of allowable epimorphisms is closed under composition.
E2 : The push-out of an allowable monomorphism along an arbitrary morphism exists and yields
an allowable monomorphism.
Eop2 : The pull-back of an allowable epimorphism along an arbitrary morphism exists and yields
an allowable epimorphism.
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An exact category is a pair (A, E) consisting of an additive category and of some exact structure
E in A. Elements (i, p) of E are often displayed as
0 −→ A′ i−→ A p−→ A′′ −→ 0
and called allowable short exact sequences of the exact category, or simply short exact sequences
when no confusion may arise.
D.1.2. Some properties of allowable monomorphisms and epimorphisms. In any exact
category A as above, the following properties are satisfied (see [Bu¨h10], Section 2):
(i) Any split exact sequence in A — namely any diagram in A isomorphic to a diagram of the
form
0 −→M ′ (1M′ ,0)−→ M ′ ⊕M ′′ pr2−→M ′′ −→ 0
for some objects M ′ and M ′′ in A — is a short exact sequence.
(ii) The direct sum of two exact sequences is a short exact sequence.
(iii) The pull-back of an allowable monomorphism along an admissible epimorphism yields an
allowable monomorphism.
Dually, the push-out of an allowable epimorphism along an allowable monomorphism yields an
allowable epimorphism.
(iv) Suppose that i : A −→ B is a morphism in A admitting a cokernel. If there exists a
morphism j : B −→ C in A such that ji : A −→ C is an allowable monomorphism, then i is an
allowable monomorphism.
Dually, let p : B′ −→ A′ be a morphism in A admitting a kernel. If there exists a morphism
q : C′ −→ B′ in A such that pq : C′ −→ A′ is an allowable epimorphism, then p is an allowable epic.
In Quillen’s definition of exact categories ([Qui73], § 2), Property (iv) appears as an extra axiom
besides (a simple variant of) axioms E
(op)
0−2.
D.1.3. Allowable morphisms and exactness. In some exact category A, a morphism f :
A −→ B is said to be an allowable morphism if it admits a factorization
(D.1.1) f = me : A
e−→ I m−→ B
where e is an allowable epimorphism andm and allowable monomorphism. The factorization (D.1.1)
is then unique, up to unique isomorphism.
A diagram of allowable morphisms
A′
f−→ A f
′
−→ A′′
is called exact (at A) when the factorizations
f = me : A′
e−→ I m−→ A and f ′ = m′ e′ : A e
′
−→ I ′ m
′
−→ A′′
of f and f ′ as products of allowable monomorphisms and epimorphisms are such that the diagram
0 −→ I m−→ A e
′
−→ I ′ −→ 0
is a short exact sequence.
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D.2. The derived category of an exact category
D.2.1. Definitions and Notation. Let us recall that an additive category A is said to be
idempotent complete when it satisfies the following equivalent conditions (see for instance [Bu¨h10],
6.1-2):
IC : For every object A of A and any endomorphism p : A −→ A which is idempotent — that
is, which satisfies p2 = p — there is decomposition
ϕ : A
∼−→ K ⊕ I
of A in A such that
ϕpϕ−1 =
[
0 0
0 IdA
]
.
IC′ : Every idempotent endomorphism in A has a kernel.
For any additive category A, we shall denote the additive category of complexes and chain maps
in A by Ch(A), and the homotopy category of A by K(A).
The category K(A) has the same objects as Ch(A), and its morphisms are the chain maps,
modulo the chain maps homotopic to zero. It is equipped with a natural structure of triangulated
category, with suspension functor the “shift” functor ·[1], and with exact triangles the mapping
cones of chain maps in Ch(A), up to isomorphisms in K(A).
D.2.2. The derived category D(A). We finally review the definition and some basic prop-
erties of the derived category of some exact category. We refer the reader to [Kel96] and [Bu¨h10],
Section 10, for details of this construction.
Let A be some exact category.
D.2.2.1. A complex
(D.2.1) (A•, d•) : · · · −→ An−1 d
n−1
−→ An d
n
−→ An+1 −→ · · ·
in Ch(A) is called acyclic, or exact, when the morphisms (dn)n∈Z are admissible and when, for every
n ∈ Z, the diagram
An−1
dn−1−→ An d
n
−→ An+1
is exact (at An).
Equivalently, the complex (D.2.1) is acyclic when it may be obtained by “splicing together” a
sequence of short exact sequences in A:
0 −→ ZnA −→ An −→ Zn+1A −→ 0, n ∈ Z.
The mapping cone of a chain map between acyclic complexes is acyclic, and the class Ac(A) of
acyclic complexes in A is a triangulated subcategory of K(A).
A chain map in Ch(A) is called a quasi-isomorphism when its mapping cone is homotopy
equivalent to an acyclic complex.
D.2.2.2. The derived category D(A) of the exact category is defined as the Verdier quotient
D(A) := K(A)/Ac(A).
If ∗ is an element of {+,−, b}, one may also define the full subcategory D∗(A) of D(A) formed
by the complexes which are acyclic in degree n for all n << 0, resp. all n >> 0, resp. all
n >> 0 and all n << 0. It may be identified with the Verdier quotient K∗(A)/Ac∗(A) whereK∗(A)
(resp. Ac∗(A)) is the full subcategory of K(A) (resp. Ac(A)) defined by complexes satisfying the
boundedness condition ∗.
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D.2.2.3. When the exact category A is idempotent complete, the following properties hold:
(i) a retract in K(A) of an acyclic complex is acyclic;
(ii) the class of acyclic complexes is closed under isomorphisms in K(A); notably, any null
homotopic complex in Ch(A) is acyclic;
(iii) a chain map in is a Ch(A) becomes an isomorphism in D(A) if and only if it is a quasi-
isomorphism, and if and only if its mapping cone is acyclic.
APPENDIX E
Upper bounds on the dimension of spaces of holomorphic
sections of line bundles over compact complex manifolds
E.1. Spaces of sections of analytic line bundles and multiplicity bounds
In this Appendix, we present two proofs of Proposition 10.2.3, that we rephrase as follows:
Proposition E.1.1. For any analytic line bundle L over a compact complex manifold M of
complex dimension n, there exists C in R∗+ such that, for any positive integer D, the dimension of
the vector space Γ(M,L⊗D) of analytic sections of L⊗D satisfies:
dimC Γ(M,L
⊗D) ≤ C.Dn.
The first proof follows the arguments of Serre ([Ser54]) and Siegel ([Sie55]), and relies on the
use of Schwarz Lemma, after introducing suitable coordinate charts on M .
The second proof will assume that the manifold M is Ka¨hler and relies on some simple compu-
tations of intersection numbers.
To establish Proposition E.1.1, we may clearly — and we shall — assume that M is connected.
For any R ∈ R+, we denote
Bn(R) := {(z1, . . . , zn) ∈ Cn | |z1|2 + . . .+ |zn|2 < R2}.
By compactness, there exists a finite family of analytic charts on M
ϕα : Uα
∼−→ Bn(1), 1 ≤ α ≤ N
— the Uα are open subsets of M, and the ϕα analytic diffeomorphisms — such that
X =
⋃
1≤α≤A
Uα.
For every α in {1, . . . , A}, we may consider the “center of the chart ϕα”:
Pα := ϕ
−1
α (0).
Proposition E.1.1 will be a straightforward consequence of the following result, of independent
interest:
Proposition E.1.2. With the above notation, for every holomorphic line bundle L over M ,
there exists c in R+ such that, for any non-negative integer D and any holomorphic section s of
L⊗D over M , if
multPαs > c.D for every α in {1, . . . , A},
then s vanishes everywhere on M.
When M is Ka¨hler, the following stronger variant of Proposition E.1.2 holds:
257
258 E. HOLOMORPHIC SECTIONS OF LINE BUNDLES OVER COMPACT COMPLEX MANIFOLDS
Proposition E.1.3. Let us assume that the connected compact complex M is Ka¨hler.
For every point P of M and every holomorphic line bundle L over M , there exists c in R+ such
that, for any non-negative integer D and any holomorphic section s of L⊗D over M , if
multP s > c.D,
then s vanishes everywhere on M.
Proof of Proposition E.1.1 from Proposition E.1.2. Again, we may introduce charts
(ϕα)1≤α≤A and their centers (Pα)1≤α≤A as above. If MPα,i denotes the infinitesimal neighborhood
of order i of Pα in M , the space Γ(MPα,i, L
⊗D) of sections of L⊗D over MPα,i — that is, the space
of jets of order i of sections of L⊗D at Pα — Proposition E.1.2 precisely asserts the existence of c
in R∗+ such that the natural evaluation map:
ηiD : Γ(M,L
⊗D) −→
⊕
1≤α≤A
Γ(MPα,i, L
⊗D)
is injective if i > ⌊cD⌋.
Consequently, if we let i(D) := ⌊cD⌋+ 1, we get
dimC Γ(M,L
⊗D) ≤
∑
1≤α≤A
dimC Γ(MPα,i, L
⊗D) = A
(
n+ i(D)
n
)
.
Since, when D goes to +∞, (
n+ i(D)
n
)
∼ c
n
n!
Dn,
this establishes the announced upper bound. 
E.2. Proof of Proposition E.1.2
We will rely on the following higher dimensional version of the well-known Schwarz Lemma,
combined with compactness arguments:
Lemma E.2.1. Let R be a positive real number and i a non-negative integer. For any holomorphic
function f on Bn(R) such that
mult0f ≥ i
and for any z in Bn(R), we have:
|f(z)| ≤
(‖z‖
R
)i
sup
w∈Bn(R)
|f(w)|.
Proof. Let f be such a holomorphic function satisfying mult0f ≥ i, and let z be a point in Bn(R).
When z = 0, the inequality is immediate. Let us therefore assume z non-zero, and let us
introduce the function gz of one complex t defined by
gz(t) := t
−if(t.z/‖z‖).
It is a priori defined and analytic on the punctured disk D(0, R)\{0}. According to our assumption
on mult0f, it actually extends to an analytic function on D(0, R). Consequently, using the maximum
modulus principle and the very definition of gz, we obtain, for every t in D(0, R):
|gz(t)| ≤ lim sup
|w|→R
|gz(w)| ≤ R−i sup
w∈Bn(R)
|f(w)|.
The required upper-bound on |f(z)| follows from this inequality applied to t = ‖z‖. 
E.2. PROOF OF PROPOSITION E.1.2 259
Let us choose a continuous Hermitian metric ‖.‖L on L, and, for every α in {1, . . . , A}, a non-
vanishing holomorphic section sα of L over Uα
1.
By compactness of M again, there exist r in ]0, 1[ such that
M =
⋃
1≤α≤A
Uα(r),
where Uα := ϕ
−1
α (B
n(r)).
Finally, let us choose a real number r′ in the interval ]r, 1[.
Let D be a non-negative integer, and s a holomorphic section of L⊗D over L. We shall denote
‖.‖L⊗D the continous Hermitian metric on L⊗D defined as the D-th tensor power of the metric ‖.‖L
on L.
For any α in {1, . . . , A}, we may write
SUα = fα ◦ ϕα.s⊗Dα ,
where ϕα denotes a holomorphic function on B
n. The following estimates are straightforward: for
any P in Uα(r),
(E.2.1) ‖s(P )‖L⊗D ≤ sup
Q∈Uα(r)
‖sα(Q)‖DL |fα(ϕα(P ))|,
and for any w in Bn(r′),
(E.2.2) |fα(w)| ≤ sup
Q∈Uα(r′)
‖sα(Q)‖−DL
∥∥sα(ϕ−1α (w))∥∥L⊗D .
Moreover, if mult0fα — or equivalently multPαs— is at least i, the Schwarz Lemma E.2.1 shows
that
|fα(ϕα(P ))| ≤
( r
r′
)i
sup
w∈Bn(r)
|fα(w)|.
Combining this inequality with (E.2.1) and (E.2.2), we then have:
‖s(P )‖L⊗D ≤
( r
r′
)i( supQ∈Uα(r) ‖sα(Q)‖L
infQ∈Uα(r′) ‖sα(Q)‖L
)D
sup
Q∈Uα(r′)
‖s(Q)‖L⊗D .
Finally we obtain that, if multPαs ≥ i for every α in {1, . . . , A}, then
(E.2.3) max
P∈M
‖s(P )‖L⊗D ≤ λiMD maxP∈M ‖s(P )‖L⊗D ,
where λ := r/r′ and
M := max
1≤α≤A
supQ∈Uα(r) ‖sα(Q)‖L
infQ∈Uα(r′) ‖sα(Q)‖L
.
1The existence of such a section is equivalent to the triviality of the holomorphic line bundle L over Uα. This
follows from the isomorphism
ϕ∗α : H
1(Uα,O
∗) ≃ H1(Bn,O∗),
and from the vanishing of H1(Bn,O∗), itself a straightfoward consequence of the vanishing of H1(Bn,O) and of
H2(Bn,Z), thanks to the short exact sequence of sheaves on M :
0 −→ Z −→ O
exp(2pii.)
−→ O∗ −→ 0
and to the associated long exact sequence of cohomology groups.
Observe also that, for a given line bundle L, it is straightforward that such sα exist if the domains Uα of the
charts ϕα are small enough. This observation makes particularly elementary the proof of vanishing statement in
Proposition E.1.2 for one specific line bundle L and for a suitable choice of the Pα only — this weaker version is
sufficient to derive Corollary 10.2.3 below and Chow’s Theorem.
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By their very definition, λ belongs to ]0, 1[, and M to [1,+∞[, and
c :=
logM
logλ−1
is a well-defined non-negative real number. The upper-bound (E.2.3) implies the vanishing of s when
λiMD < 1, that is, when i > c.D.
E.3. Proof of Proposition E.1.3
Let M be a compact connected complex manifold of dimension n, equipped with some Ka¨hler
form ω.
Let P be a point in M and let
ν : M˜ −→M
denote the blow-up of P in M , and
E := ν−1(P )
its exceptional divisor.
Lemma E.3.1. There exists a C∞ Hermitian metric ‖.‖ on the line bundle O(−E) over M˜ and
a positive real number λ such the first Chern form
α := c1(O(−E), ‖.‖)
satisfies:
(E.3.1) α+ λ ν∗ω ≥ 0.
Proof. Let us consider the blow-up
ν0 : A˜nC −→ AnC
at the origin 0 of the n-dimensional complex affine space AnC.
The variety A˜nC may be identified with the smooth subscheme of A
n
C × Pn−1C defined by
((z1, . . . , zn), (w1 : . . . : wn)) ∈ A˜nC ⇐⇒ for every 1 ≤ i < j ≤ n,
∣∣∣∣zi wizj wj
∣∣∣∣ = 0.
The map ν0 coincides with the restriction of the first projection pr1 : A
n
C × Pn−1C −→ Pn−1C , and the
exceptional divisor E := ν−10 (0) with {0}×Pn−1C . Moreover, the line bundle OA˜n
C
(−E) is canonically
isomorphic to the pull-back pr∗
2|A˜n
C
O
P
n−1
C
(1) of the tautological line bundle O
P
n−1
C
(1) by the restriction
of the second projection pr2 : A
n
C×Pn−1C −→ AnC. (The canonical isomorphism maps pr2|A˜n
C
Xi to the
pull-back under pr
1|A˜n
C
of the i-th coordinate on AnC, for every i ∈ {1, . . . , n}.)
Consequently, like O
P
n−1
C
(1), the line bundle OA˜n
C
(−E) may be endowed with some C∞ Hermitian
metric ‖.‖0 such that c1(OA˜n
C
(−E), ‖.‖0) ≥ 0 over A˜nC.
Let finally ‖.‖1 be a C∞ metric on OA˜n
C
(−E) which coincides with ‖.‖0 over ν−10 (Bn(1/2)) and
satisfies ‖1O
A˜n
C
(−E)‖1 = 1 over ν−1O (AnC \ Bn(3/4)).
Let us choose a C-analytic chart ϕ : U
∼−→ Bn(1) on M , such that ϕ−1(O) = P. By means of
ϕ, we may transport the metric ‖.‖1 on OA˜n
C
(−E) over ν−10 (Bn(1)) to a metric on OM˜ (−E) over
ν−1(U). The metric ‖.‖ satisfies
(E.3.2) ‖1OM˜(−E)‖ = 1
over U \ ϕ−1(Bn(3/4)), and therefore may be extended to a metric (still denoted ‖.‖) over M˜ by
requiring (E.3.2) to hold over M˜ \ ϕ−1(Bn(3/4)).
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By construction, the first Chern form c1(OM˜ (−E), ‖.‖) is ≥ 0 on M˜ \ ν−1(K), where
K := ϕ−1(Bn(3/4) \ Bn(1/2)).
Since ν is an isomorphism over M \ {P} — that contains the compact K — and ω is everywhere
> 0, the condition (E.3.1) holds for any λ large enough. 
Let us consider the cohomology class [ω] of ω. For any line bundle L over M , we may consider
its first Chern class c1(L) in the real cohomology group H
2(M,R) and form the intersection number:
c1(L).[ω]
d−1 ∈ H2n(M,R) ≃ R.
We may now establish Proposition E.1.3 in the following more precise form:
Lemma E.3.2. Let λ be as in Lemma E.3.1. For any analytic line bundle L over M , any positive
integer D, and any analytic section s of L⊗D over M that does not vanish identically, the order of
vanishing multP s of s at P satisfies the following upper bound:
(E.3.3) multP s ≤ c1(L).[ω]
d−1
λd−1
D.
Proof. Consider some section s in Γ(M,L⊗D) \ {0} and its divisor div s on M . It is effective,
and multP is the multiplicity of the exceptional divisor E in its inverse image ν
∗div s on M˜ .
The divisor on M˜
Z := ν∗div s−multP s.E
is therefore effective. Together with (E.3.1), this shows that
(E.3.4)
∫
M˜
(α+ λν∗)d−1δZ ≥ 0.
If [E] and [Z] denote the cohomology classes in H2(M˜,R) of the divisors E and Z, the following
equality of cohomology classes hold:
[α+ λν∗ω] = −[E] + λν∗[ω] and [δZ] = ν∗c1(L)−multP s.[E],
and the integral in (E.3.4) may be written as an intersection number:
(E.3.5)
∫
M˜
(α + λν∗)d−1δZ = (−[E] + λν∗[ω])d−1.(Dν∗c1(L)−multP s.[E]).
Since ν is a birational morphism, and
ν∗[E]
i = 0 if i < d
and
(−1)d−1[E]d = c1(O(E))d−1.[E] = 1,
the intersection number in the left-hand side of (E.3.5) also equals:
D c1(L).[ω]
d−1 − λd−1multPS.
Together with (E.3.4), this establishes the upper-bound (E.3.3). 
The previous proof is a counterpart, in the framework of Ka¨hler geometry, of the derivation of
the basic properties of the Seshadri constants of nef line bundles on algebraic varieties (see [Laz04],
Chapter 5, notably Proposition 5.1.9, and [Bos04], Lemma 2.3).

APPENDIX F
John ellipsoids and finite dimensional normed spaces
F.1. John ellipsoids and John Euclidean norms
Let E be a finite dimensional real vector space, equipped with some norm ‖.‖, and let
B := {x ∈ E | ‖x‖ ≤ 1}
be its closed unit ball.
A simple compactness argument shows that, among the ellipsoids of center 0 in E contained in
B, there is one of maximal volume. As shown by John [Joh48], this ellipsoid J satisfies
B ⊂ (dimRE)1/2J.
Moreover this ellipsoid is unique1. It is called the John ellipsoid of B.
These results may be translated in terms of Euclidean norms as follows:
Proposition F.1.1. Among the Euclidean norms |.| on E such that ‖.‖ ≤ |.|, there exists a
unique one — the John Euclidean norm ‖.‖J attached to ‖.‖ — for which the associated Euclidean
norm on ∧dimEE is minimal. The norm ‖.‖J satisfies:
‖.‖ ≤ ‖.‖J ≤ (dimR)1/2‖.‖.
F.2. Properties of the John norm
Let us indicate a few properties of the John norm that are direct consequences of Proposition
F.1.1.
F.2.1. Invariance under automorphisms. Let K := Isom(E, ‖.‖) be the set of elements of
GLR(E) that preserve the norm ‖.‖. It is a compact subgroup of GLR(E). The Euclidean norm ‖.‖J
is fixed under the action of K.
This follows from the unicity assertion in Proposition F.1.1 and from the fact that the action of
the compact group K on ∧dimEE factors through {1,−1} →֒ R∗ = GLR(∧dimEE).
F.2.2. The John norm attached to a normed complex vector spaces. Assume that E
is a complex vector space and that ‖.‖ is a norm on this complex vector space. Then the John norm
‖.‖J associated to (E, ‖.‖) seen as a normed real vector space is a Hermitian norm on E.
Indeed, in this situation, the group Isom(E, ‖.‖) contains the operation [i] of multiplication by
i on E, and therefore ‖.‖J is invariant under the action of [i], hence a Hermitian norm on E.
1This unicity result appears to have been observed independently by Loewner (in a dual form, see [Bus50], p.
159-160), Danzer, Laugwitz and Lenz ([DLL57]) and Zaguskin ([Zag58]).
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F.2.3. Compatibility with finite products. Let (E1, ‖.‖1), . . . , (EN , ‖.‖N) be a finite family
of finite dimensional normed vector spaces (over R or over C). Let us consider the direct sum
E := E1 ⊕ . . .⊕ EN
and the norm ‖.‖ on E defined by:
‖(e1, . . . , en)‖ := max
1≤i≤n
‖ei‖i for every (e1, . . . , en) ∈ E1 ⊕ . . .⊕ EN .
Then the John norms ‖.‖J and ‖.‖1,J , . . . , ‖.‖N,J associated to ‖.‖ and ‖.‖1, . . . , ‖.‖N , satisfy
the relation:
(F.2.1) ‖(e1, . . . , en)‖2J :=
∑
1≤i≤n
‖ei‖2i,J .
Indeed the group Isom(E, ‖.‖) contains the group {1,−1}N acting diagonally on E1⊕ . . .⊕EN .
Therefore the (Euclidean or hermitain) norm ‖‖ is invariant by this subgroup, and therefore may be
written:
‖(e1, . . . , en)‖J :=
 ∑
1≤i≤n
‖ei‖2J
1/2 .
The expression (F.2.1) readily follows from this observation.
F.3. Application to lattices in normed real vector spaces
Let Γ be a free Z-module of finite rank, and let ‖.‖ be some norm on the finite dimensional real
vector space ΓR := Γ⊗Z R.
Let covol‖.‖ Γ denote the covolume of Γ in ΓR with respect to the Lebesgue measure
2 on ΓR that
gives the volume 1 to the unit ball
B := {x ∈ ΓR | ‖x‖ ≤ 1}.
In other words, for any Lebesgue measure λ on ΓR and for any Borel subset ∆ of ΓR that is a
fundamental domain for the action of Γ,
(F.3.1) covol‖.‖ Γ =
λ(∆)
λ(B)
.
To the pair (Γ, ‖.‖), we may associate the real number
χ‖.‖(Γ) := − log covol‖.‖ Γ.
When the norm ‖.‖ is Euclidean, the pair (Γ, ‖.‖) define an Euclidean lattice Γ, and from the
expression (F.3.1), applied to the Lebesgue measure λ := λΓ that gives the volume 1 to the unit
cube in the Euclidean space (ΓR, ‖.‖) (cf. Section 2.1.1), shows that:
covol‖.‖ Γ = v
−1
rk Γ. covolΓ,
where vrkE denotes the volume of the unit ball in dimension rkE. Therefore
(F.3.2) χ‖.‖(Γ) = d̂eg Γ + log vrk Γ.
In general, we may consider the John Euclidean norm ‖.‖J on ΓR associated to ‖.‖ and form
the Euclidean lattice
ΓJ := (Γ, ‖.‖J).
If B and J denote the unit balls in ΓR associated to ‖.‖ and ‖.‖J respectively, we have:
J ⊂ B ⊂ (rkΓ)1/2J.
2A Lebesgue measure on ΓR is a non-zero, translation invariant Radon measure on ΓR.
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From these inclusions, we derive the following estimates, for any Lebesgue measure λ on ΓR:
λ(J) ≤ λ(B) ≤ (rkΓ)rk Γ/2λ(J).
Consequently, we have:
χ‖.‖J (Γ) ≤ χ‖.‖(Γ) ≤ (rk Γ/2) log rkΓ + χ‖.‖(Γ).
Using the relation (F.3.2), these estimates may also be written:
(F.3.3) d̂eg ΓJ + log vrk Γ ≤ χ‖.‖(Γ) ≤ d̂eg ΓJ + log vrk Γ + (rkΓ/2) log rkΓ.
In practice, when using these estimates, it is useful to notice that, as a consequence of Stirling’s
formula, when n goes to infinity:
(F.3.4) log vn = log
πn/2
Γ(1 + n/2)
= −(n/2) logn+ (n/2)(1 + log 2π) +O(log n).
Actually, for every positive integer n, we have:
(F.3.5) − (n/2) logn+ n log 2 ≤ log vn ≤ −(n/2) logn+ (n/2)(1 + log 2π).
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