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Introduction
La résolution transverse (c’est à dire la capacité à faire la distinction entre deux diffuseurs proches)
obtenue par un radar classique est directement proportionnelle à l’ouverture effective de l’antenne qu’il
utilise, elle même dépendante de la taille de l’antenne. Un Radar à Synthèse d’Ouverture (RSO) ou Syn-
thetic Aperture Radar (SAR) en anglais est un radar aéroporté (avion, satellite...) permettant de créer, à
partir d’une série de mesures faites le long d’une trajectoire (linéaire, circulaire...), une ouverture d’an-
tenne synthétique de grande dimension. L’intérêt du SAR est donc de générer une ouverture synthétique
bien plus grande que l’ouverture réelle de l’antenne du radar et donc d’améliorer la résolution transverse.
A chaque position de mesure, le radar illumine une zone du sol à l’aide d’une onde électromagnétique
sur une certaine plage angulaire. L’onde est partiellement rétrodiffusée par l’ensemble des diffuseurs
éclairés et captée par le radar. Le principe de l’imagerie SAR est de synthétiser à l’aide d’un algorithme
spécialisé, appelé processeur SAR, l’ensemble des signaux récupérés à chaque position du radar afin de
former une image de la scène.
La détection de cibles manufacturées en présence de bruit, clutter, fouillis ou interférences avec
un système SAR est un sujet de recherche actif soulevant de nombreuses difficultés. Il est bien connu
qu’un simple algorithme de formation d’image conduit bien souvent à l’apparition de nombreuses fausses
alarmes qui gênent la détection. Les images SAR sont formées avec des algorithmes basés sur le modèle
du point isotrope. Ceci suppose que chaque cible peut être vue comme un ensemble de points isotropes.
Cette hypothèse est pertinente si les diffuseurs présents sur la scène à imager peuvent être considérés
comme des ensembles de particules de grande taille (supérieure à la longueur d’onde), aléatoirement
orientées, appelés volumes aléatoires [1]. Ces volumes aléatoires se comportent, en terme de diffusion,
comme une sphère de grande dimension. Cependant, une cible manufacturée est décrite avec plus de
justesse comme un ensemble d’éléments ayant des propriétés de diffusion spécifiques ( directivité et la
réponse en fréquence). Le modèle du point isotrope se révèle donc dans ce cas inadapté. Un processeur
SAR utilisant un modèle décrivant mieux le comportement électromagnétique de la cible à détecter amé-
liorerait certainement la réponse de celle-ci.
Des traitements appliqués au SAR exploitant les mécanismes de diffusion des cibles ou de propaga-
tion existent : la polarimétrie, par exemple, permet de différencier les mécanismes (simple rebond, double
rebond...) de rétrodiffusion d’une cible et l’interférométrie qui permet d’exploiter les informations sur sa
hauteur, voir [2]. Ces traitements ne considèrent cependant pas plus avant les propriétés de rétrodiffusion
intrinsèques de la cible. L’analyse en ondelettes permet de prendre en compte l’anisotropie des cibles
à détecter (voir [4]), mais souffre de quelques limites pour l’application à la détection : elle ne permet
qu’une analyse monochromatique, c’est à dire qu’elle ne considère qu’une fréquence donnée et pas toute
la bande du spectre du signal émis. La couverture de l’ensemble des réponses possibles d’une cible,
quelque soit son orientation, nécessite une base d’ondelette de grande dimension (augmentant le risque
de détecter du bruit). L’analyse complète d’une image SAR par ce moyen se fait donc sur un nombre
très important d’ “hyper images”, parfois compliquées à interpréter. Une approche différente peut être
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envisagée en considérant qu’une cible manufacturée peut être vue comme un ensemble d’éléments ca-
noniques (par exemple un ensemble de plaques). Le modèle utilisé lors de la détection ne sera donc plus
le point isotrope mais un élément canonique choisi. Afin de développer ce détecteur, une première idée
pourrait être d’implémenter un banc de filtres adaptés à toutes les configurations possibles du modèle
choisi. Cette approche est suivie dans [6], où les cibles à détecter (véhicules) sont modélisées comme
des ensembles de dièdres. Un banc de filtres adaptés à chaque orientation et chaque taille de dièdre est
présenté. Le traitement résultant est un post traitement appliqué à l’image SAR. Ce genre d’approche
souffre de plusieurs inconvénients : la robustesse concernant les configurations non prévues dans le banc
de filtres n’est pas garantie car seule la meilleure configuration (taille et orientation) est retenue et surtout,
la charge de calcul imposée par un telle méthode rend toute application de l’algorithme à des données
réelles pratiquement impossible. Dans [7], une approche similaire est suivie basée sur les Détecteurs de
Sous Espaces (DSE) ou Matched Subspace Detectors (MSD). Après la formation d’image SAR, un MSD
est appliqué sur les pixels d’intérêt de l’image formée. Le sous espace considéré est le sous espace d’une
cible généré comme dans [6] par un ensemble de réponses d’un groupe de dièdres. Tout comme dans [6],
on peut aussi constater plusieurs défauts : la dimension du sous espace considéré est tellement importante
qu’elle augmente non seulement la réponse de la cible, mais aussi la réponse du bruit et seuls quelques
pixels de l’image sont considérés à cause de la charge de calcul énorme nécessitée par l’algorithme, ce
qui le rend lui aussi inutilisable en pratique.
Pour obtenir un algorithme performant utilisant les MSD, il faudrait donc réduire la dimension des sous
espaces considérés, le rendre robuste aux différentes configurations du modèle, même celles non décrites
à priori, et résoudre le problème du temps de calcul. Cette thèse propose au long de quatre chapitres de
nouveaux algorithmes SAR de formation d’images répondant à ces exigences.
Le chapitre 1 présente différents types de configurations SAR existantes ainsi que la modélisation
que nous retenons. Trois processeurs SAR “classiques”sont présentés, tous basés sur le modèle du point
isotrope. Nous montrons que ces algorithmes sont assimilables à des détecteurs de points isotropes en
développant notre propre processeur SAR s’appuyant sur la théorie de la détection.
Dans le chapitre 2, nous introduisons deux détecteurs de sous espaces susceptible d’être intégrés dans
un processeur SAR. Le premier fait l’hypothèse que la cible est plongée dans un bruit blanc Gaussien, le
second s’applique à une cible positionnée dans un environnement dont la réponse interfère avec celle de
la cible. Nous nous proposons de partir d’un modèle que l’on aura choisi pour décrire la cible que l’on
veut détecter. On considérera, dans un premier temps, qu’à une position donnée sur la scène à imager, le
signal reçu est constitué soit du signal réfléchi par le modèle de cible que l’on aura choisi orienté dans
une direction inconnue, plus du bruit blanc Gaussien, soit seulement de bruit blanc. Cette approche a
pour but d’augmenter la probabilité de détection de la cible, tout en conservant un taux de fausse alarme
au même niveau que celui généré par un détecteur de point isotrope classique. Pour résoudre ce problème
de détection, nous dérivons un Test du Rapport de Vraisemblance Généralisé (TRVG) [8] qui aboutit à
un détecteur de Sous Espace Signal (SES) ou Matched Signal Subspace Detector [9], [10]. On s’attend à
ce que les effets du bruit ne soient pas trop accru du fait de la faible dimension du sous espace généré par
le modèle choisi. On considérera dans un second temps que la cible que l’on veut détecter est placée dans
un environnement d’interférences générées par une certaine catégorie de diffuseurs (par exemple dans
une forêt, les troncs d’arbre sont une source importante de fausses alarmes). On a adapté le problème de
détection précédent à cette nouvelle configuration. Le TRGV aboutit à un nouveau type de détecteur de
sous espace que l’on appellera détecteur de Sous Espace Signal ou Interférence (SESI).
Dans le chapitre 3, nous utilisons les détecteurs SES et SESI afin de développer de nouveaux proces-
seurs SAR (que l’on appelle respectivement algorithme SARSES et algorithme SARSESI) et de résoudre
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les différents problèmes soulevés par les méthodes précédemment décrites. Cette approche opère donc
directement sur les signaux SAR reçus et pas sur l’image déjà formée. En partant d’un modèle de cible
(et d’interférence dans le cas de l’algorithme SARSESI), on génére un sous espace à partir de l’ensemble
des réponses de ce modèle quelque soit son orientation. L’algorithme SARSES a pour but d’augmenter
la probabilité de détection et de garder une probabilité de fausse alarme environ au même niveau que les
processeurs SAR classiques grâce à la faible dimension du sous espace cible considéré. Le sous espace
engendré devra forcément être de petite dimension pour ne pas englober plus de bruit que de signal. L’al-
gorithme SARSESI permet également d’augmenter la probabilité de détection mais aussi de réduire la
probabilité de fausse alarme en considérant des sous espaces “interférence”. Ces algorithmes, malgré la
faible dimension du sous espace utilisé et leur robustesse, entraînent une charge de calcul très importante
liée à la formation des sous espaces. Une partie importante de ce chapitre sera ainsi vouée à la résolution
de ce problème, contribution majeure de ce travail de thèse.
Le chapitre 4 applique les deux nouveaux algorithmes au cas de la détection de cibles manufacturées
en bande P. On s’intéressera plus particulièrement à la configuration FOPEN (pour FOliage PENetration)
où une (ou des) cible(s) de type camion est stationnée dans une forêt. Le camion pouvant être représenté
par un ensemble de plaques métalliques diversement orientées, nous adaptons l’algorithme SARSES à
ce choix. Dans le cas de la détection dans la forêt, nous choisirons de décrire les troncs d’arbres, prin-
cipale source de fausses alarmes en bande P, par des cylindres diélectriques. En appliquant l’algorithme
SARSESI, nous considérons donc que les interférences sont causées par des cylindres inclinés, d’incli-
naison inconnue. Ce chapitre montre la démarche à suivre pour utiliser correctement les algorithmes,
notamment la validation des critères à respecter et la résolution de l’image attendue. Le principal intérêt
de cette partie reste cependant les résultats obtenus en terme de gain de performance de détection, que
ce soit sur données simulées, ou sur données réelles.
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Chapitre 1
Radars à synthèse d’ouverture et
processeurs d’image
Ce chapitre se place dans le contexte de la formation classique d’image par synthèse de données
SAR. Après avoir décrit avec précision dans une première section la modélisation des données SAR
que nous retenons, nous présentons dans une deuxième section trois des principaux algorithmes SAR ou
processeurs SAR, chacun d’eux générant une image équivalente. Sachant qu’une cible est considérée par
un processeur SAR classique comme un ensemble de points isotropes, nous montrons finalement qu’il
est possible de considérer les processeurs SAR comme des détecteurs de points isotropes en développant
un processeur SAR issu de la théorie de la détection. On appelle ce type d’algorithme processeur SAR
Classique (SARC).
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1.1 Modélisation des données SAR
Avant d’étudier les différents algorithmes de formation d’images SAR, il est important de bien com-
prendre comment sont modélisés les signaux acquis et utilisés par un système SAR et quelles hypothèses
sont retenues.
1.1.1 Modélisation de l’ouverture synthétique
On considère un radar aéroporté se déplaçant le long d’un axe (u) (axe transverse ou azimutal). Il
émet un signal e(t) de fréquence centrale f0 et de largeur de bande B pendant un temps Te à toutes les
positions uk, k ∈ [1, n], sur l’axe (u). Chaque position uk est séparée d’une distance δu de la précédente.
Nous nous plaçons dans une configuration monostatique, c’est à dire que l’émetteur et le récepteur sont
localisés au même endroit. Après l’émission du signal e(t), le radar reçoit un signal zk(t) associé à la
position uk de l’antenne pendant une durée Tr. Ce signal correspond à l’onde rétrodiffusée par l’ensemble
des diffuseurs éclairés. Nous faisons l’hypothèse du “stop and go”, c’est à dire que l’antenne est immobile
entre l’émission du signal e(t) et la réception totale du signal zk(t). On ne s’intéresse pas non plus aux
problèmes liés à la correction de trajectoire, la trajectoire observée par l’antenne est supposée parfaite
(ou parfaitement connue). La configuration retenue est résumée par la Figure 1.1
h
u1
ui
un
d
u
Tx= e(t)
Rx = z (t)i
Tx = e(t)
Rx = z (t)n
ouverture synthétique
FIG. 1.1 – Modélisation de l’ouverture synthétique.
1.1.2 Les modes d’acquisitions des données SAR
Il existe deux modes d’acquisition des données SAR :
– Le mode stripmap : l’antenne du radar conserve la même direction de pointage tout au long
de l’acquisition des données. L’ouverture de l’antenne utilisée est très large, le but étant d’obser-
ver une même portion de scène de différents points d’acquisitions. C’est un mode très utilisé à
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l’ONERA et c’est celui que nous retiendrons (voir Figure 1.2).
– Le mode spotlight : l’antenne balaye la zone avec des directions de pointage différentes en fonc-
tion de la position d’acquisition. L’ouverture d’antenne utilisée est plus fine que celle nécessaire
en mode stripmap. Il a l’avantage d’améliorer la résolution de l’image, du fait de la plus grande
couverture angulaire de la scène éclairée (voir Figure 1.3).
FIG. 1.2 – Configuration en mode stripmap.
FIG. 1.3 – Configuration en mode spotlight.
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1.1.3 Modélisation géométrique du système
En SAR classique on peut considérer deux types de configuration relatives à la géométrie du système :
– Configuration 2D : C’est une géométrie simplifiée. On considère que le radar et les diffuseurs ont
une hauteur nulle. Tout se passe donc dans le plan (O,x,y) (voir Figure 1.4). Soit yk(t) le signal
rétrodiffusé par un diffuseur placé en (x, y). On note σ(x, y) le coefficient de rétrodiffusion qui
caractérise la part du signal émis qui a été diffusée en direction du radar par l’élément considéré.
Ce coefficient de rétrodiffusion dépend à la fois des propriétés du diffuseur (dimension, forme,
permittivité) et de la configuration du radar (angle d’incidence et de diffusion, fréquence, polari-
sation,...). Classiquement en SAR, on considère que σ(x, y) ne varie pas en fonction des angles
d’incidences, c’est à dire que la réponse de l’élément est isotrope. Cette hypothèse est valable si les
diffuseurs aux sols peuvent être envisagés comme des volumes aléatoires (voir introduction). Le
coefficient de rétrodiffusion σ(x, y) est donc considéré constant quelque soit la position (O, uk)
du radar. yk(t) s’écrit :
yk(t) = σ(x, y) e(t− τk(x, y)
)
(1.1)
= σ(x, y)
(
e(t) ∗ δ(t− τk(x, y))) (1.2)
avec τk(x, y) le temps mis par le signal pour faire l’aller et retour entre l’antenne (en (0, uk)) et le
diffuseur (en (x, y)) à la célérité c de la lumière :
τk(x, y) =
2
√
x2 + (y − uk)2
c
. (1.3)
Si on considère yˆk(t) et eˆ(t), les signaux yk(t) et e(t) ramenés en bande de base, on a :
yˆk(t) = σ(x, y)
(
eˆ(t) ∗ δ(t− τk(x, y))) exp (− 2jpif0τk(x, y)) (1.4)
A partir de maintenant, on considère seulement les signaux transposés en bande de base, et on
pose :
e(t) = eˆ(t) (1.5)
yk(t) = yˆk(t) (1.6)
Le signal zk(t) contient l’ensemble des réponses diffusés parR diffuseurs de coordonnées (xr, yr),
de coefficient de diffusion σr(xr, yr) et est défini comme suit :
zk(t) =
R∑
r=1
σr(xr, yr)
(
e(t) ∗ δ(t− τk(xr, yr))) exp (− 2jpif0τk(xr, yr)) (1.7)
– Configuration 3D : On considère que le radar se déplace à une hauteur h. A chaque position, le
radar a donc comme coordonnées (0, uk, h) dans le repère (O,x,y, z) (voir Figure 1.5).
Le signal rétrodiffusé par un diffuseur placé en (x, y, z) de coefficient de diffusion σ(x, y, z)constant
quelque soit k et reçu par l’antenne en (0, uk, h) s’écrit :
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yk(t) = σ(x, y, z) e(t− τk(x, y, z)
)
(1.8)
= σ(x, y, z)
(
e(t) ∗ δ(t− τk(x, y, z))) (1.9)
τk(x, y, z) est le temps mis par le signal pour faire l’aller retour entre l’antenne placée en (0, uk, h)
et le diffuseur placé en (x, y, z) :
τk(x, y, z) =
2
√
x2 + (y − uk)2 + (h− z)2
c
. (1.10)
Comme précédemment, si on considère yˆk(t) et eˆ(t), les signaux yk(t) et e(t) ramenés en bande
de base, on a :
yˆk(t) = σ(x, y, z)
(
eˆ(t) ∗ δ(t− τk(x, y, z))) exp (− 2jpif0τk(x, y, z)) (1.11)
On ne garde que la version mise en bande de base des signaux yk(t) et e(t) et on pose :
e(t) = eˆ(t) (1.12)
yk(t) = yˆk(t) (1.13)
Si on considère maintenant qu’on a R diffuseurs de coordonnées (xr, yr, zr) et de coefficient de
diffusion σr(xr, yr, zr), r ∈ [1, R], le signal zk(t) s’écrit :
zk(t) =
R∑
r=1
σr(xr, yr, zr)
(
e(t) ∗ δ(t− τk(xr, yr, zr))) exp (− 2jpif0τk(xr, yr, zr)) (1.14)
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FIG. 1.4 – Configuration SAR 2D.
FIG. 1.5 – Configuration SAR 3D.
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1.2 Algorithmes SAR classiques de formation d’image
Dans cette partie, trois algorithmes différents de formation d’image sont présentés. Ils diffèrent prin-
cipalement sur deux points : l’Algorithme de Corrélation Spatio-Temporelle (ACST) ou Time Domain
Correlation Algorithm (TDCA) et l’algorithme de Backprojection sont basés sur un traitement spatio-
temporel des données, l’Algorithme deMigration Radiale (AMR) ou RangeMigration Algorithm (RMA)
est basé sur un traitement fréquentiel des données. La deuxième différence réside dans la rapidité des al-
gorithmes : par ordre croissant, le TDCA, le Backprojection et le RMA. Nous montrerons que malgré la
différence des approches utilisées par ces algorithmes, l’image obtenue est la même. Dans le souci de ne
pas trop alourdir les notations, nous choisissons la configuration simplifiée 2D (les résultats obtenus sont
aisément adaptables à la configuration 3D).
1.2.1 Algorithme de Corrélation Spatio-Temporel (CST) ou Time Domain Correlation
Algorithm (TDCA)
L’algorithme de corrélation spatio temporelle est un processeur SAR basé sur la corrélation entre le
signal reçu et le modèle de signal attendu défini dans l’équation (1.11), c’est à dire le signal émis retardé.
On suppose que les coefficient de diffusion σ(x, y) sont inconnus et déterministes. Le signalmk(t, x, y)
utilisé comme modèle en bande de base s’écrit donc comme suit :
mk(t, x, y) = e(t) ∗ δ
(
t− τk(x, y)
)
exp
(− 2jpif0τk(x, y)) (1.15)
L’amplitude de chaque pixel de coordonnées (x, y) est donnée par [11] :
ITDCA(x, y) =
n∑
k=1
∫
t
zk(t)m∗k(t, x, y) dt (1.16)
Si on pose e et zk :
e =
[
e(0) . . . e(dFsTee − 1) 0dFsTre−dFsTee
]T (1.17)
et
zk =
[
zk(0) . . . zk(dFsTre − 1)
]T (1.18)
les vecteurs contenant les échantillons de e(t) et zk(t), échantillonnés à la fréquence Fs pendant une
durée Tr.
ITDCA(x, y) =
n∑
k=1
zTk ↓dFsτk(x,y)e(e∗) exp
(
2jpif0τk(x, y)
)
(1.19)
L’algorithme est synthétisé par le schéma donné dans la Figure 1.6.
Nouveau pixel (x, y) //
ITDCA(x, y)
=∑n
k=1 z
T
k ↓dFsτk(x,y)e(e∗) exp
(
2jpif0τk(x, y)
)^^ Signaux reçus : zkoo
FIG. 1.6 – Schéma de l’algorithme TDCA.
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Bien que cet algorithme soit assez intuitif, il a le défaut d’être lourd en terme de temps de calcul. L’al-
gorithme de backprojection similaire au TDCA corrige en parti ce problème en utilisant un préfiltrage
adapté.
1.2.2 Algorithme de Backprojection.
L’algorithme de Backprojection est basé sur le même principe que le TDCA. Il gagne cependant
en performance de calcul comparé à ce dernier en effectuant une opération de préfiltrage adapté sur les
données SAR.
Revenons à l’équation trouvée en (1.16) définissant l’amplitude complexe du pixel placé en (x, y)
obtenu par TDCA :
ITDCA(x, y) =
n∑
k=1
∫
t
zk(t)m∗k(t, x, y) dt (1.20)
=
n∑
k=1
(∫
t
zk(t) e∗
(
t− τ(x, y)) dt) exp (2jpif0τk(x, y)) (1.21)
=
n∑
k=1
pk(τk(x, y)) exp
(
2jpif0τk(x, y)
)
(1.22)
Avec :
pk(t) =
∫
x
zk(x) e∗
(
x− t) dx (1.23)
pk(t) = zk ∗ e∗(−t) (1.24)
Le signal obtenu par filtrage adapté de zk(t) par e(t). On posera donc IBP (x, y) :
IBP (x, y) =
n∑
k=1
pk(τk(x, y)) exp
(
2jpif0τk(x, y)
)
(1.25)
l’intensité du pixel (x, y) obtenue par l’algorithme de Backprojection après filtrage adapté du signal zk(t)
par e(t) (Eq. (1.24)). En SAR, ce filtrage adapté est aussi appelé compression du signal zk(t) en distance.
Pour déterminer une version numérique de cet algorithme, posons zk et e les vecteurs contenant
les échantillons de zk(t) et e(t). Soit e le vecteur tel que chacun de ses éléments e(n) s’écrit pour tout
n ∈ [0, dTrFse] en fonction des éléments de e de la façon suivante :
e(n) = e
(− n mod (dTrFse+ 1)) (1.26)
Le vecteur pk contenant les échantillons de zk(t) après filtrage adapté par e(t) s’écrit :
pk = zk ∗ e∗ (1.27)
L’opération de convolution numérique étant lourde, on peut obtenir le même résultat en utilisant une
convolution circulaire beaucoup plus rapide de par l’utilisation indirecte des TFD (et donc de la FFT).
Pour que le vecteur contenant les dTrFse premiers éléments du produit de convolution numérique soit le
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même que celui contenant les éléments résultant de produit de convolution cyclique, il faut que zk ou e
contiennent suffisamment de 0 en début ou fin de vecteur :
pk = zk  e∗ (1.28)
= TFD−1
(
TFD(zk) TFD∗(e)
)
(1.29)
Le vecteur pk ainsi obtenu contient dFsTre+ 1 éléments :
pk =
[
pk(0) . . . pk(dFsTre − 1)
]T (1.30)
L’intensité du pixel IBP (x, y) obtenu s’écrit donc :
IBP (x, y) =
n∑
k=1
pk
(dFsτk(x, y)e) exp (2jpif0τk(x, y)) (1.31)
Cet algorithme est résumé par le schéma donné dans la Figure 1.7
∀k, pk = zk  e Eq. (1.28)

Signaux reçus : zkoo
Nouveau pixel (x, y) //
IBP (x, y)
=∑n
k=1 pk
(dFsτk(x, y)e) exp (2jpif0τk(x, y))__
FIG. 1.7 – Schéma de l’algorithme de Backprojection.
Le résultat obtenu par l’algorithme de Backprojection est exactement le même que celui obtenu avec
le TDCA. On a bien :
IBP (x, y) =
n∑
k=1
pk
(
τk(x, y)
)
exp (j2pif0τk(x, y)) (1.32)
=
n∑
k=1
∫
t
zk(t) e∗(t− τk(x, y)
)
exp (j2pif0τk(x, y)) (1.33)
= ITDCA(x, y) (1.34)
Cependant, l’opération de filtrage adapté réduit la complexité de l’algorithme et accélère significati-
vement le temps de calcul de l’image à former.
1.2.3 Algorithme de Migration Radial (AMR) ou Range Migration Algorithm (RMA).
L’algorithme RMA est un algorithme qui diverge des deux précédents d’un point de vu performance
de calcul et par le type de données traitées. Les données SAR ne sont plus traitées temporellement, mais
fréquentiellement afin d’exploiter la vitesse de calcul des Transformées de Fourier Rapides.
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L’algorithme RMA tel que l’on peut le trouver dans la littérature est basé sur la décomposition en
ondes planes. Comme précédemment, on se base sur le modèle que l’on a posé dans l’Eq. (1.9). Si on
considère que tous les diffuseurs placés sur le plan z = 0 :
zk(t) = z(t, u) =
∫
R2
σ(x, y) e(t− τ(u, x, y)) dx dy (1.35)
où τ(u, x, y) est défini comme dans Eq.(1.3) en remplaçant uk par u.
Considérons Z(f, u) la transformée de Fourier 1-D de z(t, u) par rapport au temps :
Z(f, u) =
∫
R2
σ(x, y) E(f) exp
(
− j2pifτ(u, x, y)
)
dx dy (1.36)
Posons P (f, u) le spectre du signal après filtrage adapté à e(t). On considère que les deux équations
(1.37) et (1.38) sont équivalentes à un coefficient prêt (ce qui n’est pas exact si E(f) est nul). Si on a
pour tout f ∈ B, |E(f)| = 1 (ou constant, ce qui est le plus souvent le cas) :
P (f, u) = Z(f, u) E(f)∗ (1.37)
=
Z(f, u)
E(f)
. (1.38)
On a donc :
P (f, u) = P (k, u) =
∫
R2
σ(x, y) exp
(
− j2pik
√
x2 + (u− y)2
)
dxdy (1.39)
avec k = 2f/c. La méthode de la phase stationnaire [12] qui permet d’approximer une onde cylindrique
par une somme continue d’ondes planes nous donne :
exp
(
− j2pifτ(u, x, y)
)
= exp
(
− j2pi k
√
x2 + (u− y)2
)
(1.40)
=
∫ k
ku=−k
exp
(
j2pi
(√
k2 − k2ux+ ku(y − u)
))
dku (1.41)
≈
∫
ku
exp
(
j2pi
(√
k2 − k2ux+ kuy
))
exp (−2pijkuu)dku (1.42)
≈ TFku→u
[
exp
(
j2pi
(√
k2 − k2ux+ kuy
))]
(1.43)
En appliquant une transformée de Fourier inverse en u sur P (f, u), on obtient :
P (k, ku) = TF−1u→ku [P (f, u)] (1.44)
=
∫
R2
σ(x, y) exp
(
j2pi
(√
k2 − k2u x+ ku y
))
dxdy (1.45)
Si on pose kx =
√
k2 − k2u et ky = ku,on a :
P (kx, ky) =
∫
R2
σ(x, y) exp
(
j2pi
(
kx x+ kyy
))
dxdy (1.46)
La transformation en kx, ky est connue sous le nom de transformation de Stolt [13].
Mis sous cette forme, on obtient l’ensemble des points de l’image IRMA(x, y) = σ(x, y) en appli-
quant une transformée de Fourier en kx et ky :
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IRMA(x, y) = TF(kx,ky)→(x,y)[P (kx, ky)] (1.47)
Pour exposer la version numérique de l’algorithme RMA, posonsE la transformée de fourier discrète
associée à e(t) passé en bande de base, Pkuk représente le vecteur des échantillons de P (k, ku) défini
équation (1.44) et Pkx,ky la matrice des échantillons de P (kx, ky) définie dans l’équation (1.46). La
matrice IRMA correspond à IRMA(x, y) pour tous les couples (x, y) considérés. L’algorithme RMA est
synthétisé dans le schéma donné dans la Figure 1.14
∀k, Zk = TFt→f [zk]

Signal reçu : zkoo
∀k, Pk = Zk E∗ Eq. (1.37)

∀k, Pkuk = TF−1u→ku [Pk] Eq. (1.44)

Transformation de Stolt [13]
∀k, Pkuk → Pkx,ky

IRMA = TF−1(kx,ky)→(x,y)P
kx,ky
FIG. 1.8 – Schéma de l’algorithme RMA.
L’image obtenue avec l’algorithme RMA part d’une modélisation identique du signal rétrodiffusé
que les algorithmes TDCA et Backprojection. L’équivalence des images obtenus avec ces différents
algorithmes est démontrée et discutée dans [19][20].
1.2.4 Résolution d’une image SAR.
Les trois algorithmes que nous venons d’étudier forment une image équivalente sur laquelle on dis-
tingue deux paramètres de résolution : la résolution radiale δx qui donne la résolution en distance de
l’image formée et la résolution transverse δy qui donne la résolution en azimut de l’image.
– Résolution radiale : Cette valeur dépend de la largeur de bande B du signal émis. Elle est
généralement approximée par :
δx =
c
2B
(1.48)
sous l’hypothèse que B/f0 << 1, où f0 est la fréquence centrale du signal.
– Résolution transverse : Cette valeur dépend de trois paramètres, la longueur LSAR de l’antenne
synthétique, la distance D séparant l’antenne et la cible et la fréquence f0 du signal émis.
δy =
c D
2f0LSAR
(1.49)
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1.3 Algorithme de formation d’image SAR classique dérivé de la théorie
de la détection
Dans la section précédente, on a vu trois algorithmes SAR de formation d’image aboutissant à des
résultats équivalents. Cette partie introduit une nouvelle façon d’aborder la formation d’image SAR
par la théorie de la détection et montre l’équivalence des résultats obtenus par rapport aux algorithmes
classiques.
1.3.1 Formulation du problème de détection
Soit z la concaténation des n vecteurs zk :
z ∈ CM , z = [zT1 zT2 . . . zTn ]T (1.50)
AvecM = n dTrFse. Pour chaque position (x, y) à imager, on considère les deux hypothèsesH0 etH1.
L’hypothèseH0 correspond au cas où le signal z est un vecteur de bruit blanc complexe circulaire Gaus-
sien n, CN(0, σ2I). H1 correspond au cas où z est le signal rxy diffusé par un point isotrope en (x, y),
plus du bruit blanc Gaussien n. rxy est la concaténation des signaux ↓dFsτk(x,y)eeT exp(−2pif0τk(x, y)) :
rxy =
[↓dFsτ1(x,y)eeT exp(−2jpif0τ1(x, y)) . . . ↓dFsτn(x,y)eeT exp(−2jpif0τn(x, y))]T (1.51)
où ↓dFsτk(x,y)ee exp(−2pif0τk(x, y) est le signal correspondant au signal émis retardé de τk(x, y)
mis en bande de base défini en (1.3).
Notre problème de détection est donc le suivant :{
H0 : z = n
H1 : z = αatt rxy + n
(1.52)
où αatt est un coefficient complexe prenant en compte l’atténuation due à la propagation du signal et le
coefficient de diffusion du point isotrope. Soit p(z|Hi) la fonction densité de probabilité de z pour les
hypothèses Hi (i ∈ {0, 1}) :
p(z|H0) = 1
piMσ2M
exp
−z†z
σ2
(1.53)
et
p(z|H1) = 1
piMσ2M
exp
−(z− αattrxy)†(z− αattrxy)
σ2
(1.54)
1.3.2 Processeur SAR Classique (SARC) basé sur des détecteurs de signaux dans un
bruit de variance connue.
1.3.2.1 Détecteurs de signaux dans un bruit de variance connue
Afin de résoudre le problème de détection précédent, on construit un détecteur de Neyman- Pearson.
Supposons que la variance σ2 du bruit est connue. Le test du Rapport de Vraisemblance Généralisé
(RVG) de quantité test fC1 est :
fC(z) =
maxαatt∈C p(z|H1)
p(z|H0)
H0
≶
H1
ηC (1.55)
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ηC correspond au seuil choisi. Si fC(z) > ηC , H1 est supposé vrai, sinon, c’est H0 que l’on suppose
exact. Si on considère ln fC(z) nous obtenons de (1.54) et (1.53) que :
ln fC(z) =
‖z‖2
σ2
− min
αatt∈C
‖z− αattrxy‖2
σ2
(1.56)
=
‖r†xyz‖2
σ2‖rxy‖2 (1.57)
1.3.2.2 Implémentation du processeur SAR
Pour construire notre image SAR, nous fixons l’intensité I(x, y) du pixel placé en (x, y) à :
ISARC(x, y) = ln(fC(z)) =
‖r†xyz‖2
σ2‖rxy‖2 =
‖r†xyz‖2
σ2n‖e‖2 (1.58)
Si l’on considère ITDCA(x, y), l’amplitude du pixel généré par le TDCA donné dans l’équation
(1.19), on avait :
ITDCA(x, y) =
n∑
k=1
zTk ↓dFsτk(x,y)ee∗ exp
(
2pif0τk(x, y)
)
(1.59)
= r†xyz (1.60)
On aura donc :
|ITDCA(x, y)| = ISARC(x, y)
1/2
µ
(1.61)
Avec µ = 1
σ
√
n‖e‖ .
L’approche de la formation d’image SAR dérivée de la théorie de la détection est donc bien équiva-
lente aux algorithmes classiques. Cette approche démontre que l’on peut concevoir la formation d’image
SAR comme la détection de point isotrope. Les processeurs SAR classiques sont donc des détecteurs
de points isotropes. Cette modélisation de la formation d’image SAR va nous permettre de modifier les
problèmes de détection pour les adapter à de nouveaux modèles de cibles ou de bruit.
1.3.3 Processeur SAR Classique (SARC) basé sur des détecteurs de signaux dans un
bruit de variance inconnue
1.3.3.1 Détecteurs SAR de signaux dans un bruit de variance inconnue
Généralement, la variance σ2 du bruit est inconnue. Il s’agit donc développer un test indépendant de
la variance σ2 du bruit. Le RVG f˜C(z) s’écrit :
f˜C(z) =
maxαatt∈C,σ2 p(z|H1)
maxσ2 p(z|H0)
H0
≶
H1
η˜C (1.62)
Soit nˆ0 une estimée du bruit selon H0 et nˆ1 une estimée du bruit selon H1.
nˆ0 = z (1.63)
nˆ1 = z− αˆattrxy (1.64)
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avec αˆatt l’estimé de αatt. On définit ainsi σˆ2i l’estimée de la variance du bruit selon Hi (i ∈ {0, 1}) :
σˆ2i =
‖nˆi‖2
M
(1.65)
Soit Pr le projecteur orthogonal sur le vecteur rxy :
Pr =
rxyr
†
xy
‖rxy‖2 (1.66)
D’après [8], les équations (1.63) et (1.64) deviennent :
nˆ0 = z (1.67)
nˆ1 = z−Prz (1.68)
et la racineM ieme du RVG f˜C(z) s’écrit :
f˜
1/M
C =
‖nˆ0‖2
‖nˆ1‖2 (1.69)
=
‖Prz‖2
‖Pr⊥z‖2
+ 1 (1.70)
=
‖r†xyz‖2
‖rxy‖2‖z‖2 − ‖r†xyz‖2
+ 1 (1.71)
1.3.3.2 Implémentation du processeur SAR
On pose I˜SARC(x, y) l’amplitude du pixel situé en (x, y) généré par l’algorithme SARC avec va-
riance du bruit inconnue donnée par :
I˜SARC(x, y) =
‖r†xyz‖2
n‖e‖2‖z‖2 − ‖r†xyz‖2
(1.72)
On peut synthétiser l’algorithme SARC (avec un bruit de variance connu ou pas) comme décrit dans
le schéma de la Figure 1.9 :
Nouveau pixel (x, y) //
ISARC(x, y) =
‖r†xyz‖2
σ2n‖e‖2 Eq.(1.58)
ou
I˜SARC(x, y) =
‖r†xyz‖2
n‖e‖2‖z‖2−‖r†xyz‖2
Eq. (1.72)
^^
Signal reçu : zoo
FIG. 1.9 – Schéma du l’algorithme SARC.
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1.4 Application des processeurs SAR à un cas simple
Considérons la configuration suivante :
– Configuration de la scène : La scène est définie pour x ∈ [90, 130] m, y ∈ [−20, 20] m. Trois
points isotropes sont placés en (95,−15, 0), (110, 0, 0) et (125, 15, 0).
– Signal émis : Le signal e(t) émis est un chirp de fréquence centrale f0 = 400 MHz et de lar-
geur de bande B = 100 MHz. Le temps d’émission est de Te = 5.10−7s. On a : e(t) =
exp
(
2pij
(
(f0 − B2 )t+ B2Te t2
))
(figure 1.10 et 1.11).
– configuration SAR : La trajectoire rectiligne de l’antenne est définie à une hauteur h = 100 m
entre u1 = (0,−50, h) m et u200 = (0, 50, h) m.
On veut imager les trois points isotropes avec des algorithmes de formation d’image SAR. La figure
1.12 représente le signal reçu (signal brut) en fonction du temps et en tout point de mesure de l’antenne.
La figure 1.13 représente le signal filtré ou compressé comme défini en (1.24). Deux images représentant
la scène sont données, l’une formée par un algorithme de Backprojection, l’autre par un algorithme
RMA (figure 1.14). Les images produites par les algorithmes SARC sont donnés dans la figure 1.15.
Pour la version “variance connue”, le bruit est supposé homogéne, σ2 est fixé à 1. L’intensité des pixels
des images obtenues par l’algorithme SARC et l’algorithme Backprojection (ou TDCA) diffèrent d’une
puissance de 2 (voir equation (1.61)), ce qui explique la différence observée entre les deux images : la
résolution n’est pas meilleurs avec l’algorithme SARC.
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1.5 Conclusion
Après avoir modélisé et défini le type de données SAR que l’on utilise, trois algorithmes classiques
de formation d’image sont présentés. Ces algorithmes diffèrent sur quelques aspects, aussi bien du point
de vue de la forme des données SAR exploitées (temporelles, fréquentielles) que de la complexité des
algorithmes. Cependant, les images formées par ces trois algorithmes sont équivalentes car partant de
la même modélisation des signaux. La dernière section présente un autre type d’approche de formation
d’image SAR. Elle suppose que chaque pixel à imager est soit le signal rétrodiffusé par un point isotrope
et du bruit, soit seulement du bruit et utilise l’évaluation du Rapport de Vraisemblance Généralisé comme
intensité du pixel de l’image. L’intensité du pixel obtenu est proportionnelle à l’intensité donnée par les
algorithmes classiques de formation d’image. Cette relation nous permet de prouver que les processeurs
SAR classiques peuvent être considérés comme des détecteurs de points isotropes. Dans le cadre de
la détection de cibles, la description de celles ci comme des ensembles de points isotropes n’est pas
forcément réaliste et n’exploite en rien leurs propriétés intrinsèques de rétrodiffusion. Cependant, le
formalisme utilisé dans la section 1.3 introduit par les algorithmes SARC met en évidence le lien existant
entre l’imagerie SAR et la théorie de la détection.
On pourra donc obtenir de nouveaux processeurs SAR et améliorer les performances de détection en
rendant le problème de détection considéré plus réaliste vis à vis des cibles à détecter. Le chapitre suivant
part de cette idée et propose de développer des processeurs SAR en dérivant des détecteurs adaptés aux
signaux rétrodiffusés par les cibles considérées. Ceci nous permet d’affiner la modélisation du problème
de détection afin d’augmenter les performances (c’est à dire, par exemple, augmenter la probabilité de
détection des cibles à taux de fausse alarme fixe).
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FIG. 1.10 – Signal émis en bande de base : le chirp rampe ascendante (à gauche, partie réelle, à droite,
partie imaginaire).
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FIG. 1.11 – Spectre du signal émis en bande de base.
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FIG. 1.12 – Signal brut reçu en bande de base en fonction du temps d’observation pour toutes les posi-
tions de l’antenne (à gauche, partie réelle, à droite, partie imaginaire).
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FIG. 1.13 – Signal compressé reçu en bande de base en fonction du temps d’observation pour toutes les
positions de l’antenne (à gauche, partie réelle, à droite, partie imaginaire).
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Image SAR obtenue avec un algorithme de Backprojection
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FIG. 1.14 – Image formée par un algorithme Backprojection (à gauche) et RMA (à droite).
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FIG. 1.15 – Image formée par un algorithme SARC variance du bruit connue (à gauche) et variance du
bruit inconnue (à droite).
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Chapitre 2
Détecteurs de sous espaces
Dans ce chapitre, nous proposons de partir d’un modèle que l’on aura choisi pour décrire la cible que
l’on veut détecter. On considérera, dans une première partie, qu’à une position de la scène envisagée, le
signal reçu est constitué soit du signal réfléchi par le modèle de cible que l’on aura choisi orienté dans
une direction inconnue plus du bruit blanc Gaussien, soit seulement de bruit blanc. Cette approche a pour
but d’augmenter la probabilité de détection de la cible, tout en conservant un taux de fausse alarme au
même niveau que celui généré par un détecteur SARC. Pour résoudre ce problème de détection, nous
dérivons un Test du Rapport de Vraisemblance Généralisé (TRVG) [8] qui aboutit à un Détecteur de
Sous Espace Signaux (SES) [9], [10]. Dans une deuxième partie, on veut s’appliquer à réduire le niveau
de fausse alarme. On considérera que la cible que l’on veut détecter est placée dans un environnement
d’interférences générées par une certaine catégorie de diffuseurs. Le problème de détection précédent est
donc adapté à cette nouvelle configuration et le TRGV aboutit à un nouveau type de détecteur de sous
espace, le détecteur de Sous Espace Signal ou Interférence (SESI).
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2.1 Détecteurs de Sous Espaces Signaux (SES)
Comme nous l’avons vu dans le chapitre précédent, les algorithmes SARC (cf. section 1.3) consi-
dèrent qu’à une position donnée, les cibles à imager sont des ensembles de points isotropes. Cette hypo-
thèse revient à supposer que les cibles à détecter sont des volumes aléatoires assimilable à des sphères
(voir le chapitre d’Introduction). Cependant, si on considère des cibles manufacturées de structure bien
définie, cette hypothèse se révèle inadaptée : ce type de cible, par exemple, rétrodiffuse souvent le signal
émis dans des directions privilégiées (comme présenté dans [14]). Supposer qu’une cible manufacturée
est un ensemble d’éléments canoniques d’orientations inconnues semble être une hypothèse plus réa-
liste. De plus, si l’ensemble des signaux rétrodiffusés par l’élément canonique choisi pour décrire la
cible, quelque soit son orientation, appartient à un sous espace de faible dimension, il est possible de
construire des détecteurs de Sous Espace Signal (SES) [8], [9], [10]. Dans cette partie, on présente le
problème de détection modélisé et deux détecteurs, l’un supposant que la variance du bruit est connue,
l’autre pas, dérivant du TRVG sont développés.
2.1.1 Formulation du problème de détection
A chaque position (x, y) à imager, considérons deux hypothèsesH0 etH1.H0 correspond au cas où
le signal reçu, z (modélisé dans l’Eq. 1.50), est un bruit blanc Gaussien n, CN(0, σ2I). H1 correspond
au cas où le signal z est la somme d’un signal rétrodiffusé par un élément canonique choisi, de configu-
ration inconnue, plus du bruit blanc Gaussien. A partir de maintenant, on considère que les différentes
configurations du modèle choisi correspondent aux différentes orientations (α, β) définies dans la Fi-
gure 2.1, dans le cas où le modèle choisi est une plaque. α est l’angle de la première rotation autour de
l’axe (z) qui transforme le repère (x, y, z) en (x′, y′, z′). β est la seconde rotation autour de l’axe (y′)
qui transforme le repère (x′, y′, z′) en (x′′, y′′, z′′). Pour que l’on ait seulement besoin de deux rotations
pour définir l’orientation d’une objet, il faut bien sûr que celui ci possède un axe de symétrie (ce qui sera
souvent le cas). Si cette hypothèse n’est pas validée, une troisième rotation autour de (z′′) est à considérer.
FIG. 2.1 – Rotations α et β dans le cas d’une plaque.
Le problème de détection peut être formulé comme suit :{
H0 : z = n
H1 : z = a y(α, β) + n
(2.1)
où
y(α, β) =
[
y1(α, β)T y2(α, β)T . . . yn(α, β)T
]T (2.2)
26
2.1. Détecteurs de Sous Espaces Signaux (SES)
et yk(α, β) est le signal non bruité reçu à la position uk, diffusé par le modèle choisi en (x, y) d’orienta-
tion (α, β) (exemple dans la figure 2.1). La quantité a est un coefficient complexe d’atténuation.
Résoudre ce problème de détection avec un TRVG revient à utiliser un banc de filtres adaptés à toutes
les orientations possibles du modèle. Cette approche, comme expliqué dans l’introduction, est inappli-
cable. Nous allons donc supposer que l’ensemble décrit par y(α, β) quand (α, β) ∈ [αmin, αmax] ×
[βmin, βmax], appartient à un sous espace 〈Hxy〉 de dimensionDH . Le problème de détection obtenu est
le suivant : {
H0 : z = n
H1 : z = Hxyλ+ n
(2.3)
où les colonnes de Hxy ∈ CM×DH forment une base orthonormale du “sous espace modèle” 〈Hxy〉 et
λ ∈ CDH est le vecteur inconnu des coordonnées du signal ay(α, β) dans la baseHxy.
2.1.2 Détecteurs de sous espaces signaux dans un bruit de variance connue
Dans cette partie, on suppose que la variance σ2 du bruit est connue. On va donc déterminer notre
détecteur et calculer ses performances de détection à partir de cette donnée.
2.1.2.1 Détermination des détecteurs
Comme dans la section 1.3, on va utiliser un TRVG, de quantité test fS(z), pour résoudre le problème
de détection précédent.
fS(z) =
maxλ∈CDH p(z|H1)
p(z|H0)
H0
≶
H1
ηS1 (2.4)
où
p(z|H0) = 1
piMσ2M
exp
−z†z
σ2
(2.5)
et
p(z|H1) = 1
piMσ2M
exp
−(z−Hxyλ)†(z−Hxyλ)
σ2
(2.6)
Si on considère ln fS(z), on obtient :
ln fS(z) =
‖z‖2
σ2
− minλ∈CD ‖z−Hxyλ‖
2
σ2
(2.7)
=
‖H†xyz‖2
σ2
(2.8)
La quantité test obtenue dans l’équation (2.8) est proportionnelle à la norme de la projection de z dans
le sous espace 〈Hxy〉. Plus z est proche de 〈Hxy〉, plus le RVG est élevé, plus la probabilité que z
corresponde au signal réfléchi par le modèle que l’on a choisi est importante.
Si on compare le résultat obtenu dans l’Eq. (2.8) à celui obtenu dans la section 1.3, on peut remarquer
que les détecteurs classiques sont en fait des cas particulier à 1 dimension des détecteurs à sous espace
signaux, utilisant le point isotrope comme modèle. Dans ce cas, la base Hxy sera
rxy
‖rxy‖ , avec rxy défini
dans l’Eq. (1.51). Les détecteurs classiques sont donc des cas particuliers de détecteurs de sous espace.
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2.1.2.2 Performances de détection
Posons z0 = z sous l’hypothèse H0 et z1 = z sous l’hypothèse H1 du problème de détection donné
dans l’Eq.(2.3). On veut déterminer la probabilité de détection et la probabilité de fausse alarme liée au
détecteur trouvé donné dans l’équation 2.8.
– Probabilité de détection : P (ln fS(z1) > ηS1).
La distribution de ln fS(z1) est bien connue, puisqu’il s’agit d’un χ2 décentré [8].On a :
ln fS(z1) =
‖H†xyz1‖2
σ2
(2.9)
∼ 1
2
χ2(2DH , 2
‖λ‖2
σ2
) (2.10)
– Probabilité de fausse alarme : P (ln fS(z0) > ηS1)
La distribution de ln fS(z0) est elle aussi bien connue. il s’agit d’un χ2 centré [8]. On a :
ln fS(z0) =
‖H†xyz0‖2
σ2
(2.11)
∼ 1
2
χ2(2DH , 0) (2.12)
Le calcul de la probabilité de fausse alarme nous donne que le détecteur de sous espaces signaux est
à taux de fausse alarme constant ou Constant False Alarm Rate (CFAR), la probabilité de fausse alarme
est indépendante de la variance du bruit. On peut donc trouver un seuil garantissant une probabilité de
fausse alarme donnée.
2.1.3 Détecteurs de sous espaces signaux dans un bruit de variance inconnue
Dans cette partie, on suppose que la variance du bruit σ2 est inconnue.
2.1.3.1 Détermination du détecteur
Comme dans la section 1.3, on utilise le Test du Rapport de Vraisemblance Généralisé (TRVG) de
quantité test f ′S(z) pour résoudre le problème de détection précédent.
f ′S(z) =
maxλ∈CDH×1,σ p(z|H1)
maxσ p(z|H0)
H0
≶
H1
ηS2 (2.13)
où p(z|H0) et p(z|H1) sont définis comme précédemment.
Soit nˆ0 une estimée du bruit selon H0 et nˆ1 une estimée du bruit selon H1.
nˆ0 = z (2.14)
nˆ1 = z−Hxyλˆ (2.15)
avec λˆ l’estimé de λ. On définit ainsi σˆ2i l’estimée de la variance du bruit selon Hi (i ∈ {0, 1}) :
σˆ2i =
1
M
‖nˆi‖2 (2.16)
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Soit PH le projecteur orthogonal sur le sous espace 〈Hxy〉 :
PH = HxyH†xy (2.17)
D’après [8], les équations (2.14) et (2.15) deviennent :
nˆ0 = z (2.18)
nˆ1 = z−PHz (2.19)
et la racineM ieme du RVG f ′S(z) s’écrit :
f ′S(z)
1/M =
‖nˆ0‖2
‖nˆ1‖2 (2.20)
=
‖PHz‖2
‖P⊥Hz‖2
+ 1 (2.21)
=
‖H†xyz‖2
‖z‖2 − ‖H†xyz‖2
+ 1 (2.22)
avec P⊥H = I−PH. On considérera simplement :
f˜ ′S(z) =
‖PHz‖2
‖P⊥Hz‖2
(2.23)
=
‖H†xyz‖2
‖z‖2 − ‖H†xyz‖2
(2.24)
2.1.3.2 Performances de détection
– Probabilité de détection : P (f˜ ′S(z1) > ηS2).
On a :
P (f˜ ′S(z1)
1/M > ηS2) = P (
M −DH
DH
f˜S(z1)1/M >
M −DH
DH
ηS2) (2.25)
La statistique de M−DHDH f˜
′
S(z1) est bien connue, puisqu’il s’agit d’une F -distribution simplement
décentrée [8]. On a :
M −DH
DH
f˜ ′S(z1)
1/M =
M −DH
DH
‖PHz1‖2
‖P⊥Hz1‖2
(2.26)
∼ F (2DH , 2(M −DH), 2‖λ
2‖
σ2
, 0) (2.27)
– Probabilité de fausse alarme : P (f˜ ′S(z0) > ηS1)
De même que précédemment, on a :
P (f˜ ′S(z0) > ηS2) = P (
M −DH
DH
f˜ ′S(z0) >
M −DH
DH
ηS2) (2.28)
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La statistique de M−DHDH f˜
′
S(z0) est une F -distribution centrée [8]. On a :
M −DH
DH
f˜ ′S(z0) =
M −DH
DH
‖PHz0‖2
‖P⊥Hz0‖2
(2.29)
∼ F (2DH , 2(N −DH), 0, 0) (2.30)
Comme le détecteur SES dans un bruit de variance connue, le détecteur SES dans un bruit de variance
inconnue est CFAR.
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2.2 Détecteurs de Sous Espaces Signaux ou Interférences (SESI)
Le modèle utilisé précédemment considère qu’à une position donnée, le signal reçu est constitué soit
du signal rétrodiffusé par un élément canonique caractéristique de la cible, soit du bruit blanc Gaussien.
L’hypothèse émise sur la nature du bruit est faible et a l’avantage de n’envisager aucun environnement
de détection en particulier. Il se peut cependant que l’on connaisse dans certains contextes une partie des
diffuseurs à l’origine des interférences dans le signal reçu : c’est le cas par exemple de la détection de
cibles sous couvert forestier, où les troncs d’arbre constituent la plus grande source de fausses alarmes.
Dans ce cas là, on peut donc considérer deux types d’hypothèses : à une position considérée, le signal
reçu est soit du bruit blanc Gaussien plus la rétrodiffusion par l’élément canonique caractéristique de
la cible, soit du bruit blanc Gaussien plus la rétrodiffusion par l’élément canonique caractéristique de
l’interférence. Si de plus, les sous espaces générés par ces deux éléments canoniques, quelque soit leurs
orientations, appartiennent à des sous espaces de faibles dimensions, on peut construire des détecteurs de
Sous Espaces Signaux ou Interférences (SESI). Ce détecteur aura l’avantage, comme le détecteur SES, de
prendre en compte des modèles adaptés aux cibles à détecter afin d’augmenter la probabilité de détection,
mais aussi des modèles d’interférences adaptés au fouillis ambiant afin de réduire la probabilité de fausse
alarme. Comme précédemment, on présente dans cette partie le problème de détection modélisé et deux
détecteurs, l’un supposant que la variance du bruit est connue, l’autre inconnue, dérivant du TRVG.
2.2.1 Problème de détection
Notre nouveau problème de détection peut être décrit comme suit : pour une position (x, y) donnée,
H0 correspond au cas où le signal reçu, z est du bruit blanc Gaussien n, CN(0, σ2I), plus le signal ré-
trodiffusé par un diffuseur interférant i(γ, δ). Le diffuseur interférant est décrit par un élément canonique
donné d’orientation (γ, δ). H1 correspond au cas où le signal reçu est la somme d’un signal, y(α, β),
rétrodiffusé par un élément canonique choisi d’orientation (α, β), plus n. Les figures 2.2 et 2.3 illustrent
cette configuration dans le cas où le modèle de cible est une plaque et le modèle d’interférence est un
cylindre.
Ces deux hypothèses supposent que la cible et le diffuseur interférant ne peuvent pas être à la même
position.
Nous obtenons donc le problème de détection suivant :{
H0 : z = a0 i(γ, δ) + n
H1 : z = a1 y(α, β) + n
(2.31)
Où a0 et a1 sont deux coefficients d’atténuation complexe, (α, β) ∈ [αmin, αmax]× [βmin, βmax] et
(γ, δ) ∈ [γmin, γmax]× [δmin, δmax].
Supposons :
∀(α, β) ∈ [αmin, αmax]× [βmin, βmax], y(α, β) ∈ 〈Hxy〉 (2.32)
∀(γ, δ) ∈ [γmin, γmax]× [δmin, δmax], i(γ, δ) ∈ 〈Jxy〉 (2.33)
Où 〈Hxy〉 et 〈Jxy〉 sont deux sous espaces de dimensions DH et DJ . En posant Hxy ∈ CM×DH et
Jxy ∈ CM×DJ deux bases orthonormées de 〈Hxy〉 et 〈Jxy〉, on peut récrire le problème de détection
(2.31) comme suit : {
H0 : z = Jxyµ+ n
H1 : z = Hxyλ+ n
(2.34)
avec µ ∈ CDJ et λ ∈ CDH deux vecteurs de coordonnées inconnues.
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FIG. 2.2 – Rotations α et β dans le cas où le modèle de cible est une plaque.
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FIG. 2.3 – Rotations γ et δ dans le cas où le modèle d’interférence est un cylindre.
2.2.2 Détecteurs de sous espaces signaux ou interférences dans un bruit de variance
connue
Dans cette partie, on suppose que la variance σ2 du bruit est connue. On va donc déterminer notre
détecteur et calculer ses performances de détection à partir de cette donnée.
2.2.2.1 Détermination des détecteurs
Comme précédemment, on applique un TRVG au test (2.34). Le RVG s’écrit fSI(z).
fSI(z) =
maxλ∈CDH p(z|H1)
maxµ∈CDJ p(z|H0)
H0
≶
H1
ηSI1 (2.35)
où
p(z|H0) = 1
piMσ2M
exp
−(z− Jxyλ)†(z− Jxyλ)
σ2
(2.36)
et
p(z|H1) = 1
piMσ2M
exp
−(z−Hxyλ)†(z−Hxyλ)
σ2
(2.37)
Posons PH = HxyH
†
xy le projecteur orthogonal sur 〈Hxy〉 et PJ = JxyJ†xy le projecteur orthogonal
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sur 〈Jxy〉. Si on considère ln fSI(z), on obtient :
ln fSI(z) =
minµ∈CDJ ‖z− Jxyλ‖2
σ2
− minλ∈CDH ‖z−Hxyλ‖
2
σ2
(2.38)
=
z†PHz− z†PJz
σ2
(2.39)
=
‖H†xyz‖2 − ‖J†xyz‖2
σ2
(2.40)
Le résultat obtenu dans l’Eq. (2.40) diffère de celui obtenu par le détecteur SES dans l’Eq. (2.8)
par la prise en considération du sous espace interférence. La norme de la projection de z dans le sous
espace interférence < Jxy > est soustraite à celle de la projection de z dans le sous espace signal 〈Hxy〉.
Plus z est “proche” de 〈Hxy〉, c’est à dire de la cible que l’on recherche, plus la quantité ln fSI(z)
est importante. Plus z est “proche” de 〈Jxy〉, c’est à dire des diffuseurs sources des interférences, plus
ln fSI(z) est petit.
2.2.2.2 Performances de détection
Posons z0 = z sous l’hypothèse H0 et z1 = z sous l’hypothèse H1 du problème de détection donné
dans l’Eq.(2.34).
– Probabilité de détection : P (ln fSI(z1) > ηSI1)
On a :
ln fSI(z1) =
‖H†xyz1‖2 − ‖J†xyz1‖2
σ2
(2.41)
∼ 1
2
χ2(2DH ,
2‖λ‖2
σ2
)− 1
2
χ2(2DJ , 2
‖J†xyHxyλ‖2
σ2
) (2.42)
On peut distinguer deux cas :
– Si 〈Hxy〉 et 〈Jxy〉 sont orthogonaux on a directement :
ln fSI(z1) ∼ 12χ
2(2DH , 2
‖λ‖2
σ2
)− 1
2
χ2(2DJ , 0) (2.43)
Où ln fSI(z1) est une différence de χ2 indépendants.
– Si 〈Hxy〉 et 〈Jxy〉 ne sont pas orthogonaux :
PosonsR la matrice hermitienne suivante :
R = HxyH†xy − JxyJ†xy (2.44)
Posons ak les vecteurs propres contenus dans la matriceA associés aux valeurs propres λk, tels
que :
R = AΛA† =
M∑
k=1
λkaka
†
k (2.45)
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On a donc :
‖H†xyz1‖2 − ‖J†xyz1‖2
σ2
=
M∑
k=1
λk|a†kz1|2
σ2
(2.46)
On a, ∀k ∈ [1, l], λk > 0 et ∀k ∈ [l + 1, DM ], λk < 0.
ln fSI(z1) est une différence de combinaison linéaire de χ2 indépendants à coefficients positifs :
ln fSI(z1) ∼ 12
l∑
k=1
λkχ
2(2,
2‖a†kHxyλ‖2
σ2
)− 1
2
DM∑
j=l+1
|λj |χ2(2,
2‖a†jHxyλ‖2
σ2
) (2.47)
Une solution numérique au calcul de cette distribution est donnée par l’annexe A.1 et dans [16].
– Probabilité de Fausse Alarme : P (ln fSI(z0) > ηSI1)
En reprenant les résultats trouvés dans la partie probabilité de détection, on obtient :
– SiHxy et Jxy sont orthogonaux :
ln fSI(z0) ∼ 12χ
2(2DH , 2
‖H†xyJµ‖2
σ2
)− 1
2
χ2(2DJ , 2
‖µ‖2
σ2
) (2.48)
Où ln fSI(z0) est une différence de χ2 indépendants.
– SiHxy et Jxy ne sont pas orthogonaux :
ln fSI(z0) est une différence de combinaison linéaire de χ2 indépendants.
ln fSI(z0) ∼ 12
l∑
k=1
λkχ
2(2, 2
‖a†kJxyµ‖2
σ2
)− 1
2
DM∑
j=l+1
|λj |χ2(2, 2
‖a†jJxyµ‖2
σ2
) (2.49)
Une solution numérique au calcul de cette distribution est donnée par l’annexe A.1 et dans [16].
A la différence des détecteurs SES, le détecteur SESI avec bruit de variance connue n’est pas CFAR :
la probabilité de fausse alarme dépend de la variance du bruit. On ne pourra pas garantir avec ce détec-
teur un taux de fausse alarme constant pour un seuil donné quelque soit le niveau du bruit, ni tracer de
courbe de performance empirique significative. Cependant, l’application d’imagerie destinée à ce détec-
teur, décrite dans le chapitre suivant, exploite principalement la valeur du RVG intervenant dans le test à
deux hypothèses. Elle s’intéresse en la capacité du “détecteur” à avoir un RVG plus faible que celui du
détecteur SES lorsque la position testée correspond à une interférence.
2.2.3 Détecteurs de sous espaces signaux ou interférences dans un bruit de variance in-
connue
Dans cette section, on suppose que la variance σ2 du bruit est inconnue. On développe donc un
détecteur de quantité test indépendante à σ2 et adapté au problème de détection (2.34).
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2.2.3.1 Détermination du détecteur
Le TRVG appliqué au problème de détection (2.34) nous donne :
f ′SI(z) =
maxλ∈CDH ,σ p(z|H1)
maxµ∈CDJ ,σ p(z|H0)
H0
≶
H1
ηSI1 (2.50)
où
p(z|H0) = 1
piMσ2M
exp
−(z− Jxyλ)†(z− Jxyλ)
σ2
(2.51)
et
p(z|H1) = 1
piMσ2M
exp
−(z−Hxyλ)†(z−Hxyλ)
σ2
(2.52)
La maximisation de p(z|H1) par rapport à λ et σ est obtenue pour :
λˆ = H†xyz (2.53)
σˆ1
2 =
1
M
‖z−Hxyλˆ‖2 (2.54)
De même, la maximisation de p(z|H0) par rapport à µ et σ est obtenue pour :
µˆ = J†xyz (2.55)
σˆ0
2 =
1
M
‖z− Jxyµˆ‖2 (2.56)
PosonsPH = HxyH
†
xy le projecteur orthogonal sur 〈Hxy〉 etPJ = JxyJ†xy le projecteur orthogonal
sur 〈Jxy〉. La racineM ieme du RVG f ′SI(z) s’écrit :
f ′SI(z)
1/M =
σˆ0
2
σˆ1
2 (2.57)
=
‖P⊥J z‖2
‖P⊥Hz‖2
(2.58)
=
‖H†xyz‖2 − ‖J†xyz‖2
‖z‖2 − ‖H†xyz‖2
+ 1 (2.59)
OùP⊥H = I−PH etP⊥J = I−PJ. Afin de référencer le détecteur à 0, on considérera simplement :
f˜ ′SI(z) =
‖H†xyz‖2 − ‖J†xyz‖2
‖z‖2 − ‖H†xyz‖2
(2.60)
2.2.3.2 Performances de détection
Posons z0 = z sous l’hypothèse H0 et z1 = z sous l’hypothèse H1 du problème de détection donné
dans l’Eq.(2.34).
– Probabilité de détection : P (f˜ ′SI(z1) > ηSI2)
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– Si 〈Hxy〉⊥ et 〈Jxy〉⊥ sont orthogonaux :
L’annexe A.2 montre que :
P (f˜ ′SI(z1) > ηSI2) = P (
(M −DH
M −DJ (f˜
′
SI(z1)− 1) >
M −DH
M −DJ (ηSI2 − 1)
)
(2.61)
Avec M−DHM−DJ (f˜
′
SI(z1)−1) suivant laF -distribution doublement décentrée :F (2(M−DJ), 2(M−
DH), 2
‖J†xyHxyλ‖2
σ2
, 2‖λ‖
2
σ2
).
– Si 〈Hxy〉⊥ et 〈Jxy〉⊥ ne sont pas orthogonaux :
Posons ak ∈ CM×1, les vecteurs propres et λk les valeurs propres de la matriceR définie par :
R = (1 + ηSI2)PH −PJ − ηSI2I (2.62)
Avec PH et PJ les projecteurs orthogonaux sur 〈Hxy〉 et 〈Jxy〉.
L’annexe A.2 montre que :
P
(
f˜SI(z1)1/M > ηSI2
)
= P
(
fˆ(z1, ηSI2) > 0
)
(2.63)
Avec :
fˆ(z1, ηSI2) ∼
1
2
l∑
k=1
λkχ
2(2, 2
‖a†kHxyλ‖2
σ2
)− 1
2
M∑
j=l+1
|λj |χ2(2, 2
‖a†jHxyλ‖2
σ2
) (2.64)
[16] présente une méthode pour déterminer numériquement la distribution d’une différence de
combinaisons linéaires à coefficients positifs de χ2 indépendants .
– Probabilité fausse alarme : P (f˜SI(z0)1/M > ηSI2)
De même que pour le calcul de la probabilité de détection, on a :
– Si 〈Hxy〉⊥ et 〈Jxy〉⊥ sont orthogonaux :
L’annexe A.2 montre que :
P (fSI(z0) > ηSI2) = P (
(M −DH
M −DJ (fSI(z0)− 1) >
M −DH
M −DJ (ηSI2 − 1)
)
(2.65)
Avec M−DHM−DJ (fSI(z0)−1) suivant laF -distribution doublement décentrée :F (2(M−DJ), 2(M−
DH), 2
‖µ‖2
σ2
, 2‖H
†
xyJxyµ‖2
σ2
).
– Si 〈Hxy〉⊥ et 〈Jxy〉⊥ ne sont pas orthogonaux :
P
(
f˜SI(z0)1/M > ηSI2
)
= P
(
fˆ(z0, ηSI2) > 0
)
(2.66)
Avec :
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fˆ(z0, ηSI2) ∼
1
2
l∑
k=1
λkχ
2(2, 2
‖a†kJxyµ‖2
σ2
)− 1
2
M∑
j=l+1
|λj |χ2(2, 2
‖a†jJxyµ‖2
σ2
) (2.67)
Comme pour le détecteur SESI considérant un bruit de variance connue, ce détecteur n’est pas CFAR,
cependant, la même remarque que dans le cas “variance connue” s’applique.
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2.3 Conclusion
Dans ce chapitre, nous avons développé deux types de détecteurs de sous espaces : le premier est basé
uniquement sur la détection d’un sous espace signal, le sous espace considéré correspond à celui généré
par l’ensemble des signaux rétrodiffusés par un modèle de cible. Il permet d’augmenter la probabilité de
détection en projetant le signal reçu dans un sous espace signal adapté.
Le second, comme le premier, est spécialisé dans la détection de sous espaces signaux, mais aussi
de sous espaces interférences générés par des diffuseurs que l’on aura aussi modélisés. Il a l’avantage
par rapport au premier d’augmenter la probabilité de détection en projetant le signal reçu dans le sous
espace cible et de réduire la probabilité de fausse alarme en retranchant la projection du signal reçu
dans le sous espace interférence. Bien choisir les modèles de signaux et d’interférence peut maximiser
les performances du détecteur obtenu si les sous espaces engendrés sont orthogonaux. Ces détecteurs
fonctionnent pour tester une coordonnée (x, y) de la scène considérée.
Si on généralise l’utilisation de ces détecteurs à toutes les coordonnées de la scène, on peut dé-
velopper un processeur SAR basé sur ces nouveaux détecteurs, différents du processeur basé sur les
détecteurs classiques présenté dans la section 1.3. Les processeurs SAR ainsi obtenus s’appuieront sur
les hypothèses de rétrodiffusion de cible pour améliorer la détection. Ils rentrent dans la nouvelle caté-
gorie d’algorithmes de formation d’image développée durant cette thèse : les processeurs SAR basés sur
des détecteurs de sous espaces.
38
Chapitre 3
Processeurs SAR basés sur des détecteurs
de sous espace
Dans ce chapitre, nous nous proposons d’utiliser les détecteurs SES et SESI (cf. chapitre 2) afin de
développer de nouveaux processeurs SAR (que l’on appellera respectivement algorithme SARSES et
algorithme SARSESI). Dans une première partie, la mise en oeuvre des algorithmes SARSES et SAR-
SESI est décrite. La principale difficulté liée à l’implémentation de ces deux algorithmes réside dans le
calcul des bases des sous espaces. En considérant une matrice regroupant l’ensembles des réponses des
modèles choisis quelque soit leur orientation, on effectue une Décomposition en Valeurs Singulières ou
Singular Value Decomposition (SVD) de cette matrice grâce à laquelle on génère une base orthonormée
(comme dans [15] ou [21]). Les deuxième et troisième parties, contributions très importante de ce travail
de thèse, proposent plusieurs étapes d’optimisation des algorithmes entraînant une baisse substantielle
du temps de calcul. Les SVD, des opérations très coûteuses en temps de calcul, s’effectuent sur des
matrices de dimensions très importantes. De plus, la génération d’une nouvelle base est nécessaire pour
chaque position (pixel) à imager. Laissés en l’état, nos deux algorithmes sont inutilisables sur données
réelles. La deuxième partie propose donc deux méthodes de réduction du coût de calcul lié au calcul
des bases des sous espaces, tout d’abord en compressant les matrices à décomposer, puis en réduisant le
nombre de calcul de génération des bases à une seule SVD. La troisième partie présente des évolutions
des algorithmes SARSES et SARSESI afin qu’ils opèrent sur des signaux compressés. Cette approche,
comparable à celle utilisée par l’algorithme de Backprojection présentée en 1.2.2, réduit de façon signi-
ficative la complexité des algorithmes. La dernière partie s’intéresse à la résolution des images obtenues
par les nouveaux algorithmes.
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3.1 Processeurs SAR non optimisés
On se propose dans cette partie d’exposer l’implémentation des algorithmes SARSES et SARSESI.
Pour ce faire, il nous faut dans un premier temps déterminer les bases des sous espaces utilisés par les
détecteurs SES et SESI. Celles-ci doivent contenir l’ensemble des signaux réfléchis par un modèle de
cible ou d’interférence quelque soit l’orientation considérée. De telles bases peuvent être obtenues grâce
aux SVD des matrices contenant l’ensemble des réponses du modèle pour toutes ses orientations, à une
position donnée.
3.1.1 Construction de la base des sous espaces
Afin de calculer les différentes quantités tests des détecteurs SARSES et SARSESI trouvées dans les
équations (2.8), (2.24), (2.40) et (2.60), il faut pouvoir déterminer les bases orthonormées Hxy et Jxy
des sous espaces 〈Hxy〉 et 〈Jxy〉. Nous considérerons seulement la génération deHxy. La méthode pour
générer Jxy est rigoureusement identique.
3.1.1.1 Hypothèses
Pour décrire de façon efficace les signaux rétrodiffusés par la cible (ou l’interférence) à détecter, un
sous espace doit considérer deux types de contraintes :
– Le modèle de diffusion (ou l’interférence) qui servira à engendrer le sous espace doit physique-
ment décrire la cible de façon pertinente.
– Le sous espace généré par ce modèle doit être de dimension suffisamment faible. Dans le cas
contraire, le détecteur de sous espace risquerait d’augmenter le nombre de fausses alarmes autant
que le nombre de “bonnes” détections.
Le modèle une fois trouvé permettra donc de générer la base du sous espace à détecter ; la seconde
hypothèse devra être vérifiée une fois la base formée.
3.1.1.2 Critère et formation de la base
La baseHxy est générée par l’ensemble des signaux :
y(α, β) =
[
y1(α, β)T y2(α, β)T . . . yn(α, β)T
]T
, (3.1)
Où le signal yi(α, β), i ∈ [1, n], est le signal rétrodiffusé par le modèle que l’on aura choisi, d’orien-
tation (α, β), reçu à la position ui. Supposons que les angles (α, β) dans [αmin, αmax] × [βmin, βmax]
sont échantillonnés sur une grille suffisamment fine. On obtient ainsi un ensemble de couples (αk, βl)
couvrant [αmin, αmax] × [βmin, βmax], (k, l) ∈ [1, P ] × [1, Q]. Le choix du pas d’échantillonnage an-
gulaire, dont dépendra la "qualité" de la description du sous espace, est discuté dans la partie 3.1.1.3. La
base orthonorméeHxy doit minimiser le critère C(Hxy) :
C(Hxy) =
∑
i,j
‖y(αi, βj)‖2 − ‖H†xyy(αi, βj)‖2 (3.2)
Il est bien connu (voir [21] pour un exemple) queHxy est obtenu par SVD de la matrice Sxy définie
par :
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Sxy =
[
y(α1, β1) . . . y(αP , βQ)
]
(3.3)
=
 y1(α1, β1) . . . y1(αP , βQ). . . . . . . . .
yn(α1, β1) . . . yn(αP , βQ)
 (3.4)
On peut écrire que :
Sxy = UxyΣxyV†xy (3.5)
Où Uxy et Vxy sont deux (M ×min(M,PQ)) et (min(M,PQ) × PQ) matrices unitaires et Σxy
une matrice diagonale positive. Hxy est formé des DH vecteurs singuliers gauches de Uxy correspon-
dant aux DH valeurs singulières non nulles de Σxy. En pratique, beaucoup de valeurs singulières sont
très petites et on garde seulement les D′H plus significatives. Le sous espace résultant est connu comme
étant le meilleur sous espace de dimension D′H minimisant le critère C(Hxy).
3.1.1.3 Détermination du pas d’échantillonnage angulaire pour le calcul de la base des sous es-
paces
Considérons une position (x0, y0) donnée. Pour générer la matrice Sx0y0 , il est nécessaire d’échan-
tillonner (α, β) (ou (γ, δ)) sur un intervalle I . Le choix d’un pas d’échantillonnage angulaire suffisam-
ment petit est essentiel pour générer une base de sous espace proche de celle que l’on recherche théo-
riquement. On doit aussi le choisir suffisamment grand pour ne pas augmenter plus que nécessaire la
charge de calcul en générant une matrice trop grande.
Supposons qu’au pas d’échantillonnage angulaire∆s, le nombre d’échantillons angulaires soitP (∆s).
Soit δ le plus petit pas angulaire possible (δ < ∆s), le nombre d’échantillons correspondant à ce pas est
P (δ). Soit Sx0y0(∆s) et Sx0y0(δ) les matrices générées lorsque le pas d’échantillonnage angulaire est
respectivement ∆s et δ. Soit H(∆s) le sous espace de dimension D résultant de la SVD de Sx0y0(∆).
L’erreur moyenne (∆s) induite par le choix du pas d’échantillonnage∆s est définie par :
(∆s) =
1
P (δ)2
‖PH(∆s)⊥Sx0y0(δ)‖2 (3.6)
où PH(∆s)⊥ est le projecteur dans le sous espace orthogonal à H(∆s). Le calcul de (∆s) permet de
déterminer dans quelle mesure les vecteurs de Sx0y0(δ) sont entièrement contenus ou pas dans le sous
espace H(∆s). Cette erreur doit être comparée à l’erreur ref (∆s) induite par le choix de la dimension
D du sous espace. Cette erreur est définie comme suit :
ref (∆s) =
1
P (∆s)2
‖PH(∆s)⊥Sx0y0(∆s)‖2. (3.7)
Le pas angulaire ∆s est jugé suffisamment fin si on a :
(∆s) ≈ ref (∆s). (3.8)
Si la condition précédente est remplie, le choix du pas angulaire induit une erreur d’estimation de la base
du sous espace du même ordre que celle induite par le choix de la dimension du sous espace : la “qualité”
du sous espace généré ne changera pas.
41
Chapitre 3. Processeurs SAR basés sur des détecteurs de sous espace
3.1.1.4 Synthèse
En résumé, pour générer correctement une base du sous espace recherché, il faut :
– Choisir un modèle pertinent pour décrire la cible ou l’interférence.
– Effectuer une SVD de la matrice Sxy (Eq. (3.4)).
– Choisir un rang de sous espace D′H correspondant aux valeurs singulières les plus fortes.
– Vérifier que ce rang est "suffisamment faible".
– Vérifier que le pas d’échantillonnage angulaire, dans la construction de la matrice Sxy, respecte le
critère donné dans l’Eq. (3.8).
3.1.2 Implementation des processeurs d’image
Pour chaque point (x, y) à imager, on va considérer que l’intensité du pixel généré par les algorithme
SARSES et SARSESI correspond à la quantité test des détecteurs SES et SESI, dans les deux cas “va-
riance du bruit connue” ou “inconnue”. Chacun des pixels de l’image obtenue va correspondre au RVG
de chacun des tests à deux hypothèses de ces deux détecteurs.
3.1.2.1 Processeur SAR basé sur des détecteurs de Sous Espace Signaux (SARSES)
Pour l’algorithme SARSES, on définit deux intensités calculées pour le pixel (x, y) : l’intensité
ISES1(x, y) correspondant à la quantité test du détecteur SARSES défini dans l’équation (2.8) lorsque la
variance du bruit est connue et ISES2(x, y) correspondant à la quantité test définie dans l’équation (2.24)
lorsque la variance du bruit est inconnue. Si on poseHxy ∈ CM×DH la base du sous espace cible 〈Hxy〉,
z le signal reçu et σ2 la variance du bruit, on a :
ISES1(x, y) =
‖H†xyz‖2
σ2
(3.9)
ISES2(x, y) =
‖H†xyz‖2
‖z‖2 − ‖H†xyz‖2
(3.10)
On peut résumer l’implémentation de l’algorithme SARSES dans le schéma donné dans la figure 3.1.
Cet algorithme “en l’état“ est inexploitable à cause des dimensions énormes des matrices Sxy à décom-
poser et du nombre de SVD à effectuer.
3.1.2.2 Processeur SAR basé sur des détecteurs de Sous espace signaux et interférences
Pour l’algorithme SARSESI, comme précédemment pour l’algorithme SARSES, on définit deux
intensités calculées pour le pixel (x, y) : l’intensité ISESI1(x, y) correspondant à la quantité test du
détecteur SARSESI défini dans l’équation (2.40) lorsque la variance du bruit est connue et ISESI2(x, y)
correspondant à la quantité test définie dans l’équation (2.60) lorsque la variance du bruit est inconnue.
Si on pose Hxy ∈ CM×DH la base du sous espace cible 〈Hxy〉, Jxy ∈ CM×DJ la base du sous espace
cible 〈Jxy〉, z le signal reçu et σ2 la variance du bruit, on a :
ISESI1(x, y) =
‖H†xyz‖2 − ‖J†xyz‖2
σ2
(3.11)
ISESI2(x, y) =
‖H†xyz‖2 − ‖J†xyz‖2
‖z‖2 − ‖H†xyz‖2
(3.12)
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On peut résumer l’implémentation de l’algorithme SARSESI dans le schéma donné dans la figure
3.2. Comme le processeur SARSES et pour les même raisons, cet algorithme n’est pas exploitable tel
quel.
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Nouveau pixel (x, y).

Génération de la matrice Sxy, Eq. (3.4).

 _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ 




 _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ 
Choix d’un élément canonique modèle
Choix d’un pas d’échantillonnage
angulaire (partie 3.1.1.3)
oo
Calcul de la SVD de Sxy.

 _ _ _ _ _ _ _ _ _ _ _ _ _   _ _ _ _ _ _ _ _ _ _ _ _ _ 
Sous espace de petite dimension
(partie 3.1.1.1)
oo
Génération deHxy.

 _ _ _ _ _ _ _ _ _  _ _ _ _ _ _ _ _ _ Choix de D′H (3.1.1.2)oo
ISES1(x, y) =
‖H†xyz‖2
σ2
ou
ISES2(x, y) =
‖H†xyz‖2
‖z‖2−‖H†xyz‖2
Eq. (3.9) et (3.10)
Signal reçu : z Eq. (1.50)oo
FIG. 3.1 – Schéma de l’algorithme SARSES
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Nouveau pixel (x, y).

Génération de la matrice
SxyH de la cible,
SxyJ des interférences,
Eq. (3.4).

 _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ 






 _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ 
Choix d’un modèle, sous espace de petite dimension
(partie 3.1.1.1)
Choix d’un pas d’échantillonnage
angulaire (partie 3.1.1.3)
oo
Calcul des SVD de
SxyH et SxyJ .

 _ _ _ _ _ _ _ _ _ _ _ _ _   _ _ _ _ _ _ _ _ _ _ _ _ _ 
Sous espace de petite dimension
(partie 3.1.1.1)
oo
Génération de
Hxy et Jxy.

 _ _ _ _ _ _ _ _ _ _ _ _  _ _ _ _ _ _ _ _ _ _ _ _ Choix de D′H et D′J (3.1.1.2)oo
ISESI1(x, y) =
‖H†xyz‖2−‖J†xyz‖2
σ2
ou
ISESI2(x, y) =
‖H†xyz‖2−‖J†xyz‖2
‖z‖2−‖H†xyz‖2
Eq. (3.9) et (3.10)
Signal reçu : z Eq. (1.50)oo
FIG. 3.2 – Schéma de l’algorithme SARSESI
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3.2 Processeurs SAR optimisés opérant sur des signaux bruts
L’implémentation des algorithmes SARSES et SARSESI nécessite de calculer chaque base ortho-
gonale Hxy (ou/et Jxy) correspondant à chaque pixel (x, y) à représenter. Cette nécessité pose deux
problèmes majeurs, tous deux liés au temps de calcul : il est tout d’abord nécessaire de calculer des SVD
matrices Sxy de très grande dimension, mais aussi de répéter cette opération pour chaque pixel à imager.
En l’état, nos deux algorithmes sont inapplicables sur des signaux SAR réalistes, il est donc indispen-
sable d’optimiser ces phases de calculs. On se propose donc de résoudre ces deux problèmes en réduisant
d’une part la taille de la matrice à décomposer et d’autre part en montrant qu’à partir d’une seule SVD,
on peut générer l’ensemble des bases orthonorméesHxy (ou Jxy) pour tout (x, y).
3.2.1 Notations
Cette partie est particulièrement riche en notations. Dans une souci de clarté, cette section présente
donc à nouveau certaines des variables déjà utilisées et en introduit de nouvelles.
Soit e(t) le signal de fréquence centrale f0, de largeur de bande B émis pendant une durée Te, mis
en bande de base et Fs la fréquence d’échantillonnage. Soit e ∈ CdTeFse×1 le vecteur contenant les
échantillons de e(t). Posons E le vecteur tel que :
E = TFD[e]. (3.13)
Posons ci(α, β) le vecteur mis en bande de base contenant les coefficients de réflexion sur la bande
de fréquence [f0− B2 , f0+ B2 ], d’un modèle orienté suivant (α, β) sous l’incidence (θi, φi). (θi, φi) sont
les angles définissant l’incidence de l’onde émise quand l’antenne est située à une position (0, ui, h)
(figure 3.3).
y
z
x
ui
qi
f
FIG. 3.3 – Angles d’incidence θi et φi.
Soit τi(x, y), le temps mis par le signal pour faire l’aller-retour entre une antenne positionnée en
(0, ui, h) et un point positionné en (x, y, 0). La distance séparant l’antenne et le point est donnée par Ri.
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Le vecteur yi(α, β), dont les composantes sont les échantillons du signal rétrodiffusé par un élément
canonique placé en (x, y, 0) orienté selon (α, β), reçu par une antenne placée en (0, ui, h) pendant un
temps Tr et mis en bande de base est donné dans l’annexe B par :
yi(α, β) =
[
0Tdτi(x,y)Fse
[
TFD−1
[
diag(E)ci(α, β)
] exp−j2pif0τi(x,y)
Ri
]T
0TdTrFse−dTeFse−dτi(x,y)Fse
]T
(3.14)
Pour les calculs qui vont suivre, on posera τi = τi(x, y). Lorsque la distance entre l’antenne et le
diffuseur est importante, on a ∀i, Ri ≈ R où R est une constante. R peut être factorisé dans l’équation
(3.14). Comme c’est une constante, elle n’aura pas d’intérêt dans la suite des traitements à venir. On
récrit yi(α, β) comme suit :
yi(α, β) =
[
0TdτiFse
[
TFD−1
[
diag(E)ci(α, β)
]
exp−j2pif0τi
]T
0TdTrFse−dTeFse−dτiFse
]T
(3.15)
3.2.2 Optimisation des calculs de la base des sous espaces
Pour résoudre les problèmes de taille des matrices à décomposer et du nombre de SVD à calculer,
on se focalise sur la modélisation de la matrice Sxy donnée dans l’équation (3.4). D’après les équations
(3.4) et (3.15) on a :
Sxy =
0dτ1Fse . . . 0dτ1Fse
TFD−1
[
diag(E)c1(α1, β1)
]T exp(−j2pif0τ1) . . . TFD−1[diag(E)c1(αP , βQ)]T exp(−j2pif0τ1)
0dTrFse−dTeFse−dτ1Fse . . . 0dTrFse−dTeFse−dτ1Fse
. . . . . . . . .
0dτnFse . . . 0dτnFse
TFD−1
[
diag(E)cn(α1, β1)
]T exp(−j2pif0τn) . . . TFD−1[diag(E)cn(αP , βQ)]T exp(−j2pif0τn)
0dTrFse−dTeFse−dτnFse . . . 0dTrFse−dTeFse−dτnFse

(3.16)
A partir de cette écriture de la matrice Sxy, plusieurs opérations sont possibles et sont décrites dans
les sections suivantes.
3.2.2.1 Suppression des zéros
Posons S′xy la matrice signal obtenue à partir de Sxy (donnée dans l’équation (3.16)) en retirant les
vecteurs de la forme 0n :
S′xy =
 TFD−1[diag(E)c1(α1, β1)] exp(−j2pif0τ1) . . . TFD−1[diag(E)c1(αP , βQ)] exp(−j2pif0τ1). . . . . . . . .
TFD−1
[
diag(E)cn(α1, β1)
]
exp(−j2pif0τn) . . . TFD−1
[
diag(E)cn(αP , βQ)
]
exp(−j2pif0τn)

(3.17)
Sa décomposition en valeur singulière est :
S′xy = U
′
xyΣ
′
xyV
′†
xy. (3.18)
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avecU′xy :
U′xy =
 u′11 . . . u′1(PQ). . . . . . . . .
u′n1 . . . u′n(PQ)
 (3.19)
où chaque vecteur colonne u′ij ∈ CdTeFse×1 est de même dimension que le vecteur :
TFD−1
[
Eci(αk, βl)
]T exp(−j2pif0τi) (3.20)
défini en (3.17).
De simples manipulations matricielles montrent que Sxy et S′xy partagent les mêmes valeurs singulières.
Les vecteurs singuliers gauches de Sxy sont évidemment générés à partir des vecteurs singuliers gauches
de S′xy de la façon suivante :
Uxy =

0dτ1Fse . . . 0dτ1Fse
u′11 . . . u′1(PQ)
0dTrFse−dTeFse−dτ1Fse . . . 0dTrFse−dTeFse−dτ1Fse
. . . . . . . . .
0dτnFse . . . 0dτnFse
u′n1 . . . u′n(PQ)
0dTrFse−dTeFse−dτnFse . . . 0dTrFse−dTeFse−dτnFse

(3.21)
Pour conclure, on peut affirmer que pour obtenir une base Hxy d’un sous espace 〈Hxy〉 , le calcul
de la SVD de S′xy et la détermination de sa base orthonormale correspondanteH′xy sont suffisants. Cette
simple diminution de taille de la matrice Sxy permet déjà une baisse importante de la charge de calcul
occasionnée par la SVD.
3.2.2.2 Calcul d’une seule décomposition en valeurs singulières
Imager une zone complète nécessite le calcul d’autant de SVD des matrices S′xy (voir (3.17)) qu’il
y a de pixels (x, y) à représenter. Bien que la simplification précédente réduise de façon significative la
taille des matrices à décomposer, elle reste importante et le nombre de SVD à effectuer rend l’application
de l’algorithme très compliquée. Limiter le nombre de SVD à calculer est donc un enjeu crucial.
– Décomposition de la matrice signal :
Si nous analysons chaque vecteur TFD−1
[
Eci(αk, βl)
]T exp(−j2pif0τi) composant S′xy, on re-
marque que deux paramètres dépendent de la position (x, y) considérée. Le premier est le dépha-
sage représenté par exp(−j2pif0τi) où τi dépend de la distance entre l’antenne et le pixel consi-
déré. Le second, le coefficient de réflexion ci(αk, βl), dépend de l’angle d’incidence de l’onde
portant le signal et donc de (x, y). D’après l’équation (3.17) :
S′xy = ΦxyS′′xy = exp(−j2pif0τ1) IdTeFse 0. . .
0 exp(−j2pif0τn) IdTeFse
 TFD−1
[
diag(E)c1(α1, β1)
]T
. . . TFD−1
[
diag(E)c1(αP , βQ)
]T
. . . . . . . . .
TFD−1
[
diag(E)cn(α1, β1)
]T
. . . TFD−1
[
diag(E)cn(αP , βQ)
]T

(3.22)
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Φxy est une matrice unitaire de déphasages. Les matrices S′xy et S′′xy partagent donc les même
valeurs singulières et les même vecteurs singuliers droits. Le vecteurs singuliers gauches de S′xy
sont obtenus en multipliant ceux de S′′xy par Φxy. SoitH′xy = ΦxyH′′xy.
– Calculer une seule SVD :
Le but dans cette partie est de montrer que S′′xy possède les mêmes vecteurs singuliers gauches
quelque soit (x, y) (et donc génére le même sous espace). Supposons que H′′x0y0 , la base déri-
vant de la SVD de S′′x0y0 soit complètement déterminée, (x0, y0) étant les coordonnées d’un pixel
donné. Le but ici est de montrer que l’on peut déterminerH′xy pour tout (x, y) à partir deH′′x0y0 .
En première approximation, on peut exprimer les angles d’incidence d’une onde émise d’une an-
tenne placée en ui vers un point (x, y) en fonction de ceux correspondant à une émise de ui sur un
point (x0, y0) :
ψi(x, y) ≈ ψi(x0, y0) + ∆ψ (3.23)
avec ψi = θi ou φi, les angles d’incidence définis dans la figure 3.3. L’indice i correspond à
la position ui de l’antenne. ∆Ψ = ∆θ ou ∆φ est une constante. Il est simple de montrer qu’en
espace libre, changer l’incidence d’une onde sur un diffuseur orienté (α, β) est équivalent à opérer
une rotation sur le diffuseur tout en gardant le même angle d’incidence. Comme nous l’avons
dit précédemment, considérer deux points (x, y) et (x0, y0) du point de vu d’une même antenne
placée en ui revient à considérer deux angles d’incidence avec la relation donnée en (3.23). Du
point de vu des matrices S′′x0y0 et S
′′
xy, l’une peut donc être obtenue en permutant les colonnes de
l’autre. De plus permuter les colonnes d’une matrice ne change pas la structure de sa SVD. On a
donc :
∀(x, y) H′xy = ΦxyH′′x0y0 (3.24)
oùH′′x0y0 est formé des DH premiers vecteurs singuliers gauches de S
′′
x0y0 .
La relation donnée en (3.23) n’est qu’une approximation et une relation plus exacte pour ψi(x, y)
est donnée par :
ψi(x, y) = ψi(x0, y0) + ∆ψ + i (3.25)
où i dépend de la position ui de l’antenne. Cependant, en considérant le pire des cas max =
maxui i, cette erreur est négligeable si
max < ∆s, (3.26)
où ∆s est le pas angulaire choisi pour échantillonner (α, β) (une méthode pour déterminer ∆s
est décrite dans 3.1.1.3). La relation donnée dans l’équation 3.24 est donc toujours valide dans
cette configuration. Ainsi, sous la condition (3.26), une seule SVD suffit pour générer l’ensemble
des bases Hxy nécessaire à la formation d’une image complète avec les algorithmes SARSES et
SARSESI. Nous verrons par la suite que le critère (3.26) se trouve souvent vérifié dans des cas
réalistes.
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3.2.3 Implementation des processeurs d’image optimisés opérant sur signaux bruts
Les différentes phases d’optimisation des algorithmes SARSES et SARSESI permettent de réduire
drastiquement la charge de calcul nécessaire à la formation d’une image et rendent l’utilisation de donnée
réelles possible. Cependant, elles modifient l’architecture des algorithmes. Nous allons donc synthétiser
l’implémentation de ces “nouveaux” algorithmes par des schémas.
L’implémentation des algorithmes SARSES et SARSESI optimisés opérant sur signaux bruts est ré-
sumée dans les schémas donnés figures 3.4 et 3.5. Ils reprennent et synthétisent les nouveaux algorithmes
obtenus en intégrant les deux phases d’optimisation décrite dans les sections 3.2.2.1 et 3.2.2.2. On peut
observer que les algorithmes proposés se décomposent en deux parties : une partie de prétraitement,
contenant la plupart des opérations lourdes en temps de calcul, telle que la SVD et une autre correspon-
dant à la formation de l’image à proprement parler, c’est à dire au calcul point par point de l’intensité
du pixel. Ce découpage permet tout d’abord d’effectuer la formation d’image séparément du prétraite-
ment et met en avant la réduction du nombre de calculs à effectuer comparé aux algorithmes SARSES et
SARSESI non optimisés résumés dans les schémas figures 3.1 et 3.2.
Pour illustrer le gain en temps de calcul apporté par les deux optimisations précédentes, mettons nous
dans la configuration suivante et concentrons nous sur le temps mis pour former l’ensemble des bases.
– Paramètres de calcul de la base :
– Modèle choisi : on choisit comme modèle d’élément canonique une plaque métallique de 1× 2
m. On considérera que l’orientation de cette plaque varie dans (α, β) ∈ [0, 180]×[0, 180] degrés.
– Pas d’échantillonnage angulaire : 10 degrés
– Paramètres SAR :
– Configuration de l’antenne synthétique : le vol est défini entre u1 = −50 m et u200 = 50 m
avec δu = 0.5 m, à une altitude de 100 m.
– Signal émis : le signal émis est un chirp de fréquence centrale 400 MHz, de largeur de bande
100MHz, polarisation verticale et de durée d’émission Te = 2.10−7 s.
– Temps de réception : Tr = 20.10−7 s.
– Fréquence d’échantillonnage : Fs = 200MHz.
– Configuration de la scène : on représentera la scène dans x ∈ [90, 140] m et y ∈ [−25, 20] m.
– Résolution de l’image :∆x = 1 m et ∆y = 1 m.
Les calculs ont été effectués sur calculateur doté d’un processeur de 2 GHz et de 2Go de RAM.
Le programme de calcul des SVD est issu de la librairie lapack, codée en fortran 90. Les résultats
correspondant aux temps de calculs de toutes les SVD nécessaires aux diffr´ents algorithmes sont résumés
dans le tableau 3.1.
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Sans Optimisation Suppression des 0 Suppression des 0 + 1 SVD
Taille des matrices
à décomposer 80000× 36 = 2880000 8000× 36 = 288000 8000× 36 = 288000
(nombre d’éléments)
Nombre de SVD
à effectuer 2250 2250 1
Temps de calcul
d’une SVD > 2 h. 1 min. 20 s. 1 min. 20 s.
Temps de calcul
de toutes les SVD > 188 j. ≈ 10 j. 10 h. ≈ 1 min. 20 s.
TAB. 3.1 – Impact des optimisations sur les temps de calcul des SVD.
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Génération de la matrice
signal cible : S
′′
Eq. (3.22)

 _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ 




 _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ 
Choix d’un élément canonique modèle
Validation du critère “une SVD”(
partie 3.2.2.2 et Eq. (3.26)
)
Choix d’un pas d’échantillonnage angulaire Eq. (3.8)
oo
SVD de S
′′

Génération deH′′

 _ _ _ _ _ _ _  _ _ _ _ _ _ _ Choix de DH (3.2)oo
Nouveau pixel (x, y) // H
′
xy = ΦxyH
′′
Eq. (3.24)

ISES1(x, y) =
∥∥H†xyz∥∥2
σ2
ou
ISES2(x, y) =
∥∥H†xyz∥∥2∥∥z∥∥2−∥∥H†xyz∥∥2
Eq. (3.9), (3.10)
OO
Ajout des zéros dansH′xy
→Hxy
(partie 3.2.2.1)
oo
Signal reçu : z
Eq. (1.50)
OO
FIG. 3.4 – Schéma de l’algorithme SARSES optimisé, travail sur signaux bruts
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Génération de la matrice
signal cible et interférence
S
′′
H et S
′′
J
Eq. (3.22)

 _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ 






 _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ 
Choix d’un modèle de cible
Choix d’un modèle d’interférence
Validation du critère “une SVD”(
partie 3.2.2.2 et Eq. (3.26)
)
Choix d’un pas d’échantillonnage angulaire Eq. (3.8)
oo
SVD de S
′′
H et S
′′
J

Génération deH′′ et J′′

 _ _ _ _ _ _ _   _ _ _ _ _ _ _ 
Choix de DH (3.2)
Choix de DJ .
oo
Nouveau pixel (x, y) //
H′xy = ΦxyH′′
J′xy = ΦxyJ′′
Eq. (3.24)

ISESI1(x, y) =
∥∥H†xyz∥∥2−∥∥J†xyz∥∥2
σ2
or
ISESI2(x, y) =
∥∥H†xyz∥∥2−∥∥J†xyz∥∥2∥∥z∥∥2−∥∥H†xyz∥∥2
Eq. (3.11), (3.12)
OO
Ajout des zéros dansH′xy et J′xy
→Hxy et Jxy
(partie 3.2.2.1)
oo
Signal reçu : z
Eq. (1.50)
OO
FIG. 3.5 – Schéma de l’algorithme SARSESI optimisé, travail sur signaux bruts
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3.3 Processeurs SAR optimisés opérant sur des signaux compressés
Les algorithmes SARSES et SARSESI présentés précédemment synthétisent une image SAR en
opérant directement sur le signal brut dont les échantillons sont contenus dans z. Malgré les différentes
solutions proposées pour optimiser le temps de calcul lié à la génération des bases des sous espaces,
il peut être aussi très intéressant de réduire la complexité algorithmique liée au calcul de l’intensité
de chaque pixel de l’image. Dans cette partie, nous développons de nouveaux algorithmes SARSES et
SARSESI, basé sur le principe de l’algorithme de Backprojection présenté en 1.2.2, en gardant deux
idées en tête :
– Les algorithmes doivent pouvoir fonctionner directement sur le signal compressé (c’est à dire après
filtrage adapté du signal brut par le signal émis). Cette contrainte nous fut posée lors du traitement
de certaines données réelles.
– Projeter le signal brut dans la base du sous espace d’un objet canonique revient à effectuer une série
de filtrage du signal compressé par des filtres uniquement dépendant des coefficients de diffusion
de l’objet canonique modèle.
L’algorithme ainsi obtenu, grâce à l’utilisation de produits de convolution, réduit la complexité de
l’algorithme liée à la formation de l’image et nous permettra dans la partie suivante de traiter des données
réelles.
3.3.1 Notations et hypothèses
On reprend les notations introduites dans la section 3.2.1. Certaines hypothèses sur le signal émis
e(t) doivent cependant être ajoutées. Soit E(f) le spectre de ce signal. Le signal e(t) est un signal de
largeur de bande B et de fréquence centrale f0. On suppose que :{ |E(f)| = 1 (ou constant), si f ∈ [f0 −B/2, f0 +B/2]
|E(f)| = 0, sinon. (3.27)
Soit e ∈ CdFsTee le vecteur contenant les échantillons du signal e(t) ramené en bande de base et E
sa transformée de Fourier discrète.
On rappelle qu’un coefficient de diffusion ck(α, β, f), à la fréquence f , correspondant à un diffuseur
donné orienté suivant (α, β), et on pose sans nuire à la généralité :
ck(α, β, f) = 0, si f /∈ [f0 −B/2, f0 +B/2]. (3.28)
Soit ck(α, β) le vecteur contenant les échantillons de ck(α, β, f).
Notons Sfxy, la matrice des signaux fréquentiels définie comme suit :
Sfxy =
 exp(−j2pif0τ1) diag(E) c1(α1, β1) . . . exp(−j2pif0τ1) diag(E) c1(αP , βQ). . . . . . . . .
exp(−j2pif0τn) diag(E) cn(α1, β1) . . . exp(−j2pif0τn) diag(E)cn(αP , βQ)
 (3.29)
Elle diffère de la matrice compressée S′xy, donnée dans l’équation (3.22), par le fait qu’on ne consi-
dère plus des signaux temporels, mais fréquentiels.
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3.3.2 Reformulation du calcul de la base des sous espaces
Nous proposons de reformuler le calcul d’une base orthonormaleHxy (ou Jxy) du sous espace 〈Hxy〉
(ou 〈Jxy〉), défini en 3.1.1, en fonction du signal émis et des vecteurs d’une base indépendante de e. La
matrice Sfxy donnée dans (3.29) peut être récrite de la façon suivante :
Sfxy =
 exp(−j2pif0τ1) diag(E) 0. . .
0 exp(−j2pif0τn) diag(E)

 c1(α1, β1) . . . c1(αP , βQ). . . . . . . . .
cn(α1, β1) . . . cn(αP , βQ)

(3.30)
Posons C la matrice des coefficients de réflexion ci(αk, βl) :
C =
 c1(α1, β1) . . . c1(αP , βQ). . . . . . . . .
cn(α1, β1) . . . cn(αP , βQ)
 (3.31)
et 〈HC〉 le sous espace contenant l’ensemble des vecteurs colonnes deC. Considérons sa décomposition
en valeurs singulières :
C = UCΣCV
†
C . (3.32)
D’après les hypothèses posées dans (3.27) et (3.28), la démonstration proposée dans l’annexe C
montre que la matrice exp(−j2pif0τ1) diag(E) 0. . .
0 exp(−j2pif0τn) diag(E)
UC (3.33)
est orthonormale, on a donc que
Sfxy = exp(−j2pif0τ1) diag (E) 0. . .
0 exp(−j2pif0τn) diag(E)
UCΣCV†C (3.34)
est la décomposition en valeurs singulières de Sfxy.
La matrice HC ∈ CM×DC formée par les DC vecteurs singuliers gauches de UC associés aux
valeurs singulières non nulles de ΣC , est une base orthonormale du sous espace 〈HC〉. On récrit HC
comme suit :
HC =
 hc11 . . . hc1DC. . . . . . . . .
hcn1 . . . h
c
nDC
 (3.35)
avec hcij ∈ CdTeFse×1. Il vient directement que la matriceHfxy définie comme suit :
Hfxy =
 exp(−j2pif0τ1) diag(E) hc11 . . . exp(−j2pif0τ1) diag(E) hc1DC. . . . . . . . .
exp(−j2pif0τn) diag(E) hcn1 . . . exp(−j2pif0τn) diag(E) hcnDC
 (3.36)
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est une base orthonormale du sous espace formé par l’ensemble des vecteurs colonnes de Sfxy. Les
propriétés de linéarité de la transformée de Fourier discrète nous donnent que tout vecteur colonne de
S′xy s’écrit comme combinaison linéaire des vecteurs colonnes de la matrice orthonormale H′xy définie
par :
H′xy =
 TFD−1
(
exp(−j2pif0τ1) diag(E) hc11
)
. . . TFD−1
(
exp(−j2pif0τ1) diag(E) hc1DC
)
. . . . . . . . .
TFD−1
(
exp(−j2pif0τn) diag(E) hcn1
)
. . . TFD−1
(
exp(−j2pif0τn) diag(E) hcnDC
)

(3.37)
H′xy =
 e TFD−1(hc11) exp(−j2pif0τ1) . . . e TFD−1(hc1DC ) exp(−j2pif0τ1). . . . . . . . .
e TFD−1(hcn1) exp(−j2pif0τn) . . . e TFD−1(hcnDC ) exp(−j2pif0τn)
 .
(3.38)
On a donc, comme dans 3.2.2.1,Hxy une base de 〈Hxy〉 avec :
Hxy =

0dτ1Fse . . . 0dτ1Fse
e TFD−1(hc11) exp(−j2pif0τ1) . . . e TFD−1(hc1DC ) exp(−j2pif0τ1)
0dTrFse−dTeFse−dτ1Fse . . . 0dTrFse−dTeFse−dτ1Fse
. . . . . . . . .
0dτnFse . . . 0dτnFse
e TFD−1(hcn1) exp(−j2pif0τn) . . . e TFD−1(hcnDC )exp(−j2pif0τn)
0dTrFse−dTeFse−dτnFse . . . 0dTrFse−dTeFse−dτnFse

(3.39)
Pour les mêmes raisons et sous le même critère que dans la section 3.2.2.2, une seule SVD est
nécessaire pour calculer l’ensemble des bases des sous espace.
3.3.3 Calcul des quantités tests des détecteurs SAR à partir du signal compressé
Dans cette section, en utilisant les résultats trouvés dans la partie précédente, on veut calculer les
quantités tests des détecteurs SAR donnés dans les équations (2.8)(2.24)(2.40) et (2.60) sans directement
utiliser le signal z mais les signaux compressés (après filtrage adapté) pk, k ∈ [1, n] :
∀k ∈ [1, n], pk = zk  eˆ∗ (3.40)
où eˆ est défini comme suit :
eˆ =
[
e
0dFsTre−dFsTee
]
(3.41)
et eˆ est tel que :
eˆ∗ = TFD−1
(
TFD∗(eˆ)
)
(3.42)
Les vecteurs zi ∈ CdTrFse×1 sont définis comme dans l’équation (1.50). Les expressions nécessaires
au calcul des quantités (2.8)(2.24)(2.40) et (2.60) sont toutes de la forme (à quelques constantes près)
‖H†xyz‖2 ou ‖J†xyz‖2 où Hxy ∈ CM×DH et Jxy ∈ CM×DJ sont des bases orthonormales des sous
espaces 〈Hxy〉 et 〈Jxy〉 définis en 3.1.1. On se concentre sur le calcul de ‖Hxy†z‖2, la démarche étant
identique pour ‖J†xyz‖2.
Posons :
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Hxy =
[
h1 . . . hDH
]
=
 h11 . . . h1DH. . . . . . . . .
hn1 . . . hnDH
 (3.43)
avec hi ∈ CM×1 et hij ∈ CdTeFse×1. On a :
‖H†xyz‖2 =
DH∑
i=1
|h†iz|2 (3.44)
=
DH∑
i=1
n∑
j=1
|h†jizj |2 (3.45)
(3.46)
D’après l’équation (3.39), on peut poser :
∀(i, j), hji =
[
0TdFsτje
(
e TFD−1(hcji) exp(−j2pif0τj)
)T
0TdTrFse−dTeFse−dτjFse
]T
(3.47)
Notons :
hˆcji =
[
TFD−1(hcji)
0dFsTre−dFsTee
]
(3.48)
et hˆ
c
ji ∈ CdFsTre le vecteur tel que :
hˆ
c ∗
ji = TFD
−1(TFD∗(hˆcji)). (3.49)
En posant :
tji = hˆ
c ∗
ji  pj (3.50)
où tji ∈ CdTrFse et chacun des éléments de tji est de la forme tji(k), l’annexe D montre que si zj ou
hˆcji contiennent suffisamment de 0 au début ou à la fin, on peut récrire le produit h
†
jizj à partir d’une
convolution cyclique. On a pour tout (i, j) :
h†jizj = tji
(dτjFse) exp(j2pif0τj). (3.51)
En reprenant l’équation (3.46), on obtient :
‖H†xyz‖2 =
DH∑
i=1
n∑
j=1
∣∣∣tji(dτjFse) exp(j2pif0τj)∣∣∣2 (3.52)
On peut donc bien calculer ‖Hxy†z‖2 à partir du signal compressé et d’une base d’un sous espace.
Si on reprend les algorithmes SAR un par un, voilà ce que nous obtenons :
– Algorithme SARSES avec variance connue :
D’après l’équation (3.9), l’intensité d’un pixel (x, y) donnée par l’algorithme SARSES avec va-
riance connue est :
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ISES1(x, y) =
‖H†xyz‖2
σ2
(3.53)
Avec Hxy base orthonormale du sous espace signal. On a donc, en reprenant les notations précé-
dentes et l’équation (3.52) :
ISES1(x, y) =
1
σ2
DH∑
i=1
n∑
j=1
∣∣∣tji(dτjFse) exp(j2pif0τj)∣∣∣2 (3.54)
– Algorithme SARSES avec variance inconnue :
D’après l’équation (3.10), l’intensité d’un pixel (x, y) donnée par l’algorithme SARSES avec va-
riance inconnue est :
ISES2(x, y) =
‖H†xyz‖2
‖z‖2 − ‖H†xyz‖2
(3.55)
En remarquant que :
‖z‖2 =
n∑
j=1
‖pj‖2
n‖e‖2 (3.56)
et d’après l’équation (3.52), on en déduit que :
ISES2(x, y) =
∑DH
i=1
∑n
j=1
∣∣∣tji(dτjFse) exp(j2pif0τj)∣∣∣2∑n
j=1
‖pj‖2
n‖e‖2 −
∑DH
i=1
∑n
j=1
∣∣∣tji(dτjFse) exp(j2pif0τj)∣∣∣2 (3.57)
– Algorithme SARSESI avec variance du bruit connue :
D’après l’équation (3.11), l’intensité d’un pixel (x, y) donnée par l’algorithme SARSESI avec
variance connue est :
ISESI1(x, y) =
‖H†xyz‖2 − ‖J†xyz‖2
σ2
(3.58)
avec Jxy base orthonormale du sous espace interférent 〈Jxy〉 de dimension DJ . Considérons CH
la matrice des coefficients de réflexion du modèle de cible choisi et CJ celle des coefficients de
réflexion du modèle d’interférence. Ces deux matrices sont construites sur le modèle de (3.31).
SoitHCH etHCJ les deux sous espaces engendrés par CH et CJ comme dans (3.35). On pose :
HCH =
[
hcHij
]
(i,j)∈[1,n]×[1,DH ] (3.59)
HCJ =
[
hcJij
]
(i,j)∈[1,n]×[1,DJ ] (3.60)
Avec hcH ij ∈ CdFsTee×1 et hcJ ij ∈ CdFsTee×1. En posant :
hˆcHji =
[
TFD−1(hcHji )
0dFsTre−dFsTee
]
et hˆcJji =
[
TFD−1(hcJji )
0dFsTre−dFsTee
]
(3.61)
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et
hˆ
cH ∗
ji = TFD
−1(TFD∗(hˆcHji )) (3.62)
hˆ
cJ ∗
ji = TFD
−1(TFD∗(hˆcJji )) (3.63)
On pose
tHji = hˆ
cH ∗
ji  pj (3.64)
tJji = hˆ
cJ ∗
ji  pj (3.65)
On obtient d’après (3.52) :
ISESI1(x, y) =
1
σ2
n∑
j=1
[ DH∑
i=1
∣∣∣tHji (dτjFse) exp(j2pif0τj)∣∣∣2 − DJ∑
i=1
∣∣∣tJji(dτjFse) exp(j2pif0τj)∣∣∣2]
(3.66)
– Algorithme SARSESI avec variance du bruit inconnue :
D’après l’équation (3.12), l’intensité d’un pixel (x, y) donnée par l’algorithme SARSESI avec
variance inconnue est :
ISESI2(x, y) =
‖H†xyz‖2 − ‖J†xyz‖2
‖z‖2 − ‖H†xyz‖2
(3.67)
En reprenant les notations précédentes, on obtient :
ISESI2(x, y) =
∑n
j=1
[∑DH
i=1
∣∣∣tHji (dτjFse) exp(j2pif0τj)∣∣∣2 −∑DJi=1 ∣∣∣tJji(dτjFse) exp(j2pif0τj)∣∣∣2]∑n
j=1
‖pj‖2
n‖e‖2 −
∑n
j=1
∑DH
i=1
∣∣∣tHji (dτjFse) exp(j2pif0τj)∣∣∣2
(3.68)
3.3.4 Implémentation des processeurs opérant sur signaux compressés
Les algorithmes SARSES et SARSESI optimisés opérant sur signaux compressés sont décrits dans
les schémas figures 3.6 et 3.7. Ils sont inspirés des optimisations précédentes et permettent surtout de
générer une image SAR directement à partir des signaux compressés. Cette approche a plusieurs avan-
tages. Tout d’abord en terme de gain de temps calcul : elle est algorithmiquement mieux optimisée que
les algorithmes SARSES travaillant sur signaux bruts : les convolutions effectuées en prétraitement per-
mettent de baisser la complexité algorithmique d’un ordre. Il arrive ensuite que l’on doive traiter des
données déjà compressées et que l’on ne connaisse pas la forme d’onde utilisée pour différentes raisons.
Cette approche permet de se passer de la connaissance de la forme d’onde (mis à part son énergie qui est
nécessaire pour les algorithmes considérant des variances de bruit inconnues) pour pouvoir générer une
image.
Il existe le même type de différence entre les algorithmes travaillant sur données brutes et les algorithmes
travaillant sur données compressées qu’entre l’algorithme TDCA vu en 1.2.1 et l’algorithme de Back-
projection vu en 1.2.2.
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Génération de la matrice
des coefficients de diffusion : C
Eq. (3.31)

 _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ 


 _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ 
Choix d’un élément canonique modèle
Validation du critère “une SVD” Eq. (3.26)
Choix d’un pas d’échantillonnage angulaire Eq. (3.8)
oo
SVD de C

Génération de
HC = (hcij), (i, j) ∈ [1, n]× [1, DC ]

 _ _ _ _ _  _ _ _ _ _ Choix de DCoo
hˆ
c ∗
ji =
[
TFD−1(hc ∗ji )
T 0TdFsTre−dFsTee
]

Filtrage adapté :
∀i, pi = zi  eˆ∗
Eq. (3.40)

Signal reçu :
z = [zT1 . . . z
T
n ]
T
oo
Filtrage par la base :
∀(i, j), tji = pj  hˆc ∗ji
Eq. (3.50)

Nouveau pixel (x, y) //
ISES1(x, y) =
1
σ2
∑n
j=1
∑DH
i=1
∣∣∣tHji (dτjFse) exp(j2pif0τj)∣∣∣2
ou
ISES2(x, y) =
Pn
j=1
PDH
i=1
∣∣∣tHji(dτjFse) exp(j2pif0τj)∣∣∣2Pn
j=1
‖pj‖2
n‖e‖2−
Pn
j=1
PDH
i=1
∣∣∣tHji(dτjFse) exp(j2pif0τj)∣∣∣2
Eq. (3.54), (3.57) et (3.24)
cc
FIG. 3.6 – Schéma de l’algorithme SARSES optimisé, travail sur signaux compressés.
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Matrice des coefficients
cible et interférence : CH et CJ
Eq. (3.31)

 _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ 


 _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ 
Choix d’un modèle de cible et d’interférence
Validation du critère “une SVD” Eq. (3.26)
Choix d’un pas d’échantillonnage angulaire Eq. (3.8)
oo
SVD de CH et CJ

Génération de
HCH = (h
cH
ij ), (i, j) ∈ [1, n]× [1, DCH ]
et
HCJ = (h
cJ
ij ), (i, j) ∈ [1, n]× [1, DCJ ]

 _ _ _ _ _ 


 _ _ _ _ _ 
Choix de DCH
Choix de DCJ
oo
hˆ
cH ∗
ji =
[
TFD−1(hcH ∗ji )
T 0TdFsTre−dFsTee
]
hˆ
cJ ∗
ji =
[
TFD−1(hcJ ∗ji )
T 0TdFsTre−dFsTee
]

Filtrage adapté :
∀i, pi = zi ∗ eˆ∗
Eq. (3.40)

Signal reçu :
z = [zT1 . . . z
T
n ]
T
oo
Filtrage par la base signal :
∀(i, j), tHji = pj  hˆ
cH ∗
ji
Filtrage par la base interférence :
∀(i, j), tJji = pj  hˆ
cJ ∗
ji
Eq. (3.64) et (3.65)

Nouveau pixel (x, y) //
ISESI1(x, y) =
1
σ2
∑n
j=1
[∑DH
i=1
∣∣∣tHji (dτjFse) exp(j2pif0τj)∣∣∣2
−∑DJi=1 ∣∣∣tJji(dτjFse) exp(j2pif0τj)∣∣∣2]
or
ISESI2(x, y) =
σ2ISESI1 (x,y)Pn
j=1
‖pj‖2
n‖e‖2−
Pn
j=1
PDH
i=1
∣∣∣tHji(dτjFse) exp(j2pif0τj)∣∣∣2
Eq. (3.66), (3.68) et (3.24)
cc
FIG. 3.7 – Schéma de l’algorithme SARSESI optimisé, travail sur signaux compressés.
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3.4 Résolution des images obtenues
La résolution des images générées par les algorithmes SAR, c’est à dire la capacité de l’algorithme à
séparer deux sources issues du même sous espace signal, est un point important à déterminer. Il se peut
en effet que les résolutions valables pour les algorithmes SAR classiques utilisant le modèle du point
isotrope (cf. partie 1.2.4) ne soient pas identiques lorsqu’on utilise un algorithme SARSES ou SARSESI
basé sur un autre modèle. On doit donc définir des fonctions d’ambiguïtés, en (x, y) ou en distance-
azimut, propres à chaque algorithme. En les traçant, on obtient une représentation précise de la taille des
lobes principaux et secondaires des images formées.
3.4.1 Processeurs basés sur des détecteurs SAR de sous espaces signaux
3.4.1.1 Fonction d’ambiguïté, version variance du bruit connue
Soit yx0y0(α, β) le signal rétrodiffusé par l’élément canonique servant de modèle de cible à la posi-
tion (x0, y0), avec une orientation définie par (α, β). Soit Hxy une base orthonormée du modèle choisi
à la position (x, y). On définit un première fonction d’ambiguïté pour l’algorithme SARSES (version
variance du bruit connue) :
ρS1(x, y) =
‖H†xyyx0,y0(α, β)‖2
σ2
(3.69)
Soit Ux0y0Σx0y0V
†
x0y0 la SVD de Sx0y0 définie comme dans (3.4) avec les vecteurs yx0y0(α, β). Les
angles (α, β) sont inconnus, on se doit donc de définir une nouvelle fonction d’ambiguïté, ρˆS1(x, y),
moyennant ρS1(x, y) sur (α, β) ∈ [αmin, αmax]× [βmin, βmax] :
ρˆS1(x, y) =
1
PQ
∑
l,p
[‖H†xyyx0y0(αl, βp)‖2
σ2
]
(3.70)
=
1
σ2
tr
(
H†xy
1
PQ
∑
l,p
yx0y0(αl, βp)yx0y0(αl, βp)
†Hxy
)
(3.71)
=
1
σ2
tr
(
H†xy
1
PQ
Ux0y0Σ
2
x0y0U
†
x0y0Hxy
)
(3.72)
=
‖H†xyUx0y0Σx0y0‖2F
σ2PQ
(3.73)
Où ‖.‖F est la norme de Frobenius. Cette fonction d’ambiguïté donne une résolution moyenne en dis-
tance et azimut des images obtenues avec l’algorithme SARSES (version variance du bruit connue).
3.4.1.2 Fonction d’ambiguïté, version variance du bruit inconnue
En reprenant les variables données précédemment, on défini notre fonction d’ambiguïté comme la
moyenne sur (α, β) de la fonction :
ρS2(x, y) =
‖H†xyyx0y0(α, β)‖2
‖y(α, β)‖2 − ‖H†xyyx0y0(α, β)‖2
(3.74)
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Notre fonction d’ambiguïté ρˆS2(x, y) est donc définie par :
ρˆS2(x, y) = Eα,β
[ ‖H†xyyx0y0(α, β)‖2
‖yx0y0(α, β)‖2 − ‖H†xyyx0y0(α, β)‖2
]
(3.75)
=
1
PQ
∑
l,p
‖H†xyyx0y0(αl, βp)‖2
‖yx0y0(αl, βp)‖2 − ‖H†xyyx0y0(αl, βp)‖2
(3.76)
3.4.2 Processeurs basés sur des détecteurs SAR de sous espaces signaux ou interférences
3.4.2.1 Fonction d’ambiguïté, version variance du bruit connue
On reprend les notations de 3.4.1. Posons Jxy la base orthonormale en (x, y) du sous espace des
interférences. On défini notre fonction d’ambiguïté comme la moyenne sur (α, β) de la fonction :
ρSI1(x, y) =
‖H†xyyx0y0(α, β)‖2 − ‖J†xyyx0y0(α, β)‖2
σ2
(3.77)
On a donc :
ρˆSI1(x, y) =
1
PQ
∑
l,p
[‖H†xyyx0y0(αl, βp)‖2 − ‖J†xyyx0y0(α, β)‖2
σ2
]
(3.78)
=
1
σ2
tr
(
H†xy
1
PQ
∑
l,p
yx0y0(αl, βp)yx0y0(αl, βp)
†Hxy
)
(3.79)
− 1
σ2
tr
(
J†xy
1
PQ
∑
αl,βp
yx0y0(αl, βp)yx0y0(αl, βp)
†Jxy
)
(3.80)
=
1
σ2
tr
(
H†xy
1
PQ
Ux0y0Σ
2
x0y0U
†
x0y0Hxy
)
(3.81)
− 1
σ2
tr
(
J†xy
1
PQ
Ux0y0Σ
2
x0y0U
†
x0y0Jxy
)
(3.82)
=
‖H†xyUx0y0Σx0y0‖2F − ‖J†xyUx0y0Σx0y0‖2F
σ2PQ
(3.83)
3.4.2.2 Fonction d’ambiguïté, version variance du bruit inconnue
En reprenant les variables données précédemment, on définit notre fonction d’ambiguïté comme la
moyenne sur (α, β) de la fonction :
ρSI2(x, y) =
‖H†xyyx0y0(α, β)‖2 − ‖J†xyyx0y0(α, β)‖2
‖yx0,y0(α, β)‖2 − ‖J†xyyx0y0(α, β)‖2
(3.84)
Notre fonction d’ambiguïté ρˆS2(x, y) est donc défini par :
ρˆSI2(x, y) = Eα,β
[‖H†xyyx0y0(α, β)‖2 − ‖J†xyyx0y0(α, β)‖2
‖yx0y0(α, β)‖2 − ‖H†xyyx0y0(α, β)‖2
]
(3.85)
=
1
PQ
∑
l,p
‖H†xyyx0y0(αl, βp)‖2 − ‖J†xyyx0y0(αl, βp)‖2
‖yx0y0(αl, βp)‖2 − ‖H†xyyx0y0(αl, βp)‖2
(3.86)
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3.5 Conclusion
Dans ce chapitre nous avons défini de nouveaux algorithmes de formation d’images SAR basés sur
des détecteurs de sous espace. Trois points prépondérants y sont présentés, tous basés sur l’analyse
numérique du problème : la formation de bases de sous espaces signal ou interférence, l’optimisation
du temps de calcul des algorithmes passant principalement par une optimisation du temps de calcul lié
à la détermination de la base et enfin le calcul de la résolution des images finalement obtenues. Ces
trois phases indispensables nécessitent, pour un bon fonctionnement des algorithmes, de répondre à des
critères propres à la configuration SAR envisagée et aux modèles retenus. La partie suivante montre des
applications de ces algorithmes en situation réaliste. Les performances des algorithmes sont comparées
et analysées, spécialement dans le cas de la détection de cibles manufacturées sous couvert forestier en
bande P.
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Application à la détection de cibles
manufacturées en bande P
Dans ce chapitre, nous mettons en oeuvre, analysons et comparons les performances des algorithmes
SARSES et SARSESI pour plusieurs configurations de détection de cibles manufacturées. On suppose
qu’une cible manufacturée peut être vue, en bande P (≈ 400 MHz, longueur d’onde d’environ 0.75 m),
comme un ensemble de plaques métalliques d’orientations inconnues. Une première partie est donc dé-
diée à l’étude de l’algorithme SARSES utilisant un détecteur de “sous espace de plaques”. Nous étudions
la validité du modèle choisi, des différents critères de bon fonctionnement de l’algorithme et les perfor-
mances de détection d’une cible manufacturée dans du bruit blanc Gaussien et dans une forêt (simulation
et données réelles). La deuxième section est dédiée à l’utilisation de l’algorithme SARSESI et son ap-
port à la détection de cible dans la forêt. A basse fréquence, l’apparition de fausses alarmes est souvent
due aux troncs qui composent les arbres (cf. [22]), que l’on modélise comme des cylindres diélectriques
d’inclinaison inconnue. Le sous espace interférant utilisé par l’algorithme SARSESI sera donc un “sous
espace de cylindres”. On étudie là aussi les performances de l’algorithme sur données simulées et réelles.
Remarque : Dès que l’on utilisera l’algorithme SARSES ou SARSESI version “variance de bruit
connue” pour imager une scène, comme on suppose que la variance du bruit σ2 est la même quelque soit
la position du pixel à imager, on la fixera à 1 dans les calculs (ce ne sera bien sûr pas le cas lorsque l’on
calculera les performances de détection dans du bruit blanc Gaussien).
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4.1 Performances de l’algorithme SARSES en bande P
Cette section présente des applications de l’algorithme SARSES lorsque le modèle d’élément cano-
nique choisi pour générer les détecteurs de sous espace est une plaque. L’étude de l’algorithme se fera
en trois parties, s’appuyant sur les chapitres précédents. On déroule tout d’abord les étapes de validation
nécessaires au bon fonctionnement de l’algorithme. On se familiarise ensuite avec le type d’image ob-
tenu grâce à l’algorithme. On évalue enfin le gain en performance de détection de l’algorithme lors de
simulations ou d’essais sur données réelles.
4.1.1 Hypothèses sur la réponse des cibles manufacturées en bande P
En suivant l’exemple de la décomposition de cibles en plaques donnée dans [23], on choisit de consi-
dérer qu’une cible manufacturée est un ensemble de plaques métalliques d’orientations inconnues. Ce
modèle a un certain nombre d’avantages :
– La matrice de diffusion est facile à implémenter, grâce à des codes basés sur l’approximation de
l’optique physique (que l’on peut trouver notamment dans [24]).
– La directivité du diagramme de rayonnement d’une plaque (illustration figure 4.1) est une propriété
intéressante que l’on retrouve chez beaucoup de cibles manufacturées (propriété exploitée dans
[14]).
– Cette forme est très rare dans des environnements naturels comme les forêts.
FIG. 4.1 – Diagramme de diffusion normalisé en fonction de l’incidence pour deux plaques de 1× 2 m,
d’orientations différentes, à 400 MHz.
4.1.2 Validation des critères de fonctionnement
Pour fonctionner correctement, l’algorithme doit valider deux critères principaux : le pas d’échan-
tillonnage angulaire de la matrice S
′′
, définie en (3.22), doit être “suffisamment fin” et le sous espace
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du modèle utilisé doit être de petite dimension. Les configurations de la scène et de l’algorithme sont
données ci-dessous.
4.1.2.1 Paramètres de simulation
– Paramètres de calcul de la base :
– Modèle choisi : on choisit comme modèle d’élément canonique une plaque métallique de 1× 2
m. On considérera que l’orientation de cette plaque varie dans (α, β) ∈ [0, 180]×[0, 180] degrés.
– Code de calcul : le code pour calculer la matrice de rétrodiffusion de la plaque sera un code basé
sur l’approximation de l’optique physique [24].
– Paramètres SAR :
– Configuration de l’antenne synthétique : le vol est défini entre u1 = −50 m et u200 = 50 m
avec δu = 0.5 m, à une altitude de 100 m.
– Signal émis : le signal émis est un chirp de fréquence centrale 400 MHz, de largeur de bande
100MHz, polarisation verticale et de durée d’émission Te = 2.10−7 s.
– Configuration de la scène : on représentera toujours la scène simulée telle que x ∈ [90, 140] m
et y ∈ [−25, 20] m. Elle pourra cependant être plus petite.
– Position de la cible : la cible est située aux coordonnées (115, 0, 0). La distance radar-cible
permet de considérer que nous sommes en champ lointain. (> 2d2/λ ≈ 0.5 m où d est la
dimension maximale de l’antenne et λ est la longueur d’onde).
4.1.2.2 Validation du critère “sous espace de faible dimension”
Afin d’appliquer l’algorithme SARSES, il faut que l’élément canonique modèle génère un sous es-
pace de petite dimension. La figure 4.2 représente les valeurs singulières de la matrice de signaux S′′,
définie en (3.22), pour différentes tailles de plaques métalliques .
Pour chacune des configurations présentées dans la figure 4.2, on peut clairement considérer que
chacun des sous espace engendrés par les différentes plaques est de petite dimension. On remarque que
la taille du sous espace dépend de la taille de la plaque : généralement, plus la plaque est de taille
importante, plus le sous espace est de grande dimension.
4.1.2.3 Choix d’un pas d’échantillonnage angulaire
Afin de réduire la charge de calcul due à la SVD de la matrice S
′′
, définie en (3.22), il est nécessaire
de choisir judicieusement le pas d’échantillonnage angulaire. Celui-ci doit en effet être le plus grand
possible, tout en respectant le critère donné en (3.8). Soit δ le plus petit pas angulaire possible (c’est à
dire générant une matrice de taille acceptable par le calculateur). Posons ∆s le plus grand pas angulaire
possible respectant le critère (3.8). L’erreur due au choix du pas angulaire (∆s) et l’erreur due au choix
de la dimension du sous espace ref (∆s) doivent être telles que :
(∆s) ≈ ref (∆s). (4.1)
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FIG. 4.2 – Valeurs singulières normalisées pour différentes tailles de plaques.
où
(∆s) =
1
P (δ)2
‖PH′′(∆s)⊥S′′(δ)‖2 (4.2)
et
ref (∆s) =
1
P (∆s)2
‖PH′′(∆s)⊥S′′(∆s)‖2, (4.3)
avec S
′′
(∆s) et S
′′
(δ) les matrices signal définies en (3.22) lorsque les pas d’échantillonnages angulaires
sont ∆s et δ. On note PH′′(∆s)⊥ le projecteur orthogonal dans le sous espace orthogonal à H′′(∆s),
sous espace issu de la SVD de S′′(∆s).
La figure 4.3 compare l’erreur ref (∆s) induite seulement par le tronquage du sous espace lors de la
sélection de sa base (on a pris les vecteurs singuliers de S
′′
(∆s) correspondant aux valeurs singulières
les plus fortes) avec l’erreur ref (∆s) causée par le “manque de finesse” de ∆s. On choisit ici δ = 2
degrés et l’étude est faite pour une dimension de sous espace D = 10.
On peut déduire de la figure 4.3 que pour∆s = 10 degrés, les erreurs (∆s) et ref (∆s) sont équiva-
lentes : l’erreur induite par le choix du pas angulaire n’est pas plus importante que l’erreur induite par le
choix de la dimension du sous espace. Nous choisirons donc ∆s = 10 degrés comme pas d’échantillon-
nage angulaire.
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FIG. 4.3 – Erreurs ref (∆s) et (∆s) en fonctions de ∆s, pour D = 10.
4.1.2.4 Validation du critère “une seule SVD à calculer”
Afin de limiter le coût de calcul de l’algorithme SARSES, on a montré dans 3.2.2.2 qu’il suffisait
de calculer une seule SVD pour générer l’ensemble des bases des sous espace propres à une position
donnée. Cette simplification n’est possible que si le critère donné en (3.26) est validé. Posons i et ηi , les
erreurs définies en (3.25) telles qu’entre deux points (x0, y0) et (x, y), les incidences
(
θi(x, y), φi(x, y)
)
et
(
θi(x0, y0), φi(x0, y0)
)
soient telles que :
θi(x, y) = θi(x0, y0) + ∆θ + i (4.4)
φi(x, y) = φi(x0, y0) + ∆φ + ηi, (4.5)
avec ∆θ et ∆φ deux constantes. On considère que l’on calcule la base H′′x0y0 définie en (3.24) pour
(x0, y0) = (120,−2.5) m (le centre de la scène). Les figures 4.4 et 4.5 représentent les erreurs |i|
et |ηi| entre (x0, y0) et (xmin, ymin) = (90,−20) m puis entre (x0, y0) et (xmax, ymax) = (150, 25).
Ces deux cas correspondent aux deux cas limites engendrant le plus d’erreur. On rappelle que le pas
d’échantillonnage angulaire choisi est ∆s = 10 degrés. Les figures 4.4 et 4.5 montrent que le critère
(3.25) est respecté dans tous les cas. On a bien maxui i < ∆s et maxui ηi < ∆s. Nous pouvons donc
bien nous contenter de calculer une seule SVD pour déterminer l’ensemble des bases nécessaires.
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FIG. 4.4 – |i| et |ηi| entre (x0, y0) et (xmin, ymin) en fonction des positions ui.
FIG. 4.5 – |i| et |ηi| entre (x0, y0) et (xmax, ymax) en fonction des positions ui.
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4.1.3 Propriété de l’image formée
L’algorithme SARSES diffère des algorithmes SAR classiques par le modèle qu’il utilise (respec-
tivement la plaque et le point isotrope) et l’aspect multidimensionnel des sous espaces employés pour
former l’image. Il est donc normal que les propriétés des images formées par ces deux algorithmes dif-
fèrent aussi. Deux points importants caractérisant cette différence se révèlent dans la nature des points
brillants observés et la résolution de l’image.
4.1.3.1 Résolution des images
En utilisant (3.73) et (3.76), on détermine la fonction d’ambiguïté en distance et en azimut liée
à l’algorithme SARSES “variance connue” et “variance inconnue”. Cette fonction va nous permettre
de déterminer en moyenne la résolution des images obtenues par ces deux algorithmes, c’est à dire la
capacité de l’algorithme à séparer deux plaques de 1m×2m proches. La résolution donnée n’est qu’une
moyenne : la résolution “réelle” de l’image peut varier suivant l’orientation que prend la plaque. La
figure 4.6 représente la fonction d’ambiguïté de l’algorithme SARSES “variance connue”, en distance et
en azimut, pour plusieurs rangs de sous espaces. La figure 4.7 représente celle de la version “variance
inconnue”.
Lorsque l’on compare la fonction d’ambiguïté propre à l’algorithme SARSES “variance connue” à sa
version “variance inconnue”, les lobes secondaires de la version “variance inconnue” sont beaucoup plus
bas et le lobe principal est plus fin que dans la version “variance connue”. Si on compare maintenant
chacune des courbes obtenues en fonction du rang du sous espace choisi, on remarque que celle obtenue
pour le rang 2 donne un lobe principal très large, voir deux lobes principaux en distance, et des lobes
secondaires élevés. Les courbes obtenues pour un sous espace de rang 6 ou 10 donnent un lobe principal
unique et fin et des lobes secondaires plus bas. La résolution de l’image obtenue dépend donc directement
de la qualité du sous espace choisi : la base du sous espace doit être construite avec tous les vecteurs
singuliers associés aux valeurs singulières significatives. On devra donc choisir un nombre de dimension
plus près de 6 ou 10 que 2, ce qui rejoint l’analyse faite en 4.1.2.2.
4.1.3.2 Nature des points brillants
Le modèle utilisé par l’algorithme SARSES étant une plaque, il faut considérer que chaque point
brillant est une représentation de plaque. Pour mieux illustrer le phénomène, on va choisir comme mo-
dèle pour générer les sous espaces une plaque de 2 × 3 m (plus grande que la taille de plaque que l’on
utilise dans les autres parties, afin d’accentuer les phénomènes observés). Les figures 4.8 et 4.9 donnent
chacune les images obtenues avec un algorithme SARC et SARSES utilisant un sous espace de dimen-
sion 2, 6 et 10 (dont la base est constituée par les 2, 6 et 10 premiers vecteurs singuliers de Sxy, cf. (3.4))
pour deux plaques de 2 × 3 m orientées différemment. On donne les images obtenues avec les deux
versions de l’algorithme SARSES : la version “variance connue” (3.9), où l’on pose que σ2 est constant
et vaut 1 et la version “variance inconnue” (3.10).
Si on regarde les images données dans les figures 4.8 et 4.9 obtenues avec l’algorithme SARC, les points
brillants sont répartis le long des plaques. Avec l’algorithme SARSES, lorsque les sous espaces utilisés
sont de dimension suffisamment importante (leur base est formée par les vecteurs singuliers de Sxy as-
sociée aux valeurs singulières les plus fortes), le pixel ayant l’intensité la plus forte correspond au centre
de phase de plaque (c’est à dire le point ou l’on considère que tout le signal est réfléchi). Cette intensité
augmente fortement avec la dimension du sous espace considéré. Ces deux exemples illustrent les résul-
tats trouvés en 4.1.3.1 et mettent en lumière une propriété intéressante de l’algorithme SARSES, celle
d’imager les centres de phase de plaque.
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a. b.
FIG. 4.6 – Fonction d’ambiguïté en distance (a.) et en azimut (b.) de l’algorithme SARSES “variance
connue”.
a. b.
FIG. 4.7 – Fonction d’ambiguïté en distance (a.) et en azimut (b.) de l’algorithme SARSES “variance
inconnue”.
72
4.1. Performances de l’algorithme SARSES en bande P
a.
b. c.
d. e.
f. g.
FIG. 4.8 – Plaque de 2× 3 m, orientée suivant (α, β) = (pi/2, pi/8) : a. Image SARC, b. image SARSES
rang 2 variance connue, c.image SARSES rang 2 variance inconnue, d. image SARSES rang 6 variance
connue, e. image SARSES rang 6 variance inconnue, f. image SARSES rang 10 variance connue, g. image
SARSES rang 10 variance inconnue.
73
Chapitre 4. Application à la détection de cibles manufacturées en bande P
a.
b. c.
d. e.
f. g.
FIG. 4.9 – Plaque de 2 × 3 m, orientée suivant (α, β) = (0, 0) : a. Image SARC, b. image SARSES
rang 2 variance connue, c.image SARSES rang 2 variance inconnue, d. image SARSES rang 6 variance
connue, e. image SARSES rang 6 variance inconnue, f. image SARSES rang 10 variance connue, g. image
SARSES rang 10 variance inconnue.
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4.1.4 Détection de cibles manufacturées dans du bruit blanc Gaussien
Afin dévaluer les performances de détection du nouvel algorithme, il est nécessaire dans un premier
temps de connaître ses performances dans du bruit blanc Gaussien. On va donc tout d’abord comparer
l’algorithme SARSES avec l’algorithme SARC lorsque la cible est une plaque métallique simple, puis
lorsque la cible est un objet manufacturé simple comme un pavé métallique. Les configurations du vol et
de la scène sont les mêmes que celles présentées en 4.1.2.1.
4.1.4.1 Détection d’une plaque métallique
Une première étape pour tester l’algorithme SARSES est de montrer que la détection d’une plaque
élémentaire est meilleure qu’avec l’algorithme SARC. Pour calculer la probabilité de détection et la pro-
babilité de fausse alarme, on utilisera les résultats trouvés en (2.10) et (2.12).
Nous nous plaçons dans la configuration donnée en 4.1.2.1. Le modèle d’élément canonique utilisé
pour générer le sous espace est une plaque métallique de 1 × 2 m. On teste deux aspects de notre algo-
rithme : la robustesse aux variations de taille et d’orientation des plaques.
– Robustesse aux variations d’orientation : On va dans un premier temps tester la capacité de
notre algorithme à “mieux détecter” une plaque de 1 × 2 m dans différentes orientations. Les fi-
gures 4.10 et 4.11 donnent la Probabilité de Détection (PD) en fonction du Rapport Signal à Bruit
ou Signal to Noise Ratio (SNR) pour deux Probabilités de Fausse Alarme (PFA) données. Deux
orientations de plaque à détecter sont considérées, la première est définie par (α, β) = (0, 0) et
la seconde par (α, β) = (pi/2, pi/6). Chacune des figures représente cinq courbes correspondant
aux performances de l’algorithme SARSES utilisant un sous espace de dimension 2, 6 et 10, de
l’algorithme SARC et d’un algorithme SARSES utilisant la réponse exacte de la plaque comme
sous espace (cas où les performances seront optimales). Dans les deux cas, on observe que l’algo-
rithme SARSES utilisant un sous espace de dimension 6 ou plus apporte un gain significatif aux
performances de détection : pour une PD de 0.9, au rang 10, on obtient 1.5 dB de gain par rapport à
l’algorithme SARC pour la configuration donnée figure 4.10 et 4 dB pour la configuration donnée
figure 4.11. On peut aussi remarquer que d’une configuration à l’autre, la courbe de performance
correspondant au sous espace de dimension 10 ne se décale pas (ou peu), ce qui illustre la robus-
tesse aux variations d’orientation de l’algorithme.
– Robustesse aux variations de taille de plaque : En conservant le même modèle de plaque (1× 2
m), on veut tester la capacité de l’algorithme à améliorer la détection de plaques n’ayant pas
forcement la même taille que celle utilisée comme modèle. Les figures 4.12 et 4.13 donnent les
performances obtenues par l’algorithme SARSES lorsque la cible est une plaque métallique de
2 × 3 m orientée suivant (α, β) = (0, 0) (figure 4.12) et (α, β) = (pi/2, pi/6) (figure 4.13). Seul
l’algorithme SARSES dimension 10 permet d’obtenir de bonnes performances : on observe un
gain de 2 à 3 dB pour une PD de 0.9 par rapport à l’algorithme SARC dans les deux cas. Si
on utilise un sous espace suffisamment grand, l’algorithme SARSES montre des propriétés de
robustesse aux variations de taille de plaque (bien sur, si la taille du modèle et la taille de la cible
sont très différentes, les performances se dégradent fortement).
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FIG. 4.10 – PD en fonction du SNR d’une plaque de 1 × 2 m orientée suivant (α, β) = (0, 0) pour une
PFA de 10−4 (à gauche) et 10−6 (à droite).
FIG. 4.11 – PD en fonction du SNR d’une plaque de 1× 2 m orientée suivant (α, β) = (pi/2, pi/6) pour
une PFA de 10−4 (à gauche) et 10−6 (à droite).
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FIG. 4.12 – PD en fonction du SNR d’une plaque de 2 × 3 m orientée suivant (α, β) = (0, 0) pour une
PFA de 10−4 (à gauche) et 10−6 (à droite).
FIG. 4.13 – PD en fonction du SNR d’une plaque de 2× 3 m orientée suivant (α, β) = (pi/2, pi/6) pour
une PFA de 10−4 (à gauche) et 10−6 (à droite).
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4.1.4.2 Détection d’un pavé métallique
Pour valider notre approche et les performances de l’algorithme SARSES, on choisit de simuler la
réponse d’un pavé métallique de 2 m ×1.5 m ×1 m reposant sur un sol parfaitement conducteur avec
FEKO [29], un logiciel commercial de calcul de diffusion électromagnétique basé sur la méthode des
moments. L’avantage de ce type de simulation est de prendre en compte des phénomènes comme les
couplages, les rebonds... qui interviennent lors de la diffusion sur cible complexe et que l’on ne sait pas
modéliser avec des codes approchés.
FIG. 4.14 – Configuration de la scène.
Une fois encore, nous allons considérer les performances de détection de l’algorithme SARSES et
les comparer à celle de l’algorithme SARC. On envisage deux orientations pour le pavé métallique : la
première est comme montrée dans la figure 4.14 : la grande arrête du pavé est parallèle au vol, la seconde
considère un pavé ayant subi une rotation de pi/8 (sens direct) autour de l’axe perpendiculaire au sol
passant par le centre du pavé. Les figures 4.15 et 4.16 donnent respectivement la probabilité de détection
en fonction du rapport signal à bruit de la boite avec et sans rotation.
On observe qu’à partir d’un sous espace de dimension 6, le gain par rapport à l’algorithme SARC pour
une PD de 0.9 est de 5 dB pour la première configuration et entre 2 et 3 dB pour la seconde. Comme
dans le cas de la plaque, on constate aussi que les performance d’une configuration à l’autre ne change
pas (ou peu), en terme de PD en fonction du SNR, pour un sous espace de dimension 6 ou plus ce qui
n’est pas le cas pour l’algorithme SARC dont les performances varient d’une configuration à l’autre .
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FIG. 4.15 – PD en fonction du SNR du pavé pour une PFA de 10−4 (à gauche) et 10−6 (à droite).
FIG. 4.16 – PD en fonction du SNR du pavé ayant subi une rotation de pi/8 autour de l’axe vertical pour
une PFA de 10−4 (à gauche) et 10−6 (à droite).
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4.1.5 Détection de cibles manufacturées dans une forêt
La détection d’objets manufacturés sous le feuillage appartient à une thématique plus générale appe-
lée FOPEN pour FOliage PENetration (pénétration sous couvert). A suffisamment basse fréquence, les
ondes électromagnétiques peuvent pénétrer la canopée et se réfléchir sur les diffuseurs au sol. Il est donc,
à priori, possible de détecter des cibles militaires, comme des camions ou des tanks, cachées dans une
forêt. Les troncs d’arbres cependant, eux même situés sous la canopée, constituent une source de fausses
alarmes très importante qu’il est difficile de supprimer même avec des traitements polarimétriques et
interférométriques (ceux ci sont particulièrement adaptés au traitement de la canopée (cf. [2][26][27]).
Dans cette section, nous allons dans un premier temps tester sur simulations la capacité de notre algo-
rithme à différencier une cible manufacturée de troncs d’arbre en améliorant le contraste entre les pixels
représentant la cible et à ceux représentant les troncs. On applique ensuite notre algorithme sur données
réelles.
4.1.5.1 Données simulées
On veut tester la capacité de l’algorithme SARSES à différencier des troncs d’une cible manufac-
turée. Reprenons la configuration donnée en 4.1.2.1, avec (x, y) = (118,−1) m la position de la cible.
Notre cible sera ici le même pavé métallique que celui utilisé en 4.1.4.2. On simule une réponse de forêt
à partir d’un simulateur de signaux SAR utilisant le logiciel COSMO ([28]). La forêt considérée est une
forêt de troncs d’arbres en diélectrique de 11 m de hauteur et de rayon 20 cm, dont les troncs sont séparés
de 4 m, plus ou moins 1 m. Une illustration de cette configuration est donnée figure 4.17.
FIG. 4.17 – Configuration de la scène.
Là encore, nous allons considérer deux orientations pour le pavé, la première ne considérant aucune
rotation, la seconde, une rotation de pi/8 autour de l’axe vertical. Les figures 4.18 et 4.19 donnent les
images obtenues de la scène avec les algorithmes SARC, SARSES dimension 2, dimension 6 et dimen-
sion 10, version variance du bruit connue et inconnue. La cible est indiquée, dans les cas où on ne la
voit pas clairement, par une flèche blanche. Dans le premier cas, l’apport de notre algorithme est très
clair : l’image obtenue par un processeur SAR classique permet à peine de distinguer la cible, l’intensité
des pixels la représentant est faible par rapport à l’intensité des pixels des troncs d’arbre. L’utilisation
de notre algorithme permet de mettre en relief la cible. Plus on va utiliser une dimension de sous espace
importante, plus l’intensité du pixel représentant le pavé sera importante. A la dimension 10, l’intensité
des pixels représentant le pavé atteint plus de deux fois ceux des troncs.
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a.
b. c.
d. e.
f. g.
FIG. 4.18 – Boîte métallique dans la forêt : a. Image SARC, b. image SARSES rang 2 variance connue,
c.image SARSES rang 2 variance inconnue, d. image SARSES rang 6 variance connue, e. image SARSES
rang 6 variance inconnue, f. image SARSES rang 10 variance connue, g. image SARSES rang 10 variance
inconnue.
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a.
b. c.
d. e.
f. g.
FIG. 4.19 – Boîte métallique dans la forêt ayant subie une rotation de pi/8 autour de l’axe vertical : a.
Image SARC, b. image SARSES rang 2 variance connue, c.image SARSES rang 2 variance inconnue, d.
image SARSES rang 6 variance connue, e. image SARSES rang 6 variance inconnue, f. image SARSES
rang 10 variance connue, g. image SARSES rang 10 variance inconnue.
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Dans le second cas (celui où l’on considère une rotation de pi/8 sur le pavé), l’intensité des pixels
représentant la cible est faible comparée à celle des troncs. L’intensité des pixel représentant la cible
obtenue avec l’algorithme SARSES de dimension 10 devient légèrement supérieure à celle des arbres.
Cependant, malgré la forte augmentation de la réponse du pavé, le signal reçu par l’antenne synthétique
étant très faible, le rapport signal à clutter (constitué des réponses de troncs) est très faible. Le pavé
étant une cible très directive dans cette bande de fréquence, lui faire subir une rotation décale son lobe
principal de rétrodiffusion. Très peu de signal est reçu au niveau de l’antenne synthétique. Ce phénomène
s’applique en général aussi aux véhicules. Cet exemple a pour but de mettre en évidence, malgré la forte
augmentation du niveau de la cible, l’impossibilité de systématiquement détecter une cible quelque soit
son orientation : au delà d’une certaine orientation, l’absence de signal diffusé par la cible en direction
du récepteur rend la détection extrêmement compliquée. C’est cependant cette directivité de la réponse
des cibles manufacturées qu’exploite l’algorithme SARSES pour les différencier des troncs d’arbres, qui
ont une symétrie azimutale.
4.1.5.2 Données réelles
Pour valider notre approche théorique au delà des simulations, nous avons eu la chance de tester
nos algorithmes sur des données réelles. Les données présentées dans cette section ont été acquises
par RAMSES, le moyen SAR aéroporté de l’ONERA, en bande P (entre 400 et 470 MHz), lors de la
campagne PYLA’2004. Les signaux traités correspondent à une acquisition faite en survolant une forêt
des Landes. Cette forêt est décrite en précision dans [28]. On s’intéresse à une des parcelles de cette forêt
où sont placés un trièdre et un camion. Le camion est parallèle au vol, le trièdre orienté vers celui ci. La
scène est représentée sur la figure 4.20
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FIG. 4.20 – Configuration de la scène.
La parcelle que l’on considère est située dans le cadre blanc de l’image figure 4.21 obtenue avec
l’algorithme RMA.
La figure 4.22 représente les images obtenues en polarisation VV par les algorithmes RMA (algo-
rithme présenté dans le chapitre 1) et SARSES dimension 2, 6 et 10. Le modèle de plaque que l’on utilise
est une plaque de 4 m ×2 m. L’image obtenue avec l’algorithme RMA contient de nombreuses fausses
alarmes du même ordre d’amplitude que les cibles. Dans les trois images obtenues avec l’algorithme
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FIG. 4.21 – Image RMA de la scene.
SARSES, le trièdre et le camion ressortent nettement. A première vue, on pourrait penser qu’un sous
espace de dimension 2 donne de meilleurs résultats que les autres, les pixels correspondant au clutter
étant de faible amplitude. Cependant, la réponse du camion est assez faible par rapport à celle du trièdre,
et c’est bien le camion qui nous intéresse le plus. Pour les dimensions 6 et 10, l’amplitude des pixels
correspondant au camion devient plus importante que celle correspondant au trièdre. De plus la diffé-
rence d’amplitude qu’il existe entre le camion et le pixel de clutter de plus forte intensité est de 2.7 et 3
dB en dimension 6 et 10 alors que la différence entre les pixels représentant le trièdre et le clutter (à son
maximum) en dimension 2 est de 2.3 dB.
Les résultats obtenus par l’algorithme SARSES sont très encourageants considérant la différence
qu’il existe avec l’image RMA. Il existe de plus une différence intéressante entre les algorithmes SARSES
de dimension 2, 6 et 10 : les pixels représentant le camion ont une amplitude plus importante que ceux
du trièdre à partir de la dimension 6. Ce résultat suggère que même si le trièdre est une cible directive,
le camion, qui est plus proche d’une structure “faite de plaque”, répond plus fort et est donc plus facile-
ment détectable. Les dimensions 6 et 10 semblent donc faire une distinction plus fine entre deux cibles
directives, l’une étant plus proche du modèle d’élément canonique que l’autre.
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a.
b.
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c.
d.
FIG. 4.22 – Camion et trièdre sans la forêt de Nezer, a. : Image formée par un RMA, b. : image formée
par un algorithme SAR SES dimension 2, c. : image formée par un algorithme SAR SES dimension 6, d. :
image formée par un algorithme SAR SES dimension 10.
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4.2 Performances de l’algorithme SARSESI en bande P
Comme nous l’avons vu dans la partie 4.1.5, il se peut que l’algorithme SARSES seul ne suffise pas
à séparer une cible des fausses alarmes créées par les troncs. Un faible rapport signal à bruit peut résulter
de l’orientation de la cible ou d’une forêt humide et dense (le niveau des double rebonds, rebond sur le
tronc puis sur le sol ou réciproquement, est alors très élevé). Dans ces cas là, augmenter la réponse de la
cible n’est pas suffisant pour la détecter avec un taux de fausse alarme faible. Il peut donc être intéressant
de prendre en compte l’origine des fausses alarmes afin de les supprimer. En modélisant correctement
notre problème, l’usage de l’algorithme SARSESI développé en 3.1.2.2 permet de traiter et supprimer
en partie les fausses alarmes.
4.2.1 Hypothèses sur la réponse de la forêt en bande P
Comme nous l’avons déjà remarqué, la principale source de fausses alarmes en bande P lors d’une
détection de cible manufacturée dans la forêt vient des troncs d’arbre. Nous allons donc poser dans
cette partie que le clutter est constitué d’interférences localisées causées par la réponse de cylindres
diélectriques inclinés plus du bruit blanc Gaussien. Cette hypothèse nécessite bien sûr d’avoir une idée
de l’ordre de grandeur de la hauteur et du diamètre des troncs. Les hypothèses de décomposition de la
cible restent identiques à 4.1.1.
4.2.2 Validation des critères de fonctionnement
4.2.2.1 Paramètres
– Paramètres de calcul de la base :
– Modèle choisi : on choisit comme modèle d’élément canonique un cylindre diélectrique de 11
m de haut et de 20 cm de rayon. On considérera que l’orientation du cylindre est telle que
(γ, δ) ∈ [0, 360]× [0, 10] degrés (les orientations γ et δ sont définies figure 2.3).
– Code de calcul : le code pour calculer la matrice de diffusion du cylindre sera le code basé sur
l’approximation de l’optique physique donné dans [24]. La permittivité des troncs est calculé à
partir de [31] en prenant comme exemple du bois constitué à 50% d’eau.
– Paramètres SAR : Les paramètres de vol restent identiques à ceux de la section 4.1.1
4.2.2.2 Sous espace de petite dimension
Afin d’appliquer l’algorithme SARSESI correctement, il faut que le sous espace engendré par l’élé-
ment canonique modélisant la cible (plaque) soit de petite dimension, ce qui a été montré en 4.1.2.2,
ainsi que celui modélisant l’interférence (cylindre). La figure 4.23 représente les valeurs singulières,
pour différentes hauteurs et diamètres de cylindre en bois, de la matrice de signaux S′′, définie en (3.22).
Pour chacune des configurations présentées dans la figure 4.23, on peut clairement considérer que
chacun des sous espace engendré par les différents cylindres est de petite dimension. On remarque que la
taille du sous espace engendré dépend principalement de la hauteur du cylindre : plus elle est importante,
plus grande sera la dimension du sous espace engendré.
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FIG. 4.23 – Valeurs singulières normalisées pour différentes tailles de cylindres.
4.2.2.3 Pas d’échantillonnage angulaire
Afin de réduire la charge de calcul, on doit là encore choisir le pas d’échantillonnage angulaire pour
la matrice S
′′
, définie en (3.22). Celui-ci doit être le plus grand possible, tout en respectant le critère
donné en (3.8). Soit δ le plus petit pas angulaire possible (c’est à dire générant une matrice de taille
acceptable par le calculateur). Posons ∆s le plus grand pas angulaire possible respectant le critère (3.8).
L’erreur due au choix du pas angulaire (∆s) et l’erreur due au choix de la dimension du sous espace
ref (∆s) doivent être telles que : :
(∆s) ≈ ref (∆s). (4.6)
Les notations sont les mêmes que celles données dans la section 4.1.2.3.
La figure 4.24 compare l’erreur ref (∆s) seulement induite par le tronquage du sous espace lors de
la sélection de sa base (on a pris les vecteurs singuliers de S
′′
(∆s) correspondant aux valeurs singulières
les plus fortes) avec l’erreur (∆s) causée par le “manque de finesse” de ∆s. On choisi ici δ = 2 degrés
et l’étude est faite pour une dimension de sous espace D = 10.
Pour que l’on ait véritablement (∆s) ≈ ref (∆s), il faudrait choisir ∆s = δs, ce qui rend la
charge de calcul trop importante. On se contentera de choisir ∆s = 5 degrés, bien que l’erreur due au
pas d’échantillonnage soit plus importante que celle due au choix de la dimension du sous espace. Ce
pas angulaire induira aussi certainement une faible erreur supplémentaire aux coordonnées limites de
l’image, due au non parfait respect du critère 3.26.
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FIG. 4.24 – Erreurs ref (∆s) et (∆s) en fonctions de ∆s, pour D = 10.
4.2.3 Détection de cibles manufacturées sous couvert forestier
4.2.3.1 Données simulées
On reprend la même configuration de simulation que 4.1.5.1. On considère cette fois ci deux diffé-
rentes rotations appliquées au pavé métallique : une de pi/9 atour de l’axe vertical et une de pi/8, telles
que les pixels représentant les troncs soient d’intensité plus forte que la cible sur une image synthétisée
par un algorithme SARC. Les figures 4.25 et 4.27 donnent les images SAR obtenues par l’algorithme
SARC, SARSES et SARSESI dans la première et la seconde configuration. On ne représente pas les
valeurs négatives des images obtenues avec l’algorithme SARSESI car ils correspondent à une “détec-
tion” de tronc, la valeur minimale représentée est 0. Cet algorithme ne sera pas étudié du point de vu
des performances de détection empiriques car le détecteur qu’il utilise n’est pas CFAR (voir 2.2.3.2). On
regardera dans quel mesure il supprime les pixels de fausse alarme correspondant aux troncs sans effacer
la cible. Pour cela, on représente les figures 4.26 et 4.28 correspondant au nombre de fausses alarmes en
fonction du seuil dans les images obtenues par les deux algorithmes SARSES et SARSESI pour les deux
orientations de pavé considérées.
Les figures 4.25 et 4.27 illustrent l’intérêt de l’algorithme SARSESI. Les pixels correspondant aux
troncs n’ont pas tous été effacés par l’algorithme, mais le niveau de ces pixels a globalement diminué,
induisant une baisse du nombre de fausse alarme en fonction du seuil (figures 4.26 et 4.28). Visuellement,
la cible ressort beaucoup mieux.
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a.
b. c.
FIG. 4.25 – Pavé métallique dans la forêt ayant subi une rotation de pi/9 autour de l’axe vertical :
a. Image SARC, b. image SARSES dimension 10 variance inconnue, c.image SARSESI dimension sous
espace signal : 10, interférence : 10, variance inconnue.
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FIG. 4.26 – Nombre de fausses alarmes en fonction du seuil pour un pavé tourné de pi/9 dans une forêt
de troncs.
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a.
b. c.
FIG. 4.27 – Pavé métallique dans la forêt ayant subi une rotation de pi/8 autour de l’axe vertical :
a. Image SARC, b. image SARSES dimension 10 variance inconnue, c.image SARSESI dimension sous
espace signal : 10, interférence : 10, variance inconnue.
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FIG. 4.28 – Nombre de fausses alarmes en fonction du seuil pour une pavé tourné de pi/8 dans une forêt
de troncs.
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4.2.3.2 Données réelles
Le contexte est plus complexe que celui donné en 4.1.5.2. On cherche à détecter avec le moyen
RAMSES en bande P dix huit cibles de quatre types différents (toutes des véhicules militaires). Ces
véhicules sont disposés avec différentes orientations dans une forêt dense et humide (jour de pluie), ce
qui contraste avec 4.1.5.2 où la forêt était majoritairement constituée de pins relativement espacés. La
figure 4.29 présente l’emplacement des différentes cibles. Chaque couleur correspond à un type de cible,
les zones vertes correspondent aux zones forestières.
FIG. 4.29 – Déploiement des cibles dans la scène.
Nous analyserons dans cette partie trois acquisitions de données correspondant à trois vols différents
séparés dans le temps mais suivant la même trajectoire. La figure 4.30 représente l’image obtenue avec
un algorithme RMA correspondant à l’une de ces acquisitions. Les cercles blancs indiquent la position
approximative des cibles.
Les figures 4.31 et 4.32 donnent les images obtenues avec les algorithmes SARSES, de sous espace
signal de dimension 6, utilisant un modèle de plaque de 2×3m, et SARSESI, de sous espace interférence
de dimension 6, utilisant un modèle de cylindre de 20 m de hauteur et de 0.5 m de diamètre.
Les résultats obtenus sont moins spectaculaires qu’en 4.1.5.2. Il faut cependant relativiser et considérer
la complexité de la scène. Comme nous l’avons dit précédemment, la forêt est très dense et très humide,
l’acquisition ayant été effectuée un jour de pluie. La réflectivité de la végétation et le niveau des doubles
rebonds sont donc très importants. Si on compare l’image obtenue avec le RMA à celle obtenue avec
l’algorithme SARSES, le gain n’est pas flagrant, seules quelques cibles ressortent, le niveau relatif entre
celles-ci et les fausses alarmes semble un peu meilleur dans certains cas. L’algorithme SARSESI semble
avoir supprimé un grand nombre de fausses alarmes, bien que certaines d’entre elles subsistent. Quelques
cibles dans les cercles blancs ou à proximité apparaissent clairement.
Pour quantifier plus rigoureusement l’apport des algorithmes, on représente les performances de chaque
algorithme pour les trois vols. Celles-ci sont exprimées en terme de nombre de cibles détectées en fonc-
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tion du nombre de fausses alarmes dans la figure 4.33. On considérera qu’une cible est détectée s’il se
trouve un pixel dont l’intensité est au dessus du seuil fixé dans un rayon de 10 mètres autour de la posi-
tion théorique de la cible (ce n’est pas une hypothèse “large”...). Une première observation encourageante
est que les performances obtenues avec l’algorithme SARSESI sont bien meilleurs que celles obtenues
par l’algorithme SARC pour les trois vols (un peu moins bonnes pour le vol 3). Les performances cor-
respondant à l’algorithme SARSES sont assez mauvaises et du même ordre que celles de l’algorithme
SARC. Tout au long des différents essais, on a cependant remarqué que les cibles plutôt grosses (type
camion), ressemblant plus à un ensemble de plaques, étaient mieux détectées par l’algorithme SARSES.
C’est cependant la suppression des fausses alarmes par l’algorithme SARSESI qui apporte le gain en
performance le plus important.
93
Chapitre 4. Application à la détection de cibles manufacturées en bande P
RMA vol 1
4400 4450 4500 4550 4600
400
500
600
700
800
900
1000
1100
FIG. 4.30 – Image obtenue avec un RMA.
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SARSES, dim S : 6, vol 1
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FIG. 4.31 – Image obtenue avec un algorithme SARSES.
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SARSESI, dim S : 6, dim I : 10, vol 1
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FIG. 4.32 – Image obtenue avec un algorithme SARSESI.
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a.
b.
c.
FIG. 4.33 – Nombre de cibles détectées en fonction du nombre de fausses alarmes pour les algorithmes
RMA (-), SARSES (∗) et SARSESI (4), a. vol 1, b. vol 2, c. vol 3.
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Les algorithmes d’imagerie ou processeurs SAR classiques sont tous basés sur le modèle du point
isotrope. Cette hypothèse pose que chaque diffuseur présent sur la scène à imager se comporte comme un
point isotrope et rétrodiffuse le signal émis de la même façon, quelque soit l’angle d’incidence de l’onde
émise ou l’orientation du diffuseur. Dans le contexte de la détection de cibles manufacturées, cette hypo-
thèse est mise en défaut par le comportement souvent directif des cibles. Elle ne permet pas de tirer parti
des informations physiques propres à la cible pour la distinguer de l’environnement dans lequel elle se
situe et ainsi mieux la détecter. Cette thèse utilise de nouvelles hypothèses sur la structure des cibles pour
développer de nouveaux processeurs SAR spécialisés dans la détection d’objets manufacturés. Un objet
manufacturé est décrit avec plus de justesse comme un ensemble d’éléments canoniques d’orientation
inconnue. Si le signal rétrodiffusé par cet élément canonique, quelque soit son orientation, appartient à
un sous espace de petite dimension, on peut développer un processeur SAR basé sur des détecteurs de ce
sous espace. Ce processeur est appelé algorithme SAR à Sous Espace Signal ou SARSES.
Dans un contexte de détection où la cible se trouve dans un environnement de diffuseurs connus géné-
rant des interférences fortes et donc de nombreuse fausses alarmes, il peut être intéressant de modéliser
la réponse électromagnétique de ces diffuseurs pour mieux les supprimer de l’image formée. Là encore,
si l’ensemble des réponses du modèle choisi appartient à sous espace de petite dimension, on peut déve-
lopper un processeur SAR basé sur des détecteurs de sous espace. Ce processeur est appelé algorithme
SAR à Sous Espace Signal ou Interférence ou SARSESI.
Les différents moyens d’implémenter les algorithmes SARSES et SARSESI ainsi que leurs performances
théoriques ont été étudiés en détail. Ils ont ensuite été testés et comparés sur des données simulées et
réelles.
1 Conclusion
Le premier chapitre est consacré à la présentation du SAR du point de vue système et formation
d’image. Une grande partie des configurations, des modes de fonctionnement et des types de modélisa-
tion sont décrits. Trois algorithmes classiques de formation d’image sont introduits : le Time Domain
Correlation Algorithm (TDCA), l’algorithme de Backprojection et le Range Moving Algorithm (RMA).
Malgré leurs différences, ces processeurs forment des images équivalentes : la modélisation des cibles
qu’ils considèrent est identique puisqu’ils supposent tous que les diffuseurs à représenter sont des points
isotropes.
On montre dans ce chapitre qu’en introduisant un problème de détection à deux hypothèses, l’une
posant qu’à une position donnée, le signal rétrodiffusé est du bruit blanc Gaussien, l’autre un point iso-
trope plus du bruit blanc Gaussien, le Rapport de Vraisemblance Généralisé (RVG) correspondant à ce
problème est équivalent à l’intensité trouvée à la même position par un processeur SAR classique. En
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imposant un seuil constant sur l’intensité des pixels d’une image SAR, on peut assimiler un processeur
SAR à un détecteur de points isotropes.
Pour des applications de détection de cibles manufacturées, l’hypothèse de décomposition en points
isotropes est éloignée de la réalité physique des cibles. Dans le chapitre 2, on suppose dans un premier
temps qu’une cible manufacturée est décrite avec plus de justesse comme un ensemble d’éléments ca-
noniques d’orientation variée dans du bruit blanc Gaussien. Un nouveau problème de détection est donc
récrit basé sur cette hypothèse : à une position donnée, le signal rétrodiffusé est soit du bruit blanc Gaus-
sien, soit un élément canonique d’orientation inconnue plus du bruit blanc Gaussien. Si l’ensemble des
signaux rétrodiffusés par l’élément canonique quelque soit son orientation appartient à un sous espace de
petite dimension, appliquer un Test du Rapport de Vraisemblance Généralisé (TRVG) sur ce problème
donne un détecteur de Sous Espace Signaux (SES) qui est étudié en détail. Dans un second temps, on
considère une cible dans un milieu où des interférences sont causées par des diffuseurs connus. Le pro-
blème de détection considéré va donc se compliquer par rapport au précédent : on suppose qu’à une
position donnée, le signal reçu est soit le signal rétrodiffusé par un diffuseur interférant d’orientation
inconnue plus du bruit blanc Gaussien soit celui retrodiffusé par un élément canonique constitutif de la
cible plus du bruit blanc Gaussien. Là encore, si les ensembles des signaux rétrodiffusés par le diffuseur
interférant et par l’élément canonique appartiennent à des sous espaces de petite dimension, appliquer
un TRVG aboutit à un nouveau détecteur à Sous Espace Signal ou Interférence (SESI). Ce détecteur est
lui aussi étudié en détail dans ce chapitre.
Le chapitre 3 exploite les deux détecteurs SES et SESI pour créer deux nouveau processeurs SAR.
Pour chaque nouveau pixel à générer, ces processeurs utilisent le RVG de ces détecteurs comme intensité
et créent ainsi une image. Les deux processeurs sont appelés algorithmes SARSES (basé sur le détecteur
SES) et SARSESI (basé sur le détecteur SESI). Ce chapitre traite en particulier de l’implémentation et
de l’optimisation de ces deux algorithmes.
Afin de générer les sous espaces signal et interférence nécessaires à nos deux algorithmes, on génère
pour chacun d’eux une matrice contenant l’ensemble des réponses de l’élément modèle, quelque soit son
orientation. On applique ensuite une décomposition en valeurs singulières ou Singular Value Decompo-
sition (SVD) sur ces matrices. Une base du sous espace cherché est constituée des vecteurs singuliers
gauches associés aux valeurs singulières non nulles. Cette méthode de génération des sous espaces pose
de nombreux problèmes de temps de calcul : il faut calculer la SVD d’une matrice de très grande dimen-
sion et répéter cette opération autant de fois qu’il y a de pixels à représenter. En l’état, les algorithmes
sont inutilisables. On propose donc de réduire le temps de calcul lié à ces opérations en compressant les
matrices signal à décomposer puis en montrant qu’on peut retrouver simplement toutes les bases de sous
espace que l’on cherche à partir d’une seule SVD. Ces deux opérations combinées permettent d’appli-
quer nos algorithmes aussi bien en simulations que sur données réelles. Une autre partie de ce chapitre
propose deux nouveaux algorithmes SARSES et SARSESI exploitant, à l’image de l’algorithme Back-
projection, les filtrages adaptés pour réduire la complexité de l’algorithme. En plus de la réduction de
complexité, ces algorithmes ont pour avantage de n’exploiter que le signal compressé (c’est à dire le
signal reçu après filtrage adapté par le signal émis). Cette propriété a été nécessaire lors du traitement de
certaines données réelles.
Le chapitre 4, dernier chapitre de ce manuscrit, contient l’ensemble des résultats obtenus en appli-
quant les algorithmes SARSES et SARSESI en bande P (autour de 400 MHz). On pose qu’une cible
manufacturée se décompose comme un ensemble de plaques. Plusieurs aspects sont traités : tout d’abord
la validation de l’ensemble des critères nécessaires au bon fonctionnement des algorithmes, ensuite le
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calcul des performances de des algorithmes en considérant d’abord des scènes simulées avec une cible
manufacturée dans du bruit blanc Gaussien, puis dans une forêt et finalement des données réelles mesu-
rées par l’ONERA. Les performances en terme de détection de l’algorithme SARSES dans du bruit blanc
Gaussien dépassent nettement celles d’un algorithme SAR Classique (SARC) lorsque l’on considère des
cibles faites de plaques. La capacité de l’algorithme à différencier des troncs d’arbres d’une cible ma-
nufacturée est illustrée par les simulations dans la forêt : l’algorithme SARSES fait ressortir la cible par
rapport aux troncs. Finalement dans le cas des données réelles (un camion dans une forêt), la cible, à
peine visible sur l’image SARC, ressort nettement sur les images SARSES.
Les résultats obtenus sont donc très encourageants, mais on ne doit pas pour autant penser que quelque
soit la configuration envisagée, la détection sera aisée. Si la cible est orientée de telle façon que son lobe
principal de rétrodiffusion n’est pas orienté en direction de l’antenne synthétique ou si la forêt considé-
rée est très dense et humide, le rapport signal à clutter sera tel qu’il sera compliqué de séparer la cible
des fausses alarmes. L’algorithme SARSESI a été développé pour ces configurations là. Dans la forêt,
on suppose que la plupart des fausses alarmes viennent des troncs que l’on modélise par des cylindres
diélectriques. Le sous espace interférence est déterminé à partir de ce modèle. Les résultats obtenus sur
simulation montrent que le niveau des fausses alarmes diminue sur une image générée par l’algorithme
SARSESI par rapport à ceux d’une image générée par un algorithme SARSES, sans baisser de façon trop
importante le niveau de la cible. Cette tendance est confirmée sur données réelles.
Comme l’illustrent les résultats sur données réelles dans la partie 4.2.3.2, les performances, bien que
meilleures que dans le cas du SAR classique doivent encore nettement être améliorées pour distinguer
nettement les cibles des fausses alarmes. Un certain nombre de propositions sont donc faites dans la
partie suivante pour essayer d’y parvenir.
2 Perspectives
On peut diviser les perspectives liées à ce travail de thèse en deux catégories : les évolutions possibles
des algorithmes et les différentes applications que l’on peut dériver.
2.1 Evolutions de l’algorithme
Du point de vue des évolutions possibles des algorithmes, une étude à été initiée au sein du labora-
toire SONDRA et du GEA pour intégrer l’information polarimétrique des cibles (et interférence) dans le
problème de détection. Actuellement, les algorithmes n’utilisent le signal rétrodiffusé par un modèle que
pour une polarisation donnée (que ce soit VV ou HH). Un algorithme exploitant simultanément tous les
canaux de polarisations améliorerait certainement les performances de détection. Pour que cette méthode
fonctionne au mieux, il faut bien sûr que le modèle choisi pour décrire la cible à détecter soit proche de
la réalité et il serait préférable qu’il ait une réponse sur tous les canaux de polarisation afin d’apporter un
maximum d’information (ce n’est pas le cas d’une plaque métallique qui n’a pas de réponse en polarisa-
tion croisée HV ou VH).
On pourrait compliquer le modèle de bruit utilisé et ne plus le considérer comme blanc Gaussien,
mais comme coloré (voire des bruits non Gaussien). Cette modélisation pose le problème de l’estimation
de la matrice de covariance du bruit avec des signaux SAR. Comment obtenir les données secondaires
(réponse du bruit sans la cible) nécessaires ? On pourrait s’inspirer de [32] et de la dépendance en dis-
tance des données pour créer ces données secondaires.
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Les algorithmes pourraient être étendus à des configurations multistatiques : exploiter la variété de
diffusion de la cible pourrait donner des résultats intéressants. Bien sûr, considérer du multistatisme
modifie complètement les modèles utilisés par les algorithmes de base et les optimisations effectuées
dans la configuration monostatique deviennent caduques !
La problémtatique d’identification et de classification des cibles n’a pas été abordée dans cette thèse.
Elle pourrait être possible soit en estimant l’orientation des formes détectées pour recréer une image
(assez grossière) de la cible, soit en créant des bases de données de sous espaces de cibles particulières.
Aucun traitement d’image spécifique n’est appliqué sur les images formées par les nouveaux algo-
rithmes. Ces images pourraient certainement être améliorées en termes de contraste cible/clutter par des
traitements adaptés à la statistique de l’image ou aux formes des cibles.
2.2 Autres applications possibles
Du point de vue des applications possibles, la détection de mines enfouies avec du SAS (Synthetic
Aperture Sonar) semble être un sujet particulièrement adapté aux algorithmes SARSES et SARSESI :
une forme bien déterminée orientée de façon inconnue à détecter dans un fort clutter.
De même pour la détection de cibles sur le sol :
– la détection d’un avion stationné sur un aérodrome à certaines fréquences peut être compliquée, la
rugosité du sol pouvant créer un clutter important.
– La détection de véhicule dans un désert de sable (ou autre) pose de nombreux problèmes.
Les algorithmes SARSES et SARSESI sont des algorithmes de traitement d’antenne synthétique
mais aussi de traitement d’antenne. Il pourrait être intéressant d’appliquer cet algorithme en utilisant un
large réseau d’antennes ou plusieurs réseaux (ce qui rejoindrait les problématiques du multistatique).
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A.1 Calcul de la distribution de la différence de deux χ2
Soit la variable aléatoire f(z) s’écrivant sous la forme :
f(z) =
‖H†z‖2 − ‖J†z‖2
σ2
(A.1)
Où, z est CN(m, σ2I), avecm ∈ CM×1, H ∈ CM×DH et J ∈ CM×DJ sont deux matrices ortho-
gonales engendrant deux sous espaces 〈H〉 et 〈J〉.
On voudrait calculer la distribution de f(z). On considérera deux cas : dans le premier cas, on émettra
l’hypothèse que les sous espaces 〈H〉 et 〈J〉 sont orthogonaux, dans le second, on considérera le cas
général où les deux sous espaces ne sont pas orthogonaux. On considéreraPH etPJ les deux projecteurs
orthogonaux sur 〈H〉 et 〈J〉 définis par :
PH = HH† (A.2)
PJ = JJ† (A.3)
– 〈H〉 et 〈J〉 orthogonaux :
Si 〈H〉 et 〈J〉 sont orthogonaux, alors on a : z†PHz et z†PJz deux variables aléatoires indépen-
dantes. On a donc :
f(z) =
‖H†z‖2 − ‖J†z‖2
σ2
(A.4)
∼ χ2(2DH , ‖H
†m‖2
σ2
)− χ2(2DJ , ‖J
†m‖2
σ2
) (A.5)
Une méthode pour calculer la distribution de la différence entre deux combinaisons linéaires de
χ2 indépendants est donnée dans [16].
– 〈H〉 et 〈J〉 ne sont pas orthogonaux :
Si 〈H〉 et 〈J〉 ne sont pas orthogonaux, on n’a plus z†PHz et z†PJz deux variables aléatoires
indépendantes. Il faut donc exprimer différemment la différence de ces deux variables afin de
n’avoir que des combinaisons linéaires de variables indépendantes.
Posons :
G = [H J] (A.6)
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Si on effectue une décomposition en valeurs singulières sur la matriceG, alors :
G = [WW⊥]ΣV† (A.7)
Où W ∈ CM×DW correspond aux vecteurs singuliers gauches associés aux valeurs singulières
non nulles de Σ. La matriceW est une base orthonormée décrivant le sous espace < W >. Soit
PW =WW†, le projecteur orthogonal sur 〈W 〉. On a :
‖H†z‖2 − ‖J†z‖2 = z†PHz− z†PJz (A.8)
= z†(PW +P⊥W)(PH −PJ)(PW +P⊥W)z (A.9)
= z†WW†(PH −PJ)WW†z (A.10)
Posons w = W†z et R = W†PHW − W†PJW. R est hermitienne et diagonalisable. Sa
décomposition en valeur propre peut être écrite comme suit :
R = AΛA† =
DW∑
k=1
λkaka
†
k (A.11)
avec λk > 0 pour k ∈ [1, l] et λk < 0 pour k ∈ [l + 1, DW ].
En reprenant l’équation (A.10), on obtient :
‖H†z‖2 − ‖J†z‖2
σ2
=
DW∑
k=1
λk
|a†kw|2
σ2
(A.12)
w est CN(W†m, σ2I), donc pour tout k, a†kw est CN(a
†
kW
†m, σ2I). A partir de cette observa-
tion et de l’équation (A.12), on a :
f(z) ∼
DW∑
k=1
λk
2
χ2(2,
2‖a†kW†m‖2
σ2
) (A.13)
∼
l∑
k=1
λk
2
χ2(2, 2
‖a†kW†m‖2
σ2
)−
DW∑
j=l+1
|λj |
2
χ2(2, 2
‖a†jW†m‖2
σ2
) (A.14)
On a donc bien f(z) distribué comme une différence de deux χ2 indépendants. Une méthode
numérique pour calculer cette distribution est donnée dans [16].
A.2 Calcul d’une probabilité d’un rapport de différence de χ2
Considérons une variable aléatoire f1(z) de la forme :
f1(z) =
‖H†z‖2 − ‖J†z‖2
‖z‖2 − ‖H†z‖2 (A.15)
Où z est CN(m, σ2I),H ∈ CM×DH et J ∈ CM×DJ deux bases orthonormées des sous espace 〈H〉
et < J >. Soit PH = HH† et PJ = JJ† deux projecteurs orthogonaux sur 〈H〉 et 〈J〉.
f1(z) =
z†PHz− z†PJz
z†PH⊥z
(A.16)
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On veut calculer la probabilité Pr suivante :
Pr = P (f1(z) > η) (A.17)
= P (
z†PHz− z†PJz
z†PH⊥z
> η) (A.18)
Où η est un seuil donné. Considérons deux cas :
– Si 〈H〉⊥ et 〈J〉⊥ sont orthogonaux :
〈H⊥〉 et 〈J⊥〉 sont orthogonaux, or d’après l’Eq. 2.59 :
f˜(z) =
‖PJ⊥z‖2
‖PH⊥z‖2
− 1 (A.19)
Avec ‖PJ⊥z‖2 et ‖PH⊥z‖2 deux variables aléatoires indépendantes et :
‖PJ⊥z‖2
σ2
∼ 1
2
χ2(2(M −DJ), 2‖J
†m‖2
σ2
) (A.20)
‖PH⊥z‖2
σ2
∼ 1
2
χ2(2(M −DH), 2‖H
†m‖2
σ2
) (A.21)
De plus :
P (f(z) > η) = P (f
(M −DH
M −DJ (f(z)− 1) >
M −DH
M −DJ (η − 1)
)
(A.22)
Avec M−DHM−DJ (f(z) − 1) suivant la F -distribution doublement décentrée, F (2(M −DJ), 2(M −
DH), 2
‖J†m‖2
σ2
, 2‖H
†m‖2
σ2
). Une méthode numérique pour calculer ce type de distribution est don-
née dans [17].
– Si 〈H〉⊥ et 〈J〉⊥ ne sont pas orthogonaux :
L’équation (A.18) est équivalente à :
Pr = P (
z†PHz− z†PJz− ηz†PH⊥z
σ2
> 0) (A.23)
Soit f2(z, η) la variable aléatoire suivante :
f2(z, η) =
z†PHz− z†PJz− ηz†PH⊥z
σ2
(A.24)
=
z†
(
(1 + η)PH −PJ − ηI
)
z
σ2
(A.25)
(A.26)
PosonsR la matrice telle que :
R = (1 + η)PH −PJ − ηI (A.27)
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La matriceR est hermitienne est donc diagonalisable. On a donc :
R = AΛA† =
M∑
k=1
λkaka
†
k (A.28)
AvecA ∈ CM×M matrice orthonormée contenant les vecteurs propres ak et Λ matrice diagonale
contenant les valeurs propres λk.
On a donc finalement :
f2(z, η) =
M∑
k=1
λk
|a†kz|2
σ2
(A.29)
=
l∑
k=1
λk
|a†kz|2
σ2
−
M∑
j=l+1
|λj |
a†jz|2
σ2
(A.30)
∼
l∑
k=1
λk
2
χ2(2, 2
‖a†km‖2
σ2
)−
M∑
j=l+1
|λj |
2
χ2(2, 2
‖a†jm‖2
σ2
) (A.31)
Où l correspond au nombre de valeurs propres positives de Λ. f2(z) est donc une différence de
combinaisons linéaires de χ2 indépendants. Une méthode numérique pour calculer cette distribu-
tion est donnée dans [16]. Pour résumé, on a donc :
P
(
f1(z) > η
)
= P
(
f2(z, η) > 0
)
(A.32)
Avec :
f2(z, η) ∼
l∑
k=1
λk
2
χ2(2, 2
‖a†km‖2
σ2
)−
M∑
j=l+1
|λj |
2
χ2(2, 2
‖a†jm‖2
σ2
) (A.33)
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Posons ec(t) le signal temporel émis durant une période Te. Le signal émis peut aussi s’écrire sous
la forme e(t) :
e(t) =
{
ec(t) si t ∈ [0, Te]
0 si t > Te où t < 0
(B.1)
Soit pˆ =
[
pV
pH
]
la polarisation de l’onde émise portant le signal : pV = 1 et pH = 0 correspond
à une polarisation verticale, pV = 0 et pH = 1 correspond à une polarisation horizontale, pV = 1 et
pH = 1 correspond au cas “full polar” où les deux polarisations sont émises simultanément. Soit E(f)
la transformée de Fourier de e(t).
B.1 Modélisation de la diffusion d’un signal monochromatique
Dans cette partie, on suppose que e(t) est une onde plane monochromatique. Sa transformée de
Fourier E(f) est :
E(f) =
{
E(f0)δ(f − f0) si f = f0
0 sinon
(B.2)
Considérons que rr est le vecteur position référençant l’antenne dans une base d’origine 0. rc est le
vecteur position du diffuseur dans la même base. Le diffuseur est éclairé par une onde plane incidente
émise par l’antenne. On se place dans la configuration champ lointain. L’amplitude du champ incident
Ei(f) sur le diffuseur est donnée dans [30] par :
Ei(f) = E(f). exp(−jk0i(rr − rc)) (B.3)
où k0 =
ω0
c
= 2pi
f0
c
est le nombre d’onde, f0 est la fréquence du signal émis. Le vecteur unitaire i le
vecteur unitaire indique le sens de la direction de propagation de l’onde incidente.
On peut récrire (B.3) comme suit :
Ei(f) = E(f).exp(−jk0R) (B.4)
avec R =‖ rr − rc ‖ la distance entre l’antenne et le diffuseur (car i colinéaire à (rr − rc) en champ
lointain). Le signal rétrodiffusé Es(f) =
[
ESV (f)
ESH (f)
]
à la position de l’antenne est :
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[
ESV (f)
ESH (f)
]
=
exp(−jk0R)
R
Sf0pˆEi(f) (B.5)
où Sf0 =
[
sV V (f0) sV H(f0)
sHV (f0) sHH(f0)
]
est la matrice de diffusion à la fréquence f0 du diffuseur placé à rc,
pour une incidence donnée de l’onde plane. Les termes de la matrice de diffusion sV V (f0), sHH(f0),
sHV (f0) et sV H(f0) dépendent aussi d’autres paramètres tels que l’orientation du diffuseur. Cependant
on ne considère pas ces paramètres pour le moment. Dans le cas de la rétrodiffusion, s = −i et Es(f)
peut s’écrire : [
ESV (f)
ESH (f)
]
= E(f)
exp(−j2k0R))
R
Sf0pˆ (B.6)
Finalement, on a : [
eSV (t)
eSH (t)
]
=
[
TF−1[ESV (f)]
TF−1[ESH (f)]
]
= e(t)
exp(−j2k0R))
R
Sf0pˆ (B.7)
B.2 Modélisation de la diffusion d’un signal large bande
Considérons désormais que e(t) est un signal large bande, on peut l’écrire comme suit :
e(t) = TF−1(E(f)) =
+∞∫
−∞
E(fi)exp(j2pifit)dfi (B.8)
On peut considérer que e(t) est une somme continue d’ondes monochromatiques ei(t) où chaque trans-
formée de Fourier Ei(f) est :
Ei(f) =
{
E(fi)δ(f − fi) si f = fi
0 sinon
(B.9)
D’après les équations (B.6) et (B.8) on écrit :
[
eSV (t)
eSH (t)
]
=
+∞∫
−∞
E(fi)
exp(−j2kiR)
R
Sfipˆ exp(j2pifit)dfi (B.10)
avec ki = 2pi
fi
c
.
Finalement, on obtient :
eSV (t) = TF
−1
[
E(f)
exp(−j2kR))
R
(pV sV V (f) + pHsV H(f))
]
eSH (t) = TF
−1
[
E(f)
exp(−j2kR))
R
(pV sHV (f) + pHsHH(f))
] (B.11)
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B.3 Décalage en bande de base
Afin de traiter le signal reçu, on doit passer le signal en bande de base. On pose :
cX(f) = pV sXV (f) + pHsXH(f), (B.12)
où X est soit H soit V . Si B est la largeur de bande du signal et f0 sa fréquence centrale. On a :
c˜X(f) =
{
cX(f) si f ∈ [f0 −B/2, f0 +B/2]
0 sinon
(B.13)
D’après les équations (B.11) et (B.13), on obtient :
eSX (t) = TF
−1
[
E(f)
exp(−j2pifτ)
R
c˜X(f)
]
(B.14)
où τ =
2
c
R correspond au temps de propagation aller-retour entre l’antenne et le diffuseur. Soit eSbb(t)
le signal reçu eSX (t) en bande de base :
eSbb(t) = eSX (t) exp(−j2pif0t)
TF[eSbb(t)] = ESbb(f) = TF[eSX (t)] ∗ δ(f + f0)
(B.15)
Soit ebb(t) le signal émis e(t) en bande de base.
ebb(t) = e(t) exp−j2pif0t
TF[eSbb(t)] = Ebb(f) = TF[e(t)] ∗ δ(f + f0)
(B.16)
On défini aussi une écriture de cX(f) en bande de base : cbb(f)
cbb(f) = c˜X(f) ∗ δ(f + f0) =
{
cX(f + f0) si f ∈ [−B/2,+B/2]
0 sinon
(B.17)
On veut exprimer eSbb(t) comme une fonction de ebb(t) :
eSbb(t) = TF
−1
[
E(f)
exp(−j2pifτ)
R
c˜X(f)
]
exp(−j2pif0t) (B.18)
=
[
TF−1
[
Ebb(f)cbb(f)
]exp(−j2pif0τ)
R
]
∗ δ(t− τ) (B.19)
B.4 Analyse numérique
Dans cette partie, on travaille uniquement sur les signaux échantillonnés en bande de base. Soit
Fs la fréquence d’échantillonnage et Ts la période d’échantillonnage. Soit y le vecteur contenant les
échantillons de eSbb(t).
y(n) = eSbb(nTs) (B.20)
Si on considère que le signal est reçu pendant une période Tr, on peut écrire y comme :
y =
[
0TdτFse
[
TFN−1
[
diag(Ebb) cbb
] exp−j2pif0τ
R
]T
0TdTrFse−dTeFse−dτFse
]T
(B.21)
où, cbb et Ebb sont les vecteurs échantillonnés associés à cbb(f) et Ebb(f). TFD correspond à la trans-
formée de fourier numérique.
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Annexe C
Démonstration de l’orthonormalité du
produit de deux matrices
C.1 Variables, hypothèses et propriétés
Soit E(f) le spectre d’un signal tel que :{ |E(f)| = 1 (ou constant), si f ∈ [f0 −B/2, f0 +B/2]
|E(f)| = 0, sinon (C.1)
où B est la largeur de bande du signal et f0 sa fréquence centrale. Soit E ∈ CN le vecteur contenant les
échantillons de E(f), décalé en bande de base, représenté sur une plage de fréquence de ∆f (∆f > B).
Posons
D = dN 1−B/∆f
2
e, (C.2)
et ENN ∈ CN−2D le vecteur non nul, tel que chaque élément de ENN soit de module 1 (ou constant) et
le vecteur E s’écrive sous la forme :
E =
 0DENN
0D
 (C.3)
Soit ck(α, β) ∈ CN le vecteur contenant les coefficients de réflexion échantillonnés sur la plage
de fréquence ∆f , correspondant à un diffuseur orienté suivant (α, β), sous une incidence issue d’une
position uk d’un émetteur. On considère que les échantillons ne correspondant pas à la plage de fréquence
B sont nuls, c’est à dire qu’on a cˆk(α, β) ∈ CN−2D non nul, tel que :
ck(α, β) =
 0Dcˆk(α, β)
0D
 (C.4)
Soit C ∈ CnN×PQ, la matrice définie comme suit :
C =
 c1(α1, β1) . . . c1(αP , βQ). . . . . . . . .
cn(α1, β1) . . . cn(αP , βQ)
 . (C.5)
Sa SVD s’écrit :
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C = UCΣCV
†
C (C.6)
avecUC etVC deux matrices unitaires et ΣC matrice diagonale. On veut montrer que : diag(E) . . . 0. . . . . . . . .
0 . . . diag(E)
UC (C.7)
est orthonormale.
C.2 Démonstration
On définit les ucij ∈ CN , (i, j) ∈ [1, n]× [1, PQ], tels que : uc11 . . . uc1(PQ). . . . . . . . .
ucn1 . . . u
c
n(PQ)
 . (C.8)
Par construction, chaque ucij peut s’écrire en fonction de uˆ
c
ij ∈ CN−2D :
ucij =
 0Duˆcij
0D
 . (C.9)
C.2.1 Orthogonalité
Montrons que pour tout (i, j) ∈ [1, PQ]2, i 6= j, diag(E) uc1i. . .
diag(E) ucni
†  diag(E) uc1j. . .
diag(E) ucnj
 = 0. (C.10)
On a :  diag(E) uc1i. . .
diag(E) ucni
†  diag(E) uc1j. . .
diag(E) ucnj
 = n∑
k=1
ucki
† (diag(E))† diag(E) uckj . (C.11)
On déduit de (C.3) que :
diag(E)† diag(E) =
 diag(0D) 0IN−2D
0 diag(0D)
 . (C.12)
De (C.9) et (C.12), on obtient :
diag(E)† diag(E) uckj = u
c
kj (C.13)
Comme la matriceUC est unitaire, d’après (C.11) et (C.13), on a bien : diag(E) uc1i. . .
diag(E) ucni
†  diag(E) uc1j. . .
diag(E) ucnj
 = 0. (C.14)
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La matrice  diag(E) . . . 0. . . . . . . . .
0 . . . diag(E)
UC (C.15)
est donc bien orthogonale.
C.2.2 Orthonormalité
Sur le même principe que la partie précédente, on montre que pour tout i,
 diag(E) uc1i. . .
diag(E) ucni
†  diag(E) uc1i. . .
diag(E) ucni
 = n∑
k=1
ucki
† (diag(E))† diag(E) ucki (C.16)
=
n∑
k=1
ucki
† ucki = 1. (C.17)
D’après la partie précédente et (C.17), on a donc bien diag(E) . . . 0. . . . . . . . .
0 . . . diag(E)
UC (C.18)
matrice orthonormale.
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Annexe D
Démonstration de l’équivalence entre un
produit de vecteur et une convolution
cyclique
D.1 Variables, hypothèses et propriétés
Posons hi ∈ CN et h˜i ∈ Cn, n < N , tels que :
hi =
 0Dih˜i
0N−n−Di
 (D.1)
et
h˜i = e fi (D.2)
où e et fi sont deux vecteurs de Cn . Posons hˆi, eˆ et fˆi les vecteurs de CN , d’éléments hˆi(k), eˆ(k) et
fˆi(k), tels que :
hˆi =
[
h˜i
0N−n
]
, eˆ =
[
e
0N−n
]
, fˆi =
[
fi
0N−n
]
(D.3)
On a bien :
hˆi = eˆ fˆi (D.4)
Soit hˆi, eˆ et fˆi les vecteurs de CN tels que :
hˆ
∗
i = TFD
−1(TFD∗(hˆi)) (D.5)
eˆ∗ = TFD−1
(
TFD∗(eˆ)
)
(D.6)
fˆ
∗
i = TFD
−1(TFD∗(fˆi)). (D.7)
Hypothèse : il faut que z contienne suffisamment d’élément à 0 au début ou à la fin pour que le
vecteur contenant les N premiers éléments du produit de convolution numérique entre z et hˆi soit le
même que celui contenant les éléments résultant de produit de convolution cyclique.
hi†z = y(Di) (D.8)
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Où y(k) est le k ième élément du vecteur y défini comme suit :
y = z eˆ∗  fˆ∗i (D.9)
D.2 Démonstration
On a :
hi†z =
N−1∑
k=0
hˆ∗i (k) z(Di + k) (D.10)
=
0∑
k=−N+1
hˆ∗i (−k) z(Di − k) (D.11)
(D.12)
Si on pose yˆ ∈ CN , d’éléments yˆ(k) tel que :
yˆ = hˆ
∗
i  zˆ (D.13)
et si l’hypothèse posée précédemment est vérifiée, on a :
hi†z = yˆ(Di). (D.14)
or :
hˆ
∗
i = TFD
−1(TFD∗(hˆi)) (D.15)
= TFD−1
(
TFD∗(eˆ) TFD∗(fˆi)
)
(D.16)
= eˆ∗  fˆ∗i , (D.17)
on a donc d’après (D.9) et (D.17) :
y = yˆ (D.18)
et donc
hi†z = y(Di). (D.19)
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