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O objectivo principal desta dissertação de mestrado é contribuir para um 
melhor entendimento do mercado de acções e do seu posicionamento ao 
longo do tempo, dada a sua importância na economia de um país. Para 
alcançar este propósito, começaremos por analisar o comportamento do 
mercado de acções, avaliando em que medida as condições económicas 
influenciam, ou são influenciadas por este, elegendo como indicadores 
relevantes não apenas variáveis de sentimento, como são os indicadores de 
confiança dos consumidores e empresas, mas também a produção industrial. 
Se os resultados obtidos forem conclusivos, então poderemos ter uma possível 
ferramenta para antecipar a evolução futura deste mercado, reconhecendo os 
ensinamentos obtidos de um passado presente. Esta investigação apresenta-
se com um carácter inovador, uma vez que é pioneira, tanto quanto julgamos 
saber, ao associar os três pilares fundamentais em que assenta a economia de 
um país: no campo da psicologia económica, indicadores de confiança 
expressos pela confiança dos consumidores e empresas, no lado da economia 
real incorpora-se a produção industrial, combinando-se com os índices do 
mercado bolsista, no campo financeiro. A nossa amostra é constituída pelos 
Estados Unidos da América, Japão e mais sete países europeus, 
nomeadamente Reino Unido, Portugal, Espanha, Grécia, Alemanha, França e 
Itália, para colmatar uma escassez de literatura neste cenário global, entre 
1978 e 2009, com frequência trimestral, utilizando o modelo VAR, como sendo 
mais adequado. 
A evidência empírica sugere que a confiança dos consumidores e das 
empresas, juntamente com a produção industrial desempenham um papel 
explicativo no mercado de acções, embora com algumas excepções, apesar 
de um impacto menos significativo das primeiras variáveis. Na situação oposta, 
um choque do lado do mercado de acções conduz a uma forte e significativa 
resposta das variáveis de confiança e produção industrial, contrariando a 
nossa hipótese inicial. Estes resultados deverão ser analisados atendendo às 
especificidades de cada país. Adicionalmente os resultados indiciam que os 
preços das acções respondem de forma apenas contemporânea aos seus 
próprios choques, enquanto a confiança das empresas parece estar 
directamente relacionada com o índice de produção industrial. Neste cenário, 
parece-nos um importante contributo o estudo do mercado de acções e a sua 


































The main purpose of this master thesis is to contribute to a better 
understanding of the stock market and its positioning over time given its 
importance in the economy of a country. To achieve this goal, we will  start with 
the analysis  of  the stock market behavior, evaluating to what extent do the 
economical conditions influence or are influenced by it, by selecting as relevant 
indicators, not only the variables of the expectations expressed by consumers 
and business confidence, but also those of the industrial production. Should the 
obtained results be conclusive, then we may have a possible tool to anticipate 
the future evolution of stock markets recognizing the past and present 
learning’s. This investigation has an innovative character as it combines, for the 
first time, as far as we know, the three fundamental pillars that sustain a 
country’ economy: consumer’s and business confidence on the psychological 
economics field, industrial production of the real economy, and equity indices in 
the financial area. 
Our sample collects data from US, Japan and seven more European countries, 
UK, Portugal, Spain, Greece, Germany, France and Italy, to fill the lack of 
literature for this whole scenario, since 1978 until 2009, electing the VAR model 
for methodology, as the most accurate. 
The empirical evidence suggests that consumers and business confidence, 
along with industrial production play an explanatory role for stock markets, with 
some exceptions, even though with a weaker impact of the first ones. On the 
contrary, a share price shock leads to a strong and significant response of the 
confidence variables and industrial production as well, contradicting our prior 
hypothesis. These results should be analyzed taking into consideration the 
countries specificities. Moreover, results suggest that share prices only respond 
contemporaneously to their own shocks, while business confidence index was 
found to be closely related to the industrial production index. It can thus be said 
that it is an important contribute the study of stock markets and their 
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“Understanding the factors that drive stock returns around the 
world has long challenged academics and professional portfolio 
managers” (Cavaglia, Brightman, Aked, 2000) 
 
 
The stock market assumes a preponderant role in the economy of a country and in 
its financial development level. His main purposes consist on the allocation of limited 
resources from household savings into the corporate sector needs of investment, 
being then rewarded with their returns (Tadesse and Kwok, 2005).  
In this sense, financial markets are under the closest observation of all agents, 
namely: 1) public in general, as the stock markets reflect future economical 
conditions and induce an improvement in consumer’s confidence sentiment; 2) 
market participants to optimize the risk-return profile on their investments and 
assume higher future consumption induced by wealth effects; 3) policymakers, such 
as central banks, to infer information about market expectations of economic growth 
and inflation (Andersson and D’Agostino, 2008).  
 
There is a growing concern among countries in the short-term economic indicators 
to monitor economic developments and provide the economic analysts with the early 
signals of the turning points in the economic activity. These will then be used to help 
both government and the private sector decision-makers to check their performance 
and plan their actions. Recently, countries have begun to improve their indicator 
system by including indexes from surveys. 
Expectations surveys are primarily designed to signal changes in economic activity 
being widely used in macroeconomic assessments and forecasts (Bram and 
Ludvigson, 1998; Otoo, 1999; Jansen and Nahuis, 2002; Zizza, 2002; Oral, Ece and 
Hamsici, 2005; Lemmon and Portniaguina, 2006; Belke, Beckman and Kuhl, 2009; 
Fichtner, Rüffer and Schnatz, 2009; among many others). The advantage of using 
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survey results is that they are available rapidly before the related quantitative 
measures covering the same types of economic activity are announced, being 
therefore considered as complementary to this official statistics. 
Business surveys have been designed with the aim of discovering the tendencies 
and expectations of senior managers of the major private sector firms about the 
recent past and the future course of the economy. The aggregated indicator, which 
is a function of respondents’ current and past evaluations, and future expectations, is 
called “confidence indicator”, and more specific business confidence. 
On the other side, consumer opinion surveys also provide qualitative information that 
has proved useful for monitoring the current economic situation. Typically they are 
based on a sample of households, and respondents are asked about their intentions 
regarding major purchases, their economic situation now compared with the recent 
past and their expectations for the immediate future, contributing to the construction 
of confidence indicators, that in this particular case corresponds to consumer’s 
confidence. 
 
Because a stock market’s valuation reflects investors’ confidence (being consumers 
or business people) in it and therefore captures perceptions about its future viability, 
share prices indices have a strong forward-looking component. For this reason, and 
because the promptness with which they are calculated and published means they 
are available immediately after the end of the reference period, they are frequently 
used in the construction of forward-looking indicators. Although primarily designed 
as measurements of market performance for use by individual investors and 
investment fund managers, share price indices are also used as indicators of 
economic activity by business, consumers and government analysts. 
As a reference series for the economic overall state industrial production for each 
country can be considered. Moreover, development of industrial production presents 
valuable information for assessing the outlook of growth in a country. Owing to its 
merits (Fichtner, Rüffer and Schnatz, 2009), industrial production has become a 
common benchmark series in the academic literature (Bodo, Golinelli and Parigi, 
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2000; Zizza, 2002; Bruno and Lupi, 2003; Rossi and Sekhposyan, 2008). Also, some 
studies focus on the possible causality between stock markets and measures of real 
economic activity (Ahmed and Imam, 2007; Mahmood and Diniah, 2009; Antonios, 
2010). 
Considering the above stated positioning towards the importance that stock market 
assume in the countries, and simultaneously worldwide, given the increasing 
globalization and spillover effects, as well the existent relation between financial 
markets and economic indicators, this investigation intends to test the following 
hypothesis: First, assuming that stock markets react to expectations, to what 
extension are expectations translated into share prices? As the stock market also 
plays a role of a leading indicator, reflecting economical conditions, the impact that it 
may cause in expectations is also being tested as crucial in this assumption. Second, 
industrial production in the real side of the economy, being one of the variables that 
constitute the measure of a business cycle, is expected to have an effect in share 
prices evolution, and at the same time, the reverse relation should be explored in the 
extent that it could also be influenced by stock markets. As such, our initial prediction 
is that production has a positive impact on share price indices. Lastly, we test the 
possibility of a close link between business confidence indicators and industrial 
production, since the early announcement of the first variable can be seen as a 
valuable complement to the system of quantitative statistics in an identical scenario 
most of the times used as benchmark. 
Beginning with the idea of understanding the surrounding context of stock markets, 
we will test the degree of a possible relationship between share prices behaviour and 
indicators used as proxies of the economic evolution. The purpose of this study is 
thus to investigate whether expectations, as measured by consumer and business 
confidence indicators, independently, and industrial production, are useful to explain 
share prices in the short run scope.  
 
We will thus test the above three mentioned hypotheses investigating whether 
current economic activities for a sample of nine countries, namely France, Germany, 
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Greece, Italy, Japan, Portugal, Spain, UK and US, can afford explaining stock market 
prices evolution in short-run dynamic adjustment using vector autoregressive 
methodology (VAR) with a limited number of variables (Eickmeier, 2004). In addition, 
we analyze the links between economic variables and share prices. We had the 
primary concern of including the US market, which despite being the most studied 
country under the subject can also be used as a benchmark (Bessler and Yang, 
2002). The sample of European countries used, suggest the structural different 
multiplicities (economic and financial environments and evolutions are country 
specific) that we also wanted to consider. Concerning Asian countries, we will only 
include Japan in our sample, as this country is a rather important reference in the 
stock markets studies. 
 
Three decades of analysis were used as adequate, since 1978:Q1 until 2009:Q4, 
with a quarterly frequency. This sample period is able to incorporate, at the same 
time, the recent markets drop in 2007 and 2008, and the starting point happening 
after the crash in 1987 recognized as an historical mark. Also, 2001, an important 
point of the EU integration, would also be covered by this time period. Considering 
the diversity of countries in the sample, and due to data restrictions, our sample 
period in the empirical estimations will cover in a common manner for all countries 
the period of 1985:Q1 to 2009:Q4, although for some other will start sooner. 
 
Applying the VAR methodology for each country and set of variables, results 
obtained from our models allows us to say that business and consumer’s confidence 
indices have a very similar volatile behaviour among countries, where stronger 
correlations are identified between industrial production and confidence variables, 
and also between expectations.  
Moreover, as far as we know, the present study is the first one to empirically test the 
likely existent relationship between the mentioned variables. Previous studies 
emphasize the importance of stock market development in the growth process; or 
the effect of consumer confidence on economic growth; or the relation between 
confidence and stock markets; or even the impact of business confidence on 
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industrial production; but they do not simultaneously account for confidence indices, 
economic growth and stock prices in the same analysis framework. 
Empirical findings allow saying that for less financially developed countries industrial 
production is more correlated with the consumer’s confidence index. In the opposite 
direction, countries with better developed market institutions revealed to be more 
informational efficient, reflected by the higher correlation values between industrial 
production and business confidence indices. 
Impulse response function analysis and variance decompositions, revealed that each 
series response to its own shock is positive, significant and strong, and that the main 
driver of the source of randomness for each variable is their own innovation. Under 
the same analysis, we may say that industrial production responses to consumer and 
business confidence indices shocks are positive for all countries but only for half-year 
duration. 
Likewise, increases in consumer confidence cause share price to rise instantaneously 
in United States, Germany, Spain and United Kingdom (consumer’s confidence is 
positively related with share prices). For the rest of the European countries sample 
this same effect revealed to be negative (and thus, consumer confidence is 
negatively related with share price (Schmelling, 2009)). On the contrary, business 
confidence index shocks on share prices are negative for Greece, Spain, Portugal, 
United Kingdom and United States, whereas the impact of any expectation proxy 
shock in share prices for Japan is almost negligible. 
Relating the financial side of the economy to the production and expectations side, 
share price shocks on the industrial production index, consumer confidence and 
business confidence indices are positive and statistically significant for France, 
Germany, Italy, Japan, Spain, UK and US. In sum, shocks in share prices have a 
positive and statistically significant effect on confidence indices, more than the 
opposite result, which goes against our initial prediction that expectations have an 
important role in explaining share prices, at least for the less informational efficient 
countries. As such, in more developed markets, financial markets are also more 
6 
 
informational efficient incorporating expectations previously to their own release, 
since the answer’s moment contains already the sentiment that consumer’s agents 
or businessman’s have. 
This result was further enhanced by the variance decomposition, where we were able 
to witness that in the most financially efficient markets share prices will be less 
sensitive to expectation indices releases, due to the time delay occurring until these 
become published, since they seem to have incorporated this information previously. 
As such, market characteristics are also found to influence the economic variables 
power to explain share price movements. 
Moreover, industrial production assumes an important explanatory role in the stock 
market behaviour and vice-versa. Consumer confidence indices have higher 
uncertainty explanatory effect on share prices for all periods than business 
confidence in France, Germany, Spain and United Kingdom. This same explanatory 
effect of business confidence on share prices is higher in Greece, Japan, Portugal 
and US. 
Results also confirm that expectation indices have a null contemporaneous 
explanation for share prices, only becoming important for periods of up to one year, 
and as such could be both considered as exogenous.  
Therefore, share price are influenced by other factors than industrial production and 
confidence indices, while industrial production is found to explain more of share price 
uncertainty than do expectations. 
With respect to our third testable hypothesis, industrial production explains a high 
fraction of business confidence uncertainty and vice-versa, but in some countries 
(like UK, Germany, France and Japan) share prices explain more of business 
confidence uncertainty than does industrial production.  
To go over, the empirical evidence suggests that some results could not be 
generalized given that these change depending on the country under analysis, 
meaning also that countries under examination are not closely linked. To reinforce 
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our results we always compared them to those obtained by other authors whenever 
possible. 
The rest of the document will be organized as follows. After this introduction, a 
literature review will be made on chapter 2, to present the existing studies regarding 
this subject and whenever possible with different points of view in order to reach the 
expected results. While presenting this literature review, a properly definition of our 
hypothesis will be provided. The following step shows the data that will be used to 
test our hypothesis on chapter 3, concerning the used variables, sample data and 
countries under analysis, as well as the database sources. Chapter 4 is the 
subsequently stage that tends to present the selected methodology to test the 
previous data, in a descriptive way trying to comply all the important procedures that 
should be taken in an econometric investigation, being the empirical results obtained 
with the hypotheses under investigation shown in chapter 5, with the concern of 
comparing results with those obtained from previous authors. On chapter 6, the main 
conclusions are presented to summarize the most important achievements of this 




2. Literature Review 
 
“The link between markets and real economic growth was 
formalized by Irving Fisher” (Harvey, 1989) 
 
In this chapter it is our intention to review the theoretical and empirical literature on 
the stock markets approach, where it is included the relationship with the 
expectations side, along with the industrial level. In essence, we should begin by 
stressing out as a general finding, that there isn’t a consensus around the most 
accurate variables, capable to achieve a better knowledge on linkages surrounding 
stock markets, considering its complexity and interdependencies.  
In the beginning of the twenty-first century, the world economy has been influenced 
by an increasing globalization, where national economies become a part of this 
global scenario, and the importance of international stock markets occupied a 
privilege vital position in the attention of all agents.  We are perfectly conscientious of 
the importance of stock markets, if any doubt would be left, taking into consideration 
the voluminous literature regarding this matter, and the increasing number of factors 
under spotlight, as a way of trying to get more explanatory power as possible. 
Consumer’s confidence variables have long been used as congruent indicators of 
economic activity in developed countries, being their regular announcement closely 
followed (Çelik and Özerke, 2008). With this sentiment indicator, that complements 
the traditional economic measures, we pretend to test our first hypothesis of 
investigation, assuming that stock markets react to expectations, figuring out in what 
extent share prices reflect confidence indicators. In this frame and since the stock 
market also plays a leading indicator role, reflecting economic conditions, the impact 
that it may cause in the sentiment variables also needs to be assessed. Just for 
curiosity, in the New York Times alone, more than 15 articles about consumer’s 
confidence and its potential impact on the economy appeared between July 2002 
and June 2003. Meanwhile consumer’s confidence is often quoted by Federal 
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Reserve Chairman Alan Greenspan as a key determinant of near-term economical 
growth (Ludvigson, 2004). 
The preponderance of this type of indicators is not a modern approach. According to 
the references of the previous author, at least, since 1936, the year in which Keynes 
introduced the expression “animal spirits”, the ways in which consumer and investor 
sentiment might influence the real economy started to be pondered. 
With the preceding approach already been under discussion, consumer’s confidence 
index is considered a significant leading indicator in the economy, because of its 
earlier announcement compared to other indicators (Fleming and Remolona, 1997; 
Utaka, 2000; Poterba, 2000; Fisher and Statman 2002; Çelik and Özerke, 2008). As 
for the relationship between sentiment variables and stock markets, it’s important to 
refer that there was found a positive correlation (Fair, 1971), considering that over the 
last years it was evidenced the fact that consumer’s confidence forecasts return in 
an accurate basis (Bram and Ludvigson, 1998; Lemmon and Portniaguina, 2006; 
Belke, Beckmann and Kuhl, 2009). However, this isn’t a pacific matter, because in 
the recognition of this relationship, some results arise in a random manner that runs 
from stock markets to consumer’s confidence, but not in the opposite way (Otoo, 
1999; Jansen and Nahuis, 2002; Kremer and Westermann, 2004). 
Under the importance of consumption in this issue, Poterba (2000) found evidence in 
the US that “the rising stock market has surely contributed to rising consumer 
spending in the 1990s (...) even by households that do not own stocks because they 
affect consumer’s confidence or the uncertainty that consumers perceive about 
future economic conditions”. Fair (1971) makes a reference to Friend and Adams 
(1964) investigation, where it was found that consumer’s sentiment and stock prices 
are positively correlated, and it is also quoted by Hymans (1970) due to his 
significance on explaining the position of consumer’s sentiment, which indicates that 
stock prices and consumer’s sentiment have important effects on each other. Since 
the stock market is one of the most widely followed economic indicators, it seems 
rational to admit that stock markets, along with a number of other factors, will also 




The US stock market is the one that gets more literature attention, which is perfectly 
perceived if we look into its importance around the world. Fisher and Statman (2002) 
found out that “high consumer’s confidence is generally followed by low returns” 
significantly using NASDAQ small cap returns, but not with S&P 500 returns. Another 
conclusion is that “consumers grow confident as investors grow bullish and that 
there is a positive (...) relationship between changes in consumer’s confidence and 
changes in the sentiment of individual investors”, once they are simultaneously 
agents of both sides of an economy. 
 
A more accurate prevalence in US is given by Lemmon and Portniaguina (2006) 
investigation, using the Michigan and Conference Board surveys as sentiment 
measurements, reached the conclusion that “over the last 25 years (...) consumer’s 
confidence forecasts returns in a manner consistent with the sentiment – based 
behavioural hypothesis”. However it is suggested by the “evidence that investors 
appear to overvalue small stocks relative to large stocks during periods when 
consumer’s confidence is high and vice versa”. In this study we also gathered several 
other variables from common literature, to be used as control ones that  are worth of 
note, like dividend yield, default spread, short-term interest rate, growth in real GDP, 
consumption, labour income, unemployment rate, and inflation, as well as their own 
lags. 
 
Bram and Ludvigson (1998) also give an important input to the study of this variable 
when stating that “unexpected shifts in consumer’s confidence have also been used 
to explain swings in financial markets”. 
 
Following this thinking line, but using another country sample, in the attempt of 
getting a better knowledge of the global effects of economic sentiments in financial 
markets around the world, the work of Belke, Beckmann and Kuhl (2009) using 
Czech Republic, Poland, Hungary and Slovakia, reached the conclusion that in fact 
global sentiments play an important role in particular for the CEECs’ share prices and 
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income, which increases with economic integration. Like us, also this study used the 
VAR methodology. 
 
Henceforth we are presenting another point of view regarding the existent literature, 
which reached as the conclusions that the influence of stock prices may lead to a 
confidence standpoint. Otoo (1999) was one of the authors that attempted to 
examine the relationship between consumer sentiment and stock prices, with US 
data and under a VAR model, obtaining a “strong contemporaneous relationship – an 
increase in equity values boosts sentiment (...) but the reverse was not true”. 
Nevertheless, her investigation went further, trying to achieve the relationship nature 
of those two variables, and the strongest evidence pointed out that an increase of 
the consumer’s confidence levels, related with movements in equity prices is due to 
the fact of this market being more a leading indicator than a possible way of getting 
wealthier, despite stock prices explain only about 10% of the variation in sentiment. 
 
Perhaps the first to look into the European experience on this issue were Jansen and 
Nahuis (2002), according with their perspective, where results show that “stock 
returns and changes in sentiment are positively correlated for nine countries”, (of the 
eleven studied) being Germany the main exception. “Moreover stock returns 
generally Granger-cause consumer’s confidence at very short horizons (two weeks 
to one month), but not vice versa.” As a consequence of the Johansen MLE 
cointegration test, it was valid to affirm that there was not found a long-run 
relationship between stock prices and consumer sentiment. However, once again 
this relationship is more closed to economic expectations rather than personal 
finances. 
 
Besides the previous study, also Kremer and Westermann (2004) studied the link 
between consumer’s confidence and stock returns in the Euro Area, achieving a 
positive relationship among them, under a VAR analysis. “As statistical causality 
seems to mainly run from stock prices to consumer sentiment, it is justified to qualify 
this empirical regularity as a confidence effect of stock markets. Such confidence 
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effect proved to be robust against inclusion of several control variables” to assess the 
robustness of the theory. Another conclusion of their investigation suggests that 
movements in confidence that stem from stock market shocks tend to be unrelated 
to future actual consumption. 
 
Turning to Portugal, which is one of the analysed countries in our work, one of the 
studies that examined the consumer’s confidence was pursued by Caleiro, Ramalho 
and Dionísio (2009) but when analyzing the factors underpin its formation, only 
electoral circumstances were assumed to be important. 
 
Despite the previous findings about the links between consumer confidence indices 
and share prices, as a consequence of consumers confidence increasing 
importance, confidence variables are being included as leading indicators in some 
indices, namely in the one that pretends to assess the business cycles analysis. In 
the case of US, some components of the Michigan index are specifically included in 
the Commerce Department's Index of Leading Economic Indicators, due to its 
characteristics of reflecting the economic conditions, which can precede or coincide 
with a recession (Throop, 1992).  
Throop (1992) points out some approaches for the links between confidence indices 
and the real economy, namely as a measurement of uncertainty or risk which 
comprises the possibility of job and/or income loss, defines optimism or pessimism 
about future economic conditions and also argues that consumer’s confidence is a 
significant forecaster of spending (Rational Expectations Permanent Income 
Hypothesis - REPIH). In this approach, since consumer sentiment moves along with 
current economical conditions, it is assumed to share a stable relationship with a few 
economic variables. On times of major economical or political events, like the Gulf 
War, however, consumer sentiment can move independently from current 
economical conditions, which is obviously expected, because it is a completely 
different background, providing useful information about future consumer’s 




Çelik and Özerke (2008) argue that consumer’s confidence is an early indicator of 
future rates of growth in an economy through the consumption channel, leading to a 
possible increase in economical growth. In the work of Fisher and Statman (2002) it 
is also stressed that “consumer’s confidence predicts economic activity (...) a 
component of the Index Leading Economic Indicators and it predicts household 
expenditures”. 
 
Continuing with the approach between consumer’s confidence and real economy, 
since it is often said that macroeconomic performance depends on confidence, but 
looking now into Japan, a study carried out by Utaka (2000) suggests that 
“consumer’s confidence has an effect on only very short-term economic 
fluctuations”, under a vector autoregression procedure. 
 
Although we are not analysing Australia in our study, it is always positive to present 
another reality to check if the traditional scope is also common. Indeed, it was 
achieved that “lagged values of consumer’s confidence on its own were found to 
have some predictive ability for forecasting consumption growth (...) greatly reduced 
when control variables – labour income, interest rates and stock prices – were 
introduced, suggesting that consumer’s confidence merely reflects economic 
conditions”, (Goh, 2003). 
 
Our second hypothesis under investigation, comes from the real side of the 
economy, whereas being industrial production one of the variables that constitutes 
the measure of a business cycle, it’s expected to have an effect in share prices 
evolution, and at the same time, the reverse relation should be explored in the extent 
that it could also be influenced by stock markets. 
Among other variables used in literature analysis, industrial production has assumed 
a very significant role in explaining stock markets evolution (Chen, Roll and Ross, 
1986; Fama, 1990; Bilson, Brailsford and Hooper, 2000; Binswanger, 2004; Lucey, 
Nejadmalayeri and Singh, 2008). However, in other empirical works, this relationship 
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does not provide a strong evidence (Flannery and Protopapadakis, 2002; Rapach, 
Wohar and Rangvid, 2004; Bredin and Hyde, 2005). Regarding these indicators, it’s 
also important to mention that there is not a specific literature that provides us the 
framework of a possible influence that stock market could have in measuring this 
indicator. 
In spite of its popularity, in practice industry analysis has received only limited 
attention in the finance academics (Chou, Ho and Ho, 2007). However we feel that 
there is an increasing concern to include this analysis to make a country’s approach 
more accurate, since there are large differences among them (Forbes and Chinn, 
2003; Hoshi and Kashyap, 2004; Bekaert, Hodrick and Zhang, 2005). And this idea 
is in fact followed by the recent developments the world has reached in technology, 
media, etc.  (Brooks and Del Negro, 2005), being that “industry factors have been 
growing with relative importance and may now dominate country factors” (Cavaglia, 
Brightman, Aked, 2000).  
The financial sector is by far the most important sector, having experienced 
worldwide major transformations in its operating environment, and normally presents 
a different behaviour when compared with other sectors (Tomé, 1998; Athanasoglou, 
Brissimis and Delis, 2005; Andersson and D’Agostino, 2008). Some other sectors 
also have a cyclical nature, and can also have implications to portfolio managers 
(Rolo, 2009). But it is also important to emphasize that industry influences the 
capture  of the extra-market correlations in stock returns, that could be neglected in 
a global index to explain the average stock returns (Hou and Robinson, 2003; Chan, 
Lakonishok and Swaminathan, 2007; Brooks, M., Boler and Richards, 2008). 
We hereby make another reference to the legal environment to which a country 
belongs, because this could also be a hint to help us situating the country in a 
hierarchy of a globalized world, where all the possible comparisons are countable, 
concerning similar characteristics, namely the degree of financial development (Beck, 
Demirgüç-Kunt and Maksimovic, 2004; Franks, et al., 2005; Tadesse and Kwok, 




As we started speaking about industrial production in the previous paragraphs, by 
presenting the consumer’s confidence and share price literature, we will continue, 
focused however on more specific arguments of this variable. The inspection of the 
business cycle properties of a composite leading indicator requires a benchmark, 
that is meant to reflect overall economical activity. Normally, real GDP or some 
industrial production index is used for this purpose. But, in a study for Austria, 
Bierbaumer-Polly (2010) concluded that business and consumer’s confidence 
surveys exhibit in general a strong positive leading correlation with the overall state of 
economic activity. Industrial production assumes an important role, belonging to a 
coincident business cycle index along with household consumption and staffing 
employment. These three variables represent the key macroeconomic developments, 
which are also analyzed by both the Centre for Economic Policy Research´s (CEPR) 
and the American NBER dating committees, as emphasized by Ard Den (2006). Of 
course that like our interpretation, some other studies interpreted this component of 
business cycle as being preponderant to analyze, like Canova, Ciccarelli and Ortega 
(2004), referring to them as “variables used by the NBER when deciding the state of 
the business cycle in the US, by the CEPR when deciding the state of the business 
cycle in the Euro area and by the Economic Cycle Research Institute (ECRI) when 
measuring business cycles around the world”. 
On the economic development side, industrial production is used as a possible proxy 
in Arestis, Demetriades and Luintel (2001) work, where it is shown that there is a 
bilateral causal relationship between banking sector development and economic 
growth, and a unidirectional causality between economical growth and stock market 
development. 
Taking the last sentence for conducting, like showed for other authors, industrial 
production is elected as a major indicator of real economic activity. In fact this 
macroeconomic variable is identified as an important manner of determine long-
horizon stock returns, with a bigger contribution than other variables like GNP or 
private investment (Fama, 1990). Among other variables used in their analysis, Chen, 
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Roll and Ross (1986) found out that industrial production was very significant in 
explaining stock returns. 
Many more authors used industrial production to carry out their research, finding a 
relationship between concurrent measures of US stock returns and this variable that 
was highly significant. In the case of Lucey, Nejadmalayeri and Singh (2008), 
assuming that US macroeconomic variables news could have consequences on 
stock market returns in other developed economies, they investigated this possible 
transmission, finding that, “among all the macro indicators, however, industrial 
production is the only one that affects stock returns in all countries significantly post 
announcement”, being this variable moreover capable of influencing return 
conditional volatilities.  
 
Sharing identical thinking on the role of this variable, Bilson, Brailsford and Hooper 
(2000) used industrial production to test indicators that are capable of explaining 
stock market returns, but this time on emerging countries, obtaining as conclusions 
that current stock levels are positively related to future levels of real activity, as 
measured by GDP or industrial production. 
 
As the previous authors’ findings create a consensual idea that there is a relationship 
between stock market returns and industrial production growth, Giannellis, 
Papadopoulos and Kanas (2008) warns that “policy makers should concern about 
financial instability and take steps in order to protect real activity from unexpected 
instability shocks”, reinforcing the influence that stock markets could have on 
industrial production side.  
By opposition, Flannery and Protopapadakis (2002), pretending to investigate which 
macroeconomic factors influence aggregate stock returns, surprisingly concluded 
that the two popular measures of aggregate economic activity, real GNP and 
industrial production do not appear among their risk factors. In fact, it was 
considered solid evidence the fact of the first mentioned variable being associated to 
lower return volatility and the industrial production has a similar but weaker pattern. 
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Agreeing with this thought, Bredin and Hyde (2005) obtained as main conclusions 
that “interest rate and inflation variables are strong determinants of stock returns, 
while evidence of the role of industrial production growth, dividend yields and oil 
prices is identified in individual cases”. This study was carried out using data from six 
countries: US, Japan, Canada, France, Germany and UK. Also in the investigation 
pursued by Rapach, Wohar and Rangvid (2004), “the evidence of predictive ability for 
the other macro variables is limited in most countries, especially with regard to 
industrial production and the unemployment rate”.  In their study the interest rates 
are the most regular predictors of stock returns across countries. 
Under a Vector Error Correction Model, the empirical investigation pursued by 
Binswanger (2004) indicates that when industrial production is used as variable to 
test the relationship between stock returns and economical activity, it’ expected to 
obtain a breakdown in the US economy, used as benchmark from a previous study, 
and this conclusions are equivalent in Japan and European countries, with the 
highlight that the last should be analysed in an aggregate level. Nevertheless, when 
industrial production is replaced by GDP for testing, the results are less pronounced 
than before.  
In a brief enhance made by OECD it was referred that consumers and business 
confidence show different cyclical evolutions and present in such periods precious 
complementary information for a better knowledge of the economic situation. The 
timing of turning points differ as well in certain cycles with in general a leading 
tendency for the business confidence variable, over the consumer’s one. 
The understand of the impact of confidence indicators and their effects on real 
activity (economically or financially), would also make possible to evaluate how the 
indicators of consumers and business confidence for both the US, Japan and the 
Euro area, dropped to their lowest levels in more than the last two decades, showing 
how badly the situation has recently become (Cecchetti, Kohler and Upper, 2009).  
From another corner and in an attempt of connecting expectations and the real 
economy with business confidence as an index more accurate of the first block of 
19 
 
predictors, the ability of business confidence indicators to explain, and in some 
cases, anticipate the behavior of manufacturing firms has been widely documented 
(Altissimo et al., 2001; Baffigi and Bassanetti, 2001; Carnazza and Parigi, 2001, and 
references cited therein). Zizza (2002) tries to forecast industrial production index for 
the euro area using VAR methodology, finding that business confidence behaves 
positively. More recently, Fichtner, Rüffer and Schnatz (2009) used OECD composite 
leading indicators finding that CLIs encompasses useful information for forecasting 
industrial production for a set of 11 industrialized countries, of which 8 were 
European countries, also under a VAR methodology. Results suggested that there is 
indeed a close correlation between the OECD aggregate CLI and, with some time 
shift, the annual rate of change in industrial production. The CLI anticipates 
movements in industrial production growth. 
 
In fact, a great deal of effort has been devoted in the last few years to obtain 
accurate forecasts of the industrial production index in many countries (Osborn et al., 
1999; Simpson et al., 2001). More recently, as result of the increased European 
economic integration and globalization, interest has been partly shifted towards 
predicting Euro-zone macroeconomic aggregates rather than national ones (Zizza, 
2002). For example, Bruno and Lupi (2003) using univariate models (ARMA and VAR)  
proposed a relatively simple procedure to predict Euro-zone industrial production 
using mostly data derived from the business surveys of the three major economies 
within the European Monetary Union. The overall results show fairly good forecasts 
performance up to six steps ahead.  
For all that has been said thus far about business and confidence indices, we should 
expect a closer relationship between business expectations and industrial 
production, meaning a higher influence between the two, rather than we should 
expect between consumer’s confidence and industrial production, since qualitative 
business confidence represent well known sources of information about the 
manufacturing sector (Bruno and Lupi, 2003).  This idea provides rationality to our 
third testable hypothesis. 
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As seen, previous literature concentrates on bivariate influences among the series we 
will be using in this study. As far as we know, our study is the first one that 
addresses this combined and crucial aspects of the influence transmitted into stock 
markets, and the impact that itself causes in the real economy: confidence variables, 
namely consumer’s and business confidence, as well as industrial production. A 
descriptive summary for the mainstream of our literature review is presented in 
Appendix 2, where the objectives of each investigation are included, the undertaken 
methodology, the used variables, the achieved results and also a reference if a VAR 





“When investors evaluate investments, they take all relevant 
information into account” (Mtulia, 2009) 
 
 
This study intends to achieve a better understanding of the stock market behavior, 
as an integrated part of the real economy worldwide. Our main purpose will be to 
test this behavior along the last decades, as a possible function of expectation 
variables, consumers and business confidence from one side, and of 
macroeconomic variables, such as industrial production, on the other hand.  
The data used for the analysis in this study include selected economic variables and 
share price data in a quarterly basis. All the relevant data has been compiled from the 
OECD1 database for seven European countries (France, Germany, Greece, Italy, 
Portugal, United Kingdom and Spain), and for Japan and United States. Since we 
cannot have missing data, like emphasized in Fair (2008), for all variables and 
countries, our common sample was reduced to 1985:Q1–2009:Q4 for some 
countries. However the main period sample should be considered starting in 
1978:Q1 until 2009:Q4. Peersman and Smets (2001) refer precisely this situation as 
being one of the costs of using expanded data sets is to handle with missing 
observations. 
Data spans used in the empirical estimation part (VAR analysis) changed for country 
and variable used, whereas all available data collected for each country has been 
used in the plots of variables performance over time . However, the period has been 
adjusted for each country and variable in terms of a common analysis period. As 
such, for France, Germany, Italy and United Kingdom, the study period goes from 
1985:Q1 until 2009:Q4; for United States, the larger data span, goes from 1978:Q2 
to 2009:Q4; for Greece from 1985:Q2 to 2009:Q4; for Portugal from 1988:Q2 to 
                                                          
1 For more details on the data used see the appendix. 
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2009:Q4; data for Spain goes from 1987:Q2 to 2009:Q4; and finally for Japan the 
data span covers the period 1982:Q2 – 2009:Q4. 
For stock price the data used i the general share price index (ps variable) for each of 
the countries under analysis. Share prices have the base Index for 2005 (=100) and 
represent all share indexes among countries. All data were collected in percentage 
on a quarterly basis. 
The economic variables used in the study were the industrial production index for 
each country, also gathered on a quarterly basis which represents the cumulative 
change in percentage, seasonally adjusted. In other words, the industrial production 
index (ip variable) is the growth rate of industrial production for each country. 
As such, all variables, except the sentiment indicators, are expressed as natural 
logarithms. In the case of OECD database, all variables were already converted and 
collected in US dollars (see Bartram, Griffin and Ng (2010) for the relevance of using 
the same basis). Instead, the denomination of a diversified world stock index in a 
given currency reflects in its fluctuations the general market risk with respect to this 
currency (Platen and Sidorowicz, 2007). 
The other variables under study are the consumer’s confidence index (cc variable) 
and the business confidence index (the bc variables) whose data are derived from 
monthly surveys and for each country individually, which are conducted by various 
national institutes.  
OECD confidence or expectations indices have the advantage of being highly 
monitored by practitioners and to be available for a wide variety of countries on a 
monthly basis and over a long time span (Camba-Mendez et al., 1999). 
Regarding confidence indices, these are in a monthly basis, and being a variable of 
ending month, we transformed it into quarterly data only using the values of the end 
of each month of the respective quarter. Like in Ottoo’s (1999) study, the VAR was 
also estimated with quarterly data. Also, in Utaka (2000) it is “shown that in the cases 
of quarterly data, consumer’s confidence has a significant effect on economic 
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fluctuations, whereas in the case of semiannual data, it has no effect. Namely, 
confidence itself has an effect on very short-term economic fluctuations, but in the 
long term, it does not affect the real economy, as sustained by standard neo-
classical economics.” Moreover, the reason for using quarterly data depends on the 
notion that higher frequency data usually exhibits serial correlation and due to data 
restrictions also. 
We would like to point out at this stage that, selecting variables was a difficult task, 
since we wanted to be sure that they were in fact the most relevant ones. Also, the 
number of used indicators was a concern, since the VAR model only makes sense 
with a restricted number of variables. In this sense, we agree to the message from 
the study carried out by Boivin and Ng (2003), which stresses exactly our last 
problem. They mention that the use of more series are less useful for forecasting 
purposes, and that more problems arise when using several variables given that it 
increases the probability of idiosyncratic errors to be cross-correlated. 
 
Finally, assenting with the former authors and with Kremer and Westermann (2004), 
reporting that “given that most studies involving consumer’s confidence indicator 
have been conducted on US data, it is tempting to take their findings as a 
benchmark”, as we will use, comparing the results in the empirical part. Moreover, 
Marcellino, Stock and Watson (2003) results suggest that “forecasts constructed by 
aggregating the country-specific models are more accurate than forecasts 
constructed using the aggregate data”, which can be an opinion either favorable to 








The chosen methodology to go further in our empirical investigation would be the 
result of a vector autoregressive (VAR) model, which was popularized in 
econometrics by Sims (1980) as a natural generalization of the invariable 
autoregressive models (Brooks, 2009, pp. 92-100). This model is being employed in 
several stock markets investigations, and in other macroeconomic studies, since one 
of its main advantages is to capture the dynamic relationships of the variables under 
interest, but also because it liberated the empirical economist from the need to 
separate (somewhat arbitrarily) macroeconomic variables into “endogenous" and 
“exogenous" and to impose “incredible restrictions" on the parameter estimates, in 
order to achieve identification in the simultaneous equations models. To be precise, 
several studies have used VAR methodology for measuring innovations in stock 
markets and respective linkages. Some references are Cutler, Poterba and Summers 
(1989); Eun and Shim (1989); Campbell (1991); Campbell and Ammer (1993); Otoo 
(1999); Utaka (2000); Arestis, Peersman and Smets (2001); Arestis, Demetriades and 
Luintel (2001); Gallagher and Taylor (2002); Andrade (2003); Bruno and Lupi (2003); 
Kremer and Westermann (2004); Eickmeier (2004); Dritsaki and Bargiota (2006); 
Balke and Wohar (2006); Égerta and Kocendab (2007); Kilian and Park (2007); Fair 
(2008); Belke, Beckmann and Kuhl (2009); Fichtner, Rüffer and Schnatz (2009); 
Guidolin and Hyde (2010); among others. 
 
This chapter presents a formal derivation of the VAR model, and inclusively a multi-
step approach that needs to be assured in order to reach truthful results with this 
procedure, respecting the econometrician theory. That is to say, it would be 
discussed techniques such as unit-root tests, impulse response functions (IRFs) and 
variance decomposition (VD), applied to examine the statistical properties of the 
variables, such as stationary and/or degree of integration, short-run relationships, 
speed of adjustment back to long-run equilibrium state once the system is shocked 




4.1 Model specification 
 
While it is informative to visually inspect the data in order to gain intuition about the 
relationship among the various series, much more can be gained from a rigorous 
statistical analysis of the system. There are many different ways in which the 
variables relation could be estimated. Here, the data-driven vector autoregressive 
(VAR) model is used.  
Several features of the VAR model make it appropriate in this context. First, VARs 
allow for the estimation of a reduced-form dynamic relationship among a system of 
endogenous variables, conditional on exogenous variables (mostly lagged values of 
the endogenous one’s). Dynamic considerations are also important in explaining the 
relationship among the series, as shown in the related empirical work referenced 
above in the literature review. Second, the method and estimation is simple, and one 
does not have to worry about determining which variables are endogenous and 
which are exogenous, being all variables treated as endogenous and the usual OLS 
method can be applied to each equation. Third, the forecasts obtained by this 
method are in many cases better than those obtained from the more complex 
simultaneous-equation model. Finally, from the estimation of VARs, impulse response 
functions can be estimated. 
In fact, since the individual coefficients in the estimated VAR models are often difficult 
to interpret, the practitioners of this technique often estimate the so-called impulse 
response function (IRF). These trace out the response of the dependent variable in 
the VAR system to shocks in the error term, and traces out the impact of such 
shocks for several periods in the future. More precisely, IRFs show how a shock to a 
given endogenous variable impacts the expected future values of the variables in the 
system. In the context of the present work, it can be seen through the IRF how a 
shock to confidence indices impact stock market prices while accounting for the 




Given the order of the integration of the variables2 used, a general VAR specification 
can be formulated. The vector autoregressive (VAR) is commonly used for 
forecasting systems of interrelated time series and for analyzing the dynamic impact 
of random disturbances on the system of variables. The VAR approach sidesteps the 
need for modelling by treating each variable as endogenous in the system. The term 
autoregressive is due to the appearance of the lagged values of the dependent 
variable on the right-hand side and the term vector is due to the fact that a vector of 
two (or more) variables is included in the system. Strictly speaking, in a p-variable 
VAR model, all the p variables should be (joint) stationary. If they are not stationary, 
we have to transform (usually by first differencing) the data appropriately. We do not 
have to worry about this in the present setting since results revealed the data 
stationarity, as will be analyzed in the next chapter. 
The mathematical representation of a VAR system is: 
tkttt yAAyAy ε++++= −− '...10          (4.1.1) 





































































































































































































































      (4.1.2) 
where p is the number of variables to be considered in the system, k is the number 
of lags to be considered in the system, yt, yt-1,...,yt-k are the 1xp vector of variables, 
and the A, ... and A’ are the pxp matrices of coefficients to be estimated, being A0 
                                                          
2 Please see the following sections in the present chapter, namely unit root tests. 
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the vector of constants which will be represented by c, εt is a 1xp vector of 
innovations that may be contemporaneously correlated but are uncorrelated with 
their own lagged values and uncorrelated with all of the right-hand side variables. 
Since there are only lagged values of the endogenous variables appearing on the 
right-hand side of the equations, simultaneity is not an issue and OLS yields 
consistent estimates. Furthermore, even though the innovations may be 
contemporaneously correlated, OLS is efficient and equivalent to GLS since all 
equations have identical regressors. In our case we will simply use OLS given this 
fact is verified3.  
We want to explore the impacts of expectations indices on stock market indices. But 
since we use two different confidence indices, we will estimate a different VAR model 
for each index and country, which we will label Model 1 and Model 2. Model 1 
contains as endogenous variables the stock market index for each country (ps), its 
own industrial production index (ip) and the consumer confidence index (cc) for that 
country: y’t = (pst, ipt, cct). Model 2 is estimated on the set of variables stock market 
index for each country (ps), its own industrial production index (ip) and the respective 
business confidence index (bc): y’t = (pst, ipt, bct). 











































































































































   (4.1.3) 
where aij,..., bij and ci are the parameters to be estimated, depending on the number 
of lags (k) included (which vary depending on the country), and i stands for the 
country where i = FR, GE, GR, IT, JP, PT, SP, UK and US. The εi’s are the stochastic 
error terms and are called innovations or shocks in the language of VAR.  
                                                          
3
 However, it must be referred that although OLS is normally used in the majority of the empirical studies, some 
others indicate that the parameters should be jointly estimated by Generalized Method of Moments (GMM), 
identical to OLS but with a heteroskedasticity consistent variance-covariance matrix for the entire set of 
parameters (Campbell and Ammer, 1993). 
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   (4.1.4) 
where the specifications are the same as above. Before estimate the VAR, we have 
to decide the maximum lag lengths, k, to generate the white noise of error terms 
(Otoo 1999; Kremer and Westermann, 2004; Dritsaki and Bargiota, 2005). We have 
based the decision on the smallest value of the Akaike (AIC) and Schwartz (BIC) of 
the VAR to determine the appropriate number of lags. Results pointed out for the 
following: Greece (GR), Italy (IT) and Portugal (PT) have been specified with p=1; 
France (FR), Germany (GE), United Kingdom (UK) and United States (US) have been 
specified with p=2; Spain (SP) appropriate choice revealed a p=3; and finally for 
Japan (JP) results indicated a number of lags equal to 4. 
 
4.2 Descriptive statistics 
This topic gives special attention to the analysis that should be done in a first stage, 
with the basic econometrician properties and that would be presented in the 
empirical results chapter. That is to say, a visual graphic display should be presented 
in order to verify, in the beginning, the stationary of the variables, and the variation 
they present, which have influence in the mean, minimum, maximum and standard 
deviation values. 
Under the assumption that the disturbances are normally distributed, which recall us 
that the normality assumption (ut ∼ N(0, σ2)) is required in order to conduct single or 
joint hypothesis tests about the model parameters, the Jarque-Bera (JB) test results 
of normality are presented. These compute the skewness and kurtosis measures of 
the OLS residuals, where skewness measures the extent to which a distribution is 
not symmetric about its mean value and kurtosis measures how fat the tails of the 
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distribution are. It’s used the following statistic test (Gujarati, 2003, pp.148-149; 














nJB         (4.2.1) 
Where, n = sample size, s = skewness coefficient, and k = kurtosis coefficient. For a 
normally distributed variable, s = 0 and k = 3, the value of the JB statistic is expected 
to be 0. The previous equation follows the chi-square distribution with 2 degrees of 
freedom. JB uses the property of a normally distributed random variable that the 
entire distribution is characterized by the first two moments – the mean and the 
variance. 
Furthermore to achieve the correlation between variables it’s necessary to obtain a 
correlation matrix which exhibit how strong a correlation could be, as well the signs 
that is expected to obtain according to the theory. 
 
4.3 Unit Root Tests 
The unit root process has special meaning in economic time series. Shock to a non-
stationary time series has a permanent effect: the mean of the variables, µ does not 
return to its long-term value, that is to say E[Xt] ≠ µ for all t, and the variance, Var(Xt), 
is time-dependent, that is Var(Xt)  ≠ ∞ as t →∞, and the autocorrelation, Cov(Xt;Xt+1) 
does not decay over time, that is to say Cov (Xt;Xt+1) = E[(Xt - µ)(Xt+1 + µ)] ≠γk for all t 
and k. Whenever a time series exhibits any of the above characteristics, it has unit 
root. 
To address the topic of the degree of integration, three unit root tests have been 
used: the Augmented Dickey-Fuller test (ADF), the Phillips-Perron test (PP) as well as 
the Kwiatkowski-Phillips-Schmidt-Shin test (KPSS). The former two tests are based 
on the null hypothesis of non-stationarity of the tested time-series, whereas the latter 
test on the null hypothesis of stationarity. With these, we investigate the robustness 
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of unit root test results with respect to the alternative null. Since results were the 
same for the three tests, allowing us to reach the same conclusions we end up 
presenting only the ADF results. 
There exist an increasing number of unit roots identification tests, but in general, the 
procedure in all of them is to test whether the variable, Xt, is stationary. A time series 
could be non-stationary because of random walk, drift, or trend. Dickey and Fuller 
(1979) tests are conducted within the context of three distinct types of data 
generating processes of a series Xt: a pure random walk, a random walk with drift, 
and the combination of a deterministic trend, random walk and drift, (Enders, 2004). 
 
ttt XtX ερφµ +++= −1           (4.3.1) 
 
All three types of data-generating processes can be represented by equation (4.3.1), 
were we assume that ε is a white noise residual. The tests are focused on testing the 
value of ρ. If ρ is equal to 1, X is non-stationary, shocks from past period have 
permanent effect on the future values of X, the variance of X goes to infinity as t 
increases, and autocorrelation does not decay. If ρ is less than 1, X is stationary and 
there is no unit root problem.  
 
In a VAR model, all the variables should be (jointly) stationary. If that is not the case, 
we will have to appropriately transform the data by first-differencing if they are not 
already stationary in the level form, being this, the solution to the unit root problem 
pointed out by Dickey and Fuller (1979). The use of the level form or the first 
difference form is often used in empirical analysis, because, besides the relationship 
between variables in the level form, we may be interested in their linkage in the 
growth form, as we use for share prices and industrial production. They consider 
three models with deterministic regressors to test the presence of a unit root.  
To see this, we can transform equation (4.3.1) in the following form: 




where ∆Xt = Xt - Xt-1 and κ =ρ-1. Now, the test of whether ρ=1, is transformed to test 
of whether κ =0. If κ =0, the Xt time series contains a unit root. On the other hand, if 
κ < 0, which implies ρ<1, the Xt is said to possess weak stationarity. The procedure 
involves testing for H0: κ =1. If H0 is rejected, the series is stationary.  
 
For higher-order serial correlation in the series it is performed an Augmented Dickey 








11 εγκφµ         (4.3.3) 
 
The ADF test follows the same testing procedure as the one described for the 
Dickey-Fuller test. The null hypothesis of the data generated by the restricted model 
is tested against the alternative hypothesis of the data generated by the unrestricted 
model. The ADF test involves selecting the right order of autoregressive system, p, to 
ensure that the residuals are i.i.d. 
On the other hand, ADF has been commonly criticized for its bias toward the null 
hypothesis of a unit root and its little power when the data contain either a near-unity 
autoregressive root or a moving-average root. Since this issue is extremely important 
to examine the stationarity of a time series, because a non-stationary regressor 
invalidates many standard empirical results, it should also be tested the presence of 
unit roots using analogous tests. Philips-Perron Philips and Peron (1988) (henceforth 
PP) offer an alternative way of testing for stationarity by using a nonparametric test 
that tolerates some level of heterogeneity and serial correlation in the innovations, 
preferred if the residuals display serial correlation. Also, Kwiatkowski et al. (1992) 
proposed a test which sets the stationarity of the series as a null hypothesis H0 and 
the alternative H1 is a unit root. This test is also known as KPSS (Campbell and 
Ammer, 1993; Siklos and Ng, 1998; Dritsaki and Bargiota, 2005; Belke, Beckmann 

















           (4.3.4) 
 
Where, Yt is a pure random walk with variance ,   ∼ 	
0,  and  it is a 
stationary process; A’ is a transposed vector of the coefficients of the deterministic 
trend Dt. Under KPSS test H0:  = 0. This implies Yt is constant term and in turn, 
causes Xt to be stationary. The KPSS test allows for some heteroskedasticity and 
assumes that the variance is not infinite. 
 
All three types of data generating processes assume that ε is a white noise residual, 
and the tests are focused on testing the value of ρ. As already mentioned, if ρ is 
equal to 1, X is non-stationary, shocks from past period have permanent effect on 
the future values of X, the variance of X goes to infinity as t increases, and 
autocorrelation does not decay. If ρ is less than 1, X is stationary and there is no unit 
root problem. Currently, there are a growing number of unit root tests and no 
consensus among empirical macroeconomic researchers that favors one of these 
tests.  
 
4.4 Cointegration tests 
 
Continuing with the report of the procedure, a test for co-integration must be thought 
as a way of avoiding the ‘‘spurious regression’’ situations, pursued by Johansen 
technique like highlighted in some other investigations (Granger, 1986). Since the 
lagged dependent variables are being treated as regressors, and to prevent the 
mentioned problem, is preferable to assume differenced data using logarithms for 
having stationary series, when variables levels are revealed not to be stationary 
(Koop, 2008, Dritsaki and Bargiota, 2005, Kremer and Westermann, 2004, Otto, 
1999). The cointegration procedure was developed by Johansen and Juselius (1990) 
being used to test the long run equilibrium relationship between the variables. This 
method uses likelihood ratio test to determine the number of cointegrating 
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relationships, which may exist between the variables. If the hypothesis of no 
cointegration is rejected, then a stable long-run relationship between stock index and 
related variables does exist. As the objective of this study is to find solely the short-
run relationship between the economic variables and the stock index, we leave long-
run equilibrium relationships as well as long-term dynamics4 for a future work. 
 
4.5 Tests for Lag Length 
Another crucial issue in the pursuing of this methodology is the choice of the 
appropriate number of lags length. Some authors elect as indicator the Likelihood 
Ratio (LR) statistic test (Otoo, 1999; Andrade, 2003; Dritsaki and Bargiota, 2005), but 
for others, it’s also carried the minimization of the Akaike or Schwarz Information 
Criterion (AIC or SIC) to make a more precise judge. This is an important practical 
question because the inclusion of excessive lags will consume degrees of freedom, 
not to mention introducing the possibility of multi co-linearity, but also too few lags 
will lead to specification errors. 
Between the different ways of determining the number of lagged differences, the 
most commonly accepted manner of selecting the “right" order p is by using 
information criterion like the Akaike Information Criterion (AIC) or Schwarz Information 
Criterion (SIC). Alternatively, the number of lagged differences may be based on a 
sequential testing procedure which reduces the order p sequentially by eliminating 
the order with insignificant coefficients. In both testing procedures, the upper bound 
of p is determined by the data frequency, usually 4 lags for quarterly data and 12 
lags for monthly data. To select the order, p, in the above equations, we will be using 
the AIC with the maximum 4 lags, which is computed as: 
                                                          
4 In order to examine another statistical property of the variables, in long term equilibrium relationships, as 
causality, we can employ Granger causality tests, which enable to identify leading, lagging and coincident 
economic factors for the stock market performance among the different countries under analysis. We also leave it 



























pi         (4.5.1) 
In some other investigations it’s simultaneously presented a comparison between the 
mentioned criteria to decide afterwards, which is the most accurate, that could 
conduct to a further test, given the need to keep the VAR model parsimonious, as it 
is the case of the Wald test and the Chi-squared ( χ2), for seeing the joint significance 
of an additional lag and then providing strong evidence of the number that in fact 
should be accepted (Campbell and Ammer, 1993; Utaka, 2000; Arestis, Demetriades 
and Luintel, 2001; Gallagher and Taylor, 2002; Gujarati, 2003; Dritsaki and Bargiota, 
2005; Belke, Beckmann and Kuhl, 2009). Moreover, it is necessary to be careful, 
because “the variance decomposition for stock returns is quite robust to changes in 
VAR lag length and data frequency” (Campbell, 1991). 
 
4.6 Impulse Response Functions 
 
From the VAR model estimates we can derive IRFs, as previously noticed. Impulse 
response functions can be used to produce the time path of the dependent variables 
in the VAR, to shocks from all the explanatory variables. If the system of equations is 
stable, any shock should decline to zero; an unstable system would produce an 
explosive time path. IRFs to be presented in the empirical estimation results part 
outline the effect of a one-time shock to one of the innovations on current and future 
values of the endogenous variables. Given the innovations are contemporaneously 
uncorrelated, interpretation of the impulse response is simple: the ith innovation is 
simply a shock to the ith endogenous variable.  



















          (4.6.1) 
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)()...( 21 BBABABAII pp Φ−−−−=         (4.6.2) 
where cov(εt)=∑, Φ i is the MA coefficients measuring the impulse response. More 
precisely, Φ jk,i represents the response of variable j to an unit impulse in variable k 
occurring ith periods ago. For economic analysis, IRFs are used to evaluate the 
effectiveness of a policy change. In our estimation, they represent the dynamic 
multiplier of the unique effect of one unit change in price shares growth, changes in 
industrial production and in consumer’s confidence at time t on the model at time 
t+s. 
 
Shocks are essential to offer us the whole frame of our investigation. Opening with 
the IRF elucidation, a unit shock is applied to the error from each equation 
separately, and the effects leading the VAR system are felt over time. Thus, if there 
are n variables in a system, a total of n2 impulse responses could be generated. The 
way that this is achieved in practice is by expressing the VAR model as a vector 
moving average (VMA). Assuming a stationary system, the shock should gradually 
die away (Gujarati, 2003; Andrade, 2003; Brooks, 2009). 
In practice, the IRF would provide us a complete picture of the size and time profile 
of the reaction of consumer’s confidence to a typical (i.e. one standard deviation) 
independent (i.e. orthogonal to confidence shocks) one-time shock in share prices 
with identical assumption for the other variables of our system. Afterwards, the 
innovations are orthogonalized to all equations via a Cholesky decomposition of the 
residual variance-covariance matrix. 
Using the lag-polynomial A(L) we can write system (4.1.1) in a more compact form 




1 )()( −− +=           (4.6.3) 
Where A0 = B-1Γ0, A1 = B-1Γ(L) and νt = B-1εt, being Γ(L) a matrix of polynomials in the 
lag operator, such that Γ(L) = Γ0 + Γ1L + Γ2L2 + … + ΓpLp and t = 1,…,T, where it is 
assumed matrix B-1 exists. 
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Assuming the VAR model covariance stationary, it has infinite non structural vector 
moving average representation (VMA) for yt. Using the lag operator, the reduced form 
VAR(p) model, equation (4.6.3), can be re-written as a VMA model (4.6.4), also 
known as the Wold representation of the reduced form VAR. The VMA 
representation of the VAR model expresses the set of endogenous variables, yt, as a 
linear function of current and past innovations, vt, and can be expressed in the 
following more explicit form, given by: 
...)2()1()0( 21 ++++= −− tttt vvvy ψψψµ         (4.6.4) 
Setting ψ (L) = ψ 0L0 + ψ 1L1 + ψ 2L2 + … + ψ pLp, equation (4.6.4), the VMA 
representation, becomes: 
tt Ly εψµ )(+=            (4.6.5) 
where µ= (I – A1)-1 = ∑∞k=0 ψ kLk = ∑∞k=0 Ak1Lk, ψ k = A1ψ k-1 
The vector moving average (VMA) representation of the system of endogenous 
variables, yt, is founded on an infinite moving average of the exogenous shocks, εt. 
Substituting  =  into (4.6.5), we obtain: 



















       (4.6.7) 
where, 




Φ = ≠ ,Φ = Φ , and the coefficient matrix Φ is interpreted as a 
matrix of impulse responses of dynamic multipliers. For example, equations (4.6.11 
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to 4.6.13) represent the dynamic multiplier of the unique effect of one unit change in 
price shares growth, changes in industrial production and in consumer’s confidence 
at time t on our model at time t+s. 
 












        + … + +φ' φ' φ,'φ' φ' φ,'
φ,' φ,' φ,,'
- $&','(&,')),'*+…           (4.6.8) 
 
Thus, the impulse response functions 3x3 matrix, φs, with elements φ(./' can be 
derived as follows, 
 012340567,2 = φ(,/'         (4.6.9) 
 
Where φ(,/' there is an element of the matrix φs, located at the row i and column j. φ(,/' 
it is called the impact multiplier, whose value measures the effect of a one unit 
increase in the error term /, at time t of the variable xj on the value of the same 
variable at period t+s, xt+s, keeping all other error terms in vector   constant. The 
effect of a one unit increase in the error term /, at time t over the period of time s, is 
measured by the impulse response function φi,j(s). The impulse response function is a 
standard tool for plotting the response of a variable xj to one unit innovations φj 
against the time line. The accumulated response of an exogenous variable xj to one 
unit innovations, / , is called a cumulative impulse response function, ∑ φ(,/'9'  . It is 
a standard tool for plotting the total (over time) effect of an innovation for a specific 
time period, t to t+s. The impulse response functions of the share prices at time t+s 
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to the various innovations in the variables entering in this model are given by equation 
(4.6.10): 
 01:4,2340562 =  φ/'                  (4.6.10) 01:4,23405:4,2 =  φ,'                   (4.6.11) 
 
01:4,234057:,2 =  φ,'        (4.6.12) 01:4,23405;;,2 =  φ,,'         (4.6.13) 
 
4.7 Variance Decomposition 
 
Variance decompositions (VD) are an alternative method to the impulse response 
functions for examining the effects of shocks to the dependent variables. This 
technique determines how much of the forecast error variance for any variable in a 
system is explained by innovations to each explanatory variable, over a series of time 
horizons. The result will be dependent on the order in which the equations are 
estimated in the model and in this work the ordering was: stock market index, 
industrial production index and expectations indices (consumer confidence in Model 
1, first and business confidence for Model 2, after). 
Therefore, VDs provide the proportion of the movements in the dependent variable 
that is due to their ‘own’ shocks versus shocks to the other variables, determining 
how much of the s-step forward forecast error variance of a particular variable is 
clarified by innovations to each explanatory variable. To identify the shocks, the 
standard Cholesky decomposition is applied for different orderings of the variables. 
Indeed, for the majority of the authors the order of the variables is important for 
calculating IRF and variance decompositions, which is more relevant in the case of 
highly correlated residuals from an estimated equation (Campbell and Ammer, 1993; 
Brooks, 2009). The results obtained with Kremer and Westermann (2004) 
investigation suggest that the stock market shocks are contemporaneously (linearly) 
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independent from all other shocks, whilst consumer’s confidence shocks are 
acceptable to respond contemporaneously to shocks in all other variables.  
 
In sum, the variance decomposition analysis, just as the impulse response analysis, 
is a standard tool of the VAR modeling. Its main function is to attribute the shares of 
the forecast variance of each of the endogenous variables entering the VAR model to 
each of the structural (exogenous) shocks. As such, they provide the proportion of 
the movements in the dependent variable that is due to their ‘own’ shocks versus 
shocks to the other variables, determining how much of the s-step forward forecast 
error variance of a particular variable is clarified by innovations to each explanatory 
variable.  
Formally, we can derive the variance decomposition form of our model with p = 1 in 
the following way, as given by equation (4.7.1). 
< = Γ + Γ< +           (4.7.1) 
Let us update equation (4.7.1) by one period, as in (4.7.2): 
< = Γ + Γ< +              (4.7.2) 
Now, let us take the conditional expectations of yt+1, as in (4.7.3): 
=><?@ = Γ + Γ<           (4.7.3) 
Thus, the consecutive period's error is given by (4.7.4). 
<? − =><?@ =                (4.7.4) 
Similarly, using the VMA presentation of the VAR, we can derive the n-period 
forecast error, as in equation (4.7.5): 
<?B − =><?B@ =  ∑ φ(B( ?B(         (4.7.5) 
In particular, the n period forecast error of the price shares model with a vector of 




 ?B − => ?B@ = φ310&',?B + φ311&',?B + ⋯ + φ31D − 1&',? + φ320(&,?B + φ321(&,?B + ⋯ + φ32D − 1(&,? +  φ330(&,?B +
φ331(&,?B + ⋯ + φ33D − 1(&,?           (4.7.6) 
The same would be done for y’t = (pst, ipt, bct). Thus the n period forecast error 
variance of the share prices can be denoted as  
 
Similarly, we can derive the n period forecast error variance of the industrial  
production, ipt+n, denoted as (&D, the n period forecast error variance of the 
change in consumer’s confidence, cct+n, denoted as ))D, and the n period 
forecast error variance of the change in business confidence, bct+n, denoted as F)D. 
 
4.8 Positive and negative features of VAR 
Concluding this chapter, where we described the methodology that we will be 
following to empirically test our hypotheses, we are conscientious that the VAR 
model has important advantages, which is why we choose it, but some 
disadvantages are also pointed out. On the positive side5, several investigators 
advocate this procedure given its excellent forecasting performance, being a good 
idea to save part of the sample to see how the estimated model forecasts the 
observations that were not included before. There are two kinds of forecast, namely 
the out-of-sample and the recursive one, where the first one is focused in predicting 
the future and the other one is interested in seeing how our model would have guess 
in the past (Gujarati, 2003; Koop, 2008).  
                                                          




Further authors refer other advantages specifically that this is a simple model where 
the equations can be estimated by OLS, and do not need much a priori knowledge 
not even of the restrictions on the structure relationships, allowing a flexible approach 
(Eun and Shim, 1989; Kremer and Westermann, 2004). Nevertheless it is important 
to note the critics that are heading for the VAR as a result of a simplest construction 
methodology, which is not heavily theory supported like in other macroeconomic 
events, using less prior information (Gujarati, 2003; Koop, 2008). 
Another disadvantage is the fact that the VAR model is a-theoretic because it uses 
less prior information. In simultaneous equation models, exclusion or inclusion of 
certain variables plays a crucial role in the identification of the model. 
Last but not least, it is crucial to keep in mind and inclusively to adopt Fair (2008) 
philosophy where it’s emphasised that “agents’ expectations are not forced to be 
exactly the VAR equations’ predictions. The VAR equations may be just one input 
into the expectations process.” Despite the critics this methodology has been 
receiving precious achievements in the literature due to its fruitful advantages which 




5. Empirical results 
 
“Over the past twenty years, the role of the stock market has 
substantially increased in many industrialized countries (...) stimulated 
research into the linkages between the stock market and the real 
economy”  
(Jansen and Nahuis, 2002) 
 
5.1 Framework 
The research presented in this work intends to contribute to the empirical literature 
on stock markets and to expand the empirical testing based on the importance of 
assumptions regarding the confidence channel and the industrial production level. In 
this chapter we focus our attention in the results obtained with this investigation6, 
under a VAR model, presenting simultaneously a brief comparison with previous 
studies on this matter, to accomplish an improved knowledge of the whole 
framework. 
Since we have a sample of nine countries, it’s important that the presented results 
offer us a transversal comparison from the impulse responses functions and variance 
decompositions obtained due to shocks in the investigated variables. 
 
5.2 Data and tests 
 
5.2.1 Variables performance across time 
 
This topic offers special attention to the performance of the selected variables across 
time, giving us an immediately idea of stationary properties, along with other features, 
namely the lags used, as well the sample period. Moreover it’s possible to 
accomplish the possible linearity behaviour of the variables in Figures 5.1 to 5.9 
                                                          
6 The used software package was Matlab. 
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where it is plotted the behaviour of each one. These show the variables performance 
across time, one for each country, namely France, Germany, Greece, Italy, Japan, 
Portugal, Spain, United Kingdom and United States, respectively. 
A closer look at the variables provide us the perception of how deep was the crisis 
that started in 2008 until nowadays, and that turned out enhancing the importance of 
the current investigation, where the variables in the majority of the countries, besides 
stock markets, evidence it’s lower growth value in history. But also other events 
across time contributed essentially to some confidence peaks and some irregularities 
on stock markets evolution. If we attend some historical date events from the MSCI 
World Index, we notice that they are very well marked in the graphs, being possible 
to figure out the variables feedback in a general setting, namely: 1979 – Iran takes 
US hostages in Tehran; 1987 – Black Monday, marking the biggest single-day drop 
in Wall Street’s history; 1989 – Japanese Bubble Bursts, where a five-year period 
was followed of massive speculative investing in Japanese markets; 1990 – US 
Recession for four years, with deficit hitting a record of 5 percent of GDP in 1992; 
1991 – first Gulf War; 1993 – World Trade Center bombing, dropping several 
indicators, and special the confidence ones; 1999 – Euro introduced as new 
European currency; 2000 – Dot-Com bubble burst; 2003 – second Gulf War and 
slowdown of the US economy; 2007 – Subprime mortgage meltdown; 2008 – NBER 
announces US recession began in December 2007, FED cuts key interest rate to 
near zero, auto makers bailed out by Federal Government, investment banks fail, and 
worldwide this scenario was being repeated.  
In general, stock market price indices show an increasing trend throughout the years 
with the highly visible “crashes” during 2003-2004 and 2008-2009. It is also noticed 
that business and consumer’s indices period decreases coincide with those of the 




Figure 5.1: France – Variables performance across time 
 
These markets differ on their underlying production structure. The growth rate of 
industrial production is shown to be very volatile with a huge decrease from 2008 
onwards reaching negative values. This is in fact true for all the countries, being 
Japan the most affected, followed by Germany. This decrease was also 
accompanied by confidence indices. However, this high decrease in industrial 
production is easily explained by the subprime crisis that was spread out to the entire 
world. The years of 1987, 1993, 2001, 2003 and 2008 are time periods that included 






Figure 5.2: Germany – Variables performance across time 
 
 
Figure 5.3: Greece – Variables performance across time 
 
Consumer and business sentiment are a mixture of expectations and psychological 
factors. Expectations could be influenced by unemployment, interest rates, stock 
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markets, income and wealth, and this explains the inclusion of industrial production 








It should be noted that among all the countries under investigation the Japanese 
stock market index is the one that shows a less volatile behaviour, as such showing 




Figure 5.5: Japan – Variables performance across time 
 
 





Moreover, with the decrease of industrial production, all the previously mentioned 
variables will end up influenced, and this impact individually assessed, confirming our 
initial predictions.  
 
Figure 5.7: Spain – Variables performance across time 
 
 
Figure 5.8: United Kingdom – Variables performance across time 
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Therefore, we can see in these graphs the similar behaviour among the series, which 
reflect these similar patterns and their correlation. As plotted, decreases in 
confidence indices occur almost at the same time as those of industrial production 
and stock market indices, and this only by visual inspection, confirming our main 
assumptions referred already. 
 
 
Figure 5.9: United States – Variables performance across time 
 
As such, confidence indices seem to display a strong relationship with real variables 
like industrial production and share prices. We should not even forget that willingness 
to buy, produce or consume is just consumer’s and producer’s expectations about 
future income flows. But this individual and business willingness to buy or produce 









5.2.2 Descriptive Statistics 
 
We therefore proceed in this section by giving some descriptive statistics on the 
variables used for each country. 
Summary statistics for all of the variables entering in the current model (second 
column of Table 5.1), are presented in Table 5.1, by country. The measures that 
contribute for the referred tables are the usually presented in other studies, as the 
mean, median, maximum and minimum values, with the associated standard 
deviation, along with the skewness and kurtosis that enter in the calculations of 
Jarque-Bera test, and in addition what is the probability assured, plus the number of 
observations included. 
 
Regarding the variables presented in Figures 5.1 to 5.9, since they have non-
constant means, we can achieve conclusions attending their stationary. On the 
subject of the standard deviation is possible to obtain a small range for share prices, 
increased on industrial production, both measured in growth terms. Concerning 
consumers and business variables, since they are here presented in levels, as an 
index, the absolute values are stronger if compared with the other ones. 
 
On Jarque-Bera results what is pretended to assess is the normality of the residuals, 
under the null hypothesis. As already referred in the methodology, it’s expected to 
attain for a normally distributed variable a skewness of zero and a kurtosis of three, 
which by consequence produced a zero value for the JB test. However since the 
variables of our sample are all very different from zero, we can reject the hypothesis 
that the residuals are normally distributed. The lowest value around zero is obtained 
by Portugal in share prices variables, assuming a probability of 79 percent. The 
associated JB p-values, when bellow the 5 percent significance level, also indicates 
that the test rejects the null that the distribution is normal for the stock market index 
and industrial production index in general. This p-value even held high probabilities in 
the cases of Italy with around 30 percent in share prices and consumer’s confidence, 
and for Spain 30 percent in share prices.  
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Through the exception of Greece, for the rest of the countries the sentiment variables 
show the lowest amount if compared with the other variables, though the normality 
isn’t achieved. Regarding kurtosis measures which give information of how fat the 
tails of the distribution are and more peak at the mean, industrial production is 
responsible for obtaining the uppermost values in the cases of Germany and Japan, 
around 20, 32 respectively; only US has identical values in share prices, roughly 12. 
However as emphasized by Brooks (2008, pp. 161-163) a leptokurtic distribution is 
far more likely to characterize financial and economic time series. 
 
The average quarterly index returns, for all the markets, are positive, being equal for 
UK and US (0,020) and for Germany and Portugal (0,013). Mean returns are shown 
to be higher for Greece (0,041) and lower for Japan (0,007), while being similar for 
France (0,023), Italy (0,025) and Spain (0,027) during the study period for each of the 
respective market. Greece and Italy are shown to have higher volatilities, as 
measured by standard deviation, of 17,3% and 11,2%, respectively. The markets 
which show the lowest volatility values are those better established and developed in 
financial terms, as UK and the US market. 
The average index of industrial production in the US market is 0,488 (the highest) 
with a maximum of 3,9 and a minimum of -5,1. This means that the American 
industrial production index grows on average 48,8% during the sample period, while 
the European and the Japanese growth rates were by far more sustained. All series 
exhibit skewness and excess kurtosis despite the country under examination, being 
stock markets returns negatively skewed for the majority of the countries, namely 











We can also infer from these tables that business and consumer’s indices have a 
very similar volatile behaviour among countries, where surprisingly business 
confidence maximum value is higher for Portugal (107,144) than those of UK 
(107,015) and US (105,931). Also, the means of both indices are very similar 
between the countries, and the distribution of confidence indices has tails (skewness 
is equivalent to fat tails) and peaks (kurtosis is equivalent to sharper peaks) similar to 




Country Variable Mean Median Maximum Minimum Std. Dev. Skewness Kurtosis Jarque-Bera Probability Observations
France 0.023 0.038 0.227 -0.325 0.092 -0.836 4.692 26.131 0.000 127
Germany 0.013 0.012 0.209 -0.362 0.093 -1.164 5.836 62.863 0.000 127
Greece 0.041 0.018 0.631 -0.505 0.173 0.377 4.681 10.837 0.004 99
Italy 0.025 0.027 0.348 -0.304 0.112 0.172 3.680 2.199 0.333 127
Japan 0.007 0.018 0.197 -0.354 0.086 -0.570 4.807 20.363 0.000 127
Portugal 0.013 0.022 0.242 -0.279 0.102 -0.166 3.327 0.475 0.789 87
Spain 0.027 0.021 0.355 -0.235 0.100 0.163 3.877 2.415 0.299 99
UK 0.020 0.023 0.155 -0.246 0.065 -1.216 6.222 76.047 0.000 127
US 0.020 0.022 0.187 -0.362 0.067 -1.873 11.629 415.409 0.000 127
France 0.164 0.203 3.209 -6.733 1.381 -1.695 11.267 377.270 0.000 128
Germany 0.299 0.623 5.261 -13.846 2.079 -2.893 20.249 1575.546 0.000 128
Greece 0.238 0.201 6.986 -6.088 2.010 0.193 4.542 10.725 0.005 128
Italy 0.203 0.121 4.476 -9.517 2.009 -1.212 8.428 165.649 0.000 128
Japan 0.405 0.663 7.587 -21.280 2.830 -3.926 31.514 4171.060 0.000 128
Portugal 0.202 0.048 4.929 -2.658 1.106 0.483 4.913 20.484 0.000 128
Spain 0.233 0.372 3.482 -8.781 1.763 -1.568 8.613 195.320 0.000 128
UK 0.133 0.289 4.688 -4.903 1.406 -0.521 5.963 44.750 0.000 128
US 0.488 0.661 3.922 -5.134 1.398 -0.982 5.713 52.295 0.000 128
France 99.304 99.666 104.553 93.951 2.631 -0.013 2.169 4.123 0.127 128
Germany 99.752 99.961 105.695 92.647 3.055 -0.273 2.305 4.520 0.104 128
Greece 100.003 99.802 109.278 91.015 3.281 0.104 3.920 2.448 0.294 100
Italy 100.644 100.631 107.115 92.875 2.680 -0.322 2.918 2.260 0.323 128
Japan 99.993 100.538 104.837 90.159 3.104 -0.716 3.202 9.018 0.011 111
Portugal 100.017 99.435 105.046 92.929 2.871 -0.097 2.069 4.003 0.135 95
Spain 100.008 100.456 106.276 88.458 3.580 -1.059 4.546 23.477 0.000 95
UK 100.246 100.833 106.843 92.963 2.825 -0.301 2.452 3.834 0.147 128
US 100.009 100.974 105.399 93.117 3.047 -0.482 2.474 6.583 0.037 128
France 100.022 100.070 105.704 91.501 3.141 -0.548 3.046 4.731 0.094 100
Germany 99.987 100.213 105.748 90.836 3.250 -0.533 3.105 4.464 0.107 100
Greece 100.033 100.619 106.048 83.902 3.611 -1.980 8.884 181.417 0.000 100
Italy 100.014 100.189 105.342 89.791 3.184 -0.534 3.330 4.625 0.099 100
Japan 100.213 99.997 106.543 93.880 3.093 0.068 2.330 2.909 0.234 128
Portugal 99.993 100.335 107.144 90.030 3.304 -0.832 4.075 12.833 0.002 92
Spain 100.012 101.325 103.744 91.759 3.129 -1.193 3.525 20.663 0.000 91
UK 100.000 100.464 107.015 90.503 3.231 -0.350 3.290 2.019 0.364 100







5.2.2 Correlation Matrix 
 
The correlation matrix for all the variables and for each country is presented in Table 
5.2. As a general finding, the correlation between the variables appears to be 
relatively weak, with the highest values between share prices and the other variables 
exhibited in Japan, US and Spain around 20 and 30 percent. In fact, the cases of 
Germany and Italy even display a negative correlation involving share prices and 
consumer’s confidence, and in Greece this sign is observed for the relationship 
between share prices and industrial production. 
 
Instead, stronger correlations are identified between industrial production and the 
confidence variables in a common scenario for all countries, which confirms that both 
sides of an economy are effectively linked, noticing that special attention should be 
given to both channels since it can really affect a country. 
These tables show that, in general, correlation is higher between industrial 
production and stock markets indices and between both confidence indices. These 
tables also indicates that markets indicate positive pairwise correlations with 
exceptions being provided by consumer confidence and stock index for Italy and 
Germany, and also between industrial production and the stock market index in 
Greece. Being Greece the most less developed market in terms of market 
institutions, and given the current difficulties presented in the financial markets, 
among with their unsustainable current economic situation, the different values 
encountered thus far for this market should not come at a surprise, despite the need 







Table 5.2: Correlation Matrix for the Variables in VAR 
 
Another curious fact taken from these tables is that for most of the less financial 
developed countries industrial production index is more correlated with the 
consumer’s confidence index than with business expectations index. The exception 
is for Greece but a special care should be given here, and Japan in opposite 
directions. US, UK, Italy, Germany and France all present results for a highest 
Country Variable ps ip cc bc
ps 1.000
ip 0.290 1.000
cc 0.094 0.289 1.000
bc 0.096 0.506 0.842 1.000
ps 1.000
ip 0.274 1.000
cc -0.010 0.383 1.000
bc 0.180 0.555 0.738 1.000
ps 1.000
ip -0.164 1.000
cc 0.174 0.264 1.000
bc 0.027 0.350 0.446 1.000
ps 1.000
ip 0.283 1.000
cc -0.034 0.239 1.000
bc 0.083 0.508 0.646 1.000
ps 1.000
ip 0.339 1.000
cc 0.326 0.478 1.000
bc 0.002 0.241 0.724 1.000
ps 1.000
ip 0.079 1.000
cc 0.023 0.230 1.000
bc 0.032 0.208 0.635 1.000
ps 1.000
ip 0.362 1.000
cc 0.228 0.590 1.000
bc 0.117 0.530 0.766 1.000
ps 1.000
ip 0.244 1.000
cc 0.185 0.347 1.000
bc 0.096 0.524 0.489 1.000
ps 1.000
ip 0.239 1.000
cc 0.249 0.507 1.000












correlation value between the business confidence index and industrial production. 
We can take from here that producers are more prone to reflect industrial information 
into their expectations, and to reflect these on industrial production for countries with 
better developed market institutions, or else, more informational efficient. 
Jansen and Nahuis (2002) proved in their study the existence of a relationship 
between stock returns and changes in consumer sentiment, positively correlated for 
nine countries, with Germany being the exception. In our evidence, Germany even 
presents a consistent behaviour relationship. In their study, UK is the country that 
presents the strongest correlation between stock prices and sentiment, also 
explained because stock ownership is much more widespread in the UK than in 
continental Europe. Our results reveal that for the sample of European countries, this 
is in fact true, but correlation revealed to be higher for Spain. Still, US and Germany 
presented the highest values, in this order. 
 
5.2.3 Unit Roots Tests 
In this subject matter unit roots tests are pursued, once the univariate properties of 
the variables were revealed in the time series analysis. The desirable property of the 
variables under analysis in this section is stationarity. 
 
Since this analysis uses quarterly data, we use 4 lags as upper bound for the testing, 
and the lag is selected such that the AIC is minimized. After the appropriate order of 
p is selected, the ADF tests are conducted. The unit root test results are shown in 
Table 5.3 for each country. The first and second columns for each variable under 
study gives different specifications of the unit root test, with the least restrictive one 
being a random walk model with both drift and a time trend (equation 4.3.1), followed 
by a random walk model with drift, (equation 4.3.1 with φ = 0). The lines in that table 
show the ADF results, where PP and KPSS have been skipped by the fact that they 
all provide identical results, by way of different lag length selection criteria presented 
by the lines following ADF tests results for each country. As such, line 1 for each 
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country summarizes the ADF test statistic of the variables under analysis considering 
for, the entire hypothesis, with and without trend, but always with a constant. 
Unit root test statistics for the series entering the VAR for the analyzed countries are 
presented on table 5.3. All the variables turned out to be stationary in the way they 
are studied: ps which stand for stock market index is used in its first log difference 
(meaning returns); ip is the growth rate of industrial production, and therefore used in 
log first differences also; cc and bc are, respectively, the consumer confidence index 
and the business confidence index and despite being in levels they were revealed to 
be I(0). Therefore, all series are integrated of order 0, I(0), or stationary, leading us to 
proceed the analysis in the form the variables time-series are presented. The 
absence of a unit root in the series indicate that today’s variable values are basically 
not the best guess of tomorrow’s values, which is what the unit root hypothesis 
suggests. 
Table 5.3: Unit Root Test Statistics for the Series Entering the VAR 
 
ADF stands for Augmented Dickey-Fuller test statistic. The lag-length (p) structure of the dependent variable is determined using 
the recursive procedure in the light of a Lagrange multiplier (LM) autocorrelation tests (for orders up to two), which 
asymptotically distributed as a chi-square distribution. ***, **, * indicate significance at the 1%, 5% and 10% levels, respectively. 
 
Variables 








ADF -7.544 *** -7.779 *** -7.836 *** -8.093 *** -8.131 *** -8.254 *** -4.771 *** -4.761 ***
Lags 0 0 0 0 0 1 1
ADF -8.199 *** -8.304 *** -8.313 *** -7.977 *** -8.084 *** -8.075 *** -5.075 *** -5.068 ***
Lags 0 0 0 0 0 0 1 1
ADF -6.788 *** -7.015 *** -7.373 *** -12.670 *** -12.808 *** -13.012 *** -2.591 ** -2.561 **
Lags 0 0 0 0 0 0 1 1
ADF -6.786 *** -6.995 *** -7.238 *** -7.400 *** -7.428 *** -7.722 *** -4.686 *** -4.667 ***
Lags 0 0 0 0 0 0 1 1
ADF -7.479 *** -7.470 *** -7.697 *** -7.495 *** -7.574 *** -7.681 *** -4.479 *** -4.556 ***
Lags 0 0 0 0 0 0 1 1
ADF -6.030 *** -6.111 *** -6.071 *** -14.776 *** -15.434 *** -16.244 *** -3.816 *** -4.030 ***
Lags 0 0 0 0 0 0 1 1
ADF -6.907 *** -7.284 *** -7.402 *** -4.723 *** -4.778 *** -4.878 *** -3.314 *** -3.323 ***
Lags 0 0 0 1 1 1 1 1
ADF -8.208 *** -8.774 *** -9.056 *** -7.435 *** -7.452 *** -7.690 *** -4.018 *** -4.125 ***
Lags 0 0 0 0 0 0 1 1
ADF -7.677 *** -8.153 *** -8.195 *** -1.887 *** -2.668 *** -2.623 *** -4.377 *** -4.580 ***
Lags 0 0 0 12 12 12 10 10
Germany











Given that variables under analysis are stationary, and that we are only interested in 
analyzing short-run effects of confidence indicators on stock market indices, we skip 
the cointegration part of the common analysis associated with VAR specifications.  
 
5.3 Estimations of the VAR model 
We proceed by analysing the results attained by the two different estimated models 
(Model 1 - (4.1.3) and Model 2 – (4.1.4)) using consumer’s confidence, stock indices 
and industrial production as endogenous variables in the first estimated VAR model 
and using business confidence, stock indices and industrial production as 
endogenous variables for the second. In order to save space we skip the 
presentation of the VAR estimates and present only the impulse response functions. 
These plots can be observed in figures 5.10 trough 5.18, keeping the countries 
ordering (alphabetic order) as before in the variables evolution plots (Figures 5.1 
through 5.9), using the consumer’s confidence index as endogenous variables; while 
plots 5.19 through 5.27 are those for a shock in the business confidence index and 
its effect in all endogenous variables, for all the countries under analysis. 
Moreover, figures 5.28 to 5.36 plot impulse response functions or effects of a unit 
shock (one standard confidence band) in the industrial production index an its effect 
in all endogenous variables trough the lag structure of VAR. The plots of figures 5.37 
through 5.45 are for the effects from a shock in the share price index and its effect in 
all endogenous variables trough the lag structure used in the VAR.  
 
5.3.1 Impulse Response Functions 
This VAR technique provides several main opportunities to explore the relationship 
between the variables. When we intended to have an impulse response function, 
with a three variable system as in our case, they are also explanatory itself. So it 
would be pretended an answer for the following question: if there is an exogenous 
variation, that is in fact a shock, what is the impact in our system? By orthogonalizing 
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the response we are able to identify the effect of one shock at a time, while holding 
other shocks constant. 
 
Since the shock do not tend to live for all ever, dying in a certain interval, we only 
have to consider a sufficient interval to show the global shock in our graph analysis. 
In this sense, we set the truncation horizon at j = 20 quarters, or a five-year period, 
since this truncation horizon is both long enough to capture medium run forces and 
short enough to provide fairly reliable results (Sims, 2008). The grey shadows 
represent 1 percent or 99th percentile confidence bands, which gives the deviation 
of the variable from its long-run equilibrium j quarters ahead, responding to a one-off 
shock in a certain variable in time j = 0. The confidence band is obtained through a 
standard bootstrapping procedure, similar to the obtained one when Monte Carlo 
methods are used (Peersman and Smets, 2001).  
 
The results here obtained in accordance with the chosen VAR methodology, are only 
displayed in graphs, although we could also have completed it with information on 
tables. Like emphasized by Eun and Shim (1989), “to facilitate the interpretation of 
results from the referred table, it is plotted the time paths” in figures 5.10 until 5.45 
and are split into the following shocks, according to the variables of our model: 
consumer’s confidence, business confidence, industrial production and share prices. 
 
Shock in the consumer’s confidence 
 
Each series response to its own shock is positive, significant and strong in the short-
run, up to 5 quarters, for each of the countries under examination. We can even 
observe that all initial shocks last approximately a 1 or 2 quarter period decreasing or 
increasing, depending if we are observing a positive or a negative shock, but after 5 





Figure 5.10: France – Impulse response functions from a shock in the consumer’s confidence and its 
effect in all endogenous variables through the lag structure of VAR 
 
Figure 5.11: Germany – Impulse response functions from a shock in the consumer’s confidence and 
its effect in all endogenous variables through the lag structure of VAR 
 
The dynamic responses of share prices and industrial production to a positive 
standard deviation (shock) in the consumer’s confidence are, in general, statistically 





Figure 5.12: Greece – Impulse response functions from a shock in the consumer’s confidence and its 
effect in all endogenous variables through the lag structure of VAR 
 
Figure 5.13: Italy – Impulse response functions from a shock in the consumer’s confidence and its 
effect in all endogenous variables through the lag structure of VAR 
 
Industrial production index responses to consumer confidence index shocks are 
positive for all countries, being higher in Japan, although not statistically significant in 




Figure 5.14: Japan – Impulse response functions from a shock in the consumer’s confidence and its 
effect in all endogenous variables through the lag structure of VAR 
 
Figure 5.15: Portugal – Impulse response functions from a shock in the consumer’s confidence and its 





Figure 5.16: Spain – Impulse response functions from a shock in the consumer’s confidence and its 
effect in all endogenous variables through the lag structure of VAR 
 
 
Figure 5.17: United Kingdom – Impulse response functions from a shock in the consumer’s 





Figure 5.18: United States – Impulse response functions from a shock in the consumer’s confidence 
and its effect in all endogenous variables through the lag structure of VAR 
 
 
From one side, an increase in the consumer’s confidence causes share prices to rise 
instantaneously in the cases of US, GE, SP and UK, and in another suggests a 
negative effect in the first two quarters for the rest of the European countries namely 
FR, GR, IT and PT, followed by a clear null pattern. In the case of Japan, the impact 
is almost negligible, although not statistically significant. 
In the cases of the response obtained by industrial production, there’s clear evidence 
that the first impact causes a positive outcome straight away in the first quarter, 
before missing importance. Results confirm the fact that industrial production is 
highly correlated with the consumer confidence index, but share price results cannot 







Shock in business confidence 
Business people’s subjective individual expectations play a key role in economic 
developments, since a more favourable expectation translates into growing 
confidence in the industrial side of the economy, raising investments and increasing 
confidence also in stock markets (one channelling avenue for raising the necessary 
investment funds). Moreover, given that business and consumer confidence indices 
usually move together, being highly correlated, both are expected to have the same 
effect on the economic and financial market sides. 
 
Figure 5.19: France – Impulse response functions from a shock in the business confidence and its 





Figure 5.20: Germany – Impulse response functions from a shock in the business confidence and its 




By a first visual inspection of these plots we see that business confidence index 
impact on the economies production and share market prices, for their respective 
countries, all converge to zero after a 10 quarter period. Once again, a positive 
impact of this confidence index is reflected in a positive way into the industrial 





Figure 5.21: Greece – Impulse response functions from a shock in the business confidence and its 
effect in all endogenous variables through the lag structure of VAR 
 
 
Figure 5.22: Italy – Impulse response functions from a shock in the business confidence and its effect 
in all endogenous variables through the lag structure of VAR 
 
As can be also observed by these plots impact of business confidence index on 
share prices are negative for GR, PT, SP, UK and US, although not statistically 
significant for any of these markets. Despite this, in France the effect is unstable as it 
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is for Japan, while once again the effect of confidence indexes is higher for this 
country. 
 
Figure 5.23: Japan – Impulse response functions from a shock in the business confidence and its 
effect in all endogenous variables through the lag structure of VAR 
 
 
Figure 5.24: Portugal – Impulse response functions from a shock in the business confidence and its 




When the effect of business confidence index indicator revealed to be positive on 
share price indices (as for the case of Germany, Italy and Japan) these turned out not 
to be statistically significant. However, for the Japanese case it is noticed that for the 
first quarter no significant shock is revealed, while being positive, and statistically 
significant, between the first and the second quarter. 
 
Figure 5.25: Spain – Impulse response functions from a shock in the business confidence and its 
effect in all endogenous variables through the lag structure of VAR 
 
 
Figure 5.26: United Kingdom – Impulse response functions from a shock in the business confidence 




Figure 5.27: United States – Impulse response functions from a shock in the business confidence and 
its effect in all endogenous variables through the lag structure of VAR 
 
In sum, we can observe that industrial production series responses to shocks in the 
consumer and business confidence indices are positive and statistically significant, 
but they do not last through the entire time horizon of 20 quarters presented. These 
responses are generally high for a two quarters period decreasing suddenly 
afterwards, converging towards zero, after or even before the 5 quarters horizon. As 
for stock market indices responses to shocks on the business confidence and 
consumer confidence indices, this change depends on the country under analysis. 
 
 
Shock in industrial production 
It is an empirical question whether principal economic indicators such as industrial 
production are significant explanatory factors of stock markets given their relation 
with confidence indices. The conclusions attained by previous author’s that 
macroeconomic performance also affects share prices exposed the need for a better 








Figure 5.28: France – Impulse response functions from a shock in the industrial production and its 




Each ip response to its own shock is positive, significant and strong in the short-run, 
up to five quarters, for each country. But in general a cc and bc response to an 
industrial production shock only converge to zero at the end of a 10 quarters period, 
being positive the initial responses for both confidence indexes.  
 
 
Figure 5.29: Germany – Impulse response functions from a shock in the industrial production and its 
effect in all endogenous variables through the lag structure of VAR 
73 
 
It can also be generalized for all countries the response of the share prices for a 
shock in industrial production. An initial positive responses in FR, GE, GR, IT, PT, SP 
and UK, die out after 5 quarters. Responses Japanese market revealed to be 
negative although not statistically significant as far as in US concerns. 
 
 
Figure 5.30: Greece – Impulse response functions from a shock in the industrial production and its 





Figure 5.31: Italy – Impulse response functions from a shock in the industrial production and its effect 






Figure 5.32: Japan – Impulse response functions from a shock in the industrial production and its 
effect in all endogenous variables through the lag structure of VAR 
 
 
An interesting fact is that in Japan, UK and US, ip shocks on share prices and bc 
index are not statistically significant but positive, while for those same countries ip 
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shocks on ps using cc has endogenous variable, are positive for UK, but negative for 
JP and US, and again not statistically significant. 
 
 
Figure 5.33: Portugal – Impulse response functions from a shock in the industrial production and its 




Portuguese results turn out not to be statistically significant for ip shocks on ps, 
despite revealing positive responses. Moreover cc and bc variables responses to ip 
shocks are positive and stable, respectively. 
 
 
Figure 5.34: Spain – Impulse response functions from a shock in the industrial production and its 




Portuguese results contradict those of the Spanish market with respect to their 




Figure 5.35: United Kingdom – Impulse response functions from a shock in the industrial production 
and its effect in all endogenous variables through the lag structure of VAR 
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UK and US markets are more financially evolved than the other markets under 
analysis. Moreover, we have said before that the US market will be used as a 




Figure 5.36: United States – Impulse response functions from a shock in the industrial production and 
its effect in all endogenous variables through the lag structure of VAR 
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In fact ip shocks on ps when cc and bc are used are positive, although not 
statistically significant. This could indicate that these markets are informational 
efficient, or in other words we can think of these results as indicative that when some 
type of industrial shock, or even confidence shocks hit the market, these two 
markets have already incorporated all the necessary information, not responding 





Shock in share prices 
Share price indices reflect the financial state of the economy. Given that consumers 
are also investors, when they lose confidence in the economy, they also turn out to 
lose confidence in the stock market. Moreover, stock exchanges may improve 
economic growth by forcing manager’s to work in shareholder’s benefit, despite 






Figure 5.37: France – Impulse response functions from a shock in the share prices and its effect in all 
endogenous variables through the lag structure of VAR 
 
As with ip shocks, ps shocks converge to 0 before 5 quarters when we analyze their 
effect on ip, but only after 10 quarters when the variable shocked is cc. A share price 
shock on industrial production indices, consumer confidence and business 
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confidence indices are positive and statistically significant for France, Germany, Italy, 
Japan, Spain, UK and US.  
The market where these types of shocks are mostly felt in magnitude terms is the 
Japanese market. Once again, results for Greece should be analyzed with care since 
this is the less financially developed market, and that have the most unsustainable 
economic and financial situation as we can see at the present date. This could be the 
reason why shocks in share prices on industrial production are not statistically 
significant, or else relevant.  
Still, for all markets under analysis a shock in share prices have a positive and 
statistically significant effect on confidence indexes. However, for UK and US while 
the immediate impact on cc is positive and statistically significant, it decreases since 
the start of the data period. But for bc index positive ps shocks are felt in a 
statistically significant positive way for both countries, being these responses higher 
in value than those of cc responses. This reinforces the idea that in more developed 







Figure 5.38: Germany – Impulse response functions from a shock in the share prices and its effect in 






Figure 5.39: Greece – Impulse response functions from a shock in the share prices and its effect in all 






Figure 5.40: Italy – Impulse response functions from a shock in the share prices and its effect in all 







Figure 5.41: Japan – Impulse response functions from a shock in the share prices and its effect in all 






Figure 5.42: Portugal – Impulse response functions from a shock in the share prices and its effect in all 






Figure 5.43: Spain – Impulse response functions from a shock in the share prices and its effect in all 






Figure 5.44: United Kingdom – Impulse response functions from a shock in the share prices and its 









Regarding the second testing purpose, industrial production assumes an important 
explanatory role in the stock market behaviour, although with the exceptions of US 
and JP that respond to a positive shock of this variable with a fall during over the first 
quarters and then tending to a zero pattern. On the other side, FR, GE, GR and SP 
presents a strong evidence of this relationship in the first two quarters, and adjusting 
to negative values for the subsequent one. 
 
In what concerns the overturn situation, it is however much more clear that stock 
markets cause a positive and increasing response of industrial production, with a 
similar pattern in all countries, with a peak between the first and the second quarter. 
Concerning this strong evidence of the impact that stock markets represent we must 
need interpreting these results in a consistent manner that is assuming it as a crucial 
signalling benchmark, among the other variables that are also capable to have 











Figure 5.45: United States – Impulse response functions from a shock in the share prices and its 




5.3.2 Forecast Error Variance Decomposition 
We will now start interpreting the results obtained by the variance decomposition 
(VD) for Model 1 (with the consumer confidence index) and for Model 2 (with the 
business confidence index). For each country, tables below appear in the following 
order: Model 1 VDs in the first appearing table for each country and Model 2 VDs in 
the second appearing table also for each country. 
Coefficients in the VD can be interpreted as price elasticity’s, implying, for instance 
that a 1% rise in industrial production for France would, in equilibrium, be associated 
with a stock market price rise of 15.12% for a 4 quarters periods (see table 5.4). 
Each sub-panel of the table gives the percentage of uncertainty in each series that is 
accounted by previous information arising from (discovered in) its own past and that 
of the other seven series. In contemporaneous time (in our case, within one quarter) 
the 97.8% (first row in the ip panel and fourth column in table 5.4) of the uncertainty 
in industrial production (ip) index for France (or in other words, the variation in the ip 
index that cannot be attributed to surprises in ps and cc, is 97.8%). The only other 
variable that contributes to ip growth rate uncertainty in contemporaneous time is 
share price index (accounting for just 2% of the uncertainty in ip). However, in the 
long-run (meaning 20 quarters here), both ps and cc become important in explaining 
ip variations.  
Furthermore, since all the coefficients are strongly significant, all the variables are 
important to define the equilibrium vector. In this sense, industrial production and 
confidence indices are important to define the equilibrium vector, which means that 
both variables are crucial to define the level to which the share price is attracted over 
time and vice-versa to all of them, at least for periods greater or equal to 4 quarters 
(1 year).  
By inspecting all the tables at once we can say that for all countries, the main driver 
of the source of randomness for each variable is in fact their own innovations, as 
should be clearly expected. And this is true independently of the country or variable 
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under analysis. This is in accordance to Karolyi (2001) work, where the 
autoregressive patterns of responses to own-variable shocks are strong. 
 
Table 5.4: France – Forecast Error Variance Decomposition: order of model - ps, ip, cc 
 
 
From inspection of table 5.4 for France we see that ip and cc are equally drivers of 
ps in percentage terms. Moreover, ps drives more ip than does the consumer 
confidence index. We can also observe that innovations in ps and ip play a significant 












Using business confidence indices, for France, ip turn out to be the main driver of ps, 
while bc is the main driver of ip. Moreover, in the long-run both ps and ip becomes 
more important in explaining bc (from 13% to 21% for ps and from 10% to 17% for 
ip). 
However, results reveal that ps have a higher impact in terms of explaining 











Table 5.6: Germany – Forecast Error Variance Decomposition: order of model - ps, ip, cc 
 
 
Consumer confidence indices have higher uncertainty explanatory effect on ps for all 
periods than does the business confidence index in share price indices for France, 
Germany, Spain and UK, being higher for Spain (8.3% explanation for 5 years). 
On the contrary, bc explains more ps uncertainty than cc for all periods for Greece, 
Japan, Portugal and US. Only for Italy, bc has a greater explanatory effect up to 










Table 5.7: Germany – Forecast Error Variance Decomposition: order of model - ps, ip, bc 
    
 
Moreover, bc explains more of ip uncertainty than cc for US (17.45% in the 
maximum length), and also for France, Germany, Greece, Italy and Japan accounting 
Germany the most explaining value (from 35.64% to 38.93%, between 4 and 20 
quarters). Meanwhile, cc gets for more ip uncertainty than bc for Spain (the highest 












Table 5.8: Greece – Forecast Error Variance Decomposition: order of model - ps, ip, cc 
 
 
For the generality of the countries, ps explain more of bc and cc uncertainties than 
do confidence indices on stock markets. 
In more financially developed markets like UK and US it is accepted that 
expectations are already implicit at the time of the confidence indices release, 
meaning that these markets are simultaneously more informational efficient. This is 
noticed by the fact that in UK and US, bc and cc confidence indices explain solely a 
residual part of ps variation (0.7% and 3%, respectively for each country using bc 








Table 5.9: Greece – Forecast Error Variance Decomposition: order of model - ps, ip, bc 
 
 
Between the times when confidence indices are released (usually with a two months 
delay for the data used) it is expected that the most efficient markets included 
expectations almost simultaneously in share price responses more quickly than those 
that are not. As such, at the moment the confidence indicator is released to the 
market, in the more efficient ones, share prices will be less sensitive to these new 
information announcements, since they had already incorporated this information 
previously. This also confirms the findings of these as being informational more 
efficient. For countries with less developed markets it should be expected a slower 
rate of new information incorporation into share prices, and thus a higher uncertainty 
explanation percentage related.  
The finding that at the time of the shock the most financially efficient markets (with 
more financial developed institutions) had already incorporated this signal is not 
conclusive but indicates market efficiency, at least informational more efficient. 
Despite this, the fact that they seem to incorporate information, before confidence 
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indices have been published it is also an effect of the gap between the period that 
goes from the collection and survey data treatment until it is publically published. 
Therefore, we can say that expectations influence share price indices in a different 
manner as markets are still described by national particularities, especially at the 
development stage of their financial markets. But then, expectation effects on 
returns, independently if these come from the production or the consumption side of 
the economy are stronger for countries that have less well developed market 
institutions. This result favours the third testable hypothesis of Schmelling (2009), 
being in accordance to those obtained by the author for a sample of 18 countries 
around the globe. The author investigates whether consumer confidence affects 
stock returns, using monthly data and panel regressions, finding a positive impact 
between them. 
 






The main objective at the beginning of this study was to study the impact of 
confidence indices on share prices, and at this stage empirical results point for the 
opposite direction. For both confidence indices, ps uncertainty is mostly explained by 
itself than by the other economic factors under analysis. This indicates that share 
price indices are influenced by other factors rather than industrial production and 
confidence indices, independently of the consumer’s or business economic index 
used for the investigation. As such, our initial prediction that expectation is a 
fundamental driver of share prices is not confirmed by the results. However, this 
should not come at a surprise given previous empirical findings. While running 
causality tests, Otoo (1999) finds that “stock prices influence consumer sentiment, 
but the reverse was not true”. Otoo’s investigation also introduced control variables 
to the system, like unemployment rate, consumer price inflation and changes in real 
interest rates which are able to explain only about 5% of the variance in consumer 
sentiment after 8 months, supporting the idea that changes in stock prices are 
assumed as a leading indicator, which is in fact the case for the majority of the 
countries used in the current work. 
Belke, Beckmann and Kuhl (2009), using similar variables and source, but a 
structural cointegrating VAR, conclude that “in short run, economic sentiments in 
general are strongly influenced by share prices and income”, but they also achieved 
that “global sentiments play an important role” on the opposite relation, although with 
a no clear pattern concerning this last link. From our present analysis we should 
retain that it is not always easy to find a certain one way direction, with strong 














In fact, for the most financially developed countries bc and cc revealed to only 
explain a residual part of ps uncertainty, while bc and cc, both explain more ps 
uncertainty for countries like Greece, Italy, Japan, Portugal and Spain. Situated 
between the two polar extremes US and Germany are UK, Japan and France. In the 
financial system literature, the US and the UK systems are often characterized as 
market-based, while Japan, France, and Germany are normally referred as bank-









Table 5.12: Japan – Forecast Error Variance Decomposition: order of model - ps, ip, cc 
 
 
For all countries and in contemporaneous time (1 quarter), the uncertainty in ps 
arises solely from information discovered in its own series. However, also in 
contemporaneous time, the uncertainty in ip arises from information discovered in its 















Table 5.13: Japan – Forecast Error Variance Decomposition: order of model - ps, ip, bc 
 
 
Overall, bc and cc both have a null contemporaneous explanation for ps and ip, only 
becoming important in the longer run, generally, explaining more uncertainty for both 
financial and production indices as time goes by (up to 5 years). As such, we could 
consider bc and cc confidence indices to be exogenous in contemporaneous time 
(that for the present study represents one quarter). 
 
Thus, to some extent our results contradict those of Otoo (1999), where it is found 












Table 5.14: Portugal – Forecast Error Variance Decomposition: order of model - ps, ip, cc 
 
 
The investigation pursued by Lemmon and Portniaguina (2006) using quarterly data 
from 1977 to 2002 for the US market, confirms that “over the last 25 years 
consumer’s confidence forecasts returns in a manner consistent with the sentiment – 
based behavioural hypothesis”. With the results attained in this empirical part we are 
able to say that our results contradict these of the author’s. 
With an opposite opinion to the previous one is Fisher and Statman (2002), also 
using US data, for an identical period. These concluded for the existence of a 
“negative relationship between consumer’s confidence and future stock returns” 
although that “there is a positive and statistically significant relationship between 
changes in consumer’s confidence and contemporaneous stock returns: high stock 
returns boost consumer’s confidence”. While we are able to confirm their first 
empirical finding for some countries (see IRFs analysis) we are not able to agree with 
the second one. 
Since consumers are investors at the same time, when they lose confidence in the 
economy the same sentiment is carried to stock markets, and the opposite is also 
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true, but it should be given a special attention to the rest of the conclusions that 
attest that “low levels of consumer’s confidence predict high rather than low 
subsequent stock returns”. A further important reaching in this investigation (Fisher 
and Statman, 2002) is that consumer’s confidence predicts some returns, specially 
NASDAQ and small cap, but not S&P 500 stock returns, which in tandem with our 
investigation provide us a more reasonable scenario, given the poor percentage 
findings we reached of cc explanation over the ps uncertainty. 
 




There is also the tendency for ip to explain more of ps uncertainty than do bc and cc, 
while ps explain a higher percentage of ip uncertainty or variation for each country, 
than do confidence indices (for France and Italy it is the opposite when accounting 




Relating this findings to previous empirical results, Cutler, Poterba and Summers 
(1989) study, even if done in an elderly decade, suggests that with a “1% increase in 
industrial production, share values are raised by about four-tenths”, pretending to 
determine whether unexpected macroeconomic developments could explain a 
significant fraction of share price movements, under a Structured Vector 
Autoregression, with measures of monthly macroeconomic activity like industrial 
production, among others. By opposition, Cheung and Lai (1998) suggest a reduced 
power of macroeconomic variables, such as industrial production, in accounting for 
the stock market comovement, but this could be associated with the fact that their 
target variables although being important macroeconomic indicators, “they by no 
means exhaustively characterize the economy”. The used sample consisted of 
France, Germany and Italy, from 1979:04 through 1992:06.  
Later on, Bilson, Brailsford and Hooper (2000) study, which include the emerging 
stock markets, find that stock markets are positively associated to future levels of 
real activity, namely with industrial production, along with other variables under 
analysis. In spite being a key variable, not always industrial production create a clear 
impact on its relationship with stock markets. In this sense, the work carried out by 
Rapach, Wohar and Rangvid (2004) pointed out that industrial production only 
assume a predictive evidence in some countries, being the most important variable 
to assure this linkage the  interest rate in a consistent way. The analyzed countries 
were Belgium, Canada, Denmark, France, Germany, Italy, Japan, Netherlands, 
Norway, Sweden, UK and US, most of them common to our investigation. Also 










Table 5.16: Spain – Forecast Error Variance Decomposition: order of model - ps, ip, cc 
 
 





Our third testable hypothesis was about the possibility that bc and ip accounted for 
much of the variation of each other, being then highly connected. Given the VD 
results, we can say that for both, ip explains a high fraction of bc uncertainty and bc 
also contributes to ip uncertainty in a considerable manner. 
 
 
Table 5.18: United Kingdom – Forecast Error Variance Decomposition: order of model - ps, ip, cc 
 
 
However, we cannot say that bc always explains more than ps of ip uncertainty (for 
Greece, Japan, Portugal, Spain, UK and US this is not the case). 
It is not also possible to state that ip explains more uncertainty of bc than does ps 
because in France, Germany, Japan, Portugal, Spain, UK and US this is not true. It 






Table 5.19: United Kingdom – Forecast Error Variance Decomposition: order of model - ps, ip, bc 
 
 
Empirical results also show that bc and cc indices have different impacts on ip and 
ps depending on the country, and therefore, should both be taken into account 
when studying the variables that may impact both share market indices and the 
growth rate of industrial production. 
Also, the response of industrial production to a consumer’s confidence shock is a 
positive common relationship, especially in the first quarters (short-run), with the 
effects tending to maintain a persistent evolution, which is in accordance with our 








Table 5.20: United States – Forecast Error Variance Decomposition: order of model - ps, ip, cc 
 
 
The finding that share price indices has an higher impact on confidence indices than 
expectations have on share prices is also interesting in terms of the country whose 
relations are verified. 
To see this easily, let’s consider the case of US as our benchmark. When 
considering the business confidence index we see that share prices explain from 
22.9%, in contemporaneous time, to 30.58%, in the long run, of bc uncertainty. But 
it is also visible that industrial production accounts for more contemporaneous 
uncertainty of the bc index than for its same uncertainty in the long run (considering 
the long run the time occurring from 1 year up to 5 years).  
Given these results, we may establish a time period responses between these three 
variables. First, ip responds positively to bc shocks, and vice-versa; Second bc 
influences the stock market (response starts after quarter 1); Third, this positive 
influence in the stock market will then explain the variation in the industrial production 
index (in the first quarter almost no variation is explained, 6.39%; but from quarter 4 
onwards, 40.8% of ip variation is accounted by the ps market index); Fourth, this 
effect will then turn out to be also reflected in the business confidence index (from 
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23% in contemporaneous time, up to 30.6% in the long run, or up to 5 years), and 
the process is repeated on and on.  
 
Table 5.21: United States – Forecast Error Variance Decomposition: order of model - ps, ip, bc 
 
 
The US and Germany can be seen as polar extremes in Tadesse and Kwok (2005) 
research. If we look at the results obtained through the VDs of this study we notice 
that independently of Model 1 or Model 2 being used, results interpretation can be 
easily generalized to both countries. The only things that change are in fact the 
uncertainties percentage explained for each variable by the other variables in the 
correspondent models. 
About the relationship regarding the effect that consumer’s confidence has on the 
real economy, several studies were carried out and for the majority of them it was 
found a positive connection between both (Throop, 1992; Ludvigson, 2004; Celik 
and Ozerke, 2008; Cecchetti, Kohler and Upper, 2009). Our empirical findings also 
confirm the positive link, but the implicit magnitude of the link continues to be a 




Finally, we may also infer from the results that the markets under examination are not 
linked to the extent that each market has its own effect of confidence indices on 
share price discovery. As shown by the long-run forecast error variance 
decompositions, these vary between markets, leading then to these differences, 






The importance of stock markets is well defined in the literature, as it assumes a 
crucial positioning over the economy of a country and in its financial development, 
allocating resources from savings to the economy production side, meaning 
companies. Because of this role, policy makers, investors, consumers and 
companies tend to understand which factors influence this market and also what are 
the consequences it may transmit to the real economy. 
Given this preponderant positioning, the study of stock markets assumes an 
interesting way to maximize the knowledge and information that influences it, but 
also knowing what channels may affect it, being of the utmost importance to 
understand the relationships that surround it, because this linkage is not exclusively 
centred in one direction. 
In this sense we made the initial commitment of testing three hypotheses that under 
our point of view were fundamental to this relationship: expectations, real economy 
and financial markets. First, assuming that stock markets react to expectations, in 
what extension are they dependent of confidence and business indicators, and vice-
versa? Second, industrial production in the real side of the economy, being one of 
the variables that constitute the measure of a business cycle, is expected to have an 
effect in share prices evolution, and at the same time, the opposite relation could be 
explored in the extent that it could also be influenced by stock markets. Lastly, we 
also examine the hypothesis that business confidence index is more related to 
industrial production than do confidence indices, which is expected to be true since 
the channel of manufacturing is for example included in the first one index. 
The chosen methodology was VAR for a sample of nine countries: US, Japan and 7 
European (France, Germany, Greece, Italy, Portugal, Spain and UK), where two 
different specifications of the models for each country was used. Model one used as 
endogenous variables the consumer confidence index, share prices and the 
industrial production index, while Model two considers the last two variables as 
endogenous and the business confidence index. The analysis was performed based 
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on quarterly data for the period 1978:Q1 until 2009:Q4, although for several 
countries data was only possible to start in 1985. 
Empirical evidence suggests that consumers and business confidence both assume 
a responsibility in stock markets evolution, which was already expected, although 
with a weaker impact, in the way they reflect expectations. Empirical results also 
point that consumer confidence is positively related with share prices for US, 
Germany, Spain and UK, while negatively related with share prices for the rest of the 
European countries. In Japan this effect was found to be almost negligible.  
On the other hand, and assuming a key role, stock markets present a clear pattern of 
influence in sentiment results as signalling the future evolution of the economy. In this 
sense, it was found that expectations have a null contemporaneous effect on share 
prices, only becoming important for periods of up to 1 year. 
In fact, a positive shock from consumer’s side affects negatively share prices in 
France, Greece, Italy and Portugal, and in the rest of the countries, the influence is 
only presented in this first quarter with a pattern tending to a marginal effect. On the 
other hand, the effect that stock markets induce in these other variables is much 
stronger, highlighting the importance that it represents to the evolution of an 
economy, and in a clear way for all the countries, with a peak over the second 
quarter. 
Advancing to the second hypothesis, here industrial production assumes a more 
impact positioning when reflecting its effects into stock markets, if compared with 
consumers and business sentiment indices. In the inverse direction, a crucial role is 
also observed, advising the investors to pay the closest attention to this reference 
market.  
Industrial production assumes an important explanatory role in the stock market 
behaviour. The exceptions are US and JP that respond to a positive shock of this 
variable with a fall during over the first quarters and then tending to a zero pattern. 
On the other side, FR, GE, GR and SP present a strong evidence of this relationship 
in the first two quarters, and adjusting to negative values for the subsequent one. In 
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what concerns the overturn situation, it is however much more clear that stock 
markets cause a positive and increasing response of industrial production, with a 
similar pattern in all countries, with a peak between the first and the second quarter. 
With respect to our third testable hypothesis, results reveal that industrial production 
explains a high fraction of business confidence uncertainty and vice-versa, but in 
some countries share price indices seem to explain more of business confidence, 
than does industrial production. As such, results change depending on market 
specificities and development stage, though the assurance of its effective 
importance. 
Moreover, results point out that in more financially efficient markets share prices will 
be less sensitive to expectation indices releases. In fact, given the gap between the 
collection of the data and their release to the markets, countries with more 
developed financial institutions appear to reflect in share prices this newly coming 
information, even before their public knowledge. As such, these markets are also 
more informational efficient. 
For ending, share price indices, although more explained by industrial production 
than by confidence indices, seem to be influenced by other factors, which we leave 
for a future research. 
At this closing point it is now possible to present some suggestions for future 
research. Since it is assumed in some studies that consumers and business 
confidence indices only reflect economical conditions, it would be interesting to use 
control variables like unemployment rate, inflation, interest rates and monetary 
aggregates, when evaluating the effect of expectations on share prices, to see if 
variables other than expectations and industrial production establish the linkage.  
Another possible trend of research would be to use industry production indices but 
for different economic sectors to see if results change or increase the explanatory 
power. Different impacts should be expected between business confidence and 
industry production given the way those indices are constructed (a weighted average 
of the survey responses from the manufacturing, services, construction and retails 
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sectors of the economy). As such, business confidence indices should impact more 
industry production in the manufacturing sector than it does in the agricultural sector 
for example, and Banks are also another sector of interest among with technological 
companies that represent a crucial positioning of a country. 
Finally, what should be the results if we included new flourishing stock markets, in 
order to compare results between emerging countries and the industrialized ones we 
have used? As such, a countries sample increase to be able to globally generalize 
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Appendix 1 – Variables definition 
 
Sources  
Data from OECD member countries outside the European Union (EU) and large non-
OECD countries come from national sources. Data from EU Member and Candidate 
countries are provided by the European Commission. 
Standardised confidence indicators are obtained by recalculation of national balance 
or index series after smoothing to a scale centred around 100.  
Consumer’s confidence (cc): OECD source 
“The Consumer’s confidence Indicators (CCIs) focus on a different aspect of the 
economic cycle. They are not particularly successful in signalling turning points in 
production; however they capture cyclical patterns in household consumption 
behaviour fairly well. 
The standardized Consumer Confidence Indicators (CCI) is a measure comparable 
across countries. Comparability has been achieved by careful selection of national 
indicators, and by smoothing, centering, and amplitude adjusting these series. The 
OECD has decided to fix 100 as mean of the OECD Standardized (CCI). Therefore 
100 represents the long term average, or normal situation, and is not attached to a 
specific base year. The index is then calculated as a simple average of individual 
indicators. 
The OECD obtains consumer opinion survey data for 19 countries from the European 
Commission in lieu of their direct collection from national agencies. Confidence 
indicators compiled according to national definitions are available for US and Japan, 




EU harmonised consumer confidence indicators  
The EU harmonised consumer confidence indicator is based on answers to the 
following four questions with five answer alternatives to each question (a lot better, a 
little better, the same, a little worse, and a lot worse).  
The usual questions included in these surveys are: 
(1) Expected change in financial situation of household over the next 12 months;  
(2) Expected change in general economic situation over next 12 months;  
(3) Expected change in unemployment over the next 12 months;  
(4) Expected change in savings of household over the next 12 months.  
The confidence indicator is expressed as the balance of positive over negative 
results. The confidence indicator published by the EC is constructed with double 
weights on the extremes. Responses “a lot better” and “a lot worse” get the weight 1 
and “ a little better” and “ a little worse” get the weight 1/2, and “the same” has zero 
weight. 
These indicators are available on a monthly basis, exception made to Japan that is a 
quarterly series. 
Methodology: Smoothing it is necessary to ensure month-to-month changes in the 
composite indicator are not unduly influenced by irregular movements in any one 
indicator series. The OECD procedure is to use the "Months for Cyclical Dominance" 
(MCD) moving average. Then standardization / normalization are required for the 
country so that their cyclical movements have the same amplitude. 
The quarterly frequency of the tendency survey series included as components in the 
CIs means that the delay for timely data is two months, where CLI data for a given 
month “t” is published at the beginning of month “t+2”.” 
Business Confidence (bc): OECD source 
“The Business Confidence Indicators (BCIs) augment the information set of cyclical 
indicators by providing indicators that can reinforce signals of the CLIs, since these 
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indicators tend to have shorter but more stable lead times then the CLIs, and they 
are subject to little or almost no revision at all. 
Balance series 
In most business tendency surveys, respondents have three reply options such as up 
or same, down, or above normal, normal, below normal. For convenience they 
denote up/above normal by (+), same/normal by (=) and down/below normal by (-). 
The first step is to convert the numbers of answers to each of the three reply options 
into percentages. 
 
Diffusion indices vs. balances in the reported data: 
Balances (B) are calculated as: B = 100 ( P – N ), (1) 
while diffusion indices (DI) are calculated as: DI = 100 ( P + E/2 ), (2) 
where P is the fraction of (+) replies in the total, N is the fraction of (-) replies in the 
total, and E is the fraction of (=) replies in the total. 
 
Balances can take values from –100 to +100, while diffusion indices range from 0 to 
100, which is the considered. The midpoints are, respectively, 0 and 50. Both indices 
move in the same way over time but, because the range for diffusion indices is 
narrower than for balances, diffusion indices are flatter than balances when shown in 
graphical form. 
 
Since E = 1 - P - N, rearrangement of the terms shows that: B = 2 (DI – 50) and (3) 
DI = (100 + B) / 2. (4) 
 
The standardized Business Confidence Indicators (BCI) is confidence indicators 
comparable across countries. Comparability has been achieved by careful selection 
of national indicators, and by smoothing, centering, and amplitude adjusting these 
series. For the majority of the countries the standardized BCI is calculated from 
harmonized industrial confidence indicators (based on a common methodology). The 
OECD has decided to fix 100 as mean of the OECD Standardized BCI. Therefore 
100 represents the long term average, or normal situation, and is not attached to a 
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specific base year. In countries where harmonized indicators were not available 
similar indicators have been used as proxies: business confidence indicators (national 
definition), business situation or business sentiment indicators. 
Moreover business confidence indicators are performed for the manufacturing, 
construction, retail and services industries, being then weighted to transform 
responses into a unique index, seasonally adjusted. 
Business and Consumer Opinions and Confidence Indicators 
Business and consumer opinion (tendency) surveys provide qualitative information 
that has proved useful for monitoring the current economic situation. Typically they 
are based on a sample of enterprises or households and respondents are asked 
about their assessments of the current situation and expectations for the immediate 
future regarding production, orders, stocks etc. in the case of enterprise surveys; 
and about their intentions concerning major purchases, their economic situation now 
compared with the recent past and their expectations for the immediate future in the 
case of consumer surveys. 
Many survey series provide advance warning of turning points in aggregate 
economic activity as measured by GDP or industrial production. Such series are 
known as leading indicators in cyclical analysis. These types of survey series are 
widely used as component series in composite leading indicators. Information on 
survey components included in the OECD Composite Leading Indicators (described 
above) is available on the OECD Internet site at www.oecd.org/std/cli. 
Balance series 
The main characteristic of these types of surveys is that instead of asking for exact 
figures, they usually ask for the direction of change e.g. a question on tendency or 
about the situation compared to a “normal” state. Where answers are of the three 
point scale type e.g. up/same/down or above normal/normal/below normal, as in the 
enterprise surveys, or of the five point scale type i.e. increase sharply/increase 
slightly/remain the same/fall slightly/fall sharply, as in the consumer surveys, only the 
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balance is shown. That is “same” or “normal” answers are ignored and the balance is 
obtained by taking the difference between percentages of respondents giving 
favourable and unfavourable answers. 
Selection of indicators 
A short list of business and consumer tendency survey series, mostly leading 
indicators, has been selected for inclusion into publication. The series have been 
chosen to represent an effective summary of business manager’s and consumer’s 
assessment of their own economic situation. The business tendency survey 
indicators published cover a standard set of indicators for four economic sectors: 
manufacturing, construction, retail trade and services, and include an indicator of 
overall business conditions or business confidence in each sector. 
For each country, the series best corresponding to those on a target list have been 
chosen but they may not all be exactly equivalent. However, for all EU Member 
countries, the series selected are included in the harmonised system of business and 
consumer tendency surveys managed by the European Commission and are thus 
fully comparable across these countries. 
Seasonal adjustment 
Respondents to business and consumer tendency surveys are in many countries 
requested to take seasonal factors into consideration in their qualitative opinions. In 
spite of this, tests have shown that residual seasonality remains in a number of 
series. The published series with these contents for EU Member are seasonally 
adjusted by the European Commission using the DAINTIES seasonal adjustment 
method. Series for other countries are seasonally adjusted by the national institutes 
or by the OECD, if their seasonal pattern is found significant. The X-12 Reg-ARIMA 





Share prices (ps): OECD source 
“The Main Economic Indicator share indices are targeted to be national, all-share or 
broad, price indices and use the closing daily values for the monthly data, normally 
expressed as simple arithmetic averages of the daily data.  
Share price indices are usually calculated by the stock exchange, although 
occasionally agencies such as central banks will compile them. Monthly data are 
averages of daily quotations, quarterly and annual data are averages of monthly 
figures. 
For stock price the data used are the general share price index (ps variable) of each 
of the countries under analysis. Namely, for CAC40 in France (FR), for DAX in 
Germany (GE), for Athex20 in Greece (GR), for MIBTel in Italy (IT), for Nikkei225 in 
Japan (JP), for PSI 20 in Portugal (PT), for IBEX35 in Spain (SP), for FTSE100 Index 
in United Kingdom (UK) and for S&P500 for the United States (US). Share prices 
have the base Index for 2005 (=100) and represent all share indexes. 
Share price indices also have a crucial role as a component in the construction of the 
CLIs series.” 
Industrial production (ip): OECD source 
“Data are expressed as indices with average for a reference year equal to 100 (2005 
is the reference year). Industrial production refers to the volume of output generated 
by production units classified under the industrial sectors, of the International 
Standard Industrial Classification of all Economic Activities, which measure volume 
changes of output, as well as in physical volume or in a ratio. Initially, partial indices 
for production groups at a low level of the Industrial classification are calculated from 
the production of each group's representatives using weights determined by the 
representatives' gross output. These partial indices are then further aggregated.  
An industrial production index is an index covering production in mining, 
manufacturing and public utilities (electricity, gas and water), but excluding 
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construction. The exact coverage, the weighting system and the methods of 
calculation vary from country to country but the divergences are less important than 
e.g. in the case of the price and the wage indices. Production indices are normally 
compiled at monthly or quarterly frequency to measure increases and decreases in 
production output. Indices of industrial production that are compiled in all OECD 
Member countries which are used as a main short-term economic indicator in their 
own right because of the impact that fluctuations in the level of industrial activity have 
on the remainder of the economy. The availability of such indices on a monthly basis 
and the strong relationship between changes in the level of industrial production and 
economic cyclical behavior facilitates the use of production indices as a reference 
series in the compilation of cyclical or leading indicators in a number of countries and 
by the OECD. 














Estimate a small but statistically 
significant intertemporal elasticity 
of substitution;
The empirical issues are 
whether consumer confidence is 
informative of current or future 
consumption, and whether 
consumer confidence has any 
predictive power over and 
above standard macroeconomic 
variables.
All the explanatory variables were lagged one to four 
periods.
Granger causality test
Consumer confidence may be a coincident indicator if it 
summarises changes in agents' beliefs about future income.
Gallup Consumer Confidence 
Indicator;
Logarithm of labour income on 
lagged changes of itself, 
changes in the confidence 
indicator as well as the change 
in unemployment, inflation, real 
interest rates and changes in 
financial and housing wealth. 
Was found a high level of confidence is 
associated with greater optimism about the 
level of consumption but also a higher forecast 
variance;
The confidence indicator is useful in predicting 
innovations in all these variables, with the 
exception of changes in financial wealth;
Whilst consumer confidence may reflect 




Investigate whether current 
economic activities in 
Bangladesh can explain stock 
market returns
In long-run horizon it is used cointegration tests and in the 
short-run dynamic adjustment from a vector error correction; 
causality tests of economic variables on stock returns and 
vice-versa.
A series of tests such as unit roots, cointegration, vector 
error correction models (VECM) have been carried out. 
Granger causality test was also conducted to test the 
causality. These tests examine both long-run and short-run 
relationships between the stock market index and the 
economic variables.
Monthly data series for the period of July 1997 to June 2005: 
the data has been compiled from Economic Trend published 
by Bangladesh Bank and International Financial Statistics.
Share price index to represent 
the stock market and several 
macroeconomic variables 
namely broad money supply, 
treasury bill rate, interest rate, 
GDP, industrial production 
index etc.
This paper finds that the Bangladesh stock 
market does not reflect macroeconomic effect 
on stock price indices, like industrial 
production index, broad money supply and 
GDP growth which may be the outcome of a 
small and shallow emerging stock market of
Bangladesh. But interest rate change or T-bill 
growth rate may have some influence on the 
market return. It is argued by the
authors with the explanation that the stock 
market should react with these changes 
otherwise investor is likely to switch from
stock market to money market or other places 
where opportunity cost for them is likely to be 
higher. However, the findings that
change of interest rate Granger causes stock 
market returns unidirectionally implies that 
stock market index is not a leading
indicator for the economic variable of the 
change in interest rate, which shows the 









This paper investigates the 
relationship between financial 
development and economic 
growth
Τhe purpose of this paper is to examine the long-run 
relationship between these variables applying the two-stage 
least squared method;
15 European Union member-states for the period 1965-2007, 
except for Greece (1978-2007), Portugal (1985-2007), Spain 
and Luxembourg (1975-2007), estimating a simultaneous 
system equations model;
All time series data are expressed in their levels and are 
obtained from International Financial Statistics
Stock market index, domestic 
bank credits to private sector, 
industrial production
The results of this paper indicated that there is 
a positive relationship between financial 
development and economic growth taking into 
account the negative effect of inflation rate and 
interest rates.
Stock market development has a greater effect 
on economic growth for Denmark, Finland, 





Examine the relationship 
between stock market 
development and economic 
growth, controlling for the effects 
of the banking system and stock 
market volatility
Data: five developed economies (Germany, the United 
States, Japan, the United Kingdom, and France), varying 
between 1968 and 1997;
Output is measured by the logarithm of real GDP (LY); stock 
market development by the logarithm of the stock market 
capitalization ratio (LMC), defined as the ratio of stock market 
value to GDP; banking system development by the logarithm 
of the ratio of domestic bank credit to nominal GDP (LBY); 
stock market volatility (SMV) is measured by an eight-quarter 
moving standard deviation of the end-of-quarter change of 
stock market prices;
Empirical investigation in a vector auto regression (VAR) 
framework;
Johansen (1988) method is based on a vector error 
correction (VECM)  which represents a VAR model;
Repetition of the empirical analysis using two further 
measures: the logarithms of the ratio of total stock market 
transactions to GDP (TRY) and the ratio of total stock market 
transactions to market valuation (TRMV) for US and UK
Stock market transactions, 
GDP, market valuation
Although both banks and stock markets may 
be able to promote economic growth, the 
effects of the former are more powerful; The 
contribution of stock markets on economic 
growth may have been exaggerated by 
studies that utilize cross-country growth 
regressions; the broad-brush conclusion that 
stock market development helps promote 
economic growth must now be viewed with 
some caution; While stock markets may be 
able to contribute to long-term output growth, 
their influence is, at best, a small fraction of that 
of the banking system; The link between 
financial development and growth in the UK 
and the US was found to be statistically weak; 
Both stock markets and banks seem to have 
made important contributions to output growth 
in France, Germany and Japan; Findings 
consistent with the view that bank-based 
financial systems may be more able to 
promote long-term growth than capital-market-
based ones; Stock market volatility had 
negative real effects in Japan and France, …; 
Although the presence of volatility in stock 
prices may reflect efficient functioning of stock 









In this article, effects of stock 
price developments on 
employment are examined
Use of the reduced-form equation of the Keynes-Weintraub-
Davidson model for employment augment with stock prices;
Estimation of the reduced-form equation employing 
cointegration methodology and quarterly data for 1991:1 and 
2000:4;
It was also used the Ordinary Least Squares (OLS) and the 
augmented Dickey-Fuller (ADF) tests; cointegration were 
examined employing the Johansen (1991, 1995) vector auto-
regression (VAR) modelling methodology
Economic Sentiment Indicator 
(ESI); as interest rates (i) is 
used short-term interest rates 
with a maturity of 3 months; 
real income (y) is proxied by 
the production index as 
provided by the IMF; a broad 
money aggregate; share 
prices (sp) and consumer 
price index
While stock prices have a positive effect on 
employment, this effect is marginal compared 
to that of autonomous expenditures in wage 
units in determining the path of employment
BALKE, 
WOHAR (2006)
Before 1981, much of the 
finance literature viewed the 
present value of dividends to be 
the principal determinant of the 
level of stock prices. However, 
LeRoy and Porter (1981) and 
Shiller (1981) found that, under 
the assumption of a constant 
discount factor, stock prices 
were too volatile to be consistent 
with movements in future 
dividends.
By using the VAR to forecast future dividend growth and 
future stock returns, they were able to decompose the 
variability of current stock returns into the variability of future 
dividend growth and future stock returns;
Test for cointegration in order to help specify the vector error 
correction model - the Johansen result
This paper are quarterly and cover the period from 1953:11 
to 2001 :IV.
Price-dividend ratio, real 
dividend growth, short-term 
interest rate, long-term interest 
rate, and inflation;







This paper examines the 
importance of different economic 
sentiments, e.g. consumer 
moods,
for the Central and Eastern 
European countries (CEECs) 
during the transition process, 
and the relationship between 
global economic sentiments and 
domestic income and share 
prices; test whether the impact 
of global sentiments
and stock prices on domestic 
variables increases 
proportionally with the degree of 
integration
Structural cointegrating VAR (CVAR) framework based upon 
a restricted autoregressive model which allows to distinguish 
between the long-run and the short-run dynamics;
To test for cointegration is applied the multivariate test of 
Johansen (1988); preliminary unit root tests, applying the
Phillips-Perron test, the KPSS test and the DF-GLS test; for 
the specification of the model the choice of the lag is based 
on the presented tests for autocorrelation and ARCH-effects; 
Start the analysis by determining the lag order according to 
the Akaike information criterion (AIC) based upon the 
unrestricted model;
All variables except the interest rates and the sentiment 
indicators are expressed as natural logarithms.
Sample: Countries - Czech Republic, Poland, Slovakia; 
Period - Jan 1997 - Dec 2008
Consumer confidence  - 
Economic Sentiment Indicator 




From OECD and IFS: short-
term interest rates; Real 
income is proxied by the 
production index; to match the
money supply is used a broad 
money aggregate; consumer 
price index
For the long run its was found evidence 
supporting relationships between sentiments, 
income and share prices in case of the Czech 
Republic. Results for the short run suggest that 
economic sentiments in general are strongly 
influenced by share prices and income but 
also offer some predictive power with respect 
to the latter. What is more, global sentiments 
play an important role in particular for the 
CEECs’ share prices and income. The 













Investigated in-sample and out-
of-sample predictability of equal- 
weighted and capitalization-
weighted quarterly excess 
returns for 55 industries over the 
1973-95 period
Tested in- sample predictability by investigating the 
regression coefficients of industry models estimated over the 
entire sample;
Out-of-sample predictability: Bayesian regression models to 
estimate the expected return vector and covariance matrix 
each quarter over the 1981-95 period, with in each quarter, 
was formed six portfolios based on the 55 industries of 
BARRA’s US weighted equally or by capitalization;
Procedure outlined in Fama and French (1988b, p. 6) to 
calculate the aggregate dividend yield from the Ibbotson 
Associates Large Company Stocks return index with and 
without dividends;
6 portfolios was constructed;
The Box-Pierce Q-statistic significance levels test the null 
hypothesis that each industry model's prediction errors are 
noise
Term spread, default spread, 
commercial paper-T-bill 
spread, aggregate dividend 
yield, ex ante real rate of 
interest and expected inflation;
Term spread: difference in 
monthly yields between the 
10Y and 1Y US Treasury 
constant-maturity yields;
Default spread: difference 
between Moody's Investors 
Service's Baa and Aaa 
seasoned bond yields
The in-sample analysis supported 
predictability for about 80% of the cap-
weighted industries and about 90% of the 
equal-weighted industries;
The out-of-sample analysis provided strong 
evidence that the forecasting models for 
industry returns combined with mean-variance 
optimization criteria are useful for portfolio 
selection;
Results provide evidence that industry returns 
are predictable-not merely in a statistical sense 
but also from the economically relevant 
standpoint of portfolio selection;
In the absence of trading costs, portfolios 
formed by simply choosing the quintile of 





This paper seeks to address 
the question of whether 
macroeconomic variables may 
proxy for local risk sources;
Additionally it’s investigated the 
degree of commonality in 
exposures across emerging 
stock market returns using a 
principal components approach.
Extract the common variation in a combined variable set 
using Principal Components Analysis (PCA);
The risk source is assumed to be the return on a value-
weighted world portfolio, such as the MSCI world index;
Multifactor models such as the International Arbitrage Pricing 
Theory (IAPT) have bee developed as an alternative to the 
ICAPM;
It’s considered a model of equity return variation for country 
i, where country i is perfectly integrated with world financial 
markets; it’s assumed that there are N-Factors that are able 
to account for the variation in the returns of country i;
Data: emerging market (classification of International Finance 
Corporation) returns;
Sample period: January 1985 up December 1997; all return 
data are on a monthly return interval, include both dividend 
and capitalisation adjustments;
A least squares procedure was used, with the coefficients 
being adjusted where necessary for serial correlation and/or 
heteroskedasticity
Return on a value-weighted 
world market index (MSCI);
Money supply, inflation, GDP, 
industrial production and 
exchange rates (local sources)
The used variables are significant in their 
association with emerging equity returns above 
that explained by the world factor;
The microeconomic effects of price-to-earnings 
and dividend yield are most apparent;
Commonality is particularly evident when 
regions are considered which is important to 
investors as it suggests a limitation to 
diversification, concentrated at the regional 
level;
Current stock levels are positively related to 
future levels of real activity, as measured by 








This paper investigates whether 
the breakdown in the traditional 
relation between stock returns 
and growth rates of real 
economic activity in the US can 
also be found in other G7 
countries
Cointegration test and investigate the non-stationary: 
Augmented Dickey-Fuller unit root test for the log levels as 
well for the 1st differences; Johansen's VAR-based 
cointegration test and the two step procedure proposed by 
Engle and Granger;
OLS Regressions and a Vector Error Correction Model: 
analysis of Adj R2, S.E., F-statistic (p-value), Chow-test (p-
value) Wald test in order to find out the joint significance of 
past stock returns in explaining current growth rates of real 
GDP in a vector auto regression model; CUSUM test - based 
on the cumulative sum of the recursive residuals G7 
countries: Canada, France, Germany, Italy, Japan, and UK;
Data from 1960 to 1999
Industrial production, GDP 
and Investment
The results suggest that a similar breakdown 
occurred in Japan as well in an aggregate 
European country, for the test using IP as the 
variable representing real activity in OLS 
regressions and in the CUSUM test;
The relationship between stock markets and 
real activity in the European G7 countries is 
better understood on an aggregate level 





The effect of consumer attitudes 
on economic activity is a subject 
of great interest to both 
policymakers and economic 
forecasters
Household sentiment has been cited as one of 
the leading causes of the 1990-91 recession, 
and recent levels of confidence indexes have 
helped fuel speculation that the economy may 
be headed for a period of overheating.
Unexpected shifts in consumer confidence 
have also been used to explain swings in 
financial markets.
The empirical analysis suggests that consumer 
sentiment can help predict future movements 
in consumer spending; that forecasting power, 
however, depends on the survey in question
BREDIN, HYDE, 
REILLY (2005)
The presence of nonlinear in 
infuences in the relationship 
between stock returns and the 
macroeconomy is examined for 
six countries. 
Initially the relationships between stock returns and the 
financial and macroeconomic factors are investigated using a 
simple linear regression;
Monthly observations from 1979:04 to 2007:01 obtained from 
Datastream;
Stock returns on the market 
index, World market returns, 
World market (excluding US) 
returns, the dividend yield, 
changes in the short-term 
interest rate, the term 
structure, inflation, exchange 
rate, industrial production 
growth,  and changes in oil 
prices
Interest rate and infation variables are strong 
determinants of stock returns while evidence of 
the role of industrial production growth, 
dividend yields and oil prices is identifed in 
individual cases. Out-of-sample forecasting of 
the nonlinear models is superior to a random 
walk but struggles to out-perform that of the 
linear models. However, the smooth transition 
regression models predict direction more 










It is proposed a relatively simple 
procedure to predict Euro-zone 
industrial production using 
mostly data derived from the 
business surveys of the three 
major economies within the 
European Monetary Union 
(France, Germany, and Italy). 
The basic idea is that of estimating business cyclical 
indicators to be used as predictors for the industrial 
production in France and Germany; as far as Italy is 
concerned, forecasts are produced using a model that in the 
recent past proved to be able to produce accurate forecasts 
up to six months ahead.
In order to derive quantitative predictors from the business 
surveys data and to aggregate the nation-wide forecast into 
the Euro-zone forecast, it would be used an approach based 
on dynamic factors and unobserved components models. 
The resulting forecasts are accurate up to six steps ahead.
Industrial production, 
Business surveys data from 
European Comission
The overall results show fairly good forecasts 




Analyse the evolution of 
consumer confidence in Portugal 
and examine which factors 
underpin its formation
The markets chosen are Canada, France, Germany, Japan, 
U.K. and the U.S.
Consumer confidence, 
unemployment, inflation rate, 
election and ante elections, 
majority, crisis, euro
Consumer confidence, besides presenting 







Evaluating the forecasting ability 
of composite leading indicator 
variables of industrial economic 
activity
A great majority of VAR models considered, fail the 
exogeneity test for some countries. It's therefore disregard it 
for the forecasting evaluation of the models. It's tested for 
block exogeneity using a likelihood ratio test Hamilton (1994) 
and for parameter stability using the CUSUM-OLS test of 
Ploberger and Kramer (1992);
The assessment is based on forecasting performance; the 
results from the forecasting performance of the AR(p) model 
are used as a benchmark. It's considered the root mean 
square forecast error (RMSFE) of the forecast n periods 
ahead and the models estimate is done recursively;
Countries sample: France, Germany, Italy and UK;
Sample period: 1970-1990:M4 and 1990:M5-1998:M4
Short interest rate; Real 
effective exchange rate; Share 
price index; Long term bond 
yield;  Survey: Production 
tendency; Survey: Finished 
Goods; Survey: Order book 
level; New Orders; New car 
registrations; M1; M3; Labor 
cost; Business climate
The performance of the VAR models is not 
robust over the two forecasting subperiods;
Results show that the OECD indicator is not as 
competent a forecasting tool as would be 
possible;
The obtained achievements suggest that it may 
be possible to construct more satisfactory 










Expected stock returns change 
through time in a fairly persistent 
fashion?
The resulting vector autoregressive (VAR) system, in 
combination with the log-linear asset pricing framework, can 
be used to calculate the impact that an innovation in the 
expected return will have on the stock price, holding 
expected future dividends constant. The impact is the 'news 
about future returns' component of the unexpected stock 
return. The 'news about future dividends' component is 
obtained as a residual.
This paper is based on the methods of Campbell and Shiller 
(I988 a, b), that decompose the variance of annual stock 
returns (and log dividend-price ratios) into components due 
to forecasts of cash flows and returns.
The reason for using this DGP is that unit roots in regressors 
cause well-known problems with standard statistical
methods. 
Data: New York Stock 
Exchange 1927-88
The variance decomposition for stock returns 
is quite robust to changes in VAR lag length 
and data frequency. The unit root DGP enables 
to check whether the results reported above 




Decompose excess stock and 
10-year bond returns into 
changes in expectations of 
future stock dividends, inflation,
short-term real interest rates, 
and excess stock and bond 
returns
From the VAR we can calculate revisions in multiperiod 
forecasts of real returns and cash flows, and thus we can 
break asset returns into several components;
One simple and popular way to orthogonalize components is 
to order them and then apply a Cholesky decomposition;
The VAR approach postulates that the unobserved 
components of returns can be written as linear combinations 
of innovations to observable variables.
Assume that the state vector follows a first-order VAR 
process: Zt+1 =Azt+wt+1. The matrix A is the coefficient matrix 
of the VAR, and wt is the error vector.
Long-term asset returns, 
interest rates, inflation;
Dividend-price ratio and the 
relative bill rate;
Stock index is the value-
weighted index of stocks 
traded on the NYSE and 
AMEX, as calculated by the 
Center for Research in 
Security Prices (CRSP) at the 
University of Chicago.
In monthly postwar U.S. data, stock and bond 
returns are driven largely by news about future 
excess stock returns and inflation, 
respectively. Real interest rates have little 
impact on returns, although they do affect the 
short-term nominal interest rate and the slope 
of the term structure. These findings help to 
explain the low correlation between excess 











The paper examines the 
evolution of consumer and 
business confidence indexes
France, Germany and Italy since the mid-eighties, using 
regressions of the indexes on a set of common 
macroeconomic variables for each country;
Dummies inclusion for the dates of the main political crises;
Confidence indexes are considered a priori as stationary 
variables (they are bounded by construction).
Sample period: 1986-2000
Consumer and business 
confidence indices; industrial 
production; interest rate
Comparison of the results across agents and 
across countries highlights some differences in 
behaviour that have emerged in the last fifteen 
years;
This analysis should make it clear that 
confidence indexes can be considered as a 
synthesis of both macroeconomic variables 
and psychological factors;
Confidence indexes contain useful information 
on the future evolution of macro-aggregates 
that together with their relatively easy 
computation and timely availability, helps 





“Understanding the factors that 
drive stock returns around the 
world has long challenged 
academics and professional 
port folio managers”
A factor model for 21 (that constitute the MSCI World 
Developed Markets universe) developed equity markets for 
Jan1986 through Nov1999;
With the previous data was constructed a capitalization-
weighted world benchmark index;
Estimation of the model with 35 industry dummies and 20 
country dummies; the remaining parameter were estimated 
through the appropriate matrix algebra transformation;
FT/S&P 36 industry- level 
national total return indexes to 
measure the performance of 
portfolios of securities 
belonging to the same industry 
within a country;
Industry factors have been growing in relative 
importance and may now dominate country 
factors;
Evidence suggests that over the past five 
years, diversification across global industries 
has provided greater risk reduction than 
diversification by countries;
These findings suggest that industry allocation 
is an increasingly important consideration for 
active managers of global equity portfolios and 
that investors may wish to reconsider home- 











This paper pretend to prove that 
the better way for portfolio risk 
management is to construct 
homogeneous stock grouping 
based on a company’s industry 
affiliation
Comparison between Standard Industrial Classification (SIC) 
codes which aggregate companies selling related end-
products with the Global Industry Classification System 
(GICS), less approached in literature, that is used by portfolio 
managers and analysts considering investors attitudes;
SIC and GICS schemes can disagree about a company’s 
industry assignment;
In another side Fama and French (1997) drew up their own 
set of homogeneous stock groups, starting from digit SIC 
codes;
Sample: 1995-2004
Individual stock returns Stock groupings based on industry exhibit 
stronger out-of-sample homogeneity than 
groups formed from statistical cluster analysis
CHEN, ROLL, 
ROSS (1986)
 This paper tests whether 
innovation in macroeconomic 
variables are risks that are 
rewarded in the stock market;
Asset prices are commonly 
believed to react sensitively to 
economic news;
Financial theory suggests that 
the following macroeconomic 
variables should systematically 
affect stock market returns: the 
spread between long and short 
interest rates, expected and 
unexpected inflation, and the 
spread between high and low 
grade bonds
A version of the Fama-MacBeth (1973) technique was 
employed, into 4 steps: (a) a sample of sets was chosen; (b) 
the assets’ exposure to economic state variables was 
estimated by regressing their returns on the unanticipated 
changes in the economic variables over some estimation 
period; (c) the resulting estimates of exposure (betas) were 
used as the independent variables in 12 cross-sectional 
regressions, one regression for each month, with asset 
returns for the month, being the dependent variable, and 
which coefficient from a cross-sectional regression provides 
an estimate of the sum of risk premium; (d) steps b and c 
were then repeated for each year in the sample, yielding for 
each macro variable a time series of estimates of its 
associated risk premium. The time series means of the 
estimates were then tested by a t-test for significant 
difference from zero
To control the errors-in-variable and to reduce the noise in 
the individual asset returns, the securities were grouped into 
portfolios on the basis of firm size;
Sample: 1958-1984
Inflation (I), Treasury-bill rate 
TB), long-term government 
bonds (LGB), industrial 
production (IP), low-grade 
bonds (Baa), consumption 
(CG) and oil prices (OG);
Market indices: equally 
weighted equities (EWNY), 
value-weighted equities 
(VWNY)
Neither the market portfolio nor aggregate 
consumption are priced separately;










Long-term comovements of 
national stock markets in three 
EMS (European Monetary 
System) Countries (France, 
Germany and Italy) are 
examined;
The study explores whether 
they can be linked to similar 
comovements in 
macroeconomic variables, 
including the money supply, 
dividends and industrial 
production
The permanent component obtained from Gonzalo and 
Granger's method can be explicitly expressed as a function 
of observable variables for a discussion on the relationship 
between alternative common trend representations;
As a preliminary analysis, each series is first checked Fuller 
(ADF) test that allows for a linear time trend;
All stock price data series consist of the monthly Morgan 
Stanley Capital International (MSCI) market indexes, covering 
the period from April 1979 through June 1992 and converted 
into real dollars based on the U.S. consumer price index;
The macroeconomic data under study include monthly 
money supply (M1) and industrial production series taken 
from the OECD's Main Economic Indicators data bank. 
These series are converted into real U.S. dollars using 
relevant spot exchange rates and consumer price indexes 
from the IMF's; consumer price indexes are obtained from 
the OECD's Main Economic Indicators data bank. The real 
dividend data are extracted from the difference between 
series of dividend-inclusive and dividend-exclusive MSCI 
indexes.
Stock price data series; 
money supply (M1) and 
industrial production series; 
real dividend data
At least a limited role of these  macroeconomic 
variables in accounting for the stock market 
comovements among the EMS countries;
Some of economical fundamentals can be 
explained in terms of market psychology, 
because of their geographical proximity or the 
potential monetary link implied by the EMS 
exchange rate mechanism, investors may 
simple follow price movements in different 
major EMS stock markets;
Another interpretation of the results of this 
study is the missing-variable perspective. The 
variables examined here are important 
macroeconomic indicators, but they by no 
means exhaustively characterize the economy.
COTSOMITIS, 
KWAN (2006)
Attempt to examine the ability of 
consumer confidence to 
forecast household spending 
within a multicountry framework.
To examine the forecasting ability of consumer confidence on 
household spending, we use the prediction equations given 
in Carroll, Fuhrer, and Wilcox (1994), Bram and Ludvigson 
(1998), and Ludvigson (2004);
Quarterly data for nine of the EU countries surveyed by the 
European Commission: Belgium, Denmark, France, Italy, 
Germany, Portugal, Spain, the Netherlands, and the United 
Kingdom
Two confidence indices, 
namely the Consumer 
Confidence Indicator and the 
Economic Sentiment Indicator;
Total personal consumption 
expenditures;
Growth in real labor income, 
real stock price index, first 
difference of the short-term 
interest rate, unemployment 
rate
There is much variability in the in-sample 
incremental forecasting performance of the 
confidence indices for the countries 
canvassed. Further, the results of the out of-
sample tests indicate that the confidence 
indices considered provide limited information 










This paper explores whether the 
1987 market crash is 
exceptional in this regard, or 
whether a large fraction of 
significant market moves are 
difficult to explain on the basis of 
information;
Determine whether unexpected 
macroeconomic developments 
can explain a significant fraction 
of share price movements
Data: monthly returns between 1926-1985 and annual 
returns for the longer 1871-1986;
This analysis has two parts: (1) estimate a regression model 
relating each macroeconomic variable to its own history and 
that of the other variables; (2) after controlling the influence of 
lagged economic factors on prices, was measured the 
incremental explanatory power of current and future values 
of their macroeconomic time series;
Structured Vector Autoregression evidence: using 7 
measures of monthly macroeconomic activity, chosen to 
measure both real and financial conditions: logarithm of real 
dividend payments on the value-weighted NY Stock 
Exchange, logarithm of industrial production, logarithm real 
money supply (M1), nominal long-term interest rate, nominal 
short-term interest rate, monthly CPI inflation rate, logarithm 
of stock market volatility
Real dividend payments on 
the value-weighted NY Stock 
Exchange, industrial 
production, real money supply 
(M1), long-term interest rate, 
nominal short-term interest 
rate, monthly CPI inflation rate, 
stock market volatility
Difficulty of explaining as much as half of the 
variance in aggregate stock prices on the 
basis of publicly available news bearing on 
fundamental values;
The results parallel Roll’s (1988) finding that 
most of the variation in returns for individual 
stocks cannot be explained using readily 
available measures of new information;
Volatility may reflect changes that take place in 
average assessments of given sets of 
information regarding fundamental values as 
investors re-examine existing data or present 
new arguments; This view is suggested by 
French and Roll’s (1986) finding that return 
volatility is greater when the market is open 
than when is closed;
It may be fruitful in accounting for volatility to 
explore propagation mechanisms that could 
cause relatively small shocks to have large 





This paper examines empirically 
the causal relationship among 
financial development, credit 
market and economic growth;
The examined causal 
hypotheses are the following: Do 
the functions of stock market 
cause economic growth? Does 
banking sector development 
cause the functions of stock 
market? Does the banking 
sector cause economic growth?
Using a trivariate autoregressive VAR model in Greece for 
the examined period 1988:1–2002:12, available in a monthly 
base on IFS (International Financial Statistics) database, 
Bank of Greece, OECD database;
Augmented Dickey–Fuller (ADF) tests examines the 
stationarity of the data used (unit roots);  then cointegration 
analysis between the used variables is done by Johansen 
(1988) maximum likelihood procedure; after determining that 
the logarithms of the model variables are cointegrated it’s 
estimated a VAR model and error-correction model is 
necessary (MEC) and a Lagrange test is applied; also the 
Granger causality test is needing as a testing criterion the F 
statistic;
Cointegration techniques permit the estimation and testing of 
the long-run equilibrium relationships, as suggested by 
economic theory. Vector error correction (VEC) models 
provide a way of combining both the dynamics of the short 
run (changes) and long-run (levels) adjustment processes 
simultaneously
For the empirical analysis it’s 
used the industrial production 
as a proxy for economic 
development, market 
capitalization as a proxy for 
stock market development 
and money supply (M2) as a 
proxy for banking sector 
development
There is one cointegrated vector among the 
functions of stock market, the banking sector 
development and economic growth;
Granger causality tests have shown that there 
is a bilateral causal relationship between 
banking sector development and economic 
growth and a unidirectional causality between 
economic growth and stock market 
development whereas there is no causal 
relationship between the stock market and 
banking sector development;











In this paper, they build on the 
existing literature by studying 
directly the link between stock 
market comovements and focus 
on one such fundamental -  
similarities in the industrial 
structure across pairs of 
countries;
The paper focuses exclusively 
on the production side of the 
economy and investigates how 
industry-specific shocks play a 
role in explaining comovements 
in stock prices
Two-factor Fama-French model (1996, 1998) with an 
asymmetric GARCH specification for the error terms. 
Returns may be related to the style of the stocks involved 
and explain the variation in mean returns by variation in 
regression slope coefficients on two new “factors,” the HML 
portfolio of value minus growth firms and the SMB portfolio of 
small minus large firms;
Sample: Data for both developed markets, as compiled by 
Morgan Stanley Capital International (MSCI), and emerging 
markets from S&P’s Emerging Market Database (EMDB): 
1970-2006;
Annual data on industry structure is from UNIDO’s database: 
production, value added, employment, and number of firms 
(28 manufacturing sectors: 3 digit ISIC codes);
Country pair integration using data on bilateral trade flows 
from IMF’s Direction of Trade Statistics database;
GDP source: World Development Indicators
Dependent variable is the 
correlation between returns on 
country stock indices, on a 
monthly basis
Countries with similar industries have stock 
markets with high correlation of returns;
Differences in production structures have 
higher explanatory power for segmented 
markets rather than integrated ones;
The explanatory power of industrial structure is 
not overwhelming — we explain in the best 
case scenario about five percentage points of 
pairwise correlations with industrial differences. 
The variable is highly significant from a 
statistical point of view, but it’s economic 
significance is low; To have a more complete 
explanation of the observed correlations, one 
has to go beyond the production side and 
analyze also the role capital controls, liquidity 
fluctuations, regulation, etc. and in particular 




This paper investigates the 
international transmission 
mechanism of stock market;
Answers to the following 
questions are pretended:  How 
much of the movements in one 
stock market can be explained 
by innovations in other markets? 
Does the US stock market 
indeed influence other markets? 
Are there any markets whose 
movements are causally prior to 
those of other markets? How 
rapidly are the price movements 
in one market transmitted to 
other markets?
The estimation used a nine-market vector auto regression 
(VAR) system, developed by Sims (1980);
Sample: daily rates of return on the stock market indices, at 
closing time in terms of local currency as calculated by 
Morgan Stanley Capital International Perspective; period 
January 1980 trough December 1985; the nine markets 
included in this study are: Australia, Canada, France, 
Germany, Hong Kong, Japan, Switzerland, UK and USA
Daily rates of return A substantial amount of multi-lateral interaction 
is detected among national stock markets;
Innovations in the US are rapidly transmitted to 
other markets;
No single foreign market can explains, by itself, 
the US market movements;
The US stock market is found to be the most 





Authors Objectives Methodology Used variables Results
VAR
FAIR (2008)
This paper begins with the 
expectations theory of the term 
structure of interest rates with 
constant term premia and then 
postulates how expectations of 
future short term interest rates 
are formed. Expectations 
depend in part on predictions 
from a set of VAR equations and 
in part on the current and two 
lagged values of the short term 
interest rate
The four variables in the VAR equations are: the three-month 
interest rate, the inflation rate, the unemployment rate, and 
the cost shock variable. The right hand side variables in 
each equation include a constant term and four lagged 
values of each variable;
Restrictions: u error terms and the a coefficient;
The four VAR equations were estimated by OLS for the 
1963:2–2006:4 period, 175 quarters
Five interest rate variables:  
3M, 1Y, 3Y, 5Y,  10Y;
the domestic inflation rate, 
unemployment rate, 
percentage change in the 
price of imports, a cost shock 
variable
The model fits the data better than the random 
walk model and the model in which the change 
in the long rate is equal to the change in the 
short rate;
The properties of the model reported are 
consistent with the response of the 30-year 
U.S. Treasury bond rate to surprise price and 
employment announcements;
The overall results in this paper suggest that 
long term rates can be fairly well explained by 




The purpose of this paper will 
be to discuss first in more detail 
the theory underlying the 
random-walk model and then to 
test the model’s empirical 
validity;
The theory of random walks 
involves two separate 
hypotheses: (1) successive 
price changes are independent 
and (2) the price changes 
conform to some probability 
distribution
Data: daily prices of the 30 stocks of the Dow-Jones 
Industrial Average, between September 1957 and 1962;
Working with daily changes in log price, has two special 
situations that must be noted: they are stock splits and ex-
dividend days- Using graph to show the probability of 
obtaining a Gaussian distribution
This paper has presented strong and 
voluminous evidence in favour of the random-
walk hypothesis;
Data seem to present consistent and strong 
support for the model;
Daily changes in log price of stocks of large 
mature companies follow stable Paretian 
distributions; in other words, the Mandelbrot 
hypothesis seems to fit the data better than the 
Gaussian hypothesis
FAMA (1990)
Variables that proxy for expected returns and 
expected return shocks capture 30% of the 
variance of annual NYSE value-weighted 
returns.  Future growth rates of industrial 
production, used to proxy for shocks to 
expected cash flows, explain 43% of the 
variance of annual returns. However, because 
production growth rates, expected returns, 
and shocks to expected returns are all related 
to business conditions, the combined 
explanatory power of the variables-about 58% 
of the variance of annual returns-is less than 










Assess whether the ability of the 
country-specific CLIs 
(composite leading indicators ) 
to predict economic activity has 
diminished in recent years, e.g. 
due to rapid advances in 
globalisation.
The aim must be to describe and evaluate an out-of-sample 
forecasting strategy rather than simply to find an equation 
which happens to fit the data; Secondly it is used the 
unrestricted VAR model of the form;
All model comparisons are, however, based on year-on-year 
log-differences, i. e. forecasts derived from the VEC models 
are differenced and the month-on-month projections derived 
from the VAR and dVAR models are cumulated to obtain 
year-on-year growth rates. It is also employed the 
"Fluctuation" test to assess changes in the relative forecast 
performance of two models over time, defined as a centred 
moving average of out-of-sample loss differentials. It was 
used the Bayesian information criterion (BIC) to determine 
the appropriate lag length for the respective models.
All series are month-on-month log-differenced to ensure 
stationarity prior to estimation.
Sample countries: Canada, Denmark, UK, Spain, France, 
Greece, Sweden, US, Italy, Japan and Germany;
Sample period: 1990-2008
Industrial production; CLI Evidence that the CLI encompasses useful 
information for forecasting industrial 
production, particularly over horizons of four to 
eight months ahead. The evidence is 
particularly strong when taking cointegration 
relationships into account. At the same time, it 
was found indications that the forecast 
accuracy has declined over time for several 
countries.
The inclusion of external leading indicators can 






Consumer confidence predicts 
economic activity, but does it 
also predict stock returns? Do 
stock returns affect consumer 
confidence? And what's the 
relationship between consumer 
confidence and investor 
sentiment?
Regressions used, and all estimates have been adjusted for 
time series correlation using AR(1). The tables itens of the 
analysed relationships are: slope (coefficient and t-stat) and 
Adjusted R2
Sample date: 1977-2000, monthly basis
University of Michigan and 
Conference Board survey of 
consumer sentiment and the 
investor sentiment measures 
of the American Association of 
Individual Investors and 
Investor’s Intelligence.
Monthly stock returns: S&P, 
Nasdaq and Small cap
Consumers grow confident when investors 
grow bullish. Consumer confidence declines 
when stock prices decline but
investors need not fear that declines in 
consumer confidence would be followed by 
low stocks returns. Low consumer confidence 
is followed by high stock returns more often 
than it is followed by low stock returns.
While there's a negative relationship between 
consumer confidence and future stock returns, 
there is a positive and statistically significant 
relationship between changes in consumer 
confidence and contemporaneous stock 
returns; high stock returns boost consumer 
confidence. The relationship between 
consumer confidence and subsequent S&P 








Stock market returns are 
significantly correlated with 
inflation and money growth. The 
impact of real macroeconomic 
variables on aggregate equity 
returns has been difficult to 
establish, perhaps because 
their effects are neither linear nor 
time invariant
Estimate a GARCH model of daily equity returns, where 
realized returns and their conditional volatility depend on 17 
macro series' announcements;
For days with no macro announcements, the bracketed 
terms specify that the conditional variance depends on an 
ARMA(1, 1) process and two lagged bond market variable;
Data of security returns: daily (close-to-close) return to the 
value-weighted NYSE-AMEX- NASDAQ market index from 
the Center for Research in Security Prices (CRSP), from the 
beginning of January 1980 through year-end 1996; dividend-
to-price ratio and the log of the combined market value
Data of macro series announcements: an announcement 
during month t reports the series' value in month t - k, where 
generally k = 1. The schedule for these ones  is known well in 
advanced; every week, MMS International collects money 
market economists' expectations for some of the series 
scheduled to be announced during the subsequent week
Daily return to the value-
weighted NYSE-AMEX- 
NASDAQ market index and  
dividend-to-price ratio and the 
log of the combined market 
value
Six candidates for priced factors: three 
nominal (CPI, PPI, and a Monetary Aggregate) 
and three real (Balance of Trade, Employment 
Report, and Housing Starts). Industrial 
Production or GNP are not represented;
Identifying macro variables that influence 
aggregate equity returns has two direct 
benefits. First, it may indicate hedging 
opportunities for investors. Second, if investors 
as a group are averse to fluctuations in these 
variables, these variables may constitute 
priced factors;
Unable to model explicitly time variation in the 
effects of macro announcements on returns;
FLIESS, JOIN 
(2009)
Settling a longstanding quarrel in 
quantitative finance by proving 
the existence of trends in 
financial time series;  those 
trends, which might coexist with 
some altered random walk 
paradigm and efficient market 
hypothesis, seem nevertheless 
difficult to reconcile with the 
celebrated Black-Scholes 
model; Discussing the role of 
probability theory
Theorem due to P. Cartier and Y. Perrin, which is expressed 
in the language of nonstandard analysis;
Integral equations, algorithms, and other mathematical 
testings
(…) “Has shown in a most convincing way that 40 
years ago the Gaussian character of the price 
variations should be at least questioned, and it 
does not seem that the numerous 
investigations which have been carried on 
since then for finding other probability laws with 










Investigate how the temporary 
and permanent components of 
stock price movements may be 
related to aggregate 
macroeconomic supply and 
demand disturbances.
Vector autogressive system;
The unit root tests are the Augmented Dickey-Fuller (ADF) 
and the Phillips-Perron
(PP) Zt-tests for the null hypothesis;
The lag length for the VAR was chosen as follows. First, using 
the Bayes Information Criterion (BIC), the initial lag length was 
determined.16 Second, using the Ljung-Box Q-statistic, we 
tested for the whiteness of the residuals, and the lag depth 
increased (if necessary) until they were approximately white 
noise. The chosen lag depth was nine.
Forecast error variance decomposition
Sample period: Jan 1949 - Dec 1997
Real stock price index from 
S&P 500, and the consumer 
price index
It is shown that aggregate demand shocks 
have only temporary effects on real stock 
prices, while supply shocks may affect the 
level of real stock prices permanently.
x
GOH (2003)
This paper examines the ability 
of consumer confidence to 
forecast consumption 
expenditure in New Zealand.
Country analysed: New Zealand;
Stationarity tests : Augmented Dickey Fuller (ADF) 
procedure; The appropriate lag length for the ADF test was 
chosen by minimising the Akaike Information Criterion (AIC)
A two-step process is used to determine the forecasting 
ability of consumer confidence. The method was developed 
by Carroll et al (1994) The first step involves specifying a 
simple forecasting equation to examine the predictive ability 
of consumer confidence on consumption expenditure. This is 
done by examining the R 2 from regressions of the growth of 
various measures of consumption expenditure on lagged 
values of consumer confidence indexes;
The second step involves investigating whether consumer 
confidence has any predictive ability once controls for 
information contained in other variables are introduced. (The 
choice of control variables used is based on existing 
literature.)
Westpac McDermott Miller 
Consumer Confidence Survey 
, Consumption , Wealth, 
Labour income , Interest rate , 
Unemployment rate , Inflation 
rate, Stock market index , 
Consumption deflator , 
Lagged values of consumer confidence on its 
own were found to have some predictive ability 
for forecasting consumption growth. However, 
this predictive ability was greatly reduced 
when control variables  labour income, interest 
rates and stock prices - were introduced, 
suggesting that consumer confidence merely 
reflects current economic conditions. Because 
of this, consumer confidence provides little 
additional information above readily available 
economic and financial data for forecasting 
consumption. However, since confidence 
indexes are available in a timely manner 
compared to economic data, they still provide 
useful summary information for making 









Examine whether and how 
simple VARs can produce 
empirical portfolio rules similar to 
those obtained under a range of 
multivariate Markov switching 
models, by studying the effects 
of expanding both the order of 
the VAR and the 
number/selection of predictor 
variables included.
In a typical stock-bond strategic asset allocation problem on 
US data, is computed the out-of-sample certainty equivalent 
returns for a wide range of VARs and compare these 
measures of performance with those typical of non-linear 
models that account for bull-bear dynamics and characterize 
the differences in the implied hedging demands for a long-
horizon investor with constant relative risk aversion 
preferences.
Monthly data on real asset returns and a standard set of 
predictive variables sampled over the period 1953:01-
2008:12.
Predictive variables: dividend 
yield on equities , the short-
term interest rate (3M 
Treasury bill yield), the CPI 
inflation rate, the term spread 
defined as the difference 
between long- (10Y) and short-
term (3M) government bond 
yields, the default spread 
defined as the difference 
between the yields on Baa 
and Aaa corporate bonds, the 
rate of industrial production 
growth, and the unemployment 
rate.
Most (if not all) VARs cannot produce portfolio 
rules, hedging demands, or out-of-sample 
performances that approximate those obtained 
from equally simple non-linear frameworks.
x
HARVEY (1989)
The link between markets and 
real economic growth was 
formalized by Irving Fisher;
This article measures the 
relevant information contained in 
the bond market and the stock 
market for forecasting real 
economic activity.
The Standard & Poor's 500 stock price index (S&P 500) 
carries an important weight in the Department of 
Commerce's widely quoted index of leading indicators;
A version of the consumption-based asset pricing model 
suggests a simple linear relation between asset returns and 
the marginal rate of substitution;
Growth = growth in real 
(annual) GNP from quarter t + 
1 to quarter t + 5;
Yield Spread = spread 
between long-term and short-
term annualized yields to 
maturity observed at time t;
u = an unanticipated result 
(residual); a and b = fitted 
coefficients;
The short-term rate is the 3M 
Treasury yield;
The long-term rates are the 5 
and 10Y yields.
Although both stock and bond market data 
contain information relevant for predicting GNP 
growth, the bond market delivers more 
accurate predictions. While yield curve 
measures are able to explain more than 30% 
of the variation in economic growth over the 
1953-89 period, stock market variables explain 
only about 5%. Furthermore, forecasts based 
on the yield curve compare favourably with 
forecasts from leading econometric models, 
whereas forecasts from stock market models 
do not;
A yield-based forecast for the third quarter of 
1989 through the third quarter of 1990 
suggests a slowing of economic growth, but not 










Investigate whether the returns 
of industry portfolios are able to 
predict the movements of stock 
markets.
The model considers the pricing of two assets (stocks) in a 
three-date economy, assuming for simplicity that the risk-free 
rate is zero. It’s also assumed that investors have CARA 
preferences;
Analysis begin with the U.S. stock market, over the period of 
1946 to 2002, with fourteen out of thirty-four industries from 
Ken French’s and Nareit websites;
First, it’s compared the ability of these industries to predict 
the market to well-known predictors such as inflation, the 
default spread or the dividend yield and find comparable 
forecasting power. Second, was shown that a portfolio 
incorporating information in past industry returns can lead 
under certain circumstances to a higher Sharpe ratio than 
simply holding the market. And third, this analysis were 
extended to each of the eight largest stock markets outside 
of the U.S., including Japan, Canada, Australia, U.K.,  
Netherlands, Switzerland, France, and Germany. In contrast 
to the U.S., these time series are limited to the period of 1973 
to 2002;
Additional analysis: numerical simulations to check that the 
results of regression are not due to chance; divide the 
sample into two periods equal subsamples; forecasting the 
market and Indicators of economic activity sing all industries 
simultaneously; alternative methods and measures of 
economic activity were tested.
Market indices, returns of the 
CRSP value-weighted portfolio 
in excess of the risk-free rate, 
inflation (DRI database), 
default spread (difference 
between the yield of BAA-
rated and AAA-rated bonds), 
market dividend yield;
Industrial production, from DRI 
database and From Mark 
Watson’s web page, obtaining 
a time series of the Stock and 
Watson (1989) coincident 
index of economic activity
In the U.S., was found that a significant number 
of industry returns, including retail, services, 
commercial real estate, metal and petroleum, 
can forecast the stock market by up to two 
months
The propensity of an industry to predict the 
market is correlated with its propensity to 
forecast various indicators of economic activity 
such as industrial production growth;
When the analysis is extended to the eight 
largest stock markets outside of the U.S., was 
found similar patterns;
These findings suggest that stock markets 
react with a delay to information contained in 
industry returns about their fundamentals and 




This paper studies the (short-
run) relationship between stock 
market developments and 
consumer
confidence
The authors think that they are 
the first ones to look into the 
European experience on this 
issue
Granger causality tests based on Newey-West standard 
errors to correct for heteroskedasticity, with p-values 
analysis (causality PS to CC and CC to PS, with lags of 1 or 2 
month)
Sample: eleven European countries over the years 1986-
2001
Consumer confidence 
indicator is published by the 
European Commission, 
monthly
Stock returns and changes in sentiment are 
positively correlated for nine countries, with 
Germany as the main exception;
Stock returns generally Granger-cause 
consumer confidence at very short horizons 
(two weeks to one month), but not vice versa;
The stock market-confidence relationship is 
driven by expectations about economy-wide 
conditions rather than personal finances. This 
suggests that the confidence channel is not 
part of the conventional wealth effect, but a 
separate transmission channel;
There is no long-run relationship between stock 









This paper shows that the 
response of aggregate U.S. real 
stock returns may differ greatly
depending on whether the 
increase in the price of crude oil 
is driven by demand or supply 
shocks
in the crude oil market.
Use of a VAR model;
Responses and variance decomposition of US real stock 
returns
Global oil production, global 
real activity, real price of oil, 
US stock returns
Oil supply shocks have no significant effects 
on returns. Oil demand and oil supply shocks 
combined account for 22% of the long-run 
variation in U.S. real stock returns. The 
responses of industry-specific U.S. stock 
returns to demand and supply shocks in the 
crude oil market are consistent with accounts 
of the transmission of oil price shocks that 






Assess the linkage between 
stock market developments
and consumer confidence in the 
euro area; 
VAR models appear particularly useful in the present context 
since not much a priori knowledge is available about the 
deep causal structure that governs the dynamics between 
stock markets and consumer confidence. A VAR consists of 
n equations, one for each of the n endogenous variables, 
where each variable depends on p of its own lags, p lags of 
each of the other endogenous variables, possibly a constant 
(and other deterministic variables) and a random error or 
shock term. The order of a VAR is determined by p, the 
number of lags, while its dimension is given by n, the number 
of endogenous variables. Accordingly, an n-dimensional pth-
order VAR can be compactly written as:
zt = A1zt−1 + ... + Ap zt− p + c +ε t
Applied Augmented Dickey-Fuller (ADF) tests to assess the 
order of integration of the variables
Two main measures of stock 
market developments, a 
broad share price index for 
the euro area provided by 
DataStream and the 
corresponding price-earnings 
(P/E) ratio.
Household spending is 




Existence of a significant positive relationship 
between stock market developments and 
consumer confidence
in the euro area. As statistical causality seems 
to mainly run from stock prices to consumer 
sentiment, it is justified to qualify this empirical 
regularity as a confidence effect of stock 
markets. Such confidence effect proved to be 
robust against inclusion of several control 
variables in the VAR. However, a VAR that also 
includes real consumption growth suggests 
that the movements in confidence that stem 
from stock market shocks tend to be unrelated 
to future actual consumption. Moreover, there 
is only limited evidence that innovations in 
confidence can matter for consumption even 












Estimate fundamental and 
sentiment components of 
consumer confidence
Model the returns of equity portfolios sorted on various 
characteristics as a function of the market factor, allowing 
market beta to vary with the fundamental component of 
confidence;
Sample date: 1977-2002;
Regressions used, and analysis of correlations, R2, etc.
University of Michigan and 
Conference Board survey of 
consumer sentiment; Size 
premium in stock returns
Macro variables as control: 
default spread (rating 
differences); 3M Treasury bill; 
dividend yield; GDP growth; 
consumption growth; labour 
income growth; unemployment 
rate; growth in unemployment 
rate; inflation rate.
Over the last 25 years consumer confidence 
forecasts returns in a manner consistent with 
the sentiment – based
behavioural hypothesis.
LUCEY et al. 
(2008)
Given the dominant role the U.S. 
economy plays in the global 
economic environment, U.S. 
Macro economic shocks are 
expected to affect asset returns 
in other countries.
Model each of the Fama-French factors with a GARCH (1,1) 
model;
Consumers’ price index 
monthly percentage change; 
Producers’ price index 
monthly percentage change; 
Housing starts divided by all 
US houses; Unemployment 
monthly percentage change; 
Retail sales monthly 
percentage change; Personal 
income monthly percentage; 
Non-farm payroll divided by 
US population; Leading 
indicators monthly percentage 
change; Industrial production 
monthly percentage change; 
Business inventories monthly 
percentage change; Real 
GNP/GDP monthly percentage 
change
Residual returns and conditional volatilities in 
major developed economies are significantly 
impacted by US macroeconomic surprises;
Was identified that U.S. macro economic 
shocks that have spillover impact on global 
asset returns over and above those 
transmitted through equity market returns. 
While return levels are significantly influenced 
by productivity and retail sales surprises, 
return conditional volatilities are mainly 
influenced by inflation, personal income, 
industrial production, leading indicators, and 
gross domestic product surprises;
Among all the macro indicators, however, 
industrial production is the only one that affects 
stock returns in all countries significantly 
positively post announcement. The coefficients 
on industrial production surprise are of the 
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MTULIA (2009)
In this manuscript were used 
market efficiency as a departing 
point and propose an unmarked 
approach to understanding the 
phenomenon
Equations of the several hypothesis of market efficiency, with 
a mathematical importance
It has been demonstrated that market 
efficiency can be understood independently 
through fundamental finance
By formalizing the basic concepts of finance, 
the efficient market equilibrium was deduced 
from first principles. Together with the time 
value of investments, we were able to compute 
discount rates for capital assets, price equity 
shares and determine the inflection points for 
bull and bear markets among other things
OTOO (1999)
Examine the relationship and its 
nature between movements in 
consumer sentiment and stock 
prices. Does na increase in 
stock prices raise aggregate 
sentiment because people are 
wealthier or because they use 
movements in stock prices as 
an indicator of future economic 
activity and potential labour 
income growth?
VAR model estimation
Impulse response and variance decomposition analysed;
OLS regressions of the variables as log differences;
Monthly data: Jun 1980 - 1999
Michigan SRC Index; Wilshire 
5000 stock price index
Consumer sentiment and stock prices share a 
strong contemporaneous relationship - an 
increase in equity values boosts sentiment.
People use movements in equity prices as a 
leading indicator, instead of being wealthier
Tests indicated that stock prices influence 
consumer sentiment, but the reverse was not 
true
The relationship between this two variables 
seems to be robust, although stock prices 












Examine the robustness of the 
evidence on predictability of 
U.S. stock returns, and 
addresses the issue of whether 
this predictability could have 
been historically exploited by 
investors to earn profits in 
excess of a buy-and-hold 
strategy in the market index
The OLS estimates are fairly simple to compute (even in the 
early 1960s) and, in view of the Gauss-Markov Theorem, are 
reasonably robust even in the presence of nonnormal errors 
in the excess return equation;
All variables were measured at monthly frequencies over the 
period 1954:1 to 1992:12, and the data sources were as 
follows: Stock prices were measured by the Standard & 
Poor's 500 index at close on the last trading day of each 
month. These stock indices, as well as a monthly average of 
annualized;
The only variable to be 
included in the forecasting 
models throughout the entire 
sample period 1960 to 1992 is 
the one-month lagged value of 
the one-month T-bill rate; - 
Monetary growth and 
industrial production are 
included in the forecasting 
models more or less 
continuously from the mid and 
late 1960s, respectively;
Dividend yield variable starts 
to get included as a regressor 
in the forecasting models 
around 1970;
Inflation rate variable and the 
12-month interest rate are 
included in the forecasting 
equations closely related to  
economic "regime switches"
The predictive power of various economic 
factors over stock returns changes trough time 
and tends to vary with the volatility of returns;
The degree to which stock returns were 
predictable seemed quite low during the 
relatively calm markets in the 1960s, but 
increased to a level where, net of transaction 
costs, it could have been exploited by 
investors in the volatile markets of the 1970s;
Possibility of the price of risk is time-varying so 
that there is no constant, proportional 
relationship between the first and second 
conditional moments of stock returns;
Possible relation between periods with high 
volatility in the markets and periods with higher-
than-normal predictability of excess returns on 
shares; this could be consistent with 
incomplete learning in the aftermath of a large 
shock to the economy  as well as with a story 
where the predictability of excess returns is 
reflecting time-varying risk premia.
POTERBA 
(2000)
This paper describes what 
economists know about how 
stock market wealth affects 
household behaviour, especially 
consumption.
The evidence suggests that the rising stock 
market has surely contributed to rising 
consumer spending in the 1990s;
At the end of 1999, consumer confidence 
reached its highest level since October 1968, 
and this high level of confidence has probably 












Examine the predictability of 
stock returns using 
macroeconomic variables in 
twelve industrialized countries
Analyze stock return predictability using a predictive 
regression framework;
A simple metric for comparing forecasts is Theil’s U, the ratio 
of the unrestricted model forecast root-mean-squared error 
(RMSE) to the restricted model forecast RMSE;
Datastream data (the codes of searching are included in the 
data appendix)
Data for twelve industrialized countries: Belgium, Canada, 
Denmark, France, Germany, Italy, Japan, Netherlands, 
Norway, Sweden, the U.K., and the U.S
Inflation rate, money stocks, 
interest rates, term spread, 
industrial production, and 
unemployment rate
Among the macro variables considered, 
interest rates are the most consistent and 
reliable predictors of stock returns across 
countries;
In general, the evidence of predictive ability for 
the other macro variables is limited in most 
countries, especially with regard to industrial 
production and the unemployment rate.
ROLO (2009)
Analyzes the informative role that 
the stock market sectors’ might 
have regarding the future 
evolution of the real economy;
Find out if there was a 
combination of stock market 
sector’s that indeed contained 
more information regarding the 
evolution of GDP than a global 
stock market index, helping to 
understand if patterns of 
economic growth really exist
Using data for the US economy since discriminatory ability 
regarding the future evolution of the US GDP, with the one of 
a global market index, the S&P500 - But at the same time 
they explained the reasons of using this method in place of 
others; they also tested, at the beginning, if all the conditions 
were fulfilled;
Later on, since data from 2008 and early 2009 were 
available, they tried to evaluate the classificatory capabilities 
of the model presented
Available data in: www.stoxx.com; http://stats.oecd.org
GDP;
Lag variables;
18 discriminator variables 
(number of sectors 
considered, according to the 
market standard Industry 
Classification Benchmark)
Six of the analyzed sectors  (Auto, Banks, 
Construction & Material, Financial Services, 
Retail and Travel) had at least one discriminant 
function that according to a Wilk’s Lambda test 
was statistically significant. This indicated that 
these sectors have a cyclical nature, and can 
also have implications to portfolio managers
When applied the same method to S&P500, the 
model had not generated any statistically 
significant discriminant function
The tests applied for the 4 quarters of 2008 
and 1st quarter of 2009, concluded that the 
model was right two times, in a sample of 5 










Through leading indicators, 
modelling and forecasting the 
UK quarterly index of production
Adopt both linear and non-linear approaches to evaluate the 
forecasting role of leading indicator variables. Using the the 
Markov-switching approach because it can focus on the 
phase of the business cycle;
Sample period of 1955:Q2 - 1998:Q1; UK
Leading indicators: housing 
starts, the Confederation of 
British Industry CBI) optimism 
balance, prime bank bills 
interest rate, and several 
financial variables, namely FT 
actuaries, all share stock price 
index, the dividend yield of 
this index, M0 narrow money 
aggregate, the 3-month 
treasury bill yield, a long rate, 
and the term structure; 
Industrial production
The model not only suggests that financial 
variables (short-term interest rates and the 
dividend yield of the stock market) can play an 
important role in forecasting the real economy, 
but also that business optimism may not fully 
take account of the information in
these variables. At least with the benefit of 
hindsight, it can be concluded that the 1990s 
recession in UK industrial production could 
have been foreseen.
SOUSA (2003)
Characterise the volatility 
behaviour of the portuguese 
stock market, including the 
study of the industry and 
company
The methodology used was defined by Campbell, Lettau, 
Malkiel e Xu (2001), in which isn’t necessary betas estimation
The models worked are ARCH and GARCH type
Sample: stock returns between 1986 and 2002
Stock returns The results aren’t conclusive
The evidence suggests that are different levels 
of volatility between sectors but they couldn’t 
confirm the relationship among returns and 
economical activity
This study presents an opposite evidence 
comparing with Camphell (2002), relating 
United States economy
TOMÈ (1998)
The main purpose of this master 
thesis is to check if economical 
factors affects systematically the 
stock market;
Also testing in su-groups the 
sectorial factors stability 
Starting with the model developed by Ross (1976): Arbitrage 
Pricing Theory (APT);
Sample: Portuguese stock market, using data from January 
of 1994 until November of 1997, using SPSS software to the 
statistic treatment
Stock market prices The Portuguese stock market prices are 
related with the market risk, interest rate risk 
and corporate strategies;
The obtained results were quite surprising: the 
Portuguese prices react efficiently at market 
information reported;
Small open market, where investors could 
affect prices;
The interest rates are above the investors 
expectations, punishing the prices of 
companies that have higher debt;
However the market is being progressively 
more efficient;
The Banks have a different behaviour 
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UTAKA (2000)
This paper empirically analyzes 
whether consumer confidence 
has an effect on the real
economy in Japan.
Vector autoregressions including variables which represent 
consumer confidence;
Lag length is chosen by minimizing AIC (Akaike Information 
Criterion);
There exists Granger Causality from consumer confidence to 
GNP, in this case, after testing
The sample period covers the second quarter of 1983 to the 
third quarter of 1998. The number of observations is 62. GNP 
is expressed in terms of log differences. CCI is expressed in 
levels.
Consumer confidence, GNP, 
Industrial production
In the cases of quarterly and monthly data, 
consumer confidence has a significant effect 
on GNP fluctuations, whereas in the case of 
semiannual data, it has no effect. In other 
words, consumer confidence has an effect on 
only very short-term economic fluctuations. 
In Japan, the quantitative effect of consumer 
confidence on GNP fluctuations is smaller than 
that in the U.S. economy. CCI decompositions 
show that CCI explains about 41 percent to 52 





This paper documents that 
political factors can be linked to 
the part of stock prices that 
cannot be explained by the 
standard present value models;
By this hypothesis, formulas 
need to be adjusted in order to 
adequately account for the 
political environment
The definitions used here follow closely the work of Shiller 
(2003). All models assume that investors have perfect-
foresight and that they are concerned with the expected 
present value of future dividends;
Sample time period: 1945-2005, annual 
The Standard and Poor 
Composite Stock Price Index 
and the time series 
corresponding to the three 
abovementioned present 
value models were 
downloaded from Professor 
Robert Shiller’s archive;
The information concerning 
American presidential 
elections and presidents of the 
US was sourced from 
Encyclopaedia Britannica
Stocks tend to be more expensive relative to 
their fundamentals when Democratic 
presidents are in office;
Periods of strong support for the president, as 
measured by the Gallup’s presidential 
approval rating, coincide with overly inflated 
stock prices;
Whenever investors feel unreasonably 
optimistic about the future state of the economy 
they are more likely to support the incumbent 
and more inclined to invest in shares;
the stock market overpricing is particularly 
evident in years of presidential Elections;
military conflicts decrease the magnitude of the 
non-fundamental component of stock prices. 
The statistical significance of this finding, 
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WÓJCIK (2006)
This paper develops a series of 
stock market 
representativeness indices as a 
new method for analysing stock 
market development, and 
applies this method to data on 
stock markets and economies of 
thirty-one European countries, 
as well as Japan and the USA;
Conventionally, the relationship 
between economies and stock 
markets is measured with the 
ratio of market capitalisation to 
gross domestic product 
(MC/GDP ratio). This paper 
proposes measures focused on 
stock market 
representativeness as a way to 
complement the MC/GDP ratio.
This paper will compare the set of stock market companies 
to all companies with turnover in excess of €50m (used 
officially in the EU to distinguish between medium and large 
companies) adjusted to the price level in a given country;
Three groups of stock market indices are constructed: 
General stock market representativeness; sectoral stock 
market representativeness (NACE codes); geographical 
stock market representativeness;
Data: obtained from the ORBIS database, provided by 
Bureau Van Dijk Electronic Publishing (BDEP) updated at the 
end of September 2006; The data were obtained for all 27 
European Union member states (including Bulgaria and 
Romania), Iceland, Liechtenstein, Norway, Switzerland, as 
well as Japan and the USA, giving a total of 33 countries.
General stock market: nº of 
publicly traded companies in a 
country, nº of companies with 
turnover >< €50m and €200m;
Sectoral stock market: nº of 
publicly traded companies in 
sector i as a fraction of all 
publicly traded companies in a 
country, n.º of companies with 
turnover > €50m in sector i as 
a fraction of all companies with 
turnover > €50m in a country, 
N=58 sectors (NACE codes)
Geographical stock market: n.º 
of publicly traded companies 
in the rest of a country, n.º of 
companies with turnover €50m 
in the financial centre, n.º of 
publicly traded companies in 
the financial centre, n.º of 
companies with turnover €50m 
in the rest of a country
Stock markets poorly represent the underlying 
economies due to the low representativeness 
of them;
The level of stock market representativeness in 
Europe is much lower than in the USA and 
Japan;
In Europe, the USA, and Japan stock markets 
are strongly biased towards very large 
companies, towards high technology 
companies, and particularly high technology 
knowledge intensive services, as well as 
towards companies from financial centres;
Stock market representativeness varies 
considerably between individual countries, 
highlighting the significance of country-specific 
factors;
Research and development intensity, venture 
capital industry, asymmetric information, social 
networks, and government policy are explored 
as potential reasons for the stock market 
biases;
Low level of domestic geographical 
diversification of countries’ stock markets and 
stock market indices, with possible 
implications for the level of volatility.
ZIZZA (2002)
The aim of the present work is to 
obtain short-term predictions of 
the monthly volume of the 
industrial production of the euro 
area.
In this paper are proposed two models based on the 
forecasting of the production indices of the main euro-area 
countries (Germany, France and Italy): in the first, each 
country's forecast will be separately included in the model; in 
the second, the forecasts for the different countries will be 
combined with appropriate weights. Then the models are 
extended by introducing the forecast for the other member 
countries considered as a whole.
Sample: 1992:1 - 2000:1 ; Countries: Italy, France, Germany 
and the euro area as a whole
Industrial production of the 
euro area, which is commonly 
adopted as a business cycle
indicator (released by Eurostat 
with a lag of about two months 
with respect to the reference 
period);
Business Confidence Index 
from the European Comission
The introduction of the forecast for the 
production index of the minor euro-area 
countries as a predictor increased the 
precision of the estimates, but did not enhance 
the forecasting ability of the model with respect 
to those based only on the 
forecasts for the main economies.
At least from a theoretical point of view, an 
optimal solution should be the ex-post pooling 
(through a linear regression with a constant 
term) of two primary forecasts, in this case the 
first obtained from the separate-countries+US 
model and the second from the BGP model.
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