Retinal diseases are identified by conducting different medical examinations primary of which are visual examinations. One of the key issues in visual diagnosis of diseases is the human error due to poor decision making, for that an upcoming inter-disciplinary technology named Computer Aided Medical Diagnostic System provides precise detection and prediction of disease. Automated image analysis methods are far more helpful for early identification and evaluation of disease as compared to cryptic and time taking manual techniques of digital medical imaging. This study aims to develop an automated method for identification of eye disorders that affect the human retina which if left unidentified may result in blindness due to delayed detection and analysis. Image data was acquired by publically available STARE Database having fundus images and by implementation of exclusion and inclusion criterion it was pre-processed on MATLAB. Initial pre-processing increased the significance of the data to be analyzed. From 186 images, 16 diseases and 22 features were deduced. A support vector machine classifier was used for automated identification and classification, resulting in an accuracy of 94% and specificity of 98%. In the chosen technique sensitivity, specificity and accuracy of the results was affected by the problem of one-sided data. For the reduction of dimensionality of data (redundancy reduction) principal component analysis was employed. 5, 10 and 22 Principal components were obtained to reduce the amount of variables. PCA was performed prior to training of the SVM, results for different data dimensionality was compared for completeness.
Introduction
Retina of human is composed cells known as rods and cones that are responsible for the image and color identification [1] . The neural layer connected to the retina through the optic nerve serves the most pivotal part in the human vision [2] . In the structure of the human eye, blood vessels, optic disc, fovea and macula are fundamental elements which form the retina. The focal point of the OD is also called the blind spot because it does not have any photoreceptor [3] . The macula lutea is an oval shaped dim spot around 0.4mm in width located parallel to blind spot in eye. The center of the macula, about the size of a pin head is called Fovea Centralis and it has only cones to assist in sharp vision [4] . Most of the cones are present in macula and its thickness gradually reduces progressing towards the periphery [5] . Human retina undergoes several retinal deformities due to unhealthy living style, which influences the overall health of the eye. Abnormalities such as hemorrhages, macular degeneration, glaucoma and diabetic retinopathy [6] are a few of the many degenerative conditions of the retina [7] . A wide range of characteristic changes occur in the retina due to different diseases, a few of the symptoms are hemorrhages, cotton wool spots, exudates and micro aneurisms of the retina.
A number of automated techniques are present in the latest research literature for identification of features of the human eye and their underlying abnormalities (Gharaibeh, 2016) . Approached by Lee and Wang (1999) was introduced that addressed the problem of automatically detecting the quality of the fundus image [8] . Their approach starts from the perspective of addressing a pure signal by applying the global image intensity chart roughly by the Gaussian distribution. Nasr Al-Gharaibeh, Al-Huson (2015) suggested an approach that consists of pretreatment, vascular segmentation (FPCM), localization of necrosis, fovea removal, extraction and classification of malignant neural features [9] . Neuro-Fuzzy states as a hybrid of fuzzy logical and neural networks were employed in the design. Evaluations were performed utilizing MATLAB and the MESSIDOR database for their analysis that provides productive conclusions in vulnerability, quality, categorization, precision and reliability. Jing introduced a fully documented approach to detect fovea SD-OCT scans in a healthy and diseased macula [10] . This allows the use of the fovea as a key parameter in building a population reference frame to identify and exact key spatial temporal features from a large group of patients consisting of different time points, devices and imaging modalities. Priyanka B. Kale and Nitin Janwe (2017) proposed using an automated system to identify patients with diabetic retinopathy using fundus images [11] . The diagnosis and treatment related conclusions are easily and accurately drawn by the physician using automated medical image analysis. A number of automated techniques utilize machine learning and reinforcement learning as a primary solution for the decision and classification problems. Algorithms such as Support Vector Machines (SVM), Artificial Neural Networks, K-Nearest Neighbor and Naïve Bayes Classification are a few of the most popular techniques of diseases identification and classification. This study was aimed to use publically available data in the STARE Database to perform the automated classification of retinal diseases using support vector machine (SVM) classifier ( Figure 1 ). The Support vector machine (SVM) is used to perform supervised learning with an associated learning algorithm. This is a classification technique which was introduced by Boser et. al. in 1992 [12] . It can be readily employed to data with high-dimensionality such as that of the symptoms of retinal or any biological conditions.
Methodology
Publically accessible database of retinal image at Structured Analysis of the Retina (STARE) project was used to evaluate automated classification of retinal diseases. The initial idea was an image interpretation approach that differentiates the diseases of retina using fundus images. This contain colored images of retina obtained using 50 fundus camera that is of TRV (Topcon Corp., Tokyo, Japan) with 605x700 pixels resolution at 35 degree field. Images were tallied for every disease in MATLAB and a reduction criterion was employed for diseases, features and images. Database contains 402 images, 41 diseases and 37 features. Among 402 images only 311 images have valid information about features and diseases. A first criterion was the removal of diseases with less than 5 images. 91 images were removed due to improper diagnosis (according to the database), thus resulting in 21 diseases a first reduction, 2 categories (unknown diagnosis and choroidal haemangioma) were not used as recommended by the STARE project [13] , leaving only 19 diseases, 37 features and 301 images in second reduction case. Afterwards the dataset was further reduced by applying a 50% criteria to 19 diseases eliminating 15 features and 112 images as a result we get 189 valid images for 22 features with 19 diseases. The images which were removed in the above step also had some images of valid 19 diseases that causes skewed results for instance none of the 22 selected features were present however the disease was present in the image diagnosis. So a final reduction to fix the diseases was performed and images of 3 diseases were removed leaving valid 186 images and 16 diseases.
In order to utilize a Support Vector Machine the data was separated into training and testing samples. Biased random sampling was performed on the reduced data of 186 images to split into 70% training and 30% testing data. The MATLAB Code was used for the biased random sampling of the data. This data was split into training and testing samples through biased random sampling in the ascending order of positive samples of the diseases, min numbers of occurrences were for disease no. 15 (i.e. 5 positive samples). This ensured that the uneven distribution of the data was catered in the sampling process. Around 70% of the samples were sampled through biased random sampling for training and the remaining 30% were separated for testing. Total 130 images were separated for training (i.e. 70 % of total no. of images available) and remaining 56 images were separated for testing purpose. Figure 9 proves that biased random sampling (green line trend) is more closely related to 70% training set (blue reference line for 70%) as compared to normal random sampling (red line trend).
Each sample point has 22 features and labels for presence (or absence) of 16 diseases. A total of 130 samples were used for training and 56 samples were used for testing the SVM algorithm.
A Support Vector Machine (SVM) performs classification by finding the hyper plane that maximizes the margin between the two classes [14] . The vectors (cases) that define the hyper plane are termed as the support vectors [15] . The kernel can be changed to incorporate data that is not linearly separable by a hyper plane boundary. In machine learning, kernel methods are a class of algorithms for pattern analysis, any linear model can be turned into a non-linear model by applying a non-linear kernel. Three different kernel functions were tested for classification, Linear Kernel, Gaussian Kernel (radial basis function) and a Polynomial Kernel to analyze which performed better. Kernel is shape of separation boundary-linear/nonlinear boundary represents the similarity of vectors (training samples) in a feature space. Four types of data sets were analyzed DDC (Direct Data Conversion) in which logical data (0 and 1) converted to numerical data (0 and 1), PCA Full (22 feature were reoriented into 22 Principal components), PCA10 / PCARED (22 feature were reoriented into 22 Principal components and 10 were used) and PCA05 (22 feature were reoriented into 22 Principal components and only 05 were used). The different datasets were used to initially train and afterwards test the SVM algorithm for three different kernels. For the assessment of the performance of classifiers prediction values were calculated for all 3 kernels using all 4 datasets. PCA Reduced (10 and 5 Principal components) represents the reduction of dimensionality that can be made in two distinctive methods: by just keeping the most applicable factors from the first dataset or by exploiting the redundancy present inherently in the data. For the reduction of data dimensionality principal component analysis (PCA) is used, either using the factors from the first set or using redundancy in the reoriented features [16] . Linear combinations are used to distinguish the variancecovariance structure of an arrangement of factors. Lastly the predictions were analyzed to assess classifier performance in all cases, the reporting scores of accuracy, precision, sensitivity, specificity and F1-score were estimated through the MATLAB code.
Results
In total four types of data sets were analyzed for 16 diseases using Support Vector Machine algorithm in MATLAB to check the effect of dimensionality reduction in the original data. The total training labels of all 16 diseases are shown in the table 1 below. 1  25  105  2  41  89  3  4  126  4  16  114  5  28  102  6  7  123  7  14  116  8  4  126  9  4  126  10  5  125  11  5  125  12  6  124  13  10  120  14 5 125 3) and Gaussian were applied to all four types of data separately, kernel is a shape of separation boundary each kernel has different physical/dimensional shape. Accuracy, precision, recall, specificity and f1 score were calculated for performance analysis and results are shown in the following tables 2-4. In the case of linear kernel the classifier had different performance for every disease and every condition, some of the diseases showed higher score in DDC data but some has better results with other data types. Each data type shows significant results with overall accuracy of 94%, 98% specificity 69% F1-score. As expected the dimensionality reduction (PCA22, PCA10 and PCA5) tends towards reduced accuracy however this decrease in performance is really insignificant. The table 4 and 5 below shows the Accuracy and Precision for a Polynomial Kernel with an order of 3. Lastly the tables 6 through 7 shows the performance of the Gaussian Kernel based SVM. The results were tabulated for both Polynomial and Gaussian Kernels. The Polynomial Kernel based SVM shows an overall average accuracy of across all diseases 93% and the Gaussian Kernel based SVM shows an overall average accuracy across all diseases of 94%. Similar to the Linear Kernel, the difference between the different datasets was insignificant for both Polynomial and Gaussian Kernels.
All diseases have significant result but some of the diseases show extraordinary results because the training data was skewed because the number of positive sample images was far less than the number of negative samples for the disease. This was catered for slightly by the biased random sampling for the training set in the data; however the overall effect of over-fitting is prominent in the data. This also meant that for some diseases after splitting the data randomly for training and testing the positive samples were significantly reduced which resulted in lack of information. Hence some of the diseases (e.g. 5 images for disease 15) resulted in heavily biased training. A considerably low number of positive samples in data are the major contributing factor for the low recall scores of all classifiers in all datasets for almost all diseases. In dimensionality reduction it was noted that as move towards 5 Principal Components instead of 10 or 22, the accuracy showed a slight decreasing trend but number of false positive increased due to which number of true positive also increased.
Discussion
Using digital retinal imaging various clinical disorders of the human eye can be examined noninvasively. Automated image analysis can assist in the early detection of a disease based on its earlier symptoms. In order to facilitate the physicians in making better diagnosis, different measurements can be done to detect the retinal diseases quickly and make accurate suggestions based on machine learning algorithms. The aim of this study was to develop an automated tool for classification of retinal diseases in STARE database using SVM classifier in MATLAB, this approach resulted in an average accuracy of 94%. The proposed algorithm results in significant accuracies for the classification of disease with problems like over-fitting because of biased random sampling for the training data. This also tries to adjust the disproportionate number of positive sample images for some of the diseases. A few diseases were not detected at all due to a heavily biasing training, resulting in wrong classification; it is also expected since the training set consists of 3 positive samples and 127 negative samples for some of the diseases. The effect of dimensionality reduction on performance was studied, as the system moves towards the lower dimensionality; accuracies generally reduced however this reduction in accuracy was insignificant. Among all three kernels linear, polynomial and gaussian there were insignificant differences between results as gaussian perform just slightly better for our dataset. On accounts of heavily biased training, resulting in false negative, a problem arose for the diseases with less number of positive samples in the database. This can be improved by applying slightly adjusting the cutoff criterion such as, increasing the number of positive samples (up to 15 instead of 5). This can also be corrected by changing the classifier type or using more features. Digital image processing techniques have seen remarkable development in the recent years, however for the detection, analysis and treatment of the diseases there is need to further improve the existing methods and develop new ones.
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