Abstract. In this paper we consider diagonally affine, planar IFS Φ = {Si(x, y) = (αix + ti,1, βiy
Introduction and Statements
The dimension theory of self-affine sets and measures is far away to be well understood. Even in the special case of diagonally affine IFS, we don not have complete understanding. Falconer [3] introduced a formula, the affinity dimension, which gives an upper bound for the upper box counting dimension of self-affine sets, and proved that for almost every shift parameter if the contraction ratios of the corresponding iterated function system (IFS) are less than 1/3 the Hausdorff and box dimension coincide and equal to the given upper bound. Later this bound for contracting ratios was extended by Solomyak [17] to 1/2. For precise definition of affinity dimension in the special diagonal case, see Section 3.
Shmerkin [15] studied a family of overlapping self-affine sets and measures generated by diagonal matrices and by using the transversality method of self-similar measures calculated its dimension. Later, Käenmäki and Shmerkin [12] calculated the box counting dimension of a special family of self-affine sets allowing overlaps. Jordan, Pollicott and Simon [11] considered randomly perturbed self-affine sets and gave the Hausdorff and box dimension for a typical perturbation.
Recently, Fraser and Shmerkin [8] considered a family of overlapping self-affine sets related to the Bedford-McMullen carpets. This result uses the recently developed new technique in the dimension theory of self-similar sets by Hochman [9] .
Our goal is to give a sufficient condition related to Hochman [9] for a family of self-affine sets generated by diagonal matrices, which ensures that the Hausdorff and box dimension coincides and equal to the bound given by Falconer [3] . Let Φ = {S i (x, y) = (α i x + t i,1 , β i y + t i,2 )} m i=1
(1. Denote the attractors of Φ α and Φ β by Λ α and Λ β . It is easy to see that Λ α is the orthogonal projection of Λ to the x-axis and Λ β is the orthogonal projection of Λ to the y-axis. We call a measure µ self-affine if its compactly supported with support Λ and there exists a p = (p 1 , . . . , p N ) probability vector such that
Let us define the entropy and the Lyapunov exponents of the measure µ in the usual way. That is,
Jordan, Pollicott and Simon [11] gave a formula, called Lyapunov dimension, which is an upper bound for the Hausdorff dimension of self-affine measures. We give a sufficient condition, which ensures that the Hausdorff dimension is equal to this bound.
Condition.
We say that an IFS G = {f i (x)} i∈S of similarities on the real line satisfies the Hochman-condition if there exists an ε > 0 such that for every n > 0
where
If the parameters of the IFS G = {f i (x)} i∈S of similarities are algebraic, i.e. f i (0) and f i (0) are algebraic numbers, then either the Hochman-condition holds or there is a complete overlap, that is, there exist n ≥ 1, and ı =  ∈ S n such that f ı (0) = f  (0), see [9, Lemma 5.10] .
As an application of the results of Hochman [9] and Feng, Hu [7] the main results of our paper are the following statements.
Theorem A. Let Φ be an IFS in the form (1.1) and let µ be a self-affine measure of the form (1.3). Without loss of generality we may assume that χ α ≤ χ β (i.e. the direction of y-axis is strong stable).
(1) If Φ α satisfies the Hochman-condition and
(2) If Φ α and Φ β satisfy the Hochman-condition and
Here we recall the Hausdorff dimension of a probability measure µ,
For the basic properties of Hausdorff dimension we refer to [4] . As a consequence of Theorem A we can calculate the dimension of the attractor. Denote by s α and s β the similarity dimensions of the IFSs Φ α and Φ β respectively, i.e. s α and s β are the unique solutions of the equations
Theorem B. Let Φ be an IFS in the form (1.1) and let Λ be the attractor of Φ. Without loss of generality we may assume that s β ≤ s α .
(1) If Φ α satisfies the Hochman-condition and s α ≤ 1. Then
(2) If Φ α and Φ β satisfies the Hochman-condition and s β ≤ 1 < s α . Then
where d is the unique solution of
Unfortunately, our method does not allow us to extend the result for the case 1 < s α , s β . To examine this case, we would need a better understanding of overlapping self-similar sets in R d , d ≥ 2. We guess that if Φ α and Φ β satisfy the Hochman-condition and there is an i that α i = β i (i.e. the IFS is strictly affine) then the dimension of the attractor is equal to the affinity dimension and the dimension of self-affine measures are equal to the Lyapunov dimension.
By using the method of Fraser and Shmerkin [8] , we can give some estimate on the exceptional parameters.
Proposition C. Let Φ be an IFS in the form (1.1). Let us assume that max i =j {|α i | + |α j |} < 1 and
Then there exists a set T ⊂ R 2m such that dim P T ≤ 2m − 2 and for every (t 1,1 , . . . , t m,1 , t 1,2 , . . . , t m,2 ) ∈ R 2m /T the statements of Theorem A and Theorem B hold.
Peres and Shmerkin [14] showed that for every self-similar set in R or R 2 for any ε > 0 there exists a self-similar set contained in the original one with dimension ε-close to the dimension of the original set such that the IFS satisfies strong separation condition (SSC) and the functions share a common contraction ratio. That is, the IFS is homogeneous. Later, Farkas [6] extended this result to R d . We show that under the above conditions there exists a homogeneous self-affine set satisfying the strong separation condition which approximates the dimension of the original set from below.
Theorem D. Let Φ be an IFS in the form (1.1) and let Λ be the attractor of Φ. Without loss of generality we may assume that s β ≤ s α . Suppose that either
(1) Φ α satisfies the Hochman-condition and s α ≤ 1, or (2) Φ α , Φ β satisfy the Hochman-condition and s β ≤ 1 < s α . Then for every ε > 0 there exists a homogeneous affine IFS in the form
(1.5) with attractor Γ ⊆ Λ such that it satisfies the SSC, i.e.
A simple consequence of the result of approximating subsystems of self-similar IFSs by Peres and Shmerkin [14, Proposition 6] and by Farkas [6, Proposition 1.9] is that the Hausdorff, packing and box counting dimension of the self-similar sets are lower semi-continuous under the natural parametrization. For more general conformal setting, Jonker and Veerman [10] showed this phenomena earlier.
Remark 2.
It is an open question that when Φ is an IFS in the form (1.1), is there a (not necessarily homogeneous) affine IFS with SSC such that its attractor is contained in the attractor of Φ and approximates the upper box and packing dimension without the Hochman-condition?
The motivation of this question is the following. The box and packing dimension of the attractor of IFS in the form (1.1) with SSC depend continuosly on the parameters and on the dimension of the projections onto the axes, see for example [1, Theorem 4.1]. But the projections are self-similar sets, whose dimension is lower semi-continuous. Thus, the box and packing dimension of self-affine sets of IFS in the form (1.1) would be lower semi-continuous under the natural parametrization.
A consequence of lower semi-continuity would be that the exceptional set, where the box and packing dimension are not equal to the affinity dimension is small in topological sense. That is, the exceptional set of parameters is of first Baire category. The proof is similar to Simon and Solomyak [16, Theorem 2.3] . Proposition C guarantees that the affinity dimension, which is continuous under the natural parametrization, is equal to the box and packing dimension on a dense set, and the affinity dimension is an upper bound for the box and packing dimension. By density, the continuity points of the box and packing dimension must be the points, where it coincides with the affinity dimension. But the continuity points of any function is a dense G δ set. Hence, the exceptional set is in first Baire category.
Proof of Theorem A
First we recall here some results and notations of Feng and Hu [7] .
N be the corresponding symbolic space, σ the usual left-shift operator on Σ and let m be a σ-invariant ergodic measure on Σ.
Denote by Π the corresponding natural projection, i.e. 
where H m (ξ | η) denotes the usual conditional entropy of ξ given η. 
According to the classical result of Rokhlin, for every measurable partition there exists a system of conditional measures and it is uniquely defined except on a set of zero measure.
Let π, π α and π β be the natural projections from the symbolic space Σ to Λ, Λ α and Λ β w.r.t IFSs Φ, Φ α and Φ β . That is, for a i
Let P = {p 1 , . . . , p m } N be the ergodic, left-shift invariant Bernoulli-measure on Σ. Then the self-affine measure µ is the push-down measure P by π, that is, µ = π * P = P • π −1 . Define two self-similar measures of Φ α and Φ β by µ α = (π α ) * P and µ β = (π β ) * P. If it is not confusing, we denote the projected entropies, by h πα := h πα (P), h π β := h π β (P) and h π := h π (P).
Proof of Theorem A(1). Applying [7, Theorem 2.11], we have
Hence,
Proof of Theorem A(2). Let us define a lifted IFS on [0, 1] 3 and a derived IFS on {0} × [0, 1] 2 , as follows
where 0 < ρ < min i {|α i |, |β i |} and t i,3 ∈ R are chosen such that
Denote the natural projections of Φ and Φ by π and π respectively. Let us define µ = π * P and µ = π * P the push-down measures. We denote the projected entropies by h π := h π (P) and h π := h π (P). We note that the Lyapunov-exponents coincide for every measure µ, µ, and µ for the appropriate directions.
Applying [7, Theorem 2.11], we have 
Thus, h π β = h µ . Therefore dim H µ 
Hence, h πα = χ α . Therefore
Proof of Theorem B
Let us define the pressure function P (t) with respect to Φ of the form (1.1) in the following way 
where t 0 is the unique solution of the equation P Φ (t 0 ) = 1. Before we prove Theorem B, we need a technical lemma.
Lemma 3.1. Let G = {f i (x)} i∈S an IFS of similarities on the real line such that its similarity dimension is less than 1, that is i∈S |f i (0)| ≤ 1. Then for every left-shift invariant ergodic probability
where h ν is the entropy of ν, χ is the Lyapunov-exponent (i.e. χ = − i∈S log |f i (0)|ν([i])), and s is the similarity dimension of G (i.e. the unique solution of the equation i∈S |f i (0)| s = 1).
Proof. The IFS G contains similarities then f i (x) = f i (0)x+f i (0) for every i ∈ S. Since i∈S |f i (0)| ≤ 1, there exist t i ∈ R for i ∈ S such that the IFS G = {f i (0)x + t i } i∈S satisfies the open set condition (OSC). Let π be the natural projection w.r.t G from Σ to the attractor Λ of G . Therefore, for every ergodic left-shift invariant measure ν, dim H π * ν ≤ dim H Λ . The statement follows from the fact that if the IFS G satisfies the OSC then dim H π * ν = hν χ and dim H Λ = s. Proof of Theorem B(1). Using (3.2) we get dim B Λ ≤ s α .
Let P := {|α 1 | sα , . . . , |α m | sα } N a Bernoulli-measure on Σ and µ the corresponding self-affine measure. One can see that χ α ≤ χ β . Indeed, if χ α > χ β then by Lemma 3.1,
which is a contradiction. Applying Theorem A(1)
Proof of Theorem B(2). Using (3.2) we have that
Define Bernoulli-measure P := |α 1 ||β 1 | d−1 , . . . , |α m ||β m | d−1 N on Σ and µ the corresponding selfaffine measure. Once again, we show that χ α ≤ χ β . If χ α > χ β then by applying Lemma 3.1 we get
which is a contradiction.
On the other hand, applying again Lemma 3.1
Applying Theorem A(2)
Proof of Theorem D

For an IFS
First, we state a technical lemma.
be an IFS of similarities on the real line and let Θ(G) be the attractor of G. Then for every ε > 0 there exists a K = K(ε) > 0 such that for every k > K there is a F k ⊆ G k such that
The proof is a consequence of Orponen [13, Lemma 3.4] and Peres and Shmerkin [14, Proposition 6], therefore we omit it. Lemma 4.2. Let Φ be the IFS in the form (1.1) and let t Φ be the unique root of the subadditive pressure function t → P Φ (t), defined in (3.1). Then for every ε > 0 there exists a K = K(ε) that for every k > K there is a homogeneous IFS Ψ k in the form (1.5) such that Ψ k ⊆ Φ k and for the root of of the corresponding subadditive function
Proof. Throughout the proof we follow the line of Peres and Shmerkin [14, Proposition 6] .
, where e j are the coordinate vectors of R m , and m is the number of the functions in Φ.
Denote the subadditive pressure function, defined in (3.1), by P Φ and the root by t Φ . Without loss of generality, we may assume that s β ≤ s α , where s α and s β denote the similarity dimension of the systems Φ α and Φ β , see (1.2) and (1.4). Thus,
Fix a p = (p 1 , . . . , p m ) probability vector as follows, let
. . , m. Then by multidimensional central limit theorem there exists a c > 0 independent of k that
Thus, by (4.3) and (4.4)
Observe that every function T j ∈ Ψ k has the form T j : (x, y) → ( α k x + t 1,k,j , β k y + t 2,k,j ), where
i , that is, Ψ k is homogeneous. On the other hand, by using the definition of subadditive pressure (3.1) the root satisfies the following formula
Hence, there exists a constant C > 0 such that
which completes the proof.
Proof of Theorem D. Let Φ be the IFS in the form (1.1) with attractor Λ, and let Φ α and Φ β be the projected IFSs to the x-and y-axis with attractors Λ α and Λ β . First, let us suppose that condition (1) 
Applying Lemma 4.2, for every ε > 0 there exists a homogeneous IFS Ψ ⊆ Φ k for some k such that |t Φ − t Ψ | < ε/2. On the other hand, it is easy to see that since Φ α satisfies the Hochman-condition then every subset of Φ k α satisfies the Hochman-condition for every k. Denote the attractor of Ψ by Γ and denote the projected IFS to the x-axis by Ψ α with attractor Γ α . Hence, applying Theorem B(1) again,
Applying Lemma 4.1 for Ψ α we get that there is a homogeneous IFS Ψ ⊆ Φ k for a k that Ψ α satisfies the SSC, and thus, Ψ . Moreover, for the attractor Γ of Ψ
which proves the first case. Now, we turn to the case when condition (2) holds. By Theorem B (2) dim H Λ = t Φ .
Applying Lemma 4.2, for every ε > 0 there exists a a homogeneous IFS Ψ ⊆ Φ k for a k that |t Φ − t Ψ | < ε/2. Denote the attractor of Ψ by Γ and denote the projected IFS to the y-axis by Ψ β with attractor Γ β . Denote the contracting ratios of Ψ by α and β. Since Ψ β is homogeneous and satisfies the Hochman-condition, we have
Applying Lemma 4.1 to Ψ β , there exists a homogeneous IFS Ψ ⊆ Ψ k for a k that Ψ β satisfies the SSC, and so Ψ . On the other hand,
2 . Using (4.5) for the root of the subadditive pressure of Ψ
Hence, t Ψ − ε/2 ≤ t Ψ and by Theorem B(2), dim H Γ = t Ψ which completes the proof.
Proof of Proposition C
Finally, we show a bound on the dimension of the exceptional parameters. The statement is based on the dimension of exceptional parameters for self-similar IFSs.
be a set of real numbers such that r i ∈ (−1, 1) for every i = 1, . . . , m and max i =j {|r i | + |r j |} < 1. Then there exists a set E ⊂ R m such that dim P E ≤ m − 1 and for every (t 1 , . . . , t m ) ∈ R m /E the IFS G = {x → r i x + t i } Let w be a non-zero vector in R m−1 and let Π w : x → w · x be the linear projection to the line determined by w. Then it is easy to see that
Lemma 5.3. There exists a δ > 0 such that for every n ≥ 1 and every ı =  ∈ S n = {1, . . . , m}
where g i are the functions defined in Lemma 5.2 and g ı denotes the composition g ı = g i 1 • · · · • g in (and similarly for g  ).
Proof. It is enough to show that there exists a ε > 0 that for every n ≥ 1 and every ı =  ∈ S n = {1, . . . , m} n with
by choosing δ = ε min i {|r i |}. Let us argue by contradiction. Suppose that for every ε > 0 there exist n ≥ 1 and ı,  ∈ S n with i 1 = j 1 such that
By compactness and by letting ε → 0+, we get that there exists x, y ∈ Θ(G ) such that x − y > min i =j {dist(g i (Θ(G )), g j (Θ(G )))} > 0 and grad w Π w (x) − Π w (y) = 0, where Θ(G ) denotes the attractor of G . But by (5.1), it is a contradiction.
Proof of Lemma 5.1. Falconer showed in [2, Proof of Theorem 1] that the projections of G in Lemma 5.2 to lines in R m−1 through the origin and the IFS G are linearly equivalent. That is, for every (t 1 , . . . , t m ) ∈ R m there exists a unique vector (x 0 , w) ∈ R m such that t i = x 0 + w · a i . Thus, it is enough to show that there exists a set E ⊂ R m−1 such that dim P E ≤ m − 2 and the IFS x → r i x + Π w (a i ) satisfies the Hochman-condition for w ∈ R m−1 /E. Proof of Proposition C. Let α i and β i be non-zero real numbers for i = 1, . . . , m such that α i , β i ∈ (−1, 1), max i =j {|α i | + |α j |} < 1 and m i=1 |β i | ≤ 1. Then by Lemma 5.1 there exist sets E 1 , E 2 ⊂ R m such that dim P E 1 , dim P E 2 ≤ m − 1 and the IFSs Φ α = {x → α i x + t i,1 } m i=1 and Φ β = {x → β i x + t i,2 } m i=1 satisfy the Hochman-condition simultaneously for every (t 1,1 , . . . , t m,1 ) ∈ R m /E 1 and (t 1,2 , . . . , t m,2 ) ∈ R m /E 2 . Thus, the IFS of the form (1.1) satisfies the assumptions of Theorem A and Theorem B for every (t 1,1 , . . . , t m,1 , t 1,2 , . . . , t m,2 ) ∈ R 2m /E 1 ×E 2 . By using the product property of the packing dimension, we get dim P E 1 × E 2 ≤ dim P E 1 + dim P E 2 ≤ 2m − 2, which completes the proof.
