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Введение
Изучение сумм вида
∞∑
n=1
1
ns
(0.1)
при целых положительных значениях параметра s восходит к Л. Эйлеру
[40], [41]. Он, в частности, доказал расходимость ряда в (0.1) при s = 1 и
сходимость при s > 1, а также знаменитые соотношения
2
∞∑
n=1
1
n2k
= −(2πi)
2kB2k
(2k)!
для k = 1, 2, 3, . . . , (0.2)
связывающие значения ряда при четных положительных s с архимедовой
постоянной π = 3.14159265 . . . (см. [43, § 1.4]) и числами Бернулли Bs ∈ Q;
последние могут быть определены с помощью производящей функции
z
ez − 1 = 1−
z
2
+
∞∑
s=2
Bs
zs
s!
= 1− z
2
+
∞∑
k=1
B2k
z2k
(2k)!
.
В 1882 году Ф. Линдеман [68] доказал трансцендентность числа π и, тем
самым, трансцендентность ζ(s) для четных s.
Лишь веком спустя после Эйлера Б. Риман [91] рассмотрел ряд в (0.1)
как функцию комплексного переменного s. Этот ряд представляет в обла-
сти Re s > 1 аналитическую функцию, которая может быть продолжена
на всю комплексную плоскость до мероморфной функции ζ(s). Именно
это аналитическое продолжение и ряд важных свойств функции ζ(s) бы-
ли открыты Риманом в его мемуаре о простых числах. Дзета-функция
Римана и ее обобщения играют неоценимую роль в аналитической теории
чисел [122], [55], но тематикой настоящей монографии является изучение
арифметических и аналитических свойств значений эйлеровых сумм ζ(s)
в (0.1) при положительных s > 1 и обобщений этих чисел. Для краткости
мы будем называть величины
ζ(s) =
∞∑
n=1
1
ns
при целых положительных s дзета-значениями, а также четными и нечет-
ными дзета-значениями в зависимости от четности s.
4
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0.1. Теорема Апери
Как было отмечено выше, трансцендентность (а значит, и ирраци-
ональность) четных дзета-значений следуют из классических результа-
тов Эйлера и Линдемана. Формулы, подобные (0.2), для нечетных дзета-
значений неизвестны, и предположительно ζ(2k + 1)/π2k+1 не является
рациональным числом ни для какого целого k > 1. Арифметическая при-
рода нечетных дзета-значений казалась неприступной вплоть до 1978 года,
когда Р. Апери [7] предъявил последовательность рациональных прибли-
жений, доказывающих иррациональность числа ζ(3).
Теорема Апери. Число ζ(3) иррационально.
История этого открытия так же, как и строгое математическое обос-
нование наблюдений Апери, изложены в [84]. Число ζ(3) также известно
в наши дни как постоянная Апери (см., например, [43, § 1.6]). В качестве
рациональных приближений к ζ(3) Апери выбирает последовательность
vn/un ∈ Q, n = 0, 1, 2, . . . , где знаменатели {un} = {un}n=0,1,... и числи-
тели {vn} = {vn}n=0,1,... удовлетворяют одной и той же полиномиальной
рекурсии
(n+ 1)3un+1 − (2n+ 1)(17n2 + 17n+ 5)un + n3un−1 = 0 (0.3)
с начальными данными
u0 = 1, u1 = 5, v0 = 0, v1 = 6. (0.4)
Тогда
lim
n→∞
vn
un
= ζ(3), (0.5)
но не менее важным обстоятельством являются неожиданные (с точки
зрения рекурсии (0.3)) включения
un =
n∑
k=0
(
n
k
)2(
n+ k
k
)2
∈ Z, D3nvn ∈ Z, n = 0, 1, 2, . . . , (0.6)
где через Dn обозначено наименьшее общее кратное чисел 1, 2, . . . , n (и
D0 = 1 для полноты). Применение теоремы Пуанкаре (см., например, [49])
к разностному уравнению (0.3) приводит к предельным соотношениям
lim
n→∞
|unζ(3)− vn|1/n = (
√
2− 1)4, (0.7)
lim
n→∞
|un|1/n = lim
n→∞
|vn|1/n = (
√
2 + 1)4 (0.8)
согласно (0.5), где числа (
√
2−1)4 и (√2+1)4 являются корнями характери-
стического многочлена λ2−34λ+1 рекурсии (0.3). Собранная информация
о свойствах последовательностей {un} и {vn} доказывает, что число ζ(3) не
может быть рациональным. Действительно, в предположении ζ(3) = a/b,
где a, b ∈ Z, линейные формы rn = bD3n(unζ(3)−vn) являются целыми чис-
лами, ненулевыми ввиду (0.7). С другой стороны, D
1/n
n → e при n → ∞
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согласно асимптотическому закону распределения простых чисел (см., на-
пример, [122, гл. II, § 3]); следовательно,
lim
n→∞
|rn|1/n = e3(
√
2− 1)4 = 0.59126300 . . . < 1,
что при достаточно большом n вступает в противоречие с оценкой |rn| > 1
для целых ненулевых rn. Более того, дополнительные предельные соот-
ношения (0.8) и стандартные аргументы (см., например, [56, лемма 3.1])
позволяют измерить иррациональность постоянной Апери количественно:
µ(ζ(3)) 6 1 +
4 log(
√
2 + 1) + 3
4 log(
√
2 + 1)− 3 = 13.41782023 . . . .
Здесь и далее показателем иррациональности µ(α) вещественного ир-
рационального числа α называется величина
µ = µ(α) = inf{c ∈ R : неравенство |α− a/b| 6 |b|−c имеет
конечное число решений в a, b ∈ Z};
в случае µ(α) < +∞ говорят, что α — нелиувиллево число.
Оригинальные рассуждения Апери (именно, соотношения (0.3)–(0.8))
были настолько загадочны, что интерес к теореме Апери не ослабевает
и в наши дни. Феномен последовательности рациональных приближений
Апери неоднократно переосмысливался с точки зрения различных мето-
дов (см. [19], [21], [22], [45], [53], [56], [76], [78], [85], [90], [109], [111],
[112], [121], [131], [135], [161]). Новые подходы позволили усилить ре-
зультат Апери количественно — получить лучшую оценку для показателя
иррациональности числа ζ(3) (последние этапы соревнования в этом на-
правлении — работы [59], [90]). Мы прежде всего укажем явные формулы
для последовательности unζ(3)−vn, которые играют важную роль в даль-
нейшем изложении: представление Бэйкерса [19]
unζ(3)− vn =
∫∫∫
[0,1]3
xn(1− x)nyn(1− y)nzn(1− z)n
(1− (1− xy)z)n+1 dx dy dz (0.9)
в виде кратного вещественного интеграла, а также ряд Гутника–Несте-
ренко [53], [76]
unζ(3)− vn = −1
2
∞∑
ν=1
d
dt
(
(t− 1)(t− 2) · · · (t− n)
t(t + 1)(t+ 2) · · · (t+ n)
)2∣∣∣∣
t=ν
(0.10)
и ряд Болла [14]
unζ(3)− vn = n!2
∞∑
ν=1
(
t+
n
2
)(t− 1) · · · (t− n) · (t+ n+ 1) · · · (t+ 2n)
t4(t+ 1)4 · · · (t+ n)4
∣∣∣∣
t=ν
.
(0.11)
Отметим, что с помощью своего метода “ускорения сходимости” Апе-
ри [7], [84] установил также иррациональность числа ζ(2) без явного при-
менения формулы ζ(2) = π2/6. На этот раз, знаменатели {u′n} и числители
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{v′n} линейных приближающих форм u′nζ(2) − v′n, n = 0, 1, 2, . . . , удовле-
творяют рекурсии
(n+ 1)2un+1 − (11n2 + 11n+ 3)un − n2un−1 = 0 (0.12)
с начальными данными
u′0 = 1, u
′
1 = 3, v
′
0 = 0, v
′
1 = 5; (0.13)
при этом
u′n =
n∑
k=0
(
n
k
)2(
n + k
k
)
∈ Z, D2nv′n ∈ Z, n = 0, 1, 2, . . . , (0.14)
и
lim
n→∞
|u′nζ(2)− v′n|1/n =
(√
5− 1
2
)5
< e−2, (0.15)
lim
n→∞
|un|1/n = lim
n→∞
|vn|1/n =
(√
5 + 1
2
)5
. (0.16)
Данная последовательность приближений приводит также к оценке
µ(ζ(2)) = µ(π2) 6 1 +
5 log((
√
5 + 1)/2) + 2
5 log((
√
5 + 1)/2)− 2 = 11.85078219 . . .
для показателя иррациональности числа π2. Приближения Апери к ζ(2)
могут быть представлены в виде двухкратного вещественного интегра-
ла [19]
u′nζ(2)− v′n = (−1)n
∫∫
[0,1]2
xn(1− x)nyn(1− y)n
(1− xy)n+1 dx dy, (0.17)
а также в виде гипергеометрического ряда
u′nζ(2)− v′n = (−1)n
∞∑
ν=1
n! · (t− 1)(t− 2) · · · (t− n)
t2(t+ 1)2(t + 2)2 · · · (t + n)2
∣∣∣∣
t=ν
. (0.18)
0.2. Иррациональность нечетных дзета-значений
Таким образом, теорема Апери является первым существенным про-
движением в решении следующей задачи (которую по праву можно на-
звать фольклорной; печатное упоминание см., например, в [105], заклю-
чительные замечания): доказать иррациональность чисел ζ(2k + 1) для
k = 1, 2, 3, . . . .
К сожалению, естественные обобщения конструкции Апери приводят
к линейным формам, содержащим значения дзета-функции как в нечет-
ных, так и в четных точках; это обстоятельство не позволяло получить
результаты об иррациональности ζ(s) для нечетных s > 5. Лишь в 2000
году Т. Ривоаль [92], используя обобщение представления Болла (0.11),
построил линейные формы, содержащие только нечетные дзета-значения
и позволяющие доказать следующий результат.
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Теорема Ривоаля. Среди чисел
ζ(3), ζ(5), ζ(7), ζ(9), ζ(11), . . .
имеется бесконечно много иррациональных. Более точно, для размер-
ности δ(s) пространств, порожденных над Q числами 1, ζ(3), ζ(5), . . . ,
ζ(s− 2), ζ(s), где s нечетно, справедлива оценка
δ(s) >
log s
1 + log 2
(1 + o(1)) при s→∞.
Линейные приближающие формы Ривоаля в [92] записываются в виде
Fn = Fs,r,n = n!
s+1−2r
∞∑
ν=1
(
t +
n
2
)∏rn
j=1(t− j) ·
∏rn
j=1(t + n+ j)∏n
j=0(t + j)
s+1
∣∣∣∣
t=ν
,
s нечетно,
(0.19)
где вспомогательный параметр r < s/2 имеет порядок r ∼ s/ log2 s; в част-
ности, ряд F3,1,n совпадает с представлением (0.11) для последовательно-
сти Апери. Раскладывая рациональную функцию параметра t под зна´ком
суммирования в сумму простейших дробей и используя идеи работ [80]
и [76], можно показать, что справедливы включения
2Ds+1n Fn ∈ Zζ(s) + Zζ(s− 2) + · · ·+ Zζ(5) + Zζ(3) + Z.
Кроме того, явные формулы (0.19) для линейных форм от нечетных дзета-
значений позволяют вычислить асимптотическое поведение этих форм и
их коэффициентов при n→∞. Заключительный этап доказательства тео-
ремы Ривоаля — применение критерия линейной независимости Нестерен-
ко [75].
Тот факт, что величины (0.19) являются Q-линейными формами от 1
и дзета-значений одной четности, связан со специальной симметрией ра-
циональной функции параметра t, стоящей в (0.19) под зна´ком суммы.
Возможность использования менее экзотической рациональной функции
обсуждается в работах [53], [61], [62], [93]: в итоге получаются результа-
ты о размерности пространств, порожденных над Q значениями полило-
гарифмов
Lis(z) =
∞∑
n=1
zn
ns
в рациональной точке z, 0 < |z| 6 1.
Несмотря на то, что доказательство теоремы Ривоаля использует неко-
торое обобщение конструкции для доказательства теоремы Апери, ее ре-
зультат дает лишь частичное решение задачи об иррациональности дзета-
значений. Для следующего за ζ(3) иррационального нечетного ζ(s) теоре-
ма Ривоаля устанавливает лишь диапазон [14]: 5 6 s 6 169. Дифференци-
рование рациональной функции под зна´ком суммирования (подобно пред-
ставлению (0.10)) дает возможность строить Q-линейные формы от нечет-
ных дзета-значений, не содержащие ζ(3). Это позволяет доказать, что “по
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крайней мере одно из девяти нечетных дзета-значений ζ(5), ζ(7), . . . , ζ(21)
иррационально” (автор монографии [142] и Ривоаль [94] независимо уста-
новили этот результат, используя различные обобщения конструкции из
[92]). Мы доказываем следующую теорему, дающую новое продвижение в
решении задачи об иррациональности нечетных дзета-значений.
Теорема 1. Одно из чисел
ζ(5), ζ(7), ζ(9), ζ(11)
иррационально.
Доказательству этой теоремы посвящена гл. 1 настоящей монографии.
Мы используем наиболее общую форму конструкции, предложенной в ра-
ботах Ривоаля, а также арифметический метод (см., например, [32], [99],
[56]), традиционно применяемый для улучшения оценок меры иррацио-
нальности чисел. Отметим, что использованная техника успешно работа-
ет и в других арифметических задачах: в [95] аналоги теоремы Ривоаля
и теоремы 1 установлены для значений бета-функции Дирихле
β(s) =
∞∑
n=0
(−1)n
(2n+ 1)s
в четных точках s > 2. Уточнение критерия линейной независимости
Нестеренко [75] в работе [46] позволило также улучшить ряд других оце-
нок из [14] и [142].
0.3. Гипергеометрические ряды и кратные интегралы
Доказательство Бэйкерса [19] иррациональности ζ(2) и ζ(3), исполь-
зующее интегральные представления (0.17) и (0.9), простое и короткое.
Именно это послужило серьезным основанием для дальнейшего приме-
нения кратных интегралов с целью количественно усилить и обобщить
результаты Апери (см. [38], [56], [58], [59], [88], [89], [90], [117], [118],
[119], [121]). О. Василенко в [117] предложил рассматривать следующее
семейство s-кратных интегралов, обобщающих интегралы Бэйкерса:
Js,n =
∫
· · ·
∫
[0,1]s
∏s
j=1 x
n
j (1− xj)n
Qs(x1, . . . , xs)n+1
dx1 · · ·dxs, (0.20)
где
Qs(x1, . . . , xs) = 1− x1(1− x2(1− · · · (1− xs−1(1− xs)) · · · )). (0.21)
Позднее Д. Васильев [119] изучил интегралы J4,n, J5,n и доказал, что
4D4nJ4,n ∈ Zζ(4) + Zζ(2) + Z, D5nJ5,n ∈ Zζ(5) + Zζ(3) + Z, (0.22)
а также, что линейные формы в (0.20) стремятся (достаточно быстро)
к нулю при n → ∞ (к сожалению, не на столько быстро, чтобы полу-
чить новые результаты об иррациональности дзета-значений). Включения
D2nJ2,n ∈ Zζ(2) + Z, D3nJ3,n ∈ Zζ(3) + Z, доказанные Бэйкерсом в [19],
0.3. Гипергеометрические ряды и кратные интегралы 10
и (0.22) дали Васильеву основание высказать следующее предположение:
имеют место включения
2s−2DsnJs,n ∈ Zζ(s) + Zζ(s− 2) + · · ·+ Zζ(4) + Zζ(2) + Z для s четного,
DsnJs,n ∈ Zζ(s) + Zζ(s− 2) + · · ·+ Zζ(5) + Zζ(3) + Z для s нечетного.
(0.23)
Несмотря на положительное решение этой задачи в случае s = 2, 3, 4, 5,
уверенность автора [119] в справедливости (0.23) разделяли немногие.
Причиной последнего стала другая неверная гипотеза, именно 2s−2DsnJs,n ∈
Zζ(s)+Z для s четного и DsnJs,n ∈ Zζ(s)+Z для s нечетного, высказанная
Васильевым в своей предыдущей работе [118].
Частичное продвижение в задаче Васильева (с точностью до умноже-
ния на дополнительный множитель 2Dn) дается в следующем утвержде-
нии.
Теорема 2. Для каждого целого s > 2 и n = 0, 1, 2, . . . справедливо
тождество
Js,n = Fs,n, (0.24)
где
Fs,n = 2n!
s−1
∞∑
ν=1
(−1)(s+1)(t+n+1)
(
t+
n
2
)∏n
j=1(t− j) ·
∏n
j=1(t+ n + j)∏n
j=0(t+ j)
s+1
∣∣∣∣
t=ν
.
(0.25)
Как следствие, имеют место включения
2s−2Ds+1n Js,n ∈ Zζ(s) + Zζ(s− 2) + · · ·+ Zζ(4) + Zζ(2) + Z для s четного,
Ds+1n Js,n ∈ Zζ(s) + Zζ(s− 2) + · · ·+ Zζ(5) + Zζ(3) + Z для s нечетного.
(0.26)
Отметим, что ряд (0.25) в точности совпадает с рядом (0.19) при s нечет-
ном и r = 1, так что тождество (0.24) означает совпадение интегральной
конструкции Q-линейных форм от дзета-значений с конструкцией из [92].
Ряды Болла (0.11) и Ривоаля (0.19) хорошо известны в теории обоб-
щенных гипергеометрических функций [5], [11], [107]. Формально, гипер-
геометрическая функция определяется рядом
m+1Fm
(
a0, a1, . . . , am
b1, . . . , bm
∣∣∣∣ z) = ∞∑
ν=0
(a0)ν(a1)ν · · · (am)ν
ν! (b1)ν · · · (bm)ν z
ν , (0.27)
где (a)ν = Γ(a+ ν)/Γ(a) обозначает символ Похгаммера; условие
Re(a0 + a1 + · · ·+ am) < Re(b1 + · · ·+ bm) (0.28)
обеспечивает сходимость ряда (0.27) в области |z| 6 1 (см., например,
[11, § 2.1]). Важную роль в анализе гипергеометрических рядов играют
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формулы суммирования и преобразования. В качестве примеров укажем
формулу суммирования Пфаффа–Заальшютца
3F2
( −n, a, b
c, 1 + a+ b− c− n
∣∣∣∣ 1) = (c− a)n(c− b)n(c)n(c− a− b)n (0.29)
(n — неотрицательное целое; см., например, [107, с. 49, формула (2.3.1.3)]),
предельный случай теоремы Дугалла
5F4
(
a, 1 + 1
2
a, b, c, d
1
2
a, 1 + a− b, 1 + a− c, 1 + a− d
∣∣∣∣ 1)
=
Γ(1 + a− b) Γ(1 + a− c) Γ(1 + a− d) Γ(1 + a− b− c− d)
Γ(1 + a) Γ(1 + a− b− c) Γ(1 + a− b− d) Γ(1 + a− c− d) (0.30)
(см. [11, § 4.4]), а также преобразование Уиппла
6F5
(
a, 1 + 1
2
a, b, c, d, e
1
2
a, 1 + a− b, 1 + a− c, 1 + a− d, 1 + a− e
∣∣∣∣ −1)
=
Γ(1 + a− d) Γ(1 + a− e)
Γ(1 + a) Γ(1 + a− d− e) · 3F2
(
1 + a− b− c, d, e
1 + a− b, 1 + a− c
∣∣∣∣ 1) (0.31)
(см. [126] и [11, § 4.4]); ряд других примеров приводится в главах 4 и 6
(соотношение (4.26) и предложение 6.1). Кроме того, для гипергеометри-
ческих функций известно множество интегральных представлений [11],
[107], из которых мы отметим классический интеграл Эйлера–Похгаммера
для гауссовой функции (m = 1 в (0.27))
2F1
(
a, b
c
∣∣∣∣ z) = Γ(c)Γ(b)Γ(c− b)
∫ 1
0
tb−1(1− t)c−b−1(1− zt)−a dt (0.32)
в случае Re c > Re b > 0 (см., например, [107, с. 20, формула (1.6.6)]).
Формула (0.32) справедлива при |z| < 1, а также при любом z ∈ C, если
a является неположительным целым.
В работе [127] Ф. Уиппл назвал вполне уравновешенными гипергео-
метрические ряды (0.27), удовлетворяющие условию
a0 + 1 = a1 + b1 = · · · = am + bm;
известные преобразования (например, (0.30) и (0.31)) относятся, как пра-
вило, именно к таким рядам. Особую роль среди вполне уравновешен-
ных гипергеометрических рядов играют ряды совершенно уравновешен-
ные, для которых выполнено дополнительное условие
a1 =
1
2
a0 + 1, b1 =
1
2
a0;
обзор истории и приложений вполне и совершенно уравновешенных рядов
в различных областях математики приводится в [4]. Ряд (0.25) (как и
ряд (0.19)) является совершенно уравновешенным:
Fs,n =
n!2s+1(3n+ 2)!
(2n+ 1)!s+2
·s+4Fs+3
(
3n+ 2, 3
2
n + 2, n+ 1, . . . , n+ 1
3
2
n + 1, 2n+ 2, . . . , 2n+ 2
∣∣∣∣ (−1)s+1).
(0.33)
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Теорема 2 является следствием общего результата о представлении совер-
шенно уравновешенного ряда в виде кратного интеграла. В гл. 2 приво-
дятся не только подробные доказательства этого результата и теоремы 2,
но и ряд других важных следствий.
Именно с помощью теоремы 2 в последовавшей работе [65] задача Ва-
сильева была полностью решена в случае нечетного s > 3. Методика [65]
основана на представлении сумм (0.33) в виде кратных гипергеометриче-
ских рядов и идейно опирается на работы [119] и [149], однако техниче-
ская реализация этих идей потребовала от авторов [65] большой вычис-
лительной работы. Для рядов (0.33) возможны и другие представления
в виде кратных интегралов сорокинского типа (в [110], [111] содержатся
теоретико-числовые приложения подобных интегралов); соответствующие
теоремы о преобразовании кратных интегралов установлены С. Злоби-
ным [132], [133]. Позднее Злобин [134] и независимо В. Салихов, А. Фро-
ловичев [102] получили другое решение задачи Васильева.
0.4. q-Аналоги дзета-значений
Как обычно, величины, зависящие от числа q и превращающиеся в
классические объекты в пределе q → 1 (по крайней мере формально),
называются q-аналогами или q-расширениями. Возможный способ q-рас-
ширить значения дзета-функции Римана выглядит следующим образом
(здесь q ∈ C, |q| < 1):
ζq(s) =
∞∑
n=1
σs−1(n)qn =
∞∑
ν=1
νs−1qν
1 − qν =
∞∑
ν=1
qνρs(q
ν)
(1− qν)s , s = 1, 2, . . . , (0.34)
где σs−1(n) =
∑
d|n d
s−1 обозначает сумму степеней делителей, а многочле-
ны ρs(x) ∈ Z[x] могут быть определены рекурсивно с помощью формул
ρ1 = 1 и ρs+1 = (1+(s−1)x)ρs+x(1−x)ρ′s при s = 1, 2, . . . . (0.35)
Тогда имеют место предельные соотношения
lim
q→1
|q|<1
(1− q)sζq(s) = ρs(1) · ζ(s) = (s− 1)! · ζ(s), s = 2, 3, . . . ;
равенство ρs(1) = (s− 1)! следует из (0.35). Определенные таким образом
q-дзета-значения (0.34) приводят к ряду новых интересных задач в теории
диофантовых приближений и трансцендентных чисел [146], которые явля-
ются расширениями соответствующих задач для обычных дзета-значений.
Несложно показать [148], что ζq(s) трансцендентны как функции парамет-
ра q.
Для четных s > 2 ряды Es(q) = 1−2sζq(s)/Bs, где Bs ∈ Q — числа Бер-
нулли, известны как ряды Эйзенштейна. Поэтому модулярное происхож-
дение (относительно параметра τ = log q
2πi
) функций E4, E6, E8, . . . приво-
дит к алгебраической независимости ζq(2), ζq(4), ζq(6) над Q[q], в то время
как остальные четные q-дзета-значения являются многочленами от ζq(4)
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и ζq(6). В такой интерпретации следствие из теоремы Нестеренко [77] “чис-
ла ζq(2), ζq(4), ζq(6) алгебраически независимы над Q для алгебраическо-
го q, 0 < |q| < 1” является полным q-расширением следствия из теоре-
мы Линдемана [68] “ζ(2) = π2/6 трансцендентно”. Об арифметической
природе нечетных q-дзета-значений (например, q-аналог задачи об ирра-
циональности дзета-значений) известно немного. П. Эрдёш [39] доказал
иррациональность числа ζq(1) (q-гармонического ряда) в случае q = p
−1,
где p ∈ Z \ {0,±1}; другие доказательства имеются в [23] и [25], а в [27]
и [116] получена оценка
µ(ζq(1)) 6
2π2
π2 − 2 = 2.50828476 . . . (0.36)
для показателя иррациональности ζq(1) при тех же условиях на пара-
метр q. Конструкция линейных приближающих форм для ζq(1) в [27]
и [116] непрерывно зависит от q, однако в пределе q → 1, |q| < 1, полу-
чаются расходящиеся величины. В связи с этим обстоятельством В. Фан
Ассе сформулировал в [116] задачу о построении линейных приближаю-
щих форм для ζq(2) и ζq(3), переходящих при q → 1 в последовательности
Апери u′nζ(2)− v′n и unζ(3)− vn соответственно (см. § 0.1).
Методика изучения арифметических свойств чисел ζ(s), s = 2, 3, . . . ,
успешно переносится на случай q-дзета-значений. Именно, мы имеем в ви-
ду гипергеометрическую конструкцию линейных форм и арифметический
метод, дополненный групповым подходом Дж. Рина и К. Виолы [89], [90],
[121]. Для каждой из этих составляющих мы указываем необходимые q-
расширения. Гипергеометрическим рядам при этом соответствуют базис-
ные гипергеометрические ряды [48], для которых также имеют место пре-
образования; кроме того, q-арифметический метод [143], [144] позволяет
улучшать известные меры иррациональности q-дзета-значений и других
q-постоянных (см. [28], [141], [143], [144], [150], [156]). Так, например,
используя базисный гипергеометрический ряд, классическое преобразова-
ние Гейне [60] и q-арифметический метод мы улучшаем оценку (0.36) для
показателя иррациональности q-гармонического ряда (см. [150]):
µ(ζq(1)) 6 2.46497868 . . . .
Используя q-аналог гипергеометрического 3F2(1)-ряда и преобразова-
ние Холла [48], мы не только решаем упомянутую задачу Фан Ассе для ζq(2),
но и оптимизируем оценку для показателя иррациональности этого числа.
Теорема 3. Для каждого q = 1/p, p ∈ Z\{0,±1}, число ζq(2) являет-
ся иррациональным с показателем иррациональности, удовлетворяющим
неравенству
µ(ζq(2)) 6 3.51887508 . . . . (0.37)
Количественные оценки типа (0.37) для ζq(2) (доказывающие нели-
увиллевость этой постоянной в случае q−1 ∈ Z \ {0,±1}) до публикаций
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автора [141], [144] не были известны, хотя, как отмечалось выше, ирраци-
ональность [37] и даже трансцендентность числа ζq(2) для любого алгеб-
раического q с условием 0 < |q| < 1 следует из теоремы Нестеренко [77].
В результате более аккуратного вычисления вспомогательных параметров
конструкции в работе [108] была установлена оценка
µ(ζq(2)) 6
10π2
5π2 − 24 = 3.89363887 . . .
лучшая, чем в [144]. Теорема 3 значительно улучшает этот результат.
Доказательство теоремы 3 приводится в гл. 3; там же мы устанавли-
ваем, что частный случай
Un(q)ζq(2)− Vn(q) = (−1)n
∞∑
ν=1
∏n
j=1(1− qj) ·
∏n
j=1(1− qjT )∏n
j=0(1− qn+1+jT )2
T n+1
∣∣∣∣
T=qν
нашей гипергеометрической конструкции также доказывает иррациональ-
ность числа ζq(2) в случае q
−1 ∈ Z\{0,±1}, а в пределе q → 1 получаются
рациональные приближения Апери (0.18) к ζ(2). В совместной работе [66]
мы предъявляем q-аналог последовательности рациональных приближе-
ний (0.10), (0.11), однако это не приводит к иррациональности величи-
ны ζq(3). Вопрос об иррациональности ζq(3) остается открытым; известны
только частичные результаты [66], [63] в духе теоремы 1.
Использование q-арифметического метода и гипергеометрической кон-
струкции позволяет получить и другие качественные и количественные
результаты для q-дзета-значений. Так, работа [66] содержит результат о
бесконечности иррациональных чисел среди нечетных q-дзета-значений (q-
аналог теоремы Ривоаля) в случае q−1 ∈ Z \ {0,±1}. Также отметим,
что для q-дзета-значений значительный интерес представляют и вопро-
сы функциональной независимости [146], [148]. Здесь следует упомянуть
работу Ю. Пупырёва [86], доказавшего линейную независимость q-дзета-
значений, а также получившего частичные результаты об их алгебраиче-
ской независимости.
0.5. Рациональные приближения к ζ(2)
Обзор [154] о гипергеометрической интерпретации выдержанных вре-
менем мер иррациональности log 2, π и log 3 был опубликован в 2004 г.
Всплеск активности [71], [100], [101] в последовавшее пятилетие привел
не только к количественным изменениям рассмотренных в [154] мер, но
и к возникновению принципиально новых конструкторских идей для их
получения. Вместе с тем рекордные меры иррациональности
µ(ζ(2)) 6 5.44124250 . . . и µ(ζ(3)) 6 5.51389062 . . . ,
полученные Рином и Виолой в 1996 г. и в 2001 г. соответственно, оставались
незыблимыми. В основе метода Рина–Виолы — группа бирациональных
преобразований двойных и тройных интегралов бэйкерсова типа (0.17),
(0.9) (см. обсуждение в конце § 2.1 и гипергеометрическую интерпретацию
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групп Рина–Виолы в [151]), дополненную арифметическим методом. По
существу, наше доказательство оценки меры иррациональности q-аналога
ζ(2) в гл. 3 есть не что иное, как q-версия метода Рина–Виолы, перело-
женного на гипергеометрический язык (см. [149], [151]). Необходимость
использовать q-гипергеометрические ряды вместо q-аналогов интегралов
(а понятие q-интеграла действительно существует — см., например, [8],
[42]) продиктована отсутствием понятия замены переменных для послед-
них.
Глава 4 настоящей монографии посвящена еще одной демонстрации
успешности арифметико-гипергеометрического метода — доказательству
новой оценки меры иррациональности ζ(2) = π2/6.
Теорема 4. Показатель иррациональности числа ζ(2) = π2/6 удовле-
творяет неравенству µ(ζ(2)) 6 5.09541178 . . . .
Одним из следствий теоремы 4 является общая оценка
µ(π
√
d) 6 10.19082357 . . . ,
справедливая для любого ненулевого рационального d. В то же время для
некоторых частных значений d ∈ Q известны лучшие оценки: результаты
µ(π) 6 7.606308 . . . , µ(π
√
3) 6 4.601057 . . . , µ(π
√
10005) 6 10.021363 . . .
получены в работах В. Салихова [101], В. Андросенко и Салихова [6] и
автора [157] соответственно.
Доказательство теоремы 4 использует две гипергеометрические кон-
струкции построения рациональных приближений к ζ(2). Совпадение этих
приближений — нетривиальное аналитическое тождество, не найденное
(хотя и упомянутое, см. § 4.4) в литературе. Кроме того, гипергеометриче-
ские конструкции позволяют строить совместные рациональные прибли-
жения к ζ(2) и ζ(3), к сожалению, недостаточно хорошие для доказатель-
ства линейной независимости этих дзета-значений.
0.6. Нижняя оценка для ‖(3/2)k‖ и проблема Варинга
Гипергеометрическая конструкция и арифметический метод, применя-
ющиеся для доказательства теорем 1, 3 и 4 находят приложения во мно-
гих других задачах на стыке диофантовой и аналитической теорий чисел.
Яркий пример подобного симбиоза является основным сюжетом гл. 5 на-
стоящей монографии.
Пусть ⌊ · ⌋ и { · } обозначают целую и дробную части числа соответ-
ственно. Как известно [120], неравенство {(3/2)k} 6 1 − (3/4)k при k > 6
дает точную формулу g(k) = 2k + ⌊(3/2)k⌋ − 2 для наименьшего целого
g = g(k) такого, что каждое натуральное число представимо в виде сум-
мы не более g положительных k-х степеней (проблема Варинга). К. Ма-
лер [70] использовал обобщение Риду известной теоремы Рота, чтобы по-
казать, что неравенство ‖(3/2)k‖ 6 Ck, где ‖x‖ = min({x}, 1 − {x}) —
расстояние от x ∈ R до ближайшего целого, имеет лишь конечное число
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решений в целых k для любого C < 1. В частном случае C = 3/4 получа-
ется приведенное выше значение g(k) для всех k > K, где K — некоторая
абсолютная, но неэффективная постоянная. В связи с этим возникает сле-
дующая задача: получить нетривиальную (т.е. C > 1/2) и эффективную
(в терминах K) оценку вида∥∥∥∥(32
)k∥∥∥∥ > Ck для всех k > K. (0.38)
Первое продвижение в этом направлении принадлежит А. Бейкеру и Дж.
Коэтсу [13]; применив эффективные оценки линейных форм от логариф-
мов в p-адическом случае, они показали справедливость (0.38) с C =
2−(1−10
−64). Ф. Бэйкерс [20] существенно улучшил этот результат, доказав,
что неравенство (0.38) выполняется с C = 2−0.9 = 0.5358 . . . при k > K =
5000 (хотя его доказательство давало и лучший выбор C = 0.5637 . . . ,
если не заботиться о явном вычислении эффективной границы для K).
Доказательство Бэйкерса основано на приближениях Паде к остатку би-
номиального ряда (1 − z)m = ∑mn=0 (mn)(−z)n; позднее А. Дубицкас [35]
и Л. Хабсигер [54] использовали конструкцию Бэйкерса для получения
оценки (0.38) с C = 0.5769 и 0.5770 соответственно. Последняя работа так-
же содержит оценку ‖(3/2)k‖ > 0.57434k при k > 5 на основе вычислений
из [34] и [67].
Модифицируя конструкцию Бэйкерса [20], именно, рассматривая при-
ближения Паде к остатку ряда
1
(1− z)m+1 =
∞∑
n=0
(
m+ n
m
)
zn, (0.39)
и получая точные оценки p-адических порядков возникающих биномиаль-
ных коэффициентов, мы доказываем в гл. 5 следующий результат.
Теорема 5. Имеет место оценка∥∥∥∥(32
)k∥∥∥∥ > 0.5803k = 2−k·0.78512916... для всех k > K,
где K — некоторая эффективная постоянная.
Конструкция гл. 5 позволяет также доказать оценки∥∥∥∥(43
)k∥∥∥∥ > 0.4914k = 3−k·0.64672207... при k > K1,∥∥∥∥(54
)k∥∥∥∥ > 0.5152k = 4−k·0.47839775... при k > K2,
(0.40)
где K1, K2 — эффективные постоянные. Наилучший результат для после-
довательностей ‖(1+1/N)k‖ принадлежит М. Беннетту [16]: ‖(1+1/N)k‖ >
3−k при 4 6 N 6 k3k. Наша оценка снизу для ‖(4/3)k‖ дополняет результат
Беннетта [17] о порядке аддитивного базиса {1, Nk, (N +1)k, (N +2)k, . . . }
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в случае N = 3 (случай N = 2 отвечает классической проблеме Варинга);
решение соответствующей задачи требует оценки ‖(4/3)k‖ > (4/9)k при
k > 6. Таким образом, остается ее проверить в диапазоне 6 6 k 6 K1.
Отметим, что Пупырёв дает явное значение постоянной K1 в работе [87].
0.7. Числа Апери и числа Франеля
А. Шмидт в [103] обратил внимание на тот факт, что с последова-
тельностью чисел Апери {un}n=0,1,... из (0.6) связано удивительное обсто-
ятельство. Именно, если определить числа {ck}k=0,1,... последовательно с
помощью равенств
un =
n∑
k=0
(
n
k
)(
n+ k
k
)
ck, n = 0, 1, 2, . . . ,
то эти числа являются целыми. (Явные формулы
cn =
(
2n
n
)−1 n∑
k=0
(−1)n−k 2k + 1
n+ k + 1
(
2n
n− k
)
uk, n = 0, 1, 2, . . . ,
показывают, что ожидаемыми являются включения Dncn ∈ Z.) Позднее
сам Шмидт [104] и независимо Ф. Штрель [114] получили следующее
явное выражение:
cn =
n∑
j=0
(
n
j
)3
=
∑
j
(
n
j
)2(
2j
n
)
, n = 0, 1, 2, . . . , (0.41)
экспериментально обнаруженное В. Дойбером, В. Тумзером и Б. Войтом.
На самом деле, Штрель в [114] использовал соответствующее тождество
n∑
k=0
(
n
k
)2(
n + k
k
)2
=
n∑
k=0
(
n
k
)(
n+ k
k
) k∑
j=0
(
k
j
)3
в качестве модели для иллюстрации различной техники доказательства
биномиальных тождеств. Удивительным является тот факт, что последо-
вательность (0.41) изучалась Дж. Франелем [47] еще в конце 19-го века:
он доказал, что она удовлетворяет полиномиальной рекурсии
(n+ 1)2cn+1 − (7n2 + 7n+ 2)cn − 8n2cn−1 = 0.
Шмидт в [103] отметил, что по всей видимости феномен целочислен-
ности, связанный с последовательностями чисел Апери и Франеля, выпол-
няется в следующей общей ситуации.
Задача Шмидта. Пусть для любого целого r > 2 последователь-
ность чисел {c(r)k }k=0,1,..., не зависимых от параметра n, определяется
равенством
n∑
k=0
(
n
k
)r(
n+ k
k
)r
=
n∑
k=0
(
n
k
)(
n+ k
k
)
c
(r)
k , n = 0, 1, 2, . . . . (0.42)
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Требуется показать, что все числа c
(r)
k являются целыми.
Используя алгоритм Госпера–Цайльбергера созидательного телескопи-
рования [82], Штрель доказал в [114] целочисленность c
(r)
k в случае r = 3.
Задача Шмидта была позднее сформулирована в книге [50] (упражне-
ние 114 на с. 256) с указанием, что Г. Уилф доказал включения c
(r)
n ∈ Z
для любого r, но только для n 6 9.
Глава 6 посвящена решению задачи Шмидта. Именно, мы доказываем
следующие явные формулы для c
(r)
n .
Теорема 6. Числа c
(r)
n в формулировке задачи Шмидта действитель-
но являются целыми. Более точно, имеют место формулы
c(4)n =
n∑
j=0
(
2j
j
)3(
n
j
)∑
k>j
(
k + j
k − j
)(
j
n− k
)(
k
j
)(
2j
k − j
)
, (0.43)
c(5)n =
n∑
j=0
(
2j
j
)4(
n
j
)2∑
k>j
(
k + j
k − j
)2(
2j
n− k
)(
2j
k − j
)
(0.44)
и для произвольного s = 2, 3, . . .
c(2s)n =
n∑
j=0
(
2j
j
)2s−1(
n
j
) ∑
k1>···>ks−1>j
(
j
n− k1
)(
k1
j
)(
k1 + j
k1 − j
)
×
(
2j
ks−1 − j
) s−1∏
l=2
(
2j
kl−1 − kl
)(
kl + j
kl − j
)2
,
c(2s+1)n =
n∑
j=0
(
2j
j
)2s(
n
j
)2 ∑
k1>···>ks−1>j
(
2j
n− k1
)(
k1 + j
k1 − j
)2
×
(
2j
ks−1 − j
) s−1∏
l=2
(
2j
kl−1 − kl
)(
kl + j
kl − j
)2
,
где n = 0, 1, 2, . . . . (Биномиальные коэффициенты
(
n
k
)
считаются равными
нулю в случае k < 0 или k > n.)
0.8. Периоды
В качестве заключительного аккорда мы приводим результаты, свя-
занные с принадлежностью дзета-значений и их обобщений к так называ-
емому классу периодов, введенному в фундаментальной работе М. Конце-
вича и Д. Загира [64]. Период — это комплексное число, вещественная и
мнимая части которого являются значениями абсолютно сходящихся ин-
тегралов от рациональных функций с рациональными коэффициентами,
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интегрируемых по областям в Rn, заданных полиномиальными неравен-
ствами с рациональными многочленами. Без видимого ущерба прилага-
тельное “рациональные” все три раза может быть заменено на “алгебраи-
ческие” [64]. Множество периодов P счетно и имеет естественную струк-
туру кольца. Это множество содержит все “важные” математические по-
стоянные, включая, разумеется, π [18], дзета-значения (0.1) и их много-
численные обобщения (например, кратные дзета-значения [81], [147]);
кроме того, множество P содержит все алгебраические числа. Вместе с
тем, число 1/π предположительно не принадлежит кольцу P, и многие
другие примеры — такие, как значения гипергеометрических функций в
алгебраических точках и специальные L-значения (еще одно обобщение
дзета-значений) — естественным образом обитают в расширенном кольце
периодов P̂ = P[1/π] = P[(2πi)−1]. В обзоре [24] обсуждается важность
представлений чисел в (канонической) “замкнутой форме” с приложения-
ми как в чистой, так и прикладной математике.
Под L-функцией обычно понимается производящий ряд Дирихле
L(s) =
∞∑
n=1
an
ns
последовательности an, n = 1, 2, . . . , имеющей “арифметическую значи-
мость”; например, связанную со счетом точек по фиксированному моду-
лю на алгебраическом многообразии M (обозначение для этого случая
L(s) = L(M, s)), либо отвечающую (параболической) модулярной фор-
ме f(q) =
∑∞
n=1 anq
n (тогда мы пишем L(s) = L(f, s)). Рассматривая в
качестве M эллиптическую кривую E : y2 = x3 − x (кондуктора 32), обо-
значим через Np количество различных точек (x mod p, y mod p) ∈ (Zp)2
на ней для каждого нечетного простого p и определим числа ap = p−Np.
Тогда
L(E, s) =
∏
p>2
(
1− ap
ps
+
1
p2s−1
)−1
=
∞∑
n=1
an
ns
.
Эта же самая L-функция может быть реализована как L(f, s) для моду-
лярной формы
f(τ) =
∞∑
n=1
anq
n = q
∞∏
m=1
(1− q4m)2(1− q8m)2, где q = exp(2πiτ),
веса 2. Подобное соответствие L(E, s) = L(f, s) выполняется для всех эл-
липтических кривых над Q благодаря знаменитой теореме о модулярности
Э. Уайлса [128], известной ранее под именем гипотезы Таниямы–Шимуры.
Общие теоремы [64] Бейлинсона и Денингера–Шолла устанавливают
принадлежность (некритических) значений L-функции, отвечающей па-
раболической модулярной форме f(τ) веса k, в точках m > k кольцу P̂ .
Несмотря на алгоритмический характер доказательства теоремы, реали-
зация L-значений явно в виде периодов является трудной задачей даже
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в абсолютно конкретных ситуациях. Большинство подобных вычислений
мотивировано (гипотетическими) выражениями для логарифмической ме-
ры Малера многочленов от многих переменных, которые, в свою очередь,
эквивалентны частным случаям общих гипотез Бейлинсона–Блоха.
С целью доказательства ряда гипотез для меры Малера многочленов
от двух переменных в совместных работах [97], [98] с М. Роджерсом мы
разработали принципиально новую методику представления L-значения
L(f, 2), отвечающего параболической модулярной форме f(τ) веса 2, в ка-
честве периода. В гл. 7 мы приводим обзор этой методики на конкретном
примере вычисления L(E, 2) для эллиптической кривой E : y2 = x3 − x,
а затем описываем общий алгоритм вычисления некритических значений
L(f, k) в виде периодов и иллюстрируем его на примере L(E, 3).
Теорема 7. Для эллиптической кривой E : y2 = x3−x кондуктора 32
справедливы следующие интегральные и гипергеометрические представ-
ления:
L(E, 2) =
π
16
∫ 1
0
1 +
√
1− x2
(1− x2)1/4 dx
∫ 1
0
dy
1− x2(1− y2) (0.45)
=
π1/2Γ(1
4
)2
96
√
2
3F2
(
1, 1, 1
2
7
4
, 3
2
∣∣∣∣ 1)+ π1/2Γ(34)28√2 3F2
(
1, 1, 1
2
5
4
, 3
2
∣∣∣∣ 1), (0.46)
L(E, 3) =
π2
128
∫ 1
0
(1 +
√
1− x2)2
(1− x2)3/4 dx
∫ 1
0
∫ 1
0
dy dw
1− x2(1− y2)(1− w2) (0.47)
=
π3/2Γ(1
4
)2
768
√
2
4F3
(
1, 1, 1, 1
2
7
4
, 3
2
, 3
2
∣∣∣∣ 1)+ π3/2Γ(34)232√2 4F3
(
1, 1, 1, 1
2
5
4
, 3
2
, 3
2
∣∣∣∣ 1)
+
π3/2Γ(1
4
)2
256
√
2
4F3
(
1, 1, 1, 1
2
3
4
, 3
2
, 3
2
∣∣∣∣ 1). (0.48)
Отметим, что литература не содержит ни одного явного интегрального
представления L(E, 3) для какой-либо эллиптической кривой. Полученные
выражения увеличивают схожесть данных L-значений с ζ(2) и ζ(3) — ср.
с многочисленными формулами для приближений Апери в § 0.1.
ГЛАВА 1
Одно из чисел ζ(5), ζ(7), ζ(9), ζ(11) иррационально
Начнем с объяснения того, как обобщение ряда Болла (0.11) и методи-
ка работы [76] позволяет доказать результат о том, что по крайней мере
одно из нечетных дзета-значений ζ(5), ζ(7), . . . , ζ(2s + 1) для некоторого
s > 3 иррационально. С этой целью для каждого n = 0, 1, 2, . . . рассмот-
рим величину
Fn =
1
2
∞∑
ν=1
d2Rn(t)
dt2
∣∣∣∣
t=ν
, (1.1)
где
Rn(t) = 2n!
2s−6
(
t +
n
2
)∏n
j=1(t− j)3 ·
∏n
j=1(t+ n + j)
3∏n
j=0(t + j)
2s
=
2s∑
j=1
n∑
k=0
Bjk
(t + k)j
(1.2)
— рациональная функция аргумента t. В некотором смысле ряд (1.1) обоб-
щает представления (0.10) и (0.11) последовательности приближений Апе-
ри. Разложение функции Rn(t) в сумму простейших дробей влечет
Fn =
∞∑
ν=1
2s∑
j=1
j(j + 1)
2
n∑
k=0
Bjk
(ν + k)j+2
=
2s∑
j=1
j(j + 1)
2
n∑
k=0
Bjk
∞∑
l=k+1
1
lj+2
=
2s∑
j=1
j(j + 1)
2
n∑
k=0
Bjk
(
ζ(j + 2)−
k∑
l=1
1
lj+2
)
=
2s+2∑
j=3
Ajζ(j)−A0, (1.3)
где
Aj =
(j − 1)(j − 2)
2
n∑
k=0
Bj−2,k (1.4)
A0 =
2s∑
j=1
j(j + 1)
2
n∑
k=0
Bjk
k∑
l=1
1
lj+2
. (1.5)
Более половины коэффициентов (1.4) равны нулю: во-первых,
A3 =
n∑
k=0
B1k =
n∑
k=0
Rest=−k Rn(t) = −Rest=∞Rn(t) = 0 (1.6)
согласно соотношению
Rn(t) = O(t
−2) при t→∞ (1.7)
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и теореме о вычетах; во-вторых, рациональная функция удовлетворяет
легко проверяемому свойству Rn(t) = −Rn(−t − n), приводящему после
подстановки в разложение (1.2) к равенству Bj,k = (−1)j+1Bj,n−k, k =
0, 1, . . . , n, откуда, в частности,
Aj =
(j − 1)(j − 2)
2
n∑
k=0
Bj−2,k
= (−1)j−1 (j − 1)(j − 2)
2
n∑
k=0
Bj−2,n−k = (−1)j−1Aj
и, значит,
A4 = A6 = · · · = A2s = A2s+2 = 0. (1.8)
Оставшиеся ненулевые коэффициенты A0, A5, A7, . . . , A2s+1 согласно (1.4),
(1.5) и формуле
Bjk =
1
(2s− j)!
d2s−j
dt2s−j
(
Rn(t)(t+ k)
2s
)∣∣
t=−k (1.9)
являются рациональными числами, знаменатели которых можно найти,
представив исходную функцию Rn(t) в виде произведения рациональных
функций 2t+ n,
n!∏n
j=0(t+ j)
=
n∑
k=0
(−1)k(n
k
)
t + k
,
∏n
j=1(t− j)∏n
j=0(t+ j)
=
n∑
k=0
(−1)n−k(n
k
)(
n+k
n
)
t+ k
,∏n
j=1(t+ n + j)∏n
j=0(t + j)
=
n∑
k=0
(−1)k(n
k
)(
2n−k
n
)
t+ k
.
(1.10)
Для каждой такой функции R(t) имеют место включения
Djn ·
1
j!
dj
dtj
(
R(t)(t+k)
)∣∣
t=−k ∈ Z, k = 0, 1, . . . , n, j = 0, 1, 2, . . . , (1.11)
где Dn обозначает наименьшее общее кратное чисел 1, 2, . . . , n. Действи-
тельно, если
R(t) =
n∑
l=0
Bl
t+ l
,
то
R(t)(t+ k) = Bk +
n∑
l=0
l 6=k
Bl
(
1 +
k − l
t + l
)
,
так что
1
j!
dj
dtj
(
R(t)(t+ k)
)∣∣
t=−k = −
n∑
l=0
l 6=k
Bl
(k − l)j , k = 0, 1, . . . , n, j = 1, 2, . . . ,
а в случае j = 0 правая часть просто равна Bk. Представляя в (1.9) функ-
цию Rn(t)(t + k)
2s в виде произведения 2t + n и 2s сомножителей вида
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R(t)(t+k), где R(t) — одна из функций в (1.10), применяя правило диффе-
ренцирования Лейбница и включения (1.11), мы получаем D2s−jn · Bjk ∈ Z
при k = 0, 1, . . . , n и j = 1, . . . , 2s. Окончательно,
D2s+2n Fn ∈ Zζ(5) + Zζ(7) + · · ·+ Zζ(2s+ 1) + Z (1.12)
согласно (1.3), (1.4), (1.5), (1.6), (1.8).
С другой стороны, в соответствии с (1.7) и
Rest=ν
(
Rn(t) · π
3 cos πt
sin3 πt
)
= Rest=ν
(
Rn(ν) +R
′
n(ν)(t− ν) +
1
2
R′′n(ν)(t− ν)2 +O((t− ν)3)
)
× ((t− ν)−3 +O(1))
=
1
2
R′′n(ν), ν ∈ Z, (1.13)
а также с учетом Rn(ν) = R
′
n(ν) = R
′′
n(ν) = 0 для ν = 1, 2, . . . , n заклю-
чаем, что величина (1.1) допускает представление в виде барнсовского
интеграла [15]
Fn = − 1
2πi
∫ t0+i∞
t0−i∞
Rn(t)
(
π
sin πt
)3
cosπt dt
= Re
(
(−1)nin!2s−6
2π
∫ t0+i∞
t0−i∞
(2t+ n)
× Γ(t)
2s+3Γ(n+ 1− t)3Γ(2n+ 1 + t)3
Γ(n+ 1 + t)2s+3
e−πit dt
)
,
где 0 < t0 < n+ 1. Используя асимптотику гамма-функции
log Γ(z) =
(
z − 1
2
)
log z − z + 1
2
log 2π +O
(|Re z|−1), (1.14)
где постоянная в O( · ) абсолютная, и осуществляя замену t = nτ , находим
Fn = Re
(
(−1)n(2π)s−1i
ns+1
∫ τ0+i∞
τ0−i∞
e(n+1)f(τ)+g(τ)
(
1 +O(n−1)
)
dτ
)
, (1.15)
где τ0 — произвольная постоянная из интервала 0 < τ0 < 1,
f(τ) = (2s+ 3)τ log τ + 3(1− τ) log(1− τ) + 3(2 + τ) log(2 + τ)
− (2s+ 3)(1 + τ) log(1 + τ)− πiτ,
g(τ) = log(1 + 2τ) +
1
2
(2s+ 3) log(1 + τ)− 1
2
(2s+ 3) log τ
− 3
2
log(1− τ)− 3
2
log(2 + τ).
Можно показать [142, лемма 2.7], что уравнение f ′(τ) = 0 имеет два ре-
шения; они расположены в области Im τ > 0 и симметричны относительно
прямой Re τ = −1
2
. Выберем то решение τ = τ1 уравнения f
′(τ) = 0, для
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которого Re τ > −1
2
, и положим τ0 = Re τ1. Тогда 0 < τ0 < 1. Применяя к
интегралу в (1.15) с τ0 = Re τ1 метод перевала, получаем
lim sup
n→∞
log |Fn|
n
= Re f(τ1) (1.16)
при условии, что Im f(τ1) /∈ πZ. Таким образом, согласно (1.12) и (1.16)
в случае 2s + 2 + Re f(τ1) < 0 заключаем, что хотя бы одно из чисел
ζ(5), ζ(7), . . . , ζ(2s+ 1) иррационально. Наконец, выбирая s = 10, находим
τ1 = 0.99223412 . . .+ i0.01200539 . . . ,
f(τ1) = −22.02001639 . . .− i3.10440862 . . . ;
следовательно, по крайней мере одно из девяти чисел ζ(5), ζ(7), . . . , ζ(21)
иррационально.
Дальнейшее изложение следует работам [137], [138], [139], [140], [142],
[151].
1.1. Арифметика простейших рациональных функций
Перед описанием общей конструкции линейных форм от 1 и ζ(5), ζ(7), . . .
мы приведем свойства простейших рациональных функций
R(t) = R(a, b; t) =

(t+ b)(t + b+ 1) · · · (t+ a− 1)
(a− b)! при a > b,
(b− a− 1)!
(t+ a)(t + a+ 1) · · · (t+ b− 1) при a < b,
(1.17)
играющих роль строительных кирпичиков в дальнейшем описании.
Следующее утверждение содержит хорошо известные свойства целознач-
ных многочленов.
Лемма 1.1 (см. [12, лемма 1] или [136, лемма 7]). Пусть a > b. Тогда
для любого неотрицательного целого j выполняются включения
Dja−b ·
1
j!
R(j)(−k) ∈ Z, k ∈ Z.
Следующее утверждение по существу повторяет доказательство вклю-
чений (1.11) для первой из функций в (1.10).
Лемма 1.2. Пусть целые числа a, b, a0, b0 удовлетворяют неравен-
ствам a0 6 a < b 6 b0. Тогда для любого неотрицательного целого j
выполняются включения
Djb0−a0−1 ·
1
j!
(
R(t)(t+ k)
)(j)∣∣
t=−k ∈ Z, k = a0, a0 + 1, . . . , b0 − 1.
Леммы 1.1 и 1.2 дают частичную (но крайне важную) информацию о
p-адической оценке рациональных чисел
R(j)(−k) и (R(t)(t + k))(j)∣∣
t=−k (1.18)
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соответственно: для каждого простого p из интервала
√
N < p 6 N имеем
ordpDN = 1. Следующие два утверждения посвящены уточнению полу-
ченных p-адических оценок величин (1.18).
Лемма 1.3. Пусть a, b, a0, b0 целые, b0 6 b < a 6 a0, и пусть раци-
ональная функция R(t) = R(a, b; t) определена в (1.17). Тогда для любого
целого k, b0 6 k < a0, простого p >
√
a0 − b0 − 1 и неотрицательного
целого j имеют место оценки
ordpR
(j)(−k) > −j +
⌊
a− 1− k
p
⌋
−
⌊
b− 1− k
p
⌋
−
⌊
a− b
p
⌋
= −j +
⌊
k − b
p
⌋
−
⌊
k − a
p
⌋
−
⌊
a− b
p
⌋
. (1.19)
Доказательство. Выберем произвольное p >
√
a0 − b0 − 1. Прежде
всего отметим, что согласно определению целой части числа выполнено
⌊−x⌋ = −⌊x⌋ − δx, где δx =
{
0, если x ∈ Z,
1, если x /∈ Z,
откуда ⌊
−s
p
⌋
= −
⌊
s− 1
p
⌋
− 1 для s ∈ Z.
Следовательно,⌊
k − b
p
⌋
= −
⌊
b− 1− k
p
⌋
− 1,
⌊
a− 1− k
p
⌋
= −
⌊
k − a
p
⌋
− 1 (1.20)
для любого целого k.
Непосредственные вычисления показывают, что
R(−k) =

(a− 1− k)!
(b− 1− k)! (a− b)! при k < b,
0 при b 6 k < a,
(−1)a−b (k − b)!
(k − a)! (a− b)! при k > a;
следовательно,
ordpR(−k) >
⌊
a− 1− k
p
⌋
−
⌊
b− 1− k
p
⌋
−
⌊
a− b
p
⌋
при k < a,
ordpR(−k) >
⌊
k − b
p
⌋
−
⌊
k − a
p
⌋
−
⌊
a− b
p
⌋
при k > b,
что отвечает оценкам (1.19) при j = 0 согласно равенству (1.20).
Если k < b или k > a, рассмотрим функцию
r(t) =
R′(t)
R(t)
=
a−1∑
l=b
1
t+ l
,
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для которой при каждом целом j > 1 имеют место включения
r(j−1)(−k) ·Dj−1max{a−b0−1,a0−b−1} ∈ Z.
Индукция по j и тождество
R(j)(t) =
(
R(t)r(t)
)(j−1)
=
j−1∑
m=0
(
j − 1
m
)
R(m)(t)r(j−1−m)(t) (1.21)
с последующей подстановкой t = −k приводит к требуемым оценкам (1.19).
В случае b 6 k < a рассмотрим функции
Rk(t) =
R(t)
t+ k
, rk(t) =
R′k(t)
Rk(t)
=
a−1∑
l=b
l 6=k
1
t+ l
;
очевидно, для каждого целого j > 1 справедливы включения
r
(j−1)
k (−k) ·Dj−1a−b−1 ∈ Z.
Тогда
R(j)(−k) = jR(j−1)k (−k),
поскольку
Rk(−k) = (−1)k−b (k − b)! (a− 1− k)!
(a− b)! ,
так что индукция по j вместе с равенством (1.21) (где мы подставляем
Rk(t), rk(t) вместо R(t), r(t) соответственно) показывают, что
ordpR
(j)(−k) > ordpR(j−1)k (−k)
> −(j − 1) +
⌊
k − b
p
⌋
+
⌊
a− 1− k
p
⌋
−
⌊
a− b
p
⌋
для каждого j > 1. Таким образом, применяя (1.20), мы вновь получаем
требуемые оценки (1.19). Лемма доказана. 
Лемма 1.4. Пусть a, b, a0, b0 целые, a0 6 a < b 6 b0, и пусть раци-
ональная функция R(t) = R(a, b; t) определена в (1.17). Тогда для любого
целого k, a0 6 k < b0, простого p >
√
b0 − a0 − 1 и неотрицательного
целого j имеют место оценки
ordp
(
R(t)(t+k)
)(j)∣∣
t=−k > −j+
⌊
b− a− 1
p
⌋
−
⌊
k − a
p
⌋
−
⌊
b− 1− k
p
⌋
. (1.22)
Доказательство. Зафиксируем произвольное p >
√
b0 − a0 − 1. Име-
ем
(
R(t)(t+ k)
)∣∣
t=−k =
(−1)k−a
(b− a− 1)!
(k − a)! (b− 1− k)! при a 6 k < b,
0 при k < a или k > b,
что означает справедливость оценок (1.22) при j = 0.
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Рассматривая в случае a 6 k < b функции
Rk(t) = R(t)(t+ k), rk(t) =
R′k(t)
Rk(t)
=
b−1∑
l=a
l 6=k
1
t+ l
,
и проводя индукцию по j > 0, с помощью равенства (1.21) (где снова
функции R(t), r(t) заменены на Rk(t), rk(t)) мы приходим к оценкам (1.22).
Если же k < a или k > b, заметим, что(
R(t)(t + k)
)(j)∣∣
t=−k = jR
(j−1)(−k).
Поскольку
R(−k) =

(b− a− 1)! (a− 1− k)!
(b− 1− k)! при k < a,
(−1)b−a (b− a− 1)! (k − b)!
(k − a)! при k > b,
индукция по j и равенства (1.20) вновь приводят к требуемым оценкам
(1.22). Лемма доказана. 
Для вычисления асимптотики величин, связанных с p-адически уточ-
ненными оценками лемм 1.3, 1.4, нам понадобится следующая важная со-
ставляющая арифметического метода.
Лемма 1.5 (ср. с [32, теорема 4.3 и § 6] и [56, лемма 3.2]). Для любого
C > 0 и любого полуинтервала [u, v) ⊂ (0, 1) имеет место предельное
соотношение
lim
n→∞
1
n
∑
p>
√
Cn
{n/p}∈[u,v)
log p = ψ(v)− ψ(u) =
∫ v
u
dψ(z),
где {a} = a− ⌊a⌋ — дробная часть числа и ψ(z) — логарифмическая про-
изводная гамма-функции.
1.2. Линейные формы от 1 и нечетных дзета-значений
Рассмотрим положительные нечетные числа q и r, удовлетворяющие
неравенству q > r+4. Набору положительных целочисленных параметров
h = (h0; h1, . . . , hq),
связанных условием
h1 + h2 + · · ·+ hq 6 h0 · q − r
2
, (1.23)
поставим в соответствие функцию
R˜(t) = R˜(h; t)
= (h0 + 2t)
Γ(h0 + t)
rΓ(h1 + t) · · ·Γ(hq + t)
Γ(1 + t)rΓ(1 + h0 − h1 + t) · · ·Γ(1 + h0 − hq + t) . (1.24)
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Согласно (1.23) выполнено
R˜(t) = O(t−2) при t→∞, (1.25)
так что ряд
F˜ (h) =
1
(r − 1)!
∞∑
t=0
R˜(r−1)(t) (1.26)
абсолютно сходится. Если r = 1, величина (1.26) может быть записана как
совершенно уравновешенный ряд
F˜ (h) =
h0! (h1 − 1)! · · · (hq − 1)!
(h0 − h1)! · · · (h0 − hq)!
× q+2Fq+1
(
h0, 1 +
1
2
h0, h1, . . . , hq
1
2
h0, 1 + h0 − h1, . . . , 1 + h0 − hq
∣∣∣∣ 1),
в то время как при r > 1 ряд (1.26) представляется в виде линейной ком-
бинации G-функций Мейера [69] (интегралов барнсовского типа), вычис-
ляемых в точках eπik, где k = ±1,±3, . . . ,±(r − 2).
Рациональная функция (1.24) обладает симметрией относительно пре-
образования t 7→ −t− h0:
R˜(−t− h0) = (−1)(h0−1)(q+r)R˜(t) = −R˜(t), (1.27)
где мы пользуемся тождеством
Γ(t+ b)Γ(1 − t− b) = (−1)b π
sin πt
.
Покажем, что величина (1.26) является линейной формой от 1 и нечетных
дзета-значений.
Для точной формулировки результата будем предполагать набор па-
раметров h упорядоченным:
h1 6 h2 6 · · · 6 hq < 1
2
h0;
определим следующую арифметическую нормализацию величины (1.26):
F (h) =
∏q
j=r+1(h0 − 2hj)!∏r
j=1(hj − 1)!2
· F˜ (h) = 1
(r − 1)!
∞∑
t=1−h1
R(r−1)(t), (1.28)
где рациональная функция
R(t) = (h0 + 2t)
r∏
j=1
1
(hj − 1)!
Γ(hj + t)
Γ(1 + t)
·
r∏
j=1
1
(hj − 1)!
Γ(h0 + t)
Γ(1 + h0 − hj + t)
×
q∏
j=r+1
(h0 − 2hj)! Γ(hj + t)
Γ(1 + h0 − hj + t) (1.29)
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является произведением простейших функций (1.17). Положим m0 =
max{hr− 1, h0− 2hr+1} и mj = max{m0, h0− h1− hr+j} для j = 1, . . . , q− r
и определим целочисленную величину
Φ = Φ(h) =
∏
√
h0<p6mq−r
pνp, (1.30)
где
νp = min
hr+16k6h0−hr+1
{νk,p} (1.31)
и
νk,p =
r∑
j=1
(⌊
k − 1
p
⌋
+
⌊
h0 − k − 1
p
⌋
−
⌊
k − hj
p
⌋
−
⌊
h0 − hj − k
p
⌋
− 2
⌊
hj − 1
p
⌋)
+
q∑
j=r+1
(⌊
h0 − 2hj
p
⌋
−
⌊
k − hj
p
⌋
−
⌊
h0 − hj − k
p
⌋)
.
В этих обозначениях имеет место
Предложение 1.1. Величина (1.28) является линейной формой от
1, ζ(r+2), ζ(r+4), . . . , ζ(q−4), ζ(q−2) с рациональными коэффициентами.
Более того,
Drm1Dm2 · · ·Dmq−r ·Φ−1·F (h) ∈ Zζ(q−2)+Zζ(q−4)+· · ·+Zζ(r+2)+Z. (1.32)
Доказательство. Применяя правило Лейбница дифференцирования
произведения, а также леммы 1.1, 1.2 и леммы 1.3, 1.4 к рациональной
функции (1.29), мы видим, что числа
Bjk =
1
(q − j)! ·
(
R(t)(t + k)q−r
)(q−j)∣∣
t=−k,
j = r + 1, . . . , q, k = hr+1, . . . , h0 − hr+1,
удовлетворяют соотношениям
Dq−jm0 ·Bjk ∈ Z (1.33)
и
ordpBjk > −(q − j) + νk,p, (1.34)
соответственно, для любого k = hr+1, . . . , h0 − hr+1 и любого простого
p >
√
h0. Далее, разложение
R(t) =
q∑
j=r+1
h0−hj∑
k=hj
Bjk
(t+ k)j−r
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приводит к ряду
F (h) =
q∑
j=r+1
(
j − 2
r − 1
) h0−hj∑
k=hj
Bjk
( ∞∑
l=1
−
k−h1∑
l=1
)
1
lj−1
=
q∑
j=r+1
Aj−1ζ(j − 1)− A0,
где
Aj−1 =
(
j − 2
r − 1
) h0−hj∑
k=hj
Bjk, j = r + 1, . . . , q, (1.35)
A0 =
q∑
j=r+1
(
j − 2
r − 1
) h0−hj∑
k=hj
Bjk
k−h1∑
l=1
1
lj−1
.
Согласно (1.33) и включениям
Drm1Dm2 · · ·Dmj−r ·
k−h1∑
l=1
1
lj−1
∈ Z,
справедливым для k = hj , . . . , h0− hj , j = r+ 1, . . . , q, мы получаем вклю-
чения
Dq−j−1m0 · Aj ∈ Z при j = r, r + 1, . . . , q − 1,
Drm1Dm2 · · ·Dmq−r · A0 ∈ Z,
которые несколько уточняются оценками (1.34):
ordpAj > −(q − j − 1) + νp при j = 0 и j = r, r + 1, . . . , q − 1,
где показатели νp определены в (1.31). Таким образом, для завершения
доказательства мы должны показать, что
Ar = 0 и Ar+1 = Ar+3 = · · · = Aq−3 = Aq−1 = 0.
Первое равенство следует из (1.25); в соответствии с (1.27) получаем
Bjk = (−1)jBj,h0−k при j = r + 1, . . . , q,
что влечет Aj−1 = 0 для j нечетных согласно (1.35). Лемма доказана пол-
ностью. 
1.3. Асимптотика линейных форм
Для исследования асимптотического поведения построенных линейных
форм (1.32) определим последовательность целочисленных направлений
η = (η0; η1, . . . , ηq), связанных для каждого целого n > 0 с исходным набо-
ром параметров h в соответствии со следующими формулами:
h0 = η0n+ 2 и hj = ηjn+ 1 при j = 1, . . . , q. (1.36)
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Положим
mj = max{ηr, η0 − 2ηr+1, η0 − η1 − ηr+j} при j = 1, . . . , q − r
(т.е. старое множество параметров с этими именами в n раз больше ново-
го). Асимптотика величины (1.30) при n → ∞ может быть вычислена с
помощью леммы 1.5 в терминах целозначной функции
ϕ0(x, y) =
r∑
j=1
(⌊y⌋+ ⌊η0x− y⌋ − ⌊y − ηjx⌋ − ⌊(η0 − ηj)x− y⌋ − 2⌊ηjx⌋)
+
q∑
j=r+1
(⌊(η0 − 2ηj)x⌋ − ⌊y − ηjx⌋ − ⌊(η0 − ηj)x− y⌋),
1-периодичной по каждому из аргументов x и y. Согласно (1.31) и (1.36)
находим
νp = min
ηr+1n6k−16(η0−ηr+1)n
ϕ0
(
n
p
,
k − 1
p
)
> ϕ
(
n
p
)
,
где
ϕ(x) = min
y∈R
ϕ0(x, y) = min
06y<1
ϕ0(x, y).
Кроме того,
lim
n→∞
logDmjn
n
= mj , j = 1, . . . , q − r,
согласно следствию из асимптотического закона распределения простых
чисел. Поэтому имеет место следующий результат.
Предложение 1.2. В приведенных выше обозначениях
lim
n→∞
log(Drm1nDm2n · · ·Dmq−rnΦ(h)−1)
n
= rm1 +m2 + · · ·+mq−r −
(∫ 1
0
ϕ(x) dψ(x)−
∫ 1/mq−r
0
ϕ(x)
dx
x2
)
.
Перейдем теперь к асимптотической оценке величины F (h). Здесь мы
ограничимся подробным рассмотрением случая r = 3, который необходим
для доказательства теоремы 1. Наиболее общая ситуация исследована на-
ми в работе [142] (см. также [137], [138], [139]).
Лемма 1.6. Максимальное значение вещественнозначной неотрица-
тельной функции h(y) = | ctg(x + iy)|, y ∈ R, зависит только от x
(mod πZ) ∈ R.
Доказательство. Если x = πk для некоторого целого k, то точ-
ка z = x является (единственным) полюсом функции ctg z на прямой
Im z = x. Следовательно, в этом случае абсолютный максимум функ-
ции h(y), равный бесконечности, достигается при y = 0. Поэтому считаем
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далее x /∈ πZ и, значит, cos 2x < 1. Имеем
h(y)2 =
∣∣∣∣cos(x+ iy)sin(x+ iy)
∣∣∣∣2 = ∣∣∣∣(e−y + ey) cosx+ i(e−y − ey) sin x(e−y − ey) cosx+ i(e−y + ey) sin x
∣∣∣∣2
=
e−2y + e2y + 2 cos 2x
e−2y + e2y − 2 cos 2x = 1 +
4 cos 2x
e−2y + e2y − 2 cos 2x
6 1 +
4| cos 2x|
2− 2 cos 2x, (1.37)
где мы воспользовались неравенством Y + 1/Y > 2 при Y = e−2y > 0,
превращающимся в равенство только в случае Y = 1. Оценка в правой ча-
сти (1.37) зависит только от x (mod πZ), что и завершает доказательство
леммы. 
Лемма 1.7. Пусть r = 3. Тогда для суммы (1.28) справедливо инте-
гральное представление
F (h) = − 1
2πi
∫ t0+i∞
t0−i∞
R(t)
(
π
sin πt
)3
cosπt dt
= Re
(
i
2π
∫ t0+i∞
t0−i∞
R(t)
(
π
sin πt
)3
e−πit dt
)
, (1.38)
где t0 ∈ R — произвольная постоянная из интервала 1− h1 < t0 < 0.
Доказательство. Без ограничения общности, считаем t0 нецелым.
Рассмотрим подынтегральную функцию в (1.38) на положительно-ориен-
тируемом контуре прямоугольника с вершинами t0± iN , N +1/2± iN , где
целое число N > 0 достаточно велико. Согласно теореме Коши, соотноше-
нию (1.13) (примененному к R(t)) и аналитичности функции R(t) внутри
и на границе прямоугольника интеграл
1
2πi
(∫ t0−iN
t0+iN
+
∫ N+1/2−iN
t0−iN
+
∫ N+1/2+iN
N+1/2−iN
+
∫ t0+iN
N+1/2+iN
)
R(t)
(
π
sin πt
)3
cosπt dt
(1.39)
равен сумме вычетов подынтегральной функции в точках t ∈ Z, t0 <
t 6 N , именно ∑
t0<ν6N
R(2)(ν)
2
=
N∑
ν=0
R(2)(ν)
2
. (1.40)
В последнем выражении мы также воспользовались тем, что R(t) имеет
нули порядка не ниже 3 в точках t = −1,−2, . . . , 1 − h1. Отметим теперь,
что на сторонах [N+1/2−iN,N+1/2+iN ], [t0−iN,N+1/2−iN ] и [N+1/2+
iN, t0 + iN ] прямоугольника выполнено R(t) = O(N
−2) согласно (1.25), а
функция (
π
sin πt
)3
cosπt = π3(ctg πt+ ctg3 πt)
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ограничена. Последнее утверждение следует из ограниченности функции
ctg πt на рассматриваемых сторонах: для отрезка [N+1/2−iN,N+1/2+iN ]
мы пользуемся леммой 1.6, а для двух других отрезков — тривиальной
оценкой
| ctg π(x+ iy)| =
∣∣∣∣1 + e±2πix · e−2π|y|1− e±2πix · e−2π|y|
∣∣∣∣ 6 1 + e−2π|y|1− e−2π|y| , x ∈ R,
при y = ±N . Поэтому
1
2πi
(∫ N+1/2−iN
t0−iN
+
∫ N+1/2+iN
N+1/2−iN
+
∫ t0+iN
N+1/2+iN
)
R(t)
(
π
sin πt
)3
cosπt dt = O(N−1)
и после перехода к пределу N → ∞ в (1.39) мы получаем правую часть
(1.38), в то время как предельный переход в (1.40) дает искомую сумму
(1.28). Лемма доказана. 
Записывая
R(t)
(
π
sin πt
)3
= −(h0 + 2t)
3∏
j=1
Γ(hj + t) Γ(−t)
(hj − 1)! ·
3∏
j=1
1
(hj − 1)!
Γ(h0 + t)
Γ(1 + h0 − hj + t)
×
q∏
j=4
(h0 − 2hj)! Γ(hj + t)
Γ(1 + h0 − hj + t) ,
применяя на контуре в (1.38) асимптотику гамма-функции (1.14) и делая
замену переменной t = n(τ−η0), представим интеграл из леммы 1.7 в виде
F (h) = Re
(
n−q/2
2πi
∫ τ0+i∞
τ0−i∞
enf(τ)+g(τ)
(
1 +O(n−1)
)
dτ
)
, (1.41)
где τ0 — произвольная вещественная постоянная из интервала η0 − η1 <
τ0 < η0, а функции
f(τ) = 3τ log τ + 3(η0 − τ) log(η0 − τ)
−
q∑
j=1
(
(τ − ηj) log(τ − ηj)− (τ − η0 + ηj) log(τ − η0 + ηj)
)
− πiτ − 2
3∑
j=1
ηj log ηj +
q∑
j=4
(η0 − 2ηj) log(η0 − 2ηj)
и g(τ) голоморфны в τ -плоскости с разрезами по лучам (−∞, η0 − η1] и
[η0,+∞). Поэтому применение метода перевала (см., например, [26, гл. 5])
приводит к следующему утверждению.
Предложение 1.3. Пусть уравнение f ′(τ) = 0 имеет единствен-
ный корень τ = τ1, расположенный в полосе η0 − η1 < Re τ < η0, причем
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Im f(τ1) /∈ πZ. Тогда τ = τ1 является точкой перевала для интеграла
в (1.41) с τ0 = Re τ1, так что
lim sup
n→∞
log |F (h)|
n
= Re f(τ1).
Замечание 1.1. Практическое вычисление корня τ = τ1 основано на
том, что он является нулем многочлена
(τ − η0)3(τ − η1) · · · (τ − ηq)− τ 3(τ − η0 + η1) · · · (τ − η0 + ηq)
в области Im τ > 0 и η0 − η1 < Re τ < η0. Как мы показали в [142], урав-
нение f ′(τ) = 0 имеет в точности два корня, симметричных относительно
прямой τ = 1
2
η0. Поскольку Re f(τ) = Re f(η0 − τ), то корень уравнения
f ′(τ) = 0, отличный от τ = τ1, не влияет на асимптотику интеграла (1.41).
Подытожим результаты предложений 1.1–1.3.
Предложение 1.4. В приведенных выше обозначениях пусть r = 3 и
C0 = −Re f(τ1),
C1 = rm1 +m2 + · · ·+mq−r −
(∫ 1
0
ϕ(x) dψ(x)−
∫ 1/mq−r
0
ϕ(x)
dx
x2
)
.
Если C0 > C1, то по крайней мере одно из чисел
ζ(5), ζ(7), . . . , ζ(q − 4) и ζ(q − 2)
иррационально.
Теперь все готово для доказательства теоремы 1.
Доказательство теоремы 1. Выбирая r = 3, q = 13,
η0 = 91, η1 = η2 = η3 = 27, ηj = 25 + j при j = 4, 5, . . . , 13,
получаем τ1 = 87.47900541 . . .+ i 3.32820690 . . . ,
Im f(τ1)/π = −355.10280595 . . .
и
C0 = −Re f(τ1) = 227.58019641 . . . ,
C1 = 3 · 35 + 34 + 8 · 33−
(∫ 1
0
ϕ(x) dψ(x)−
∫ 1/33
0
ϕ(x)
dx
x2
)
= 226.24944266 . . . ,
поскольку в этом случае
ϕ(x) = ν при x ∈ Ων \ Ων+1, ν = 0, 1, . . . , 9,
для x ∈ [0, 1), где Ω0 = [0, 1),
Ω1 = Ω2 =
[
2
91
, 36
37
) ∪ [90
91
, 1
)
,
Ω3 =
[
2
91
, 1
20
) ∪ [ 5
91
, 3
4
) ∪ [28
37
, 13
14
) ∪ [14
15
, 35
37
) ∪ [18
19
, 27
28
) ∪ [88
91
, 36
37
) ∪ [90
91
, 1
)
,
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Ω4 =
[
1
38
, 1
22
) ∪ [ 5
91
, 3
26
) ∪ [ 2
17
, 1
8
) ∪ [ 4
31
, 4
27
) ∪ [ 5
33
, 7
30
) ∪ [ 4
17
, 12
37
) ∪ [30
91
, 1
3
)
∪ [31
91
, 3
8
) ∪ [14
37
, 11
28
) ∪ [13
33
, 9
22
) ∪ [ 7
17
, 13
28
) ∪ [ 8
17
, 1
2
) ∪ [19
37
, 9
14
) ∪ [20
31
, 2
3
)
∪ [21
31
, 3
4
) ∪ [25
33
, 11
14
) ∪ [26
33
, 23
28
) ∪ [14
17
, 23
27
) ∪ [31
36
, 25
27
) ∪ [85
91
, 35
37
) ∪ [20
21
, 26
27
)
∪ [32
33
, 34
35
)
,
Ω5 =
[
1
37
, 1
27
) ∪ [ 1
25
, 1
24
) ∪ [ 5
91
, 1
18
) ∪ [ 2
35
, 2
27
) ∪ [ 3
38
, 1
12
) ∪ [ 8
91
, 3
34
) ∪ [ 2
21
, 1
9
)
∪ [ 4
33
, 1
8
) ∪ [ 5
38
, 4
27
) ∪ [ 3
19
, 1
6
) ∪ [ 5
29
, 5
27
) ∪ [ 4
21
, 5
26
) ∪ [ 6
29
, 2
9
) ∪ [ 5
21
, 7
27
)
∪ [ 4
15
, 10
37
) ∪ [2
7
, 3
10
) ∪ [ 7
23
, 4
13
) ∪ [ 6
19
, 12
37
) ∪ [30
91
, 1
3
) ∪ [10
29
, 7
20
) ∪ [13
37
, 5
14
)
∪ [33
91
, 3
8
) ∪ [ 8
21
, 5
13
) ∪ [13
33
, 11
27
) ∪ [12
29
, 5
12
) ∪ [ 8
19
, 11
26
) ∪ [14
33
, 13
30
) ∪ [40
91
, 4
9
)
∪ [ 5
11
, 11
24
) ∪ [17
37
, 6
13
) ∪ [17
36
, 13
27
) ∪ [16
33
, 1
2
) ∪ [16
31
, 14
27
) ∪ [ 8
15
, 19
35
) ∪ [17
31
, 5
9
)
∪ [19
33
, 15
26
) ∪ [18
31
, 16
27
) ∪ [20
33
, 17
28
) ∪ [19
31
, 17
27
) ∪ [11
17
, 2
3
) ∪ [17
25
, 15
22
) ∪ [20
29
, 19
27
)
∪ [12
17
, 17
24
) ∪ [21
29
, 20
27
) ∪ [23
31
, 3
4
) ∪ [69
91
, 7
9
) ∪ [15
19
, 19
24
) ∪ [4
5
, 22
27
) ∪ [14
17
, 23
27
)
∪ [25
29
, 19
22
) ∪ [27
31
, 7
8
) ∪ [29
33
, 8
9
) ∪ [26
29
, 9
10
) ∪ [28
31
, 25
27
) ∪ [31
33
, 35
37
) ∪ [87
91
, 26
27
)
∪ [32
33
, 33
34
)
,
Ω6 =
[
1
36
, 1
27
) ∪ [ 1
17
, 2
27
) ∪ [ 9
91
, 4
37
) ∪ [10
91
, 1
9
) ∪ [12
91
, 4
27
) ∪ [16
91
, 5
27
) ∪ [19
91
, 8
37
)
∪ [ 5
23
, 2
9
) ∪ [ 7
29
, 9
37
) ∪ [23
91
, 7
27
) ∪ [2
7
, 8
27
) ∪ [29
91
, 12
37
) ∪ [30
91
, 1
3
) ∪ [33
91
, 10
27
)
∪ [15
38
, 11
27
) ∪ [3
7
, 16
37
) ∪ [40
91
, 4
9
) ∪ [ 9
19
, 13
27
) ∪ [47
91
, 14
27
) ∪ [ 7
13
, 20
37
) ∪ [50
91
, 5
9
)
∪ [53
91
, 16
27
) ∪ [ 8
13
, 23
37
) ∪ [57
91
, 17
27
) ∪ [59
91
, 24
37
) ∪ [15
23
, 17
26
) ∪ [23
35
, 2
3
) ∪ [ 9
13
, 26
37
)
∪ [64
91
, 19
27
) ∪ [66
91
, 19
26
) ∪ [67
91
, 20
27
) ∪ [13
17
, 7
9
) ∪ [4
5
, 22
27
) ∪ [76
91
, 31
37
) ∪ [16
19
, 23
27
)
∪ [29
33
, 8
9
) ∪ [31
34
, 34
37
) ∪ [23
25
, 25
27
) ∪ [31
33
, 33
35
) ∪ [87
91
, 26
27
)
,
Ω7 =
[
1
33
, 1
27
) ∪ [ 1
17
, 2
27
) ∪ [ 9
91
, 4
37
) ∪ [10
91
, 1
9
) ∪ [12
91
, 5
37
) ∪ [1
7
, 4
27
) ∪ [16
91
, 5
27
)
∪ [19
91
, 8
37
) ∪ [20
91
, 2
9
) ∪ [22
91
, 9
37
) ∪ [ 9
35
, 7
27
) ∪ [2
7
, 8
27
) ∪ [29
91
, 9
28
) ∪ [10
31
, 11
34
)
∪ [33
91
, 10
27
) ∪ [36
91
, 15
37
) ∪ [37
91
, 11
27
) ∪ [3
7
, 16
37
) ∪ [40
91
, 4
9
) ∪ [10
21
, 13
27
) ∪ [47
91
, 14
27
)
∪ [ 7
13
, 20
37
) ∪ [50
91
, 5
9
) ∪ [53
91
, 16
27
) ∪ [ 8
13
, 23
37
) ∪ [57
91
, 17
27
) ∪ [59
91
, 24
37
) ∪ [ 9
13
, 26
37
)
∪ [64
91
, 19
27
) ∪ [66
91
, 27
37
) ∪ [67
91
, 20
27
) ∪ [10
13
, 7
9
) ∪ [73
91
, 30
37
) ∪ [74
91
, 22
27
) ∪ [11
13
, 23
27
)
∪ [80
91
, 8
9
) ∪ [83
91
, 34
37
) ∪ [12
13
, 25
27
) ∪ [87
91
, 26
27
)
,
Ω8 =
[
1
31
, 1
27
) ∪ [ 6
91
, 2
27
) ∪ [ 9
91
, 1
10
) ∪ [ 3
29
, 4
37
) ∪ [10
91
, 1
9
) ∪ [ 2
15
, 5
37
) ∪ [1
7
, 4
27
)
∪ [ 3
17
, 5
28
) ∪ [ 7
38
, 5
27
) ∪ [ 7
33
, 8
37
) ∪ [20
91
, 2
9
) ∪ [ 8
33
, 9
37
) ∪ [ 9
31
, 7
24
) ∪ [ 5
17
, 8
27
)
∪ [ 4
11
, 10
27
) ∪ [37
91
, 11
27
) ∪ [11
23
, 13
27
) ∪ [ 7
13
, 20
37
) ∪ [16
29
, 5
9
) ∪ [53
91
, 7
12
) ∪ [17
29
, 16
27
)
∪ [13
21
, 23
37
) ∪ [23
33
, 7
10
) ∪ [64
91
, 19
27
) ∪ [14
19
, 20
27
) ∪ [10
13
, 27
35
) ∪ [25
31
, 30
37
) ∪ [74
91
, 22
27
)
∪ [11
13
, 23
27
) ∪ [80
91
, 31
35
) ∪ [83
91
, 11
12
) ∪ [12
13
, 25
27
) ∪ [22
23
, 26
27
)
,
Ω9 =
[
1
29
, 1
28
) ∪ [ 2
29
, 1
14
) ∪ [ 7
19
, 10
27
) ∪ [12
25
, 13
27
) ∪ [17
23
, 20
27
) ∪ [15
17
, 23
26
) ∪ [24
25
, 25
26
)
,
и Ω10 = ∅.
Поэтому применение предложения 1.4 завершает доказательство. 
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Перебирая различные целочисленные наборы направлений η = (η0;
η1, . . . , ηq) с q = 11, удовлетворяющие условиям
η1 6 η2 6 · · · 6 ηq < 1
2
η0 и η0 6 120,
мы не обнаружили ни одного набора η, доказывающего с помощью пред-
ложения 1.4 иррациональность хотя бы одного из трех чисел ζ(5), ζ(7)
и ζ(9). Поэтому можно говорить о “естественных” границах, достигнутых в
результате теоремы 1 за счет применения гипергеометрической конструк-
ции и арифметического метода в максимально общей форме.
ГЛАВА 2
Интегральные конструкции линейных форм
от дзета-значений
В настоящей главе мы доказываем теорему 2 как частный случай неко-
торого аналитического тождества, связывающего кратные интегралы эй-
лерова типа и совершенно уравновешенные гипергеометрические ряды.
Отметим, что в настоящее время известны алгоритмические методы до-
казательства соотношений, подобных (0.24). Они являются неотъемлемой
частью так называемой WZ-теории, разработанной Г. Уилфом и Д. Цай-
льбергером [129], [82], и заключаются в поиске и доказательстве рекур-
рентных уравнений для правой и левой части рассматриваемых тождеств.
Так, например, можно показать, что тройной интеграл J3,n и соответству-
ющий ряд F3,n удовлетворяют одному и тому же рекуррентному соотноше-
нию (0.3). Однако, поиск разностных уравнений для интегралов J4,n и J5,n
с помощью разработанных алгоритмов все еще остается за пределами воз-
можностей современных компьютеров. Кроме того, подобные доказатель-
ства необходимо указывать для каждого s.
В качестве исторического замечания отметим, что совпадение интегра-
ла J3,n и ряда F3,n было впервые доказано в [151] с помощью преобразова-
ния Бэйли [11, § 6.3, формула (2)] и интегральной теоремы Нестеренко [78,
теорема 2]. Аналогичные аргументы (с заменой преобразования Бэйли на
преобразование Уиппла (0.31)) дают классическое доказательство тожде-
ства J2,n = F2,n. Эти наблюдения и сравнение асимптотик интегралов Js,n
и рядов Fs,n при n→∞ (в случае s = 4, 5) позволили высказать в [151] ра-
венство (0.24) в качестве гипотезы. Подробная версия приводимого далее
доказательства опубликована в [149] (см. также [145]).
2.1. Основной результат и следствия из него
Основные объекты этой главы — общий совершенно уравновешенный
гипергеометрический ряд
Fs(h) = Fs(h0; h1, . . . , hs) =
Γ(1 + h0)
∏s
j=1 Γ(hj)∏s
j=1 Γ(1 + h0 − hj)
× s+2Fs+1
(
h0, 1 +
1
2
h0, h1, . . . , hs
1
2
h0, 1 + h0 − h1, . . . , 1 + h0 − hs
∣∣∣∣ (−1)s+1)
=
∞∑
µ=0
(h0 + 2µ)
∏s
j=0 Γ(hj + µ)∏s
j=0 Γ(1 + h0 − hj + µ)
(−1)(s+1)µ (2.1)
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и s-кратный интеграл
Js(a, b) = Js
(
a0, a1, . . . , as
b1, . . . , bs
)
=
∫
· · ·
∫
[0,1]s
∏s
j=1 x
aj−1
j (1− xj)bj−aj−1
Qs(x1, x2, . . . , xs)a0
dx1 dx2 · · ·dxs, (2.2)
где Q0 = 1 и
Qs = Qs(x1, x2, . . . , xs) = 1− x1(1− x2(· · · (1− xs−1(1− xs)) · · · ))
= 1− x1Qs−1(x2, . . . , xs) = Qs−1(x1, . . . , xs−1) + (−1)sx1x2 · · ·xs (2.3)
(см. (0.21)).
Область сходимости обобщенного гипергеометрического ряда (0.27) ука-
зана в (0.28) (см. также условие (1.23) при r = 1). Приведем некоторые
достаточные условия для абсолютной сходимости интеграла (2.2).
Лемма 2.1. Если
Re bj > Re aj > 0, j = 1, . . . , s,
Re b1 > Re(a1 + a0) при s = 1 или Re b1 > Re(a1 + a0) при s > 1,
(2.4)
то интеграл в (2.2) сходится абсолютно.
Доказательство. При s = 1 интеграл J1 в (2.2) является бета-инте-
гралом, так что условия (2.4) гарантируют его абсолютную сходимость.
Если же s > 2, то ввиду
Qs(x1, . . . , xs) = 1− x1(1− x2(1− · · · (1− xs−1(1− xs)) · · · )) > 1− x1
выполнено∫ 1−εs
εs
· · ·
∫ 1−ε1
ε1
∣∣∣∣
∏s
j=1 x
aj−1
j (1− xj)bj−aj−1
Qs(x1, x2, . . . , xs)a0
∣∣∣∣ dx1 · · ·dxs
6
∫ 1−εs
εs
· · ·
∫ 1−ε1
ε1
∏s
j=2 x
Re(aj−1)
j (1− xj)Re(bj−aj−1)
1− x1 + x1x2X dx1 · · ·dxs
6
∫ 1−εs
εs
· · ·
∫ 1−ε2
ε2
s∏
j=2
x
Re(aj−1)
j (1− xj)Re(bj−aj−1)
×
(
− log(1− x1 + x1x2X)
1− x2X
)∣∣∣∣1−ε1
x1=ε1
dx2 · · ·dxs (2.5)
для любых достаточно малых ε1, . . . , εs > 0, где мы ввели обозначение
X = 1 − x3(1 − · · · (1 − xs−1(1 − xs)) · · · ) = Qs−2(x3, . . . , xs). Предельный
переход ε1 → 0 в правой части (2.5) приводит к интегралу∫ 1−εs
εs
· · ·
∫ 1−ε2
ε2
s∏
j=2
x
Re(aj−1)
j (1− xj)Re(bj−aj−1)
(
− log(x2X)
1− x2X
)
dx2 · · ·dxs,
(2.6)
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который благополучно сходится при y = x2X → 1, так как функция
(log y)/(1 − y) продолжается по непрерывности в точке y = 1. С другой
стороны, при y → 0 справедливы оценки
| log(x2X)| < (x2X)−δ 6 x−δ2 (1− x3)−δ,
где мы выбираем δ = 1
2
min{Re a2,Re(b3 − a3)}, так что интеграл (2.6)
действительно сходится, а это обеспечивает абсолютную сходимость инте-
грала (2.2) в условиях (2.4) согласно оценке (2.5). 
Теорема 8. Для любого s > 1 имеет место тождество∏s+1
j=1 Γ(1 + h0 − hj − hj+1)
Γ(h1) Γ(hs+2)
· Fs+2(h0; h1, . . . , hs+2)
= Js
(
h1, h2, h3, . . . , hs+1
1 + h0 − h3, 1 + h0 − h4, . . . , 1 + h0 − hs+2
)
(2.7)
при условиях
1 + Reh0 >
2
s+ 1
·
s+2∑
j=1
Rehj , (2.8)
Re(1 + h0 − hj+1) > Rehj > 0, j = 2, . . . , s+ 1, (2.9)
Re(1 + h0 − h3) > Re(h1 + h2) при s > 2, (2.10)
h1, hs+2 6= 0,−1,−2, . . . , (2.11)
обеспечивающих абсолютную сходимость интеграла и ряда в (2.7).
Замечание 2.1. Пользуясь теоремой об аналитическом продолжении,
можно опустить условие (2.10). Кроме того, интерпретируя Γ(hj+µ)/Γ(hj)
в случае j = 1, s+2 как символ Похгаммера (hj)µ, можно также отказаться
от ограничения (2.11) при соответствующем суммировании в (2.1).
Замечание 2.2. Как отмечает Дж. Эндрюс в [4, § 16], “целый обзор
мог бы быть написан только для интегралов, связанных с уравновешенны-
ми рядами”. Теорема 8 немного расширила бы подобный обзор. В [152] мы
доказываем другие теоремы, связывающие уравновешенные гипергеомет-
рические объекты и эйлеровы интегралы и связанные с общей конструк-
цией рациональных приближений к дзета-значениям из гл. 1.
Другое семейство кратных интегралов
S(z) =
∫
· · ·
∫
[0,1]s
∏s
j=1 x
aj−1
j (1− xj)bj−aj−1∏m
i=1(1− zx1x2 · · ·xri)ci
dx1 dx2 · · ·dxs, (2.12)
1 6 r1 < r2 < · · · < rm = s,
применялось В. Сорокиным [110], [111] для решения арифметических за-
дач, связанных со значениями полилогарифмов. Недавно С. Злобин [132],
[133] доказал (в наиболее общих предположениях), что заменой перемен-
ных интегралы (2.2) могут быть приведены к форме (2.12) с z = 1. Это
2.1. Основной результат и следствия из него 40
означает, что теорема 8 позволяет получить представление интегралов
S(1) в виде совершенно уравновешенных гипергеометрических рядов (2.1)
при некоторых условиях на параметры aj , bj , ci и ri в (2.12). Кроме то-
го, Злобин [132] показал, что при целых значениях параметров в (2.12)
интеграл S(z) является Q[z−1]-линейной комбинацией обобщенных поли-
логарифмов∑
n1>n2>···>nl>1
zn1
ns11 n
s2
2 · · ·nsll
с sj > 1, sj ∈ Z, j = 1, . . . , l,
где 0 6 s1 + s2 + · · ·+ sl 6 s и 0 6 l 6 m.
В случае целочисленных параметров h совершенно уравновешенный
гипергеометрический ряд (2.1) является Q-линейной формой от четных
или нечетных дзета-значений в зависимости от четности s > 4 (ср. с пред-
ложением 1.1 и [151, § 9]). Поэтому если целые положительные параметры
a и b удовлетворяют дополнительному условию
b1 + a2 = b2 + a3 = · · · = bs−1 + as, (2.13)
то интеграл (2.2) есть Q-линейная форма от дзета-значений одинаковой
четности. Специализация aj = n + 1, bj = 2n + 2 приводит к тожде-
ству (0.24) теоремы 1, и включения (0.26) следуют из рассуждений в нача-
ле гл. 1. (На самом деле, согласно [142, леммы 4.2–4.4] мы получаем более
точные включения: так, например, для s > 3 нечетного выполнено
2Ds+1n Φ
−1
n · Js,n ∈ Zζ(s) + Zζ(s− 2) + · · ·+ Zζ(3) + Z,
где Φn — произведение простых чисел p < n, для которых
2
3
6 {n/p} < 1.)
Выбор aj = rn + 1, bj = (r + 1)n + 2 в (2.2) (или, эквивалентно, h0 =
(2r + 1)n + 2 и hj = rn + 1 для j = 1, . . . , s + 2 в (2.1)) с целым r > 1,
зависящим от заданного нечетного s, приводит к линейным формам Ри-
воаля (0.19) от нечетных дзета-значений, использованных в [92] для дока-
зательства результата о бесконечности множества иррациональных чисел
среди ζ(3), ζ(5), ζ(7), . . . .
Кроме того, следует отметить очевидную инвариантность в предполо-
жении (2.13) величины
Fs+2(h0; h1, . . . , hs+2)∏s+2
j=1 Γ(hj)
=
Js(a, b)∏s+1
j=2 Γ(hj) ·
∏s+1
j=1 Γ(1 + h0 − hj − hj+1)
=
Js(a, b)∏s
j=1 Γ(aj) · Γ(b1 + a2 − a0 − a1) ·
∏s
j=1 Γ(bj − aj)
под действием (h-тривиальной) группы Gs порядка (s+ 2)!, состоящей из
всех перестановок параметров h1, . . . , hs+2. Этот результат также имеет
теоретико-числовые приложения. В случаях s = 2 и s = 3 замена перемен-
ных (xs−1, xs) 7→ (1− xs, 1− xs−1) в (2.2) реализует дополнительное преоб-
разование c как интеграла (2.2) так и ряда (2.1); при s > 4 это преобра-
зование недоступно, поскольку нарушается условие (2.13). Группы 〈Gs, c〉
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порядков 120 и 1920 при s = 2 и s = 3 соответственно хорошо известны
(см. [11, § 3.6 и § 7.5]); Дж. Рин и К. Виола [88]–[90], [121] применяют их,
чтобы получить хорошие оценки мер иррациональности чисел ζ(2) и ζ(3).
Группа 〈G2, c〉 (в терминах преобразований q-гипергеометрического ряда)
применяется нами далее в гл. 3 для доказательства теоремы 3. В случае
s > 4 группа Gs допускает естественную интерпретацию как группа пере-
становок параметров
e0l = hl − 1, 1 6 l 6 s+ 2, ejl = h0 − hj − hl, 1 6 j < l 6 s + 2;
детали приведены в [151, § 9].
2.2. Гипергеометрическое доказательство
Лемма 2.2. Теорема 8 верна при s = 1.
Доказательство. Согласно предельному случаю теоремы Дугалла
(0.30) имеем
F3(h0; h1, h2, h3) =
Γ(h1) Γ(h2) Γ(h3) Γ(1 + h0 − h1 − h2 − h3)
Γ(1 + h0 − h1 − h2) Γ(1 + h0 − h1 − h3)
×Γ(1 + h0 − h2 − h3)
(2.14)
при условии, что 1 + Reh0 > Re(h1 + h2 + h3) и hj не является неполо-
жительным целым при j = 1, 2, 3. С другой стороны, интеграл в правой
части (2.7) является бета-интегралом, поэтому
J1
(
h1, h2
1 + h0 − h3
)
=
∫ 1
0
xh2−1(1− x)h0−h2−h3
(1− x)h1 dx
=
Γ(h2) Γ(1 + h0 − h1 − h2 − h3)
Γ(1 + h0 − h1 − h3)
при условиях 1+Reh0 > Re(h1+h2+h3) и Reh2 > 0. Следовательно, умно-
жение равенства (2.14) на необходимое произведение гамма-множителей
приводит к тождеству (2.7) в случае s = 1. 
Замечание 2.3. Если определить J0(a0) как 1, то утверждение теоре-
мы 8 остается справедливым и при s = 0, благодаря другому следствию
из теоремы Дугалла (см. [11, § 4.4, формула (3)]).
Лемма 2.3 ([78, § 3.2]). Пусть числа a0, a, b ∈ C и t0 ∈ R удовлетво-
ряют условиям
Re a0 > t0 > 0, Re a > t0 > 0 и Re b > Re a0 + Re a.
Тогда для любого ненулевого z ∈ C \ (1,+∞) выполняется тождество∫ 1
0
xa−1(1− x)b−a−1
(1− zx)a0 dx
=
Γ(b− a)
Γ(a0)
· 1
2πi
∫ −t0+i∞
−t0−i∞
Γ(a0 + t) Γ(a+ t) Γ(−t)
Γ(b+ t)
(−z)t dt, (2.15)
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где (−z)t = |z|teit arg(−z), −π < arg(−z) < π при z ∈ C\ [0,+∞) и arg(−z) =
±π при z ∈ (0, 1]. При этом интеграл в правой части (2.15) сходится
абсолютно, и в случае |z| 6 1 оба интеграла в (2.15) отвечают абсолютно
сходящемуся гауссову гипергеометрическому ряду
Γ(a) Γ(b− a)
Γ(b)
· 2F1
(
a0, a
b
∣∣∣∣ z) = Γ(b− a)Γ(a0)
∞∑
ν=0
Γ(a0 + ν) Γ(a+ ν)
ν! Γ(b+ ν)
zν .
Определим ǫs = 0 при s четном и ǫs = 1 или −1 при s нечетном.
Лемма 2.4. Для каждого s > 2 выполнено соотношение
Js
(
a0, a1, . . . , as−1, as
b1, . . . , bs−1, bs
)
=
Γ(bs − as)
Γ(a0)
· 1
2πi
∫ −t0+i∞
−t0−i∞
Γ(a0 + t) Γ(as + t) Γ(−t)
Γ(bs + t)
× eǫsπit · Js−1
(
a0 + t, a1 + t, . . . , as−1 + t
b1 + t, . . . , bs−1 + t
)
dt
при условии, что Re a0 > t0 > 0, Re as > t0 > 0, Re bs > Re a0 + Re as и
интеграл в левой части сходится абсолютно.
Доказательство. Прежде всего отметим, что первая рекурсия в (2.3)
и индуктивные рассуждения показывают справедливость неравенства
0 < Qs(x1, x2, . . . , xs) < 1 для (x1, x2, . . . , xs) ∈ (0, 1)s и s > 1. (2.16)
В соответствии со второй рекурсией в (2.3) имеем Qs = Qs−1 · (1−zxs) для
s > 2, где
z =
(−1)s+1x1 · · ·xs−1
Qs−1(x1, . . . , xs−1)
.
Для каждого набора (x1, . . . , xs−1) ∈ (0, 1)s−1 число z является веществен-
ным, причем z < 0 для s четных и 0 < z < 1 для s нечетных, поскольку в
последнем случае
z =
x1 · · ·xs−1
Qs−1(x1, . . . , xs−2, xs−1)
=
x1 · · ·xs−1
Qs−2(x1, . . . , xs−2) + x1 · · ·xs−1 < 1
согласно (2.16). Следовательно, расщепляя интегрирование в (2.2) по (s−1)-
мерному кубу (0, 1)s−1 и интервалу (0, 1) и применяя лемму 2.3 к интегралу∫ 1
0
xas−1s (1− xs)bs−as−1
(1− zxs)a0 dxs,
мы получаем необходимое соотношение. 
Доказательство теоремы 8. Случай s = 1 рассмотрен в лемме 2.2.
Поэтому считаем далее, что s > 2, тождество (2.7) выполнено при s− 1 и,
дополнительно,
1 + Reh0 >
2
s
·
s+1∑
j=1
Rehj , Rehs+2 < 1. (2.17)
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Ограничения (2.17) без труда снимаются в окончательном результате с
помощью теоремы об аналитическом продолжении.
В соответствии с индуктивным предположением для t ∈ C с Re t < 0
выполнено
Js−1
(
h1 + t, h2 + t, h3 + t, . . . , hs + t
1 + h0 − h3 + t, 1 + h0 − h4 + t, . . . , 1 + h0 − hs+1 + t
)
=
∏s
j=1 Γ(1 + h0 − hj − hj+1)
Γ(h1 + t) Γ(hs+1 + t)
· Fs+1(h0 + 2t; h1 + t, . . . , hs+1 + t)
=
∏s
j=1 Γ(1 + h0 − hj − hj+1)
Γ(h1 + t) Γ(hs+1 + t)
· 1
2πi
∫ −q0+i∞
−q0−i∞
(h0 + 2t+ 2q)
× Γ(h0 + 2t+ q)
∏s+1
j=1 Γ(hj + t + q) Γ(−q)∏s+1
j=1 Γ(1 + h0 − hj + t+ q)
eǫs−1πiq dq, (2.18)
где вещественное число q0 > 0 удовлетворяет условиям
Re(h0 + 2t) > q0, Re(1 +
1
2
h0 + t) > q0,
Re(hj + t) > q0 при j = 1, . . . , s+ 1,
а абсолютная сходимость комплексного интеграла барнсовского типа сле-
дует из [78, лемма 3]. Сдвигая переменную интегрирования t + q 7→ q
в (2.18) (и используя при этом равенство eǫsπit · eǫs−1πiq = eǫs−1πi(t+q) · eǫ1πit),
применяя лемму 2.4 и меняя местами интегрирования в полученном двой-
ном комплексном интеграле (законность гарантируется абсолютной схо-
димостью интегралов), мы получаем соотношение
Js
(
h1, h2, h3, . . . , hs, hs+1
1 + h0 − h3, 1 + h0 − h4, . . . , 1 + h0 − hs+1, 1 + h0 − hs+2
)
=
∏s+1
j=1 Γ(1 + h0 − hj − hj+1)
Γ(h1)
× 1
2πi
∫ −q1+i∞
−q1−i∞
(h0 + 2q)
∏s+1
j=1 Γ(hj + q)∏s+1
j=1 Γ(1 + h0 − hj + q)
eǫs−1πiq
× 1
2πi
∫ −t0+i∞
−t0−i∞
Γ(−q + t) Γ(h0 + q + t) Γ(−t)
Γ(1 + h0 − hs+2 + t) e
ǫ1πit dt dq, (2.19)
где q1 = q0 + t0. Поскольку Rehs+2 < 1 и hs+2 6= 0,−1,−2, . . . , внутренний
барнсовский интеграл сворачивается с помощью леммы 2.3:
1
2πi
∫ −t0+i∞
−t0−i∞
Γ(−q + t) Γ(h0 + q + t) Γ(−t)
Γ(1 + h0 − hs+2 + t) e
±πit dt
=
Γ(−q)
Γ(1− hs+2 − q)
∫ 1
0
xh0+q−1(1− x)−hs+2−q
(1− x)−q dx
=
Γ(−q)
Γ(1− hs+2 − q) ·
Γ(h0 + q) Γ(1− hs+2)
Γ(1 + h0 − hs+2 + q)
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=
Γ(h0 + q) Γ(hs+2 + q) Γ(−q)
Γ(hs+2) Γ(1 + h0 − hs+2 + q) ·
sin π(hs+2 + q)
sin πhs+2
=
Γ(h0 + q) Γ(hs+2 + q) Γ(−q)
Γ(hs+2) Γ(1 + h0 − hs+2 + q)
×
(
eπiq · 1− i ctg πhs+2
2
+ e−πiq · 1 + i ctg πhs+2
2
)
.
Подставляя последнее выражение в (2.19), находим
Js
(
h1, h2, h3, . . . , hs, hs+1
1 + h0 − h3, 1 + h0 − h4, . . . , 1 + h0 − hs+1, 1 + h0 − hs+2
)
=
∏s+1
j=1 Γ(1 + h0 − hj − hj+1)
Γ(h1) Γ(hs+2)
×
(
1− i ctg πhs+2
4πi
∫ −q1+i∞
−q1−i∞
(h0 + 2q)
×
∏s+2
j=0 Γ(hj + q) Γ(−q)∏s+2
j=1 Γ(1 + h0 − hj + q)
e(ǫs−1+1)πiq dq
+
1 + i ctg πhs+2
4πi
∫ −q1+i∞
−q1−i∞
(h0 + 2q)
×
∏s+2
j=0 Γ(hj + q) Γ(−q)∏s+2
j=1 Γ(1 + h0 − hj + q)
e(ǫs−1−1)πiq dq
)
.
Если s четно, полагаем ǫs−1 = −1 в первом интеграле и ǫs−1 = 1 во втором.
Поэтому оба интеграла равны∫ −q1+i∞
−q1−i∞
(h0+2q)
∏s+2
j=0 Γ(hj + q) Γ(−q)∏s+2
j=1 Γ(1 + h0 − hj + q)
eǫsπiq dq = 2πi·Fs+2(h0; h1, . . . , hs+2),
что представляет собой требуемое равенство (2.7). Теорема 8 доказана. 
ГЛАВА 3
Иррациональность q-дзета-значений
Исследование арифметических свойств q-дзета-значений основано на
применении q-гипергеометрической конструкции и q-арифметике, основ-
ные компоненты которой приводятся в следующей таблице. Здесь, как и
раньше, ⌊ · ⌋ — целая часть числа и сокращение “НОК” используется для
обозначения наименьшего общего кратного.
обычные объекты q-расширения, p = 1/q ∈ Z \ {0,±1}
числа n ∈ Z “числа” [n]p =
pn − 1
p− 1 ∈ Z[p]
простые l ∈ {2, 3, 5, 7, . . .} ⊂ Z
неприводимые круговые многочлены
Φl(p) =
l∏
k=1
(k,l)=1
(p− e2πik/l) ∈ Z[p]
гамма-функция Эйлера Γ(t)
q-гамма-функция Джексона
Γq(t) =
∏∞
ν=1(1− qν)∏∞
ν=1(1− qt+ν−1)
(1− q)1−t
факториал n! = Γ(n+ 1)
n! =
n∏
ν=1
ν ∈ Z
q-факториал [n]q! = Γq(n+ 1)
[n]p! =
n∏
ν=1
pν − 1
p− 1 = p
n(n−1)/2[n]q! ∈ Z[p]
ordl n! =
⌊
n
l
⌋
+
⌊
n
l2
⌋
+ · · · ordΦl(p)[n]p! =
⌊
n
l
⌋
, l = 2, 3, 4, . . .
Dn = НОК(1, . . . , n)
=
∏
простые l 6 n
l⌊logn/ log l⌋ ∈ Z
Dn(p) = НОК(p− 1, [1]p, . . . , [n]p)
=
n∏
l=1
Φl(p) ∈ Z[p]
асимптотический закон
распределения простых чисел формула Мертенса
lim
n→∞
logDn
n
= 1 lim
n→∞
log |Dn(p)|
n2 log |p| =
3
π2
Арифметическая мотивировка и обоснование второго столбца таблицы
приводятся в следующем параграфе. Настоящая глава основана на рабо-
тах [141], [143], [144], [146].
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3.1. q-Арифметика
Напомним стандартные q-обозначения (см. [48, гл. 1]):
(a; q)n =
n∏
ν=1
(1− aqν−1), (a1, a2, . . . , am; q)n = (a1; q)n(a2; q)n · · · (am; q)n,
Γq(t) =
(q; q)∞
(qt; q)∞
(1− q)1−t, [n]q! = Γq(n+ 1) = (q; q)n
(1− q)n ,[
n
k
]
q
=
[n]q!
[k]q! [n− k]q! =
(q; q)n
(q; q)k · (q; q)n−k ,
где k = 0, 1, . . . , n и n = 0, 1, 2, . . . .
Рассмотрим круговые многочлены [123]
Φl(x) =
l∏
k=1
(k,l)=1
(x− e2πik/l), deg Φl(x) = ϕ(l), l = 1, 2, . . . , (3.1)
где ϕ( · ) — функция Эйлера. Хорошо известно, что коэффициенты много-
членов (3.1) являются целыми числами и для каждого l = 1, 2, . . . много-
член Φl(x) неприводим над Z; кроме того, имеет место формула
xn − 1 =
∏
l|n
Φl(x). (3.2)
Поскольку
(x; x)n = (1− x)(1− x2) · · · (1− xn) = ±
n∏
k=1
∏
l|k
Φl(x),
мы получаем, что разложение (x; x)n в произведение неприводимых мно-
гочленов содержит только многочлены (3.1), причем
ordΦl(x)(x; x)n =
⌊
n
l
⌋
, l = 1, 2, . . . , (3.3)
где ⌊ · ⌋ обозначает целую часть числа. Простым следствием формулы (3.3)
является
ordΦl(x)
[
n
k
]
x
=
⌊
n
l
⌋
−
⌊
k
l
⌋
−
⌊
n− k
l
⌋
, (3.4)
что делает возможным рассматривать круговые многочлены как q-аналоги
простых чисел. В свою очередь, формула (3.4) влечет включения[
n
k
]
x
∈ Z[x], k = 0, 1, . . . , n, n = 0, 1, 2, . . . , (3.5)
которые обычно доказываются с помощью q-версии треугольника Паска-
ля.
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Из разложения (3.2) следует, что многочлен
Dn(x) =
n∏
l=1
Φl(x) ∈ Z[x]
является наименьшим общим кратным многочленов x−1, x2−1, . . . , xn−1,
иными словами, Dn(x) есть многочлен наименьшей степени, удовлетворя-
ющий включениям
Dn(x) · 1
xk − 1 ∈ Z[x], k = 1, 2, . . . , n.
Формула Мертенса [74] (см. также [55, § 18.5, теорема 330])∑
l6n
ϕ(l) =
3
π2
n2 +O(n logn), (3.6)
являющаяся в нашем случае q-аналогом асимптотического закона распре-
деления простых чисел, приводит к следующим утверждениям.
Лемма 3.1 (см. [27, § 2] и [116, лемма 2]). Для любого p ∈ Z \ {0,±1}
справедливо предельное соотношение
lim
n→∞
log |Dn(p)|
n2
=
3
π2
log |p|.
Лемма 3.2 ([143]). Для любого p ∈ Z\{0,±1} и любого полуинтервала
[u, v) ⊂ (0, 1), u, v ∈ Q, справедливо предельное соотношение
lim
n→∞
1
n2
∑
l:{n/l}∈[u,v)
log |Φl(p)| = 3
π2
(
ψ′(u)− ψ′(v)) log |p|
=
3 log |p|
π2
∫ v
u
d(−ψ′(x)),
где ψ(x) — логарифмическая производная гамма-функции.
Доказательство. Согласно формуле (3.6)
1
n2
∑
l:{n/l}∈[u,v)
log |Φl(p)| ∼ 1
n2
∑
l:{n/l}∈[u,v)
log |Φl(p)| ∼ log |p|
n2
∑
l:{n/l}∈[u,v)
ϕ(l)
∼ log |p|
n2
·
∞∑
N=0
∑
n
v+N
<l6 n
u+N
ϕ(l)
∼ 3 log |p|
π2n2
·
∞∑
N=0
(
n2
(u+N)2
− n
2
(v +N)2
)
при n→∞. Остается воспользоваться формулой
ψ′(x) =
d2
dx2
log Γ(x) =
1
x2
+
1
(x+ 1)2
+
1
(x+ 2)2
+
1
(x+ 3)2
+ · · · . 
Как несложно видеть, лемма 3.2 является q-аналогом леммы 1.5.
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3.2. q-Гипергеометрическая конструкция
Зафиксируем целые параметры
(a, b) =
(
a1, a2, a3
b1, b2, b3
)
, (3.7)
удовлетворяющие условиям
min{a2, a3} > b1 = 1, a2 < b2, a3 < b3, a1+ a2+ a3 6 b2 + b3− 1, (3.8)
и рассмотрим q-базисный гипергеометрический ряд [48]
Gq(a, b) =
Γq(a2) Γq(a3) Γq(b2 − a2) Γq(b3 − a3)
(1− q)2Γq(b2) Γq(b3)
× 3φ2
(
qa1 , qa2 , qa3
qb2 , qb3
∣∣∣∣ q, qb2+b3−a1−a2−a3)
=
Γq(a2) Γq(a3) Γq(b2 − a2) Γq(b3 − a3)
(1− q)2Γq(b2) Γq(b3)
×
∞∑
t=0
(qa1 , qa2, qa3 ; q)t
(qb1, qb2 , qb3; q)t
qt(b2+b3−a1−a2−a3), (3.9)
абсолютно сходящийся в области |q| < 1. Очевидная симметрия величины
Gq(a, b) приводит к следующему утверждению.
Лемма 3.3. Величина Gq(a, b) инвариантна относительно преобра-
зования
σ :
(
a1, a2, a3
1, b2, b3
)
7→
(
a1, a3, a2
1, b3, b2
)
.
Из тождества Холла [48, формула (3.2.10)]
3φ2
(
qa1 , qa2 , qa3
qb2 , qb3
∣∣∣∣ q, qb2+b3−a1−a2−a3)
=
Γq(b2) Γq(b3) Γq(b2 + b3 − a1 − a2 − a3)
Γq(a2) Γq(b2 + b3 − a2 − a3) Γq(b2 + b3 − a1 − a2)
× 3φ2
(
qb3−a2 , qb2−a2 , qb2+b3−a1−a2−a3
qb2+b3−a2−a3 , qb2+b3−a1−a2
∣∣∣∣ q, qa2)
вытекает также “нетривиальное” преобразование величины Gq(a, b).
Лемма 3.4. Величина Gq(a, b) инвариантна относительно преобра-
зования
τ :
(
a1, a2, a3
1, b2, b3
)
7→
(
b3 − a2, b2 − a2, b2 + b3 − a1 − a2 − a3
1, b2 + b3 − a2 − a3, b2 + b3 − a1 − a2
)
.
Следующее утверждение содержит рекуррентные соотношения для ве-
личины (3.9), которые являются q-аналогом тождеств, полученных в до-
казательстве теоремы 2.1 в [89, с. 31].
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Лемма 3.5. Справедливо тождество
qb2+b3−a1−a2−a3Gq
(
a1, a2, a3
b1, b2, b3
)
= Gq
(
a1, a2 − 1, a3 − 1
b1, b2 − 1, b3 − 1
)
−Gq
(
a1 − 1, a2 − 1, a3 − 1
b1, b2 − 1, b3 − 1
)
. (3.10)
Доказательство. Поскольку
(qa1 ; q)t+1
(q; q)t+1
− (q
a1−1; q)t+1
(q; q)t+1
=
(qa1 ; q)t
(q; q)t
· (1− q
a1+t)− (1− qa1−1)
1− qt+1
= qa1−1
(qa1 ; q)t
(q; q)t
,
заключаем, что
∞∑
t=0
(qa1 , qa2−1, qa3−1; q)t
(q, qb2−1, qb3−1; q)t
qtc −
∞∑
t=0
(qa1−1, qa2−1, qa3−1; q)t
(q, qb2−1, qb3−1; q)t
qtc
=
∞∑
t=0
(
(qa1 , qa2−1, qa3−1; q)t+1
(q, qb2−1, qb3−1; q)t+1
− (q
a1−1, qa2−1, qa3−1; q)t+1
(q, qb2−1, qb3−1; q)t+1
)
q(t+1)c
= qc+a1−1
(1− qa2−1)(1− qa3−1)
(1− qb2−1)(1− qb3−1)
∞∑
t=0
(qa1 , qa2 , qa3 ; q)t
(q, qb2, qb3 ; q)t
qtc, (3.11)
где c = b2 + b3 − a1 − a2 − a3. С другой стороны,
∞∑
t=0
(qa1−1, qa2−1, qa3−1; q)t
(q, qb2−1, qb3−1; q)t
qtc −
∞∑
t=0
(qa1−1, qa2−1, qa3−1; q)t
(q, qb2−1, qb3−1; q)t
qt(c+1)
=
∞∑
t=0
(qa1−1, qa2−1, qa3−1; q)t
(q, qb2−1, qb3−1; q)t
(1− qt)qtc
=
∞∑
t=0
(qa1−1, qa2−1, qa3−1; q)t+1
(q, qb2−1, qb3−1; q)t+1
(1− qt+1)q(t+1)c
= qc
(1− qa1−1)(1− qa2−1)(1− qa3−1)
(1− qb2−1)(1− qb3−1)
∞∑
t=0
(qa1 , qa2, qa3 ; q)t
(q, qb2, qb3 ; q)t
qtc. (3.12)
Складывая левые и правые части соотношений (3.11) и (3.12), получаем
∞∑
t=0
(qa1 , qa2−1, qa3−1; q)t
(q, qb2−1, qb3−1; q)t
qtc −
∞∑
t=0
(qa1−1, qa2−1, qa3−1; q)t
(q, qb2−1, qb3−1; q)t
qt(c+1)
= qc
(1− qa2−1)(1− qa3−1)
(1− qb2−1)(1− qb3−1)
∞∑
t=0
(qa1 , qa2 , qa3; q)t
(q, qb2 , qb3; q)t
qtc. (3.13)
После домножения обеих частей получившегося равенства (3.13) на
Γq(a2 − 1) Γq(a3 − 1) Γq(b2 − a2) Γq(b3 − a3)
(1− q)2Γq(b2 − 1) Γq(b3 − 1)
3.3. Арифметика линейных форм 50
мы приходим к требуемому соотношению (3.10). 
В следующем параграфе мы показываем, что построенные нами вели-
чины (3.9) являются линейными формами от 1 и ζq(2).
3.3. Арифметика линейных форм
Свяжем с параметрами (3.7) другой набор из десяти целых чисел:
c00 = (b1 + b2 + b3)− (a1 + a2 + a3)− 2,
cjk =
{
aj − bk для k = 1,
bk − aj − 1 для k = 2, 3,
j, k = 1, 2, 3.
(3.14)
Согласно (3.8) набор
{c00, c21, c22, c33, c31} (3.15)
состоит из целых неотрицательных чисел, в то время как целые параметры
в наборе
{c11, c23, c13, c12, c32} (3.16)
могут быть и отрицательными. Отметим также, что исходные парамет-
ры (3.7) однозначно восстанавливаются по любому из наборов (3.15) и
(3.16):
a1 = c22 + c33 − c00 + 1, a2 = c21 + 1, a3 = c31 + 1,
b1 = 1, b2 = c21 + c22 + 2, b3 = c31 + c33 + 2;
a1 = c11 + 1, a2 = c11 + c13 − c23 + 1, a3 = c11 + c12 − c32 + 1,
b1 = 1, b2 = c11 + c12 + 2, b3 = c11 + c13 + 2.
Согласно леммам 3.3, 3.4 и формулам (3.14) действие преобразований
σ, τ на параметры c определяется следующим образом:
σ :
(
c00, c21, c22, c33, c31
c11, c23, c13, c12, c32
)
7→
(
c00, c31, c33, c22, c21
c11, c32, c12, c13, c23
)
, (3.17)
τ :
(
c00, c21, c22, c33, c31
c11, c23, c13, c12, c32
)
7→
(
c21, c22, c33, c31, c00
c23, c13, c12, c32, c11
)
. (3.18)
Таким образом, преобразования σ, τ задают перестановки 10-элементного
множества
c =
(
c00, c21, c22, c33, c31
c11, c23, c13, c12, c32
)
(3.19)
и не меняют величины
Hq(c) = Gq(a, b). (3.20)
Обозначим через G0 ⊂ S10 группу, порожденную перестановками (3.17),
(3.18); отметим, что порядок σ равен 2, а порядок τ равен 5.
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Отметим также, что формулы (3.14) позволяют записать рекуррентные
соотношения леммы 3.5 в виде
qc00+1Hq(c) = Hq
(
c00, c21 − 1, c22, c33, c31 − 1
c11, c23, c13 − 1, c12 − 1, c32
)
−Hq
(
c00 + 1, c21 − 1, c22, c33, c31 − 1
c11 − 1, c23, c13, c12, c32
)
. (3.21)
Для каждого набора параметров (3.7) и соответствующего набора (3.14)
определим величину
m = m(c) = c00 + c21 + c22 + c33 + c31 = c11 + c23 + c13 + c12 + c32
= 2(b1 + b2 + b3)− (a1 + a2 + a3)− 7; (3.22)
через m1 = m1(c) и m2 = m2(c) обозначим два максимальных элемента,
стоящих на разных местах в наборе (3.16); тот факт, что m1 > 0 и m2 > 0,
доказан в [89, теорема 2.1]. Положим
N(c) =
c00(c00 − 1) + c21(c21 − 1) + c22(c22 − 1) + c33(c33 − 1) + c31(c31 − 1)
2
,
(3.23)
L(c) = N(c)− (c00c22 + c21c33 + c22c31 + c33c00 + c31c21)− 1
=
a1(a1 − 1)
2
+
a2(a2 − 1)
2
+
a3(a3 − 1)
2
− (b1 − 1)(b2 − 1)− (b2 − 1)(b3 − 1)− (b3 − 1)(b1 − 1). (3.24)
Как следует из определений, величины
Hq(c), m(c), m1(c), m2(c), N(c), L(c)
инвариантны относительно действия группы G0.
Отметим, что ζq(2) не является рациональной (и даже алгебраической)
функцией над полем C(q).
Предложение 3.1. Справедливо включение
Dm1(x)Dm2(x) ·Hq(c) ∈ Z[x]ζq(2) + Z[x], где x = q−1. (3.25)
Доказательство. Будем проводить доказательство индукцией по ве-
личине
m(c) = c00 + c21 + c22 + c33 + c31, (3.26)
где каждое слагаемое в сумме (3.26) неотрицательно.
В качестве базы индукции рассмотрим случаи, когда по крайней ме-
ре три из параметров (3.15) нулевые. Здесь возможны две ситуации: три
нулевых параметра расположены или не расположены по порядку в цикли-
ческом наборе (3.15) (т.е. параметр c00 считается следующим за парамет-
ром c31). Первая ситуация с помощью одного или нескольких применений
циклической перестановки (3.18) может быть сведена к случаю
c22 = c33 = c31 = 0, (3.27)
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а вторая — к случаю
c00 = c22 = c33 = 0. (3.28)
Рассмотрим сначала вторую возможность.
В случае (3.28) имеем
c11 = c22 + c33 − c00 = 0,
откуда
a1 = c11 + 1 = 1, b2 = c22 + a2 + 1 = a2 + 1, b3 = c33 + a3 + 1 = a3 + 1.
Поэтому
Hq(c) = Gq
(
1, a2, a3
1, a2 + 1, a3 + 1
)
=
Γq(a2) Γq(a3)
(1− q)2Γq(a2 + 1) Γq(a3 + 1) · 3φ2
(
q, qa2 , qa3
qa2+1, qa3+1
∣∣∣∣ q, q)
=
1
(1− qa2)(1− qa3)
∞∑
t=0
(qa2 , qa3 ; q)t
(qa2+1, qa3+1; q)t
qt
=
∞∑
t=0
qt
(1− qt+a2)(1− qt+a3) .
Если a2 = a3, то
Hq(c) = q
−a2
∞∑
t=0
qt+a2
(1− qt+a2)2 = q
−a2
( ∞∑
n=1
−
a2−1∑
n=1
)
qn
(1− qn)2
= q−a2ζq(2)− q−a2
a2−1∑
n=1
qn
(1− qn)2 = x
a2ζq(2)− xa2
a2−1∑
n=1
xn
(xn − 1)2 ,
откуда вытекает включение
Da2−1(x)
2 ·Hq(c) ∈ Z[x]ζq(2) + Z[x]. (3.29)
Если a2 6= a3, то (считая для определенности a2 < a3)
Hq(c) =
1
qa2 − qa3
∞∑
t=0
(
1
1− qt+a2 −
1
1− qt+a3
)
=
1
qa2 − qa3
(a3−1∑
n=a2
1
1− qn + a2 − a3
)
=
xa3
xa3−a2 − 1
(
xa2
a3−1∑
n=a2
xn−a2
xn − 1 + a2 − a3
)
и, значит,
Da3−a2(x)Da3−1(x) ·Hq(c) ∈ Z[x]. (3.30)
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Оба включения (3.29), (3.30) означают, что в случае (3.28) требуемое утвер-
ждение (3.25) выполнено, поскольку
{c11, c23, c13, c12, c32} = {0, a3 − a2, a3 − 1, a2 − 1, a2 − a3}.
Рассмотрим теперь случай (3.27). Возможность c00 = 0 была иссле-
дована выше, поэтому считаем далее c00 > 0, т.е. a1 6 0 и ряд в (3.9)
содержит лишь конечное число слагаемых. По аналогичной причине мы
можем считать c21 > 0 (иначе после применения перестановки τ мы вновь
приходим к случаю (3.28)), так что a2 > 1. Имеем
b2 = c22 + a2 + 1 = a2 + 1, a3 = c31 + 1 = 1, b3 = c33 + a3 + 1 = 2,
откуда
Hq(c) = Gq
(
a1, a2, 1
1, a2 + 1, 2
)
=
Γq(a2)
(1− q)2Γq(a2 + 1) · 3φ2
(
qa1 , qa2 , q
qa2+1, q2
∣∣∣∣ q, q−a1+2)
=
1
(1− q)(1− qa2)
∞∑
t=0
(qa1 , qa2 ; q)t
(q2, qa2+1; q)t
qt(−a1+2). (3.31)
Полагая n = −a1 > 0, перепишем получившийся ряд в виде
Hq(c) =
n∑
t=0
(q−n; q)t
(q; q)t+1
· q
t(n+2)
1− qt+a2 =
n∑
t=0
(q−n; q)t
(q; q)t
· q
t(n+2)
(1− qt+1)(1− qt+a2)
=
n∑
t=0
(−1)txt(t+1)/2
[
n
t
]
x
· x
(t+1)+(t+a2)−t(n+2)
(xt+1 − 1)(xt+a2 − 1)
= xa2+1−n(n−1)/2
n∑
t=0
(−1)t
[
n
t
]
x
· x
(n−t)(n−t−1)/2
(xt+1 − 1)(xt+a2 − 1) . (3.32)
Согласно (3.5) формула (3.32) влечет включение
x−(a2+1)+n(n−1)/2 ·Dn+1(x)Da2+n(x) ·Hq(c) ∈ Z[x]. (3.33)
С другой стороны, сумма в правой части (3.31) имеет другое представле-
ние:
Hq(c) =
qa1−2
(1− qa1−1)(1− qa2−1)
∞∑
t=0
(qa1−1, qa2−1; q)t+1
(q, qa2 ; q)t+1
q(t+1)(−a1+2)
=
qa1−2
(1− qa1−1)(1− qa2−1)
(
2φ1
(
qa1−1, qa2−1
qa2
∣∣∣∣ q, q−a1+2)− 1).
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Теперь q-аналог Гейне [48, формула (1.5.2)] для формулы суммирования
Гаусса позволяет свернуть последний q-базисный ряд:
Hq(c) =
qa1−2
(1− qa1−1)(1− qa2−1)
(
(q; q)−a1+1
(qa2 ; q)−a1+1
− 1
)
= −q−1 (q; q)n
(qa2−1; q)n+2
− q
−n−2
(1− q−n−1)(1− qa2−1)
= −xa2(n+2) (x; x)n
(xa2−1; x)n+2
− x
a2+n+1
(1− xn+1)(xa2−1 − 1) ,
откуда следует включение
(xn+1 − 1)(x; x)a2+n ·Hq(c) ∈ Z[x]. (3.34)
Поскольку многочлен x взаимно прост с многочленами Dn+1(x), Da2+n(x),
xn+1 − 1 и (x; x)a2+n, включения (3.33), (3.34) можно записать в виде
Dn+1(x)Da2+n(x) ·Hq(c) ∈ Z[x]
или после возврата к параметру a2 = −n:
D−a1+1(x)Da2−a1(x) ·Hq(c) ∈ Z[x].
Поскольку
{c11, c23, c13, c12, c32} = {a1 − 1,−a2 + 1,−a1 + 1, a2 − a1, a2 − 1},
требуемое включение (3.25) также оказывается выполненным. Это завер-
шает доказательство базы индукции.
Предположим теперь, что по крайней мере три параметра в наборе
(3.15) ненулевые и для наборов c′ с условием m(c′) < m(c) требуемое
включение (3.25) доказано. Среди трех ненулевых параметров в цикличе-
ском наборе (3.15) всегда можно выбрать два, не являющихся соседями;
циклическая перестановка (3.18) позволяет перейти к G0-эквивалентному
набору, у которого c21 > 0 и c31 > 0. Тогда включение (3.25) вытекает из
рекуррентных соотношений (3.21) и индукционного предположения, по-
скольку для наборов
c′ =
(
c00, c21 − 1, c22, c33, c31 − 1
c11, c23, c13 − 1, c12 − 1, c32
)
,
c′′ =
(
c00 + 1, c21 − 1, c22, c33, c31 − 1
c11 − 1, c23, c13, c12, c32
)
выполнено
m1(c
′) 6 m1(c), m2(c′) 6 m2(c), m1(c′′) 6 m1(c), m2(c′′) 6 m2(c).
Это завершает доказательство индукционного перехода и предложения 3.1.

В виду трансцендентности q-функции ζq(2) над C(q), представление
(3.25) определяет полиномиальные (по x = q−1) коэффициенты линейной
формыDm1(x)Dm2(x)·Hq(c) единственным образом. Обозначим черезM =
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M(c) = M(a, b) минимальный порядок нуля по x этих двух многочленов;
иными словами, максимальное целое M > 0, для которого
x−M ·Dm1(x)Dm2(x) ·Hq(c) ∈ Z[x]ζq(2) + Z[x], где x = q−1. (3.35)
G0-Инвариантность величины Hq(c) означает, что новая характеристика
M(c) также G0-инвариантна.
3.4. Групповая структура для ζq(2)
Потребуем теперь более жестких, чем (3.8), ограничений на парамет-
ры (3.7):
{b1 = 1} 6 {a1, a2, a3} < {b2, b3}, a1 + a2 + a3 6 b1 + b2 + b3 − 2. (3.36)
Тогда все параметры (3.14) неотрицательны, и помимо преобразований σ, τ
можно также рассматривать всевозможные перестановки параметров a1,
a2, a3, с одной стороны, и перестановку параметров b2, b3, с другой стороны,
не меняющие величины
Γq(a1)
Γq(b2 − a2) Γq(b3 − a3) ·Gq(a, b) =
[c11]q!
[c22]q! [c33]q!
·Hq(c). (3.37)
Таким образом, (3.37) инвариантна относительно действия “(a, b)-триви-
альной” группы G1, порожденной перестановками
a1 = (a1 a3), a2 = (a2 a3), b = (b2 b3). (3.38)
В терминах параметров c действие перестановок (3.38) записывается сле-
дующим образом:
a1 = (c11 c31)(c12 c32)(c13 c33), a2 = (c21 c31)(c22 c32)(c23 c33),
b = (c12 c13)(c22 c23)(c32 c33).
(3.39)
Рассматривая теперь группу
G = 〈G0,G1〉 = 〈σ, τ, a1, a2, b〉
как группу перестановок 10-элементного множества c, а также учитывая
G0-инвариантность величины (3.20) иG1-инвариантность величины (3.37),
мы приходим к следующему утверждению.
Лемма 3.6 (ср. с [89, § 3] и [151, лемма 14]). Величина
Hq(c)
Πq(c)
, где Πq(c) = [c00]q! [c21]q! [c22]q! [c33]q! [c31]q!,
инвариантна относительно действия группы G.
В [89] доказано, что группа G ⊂ S10 имеет порядок 120. В качестве
образующих группы G можно выбрать (см. [151, § 6]) перестановки (3.39)
и
h = (c00 c22)(c11 c33)(c13 c31)
второго порядка; при этом σ = a2 b и τ = (a2 a1 b h)
2.
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Лемма 3.7. Величины m(c), L(c) и M(c) +N(c) инвариантны отно-
сительно действия группы G.
Доказательство. Тот факт, что эти величины G0-инвариантны был
показан в § 3.3; G1-инвариантность m(c) и L(c) следует из определений
(3.22) и (3.24) этих характеристик через параметры (a, b). С учетом непо-
средственно проверяемого равенства
[n]q! = x
−n(n−1)/2[n]x!, где x = q−1,
из леммы 3.6 вытекает G1-инвариантность величины
Hq(c)
x−N(c)Πx(c)
, (3.40)
где N(c) определено в (3.23); отсюда и из (3.35) заключаем, что M(c) +
N(c) инвариантны относительно действия группы G1. 
Обозначая через m∗1 > m
∗
2 два максимальных элемента, стоящих на
разных местах в 10-элементном множестве c, в соответствии с (3.35) по-
лучаем включение
x−M ·Dm∗
1
(x)Dm∗
2
(x) ·Hq(c) ∈ Z[x]ζq(2) + Z[x], где x = q−1. (3.41)
Кроме того, величины m∗1, m
∗
2 (в отличие от введенных в § 3.3 величин
m1, m2) являются G-инвариантными.
Для заданного набора параметров (a, b), удовлетворяющего условиям
(3.36), и соответствующего набора (3.14) определим многочлен
Ω(x) =
m∗
1∏
l=1
Φνll (x) ∈ Z[x],
где
νl = max
g∈G
ordΦl(x)
Πx(c)
Πx(gc)
, l = 1, 2, . . . . (3.42)
Предложение 3.2. Справедливо включение
x−M ·Dm∗
1
(x)Dm∗
2
(x) ·Ω−1(x) ·Hq(c) ∈ Z[x]ζq(2)+Z[x], где x = q−1. (3.43)
Доказательство. Ввиду G-инвариантности величин M(c) + N(c),
m∗1(c),m
∗
2(c) и (3.40) согласно включению (3.41) заключаем, что для любой
перестановки g ∈ G линейная форма
x−M(c) ·Dm∗
1
(c)(x)Dm∗
2
(c)(x) · Πx(gc)
Πx(c)
·Hq(c)
= x−M(c)−N(c)+N(gc) ·Dm∗
1
(c)(x)Dm∗
2
(c)(x) ·Hq(gc)
= x−M(gc) ·Dm∗
1
(gc)(x)Dm∗
2
(gc)(x) ·Hq(gc)
лежит в Z[x]ζq(2) + Z[x]. Воспользуемся теперь тем фактом, что ζq(2) как
функция от x = q−1 иррациональна над Q(x); кроме того, в разложении
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Πx(gc), g ∈ G, на неприводимые множители участвуют только многочле-
ны (3.1). С учетом доказанных в [89] неравенств
νl = 0 для l > m
∗
1, νl 6 1 для m
∗
2 < l 6 m
∗
1
мы получаем требуемые включения (3.43). Предложение доказано. 
Ввиду G0-инвариантности величины Hq(c) для определения показа-
телей (3.42) нам достаточно рассмотреть действие представителей левых
смежных классов факторгруппы G/G0 (порядка 12) на 5-элементное (упо-
рядоченное) множество c′ = (c00, c21, c22, c33, c31):
νl = max
g∈G/G0
ordΦl(x)
Πx(c)
Πx(gc)
= max
g∈G/G0
(⌊
c00
l
⌋
+
⌊
c21
l
⌋
+
⌊
c22
l
⌋
+
⌊
c33
l
⌋
+
⌊
c31
l
⌋
−
⌊
gc00
l
⌋
−
⌊
gc21
l
⌋
−
⌊
gc22
l
⌋
−
⌊
gc33
l
⌋
−
⌊
gc31
l
⌋)
, l = 1, 2, . . . , m∗1,
(3.44)
согласно (3.3). В качестве таких представителей выберем
g0 = id, g1 = a1 a2 a1, g2 = a1, g3 = a2,
g4 = a1 a2, g5 = a2 a1, g6 = h a1 a2 a1, g7 = h a2,
g8 = h a1 a2, g9 = h a2 a1, g10 = h a1 a2 a1 h a2, g11 = h a1 a2 a1 h a2 a1.
(3.45)
Тогда
g0c
′ = (c00, c21, c22, c33, c31), g1c′ = (c00, c11, c12, c33, c31),
g2c
′ = (c00, c21, c22, c13, c11), g3c′ = (c00, c31, c32, c23, c21),
g4c
′ = (c00, c11, c12, c23, c21), g5c′ = (c00, c31, c32, c13, c11),
g6c
′ = (c22, c33, c12, c11, c13), g7c′ = (c22, c13, c32, c23, c21),
g8c
′ = (c22, c33, c12, c23, c21), g9c′ = (c22, c13, c32, c31, c33),
g10c
′ = (c12, c23, c32, c31, c33), g11c′ = (c12, c23, c32, c13, c11).
(3.46)
3.5. Оценки линейных форм и их коэффициентов
В этом параграфе мы также будем считать, что набор целочисленных
параметров (3.7) удовлетворяет условиям (3.36). Используя явное выра-
жение величины (3.20) в виде
Gq(a, b) = Aζq(2)− B,
A = Aq(a, b) = Aq(c) ∈ Q(q), B = Bq(a, b) = Bq(c) ∈ Q(q), (3.47)
мы получим оценки для |Gq(a, b)| и |A| при |q| 6 1/2.
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Начнем с иного представления величины (3.9). Именно, рассмотрим
функцию
Rq(t) = Rq(a, b; t) =
Γq(b2 − a2) Γq(b3 − a3)
(1− q)2Γq(a1 − b1 + 1) · q
t(b1+b2+b3−a1−a2−a3−2)
× Γq(t+ a1) Γq(t + a2) Γq(t+ a3)
Γq(t + b1) Γq(t + b2) Γq(t+ b3)
(3.48)
и запишем (3.9) в виде
Gq(a, b) =
∞∑
t=0
Rq(t)q
t. (3.49)
Предложение 3.3. Пусть c00 = b2+b3−a1−a2−a3−1 > 5 и |q| 6 1/2.
Тогда справедливы оценки
3−3(b2+b3) < |Gq(a, b)| < 33(b2+b3). (3.50)
Доказательство. Из функционального уравнения для Γq-функции
Γq(t+ 1) =
1− qt
1− q Γq(t) (3.51)
получаем
Rq(t+ 1)
Rq(t)
=
(1− qt+a1)(1− qt+a2)(1− qt+a3)
(1− qt+b1)(1− qt+b2)(1− qt+b3) · q
c00 ,
откуда
|Rq(t+ 1)qt+1|
|Rq(t)qt| 6
(1 + |q|)3
(1− |q|)3 · |q|
c00+1 6 33 · 2−(c00+1) < 1
2
. (3.52)
Применяя теперь полученную оценку (3.52) к ряду в (3.49) находим, что,
с одной стороны,
|Gq(a, b)| 6 |Rq(0)| ·
(
1 +
|Rq(1)q|
|Rq(0)| +
|Rq(2)q2|
|Rq(0)| +
|Rq(3)q3|
|Rq(0)| + · · ·
)
< |Rq(0)| ·
(
1 +
1
2
+
1
22
+
1
23
+ · · ·
)
= 2|Rq(0)| (3.53)
и, с другой стороны,
|Gq(a, b)| > |Rq(0)| ·
(
1− |Rq(1)q||Rq(0)|
)
>
1
2
|Rq(0)|. (3.54)
Воспользуемся тривиальными неравенствами
3−n 6
(
1− |q|
1 + |q|
)n
6 |Γq(n+ 1)| 6
(
1 + |q|
1− |q|
)n
6 3n, n = 0, 1, 2, . . . ,
для оценки всех Γq-множителей, входящих в Rq(0). С учетом
(b2− a2− 1)+ (b3− a3− 1)+ (a1− b1)+ (a1+ a2+ a3− 3)+ (b1+ b2+ b3− 3)
< 3(b2 + b3)− 1
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это приводит к оценкам
3−3(b2+b3)+1 < |Rq(0)| < 33(b2+b3)−1. (3.55)
Собирая теперь вместе (3.53)–(3.55), получаем требуемые неравенства
(3.50). Предложение доказано. 
Предложение 3.4. Для коэффициента A = Aq(a, b) ∈ Q(q) в пред-
ставлении (3.47) при |q| 6 1/2 справедлива оценка
|A| < 32(b2+b3) · |q|L, (3.56)
где показатель L = L(a, b) = L(c) определен в (3.24). Кроме того, для
для характеристики M = M(a, b) = M(c), определенной в (3.35), имеет
место неравенство
M >M0(a, b) = (a2 − 1)b2 + (a3 − 1)b3 + a
2
1 − 3a22 − 3a23
4
− a1a2 + a2a3 + a3a1 − a1 − a2 − a3
2
+ 1. (3.57)
Доказательство. Нам будет удобно ввести упорядоченную версию
(a∗, b∗) набора параметров (a, b), именно
b∗1 = 1 < a
∗
1 6 a
∗
2 6 a
∗
3 < b
∗
2 6 b
∗
3,
{a∗1, a∗2, a∗3} = {a1, a2, a3}, {b∗1, b∗2, b∗3} = {b1, b2, b3}.
Согласно функциональному уравнению (3.51) выполнено
Γq(t+ aj)
Γq(t+ bj)
=

(1− qt+bj )(1− qt+bj+1) · · · (1− qt+aj−1)
(1− q)aj−bj при j = 1,
(1− q)bj−aj
(1− qt+aj )(1− qt+aj+1) · · · (1− qt+bj−1) при j = 2, 3;
поэтому Rq(t) в (3.48) является рациональной функцией параметра T = q
t
над полем Q(q) = Q(q−1):
Rq(t) =
[b2 − a2 − 1]q! [b3 − a3 − 1]q!
[a1 − b1]q! ·
(1− qb1T ) · · · (1− qa1−1T )
(1− q)a1−b1
× (1− q)
b2−a2−1
(1− qa2T ) · · · (1− qb2−1T ) ·
(1− q)b3−a3−1
(1− qa3T ) · · · (1− qb3−1T )
× T b2+b3−a1−a2−a3−1. (3.58)
Поскольку степень числителя функции (3.58) как функции от T на двойку
меньше степени знаменателя, имеем
Rq(t) = O(T
−2) при T →∞, (3.59)
и Rq(t) может быть разложена в сумму простейших дробей:
Rq(t) =
b∗2−1∑
k=a∗
3
Ak
(1− qkT )2 +
b∗3−1∑
k=a∗
2
Bk
1− qkT .
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Из условия (3.59) следует, что
b∗
3
−1∑
k=a∗
2
Bkq
−k = −
b∗
3
−1∑
k=a∗
2
ResT=q−k Rq(t) = ResT=∞Rq(t) = 0;
поэтому
Gq(a, b) =
∞∑
t=0
(b∗
2
−1∑
k=a∗
3
Akq
t
(1− qt+k)2 +
b∗
3
−1∑
k=a∗
2
Bkq
t
1− qt+k
)
=
b∗
2
−1∑
k=a∗
3
Akq
−k
∞∑
t=0
qt+k
(1− qt+k)2 +
b∗
2
−1∑
k=a∗
3
Bkq
−k
∞∑
t=0
qt+k
1− qt+k
=
b∗
2
−1∑
k=a∗
3
Akq
−k
( ∞∑
l=1
−
k−1∑
l=1
)
ql
(1− ql)2 +
b∗
3
−1∑
k=a∗
2
Bkq
−k
( ∞∑
l=1
−
k−1∑
l=1
)
ql
1− ql
= Aζq(2)− B,
где
A =
b∗
2
−1∑
k=a∗
3
Akq
−k, (3.60)
B =
b∗
2
−1∑
k=a∗
3
Akq
−k
k−1∑
l=1
ql
(1− ql)2 +
b∗
3
−1∑
k=a∗
2
Bkq
−k
k−1∑
l=1
ql
1− ql
— рациональные функции переменной q. Для коэффициентов Ak, a
∗
3 6
k < b∗2, с помощью представления (3.58) находим явные формулы (напом-
ним, что b1 = 1):
Ak = Rq(t)(1− qkT )2
∣∣
T=q−k
= Rq(t)(1− qt+k)2
∣∣
t=−k
= (−1)a1−b1q(a1−b1)(a1+b1−2k−1)/2
[
k − b1
a1 − b1
]
q
× (−1)k−a2q(k−a2)(k−a2+1)/2
[
b2 − a2 − 1
k − a2
]
q
× (−1)k−a3q(k−a3)(k−a3+1)/2
[
b3 − a3 − 1
k − a3
]
q
· q−k(b2+b3−a1−a2−a3−1)
= (−1)a1+a2+a3−1qa1(a1−1)/2+a2(a2−1)/2+a3(a3−1)/2−k(b2+b3−3)+k2
×
[
k − b1
a1 − b1
]
q
[
b2 − a2 − 1
k − a2
]
q
[
b3 − a3 − 1
k − a3
]
q
, a∗3 6 k < b
∗
2. (3.61)
Функция k2 − k(b2 + b3 − 2) убывает при изменении k от a∗3 до b∗2 − 1 =
min{b2, b3}−1 и принимает в указанном промежутке наименьшее значение
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−(b2 − 1)(b3 − 1) при k = b∗2 − 1. Кроме того,∣∣∣∣[ k − b1a1 − b1
]
q
∣∣∣∣ = ∣∣∣∣ (1− qk−a1+1) · · · (1− qk−b1)(1− q)(1− q2) · · · (1− qa1−b1)
∣∣∣∣ 6 (1 + |q|1− |q|
)a1−b1
,∣∣∣∣[bj − aj − 1k − aj
]
q
∣∣∣∣ = ∣∣∣∣ (1− q)(1− q2) · · · (1− qbj−aj−1)(1− q) · · · (1− qbj−k−1) · (1− q) · · · (1− qk−aj)
∣∣∣∣
6
(
1 + |q|
1− |q|
)bj−aj−1
, j = 2, 3.
Следовательно,
|Akq−k| 6
(
1 + |q|
1− |q|
)a1−a2−a3+b2+b3−3
× |q|a1(a1−1)/2+a2(a2−1)/2+a3(a3−1)/2−(b2−1)(b3−1), a∗3 6 k < b∗2.
С учетом неравенств a1 < b2 и
1 + |q|
1− |q| 6 3
при |q| 6 1/2, а также того факта, что в суммировании (3.60) участву-
ет не более b3 < 3
b3 слагаемых, мы окончательно приходим к требуемой
оценке (3.56).
Записывая формулу (3.61) в виде
Ak = (−1)a1+a2+a3−1xµ(k)
[
k − b1
a1 − b1
]
x
[
b2 − a2 − 1
k − a2
]
x
[
b3 − a3 − 1
k − a3
]
x
,
где
µ(k) = k2 − k(a1 + a2 + a3) + a1(a1 − 1)
2
− a2(a2 − 1)
2
− a3(a3 − 1)
2
+ a2(b2 − 1) + a3(b3 − 1)
> µ
(
a1 + a2 + a3
2
)
> µ
(
a1 + a2 + a3
2
)
− c00 = M0(a, b),
и пользуясь (3.60), заключаем, что x−M0A ∈ Z[x]. Аналогичные рассуж-
дения показывают, что x−M0B ∈ Z[x]. Поскольку величина M определена
в (3.35) как максимально возможное целое, для которого x−M0A ∈ Z[x] и
x−M0B ∈ Z[x], заключаем, что M >M0.
Предложение доказано полностью. 
Формула
M0(c) +N(c) =
3
4
(a21 + a
2
2 + a
2
3) +
1
2
(a1a2 + a2a3 + a3a1)
− (a1 + a2 + a3 + 1)(b2 + b3 − 2)
+ b22 + b
2
3 + b2b3 − 3(b2 + b3) + 4
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=
3
4
(c200 + c
2
21 + c
2
22 + c
2
33 + c
2
31)
+
1
2
(c00c21 + c21c22 + c22c33 + c33c31 + c31c00)
− 1
2
(c00c22 + c21c33 + c22c31 + c33c00 + c31c21)
− 1
2
(c00 + c21 + c22 + c33 + c31)− 1
4
показывает, что выражение M0(c) +N(c) инвариантно относительно дей-
ствия группы G (ср. с леммой 3.7).
3.6. Мера иррациональности ζq(2)
Зафиксируем теперь набор целочисленных параметров (направлений)
(α,β), удовлетворяющих условиям
{β1 = 0} 6 {α1, α2, α3} 6 {β2, β3}, α1 + α2 + α3 6 β1 + β2 + β3, (3.62)
и для каждого n = 0, 1, 2, . . . , свяжем их с исходным набором парамет-
ров (3.7) по правилу
a1 = α1n + 1, a2 = α2n + 1, a3 = α3n + 1,
b1 = β1n + 1, b2 = β2n + 2, b3 = β3n+ 2.
(3.63)
Определяя множество дополнительных параметров c равенствами
c00 = (β1 + β2 + β3)− (α1 + α2 + α3),
cjk =
{
αj − βk для k = 1,
βk − αj для k = 2, 3,
j, k = 1, 2, 3;
(3.64)
мы получаем, что 10-элементное множество c ·n отвечает набору парамет-
ров (3.63) в соответствии с (3.14). С набором (3.64) свяжем определенные
ранее характеристики m(c), m∗1(c), m
∗
2(c), M(c) и рассмотрим функцию
ϕ(x) = max
06k611
(⌊c00 · x⌋+ ⌊c21 · x⌋ + ⌊c22 · x⌋ + ⌊c33 · x⌋ + ⌊c31 · x⌋
− ⌊gkc00 · x⌋ − ⌊gkc21 · x⌋ − ⌊gkc22 · x⌋ − ⌊gkc33 · x⌋ − ⌊gkc31 · x⌋
)
,
(3.65)
где представители gk, k = 0, 1, . . . , 11, левых смежных классов фактор-
группы G/G0 и их действие на параметры c00, c21, c22, c33, c31 указаны в
(3.45), (3.46). Отметим, что ввиду G-инвариантности характеристики m(c)
функция (3.65) является 1-периодической.
Предложение 3.5. В приведенных выше обозначениях положим
C0 = µ− 3
π2
(
m∗1
2 +m∗2
2 +
∫ 1
0
ϕ(x) dψ′(x)
)
, C1 = β2β3 − α
2
1 + α
2
2 + α
2
3
2
,
где
µ = α2β2 + α3β3 +
α21 − 3α22 − 3α23
4
− α1α2 + α2α3 + α3α1
2
.
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Если C0 > 0, то число ζq(2) иррационально для любого q = 1/p, p ∈
Z \ {0,±1}, и справедлива оценка
µ(ζq(2)) 6
C1
C0
(3.66)
для показателя иррациональности.
Доказательство. Пусть q−1 = p ∈ Z\{0,±1}. Для заданного набора
направлений (α,β) и соответствующего набора (3.64) рассмотрим после-
довательности
Hn = H(cn), Ln = p
−M0(cn) ·Dm∗
1
n(p)Dm∗
2
n(p) ·
m∗
1
n∏
l=1
Φ
−ω0(n/l)
l (p),
n = 0, 1, 2, . . . .
Поскольку m∗1(cn) = m
∗
1n, m
∗
2(cn) = m
∗
2n и νl = ω0(n/l) согласно (3.44),
n = 0, 1, 2, . . . , предложение 3.2 влечет включения
H˜n = LnHn ∈ Z[p]ζq(2) + Z[p] ⊂ Zζq(2) + Z, n = 0, 1, 2, . . . .
С другой стороны, записывая линейные формы Hn в виде Hn = Anζq(2)−
Bn, n = 0, 1, 2, . . . , и применяя предложения 3.3, 3.4, а также M0(cn) =
µn2 + o(n), находим
lim
n→∞
log |Hn|
n2
= 0, lim
n→∞
log |An|
n2
6 C1 log |p|, (3.67)
а асимптотическое поведение последовательности Ln, n = 0, 1, 2, . . . , опре-
деляется с помощью лемм 3.1, 3.2:
lim
n→∞
log |Ln|
n2
= −C0 log |p|. (3.68)
Поэтому в случае C0 > 0 иррациональность числа ζq(2) вытекает из оценок
0 < |H˜n| < |p|−(C0−ε)n2,
справедливых для всех n > n0(ε), где в качестве ε > 0 можно взять C0/2.
Неравенство (3.66) выводится из предельных соотношений (3.67), (3.68)
стандартным образом (см., например, [56, лемма 3.1] или [33, лемма 2]).
Это завершает доказательство предложения. 
Доказательство теоремы 3. Реализуя перебор по всем целочис-
ленным направлениям (α,β), удовлетворяющих условиям (3.62) и β2 +
β3 6 100, с помощью программы для калькулятора GP-PARI, мы обна-
ружили, что наилучшая оценка (0.37) для показателя иррациональности
ζq(2) достигается (с точностью до действия группы G и умножения векто-
ра направлений на положительное целое) на наборе
α1 = 10, α2 = 11, α3 = 12, β2 = 24, β3 = 25.
3.7. q-Аналог последовательности Апери 64
В этом случае µ = 837/4, m∗1 = 16, m
∗
2 = 15,
ϕ(x) =

2, если x ∈ [ 3
16
, 1
5
) ∪ [ 5
13
, 2
5
) ∪ [ 6
13
, 7
15
) ∪ [ 9
16
, 4
7
) ∪ [ 7
11
, 9
14
)
,
∪[ 9
13
, 7
10
) ∪ [10
13
, 11
14
) ∪ [11
13
, 6
7
) ∪ [12
13
, 13
14
)
,
1, если x ∈ [ 1
16
, 1
14
) ∪ [ 1
13
, 1
10
) ∪ [1
8
, 1
7
) ∪ [ 2
13
, 3
16
) ∪ [1
5
, 3
14
)
∪[ 3
13
, 2
7
) ∪ [ 4
13
, 5
14
) ∪ [3
8
, 5
13
) ∪ [2
5
, 3
7
) ∪ [ 5
11
, 6
13
)
∪[ 7
15
, 1
2
) ∪ [ 7
13
, 9
16
) ∪ [4
7
, 3
5
) ∪ [ 8
13
, 7
11
) ∪ [ 9
14
, 2
3
)
∪[11
16
, 9
13
) ∪ [ 7
10
, 5
7
) ∪ [ 8
11
, 11
15
) ∪ [3
4
, 10
13
) ∪ [11
14
, 4
5
)
∪[ 9
11
, 11
13
) ∪ [6
7
, 13
15
) ∪ [10
11
, 12
13
) ∪ [13
14
, 14
15
)
,
0 в остальных случаях,
для x ∈ [0, 1). Следовательно,
C0 =
837
4
− 3
π2
(162 + 152 − 182.92436375 . . . ) = 118.64587116 . . . ,
C1 = 14 · 15− 5
2 + 62 + 72
2
=
835
2
,
и согласно предложению 3.5 мы получаем требуемую оценку (0.37). Тео-
рема доказана. 
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Выбор параметров
a1 = a2 = a3 = n + 1, b1 = 1, b2 = b3 = 2n+ 2, где n = 0, 1, 2, . . . ,
(3.69)
приводит к величинам C0 = 5/4 − 6/π2 > 0, C1 = 5/2 в обозначениях
предложения 3.5, а значит, к иррациональности числа ζq(2) для q
−1 ∈
Z \ {0,±1}. Соответствующая оценка для показателя иррациональности в
этом случае имеет вид
µ(ζq(2)) 6
10π2
5π2 − 24 = 3.89363887 . . . .
Цель этого параграфа — показать, что случай (3.69) является точным q-
аналогом оригинального доказательства Апери [7] иррациональности ζ(2).
Зафиксируем целое n > 0 и запишем разложение рациональной функ-
ции (3.48) в сумму простейших дробей относительно параметра T = qt:
Rq(t) =
(1− qT ) · · · (1− qnT )
(1− qn+1T ) · · · (1− q2n+1T ) ·
(q; q)nT
n
(1− qn+1T ) · · · (1− q2n+1T )
= (−1)n
n∑
k=0
[
k + n
k
]
q
[
n
k
]
q
(−1)kqk(k+1)/2−kn−n(n+1)/2
1− qk+n+1T
×
n∑
j=0
[
n
j
]
q
(−1)jqj(j+1)/2−jn−n(n+1)
1− qj+n+1T
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= (−1)n
n∑
k=0
[
k + n
k
]
q
[
n
k
]2
q
qk(k+1)−2kn−3n(n+1)/2
(1− qt+k+n+1)2
+ (−1)n
n∑
k=0
n∑
j=0
j 6=k
[
k + n
k
]
q
[
n
k
]
q
[
n
j
]
q
qk(k+1)/2+j(j+1)/2−(k+j)n−3n(n+1)/2
× (−1)
k+j
qk − qj
(
1
1− qt+k+n+1 −
1
1− qt+j+n+1
)
. (3.70)
Учитывая равенства
Rq(t) = 0 для t = −1,−2, . . . ,−n
и
∞∑
t=−n
qt
(1− qt+k+n+1)2 = q
−(k+n+1)
(
ζq(2)−
k∑
l=1
ql
(1− ql)2
)
,
∞∑
t=−n
qt
1− qt+k+n+1 = q
−(k+n+1)
(
ζq(1)−
k∑
l=1
ql
1− ql
)
,
k = 0, 1, . . . , n,
из (3.70) мы получаем линейную форму
Hn(q) = (−1)nq(3n+2)(n+1)/2
∞∑
t=0
Rq(t)q
t = (−1)nq(3n+2)(n+1)/2
∞∑
t=−n
Rq(t)q
t
= An(q)ζq(2)− Bn(q) (3.71)
(коэффициент при ζq(1) в (3.71) равен 0 согласно предложению 3.1), где
An(q) =
n∑
k=0
[
k + n
k
]
q
[
n
k
]2
q
qk
2−2kn,
Bn(q) =
n∑
k=0
[
k + n
k
]
q
[
n
k
]2
q
qk
2−2kn
k∑
l=1
ql
(1− ql)2
+
n∑
k=0
n∑
j=0
j 6=k
[
k + n
k
]
q
[
n
k
]
q
[
n
j
]
q
qk(k+1)/2+j(j+1)/2−(k+j)n
× (−1)
k+j
qk − qj
(
q−k
k∑
l=1
ql
1− ql − q
−j
j∑
l=1
ql
1− ql
)
.
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Осуществляя теперь предельный переход q → 1, имеем
u′n = lim
q→1
An(q) =
n∑
k=0
(
k + n
k
)(
n
k
)2
,
v′n = lim
q→1
(1− q)2Bn(q) =
n∑
k=0
(
k + n
k
)(
n
k
)2 k∑
l=1
1
l2
+
n∑
k=0
n∑
j=0
j 6=k
(
k + n
k
)(
n
k
)(
n
j
)
(−1)k+j
j − k
( k∑
l=1
1
l
−
j∑
l=1
1
l
)
.
Остается заметить (см., например, [115, § 4]), что последовательность ли-
нейных форм
u′nζ(2)− v′n, n = 0, 1, 2, . . . ,
есть в точности последовательность Апери (0.12)–(0.18).
ГЛАВА 4
Мера иррациональности ζ(2)
Изложение доказательства теоремы 4 в этой главе организовано сле-
дующим образом. В § 4.1 мы приводим некоторые вспомогательные ана-
литические и арифметические составляющие, в то время как § 4.2 и § 4.3
посвящены деталям первой гипергеометрической конструкции рациональ-
ных приближений к ζ(2). В § 4.4 обсуждается тождество между двумя ги-
пергеометрическими интегралами, которое мотивирует вторую гипергео-
метрическую конструкцию приближений к ζ(2); именно эту конструкцию
мы изучаем в § 4.5. В заключительном параграфе, § 4.6, мы собираем во-
едино полученную информацию и доказываем теорему 4, а также приво-
дим комментарии о гипергеометрических конструкциях, связанных с ис-
пользованными в этой главе. Основной результат этой главы опубликован
в [165].
4.1. Прелюдия: вспомогательные леммы
В этом параграфе приводятся вспомогательные результаты о разложе-
нии интегралов типа Меллина–Барнса и о специальной арифметике це-
лозначных многочленов.
Лемма 4.1. При ℓ = 0, 1, 2, . . . выполнено
1
2πi
∫ 1/2+i∞
1/2−i∞
(
π
sin πt
)2
(t− 1)(t− 2) · · · (t− ℓ)
ℓ!
dt =
(−1)ℓ
ℓ + 1
. (4.1)
Доказательство. Подынтегральное выражение представляется в ви-
де
1
ℓ!
(
π
sin πt
)2
Γ(t)
Γ(t− ℓ) =
(−1)ℓ
ℓ!
Γ(t)2Γ(1− t) Γ(1 + ℓ− t);
вычисление (4.1) соответствующего интеграла следует непосредственно из
первой леммы Барнса [107, § 4.2.1]. 
Лемма 4.2. При k = 1, 2, . . . имеет место разложение
1
2πi
∫ 1/2+i∞
1/2−i∞
(
π
sin πt
)2
dt
t+ k
=
∞∑
m=1
1
(m+ k)2
= ζ(2)−
k∑
ℓ=1
1
ℓ2
. (4.2)
Доказательство. Поскольку(
π
sin πt
)2
dt = d(−π cot πt),
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интегрирование по частям левой части (4.2) преобразует интеграл в
− 1
2πi
∫ 1/2+i∞
1/2−i∞
π cot πt dt
(t+ k)2
.
Рассматривая сначала в качестве контура интегрирования прямоугольник
с вершинами (1/2± iN,N +1/2± iN), где N > 0 целое, применяя теорему
о вычетах подобно тому, как это было сделано в доказательства леммы 1.7
(см. также [142, лемма 2.4]), и переходя к пределу N →∞, мы получаем
требуемое разложение (4.2). 
Замечание 4.1. Как и в случае леммы 1.7, формулировка и доказа-
тельство леммы 4.2 подсказаны леммой 2 работы Ю. Нестеренко [76]. По-
существу приводимая нами лемма является частным случаем леммы 2.4 из
[142], в которой используется искусственное ограничение на порядок роста
правильной рациональной функции на бесконечности. Указанное ограни-
чение устраняется интегрированием по частям, как это сделано выше.
Нестеренко также указывает альтернативный способ доказательства
леммы 4.2, без интегрирования по частям. Основную сложность (ср. с
леммой 1.7 и леммой 2.4 из [142]) представляет оценка интеграла по вер-
тикальному отрезку, проходящему через точку N + 1/2. Выделим в нем
подотрезок длины 2
√
N с центром в этой точке: интеграл по этому подот-
резку стремится к нулю, так как длина существенно меньше знаменателя.
Интеграл по оставшейся части отрезка также стремится к нулю: здесь ма-
ленькой оказывается дробь с синусом. Таким образом, к нулю стремится
и весь интеграл при N →∞.
Как и ранее, через Dn обозначается наименьшее общее кратное чисел
1, 2, . . . , n.
Лемма 4.3. Для целых b < a определим
R(t) = R(a, b; t) =
(t+ b)(t + b+ 1) · · · (t+ a− 1)
(a− b)! .
Тогда
R(k) ∈ Z, Da−b · dR(t)
dt
∣∣∣∣
t=k
∈ Z и Da−b · R(k)−R(ℓ)
k − ℓ ∈ Z
при всех k, ℓ ∈ Z, ℓ 6= k.
Доказательство. Обозначим через m = b − a степень многочлена
R(t). Первые два семейства включений уже обсуждались нами в лемме 1.1.
Что касается последнего семейства, введем еще один многочлен P (t) =
(R(t)−R(ℓ))/(t−ℓ) степени m−1. Поскольку Dm ·1/(k−ℓ) является целым
при k = ℓ+1, ℓ+2, . . . , ℓ+m, а также R(k)−R(ℓ) ∈ Z, мы можем заключить,
что Dm ·P (k) ∈ Z при тех значениях k. Последнее означает, что многочлен
DmP (t) степени m−1 принимает целые значения приm последовательных
значениях аргумента; в соответствии с [83, отд. 8, гл. 2, задача 87] этот
многочлен целозначный. 
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Лемма 4.4. Пусть R(t) представляет собой произведение нескольких
целозначных многочленов
Rj(t) = R(aj , bj ; t) =
(t+ bj)(t+ bj + 1) · · · (t+ aj − 1)
(aj − bj)! , где bj < aj ;
положим m = maxj{aj − bj}. Тогда
R(k) ∈ Z, Dm · dR(t)
dt
∣∣∣∣
t=k
∈ Z и Dm · R(k)− R(ℓ)
k − ℓ ∈ Z (4.3)
при всех k, ℓ ∈ Z, ℓ 6= k.
Доказательство. Достаточно доказать это утверждение для про-
изведения двух многочленов R(t) и R˜(t), удовлетворяющих включени-
ям (4.3), и применить принцип математической индукции по количеству
множителей. Имеем(
R(t)R˜(t)
)∣∣
t=k
= R(k)R˜(k) ∈ Z,
Dm
d(R(t)R˜(t))
dt
∣∣∣∣
t=k
= R(k) ·DmdR˜(t)
dt
∣∣∣∣
t=k
+Dm
dR(t)
dt
∣∣∣∣
t=k
· R˜(k) ∈ Z
Dm
R(k)R˜(k)−R(ℓ)R˜(ℓ)
k − ℓ = Dm
R(k)− R(ℓ)
k − ℓ · R˜(k)
+R(ℓ) ·Dm R˜(k)− R˜(ℓ)
k − ℓ ∈ Z,
откуда следует требуемый результат. 
4.2. Первая гипергеометрическая конструкция
Частный случай общей конструкции из этого параграфа рассматри-
вался нами в [159, § 2].
Набору целочисленных параметров
(a, b) =
(
a1, a2, a3, a4
b1, b2, b3, b4
)
,
удовлетворяющих условиям
b1, b2, b3 6 a1, a2, a3, a4 < b4,
d = (a1 + a2 + a3 + a4)− (b1 + b2 + b3 + b4) > 0, (4.4)
поставим в соответствие рациональную функцию
R(t) = R(a, b; t) =
(t+ b1) · · · (t+ a1 − 1)
(a1 − b1)! ·
(t+ b2) · · · (t+ a2 − 1)
(a2 − b2)!
× (t+ b3) · · · (t+ a3 − 1)
(a3 − b3)! ·
(b4 − a4 − 1)!
(t+ a4) · · · (t + b4 − 1)
(4.5)
= Π(a, b) · Γ(t+ a1) Γ(t+ a2) Γ(t+ a3) Γ(t+ a4)
Γ(t + b1) Γ(t+ b2) Γ(t+ b3) Γ(t+ b4)
, (4.6)
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где
Π(a, b) =
(b4 − a4 − 1)!
(a1 − b1)! (a2 − b2)! (a3 − b3)! .
Также введем упорядоченные версии a∗1 6 a
∗
2 6 a
∗
3 6 a
∗
4 параметров
a1, a2, a3, a4 и b
∗
1 6 b
∗
2 6 b
∗
3 параметров b1, b2, b3, так что наборы {a∗1, a∗2, a∗3, a∗4}
и {b∗1, b∗2, b∗3} совпадают с {a1, a2, a3, a4} и {b1, b2, b3} соответственно. В этих
обозначениях рациональная функция R(t) имеет полюсы при t = −k, где
k = a∗4, a
∗
4 + 1, . . . , b4 − 1, нули при t = −ℓ, где ℓ = b∗1, b∗1 + 1, . . . , a∗3 − 1, и
нули кратности 2 при t = −ℓ, где ℓ = b∗2, b∗2 + 1, . . . , a∗2 − 1.
Разложение функции (4.5) в сумму простейших дробей имеет вид
R(t) =
b4−1∑
k=a∗
4
Ck
t+ k
+ P (t), (4.7)
где P (t) — многочлен степени d (см. (4.4)) и
Ck =
(
R(t)(t+ k)
)|t=−k
= (−1)d+b4+k
(
k − b1
k − a1
)(
k − b2
k − a2
)(
k − b3
k − a3
)(
b4 − a4 − 1
k − a4
)
∈ Z (4.8)
при k = a∗4, a
∗
4 + 1, . . . , b4 − 1.
Лемма 4.5. Положим c = max{a1 − b1, a2 − b2, a3 − b3}. Тогда DcP (t)
является целозначным многочленом степени d.
Доказательство. Запишем R(t) = R1(t)R2(t), где
R1(t) =
∏a1−1
j=b1
(t+ j)
(a1 − b1)! ·
∏a2−1
j=b2
(t+ j)
(a2 − b2)! ·
∏a3−1
j=b3
(t+ j)
(a3 − b3)!
— произведение трех целозначных многочленов и
R2(t) =
(b4 − a4 − 1)!∏b4−1
j=a4
(t+ j)
=
b4−1∑
k=a4
(−1)k−a4(b4−a4−1
k−a4
)
t + k
.
Из леммы 4.4 следует, что
Dc · dR1(t)
dt
∣∣∣∣
t=j
∈ Z при j ∈ Z,
Dc · R1(j)− R1(m)
j −m ∈ Z при j,m ∈ Z, j 6= m.
(4.9)
Кроме того, отметим явные формулы
Ck = R1(−k) ·
(
R2(t)(t + k)
)∣∣
t=−k
= R1(−k) · (−1)k−a4
(
b4 − a4 − 1
k − a4
)
при k ∈ Z;
выражения обращаются в нуль для значений k за пределами диапазона
a∗4 6 k 6 b4 − 1.
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При ℓ ∈ Z имеем
d
dt
(
R(t)(t+ ℓ)
)∣∣∣∣
t=−ℓ
=
d
dt
(
R1(t) · R2(t)(t+ ℓ)
)∣∣∣∣
t=−ℓ
=
dR1(t)
dt
∣∣∣∣
t=−ℓ
· (R2(t)(t + ℓ))∣∣t=−ℓ +R1(−ℓ) · ddt(R2(t)(t + ℓ))
∣∣∣∣
t=−ℓ
=
dR1(t)
dt
∣∣∣∣
t=−ℓ
· (−1)ℓ−a4
(
b4 − a4 − 1
ℓ− a4
)
+R1(−ℓ) · d
dt
b4−1∑
k=a4
(−1)k−a4
(
b4 − a4 − 1
k − a4
)(
1− −ℓ + k
t+ k
)∣∣∣∣
t=−ℓ
=
dR1(t)
dt
∣∣∣∣
t=−ℓ
· (−1)ℓ−a4
(
b4 − a4 − 1
ℓ− a4
)
+R1(−ℓ)
b4−1∑
k=a4
k 6=ℓ
(−1)k−a4(b4−a4−1
k−a4
)
−ℓ + k
и
d
dt
(b4−1∑
k=a∗
4
Ck
t+ k
· (t + ℓ)
)∣∣∣∣
t=−ℓ
=
d
dt
(b4−1∑
k=a4
Ck
t + k
· (t+ ℓ)
)∣∣∣∣
t=−ℓ
=
d
dt
b4−1∑
k=a4
Ck
(
1− −ℓ+ k
t + k
)∣∣∣∣
t=−ℓ
=
b4−1∑
k=a4
k 6=ℓ
Ck
−ℓ+ k
=
b4−1∑
k=a4
k 6=ℓ
R1(−k) · (−1)k−a4
(
b4−a4−1
k−a4
)
−ℓ + k .
Следовательно,
P (−ℓ) = d
dt
(
P (t)(t+ ℓ)
)∣∣
t=−ℓ =
d
dt
(
R(t)(t + ℓ)−
b4−1∑
k=a∗
4
Ck
t+ k
· (t + ℓ)
)∣∣∣∣
t=−ℓ
=
dR1(t)
dt
∣∣∣∣
t=−ℓ
· (−1)ℓ−a4
(
b4 − a4 − 1
ℓ− a4
)
+
b4−1∑
k=a4
k 6=ℓ
(−1)k−a4
(
b4 − a4 − 1
k − a4
)
R1(−ℓ)−R1(−k)
−ℓ+ k ,
что в соответствии с включениями (4.9) влечет требуемое DcP (−ℓ) ∈ Z
при всех ℓ ∈ Z. 
Наконец, определим величину
r(a, b) =
(−1)d
2πi
∫ C+i∞
C−i∞
(
π
sin πt
)2
R(a, b; t) dt, (4.10)
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где C — произвольное число из интервала −a∗2 < C < 1− b∗2. Определение
не зависит от выбора C, поскольку подынтегральное выражение не имеет
особых точек в полосе −a∗2 < Re t < 1− b∗2.
Предложение 4.1. Справедливо разложение
r(a, b) = q(a, b)ζ(2)− p(a, b) с q(a, b) ∈ Z, Dc1Dc2p(a, b) ∈ Z,
(4.11)
где
c1 = max{a1−b1, a2−b2, a3−b3, b4−a∗2−1} и c2 = max{d+1, b4−a∗2−1}.
Кроме того, величина r(a, b)/Π(a, b) инвариантна относительно любой
перестановки параметров a1, a2, a3, a4.
Доказательство. Полагаем C = 1/2−a∗2 в (4.10) и записываем (4.7)
в виде
R(t) =
b4−1∑
k=a∗
4
Ck
t + k
+
d∑
ℓ=0
AℓPℓ(t + a
∗
2),
где
Pℓ(t) =
(t− 1)(t− 2) · · · (t− ℓ)
ℓ!
и DcAℓ ∈ Z в соответствии с леммой 4.5. Применяя леммы 4.1 и 4.2, полу-
чаем
r(a, b) =
(−1)d
2πi
∫ 1/2+i∞
1/2−i∞
(
π
sin πt
)2
R(t− a∗2) dt
= ζ(2) · (−1)d
b4−1∑
k=a∗
4
Ck − (−1)d
b4−1∑
k=a∗
4
Ck
k−a∗
2∑
ℓ=1
1
ℓ2
+
d∑
ℓ=0
(−1)d+ℓAℓ
ℓ+ 1
.
Это представление означает, что r(a, b) действительно имеет указанную
форму (4.11). Инвариантность r(a, b)/Π(a, b) относительно перестановок
параметров a1, a2, a3, a4 непосредственно вытекает из (4.6) и определения
(4.10) величины r(a, b). 
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В частном случае
a1 = 7n+ 1, a2 = 6n+ 1, a3 = 5n + 1, a4 = 8n+ 1,
b1 = 1, b2 = n+ 1, b3 = 2n + 1, b4 = 14n+ 2
(4.12)
согласно предложению 4.1 получаем
rn = r(a, b) = qnζ(2)− pn, где qn, D9nD8npn ∈ Z. (4.13)
Асимптотическое поведение величин rn и qn в общем случае
a1 = α1n+ 1, a2 = α2n + 1, a3 = α3n + 1, a4 = α4n + 1,
b1 = β1n+ 1, b2 = β2n + 1, b3 = β3n + 1, b4 = β4n + 2,
(4.14)
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когда целые параметры αj и βj удовлетворяют условиям
β1, β2, β3 < α1, α2, α3, α4 < β4, α1 + α2 + α3 + α4 > β1 + β2 + β3 + β4
(для обеспечения условий (4.4)), получается стандартным образом.
Лемма 4.6. Кубическое уравнение
∏4
j=1(τ−αj)−
∏4
j=1(τ−βj) = 0 име-
ет один вещественный корень τ1 и пару комплексно-сопряженных корней
τ0, τ0. Тогда
lim sup
n→∞
log |rn|
n
= Re f0(τ0) и lim
n→∞
log |qn|
n
= Re f0(τ1),
где
f0(τ) =
4∑
j=1
(
αj log(τ − αj)− βj log(τ − βj)
)
−
3∑
j=1
(αj − βj) log(αj − βj) + (β4 − α4) log(β4 − α4).
В случае асимптотики rn подобное утверждение было нами показано
в предложении 1.3 гл. 1. Доказательство леммы 4.6 мало отличается от
доказательства аналогичных результатов в [142], [149], [151]. Альтерна-
тивный способ вычисления асимптотического поведения rn и qn основан на
применении теоремы Пуанкаре к явным рекуррентным соотношениям для
обеих последовательностей; мы затрагиваем вопрос получения последних
для нашего частного выбора параметров (4.12) в § 4.4.
Когда параметры выбраны в соответствии с (4.12), мы получаем
− lim sup
n→∞
log |rn|
n
= C0 = 15.88518998 . . . ,
lim
n→∞
log |qn|
n
= C1 = 23.22906071 . . . .
(4.15)
В общей ситуации (4.14) величины c1 и c2 в предложении 4.1 имеют
вид γ1n и γ2n, где целые γ1 и γ2 однозначно определяются через данные
αj , βj, j = 1, . . . , 4; для простоты упорядочим их: γ1 > γ2. Напомним, что
через ⌊ · ⌋ обозначается целая часть вещественного числа.
Лемма 4.7. В приведенных обозначениях справедливы включения
Φ−1n qn, Φ
−1
n Dγ1nDγ2npn ∈ Z, (4.16)
где Φn =
∏
p6γ2n
pϕ(n/p) (произведение по простым p) и
ϕ(x) = max
α
′=σα:σ∈S4
(
⌊(β4 − α4)x⌋ − ⌊(β4 − α′4)x⌋
−
3∑
j=1
(⌊(αj − βj)x⌋ − ⌊(α′j − βj)x⌋));
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максимум здесь берется по всевозможным перестановкам (α′1, α
′
2, α
′
3, α
′
4)
набора (α1, α2, α3, α4). Кроме того,
lim
n→∞
log Φn
n
=
∫ 1
0
ϕ(x) dψ(x)−
∫ 1/γ2
0
ϕ(x)
dx
x2
,
где ψ(x) — логарифмическая производная гамма-функции.
Доказательство. Арифметическая “корректировка” в (4.16) исполь-
зует теперь уже стандартное рассуждение, основанное на инвариантности
относительно перестановок из предложения 4.1; мы подробно обсуждаем
этот метод (даже в более сложной q-ситуации) в доказательстве предло-
жения 3.2. Функция ϕ(x) “считает” максимум
ϕ
(
n
p
)
= max
σ∈S4
ordp
Π(a, b)
Π(σa, b)
. 
Замечание 4.2. Существует альтернативный способ вычисления ϕ(x)
с помощью
ϕ(x) = min
06y<1
( 3∑
j=1
(⌊y − βjx⌋ − ⌊y − αjx⌋ − ⌊(αj − βj)x⌋)
+ ⌊(β4 − α4)x⌋ − ⌊β4x− y⌋ − ⌊y − α4x⌋
)
,
хотя далеко не очевидно, что новое выражение представляет ту же самую
функцию ϕ(x), что и в лемме 4.7. Именно этой технологией мы пользова-
лись в доказательстве предложения 1.2 (см. также [142, § 4] и [79, § 2]).
Именно ей мы воспользуемся далее в § 4.5.
При выборе (4.12) мы получаем γ1 = 9, γ2 = 8 и
ϕ(x) =

2 при x ∈ [1
6
, 1
5
) ∪ [1
4
, 2
7
) ∪ [1
2
, 4
7
) ∪ [5
6
, 6
7
)
,
1 при x ∈ [1
8
, 1
7
) ∪ [1
5
, 1
4
) ∪ [2
7
, 3
7
) ∪ [4
7
, 5
6
) ∪ [6
7
, 8
9
)
,
0 в остальных случаях,
(4.17)
так что
lim
n→∞
log Φn
n
= 8.12793878 . . . .
Полагая
C2 = lim
n→∞
log(Φ−1n D9nD8n)
n
= 9 + 8− 8.12793878 . . . = 8.87206121 . . .
и пременяя лемму 2.1 из [57], мы приходим к следующей оценке показа-
теля иррациональности ζ(2):
µ(ζ(2)) 6
C0 + C1
C0 − C2 = 5.57728968 . . . .
Разумеется, этот результат хуже оценки, установленной ранее в [89] Ри-
ном и Виолой. Далее мы увидим, что включения (4.16) могут быть еще
уточнены при нашем выборе параметров (4.12).
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4.4. Интерлюдия: гипергеометрический интеграл
Предложение 4.2. Для каждого n = 0, 1, 2, . . . справедливо равен-
ство
(6n)!
(7n)! (5n)! (3n)!
1
2πi
∫ i∞
−i∞
Γ(7n+ 1 + t) Γ(6n+ 1 + t) Γ(5n+ 1 + t)
Γ(1 + t) Γ(n+ 1 + t) Γ(2n+ 1 + t)
× Γ(8n+ 1 + t)
Γ(14n+ 2 + t)
(
π
sin πt
)2
dt
=
(6n)!2
(9n)! (3n)!
1
2πi
∫ i∞
−i∞
Γ(11n+ 2 + 2t) Γ(3n+ 1 + t)
Γ(2n+ 2 + 2t) Γ(1 + t)
× Γ(4n+ 1 + t) Γ(5n+ 1 + t)
Γ(10n+ 2 + t) Γ(11n+ 2 + t)
π
sin 2πt
dt, (4.18)
где пути интегрирования разделяют две группы полюсов подынтеграль-
ных выражений.
Доказательство. Применяя алгоритм Госпера–Цайльбергера сози-
дательного телескопирования к рациональным функциям
R(t) =
∏7n
j=1(t+ j)
(7n)!
∏5n
j=1(t+ n+ j)
(5n)!
∏3n
j=1(t + 2n+ j)
(3n)!
(6n)!∏6n+1
j=1 (t+ 8n+ j)
и
Rˆ(t) =
∏9n+1
j=2 (2t+ 2n+ j)
(9n)!
∏3n
j=1(t+ j)
(3n)!
(6n)!∏6n+1
j=1 (t+ 4n+ j)
(6n)!∏6n+1
j=1 (t + 5n+ j)
подобно тому, как это сделано в доказательстве теоремы 5.4 в [9], получа-
ем, что интегралы
rn =
1
2πi
∫ i∞
−i∞
R(t)
(
π
sin πt
)2
dt и rˆn =
1
2πi
∫ i∞
−i∞
Rˆ(t)
π
sin 2πt
dt
удовлетворяют одному и тому же рекуррентному уравнению
s0(n)rn+3 + s1(n)rn+2 + s2(n)rn+1 + s3(n)rn = 0 при n = 0, 1, 2, . . . ,
где s0(n), s1(n), s2(n) и s3(n) — многочлены от n степени 64. Проверяя
равенство в (4.18) непосредственно при n = 0, 1, 2, заключаем, что оно
имеет место при всех n. 
Схожие приложения алгоритма созидательного телескопирования к
доказательству тождеств для интегралов типа Меллина–Барнса обсуж-
даются в [51], [113].
Замечание 4.3. Отметим, что левая часть (4.18) есть не что иное, как
линейная форма из § 4.2, отвечающая нашему частному выбору (4.12) па-
раметров. Характеристический многочлен получающегося рекуррентного
уравнения равен
22 312 714 λ3 + 33 77 794493690983053821271 λ2− 220 34 75 2687491277 λ+ 248,
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и его нули определяют асимптотики (4.15) последовательностей rn и qn с
помощью теоремы Пуанкаре.
Для “достаточно общего” выбора целых параметров ожидается верным
следующее тождество:
1
2πi
∫ i∞
−i∞
Γ(a+ t) Γ(b+ t) Γ(e+ t) Γ(f + t)
Γ(1 + t) Γ(1 + a− e + t) Γ(1 + a− f + t) Γ(g + t)
(
π
sin πt
)2
dt
= (−1)a+b+e+f Γ(e + f − a) Γ(e) Γ(f)
Γ(g − b)
× 1
2πi
∫ i∞
−i∞
Γ(a− b+ g + 2t) Γ(a+ t) Γ(e+ t) Γ(f + t)
Γ(1 + a+ 2t) Γ(1 + a− b+ t) Γ(e+ f + t) Γ(g + t)
π
sin 2πt
dt.
(4.19)
Более того, предполагается верным и другое “двойственное” тождество,
в котором (π/ sin πt)2 и π/ cos 2πt заменены соответственно на π3 cosπt/
(sin πt)3 и (π/ sinπt)2; интегралы в двойственном тождестве представляют
рациональные приближения к ζ(3) (см. [163]). По всей видимости, эти
равенства могут быть доказаны в подобной общности путем применения
так называемых смежных соотношений для интегралов в обеих частях;
этот метод, однако, не выглядит простым.
Предложение 4.2 является частным случаем (4.19), когда
a = 8n+ 1, b = 5n+ 1, e = 6n+ 1, f = 7n+ 1, g = 14n+ 2.
Тождество (4.19) и двойственное к нему, судя по всему, являются част-
ными случаями еще более общего тождества между гипергеометрически-
ми интегралами, имеющего место для комплексных параметров. Мы не
смогли найти его в литературе, хотя упоминание о нем содержится в кон-
це статьи Бейли [10], опубликованной в 1932 г.:
“Формула (1.4)1 и следующая за ней чрезвычайно затруд-
нительны для обобщений, и окончательный результат ока-
зался неожиданным. Полученные формулы содержат пять
гипергеометрических рядов вместо трех или четырех, как
в предыдущих результатах. В каждом из случаев два ряда
являются почти уравновешенными и второго типа, один
— почти уравновешенным и первого типа, а оставшиеся
два — сбалансированными. При проведении этих иссле-
дований некоторые интегралы барнсова типа вычисляют-
ся аналогично известным суммированиям гипергеометри-
ческих рядов. Соображения места, однако, не позволяют
этим результатам быть детально сформулированными.”2
1Мы приводим эту формулу далее под именем соотношения (4.26).
2Оригинальный текст из [10]: “The formula (1.4) and its successor are rather more
troublesome to generalize, and the final result was unexpected. The formulae obtained
involve five series instead of three or four as previously obtained. In each case two of the
series are nearly-poised and of the second kind, one is nearly-poised and of the first kind,
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Чем не в духе знаменитого “Я нашел этому поистине чудесное доказатель-
ство, но поля книги слишком узки для него” П. Ферма? Добавим еще, что в
последнем абзаце гл. 6 своей книги [11] Бейли опять упоминает о затруд-
нительном обобщении без каких-либо деталей. Было ли Бейли известно
разыскиваемое нами общее тождество?
4.5. Вторая гипергеометрическая конструкция
Материал предыдущего параграфа подсказывает другую конструкцию
рациональных приближений к ζ(2). На этот раз мы рассматриваем раци-
ональную функцию
Rˆ(t) = Rˆ(aˆ, bˆ; t) =
(2t+ bˆ0)(2t+ bˆ0 + 1) · · · (2t+ aˆ0 − 1)
(aˆ0 − bˆ0)!
· (t + bˆ1) · · · (t+ aˆ1 − 1)
(aˆ1 − bˆ1)!
× (bˆ2 − aˆ2 − 1)!
(t+ aˆ2) · · · (t + bˆ2 − 1)
· (bˆ3 − aˆ3 − 1)!
(t+ aˆ3) · · · (t + bˆ3 − 1)
= Πˆ(aˆ, bˆ) · Γ(2t+ aˆ0) Γ(t+ aˆ1) Γ(t+ aˆ2) Γ(t+ aˆ3)
Γ(2t+ bˆ0) Γ(t+ bˆ1) Γ(t+ bˆ2) Γ(t+ bˆ3)
,
где
Πˆ(aˆ, bˆ) =
(bˆ2 − aˆ2 − 1)! (bˆ3 − aˆ3 − 1)!
(aˆ0 − bˆ0)! (aˆ1 − bˆ1)!
и целые параметры
(aˆ, bˆ) =
(
aˆ0; aˆ1, aˆ2, aˆ3
bˆ0; bˆ1, bˆ2, bˆ3
)
удовлетворяют требованиям
1
2
bˆ0, bˆ1 6
1
2
aˆ0, aˆ1, aˆ2, aˆ3 < bˆ2, bˆ3,
aˆ0 + aˆ1 + aˆ2 + aˆ3 = bˆ0 + bˆ1 + bˆ2 + bˆ3 − 2.
(4.20)
Последнее условие означает, что Rˆ(t) = O(1/t2) при t → ∞. Хотя здесь
будут менее важны детали арифметики линейных приближающих форм
в духе § 4.2, удобно ввести упорядоченные версии aˆ∗1 6 aˆ∗2 6 aˆ∗3 и bˆ∗2 6 bˆ∗3
параметров aˆ1, aˆ2, aˆ3 и bˆ2, bˆ3 соответственно. Такое упорядочение и усло-
вия (4.20) позволяют заключить, что рациональная функция Rˆ(t) имеет
полюсы при t = −k, где aˆ∗2 6 k 6 bˆ∗3 − 1, двойные полюсы при t = −k, где
aˆ∗3 6 k 6 bˆ
∗
2 − 1, и нули при t = −ℓ/2, где bˆ0 6 ℓ 6 aˆ∗0 − 1 в обозначении
aˆ∗0 = min{aˆ0, 2aˆ∗2}.
and the other two are Saalschu¨tzian in type. In the course of these investigations some
integrals of Barnes’s type are evaluated analogous to known sums of hypergeometric series.
Considerations of space, however, prevent these results being given in detail.”
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Разложение правильной рациональной функции Rˆ(t) в сумму простей-
ших дробей имеет вид
Rˆ(t) =
bˆ∗
2
−1∑
k=aˆ∗
3
Ak
(t+ k)2
+
bˆ∗
3
−1∑
k=aˆ∗
2
Bk
t+ k
,
где
Ak =
(
Rˆ(t)(t+ k)2
)|t=−k
= (−1)dˆ
(
2k − bˆ0
2k − aˆ0
)(
k − bˆ1
k − aˆ1
)(
bˆ2 − aˆ2 − 1
k − aˆ2
)(
bˆ3 − aˆ3 − 1
k − aˆ3
)
∈ Z (4.21)
с dˆ = bˆ2 + bˆ3, при k = aˆ
∗
3, aˆ
∗
3 + 1, . . . , bˆ
∗
2 − 1, и аналогично
Bk =
d
dt
(
Rˆ(t)(t+ k)2
)|t=−k
при k = aˆ∗2, aˆ
∗
2 + 1, . . . , bˆ
∗
3 − 1. Более того,
bˆ∗
3
−1∑
k=aˆ∗
2
Bk = −Rest=∞ Rˆ(t) = 0 (4.22)
согласно теореме о сумме вычетов.
Включения
Dmax{aˆ0−bˆ0,aˆ1−bˆ1,bˆ∗3−aˆ2−1,bˆ∗3−aˆ3−1} · Bk ∈ Z (4.23)
доказываются стандартным образом, как, например, это было сделано в
доказательстве предложения 1.1 гл. 1. Более важными для нас являются
оценки порядка вхождения простых p:
ordpAk, 1 + ordpBk >
⌊
2k − bˆ0
p
⌋
−
⌊
2k − aˆ0
p
⌋
−
⌊
aˆ0 − bˆ0
p
⌋
+
⌊
k − bˆ1
p
⌋
−
⌊
k − aˆ1
p
⌋
−
⌊
aˆ1 − bˆ1
p
⌋
+
3∑
j=2
(⌊
bˆj − aˆj − 1
p
⌋
−
⌊
k − aˆj
p
⌋
−
⌊
bˆj − 1− k
p
⌋)
(4.24)
при k = aˆ∗2, . . . , bˆ
∗
3 − 1, которые следуют из лемм 1.3 и 1.4.
В этом параграфе мы рассматриваем величину
rˆ(aˆ, bˆ) =
(−1)dˆ
2πi
∫ C/2+i∞
C/2−i∞
π
sin 2πt
Rˆ(aˆ, bˆ; t) dt,
где C выбирается произвольным из интервала −aˆ∗0 < C < 1− bˆ0.
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Предложение 4.3. Справедливо представление
rˆ(aˆ, bˆ) = qˆ(aˆ, bˆ)ζ(2)− pˆ(aˆ, bˆ) с qˆ(aˆ, bˆ) ∈ Z, Dcˆ1Dcˆ2 pˆ(aˆ, bˆ) ∈ Z,
(4.25)
где
cˆ1 = max{aˆ0 − bˆ0, aˆ1 − bˆ1, bˆ∗3 − aˆ2 − 1, bˆ∗3 − aˆ3 − 1, 2bˆ∗2 − aˆ∗0 − 2},
cˆ2 = 2bˆ
∗
3 − aˆ∗0 − 2.
Доказательство. Воспользуемся
Rest=m/2
πRˆ(t)
sin 2πt
=
(−1)m
2
Rˆ(t)
∣∣
t=m/2
при m > 1− aˆ∗0, чтобы записать
rˆ(aˆ, bˆ) = −(−1)
dˆ
2
∞∑
m=1−aˆ∗
0
(−1)mRˆ(t)∣∣
t=m/2
= (−1)dˆ
bˆ∗
2
−1∑
k=aˆ∗
3
2Ak
∞∑
m=1−aˆ∗
0
(−1)m−1
(m+ 2k)2
+ (−1)dˆ
bˆ∗
3
−1∑
k=aˆ∗
2
Bk
∞∑
m=1−aˆ∗
0
(−1)m−1
m+ 2k
= 2
∞∑
ℓ=1
(−1)ℓ−1
ℓ2
· (−1)dˆ
bˆ∗
2
−1∑
k=aˆ∗
3
Ak − (−1)dˆ
bˆ∗
2
−1∑
k=aˆ∗
3
2Ak
2k−aˆ∗
0∑
ℓ=1
(−1)ℓ−1
ℓ2
+
∞∑
ℓ=1
(−1)ℓ−1
ℓ
· (−1)dˆ
bˆ∗
3
−1∑
k=aˆ∗
2
Bk − (−1)dˆ
bˆ∗
3
−1∑
k=aˆ∗
2
Bk
2k−aˆ∗
0∑
ℓ=1
(−1)ℓ−1
ℓ
= ζ(2) · (−1)dˆ
bˆ∗
2
−1∑
k=aˆ∗
3
Ak − (−1)dˆ
bˆ∗
2
−1∑
k=aˆ∗
3
2Ak
2k−aˆ∗
0∑
ℓ=1
(−1)ℓ−1
ℓ2
− (−1)dˆ
bˆ∗
3
−1∑
k=aˆ∗
2
Bk
2k−aˆ∗
0∑
ℓ=1
(−1)ℓ−1
ℓ
,
где мы применили равенство (4.22). В соответствии с включениями (4.21),
(4.23) полученное представление величины rˆ(aˆ, bˆ) действительно имеет за-
явленную форму (4.25). 
Замечание 4.4. Биномиальные выражения (4.8) и (4.21) позволяют
записать коэффициенты
q(a, b) = (−1)d
b4−1∑
k=a∗
4
Ck и qˆ(aˆ, bˆ) = (−1)dˆ
bˆ∗2−1∑
k=aˆ∗
3
Ak
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в виде некоторых 4F3- и 5F4-гипергеометрических рядов соответственно.
Тогда классическое преобразование Уиппла [107, с. 65, (2.4.2.3)],
4F3
(
f, 1 + f − h, h− a, −N
h, 1 + f + a− h, g
∣∣∣∣ 1) = (g − f)N(g)N
× 5F4
(
a,−N, 1 + f − g, 1
2
f, 1
2
f + 1
2
h, 1 + f + a− h, 1
2
(1 + f −N − g), 1
2
(1 + f −N − g) + 1
2
∣∣∣∣ 1),
(4.26)
может быть сформулировано в виде следующего тождества:
q
(
a1, a2, a3, a4
1, a4 − a1 + 1, a4 − a2 + 1, b4
)
= qˆ
(
b4 − a3 + a4; a2, a1, a4
a4 + 1; a4 − a3 + 1, a1+ a2, b4
)
.
Отметим, что (4.19) эквивалентно
r
(
a1, a2, a3, a4
1, a4 − a1 + 1, a4 − a2 + 1, b4
)
= rˆ
(
b4 − a3 + a4; a2, a1, a4
a4 + 1; a4 − a3 + 1, a1+ a2, b4
)
,
так что именно преобразование Уиппла (4.26) натолкнуло нас на мысль о
совпадении двух разных семейств линейных форм от 1 и ζ(2).
Как и в § 4.3, мы делаем следующий выбор параметров:
aˆ0 = αˆ0n+ 2, aˆ1 = αˆ1n + 1, aˆ2 = αˆ2n + 1, aˆ3 = αˆ3n + 1,
bˆ0 = βˆ0n+ 2, bˆ1 = βˆ1n + 1, bˆ2 = βˆ2n + 2, bˆ3 = βˆ3n + 2,
(4.27)
где целые αˆj и βˆj , j = 0, . . . , 3, удовлетворяют соотношениям
1
2
βˆ0, βˆ1 <
1
2
αˆ0, αˆ1, αˆ2, αˆ3 < βˆ2, βˆ3, αˆ0 + αˆ1 + αˆ2 + αˆ3 = βˆ0 + βˆ1 + βˆ2 + βˆ3,
обеспечивающим выполнение требований (4.20). Для конструкции этого
параграфа несложно привести аналог леммы 4.6, однако нас прежде всего
интересуют арифметические аспекты.
Лемма 4.8. Предполагая параметры выбранными в соответствии с
(4.27), для каждого простого p имеем
ordp qˆ(aˆ, bˆ) > ϕˆ(n/p) и ordp pˆ(aˆ, bˆ) > −2 + ϕˆ(n/p),
где (1-периодическая и целозначная) функция ϕˆ(x) задается выражением
ϕˆ(x) = min
06y<1
(
⌊2y − βˆ0x⌋ − ⌊2y − αˆ0x⌋ − ⌊(αˆ0 − βˆ0)x⌋
+ ⌊y − βˆ1x⌋ − ⌊y − αˆ1x⌋ − ⌊(αˆ1 − βˆ1)x⌋
+
3∑
j=2
(⌊(βˆj − αˆj)x⌋ − ⌊βˆjx− y⌋ − ⌊y − αˆjx⌋)).
Доказательство. Оценки следуют из неравенств (4.24), явных вы-
ражений для qˆ(aˆ, bˆ) и pˆ(aˆ, bˆ), полученных в доказательстве предложе-
ния 4.3: мы просто вводим обозначение y = (k − 1)/p и минимизируем
по всем возможным индексам k. 
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Укажем теперь, что в случае специального выбора параметров (aˆ, bˆ),
aˆ0 = 11n+ 2, aˆ1 = 3n+ 1, aˆ2 = 4n+ 1, aˆ3 = 5n+ 1,
bˆ0 = 2n+ 2, bˆ1 = 1, bˆ2 = 10n+ 2, bˆ3 = 11n+ 2,
мы получаем линейные формы
rˆn = rˆ(aˆ, bˆ) = qˆnζ(2)− pˆn,
совпадающие согласно предложению 4.2 с линейными формами (4.12),
(4.13):
rn = qnζ(2)− pn = qˆnζ(2)− pˆn,
откуда следует совпадение последовательностей коэффициентов, qn = qˆn
и pn = pˆn для n = 0, 1, 2, . . . . Из этого совпадения и леммы 4.8 заключаем,
что
Φˆ−1n qn = Φˆ
−1
n qˆn ∈ Z, Φˆ−1n D9nD8npn = Φˆ−1n D9nD8npˆn ∈ Z,
где Φˆn =
∏
p68n p
ϕˆ(n/p) и
ϕˆ(x) = min
06y<1
(⌊2y − 2x⌋ − ⌊2y − 11x⌋ − ⌊9x⌋ + ⌊y⌋ − ⌊y − 3x⌋ − ⌊3x⌋
+ ⌊6x⌋ − ⌊10x− y⌋ − ⌊y − 4x⌋+ ⌊6x⌋ − ⌊11x− y⌋ − ⌊y − 5x⌋)
=

2 при x ∈ [1
6
, 2
9
) ∪ [1
2
, 5
9
) ∪ [5
6
, 7
8
)
,
1 при x ∈ [2
9
, 4
9
) ∪ [5
9
, 7
9
) ∪ [7
8
, 8
9
)
,
0 в остальных случаях,
(4.28)
так что
lim
n→∞
log Φˆn
n
= 7.03418177 . . . .
Сравнивая (4.17) и (4.28), находим, что ϕ(x) > ϕˆ(x) для всех x ∈ [0, 1) за
исключением x ∈ [1
5
, 2
9
)∪[3
7
, 4
9
)∪[6
7
, 7
8
)
. Последнее означает, что с выбором
Φ˜n =
∏
p68n p
ϕ˜(n/p), где
ϕ˜(x) = max{ϕ(x), ϕˆ(x)}
=

2 при x ∈ [1
6
, 2
9
) ∪ [1
4
, 2
7
) ∪ [1
2
, 4
7
) ∪ [5
6
, 7
8
)
,
1 при x ∈ [1
8
, 1
7
) ∪ [2
9
, 1
4
) ∪ [2
7
, 4
9
) ∪ [4
7
, 5
6
) ∪ [7
8
, 8
9
)
,
0 в остальных случаях,
справедливы включения
Φ˜−1n qn, Φ˜
−1
n D9nD8npn ∈ Z for n = 0, 1, 2, . . . , (4.29)
и, кроме того,
lim
n→∞
log Φ˜n
n
= 8.79117698 . . . .
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Доказательство теоремы 4. В этой главе мы построили линейные
формы rn = qnζ(2)− pn, n = 0, 1, 2, . . . , такие, что рациональные коэффи-
циенты qn и pn удовлетворяют включениям (4.29), в то время как асимпто-
тика величин rn и qn при n→∞ задается соотношениями (4.15). Полагая
C˜2 = lim
n→∞
log(Φ˜−1n D9nD8n)
n
= 8.20882301 . . .
и применяя лемму 2.1 из [57], мы приходим к оценке
µ(ζ(2)) 6
C0 + C1
C0 − C˜2
= 5.09541178 . . .
для показателя иррациональности ζ(2) = π2/6. 
Как было отмечено ранее, последовательность rn = qnζ(2) − pn при-
ближений, построенных в доказательства теоремы 4, имеет двойственную
последовательность r′n = qnζ(3) − p′n рациональных приближений к ζ(3)
с тем же коэффициентом qn. Можно показать, что Φ˜
−1
n D9nD
2
8np
′
n ∈ Z при
n = 0, 1, 2, . . . и
lim sup
n→∞
log |r′n|
n
= −C0 = −15.88518998 . . .
(ср. с (4.15)). Поскольку
lim
n→∞
log(Φ˜−1n D9nD
2
8n)
n
= 16.20882301 . . . > C0,
линейные формы Φ˜−1n D9nD
2
8nr
′
n ∈ Zζ(3)+Z неограниченно возрастают при
n→∞, поэтому не могут быть использованы для доказательства ирраци-
ональности числа ζ(3) (которая в этой ситуации означала бы также линей-
ную независимость над Q чисел 1, ζ(2) и ζ(3)). С помощью рекуррентного
уравнения, использованного в доказательстве предложения 4.2, которому
одновременно удовлетворяют последовательности qn, rn = qnζ(2) − pn и
r′n = qnζ(3)− p′n, мы вычислили первые триста значений последовательно-
сти
Λn = НОД(Φ˜
−1
n D9nD
2
8nqn, Φ˜
−1
n D9nD
2
8npn, Φ˜
−1
n D9nD
2
8np
′
n), n = 0, 1, 2, . . . .
Простые, участвующие в разложении Λn на множители, не имеют явной
характеризации в зависимости от n; для большинства значений n эти про-
стые p попадают в (асимптотически невидимый) диапазон p 6
√
8n. Тем
не менее, абсолютные значения форм
(ΛnΦ˜n)
−1D9nD
2
8nrn ∈ Zζ(2) + Z и (ΛnΦ˜n)−1D9nD28nr′n ∈ Zζ(3) + Z
оказываются одновременно меньшими единицы для
n = 1, . . . , 21, 23, . . . , 35, 37, 38, 39, 41, 42, 43, 47, . . . , 50, 53, 54, 64, 68,
71, . . . , 74, 79, 80, 81, 84, 85, 89, 101, 102, 106, 110, 113, 128, 129, 178, 228
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где n 6 300.
Нам представляется интересным исследовать арифметически другие
классические гипергеометрические тождества, приводимые в книгах Бей-
ли [11] и Слейтер [107]: философия здесь заключается в том, что за любым
гипергеометрическим преобразованием кроится интересная арифметика.
Установленная ранее мера иррациональности ζ(2) в [89] и наилучшая из-
вестная мера иррациональности ζ(3) в [90] имеют глубокие гипергеометри-
ческие корни (см. [151]). Еще одной иллюстрацией является гипергеомет-
рическая конструкция рациональных приближений к ζ(4) из работы [149].
ГЛАВА 5
Оценка снизу для расстояния от (3/2)k
до ближайшего целого
Настоящая глава посвящена доказательству теоремы 5 и оценок (0.40)
(теорема 9 далее). Приводимое далее доказательство опубликовано в ра-
боте [158].
5.1. Приближения Паде биномиального ряда
Зафиксируем два положительных целых параметра a и b, удовлетво-
ряющих 2a 6 b. Из формулы (0.39) получаем(
3
2
)3(b+1)
=
(
27
8
)b+1
= 3b+1
(
1− 1
9
)−(b+1)
(5.1)
= 3b+1
∞∑
k=0
(
b+ k
b
)(
1
9
)k
= 3b−2a+1
∞∑
k=0
(
b+ k
b
)
32(a−k)
= целое число + 3b−2a+1
∞∑
k=a
(
b+ k
b
)
32(a−k)
≡ 3b−2a+1
∞∑
ν=0
(
a+ b+ ν
b
)
3−2ν (mod Z).
Это представление мотивирует (ср. с [20]) построение приближений Паде
функции
F (z) = F (a, b; z) =
∞∑
ν=0
(
a + b+ ν
b
)
zν =
(
a + b
b
) ∞∑
ν=0
(a+ b+ 1)ν
(a+ 1)ν
zν (5.2)
и последующее их применение с выбором z = 1/9.
Выберем произвольное неотрицательное целое n 6 b и воспользуемся
общим рецептом из работ [31], [157]. Именно, рассмотрим многочлен
Qn(x) =
(
a+ b+ n
a+ b
)
2F1
(−n, a+ n
a+ b+ 1
∣∣∣∣ x) (5.3)
=
n∑
µ=0
(
a + n− 1 + µ
µ
)(
a+ b+ n
n− µ
)
(−x)µ =
n∑
µ=0
qµx
µ ∈ Z[x]
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степени n. Тогда выполнено
Qn(z
−1)F (z) =
n∑
µ=0
qn−µzµ−n ·
∞∑
ν=0
(
a+ b+ ν
b
)
zν (5.4)
=
∞∑
l=0
zl−n
n∑
µ=0
µ6l
qn−µ
(
a+ b+ l − µ
b
)
=
n−1∑
l=0
rlz
l−n +
∞∑
l=n
rlz
l−n = Pn(z−1) +Rn(z);
здесь многочлен
Pn(x) =
n−1∑
l=0
rlx
n−l ∈ Z[x], где rl =
l∑
µ=0
qn−µ
(
a+ b+ l − µ
b
)
, (5.5)
имеет степень не выше n, а коэффициенты остатка
Rn(z) =
∞∑
l=n
rlz
l−n
имеют следующее представление:
rl =
n∑
µ=0
qn−µ
(
a + b+ l − µ
b
)
=
n∑
µ=0
(−1)n−µ
(
a+ 2n− 1− µ
n− µ
)(
a+ b+ n
µ
)(
a + b+ l − µ
b
)
= (−1)n (a + b+ n)!
(a+ n− 1)!n!b!
n∑
µ=0
(−1)µ
(
n
µ
)
(a + 2n− 1− µ)!(a+ b+ l − µ)!
(a+ l − µ)!(a+ b+ n− µ)!
= (−1)n (a + b+ n)!
(a+ n− 1)!n!b!
× (a + 2n− 1)!(a + b+ l)!
(a+ l)!(a + b+ n)!
n∑
µ=0
(−n)µ(−a− l)µ(−a− b− n)µ
µ!(−a− 2n+ 1)µ(−a− b− l)µ
= (−1)n (a+ 2n− 1)!(a+ b+ l)!
(a+ n− 1)!(a + l)!n!b! · 3F2
(−n, −a− l, −a− b− n
−a− 2n+ 1, −a− b− l
∣∣∣∣ 1).
Применяя формулу суммирования (0.29) Пфаффа–Заальшютца с выбо-
ром −a − l, −a − b − n и −a − b − l в качестве a, b и c соответственно,
получаем
rl = (−1)n (a+ 2n− 1)!(a+ b+ l)!
(a+ n− 1)!(a+ l)!n!b! ·
(−b)n(n− l)n
(−a− b− l)n(a + n)n .
Исходное условие n 6 b гарантирует, что коэффициенты rl не обраща-
ются в нуль тождественно (в противном случае (−b)n = 0). Кроме того,
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(n− l)n = 0 для l из интервала n 6 l 6 2n− 1, так что rl = 0 для таких l,
в то время как
rl =
(a+ 2n− 1)!(a+ b+ l)!
(a+ n− 1)!(a+ l)!n!b!
× b!/(b− n)! · (l − n)!/(l − 2n)!
(a + b+ l)!/(a + b+ l − n)! · (a+ 2n− 1)!/(a+ n− 1)!
=
(a + b+ l − n)!(l − n)!
n!(b− n)!(a + l)!(l − 2n)! при l > 2n.
Окончательно,
Rn(z) =
∞∑
l=2n
rlz
l−n = zn
∞∑
ν=0
rν+2nz
ν (5.6)
= zn
1
n!(b− n)!
∞∑
ν=0
(a+ b+ n+ ν)!(n + ν)!
ν!(a + 2n+ ν)!
zν
= zn
(
a + b+ n
b− n
)
· 2F1
(
a + b+ n + 1, n+ 1
a + 2n+ 1
∣∣∣∣ z).
Применяя интегральное представление (0.32) к многочлену (5.3) и остат-
ку (5.6), мы приходим к следующему утверждению.
Лемма 5.1. Справедливы интегральные представления
Qn(z
−1) =
(a + b+ n)!
(a+ n− 1)!n!(b− n)!
∫ 1
0
ta+n−1(1− t)b−n(1− z−1t)n dt
и
Rn(z) =
(a+ b+ n)!
(a+ n− 1)!n!(b− n)! z
n
∫ 1
0
tn(1− t)a+n−1(1− zt)−(a+b+n+1) dt.
Нам также понадобится линейная независимость пары соседних при-
ближений Паде, вытекающая из следующего утверждения.
Лемма 5.2. Выполнено
Qn+1(x)Pn(x)−Qn(x)Pn+1(x) = (−1)n
(
a + 2n+ 1
a + n
)(
a + b+ n
b− n
)
x. (5.7)
Доказательство. Очевидно, левая часть (5.7) является многочле-
ном, свободный член которого равен нулю ввиду Pn(0) = Pn+1(0) = 0 в
соответствии с (5.5). С другой стороны,
Qn+1(z
−1)Pn(z−1)−Qn(z−1)Pn+1(z−1)
= Qn+1(z
−1)
(
Qn(z
−1)F (z)− Rn(z)
)
−Qn(z−1)
(
Qn+1(z
−1)F (z)−Rn+1(z)
)
= Qn(z
−1)Rn+1(z)−Qn+1(z−1)Rn(z),
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а из (5.3), (5.6) заключаем, что в последней сумме возникают только от-
рицательные степени переменной z:
−Qn+1(z−1)Rn(z)
= (−1)n
(
a + 2n+ 1
a+ n
)
z−n−1
(
1 +O(z)
) · (a+ b+ n
b− n
)
zn
(
1 +O(z)
)
= (−1)n
(
a + 2n+ 1
a+ n
)(
a + b+ n
b− n
)
1
z
+O(1) при z → 0. 
5.2. Арифметические составляющие
Сразу отметим, что для простого p >
√
N имеют место формулы
ordpN ! =
⌊
N
p
⌋
и ordpN = λ
(
N
p
)
,
где
λ(x) = 1− {x} − {−x} = 1 + ⌊x⌋ + ⌊−x⌋ =
{
1, если x ∈ Z,
0, если x /∈ Z.
Для каждого простого p >
√
a+ b+ n определим показатели
ep = min
µ∈Z
(
−
{
−a + n
p
}
+
{
−a + n+ µ
p
}
+
{
µ
p
}
(5.8)
−
{
a + b+ n
p
}
+
{
a+ b+ µ
p
}
+
{
n− µ
p
})
= min
µ∈Z
(⌊
−a + n
p
⌋
−
⌊
−a + n+ µ
p
⌋
−
⌊
µ
p
⌋
+
⌊
a + b+ n
p
⌋
−
⌊
a + b+ µ
p
⌋
−
⌊
n− µ
p
⌋)
6 min
06µ6n
ordp
a+ n
a + n+ µ
(
a+ n + µ
µ
)(
a + b+ n
n− µ
)
= min
06µ6n
ordp
(
a+ n− 1 + µ
µ
)(
a+ b+ n
n− µ
)
и
e′p = min
µ∈Z
(
−
{
a + n+ µ
p
}
+
{
a+ n
p
}
+
{
µ
p
}
(5.9)
−
{
a + b+ n
p
}
+
{
a+ b+ µ
p
}
+
{
n− µ
p
})
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= min
µ∈Z
(⌊
a+ n + µ
p
⌋
−
⌊
a + n
p
⌋
−
⌊
µ
p
⌋
+
⌊
a + b+ n
p
⌋
−
⌊
a + b+ µ
p
⌋
−
⌊
n− µ
p
⌋)
6 min
06µ6n
ordp
(
a+ n+ µ
µ
)(
a+ b+ n
n− µ
)
.
Положим
Φ = Φ(a, b, n) =
∏
p>
√
a+b+n
pep и Φ′ = Φ′(a, b, n) =
∏
p>
√
a+b+n
pe
′
p.
(5.10)
Из (5.3), (5.5) и (5.8), (5.10) получаем следующий результат.
Лемма 5.3. Справедливы включения
Φ−1 ·
(
a+ n− 1 + µ
µ
)(
a+ b+ n
n− µ
)
∈ Z при µ = 0, 1, . . . , n,
откуда
Φ−1Qn(x) ∈ Z[x] и Φ−1Pn(x) ∈ Z[x].
Арифметическая информация в случае n+ 1 вместо n дается в следу-
ющем утверждении.
Лемма 5.4. Справедливы включения
(n+ 1)Φ′−1 ·
(
a+ n+ µ
µ
)(
a+ b+ n+ 1
n+ 1− µ
)
∈ Z при µ = 0, 1, . . . , n+ 1,
(5.11)
откуда
(n+ 1)Φ′−1Qn+1(x) ∈ Z[x] и (n+ 1)Φ′−1Pn+1(x) ∈ Z[x].
Доказательство. Запишем(
a + n+ µ
µ
)(
a + b+ n + 1
n+ 1− µ
)
=
(
a + n+ µ
µ
)(
a + b+ n
n− µ
)
· a+ b+ n+ 1
n + 1− µ .
Тогда для p ∤ n+ 1− µ выполнено
ordp
(
a+ n + µ
µ
)(
a+ b+ n+ 1
n + 1− µ
)
> ordp
(
a+ n + µ
µ
)(
a+ b+ n
n− µ
)
> e′p;
(5.12)
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в противном случае µ ≡ n+ 1 (mod p), так что µ/p− (n+ 1)/p ∈ Z или
ordp
(
a+ n + µ
µ
)(
a+ b+ n+ 1
n + 1− µ
)
(5.13)
= −
{
a + n+ µ
p
}
+
{
a + n
p
}
+
{
µ
p
}
−
{
a+ b+ n+ 1
p
}
+
{
a + b+ µ
p
}
+
{
n+ 1− µ
p
}
= −
{
a + 2n+ 1
p
}
+
{
a+ n
p
}
+
{
n + 1
p
}
= ordp
(
a+ 2n+ 1
n+ 1
)
= ordp
(
a+ 2n
n
)
+ ordp
a+ 2n+ 1
n+ 1
= ordp
(
a+ n+ µ
µ
)(
a+ b+ n
n− µ
)∣∣∣∣
µ=n
+ ordp
a+ 2n + 1
n + 1
> e′p − ordp(n+ 1).
Комбинируя (5.12) и (5.13), приходим к требуемым включениям (5.11). 
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Целочисленные параметры a, b и n будут теперь зависеть от возраста-
ющего параметра m ∈ N следующим образом:
a = αm, b = βm, n = γm или n = γm+ 1,
где с выбором целочисленных параметров α, β, γ, удовлетворяющих 2α 6 β
и γ < β, мы определимся позднее. Тогда лемма 5.1 и метод Лапласа при-
водят к асимптотике
C0(z) = lim
m→∞
log |Rn(z)|
m
(5.14)
= (α + β + γ) log(α+ β + γ)− (α + γ) log(α + γ)
− γ log γ − (β − γ) log(β − γ) + γ log |z|
+ max
06t61
Re
(
γ log t + (α + γ) log(1− t)− (α+ β + γ) log(1− zt))
и
C1(z) = lim
m→∞
log |Qn(z−1)|
m
(5.15)
= (α + β + γ) log(α + β + γ)− (α + γ) log(α + γ)
− γ log γ − (β − γ) log(β − γ)
+ max
06t61
Re
(
(α + γ) log t+ (β − γ) log(1− t) + γ log(1− z−1t)).
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Кроме того, из (5.8)–(5.10) и леммы 1.5 имеем
C2 = lim
m→∞
log Φ(αm, βm, γm)
m
=
∫ 1
0
ϕ(x) dψ(x),
C ′2 = lim
m→∞
log Φ′(αm, βm, γm)
m
=
∫ 1
0
ϕ′(x) dψ(x),
(5.16)
где, как и ранее, ψ(x) — логарифмическая производная гамма-функции, а
1-периодические функции ϕ(x) и ϕ′(x) определяются следующим образом:
ϕ(x) = min
06y<1
ϕ̂(x, y), ϕ′(x) = min
06y<1
ϕ̂′(x, y),
ϕ̂(x, y) = −{−(α + γ)x}+ {−(α + γ)x− y}+ {y}
− {(α + β + γ)x} + {(α+ β)x+ y}+ {γx− y},
ϕ̂′(x, y) = −{(α + γ)x+ y}+ {(α + γ)x}+ {y}
− {(α + β + γ)x} + {(α+ β)x+ y}+ {γx− y}.
Лемма 5.5. Функции ϕ(x) и ϕ′(x) отличаются на множестве меры 0,
так что
C2 = C
′
2. (5.17)
Доказательство. Сразу отметим, что ϕ̂(x, 0) = ϕ̂′(x, 0) ∈ {0, 1}, от-
куда следует, что ϕ(x) ∈ {0, 1} и ϕ′(x) ∈ {0, 1}.
В соответствии с определением функций
∆(x, y) = ϕ̂(x, y)− ϕ̂′(x, y) = λ((α + γ)x)− λ((α+ γ)x+ y).
Предположим, что (α + γ)x /∈ Z; в этом случае имеем ∆(x, y) = −λ((α +
γ)x + y) 6 0, откуда ∆(x, y) = 0, если y 6= −{(α + γ)x}. Таким образом,
единственная возможность получить ϕ(x) 6= ϕ′(x) следующая:
ϕ̂(x, y) > 1 при y 6= −{(α + γ)x},
ϕ̂(x, y) = 0 при y = −{(α + γ)x}. (5.18)
Поскольку ϕ̂′(x, 0) > 1, выполнено {(α+ β)x}+ {γx} = 1; далее,
{(α+ β)x+ y}+ {γx− y} − {(α + β + γ)x}
=

1, если 0 6 y < 1− {(α + β)x},
0, если 1− {(α + β)x} 6 y 6 {γx},
1, если {γx} < y < 1,
и
{−(α + γ)x− y}+ {y} − {−(α + γ)x} =
{
0, если 0 6 y 6 {−(α + γ)x},
1, если {−(α + γ)x} < y < 1.
Условия (5.18) на функцию ϕ̂(x, y) влекут 1 − {(α + β)x} = {−(α + γ)x}
или, что то же самое, (β − γ)x ∈ Z.
Наконец, множества {x ∈ R : (α + γ)x ∈ Z} и {x ∈ R : (β − γ)x ∈ Z}
имеют меру 0, что завершает доказательство леммы. 
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Нашей целью является получение оценки снизу для модуля величины
εk, где (
3
2
)k
= Mk + εk, Mk ∈ Z, 0 < |εk| < 1
2
.
Представим k > 3 в виде k = 3(βm+1)+ j с неотрицательными целыми m
и j < 3β. Умножая обе части (5.4) на Φ˜−13b−2a+j+1, где Φ˜ = Φ(αm, βm, γm)
в случае n = γm и Φ˜ = Φ′(αm, βm, γm)/(γm+ 1) в случае n = γm + 1, и
подставим z = 1/9:
Qn(9)Φ˜
−12j ·
(
3
2
)j
3b−2a+1F
(
a, b;
1
9
)
(5.19)
= Pn(9)Φ˜
−13b−2a+j+1 +Rn
(
1
9
)
Φ˜−13b−2a+j+1.
Из (5.1), (5.2) мы видим, что(
3
2
)j
3b−2a+1F
(
a, b;
1
9
)
≡
(
3
2
)3(b+1)+j
(mod Z) =
(
3
2
)k
,
так что левая часть представляется в виде M ′k+εk для некоторого M
′
k ∈ Z
и равенство (5.19) может быть записано в виде
Qn(9)Φ˜
−12j · εk = M ′′k +Rn
(
1
9
)
Φ˜−13b−2a+j+1, (5.20)
где
M ′′k = Pn(9)Φ˜
−13b−2a+j+1 −Qn(9)Φ˜−12jM ′k ∈ Z
согласно леммам 5.3 и 5.4. В свою очередь, лемма 5.2 гарантирует M ′′k 6= 0
для хотя бы одного из чисел n = γm или γm+ 1; мы фиксируем соответ-
ствующий выбор n. Предполагая далее, что
C0
(
1
9
)
− C2 + (β − 2α) log 3 < 0, (5.21)
из (5.14) и (5.16) получаем∣∣∣∣Rn(19
)
Φ˜−13b−2a+j+1
∣∣∣∣ < 12 для всех m > N1,
где N1 > 0 является некоторой эффективной абсолютной постоянной. Сле-
довательно, в соответствии с (5.20) и |M ′′k | > 1 имеем
|Qn(9)Φ˜−12j| · |εk| > |M ′′k | −
∣∣∣∣Rn(19
)
Φ˜−13b−2a+j+1
∣∣∣∣ > 12 ,
так что согласно (5.14), (5.15) заключаем, что
|εk| > Φ˜
2j+1|Qn(9)| >
Φ˜
23β|Qn(9)| > e
−m(C1(1/9)−C2+δ)
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для любого δ > 0 и m > N2(δ) при условии, что C1(1/9)−C2+ δ > 0; здесь
N2(δ) эффективно зависит от δ. Наконец, ввиду k > 3βm получаем оценку
|εk| > e−k(C1(1/9)−C2+δ)/(3β), (5.22)
справедливую при всех k > K0(δ), где постоянная K0(δ) может быть явно
выражена в терминах max(N1, N2(δ)).
Выбирая α = γ = 9 и β = 19 (что является оптимальным выбо-
ром целочисленных параметров α, β, γ, по крайней мере при ограничении
β 6 100), находим
C0
(
1
9
)
= 3.28973907 . . . , C1
(
1
9
)
= 35.48665992 . . . ,
и
ϕ(x) =

1, если {x} ∈ [ 2
37
, 1
18
] ∪ [ 3
37
, 1
10
) ∪ [ 4
37
, 1
9
) ∪ [ 6
37
, 1
6
] ∪ [ 7
37
, 1
5
)
∪ [ 8
37
, 2
9
) ∪ [10
37
, 5
18
] ∪ [11
37
, 3
10
) ∪ [12
37
, 1
3
) ∪ [14
37
, 7
18
]
∪ [16
37
, 4
9
) ∪ [18
37
, 1
2
) ∪ [20
37
, 5
9
) ∪ [22
37
, 3
5
) ∪ [24
37
, 2
3
)
∪ [28
37
, 7
9
) ∪ [32
37
, 8
9
) ∪ [36
37
, 1
)
,
0 в противном случае,
откуда
C2 = C
′
2 = 4.46695926 . . . .
С помощью этих вычислений проверяем условие (5.21),
C0
(
1
9
)
− C2 + (β − 2α) log 3 = −0.07860790 . . . ,
и с выбором δ = 0.00027320432 . . . имеем
e−(C1(1/9)−C2+δ)/(3β) = 0.5803.
Согласно (5.22) последнее соотношение завершает доказательство теоре-
мы 5. 
5.4. Смежные результаты
Конструкция этой главы позволяет нам получить схожие результаты
для последовательностей ‖(4/3)k‖ и ‖(5/4)k‖, используя представления(
4
3
)2(b+1)
= 2b+1
(
1 +
1
8
)−(b+1)
(5.23)
≡ (−1)a2b−3a+1F
(
a, b;−1
8
)
(mod Z),
где 3a 6 b,
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и (
5
4
)7b+3
= 2 · 5b
(
1 +
3
125
)−(2b+1)
(5.24)
≡ (−1)a2 · 3a · 5b−3aF
(
a, 2b;− 3
125
)
(mod Z),
где 3a 6 b.
Именно, выбирая a = 5m, b = 15m, n = 6m(+1) в случае (5.23) и a = 3m,
b = 9m, n = 7m(+1) в случае (5.24) и повторяя рассуждения § 5.3, мы
приходим к следующему результату.
Теорема 9. Справедливы оценки∥∥∥∥(43
)k∥∥∥∥ > 0.4914k = 3−k·0.64672207... при k > K1,∥∥∥∥(54
)k∥∥∥∥ > 0.5152k = 4−k·0.47839775... при k > K2,
где K1 и K2 — некоторые эффективные постоянные.
Общий случай последовательности ‖(1+ 1/N)k‖ с целым N > 5 может
быть рассмотрен так же, как и в [20], [16], с использованием представления(
N + 1
N
)b+1
=
(
1− 1
N + 1
)−(b+1)
≡ F
(
0, b;
1
N + 1
)
(mod Z).
ГЛАВА 6
Решение задачи А. Шмидта
Правая часть (0.42) определяет так называемое лежандрово преобра-
зование последовательности {c(r)k }k=0,1,.... В общей ситуации если
an =
n∑
k=0
(
n
k
)(
n + k
k
)
ck =
n∑
k=0
(
2k
k
)(
n + k
n− k
)
ck,
то согласно известному соотношению между обратными лежандровыми
парами выполнено (
2n
n
)
cn =
∑
k
(−1)n−kdn,kak,
где
dn,k =
(
2n
n− k
)
−
(
2n
n− k − 1
)
=
2k + 1
n+ k + 1
(
2n
n− k
)
.
Следовательно, полагая
t
(r)
n,j =
n∑
k=j
(−1)n−kdn,k
(
k + j
k − j
)r
, (6.1)
получаем (
2n
n
)
c(r)n =
n∑
j=0
(
2j
j
)r
t
(r)
n,j. (6.2)
Случай r = 1 задачи ?? тривиален (потому и не включен в формулировку
задачи), в то время как случаи r = 2 и r = 3 реализованы в [104], [114]
благодаря тому, что t
(2)
n,j и t
(3)
n,j имеют замкнутую форму. Именно, с помо-
щью алгоритма Цайльбергера созидательного телескопирования для этих
последовательностей несложно показать, что они удовлетворяют простым
разностным уравнениям первого порядка как по n, так и по j. К сожале-
нию, в случае r > 4 подобная аргументация уже недоступна.
Ф. Штрель в [114, § 4.2] заметил, что требуемая в теореме 6 целознач-
ность следует из делимости произведения
(
2j
j
)r · t(r)n,j на (2nn ) при всех j,
0 6 j 6 n. Он высказал гипотезу о справедливости результата, обобщаю-
щего теорему 6, которое мы и будем доказывать.
Теорема 10. Числа
(
2n
n
)−1(2j
j
)
t
(r)
n,j являются целыми.
Наша стратегия доказательства теоремы 10 (а, значит, и теоремы 6) за-
ключается в следующем: переписать (6.1) в гипергеометрическом виде и
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применить подходящие формулы суммирования и преобразования (пред-
ложения 6.1 и 6.2 ниже). Приводимое далее доказательство опубликовано
в [153] и [155].
6.1. Совершенно уравновешенные ряды
Заменяя n− k на l в (6.1), имеем
t
(r)
n,j =
∑
l>0
(−1)l 2n− 2l + 1
2n− l + 1
(
2n
l
)(
n− l + j
n− l − j
)r
,
где ряд справа обрывается (т.е. содержит конечное число членов). Будет
удобно записывать подобные обрывающиеся ряды кратко в виде
∑
l, что,
на самом деле, является стандартным соглашением (см., например, [82]).
Отношение двух последовательных членов последней суммы равно
−(2n + 1) + l
1 + l
· −
1
2
(2n− 1) + l
−1
2
(2n+ 1) + l
·
(−(n− j) + l
−(n+ j) + l
)r
,
поэтому
t
(r)
n,j =
(
n + j
n− j
)r
·r+2Fr+1
(−(2n + 1), −1
2
(2n− 1), −(n− j), . . . , −(n− j)
−1
2
(2n+ 1), −(n+ j), . . . , −(n + j)
∣∣∣∣ 1)
является совершенно уравновешенным гипергеометрическим рядом. В да-
льнейшем будем опускать аргумент z = 1 у гипергеометрических рядов.
Следующие два классических результата — суммирование Дугалла
5F4(1)-ряда (доказанное в 1907) и преобразование Уиппла 7F6(1)-ряда (до-
казанное в 1926) — потребуются в случаях r = 3, 4, 5 для теорем 6 и 10.
Предложение 6.1 ([11, § 4.3]). Имеют место равенства
5F4
(
a, 1 + 1
2
a, c, d, −m
1
2
a, 1 + a− c, 1 + a− d, 1 + a+m
)
=
(1 + a)m (1 + a− c− d)m
(1 + a− c)m (1 + a− d)m
(6.3)
и
7F6
(
a, 1 + 1
2
a, b, c, d, e, −m
1
2
a, 1 + a− b, 1 + a− c, 1 + a− d, 1 + a− e, 1 + a+m
)
=
(1 + a)m (1 + a− d− e)m
(1 + a− d)m (1 + a− e)m · 4F3
(
1 + a− b− c, d, e, −m
1 + a− b, 1 + a− c, d+ e− a−m
)
,
(6.4)
где m неотрицательное целое.
Как следствие (6.3) получаем (без всякого созидательного телескопи-
рования)
t
(3)
n,j =
(
n+ j
n− j
)3
· (−2n)n−j(−2n + 2(n− j))n−j
(−2n + (n− j))2n−j
=
(2n)!
(3j − n)! (n− j)!3 ,
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что в точности совпадает с выражением, найденным в [114, § 4.2]. Следо-
вательно, из (6.2) вытекает следующее точная формула:
c(3)n =
(
2n
n
)−1∑
j
(
2j
j
)3
(2n)!
(3j − n)! (n− j)!3 =
∑
j
(
2j
j
)2(
2j
n− j
)(
n
j
)2
.
В случае r = 5 применим преобразование (6.4):
t
(5)
n,j =
(
n+ j
n− j
)5
· (−2n)n−j(−2n + 2(n− j))n−j
(−2n + (n− j))2n−j
× 4F3
(−2j, −(n− j), −(n− j), −(n− j)
−(n + j), −(n + j), 3j − n+ 1
)
=
(
n+ j
n− j
)2
(2n)!
(3j − n)! (n− j)!3
∑
l
(−2j)l (−(n− j))3l
l! (−(n + j))2l (3j − n+ 1)l
=
(2n)!
(2j)! (n− j)!2
∑
l
(
n− l + j
n− l − j
)2(
2j
l
)(
2j
n− l − j
)
=
(2n)!
(2j)! (n− j)!2
∑
k
(
k + j
k − j
)2(
2j
n− k
)(
2j
k − j
)
,
значит, (
2n
n
)−1(
2j
j
)
t
(5)
n,j =
(
n
j
)2∑
k
(
k + j
k − j
)2(
2j
n− k
)(
2j
k − j
)
являются целыми, и в соответствии с (6.2) мы получаем (0.44).
В случае r = 4 применим формулу (6.4) с b = (1 + a)/2 (так что ряд в
левой части редуцируется к совершенно уравновешенному 6F5(1)-ряду):
t
(4)
n,j =
(
n+ j
n− j
)4
· (−2n)n−j(−2n+ 2(n− j))n−j
(−2n+ (n− j))2n−j
× 4F3
(−j, −(n− j), −(n− j), −(n− j)
−n, −(n + j), 3j − n+ 1
)
=
(
n+ j
n− j
)
(2n)!
(3j − n)! (n− j)!3
∑
l
(−j)l (−(n− j))3l
l! (−n)l (−(n + j))l(3j − n + 1)l
=
(2n)! j!
n! (n− j)! (2j)!
∑
l
(
n− l + j
n− l − j
)(
j
l
)(
n− l
j
)(
2j
n− l − j
)
=
(2n)! j!
n! (n− j)! (2j)!
∑
k
(
k + j
k − j
)(
j
n− k
)(
k
j
)(
2j
k − j
)
,
откуда вновь
(
2n
n
)−1(2j
j
)
t
(4)
n,j ∈ Z, и мы получаем формулу (0.43).
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6.2. Кратное преобразование Эндрюса
“Классические” гипергеометрические тождества справляются только в
случаях1 r = 2, 3, 4, 5 в теоремах 6 и 10. Для того чтобы доказать эти
теоремы в общем случае, нам понадобится многомерное обобщение преоб-
разования Уиппла (6.4). Требуемое обобщение установлено Дж. Эндрюсом
в [3, теорема 4]. Переходя к пределу при q → 1 в теореме Эндрюса, мы
получаем следующий результат.
Предложение 6.2. Для s > 1 и m неотрицательного целого
2s+3F2s+2
(
a, 1 + 1
2
a, b1, c1, b2, c2, . . .
1
2
a, 1 + a− b1, 1 + a− c1, 1 + a− b2, 1 + a− c2, . . .
. . . , bs, cs, −m
. . . , 1 + a− bs, 1 + a− cs, 1 + a+m
)
=
(1 + a)m(1 + a− bs − cs)m
(1 + a− bs)m(1 + a− cs)m
∑
l1>0
(1 + a− b1 − c1)l1(b2)l1(c2)l1
l1! (1 + a− b1)l1(1 + a− c1)l1
×
∑
l2>0
(1 + a− b2 − c2)l2(b3)l1+l2(c3)l1+l2
l2! (1 + a− b2)l1+l2(1 + a− c2)l1+l2
· · ·
×
∑
ls−1>0
(1 + a− bs−1 − cs−1)ls−1(bs)l1+···+ls−1(cs)l1+···+ls−1
ls−1! (1 + a− bs−1)l1+···+ls−1(1 + a− cs−1)l1+···+ls−1
× (−m)l1+···+ls−1
(bs + cs − a−m)l1+···+ls−1
.
Доказательство теоремы 10. Как и в § 6.1, будем различать слу-
чаи в зависимости от четности r.
Если r = 2s + 1, то, полагая a = −(2n + 1) и b1 = c1 = · · · = bs = cs =
−m = −(n− j) в предложении 6.2, находим
t
(2s+1)
n,j =
(
n+ j
n− j
)2s−2
(2n)!
(3j − n)! (n− j)!3
∑
l1
(
2j
l1
)(
(−(n− j))l1
(−(n+ j))l1
)2
×
∑
l2
(
2j
l2
)(
(−(n− j))l1+l2
(−(n + j))l1+l2
)2
· · ·
×
∑
ls−1
(
2j
ls−1
)(
(−(n− j))l1+···+ls−1
(−(n+ j))l1+···+ls−1
)2
× (−1)
l1+···+ls−1(−(n− j))l1+···+ls−1
(3j − n+ 1)l1+···+ls−1
1Как заметил К. Краттенталер, это не совсем верно, так как приводимое далее пре-
образование Эндрюса является следствием классических преобразования Уиппла (6.4)
и формулы Пфаффа–Заальшютца (0.29).
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=
(2n)!
(2j)! (n− j)!2
∑
l1
(
2j
l1
)(
n− l1 + j
n− l1 − j
)2∑
l2
(
2j
l2
)(
n− l1 − l2 + j
n− l1 − l2 − j
)2
· · ·
×
∑
ls−1
(
2j
ls−1
)(
n− l1 − · · · − ls−1 + j
n− l1 − · · · − ls−1 − j
)2
·
(
2j
n− l1 − · · · − ls−1 − j
)
.
Если r = 2s, то применим предложение 6.2 с выбором a = −(2n + 1),
b1 = (a+ 1)/2 = −n и c1 = b2 = · · · = bs = cs = −m = −(n− j):
t
(2s)
n,j =
(
n+ j
n− j
)2s−3
(2n)!
(3j − n)! (n− j)!3
∑
l1
(
j
l1
)
(−(n− j))l1
(−n)l1
(−(n− j))l1
(−(n + j))l1
×
∑
l2
(
2j
l2
)(
(−(n− j))l1+l2
(−(n+ j))l1+l2
)2
· · ·
×
∑
ls−1
(
2j
ls−1
)(
(−(n− j))l1+···+ls−1
(−(n + j))l1+···+ls−1
)2
× (−1)
l1+···+ls−1(−(n− j))l1+···+ls−1
(3j − n + 1)l1+···+ls−1
=
(2n)! j!
n! (n− j)! (2j)!
∑
l1
(
j
l1
)(
n− l1
j
)(
n− l1 + j
n− l1 − j
)
×
∑
l2
(
2j
l2
)(
n− l1 − l2 + j
n− l1 − l2 − j
)2
· · ·
×
∑
ls−1
(
2j
ls−1
)(
n− l1 − · · · − ls−1 + j
n− l1 − · · · − ls−1 − j
)2
·
(
2j
n− l1 − · · · − ls−1 − j
)
.
В обоих случаях требуемая целочисленность(
2n
n
)−1(
2j
j
)
t
(r)
n,j ∈ Z, j = 0, 1, . . . , n,
следует из полученных формул, что и доказывает теорему 10. 
Теорема 6 по сути была доказана во время доказательства теоремы 10
с явными формулами для c
(4)
n , c
(5)
n и в общем для c
(r)
n , r > 2.
ГЛАВА 7
Интегральные представления L-рядов эллиптических
кривых
Содержание этой главы устроено следующим образом. Мы демонстри-
руем метод из [97], [98] на примере вычисления L-значения L(E, 2) в § 7.1,
а затем в § 7.2 описываем общий алгоритм, на котором основан метод.
В § 7.3 мы иллюстрируем этот алгоритм на примере вычисления L(E, 3)
как периода; наконец, в § 7.4 мы строим гипергеометрические представле-
ния для найденных ранее интегральных, которые, в свою очередь, приво-
дят к иным интегральным представлениям — всё это составляет предмет
теоремы 7. В примерах § 7.1, § 7.3 (и § 7.4), E обозначает эллиптическую
кривую кондуктора 32. Выбор этой кривой обусловлен двумя причинами.
Во-первых, она не обсуждается в наших совместных работах [97], [98] с
М. Роджерсом; во-вторых, возникающие модулярные параметризации наи-
более простые и классические. Основные результаты главы опубликованы
в работе автора [164].
Всюду в этой главе мы используем обозначение q = e2πiτ для τ из верх-
ней полуплоскости Im τ > 0, так что |q| < 1. Нашим основным конструк-
тором для построения модулярных форм служит эта-функция Дедекинда
η(τ) = q1/24
∞∏
m=1
(1− qm) =
∞∑
n=−∞
(−1)nq(6n+1)2/24
с ее модулярной инволюцией
η(−1/τ) = √−iτη(τ). (7.1)
Для краткости мы используем обозначение ηk = η(kτ). Отметим, что бес-
конечное произведение для эта-функции в более общей форме уже появ-
лялось в гл. 3 под именем q-гамма функции, а логарифмическая произ-
водная эта-функции (с точностью до нормировки) есть не что иное, как
ζq(2), также обсуждавшееся в гл. 3.
Для функций параметра τ или q = e2πiτ будем использовать диффе-
ренциальный оператор
δ =
1
2πi
d
dτ
= q
d
dq
,
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а также обозначим через δ−1 обратное интегральное преобразование, нор-
мализованное нулем в τ = i∞ (или в q = 0):
δ−1f =
∫ q
0
f
dq
q
.
В частности, для (параболической) модулярной формы f(τ) =
∑∞
n=1 anq
n
справедливо представление
L(f,m) =
1
(m− 1)!
∫ 1
0
f logm−1 q
dq
q
=
∞∑
n=1
an
nm
= (δ−mf)|q=1 (7.2)
в случае, когда указанная сумма имеет смысл.
7.1. L(E, 2)
Как уже было отмечено в § 0.8, L-ряд эллиптической кривой кондук-
тора 32 совпадает с L-рядом параболической формы f(τ) = η24η
2
8 (см. наш
пример в § 0.8).
Нам понадобится следующее разложение в ряд Ламберта (являющийся
частным случаем разложения модулярной формы веса 1 в ряд Эйзенштей-
на):
η48
η24
=
∑
m>1
(−4
m
)
qm
1− q2m =
∑
m,n>1
n неч.
(−4
m
)
qmn =
∑
m,n>1
a(m)b(n)qmn,
где a(m) =
(−4
m
)
, b(n) = n mod 2,
а через
(−4
m
)
обозначен квадратичный характер по модулю 4.
Тогда
f(it) =
η48
η24
η44
η28
∣∣∣∣
τ=it
=
η48
η24
∣∣∣∣
τ=it
· 1
2t
η48
η24
∣∣∣∣
τ=i/(32t)
=
1
2t
∑
m1,n1>1
a(m1)b(n1)e
−2πm1n1t
∑
m2,n2>1
b(m2)a(n2)e
−2πm2n2/(32t), (7.3)
где t > 0 и мы воспользовались инволюцией (7.1).
Далее
L(E, 2) = L(f, 2) =
∫ 1
0
f log q
dq
q
= −4π2
∫ ∞
0
f(it)t dt
= −2π2
∫ ∞
0
∑
m1,n1,m2,n2>1
a(m1)b(n1)b(m2)a(n2)
× exp
(
−2π
(
m1n1t+
m2n2
32t
))
dt
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= −2π2
∑
m1,n1,m2,n2>1
a(m1)b(n1)b(m2)a(n2)
×
∫ ∞
0
exp
(
−2π
(
m1n1t+
m2n2
32t
))
dt.
Новизна нашего метода — в элементарном аналитическом преобразовании,
которое представляет собой замену переменной t = n2u/n1 во внутреннем
интеграле. Такая замена не влияет на подынтегральное выражение, но
изменяет дифференциальную форму:
L(E, 2) = −2π2
∑
m1,n1,m2,n2>1
a(m1)b(n1)b(m2)a(n2)n2
n1
×
∫ ∞
0
exp
(
−2π
(
m1n2u+
m2n1
32u
))
du
= −2π2
∫ ∞
0
∑
m1,n2>1
a(m1)a(n2)n2e
−2πm1n2u
×
∑
m2,n1>1
b(m2)b(n1)
n1
e−2πm2n1/(32u)du.
Первый двойной ряд под интегралом отвечает∑
m,n>1
a(m)a(n)n qmn =
∑
m,n>1
(−4
mn
)
n qmn =
∑
n>1
n
(−4
n
)
nqn
1 + q2n
=
η42η
4
8
η44
,
а второй отвечает∑
m,n>1
b(m)b(n)
n
qmn =
∑
m,n>1
qmn
n
− q
(2m)n
n
− q
m(2n)
2n
+
q(2m)(2n)
2n
=
1
2
∑
m,n>1
2qmn − 3q2mn + q4mn
n
= −1
2
log
∏
m>1
(1− qm)2(1− q4m)
(1− q2m)3 = −
1
2
log
η21η4
η32
,
так что
L(E, 2) = π2
∫ ∞
0
η42η
4
8
η44
∣∣∣∣
τ=iu
· log η
2
1η4
η32
∣∣∣∣
τ=i/(32u)
du.
Применяя инволюцию (7.1) к эта-произведению под зна´ком логарифма,
мы получаем
L(E, 2) = π2
∫ ∞
0
η42η
4
8
η44
log
√
2η8η
2
32
η316
∣∣∣∣
τ=iu
du.
На этом этапе в действие вступает “модулярная магия”: выбирая моду-
лярную функцию x(τ) = η42η
2
8/η
6
4, изменяющуюся от 0 до 1 при изменении
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τ от 0 до i∞, несложно показать, что
1
2πi
x dx
2
√
1− x4 = −
η42η
4
8
η44
dτ и
(√
2η8η
2
32
η316
)2
=
1− x
1 + x
.
Подытоживая, мы получаем следующее интегральное представление.
Предложение 7.1. Для эллиптической кривой E кондуктора 32 име-
ет место формула
L(E, 2) =
π
8
∫ 1
0
x√
1− x4 log
1 + x
1− x dx = 0.9170506353 . . . .
7.2. Общий случай
По-существу, проделанные нами манипуляции с L(E, 2) = L(f, 2) в § 7.1
сводятся к следующему: сначала мы представляем параболическую фор-
му f(τ) в виде произведения двух рядов Эйзенштейна веса 1, а в заверше-
нии мы получаем произведение опять же двух рядов Эйзенштейна, g2(τ)
и g0(τ), но уже веса 2 и 0 соответственно, так что L(f, 2) = cπL(g2g0, 1) с
некоторой алгебраической постоянной c. Полученный объект обречен быть
периодом в смысле [64]: действительно, в соответствии с теорией модуляр-
ных форм g0(τ) является логарифмом модулярной функции, а 2πi g2(τ) dτ
с точностью до умножения на модулярную функцию является дифферен-
циалом модулярной функции; наконец, любые две модулярные функции
связаны алгебраическим соотношением над полем Q алгебраических чи-
сел.
Описанный метод может быть формализован следующим образом.
Для двух ограниченных последовательностей a(m), b(n) будем назы-
вать выражения вида
gk(τ) = a+
∑
m,n>1
a(m)b(n)nk−1qmn (7.4)
почти рядами Эйзенштейна веса k, при условии, что gk(τ) является моду-
лярной формой какого-либо уровня, т.е. она преобразуется в другой объект
подобного же типа под действием инволюции τ 7→ −1/(Nτ) с некоторым
выбором целого положительного N . Подобное выполняется автоматиче-
ски в случае, когда k > 0 и gk(τ) является рядом Эйзенштейна (например,
с выбором a(m) = 1 и b(n) — характера Дирихле по модулю N заданной
четности, b(−1) = (−1)k); тогда ĝk(τ) = gk(−1/(Nτ))(
√−Nτ)−k опять же
является рядом Эйзенштейна. Приведенное определение почти рядов Эй-
зенштейна имеет замечательный смысл и для любого неотрицательного
k. Действительно, в случае k = 0 мы получаем слабые модулярные фор-
мы g0(τ) веса 0 — логарифмы модулярных функций, представимых в виде
бесконечных произведений наподобие произведения для эта-функции Де-
декинда. Так же и в случае k 6 0, примеры почти рядов Эйзенштейна
даются так называемыми эйхлеровыми интегралами — первообразными
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порядка 1− k голоморфных рядов Эйзенштейна веса 2− k; соответствую-
щие правила преобразования под действием модулярной группы следуют
из знаменитой леммы Гекке [125, § 5].
Предположим теперь, что нас интересует L-значение L(f, k0) парабо-
лической формы f(τ) веса k = k1+k2, которая может быть представлена в
виде произведения (в общем случае в виде линейных комбинаций несколь-
ких произведений) двух почти рядов Эйзенштейна gk1(τ) и ĝk2(τ), в кото-
ром первый ряд обращается в нуль на бесконечности (т.е. a = gk1(i∞) = 0
в (7.4)), а второй — в нуле (т.е. ĝk2(i0) = 0). (Такое поведение на бес-
конечности и в нуле — частные случаи параболических точек — может
быть достигнуто, поскольку исходная модулярная форма f(τ) параболи-
ческая, значит обращается в нуль во всех параболических точках.) В дей-
ствительности нас интересует ряд не для самого ĝk2(τ), а для его образа
gk2(τ) = ĝk2(−1/(Nτ))(
√−Nτ)−k2 под действием инволюции:
gk1(τ) =
∑
m,n>1
a1(m)b1(n)n
k1−1qmn и gk2(τ) =
∑
m,n>1
a2(m)b2(n)n
k2−1qmn.
Имеем
L(f, k0) = L(gk1 ĝk2 , k0) =
1
(k0 − 1)!
∫ 1
0
gk1 ĝk2 log
k0−1 q
dq
q
=
(−1)k0−1(2π)k0
(k0 − 1)!
∫ ∞
0
gk1(it)ĝk2(it)t
k0−1 dt
=
(−1)k0−1(2π)k0
(k0 − 1)!Nk2/2
∫ ∞
0
gk1(it)gk2(i/(Nt))t
k0−k2−1 dt
=
(−1)k0−1(2π)k0
(k0 − 1)!Nk2/2
∫ ∞
0
∑
m1,n1>1
a1(m1)b1(n1)n
k1−1
1 e
−2πm1n1t
×
∑
m2,n2>1
a2(m2)b2(n2)n
k2−1
2 e
−2πm2n2/(Nt)tk0−k2−1dt
=
(−1)k0−1(2π)k0
(k0 − 1)!Nk2/2
∑
m1,n1,m2,n2>1
a1(m1)b1(n1)a2(m2)b2(n2)n
k1−1
1 n
k2−1
2
×
∫ ∞
0
exp
(
−2π
(
m1n1t+
m2n2
Nt
))
tk0−k2−1dt;
замена интегрирования и суммирования является законной в виду экспо-
ненциального убывания подынтегрального выражения в концевых точках.
Осуществляя знакомую замену переменных t = n2u/n1 и меняя местами
суммирование и интегрирование в обратном направлении, получаем
L(f, k0) =
(−1)k0−1(2π)k0
(k0 − 1)!Nk2/2
∑
m1,n1,m2,n2>1
a1(m1)b1(n1)a2(m2)b2(n2)n
k1+k2−k0−1
1 n
k0−1
2
×
∫ ∞
0
exp
(
−2π
(
m1n2u+
m2n1
Nu
))
uk0−k2−1du
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=
(−1)k0−1(2π)k0
(k0 − 1)!Nk2/2
∫ ∞
0
∑
m1,n2>1
a1(m1)b2(n2)n
k0−1
2 e
−2πm1n2u
×
∑
m2,n1>1
a2(m2)b1(n1)n
k1+k2−k0−1
1 e
−2πm2n1/(Nu)uk0−k2−1du
=
(−1)k0−1(2π)k0
(k0 − 1)!Nk2/2
∫ ∞
0
gk0(iu)gk1+k2−k0(i/(Nu))u
k0−k2−1 du.
В предположении наличия модулярного преобразования для почти ряда
Эйзенштейна gk1+k2−k0(τ) под действием инволюции τ 7→ −1/(Nτ), мы мо-
жем записать полученный интеграл в виде cπk0−k1L(gk0 ĝk1+k2−k0, k1), где
c — некоторый алгебраический множитель (плюс возможно дополнитель-
ные слагаемые, если gk1+k2−k0(τ) является эйхлеровым интегралом). Аль-
тернативно, если gk0(τ) удовлетворяет преобразованию при модулярной
инволюции, то после дополнительной замены переменной v = 1/(Nu) мы
отождествляем исходное L-значение с cπk0−k2L(ĝk0gk1+k2−k0, k2). В обоих
случаях мы получаем нетривиальное равенство, связывающее исходное L-
значение L(f, k0) с новым “L-значением”, отвечающим (почти) модулярной
форме того же веса.
Частный случай k1 = k2 = 1, k0 = 2, обсуждавшийся в [97], [98] и
в § 7.1, позволяет редуцировать соответствующие L-значения к периодам.
Как мы увидим в § 7.3, подобная редукция может достигаться и в более
общей ситуации с использованием неоднородных линейных уравнений, ко-
торым удовлетворяют эйхлеровы интегралы.
7.3. Формула Рамануджана и L(E, 3)
Для преобразования L(E, 3), отвечающего эллиптической кривой кон-
дуктора 32, мы опять воспользуемся равенством L(E, 3) = L(f, 3), где
f(τ) = η24η
2
8 , и запишем разложение (7.3) в следующем виде:
f(it) =
1
2t
∑
m1,n1>1
b(m1)a(n1)e
−2πm1n1t
∑
m2,n2>1
b(m2)a(n2)e
−2πm2n2/(32t).
Тогда
L(E, 3) = L(f, 3) =
1
2
∫ 1
0
f log2 q
dq
q
= 4π3
∫ ∞
0
f(it)t2 dt
= 2π3
∫ ∞
0
∑
m1,n1,m2,n2>1
b(m1)a(n1)b(m2)a(n2)
× exp
(
−2π
(
m1n1t +
m2n2
32t
))
t dt
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= 2π3
∑
m1,n1,m2,n2>1
b(m1)a(n1)b(m2)a(n2)
×
∫ ∞
0
exp
(
−2π
(
m1n1t +
m2n2
32t
))
t dt
(осуществляем замену переменной t = n2u/n1)
= 2π3
∑
m1,n1,m2,n2>1
b(m1)a(n1)b(m2)a(n2)n
2
2
n21
×
∫ ∞
0
exp
(
−2π
(
m1n2u+
m2n1
32u
))
u du
= 2π3
∫ ∞
0
∑
m1,n2>1
b(m1)a(n2)n
2
2e
−2πm1n2u
×
∑
m2,n1>1
b(m2)a(n1)
n21
e−2πm2n1/(32u) u du.
Имеют место следующие разложения в ряды Эйзенштейна:∑
m,n>1
b(m)a(n)n2qmn =
∑
m,n>1
m неч.
(−4
n
)
n2qmn =
η82η
4
8
η64
,
∑
m,n>1
b(m)a(n)m2qmn =
∑
m,n>1
m неч.
(−4
n
)
m2qmn =
η184
η82η
4
8
,
откуда
r(τ) =
∑
m,n>1
b(m)a(n)
n2
qmn = δ−2
(
η184
η82η
4
8
)
. (7.5)
Продолжая наши преобразования,
L(E, 3) = 2π3
∫ ∞
0
η82η
4
8
η64
∣∣∣∣
τ=iu
· r(i/(32u)) u du
(применяем инволюцию к эта-произведению)
=
π3
8
∫ ∞
0
η44η
8
16
η68
r(τ)
∣∣∣∣
τ=i/(32u)
du
u2
(осуществляем замену u = 1/(32v))
= 4π3
∫ ∞
0
η44η
8
16
η68
r(τ)
∣∣∣∣
τ=iv
dv.
На этом алгоритм из § 7.2 завершается. Чтобы представить получен-
ный интеграл в виде периода, нам требуется еще один шаг. Как и в § 7.1,
мы сделаем модулярную подстановку, только на этот раз воспользуемся
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иной модулярной функцией x(τ) = 4η42η
8
8/η
12
4 , которая изменяется от 0 до
1 при изменении τ от i∞ до 0. Тогда
δx =
4η122 η
8
8
η164
, (1− x2)1/4 = η
4
2η
2
8
η64
, s(x) =
(1−√1− x2)2
x(1 − x2)3/4 =
16η104 η
8
16
η82η
10
8
.
Кроме того, результат подстановки z = x2(τ) в гипергеометрическую функ-
цию
F (z) = 2F1
(
1
2
, 1
2
1
∣∣∣∣ z) = 2π
∫ 1
0
dy√
(1− y2)(1− zy2)
есть модулярная форма
ϕ(τ) = F (x2) =
∞∑
n=0
(
2n
n
)2(x
4
)2n
=
η104
η42η
4
8
веса 1. Поскольку F (z), а также F (1− z), удовлетворяют гипергеометри-
ческому дифференциальному уравнению
z(1 − z)d
2F
dz2
+ (1− 2z)dF
dz
− 1
4
F = 0,
несложно выписать и дифференциальный оператор второго порядка
L = x(1− x2) d
2
dx2
+ (1− 3x2) d
dx
− x
(в терминах x), для которого Lϕ = 0.
В этих обозначениях
L(E, 3) = π3
∫ ∞
0
η104 η
8
16
η82η
10
8
ϕ(τ) r(τ)δx
∣∣∣∣
τ=iv
dv
=
π3
16
∫ ∞
0
s(x(τ))ϕ(τ) r(τ)δx
∣∣∣∣
τ=iv
dv, (7.6)
и на этом этапе заметим, что функция h(τ) = 4ϕ(τ)r(τ) удовлетворяет
неоднородному линейному уравнению
Lh = 1
1− x2
(
которое есть не что иное [106], [130] как
δ2r
δx · ϕ =
η244
4η162 η
8
8
)
,
так что для этой функции можно применить метод вариации постоянных:
h =
π
2
(
F (x2)
∫
F (1− x2)
1− x2 dx− F (1− x
2)
∫
F (x2)
1− x2 dx
)
=
πx
2
∫ 1
0
F (x2)F (1− x2w2)− F (1− x2)F (x2w2)
1− x2w2 dw.
= x+
5
9
x3 +
89
225
x5 +
381
1225
x7 +
25609
99225
x9 +
106405
480249
x11 + · · · .
В результате мы получаем выражение
L(E, 3) =
π2
128
∫ 1
0
s(x) h(x) dx,
7.4. Гипергеометрические представления 107
которое очевидным образом записывается в виде (сложного) кратного дей-
ствительного интеграла, так что представление L(E, 3) в виде периода
установлено.
Алгоритм реализации ряда Эйзенштейна отрицательного веса через
решения неоднородных линейных уравнений достаточно стандартен [130]
и успешно применим во многих аналогичных ситуациях. Однако, возник-
ший ряд Эйзенштейна (7.5) веса −1 допускает также другую реализацию,
благодаря формуле Рамануджана [36, (2·2)]:
r(τ) =
∑
m,n>1
m неч.
(−4
n
)
qmn
n2
=
x˜ G(−x˜2)
4F (−x˜2) ,
где x˜(τ) = 4η48/η
4
2, F (−x˜2) = η42/η24 и
G(z) = 3F2
(
1, 1, 1
3
2
, 3
2
∣∣∣∣ z) = 14
∫ 1
0
∫ 1
0
(1− x1)−1/2(1− x2)−1/2
1− zx1x2 dx1 dx2.
Последний интеграл задает аналитическое продолжение гипергеометриче-
ского 3F2-ряда в область Re z < 1 (см. [78, лемма 2]); замена y = (1−x1)1/2,
w = (1− x2)1/2 приводит интеграл к виду
G(z) =
∫ 1
0
∫ 1
0
dy dw
1− z(1 − y2)(1− w2) .
Возвращаясь к модулярной функции x(τ) = 4η42η
8
8/η
12
4 и замечая, что
x˜ = x/
√
1− x2, мы можем переписать (7.6) в виде
L(E, 3) =
π3
64
∫ ∞
0
s(x(τ)) x(τ)
1− x(τ)2 G
(
− x(τ)
2
1− x(τ)2
)
δx
∣∣∣∣
τ=iv
dv.
Осуществляя модулярную подстановку x = x(τ), мы получаем следующее
интегральное представление.
Предложение 7.2. Для эллиптической кривой E кондуктора 32 име-
ет место формула
L(E, 3) =
π2
128
∫ 1
0
(1−√1− x2)2
(1− x2)3/4 dx
∫ 1
0
∫ 1
0
dy dw
1− x2(1− (1− y2)(1− w2))
= 0.9826801478 . . . .
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Важным достоинством [24] интегралов в предложениях 7.1 и 7.2 явля-
ется возможность свести их к гипергеометрической форме.
В интегральном представлении L(E, 2) в предложении 7.1 запишем
log
1 + x
1− x =
2
3
x3 2F1
(
3
4
, 1
7
4
∣∣∣∣ x4)+ 2x 2F1(14 , 15
4
∣∣∣∣ x4)
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и произведем замену переменной x4 = x0, чтобы получить
L(E, 2) =
π
48
∫ 1
0
(
x
1/4
0 2F1
(
3
4
, 1
7
4
∣∣∣∣ x0)+ 3x−1/40 2F1(14 , 15
4
∣∣∣∣ x0))(1− x0)−1/2dx0
=
π3/2
48
Γ(5
4
)
Γ(7
4
)
3F2
(
3
4
, 5
4
, 1
7
4
, 7
4
∣∣∣∣ 1)+ π3/216 Γ(34)Γ(5
4
)
3F2
(
1
4
, 3
4
, 1
5
4
, 5
4
∣∣∣∣ 1);
представление (0.46) теперь получается после применения преобразования
Тома [11, 3.2.(1)] к каждому из двух 3F2 рядов.
В интеграле предложения 7.2 положим x0 = x
2, x1 = 1−y2 и x2 = 1−w2:
L(E, 3) =
π2
1024
∫ 1
0
x
−1/2
0
(
(1− x0)−3/4 − 2(1− x0)−1/4 + (1− x0)1/4
)
dx0
×
∫ 1
0
∫ 1
0
(1− x1)−1/2(1− x2)−1/2
1− x0(1− x1x2) dx1 dx2.
Сначала рассмотрим интеграл (см. [11, 1.5.(1) и 1.4.(1)])∫ 1
0
x
−1/2
0 (1− x0)a−1
1− x0z dx0 =
Γ(1
2
) Γ(a)
Γ(a + 1
2
)
2F1
(
1, 1
2
a + 1
2
∣∣∣∣ z)
=
Γ(1
2
) Γ(a− 1)
Γ(a− 1
2
)
2F1
(
1, 1
2
2− a
∣∣∣∣ 1− z)
+ Γ(a) Γ(1− a) (1− z)a−12F1
(
a− 1
2
, a
a
∣∣∣∣ 1− z)
=
√
π Γ(a− 1)
Γ(a− 1
2
)
2F1
(
1, 1
2
2− a
∣∣∣∣ 1− z)+ πsin πa (1− z)a−1za−1/2
при z = 1− x1x2. Далее,∫ 1
0
∫ 1
0
(1− x1)−1/2(1− x2)−1/22F1
(
1, 1
2
2− a
∣∣∣∣ x1x2) dx1 dx2
= 4 4F3
(
1, 1, 1, 1
2
2− a, 3
2
, 3
2
∣∣∣∣ 1)
и ∫ 1
0
∫ 1
0
xa−11 (1− x1)−1/2xa−12 (1− x2)−1/2
(1− x1x2)a−1/2 dx1 dx2
=
(
Γ(1
2
) Γ(a)
Γ(a+ 1
2
)
)2
3F2
(
a, a, a− 1
2
a + 1
2
, a+ 1
2
∣∣∣∣ 1)
= 2π1/2Γ(a)Γ(3
2
− a) · 3F2
(
1
2
, 1
2
, 3
2
− a
1, 3
2
∣∣∣∣ 1),
где на последнем этапе мы вновь воспользовались преобразованием Тома
[11, 3.2.(1)].
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Проведенное вычисление означает, что, полагая
I1(a) =
π5/2Γ(a− 1)
256Γ(a− 1
2
)
4F3
(
1, 1, 1, 1
2
2− a, 3
2
, 3
2
∣∣∣∣ 1),
I2(a) =
π7/2Γ(a) Γ(3
2
− a)
512 sinπa
3F2
(
1
2
, 1
2
, 3
2
− a
1, 3
2
∣∣∣∣ 1),
находим
L(E, 3) =
(
I1(
1
4
)− 2I1(34) + I1(54)
)
+
(
I2(
1
4
)− 2I2(34) + I2(54)
)
.
Для I2(
3
4
) суммирование Уотсона–Уиппла [11, 3.3.(1)] приводит к
3F2
(
1
2
, 1
2
, 3
4
1, 3
2
∣∣∣∣ 1) = Γ(12) Γ(54)Γ(3
4
)
,
так что I2(
3
4
) = π5/1024. Кроме того,
I2(
1
4
) + I2(
5
4
) =
π7/2Γ(1
4
) Γ(5
4
)
256
√
2
(
3F2
(
1
2
, 1
2
, 5
4
1, 3
2
∣∣∣∣ 1)− 3F2( 12 , 12 , 141, 3
2
∣∣∣∣ 1))
=
π7/2Γ(1
4
)2
1024
√
2
∞∑
n=0
(1
2
)2n ·
(
(5
4
)n − (14)n
)
(1)n(
3
2
)nn!
=
π7/2Γ(1
4
)2
1024
√
2
∞∑
n=1
(1
2
)2n(
5
4
)n−1
(1)n(
3
2
)n(n− 1)!
=
π7/2Γ(1
4
)2
1024
√
2 · 6 3F2
(
3
2
, 3
2
, 5
4
2, 5
2
∣∣∣∣ 1)
=
π7/2Γ(1
4
)2
1024
√
2 · 6
Γ(1
2
) Γ(1
4
) Γ(7
4
)
Γ(5
4
)2
=
π5
512
,
где вновь было использовано суммирование Уотсона–Уиппла.
Подытоживая, L(E, 3) = I1(
1
4
) − 2I1(34) + I1(54), что в точности пред-
ставляет из себя формулу (0.48).
Осуществленные вычисления приводят к удивительно схожим гипер-
геометрическим выражениям для L(E, 2) и L(E, 3). В обозначении
Fk(a) =
πk−1/2Γ(a)
23k−1Γ(a+ 1
2
)
k+1Fk
( k раз︷ ︸︸ ︷
1, . . . , 1, 1
2
a + 1
2
, 3
2
, . . . , 3
2︸ ︷︷ ︸
k − 1 раз
∣∣∣∣ 1)
соотношения (0.46) и (0.48) могут быть переписаны в виде
L(E, 2) = F2(
5
4
) + F2(
3
4
) и L(E, 3) = F3(
5
4
) + 2F3(
3
4
) + F3(
1
4
). (7.7)
Отметив еще формулу
L(E, 1) =
π−1/2Γ(1
4
)2
8
√
2
=
π−1/2Γ(1
4
)2
24
√
2
3F2
(
1, 1
2
7
4
∣∣∣∣ 1) = 2F1(54),
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можно заключить, что при k = 1, 2 or 3 значение L(E, k) записывается
в виде (простой) Q-линейной комбинации Fk(
7
4
− m
2
) с m = 1, . . . , k. Экс-
периментальные вычисления показывают, что в случае k > 3 подобного
простого выражения уже указать нельзя.
Формулы (7.7), в свою очередь, могут быть переписаны как интеграль-
ные представления для L(E, 2) и L(E, 3), отличающиеся от приведенных
в предложениях 7.1 и 7.2; именно эти формулы указаны в выражениях
(0.45) и (0.47) теоремы 7.
Отметим, что было бы интересно отождествить (линейные комбина-
ции) гипергеометрических рядов в (0.48) с линейными комбинациями ло-
гарифмических мер Малера многочленов, зависящих от трех переменных.
Результаты подобного типа обсуждаются в [96], но там они приводятся в
недостаточно гипергеометрической форме.
Принципиальная составляющая в выводе интегрального представле-
ния в теореме 7.2 — уникальная гипергеометрическая форма для ряда Эй-
зенштейна отрицательного веса, доказанная в [36]. Существуют ли другие
подобные результаты?
Заключительные замечания
Основной целью монографии является изложение некоторых теорем
автора, тесно связанных с теоремой Апери и вопросами об арифметиче-
ской природе значений дзета-функции Римана при целых положительных
значениях аргумента. В “сердце” всех этих результатов лежат обобщен-
ные гипергеометрические ряды, использование которых в теории чисел
и, в частности, в теории диофантовых приближений не является новым.
Новизна арифметико-гипергеометрического подхода — полноценное при-
менение гипергеометрии, именно, различных формул суммирования и пре-
образования, интегральных представлений и алгоритмов. Кроме того, мы
постарались собрать в монографии теоремы, обладающие “особой эстети-
кой”: их доказательства несложные с технической точки зрения и доста-
точно короткие.
Автор не ставил целью полностью отразить современное состояние дел
о применении гипергеометрических рядов в теории диофантовых прибли-
жений даже касательно выбранной узкой тематики. Важен уже тот факт,
что интерес к ней не ослабевает — за последнее десятилетие получено
много новых результатов, некоторые из которых дополняют (но не уси-
ливают!) основные теоремы этой монографии. Мы также не обсуждаем
ряд приложений гипергеометрической техники в других задачах: поли-
номиальные рекурсии (типа Апери (0.3), (0.12)) для математических по-
стоянных [29], [149], [159] и специальные дифференциальные уравнения
для периодов трехмерных многообразий Калаби–Яу [1], [2], формулы Ра-
мануджана [52], [160] для 1/π и их обобщения [30], [124], [162], кратные
дзета-значения [81], [147], и этот список далеко не полон. Обстоятельному
изложению результатов в этих направлениях посвящен написанный нами
обзор “Арифметические гипергеометрические ряды” [163].
Возможности гипергеометрической методики далеко не исчерпаны, и
мы искренне надеемся на появление ярких результатов, синтезирующих
гипергеометрию, арифметический метод и новые оригинальные идеи.
Feci quod potui, faciant meliora potentes.
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