A NEW TEST FOR AUTOCORRE LATION IN THE DISTURBAN CES OF THE
DYNAMIC LINEAR REGRESSIO N MODEL 1.
INTRODUCT ION
In the linear regressio n model with a lagged dependent variable as regressor , the assumptio n of uncorrela ted disturban ces is crucial for the propertie s of the structura l parameter estimates . If the disturban ces are autocorre lated and the parameter s are estimated by ordinary least squares (OLS), the estimates will be inconsist ent, and inference s from hypothesi s tests on the parameter s are likely to be misleadin g. Consequen tly the need to test for the presence of such correlati on is obvious.
Until recently the asymptoti c tests of Durbin (1970] known as Durbin's h, and t tests, have been widely accepted as the appropria te tests for first order autocorre lated (AR(1)) disturban ces (see Kenkel (1974 Kenkel ( , 1975 Kenkel ( , 1976 and Park [1975] ). However, Inder (1986b] has proposed a procedure based on the Durbin-Wa tson (DW) statistic (Durbin and Watson [1950, 1951] ) which he shows to be significa ntly more powerful than Durbin's tests, and which also performs more consisten tly under the null hypothesi s. In this paper we present a new test which is a modificat ion of the s(pi) test proposed by King [1985] for the static linear model. The results that follow suggest that this test is substanti ally more powerful than the DW test.
(1)
Consider the model ay 1 + x'S + u t tt (t = 1, .
where yt is the tth observati on on the dependent variable, xt is a k x 1 vector of observati ons on the exogenous variables at time t, a and 2.
(k x 1) are unknown parameters, and ut is a stochastic disturbance which follows the AR(1) process (2) e t u t = Put-1 (t = 1, . where Ipl < 1 and e t IN(0,a 2 ). We are interested in testing H 0 : p = 0 against the alternative H1 : p > 0.
The DW statistic for the regression in (1) with the last n-1 observations is given by
where A is the first differencing matrix2 and u is the vector of OLS residuals. Inder [1986b) proposed a test procedure using this statistic, with the critical value being the exact critical value from a regression on X alone. The tabulated bounds of Durbin and Watson [1951] could be used, and if the statistic fell in the inconclusive region, the appropriate critical value could be computed or approximated by one of the many procedures available.3
Durbin's h statistic is defined by
where V(a) is the estimate of the variance of a. Durbin's t test is a test of the significance of the coefficient of u_l in the OLS regression of u on u_1,
2.
A is a tridiagonal matrix whose main diagonal elements are 2 except for the top left and bottom right elements which are both 1 and whose elements in the leading off-diagonals are all -1.
3. King [1986] surveys the various techniques for computing or approximating such critical values.
3.
y_1, and X where for any vector z = (z2,z3,...,zn ), z_1= (z1,z2,...,z n-1 ) and za = (z1,z2,...,zn), and X' = (x2,x3,...,xn) . Berenblut and Webb [1973] and King [1985] suggest that these tests can be quite powerful relative to the DW test. Following King [1985] , the test can be regarded as a likelihood ratio test of H 0 against the simple alternative
•that p =p1 and will be referred to in this paper as the s(pi) test.
For the dynamic model, we propose a modificatio n of the s(p1) test which involves estimating (1) by OLS, and obtaining a. A new variable
is constructed . The s(a, pl) statistic is then the s(pi) statistic in a regression of y on X. Specificall y, 
2
However, the discussion in Inder [1986b] indicates that the performance of the h test is poor in comparison with that of the DW test -it is 4. SSE(0) is also the sum of squared errors in the estimation of (1). These potential problems are confirmed in the results presented by Inder (1986a) .
In the remainder of this section we will examine the small disturbance asymptotic distribution of the s(a, pl) statistic.
THEOREM 2: Let P x = PP', where P'P = I n-k -1' and let E(y 1) = m_1.
Under the model given by (1), (2), with p = 0, and provided P'm_i 0, the small disturbance asymptotic distribution of s(a,pi) (defined in (6)) is the same as the distribution of
where Q = I -
PROOF: A specific expression for the statistic is given bŷ ^ ^ ŝ (a,pi) = (y -y_la)'Q'P(130(y -y_la)/(y y_l a)' -fx(y y_ a).
This can be rewritten 
6.
Since s o is a ratio of quadratic forms in normal variables, its distribution function can be obtained by the Imhof [1961] procedure namely.
However, note that 0 depends on unknown parameters a and A, so the (small disturbance) asymptotic distribution of s(a,pi) depends on these parameters. The distribution function of s s thus provides a computable approximatio n to the asymptotic distribution of s(a,pi). Using this to obtain 8-level critical values requires solving Pr(u'(Qq; QX Q -s1 3 X )u < 0) e for se. Observe further that s s is, in fact, the s(p 1 ) statistic in a model whose only regressors are X, so se will be the exact critical value for the s(pi) statistic in a regression on X alone. This result is significant in that the bounds tabulated by King [1985] can be used as bounds for se. The 5. Inder [1986b] made a similar approximatio n for the DW statistic, and gave several other reasons why this approximatio n may be expected to be reasonably accurate. p' = (0, 1, 6, -7, 2); n = 30 and 60; and a = 1, 2, and 4.
Experiment 4 : X was Durbin and Watson's [1971] consumption of spirits data (a constant, real income, and price of spirits).
-(0, 1, 1); n = 30 and 60; and a = .5 and 1.
In all four experiments a took the values .2, .4, .6, and .8.
The appropriate bounds would be for n-1 observations and k regressors.
8.
The classical approach to nonsimilar tests involves finding critical values for which the probability of a type I error never exceeds the size. made little difference to size or power, so we chose to use a "middle" value, namely 0.5.
9.
Occasionall y the probabiliti es of a type I error are exceptional ly low for the s(a, pl) test:
for example, with the first data set and n = 76, a = 20, a = .2, the probability is only .002 compared to a nominal size of .05. Such cases are of particular concern not only because they are so far from the nominal size, but also because of the detrimental effect these low probabiliti es can have on the power of the test. However, note that in every situation where the probability is low for the s(a, pl) test, it is also very small for the DW test. 
PROPERTIES OF THE s(a, pl) TEST UNDER THE ALTERNATIV E HYPOTHESIS
In this section we report some powers of the s(a, p 1 ) test and compare these with the powers of the Dif, h and t tests. Powers are obtained with the 9. The procedure for finding e-level nonsimilar critical values of. the D14 test is as follows: set a to .999 and to zero, and generate at least 1000 samples under Hn. For each sample, calculate the DV statistic, and choose the critical values so that 1000 x 0 of the DV statistics are less than this value.
11.
small disturbance asymptotic critical values described in Section 2. These latter critical values can be interpreted as approximate nonsimilar or as "asymptotic ally similar" critical values (see Section 3).
The results in Tables 3 and 4, is at least as powerful as its competitors for moderate to large values of p, even though often its probability of a type I error is substantial ly lower.
In Figure lb , for example, the s(a, .5) test has far greater power for values of p above .3, despite the fact that its probability of a type I error is much smaller. In most cases the s(a, .5) test has higher power for p values of .3 and higher, although sometimes it can be slower in catching its competitors because of the vast differences in the probabiliti es of a type I error. Figure Id illustrates the most unfavourabl e of these cases, where the A probability of a type I error is very small for the s(a, .5) test (.018), and for all the other tests it is unacceptabl y high (above .1). Despite this, the s(a, .5) test is still the most powerful for p greater than .5.
These results show that, despite the fact that the s(a, .5) test starts at a disadvantag e because of its properties under Ho, its power is so great that it is still to be preferred to any of the existing alternative s. It 10. This measure of goodness of fit was obtained by comparing the actual variance of the disturbance term with the variance of the mean vector of y, with R2 being one minus the ratio of these quantities.
13.
As a further test of the validity of this conclusion, power results were obtained for another nontrending, choppy X series. This series was obtained by randomly "shuffling" the GNP data in experiment 1. As anticipated, there was much less variation in the powers of the tests than for experiment 1.11
In Section 
