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ABSTRACT
A novel approach for modeling and control of the software
test process is presented. The approach is based on the con-
cept of state variables and uses techniques from the well-
established ﬁeld of Automatic Control Theory. An initial
model of the software test phase is described and the results
of a case study analysis are presented.
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1 INTRODUCTION
The software development process (SDP) has been mod-
eled and studied quite extensively [2]. As an alternative, we
are investigating a strategy based on Feedback Control The-
ory [4]. Our strategy allows comparison of the output vari-
ables of the software process with one or more “set-point(s)”
to determine how the inputs to a process and its internal pa-
rameters should be regulated to producethe results related to
schedule, cost, effort, or other software process factors.
In this work we are considering the modeling and control of
theSoftwareTestProcess(STP).Aquantitative(state)model
based on ﬁrst principles can be used to predict an estimate of
the (remaining) errors in a software product, the necessary
time frame for a given reduction in errors, and strategies for
improving or maintaining an error reduction schedule in the
face of unanticipated disturbances. Hence, it can be used
to evaluate project schedules and the allocation of resources
within the test phase.
Though software process can be characterized as a natural
feedback system, the use of control theory to regulate the
process is not an easy task. The difﬁculty is due to the fact
that software development is mostly a creative, not a phys-
ical process. Thus, we are unable to determine precisely or
predict the behaviorof a software developmentenvironment.
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Despitethoseproblemswebelievethatit is possibletodeﬁne
a model that captures the dominant behavior of the STP.
We decided to use differential equations to model each com-
ponent acting on the STP. Although it appears to be difﬁ-
cult to capture the behavior of the software process using
an analytical and continuous approach, when the behavior
of elements acting on the process is modeled independently
this task becomes more reasonable. The global behavior of
the STP is then captured when the components acting on it
are combined. The spread use of differential equations to
model so many differenttypes of systems combinedwith the
fact that most of the models were developed using analo-
gies to physical systems and based on assumptions similar to
ours [4] further justify the approach used here. The fact of
using differential equations allows the use of classical feed-
back control and brings with it all the established theory de-
velopedin the area, suchas optimization,self-compensation,
and system identiﬁcation [3].
2 TEST PROCESS MODEL
Our focus here is the modeling of the test phase using differ-
ential equations as a ﬁrst step in constructing a state model.
Using the parameters characterizing the STP [1], we make
the assumptions that lead us to the state variable model. The
assumptions and the related equations are presented below.
Assumption 1: The magnitude of the rate at which the re-
maining errors are decreasing is proportional to the net ap-
plied effort for the test phase and inversely proportional to
the software complexity (
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Assumption 2: The magnitude of the effective test effort
is proportional to the product of applied work force and the
number of remaining errors, for an appropriated
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Assumption 3: The error reduction resistance is propor-
tional to the error reduction velocity and inversely propor-
tional to the overallquality of the test phase, for an appropri-
ate constant
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Assumptions 2 and 3 established effort applied in our model,
while Assumption 1 established the resultant force balance.
Hence, combining these assumptions produces the second-
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Based on the equations presented above, we can deﬁne the
following state model:
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The force
F
d represents a disturbance during the test phase,
and feedback will be used to minimize this disturbance and
produce the expected output in the appropriated time, if this
task is feasible.
3 CASE STUDY
The case study presented in this section uses data from a
large commercial project [1] underway at Razorﬁsh, a com-
pany located in New York, NY. Razorﬁsh currently has an
application that contains about four million lines of code in
COBOL. This application is to be transformed into a func-
tionally equivalent application in SAP/R3. Razorﬁsh is de-
veloping a tool, hereafter referred to as transformer, to auto-
mate this transformation. The exercise started by computing
the parameters to plug into the model. The parameters
s
c,
￿ and
w
f were computed using our guidelines and in accor-
dance with the project manager. Since an estimate of the
initial number of errors was not available, data from the ﬁrst
weeks were used to compute it [1].
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Figure 1: Behavior of the COBOL Transformer Project
In Figure 1 we can see the expected behavior for the trans-
former project plotted using the computed parameters. The
observed behavior diverges from the expected one for the
ﬁrst 15 weeks of the project. This divergence is due to dis-
turbances present during the STP and alternatives to correct
its effect, using feedback, are discussed next.
Our model predicts that it will not be possible to ﬁnish the
project by the expected deadline as one can see when com-
paring our approximation with the expected curve. What
changes can be done in the STP in order to accomplish the
deadline? Feedback will help us to answer this question.
By week 15 the fraction of errors dropped to around 67.5%,
and if no change is made, it will take around 35 weeks to
reach the expected level of error reduction (approximately
14.7 %). Suppose the project manager desires to achieve the
same results in only 10 weeks. What “feedback” modiﬁca-
tions are necessary? Our approach predicts an increase of
2.5 in the work force or a combination of changes in
w
f and
￿ to achieve the project goal [1].
In general, we can conclude that our model behavior is rea-
sonably accurate when applied to the COBOL Transformer
project, and that feedback can be used to answer questions
related to performance and cost of the STP. The validation
exercise using Knuth’s TEX78 error log report also provided
accurate results.
4 PROGRESS AND FUTURE WORK
So far, two main initial goals were achieved. The ﬁrst one
is the development of a second order model for the software
test phase. The approachused appears to be adequateto cap-
ture the essential behavior of the STP. The second goal was
the analysis of the model using data from a large project.
The obtained results are reasonably accurate and the piece-
wise approximation is shown to be a reasonable alternative
tohandleenvironmentalchangesin thesoftwaretest process.
Two other important achievements in the work are the suc-
cessful application of feedback control to direct changes in
the process and the use of control theory techniques to esti-
mate some parameters of the model.
Regarding future work, the model for the test phase will be
expanded to account for aspects that are not addressed yet.
Learning and communications issues are two examples. We
then plan to use System Identiﬁcation techniques to provide
a methodology to calibrate the model on a per-project/per-
company basis, followed by the analysis of optimization is-
sues.
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