Abstract Illuminating the neural mechanisms subserving lexico-semantic processing is requisite to further understanding the neurophysiological basis of the dyslexias. Yet, despite numerous functional neuroimaging experiments, the location and temporal behavior of brain regions mediating word-level language processing remain an area of debate. Such investigations typically utilize the word/ pseudoword contrast within hemodynamic measurements, and report several left hemisphere regions that respond more strongly to pseudowords but fail to replicate neural areas unique to real word processing. The present experiment addressed this problem from a different perspective. Mainly, we hypothesized that the time course, but not the neuroanatomy, would show within-subject across-condition disparities. For that purpose, we applied dipole-modeling techniques to high-density magnetoencephalographic recordings of healthy subjects, and utilized excellent spatiotemporal accuracy to demonstrate significant across-condition differences in the time domain, along with indistinguishable neural correlates withinsubject. In all participants, both words and pseudowords elicited activity in left perisylvian language areas, with words consistently activating these regions~100 ms earlier than pseudowords. Considerable functional heterogeneity was also observed, and this might underlie the inconsistencies among previous studies. We conclude that the neural distinction in word/pseudoword processing is not in spatial localization, but is better conceptualized as a dynamic difference in processing time.
Introduction
Many functional neuroimaging experiments have contrasted words (e.g., table) and pronounceable pseudowords (e.g., baper) to elucidate the neural mechanisms subserving lexicality, semantics, phonology, and/or other subcomponents of the language-processing faculties. The most consistent observation amongst this data is that relative to words, pseudowords elicit more robust activation in the left inferior temporal gyrus (ITG) (Price et al. 1996; Brunswick et al. 1999; Paulesu et al. 2000; Xu et al. 2001 ) and the left inferior frontal gyrus (IFG) (Herbster et al. 1997; Rumsey et al. 1997; Brunswick et al. 1999; Fiez et al. 1999; Hagoort et al. 1999; Paulesu et al. 2000; Xu et al. 2001; Binder et al. 2003) . Although other brain regions (e.g., right cerebellum, left supramarginal gyrus) have shown significant activation to pseudowords on a studyspecific basis, this contrast has mostly yielded widely replicable results (i.e., IFG and ITG activation) . In contrast, brain areas exhibiting enhanced activity to words relative to pseudowords have been entirely studyspecific. For example, one group observed greater activity in vast regions of the temporal lobe bilaterally (Hagoort et al. 1999) , another study reported widespread left parahippocampal activation (Rumsey et al. 1997) , whereas other groups found no brain regions exhibiting heightened activity to common words (Fiebach et al. 2002; Mechelli et al. 2003) . In sum, the data on this comparison (word>pseudoword) does not qualify any specific neural area as uniquely burdened during word processing.
While investigations focusing on this comparison have added much to our understanding, they have also functioned as a venue for highlighting inconsistent findings within the cognitive neuroscience of language processing (Binder et al. 2003; Mechelli et al. 2003) . On the surface, this contrast seems straightforward with minimal possibility of confounds. However, as recently reviewed, a multitude of factors could underlie the divergent results (Mechelli et al. 2003) . For example, nonlexical aspects of the stimuli can introduce confounds (e.g., bigram frequency differences, number of syllables, etc.), utilizing low statistical thresholds by not correcting for multiple comparisons can allow false-positives to obscure the results (e.g., all studies cited above report uncorrected P values, except Mechelli et al. 2003) , and finally variability in the duration or presentation rate of stimuli can lead to distinct outcomes in different experiments.
Another possibility is that true effects are simply inconsistent across subject (i.e., different reading strategies, and/or heterogeneity in the neural basis of the construct of interest). Early lesion work investigating the acquired dyslexias initially suggested this explanation (Coslett 2000) . Neuropsychological investigators almost globally recognize the behavioral manifestations of both phonological and surface dyslexia: in phonological dyslexia, patients are able to read both regular (e.g., table) and irregular words (e.g., yacht), but are unable to pronounce even simple pseudowords (Funnell 1983) ; in contrast, surface dyslexics can read pseudowords and regular words, but not irregular words (Patterson et al. 1985) . Different theoretical models of reading attempt to explain how these lesion-induced disorders might arise in dissimilar ways, but the behavioral aspects of the two disorders are well characterized. Contrary to the agreement in behavioral symptomatology, the necessary lesion site for the occurrence of each disorder is virtually unknown. Patients with the same disorder often have largely distinct lesions, and patients exhibiting different versions of acquired dyslexia often have lesions in more overlapping locations (Coslett 2000) . By virtue of this disparity, much of the available neuropsychological data directly suggests substantial heterogeneity in the neural basis of word-level language processing. In addition, further evidence supporting this position is now available in the neuroimaging literature. By analyzing their functional magnetic resonance imaging (fMRI) data in a random-effect fashion, and investigating single-subject data when group analyses reflected null results, Mechelli et al. (2003) demonstrated highly significant effects (e.g., Z scores >8) for words relative to pseudowords that were subject-specific in over one-third of their 20-subject sample. Such responses in individual subjects could skew group results in other experiments, especially those employing <10 subjects, and easily cause divergent observations across hemodynamic studies.
However, true effects in the spatial domain may be inconsistent for a completely different reason when the word/pseudoword contrast is employed within neuroimaging paradigms. Data from positron-emission tomography (PET) and fMRI experiments identify neural regions sufficient for a given cognitive process, but cannot discriminate which areas are absolutely necessary for that cognitive process. Conversely, neuropsychological lesion data can suggest necessary brain regions, yet often such conclusions are arguably confounded. Now, it is possible that identical neural areas activate obligatorily during both word and pseudoword processing, but that only a subset of these regions are necessary for the processing of each word class. From this perspective, the enhanced activation consistently reported for pseudowords (left ITG and IFG) indicates neural populations common to both word and pseudoword processing that are more extensively recruited in processing the unfamiliar stimuli, whereas the existence of both phonological and surface dyslexia indicates that the necessary neural regions for word and pseudoword processing can be selectively damaged. If common neural circuitry is activated obligatorily by both words and pseudowords, then true effects in the spatial domain should be difficult to obtain in hemodynamic measurements.
More established differences are available from behavioral investigations that made use of this same contrast. These studies used reaction time (RT) or voice-onset latency as the dependent measure, and consistently observed slower processing for pseudowords relative to real words (Coltheart et al. 2001) . To date, the majority of imaging research has relied on hemodynamic approaches (i.e., PET and fMRI), which provide superb spatial resolution, but insufficient temporal precision for direct comparison with behavioral studies. This lack of temporal resolution prevents these studies from demonstrating processing differences in brain space as a function of time. In contrast, studies using event-related potentials (ERP) or event-related fields (ERF), evoked by words of differing frequency and/or pseudowords, have reported processing differences as a function of time (Assadollahi and Pulvermüller 2001; Embick et al. 2001; Pylkkänen et al. 2002) . However, these differences are typically ascertained through inspection of across condition peaklatency differences in certain components of the ERP/ERF (e.g., the M350), and without more detailed anatomical information, it is tenuous to conclude that comparable neural regions contribute to the time course differences.
More recently, neurolinguistic researchers have incorporated dipole-modeling techniques into their analyses, moving beyond the limited anatomical information provided through sensor/electrode waveforms. Most of these investigations relied on the multi-dipole model, but a few utilized the single-moving-dipole approach. However, the vast majority of this work used whole sentences as stimuli, or compared the processing of words and unpronounceable constant strings (Helenius et al. 1998 (Helenius et al. , 1999a (Helenius et al. , 1999b Tarkiainen et al. 1999 Tarkiainen et al. , 2002 Cornelissen et al. 2003) , limiting the utility of comparison with the present study. Nonetheless, one group has compared Finnish words and pronounceable pseudowords using the multi-dipole framework, and another has made the same comparison with English stimuli and the single-movingdipole model. The multi-dipole study found no reliable neuroanatomical distinctions between the two word classes, but did observe left superior temporal lobe activation of greater duration and amplitude during the processing of pseudowords (Wydell et al. 2003) . In contrast, results obtained through the single-movingdipole approach showed clear spatial differences, but no significant temporal disparity in the processing of English words and pronounceable pseudowords (Simos et al. 2002) . In this study, both word classes activated a large network of left hemisphere brain regions, but only words activated the posterior portion of the left middle temporal gyrus. These two studies applied distinct dipole models and were conducted in different languages (Finnish versus English), which could account for some of the discrepancies. Multi-dipole models allow a group of fixed sources to be quantified across conditions and time, provided the sources are reasonably distant from one another, and/or possess distinct orientations. This class of models outputs a series of source waveforms, which show the amplitude of each source as a function of time, thus preserving the temporal resolution of the original recording. However, the multi-dipole model is prone to the assumption that the spatial location of each source is constant across conditions and time, which is an assumption unlikely to be totally accurate (this is discussed by Halgren et al. 2002) . In contrast, the single-moving-dipole approach does not assume the locale of individual sources to be constant across time and conditions. This model allows consecutive data points to be modeled individually, and can illuminate distinct sources that are too close to be discerned through the application of a multi-dipole model. Unfortunately, this advantage is incurred at the expense of the time course of the original recording. The model typically outputs spatially contiguous "independent" sources, which makes accurate source waveform calculation impossible because sources too close produce interference or cancellation in the final computation. However, since each dipole represents neural activity culminating at a known period in time, at least some aspects of the time course are preserved using the single-dipole approach. Of course, each dipole-modeling technique has advantages and disadvantages, but without a-priori data showing the spatial distribution of individual sources across time and conditions, the single-moving-dipole model might be a safer and more reliable technique.
In this study, we measured the brain basis of word/ pseudoword processing in both time and space by applying the single-moving-dipole model to 248-channel neuromagnetometer data. Magnetoencephalography (MEG) is a technique with excellent temporal resolution (~2 ms in the current study) and good spatial accuracy. Under optimal conditions the spatial precision of MEG is 2-3 mm (Wagner et al. 1997; Leahy et al. 1998) . MEG non-invasively measures magnetic fields that emerge from postsynaptic currents generated through the activity of parallel-oriented pyramidal cells of the neocortex. In a recent assessment of MEG's sensitivity, Hillebrand and Barnes (2002) observed only thin strips (~2 mm wide) at the very crest of gyri that were poorly resolvable with MEG. These areas constituted less than 5% of the entire cortical mantle (Hillebrand and Barnes 2002) . The observed magnetic field distributions arising from these cortical activations are often dipolar in nature and can be modeled with equivalent-current dipoles (ECDs). ECD models are both a physiologically and physically reasonable approximation of current flowing within a limited cortical structure being recorded from a distance of several centimeters (Hämäläinen et al. 1993) . Each ECD indicates the three-dimensional location, orientation, and amplitude of the center of a cortical current.
The aim of this MEG investigation was twofold. First, we wanted to characterize the neural mechanisms subserving word/pseudoword processing through a design that allowed both within-subject and across-subject comparisons in each of our conditions. To this end, we utilized the single-moving ECD technique in each subject for each condition. ECD models provide the capacity to compare the anatomical locale of sources within-subject acrosscondition, while also allowing source locations to be compared across subjects within-condition. Through this method, we can investigate the spatial relationship of neural regions activated by words and/or pseudowords, compute the time course of these regions (see below), and in addition possibly provide some insight into whether the inconsistent hemodynamic results are a product of unreliable true effects (i.e., functional heterogeneity), or whether the existence of false-positives due to low statistical thresholds are a more plausible explanation. This method can also gauge the spatial distribution of individual sources across conditions and time, which will provide valuable data to those utilizing multi-dipole modeling techniques in this paradigm. Our second goal was to establish the time course of neural regions involved in word and pseudoword processing. It is quite possible, given the plethora of behavioral data, that the most reliable across-condition differences will emerge in the time course in which common neural regions are recruited. MEG data normally indicates primary visual responses occurring at 100 ms, and behavioral data typically reveals that the lexical decision task (word/non-word judgment) can be solved in~600 ms by normal subjects (faster for words). Thus, we looked within this time-window (i.e., 100-600 ms) for within-subject, across-condition differences in the timing of source areas common to the two conditions. In sum, our data analysis approach provided the capacity to recognize commonalities and differences in word/ pseudoword elicited spatiotemporal patterns of brain activity within-subject, and subsequently to compare these patterns across-subject to elucidate consistent trends in our sample. In doing so, we observed that both word classes elicited ECDs in left perisylvian cortex, and that within-subject these ECDs were localized to indistinguishable neural regions. In contrast to the similarity in spatial localization, the time course differentiated word and pseudoword processing in all participants, with words activating nodes of the dynamic network significantly earlier than pseudowords.
Materials and methods

Participants
Eleven native English speakers (eight males and three females) age 18-41 years (mean age=28 years) were paid to participate in the experiment. One male subject's data was discarded due to poor signal-to-noise ratios. All subjects were strongly right-handed as assessed by the Edinburgh Handedness Inventory (range: 75-100; Oldfield 1971). All subjects had normal or corrected to normal vision, and denied any history of neurological or psychiatric disease (including drug/alcohol abuse). Each subject provided informed consent to a protocol approved by the Institutional Review Boards of the University of Minnesota and the Veterans Affairs Medical Center, Minneapolis, Minnesota.
Stimuli
The stimulus set consisted of 100 concrete nouns (4-6 letters), 100 pseudowords (4-6 letters; all were pronounceable), and 100 consonant strings (4-6 letters; hereafter, non-words). The non-word condition provided a means to discern responses common to all orthographic stimuli from those specific to pronounceable linguistic stimuli. The two-syllable concrete nouns were all of high-frequency (range: 1.20-1.77 log; mean: 1.48 log; Kucera and Francis 1967) . We created pseudowords by shuffling the phonemes of the concrete nouns; thus, the phonemic units present in the corpus of concrete nouns were preserved in the pseudowords. Additionally, particular care was taken to ensure that the pseudowords resembled real English words in all respects, with the exception of lexical and semantic status (i.e., the stimulus set was screened for pseudohomophones and other "special" pseudowords). For each condition (i.e., words, pseudowords, and nonwords), 20 stimuli were randomly chosen as oddballs and the remaining 80 were chosen as targets. The font size of oddballs was twice that of targets (i.e., 72-point). All target stimuli (80 per condition) were of the same absolute length and height, and all were displayed in 36-point Courier font.
Procedure
During MEG data acquisition, participants were supine in a dimly lit, magnetically shielded room. The experiment consisted of 6 blocks, each of which lasted approximately 60 s with a 15-second inter-block interval. Thus, the overall recording time was approximately 8 min. In each block, 40 targets and 10 oddballs were randomly presented. Participants saw, on average, the same number of targets and oddballs from each stimulus condition within each block. No stimulus was repeated. Participants were instructed to view each stimulus and respond with a button press each time an oddball was observed (i.e., go/ no-go task). This task ensures that vigilance is maintained, limits the total amount of required motor responses (to avoid motor contamination in the neural data), and does not emphasize any particular aspect of linguistic processing (e.g., phonology). Stimulus presentation alternated with a white fixation cross, and all stimuli were presented in the middle of the screen in lowercase white letters on a black background (stimulus duration=600 ms; stimulusonset asynchrony=1200 ms). Before MEG acquisition began, subjects were verbally asked to refrain from blinking during stimulus presentation to reduce artifacts associated with eye-blinks. However, during the 15-s inter-block intervals, participants were told via visual display that they were free to blink during this period. An LCD projector outside the magnetically shielded room projected all stimuli on to a screen~60 cm above each participant.
MEG recording parameters
Neuromagnetic signals were recorded continuously using a whole-head neuromagnetometer employing 248 axialgradiometers (Magnes 3600 WH, 4-D Neuroimaging., San Diego, CA, USA). Each axial-gradiometer is coupled to a SQUID (superconductive quantum interference device) sensor, which acts as a low-noise magnetic flux-to-voltage converter. Neuromagnetic responses were sampled at 508 Hz with an acquisition passband of 0.1-200 Hz. Along with magnetic signals, vertical and horizontal electrooculogram (EOG) was also recorded. All data were stored for off-line analysis.
MEG data analysis
All MEG data were subjected to a global noise filter subtracting the external, non-biological noise obtained through the MEG reference channels. MEG data were low-pass filtered at 60 Hz and split into conditional epochs. All epochs were of 1000 ms duration, including a 100 ms pre-stimulus baseline period. Zero was defined as the time-point of stimulus onset as recorded by a photodetector draped in the LCD projector's output path. Individual epochs with an EOG level >100 μV or MEG level >2.0 pT on one or more MEG channels were discarded from analysis. Further, epochs in which the participant responded (oddballs) were also excluded. In the end, three distinct average bins per subject were created (one for each experimental condition), each of which contained a minimum of 60 trials (out of 80 possible trials).
For signal analysis, the brain was approximated as a spherically symmetric conductor. In MEG, spherical head models and realistic head models typically yield equivalent results (for examples and discussion, see Hämäläinen and Sarvas 1989; Tarkiainen et al. 1999) . The center of the sphere was defined as the midpoint of the anterior commissure-posterior commissure line on each individual subject's MRI.
The procedure for source localization started with visual inspection of the contour maps from each condition. We identified time periods with clear dipolar field patterns and minimal interference from nearby simultaneously active brain areas. Once time windows for all dipolar field distributions were identified, each was modeled as an ECD using the Downhill-Simplex optimization algorithm with five Simplex turns. The same dipolar distribution was never modeled repeatedly. It is not uncommon to observe steady, prolonged (i.e., >25 ms) dipolar field patterns, which raises the question of how one distinguishes a single sustained source from multiple distinct sources peaking at different times in virtually the same anatomical vicinity. In this study, a dipolar field had to exhibit significant dissipation and subsequent reorganization to be acknowledged as a distinct source and entered into a separate ECD model. Sustained dipolar field distributions (i.e., those not showing dissipation/reorganization) were modeled only once, using the temporal window surrounding the moment of peak flux.
The precise temporal window entered into the ECD model was determined by the time-point when the magnetic flux was at its maximum (i.e., the time-point of greatest field strength for the maxima/minima). Once this time-point was identified, the two following and preceding time-points were also selected, and all five timepoints were entered into the ECD model (so, five neuromagnetic measurements, or~10 ms of brain activity went into each model). For each temporal window, we applied the ECD algorithm to the magnetic flux measurements of the subset of sensors (18-70 axial-gradiometers) covering both magnetic flux extrema. Figure 1 depicts four representative dipolar distributions, which were successfully fitted with ECDs. Each of the four contour maps correspondents to a different point in the time course, and was taken from the same subject in the word condition. The subset of sensors selected for each dipole fit is enclosed within the white circle (Fig. 1) ; note that perisylvian sources were modeled with a much narrower range of sensors (range: 18-42 sensors; mean: 34 sensors) relative to other sources (e.g., primary visual responses were typically modeled with 70 sensors). ECD solutions were considered satisfactory upon meeting the 0.90 goodness-of-fit (GOF) criterion. In other words, to be accepted, the ECD had to account for at least 90% of the variance observed over the~10 ms window in the subset These four left hemisphere maps are derived from four distinct time points in the averaged epoch for the word condition in the same subject. On each map, the subgroup of sensors used for fitting the ECD is enclosed within a white circle. Blue indicates magnetic flux directed into the brain (negative flux), while red shows flux directed out of the brain (positive flux). These "snapshots" depict dipolar distributions peaking at four different time points in the left hemisphere. Again, all maps are from the same subject during the word condition of sensors entered into the model. We used the Brain Electrical Source Analysis (BESA 2000, Version 4.2) software (MEGIS Software GmbH, Gräfelfing, Germany) for all MEG data pre-processing and source modeling, and the Standard Version of SPSS for Windows (Release 11.0.1, Chicago, IL, USA) for all statistical analyses.
Alignment of MEG and anatomical data
Anatomic images of the brain were acquired on a Signa Horizons LX 1.5T MR scanner (General Electric, Milwaukee, WI, USA) using a neuro-vascular head coil. Sagittal scout images (T1 weighted 2D spin echo sequence, TE=minfull, TR=400 ms, FOV=240×240 mm, matrix=256×256, slice thickness/gap=5.0/2.5, NEX=1) were taken to determine the number and placement of subsequent axial slices. The volume covered extended from the top of the head to the bottom of the cerebellum, including the external auditory meati bilaterally (thus, all MEG fiducial points were within coverage). T1 weighted axial images were then acquired using a three-dimensional SPGR sequence with the following parameters: TE=min-full, TR=20 ms, Flip angle=30 deg., FOV=240×240 mm, matrix=256×256, slice thickness/gap=1.5/0, NEX=1. The resulting voxel resolution was 0.94×0.94×1.5 mm.
Prior to MEG measurement, five small coils were attached to the participant's head and the locations of these coils, together with the three fiducial points (i.e., the nasion and left/right periauricles) and the scalp surface, were determined with a 3D digitizer (Fastrak 3SF0002, Polhemus Navigator Sciences, Colchester, VT, USA). Once the participant was positioned inside the helmet of the neuromagnetometer, a small electric current was fed to the coils, which induced a measurable magnetic field. This allowed the coils to be located in reference to the sensors. Since the coil locations were also known in head coordinates, all MEG measurements could be transformed into a common coordinate system. Moreover, since the head coordinate system (including the digitized scalp surface points) could be mapped onto the participant's MRI, individual MEG responses could also be mapped onto the structural MRI. Coregistration of the functional MEG data and the structural MRI data was performed with 
Results
Behavioral data
Due to the nature of our task, the RT data are not directly comparable with those from most other studies that Fig. 3 Three representative cases. In each, the subject's functional data is displayed on the individual's MRI. ECDs detected in the word condition are depicted in red, while those to pseudowords are blue in all figures. The two-dimensional MRI plots are shown in radiological convention. The cylindrical bar on each ECD in the three-dimensional renditions represents the orientation of the dipolar source. (A) Both words and pseudowords elicited responses in the mid-to-posterior STS in this subject. As shown, source areas across condition overlapped almost entirely. (B) In this subject, both conditions evoked responses on the superior bank of the posterior STG (i.e., sylvian fissure). Again, substantial overlap in source areas across-condition is apparent. (C) Both conditions induced responses in several neural regions in this subject. Word and pseudoword ECDs were detected in the pars opercularis, the inferior bank of the posterior STS, and several other regions. With the exception of the pars triangularis, overlap in neural tissue is extensive across the two conditions utilized similar stimuli. Typically, such studies require participants to make a lexical decision (word/non-word judgment), or read aloud the presented word. In contrast, the current task only required subjects to monitor the font size of stimuli. We chose this task mainly because it does not probe any particular aspect of linguistic processing (e. g., rhyming tasks emphasize phonological processing), but given the stimuli's simplicity (i.e., 4-6 letter highfrequency words, pseudowords, and non-words) it is reasonable to assume that participants recognized the stimuli as words or non-words.
Error rates for the oddball detection task were too low (0.9%) to allow further analyses. Participants noticed large-font stimuli most slowly when they were non-words (mean RT: words=522 ms; pseudowords=527 ms; nonwords=576 ms). The repeated-measures ANOVA was significant F (2,18) =26.532 (P<0.001), and pairwise comparisons showed non-words were noticed significantly more slowly than both pseudowords and words (P<0.001), and that large font words and pseudowords did not significantly differ (P>0.5). Again, it is problematic to compare these results with those from related studies due to the nature of our task, and the limited number of trials per subject per condition (i.e., 20 trials). Nevertheless, the relative mean RT for each condition was consistent with similar studies using more conventional tasks (e.g., lexical decision), and consonant with both the word-and pseudoword superiority effect (Maris 2002) .
MEG data
Across the three conditions, individual brain contour maps were equivalent until~200 ms post-stimulus onset. This entailed bilateral activation of posterior occipital cortices within the first 150 ms, followed by activity in basal occipito-temporal cortices. Around 200 ms, brain contour maps began to differentiate the non-words from the other two word classes. After 200 ms, the non-word stimuli induced predominantly right-lateralized activation, whereas both words and pseudowords elicited strongly left-lateralized activity in parietal regions, lateral occipital regions, temporal regions, and inferior frontal regions (Fig. 2) . Given the present focus, we will concentrate on the spatial and quantitative data from the pronounceable conditions and provide only a brief summary of findings in the non-word condition toward the end of the Results section.
Spatial data
On inspection of single-subject source configurations, we observed the most striking pattern of responses in left temporal regions. Both pronounceable word classes elicited activity in virtually identical regions of the superior temporal gyrus (STG), superior temporal sulcus (STS), and/or the pars opercularis (contingent on subject, see Fig. 2B ). Given the spatial accuracy of MEG, we used a dipole plot size of 2.5 mm (radius of sphere), which provided a criterion for judging the spatial relationship of ECDs detected across the two conditions, within-subject. The dipole plot size is the relative size in which the source is depicted in the MRI. Thus, if two ECDs coincide in an individual's MRI (as discerned through visual inspection), one can reasonably say their centers of mass represent the same activated neural area; or, conversely, that the sources arose from distinct tissue too close to be resolved with MEG. While source configurations across the two conditions were notably spatially contiguous within-subject, considerable variability existed in the locale of these responses across-subject (Fig. 3) . In most subjects several ECDs were localized to the posterior portions of the left STG (STGp) and/or the left STS (STSp) in each condition. In other subjects, the two conditions induced significant and highly overlapping neural activity in the left pars opercularis accompanied by either left STGp activation, left STSp activation, or both.
Quantitative analyses
Remarkably, while the activated neuroanatomy did not distinguish the two word classes, the within-subject time course clearly separated the two pronounceable conditions in all subjects. Specifically, activity in left perisylvian cortex (i.e., the STG, STS, IFG, and supramarginal gyrus) began much earlier in the word condition relative to the pseudoword condition. Collapsed across subjects, the average dipole latency for the initial left perisylvian ECD was 236 ms in the word condition (range: 203-269 ms), and 342 ms in the pseudoword condition (range: 251-395 ms). Thus, on average, words activated left perisylvian cortex 106 ms earlier than pseudowords (range: 48-172 ms; median=108 ms).
For statistical evaluation, all word/pseudoword elicited left perisylvian ECDs were grouped into one of three latency bins (i.e., dipoles peaking between 200 and 300 ms, 301 and 400 ms, or 401 and 600 ms). The onset and duration of these bins reflect the fact that none of our subjects activated these neural regions before 200 ms (regardless of condition), and that activation significantly diminished between 450 and 550 ms in all subjects (with substantial variation between subjects). Thus, the latest time bin has a longer duration to account for the between-subject variability in the precise time in which activity declined; note however that activity during the extended time bin was still weaker relative to the other latency bins of shorter duration. After binning the data, we performed repeated-measures ANOVA with condition (2 factors) and latency bin (3 factors) as within-subject variables, and number of reliable sources (i.e., 0.90 GOF) as the dependent measure. The validity of our dependent variable as a metric of regional activation has been repeatedly demonstrated Zouridakis et al. 1998; Breier et al. 1999 Breier et al. , 2001 Papanicolaou et al. 1999) . Since number of sources is a "count" variable, it is appropriate to re-express the data using at a minimum the square-root transformation (Tukey 1977) . This transformation stabilizes the variance and decreases skewness associated with the nature of "count" variables. Thus, we applied the square-root transformation before we calculated the ANOVA reported below; but, for clarity, we also computed the ANOVA using the raw values and the significant results were identical.
Mauchly's test of sphericity indicated the assumption of sphericity held in our data set, thus all reported values assume sphericity. The main effect of condition was significant F (1,9) =12.71 (P<0.01), indicating significantly more sources in the word condition. The effect of latency bin was also significant F (2,18) =11.98 (P<0.001), and pairwise comparisons revealed significantly more sources in the 301-400 ms latency bin, relative to the 200-300 ms (P<0.01) and 401-600 ms bins (P<0.02). The conditionby-latency bin interaction effect was significant F (2,18) =7.51 (P<0.01), and within-subject contrasts indicated significant linear F (1,9) =8.80 (P<0.02) and quadratic F (1,9) =5.18 (P<0.05) components; thus, mean differences started high (200-300 ms bin), decreased substantially (301-400 ms bin), and then stabilized in 401-600 ms latency bin (Fig. 4A,B) .
To explore the interaction effect, we contrasted the two pronounceable conditions in each latency bin using pairedsample t-tests. As shown in Fig. 5 , this set of analyses indicated significantly more word-elicited sources in the 200-300 ms latency bin t (9) =5.02 (P<0.01), and that the number of sources per condition did not reliably differ in the other latency bins (all P>0.15). We also contrasted the three latency bins within each of the two conditions. For words, significantly more sources occurred in the 301-400 ms range relative to the 401-600 ms bin, t (9) =2.25 (P<0.05). None of the other comparisons reached significance. For pseudowords, significantly more sources culminated in both the 301-400 ms latency range t (9) = −5.63 (P<0.001) and the 401-600 ms window t (9) =−3.32 (P<0.01), relative to the 200-300 ms latency bin.
Numerous studies involving control subjects and patients demonstrate the validity of using the number of reliable sources localizing to a given neural region as a metric of that region's activation. Thus, we chose a priori to use this measure as our primary index of regional activation for each condition. However, given prior observations of highly significant and subject-specific responses to words (Mechelli et al. 2003) , we expanded our investigation to include the predicted amplitude of cortical currents represented by each dipole. In doing so, we discerned a trend analogous to that observed previously (Mechelli et al. 2003) , in that words, but not pseudowords, induced left perisylvian responses of very high amplitude in several subjects. These sources culminated in both the early and late latency bins (i.e., 200-300 ms and 401-600 ms), with strengths more than four times greater than the mean ECD amplitude collapsed across the two pronounceable conditions (left perisylvian ECDs only). Given this, we computed an amplitude by condition t-test using only the left perisylvian ECDs peaking in the 301-400 ms range (the significantly most active time-bin in both conditions), and detected significantly greater amplitude for pseudoword-induced dipoles, t (9) =−2.54 (P<0.05).
Non-word condition
The focus of the current study was the word/pseudoword comparison. However, we included a non-word condition to discern responses common to all orthographic visual stimuli from those specific to pronounceable linguistic stimuli. Given this feature of our design, the results from the non-word condition will only be briefly summarized. Activation unique to non-words emerged at~200 ms poststimulus onset and was predominantly right-lateralized, paired-samples t (9) =−2.61 (P<0.05). Sources tended to cluster in right superior temporal regions, but there was substantial variability across subjects ( Fig. 2A) . In addi- Fig. 4 Profile plots for left perisylvian sources detected in each of the three latency bins for both words and pseudowords. Error bars represent one standard error of the mean. Note that the duration of each latency bin was equivalent across conditions, but that the 401-600 ms bin has a longer duration than the earlier bins (in both conditions). Thus, although weaker, activity in the latest latency bin has actually bin collapsed across 200 ms, which is twice the duration of the earlier bins. (A) Profile plot showing the condition-by-latency bin interaction effect. The gray line represents the word condition and the black line shows the pseudoword condition. The ordinate displays estimated marginal means of the dependent measure (i.e., number of sources detected per latency bin, after the square-root transformation). Both the linear (P<0.02) and quadratic (P<0.05) terms of the interaction effect reached significance. (B) Each triangle corresponds to the mean difference between pseudowords and words for the respective latency bin (dependent measure same as in (A)) tion, the number of reliable sources (i.e., 0.90 GOF) was highly variable across our sample (range: 3-11).
Discussion
We contrasted dynamic spatiotemporal activation patterns elicited by words and pseudowords within-subject, then compared the condition-specific activation patterns acrosssubject to illuminate consistent trends in the sample. The spatial data indicated that brain regions subserving word and pseudoword processing were essentially indistinguishable within-subject, but also revealed a considerable degree of across-subject variability in the precise site of these neural correlates. The time course was more straightforward; both within-subject and across-subject, words always activated left perisylvian cortex earlier than pseudowords. On average, word processing recruited left perisylvian cortices at 236 ms, whereas pseudoword processing delayed this region's involvement some 106 ms. Words also elicited significantly more reliable sources in left perisylvian cortex, but the average amplitude of these sources was significantly greater for pseudowords, which prevented a unanimous interpretation of the activation intensity data.
The different time course for word/pseudoword processing was not surprising. An extensive behavioral literature has established that pseudowords are rejected more slowly in lexical decision tasks (word/non-word judgment), and pronounced more slowly in word-reading tasks (Coltheart et al. 2001) . Given these behavioral observations, one would expect the time course of the neural correlates to parallel the behavioral response (i.e., earlier activation for words), and this is precisely what we observed. Withinsubject, ECDs localizing to the same neural regions always occurred earlier for words relative to pseudowords. Interestingly, the different time course of left perisylvian activation followed a quadratic trend: large across-condition differences early in the epoch (200-300 ms), a linear decrease toward the middle of the epoch (301-400 ms), and finally an era of stabilization at the end of the analysis period (401-600 ms). Such a trend might indicate that the early left perisylvian processing, unique to real words, is mediated by more direct connections from extrastriate areas specialized for encoding linguistic items encountered frequently in normal reading (i.e., high-frequency words).
The spatial domain of our data is more complicated, but can be summarized by three core observations. First, in individual subjects, the neural substrates underlying word/ pseudoword processing were either identical, or too spatially contiguous to be segregated with the 248-channel neuromagnetometer. Second, across our sample, the brain regions subserving word/pseudoword processing were very similar on a gross level (e.g., STG or STS), but quite heterogeneous at a finer level (e.g., medial/lateral or superior/inferior STG). Last, the involvement of the pars opercularis (i.e., posterior Broca's area) in word/pseudoword processing was subject-specific. Only a subset of the sample showed activation in this region, and when present it typically occurred for both pronounceable conditions; moreover, activity in the pars opercularis region was always accompanied by activation of either left STGp, left STSp, or both.
To compare present findings with those from subtraction-based hemodynamic studies and other dipole-based electromagnetic research, we utilized two distinct aspects of the activation intensity data. First, we tallied the number of dipoles per region for each condition, which is an established index of regional activation Zouridakis et al. 1998; Breier et al. 1999 Breier et al. , 2001 Papanicolaou et al. 1999 ). Subsequently, we incorporated the predicted amplitude of the cortical current represented by each dipole, which is a less understood and more contentious metric of activation intensity (see below). The most reliable hemodynamic observations have been pseudowords eliciting greater activation relative to words in several regions, and neural areas showing enhanced activation to words being non-replicable across studies. Meanwhile, the two most relevant dipole studies have given conflicting results, with one showing a neural area recruited by words but not pseudowords (Simos et al. 2002) , and another indicating time course and dipole amplitude differences (Wydell et al. 2003 ). In the current study, words elicited significantly more left perisylvian sources, but the average ECD amplitude in this region was significantly greater during pseudoword processing.
Attempting to relate neuromagnetic data with those from hemodynamic studies raises two highly interrelated questions. First, in neuromagnetic research, what is greater activation? Should the absolute number of dipoles reliably localizing to a given neural region be considered the unitary measure of regional activation, or should the average amplitude of these dipoles be considered an additional or adjacent metric of activation? Single- Fig. 5 Number of detected sources in left perisylvian cortex collapsed across the entire sample. The latency bins are the same as described in Fig. 4 . The only significant condition-by-latency bin effect occurred in the early temporal window (i.e., 200-300 ms), with more ECDs in the word condition. All other significant differences occurred within-condition across latency bin (see text for greater detail). Note that the t-test reported in the text used transformed data, but that the figure displays the actual values. The actual values are easier to interpret and the significance of the results was not affected by the transformation. *(P<0.01) moving-dipole studies have access to both metrics, yet the latter is temporally discontinuous, whereas multi-dipole investigations lack the former index, but have a continuous and temporally precise measure of dipole amplitude. Second, how would each of these metrics be reflected in metabolically based measurements? For the first measure, transient high-amplitude responses are typically dipolar and readily localized, but could occasionally go undetected in imaging techniques yoked to slowly responding parameters (e.g., blood-flow). In contrast, the neural mechanism underlying the second measure, dipole amplitude, is more likely transparent to hemodynamic techniques in a definitive fashion. The level of synchronization in a given neural network could fluctuate without significant changes in mean neuronal firing rates, and concomitantly without changes in metabolic parameters . Meanwhile, simulation studies indicate that dipole amplitude is strongly affected by the degree of synchrony in neural networks mediating the response . If dipole amplitude is a measure dominated by synchronicity, it might not have a meaningful connection with the "activation" described in hemodynamic studies (for a similar view, see Hari et al. 2000) . Thus, for the present purpose, the tally of reliably localized dipoles per region is likely the more appropriate metric of regional activation. As for the dipole amplitude data, they should be interpreted as indicating enhanced synchronization within regions of left perisylvian cortex during the processing of pseudowords; this is an interesting observation that corroborates other evidence (Wydell et al. 2003) , but is beyond the scope of the current paper.
If one accepts the synchronization argument, and thereby assumes hemodynamic techniques to be insensitive to dipole amplitude, then the remaining data indicate that words elicited significantly more activity in left perisylvian cortex. This observation stands in stark contrast to the most consistent finding of relevant PET/ fMRI studies. A possible explanation for this disparity involves our selection of the dipole technique for source localization. In this study, we relied on the dipole model because of its capacity to provide spatial accuracy on the 2-3 mm scale (Wagner et al. 1997; Leahy et al. 1998 ). Although, a limitation inherent in this approach is that all sources are represented as focal, or not at all, on the output side of the model. In short, regardless of the actual nature of the neural activity (i.e., very focal, limited to several adjacent columns or widespread, spanning an entire gyrus or more) the dipole model will yield a focal solution in reasonable cases, and no reliable solution when activation is extremely diffuse. Thus, if pseudowords induce extremely diffuse activation in left perisylvian cortices, then it is reasonable to suspect that some sources might not be fully captured by the metric of regional activation used in the current study. However, it seems unlikely that this shortcoming could account for our significant difference in regional activation, as validation studies have not suggested an effect of this magnitude Zouridakis et al. 1998; Breier et al. 1999 Breier et al. , 2001 Papanicolaou et al. 1999) . Alternatively, it might be that the center of activation (i.e., what the dipole reflects) is identical for words and pseudowords in individual subjects, but that pseudowords actually activate a larger span of tissue. Larger areas of activation would lead to more overlap in activated regions across the sample, and would enhance the probability of adjacent voxels surviving the across-subject averaging common in hemodynamic studies. Presumably, pseudowords induce a search process in which the linguistic system attempts to match the input stimulus to a possible lexical candidate. Such processing could potentially be indicated by more distributed activation within neural regions mediating lexicality. Perhaps neural areas showing heightened activation to words are rarely reported because the sources are more focal, and the slight functional heterogeneity that exists in all samples causes the activity to wash out in the across-subject averages (i.e., lack of overlap in activated regions). If the neural correlates of pseudoword processing are more distributed, then this would partially reconcile the present observations with those from hemodynamic studies.
The spatial domain of our data is also enlightening in the context of the neuropsychological language literature. There is little agreement about the lesion site/extent necessary to induce either phonological or surface dyslexia (Coslett 2000) . Furthermore, roughly the same statement can be made in regard to the different aphasias (Alexander 2000) . In the present study, both words and pseudowords activated virtually identical brain regions when comparisons were made within-subject. However, given the dissociable pattern of behavioral symptoms associated with each of the acquired dyslexias, certain neural areas seem necessary for the processing of pseudowords but not words. As a corollary, the indistinguishable activations we observed across the two conditions most probably indicate that neural areas not necessary for processing words are activated obligatorily by word stimuli. Of course, most imaging techniques currently used in human studies cannot discriminate necessary brain regions from those simply sufficient for a given cognitive process. Nevertheless, the neural correlates of word/pseudoword processing were considerably variable across subjects in the current study, which suggests the exact locale of any necessary region varies considerably from person to person. Such an observation could indicate that the related neuropsychological data, concerning lesion site/extent necessary for a given disorder, might be contradictory for a valid reason. Last, data from two of our subjects was especially intriguing when considered in the present discussion. For both words and pseudowords, activation in left perisylvian cortex was restricted to a small area of the STSp in one subject, and to a very circumscribed region of the STGp in another subject (Fig. 3B) . Presumably, these limited regions of left perisylvian cortex subserve most of the more specialized aspects of wordlevel language processing in these subjects. Although speculative, these two exemplars might be informative as to the mechanisms by which relatively small lesions are sometimes able to induce profound aphasias.
Taken together, the current results provide new insight into the neural mechanisms subserving lexico-semantic processing. Using the most validated MEG techniques and a task that did not emphasize any single aspect of linguistic processing (e.g., phonological processing), we were able to characterize a common dynamic network underlying both word and pseudoword processing. The spatial extent of this dynamic network did not distinguish the two word classes, but the time course by which this network operated clearly differentiated words from pseudowords. High-density MEG provides investigators with excellent spatiotemporal resolution, and thus allows the actual dynamics of human information processing to be simultaneously characterized on both the millimeter and millisecond scale. With such techniques, the questions addressed throughout cognitive neuroscience, and in the language processing domain in particular, will certainly broaden. For instance, there has been much interest in attributing specific linguistic functions (e.g., phonology) to certain neural areas, and the capacity to discern the time course will greatly facilitate the field's ability to achieve such goals. In our data set, a natural question concerned the sequential order in which left perisylvian areas were recruited. The presence of sequential order would argue against strict parallel processing accounts of linguistic function, and also provide insight into the specific aspect of language processing mediated by each neural area (assuming that certain functions precede other functions; e. g., phonology, lexicality, then semantics). In regard to this latter point, we observed activation in posterior Broca's area (i.e., the pars opercularis) preceding activation in other left perisylvian areas, which supports the view that this region subserves phonological processing (Devlin et al. 2003) . However, these data should be considered preliminary and interpreted with caution because only a subset of our sample exhibited activation in this region. Furthermore, questions of this sort are probably better addressed through employing task manipulations, and focusing on how the dynamic time course changes as a function of task modifications. For example, experiments using the lexical decision task and different rhyming tasks (which put a premium on lexical and phonological processing, respectively) are currently underway in our laboratory. Investigating how the time course changes as specific linguistic functions are selectively burdened will provide novel insight, and hopefully facilitate the integration of time into the quest of matching brain structure with brain function. We conclude that the neural distinction in word/pseudoword processing is best conceptualized as a difference in the time course in which cell populations are recruited, and not in the locale of these neural correlates.
