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Abstract
In this paper we focus on the mobile sensor coverage problem formulated as a continuous locational optimization problem.
Corte`s et al. first proposed a distributed version of the Lloyd descent algorithm with guaranteed convergence to a local optima.
Since then researchers have studied a number of variations of the coverage problem. The quality of the final solution with
the Lloyd descent depends on the initial sensor configuration. Inspired by the recent results on a related k-means problem, in
this paper we propose the weighted-D2 sampling to choose the initial sensor configuration and show that it yields O(log k)-
competitive sensor coverage before even applying the Lloyd descent. Through extensive numerical simulations, we show that
the initial coverage with the weighted-D2 sampling is significantly lower than that with the uniform random initial sensor
configuration. We also show that the average distance traveled by the sensors to reach the final configuration through the Lloyd
descent is also significantly lower than that with the uniform random configuration. This also implies considerable savings in
the energy spent by the sensors during motion and faster convergence.
1 Introduction
Sensor coverage is a fundamental issue in large-scale
sensing. It addresses the question of when and where to
place the sensors. With the advent of miniaturized wire-
less sensors, sensing is now possible at unprecedented
scales. Naturally, sensor coverage has received signifi-
cant attention in the last decade and to date many dif-
ferent formulations have been proposed. In all the for-
mulations, sensor coverage formalizes a metric for the
quality-of-sensing and the sensor coverage problem aims
to find an optimal or a near-optimal sensor placement
which optimizes the metric.
In this paper we focus on a sensor coverage problem
that is formulated as a locational optimization problem
as in [2, 4]. Locational optimization problems have long
been studied in various fields in the context of static spa-
tial resource allocation and solved in a centralized com-
puting environment [2,10]. Corte`s et al. for the first time
formulated the mobile sensor coverage problem as a lo-
cational optimization problem and developed a frame-
work for distributed control and coordination of mobile
sensors to obtain optimal coverage [2, 4]. A centroidal
Voronoi configuration, where each sensor is at the cen-
troid of its Voronoi partition, is well-known to be an opti-
mal solution to this problem [10]. Corte`s et al. proposed
a distributed Lloyd gradient descent algorithm with the
guaranteed convergence to a centroidal Voronoi config-
uration. According to this control algorithm, starting
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with an initial configuration each sensor incrementally
moves towards the centroid of its Voronoi partition until
the convergence [2, 4]. This work initiated the study of
several variations of the mobile sensor coverage problem,
for example, coverage with limited range constraints for
sensing and communication [3], coverage with a general-
ized monotonic sensing function [12], coverage with sen-
sor consensus and learning [13], and coverage with sen-
sors having location-dependent sensing performance [6].
Every work focused on developing a distributed control
law for sensors movement, typically as an extension of
the Lloyd descent algorithm, and proved the guaranteed
convergence to a locally optimal solution.
An important consideration that is seldom addressed in
this area is the quality of the (locally) optimal solution
obtained with the Lloyd descent. It depends on the ini-
tial sensor configuration. In the works so far, the ini-
tial sensor configuration is typically chosen uniformly
at random. There is no guarantee on the optimal solu-
tion thus obtained. In this paper, we propose weighted-
D2 sampling to choose the initial sensor configuration,
which guarantees O(log k)-competitive sensor coverage
before even applying the Lloyd descent algorithm. Here,
k denotes the number of sensors. The application of the
Lloyd descent only improves the sensor coverage. Our
work is inspired based on the recent work [1] by Arthur
and Vassilvitskii on using D2 sampling for choosing the
initial centers in the related discrete k-means problem
for clustering with the O(log k)-competitive guarantee.
We prove our result in two steps. In the first step, we
establish a close relationship between the sensor cover-
Preprint submitted to Automatica 26 September 2018
ar
X
iv
:1
41
2.
03
01
v1
  [
cs
.SY
]  
30
 N
ov
 20
14
age problem and a suitably selected discrete weighted k-
means problem. In the second step, we extend the orig-
inal result in [1] to the weighted-D2 sampling for the
weighted k-means problem. To the best of our knowl-
edge, this is a first foray into the performance guaran-
tees for sensor coverage before applying any control al-
gorithm. In [11], the authors proposed a deterministic
annealing approach adapted to the locational optimiza-
tion problem to obtain a globally optimal solution. How-
ever, there is no guarantee on the convergence rate.
The weighted-D2 sampling is computationally straight-
forward. We first create a discrete set of candidate sen-
sor locations using a grid and assign a weight to each
location. Then we choose the first sensor location at ran-
dom from the discrete candidate set with the probability
proportional to the weight. Subsequently, we iteratively
select the next sensor location with the probability pro-
portional to the weight times the square of the shortest
distance to the sensor locations already chosen. Through
extensive numerical simulations, we observe that with
the weighted-D2 sampling, the initial sensor coverage
before applying the Lloyd descent is significantly lower
than that with the uniform random deployment.
Another advantage of the weighted-D2 sampling for
the initial configuration is the energy spent by mobile
sensors moving during the Lloyd descent. While recent
works (e.g. [5,9]) aim to develop energy balancing Lloyd
descent control laws, this applies once the initial con-
figuration is chosen. The weighted-D2 sampling already
with the guarantee on the initial sensor coverage helps
in significantly lowering the energy spent during the
descent. Through our simulations, we find that with the
weighted-D2 sampling, the average distance traveled
by the sensors to the convergence during the Lloyd de-
scent is considerably lower than that with the uniform
random initial configuration. This also means that the
energy spent is also significantly lower and depending on
the sensor motion dynamics, the convergence is faster.
Organization: In Section 2 we discuss the related work
to the sensor coverage and the k-means problems. In Sec-
tion 3 we define our sensor coverage problem, discuss the
Lloyd descent and propose the weighted-D2 sampling
method for choosing the initial sensor configuration. In
Section 4, we establish the relationship between the sen-
sor coverage and the discrete weighted k-means prob-
lem. In Section 5 we prove the guarantees on the solution
to the weighted k-means problem with the weighted-D2
sampling. In Section 6, we show present results of the
numerical simulations. In Section 7 we conclude and out-
line future work.
2 Related work
Locational optimization problems have long been stud-
ied in the areas of spatial economics and facility loca-
tion [2,10]. Okabe and Suzuki present a review of a class
of continuous locational optimization problems which
can be addressed using Voronoi diagrams [10]. Corte`s et
al. formulated the mobile sensor coverage problem as a
continuous locational optimization problem for the first
time [2,4]. We will discuss their formulation in detail in
the next section. They proposed a
Since then researchers have studied several variations of
the mobile sensor coverage. Examples include coverage
using sensors with limited-range sensing and communi-
cation [3], coverage with a generalized monotonic sensing
function [12], coverage with sensor consensus and learn-
ing [13], and coverage over networks using sensors with
location-dependent sensing performance [6]. All these
works have developed variations of the Lloyd descent
algorithm and proved guaranteed convergence to local
optimal in a distributed setting. In recent years, there
has also been some work on developing control laws that
balance coverage as well as energy across sensors [5, 9].
In all these works, the initial sensor placement is chosen
uniformly at random. In [7] Deshpande et al. developed
a version of the Lloyd descent algorithm for the sensor
placement in physical networks such as water distribu-
tion networks. Using simulations, they showed that the
initial sensor configuration with the D2 sampling yields
an optimal solution with better coverage than the uni-
form random placement, converges faster, and is also sig-
nificantly closer to the globally optimal solution. In all
these works there is no guarantee on the quality of the
optimal solution. In [11], the authors proposed a deter-
ministic annealing approach adapted to a class of loca-
tional optimization problems to obtain globally optimal
solutions. However, there is no guarantee on the conver-
gence rate.
A related problem in the discrete world is the k-means
problem which aims to choose k centers for a given set
of points such that the sum of the squared distance be-
tween each point and its closest center is minimized. This
naturally partitions the points into k clusters with the
points in the same cluster being the closest to the same
center. The center for each cluster turns out to be the
centroid of the points in that cluster. k-means is widely
used as a clustering technique in unsupervised learning.
While k-means problem is known to be NP-hard, a lo-
cally optimal solution can be obtained very fast using
the Lloyd descent algorithm. In [1], Arthur and Vassilvit-
skii introduceD2-sampling to choose k initial points and
show that the solution is already O(log k)-competitive.
We will discuss D2-sampling in detail in this paper.
3 Coverage Problem and weighted-D2 sampling
In this section we first introduce the sensor coverage
problem and discuss the Lloyd descent algorithm. Then
we propose the weighted-D2 sampling.
2
3.1 Coverage problem formulation
We consider the same coverage problem formulation in
2D as in [2]. Let Q denote a bounded convex region in
R2. Let φ(·) denote a nonnegative scalar density function
φ : Q→ R+. φ(q) can be viewed as a measure of impor-
tance of covering location q. Without loss of generality
we assume that
∫
Q
φ(q)dq = 1. Let P = (p1, p2, · · · , pk)
denote the locations of k mobile sensors in Q. The sens-
ing performance at location q due to the ith sensor lo-
cated at pi degrades with the Euclidean distance ‖q−pi‖
between q and pi. We assume that it is modeled as
‖q− pi‖2. For fixed sensor locations (p1, p2, · · · , pk), the
sensing performance function induces a Voronoi parti-
tion V(P ) = {V1, V2, · · · , Vk} of Q, where,
Vi = {q | ‖q − pi‖2 ≤ ‖q − pj‖2 ∀j 6= i}. (1)
The sensor located at pi covers all points in Vi. For given
sensor locations P , the coverage cost or metric H(P ) is
given by:
H(P ) =
k∑
i=1
∫
Vi
‖q − pi‖2φ(q)dq. (2)
The optimal sensor coverage problem is to find an opti-
mal sensor configuration P ∗ = (p∗1, p
∗
2, · · · , p∗k) such that
the coverage metric is minimized.
P ∗ = arg min
P
H(P ). (3)
This problem is also referred to as a continuous k-median
problem [2], [8].
3.2 Lloyd descent for coverage control
In [2] Corte´s et al. show that centroidal Voronoi config-
uration, where each sensor is at the centroid of its own
Voronoi partition, is a (locally) optimal solution to the
above coverage problem. Further, they propose continu-
ous and discrete-time variations of Lloyd’s descent algo-
rithm to control movements of mobile sensors to reach
a centroidal Voronoi configuration starting from an ini-
tial configuration. In these algorithms, a sensor moves
towards the center of its Voronoi partition. As the sen-
sors move, Voronoi partitions as well as their centroids
evolve. Corte´s et al. prove that the sensors converge to
an optimal configuration. During the sensor location up-
date, the algorithm ensures that the coverage metric
reduces. The authors further propose an asynchronous
distributed control scheme and prove its convergence as
well. The quality of the optimal solution depends on the
initial sensor configuration. There are no guarantees on
the locally optimal coverage cost with respect to the
global optimum.
3.3 Weighted-D2 sampling for initial sensor configura-
tion
We propose a weighted-D2 sampling approach to select
initial sensor locations. It consists of two steps. In the
first step, we discretize the domain Q using a uniform
square grid and select the centers of cells as candidate
locations. Next we use a special sampling procedure to
select k initial sensor locations. As shown in Figure 1, we
superimpose a uniform square grid of size ε×ε on Q and
create C1, C2, · · · , Cn cells. Note that some cells are en-
tire square grid cells, whereas the others on the bound-
ary of Q form convex polygons. We define the weight wi
of each cell Ci as follows:
wi =
∫
Ci
φ(q)dq. (4)
Since we assume that
∫
Q
φ(q)dq = 1,
n∑
i=1
wi = 1. (5)
We compute the center of mass xi of each cell Ci as
follows:
xi =
1
wi
∫
Ci
qφ(q). (6)
We consider X = {x1, x2, · · · , xn} as a set of candidates
for the choice of k initial sensor locations. Next we use an
iterative sampling procedure to select k locations from
X. Let D(x) denote the shortest distance of point x to
the sensor locations already chosen.
(1) Select the first sensor location p1 as xi at random
from X with the probability proportional to wi.
(2) Select the new location as xi at random from X
with the probability wiD(xi)
2∑
i
wiD(xi)2
. Update D(xi).
(3) Repeat Step (2) until we have chosen k locations.
We refer to the above procedure as weighted-D2 sam-
pling. It is similar to the D2-sampling proposed in [1]
except that there is an additional weighing with wi’s.
Once we select k initial sensor locations, we continue to
apply the Lloyd descent algorithm. We prove the follow-
ing theorem which is the central result in this paper.
Theorem 1 Let P = (p1, p2, · · · , pk) denote the set of
k initial sensor locations obtained by applying the above
weighted-D2 sampling procedure. Then,
E[H(P )] ≤ 8(ln k+2)H(P )+16
√
2(ln k+2)Dε+
∑
i
JCi|xi ,
(7)
3
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Fig. 1. Superimposition of uniform square grid of size ε× ε
on the convex domain Q to generate a cell partition. Cell
lying entirely within Q are square grid cells. Cells on the
boundary of Q form convex polygonal cells.
where JCi|xi is the moment of inertia of cell Ci about
its center of mass xi, and D is the maximum distance
between two Voronoi neighbors.
For a sufficiently granular grid division ε the last two
terms in the above statement can be ignored and
bounded by a small constant. This result implies that
the coverage obtained with the weighted-D2 sampling
is O(log k)-competitive. We prove the above theorem
in three parts. In the first part, we establish a relation-
ship between the coverage metric H(P ) and the related
coverage metric for a weighted k-means problem. In the
second part, we show that the weighted-D2 sampling
provides performance guarantees on the coverage met-
ric for the weighted k-means problem. In the third part,
we combine the results of the first two parts to prove
the main result.
4 Weighted k-means problem and its relation to
the coverage problem
We first define the weighted k-means problem in gener-
ality. Let X = {x1, x2, · · · , xn} be a set of n points in
Rd. Each xi has an associated non-negative scalar weight
wi ≥ 0. The weighted k-means problem involves choos-
ing a set of k points P = (p1, p2, · · · , pk) from Rd such
that Φ(P ) =
∑
xi∈X
min
p∈P
wi‖xi−p‖2 is minimized. The dif-
ference between the weighted k-means problem and the
k-means problem (e.g. [1]) is the weighting by wi’s.
Now we consider the weighted k-means problem in the
context of the coverage problem setting that we dis-
cussed in the previous section. LetX = {x1, x2, · · · , xn}
be the set of the center of masses (Equation 6) of cells
Ci’s as we constructed by the grid discretization ofQ and
let wi’s be the weights as defined by Equation 4. Now we
Q
Case 1: Ci entirely inside
p1
p2
Ci
p3
xi
V3V1
V2 Ci xia Voronoi partition
Case 2: Ci on boundaries of
Voronoi partitions
Fig. 2. Two cases based on whether (1) a cell lies entirely
inside a Voronoi partition of some sensor location or (2) a
cell lies on the boundaries of two or more Voronoi partitions
establish the relationship between the metric Φ(P ) for
the weighted k-means problem and the coverage metric
H(P ) given by the following theorem.
Theorem 2
H(P ) ≤ Φ(P ) +
∑
i
JCi|xi ≤ H(P ) + 2
√
2Dε, (8)
where JCi|xi is the moment of inertia of cell Ci about
its center of mass xi, and D is the maximum distance
between two Voronoi neighbors.
Proof : Let h(Ci) and φ(Ci) denote the contribu-
tions associated with cell Ci to the metrics H(P )
and Φ(P ) respectively. Thus, H(P ) =
∑
i
h(Ci) and
Φ(P ) =
∑
i
φ(Ci), where,
h(Ci) =
∫
q∈Ci
φ(q) min
p∈P
(‖q − p‖2)dq, (9)
and,
φ(Ci) = wi min
p∈P
(‖xi − p‖2). (10)
Now we establish the relationship between h(Ci) and
φ(Ci). As discussed in Equation 1, let V1, V2, · · · , Vk de-
note the Voronoi partition associated with p1, p2, · · · , pk.
Now we consider two cases as shown in Figure 3. In the
first case, a cell lies entirely within a Voronoi partition
for some sensor location. In the second case, a cell lies
on the boundaries of two or more Voronoi partitions.
Case 1 : Suppose Ci lies entirely within some Voronoi
partition. Let Vj denote that partition for point pj . Then,
4
φ(Ci) = wi‖xi − pj‖2 and,
h(Ci) =
∫
q∈Ci
φ(q)‖q − pj‖2dq. (11)
By parallel axis theorem,
h(Ci) = wi‖xi − pj‖2 + JCi|xi , (12)
where JCi|xi =
∫
q∈Ci
φ(q)‖q−xi‖2dq. JCi|xi is essentially
the moment of inertia of cell Ci about its center of mass
xi. Thus,
h(Ci) = φ(Ci) + JCi|xi . (13)
Case 2 : Ci lies on the boundaries of two or more Voronoi
partitions. Suppose Ci lies at the boundaries of Voronoi
partitions Vi1 , Vi2 , · · · , Vim corresponding to the points
pi1 , pi2 , · · · , pim . Without loss of generality, suppose xi
lies in Vi1 . Let Dij = Ci ∩ Vij denote the part of Ci
belonging to Vij . Further, let yij denote the center of
mass of each Dij , given by
yij =
1
vij
∫
Dij
qφ(q)dq, (14)
where weight vij =
∫
Dij
φ(q)dq. Note that wi =∑m
j=1 vij . Now, φ(Ci) = wi‖xi − pi1‖2.
h(Ci) =
m∑
j=1
∫
q∈Dij
φ(q)‖q − pij‖2dq
=
m∑
j=1
[
vij‖yij − pij‖2 + JDij |yij
]
=
m∑
j=1
[
vij‖yij − pij‖2 − vij‖yij − pi1‖2
]
+
m∑
j=1
[
vij‖yij − pi1‖2 + JDij |yij
]
=
m∑
j=1
vij
[‖yij − pij‖2 − ‖yij − pi1‖2]
+wi‖xi − pi1‖2 + JCi|xi
=
m∑
j=1
vij
[‖yij − pij‖2 − ‖yij − pi1‖2]+ φ(Ci) + JCi|xi .
Rearranging the above,
pi1
pij
pimxi
yij
δ
Fig. 3. A detailed illustration of a cell getting divided by two
or more Voronoi partitions.
h(Ci)+
m∑
j=1
vij
[‖yij − pi1‖2 − ‖yij − pij‖2] = φ(Ci)+JCi|xi .
(15)
Note that each ‖yij − pi1‖ ≥ ‖yij − pij‖. Therefore,
h(Ci) ≤ φ(Ci) + JCi|xi . (16)
Now we bound the second term on the left hand side in
Equation 15 above. As shown in Figure 3, the Voronoi
partition is a perpendicular bisector of segment Pi1Pij .
Let δ be the length of the perpendicular projection of
yij on the Voronoi partition crossing Pi1Pij , which is
the perpendicular bisector of Pi1Pij . Suppose |Pi1Pij | =‖pi1 − pij‖ = dij .
‖yij − pi1‖2 − ‖yij − pij‖2 =
(
dij
2
+ δ
)2
+
(
dij
2
− δ
)2
= 2dijδ
Note that δ ≤ √2ε. Let D denote the distance between
the maximally separated Voronoi neighbors. Thus,
‖pi1 − pij‖ = dij ≤ D. Substituting these bounds in the
above equation, we obtain,
‖yij − pi1‖2 − ‖yij − pij‖2 = 2dδ ≤ 2
√
2εD. (17)
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Substituting Equation 17 into Equation 15,
φ(Ci) + JCi|xi ≤ h(Ci) +
m∑
j=1
vij2
√
2εD
≤ h(Ci) + 2
√
2wiεD (18)
Combining Equation 13 in Case 1 and Equation 16 in
Case 2, and summing over all cells, we obtain,
H(P ) ≤ Φ(P ) +
∑
i
JCi|xi . (19)
Combining Equation 13 in Case 1 and Equation 18 in
Case 2, and summing over all cells, we obtain,
Φ(P ) +
∑
i
JCi|xi ≤ H(P ) + 2
√
2Dε
∑
i∈B(V )
wi, (20)
where B(V ) denotes the set of cells that are on the
boundaries of the Voronoi partition. Equation 5 implies
that
∑
i∈B(V ) wi ≤ 1. Substituting above, we obtain:
Φ(P ) +
∑
i
JCi|xi ≤ H(P ) + 2
√
2Dε. (21)
Equations 19 and 21 imply the main result of the theo-
rem. 2
5 Guarantees on the weighted k-means solu-
tions with weighted-D2 sampling
In this section, we show that the weighted-D2 sampling
yields O(log k)-competitive solution to the weighted k-
means problem. Note that this result is not just applica-
ble to the specific weighted k-means instance we consid-
ered in the previous section, but holds true in general.
We essentially extend the result in [1] for D2 sampling.
Let ΦOPT denote an optimal solution to Φ(P ). We prove
the following result.
Theorem 3 The weighted-D2 sampling procedure in
Section 3.3 applied to the weighted k-means problem
yields the following guarantee:
E[Φ(P )] ≤ 8(ln k + 2)ΦOPT. (22)
Since the proof of the above theorem exactly follows and
extends the steps in [1], we have included the proof in
Appendix 8. Now we are ready to prove Theorem 1.
Proof of Theorem 1 : Using the left hand side bound in
Theorem 2 and Theorem 3,
E[H(P )]≤E[Φ(P )] +
∑
i
JCi|xi
≤ 8(ln k + 2)ΦOPT +
∑
i
JCi|xi .
ΦOPT ≤ Φ(P ∗), where P ∗ is the optimal solution to
H(P ) as in Equation 3. Substituting above and also us-
ing the right hand side bound in Theorem 2,
E[H(P )]≤ 8(ln k + 2)Φ(P ∗) +
∑
i
JCi|xi
≤ 8(ln k + 2)H(P ) + 16
√
2(ln k + 2)Dε+
∑
i
JCi|xi .
2
6 Numerical Results
We performed numerical simulations to compare the sen-
sor coverage performance of the initial sensor configura-
tion chosen with the weighted-D2 sampling to that with
the uniform random initial placement. In particular, for
these two types of initial configurations, we compare the
initial coverage, the final coverage after applying the
Lloyd descent, and the distance traveled by sensors dur-
ing the descent, which is closely related to the energy
spent during the descent. We performed our simulations
in Matlab. We set the domain Q as a unit square with
the vertices at [0, 0], [1, 0], [1, 1] and [0, 1]. We consider
the density function φ(x, y) as a superposition of two
Gaussians given by:
φ(x, y) =
1
A
e−10(x−0.75)
2−2(y−0.75)2
+
1
A
e−20(x−0.25)
2−2(y−0.25)2 (23)
The centers of two Gaussians are located at (0.25, 0.25)
and (0.75, 0.75). A = 0.610882 is the normalization con-
stant such that
∫
Q
φ(x, y)dxdy = 1. In order to obtain
the initial sensor configuration with the weighted-D2
sampling, we discretize the domain into grid cells of size
ε × ε and sample k locations from the set of the center
of masses of the grid cells according to the algorithm in
Section 3.3. For the case of the initial configuration with
the uniform random sampling, we choose k locations uni-
formly at random from the unit square. We present the
results for the three scenarios. In the first scenario, we set
k = 10 and choose ε = 0.1, i.e., we choose a grid division
of 10×10 cells. In the second scenario, we set k = 10, but
choose ε = 0.05 with 20×20 grid cells to understand the
effect of discretization. In the last scenario, we increase
the number of sensors to k = 20 with ε = 0.05. In each
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scenario, we performed 50 simulation runs for each type
of the initial sensor configuration. In each run, we apply
the Lloyd descent until the sensors converge to the final
configuration. In each iteration of the Lloyd descent, ev-
ery sensor moves towards the center of its Voronoi cell
with the proportional gain of K = 10. We choose the
convergence criterion as the mean L1-norm of the sen-
sor position change during each iteration being less than
1E-4. During each iteration, we compute the sensor cov-
erage and also keep track of the distances traveled by
the sensors. We discuss our observations below.
As an illustration, from the runs for the first scenario
of k = 10 and ε = 0.1, Figure 4 (a) and (b) respec-
tively show an example initial sensor configuration for
the weighted-D2 sampling case and the uniform random
case. In each case, the contours of the underlying field
density function φ(·) are shown. The Voronoi diagrams
of the sensor locations are also shown. Figure 5 shows
the coverage for each case during the iterations of the
Lloyd descent. In this example, the initial coverage for
the weighted-D2 case is much lower than the uniform
random case. We consistently observe this trend across
multiple runs as we will discuss shortly. In both cases,
across the iterations, the final coverage is close to each
other. However, for the unform random deployment, in
the initial round of iterations each sensor travels much
longer distance. Figure 4 (c) and (d) show the trajecto-
ries of the sensor locations in each case during the Lloyd
descent. The red squares represent the final sensor con-
figuration after the convergence. We note that the paths
traveled in the uniform random case are considerably
longer than the weighted-D2 sampling case, and again,
we consistently observe this trend across multiple runs.
In Table 1 and Table 2, we present the summary statis-
tics across multiple runs for each of the three scenarios
considered here. Table 1 shows, for the cases of weighted-
D2 and uniform random deployments, the average initial
coverage, the average final coverage, the standard devi-
ations across multiple runs and also the % improvement
in the initial coverage with the weighted-D2 sampling
over the uniform random sampling. For all the scenarios,
both types of deployments lead to similar final coverage
values through the Lloyd descent. For each scenario, the
initial coverage with the weighted-D2 sampling is about
1.5 times the final coverage value, whereas for the uni-
form random case, the initial coverage is 2.3 times the
final coverage value. In each scenario, the weighted-D2
sampling yields on average over 30% improvement in the
initial coverage than the uniform random deployment.
Between the first and second scenario, we note that the
initial and final coverage values for the weighted-D2 sam-
pling are not too different indicating that the grid size
granularity of ε = 0.1 is sufficient compared to ε = 0.05.
Table 2 shows for each case of the deployment the com-
parison of the average across multiple runs for the av-
erage distance traveled by each sensor during the Lloyd
Fig. 4. An illustrative example to show the comparison of the
initial sensor configurations and their Voronoi partitions for
the weighted-D2 (Figure a) and the uniform random sam-
pling cases (Figure b). Figures (c) and (d) also show the tra-
jectories of the sensors during the Lloyd descent from the ini-
tial sensor configuration (blue circles) to the final configura-
tion (red squares). Figure (c) and (d) show the weighted-D2
and the uniform random sampling cases respectively.
descent. The table also shows the standard deviations
across the runs and the % improvement in the average
distance traveled per sensor with the weighted-D2 sam-
pling over the uniform random case. We note that the
average distance traveled per sensor is reduced by at
least 30% for k = 10 with the weighted-D2 sampling
over the uniform sampling case and the reduction is 25%
for k = 20. Thus, besides providing the guarantee on the
optimal solution before even applying the Lloyd descent,
the weighted-D2 also leads to significant energy savings
during the descent. If the sensor motion dynamics is the
same in both cases, this also implies faster convergence
to the optimal solution.
7 Conclusions and Future work
In this paper we revisited the mobile sensor coverage
problem formulated as a continuous locational optimiza-
tion problem. The Lloyd descent algorithm yields a lo-
cally optimal solution with the guaranteed convergence.
Researchers have extensively studied variations of this
coverage problem and have proposed distributed ver-
sions of the variations of the Lloyd descent algorithm to
achieve locally optimal solutions with guaranteed con-
vergence. The quality of the final solution depends on the
initial sensor configuration which is typically chosen uni-
formly at random. In this paper, we focus on the original
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Case Weighted-D2 initial configuration Uniform random initial configuration % Improvement
Sensors Grid size Initial coverage Final coverage Initial coverage Final coverage Initial coverage
(k) (ε) (HD2) (H
∗
D2) (HU ) (H
∗
U ) (
HU−HD2
HU
)%
10 0.1 0.0235 ± 0.0023 0.0154 ± 0.0001 0.0372 ± 0.0085 0.0155 ± 0.0002 36.7
10 0.05 0.0236 ± 0.0024 0.0154 ± 0.0001 0.0353 ± 0.0115 0.0154 ± 0.0001 33.1
20 0.05 0.0121 ± 0.0011 0.0077 ± 0.0000 0.0179 ± 0.0054 0.0077 ± 0.0000 32.4
Table 1
Comparison of the means and the standard deviations of the initial coverage and the final coverage after the Lloyd descent
across 50 runs for two types of initial sensor configurations for three scenarios. The last column shows the % improvement in
the average initial coverage value for the weighted-D2 sampling over the uniform random sampling case.
Case Average distance traveled per sensor during the Lloyd descent % Improvement
Sensors Grid size Weighted-D2 initial configuration Uniform random initial configuration Average distance
(k) (ε) (dD2) (sU ) (
dU−dD2
dU
)%
10 0.1 0.2281 ± 0.0512 0.3441 ± 0.0747 33.7
10 0.05 0.2159 ± 0.0485 0.3173 ± 0.0930 32.0
20 0.05 0.1633 ± 0.0287 0.2192 ± 0.0429 25.5
Table 2
Comparison of the means and the standard deviations of the average distance traveled by the sensors during the Lloyd descent
across 50 runs for two types of initial sensor configurations for three scenarios. The last column shows the % improvement in
the average distance traveled per sensor for the weighted-D2 sampling over the uniform random sampling case.
Fig. 5. An illustrative example to show the comparison of
the coverage value updates during the Lloyd descent for the
weighted-D2 and the uniform random sampling cases.
coverage problem formulation and propose the weighted-
D2 sampling to choose the initial sensor configuration
and show that it yields O(log k)-competitive sensor cov-
erage before even applying the Lloyd descent. We proved
our result in two steps. In the first step, we established
a close relationship between the sensor coverage prob-
lem and a suitably selected weighted k-means problem.
In the second step, we extended the original result in [1]
to the weighted-D2 sampling for the weighted k-means
problem. Through extensive numerical simulations, we
show that the initial coverage with the weighted-D2 sam-
pling is significantly lower than the uniform random ini-
tial sensor configuration. We also showed that the av-
erage distance traveled by the sensors to reach the final
configuration through the Lloyd descent is also signifi-
cantly lower with the weighted-D2 sampling than that
with the uniform random initial deployment. This also
means considerable savings in the energy spent by the
sensors during motion and faster convergence.
In future, we plan to extend this work to address guar-
anteed coverage for the variations of the coverage prob-
lem such as generic monotonic sensing performance func-
tions. We also plan to extend the sampling procedure to
include the learning of the density function.
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8 Appendix: Proof of Theorem 3
Let P o = {po1, po2, · · · , pok} denote an optimal solution to
Φ(P ). Thus, ΦOPT = Φ(P
o).
Lemma 4 Let poa denote an arbitrary center from the
optimal solution P o and let A denote the cluster of xi’s
that are covered by poa. Consider another clustering with
just one center xi which is chosen from A with the prob-
ability proportional to wi. Then,
E[φ(A)] = 2φOPT(A). (24)
Proof: poa is the center of mass of A. Thus,
poa =
∑
i∈A wixi∑
i∈A wi
. (25)
E[φ(A)] =
∑
i∈A
wi∑
j∈A wj
∑
j∈A
wj‖xi − xj‖2
=
∑
i∈A
wi∑
j∈A wj
∑
j∈A
wj‖xi − poa − (xj − poa)‖2
=
∑
i∈A
wi∑
j∈A wj
∑
j∈A
wj‖xi − poa‖2 +∑
i∈A
wi∑
j∈A wj
∑
j∈A
wj‖xj − poa‖2 −∑
i∈A
wi∑
j∈A wj
∑
j∈A
2wj(xi − poa) · (xj − poa).
In the last equation above, note that the first two terms
on the right hand side are the same and each is reduced to∑
i∈A wi‖xi−poa‖2. The third term is 0 by the definition
of center of mass in Equation 25. Therefore,
E[φ(A)] = 2
∑
i∈A
wi‖xi − poa‖2 = 2φOPT(A).
2
Lemma 5 Let poa denote an arbitrary center from the
optimal solution P o and let A denote the cluster of xi’s
that are covered by poa. Consider an arbitrary clusteringC. If we add another center to C chosen from A with
weighted-D2 sampling, then E[φ(A)] ≤ 8φOPT(A).
Proof: Let D(x) denote the shortest distance of x to the
already existing centers in C. Given that we add a new
center from A, the probability that we choose xi ∈ A
is wiD(xi)
2∑
i∈A wiD(xi)
2
. After choosing xi, each xj ∈ A will
contributewj min(D(xj), ‖xi−xj‖)2 to φ(A). Therefore,
E[φ(A)] =
∑
i∈A
wiD(xi)
2∑
i∈A wiD(xi)2
∑
j∈A
wj min(D(xj), ‖xi−xj‖)2.
(26)
By triangle inequality, D(xi) ≤ D(xj) + ‖xi − xj‖ for
all xi, xj . By squaring both sides, we have D(xi)
2 ≤
D(xj)
2 + ‖xi − xj‖2 + 2‖xi − xj‖D(xj). Note that
D(xj)
2 + ‖xi − xj‖2 ≥ 2‖xi − xj‖D(xj). Therefore we
have, D(xi)
2 ≤ 2D(xj)2 + 2‖xi − xj‖2. Multiplying by
wj∑
j∈A wj
and summing over all j ∈ A, we get,
D(xi)
2 ≤ 2∑
j∈A wj
∑
j∈A
wjD(xj)
2
+
2∑
j∈A wj
∑
j∈A
wj‖xi − xj‖2
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Substituting in 26,
E[φ(A)] ≤
∑
i∈A
2wi∑
j∈A wj
∑
j∈A wjD(xj)
2∑
i∈A wiD(xi)2
×
∑
j∈A
wj min(D(xj), ‖xi − xj‖)2
+
∑
i∈A
2wi∑
j∈A wj
∑
j∈A wj‖xi − xj‖2∑
i∈A wiD(xi)2
×
∑
j∈A
wj min(D(xj), ‖xi − xj‖)2.
In the first expression, we substitute min(D(xj), ‖xi −
xj‖)2 ≤ ‖xi − xj‖2, and in the second expression, we
substitute, min(D(xj), ‖xi − xj‖)2 ≤ D(xj)2.
E[φ(A)]≤ 4
∑
i∈A
wi∑
i∈A wi
∑
j∈A
wj‖xi − xj‖2
= 8φOPT(A).
The last step above follows from Lemma 4. 2
We have now shown that as long as our sampling chooses
centers from each cluster from the optimal solution P o,
the cost metric is competitive. The lemma below bounds
the total error.
Lemma 6 Let C be an arbitrary clustering obtained by
choosing some xi’s as centers. Let COPT be the clustering
corresponding to the optimal solution P o. A cluster from
COPT is “uncovered” if none of the xi’s in that cluster
are part of the centers of C. Let Xu denote the set of
“uncovered” points in these clusters. Also, let Xc = X −
Xu. Now suppose we add t ≤ u random centers to C
chosen with the weighted-D2 sampling. Let C′ denote the
resulting clustering and let Φ′ denote the corresponding
cost metric. Then,
E[Φ′] ≤ (Φ(Xc) + 8ΦOPT(Xu)) ·(1+Ht)+ u− t
u
·Φ(Xu).
Here, Ht denotes the harmonic sum, 1 +
1
2 + · · ·+ 1t .
The proof of the above lemma follows the exact argument
in [1] word to word and hence, it is not repeated here.
Now we are ready to prove Theorem 3.
Proof of Theorem 3 : Let C denote the clustering after
choosing the first center in Step (1) of the weighted-
D2 sampling. Let A be the cluster from COPT which
contains this first center. After applying Lemma 6 with
t = u = k − 1 and A being the only covered cluster, we
obtain,
E[Φ] ≤ (Φ(A) + 8ΦOPT − 8ΦOPT(A)) · (1 +Hk−1).
The result follows from Lemma 4 and Hk−1 ≤ ln k + 1.
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