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We use the crystalline nature of the universal extension of a 1-motive M to define a
canonical Gauss–Manin connection on the de Rham realization ofM. As an application we
provide a construction of the so-calledManin map from a motivic point of view.
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1. Introduction
One of the main goals of this paper is to understand, and generalize, the construction of the Manin map (cf. [18]
[12, Section 4]) from a motivic point of view. This generalization permits first of all the definition of such a map in the
context of 1-motives. Second, it provides realizations of the motivic Manin map in the de Rham context, in the context of
variations of MHS and in the crystalline context.
Fix a smooth, connected affine curve S over a field k of characteristic 0 and let A be an abelian scheme over S. The Manin
map (cf. [12, Section 4]) is a homomorphism
MA,Man : A(S) −→ Ext1S

H1dR(A/S),∇A

,

OS, d

, (1)
where Ext1S is the group of isomorphism classes of OS-modules endowed with an integrable connection, extension of
H1dR(A/S) with its Gauss–Manin connection ∇A by OS with the usual derivation d. Such a map, more precisely the study
of its kernel, plays a crucial role in Manin’s proof of the geometric Mordell conjecture.
The motivic Manin map. Following [14, 10.1.10], a smooth 1-motiveM = [X u→ G] over a scheme S is the datum of (a) an
S-group scheme X defined, locally for the étale topology, by a finite and free Z-module, (b) an S-group schemeG, extension
over S of an abelian scheme A by a torus T; (c) a homomorphism of S-group schemes u : X→ G. In this paper we will call a
smooth 1-motive, simply a 1-motive. A morphism of 1-motives is a morphism as complexes. A universal extension ofM is
an extension E(M) = [X v→ E(M)G] ofM by a vector groupW(M) (i.e., an extension E(M)G of G byW(M) over S together
with a homomorphism v lifting u) such that the homomorphism of push-out
HomOS (W(M),W) −→ Ext(M,W)
is an isomorphism for all vector groups W over S (cf. [14, 10.1.7]). (For the existence of universal extensions see also
[1,19,5]). Note that E(M) is endowed with a weight filtration where W0

E(M)
 = E(M), W−1E(M) = E(G) and
W−2

E(M)
 = E(T) = T and the graded pieces are given by Gr 0E(M) = E ([X→ 0]), Gr −1E(M) = E(A) and
Gr −2

E(M)
 = T.
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Consider the locally free OS-module TdR(M) := LieE(M)G, called the de Rham realization ofM. It is endowed with the
weight filtration:
W0

TdR(M)
 = TdR(M), W−1TdR(M) = TdR(E(G)), W−2TdR(M) = LieT. (2)
Its graded pieces are given by
Gr 0

TdR(M)
 = TdR (E ([X→ 0])) = X⊗ Ga, Gr −1TdR(M) = LieE(A), Gr −2E(M) = LieT.
Furthermore, TdR(M) is endowed with the Hodge filtration putting
F−1TdR(M) = TdR(M), F0TdR(M) = LieW(M), F1TdR(M) = 0.
Let M := [X → G] be a 1-motive over a scheme S and write M∨ for its Cartier dual (cf. Section 2.4). We define the
S-valued points of M, denoted by M(S), to be the elements x ∈ HomDb(fppf )(Z,M) with Db(fppf ) the bounded derived
category of fppf sheaves on S. Denote by Ext11−Mot

M∨,Gm) the isomorphismclasses of 1-motives over Swhich are extensions
ofM∨ by Gm. By Cartier duality we have an isomorphism of abelian groups
MM : M(S) ∼−→ Ext11−Mot

M∨,Gm)
functorial inM and S; see Section 7.1 for details.
De Rham realization. Let q : S → T be a smooth morphism and consider a 1-motive M over S. One of the main results
of this paper is the construction in Section 4.2 of a connection ∇M, called the Gauss–Manin connection, on TdR(M) which is
functorial inM and preserves the weight filtration on TdR(M). ComposingMM with the ‘‘de Rham realization’’ of a 1-motive,
endowed with its Gauss–Manin connection, we get a homomorphism
MM,dR : M(S) −→ Ext1S

TdR(M∨),∇M∨

,

OS, d

.
The key issue for the construction of a Gauss–Manin connection ∇M of TdR(M) is the proof of the crystalline nature
of the universal extension of M; see Theorem 2.1 and Corollary 2.3. This was conjectured in some cases by Buium (see
Proposition 4.7), and it was assumed without proof in [10, (2.2.2.1)]: ‘‘La construction de TdR(M) se généralise à un 1-motif
lisseM au-dessus d’un schéma S ; elle fournit un faisceau localement libre sur S, muni d’une connexion, la connexion de Gauss–
Manin (ce dernier fait résulte de Mazur et Messing [M-M], qui doit permettre de définir M♮, comme faisceau en groupes sur le site
cristallin)’’.
Hodge realization. Let q : S → T = Spec (C) be a smooth morphism. In Proposition 2.4 we construct a Hodge realization
TZ(M) which is a variation of MHS on San and is horizontal for ∇M; see Proposition 2.4. This proves [10, (2.2.2.2)]:‘‘SiM est
un 1-motif sur C, il existe un isomorphisme canonique TdR(M) ∼= TC(M), compatible aux filtrations F 0 et W. La connexion de
Gauss Manin est telle que dans une famille de 1-motifs lisse au-dessus d’un schéma S/C, les sections continues de TQ(MS) sont
horizontales pour cette connexion.’’ ComposingMM with TZ instead of TdR immediately gives the definition of a Hodge–Manin
map
MM,Z : M(S) −→ Ext1VMHS/San

TZ(M∨), Z

compatible with MM,dR and functorial in M and S. Here, the target is the category of extensions of variations of MHS of
TZ(M∨) by Z on San.
Crystalline realizations. The motivic construction of the Manin map allows one to generalize it to the crystalline context.
Let S be a scheme. We show in Corollary 2.3 that the crystalline nature of the universal extension ofM provides a functor
Tcrys from the category of 1-motives over S to the category of filtered crystals on the locally nilpotent crystalline site Scrys.
ComposingMM with Tcrys gives a homomorphism, the crystalline Manin map,
MM,crys : M(S) −→ Ext1Scrys

Tcrys(M∨),OcrysS

functorial inM and S, where the target category is the category of extensions of filtered crystals on Scrys.
One has variants of this definition. For example, one can consider the case in which q : S → Spec (k) is a smooth scheme
over a perfect field k of positive characteristic p > 2. Here one replaces Scrys with the site

S/W(k))crys of locally nilpotent PD
thickenings of S relative toW(k)with its natural divided power structure on the ideal pW(k). (The hypothesis on p assures
that the natural divided power structure on pW(k)/pnW(k) is nilpotent for every n. This is needed to apply our results).
Another option is to assume that S is a smooth (formal) scheme over W(k) and that M is a formal 1-motive over S. More
precisely, assume that S is the limit of smooth schemes Sn overWn(k) for n ∈ N so that Sn ∼= Sn+1 ⊗Wn+1(k) Wn(k). A formal
1-motiveM over S is the datum of a 1-motiveMn over Sn with an isomorphismMn ∼= Mn+1⊗Wn+1(k)Wn(k) for every n ∈ N.
We define TdR(M) as the projective limit lim∞←n TdR(Mn). Then, Tcrys(Mk) coincides with TdR(M) so that it is endowed not only
with the weight filtration, but also with the Hodge filtration defined by the inverse limit of the Hodge filtrations on each
TdR(Mn). In particular, the target category ofMM,crys is the category of extensions of crystals endowed with two filtrations.
Comparison with the Manin map. Suppose we are given an abelian schemeA over a smooth, connected affine curve S over
a field k of characteristic 0. Assume we are given a point x ∈ A(S). Let A(x) := Z → A be the 1-motive sending 1 → x.
Consider TdR

A(x)∨

, whereA(x)∨ is the Cartier dual ofA(x), with its Gauss–Manin connection. It is an extension of TdR

A∨

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by TdR([Z → 0]∨). Note that TdR

A∨

is identified with H1dR(A/S), with its Gauss–Manin connection by Lemma 4.5, while
TdR([Z→ 0]∨) = TdR

Gm,S

coincides with OS with its derivation by Example 4.2. In particular, we get an element
MA,dR

x
 ∈ Ext1S H1dR(A/S),∇A, OS, d .
We then prove (see Section 7)
Proposition 1.1. For every x ∈ A(S) we haveMA,Man(x) =MA,dR

x

.
Here,MA,Man is Manin’s original map (1). To prove the comparison with Coleman’s construction in [12, Section 4], we
need a compatibility with dualities. Indeed, given a 1-motiveM over S one has a natural perfect pairing between TdR(M) and
TdR(M∨) (or more generally for their crystalline variants). One needs to show that such duality preserves the Gauss–Manin
connections (resp. provides a pairing of crystals). This follows from the fact that the duality too is crystalline in nature. See
Theorem 2.5, Corollary 2.8 for the implication regarding the connections and Corollary 2.6 for its crystalline counterpart.
We remark that the Hodge realization appears already in [12, I Section 6] for the 1-motive A(x).
2. The results
2.1. Universal extension crystals
Let S0 be a scheme and let S0 ↩→ S be a locally nilpotent PD thickening of S0: it is a closed immersion defined by an ideal
sheaf I endowedwith a locally nilpotent divided power structure {γn : I→ I}n. Wewill denote it by (S0 ⊂ S) in the future.
Given a morphism of abelian schemes β0 : A0 → B0 over S0 and given deformations A and B of A0 and B0 respectively as
abelian schemes over S, in [19, Section II.1] a canonical morphism of S-group schemes
ES(β0) : E (A)−−→E (B) (3)
is constructed such that (i) it is functorial in β0, (ii) it is additive in β0, (iii) it is functorial w.r.t. divided power morphisms
(S0 ⊂ S) → (S0 ⊂ T ), (iv) if there exists a morphism of abelian schemes β : A → B deforming β0, then ES(β0) is the
morphism E(A)→ E(B) induced by β . See Theorem 2.1 for a precise formulation of these properties.
Now let s0 : M0 → N0 be a morphism of 1-motives over S0. LetM =

X → G and N := Y → H be two 1-motives
over S deforming M0 and N0 respectively. Let G be an extension of the abelian scheme A by the torus T and let H be the
extension of the abelian scheme B by the torus T′. Then, s0 induces maps α0 : X0 → Y0, γ0 : T0 → T′0 and β0 : A0 → B0.
Note that the category of étale group schemes over S is equivalent to the category of étale group schemes over S0. Since a
torus is determined by its character group, this also shows that the category of tori over S is equivalent to the category of
tori over S0. Hence, we get unique homomorphisms of S-group schemes
α : X−−→Y, γ : T−−→T′, (4)
whose base change to S0 induce the morphisms α0 and γ0 respectively.
Theorem 2.1. Let notations be as above. There is a canonical morphism of complexes of group schemes over S
ES(s0) : E (M)−−→E (N)
which coincides with the morphism defined in (3) when X0 = Y0 = 0 and T0 = T′0 = 0, i.e., for morphisms of abelian schemes,
and furthermore,
(i) ES(s0) is functorial in s0, i.e., given morphisms of 1-motives s0 : M0 → M′0 and q0 : M′0 → M′′0 we have ES(q0 ◦ s0) =
ES(q0) ◦ ES(s0);
(ii) ES(s0) is additive in s0, i.e., given morphisms of 1-motives s0 : M0 → M′0 and q0 : M0 → M′0, we have ES(s0 + q0) =
ES(s0)+ ES(q0);
(iii) it is functorial w.r.t. divided powermorphisms (S0 ⊂ S)→ (S0 ⊂ T ), i.e., given any suchmorphismφ and given deformations
M and N ofM0 and N0 over T , the map of S-schemes
ES(s0) : E (M×T S)→ E (N×T S)
is the base change via φ of the map of T-schemes ET (s0) : E (M)→ E (N);
(iv) if there exists a morphism of 1-motives s : M → N deforming s0 then ES(s0) is the morphism of universal extensions
E

M
→ EN induced by s.
This theorem answers a question raised by Buium; see Proposition 4.7. The crystalline nature of the universal extension
of a 1-motivewas already established in [1, Section 3]. Unfortunately, despite the fact that in loc. cit. the statements are given
for any nilpotent PD thickening (S0 ⊂ S), the proofs in loc. cit. do not work in general but only work under the assumption
that S0 is of characteristic 0 or that we work in a p-adic context as in Section 6(∗). This second case is sufficient for the
applications in [1]. See Remarks 3.4 and 5.5 for explanations of where the problem lies and Proposition 6.2 for a proof that
no problem appears if we have the stronger assumptions imposed above.
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Remark 2.2. (a) It follows from (i) that ES(s0) respects the weight filtrations, i.e., for every i ∈ N, one has
ES(s0)

W−i

E(M)
 ⊆ W−iE(N). It follows from (iv) that the morphism EX→ 0→ EY→ 0 induced by ES(s0)
is the one associated to the map α defined in (4). Since the category of tori over S is equivalent to the category of tori
over S0, the morphism T → T′ induced by ES(s0) is the morphism γ defined in (4). Notice that we require that the
morphism E(A)→ E(B), induced by ES(s0), coincides with that of (3). We conclude that the behavior of ES(s0) on the
graded pieces is uniquely determined.
(b) It follows from (iii) applied to the morphism

S0 ⊂ S0
 → S0 ⊂ S and from (iv) applied to s0 : M0 → N0 that the
base change via S0 → S of the morphism ES(s0) : E(M)→ E(N), as in the statement of the Theorem, is the morphism
ES0(s0) : E (M0)→ E (N0) over S0 induced by s0 and the functoriality of the universal extension.
(c) There is a converse to (iv). In fact, ES(s0) arises from amorphism of 1-motives s : M→ N if and only if ES(s0)

W(M)
 ⊆
W(N). As in the case of abelian schemes, this provides a way of studying the deformation theory of 1-motives via the
deformations of the Hodge filtration.
As a first consequence of Theorem 2.1 we get the following corollary, which will be proved in Section 4.1:
Corollary 2.3. Let S0 be a scheme and denote by S
crys
0 the locally nilpotent crystalline site of S0. Then, there exists an additive exact
functor Tcrys from the category of 1-motives over S0 to the category of filtered crystals of O
crys
S0
-modules such that
(i) given (U ⊂ Z) ∈ Scrys0 , a 1-motive M0 over S0 and a 1-motive M over Z deforming (the restriction to U of) M0, we have
Tcrys,S0

M0)(U ⊂ Z) = TdR(M);
(ii) given (U ⊂ Z) ∈ Scrys0 , a morphism of 1-motives s0 : M0 → N0 over S0 and a morphism of 1-motives s : M → N over Z
deforming s0 (restricted to U), the morphism Tcrys

s0

(U ⊂ Z) is induced by the morphism of Lie algebras TdR(M)→ TdR(N)
defined by s.
2.2. Gauss–Manin connection of 1-motives
Let q : S → T be a morphism of schemes and letM be a 1-motive over S. As a corollary of Theorem 2.1 we will construct
in Section 4.2 a connection, called the Gauss–Manin connection, associated to a 1-motiveM over S:
∇M : TdR(M)−−→TdR(M)⊗OS Ω1S/T .
We prove that it is functorial in M and it preserves the weight filtration on TdR(M). Furthermore, it is integrable if q is a
smooth morphism. Its existence was claimed, without proof, in [10, (2.2.2.1)].
2.3. Hodge realization as variation of MHS
Assume next that S is a scheme smooth over Spec (C). Let San be the associated complex analytic space. Let M be a 1-
motive over S. Consider a point x ∈ San. In [14, Section 10.1.3] the Hodge realization TZ(Mx) of the 1-motive Mx, defined
over C, is constructed. It is a mixed Hodge structure without torsion, of type {(0, 0), (−1, 0), (0,−1), (−1,−1)}. Its graded
pieces for the weight filtration are
Gr −2TZ(Mx) = H1(Tx, Z) = Yx, Gr −1TZ(Mx) = H1(Ax, Z), Gr 0TZ(Mx) = Xx.
As in loc. cit. put TC(Mx) := TZ(Mx)⊗ZC. By [14, Section 10.1.8]we have a comparison isomorphism ηMx : TC(Mx) ∼= TdR(Mx)
compatible with the weight and the Hodge filtrations. In Section 4.3 we prove the following:
Proposition 2.4. There is a local system of torsion free Z-modules TZ(M) over San, endowed with a weight filtration defined by
locally constant Z-submodules, and an isomorphism ηM : TZ(M)⊗ZOSan ∼= TdR(M) ofOSan-modules, compatible with the weight
filtration, such that
(i) for every x ∈ San we have an isomorphism TZ(M)x ∼= TZ(Mx), compatible with the weight filtrations, and, via this
identification, we have

ηM

x = ηMx ;
(ii) TZ(M) and the isomorphism ηM are functorial inM;
(iii) TZ(M) ⊂ TdR(M) is horizontal for the Gauss–Manin connection ∇M;
(iv) the functor TZ is exact.
In particular, TZ(M) is a variation of mixed Hodge structures, called the Hodge realization ofM. In fact, due to (i) every fibre
is endowedwith the structure of anMHS in such a way that the weight filtration is locally constant and the Hodge filtration,
defined using (iii) and the Hodge filtration on TdR(M), varies holomorphically over San. The fact that the connection on
TZ(M)⊗Z OSan , having TZ(M) as horizontal sections, satisfies Griffiths’ transversality for the Hodge filtration is clear since
the Hodge filtration has only two steps; see the Introduction.
Claim (iii) proves [10, (2.2.2.2)].
Claim (iv) allows one to define the Hodge–Manin mapMM,Z by passing to Hodge realizations inMM.
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2.4. Duality results
We come to the second kind of results regarding dualities. Let [u : X→ G] =M be a 1-motive over S. Its dual 1-motive
M∨ = [u′ : X′ → G′] is defined as follows (see also [14]): G′ is the smooth group scheme over S that represents the fppf
sheaf Ext1([X → A],Gm,S), where the homomorphism X → A is the composition of u with G → A; the group G′ is an
extension of the dual abelian scheme A∨ by the torus T′ whose character group is X. The étale group X′ = Hom(T,Gm,S)
is the group of characters of the maximal subtorus T of G; the homomorphism u′ is the first boundary map of the long
Ext(−,Gm,S) sequence of 0→ T→ M→ [X→ A] → 0.
Assume as before that S0 ↩→ S is a closed immersion defined by locally nilpotent divided powers. The main theorem on
Poincaré bundles to be proved in Section 5.4, is the following:
Theorem 2.5. Let s0 : M0 → N0 be a morphism of 1-motives over S0 and denote by s∨0 : N∨0 → M∨0 its dual morphism. Let M
and N be 1-motives over S deformingM0 and N0 respectively. Then, there is an isomorphism
ρS(s0) :

Id× ES(s∨0 )
∗ 
PE(M)
 ∼−→ (ES(s0)× Id)∗ PE(N)
as Gm,S-biextensions of E

M

and E

N∨

such that
(i) ρS(s0) is functorial in s0, i.e., given morphisms of 1-motives s0 : M0 → M′0, q0 : M′0 → M′′0 and corresponding deformations
M,M′ andM′′ as 1-motives over S we have
ρS(q0 ◦ s0) = (ES(s0)× Id)∗

ρS(q0)
 ◦ Id× ES(q∨0 )∗ ρS(s0);
(ii) it is additive in s0, i.e., given morphisms of 1-motives s0, q0 : M0 → M′0, we have ρS(s0 + q0) = ρS(s0)⊗ ρS(q0);
(iii) it is functorial w.r.t. divided powermorphisms (S0 ⊂ S)→ (S0 ⊂ T ), i.e., given any suchmorphismφ and given deformations
M and N ofM0 and N0 over T the map of S-schemes ρS(s0) is the base change via φ of the map of T-schemes ρT (s0);
(iv) if there exists a morphism of 1-motives s : M → N over S deforming s0 then ρS(s0) is the morphism ρ(s) induced by s (see
Section 5.1); in particular ρS(IdM) = IdPE(M) .
To make sense of Properties (i)–(iv) one needs to use the properties analogous to those stated in Theorem 2.1 for
ES(s0) and ES(s∨0 ). In (ii) we use that given a biextension P of group schemes A and B by G and given group homomor-
phisms f , g : C → B, we then have a canonical isomorphism
IdA × (f + g)
∗
(P) ∼= IdA × f ∗(P)+ IdA × g∗(P);
see Lemma 5.9. As a first corollary in Section 5.5 we obtain:
Corollary 2.6. Given a morphism of 1-motives s0 : M0 → N0 over S0, there exists a bilinear pairing of filtered crystals in OcrysS0 -
modules
⟨ , ⟩s0 : Tcrys (M0)⊗OcrysS0 Tcrys

N∨0
→ Tcrys Gm,S0 = OcrysS0
such that
(i) it is functorial in s0, i.e., given a morphism of 1-motives q0 : N0 → N′0 over S0 then the paring ⟨ , ⟩q0◦s0 is the morphism⟨ , ⟩s0 ◦ (Id⊗ Tcrys(q∨0 ) (resp. given q0 : M′0 → M0 then ⟨ , ⟩s0◦q0 is the morphism ⟨ , ⟩s0 ◦ (Tcrys(q0)⊗ Id));
(ii) given an object (U ⊂ Z) in Scrys0 and if s0 restricted to U deforms to a morphism of 1-motives s : M → N over Z, then⟨ , ⟩s0(U ⊂ Z) is the canonical pairing (see (14) in Section 5.5) via the identification
Tcrys (M0)⊗OcrysS0 Tcrys

N∨0

(U ⊂ Z) ∼= TdR (M)⊗OZ TdR

N∨

(Z)
of Corollary 2.3.
Remark 2.7. (a) To say that ⟨ , ⟩s0 is a bilinear map of filtered crystals amounts to affirming that
(a.1) for every object (U ⊂ Z) in Scrys0 , then ⟨ , ⟩s0(U ⊂ Z) is Γ (Z,OZ )-bilinear;
(a.2) given a morphism of objects (U ⊂ Z)→ (U ′ ⊂ Z ′) in Scrys0 , then the pairing ⟨ , ⟩s0(U ⊂ Z) is the base change of⟨ , ⟩s0(U ′ ⊂ Z ′) to Z;
(a.3) the pairing ⟨ , ⟩s0 respects filtrations, i.e., ⟨WiTcrys (M0)⊗OcrysS0 WjTcrys

N∨0
⟩s0 is contained inWi+jTcrys (Gm); hence
it is 0 if i+ j < −2 and it induces a pairing on graded pieces
GriTcrys (M0)⊗ GrjTcrys

N∨0
 −→ Gr−2Tcrys Gm,0 = OcrysS0
if i+ j = −2.
(b) It follows from (i), taking q0 to be the identity, that Tcrys(s0) and Tcrys(s∨0 ) are transpose one of the other w.r.t. ⟨ , ⟩IdM0
and ⟨ , ⟩IdN0 .
(c) It follows from (ii) applied to U = S0 and Z = S0 and from Section 5.5 that the pairing ⟨ , ⟩s0(S0 = S0) coincides with
Deligne’s pairing (14) on TdR(M0)⊗OS0 TdR(N∨0 ); see [5, Section 4]. In particular, if s0 = IdM0 , it is perfect.
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(d) One deduces from (c) and (a.2) that ⟨ , ⟩IdM0 is perfect on the Zariski site SZar0 of S0. Since a morphism of crystals over
Scrys0 , which is an isomorphismwhen restricted to S
Zar
0 , is an isomorphism,we conclude that ⟨ , ⟩IdM0 is a perfect pairing.
Let q : S → T be a morphism of schemes and let s : M → N be a morphism of 1-motives over S. Then, s induces Deligne’s
pairing TdR(M)⊗OS TdR(N∨)→ OS , see [5, Section 4], and, hence, a morphism of OS-modules
νs : TdR(N∨)→ TdR(M)∨ := Hom OS

TdR(M),OS

.
As a corollary of Theorem 2.5 we also prove in Section 5.6:
Corollary 2.8. The morphism of OS-modules νs is horizontal considering the Gauss–Manin connection ∇N∨ on TdR(N∨) and the
connection dual to the Gauss–Manin connection ∇M on TdR(M)∨.
This gives a positive answer to the question of Bertrand on whether the Gauss–Manin connection on TdR(M∨) is the
adjoint of the Gauss–Manin connection on TdR(M) via Deligne’s pairing (14). This fact is used in [9].
3. The crystalline nature of E(M)
Let s0 := M0 −→ N0 be a homomorphism of 1-motives over S0. WriteM0 := [X0 → G0] and N0 := [Y0 → H0]where
G0 and H0 are semiabelian schemes over S0 extensions of an abelian scheme by a torus. Let u : X → G and u′ : Y → H be
1-motives over S deforming u0 : X0 → G0 and u′0 : Y0 → H0 respectively. LetM∨ = [u∨ : X′ → G′], N∨ = [u′∨ : Y′ → H′]
be the Cartier duals ofM and N respectively.
Let (S0 ⊂ S) be a locally nilpotent PD thickening and G0 a commutative group scheme over S0. ForM and L invertible
sheaves on G0 (resp. Gm-torsors on G0, resp. invertible modules on the nilpotent crystalline site of G0 relative to S), denote
by Isom

M,L

the group of isomorphisms betweenM andL.
3.1. Crystals and sheaves with connections
Let the notations be as in Section 2.1. In order to construct the morphism ES(s0) in Theorem 2.1, we need to interpret
♮-extensions as invertible modules on the nilpotent crystalline site. We recall that a ♮-extension of M∨ by Gm,S is a Gm-
extension [X′ → E] of M∨ where E is endowed with an integrable connection as Gm-torsor over G′ and the canonical
isomorphismm∗(E) ∼= p∗1(E)p∗2(E) is horizontal (cf. [14, 10.2.7.1], [5, 3.7]). As usualm denotes the multiplication on G′. We
then have the following equivalence of commutative Picard categories, i.e., categories C such that every morphism is an
isomorphism (groupoid) with a functor +: C × C → C satisfying the usual constraints of associativity, commutativity,
existence of unity and opposite elements:
(C1) The category EXT♮(M∨,Gm,S) of ♮-extensions (L,∇) ofM∨ by Gm,S ;
(C2) The category of quadruples (L,∇L, ιL, jL) where L is a Gm-torsors over G′, ∇L is an integrable connection on L,
ιL : m∗

L
 ∼= p∗1Lp∗2L is a horizontal isomorphism of torsors over G′ ×S G′ and
jL : L×G′ X′ := LX′ −→ Gm,X′ = Gm,S ×S X′
is an isomorphism of Gm-torsors over X′ such that its image via the morphism
Isom

LX′ ,Gm,X′
→ Isomm∗u∨∗Lp∗1u∨∗L−1p∗2u∨∗L−1,Gm,X′×X′
is induced by the pull-back along u∨ of ιL;
(C3) The category of quadruples

L,∇L, ιL, jL

whereL is an invertible sheaf on G′, ∇L is an integrable connection onL,
ιL : m∗

L
⊗ p∗1L−1 ⊗ p∗2L−1 −→ OG′×SG′
is a horizontal isomorphism and jL : u∨∗L→ OX′ is an isomorphism such that its image via the morphism
Isom

u∨∗L,OX′
→ Isomm∗u∨∗L⊗ p∗1u∨∗L−1 ⊗ p∗2u∨∗L−1,OX′×SX′,
is induced by the pull-back along u∨ of ιL;
(C4) The category of triples

L, ιL, jL

whereL is an invertible module on the nilpotent crystalline site of G′0 relative to S,
ιL : m∗

L
⊗ p∗1L−1 ⊗ p∗2L−1 −→ O(G′0×S0G′0)/S,crys
is an isomorphism of crystals and jL : u∨∗0 L→ OX0/S,crys is an isomorphism such that its image via the morphism
Isom

u∨∗0 L,OX0/S,crys
→ Isomm∗u∨∗0 L⊗ p∗1u∨∗0 L−1 ⊗ p∗2u∨∗0 L−1,O(X0×S0X0)/S,crys,
is induced by the pull-back along u∨0 of ιL. Observe that by [7, 6.7] we could write G′, X′ in place of G
′
0, X
′
0.
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The category (C4) is equivalent to the category EXTcrys/S(M∨0 ,Gm,S0) by [19, 6.8(i)] and then equivalent to the category
(C1) by [19, 6.12]. The equivalence of (C1) and (C2), where the group structure is given by the Baer sum, holds by the
definition of ♮-extensions; see [14, 10.2.7.1]. For the equivalence of (C2) and (C3) as Picard categories, considering on the
latter the usual product, see for example themore general [19, II.6.8(i)]. The equivalence of (C3) and (C4) holds by [7, 6.8] or
[6, IV, 1.6.5]. In particular, passing to isomorphism classes, we get isomorphisms between the groups of isomorphism
classes of ♮-extensions as in (C1), of torsors with connection as in (C2), of invertible sheaves with connection as in (C3)
and of invertible modules as in (C4). Observe furthermore that the equivalences (C1), (C2) and (C3) hold also forgetting
connections.
3.2. Universal extension crystals of semiabelian schemes
We briefly recall the proof of Theorem 2.1 for abelian schemes given in [19, Section II.1].
Let A0 → S0 be an abelian scheme. Let H1

A0,O∗A0/S,crys

be the group of isomorphism classes of invertible modules on
the nilpotent crystalline site of A0 relative to S. Define Prim

H1

A0,O∗A0/S,crys

to be the kernel of the ‘‘primitivity map’’
m∗ − p∗1 − p∗2 : H1

A0,O∗A0/S,crys
−−→H1A0 ×S0 A0,O∗A0×S0A0/S,crys
where m : A0 ×S0 A0 → A0 is the multiplication map and p1, p2 : A0 ×S0 A0 → A0 are the first and the second projection
respectively. Define Pic crys,0A0/S to be the sheaf for the fppf topology of S associated to the presheaf whose value on an fppf
morphism T → S is the abelian group Prim

H1

A0 ×S T ,O∗A0×ST/T ,crys

. More precisely, Pic crys,0A0/S is the sheaf associated to
the presheaf that associates to an S-scheme T the isomorphism classes of invertible modulesL on the nilpotent crystalline
site of A0 ×S T relative to T for which there exists an isomorphism of crystals
ιL : m∗(L)⊗ p∗1(L)−1 ⊗ p∗2(L)−1 ∼= O(A0×S0A0×ST )/T ,crys.
Since Γ

T ,O(A0×S0A0×ST )/T ,crys
∗ = Γ T ,OT ∗, any two such isomorphisms differ by a unit in Γ T ,OT  and, hence,
by an isomorphism of L. In particular, if ιL exists, it is unique up to isomorphism of L. Furthermore Pic
crys,0
A0/S
(T ) ∼=
Extcrys/T (A0,Gm). Then:
Proposition 3.1. LetA→ S be an abelian scheme deformingA0 → S0. The S-group schemeE

A∨

represents the sheaf Pic crys,0A0/S .
Proof. See [19, Section II.1.4]. The proof goes as follows. Let T → S be an fppf morphism. The T -valued points of EA∨
correspond to invertible sheaves L of OA×ST -modules, endowed with an integrable connection, for which there exists a
horizontal isomorphism m∗(L) ∼= p∗1(L) ⊗ p∗2(L) ([19, I, Section 4.2]). Using the equivalence between (C3) and (C4) in
Section 3.1, we get that the category of invertible sheaves with integrable connection onA×S T is equivalent to the category
of invertible modules on the nilpotent crystalline site of A0 ×S T relative to T . Via this equivalence the elements in Prim
correspond to isomorphism classes of invertible sheaves L on A ×S T endowed with integrable connection and for which
there is a horizontal isomorphismm∗(L) ∼= p∗1(L)⊗ p∗2(L) on A×S A. Hence, we are done. 
Consider now a 1-motive M0 over S0 given by u0 : X0 → A0 with A0 an abelian scheme over S0. Define Pic crys,0M0/S to
be the sheaf for the fppf topology of S associated to the presheaf whose value on an fppf morphism T → S is given by
the isomorphism classes of triples

L, ιL, jL

where L is an invertible module on the nilpotent crystalline site of A0 ×S T
relative to T ,
ιL : m∗

L
⊗ p∗1L−1 ⊗ p∗2L−1 → O(A0×S0A0)×ST/T ,crys
is an isomorphism and jL : u∗0L→ OX0×ST/T ,crys is an isomorphism such that its image via the morphism
Isom

u∗0L,OX0/S,crys
 −→ Isomm∗u∗0L⊗ p∗1u∗0L−1 ⊗ p∗2u∗0L−1,O(X0×S0X0)/S,crys,
is induced by the pull-back along u0 of ιL. In other words
Pic crys,0M0/S (T )
∼= Extcrys/T (M0,Gm).
Proposition 3.2. Let M := [u : X → A] be a 1-motive deforming M0 to S. The S-group scheme E

M∨

represents the sheaf
Pic crys,0M0/S .
Proof. Let T → S be an fppf morphism. Recall that E(M∨) is the fibre product of E(A∨) and M∨ over A∨. Using this
description, we get that it represents the sheaf for the fppf topology on S that associates to T → S the isomorphism classes of
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triples (L,∇L, σL)where L is a Gm-extension of A over T ,∇L is an integrable connection on the underlying invertible sheaf
L and σL is a trivialization (as extension) of the pull-back of L along u. The group law on L determines and is determined
by an isomorphism ιL : m∗(L) ∼= p∗1(L)⊗ p∗2(L) of invertible sheaves over A×S T which is unique up to multiplication by
a unit of Γ (T ,OT ) and is horizontal by [19, I, Prop 4.2.1]. In particular, E(M∨) represents the sheaf for the fppf topology on
S that associates to T → S the isomorphism classes of ♮-extensions ofM by Gm over T . Via the equivalence between (C1)
and (C4) in Section 3.1 any such element corresponds to a T -section of Pic
crys,0
M0/S
and vice versa. The conclusion follows. 
Corollary 3.3. Theorem 2.1 holds true for 1-motivesM0 of the form [0→ G0].
Proof. Let s0 : G0 → H0 be a morphism of semiabelian schemes, extensions of an abelian scheme by a torus. Write the
Cartier duals G∨0 := [X′0 → A∨0 ] and H∨0 := [Y′0 → B∨0 ]. Let s∨0 := H∨0 → G∨0 be the morphism dual to s0.
Let G and H be deformations of G0 and H0 to semiabelian schemes over S. Then, G∨ = [X′ → A∨] and H∨ :=
[Y′ → B∨] deformG∨0 andH∨0 respectively. The morphism s∨0 defines by pull-back a morphism Pic crys,0G∨0 /S−−→Pic
crys,0
H∨0 /S
. Using
Proposition 3.2 we get a morphism
ES(s0) : E(G) ∼= E

(G∨)∨
 ∼= Pic crys,0G∨0 /S−−→Pic crys,0H∨0 /S ∼= E (H∨)∨ ∼= E(H).
By construction it coincides with the morphism defined in [19] ifG0 andH0 are abelian schemes. It is clearly functorial and
additive in s0 and it satisfies properties (iii) and (iv) of Theorem 2.1. The claim follows. 
3.3. Proof of Theorem 2.1
To construct the homomorphism ES(s0)we first construct a functor
E♮S(s0) : EXT♮(M∨,Gm,S)→ EXT♮(N∨,Gm,S) (5)
from the category of ♮-extensions ofM∨ by Gm,S to the category of ♮-extensions of N∨ by Gm,S . Starting with a ♮-extension
(E,∇) ofM∨ via the equivalence between (C1) and (C4) in Section 3.1, we get a triple

L, ιL, jL

where L is an invertible
module on the nilpotent crystalline site of T0 ×S0 G′0. We then apply the pull-back via s∨0 : N∨0 → M∨0 obtaining a triple
M, ιM, jM

with M now an invertible module on the nilpotent crystalline site of T0 ×S0 H′0 relative to T . Again the
equivalence between (C1) and (C4) provides a ♮-extension E
♮
S(s0)(E,∇) of N∨ by Gm,S . This construction works over any
S-scheme T . Since both the equivalence between (C1) and (C4) and the pull-back along s∨0 pass to isomorphism classes, we
get a homomorphism of fppf sheaves, denoted in the same way,
E♮S(s0) : Ext♮(M∨,Gm)→ Ext♮(N∨,Gm).
Denote by ρ : M∨ → [X′ → A∨] the homomorphism coming from G′ → A∨ and by PG the Poincaré biextension of G and
[X′ → A∨]. For T an S-scheme and g a T -rational point ofG, the ‘‘fibre’’Pg ofPG at g will always be viewed as aGm-extension
of [X′ → A∨] over T . Recall now that by [5, 3.8] the group scheme E(M)G represents the functor that associates to a scheme
T over S the pairs (g,∇) where g is a T -valued point of G and ∇ is an integrable connection on the pull-back ρ∗Pg) to
M∨ of the fibre Pg , i.e., ∇ makes ρ∗Pg a ♮-extension of M∨ by Gm. Using this interpretation of E(M)G, we have a natural
homomorphism E(M)G → Ext♮(M∨,Gm) associating to a T -valued point (g,∇) of E(M)G the ♮-extension

ρ∗

Pg),∇

of
M∨ by Gm. This morphism is functorial inM. It follows from [5, 5.12] that this map is surjective with kernel X˜ equal to the
image of X in E(M)G, i.e., we have exact sequences
0→ X˜→ E(M)G → Ext♮(M∨,Gm)→ 0,
0→ Y˜→ E(N)H → Ext♮(N∨,Gm)→ 0,
where, being a quotient of X (resp. of Y), the group scheme X˜ (resp. Y˜), étale locally on T , is a constant group scheme.
Wenowconsider the problemof lifting themapE(M)G→ Ext♮(N∨,Gm), obtained by composingE(M)G→ Ext♮(M∨,Gm)
with E♮S(s0), to a morphism E(M)G → E(N)H. Such a lift exists if we prove that Ext1(E(M)G, Y˜) = 0. Take an element
in that Ext group. It corresponds to an extension as fppf sheaves which is represented by a group scheme F extension
of E(M)G by Y˜ due to [22, Prop. 17.4]. Any such extension splits where the splitting is defined by taking the connected
component F 0 of F containing the 0-section. Thus, Ext1(E(M)G, Y˜) = 0. Two lifts differ by a homomorphism E(M)G → Y˜.
Since E(M)G is connected any such homomorphism is zero. We then conclude that there exists a unique homomorphism
E(M)G → E(N)H compatible with E♮(s0). In particular, it maps X˜ to Y˜. The uniqueness over S0 implies that it lifts the
morphism E(M0)G0 → E(N0)H0 induced by s0 by the functoriality of the universal vector extensions. Then, it extends to a
unique morphism of complexes ES(s0) : E(M)→ E(N) compatible with the map α0 : X→ Y.
Due to the functoriality ofE♮S(s0) and the uniqueness ofES(s0), the association s0 → ES(s0) is functorial in s0, i.e., Property
(i) of Theorem 2.1 holds. In particular, E(G) → E(M) → E(N) factors via E(H) and the induced map is determined by
E♮S(β0). By Proposition 3.3 this coincides with ES(β0). In particular, the construction of ES(s0) is compatible with Mazur–
Messing’s construction ifM0 and N0 are abelian schemes as requested in Theorem 2.1.
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If s0 lifts to a morphism s : M→ N over S, then the induced map on universal vector extensions E(s) : E(M)→ E(N) is
compatible with the map E♮S(s0). In particular, E(s) = ES(s0) since ES(s0) is the unique morphism with this property. Thus,
Property (iv) of Theorem 2.1 holds.
Due to the uniqueness of the construction of ES(s0) from E
♮
S(s0), in order to check properties (ii) and (iii) of Theorem 2.1
for ES(s0), it suffices to check them for E
♮
S(s0). The result is clear for Property (iii). We come next to Property (ii). Let s0 and
q0 : M0 → N0 be morphisms of 1-motives over S0. The morphism
µ
♮
N : Ext♮(N∨ × N∨,Gm) ∼−→ Ext♮(N∨,Gm)× Ext♮(N∨,Gm) −→ Ext♮(N∨,Gm)
induced by the Baer sum of ♮-extensions is compatible with the sum
E(N× N)H×H ∼= E(N)H × E(N)H → E(N)H.
In particular, ifm0 : N0 × N0 → N0 denotes the sum we have E♮S(m0) = µ♮N. Similarly, the diagonal map
∆♮ : Ext♮(M∨,Gm)→ Ext♮(M∨,Gm)× Ext♮(M∨,Gm) ∼−→ Ext♮(M∨ ×M∨,Gm)
is compatible with the diagonal map E(M)G → E(M)G×E(M)G ∼= E(M×M)G×G. In particular, if∆0 denotes the diagonal
embeddingM0 → M0 ×M0, we have∆♮ = E♮S(∆0). Thus
E♮S(s0)+ E♮S(q0) = E♮S(m0) ◦

E♮S(s0)× E♮S(q0)
 ◦∆♮ = E♮Sm0 ◦ (s0, q0) ◦∆0
by functoriality and the latter coincides with E♮S(s0 + q0). This proves Property (ii) for E♮S as desired.
Remark 3.4. Theorem 2.1 asserts the existence of a canonical morphism ES(s0) satisfying certain constraints, not its
uniqueness. More precisely ES(s0) is the unique one compatible with E
♮
S(s0). The uniqueness stated in [1, Lemma 3.2.1]
is wrong unless S0 is flat over Z or one works with a p-adic basis as in Section 6. For the first case, the proofs in loc. cit. work.
In the last case, which is needed in [1], the uniqueness will be proven in Proposition 6.2.
4. Consequences of Theorem 2.1
4.1. Crystalline realization of 1-motives. Proof of Corollary 2.3
We use Theorem 2.1 to produce a covariant additive functor Tcrys from the category of 1-motives over S0 to the category
of filtered crystals as follows. Suppose we are given a 1-motive M0 := [X0 → G0] over S0 and an object (U ⊂ Z) of
Scrys0 defined by an ideal I with locally nilpotent divided powers. Étale locally on U the 1-motive M0 can be deformed to
a 1-motiveM over Z . Indeed, let {Ui,0}i be an étale cover of U , with Ui,0 affine, such that X0 and the character group X′0 of
the toric part of G0 are constant on each Ui,0. Since I is locally nilpotent, the étale sites of U and Z are identified and each
Ui,0 defines an étale open subset Ui of Z . Furthermore, X0 and X′0 admit unique deformations Xi and X
′
i to constant group
schemes over Ui. Since Ui is affine, the abelian part A0 of G0 can be lifted over Ui to an abelian scheme Ai. The semiabelian
partG0 is defined by a homomorphismX′0 → A∨0 and, sinceX′i is split andA∨i → Ui is smooth, it can be deformed to a group
scheme homomorphism X′i → A∨i . This defines a semiabelian scheme Gi over Ui deforming G0. Since Gi → Ui is smooth,
also the map X0 → G0 can be lifted to a homomorphism Xi → Gi. This defines a 1-motiveMi over Ui deformingM0. Due
to Theorem 2.1(iii) the group schemes {E(Mi)}i satisfy a descent datum and, hence, {TdRE(Mi)}i as well. In particular, they
descend to a locally free OZ -module, whose sections over Z define
Tcrys (M0) (U ⊂ Z).
It is endowed with a filtration by locally free OZ -modules obtained from the one introduced in Remark 2.2(a), i.e.,
Wi

Tcrys (M0) (U ⊂ Z)
 :=

Tcrys (M0) (U ⊂ Z) if i ≥ 0
Tcrys (G0) (U ⊂ Z) if i = −1
Tcrys (T0) (U ⊂ Z) if i = −2
0 otherwise.
Then, Tcrys (M0)defines a filtered crystal, due to Theorem2.1(iii), which is functorial inM0 by Theorem2.1(i) and it is additive
by Theorem 2.1(ii). By construction if M is a 1-motive over Z deforming the restriction of M0 to U we have a canonical
identification
Tcrys (M0) (U ⊂ Z) ∼= TdR

E(M)

. (6)
Assume thatM0 = A0 is an abelian scheme with structural morphism f : A0 → S0. Let g : A∨0 → S0 be the dual abelian
scheme. Then, as remarked in [19, Section I.4 & II.1.5], we have an isomorphism of crystals on Scrys0 :
Tcrys (A0)

U ⊂ Z ∼= R1gcrys,∗OA∨0 /SU ⊂ Z.
Indeed, let (U ⊂ Z) be an object of Scrys0 with Z-affine and let A be an abelian scheme over Z deforming A0 (restricted
to U). Then, Tcrys (A0)

U ⊂ Z coincides with TdR(A) = H1dR(A∨/Z) while R1gcrys,∗OA∨0 /SU ⊂ Z coincides with
H1

A0,OA∨0 /Z,crys

which is H1dR

A∨/Z

by [7, Cor. 7.4].
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Lemma 4.1. The universal extension functor E is exact w.r.t. short exact sequences of 1-motives over S0. In particular the functors
TdR and Tcrys are exact.
Proof. The exactness of E is trivially true for 1-motives concentrated in degree −1 and for exact sequences of the kind
0→ G→ M→ [X→ 0]. One is then reduced to proving that E is exact for exact sequences of the form
0→ G1 → G→ G2 → 0
withG,G1 andG2 semiabelian schemes. This follows since the sequence of vector groupsW(Gi) = Ext1Zar(Gi,Ga)∨ is exact.
The exactness of TdR follows from the exactness of E. To prove the exactness of Tcrys it suffices to show that it is exact
when restricted to the Zariski site of S0, where it coincides with TdR, and the result then follows from the exactness of the
latter. 
4.2. Construction of the Gauss–Manin connection
Let q : S → T be a morphism of schemes and letM be a 1-motive over S. In this section we construct the Gauss–Manin
connection associated toM:
∇M : TdR(M)−−→TdR(M)⊗OS Ω1S/T
and we prove the following properties:
(a) it is functorial inM;
(b) ∇M preserves the weight filtration on TdR(M) described in (2);
(c) ifM arises by pull-back from a 1-motive N over T then ∇M is the trivial connection vanishing on q−1(TdR(N));
(d) it is integrable if q is a smooth morphism.
Consider the diagonal map ∆ : S → S ×T S. It is a locally closed T -immersion. Let J ⊂ OS×T S be the ideal defining the
schematic closure of ∆. Define S ′ ⊂ S ×T S to be the closed subscheme defined by J2. Let pi : S ′ → S, for i = 1 and 2,
be the two projections onto S. Then, ∆ factors via a closed immersion ι : S → S ′ defined by the ideal I := J/J2 whose
square is 0. In particular, I has a unique divided power structure given by γ1 = Id and γn = 0 for n ≥ 2. We recall that
a connection on an OS-module L is an isomorphism ∇ ′ : p∗2L→ p∗1L of OS′-modules restricting to the identity on S, or,
equivalently, an OS-linear homomorphism∇ : L→ L⊗Ω1S/T (cf. [19, I.3.1]). The relation between the two descriptions is
that ∇ = ∇ ′ ◦ p∗2 − p∗1 .
LetMi be the base change ofM to S ′ via pi. Then, the base change of E(Mi) via ι is E(M). Thanks to Theorem 2.1, there
exists an isomorphism of group schemes over S ′
ES′

idM
 : E(M2)G2−−→E(M1)G1 (7)
reducing to the identity map over S. At the level of de Rham realizations we have
TdR(M1) := Lie (E(M1)G1) = Lie (E(M)G)⊗OS OS′ =: TdR(M)⊗OS OS′
and similarly TdR(M2) := Lie (E(M2)G2) = OS′ ⊗OS TdR(M). Hence on passing to Lie algebras in (7) we get an OS′-linear
map
∇ ′M := Lie

ES′

idM
 : OS′ ⊗OS TdR(M) −→ TdR(M)⊗OS OS′ (8)
inducing the identity on TdR(M)modulo I, i.e., we obtain the so-called Gauss–Manin connection
∇M : TdR(M)−−→TdR(M)⊗OS Ω1S/T .
It follows from Theorem 2.1(i) that ∇M is functorial inM and, in particular, it preserves the weight filtration on TdR(M).
This proves Properties (a) and (b). Property (c) follows from Theorem 2.1(iv).
There remains only to prove claim (d). Let D (n)S/T (1) be the nth order divided power neighborhood of S ⊂ S ×T S
diagonally embedded; see [7, Def. 4.1]. Let pn1 and p
n
2 : Spec

D
(n)
S/T
 → S be the projections onto the first (resp. second)
factor. Due to Theorem 2.1 we have an isomorphism a : (pn2)∗

E(M)
 ∼= (pn1)∗E(M). Taking Lie algebras we get a collection
of isomorphisms
ϵn : D (n)S/T (1)⊗OS TdR(M) ∼−→ TdR(M)⊗OS D (n)S/T (1)
for n ∈ N such that ϵ0 = Id, they are compatible for varying n by Theorem 2.1(iii) and they satisfy the cocycle condition of
[7, Def. 4.3] due to Theorem 2.1(i). Thus, the ϵn’s define a PD stratification. Since S → T is smooth, Spec

D
(1)
S/T (1)

coincides
with S ′ (cf. [7, Rmk. 4.2]) and ϵ1 is the isomorphism Lie (ES′(IdM)) constructed above. Thus, the connection associated to the
PD stratification (ϵn)n∈N is ∇M and it is integrable by [7, Thm. 4.8].
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Example 4.2. Assume thatM = [X→ 0]. Then, TdR(M) = X⊗Z OS . The isomorphism LieE

idM
 : X⊗ OS′ → X⊗ OS′ is
the identity by Remark 2.2(a). In particular, the connection∇M : X⊗OS → X⊗Ω1S/T vanishes on X and by the Leibniz rule
it is characterized by this property.
Example 4.3. Assume that M = [0 → T] where T is a torus with cocharacter group Y. Then, TdR(M) = Y ⊗ OS and
LieE

idM
 : Y ⊗ OS′ → Y ⊗ OS′ is the identity by Remark 2.2(a). As before we conclude that ∇M : Y ⊗ OS → Y ⊗ Ω1S/T
vanishes on Y.
Example 4.4. Assume thatM = [0→ A]where g : A→ S is an abelian scheme. Then TdR(M) is identified with the first de
Rham cohomology H1dR

A∨/S

of the dual abelian scheme A∨; see [19, Section I.4]. Then,
Lemma 4.5. Assume that S → T is a smooth morphism. The connection ∇A on LieE(A), identified with H1dR

A∨/S

, coincides
with the Gauss–Manin connection on H1dR

A∨/S

.
Proof. We have already remarked that there is an isomorphism of crystals
Tcrys (A) (U ⊂ Z) ∼= R1gcrys,∗

OA∨/S

(U ⊂ Z)
for (U ⊂ Z) in Scrys. In particular, we have a diagram with commutative squares
LieE(A2)
∼−→ Tcrys (A) (S ⊂ S ′) ∼−→ LieE(A1)
‖ ‖ ‖
H1

A∨2 ,OA∨2 /S′,crys
 ∼−→ H1A∨,OA∨/S′,crys ∼−→ H1A∨1 ,OA∨1 /S,crys‖ ‖
p∗2

H1dR

A∨/S

p∗1H
1
dR

A∨/S
;
The lower horizontal isomorphisms come from [7, 5.17]. The existence of the upper horizontal isomorphisms and
the commutativity of the squares follow by the definition of Tcrys. The lower vertical identifications follow from the
identifications H1

A∨,OA∨/S′,crys
 ∼= H1dRA∨i /S ′ see [7, Cor. 7.4]. It follows that ∇A induces on LieE(A) ∼= H1dRA∨/S
the connection defined by the lower horizontal arrows. Due to [6, Cor. V.3.6.3 & Prop. V.3.6.4] this is the Gauss–Manin
connection on H1dR

A∨/S

. 
4.3. The Hodge realization of 1-motives. Proof of Proposition 2.4
We use the notations of Proposition 2.4. Assume that S is a scheme smooth over Spec (C). Let San be the associated
complex analytic space. LetM := [X→ G] be a 1-motive over S with G an extension of the abelian scheme A by the torus
Twith cocharacter group Y. For brevity we write G♮ to denote the group scheme E(M)G.
It follows from Section 4.2 that the Gauss–Manin connection ∇M is integrable. In particular, the horizontal sections of
∇anM : LieG♮,an → LieG♮,an ⊗ Ω1San form a local system of C-vector spaces of dimension equal to the dimension of G♮. We
denote it by TC(M). It has the property that TC(M)⊗COSan ∼= LieG♮,an asOSan-modules. It is endowedwith aweight filtration
W•TC(M) := TC(M) ∩W•LieG♮,an and TC(M)⊗C OSan is endowed with the Hodge filtration F •

TC(M)⊗C OSan) defined by
the Hodge filtration on LieG♮,an. To prove Proposition 2.4 we need only construct a Z-structure on TC(M). We proceed as
follows.
Consider a point x ∈ S(C). Let Sx,m := Spec

OS,x/maxmx

for m ∈ N. Then, the formal completionSx of S at x is limm Sx,m.
Since S is a Q-scheme, Sx,m admits a unique structure of PD thickening of x. In particular, by Theorem 2.1 we have an
isomorphism µm : G♮|Sx,m ∼= G♮x ×C Sx,m of group schemes for every m ∈ N, compatibly for varying m ∈ N. It follows
from [2, Prop. 2.3 & Cor 2.4] that the isomorphisms µm can be approximated by an isomorphism between G♮ and G
♮
x ×C S
in an étale neighborhood of x in S and, hence, in a small enough analytic neighborhood x ∈ U ⊂ San. The exponential map
of G♮x provides an isomorphism of complexes
TZ

Mx

/TZ(Gx)→ TdR

Mx

/TZ(Gx)
 ∼−→ E(Mx)an = [X→ G♮,anx ];
cf. [14, Section 10.1.8]. We then get an isomorphism of complexes:
µan :

TZ

Mx

/TZ(Gx)→ TdR

Mx

/TZ(Gx)
×C U ∼−→ EMan|U .
Passing to Lie algebras the isomorphism µan gives an isomorphism
Lieµan : TdR(Mx)⊗C OU ∼= LieG♮,an|U
and the induced map TdR(Mx)⊗C OU → G♮,an|U is the exponential map at each fibre since it is a surjective homomorphism of
analytic groups, inducing an isomorphism on Lie algebras. Note that Lieµan identifies TdR(Mx)with TC(M) by Remark 3.4 or
Proposition 6.2. In particular, TC(M)|U is endowed with the Z-structure TZ

Mx
×C U → TdRMx×C U = TCM|U . Denote
it by TZ(M)|U . To prove Proposition 2.4 there remains only to show that for every y ∈ U we have

TZ(M)|U

y = TZ(My)
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(as submodules of TdR(M)y) compatibly with the weight filtration. Recall that TZ(My) is the fibre product of LieGy and X
over Gy via the exponential map, or equivalently the fibre product of LieG
♮,an
y and X over G
♮,an
y . Taking the fibre at y of the
isomorphism µan introduced above we get the result.
Notice that the functor TZ is exact on 1-motives over C. Hence, it is exact also on 1-motives over S being exact on each
fibre.
Example 4.6. Consider the casesM = [X→ 0], orM = [0 → T] with T a torus, orM = [0 → A] with f : A→ S abelian
scheme. In the first case, due to Example 4.2, we have TC(M) = X⊗ZC and TZ(M) = X. Using Example 4.3, in the second case
we get that TC(M) = Y⊗Z C and TZ(M) = Y. In the third case, TC(A) ⊂ TdR(A) is identified with R1f an∗ C ⊂ R1f∗(Ω•Aan/San);
see [13, Sections 3.5–3.7], cf. [8, Thm 2.1] for more details. Then, TZ(M) = R1f an∗ (Z) via this identification.
4.4. Buium’s conjecture on projective hulls
Let k be a field of characteristic 0 andA an abelian variety over k. In [11, Ch. 3,2.1], Buium defines a projective hull ofA as a
connected algebraic k-groupG, extension ofA by a linear k-groupT×W (T a torus,W a vector group), such that the push-out
homomorphismm : Hom(T×W,Gm)→ Ext(A,Gm) is injective and the analogous a : Hom(T×W,Ga)→ Ext(A,Ga) is an
isomorphism. As an example,E(A) is a projective hull ofA. He then conjectured that any projective hull of an abelian variety
has a crystalline nature. In view of Proposition 4.7, this follows from Theorem 2.1 and, as a matter of fact, the hypothesis on
m is superfluous.
Proposition 4.7. Let G be an algebraic k-group, extension of A by T×W as above. Suppose that the push-out homomorphism
a : Hom(T×W,Ga)→ Ext(A,Ga)
is an isomorphism. Then, G is the universal extension of G× := G/W. In particular, G has crystalline nature.
Proof. Observe thatG is an extension ofG× byW andG× is an extension of A by T. Clearly we have a commutative square
Hom(T×W,Ga) a−−−−→ Ext(A,Ga) 
Hom(W,Ga) −−−−→ Ext(G×,Ga)
where the vertical arrows are isomorphisms. By hypothesis a is an isomorphism, hence the lower push-out map is an
isomorphism too. As k has characteristic 0, the group of homomorphismsW → Ga as group schemes coincides with the
group of homomorphisms as vector groups. Hence G is a universal extension of G×. Thus by Theorem 2.1, it has crystalline
nature. 
Remark 4.8. Let k be a field of characteristic 0. We recall that a Laumon k-1-motive (also called generalized 1-motive)
M = [u : X→ G] is a two term complex (in degree−1, 0) whereX is a formal k-groupwithout torsion andG is a connected
algebraic k-group. Themorphismu is amorphism as fppf sheaves on the category of affine k-schemes. In [3] a sharp universal
extension E♯(M) ofMwas introduced as well as its sharp de Rham realization T♯(M). These constructions generalize E(M)
and TdR(M) for Deligne 1-motives. Although it is possible to work with ‘‘linearized’’ Laumon 1-motives over any base (cf.
[3, 1.5] we cannot expect a crystalline nature for E♯(M). Indeed, let (S0 ⊂ S) be a locally nilpotent PD thickening of S0 and
M0 = [0 → W0] a linearized 1-motive withW0 a vector group over S0. One has E♯(M0) = M0. Let nowMi = [0 → Wi],
i = 1, 2, be two deformations of M0 to S. Since W0 is locally free the vector groups Wi are isomorphic, but there is no
canonical isomorphism in general. For vector groups of the type Xi ⊗ Ga, i = 0, 1, 2, with Xi étale locally constant and Xi,
i = 1, 2, deformations of X0, a canonical isomorphism is deduced from the canonical isomorphism X1 → X2 that deforms
the identity on X0. But this is a very special case. The previous observation does not imply that a Gauss–Manin connection
onT♯(M) does not exist. For example, one can hope to define it via a ‘‘differential structure’’ on the sharp de Rham extension
ofM in the style of [11].
5. Duality theory
5.1. Duality of 1-motives and biextensions
Let A → S be an abelian scheme. Let A∨ be the abelian scheme dual to A; it is the abelian scheme representing the
functor Pic0A/S of line bundles, rigidified over the zero section of A and fibrewise over the base algebraically equivalent to 0.
Its existence is guaranteed by [15, Thm 1.9]. The representability implies that A×S A∨ is endowed with a tautological Gm-
torsorPA which, by construction, is trivial overA×{0} and over {0}×A∨. Choose rigidifications overA×{0} and {0}×A∨.
Then,PA is a birigidified Gm-torsor. Note that there is a unique morphism A→

A∨
∨ such thatPA is the pull-back ofPA∨
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as birigidified Gm-torsor. Such morphism has trivial kernel (cf. [21, Last Cor. Section 13]) and, hence, it is an isomorphism
and allows one to identify PA and PA∨ . Furthermore, one has a natural morphism
j : Ext 1(A,Gm) −→ A∨
of fppf sheaves on S defined as follows. Consider an fppf morphism T → S and an extension GT ofA×S T by Gm,T . Then, GT is
represented by a T -group scheme by [22, Prop. 17.4]. The underlying Gm,T -bundle defines a T -valued point of A∨, i.e., there
is a unique morphism x : T → A∨ such that GT is uniquely isomorphic to the pull-back ofPA via Id× x : A×S T → A×S A∨
as Gm,T -bundles rigidified over the zero section of A×S T . The functor j is an isomorphism. The inverse associates to a line
bundle L over A×S T the theta group G(L), extension of A×S T by Gm,T (cf. [21, Thm. 1, Section 23]).
Suppose we are given a 1-motiveM0 over S0 and a deformationM =

X→ G over S whereG is a semiabelian scheme,
extension of A by a torus T. Let X′ be the character group of T. The previous discussion shows that G, as extension of A
by T, is defined by a homomorphism X′ → A∨. It also follows that PA inherits a unique structure of biextension, called
the Poincaré Gm-biextension on A×S A∨. In particular,M is defined by a trivialization, as Gm-biextension, of the pull-back
of PA to X × X′. Switching the roles of A and A∨ and of X and X′, this also provides the definition of the Cartier dual
M∨ := X′ → G′ of M where G′ is the extension of A∨ by the torus with character group X defined by the morphism
X→ A ∼= A∨∨. The construction ofM∨ goes together with the construction of the Poincaré biextensionPM ofM andM∨
over Gm, whose underlying biextension is the pull-back of PA to G × G′ ([14, 10.2.11]). Denote furthermore by PE(M) the
pull-back of the biextension PM to E

M
×S EM∨.
Given abelian schemes A,B over S, we have a morphism
ρ : Hom

A, Ext 1

B∨,Gm
 −→ Biext1A,B∨;Gm
associating to a morphism A→ B the pull-back of the Poincaré biextensionPB on A×B∨. We also have a morphism in the
other direction
τ : Biext1

A,B∨;Gm

−→ Hom

A, Ext 1

B∨,Gm

associating to a biextension Q of A×S B∨ by Gm, to an fppf morphism T → S and a T -valued point x : T → A the extension
of B∨ ×S T by Gm,T defined by pull-back of Q via x × Id. In particular, if τ(Q ) = 0 then Q is trivial as Gm-extension of B∨A .
In particular, it is trivial as Gm-bundle over B∨A = A × B∨ = AB∨ and, since the map j above is an isomorphism, also as
Gm-extension of AB∨ . Thus, Q is the trivial biextension, i.e., τ is injective. By construction we have that τ ◦ ρ = Id so that τ
and ρ are isomorphisms, one being the inverse of the other producing the isomorphism Hom

A,B
 ∼= Biext1A,B∨;Gm.
Consider the following diagram
Hom(A,B)
∼−−−−→ Biext1(A,B∨;Gm)
≀
 ≀
Hom(B∨,A∨) ∼−−−−→ Biext1(B∨,A;Gm)
where the first vertical map associates to β its dual β∨, the second vertical map associates to a biextension its symmetric
one,while the upper and lower horizontal isomorphisms are those just seen above. Note thatβ∨ : B∨ → A∨ is, by definition,
the unique morphism such that (Id × β∨)∗(PA) is isomorphic to (β × Id)∗(PB) as birigidified Gm-torsors on A × B∨, and
hence as Gm-biextensions. Thus, the diagram commutes.
Suppose we are given a morphism of 1-motives s : M → N with N := [Y → H] and H an extension of B by the torus
T′. Let Y′ be the character group of T′. Then, s defines a morphism of abelian schemes β : A → B and of group schemes
α : X→ Y and α′ : Y′ → X′ and morphisms of 1-motives
t := (α, β) : [X→ A] → [Y→ B] and t ′ := (α′, β∨) : [Y′ → B∨] → [X′ → A∨].
In fact, s is defined by morphisms of 1-motives (t, t ′) such that the isomorphism as Gm,S-biextensions of A and B∨ between
Id × β∨∗PA and β × Id∗PB is compatible with the induced trivializations on X × Y′. This fact follows from the
commutativity of the diagram above. In particular, any given s provides a canonical isomorphism as Gm,S-biextensions of
the 1-motivesM and N∨ between

Id× s∨∗PM and s× Id∗PN. Pulling back it gives an isomorphism
ρ(s) : Id× E(s∨)∗PE(M) ∼−→ E(s)× Id∗PE(N) (9)
as Gm,S-biextensions of the 1-motives E

M

and E

N∨

. This is the morphism used in Theorem 2.5(iv). By construction we
have ρ(IdM) = IdPE(M) .
5.2. Exp and log
Let S0 ↩→ S be a locally nilpotent PD thickening defined by an ideal I. LetD be a quasi-coherent and flatOS-algebra. The
divided power structure on I extends uniquely to a divided power structure on ID by the flatness ofD; see [7, Cor 3.22].
We get a homomorphism
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exp : {a ∈ D|a ≡ 0 mod ID} → {m ∈ D|m ≡ 1 mod ID}
defined by a →∑n γn(a). The inverse is the logarithm
m → log (m) :=
−
n
(n− 1)!γn(m).
Thus, exp and log are isomorphisms.
Let G be a smooth, commutative group scheme over S. Let J be the OG-ideal defining the 0-section of G. Due to the
smoothness assumption,OG/Jn is a locally freeOS-module of finite rank for every n ∈ N. LetDn be the coherent and locally
free OS-module defined by Hom OS

OG/J
n,OS

. Let
∆n : Dn → Dn ⊗OS Dn
be the dual of the multiplication on the OS-algebra OG/Jn and let cu : Dn → OS be the dual of the structural morphism
OS → OG/Jn. The group law on G defines for every n a map OG/J2n →

OG/J
n
⊗OS OG/Jn and, dualizing, a map
mn : Dn ⊗OS Dn → D2n. Similarly the 0-section of G defines a morphism εn : OS → Dn. Write D for the direct limit
D := limnDn. It is locally free OS-module (of infinite rank) and m := limn mn and ε := limn εn define the structure of
OS-algebra onD . Put∆ := limn∆n and cu := limn cun.
Fix an fppf morphism q : T → S. Since I is a nilpotent ideal, the T -valued points of G, reducing to the identity section
over T0 := T ×S S0, factor via q∗

OG/J
N

for some N ∈ N and correspond to the subgroup of Γ T , q∗(D) consisting of
homomorphisms q∗

OG/J
N
→ OT respecting the structure of OT -algebras and congruent to 1 modulo IOT . Thus,
Ker

G(T )→ G(T0)
 = x ∈ Γ T , 1+ Iq∗(D)|∆(x) = x⊗ x, cu(x) = 1 .
On the other hand, Lie (G) is the vector group scheme over S whose values for every fppf morphism q : T → S consist of the
morphisms of T -schemes τ : T [ε] → G×S T such that τ ≡ 0 mod ε. Here, T [ε] are the relative dual numbers over T . Hence,
LieG(T ) = d ∈ Γ T , q∗(D)|∆(d) = d⊗ 1+ 1⊗ d, cu(d) = 0
and
Ker (LieG(T )→ LieG(T0)) =

d ∈ Γ T , Iq∗(D)|∆(d) = d⊗ 1+ 1⊗ d, cu(d) = 0 .
Since D is a flat OS-module and q : T → S is also flat, the exponential and the logarithm on Iq∗(D) define a group
isomorphism
exp G : Ker (LieG(T )→ LieG(T0))−−→Ker

G(T )→ G(T0)
;
see [20, Rmk III.2.2.6]. This is an isomorphism of sheaves for the fppf topology on S. If ρ : H → G is a morphism of
commutative and smooth S-group schemes, we get a commutative diagram, functorial in T :
Ker (LieH(T )→ LieH(T0)) exp H−−−−→ Ker

H(T )→ H(T0)

Lie ρ
 ρ
Ker (LieG(T )→ LieG(T0)) exp G−−−−→ Ker

G(T )→ G(T0)

5.3. Deformations of biextensions
Let S0 be a scheme. Let S0 ↩→ S be a thickening defined by an ideal I with nilpotent divided powers.
Lemma 5.1. Let X be a flat and separated group scheme over S. The group of isomorphism classes ofGm,S-torsors over X, deforming
the trivial torsor over X0 := X×S S0, is naturally isomorphic to the group of isomorphism classes of Ga,S-torsors over X, deforming
the trivial torsor over X0.
The group of isomorphism classes of extensions of X by Gm,S , deforming the trivial extension over S0, is naturally isomorphic to
the group of isomorphism classes of extensions of X by Ga,S , deforming the trivial extension over S0.
Given two representatives Pm and Pa of corresponding isomorphism classes of torsors (resp. extensions), there is a natural
isomorphism between the group of automorphisms of Pm, preserving the trivialization over X0, and the group of automorphisms
of Pa, preserving the trivialization over X0.
Proof. Let G = Gm,S or Ga,S . Let P be a G-torsor over X and let
α : P ×S S0 ∼−→ (X ×S G)×S S0
be a trivialization as a G-torsor over X0. Choose an open affine covering {Ui}i of X and, for each i, a trivialization
βi : P ×X Ui ∼−→ G×S Ui
compatible with α. For i ≠ j, let Spec (Di,j) := Ui,j. The trivializations βi and βj restricted to Ui,j := Ui ×X Uj differ by
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(i) a multiplicative cocyclemi,j ∈ D∗i,j such thatmi,j is 1 mod I if G = Gm,S ;
(ii) an additive cocycle ai,j ∈ Di,j such that ai,j is 0 mod I if G = Ga,S .
In case (i) define the Ga,S-torsor Pa by the additive cocycle ai,j := log

mi,j

inDi,j; see Section 5.2 for log. In case (ii) define
the Gm,S-torsor Pm by the multiplicative cocycle mi,j := exp

ai,j
 ∈ Di,j. It is easily checked that these maps define an
equivalence between Gm,S-torsors and Ga,S-torsors with a trivialization over X0.
The group of automorphisms of P as G-torsor over X , reducing to the identity over X0, coincides with the kernel of
H0(X,G) → H0(X0,G), i.e., with the group of morphisms as S-schemes X → G reducing to the trivial one over X0. For
G = Gm the latter group coincides with the elements x ∈ Γ

X,OX

such that x ≡ 1 modulo I. For G = Ga it coincides with
the elements x ∈ Γ X,OX such that x ≡ 0modulo I. Since X is flat over S, the exponential and logarithmmaps are defined
over IOX and define a bijection between those two sets.
Let m, p1 and p2 be the maps from X ×S X to X defined by the multiplication, the first and the second projection
respectively. Let P be a G-torsor over X which is trivial over S0. Giving a multiplication law on P , compatible with the one
on X and with the action of G and inducing the standard group law on P ×S S0, is equivalent to giving an isomorphism
X ×S X ×S G −→ m∗(P)p∗1(P)−1p∗2(P)−1
as G-torsors reducing to the identity after base change to S0. Using the identifications given above between Gm,S-torsors and
Ga,S-torsors (with trivialization over X0) and between their automorphism groups, one passes from the case G = Gm,S to
the case G = Ga,S and vice versa. Since the commutativity and the associativity of the multiplication are preserved via this
correspondence, we get the claimed correspondence for the extensions.
Given an extension P of X by Gwith a trivialization over S0, the group of automorphisms of P as extension coincides with
the group of homomorphisms X → G reducing to the trivial one over S0. The correspondence associates to an automorphism
f the endomorphism f−Idwhich factors via P → X and induces a homomorphismX → G, reducing to the trivial one over S0.
Let∆ : Γ X,OX→ Γ X ×S X,OX×SX be the map induced by the multiplication law on X . For G = Gm the above group of
automorphisms is identified with the elements x ∈ Γ X,OX such that x ≡ 1 modulo I (and ∆(x) = x ⊗ x in the case of
extensions). ForG = Ga it gets identifiedwith the elements x ∈ Γ

X,OX

such that x ≡ 0moduloI (and∆(x) = x⊗1+1⊗x
in the case of extensions). The bijection between {x ∈ Γ X,OX|x ≡ 1 mod I} and {x ∈ Γ X,OX|x ≡ 0 mod I},
defined using the exponential and the logarithm, preserves the conditions that ∆(x) = x ⊗ x and ∆(x) = x ⊗ 1 + 1 ⊗ x
respectively. This proves the correspondence between the automorphism groups of extensions. 
Definition 5.2. Let A and B be flat and separated group schemes over S and let G be a commutative S-group scheme. Let
Biext1S/S0

A, B;G

be the set of isomorphism classes of pairs consisting of a biextension P of A and B by G, see [16, Ex. VII],
and of an isomorphism ζP0 of P ×S S0 with the trivial biextension, called a trivialization.
One verifies as in [16, Ex. VII, Section 2.5] that Biext1S/S0

A, B;G

has a group structure. More generally,
Definition 5.3. Let G be as above and let M = [X → A] and N = [Y → B] be complexes of flat and separated group
schemes over S. Let Biext1S/S0

M,N;G

be the set of isomorphism classes of pairs (P , ζP0 ) consisting of a biextension P ofM
and N by G, (i.e., a biextension of A and B by G together with trivializations ψ1 on X × B and ψ2 on A × Y that coincide on
X × Y , see [14, 10.2.1]), and of an isomorphism ζP0 of P ×S S0 with the trivial biextension, called a trivialization.
Let Biext0S/S0

M,N;G

= ker

Biext0 (M,N;G) −→ Biext0 (M0,N0,G)

, where Biext0 (M,N;G) = Hom(H0(M) ⊗
H0(N),G) stands for pairs of bilinear homomorphisms A× Y → G and X × B → G that coincide on X × Y ([14, 10.2]).
Then,
Corollary 5.4. There is an isomorphism
Biext1S/S0

M,N;Gm,S
 ∼−→ Biext1S/S0M,N;Ga,S.
Given two representatives Pm and Pa of corresponding isomorphism classes; there is a natural isomorphism between the group
Biext0S/S0

M,N;Gm,S

of automorphisms of Pm, preserving the trivialization over S0, and the group Biext0S/S0

M,N;Ga,S

of
automorphisms of Pa, preserving the trivialization over S0.
Proof. A biextension of M and N by G is given by a G-torsor P over A ×S B and two structures of extensions on P . The first
is an extension of the A-group scheme A×S B by Gwith a trivialization ψ1 over A× Y and the second is an extension of the
B-group scheme A×S B by G with a trivialization ψ2 over X × B that coincides with ψ1 over X × Y . The two structures are
supposed to be compatible [16, Ex. VII, Def. 2.1] and the compatibility is expressed by imposing that two trivializations of a
given G-torsor are the same. The first claim follows then from Lemma 5.1.
An automorphism of a biextension P is an automorphism as G-torsor, inducing automorphisms on the two structures of
extension given on P and preserving the trivializations ψi. The second claim follows again from Lemma 5.1. 
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Before applying the previous results to universal extensions of 1-motives, we need to remark the following fact:
Remark 5.5. Let N = [Y→ H] be a 1-motive over S. We have a long exact sequence of groups
0−−→HomN,Ga,S−−→HomE(N),Ga,S−−→HomW(N),Ga,S
δ
−−→ Ext1N,Ga,S−−→Ext1E(N),Ga,S−−→Ext1W(N),Ga,S
where
(a) Hom

N,Ga,S
 = {0} since H→ S is semiabelian;
(b) the homomorphism δ is defined by push-out and is split surjective. Indeed, let HomOS

W(N),Ga,S

be the group of
homomorphisms as vector groups. It is a subgroup of Hom

W(N),Ga,S

and it maps isomorphically to Ext1

N,Ga,S

via
δ by the definition of universal extension.
Nevertheless, the map δ is not an isomorphism in general as mistakenly assumed in [1, Prop 3.3.3]. If S is flat over Z, then
Hom(E(N),Ga,S) = 0 and δ is an isomorphism.
Proposition 5.6. Let N = [Y→ H] be a 1-motive over S. Let M = [X → A] be a complex of flat and separated group schemes
over S. Let G be Ga,S or Gm,S . The morphism
Biext1S/S0

M,E(N);G

→ Biext1S/S0

M,W(N);G

,
defined by pull-back viaW(N)→ E(N), is injective. Such identification is compatible with the isomorphisms in Lemma 5.1 and
Corollary 5.4.
Proof. Put N = E(N) orW(N). The groups Biext1S/S0

M,N;G

are identified for G = Gm,S and G = Ga,S due to Corollary 5.4.
Thus, we may assume that G = Ga,S . Consider the natural map
Biext1S/S0

M,N;Ga,S

→ Biext1

M,N;Ga,S

,
to the group of isomorphism classes of biextensions ofM and N by Ga,S , defined by forgetting the trivialization over S0. Let
K

M,N,Ga,S

be its kernel. It suffices to prove that the maps
υ : Biext1

M,E(N);Ga,S

−→ Biext1

M,W(N);Ga,S

, λ : KM,E(N),Ga,S −→ KM,W(N),Ga,S
induced by the mapW(N)→ E(N) are injective.
Step I: Injectivity of υ:We have the long exact sequence of sheaves for the flat topology
0−−→Hom N,Ga,S−−→Hom E(N),Ga,S−−→Hom W(N),Ga,S
δ
−−→ Ext 1N,Ga,S−−→Ext 1E(N),Ga,S−−→Ext 1W(N),Ga,S.
By Remark 5.5(a), one has Hom

N,Ga,S
 = {0} and the map δ defined by push-forward is split surjective. Furthermore, we
have a commutative diagram
Ext1

M,Hom

E(N),Ga,S
 −−−−→ Biext1M,E(N);Ga,S −−−−→ HomM, Ext 1E(N),Ga,S υ 
Ext1

M,Hom

W(N),Ga,S
 −−−−→ Biext1M,W(N);Ga,S −−−−→ HomM, Ext 1W(N),Ga,S
where the horizontal sequences come from [16, Ex. VIII, 1.1.4] and are exact on the left. The vertical maps are induced by
the morphismW(N) → E(N). Since the vertical maps on the right and on the left are injective by Remark 5.5(a) & (b), we
conclude that υ is injective.
Step II: Injectivity of λ: Since
Biext0S/S0

X,E(N);Ga,S
 ∼= kerBiext1S/S0(M,E(N);Ga,S) f→ Biext1S/S0(A,E(N);Ga,S),
where the map f is obtained by forgetting the trivializations ψ2 over X × E(N)H, such kernel maps injectively into
Biext0

X,E(N);Ga,S
 ∼= kerBiext1(M,E(N);Ga,S)→ Biext1(A,E(N);Ga,S).
Hence we have a canonical injection K

M,E(N),Ga,S
 → KA,E(N),Ga,S. Similarly we have an injection
K

M,W(N),Ga,S
→ KA,W(N),Ga,S. Hence we are reduced to proving that
λ′ : KA,E(N),Ga,S→ KA,W(N),Ga,S
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is injective. Let P ∈ Ker (λ′). It corresponds to a biextension of A and E(N) by Ga,S endowed with (i) a trivialization ζS0
over

A ×S E(N)
 ×S S0, (ii) an isomorphism φ with the trivial biextension since it lies inKA,E(N),Ga,S and (iii) with a
trivialization η over A×W(N) such that η×S S0 and ζS0 define the same trivialization over

A×W(N)×S S0 since λ′(P) = 0.
The trivialization

φ ×S S0

ζ−1S0 defines an element in Biext
0AS0 ,E(N) ×S S0;Ga,S0. Similarly consider φ|A×W(N)η−1 as
element of Biext0

A,W(N);Ga,S
 = BilA,W(N);Ga,S, i.e., it is a map A×S W(N)→ Ga,S that is a homomorphism in each
component. Its image in Bil

AS0 ,W(N)×S S0;Ga,S0

is the same as the image of

φ ×S S0

ζ−1S0 .
Note that Biext0

A,N;Ga,S
 ∼= Hom A,Hom N,Ga,S for N = W(N) and N = E(N). Furthermore, we have
Hom

W(N),Ga,S
 ∼= Hom E(N),Ga,S⊕ Hom OS W(N),Ga,S (10)
(cf. Remark 5.5) and the same over S0. We then get a direct sum decomposition
Biext0

A,W(N);Ga,S
 = Biext0 A,E(N),Ga,S⊕ Hom X,Hom OS W(N),Ga,S
and similarly over S0. Write φ|A×W(N)η−1 =: (α, β) in this decomposition. Its image in the group Biext0

A×W(N)×S S0;
Ga,S0

, using the analogous direct sum decomposition, is

φ ×S S0

ζ−1S0 , 0

. Thus, replacing φ with the trivialization
φ′ := φα−1 we get a trivialization of the biextension P such that φ′ ×S S0 = ζS0 , i.e., P is trivial in Biext1S/S0

A,E(N);Ga,S

which proves the injectivity of λ′. 
Proposition 5.7. LetM and N be 1-motives over T with T = S or S0. We have a direct sum decomposition
Biext0

W(N),W(M);Ga,T
 = Biext0 E(N),E(M),Ga,T ⊕ Hom E(N),Hom OT W(M),Ga,T 
⊕ HomE(M),Hom OT W(N),Ga,T ⊕ BilOT W(N),W(M),Ga,T  . (11)
Here, Hom OT (−,Ga,T ) stands for the homomorphisms as vector groups and BilOT (−,−,Ga,T ) stands for Ga,T -bilinear maps. The
morphismsW(N)→ E(N) andW(M)→ E(M) identify
Biext0(E(N),W(M);Ga,T ) ∼= Biext0

E(N),E(M),Ga,T
⊕ Hom E(N),Hom OT W(M),Ga,T 
and
Biext0(W(N),E(M);Ga,T ) ∼= Biext0

E(N),E(M),Ga,T
⊕ Hom E(M),Hom OT W(N),Ga,T 
in this decomposition.
These decompositions and identifications are functorial inM andN and in T . In particular, the groupBiext0S/S0 (W(N),W(M);G)
is a direct summand of Biext0S/S0

M,N;G for G = Ga,S or Gm,S functorially inM and N and in (S0 ⊂ S).
Proof. We have Biext0

W(N),W(M);Ga,T
 = Hom W(M),Hom W(N),Ga,T  by adjunction. By (10) we then get
Biext0

W(N),W(M);Ga,T
 = Hom W(M),Hom E(N),Ga,T ⊕ Hom W(M),Hom OT W(N),Ga,T  .
Analogously,
Hom

W(M),Hom

E(N),Ga,T
 = Biext0 W(M),E(N),Ga,T  = Hom E(N),Hom W(M),Ga,T 
= Hom

E(N),Hom

E(M),Ga,T
⊕ Hom OT W(M),Ga,T 
= Biext0 E(N),E(M),Ga,T ⊕ Hom E(N),Hom OT W(M),Ga,T  .
Since Hom OT

W(N),Ga,T

is a vector group scheme, we have
Hom

W(M),Hom OT

W(N),Ga,T
 = HomOT W(M),Hom OT W(N),Ga,T ⊕ HomE(M),Hom OT W(N),Ga,T 
= BilOT

W(N),W(M),Ga,T
⊕ HomE(M),Hom OT W(N),Ga,T 
where BilOT

W(M),W(N),Ga,T

is the group of Ga,T -bilinear maps. Putting everything together we get the claimed direct
sum decomposition which is functorial inM and N and in T . The last statement for G = Ga,S follows from the definition of
Biext0S/S0

M,N;Ga,S

. The statement for G = Gm,S follows from this and Corollary 5.4. 
5.4. The crystalline nature of the Poincaré biextension. Proof of Theorem 2.5
Let (S0 ⊂ S) be a locally nilpotent PD thickening. Let s0 : M0 → N0 be a morphism of 1-motives over S0. Let
M := [X → G] and N := [Y → H] be 1-motives over S deforming M0 and N0 respectively. Consider the morphisms
of motives
Id× ES(s∨0 ) : E

M
×S EN∨ −→ EM×S EM∨
ES(s0)× Id : E

M
×S EN∨ −→ EN×S EN∨ (12)
where ES(s0), ES(s∨0 ) are those in Theorem 2.1. Let PE(M) be the pull-back of the Poincaré biextension PM onM ×S M∨ to
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E(M)×S E(M∨) and letPE(N) be the pull-back of the Poincaré biextensionPN on N×S N∨ to E(N)×S E(N∨). CallP ′M (resp.
P ′N) the pull-back of PE(M) (resp. PE(N)) to E

M
 ×S EN∨ via the maps in (12). The pull-back of P ′M toWM ×S WN∨
admits a canonical trivialization ξM since it is obtained from the mapW

M
 → M which is the zero map by construction
and since PM|{0}×M∨ is canonically trivialized. Analogously, the pull-back of P ′N to W

M
 ×S WN∨ admits a canonical
trivialization ξN since the mapW

N∨
 → N∨ is the zero map. Moreover, by (9) we have a canonical isomorphism ρS0(s0)
between P ′M and P ′N over S0. Thus, P ′M

P ′N
−1 is a Gm,S-biextension of EM and EN∨ endowed with a trivialization ζ0
over S0 (induced by ρS0(s0)) and a trivialization ξ = ξMξ−1N overW

M
 ×S WN∨, defining the same trivialization as ζ0
overW

M0
 ×WN∨0 . It follows from Corollary 5.4, Propositions 5.6 and 5.7 that there is a unique trivialization ζS(s0) of
the biextension P ′M

P ′N
−1 deforming ζ0 and such that the component of
ζS(s0)|WM×SWN∨ξ−1 ∈ Biext0S/S0 WM,WN∨;Gm,S
in the factor Biext0S/S0

E

M

,E

N∨
;Gm,S of the decomposition analogous to (11) is 0. This produces an isomorphism of
biextensions of E(M) and E(N∨) by Gm,S
ρ := ρS(s0) : P ′M ∼−→ P ′N. (13)
It is characterized by the property that
ρ∗(ξN)ξ−1M ∈ Biext0S/S0

W

M

,W

N∨
;Gm,S
projects to 0 in the factor Biext0S/S0

E

M

,E

N∨
;Gm,S.
Lemma 5.8. The isomorphism ρ = ρS(s0) satisfies the requirements of Theorem 2.5.
Proof. Suppose we have morphisms of 1-motives over S0, s0 : M0 → M′0 and q0 : M′0 → M′′0 . Fix deformationsM,M′ and
M′′ ofM0,M′0 andM
′′
0 respectively. The pull-back of ρS(s0) along

Id× ES(q∨0 )

defines an isomorphism
ρ ′ : Id× ES(s∨0 ◦ q∨0 )∗(PE(M)) ∼−→ ES(s0)× ES(q∨0 )∗(PE(M′)).
Similarly the pull-back

ES(s0)× Id
∗
ρS(q0)

defines an isomorphism
ρ ′′ : ES(s0)× ES(q∨0 )∗(PE(M′)) ∼−→ ES(q0 ◦ s0)× Id∗(PE(M′′)).
Here, we use Theorem 2.1(i). Composing we get an isomorphism
ρ : Id× ES(s∨0 ◦ q∨0 )∗(PE(M)) ∼−→ ES(q0 ◦ s0)× Id∗(PE(M′′)).
The functoriality of the decomposition in Proposition 5.7 implies that the projection of ρ∗

ξM′′

ξ−1M in Biext0

E

M

,
E

(M′′)∨
;Gm,S is the sum of the images of (ρ ′)∗ξM′ξ−1M and of (ρ ′′)∗ξM′′ξ−1M′ . In particular, it is 0. Hence, ρ = ρS(q0 ◦ s0)
proving Property (i).
Property (ii) follows similarly using Theorem2.1(ii), Lemma5.9 and the additivity of the decomposition in Proposition 5.7.
Since (iii) holds for ES(s0) and ES(s∨0 ) by Theorem 2.1 and the decomposition in Proposition 5.7 is functorial on the base,
the isomorphism ζS(s0) also satisfies (iii). Since ρS(s0) is obtained from ζS(s0), then ρS(s0) satisfies (iii).
Assume that s0 deforms to a morphism s : M→ N. Then, s induces an isomorphism of biextensions

Id× s∨)∗(PM) ∼−→
s × Id)∗(PN); see Section 5.1. Pulling it back to E(M) ×S E(N∨) and due to Theorem 2.1(iv) it provides an isomorphism
of biextensions ρ(s) : P ′M ∼−→ P ′N. These biextensions have trivializations ξM and ξN over W(M) ×S W(N) and ρ(s)
preserves these trivializations being obtained by pull-back i.e., ξN = ρ(s)ξM. This implies that ρ(s) ◦ ρS(s0)−1 ∈
Biext0S/S0

E(M),E(N∨);Gm,S

is trivial, i.e., ρ(s) = ρS(s0). This proves Property (iv). 
Lemma 5.9. Let P be a biextension of group schemes A and B by G over S. Let f and g : C → B be group homomorphisms. Then,
we have a canonical isomorphism
IdA × (f + g)
∗
(P) ∼= IdA × f ∗(P)+ IdA × g∗(P),
where the latter is the composite biextension as in [16, Ex. VII, Section 2.5].
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Proof. LetµB (resp.µP,B) be the multiplication on B (resp. on P as G-extension of BA) and, for i = 1, 2, let pi : A×S B×S B →
A ×S B be the projection on the ith component of B. Then, µP,B defines an isomorphism of G-biextensions of A and B ×S B
from p∗1(P)+ p∗2(P) to

IdA×µB
∗
(P) ([16, VII, 1.1.3.2 & 1.2]). Pulling back via the morphism (f , g) : C → B×S Bwe get the
claimed isomorphism. 
5.5. The canonical pairing. Proof of Corollary 2.6
Let G,G′ be two S-group schemes and let P be a biextension of G,G′ by Gm,S . A ♮-structure on P (cf. [14, 10.2.7.2] is a
connection on the Gm-torsor P over G×S G′, such that the canonical morphisms
ν1 : p∗13P + p∗23P → (µ× Id)∗P , on G×S G×S G′,
ν2 : p∗12P + p∗13P → (Id× µ′)∗P on G×S G′ ×S G′
are horizontal; here pij denotes the obvious projectionmorphismandµ, (resp.µ′) the group lawonG (resp.G′). The curvature
∇ can be seen as the sum of a ♮-1-structure on P (i.e., a connection on the Gm-torsor P relative to G×S G′ → G′ such that
ν1, ν2 are horizontal) and a ♮-2-structure (analogous definition with the roles of G and G′ interchanged). ForM = [X→ G]
and N = [Y→ H] two 1-motives over S andP a Gm-biextension of the 1-motivesM and N, a ♮-structure is a ♮-structure as
Gm-biextension of G and H together with trivializations (as ♮-biextensions) of the pull-backs to X× H and G× Y.
Recall now that, if P denotes the Poincaré biextension of M and PE(M) its pull-back to the universal extensions, the
biextension PE(M) is endowed with a canonical ♮-structure ([14, 10.2.7.2], [5, Section 4]). More generally, given any Gm-
biextension P of 1-motives M and N there is a canonical ♮-structure on the pull-back PE of P to E(M) and E(N). This
♮-structure allows one to define a curvature form (cf. [14, 10.2.7.3])
Φ : TdR(M)⊗ TdR(N) −→ TdR(Gm) = Lie Gm. (14)
It is proven in [14, 10.2.7.4] that over a field of characteristic 0,PE admits a unique ♮-structure. This is no longer true over a
general base ([5, 3.11]). However, we will prove below that all ♮-structures on PE define the same curvature form.
Proposition 5.10. Let M and N be 1-motives over S. Let PE be a Gm-biextension of E(M) and E(N). If ∇ and ∇ ′ are two ♮-
structures on PE, then their curvature forms coincide.
Proof. Wemay suppose thatPE is the trivial biextension and∇ ′ = 0. Furthermore, working Zariski locally, wemay assume
that all locally free sheaves that we meet are indeed free. Let ∇ = ∇1 + ∇2 be the decomposition of ∇ in its ♮-1-structure
and its ♮-2-structure. Then ∇1 is associated to an invariant differential ω1 = ∑j Fjω1,j of the underlying Gm-extension of
E(M)G over E(N)H, where {ω1,j}j is a free basis of invariant differentials of E(M)G over S and Fj is (the pull-back of) a global
section of E(N)H. The horizontality of ν2 in the definition of ♮-structures, requires that Fj is ‘‘additive’’, i.e., it corresponds to
a homomorphism Fj : E(N)H → Ga. The triviality of its pull-back to E(M)G × Y implies that Fj maps Y to 0, i.e., it is indeed
a morphism Fj : E(N)→ Ga. Recall now the following diagram
Hom(E(N),Ga) −−−−→ Hom(W(N),Ga) −−−−→ Ext(N,Ga)
ι
  j
Hom(E(N)G′ ,Ga) −−−−→ Hom(W(N),Ga) −−−−→ Ext(H,Ga)
where the Coker (ι) = Ker (j) = Hom(Y,Ga), j is Zariski locally surjective and ι is injective. Recall also the splitting of
the upper horizontal sequence (cf. Remark 5.5) where the group on the right is isomorphic to HomOS (W(N),Ga). After
identifying, Zariski locally on S, the vector groupW(N)withGra for some integer r , the groupHomOS (W(N),Ga) is the additive
group of linear polynomials in the r variables x1, . . . , xr . The group Hom(W(N),Ga) consists of the so-called ‘‘additive
polynomials’’, i.e., to those polynomials
∑
I aIx
I such that−
I
aIxI ⊗ 1+
−
I
1⊗ aIxI =
−
I
aI(x⊗ 1+ 1⊗ x)I ,
with the obviousmulti-index notation, I ∈ Nr . The image of Hom(E(M′),Ga) in Hom(W(M′),Ga) corresponds then to those
additive polynomials where the indices I = (i1, . . . ir) satisfy |I| := ∑rh=1 ih ≥ 2. By a direct computation one checks that
the coefficients aI satisfy ihaI = 0 for all h = 1, . . . r . Hence taking the derivative, we get
d
−
|I|>1
aIxI =
−
|I|>1
aIdxI =
−
|I|>1
aI
r−
h=1
ihxI−ehdxh =
−
|I|>1
r−
h=1
ihaIxI−ehdxh = 0,
where eh is the multi-index with 1 at place h and 0 elsewhere. We conclude that dFj = 0 so that dFj ∧ ω1,j = 0 and hence
the curvature of ω1 is 0. Similarly one proves that the curvature of ω2 is trivial. 
Corollary 5.11. LetM be a 1-motive over S andP its Poincaré biextension. Deligne’s pairing in [5, Section 4] constructed via the
canonical ♮-structure ∇M on PE(M) could be constructed using any ♮-structure on PE(M).
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Proof of Corollary 2.6. Let now s0 : M0 → N0 be a morphism of 1-motives over S0. Let (U ⊂ Z) be in Scrys0 . Let M and N
be deformations ofM0 and N0 over Z . The pull-back via (Id× EZ (s∨0 )) of the canonical ♮-biextension on E(M)× E(M∨) by
Gm provides a ♮-biextension on E(M) × E(N∨) by Gm,Z . This defines a pairing TdR(M) ⊗ TdR(N∨) → Lie Gm,Z over Z , i.e., a
pairing
⟨ , ⟩s0 : Tcrys(M0)(U ⊂ Z)⊗ Tcrys(N∨0 )(U ⊂ Z)→ Tcrys(Gm)(U ⊂ Z).
It follows fromTheorem2.5 that the construction of the biextension above is crystalline in nature. Thanks to Proposition 5.10
the same holds for the associated pairing. Hence the above construction provides a pairing of crystals. It follows from
Theorem 2.5(i) and Corollary 5.11 that over (U ⊂ Z) the pairing given above is the same as the one defined by the ♮-
biextension of E(M)×E(N∨) by Gm given by the pull-back via EZ (s0)× Id of the canonical ♮-biextension on E(N)×E(N∨).
Thus, property (i) follows. Property (ii) holds by construction. Due to (i) and Remark 2.2(a) to show that ⟨ , ⟩s0 is a pairing of
filtered crystals, wemay assume that s0 = IdM0 . In this case, the fact that ⟨ , ⟩IdM0 respects weight filtrations follows because
Deligne’s pairing does by [5, Section 4.5].
5.6. Proof of Corollary 2.8
We use the notations and constructions of Section 4.2. Let s : M→ N be a morphism of 1-motives over S. In (8) we have
defined the Gauss–Manin connection on TdR(M) and TdR(N∨) via isomorphisms of OS′-modules
∇ ′M : OS′ ⊗OS TdR(M) = TdR(M2) −→ TdR(M1) = TdR(M)⊗OS OS′ ,
∇ ′N∨ : OS′ ⊗OS TdR(N∨) = TdR(N∨2 ) −→ TdR(N∨1 ) = TdR(N∨)⊗OS OS′ .
Let ⟨ , ⟩2 : TdR(M2) ⊗OS′ TdR(N∨2 ) −→ p∗2Lie Gm be the pairing in (14) associated to the curvature form of any ♮-structure
on (IdE(M2) × ES′(s∨))∗PE(M2); cf. Proposition 5.10. Analogously, let ⟨ , ⟩1 : TdR(M1) ⊗OS′ TdR(N∨1 ) −→ p∗1Lie Gm be the
pairing associated to the curvature form of any ♮-structure on the biextension (IdE(M1) × ES′(s∨))∗PE(M1). In order to prove
Corollary 2.8, it suffices to show that
⟨ , ⟩1 ◦ (∇ ′M ⊗∇ ′N∨) = ⟨ , ⟩2. (15)
By Theorem 2.5 we have a canonical isomorphism
PE(M2) → (ES′(IdM)× ES′(IdM∨))∗PE(M1)
of Gm-biextensions of E(M2) and E(M∨2 ) induced by ρS′(IdM). We then obtain isomorphisms
(IdE(M2) × ES′(s∨))∗PE(M2) ∼= (IdE(M2) × ES′(s∨))∗(ES′(IdM)× ES′(IdM∨))∗PE(M1)∼= (ES′(IdM)× ES′(IdN∨)∗(IdE(M1) × ES′(s∨))∗PE(M1)∼= (ES′(IdM)× ES′(s∨))∗PE(M1)
of Gm-biextensions ofE(M2) andE(N∨2 ). Due to Proposition 5.10, any ♮-structure on the first biextension induces the pairing⟨ , ⟩2. Choosing on the last biextension the ♮-structure given by pull-back of any ♮-structure on PE(M1) and taking the
associated curvature form, we obtain the pairing ⟨ , ⟩1 ◦ (∇ ′M ⊗ ∇ ′N∨). As the curvature forms associated to isomorphic
♮-biextensions coincide, we conclude that the pairings in (15) coincide. This proves the corollary.
6. Uniqueness results
As already stressed in Remark 3.4 the homomorphism ES(s0) in Theorem 2.1 is canonical but not unique in general. The
problem disappears when working with schemes S flat over Z. Indeed, any two such morphisms E(M) → E(N) will differ
by a homomorphism E(M) → ILie (E(N)) → Lie (E(N)) that is trivial (cf. Remark 5.5). Another case when the canonical
morphism is also the unique one is the case of adic rings which are flat over Z. More precisely,
(∗) Let A, I, γ ) be a ring with an ideal I endowed with divided powers. Assume that A is complete and separated with
respect to a sub-PD ideal P ⊆ I and that the induced divided power structure on the image of IAn, where An := A/Pn
for n ≥ 1, is locally nilpotent. Assume that A is flat as Z-module.
Put A0 := A/I and S0 := Spec (A0). Assume we are given compatible systems of deformations Mn and Nn over
Sn := Spec (An). WriteMn := [Xn → Gn]withGn extension of the abelian schemeAn by the torusTn andNn := [Yn → Hn]
withHn extension of the abelian scheme Bn by the torus T′n. Let s0 : M0 → N0 be a morphism of 1-motives over S0 inducing
morphisms α0 : X0 → Y0, β0 : A0 → B0 and γ0 : T0 → T′0.
Lemma 6.1. Let {Wn → Sn}n and {Un → Sn}n be a compatible system of vector groups. For every n ∈ N let HomOSn

Wn,Un

be the subgroup of the group of homomorphisms Hom

Wn,Un

as Sn-group schemes consisting of morphisms as vector groups.
Then,
lim∞←nHomOSn

Wn,Un
 ∼= lim∞←nHomWn,Un.
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In particular, with the notations above, we have
lim∞←nHom

E(Gn),Un
 = {0}.
Proof. Consider the second statement. Recall that Gn is an extension of an abelian scheme An by a torus Tn. Since An is
proper, we have HomSn

An,Un
 = 0. Since Hom(Tn,Un) = 0, we have Hom(Gn,Un) for every n ∈ N. Thus, we have the
exact sequence
0 −→ HomE(Gn),Un −→ HomW(Gn),Un δn−→ Ext1Gn,Un,
where δn is defined by push-forward. As explained in Remark 5.5 the latter identifies the subgroup HomOSn

W(Gn),Un

of Hom

W(Gn),Un

, consisting of homomorphisms of vector groups, with Ext1

Gn,Un

by the definition of universal
extension, so that we have a direct sum decomposition
Hom

W(Gn),Un
 ∼= HomE(Gn),Un⊕ HomOSn W(Gn),Un.
Thus, the claim follows from the first statement.
We now prove the first statement. Since it can be checked Zariski locally over S0, we may assume that Wn ∼= Gsa,Sn and
Un ∼= Gra,Sn . Moreover, working componentwise, wemay also assume that s = r = 1.Write Ga,Sn = Spec

An[T ]

with group
law T → T ⊗ 1 + 1 ⊗ T and zero section T → 0. A compatible system of endomorphisms ξn : Ga,Sn → Ga,Sn induces an
endomorphismξ of the additive formal group Spf(A⟨T ⟩) where A⟨T ⟩ is the ring of converging power series with respect to
the P-adic topology. The endomorphisms of the latter are of the form T → aT for some a ∈ A. Indeed, they are defined by
converging power series f (T ) = ∑n≥1 anT n such that∑n≥1 an(T ⊗ 1 + 1⊗ T )n − T n ⊗ 1 − 1⊗ T n = 0 which implies
that

n
i

an = 0 for every 1 ≤ i ≤ n − 1, i.e., since A is Z-flat, an = 0 for every n ≥ 2. Since ζn is obtained from ζ by
reduction modulo Pn, also ζn(T ) = a¯T and hence ζn is a morphism of vector group schemes. 
Proposition 6.2. There is a unique compatible system of morphisms {ζn(s0) : E(Mn)→ E(Nn)}n∈N of group schemes over Sn
such that ζn+1(s0) ≡ ζn(s0) over Sn for every n ∈ N and ζ0(s0) is the morphism of universal extensions induced by s0.
In particular, for any n ∈ N, ζn(s0) is the morphism ESn(s0) defined in Theorem 2.1.
Proof. The existence of such systems follows from Theorem2.1. If we prove that it is unique, the last statement follows from
Theorem 2.1(iii). Suppose that we are given two compatible systems of morphisms ζn : E

Mn
→ ENn and ζ ′n : EMn→
E

Nn

extending E(s0).
Step 1: We claim that any such system preserves the weight filtrations, i.e., ζn

Tn
 ⊆ T′n and ζnE(Gn) ⊆ E(Hn), and
similarly for ζ ′n, for every n ∈ N and that themorphismsTn → T′n,E(An)→ E(Bn) andE

Xn → 0
→ EYn → 0, induced
by ζn and ζ ′n on the graded pieces are the same.
W−2-part and induced map on Gr −2: The composite homomorphism
Tn → E(Mn)Gn → E(Nn)Hn → E
[Yn → Bn]Bn ,
where the map E(Mn)Gn → E(Nn)Hn is induced by ζn, is a morphism of group schemes which is zero map over S0.
Due to Section 5.2 it provides a morphism of group schemes Tn → Lie

E
[Yn → Bn]Bn that factors through
ILie

E
[Yn → Bn]Bn . The group scheme Lie E[Yn → Bn]Bn is Zariski locally over Sn isomorphic to the sum of copies
of Ga,Sn . Since the only morphism from a torus to Ga,Sn is the trivial one, it follows that the map Tn → E
[Yn → Bn] is
trivial so that ζn(Tn) ⊆ T′n. Since the morphisms of tori correspond to morphisms of their character groups and those are
determined by their behavior over S0, the induced map ζn : Tn → T′n is the unique one extending γ0 : T0 → T′0.
W−1-part and induced map on Gr 0: Consider the map E(Gn)→E
[Yn → 0] induced by ζn. Since it is zero over S0 and it
induces a compatible system of morphisms jn : E(Gn) → Yn ⊗ Ga,Sn , it follows from Lemma 6.1 that such a system is the
trivial one, i.e., jn = 0 for every n and, hence, ζn induces a map E(G)→ E(H). In particular, {ζn}n induces compatible maps
E
[Xn → 0]→ E[Yn → 0]. By Lemma 6.1 they aremorphisms of vector extensions in : E[Xn → 0]0 → E[Yn → 0]0
in degree 0. Since E
[Xn → 0]0 = Xn ⊗ Ga,Sn and E[Yn → 0]0 = Yn⊗ Ga,Sn , it follows that in is determined by its values
on Xn, i.e., by the map of lattices Xn → Yn. The latter is uniquely determined by its behavior over S0. We conclude that in is
unique.
Induced map on Gr −1: Suppose we have two compatible systems of morphisms of group schemes an and a′n : E(An) →
E(Bn) such that a0 = a′0. Then, a′n − an defines a compatible system of morphisms E(An) → ILieE(Bn) ⊆ E(Bn) and
a′0 − a0 = 0. Any such system is trivial by Lemma 6.1 so that an = a′n for every n ∈ N. Thus, the map E(An) → E(Bn)
induced by ζn does not depend on the system of morphisms {ζn}n.
Step 2: Suppose that we are given compatible systems of morphisms ζn and ζ ′n : E

Mn
 → ENn deforming ES0(s0),
preserving the weight filtrations and inducing the same systems of morphisms on the graded pieces Tn → T′n, E(An) →
E(Bn) and E

Xn → 0
→ EYn → 0.
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In particular, themaps ζ ′n−ζn on E(Gn)→ E(Hn) factor via a compatible system ofmorphisms E(An)→ T′n reducing to
0modulo S0. It follows from Section 5.2 that this is defined by a compatible system ofmorphismsE(An)→ ILieT′n ⊂ LieT′n
which is 0 over S0. Any such system is trivial by Lemma 6.1 so that ζ ′n = ζn on E(Gn). Thus, ζ ′n − ζn factors via a compatible
system of morphisms E
[Xn → 0]0 → E(Hn) reducing to 0 over S0 and mapping Xn to 0. Thanks to results in Section 5.2
this is defined by a compatible system of morphisms E
[Xn → 0]0 → ILieE(Hn) ⊂ Lie (Hn) which are 0 on Xn. It
follows from Lemma 6.1 that there is a homomorphism of vector groups E
[Xn → 0]0 → Lie (Hn)mapping Xn to 0. Since
E
[Xn → 0]0 = Xn ⊗ Ga,Sn any such map must be 0. We conclude that ζn = ζ ′n for every n ∈ N. 
This completes the proof of [1, 4.2.1]. In particular there exists a canonical isomorphism TdR(M) ∼= Tcrys(Mk) for M a
1-motive over the Witt vectors of a perfect field k of positive characteristic p > 2.
7. Motivic definition of the Manin map. Proof of Proposition 1.1
Webriefly recall the definition of theManinmap following [12, Section 4]. Let S be a smooth irreducible curve over a field
k of characteristic 0, let A be an abelian scheme over S and fix a section x ∈ A(S), distinct from the zero section 0 of A. Let
Zx ⊂ A be the closed subscheme {x} ∪ {0}. We let Ω•A/S,Zx be the complex defined as the kernel of the homomorphism
Ω•A/S → Ω•Zx/S . Denote by HidR(A/S, Zx) the ith hypercohomology group of the complex Ω•A/S,Zx . It is endowed with a
connection, the Gauss–Manin connection. One proves that the exact sequence of complexes
0→ Ω•A/S,Zx → Ω•A/S → Ω•Zx/S → 0
provides a short exact sequence of sheaves
0→ OS → H1dR(A/S, Zx)→ H1dR(A/S)→ 0
and that the morphisms in the sequence are compatible with the connections. In this way one gets a map, theManin map,
MA,Man : A(S) −→ Ext1S

H1dR(A/S),∇A

,

OS, d

,
defined as above for sections different from 0 and sending 0 to the trivial extension. One proves that it is a group
homomorphism (cf. [12, Thm. 1.4.1]). Its kernel coincides with the subgroup of A(S) of the so-called constant sections (cf.
[12, Thm. 1.4.3]). This result plays a fundamental role in Manin’s proof of Mordell’s conjecture over function fields. In the
following sections we will generalize this construction to 1-motives.
7.1. The motivic Manin map and its realizations
Let M = [u : X → G] be a 1-motive over any base scheme S. Define an S-valued point of M to be a homomorphism
Z→ M in the bounded derived category of sheaves on the fppf site of S. We have isomorphisms
M(S) = HomDb(fppf )(Z,M) ∼= Ext1Db(fppf )(Z[1],M) ∼= Ext1−Mot(Z[1],M) ∼= Ext11−Mot(M∨,Gm), (16)
whose composite
MM : M(S)→ Ext11−Mot(M∨,Gm)
will be called themotivic Manin map. The last isomorphism in (16) is defined by Cartier duality. The isomorphism between
Ext1Db(fppf )(Z[1],M) and the group of extensions Ext1−Mot(Z[1],M), in the category of 1-motives, follows by remarking that
the ExtnDb(fppf ) groups of fppf sheaves correspond to Yoneda n-fold extension classes and that any Yoneda extension of the
complex Z[1] by the complexM is represented by a 1-motive.
If we tensor the groupM(S) of S-valued points ofMwith Q, we have a more explicit description. Indeed,
Lemma 7.1. We haveM(S)⊗Z Q =

G(S)/X(S)
⊗Z Q.
Proof. Consider the exact sequence
X(S) −→ G(S) −→ M(S) −→ HomZ,X[1] = Ext1Z,X = H1(Sfppf,X).
It suffices to show that H1(Sfppf,X) is a torsion group. This group coincides with H1(Set,X) since X is étale over S so that
X-torsors are themselves étale. If S ⊂ S ′ is a finite, étale, Galois extension with group GwhereX becomes constant, we have
H1(S ′et,X) = 0 by [16, Prop. VIII.5.1]. Thus, H1(Set,X) = H1(G,X) (Galois cohomology) which is torsion since G is a finite
group. 
Thus, the isomorphismMM ⊗Z Q has the following description: suppose we are given an S-valued point y ofM. Thanks
to Lemma 7.1, possibly after taking a multiple of y, we may assume that it comes from a point x ∈ G(S) andMM(y) is the
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pull-back of the extensionMG(x) via the mapM∨ → G∨. More concretely, letM(x) be the 1-motive defined byX⊕Z→ G
which is u on X and sends Z ∋ 1 → x. Note thatM(x) is an extension of [Z→ 0] byMwhich depends, up to isomorphism,
only on the class of x in G(S)/X(S). Passing to Cartier duals we getMG(x) = M(x)∨ as extension ofM∨ by Gm,S .
By Proposition 2.4 the Hodge realization functor TZ is exact and functorial. Hencewe get immediately fromMM its Hodge
realization, i.e., the Hodge–Manin map
MM,Z : M(S) −→ Ext1VMHS/San

TZ(M∨), Z

.
Similarly one gets the crystalline Manin map
MM,crys : M(S) −→ Ext1Scrys

Tcrys(M∨),OcrysS

because the crystalline realization functor Tcrys is exact by Lemma 4.1 and functorial.
Analogously, suppose that S is a smooth scheme over a scheme T . Taking the de Rham realizations with the Gauss–Manin
connection, which is functorial by Section 4.2 and exact by Lemma 4.1, we get a map
MM,dR : M(S) −→ Ext1S

TdR(M∨),∇M∨

,

OS, d

called the de Rham–Manin map for the 1-motiveM.
Proposition 7.2. The homomorphismMM is functorial inM and in S. The mapMM,dR is a group homomorphism functorial inM
and if S varies in the category of schemes flat over Z, it is also functorial in S.
Proof. We have already remarked thatMM is functorial inM and in S. The functoriality ofMM,dR inM follows from the fact
that TdR with the Gauss–Manin connection is functorial inM by Section 4.2(a). There remains only to check thatMM,dR is a
group homomorphism and that it is functorial in S for S flat over Z. Let N and N′ be two Gm-extensions ofM∨ and denote by
N′′ their sum. It is defined by N′′ = ∆∗M∨ ◦ µGm∗(N⊕ N′) where∆M∨ is the diagonal morphismM∨ → M∨ ×M∨ and µGm
is the multiplication map on Gm. By the functoriality of TdR and the Gauss–Manin connection, we get that the Gauss–Manin
connection on the de Rham realization of N′′ is obtained via pull-back along TdR(M∨)→ TdR(M∨)⊕ TdR(M∨) and push-out
along the productOS⊕OS → OS of the sumof TdR(N)⊕TdR(N′), each termbeing endowedwith its Gauss–Manin connection.
Hence,MM,dR is a group homomorphism. If S flat over Z, then [1, 3.4.2] holds (see Section 6) and E(M∨) is functorial in S. In
particular, TdR(M∨) is functorial in S and we are done. 
7.2. Comparison with the classical Manin map
Before proving Proposition 1.1, we need the following
Lemma 7.3. Let S ′ → S be an étale morphism with S ′ affine and (L,∇L) a locally free module with integrable connection on S.
The base-change homomorphism
Ext1S

L,∇L

,

OS, d
→ Ext1S′ L,∇L⊗OS OS′ , OS′ , d
is injective.
Proof. The map is injective when S ′ → S is an open immersion with S ′ non-empty by [12, Cor. 1.1.3]. Thus, on replacing
S with an open dense subscheme we may assume that S ′ → S is finite and étale of degree n. Note that an extension class
(H,∇H) over S (resp. H ′ := H ⊗OS OS′ over S ′) is trivial if and only if the same holds for its dual (H∨,∇∨H ) ([12, p.397]),
i.e., if and only if there exists a section a ∈ H∨ (resp. in H ′∨) which is horizontal with respect to ∇∨H and maps to 1 ∈ OS
(resp. 1 ∈ O′S). Let (H∨,∇∨H ) ∈ Ext1S

OS, d

,

L∨,∇∨L

such that H
′∨ is trivial, i.e., it admits a section a′ ∈ H′∨ horizontal
w.r.t.∇∨H ⊗OS OS′ mapping to 1 ∈ OS′ . Let a be 1n times the trace of a′ with respect toO′S/OS . It is an element of H∨ such that∇∨H (a) = 0 and it maps to 1 ∈ OS . Hence, (H∨,∇∨H ) is the trivial class as claimed. 
Lemma 7.4. Let S be a smooth connected affine curve over a field k of characteristic 0. Proposition 1.1 holds true if for any
A = Jac (C/S) with C → S a smooth, proper and geometrically connected curve and any x ∈ A(S) that is the difference of two
sections s and t : S → C such that s ∩ t = ∅ one hasMA,Man(x) =MA,dR(x).
Proof. LetA be an abelian scheme over S. Note thatA is the quotient of a Jacobian Jac (C/S) of a smooth proper curve C → S.
Furthermore, every S-valued point ofA lifts, after a possible étale extension S ′ → S, to an S ′-valued point of Jac (C/S). Using
the functoriality ofMA,dR andMA,Man in A and in S and Lemma 7.3, it suffices to prove that Proposition 1.1 holds assuming
that A = Jac (C/S).
Passing to an étale extension S ′ → S we may also assume that C → S is geometrically connected and admits a section
s : S → C . Let g be the genus of C . Since the map Cg → Jac (C/S) given by (P1, . . . , Pg) → (P1 − s) + · · · + (Pg − s) is
surjective, passing to an étale extension S ′ → S and using the fact thatMA,dR andMA,Man are group homomorphisms, we
may assume that A = Jac (C/S) and x is the difference x = t − swith t : S → C an S-section.
The map
Ext1S

H1dR(A/S),∇A

,

OS, d
→ Ext1S′ H1dR(A/S ′),∇A, OS′ , d
is injective for S ′ ⊂ S open non-empty by [12, Cor. 1.1.3]. Passing to an open non-empty subset S ′, we may then assume
that either s = t or s ∩ t = ∅. In the first case x = 0 and there is nothing to prove since MA,dR and MA,Man are group
homomorphisms. 
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Proof of Proposition 1.1. In view of Lemma 7.4 we may assume that A = Jac (C/S) with C → S a smooth, proper and
geometrically connected curve and that x ∈ A(S) is the difference of two sections s and t of C over S such that s ∩ t = ∅.
Using the point s we get a closed immersion C → A which provides an isomorphism H1dR(A/S) ∼= H1dR(C/S) compatible
with the Gauss–Manin connections on the two sides. Via this identificationMA,Man(x) is an extension ofH1dR(C/S) by

OS, d

.
Let Z ⊂ C be the closed subscheme defined by s ∪ t and put W := C\Z . Let H1dR(W/S) be the hypercohomology of the
complexΩ•C/S

log Z

. Thus,H1dR(W/S) is endowed with a Gauss–Manin connection, cf. [12, p. 404], which is an extension of
(OS, d) byH1dR(C/S). It follows from [12, Prop. 1.5.5] that such an extension is dual toMA,Man(x) (with the dual connection)
on identifying H1dR(C/S) ∼= H1dR(C/S)∨ by Poincaré duality. Let A(x) = [x : Z → A]. Note that TdR

A(x)

is the dual of
TdR

A(x)∨

(with the dual connection) by Corollary 2.8. It is an extension of (OS, d) ∼= TdR([Z → 0]) by H1dR(A∨/S). The
principal polarization on A allows one to identify H1dR(A
∨/S) ∼= H1dR(A/S) ∼= H1dR(C/S) (compatibly with the connections).
Thus, to conclude the proof of Proposition 1.1 it suffices to prove Lemma 7.5 below. 
Lemma 7.5. We have TdR

A(x)
 ∼= H1dR(W/S) compatibly with Gauss–Manin connections and as extensions of (OS, d) by
H1dR(C/S).
Proof. By construction TdR

A(x)

is the OS-module with connection associated to the crystal Tcrys

A(x)

. We proceed as
follows:
Step I. Let (U ⊂ U ′) ∈ Scrys. In Section 7.3we construct a sheaf Pic logcrys,0C/U ′ for the fppf topology ofU ′with a 1-step filtration
given by Pic crys,0C/U ′ ⊂ Pic logcrys,0C/U ′ , functorial in (U ⊂ U ′). We then prove that Tcrys

A(x)

(U ⊂ U ′) coincides with Lie Pic logcrys,0C/U ′
as a filtered crystal over Scrys; see (18).
Step II. Let C logcrys be the locally nilpotent log-crystalline site of C with logarithmic structure associated to Z ⊂ C;
cf. [17, Section 5]. We prove that we have an isomorphism of filtered crystals Lie Pic logcrys,0C/U ′ ∼= H1logcrys

C ×S U/U ′

. Here,
H1logcrys

C ×S U/U ′

is endowed with the filtration
H1crys

C ×S U/U ′
 ⊂ H1logcrysC ×S U/U ′.
Note that H1logcrys

C×SU/U

isH1dR(W×SU/U) compatiblywith the filtration given byH1dR(C×SU/U) ⊂ H1dR(W×SU/U).
We are then left with the task of proving that the integrable connection on H1dR(W ×S U/U), arising from the crystal
(U ⊂ U ′) → H1logcrys

C ×S U/U ′

,
is the Gauss–Manin connection. This is the word by word transposition from the crystalline context to the log-crystalline
context of [6, V.3.6.3 & V.3.6.4]. 
7.3. Pic logcrys,0
Let (U ⊂ U ′) ∈ Scrys. For X → U ′ a homomorphism of schemes, let H1crys(X/U ′) := H1(X,OX/U ′,crys). Define Pic logcrysC/U ′ to
be the sheaf for the fppf topology on U ′ associated to the presheaf whose value on an fppf morphism T → U ′ is the group
H1

C ×S T ,O∗C×ST/T ,logcrys

. Assume that C admits a deformation as a smooth projective curve π ′ : C ′ → U ′ over U ′ and that
s′, t ′ ∈ C ′(U ′) deform s and t; this holds for U affine. Put Z ′ := s′ ∪ t ′.
Because of the equivalence between the category of crystals on the locally nilpotent log-crystalline site C logcrys and
the category of invertible sheaves endowed with an integral connection in [17, 6.2],[6, IV 1.6.5], we have a canonical
isomorphism between Pic logcrysC/U ′ and the sheaf Pic
♮−log
C ′/U ′ for the fppf topology on U
′ associated to the presheaf whose value on
an fppf morphism T → U ′ is the group of invertible sheaves of OC ′×U ′ T -modules endowed with an integrable connection
relative to T and with log-poles along Z ′ ×U ′ T cf. [17, Thm. 6.2]. The group of such connections on the trivial sheaf OC ′×U ′ T
is in bijection with H0

C ′ ×U ′ T ,Ω1C ′×U ′ T/T (log Z
′ ×U ′ T )

. In particular, we have an exact sequence
0→ π ′∗

Ω1C ′/U ′(log Z
′)
 −→ Pic ♮−logC ′/U ′ −→ Pic C ′/U ′ ,
where the sheaf on the left associates to an fppf morphism T → U ′ the group
π ′∗

Ω1C ′/U ′(log Z
′)

(T ) ∼= π ′ ×U ′ T∗Ω1C ′×U ′ T/T (log Z ′ ×U ′ T )(T ).
Since C ′ is a smooth, proper and geometrically connected curve over U ′ and since Z ′ consists of two disjoint sections of C ′,
the sheaf ofOU ′-modulesπ ′∗

Ω1C ′/U ′(log Z
′)

is locally free so that it defines a vector group. Let Pic ♮−log,0C ′/U ′ be the inverse image
of Pic 0C ′/U ′ . Let furthermore Pic
logcrys,0
C/U ′ ⊂ Pic logcrysC/U ′ be the inverse image of Pic 0C/U ⊂ Pic C/U via the composition of maps
Pic logcrysC/U ′ → Pic logcrysC/U → Pic C/U . Then, for a fixed deformation π ′ : C ′ → U ′ as above, we have Pic ♮−log,0C ′/U ′ ∼= Pic logcrys,0C/U ′ and
we have an exact sequence
0 −→ π ′∗

Ω1C ′/U ′(log Z
′)
 −→ Pic ♮−log,0C ′/U ′ −→ Pic 0C ′/U ′ −→ 0.
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The surjectivity amounts to saying that every invertible sheaf on C ′×U ′ T , algebraically equivalent to 0, can be endowedwith
a connection. The obstruction for this defines amap Pic 0C ′/U ′ → R1π ′∗

Ω1C ′/U ′(log Z
′)

. SinceΩ1C ′/U ′(log Z
′) is a relative Cartier
divisor on a smooth, proper and geometrically connected curve C ′ → U ′, it follows that the sheaf R1π ′∗

Ω1C ′/U ′(log Z
′)

is
an invertible OU ′-module and so it defines a vector group. In particular, the obstruction map defines a morphism from
Pic 0C ′/U ′ , which is an abelian scheme over U
′, to a vector group which is an affine scheme relative to U ′. We conclude that
the obstruction map vanishes. Arguing as in [19, Section II.1.5] one gets an isomorphism of crystals
Lie Pic logcrys,0C/U ′ = Lie Pic logcrysC/U ′ ∼= H1logcrys

C ×S U/U ′

.
Taking Z = ∅ in the foregoing construction, we get the definition of Pic crys,0C/U ′ . The pull-back from the crystalline site of C/U ′
to the log-crystalline site of C/U ′ induces maps Pic crys,0C/U ′ → Pic logcrys,0C/U ′ , and H1crys

C ×S U/U ′
 → H1logcrysC ×S U/U ′, and
gives the commutative diagram
Lie Pic crys,0C/U ′
∼−→ H1crys

C ×S U/U ′
 
Lie Pic logcrys,0C/U ′
∼−→ H1logcrys

C ×S U/U ′
 (17)
If one fixes a deformation π ′ : C ′ → U ′ and sections s′, t ′ ∈ C ′(S ′) as above, the map Pic crys,0C/U ′ → Pic logcrys,0C/U ′ is the natural
map Pic ♮,0C ′/U ′ → Pic ♮−log,0C ′/U ′ . Both group schemesmap surjectively onto Pic 0C ′/U ′ and the inducedmap on kernels coincidewith
the map of vector groups associated to the injective morphism of OU ′-modules
π ′∗

Ω1C ′/U ′
 −→ π ′∗Ω1C ′/U ′(log Z ′).
In particular, themap Pic ♮,0C ′/U ′ → Pic ♮−log,0C ′/U ′ is a closed immersion. Thus, the vertical arrows in (17) are injective aswell. LetIs
be the kernel of the morphism OC/U ′,logcrys → s∗(OU/U ′,logcrys) and similarly for It . They are locally free sheaves of OlogcrysC/U ′ -
modules. Consider the natural map u : Z → Pic logcrysC/U ′ sending 1 to I−1t Is. If we fix a deformation, via the identification
Pic ♮−log,0C ′/U ′ ∼= Pic logcrys,0C/U ′ , then u(1) belongs to Pic logcrys,0C/U ′ and corresponds to the invertible sheafOC ′(t ′− s′)with its standard
derivation. In particular, u factors via u : Z→ Pic logcrys,0C/U ′ . Themap Z→ Pic ♮−log,0C ′/U ′ identifies Pic ♮−log,0C ′/U ′ as a vectorial extension
ofM′ := Z → Pic 0C ′/U ′ sending 1 → t ′ − s′. Analogously, Pic ♮,0C ′/U ′ is a vectorial extension of Pic 0C ′/U ′ . By universality we
get a map of complexes v : E(M′)→ Z→ Pic ♮−log,0C ′/U ′ , sending EPic 0C ′/U ′ to Pic ♮,0C ′/U ′ . Since it is an isomorphism fibrewise
over the closed points of U ′ by [4, Lemma 4.5.2], it is an isomorphism. Note thatM′ is a deformation of A(x) = [x : Z→ A],
identifying Pic 0C/S ∼= A = Jac (C/S) via the principal polarization on A. Hence, TdR(M′) = Tcrys

A(x)

(U ⊂ U ′). In view of
Remark 3.4 the isomorphism v is compatible for different choices of deformations with the isomorphisms of Theorem 2.1.
We thus get an isomorphism of filtered crystals
Tcrys

A(x)

(U ⊂ U ′) ∼= Lie Pic logcrys,0C/U ′ (U ′). (18)
By construction it is functorial in U ⊂ U ′.
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