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本講義の構成概観
? 知識発見とデータマイニングとは？
? データマイニングの現状と傾向
? データマイニング実用の現状
? データマイニング応用技術の高度化
構造データマイニング
? データマイニング（知識発見）の展望
2007年10月 大阪大学産業科学研究所 鷲尾隆 3
知識発見とデータマイニングとは？
? 流行だがどんなものかを正確に把握している
人は少ない．
? データマイニング≠知識発見？
? 統計やデータベース検索との関係は？
多分に私見を混じえるが，素朴な疑問について
考えたい．データマイニング研究の進展が急な
ので，概念自体が急速に変化を遂げている．
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知識発見とデータマイニング
２つのＫＤＤ
? Knowledge Discovery and Database
? １９９０年代前半まで．人工知能（機械学習）研究者とデータベース研
究者が一緒に立ち上げた．
ＨＤやネットワークに蓄積される膨大データから何か有用な事柄を見
つけられないか？
従来手法が適用できるだろうと統計研究者はあまり関与しなかった．
? Knowledge Discovery and Data mining
? １９９０年代の半ば，メモリやＨＤの容量増大からデータベースアルゴ
リズムよりもデータ解析手法に重点移動．
現実の膨大データでは，統計手法が多くが仮定するデータ分布の均
一性が成立しない．
一様な砂浜で磁石を引きずると砂鉄が集まるのとは違い，掘る
場所により全然違ったものが見つかる考古学の発掘現場のよう．
1996年 U. Fayadd: Data mining
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知識発見とデータマイニング
Knowledge Discovery and Data mining
? データ解析手法の研究に重点移動
? 人工知能（機械学習）研究者
? 統計研究者
? 膨大データの不均一性
? データをある程度均質な分布のセグメントに分解
? 各セグメントについて適切なモデリングや解析
この２つの機能がデータマイニング
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知識発見とデータマイニング
データマイニング（知識発見）と検索，統計の関係
情報検索
要素技術：データベースやネットワーク，検索（サーチ）
機能内容：膨大なデータから欲しい個別知識を探し出す
統計解析
要素技術：確率・統計学，統計的手法
機能内容：データが表す全体傾向知識を把握する
データマイニング
要素技術：機械学習，データマイニング固有技術，統計
機能内容：膨大なデータに隠されているが役立ちそうな
部分的傾向知識を発見する
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知識発見とデータマイニング
現状のデータマイニング
? 以下の２つの総称
? 非均質で膨大なデータを比較的均質なデータの
セグメントに分割する機能
? セグメント毎の最適予測か知識発見を行う解析機能
? 統計風に言えば
? 時間などの連続量や地域性・ライフスタイルなどの記号（ノミ
ナル）量，及びそれらの組み合わせをパラメータないしはパラ
メータベクトルとし，複雑に統計的性質が変化するデータを対
象としたデータ解析技術．
? 統計的性質の変化がパラメータの解析的関数で書ける場合
は少なく，多分にノンパラメトリックで離散構造数学的な解析．
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知識発見とデータマイニング
データマイニングの多様性
? 知識発見：
? あくまでも導出結果から，人間が解釈して知識と
して重要なものを選び取ることが目的．
通常，統計的有意性検定を課さないで，粗いフィ
ルタリングに留める．
? 統計的有意性と人間の解釈可能性が必ずしも一致す
るとは限らない．
? 人間がデータを追加収集し検討・解析したり，他の実
験や専門的知見によって検証する余地を残す．
? 人間が必要に応じて統計的有意性検定を実施．
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知識発見とデータマイニング
データマイニングの多様性
? 知識発見：
? データのセグメント化の妥当性と発見すべき部分的知識
の妥当性はニワトリと卵の関係．人間の解釈も含めた探
索的な検証が必要．
? データマイニングが人間に提供するのは，人間が処理し
きれない膨大・複雑なデータからの網羅的な知識の候補
や仮説の導出．最終的な知識発見は人間に委ねられる．
? 解析対象データや導出規則を人間に分かりやすく表示す
るヒューマンインターフェイスも，知識発見の重要な研究
分野の１つである．
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知識発見とデータマイニング
データマイニングの多様性
? 最適予測：
? 統計的手法による予測と同様，予測結果につい
て，各種精度指標による性能評価やクロスヴァリ
デーションによる予測の妥当性，安定性検証など
が行われる．
? 予測手法の性質上，過学習（オーバーフィッティ
ング）を生じない場合には，クロスヴァリデーショ
ンを省略する場合もある．
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知識発見とデータマイニング
データマイニングの多様性
? 対象データ：
? データ数：
? 数千から数千万個までという広い範囲にまたがる．
? データの形式：
? 数値，ノミナルな記号，天体写真のような画像，ホームページのような
自然文やタグ・リンク付きハイパーテキスト，遺伝子配列のような系列，
半順序を表す木構造，化学式のようなグラフなど
? データ品質：
? ノイズの多寡，欠測値がの多寡，実験や調査の制約上の不可避的に
強いデータバイアス，解析目的が遂行可能な品質や内容のデータか
どうかは事前に分からないことが多い．
? データ前処理：
? 型通りの手法に適用できるように多大な労力を要する．形式変換，
データ項目の取捨選択，欠測値の補完（人間が介在する場合もある），
他データからの新たなデータ項目生成など．
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知識発見とデータマイニング
データマイニングの多様性
? データマイニング過程：
? データマイニング手法：
? 荒く数えても数十種類を超えるデータマイニング手法が提
案され用いられているなかから，データの形式，構造，品
質，目的に応じて，適切な手法の選択が必要．
? データ収集体制：
? 目的達成の度合いに応じて対象データを取り替えたり，データ収集に
まで遡ってやり直す場合もある．その際には，データ収集を行う現場
業務の改革にまで踏み込まなければならないこともしばしば．組織論
までが関係してくる．
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データマイニング（知識発見）とは何か？ ＝総合工学の１つ
Fayyad(1996)が提案したデータマイニングの過程
データ
パターン
知識
選択
前処理
変換
データマイニング
解釈／評価
目的データ
前処理済データ
変換後データ
データウェアハウシング
クリーニング
更に外側には業務改革や組織論
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データマイニング（知識発見）とは何か？ ＝総合工学の１つ
? トップダウン階層的分析
特定製品の
セール戦略策定
? スパイラル的分析
多品種売上データから
のセールス機会発見
? 発散的分析
新製品や新サービスの
開発ヒントの発見
ある投資信託
を売るには？
営業チャ
ンネル
商品
特性
顧客
ニーズ
広告
効果
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本講義の構成概観
? 知識発見とデータマイニングとは？
? データマイニングの現状と傾向
? データマイニング実用の現状
? データマイニング応用技術の高度化
構造データマイニング
? データマイニング（知識発見）の展望
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データマイニングの現状と傾向
? データマイニング作業の８割以上は，データの
選択，前処理，変換，結果の解釈・評価，データ
収集系の再構築や組織改革
データマイニング手法自体はほんの一部を構成
? データマイニング手法自体も荒く数えて数十種類
を超える
最近の実応用を代表する
幾つか手法研究を述べる．
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決定木：ID3, C4.5, C5.0, CART, CHAID, QUEST, 
Pseudo Decision Tree, Option Tree, 
ファジイ決定木，２次元領域の抽出決定木，
機能拡張決定木
ニューロ：BP, MLP, RBF   ベイジアンネット
クラスタリング：コホーネン，K-means，Ward法，
コンドルセ手法，概念クラスタリング
相関ルール：Apriori, Generalized Rule Induction,
順序アソシエーション，複数時系列
統計的手法：重回帰分析，ロジスティック回帰分析，
判別分析，主成分・因子分析
テキストマイニング,Concept Base Search,記憶ベース推論
多様なデータマイニング手法
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データマイニングの代表的手法
? 帰納的決定木学習法（知識発見）
クラス値の分布の偏りを評価する指標：情報量や情報量変化率など
例）治療薬による検査値の分類例
メインテート錠投与量
3000以上のデータ 3000未満のデータ
治療薬と検査値のデータ
BNP
正常,        灰色,          高い
次にこれを全データと見て分類の際，
情報量利得が最大になる条件属性を
探す．
次にこれを全データと見て分類の際，
情報量利得が最大になる条件属性を
探す．
ノルバスク錠投与量
4000以上のデータ 4000未満のデータ
ある程度１つの値に揃
ったり，データ数が少なく
なったら分類を停止する． 以上を繰り返す．
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データマイニングの代表的手法
? バスケット分析（知識発見）
? 対象データ
? 例）コンビニエンスストアのデータベース
? 各顧客の購入商品情報
? 相関ルール(Association Rule)：仮説
? 食料品a，日用品bを購入した顧客はそれらに加
えて食料品bも購入しやすい．
顧客1={食料品a,食料品b,日用品b,...}
顧客n={食料品a,飲料水a,日用品b,...}
トランザクション
アイテム
ピッ！
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データマイニングの代表的手法
? バスケット分析
? 相関ルール: B => H, ただし B⊂H.
? Body B:
例) {食料品a ∧ 日用品a}
? Head H: 
例) {食料品a ∧ 日用品a ∧ 食料品b}
? 食料品aと日用品aを買う顧客は，
それらに加えて食料品bを購入しやすい．
支持度：sup(H)=N(H)/Ntotal
確信度：cof(B=>H)=sup(H)/sup(B)
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データマイニングの代表的手法
? アンサンブル学習（最適予測）
? 最適予測問題を解く手法
? 複数の分類学習器をパラレルに組み合わせて
単一よりも高い予測精度を得る
? 各々の正答率が５割以上の分類学習器を集めて
多数決や平均で予測値を決めれば，正答率はよ
り高くなる単純な原理
? Bagging
データ 決定木 決定木 決定木
ランダムデータ
サンプリング
多数決や平均
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データマイニングの代表的手法
? アンサンブル学習（最適予測）
? Boosting
? Co-Training
データ
決定木に多様性を持たせる
多数決や平均
正答できない事例
を重点学習
正答できない事例
を重点学習
決定木 ベイジアンネット
データ
教師つき
教師なし
より確信度の高い
方の答えで相手を
トレーニング 確信度の高い方を出力
性質の違う分類学習器
ある程度経験のある違う専門家
同士で，得意な事例の推定回答
を教え合う
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データマイニングの代表的手法
? ＳＶＭ(Support Vector Machine)（最適予測）
データ ××
××
×
××
×
× ×
○
○ ○
○
○
○
○
○○
×
× ×
××
×
×
×
○○
○○
○
○
○
○ ○
実データ空間Ｚ
非線形な分布
高次元（無限次元）空間Ｈ
超平面で判別可能な分布
最接データの内積距離
（マージン）を最大化
(Xi,yi)
yi={１,-1}
y=sgn{∑yiαiφ(Xi)+b}
φ(Xi)
i
カーネル関数：K(X,Xi)=φ(X) ・φ(Xi)
例）ラジアルベース関数:exp(-|X-Xi|2/c)
判別なのでオーバーフィッティングがない，カーネルを使うと高速計算
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データマイニングの代表的手法
? SVM:空間へ構造の導入
Kondor, R.I. and Lafferty, J.: Diffusion Kernels on Graphs and Other 
Discrete Input Space, ICML'02, pp.315--322, 2002.
? 次元間にラティスや木などの幾何学的構造関係を与えて内積
距離を計算
K(X,Xi)=φ(X) ・φ(Xi)  ⇒ KH(X,Xi)= φ(X) eHφ(Xi)
Hは次元間の関係を表す構造行列（力学系でいう
ハミルトニアン，拡散系でいう経路行列） ⇒
系列，木構想，完全グラフなどの拡散経路については
KHの解析解が分かっている．
? ユークリッド空間上ではなく拡散経路上の内積距離
文書の段落や文中の単語出現関係、ハイパーテキストの
タグ関係をグラフで表してグラフ構造上の距離を計算すると、
文書判別精度が向上
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データマイニングの代表的手法
? 構造データマイニング（知識発見）
A
B
A
G
–1つのグラフを1つのトランザク
ションと考え，多くのトランザク
ションに現れる多頻度パターン
の抽出．
B
A
B
A
G A
A A
H
B
A
G A
F
A
A
BB
A
G B ・ ・ ・
BF
海外のシステム：
SUBDUE, WARMR, MolFea, FSG
我々のシステム：
GBI, AGM
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データマイニングの代表的手法
AGM (Apriori-based Graph Mining)の成果
応用例：化学分野と共同研究
遺伝子の変異原性物質の化学分子部分構造同定
N+
O-
O
H
N+
O-
O
変異原性高
変異原性低
MOL
ファイル
ＡＧＭ
化学者の知見
＋
結果の
選択
[16] 松本, 田辺: ニューラルネットワークによる有機塩素化合物の発ガン性予測, 
JCPE Journal, 11, 29-34 (1999) 日本コンピュータ化学会ご提供
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科学的知識発見手法
実験データの中に法則式が満たす数学的許容性
に適合する関係を探索
尺度に基づく実験系の科学的法則発見（知識発見）
我々のシステム：SDS (Smart Discovery System）
p
q
r
s
t
u
v
w
f=ma
ht=h1+h2
f=Gm1m2/r2
a4u+v=b4 a5v+w=b5
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用語による混乱の問題
? 各学問領域固有の用語の問題
データマイニングにも固有の用語が多数．
? 属性 ：特徴量や説明変数
? クラス ：目的変数
? 支持度 ：出現頻度（確率と頻度の違いは微妙）， ．．．．．．．
? 外来語の和訳の問題
? AssociationとCorrelation：相関
? Correlation：物事の間に存在する関係
物理的関係：Ａが起こればＢが起こる，Ａが起きなければＢも起きない．
? Association：記憶や想像の中で何らかの繋がりをもつこと
共起の観察関係：
ＡとＢは共に起き易い．Ａが起きなくてもＢが起きる可能性はある．
? 結果の取り扱いの問題
? 一般にデータマイニングで得られる規則や傾向はあくまで仮説．
客観的事実かどうか，現実に当たって検証（統計的検証も含む）
する必要がある．
2007年10月 大阪大学産業科学研究所 鷲尾隆 29
本講義の構成概観
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データマイニングの適用事例
金融分野
・マーケティング分野
潜在的な住宅ローン申し込み顧客の推定，
顧客に応じた銀行商品の適切な組み合わせ
（クロスセールス）の設計提示支援，
生命保険の潜在的解約候補顧客の発掘，
効果的なダイレクトメール宛先候補顧客の発掘
・業務特化分野
消費者ローン与信審査の半無人化ルールの発掘，
リスク細分型の自動車保険の設計提示支援，
証券顧客と営業マンとのトラブル予測，
社債格付け推測，クレジット・カードの不正利用パターン推定
流通・小売分野
薬局チェーン販売データからの優良顧客の発掘，
投入時立ち上がり売れ行きデータに基づく新製品販売予測，
新製品のヒット要因分析，品物の売れ行き要因分析，
牛乳販売量の予測，消費者購買行動パターンの分析，
種々の販促条件下における併売パターンの分析
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データマイニングの適用事例（つづき）
製造分野
ホームページでの顧客意見収集による
次世代新製品開発（カスタマーリレーションマーケティング），
顧客の製品クレーム情報と製造情報の突き合わせによる
設計・製造現場への品質管理要求発掘
製造現場の製造条件と製品検査結果の突き合わせによる
製造工程の改善
通信分野
ホームページ閲覧情報からの個別顧客の
プロファイリングと顧客傾向分析，
電話回線網管理のための負荷状況把握や障害診断，
電話網使用需要マーケティングのための通信トラフィックデータ
分析，
顧客の通話パターンによる通話回線不正使用検出，
計算機システムへのアクセスログに基づく不正アクセス検出
製薬・化学
化学物質の生理活性分析
薬品物質の副作用可能性分析
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決定木の実用例
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消費者金融における顧客与信管理システム
消費者金融会社 の例
マイニングされる知識が備えるべき条件
１．実際の業務担当者が理解できる
経営者や業務現場の言葉で表現すること
(Communicability)
２．知識が表す内容は行動として実行可能であること
(Actionability)
３．知識に更に人間の知見を加えてより強力なものにできること
(Intensifiability)
４．知識が容易に管理できること
(Managability)
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消費者金融における顧客与信管理システム
マイニング手法の選択
顧客の格付け分類問題 基本は分類問題
複雑な非線形性が存在する
線形スコアリングや線形判別手法では困難
ニューラルネット（非線形関数）判別手法
Communicability, Actionabilityの壁
機械学習（ＡＩ）の分類学習手法であるＩＤ３を使用
非線形性を扱いやすい
分類ルールが分かりやすい
（ Communicability, Actionability が高い）
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消費者金融における顧客与信管理システム
分類学習手法ＩＤ３の基礎
母集団データ：顧客属性とその顧客の貸し倒れデータ
顧客をセグメンテーションできる
様々な顧客属性により母集団データをクラス分類
（クラス：貸し倒れ率が高い、普通、低い）
情報エントロピ＝Σpi log pi
クラス情報エントロピーが少なくなるようにデータ分類
ツリー状に分枝分類していく
生成されたツリーは顧客与信格付けの分類ルール
不安定、重複、不要ルールの枝狩り
ツリーをルールとして表現しなおす
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消費者金融における顧客与信管理システム
年収
職業 運転履歴
AAA          AA             A
年齢 既婚未婚
全顧客データ
最
大
nレ
ベ
ル
ま
で
の
深
さ
貸し倒れ率や審査結果による格付け
ある程度以上
複雑だと理解
できず、与信
行為に結び
つかない。
Communicability
Actionability
ルール
高い低い
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決定木とは
? Classification（分類）問題
? 分岐統括法を採用
? 未知の対象を相互に重ならない有限個
（事前に数は分かっている）のクラスの１
つに割り当てる．
? 知識表現
? データの表現：属性とその値のペア
? 決定木の各ノードで判定，分岐
? 最後に辿りつくノード（葉）が結論
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属性
デ
ー
タ
A B C …. Z
1
2
3
N
...
a1 N c1 z1
a2 Y c1 z2
zNaN YcN
a3 N c2 z3
決定木
C
C1
B
Y N
X
Y
N
Y N
優
可
X
良
C2
C3
属性選択
情報エントロピー
の最小化
実用的にはデータ百万，
属性千以下
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訓練例（ゴルフデータ）
Quinlan, J. R. 1986 , `Induction of decision trees',  Machine Learning  1, 81--106. 
Reprinted in Shavlik and Dietterich (eds.) Readings in Machine Learning.
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簡潔な決定木
Quinlan, J. R. 1986 , `Induction of decision trees',  Machine Learning  1, 81--106. 
Reprinted in Shavlik and Dietterich (eds.) Readings in Machine Learning.
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複雑な決定木
Quinlan, J. R. 1986 , `Induction of decision trees',  Machine Learning  1, 81--106. 
Reprinted in Shavlik and Dietterich (eds.) Readings in Machine Learning.
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? 訓練データから構築できるすべての決定
木を数え上げることはNP困難（属性の数
に対して組合わせ爆発が生じる）．
? あるパスについて見た場合，属性の全て
が使われるわけではない．
? 訓練例に矛盾データがない場合，正しい
決定木は多数ある．
? 訓練データが説明出来るだけでは十分で
はない．まだ見ないテストデータに対して
予測精度のいいものが欲しい．
? データに内蔵する本質をつかんだ決定木
が欲しい．
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? 理解しやすいものがいい．それには簡単
な決定木ほどいい．
? 訓練データに対する予測誤差が同じであ
れば，モデルは簡単なほどよい（これを
オッカムの剃刀と言う）．
? ノード数の小さい決定木を簡単に構築す
る分岐統括(Divide-and-Conquer)アルゴリ
ズムが実際的．
? このアルゴリズムで簡単な決定木がいつ
も構築できる保証はないが，経験的によ
い決定木が得られることが知られている．
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Divide-and-Conquer（分岐統括）
DT(D)
属性Ajの選択
データDを属性Ajで部分集合Diに分類
For 各部分集合Di
While クラスの数 > 1
DT(Di)
end_while
end_for
アルゴリズムの大要
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情報量関数 データ集合からランダムに選択したデータの
クラスを同定するのに必要な平均情報量を表す関数で，不
純度関数の条件を満足する．
Info(P(C1); P(C2); ; ; ; :P(CK )) = -
K
k = 1
P(Ck ) log2 P(Ck )
分割による情報量の利得(Informat ion Gain)は
Gain(A) = -
K
k= 1
P(Ck ) log2 P(Ck ) +
J
j = 1
j
K
k= 1
P(Cj k ) log2 P(Cj k )
Σ
Σ ΣΣ
代表的属性選択関数：情報量利得（他，利得比，Giniなど）
P(Ck ) =
nk
N
(k = 1; :::; K ); P(Cj k ) =
nj k
Nj
(k = 1; :::; K );
属性値で
分割後の
分布
属性値で
分割前の
分布
Q
j =
Nj
N
(j = 1; :::; J );Qただし
属性Aの
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表１の例： N = 14; n1 = 9; n2 = 5であるから
Info = -
9
14
log2
9
14
-
5
14
log2
5
14
= 0.940 bi ts．
属性Outlookは値sunny, overcast , rainを取り，n11 = 2; n12 = 3; n21 =
4; n22 = 0; n31 = 3; n32 = 2であるから，Infoはそれぞれ，0.971, 0,
0.971 bitsとなり，
Gain(Out look) = 0.940 - 5
14
X 0.971 + 4
14
X 0 + 5
14
X 0.971
= 0.940 - 0.694 = 0.246 bi ts，
同様に
Gain(Temperature) = 0.029 bi ts:
Gain(Humidity) = 0.151 bi ts:
Gain(Windy) = 0.048 bi ts:
となり，Gainが最大の属性はOutlook．
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連続量の取り扱い(C4.5)
? 属性の値が連続の場合でも具体的な
データは有限個の値しかとらない．値の
順にソート．属性Aの値 {v1, v2, ..., vm}
訓練例（学習に使用）
? m-1個の閾値の選択の問題．
? 一般には中点を採用 li= (vi+vi+1)/2
? Ｃ４．５では全訓練データ（学習に使うのは
その一部）の中の値で中点を越えない最
も中点に近いものを採用．
クラスの値はデータ
に対してしか分から
ない．
? 最適（情報量利得[Gain]など）な2分割点を探索
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❥賃金交渉データ：属性の値の数 14，学習に使った
訓練データ 40，全訓練データ 57．
（２分割）
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消費者金融における顧客与信管理システム
開発上の中間目標：
与信サンプルデータによる顧客セグメンテーション
・経験によって培われてきた与信判断基準を顧客属性
からなるルールで再現可能かどうか
・与信リスクの最適化を図る与信ルールを構築できるか
顧客属性変数
他社残債件数、他社残債金額、未婚既婚、居住区分、入居年数、
月額家賃・月額住宅ローン、家族構成、職業、勤続年数、
税込み年収、、、、、
顧客分類変数
良客、軽度延滞、不良客、貸し倒れ、融資不可
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消費者金融における顧客与信管理システム
データについて
融資実行データ 約４５００件
内訳：良客と軽度延滞 約３５００件
不良客と貸し倒れ 約１０００件
良2000件 不良250件
判別誤率：５～１０％
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消費者金融における顧客与信管理システム
自動融資審査端末
クレームに対する説明
分類ルールの深さはnレベルまで限定
知識を理解、行動へ結合、管理しやすい
顧客への説明責任を果たせる
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決定木の実用例(2)
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治療におけるパラダイムシフト
経験則
医師個人の経験に基づいた
治療法の選択。いわゆる「さじ
加減」による治療。
ＥＢＭ
Evidence
Based
Medicine
実際の裏付けのあるEvidence
に基づいた治療法の選択。
我々と医師研究者（国立循環器病センター）の共同研究成果
科学的根拠に基づく治療（ＥＢＭ）
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大規模比較試験（治験など）
治療（薬剤）の効果判定のため、条件を満たす比較的多数の対
象を「評価対象となる治療をする群」と「評価対象となる治療をし
ない群」に無作為に分別し、評価項目（治療効果・入院・死亡な
ど）について前向きに観察・評価を行う試験。
対象
治療Ａ（＋）
治療Ａ（－）
観察・ 評価
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従来の統計的調査
患者 所見 検査 治療 経過
ー ー ー ー ー
ー ー ー ー ー
ー ー ー ー ー
データ
経過
経過
治療A
治療B
結果？
群分け
（条件設定）
条件設定時に
結果の予見が必要
全体傾向の把握まで
特異点（相乗効果・相殺効果）
の分析が上手くできない
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従来の心不全治療
＊ジゴキシン
＊利尿剤
＊ACEI
＊β遮断薬
＊ARB
など
大規模
大規模
大規模
大規模
大規模
薬剤の選択
組み合わせは？
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組み合わせの爆発
均一なグループ分けを必要とする従来の大規模スタディーでは
ジギタリス
利尿剤
ACEI
β遮断薬
ARB
ジギタリス
利尿剤
ジギタリス
ACEI
ジギタリス
β遮断薬
ジギタリス
ARB
ジギタリス
利尿剤
ACEI
ジギタリス
利尿剤
β遮断薬
ジギタリス
利尿剤
ARB
ジギタリス
ACEI
β遮断薬
ジギタリス
ACEI
ARB
ジギタリス
β遮断薬
ARB
ジギタリス
利尿剤
ACEI
β遮断薬
ジギタリス
利尿剤
ACEI
ARB
すべての組み合わせについて検証することは不可能である。
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多剤併用の落とし穴（Val-HeFT）
ACEI
placebo
β遮断薬
placebo
ARB
placebo
?
Val-HeFT
ARB
placebo
ARB
placebo
ACEI・β遮断薬
併用患者
その他の患者
SOLVD
CONSENSUS
CIBIS-II
MERIT-HF
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医療情報の活用
患者 所見 検査 治療 経
過ー ー ー ー
ー
ー ー ー ー
ー
ー ー ー ー
ー
データ
データマイニング
定性的に分的傾向や非線形効果を発見
発見情報
統計的分析手法
部分傾向や非線形効果のデータに絞って
定量的に分析
データベース
個別の注目すべき
事例の抽出
慢性心不全の新しい 治療法
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データマイニング手法：分類決定木の使用
クラス値の分布の偏りを評価する指標：情報量や情報量変化率など
例）治療薬による検査値の分類例
メインテート錠投与量
3000以上のデータ 3000未満のデータ
治療薬と検査値のデータ
BNP
正常,        灰色,          高い
次にこれを全データと見て分類の際，
情報量利得が最大になる条件属性を
探す．
次にこれを全データと見て分類の際，
情報量利得が最大になる条件属性を
探す．
ノルバスク錠投与量
4000以上のデータ 4000未満のデータ
ある程度１つの値に揃
ったり，データ数が少なく
なったら分類を停止する． 以上を繰り返す．
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解析の概要：データと目的
? 心疾患患者の入院時投薬データ
? 国立循環器病センターの治療歴データ
? 各入院単位のデータがセットで１つのレコード
? 目的変数
? ４つの検査データ
? BNP, LAD, %FS, LVDd
? 説明変数
? 原因疾患
? 百数十種類の投薬品名と量
? データ数：２７４個
? 各目的変数個別と説明変数の組み合わせの
条件パターンを見る
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前処理の概要：目的変数の離散化
? 数値目的変数：BNP, LAD, %FS, LVDd
? 通常の判定の定義
? BNP：正常値20以下、高い200以上、
その中間はグレーゾーン
? LAD：低い25以下、正常値25～40、
グレーゾーン40～45、高い45以上
? FS ：低い25以下、グレーゾーン25～30、正常値30以上、
? VDd: 正常55以下、グレーゾーン55～60、高い60以上
疾患を持っている患者のデータなので、大半は正常値以外である。
従って、正常値以外の部分も幾つかの段階に分けた方がいい。
そこでヒストグラム解析により、全体の分布を見て正常値以外の
部分も含め段階分けを行った。
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前処理の概要：説明変数の扱い
? 集約グループの一覧
Βー受容体遮断薬, 冠状動脈拡張剤, アデノシン増強薬, カルシウム拮抗薬,
不整脈用剤, 昇圧剤, アンギオテンシン変換酵素抑制剤（ACE阻害剤）, 
α受容体遮断剤, アンジオテンシンⅡ受容体拮抗剤, 強心剤, 
血小板凝集抑制剤, 血液凝固阻止剤, 抗アルドステロン薬, 利尿剤, 
糖尿病治療薬（インシュリン製剤）, 糖尿病治療薬（経口血糖降下剤）, 
糖尿病治療薬（α―グルコシダーゼ阻害剤）, 高脂血症用剤, 利胆剤, 
抗甲状腺剤, 甲状腺ホルモン製剤
159種類の投薬品名、量変数は、事例数に対して相対的に多い。
投薬品種２１グループに集約
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Rules for BNP
BNP：Nnormal:[0,20]，Gray:(20,200],High:(200,1000],
ABHigh:(1000,2000],     VYABHigh):(2000,∞)
強心剤 =< 0.5
血小板凝集抑制剤 =< 0
健胃消化剤（制酸剤） =< 0
消化性潰瘍用剤 =< 1.67 -> Gray
消化性潰瘍用剤 > 1.67 -> Normal
健胃消化剤（制酸剤） > 0 -> High
血小板凝集抑制剤 > 0 -> Gray
強心剤 > 0.5 (6.0, 0.833) -> High
消化性潰瘍用剤 =< 0.16 -> High
消化性潰瘍用剤 > 0.16 -> Gray
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ビタミン剤 =< 0
アンジオテンシンⅡ受容体拮抗剤 =< 0
糖尿病治療薬（α―グルコシダーゼ阻害剤） =< 0
抗アルドステロン薬 =< 0.333
カルシウム拮抗薬 =< 0
--------------------------------------------
アンギオテンシン変換酵素抑制剤 =< 0.16  -> ABLow
アンギオテンシン変換酵素抑制剤 > 0.16   -> Normal
--------------------------------------------
カルシウム拮抗薬 > 0 -> Normal
---------------------------------------------
抗アルドステロン薬 > 0.333 -> Low
糖尿病治療薬（α―グルコシダーゼ阻害剤） > 0 -> Normal
アンジオテンシンⅡ受容体拮抗剤 > 0 -> Normal
ビタミン剤 > 0 -> Normal
Rules for %FS
%FS：ABLow:[0,14], Low(14,25], Gray:(25,30], Normal:(30,∞) 
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発見された知識のまとめ
β-blocker
Ca blocker
ACEI
ARB
坑アルドステロン
抗血小板
スタチン
強心剤
αグルコシダーゼ阻害薬
消化性潰瘍剤
潰瘍治療薬
制酸剤
○
△
△
-
×
○
△
×
-
○
○
×
-
○
○
○
×
-
-
×
○
-
-
-
○
-
-
-
-
×
-
-
-
-
-
-
BNP %FS LVDd
以前からの知識
新しい 知識
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バスケット分析の実用例
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顧客からの製品クレーム情報に基づく
製造現場対応情報提供システム
顧客
ヘルプデスク
系列サービス会社
DB パレート分析・ワイブル分析
などの統計的分析手法
クレーム内容原因
の確認・検証
製造部門
設計部門
フィードバック
市場品質監視システム（三菱電機）
(Field Quality Watchdog System)
不具合や改良点
の原因は多様で
単一原因とは限
らない．
改良CRTディスプレィ
現実にはデスク
や会社から連絡
があった頻出あ
るいは重大な問
題のみを分析・
フィードバック
潜在的問題
従来：
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技術的仕様検討
ヘルプデスク・系列
サービス会社部門
DB
製造部門・設計部門
DB
｛製品型名，製造番号，
クレーム内容}
{製品型名，製造番号,出荷日，
製造条件，使用部品，部品納入先，
設計仕様変更情報｝
{製品型名，製造番号，出荷日，製造条件，使用部品，
部品納入先，設計仕様変更情報，クレーム内容｝
利用可能なデータベース内容の調査・検討
この例では幸いにもデータは質・量・内容とも十分であった。
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技術的仕様検討
バスケット分析の採用：相関ルールを導出する
例）仕入先Ａの部品１，仕入先Ｂの部品２＝＞画面ちらつき
高速なマイニングを実現するためにApriori Algorithmを採用
現状適用技術と課題及び解決技術の調査・検討
パレート分析・ワイブル分布分析
多数項目のあらゆる組み合わせとクレーム・修理内容
について実施適用することは困難（組み合わせ爆発）
各クレーム・修理内容に関係する因子項目
組み合わせを計算機で洗い出す技術の採用
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技術的仕様検討
バスケット分析の基礎
?対象データ
例）データベース
各顧客の購入製品とクレーム・修理情報
?相関ルール: B ⇒ H
条件部 B:  例){使用部品a & 仕入先c}
結論部 H:  例){異常症候d}
使用部品a，仕入先cを使用したロットは
それらに加えて異常症候dを起こしやすい．
顧客1={製品型名a,使用部品b,異常症候d,...}
・・・・・
顧客n={使用部品a,部品仕入先c,製造条件f,...} DB
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? 相関ルール
? B（条件部，Body） ⇒ H（結論部，Head） ただし，B⊆ H
? 支持度 (Support)
? 確信度 (Confidence)
? 最低支持度，最低確信度
? ユーザによって与えられ，最低支持度，最低確信度以上
の相関ルールのみを取り出す．
? 多頻度アイテム集合(Frequent Itemset)
? 最低支持度を越える支持度を有するアイテム集合．
sup(I)=
アイテム集合 I を含むトランザクションの数
全トランザクションの数
)(
)()(
B
Hsup
B
HHBconf
sup
==⇒
ンの数を含むトランザクショ
ンの数を含むトランザクショ
バスケット分析の基礎
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? 例) 支持度
?全トランザクション数 TrN(T)=1000
? Body B:{食料品a ∧ 日用品a}を含む
トランザクション数 TrN(B)=150
=> sup(B)=TrN(B)/TrN(T)=150/1000=0.15
? Head H: {食料品a ∧ 日用品a ∧ 食料品b}
を含むトランザクション数 TrN(H)=50
=> sup(H)=TrN(H)/TrN(T)=50/1000=0.05
? 例) 確信度
? conf(B => H)=sup(H)/sup(B)=0.05/0.15=1/3
バスケット分析の基礎
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Aprioriアルゴリズム
? アイテムの順序関係
? item1<item2<….<itemk-1<itemk<itemk+1
? 多頻度アイテム集合の抽出
? 2つの多頻度アイテム集合
Pk= {item1,item2,….,itemk-1,itemk}                                
Qk= {item1,item2,….,itemk-1,itemk+1}                             
の和集合により
Rk+1={item1,item2,….,itemk-1,itemk,itemk+1}
? 多頻度アイテム集合の必要条件
? もし 最低支持度 ≦ sup(A)                                            
ならば 最低支持度≦ sup(A) ≦sup(Aの部分集合)
? 多頻度アイテム集合の部分集合はすべて多頻度アイテ
ム 集合である．
バスケット分析の基礎
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相関ルールの生成・抽出基準
? 相関ルールの生成（閾値による）
? sup(H)>l-sup ただし l-sup:最低支持度
この時Hを多頻度アイテム集合という
? conf(B=>H)>l-conf ただし l-conf:最低確信度
? 相関ルールのフィルタリング操作
（統計的に自明なルールの削除フィルタによる）
? 1) conf(B => BR)<sup(R)ならばB => BRを削除
? 2) conf(AB => ABR)<conf(B => BR)ならば
AB => ABRを削除
? 3) conf(B => ABR)=conf(B => BR)ならば
B => BRを削除
? 4) conf(B => BR) ×conf(B => AB) > conf(B => ABR) 
ならばB => ABRを削除
バスケット分析の基礎
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Database
{1,3,4}
{2,3,5}
{1,2,3,5}
{2,5}
{1} {2} {3} {4} {5}
2 13 3 3
{1,2} {1,3} {2,5}{1,5} {2,3} {3,5}
11 222 3
{2,3,5}
2
{2,5}
{2,3}
{3,5}
最低支持度=2
{2,5}⇒{2,3,5}
sup=2/4=50%
conf=2/3=66.6%
バスケット分析の基礎
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バスケット分析による市場品質監視システム
? ある程度少ないロットに関する重要品質問
題まで発見するために，最小支持度を小さ
くして分析すると，非常に多くの相関規則
が導出され（７５９個），把握困難．
? 殆どが製品型名や交換部品，クレーム内
容など，着目しなければならない項目を含
んでおらず無価値．
適用性検討：実際にツールプログラムを開発し，
データに適用し，更なる問題点を洗い出す．
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バスケット分析による市場品質監視システム
? 問題点克服のための手法カスタマイズ
? 顧客データの各項目を２種類に区別
? 目的条件：アイテム集合の中に少なくとも１つは含まな
ければならない条件 （例：製品型名，交換部品）
? 説明条件：目的条件からなるアイテム集合と相関が高
ければ，そのアイテム集合を説明する有用な情報を含
むと考えられる条件 （例：症状，製造日付，顧客名）
? 更に，共通の目的条件を説明する多頻度アイテ
ム集合が表す条件については論理和を取る．
? 最終的に得られる相関ルールを少数に整理．
説明条件a=>目的条件d，説明条件b=>目的条件d
説明条件a or 説明条件b=>目的条件d
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データマイニング成果
? カスタマイズしないバスケット分析では７５９個
もの無意味なもの含む把握困難な相関規則が
導出された．
? カスタマイズしたバスケット分析では十分個別
分析可能な２８個の重要候補条件規則に絞り
込まれた．
? 分析の品質を落とさず網羅的かつ俊速に問題
発見可能
バスケット分析による市場品質監視システム
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本講義の構成概観
? 知識発見とデータマイニングとは？
? データマイニングの現状と傾向
? データマイニング実用の現状
? データマイニング応用技術の高度化
構造データマイニング
? データマイニング（知識発見）の展望
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創薬における副作用候補分析支援システム
リスク警告
活性プロファイル
知識ベース
HOMO, LUMO,
Dipole, LogP 部分構造
マイニング 類似薬品検索
治験薬構造活性データベース
前処理
データ
ベース
不活性
活性
生理活性構造
O-
N+
O
N
N
S
H
H
H
N +
O
O -
O
O
HH
H H
H
新薬品
予想外
副作用？
我々と化学者（日本化学会）の共同研究成果
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多頻度部分グラフ抽出手法ＡＧＭ
AGMアルゴリズム：
大量グラフ集合データから一定以上頻出する部分グラフを完全探索
変異原性を有する化学物質構造の例
0
500
1000
1500
2000
2500
3000
5 7 9 11 13 15
部分グラフの平均サイズ
多
頻
度
部
分
グ
ラ
フ
パ
タ
ー
ン
数
0
500
1000
1500
2000
2500
3000
3500
4000
計
算
時
間
[
s
e
c
]
複雑な部分グラフ探索には
数時間、時には数週間の計算を要する
－AGM：高速に多頻度部分グラフを完全性に
探索する手法の提案
－それに基づく変異原性データのマイニングの実行
[16] 松本, 田辺: ニューラルネットワークによる有機塩素化合物の発ガン性予測, 
JCPE Journal, 11, 29-34 (1999) 日本コンピュータ化学会ご提供
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グラフ構造データマイニングにおける定義
? トランザクション
? 誘導部分グラフ(Induced Subgraph)
A
B
D
DB
C
A A
誘導部分グラフ
B
C
A
トランザクション
[16] 松本, 田辺: ニューラルネットワークによる有機塩素化合物の発ガン性予測, 
JCPE Journal, 11, 29-34 (1999) 日本コンピュータ化学会ご提供
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? 支持度(support)
? 多頻度グラフ
全トランザクション数
ン数て含むトランザクショを誘導部分グラフとしグラフGsup(G) =
CCCl
sup(G) > 最小支持度
マイニングパラメータ
グラフ構造データマイニングにおける定義
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グラフマイニング手法AGM(Apriori-based Graph Mining)
グラフの表現方法
? 隣接行列
? ノードの種類の順序関係
? N1<N2<….<Np<….       Np : ノードの種類
? Coding
? code(Xk)=x1,2x1,3x2,3x1,4…xk-2,kxk-1,k
v3
v2 v4
v1
N2
N2N1
N1
0  2  0  1
2  0  0  1
0  0  0  2
1  1  2  0
v1 v2 v3 v4
v1
v2
v3
v4
N1N1N2N2
X4= code(X4)=200112
vi: ノードID
Lq: リンクの種類
L1
L2L1L2
L1=1 L2=2
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? 正準形：グラフ同型問題を効率よく処理
? 正規形の中にも同じグラフ構造を表現する隣接
行列が存在する．
? あるグラフを表現する隣接行列の中でコードが最
小の隣接行列を正準形とする．
vi: ノードID
v3v1
v2
v1v3
v20  0  1
0  0  1
1  1  0
v1 v2 v3
v1
v2
v3
0  1  1
1  0  0
1  0  0
v1 v2 v3
v1
v2
v3
code=011 code=110
正準形
ＡＧＭのグラフ構造マイニング原理
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ＡＧＭのグラフ構造マイニング原理
? 2つの多頻度グラフXk，Ykを結合することに
よって多頻度グラフ候補Zk+1を生成する．
Xk-1 x1
x 2T 0
Xk=
Xk-1 y1
y 2T 0
Yk= Zk+1= Xk
y1
y 2T 0
zk,k+1
zk+1,k
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? 頻度の計算
トライの各接点は，正準形へのポインタを持つ．
正準形：ある同じグラフを表現する隣接行列の中で，codeが最小の行列．
root
0
0  0
0  0
0  1
1  0
0  0  0
0  0  0
0  0  0
0  0  0
0  0  1
0  1  0
0  0  1
0  0  0
1  0  0
0  0  1
0  0  1
1  1  0
0  1  1
1  0  0
1  0  0
0  1  1
1  0  1
1  1  0
000        001        010        011        110        111
ＡＧＭのグラフ構造マイニング原理（５）
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まとめ
1-candidate subgraph
1-frequent subgraph
2-candidate subgraph
2-frequent subgraph
3-candidate subgraph
3-frequent subgraph
DB 最小出現頻度=2
ＡＧＭのグラフ構造マイニング原理：現状世界最速
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ＡＧＭの高速化とマイニングの成果
１箇所のノード以外が共通な構造を持つ２つの多頻度部分グラフを逐次合成拡張
結合種類と計算時間：AGM＋は改良手法
成果 NO2基とHが引き合いNO2基が
ベンゼン環平面と同じになる。
RNA２重螺旋に入りこみやすくなり、
遺伝子を傷つける要因となる。
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ニトロ芳香族化合物の変異原性
高いLogP AND高いLUMO AND
(A≠H)
条件
高い低い変異原性
AGMカスケードモデルマイニング法
A
A
A
N+
O-
O
H
N+
O-
O
発見された部分構造
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分布と事例の視覚化?仮説生成
隣接置換基
の立体障害
ニトロ基の芳香環
平面からのズレ
活性の低下
LUMO
オルト置換基
水素基 非水素基
Histogram
Binned LUMO
n
y
-3.768 - -2.508-2.508 - -1.499-1.499 - -0.529
10
25
40
55
10
25
40
55
ＬＵＭＯ
変
異
原
性
の
強
さ
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O
O
Cl
ClCl
Cl N+
O-
OH
H H
N+
O–á
O
H
H
H H
H
水素以外
水素
NO2基とHが引き合いNO2基がベンゼン環平面と同じになる。
RNA２重螺旋に入りこみやすくなり、遺伝子を傷つける要因となる。
ニトロ芳香族化合物の変異原性
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本講義の構成概観
? 知識発見とデータマイニングとは？
? データマイニングの現状と傾向
? データマイニング実用の現状
? データマイニング応用技術の高度化
構造データマイニング
? データマイニング（知識発見）の展望
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データマイニングツールの現状（１）
現状の市販ツールベンダー（ＯＳでいうマイクロソフトのような商用版）
SAS, SPSS, 富士通，日立，日本IBM，日本SGI，
日本ユニシス，東芝，数理システム，スポットファイア
現状の市販ツールのサポート手法
決定木：ID3, C4.5, C5.0, CART, CHAID, QUEST, 
Pseudo Decision Tree, Option Tree, ファジイ決定木，
２次元領域の抽出決定木，機能拡張決定木
ニューロ：BP, MLP, RBF, ベイジアン
クラスタリング：コホーネン，K-means，Ward法，
コンドルセ手法，概念クラスタリング
相関ルール：Apriori, Generalized Rule Induction,
順序アソシエーション，複数時系列
統計的手法：重回帰分析，ロジスティック回帰分析，
判別分析，主成分・因子分析
テキストマイニング，Concept Base Search，記憶ベース推論
2007年10月 大阪大学産業科学研究所 鷲尾隆 96
データマイニングツールの現状（２）
オープンソースフリーウエア（ＯＳでいうLinux）
? MUSASHI
日本の大学関係者がコンソーシアムを組んで作成。情報系のみならず業
務基幹系での使用も視野にいれ、膨大データの高速処理を行う。Linux 
OSのアークテクチャ上で構築。
? Weka
ニュージーランドワカイト大学のチームが開発。業務用ではなく、データマ
イニング研究者やデータマイニング試用時の小規模検証向き。
? R
元商用のS-Plusというデータマイニングソフトをベースにフリーウエア版
にしたもの。中規模データまで扱える。データマイニングの教育向き。
オープンソースフリーウエアのサポート手法
若干インターフェースが落ちるが機能は商用版とほぼ同じ
? 決定木：ID3, C4.5, C5.0, CART,
? ニューロ：BP, MLP, RBF, ベイジアン
? クラスタリング：コホーネン，K-means法，概念クラスタリング
? 相関ルール：Apriori, Generalized Rule Induction, 複数時系列, グラフマイニング
? 統計的手法：重回帰分析，ロジスティック回帰分析，判別分析，主成分・因子分析
? テキストマイニング，Concept Base Search，記憶ベース推論
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知識発見の展望
? 人間やデータ側の規範の欠如に対する試み
帰納論理プログラミング(ILP)
・背景知識の集合をＢ
・実世界での成立が確認されている確証知識（正例）をE+
・実世界での非成立が確認されている確証知識（負例）をE－
以下を満たす仮説知識H を導く。
Prior Satisfiability：B∧E－≠>□
Posterior Satisfiability：B∧H∧E－≠>□
Prior Necessity：B≠> E+
Posterior Sufficiency：B∧H⇒E 
背景知識Ｂとして人間やデータ側の規範をうまく記述できれば、
それに整合でかつ観測事実であるE+やE－を説明可能な
仮説知識Hを見出す。
実装表現能力，計算効率の壁
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知識発見の最前線と展望
? 構造化データからの知識発見
? 記号系列データからの知識発見（bonsai）
? グラフデータからの知識発見(AGM etc.)
・帰納論理プログラミングよりも扱い可能なデータ構造や
知識の範囲は狭いが、より高速な処理による膨大な
データからの実用的知識発見が可能。
・ある程度、人間やデータ側の規範をデータ構造に埋め込む
ことが可能。
実質的な規範内容を決める方法論は提供されていない。
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知識発見の最前線と展望
? 知識発見のための探索アルゴリズムや知識表
現の枠組みは提供されているものの、人間や
データ側の規範を取り入れる体系的研究はま
だまだ手付かずの状況である。
? 現状では個別問題毎に試行錯誤的に実装が
必要な知識や手法を付加したり、手法拡張して
対応している。 ここに膨大な作業が必要。
人間やデータ側の規範に踏み込んだ体系的知識収集の
原理や知識発見手法の研究開発が待たれる。
学問体系としてまとめにくいかも知れないが、避けては通れない問題
