Spatial variables in the geosciences often display different patterns of variability at different spatial scales. When these variables are cross-correlated, the magnitude of the cross-correlation may differ at the different scales of spatial variability. This scale-dependent spatial variability and cross-correlation can be investigated by geostatistical factor analysis, which consists of four steps:
Introduction
In earth science applications it is commonplace for a number of regionalized variables to be sampled over the same area or volume. An example is the wireline logging of variables along boreholes or wells. Two frequently observed features are correlations among the variables and scale-dependent spatial variability. The combination of these two features means that the regionalized variables can have different degrees of correlation at different spatial scales. Spatial scales of variation in our context are related to different ranges observed in the experimental semi-variogram and are not related to the support of the experimental data. In the work described here the supports of data and estimation target are assumed to be points (or quasi-points).
We provide a brief review of the theory of factorial cokriging; a more extensive treatment may be found elsewhere (Matheron, 1982; Goovaerts et al., 1993; Wackernagel, 1995; Goovaerts, 1997; Chil" es and Delfiner, 1999) . In our context a factor is equivalent to a principal component in multivariate statistics. In addition, a regionalized variable can be thought of as being composed of additive terms, called components, one for each of the scales of variation observed in the semivariogram.
The scales of variation are identified by estimating the semi-variograms and cross-semi-variograms of the regionalized variables. The experimental semi-variograms and cross-semi-variograms are modelled with nested structures, with each structure representing a particular scale of variation, e.g. a nugget effect, a shortrange structure and a long-range structure. Permissible models, such as the linear coregionalization model (Wackernagel, 1995; Chil" es and Delfiner, 1999) , must be used to ensure the validity of variance calculations. This model comprises a set of N second-order, stationary random functions (the less restrictive intrinsic random functions model can also be used): fZ i ðxÞ; i ¼ 1; :::; Ng:
Each variable can be thought of as being generated by the superposition of S þ 1 spatially uncorrelated components: 
where r u ðhÞ is the correlation function for the uth scale and distance h; and b u ij are the coregionalization coefficients.
Or, in matrix notation: 
The coefficients b u ij and a u ij are related by
where
Given a set of experimental data fZ i ðx a Þ; i ¼ 1; :::; n; a ¼ 1; :::; n i g the cokriging estimate of regionalized factor number p 0 for scale of variation number u 0 is given by the linear combination of experimental data
with weights fo ia ; i ¼ 1; :::; N; a ¼ 1; :::; n i g: The estimator is unbiased if the mathematical expectation of the estimator (Eq. (16)) is zero, which implies that the sum of coefficients for each variable must be zero. The estimation variance is given by
The weights are obtained by minimizing this expression subject to the unbiased condition to give the cokriging system:
The estimator is unbiased as a consequence of the conditions imposed on the weights and the factor has zero mean by construction. In the same way, an unbiased estimate of a spatial component may be obtained by cokriging:
where the weights are obtained by minimization of the estimation variance:
Minimization of the estimation variance in (20), subject to the unbiased conditions, gives the cokriging system:
from which the weights are obtained. Alternatively, we may wish to estimate a linear combination of components, e.g. the first k components or the last k components. For example, an estimate of the last k components is given by
The estimation variance is
The minimization of this expression subject to the unbiased conditions gives the cokriging system
from which the weights are calculated.
Fitting a linear coregionalization model
Goulard and Voltz (1992), Wackernagel (1995) and Chil" es and Delfiner (1999) have discussed the automatic fitting of a linear coregionalization model. The linear coregionalization model (LCM) is a sum of two or more proportional covariance (semi-variogram) models. A proportional covariance model is the simplest multivariate model used in geostatistics and is one in which all the semi-variograms (covariances) are proportional to a single semi-variogram (covariance) function:
with symmetric coefficients b ij that define a positive definite matrix B ¼ ½b ij : The LCM is then a linear combination of proportional covariance models:
where % GðhÞ ¼ ½g ij is an N Â N matrix of the semivariogram and cross-semi-variogram values for distance h and N is the number of variables.
Each semi-variogram and cross-semi-variogram is represented as a sum of the same elementary semivariogram models fg u ðhÞ; u ¼ 0; :::; Sg:
If an elementary model is not present for some semivariogram or cross-semi-variogram, its coefficient is set to zero. By construction, all cross-covariances are symmetric. A necessary, but not sufficient, condition for the coefficients is
which implies that every elementary structure present in the cross-semi-variogram of the ith and jth variables must also be present in the ith and jth direct semivariograms. However, a structure that appears on a direct semi-variogram is not necessarily present on the cross-semi-variograms for that variable. Fitting a regionalization model comprises the following steps: (c) The sills (coregionalization matrix) are fitted by trial and error or by using some optimization technique.
The goodness-of-fit criterion is the Euclidean norm (weighted sum of squares, WSS) of all terms of the error matrix # GðhÞ À % GðhÞ; summed over the set of lags J used for the fit (Goulard and Voltz, 1992) :
where wðhÞ are positive weights, typically equal to the number of pairs used for variogram estimation at lag h; % V is a positive definite matrix designed to equalize the influence of the variables, typically the diagonal matrix of inverse variances or the identity matrix, # GðhÞ ¼ ½# g ij ðhÞ is the empirical cross-semi-variogram matrix, and
The idea is to minimize the criterion by optimizing one % B u at a time and to repeat this until no further improvement is possible. The residual for the current fit less the kth term is
In the absence of a positivity constraint, the optimal fit of d # TðhÞ by % B k g k ðhÞ is obtained with (Goulard and Voltz, 1992; Chil" es and Delfiner, 1999) :
The constrained solution % B þ k Z0 is the positive definite matrix nearest to % B k : Being symmetric, the matrix % B k has a spectral decomposition of the form:
where % U k is the matrix of eigenvectors of
where % L þ k is the matrix % L k in which all negative eigenvalues are replaced by zeros.
The FACTOR2D program
FACTOR2D is a computer program written in ANSI standard FORTRAN 77 for factorial cokriging. The program includes the following options:
* Estimation, by cokriging, of a spatial factor at a given scale of variation.
* Estimation, by cokriging, of a spatial component for a given variable. * Estimation, by cokriging, of the first k spatial components for a given variable. * Estimation, by cokriging, of the last k spatial components for a given variable.
The estimation is performed on a regular grid defined by the user, or in the case of cokriging the nugget effect factor or nugget effect component, on the experimental locations.
FACTOR2D is the main program and calls nine external subroutines ( Fig. 1): EIGENJ: subroutine for calculating the eigenvalues and eigenvectors of a symmetric matrix (after Davis, 1973, pp. 166-167) .
NEIGHB2D: determines the data within the neighbourhood of the location to be estimated.
CLA: routine for sorting data in increasing order. FCOKRI2D: sets up the cokriging system and calculates the estimation variance.
COREGIO: calculates the covariance value between two locations.
MATINV: calculates the inverse of a matrix using LUDCMP and LUBKSB.
LUDCMP: calculates the LU decomposition of a symmetric matrix (Press et al., 1992) .
LUBKSB: calculates the inverse of a triangular matrix by back-substitution (Press et al., 1992) .
MATPROC: calculates the product of two matrices. The input to FACTOR2D is a parameter file, an example of which is given in Table 1 . In the table, the text following the asterisks are comments.
The first line specifies the number of variables N: The next N lines contain the names of the files that store each of the experimental data sets, with one file name per line. The following line specifies the number, NS; of covariance (semi-variogram) nested structures, exclud- Table 1 Example of parameter file for FACTOR2D Table 2 Example of parameter file for LCMFIT2 Computers & Geosciences 28 (2002) 857-875 ing the nugget effect. The next NS lines specify each structure model, one structure model per line with type of covariance model, the range, the anisotropy ratio and the anisotropy angle. The types of models are 1 for spherical, 2 for exponential and 3 for Gaussian. The range must be larger than zero and, for anisotropic models, it is the longest range. The anisotropy ratio is the ratio between the longest and the shortest ranges and thus must be greater than or equal to 1. The anisotropy angle must be between 01 and 1801 and is the angle, measured counter-clockwise, from the X direction to the direction of the longest range.
The following line contains a flag value IN; set to 0 if a nugget effect coregionalization matrix is specified or to 1 if it is not.
The following lines specify the N Â N % B u coregionalization matrices. If IN ¼ 0 these matrices will include a nugget variance coregionalization matrix. If IN ¼ 1; the nugget variance coregionalization matrix is not included as it is the null matrix. Next NS * N lines specify the NS coregionalization matrices for the NS structures. Elements in the same row (line) must be separated by at least one blank space. These coregionalization matrices can easily be obtained using the LCMFIT2 program provided for fitting a linear coregionalization model. The value on the following line specifies the type of cokriging required:
1. estimation of a single factor at a given scale, 2. estimation of a single spatial component for a given variable, 3. estimation of the first k components plus nugget effect for a given variable, 4. estimation of the last k components for a given variable.
The following line specifies the number of the factor to be estimated or the number of the variable in the case of component(s) estimation. This must be a number between 1 and N: The following line specifies the structure to be estimated and must be a number between IN and the previously specified number of structures, NS; 0 (allowed if IN was set to 0) indicates that the nugget effect is to be estimated (at the experimental locations of the specified variable). The next four lines specify the search strategy for cokriging. The first line specifies the search ellipse with longer axis, anisotropy ratio and anisotropy angle.
These parameters have the same requirements as the equivalent parameters for defining a covariance structure. If the anisotropy ratio is 1 the search area is a circle. For a given estimation location the program will consider only the experimental data inside the search ellipse centred on that location.
The following line specifies the minimum number of neighbours within the search ellipse for cokriging to be performed at a given location. If the number of neighbours for a given location is less than specified, cokriging is not performed and an warning value of À999.25 is assigned to the estimate and to the estimation variance for that location.
The next line is the maximum number of neighbours to be used for cokriging. The maximum value has been set to 100.
In the next line quadrant search is signified by a value of 1, otherwise a value of 0 is entered.
The next three lines specify the estimation grid with the origin of the grid in the X and Y directions, the number of points in the X and Y directions and the interpoint distance of the grid in the X and Y directions, respectively.
The next line specifies the name of the output file to which the estimates will be written. The following line specifies the output file for the estimation error (square root of the estimation variance). In the final line, screen displays of intermediate results are requested by entering a value of 1 (note that this option will slow the cokriging process); if screen displays are not required, enter any value other than 1.
The program creates an output file, MATRIXA.-DAT, which contains, for each spatial scale, the egivenvalues, the percentage of variance explained by each factor, the cumulative percentage variance, the eigenvectors, the coefficients of correlation between the factors and the original variables and the coregionalization coefficient matrices % A u : This name of the file is fixed and it is overwritten each time the program is run. If a file is to be kept, the name should be changed so that it is not overwritten.
The program PREFAC.FOR is provided for interactive entry of parameter file values. Alternatively, any editing or word processing program can be used to create a parameter file or to modify an existing parameter file. The coregionalization matrices must be symmetric and positive definite. The program checks for these properties by verifying that none of the eigenvalues of the coregionalization matrices are negative. If a negative eigenvalue is found, the program will display a warning and terminate execution. It should be noted that the output from the program LCMFIT2 comprises the coregionalization matrices, so the coregionalization covariances could be specified by inserting the output file in the parameter file.
The program then reads in the experimental data for the variables from their respective files and begins factorial cokriging with a double loop for the X and Y grid points. Subroutine NEIGHB2D selects the neighbours of each grid point and the program sets up and solves the cokriging system by calling the subroutine FCOKRI2D.
Program LCMFIT2
LCMFIT2 is the main program for fitting linear coregionalization models. It calls the external subroutines EIGENJ and MATPROC. The program fits the linear coregionalization model given in Eqs. (26)-(28). All input information is entered in a parameter file, similar to the example shown in Table 2 . In the table, the texts following the asterisks are comments. The first line specifies the number of variables N and the second line specifies the number of directions, ND; for the experimental semi-variogram. The next ND lines specify the different directions in degrees, one direction on each line. The next line specifies the number of lags for the experimental semi-variogram and cross-semivariogram. Each experimental semi-variogram and cross-semi-variogram is calculated for the same number of directions and for the same number of lags along each direction. For the case in which all semi-variograms are omnidirectional, the number of directions is 1 and the angle is 0.0. The following N * ðN þ 1Þ=2 lines specify the names of the files that contain the experimental semivariograms and cross-semi-variograms with one file name per line. The direct semi-variogram for variable 1 is specified first, followed by the cross-semi-variograms for variable 1 with each of variables 2 to N: The next file name is that of the direct semi-variogram of variable 2 followed by the names of the files containing the crosssemi-variograms of variable 2 with variables 3 to N and so on. Each line of a semi-variogram, or cross-semivariogram file contains the estimated value of the semivariogram for a given lag. The first column is the distance, the second is the semi-variogram estimate and the third is the number of data pairs used in the estimation of the semi-variogram for that distance.
The following line specifies the number of NS structures (excluding the nugget effect). The following NS lines define the type and parameters of each structure: type of structure, longest range, anisotropy ratio and anisotropy angle in the same way that as been explained previously.
The following line contain the N diagonal values of matrix % V in Eq. (30). These values are either 1 (for the identity matrix) or the variances of each variable. The program computes the inverse of this variance for each diagonal element of % V :
In the next line the parameter IN has a value of 0 if there is a nugget effect and 1 otherwise.
The next lines specify the IN to NS; N Â N coregionalization matrices. The values in these matrices are used as the starting values in the iterative estimation of the coefficients.
The penultimate line specifies the convergence value, which should be a small positive number. Convergence is deemed to have been achieved when the decrease in WSS from one iteration to the next is less than the convergence value.
The final line specifies the name of the output file that will contain the results. Any of these numbers can be increased by modifying the corresponding matrices and calls to subroutines. 
Case study
Two examples, one with simulated data and the other with real data, are given to demonstrate the implementation of, and output from, the programs.
The advantage of the simulated case study is that the real underlying factors for each structure and the spatial components for each variable are known. Three variables have been simulated on a 128 Â 128 square grid with a linear model of coregionalization that consists of two different nested scales of variability. The first scale of variability is a structure of short range (equal to 6 units) with a spherical isotropic covariance model and coregionalization matrix: Note that for the second variable the short-range isotropic component contributes more to the variability of the variable whereas for the first and third variables the long anisotropic range component dominates. Note also that there is a negative correlation between second and first variables and between the second and third variables while the correlation between first and third variables is positive. In addition, the correlation between the first and third variable is due primarily to the shortrange isotropic scale as is the negative correlation between the second and first variables. The negative correlation between the second and third variables, however, is almost equally important at both scales of spatial variation. These remarks are evident in Figs obtained by comparing the spatial components that have been used in the simulation. The short-range isotropic components are mapped in Figs. 3A-C and the long-range anisotropic components are shown in Figs. 4A-C. These spatial components have been simulated in turn using the three isotropic short-scale factors and the three anisotropic long-scale factors shown in Figs. 5 and 6A-C respectively. For the shortscale structure, the first factor explains 70% of the variance, the second factor 24% and the third factor 6%, while for the long-scale structure the first factor explains 58%, the second factor 40% and the third factor 2% of the variance. From each of the simulated random fields, 400 locations where selected at random and at each location the three values, one for each variable, were used as the experimental observations. The experimental, directional variograms and the models fitted by LCMFIT2 are shown in Figs. 7-12A-D. LCMFIT2 was run with the parameter file given in Table 2 . The output (coregionalization matrices) was inserted in the parameter file for FACTOR2D as given in Table 1 .
The estimated long-range spatial components for the three variables are shown in Figs. 13A-C, while the estimated first spatial factor for the short scale and the estimated first and second spatial factors for the longscale components are given in Figs. 14A-C. Note that the estimated factors in Figs. 14A and C appear with the sign reversed with respect to the underlying true factors. In fact, the decomposition of the coregionalization matrices is not unique and a reversal of signs for the same absolute values of the factors and coregionalization coefficients is possible and valid, as can be seen in Fig. 13 where the estimated spatial components have the correct sign.
The second example is the Swiss Jura data set given by Goovaerts (1997, pp. 457-463) . There are 359 locations at which the concentrations of seven heavy metals in soil were measured. The heavy metals are Cd, Co, Cr, Cu, Ni, Pb and Zn and the units of measurement were mg per kg of soil, i.e. ppm. Studies of the coregionalization of these data can be found in Webster et al. (1994) and Goovaerts (1997) . Three different scales of spatial variation were identified: a nugget scale, a short-range scale of 0.2 km and a long-range scale of 1.3 km. The 28 semi-variograms and cross-semi-variogram models were fitted by LCMFIT2 using a linear coregionalization model. One characteristic of LCMFIT2 is that it will not generate negative estimates of coefficients of the coregionalization matrix if the cross-semi-variogram is positive. This can be seen in Table 7 of Webster et al. (1994) where, despite the fact that all the experimental cross-semi-variograms show positive cross-correlation, some coefficients have negative estimates. This is an artefact introduced by the least-squares fitting procedure that tends to decrease the objective WSS function without taking into account the physical meaning of the results. The first and second spatial factors for the short and long spatial scales are shown in Figs. 15 and 16 A and B respectively. The estimates of the combined short and long spatial components, single short spatial component and single long spatial component respectively for the Pb are shown in Figs. 17A-C.
Conclusions
FACTOR2D provides an efficient way of estimating spatial factors, components, or combinations of components for a given coregionalized variable. LCMFIT2 is an efficient program for fitting the coregionalization model for a linear coregionalization. The use of both programs provides a complete solution for factorial cokriging analysis, but the interpretation of spatial structures and the estimated factor or components will be specific to each case study.
FACTOR3D, a 3D version of the program, is public domain and available on request from the authors.
