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Abstract 
Web pages contain large number of images and it is difficult to map the semantics of the images using text present in the 
HTML documents. Retrieval system is designed for ranking and retrieving images using ranking mechanism. These ranking 
mechanism use the text present in the HTML document and this alone may not be sufficient. In this paper, the text present 
in the <img src> TAG is analysed for retrieving relevant images from WWW. Each attribute in the TAG is carefully 
considered and categorized into four levels. A suitable weight is assigned to each level such that importance of each level is 
considered and accordingly the weight is assigned. The top level attributes in the TAG is assigned higher weight and lower 
weight is assigned to the lower level attributes. From the experimental result, we have observed that the performance of the 
proposed approach is encouraging compared to the recently proposed approach. 
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1. Introduction 
It is known that the search engines can extract text documents effectively and however, they are very poor in 
extracting multimedia documents such as image, video and audio. Say for example, in image retrieval 
applications, the query can be either in the form of image or text keywords. In the text based approach, the 
images are manually annotated by text evidence and indexed effectively to perform image retrieval. However, 
these types of systems have two major drawbacks in annotating the keywords (Chang et al.,2003; Feng et al., 
2004). The first drawback is that the major level of human intervention is necessary for manual annotation. The 
second one is that the inaccuracy annotation due to the subjectivity of human perception. However, this is the 
only available information from which the properties of the images are extracted. To overcome these drawbacks 
in text-based retrieval system, content based image retrieval (CBIR) has been introduced (Liu et al., 2007;  
Smith et al., 1996). There are various attempts has been proposed to use image contents as the basis to retrieve 
images and index (Hauptman et al., 2003; Smith et al., 1996). The main problem in current content based 
approaches focused only on color, texture, shape features such as geometric and statistical to build image 
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contents. As these features are low-level, they are effective only in matching images almost identical in 
contents, but fail to retrieve when similarity or object-based matching is required. It is known that content-
based techniques are domain specific and   a good subset of images is retrieved through textual evidence (Shen 
et al., 2000; Yanai. K, 2003). To point out the problem effectively indexing and retrieving a large amount of 
images from the Web is difficult to handle. It is necessary to explore techniques to extract appropriate textual 
hints from the associated HTML pages of images. In our proposed approach, maximum use of HTML 
document content structures, including: image TAGs and its related attributes are used. The attributes of image 
Tags are divided into four distinct groups based on its nature. The values of the attributes are being considered 
as keywords used for the attribute defined in Level-1 are used convey the detail of the image, hence it is placed 
in Level -1 and highest weight is assigned to the keywords presents with this attributes. Attributes related to 
category of Level-2 are title and usemap. Title gives short description about the image (i.e.) "tool tip" and the 
keywords related to the usemap attribute specifies the short name of the image. Thus, the keywords represented 
by these attribute gains a next level of weight. Similarly, the keywords related to the attributes in Level-3 
category convey the general details of the image and most of the time it is not essential to the image. Therefore, 
the normal weight is assigned to the words in Level-4 attributes. No keywords are found to the attributes such 
as border, align, hspace, vspace, dir, width, lang, style, xml:lang, therefore it is lying in the last level. Some 
keywords are specified to the class and id attributes, however, it is common only to that web page and thus the 
words represent within these attributes are assigned the lowest weight.  The principal challenge is to devise an 
effective technique to retrieve web-based images that combine semantic information from visual content and 
their associated HTML text. This paper proposes a faster image retrieval mechanism, which is tested on a large 
number of HTML documents. For this purpose, the HTML documents are fetched, using a web crawler. The 
content of the HTML documents is segregated into text and images and HTML tags. From the text, keywords 
are extracted and these keywords are considered to be the relevant keywords to represent the high level 
semantics of the images contained in the same HTML document. In the following sections of the paper, the 
related works are presented. In section 3, the proposed method is elaborated along with a suitable example. The 
experimental result is presented in section 4. The conclusion is given in the last section of the paper. 
 
2. Literature Review 
Most of the existing information retrieval systems are text-based and use the textual information for 
retrieving images. However images frequently have little or no accompanying textual information for 
complementing indexing and semantic capturing approaches. The text-based ontology and classification 
schemes have been developed for image description. Indexing based on text is considered as having ability to 
represent general and specific instantiations of an object. The retrieval of images from the Web documents has 
received a lot of attention recently and there are various approaches extended especially for text-based 
information retrieval techniques for retrieving images from WWW (Feng et al., 2004; Yanai. K, 2003).  The 
text-based approach exploits structure of HTML documents for understanding images and later used for 
indexing and retrieval. Image contents have been modelled using a combination of texts from associated HTML 
pages and pages that are one to several links away (Sanderson and Dunlop, 1997). They build the model that the 
contents as a bag of words without any structure. Shen et al., (2003) have considered and used concise 
information presents in HTML documents (Cai et al., 2004) such as the image file name, page tile, ALT-tag and 
image caption, and built a simple model to chain related terms. The combination of text, link information and 
surrounding text of images has been used for modelling the images (Feng et al., 2004; Xu and Zhang, 2007).  
This approach has incorporated visual features such as color and region signatures to model visual contents (Liu 
et al., 2008). However, retrieval effectiveness of this approach is not encouraging as the visual features is too 
low level and inadequate to model an image contents (Jing et al., 2005; Zhao and Grosky, 2002). This issue has 
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been handled by using domain specific features to classify images into various categories (Liu et al., 2007). The 
features used are found to be inclined towards the domain and thus this approach may be suitable for WWW. 
This is due to the fact that WWW consists of images with more generic properties. 
Recently, semantic concept has been used for propagating keywords to unlabeled images. More images 
implicitly labelled by users and this model are regularly updated and the labelling is obtained through relevance 
feedback mechanism. The knowledge is learned from the relevance feedback mechanism by using 
accumulation and memorization. However, it is known that the relevance feedback mechanism will take large 
to converge for learning the knowledge. An integrated patch model has been suggested by Xu and Zang, (2007) 
and is a generative model for image categorization based on feature selection. Feature selection strategy is 
categorized into three steps for extracting representative feature and also to remove the noise feature. Initially, 
salient patches present in images are detected, clustered and keyword vocabulary is constructed. Later, the 
region of dominance and the salient entropy measure is calculated for reducing the non-common noises of 
salient patches. Using visual keywords, categories of the images are described by an integrated patch model 
(Xu and Zang, 2007). The textual keywords appearing in web pages are recently being used for identifying 
unsuitable, offensive and pornographic web sites (Hu et al., 2007). In this framework, the web pages are 
categorized as continuous text pages, discrete text pages and image pages using decision tree with respect to 
their contents. These pages are handled by respective classifiers. Statistical and semantic features are used for 
identifying pornog
contour of images are being used to identify the pornographic content of discrete and image web pages 
respectively. Another method has been recently proposed for reducing the gap between the extracted features of 
query (Barnard and Forsyth, 2001; Yang and Lee, 2008; Zhao and Grosky, 2002). 
The semantics of the image is discovered from web pages for semantic-based image retrieval using self-
organizing maps (Yang and Lee, 2008). The semantics of images is described based on the environmental text, 
which is surrounded by the images. Text mining process has been applied by adopting Self Organizing Map 
learning algorithm as a kernel. Some of the implicit semantic information is also discovered after the text 
mining process. A semantic relevance measure is used for retrieval. Recently, the keyword is being extracted 
from the HTML pages and low-level features are extracted from the images present in HTML documents for 
retrieval applications (Vadivel et al., 2008; Vadivel et al., 2009). Various low-level features have been extracted 
and integrated with the high-level features for relevant image retrieval. However, the association or importance 
of the keywords with the HTML page or with the image is not measured. Based on the above discussion, it is 
observed that none of the methods dynamically measuring the association of textual keywords with image 
information for capturing the semantics for retrieval (Lienhart and Hartmann, 2002; Liu and Chen, 2007). 
Based on the above discussion, it is noticed that the information available in HTML documents should be 
used effectively. In addition, the visual features of images may not be suitable for generic domain say for 
images in WWW and suitable approach is required for retrieving images from WWW without low-level 
features. The research on web image retrieval focused with developing techniques to make use of information 
obtained from HTML TAGs especially TAGs related images. In this paper, the text present in the <img src> 
TAG is analysed for retrieving relevant images from WWW. Each attribute in the TAG is carefully considered 
and categorized into four levels. A suitable weight is assigned to each level such that importance of each level 
is considered and accordingly the weight is assigned. The top level attributes in the TAG is assigned higher 
weight and lower weight is assigned to the lower level attributes. 
 
3. Proposed Work 
In this work, the importance of the text or attributes present inside the image TAGs present in HTML 
document is considered and analyzed. Based on the importance of each attribute present inside the TAG, 
suitable weight is assigned for capturing the semantics of the image. Let us consider that a website contains 
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large number of HTML documents and denoted as  },,{h 21 xhhH , which consists of set of keywords in 
the form of value of the attributes in <img src> },,{ 21 ykkkk  and various attributes in image TAG 
},,{ita 21 zitaitaITA , where x,y,z are  the total number of HTML documents, keywords and attributes 
in image TAG respectively. Usually, most of the text or keyword presents inside <img src> has an importance. 
Based on the type of attribute, we provide importance to them and accordingly assign weights. For facilitating 
this, we have divided the attributes in the <img src> TAGs into 4 distinct groups and it is notice that that there 
are approximately 24 attributes inside the <IMG SRC> TAGs by which the properties of the images are 
specified while designing the web page. Various attributes are further grouped based on their properties as 
required attribute, Optional attribute, standard attribute and event attribute. While src and alt are identified as 
required attribute align, border, etc are grouped into optional attribute. Similarly, class, dir, etc are grouped as 
standard attribute, on abort, on click, etc are coming under event attribute. 
The below shown attributes of image tag are divided into four distinct groups based on its nature and are 
presented in Fig. 1. The keywords used for the attribute defined in Level-1 are used to convey the detail of the 
image and thus placed in Level -1 and highest weight is assigned to the keywords presents with this attributes.  
Attributes related to category of Level-2 are title and usemap. Title gives short description about the image (i.e.) 
"tool tip" and the keywords related to the usemap attribute specifies the short name of the image. Thus, the 
keywords represented by these attribute gains a next level of importance and accordingly the weight. Similarly, 
the keywords related to the attributes in Level-3 category convey the general details of the image and most of 
the time it is not essential to the image. Therefore, the normal weight is assigned to the words in Level-4 
attributes. No keywords are in general found to the attributes such as border, align, hspace, vspace, dir, width, 
lang, style, xml:lang, therefore it is grouped in the last level. Some keywords are specified to the class and id 
attributes, however, it is common only to that web page and thus the words represent within these attributes are 
assigned the lowest weight. 
For assigning weight to each attribute, the weight is distributed among four levels based on the importance 
of each attribute in <img src> TAGs. The weights for the rest of the attributes present within <IMG SRC> 
TAGs in other Levels are assigned as follows 
 
 
                                                                                                                                                                  (1) 
 
 
where n=1,2,3,4. In above equation, NF is a normalization factor, which is 99, total number of level is 
denoted by TL, which is 4 and level number is denoted by LN. For this work, we have developed our own 
crawler to fetch HTML documents along with the images.  The texts along with its associated TAGs are 
extracted and finally only the <IMG SRC is parsed for separating the attributes. We have performed 
preprocessing such as removing stop words, stemming, etc are performed for effectively capturing the 
properties of the images through the attributes inside the TAGs. The pre-processed keywords and its associated 
TAGs are inserted into the tree as branches for representing the keywords with corresponding weights. The 
steps followed for inserting textual information is illustrated below. We have used sample keywords and 
corresponding TAGs shown in Table 1. The DOCID is the id of the web page },,{h 21 xhh , },,{ 21 ykkk  
are keywords and },,{ita 21 zitaita  are various attributes in <IMG SRC> TAG. The content of first 
document is considered as sample entry in the database is presented in Table 1.  It is noticed from the Table that  
the first document consist of the keywords k1, k4, k2, k1 and k3 are associate to the attributes of Level-1, Level-3, 
Level-2, Level-2and Level-4 respectively. 
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Fig.1 Various Levels of attributes of <IMG SRC> TAGs 
 
Table 1. An example of a table 
 
DOCID Attributes and Corresponding levels 
h1 k1<->TL1,  k4<-> TL3,  k2<-> TL2,  k1<-> TL2,  k3<-> TL4 
h2 k1<->TL3,  k5<-> TL1,  k4<-> TL2,  k3<-> TL4,  k1<-> TL2,  k3<-> 
TL4,  k5<-> TL3 
h3 k4<->TL2,  k1<-> TL3,  k4<-> TL1,  k1<-> TL3 
h4 k1<->TL3,  k6<-> TL4,  k4<-> TL2,  k1<-> TL2,  k3<-> TL1,  k6<-> 
TL3,  k3<-> TL2 
h5 k1<->TL4,  k4<-> TL2,  k5<-> TL3,    k6<-> TL1 k7<-> TL4  k1<-> TL3 
h6 k1<->TL3,  k4<-> TL1,  k5<-> TL4,  k7<-> TL2 k1<-> TL4 
4. Experimental Results 
In this paper, the performance of the proposed approach is evaluated using Wiki-Collection dataset and it is 
available at http://www.search-engines-book.com/collections/. It is created from English Wikipedia 
downloaded from static Wikipedia.org. Each page contains words Talk, Category, Portal, Template, User, 
Image or Wikipedia in the URL are removed from the snapshot, as well as redirect pages. The dataset consist of 
1, 21,818 documents and the raw file is about 524 MB. The present work is compared with the work by Xue et 
al, 2007. Though the work has been done 2007, we have not found to the best our knowledge any similar work 
in recent time by considering <IMG SRC> TAG for retrieving images from WWW. The query set is 
constructed by randomly selecting 150 keywords for measuring retrieval accuracy. Both the proposed and other 
work are executed on these query set retrieved top-100 results for comparison. All the experiments are 
conducted in computer system with Intel(R) Xeon(R) CPU @ 2.40 GHz with 12.0GB RAM configuration and 
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used C# language. We have measured the recall for measuring the efficiency of the proposed approach. We 
have programmatically extracted information from TAGs and collected the attribute values.  A group 
containing graduate, undergraduate and research students is formed to assign their feedback manually on the 
extracted text from the TAGs and relevancy to the document. Based on the feedback, the ground truth is 
calculated and the database is updated. In fact, 30% of the documents are again cross checked for finally 
updating the ground truth information. Based on the ground truth, we have evaluated the performance using 
three well-known performance metrics such as precision, recall and F1 score. Precision is defined as the 
Equation (2), where the ground truth value for relevant documents is known. The precision is measured by 
identifying the top-70 results for every query and taken the average for comparing the corresponding top-70 
precision values. The precision is taken for the first 10, 20, 30, 40, 50, 60, and 70 nearest neighbor documents 
of the result set. 
 
                                                                                                                                                                (2) 
 
In Figure 2(a), we have shown the average precision for various nearest neighbors. Average precision of the 
proposed and title extraction approaches are 96% and 35% respectively for the top-10 results. For top-10 
nearest neighbor all the query results, the precision is calculated and average is taken 150 queries. In most of 
the times, the proposed approach retrieves relevant images in top-10 retrieved set. While the average precision 
for the title extracted method is 35%, it means, even the top-10 documents are not considered as relevant to the 
given queries. For nearest neighbor of 70, the proposed algorithm achieves 65% average precision and the 
comparative algorithm gives 5% as result. It shows that the proposed algorithm provides 65% better result even 
for the top-70 pages. This is due to the fact that the keywords in the randomly selected queries exist in <IMG 
SRC> attributes in HTML documents. Hence, the performance of the proposed approach is encouraging 
compared to the comparative approach. In Figure 2(b), we have provided the result for Recall. Recall is defined 
as 
  
                                                                                                                                                                    (3) 
 
To calculate the recall, we have used the already calculated ground-truth value. In Figure 2(b), the x-
axis shows the nearest neighbour and y-axis shows the average recall. For each query, the recall is calculated 
and the average is calculated for 150 queries. It is observed that while top-k pages increases, relevant average 
recall value also increases. For instance, the average recall for the top-10 and top-70 pages of the proposed 
algorithm is 21.7% and 96.3% respectively. Similarly, the average recall for the top-10 and top-70 pages of the 
title extraction algorithm is 5% and 31%. The proposed approach performs better and it retrieved most of the 
relevant documents in the dataset for the given randomly selected queries. 
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Fig. 2. Performance Metrics (a) Average Precision; (b) Average Recall; (c) Recall vs Precision ; (d) Average F1 score 
 
We also calculated the Recall Vs Precision value and is shown in the Figure 2(c). Our proposed approach 
achieves 98.5% and 69% precision for the recall of 0.1 and 0.7, while the title extraction approach achieves 
only 32% and 16% precision. In addition, we have also calculated the F1 score, which is a measure of a test's 
accuracy. Both the precision and the recall of the test are considered to compute and is defined as 
 
                                                                                                                                                           (4) 
 
F1 score is the combination of both the precision and recall values and it is taken as a weighted average of 
both precision and recall. The value of F1 score is in the range of [0-1]. While the best value of F1 score is 1 
and 0 is the worst value. In our proposed approach, the value of F1 score at top-10 and top-70 is 36% and 76% 
and 10% and 4% for title extraction method. It is observed that the performance enhancement of the proposed 
approach in terms of F1 score is around 400 % for top 10 nearest neighbor. This trend can also be noticed for 
other nearest neighbors. 
5. Conclusion and Future Work 
Usually, retrieval system returns a large number of images for a query. It is found to be tedious to display the 
most relevant images in top results. This kind of retrieval is done by most popular retrieval system using 
various ranking and indexing mechanism. Normally, retrieval system considers various techniques for ranking 
the images such as content-based and keyword based. Among these techniques, we found that the keyword 
based technique effectively retrieve the relevant images. We have retrieved the images using the information 
present in IMG SRC TAGs used for designing the web page, which exactly captures the semantics of images. 
Based on the importance of each attribute in image TAGs, weights are assigned to the keywords and the 
semantics is captured. The performance of the proposed work is carried out using web pages from Wiki-
collection dataset and observed that the proposed approach achieves 65% relevant results for top-70 pages. In 
future, we plan to use the retrieved patterns to group the web pages and image for efficiently capturing the 
relevant web pages and images. 
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