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1 Introduction
Supersymmetry (SUSY) is an extension of the Standard Model (SM) [1{7] that funda-
mentally relates fermions and bosons. It is an especially alluring theoretical possibility
given its potential to solve the hierarchy problem [8{11] and to provide a dark-matter
candidate [12, 13].
This paper presents a search for the pair production of supersymmetric top squarks
(stops),1 which then each decay to two SM quarks, using 17.4 fb 1 of
p
s = 8 TeV proton-
proton (pp) collision data recorded by the ATLAS experiment at the Large Hadron Collider
(LHC). This decay violates the R-parity conservation (RPC) [14] assumed by most searches
for stops [15, 16]. In RPC scenarios, SUSY particles are required to be produced in pairs and
decay to the lightest supersymmetric particle (LSP), which is stable. In R-parity-violating
1The superpartners of the left- and right-handed top quarks, ~tL and ~tR, mix to form the two mass eigen-
states ~t1 and ~t2, where ~t1 is the lighter one. This analysis focuses on ~t1, which is referred to hereafter as ~t.
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(RPV) models, decays to only SM particles are allowed, and generally relax the strong con-
straints now placed on standard RPC SUSY scenarios by the LHC experiments. It is there-
fore crucial to expand the scope of the SUSY search programme to include RPV models.
Common signatures used for RPV searches include resonant lepton-pair production [17],
exotic decays of long-lived particles with displaced vertices [18{21], high lepton multiplici-
ties [22, 23], and high-jet-multiplicity nal states [24]. Scenarios which have stops of mass
below 1 TeV are of particular interest as these address the hierarchy problem [25{28].
SUSY RPV decays to SM quarks and leptons are controlled by three Yukawa couplings
in the generic supersymmetric superpotential [29, 30]. These couplings are represented by
ijk; 
0
ijk; 
00
ijk, where i; j; k 2 1; 2; 3 are generation indices that are sometimes omitted in the
discussion that follows. The rst two (; 0) are lepton-number-violating couplings, whereas
the third (00) violates baryon number. It is therefore generally necessary that either of the
couplings to quarks, 0 or 00, be vanishingly small to prevent spontaneous proton decay [7].
It is common to consider non-zero values of each coupling separately. Scenarios in which
00 6= 0 are often referred to UDD scenarios because of the baryon-number-violating term
that 00 controls in the superpotential. Current indirect experimental constraints [31] on the
sizes of each of the UDD couplings 00 from sources other than proton decay are primarily
valid for low squark mass and for rst- and second-generation couplings. Those limits are
driven by double nucleon decay [32] (for 00112), neutron oscillations [33] (for 00113), and
Z-boson branching ratios [34].
The benchmark model considered in this paper is a baryon-number-violating RPV
scenario in which the stop is the LSP. The search specically targets low-mass stops in the
range 100{400 GeV that decay via the 00323 coupling, thus resulting in stop decays ~t! bs
(assuming a 100% branching ratio) as shown in gure 1. The motivation to focus on the
third-generation UDD coupling originates primarily from the minimal avour violation
(MFV) hypothesis [35] and the potential for this decay channel to yield a possible signal
of RPV SUSY with a viable dark-matter candidate [36]. The MFV hypothesis essentially
requires that all avour- and CP-violating interactions are linked to the known structure of
Yukawa couplings, and has been used to argue for the importance of the 00 couplings [37].
The process ~t~t ! bsbs represents an important channel in which to search for SUSY
in scenarios not yet excluded by LHC data [36{38]. Some of the best constraints on this
process are from the ALEPH Collaboration, which set lower bounds on the mass of the stop
at m~t & 80 GeV [39]. The CDF Collaboration extended these limits, excluding 50 . m~t .
90 GeV [40]. The CMS Collaboration recently released the results of a search that excludes
200 . m~t . 385 GeV [41] in the case where heavy-avour jets are present in the nal
state. In addition, two ATLAS searches have placed constraints on RPV stops that decay
to bs when they are produced in the decays of light gluinos (m~g . 900{1000 GeV) [42, 43].
The search presented here specically focuses on direct stop pair production and seeks
to close the gap in excluded stop mass between  100{200 GeV. Contributions from
RPV interactions at production | such as would be required for resonant single stop
production | are neglected in this analysis. This approach is valid provided that the RPV
interaction strength is small compared to the strong coupling constant, which is the case
for 00323 . 10 2{10 1 [44] and for the estimated size of 00323  10 4 from MFV in the
model described in ref. [37].
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Figure 1. Benchmark signal process considered in this analysis. The solid black lines represent
Standard Model particles, the dashed red lines represent the stops, and the blue points represent
RPV vertices labelled by the relevant coupling for this diagram.
The reduced sensitivity of standard SUSY searches to RPV scenarios is primarily due
to the limited eectiveness of the high missing transverse momentum requirements used in
the event selection common to many of those searches, motivated by the assumed presence
of undetected LSPs. Consequently, the primary challenge in searches for RPV SUSY nal
states is to identify suitable substitutes for background rejection to the canonical large
missing transverse momentum signature.
Backgrounds dominated by multijet nal states typically overwhelm the signal in the
four-jet topology. In order to overcome this challenge, new observables are employed to
search for ~t~t ! bsbs in the low-m~t regime [38]. For m~t  100{300 GeV, the initial
stop transverse momentum (pT) spectrum extends signicantly into the range for which
pT  m~t. This feature is the result of boosts received from initial-state radiation (ISR)
as well as originating from the parton distribution functions (PDFs). As the Lorentz
boost of each stop becomes large, the stop decay products begin to merge with a radius
roughly given by R  2m~t=pT, and thus can be clustered together within a single large-
radius (large-R) jet with a mass mjet  m~t. By focusing on such cases, the dijet and
multijet background can be signicantly reduced via selections that exploit this kinematic
relationship and the structure of the resulting stop jet, in a similar way to boosted objects
used in previous measurements and searches by ATLAS [45{49]. In this case, since the
stop is directly produced in pairs instead of from the decay of a massive parent particle,
the strategy is most eective at low m~t where the boosts are the largest.
2 The ATLAS detector
The ATLAS detector [50, 51] provides nearly full solid angle2 coverage around the collision
point with an inner tracking system (inner detector, or ID) covering the pseudorapidity
2The ATLAS reference system is a Cartesian right-handed coordinate system, with the nominal collision
point at the origin. The anticlockwise beam direction denes the positive z-axis, while the positive x-
axis is dened as pointing from the collision point to the centre of the LHC ring and the positive y-axis
points upwards. The azimuthal angle  is measured around the beam axis, and the polar angle  is
measured with respect to the z-axis. Pseudorapidity is dened as  =   ln[tan(=2)], rapidity is dened as
y = 0:5 ln[(E + pz)=(E   pz)], where E is the energy and pz is the z-component of the momentum, and
transverse energy is dened as ET = E sin .
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range jj < 2:5, electromagnetic (EM) and hadronic calorimeters covering jj < 4:9, and a
muon spectrometer covering jj < 2:7 that provides muon trigger capability up to jj < 2:4.
The ID comprises a silicon pixel tracker closest to the beamline, a microstrip silicon
tracker, and a straw-tube transition-radiation tracker at radii up to 108 cm. A thin solenoid
surrounding the tracker provides a 2 T axial magnetic eld enabling the measurement of
charged-particle momenta. The overall ID acceptance spans the full azimuthal range in
, and the range jj < 2:5 for particles originating near the nominal LHC interaction
region [52].
The EM and hadronic calorimeters are composed of multiple subdetectors spanning
jj  4:9. The EM barrel calorimeter uses a liquid-argon (LAr) active medium and lead
absorbers. In the region jj < 1:7, the hadronic (Tile) calorimeter is constructed from steel
absorber and scintillator tiles and is separated into barrel (jj < 1:0) and extended-barrel
(0:8 < jj < 1:7) sections. The endcap (1:375 < jj < 3:2) and forward (3:1 < jj <
4:9) regions are instrumented with LAr calorimeters for EM as well as hadronic energy
measurements.
A three-level trigger system is used to select events to record for oine analysis. The
dierent parts of the trigger system are referred to as the level-1 trigger, the level-2 trigger,
and the event lter [53]. The level-1 trigger is implemented in hardware and uses a subset
of detector information to reduce the event rate to a design value of at most 75 kHz. The
level-1 trigger is followed by two software-based triggers, the level-2 trigger and the event
lter, which together reduce the event rate to a few hundred Hz. The search presented in
this document uses a trigger that requires a high-pT jet and a large summed jet transverse
momentum (HT), as described in section 5.
3 Monte Carlo simulation samples
Monte Carlo (MC) simulation is used to study the signal acceptance and systematic un-
certainties, to test the background estimation methods used, and to estimate the tt back-
ground. In all cases, events are passed through the full GEANT4 [54] detector simulation of
ATLAS [55] after the simulation of the parton shower and hadronisation processes. Follow-
ing the detector simulation, identical event reconstruction and selection criteria are applied
to both the MC simulation and to the data. Multiple pp collisions in the same and neigh-
bouring bunch crossings (pile-up) are simulated for all samples by overlaying additional
soft pp collisions which are generated with PYTHIA 8.160 [56] using the ATLAS A2 set of
tuned parameters (tune) in the MC generator [57] and the MSTW2008LO PDF set [58].
These additional interactions are overlaid onto the hard scatter and events are reweighted
such that the MC distribution of the average number of pp interactions per bunch crossing
matches the measured distribution in the full 8 TeV data sample.
The signal process is simulated using Herwig++ 2.6.3a [59] with the UEEE3 tune [60]
for several stop-mass hypotheses using the PDF set CTEQ6L1 [61, 62]. All non-SM par-
ticles masses are set to 5 TeV except for the stop mass, which is scanned in 25 GeV steps
from m~t = 100 GeV to m~t = 400 GeV.
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Figure 2. Cross-section for direct ~t~t pair production at the LHC centre-of-mass energy of
p
s =
8 TeV [63{65].
The signal cross-section used (shown in gure 2) is calculated to next-to-leading order
in the strong coupling constant, adding the resummation of soft gluon emission at next-to-
leading-logarithmic accuracy (NLO+NLL) [63{65]. For the range of stop masses consid-
ered, the uncertainty on the cross-section is approximately 15% [66]. MadGraph 5.1.4.8 [67]
is used to study the impact of ISR on the stop pT spectrum. The MadGraph samples have one
additional parton in the matrix element, which improves the modelling of a hard ISR jet.
MadGraph is then interfaced to PYTHIA 6.426 with the AUET2B tune [68] and the CTEQ6L1
PDF set for parton shower and hadronisation. The distribution of pT(~t~t
) from the nominal
Herwig++ signal sample is then reweighted to match that of the MadGraph+PYTHIA sample.
Dijet and multijet events, as well as top quark pair (tt) production processes, are
simulated in order to study the SM contributions and background estimation techniques.
For optimisation studies, SM dijet and multijet events are generated using Herwig++ 2.6.3a
with the CTEQ6L1 PDF set. Top quark pair events are generated with the POWHEG-BOX-
r2129 [69{71] event generator with the CT10 NLO PDF set [72]. These events are then
interfaced to PYTHIA 6.426 with the P2011C tune [73] and the same CTEQ6L1 PDF set as
Herwig++.
The tt production cross-section is calculated at next-to-next-to-leading order (NNLO)
in QCD including resummation of next-to-next-to-leading logarithmic (NNLL) soft gluon
terms with top++2.0 [74{79]. The value of the tt cross-section is tt = 253
+13
 15 pb.
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4 Object denitions
The data are required to have satised criteria designed to reject events with signicant
contamination from detector noise, non-collision beam backgrounds, cosmic rays, and other
spurious eects. To reject non-collision beam backgrounds and cosmic rays, events are
required to contain a primary vertex consistent with the LHC beamspot, reconstructed
from at least two tracks with transverse momenta ptrackT > 400 MeV. If more than one vertex
satises these criteria, the primary vertex is chosen as the one with the highest
P
tracks(p
2
T).
The anti-kt algorithm [80], with a radius parameter of R = 0:4, is used for initial
jet-nding using version 3 of FastJet [81]. The inputs to the jet reconstruction are three-
dimensional topo-clusters [82]. This method rst clusters together topologically connected
calorimeter cells and classies these clusters as either electromagnetic or hadronic. The
classication uses a local cluster weighting calibration scheme based on cell-energy density
and shower depth within the calorimeter [83]. Based on this classication, energy correc-
tions are applied which are derived from single-pion MC simulations. Dedicated hadronic
corrections are derived to account for the eects of dierences in response to hadrons com-
pared to electrons, signal losses due to noise-suppression threshold eects, and energy lost in
non-instrumented regions. The nal jet energy calibration is derived from MC simulation as
a correction relating the calorimeter response to the jet energy at generator level. In order
to determine these corrections, the same jet denition used in the reconstruction is applied
to stable (with lifetimes greater than 10 ps) generator-level particles, excluding muons and
neutrinos. A subtraction procedure is also applied in order to mitigate the eects of pile-
up [84]. Finally, the R = 0:4 jets are further calibrated with additional correction factors
derived in situ from a combination of +jet, Z+jet, and dijet-balance methods [83].
All jets reconstructed with the anti-kt algorithm using a radius parameter of R = 0:4
and a measured pjetT > 20 GeV are required to satisfy the quality criteria discussed in detail
in ref. [85]. These quality criteria selections for jets are extended to prevent contamination
from detector noise through several detector-region-specic requirements. Jets contam-
inated by energy deposits due to noise in the forward hadronic endcap calorimeter are
rejected and jets in the central region (jj < 2:0) that are at least 95% contained within
the EM calorimeter are required to not exhibit any electronic pulse shape anomalies [86].
Any event with a jet that fails these requirements is removed from the analysis.
Identication of jets containing b-hadrons (so-called b-jets) is achieved through the use
of a multivariate b-tagging algorithm referred to as MV1 [87]. This algorithm is based on an
articial neural-network algorithm that exploits the impact parameters of charged-particle
tracks, the parameters of reconstructed secondary vertices, and the topology of b- and c-
hadron decays inside an anti-kt R = 0:4 jet. A working point corresponding to a 70% b-jet
eciency in simulated tt events is used. The corresponding mis-tag rates, dened as the
fraction of jets originating from non-b-jets which are tagged by the b-tagging algorithm in
an inclusive jet sample, for light jets and c-jets are approximately 1% and 20%, respectively.
To account for dierences with respect to data, data-derived corrections are applied to the
MC simulation for the identication eciency of b-jets and the probability to mis-identify
jets resulting from light-avour quarks, charm quarks, and gluons.
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Initial jet-nding is extended using an approach called jet re-clustering [88]. This allows
the use of larger-radius jet algorithms while maintaining the calibrations and systematic
uncertainties associated with the input jet denition. Small-radius anti-kt R = 0:4 jets
with pT > 20 GeV and jj < 2:4 are used as input without modication to an anti-kt
R = 1:5 large-R jet algorithm, to identify the hadronic stop decays. The small-R jets
with pT < 50 GeV are required to have a jet vertex fraction (JVF) of at least 50%. After
summing the pT of charged-particle tracks matched to a jet, the JVF is the fraction due
to tracks from the selected hard-scattering interaction and it provides a means by which
to suppress jets from pile-up.
To further improve the background rejection, a splitting procedure is performed on each
of the two leading large-R jets. After jet-nding, the constituents of these large-R jets |
the anti-kt R = 0:4 input objects | are processed separately by the Cambridge-Aachen
(C=A) algorithm [89, 90], as implemented in FastJet 3. The C=A algorithm performs pair-
wise recombinations of proto-jets (the inputs to the jet algorithm) purely based on their
angular separation. Smaller-angle pairs are recombined rst, thus the nal recombined
pair typically has the largest separation. The C=A nal clustering is then undone by one
step, such that there are two branches \a" and \b". The following splitting criteria are
then applied to the branches \a" and \b" of each of the two leading large-R jets:
 Both branches carry appreciable pT relative to the large-R jet:
min[pT(a); pT(b)]
pT(large R) > 0:1: (4.1)
 The mass of each branch is small relative to its pT:
m(a)
pT(a)
< 0:3 and
m(b)
pT(b)
< 0:3: (4.2)
If either of the leading two large-R jets fails these selections, the event is discarded. This
implementation is identical to ref. [38], which is derived from the diboson-jet tagger [91].
This approach diers somewhat from that used in ref. [92] in that no requirement is placed
on the relative masses of the large-R and small-R jets.
5 Trigger and oine event selections
Events must satisfy jet and HT selections applied in the trigger which require HT =
P
pT >
500 GeV, calculated as the sum of level-2 trigger jets within jj < 3:2, and a leading jet
within jj < 3:2 with pT > 145 GeV. This relatively low-threshold jet trigger came online
part-way through the data-taking period in 2012 and collected 17.4 fb 1 of data. The
corresponding oine selections require events to have at least one anti-kt R = 0:4 jet with
pT > 175 GeV and jj < 2:4, as well as HT > 650 GeV, where the sum is over all anti-kt
R = 0:4 jets with pT > 20 GeV, jj < 2:4, and JVF > 0:5 if pT < 50 GeV. The cumulative
trigger selection eciency is greater than 99% for these oine requirements. The oine
event preselection further requires that at least two large-R jets with pT > 200 GeV and
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mass > 20 GeV be present in each event. These requirements select a range of phase space
for low stop masses in which the transverse momentum of the stops is often signicantly
greater than their mass.
The signal region (SR) is dened to suppress the large multijet background and to en-
hance the fraction of events that contain large-R jets consistent with the production of stop
pairs, with each stop decaying to a light quark and a b-quark. Simulation studies indicate
that three kinematic observables are particularly useful for background discrimination:
1. The mass asymmetry between the two leading large-R jets in the event (with masses
m1 and m2, respectively), dened as
A = jm1  m2j
m1 +m2
; (5.1)
dierentiates signal from background since the two stop subjet-pair resonances are
expected to be of equal mass.
2. The (absolute value of the cosine of the) stop-pair production angle, j cos j, with
respect to the beam line in the centre-of-mass reference frame3 distinguishes between
centrally produced massive particles and high-mass forward-scattering events from
QCD. It provides ecient discrimination and does not exhibit signicant variation
with the stop mass.
3. In addition, a requirement on the subjets is applied to each of the leading large-R
jets in the event. The pT of each subjet a and b relative to the other is referred to
as the subjet pT2=pT1, dened by
subjet pT2=pT1 =
min[pT(a); pT(b)]
max[pT(a); pT(b)]
: (5.2)
The A, j cos j, and subjet pT2=pT1 variables provide good discrimination between sig-
nal and background and are motivated by an ATLAS search for scalar gluons at
p
s =
7 TeV [93] as well as by refs. [38, 94].
In addition to the kinematic observables described above, b-tagging applied to anti-kt
R = 0:4 jets provides a very powerful discriminant for dening both the signal and the
control regions, and one that is approximately uncorrelated with the kinematic features
discussed above. Using these kinematic observables and the presence of at least two b-
tagged jets per event, the signal region is dened by (for the leading two large-R jets)
A < 0:1;
j cos j < 0:3; (5.3)
subjet pT2=pT1 > 0:3:
Distributions of the discriminating variables are shown in gure 3. Insofar as the data
points are dominated by background in these plots, even in the case of a potential signal,
the data points should be understood to represent the background.
3This scattering angle, , is formed by boosting the two stop large-R jets to the centre-of-mass frame
and measuring the angle of either stop large-R jet with respect to the beam line.
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Figure 3. Distributions of the discriminating variables for events in which the other three selections
are applied for each subgure. The signal region is indicated with a red arrow. All distributions are
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Following these selections, the distribution of the average mass of the leading two
large-R jets, mjetavg = (m
jet
1 + m
jet
2 )=2, is used to search for an excess of events above the
background prediction. The search is done in regions of mjetavg that are optimised to give
the best signicance. As shown in gure 4, the stop signal is expected as a peak that
would appear on top of a smoothly falling background spectrum. A Gaussian distribution
is tted to the stop signal mjetavg peak. The mean of the t, hmjetavgi, is consistent with m~t in
each case. The resolution of the mjetavg peak is given approximately by s=hmjetavgi  5   7%
(where s is the standard deviation of the t), and has only a weak dependence on the
stop mass in the range probed by this analysis. Mass windows in mjetavg are determined by
taking into account the eect of jet energy scale (JES) and jet energy resolution (JER)
measurement uncertainties on the expected signal mjetavg distribution and the estimated
background. The size of each mass window is dened to be equal to or larger than the
full width of the mjetavg mass spectrum for the m~t model that best corresponds to that
range. The denitions of these mass windows and the signal eciency in each window are
given in table 1. Figure 4(a) shows the mass windows overlaid on top of the signal mjetavg
distributions for a few stop masses. The eciency of the mass windows (relative to the SR
cuts of eq. (5.3)) varies from 79% at 100 GeV to 19% at 400 GeV. The low eciency at
high mass is due to the fact that the decay products are often not fully contained in the
large-R jet, as can be seen in gure 4(b). Figure 5 shows the product of acceptance and
eciency, after the SR cuts and mass windows, as a function of m~t. The signicantly lower
acceptance times eciency for light stop masses in gure 5 is almost entirely due to the
eciency of the trigger selections which are for 100, 250, and 400 GeV stop masses 0.56%,
22%, and 96%, respectively. This low eciency is compensated by the large cross section
for low stop masses, retaining sensitivity to these mass values.
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(a) Linear scale.
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Figure 4. Distributions of the average jet mass mjetavg for signal samples with m~t = 100, 150, 200,
250, and 300 GeV, in linear (a) and logarithmic (b) scales (solid lines). A Gaussian distribution
is tted to the mass peak of each sample (dashed lines). The resolution, s=hmjetavgi, is quoted for
each stop mass value. The mass windows are highlighted with the shaded rectangles in (a). The
long tail peaking around m~t=2 for high-mass stops shown in (b) is due to events where not all stop
decay products are clustered within the large-R jets.
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m~t [GeV] Window [GeV] Selection eciency in mass window
100 [95; 115] 79 %
125 [115; 135] 77 %
150 [135; 165] 83 %
175 [165; 190] 72 %
200 [185; 210] 68 %
225 [210; 235] 56 %
250 [235; 265] 55 %
275 [260; 295] 49 %
300 [280; 315] 44 %
325 [305; 350] 30 %
350 [325; 370] 29 %
375 [345; 395] 25 %
400 [375; 420] 19 %
Table 1. Denition of the signal mass windows and selection eciency in each window relative to
the SR cuts of eq. (5.3).
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t
~
 
m
100 150 200 250 300 350 400
 [
%
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∈
×
A
0
0.1
0.2
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ATLAS Simulation
SR cuts only
SR and mass window
Figure 5. Total acceptance times eciency (A  ) of the SR cuts of eq. (5.3), and SR cuts
combined with the mass window selection in table 1, as a function of m~t. The denominator of the
eciency (in %) is the total number of events, i.e. the top row in table 3.
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6 Background estimation
The estimation of the dominant SM multijet background in the signal region, including
both the expected number of events and the shape of the mjetavg background spectrum,
is performed directly from the data. MC simulations are used to study the background
estimation method itself and to assess the contribution from tt production. For the back-
ground estimation, additional kinematic regions are dened by inverting the A and j cos j
selections as shown in table 2. These are labelled An, Bn, Cn, where n indicates the num-
ber of b-tags (n = 0; = 1;  2). The signal region kinematic selection criteria of eq. (5.3)
are comprised by the Dn requirements and summarised in the last row of table 2, where
SR  D2 with n  2 b-tags, and D1 with n = 1 b-tag is a validation region. Signal event
yields are summarised in table 3 for three stop masses.
The method relies on the assumption that the shape of the mjetavg spectrum is indepen-
dent of the various b-tagging selections, as gure 6(a) indicates, in each of the kinematic
regions (An, Bn, Cn, and Dn) dened in table 2. The advantage of the approach adopted
here is that events with fewer than two b-tagged jets can be used as control and validation
regions for in situ studies of these kinematic regions. An estimation of the normalisation
and shape of the spectrum in the signal region D2 can therefore be tested and validated
using events with n = 1 as well as regions A (A  0:1, j cos j  0:3) and C (A  0:1,
j cos j < 0:3). Region B (A < 0:1, j cos j  0:3) is primarily used to evaluate shape
dierences in the predicted mjetavg spectra (see section 7.2).
The A and j cos j variables are found to have a correlation coecient of at most 1% in
data events for n = 0. In simulated multijet events, the correlation is also consistent with
zero in events with n  2, within the large statistical uncertainties. Consequently, the ratio
of n  2 (or n = 1) to n = 0 in regions A;B, and C should be approximately the same as
the ratio in region D. The average jet mass spectrum, mjetavg, is compared across the various
n selections for region A, as well as between each of the regions in events with n = 0. These
comparisons are shown in gure 6 along with the ratio of the spectrum in each region to
that which most closely matches the nal signal region in each gure (region D for n = 0
and n  2 for region A). The results demonstrate that the mjetavg spectra in regions C and
D are reliably reproduced by regions A and B, respectively, as shown in gure 6(b).
The potential for events from tt production to contribute increases with the addition
of b-tag-multiplicity selections. Table 4 presents the number of events in the data and the
contribution from tt, as determined by MC simulation, in regions A, B, C, and D for n =
0; = 1;  2. The expected signal and tt contributions are also given for a few mass windows.
The tt contribution is at the few per mille level in the events with n = 0. Contributions
rise slightly in events with n = 1 to a maximum of . 4% in region D1. Lastly, regions
A2 and C2 (A  0:1) have a maximum tt contribution of around . 10%. Consequently,
when validating the method and in the nal background estimate, the contribution from
tt is subtracted in each of the regions. The corrected total number of events in a given
region is dened as NXn = N
data
Xn   N ttXn and the corrected mjetavg spectrum is dened as
NXn;i = N
data
Xn;i N ttXn;i, where i represents the ith bin of the histogram (X = A;B;C; or D,
and n refers to the number of b-tags). The two quantities are related by NXn = iNXn;i.
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Region A j cos j Subjet pT2=pT1 n
An  0:1  0:3 > 0:3 = 0; = 1;  2
Bn < 0:1  0:3 > 0:3 = 0; = 1;  2
Cn  0:1 < 0:3 > 0:3 = 0; = 1;  2
Dn < 0:1 < 0:3 > 0:3 = 0; = 1;  2
Table 2. Denitions of the kinematic regions dened by A, j cos j, subjet pT2=pT1, and the b-tag
multiplicity (n = 0; = 1;  2). The letters A, B, C, and D label the A and j cos j selections,
whereas n indicates the number of b-tags. D2  SR is the signal region of the analysis.
Selection m~t = 100 GeV m~t = 250 GeV m~t = 400 GeV
Total events (9:72 0:01) 106 (9:54 0:02) 104 (6:202 0:002) 103
Jet + HT trigger (5:47 0:08) 104 (2:07 0:01) 104 (5:98 0:02) 103
Large-R jet tag (1:68 0:04) 104 (4:76 0:06) 103 (1:29 0:01) 103
n  2 (6:35 0:23) 103 (1:70 0:03) 103 515 6
A2 416 58 194 11 68.7 2.2
B2 639 71 199 11 33.3 1.6
C2 419 62 149 9 71.2 2.2
D2 711 74 240 12 41.5 1.8
Table 3. The expected number of signal events in 17.4 fb 1 from MC simulation for each of the
selections applied to the n  2 region. Stop masses of m~t = 100 GeV, 250 GeV and 400 GeV are
shown. The statistical uncertainty of the MC simulation is shown for each selection. The jet +
HT trigger selection includes the oine selection. The large-R jet tag includes both the kinematic
preselections and the splitting criteria dened by eq. (4.1) and eq. (4.2). No selections are placed on
the masses of the candidate stop jets. The region denitions of A2{D2 are summarised in table 2.
All regions used for the background estimation (A0, C0, D0, A2, and C2) exhibit
potential signal contribution of less than 10%. Region B2 (A < 0:1, j cos j  0:3) is not
used to derive the background estimate, since the expected signal contribution is much
higher here than in A2 and C2 (for m~t = 100 GeV the signal contribution is 50% in B2,
compared with 2:2% in A2 and 8:2% in C2). The expected signal contribution in the
validation regions (n = 1) is only signicant in B1 and D1 (both require A < 0:1). Due to
this level of expected signal contribution, and the mjetavg dependence of that contribution,
the background estimation procedure obtains the mjetavg spectrum from the n = 0 regions
14
J
H
E
P
0
6
(
2
0
1
6
)
0
6
7
F
ra
c
ti
o
n
 o
f 
e
v
e
n
ts
 /
 2
0
 G
e
V
0
0.02
0.04
0.06
0.08
0.1
0.12
0.14
0.16
0.18
0.2
 [GeV]avg
jet
m
100 200 300 400
0.5
1
1.5
R
a
ti
o
 w
.r
.t
. 
A
2
ATLAS 
-1 = 8 TeV, 17.4 fbs
A0
A1
A2
(a)
F
ra
c
ti
o
n
 o
f 
e
v
e
n
ts
 /
 2
0
 G
e
V
0
0.02
0.04
0.06
0.08
0.1
0.12
0.14
0.16
0.18
0.2
 [GeV]avg
jet
m
100 200 300 400
0.5
1
1.5
R
a
ti
o
 w
.r
.t
. 
D
0
ATLAS 
-1 = 8 TeV, 17.4 fbs
A0
B0
C0
D0
(b)
Figure 6. Shape comparisons of the mjetavg spectrum for the data (a) in region A for events with
n = 0; = 1;  2 and (b) in regions A;B;C;D for events with n = 0. In each case, the lower panel
shows the ratio of the spectrum in each region to that which most closely matches the nal signal
region (n  2 for region A and region D for n = 0). Only statistical uncertainties are shown.
for the nal background spectrum estimate. The background estimation procedure itself
is summarised in the following steps:
1. The mjetavg shape (ND0;i) and total number of events (ND0) are extracted from the D0
region.
2. A projection factor is derived between events with n = 0 and events with n  2 for the
signal-depleted regions A (A  0:1, j cos j  0:3) and C (A  0:1, j cos j < 0:3).
As explained above, the number of tt events is subtracted in regions A0; C0; A2; and
C2 before evaluating the projection factor hkA;Ci2:
hkA;Ci2 = (kA2 + kC2)=2; where kX2 = NX2
NX0
; X = A;C: (6.1)
3. The projection factor is used to estimate the total number of events,
N
0
D2 = hkA;Ci2 ND0 +N ttD2; (6.2)
and shape (bin-by-bin),
N 0D2;i = hkA;Ci2 ND0;i +N ttD2;i; (6.3)
in the signal region, D2 (where the contribution from tt in D2 has been added).
This procedure is performed in the entire mass range and the mass windows are then
dened from the estimated background spectrum. The projection factors kA2 and kC2
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Region Ndata Ntt ( stat.  syst.)
[95; 115] GeV [135; 165] GeV [165; 190] GeV [375; 420] GeV
NS
Ndata
Ntt
Ndata
NS
Ndata
Ntt
Ndata
NS
Ndata
Ntt
Ndata
NS
Ndata
Ntt
Ndata
n = 0
NA0 296 226 390  10 +100−95 0.21 % 0.27 % 0.048 % 0.14 % 0.019 % 0.072 % 0.11 % 0.037 %
NB0 115 671 176  7 +50−42 0.64 % 0.20 % 0.90 % 0.17 % 0.50 % 0.14 % 0.68 % 0.13 %
NC0 114 186 221  8 +59−52 0.42 % 0.39 % 0.088 % 0.20 % 0.020 % 0.093 % 0.24 % 0.18 %
ND0 44 749 110  6 +27−27 4.0 % 0.27 % 2.0 % 0.29 % 2.3 % 0.24 % 2.4 % 0. %
n = 1
NA1 79 604 1 110  10 +190−180 1.2 % 2.6 % 0.46 % 1.5 % 0.48 % 0.74 % 0.22 % 0.71 %
NB1 31 045 517  11 +84−83 14 % 1.9 % 9.7 % 2.3 % 8.0 % 1.9 % 10 % 0.089 %
NC1 32 163 620  10 +110−100 4.8 % 3.4 % 1.6 % 2.1 % 1.3 % 0.99 % 0.28 % 0.76 %
ND1 12 350 306  8 +52−45 29 % 2.3 % 31 % 3.6 % 21 % 3.7 % 43 % 0.000 10 %
n  2
NA2 22 259 1 050  10 +190−170 2.2 % 6.8 % 1.7 % 5.7 % 1.2 % 2.8 % 1.0 % 1.9 %
NB2 8 416 556  10 +94−86 50 % 7.2 % 29 % 10.0 % 24 % 8.8 % 26 % 0.24 %
NC2 9 384 570  10 +100−94 8.2 % 8.8 % 4.1 % 7.5 % 2.8 % 2.9 % 2.8 % 2.7 %
ND2 3 688 311  7 +60−47 120 % 8.4 % 73 % 14 % 72 % 11 % 160 % 0.51 %
Table 4. The observed event yields for 17.4 fb 1 in each of the regions for each b-tag multiplicity
are shown, as well as the expected fractional signal contribution for the mass windows (as dened
in table 1) corresponding to m~t = 100, 150, 175, and 400 GeV, and the tt contribution in the same
mass windows. The tt systematic uncertainties include both the detector-level uncertainties and
the theoretical uncertainties, as described in section 7.
are compatible at the level of about 4% (including the tt subtraction as in eq. (6.1)) and
this dierence is included as a systematic uncertainty on the background estimate (see
section 7). The validity of the background estimation method can be demonstrated in the
n = 1 regions by deriving a projection factor analogously to eq. (6.1) for n = 0 and n = 1,
hkA;Ci1 = (kA1 + kC1)=2: (6.4)
The expected number of events in the full range of D1 is then estimated by
N 0D1 = hkA;Ci1 ND0 +N ttD1
= 12400 130: (6.5)
The same estimate for D2 gives
N 0D2 = hkA;Ci2 ND0 +N ttD2
= 3640+90 80: (6.6)
In eq. (6.5) and eq. (6.6) the uncertainty quoted includes the statistical uncertainty and the
uncertainties related to the tt estimate (see section 7). These numbers should be compared
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with the observed numbers of events in table 4, 12350 in D1 and 3688 in D2. The observed
numbers of events are consistent with the estimated values.
7 Systematic uncertainties
Several sources of systematic uncertainty are considered when determining the estimated
contributions from signal and background. The background estimate uncertainties pertain
primarily to the method itself. The control and validation regions dened in section 6 are
used to evaluate the size of these uncertainties. A description of the primary sources of
uncertainty follows.
7.1 b-jet-multiplicity mjetavg shape uncertainty
Regions A (A  0:1, j cos j  0:3) and C (A  0:1, j cos j < 0:3) are used to di-
rectly compare the shape of the mjetavg spectrum in events with b-jet-multiplicities of n = 0
and n  2 (the tt-corrected mjetavg spectrum is used, as dened in section 6). The b-
jet-multiplicity mjetavg shape systematic uncertainty is calculated as the maximum of the
bin-by-bin dierence of region A2 compared to A0 (gure 6(a)) and C2 compared to C0,
b jet multi: syst:i = max [j1  A2;i=A0;ij; j1  C2;i=C0;ij] ; (7.1)
where the normalised mjetavg spectrum are dened as Xn;i = NXn;i=NXn (X = A;C). The
expression in eq. (7.1) is then added in quadrature with the statistical uncertainty to form
the total systematic uncertainty for that particular bin. A xed bin width of 50 GeV is used
in order to reduce eects due to statistical uncertainties. The size of the b-jet-multiplicity
mjetavg shape systematic uncertainty varies from approximately 7{12% at low m
jet
avg to 20%
near mjetavg  300 GeV, and to around 90% for mjetavg  400 GeV. The large systematic
uncertainty in the high-mass tail is due to the low number of events in the n  2 regions.
Figure 8 shows the b-jet-multiplicity mjetavg shape systematic uncertainty as well as the total
systematic uncertainty when combined with the constant systematic uncertainty due to
the 4% dierence between projection factors kA2 and kC2 mentioned in section 6, and the
background estimation mjetavg shape systematic uncertainty described below in section 7.2.
7.2 Background estimation mjetavg shape uncertainty
Events with n = 1 are used to test the validity of the background estimation method in
data and to derive a systematic uncertainty on the approach. Figure 7 shows several results
of this test by comparing three estimated spectra with the observed spectrum in each of
the four regions. The estimated spectra of gure 7 are determined using projection factors,
kX1 = NX1=NX0; (7.2)
from events with n = 0 to those with n = 1, in each of the three regions X = A, B, and C
in order to determine the extent to which the prediction varies with each choice. Region
D1 was used to validate the systematic uncertainty derived from A1, B1, and C1. Because
of the three projection factors (kA, kB, and kC) there are three estimates (NY 10A;i, NY 1
0
B ;i
,
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and NY 10C ;i) of the m
jet
avg spectrum in each of the regions Y 1 = A1, B1, and C1. Thus, in
total there are nine estimates of the actual spectra, these are written succinctly as
NY 10X ;i = kX1 NY 0;i, where X = fA;B;Cg and Y = fA;B;Cg: (7.3)
These estimates provide a test of the shape compatibility as well as the overall normalisation
of the background estimate (the special cases NA10A;i, NB1
0
B ;i
, and NC10C ;i are normalised to
the data by construction and thus only provide a shape comparison of n = 1 and n = 0). A
systematic uncertainty for the background projection is then derived by taking, bin-by-bin,
the largest deviation of the ratio of estimated to actual yield from unity in the mjetavg spectra
in each of the regions A, B, and C according to
bkg: syst:i = max
X;Y
h
j1 NY 10X ;i=NY 1;ij
i
; (7.4)
where NY 1;i are the observed data points and NY 10X ;i are the estimated spectra dened by
eq. (7.3). A bin width of 50 GeV is used, just as above with the b-jet multiplicity mjetavg
shape systematic uncertainty. This is added in quadrature with the statistical uncertainty
of that ratio in order to form the total systematic uncertainty for that particular bin. The
size of the background estimation mjetavg shape systematic uncertainty varies from less than
10% at low mjetavg  100 GeV to 20% near mjetavg  400 GeV. Figure 8 shows the background
estimation mjetavg shape systematic uncertainty as well as the total systematic uncertainty
when combined with the two above-mentioned systematic uncertainties.
7.3 Background tt contribution systematic uncertainty
Since POWHEG+PYTHIA MC simulation is used to determine the contribution from tt events
in the signal region and each of the control regions, systematic uncertainties related to the
MC simulation of the process itself are included in the total systematic uncertainty for the
background estimation. The theoretical uncertainties include renormalisation and factori-
sation scale variations, parton distribution function uncertainties, the choice of MC genera-
tor using comparisons with MC@NLO [95], the choice of parton shower models using compar-
isons with Herwig [96], and initial- and nal-state radiation (FSR) modelling uncertainties.
The size of the theoretical systematic uncertainties for tt production vary from approxi-
mately 40% to 70% in the relevant kinematic regions and are dominated by the uncertainties
from the MC generator and ISR/FSR variations. The detector-level uncertainties include
the JES and JER uncertainties [83] as well as the b-tagging eciency and mistag-rate un-
certainties [87]. Uncertainties associated with the large-R jet mass scale and resolution are
taken into account by the JES and JER uncertainties of the input small-R jets [88].
The size of the total tt systematic uncertainty varies in the mass range mjetavg = 100{
200 GeV from approximately 50% to 80%. In the range mjetavg = 300{400 GeV the tt
systematic uncertainties are of the order of 100%, but the tt background is completely
negligible in this range. Lastly, an uncertainty of 2.8% is applied to the measured integrated
luminosity of 17.4 fb 1 following the methodology described in ref. [97].
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Figure 7. The mjetavg distribution is shown in four validation regions with n = 1. In each case the
data (A1, B1, C1, and D1) are compared to estimates based on projection factors derived between
n = 0 and n = 1 in A, B, and C (see section 7.2).
7.4 Signal systematic uncertainties
In addition to the systematic uncertainties associated with the background estimate, the
MC simulation of the signal model is subject to systematic uncertainties. Much like the
contribution from tt, these uncertainties include experimental uncertainties as well as theo-
retical uncertainties. The detector-level uncertainties include the JES and JER uncertain-
ties, and the b-tagging uncertainties as described for the estimate of tt. The theoretical
uncertainties include renormalisation and factorisation scale variations, parton distribu-
tion function uncertainties, and ISR and FSR modelling uncertainties. The nominal signal
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Figure 8. Systematic uncertainty for the data-driven multijet background estimation. The blue
dashed line represents the background estimation systematic uncertainty estimated from compar-
isons of the predicted mjetavg spectra in regions A1, B1, and C1 to the actual spectra. The red dotted
line represents the estimated systematic uncertainty due to shape dierences between events with
n = 0 and n  2. The green line represents a systematic uncertainty due to the level of compatibil-
ity of kA2 and kC2. Finally, the black line with a lled yellow area shows the combined systematic
uncertainty of all three contributions added in quadrature. The systematic uncertainty curves were
smoothed with a Gaussian lter of spread 20 GeV.
cross-section and its uncertainty are taken from an envelope of cross-section predictions us-
ing dierent PDF sets and factorisation and renormalisation scales, as described in ref. [66].
Each signal model is varied according to these systematic uncertainties and the impact on
the acceptance in each mass window is then propagated to the nal result. The largest
contribution to the total signal systematic uncertainty comes from the JES and b-tagging,
both in the range 10{18%. The size of the theoretical uncertainty grows from around 5%
for low-mass stops to around 10% for higher-mass stops.
To evaluate the ISR/FSR systematic uncertainty, separate samples of ~t~t pair events are
generated using MadGraph +PYTHIA, and the rate of ISR/FSR production is varied. These
are used to reweight the pT(~t~t
) distribution of the nominal signal samples to estimate the
change in signal acceptance  eciency. The eect ranges from 0{17%, with the largest
impact at high m~t.
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m~t [GeV] Window [GeV] N
data-driven est:
B N
tt est:
B N
tot: est:
B N
obs:
data NS
100 [95; 115] 465  56 39  26 504  61 460 560  140
125 [115; 135] 496  49 68  37 564  61 555 570  130
150 [135; 165] 680  61 105  49 785  78 761 560  110
175 [165; 190] 471  46 63  19 534  50 583 421  96
200 [185; 210] 395  46 16.5  9.6 412  47 416 293  50
225 [210; 235] 266  37 2.4  2.4 269  37 283 178  36
250 [235; 265] 176  27 1.1  1.1 177  27 195 127  29
275 [260; 295] 104  19 0.59  0.55 104  19 96 71  20
300 [280; 315] 69  16 0.93  0.29 70  16 51 48  10
325 [305; 350] 43  14 0.73  0.53 43  14 44 29.4 6.9
350 [325; 370] 26  10 0.23  0.15 26  10 37 20.2 4.3
375 [345; 395] 18.6  9.8 0.076  0.076 18.7 9.8 22 12.6 2.8
400 [375; 420] 9.5  7.7 0.026  0.026 9.5 7.7 5 8.1 1.8
Table 5. Summary of the observed number of events in the data and the estimated number of
signal and background events with total uncertainties (i.e. all listed uncertainties are the combined
statistical and systematic uncertainties) that fall within each of the optimised mass windows in
region D2. The total number of estimated background events in each window is the sum of the
estimated background from the data-driven method and the tt simulation. The columns, from left
to right indicate: Ndata-driven est:B , the data-driven background estimate; N
tt est:
B , the background
contribution from tt; N tot: est:B , the total estimated background; N
obs:
data, the number of observed
events in the data; and NS , the number of expected signal events.
8 Results
Table 5 summarises the observed and expected number of events that fall within each of the
optimised mass windows in the signal region, D2. Figure 9 shows the observed mjetavg distri-
bution in the data, along with the estimated background spectrum, including both the sys-
tematic and statistical uncertainties. No excess over the background prediction is observed.
Model-independent upper limits at 95% condence level (CL) on the number of beyond-
the-SM (BSM) events for each signal region are derived using the CLs prescription [98] and
neglecting any possible contribution in the control regions. Dividing these by the integrated
luminosity of the data sample provides upper limits on the visible BSM cross-section, vis:,
which is dened as the product of acceptance (A), reconstruction eciency (), branching
ratio (BR), and production cross-section (prod.). This search specically targets low-mass
~t! bs decays, assuming 100% BR. The resulting limits on the number of BSM events and
on the visible signal cross-section are shown in table 6. The signicance of an excess can
be quantied by the probability (p0) that a background-only experiment has at least as
many events as observed. This p-value is also reported for each region in table 6, where
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Figure 9. The observed mjetavg spectrum in the signal region is shown as black points with statistical
uncertainties. Also shown is the total SM background estimate, and the separate contributions from
the data-driven multijet and MC tt backgrounds. The red hatched band represents the combined
statistical and systematic uncertainty on the total SM background estimate. Signal mass spectra
are shown with statistical uncertainties only. The bottom panel shows the ratio of the data relative
to the total SM background estimate.
p0 = 1 CLb and CLb is the condence level observed for the background-only hypothesis.
The p-value is truncated at 0.5 for any signal region where the observed number of events
is less than the expected number.
Exclusion limits are set on the signal model of interest. A prole likelihood ratio com-
bining Poisson probabilities for signal and background is computed to determine the 95%
CL for compatibility of the data with the signal-plus-background hypothesis (CLs+b) [99].
A similar calculation is performed for the background-only hypothesis (CLb). From the
ratio of these two quantities, the condence level for the presence of signal (CLs) is deter-
mined [98]. Systematic uncertainties are treated as nuisance parameters assuming Gaussian
distributions and pseudo-experiments are used to evaluate the results. This procedure is
implemented using a software framework for statistical data analysis, HistFitter [100]. The
observed and expected 95% CL upper limits on the allowed cross-section are shown in g-
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Model-independent upper limits at 95% CL
Window [GeV] vis: [fb] Observed NBSM Expected NBSM p0
[95; 115] 5.8 101 127 +50−36 0.50
[115; 135] 7.0 122 128 +50−36 0.50
[135; 165] 8.4 145 160 +40−45 0.50
[165; 190] 8.4 146 109 +43−31 0.19
[185; 210] 5.9 103 100 +39−28 0.47
[210; 235] 5.1 89 79 +31−22 0.36
[235; 265] 4.2 73 60 +24−17 0.28
[260; 295] 2.2 38 43 +17−12 0.50
[280; 315] 1.4 25 35 +14−10 0.50
[305; 350] 1.7 30 30 +12−8 0.49
[325; 370] 1.8 31.8 23.5 +9.4−6.6 0.18
[345; 395] 1.4 23.8 21.4 +8.4−6.0 0.38
[375; 420] 0.57 10.0 10.8 +3.2−2.1 0.50
Table 6. Left to right: mass window range, 95% CL upper limits on the visible cross-section
(vis: = hA   BR prod.i) and on the number of signal events (Observed NBSM). The fourth
column (Expected NBSM) shows the 95% CL upper limit on the number of signal events, given
the expected number (and 1 excursions on the expectation) of background events. The last
column indicates the discovery p-value, p0 = 1   CLb, where CLb is the condence level observed
for the background-only hypothesis. The p-value is truncated at 0.5 for any mass window where
the observed number of events is less than the expected number.
ure 10. For each simulated stop mass, the optimal mass window is chosen and the expected
background yield is compared to the observed number of events in the mass window. Any
potential signal contribution in the control regions from which the background estimates
are derived is included as a systematic uncertainty on the background estimate. The size of
the potential signal contribution in the control regions is shown for a few mass windows in
table 4. Stops with masses between 100  m~t  315 GeV are excluded at 95% condence
level. All mass limits are quoted using the ~t~t signal production cross-section reduced by
one standard deviation of the theory uncertainties.
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Figure 10. Observed and expected 95% CL upper limits on the stop pair production cross-
section as function of the stop mass. The solid line with big round markers shows the observed
limit, the dotted line shows the expected exclusion limit, and the green and yellow bands represent
the uncertainties on this limit. Limits from the CDF Collaboration are shown in red for m~t 
100 GeV [40]. The blue line shows the theoretical signal cross-section and the blue band indicates
the 1 variations due to theoretical uncertainties on the signal production cross-section given by
renormalisation and factorisation scale and PDF uncertainties. For this search the cross-section is
calculated at NLO+NLL, whereas in the CDF paper the cross-section was calculated at NLO only.
9 Conclusions
This paper presents a search for direct pair production of light top squarks, decaying via
an R-parity-violating coupling to b- and s-quarks. This leads to a nal state characterised
by two large-radius hadronic jets that each contain both decay products of the top squark.
The search uses 17.4 fb 1 of
p
s = 8 TeV proton-proton collision data collected with the
ATLAS detector at the LHC. No deviation from the background prediction is observed, and
top squarks with masses between 100 and 315 GeV are excluded at 95% condence level.
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8 Department of Physics, The University of Texas at Arlington, Arlington TX, United States of
America
9 Physics Department, University of Athens, Athens, Greece
10 Physics Department, National Technical University of Athens, Zografou, Greece
11 Institute of Physics, Azerbaijan Academy of Sciences, Baku, Azerbaijan
12 Institut de Fsica d'Altes Energies (IFAE), The Barcelona Institute of Science and Technology,
Barcelona, Spain
13 Institute of Physics, University of Belgrade, Belgrade, Serbia
14 Department for Physics and Technology, University of Bergen, Bergen, Norway
15 Physics Division, Lawrence Berkeley National Laboratory and University of California, Berkeley
CA, United States of America
16 Department of Physics, Humboldt University, Berlin, Germany
17 Albert Einstein Center for Fundamental Physics and Laboratory for High Energy Physics,
University of Bern, Bern, Switzerland
18 School of Physics and Astronomy, University of Birmingham, Birmingham, United Kingdom
19 (a) Department of Physics, Bogazici University, Istanbul; (b) Department of Physics Engineering,
Gaziantep University, Gaziantep; (c) Department of Physics, Dogus University, Istanbul, Turkey
20 (a) INFN Sezione di Bologna; (b) Dipartimento di Fisica e Astronomia, Universita di Bologna,
Bologna, Italy
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21 Physikalisches Institut, University of Bonn, Bonn, Germany
22 Department of Physics, Boston University, Boston MA, United States of America
23 Department of Physics, Brandeis University, Waltham MA, United States of America
24 (a) Universidade Federal do Rio De Janeiro COPPE/EE/IF, Rio de Janeiro; (b) Electrical Circuits
Department, Federal University of Juiz de Fora (UFJF), Juiz de Fora; (c) Federal University of Sao
Joao del Rei (UFSJ), Sao Joao del Rei; (d) Instituto de Fisica, Universidade de Sao Paulo, Sao
Paulo, Brazil
25 Physics Department, Brookhaven National Laboratory, Upton NY, United States of America
26 (a) Transilvania University of Brasov, Brasov, Romania; (b) National Institute of Physics and
Nuclear Engineering, Bucharest; (c) National Institute for Research and Development of Isotopic
and Molecular Technologies, Physics Department, Cluj Napoca; (d) University Politehnica
Bucharest, Bucharest; (e) West University in Timisoara, Timisoara, Romania
27 Departamento de Fsica, Universidad de Buenos Aires, Buenos Aires, Argentina
28 Cavendish Laboratory, University of Cambridge, Cambridge, United Kingdom
29 Department of Physics, Carleton University, Ottawa ON, Canada
30 CERN, Geneva, Switzerland
31 Enrico Fermi Institute, University of Chicago, Chicago IL, United States of America
32 (a) Departamento de Fsica, Ponticia Universidad Catolica de Chile, Santiago; (b) Departamento
de Fsica, Universidad Tecnica Federico Santa Mara, Valparaso, Chile
33 (a) Institute of High Energy Physics, Chinese Academy of Sciences, Beijing; (b) Department of
Modern Physics, University of Science and Technology of China, Anhui; (c) Department of Physics,
Nanjing University, Jiangsu; (d) School of Physics, Shandong University, Shandong; (e) Department
of Physics and Astronomy, Shanghai Key Laboratory for Particle Physics and Cosmology, Shanghai
Jiao Tong University, Shanghai; (f) Physics Department, Tsinghua University, Beijing 100084,
China
34 Laboratoire de Physique Corpusculaire, Clermont Universite and Universite Blaise Pascal and
CNRS/IN2P3, Clermont-Ferrand, France
35 Nevis Laboratory, Columbia University, Irvington NY, United States of America
36 Niels Bohr Institute, University of Copenhagen, Kobenhavn, Denmark
37 (a) INFN Gruppo Collegato di Cosenza, Laboratori Nazionali di Frascati; (b) Dipartimento di
Fisica, Universita della Calabria, Rende, Italy
38 (a) AGH University of Science and Technology, Faculty of Physics and Applied Computer Science,
Krakow; (b) Marian Smoluchowski Institute of Physics, Jagiellonian University, Krakow, Poland
39 Institute of Nuclear Physics Polish Academy of Sciences, Krakow, Poland
40 Physics Department, Southern Methodist University, Dallas TX, United States of America
41 Physics Department, University of Texas at Dallas, Richardson TX, United States of America
42 DESY, Hamburg and Zeuthen, Germany
43 Institut fur Experimentelle Physik IV, Technische Universitat Dortmund, Dortmund, Germany
44 Institut fur Kern- und Teilchenphysik, Technische Universitat Dresden, Dresden, Germany
45 Department of Physics, Duke University, Durham NC, United States of America
46 SUPA - School of Physics and Astronomy, University of Edinburgh, Edinburgh, United Kingdom
47 INFN Laboratori Nazionali di Frascati, Frascati, Italy
48 Fakultat fur Mathematik und Physik, Albert-Ludwigs-Universitat, Freiburg, Germany
49 Section de Physique, Universite de Geneve, Geneva, Switzerland
50 (a) INFN Sezione di Genova; (b) Dipartimento di Fisica, Universita di Genova, Genova, Italy
51 (a) E. Andronikashvili Institute of Physics, Iv. Javakhishvili Tbilisi State University, Tbilisi; (b)
High Energy Physics Institute, Tbilisi State University, Tbilisi, Georgia
52 II Physikalisches Institut, Justus-Liebig-Universitat Giessen, Giessen, Germany
53 SUPA - School of Physics and Astronomy, University of Glasgow, Glasgow, United Kingdom
54 II Physikalisches Institut, Georg-August-Universitat, Gottingen, Germany
55 Laboratoire de Physique Subatomique et de Cosmologie, Universite Grenoble-Alpes, CNRS/IN2P3,
Grenoble, France
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56 Department of Physics, Hampton University, Hampton VA, United States of America
57 Laboratory for Particle Physics and Cosmology, Harvard University, Cambridge MA, United States
of America
58 (a) Kirchho-Institut fur Physik, Ruprecht-Karls-Universitat Heidelberg, Heidelberg; (b)
Physikalisches Institut, Ruprecht-Karls-Universitat Heidelberg, Heidelberg; (c) ZITI Institut fur
technische Informatik, Ruprecht-Karls-Universitat Heidelberg, Mannheim, Germany
59 Faculty of Applied Information Science, Hiroshima Institute of Technology, Hiroshima, Japan
60 (a) Department of Physics, The Chinese University of Hong Kong, Shatin, N.T., Hong Kong; (b)
Department of Physics, The University of Hong Kong, Hong Kong; (c) Department of Physics, The
Hong Kong University of Science and Technology, Clear Water Bay, Kowloon, Hong Kong, China
61 Department of Physics, Indiana University, Bloomington IN, United States of America
62 Institut fur Astro- und Teilchenphysik, Leopold-Franzens-Universitat, Innsbruck, Austria
63 University of Iowa, Iowa City IA, United States of America
64 Department of Physics and Astronomy, Iowa State University, Ames IA, United States of America
65 Joint Institute for Nuclear Research, JINR Dubna, Dubna, Russia
66 KEK, High Energy Accelerator Research Organization, Tsukuba, Japan
67 Graduate School of Science, Kobe University, Kobe, Japan
68 Faculty of Science, Kyoto University, Kyoto, Japan
69 Kyoto University of Education, Kyoto, Japan
70 Department of Physics, Kyushu University, Fukuoka, Japan
71 Instituto de Fsica La Plata, Universidad Nacional de La Plata and CONICET, La Plata, Argentina
72 Physics Department, Lancaster University, Lancaster, United Kingdom
73 (a) INFN Sezione di Lecce; (b) Dipartimento di Matematica e Fisica, Universita del Salento, Lecce,
Italy
74 Oliver Lodge Laboratory, University of Liverpool, Liverpool, United Kingdom
75 Department of Physics, Jozef Stefan Institute and University of Ljubljana, Ljubljana, Slovenia
76 School of Physics and Astronomy, Queen Mary University of London, London, United Kingdom
77 Department of Physics, Royal Holloway University of London, Surrey, United Kingdom
78 Department of Physics and Astronomy, University College London, London, United Kingdom
79 Louisiana Tech University, Ruston LA, United States of America
80 Laboratoire de Physique Nucleaire et de Hautes Energies, UPMC and Universite Paris-Diderot and
CNRS/IN2P3, Paris, France
81 Fysiska institutionen, Lunds universitet, Lund, Sweden
82 Departamento de Fisica Teorica C-15, Universidad Autonoma de Madrid, Madrid, Spain
83 Institut fur Physik, Universitat Mainz, Mainz, Germany
84 School of Physics and Astronomy, University of Manchester, Manchester, United Kingdom
85 CPPM, Aix-Marseille Universite and CNRS/IN2P3, Marseille, France
86 Department of Physics, University of Massachusetts, Amherst MA, United States of America
87 Department of Physics, McGill University, Montreal QC, Canada
88 School of Physics, University of Melbourne, Victoria, Australia
89 Department of Physics, The University of Michigan, Ann Arbor MI, United States of America
90 Department of Physics and Astronomy, Michigan State University, East Lansing MI, United States
of America
91 (a) INFN Sezione di Milano; (b) Dipartimento di Fisica, Universita di Milano, Milano, Italy
92 B.I. Stepanov Institute of Physics, National Academy of Sciences of Belarus, Minsk, Republic of
Belarus
93 National Scientic and Educational Centre for Particle and High Energy Physics, Minsk, Republic
of Belarus
94 Group of Particle Physics, University of Montreal, Montreal QC, Canada
95 P.N. Lebedev Physical Institute of the Russian Academy of Sciences, Moscow, Russia
96 Institute for Theoretical and Experimental Physics (ITEP), Moscow, Russia
97 National Research Nuclear University MEPhI, Moscow, Russia
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98 D.V. Skobeltsyn Institute of Nuclear Physics, M.V. Lomonosov Moscow State University, Moscow,
Russia
99 Fakultat fur Physik, Ludwig-Maximilians-Universitat Munchen, Munchen, Germany
100 Max-Planck-Institut fur Physik (Werner-Heisenberg-Institut), Munchen, Germany
101 Nagasaki Institute of Applied Science, Nagasaki, Japan
102 Graduate School of Science and Kobayashi-Maskawa Institute, Nagoya University, Nagoya, Japan
103 (a) INFN Sezione di Napoli; (b) Dipartimento di Fisica, Universita di Napoli, Napoli, Italy
104 Department of Physics and Astronomy, University of New Mexico, Albuquerque NM, United States
of America
105 Institute for Mathematics, Astrophysics and Particle Physics, Radboud University
Nijmegen/Nikhef, Nijmegen, Netherlands
106 Nikhef National Institute for Subatomic Physics and University of Amsterdam, Amsterdam,
Netherlands
107 Department of Physics, Northern Illinois University, DeKalb IL, United States of America
108 Budker Institute of Nuclear Physics, SB RAS, Novosibirsk, Russia
109 Department of Physics, New York University, New York NY, United States of America
110 Ohio State University, Columbus OH, United States of America
111 Faculty of Science, Okayama University, Okayama, Japan
112 Homer L. Dodge Department of Physics and Astronomy, University of Oklahoma, Norman OK,
United States of America
113 Department of Physics, Oklahoma State University, Stillwater OK, United States of America
114 Palacky University, RCPTM, Olomouc, Czech Republic
115 Center for High Energy Physics, University of Oregon, Eugene OR, United States of America
116 LAL, Univ. Paris-Sud, CNRS/IN2P3, Universite Paris-Saclay, Orsay, France
117 Graduate School of Science, Osaka University, Osaka, Japan
118 Department of Physics, University of Oslo, Oslo, Norway
119 Department of Physics, Oxford University, Oxford, United Kingdom
120 (a) INFN Sezione di Pavia; (b) Dipartimento di Fisica, Universita di Pavia, Pavia, Italy
121 Department of Physics, University of Pennsylvania, Philadelphia PA, United States of America
122 National Research Centre \Kurchatov Institute" B.P.Konstantinov Petersburg Nuclear Physics
Institute, St. Petersburg, Russia
123 (a) INFN Sezione di Pisa; (b) Dipartimento di Fisica E. Fermi, Universita di Pisa, Pisa, Italy
124 Department of Physics and Astronomy, University of Pittsburgh, Pittsburgh PA, United States of
America
125 (a) Laboratorio de Instrumentac~ao e Fsica Experimental de Partculas - LIP, Lisboa; (b) Faculdade
de Cie^ncias, Universidade de Lisboa, Lisboa; (c) Department of Physics, University of Coimbra,
Coimbra; (d) Centro de Fsica Nuclear da Universidade de Lisboa, Lisboa; (e) Departamento de
Fisica, Universidade do Minho, Braga; (f) Departamento de Fisica Teorica y del Cosmos and
CAFPE, Universidad de Granada, Granada (Spain); (g) Dep Fisica and CEFITEC of Faculdade de
Ciencias e Tecnologia, Universidade Nova de Lisboa, Caparica, Portugal
126 Institute of Physics, Academy of Sciences of the Czech Republic, Praha, Czech Republic
127 Czech Technical University in Prague, Praha, Czech Republic
128 Faculty of Mathematics and Physics, Charles University in Prague, Praha, Czech Republic
129 State Research Center Institute for High Energy Physics (Protvino), NRC KI, Russia
130 Particle Physics Department, Rutherford Appleton Laboratory, Didcot, United Kingdom
131 (a) INFN Sezione di Roma; (b) Dipartimento di Fisica, Sapienza Universita di Roma, Roma, Italy
132 (a) INFN Sezione di Roma Tor Vergata; (b) Dipartimento di Fisica, Universita di Roma Tor
Vergata, Roma, Italy
133 (a) INFN Sezione di Roma Tre; (b) Dipartimento di Matematica e Fisica, Universita Roma Tre,
Roma, Italy
134 (a) Faculte des Sciences Ain Chock, Reseau Universitaire de Physique des Hautes Energies -
Universite Hassan II, Casablanca; (b) Centre National de l'Energie des Sciences Techniques
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Nucleaires, Rabat; (c) Faculte des Sciences Semlalia, Universite Cadi Ayyad, LPHEA-Marrakech;
(d) Faculte des Sciences, Universite Mohamed Premier and LPTPM, Oujda; (e) Faculte des
sciences, Universite Mohammed V, Rabat, Morocco
135 DSM/IRFU (Institut de Recherches sur les Lois Fondamentales de l'Univers), CEA Saclay
(Commissariat a l'Energie Atomique et aux Energies Alternatives), Gif-sur-Yvette, France
136 Santa Cruz Institute for Particle Physics, University of California Santa Cruz, Santa Cruz CA,
United States of America
137 Department of Physics, University of Washington, Seattle WA, United States of America
138 Department of Physics and Astronomy, University of Sheeld, Sheeld, United Kingdom
139 Department of Physics, Shinshu University, Nagano, Japan
140 Fachbereich Physik, Universitat Siegen, Siegen, Germany
141 Department of Physics, Simon Fraser University, Burnaby BC, Canada
142 SLAC National Accelerator Laboratory, Stanford CA, United States of America
143 (a) Faculty of Mathematics, Physics & Informatics, Comenius University, Bratislava; (b)
Department of Subnuclear Physics, Institute of Experimental Physics of the Slovak Academy of
Sciences, Kosice, Slovak Republic
144 (a) Department of Physics, University of Cape Town, Cape Town; (b) Department of Physics,
University of Johannesburg, Johannesburg; (c) School of Physics, University of the Witwatersrand,
Johannesburg, South Africa
145 (a) Department of Physics, Stockholm University; (b) The Oskar Klein Centre, Stockholm, Sweden
146 Physics Department, Royal Institute of Technology, Stockholm, Sweden
147 Departments of Physics & Astronomy and Chemistry, Stony Brook University, Stony Brook NY,
United States of America
148 Department of Physics and Astronomy, University of Sussex, Brighton, United Kingdom
149 School of Physics, University of Sydney, Sydney, Australia
150 Institute of Physics, Academia Sinica, Taipei, Taiwan
151 Department of Physics, Technion: Israel Institute of Technology, Haifa, Israel
152 Raymond and Beverly Sackler School of Physics and Astronomy, Tel Aviv University, Tel Aviv,
Israel
153 Department of Physics, Aristotle University of Thessaloniki, Thessaloniki, Greece
154 International Center for Elementary Particle Physics and Department of Physics, The University
of Tokyo, Tokyo, Japan
155 Graduate School of Science and Technology, Tokyo Metropolitan University, Tokyo, Japan
156 Department of Physics, Tokyo Institute of Technology, Tokyo, Japan
157 Department of Physics, University of Toronto, Toronto ON, Canada
158 (a) TRIUMF, Vancouver BC; (b) Department of Physics and Astronomy, York University, Toronto
ON, Canada
159 Faculty of Pure and Applied Sciences, and Center for Integrated Research in Fundamental Science
and Engineering, University of Tsukuba, Tsukuba, Japan
160 Department of Physics and Astronomy, Tufts University, Medford MA, United States of America
161 Centro de Investigaciones, Universidad Antonio Narino, Bogota, Colombia
162 Department of Physics and Astronomy, University of California Irvine, Irvine CA, United States of
America
163 (a) INFN Gruppo Collegato di Udine, Sezione di Trieste, Udine; (b) ICTP, Trieste; (c)
Dipartimento di Chimica, Fisica e Ambiente, Universita di Udine, Udine, Italy
164 Department of Physics, University of Illinois, Urbana IL, United States of America
165 Department of Physics and Astronomy, University of Uppsala, Uppsala, Sweden
166 Instituto de Fsica Corpuscular (IFIC) and Departamento de Fsica Atomica, Molecular y Nuclear
and Departamento de Ingeniera Electronica and Instituto de Microelectronica de Barcelona
(IMB-CNM), University of Valencia and CSIC, Valencia, Spain
167 Department of Physics, University of British Columbia, Vancouver BC, Canada
168 Department of Physics and Astronomy, University of Victoria, Victoria BC, Canada
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169 Department of Physics, University of Warwick, Coventry, United Kingdom
170 Waseda University, Tokyo, Japan
171 Department of Particle Physics, The Weizmann Institute of Science, Rehovot, Israel
172 Department of Physics, University of Wisconsin, Madison WI, United States of America
173 Fakultat fur Physik und Astronomie, Julius-Maximilians-Universitat, Wurzburg, Germany
174 Fakultat fur Mathematik und Naturwissenschaften, Fachgruppe Physik, Bergische Universitat
Wuppertal, Wuppertal, Germany
175 Department of Physics, Yale University, New Haven CT, United States of America
176 Yerevan Physics Institute, Yerevan, Armenia
177 Centre de Calcul de l'Institut National de Physique Nucleaire et de Physique des Particules
(IN2P3), Villeurbanne, France
a Also at Department of Physics, King's College London, London, United Kingdom
b Also at Institute of Physics, Azerbaijan Academy of Sciences, Baku, Azerbaijan
c Also at Novosibirsk State University, Novosibirsk, Russia
d Also at TRIUMF, Vancouver BC, Canada
e Also at Department of Physics & Astronomy, University of Louisville, Louisville, KY, United
States of America
f Also at Department of Physics, California State University, Fresno CA, United States of America
g Also at Department of Physics, University of Fribourg, Fribourg, Switzerland
h Also at Departamento de Fisica e Astronomia, Faculdade de Ciencias, Universidade do Porto,
Portugal
i Also at Tomsk State University, Tomsk, Russia
j Also at Universita di Napoli Parthenope, Napoli, Italy
k Also at Institute of Particle Physics (IPP), Canada
l Also at Particle Physics Department, Rutherford Appleton Laboratory, Didcot, United Kingdom
m Also at Department of Physics, St. Petersburg State Polytechnical University, St. Petersburg,
Russia
n Also at Department of Physics, The University of Michigan, Ann Arbor MI, United States of
America
o Also at Louisiana Tech University, Ruston LA, United States of America
p Also at Institucio Catalana de Recerca i Estudis Avancats, ICREA, Barcelona, Spain
q Also at Graduate School of Science, Osaka University, Osaka, Japan
r Also at Department of Physics, National Tsing Hua University, Taiwan
s Also at Department of Physics, The University of Texas at Austin, Austin TX, United States of
America
t Also at Institute of Theoretical Physics, Ilia State University, Tbilisi, Georgia
u Also at CERN, Geneva, Switzerland
v Also at Georgian Technical University (GTU),Tbilisi, Georgia
w Also at Ochadai Academic Production, Ochanomizu University, Tokyo, Japan
x Also at Manhattan College, New York NY, United States of America
y Also at Hellenic Open University, Patras, Greece
z Also at Institute of Physics, Academia Sinica, Taipei, Taiwan
aa Also at LAL, Univ. Paris-Sud, CNRS/IN2P3, Universite Paris-Saclay, Orsay, France
ab Also at Academia Sinica Grid Computing, Institute of Physics, Academia Sinica, Taipei, Taiwan
ac Also at School of Physics, Shandong University, Shandong, China
ad Also at Moscow Institute of Physics and Technology State University, Dolgoprudny, Russia
ae Also at section de Physique, Universite de Geneve, Geneva, Switzerland
af Also at International School for Advanced Studies (SISSA), Trieste, Italy
ag Also at Department of Physics and Astronomy, University of South Carolina, Columbia SC, United
States of America
ah Also at School of Physics and Engineering, Sun Yat-sen University, Guangzhou, China
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ai Also at Faculty of Physics, M.V.Lomonosov Moscow State University, Moscow, Russia
aj Also at National Research Nuclear University MEPhI, Moscow, Russia
ak Also at Department of Physics, Stanford University, Stanford CA, United States of America
al Also at Institute for Particle and Nuclear Physics, Wigner Research Centre for Physics, Budapest,
Hungary
am Also at Flensburg University of Applied Sciences, Flensburg, Germany
an Also at University of Malaya, Department of Physics, Kuala Lumpur, Malaysia
ao Also at CPPM, Aix-Marseille Universite and CNRS/IN2P3, Marseille, France
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