ABSTRACT Mobile crowdsensing (MCS) is a promising sensing paradigm based on the mobile node which provides the solution with cost-effectiveness to perform urban data collection. To monitor the urban environment and facilitate the municipal administration, more and more applications adopt vehicles as participants to carry out MCS tasks. The performance of the applications highly depends on the sensing data which is influenced by the recruiting strategy on vehicles. In this paper, we propose a novel vehicle selection algorithm to maximize the sensing range with limited cost while the vehicle selection problem was proved to be NP-complete. Specifically, we modeled the interaction between MCS server and candidate vehicles as a Markov decision process and formulated the maximum spatial temporal coverage (STC) optimization as a deep reinforcement learning process. The performance of our deep reinforcement learning-based vehicle selection (i.e., DRLVS) algorithm is evaluated with real trajectory dataset. The numerical result indicates that the proposed algorithm achieves an optimal solution and maximizes the STC.
I. INTRODUCTION
With the development of Internet of things (IoT) infrastructure and massive growth of mobile sensing devices, such as smart phones/vehicles, various applications, that support smart city components based on big data were created [1] , [2] . As a typical part of smart city, vehicular network has become the platform for those applications. To meet the increasing demand of data in IoT applications, mobile crowd sensing (MCS) has become a promising paradigm for large scale sensing in urban areas [3] . Specifically, due to the mobility and the scope of activity, vehicles have been adopted as the participants of the MCS applications [20] .
By using the sensing ability and the mobility of the vehicles, it is easy to collect location based sensing data without deploying fixed sensor nodes [5] . In particular, a vehicle based MCS system consists of a MCS server as a recruiter and the vehicles as the participants. The recruiter recruits participants to monitor the surrounding environment and contribute to mobile crowdsensing tasks. Meanwhile, the participants are rewarded according to their contribution and the incentive mechanisms of the MCS system [6] , [7] . MCS was
The associate editor coordinating the review of this manuscript and approving it for publication was Zhenyu Zhou. widely studied from different perspectives in recent years. In [8] , researchers studied crowdsensing applications and classify them into three categories: environmental, infrastructure and social science applications. In environmental applications, participants collect the information of natural phenomena like pollution, air condition and water level monitoring [9] . Infrastructure applications involve large scale monitoring related to public infrastructure including observing traffic congestion [10] , [11] . In social science applications, MCS nodes share sensed information among themselves. Example includes sharing road condition with other nodes for choosing best routine [12] . On the other hand, the performance of MCS application highly relies on the reliability of MCS system, as some participants may launch fake sensing attacks which lead to security and privacy concern [13] , [14] . In [16] , a comprehensive security and privacy protecting MCS architecture was proposed to guarantee the deployment of MCS applications. Despite the critical reliability problem of MCS, the key problem is selecting participants and collecting large scale of data. In [17] , Zhao et al. designed two online incentive mechanisms to attract more participants with budget constraint. An active participant recruitment method was presented to improve coverage area and effectiveness of service in [7] . In [18] Peng et al. proposed a data quality based incentive mechanisms, which estimate the quality of sensing data, and participants are rewarded based on their effective contribution.
In [21] , Zhu et al. studied the base station deployment problem for maximizing the expected coverage by the vehicular network. In [4] , He et al. presented a participant recruitment strategy for vehicle based crowdsensing, considering both current location and future estimated trajectories of the vehicles, and they consider the spatial coverage and temporal coverage respectively. A combination of spatial and temporal coverage was studied in [6] based on public transport with predictable trajectory. In [22] , Liu et al. proposed a vehicle selection algorithm which can collect comprehensive spatial temporal sensing data.
Generally, the methods to maximize the sensing data or sensing coverage both belong to NP-complete problem which is proved in [4] , [6] , [21] , and [22] , and choosing participants is always modeled as an optimization problem. Nevertheless, to find the optimal or sub-optimal solution in effective time, the performance of the proposed algorithms has to be trade off in the above literatures. Due to the ability of learning optimal policy from the interaction between agent and the environment, deep learning (DL) and reinforcement learning (RL) have become popular methods to solve optimization problem. In [7] , Zhou et al. used DL to validate data from the original sensed dataset and improve the efficiency and robustness of the MCS system. In [15] , Xiao et al. investigated secure MCS and proposed a deep learning (DL) based method to improve approaches to MCS security including authentication, intrusion detection and privacy protection. Chen and Wang [25] proposed a multi-agent reinforcement learning based scheme to derive an online sensing policy to maximize the payoffs of the participants.
In this article, considering the feature of the vehicle based MCS problem, we proposed a deep reinforcement learning based vehicle selection scheme (DRLVS) to obtain an optimal solution and maximize the spatial temporal coverage. Specifically, we first modeled interactions between MCS server and sensing environment as a Markov Decision Process, and formulated the vehicle selection problem with constraint to an DRL problem. Then with the objective of maximizing the spatial temporal coverage, we used DRL to obtain optimal policy and maximize the STC. The experimental results show that our proposed algorithms can get an optimal solution and maximize the STC.
The rest of this paper is organized as follows. Section II describes the system model of MCS system. In Section III, the details of the proposed DRL-based vehicle selection scheme are illustrated. Simulation results are presented and discussed in Section IV. Finally, Section V concludes the paper.
II. SYSTEM MODEL
Our vehicle mobile crowd sensing system is shown in Fig.1 , which consists of a MCS server and vehicles equipped with multiple sensors. The MCS server broadcasts sensing tasks and selects several vehicles as participants according to the choosing policy. Specifically, the participants aggregate the sensing data to MCS through access points.
As shown in Fig.2 , we divide the geographic area into lattice cells which are called regions of interests (ROIs). Let R denotes the set of ROIs, R = {r 1 , r 2 , · · · , r n } and each of ROIs denotes a sensing unit, so there are n sensing units corresponding with n ROIs in total. Suppose that there are k vehicles in vehicle set V = {v 1 , v 2 , · · · , v k }, we can draw k full lines as their trajectories traveling through the different ROIs. In our model, the MCS server collects the information sensed by vehicles every t, and we can get discrete sensing period set T = {t 1 , t 2 , · · · , t m }, in which the MCS server collects information. The dots on the trajectory indicates the position of the vehicles at sensing period t i . Specifically, despite the vehicle's position is at the center or the edge of the ROI, we assume that a vehicle can sense all the information of a ROI during the sensing period. Therefore, with V and T , we can express the trajectories of vehicles as a matrix:
where l i t j ∈ R. Each row vector indicates the trajectory of a certain vehicle at sensing period set T , and each column vector denotes the locations of all vehicles at a certain period. In practice, MCS system is always involved in incentive mechanisms, and the key problem is allocating the rewards to the participants with a specific rule. 
Definition 1 (Sensing Reward (SR)):
In a MCS system, the recruiter rewards the participants for performing the sensing tasks. In our model, the MCS server rewards the vehicles which are selected to participate. As to the amounts of rewards, it is equal to the real cost generated by participants during the sensing period [7] . The costs of vehicles are different, and they can be acquired by online bidding. Let C denotes the reward vector:
and each of them is related to a candidate vehicle. We define an indication vector to indicate whether a vehicle is selected or not,
where ⊆ V denotes the set of selected vehicles. Thus, the total reward to selected vehicles is calculated as
For practical consideration, there is a total budget while recruiting the vehicles for sensing task. The MCS server decides the total sensing reward i.e. the budget of the sensing tasks C max . The selected vehicles should satisfy
Definition 2 (Spatial Temporal Coverage (STC)): STC strongly affects the crowdsensing quality. As we have mentioned above, a certain vehicle is able to cover a ROI where it is located. Thus, according to the trajectory matrix, the total STC is the total number of different regions that covered during all the sensing periods,
To explain the equation above, we give an example according to Fig.2 . As shown in the figure, there are three vehicles {v 1 , v 2 , v 3 } traveling in the sensing area during the sensing period, and the trajectories are {A, B, B, C}, {D, E, F, I }, {D, G, H , H } respectively. Then we can get the trajectory matrix as according to (1):
At the first sensing period,v 2 and v 3 are in same ROI D, so according to (6) , the duplicated ROI would be counted as 1. Assume that we recruit
With the system model, we can formulate the vehicle selection problem as an optimization problem to maximize the STC with limited budget.
Definition 3 (Vehicle Selection Problem (VSP)):
Vehicle selection problem is to select a set of vehicles from given candidate participants to maximize the STC and subject to the budget constraint C max .
Given:
The trajectory of candidate vehicles L(V ).
Objective: Select a set of vehicles ⊆ V to achieve max STC( ). Subject to: C( ) ≤ C max .
III. DEEP REINFORCEMENT LEARNING BAESED VEHICLE SELECTION SCHEME
In this section, based on above discussions, we propose a DRL based vehicle selection algorithm to maximize the STC in MCS system. First, we give a brief introduction about DRL, then we model the vehicle selection problem into MDP. Finally, we show the implementation of the proposed scheme.
A. DEEP REINFORCEMENT LEARNING
Reinforcement learning is a part of machine learning focusing on getting an optimal policy π to solve certain tasks. The agent (i.e. human, MCS server) observes the environment and executes an action, then the environment transfers into next state with a reward given back to the agent. According to the reward, the agent adjusts the action for the next iteration. The objective of reinforcement learning is to find an optimal state-action policy to maximize the cumulative future rewards and transfer the environment into optimal state [23] . Specifically, from the cumulative future rewards, we can calculate the value of an action which is expressed as action value function (Q-function):
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where a t and s t denotes action and state at time t, and r t is the immediate reward after taking action a t under state s t . The Q-function denotes the expectation of the sum of r t discounted by λ each time t under policy π . With these definitions, the optimal policy should satisfy:
By selecting the action with maximum Q-value in each iteration, the agent learns to perform a high Q-value action and come up with an optimal policy.
It should be noted that Q-value of all state-action pair is updated recursively. In practice, we use Q-learning to update Q-value with learning rate α and it is denoted as:
Above mentioned RL method like Q-learning updating rule is an extension of Bellman equation [24] , which is used to deal with the problem of small state/action space. However, in our vehicle selection scenario, the state/action space is too large to use Q-learning. Therefore, we introduce deep Q-network (DQN) [23] , a typical instance of DRL, which combines Q-learning with deep learning to solve our problem. DQN uses deep neuro networks (DNN) to approximate action-value function:
in which ω denotes the parameter weights of DNN. The neuro networks are trained by minimizing the loss function in each iteration to get the parameter ω:
It should be noted that the DRL can only solve the problem that can be formulated as a Markov Decision Process (MDP). In the next subsection, we give the details of MDP for vehicle selection problem.
B. MDP MODEL OF VSP
Generally, the problem to be solved in RL can usually be regarded as a MDP, in which the next state is only decided by the current state and the action implemented on it. In this paper, we model the interaction between MCS server and the environment as Fig.1 . Next, we illustrate it in three aspects: state, action and reward.
1) SYSTEM STATE
In this paper, MCS sever acts as an agent, who observes the environment state i.e. the trajectories of candidate vehicles, and take action to select the vehicles set for maximizing the STC.
As shown in system model, STC can be calculated from the trajectory matrix, which is an unprocessed form of the state. In our formulation, input of the DNN i.e. the processed form of state is one-dimensional vector that indicates the covered times of each ROI. For example, for trajectory in (6), the processed form of state is:
where N denotes the covered times of an exact ROI (like A, B, · · · , I ). In particular, the state of the (6) is: 2, 1, 1, 1, 1, 1, 2, 1] . (13) Obviously, the STC can be expressed as:
In general, the state space is 2 k − 1, and k is the number of vehicles.
2) ACTION
As mentioned above, the action in our model is the selection of vehicles. The MCS sever executes an action according to the policy, then the environment responds to the action and presents new state to the agent. In practice, just like the unprocessed state, original action is a one-dimensional vector as well:
where q i indicates whether the i-th vehicle is selected:
It is obvious the action space is also 2 k − 1. However, we preprocessed the original action corresponding to the DNN input. First, we build an action matrix:
The dimension of the action matrix is 2 k − 1 × 2 k − 1 , and each row of it (i.e. a vector) is an action input for DNN. So there is a one-to-one match between the action and state.
3) REWARD
In subsection A, we mentioned that when the agent selects an action, it gets a reward. Our optimization goal is to maximize the STC, and the reward is defined as:
where η is the threshold of the STC, which is dynamically updated during the training process, and φ + is a positive reward value, while φ − is a negative reward value. When the STC( ) is larger than η, the action would get a positive reward, and the weights of Q-network would be updated. After a number of iterations, the action with high reward is highlighted, and the probability of being chosen increases. When the training process ends, the action with highest reward is selected and the corresponding vehicle set is optimal for the VSP problem.
C. IMPLEMENTATION OF PROPOSED SCHEME
After defining the system model, state space, action space and reward, we illustrate the implementation of our DRL-based vehicle selection scheme. Fig. 3 shows the flowchart of proposed DRLVS algorithm. We adopt DNN which has three hidden layers to approximate the non-linear function. There are 256, 256 and 512 neurons in each hidden layer respectively. In the first two hidden layers, the activation functions are rectified linear units (ReLUs). In the third hidden layer, the activation function is tanh function.
To improve the performance of the proposed scheme, experience replay is used to train the Q-network. In this paper, we store the state, action and reward i.e. (s(t), a(t), r(t), s(t + 1)) generated by the Q-network into replay memory, and we set the capacity of replay memory as N B . When the number of stored state, action and reward set is larger than N D , our algorithm randomly sample N M (the size of minibatch) experience data from replay memory in each iteration and start training the Q-network.
In this paper, we use ε-greedy strategy to balance the exploration and exploitation. During the training process, the exploration rate decreases from an initial ε s to an end ε e linearly. The detail of proposed DRL-based vehicle selection algorithm is illustrated in the Table 1 .
The above proposed algorithm selects an optimal vehicle set by training the Q-network to perform the mobile crowdsensing. Its STC performance comparing with existing algorithms is simulated in next section.
IV. SIMULATION RESULTS
To evaluate the performance of our algorithm, we simulated the performance of proposed DRLVS algorithm in this section. First, the simulation parameters and settings of deep reinforcement learning is shown in Table 2 . Then, the total STC is simulated respectively under the different settings of the number of vehicles, the sensing reward and sensing periods. 
A. SIMULATION SETTINGS AND PARAMETERS
In the simulation, we adopted the CPU-based server with version Intel Core i7-8700, 8GB memory. The software environment of DRLVS is TensorFlow1.12.0 with Python 3.6. The trajectories of the vehicles are extracted from UCI GPS trajectory databases [26] , which contains 38092 vehicles varying from 2014.9.13 7:24 to 2016.1.19 13:01.
We are interested in the total STC of selected vehicles, thus this indicator is simulated under the control of different variables like the number of vehicles, sensing rewards and sensing periods. Specifically, the number of vehicles distributed in an range of [8, 34] , and the sensing reward is between [10, 22] , and sensing period is in [5, 10] , which take integers in their own ranges. For all the candidate vehicles, their sensing reward is uniformly distributed in [1, 5] . In our simulation, we extract a subset of vehicles from the dataset for our simulation. The parameters of DRL are presented in Table 2 . Fig. 4 shows the convergence procedure of the STC performance along with the increases of training step under different vehicle number with same sensing reward. It should be noted that we take an average value of STC every 100 training steps to constrict amplitude of the training process.
B. NUMERICAL RESULTS
From Fig. 4 we can see that at the beginning of the training process, the STC curve has quite large amplitude with both 15 and 6 candidates because of the initial exploration period. Then after about 50000 steps, the STC converge to certain values, which means by implementing DRLVS scheme, the globally optimal vehicle set is found and its corresponding STC is the achievable max value. Furthermore, subject to the budget of sensing reward, the two curves show different convergence trends.
It is notable that, for 6 vehicles, the STC increases to convergence value, while for 15 vehicles, the STC decreases to convergence value. For 6 vehicles, in the initial exploration phase, its STC is small and the MCS sever has extra budget to recruit vehicles, so after training about 50000 steps, the curve increases to the convergence value. For 15 vehicles, the curve decreases to convergence value. The reason is that in the exploration phase, the STC covered by chosen vehicles is large and the total sensing reward exceed the budget. So the MCS sever keeps exploring and change the choosing policy so that the STC can converge to a value that is maximum under the budget. The STC increases with the vehicle number, that is because more vehicles bring in more trajectories and MCS server get more choices to optimize the final selection. However, for each curve, the increase of STC is quite small and when vehicle number reaches a certain value (i.e. 28 in Fig. 4) , the STC reaches the upper bound and keeps stable, which fits the reality. We can infer from the simulation results that the number of vehicles have little impact on the STC, due to the limited budget which restricts the MCS server to recruit more vehicles. We can also observe from the figure that our proposed algorithm in this paper outperforms the other algorithms, such as ECQA we previously proposed in [6] and greedy algorithm. The greedy algorithm is not efficient with MCS problem, because it only focuses on satisfying the total sensing reward rather than the STC performance. As to ECQA, it cannot get an optimum solution due to the initial vehicle set, which is chosen by random [6] . Fig. 6 shows the impact of the total sensing reward, i.e. budget, with 10 vehicles and sensing period 6 on STC. Similarly, STC also increases with the budget. From the increasing trend, we figure out that as long as the budget increases, STC keeps increasing without restriction. Besides, all the curves have an obvious growth on STC. The reason is that when the MCS server possesses more budgets, it recruits more vehicles whose sensing costs are fixed in our model. Our proposed DRLVS algorithm performs better than other algorithms. For greedy algorithm, which only choose the vehicles with lowest sensing rewards, it has no guarantee to the STC performance. For the ECQA algorithm, the factor influences STC performance is the initial vehicle set chosen by random.
In Fig. 7 , with 8 vehicles and sensing rewards 10, the STC performance of different algorithms under different sensing periods are illustrated. As the sensing time increases, the STC increases significantly. Because the sensing time denotes how many ROIs a vehicle can cover when performing sensing tasks. For example, at the beginning, there are 6 vehicles participate in sensing tasks, and every additional sensing period denotes 6 more ROIs to be covered at most. Thus, the increase of STC is large. Comparing with other algorithms, DRLVS can get the optimal solution and reach the highest STC. For the ECQA algorithm, the factor influences STC performance is the initial vehicle set chosen by random.
V. CONCLUSION
In this paper, we formulate the spatial temporal coverage problem in MCS system as an optimization problem and propose a deep reinforcement learning based vehicle selection scheme to maximize the STC with limited budget. Specifically, the MCS server worked as an agent to interact with the environment and obtain the optimal vehicle selection policy by training the deep Q-network. Simulation results show that our DRLVS scheme is effective to choose vehicles from the candidates and maximize the STC under restrictions.
