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Abstract 
In the modern manufacturing systems, machining parameters are fundamental to achieve efficiency for the whole production process. The feed 
rate, the cutting speed and several other parameters affect significantly the machining efficiency; furthermore, the selection of an appropriate 
cutting tool results fundamental to set-up, in the possible best way, the other parameters. This problem is one of the most complex in machining 
processes and it refers directly to the quality of the finished product. The life of the selected cutting tool, under the conditions given by the 
other parameters, is crucial in term of efficiency and it should be estimated as accurately as possible and permanently kept under control. An 
optical monitoring process (video camera) can observe the tool wear development. The images give the opportunity to drive the process in 
achieving the target of zero defects manufacturing but there is the need to firstly elaborate and homogenize them, in order to standardize the 
control and predict the tool wear. By the use of a DNA Based-Computing method, the influence of user-settings on the elaboration of a set of 
images will be investigated. 
In order to supply a direction for the development of methodologies for real-time tool wear recognition and prediction in a complex and high 
automated environment, this paper proposes an approach for the identification of the tool wear defection. The methodology designs an artificial 
Neural Network (NN) for automatic tool wear recognition: a set of images are standardized in grayscale and then processed in order to extract 
features for NN training phase. By the use of a DNA Based Computing method (DBC), the influence of user-settings on the elaboration of a set 
of images will be then investigated. It will be a crucial point for the development of a new method for the real-time tool wear recognition that 
will be based on the information provided by the DBC. 
 
© 2014 The Authors. Published by Elsevier B.V. 
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1. Introduction 
The modern age of the manufacturing processes is oriented 
to achieve results of efficiency, decrease of waste and, above 
all, the target needs to be a zero defect production. In order to 
achieve such goals, the right choice of the cutting tool and its 
working parameters are fundamental and must be related to 
the machining in progress. Several hidden and random factors 
might have a strong influence on the success of manufacturing 
processes and they need to be predicted. 
To obtain a high quality product, one of the main 
fundamental element is the cutting tool: its quality and the 
management of its life cycle refers directly to the efficiency of 
the entire manufacturing process and not only to the quality of 
the finished product. The choice of the right cutting tool 
directly influences the parameters related to the production, 
such as feed rate, cutting speed and depth of cut, as well as the 
workpiece and its material, and the type of process. 
The conditions of the machining process and the tool wear 
are parameters to be kept constantly under control [1]. The 
choice of the tool wear is influenced by the above cited 
parameters; it plays a major role in the manufacturing process 
and its wear recognition is fundamental in the optimization of 
the machining process. 
This paper proposes a methodology that, by the use of 
artificial Neural Network (NN), supplies the users with 
information on the tool wear trend and provides a real-time 
prediction. Further, a DNA Based Computing (DBC) method 
with its functionalities on the tool wear understanding is 
illustrated. The comprehension of the DBC features is 
important to develop a robust system based on cognitive 
paradigms. 
© 2014 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
(http://creativecommons.org/licenses/by-nc-nd/4.0/).
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2. Machining experiments 
A set of machining (quasi-orthogonal turning) experiments 
were been conducted to obtain the tool wear variability trend. 
The work material was a bar made of stainless steel of the 
grade AISI 1045. The cutting tools were P3-type tungsten 
carbide inserts. The machining operation was stopped after 
each minute, and the pictures of the worn-zone of the cutting 
tool along with a reference copper wire of diameter 0.25 mm 
were taken. 
Table 1: Cutting parameters for quasi-orthogonal tests. 
The cutting parameters, which give the values to each set 
of images as shown in Table 1. From those values, 14 cutting 
combinations were selected and named as "adh", "aeh", "aei", 
"afh", "afi", "bdi", "beh", "bfh", "bfi", "ldi", "leh", "lei", "lfh", 
"lfi". 
Images, however, were not homogeneous. Contrast, 
definition, size and position of the cutting tool vary from one 
image to another. Standardization procedure of the cutting 
tool images was reported in [1]. 
3. Image processing through Neural Network 
3.1 NN tool wear recognition 
As described in previous work [1], in order to predict the 
residual tool life before the wear limit and the width of the 
crater wear, Back Propagation Neural Networks (BP NN) can 
be utilized to produce a mapping from input vectors to output 
value. 
The starting point of the study was the choice of the tool 
wear value, which should be compared with the output given 
by the NN: the tool wear zone was characterized by several 
measurements, such as width of crater wear [mm], flank wear 
[mm], and shape of burr. In this paper, it was decided to pay 
more attention to the estimation and prediction of the crater 
wear width: the observation and measurement (by using a 
microscope) of the crater wear was chosen as output of the 
feature vectors for the training of the NN and as the value to 
be predicted. 
3.2 Neural Network implementation 
In order to train a BP NN, the first step to carry out is to 
choose its parameters and main characteristics, such as 
number of layers of input&output neurons, transfer functions, 
input array or matrix, output array or matrix [2]. 
The BP NNs were created by the use of the “newff” 
MatLab function: 
Net = newcf( p’, t’, [S1 S2...S(N-l)], {TF1 TF2...TFN}, 
BTF, BLF, PF, IPF, OPF, DDF); 
Where: 
x Newcf: to create a cascade-forward BP network; 
x p’: to transpose input matrix or array: R x Q1 matrix 
of Q1 sample R-element input vectors; 
x t’: to transpose target matrix or array: SN x Q2 
matrix of Q2 sample SN-element input vectors; 
x Si – number of input and output layers: size of ith 
layer, for N-1 layers; 
x TFi: to transfer function of ith layer; 
x BTF: BP newtwork training function; 
x BLF: BP weight/bias learning function; 
x PF: performance function; 
x IPF: roll cell array of input processing functions; 
x OPF: roll cell array of output processing functions; 
x DDF: data division function. 
The “newcf” function returns a 3-layer cascade-forward BP 
network [1], with five nodes in the hidden layer, tangent 
sigmoid as transfer function between input layer and hidden 
layer, linear function between hidden layer and output layer 
and gradient descent. 
The series of vectors for the NN training was firstly an 
input matrix (p) given by all the images of a series minus one, 
and a vertical vector (t) with the values of the crater of each 
image. 
The second step was to create a variable with the matrix to 
test (ps): the image chosen to predict the output value, was not 
included in the training set (leave-k-out method). After 
training the NN with the command line as above written, a 
first simulation was performed. Since it was chosen to retrieve 
only one value of output layer, the outcome output was only 
one value representative of the entire matrix image [1]. 
Since a NN reads inputs per rows, a further step was to 
train the NN not by the use of a set of matrix as input but with 
relevant features extracted the images, giving as input a set of 
vectors. 
3.3 First sample processing 
For a real time prediction of the tool wear trend, the gap 
between the measured output and the estimated one was too 
wide (more than 3mms) and so considered as not acceptable. 
Furthermore, the processing time (more than 10 minutes per 
elaboration) could not be considered passable. In order to 
have a more accurate tool wear recognition and reduce the 
training time for retrieving the NN output, it was necessary to 
reduce the matrix order to a [1, n] matrix. To construct that 
single row vector, the relevant features of the tool wear image 
data were considered [4]. 
A first set of sample images was used to have an initial 
approach to the process: a standardization of the images 
resulted fundamental to stand out the crater wear zone and 
overshadow the remaining tool area and the image 
background. The images were re-sized and adjusted in 
brightness, by the use of the Microsoft Office Word tools for 
images (see Figure 1).  
 
 
Figure 1: AEH060, after a first processing step. 
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The second step was to extract relevant features for each 
matrix. The features are listed below and they can be 
considered typical in every type of image [5]: 
x mean gray level; 
x median gray level; 
x mode gray level; 
x standard deviation of the gray levels; 
x skewness; 
x kurtosis; 
x number of pixels with different gray levels. 
To complete the input vectors, the features given by the 
specific machining working set (i.e.: AEI) were then added in 
the input row [1]. These vectors were put in columns to create 
a matrix of input parameters (p), while the vertical output 
vector (t) was composed by the measured width of the craters. 
The image data to be used as input during the training 
phase for the prediction of the tool wear was also given by a 
vector (ps), with the same parameters of the input vectors. 
The measured output value (ts) of each tested image was then 
compared to the simulated value obtained (Y). Furthermore, ts 
was a vertical vector because returned for each line the 
measured output. 
As above already mentioned, the first NN training was 
executed by using as input a set of matrices representing the 
tool wear images for a specific combination of cutting 
parameters and as output a column, Y, containing the value of 
the tool wear measured at the corresponding time of the 
working process. Each Y was compared with the predicted 
NN value, ts, and the closest value to the measured one was 
taken as relevant. Following a new approach, rows with the 
relevant features of the tool wear image data were considered 
as NN input. Since the training returned a single value of tool 
wear, the output could directly be compared to the one 
measured at the microscope. 
Anyway, the images were very noisy and needed further 
elaborations to achieve a stronger standardization. 
3.4 Tool wear image elaboration 
A new procedure for the image elaboration was followed. 
By taking the front view of a fresh tool, images were 
processed by the use of Adobe Photoshop CS5 [6]. Firstly, the 
images were lined up with the fresh tool image, secondly they 
were overlapped and then cropped on the interesting area [list 
of commands: “Image: Rotate: Arbitrary…” and then “Crop 
Tool”]. By the use of the command “Image: Mode: 
grayscale” images turned to gray scale. The last elaboration 
step was color adjustment in order to standardize the 
brightness/contrast level, gaussian blur and obtain a 
distribution of gray values as accurate as possible [list of 
commands: “Filter: Blur: Gaussian Blur” (hereinafter 
denoted as GB)]. 
  
Figure 2: LEH060, 
black&white elaboration. 
Figure 3: LEH080, 
gray scale elaboration 
 
Figure 4: Steps for image elaboration. 
In order to obtain an image MatLab matrix with values 
from 0 to 255 it was necessary to convert images from RGB 
to gray scale. Each image was resized to a uniform pixels size. 
After this step, some images were still processed in MatLab, 
in order to obtain a standard black&white image [1]. 
Figure 2 and 3 represent the results of an image elaboration 
procedure: firstly, a black&white standard image model is 
provided and, secondly, the same image in gray scale mode is 
obtained. 
Figure 4 illustrates the steps to perform for the image 
elaboration for both the gray scale and the black&white 
images. The elaboration process differs only at the last step 
because the black&white images need further developments 
to be implemented in MatLab environment. 
3.5 Optimization of the NN input array 
To obtain the NN prediction of the tool wear from the 
cutting tool images, the procedure can be summarized as 
follows [7]: 
1. Image Standardization; 
2. Extracting matrices by using MatLab software; 
3. Extracting matrices and distinctive gray trend 
histogram in order to obtain a features array (by 
using Excel software); 
4. Creating input matrices (p, t) and output vectors (ps) 
by using Excel software; 
5. Deciding on epochs and number of layers for the NN 
training; 
6. Testing phase and getting results (by using the NN 
toolbox in MatLab); 
7. Analysis and comparison of results with the 
measured output (by using Excel). 
For the gray scale images, the array features were selected 
from the matrix, as illustrated by [8]: 
1. Mean gray value; 
2. Median gray level; 
3. Mode gray level; 
4. Skewness; 
5. Kurtosis; 
6. Number of pixels with a gray level <=> 20.  
To complete the array, the cutting parameters and time, 
related to each image, were added. 
In a first phase, these features were taken by the image 
matrices, extracted by the use of MatLab. In a further phase, 
the histogram of the gray level was also considered and the 
tails of the most and the less common values were cut off 
(usually, the values from 0 to 5 and from 250 to 255, 
depending on the general status of each image set, were cut). 
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These results will be compared, in future work, with those 
obtained by the use of a DNA Computing method 
implemented on the same set of noise (gray scale) images. 
Some further information on the NN training need to be 
provided: 
x All values were normalized to 1; 
x After the first step of testing (see Section 1.1), it was 
decided to use always tansig (Hyperbolic tangent sigmond 
transfer function for the hidden input layers) and purelin 
(Hard limit transfer function for the output layer) as 
transfer function for the NN training; 
x It was chosen to train NN with 2, 5, 10, 15, 20 as number 
of input layers, one output layer. The best results were 
obtained mainly with 5 input layers; 
x Epochs did not change by the default value of 100; 
x Every testing schedule is specifies the source of the values 
(Histogram or Matrix). 
The input NN array was constituted by the following 
features [9]: 
x number of the minute when the image was taken; 
x L (see Table 1); 
x E (see Table 1); 
x H (see Table 1); 
x Mean gray level; 
x Median gray level; 
x Mode gray level; 
x Standard Deviation; 
x Skewness; 
x Kurtosis; 
x gray level for which there are 0,57 pixels below; 
x gray level for which there are 0,57 pixels above; 
x number of pix with gray level < 21; 
x number of pix with gray level > 81; 
x Histogram tail length on the dark side; 
x Histogram tail length on the bright side. 
The values of these features refer to the LEH image set 
(see Table 1) and they come directly from the matrix and the 
gray level histogram trend. The sample size was of fourteen 
standard images (Figure 5) and the best average gap 
(measured by comparing the real output given analised at the 
microscope and the output from the NN training) was 
obtained with a number of two layers and 100 epochs [1]. 
The best gap obtained was 0,0161 mm, while the best 
mean gap obtained was 0,1366 mm. Figure 6 represents the 
histogram trend model of the gray scale: on the x-axis the 
corresponding pixel (0 ̴ 255), y-axis the frequency. 
The MatLab elaboration time was in the order of less than 
one second so, according to the machining time, it was 
considered passable. The trend of the outputs are represented 
in Figure 7: the blue line represents the NN output trend, 
while the red line the measured one. 
 
Figure 5: LEH standard image model. 
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Figure 6: LEH histogram trend model. 
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Figure 7: Trend in the crater wear vs machining time (LEH). 
4. Analysis using DNA Based Computing 
The DNA Based Computing method aims to solve 
problems by the use of molecular characteristics typical of the 
DNA and mRNA formation, and protein-like sequences [10] 
in dry-media (i.e., in ordinary computers). Figure 8 illustrates 
its outline that is based on previous works [11, 12]. The 
Central Dogma of Molecular Biology has been relevant for 
the inspiration of the proposed DBC: “once (sequential) 
information has passed into protein it cannot get out again”. 
This means that mappings from DNA/RNA to DNA/RNA 
protein is possible but not from protein to protein [13]. 
The first step of the proposed DBC is to recognize which 
information is relevant: a piece of this information is called 
DNA. The DNA consists in a four-letter sequence whose 
elements are denoted as A, C, G and T [14]: this sequence is 
created by using a set of rules called DNA synthesizing rules. 
The user defines the rules: they can be chosen between a 
single strand of DNA and multiple strands of DNA. A 
transcription unit, that encodes at least one strand of DNA 
(gene), is duplicated into another molecule, where the 
encrypted DNA information encoded by DNA strand(s) 
is(are) then converted to another sequence, called RNA. 
When the gene ciphers a protein, the RNA results from the 
transcription of the DNA into a messenger RNA (mRNA). 
mRNA is also seen as a sequence of four letters and it will be 
used to create the protein [10 - 15], by the help of a translation 
process [16]. 
Once created rules to synthesize an mRNA, it must be 
translated into a sequence of letters, such as A, C, G and T, 
225 D.M. D’Addona et al. /  Procedia CIRP  33 ( 2015 )  221 – 226 
and a protein can be created by through the use of the 
universal protein synthesizing rules listed in Table 2 [10 - 13]. 
It is relevant to note that the protein could also be directly 
extracted from the DNA and, according to [13], it results into 
another possible mapping and it occurs in the case of some 
cell-free media. In this study is explained (Section 5.1) a case 
of tool-wear understanding, obtained by the synthesis of 
protein by the use of the DNA mapping [16]. 
The mRNA is linked to amino acids by the help of the 
ribosome: it uses transfer RNA (tRNA) to read three mRNA 
nucleotides at time. Sequences of nucleotide triplets are called 
codons and specify which amino acids will come next during 
the protein synthesis. 
In order to translate a sequence of three consecutive letters 
(codon) from an mRNA protein to an amino acid, a single 
genetic code is needed: Table 2 shows twenty different types 
of amino acid (AA). 
In the proposed DBC a protein is represented by a 
sequence of twenty-one letters: A, C, D, E, F, G, H, I, K, L, 
M, N, P, Q, R, S, T, V, W, X, and Y. All these letters are 
present in a particular protein, by depending on the input 
(DNA/mRNA) and other relevant factors. 
As the codons denoted by the three elements TAA, TAG 
and TGA represent the completion of the process to synthetize 
the protein, they do not correspond to any amino acid. Their 
translation outputs is therefore indicated by “.” [13] or “*.”. 
Anyway, the proposed DBC continues its translation 
phase, until the last possible combination of three letters to 
create a DNA sequence is reached, even if a stop codon, 
TAA, TAG, or TGA, is encountered. This means that these 
codons, instead of playing the role of terminators, are not 
specified amino acids and they are represented by the symbol 
X. The frequencies of the amino acids present in the protein 
and other characteristics like absence/ 
presence/abundance/entropy determine the Informational 
Characteristics (IC). The IC composition is fundamental in 
order to understand the problem and help to solve it. 
Table 2: Genetic Code [16]. 
4.1 DBC for tool-wear understanding 
As seen in the previous section of this work, to solve a 
problem of tool-wear understanding, the DBC has to be 
customized on the user’s needs, according to the following 
steps: 
1. Applying rules to create a DNA user defined code; 
2. Translating DNA into a protein, by the use of an 
appropriate genetic code; 
3. Determining IC of a protein, in order to solve the 
proposed problem. 
In order to solve prediction tool-wear problems, it 
necessary to note that the IC features must be considered 
together with a 2D array that is representative of the shape of 
the tool image. The 2D array takes the role of an mRNA and 
it is translated into a 2D protein array by the use of a genetic 
code: this procedure allows to determine the IC features and 
so to understand the trend of the tool-wear. The IC features of 
a 2D array protein have the possibility to let understand if a 
given image is the representation of a specific 
shape/process/phenomenon [16]. 
During the machining process described in Section 2, 
experiments were conducted to understand the tool wear 
progression, they have been observed and documented by 
taking photos of the tool, through an optical monitoring 
system (video camera). The knowledge that comes from the 
produced documentation (binary images representative of the 
tool) is adopted for building the tool-wear monitoring system 
[14]. The black&white version of the set of AEH images 
shown in Section 4.1 were considered for creating 2D DNA 
and protein arrays; a left-to-right continuous frame method 
were used and a 00 pixel sequence was denoted as A, 01 as C, 
10 as G and 11 as T. Four variants of the binary matrix of the 
No Amino Acids 
Single-letter 
symbol of 
Amino Acids 
Codons  
(in terms of three-letter 
DNA bases) 
1 Isoleucine I ATT, ATC, ATA 
2 Leucine L CTT, CTC, CTA, CTG, TTA, TTG 
3 Valine V GTT, GTC, GTA, GTG 
4 Phenylalanine F TTT, TTC 
5 Methionine M ATG 
6 Cysteine C TGT, TGC 
7 Alanine A GCT, GCC, GCA, GCG 
8 Glycine G GGT, GGC, GGA, GGG 
9 Proline P CCT, CCC, CCA, CCG 
10 Threonine T ACT, ACC, ACA, ACG 
11 Serine S TCT, TCC, TCA, TCG, AGT, AGC 
12 Tyrosine Y TAT, TAC 
13 Tryptophan W TGG 
14 Glutamine Q CAA, CAG 
15 Asparagine N AAT, AAC 
16 Histidine H CAT, CAC 
17 Glutamic acid E GAA, GAG 
18 Aspartic acid D GAT, GAC 
19 Lysine K AAA, AAG 
20 Arginine R CGT, CGC, CGA, CGG, AGA, AGG 
21 None X# TAA, TAG, TGA 
 
Figure 8: Outline of the proposed DBC [16]. 
226   D.M. D’Addona et al. /  Procedia CIRP  33 ( 2015 )  221 – 226 
picture AEH140 (black&white) were considered by setting 
the parameters of the image processing. Following the Section 
4.1 above, four different black&white images were produced 
by setting the “Gaussian Blur” parameter (Radius: 1,0 Pixels, 
2,5 Pixels, 5,0 Pixels, 7,5 Pixels - see Figure 9). 
Some considerations on the frequencies (see Table 3) can 
be made as follows: 
x Abundance: the AA denoted as K has always the highest 
frequency, while the F has the second highest; 
x Presence/Absence (Fig. 10): some frequencies like A, C, 
D are very low (some cases zero), while the AAs denoted 
as E L N T X are less likely to occur. The AA denoted as 
F has a tendency to increase, whereas the K decreases but 
remains almost the same. AAs denoted as G, H, I, M, P, 
Q, S, V, W and X have always zero frequency. 
5. Conclusions and further studies 
In order to monitor the tool-wear development and 
estimate the rest of cutting tool life the system implemented 
on artificial NN gives relevant results in terms of recognition 
accuracy and real-time prediction. Anyway, the images that 
come from the monitoring systems need a strong processing 
phase to extract relevant features. 
The images processed by the use of the DBC are all the 
same in terms of proteins. This means that the DBC is 
independent from any processing setup and it is robust enough 
to tolerate different user defined settings, without affecting its 
performance. 
The next phase of the research will conduct a study to 
compare different performances of DBC and NN in 
recognizing the images, given that the images are processed in 
different ways, and to supply a real-time information on the 
tool wear. 
 
 
 
 
 
 
 
 
 
 
 
Figure 9: AEH270 tool-wear elaboration by the use of different GB levels. 
 
 
Figure 10: Frequencies of AAs (except K and F) in the 2D protein array 
of the tool wear image AEH270 elaborated with different GB levels. 
 
Table 3: AAs most relevant frequencies of the 2D protein array. 
AEH270 1GB 2,5GB 5GB 7,5GB 
A 5 1 0 0 
C 5 1 0 0 
D 8 2 0 0 
E 374 327 244 235 
F 6971 7462 9209 10887 
K 33135 32960 31704 30072 
L 762 658 502 488 
N 386 340 260 253 
T 394 342 260 253 
X 375 324 244 235 
Tot.: 42423 42423 42423 42423 
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