Protein synthesis in cells has been thoroughly investigated and characterized over the past 60 years.
Results

WT GFP exhibits smaller expression levels compared to GFP with ncAA incorporated at position 35
Compared to its in vitro expression, the in vivo expression of the GFP (WT GFP stands for protein without incorporated ncAAs) using the strongest E. coli promoter so far reported (P70a-UTR1) 18 was unexpectedly weak (Figs. 1A, 1B lane b) . This outcome was observed not only when using a genomically recoded E. coli strain (C321Δprf1) (GRO) 17 To understand these initial observations, we first ruled out the possibility that inclusion bodies or secondary mRNA structures were the source of the divergence between the WT GFP and 35TAG GFP quantities. Cryo-electron microscopy (Cryo-EM) imaging of GFP revealed neither inclusion bodies nor any marked difference in bacterial shape compared to Cryo-EM images of bacteria without the GFP expression plasmid (Figs. S2A, S2B). Moreover, there was no difference in the mRNA structure encoding for the WT GFP and the mutant GFP (Figs. S2C, S2D). We used two different vector plasmids to express the mutant Y35TAG GFP: one encoding for the mutated protein and one encoding the Pyrrolysine Orthogonal Translation System (Pyl-OTS), which is the machinery for the ncAA incorporation. To exclude the possibility that the pEVOL Pyl-OTS plasmid contributed to the unusual overexpression of the mutated reporter protein, we demonstrated that pEVOL Pyl-OTS has no particular effect on the expression of WT GFP (Fig. S2E ). Taken together, these observations motivated our search for a more fundamental explanation related to the coupling of bacterial transcription and translation kinetics.
Density induced translation arrest model predictions corresponds to counterintuitive protein expression patterns
Herein, we propose a model to predict protein and mRNA levels that is based on a set of biochemical parameters combined with several assumptions. Model parameters: An increase in the RNA polymerase (RNAP) initiation rate (i.e., promoter 'strength') leads to a decrease in the average distance between transcribing RNAP and vice versa 23 . The deterministic average distance between RNAPs, <D>, is governed by equation (1) (The analytic equation and its solutions are presented in Figs. S3A, S3B):
where R α is the RNAP initiation rate and R 0 is the RNAP elongation rate anywhere on the gene, while D Pol is the size of the RNAP, which defines the minimum distance between polymerases. The use of the Gillespie stochastic algorithm imposed a distribution of RNAP velocities around the simplified elongation rate: R 0. This creates a stochastic distribution of the distances between RNAPs and even creates queues of adjacent RNAPs. As the average distance between RNAPs decreases, the density of mRNAs being synthesized along the DNA strand increases and the average distance between adjacent mRNAs decreases. We named this promoter dependent mRNA density along DNA as 'transcriptional density'
The initiation rate of translation is directly proportional to ribosome affinity to the ribosome binding site (RBS). As the ribosomal translation initiation rate increases, the average distance between the ribosomes translating the same mRNA template becomes shorter. The average distance, <d>, is governed by ribosome size d rib , the initiation rate r α and the elongation rate for each codon 'i' given by r i ' .
Considering that the time for each step is given by < >= 1 ′ the average distance (in number of codons) can be simplified and expressed by equation (2) 
Another factor to include in the model is the different elongation rates of each codon in the mRNA sequence [24] [25] [26] . Based on a previous model developed by Mitarai 15 and even though this value has some uncertainty to it, it is at present our best estimate. Moreover, the model based simulated results are quite robust to large perturbations around this estimate. For example, the main observation being that by using an early TAG mutation, significantly more protein is being produced compared to WT GFP. These yields are still achieved for values of a UAG rate ranging between 0.01 codons/s -0.2 codons/s. Like the case of the RNAP stochastic velocity, the ribosome also moves in a stochastic-probabilistic manner. This means that in addition to the 4 rate groups the actual ribosome velocity is governed by rate distributions for each codon around the group mean. Finally, we included 'translational density', defined as the density of ribosomes along an mRNA. The length of the growing nascent polypeptide is directly proportional to the position of the ribosome along the mRNA relative to the translation initiation site.
In bacteria, transcription and translation are coupled, i.e., as soon as the RBS on the transcribing mRNA emerges from the RNAP, the ribosome binds the RBS and begins translation 2 . The close proximity of the two processes in time and space means that there may be interactions between them.
Accordingly, we hypothesized that highly crowded conditions will promote random interactions between nascent polypeptides and ribosomes, thus inducing translation arrest in a process that we termed 'Density Induced Translation Arrest' (DITA). We propose that in cases in which the promoter and RBS initiation rates are large enough to create regions with high molecular density and in which the nascent polypeptide is long enough, the probability for DITA events increases. In the case of a DITA event, all the ribosomes upstream of the arrested ribosome stall, promoting translation termination and thus reducing the number of full-length proteins produced from crowded mRNA strands (Fig. 1C ).
Next, we characterized our system's model parameters (described in detail in the methods section and listed in Table S2 ). The GFP gene was mapped and the codons were assigned to one of the four codon rate groups (A-D). The ribosome elongation rate is governed by each codon during translation. The average RNAP transcription rate was assumed to be constant 2, 27 . Lastly, the length of the growing nascent polypeptide could not be determined a priori since its folding dynamics and interactions with the ribosome are unknown to us. For this reason, we chose the simplest possible approach and we added an empirical constant of proportionality, λ, which governs the length of the polypeptide protruding from its parent ribosome in the model (Fig. S3H ). This approach allowed us to predict, for a given gene, which transcription-translation instances will generate a full-length protein and, as a result, the protein production rate.
The results of the Gillespie algorithm simulation agreed with the experimental results for both WT and Y35TAG mutant GFP (Fig. 1A) . The model suggests that WT GFP expression levels are negligible because of the high probability for DITA occurrences when a strong promoter and RBS, such as P70a and UTR1, respectively, are used. In the case of the Y35TAG GFP mutant, the model suggests that the smalltranslation-rate UAG codon (group D) inserted in this position serves as a 'traffic light' that reduces ribosomal density downstream. Taken together, the reduction in translational density downstream of the UAG codon and the low probability of a DITA event result in high yields of expressed protein.
Early reassigned Amber stop codon rescues protein expression as predicted by the model
In the proposed model, we suggest that a suppressed UAG stop codon functions as a traffic light, thus its position along the mRNA is of importance. Due to its substantially slower ncAA incorporation kinetics compared to those of codons encoding for canonic amino acids, a queue of ribosomes will grow behind the reassigned stop codon. The transient stalling generated by an early UAG codon significantly reduces ribosome occupancy downstream, thereby reducing the chance of a DITA event ( Fig. 2A ). As the translation process continues, the chance that the elongating polypeptide chain will have a DITA grows.
Indeed, both our experimental results and our simulations indicated that the earlier the stop codon is introduced, the lower the chance of a DITA event. For cases in which both promoter and RBS are strong, our hypothesis predicts that the closer a UAG codon is positioned to the C-terminal, the smaller will be the protein yields in a manner similar to what is observed for the WT GFP. Indeed, the choice of a late D193TAG site in the simulation resulted in high DITA levels and small protein yields compared to those in the Y35TAG GFP mutant and protein yields equal to that of the WT protein. To test our prediction, we mutated position D193TAG in GFP. The experimental results coincided with those of the simulation, i.e., low protein levels ( Fig. 2B ). Note that D193TAG GFP is a permissive mutation site, as compared in-vitro to the WT and Y35PrK mutant expression ( Fig. S4A ). The relationship between the position of the UAG codon and the protein expression levels was simulated ( Fig. S4B ) revealing that only the first 37 codons enable rescue of protein levels. This result is in agreement with our experimental results and with earlier reports by Tuller et. al of an early slow translating "ramp" region close to the translation initiation region 9,10 .
Next, we tested the influence of adding an early UAG codon to a mutant that already contains a late mutation (Y35TAG+D193TAG). The model predicted that the early mutation would decrease the translational density around the later UAG stop codon, thus reducing the probability of DITA and conferring a rescue mechanism on protein levels. The expression levels of the double mutant Y35TAG+D193TAG GFP, its protein expression kinetics and the final yields with the different mutants predicted in-silico and tested in-vivo showed high correlation and a clear rescue effect on protein expression ( Fig. 2B ).
Observing these results, we wanted to test whether the rescue effect could be achieved with synonymous (silent) sense codon mutations. Hence, we have tried to mutate the codons around the early Y35 site in the WT GFP gene (i.e. around tyrosine 35) to a slower synonymous codon. As an example;
tyrosine 35 was mutated from TAC (group A) to TAT (group B). When tested in-silico, we predicted that at least four slow translating codon mutations (two AB mutations and two AC mutations) should be introduced in order to increase protein yields ( Fig. 2C , purple bars). We tested our predictions experimentally and only when four slow translating codon mutations were introduced, the WT GFP expression was rescued and showed significant increase in expression levels ( Fig. 2C , blue bars). When two or three slow codon mutations were introduced, the expression levels of the WT GFP were only basal levels in both the simulation and the experiments. These results reconfirm that initial translation rates are crucial for high yields of recombinant protein expression.
Slower transcription and translation initiation rates rescue protein expression
The use of weaker variants of both promoter and RBS to increase the average distances between adjacent mRNAs and between translating ribosomes, respectively, should reduce the probability of DITA and increase protein expression as well. We engineered weaker variant of the P70a promoter and the UTR1 RBS by introducing point mutations into the control regions. In-vitro transcription and translation experiments showed that the transcription initiation rate of the weaker promoter variant, P70b, was about 20 times smaller than that of the P70a promoter ( Fig. S5A ). In-vitro tests of the weak RBS variant UTR3
found that its translation initiation rate was 10 times smaller than that of the original UTR1 ( Fig. S5B ).
Our use of either a weaker promoter or RBS enabled us to test whether DITA is affected only by transcriptional or translational density or, as our model suggests, that both factors influence the expression density, the chances for DITA and thus, the amount of expressed protein. Intuitively, the use of weaker promoter and RBS regions is expected to result in smaller amounts of synthesized protein. However, as predicted by our hypothesis and model, the counterintuitive trend was observed, according to which the weaker the control region, the higher the protein yields. This finding is true both for the weaker promoter and RBS variant, P70b-UTR1 and P70a-UTR3, respectively ( Fig. 3A , purple bars). Experimental tests of this prediction showed that the weakened variants yielded up to 20 times more protein than the strong promoter-RBS construct (Fig. 3A , blue bars), suggesting that DITA can be mitigated by increasing either RNAP levels on DNA or ribosomal spacing on mRNA. Notably, when the same experiment was performed with the Y35TAG GFP mutant it showed the opposite trend, both experimentally as well as by simulation, where a weaker control region yielded less protein (Fig. 3B ). Thus, by using a simple set of mutated reporter genes and incorporation of unnatural amino acids, we showed how protein synthesis yields depend, in a counter intuitive manner, on the strengths of the regulatory elements, i.e., promoter and RBS strengths, as well as on codon usage. Figure 3C is a heat map generated by the model that exemplifies the intricate relationship between promoter initiation rate and ribosomal initiation rate and resulting protein levels, it could be seen from this heat map that there is a certain set of conditions that will afford high protein yields, even for a combination of a very low promoter initiation rate and a high ribosomal initiation rate.
An analysis of mutants and initiation rate variants suggests that DITA influences mRNA levels.
Under the DITA assumption, we propose that the stalling of translation somewhere along an mRNA causes all upstream ribosomes to stall while all downstream ribosomes complete translation. This hypothesis also suggests that the stretch of mRNA between the DITA site and the 3' end will be more exposed to endonuclease cleavage. For that reason, we predicted that the larger the chances of DITA, the lower the mRNA levels will be, because mRNA is more exposed to endonucleases. Using the model, we determined the amount of mRNA produced by each of the mutants and compared it to the relative quantity (RQ) of GFP mRNA found in mid-log phase cultures of the same mutants using qPCR (Fig. 4A) .
A comparison of the qPCR and the modeled results revealed a strong correlation, suggesting that DITA affects both protein and mRNA levels by rapidly degrading not only the mRNA, but also nascent peptides. Since high mRNA levels usually correspond to high protein expression levels, it is essential to optimize protein expression for high levels of mRNA while maintaining the half-life of mRNA by avoiding DITA. This can be accomplished by exploiting the optimal regions, in terms of transcription and translation initiation rates, for maintaining a high level of GFP mRNA and by using regulatory elements that are strong enough but calibrated to prevent DITA under high expression density conditions. The heat map shown in figure 4B is a result of a simulation of different initiation rates of the promoter and ribosomes and their influence on mRNA levels. It can be seen from the map that as expected ribosomal initiation rates have a very low influence on mRNA levels, however, our experimental results as well as the model have identified a set of conditions that mRNA levels are influenced by ribosomal initiation rates. We do not exclude other explanations for the reduction in mRNA levels such as effect on transcription initiation by the density, or a codon bias effect 28 possibly mediated by a protein 29 .
However, if this is the case, then it is mutually inclusive to our hypothesis.
Testing additional proteins supports the generality of the DITA phenomenon.
To investigate whether the proposed phenomenon is a general mechanism and that it is not specific to GFP, we tested our model on three different genes: red fluorescent protein (mRFP1), Zimomonas Mobilis alcohol dehydrogenase II (zmADH) and the B1 domain of Protein L (PL), which is a small, 73-amino-acid polypeptide. The mRFP1 gene was chosen because it is a reporter protein as is GFP, however, mRFP1
shares only 26% similarity with the GFP amino acid sequence (sequences are available in the SI section), and it represents an optimized gene in terms of codon usage (it consists almost entirely of rapidly translating codons (A-type codons). The genes were tested under similar conditions to those used for GFP. The experimental results for mRFP1 were in a good agreement with the model simulations ( Fig.   5A ). This protein has shown the same trends as GFP both in the model and in the experiments. In contrast to mRFP1, zmADH is a larger, more complex gene with lower translation rates owing to its abundance of codons from groups B and C, which attenuate the translation process and result in more complex folding dynamics. The results were once more in a good agreement with the model (Fig. 5B ), but we observed, contrary to model predictions, a partial rescue effect when testing expression levels with a late mutation (H297TAG). Still, a weaker promoter has given higher expression for this enzyme as well, which was predicted both by the model and by experiment. This observation is evidence that our model does not account for all factors that influence transcription/translation. Moreover, this finding suggests that cotranslational folding and chaperons may introduce bifurcation points at which nascent polypeptide length is significantly reduced. Thus, the special case of a late mutation can rescue a protein from DITA. We did not address co-translational folding aspect in the current research. Lastly, PL was chosen to test the model prediction that a protein with a short polypeptide chain should have a much lower propensity for a DITA event ( Fig. S3A-D) . Indeed, because it is a small protein, WT PL is efficiently produced at significantly greater levels than the TAG mutated variant (Fig. 5C ). The results with PL are additional experimental evidence that if the polypeptide is short enough, inter-mRNA polypeptide collision are less likely to occur although density is very high. The good agreement found between our model simulation and the experimental results for other proteins suggest that our proposed model is applicable not only to GFP.
Discussion
Due to the fact that we have no direct evidence to the occurrence of DITA, we wanted to test our hypothesis by exploring alternative explanations for this phenomenon. Alternative explanations that were excluded by us are: differences in protein stability between a protein with an ncAA and WT protein, differences in plasmid copy numbers, mRNA secondary structure differences, as well as ncAAs interference with fluorescence of the reporting protein, GFP. In order to demonstrate no apparent change in protein stability between WT GFP and Y35TAG GFP, two experiments were conducted: We monitored the stability of the WT and the mutant protein in a crude cell lysate over the course of 24 hours, showing that both proteins were stable with no significant change in fluorescence ( Fig S6) . In the second experiment we used synonymous, slow translating codons that were consecutively mutated around position 35, demonstrating that after the addition of four and above slowly translating codons, protein yields improve significantly to yields that are even higher than that of the protein with incorporated ncAA (Fig. 2C) , these important results indicate that the same protein with no structural change, but a change in the coding sequence, can be expressed with higher yields when the initial rate of translation slows down significantly, these results are in agreement with a recent report of Zhong and coworkers 30 . These results also show that even with a strong promoter as is being used in this study, no hindrance from plasmid replication is observed. Evidence that attests to the fact that there is no hindrance for plasmid replication due to the existence of a strong promoter are the results with PL, since this protein is very short (ca. 70 AA) it is not affected by DITA, and high yields of expression are observed for this protein even with the strong promoter ( Fig. 5C ). mRNA secondary structure, could have accounted for the apparent differences in expression profiles between WT GFP and Y35GFP, however, an analysis of the mRNA secondary structure according to an algorithm written by Mathews and coworkers 31 have shown no difference in mRNA secondary structure. The algorithm calculates mRNA secondary structure by taking into account base pairing, free energy minimization and other thermodynamic considerations. The analysis has shown that the single nucleotide change of C→G ( Fig. S2 C and D) has no implications on mRNA's secondary structure, hence could not explain the discrepancy in expression levels. Moreover, once ribosomes bind mRNA during translation, the secondary structure is rendered almost linear, hence the predicted secondary structure is not relevant any longer and could not account for the observed difference. In order to exclude the possibility that ncAAs may interfere in any way with GFP fluorescence, we have quantified WT and mutant GFP and thus report their quantities rather than their fluorescence.
Additional possibilities were tested as well: ribosome abortion due to ribosome collisions was not excluded it could be an additional hindrance in the system but not an exclusive explanation since we could see elevated expressions of WT GFP also with a weak promoter and a strong RBS (Fig. 3A) .
Another possibility is that due to the strong promoter and RBS there will be an extreme consumption of translation factors (i.e. ribosomes, tRNAs, elongation factors, release factors), this possibility was excluded since it should have been seen for the much slower mutant as well (Y35PrK GFP), with the same strong promoter, multiple mRNAs will require multiple ribosomes too. Lastly, we have considered the plasmid copy number as a possible cause of low protein expression levels as is common with very strong promoters, however, our observations point to very low effect of plasmid copy numbers if any: the fact that the relatively small protein WT PL have shown high yields compared to the mutant protein using the same expression vector as for WT GFP expression, while the WT GFP have shown very small expression levels under the same conditions, contradicts the effect of plasmid copy number as the cause for low protein yields. In addition, for the same plasmid Y35PrK GFP have exhibited very high yields as well, again contradicting the effect of high plasmid copy number. Moreover, the synonymous mutations experiment (shown in Fig. 2C ), demonstrates very well that after the insertion of four synonymous "slow" translating codons in the beginning of the gene, protein expression levels are recovered, for the same plasmid, yet again demonstrating that plasmid copy number could not be the cause for low protein yields.
Conclusions
The ability of the model to accurately predict the expression trends of various proteins under different conditions led us to suggest that spatial expression density and DITA have significant effects on protein expression in cells. We note that our model does not take into account co-translational folding and therefore should not be applied to these cases. We would like to stress out that a natural system could not have been evolved to have so many strong elements to drive higher protein expression, maybe due to DITA, hence, natural systems have evolved to prevent inefficiency and energy loss. We have used artificial transcription and translation elements as well as a recombinant GFP with a synthetic sequence to demonstrate DITA. These elements were then modified to control DITA levels. In our model the expression density of any gene relies on a combination of four key determinants: translation initiation & termination rates, transcription initiation & termination rates, gene length and codon usage. Herein, we
propose an additional hypothesis for the important roles of codon bias and genetic code redundancy.
Although this effect was only observed in this study due to the use of highly efficient transcription and translation control regions, we infer that its effects could have significant, yet not always easy to observe implications, on the expression of all recombinant heterologous proteins. We propose that what is widely known as exogenous expression toxicity due to resource and energy depletion in some cases could be explained by DITA. In addition, we were able to show that by reducing the strength of the regulatory elements, we could lower expression density, resulting in a counterintuitive outcome that significantly improved protein yields. These protein expression dependencies were also observed at the mRNA levels of the various mutants, showing that it affects both cellular protein and mRNA levels, thus affecting the final quantities of protein produced. We showed that DITA occurs for several, highly dissimilar proteins, suggesting that it could be a general mechanism found in all bacteria. Moreover, our findings may also point out the importance of separating transcription and translation processes to increase the production rate of proteins, especially with longer and more complex genes. Obtaining a deep understanding of the transcription and translation processes is of an utmost importance; our findings are a novel step towards the ability to control and modify these processes, which may have a significant impact on protein expression both for fundamental research as well as for biotechnological applications. For western blot analysis, goat anti-GFP and donkey anti-goat (HRP-conjugated) antibodies were used as primary and secondary antibodies (Santa Cruz, CA, USA), respectively. 
GFP purification and mass spectrometry
Zimomonas Mobilis Alcohol Dehydrogenase (zmADH) expression and quantification
Cultures of C321.ΔA.exp harboring the pBEST-zmADH plasmid with the various mutants were incubated at 37°C. Cultures intended for ncAA incorporation were also supplemented with PrK at a final concentration of 2mM. zmADH expression was analyzed by quantifying ADH activity in the samples 32 .
The results were also semi-quantitatively verified by densitometry analysis of a western blot of the
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