We show optimal existence, nonexistence and regularity results for nonnegative solutions to Dirichlet problems as
INTRODUCTION
We consider homogeneous Dirichlet problems as
in Ω,
where Ω is a bounded open subset of R N with Lipschitz boundary, f ∈ L N (Ω) is a nonnegative function, g(s) and h(s) are nonnegative continuous functions defined on [0, ∞), and possibly singular at s = 0 (i.e. g(0) = ∞ and/or h(0) = ∞).
Here ∆ 1 u is the formal limit of the p-laplace operator as p → 1 + ; i.e. ∆ 1 u = div(Du/|Du|). The natural space to set this kind of problems is BV (or its local version BV loc ), the space of functions of bounded variation, i.e. the space of L 1 functions whose gradient is a Radon measure with finite (or locally finite) total variation. The ratio appearing in the definition of the 1-laplace operator Du |Du| has to be interpreted as the Radon-Nikodym derivative of the measure Du with respect to its total variation |Du|. Two of the most striking differences with the p > 1 case rely in the non-compactness of the traces (the boundary datum needs not to be attained point-wise) and a structural non-uniqueness phenomenon based on the homogeneity of the operator.
If one considers the autonomous case without gradient terms (i.e. h ≡ 1 and g ≡ 0), problems involving the 1-laplace operator arise in the study of image restoration as well as in torsion problems ( [37, 38, 52, 45, 11] ). The non-autonomous and non-singular case (again with g ≡ 0) has also been considered in frameworks of more theoretic nature as eigenvalues problems and critical Sobolev exponent (see [39, 25] and references therein). Also, 1-laplace type operators are known to be closely related to the mean curvature operator ( [50] ); in fact, as the unit normal of the level set {u(x) = k} is given formally by n(x) = Du/|Du|, then the mean curvature of this surface at the point x is formally given by H(x) = div(n)(x) = div(Du/|Du|)(x) ; this relationship clearly expresses that the behavior at the boundary ∂Ω of solutions to problems as in (1.1) may depend on the geometry of the boundary. Equations with dependence on the gradient also enter in geometric problems as the one proposed in [36] in the study of the inverse mean curvature flow (see also [42] ). We refer the interested reader to the monograph [5] for a more complete review on applications.
The case of a possibly singular nonlinearity h in (1.1) with g = 0 has been studied, in the case of a plaplace leading term with p > 1, in connection with the analysis of flows of non-Newtonian fluid as the pseudoplastic ones; these kinds of equations appear in particular in geophysical phenomena (e.g. glacial advance) as well as in industrial applications as extrusion in polymers or metals. We refer to [26, Section 3] for a detailed derivation of the model in the case p = 2. The mathematical literature in this case is massive; without the aim to be complete we refer the reader to [19, 41, 15, 48, 49, 31, 30, 22, 47] and references therein.
From the purely mathematical point of view, the case p = 1 is faced in [18, 43, 44] in the autonomous case by approximating solutions to
with solutions v p to the associated p-laplacian problems with p > 1. This procedure presents remarkable features; first of all a degeneracy appears in the approximation argument if the datum is too small, say f N < S 1 −1 , S 1 being the best Sobolev constant in W 1,1 (R N ); in this case, v p → 0 a.e. on Ω. On the other hand the approximating solutions v p may blow up on a set of positive Lebesgue measure if f does not belong to L N (Ω). Concerning the presence of a possibly singular h, in [24] existence and regularity of a nonnegative (nontrivial, in general) distributional solutions to the homogeneous Dirichlet problem
is obtained for a nonnegative datum f in L N (Ω) with suitable small norm. Uniqueness of solutions is also derived provided h is decreasing and f > 0.
The situation significantly changes when one looks at the case g = 0, that is the case of a gradient term that depends on the solution itself with natural growth. If p > 1 and h ≡ 1, then problems as −∆ p w = g(w)|∇w| p + f in Ω, w = 0 on ∂Ω ; (1.4) as regards the non-singular case (i.e. with a bounded continuous g) one can refer to [13, 14, 28, 35, 51] for a companion on the subject. The possibly singular case have been largely investigated both in the absorption and in the reaction case. If p = 2 and g(s) ∼ s −θ one may refer to [12, 8, 9, 32, 33] and references therein, while the case p > 1 has also been considered ( [54, 53, 20] ). Observe that, in any cases, the threshold θ = 1 is shown to be critical in order to get global finite energy solutions for a general nonnegative datum f (see also the discussion in [27] ).
The case p = 1 of problem (1.4) has been recently faced mostly in presence of an absorption term; in [42, 29] (g ≡ −1) and [40] (bounded negative g). The reaction case is studied in [6] for g ≡ 1 and in presence of zero order absorption term (see also [21] ).
In this paper we extend the previous results in many directions; under very general assumptions on the data, we show optimal existence and regularity results for solutions of problem (1.1). As predictable, the goal will be accomplished by mean of an approximation argument with p-laplace type problems −∆ p u p = g p (u p )|∇u p | p + h p (u p ) f in Ω, u p = 0 on ∂Ω, (1.5) where p > 1 and g p and h p are suitable truncations of respectively g and h. Our results wholly agree with the existing literature and, as proper examples will show, they are sharp in the sense outlined later on. For instance, the sharp smallness assumption of [24] for problem (1. 3) is recovered, as well as the results of [18, 43] for (1.2) . Furthermore, if g = h ≡ 1 in (1.1) one also recovers the existing results (see, for instance, [21] and references therein).
One of the main difficulties, of course, will rely on carefully keeping track of the involved constants in order to get (sharp) a priori estimates that do not depend on the parameter p. Here is where a smallness assumption on the data will be needed. A crucial point regards the proof that the candidate solution u is bounded and it shall be achieved by mean of a comparison with suitable approximating solutions of problem (1.3). Then, after that, in order to pass to the limit in (1.5) and to show that the candidate u is actually a solution to (1.1), a suitable chain rule formula will be established. A key ingredient in order to conclude will rely on the proof that the jump part of the derivative of u is zero; this peculiar phenomenon is due to the presence of the gradient term in the equations and it does not occur in the case g = 0.
A further drawback that has to be dealt with concerns the way the boundary datum is assumed. In the non-singular case this is quite clear nowadays and, as we already mentioned, a weak boundary requirement is needed as no point-wise behavior can be prescribed; here, due to the presence of the possibly singular nonlinearity, most of the estimates one shall find are only local and one needs to further clarify the notion of the homogeneous boundary datum. A general result on vector fields whose divergence is a nonnegative (local) Radon measure will be used for this purpose.
One of our concurrent purposes consists in showing how the two nonlinearities interact with each other and how they sort-of regularize the problem. We already mentioned how the presence of the nonlinear gradient term gives rise to a solution without jump part. Moreover, the term g(u)|Du| is, a priori, only a (locally) bounded measure; despite this, the approximation argument do find a solution which is finite a.e. on Ω in contrast with the blow up behavior of the solutions v p approximating (1.2).
Another regularizing effect appears if h(0) = ∞ as no degeneracy of the approximating sequence v p is produced; in some sense the behavior of h near zero compensates the possibly small norm of f in such a way to return a positive limit solution u.
The plan of the paper is the following: in Section 2 after providing some basic notations on BV spaces, we set the Anzellotti-Chen-Frid type theory of vector fields with measure-valued divergence we use; in particular, we prove a general property on those vector fields whose divergence is a signed measure (Lemma 2.3). We also prove a useful generalized Chain rule formula (Lemma 2.4). For the sake of exposition Section 3 will be devoted to the case of a positive datum f and a subcritical nonlinearity g (i.e. g(s) ∼ s −θ , with θ < 1). Here the approximation scheme is introduced and some properties of an auxiliary problem (namely problem (1.5) with g = 0) is presented. This paves the way to the proofs of the basic a priori estimates we need and of the boundedness of the candidate solution u. In Section 3.3 we show that u has no jump part and (Section 3.4) we pass to the limit in (1.5 
We denote by χ E the characteristic function of a set E. For a fixed k > 0, we use the truncation functions
We also use the following auxiliary function defined for nonnegative values
If no otherwise specified, we will denote by C several positive constants whose value may change from line to line and, sometimes, on the same line. These values will only depend on the data but they will never depend on the indexes of the sequences we will gradually introduce. Finally for simplicity's sake, and if there is no ambiguity, we will often use the following notation for the Lebesgue integral of a funciton fˆΩ
to indicate the integration of a function f with respect to a measure µ.
PRELIMINARIES
2.1. Basics on BV spaces. We briefly review some basic facts on BV spaces; we refer to [3] for a complete account and for further standard notations not included here for the sake of brevity. Let Ω be an open bounded subset of R N (N ≥ 1) with Lipschitz boundary. The space of functions with bounded variation on Ω is defined as follows:
We underline that the BV (Ω) space endowed with the norm
is a Banach space. We denote by BV loc (Ω) the space of functions in BV (ω) for every open set ω ⊂⊂ Ω.
With L u we denote the set of Lebesgue point of a function u, with S u = Ω \ L u and with J u the jump set. It is well known that any function u ∈ BV (Ω) can be identified with its precise representative u * which is the Lebesgue representative in L u while u * = u + +u − 2 in J u where u + , u − are the approximate limits of u. Moreover it can be shown that H N−1 (S u \ J u ) = 0 and that u * is well defined H N−1 -a.e.
The Anzellotti-Chen-Frid theory.
In order to be self-contained we summarize the L ∞ -divergencemeasure vector fields theory due to [7] and [17] . We denote by
and by DM ∞ loc (Ω) its local version, namely the space of bounded vector field z with div z ∈ M loc (Ω). We first recall that if z ∈ DM ∞ (Ω) then div z is an absolutely continuous measure with respect to H N−1 . In [7] the following distribution (z, Dv) : C 1 c (Ω) → R is considered:
In [44] and [16] the authors prove that (z, Dv) is well defined if z ∈ DM ∞ (Ω) and v ∈ BV (Ω) ∩ L ∞ (Ω) since one can show that v * ∈ L ∞ (Ω, div z). Moreover in [23] the authors show that (2.1) is well posed if z ∈ DM ∞ loc (Ω) and v ∈ BV loc (Ω) ∩ L 1 loc (Ω, div z) and it holds that and (2.2) is proven.
We recall that in [7] it is proved that every z ∈ DM ∞ (Ω) possesses a weak trace on ∂Ω of its normal component which is denoted by [z, ν] , where ν(x) is the outward normal unit vector defined for H N−1almost every x ∈ ∂Ω. Moreover, it holds
(see [16] ). Finally we will also use the following Green formula due to [23] , the authors prove that if z ∈ DM ∞ loc (Ω) and v ∈ BV (Ω)∩ L ∞ (Ω) such that v * ∈ L 1 (Ω, div z) then vz ∈ DM ∞ (Ω) and a weak trace can be defined as well as the following Green formula:
We also have the following result that extends [24, Lemma 5.3 ] to the measure case and that has its own interest.
Proof. Let 0 ≤ v ∈ W 1,1 0 (Ω) ∩ C(Ω) and let ϕ n ∈ C 1 c (Ω) be a sequence of nonnegative functions converging to v in W 1,1 0 (Ω). Let us take ϕ n as test function in (2.4) Ω z · ∇ϕ n =ˆΩ ϕ n µ and we take n → ∞ by applying the Fatou Lemma on the right hand side of the previous. Hence one obtainsˆΩ vµ ≤ˆΩ z · ∇v.
(2.5)
Now we takeṽ ∈ W 1,1 (Ω) ∩ C(Ω) and then from a Gagliardo Lemma (see [7, Lemma 5.5] ) there exists w n ∈ W 1,1 (Ω) ∩ C(Ω) having |w n | ∂Ω = |ṽ| ∂Ω ,ˆΩ |∇w n | ≤ˆ∂ Ωṽ dH N−1 + 1 n and such that w n tends to 0 almost everywhere in Ω. Now take |v − w n | ∈ W 1,1 0 (Ω) ∩ C(Ω) as a test function in (2.5), yielding tô
and the Fatou Lemma with respect to n giveŝ
where, takingṽ ≡ 1, one deduces that µ belongs to M (Ω).
2.3.
A chain rule formula. We will also use this type of chain rule formula which is an extension of the classical one (see [3, Theorem 3 .99]) for functions having unbounded derivative at zero. The following lemma also extends [40, Theorem 3.10]. Proof. We consider a Lipschitz function Γ (s) whose values agree with Γ(s) for < s < 1 , namely
As the function Γ (s) is Lipschitz then one can apply the classical chain rule to deduce for a nonnegative ϕ ∈ C 1 c (Ω) thatˆ{
where the second equality holds by the means of Proposition 3.92 of [3] . Indeed, one has that D(Γ(u) − Γ (u)) = 0 (and so |DΓ(u)| = |DΓ (u)|) on { < u < 1 }. Now taking → 0 it follows from the monotone convergence Theorem thatˆ{ Let us point out that this will always be the case for us in the sequel besides some instances in which, as a matter of fact, u > 0 and so (2.6) simply reduces to |Dv| = g(u)|Du|.
MAIN ASSUMPTIONS AND RESULTS
Let Ω be an open bounded subset of R N (N ≥ 1) with Lipschitz boundary and let us consider the following Dirichlet problem
where −∆ 1 is the so-called 1-Laplace operator and the datum f is a nonnegative function belonging to L N (Ω). The nonlinearities g : [0, ∞) → (0, ∞] and h : [0, ∞) → [0, ∞] are assumed to be merely continuous and finite outside the origin; we require the following controls near zero
We stress that under the above assumptions the case of g, h being bounded is allowed. For the sake of presentation, in this section, we state and prove the existence of a solution to (3.1) in the milder singular case 0 < θ < 1 and 0 < γ ≤ 1 , (3.4) and in presence of a positive datum f ; in Section 4 we will treat the critical case θ = 1, while Section 5 will be devoted to the general case of a nonnegative datum f and γ > 1.
We start clarifying the notion of solution to (3.1) in this case:
Remark 3.2. Let us underline some relevant facts about the above Definition 3.1. First of all the use of g(u * ) is technically needed in order to give sense a priori to (3.5) . As a matter of fact, since we will show that in any cases u does not possess jump part then g(u * ) can be regarded as g(u) (actually g(ũ), whereũ its Lebesgue representative) once integrated against a measure that is absolutely continuous
in particular, as here f > 0, this means that u > 0 a.e. in Ω. We also highlight that, as nowadays classical since [4] , (3.6) is the way z is intended to represent the quotient |Du| −1 Du. Finally condition (3.7) is the weak sense in which the Dirichlet datum is meant; it roughly asserts that either u has zero trace or the weak trace of the normal component of z has least possible slope at the boundary.
We are ready to state the existence result in this mild singular case: 
where, as usual, ω N indicates the volume of the ball of radius 1 in R N ). Assumption (3.8) reveals a critical threshold as it can be deduced by comparison with the case g ≡ 0 (see for instance [18, 43, 24] ); in this sense (3.8) is sharp.
We also have the following regularity result on the solution given by Theorem 3.3 whose proof will follow by Lemma 3.11 and Lemma 3.12 below. Theorem 3.5. Under the same assumptions the solution found in Theorem 3.3 satisfies that u ∈ L ∞ (Ω) and D j u = 0. Remark 3.6. As will be clear by the proof of Lemma 3.12 below, the fact that solutions of problem (3.1) do not possess jump parts is a regularizing effect given by the presence of the gradient term g(u)|Du|; a similar situation was noticed in [42, 1, 40] while in the case g(s) ≡ 0 solutions can have a nontrivial jump part (see [23, 24] ). Also the fact that u is bounded is quite natural and this is essentially due to the presence of the zero order term h(u) f . In fact, as we will see, the solution we found lies underneath the solution of problem (3.1) with g(s) ≡ 0 found in [24, Theorem 3.3] , that is shown to be bounded. In other words, the perturbation given by the gradient term does not make the situation worse with respect to boundedness of the solution a rough reason being the following: as it will be hinted by explicit examples (see Example 1 and Example 2 below) the solutions tend to be nearly "constant" inside Ω so that g(u)|Du| only acts near the boundary where the solution would like to be small (though not necessarily zero).
At certain points we shall make use of the following auxiliary function
We explicitly observe that, as g is assumed to be positive and 0 < θ < 1, one has that Γ(s) is well defined in [0, ∞), and that there exists Γ −1 (s) which is locally Lipschitz in [0, ∞).
The proof of both Theorem 3.3 and 3.5 will be built in few steps and it will be completed in Section 3.4 once we have all the ingredients at our disposal. In Section 3.1 we introduce the approximation scheme that will lead us to the proof of Theorem 3.3 and we describe the main strategy that will involve the use of the associated auxiliary problem with no gradient term. Section 3.2 is devoted to obtain the basics a priori estimates on the approximating problems and to the identification of a bounded limit function u. In Section 3.3 we check a crucial property of this limit function, that is u possesses no jump part. Finally, Section 3.4 will be dedicated to the passage to the limit and consequently to the proof of our existence and regularity results.
3.1. An auxiliary problem and the approximation scheme. In order to better introduce our strategy of the proof of Theorem 3.3 it is worth recalling some basic facts about the case g ≡ 0. In [24] , it is proved that there exists a bounded solution v (that, by the way, is unique if f > 0 a.e. and h is decreasing
where f ∈ L N (Ω) is nonnegative and h is as above. The notion of solution to problem (3.9) is given as in Definition 3.1 thought of as g ≡ 0. The solution v is constructed through the following approximation scheme:
In [24] it is proved that v p converges almost everywhere to a bounded solution v of (3.9).
For our purposes it is also worth stating and sketching the proof of the following result; here we set the useful notation
Let v p be a solution to (3.10) then there exists a positive constantc such that v ≤c,
where v is the almost everywhere limit of v p as p → 1 + and solves (3.9).
Proof. Let us take G k (v p ) as a test function in (3.10) deducinĝ
Now we apply the Young and the Sobolev inequalities on the left hand side of (3.12) obtaining
whence, taking p → 1 + , by weak lower semicontinuity of the norm, one has ||Gc(v)||
Finally, reasoning as in [24] , one can show that v is a solution to (3.9). Now let us come back to problem (3.1); following the heuristics given in Remark 3.6, our strategy will be based on finding a solution to (3.1) which still lives in the interval [0,c] where v does.
First of all we are interested in deducing some a priori estimates for the solutions to the following approximation problem −∆ p u p = g p (u p )|∇u p | p + h p (u p ) f in Ω,
where
and without loosing generality, from here on we assume that 1 < p < 2 and that T 1 .14) is granted by the following argument: in [51] , it is proved the existence of a solution to
for any nonnegative v belonging to L p (Ω); as the result comes along with standard associated estimates, it is easy to check that the application T : L p (Ω) → L p (Ω) such that T(v) = w admits a fixed point, which is a solution to (3.14).
3.2.
A priori estimates and boundedness of the limit function. As far as the estimates are concerned the positivity of f it is not relevant, so that in this section we will consider the more general case of a nonnegative datum f ∈ L N (Ω); this generalization will be useful in Section 5. As it is clear the main issues shall rely on proving that solutions to (3.14) enjoy some estimates which are independent of p (at least for p ∼ 1 + ). The first result contains an estimate on a suitable exponential of u p and it also make use of the following elementary inequality. 
Let u p be a solution of (3.14) then there exists p 0 > 1 such that for any η > 0
16)
for some constant C which does not depend on p ∈ (1, p 0 ); moreover,
again for some C not depending on p ∈ (1, p 0 ).
Proof. We start taking e ηpG k (u p ) − 1 with η ≥ 1 and k ≥c + 1 as a test function (we recall 1 < p < 2 and that g p (s) ≡ 0 if s ≥c + p − 1) in the weak formulation of (3.14) . Hence one has that
in which we have also used (3.15) . At this point one can apply the Hölder and the Sobolev inequalities deducing
and one can observe that for any η ≥ 1 there existsk > 0 sufficiently large and p 0 sufficiently close to 1 such that
for a constant C not depending on both p, k. Hence one has that for any η > 0 (by monotonicity)
for some positive constant C independent of p ∈ (1, p 0 ) and for every k ≥k ≥c + 1. Now we decompose u p as
where ε will be fixed small enough. We take T ε (u p ) as a test function in the weak formulation solved by (3.14) yielding tô
We just need to estimate the first term on the right hand side of the previous inequality. Now we test the weak formulation of (3.14) with e ηpTk −ε (G ε (u p )) − 1 obtaining
Moreover there exists η 1 such that ηp− sup s∈[ε,c+1) g(s) > C > 0 for every η ≥ η 1 and where C does not depend on p. Hence one has
Therefore, it follows by using (3.20) in (3.19) and by monotonicity, that
which, gathered with (3.18) and (3.20) , concludes the proof of (3.16).
In order to check (3.17) we use Hölder inequality and (3.16) one haŝ
where C is independent of p ∈ (1, p 0 ). Now we refine the estimates of Lemma 3.10, deducing that the sequence u p is bounded in BV (Ω). This will take to the existence of a limit function which will be the candidate to be a solution for (3.1). Here we also show that this limit function is less or equal thanc almost everywhere, which is the value given by Lemma 3.7. Proof. As an easy consequence of (3.17), u p is also bounded in BV (Ω). Hence a standard compactness argument allows to deduce that there exists u ∈ BV (Ω) such that, up to subsequences, u p converges to u in L q (Ω) for every q < N N−1 . Moreover ∇u p converges to Du locally *-weakly as measures as p → 1 + . Observe that (3.17) also implies the strong convergence of e ηu p − 1 in L 1 (Ω) and so it follows that u p converges to u in L q (Ω) for any q < ∞ as p → 1 + . Now we take a nonnegative ϕ ∈ C 1 c (Ω) as a test function in the distributional formulation of (3.14), we get rid of the term involving h and we apply the chain rule and the Young inequality, yielding tô
which, jointly with the fact that Γ p,p (u p ) is bounded in L ∞ (Ω), implies that Γ p,p (u p ) is bounded in BV loc (Ω) with respect to p. It remains to show that (3.21) holds. Let k p =c + p − 1 and let take G k p (u p ) as a test function in (3.14) obtainingˆΩ
22)
Now we apply the Young and the Sobolev inequalities on the left hand side of (3.22) yielding to
We recall thatc is such that
whence, taking p → 1 + and by weak lower semicontinuity of the norm, one has ||Gc(u)||
namely u ≤c almost everywhere in Ω. The proof is concluded.
3.3. The limit u has no jumps. We now prove the following result in which we show that Du has no jump part.
is a increasing continuous function such that Γ −1 ∈ C 0,1 loc ([−∞, +∞)) and that Γ(u) ∈ BV loc (Ω). Letf ∈ L 1 loc (Ω) and let also assume that − div z ≥ |DΓ(u)| +f as measures in Ω, then D j u = 0.
Proof. First of all we prove that D j Γ(u) = 0. Here we follow the proof of Lemma 4 of [6] , sketching it for the sake of completeness. Indeed, since Γ(u) ∈ BV loc (Ω), by Theorem 3.78 of [3] , S Γ(u) is (locally) countably H N−1 -rectifiable and then there exist regular hypersurfaces ξ k such that
Hence we will just need to show that, for any k ∈ N, |D j Γ(u)|(ξ k ) = 0. In particular the proof will be done once one shows that for any x 0 ∈ ξ k there exists an open neighbourhood U such that x 0 ∈ U with U ∩ ξ k ⊂⊂ Ω and |D j Γ(u)|(U ∩ ξ k ) = 0. In order to prove it, let U an open set such that U ∩ ξ k ⊂⊂ Ω and consider the following open cylinder
whereν is the orientation of ξ k and n 0 is fixed such that d(U ∩ ξ k , ∂Ω) > 1 n 0 (d is the usual distance function). We observe that U n is regular and such that ∩ n≥n 0 U n = U ∩ ξ k . Now let observe that, for some l > Γ(||u|| L ∞ (Ω) ) + 2, one has that
By the Green formula (2.3) and by the fact that (z, DΓ(u)) ≥ −|DΓ(u)| one also has that
(3.23)
One can simply take n → ∞ in the first and the third term of the previous. Moreover, since |ξ k | = 0, one has that 
Finally one can decompose
This concludes the proof.
Proofs completed.
In this Section we shall provide the proof of Theorem 3.3 that, as a consequence, will give us that also Theorem 3.5 holds.
Proof of Theorem 3.3. Let u p be a solution to (3.14) then it follows from Lemma 3.11 that there exists a bounded function u ∈ BV (Ω) such that u p converges to u in L q (Ω) for every q < ∞ and ∇u p converges to Du locally *-weakly as measures. Furthermore from Lemma 3.11 and from a weak lower semicontinuity argument one deduces that Γ(u) ∈ BV loc (Ω). We will carry on the proof by claims.
The term h(u) f ∈ L 1 loc (Ω). Let us take a nonnegative ϕ ∈ C 1 c (Ω) as a test function in the distributional formulation of (3.14). Then, getting rid of the nonnegative gradient term, Lemma 3.10 and the Young inequality yield tô 
Existence of z.
The existence of z is standard and we recall it for the sake of completeness. Let 1 ≤ q < p p−1 then from Lemma 3.10 and from the Hölder inequality one has
This implies the existence of a vector field z q ∈ L q (Ω) N such that |∇u p | p−2 ∇u p converges weakly to z q in L q (Ω) N and, through a diagonal argument, one obtains the existence of a unique vector field z, independent of q, such that |∇u p | p−2 ∇u p converges weakly to z in L q (Ω) N for any q < ∞. Finally, taking p → 1 + , one gets by weak lower semicontinuity in (3.27) that ||z|| L q (Ω) N ≤ |Ω| 1 q and letting q → ∞ one deduces ||z|| L ∞ (Ω) N ≤ 1.
Proof that D j u = 0.
We take a nonnegative ϕ ∈ C 1 c (Ω) as a test function in (3.14) , after an application of Young's inequality we use lower semicontinuity and the Fatou Lemma as p → 1 + in order to obtain that z ∈ DM ∞ loc (Ω) and that − div z ≥ |DΓ(u)| + h(u) f as measures in Ω,
where we exploited that Γ p,p (u p ) is locally bounded in BV (Ω) and Γ p,p (u p ) converges almost everywhere to Γ(u). Hence we are in position to apply Lemma 3.12 deducing that D j u = 0.
Distributional formulation (3.5) and identification of the vector field by (3.6).
Let 0 ≤ ϕ ∈ C 1 c (Ω) and take e Γ p,1 (u p ) ϕ as a test function in the weak formulation of (3.14) obtaining after cancellationsˆΩ
(3.29)
Hence taking p → 1 + one reaches to (observe that e Γ p,1 (u p ) ≤ C)
Indeed if h(0) < ∞ then one can simply pass to the limit in (3.29) . Hence, from here and in order to prove that (3.30) holds, we assume that h(0) = ∞. For the right hand side of (3.29) we writê
where δ > 0 is such that δ ∈ {k : |{u = k}| > 0} which is at most a countable set. We want to pass to the limit in (3.31) first as p → 1 + and then as δ → 0. One has that
Then one can apply the Lebesgue Theorem with respect to p giving that
Moreover the Young inequality and Lemma 3.10 give that the left hand side of (3.29) is bounded with respect to p, then an application of the Fatou Lemma implies that h(u) f e Γ(u) ∈ L 1 loc (Ω). Hence the Lebesgue Theorem can be applied once more obtaining
We are left to prove that the first term in the right hand side of (3.31) vanishes as p → 1 + and δ → 0. We take V δ (u p )ϕ (V δ (s) is defined in (1.6)) as test function in the weak formulation of (3.14), obtaininĝ In this section we analyze the critical case in which (3.2) is satisfied with θ = 1; again here in (3.3) we consider γ ≤ 1. This case is critical in the sense that, in general, we lose coercivity. In order to recover a priori estimates on the approximating solutions here we will need to further assume some control on the function g and a stronger positivity of the datum f ; the interplay between g, h and f we shall consider seems to be not only technical as it will be discussed below.
We need to modify the definition of Γ as follows:
Observe that Γ(s) defined by (4.1) may blow up as s approaches zero; prototypical example in the model case being a logarithm type growth. Our first additional assumption is the following:
Moreover we ask the function g to be somehow controlled by the function h near zero. More precisely we assume
Let us just remark that (4.3) implies that if Γ blows up at the origin (e.g. in the model case g(s) = s −1 ) then also h needs to.
Our main result of this section is the following: then there exists a solution u ∈ L ∞ (Ω) to problem (3.1) in the sense of Definition 3.1.
Remark 4.2.
Besides the smallness assumption on || f || L N (Ω) S 1 h(∞) which has been already discussed, assumption (4.4) is natural due to the possible criticality of the nonlinearity g. If one thinks at the model case g(s) = λs −1 , the request reduces to λ < 1 that allows us to retrieve a sort of coercivity in the estimate. This type of assumption also appears, and is shown to be optimal, in the case p > 1 (see for instance [9, 33] ). However, let us point out that, as p → 1 + , a curious continuity break of this phenomenon comes out and, in some special cases, solutions to problem (3.1) can be constructed even beyond this threshold. This is also related to the geometry of the set Ω and it will be discussed in Section 6.1.
We will work again through the approximation process given by (3.14) . From here, in agreement with (4.1), the following notation is employed:
which, if q = 1 or q = p, converges to Γ(s) for any s > 0 as p → 1 + .
We have the following basic estimates in which, again, the strong positivity of f is not needed: for some δ > 0. Let u p be a solution of (3.14) then there exists p 0 > 1 such that for any η > 0 Ω |∇(e ηu p − 1)| p ≤ C, (4.5)
for some constant C which does not depend on p ∈ (1, p 0 ); moreover, ||e ηu p − 1|| W 1,1 0 (Ω) ≤ C, again for some C not depending on p ∈ (1, p 0 ).
Proof. Let us observe that only the behaviour in zero of g is different with respect to the case of Lemma 3.10. Hence the boundedness of e ηG k (u p ) − 1 in W 1,p 0 (Ω) for k ≥k ≥c + 1 follows as before. Let us estimate the truncated functions; take T δ (u p ) as a test function in (3.14) obtaining (recall that afterk we have g p ≡ 0 since we suppose 1 < p < 2) In order to estimate the first term on the right hand side of (4.6) we take e ηpTk(G δ (u p )) −1 as a test function in (3.14) yielding to ηpˆΩ |∇Tk(G δ (u p ))| p e ηpTk(G δ (u p )) ≤ˆΩ g p (u p )|∇Tk(G δ (u p ))| p e ηpTk(G δ (u p )) + sup which gathered in (4.6) and by monotonicity gives that (4.5) holds for any η > 0. Then, reasoning as in the proof of Lemma 3.10, one concludes the proof. Now we state the existence of a bounded limit function u; its proof closely follows the one of Lemma 3.11 and we omit it. We are ready to prove our main theorem.
Proof of Theorem 4.1. Let u p be a solution to (3.14) then from Lemma 4.4 one has that there exists u ∈ BV (Ω) ∩ L ∞ (Ω) such that u p converges to u in L q (Ω) for every q < ∞ and ∇u p converges to Du locally *-weakly as measures as p tends to 1. The construction of the bounded vector field z then follows as in the proof of Theorem 3.3. Observe that h p (u p ) f is locally bounded in L 1 (Ω). Indeed, by simply taking a nonnegative ϕ ∈ C 1 c (Ω) and getting rid of the gradient term, one has through the Young inequality that
where the last inequality is a consequence of (4.5). Moreover an application of the Fatou Lemma in (4.7) with respect to p gives h(u) f ∈ L 1 loc (Ω) and, thanks to (4.2), one also has that h(u) ∈ L 1 loc (Ω). Moreover, even in this case, we underline that having h(u) locally integrable implies that {u = 0} is contained in the set { f = 0}, and so u > 0. Now, for some C > 0, one has ≤ Ch(s) + s + 1 for any 0 < s <s withs sufficiently near to 0. Hence one has that Γ p,p (u p ) is bounded in L 1 loc (Ω). Moreover taking a nonnegative ϕ ∈ C 1 c (Ω) as a test function in the weak formulation of (3.14), getting rid of the nonnegative zero order term and applying the Young inequality, one yields tô
which, once again thanks to Lemma 4.3, gives that Γ p,p (u p ) is locally bounded in BV (Ω).
The proof that h p (u p ) f converges to h(u) f locally in L 1 (Ω) is identical to the one of the previous section and so we skip it. We take e Γ p,1 (u p ) ϕ (ϕ ∈ C 1 c (Ω)) as a test function in (3.14) obtaininĝ
As already done in the previous section one can prove that both terms in (4.8) converge, obtaining that Let us note that we can apply Lemma 3.12 in order to deduce that D j u = 0. Furthermore one can reason as in (3.34) in order to deduce that inequality (4.9) is actually an equality and that (z, DΓ(u)) = |DΓ(u)|. Now one can apply Lemma 2.4 obtaining that (3.5) holds and then (3.6) . Moreover Lemma 2.3 gives that z ∈ DM ∞ (Ω) and the proof of the fulfillment of the boundary datum realized as in the proof of Theorem 3.3.
NONNEGATIVE DATA AND STRONG SINGULARITIES
In this section we show how the case of a purely nonnegative datum f as well as the case of a possibly stronger zero order singularity, i.e. γ > 1, can be treat. To simplify the exposition the following useful notation is employed:
As already mentioned the case h(0) < ∞ is essentially the trivial one as, under suitable smallness assumptions on the data, u = 0 is a solution to problem (3.9) and then (3.1) (see Remark 3.4); nevertheless, even though this is not always the case, we assume h(0) = ∞ without loosing generality; the case h(0) < ∞ can be treat with straightforward modifications as in the previous sections.
Here is the suitable notion of solution in this general case: Finally observe that this definition extends the one given in [24] in the case g ≡ 0. The presence of the function g(u * )χ * {u>0} in the previous definition is essentially technical since, again, we do not request for the solution u to possess a purely diffuse derivative Du (i.e. D j u = 0). A posteriori, since this is the case, the gradient term appearing in (5.1) can be intended as g(u)χ {u>0} |Du|.
Here is our existence theorem in the mild singular case (i.e. θ < 1); the proof will be sketched by highlighting the difference with the proof of Theorem 3.3. Proof. As already said, the proof of Theorem 5.3 adheres to the one of Theorem 3.3; therefore, we will only sketch the analogous arguments while major rigour will be provided when the proofs are detaching each other. Clearly if γ ≤ 1 the estimates are the ones proved in Lemma 3.10. Observe that the presence of a possibly strong singularity only affects the estimates when u is small. If γ > 1, Lemma 3.10 can be reproduced by treating the case u ∼ 0 as follows; take T γ k (u p ) (k sufficiently small) as a test function in (3.14) obtaining
which requiring k ≤k for somek such that γ − c 1k 1−θ > C for some constant independent of p and reasoning as in Lemma 3.10 for the second term at the right hand side of the previous, one has
for any k ≤k. Moreover, as in Lemma 3.10, ||e G k (u p ) − 1|| W 1,p 0 (Ω) ≤ C for a constant independent of p for any k sufficiently large.
Local estimates are obtained by considering 0 ≤ ϕ ∈ C 1 c (Ω) and taking (T k (u p ) − k)ϕ p to test (3.14) , deducingˆΩ
Then, requiring ε small enough, it yields to
where C is independent of p.
Summarizing, one has that the following a priori estimates hold:
where the constants C do not depend on p and for somek > 0. Hence, estimates (5.4) imply that e u p −1 is locally bounded in BV (Ω). This allows to localize Lemma 3.11 providing that there exists u ∈ BV loc (Ω) ∩ L ∞ (Ω) such that, up to a subsequence, u p locally converges to u in L q (Ω) for q < ∞ and ∇u p converges locally * -weakly as measures to Du. Moreover one has that ||u|| L ∞ (Ω) ≤c and u σ ∈ BV (Ω). Finally estimates (5.4) imply that, reasoning as in Lemma 3.11, Γ p,p (u p ) is locally bounded in BV (Ω).
The fact that h(u) f belongs to L 1 loc (Ω) follows exactly as in the proof of Theorem 3.3. Moreover the fact that the existence of the vector field z can be proved through the local estimate on |∇u p | p−2 ∇u p ; the definition of the limit vector field z can be extended to the whole Ω by mean of a standard diagonal argument; moreover, z ∈ DM ∞ loc (Ω). The proof that D j u = 0 is analogous to the case of Theorem 3.5. In particular, by lower semicontinuity and Fatou's Lemma one easily gets − div z ≥ |DΓ(u)| + h(u) f as measures in Ω , (5.5) and one can apply Lemma 3.12. Also observe that using Lemma 2.3 one deduces that z ∈ DM ∞ (Ω).
A relevant main difference with the case of a positive datum comes when one tries to check the weak formulation (5.1) due to the possible presence of χ * {u>0} . One has to show first that χ {u>0} ∈ BV loc (Ω); to prove it, let 
Hence we let p → 1 + using lower semicontinuity on the left hand side and the Lebesgue Theorem on the other terms, obtaining, after rearranginĝ One has e Γ(u) |DΓ(u)| for some m ≥ 2σ, whereΓ(s) =´s 0 (m− g(t)t)t m−1 dt. Now applying the chain rule formula at the left hand side and the Green formula at the right hand side one yields tô
Henceˆ∂
The previous implies that for x 0 ∈ ∂Ω either u(x 0 ) = 0 or By a solution to (6.1) we mean a function u ∈ W that is, in contrast with the case p > 1 (with θ = 1), one should have existence of solutions beyond the threshold λ = 1 (and, by the way, for any positive θ). In Example 1 below we construct such constant solutions.
Constant vs nonconstant solutions.
In the following example we show that, in certain model cases explicit constant (non-trivial) solutions of problem (3.1) can be found; it consists in a suitable re-interpretation of an example given in [24] . We first need the following Definition 6.2. A bounded convex set E of class C 1,1 is said to be calibrable if there exists a vector field ξ ∈ L ∞ (R N , R N ) such that ξ ∞ ≤ 1, (ξ, Dχ E ) = |Dχ E | as measures, and
for some constant λ E . In this case λ E = P er(E) |E| and [ξ, ν E ] = −1, H N−1 -a.e in ∂E (see [2, Section 2.3] and [46] ).
There is plenty of calibrable sets, for instance if E = B R (0), for some R > 0, then E is calibrable. More in general a bounded and convex set E is calibrable if and only if the following condition holds:
where H E denotes the (H N−1 -a.e. defined) mean curvature of ∂E ([2, Theorem 9]). which implies the desired result. One may think that the previous example is generic enough in order to trivialize (3.1) (at list in model cases). The following example of non-constant solutions to (3.1) shows that this is not the case. is, for γ > 0, not constant; as we will see, this fact will lead to a non-constant solution of problem involving the gradient term. Let Ω be a convex open set and H Ω (x) be the variational mean curvature of Ω (see [10] for details). In [46] it is shown that −H Ω (x) is a (so called) large solution to ∆ 1 v = v, i. e.
5)
Without entering into technicalities, only recall that ||H Ω || L ∞ (R N ) < ∞ if and only if Ω is of class C 1,1 ; in fact, if Ω is of class C 1,1 then it satisfies the uniform interior ball condition and so, the (unique) large solution of (6.5) is bounded ( [46, Theorem 4.2] ). Viceversa, if ||H Ω || L ∞ (R N ) < ∞ then Ω is of class C 1,1 ([46, Theorem 4.4] ). In particular, these solutions are locally bounded and they assume the (large) datum ∞ at non-regular points of Ω (e.g. at corners). Through the change of variable u = v − 1 γ problem (6.5) formally transforms into (6.4) then one retrieves that solutions to problem (6.4) may be non-constant. In fact, in general the H Ω (x) is known to be non-constant if the set is not calibrable (see [10, 2] ); for instance if Ω is not C 1,1 (say a square), then u = v being nothing but a suitable power of the Cheeger constant of C (see Figure 4 ).
The previous example of non-constant solution to (6.4) infers the nontriviality (even in the model case) to our problem (3.1): in fact, assume by contradiction that w, solution to the Dirichlet problem associated to −∆ 1 w = g(w)|Dw| + w −γ in Ω, is constant; then w is another solution to (6.4) which, by uniqueness ([24, Theorem 3.5]), would give a contradiction (the same argument applies for a smooth decreasing h).
