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Tato práce se zabývá testováním mapování síťových prefixů v prostředí protokolu IPv6.
Testování algoritmu je prováděno nad existujícími implemetacemi, které jsou mezi sebou
porovnány. Implementace, které jsou nepřeložitelné se snaží opravit nebo portovat na novou
verzi jádra operačního systemu. Výkonnost implementací je pak ověřena pomocí hardware
generátoru paketů Spirent.
Abstract
This master thesis deals with testing network prefix translation algorithm in IPv6. It tests
existing implementation. This implementations are compared with each other. Some im-
plementations end with error compilation. There are two options how to deal with this
problem, it might be repaired or the port to the new kernel is created. Performance is
tested with Spirent hardware packet generator.
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Cílem této práce je vytvořit zařízení, které bude sloužit k plug-and-play konfiguraci kon-
cových zařízení pro komunikaci přes protokol IPv6. Některé vlastnosti IPv6 jsou popsány
v kapitole 2.
Protokol IPv6 je v posledních letech poměrně diskutovanou problematikou, ne-li horkou
novinkou, přestože jeho specifikace už existuje poměrně dlouho. Komunikace ve světové
internetové síti již několik desítek let probíhá přes protokol IP (Internet Protocol) ve verzi
4. Počítače v této síti jsou adresovány 32bitovou adresou. Je tedy možné adresovat něco
kolem čtyř miliard zařízení, což se v poslední době ukázalo jako nedostatečné.
Zavádění protokolu IPv6 do běžného života je proto dnes již nevyhnutelné. Přesto, že
tento protokol není žádnou novinkou, je potřeba ho ještě v mnoha ohledech zdokonalit
a odladit. Je to způsobeno tím, že jeho zavádění a implementace do zařízení se provádí
až v několika posledních letech. Dříve, když byl ještě dostatek adres IPv4, nebyla vůle ho
testovat.
Jedním z problémů, kterým se zabývá i tato práce, je plug-and-play konfigurace kon-
cových zařízení. Konfigurací je v tomto kontextu myšleno získání IPv6 adresy a ostatních
parametrů sítě, jako například adresy DNS serveru, adresy výchozí brány pro směrování
odchozích paketů apod. Svět IPv6 nabízí hned tři možnosti konfigurace zařízení, které jsou
diskutovány v kapitole 4. Kromě použití DHCPv6 serveru, který je podobný DHCP ve světě
IPv4, nabízí také bezstavovou konfiguraci nebo kombinaci bezstavové konfigurace a jedno-
duchého DHCPv6 serveru.
Cílem je vytvořit řešení, které bude veškerou konfiguraci provádět automaticky. Vše, co
uživatel provede, bude jen připojení koncového zařízení do prvku, který toto řešení imple-
mentuje. A tento prvek automaticky nakonfiguruje koncový uzel. Na vnitřních rozhraních
bude užívat prefix definovaný pro vnitřní síť, na vnějším rozhraním bude používat prefix,
přidělený od poskytovatele připojení. Přičemž adresy z vnitřní sítě bude mapovat na ad-
resy z vnější sítě. Každá taková lokální adresa bude mít globální unikátní adresu, kterou
se bude prezentovat ve světové síti. A naopak, pokud bude zaslán paket na tuto globální
adresu, provede se mapování na adresu lokální a poté se paket doručí koncovému zařízení.




Protokol IPv6 (angl. Internet Protocol, Version 6) je moderním protokolem, který má nahra-
dit stávající protokol IPv4. Jednou z jeho hlavních motivací je zvětšení adresového prostoru
(viz kapitola 1 v [5]). Pokud ho však porovnáme s jeho starší verzí, tj. IPv4, přináší řadu
změn a novinek. Zde jsou popsány základní vlastnosti a charakteristika částí protokolu, se
kterými se pracuje dále v textu.
2.1 Adresy
Jak již bylo řečeno, jedním z důvodů zavedení IPv6 bylo zvětšení adresového prostoru.
Adresa, která měla původně 32 bitů, se rozšířila na velikost 128 bitů. To přineslo i roz-
díly ve způsobu zápisu adres a rozdělení adresového prostoru. Způsoby zápisu zde nejsou
rozebírány. Je možné jej nalézt například v [16], kde je i ukázka zkráceného zápisu.
V tomto protokolu je použito sedm typů adres (viz [16]). Některé z těchto typů, popsané
níže, se použijí u automatické konfigurace koncových zařízení.
Obecný tvar adresy, jak je popsán v kapitole 2.5.4 v [8], znázorňuje obrázek 2.1. Podle
Obrázek 2.1: Formát globálních unicast adres.
[25] je adresa běžně rozdělena na 48bitový globální prefix, 16bitové pole identifikující podsíť
a 64bitové pole na identifikaci koncového zařízení. Globální prefix koncový zákazník dostane
od poskytovatele a je tak pevně daný. Specifikace IPv6 předpokládá, že koncový zákazník
bude chtít vytvářet vlastní podsítě. K tomuto účelu je vyhrazen identifikátor podsítě. Toto je
výhodné především ve velkých firmách, které tak mají možnost vytvářet hierarchii adres pro
snadnější správu a směrování. Posledním polem adresy je identifikátor koncového zařízení
v dané podsíti. K tomu slouží tzv. identifikátor rozhraní (angl. interface identifiers).
2.2 Identifikátor rozhraní
Identifikátor rozhraní je uložen v nejnižších 64bitech adresy. Podle [8] musí být zaručena
unikátnost identifikátoru i bez použití prefixu podsítě. Nicméně stejný identifikátor se může
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vyskytnout na různých rozhraních, pokud se nachází na stejném uzlu a je připojen do
různých podsítí. Na všech unicast adresách (tedy až na ty, které začínají binární hodnotou
000 ), musí mít identifikátor rozhraní 64 bitů.
Unikátní identifikátor rozhraní IEEE EUI-64 (angl. Extended Unique Identifier) je vy-
tvořen z idenifikátoru MAC (angl. Media Access Control), který má síťové rozhraní již od
výrobce. Rozhraní si ho tedy může automaticky vytvořit bez potřeby ruční konfigurace.
Vytvoření spočívá v tom, že se doprostřed (tj. mezi bity 24 a 25) identifikátoru MAC vloží
hodnota 0xFFFE. Rozdělí se tak identifikátor společnosti, která dané síťové rozhraní vyrá-
běla a identifikátor zařízení v rámci výrobce. Podle přílohy A v [8] je zajištěno, že hodnotu
0xFFFE nemá přidělen žádný výrobce a nemůže tak dojít ke konfliktu. Tuto operaci zachy-
cuje obrázek 2.2, kde je identifikátor rozhraní vytvořen z MAC adresy 00:17:4B:8C:55:AB.
Kromě rozšíření se ještě změní druhý bit v nejvyšším bajtu z nuly na jedničku, resp. dojde
Obrázek 2.2: Vytvoření itentifikátoru IEEE EUI-64 z 48bitového identifikátoru IEEE 802
MAC.
k invertování bitu. V [8] se označuje jako bit u. Pokud je nastaven na nulu, označuje lokální
rozsah použití identifikátoru. Nastavením bitu u na jedničku se indikuje globální platnost
identifikátoru.
2.3 Lokální linkové adresy
Jedním z typů adres, které protokol IPv6 nabízí, jsou lokální linkové adresy (angl. Link-
Local address nebo zkráceně LLA adresy). V protokolu IPv4 je lze přirovnat k adresám z roz-
sahu 169.254.1.0/16 - 169.254.254.255/16 (více v [4]). Tento typ adres v protokolu IPv6
používá prefix FE80::/10. Jestliže se použije 64bitový prefix a identifikátor MAC o hod-
notě 00:01:02:03:04:05, adresa rozhraní bude mít tvar FE80::201:02FF:FE03:405/64.
Přičemž hodnota 0201:02FF:FE03:0405 je indentifikátor rozhraní.
Platnost adres je pouze v rámci jednoho segmentu (tedy k nejbližšímu směrovači). Každé
zařízení má tuto adresu přidělenou již od prvního připojení do sítě a získá ji automaticky
(viz automatická konfigurace v kapitole 4). To umožnilo přesunout mnoho signalizačních
zpráv na tuto úroveň. Jedná se např. o ICMPv6 nebo oznámení směrovače (angl. Router
Advertisement). Toho se využívá při prvotní komunikaci se zařízeními v daném segmentu
a získání IPv6 adresy pro komunikaci na globální úrovni (viz kapitola 4).
2.4 Unikátní lokální adresy
Unikátní lokální adresy (angl. Unique Local IPv6 Unicast Address nebo zkráceně ULA
adresy) jsou dalším typem z adresového repertoáru protokolu IPv6. Lze je přirovnat k pri-
vátním adresám protokolu IPv4, které jsou definované v [18] (např. adresy z rozsahu
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192.168.0.0/16 - 192.168.255.255/16). Tyto privátní adresy jsou unikátní pouze v rámci
dané podsítě, ne světově. Smí se tedy používat jen v lokální síti, ze které nesmí být globálně
směrovány. Přesto, že se nesmí z podsítě směrovat ani ULA adresy, měly by být globálně
unikátní, tj. unikátní v rámci celé světové sítě.
Podle [9] používají sedmibitový prefix FC00::/7. Za ním následuje jednobitový příznak,
nastavený na logickou jedničku a 40bitový globální identifikátor. Jednobitový příznak, na-
stavený na logickou jedničku, značí, že je prefix vytvořen lokálně1. Globální identifikátor
o délce 40 bitů slouží k vytvoření globálně unikátního prefixu. Unikátnost ULA adres je
dosažena tím, že prefix, resp. čtyřicetibitový globální identifikátor, je vytvořen z unikátní
MAC adresy daného rozhraní (resp. EUI-64, viz kapitola 2.2), času a algoritmu SHA-1.
Jelikož jsou využívány pouze v lokální síti, nepočítá se s tím, že adresy budou podle prefixu
agregovány. Algoritmus tedy prefixy generuje pseudonáhodně.
1Funkčnost příznaku při nastavení na logickou nulu zatím není definována. Ale zřejmě se plánuje její




Jedná se o bezstavový překlad (mapování) mezi dvěma IPv6 adresami tak, jak je popsán
v [25]. Výhody bezstavového překladu spočívají v tom, že zařízení implementující tuto
funkcionalitu nepotřebují uchovávat žádný stav pro odchozí nebo příchozí spojení 1. Další
nespornou výhodou je, že je tento proces lehce algoritmizovatelný. Zároveň jde o úplný
základ, který je potřeba, aby se zařízení na automatickou konfiguraci koncových zařízení
mohlo vytvořit.
3.1 Popis funkce
Pro lepší pochopení překladu adres je použit obrázek 3.1. NPTv6 translator je zařízení, které
Obrázek 3.1: Mapování síťových prefixů.
provádí překlad síťových adres. Vnější síť s prefixem 2001:0DB8:0001:/48 je k zařízení
1Avšak v praxi je vhodné si uchovat tzv. adjustment, který je počítán v kapitole 3.2.
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připojena na vnějším rozhraní. Na vnitřím rozhraním je připojena vnitřní síť s prefixem
FD01:0203:0405::/48.
Pokud je z vnitřní sítě odesílán datagram (odchozí datagram) z uzlu s adresou například
FD01:0203:0405:0001::1234, na zařízení dojde k překladu a prefix FD01:0203:0405::/48
se nahradí prefixem 2001:0DB8:0001::/48. Zároveň dojde k úpravě zbylé části adresy,
takže výsledná adresa bude 2001:0DB8:0001:D550::1234/48 (způsob výpočtu je popsán
dále v kapitole 3.2). Tato adresa se nastaví těsně před odesláním jako zdrojová. Podobným
způsobem se provede překlad i pro příchozí datagram s tím rozdílem, že se před odesláním
na koncové zařízení přepíše zdrojová adresa.
Řešení se částečně podobá použití NAT (angl. Network Address Translation), který se
hojně používá v IPv4. I dnes se stále vedou diskuse, zda je vhodné zavést NAT i ve světě
IPv6. Nespornou výhodou mapování adres oproti řešení s NAT je to, že komunikace nemusí
být iniciována z vnitřní sítě. Mnoho aplikací mívá problémy, že vyžadují navázání komu-
nikace směrem od serveru. Pokud se pak takováto aplikace nachází za zařízením s NAT,
přestává fungovat. Je to z toho důvodu, že NAT upravuje IPv4 adresu, s čímž si mnoho
aplikací nedokáže poradit. Mezi problémové protokoly patří např. FTP nebo SIP. U mapo-
vání adres by toto nastat nemělo, je totiž možno navázat spojení i ze strany serveru, nikoli
jen z koncového zařízení. Pokud vývojáři už od začátku budou počítat s existencí zařízení,
provadějícím mapování, vše by mělo fungovat bez problémů.
Jako vhodný příklad může posloužit například protokol FTP, sloužící pro přenos sou-
borů. Pro názornost problému následuje příklad, ve kterém jsou použity IPv4 adresy. Je to
z toho důvodu, že protokol FTP uvažuje ve své původní specifikaci pouze 32bitovou adresu,
jak je zmíněno v úvodu [2].
Uzel v lokální síti je připojen k zařízení NAT a má přidělenou adresu 192.168.0.2.
Pro přenos souboru si zvolil aktivní režim FTP. Vygeneruje si tedy port, na kterém bude
přijímat příkazy z portu 21 od FTP serveru (např. 1024). Automaticky začne naslouchat na
portu o jedna vyšším, tedy 1025, a odešle příkaz PORT 192,168,0,2,4,1 (viz příkaz PORT
v [17]). Zařízení NAT upraví adresu v hlavičce IPv4 paketu, ale už ne v příkazu PORT. Dalším
problémem je, že FTP server odesílá data na port 1025. Pokud je klient připojen k zařízení,
které se zároveň chová jako NAT a firewall, dá se předpokládat, že tato komunikace bude
na vnějším rozhraní zařízení zakázána.
3.2 Překlad adres
Z obou známých prefixů se vypočte tzv. adjustment a ten se následně rozptýlí ve zbylé
části adresy. Při překladu se proto mírně liší výpočet adres pro prefixy, které mají 48 bitů
nebo méně a pro prefixy s délkou 49 bitů nebo větší. V případě, že použité prefixy nemají
stejnou délku, kratší prefix se musí rozšířit nulami. Dále se při výpočtu hodnoty adjustment
rozlišuje, zda se jedná o příchozí nebo odchozí datagram.
Adjustment zajišťuje neměnnost kontrolního součtu datagramu. Při změně adres pouhou
záměnou prefixů se totiž změní i kontrolní součet datagramu. Aby se tak nestalo, počítá se
právě adjustment a rozptyluje se do adresy.
V této kapitole je při ukázkách překladu adres, resp. jejich výpočtu, použito pro lepší
názornost zapojení na obrázku 3.2. Na něm se odesílá datagram z koncového zařízení s ad-
resou FD01:0203:0405:0001::1234/48 ven přes zařízení NPTv6 na nějaké jiné zařízení
(zde není cílová adresa podstatná, protože se při překladu nemění).
Pro výpočet hodnoty adjustment se nejprve musí vypočíst jedničkový doplněk z kontrol-
ního součtu obou prefixů. Podrobnosti o výpočtu kontrolního součtu lze nalést v [3]. Kon-
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Obrázek 3.2: Mapování síťových prefixů - příklad.
trolní součet prefixu na vnitřním rozhraní, tedy FD01:0203:0405::/48, je 0x030A a jeho
jedničkový doplněk 0xFCF5. Vnější prefix má hodnotu 2001:0DB8:0001::/48. Jeho kon-
trolní součet tedy vyjde 0x2DBA a jeho jedničkový doplněk 0xD245.
Pokud se jedná o odchozí paket, je odečten jedničkový doplněk kontrolního součtu pre-
fixu na vnějším rozhraní od jedničkového doplňku kontrolního součtu prefixu na vnitřním
rozhraní. Tedy 0xD245 − 0xFCF5 = 0xD54F . Jestliže by šlo o příchozí paket, pouze by
se při výpočtu rozdílu z jedničkových doplňků kontrolních součtů obou prefixů prohodil
menšenec a menšitel.
3.2.1 Prefix s délkou 48 bitů a méně
Jak je vidět na obrázku 2.1, nejnižších 64 bitů obsahuje identifikátor rozhraní a prostředních
16 bitů popisuje adresu podsítě. Adjustment se dopočítá tak, že se k hodnotě 0xD54F přičte
právě adresa podsítě, tedy 0xD54F + 0x0001 = 0xD550. Algoritmus říká, že pokud vyjde
tento součet 0xFFFF , jako adjustment se použije hodnota 0x0000. To se zde nestalo, takže
se dále pracuje s hodnotou 0xD550.
U prefixu této délky se adjustment uloží do pole podsítě (tj. od bitu 48 do bitu 63
včetně). Idenfitikátor rozhraní v nejnižších 64 bitech se opíše beze změny. Protože se jedná
o odchozí paket, použije se prefix na vnějším rozhraní a zdrojová adresa se nastaví na
hodnotu 2001:0DB8:0001:D550::1234/48. U příchozího paketu je to obdobné.
Pokud koncovému uzlu přijde odpověď, paket bude obsahovat jako cílovou adresu právě
2001:0DB8:0001:D550::1234/48. Algoritmus však zajistí, že se při překladu vypočte správ-
ná adresa. Tentokrát jde o příchozí paket, proto se vypočte rozdíl 0xFCF5 − 0xD245 =
0x2AB0, přičte se k němu hodnota podsítě (zde 0xD550) a vyjde adjustment 0xD550 +
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0x2AB0 = 0x0001. Opět nevyšla hodnota 0xFFFF a tak se bude dále pracovat s výsled-
kem 0x0001 (a ne s 0x0000). U příchozího paketu se použije prefix na vnitřním rozhraní,
vypočtená hodnota podsítě 0x0001 a původní odentifikátor rozhraní. Zdrojové adrese se
tedy nastaví hodnota FD01:0203:0405:0001::1234/48 a odešle se datagram koncovému
zařízení.
3.2.2 Prefix s délkou 49 bitů a více
Jako v [25] i zde se pracuje s myšlenkou, že jeden prefix má délku 48 bitů a druhý 56 bitů.
Jak již bylo zmíněno na začátku kapitoly, kratší prefix se rozšíří nulami (tedy bity 48− 55
včetně).
S takto dlouhým prefixem však není volné 16bitové pole podsítě mezi prefixem a identi-
fikátorem rozhraní. Proto se adjustment rozptýlí do spodních 64 bitů následovně. Postupně
se zkouší testovat bloky bitů 64− 79, 80− 95, 96− 111 a 112− 127 a hledá se první slovo
(blok bitů), které nemá hodnotu 0xFFFF . Pokud se nalezne odpovídající blok, provede se
stejný výpočet jako v 3.2.1 s tím rozdílem, že se neaplikuje na 16 bitů podsítě, ale právě na
tento nalezený blok bitů.
3.2.3 Stálost kontrolního součtu
Jak bylo zmíněno na začátku kapitoly, při pouhé změně prefixů se změní i kontrolní sou-
čet paketu. Proto se počítá adjustment. Na obrázku 3.2 je vhodný příklad k demonstraci.
Z vnitřího rozhraní NPTv6 se odesílá paket z uzlu s adresou 2001:DB8:1:D550::1234/48
a má být doručen na uzel s adresou 2001:252:1:1::5/48. Zařízení NPTv6 nemění obsah
paketu, pouze vezme cílovou adresu, vypočte z ní novou adresu v lokální síti, uloží ji do
příchozího paketu jako cílovou a odešle na správné zařízení.
V paketu tedy dojde pouze ke změně cílové adresy z FD01:0203:0405:0001::1234/48
na 2001:DB8:1:D550::1234/48. Aby se však kontrolní součet paketu nezměnil, musí být
kontrolní součet obou adres (původní cílové a nově vypočtené cílové adresy) stejný. V tomto
případě je kontrolní součet adresy 2001:DB8:1:D550::1234/48 roven hodnotě 0x153F. Pro
adresu FD01:0203:0405:0001::1234/48 vyjde kontrolní součet také 0x153F. Takže kont-
rolní součet paketu skutečně zůstává zachován a není nutné ho přepočítávat.
3.3 Mapování prefixů a FTP
Protokol FTP (angl. File Transfer Protocol) je definován v [17] a slouží pro přenos souborů.
Tento protokol používá dva módy. Aktivní a pasivní. V obou režimech klient zasílá příkazy
na server na port 21. A server na ně zasílá klientu odpověď na nějaký dohodnutý port větší
než 1023. Komunikaci tedy inicializuje klient. Režimy se liší v použití datového spojení.
V aktivním režimu inicializuje datové spojení server. Proto je nutné, aby se klient dohodl
se serverem na jakém portu bude klient datovému spojení naslouchat. To serveru sdělí
použitím příkazu PORT (parametry viz [17]).
Naopak v pasivním režimu obě spojení (datové i příkazové) navazuje klient. V tom
případě tedy sděluje server klientu port, na kterém bude datovému spojení naslouchat.
Oba režimy jsou podrobněji popsány například v [19].
Už při používání NAT ve světě IPv4 se ukázalo, že aktivní režim bývá pro tento protokol
problémový. Server totiž není schopen navázat s klientem datové spojení, jelikož adresa
sdělená klientem pomocí příkazu PORT je neplatná. Pokud aplikace používající protokol
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FTP předem nepočítají se zařízením NAT, adresa, kterou vysílají pomocí příkazu PORT
bývá většinou lokální.
Stejný případ může nastat i v případě použití mapování síťových prefixů. Obecně je
problém v tom, že protokol si uchovává adresu odesílatele a tu pak zasílá v datech paketu.
Pokud se pak nezmění adresa i v paketu, mohou nastat problémy. Paket pak obsahuje jinou
IP adresu než je adresa odesílaetle, kterou přijal server. Dalším protokolem, kde může nastat
podobný problém je protokol SIP.
Zavádění IPv6 přineslo ještě další problém. Jelikož se zvětšila velikost adresy, nebylo
možné použít příkaz PORT. Nebylo ani možné v příkazu rozlyšit, zda se jedná o protokol
IPv4 nebo IPv6. Proto došlo k rozšíření tohoto protokolu. Výsledkem je pak nahrazení
příkazu PORT příkazem EPRT2. Příkaz je podrobně popsán v [2].




Pomocí NPTv6 by mělo být možné vytvořit zařízení, které oddělí koncovou síť od sítě
poskytovatele. Koncovému zákazníkovi tak umožní vytvářet vlastní heirarchie sítě, aniž by
ztratil přístup do sítě poskytovatele pomocí globální IPv6 adresy.
Nevýhodou takového zařízení však je, že veškeré nastavení se musí provést ručně, což
je ve větších sítích nepřijatelné. Z tohoto důvodu tato kapitola rozebírá základní možnosti
automatické konfigurace koncových zařízení, které v dnešní době IPv6 poskytuje. Bohužel
u každého z nich se vyskytují nějaké neduhy. To vede k tomu, že se v praxi používá jejich
kombinace nebo se některé informace musí konfigurovat manuálně.
Nehledě na metodu, která je použita na zjištění IPv6 adresy a dalších informací o síti,
si musí každý uzel nejprve určit svou LLA adresu.
4.1 Určení LLA adresy
Aby uzel zjistil, jakým způsobem se má nakonfiguraovat a konfiguraci se pokusil provést,
potřebuje nejprve IPv6 adresu. K tomuto účelu poslouží právě LLA adresa. Tu je totiž
možno každému rozhraní přiřadit automaticky bez znalosti okolní sítě.
Postup při generování LLA adresy je následující:
1. Nejprve si uzel vygeneruje svoji LLA adresu, ale adresa ješte není přiřazena rozhraní.
Ta by sice měla být unikátní a teoreticky by bylo možné adresu ihned použít. Podle [23]
si však uzel musí unikátnost adresy ověřit. V případě, že zjistí duplicitu, automatická
konfigurace bohužel zhavaruje.
2. Fáze kontroly začne tak, že host pošle zprávu Neighbor Solicitation. Před odesláním si
každý host vygeneruje nějaké zpoždění a zprávu odešle až poté. Díky tomu se zabrání
zahlcení linky pokud se ve stejný okamžik zapne více zařízení.
3. Tuto zprávu přijmou všechny uzly v segmentu a zkontrolují si, zda nepoužívají stejnou
adresu. V případě, že danou adresu už některý uzel používá, odešle na cílovou adresu
zprávu Neighbor Advertisements. Protože se zpráva Neighbor Solicitation posílá na
skupinovou adresu (angl. multicast address), je pravděpodobné, že tuto odeslanou
zprávu obdrží i sám odesílatel. Z tohoto důvodu si každý uzel musí udržovat počítadlo
očekávaných zpráv Neighbor Solicitations, které mu budou doručeny.
4. V případě, že se duplicita objeví, nelze danou adresu použít. Automatická konfigurace
se tedy přeruší a musí dojít k nastavení manuálně. Existují dvě možnosti, jak se může
duplicita adres zjistit:
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 Když přijde zpráva Neighbor Solicitations dříve, než uzel odešle zprávu na kon-
trolu duplicity adresy. To znamená, že jiný uzel spustil kontrolu duplicity adres
zároveň s tímto. Zprávu však odeslal mnohem dříve, než se ji chystal odeslat
přijímací uzel. To způsobí náhodně vygenerovaný čas z 2. kroku.
 Další možností je, že počet přijatých zpráv Neighbor Solicitations přesahuje oče-
kávaný počet zpráv, které má obdržet. Tato situace naopak nastane, pokud oba
uzly vyšlou zprávu současně.
5. Pokud tomu tak není, vygenerovanou LLA adresu uzel přiřadí rozhraní a může ko-
munikovat na IP vrstvě.
4.2 Volba typu konfigurace
Jetliže má uzel vygenerovanou a přiřazenou LLA adresu, čeká na přijetí zprávy Router Ad-
vertisements, kterou periodicky rozesílá směrovač. Ta poskytuje potřebné informace k au-
tomatické konfiguraci.
Pokud host nechce na tuto zprávu čekat a provést tak konfiguraci co nejrychleji, vyžádá
si zprávu Router Advertisements zasláním zprávy Router Solicitations (jedné nebo více).
Lze tak poznat, zda se v síti směrovač nachází nebo ne. K ještě rychlejší automatické
konfiguraci uzel může provádět generování LLA adresy a zároveň čekat na příjem zprávy
Router Advertisements. Nemůže však, podle [23], provádět žádnou jinou komunikaci.
V případě, že by měl danou vygenerovanou adresu už přiřazenou jiný uzel, nastal by při
komunikaci problém. Další komunikaci může tedy uskutečnit až po ověření, zda v daném
segmentu neexistuje její duplikát.
Když se v síti nachází směrovač, uzel dříve či později obdrží zprávu Router Advertise-
ments. Z ní si krom jiného zjistí variantu konfigurace, kterou má získat IPv6 adresu. Formát
této zprávy je na obrázku 4.1 a jednotlivé položky jsou detailně popsány v [13]. Obrázek
Obrázek 4.1: Formát zprávy Router Advertisements.
zobrazuje pouze rozšiřující informace, které se posílají prostředníctvím ICPMv6, ne celou
podobu paketu. Ty se nachází v proměnné části za cílovou adresou v IPv6 hlavičce.
Jednou z položek je omezení skoků. Tou směrovač oznamuje, jak mají ostatní uzly v síti
omezit životnost odesílaných datagramů. Životnost směrovače určuje dobu v sekundách,
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po kterou ještě odesílatel (směrovač) hodlá sloužit jako implicitní. Jak dlouho má být uzel
považován za dosažitelný (bráno od doby, co byla ověřena jeho dosažitelnost) udává položka
trvání dosažitelnosti. Interval mezi dvěma výzvami sousedovi definuje interval opakování.
Obě tyto hodnoty jsou uváděny v milisekundách. Bity M a O slouží k určení typu kofi-
gurace pro koncová zařízení. Pokud je bit M nastaven, tak se O ignoruje. Směrovač tímto
oznamuje, že se má ke konfiguraci použít DHCPv6. Více v kapitole 4.4. Nastavením bitu
O se oznamuje, že se použije DHCPv6 k nastavení ostatních parametrů sítě. Mohou to být
například adresy lokálních DNS serverů. Přehled kombinací bitů M a O a jejich význam
zobrazuje tabulka 4.1.
Tabulka 4.1: Význam bitů M a O v Router Advertisements.
M O Význam
0 0 DHCPv6 není k dospozici. Použije se např. bezstavová konfigurace
(viz 4.3).
0 1 Adresy, prefix a směrování se nastaví pomocí bezstavové konfigurace,
na ostatní parametry sítě se použije bezstavové DHCPv6 (viz 4.4.1).
1 - Použití DHCPv6 (viz 4.4).
4.3 Bezstavová konfigurace
Pokud má být pro automatickou konfiguraci sítě použita bezstavová konfigurace, využívá
se informací z rozšířených voleb v Router Advertisements. Pomocí nich může směrovač
oznamovat velikost MTU, zdrojovou nebo cílovou linkovou adresu a prefix podsítě. Formát
volby s informacemi o prefixu je na obrázku 4.2, ostatní volby je možné nalézt v kapitole 4.6
v [13]. Tato volba má typ nastaven na hodnotu 3 a délku na hodnotu 4 (4 ∗ 32 bitů). Délka
Obrázek 4.2: Volba Router Advertisements s informací o prefixu.
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prefixu určuje kolik bitů z prefixu v poli prefix je platných. Platnost takto získaného prefixu
je časově omezená. Omezení v sekundách se zasílá v poli doba platnosti. Doba preferování
(také v sekundách) definuje, jak dlouho mají být preferovány adresy, které vznikly pomocí
automatické konfigurace z tohoto prefixu. Pokud některá z dob není omezena, je nastavena
na hodnotu 0xFFFFFFFF. Nastavením bit L směrovač oznamuje, že prefix lze používat
k rozhodování, zda je daný uzel lokální. Takový uzel je pak přímo dosažitelný přes linkovou
vrstvu. Jestliže je bit A nastaven, prefix je možné použít pro automatickou konfiguraci
adresy. Vynulováním tohoto bitu se tak vynutí, že bezstavovou konfiguraci nelze použít.
Globální adresa se pak vytvoří spojením takto získaného prefixu a unikátního identi-
fikátoru rozhraní. Unikátnost identifikátoru byla zkontrolována už při generování lokální
linkové adresy, proto už není nutné provádět žádnou kontrolu a stačí prefix a identifikátor
jednoduše spojit.
Problémem této konfigurace je, že žádnou volbou v Router Advertisements nelze kon-
covým uzlům zaslat adresu DNS serveru.
4.4 DHCPv6
Dnes se již běžně ve světě IPv4 používá získávání adres od společného arbitra v síti. Tím
je DHCP server. Pomocí něj lze získat IPv4 adresu, masku podsítě, adresu DNS serveru
a adresu implicitního směrovače. Stejnou úlohu zastupuje i DHCPv6 ve světě IPv6. Tomuto
druhu konfigurace se v počátcích IPv6 říkalo také stavová konfigurace. Dnes se však, podle
[21], od tohoto názvu upouští, protože je zavádějící. DHCPv6 dostálo, oproti svému pro-
tějšku v IPv4, několika změn. Nelze totiž použít např. všesměrové vysílání (angl. boadcast).
Další novinkou je menší změna architektury. Specifikace DHCPv6 [7] definuje následující
účastníky, kterých se konfigurace týká. Stejně jako v DHCPv4 je zde server, tedy ten, který
spravuje přidělování adres a na žádost nabízí konfigurační parametry sítě. Klient je ten,
který celý proces přidělování adres zahajuje a žádá přiřazení nějaké adresy. Posílá žádost
o získání parametrů sítě a vybírá si z dostupných odpovědí od serverů. Mezi nimi se na
komunikační lince může nacházet zprostředkovatel. Ten zprostředkovává komunikaci mezi
klientem a serverem, pokud se vzájemně nachází na různých linkách.
U konfigurace pomocí DHCPv6 se používá k určení hosta (ale i serveru) a zařízení
identifikátor DUID (angl. DHCP Unique Identifier) a IAID (angl. Identidy Association
Unique Identifier). DUID je identifikátor zařízení v rámci procesu přidělování adres pomocí
DHCPv6. Každé zařízení má přiřazen jeden identifikátor bez ohledu na to, kolik má roz-
hraní. Měl by ho mít přidělený po celou dobu své existence, tzn. i po restartování nebo
přemístění do jiné lokace či sítě. Pro tyto účely definuje [7] tři způsoby vytváření DUID:
 DUID generuje z LLA adresy a času. Ten si pak uloží to stálé paměti a po zbytek své
existence ho používá.
 DUID je tvořen z jednoznačného identifikátoru přiděleného výrobcem.
 Použití lokální linkové adresy jako DUID. Ale je nutné brát v potaz, že DUID je
identifikátor celého zařízení, ne jen jednoho rozhraní.
IAID je identifikátor jednoho rozhraní. Ten přiděluje zařízení všem svým rozhraním.
Spolu s ním obdrží zařízení i konfigurační informace.
Pro komunikaci se používá obecná DHCP zpráva, ke které se přidá konkrétní žádost
(volba). Typ volby určuje osmibitový typ. Za ním v obecné DHCP zprávě následuje tří-
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bajtový identifikátor transakce pro spárování žádosti a odpovědi. Pak už zpráva obsahuje
parametry vybrané volby podle pole typ.
Samotné získání adresy začíná tím, že klient pošle zprávu solicit na skupinovou adresu
FF02::1:2 (což je adresa všech serverů a zprostředkovatelů) Ta obsahuje DUID, IAID,
konfigurační informace jednotlivých rozhraní a lokální linkovou adresu. Odpovědí od serveru
je zpráva advertise, která už obsahuje konkrétní nabídky, které si může zařízení svému
rozhraní přidělit. Klient se pak rozhodne, kterému DHCPv6 serveru dá přednost a odešle
mu zprávu request. Zpráva se stále zasílá na adresu FF02::1:2 a pro určení konkrétního
DHCPv6 obsahuje DUID. Ostatní servery tuto zprávu ignorují. Server odpovídá zprávou
reply. V ní sděluje, zda žádosti vyhověl nebo ne. Pokud ne, definuje i kontrétní důvod
zamítnutí. Pak si klient musí ověřit unikátnost adresy. V případě, že adresa unikátní není,
zprávou decline odmítne serveru parametry s konfigurací, které mu zaslal. Tím končí celá
konfigurace.
Behěm života klienta se adresa průběžně obnovuje (je totiž časově omezená) zprávou
renew. Pokud server obnovení odmítne, klient se může pokusit o obnovu adresy u jiného
serveru pomocí rebind.
Celá konfigurece nemusí probíhat přímo mezi klientem a serverem, ale také přes pro-
středníka. Ten v podstatě zprávy zabaluje a přeposílá serveru nebo klientovi. Pro komu-
nikaci se serverem zabaluje zprávu od klienta do zprávy relay forward. Naopak od serveru
získává zprávu relay reply, kterou rozbalí a odešle dál klientovi.
4.4.1 Bezstavové DHCPv6
Jde o radikální zjednodušení DHCPv6 konfigurace. Především se snížil počet zpráv po-
třebných pro konfiguraci. Podle [6] byla navržena na doplnění chybějících informací (např.
adresy DNS serveru) při použití bezstavové konfigurace. Předpokládá se, že adresa, pre-
fix sítě a adresa směrovače pro směrování se získá z bezstavové konfigurace. Jméno DNS
serveru (nebo i jiné dodatečné informace) pomocí bezstavového DHCPv6.
Tento typ konfigurace definuje jen zprávy request a reply (a jejich varianty pro použití
prostředníka). Konfiguraci zahajuje klient zasláním požadavku request s příslušnou volbou.
Server odpoví zprávou reply a tím veškerá konfigurace (a tedy i komunikace) končí.
4.5 Automatická konfigurace pomocí NPTv6 a prefix dele-
gation
Prefix delegation je způsob delegace síťového prefixu v prostředí IPv6 od poskytovatele
připojení (dále ISP) a uživatelskou sítí. Uživatelská síť může být připojena k síti ISP
směrovačem. Je pravděpodobné, že na straně ISP bude také směrovač (na hranici jeho
sítě). Podrobnější popis použití prefix delegation je možné nalézt v [11]. ISP může rozesílat
informace o síti třeba pomocí DHCPv6 (viz kapitola 4 níže). Naopak v síti uživatele může
být použito zasílání informací pomocí Neighbor Discovery (opět viz kapitola 4).
Při použití prefix delegation je v síti uživatele používán prefix přiřazený od ISP. Při
změně ISP je pak nutné přenastavovat některá zařízení a definovat jim nově přidělený prefix.
To je v produkčním prostředí v rozsáhlých sítích značný problém. Je vhodnější používat
v uživatelské sití ULA adresy, které není potřeba při změně ISP měnit.
K tomu může dobře posloužit právě mapování síťových prefixů popsané kapitole 3. V síti
uživatele jsou používány ULA adresy a na rozhraní sítě je zařízení implementující mapování
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síťových prefixů (NPTv6). Díky němu je možné přidělené ULA adresy mapovat na adresy
s prefixem přiděleným od ISP.
Pokud by i na straně ISP bylo použito Neighbor Discovery, bylo by vhodné, aby zaří-
zení NPTv6 vhodně pracovalo s takto zaslanými zprávami. Základem všeho je tedy rychlá




Jak bylo zmíněno v kapitole 3, mapování síťových perfixů je úplným základem, na kterém se
dá automatická konfigurace koncových zařízení postavit. Proto by bylo vhodné jej zahrnout
přímo do jádra operačního systému. Pro tyto účely bylo zvoleno jádro Linux a framework
netfilter s nástrojem iptales.
5.1 Rozdíl mezi netfilter a iptables
V článcích a diskuzích se často zaměňují pojmy netfilter a iptables. Nicméně podle [27] je
mezi nimi rozdíl, i když se tyto pojmy občas překrývají. Netfilter lze považovat za fra-
mework, který slouží ke správě síťového provozu. A do jádra je zahrnut od verze 2.4 (viz
[26, kapitola 19.3]). Jde o firewall na úrovní jádra (tzv. kernel space). Jedná se tedy o kód
implementovaný přímo v linuxovém jádře. A jako spoustu jiných věcí ho lze do jádra přímo
zakompilovat nebo ho lze nahrávat za běhu jako modul.
Naproti tomu iptables je program na úrovni uživatelských procesů (tzv. user space nebo
také userland). Slouží k nastavení pravidel a pro práci s firewallem v jádře, tedy s imple-
mentací netfilter. Jak je zmíněno v [20], předchůdcem iptables je ipchains, resp. ipfwadm,
ze kterého ipchains vychází. Původním nástrojem, ze kterého byly tyto nástroje vytvořeny,
je ipfw z prostředí operačního systému BSD. Tyto implementace v současné době iptables
nahrazuje a rozšiřuje jejich původní funkčnost. Nicméně jak bude vidět v kapitole 5.2, net-
filter lze rozšiřovat pomocí modulů. To vedlo k tomu, že původní iplementace ipchains
i ipfwadm jsou dostupné v iptables jako modul. Lze tak stále používat funkční pravidla
použité v minulosti oběma nástroji, bez nutnosti tyto pravidla aktualizovat či úplně měnit.
K úpravě pravidel tak může dojít postupně nenásilnou cestou a bez větších potíží.
5.2 Architektura
Jak bylo zmíněno výše, iptables vychází do jisté míry ze staršího ipchains. Nicméně se změ-
nila architektura, kterou je možné vidět na obrázku 5.1. Asi největší změnou v architektuře
je rozdělení rozhraní na vstupní a výstupní. V porovnání s ipchains jsou, podle [20], díky
tomuto rozdělení některá pravidla pro filtraci jednodušší.
Celý framework se skládá z pěti netfilter hooks a směrovací funkce. Pojmem netfilter
hooks (zde dále jen hooks) je zde myšleno místo ve zdrojovém kódu, kde je možné provést
uživatelsky definovanou funkci (resp. funkce rozlyšené prioritou). Jestliže paket prochází
skrz netfilter, resp. jádro, na těchto místech je možná filtrace či jiná manupulace s paketem
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Obrázek 5.1: Architektura netfilter [26, kapitola 19.3].
podle přání uživatele. Jiný způsob popisu lze nalézt například v [26, kapitola 19.3.1]. Dále
v kapitole je podrobněji popsána celá architektura a smysl jednotlivých hooks s návazností
na zdrojové kódy jádra.
Obrázek 5.1 převzatý z [26, kapitola 19.3] zobrazuje architektutu pro IPv4. Pro pro-
tokol IPv6 je architektura totožná, pouze všechny hooks mají místo prefixu NF IP pre-
fix NF IP6 1. U příchozího paketu se nejprve zkonroluje jeho konzistence, kontrolní součet
apod. Dále paket prochází přes hooks NF IP6 PRE ROUTING. Pak se pomocí směrovací funkce
rozhodne zda bude lokálně doručen nebo se pouze přepošle. Pokud má být paket lokálně
doručen, po průchodu přes hooks NF IP6 LOCAL IN je předán lokálnímu procesu ke zpraco-
vání.
Jesliže se jedná o paket, který má být pouze přeposlán bez zpracování lokálním proce-
sem, prochází přes NF IP6 FORWARD. A pak dále přes NF IP6 POST ROUTING až je předán na
výstupní rozhraní.
Naopak nově vytvořený paket musí před odesláním projít přes NF IP6 LOCAL OUT i přes
NF IP6 POST ROUTING.
Netfilter, resp. iptables, má modulární strukturu. Jeho funkčnost lze tedy relativně
snadno rozšířit přidáním modulů2. K tomu, aby mohl být modul nahrán do jádra za běhu
1Dále v textu je popisována architektura pro IPv6. Budou tudíž používany hooks s prefixy NF IP6 a veš-
keré odkazy do zdrojovch kódů se budou týkat pouze IPv6. Rozdíly oproti IPv4 zde nebudou diskutovány.
2Jak uvádí sám autor, zvolil modulární architekturu kvůli své lenosti s nadějí, že ostatní funkčnost časem
dopíší jiní programátoři [20, kapitola 4.2].
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používá framework právě hooks.
Pro volání uživatelské funkce ve zdrojovém kódu netfilter se používá makro NF HOOK
definované v souboru linux/netfilter.h. Jinými slovy, makro NF HOOK umístěné ve správných
funkcích vytváří právě onen hooks (neboli volání modulu rozšiřující funčnost netfilter). Toto
makro požaduje 6 parametrů a ve výsledku volá především funkci nf hook thresh (která
má ještě o 2 parametry více). Jednotlivé parametry zde nebudou rozebrány. Je možné na-
hlédnout přímo do souboru linux/netfilter.h. I když funkce nejsou příliš komentované, ná-
zvy parametrů jsou vhodně zvolené a tak je možné jejich účel často odhadnout. Za zmínku
stojí druhý parametr. Ten definuje právě typ hooks. Je možné jej naleznout v linux/netfil-
ter ipv4.h a to i přes to, že v souboru linux/netfilter ipv6.h jsou nadefinované typy přímo
pro protokol IPv6. Je to možné z toho důvodu, že počet typů hooks a jejich funkce jsou
v obou protokolech stejné. Následující seznam popisuje, kde je možné najít ve zdrojových
souborech jednotlivé hooks a použitý výčtový typ pro definicy jeho typu.
 Hooks NF IP6 PRE ROUTING je vyzíván ve funkci ip6 rcv iplementované v souboru
net/ip6 input.c. A je definován typem NF IP PRE ROUTING.
 Hooks NF IP6 LOCAL IN je vyzíván ve funkci ip6 input v tomtéž souboru a používá
výčet NF IP LOCAL IN.
 Hooks NF IP6 FORWARDING je vyzíván ve funkci ip6 forward a makro NF HOOKS pou-
žívá typ NF IP FORWARDING.
 Hooks NF IP6 POST ROUTING je vyzíván ve funkci ip6 output (resp. ip6 output2) za
použití výčtového typu NF IP POST ROUTING.
 Hooks NF IP6 LOCAL OUT je vyzíván ve funkci ip6 local out a používá výčtový typ
NF IP LOCAL OUT. Poslední tři zmíněné typy hooks a příslušné funkce jsou v souboru
net/ip6 output.c.
Jednotlivé hooks se používají při zpracovávání paketů. Ty jsou zpracovány podle pra-
videl ze seznamu pravidel vytvořeného pomocí nástroje iptables. Každé pravidlo vykonává
jednu funkci definovanou právě vytvořeným modulem, který je pro učely zpracování paketu
nahrán do jádra. Při zpracování paketu těmito pravidly (resp. modulem) se používá některá
z následujícich tabulek a ty využívají některé z hooks jak je popsáno v [20] a [1]:
 filter – Výchozí tabulka používaná k základnímu filtrování a neslouží k modifikaci
paketů. Využívá NF IP6 LOCAL IN, NF IP6 LOCAL OUT a NF IP6 FORWARDING.
 nat – Tabulka pracující s NF IP6 PRE ROUTING a NF IP6 POST ROUTING, která umožňuje
modifikovat informace o zdrojovém nebo cílovém zařízení. Při modifikaci lokálně vy-
tvořeních paketů se používá NF IP6 LOCAL OUT. Tabulkou jsou zpracovány první pa-
kety ze spojení (oproti předchozí tabulce).
 mangle – Tabulka se specializuje na specifické úpravy paketů. Proto pracuje se všemi
pěti hooks.
A podle [1] je možné také použít novější tabulky3:
 raw – Zpracovává požadavky přednostně před ostatními tabulkami. Pracuje s hooks
NF IP6 PRE ROUTING a NF IP6 LOCAL OUT.
3Tyto tabulky nemusí být v některých verzích iptables dostupné.
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 security – Je použita na MAC4 řízením (angl. Mandatory Access Control) síťových
pravidel a je volána po tabulce table, kterou je zase možné filtrovat podle DAC řízení
(angl. Discretionary Access Control), což je vhodné provádět před MAC. Tato tabulka
používá stejné hooks jako tabulka filter.
Paket zpracovaný uživatelským modulem, bez ohledu na to, jaký hooks byl použit, musí
vrátit jednu hodnotu z následujících pěti návratových kódů [26, kapitola 19.3]:
 NF ACCEPT – Paket přijat dále ke zpracování. Může se tedy vykonat následující funkce
v seznamu pravidel. Pokud byl dosažen konec v seznamu pravidel, paket úspěšně
prošel jádrem a může být předán k dalšímu zpracování.
 NF REPEAT – Podobá se návratové hodnotě NF ACCEPT. Ale místo toho, aby byla volána
další funkce v seznamu pravidel, je opět volaná ta stávající. Tedy ta, která vrátila
NF REPEAT.
 NF DROP – Aktivní funkce v seznamu pravidel zamítla průchod paketu. Ten je pak
zahozen.
 NF STOLEN – Podobá se návratové hodnotě NF DROP. Paket je také zamítnut k dalšímu
zpracování, ale oproti předchozí návratové hodnotě není zahozen.
 NF QUEUE – Vloží paket do fronty. Z ní může být později vyňat a zpracován programem
na úrovni uživatelských procesů.
Veškeré výše zmíněné návratové hodonoty je možné najít v linux/netfilter.h.
Jak již bylo naznačeno výše v textu, vytvoření nového rozšíření do iptables sestává ze
dvou základních kroků. Je nutné vytvořit modul do jádra, se kterým bude netfilter pracovat.
A pokud je to potřeba, lze rozšířit také iptables o program na uživatelké úrovni. Aby se
vytvořnený modul mohl používat, je nutné jej zaregistrovat. Modul se registruje zvlášť do
iptables a zvlášť do netfilter. Pro více informací týkající se registrace modulů lze nahlédnout
do [20, kapitola 4].
Vzhledem k tomu, že netfilter umožňuje takovéto dynamické přidávání a pouštění mo-
dulů rozšiřující funkčnost, je v některých případech nutné zabezpečit přednostní zpracování.
Toho je dosaženo pomocí priorit, které jsou určeny při registraci modulů. Definici priorit je
možné nalézt v linux/netfilter ipv6.h. Dobrým příkladem, kdy je využita priorita je např.
modul ip conntrack. Ten se ve světě IPv4 používá jako podpůrný prostředek pro správné
fungování NAT. Je schopen rozeznat jednotlivá spojení. Pozná, zda se jedná o nové spojení,
již existující spojení, očekávané nebo nevyhovující spojení. V [26, kapitola 19.3.5] je možné
nalézt více infomací o tomto modulu.





Základem pro automatickou konfiguraci koncových zařízení je právě mapování síťových pre-
fixů, které je definováno v [25]. Při hledání vhodné implementace se nejprve objevil značný
rozdíl v používané terminologii. Nakonec však kupodivu vhodná implementace neexisto-
vala, proto bylo nutné mapování síťových prefixů implementovat. V ránné fázi vývoje se
však objevily některé implementace a to i do jádra operačního systému, do netfilter. Proto
se práce místo vývoje další přebytečné implementace vydala cestou testování již dostupných
implementací.
6.1 Terminologie
Jak již bylo zmíněno v úvodu, v internetových diskuzích, článcích, fórech a archivech emai-
lové komunikace (angl. mailing lists) se používá rozličná terminologie. I když se jedná pořád
o mapování síťových prefixů, téměř nikde se tento pojem nepoužívá. Stejně tak se nepou-
žívá zkratka NPT (angl. Network Prefix Translation). Nejčastěji se používá pojem NAT
a to i přes to, že se nejdená o NAT (angl. Network Address Translation) známý z IPv4.
Mapování síťových prefixů je totiž založeno na matematickém výpočtu. V reálném čase se
přepočítává jedna adresa na jinou (s požadovaným prefixem) a neuchovává žádné informace
například v podobě tabulky. Na rozdíl od klasického překladu NAT jde tedy o bezstavový
překlad adres. Také se při algoritmickém překladu jedna a tatáž adresa mapuje pokaždé na
stejnou adresu. A na tuto adresu by se podle [25] nikdy neměla mapovat jiná adresa.
Pokud je v diskuzích rozebírán NAT nad protokolem IPv4 i IPv6 používá se často
temín NAT66 pro NAT pracující s adresami protokolu IPv6. Pro NAT pracující s adresami
protokolu IPv4 se používá pojem NAT44.
Občas je možné narazit i na exotičtější názvy. Dobrým příkladem může být například
map66.
Také je někdy možné narazit na pojem NAT64. Jde o NAT spojující podsíť s adresami
IPv6 s podsítí s adresami IPv4. Ten umožňuje postupný přechod z jedné verze protokolu
na druhou. S mapováním síťových prefixů, v kontextu, v jakém je chápán v této práci, tedy
vůbec nesouvisí.
6.2 Existující implementace
Při hledání dotupných implementací bylo zjištěno, že potřebný algoritmus není dostupný
v linuxovém jádře. Ještě více překvapující však bylo, že i přes hojný počet článků a diskuzí
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zda ve světě IPv6 má či nemá NAT nebo podobné zařízení existovat, a přes značný nesourod
byl problém najít vhodnou a především funkční implementaci.
Proto bylo rozhodnuto, že by bylo vhodné mapování síťových prefixů implementovat.
Aby byla implementace znovupoužitelná a dalo se na ní stavět, měla být jako rozšiřující
modul do netfilter. Nicméně se během počáteční fáze vývoje objevila implementace modulu
přímo do netfilter. Proto se dále tato práce nezabývala implementací stejného algoritmu,
protože dvě podobné implementace v jednom jádře jsou zbytečné. Místo toho se práce
zaměřila na překlad a porovnání dostupných implemenací.
6.3 map66
Podle [22] jde o implementaci, která je rozšířením netfilter. Mapuje ULA adresy na veřejné
adresy a naopak. Nicméně je tato implementace značně zastaralá a již se nijak nevyvíjí
a nerozšiřuje. Poslední úprava byla provedena v roce 2010.
V rámci této práce byl testován modul ve verzi 0.5. Jak je psáno v přiloženém readme,
jde o implementaci podle draftu [24]. Tento draft je již neplatný, vypršel totiž už v květnu
roku 2009.
6.4 nat66
Tato implementace sestává z modulů do linuxového jádra a z rozšíření pro iptables. Kromě
bezstavového mapování síťových prefixů, které je popsáno v kapitole 3, podporuje také
stavový překlad adres.
Podrobný popis implementace je popsán v [12]. V této kapitole je popsán pouze překlad
a ovládání tohoto programu, což v [12] chybí.
6.4.1 Překlad
V době psaní této práce bylo aktuální stabilní linuxové jádro ve verzi 3.3.1.
Při překladu jádra ve verzi 3.3.1 došlo k chybě. Po zkoušení vynechání nebo přidání
různých částí jádra, překladu celého netfilter jako modul nebo celého zakompilování netfilter
do jádra se nepovedlo jádro přeložit. Jak je vidět na výpisu 6.1, nakonec se překlad nepovedl,
protože funkce nf ct ext exist není deklarována.
Záznam 6.1: Chybový výpis při překladu jadra 3.3.1. 
1 CC net / n e t f i l t e r / n f c o n n t r a c k p r o t o t c p . o
CC net / n e t f i l t e r / n f connt rack proto udp . o
3 CC net / n e t f i l t e r / n f connt rack extend . o
net / n e t f i l t e r / n f connt rack extend . c : In function \
5 ’ n f c t e x t d e s t r o y ’ :
net / n e t f i l t e r / n f connt rack extend . c : 2 9 : 3 : e r r o r : i m p l i c i t \
7 d e c l a r a t i o n o f function ’ n f c t e x t e x i s t ’
make [ 2 ] : *** [ net / n e t f i l t e r / n f connt rack extend . o ] Error 1
9 make [ 1 ] : *** [ net / n e t f i l t e r ] Error 2
make : *** [ net ] Error 2 
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Po vhodných úpravách suborů se zdrojovým kódem a opravách dalších chyb se jádro
povedlo přeložit. Výsledkem těchto úprav jsou záplaty dostupné na CD. Další problém
nastal u překaldu modulů, jak je vidět na výpisu 6.2
Záznam 6.2: Chybový výpis při překladu modulů k jádru 3.3.1. 
˜/ nat66 / Kernel Modules / n f n a t 6 6 c o r e . c : In function \
2 ’ n f n a t 6 6 n e t i n i t ’ :
i n c lude / net / n e t f i l t e r / n f connt rack . h : 2 0 4 : 1 4 : note : expected \
4 ’ int ’ but argument i s o f type ’ i n t * ’
˜/ nat66 / Kernel Modules / n f n a t 6 6 c o r e . c : 7 9 4 : 9 : e r r o r : too many \
6 arguments to function ’ n f c t a l l o c h a s h t a b l e ’
i n c lude / net / n e t f i l t e r / n f connt rack . h : 2 0 4 : 1 4 : note : dec l a r ed here
8 ˜/ nat66 / Kernel Modules / n f n a t 6 6 c o r e . c : In function \
’ n f n a t 6 6 n e t e x i t ’ :
10 ˜/ nat66 / Kernel Modules / n f n a t 6 6 c o r e . c : 8 1 5 : 9 : e r r o r : too many \
arguments to function ’ n f c t f r e e h a s h t a b l e ’
12 i n c lude / net / n e t f i l t e r / n f connt rack . h : 2 0 6 : 1 3 : note : dec l a r ed here
make [ 2 ] : *** [ ˜/ nat66 / Kernel Modules / n f n a t 6 6 c o r e . o ] Error 1
14 make [ 1 ] : *** [ module ˜/ nat66 / Kernel Modules ] Error 2
make [ 1 ] : Leaving d i r e c t o r y ‘˜/ nat66 / l inux −3.3 .1 n e t f i l t e r ’
16 make : *** [ modules ] Error 2 
Funkce nf ct alloc hashtable je deklarovaná v souboru net/netfilter/nf conntack.h.
Nicméně od verze jádra 2.6.39 funkce vyžaduje o jeden parametr méně. Konrétně chybí
předání proměnné int *vmalloced. Důvody je možné odhadnout z implementace funkce
v souboru net/netfilter/nf conntrack core.c. Upravil se způsob alokování a tedy i správy
volné paměti, resp. získání volné stránky. Parametr vmalloced uchovával stav, zda pa-
mět byla nově alokovaná či ne. Proto se také upravila funkce nf ct free hashtable, jak
je také patrné z výpisu 6.2. Ta je definovaná a deklarovaná ve stejných souborech jako
funkce nf ct alloc hashtable. Opět zde chybí parametr int *vmalloced. Ten dříve slou-
žil k rozpoznání, zda se má uvolnit paměť pomocí funkce vfree nebo stránky pomocí
funkce free pages. Nově je v jádře místo stavové proměnné vmalloced použita funkce
is vmalloc addr.
Při vývoji linuxového jádra došlo při přechodu z větve 2.6.x na větev 3.x k velkým
změnám. Tyto změny byly započaty již v posledních verzích jádra z větve 2.6. Zároveň
tyto poslední verze nemají dlouhoudobou podporu u vývojářů jádra, jak je možné vidět
v dostupných jádrech, resp. jejich aktualizacích, na http://www.kernel.org.
Z tohoto důvodu byla snaha najít o něco starší stabilní jádro z větve 2.6.x, které má
dlouhodoubou podporu, a přeložit celou implementaci proti této verzi. Těmto požadavkům
vyhověla například verze 2.6.34.1. Jelikož se stále vyskytovaly problémy vedoucí k úspěš-
nému překladu jádra, bylo snahou tyto chyby odstranit. To se nakonec vedlo k vytvořeným
záplatám přiložených na CD, které překlad nad touto verzí jádra umožňují. Nicméně se při
překladu modulů do jádra vyskytla chyba (viz výpis 6.3).
Záznam 6.3: Chybový výpis při překladu modulů k jádru 2.6.34.1. 
In f i l e inc luded from ˜/ nat66 / Kernel Modules / \
2 n f na t66 s tanda l one . c : 1 9 : 0 :
˜/ nat66 / Kernel Modules / n f n a t 6 6 r u l e . c : In function \
4 ’ n f n a t 6 6 r u l e n e t e x i t ’ :
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˜/ nat66 / Kernel Modules / n f n a t 6 6 r u l e . c : 1 9 4 : 3 : warning : pas s ing \
6 argument 1 o f ’ i p 6 t u n r e g i s t e r t a b l e ’ from incompat
i b l e po in t e r type
8 i n c lude / l i nux / n e t f i l t e r i p v 6 / i p 6 t a b l e s . h : 3 0 6 : 1 3 : note : expected \
’ s t r u c t net * ’ but argument i s o f type ’ s t r u c t x t t a b l e * ’
10 ˜/ nat66 / Kernel Modules / n f n a t 6 6 r u l e . c : 1 9 4 : 3 : e r r o r : too few \
arguments to function ’ i p 6 t u n r e g i s t e r t a b l e ’
12 i n c lude / l i nux / n e t f i l t e r i p v 6 / i p 6 t a b l e s . h : 3 0 6 : 1 3 : note : dec l a r ed \
here 
Z výpisu 6.3 je vidět, že chyba při překladu je způsobena funkcí ip6t unregister table.
Tato funkce se volá ze souboru nf nat66 rule.c, který je dostupný na CD v adresáři Ker-
nel Modules. Slouží k odregistraci tabulky nat66 z nástroje iptables, resp. netfilter. K to-
muto účelu je předáván jeden parametr, ukazatel na typ struct xt table (viz soubor li-
nux/netfilter/x tables.h). Což je stuktura, která nese potřebné informace o tabulce. Funkce
je deklarována v souboru linux/netfilter ipv6/ip6 tables.h1. Jenže právě vydáním jádra ve
verzi 2.6.34 došlo ke změně. Jádra starší verze definovala tuto funkci s jedním parametrem.
Jádra od verze 2.6.34 včetně už požadují parametry dva. Přidávají ještě ukazatel na struk-
turu struct net, která je definovaná v souboru net/net namespace.h. Tato změna zatím
přetrvává až do aktuálního stabilního jádra 3.3.
Proto byla snaha použít starší jádro, kde by tento problém nevznikl. Podle data a od-
hadu byl překlad zkoušen i na jádře ve verzi 2.6.27 s nadějí, že v době vývoje této imple-
mentace bylo toto jádro stabilní a tudíž by mohla existovat vysoká pravděpodobnost, že by
se na něm implementace vyvíjela. Nicméně překlad skončil s chybou 6.4.
Záznam 6.4: Chybový výpis při překladu jádra 2.6.27.48. 
1 CC arch /x86/ ke rne l / e f i . o
CC arch /x86/ ke rne l / e f i 3 2 . o
3 AS arch /x86/ ke rne l / e f i s t u b 3 2 . o
CC arch /x86/ ke rne l / d o u b l e f a u l t 3 2 . o
5 In f i l e inc luded from inc lude / net / net namespace . h : 1 6 : 0 ,
from inc lude / l i nux / i n i t t a s k . h : 1 2 ,
7 from arch /x86/ ke rne l / d o u b l e f a u l t 3 2 . c : 4 :
i n c lude / net / netns / ipv6 . h : 9 : 2 5 : f a t a l e r r o r : net / ds t ops . h : \
9 Adresar nebo soubor n e e x i s t u j e
compi la t ion terminated .
11 make [ 1 ] : *** [ arch /x86/ ke rne l / d o u b l e f a u l t 3 2 . o ] Error 1
make : *** [ arch /x86/ ke rne l ] Error 2 
Chyba je způsobena tím, že soubor include/net/dst ops.h je dostupný v jádře až od
verze jádra 2.6.32.
Toto jádro zároveň splňovalo požadavky na funkci ip6t unregister table, vyžado-
valo totiž pouze jeden parametr. Překlad proti jádru ve verzi 2.6.32.16 již proběhl bez
chyb, které by zapříčinily neúspěch. Nebylo ani nutné nijak upravovat zdrojové kódy. Vý-
voj této implementace byl tedy pravděpodobně prováděn nad jádrem 2.6.32 a proto byla
toto implementace testována s jádrem 2.6.32. Jelikož se v průběhu testování, které je po-
psáno v kapitole 7, ukázalo, že je tato implementace funkční, bylo snahou přeložit ji i proti
1A definici je možné najít v souboru net/ipv6/netfilter/ip6 tables.c.
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nové verzi jádra. Uspěšný překlad proběhl s jádrem 3.3.1, jak je zmíněno na začátku této
kapitoly. Nakonec byly upraveny i zdrojové kódy používaných modulů. Záplaty s úpravami
jsou dostupné opět na přiloženém CD.
Zdrojové kódy této implemetce potřebné k překladu jsou přiložené také na CD a jsou
rozděleny na tři následující části.
 Kernel Sources – Upravené zdrojové kódy jádra.
 Kernel Modules – Moduly do jádra.
 Iptables Extensions – Rozšíření iptables.
Kernel Sources
Tento adresář obsahuje upravené zdrojové kódy jádra a je tedy třeba zkopírovat jednotlivé
soubory na správné místo.
 Soubor nf conntract common.h se nachází v adresáři include/linux/netfilter/. Roz-
šiřuje netfilter o další stavy modulu nf conntract, aby bylo možné rozeznat zda se
používa stavová nebo bezstavová varianta implementace. Konkrétně přidává výčtové
typy IPS NAT66 STATELESS a IPS NAT66 STATEFUL.
 Soubor nf conntract extend.h se nachází v adresáři include/net/netfilter/. Přidává
strukturu nf conn nat66 do modulu nf conntract.
 Soubor ipv6.h se nachází v adresáři include/net/netns/. Rozšiřuje netfilter o další
tabulku, konkrétně o tabulku nat66.
Jak je vidět z úprav zdrojových souborů jádra, tato implementace používá nf conntract
k rozpoznání jednotlivých toků. Pak proběhl překlad a instalace jádra pomocí následujících
příkazů





make m o d u l e s i n s t a l l
6 make i n s t a l l
update−grub2
8 reboot 
Na některých strojích se příkazem update-grub2 nevytvořil ram disk. Ten je možné vytvořit
ručně příkazem update-initramfs -c -t -k 2.6.32.16 -b /boot. Stejně tak se vytváří
v případě použití zavaděče lilo a místo uptade-grub2 se nové jádro přidá do souboru
/etc/lilo.conf a spustí se příkaz lilo pro zápis do MBR (anlg. Master Boot Record).
Při překladu samotného jádra je důležité použít gcc ve verzi 4.5 (popř. ještě starší 4.4).
S nejnovější stabilní verzí 4.6 překlad skončí následující chybou:
Záznam 6.6: Chybový výpis při překladu zdrojových kódů překladačem gcc verze 4.6. 
CC arch /x86/mm/memtest . o
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2 LD arch /x86/mm/ bu i l t−in . o
LDS arch /x86/vdso/ vdso32 / vdso32 . l d s
4 AS arch /x86/vdso/ vdso32 / note . o
AS arch /x86/vdso/ vdso32 / int80 . o
6 VDSO arch /x86/vdso/vdso32−i n t80 . so . dbg
gcc : e r r o r : e l f i 3 8 6 : Adresar nebo soubor n e e x i s t u j e
8 make [ 2 ] : *** [ arch /x86/vdso/vdso32−i n t80 . so . dbg ] Error 1
make [ 1 ] : *** [ arch /x86/vdso ] Error 2
10 make : *** [ arch /x86 ] Error 2 
Kernel Modules
Adresář obsahuje zdrojové kódy modulů, které se musí nahrát do jádra pro správnou fun-
kčnost nat6 6.
Moduly k jádru je vhodné překládat po restartování počítače a zavedení nově zkompilo-
vaného jádra. Budou se tak překládat proti zdrojovým kódům aktuálně zavedeného jádra,
tj. jádra, kde je nyní přidána podpora pro správné fungování nat66. Překlad se vyvolá běžně
příkazem make.
Po překladu vzniknou soubory, resp. moduly, nf nat66 core.ko a nf nat66 standalone.ko.
Iptables Extensions
Adresář obsahuje dva zdrojové soubory, které rozšiřují nástroj iptables. Pro přeložení jsou
potřeba zdrojové kódy iptables dostupné například na stránkách http://www.netfilter.
org. Pro účely testování byla použita poslední stabilní verze, tedy verze 1.4.13. Soubory
libxt DNAT66.c a libxt SNAT66.c se musí zkopírovat do adresáře extensions.
Kromě těchto souborů se musí do adresáře extensions zkopírovat ještě hlavičkový soubor
nf nat66.h, který je dostupný na CD v adresáři Kernel Modules.
Aby nedošlo k poškození nástrojů na testovacím operačním systému, před překladem
iptables byl použit u příkazu ./configure argument --prefix=∼/myRootDir. Díky tomu
byl nástroj iptables při instalaci kopírován do příslušných adresářů v ∼/myRootDir a ne-
přepisovaly se tak soubory iptables nainstalované v systému.
Překlad proběhne po zadání příkazu make a instalace se provede příkazem make install.
Všechny potřebné soubory budou zkopírovány do ∼/myRootDir. Binární soubor k nastavení
pravidel iptables je pak dostupný v ∼/myRootDir/sbin/ jako příkaz ip6tables.
6.4.2 Použití
Aby bylo možné používat nat66 prostřednictvím ip6tables, je nejprve nutné zavést některé
moduly do jádra operačního systému. Jak je vidět z upravených zdrojových souborů v adre-
sáři Kernel Sources, implementace používá modul nf conntrack. Dále se musí nahrát modul
pro ip6 tables a modul x tables, aby bylo možné nové rozhraní nat66 do iptables registrovat
a ovládat implementaci. Postup jak toho docílit je vidět na 6.7.
Záznam 6.7: Zavedení potřebných modulů do jádra. 
su
2 modprobe n f connt rack
modprobe n f connt ra ck ipv6
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4 modprobe i p 6 t a b l e s
modprobe x t a b l e s 
V posledním kroku stačí zavést moduly, které vznikly po přeložení zdrojových souborů
z adresáře Kernel Modules. Následující příkazy se tedy vykonávají v adresáři, kde se pro-
váděl překlad a jsou v něm dostupné potřebné moduly.
Záznam 6.8: Zavedení nově vytvořených modulů do jádra. 
1 su
insmod . / n f n a t 6 6 c o r e . ko
3 insmod . / n f na t66 s tanda l one . ko 
Testování této implementace je popsáno v kapitole 7. Jelikož se jedná funkční imple-
mentaci, ale nad starým jádrem 2.6.32, bylo snahou zdrojové kódy portovat na nejnovější
stabilní jádro. Pro tyto účely bylo výbráno jádro 3.3.1. Záplaty potřebné k překladu i s po-
pisem instalace jsou dostupné na CD.
6.5 NAT v netfilter
Jako reakce na snahu několika lidí implementovat vlastní NAT pro protokol IPv6 vznikla
po dohodě vývojářů nástroje netfilter implementace do netfilter. Jde o snahu zabránit pou-
žívání několika různých implementaci, třeba té popisované v kapitole 6.4. Za vývojem im-
plementace v netfilter stojí Patrick McHardy.
Jde o úpravu stávající implementace NAT pro IPv4 v netfilter tak, aby fungovala i s pro-
tokolem IPv6. Měla by tedy používat SNAT a DNAT.
Úpravy v době tvorby této práce nebyly nikde veřejně dostupné, protože ještě nebyly
integrovány do hlavní větve netfilter. V archivu emailů byly zveřejněny pouze záplaty. Spolu
s popisem jsou dostupné na [14] a přiložené na CD.
Jelikož byly podle [14] záplaty vytvořeny z větve jádra ve verzi 3.1, záplaty pro testování
byly aplikovány na poslední jádro z řady 3.1, tedy na 3.1.10. Nicméně se při překladu
vyskytly některé chyby, které zapříčinily neúspěšný překlad. Příkladem může být např.
špatná defnice konstant používaných při překladu v Makefile, což zapříčiňuje nedostupnost
některého potřebného úseku ve zdrojovém kódu. Ukazuje to výpis 6.9.
Záznam 6.9: Chybový výpis při překladu jádra 3.1.10. 
1 CC [M] net / ipv6 / n e t f i l t e r / ip6t LOG . o
CC [M] net / ipv6 / n e t f i l t e r /ip6t MASQUERADE. o
3 net / ipv6 / n e t f i l t e r /ip6t MASQUERADE. c : In function ’ masquerade tg6 ’ :
net / ipv6 / n e t f i l t e r /ip6t MASQUERADE. c : 4 0 : 1 4 : e r r o r : ’ s t r u c t \
5 nf conn nat ’ has no member named ’ masq index ’
net / ipv6 / n e t f i l t e r /ip6t MASQUERADE. c : In function ’ device cmp ’ :
7 net / ipv6 / n e t f i l t e r /ip6t MASQUERADE. c : 6 6 : 1 2 : e r r o r : \
’ const s t r u c t nf conn nat ’ has no member named ’ masq index ’
9 net / ipv6 / n e t f i l t e r /ip6t MASQUERADE. c : 6 7 : 1 : warning : c o n t r o l \
r eaches end o f non−void function
11 make [ 3 ] : *** [ net / ipv6 / n e t f i l t e r /ip6t MASQUERADE. o ] Error 1
make [ 2 ] : *** [ net / ipv6 / n e t f i l t e r ] Error 2
13 make [ 1 ] : *** [ net / ipv6 ] Error 2
make : *** [ net ] Error 2 
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Tyto konstaty jsou používány při výběru položek po zadaní příkazu make menuconfig,
které se ukládají do souboru .config.
Proto byly záplaty aplikovány na jádro verze 3.1, ale ani toto jádro se nepřeložilo.
Na stránkách všech větví vývoje jádra lze pak dohledat větev právě od vývojáře Patricka
McHardyho [10]. Větev nf-nat-ipv6 však v době psání této práce vycházela z jádra ve
verzi 3.2-rc3 (podle souboru Makefile). Šlo tedy o verzi jádra, která byla testovací (sufix
rc, angl. release candidate) a po odladění chyb se měla stát již stabilní. Práce se chtěla
vyhnout použití verzí, které jsou vývojové nebo nejsou stabilní. Nebylo ani možné na http:
//www.kernel.org dohledat příslušné jádro. Proto byly hledány jiné zdroje, které umožnily
vyhnout se použití jader v testovací verzi. Tímto zdrojem se nakonec stal další záznam
emailové korespondence vývojářů netfilter (viz [15]), kde autor zveřejnil nové upravené
záplaty. Podle popisu tentokrát na jádro ve verzi 3.2. Záplaty tedy byly aplikovány na
poslední verzi jádra této řady, konkrétně na verzi 3.2.15. Překlad však proběhl neúspěšně.
Bylo to zapříčiněno neexistujícími pravidly v Makefile pro překlad všech modulů, jak je
vidět na výpisu 6.10.
Záznam 6.10: Chybový výpis při překladu jádra 3.2.15. 
UPD kerne l / c o n f i g d a t a . h
2 CC [M] ke rne l / c o n f i g s . o
make [ 3 ] : *** No r u l e to make t a r g e t ‘ net / ipv4 / n e t f i l t e r /\
4 i p t a b l e n a t . c ’ , needed by ‘ net / ipv4 / n e t f i l t e r / i p t a b l e n a t . o ’ .
Stop .
make [ 2 ] : *** [ net / ipv4 / n e t f i l t e r ] Error 2
6 make [ 1 ] : *** [ net / ipv4 ] Error 2
make : *** [ net ] Error 2 
Protože chyběl modul pro NAT v IPv4, netfilter pro IPv4 nebyl do jádra překládán.
Dostala se tak jiná varianta této chyby, viz 6.11.
Záznam 6.11: Chybový výpis při překladu jádra 3.2.15 bez IPv4 netfilter. 
1 CC [M] net / n e t f i l t e r / n f connt rack ecache . o
CC [M] net / n e t f i l t e r / nf conntrack h323 main . o
3 make [ 2 ] : *** No r u l e to make t a r g e t ‘ net / n e t f i l t e r / n f n a t c o r e . o ’\
, needed by ‘ net / n e t f i l t e r / n f connt rack . o ’ . Stop .
5 make [ 1 ] : *** [ net / n e t f i l t e r ] Error 2
make : *** [ net ] Error 2 
A tato chyba zůstala i v případě, že byla do jádra kompilovaná pouze část netfilter IPv4




K testování byla použita implementace nat66 popsaná v kapitole 6.4. Bylo použito jádro
2.6.32 upravené zdrojovými kódy této implementace včetně nekolika úprav, aby bylo možné
jádro přeložit. Tyto úpravy jsou dostupné na CD ve formě záplat.
Otestovány měly být některé nejpoužívanější protokoly a služby. Přehled testovaných
služeb i s jejich verzemi jsou shrnuty v tabulce 7.1.
Tabulka 7.1: Testované služby a protokoly.
Služba Název programu Verze
icmp ping ping utility, iputils-sss20100418
http apache2 2.2.16 (built Apr 1 2012 06:40:08)
ftp vsftpd 2.3.2
ssh OpenSSH 5.5p1
OpenSSL 0.9.8o 01 Jun 2010
Schéma zapojení, na kterém testování probíhalo, je zobrazeno na obrázku 7.1. Byly pou-
žity tři počítače s operačním systémem GNU/Linux. Směrovač byl tedy nahrazen stolním
počítačem s dvěma síťovými kartami a vhodně nastaveným směrováním. Operační systém
byl stejný jako na koncových stanicích, jádro se měnilo podle potřeb testování (záleželo na
implementaci). Koncové stanice PC1 a PC2 používaly distribuci Debian GNU/Linux 6.0
s jádrem 2.6.32. Pokud byla testována služba s architekturou klient–server, za server byl
vždy zvolen stolní počítač PC2. Naopak stolní počítač PC1 byl vždy jako klientské zařízení.
Obrázek 7.1: Schéma zapojení.
Pro přehlednost nejsou u obrázku 7.1 zakresleny přidělené IPv6 adresy, které byly při-
děleny ručně. Adresy přiřazené jednotlivým rozhraním shrnuje tabulka 7.2. Dále tato ta-
bulka obsahuje také MAC adresy jednotlivých zařízení. Je to pro snažší pochopení diagramů
znázorňujících komunikaci, kde se používá objevování sousedů (angl. Neighbor Discovery).
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Tabulka 7.2: Doplňující informace k testovacímu schématu zapojení 7.1
Stanice Název rozhraní IPv6 adresa MAC adresa
PC1 eth0 fd01:0203:0405:0008/48 00:1c:c0:73:2e:31
PC2 eth0 2001:0db8:0001:0010/48 00:1c:c0:73:2e:75
NPTv6 eth0 2001:0db8:0001:0009/48 00:1c:c0:73:00:31
eth2 fd01:0203:0405:0009/48 00:90:27:bf:8f:9e
7.1 nat66
Tato implementace je popsána v kapitole 6.4 včetně způsobu překladu, instalace jádra
a zavedení potřebných jaderných modulů. Nejprve byly nastaveny vybrané adresy popsané
v tabulce 7.2 s délkou prefixu 48 bitů. K tomu byly použity příkazy a parametry ve výpisu
7.1.
Záznam 7.1: Nastavení statické IPv6 adresy na rozhraní s délkou prefixu 48 bitů. 
su
2 # Prikaz pro PC1
i f c o n f i g eth0 add fd01 : 2 0 3 : 4 0 5 : : 8 / 4 8
4 # Prikaz pro PC2
i f c o n f i g eth0 add 2001 : db8 : 1 : : 1 0 / 4 8
6 # Prikazy pro NPTv6
i f c o n f i g eth0 add 2001 : db8 : 1 : : 9 / 4 8
8 i f c o n f i g eth2 add fd01 : 2 0 3 : 4 0 5 : : 9 / 4 8 
Na testovacím systému se těmito příkazy automaticky nastavila i směrovací tabulka na
všech třech strojích. V tuto chvíli bylo možné ověřit základní konektivitu pomocí příkazu
ping6. Dostupné byly všechny stroje v daném segmentu. Nebylo tedy možné poslat icmp
zprávu např. z PC1 na PC2, ale pouze z PC1 na NPTv6. Jelikož byla směrovací tabulka
nastavená automaticky, stačilo nastavit na PC1 a PC2 pouze výchozí bránu pro směrování
paketů. To se provedlo příkazy 7.2.
Záznam 7.2: Nastavení výchozí brány pro PC1 a PC2. 
su
2 # Prikaz pro PC1
ip −6 r add d e f a u l t v ia fd01 : 2 0 3 : 4 0 5 : : 9
4 # Prikaz pro PC2
ip −6 r add d e f a u l t v ia 2001 : db8 : 1 : : 9 
Pro kontrolu bylo možné použít výpis směrovací tabulky pomocí příkazu ip -6 r, který
pro PC2 zobrazil údaje 7.3 (pro PC1 byl výpis obdobný).
Záznam 7.3: Nastavení výchozí brány pro PC1 a PC2. 
1 2001 : db8 : 1 : : / 4 8 dev eth0 proto ke rne l metr ic 256 mtu 1500 advmss \
1440 hop l imi t 0
3 f e80 : : / 6 4 dev eth0 proto ke rne l metr ic 256 mtu 1500 advmss 1440 \
hop l imi t 0
5 d e f a u l t v ia 2001 : db8 : 1 : : 9 dev eth0 metr ic 1024 mtu 1500 advmss \
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1440 hop l imi t 10 
V tuto chvíli bylo možné zkontrolovat konektivitu mezi PC1 a PC2. Obrázek 7.2 zob-
razuje diagram při zaslání icmp zprávy příkazem ping6.
Obrázek 7.2: Komunikace bez NAT a zjišťování LLA adresy.
Pro lepší přehlednost je znázorněna komunikace mezi NPTv6 a PC2. Komunikace mezi
PC1 a NPTv6 je obdobná, pouze s pozměněnými adresami
Na obrázku 7.2 je možné vidět, že se nejprve zasílá zpráva Neighbor Solicitation. Ta
slouží k zjištění informací o zařízeních dostupných na daném segmentu. Pomocí ní dostane
odesílatel (NPTv6) lokální linkovou adresu (LLA, viz 2.3) PC2, na kterou může paket
odeslat.
Zařízení NPTv6 s MAC adresou 00:1c:c0:73:00:31 si vygenerovalo svou LLA adresu
fe80::21c:c0ff:fe73:31 pro rozhraní eth0 podle kapitoly 2.3. Touto adresou pak vyplnilo
pole odesílatele. Adresa cíle byla vytvořena z informací poskytnutých strojem PC1. Žádost
echo request je totiž zasílána na adresu 2001:db8:1::10. Pro účely objevování sousedů
je nutné, podle [8], zasílat zprávy Neighbor Solicitation na multicast adresu s prefixem
ff02:0:0:0:0:1:ff00::/104. Zbylá část adresy se vypočte právě z IPv6 adresy cíle, kterému je
paket zasílán (viz kapitola 2.3). Zkopíruje se tedy nejnižších 26 bitů IPv6 adresy. Vznikne
tak adresa ff01::1:ff00:10, kterou se vyplní pole pro příjemce v IPv6 hlavičce a paket
se odešle na daný segment (tj. přes rozhraní eth0) na cílový počítač PC2.
Zařízení PC2 odpoví pomocí zprávy Neighbor Advertisement. V této zprávě nastavuje
jako zdrojovou adresu svou skutečnou IPv6 adresu, tedy 2001:db8:1::10. A paket zasílá na
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LLA adresu, ze které pocházela žádost. Zde na adresu fe80::21c:c0ff:fe73:31. Ve zprávě
PC2 sděluje, že MAC adresa na jeho rozhraní, které je připojené do segmentu, na kterém
komunikace probíhá, je 00:1c:c0:73:2e:75. Díky tomu si NPTv6 může vygenerovat LLA
adresu, na kterou žádost echo reques odešle. PC2 paket echo request přijme a vygeneruje
odpověď echo reply, kterou odešle zpět na adresu fd01:203:405::8.
Jak bylo zmíněno v kapitole 6.4, tato implementace používá SNAT a DNAT. Pro úpravu
zdrojové adresy u odcházejících paketů se používá právě SNAT a řetězec POSTROUTING.
Byly použity příkazy 7.4.
Záznam 7.4: Nastavení SNAT pro změnu adresy zdroje. 
su
2 ˜/myRootDir/ sb in / i p 6 t a b l e s −t nat66 −A POSTROUTING −o eth0 −j \
SNAT66 −−to−p r e f i x 2001 : db8 : 1 : : / 4 8
4 ˜/myRootDir/ sb in / i p 6 t a b l e s −t nat66 −A POSTROUTING −o eth2 −j \
SNAT66 −−to−p r e f i x fd01 : 2 0 3 : 4 0 5 : : / 4 8 
S řetězcem POSTROUTING je možné zadat odchozí rozhraní parametrem -o. Parametr
--to-prefix určuje prefix, kterou má mít adresa odesílatele.
Podobné je to i s úpravou cílové adresy u přicházejícího paketu. Rozdíl je pouze v tom,
že se používá DNAT a řetězec PREROUTING, jak je vidět na výpisu příkazů 7.5.
Záznam 7.5: Nastavení DNAT pro změnu adresy cíle. 
1 su
˜/myRootDir/ sb in / i p 6 t a b l e s −t nat66 −A PREROUTING − i eth0 −j \
3 DNAT66 −−to−p r e f i x fd01 : 2 0 3 : 4 0 5 : : / 4 8
˜/myRootDir/ sb in / i p 6 t a b l e s −t nat66 −A PREROUTING − i eth2 −j \
5 DNAT66 −−to−p r e f i x 2001 : db8 : 1 : : / 4 8 
Protože jsou pakety zpracovány ihned po příchodu, parametrem je ještě možné určit
příchozí rozhraní. A jako v předchozím případě také prefix.
Obrázek 7.3 pak znázorňuje komunikaci při použití tohoto nastavení. Ten zachycuje pří-
kaz ping6 2001:db8:1::10. Zpráva icmp echo je posílána z PC1 na PC2. Pro přehlednost
je na obrázku zachycena pouze komunikace mezi NPTv6 a PC2.
Po přijetí zprávy echo request zjišťujě NPTv6 LLA adresu stanice, které má daný paket
přeposlat. K tomu opět používá zprávu Neighbor Solicitation, svou vygenerovanou LLA
adresu fe80::21c:c0ff:fe73:31 a multicast adresu ff02::1:ff00:10. Odpověď dostane,
stejně jako v předchozím případě, v podobě zprávy Neighbor Advertisement. Zpráva echo
request je zasílána na stejnou cílovou adresu jako u komunikace na obrázku 7.2. Jediný
rozdíl je ve zdrojové adrese. Díky nastavení nat66 pomocí SNAT se adresa zdroje změnila
z fd01:203:405::8 na 2001:db8:1:d54f::8. Takto nově vzniklá adresa se skládá z prefixu
2001:db8:1::/48, identifikátoru rozhraní ::8 (viz 2.2) a vypočteného doplňku adjustment,
který záchovává stejný kontrolní součet paketu i při změně adresy (viz 3.2), jako je tomu
v tomto případě.
PC2 tedy přijme paket echo request a chystá se odeslat odpověď. K tomu potřebuje
znát LLA adresu příjemce (nebo uzlu, který cestu zprostředkovává). Proto rozesílá něko-
likrát zprávu Neighbor Solicitation. Pole se zdrojovou adresou obsahuje jeho IPv6 adresu
2001:db8:1::10 a dotazuje se na multicast adrese ff02::1:ff00:8, protože zjišťuje LLA
adresu pro 2001:db8:1:d54f::8.
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Obrázek 7.3: Komunikace bez odpovědi za použití nat66.
Problém však nastává v tom, že na daném segmentu se adresa 2001:db8:1:d54f::8
nevyskytuje. Byla totiž uměle vytvořena zařízením NPTv6. A protože má multicast adresa
ff02::1:ff00:8 dosah pouze v rámci jednoho segmentu, PC2 nedostane od nikoho odpověď
Neighbor Advertisement.
Tento problém je možné řešit jednou z následujích technik.
 Prefix na koncových stanicích my neměl být stejný jako u adres na NPTv6. Vždy by
se měl použít delší.
 Zařízení NPTv6 bude přijímat zprávy Neighbor Solicitation určené pro PC1 ze seg-
mentu, na kterém PC1 není, ale kam NPTv6 odeslal jím vyslaný paket pouze s pře-
počítanou adresou. U obrázku 7.3 by tedy naslouchal a zpracovával zprávy Neighbor
Solicitation od PC2 určené pro PC1, pak vygeneroval a odeslal vhodnou odpověď Ne-
ighbor Advertisement k PC2. Pro PC2 by tedy nebylo možné zjistit, zda komunikuje
přímo s PC1 nebo s NPTv6, který se maskuje a chová jako PC1 (obecně jako stroje,
kterým mapuje adresy).
 NPTv6 bude pracovat jako doposud s tím rozdílem, že bude zpracovávat i zprávy
Neighbor Solicitation a Neighbor Advertisement. Prováděl by tak mapování adres
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i u těchto zpráv a takto upravené zprávy by pak putovaly ke správnému příjemci,
který by na ně odpověděl. Pokud by tedy PC2 odesílal zprávu PC1, měl by mít pocit,
že komunikuje přímo s PC1 a o NPTv6 by neměl tušení. A nesnižoval by položku hop
limit v hlavičce IP paketu. V takovém případě by však bylo nutné, aby NPTv6 odesílal
i upravené pakety směřující pouze k zařízení v daném segmentu (aby nevytvářel další
segment), tedy pakety s LLA adresy. K tomu by samozřejmě musel naslouchat na
příslušných multicats adresách.
Pro otestování implementace byl zvolen první způsob. Upravila se tak velikost prefixu
z 48 bitů na 64 bitů příkazy 7.6.
Záznam 7.6: Nastavení DNAT pro změnu adresy cíle. 
1 su
# Prikaz pro PC1
3 i f c o n f i g eth0 de l fd01 : 2 0 3 : 4 0 5 : : 8 / 4 8
i f c o n f i g eth0 add fd01 : 2 0 3 : 4 0 5 : : 8 / 6 4
5 # Prikaz pro PC2
i f c o n f i g eth0 de l 2001 : db8 : 1 : : 1 0 / 4 8
7 i f c o n f i g eth0 add 2001 : db8 : 1 : : 1 0 / 6 4 
Výsledná komunikace je pak znázorněna na obrázku 7.4.
Na něm je situace, kdy PC1 zasílá příkazem ping6 2001:db8:1::10 zprávu echo request
k PC2. Tento paket pochází ze zařízení v lokální síti s adresou fd01:203:405::8 a odesílá
paket na veřejnou globální adresu 2001:db8:1::10. NPTv6 po přijetí této zprávy začne
zjišťovat LLA adresu odesílatele, tedy PC1. Zároveň zjišťuje adresu PC2, aby věděl, komu
má paket přeposlat. K tomu opět používá paket Neighbor Solicitation. Obě zařízení odpoví
pomocí paketu Neighbor Advertisement. Situace je podobná jako byla v předchozím případě
na obrázku 7.3.
Zařízení NPTv6 přijme zprávu echo request z adresy fd01:203:405::10 a vypočte
adjustment (viz kapitola 3). Dostane tak novou adresu 2001:db8:1:d54f::8. Tou nahradí
stavající adresu v poli odesílatele a odešle k PC2.
PC2 vygeneruje odpověď echo reply a tu odešle na adresu 2001:db8:1:d54f::8. Opět
z této adresy NPTv6 vypočte novou adresu a tu vloží do pole příjemce. Algoritmus zajistí,
že pokud má být použit prefix fd01:203:405::/48, vypočte z adresy 2001:db8:1:d54f::8
opět původní ULA adresu fd01:203:405::8. Na tuto adresu pak odešle zprávu echo reply.
Jak je vidět z diagramu 7.4, PC2 nepracuje s ULA adresou PC1, ale s jeho pozměněnou
adresou 2001:db8:1:d54f::8, tedy s globální adresou. PC2 naopak pracuje pouze se svou
ULA adresou. Dále je na tomto diagramu vidět, že se mění jak adresa odesílatele (pomocí
SNAT66), tak adresa příjemce (pomocí DNAT).
7.1.1 Služby
Zákadní konektivita byla vyzkoušena pomocí programu ping6. Záznam komunikace z tohoto
programu byl také zdrojem výše uvedených diagramů. Kromě základní konektivity byly
vyzkoušeny i některé nejpoužívanější služby.
Jednou z nich byl také webový server apache. Za webový server byl zvolen PC2. Kon-
figurace webového serveru využívala konfigurační soubor dostupný z balíčku distribuce.
Soubor dostupný na webovém serveru byl stažen pomocí webového prohlížeče Mozilla Fire-
fox a programu wget. Poté byla změněna konfigurace tak, aby webový server naslouchal na
portu 55555 místo portu 80. Obě konfigurace fungovaly bez problémů s oběma programy.
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Obrázek 7.4: Komunikace za použití nat66.
Další služba, která byla testována, bylo vzdálené přihlášení pomocí ssh. Přihlášení bylo
provedeno z PC1 na PC2, ale také obráceně, z PC2 na PC1. Opět vše proběhlo bez problémů
v obou směrech.
Poslední testovanou službou bylo FTP pomocí utility vsftpd. Testován byl aktivní i pa-
sivní mód (viz 3.3). Serverem byl opět stroj PC2 a přihlášení probíhalo za strany klienta
PC1. V pasivním módu proběhlo vše v pořádku.
U aktivního módu došlo, podle očekávání, bez problému k přihlášení uživatele. Avšak
problém nastal při otevření datového spojení. Při pokusu o získání obsahu adresáře došlo
po zaslání příkazu k chybě zobrazené ve výpisu 7.7.
Záznam 7.7: Výpis obsahu adresáře v aktivním módu FTP. 
1 /home/ user> f t p −v 2001 : db8 : 1 : : 1 0
Connected to 2001 : db8 : 1 : : 1 0 .
3 220 (vsFTPd 2 . 3 . 2 )
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Name (2001 : db8 : 1 : : 1 0 : user ) : user
5 331 Please s p e c i f y the password .
Password :
7 230 Login s u c c e s s f u l .
Remote system type i s UNIX.
9 Using binary mode to t r a n s f e r f i l e s .
f tp> l s
11 500 I l l e g a l EPRT command.
f t p : bind : Address a l r eady in use
13 f tp> exit 
Po zadání příkazu ls dojde k úspěšnému odeslání na FTP server. Ten však příkaz
chybně zpracuje a vrátí chybu Illegal EPRT command.
Jak je zmíněno v kapitole 3, algoritmus pro výpočet doplňku adjustment se mírně liší
pro prefix délky 48 bitů a méně a pro větší délku prefixu. Proto bylo veškeré testování
služeb vyzkoušeno jak s prefixem délky 48 bitů, tak i s prefixem délky 64 bitů.
Výkonnost
Výkonnost této implementace byla testována hardware generátorem paketů Spirent. K to-
muto zařízení je dodáván program Spirent TestCenter, díky kterému je možné testování
provést. Zařízení NPTv6 mělo na obou rozhraní síťovou kartu s propustností 100Mbps.
Schéma zapojení je na obrázku 7.5.
Obrázek 7.5: Testování výkonnosti zařízením Spirent.
Zařízení NPTv6 bylo připojeno na jeden port generátoru paketů. V nástroji Spirent
TestCenter je pod připojeným portem položka traffic generator. V něm je možné si definovat
vlastní rámec i IPv6 paket a přidat libovolné rozšiřující hlavičky. Zde byl definován vlastní
paket ICMPv6 echo request, který byl na testované zařízení odesílán.
U odeslaných paketů implementace nat66 přemapovala adresy a odeslala na zařízení
PC2. To na žádost odpovědělo zprávou icmp reply. Mezi NPTv6 a PC2 tedy probíhala
běžná komunikace včetně Neighbor Discovery.
Pro kontrolu, zda zařízení NPTv6 stihlo zpracovat všechny příchozí pakety (rozhraní
eth2), nahradit adresu odesílatele a odeslat dále přes rozhraní eth0, bylo použito zapojení
na obrázku 7.6.
Pakety vyslané z hardware generátoru paketů byly zpracované zařízením NPTv6 a pak
odeslány zpět na druhý port hardware generátoru paketů. K žádným ztrátám paketů ne-
docházelo.
Při testování bylo zároveň sledováno vytížení procesoru. To je vidět na grafu 7.7.
Na grafu je vidět, že rozdíl mezi vytížením procesoru při nečinnosti systému a během
provádění mapování je minimální. Počátek datového toku na lince je v grafu vyznačen tmavě
zelenou čarou. Stejné vytížení bylo při plném zatížení linky 100Mbps a i při dávkovém
zasílání balíků paketů.
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Obrázek 7.6: Test ztrátavosti paketů zařízením Spirent.
Obrázek 7.7: Vytížení procesoru na lince s datovým tokem 100Mbps.
Je to z toho důvodu, že mapování prefixů používá jednoduchý algoritmus. Přepočet
adres je tak možné vykonat velice rychle a bez větší spotřeby procesorového času. Zároveň
změna zdrojové nebo cílové adresy v hlavičce IP paketu není nijak časově náročná. Jde
o přepsání pouze několika bajtů. Proto nedošlo k žádné zátěži na zařízení NPTv6. Částečně
je to také z toho důvodu, že pro testování byly dostupné pouze síťové karty s propustností
100Mbps. U datového toku 1Gbps by mohlo být vytížení o trochu větší. Nicméně se dá
předpokládat, že ani tak by nebylo vytížení procesoru příliš vysoké. K nízkému vytížení
také přispělo to, že algoritmus je přímo součástí jádra operačního systému, které může
požadavky zpracovávat rychleji a efektivněji.
Testování bylo prováděno pouze při zasílání paketů na jeden port. Při připojení více
zařízení, která by vzájemně komunikovala, by byla prováděna stejná činnost. Pouze by
došlo k přepočtu adresy a nahrazení v hlavičce IP paketu. Algoritmus mapování síťových
prefixů je totiž nezávislý na počtu připojených zařízení. Vždy provádí stejný přepočet bez
ohledu na různorodost adres. Dá se tedy předpokládat, že při použití více komunikujících
zažízení by se výsledky měření příliš nezměnily.
7.1.2 Testování implementace s jádrem 3.3.1
Tato implementace byla úspěšně přeložena i s jádrem 3.3.1 včetně modulů. Postup zavedení
modulů je stejný jako s jádrem 2.6.32. Avšak při přidání prvního pravidla do tabulky nat66
nastala chyba vypsaná na 7.8.
Záznam 7.8: Chyba při přidání pravidla do tabulky nat66 s jádrem 3.3.1. 
1 ˜/myRootDir/ sb in / i p 6 t a b l e s −t nat66 −A POSTROUTING −o eth0 −j \
SNAT66 −−to−p r e f i x 2001 : db8 : 1 : : / 4 8
3 i p 6 t a b l e s : No chain / t a r g e t /match by that name . 
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Tato chyba je pravděpodobně způsobena ve zdrojových kódech iptables, resp. v rozhraní,





Původním cílem bylo vytvořit systém podporující automatickou konfiguraci pomocí algo-
ritmu pro mapování síťových prefixů. Nakonec se však ukázalo, že není dotupná imple-
mentace v jádře Linux, nad kterou by se dal systém postavit. Z toho důvodu bylo cílem
algoritmus implementovat jako rozšiřující modul do nástroje netfilter, resp. iptables. Záhy
se však tato implementace objevila. Proto bylo snahou sehnat dostupné implementace,
otestovat je a porovnat.
Ukázalo se však, že překlad různých implementací je problémový. Částečně to bylo
způsobeno rychlým vývojem jádra a změnou jeho rozhraní, částečně špatnou či žádnou
dokumentací překladu a ovládání.
K testování pak byla použita implementace nat66. Při něm byl vyzkoušen vliv mapování
síťových prefixů na protokoly, které ukládají adresu do dat paketu (jako třeba protokol
FTP), a otestována výkonnost implementace. Podle očekávání aktivní mód u protokolu FTP
nefungoval, stejně jako u zařízení NAT u protokolu IPv4. Protože se jednalo o implementaci
nad starým jádrem 2.6.32, místo tvorby ALG (angl. application layer gateway) jsem se snažil
portovat funkční implementaci na nové jádro 3.3.1. To se nakonec částečně povedlo. Překlad
jádra, modulů i zavedení modulů proběhlo po úpravách bez problémů. Chyba nastala při
přidání pravidla nástrojem iptables do nově vzniklé tabulky. Tato chyba je pravděpodobně
způsobena mírnou odlišností mezi verzemi obou jader, kterou se do odevzdání této práce
nepodařilo odhalit. Při testování výkonnosti byl použit hardware generátor paketů Spirent
a síťové karty s propustností 100Mbps. Byla sledována náročnost výpočtu, tj. zatížení
procesoru, a ztrátavost paketů. Při mapování nebyl procesor vytížen více než při normálním
běhu operačního systému. Algoritmus mapování je totiž nenáročný a v prostředí laborataře
byly dostupné pouze síťové karty s propustností 100Mbps.
V dnešní době je dostupných několik implementací algoritmu mapování síťových prefixů.
Žádnou však není možné nasadit v produkčním prostředí. Valná většina se proti novým
verzím jádra nedá přeložit, a ty, které jsou funkčí, je potřeba ještě značně rozšířit, aby
pracovaly dobře s běžně používanými protokoly. Kromě toho žádná z těchto implementací
nebyla zařazena do hlavní vývojové větve jádra. To může způsobit značné problémy nebo
dokonce nefunkčnost při aktualizaci jádra nebo některých knihoven. Vývojový tým nástroje
netfilter již pracuje na vlastní implemenaci. Nicméně úpravy jádra ještě nejsou veřejně
dostupné, jsou ve vývoji (často i nad nestabilním jádrem) a někdy i nefunkční.
Avšak snaha několika lidí implementovat vlastní mapování síťových prefixů vedla vývo-
jáře netfilter k vývoji vlastního modulu do tohoto nástroje. Ten by mohl být v dohledné
době dodělán a zahrnut do hlavní vývojové větve jádra, aby bylo možné vytvořit ALG pro
potřebné protkoly a používat tak mapování síťových prefixů pro potokol IPv6.
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