This paper focuses on the fast evaluation of the matvec g = Kf for K ∈ C N ×N , which is the discretization of a multidimensional oscillatory integral transform g(x) = K(x, ξ)f (ξ)dξ with a kernel function K(x, ξ) = e 2πiΦ(x,ξ) , where Φ(x, ξ) is a piecewise smooth phase function with x and ξ in R d for d = 2 or 3. A new framework is introduced to compute Kf with O(N log N ) time and memory complexity in the case that only indirect access to the phase function Φ is available. This framework consists of two main steps: 1) an O(N log N ) algorithm for recovering the multidimensional phase function Φ from indirect access is proposed; 2) a multidimensional interpolative decomposition butterfly factorization (MIDBF) is designed to evaluate the matvec Kf with an O(N log N ) complexity once Φ is available. Numerical results are provided to demonstrate the effectiveness of the proposed framework.
Introduction
This paper is concerned with the efficient evaluation of multidimensional oscillatory integral transforms. After discretization with N grid points in each variable, the integral transform is reduced to a dense matrixvector multiplication (matvec) as follows:
where X and Ω are typically point sets in R d for d > 1, K(x, ξ) = e 2πiΦ(x,ξ) is a kernel function, Φ(x, ξ) is a piecewise smooth phase function with O(1) discontinuous points in x and ξ, f (ξ) is a given function, and g(x) is a target function.
When the explicit formula of the kernel function is known, the direct computation of matvec in (1) takes O(N 2 ) operations and is prohibitive in large-scale computation. There has been an active research line aiming at a nearly linear-scaling matvec for evaluating (1) . In the case of uniformly distributed point sets X and Ω, the fast Fourier transform (FFT) [34] can evaluate (1) when Φ(x, ξ) = x · ξ with O(N log(N )) operations. When the point sets are non-uniform, the non-uniform FFT (NUFFT) algorithms in [12, 31] are able to evaluate (1) when Φ(x, ξ) = x · ξ with O(N log(N )) operations. For more general kernel functions, the butterfly factorization (BF) [20, 24, 26, 27] can factorize the dense matrix e 2πiΦ(x,ξ) as a product of O(log(N )) sparse matrices, each of which has only O(N ) non-zero entries. Hence, storing and applying e 2πiΦ(x,ξ) via the BF for evaluating (1) take only O(N log(N )) complexity. However, for multidimensional kernel functions, existing algorithms are efficient only when the explicit formula of the phase function Φ is known [1, 31, 24, 6, 19, 20, 22, 27] . The computational challenge in the case of indirect access of the kernel function (see Table 1 for a list of different scenarios) motivates a series of new algorithms for multidimensional cases in this paper. Scenario 1 : There exists an algorithm for evaluating an arbitrary entry of the kernel matrix in O(1) operations [3, 4, 20, 26] .
Scenario 2 : There exists an O(N log N ) algorithm for applying K and its transpose to a vector [13, 20, 22, 30] .
Scenario 3 : The phase functions are solutions of partial differential equations (PDE's) [10] . O(1) rows and columns of the phase matrices are available by solving PDE's. Table 1 : Three scenarios of the indirect access of the phase functions.
As the first main contribution of this paper, in the case of indirect access, a nearly linear scaling algorithm is proposed to recover multidimensional phase matrices in the form of low-rank matrix factorization. In scientific computing, several important problems require the construction of low-rank phase matrices [3, 4, 16, 29, 30, 7, 25, 33, 13] . Previously, a nearly linear scaling algorithm has been proposed in [36] to recover the low-rank phase matrix in 1D. However, the 1D algorithm in [36] is problematic in the case of high-dimensional nonuniform discretization grid points. In this paper, we address the problem in multidimensional cases via fast Delaunay triangulation (DT) and minimum spanning tree (MST) construction. Secondly, when lowrank phase matrices have been recovered, a new BF, multidimensional interpolative decomposition butterfly factorization (MIDBF), is proposed for the matvec Kf with O(N log N ) complexity for both precomputation and application. The MIDBF is a generalization of the interpolative decomposition butterfly factorization (IDBF) [27] in multidimensional cases especially when the discretization grid points are non-uniform. These two contributions lead to the first framework for multidimensional fast oscillatory integral transforms in the case of indirect access with non-uniform grid points.
The rest of the paper is organized as follows. In Section 2, we revisit and generalize existing low-rank phase matrix factorization techniques, and propose a new low-rank matrix factorization in the case of indirect access. Next, the MIDBF will be introduced in Section 3. Finally, we provide several numerical examples to demonstrate the efficiency of the proposed framework in Section 4. For simplicity, we adopt MATLAB notations for the algorithm described in this paper.
Low-rank phase matrix factorization
This section introduces a new low-rank phase matrix factorization for indirect access, which is the first main step in the proposed framework. We begin with a brief review of existing techniques and introduce new algorithm afterward. These low-rank factorization methods will be repeatedly applied.
Low-rank approximation by randomized sampling
Let us revisit an existing low-rank matrix factorization with linear complexity. For A ∈ C m×n , a rank-r approximate singular value decomposition (SVD) of A is defined as
where U ∈ C m×r is orthogonal, Σ ∈ R r×r is diagonal, and V ∈ C n×r is orthogonal, and r = O(1) independent of the matrix size m and n with a prefactor depending only on the approximation error. Previously, [11, 14] have proposed efficient randomized tools to compute approximate SVDs for numerically low-rank matrices. The method in [11] is more attractive because it only requires O(1) randomly sampled rows and columns of A for constructing (2) with O(m + n) operation and memory complexity.
The method in [11] is denoted as Function randomizedSVD and is presented in Algorithm 1. Assuming the whole low-rank matrix A is known, the input of Function randomizedSVD is A, O(1) randomly sampled row indices R and column indices C, as well as a rank parameter r. Equivalently, it can also be assumed that A(R, :) and A(:, C) are known as the inputs. The outputs are three matrices U ∈ C m×r , Σ ∈ R r×r , and V ∈ C n×r satisfying (2). In Function randomizedSVD, for simplicity, given any matrix K, Function qr performs a pivoted QR decomposition KP = QR, which can return an index set Π corresponding to the r most important columns of K that span the column space of K, or return a set of orthonormal vectors Q that span the column space of K. Function randperm(m,r ) denotes an algorithm that randomly selects r different samples in the set {1, 2, . . . , m}. If necessary, we can add an over sampling parameter q such that we sample rq rows and columns and only generate a rank r truncated SVD in Line 10 in Algorithm 1. Larger q results in better stability of Algorithm 1.
Randomized sampling for a rank-r approximate SVD.
One-dimensional phase matrix factorization with indirect access
A nearly linear scaling algorithm for constructing the low-rank factorization of the phase matrix Φ ∈ R N ×N in (1) has been proposed in [36] when a 1D kernel matrix K = e 2πiΦ is available as in Scenarios 1 and 2 in Table 1 . In this section, we revisit the algorithms in [36] as a motivation for the multidimensional one proposed in this paper. The introduction of the 1D algorithms also helps to clarify the difficulties in the multidimensional case.
The difficulty of reconstructing Φ from K = e 2πiΦ comes from the fact that
where (·) returns the imaginary part of the complex number, and arg(·) returns the argument of a complex number. Thus, Φ is only known up to modular 1. The main idea of [36] is to recover Φ by looking for the solution of the following combinatorial constrained T V 3 -norm 1 minimization problem:
subject to mod(Φ(i, j), 1) = 1 2π (log (K(i, j))) for i ∈ R or j ∈ C,
where R and C are row and column index sets with O(1) randomly selected indices, respectively. The optimization problem above is appealing because it only requires the knowledge of O(1) rows and columns of K and the computational cost in each iteration takes O(N ) operations and memory. If the optimization problem could be solved in O(1) iterations, then the recovered rows and columns of Φ can be used to compute the low-rank factorization of Φ by Function randomizedSVD in Algorithm (1). The final computational cost is nearly linear in N . However, due to the non-convexity of (3), O(1) iterations are almost impossible to give a good solution unless a very good initial guess is available. This motivates [36] to design an empirical O(N ) algorithm to provide a good initial guess to the optimization in (3).
The main algorithms of [36] are revisited and summarized in Algorithm 2 and Algorithm 3 in this paper for the preparation of higher dimensional cases. Algorithm 3 relies on the repeated application of Algorithm 2, which adjusts the values of phase vectors by minimizing the absolute value of the third-order derivative, to provide an empirical solution to (3) . The functions in these two algorithms are denoted as RecoveryVector1 and RecoveryMatrix1, respectively. In fact, the algorithms presented in this paper are slightly different from those in [36] for robustness against discontinuity detection, which relies on a class of vectors C τ with a threshold τ defined via:
Essentially, C τ consists of vectors with a small absolute value of the third order derivative controlled by τ in the sense of finite difference. In our algorithms, if
consider the original function that generates u is discontinuous at the location corresponding to u(i). With this definition ready, we are able to explain our algorithms as follows. For Function RecoveryVector1 in Algorithm 2, input variables are a vector u of length N , a discontinuity detection parameter τ , and a parameter f lag which indicates whether u will be recovered from the first entry or the fourth entry. Then, the outputs are a smooth vector v satisfying mod (v, 1) = mod (u, 1) and a vector of indices D for discontinuity locations.
Algorithm 2: An O(N ) algorithm for recovering a vector v from the observation u = mod(v, 1). The locations of discontinuity in v are automatically detected. A vector v is identified via empirically minimizing the magnitude of the absolute value of its third-order derivative.
In Function RecoveryMatrix1 in Algorithm 3, one of the input variables is a function handle Φ, which can evaluate an arbitrary row or column of the phase matrix. The other inputs are a vector R and a vector C as the row and column index sets indicating O(1) randomly selected rows and columns of the phase matrix, as well as a discontinuity detection parameter τ .
Because it is more convenient to apply Algorithm 2 to recover a vector representing a continuous function, we first apply Algorithm 2 with τ to identify the sets of discontinuous points D r and D c , each of which contains the first index 1. Next, the phase matrix is partitioned into n r × n c blocks, each of which is denoted as Φ.B s B t representing a continuous piece of the phase function, where n r is the cardinality of D r , n c is the cardinality of D c , s = 1, 2, . . . , n r , and t = 1, 2, . . . , n c . This procedure is referred to as the Function Finally, the selected rows and columns are recovered by Algorithm 2 with a carefully designed order in Line 9 -13 in Algorithm 3. The parameter for detecting discontinuous points is set to 1 since there is no need to detect discontinuity anymore. Note that there is no uniqueness for recovering a smooth vector from its values after mod 1. Hence, we introduce the specially designed order in Line 9 -13 to guarantee that each recovered row and column at their intersection share the same value, as long as the discontinuous points in the phase function are well distinguished by a parameter τ from continuous points.
for s = 1 : n r do Once the phase function recovery algorithm in Algorithm 3 is ready, following the idea of low-rank matrix factorization via randomized sampling in Algorithm 1, we can obtain a nearly linear scaling algorithm to construct the low-rank factorization of the phase matrix. 
Multidimensional phase matrix factorization with indirect access

Overview
In this section, a nearly linear scaling algorithm for constructing the low-rank factorization of multidimensional phase matrix Φ ∈ R N ×N will be introduced when we only know the kernel matrix K = e 2πiΦ through Scenarios 1 and 2 in Table 1 . N = n d is the number of points in a d-dimensional domain, where d = 2 or 3, n is the number of points in each dimension. Our algorithm aims to use O(1) randomly selected rows and columns of K = e 2πiΦ to recover the corresponding rows and columns of Φ. Then, the low-rank factorization of Φ can be constructed by the randomized SVD in Section 2.1.
In Scenario 1, O(1) randomly selected rows and columns of K can be directly evaluated. In Scenario 2, applying the kernel matrix K and its transpose to O(1) randomly chosen natural basis vectors in R N can obtain the rows and columns of K. Similar to the 1D case, instead of recovering the exact Φ that generates K, our primary purpose is to find a low-rank matrix Ψ such that
Based on the piecewise smoothness of the multidimensional phase function, a recovery algorithm similar to the 1D case can be proposed to recover the rows and columns of Φ up to an additive error matrix E that is numerically low-rank, i.e., the method returns a matrix Ψ = Φ + E such that e 2πiΨ = e 2πiΦ and E is numerically low-rank. However, the discretization of the integral operator especially in the case of nonuniform grid point can introduce "artificial" discontinuity along the row and column of the phase matrix. Hence, it is impossible to apply the vector class C τ and the algorithms in the 1D case. Although informally the recovery problem can be stated as Find piecewise smooth Ψ(i, :) and Ψ(:, j) for i ∈ R and j ∈ C (6)
where R and C are row and column index sets with O(1) randomly selected indices, respectively, the vectors Ψ(i, :) and Ψ(:, j) are not "smooth" at the location when adjacent entries are corresponding to non-adjacent points in the high-dimensional spatial domain in R d . In other words, the definition of the smoothness of these vectors should rely on the smoothness of the phase function in the original domain in R d instead of the difference of adjacent entries as in (4).
Vector recovering in the high-dimensional case
Let us use the example of a vector recovery in the high-dimensional case to illustrate the ideas to conquer the difficulty mentioned above. Suppose v is the discretization of a piecewise smooth function φ(x) with N (possibly nonuniform) grid points in [0, 1] d and O(1) pieces of domains in which φ(x) is smooth. The spatial locations of the N grid points are stored in a matrix X ∈ R N ×d , i.e., X (i, :) is the location of the i-th entry of v. Assume that k is a vector representing e 2πiφ(x) using the same discretization. Informally, the vector recovery problem is to find a "piecewise smooth" vector v subject to mod(v, 1) = 1 2π (log (k)). To conquer the difficulty of artificial discontinuity, the entry values of v are identified via minimizing the variation of φ(x) using physically adjacent locations in R d . For this purpose, we introduce a special recovery path matrix P ∈ Z (N −1)×2 such that P (:, 2) is a permutation of {2, 3, . . . , N }, and (P (i, 1), P (i, 2)) is a pair of indices of v with corresponding spatial locations adjacent to each other in R d , i.e., X (P (i, 1), :) is an adjacent grid point of X (P (i, 2), :) in R d . If the recovery path matrix P and a set of indices for discontinuous locations D are given, the recovery of v could be solved via the optimization problem:
subject to mod(v, 1) = 1 2π (log (k)) .
We will revisit the construction of P later and focus on the construction of D and a nearly linear scaling empirical solution to (7) first. Similarly to the 1D case, to automatically detect discontinuity of the piecewise smooth function, we define a class of vectors C τ,P for a threshold τ and a recovery path P via:
C τ,P consists of vectors with a small absolute value of the first order derivative controlled by τ in the sense of finite difference. In our assumption, if |v(P (i, 2)) − v(P (i, 1))| ≥ τ , we will consider the original function that generates v is discontinuous at the location X (P (i, 2), :).
Function RecoveryVector2 in Algorithm 4 below identifies a piecewise smooth vector v from a given vector u = 1 2π (log (k)) via empirically minimizing |v(P (i, 2)) − v(P (i, 1))| such that mod(v(P (i, 2)), 1) = u(P (i, 2)), for each i = 1, 2, . . . , N (corresponding to Line 5 in Algorithm 4). Each smooth piece of v belongs to C τ,P . The discontinuity location i will be detected and assigned to the discontinuity location set D if |v(P (i, 2)) − v(P (i, 1))| ≥ τ . It is clear that the complexity of Algorithm 4 to empirically solve (7) and detect discontinuity is O(N ). Note that Function RecoveryVector2 in Algorithm 4 is based on the first-order derivative of the phase function while Function RecoveryVector1 in Algorithm 2 is based on the third-order derivative. It is an simple extension to apply higher order derivative in Algorithm 4 using the high-order finite difference schemes in [17, 35] , which is left as future work if necessary.
// detect discontinuous locations Algorithm 4: An O(N ) algorithm for recovering a vector v from the observation u = mod(v, 1) and detecting discontinuity using the recovery path matrix P .
The rest of the problem for vector recovery is to identify a recovery matrix P efficiently. A naive algorithm to identify an adjacent point of a given location is to traverse all other points, compute distances, and pick up the smallest one. However, this takes O(N 2 ) operations to construct P for N points. This is the main difficulty of the extension of the 1D algorithm to high-dimensional cases. To solve this difficulty, we propose a new algorithm based on the Delaunay triangulation (DT) and the minimum spanning tree. Definition 2.1. For a set of points in the d-dimensional Euclidean space with locations X ∈ R N ×d , a Delaunay triangulation is a triangulation DT(X ) such that no point in this set is inside the circumhypersphere of any d-simplex in DT(X ).
DT(X ) can be treated as a fully connected undirected graph G with edges weighted by the Euclidean distance of two connected points and hence we can define the minimum spanning tree T (X ) of DT(X ) below. Definition 2.2. A minimum spanning tree (MST) T is a subset of the edges of a connected, edgeweighted undirected graph G that connects all the vertices, without any cycle and with the minimum possible total edge weight.
An MST T (X ) is an efficient representation of a graph G = DT(X ) to eliminate useless edges, based on the fact in [9] that the set of edges of DT(X ) contains an MST for X . A recovery path matrix P can be efficiently identified following the order of nodes in T (X ) as follows. Definition 2.3. Given an MST T with N nodes and the root at Node q, a recovery path matrix P ∈ Z (N −1)×2 associated to T is a matrix such that 1) P (:, 2) is a permutation vector of {1, 2, . . . , N } \ q; 2) the depth of Node P (i, 2) is less than or equal to that of Node P (j, 2) if i ≤ j; 3) Node P (i, 1) is the predecessor node of Node P (i, 2) in T for all i = 1, 2, . . . , N − 1.
Given the location matrix X ∈ R N ×d of N points in R d , it has been a standard routine to identify DT(X ) with an expected runtime bounded by O(N log N ) for d = 2 or 3 (e.g., see [5, 23, 32] ). Next, the Prim's algorithm [28] is able to find T (X ) with an O(N log N ) complexity. Finally, the Breadth-First search algorithm [18] can be applied to T (X ) and return a recovery matrix P with an O(N ) complexity. Figure 2 below visualizes an example of DT(X ), T (X ), and the corresponding P for X ∈ R 7×2 . The whole algorithm Figure 2 : An illustration of DT(X ), T (X ), and the corresponding P for X ∈ R 7×2 . (a) DT(X ) (black dash line) and T (X ) (in blue). (b) Starting from the root (Node 1), find the first undiscovered node, e.g., Node 3 with depth 1, then let P = [1, 3] . (c) Add [1, 4] to P . (d) Add [1, 7] to P . (e) find the first undiscovered node, e.g., Node 6 with depth 2, then add [3, 6] to P . (f) Add [4, 2] to P . (g) Add [4, 5] to P . Finally, a recovery path matrix P ∈ R 6×2 is set to be P = [1, 3; 1, 4; 1, 7; 3, 6; 4, 2; 4, 5].
is summarized in Algorithm 5.
Algorithm 5: An O(N log N ) algorithm for generating a recovery path matrix P .
Matrix recovery in the high-dimensional case
When the vector recovery algorithms in Algorithm 4 and Algorithm 5 are ready, we apply them to design a matrix recovery algorithm. Recall that the main idea is to identify piecewise smooth rows and columns of Ψ satisfying (5) as summarized in an informal problem statement in (6) . Let X 1 and X 2 ∈ R N ×d store the spatial locations of the N grid points for the discretization of Φ(x, ξ) in x and ξ, respectively.
First, Algorithm 5 is applied to construct the recovery path matrix P 1 and P 2 corresponding to X 1 and X 2 , respectively. Then the matrix recovery problem can be formally stated as min Φ∈R N ×N i∈R s∈{1,...,N −1}\Dc
where D c and D r are index sets indicating the discontinuous locations of Φ along columns and rows, R and C are row and column index sets with O(1) randomly selected indices, respectively. Next, Algorithm 4 is applied with τ to identify the sets of discontinuous points D r and D c to make (8) self-contained. Similarly to the 1D case, we can partition the phase matrix into (usually non-contiguous) submatrices corresponding to the domains in which the phase matrix is continuous, which is equivalent to dividing the MST T (X ) into subtrees whenever an edge connects a predecessor node considered as a discontinuous point. Correspondingly, the recovery path matrix is partitioned into submatrices associated with these subtrees. Figure 3 below visualizes an example when an MST T (X ) is partitioned into two MSTs at the discontinuity location at Node 4.
The partition procedure is denoted as Function Partition2 in Algorithm 6, resulting in n r × n c submatrices of the phase matrix denoted as Φ.B s B t , n r submatrices of the recovery path matrix P 1 , and n s submatrices of the recovery path matrix P 2 , for s = 1, 2, . . . , n r , and t = 1, 2, . . . , n c . The random samples of the row and column indices in the submatrices are denoted as R.B s and C.B t , respectively. Finally, we apply Algorithm 4 again to recover each submatrix. The parameter for detecting discontinuity is set to 1 since there is no need to detect discontinuity. The specially designed order also guarantees that each recovered row and column at their intersection share the same value, as long as the discontinuous points in the phase function have already been well distinguished.
Algorithm 6 below summarizes the above steps and the whole process is illustrated in Figure 4 . 
Phase matrix factorization
Once the phase function recovery algorithm in Algorithm 6 is ready, following the idea of low-rank matrix factorization via randomized sampling in Algorithm 1, we can introduce a nearly linear scaling algorithm to construct the low-rank factorization of the phase matrix as summarized in Algorithm 7. In particular, Algorithm 7 constructs a low-rank factorization U V T , where U ∈ C N ×r and V ∈ C N ×r , such that e 2πiU V
T ≈ e 2πiΦ when we only know the kernel matrix K = e 2πiΦ through Scenarios 1 and 2 in Table 1 . In Algorithm 7, K (and Φ) is a function handle for evaluating an arbitrary entry of the kernel matrix, or evaluating an arbitrary row or column of K (and Φ). Two coordinate matrices X 1 , X 2 ∈ R N ×d , a rank parameter r, an over-sampling parameter q, and the matrix size N are also inputs. We randomly select rq rows and columns of the kernel matrix and use RecoveryMatrix2 to obtain the corresponding rows and columns of Ψ such that e 2πiΨ ≈ K. Finally, apply Function randomizedSVD in Algorithm 1 in Section 2.1 to evaluate the low-rank factorization of Ψ ≈ U V T such that e 2πiU V T ≈ K = e 2πiΦ . The reconstructed phase matrix can be set as an initial guess to the optimization problem in (8) and it takes O(1) iterations Figure 5 : Trees of the row and column indices. Left: T X for the row indices X. Right: T Ω for the column indices Ω. The interaction between A ∈ T X and B ∈ T Ω starts at the root of T X and the leaves of T Ω .
for sub-gradient descent methods to converge.
// generate a function handle for the evaluation of Φ 
Multidimensional Interpolative Decomposition Butterfly Factorization (MIDBF)
This section will introduce the multidimensional interpolative decomposition butterfly factorization for a matrix K = (K(x, ξ)) x∈X,ξ∈Ω satisfying a complementary low-rank property [20] , where X and Ω contain O(N ) points possibly uniformly distributed in [0, 1) d and d is the dimension of domain. As a special example, the kernel matrix K(x, ξ) = e 2πiΦ(x,ξ) satisfies the complementary low-rank property. Hence, once the phase function Φ has been recovered by Algorithm 7 in Section 2.1 in the form of low-rank factorization, we can construct a function handle to evaluate an arbitrary entry of K in O(1) operations. Given this function handle, the MIDBF can construct the butterfly factorization of K for nearly linear scaling fast matvec.
Let us recall the definition of complementary low-rank matrices in [20] . For such a matrix, we construct two trees T X and T Ω for point sets X and Ω, respectively, assuming that both trees have the same depth L = O(log N ), with the top-level being level 0 and the bottom one being level L (see Figure 5 for an illustration). Such a matrix K of size N × N is said to satisfy the complementary low-rank property if for any level , any node A in T X at level , and any node B in T Ω at level L − , the submatrix K(A, B), obtained by restricting K to the rows indexed by the points in A and the columns indexed by the points in B, is numerically low-rank.
Notations and overall structure
The notation of the 1D IDBF introduced in [27] will be adopted and adjusted to the multidimensional case in this paper. With no loss of generality, we focus on the 2D case with uniform point distributions first. The notations and overall structure discussed below are similar to that in [21, 27] .
Recall that n is the number of grid points on each dimension, N = n 2 = 4 L n 0 is the total number of points, n 0 = O(1) is the number of row or column indices in a leaf in the quadtrees of row and column spaces and, without loss of generality, L is an even integer, i.e. T X and T Ω with L levels. For a fixed level between 0 and L, the quadtree T X has 4 nodes at level . By defining I = {0, 1, . . . , 4 − 1}, we denote these nodes by A i with i ∈ I . These 4 nodes at level are further ordered according to a Z-order curve (or Morton order) as illustrated in Figure 6 . Based on this Z-ordering, the node A i at level has four child nodes denoted by A +1 4i+t with t = 0, . . . , 3. The nodes plotted in Figure 6 for = 1 (middle) and = 2 (right) illustrate the relationship between the parent node and its child nodes. Similarly, in the quadtree T Ω , the nodes at level L − are denoted as B L− j for j ∈ I L− . For any level between 0 and L, the kernel matrix K can be partitioned into O(N ) submatrices
for i ∈ I and j ∈ I L− . For simplicity, we shall denote
as K i,j , where the superscript denotes the level in the quadtree T X . Because of the complementary lowrank property, every submatrix K i,j is numerically low-rank with the rank bounded by a uniform constant r independent of N . 
where k is a local rank parameter, h = L 2 , and the level L is assumed to be even.
Linear scaling Interpolative Decompositions
This section introduces the linear scaling interpolative decomposition (ID) method in [27] . Suppose K ∈ C m×n has a numerical rank k min{m, n}, i.e., K admits a rank k factorization with relative approximation accuracy. Let s be an index set containing tk rows of K chosen from the Mock-Chebyshev grids as in [36, 15, 2] , t is an oversampling parameter, and k is an empirical estimation of k . s is empirically selected and gradually increased if not large enough. We apply the rank revealing thin QR to K(s, :):
with R 1 ∈ C tk×tk and R 2 ∈ C tk×(n−tk) .
and V = [I T ]Λ * ∈ C k×n . Let q be the index set with |q| = k such that
then q and V will satisfy
with an approximation error by the QR truncation. By the approximation power of Lagrange interpolation with Mock-Chebyshev points if K is the discretization of a smooth function, we have
with an approximation error coming from the QR truncation and the Lagrange interpolation. Hence, K(:, q) are important columns of K such that they can be "interpolated" back to K via a column interpolation matrix V . In this sense, q is called the skeleton index set, and the rest of indices are called redundant indices. This column ID requires only O(nk 2 ) operations and O(nk) memory and is denoted as cID for short. Similarly, a row ID with O(mk 2 ) operations and O(mk) memory, denoted as rID, can be constructed via
with a row interpolation matrix U .
Leaf-root complementary skeletonization (LRCS)
This section introduces the LRCS of a 2D complementary low-rank kernel matrix K, K ≈ U SV , via cIDs of the submatrices corresponding to the leaf-root levels of the column-row quadtrees (e.g., see the associated matrix partition in Figure 7 (right)), and rIDs of the submatrices corresponding to the root-leaf levels of the column-row quadtrees (e.g., see the associated matrix partition in Figure 7 (middle)). Assume k is constant in all IDs for low-rank approximations and denote it by k for simplicity. Assume that the row index set r and the column index set c of K could be partitioned into leaves {r i } i∈I L and {c j } j∈I L at the leaf level of the row and column quadtrees as follows
with |r i | = n 0 (and
, L = log 4 N − log 4 n 0 , and L + 1 is the depth of quadtrees T X and T Ω . See an example of row and column quadtrees with m = 16 in Figure 7 .
The left figure is a complementary two-dimensional low-rank kernel matrix K. Assume that the depth of the quadtrees of column and row spaces is 3. The middle figure illustrates the root-leaf partitioning that divides the row index set into 16 subsets as 16 leaves. The right one is for the leaf-root partitioning that divides the column index set into 16 subsets as 16 leaves.
Apply rID to each K(r i , :) to obtain the row interpolation matrix U i and the associated skeleton indiceŝ r i ⊂ r i for all 0 ≤ i ≤ m − 1. Then, after denoting K(r, :) as the important skeleton of K, wherê
we have
Similarly, apply cID to each K(r, c j ) to obtain the column interpolation matrix V j and the skeleton indicesĉ j ⊂ c j for all 0 ≤ j ≤ m − 1. Then, the LRCS of K will be formed as
(15) For a concrete example, Figure 8 illustrates the non-zero pattern of the LRCS in (15) of K in Figure 7 . Figure 8 : An example of the LRCS in (15) of the complementary two-dimensional low-rank kernel matrix K in Figure 7 . Non-zero submatrices in (15) are shown in gray areas.
The main contribution of the LRCS is that M and S are only required to be generated and stored via the skeleton of row and column index sets with O( n0 IDs in total. Notice that the matrix S in K ≈ U SV is also a complementary low-rank matrix. The row and column quadtreesT X andT Ω of S are the compressed version of the row and column quadtrees T X and T Ω of K. If we considerT X andT Ω as quadtrees with one depth less than the leaf level of T X and T Ω , they will be compressible.
Matrix splitting with complementary skeletonization (MSCS)
Now we introduce another key idea repeatedly applied in 2D IDBF, the MSCS. According to the nodes of the second level of the row and column quadtrees T X and T Ω (with m = 4 L leaves), the complementary 2D low-rank kernel matrix K can be split into a 4 × 4 block matrix
It is obvious that K ij is complementary low-rank for all 1 ≤ i, j ≤ 4, with row and column quadtrees T X,ij and T Ω,ij of depth L − 1 and with m 4 leaves. Suppose that the LRCS of each K ij is K ij ≈ U ij S ij V ij . Then, according to the LRCS of K ij , the matrix splitting with complementary skeletonization (MSCS) of the kernel matrix K can be proposed as:
where 
Recall that the middle factor S is only required to be generated by some entries of the original kernel matrix, forming (17)- (20) will be a linear scaling algorithm as well. Figure 9 illustrates the MSCS of a complementary 2D low-rank kernel matrix K with quadtrees of depth 3 and 16 leaf nodes in Figure 7 .
The illustration of an MSCS of a complementary 2D low-rank kernel matrix K ≈ U SV with quadtrees of depth 3 and 16 leaf nodes in Figure 7 . Non-zero blocks in (18)- (20) are shown in gray areas.
, and {V i } 1≤i≤4 are visualized by large submatrices with wide edges in the middle left, middle right, and right figures, respectively.
Recursive MSCS
This section applies MSCS recursively to obtain the full 2D IDBF of a complementary 2D low-rank kernel matrix K. First, we denote the first level of MSCS of K in (17) as
where U L , S L , V L maintain the same structures as (18)- (20) . Then, the index set r and the column index set c of K could be partitioned into leaves {r i } 0≤i≤m−1 and {c j } 0≤j≤m−1 at the leaf level of the row and column quadtrees as (13) . In addition, the skeleton index setsr i ⊂ r i andĉ j ⊂ c j will be obtained by applying the rIDs and cIDs to the construction of (21) , and the middle factor S L will be constructed by the non-zero submatrices S L ij for all 1 ≤ i, j ≤ 4 as follows:
Since S (18)- (20) . Eventually, the factorizations in (24) for all 1 ≤ i, j ≤ 4 will be combined to form a factorization of S L :
Hence, the second level factorization of K could be constructed as follows:
Comparing (21) and (25), a fractal structure could be found in each level of the middle factor S L and S L−1 . For example, S L and S L−1 have the same structure consisting of 16 submatrices as shown in (19) and (27) . Besides, submatrices S L−1 ij can factorized into a product of three matrices U
with the same sparsity structure as that of S L in (25)- (28) . Thus, the recursive MSCS could be applied repeatedly to each S for = L, L − 1, . . . , L 2 and the matrix factors could be assembled hierarchically as follows:
where h = 
Extensions
We have introduced the 2D IDBF for a complementary low-rank kernel matrix K in the entire domain X ×Ω. Although we have assumed the uniform grid in X and Ω, the butterfly factorization extends naturally to more general settings. In the case with non-uniform point sets X or Ω, one can still construct a butterfly factorization for K following the same procedure. More specifically, we construct two trees T X and T Ω adaptively via hierarchically partitioning the square domains covering X and Ω. For non-uniform point sets X and Ω, the numbers of points in A i and B j are different. If a node does not contain any point inside it, it is simply discarded from the quadtree. We can also extend the 2D IDBF to the 3D case by constructing two octrees T X and T Ω via hierarchically partitioning the cube domains covering X and Ω. Lastly, the numerical rank in all low-rank approximations in the IDBF presented is fixed. It's easy to extend the current version to an adaptive one with an adaptive rank k in IDs depending on a target accuracy . For example, choose k = min{k : R 1 (k, k) ≤ R 1 (1, 1)} and update k ← k after the QR in IDs. An adaptive rank leads to a more compressed IDBF while a fixed rank results in a more predictable sparsity pattern in IDBF.
Numerical results
This section presents several numerical examples to demonstrate the efficiency of the proposed framework. All implementations are in MATLAB R on a server computer with a single thread and 3.2 GHz CPU, and are available in the ButterflyLab (https://github.com/ButterflyLab/ButterflyLab). Let {g d (x), x ∈ X} and {g b (x), x ∈ X} denote the results given by the direct matrix-vector multiplication and MIDBF, respectively. The accuracy of applying fast algorithms is estimated by the relative error defined as follows:
where S is an index set containing 256 randomly sampled row indices of the kernel matrix K. The error for recovering the kernel function is defined as
where Φ is the phase matrix and U V T is its low-rank recovery. In all of our examples, the tolerance parameter is set to 10 −9 , the over-sampling parameter q in low-rank phase matrix factorization is set to 2, the number of points in a leave node n 0 in the MIDBF is set to 8 d , and the over-sampling parameter t in ID in MIDBF is set to 5. We applied IDs with an adaptive rank and k denotes our empirically estimated rank.
Accuracy and scaling of low-rank matrix recovery and MIDBF
In this part, we present numerical results of several examples to demonstrate the accuracy and asymptotic scaling of the proposed low-rank matrix recovery for phase functions, and MIDBF. With no loss of generality, we only focus on Scenario 1 of indirect access. Example 1. Our first example is to evaluate a 2D generalized Radon transform which is a Fourier integral operators (FIO) [36] defined as follows:
where f is the Fourier transform of f , and Φ(x, ξ) is a phase function given by
, c 1 (x) = (2 + sin(2πx 1 ) sin(2πx 2 ))/16, and c 2 (x) = (2 + cos(2πx 1 ) cos(2πx 2 ))/16.
The discretization of (32) is
where X and Ω are the sets of O(N ) points uniformly distributed in [0, 1) × [0, 1). The computation in (34) approximately integrates over spatially varying ellipses, for which c 1 (x) and c 2 (x) are the axis lengths of the ellipse centered at the point x ∈ X. The corresponding matrix form of (34) is simply
The framework is applied to recover the phase functions in the form of low-rank matrix factorization, compute the MIDBF of the kernel function, and apply it to a randomly generated f in (32) to obtain g. Table 2 summarizes the results of this example for different grid sizes N = n 2 and different rank parameters r, k. Table 2 shows that the accuracy of the low-rank matrix recovery and the MIDBF stay almost of the same order, though the accuracy becomes slightly worse as the problem size increases. The slightly increasing error is due to the randomness of the proposed algorithm. As the problem size increases, the probability for capturing the low-rank matrix with a fixed rank parameter becomes smaller. Otherwise, when the rank parameter r or k increases, the accuracy of results will increase as well. In Figure 10 (left), we see that the reconstruction time of the phase functions scales nearly linearly, the factorization time and the application time of the MIDBF scale nearly linearly, e.g. when r = 20 and k = 30. Table 2 : Numerical results for the 2D uniform FIO given in (34) . r is the rank parameter of the low-rank approximation of the phase function. k is the rank parameter of the MIDBF. T rec is the time for ordering and recovering the phase functions, T f ac is the time for computing the MIDBF, T app is the time for applying the MIDBF, and T d is the time for a direct summation in (34). Table 3 : Numerical results for the 3D Fourier transform given in (36) . T rec is the time for ordering and recovering the phase functions, T f ac is the time for computing the MIDBF, T app is the time for applying the MIDBF, and T d is the time for a direct summation in (36).
Example 2. In this example, we evaluate a 3D non-uniform Fourier transform:
where X and Ω are the sets of N points randomly selected in [0, 1) 3 . Table 3 summarizes the results of this example for different grid sizes N = n 3 and different rank parameters r in the low-rank approximation of the phase function. In the MIDBF, the rank parameter k is 80. The accuracy of the low-rank matrix recovery and the MIDBF stay almost of the same order in Table 3 . In Figure 10 (middle), we see that the reconstruction time of the phase function scales in O(N log N ), the factorization time and the application time of the MIDBF scale nearly linearly, e.g., when r = 5.
Example 3. The final example is the oscillatory part of the Green's function of a Helmholtz equation [8] :
where Φ(x, ξ) = h · x − ξ 2 and h = √ N 6
∼ O(n). X and Ω are the sets of N points generated via a triangular mesh to discretize the surface of a unit sphere. The triangular mesh is generated by uniformly refining an icosahedron and projecting the new mesh nodes, which are the old mesh edge center, onto the sphere. The submatrix of the oscillatory part of the Green's function corresponding to one half of the sphere in X and the other half of the sphere in Ω is chosen as the matrix to be reconstructed, factorized, and applied to a random vector.
In this example, rank parameters r = 40 and k = 30. As shown in Table 4 , the accuracy of the lowrank matrix recovery and the MIDBF stay almost of the same order. Figure 10 (right) shows that the reconstruction time of the phase functions scales nearly linearly, the factorization time and the application time of the MIDBF scale nearly linearly.
Conclusion
This paper introduced a framework for O(N log N ) evaluation of the multidimensional oscillatory integral transform g(x) = e 2πiΦ(x,ξ) f (ξ)dξ. In the case of indirect access of the phase functions, this paper proposed a novel fast algorithm for recovering the phase functions in O(N log N ) operations. Second, a new BF, the multidimensional interpolative decomposition butterfly factorization (MIDBF), for multidimensional kernel Table 4 : Numerical results for the case given in (37). T rec is the time for ordering and recovering the phase functions, T f ac is the time for computing the MIDBF, T app is the time for applying the MIDBF, and T d is the time for a direct summation in (37).
matrices in the form of a low-rank factorization is proposed, and it requires only O(N log N ) operations to evaluate the oscillatory integral transform.
