Comparison and system combination of n-gram-based and syntax-based  machine translation systems by Khalilov, Maxim & Rodríguez Fonollosa, José Adrián
Comparacio´n y combinacio´n de los sistemas de traduccio´n
automa´tica basados en n-gramas y en sintaxis
Comparison and system combination of n-gram-based and syntax-based
machine translation systems
Maxim Khalilov y Jose´ A. R. Fonollosa
Centre de Recerca TALP
Universitat Polite`cnica de Catalunya
Campus Nord, C. Jordi Girona, 1-3
Barcelona, Spain
(khalilov,adrian)@gps.tsc.upc.edu
Resumen: En este art´ıculo se comparan dos sistemas basados en dos aproximacio-
nes diferentes de traduccio´n automa´tica: El denominado sistema de la Traduccio´n
Automa´tica Aumentado con Sintaxis (SAMT / TAAS), basado en una sintaxis sub-
yacente al modelo basado en frases, y el sistema de traduccio´n automa´tica estad´ısti-
ca (TAE) basado en n-gramas en el cual el proceso de traduccio´n esta´ basado en el
modelado estoca´stico del contexto bilingu¨e. Se realiza una comparacio´n de la arqui-
tectura de los dos sistemas paso a paso y se comparan tambie´n los resultados en base
a las medidas automa´ticas de evaluacio´n de la calidad de traduccio´n y los recursos
computacionales para una pequen˜a tarea a´rabe-ingle´s que pertenece al dominio de
noticias. Finalmente, se combinan las salidas de ambos sistemas para obtener una
mejora significativa de la calidad de la traduccio´n.
Palabras clave: Traduccio´n automa´tica estoca´stica, traduccio´n basada en sintaxis,
n-gramas, combinacio´n de sistemas
Abstract: In this paper we shall compare two approaches to machine translation:
the Syntax Augmented Machine Translation system (SAMT), which is a syntax-
driven translation system, underlain by phrase-based model, and the n-gram-based
Statistical Machine Translation (SMT), in which a translation process is based on
statistical modeling of the bilingual context. We provide a step-by-step compari-
son of the systems, reporting results in terms of automatic evaluation metrics and
required computational resources for a smaller Arabic-to-English translation task
from the news domain. Finally, we combine the output of both systems that yield
to significant improvement of translation quality.
Keywords: Statistical machine translation, syntax-based translation, n-grams, sys-
tem combination
1. Introduccio´n
La inclusio´n de informacio´n sinta´ctica
en los sistemas de traduccio´n automa´ti-
ca estoca´sticos (sistemas h´ıbridos sinta´ctico-
estoca´sticos) es un tema actual de investi-
gacio´n en Traduccio´n Automa´tica (TA). Los
denominados modelos cla´sicos de IBM ba-
sados en palabras que aparecieron a prin-
cipios de la de´cada de 1990 fueron mejo-
rados incluyendo la posibilidad de traba-
jar a nivel de frases (entendidas como se-
cuencias de palabras) tal como se describe
en (Koehn, Och, y Marcu, 2003) o en la
implementacio´n ma´s reciente: MOSES MT
(http://www.statmt.org/moses/ ).
En paralelo a la aproximacio´n basada en
frases1, ha aparecido la aproximacio´n basada
en n-gramas (Marin˜o et al., 2006), derivada
de la traduccio´n basada en Transductores de
Estados Finitos (Casacuberta, Vidal, y Vi-
lar, 2002). Los sistemas basados en n-gramas
trabajan con unidades bilingu¨es, denomina-
das tuplas, compuestas por una o ma´s pa-
labras del lenguaje fuente y por una o ma´s
palabras del lenguaje destino.
En contraste o complementando a los sis-
1En este art´ıculo la palabra ”frase”se utiliza como
la traduccio´n directa de la palabra inglesa ”phrase”
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temas tradicionales de TAE, han ganado
fuerza los sistemas basados en sintaxis y los
modelos basados en la jerarqu´ıa de frases.
Una muestra representativa de los sistemas
de traduccio´n basados en sintaxis incluye
los que esta´n basados en grama´tica bilingu¨e
sincro´nica (Melamed, 2004), en los modelos
a´rboles de derivacio´n-a-cadena (parse tree-to-
string) y en los mapeos a´rbol-a-a´rbol no iso-
morfos (Charniak, 2003).
Basa´ndose en las probabilidades relativas
de las frases, Chiang (2005) introdujo un mo-
delo jera´rquico de frases, que puede conside-
rarse como una generalizacio´n coherente del
modelo cla´sico basado en frases (este modelo
permite crear mu´ltiples generalizaciones den-
tro de cada frase). El sistema TAAS (SAMT
en ingle´s) (Zollmann y Venugopal, 2006) es
una implementacio´n del sistema de TA, que
ofrece una mayor generalizacio´n de esa apro-
ximacio´n, en que las categor´ıas sinta´cticas,
extra´ıdas de la parte destino del a´rbol de de-
rivacio´n, se asignan a las frases estructuradas
jera´rquicamente.
En este art´ıculo se comparan las diferen-
cias y las similitudes de la traduccio´n es-
tad´ıstica basada en n-gramas de las unida-
des de traduccio´n y el sistema TAAS, que
opera con las categor´ıas no terminales y
una Grama´tica Sincro´nica Libre de Contex-
to (GSincLC). La comparacio´n se ha rea-
lizado en una pequen˜a tarea de traduccio´n
a´rabe-ingle´s del dominio de noticias (News);
el corpus de entrenamiento incluye aproxima-
damente 1,5M tokens.
El resto de la presentacio´n esta´ organiza-
do de la siguiente manera: En la Seccio´n 2 el
sistema TAAS de la CMU-UKA2 se describe
brevemente, en la siguiente Seccio´n se descri-
be el sistema de TAE basado en n-gramas.
En la Seccio´n 4 se presentan la metodolog´ıa,
la descripcio´n de los experimentos y los resul-
tados alcanzados, y finalmente en la Seccio´n
5 se discuten los resultados y se presentan las
conclusiones.
2. Sistema TAAS
Uno de los mayores comentarios cr´ıticos
de los modelos basados en frases es la escasez
de datos. Este problema es incluso ma´s serio
cuando los lenguajes fuente y destino, o am-
bos son de mucha inflexio´n y ricos en morfo-
log´ıa. Adema´s, los modelos basados en frases
2Carnegie Melon University - University of Karls-
ruhe
tienen dificultades para considerar reordena-
mientos de larga distancia, porque el modelo
de distorsio´n se basa u´nicamente en la dis-
tancia del movimiento y los recursos compu-
tacionales crecen ra´pidamente con la distan-
cia considerada (Och y Ney, 2004).
Un intento satisfactorio de abordar este
problema fue la introduccio´n y discusio´n del
sistema de TA basado en las frases genera-
lizadas y estructuradas jera´rquicamente tal
como se describe en Chiang (2005). Este sis-
tema opera con so´lo dos etiquetas (una cate-
gor´ıa de frases sustancial y una etiqueta de
unio´n3) y un trabajo reciente (Zollmann y
Venugopal, 2006) presenta una mejora impor-
tante si las categor´ıas sinta´cticas completas o
parciales (obtenidas de los a´rboles de deriva-
cio´n del lenguaje destino) esta´n asignadas a
las frases.
2.1. Modelado
Un formalismo para la Traduccio´n Au-
mentada con Sintaxis es la Grama´tica Proba-
bil´ıstica Sincro´nica Libre de Contexto (GP-
SinLC), la cual se define en te´rminos de los
conjuntos de terminales de los lenguajes fuen-
te y destino y de un conjunto de no termina-
les:
X −→ 〈γ,α,∼,ω〉
donde X es un elemento no terminal, γ es
una secuencia de elementos terminales rela-
tivos a la parte fuente y no terminales, α es
una secuencia de elementos terminales relati-
vos a la parte destino y no terminales, ∼ es
el mapeo uno-a-uno del espacio de categor´ıas
no terminales en γ al espacio de no termina-
les en α, y ω es el peso no negativo asignado
a la regla.
El conjunto de no terminales se compone
de las categor´ıas sinta´cticas que correspon-
den al conjunto Penn Treebank de la parte
destino, un conjunto de las reglas de unio´n
y de una etiqueta especial que representa la
categor´ıa por defecto, denominada segu´n las
reglas “del estilo Chiang”, que no se corres-
ponde con ninguna otra categor´ıa del a´rbol
de derivacio´n. Consecuentemente, todas las
reglas puramente lingu¨´ısticas esta´n incluidas
en la tabla del mapeo de frases.
3”Glue rule”
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2.2. Anotacio´n, generalizacio´n y
poda de las reglas
La tabla puramente le´xica que sostiene el
sistema TAAS esta´ identificada como se des-
cribe en Koehn et al. (2003) y esta´ basada
en el alineado de palabras, generado segu´n el
me´todo grow-diag-final (Och y Ney, 2003).
La parte destino del corpus de entrena-
miento ha sido procesada con el parser de
Charniak (Charniak, 2000), y cada frase se
ha anotado con el constituyente que cubre la
parte destino de las reglas. El conjunto de
no terminales se ha extendido por las cate-
gor´ıas condicionales y adicionales de acuer-
do con la Grama´tica Combinatoria Catego-
rial (Steedman, 1999). Las reglas se cons-
truyen, por ejemplo, como RB+VB, repre-
sentando un constituyente de unio´n de dos
categor´ıas adyacentes, i.e. un adverbio y un
verbo, o como DT\NP, que indica un grupo
nominal incompleto, a el que le falta el deter-
minante inicial.
El procedimiento recursivo de generaliza-
cio´n de las reglas coincide con el que se propu-
so en Chiang (2005), pero violando las restric-
ciones introducidas para una grama´tica que
conten´ıa so´lo una categor´ıa (por ejemplo, las
reglas que contienen elementos generalizados
adyacentes).
Por lo tanto, cada regla existente
N −→ f1 . . . fm/e1 . . . en
puede ser extendida por la regla existente
M −→ fi . . . fu/ej . . . ev
donde 1 ≤ i < u ≤ m y 1 ≤ j < v ≤ n
para obtener una regla nueva
N −→ f1 . . . fi−1Mkfu+1 . . . fm/
e1 . . . ej−1Mkev+1 . . . en
donde k es un ı´ndice de un no-terminalM que
indica la correspondencia uno-a-uno entre los
M tokens nuevos en los dos lados.
La figura 1 muestra un ejemplo de ex-
traccio´n de las reglas iniciales. Estas reglas
son extendidas posteriormente gracias a la es-
tructura jera´rquica del modelo (figura 2).
La poda de reglas es necesaria debido a
que el taman˜o del conjunto de las reglas ge-
neralizadas puede ser enorme y se realiza en
base a las frecuencias relativas y la natura-
leza de las reglas: las reglas no le´xicas que
han ocurrido solamente una vez se descartan
directamente, las reglas condicionadas por la
fuente con una frecuencia de aparicio´n me-
nor a un umbral tambie´n son eliminadas,
mientras que las reglas que no contienen no-
terminales nunca pueden ser podadas.
2.3. Decodificacio´n y las funciones
caracter´ısticas
El proceso de decodificacio´n se lleva a
cabo utilizando un modelo loglineal ”top-
down”que decodifica una oracio´n fuente en-
riquecida con GPSinLC de modo que la ca-
lidad de traduccio´n sea representada por un
conjunto de las funciones para cada regla, i.e.:
Las probabilidades condicionales, dado
las categor´ıas fuente, las destino o las ca-
tegor´ıas por la izquierda;
Las funciones de pesos le´xicos, como se
ha presentado en Koehn et al. (2003);
Los contadores del nu´mero de palabras
en la parte destino y del nu´mero de apli-
caciones de las reglas;
Las caracter´ısticas binarias que reflejan
el contexto de la regla (si es puramen-
te le´xica o puramente abstracta, entre
otras);
Las penalizaciones por rareza y desequi-
librio de la regla.
El proceso de decodificacio´n se puede
representar como una bu´squeda (operacio´n
argmax) en el espacio de probabilidad de los
terminales del lenguaje destino, que es simi-
lar al parsing monolingu¨e con una grama´tica
libre de contexto. Los pesos de las funciones
caracter´ısticas se optimizan en base a la ma-
ximizacio´n de la medida BLEU (Zollmann y
Venugopal, 2006).
3. El sistema de n-gramas
Una descripcio´n detallada del sistema ba-
sado en n-gramas se encuentra en Marin˜o et
al. (2006). El problema de la TAE se formula
en te´rminos de los lenguajes fuente (f) y des-
tino (e) y se define de acuerdo con la ecuacio´n
(1). Se puede reformular como la seleccio´n de
la traduccio´n con la probabilidad ma´s alta del
conjunto de las oraciones destino (2):
eˆI1 = argma´x
eI
1
{
p(eI1 | f
J
1 )
}
= (1)
= argma´x
eI
1
{
p(fJ1 | e
I
1) · p(e
I
1)
}
(2)
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donde I y J representan el nu´mero de pala-
bras en los idiomas fuente y destino respecti-
vamente.
Los sistemas ma´s recientes operan con las
unidades bilingu¨es extra´ıdas del corpus pa-
ralelo a partir del alineado de palabras. Los
logaritmos de las probabilidades asociadas a
las funciones caracter´ısticas son combinados
linealmente (aproximacio´n loglineal) para de-
finir una funcio´n cuya maximizacio´n estable-
ce la traduccio´n (Och y Ney, 2002) tal como
se muestra en la formula (3):
eˆI1 = argma´x
eI
1
{
M∑
m=1
λmhm(e
I
1, f
J
1 )
}
(3)
donde hm se refiere a las funciones carac-
ter´ısticas y λm a los pesos que corresponden
a cada modelo.
3.1. El sistema de traduccio´n
La aproximacio´n basada en n-gramas se
considera como una alternativa a la traduc-
cio´n basada en frases bilingu¨es, donde la se-
cuencia de palabras del idioma fuente es seg-
mentada en frases monolingu¨es que son tra-
ducidas individualmente para formar la ora-
cio´n destino (Koehn, Och, y Marcu, 2003).
La traduccio´n basada en n-gramas consi-
dera la traduccio´n como un proceso estoca´sti-
co que maximiza la probabilidad conjunta
p(f, e), en base a una descomposicio´n en n-
gramas bilingu¨es. La parte principal del siste-
ma as´ı construido es un modelo de traduccio´n
(un modelo de lenguaje (ML)), basado en las
unidades bilingu¨es denominadas tuplas. Las
tuplas se extraen del alineado de palabras de
acuerdo con unas condiciones que definen una
segmentacio´n u´nica (Marin˜o et al., 2006).
Mientras que la TAE de frases considera
el contexto solamente para reordenar las fra-
ses pero no para la traduccio´n, los sistemas
basados en n-gramas condicionan las decisio-
nes de traduccio´n en las decisiones previas de
traduccio´n.
3.2. Las caracter´ısticas adicionales
Al igual que los sistemas basados en fra-
ses, los sistemas basado en tuplas ma´s recien-
tes implementan una combinacio´n lineal de
los logaritmos de la probabilidad asignada a
la traduccio´n por el modelo de traduccio´n y
otras caracter´ısticas adicionales:
el ML de n-gramas de palabras del len-
guaje destino;
el ML de n-gramas de tags del lenguaje
destino (un modelo de n-gramas de las
etiquetas gramaticales o Part-Of-Speech
tags (POS));
el modelo de penalizacio´n para las tra-
ducciones ma´s cortas, que compensa la
tendencia a la generacio´n de traduccio-
nes con un menor nu´mero de palabras;
los modelos le´xicos en cada direccio´n (de
fuente a destino y viceversa) como se
describe en Och y Ney (2004).
3.3. El reordenamiento de
palabras extendido
La aproximacio´n basada en tuplas se trata
de partida como una traduccio´n mono´tona ya
que el modelo esta´ basado en el orden secuen-
cial de las tuplas durante el entrenamiento,
aunque es necesario introducir estrategias de
reordenamiento para obtener buenos resulta-
dos en algunas tareas de traduccio´n. El mode-
lo de distorsio´n extendido ha sido implemen-
tado tal como se presenta en Crego y Marin˜o
(2006). Basa´ndose en el alineado de palabras,
las tuplas se extrajeron siguiendo la te´cnica
denominada unfolding, mediante el cual las
tuplas se dividen en tuplas ma´s pequen˜as y
estos trozos se secuencian en el orden de las
palabras destino. La estrategia de reordena-
miento esta´ apoyada por un ML de 4-gramas
de los tags POS del texto fuente reordenado.
Un ejemplo de extraccio´n de tuplas, en con-
traste con la construccio´n de reglas basada
en chunks como se hace en el sistema TAAS,
se muestra en la figura 1.
3.4. Decodificacio´n y optimizacio´n
La herramienta de decodificacio´n MA-
RIE, distribuida gratuitamente, se ha utili-
zado como motor de bu´squeda del sistema
de traduccio´n. Los detalles de su funciona-
miento esta´n descritos en Crego et al. (2005).
El decodificador implementa un algoritmo de
bu´squeda en haz (beam-search) con poda ba-
sada en histograma. Dado el corpus de de-
sarrollo y las traducciones de referencia, los
pesos de la combinacio´n loglineal se ajus-
tan mediante el me´todo de optimizacio´n de-
nominado simplex (con el objetivo de ma-
ximizar la medida BLEU) y un re-ranking
de la lista n-best tal como se describe en
http://www.statmt.org/jhuws/.
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4. Experimentos
4.1. Evaluacio´n de los sistemas
Los resultados experimentales se obtuvie-
ron utilizando u´nicamente las primeras 50K
l´ıneas del corpus del dominio de noticias
(News) ofrecido en la evaluacio´n de sistemas
de traduccio´n NIST’08. Los datos estad´ısti-
cos del corpus pueden verse en la tabla 1. Los
conjuntos de desarrollo y de test ten´ıan 4 tra-
ducciones de referencia y conten´ıan 663 y 500
oraciones respectivamente.
Las medidas de la evaluacio´n automa´tica
se obtuvieron ignorando las diferencias entre
mayu´sculas y minu´sculas (case-insensitive).
Se consideraron las me´tricas cla´sicas BLEU
y NIST, junto al mPER, el mWER y el ME-
TEOR. El alineado de palabras se obtuvo
automa´ticamente utilizando el programa GI-
ZA++ (Och y Ney, 2004) en las dos direccio-
nes y simetrizando las dos salidas mediante
la unio´n.
A´rabe Ingle´s
Oraciones 50 K 50 K
Palabras 1,41 M 1,57 K
Longitud media 28,15 31,22
Vocabulario 51,10 K 31,51 K
Cuadro 1: El material de entrenamiento.
Los experimentos se hicieron en la ma´qui-
na Pentium IV Dual Intel Xeon Quad Core
X5355 2.66 GHz con 24 Gb de RAM. Los re-
sultados estimados del tiempo computacional
y del espacio de memoria son aproximados.
4.2. El preprocesado del a´rabe
El a´rabe es un idioma VSO (verbo-sujeto-
objeto) con una morfolog´ıa de esquemas
voca´licos en el que las palabras se compo-
nen de ra´ıces y afijos as´ı como cl´ıticos pega-
dos a las palabras. Para el preprocesado uti-
lizamos una aproximacio´n parecida a la que
se muestra en Habash y Sadat (2006), basa-
da en el sistema MADA+TOKAN para eli-
minar ambigu¨edades y tokenizacio´n. Para la
eliminacio´n de ambigu¨edades en los diacr´ıti-
cos se empleo´ exclusivamente la estad´ıstica
de unigramas. Para la tokenizacio´n usamos
el esquema D3 con opcio´n –TAGBIES. Es-
te esquema parte del siguiente conjunto de
cl´ıticos: f+, b+, k+, l+, Al+ y de los cl´ıticos
pronominales. La opcio´n –TAGBIES produce
los tags POS Bies para todos los tokens.
4.3. Los experimentos con el
sistema TAAS
Para realizar los experimentos se-
guimos la directriz, disponible on-line:
http://www.cs.cmu.edu/∼zollmann/samt/.
El script que forma parte del sistema de
TA MOSES se utilizo´ para crear el alineado
grow − diag − final y extraer las frases
puramente le´xicas, que posteriormente
se utilizaron para inducir la grama´tica del
TAAS. La parte destino (el ingle´s) del corpus
de entrenamiento se proceso´ con el Penn
Treebank parser de Charniak (Charniak,
2000).
Los procedimientos de extraccio´n y filtra-
do de reglas se restringieron en base a la con-
catenacio´n de los conjuntos de desarrollo y
de test, permitiendo solamente las reglas de
hasta 12 elementos en la parte destino y con
el criterio de ocurrencia mı´nima de cero pa-
ra todas las reglas, pero las reglas puramente
abstractas (sin expresiones le´xicas) se elimi-
naron.
El nu´mero de frases del estilo Moses ex-
tra´ıdas con el sistema basado en frases fue
4,8M , mientras que el nu´mero de las reglas
generalizadas que representaban el modelo
jera´rquico crecio´ sensiblemente hasta 22,9M
de las cuales 10,8M fueron podadas en el pro-
ceso de filtrado.
El taman˜o del vocabulario de elementos
elementales del Penn Treebak es 72, mien-
tras que el nu´mero de elementos generaliza-
dos, que incluye las categor´ıas adicionales y
truncadas es de 35,7K.
El decodificador de bu´squeda en haz
(beam-search) FastTranslateChart se uti-
lizo´ como motor de entrenamiento MER con
objeto de ajustar los pesos de las funciones
caracter´ısticas y generar las traducciones “N-
best” y “1-best”, entrecruzando la bu´squeda
intensiva con un modelo de lenguaje esta´ndar
de 3-gramas (Venugopal, Zollmann, y Vo-
gel, 2007). En el proceso de optimizacio´n, el
nu´mero de iteraciones se limito´ a 10, la ex-
traccio´n a la lista 1000-best y se utilizo´ la
medida BLEU como criterio de optimizacio´n.
La tabla 2 muestra un resumen de los
recursos computacionales necesarios en cada
paso de la traduccio´n. Los resultados para el
sistema TAAS, junto a los resultados para
el sistema de n-gramas y la combinacio´n de
sistemas (tal y como se explica en la subsec-
cio´n 4.6) se presentan en la tabla 5.
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Paso Tiempo Memoria
Parsing 1,5h 80Mb
Extraccio´n de reglas 10h 3,5Gb
Poda & fusio´n 3h 4Gb
Ajuste de pesos 40h 3Gb
Prueba 2h 3,0Gb
Cuadro 2: TAAS: Recursos computacionales.
4.4. Los experimentos con el
sistema basado en n-gramas
Como ya se ha mencionado anteriormente,
el modelo principal del sistema basado en n-
gramas es un ML basado en 4-gramas de las
unidades bilingu¨es, que contiene: 184.345 1-
gramas4, 552.838 2-gramas, 179.466 3-gramas
y 176.221 4-gramas.
Junto a este modelo, el sistema de tuplas
implementa una combinacio´n loglineal de un
ML de 5-gramas del idioma destino estima-
do con la parte inglesa del corpus paralelo,
adema´s de los modelos de POS basados en 4-
gramas de los lenguajes fuente y destino. Los
tags POS Bies se utilizaron para la parte del
a´rabe como se muestra en la subseccio´n 4.2,
la herramienta TnT se utilizo´ para extraer
los POS para el ingle´s (Brants, 2000).
El nu´mero de las tuplas no u´nicas, ex-
tra´ıdas inicialmente fue 1,1M , que se poda-
ron de acuerdo con el nu´mero ma´ximo de
opciones de traduccio´n por tupla en el lado
fuente (30). Las tuplas con NULO en la par-
te fuente se adjuntaron a la unidad anterior
o pro´xima (Marin˜o et al., 2006).
Los pesos de las caracter´ısticas adicionales
se ajustaron de acuerdo con el criterio del
BLEU ma´ximo. Las exigencias de tiempo y
de memoria RAM se presentan en la tabla 3.
Paso Tiempo Memoria
Estimacio´n de modelos 0,2h 1,9Gb
Reordenamiento 1h —
Ajuste de pesos 15h 120Mb
Prueba 2h 120Mb
Cuadro 3: TAE: recursos computacionales.
4.5. Significacio´n estad´ıstica
Hemos realizado una prueba de la sig-
nificacio´n estad´ıstica basada en el me´todo
4Este nu´mero tambie´n corresponde al taman˜o del
vocabulario del modelo bilingu¨e
“boostrap resampling” como se presenta en
Koehn (2004). Para un nivel de confianza del
98% y 1000 re-extracciones, las traducciones
generadas por el TAAS y por el sistema basa-
do en n-gramas son estad´ısticamente diferen-
tes de acuerdo con el BLEU (43,20±1,69 para
el TAAS contra 46,42 ± 1,61 para el sistema
de n-gramas).
4.6. Combinacio´n de sistemas
Motivados por el hecho de que muchos sis-
temas de TA generan traducciones muy dife-
rentes pero de calidad similar, incluso si los
modelos que participan en el procedimien-
to de traduccio´n son semejantes, decidimos
combinar las salidas del sistema sinta´ctico y
del sistema de traduccio´n automa´tica pura-
mente estad´ıstica. Lo hicimos utilizando la
lista de las traducciones ma´s probables gene-
radas por los dos sistemas (1000-best).
Para ello se utilizo´ el algoritmo del Ries-
go Mı´nimo de Bayes tal como se introdujo
en Kumar y Byrne (2004). La tabla 5 de-
muestra los resultados de la combinacio´n de
sistemas en el conjunto de test, contrastada
con la traduccio´n ora´culo hecha como una se-
leccio´n de las traducciones con el BLEU ma´s
alto de la unio´n de las dos listas, la generada
por el TAAS y por el sistema de n-gramas.
Adema´s analizamos el porcentaje de con-
tribucio´n de cada sistema a la combinacio´n
de sistemas: 55-60% de las mejores traduc-
ciones vienen de la lista 1000-best generada
por el sistema de n-gramas en ambos casos
(combinacio´n de sistemas y “ora´culo”).
Experimentos TAAS N-gramas
Combinacio´n de sistemas 39% 61%
Ora´culo 44% 56%
Cuadro 4: El porcentaje de las oraciones ge-
neradas por cada sistema.
5. Discusio´n y conclusiones
En esta presentacio´n hemos compara-
do dos sistemas de traduccio´n automa´tica:
un sistema estad´ıstico basado en n-gramas
(TAE) y el denominado sistema de tra-
duccio´n automa´tica aumentado con sinta-
xis (TAAS). La aproximacio´n basada en n-
gramas proporciona mejores prestaciones en
la tarea analizada. La comparacio´n se ha rea-
lizado utilizando el mismo material de entre-
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BLEU NIST mPER mWER METEOR
TAAS 43,20 9,26 36,89 49,45 58,50
TAE basada en n-gramas 46,39 10,06 32,98 48,47 62,36
Combinacio´n de sistemas 48,00 10,15 33,20 47,54 62,27
Ora´culo 61,90 11,41 28,84 41,52 66,19
Cuadro 5: Evaluacio´n de la traduccio´n a´rabe-ingle´s.
Figura 1: Ejemplo de la extraccio´n de unidades primitivas en caso de TAAS y de sistema de
n-gramas.
Figura 2: Ejemplo de las reglas generalizadas (TAAS).
namiento y las mismas herramientas para el
preprocesado y el alineado palabra-a-palabra.
Respecto al taman˜o de la memoria ocu-
pada y el coste computacional, el sistema de
n-gramas ha obtenido tambie´n resultados sig-
nificativamente mejores que los del sistema
TAAS, principalmente por el taman˜o clara-
mente inferior del espacio de bu´squeda.
Se han obtenido resultados comparativos
de intere´s al respecto de las medidas PER
y WER: de acuerdo con el PER, el sistema
TAE supera a su rival en un 10% relativo,
mientras que la mejora de WER apenas al-
canza un 2%. Esto puede ser explicado en
base a que el sistema TAE, comparado con el
TAAS, traduce mejor el contexto, pero pro-
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duce ma´s errores de reordenamiento. Dado
que los idiomas a´rabe e ingle´s son lenguas
con mucha disparidad en el orden de pala-
bras y debido a la tendencia de producir las
unidades cortas, el sistema de n-gramas trata
peor los reordenamientos de larga distancia.
Sin embargo, al introducir el contexto de las
palabras en el modelo de traduccio´n, captura
de forma ma´s eficiente las dependencias bi-
lingu¨es de corta distancia.
Finalmente, se ha conseguido una mejo-
ra muy significativa mediante la combinacio´n
de las salidas de los dos sistemas basados en
principios de traduccio´n diferentes.
Como trabajo futuro se va a aplicar la mis-
ma metodolog´ıa de comparacio´n y combina-
cio´n de sistemas a otras tareas de traduccio´n.
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