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A computational model is developed to investigate three-dimensional ﬂuid ﬂow instability and transition to unsteadi-
ness. The simulated domain corresponds to a parallelepiped conﬁguration which is a restriction to the ﬂuid phase of com-
monly used conﬁgurations in crystal growth (viz. Bridgman conﬁguration). In the present work, this problem is studied
using three-dimensional simulations and focuses on symmetry breaking and transition to unsteadiness occurring for a
low Prandtl number ﬂuid (Pr = 0.01).
Three-dimensional simulations presented thus overcome the limitation of the two-dimensional approach. It has been
found that the initially steady symmetric ﬂow in the three-dimensional case becomes asymmetric for lower Ra number than
for the two-dimensional case. The breaking in symmetry occurs ﬁrstly in the transverse plane. For the relatively low Ra
number we still have no intensiﬁcation in the global heat transfer but it appears that the heat transfer increases locally
on the bottom and decreases on the vertical active walls. The classical spiral ﬂows typical characterizing the three-
dimensional eﬀect (in the third direction) are also identiﬁed.
 2006 Published by Elsevier Inc.1. Introduction
Phase change is of great importance in the materials and crystal growth processes. The control of this phe-
nomena permits growth of high quality pure crystals. Investigation of stability for melt ﬂows under crystal
growth conditions permits one to qualify the critical operating parameters of crystal growth. Hence there
has been increased interest in the ﬂows of liquid metals in cavities subjected to external temperature gradients.
Stable dynamic solutions are important for practical applications because of their impact on the constitu-
tional control (dopant distribution). During solidiﬁcation of binary alloys the thermal and concentration
buoyancy forces either aid (or oppose) each other, depending on the type of alloy and process of the heating
(and cooling).0307-904X/$ - see front matter  2006 Published by Elsevier Inc.
doi:10.1016/j.apm.2006.03.001
* Corresponding author. Fax: +33 5 55 45 72 11.
E-mail address: ganaoui@unilim.fr (M. El Ganaoui).
Nomenclature
Ax x aspect ratio, Lx/Lz
Ay y aspect ratio, Ly/Lz
Dc mass diﬀusivity [m
2 s1]
g gravitational acceleration [m s2]
h dimensionless heating height, scaled using Lz
Lx dimension of cavity in x-direction [m]
Ly dimension of cavity in y-direction [m]
Lz dimension of cavity in z-direction [m]
N buoyancy ratio, bSDC/bTDT
Nudown Nu on bottom wall ¼
R 1
y¼0
R 1
z¼0
oh
ox jx¼0 dy dz
Nuup Nu on top wall ¼
R 1
y¼0
R 1
z¼0
oh
ox jx¼1 dy dz
NuLat Nu on lateral walls ¼
R 1
y¼0
R 1
x¼0
oh
ox jz¼0;1dy dx
Pr Prandtl number, =m/a
Ra Rayleigh number, ¼ gbTDTL3Z=ðmaÞ
SC Schmidt number, =m/Dc
T dimensional temperature [K]
u, v, w components of dimensionless velocity
x, y, z dimensionless Cartesian coordinates of system
Greek symbols
a thermal diﬀusivity [m2 s1]
bT coeﬃcient of volumetric expansion [K
1]
h dimensionless temperature, =(T  TC)/(TH  TC)
l dynamic viscosity [kg m1 s1]
m kinematic viscosity [m2 s1]
q density [kg m3]
1250 R. Bennacer et al. / Applied Mathematical Modelling 30 (2006) 1249–1261The classical Bridgman conﬁguration heated from the top, is more stable, the ﬂow is weak and is mainly
due to the two-dimensional temperature ﬁeld which results in a cold (more dense) stream of ﬂuid descending
towards the centre of the solid interface (see Fig. 1) Thus for this classical case, the two contra-rotating cells
accumulate solute near the interface. The iso-concentration lines show such behaviour in the immediate vicin-
ity of the interface. The species accumulation can leads to morphological instabilities.
For the inverted Bridgman, ﬂow results not only from the two-dimensional temperature ﬁeld (discussed
above) but also because of the classical Rayleigh–Benard conﬁguration. The ﬂow obtained for the same con-
trolling parameter (Pr = 0.01, Ra = 4 · 103) is much stronger and results in better species mixing as can be
seen in the thinner boundary layer (see Fig. 1). The ﬂow intensity and the ﬂow direction on the solid-liquid
interface induce more homogeneous species.
Fluids heated from below exhibit very strong non-linear behaviour, which is of interest in many scientiﬁc
ﬁelds. The classical Rayleigh–Be´nard problem oﬀers a ﬁrst approach to studying the complexity of the ﬂow,
which evolves from a conductive solution to a convective one and it can be considered as the ﬁrst predictive
method of coupling with the solid/liquid transition. For example, in the electronic industry, interface shape is
strongly aﬀected by convection [1].
Two-dimensional models are commonly used for predictive numerical investigation of directional solidiﬁ-
cation conﬁgurations based on solutal control [2,3], under low gravity conditions [4] or on thermal control [5].
In these cited works a two-dimensional model was utilized for both the restricted ﬂuid phase and full
solidiﬁcation model. Computational results presented in these papers were used to analyze a dynamic regime
Fig. 1. Pr = 0.01, Ra = 4 · 103, Le = 100, Cubical domain, given concentration in the top and bottom surface. (a) Schematic diagrams; (b) isotherms; (c) iso-concentration; (d) velocity
vectors.
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1252 R. Bennacer et al. / Applied Mathematical Modelling 30 (2006) 1249–1261interacting with the solid/liquid transition. Recent extensions to three-dimensional calculations [6] are limited
to high Prandtl number and do not cover the extensive situations encountered in real crystal growth.
This study focuses on the three-dimensional character of low Prandtl number ﬂows and on the symmetry
breaking phenomena which can produce some unsteadiness in the ﬂow and consequently perturb the solid/
liquid interface shape and dopant distribution. Only the hydrodynamics in the melt is analyzed in this paper.
In past papers, investigation of the critical stability limit for the onset of the natural convection in two-dimen-
sional ﬂows was undertaken and the threshold value for breaking symmetry and unsteadiness were identiﬁed
[7,8].2. Model and numerical method
The problem under consideration is sketched in Fig. 2. It consists of a Cartesian domain ﬁlled with a low
Prandtl number liquid metal (Pr = 0.01), heated from below and cooled from the top. The left and right walls
are heated up to a height h( = H/Lz) and are adiabatic in the remaining part (1  h). The front and the rear
walls are set to be adiabatic.Fig. 2. Schematic diagram of (a) the physical domain and (b) the simpliﬁed conﬁguration studied.
R. Bennacer et al. / Applied Mathematical Modelling 30 (2006) 1249–1261 12532.1. Governing equations and boundary conditions
The thermo physical properties of the ﬂuid are treated as constants. Newtonian and laminar ﬂow is
assumed and the Boussinesq approximation has been used, in which the liquid density is assumed to be con-
stant except in the buoyancy term of the momentum equation.
The following non-dimensionalisation are introduced:x ¼ x0=Lz; y ¼ y 0=Lz; z ¼ z0=Lz;
u ¼ u0Lz=m; v ¼ v0Lz=m; w ¼ w0Lz=m;
P ¼ P 0L2z=qm2; s ¼ t0L2z=m;
h ¼ ðT  T CÞ=ðTH  T CÞ;
/ ¼ ðC  CCÞ=ðCH  CCÞ;in which Lz is the length of the cavity in the z direction, m is the kinematic viscosity, q is the ﬂuid density and
TH (CH) and TC (CC) are the hot and cold wall temperatures (concentration) respectively.
With the above assumptions and dimensionless variables, the governing equations to be solved can be writ-
ten as
Continuityou
ox
þ ov
oy
þ ow
oz
¼ 0. ð1ÞX-Momentumou
os
þ u ou
ox
þ v ou
oy
þ w ou
oz
¼  oP
ox
þ Ra
Pr
ðhþ N/Þ þ r2u. ð2ÞY-Momentumov
os
þ u ov
ox
þ v ov
oy
þ w ov
oz
¼  oP
oy
þr2v. ð3ÞZ-Momentumow
os
þ u ow
ox
þ v ow
oy
þ w ow
oz
¼  oP
oz
þr2w. ð4ÞEnergyoh
os
þ u oh
ox
þ v oh
oy
þ w oh
oz
¼ 1
Pr
r2h. ð5ÞSpecieso/
os
þ u o/
ox
þ v o/
oy
þ w o/
oz
¼ 1
Sc
r2/. ð6ÞThe non-dimensional parameters appearing in the equations are the Prandtl number Pr = m/a, Rayleigh num-
ber, Ra ¼ gbTDTL3Z=ðmaÞ, the buoyancy ratio N (considered equal zero) and Schmidt number Sc = m/Dc.
Velocity is assumed to be no slip on the entire boundary of the domain and the temperature boundary con-
ditions are:hð0; y; zÞ ¼ 1; /ð0; y; zÞ ¼ 1;
hðx; y; 0Þ ¼ hðx; y; 1Þ ¼ 1 for 0 < x < h;
oh
ox




ðx;y;0Þ
¼ oh
ox




ðx;y;1Þ
¼ 0 for h < x < 1;
o/
ox




ðx;y;0Þ
¼ o/
ox




ðx;y;1Þ
¼ 0;
hð1; y; zÞ ¼ 0; /ð1; y; zÞ ¼ 0:
1254 R. Bennacer et al. / Applied Mathematical Modelling 30 (2006) 1249–12612.2. Method of solution
Eqs. (1)–(5) are approximated by using a staggered, non-uniform control volumes grid, and a third order
accurate QUICK scheme [9] for the advection terms. ULTRA-SHARP [10,11] ﬂux limiter is used to remedy
any non-physical oscillations. The SIMPLE algorithm is used to couple momentum and continuity equa-
tions. The momentum equations are solved by the implicit procedure (SIP), which is extended here to handle
three-dimensional problems. The discretization of the pressure correction equation results on a symmetric
coeﬃcient matrix that is solved by using the conjugate gradient (CG) method. The coeﬃcient matrix result-
ing from the discretization of the energy equation is non-symmetric and is solved iteratively by the BI-
CGSTAB method. SSOR preconditioning is used for accelerating the convergence rates of both the CG
and the BI-CGSTAB methods. To reduce the high computer times inherent in the three-dimensional natural
convection problems, a full approximation storage (FAS) full multigrid (FMG) method [12] is applied to the
problem.
The equations are solved by a four level ﬁxed V-cycle procedure starting with the coarsest grid level
and progressing to the ﬁner one. A tri-linear interpolation is used for all variables, together with an area
weighted average procedure used for all quantities deﬁned on the control-volume surface (such as velocities)
and a volume weighted average procedure is adopted for all quantities deﬁned at the control-volume centre
such as pressure and temperature. For time dependant problems, a second order accurate Euler scheme is
used.
In this work 82 · 82 · 82 irregular grids are used and 122 · 122 · 122 on the ﬁnest level. The non-uniform
grids have denser clustering near the surface boundaries. The computational code was validated by compar-
ison with the numerical results of Mukutmoni and Yang [13] and the three-dimensional test case is presented
in the existing benchmark Bennacer et al. [14].
3. Results and discussion
The eﬀect of the heating size parameter on the resulting heat transfer on the bottom and top of the cavity
are presented in Fig. 3. Heat transfers rates through the top and bottom surfaces are not equal, except for the
h = 0 case, because of the additional heating on the two lateral walls (z = 0 and z = 1). The upper heat transfer
balances the contribution of the lower and two lateral surfaces.
For Ra = 3 · 103, the heat transfer is mainly diﬀusive with weak ﬂow and it is totally conductive for the
h = 0 case.-0.1 0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
1
N
u
h
 Nu_down
 Nu_up
Ra = 3x103
Fig. 3. Heat transfer on upper and lower surfaces for diﬀerent heating sizes h (Ra = 3 · 103,Ax = Ay = 1).
R. Bennacer et al. / Applied Mathematical Modelling 30 (2006) 1249–1261 1255The diﬀerence between the average heat transfer on the lower and the upper surfaces increases with h
because of the increasing contribution of the two lateral surfaces. For considerable heating sizes (h) the main
heat transfer is from the side to the upper part with a very small contribution from the bottom surface, result
in a stronger ﬂow and consequently better mixing of the species.
The eﬀect of Rayleigh number on the heat transfer at the top of the cavity is shown in Fig. 4 for diﬀerent h
values. For lower Ra the resulting Nusselt number Nu is constant and corresponds to the previously discussed
diﬀusive heat transfer.
For a given Ra number, increasing h induces higher transfer which is not equal to 1, except for h = 0, since
we used a one dimensional diﬀusive heat transfer given by qref = k(TH  TC)/Lx as the reference heat ﬂux. The
transitional Ra number decreased with h (for the parameters investigated).
It should be noticed that the case h = 0 corresponds to the standard Rayleigh–Be´nard bifurcation problem
[15]. In this case one main cell, due to the heating at the bottom wall, is obtained. This cell can rotate either
clockwise or counter-clockwise and also in the diagonal plane depending on the governing parameters. Fig. 5
shows the local heat transfer coeﬃcients (Nu number) on the hot bottom surface for diﬀerent Ra in the tran-
sitional range. The local heat transfer distribution can be used to illustrate the ﬂow pattern where the higher
Nu values correspond to the location of the impacting jet on the surface and the lower Nu values to the loca-
tion of the rising ﬂow. The iso-contours of local heat transfer on the bottom (x = 0) correspond to one
rotating main cell inside the cavity under three situations: a diagonal situation in the z–x plane and in the
y–x plane.
The wavelength and the pattern of the obtained ﬂow depend on several parameters: this is beyond the scope
of the present study.
The global transition from diﬀusive to convective solution (Fig. 3) seems to be similar for the diﬀerent cases.
Nevertheless it is clear that lateral heating modiﬁes the ﬂow structure.
The temperature ﬁeld is presented in Fig. 6(a), it shows cooling on the upper surface, heating on the bottom
and on the two vertical surfaces, and the adiabatic areas.
The hot ﬂuid goes up along the heating vertical plate and moves down in the vertical x–y mid-plan. The
ﬂow consists of two counter-rotating main cells inside the cavity, as shown in Fig. 6(b) by the stream-trace
in the vertical x–z mid-plane. This motion brings cold ﬂuid from the top to the bottom wall through the core
of the cavity (Fig. 6(b)). The resulting ﬂow for this Ra exhibits a weak spiral ﬂow, similar to a 2D ﬂow struc-
ture in a deep cavity.
The increase of the Ra (in the lower range) modiﬁes the ﬂow intensity without signiﬁcantly aﬀecting the
overall heat transfer (Fig. 4) but it does modify the ratio between lateral and lower surface contributions
(Table 1).
The resulting symmetric regimes (previously discussed) exhibit increases in the ﬂow intensity with Ra and h.
The ﬂow loses this symmetry for Ra = 4 · 103. This feature is seen in Fig. 7. This ﬁgure shows iso-contours of1.0
1.1
1.2
9x1032x103
N
u U
P
Ra
 025
 0 .1
 h=0
Fig. 4. Heat transfer versus Ra on the upper surface for diﬀerent heating sizes h (Ax = Ay = 1).
Fig. 5. The local Nusselt number on the hot-lower surface, for h = 0, at diﬀerent Ra, (a) 4 · 103, (b) 4.5 · 103 and (c) 5 · 103.
1256 R. Bennacer et al. / Applied Mathematical Modelling 30 (2006) 1249–1261local heat transfer on the bottom horizontal surface (x = 0) for three diﬀerent Ra corresponding to three
situations:
(i) For low Ra(6101), solutions exhibit a diﬀusive temperature ﬁeld (Fig. 7(a)). The maximum gradient is in
the middle due to the imposed thermal boundary conditions.
(ii) For intermediate Ra, the increase in the ﬂow induces higher local Nu in the centreline due to the arriving
of the cold ﬂuid. The eﬀect of the third direction is obvious as the friction, close to the walls y = 0 and
y = 1, damps the ﬂow, so that the local transfer is lower (Fig. 7(b)). The maximum heat transfer is
located in the centre of the surface.
Fig. 6. (a) The 3D temperature ﬁeld and (b) stream traces at the lateral plane x–z for y = 0.5, for Ra = 1 · 103.
R. Bennacer et al. / Applied Mathematical Modelling 30 (2006) 1249–1261 1257(iii) For Ra = 3 · 103 we have a break in the symmetry in the transversal direction (Fig. 7(c)) which appears
earlier than in the two-dimensional case and is in the plane perpendicular to the one obtained in the two-
dimensional case. The vertical y–x mid-plane symmetry vanishes and a full three-dimensional solution is
obtained. For this situation we still have a particular symmetrical ﬁeld in the x–z mid-plane and the
vertical line (y = z = 0.5) corresponds to a symmetrical line. For higher Ra (4 · 103) we have a global
non-symmetrical ﬂow where the main ﬂow moves either to front (y = 0) or rear (y = 1) planes.
The third case with symmetrical line consists of two counter-rotating rolls in the y-direction. The rolls are of
equal sizes in the middle vertical plane x–z and a non-equal size behind and in front to the plane. An example
of such a situation is illustrated in Fig. 8 where stream traces are represented on three diﬀerent planes
(y = 0.15, 0.5 and 0.85). The ﬂow shape versus the depth is obvious and this explains the local heat transfer
distribution of Fig. 7.Table 1
Nu for diﬀerent Ra (Ax = Ay = 1); h = 0.75
Nu Ra
100 101 102 103 2 · 103 3 · 103 4 · 103
Down 0.258 0.258 0.260 0.279 0.304 0.310 0.337
Lateral 0.69 0.69 0.69 0.69 0.686 0.684 0.68
Top 2.10 2.10 2.10 2.12 2.13 2.14 2.15
Fig. 7. Local Nusselt number on the hot-lower surface (y–z plane) for diﬀerent Ra, (a) 1 · 101, (b) 2 · 103 and (c) 3 · 103.
1258 R. Bennacer et al. / Applied Mathematical Modelling 30 (2006) 1249–1261For the two-dimensional case we have a symmetrical solution until Ra = 5000 and an asymmetric one for
RaP 7000. The ﬂow becomes unsteady for Ra > 30,000 and periodic for Ra > 40,000 [7]. In the three-dimen-
a 
b 
c 
Fig. 8. Stream traces at diﬀerent lateral planes (a) y = 0.15, (b) y = 0.5 and (c) y = 0.85, for Ra = 3 · 103, Pr = 0.01 and cubical cavity.
R. Bennacer et al. / Applied Mathematical Modelling 30 (2006) 1249–1261 1259sional case the asymmetric and unsteady case appear for lower Ra in comparison to the two-dimensional
approach.
The asymmetric solution could be due to the chosen aspect ratio. Analyzing the eﬀect of the depth of the
cavity, a two-dimensional asymmetrical ﬂow is obtained for low Ay and fully three-dimensional for high Ay.
The depth dependency illustrates clearly the existence of wave-length eﬀects in the y-direction. The ﬂow is sim-
ilar to the one shown in Fig. 8 for Ly = 1 (cubical case), however it is more asymmetric. These result (Fig. 9)
gives a clear situation were an asymmetrical ﬂow is obtained with a symmetrical conﬁguration in the middle of
the cavity. Such solution is more stable in comparison to a one side asymmetrical solution and the physical
Fig. 9. Vertical velocity component map in the horizontal mid-plan (y—z) for Ra = 3 · 103, Pr = 0.01 and Ly = 2.
1260 R. Bennacer et al. / Applied Mathematical Modelling 30 (2006) 1249–1261reason can result from an increase of surface between the two contra-rotating cells allowing higher surface
exchange and increasing the path distance and time relaxation of ﬂuid particle travelling from hot to cold
surface.
The remaining symmetry in the centre of the cavity could be the main explanation of the symmetric steady
state solution obtained under the two-dimensional assumption for corresponding Ra. For higher Ra, the 2D
approach capture the asymmetric solution corresponding to the one obtained in front and behind the central
symmetric plane.
4. Conclusion
In this work three-dimensional computations of a simpliﬁed phase change problem in a vertical Bridgman
conﬁguration heated from below are presented. The advantage of the inverted vertical Bridgman is its ability
to reduce micro-segregation in comparison to the classical vertical Bridgman heated from the top. The species
mixing is a consequence of the increased ﬂow intensity. Such ﬂow increases can lead to asymmetrical ﬂow or
unsteadiness for lower controlling parameters (Rayleigh number). The eﬀect of the Ra, the heating size h (fur-
nace size) and the aspect ratio Ay on the ﬂow structure and heat transfer distribution is analyzed.
A comparison to a previous two-dimensional approach has been discussed and the resulting diﬀerence in
the appearance of symmetry breaking for lower Ra (and in the transversal plane) is presented. This analysis
also illustrates the limitation of the two-dimensional simulations in identifying such transitions. The ﬂow
becomes three-dimensional for relative low Ra and the preliminary results illustrate the eﬀect of the depth
of the cavity on the mean ﬂow and the existence of a wavelength in the third direction.
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