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1. Introduction and main results
We consider periodic solutions of the Duﬃng equation:
x′′(t) + f (t, x(t))= 0, (1.1)
x(1) − x(0) = 0= x′(1) − x′(0), (1.2)
where f : [0,1] × R → R is continuous, and meanwhile, we assume that f ′ : [0,1] × R → R is also continuous, where f ′
denotes the derivative with respect to x. Suppose that f satisﬁes the condition:
(H1)
1∫
0
f (t,+∞)dt > 0>
1∫
0
f (t,−∞)dt,
where f (t,+∞) = lim infx→+∞ f (t, x) and f (t,−∞) = limsupx→−∞ f (t, x).
Our main result is the following theorem.
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658 K. Li / J. Math. Anal. Appl. 378 (2011) 657–666Theorem 1.1. Assume λ and λ0 ∈ L∞[0,1] and f ∈ C1([0,1] × R,R) satisﬁes (H1), and the following two conditions:
(H2) 0 f (t,x)x < λ(t) as |x| r > 0, r is a constant, with i(λ) = 1, v(λ) = 0.
(H3) f (t,0) = 0, λ0(t) = f ′(t,0) and 1 ∈ [i(λ0), i(λ0) + v(λ0)].
Then (1.1)–(1.2) has at least one nontrivial solution.
Moreover, if we assume
(H4) v(λ0) = 0, i(λ0) 3,
then (1.1)–(1.2) has at least two nontrivial solutions.
Here for any a ∈ L∞[0,1], i(a) and v(a) denote its index and nullity of associated linear Duﬃng equations (see [1,14]
for references). In Section 2, we will brieﬂy recall the index and its properties. For the readers’ convenience, we give an
example: Assume λ is a constant. Then
i(λ) =
{
0 as λ 0,
2k + 1 as λ ∈ (4k2π2,4(k + 1)2π2], and v(λ) =
⎧⎪⎨
⎪⎩
0 as λ = 4k2π2,
1 as λ = 0,
2 as λ = 4k2π2, k ∈ N+.
In [1], an index for the second order linear Hamiltonian systems was deﬁned. And in [14], an index for more general
linear self-adjoint operator equations was developed. In [5–7,9], by Conley, Zehnder and Long, an index theory for symplectic
paths was deﬁned. More applications about this index theory can be found in [11,12,2,3,10,8]. As in [10], throughout this
paper, for a1,a2 ∈ L∞[0,1], we write a1  a2, if a2(t) − a1(t)  0, for a.e. t ∈ [0,1]; we write a1 < a2, if a1  a2, and
a2(t) − a1(t) > 0 holds on a subset of [0,1] with nonzero measure.
There are many results for (1.1)–(1.2) in literature. It is well known [4] that under conditions
(2kπ)2 + δ  f (t, x)
x

(
2(k + 1)π)2 − δ, as |x| > r > 0, k ∈ N,
(1.1)–(1.2) has at least one solution. Such conditions are called nonresonant. Resonant conditions in [16,15]:
(2kπ)2  f (t, x)
x

(
2(k + 1)π)2, as |x| > r > 0, k ∈ N,
are not enough for existence solutions of (1.1)–(1.2). An additional condition called the (LL) condition like (H1) is needed.
These three papers [4,16,15] are about existence of solutions.
In [13], the author, using the Morse theory, investigated the nontrivial solutions of operator equations Ax + dg(x) = θ
with resonance, where A is a bounded self-adjoint operator deﬁned on a Hilbert space H and g ∈ C1(H,R). Because the
author assume that g ∈ C1(H,R) has a bounded and compact differential dg(x), only if f is bounded his result can be used
to discuss (1.1)–(1.2).
Compared with the above papers our theorem is a new result, which concerns multiple periodic solutions of (1.1)–(1.2)
with resonance. In order to prove our theorem, we construct the corresponding functional:
ϕ(x) = 1
2
1∫
0
∣∣x′(t)∣∣2 dt −
1∫
0
F
(
t, x(t)
)
dt, ∀x ∈ E, (1.3)
where F (t,u) = ∫ u0 f (t, s)ds, u ∈ R, and E will be described in Section 2. This functional ϕ(x) is continuous differentiable
on E , and any critical point of ϕ corresponds to a solution of (1.1)–(1.2).
In Section 3, we will give the proof of Theorem 1.1 by the Morse theory following [13,10].
2. Index theory for linear Duﬃng equations
For any a ∈ L∞[0,1], consider the following equations:
x′′(t) + a(t)x = 0, (2.1)
x(0) − x(1) = x′(0) − x′(1) = 0. (2.2)
Deﬁne a Hilbert space E := {x ∈ H1[0,1] | x(0) = x(1)} with norm ‖x‖E := {
∫ 1
0 [|x(t)|2 + |x′(t)|2]dt}
1
2 and
qa(x, y) =
1∫ [
x′(t)y′(t) − a(t)x(t)y(t)]dt, ∀x, y ∈ E. (2.3)0
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Proposition 2.1. For any a ∈ L∞[0,1]:
(1) The E can be divided into three parts:
E = E+(a) ⊕ E0(a) ⊕ E−(a)
such that qa is positive deﬁnite, null and negative deﬁnite on E+(a), E0(a) and E−(a) respectively. Furthermore, E0(A) and E−(A)
are ﬁnitely dimensional. We call ν(a) := dim E0(a) and i(a) := dim E+(a) the nullity and index respectively.
(2) (i(a), ν(a)) ∈ N× {0,1,2}.
(3) ν(a) is the dimension of the solution subspace of (2.1)–(2.2), and i(a) =∑s<0 ν(a + s).
(4) If a1  a2 , then i(a1) i(a2) and i(a1) + ν(a1) i(a2) + ν(a2); if a1 < a2 , then i(a1) + ν(a1) i(a2).
(5) There exists δ > 0 such that
qa(u,u) δ‖u‖2E , ∀u ∈ E+(a).
Remark. From (4), we can see that the index i(b) is monotone with respect to B .
Example 2.2. Let a(t) = 0. Then (2.1) and (2.2) have nontrivial solutions x = c (∈ R) = 0. So ν(0) = 1, i(0) = 0. If a(t) = 4π2,
then (2.1) and (2.2) have solutions c1 cos2πt and c2 sin2πt , c1 = 0, c2 = 0. So ν(4π2) = 2, i(4π2) = 1. If a(t) = 4k2π2,
then (2.1) and (2.2) have solutions ck1 cos2kπt and ck2 sin2kπt , ck1 = 0, ck2 = 0. So by (3) of Proposition 2.1, i(4k2π2) =∑
s<0 ν(4k
2π2 + s) =∑k−1n=1 ν(4n2π2) = 1+ 2(k − 1) = 2k − 1, ν(4k2π2) = 2.
The following lemmas are useful for us to prove the result.
Lemma 2.3. The norm ‖x‖C := sup0t1 |x(t)| C∗‖x‖E , for any x ∈ E, where C∗ (∈ R) is a constant.
Lemma 2.4. If (H2) holds, then we have that E = R⊕ E+(λ).
Proof. By (1) of Proposition 2.1 and conditions ν(λ) = 0, i(λ) = 1, we have that
E0(λ) = {θ}, dim E−(λ) = 1. (2.4)
By (1) of Proposition 2.1 and (2.4), we know that with respect to λ ∈ L∞[0,1], the following decomposition holds:
E = E−(λ) ⊕ E0(λ) ⊕ E+(λ)
= E−(λ) ⊕ E+(λ). (2.5)
Since E−(λ) is one dimensional space, we can assume that {e−} is a base of E−(λ), i.e. E−(λ) = span{e−}. So for any x ∈ E ,
we have
x = x− + x+ = c0e− + x+,
where x− ∈ E−(λ), x+ ∈ E+(λ), and c0 is a constant. For 1 (∈ R) ∈ E, we have the decomposition 1 = c1e− + e+ , where
e+ ∈ E+(λ) and c1 is a constant. It is obvious that c1 = 0. Indeed, if c1 = 0, then 1 = e+ , we will have a contradiction that
qλ(1,1) = −
∫ 1
0 λ(t)1
2 dt < 0 and qλ(e+, e+) =
∫ 1
0 (e
+′, e+′) − λ(t)(e+, e+)dt  0. So we obtain
x = c0e− + x+
= c0
c1
(
c1e
− + e+)− c0
c1
e+ + x+
= c0
c1
+
(
x+ − c0
c1
e+
)
.
We have proved that E = R ∪ E+(λ). It is also obvious that R ∩ E+(λ) = {θ}. In fact that if x (= θ) ∈ R ∩ E+(λ), we have
that on the one hand for x ∈ R, qλ(x, x) = −
∫ 1
0 λ(t)x
2 dt < 0; on the other hand for x ∈ E+(λ), qλ(x, x) =
∫ 1
0 |x′(t)|2 dt −∫ 1
0 λ(t)x
2(t)dt  0. By (1) of Proposition 2.1 and (2.3), we have x = θ . This is a contradiction. This completes the proof. 
In order to prove Theorem 1.1, we need some lemmas. Let X be a Hilbert space and ψ ∈ C1(X,R). As in [13], let
K = {x ∈ X | ψ ′(x) = θ}, ψm = {x ∈ X | ψ(x)m}. For an isolated critical point x0, the critical group is deﬁned by Cq(ψ, x0) =
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c = ψ(x0).
When ψ ∈ C2(X,R) and p ∈ K , we have that ψ ′′(p) is a self-adjoint operator. We call the dimension of negative space
corresponding to the spectral decomposing the Morse index of p and denote it by m−(ψ ′′(p)), and denote m0(ψ ′′(p)) =
dimkerψ ′′(p). If ψ ′′(p) has a bounded inverse we say that p is nondegenerate.
From [13, Chapter 3, Theorem 3.1, Chapter 2, Theorems 5.1, 5.2, Corollary 5.2], one can prove
Lemma 2.5. Assumeψ ∈ C2(X,R) satisﬁes the (PS) condition,ψ ′(θ) = θ, and there is a positive integer γ such that γ ∈[m−(ψ ′′(θ)),
m−(ψ ′′(θ)) +m0(ψ ′′(θ))] and Hq(X,ψm;R) = δqγ R for some regular m < ψ(θ), where δqγ =
{
1, q=γ ,
0, q =γ . Then ψ has a critical point
p0 = θ with Cγ (ψ, p0) = 0. Moreover, if θ is a nondegenerate critical point, and m0(ψ ′′(p0))  |γ − m−(ψ ′′(θ))|, then ψ has
another critical point p1 = p0, θ.
3. Proof of Theorem 1.1
The proof of Theorem 1.1 depends on the following lemma.
Lemma 3.1. Under assumptions (H1), (H2), the functional ϕ satisﬁes the (PS)-condition.
Proof. For {xn} ⊂ E , ϕ′(xn) → θ, and ϕ(xn) being bounded, we shall ﬁnd a convergent subsequence in E. By (1.3), for u ∈ E ,
we have
〈
ϕ′(xn),u
〉=
1∫
0
(
x′n(t),u′(t)
)
dt −
1∫
0
(
f
(
t, xn(t)
)
,u(t)
)
dt, (3.1)
where (·,·) is the usual inner product in R. Next, we will prove {‖xn‖E }∞1 is bounded. Indeed, it suﬃces to prove that ‖xn‖C
is bounded. By a contradiction, we assume that ‖xn‖C → +∞, as n → ∞.
Deﬁning
bn(t) =
{
f (t,xn(t))
xn(t)
, |xn(t)| r,
λ(t), |xn(t)| < r,
and hn(t) = f
(
t, xn(t)
)− bn(t)xn(t), (3.2)
from (H2), and f : [0,1] × R → R being continuous, we have
0 bn(t) λ(t) and
∣∣hn(t)∣∣< C0, (3.3)
where C0 is a constant. Then we get
f
(
t, x(t)
)= bn(t)xn(t) + hn(t). (3.4)
By (3.1), it follows that
1∫
0
(
x′n(t),u′(t)
)
dt =
1∫
0
(
f
(
t, xn(t)
)
,u(t)
)
dt + 〈ϕ′(xn),u〉. (3.5)
Assuming yn = xn‖xn‖C , by (3.4), and multiplying ‖xn‖−1C on both sides of (3.5), we can get
1∫
0
(
y′n(t),u′(t)
)
dt =
1∫
0
bn(t)ynu dt + ‖xn‖−1C
( 1∫
0
hn(t)u(t)dt + ϕ′(xn)u
)
. (3.6)
Furthermore, we add
∫ 1
0 (yn(t),u(t))dt on two sides of (3.6) to obtain
(yn,u)E =
1∫
0
y′u′dt +
1∫
0
ynu dt
=
1∫
bn(t)ynu dt +
1∫
ynu dt + ‖xn‖−1C
( 1∫
hn(t)u(t)dt + ϕ′(xn)u(t)
)
.0 0 0
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∫ 1
0 y
2
n(t)dt)
1
2  ‖yn‖C = 1 and (3.3) we have
‖yn‖E = sup
‖u‖E1
(yn,u)E 
1∫
0
(
bn(t)yn(t)u
)
dt +
1∫
0
(
yn(t)u
)
dt + C2
 C3‖yn‖L2‖u‖L2 + C2
 C∗,
where C2, C3 and C∗ are constants. So {‖yn‖E }∞1 is bounded. Then {yn} has a convergent subsequence. Without loss of
generality, we also denote it by {yn}. Then yn ⇀ y0 in E and yn → y0 in C[0,1]. By inequality 0  bn(t)  λ(t), we have
bn ⇀ b0 in L2[0,1]. Then taking the limits on both sides of (3.6), we have
∫ 1
0 y
′
0u
′ dt = ∫ 10 b0(t)y0(t)u(t)dt , for any u ∈ E,
i.e.
1∫
0
y′0u′ dt −
1∫
0
b0(t)y0u dt = 0 ∀u ∈ E. (3.7)
From (3.7) and [1], we have that y0 is a solution of the following problem:
y′′(t) + b0(t)y = 0 a.e. t ∈ [0,1],
y(0) − y(1) = 0 = y′(0) − y′(1). (3.8)
What’s more, because of 0  bn(t)  λ(t), we have b0 = 0. In fact, by the meaning of the notation “<” and “”, on the
one hand, if b0(t) = λ(t), then ν(b0) = ν(λ) = 0. Therefore, by the deﬁnition ν(·), this means that (3.8) only has a trivial
solution. In fact, by ‖yn‖C = 1, we obtain ‖y0‖C = 1. So (3.8) has a nontrivial solution. This is a contradiction. On the other
hand, if 0 < b0(t) < λ(t), then 1 = i(0) + ν(0) i(b0) i(λ) = 1 holds. While y0 is a nontrivial solution of (3.8), this leads
to ν(b0) = 1. So by (4) of Proposition 2.1, we get 2 = i(b0) + ν(b0)  i(λ) = 1. This is also a contradiction. All in all, from
discussion above, we obtain the conclusion that b0 = 0. So we immediately get y0 = constant ( = 0), which is the solution
of (3.8).
Since y0 is a nonzero constant, there are two cases about y0. One is that y0 > 0, the other is that y0 < 0. Firstly, we
discuss the situation that y0 > 0. If y0 > 0, for ∀ε > 0, ∃N = N(ε) such that for n > N , |yn − y0| < ε holds. Here, we take
the ε such that y0 − ε > 0, i.e. when n > N , yn(t) belong to the neighborhood of y0, (y0 − ε, y0 + ε), for all t ∈ [0,1]. This
means that yn(t) > y0 − ε, as n > N, for all t ∈ [0,1].
So by yn = xn(t)‖xn‖C , we can get that for any t ∈ [0,1], xn(t) (y0−ε)‖xn‖C > 0 if n > N. Then xn(t) → +∞ for all t ∈ [0,1],
as ‖xn‖C → ∞. By the assumption that ‖xn‖C → ∞, as n → ∞, taking the limits on both sides of (3.5) and letting u = 1,
we can obtain
1∫
0
f
(
t, xn(t)
)
dt → 0, as n → ∞. (3.9)
By Fatou’s Lemma and (3.9), we have
lim
n→∞
1∫
0
f
(
t, xn(t)
)
dt = 0
1∫
0
lim
n→∞
f
(
t, xn(t)
)
dt

1∫
0
f (t,+∞)dt,
a contradiction to assumption (H1). Hence, if y0 > 0, this has led to a contradiction. Secondly, in a similar way, we can
show that the case y0 < 0 will also bring a contradiction. Therefore, the sequence {‖xn‖C }∞1 is a bounded sequence. By
the equality xn = yn‖xn‖C and the fact that ‖yn‖E is bounded, we can get that {‖xn‖E }∞1 is bounded in E . Furthermore,{xn}∞1 has a weak convergent subsequence in E , without loss of generality, still denoted by {xn}∞1 . So we have xn ⇀ x0 in E
and xn → x0 in C[0,1]. In addition, by (3.1), we also have
1∫
0
(
x′0(t),u′(t)
)
dt −
1∫
0
(
f
(
t, x0(t)
)
,u(t)
)
dt = 0. (3.10)
At last, we only need to ﬁnish the mission that xn → x0 in E . Indeed, by (3.5), (3.10) and xn ⇀ x0, we obtain the fact that
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‖u‖E1
(xn − x0,u)E = sup
‖u‖E1
[ 1∫
0
(
x′n − x′0,u′
)
dt +
1∫
0
(xn − x0,u)dt
]
= sup
‖u‖E1
{ 1∫
0
[
f
(
t, xn(t)
)− f (t, x0(t),u(t))]dt + ϕ′(xn)u +
1∫
0
(xn − x0,u)dt
}
→ 0, as n → ∞.
The (PS) condition is veriﬁed. 
After giving the preliminary work, we can prove Theorem 1.1. The following proof comes from [13, Theorem 3.3], [14,
Theorem 2.2.4].
Proof of Theorem 1.1. Since ν(a) 2 for any a ∈ L∞[0,1], by Lemma 2.5, we only need to prove
Hq(E,ϕz;R) ∼= δqγ R (3.11)
for −z > −ϕ(θ) large enough, where γ = ν(0) = i(λ) = 1. By Lemma 2.4, we know that E can be split into two subspaces
R and E+(λ), i.e.
E = R⊕ E+(λ).
Next, we will take two steps to obtain the proof of (3.11).
First step: For −z > −ϕ(θ) large enough, we have
Hq(E,ϕz;R) ∼= Hq(M,M∩ ϕz;R), q = 0,1,2, . . . , (3.12)
whereM⊂ H will be deﬁned later. By assumption, for any y ∈ E , we have
〈
ϕ′(x), y
〉=
1∫
0
x′(t)y′(t)dt −
1∫
0
f
(
t, x(t)
)
y(t)dt. (3.13)
We will consider the behavior of f in two subintervals of [0,1]. One is {t | x(t)  r}, the other is {t | |x(t)| < r}. Since f
is continuous on [0,1] × (−∞,+∞), it is obvious that f (t, x(t)) is bounded on {t | |x(t)| < r}. So there exists a constant
M1 ∈ R such that | f (t, x(t))| < M1 when |x(t)| < r.
By Lemma 2.4, we have a decomposition with respect to x(t) ∈ E , i.e. there exist x+(t) ∈ E+(λ), c ∈ R such that x(t) =
x+(t) + c. When |x+(t) + c| < r, we have |c| < r + |x+(t)| < r + ‖x+‖C . Furthermore, we get∣∣∣∣c
∫
|x+(t)+c|<r
f
(
t, x+(t) + c
)
dt
∣∣∣∣< M1(r + ‖x+‖C ). (3.14)
By (H1), we have∫
|x++c|r
f (t, x+ + c)(x+ − c)dt =
∫
|x++c|r
f (t, x+ + c)
x+ + c (x+ + c)(x+ − c)dt
=
∫
|x++c|r
f (t, x+ + c)
x+ + c
(
x2+ − c2
)
dt
=
∫
|x++c|r
f (t, x+ + c)
x+ + c x
2+ dt −
∫
|x++c|r
c2
f (t, x+ + c)
x+ + c dt

∫
|x++c|r
λ(t)
∣∣x+(t)∣∣2 dt 
1∫
0
λ(t)
∣∣x+(t)∣∣2 dt, (3.15)
and by (3.14), we have∫
|x++c|<r
f (t, x+ + c)(x+ − c)dt =
∫
|x++c|<r
f (t, x+ + c)x+ dt − c
∫
|x++c|<r
f (t, x+ + c)dt
 M1‖x+‖C + M1
(
r + ‖x+‖C
)
. (3.16)
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〈
ϕ′(x), x+ − c
〉=
1∫
0
(
x′+(t) + c′, x′+(t) − c′
)
dt −
1∫
0
f (t, x+ + c)(x+ − c)dt
=
1∫
0
∣∣x′+(t)∣∣2 dt −
( ∫
|x++c|r
f (t, x+ + c)(x+ − c)dt +
∫
|x++c|<r
f (t, x+ + c)(x+ − c)dt
)

1∫
0
∣∣x′+(t)∣∣2 dt −
1∫
0
λ(t)x2+ dt − M1‖x+‖C − M1
(
r + ‖x+‖C
)
= qλ(x+, x+) − 2M1‖x+‖C − rM1
 C1‖x+‖2E − C4‖x+‖E − rM1,
where C1 > 0, C4 > 0 are constants. And hence, there exists R0 > 0 such that〈
ϕ′(x), x+ − c
〉
> 1, ∀x ∈ E with ‖x+‖E > R0.
SetM= (E+(λ)∩ BR0 )⊕R, where BR0 = {x ∈ E | ‖x‖E  R0}. We want to deﬁne a deformation from (E,ϕz) to (M,M∩ϕz).
Since for every x = x+ + c ∈M, f is decreasing along vector ﬁeld V (x) = −x+ + c, we can deﬁne the ﬂow σ = σ(t, x) =
e−t x+ + etc and Tx = ln‖x+‖E − ln R0, which is the ﬁrst time that σ(t, x) arrives atM. Then the deformation is
η(t, x+ + c) =
{
x+ + c, ‖x+‖E  R0,
σ (Txt, x), ‖x+‖E > R0.
One can verify that η : [0,1] × E → E is continuous and satisﬁes
η(0, ·) = idE , η(1, E) ⊂M, η(1,ϕz) ⊂M∩ ϕz,
η(t,ϕz) ⊂ ϕz, η(t, ·)|M = idM ∀t ∈ [0,1].
Then, (M,M∩ ϕz) is a deformation retract of (E,ϕz). So (3.12) is veriﬁed.
Second step: We begin to prove that for any −z > −ϕ(θ) large enough, we have
Hq(M,M∩ ϕz;R) ∼= δqγ R. (3.17)
In fact, assuming that |x(t)| = |x+ + c|  r, we will face two cases: one is x+ + c  r, another is x+ + c  −r. Firstly, we
analyze the situation that x+ + c  r. By assumption (H2), we have
F
(
t, x(t)
)=
x(t)∫
0
f (t, s)ds
r∫
0
f (t, s)ds +
x(t)∫
r
λ(t)s ds
 M2 + λ(t)
2
(
x2(t) − r2)
= M2 + λ(t)
2
x2+ + cλ(t)x+ +
λ(t)
2
c2 − λ(t)
2
r2
= c2 λ(t)
2
+ cλ(t)x+ + λ(t)
2
x2+ −
λ(t)
2
r2 + M2, (3.18)
where M2 > 0 is a constant. Furthermore, by (3.18), we can get
ϕ(x) = 1
2
1∫
0
∣∣x′(t)∣∣2 dt −
1∫
0
F
(
t, x(t)
)
dt
 1
2
1∫
0
x′2+ dt −
1∫
0
λ(t)
2
dt · c2 −
1∫
0
λ(t)x+ dt · c − 1
2
1∫
0
λ(t)
2
x2+ dt + r2
1∫
0
λ(t)
2
x+ dt − M2. (3.19)
Secondly, when x+ + c −r, we have
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(
t, x(t)
)=
x(t)∫
0
f (t, s)ds
−r∫
0
f (t, s)ds +
x(t)∫
−r
λ(t)s ds
 M3 + λ(t)
2
(
x2(t) − r2)
= c2 λ(t)
2
+ cλ(t)x+ + λ(t)
2
x2+ −
λ(t)
2
r2 + M3,
where M3 > 0 is a constant. Then we also get
ϕ(x) = 1
2
1∫
0
∣∣x′(t)∣∣2 dt −
1∫
0
F
(
t, x(t)
)
dt
 1
2
1∫
0
x′2+ dt −
1∫
0
λ(t)
2
dt · c2 −
1∫
0
λ(t)x+ dt · c − 1
2
1∫
0
λ(t)
2
x2+ dt + r2
1∫
0
λ(t)
2
x+ dt − M3. (3.20)
Meanwhile, by (H2), we know that f (t, x)  0 as x  r and f (t, x)  0 as x  −r. Firstly, we analyze the situation that
f (t, x)  0 as x  r. Since f (t,+∞) = lim infx→+∞ f (t, x) = lim infx→+∞,yx f (t, y) and infyx f (t, y) is a monotonically
increasing nonnegative function with respect to x r > 0, by (H1), we have
∫ 1
0 f (t,∞)dt =
∫ 1
0 lim infx→+∞,yx f (t, y)dt =
limx→+∞
∫ 1
0 infyx f (t, y)dt > 0. Then ∃x∗ ∈ R, for all l > x∗ ,
∫ 1
0 infyl f (t, y)dt > 0 holds. So letting x = x+ + c > l, where
l is ﬁxed and l > x∗ , we have
F (t, x+ + c) =
x++c∫
0
f (t, s)ds
=
l∫
0
f (t, s)ds +
x++c∫
l
f (t, s)ds
 M4 + (x+ + c − l) inf
x++cyl
f (t, y). (3.21)
Furthermore, by (3.21), we obtain
ϕ(x) = 1
2
1∫
0
∣∣x′(t)∣∣2 dt −
1∫
0
F
(
t, x(t)
)
dt
 1
2
1∫
0
∣∣x′+(t)∣∣2 dt − M4 − (x+ + c − l)
1∫
0
inf
x++cyl
f (t, y)dt.
So we get ϕ(x) → −∞, as c → +∞, uniformly in x+ ∈ E+(λ)∩ BR0 . Secondly, in a similar way, we also get ϕ(x) → −∞, as
c → −∞, uniformly in x+ ∈ E+(λ) ∩ BR0 .
We obtain from (3.19), (3.20), and the analysis above that
ϕ(x) → −∞ ⇔ |c| → +∞ uniformly in x+ ∈ E+(λ) ∩ BR0 .
Thus, there exist T > 0, z1 < z2 < −T , R1 > R2 > R0 such that(
E+(λ) ∩ BR0
)⊕ (R \ [−R1, R1])⊂ ϕz1 ∩M⊂ (E+(λ) ∩ BR0)⊕ (R \ [−R2, R2])⊂ ϕz2 ∩M. (3.22)
For the sake of convenience, we set NR = (E+(λ) ∩ BR0 ) ⊕ (R \ [−R, R]). Then (3.22) can also be denoted as
NR1 ⊂ ϕz1 ∩M⊂NR2 ⊂ ϕz2 ∩M.
We now begin to deﬁne a deformation from M ∩ ϕz2 to M ∩ ϕz1 . For every x ∈M ∩ (ϕz2 \ ϕz1 ), since the ﬂow is
deﬁned by σ(t, x) = e−t x+ + etc, ϕ(σ (t, x)) is continuous with respect to t , ϕ(σ (0, x)) = ϕ(x) > z1 and ϕ(σ (t, x)) → −∞ as
t → +∞, so the time t = T1(x) arriving at ϕz1 ∩M exists uniquely and is deﬁned by ϕ(σ (t, x)) = z1. Since
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dt
= 〈ϕ′(σ(t, x)),σ ′(t, x)〉
= 〈ϕ′(e−t x+ + etc),−e−t x+ + etc〉−1
as t > 0, the continuity of t = T1(x) comes from the implicit function theorem. Deﬁne
η1(t, x) = x, ∀x ∈ ϕz1 ∩M
= σ (T1(x)t, x), ∀x ∈M∩ (ϕz2 \ ϕz1),
then η1 : [0,1]×ϕz2 ∩M→ ϕz2 ∩M is continuous, and is a deformation from ϕz2 ∩M to ϕz1 ∩M and τ1 = η(1, (·)) :ϕz2 ∩
M→ ϕz1 ∩M is a strong deformation retract. Hence,
Hq(ϕz2 ∩M,ϕz1 ∩M;R) ∼= 0. (3.23)
Recall that for any topological spaces Z ⊆ Y ⊆ X , we have exact sequences
Hq(Y , Z;R) → Hq(X, Z;R) → Hq(X, Y ;R) → Hq−1(Y , Z;R).
From (3.22), in order to prove
Hq(M,ϕz2 ∩M;R) ∼= Hq(M,NR1 ;R) (3.24)
we only need to prove
Hq(ϕz2 ∩M,NR1 ;R) ∼= 0.
And from (3.23), it suﬃces to verify
Hq(ϕz1 ∩M,NR1 ;R) ∼= 0. (3.25)
Let τ2 : [0,1] ×NR2 →NR2 satisfy
τ2(t, x+ + c) = x+ + c, |c| > R1
= x+ + c|c|
(
tR1 + (1− t)c
)
, R2 < |c| R1.
We can verify that τ := τ1 ◦ τ2 : [0,1] × ϕz1 ∩M→ ϕz1 ∩M is continuous and satisﬁes
τ [0, x] = η1
(
1, τ2(0, x)
)= η1(1, x+ + c) = x+ + c = x
for any x ∈ ϕz1 ∩M. So τ [0, ·] = idϕz1∩M . And
τ [t, x+ + c] = τ1 ◦ τ2[t, x] = η1(1, x) = x,
for any x ∈ NR1 . So τ [t, ·]|NR1 = idNR1 . We can also see that τ satisﬁes τ (1,ϕz1 ∩M) ⊂ NR1 , τ (1,NR1 ) ⊂ NR1 ,
τ (t,NR1 ) ⊂NR1 . Then (NR1 ,NR1 ) is a deformation retract of (ϕz1 ∩M,NR1 ). This means (3.24) and hence (3.23) holds.
Finally from (3.23) we have
Hq(M,M∩ ϕz2;R) ∼= Hq
((
E+(λ) ∩ BR0
)⊕ R, (E+(λ) ∩ BR0)⊕ (R \ [−R1, R1]);R)
∼= Hq
(
R∩ [−R1, R1]; ∂
(
R∩ [−R1, R1]
);R)
= δqγ R, q = 0,1,2,3, . . . .
Here in the second ∼= we used the deformation ζ : [0,1]×M→M deﬁned by ζ(t, x) = tx+ + c, and excision property. This
is (3.17). And from (3.12) and (3.17), we can get (3.11). This completes the proof. 
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