Recent work at the Sussex Humanities Lab, a digital humanities research program at the University of Sussex, has sought to address an identified gap in the provision and use of audio feature analysis for spoken word collections. Traditionally, oral history methodologies and practices have placed emphasis on working with transcribed textual surrogates, rather than the digital audio files created during the interview process. This provides a pragmatic access to the basic semantic content, but obviates access to other potentially meaningful aural information; our work addresses the potential for methods to explore this extra-semantic information, by working with the audio directly. Audio analysis tools, such as those developed within the established field of Music Information Retrieval (MIR), provide this opportunity. This paper describes the application of audio analysis techniques and methods to spoken word collections. We demonstrate an approach using freely available audio and data analysis tools, which have been explored and evaluated in two workshops. We hope to inspire new forms of content analysis which complement semantic analysis with investigation into the more nuanced properties carried in audio signals.
Introduction
The Sussex Humanities Lab is a multidisciplinary research program tasked with embedding digital humanities into research and teaching practices across the University of Sussex. As a multidisciplinary team we have unique access to varied expertise and skills that enable us to carry out experimental work in an agile and proficient manner. One experimental project problematized the predominant approach within digital humanities -a largely text based domain -to treat digital audio files as text. 1 We applied Music Information Retrieval (hereafter MIR)
techniques to oral history interviews in order to develop new, complementary, approaches to text based methods of extracting semantic information from spoken word collections. As an established field, with established methods, the MIR community provides open source tools, code and libraries to work through our hypothesis, to treat audio as audio, and to help us work through and establish its practical application to spoken word collections. Having established the potential utility of MIR techniques to problems in both oral history and the digital humanities, we developed a workshop framework that aimed at exploring the utility of this approach for a variety of humanities scholars. The Version of Record of this manuscript has been published and is available in the Journal, Music Reference Services Quarterly, November , http://dx.doi.org/10.1080 November /10588167.2017 2 Taking oral history collections from the University of Sussex 'Archive of Resistance' as a test case, we led two distinct groups, at two separate workshops, through the process of using MIR approaches to categorize, sort and discover audio collections. This process enabled us to:
-Build a set of python workbooks that provide a conceptual and practical introduction to the application of MIR techniques (e.g. feature extraction and clustering) to spoken word collections.
-Work through, develop and amend use cases.
-Learn lessons, from two distinct communities and perspectives, about the potential benefits -or otherwise -of our approach.
Both workshops, the first at Digital Humanities 2016 (Krakow, July 2016) and the second at London College of Communication (March 2017), 2 provided points of clarification and discussion that enabled us to identify areas that require work. This article is therefore not a final report on our findings, instead it is an attempt to capture the hypothesis and problem statement, the experimentation and methodology used, and our preliminary findings. It also describes a method for workshop facilitation that utilizes a) virtual environments to reduce setup time for participants and facilitators and b) Jupyter Notebooks to enable participants to run sophisticated and complex code in a supported, learning environment. The Version of Record of this manuscript has been published and is available in the Journal, Music Reference Services Quarterly, November , http://dx.doi.org/10.1080 November /10588167.2017 3 consider our hypothesis and motivations, the workshops we developed and the technologies we used. The fifth and final part outlines our preliminary findings, both from mining oral history collections using audio feature analysis and from delivering workshops on MIR in a digital humanities context.
Background
The authors are current or former members of the Sussex Humanities Lab (hereafter SHL): a four-year university program, launched in 2015 at the University of Sussex, which seeks to intervene in the digital humanities. It is a team of 31 faculty, researchers, PhD students and technical and management staff, working in a state of the art space -the Digital Humanities Lab.
SHL collaborates with a network of associates across and beyond the university nationally and internationally and is radically cross-disciplinary in its approach. The aim of SHL is to engage with the myriad of new and developing technologies to explore the benefits these offer to humanities research and to ask what will technology do to the arts and humanities? To achieve this, SHL is divided into four named strands of activity: digital history and digital archiving; digital media and computational culture; digital technologies and digital performance; digital lives and digital memory. However, the intention is to make sure that our research crosses and links these strands, to develop fruitful methodological and conceptual intersections. The work described here grows from this multidisciplinary ethos, since the project combines the diverse interests and expertise of the authors. It stems from the inherently collaborative environment facilitated by SHL and is influenced by two strands in particular: digital history and digital archiving, and digital technologies and digital performance. The Version of Record of this manuscript has been published and is available in the Journal, Music Reference Services Quarterly, November 2017, http://dx.doi.org/10.1080/10588167.2017.1404307 6 information (i.e. timestamps that locate specific features and/or events within the audio) that could enhance and stimulate new directions in the qualitative research of others.
MIR draws from digital audio signal processing, pattern recognition, psychology of perception, software system design, and machine learning to develop algorithms that enable computers to 'listen' to and abstract high-level, musically meaningful information from lowlevel audio signals. Just as human listeners can recognize pitch, tempo, chords, genre, song structure, etc., MIR algorithms -to a greater and lesser degree -are capable of recognizing and extracting similar information, enabling systems to perform extensive sorting, searching, music recommendation, metadata generation, transcription on vast data sets. Deployed initially in musicology research and more recently for automatic recommender systems, the research potential for MIR tools in non-musical audio data mining is being recognized but yet to be fully explored in the humanities.
We chose to develop a one-day workshop related to this topic because the approach allowed us to explore our hypothesis and methods on different users, both expert and novice, from different disciplines, digital humanities and oral history, and garner important, domain specific feedback.
Experimentation: workshops and method
The workshops were intentionally experimental in nature (especially from a content analysis perspective), but were developed and delivered with a number of use cases in mind. We framed these use cases around three distinct contexts: the digital object, the content of the interview and the environment in which the interviews were carried out. Upon completion of the 
Introduction to MIR and technologies used
During the last decade content-based music information retrieval has moved from a small field of study, to a vibrant international research community 12 whose work has increasing application across music and sound industries. then be combined with domain specific knowledge -such as the assumption that note onsets occur at regular intervals in most music -to create a tempo detector. In turn, this might be used to inform musical genre recognition, in the knowledge -as above -that hip-hop generally has less beats per minute than dubstep.
Just as these low level features can be combined and constrained to create high-level, information with many applications in engaging with and managing music archives, we are interested in the possibility that information of interest to historians and digital humanists might be discoverable in a digital audio file, that would be missed by the analysis of semantic, textual surrogates alone. Whilst no off-the-shelf tools exist for such analysis yet, the open, experimental ethos of digital audio and machine learning research cultures means that there are many accessible software tool kits available which enable rapid experimentation.
Learning MIR in Jupyter Workbooks
Content based MIR combines methods of digital signal processing, machine learning and music theory which in turn draw upon significant perceptual, mathematical, programming VM images were created and distributed on USB memory sticks. Installation of the developer tools, sample digital audio files and a minimal host operating system (Lubuntu 32 bit) resulted in a VM image size of about 8GB. Oracle VM VirtualBox was selected as the technology to implement the VM as the software; it is free and cross platform. 17 The main drawbacks of the approach were the large amount of storage needed on user machines, and the requirement for authors to create content far enough ahead of the event so that it could be distributed with the VM image.
In response to the first drawback -the requirement of 8GB of available disk space is a barrier to adoption for some users -a server-based alternative was also developed. The local 14 computing requirement for the server-based approach is a modern web browser to run the Jupyter Notebooks and a terminal program capable of implementing the network communication method used for the service, such as a Secure Shell (SSH) tunnel. The reason for using SSH is that it simplifies security concerns relating to the provision of unrestricted access to a Python development environment across the internet. Tunneling through SSH is not necessary for secure access, in our case it provided a technique that did not impose restrictions on contributor code development methods. This is a trade-off between simplicity and restriction of user behavior.
Workbook content
The workbooks were designed to be taught across a full day. In the morning session, they were used to introduce participants to the key concepts of coding, digital audio and audio features. In the afternoon, they were used by participants to apply these ideas and methods to an In this example, only two files were used, but the approach is scalable to large data sets, demonstrating how audio feature analysis might be used to sort and explore unlabeled archives.
Large scale tests would be necessary to prove the generalizability of these results. Nevertheless, this example illustrates that simple feature analysis holds promise for meeting several of the use cases listed in Section 3. Because different recording devices create digital audio files with differing acoustic profiles, this approach has potential -for example -to reveal information about the content (use case 1.3). Identifying interviewee-specific characteristics suggests a route
The Version of Record of this manuscript has been published and is available in the Journal, Music Reference Services Quarterly, November , http://dx.doi.org/10.1080 November /10588167.2017 16 to automated content analysis: the identification of gender provides useful metadata (use case 2.1) that could underpin further gender-specific analyses (use case 2.2) and be potentially extended other personal characteristics (use case 2.4).
The final workbook explored how changes in textural information within a sound could be analyzed to identify the points at which the speaker changed from interviewer to interviewee.
In sound processing, the mel-frequency cepstrum (MFC) is a representation of the short-term power spectrum of a sound, based on a linear cosine transform of a log power spectrum on a nonlinear mel scale of frequency. The mel scale spaces frequency bands to approximate the human auditory system. The coefficients of the MFC (MFCCs) do not intuitively correlate with perceptual properties of sound, however they do consistently reflect timbral characteristics. If we calculate the MFCCs for short segments, or frames, of audio throughout the files, changes in values throughout the file reveal points of timbral, or textural change. By plotting a twodimensional self-similarity matrix -in which the difference between each frame is compared to all other frames -we can visualize periods of similarity and change. In musical applications, this technique is used to identify structures such as changes between and repetitions of verse and chorus; in spoken word interviews, this allows us to observe changes in texture which reflect transitions between interviewer and interviewee.
This example demonstrates how changes within a single file might be used to reveal changes in speaker characteristics: in this case who the speaker is (use-case 2.4). In combination with successful gender identification, this could be applied to use case 2.2, enabling large scale analysis of interviewer-interviewee dynamics. A similar method could potentially be developed to identify changes in rhythm or timbre (use case 2.3).
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Findings and lessons learned
The examples in the workbooks illustrated that relatively simple audio analysis could be used to provide useful extra-semantic insights into oral history interviews. However, the degree to which participants grasped the possibilities was directly related to their familiarity with firstly digital audio and secondly digital methods in general. Those participants who were familiar with basic digital audio concepts and programming techniques (as was the case with many participants at the Digital Humanities 2016 workshop), recognized the potential of this approach, particularly those who worked with large audio archives. Other participants, those who had not previously engaged with computational methods, or done any coding of any kind, found it more difficult to imagine wider usage. This was particularly true for those who worked with very small sets of recording, for which this type of analysis is largely irrelevant.
Whilst the process of developing and facilitating both workshops indicated that MIR methods and technologies can be usefully applied to digital audio files that contain spoken word, adoption of these techniques is likely to be amongst existing computationally literate communities. For some, understanding how to interpret the visual display of audio files (e.g. the spectrogram) was challenging: 'I found it hard to translate spectrograms and plots to observations about the interviews'.
18
Our workbooks allowed participants to carry out sophisticated, complex analysis, yet many participants found it difficult to envisage or imagine questions beyond those that we posed or included in the workbooks. This difficulty is linked to a number of factors. First, the workbooks in effect hide the complexities of a number of different tasks, so that while 18 MIR for Oral History Collections (feedback) participants could execute a piece of code and get results, this reduced understanding of the methods and the capabilities of the software libraries used and the code developed. Second, while the workbooks scaffolded learning, some participants -especially those new to programming -experienced a steep learning curve. This was especially evident in the second cohort/workshop, which mostly consisted of PhD students and researchers using oral history as a method in their work. Indeed, a portion of this cohort had little to no experience of the term "digital humanities" , or indeed the methods used in this domain. From our perspective it was interesting to discover that many oral history practitioners in this session still use the audio to text method as standard procedure. Therefore, working with the audio or digital files in a computational manner was completely unfamiliar territory. However, even though some participants found the workbooks challenging, they indicated to us that by working through the concepts, ideas and indeed the use cases, they felt inspired to re-think their current forms of analysis and to investigate how they might incorporate new forms of computational analysis.
One participant, working on an historical collection of oral history interviews, reported that they could see how using audio analysis might help to reverse engineer the methodology or order of the original interviews. Other participants noted that from an archival perspective, techniques used to cluster "related" content might help with cataloguing collections by creating new forms of metadata. Many participants remarked that although they did not envisage learning the skills necessary to carry out this kind of analysis, having seen the potential, they could see value in collaborating with data scientists to explore new approaches, something they had not previously considered.
These remarks made us reflect on how best such methods could be introduced into research communities with little or no prior engagement with computational methods. A
The Version of Record of this manuscript has been published and is available in the Journal, Music Reference Services Quarterly, November 2017, http://dx.doi.org/10. 1080/10588167.2017.1404307 19 common solution is to create a package with a graphical user interface and presets, which users can employ without conceptual or technical knowledge, yet the real potential of such methods can only be realized through hands-on, bespoke experimentation with specific real-world research questions. Our decision to present participants with pre-written executable code was intended as a compromise between these two positions.
In terms of the technological set up, with further time spent on preparation it would be preferable to develop a service to support the workshop exercises without tunneling the connection, which would result in a more reliable delivery of the service. HTTP (S) communication is resilient to the fluctuating quality that is common in public Wi-Fi networks as it does not require an uninterrupted connection, instead connections are created and destroyed with every interaction.
Provision of server based development environments is a good fit for cloud based computing infrastructures. The cost of running the cloud servers used for the workshops was less than £1 (or $1.30 approx.) for each event. In hindsight this means that server allocation should have been increased to improve service reliability. During both workshops broken connections were experienced and servers crashed; however, user experience was preserved by monitoring the cloud servers, supporting the participants and reconnecting broken connections as quickly as possible. The lesson learned with regards to connection and server stability was the extent of the variation of computing resource requirements across the activities and participants. The lesson learned with regards to the provision of virtual machines is the choice to use container technology (Docker) instead. Docker overcomes variations in user software configuration without the need to distribute a full operating system to every user.
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Conclusion
Our overall aim for this experimental project was to help the digital humanities and oral history community explore alternatives to the use of textual surrogates in oral history. Using offthe-shelf tools, we created and disseminated online interactive workbooks which demonstrate how generic audio analysis methods can be used to extract extra-semantic information from digital audio files. This approach might be used to complement traditional semantic analyses, providing automation of existing methods (metadata) or potentially new levels of analysis, such as interviewee-interviewer dynamics. By running participatory workshops, we tested the response of a wide range of humanists interested in oral history collections. The workshops demonstrated that this approach might be of great interest to DH researchers working with large audio databases, but are unlikely to be rapidly taken up by those working with small data sets, or with preference for manual methods.
Our work suggest great potential for audio-analysis in oral history. Refinement of methods to meet the use cases outlined in Section 3 will require systematic research on a wide range of large oral history archives in order to establish how well this work can be generalized and extended. In terms of future adoption in digital humanities communities, as with all computational analyses, a balance must then be sought between providing ready-to-use tools with a low barrier to entry, or nurturing a wider understanding technically and conceptually, such that members of the community may build and develop their own methods. As computational literacy grows amongst research communities, we see potential for novel applications of these methods in the future.
