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INTRODUCTION 
The purpose of this article is twofold. It will be shown that a suitable 
set of prescribed eigenvalues defines a unique Jacobi matrix. Furthermore, 
a constructive method will be presented for calculating the terms of the 
matrix explicitly in terms of the given eigenvalues. 
This article is selfcontained, but can also be considered as a sequel 
to an earlier publication [l]. The latter publication may be consulted for 
some historical information regarding inverse spectral problems as well 
as relationships to other kinds of inverse problems. 
NOTATION 
A Jacobi matrix is one of the form 
J= 
20 b. 0 0 .-. . .’ 
5, a, b, 0 .a. . . 
0 6, a2 b, - *- - - 
> . . . . . . 
. . . . . . 
. . . . a-* b,_, a, I 
where all ai, bi are real and in addition all bi are positive. 
(1) 
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By Jr we shall denote the truncated matrix obtained by deleting from 
J the first row and first column. 
ar b, 0 0 ... . 
b, a2 b, 0 *. . - 
Jo = 0 b, a3 b, * * - - 
. . . . 
I 
. . . . 
. . . . . . . b n-1 
Let {ii} be the set of eigenvalues of J, and {,u~} 
of Jr. Then we can construct the characteristic 
matrices. Let 
n 
\ 
(2) 
the set of eigenvalues 
polynomials of these 
Since we are dealing with self-adjoint matrices, 
it will be convenient to index them so that 
ilo > ;1r > As > * . * > 
p1 > #uz > * * * > 
It is well known [l] that every eigenvalue of 
all eigenvalues are real, and 
;3 *t (5) 
Pa. (6) 
a Jacobi matrix is distinct 
so that all inequalities in (5) and (6) are strict. One can also show that 
the sequence of the two sets of eigenvalues in (5) and (6) interlace so that 
ilo > /Al > a, =; /4! > * * * > p, > lb,. 
Let {P,} denote the eigenvectors of J so that 
(7) 
JP, = /liPi. (8) 
These Pi will be so normalized that the first component of Pi is 1. This 
is only possible if the first component of Pi does not vanish. If the first 
component of Pi were to vanish all of Pi would necessarily vanish. To 
see this one merely has to write (8) out in scalar form, using (1). This 
leads to certain recursion formulas between the components of Pi. From 
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these recursion formulas, the assertion regarding the first component of 
Pi is obvious. 
By (6,) we shall denote the canonical unit vectors. The ith component 
of 6, is Sikr the Kronecker delta. Note that the inner product 
(P,, 6,) = 1. 
Finally, we shall define the orthogonal matrix 
I 
0 0 *** 0 1 
0 0 -** 1 0 I 
(9) SC j 
. . 
. 
. . 
I 
0 1 a*’ 0 0 
1 0 *** 0 0, 
Note that .S2 = I. 
MAIN RESULTS 
THEOREM 1. Let {Ai} denote the eigenvalues of a Jacobi matrix J and 
{,u~} the eigenvalues of the truncated matrix JI. By use of {Ai} and {pi} a 
unique Jacobi matrix J can be constructed. 
REMARK. {&} and {pi} cannot be assigned arbitrarily. It is assumed 
a priori that they correspond to at least one Jacobi matrix. The theorem 
merely asserts that they correspond to precisely one such matrix, and an 
algorithm for the construction of that matrix will be provided. 
Proof. Consider the equation 
(11 - J)F = &, (10) 
where 1 is not an eigenvalue. A standard application of determinant 
theory now shows that the first component of F, namely (F, 6,) is given by 
(F, 4,) = 
1 -b, 0 .a. 0 
0 A-aa, -bl *** 0 
0 - bl l-b, ... 0 
0 0 0 . . . 1 - a, 
B(l) 
_ A@) 
w ’ (11) 
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where A(A) and B(A) are the characteristic 
respectively. F can be represented as follows 
F = (II - J)-V,, 
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polynomials of Jz and J, 
(152 
and for IAl > max/lil, by means of a Neumann expansion, we have 
so that 
(F, 6,) = f k$ (J”$ ‘0) . (13) 
We now consider the right side of (11). By a partial fraction decomposi- 
tion we have [see (3), (4) and (7)] 
A(4 2 A Vi) 
~ = i=OB’(;1,)(2 - Ai) * BP) 
For IL1 > maxl&l we find 
(14) 
(15) 
Since the left sides of (13) and (15) agree, we see that, by comparison 
of coefficients on the right side, that 
(J”So, 6,) = $$$, k = o, 1,2,. . . . 
I 
(16) 
(16) now enables us to derive the conclusion of the theorem. For k = 1 
we see that 
(JS,, 6,) = a 0 = i; @!! i=,, B’(&) ’ 
For k = 2 we have, by a direct computation, 
( J2do, 6,) = uo2 + b,2 = ,$. $$ ; 
I 
(17) 
(18) 
a0 is already known from (17) so that (18) determines bo2. But we required 
that all bi be positive, so that b. is now determined. 
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To complete the above argument, we assume that the first k rows 
of J have already been determined. 
Then 
where the coefficients {dj} depend on a,, a,,. , ak--l, b,, bl,. . . , bk_1, and 
are therefore known. One can easily show that d, = bobI. * * bk_l 
which is, of course, positive. By applying J to &, we have 
J& = bk-16k-1 + ak6k + bk&+b (20) 
so that, combining (19) and (20) 
Jk+% = dk[ak6k + bk&+ll + dk-dk46k + ’ ’ ’ . (21) 
The terms indicated by dots in (21) involve 6,-i, 6,-s,. . , 60. Now 
( Jzk+%3,,, 6,) = ( Jk+Vo, J”S,) = d,%, + + . . = & !j2;;fi,‘“i) . (22) 
The terms indicated by dots depend on a,,, a,, . . . , ak_l, b,, b,, . . ., bk_l, 
so that (22) determines a,. It is at this step that the positiveness of d, 
is important. Similarly, 
( J2k+2&,, 6,) = ( Jk+l&, Jk+‘d,,) = dk2[ak2 + bk2] + . - . = ,go Ai2;;;,;‘i’ 
I 
(23) 
determines b,. Now the first k + 1 rows of J have been determined and 
successively all rows of J can be found. 
This procedure leads to a unique matrix J, If there were a second 
Jacobi matrix J” with the same prescribed data, (16) would show that 
(J”&,, 4,) = (Jk4,, h,), k = 0, 1, 2,. . . . (24) 
The above now shows, using the preceding algorithm, that J = 1. 
An inspection of the proof of Theorem 1 shows that J depends on the 
prescribed data {&}, {pi} in a nonlinear manner. Accordingly, the following 
question arises naturally. Does J depend continuously on the prescribed 
data ? Theorem 2 provides a positive answer to this question. 
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THEOREM 2. Let J he a Jacobi matrix with given eigenvalues {Ii}. 
Furthermore, Jr is the corresponding truncated matrix with given eigenvalues 
{pi}. J depends continuously on the given data {Ii}, {,ui}. 
Proof. Let {Ai} and {,&} denote two other spectra corresponding to 
J and J”,, such that 
j&-Q <&, i=o,1,2 )..., n (25) 
I#& - bii < F, i = 1, 2,. . .) n. (26) 
Evidently, since A(1), A(ii), B(1), B(1) are polynomials, we have 
IF(&) - B’(Q < Pi&, i = 0, 1,. . . , ?z 
IA(&) - K&)/ < CCi&, i = 1, 2,. . . , n 
(27) 
(28) 
for suitable constants {pi}, {xi}. U se of (16) now shows that there exists a 
constant K. such that 
I( J%, 6,) - (f”&.,, 6,) I < KE, k = 1, 2,. . . , n + 1. (29) 
An inspection of the algorithm described in the proof of Theorem 1 
now shows that 
lad - Gil < ME, i = 0, 1,. . ., n (30) 
Ibi - &/ < ME, i = 1, 2,. . ., n (31) 
for a suitable constant M. It follows that J depends continuously on the 
given data. 
We now turn out attention to a somewhat different situation. It will 
be shown that, if J satisfies some additional symmetry properties, one 
spectrum {&} is enough to determine J uniquely. 
THEOREM 3. Let J be a Jacobi matrix satisfying the symmetry property 
a0 = a,, al = a,_l,. . . ai = a,_i, 
b, = b,_,, bl = bn_-2,. . . bi = b,_i-1, 
for all i. Then if the spectrum of J, namely (Ai> is given, J is defined uniquely 
and can be constructed as in Theorem 1. 
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Proof. In order to construct J, we should like to follow the same 
procedure as given in Theorem 1. The starting point was the formula 
A (4 
((I - J)-‘So, 60) = ~cn,’ 
given in (11). In this case, B(i) is given but A (2) is not so that (32) is not 
useful as it stands. We shall now describe a procedure that will enable 
us to calculate A(A) so that the previous procedure can again be used. 
The vector do can be expanded in terms of the eigenvectors of J SO that 
since Pi was so normalized that (P,, 6,) = 1. Now 
(A- J)-‘60 = ,go ,,p,,,z;- j,i) ) (34) 
1 
(33) 
and 
(V - J)-lSo, 4J = go&;;!! 2.) = 2 ,,p.,,2; _ 1.). (35) z z z L 
Use of (32) and (35) shows that 
(36) 
We shall now show how the llPr\l can be calculated so that A(A) will be 
fully determined by (36). 
The symmetry of J, assumed in the statement of the Theorem can be 
described as follows 
SJS = J, (37) 
where S is given in (9). Furthermore, we have 
JP, = &Pi (38) 
which can be rewritten in the form 
SJSSP, = &SP,, 
since S2 = I. But, by (37), we have 
(39) 
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JSP, = LiSPi. (40) 
Since all eigenspaces of J are one-dimensional, (38) and (40) show that 
SP, and Pi are linearly dependent so that 
SP, = kiPi, i =O,l,...,Fz (41) 
for suitable scalars {ki). Use of the orthogonality of S and (41) now shows 
that 
IlSPiII = /lpi/I = I& llP:ll 
so that lkil = 1 and ki = * 1. 
Next we consider [(;I - J)-rS,, S,], which is the last component of 
(A - J)-lS,. Use of standard determinant manipulations shows that 
A- aa - ba 0 *** 1 
- b, A- ar - br *a. 0 
0 - bl ;1 - a2 *. * 0 
0 0 0 . . . 0 
((A - J)-%,, 4z) = ’ 
BV) 
b,bl . * . b,_l = 
B(A) ’ 
(42) 
By the given data B(A) is known. Use of (34) enables us to express both 
sides of (42) in terms of partial fractions so that 
(43) 
Now we shall calculate (P,, 6,). Evidently, since SS, = 6,,, 
(P,, 6,) = (SPi, Sd,) = k,(P,, 6,) = ki 
so that 
l(Pi, %)j = 1, 
(43) and (45) now show that 
(44) 
(45) 
(46) 
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A combination of (32) and (36) now shows that 
A (4 __ = 
B(4 
(47) 
To determine the constant bobI * * * b,_l, we observe [by use of (3), (4)] 
that 
(47) now shows that 
bobI.. . b,_, = 
CT=,, j:,B’(I.,)) ’ 
and the right side of (47) is completely known. Therefore A(l) is also 
completely known. At this point the procedure of Theorem 1 is used to 
construct a unique J with the required properties. 
REMARK. If the eigenvalues are ordered as in (5), (43) shows that 
k, = kz = k4 = . . . = 1 
k, = k, = k, = . . . = - 1 
so that 
,,p,,,2 = (- W’&) 
z 
bob, .-a b,_l. 
We note that Theorem 2 applies to the above case as well. 
MODIFICATIONS OF PREVIOUS RESULTS 
In Theorem 1, the matrix J contains 2n + 1 unknowns and 2n + 1 
prescribed eigenvalues are used to determine these unknowns. In Theorem 
3, J contains n + 1 unknowns and n + 1 eigenvalues are prescribed. One 
can consider other similar problems where the number of unknowns in 
an operator and the number of prescribed eigenvalues fully determine 
the operator. 
Let W denote a diagonal positive matrix, i.e., W = diag(wo, WI, 
w2>. . . , w,) where all wi > 0. Let X, Y be two vectors in an n + 1 
dimensional inner-product space K where the inner product is defined by 
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[X, Y] = i*os. (48) 
Let J be a Jacobi matrix, as given in (1). The operator WJ is a selfadjoint 
operator in K, so that 
[WJX, Yl = LX, WJYI. (49) 
The following analog of Theorem 1 now holds. 
THEOREM 4. Suppose that the eigenvalues (&} of WJ, and {pi} of 
(WJ)% are prescribed alzd that all bi in J are klzown. Assume that wO in W is 
also known. Then a unique selfadjoint operator WJ acting on K can be 
constructed. 
N.B. There aye n + 1 unknown ai and n unknown wi. These 2n + 1 
unknowns aye determined by 2n + 1 prescribed eigenvalues. 
Proof. We proceed as in Theorem 1. A calculation shows that 
[(A - WJ)-lS,, So] = &> 
0 
where 
B(A) = 12 - WJI, A@) = [A - (WJLI. 
As in (16) we obtain 
UWJ)“So> Sol = & z$o w > k=O,1,2 ,.... 
E 
(51) 
The ai, wi can now be determined recursively from (51) exactly as was done 
earlier. The uniqueness of W and J follows from this construction. 
THEOREM 5. The matrix WJ constructed in Theorem 4 depends con- 
tinuously on the prescribed eigenvalues (Q and (,u~>. 
The proof is an exact duplicate of the one of Theorem 2. 
THEOREMS 6. Let J and W be as in Theorem 4, with the symmetry 
properties 
1 I am indebted to Dr. Ole Hald for pointing out an error in the original formula- 
tion of this theorem. 
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a0 = an, a, = U,_l,. . .I ai = a,_i, 
bo = b,-1, b, = bn_2,. . . , bi = bn_i-1, 
wo = w,, Wl = W,_l,. . . , Wi = W,_i> 
for all i. When “rz is even, the value of w. is assumed to be known. The eigen- 
values of WJ uniquely determine W and J, and the latter can be cortstructed 
explicitly. 
N.B. For n odd W and J contain (n + 1)/2 unknowns each. These n + 1 
unknowns aye then determined by a knowledge of the n + 1 eigenvalues of WJ. 
For n even J contains (n/2) + i tinknowns. With w. given W contains 
n/2 unknowns. Here agaipz, the n + 1 unknowns aye determined by n + 1 
eigenvalues. 
Proof. The proof parallels the proof of Theorem 3. As in (33) and 
(35) we obtain 
B(1) is of course known, but A (A), the characteristic polynomial of (WJ)I 
is not, as yet, known. 
As in (40) and (41) we see that 
WJP, = liPi 
WJSPi = liSPi 
so that 
SPI = kiPi, i = 0, 1,. . . , n, 
where ki = -+ 1. It follows that 
(53) 
(54) 
so that 
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lIpill = 
P’@i) I 
wow1 . . . w,bobl . . . b,_l ’ 
We now use the above information in (52) and obtain 
A (4 ~ = WlW2 
W 
. . . w,bobl 
* ’ ’ bn-l ,g ,B’(A,),fl - Ai) ’ (56) 
To deduce the value of wiw, - - * w, (N.B. the b, are presumed to be 
known) we use the fact that 
in (56). 
For n even, w. is given and now W and J can be found recursively 
exactly as in Theorem 1. The case where n is odd presents some minor 
complications. Now w. is not given, but is to be determined. An inspection 
of the algorithm used in Theorem 1 shows that we can obtain recursively 
the values of aowo, wowI, alwl, w,w2,. . . , w~_~w~, akwk,. . . , up to the index 
where k = (n - 1)/2. In addition, we know from (56) w1w2 * * * w, = 
wow12%2 ** ’ W~*-l),Z. From these n + 1 known values we can deduce 
all a, and wk. 
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