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Abstract. The present article relates in general to digi-
tal demodulation of Binary Frequency Shift Keying (BFSK
waveform) . New processing methods for demodulating the
BFSK-signals are proposed here. Based on Sampler Corre-
lator, the hardware consumption for the proposed techniques
is reduced in comparison with other reported. Theoretical
details concerning limits of applicability are also given by
closed-form expressions. Simulation experiments are illus-
trated to validate the overall performance.
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1. Introduction
Frequency Shift Keying (FSK) is a digital modulation
with applications in wireless technologies [1] and also in
satellite communications [2]. Various configurations of cir-
cuitry have previously been reported for BFSK demodula-
tors. As a case in point, there are systems with the Envelope
Detector [3] and self-tuning systems [4].
Some of them, specially those based upon correlator re-
ceiver employment, are particularly interesting because they
perform signal to noise ratio maximization [5] and do not
use symbol synchronization blocks. As a case in point, such
detectors are Quadricorrelator [6], [7], Balanced Quadricor-
relator [7], [8], [9], [10], [11], [12] and Quotient Detector
[13].
These types of detectors are implemented in a two-part
structure; the first one is an analogue correlator [14]. In the
second part, the instantaneous frequency is extracted by per-
forming proper derivation, addition and multiplication pro-
cedures, Fig. 1 depicts the case of the Balanced Quadricor-
relator. However, due to the large number of adders and
multipliers needed, such digital implementations demand
a high cost. For instance, the number of floating adders and
multipliers exceeds 47 in the case of the Balanced Quadri-
correlator. In this case an elliptic filter is employed for the
digital lowpass filter, and a FIR filter of fifth order as a dis-
crete time differentiator [15], both of them employed by the
detectors mentioned above.
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Fig. 1. Block scheme of the balanced quadricorrelator.
Although the low pass filter and the multiplication pro-
cedure could be obtained through a flip-flop element, as in
the digital logic quadricorrelator scheme [16], and the differ-
entiator can be accomplished by flip-flop blocks followed by
AND-gates, this scheme is prone to instabilities under con-
ditions of low signal to noise ratio, causing total interruption
of the counting process at the system output, despite of its
low hardware consumption.
The method discussed in this paper outperforms all pre-
vious schemes, based upon correlator, in a hardware con-
sumption sense. New BFSK detection schemes based upon
correlator are devised, which consider the recognition of
slope instead of instantaneous frequency at the output of cor-
relator. In this paper, new slope detection algorithm are de-
rived.
2. Receiver Conception
2.1 Correlator Block
The main idea of the proposed receiver is to identify
the approximately linear ramp observed at the output of
a correlator for a sine-wave input [5]. The BFSK waveform
is conformed with only two symbols, comprised by a radio-
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frequency pulse with two different frequencies, and they are
orthogonal to each other, so if a tone is correlated with it-
self a linear increase in time is obtained at the output. Con-
versely, if such a tone is correlated with the other one, ap-
proximately a constant output is derived. Figure 2 b) shows
the correlation operation for the BFSK signal shown in Fig. 2
a) when the reference is the lower frequency tone.
This behavior is obtained at the output of the correlator
when the frequency wL is the same as the received frequency
w0. Thus, techniques for recovering the average slope leads
to new schemes for BFSK demodulators in the detection
block. For instance, Fig. 2 c) shows high and low levels in
accordance with the signal received in a) when substraction
between consecutive points in b) is performed. This aspect
will be considered in the next Section in detail.
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Fig. 2. Output of a correlator for a BFSK-wave input and a sine-
wave reference.
In order to reduce complexity a Sampler Correlator
[17] is employed instead of other types reported in scientific
papers. It is preferred here since it has the same Signal to
Noise Ratio (SNR) as the Analogue Correlator [18], which
has higher SNR than other types such as the Digital [19],
[20] and the Stieltjets [21], [14] receiver. Besides, modified
versions of Stieljets [21] or Relay Correlator [19], [22], [23]
are implemented with additional sources of random waves
which add complexity to the receiver.
Figure 3 depicts the block diagram of the discrete cor-
relator. It is comprised of an IIR filter acting as an accu-
mulator. Besides, the analytic expressions for the output of
the in phase branch are described in (1) when a symbol of
the type Acos(wi n+ϕi) is received. At the in-phase branch,
in Fig. 3, the summation of Acos(wi n+ϕi) · cos(wL n+ϕL)
from 0 to n is carried out using the well-known trigonomet-
ric identity called Euler’s theorem and the sum formula for
the geometric progression.
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Fig. 3. Sampler correlator scheme.
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On the other hand, expression (2) describes the case of
a received symbol with frequency and phase (w0, ϕ0) and
considering also that wL = w0. This is the case depicted in
Fig. 2 b) when the symbol with the lower frequency is being
transmitted, where the term (n+ 1)cos(ϕ0−ϕ1) is related
to the ramp behavior. The expression (1) also describes the
output of the correlator when the high frequency wi = w1 is
received and wL = w0. The description for the quadrature
branch is simply obtained by substituting ϕL by ϕL− pi2 in
both expressions (1) and (2)
yc[n] =
A
2
(
(n+1)cos(ϕ0−ϕL)+ (2)
+
1
2sin(w0)
(
sin(w0 −ϕ0−ϕL)+
+ sin
(
2w0
(
n+
1
2
)
ϕ0+ϕL
)))
.
2.2 Detection Block
Towards detecting the average slope in Fig. 2 the use
of a differentiator systems is considered. This is a point
of view different to that of the Balanced Quadricorrelator
and the others scheme mentioned above. In case of the
Balanced Quadricorrelator, the output is directly related to
∆w = wi−wL. In the algorithm proposed in this paper, in-
stead of extracting the instantaneous frequency we consider
the methods of slope recognition at the correlator output.
This is a problem that is also considered in applications for
QRS detection [24].
Differentiator systems reported in scientific papers are
either based on a FIR discrete-time differentiator [15], or
simply perform substraction of consecutive points in the
temporal input series. The FIR discrete-time differentiator
is equivalent to the ideal derivator Hd(e jw) = jwe− jw
M
2 in
the frequency domain, except by additional windowing with
Kaiser’s window. M represents the filter order and for M = 5
a small amplitude approximation error is reported [15].
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The differentiator systems without floating multiplier
are also described by H1(z) = 1− z−1, H2(z) = 1− z−2,
H4(z) = 2+ z−1− z−3−2z−4 or H4(z) = 1− z−4, first order
[25], second order [26], and fourth order [27] respectively.
However, a more general case can be considered when the
substraction is performed between points at the distance of
L samples; in this case, HL(z) = 1− z−L. Performance an-
alyzes and selection criteria regarding this system are dis-
cussed in the Result Section.
The differentiator systems, described above, extract
correctly the term cos(ϕ0− ϕ1) from (2), identifying with
a high level the interval in wich the symbol of low frequency
is received, as in Fig. 2 c). By the other hand, the quadrature
branch will detect the term sin(ϕ0−ϕ1) in (2) when ϕL is
replaced by ϕL− pi2 . After this, the squaring and adding of
both branches will neglect the effects of phase in detection.
Figure 4 depicts the general scheme of the receiver with
replications of the structure shown in Fig. 3 with different
values of wL; the upper pair of branches are configured for
detecting the low frequency, the lower one are configured
for the high frequency. The squaring procedures are needed
for recovering the energy in both the in phase and quadra-
ture branches. Nevertheless, spurious frequencies must be
suppressed in order to obtain the average slope at the output.
This can be accomplished through lowpass filters.
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Fig. 4. Block diagram of the receiver.
The differentiator block in Fig. 4 is implemented by
means of the transfer function H1(z), H2(z), H3(z) or
H4(z) described above. However, the response function for
HL(e jw) = −2 j sin(w L2 )e jw
L
2 can also be employed to sup-
press the high frequencies at the accumulator output. Indeed,
the term sin(w L2 ) has nulls in the frequency domain when
w L2 = kpi, k ∈ N, thus L is a parameter for selecting the null
position at frequency wi by the expression L =
⌊
2kpi
wi
⌋
.
In this case the implementation of only one branch, the
upper or the lower in Fig. 4, is only needed if a proper ex-
pression for the threshold is obtained. Indeed, considering
the upper branch for detecting the low frequency, the thresh-
old in (3) is obtained for identifying the high and low levels
at y0[n] in Fig. 4. For further details see the derivation in the
Appendix. However, a loss of performance, regarding the
noise margin, is also obtained
yth =
1
2
(
A2
4
L2−|R00|+ |R01|
)
. (3)
In (3) the term A
2
4 L
2 is related with the average slope
when the symbol of low frequency is detected, R00 is re-
lated with the amplitude of oscillations around this average
slope, and R01 represents an upper bound for the oscilla-
tions when the symbol of high frequency is received. By
way of example, Fig. 5 depicts this values when a BFSK
waveform is received with the parameters w0 = 0.2856 rad/s,
w1 = 0.6347 rad/s, fm = 44100 Hz, Ts fm = 882 samples, and
L =
⌊
2pi
w0
⌋
= 21 samples. The value for L was chosen in or-
der to attenuate the term R00 in (16) on the Appendix, since
it yields the largest oscillation regarding R01. The threshold
in (3) is selected as the average between the lines conformed
by A
2
4 L
2−|R00| and |R01|.
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Fig. 5. Performance for the receiver in Figure 4 by means of the
HL(z) differentiator and without the use of a lowpass fil-
ter at the output.
2.3 Data Recovery
The recovery of the binary levels from a BFSK wave-
form using the scheme in Fig. 4 has been described. In this
Section the discussion about the performance of digital in-
formation associated with the binary data is presented.
After the high and low levels are recovered, as indi-
cated in Figure 6, it is needed to obtain the quantity of “1’s”
and “0’s” that are represented under each level. The length
in time of a “1” or a “0” is given by the time-symbol Ts,
the comparison of the length of the level and Ts will intro-
duce the quantity of “1’s” and “0’s” that represents each one.
However, this comparison produces errors since the transi-
tion of each levels are not abrupt, in this case there is an
upper bound on the total of bit to be analyzed. The present
section analyzes this situation bringing a closed form expres-
sion for determining the quality of the reception.
The algorithm for recovery the data is as follows:
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1. Sketching a histogram where the abscissa represents
the length of transition in samples; the amplitude is
given by the number of occurrences of these lengths.
An example is given in Figure 6 b), the abscissa repre-
sents the duration of the interval in a). This histogram
is used for the estimation of the time-symbol duration.
2. The histogram is comprised of maximal separated by
the same distance because the information transmitted
consists of successive “1’s” or “0’s”; thus, in Figure
6 c), the number of samples of each level at the out-
put are multiples of each other. The maximum closer
to zero is related to the time-symbol duration, leading
to the Ts estimation. The estimation of Ts is obtained
with (4), in which N1 and N2 represents the interval of
the x-axis (e.g. N1 = 200 and N2 = 250 in Figure 6
c), where the histogram has values unequal to zero),
Tm represents the sample time, and h[k] represents the
values of the histogram obtained
T̂s =
∑N2k=N1 k Tm ·h[k]
∑N2k=N1 h[k]
. (4)
The length of the high levels in Fig. 6 are established
by the intersection of the output of the system with the
threshold indicated in (3). In this case, the length of
this measure is modified from symbol to symbol by
the smooth transition between levels. The accuracy
in the determination of Ts, denoted by ∆t, could be
estimated by calculating the deviation as indicated in
Fig. 6 c). The parameters Ts and ∆t are related to the
binary levels just as indicated in Figure 6 a)
∆̂t =
∑N2k=N1 (k T m− T̂s)2 ·h[k]
∑N2k=N1 h[k]
. (5)
3. Once T̂s is obtained, the transmitted digital informa-
tion is recovered by dividing the length of each level
with the time-symbol parameter, rounding the result
towards the nearest integer.
The accuracy to be obtained on the third step depends
on the variance ∆t. If k identical symbols are supposed to be
transmitted sequentially, then, after many symbols the output
in Fig. 4 will have an average duration between symbols of
k ·Ts plus the variance ∆t. If this resulting duration is divided
by Ts plus the same ∆t, then the total bits to be recovered can
be described by the expression (6). Using Laurent expansion
and considering ∆t << Ts, we obtain:
k̂ =
k ·Ts+∆t
Ts+∆t
≈ k +(k+1) ∆t
Ts
. (6)
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Expression (6) considers the addition of the variance
instead of substraction because the linear system presented
in Fig.4 tends to expand the transitions and not to contract.
Besides, the same variance is also considered on each tran-
sition as a simplification in the determination of accuracy.
This considers that the system responds in the same way no
matter the total symbols received.
An error in the estimation of k occurs when the second
term in (6) is higher than 0.5. In such a case, the estimated
value will be superior to kˆ = k+ 1 and the correct value is
k. Hence, in the absence of noise the occurrence of consec-
utive symbols is limited in order to perform a reception free
of error.
Equation (7) represents the upper bound for k when Ts
and ∆t are substituted by T̂s and ∆̂t respectively, since both of
them are obtained via the histogram. Expression (7) gives an
idea about how many bits the system in Fig. 2 might receive
free of errors in the absence of noise. Indeed, the probability
of transmitting k bits comprised of repetitive sequences of
“1’s” or “0’s” is 2 12k , so an error could happen once in 2
k−1
transmitted bits. This is why the receiver is upper bounded in
the total of bits to be processed. The relation (7) is a closed
form expression that represents a figure of merit for the re-
ceivers analyzed, and its values are analyzed in Sec. 3.2
k < 0.5
T̂s
∆̂t
−1. (7)
3. Results
Three key aspects are considered for comparing the
proposed solution with the systems reported:
1. Hardware Complexity
2. Precision through relation (7).
3. Bit Error Rate (BER) performance.
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The Balanced Quadricorrelator is less expensive than
the Quadricorrelator and the Quotient Detector, and mainly
has the best accuracy. Thus, comparison of the system in
Figure 4 will be made with regard to the Balanced Quadri-
correlator.
3.1 Hardware Complexity
In this Section the complexity is measured with regard to the
total of floating adders and multipliers. The total of adders
and multipliers to implement the system proposed in Fig. 4
depends upon the employed differentiator. The lowest com-
plexity is obtained when the transfer functions H1(z), H2(z),
HL(z) or H4(z) = 1− z−4, all these systems employ just 1
floating adder. Taking into account one branch in Fig. 4 the
total of adders and multipliers is 9, and in cases that 17 is not
fulfilled an additional digital filter is also needed.
On the other hand, the Balanced Quadricorrelator em-
ploys 2 digital filters, two discrete-time differentiators and
5 additional floating elements for adding and multiplying.
The differentiator can be implemented with a FIR of fifth or-
der [15], which requires another 5 adders and 6 multipliers.
Summarizing, the total of floating elements is 27 and also 2
digital filters.
In contrast with the Balanced Quadricorrelator, the
proposed scheme reduces complexity to 18 floating ele-
ments and 1 digital filter. However, in case that the pro-
posed system in Figure 4 is employed with the differentiator
HL(z), without the use of the low pass filter and with only
one branch, then in total 7 adders and multipliers are only
needed. Which represents a considerable reduction in hard-
ware consumption. This scheme can be employed if relation
(17) is fulfilled, this means that oscillations of low levels are
not higher than the oscillations of high levels of the binary
signal at the output. Besides, relation (18) in the Appendix
establishes an upper bound for the total bits to be demodu-
lated by the system, without additional bits and without the
presence of noise.
3.2 Precision
Regarding precision, obtained by means of (7), the quantity
depends on the parameters of the modulation format. The
BFSK waveform is driven by three parameters, f0, f1 and Ts,
which are related between each other by f1 = f0 + mTs . The
simulation is made by holding f0 = 1000 Hz and varying Ts
and m as indicated in (8). The parameter r in (8) controls the
symbol duration, while m the distance between frequencies
f0 = 1000
Ts =
r
f 0
(8)
f1 = f0+
m
Ts
= f0
(
1+
m
r
)
.
A family of curves for the k parameter can be obtained
when r is the independent variable and m is evaluated for
several values. The simulations show that precision is not to
much affected with changes in m but with changes in r, these
curves are almost the same when m ≥ 4. Figure 7 shows in
average the results for both systems, the Balanced Quadri-
correlator and the proposed scheme with one branch and the
differentiator HL(z). The graphic is conformed by averag-
ing the different values given by the variation of m when r is
fixed, m is considered in the interval 2 to 20.
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Fig. 7. Precision for different values of r when the different val-
ues given by the variation of m when r is fixed, m is con-
sidered in the interval 2 to 20.
The curves depicted in Fig. 7 show that the Balanced
Quadricorrelator is superior for almost every value of r. This
can be explained by the fact the Quadricorrelator performs
the operations locally, mainly with the use of discrete-time
differentiators, while the proposed scheme estimates slope
with samples separated by L points, which further smooth
the transitions between levels making it more inaccurate.
3.3 BER Parameter
Figure 7 depicts the measured bit error rate (BER) of the
proposed receiver with and without the use of a lowpass fil-
ter as a function of the bit energy to power density (SNR), in
comparison with that of the Balanced Quadricorrelator. The
parameters employed are w0 = 0.2856 rad/s, w1 = 0.6347
rad/s, fm = 44100 Hz, Ts · fm = 882 samples, and L=
⌊
2pi
w0
⌋
=
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21 samples, the simulation was performed with a total num-
ber of 106 bits in steps of 0.25 dB on the SNR axis. The
range analyzed is below an EbN0 of 5 dB since up to this value
error correcting codes are usually employed [28].
The proposed receiver without LPF has the worst per-
formance regarding the Pb parameter, and the best perfor-
mance when the LPF is employed. The lowpass filter re-
duces the amount of noise in the binary levels, and the Bal-
anced Quadricorrelator in Figure 1 implements both of them
on each branch. In contrast, the proposed receiver with the
use of only one LPF, saves approximately 1.5 dB of energy
regarding the Balanced Quadricorrelator. In both cases, the
proposed receiver is used with just one branch.
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Fig. 8. Bit Error Rate.
At first glance, some of the curves in Fig. 8 suggest a
better performance with regard to the ideal receiver. How-
ever, the use of lowpass filters in the structures of Fig.1 and
Fig. 4 reduces the noise density for the decision rule and this
is not the case for the ideal receiver [5].
4. Conclusions
The solution presented proposes a different detection
scheme for the Balanced Quadricorrelator regarding to the
detection scheme. High-order filters are avoided thanks to
one important matter: the symbol detection is accomplished
through the constant slope recognition verified at the output
of Sampler Correlator. Although this simple scheme exhibits
fluctuations at the output that restrict proper symbol identi-
fication, this could be avoided by means of a lowpass filter.
However, the entire solution has less complexity than other
reported methods. The proposed solution based upon corre-
lator maximizes signal to noise ratio at the input detector like
previous solutions, but with a major advantage: it reduces
complexity for hardware implementation. Accordingly, ad-
vantages of lower energy consumption and hardware saving
are also provided.
Appendix
In the present Section it is derived a closed-form ex-
pression for the output of system in Fig. 4, when a differen-
tiator with transfer function HL(z) = 1− z−L is considered.
Consider that a symbol Acos(w0 n+ϕ0) is received; the ex-
pression (9), corresponding to the output of the differentiator
of the in phase branch that detects the frequency w1, Fig. 4,
is obtained by grouping terms with the trignometric relations
in (10). The upper bound for (9) is obtained in (11) tak-
ing into account (12). The upper bound for the quadrature
branch y′s1[n] is the same, since the phase is not present in
the expression for the upper bound
y′c1[n] =yc1[n]− yc1[n−L] (9)
=acos
(
ϕ0−ϕL+(w0−w1)
(
n− L
2
+
1
2
))
+
+bcos
(
ϕ0+ϕL+(w0+w1)
(
n− L
2
+
1
2
))
a =
A
2
sin
(
L(w0−wL)
2
)
sin
(w0−wL
2
)
b =
A
2
sin
(
L(w0+w1)
2
)
sin
(w0+w1
2
) ,
cos(A)− cos(B) = 2sin
(
B+A
2
)
sin
(
B−A
2
)
(10)
sin(A)− sin(B) = 2cos
(
B+A
2
)
sin
(
A−B
2
)
,
|y′c1[n]| ≤
A
2
∣∣∣∣∣∣
sin
(
L(w0−w1)
2
)
sin
(w0−w1
2
)
∣∣∣∣∣∣+ A2
∣∣∣∣∣∣
sin
(
L(w0+w1)
2
)
sin
(w0+w1
2
)
∣∣∣∣∣∣ , (11)
Acos(θ+α)+Bcos(θ+β)≤C (12)
C =
√
A2+B2+2ABcos(α−β)
Acos(θ+α)+Bcos(θ+β)≤ |A|+ |B|.
Since y′c1[n] is in quadrature respect to y
′
q1[n], the up-
per bound for y′c1[n]
2+y′q1[n]
2 is just the square of the upper
bound of y′c1[n]
2 or y′q1[n]
2. Thus, a symbol with frequency
w0 produces, at the output of the branch, an upper bound
determined by relation (14)
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|y1[n]| ≤R01 (13)
R01 =
A2
4
∣∣∣∣∣∣
sin
(
L(w0−w1)
2
)
sin
(w0−w1
2
)
∣∣∣∣∣∣+
∣∣∣∣∣∣
sin
(
L(w0+w1)
2
)
sin
(w0+w1
2
)
∣∣∣∣∣∣
2 .
The case for the branch that detects w0 is shown in
(14). Through the operation y′c0[n] = limw1→w0 y
′
c1[n], the
term cos(ϕ0−ϕL) A2 L is related to the constant behavior in
Figure 2 c)
y′c0[n] =cos(ϕ0−ϕL)
A
2
L+Rc0 (14)
Rc0 =
A
2
sin(w0 L)
sin(w0)
cos
(
ϕ0+ϕL+2w0
(
n− L
2
+
1
2
))
|Rc0[n]| ≤ A2
∣∣∣∣ sin(w0 L)sin(w0)
∣∣∣∣ .
The differentiator output for the in quadrature branch is
obtained in (15) by changing ϕL by ϕL−pi in (14)
y′s0[n] =−sin(ϕ0−ϕL)
A
2
L+Rs0[n] (15)
Rs0[n] =
A
2
sin(w0 L)
sin(w0)
sin
(
ϕ0+ϕL+2w0
(
n− L
2
+
1
2
))
|Rs0[n]| ≤ A2
∣∣∣∣ sin(w0 L)sin(w0)
∣∣∣∣ .
Finally, the output of the branch that detects the fre-
quency w0 is obtained in (16) by straightforward procedures
y0[n] =y′c0
2
[n]+ y′s0
2
[n] (16)
=
A2
4
L2+R00[n]
|R00[n]| ≤ A
2 L
2
∣∣∣∣ sin(w0 L)sin(w0)
∣∣∣∣+ A24 sin2(w0 L)sin2(w0) .
A proper detection of the symbol with frequency w0 is
obtained if the condition y0[n] > y1[n] is fulfilled during the
interval duration of such a symbol. Upon substituting (12)
and (16) in the condition above, and considering the worst
case, that is a negative value for R00[n], (17) is obtained
A2
4
L2−|R00|− |R01|> 0. (17)
Even further, the L parameter is directly related to the
precision of the system. The longer the L value is, the longer
will be the transition between symbols in Fig. 6. Thus, in
relation (7), the L parameter is directly related to the vari-
ance in the determination of the symbol transition ∆t and
(18) gives a measure of the total bits, in average, to be an-
alyzed without errors; Nsamp represents the number of sam-
ples per symbol
k < 0.5
Nsamp
L
−1. (18)
Expressions (18) and (17) give the rules for the proper
performance of the system given in Figure 4 with a differ-
entiator HL(z) = 1− z−L. The latter evaluate L for a given
precision, the former determines if a filter at the output is
needed.
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