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ELEMENTARY GEOMETRIC LOCAL-GLOBAL PRINCIPLES
FOR FIELDS
ARNO FEHM
Abstract. We define and investigate a family of local-global principles for fields in-
volving both orderings and p-valuations. This family contains the PAC, PRC and PpC
fields and exhausts the class of pseudo classically closed fields. We show that the fields
satisfying such a local-global principle form an elementary class, admit diophantine def-
initions of holomorphy domains, and their orderings satisfy the strong approximation
property.
1. Introduction
1.1. Geometric local-global principles. The topic of this work is the study of geo-
metric local-global principles for fields from a model theoretic point of view. Here, a field
F is said to satisfy a geometric local-global principle for a class of F -varieties V and a
family F of extensions of F if each V ∈ V has an F -rational point if and only if it has
F ′-rational points for all F ′ ∈ F . For example, the classical Hasse-Minkowski theorem
tells us that a quadric V over F = Q has a Q-rational point if and only if it has rational
points over each of the completions R,Q2,Q3, . . . of Q. However, this does not hold for
arbitrary Q-varieties V . We are interested in fields F that satisfy a geometric local-global
principle for all F -varieties.
A well-studied class of such fields consists of Prestel’s pseudo real closed (PRC) fields,
defined by the property that every F -variety that has a smooth rational point over every
real closure of F has an F -rational point [Pre81], [Ers83], [Pre85] – a prominent example
of a field with this property is the field Qtr of totally real algebraic numbers. Among other
things, it was shown that the class of PRC fields is elementary in the language of rings.
That is, the PRC property can be formulated in (possibly infinitely many) sentences of
first-order logic. Similar work was done for the p-adic analogue, the PpC fields [Gro87],
[HJ88], [Ku¨n89b]. Examples of further modifications and generalizations are [Ku¨n89a],
[Ers92], and [Dar00].
1.2. Pseudo classically closed fields. The aim of this work is to give a common
framework for several geometric local-global principles that came up in recent years.
For example, let S be a finite set of absolute values on a number field K and let Ktot,S
denote the maximal Galois extension of K contained in all of the completions Kˆp, p ∈ S
– the field of totally S-adic numbers. It was proven that the field Ktot,S, as well as certain
subfields F of Ktot,S satisfy a geometric local-global principle – they are pseudo-S closed
(PSC): A K-variety V that has smooth Kˆp-rational points for all p ∈ S has F -rational
points, [MB89], [GPR95], [Pop96], [JR98], [GJ02]. This notion of PSC fields has been
defined and studied only for algebraic extensions of K.
Another class of interest consists of the pseudo classically closed (PCC) fields of [Pop03].
The class of PCC fields contains all PRC and all PpC fields, and the notion PCC is defined
for arbitrary fields. Note however, that the class of PCC fields is not elementary.
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In this work we define a family of local-global principles for fields of characteristic zero,
all of which are elementary. Both PRC, PpC and PSC fields are special cases, and all
PCC fields are covered.
1.3. Results. Let K be a number field, S a finite set of orderings and valuations on
K, τ = (e, f) ∈ N2 a pair of positive integers, and F an extension of K. For p ∈ S
we denote by Sτp (F ) the set of all orderings and p-valuations of F extending p, where
in the case of p-valuations we demand in addition that the relative initial ramification
index and residue degree are at most e resp. f . We say that F is PSτCC if F satisfies a
geometric local-global principle for all F -varieties with respect to the family of real and
p-adic closures of F at elements of
⋃
p∈S S
τ
p (F ).
Note the following special cases1:
(1) S = ∅: F is PSτCC ⇔ F is PAC (see e.g. [FJ08, Chapter 11])
(2) K = Q, S = {∞}: F is PSτCC ⇔ F is PRC
(3) K = Q, S = {p}, τ = (1, 1): F is PSτCC ⇔ F is PpC
(4) K = Q: F is PSτCC for some S and τ ⇔ F is PCC
(5) τ = (1, 1), F ⊆ Ktot,S: F is PS
τCC ⇔ F is PSC
In particular, our main results generalize the corresponding results for PRC and PpC
fields:
Theorem 1.1. The class of PSτCC fields is elementary in the language Lring(K) of rings
with constants from K.
The most important ingredient in the proof is the following definability result:
Theorem 1.2. If F is PSτCC and p ∈ S, then the holomorphy domain⋂
P∈Sτp (F )
OP
where OP is the positive cone resp. valuation ring of P, is uniformly diophantine in F
over K.
This means that this holomorphy domain is the projection of the zero set of a polyno-
mial over K which is independent of F .
Prestel proved that the orderings of any PRC fields satisfy the so-called strong approx-
imation property: Given an open-closed set of orderings one can find an element which is
positive at all of those, and negative at all the other orderings. We show that this result
extends to PSτCC fields:
Theorem 1.3. If F is PSτCC, then Sτp (F ) satisfies the strong approximation property
for each p ∈ S.
Extending the notion of totally real field extensions we call an extension E/F totally
Sτ -adic if every element of Sτp (F ) extends to an element of S
τ
p (E) of the same type
(i.e. same residue field and same initial ramification, in the case of p-valuations). Com-
bining Theorems 1.1, 1.2 and 1.3 we get the following corollary.
Corollary 1.4. If F is PSτCC and F ≺ F ∗ is an elementary extension, then F ∗/F is
totally Sτ -adic.
These results have immediate consequences for PCC fields:
Corollary 1.5. Let F be a PCC field.
1Here, ∞ denotes the unique ordering and p denotes the p-adic valuation on Q.
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(1) The intersection over all p-valuation rings of F for any p, as well as the intersec-
tion over all positive cones of F , are existentially ∅-definable in F .
(2) If E ≡ F , then E is PCC.
(3) If F ≺ E, then every ordering and every p-valuation of F extends to an ordering
resp. p-valuation of E of the same type.
(4) The space of orderings of F satisfies the strong approximation property.
In fact, we prove everything in greater generality, without the assumption that K is
a number field. The results of this work also answer a question posed by Darnie`re in
[Dar01] and play a crucial role in the axiomatization and proof of decidability of Ktot,S
and certain subfields of it in [Feh12].
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2. Preliminaries and Notation
2.1. Notation. Every ring and every semiring is commutative with 1. If R is a ring, we
denote by R× the group of invertible elements of R. If K is a field, we denote by K˜ a fixed
algebraic closure of K. The cardinality of a set X is denoted by |X|. By ·∪ we denote the
disjoint union of sets. Varieties are geometrically irreducible and geometrically reduced.
If V is a K-variety and K ⊆ L a field extension we denote by L(V ) the function field of
V over L.
2.2. Model Theory. For the basic notions of model theory see for example [Mar02].
The language of rings is Lring = {+,−, ·, 0, 1} where + and · are binary function symbols,
− is a unary function symbol, and 0 and 1 are constant symbols. If L is a language
containing Lring, K is an L-structure, and C is a subset of K, we denote by L(C) =
L ∪ {cx : x ∈ C} the language L augmented by constant symbols for the elements in C.
If ϕ(x1, . . . , xn) is an L-formula in n free variables, and K is an L-structure, we denote
by ϕ(K) = {a ∈ Kn : K |= ϕ(a)} the subset defined by ϕ in K.
2.3. Real Closed Fields. We assume familiarity with the theory of ordered and real
closed fields as presented in [Pre84], and only recall a few definitions and facts.
A positive cone of a field K is a semiring P ⊆ K (i.e. 0, 1 ∈ P , P+P ⊆ P , P ·P ⊆ P )
such that P ∪ (−P ) = K and P ∩ (−P ) = {0}. A field is real closed if it has an ordering
but each proper algebraic extension has no ordering. A real closed field K has a unique
ordering, given by the positive cone K2, [Pre84, 3.2]. A real closed field F is a real
closure of an ordered field K if F is an algebraic extension of K and the unique ordering
of F extends the ordering of K. Any ordered field K has a real closure, which is unique
up to K-isomorphism, [Pre84, 3.10].
The language of ordered rings L≤ = Lring ∪{≤} is the language of rings augmented by
a binary relation symbol ≤, which is interpreted as the ordering of an ordered field. The
L≤-theory of real closed ordered fields is complete and has effective quantifier elimination,
[Mar02, 3.3.15, 3.3.16].
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2.4. Valued Fields. We assume familiarity with the basics of valuation theory, see
e.g. [EP05].
If v : K ։ Γ∪{∞} is a valuation on a field K with value group Γ we denote by Ov the
valuation ring, by mv its maximal ideal, and by K¯v = Ov/mv the residue field. We say
that v is of rank one if its value group has no non-trivial proper convex subgroup, and
discrete if its value group is discrete in the order topology. We normalize every discrete
valuation such that Z is a convex subgroup of the value group. We will use the following
variant of Hensel’s lemma, [EP05, 4.1.3(5)].
Lemma 2.1. Let v be a Henselian valuation on K. If f ∈ Ov[X ] and a ∈ Ov with
v(f(a)) > 2v(f ′(a)), then there exists α ∈ Ov with f(α) = 0 and v(a− α) > v(f
′(a)).
The language of valued fields LR = Lring ∪ {R} is the language of rings augmented by
a unary predicate symbol R, which is interpreted as the valuation ring of a valued field.
2.5. p-adically Closed Fields. We recall the notion of p-adically closed fields and quote
some well known results from [PR84].
A valuation v on a field K of characteristic zero with residue field of characteristic
p > 0 is a p-valuation of p-rank d ∈ N if dimFpOv/pOv = d. The residue field K¯v of
a p-valued field (K, v) is finite, and the value group v(K×) is discrete and v(p) ∈ Z. If
e = v(p) and f = [K¯v : Fp], then d = ef , [PR84, p. 15]. We call (p, e, f) the type of
(K, v).
A p-valued field is p-adically closed if it has no proper p-valued algebraic extension
of the same p-rank. Every p-adically closed valued field (K, v) has a unique p-valuation,
[PR84, 6.15]. A p-adic closure of a p-valued field (K, v) is an algebraic extension of
(K, v) which is p-adically closed of the same p-rank as (K, v). A p-valued field (K, v)
is p-adically closed if and only if it is Henselian and the value group v(K×) is a Z-
group, [PR84, 3.1]. Here, an ordered abelian group Γ is a Z-group if it is discrete and
(Γ : nΓ) = n for each n ∈ N. Any p-valued field (K, v) has a p-adic closure. A p-adic
closure of (K, v) is unique up to K-isomorphism if and only if v(K×) is a Z-group, [PR84,
3.2].
3. Classical Primes
We start by introducing the notion of a classical prime. This notion generalizes the notion
of a place of a number field and unifies considerations about orderings and p-valuations.
Definition 3.1. A prime p of a field K is either an equivalence class of valuations on
K (p is a non-archimedean prime) or an ordering of K (p is an archimedean prime).
If p is an equivalence class of valuations, let vp be a fixed valuation in the class p, let
pp = char(K¯p), the characteristic of the residue field K¯p = K¯vp, and denote by
Op = {x ∈ K : vp(x) ≥ 0}
the corresponding valuation ring. If p is an ordering, denote p by ≤p, let pp = ∞, and
denote by
Op = {x ∈ K : x ≥p 0}
the corresponding positive cone. The localization Kp of K with respect to p is a
Henselization of (K, vp) (if pp 6= ∞) resp. a real closure of (K,≤p) (if pp = ∞). It is
unique up to K-isomorphism.
Remark 3.2. The reader may have noticed that our definition of primes does not include
the classical so called ‘complex primes’, i.e. absolute values for which the corresponding
completion is isomorphic to C. The reason for this omission is that both for the PSC
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property and for the definition of the fields Ktot,S we are interested in, the ‘complex
primes’ in S can be disregarded.
Example 3.3. The field Q has one archimedean prime, which we denote by ∞, and one
non-archimedean prime for each prime number p, which we simply denote by p. Note that
in our notation, Qp is now the field of p-adic algebraic numbers – we denote the field of
p-adic numbers by Qˆp.
Definition 3.4. Let F/K be an extension of fields. A prime P of F lies above a prime
p of K if OP ∩K = Op. We write this as P|K = p. If p is a prime of K and σ ∈ Aut(K)
is an automorphism of K, then the conjugate σp of p is the unique prime of K with
Oσp = σ(Op).
Definition 3.5. A classical prime p of K is either an equivalence class of p-valuations,
for some prime number p, or an ordering of K. For a classical prime p of K, a classical
closure of (K, p) is a p-adic closure of (K, vp) resp. a real closure of (K,≤p). Let CC(K, p)
denote the set of all classical closures of (K, p) contained in K˜. We say that (K, p) is
classically closed if K ∈ CC(K, p), i.e. if K is p-adically closed resp. real closed. A
prime p of K is local if it is classical and the value group of vp is isomorphic to Z resp. the
ordering ≤p is archimedean. A classical prime p of K is quasi-local if Kp ∈ CC(K, p),
i.e. if the localization is a classical closure.
Remark 3.6. Note that this definition of local primes essentially coincides with the
definition of local primes in [GJ02] and [HJP09a], and the ‘classical P-adic valuations
and orderings’ in [HJP09b], except for the complex primes (cf. Remark 3.2) . A non-
archimedean classical prime is quasi-local if and only if its value group is a Z-group,
cf. Section 2.5. If p is quasi-local, then all K ′ ∈ CC(K, p) are K-conjugate. Each prime
of a number field is local, and each local prime is quasi-local.
Definition 3.7. The type tp(p) = (pp, ep, fp) of a classical prime p of K is the type
(p, e, f) of the p-valuation vp if pp = p, and (∞, 1, 1) if pp = ∞. If P lies above p, then
the relative type of P over p is tp(P/p) = (eP/ep, fP/fp) ∈ N2. We introduce a partial
ordering on the set N2 of relative types by defining (e, f) ≤ (e′, f ′) if e ≤ e′ and f |f ′,
and a partial ordering on the set of types by defining (p, e, f) ≤ (p′, e′, f ′) if p = p′,
e ≤ e′ and f |f ′. Since in a classically closed field (F,P) the prime P is unique, [HJP05,
Prop. 7.2(c)], we write PF = P and tp(F ) = tp(PF ).
Definition 3.8. We say that a field F is PFC with respect to a family F of algebraic
extensions of F if every smooth F -variety V has an F -rational point, provided it has an
F ′-rational point for each F ′ ∈ F , cf. [Jar91, §7].
If S is a set of primes of F , then F is pseudo-S-closed with respect to localizations
(PSCL) if it is PFC with respect to the family
F = {FP : P ∈ S}
of localizations. If S is a set of classical primes of F , then F is pseudo-S-closed with
respect to classical closures (PSCC) if it is PFC with respect to the family
F =
⋃
P∈S
CC(F,P)
of classical closures. If S is a set of primes of F , then
R(S) =
⋂
P∈S
OP
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is the holomorphy domain2 of S.
Remark 3.9. Since every classical closure is Henselian resp. real closed, PSCC implies
PSCL. However, the converse does not hold.
4. PSτCC, PSτCL, and PCC Fields
In this section we define the class of fields we are working with. For the rest of this work,
we fix the following setting.
Setting 4.1.
• K is a fixed base field of characteristic 0.
• S is a finite set of local primes of K.
• τ ∈ N2 is a relative type.
• F is an extension of K.
Definition 4.2. For p ∈ S denote by Sτp (F ) the set of all classical primes P of F lying
above p with tp(P/p) ≤ τ . Also, let
SτS(F ) =
⋃
p∈S
Sτp (F ),
Rτp(F ) = R(S
τ
p (F )),
CCτp(F ) =
⋃
P∈Sτp (F )
CC(F,P),
CCτS(F ) =
⋃
p∈S
CCτp(F ).
We say that F is pseudo-Sτ -closed with respect to localizations (PSτCL) resp. pseudo-
Sτ -closed with respect to classical closures (PSτCC) if F is PSCL resp. PSCC
with respect to S = SτS(F ).
Remark 4.3. Note that F is PSτCC if and only if it is PFC with respect to the family
F = CCτS(F ). If F is PS
τCC, then F is PSτCL, cf. Remark 3.9. In the case τ = (1, 1)
we will drop τ in all notations, and write for example PSCC instead of PSτCC.
Note that for K = Q and |S| = 1, our notion of PSCC fields coincides with the
classical notions of PpC resp. PRC fields. For K = Q and S a finite set of prime numbers
(cf. Example 3.3), the notion of PSCC fields coincides with the notion of PCM fields of
[Ku¨n89a] and [Ku¨n92]. For K = Q and S = ∅, a PSCC field is just a PAC field, cf. [FJ08,
Chapter 11].
Note that there is a related notion of PSC fields in the literature (cf. the Introduction).
However, in [JR98] and [GJ02] this property is defined only for algebraic extensions
of K, and in [JR01], [Raz02] and [HJP09a] only for subextensions of Ktot,S/K. For
subextensions of Ktot,S/K, the three notions PSC, PSCL, and PSCC coincide, but both
the PSCL property and the PSCC property are defined for arbitrary extensions of K.
The reason for our focus on the PSCC property is that, as we show, it is elementary.
We now briefly recall Pop’s definition of a pseudo classically closed field and show how
it fits into the picture.
Definition 4.4. Let CC(F ) denote the set of all classical closures of F with respect to
arbitrary classical primes of F . A classical field is either R or a finite extension of Qˆp
2Note that if S contains archimedean primes, then R(S) is only a semiring but not a ring.
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for some p. If E is a classical field, let locE(F ) be the set of all algebraic extensions of
F that are Lring-elementarily equivalent to E. A field F is PCC if there exists a finite
family of classical fields E such that F is PFC for F =
⋃
E∈E loc
E(F ).3
Lemma 4.5. If F is PFC with respect to F =
⋃
E∈E loc
E(F ) for a finite family of
classical fields E , then F is also PFminC, where Fmin is the set of minimal elements of
F . Moreover, Fmin = CC(F ).
Proof. See [Pop03, Theorem 2.3 and Corollary 2.11]. 
Proposition 4.6. A field is PCC if and only if it is PSτCC for some finite set S of
primes of K = Q and some τ ∈ N2.
Proof. Suppose F is PFC with respect to F =
⋃
E∈E loc
E(F ) for a finite family of classical
fields E = {E1, . . . , En}. If tp(Ei) = (pi, ei, fi), let S = {p1, . . . , pn}, e = e1 · · · en,
f = f1 · · · fn, and τ = (e, f). By Lemma 4.5 it follows that F is PFminC, and that
Fmin = CC(F ). But then CC(F ) = CC
τ
S(F ), since if F
′ ≡ Ei, then F
′ is classically
closed and tp(F ′) = tp(Ei), [HJP05, Prop. 7.2(h)]. Thus, F is PS
τCC.
Conversely, let F be PSτCC. Since every classically closed field is elementarily equiva-
lent to a classical field, and only finitely many types occur among CCτS(F ), each of which
is the type of only finitely many classical fields, [HJP05, Prop. 7.2(j),(k)], there exists a
finite family of classical fields E such that CCτS(F ) ⊆ F :=
⋃
E∈E loc
E(F ). It follows that
F is PFC, and hence PCC. 
Definition 4.7. We say that F is Sτ -quasi-local if every P ∈ SτS(F ) is quasi-local
(cf. Definition 3.5).
Lemma 4.8. If F/K is algebraic, then F is Sτ -quasi-local.
Proof. This follows from the assumption that S consists of local primes: If p ∈ S is a
p-valuation with value group Z and P ∈ Sτp (F ), then the value group of P is discrete
and contained in the divisible hull of Z since F/K is algebraic, hence it is isomorphic to
Z itself. 
Proposition 4.9. If F is PSτCC, then F is Sτ -quasi-local.
Proof. By Proposition 4.6, F is PFC with respect to F =
⋃
E∈E loc
E(F ) for a finite
family of classical fields E . By Lemma 4.5, F is PFminC, and Fmin = CC(F ), hence
CCτS(F ) ⊆ Fmin. Thus the claim follows from [Pop03, Theorem 2.5 and Theorem 2.9]. 
5. Defining Holomorphy Domains
This section contains the technical first-order definition of the holomorphy domains. For
a moment we forget about K and S and consider the following setting.
Setting 5.1.
• F is a field of characteristic zero.
• S is a set of classical4 primes of F .
• S is partitioned as S =
⋃
· ni=1 Si.
• For each i, (p′i, e
′
i, f
′
i) ≤ (pi, ei, fi) are types such that pP = pi and fP|fi for each
P ∈ Si.
3This definition coincides with the original one since the PFC property is preserved under enlarging
F .
4This condition can be weakened. For example, most results of this section apply also to valuations
of residue characteristic zero.
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• For each i, πi is an element of F
× that satisfies the following conditions:
(S1) If P ∈ Si and pi 6=∞, then vP(πi) > 0 and vP(πi) ≤ ei.
(S2) If P ∈ S rSi and pP 6=∞, then vP(πi − 1) > 0.
(S3) If P ∈ Si and pi =∞, then πi <P −1.
(S4) If P ∈ S rSi and pP =∞, then πi >P 0.
Definition 5.2. Let π =
∏n
i=1 πi and
S ′i = {P ∈ Si : vP(πi) ≤ e
′
i, fP|f
′
i}
if pi 6=∞, and S
′
i = Si if pi =∞.
Our first goal is to give a first-order definition of the holomorphy domain R(S ′i) in the
case that F is PSCL. The case n = m = 1 of the following lemma can be found in
[HP84].
Lemma 5.3. Let f ∈ F [X1, . . . , Xn] and g ∈ F [Y1, . . . , Ym] be non-constant polynomials,
and let c ∈ F×. If g is square-free in F˜ [Y], then
h(X,Y) = f(X)g(Y) + c ∈ F [X,Y]
is absolutely irreducible.
Proof. Without loss of generality assume that F = F˜ . We prove the claim by induction
on n.
First assume that n = 1. Let r(Y) be any prime factor of g(Y). Since g is square-free,
r|g but r2 6 |g. Write h as a polynomial in X1. Then r divides all coefficients of h except
the constant one. Thus, by Eisenstein’s criterion, h is irreducible in F (Y)[X]. Since
c 6= 0, it follows that h is irreducible in F [X,Y].
Now assume that n > 1 and f /∈ F [X1]. Suppose that h decomposes as h = h1h2 with
h1, h2 ∈ F [X,Y]rF . Since c 6= 0 we have h1, h2 /∈ F [X1]: Indeed, if, say, h1 ∈ F [X1],
then looking at the constant term of h with respect to Y gives h1(X1)|f(X)g(0)+c, while
each non-constant term gives h1(X1)|f(X), a contradiction. Hence, there exists x ∈ F
such that h1(x,X2, . . . , Xn,Y) /∈ F , h2(x,X2, . . . , Xn,Y) /∈ F , and f(x,X2, . . . , Xn) /∈ F .
Consequently, f(x,X2, . . . , Xn)g(Y) + c decomposes in F [X2, . . . , Xn,Y], contradicting
the induction hypothesis. 
Lemma 5.4. Let f ∈ F [X1, . . . , Xn] be non-constant, and let g ∈ F [Y ] be non-constant
and square-free in F˜ [Y ] with g(1) 6= 0 and g′(1) 6= 0. Then the polynomial
G(X, Y ) = g(Y )(1 + f(X))− g(1) ∈ F [X, Y ]
is absolutely irreducible, and for every root x of f , (x, 1) is a non-singular point on the
hypersurface defined by G.
Proof. This follows from Lemma 5.3 and a direct computation. 
Our formula defining R(S ′i) makes use of a polynomial of the formG(X, Y ) in Lemma 5.4.
More precisely, we let f(X) depend on a parameter a ∈ F such that R(S ′i) consists of all
a ∈ F for which G(X, Y ) has a zero in F . We construct f(X) as a product of several
polynomials, each of which has a zero in a certain class of localizations of F , so that the
hypersurface G = 0 has a smooth point in every localization. The basic idea for this
approach appears in [Ku¨n89a].
Lemma 5.5. Under Setting 5.1, the polynomial
Ai(X) = X
2ei − πi
satisfies the following conditions:
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(A1) If P ∈ S rSi and pP 6= 2, then Ai has a zero in FP.
(A2) If P ∈ Si and pi 6=∞, then for all x ∈ F , vP(Ai(x)) ≤ ei.
(A3) If P ∈ Si and pi 6=∞, then vP(Ai(1)) = 0.
(A4) Ai(X) is square-free in F˜ [X ], and A
′
i(1) 6= 0.
(A5) If P ∈ Si and pi =∞, then for all x ∈ F , Ai(x) >P 1.
Proof. (A1): If pP 6= ∞, then (A1) follows from (S2) and Hensel’s lemma, otherwise it
follows from (S4) and the fact that FP is real closed. (A2): The inequality ei < 2
ei implies
that vP(x
2ei ) 6= vP(πi) ≤ ei by (S1). (A3) follows from (S1), (A4) from char(F ) = 0, and
(A5) from (S3). 
Lemma 5.6. Under Setting 5.1, the polynomial
Bi(X) = X
2ei + πiX + π
satisfies the following conditions:
(B1) If P ∈ S rSi and pP = 2, then Bi has a zero in FP.
(B2) If P ∈ Si and pi 6=∞, then for all x ∈ F , vP(Bi(x)) ≤ ei.
Proof. (B1) follows from Hensel’s lemma. (B2): The inequality ei < 2
ei implies that
vP(Bi(x)) = vP(π) ≤ ei if vP(x) > 0, and vP(Bi(x)) = vP(x
2ei ) ≤ 0 if vP(x) ≤ 0. 
Lemma 5.7. Under Setting 5.1, if pi 6=∞, then for every a ∈ F the polynomial
Di,a(X) = aπiX
2ei −X + a
satisfies the following conditions:
(D1) If P ∈ Si and vP(a) ≥ 0, then Di,a has a zero in FP.
(D2) If P ∈ Si and vP(a) < 0, then vP(Di,a(x)) ≤ vP(a) for all x ∈ F . Thus, if
vP(Di,a(x)) ≥ 0 for some x ∈ F , then vP(a) ≥ 0.
Proof. (D1) follows from Hensel’s lemma and (S1). (D2): If vP(x) ≥ 0, then vP(aπix
2ei ) >
vP(a) and vP(x) > vP(a), so vP(Di,a(x)) = vP(a). If vP(x) < 0, then the inequality
2ei ≥ ei+1 implies that vP(aπix
2ei ) < 2eivP(x) + vP(πi) ≤ −ei + vP(x) + vP(πi) ≤ vP(x)
and vP(aπix
2ei ) = vP(a) + vP(πi) + 2
eivP(x) ≤ vP(a) + ei− 2
ei < vP(a), so vP(Di,a(x)) =
vP(aπix
2ei ) < vP(a). 
Lemma 5.8. Under Setting 5.1 and pi 6=∞, let d ≤ ei. Then the polynomial
Ri,d(X, Y ) = (X
2d + π2i )Y
2ei −XdY + π−1i X
2d + πi
satisfies the following condition:
(R1) If P ∈ Si with d|vP(πi), then Ri,d has a zero in FP.
(R2) If P ∈ Si with d 6 |vP(πi), then vP(Ri,d(x, y)) ≤ ei for all x, y ∈ F .
Proof. First note that with γ(X) = π−1i X
d+ πiX
−d we have Ri,d(X, Y ) = X
dDi,γ(X)(Y ).
Furthermore, note that for x ∈ F× and P ∈ Si, vP(γ(x)) ≥ 0 if and only if dvP(x) =
vP(πi).
(R1): There exists x ∈ F× with dvP(x) = vP(πi), i.e. vP(γ(x)) ≥ 0. Therefore, by
(D1), Di,γ(x)(Y ) has a zero y ∈ FP, so (x, y) is a zero of Ri,d.
(R2): Since vP(γ(x)) < 0 for all x ∈ F
×, we have that vP(Di,γ(x)(y)) ≤ vP(γ(x)) < 0
for all x ∈ F×, y ∈ F by (D2). Assume that there are x, y ∈ F with vP(Ri,d(x, y)) > ei.
Then x 6= 0, since Ri,d(0, y) = π
2
i (y
2ei + π−1i ), and thus vP(Ri,d(0, y)) ≤ vP(πi) ≤ ei. It
follows that vP(Di,γ(x)(y)) > vP(x
−d) + vP(πi) ≥ vP(γ(x)), a contradiction. 
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Lemma 5.9. Under Setting 5.1 and pi 6=∞, let d|fi. Let
Ii,d(X) = Φpdi−1(X) ∈ Z[X ]
be the (pdi − 1)-th cyclotomic polynomial. Then Ii,d(X) satisfies the following conditions.
(I1) If P ∈ Si with d|fP, then Ii,d has a zero in FP.
(I2) If P ∈ Si with d 6 |fP, then vP(Ii,d(x)) ≤ 0 for all x ∈ F .
Proof. Note that Ii,d has a zero in the finite field F¯P if and only if Fpdi ⊆ F¯P, [Bou88, V
§11 Lemma 3], which is the case if and only if d|fP. (I1) follows from Hensel’s lemma.
(I2) follows immediately since Ii,d is monic. 
Lemma 5.10. Under Setting 5.1 and pi 6=∞, the polynomial
Ni(X, Y ) =
∏
d≤ei,d6≤e′i
Ri,d(X, Y ) ·
∏
d|fi,d6 |f ′i
Ii,d(X)
satisfies the following conditions:
(N1) If P ∈ SirS ′i, then Ni has a zero in FP.
(N2) If P ∈ S ′i, then vP(Ni(x, y)) ≤ e
2
i for all x, y ∈ F .
Proof. (N1): If vP(πi) 6≤ e
′
i, then Ri,vP(pii) has a zero in FP by (R1). If fP 6 |f
′
i , then Ii,fP
has a zero in FP by (I1).
(N2): Since vP(πi) ≤ e
′
i and fP|f
′
i , it follows that for all d ≤ ei with d 6≤ e
′
i, we
have that d 6 |vP(πi), and for d|fi with d 6 |f
′
i we have d 6 |fP. Therefore, by (R2) and (I2),
vP(Ni(x, y)) ≤ (ei − e
′
i)ei ≤ e
2
i for all x, y ∈ F . 
Lemma 5.11. Under Setting 5.1 and pi 6= ∞, let a ∈ F . If Ai satisfies (A1)-(A4),
Bi satisfies (B1)-(B2), Di,a satisfies (D1)-(D2), and Ni satisfies (N1)-(N2), then the
polynomial
Gi,a(X, Y, Z) = Ai(Z)(1 + π
−4ei−e
2
i
i Ai(X)Bi(X)Di,a(X)Ni(X, Y ))− Ai(1)
satisfies the following conditions:
(1) If Gi,a has a zero in F , then vP(a) ≥ 0 for all P ∈ S
′
i.
(2) If F is PSCL and vP(a) ≥ 0 for all P ∈ S
′
i, then Gi,a has a zero in F .
Proof. Let x, y, z ∈ F with Gi,a(x, y, z) = 0 and let P ∈ S
′
i. Then
vP(1 + π
−4ei−e
2
i
i Ai(x)Bi(x)Di,a(x)Ni(x, y)) =
= vP(Ai(1))− vP(Ai(z)) ≥ −ei
by (A2) and (A3). Thus,
vP(π
−4ei−e
2
i
i Ai(x)Bi(x)Di,a(x)Ni(x, y)) ≥ −ei,
so vP(Di,a(x)) ≥ 0 by (S1), (A2), and (B2), and (N2). Therefore, vP(a) ≥ 0 by (D2).
Now assume that F is PSCL and vP(a) ≥ 0 for all P ∈ S
′
i. If Ai(1) = 0, then
Gi,a(0, 0, 1) = 0. Hence, assume without loss of generality that Ai(1) 6= 0. Let P ∈ S.
We claim that Ai(X)Bi(X)Di,a(X)Ni(X, Y ) has a zero in FP. If P ∈ S rSi and pP 6= 2,
this follows from (A1). If P ∈ S rSi and pP = 2, this follows from (B1). If P ∈ SirS ′i,
this follows from (N1). If P ∈ S ′i, this follows from (D1). Therefore, by Lemma 5.4 and
(A4), Gi,a is absolutely irreducible and has a simple zero in FP for all P ∈ S. Since F is
PSCL, Gi,a has a zero in F . 
This almost concludes the proof of the definability of R(S ′i) for pi 6=∞. We now turn
to the case pi =∞.
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Lemma 5.12. Under Setting 5.1, if pi =∞, then the polynomial
C(X) = X2 +X + 2
satisfies the following conditions:
(C1) If P ∈ S rSi and pP = 2, then C has a zero in FP.
(C2) If P ∈ Si, then C(x) >P 1 for every x ∈ F .
Proof. (C1) follows from Hensel’s lemma. (C2) is clear. 
Lemma 5.13. Under Setting 5.1, if pi =∞, then for every a ∈ F , the polynomial
Ea(X) = X
2 − a
satisfies the following conditions:
(E1) If P ∈ Si and a ≥P 0, then Ea has a zero in FP.
(E2) If P ∈ Si, x, ǫ ∈ F , and Ea(x) ≤P ǫ, then a ≥P −ǫ.
Proof. (E1) holds since FP is real closed. (E2) is obvious. 
Lemma 5.14. Under Setting 5.1, if pi =∞, then for every u ∈ F
×, the polynomial
Hu(X) = X
2 + u2
satisfies the following conditions:
(H1) If P ∈ Si, then for all x ∈ F , Hu(x) ≥P u
2.
(H2) If P ∈ Si, then Hu(1) = 1 + u
2 >P 0.
(H3) Hu(X) is square-free in F˜ [X ], and H
′
u(1) 6= 0.
Proof. All claims are easily verified. 
Lemma 5.15. Under Setting 5.1 and pi =∞, let a ∈ F and u ∈ F
×. If Ai satisfies (A1)
and (A5), C satisfies (C1)-(C2), Ea satisfies (E1)-(E2), and Hu satisfies (H1)-(H3),
then the polynomial
Gi,a,u(X, Y ) = Hu(Y )(1 + Ai(X)C(X)Ea(X))−Hu(1)
satisfies the following conditions:
(1) If Gi,a,u has a zero in F , then a ≥P −u
−2 for all P ∈ Si.
(2) If F is PSCL and a ≥P 0 for all P ∈ Si, then Gi,a,u has a zero in F .
Proof. Let x, y ∈ F such that Gi,a,u(x, y) = 0 and let P ∈ Si. Then
1 + Ai(x)C(x)Ea(x) =
Hu(1)
Hu(y)
≤P
1 + u2
u2
= 1 + u−2
by (H1), (H2). Thus, Ea(x) ≤P u
−2 by (A5) and (C2). Therefore, a ≥P −u
−2 by (E2).
Now assume that F is PSCL and a ≥P 0 for allP ∈ Si. IfHu(1) = 0, thenGi,a,u(0, 1) =
0. Hence, assume without loss of generality that Hu(1) 6= 0. Let P ∈ S. We claim that
Ai(X)C(X)Ea(X) has a zero in FP. If P ∈ S rSi and pP 6= 2, this follows from (A1). If
pP = 2, it follows from (C1). If P ∈ Si, it follows from (E1). Therefore, by Lemma 5.4,
(H3), and the assumption that F is PSCL, it follows that Gi,a,u has a zero in F . 
For the following proposition, let Ai, Bi, C, Di,a, Ea, Hu, Ni be the concrete polyno-
mials defined above.
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Proposition 5.16. Under Setting 5.1, for pi 6= ∞ let ϕi(a) be the Lring(π1, . . . , πn)-
formula
(∃x, y, z)(Ai(z)(1 + π
−4ei−e
2
i
i Ai(x)Bi(x)Di,a(x)Ni(x, y))−Ai(1) = 0),
and for pi =∞ let ϕi(a) be the Lring(πi)-formula
(∃u 6= 0)(∃x, y)(a(Hu(y)(1 + Ai(x)C(x)Ea−u−2(x))−Hu(1)) = 0).
Then the following holds for the subset ϕi(F ) ⊆ F defined by ϕi:
(1) ϕi(F ) ⊆ R(S
′
i).
(2) If F is PSCL, then ϕi(F ) = R(S
′
i).
Proof. For pi 6= ∞, this follows directly from Lemma 5.11. For pi = ∞, proceed as
follows: If a = 0, then a ∈ ϕi(F ) and a ∈ R(Si). If a ∈ ϕi(F )r{0}, then Lemma 5.15(1)
implies that for some u ∈ F×, a−u−2 ≥P −u
−2 for allP ∈ Si, so a ∈ R(Si). If F is PSCL
and a ∈ R(Si)r{0}, then a simple calculation shows that with u = a−1(a+ 1) ∈ F , also
a− u−2 ∈ R(Si). Hence, by Lemma 5.15(2), ϕi(a) is satisfied in F . 
6. Holomorphy Domains in PSCL Fields
Now we apply the general construction of the previous section to the fields we are inter-
ested in. We continue to work in Setting 4.1 and, for the rest of this paper, make the
following additional assumptions:
• For p ∈ S with pp 6=∞, fix πp ∈ K with vp(πp) = 1.
• For p ∈ S with pp =∞, let πp = −1.
Lemma 6.1. Let τ ′ ≤ τ be a relative type and write S = {p1, . . . , pn}, τ = (e, f), and
τ ′ = (e′, f ′). Let Si = S
τ
pi
(F ), S =
⋃
· ni=1 Si, pi = ppi, ei = e, fi = ffpi, p
′
i = ppi, e
′
i = e
′,
f ′i = f
′fpi. Then there exist π1, . . . , πn ∈ K such that the conditions of Setting 5.1 are
satisfied.
Proof. The existence of πi follows from the weak approximation theorem applied to the
finite set S, see e.g. [EP05, 1.1.3]. 
Proposition 6.2. Let p ∈ S and τ ′ ≤ τ a relative type. There exists an existential
Lring(K)-formula θ
τ ′
R,p(z) that satisfies the following:
(1) θτ
′
R,p(F ) ⊆ R
τ ′
p (F ).
(2) If F is PSτCL, then θτ
′
R,p(F ) = R
τ ′
p (F ).
Proof. Apply Lemma 6.1 and assume p = pi. Then the corresponding formula ϕi of
Proposition 5.16 satisfies the claim. 
This also proves Theorem 1.2 of the introduction. Indeed, if pi 6=∞, then the formula
θτR,p(z) is already diophantine (and independent of F ). In the case pi = ∞, the formula
θτR,p(z) is of the form
(∃u 6= 0)(∃x, y)(f(z, u, x, y) = 0)
with f ∈ K[Z, U,X, Y ] independent of F , which for a PSτCC field is equivalent to the
diophantine formula
(∃u, v, x, y)(f(z, u, x, y)2 + (uv − 1)2 = 0)
(note that if F is not real, then already θτR,p(F ) = F ).
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Definition 6.3. Let p ∈ S and τ ′ = (e′, f ′) ≤ τ . If pp 6=∞, let q = p
f ′fp, and define the
p-adic Kochen operator over K of type τ ′ by
γτ
′
p (x) =
1
πp
· ((xq − x)− (xq − x)−1)−e
′
if this expression is well defined, and γτ
′
p (x) = 0 otherwise. Define the p-adic Kochen
ring over K of type τ ′ of F by
Γτ
′
p (F ) =
{
b
1 + πpc
: b, c ∈ Op[γ
τ ′
p (F )], 1 + πpc 6= 0
}
.
If pp = ∞, let γ
τ ′
p (x) = γ(x) = x
2 and Γτ
′
p (F ) = Op[γ(F )], the semiring generated by
γ(F ) over Op.
Lemma 6.4. Let p ∈ S and τ ′ ≤ τ . Then Sτ
′
p (F ) 6= ∅ if and only if π
−1
p /∈ Γ
τ ′
p (F ).
In that case, if pp 6= ∞, then R
τ ′
p (F ) is the integral closure of Γ
τ ′
p (F ); if pp = ∞, then
Rτ
′
p (F ) = Γ
τ ′
p (F ).
Proof. For the case pp 6= ∞ see [PR84, 6.4, 6.8, 6.9]. For the case pp = ∞ note that if
−1 /∈ Γτ
′
p (F ), then Γ
τ ′
p (F ) is a pre-positive cone, so Γ
τ ′
p (F ) = R
τ ′
p (F ), see [Pre84, 1.6]. 
Definition 6.5. For p ∈ S and τ ′ ≤ τ , let T τ
′
R,p be the Lring(K)-theory consisting of the
following sentences.
(1) A recursive set of sentences stating that θτ
′
R,p defines an integrally closed ring (if
pp 6=∞) resp. a semiring (if pp =∞).
(2) For every a ∈ Op the sentence
θτ
′
R,p(a).
(3) The sentence
(∀x)(θτ
′
R,p(γ
τ ′
p (x))).
(4) If pp 6=∞, the sentence
(∀x)(θτ
′
R,p(x) ∧ 1 + πpx 6= 0→ θ
τ ′
R,p((1 + πpx)
−1)).
(5) The sentence
θτ
′
R,p(π
−1
p )→ (∀x)(θ
τ ′
R,p(x)).
Proposition 6.6. Let p ∈ S and τ ′ ≤ τ . Then F satisfies T τ
′
R,p if and only if the formula
θτ
′
R,p defines the holomorphy domain R
τ ′
p (F ) in F .
Proof. This follows from Proposition 6.2(1), Lemma 6.4 and the definition of Γτ
′
p (F ). 
7. Quantification over Classical Primes
In this section we translate first-order statements concerning the classical primes of F to
statements about F and the corresponding holomorphy domains.
Lemma 7.1. Let p ∈ S with pp 6=∞, and τ
′ ≤ τ = (e, f). For a ∈ F let
Hτ
′
p (a) = {P ∈ S
τ ′
p (F ) : a ∈ OP}.
Then the following holds:
(1) If a, b ∈ F , then Hτ
′
p (a) ∩H
τ ′
p (b) = H
τ ′
p (a
2e + πpb
2e).
(2) If a ∈ F×, then Sτ
′
p (F )rH
τ ′
p (a) = H
τ ′
p ((πpa
2e)−1).
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(3) If P (Z1, . . . , Zn) is a boolean polynomial
5, then there exists a rational function
r(X) ∈ Q(πp)(X1, . . . , Xn) independent of F such that for all a1, . . . , an ∈ F ,
P (Hτ
′
p (a1), . . . , H
τ ′
p (an)) = H
τ ′
p (r(a1, . . . , an)). (7.1)
Proof. (1): Let P ∈ Sτ
′
p (F ). If vP(a) ≥ 0 and vP(b) ≥ 0, then vP(a
2e + πpb
2e) ≥ 0.
If vP(a) < 0 or vP(b) < 0, then vP(a
2e + πpb
2e) = min{vP(a
2e), vP(πpb
2e)} < 0, since
0 < vP(πp) ≤ e
′ ≤ e < 2e.
(2): Let P ∈ Sτ
′
p (F ). If vP(a) ≥ 0, then vP(πpa
2e) ≥ vP(πp) > 0, so vP((πpa
2e)−1) < 0.
If vP(a) < 0, then vP(a
2e) ≤ −2e < −e ≤ −vp(πp), so vP((πpa
2e)−1) ≥ 0.
(3): If Sτ
′
p (F ) = ∅, then every r(X) satisfies (7.1). Thus, assume that S
τ ′
p (F ) 6= ∅ and
hence a2
e
+ πp 6= 0 for every a ∈ F . By (1), H
τ ′
p (a) = H
τ ′
p (a) ∩ H
τ ′
p (1) = H
τ ′
p (a
2e + πp).
Hence, the set of boolean polynomials P (Z) for which there exists a rational function
r(X) ∈ Q(πp)(X1, . . . , Xn) such that r(a) /∈ {0,∞} and (7.1) hold for all a1, . . . , an ∈ F
contains Z1, . . . , Zn. By (1), it is closed under intersections. By (2), it is closed under
complements. Hence, it contains all boolean polynomials. 
Remark 7.2. In what comes, the predicate symbol R of the language LR will be used
in two different ways. It will interpret either a valuation ring resp. positive cone OP, or
a holomorphy domain Rτ
′
p (F ). We write (F,OP) and (F,R
τ ′
p (F )), respectively, for the
corresponding structures.
Note that formally we work in the language Lring of rings, i.e. there is no function
·−1 in our language. However, it is common to use this function in first-order formulas
when working in fields, knowing that it can always be eliminated by introducing either
an existential or a universal quantifier.
The following proposition makes explicit some ideas from [Pre81, p. 154] and [Gro87,
proof of Theorem 4.01].
Proposition 7.3. Let p ∈ S and τ ′ ≤ τ .
(1) There exists a recursive map ϕ(x) 7→ ϕτ
′
p,∃(x) from existential LR-formulas to
LR(πp)-formulas such that for every extension F/K and elements a1, . . . , an ∈ F
the following statements are equivalent:
(1a) There exists P ∈ Sτ
′
p (F ) such that (F,OP) |= ϕ(a).
(1b) (F,Rτ
′
p (F )) |= ϕ
τ ′
p,∃(a).
(2) There exists a recursive map ϕ(x) 7→ ϕτ
′
p,∀(x) from universal LR-formulas to
LR(πp)-formulas such that for every extension F/K and elements a1, . . . , an ∈ F
the following statements are equivalent:
(2a) (F,OP) |= ϕ(a) for all P ∈ S
τ ′
p (F ).
(2b) (F,Rτ
′
p (F )) |= ϕ
τ ′
p,∀(a).
Proof. First of all, note that we can get (2) from (1) via ϕτ
′
p,∀ :⇔ ¬(¬ϕ)
τ ′
p,∃. Thus, it
suffices to prove (1).
Part A1: Case pp 6=∞. First assume that ϕ(x) is of the simple form∧
i
(fi(x) ∈ R) ∧
∧
i
(gi(x) /∈ R),
5i.e. a term in the language of boolean algebras, cf. [FJ08, Chapter 7.6]
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where fi, gi ∈ Z[X] for all i. Let
H(a) =
⋂
i
Hτ
′
p (fi(a)) ∩
⋂
i
(Sτ
′
p (F )rH
τ ′
p (gi(a))).
By Lemma 7.1(3) there exists a rational function r ∈ Q(πp)(X) independent of F and a
such that Hτ
′
p (r(a)) = S
τ ′
p (F )rH(a). Then (1a) holds if and only if H(a) 6= ∅, that is,
Hτ
′
p (r(a)) 6= S
τ ′
p (F ), which is equivalent to r(a) /∈ R
τ ′
p (F ). Thus, if we let ϕ
τ ′
p,∃(x) be the
formula ¬(r(x) ∈ R), then the claim follows.
Part A2: Conclusion of the proof for pp 6= ∞. Now assume that ϕ(x) is an
arbitrary existential LR-formula in prenex disjunctive normal form, i.e. ϕ(x) is of the
form
(∃y1, . . . , ym)
∨
j
[
∧
i
(fij(x,y) ∈ R) ∧
∧
i
(gij(x,y) /∈ R) ∧
∧
∧
i
(hij(x,y) = 0) ∧
∧
i
(kij(x,y) 6= 0)],
where fij, gij, hij , kij ∈ Z[X,Y]. Let ϕj(x,y) be the formula∧
i
(fij(x,y) ∈ R) ∧
∧
i
(gij(x,y) /∈ R).
Then ϕj is of the special form considered in Part A1. Let ϕ
τ ′
p,∃(x) be the formula
(∃y1, . . . , ym)
∨
j
[(ϕj)
τ ′
p,∃(x,y) ∧
∧
i
(hij(x,y) = 0) ∧
∧
i
(kij(x,y) 6= 0)].
Then ϕτ
′
p,∃ satisfies the claim.
Part B1: Case pp =∞. First assume that ϕ(x) is of the form∧
i
(fi(x) ∈ R)
where f1, . . . , fm ∈ Z[X]. Assume that (1a) holds. Then there exists an ordering P ∈
Sτ
′
p (F ) with f1(a) ≥P 0, . . . , fm(a) ≥P 0. Hence, R
τ ′
p (F )[f1(a), . . . , fm(a)], the semiring
generated by f1(a), . . . , fm(a) over R
τ ′
p (F ), is contained in OP. In particular,
Rτ
′
p (F )[f1(a), . . . , fm(a)] ∩ (−R
τ ′
p (F )) = {0}, (7.2)
so if ϕτ
′
p,∃(x) is the formula
(∀s1, . . . , sr ∈ R) (−
r∑
j=1
sjf1(x)
kj,1 · · · fm(x)
kj,m ∈ R
→
r∑
j=1
sjf1(x)
kj,1 · · · fm(x)
kj,m = 0),
where r = 2m, and (kj,1, . . . , kj,m) ranges over {0, 1}
m, then (1a) implies (1b).
Conversely, suppose that (1b) holds. Then, since F 2 ⊆ Rτ
′
p (F ), ϕ
τ ′
p,∃(a) holds in F
even if (kj,1, . . . , kj,m) ranges over any finite subset of (Z≥0)m. Hence, (7.2) holds. Thus,
Rτ
′
p (F )[f1(a), . . . , fm(a)] is a pre-positive cone, and hence there exists an ordering P ∈
Sτ
′
p (F ) with f1(a) ≥P 0, . . . , fm(a) ≥P 0, [Pre84, 1.6]. That is, (1a) holds.
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Part B2: Conclusion of the proof for pp = ∞. Now assume that ϕ(x) is an
arbitrary existential LR-formula in prenex disjunctive normal form. Replace x /∈ R by
(−x ∈ R) ∧ (x 6= 0) and conclude the proof as in Part A2. 
8. Quantification over Classical Closures
We use the quantification over classical primes of the previous section to quantify over
classical closures.
We want to make use of the following purely model theoretic lemma, which we prove due
to lack of a reference. Let T0 ⊆ T be theories in a language L. Write (M0,M) |= (T0, T )
to indicate that M is a model of T , and M0 is a substructure of M and a model of T0.
Let ∆(M0) denote the quantifier-free diagram of M0 in the language L(M0).
Lemma 8.1. If (M0,M) |= (T0, T ) implies that T ∪∆(M0) is complete, then there exists
a map ϕ(x) 7→ ϕ0(x) from L-formulas to universal L-formulas such that for every L-
formula ϕ(x), the following holds:
(1) T |= ∀x(ϕ(x)↔ ϕ0(x)).
(2) If (M0,M) |= (T0, T ) and a ∈M
r
0 , then M |= ϕ
0(a) if and only if M0 |= ϕ
0(a).
If both T and T0 are recursively enumerable, then the map ϕ(x) 7→ ϕ
0(x) is recursive.
Proof (Itay Kaplan). Let
Γ = {α(x) : α universal L-formula, and if (M0,M) |= (T0, T )
and a ∈M r0 , then M |= α(a) if and only if M0 |= α(a)}
and
Σ = {α(x) : α universal L-formula, T |= ϕ→ α}.
Since T0 ⊆ T , the assumption implies that T is model complete. Thus, we can assume
without loss of generality that ϕ is universal, [Mar02, 3.4.12(d)]. If A = {α1, . . . , αn} ⊆ Σ
is a finite set and βA := ϕ ∧ α1 ∧ · · · ∧ αn, then T |= ϕ ↔ βA. Hence, if βA ∈ Γ, then
ϕ0 := βA satisfies (1) and (2). Suppose that this does not happen, that is, βA /∈ Γ for every
finite set A ⊆ Σ. Since βA is universal, this means that there exists (M0,M) |= (T0, T )
and a ∈ M r0 with M0 |= βA(a) and M |= ¬βA(a). Since T |= ϕ ↔ βA, we get that
M |= ¬ϕ(a).
Let L0 = L ∪ {P, c}, where P is a unary predicate symbol and c = (c1, . . . , cr) are
constant symbols. Let the L0-theory T 0 consist of the theory T and the statement that
P defines a substructure that contains c and is a model of T0. Let T
1 consists of T 0, the
sentence ¬ϕ(c), and for every α ∈ Σ the statement that α(c) holds in the substructure
defined by P .
By the above assumption, every finite subset of T 1 is consistent. Therefore the com-
pactness theorem implies that T 1 has a model. That is, there exists (M0,M) |= (T0, T )
and a ∈M r0 such that M |= ¬ϕ(a) and M0 |= α(a) for every α ∈ Σ.
Since by assumption T∪∆(M0) is a complete L(M0)-theory, T∪∆(M0) |= ¬ϕ(a). Thus
there exists ψ(x,y) and b ∈ Ms0 such that ψ(a,b) ∈ ∆(M0) and T |= ∀x∀y(ψ(x,y) →
¬ϕ(x)). Therefore, (∀y)(¬ψ(x,y)) ∈ Σ. By construction of M0, this implies that M0 |=
(∀y)(¬ψ(a,y)), contradicting ψ(a,b) ∈ ∆(M0). This contradiction shows that βA ∈ Γ
for some A, as desired.
If both T0 and T are recursively enumerable, then so is T
0. Since a universal L-formula
β is in Γ if and only if T 0 ⊢ β(c)↔ βP (c), where βP is β with all quantifiers restricted to
P , Γ is recursively enumerable. Thus one can recursively determine a universal L-formula
β ∈ Γ with T ⊢ ϕ↔ β. Therefore, the map ϕ 7→ ϕ0 can be chosen recursive. 
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Note that the assumption of Lemma 8.1 is satisfied in particular if T is the model
completion of T0, cf. [Mar02, 3.4.14]. Also, the cases T0 = ∅ and T0 = T of Lemma 8.1
are well-known characterizations of quantifier elimination resp. model completeness.
Proposition 8.2. For every type τ1 = (p, e1, f1) there exists a recursive map ϕ(x) 7→
ϕ¯τ1(x) from LR-formulas to universal LR-formulas with the following properties:
(1) For every classically closed field (F ′,P) with tp(P) = τ1,
(F ′,OP) |= (∀x)(ϕ(x)↔ ϕ¯
τ1(x)).
(2) IfP is a quasi-local prime of a field F with tp(P) = τ1 and a ∈ F
r, then (F,OP) |=
ϕ¯τ1(a) if and only if (FP,OFP) |= ϕ¯
τ1(a).
(3) If P is a prime of a field F with tp(P) ≤ τ1 but tp(P) 6= τ1, and a ∈ F
r, then
(F,OP) |= ϕ¯
τ1(a).
Proof. For p =∞, this follows directly from quantifier elimination for real closed fields.
For p 6=∞, apply Lemma 8.1 with T the theory of p-adically closed fields of type τ1 and
T0 the theory of p-valued fields of type τ1 with value group a Z-group. The assumptions
of Lemma 8.1 are satisfied by [PR84, 3.2, 3.4, 5.1] (in fact, this shows that T is the model
completion of T0). Therefore, if we let ϕ¯
τ1(x) be the formula ϕ0(x) of Lemma 8.1, then
(1) and (2) are satisfied. In order to satisfy also (3), let ψ be the existential LR-sentence
(∃x ∈ R)(x−1 /∈ R ∧ px−e1 ∈ R) ∧ (∃x ∈ R)(Φpf1−1(x)
−1 /∈ R)
where Φpf1−1 is the (p
f1 − 1)-th cyclotomic polynomial. Note that (F,OP) |= ψ if and
only if tp(P) ≥ τ1. Thus, if we let ϕ¯
τ1(x) be the universal LR-formula ψ → ϕ
0(x), then
(1)-(3) are satisfied.
Since the theories in question are axiomatized by recursive sets of sentences, and hence
are recursively enumerable, the map ϕ(x) 7→ ϕ0(x) is recursive by Lemma 8.1. Therefore,
also the map ϕ(x) 7→ ϕ¯τ1(x) is recursive. 
Lemma 8.3. Let p ∈ S and τ ′ ≤ τ . There exists a recursive map ϕ(x) 7→ ϕˆτ
′
p,∀,R(x)
from Lring-formulas to LR(K)-formulas such that for every extension F/K and elements
a1, . . . , am ∈ F the following holds:
(1) If F ′ |= ϕ(a) holds for all F ′ ∈ CCτ
′
p (F ) with tp(PF ′/p) = τ
′, then (F,Rτ
′
p (F )) |=
ϕˆτ
′
p,∀,R(a).
(2) If (F,Rτ
′
p (F )) |= ϕˆ
τ ′
p,∀,R(a) and P ∈ S
τ ′
p (F ) with tp(P/p) = τ
′ is quasi-local, then
FP |= ϕ(a).
Proof. Write τ ′ = (e′, f ′) and let τ1 = (pp, e
′ep, f
′fp). Let ψ(x) be the formula ϕ¯
τ1(x) of
Proposition 8.2 and let ϕˆτ
′
p,∀,R(x) be the formula ψ
τ ′
p,∀(x) that Proposition 7.3 attaches to
ψ(x). Then ϕˆτ
′
p,∀,R(x) satisfies the claim. 
Proposition 8.4. Let p ∈ S. There exists a recursive map ϕ(x) 7→ ϕˆτp,∀(x) from Lring-
formulas to Lring(K)-formulas such that for every extension F/K that satisfies T
τ ′
R,p for
all τ ′ ≤ τ , and for all elements a1, . . . , am ∈ F the following holds:
(1) If F ′ |= ϕ(a) for all F ′ ∈ CCτp(F ), then F |= ϕˆ
τ
p,∀(a).
(2) If F |= ϕˆτp,∀(a) and P ∈ S
τ
p (F ) is quasi-local, then FP |= ϕ(a).
Proof. For τ ′ ≤ τ let ψτ
′
(x) be the formula ϕˆτ
′
p,∀,R(x) of Lemma 8.3 with all occurences
of x ∈ R replaced by the formula θτ
′
R,p(x) of Proposition 6.2. Let ϕˆ
τ
p,∀(x) be the formula∧
τ ′≤τ ψ
τ ′ . Then ϕˆτp,∀(x) satisfies the claim. This follows from Lemma 8.3 and Proposition
6.6. 
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9. Axiomatization of PSτCC Fields
We use the results of the previous section to axiomatize the PSτCC property.
Definition 9.1. Construct an Lring(K)-theory TPSτCC as follows: Let
fn(T,Z) =
∑
α
TαZ
α1
1 · · ·Z
αn
n ∈ Z[T,Z]
be the general polynomial in n variables Z1, . . . , Zn of degree n with coefficients T. Here
α runs over all n-tuples α = (α1, . . . , αn), αi ∈ Z≥0,
∑n
i=1 αi ≤ n.
For n ∈ N, let ψn(x,y) be an Lring-formula stating that the polynomial fn(x,Z) with
coefficients x is absolutely irreducible (see for example [FJ08, Chapter 11.3]), and all
singular points on the affine hypersurface defined by this polynomial lie on the subvariety
defined by the polynomial fn(y,Z) with coefficients y. Let ηn(x,y) be the Lring-formula
(∃z)(fn(x, z) = 0 ∧ fn(y, z) 6= 0)
stating that the polynomial with coefficients x has a zero which is not a zero of the poly-
nomial with coefficients y. Let (ηˆn)
τ
p,∀(x,y) be the Lring(K)-formula that Proposition 8.4
attaches to ηn, and let ϕn be the Lring(K)-sentence
(∀x,y)[(ψn(x,y) ∧
∧
p∈S
(ηˆn)
τ
p,∀(x,y))→ ηn(x,y)].
Let TPSτCC consist of the following sentences:
(1) For every p ∈ S and τ ′ ≤ τ , the theory T τ
′
R,p.
(2) For every n ∈ N, the sentence ϕn.
Lemma 9.2. Let p ∈ S and F ′ ∈ CCτp(F ), and let V be a smooth F -variety. Then
V (F ′) 6= ∅ if and only if there exists P ∈ Sτp (F
′(V )) with tp(P) = tp(F ′).
Proof. For pp 6= ∞, this follows from [PR84, 7.8]; for pp = ∞, it follows from [Pre84,
3.13]. 
Proposition 9.3. The field F satisfies TPSτCC if and only if F is PS
τCC.
Proof. First assume that F is PSτCC. Then F is also PSτCL (cf. Remark 4.3) and
hence satisfies (1) by Proposition 6.2 and Proposition 6.6. For all tuples a,b from F ,
if F |= (ηˆn)
τ
p,∀(a,b) then FP |= ηn(a,b) for every P ∈ S
τ
p (F ) by Proposition 4.9 and
Proposition 8.4. Therefore, if F |= ψn(a,b) ∧
∧
p∈S(ηˆn)
τ
p,∀(a,b), then the conditions
fn(a,Z) = 0, fn(b,Z) 6= 0 (9.1)
define a non-singular F -variety V which has an FP-rational point for every P ∈ S
τ
S(F ).
Thus, since F is PSτCL, V has an F -rational point, so F |= ηn(a,b). Consequently, F
satisfies (2).
Conversely, assume that F satisfies TPSτCC. Let V be any smooth F -variety that has an
F ′-rational point for every F ′ ∈ CCτS(F ). Since F
′(V ) = F ′(V ′) for any open subvariety
V ′ of V , Lemma 9.2 implies that the F ′-rational points are Zariski-dense on V . So since
V is birationally equivalent to a hypersurface, we can assume without loss of generality
that V is given by tuples a resp. b from F as in (9.1). Thus, F ′ |= ηn(a,b) for every
F ′ ∈ CCτS(F ), so F |= (ηˆn)
τ
p,∀(a,b) by (1) and Proposition 8.4. Since F satisfies (2),
F |= ηn(a,b), i.e. V has an F -rational point, and so F is PS
τCC. 
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Remark 9.4. Clearly, we just proved Theorem 1.1 of the introduction. Note that Propo-
sition 9.3 gives an Lring-axiomatization of PpC, PRC, and PCM fields, cf. Remark 4.3.
By Proposition 4.6 we also get an Lring-axiomatization of the class of PCC fields in the
Hilbert-type infinitary logic Lω1,ω. Note that the class of PCC fields is not elementary in
our standard finitary logic Lω,ω.
We can use our results to prove the conjecture posed in [Dar01, Remark 11]: Darnie`re
calls a field F RC-local if it is PFC for F = CC(F ), and restricted RC-local if
every elementary extension of F satisfies the same property. Let F be a finite family
of fields taken among R and the finite extensions of the fields Qˆp, and denote by QF
the maximal Galois extension of Q contained in every F ∈ F . Then QF is PCC by
[MB89] and [GPR95]. Darnie`re conjectures that it is restricted RC-local and that RF ,
the intersection over all p-valuation rings, is Lring-definable in QF . The first part of this
conjecture follows from our axiomatization of PCC fields, the second part follows from
Proposition 6.2.
Corollary 9.5. Let p ∈ S and let ϕ(x) be an Lring-formula. The Lring(K)-formula
ϕˆτp,∀(x) of Proposition 8.4 satisfies the following: For every PS
τCC field F ⊇ K and for
all elements a1, . . . , am ∈ F the following are equivalent:
(1) F |= ϕˆτp,∀(a).
(2) F ′ |= ϕ(a) for all F ′ ∈ CCτp(F ).
Proof. This follows by combining Proposition 9.3, Proposition 4.9, and Proposition 8.4.

10. The Strong Approximation Property
We prove that the space of orderings of a PSτCC field satisfies the so called ‘strong
approximation property’ of [Pre84], first studied in [KRW71]. We need the strong ap-
proximation property for the characterization of totally Sτ -adic extensions in terms of
holomorphy domains, which follows in the next section.
Definition 10.1. Let S˜(F ) be the set of all primes of F , and let S˜p(F ) be the subset
of those lying above p ∈ S. We equip S˜(F ) with the following Zariski-topology: A
subbasis of open sets is given by sets of the form
H(a) = {P ∈ S˜(F ) : a ∈ OP},
where a ∈ F . A set S ⊆ S˜(F ) is profinite if S, as a subspace of S˜(F ), is a profinite
space, i.e. a totally disconnected compact Hausdorff space. We say that S satisfies SAP
(the Strong Approximation Property) if S is profinite and the family H(a) ∩ S, a ∈ F ,
is closed under finite intersections.
Let S˜P(F ) = S˜(F )r S˜∞(F ) be the set of non-archimedean primes of F . We also
consider the following (finer) patch topology on S˜P(F ): A subbasis of open-closed sets
is given by sets of the form
HP(a) = {P ∈ S˜P(F ) : vP(a) ≥ 0}
and
H ′P(a) = {P ∈ S˜P(F ) : vP(a) > 0},
where a ∈ F .
We say that F is Sτ -SAP if Sτp (F ) satisfies SAP for each p ∈ S.
Lemma 10.2. Let p ∈ S with pp 6=∞. The following subsets of S˜p(F ) are closed in the
patch topology:
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(1) S1,e′ := {P ∈ S˜p(F ) : vP is discrete and vP(πp) ≤ e
′}, e′ ∈ N
(2) S2,f ′ := {P ∈ S˜p(F ) : f
′ 6 |fP}, f
′ ∈ N
(3) Sτp (F )
Proof. (1): For P ∈ S˜p(F ), vP(πp) ≤ e
′ if and only if for all a ∈ F×, vP(a) ≤ 0 or
vP(a
e′) ≥ vP(πp), i.e.
S1,e′ = S˜p(F ) ∩
⋂
a∈F×
(HP(a
−1) ∪HP(π
−1
p a
e′)).
(2): The following are equivalent: f ′|fP; Φpf ′−1 has a zero in F¯P; there exists a ∈ F
×
with vP(a) ≥ 0 and vP(Φpf ′−1(a)) > 0. Thus,
S2,f ′ = S˜p(F ) ∩
⋂
a∈F×
(H ′P(a
−1) ∪HP(Φpf ′−1(a)
−1)).
(3): This follows from (1) and (2), since
Sτp (F ) = S1,e ∩
⋂
f ′ 6 |ffp
S2,f ′ .

Lemma 10.3. For every p ∈ S, Sτp (F ) is profinite, and the family H(a)∩S
τ
p (F ), a ∈ F ,
is closed under complements (in Sτp (F )).
Proof. First, assume that pp 6= ∞. By [Kuh04, Corollary A.7], S˜p(F ) is quasi-compact
and hence profinite in the patch topology. Thus, since Sτp (F ) is closed in S˜p(F ) by
Lemma 10.2(3), also Sτp (F ) is profinite in the patch topology. Lemma 7.1(2) implies that
the family HP(a) ∩ S
τ
p (F ), a ∈ F , is closed under complements and the patch topology
on Sτp (F ) coincides with the Zariski-topology, which proves the claim.
Now assume that pp = ∞. Since for a ∈ F
×, Sp(F )rH(a) = H(−a) ∩ Sp(F ), the
family H(a) ∩ Sp(F ), a ∈ F , is closed under complements. By [Pre84, 6.5], the Zariski-
topology on the space S∞(F ) of orderings is profinite. Since Sp(F ) =
⋂
a∈Op
H(a)∩S∞(F )
is closed in S∞(F ), the claim follows. 
Lemma 10.4. If pp 6=∞, then S
τ
p (F ) satisfies SAP.
Proof. This follows from Lemma 10.3 and Lemma 7.1(1). 
Lemma 10.5. If F/K is algebraic, then F is Sτ -SAP.
Proof. Let p ∈ S and a, b ∈ F . Since F/K is algebraic, there exists a finite subextension
L/K of F/K such that a, b ∈ L. The weak approximation theorem applied to the finite
set of local primes (i.e. absolute values) Sτp (L) yields c ∈ L with H(a) ∩H(b) ∩ S
τ
p (F ) =
H(c) ∩ Sτp (F ). Thus, S
τ
p (F ) satisfies SAP. 
If F is PRC, then S∞(F ) satisfies SAP, see [Pre81, Proposition 1.3]. In fact this holds
for every PSτCC field. We prove this by combining the construction of Section 5 with
the specific polynomial from [Pre81].
Lemma 10.6. For a, b ∈ F×, let
fa,b(X, Y ) = abX
2Y 2 + aX2 + bY 2 − 1 ∈ F [X, Y ].
If p ∈ S with pp =∞, and P ∈ Sp(F ), then the following holds:
(1) fa,b has a zero in FP.
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(2) If x, y ∈ F and fa,b(x, y) >P −1, then ab(ax
2 + by2) ≥P 0 if and only if a ≥P 0
and b ≥P 0.
Proof. (1): First note that
fa,b(X, Y ) = aX
2(bY 2 + 1) + (bY 2 − 1).
One can choose y ∈ F such that (− 1
a
) by
2−1
by2+1
>P 0. Indeed, if a >P 0, let y = 0. If a <P 0
and b >P 0, let y = 1 + b
−1. If a <P 0 and b <P 0, let y = 1 − b
−1. Since FP is real
closed, there exists x ∈ FP such that x
2 = (− 1
a
) by
2−1
by2+1
, hence fa,b(x, y) = 0.
(2): First note that fa,b(0, 0) = −1, so x 6= 0 or y 6= 0. Furthermore, fa,b(x, y) >P −1
implies that
ax2 + by2 >P −abx
2y2. (10.1)
If a >P 0 and b >P 0, then ab(ax
2 + by2) ≥P 0. If a <P 0 and b <P 0, then ab >P 0 and
ax2 + by2 <P 0 (since x 6= 0 or y 6= 0), so ab(ax
2 + by2) <P 0. If a >P 0 and b <P 0,
or a <P 0 and b >P 0, then ab <P 0 and thus ab(ax
2 + by2) <P −a
2b2x2y2 ≤P 0 by
(10.1). 
Proposition 10.7. If F is PSτCC, then F is Sτ -SAP.
Proof. Let p ∈ S. If pp 6= ∞, then S
τ
p (F ) satisfies SAP by Lemma 10.4. Therefore,
assume that pp = ∞, and let a, b ∈ F
×. We want to use the polynomials constructed
in Section 5. Recall Lemma 6.1, which gives a translation from our current setting to
Setting 5.1. In particular, write S = {p1, . . . , pn}. Assume p = pi, and let
Ga,b(X, Y, Z) = H2(Z)(1− Ai(X)C(X)fa,b(X, Y ))−H2(1),
where Ai, C,Hu are the corresponding polynomials defined in Section 5, and fa,b is as in
Lemma 10.6. By (A1), (C1), and Lemma 10.6(1), Ai(X)C(X)fa,b(X, Y ) has a zero in
FP for each P ∈ S
τ
S(F ). Since F is PS
τCC, (H3) and Lemma 5.4 imply that there exist
x, y, z ∈ F such that Ga,b(x, y, z) = 0. Thus, if P ∈ Sp(F ), then
1− Ai(x)C(x)fa,b(x, y) =
H2(1)
H2(z)
≤P
5
4
,
by (H1) and (H2), so Ai(x)C(x)fa,b(x, y) ≥P −1/4. Since Ai(x)C(x) >P 1 by (A5)
and (C2), this implies that fa,b(x, y) ≥P −1/4 >P −1. Therefore, by Lemma 10.6(2),
H(a)∩H(b)∩Sp(F ) = H(c)∩Sp(F ), where c = ab(ax
2+by2) ∈ F . Hence, Sp(F ) satisfies
SAP, as claimed. 
This proves Theorem 1.3 of the introduction. As Ido Efrat pointed out to me, there
might be an alternative approach to Proposition 10.7 by deducing the SAP property from
Galois theoretic properties of PSτCC fields, like in the real case in [Har90].
11. Totally Sτ -adic Field Extensions
We conclude this work by defining totally Sτ -adic field extensions and describing them
in terms of holomorphy domains. This also gives an equivalent definition of the PSτCC
property.
Definition 11.1. Let p ∈ S and τ ′ ≤ τ . If M/F is an extension, let resτ
′
p : S
τ ′
p (M) →
Sτ
′
p (F ) be the restriction map given by Q 7→ Q|F . We call an extension M/F totally
Sτ -adic if the restriction map resτ
′
p : S
τ ′
p (M) → S
τ ′
p (F ) is surjective for each p ∈ S and
τ ′ ≤ τ .
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Remark 11.2. Note that the restriction map resτ
′
p : S
τ ′
p (M) → S
τ ′
p (F ) is continuous in
the Zariski-topology, and that M/F is totally Sτ -adic if and only if each P ∈ SτS(F )
extends to a prime of M of the same type.
IfK = Q, |S| = 1, and τ = (1, 1) then our notion of totally Sτ -adic extensions coincides
with the classical notions of totally real extensions (as in [Pre81], [Ers82]) resp. totally
p-adic extensions (as in [Gro87], [Jar91]). The following lemmas unify results from these
works.
Lemma 11.3. The field F is PSτCC if and only if for every domain R = F [x1, . . . , xn]
which is finitely generated over F and whose quotient fieldM is regular and totally Sτ -adic
over F , there exists an F -homomorphism R→ F .
Proof. First assume that F is PSτCC. If M/F is regular, then R is the coordinate ring
of an affine F -variety V . Let p ∈ S and P ∈ Sτp (F ). By Proposition 4.9, since F
is PSτCC, P is quasi-local. If M/F is totally S-adic, there exists Q ∈ Sτp (M) with
Q|F = P and tp(Q) = tp(P). Then MQ ⊇ FP(V ), so V has a smooth FP-rational point
by Lemma 9.2. So since F is PSτCC, V has an F -rational point, and therefore there
exists an F -homomorphism R→ F .
Conversely, let V be a smooth F -variety that has an F ′-rational point for every F ′ ∈
CCτS(F ). By Lemma 9.2 we can assume without loss of generality that V is affine. Then
the coordinate ring R = F [V ] is a domain which is finitely generated over F and whose
quotient field M = F (V ) is regular over F . Let p ∈ S, P ∈ Sτp (F ), and F
′ ∈ CC(F,P).
There exists Q ∈ Sτp (F
′(V )) with Q|F = P and tp(Q) = tp(P) by Lemma 9.2, so
Q|M ∈ S
τ
p (M), (Q|M)|F = P, and tp(Q|M) = tp(P). Hence, M/F is totally S
τ -adic, so
by assumption there exists an F -homomorphism R→ F , i.e. V has an F -rational point,
as claimed. 
Lemma 11.4. Let p ∈ S and τ ′ ≤ τ . If M/F is an extension and Sτ
′
p (F ) satisfies SAP,
then the following statements are equivalent:
(1) resτ
′
p : S
τ ′
p (M)→ S
τ ′
p (F ) is surjective.
(2) Rτ
′
p (M) ∩ F = R
τ ′
p (F ).
(3) Rτ
′
p (M) ∩ F ⊆ R
τ ′
p (F ).
Proof. (1)⇒ (2): Assume that resτ
′
p is surjective. Then
Rτ
′
p (F ) =
⋂
P∈Sτ
′
p (F )
OP =
⋂
Q∈Sτ
′
p (M)
(OQ ∩ F ) = R
τ ′
p (M) ∩ F.
(2)⇒ (3): This is trivial.
(3) ⇒ (1): Assume that resτ
′
p is not surjective. By Lemma 10.3, S
τ ′
p (M) and S
τ ′
p (F )
are profinite spaces. Hence, since resτ
′
p is continuous, res
τ ′
p (Sp(M)) is closed in S
τ ′
p (F ).
Therefore, Sτ
′
p (F )r res
τ ′
p (S
τ ′
p (M)) is nonempty and open. It follows that the complement
of a basic open-closed set contained in Sτ
′
p (F )r res
τ ′
p (S
τ ′
p (M)) is an open-closed proper
subset X of Sτ
′
p (F ) containing res
τ ′
p (S
τ ′
p (M)). By Lemma 10.3, the subbasis H(a)∩S
τ ′
p (F ),
a ∈ F , of Sτ
′
p (F ) is closed under complements. Hence, since S
τ ′
p (F ) satisfies SAP, X =
H(x) ∩ Sτ
′
p (F ) for some x ∈ F by [Pre84, 6.6]. Therefore,
resτ
′
p (S
τ ′
p (M)) ⊆ H(x) ∩ S
τ ′
p (F ) $ S
τ ′
p (F ).
Then x ∈ Rτ
′
p (M) ∩ F but x /∈ R
τ ′
p (F ), so R
τ ′
p (M) ∩ F 6⊆ R
τ ′
p (F ). 
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Corollary 11.5. Assume that F is PSτCC. If F ≺M is an elementary extension, then
M/F is regular and totally Sτ -adic.
Proof. Every elementary extension is regular, see for example [FJ08, 7.3.3]. By Proposi-
tion 9.3, since F is PSτCC and M ≡ F , M is PSτCC. Thus, by Proposition 6.2, since
F ≺ M , Rτ
′
p (M) ∩ F = R
τ ′
p (F ) for each p ∈ S and τ
′ ≤ τ . By Proposition 10.7, since F
is PSτCC, F is Sτ -SAP, so Sτ
′
p (F ) satisfies SAP for each p ∈ S and τ
′ ≤ τ . Therefore,
by Lemma 11.4, M/F is totally Sτ -adic. 
This finishes the proof of Corollary 1.4 of the introduction.
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