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1 Introduction
Let V be a vector space that is equipped with an inner product (·, ·) of signa-
ture (p, q). The inner product is said to be Riemannian if p = 0, Lorentzian
if p = 1, and balanced (or neutral) if p = q. Let R be an algebraic curvature
tensor on V ; i.e. R ∈ ⊗4V ∗ satisfies the curvature symmetries of the Riemann
curvature tensor:
R(x, y, z, w) = R(z, w, x, y) = −R(y, x, z, w), and
R(x, y, z, w) +R(y, z, x, w) +R(z, x, y, w) = 0.
The associated Jacobi operator JR is the self-adjoint linear map of V which
is defined by the identity:
(JR(x)y, z) = R(y, x, x, z).
We say that an algebraic curvature tensor R is spacelike Osserman if the
eigenvalues of JR are constant on the pseudo-sphere S
+(V ) of unit spacelike
vectors. We say that R is spacelike Jordan Osserman if the Jordan normal
form of JR is constant on S
+(V ). In the Riemannian context, these two
notions are equivalent. However, in higher signature setting, the eigenvalue
structure does not determine the conjugacy class, so we shall work with Jordan
normal form rather than with the eigenvalues alone.
The investigation of spacelike Jordan Osserman tensors is motivated by
geometric considerations. Let (M, g) be a pseudo-Riemannian manifold of
signature (p, q). If gR is the Riemann curvature tensor of the Levi-Civita
connection, then gRP is an algebraic curvature tensor on the tangent space
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TPM for every P in M . On the other hand, every algebraic curvature tensor
is geometrically realizable. We say that (M, g) is spacelike Jordan Osserman
if the Jordan normal form of JgR is constant on the pseudo-sphere bundle
S+(M, g) of unit spacelike tangent vectors.
Let (M, g) be Riemannian. Then (M, g) is said to be a local 2 point ho-
mogeneous space if the local isometries of (M, g) act transitively on S+(M, g);
such a manifold is either flat or locally isometric to a rank 1 symmetric space.
If (M, g) is a local 2 point homogeneous space, then the Jacobi operator JR
has constant Jordan normal form on S+(M, g) and hence (M, g) is spacelike
Jordan Osserman. Osserman13 wondered if the converse held. Chi4 showed
this was true if m = 4, if m ≡ 1 mod 2, or if m ≡ 2 mod 4; an important in-
gredient in Chi’s work was the classification of the spacelike Jordan Osserman
Riemannian algebraic curvature tensors in these dimensions. There are other
partial results available5,11, but the question is still open in the Riemannian
context.
It has been shown1,6 that any Lorentzian spacelike Jordan Osserman al-
gebraic curvature tensor has constant sectional curvature. Thus classification
is complete in this context. Finally, it is known2,3,8,7 that there exist balanced
spacelike Jordan Osserman pseudo-Riemannian manifolds which are not even
locally homogeneous.
We shall work in the algebraic category henceforth. If W is an auxiliary
vector space and if A is a linear map of V , then we define the stabilization
A⊕ 0 :=
(
A 0
0 0
)
on V ⊕W.
The Jordan normal form of a spacelike Jordan Osserman algebraic cur-
vature can be arbitrarily complicated in the balanced setting9,10:
Theorem 1.1 Let J be a r × r real matrix and let q ≡ 0 mod 2r. If V is a
vector space of neutral signature (q, q), then there exists an algebraic curvature
tensor R on V so that JR(x) is conjugate to J ⊕ 0 for every x ∈ S
+(V ).
However, the situation is very different if p < q, i.e. if the spacelike
directions in a certain sense dominate the timelike directions. We consider
this case and show that the geometry defined by such a tensor is much more
rigid. The main result of this paper is:
Theorem 1.2 Let R be a spacelike Jordan Osserman algebraic curvature ten-
sor on a vector space V of signature (p, q), where p < q. Then JR(x) is
diagonalizable for any x ∈ S+(V ).
Here is a brief outline of the paper. In §2, we review certain results
concerning self-adjoint maps in the indefinite setting. In §3, we establish
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several technical results concerning vector bundles over projective spaces. In
§4, we use the results of the previous sections to prove Theorem 1.2.
2 Results from Linear Algebra
Let ℜ(λ) and ℑ(λ) be the real and imaginary parts of a complex number λ.
If J is a linear map of a real vector space V of dimension m, then let Jλ be
the real operator on V defined by:
Jλ :=
{
J − λ · Id if λ ∈ R,
(J − λ · Id )(J − λ¯ · Id ) if λ ∈ C− R.
(2.1)
We define the generalized eigenspaces by setting
Eλ = E
J
λ := ker{J
m
λ }. (2.2)
Lemma 2.1 Let V be a vector space of signature (p, q) and let J be a self-
adjoint linear map of V . Then V can be decomposed as an orthogonal direct
sum V = ⊕ℑ(λ)≥0Eλ. Furthermore, the induced metrics on the generalized
eigenspaces Eλ are non-degenerate.
Proof: Let λ and µ be complex numbers with λ 6= µ and λ 6= µ¯. Since Jmλ is
self-adjoint and vanishes on Eλ, we have
0 = (Jmλ xλ, xµ) = (xλ, J
m
λ xµ) for xλ ∈ Eλ and xµ ∈ Eµ.
Since J commutes with Jµ, J preserves Eµ. Since the eigenvalues of J on
Eµ are µ and µ¯, the linear maps J − λ · Id , J − λ¯ · Id , and hence Jλ are
isomorphisms of Eµ; thus J
m
λ (Eµ) = Eµ. It now follows that
Eλ ⊥ Eµ and Eλ ∩Eµ = {0}. (2.3)
Let V C := V ⊗C be the complexification of V . We extend J to V C to be
complex linear and set ECλ := ker{(J −λ)
m}. A complex vector space may be
decomposed as the direct sum of the generalized complex eigenspaces defined
by a linear transformation. Consequently,
V C = ⊕λE
C
λ . (2.4)
As ECλ ⊕ E
C
λ¯
= Eλ ⊗ C, V = ⊕ℑ(λ)≥0Eλ. By display (2.3), the direct sum
given in equation (2.4) is orthogonal; thus, the induced metric on each Eλ is
non-degenerate. ⊓⊔
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We recall a few notions from bundle theory which we will use in what
follows. Let ρ : E → M be a vector bundle over a smooth manifold M . The
fibers EP := ρ
−1(P ) are real vector spaces which vary smoothly with the point
P ∈M . A non-degenerate fiber metric on E is a collection of non-degenerate
inner products on each fiber which vary smoothly on M . A bundle morphism
ψ of E is a collection of smooth linear maps ψP of the fibers EP which vary
smoothly with P . We say ψ is invertible if each ψP is invertible. We say ψ is
self-adjoint if each ψP is self-adjoint.
Let V be a vector space with a non-degenerate inner product. We can de-
compose V as a direct sum V +⊕V − of complementary orthogonal subspaces,
where V + is a maximal spacelike subspace and V − is a maximal timelike sub-
space. There is a similar decomposition possible in the vector bundle setting:
Lemma 2.2 Let E be a vector bundle over a smooth manifold M which is
equipped with a non-degenerate fiber metric. Then we can decompose E as a
direct sum E+⊕E− of complementary orthogonal subbundles, where E+ is a
maximal spacelike subbundle and E− is a maximal timelike subbundle.
Proof: As noted above, we can decompose each individual fiber as an orthog-
onal direct sum of a maximal spacelike and a maximal timelike subspace. The
main technical difficulty is to make the decompositions vary smoothly with
P ∈M . We can use a partition of unity to put a positive definite inner prod-
uct (·, ·)e on E. Define a bundle morphism ψ of E by setting (v, w) = (ψv,w)e.
Since each linear map ψP is self-adjoint with respect to the positive definite
inner product (·, ·)e on each fiber EP , ψP is diagonalizable and has only real
eigenvalues. As the original inner product (·, ·) is non-degenerate, each ψP is
invertable. Let Eλ(ψP ) ⊂ EP be the eigenspaces of ψP on EP . We define:
E−P := ⊕λ<0Eλ(ψP ) and E
+
P := ⊕λ>0Eλ(ψP ).
By Lemma 2.1, the subspaces E+P and E
−
P are orthogonal and complementary.
Since ψP is invertible, the fibers E
+
P and E
−
P have constant rank and define
smooth subbundles of E. ⊓⊔
We continue our preparation for the proof of Theorem 1.2 by studying
vector bundles equipped with non-degenerate fiber metrics and self-adjoint
bundle morphisms which have constant Jordan normal form:
Lemma 2.3 Let E be a vector bundle over a smooth manifold M which is
equipped with a non-degenerate fiber metric. Let J be a self-adjoint bundle
morphism of E which has constant Jordan normal form. Let λ be an eigen-
value of J . If Jλ 6= 0 on Eλ, choose i ≥ 1 maximal so J
i
λ(Eλ) 6= 0. Then
J iλEλ is a totally isotropic subbundle of E of non-zero rank.
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Proof: Assume that E and J satisfy the hypothesis of the Lemma. Set:
Eλ,i := J
i
λ(Eλ).
Since J has constant Jordan normal form, Eλ,i is a smooth vector bundle over
M . Fix a point P of M and let v1 and v2 be vectors in the fiber Eλ,i(P ).
There exist vectors w1, w2 ∈ Eλ,i(P ) so v1 = J
i
λw1 and v2 = J
i
λw2. Note that
2i ≥ i + 1, that Jλ is self-adjoint, and that J
2i
λ = 0 on Eλ. We demonstrate
that Eλ,i is totally isotropic and thereby complete the proof by computing:
(v1, v2) = (J
i
λw1, J
i
λw2) = (J
2i
λ w1, w2) = 0. ⊓⊔
3 Bundles over projective space
Let V be a vector space of signature (p, q). We decompose V = V +⊕V − as an
orthogonal direct sum, where V + is a maximal spacelike subspace of dimension
q and V − is the complementary maximal timelike subspace of dimension p.
Let P(V +) be the projective space of lines in V +. We define trivial bundles
over P(V +) by setting:
V
+ := P(V +)× V +,
V
− := P(V +)× V −, and (3.1)
V := V+ ⊕ V− = P(V +)× V.
These bundles inherit natural inner products from the given inner product on
V . Let 〈x〉 := x·R be the line thru an element x ∈ S(V +). The classifying line
bundle γ and the orthogonal complement γ⊥ over P(V +) are the subbundles
of V+ defined by:
γ := {(〈x〉, y) ∈ P(V +)× V + : y ∈ 〈x〉}, and
γ⊥ := {(〈x〉, y) ∈ P(V +)× V + : y ⊥ 〈x〉}. (3.2)
Note that γ〈x〉 = 〈x〉, i.e. the fiber of γ over an element 〈x〉 of P(V
+) is
just the line 〈x〉 itself. For that reason γ has also been called the tautological
line bundle. This bundle plays an important role in the classification of real
line bundles and in our further considerations. In the following Lemma, we
compare non-trivial (i.e. positive rank) subbundles of γ⊥ and V−.
Lemma 3.1 Let V = V + ⊕ V − be a vector space of signature (p, q), where
p < q. Let V− and γ⊥ be the bundles over P(V +) defined in equations (3.1)
and (3.2), respectively. Then no non-trivial subbundle of V− is isomorphic to
a non-trivial subbundle of γ⊥.
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Proof: The Stiefel-Whitney classes12 are cohomological invariants of vector
bundles. Let w1 := w1(γ) be the first Stiefel-Whitney class of the classifying
line bundle γ. The cohomology ring of the projective space P(V +) is the
truncated polynomial ring12:
H∗(P(V +);Z2) = Z2[w1]/(w
q
1 = 0).
To prove Lemma 3.1, we suppose the contrary, i.e. that there exist positive
rank subbundles E1 of γ
⊥ and E2 of V
− so that E1 is isomorphic to E2, and
argue for a contradiction. Let r = rank(E1). Since E1 ⊂ γ
⊥, we may use
Lemma 4.4.49 to see that wr(E1) = w
r
1 . Furthermore, as E1 is isomorphic to
E2, we may conclude wr(E2) = w
r
1. As V
− = E2⊕E
⊥
2 , we have the following
factorization
1 = w(E2)w(E
⊥
2 ) = (1 + ...+ w
r
1)w(E
⊥
2 ) in H
∗(P(V +);Z2).
Since rankE2 = p − r < q, the truncation (w
q
1 = 0) in H
∗(P(V +);Z2) plays
no role, so we have the factorization
1 = (1 + ...+ wr1)w(E
⊥
2 ) in Z2[w1],
which is impossible. ⊓⊔
We use Lemma 3.1 to establish the following Lemma:
Lemma 3.2 Let V = V + ⊕ V − be a vector space of signature (p, q), where
p < q. Let V− and γ⊥ be the bundles over P(V +) defined in equations (3.1)
and (3.2), respectively. There is no totally isotropic non-trivial subbundle of
γ⊥ ⊕ V−.
Proof: We suppose, to the contrary, that there exists a totally isotropic non-
trivial subbundle E of γ⊥ ⊕V−. Let pi+ be orthogonal projection on γ⊥ and
let pi− be orthogonal projection on V−. Set
E+ := pi+(E) ⊂ γ⊥ and E− := pi−(E) ⊂ V−.
Note that kerpi+ = V− and kerpi− = γ⊥. As E is totally isotropic, every
vector in E is null. Thus
E ∩V− = E ∩ γ⊥ = {0}.
Consequently, pi+ and pi− define isomorphisms between E and E+ and be-
tween E and E−, respectively. Thus E+, which is a non-trivial subbundle
of γ+, is isomorphic to E−, which is a non-trivial subbundle of V−. This
contradicts Lemma 3.1. ⊓⊔
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4 Proof of Theorem 1.2
Let V = V +⊕V − be a vector space of signature (p, q), where p < q, and where
V + and V − are orthogonal maximal spacelike and timelike subspaces of V ,
respectively. Let R be a spacelike Jordan Osserman algebraic curvature tensor
on V . Let x ∈ S+(V ). Since JR(x) is self-adjoint and since JR(x)x = 0,
JR(x) preserves the orthogonal complement x
⊥; we let J˜R(x) denote the
restriction of JR(x) to x
⊥; this is often called the reduced Jacobi operator.
The Jacobi operator can be represented in the form
JR(x) =
(
0 0
0 J˜R(x)
)
on x⊕ x⊥.
Thus to prove Theorem 1.2, it suffices to show that J˜R(x) is diagonalizable.
If λ ∈ C, then let J˜λ and Eλ be defined by J˜R using equations (2.1) and
(2.2), respectively. We may then use Lemma 2.1 to decompose
γ⊥ ⊕ V− = ⊕ℑ(λ)≥0Eλ over P(V
+),
where the induced metric on each eigenbundle Eλ is non-degenerate. By
Lemma 3.2, Eλ does not contain a totally isotropic subbundle. Thus, by
Lemma 2.3, J˜λ = 0 on Eλ. Consequently J˜R is diagonalizable on Eλ if
λ ∈ R.
To complete the proof, we must show that all the eigenvalues are real.
Suppose, to the contrary, that there exists an eigenvalue λ of J˜R so that
ℑ(λ) 6= 0; we argue for a contradiction. By Lemma 2.2, Eλ = E
+
λ ⊕ E
−
λ
decomposes as the orthogonal direct sum of maximal spacelike and timelike
subbundles. We define a bundle map I of Eλ by setting:
I := J˜R−ℜ(λ)Idℑ(λ) .
The definition of J˜λ given in (2.1) and the fact that J˜λ = 0 on Eλ then imply
that I2 = −id on Eλ. Since I is self-adjoint, I is a para-isometry of Eλ that
interchanges the roles of spacelike and timelike vectors. Thus, I defines an
isomorphism between E+λ and E
−
λ .
Let pi+ and pi− be orthogonal projections on γ⊥ and V−, respectively.
Since E+λ contains no timelike vectors and since ker(pi
+) = V− is timelike,
kerpi+ ∩ E+λ = {0} and pi
+ is an isomorphism from E+λ to pi
+(Eλ). Simi-
larly, pi− is an isomorphism from E−λ to pi
−(Eλ). Thus pi
+(Eλ), which is a
non-trivial subbundle of γ⊥, is isomorphic to pi−(E−λ ), that is a non-trivial
subbundle of V−. This contradicts Lemma 3.1. ⊓⊔
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