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Educational data mining (EDM) adalah suatu bidang aplikasi antara pendidikan dan komputer. Salah satu yang 
dapat dilakukan pada EDM adalah memprediksi tingkat prestasi mahasiswa. Tingkat indeks prestasi kumulatif 
(IPK) akademik mahasiswa sangat penting karena menentukan tingkat kelulusan dan kualiatas institusi 
pendidikan. Penelitian ini bertujuan untuk menganalisa atribut-atribut yang mempengaruhi tingkat indeks 
prestasi kumulatif (IPK) mahasiswa yang berasal dari faktor eksternal pada mahasiswa. Adapun atribut yang 
digunakan adalah 10 variabel atribut yaitu nilai TOEFL, pendidikan ayah, pendidikan ibu, pekerjaan ayah, 
pekerjaan ibu, asal daerah, tempat tinggal selama kuliah dan tingkat prestasi akademik yang dicapai. Hasil 
akurasi pengolahan dengan menggunakan Algoritma C4.5 adalah 75,18% dan Naive Bayes 74,47% 
menunjukkan bahwa model dan atribut yang digunakan baik untuk memprediksi tingkat IPK  mahasiswa. 
Algoritma C4.5 mampu menunjukkan atribut apa yang berpengaruh langsung pada tingkat IPK  mahasiswa yaitu 
Nilai TOEFL, jam belajar, pendidikan ayah, pekerjaan ayah, dan tempat tinggal mahasiswa.  Algoritma C4.5 
tidak mampu  memperhitungkan peluang suatu klasifikasi jika jumlah  instan pada klasifikasi tersebut sangat 
sedikit pada kejadian data. Sebaliknya Naive Bayes tetap mampu memperhitungkan peluang kemunculan dan 
ketepatannya informasi yang dihasilkan  meski jumlah instan yang sedikit. Dalam penelitian ini data mahasiswa 
yang memiliki tingkat IPK cumlaude sangat sedikit, namun Naive Bayes tetap mampu mengukur Recall pada 
kelas ini sebesar 28,6% dan Precision sebesar 40%.  
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Educational data mining (EDM) are widely applied to Gain knowledge from educational data. One of EDM is to 
predict of Grade Point Avarage (GPA) Student Level. The level is very important to determine graduation 
qualities. In this study, the survey of attributes that affect GPA Student level derived from external factors. The 
reasearched attributes used 10 variables i.e., TOEFL scores, father and mother educational background, 
father's and mother’s occupation, place of origin, student residences and GPA level. The study uses two methods 
of classification techniques, The C4.5 and Naive Bayes. The accuracy results are 75.18% by C4.5 algorithm and 
74.47% by Naive Bayes. The Naive Bayes showed that the models and variables used both to predict GPA 
Student level. The C4.5 algorithm shows any attributes that directly affect such as TOEFL score, length of study, 
father's education, father's occupation, and student residences. C4.5 algorithm  was unable to calculate a 
probability of classification if the number instances in the data is less, e.g cumlaude label. On contrary, Naive 
Bayes can still get the Recall and the Precision information even though the number of the label is less. In this 
study, students with cumlaude label is less, however, Naive Bayes is still able to measure the Recall with 28.6% 
and Precision with 40%. 
 




Educational Data mining (EDM) adalah tren 
dalam data mining yang muncul pada tahun 2005, 
dimana teknik data mining diaplikasikan secara luas 
untuk memperoleh pengetahuan dalam bidang 
pendidikan(Aldowah, Al-Samarraie & Fauzy 
2019)Tujuan utama dari penelitian pada bidang 
EDM adalah untuk mendukung pengambilan 
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keputusan pada institusi pendidikan agar dapat 
bermanfaat bagi pembuat keputusan dalam bidang 
pendidikan (Altujjar et al. 2016). EDM dianggap 
sebagai paradigma yang berorientasi pada 
perancangan model, tugas, metode, dan algoritma 
untuk mengeksplorasi data dari bidang pendidikan 
untuk menemukan pola konten pengetahuan, 
penilaian, aplikasi domain dan membuat prediksi 
yang menjadi ciri perilaku dan prestasi peserta didik 
serta faktor-faktor yang mempengaruhinya 
(Penaayala 2014). 
EDM banyak berperan dalam membantu analisis 
dan visualisasi data pendidikan sehingga hasil 
analisisnya dapat digunakan untuk memprediksi 
kinerja siswa atau mahasiswa, dan mampu 
menghasilkan rekomendasi untuk pihak-pihak yang 
terkait dalam bidang pendidikan. Prediksi yang 
dapat dilakukan seperti mengindentifikasi kondisi 
pembelajaran suatu matakuliah, mendeteksi perilaku 
mahasiswa, mengembangkan materi kuliah, 
menentukan strategi pedagogik dan merencanakan 
berbagai kegiatan pendidikan lainnya (Wassan 
2015).  Penerapan teknik data mining dalam 
mengekstraksi pengetahuan bisa dipandang sebagai 
teknik evaluasi formatif, yaitu teknik untuk 
mengevaluasi program pendidikan sementara yang 
masih dalam pengembangan. Tujuan dari teknik 
tersebut adalah untuk terus memperbaiki program-
program pendidikan EDM telah digunakan dalam 
berbagai penelitian diantaranya memprediksi kinerja 
mahasiwa tingkat akhir (Wanli et al. 2015), 
menentukan faktor-faktor yang mempengaruhi 
tingkat kebahagian mahasiswa (Altujjar et al. 2016), 
pengenalan pola pengaruh akademik pada alumni 
setelah 3 tahun masa selesai studi (Adekitan & Salau 
2019), pendektesian strategi untuk mengembangkan 
project urban dalam matakuliah arsitektur (Valls et 
al. 2017). Selain itu beberapa penelitian dalam 
bidang EDM juga digunakan untuk memperbaiki 
proses manajemen dan administrasi akademik pada 
institusi pendidikan tinggi (Aldowah, Al-Samarraie 
& Fauzy 2019),  penerapan teknik data mining juga 
digunakan untuk mengukur kemampuan mahasiswa 
dalam mendesain dan memahami eksperimen-
eksperimen yang dilakukan dalam mata kuliah 
systems microworld (Gobert et al. 2015). 
(Mayilvaganan & Kalpanadevi 2015) menganalisa 
cognitive skill mahasiswa dengan menggunakan 
teknik data mining, teknik data mining juga 
digunakan untuk memprediksi kinerja dari para 
instruktur pengajar (Mohamed, Rizaner & Hakan 
2016), (Bachtiar, Syahputra & Wicaksono 2019; 
Farhan et al. 2019) memanfaakan teknik data mining 
untuk membantu mahasiswa dalam memilih 
matakuliah,  sedangkan (Yahdin et al. 2019) 
menggunakan data mining untuk memprediksi masa 
studi yang berhasil ditempuh mahasiswa. 
Prediksi terhadap IPK mahasiswa merupakan 
salah satu hal yang penting dalam dunia pendidikan, 
karena hal ini memungkinkan institusi akademik 
memberikan dukungan atau program yang tepat bagi 
siswa yang menghadapi kesulitan dalam akademik 
(Altujjar et al. 2016; Yahdin et al. 2019). IPK 
merupakan hasil dari kegiatan belajar mahasiswa, 
dimana biasanya semakin baik usaha belajar yang 
dilakukan individu, maka semakin baik pula prestasi 
yang dicapai. IPK dapat menjadi ukuran  
keberhasilan dan kualitas dari mahasiswa tersebut, 
sehingga bisa diyakini bahwa mahasiswa tersebut 
memiliki keterampilan, pengetahuan, dan 
kemampuan yang mereka butuhkan saat mereka 
lulus nanti. Setiap universitas membagi tingkatan 
IPK mahasiswa dalam beberapa tingkatan(Charteris 
et al. 2016).  
Prediksi IPK dengan memanfaatkan teknik data 
mining telah banyak dilakukan untuk berbagai 
macam paramater antara lain dengan melihat nilai 
awal yang diperoleh pada setiap mata kuliah, 
kehadiran kelas, hasil capaian tugas yang diberikan, 
kuis, project laboratorium, dan perilaku mahasiswa 
saat di dalam kelas atau dalam proses belajar 
mengajar(Daud 2017; Hamsa, J. Kizhakkethottam & 
Indiradevi 2016; López, Guzmán & González 2015; 
Mohammed et al. 2017; Topîrceanu & Grosseck 
2017; Tucker & Pursel 2014). (Altujjar et al. 2016) 
memprediksi prestasi mahasiswa dengan 
memperhatikan efek nilai yang diperoleh pada 
matakuliah-matakuliah tertentu yang dianggap 
sebagai matakuliah yang krusial. (Ingraham, 
Davidson & Yonge 2018) meneliti hubungan antara 
fakultas yang dipilih mahasiswa dan tingkat prestasi 
akademik mahasiswa. Beberapa penelitian 
memprediksi tingkat prestasi akademik mahasiswa 
melalui pembelajaran online (e-learning)(Burgos et 
al. 2017; Rodrigues, Isotani & Zárate 2018). 
 Kesuksesan dari proses pembelajaran tidak 
hanya ditentukan oleh faktor di dalam kelas tetapi 
juga oleh faktor di luar kelas. Kesuksesan 
mahasiswa atau pelajar ditentukan oleh dua faktor 
yaitu faktor internal seperti konsentrasi, minat, 
bakat, intelegensi, motivasi, cita-cita, intensitas 
belajar, sedangkan faktor eksternal seperti 
lingkungan fisik, ekonomi, latar belakang 
pendidikan orang tua, tempat tinggal serta faktor 
lainnya baik yang secara langsung maupun secara 
tidak langsung(Aissaoui et al. 2019; Aramburo, 
Boroel & Pineda 2017; Helal et al. 2018). Pada 
penelitian ini membahas penerapan data mining 
untuk memprediksi tingkat prestasi akademik 
mahasiswa dengan melihat faktor eksternal untuk 
mengtahui faktor apa saja yang mempengaruhi 
prestasi akademik mahasiswa. Hasil dari prediksi 
tersebut diharapkan universitas dapat memberikan 
alternatif pemecahan masalah yang dapat 
dikembangkan dalam suatu program yang dapat 
membantu mahasiswa yang memiliki masalah 
dengan indeks prestasinya. 
Permasalahan prediksi banyak memanfaatkan 
teknik data mining. Dalam data mining banyak 
metode yang berkembang untuk prediksi seperti 
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Naive Bayes, C4.5. K-Nearest Neigborhood (KNN) 
dan lain-lain.  Beberapa penelitian 
merekomendasikan metode Naive Bayes dan 
Algoritma C4.5 sebagai metode yang cepat, mudah, 
kuat dan paling banyak digunakan untuk prediksi 
terutama pada data set yang memiliki banyak atribut 
bertipe kategorik atau nominal (Berger 2013; 
Breiman, L., Friedman, J. H., Olshen, R. A., & 
Stone 1984; Yahdin et al. 2019; Zhang et al. 2016). 
Pada penelitian ini menerapkan algoritma C4.5 dan 
Naive Bayes untuk memprediksi tingkat indeks 
prestasi kumulatif akademik mahasiswa.  
2. METODE PENELITIAN 
2.1. Pengumpulan Data 
 Data diambil dari jurusan Matematika Fakultas 
MIPA Universitas Sriwijaya yang berasal dari 3 
tahun angkatan yaitu 2013, 2014 dan 2015. Jumlah 
total data yang digunakan adalah sebanyak 200 
orang yang diambil dari mahasiswa yang telah lulus. 
Mahasiswa angkataan 2016, 2017 dan 2018 tidak 
diambil sebagai data dalam penelitian ini karena 
belum ada lulusan dari ketiga angkatan tersebut. 
 
2.2. Persiapan Data 
 Dalam penelitian ini diperoleh 13 atribut yang 
berkaitan langsung dengan mahasiswa, seperti besar 
penghasilan ayah perbulan, besar penghasilan ibu 
perbulan, jenis kelamin, pendidikan terakhir ayah, 
pendidikan terakhir ibu, status hidup ayah, status 
hidup ibu, pekerjaan ayah, pekerjaan ibu, tempat 
tinggal asal, tempat tinggal selama kuliah, nilai 
TOEFL yang digunakan saat mendaftar dan IPK. 
Atribut-atribut tersebut diseleksi kembali karena ada 
atribut yang datanya banyak yang tidak lengkap atau 
hilang. Total atribut yang terlibat dalam penelitian 
ini ada 10 atribut yaitu jenis kelamin, jam belajar di 
luar kampus, pendidikan ayah, pekerjaan ayah, 
pendidikan ibu, pekerjaan ibu, asal daerah, tempat 
tinggal selama kuliah, nilai TOEFL saat mendaftar 
dan indeks prestasi akademik akhir. Beberapa atribut 
diubah kedalam bentuk kategori sehingga algoritma 
C4.5 dan Naive Bayes dapat bekerja optimal. Atribut 
atribut yang diubah ke dalam tipe kategori adalah 
nilai TOEFL dinyatakan dalam kurang dan cukup. 
TOEFL merupakan syarat dari universitas yang 
harus dapat dicapai selama masa kuliah, jika pada 
awal masuk TOEFL mahasiswa kurang dari 400 
maka mahasiswa wajib mengulang ujian TOEFL 
selama masa kuliah sampai mencapai skor 400, baru 
dianggap sebagai cukup, sehingga TOEFL dapat 
dirubah dalam variabel kategorik dengan nilai cukup 
dan kurang. Nilai Indeks Prestasi Kumulatif (IPK) 
akademik mahasiswa akan menjadi label yang 
diubah dalam bentuk kategori sesuai dengan 
tingkatan perolehan IPK, yaitu sebagai berikut : 
 Jika IPK ≤2,5 maka prestasi tidak memuaskan, 
disimbolkan sebagai 1 
 Jika IPK 2,5,00 - 2,75 maka prestasi 
memuaskan, disimbolkan sebagai 2 
 Jika IPK 2,76 - 3,50 maka Prestasi sangat 
memuaskan, disimbolkan sebagai 3 
 Jika IPK 3,51 - 4,00, maka prestasi adalah 
cumlaude, disimbolkan sebagai 4. 
 
2.3. Penerapan Algorithm C4.5 
Algoritma C4.5 bekerja melakukan pencarian 
dengan menggunakan pohon keputusan. Langkah-
langkah yang dilakukan dalam algoritma C4.5 
adalah menyeleksi atribut yang menjadi akar, 
membuat cabang untuk masing-masing atribut, 
membagi penelusuran dalam cabang berdasarkan 
Gain ratio. Langkah tersebut akan terus diulang 
untuk masing-masing cabang sampai semua kelas 
selesai diperiksa. 
pemilihan atribut sebagai akar didasarkan pada 
Gain ratio yang tertinggi. Perhitungan  Gain ratio 
menggunakan persamaan 1(Yahdin et al. 2019). 
 





1=1 )   (1)
  
Dimana, S adalah himpunan instant (kejadian), A 
adalah atribut, n : Jumlah partisi dari atribut A  
|Si| : Jumlah kasus pada partisi ke i, |S| : Jumlah 
kasus dalam S, sedangkan nilai Entropy sendiri 
dapat dihitung dengan persamaan 2. 
 
𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆) = ∑ −𝑃𝑖 ∗ 𝑙𝑜𝑔2𝑃𝑖
𝑛
𝑖=1                  (2) 
 
Dimana, S : Himpunan Kasus dan n : Jumlah partisi 
S dan Pi adalah Proporsi dari Si terhadap S 
 
2.4. Penerapan Naive Bayes  
 Naive Bayes adalah metode dalam data mining 
yang menerapkan konsep peluang Bayes. Semua 
atribut diperlakukan sama dan bebas antara satu 
atribut dengan atribut lainnya. metode ini 
menggunakan Naive Bayes Classifier untuk 
menghitung bobot peluang dari setiap atribut. Naive 
Bayes Classifier yang digunakan adalah(Desiani et 




𝑃(𝑐𝑘)∏𝑃(𝑣𝑗|𝑐𝑘)       (3) 
 
 Secara umum alur metode yang dilakukan 
dalam penelitian ini dapat dilihat pada gambar 1. 
Dari gambar 1 dapat dilihat data yang telah diseleksi 
akan diklasifikasi dengan menerapkan dua teknik 
data mining yaitu Algoritma c.4.5 dan Naive Bayes. 
3. HASIL DAN PEMBAHASAN 
 Dari hasil pengumpulan data yang 
dilakukan diperoleh 141 data pengamatan  dengan 
atribut sebanyak 13. Dari 13 atribut yang ada hanya 
dipilih 10 atribut yang memiliki data lengkap (tabel 
1). Atribut yang menjadi label klasifikasi adalah 
tingkat Indeks Prestasi Kumulatif akademik (IPK) 
terakhir yang diperoleh oleh mahasiswa saat 
menjelang kelulusan. 
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Gambar 1. Alur Metode Penelitian 
 
Tingkat IPK memiliki 4 kelas yaitu tidak 
memuaskan, memuaskan, sangat memuaskan dan 
cumlaude. Metode latihan yang digunakan adalah K- 
Cross-Validation. K yang dipilih adalah 10, artinya 
data yang ada dibagi dalam 10 kelompok dimana 9 
kelompok menjadi data latih dan 1 kelompok 
menjadi data uji yang dilakukan secara bergantian 
antara 10 kelompok tersebut.  Secara lengkap atribut 
yang digunakan dalam penelitian ini dapat dilihat 
pada tabel 1. 
 
Tabel 1. Atribut dan Nilai Atribut 
Nama Atribut Partisi Nilai 
Jenis Kelamin 0: Perempuan; 1: Laki-laki 
Jam Belajar 
(JAMblj) 
1: Satu hari menjelang ujian 
2: 2-3 hari menjelang ujian 
3: lebih dari 3 hari sebelum ujian 
Pendidikan Ayah 
(Pddk_A) 
SMA : Sekolah Menengah Atas 
SD: Sekolah Dasar 
SMP: Sekolah Menengah Tingkat Pertama 
D: Diploma 
S1 : Sarjana 
S2: Magister ke atas  
Pekerjaan Ayah 
(P_A) 
BRH: Buruh, seperti petani, Pembantu 
Rumah Tangga, Pekerja Pabrik, dan 
sebaGainya 
SW: Swasta, bekerja pada perusaahaan milik 
sendiri atau yang membuka jalur usaha 
mandiri 
PNS : Pegawai Pemerintahan 
NonPNS : Pegawai pada perusahaan swasta 
atau non pemerintah 
Pendidikan Ibu SMA : Sekolah Menengah Atas 
SD: Sekolah Dasar 
SMP: Sekolah Menengah Tingkat Pertama 
D: Diploma 
S1 : Sarjana 
S2: Magister ke atas 
Pekerjaan Ibu 
(P_I) 
BRH: Buruh, seperti petani, Pembantu 
Rumah Tangga, Pekerja Pabrik, dan 
sebaGainya 
SW: Swasta, bekerja pada perusaahaan milik 
sendiri atau yang membuka jalur usaha 
mandiri 
PNS : Pegawai Pemerintahan 
NonPNS : Pegawai pada perusahaan swasta 
atau non pemerintah 
IRT : Ibu yang tidak bekerja 





Kost : tinggal dengan menyewa tempat 
tinggal 
Ortu : Tinggal bersama orang tua 
Indeks Prestasi 
Akademik(IPK) 
1: tidak memuaskan 
2: Memuaskan 
3: Sangat Memuaskan 
4: Cumlaude 
 
3.1 ALGORITHM C4.5 
 Hasil dari perhitungan nilai Gain pada 
algoritma c4.5, nilai Gain tertinggi dimiliki oleh 
atribut TOEFL. Nilai Gain yang diperoleh 
menunjukkan jika mahasiswa sudah mampu 
memenuhi syarat nilai TOEFL pada awal 
perkuliahan maka dapat diprediksi bahwa 
mahasiswa tersebut akan memiliki tingkat IPK 
sangat memuaskan. Sebaliknya jika nilai TOEFL 
saat awal perkuliahan belum mencukupi syarat maka 
harus melihat atribut lain untuk memprediksi tingkat 
indeks prestasi kumulatif yaitu atribut Jam Belajar. 
Jika mahasiswa tersebut selalu belajar persiapan 3 
hari sebelum ujian maka dapat diprediksi mahasiswa 
tersebut akan memperoleh tingkat IPK yang 
memuaskan. Secara lengkap aturan yang diperoleh 
dari perhitungan algoritma C4.5 dapat dilihat pada 
pohon keputusan gambar 2. 
 Dari pohon keputusan pada gambar 1, 
diperoleh aturan linguistik untuk prediksi tingkat 
indeks prestasi akademik mahasiswa sebagai berikut 
: 
 
IF TOEFL= Cukup THEN Prestasi Akademik = 
Sangat mememuaskan 
 
IF Nilai TOEFL= Kurang AND Jam Belajar = 
sebelum 3 hari menjelang ujian THEN Prestasi 
Akademik= sangat memuaskan 
 
IF Nilai TOEFL= Kurang AND Jam Belajar= 1 hari 
menjelang ujian AND Pendidikan Ayah= SMA 
THEN Prestasi Akademik= memuaskan 
 
IF Nilai TOEFL= Kurang AND Jam Belajar= 1 hari 
menjelang ujian AND (Pendidikan Ayah= SD OR 
Pendidikan Ayah = SMP) THEN Prestasi Akademik 
Mahasiswa = Tidak memuaskan 
 
IF Nilai TOEFL= Kurang AND Jam Belajar= 1 hari 
jelang ujian AND Pendidikan Ayah= S1 AND 
Pendidikan Ibu = SMA THEN Prestasi Akademik 
Mahasiswa = Memuaskan. 
 
IF Nilai TOEFL= Kurang AND Jam Belajar= 1 hari 
jelang ujian AND Pendidikan Ayah= S1 AND 
Pendidikan Ibu = S1 THEN Prestasi Akademik 
Mahasiswa = Sangat Memuaskan. 
 
IF Nilai TOEFL= Kurang AND Jam Belajar= 2 
sampai 3 hari jelang ujian AND Pekerjaan Ayah= 
Buruh AND Pendidikan Ayah= SMA THEN 
Prestasi Akademik Mahasiswa= Sangat memuaskan 
 
 IF Nilai TOEFL= Kurang AND Jam Belajar= 2 
sampai 3 hari jelang ujian AND Pekerjaan Ayah= 
Buruh AND Pendidikan Ayah= SMP THEN 
Prestasi Akademik Mahasiswa= Tidak Memuaskan 
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IF Nilai TOEFL= Kurang AND Jam Belajar= 2 
sampai 3 hari jelang ujian AND Pekerjaan Ayah= 
Buruh AND Pendidikan Ayah= SD AND Tempat 
Tinggal selama Kuliah= Kost THEN Prestasi 
Akademik Mahasiswa= Tidak memuaskan 
IF Nilai TOEFL= Kurang AND Jam Belajar= 2 
sampai 3 hari jelang ujian AND Pekerjaan Ayah= 
Buruh AND Pendidikan Ayah= SD AND Tempat 
Tinggal selama Kuliah= Orang Tua THEN Prestasi 
Akademik Mahasiswa= memuaskan 
 
IF Nilai TOEFL= Kurang AND Jam Belajar= 2 
sampai 3 hari jelang ujian AND Pekerjaan Ayah= 
Swasta AND Tempat Tinggal selama Kuliah= Orang 
Tua THEN Prestasi Akademik Mahasiswa= 
memuaskan 
 
IF Nilai TOEFL= Kurang AND Jam Belajar= 2 
sampai 3 hari jelang ujian AND Pekerjaan Ayah= 
Swasta AND Tempat Tinggal selama Kuliah= Kost 
THEN Prestasi Akademik Mahasiswa= sangat 
memuaskan 
 
IF Nilai TOEFL= Kurang AND Jam Belajar= 2 
sampai 3 hari jelang ujian AND (Pekerjaan Ayah= 
PNS OR Pekerjaan Ayah= Non PNS) THEN 




Gambar 2. Pohon Keputusan Algoritma C4.5 
 
 Setelah diperoleh aturan keputusan dari pohon 
keputusan algoritma C4.5, proses uji akan mengukur 
sejauh mana keberhasilan model yang diperoleh 
dapat digunakan sebagai prediksi dengan 
menggunakan matriks Confusion. Matriks Confusion 
yang diperoleh dari perhitungan algoritma C4.5 
adalah sebagai berikut : 
 
Tabel 2. Matriks Confusion C4.5 
Kelas 
Label Sebenarnya 
1 2 3 4 
Label Prediksi 
1 31 4 1 0 
2 4 16 8 0 
3 1 10 59 0 
4 0 0 7 0 
  
 Dari tabel 2 dapat dilihat ada 31 data 
diprediksi secara benar sebagai kelompok1 
(kelompok yang memiliki prestasi akademik tidak 
memuaskan), 4 data yang harusnya masuk dalam 
kelompok satu tetapi diprediksi sebagai kelompok 
2(memuaskan) dan 1 data pada kelompok 1 
diklasifikasikan sebagai kelompok 3( sangat 
memuaskan). 16 data pada testing ini berhasil 
diklasifikasikan sebagai kelompok 2, namun 4 data 
yang harusnya memiliki klasifikasi 2, dikenali 
sebagai klasifikasi 1(tidak memuaskan, dan 8 data 
dikenali sebagai kelas 3(sangat memuaskan) yang 
seharusnya masuk dalam klasifikasi 2.   
 Dari matriks Confusion dapat dihitung nilai 
akurasi yang diperoleh dari total data yang berhasil  
diprediksi secara benar sebesar 75,18%. Hasil ini 
menunjukkan algoritma C4.5 cukup baik dalam 
memprediksi tingkat indeks prestasi akademik 
mahasiswa. Hasil pengukuran Recall untuk masing-
masing tingkat IPK adalah sebagai berikut 81.6% 
untuk kelompok tingkat IPK yang tidak memuaskan 
(grup 1), 57.1% untuk kelompok tingkat IPK 
memuaskan (grup 2), 84.3% untuk kelompok IPK 
sangat memuasakan (grup 3) dan 0% untuk 
kelompok tingkat IPK yang cumlaude (grup 4). 
Hasil pengukuran Precision untuk masing-masing 
kelompok adalah sebagai berikut, kelompok 1 
(Tingkat IPK yang tidak memuaskan) adalah 86,1%, 
kelompok kedua adalah 53,3%, untuk kelompok 3 
adalah 78,7%, dan 0% untuk kelompok 4.  
 
3.2 NAIVE BAYES 
 Pada Naive Bayes, metode training yang 
dipilih adalah K-Cross validation dengan nilai K-
fold yang dipilih adalah 10. Matriks Confusion yang 
dihasilkan  adalah sebagai berikut: 
 
1242   Jurnal Teknologi Informasi dan Ilmu Komputer (JTIIK), Vol. 7, No. 6, Desember 2020, hlm. 1237-1244 
Tabel 3. Matriks Confusion Naive Bayes 
Kelas 
Label Sebenarnya 
1 2 3 4 
Label Prediksi 
1 33 3 0 0 
2 5 15 8 0 
3 6 6 55 3 
4 0 0 5 2 
 
 Dari tabel 3 dapat dilihat algoritma Naive 
Bayes dapat memprediksi  sebanyak 105 data secara 
benar, tetapi 36 data diprediksi dalam kelas yang 
salah. Akurasi yang diperoleh pada Naive Bayes 
adalah 74,47%, lebih kecil dibandingkan hasil 
akurasi pada algoritma C4.5.  Nilai Recall yang 
diperoleh pada Naive Bayes untuk masing-masing 
kelompok adalah 91,7% untuk kelompok 1, 53,6% 
untuk kelompok 2, 78,6% untuk kelompok 3 dan 
28,6% untuk kelompok 4. Nilai Precision untuk 
kelompok 1 adalah  75%, untuk kelompok 2 adalah 
62,5%. Nilai Precision untuk masing-masing 
kelompok adalah kelompok 3 adalah 80,9% dan 
40% untuk kelompok 4.  
 
3.3 PERBANDINGAN HASIL KEDUA 
ALGORITMA 
 Hasil prediksi dua algoritma C4.5 dan 
algoritma Naive Bayes, terlihat bahwa kedua metode 
tersebut bekerja baik dalam memprediksi prestasi 
akademik mahasiswa. Pada algoritma c4.5 dapat 
diketahui atribut mana yang saling mempengaruhi 
prestasi akedemik mahasiswa. Dari hasil pohon 
keputusan dapat dilihat bahwa mahasiswa yang 
mampu lulus ujian TOEFL sesuai dengan standar 
nilai dari universitas, artinya mampu memiliki 
prestasi akademik sangat memuaskan. Mahasiswa 
yang nilai TOEFL belum mencukupi syarat 
universitas, belajar 2-3 hari sebelum ujian, orang 
tuanya bekerja sebagai buruh latar, dan orang tuanya 
hanya mengenyam pendidikan SD atau SMP, serta 
tinggal di kontrakan tidak bersama orang tua lebih 
riskan memiliki tingkat IPK yang buruk atau tidak 
memuaskan.  Mahasiswa yang  memiliki nilai 
TOEFL yang belum mencukupi syarat, dan belajar 
hanya 1 hari sebelum ujian jika pendidikan ayah SD 
atau SMP hasil prestasi akademiknya cenderung 
masuk dalam kelompok 1.  
 Kecenderungan mahasiswa yang 
prestasinya tidak memuaskan datang dari kalangan 
yang nilai TOEFL masih kurang, orang tuanya 
bekerja sebagai buruh, pendidikan ayah hanya 
sebatas SD atau SMP, dan jam belajar yang sedikit, 
dapat memberikan masukkan kepada pihak jurusan 
atau universitas memberikan pendampingan 
program yang dapat memotivasi dan fasilitasi 
mahasiswa tersebut agar dapat meningkatkan tingkat 
minat pelajarnya. Pihak jurusan atau universitas 
dapat bekerja sama dengan dosen penasehat 
akademik untuk memantau prestasi akademik 
mahasiswa terutama mahasiswa dengan memiliki 
atribut-atribut yang masuk dalam kelompok 1. 
Perbandingan hasil pengukuran kedua algoritma 
tersebut dapat dilihat pada tabel 4 dan tabel 5. 
 







1 2 3 4 
C4.5 81,6 53,3 78,7 0 75,18 
Naive Bayes 75 62,5 80,9 40 74,47 
 




1 2 3 4 
C4.5 81,6 57,1 84,3 0 
Naive Bayes 91,7 53,6 78,6 28,6 
 
 Dari tabel 4 dapat dilihat algoritma C4.5 
nilai akurasi prediksinya lebih  baik dibanding Naive 
Bayes. Hasil Algoritma C4.5 mampu menyajikan 
secara langsung hubungan-hubungan antar atribut 
yang mempengaruhi prestasi akademik mahasiswa. 
Algoritma C4.5 tidak dapat menghitung keberadaan 
instan yang ada pada kelompok 4, karena instan 
pada kelompok 4 jumlahnya sangat sedikit. Tingkat 
keberhasilan sistem dalam menemukan informasi 
dan tingkat ketepatan antara informasi yang diminta 
dan jawaban yang diberikan oleh algoritma  C4.5 
untuk kelompok 4(mahasiswa yang berhasil 
mencapai prestasi cumlaude) adalah sama sekali 
tidak ada atau 0%. Sebaliknya pada hasil prediksi 
Naive Bayes meski lebih rendah dibanding dari C4.5 
namun Naive Bayes tetap mampu memperhitungkan 
kejadian yang masuk pada kelompok 4 meski 
jumlahnya hanya sedikit. Peluang keberhasilan 
sistem dalam menemukan informasi kejadian pada 
kelompok 4 adalah 28,6% dan tingkat ketepatan 
informasi yang diberikan oleh algoritma berdasarkan 
informasi yang diminta pengguna untuk kejadian 
kelompok 4 adalah 40%. 
 Hasil Precision dan Recall dari algoritma 
C45 dan Naive Bayes dapat dilihat secara ringkas 
pada gambar 2, dan untuk nilai rata-rata dari seluruh 
label dapat dilihat pada gambar 3. 
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Gambar 3. Rata-Rata Keseluruhan Nilai Precision dan Recall 
 
 Dari gambar 3 dapat dilihat nilai Precision dan 
Recall baik yang dihasilkan oleh algoritma C4.5 
ataupun Naive Bayes tidak terlalu jauh berbeda. 
kedua algoritma tersebut cukup baik digunakan 




Hasil akurasi dari kedua algoritma C4.5  
sebesar 75,18% dan Naive Bayes sebesar 74,47%, 
menjelaskan bahwa kedua algoritma tersebut baik 
dalam melakukan prediksi prestasi akademik 
mahasiswa dalam penelitian ini. Hasil C4.5 
menunjukkan mampu menunjukkan secara langsung 
atribut-atribut yang berpengaruh pada prestasi 
akademik mahasiswa. Hasil C4.5 menunjukkan 
bahwa mahasiswa yang nilai TOEFL yang belum 
mencukupi, mahasiswa yang jam belajarnya hanya 
sedikit, mahasiswa dengan latar belakang orang tua 
yang bekerja sebagai buruh, dan hanya memiliki 
pendidikan rendah sebatas SD atau SMP lebih riskan 
masuk dalam kelompok prestasi akademik yang 
tidak memuaskan, sehingga diperlukan suatu 
program dari lembaga pendidik (Universitas) untuk 
dapat membantu mahasiswa yang memiliki nilai-
nilai atribut tersebut. Algoritma C4.5 tidak mampu 
memperhitungkan kejadian pada kelompok 4 karena 
jumlahnya terlalu sedikit, namun Naive Bayes tetap 
mampu memperhitungkan kejadian pada kelompok 
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