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In this paper we develop tests of functional form that are consistent
against a class of nonlinear "smooth transition" models of the conditional
mean. Our method is an extension of the consistent model speciﬁca-
tion tests developed by Bierens (1990), de Jong (1996) and Bierens and
Ploberger (1997), provides maximal power against nonlinear smooth tran-
sition ARX speciﬁcations, and is consistent against any deviation from the
null hypothesis.
Of separate interest, we provide substantial detail regarding when and
whether Bierens-type tests are asymptotically degenerate.
In a simulation experiment in which all parameters are randomly se-
lected, and a linear AR null model is selected by minimizing the AIC, the
proposed test has power nearly identical to a most powerful test for true
STAR processes, and dominates popular tests.
1. Introduction Smooth Transition Threshold Autoregressive (STAR)
models have gained signiﬁcant popularity in the economics and ﬁnance liter-
atures as a means to transcend well known explanatory and forecasting lim-
itations of linear and binary switching models. Suggested by Chan and Tong
(1986a,b) to account for sluggish regime dynamics in many time series, Teräsvirta
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1(1994) established a composite theory of estimation, diagnostic checking and in-
ference for smooth transition processes with exponential and logistic transition
functions. See, also, Luukkonen et al (1988) and van Dijk et al (2000).
Consider a time series process {yt,x t} with regressors xt =( 1 ,y t−1,...,yt−p)0,







for some transition function F(yt−d,γ,c):R3 → [0,1], transition scale γ>0,
threshold variable yt−d, threshold c, and delay parameter d.T r a d i t i o ns p e c i ﬁ-
cations for F(·) include the logistic [1 − exp{−γ(yt−d − c)}]−1 and exponential
exp{−γ(yt−d − c)2},c f .L u u k k o n e net al (1988) and Teräsvirta (1994)1.
Tests for linearity against STAR alternatives have received almost no atten-
tion in the theory literature, although a standard practice dominates the applied
literature. Luukkonen et al (1988), Saikkonen and Luukkonen (1988), Lin and
Teräsvirta (1994), Teräsvirta (1994), Hagerud (1997), Gonzalez-Rivera (1998),
Escribano and Jorda (2000), van Dijk et al (2000), Medieros and Veiga (2000),
Rothman et al (2001), Lundberg and Teräsvirta (2002), Lundberg et al (2003),
Lundberg and Teräsvirta (2005), and others proscribe a truncated Taylor expan-
sion approximation of the transition function Ft(d,γ,c). The technique leads
to a simple polynomial auxiliary regression in the spirit of Ramsey(970), Ram-
sey and Schmidt (1976) and Keenan (1985), and standard F-tests of parametric
zero-restrictions in order to determine whether the process is linear, exponential
or logistic STAR2.
In order for the polynomial regression to have meaning in a STAR frame-
work, the true data generating process is simply assumed to be a STAR (see,
e.g., Teräsvirta, 1994; Lundberg and Teräsvirta, 2005). Thus, the test is not
a true test against smooth transition alternatives, per se. This issue is par-
ticularly relevant if we admit any functional alternative to explain the data
provided linearity is found inadequate. The use of polynomial functionals in
weight-based conditional moment tests is known not to lead to a consistent test
in the sense that the asymptotic power of the test against any deviation from
the null is not guaranteed to be one (Stinchcombe and White, 1998: Theorem
2.3). This shortcoming of classic weight-based conditional moment tests has
been extensively documented in the inference theory and artiﬁcial neural net-
work literatures: see, e.g., Davies (1977), Holley (1982), Bierens (1990), Kuan
and White (1994), Bierens and Ploberger (1997), and Stinchcombe and White
(1998).
1See also Chan and Tong (1986b) for the so-called normal STAR model based of a normal
cdf transition function; Lin and Terasvirta (1994) and Lundberg et al (2003) for use of time
as the threshold variable in the so-called time-varying smooth transition model (TV-STAR);
and Lundberg and Terasvirta (2005) for the so-called STARZ model used to capture multiple
thresholds (e.g. exchange rate zone targeting).
2Lundberg and Teräsvirta (2005) do not actually propose a test for linear autoregression
against a STARZ alternative: they employ the polynomial regression test in order to analyze
whether further nonlinear terms should be added to the nonlinear STARZ speciﬁcation.
2Moreover, the ”delay” parameter d remains in the polynomial regression and
is not deﬁned under the null. Teräsvirta (1994) and many others suggest select-
ing that d which generates the lowest p-value. This is mathematically equivalent
to maximizing the test statistic over an integer subspace which makes the choice
of d data dependent, and therefore the test statistic will have a non-standard
limit distribution under the null (see Hansen, 1996, for comments regarding TAR
models in general). Nevertheless, in both econometrics textbooks and empiri-
cal applications regarding STAR tests the standard suggested practice is simply
the employment of critical values derived from the chi-squared distribution: see,
e.g. Saikkonen and Luukkonen (1988), Hagerud (1997), Gonzalez-Rivera (1998),
Franses and van Dijk (2000), and Rothman et al (2001).
Furthermore, most smooth transition models in the literature incorporate
only one threshold variable for test purposes, and in some cases only (non-
stochastic) time. See, e.g., Lin and Teräsvirta (1994), van Dijk et al (2000), and
Lundbergh et al (2003). Test consistency will require each stochastic variable
that enters into the null speciﬁcation to enter into the weight function.
In this paper, we develop a consistent conditional moment test of func-
tional form in the tradition of Bierens (1982, 1984, 1990), de Jong (1996) and
Bierens and Ploberger (1997). In particular, we develop a test statistic that di-
rects power toward nonlinear smooth transition ARX alternatives, is consistent
against any deviation from the null speciﬁcation, and nests classic STAR and
neural network speciﬁcations (e.g. Bierens, 1990; White, 1989; Lee et al, 1993;
de Jong, 1996). We use a nonlinear ARX framework with a suitable notion of
dependence and heterogeneity in order to promote generality. All of the theory
developed here straightforwardly extends to nonlinear ARMAX models. A non-
linear ARX framework easily allows for a test of an arbitrary l-regime STARX
under the null against an l +1 -regime STARX under the alternative for any l
≥ 1.
Test consistency is expedited by considering general forms of the transition
function and its argument. We consider the ramiﬁcations for consistency when
standard parametric restrictions employed in the STAR literature are encoun-
tered: this includes the use of unique thresholds and scales for each threshold
variable; and the use of quadratic arguments.
Furthermore, and of separate interest, we substantially improve upon results
provided in Bierens (1990) and de Jong (1996) regarding when consistent condi-
tional moment test statistics are asymptotically degenerate (singular covariance
matrix: see Section 5 for details). In general we link non-degeneracy to non-
consistency. Moreover, for tests of linear autoregression against standard neural
network and STAR alternatives we prove the test statistic developed here, in-
cluding the Bierens test as a special case, is never degenerate, except in a trivial
case.
Consistent non-parametric moment based tests exist: see, e.g., Lee (1988),
Yatchew (1992), Wooldridge (1992), Zheng (1996), Hong and White (1995), Li
et al (2003), to name a few. Non-parametric methods are suitable for testing
whether a particular functional speciﬁcation is correct with probability one,
but do not, in general, provide a better parametric speciﬁcation if the null
3speciﬁcation is determined false.
In a simulation study we provide evidence that our test dominate paramet-
ric tests by Bierens (1990), Lee et al (1993) and Teräsvirta (1994). Indeed,
the power of the proposed tests against STAR, ANN and SETAR alternatives
nearly matches that of most powerful tests. Our simulation is substantially less
restrictive than previous such studies (e.g. Luukkonen et al, 1988; Bierens, 1990;
Teräsvirta, 1994; de Jong, 1996): we do not ﬁx slope parameters, and therefore
control for the fact that conveniently chosen parameters may bias test results.
In such a setting, the popular polynomial regression test is shown to be vastly
dominated by our proposed test, and by conventional tests of nonlinearity.
In Section 2 we detail the smooth transition ARX framework. Section 3
develops smooth transition moment conditions, the main results are contained
in Section 4, and Section 5 characterizes when and whether the test statistic is
asymptotically degenerate. We demonstrate asymptotic validity of a simulation
technique for approximating the asymptotic p-value in Section 6, and compare
the proposed test to existing parametric tests in a simulation study in Section
7.
We maintain the following notation conventions. Let |·| p denote the lp-norm
for real-valued vectors, and the matrix norm for real-valued matrices: |x|p =( P
i,j |xi,j|p)1/p.I na l lc a s e s|·|denotes |·|1,t h el1-norm. Let k·kp denote the Lp-
matrix norm: kxkp =(
P
i,j E|xi,j|p)1/p. For arbitrary k-vectors a and x,v e c t o r




k )0. Ik denotes a k-dimensional
identity matrix. → denotes convergence in probability or distribution; =⇒
denotes weak convergence with respect to the uniform metric; [x] denotes the
integer part of x.
2. Nonlinear STARX Framework Let zt =( yt,x 0
t)0 be a stochastic
process in R × Rk−1, k ≥ 1.A s s u m et h ek-vector process {zt} is strictly station-
ary, ergodic and exists in L2(Ω,=t,P) where =t denotes the increasing σ-algebra
induced by (yt−i,x t−i)∞
i=0. In the case of a purely autoregressive framework k
=1is understood, and =t = σ(yt−i : i ≥ 0). For notational convenience we
assume xt does not contain a constant, and is =t-measurable.
In order to restrict memory in the process zt, and have an accessible uniform
law of large numbers and central limit theorem applicable in heterogenous non-
linear ARMAX settings, we utilize the concept of υ-stability, cf. Bierens (1981,
1984, 1987, 1991, 1994). See Pötscher and Prucha (1991), Bierens (1994) and
Davidson (1994). The following ARX framework borrows heavily from Bierens
(1991, 1994) and complete details may be obtained from those sources. Consult
Appendix 1 for fundamental assumptions detailed under Assumption A.
2.1 Smooth Transition ARX
Let ˜ zit ≡ (1,z0
t−1,...,z0
t−pi)0 ∈ Rpik+1, i =1 ,2, 0 ≤ p2 ≤ p1,w h e r e˜ zit,0 =
1.L e tft(φ)=f(˜ z1t,φ) denote a known response function, ft : Rp1k+1 × Φ →
R, measurable with respect to =t−1,w i t hΦ a compact subset of Rm,f o rs o m e
m ≥ 1 which depends on the null speciﬁcation. The data generating process of
4{yt} has a 2-regime nonlinear smooth transition ARX form3
yt = ft(φ0)+φ
0
1˜ z2t(δ)Ft(τ)+ t, (2)
where φ0 ∈ Φ, φ1 ∈ Rp2k+1,τ∈ Rp1k+1, Ft(τ)=F(τ0˜ z1t), and  t satisﬁes E[ t˜ z1t]
= E[ t(∂/∂φ)ft(φ0)] = 0 under either hypothesis. Traditionally F(·) denotes
the exponential or logistic, however we only require F(·) to be non-polynomial
and analytic: see Section 3.
We deﬁne ˜ z2t(δ) as a bounded, =t−1-measurable mapping from Rp2k+1 × ∆
to Rp2k+1,w i t h∆ a compact subset of R(p2k+1)×q, q ≥ 0,a n dP(infδ∈∆ |˜ z2t(δ)|
>a 0)=1and P(supδ∈∆ |˜ z2t(δ)| <a 1)=1for some constants 0 <a 0 <a 1 < ∞.
It is understood that ˜ z2t(δ) is a parametric function of ˜ z2t,w h e r e˜ z2t(0) = ˜ z2t
by convention4.I fq =0 ,t h e n˜ z2t(δ)=˜ z2t;i fq ≥ 1, ˜ z2t(·) is a Borel measurable
function of p2k +1vectors δi, i =1 ...q,a n dw ew r i t eδ = vec(δi)
q
i=1.
ft(φ) and Ft(τ) are understood to be functions of the "complete" non-
parametric regressor set ˜ z1t.T h e w e i g h t F(τ0˜ z1t) must utilize all regressors
contained in the null speciﬁcation f(˜ z1t,φ) as a necessary condition for test
consistency.
The possibly nonlinear function ft(φ) provides a substantial degree of ﬂexi-
bility, allowing for an l-regime STAR, l ≥ 1, under the null (where l =1implies
a linear autoregression), neural network terms, and much more.
2.2 Traditional STAR Speciﬁcations We utilize the term φ
0
1˜ z2t(δ)
in order to nest LSTARX, ESTARX, and neural network alternatives. For
example, an LSTARX model with thresholds and scales uniquely deﬁned for
each threshold variable ˜ z1t,i can be speciﬁed by setting q =2 , p1 = p2,a n d
LSTARX: ˜ z2t(δ)=˜ z2t
Yp1k
i=1 [exp{δ1i + δ2i˜ z1t,i} +1 ]
−1 (3)
Ft(τ)=e x p {τ0˜ z1t}.
Notice that Ft(τ) itself is exponential5. Hence, a particular re-parameterization




i=1 [1 + exp{−γi(˜ z1t,i − ci)}]
−1 , (4)
provided γ and c satisfy
Pp1k
i=1 γici = −τ0,a n df o ri =1 ...p1k, γi = δ2i = τi
and γici = −δ1i.
3It would be straightforward to generalize the innovations  t to a class of linear ﬁnite
dependent processes allowing for a smooth transition ARMAX representation in (2). The
inclusion of moving average terms would only add unnecessary notation. See de Jong (1996).
4For example, ˜ z2t(δ)=˜ z2t for all δ;o r˜ z2t(δ)=˜ z2t exp{δ0˜ z2t}.
5The following is in no way oﬀered as an exhaustive treatment of possible transition func-
tion speciﬁcations. See the citiations in Section 1 for further variations of the logistic and
exponential STAR models, and for the normal STAR model.
5Such a parameterization directly relates δ to τ:f o rac h o s e nδ we are not
free to choose τ. A consistent test with such a parametric restriction is not
guaranteed to exist: see Remark 6 of Lemma 1, below.
In general, however, ˜ z2t(δ)=˜ z2t and Ft(τ)=[ 1+e x p {τ0˜ z1t}]−1 suﬃce
for test consistency (cf. Lemma 1, below). Similarly (3), without parametric
restrictions on δ and τ nests (4), and also suﬃces for test consistency.
ESTAR models typically have the transition form exp{−γ0(˜ z2t − c)2},




1t,i} (i.e. δ0 =0 )a n dFt(τ)=e x p {
Pp1k
i=0 τi˜ z1t,i}, hence
ESTARX: ˜ z2t(δ)Ft(τ)=˜ z2t exp{
Xp1k





i=1 satisfy γi = −δi > 0, γici = τi/2 for i =1 ...p1k,
and τ0 = −
Pp1k
i=1 γic2









i=1 without implicitly relating δi and τi: For any δ>0 and








i=1 is irrelevant in the present case:
see Remark 4 of Lemma 1, below.
Finally, a neural network setting has q = p2 =0such that ˜ z2t(δ)=1 ,
and yt = ft(φ0)+φ1Ft(τ)+ t. Cf. White (1989), Bierens (1990) and de Jong
(1996).
In general, and in all that follows, we do not place any restrictions on ˜ z2t(δ)
and Ft(τ), a la functional form and δ and τ, other than those detailed in As-
sumptions A and B, below.
2.3 Hypotheses The null hypothesis is simply φ1 =0 .I nag e n e r a l
framework, the hypotheses of interest are as follows:
H0 : P (E [yt − ft(φ0)|Ft−1]=0 )=1 ,f o rs o m eφ0 ∈ Φ (6)
H1 :s u p φ∈Φ P (E [yt − ft(φ)|Ft−1]=0 )< 1.
Under H0 the function ft(φ0) is almost surely correctly speciﬁed for E [yt|Ft−1]
such that  t forms a martingale diﬀerence sequence, E[ t|Ft−1]=0 .T h eg e n e r a l
alternative H1 is simply that the null model is mis-speciﬁed, embracing any
deviation from the null. See, e.g., Bierens (1990) and Bierens and Ploberger
(1997).
3. Smooth Transition Conditional Moments For compactness, de-
ﬁne θ ≡ (δ
0,τ0)0.I f˜ z2t(δ) does not depend on δ (e.g. q =0 ), then it is
understood that θ = τ.
Denote by ˆ sn(φ0,φ 1,θ) the nonlinear least squares score associated with (2).
Evaluating the score under the null φ1 =0and using the nonlinear least squares
6See Luukkonen et al (1988), Saikkonen and Luukkonen, 1988) and Teräsvirta (1994).
6estimator ˆ φ for φ0,i ti se a s yt os h o w
ˆ sn(ˆ φ,0,θ)=n−1 Xn
t=1ˆ  t˜ z2t(δ)Ft(τ), p2k +1× 1, (7)
where ˆ  t = yt − ft(ˆ φ).
In Lemma 1, below, we prove the corresponding vector moment condition
E[ t˜ z2t(δ)Ft(τ)] has the same "totally revealing" properties as the orthogonal-
ity conditions considered in Stinchcombe and White (1998). Such a property,
along with weak convergence of a properly scaled
√
nˆ sn(ˆ φ,0,θ) on a space of
continuous functions under the null, will deliver a consistent LM test statistic in
Section 4 (Theorems 2 and 3). In Section 5 we then analyze when and whether
the associated covariance matrix of
√
nˆ sn(ˆ φ,0,θ) is singular, rendering the test
statistic asymptotically degenerate.
Stinchcombe and White (1998) prove that any non-polynomial real analytic
function F7 has the desired "totally revealing" property (i.e. promoting Lemma
1, below). This includes the exponential F(u)=e x p {u} and logistic F(u)=( 1
+e x p {u})−1 8.
Assumption B The function F : R → R is non-polynomial and analytic on
some open interval R0 of R.
Lemma 1 Let  t be a random variable satisfying E| t| < ∞, and let ˜ z1t be an
Ft−1-measurable bounded vector in Rp1k+1 such that P(E[ t|˜ z1t]=0 )< 1.L e t
Assumption B hold for F(·).F o re a c hδ ∈ ∆ and each i =1 ...p2k +1 , the sets
Si =
©
τ ∈ Rp1k+1 : E[ t˜ z2t,i(δ)F(τ0˜ z1t)] = 0} and P (τ0˜ z1t ∈ R0)=1
ª
, (8)
h a v eL e b e s g u em e a s u r ez e r o ,a n da r en o w h e r ed e n s ei nRp1k+1.
Remark 1: In general the sets Si will depend on the distribution of
{yt,x t},a n do ne a c hp o i n tδ ∈ ∆ (unless q =0 ).
Remark 2: The set S ≡∩ Si, the collection of each τ such that the vector
E[ t˜ z2t(δ)F(τ0˜ z1t)] = 0 has Lebesgue measure zero because subsets of measure
zero sets have measure zero.
Remark 3: Conditioning on ˜ z1t is equivalent to conditioning on any
bounded, measurable, one-to-one function of ˜ z1t,s a yΨ(˜ z1t):Rp1k+1 → Rp1k+1,
since any such functional induces the same σ-ﬁeld as ˜ z1t: see Billingsley (1995:
Theorem 5.1).
Remark 4: Consider the ESTAR weight (5) re-parameterization γi =




7Ar e a lf u n c t i o nF : R → R is analytic on a domain R0 ⊆ R if it possesses derivatives of all
orders at each point in R0, and is equal to its Taylor series in a neighborhood of every point
of the domain R0. See Evgrafov (1978: Theorem 3.3). This includes the exponential, logistic,
trigonometric functions (e.g. sin + cos) and the polynomials.
8Interestingly, even some non-analytic functions have the desired properties, including the
normal cdf and pdf, cf. Theorem 3.10 of Stinchcombe and White (1998). Along with Lemma




i/(δi4) may always be enforced: under H1, for any δ we
have E[ t˜ z2t,i(δ)exp{τ0˜ z1t}] 6=0except for τ ∈ S , hence E[ t˜ z2t,i(δ)exp{(τ0
+ a)+
Pp1k
i=1 τi˜ z1t,i}] 6=0for such {τi}
p1k




i/(δi4). Moreover, because Lemma 1 holds for any δ, and because
the re-parameterization does not restrict our choice of τ, under the alternative,
E[ t˜ z2t exp{
Pp1k
i=1 −γi(˜ z1t,i−ci)2}] 6=0except for countably many c (i.e. except
for countably many τ).
Thus, the power of the test does not rely on the scale γ (provided γ 6=0 ).
Rather, the power of a conditional moment test directed toward a traditional





i=1 =0must be true and E[ t˜ z2t,i(δ)F(τ0˜ z1t)] reduces to






1t,i is not a one-to-one
function of ˜ z1t hence Lemma 1 is not guaranteed to hold. Therefore, we cannot
arbitrary ﬁx c =0as is often suggested in the smooth transition conditional
volatility literature: see, e.g., Gonsalez-Rivera (1998) and van Dijk and Franses
(1999).
Remark 5: The preceding discussion demonstrates that the argument
of the exponential weight need not incorporate a one-to-one function of ˜ z1t:
compare exp{−
Pp1k
i=1 γi(˜ z1t,i − ci)2} for c 6=0to exp{−γ0˜ z2
1t}.
Remark 6: Lemma 1 states the sets Si will have Lebesgue measure zero
for each δ:f o rac h o s e nδ a consistent test may be generated by noting E[ t˜ z2t(δ)
F(τ0˜ z1t)] 6=0for all τ in a compact subset of Rp1k+1 with positive Lebesgue
measure. In the LSTARX speciﬁcation (4), δ and τ are directly related via
δ2i = τi, hence for each δ there is only one τ that can be considered, and of
course this τ may be in S = ∩Si. However, speciﬁcation (3), without parametric
restrictions on δ and τ, nests (4) and satisﬁes Lemma 1.
4. Consistent Test of Linearity Against Smooth Transition Alter-
natives Let θ =( δ
0,τ0)0 ∈ Θ,w h e r eΘ is a compact subset of Rp1k+1+q(p2k+1)
with positive Lebesgue measure. If q =0 ,t h e nθ = τ ∈ Θ ⊆ Rp1k+1 is un-
derstood. The asymptotics of continuous test statistic functionals will require
weak convergence of a scaled sample score
√
nˆ sn(ˆ φ,0,θ) under the null to a
Gaussian element (understood to be mean-zero) in C[Θ]. C[Θ] denotes the vec-
tor metric space of continuous real functions on Θ, endowed with uniform metric
supθ∈Θ |w1(θ) − w2(θ)|. Cf. Pollard (1984) and Billingsley (1999).
Write ∂ft(φ) ≡ (∂/∂φ)ft(φ). For any point φ ∈ Φ deﬁne
sn(φ,0,θ)=n−1 Xn
t=1  tgt(θ) - p2k +1× 1, (9)
where  t = yt − ft(φ), and
gt(θ)=Ft(τ)˜ z2t(δ) − b(θ)A−1∂ft(φ0) p2k +1× 1 (10)
b(θ)=E [Ft(τ)˜ z2t(δ)∂0ft(φ0)] p2k +1× m





p2k +1× p2k +1 .
8For the covariance function V (θ1,θ 2) we write V (θ)=V (θ,θ). Similarly, deﬁne
the nonlinear least squares sample conjugates ˆ  t = yt − ft(ˆ φ) and
ˆ gt(θ)=Ft(τ)˜ z2t(δ) −ˆ b(θ) ˆ A−1∂ft(ˆ φ) (11)
ˆ b(θ)=n−1 Xn
t=1 Ft(τ)˜ z2t(δ)∂0ft(ˆ φ)
ˆ A = n−1 Xn
t=1 ∂ft(ˆ φ)∂0ft(ˆ φ)




4.1 Weak Convergence of ˆ V (θ)−1/2√
nˆ sn(ˆ φ,0,θ) In order for V (θ)−1/2
to exist9, for now we invoke the following assumption. For arbitrary ξ ≥ 0 deﬁne
the compact subspace
Θξ = {θ =( δ
0,τ0)0 ∈ Θ: |τ| ≥ ξ}. (12)
By convention we write Θ0 = Θ. Thus for all ξ>0, 0 / ∈ Θξ.F o re a c hp o i n tθ
∈ Θξ denote by λ0(V (θ)) the minimum eigenvalue of V (θ), λ0(·) ≤ λ1(·),. . .
Assumption C infθ∈Θξ λ0(V (θ)) > 0.
Remark 1: The condition infθ∈Θξ λ0(V (θ)) > 0 ensures the covariance
matrix V (θ) is "uniformly positive deﬁnite" in Θξ. We leave for Section 5 an
analysis of when Assumption C is necessarily satisﬁed for any ξ>0.
Remark 2: Bounding |τ| ≥ ξ>0 is required in order to demonstrate both
pointwise convergence and tightness of ˆ V (θ)−1/2√
nˆ sn(ˆ φ,0,θ) (consult Lemmas
A.3, A.5, A.7 and A.8 in Appendix 3), and is reminiscent of of bounding re-
quirements in Andrews (1993).
Weak convergence of ˆ V (θ)−1/2√
nˆ sn(ˆ φ,0,θ) in C[Θξ] follows from pointwise
convergence to a multivariate normal distribution and tightness on Θξ,c f .T h e -
orem 7.1 of Billingsley (1999). Each property is established in fundamental
lemmas presented in Appendix 3: consult the line of proof of the subsequent
theorem.
Theorem 2 Under Assumptions A-B and H0,
√
nˆ sn(ˆ φ,0,θ) converges weakly






If additionally Assumption C holds, then ˆ V (θ)−1/2√
nˆ sn(ˆ φ,0,θ) converges weakly
to a Gaussian element z(θ) of C[Θξ] with covariance function E[z(θ1)0z(θ2)] =
V (θ1)−1/2V (θ1,θ2)V (θ2)−1/2.
9Throughout, for any real symmetric positive deﬁnite matrix X we deﬁne X1/2 ≡ CΛ1/2C0,
with C the orthogonal matrix of eigenvectors, and Λ the diagonal matrix of eigenvalues. Thus
X1/2 and X−1/2 are trivially symmetric and positive deﬁnite.
9Moreover, under Assumptions A-C and H1, there exists some function η :
Θξ → Rp2k+1 such that
supθ∈Θξ
¯ ¯ ¯ˆ V (θ)−1/2ˆ sn(ˆ φ,0,θ) − V (θ)−1/2η(θ)
¯ ¯ ¯ = op(1), (14)
where V (θ)−1/2η(θ) 6=0for all θ =( δ
0,τ0)0 ∈ Θξ except possibly for τ in a set
S with Lebesgue measure zero.
4.2 Test Statistics Deﬁne a standard LM statistic
Tn(θ)=nˆ sn(ˆ φ,0,θ)0 ˆ V (θ)−1ˆ sn(ˆ φ,0,θ). (15)
Under H0, Theorem 2 and the continuous mapping theorem suﬃce to show
Tn(θ) ⇒ z(θ)0z(θ) a chi-squared process (cf. Hansen, 1991), and Tn(θ)/n →
η(θ)0V (θ)−1η(θ) in probability under H1,w h e r eη(θ)0V (θ)−1η(θ) > 0 for every
θ ∈ Θξ except τ ∈ S = ∩Si. Two fundamental methods for handling the nuisance
parameter set θ are randomization on an arbitrary compact subset of Rp1k+1;
or a data dependent selection method. Randomization will sacriﬁce power (see
the simulation study of Section 6), in general, however Tn(θ) will have for each
point θ a chi-squared limiting null distribution. See White (1989) and Lee et al
(1996).
Popular approaches to the latter method include the supremum supθ∈Θξ Tn(θ),
and the average aveΘξ Tn(θ)=
R
Θξ Tn(θ)dw(θ) for some measure w(θ) absolutely
continuous with respect to Lebesgue measure, with compact support with posi-
tive Lebesgue measure (e.g. uniform on Θξ): see Davies (1977, 1987), Andrews
(1993) and King and Shively (1993), and Andrews and Ploberger (1994)10.E a c h
statistic may simply be represented as functions gn ≡ g(Tn(θ)) continuous with
respect to the uniform metric, g : C[Θξ] → C[Θξ]. Theorem 2 and the continu-
ous mapping theorem therefore suﬃce to prove the following.
Theorem 3 Under Assumptions A-C and H0, there exists a Gaussian element
z(θ) of C[Θξ] with covariance function E[z(θ1)0z(θ2)] = V (θ1)−1/2V (θ1,θ2)V (θ2),







in probability where the function η is deﬁned in Theorem 2, and η(θ)0V (θ)−1η(θ)
> 0 for all θ =( δ





> 0 and g(Tn(θ)) →∞with probability one.
10See Bierens (1982) and Bierens and Ploberger (1997) for the integrated conditional mo-
m e n t( I C M )t e s ti nw h i c h
√
nˆ sn(ˆ φ,0,θ) itself is integrated.
105. Non-Singular Covariance Matrices There exist trivial cases in which
V (θ) is singular: if θ =0 ,t h e n˜ z2t(0) = ˜ z2t and F(00˜ z1t)=F(0) is a constant
with probability one. This implies ˆ sn(ˆ φ,0,0) = 0 by the least-squares ﬁrst-order
conditions, therefore V (0) = 0, a zero-matrix. In this section, we analyze the
set of all τ for which V (θ) is singular for any δ.
Assumption D For each t, P(E[ 2
t|˜ z1t] ≥ ς)=1for some time invariant real
number ς>0.
Assumption E The matrix b(θ) deﬁned in (10) has full column and row rank
for each point θ ∈ Θ.T h e m a t r i x E[˜ z2t(δ)˜ z2t(δ)0] is uniformly positive
deﬁnite in ∆: infδ∈∆ λ0(E[˜ z2t(δ)˜ z2t(δ)0]) > 0.
Remark: Assumption D is standard. Assumption E will be easily sat-
isﬁed in many cases of interest by invoking Assumption A, in particular for
the functions typically employed in the smooth transition literature. For ex-
ample, let ft(φ)=φ
0˜ z1t, q =0 , p1 = p2 and P(infτ∈T Ft(τ) > 0) = 111.
Then E[˜ z2t(δ)˜ z2t(δ)0]=E[˜ z2t˜ z2t
0],ap o s i t i v ed e ﬁnite matrix by Assumption
A( a n dt h ei n ﬁmum operation in Assumption E is irrelevant). Similarly, b(θ)=
E [Ft(τ)˜ z2t(δ)∂0ft(φ0)] = E [Ft(τ)˜ z1t˜ z0
1t], is positive deﬁnite because Ft(τ)1/2r0˜ z1t
=0with positive probability for any r ∈ Rp1k+1, r 6=0 , if and only if r0˜ z1t =
0 with positive probability, which is ruled out by Assumption A.








ξ contains bounded τ such that V (θ) is singular and τ0˜ z1t almost surely
lies within the domain on which F is non-polynomial and analytic. Notice S∗
0
= {τ ∈ Rp1k+1 : λ0(V (θ)) = 0 and P (τ0˜ z1t ∈ R0)=1 }.
Lemma 4 For any δ ∈ ∆ deﬁne the following sets for all r ∈ Rp2k+1, r0r =1 ,
S(r)={τ ∈ Rp1k+1 : E[ tr0˜ z2t(δ)F(τ0˜ z1t)] = 0,
and P(τ0˜ z1t ∈ R0)=1 }. (18)
Under Assumptions A, B, D and E, for any δ ∈ ∆ the set S∗
0 ⊆ S(r) for some
r ∈ Rp2k+1, r0r =1 .I fP(E[ t|˜ z1t]=0 )< 1,t h e nt h i ss e tS(r) has for any δ
∈ ∆ Lebesgue measure zero and is nowhere dense in Rp1k+1.
Any τ ∈ Rp1k+1 that renders V (θ) singular must also render E[ tr0˜ z2t(δ)F(τ0˜ z1t)]
=0for some r ∈ Rp2k+1,r 0r =1 ,a n da n yδ ∈ ∆. This is trivial under the null
hypothesis12, but gains importance when the alternative is true by Lemma 1.
Thus, under H1 we always know something about the contents of S∗
0.
11In the exponential and logistic cases P(infτ∈T F(τ0˜ z1t) > 0) = 1 trivially holds given ˜ z1t
is bounded, cf. Assumption A.
12In which case E[ tr0˜ z2t(δ)F(τ0˜ z1t)] = 0 is true for by the martingale diﬀerence property
for any r, δ and τ.
11Indeed, in the scalar case we can go ever further. Let ˜ z2t(δ)=1(hence θ =
τ). Then S∗
0 = {τ ∈ Rp1k+1 : V (τ)=0 and P(τ0˜ z1t ∈ R0)=1 } is identically
the set S∗ considered in Bierens (1991) and de Jong (1996)13. Likewise, S(r)
is simply the set S deﬁned in Bierens (1991), de Jong (1996) and Stinchcombe
and White (1998).
Corollary 5 Deﬁne the set S∗
0 = {τ ∈ Rp2k+1 : V (τ)=0 ,a n dP(τ0˜ z1t ∈ R0)
=1 }. Then under Assumptions A, B, D and E
S∗
0 ⊆ S = {τ ∈ Rp1k+1 : E[ tF(τ0˜ z1t)] = 0},a n dP(τ0˜ z1t ∈ R0)=1 }. (19)
Under H1, any nuisance vector τ that renders V (τ)=0must also foil the mo-
ment condition, E[ tF(τ0˜ z1t)] = 0. Trivially, therefore, the set S∗
0 has Lebesgue
measure zero and is nowhere dense in Rp1k+1. This implies Lemma 2 of Bierens
(1990) and Lemma 2 of de Jong are useful only under the null: under H0 and
Assumption B of Bierens (1990) or Assumption 3 of de Jong (1996), the set
S∗
0 has Lebesgue measure zero and is nowhere dense in Rp1k+1; however, under
Assumptions D-E and H1, S∗
0 ⊆ S.
We can go further still for speciﬁcations ft(φ) that are linear under H0 and
˜ z2t(δ)=˜ z2t =˜ z1t, both in terms of characterizing the exact contents set S∗
ξ,
and characterizing the contents under both hypotheses. Notice that Assumption
Ei sn o ws u p e r ﬂuous provided P(infτ∈T Ft(τ) > 0) = 1 by the remark following
Assumption E.
Theorem 6 Let ft(φ)=φ
0˜ z1t and ˜ z2t(δ)=˜ z1t (hence θ = τ). Let either
Assumption E or P(infτ∈T Ft(τ) > 0) = 1 hold. Under Assumptions A, B, and
D the set S∗
ξ is empty for any ξ>0 and any δ ∈ ∆. In particular, S∗
0 = {0}
if 0 ∈ R0,a n dS∗
0 is empty otherwise.
Remark 1: If the null hypothesis is linearity and ˜ z2t(δ)=˜ z1t then there
does not exist a non-zero nuisance vector τ that renders V (θ) singular. This
corresponds to a traditional STAR or AR-ANN framework where we test yt =
φ
0
0˜ z1t +  t against yt = φ
0
0˜ z1t + φ
0
1˜ z2tFt(τ)+  t. The reader can verify from
the line of proof that the key argument is if there exists some τ ∈ S∗
0, τ 6=0 ,
then F(τ0˜ z1t) cannot be "non-polynomial and analytic" on the interval on which
τ0˜ z1t takes its values, therefore τ0˜ z1t ∈ R0 with probability zero, hence τ ∈ S∗
0
is impossible.
Remark 2: Observe that we are able to prove the result without reverting
to additional assumptions, a la Bierens’ (1991) Assumption B and de Jong’s
(1996) Assumption 3. In the latter cases the set S∗
0 is only shown to have
Lebesgue measure zero.
Remark 3: The result can be extended to other speciﬁcations for ˜ z2t(δ)
and ft(φ) under appropriate assumptions and modiﬁcations to the line of proof.
Remark 4: Because for any δ ∈ ∆ there do not exist points |τ| ≥ ξ>0
that render λ0(V (θ)) = 0 for tests of linearity with ˜ z2t(δ)=˜ z2t,A s s u m p t i o nC
13Note that Bierens (1990) and de Jong (1996) consider only the exponential weight F(·).
Their results easily extend to the case where F(·) satisﬁes Assumption B.
12is superﬂuous in this case and may be replaced with Assumption D in Theorems
2a n d3 .
Remark 5: In a maximum likelihood setting the statistic ave-LM(θ) can
be interpreted as the limit of a (Gaussian) weighted average power optimal
test, where power is directed toward alternatives near the null: see Andrews
and Ploberger (1994). Similarly, sup-LM(θ) directs power toward distant al-
ternatives, but is only known to be asymptotically admissible (Andrews and
Ploberger, 1995). In both cases the information matrix is required to be "uni-
formly positive deﬁnite" in the nuisance parameter space. Thus, tests of linear
autoregression against a smooth transition alternative provide a natural setting
for an application of Andrews and Ploberger’s (1994, 1995) optimal tests.
6. Approximating the Limit Distribution The statistics aveΘξ Tn(θ)
and supθ∈Θξ Tn(θ) have limit null distributions that depend upon the covari-
ance function V (θ1,θ2) and therefore upon the underlying distribution. In this
section, we demonstrate that a simulation technique for approximating the as-
ymptotic p-value, a la Hansen (1991, 1996), cf. Giné and Zinn (1990), is asymp-
totically valid in the present context.
6.1 Asymptotics Let ˜ zn denote the sample (˜ z11,..., ˜ z1n)0,a n dl e t
(vt)n
t=1 be iid standard normal random variables. Deﬁne the following processes,
letting g(·) denote any continuous function on Θξ:
ˆ zn(ˆ φ,0,θ)=ˆ V (θ)−1/2√
nˆ sn(ˆ φ,0,θ) (20)
ˆ Sn(ˆ φ,0,θ)=1 /n
Xn
t=1ˆ  t˜ z2t(δ)Ft(τ)vt
ˆ Zn(ˆ φ,0,θ)=ˆ V (θ)−1/2√
nˆ Sn(ˆ φ,0,θ)
ˆ Tn(θ)= ˆ Zn(ˆ φ,0,θ)0 ˆ Zn(ˆ φ,0,θ)
ˆ gn = g(ˆ Tn(θ)).
It is easy to simulate ˆ Sn(ˆ φ,0,θ) and compute a larger number (say J)o fs t a t i s t i c s
ˆ Tn(θ) b yw h i c ha na p p r o x i m a t ep-value, ˆ pJ
n, can be computed: see Section 6.2.
In order to prove ˆ pJ
n converges to the true p-value under H0, we must show
ˆ Zn(ˆ φ,0,θ) "converges weakly in probability" to the same Gaussian process to
which ˆ zn(ˆ φ,0,θ) converges, z(θ) deﬁned in Theorem 2, cf. Giné and Zinn (1990).
Let F0(·) denote the asymptotic null distribution of g0,a n dd e ﬁne p0 ≡ 1 −
F0(g0), and the asymptotic p-value pn ≡ 1 − F0(gn). Similarly, let ˆ Fn(·) denote
the conditional distribution of ˆ gn
14, and deﬁne ˆ pn ≡ 1 − ˆ Fn(gn).
Denote by ⇒p weak convergence in probability (see Giné and Zinn, 1990:
Sections 2 and 3).
Theorem 7 Let ξ>0. Under Assumptions A-C, ˆ Zn(ˆ φ,0,θ) ⇒p z(θ). That
is, cf. Giné and Zinn (1990: eq. 3.4),
supx∈R |P(supθ∈Θξ | ˆ Zn(ˆ φ,0,θ)| ≤ x|˜ zn) − P(supθ∈Θξ |z(θ)| ≤ x)| → 0. (21)
14That is ˆ Fn(x)=P(ˆ gn ≤ x|˜ z).
13Remark 1: Assumption C may be replaced with Assumption D (and
Assumption E or P(infτ∈T Ft(τ) > 0) = 1) if the null is linearity and ˜ z2t(δ)=
˜ z1t.
Remark 2: By appealing to (21) and the continuous mapping theorem,
we deduce ˆ Tn(θ) ⇒p T(θ) and ˆ gn ⇒p g(T(θ)) = g0. We immediately conclude
ˆ Fn(x) → F0(x) in probability uniformly in x ∈ R,a n dt h e r e f o r eˆ pn − pn =
op(1). Because F0 is a continuous function on the real line, pn ⇒ p0 under
H0 by Theorem 3 and the continuous mapping theorem, where p0 is uniformly
distributed on [0,1].M o r e o v e r ,pn → 0 in probability under H1 by Theorem 3
(gn →∞with probability one). Hence the asymptotic p-value satisﬁes ˆ pn ⇒
p0 under H0 and ˆ pn → 0 under H1.
6.2 Algorithm The p-value algorithm is identical to that of Hansen
(1991, 1996), although Giné and Zinn (1984, 1990) detail a generic procedure.
Generate a double array of iid standard normal variables, [vt,j]
n,J
t=1,j=1.F o r
each j =1 ...J, compute ˆ Sn,j(ˆ φ,0,θ)=1 /n
Pn
t=1ˆ  t˜ z2t(δ)Ft(τ)vt,j, ˆ Tn,j(θ)=
nˆ Sn,j(ˆ φ,0,θ)0 ˆ V (θ)−1 ˆ Sn,j(ˆ φ,0,θ),a n dˆ gn,j = g(ˆ Tn,j(θ)). The approximate as-
ymptotic p-value ˆ pJ
n is simply the sample frequency J−1 PJ
j=1(g(ˆ Tn,j(θ)) >
g(Tn(θ))). Because the J-samples [vt,j]n
t=1 are independent of each other, an
appeal to the Glivenko-Cantelli Theorem guarantees ˆ pJ
n → ˆ pn as J →∞ ,a n d
Theorem 7 guarantees ˆ pn ⇒ p0 under H0,e t c .
7. Simulation Study We now investigate the empirical size and power
properties of aveΘξ Tn(θ) and supθ∈Θξ Tn(θ) under a null of linearity, and under
STAR and bilinear alternatives. Let ˜ zit =( 1 ,y t−1,...,yt−pi)0 for some 1 ≤ p2 ≤
p1. Our simulations are based on the following models:
H0 : yt = φ
0
0˜ z1t +  t (22)
HL
1 : yt = φ
0
0˜ z1t + φ
0
1˜ z2t[1 + exp{−γ0˜ z1t}]−1 +  t
HE
1 : yt = φ
0










1 : yt = φ
0
0˜ z1t + φ1[1 + exp{−γ0˜ z1t}]−1 +  t
HSE
1 : yt = φ
0
0˜ z1t + φ
0
1˜ z2tI(yt−1 >c 1)+ t
HBL
1 : yt = φ
0
0˜ z1t + φ1yt−1 t−1 +  t, |φ2| < 1
where  t are iid standard normal. Under H0 the true data generating process is
a linear autoregression; under HL
1 and HE
1 the true process is a 2-regime LSTAR
and ESTAR, respectively; under HAN
1 the time series is governed by a logistic
AR-ANN; under HSE
1 the process is a self-exciting autoregression (SETAR),
equivalent to the LSTAR yt = φ
0
0˜ z1t + φ
0
1˜ z2t[1 + exp{−γ1(yt−1 − c1)}]−1 +  t
with γ1 →∞ ; under HBL
1 , the process is bilinear.
7.1 Set-up W eu s es a m p l es i z e sn = 100 and 500, generate 3n ob-
servations and retain the last n. For each simulated series we randomly select
14the orders pi ∈ {1,...,10}, and the parameter vectors φi ∈ [−.95,.95]pi, γ ∈
[.5,5]p1,a n dc ∈ [−.5,.5]p1. Because we require the null model to be covariance
stationary, only vectors φ0 with characteristic roots outside the unit circle are
considered.
We generate 1000 replications of each series above. A linear model is esti-
mated and the resulting residuals are tested at the 5%-level. In order to specify
the linear model, we employ a minimum AIC model selection criterion for the
order p1 over the integer set {1,...,10}15.
7.2 General Tests Fix p1 = p2 = p.W es e t˜ zt(δ)=˜ zt and use Ft(τ)
=[ 1+e x p {τ0˜ zt}]−1 and Ft(τ)=e x p {τ0˜ zt}. These are the STARL and STARE
tests. The nuisance parameter space is T =[ .5,5]p. For each STAR test the
weight Ft(τ) is constructed from the standardized ˜ zt: Ft(τ)=F(
Pp
i=1 τi(˜ zt,i −
˜ zi)/si),w h e r esi denotes the sample standard deviation of ˜ zt,i. The test func-
tionals are computed over [n/2] randomly selected nuisance parameters {τi}
[n/2]
i=1
∈ T. The average statistic is computed with a uniform measure. Asymptotic
p-values are computed according to Section 6.2 with J = 1000.
We perform the neural test of neglected nonlinearity (Lee et al, 1996), the
Bierens test, the McLeod-Li test, the RESET test, and the polynomial regression
test of Luukkonen et al (1988) and Teräsvirta (1994). The Bierens test is simply
the STAR test with ˜ z2t(δ)=1(denoted BIER). The neural test is equivalent
to a randomized Bierens test where τ is randomly selected from T.
For the STAR polynomial test, we estimate models of the form yt = φ
0




t−d + ut for d =1 ...p. Under a null of linearity against an LSTAR
(ESTAR) alternative, L =3(4) and ϑi =0 , i =1 ..3 (4). LM tests for each
d is performed, and the test statistic with the smallest p-value based on the
chi-squared distribution is selected. See Luukkonen et al (1988) and Teräsvirta
(1994). These are the POLY L and POLY E tests, respectively. For the McLeod-
Li test, we perform a standard portmanteau test on the squared null residuals
for lags 1...3. For the RESET test, we follow the procedure detailed in Thursby
and Schmidt (1977), and use three lags.
For all LM tests employed in this study, covariance matrix estimators robust
to unknown forms of conditional heteroscedasticity are used.
7.3 Most Powerful Tests By appealing to the Neyman-Pearson lemma
most powerful tests against STAR and ANN alternatives are easy to generate,
and will help gauge the strength of the proposed STAR tests. Because φ0 and





where yt(φ0)=yt − φ
0
0˜ z1t and zt(θ)=˜ z2t(δ)Ft(τ). For an arbitrary point (φ0,θ)
the least squares estimator of φ1 is ˆ φ1(θ,φ0)=( z(θ)0z(θ))
−1 z(θ)0y(φ0).T h e
15Simulations based on choosing the smallest order such that a Ljung-Box Q-test p-value is
above 5% generates essentially identical results.
15best test is simply the likelihood ratio, which in the present known standard
normal setting reduces to
exp{.5 × ˆ φ1(θ,φ0)0 (z(θ)0z(θ)) ˆ φ1(θ,φ0)} (24)
=e x p {.5 × y(φ0)0z(θ)(z(θ)0z(θ))
−1 z(θ)0y(φ0)}
=e x p {.5 × Tn(φ0,θ)},
say. Evaluated under the null, Tn(φ0,θ) is identically Tn(θ) when  t is iid, ˆ φ
is replaced by φ0 and the covariance matrix ˆ V (θ) is appropriately simpliﬁed
given the known independence of  t.T h u s ,aveθ Tn(φ0,θ) and supθ∈Θξ Tn(φ0,θ)
should provide better empirical size (by using the true φ0) and at least as much
power as the respective tests aveθ Tn(θ) and supθ∈Θξ Tn(,θ) against STAR and
ANN alternatives. These are the "most powerful STAR" tests, denoted MP-
STAR. Moreover, because the SETAR process is simply an LSTAR with τ = ∞,
the logistic sup-MPSTAR test (which directs power toward distant alternatives,
cf. Andrews and Ploberger, 1994) should come close to a most powerful test
against a SETAR alternative.
7.4 Results Test results under the null are contained in Table 1, and
Table 2 contains empirical powers. We only display results for sup-tests16.F o r
each test statistic empirical size is comparable to the nominal size.
In the present general environment in which all parameters are randomly
selected, the popular polynomial regression test is dominated by every test (ex-
cept the McLeod-Li test in some cases) against each alternative. Indeed, the
STAR tests massively out-performs the conventional test. Impressively, against
an LSTAR alternative with n = 500, the sup-STAR tests obtain empirical power
nearly identical to the most powerful sup-MPSTAR tests (within .006), with a
rejection rate above 90%. Similarly, the sup-STAR tests are comparable to
most powerful MPSTAR tests against AR-ANN and SETAR alternatives (in
particular, the sup-STAR test with exponential smooth transition weight).
Excluding the most powerful tests, the sup-STAR tests dominate every test
against every alternative, except the McLeod-Li test against the bilinear alter-
native (which is not surprising)17. Finally, because the smooth transition vector
moment condition includes the moment condition studied in Bierens (1990), it
is not surprising that the sup-STAR tests out-perform the sup-BIER tests.
16The average STAR and BIER statistical functionals are qualitatively similar to the sup-
t e s t si nt e r m so fp o w e r ,a n di nt e r m so ft e s tp e r f o r m a n c er e l a t i v et oe a c ho t h e r ,a n da l lo t h e r
tests.
17Like the sup-STAR test, the ave-STAR test dominates all other tests, with power ap-
proaching that of the ave-BESTAR test against STAR, ANN and SETAR alternatives.
16Appendix 1: Assumptions
Assumption A.1 The data-generating process {zt} = {yt,x t} ∈ R × Rk−1
exists on L2 (Ω,P,Ft) with Ft a sequence of σ-algebras induced by (zt−i),
i =0 ,1,..., such that Ft−1 ⊂ Ft. The process {zt} is strictly stationary,
ergodic, bounded, governed by a non-degenerate joint distribution function
with non-degenerate marginal distributions, and for some κ>0 and each
t ∈ Z, kztk4+κ < ∞. The process {zt} is υ-stable in L1 on an α-mixing
base with coeﬃcients
P∞
i=1 αi < ∞: see Bierens (1981, 1984, 1987, 1991,
1994).
Assumption A.2 The function f : Rp1k+1 × Φ → R is for each ˜ z1t ∈ Rp1k+1 a
continuous real function and twice continuously diﬀerentiable on Φ,ac o m -
pact subset of Rm.M o r e o v e r ,f(˜ z1t,φ) is for each φ ∈ Φ a Borel measur-
















Let ˜ z2t(δ) be a bounded mapping from Rp2k+1 × ∆ to Rp2k+1, measur-
able with respect to Ft−1, such that P(infδ∈∆ |˜ z2t(δ)| >a 0)=1and
P(supδ∈∆ |˜ z2t(δ)| <a 1)=1for some constants 0 <a 0 <a 1 < ∞,a n d
˜ z2t(0) = ˜ z2t. ∆ is a compact subset of R(p2k+1)q.
Assumption A.3 {Ft(τ)=F(τ0˜ z1t)} is a stationary, ergodic sequence of real-
valued functions on Rp1k+1 × Rp1k+1 measurable with respect to =t−1.
Moreover, Ft(0) = c with probability one for some ﬁnite constant c ∈ R.
Assumption A.4 There exists a unique element φ0 =a r gi n fφ∈Φ E(yt − ft(φ))2
where φ0 is in the interior of Φ. Under either hypothesis E[ t(∂/∂φ)ft(φ0)]
= E[ t˜ z1t]=0 ,w h e r e˜ z1t =( 1 ,z0
t−1,...,z0
t−p1)0.
Assumption A.5 The matrix A = E[∂ft(φ0)∂ft(φ0)] is positive deﬁnite and
non-stochastic. Recall θ =( δ
0,τ0)0 ∈ Θ. The following uniform moment
bounds hold for each t where in all cases κ>0.L e tT denote an arbitrary
c o m p a c ts u b s e to fRp1k+1,a n dl e t{Mi} be a sequence of positive, ﬁnite
constants:
° °supθ∈Θ |Ft(τ)2˜ z2t(δ)˜ z2t(δ)0|
° °
4+κ ≤ M1
° °supφ∈Φ supτ∈T |Ft(τ)∂ft(φ)∂0ft(φ)|
° °
4+κ ≤ M2
° °supφ∈Φ supθ∈Θ |Ft(τ)˜ z2t(δ)∂0ft(φ)|
° °
4+κ ≤ M3
ksupθ∈Θ |Ft(τ) × ˜ z2t(δ)|k4+κ ≤ M4
ksupθ∈Θ |(∂/∂θ)Ft(τ)˜ z2t(δ)|k4+κ ≤ M5.
17Appendix 2: Tables
Table 1: H0
n 100 500 n 100 500
STAR∗
L .057 .029 MPSTARL .042 .016
STARE .061 .029 MPSTARE .024 .043
BIERL .011 .024 POLYL .001 .003
BIERE .040 .058 POLYE .001 .003
NEURL .039 .046 ML-1∗∗ .052 .070
NEURE .039 .059 ML-2 .057 .088
RESET .045 .038 ML-3 .064 .105
Notes: * Each STAR and BIER test is a sup-test.














STARL .478 .303 .281 .387 .301 .912 .822 .803 .825 .766
STARE .426 .336 .302 .325 .296 .915 .824 .872 .831 .729
MPSTARL .635 .801 .466 .570 .165 .918 .901 .822 .980 .565
MPSTARE .536 .698 .359 .421 .129 .921 .926 .881 .899 .572
BIERL .325 .325 .450 .213 .208 .722 .617 .784 .588 .624
BIERE .297 .376 .406 .211 .226 .786 .653 .759 .792 .624
NEURL .357 .356 .365 .228 .211 .635 .606 .736 .589 .469
NEURE .342 .392 .376 .261 .206 .622 .622 .777 .593 .479
POLYL .043 .004 .023 .002 .018 .433 .180 .019 .316 .029
POLYE .043 .004 .023 .002 .018 .433 .180 .019 .316 .029
RESET .261 .021 .027 .112 .092 .411 .109 .039 .571 .006
ML-1 .113 .031 .182 .078 .516 .306 .065 .058 .254 .975
ML-2 .124 .050 .177 .094 .517 .366 .127 .058 .355 .987
ML-3 .151 .078 .163 .113 .524 .409 .151 .058 .371 .996
18Appendix 3: Formal Proofs
Proof of Lemma 1. By Assumption A the proof follows directly from
Stinchcombe and White (1994: Theorem 2.3). Indeed, if F(u)=e x p {u},t h e
result follows trivially from Lemma 1 of Bierens (1990).
P r o o fo fT h e o r e m2 . The result under H0 follows from Lemmas A.1-A.6,
below. Lemma A.1 proves consistency of the sample statistics in (12); Lemma
A.2 proves ˆ V (θ)−1/2√
nˆ sn(ˆ φ,0,θ) and V (θ)−1/2√
nsn(φ0,0,θ) have the same
pointwise limiting distribution; Lemma A.3 demonstrates the ﬁnite distributions
of the process V (θ)−1/2√
nsn(φ0,0,θ) converge to normal distributions under
the null hypothesis; Lemmas A.4 and A.5 prove
√
nsn(φ0,0,θ) is tight in C[Θ],
and V (θ)−1/2√
nsn(φ0,0,θ) is tight in C[Θξ] by appealing to a general result
due to Bierens and Ploberger (1997).
Finally, the result under H1 follows from Lemma A.6.
Lemma A.1 Under Assumptions A-B and under both H0 and H1,
¯ ¯ ¯ ˆ A − A
¯ ¯ ¯ = op(1), (25)
supθ∈Θ |ˆ b(θ) − b(θ)| = op(1),
supθ∈Θ |ˆ V (θ) − V (θ)| = op(1).
Lemma A.2 Under Assumptions A-C and H 0,
supθ∈Θξ |ˆ V (θ)−1/2√
nˆ sn(ˆ φ,0,θ) − V (θ)−1/2√
nsn(φ0,0,θ)| = op(1). (26)
Remark 1: The result implies the random vectors ˆ V (θ)−1/2√
nˆ sn(ˆ φ,0,θ)
and V (θ)−1/2√
nsn(φ0,0,θ) have the same pointwise limit distribution, cf. The-
orem 3.1 Billingsley (1999).
Lemma A.3 Under Assumptions A-C and H0,
V (θ)−1/2√
nsn(φ0,0,θ) → N(0,I p2k+1) (27)
in distribution pointwise in Θξ.
Lemma A.4 Under Assumptions A-B and H0,
√
nsn(φ0,0,θ) is tight on Θ.
Lemma A.5 Under Assumptions A-C and H0, V (θ)−1/2√
nsn(φ0,0,θ) is tight
on Θξ.
Lemma A.6 Under H1 there exists a function η : Θξ → Rp2k+1 such that
supθ∈Θξ
¯ ¯ ¯ˆ V (θ)−1/2ˆ sn(ˆ φ,0,θ) − V (θ)−1/2η(θ)
¯ ¯ ¯ = op(1), (28)
where V (θ)−1/2η(θ) 6=0except for τ in a set S with Lebesgue measure
zero.
19P r o o fo fL e m m aA . 1 .
Step 1 (| ˆ A − A| = op(1)): Under either hypothesis ˆ φ is a consistent es-
timator of φ0 ∈ Φ under Assumption A and Theorem 8.2.2 of Bierens (1994).
Thus, under either hypothesis | ˆ A − A| = op(1) follows from
supφ∈Θ
¯ ¯ ¯n−1 Xn
t=1 ∂ft(φ)∂0ft(φ) − E [∂ft(φ)∂0ft(φ)]
¯ ¯ ¯ = op(1), (29)
which follows easily from Assumption A and Bierens’ (1991) Theorem 17 uni-
form law of large numbers for dependent, heterogenous processes.
Step 2 (supθ∈Θ |ˆ b(θ) − b(θ)| = op(1)): By the consistency of ˆ φ, supθ∈Θ |ˆ b(θ)
− b(θ)| = op(1) follows from the uniform bound
supθ∈Θ supφ∈Φ |bn(θ,φ) − b(θ)| = op(1), (30)
where bn(θ,φ) ≡ n−1 Pn
t=1 Ft(τ)˜ z2t(δ)∂0ft(φ) and b(θ) ≡ E[Ft(τ)˜ z2t(δ)∂0ft(φ)].
The latter property follows upon application of Theorem 17 of Bierens (1991)
by writing for each i =1 ...p2k +1 ,e a c hj =1 ...m, and any φ ∈ Φ,
n−1 Xn
t=1 ψ
(i,j)(Γ(i,j) (˜ zt,φ,θ)) = n−1 Xn
t=1 Ft(τ)˜ z2t(δ)∂0ft(φ) (31)










=( Ft(τ)˜ z2t,i(δ),∂ jft(φ))
0 ,
and ψ











k (φ, ˜ z1t)
¯ ¯ ¯
o
≤ ρ¯ d(˜ z1t) (33)
for some non-negative continuous real function ¯ d(˜ z1t) on Rp1k+1 such that for
some κ>0, supt E
£¯ d(˜ z1t)1+µ+κ¤
< ∞,w h e r eµ is deﬁned above, and ρ =
118.S i m p l y d e ﬁne ¯ d(˜ z1t)=s u p φ∈Φ |(∂/∂φ)ft(φ)| where continuity is ensured
by Assumption A. Deﬁne
¯ d(˜ z1t)=s u p θ∈Θ |Ft(τ)˜ z2t(δ)| +s u p φ∈Φ |∂ft(φ)|, (34)
and supt E
£¯ d(˜ z1t)1+µ+κ¤
< ∞ follows from Assumption A with µ =1 .
Step 3 (supθ∈Θ |ˆ V (θ) − V (θ)| = op(1)): Using the fact that each |ˆ φ −
φ0|, supθ∈Θ |ˆ b(θ) − b(θ)| and | ˆ A − A| is op(1), after some work we may write
under either hypothesis ˆ V (θ)=n−1 Pn
t=1  2
tgt(θ)gt(θ)0 + op(1). Again, apply
Theorem 17 of Bierens (1991) to each element  2
tgt,i(θ)gt,j(θ), using the uniform
bounds stated in Assumption A and derived in Lemma A.8 for gt(θ).
18The identity ρ =1is trivial here because we do not include moving average terms: see
Bierens (1991).
20P r o o fo fL e m m aA . 2 . Using properties of the l1-norm and Minkowski’s
inequality
supθ∈Θ
¯ ¯ ¯ˆ V (θ)−1/2√
nˆ sn(ˆ φ,0,θ) − V (θ)−1/2√
nsn(φ0,0,θ)
¯ ¯ ¯ (35)
≤ supθ∈Θ








+s u p θ∈Θ





+s u p θ∈Θ








By Lemma A.8, below, supθ∈Θ
¯ ¯V (θ)−1/2¯ ¯ is ﬁnite, and by Lemma A.1 and the
Slutsky theorem supθ∈Θ |ˆ V (θ)−1/2 − V (θ)−1/2| = op(1).T h u ssupθ∈Θ |ˆ V (θ)−1/2
− V (θ)−1/2|supθ∈Θ |
√
nsn(φ0,0,θ)| = op(1) follows upon application of Lem-
mas A.1, A.3 and A.4: by Lemmas A.3 and A.4 we deduce
√
nsn(φ0,0,θ)
converges weakly to a Gaussian element s(θ) in C[θ] with covariance function
V (θ1,θ 2); hence by the continuous mapping theorem supθ∈Θ |
√
nsn(φ0,0,θ)| ⇒
supθ∈Θ |s(θ)|; and the op(1) rate follows from Lemma A.1 and Crámer’s Theo-
rem.
It remains to show supθ∈Θ |
√
nˆ sn(ˆ φ,0,θ) −
√
nsn(φ0,0,θ)| is op(1).B yt h e
mean-value-theorem, for some φ∗(θ) ∈ Rp1k+1 satisfying |φ∗(θ) − φ0| ≤ |ˆ φ −
φ0|, a.s.,
√
nˆ sn(ˆ φ,0,θ) −
√
nˆ sn(φ0,0,θ)=( ∂/∂φ)ˆ sn(φ∗(θ),0,θ)
√
n(ˆ φ − φ0), (36)
where for any φ ∈ Φ
(∂/∂φ)ˆ sn(φ,0,θ)=n−1 Xn
t=1(∂/∂φ)(yt − ft(φ))˜ z2t(δ)Ft(τ) (37)
= −n−1 Xn
t=1  t˜ z2t(δ)∂0ft(φ)Ft(τ)
= −bn(θ,φ),
say. From the line of proof of Lemma A.1, cf. (30), supθ∈Θ supφ∈Φ |bn(θ,φ) −
b(θ,φ)| = op(1) where b(θ,φ)=E[ t˜ z2t(δ)∂0ft(φ)Ft(τ)]. Because |φ∗(θ) − φ0|
≤ |ˆ φ − φ0| = op(1), using Assumption A it is easy to show supθ∈Θ |bn(θ,φ∗(θ))









n(ˆ φ − φ0)
¯ ¯ ¯ = op(1). (38)
Moreover, from standard nonlinear least squares algebra |
√





t=1 ∂ft(φ) t| = op(1),a n d| ˆ A − A| = op(1) by Lemma A.1. Hence,
¯ ¯ ¯
√





¯ ¯ ¯ = op(1). (39)
Substituting (39) into (38), and noting the identity
√











nˆ sn(ˆ φ,0,θ) −
√
nsn(φ0,0,θ)
¯ ¯ ¯ = op(1). (41)
P r o o fo fL e m m aA . 3 . For any r ∈ Rp2k+1 arbitrarily normalized to r0r
=1 , deﬁne












→ N(0,1) in distribution pointwise in Θξ follows by a straightforward applica-
tion of the Theorem 29 pointwise martingale diﬀerence central limit theorem of
Bierens (1991), cf. McLeish (1974: Theorem of 2.3). Clearly {wt(θ)} forms a
martingale diﬀerence sequence under the null by Assumption A and the =t−1-
measurability of gt(θ). The remaining conditions for the central limit theorem
to apply follow from Lemma A.7, below. A Cramér-Wold device then suﬃces
to establish (29), cf. Billingsley (1995: Theorem 29.4).





t=1 wt(θ)2 = lim
n→∞1/n
Xn
t=1 E[wt(θ)2]=1 , (43)






n|2+κ =0 . (44)
P r o o fo fL e m m aA . 7 . By the normalization r0r =1 , and by stationarity











= r0V (θ)−1/2V (θ)V (θ)−1/2r = r0r =1 .
The weak limit plimn→∞ 1/n
Pn





tgt(θ)gt(θ)0 − V (θ)
¯ ¯ ¯ = op(1), (46)
proved in Step 3 of the line of proof of Lemma A.1.
Limit (44) follows from the following bound: by Assumption A, standard
l1-norm inequalities and the envelope inequality19,f o rs o m eκ>0
E|wt(θ)|2+κ (47)
≤ |r|2+κ|V (θ)−1/2|2+κE|gt(θ)|2+κ
≤ |r|2+κ supθ∈Θξ |V (θ)−1/2|2+κ||supθ∈Θξ |gt(θ)|||
2+κ
2+κ ≤ M
19Let h : Rp2k+1 × Θ,a n dw r i t eht(θ). We refer to the property E[ht(θ)] ≤ supθ∈Θ E[ht(θ)]
≤ E[supθ∈Θ ht(θ)] as the "envelope inequality", with supθ∈Θ ht(θ) t h ee n v e l o p eo fht(θ)
for each t. See Theorem 21.3 of Davidson (1994). In (47), we use ht(θ)=|gt(θ)| =
Pp2k+1
i=1 |gt,i(θ)|.
22for some positive bounded M, where a bound on supθ∈Θξ |V (θ)−1/2| and ||supθ∈Θξ




Proof of Lemma A.4. Deﬁne ψt(θ)=r0gt(θ) for any r ∈ Rp2k+1, r0r





t=1  tψt(θ). We will apply the tightness





t=1  tψt(θ) by verifying the suﬃcient conditions of that result. Clearly
{ tψt(θ)} forms a martingale diﬀerence sequence under the null by Assumption
A, with ψt(θ) measurable with respect to =t−1,a n dθ ∈ Θ,w h e r eΘ is a compact
Euclidean space with positive Lebesgue measure.










tψt(θ0)2] < ∞, (48)
where the latter inequality holds for at least one point θ0 ∈ Θ.T h eﬁrst inequal-









4 |r|2 ksupθ∈Θ |(∂/∂θ)gt(θ)|k
2
4 ≤ M<∞, (49)
where ||supθ∈Θ |(∂/∂θ)gt(θ)||| 4 i sb o u n d e di nL e m m aA . 8 ,b e l o w ,a n d|r|2 <
∞. The second inequality follows in a similar manner for any point θ ∈ Θ by
noting ||supθ∈Θ |gt(θ)|||4 ≤ C for some positive constant C,c f .L e m m aA . 8 .
P r o o fo fL e m m aA . 5 . Consider the normalized score: for any r ∈ Rp2k+1,

















say, where wt(θ)=r0V (θ)−1/2gt(θ). Using Lemma A.1 of Bierens and Ploberger










twt(θ0)2] < ∞, (51)
for at least one point θ0 ∈ Θ, where we deﬁne Kt =s u p θ∈Θξ |(∂/∂θ)wt(θ)|.I n
t h i sc a s e ,w em u s tb ec a r e f u lt ob o u n dV (θ)−1/2 and (∂/∂θ)V (θ)−1/2,ar a t h e r
messy task. We place the laborious derivations in Lemma A.8, below.
20Trivially by Liaponov’s inequality for some ﬁnite positive B, |r|2+κ ≤ B|r|2+κ
2 =
B(r0r)(2+κ)/2 = B<∞, given r0r =1 .
Moreover, it is uniquely here that the restrition ξ>0 is imperative. Using ξ =0(i.e. Θ0 =
Θ), from Lemma A.8, below we obtain for some positive ﬁnite constant B, supθ∈Θ |V (θ)−1/2|
≤ B(p2k +1 ) s u p θ∈Θ[λ0(V (θ))−1]. The right-hand-side supremum does not exist if 0 ∈ Θ.
Even if we "extend" the real line such that supθ∈Θ[λ0(V (θ))−1]=+ ∞,aﬁnite bound for
(47) would still have to be established. Depending on the speciﬁcation of ˜ z2t(δ), λ0(V (θ)) =
0 for any θ =( δ0,00)0 is certainly possible. I would like to thank an anonymous referee for
pointing out the issue of bounding ξ>0.
23The second inequality in (51) easily follows from Assumption A the Cauchy-
Schwartz and envelope inequalities, and Lemma A.8: for any θ ∈ Θξ
E[ 2
twt(θ)2] ≤ k tk
2
4 |r|2|V (θ)−1/2|2||supθ∈Θξ |gt(θ)|||2
4 ≤ M<∞. (52)
For the ﬁrst inequality in (51), we will prove E[ 2
tKt
2] ≤ M for some positive
constant M<∞ for all t. By the Cauchy-Schwartz inequality for all t
E[ 2
tKt
2] ≤ k tk
2
4 |r|2||supθ∈Θξ |(∂/∂θ)ψt(θ)||| 2
4. (53)
The proof is complete upon bounding ||supθ∈Θξ |(∂/∂θ)ψt(θ)||| 2
4.T h e(l,j)th-
component (∂/∂θl)ψt,j(θ) of the s × p1k +1 -matrix (∂/∂θ)ψt(θ) (s = q(p2k +











Using (54) and Minkowski’s inequality repeatedly, the moment ||supθ∈Θξ |(∂/∂θ)ψt(θ)||| 4
is bounded as















¯ ¯ ¯ ¯
° ° ° °
4
+










¯ ¯ ¯ ¯
° ° ° °
4
≤ (p2k +1 )
° ° ° °
Xs
l=1 supθ∈Θξ
¯ ¯ ¯ ¯
Xp2k+1
i,j=1






¯ ¯ ¯ ¯
° ° ° °
4
+ s(p2k +1 )
° ° ° °supθ∈Θξ
¯ ¯ ¯ ¯
Xp2k+1
i,j=1








¯ ¯ ¯ ¯
° ° ° °
4
≤ (p2k +1 )
Xp1k+1
l=1 supθ∈Θξ
¯ ¯ ¯(∂/∂θl)V (θ)−1/2
¯ ¯ ¯
° ° °supθ∈Θξ |gt(θ)|
° ° °
4
+ s(p2k +1 )s u p θ∈Θξ
¯ ¯ ¯V (θ)−1/2
¯ ¯ ¯




Lemma A.8 establishes bounds on ||supθ∈Θξ |gt(θ)||| 4, ||supθ∈Θξ |(∂/∂θ)gt(θ)||| 4,
supθ∈Θξ |V (θ)−1/2| and for each l, supθ∈Θξ |(∂/∂θl)V (θ)−1/2|, hence ||supθ∈Θξ |(∂/∂θ)ψt(θ)||| 4
≤ M for some ﬁnite M, which completes the proof.
Lemma A.8 For some positive ﬁnite constants B and Ci, i =1 ...7, and some
24κ>0
i. |A−1|2 ≤ C1, (56)
ii. supθ∈Θξ |b(θ)| ≤ C2,
iii. supθ∈Θξ |(∂/∂θ)b(θ)| ≤ C3,
iv. ||supθ∈Θξ |gt(θ)|||4+κ ≤ C4,
v. ||supθ∈Θξ |(∂/∂θ)gt(θ)||| 4+κ ≤ C5,




vii. supθ∈Θξ |(∂/∂θl)V (θ)−1/2| ≤ C7,l=1 ...p1k +1
Proof of Lemma A.8. Denote by λi(X) the ordered eigenvalues of matrix
X ∈ Rm+1×m+1: λ0(X) ≤ ,..., ≤ λm(X).
i.B e c a u s eA is positive deﬁnite, each 0 <λ i(A) < ∞, hence by Liaponov’s
inequality for some B
|A−1| ≤ |A−1/2|2 ≤ B|A−1/2|2
2 (57)











i 1/λi(A) ≤ C1.
ii. A bound on supθ∈Θξ |b(θ)| follows immediately from Assumption A and























iii. Similarly, using Assumption A,
supθ∈Θξ |(∂/∂θ)b(θ)| (59)
≤






iv. Next, by Assumption A, Minkowski’s inequalities, and properties of the
25l1-norm, and (i)a n d( ii), for some 0 <B<∞





° ° ° °
Xp2k+1
i=1 supθ∈Θξ |Ft(τ)˜ z2t,i(δ)|
° ° ° °
4+κ
+s u p θ∈Θξ |b(θ)|×| A−1|×
° ° ° °
Xp2k+1
i=1 supφ∈Φ |∂ift(φ)|
° ° ° °
4+κ
=
° ° °supθ∈Θξ |Ft(τ)˜ z2t(δ)|
° ° °
4+κ





v. Similarly, by Assumption A, (i)a n d( iii)





° ° °supθ∈Θξ |(∂/∂θ)Ft(τ)˜ z2t(δ)|
° ° °
4+κ





vi. Next, by Liaponov’s inequality for some B
|V (θ)−1/2|2 ≤ B|V (θ)−1/2|2














≤ B × (p2k +1 )λ0(V (θ))−1
hence
supθ∈Θξ |V (θ)−1/2|2 ≤ B × (p2k +1 )
£
infθ∈Θξ λ0(V (θ))
¤−1 ≤ C6, (63)
which is guaranteed for some ﬁnite C6 by Assumption C: infθ∈Θξ λ0(V (θ)) > 0.
vii. Finally, consider (∂/∂θl)V (θ)−1/2 for each l =1 ...p1k +1.B ys t a n d a r d
properties of matrix diﬀerentiation (e.g. Harville, 1997)
(∂/∂θl)V (θ)−1/2 = −(1/2)[V (θ)−1/2 × (∂/∂θl)V (θ) × V (θ)−1]. (64)
Hence, for some positive constant B, by Liaponov’s inequality and the deriva-
tions in (vi),
supθ∈Θξ
¯ ¯ ¯(∂/∂θl)V (θ)−1/2
¯ ¯ ¯ (65)
≤ supθ∈Θξ
¯ ¯ ¯V (θ)−1/2 × (∂/∂θl)V (θ) × V (θ)−1
¯ ¯ ¯
≤ supθ∈Θξ |V (θ)−1/2|3|(∂/∂θl)V (θ)|
≤ B(p2k +1 ) 3/2 £
infθ∈Θξ λ0(V (θ))
¤−3/2 supθ∈Θξ |(∂/∂θl)V (θ)|
26where infθ∈Θξ λ0(V (θ)) > 0 by Assumption C. The proof is complete when we
show the l1-normed |(∂/∂θl)V (θ)| is uniformly bounded by some positive ﬁnite
M.






















B yt h ee n v e l o p ea n dr e p e a t e dC a u c h y - S c h w a r t zi n e q u a l i t i e s ,
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where the last line follows from Assumption A, and (iv)a n d( v)a b o v e .
P r o o fo fL e m m aA . 6 . Using Minkowski’s inequality and properties of
the l1-norm,
supθ∈Θξ
¯ ¯ ¯ˆ V (θ)−1/2ˆ sn(ˆ φ,0,θ) − V (θ)−1/2η(θ)
¯ ¯ ¯ (68)
≤
¯ ¯ ¯V (θ)−1/2
¯ ¯ ¯
¯ ¯ ¯ˆ sn(ˆ φ,0,θ) − η(θ)
¯ ¯ ¯ +
¯ ¯ ¯ˆ V (θ)−1/2 − V (θ)−1/2
¯ ¯ ¯|η(θ)|
+
¯ ¯ ¯ˆ V (θ)−1/2 − V (θ)−1/2
¯ ¯ ¯
¯ ¯ ¯ˆ sn(ˆ φ,0,θ) − η(θ)
¯ ¯ ¯.
By the consistency of ˆ φ, the mean-value-theorem and Lemma A.1 (see Step 2
in the line of proof),
supθ∈Θξ
¯ ¯ ¯ˆ sn(ˆ φ,0,θ) − n−1 Xn
t=1  t˜ z2t(δ)Ft(τ)
¯ ¯ ¯ (69)
≤ supθ∈Θξ supφ∈Φ |bn(θ,φ) − b(θ)||ˆ φ − φ0| = op(1)
where bn(φ,θ)=n−1 Pn
t=1 ˜ z2t(δ)Ft(τ)∂0ft(φ). Notice,
supθ∈Θξ
¯ ¯ ¯n−1 Xn
t=1  t˜ z2t(δ)Ft(τ) − η(θ)
¯ ¯ ¯ = op(1) (70)
follows easily from Theorem 17 of Bierens (1991) and the bounds stated in
Assumption A, where η(θ)=E [ t˜ z2tFt(θ)]. Therefore
supθ∈Θξ
¯ ¯ ¯ˆ sn(ˆ φ,0,θ) − η(θ)
¯ ¯ ¯ = op(1), (71)
27implying the ﬁrst term of the right-hand-side of (68) is op(1). Moreover, because
ˆ V (θ) is consistent for V (θ),a n d|η(θ)| < ∞ by Assumption A and the Cauchy-
Schwartz inequality, the second and third terms are op(1).
Finally, Lemma 1 guarantees for any δ the set S = {τ ∈ Rp1k+1 : η(θ) 6=0
and P(τ0˜ z1t ∈ R0)=1 } has Lebesgue measure and is nowhere dense in Rp1k+1.
Because V (θ) is uniformly positive deﬁnite in Θξ,s oa r eV (θ)−1 and V (θ)−1/2,
hence V (θ)−1/2η(θ) 6=0for every θ ∈ Θξ except τ ∈ S.
P r o o fo fL e m m a4 . Consider any τ ∈ S∗
0. If the null hypothesis is true
then E[ tr0˜ z2t(δ)Ft(τ)] = 0 is trivial for any r ∈ Rp2k+1 and every θ ∈ Θ by
Assumption A. Hence, assume P[E[ t|˜ z1t]=0 ]< 1. Let δ ∈ ∆ be arbitrary.
From the Rayleigh-Ritz Theorem (e.g. Horn and Johnson, 1985: Theorem
4.2.2), for any τ ∈ S∗
0,
λ0(θ)=i n f r∈Rp2k+1:r0r=1 r0V (θ)r =0 . (72)
Therefore λ0(V (θ)) = 0 if and only if there exists some r ∈ Rp2k+1,r 0r =1 ,
such that r0V (θ)r =0 ,w h e r er need not be unique.
For any such r ∈ Rp2k+1 normalized to r0r =1 , r0V (θ)r =0implies
r0gt(θ)gt(θ)0rE[ 2
t|˜ z1t]=0 ,a . s . (73)
By Assumption D, E[ 2
t|˜ z1t] ≥ ς with probability one for some constant ς>0,
hence r0V (θ)r =0if and only if r0gt(θ)=0for all t with probability one.
Separating gt(θ), τ ∈ S∗
0 implies for all t
r0gt(θ)=0 , a.s., (74)
r0˜ z2t(δ)Ft(τ) − r0b(θ)A−1∂ft(φ0)=0 , a.s.,
hence
r0˜ z2t(δ)Ft(τ)=α(r,θ)0∂ft(φ0), a.s., (75)
where α(r,θ) ≡ A−1b(θ)r.
Because r0r =1 , r =0is ruled out. Moreover, E[˜ z2t(δ)˜ z2t(δ)0] is uniformly
positive deﬁnite in ∆ by Assumption E. Thus, using Assumption A, r0˜ z2t(δ) is
bounded and non-zero with probability one for any r, r0r =1 . Therefore r0˜ z2t(δ)
satisﬁes the requirements of Lemma 1 (simply substitute ˜ z2t(δ) for r0˜ z2t(δ)),
which, along with Assumption B, implies the set S(r) has Lebesgue measure
zero and is nowhere dense in Rp1k+1.
Moreover, by Assumption A, E[ t∂ft(φ0)] = 0 under either hypothesis. By
t h ea l m o s ts u r ei d e n t i t yi n( 7 8 ) ,w eh a v ef o re v e r yτ ∈ S∗
0,
E[ tr0˜ z2t(δ)Ft(τ)] = α(r,θ)0E[ t∂ft(φ0)] = 0, (76)
hence τ ∈ S(r) for any r ∈ Rp2k+1, r0r =1 , such that r0V (θ)r =0. This implies
S∗
0 ⊆ S(r) for some r, as claimed.
P r o o fo fT h e o r e m6 . Recall ∂ft(φ)=˜ z1t, ˜ z2t(δ)=˜ z2t =˜ z1t =˜ zt,s a y
(i.e. θ = τ and p1 = p2), and
S∗
0 = {τ ∈ Rp1k+1 : λ0(V (θ)) = 0 and P (τ0˜ zt ∈ R0)=1 }. (77)
28Deﬁne ¯ R0, the closed compliment interval of R0: F(u) is either polynomial or
non-analytic on the domain ¯ R0 (clearly not both!).
Clearly 0 ∈ S∗
0 provided 0 ∈ R0: F(0) is a constant, ˜ z2t(δ)=˜ zt, hence √
nˆ sn(ˆ φ,0,0) = 0 by the ﬁrst order conditions, implying V (0) = 0.I f0 / ∈ R0,
then 00˜ zt ∈ R0 with zero probability, hence 0 / ∈ S∗
0.
Now assume there exists any other τ0 ∈ S∗
0, τ0 6=0 . By Lemma A.9, below,
we deduce every sth-derivative evaluated at τ0˜ zt is zero with probability one:
(∂/∂u)sF(u)|u=τ0
0˜ zt =0 , a.s., ∀s ∈ N.I n o t h e r w o r d s , f o r a g i v e n τ0 ∈ S∗
0,
τ0 6=0 ,i tm u s tb et h ec a s et h a tP
¡
τ0
0˜ zt ∈ ¯ R0
¢
=1 . Therefore F(·) is not
"non-polynomial and analytic" on the domain on which τ0
0˜ zt takes its values
(Theorem 3.3 of Evgrafov, 1978). Because F(·) is non-polynomial and analytic
on R0 by Assumption A, we deduce P(τ0
0˜ zt / ∈ R0)=1 , and therefore τ0 / ∈ S∗
0,
a contradiction of the assumption τ0 ∈ S∗
0.
Therefore S∗
0 = {0} if 0 ∈ R0,a n dS∗
0 is empty otherwise. We deduce that
S∗
ξ is empty for any ξ>0 by noting S∗
ξ ⊆ S∗
0 by construction, and every θ =
(δ
0,τ0)0 ∈ Θξ satisﬁes |τ| ≥ ξ>0 hence 0 / ∈ S∗
ξ.
Lemma A.9 Under the conditions of Theorem 6, if there exists some τ 6=0
such that τ ∈ S∗
0, then (∂/∂u)sF(u)|u=τ0˜ zt =0 , a.s., for every s ∈ N.
P r o o fo fL e m m aA . 9 . Assume there exists a point τ ∈ S∗
0 such that τ
6=0 .B yc o n s t r u c t i o na n yτ ∈ S∗
0 satisﬁes λ0(V (θ)) = 0. From the line of proof
of Lemma 4, cf. (75), we deduce for some r ∈ Rp2k+1, r0r =1 , (given ∂ft(φ)=
˜ zt)
r0˜ ztF(τ0˜ zt)=α(r,θ)0˜ zt, a.s., (78)
where α(r,θ) ≡ A−1b(θ)r.
Diﬀerentiate and multiply both sides of (78) by ˜ zt.D e n o t i n g b y Fs(τ0˜ zt)
the sth derivative evaluated at τ0˜ zt, (∂/∂u)sF(u)|u=τ0˜ zt,w eo b t a i n
r0˜ ztF(τ0˜ zt)+r0˜ ztF1(τ0˜ zt)τ0˜ zt = α(r,θ)0˜ zt, a.s. (79)
From the identity r0˜ ztFt(τ)=α(r,θ)0˜ zt,a . s . ,in (78), cancelling in (79) renders
r0˜ ztF1(τ0˜ zt)τ0˜ zt =0 , a.s. (80)
Because r0˜ zt 6=0and τ0˜ zt 6=0each with probability one due to r 6=0 , τ 6=0 ,
and the non-singularity of A, (80) holds if and only if
F1(τ0˜ zt)=0 , a.s. (81)
Diﬀerentiate and multiply both sides of (81) by ˜ zt:w eo b t a i n
F2(τ0˜ zt)τ0˜ zt =0 , a.s., (82)
hence F2(τ0˜ z1t)=0 , a.s., due to τ 6=0 , and so on. Repeating, for any τ ∈ S∗
0,
τ 6=0 ,a n df o re v e r ys ∈ N
Fs(τ0˜ zt)=( ∂/∂u)sF(u)|u=τ0˜ zt =0 , a.s. (83)
29P r o o fo fT h e o r e m7 . From Theorem 2, ˆ zn(ˆ φ,0,θ) converges weakly to
the Gaussian element z(θ) on C[Θξ], with covariance function E[z(θ1)z(θ2)0]
= V (θ1)−1/2V (θ1,θ 2)V (θ2)−1/2.I n o r d e r t o s h o wˆ Zn(ˆ φ,0,θ), conditioned on
the sample ˜ zn =( ˜ z11,..., ˜ z1n), converges weakly to the same Gaussian element
z(θ),w em u s td e m o n s t r a t eˆ Zn(ˆ φ,0,θ), conditioned on ˜ zn,a n dˆ z(ˆ φ,0,θ) con-
verge pointwise to the same multivariate normal distribution; and ˆ Zn(ˆ φ,0,θ),
conditioned on ˜ zn, is stochastically equicontinuous in C[Θξ],c f .G i n éa n dZ i n n
(1990: Theorem 3.1).
Step 1 ( ˆ Zn(ˆ φ,0,θ) → N(0,I p2k+1)): From now on operate conditionally
on the sample ˜ zn, and deﬁne
Sn(θ)=1 /n
Xn
t=1  tgt(θ)vt,Z n(θ)=V (θ)−1/2√
nSn(φ0,0,θ). (84)
Using steps identical to the line of proof of Lemma A.2, noting that ˆ φ and ˆ V (θ)
are consistent under either hypothesis, and recalling vt is (0,1)-iid,i ti se a s yt o
show
supθ∈Θξ
¯ ¯ ¯ ˆ Zn(ˆ φ,0,θ) − Zn(θ)
¯ ¯ ¯ = op(1). (85)
Thus, it suﬃces to consider only Zn(θ) in the following.
Because vt is (0,1)-iid, the covariance function of Zn(θ), conditioned on ˜ zn,

















tgt(θ1)gt(θ2)0 − V (θ1,θ 2)
¯ ¯ ¯ = op(1), (87)
where V (θ1,θ2)=E[ 2
tgt(θ1)gt(θ2)0]. Thus, mimicking the line of proof of
Lemma A.3 and recalling vt
iid ∼ N(0,1), we obtain under H0
Zn(θ) → N(0,I p2k+1) (88)
in distribution pointwise in Θξ. This implies Zn(θ) and zn(φ0,0,θ) have the
same pointwise limit distribution because mean-zero multivariate normal dis-
tribution are fully characterized by their covariance functions. Therefore, from
(85), (88) and Lemma A.2 ˆ Zn(ˆ φ,0,θ) and ˆ z(ˆ φ,0,θ) h a v et h es a m ep o i n t w i s e
limit distribution.
Step 2 (Stochastic Equicontinuity in Θξ): From Theorem 3.1 of Giné and

















30for all ε>0,w h e r eEv denotes the expectation only with respect to (vt)n
t=1,
and




t=1  tvtψt(θ1,θ2), (90)
say, where ψt(θ1,θ2)=V (θ1)−1/2gt(θ1) − V (θ2)−1/2gt(θ2). By appealing to
Chebychev’s inequality, in order to prove (89) it suﬃces ﬁrst to bound
Ev[supθi∈Θξ,|θ1−θ2|<  |Zn(θ1) − Zn(θ2)|2], and then bound E(Ev[supθi∈Θξ,|θ1−θ2|<  |Zn(θ1)
− Zn(θ2)|2]) by some C ×  , 0 <C<∞.
Step 2.1 (Ev[supθi∈Θξ,|θ1−θ2|<  |Zn(θ1) − Zn(θ2)|2]): From Liaponov’s
inequality, there exists some ﬁnite B>0 such that
Ev
h




≤ B × Ev
h






























where the second inequality follows from Ev[vsvt]=0 , ∀s 6= t,a n d1 otherwise.
Step 2.2 (E(Ev[supθi∈Θξ,|θ1−θ2|<  |Zn(θ1) − Zn(θ2)|2]) < ∞): Using (91),

















≤ B k tk
2
4 ||supθi∈Θξ,|θ1−θ2|<  |ψt(θ1,θ2)|||2
4.
Now, by the mean-value-theorem and the deﬁnition of ψt(θ1,θ2),f o re a c h 
























i¯ ¯ ¯ ×  .












×   =0 , (94)
31which holds if ||supθ∈Θξ |(∂/∂θl)[V (θ)−1/2gt(θ)]|||4 is bounded for each l,w h i c h
is proved in Lemmas A.5 and A.8, cf. (54)-(55).
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