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dat na něm založené. Ke konci práce se zkoumají kombinace náhodných vek-
torů a matice z normálního rozdělení vedoucí k Hotellingovmu rozdělení a jeho
vlastnostem. V průběhu práce je odvozeno rozdělení a vlastnosti vektoru výběro-
vých průměrů a výběrové kovarianční matice náhodného výběru z n-rozměrného
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dratic forms of matrices from the normal distribution are shown, which leads
to the Wishart distribution, its properties and the analysis of multidimensional
data based on it. At the end of the thesis, the combinations of random vec-
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Abstrakt: Táto bakalárska práca sa venuje mnohorozmernému normálnemu roz-
deleniu, rozdeleniami od neho odvodenými a vzťahmi medzi nimi. Na začiatku je
uvedená definícia a charakterizácia n-rozmerného normálneho rozdelenia, odvo-
denie jeho charakteristickej funkcie a definícia maticového normálneho rozdelenia.
Ďalej sa zaoberá vlastnosťami mnohorozmerného normálneho rozdelenia a skúma
lineárne kombinácie normálnych vektorov, lineárne kombinácie normálnych matíc
a ich vlastnosti. Potom sa práca venuje kvadratickými formami matíc z normál-
neho rozdelenia, čo vedie k Wishartovmu rozdeleniu, jeho vlastnostiam a analýze
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V tejto bakalárskej práci sa zaoberáme mnohorozmerným normálnym roz-
delením, rozdeleniami od neho odvodenými, vzťahmi medzi nimi a náhodným
výberom z n-rozmerného normálneho rozdelenia. Rozdelenia, ktoré odvodíme
od mnohorozmerného normálneho rozdelenia, budeme skúmať, bez toho aby sme
odvodzovali a používali ich funkcie hustoty.
V prvej kapitole je najprv definované n-rozmerné normálne rozdelenie a ma-
ticové normálne rozdelenie. Ďalej sa tam nachádza odvodenie charakteristickej
funkcie n-rozmerného normálneho rozdelenia a jeho charakterizácia pomocou
Cramér-Woldovej vety.
Nasledujúca kapitola sa venuje vlastnostiam mnohorozmerného normálneho
rozdelenia. V tejto kapitole je ukázané, ktoré lineárne kombinácie normálnych
vektorov a lineárne kombinácie normálnych matíc zachovávajú normalitu a aké
sú ich vlastnosti.
V tretej kapitole sú ukázané kvadratické formy matíc z normálneho rozdelenia,
ktoré vedú k Wishartovmu rozdeleniu a jeho vlastnostiam. Na konci tejto kapitoly
sa venujeme analýze mnohorozmerných dát založenej na Wishartovom rozdelení.
Posledná kapitola skúma kombinácie náhodných vektorov a matice z normál-
neho rozdelenia, čo vedie k Hotellingovmu rozdeleniu a jeho vlastnostiam.
Rozdelenie a vlastnosti vektora výberových priemerov a výberovej kovarianč-
nej matice náhodného výberu z n-rozmerného normálneho rozdelenia sú v prie-
behu práce odvodené ako dôsledky vyššie spomínaného.
Podklady pre túto bakalársku prácu som čerpal zo základných prednášok prav-





Mnohorozmerné normálne rozdelenie dostaneme priamym zobecnením nor-
málneho rozdelenia N (µ,σ2) na n-rozmerov.
Definícia 1. Nech máme náhodný vektor Y = (Y1,...,Yk)
T , ktorého prvky sú ne-
závislé náhodné veličiny z rozdelenia N (0,1), maticu A ∈ Rn×k a n-rozmerný
pevne daný vektor µ, potom náhodný vektor X = AY + µ má n-rozmerné nor-
málne rozdelenie s vektorom stredných hodnôt µ a maticou disperzie Σ = AAT .





Veta 1. Ak náhodný vektor X = (X1,...,Xn)













∣∣2πΣ∣∣− 12 = {(2π)n2 ∣∣Σ∣∣ 12}−1, vzhľadom k Lebesgueovej miere na Rn.
Poznámka. Hustotu náhodného vektora, ktorý má n-rozmerné normálne rozdele-
















Definícia 2. Nech X je matica typu (m× n), ktorej m riadkov XT1 ,...,XTm sú ne-






















)T (M− 1mµT )]} ,





, Mr ∈ Rn a 1m je m-rozmerný jednotkový vektor.
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Teraz odvodíme charakteristickú funkciu pre n-rozmerné normálne rozdelenie.
Charakteristická funkcia náhodného vektora X s hustotou fX (x) je definovaná,
ako









TxfX (x) dx, t ∈ Rn.
Vlastnosti charakteristickej funkcie náhodného vektora X:
• Charakteristická funkcia vždy existuje, P̂X (0) = 1 a
∣∣∣P̂X (t)∣∣∣ ≤ 1.
• Jednoznačnosť: Dva náhodné vektory majú rovnakú charakteristickú funk-
ciu vtedy a len vtedy, keď majú rovnakú distribúciu.
• Inverzia: Ak charakteristická funkcia P̂X (t) je absolútne integrovateľná, po-












, náhodné vektory Y,Z sú nezávislé práve vtedy, keď
združená charakteristická funkcia náhodného vektora X je súčinom margi-
nálnych charakterictických funkcí:








Marginálnu charakteristickú funkciu náhodného vektora Y dostaneme ako
P̂Y (tY) = P̂X (tY,0).
• Nech X = (X1,...,Xn)T a Y = (Y1,...,Ym)T sú nezávislé náhodné vektory
s charakteristickými funkciami P̂X (t) a P̂Y (t), potom pre ich súčet X+Y
platí rovnosť:






















= P̂X (t) P̂Y (t) .
Charakteristická funkcia náhodnej premennej s normálnym rozdelenímN (µ,σ2),
ktorá má strednú hodnotu µ a disperziu rovnú σ2 ≥ 0, sa dá vyjadriť, ako






, pre t ∈ R.




, potom jeho charakteristickú
funkciu vyjadríme, ako






, t ∈ Rn.
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Dôkaz. Máme X = Σ
1
2Y + µ s charakteristickou funkciou































kde Y = (Y1,...,Yn)
Tmá nezávislé rovnako rozdelené zložky s rozdelením N (0,1),
takže charakteristická funkcia










, pre všetky j = 1,...,n.





























































































Pre charakterizáciu n-rozmerného normálneho rozdelenia použijeme vetu:
Veta 3 (Cramér-Wold). Rozdelenie n-rozmerného náhodného vektora X je cel-
kom určené množinou všetkých jednorozmerných rozdelení lineárnych kombinácií
tTX, kde t ∈ Rn, sa pohybuje cez všetky pevné n-rozmerné vektory.
Dôkaz. Pre Y=tTX, vyjadríme charakteristickú funkciu:










Zrejme, pre s = 1 dostaneme





= P̂X (t) ,
čo, ako funkcia premennej t ∈ Rn predstavuje charakteristickú funkciu náhod-
ného vektora X.
k
Cramér-Woldova veta implikuje, že náhodný vektor X má n-rozmerné nor-
málne rozdelenie vtedy a len vtedy, keď lineárna kombinácia aTX má jedno-
rozmerné normálne rozdelenie, pre všetky pevne dané n-rozmerné vektory a,







)T ∼ N2n((µTX,µTY)T ,(ΣXX ΣXYΣYX ΣYY
))
,
pričom pre podmaticu ΣXY typu (n× n) platí, že −ΣXY = ΣTXY = ΣYX, po-






V tejto kapitole si odvodíme a ukážeme vlastnosti mnohorozmerného normál-
neho rozdelenia.





majú jenorozmerné normálne rozdelenie.
Dôkaz. Nech b ̸= 0 je n-rozmerný vektor z Rn, charakteristická funkcia náhodnej




















čo je charakteristická funkcia náhodnej premennej z jednorozmerného normál-








1. Dva náhodné vektory z jedného mnohorozmerného normálneho rozdelenia
sú nezávislé vtedy a len vtedy, keď sú nekorelované.
2. Pre dva normálne náhodné vektory z jedného rozdelenia platí, že nezávislosť
po dvojiciach ich prvkov implikuje združenú nezávislosť.
Dôkaz. Charakteristická funkcia náhodného vektora z n-rozmerného normálneho
rozdelenia sa dá rozložit na násobky príslušných častí, čo implikuje ich nezávislosť,
len keď odpovedajúca podmatica matice dizperzie je nulová. Tento jav nastane
práve vtedy, keď vektory sú nekorelované.
k





, pevne danej matice A, ktorá má plnú hodnosť a konštant-
ných vektorov b,c.
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Veta 6. Nech X má n-rozmerné normálne rozdelenie a Y = AX + b, kde A je
ľubovolná matica typu (m× n) s plnou hodnosťou a b je ľubovolný m-rozmerný
vektor, potom Y má m-rozmerné normálne rozdelenie.
Dôkaz. Máme ľubovolný pevne daný m-rozmerný vektor c. Uvažujeme lineárnu
kombináciu
cTY = cT (AX+ b) = aTX+ cTb, a = ATc.
Z mnohorozmernej normálnosti X vyplýva, že lineárna kombinácia aTX má jed-
norozmerné normálne rozdelenie, takže cTY je tiež jednorozmerná normálna ná-
hodná premenná pre všetky pevne dané m-rozmerné vektory c, takže dostávame,
že náhodný vektor Y má m-rozmerné normálne rozdelenie.
k
Dôsledok. Ľubovolná podmnožina prvkov normálneho náhodného vektora má
mnohorozmerné normálne rozdelenie, obzvlášť, jednotlivé prvky majú jednoroz-
merné normálne rozdelenie.




a Y = AX+b, kde A ∈ Rmxn s plnou hodnosťou,





Dôkaz. Vo Vete 6 sme ukázali, že náhodný vektor Y = AX+b, má m-rozmerné


























AT = AΣAT ,














2 (X− µ) ∼ Nn (0,In) , kde In je jednotková matica.



































)2 = bT InbbTb = bTbbTb = 1.
Lineárna transformácia normálneho náhodného vektora zachováva normalitu,










a lineárnu transformáciu bT (Z− µ) /
√
bTΣb. Znormovaním náhodného vektora
Z ľahko prevedieme na predchádzajúci prípad:
X = Σ−
1











a Σ > 0, potom (X− µ)T Σ−1 (X− µ) ∼ χ2n,
kde χ2n je chí-kvadrát rozdelenie.
Dôkaz. Položíme Y = Σ−
1
2 (X− µ) ∼ Nn (0,In), takže dostaneme














kde Yi ∼ N (0,1) sú nezávislé, takže (X− µ)T Σ−1 (X− µ) ∼ χ2n.
k




a pevne dané matice














BT = AΣBT , takže
AΣBT = 0 práve vtedy, keď AX a BX sú nekorelované, čo je pri normálnom
rozdelení ekvivaletné s tým, že sú nezávislé.
k





X = (X1,...,Xm)T , ktorá má maticové normálne rozdelenie a lineárnu kombináciu
typu Y = AXB, kde A ∈ Rq×m a B ∈ Rn×p sú reálne matice.




, tak pre A = 1
m
1Tm a B = In





Veta 9. Máme maticu X typu (m× n), ktorej m riadkových vektorov predstavuje































, pričom Xij sú prvky matice X,




























































































mΣ11 · · · mΣ1n... . . . ...














Teraz ukážeme, za akých podmienok má matica Y = AXB maticové normálne
rozdelenie. To, že každý prvok matice Y = (Yij) má jednorozmerné normálne
rozdelenie, vyplýva z vyjadrenia Yij =
∑
α,β aiαXαβbβj. Avšak, aby matica Y mala
maticové normálne rozdelenie musí byť splnené, že riadky matice sú združene
nezávislé a rovnako rozdelené.
Nasledujúca veta udáva nutné a postačujúce podmienky na matice A a B.




sú nezávislé, pre i = 1,...,m, má maticové normálne rozdelenie a Y = AXB, kde
A ∈ Rq×m a B ∈ Rn×p, potom Y má maticové normálne rozdelenie práve vtedy,
keď:
• BTµ = 0 alebo A1n = α1n, pre nejaký skalár α, a
• BΣBT = 0 alebo AAT = βIn, pre nejaký skalár β.
Ak sú obe podmienky splnené tak Y má maticové normálne rozdelenie, jej riadkové





Definícia 3. Kroneckerovo násobenie matice A typu (m× n) a matice B typu
(p× q) definujeme ako
A⊗B =
a11B · · · a1nB... . . . ...
am1B · · · amnB
 ,
pričom matica A⊗B je typu (mp× nq).
Základné vlastnosti Kronecherového násobenia:
(A⊗B)T = AT ⊗BT , (A⊗B) (C ⊗D) = (AC)⊗ (BD)
a α (A⊗B) = (αA)⊗B = A⊗ (αB) = αA⊗B, pre nejaký skalár α.
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Ďalej XV značí mn-rozmerný vektor, ktorý sme dostali z matice X typu

















Dôkaz. [Vety 10] Najprv dokážeme tvrdenie:
Nech máme XV mn-rozmerný vektor, ktorý sme dostali z matice X, potom











Pre prvky matice X = (Xkl), k = 1,...,m a l = 1,...,n, platí: Xkl ∼ N (µl,Σll),
kde Σll = var [Xkl] sú diagonálne prvky matice dizperzie Σ, pričom nediagonálne



































pre (a = c) ∧ (b = d) = Σbb
pre (a = c) ∧ (b ̸= d) = Σbd
pre (a ̸= c) ∧ (b = d) = 0
pre (a ̸= c) ∧ (b ̸= d) = 0
,









)T ∼ Nmn(µ⊗ 1m,Σ⊗ Im),
kde prvky matice Σ ⊗ Im sú rovné cov [Xk,Xl] =

pre (k = l) = Σkk
pre (|k − l| = m) = Σkl
inak = 0
,
ktorého i-ta m-tica X(m(i−1)+1),...,X(mi) prvkov je z rozdelenia N (µi,Σii), pre i =
= 1,...,n, pričom Σii sú diagonálne prvky matice Σ. Tento vektor rozdelíme











, pre i = 1,...,n,
z ktorých zložíme maticu X typu (m× n) tak, že dané vektory Xi poskladáme












, pre j = 1,...,m,
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pričom n prvkov vektora X(j) má v danom poradí rozdelenie N (µi,Σii), pre i =
= 1,...,n a ich vzájomná kovariancia je vyjadrená ako nediagonálne prvky matice
Σ, takže každý vektorX(j) má rozdelenieNn (µ,Σ) a je nezávislý od vektoraX(k),
k ̸= j, kedže kovariancia ich prvkov je nulová. Pre normálne rozdelenie nezávislosť





sú nezávislé, pre i = 1,...,m, má maticové normálne rozdelenie.
Tým je dokázané požadované tvrdenie.









































































takže AXB má maticové normálne rozdelenie vtedy a len vtedy, keď platí, že
BTµ = 0 alebo A1n = α1n, pre nejaký skalár α,
a tiež platí, že
BΣBT = 0 alebo AAT = βIn, pre nejaký skalár β.
Ak sú obe podmienky splnené tak AXB má maticové normálne rozdelenie, jej






Poznámka. Matica B v predchádzajúcej vete symbolizuje pridávanie váhových
premenných a matica A symbolizuje transformáciu vážených objektov. Z nezá-
vislosti pôvodných objektov (riadkové vektory X) vyplýva nezávislosť transfor-
movaných objektov (riadkové vektory Y), pokiaľ násobenie maticou A nezavedie
nejaké vnútorné závislosti, ale tomuto sa predíde podmienkami, ktoré sú kladené
na danú maticu.
V nasledujúcej vete sa budeme zaoberať koreláciou medzi dvoma lineárnymi
kombináciami a podmienkami ich nezávislosti.





sú nezávislé, pre i = 1,...,m, a lineárne transformácie Y = AXB
a Z = CXD, potom prvky matice Y sú nezávislé od prvkov matice Z práve vtedy,
keď platí, že BTΣD = 0 alebo ACT = 0.
Dôkaz. Máme maticu X, ktorá má maticové normálne rozdelenie.










XV, pre Z = CXD.
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je nulová, čo nastáva vtedy a len vtedy, keď BTΣD = 0 alebo ACT = 0.
k
Dôsledok. Nech máme maticu X typu (m× n), ktorej m riadkových vektorov sú














je centrovacia matica, sú nezávislé, takže vektor výberových priemerov je nezá-














































V tejto kapitole prejdeme z lineárných transformácií na kvadratické maticové
funkcie vo forme XTCX, kde C je symetrická matica. Medzi takéto funkcie patrí
permutácia riadkov matice X alebo hľadanie kovariančných matíc v regresnej
analýze. Tieto kvadratické funkcie často vedú k Wishartovmu rozdeleniu, ktoré
predstavuje maticové zobecnenie chí-kvadrát rozdelenia a má veľa podobných
vlastností.
Definícia 4. Ak sa W, matica typu (n× n), dá napísať ako W = XTX, pričom





pre i = 1,...,m, má maticové normálne rozdelenie, potom povieme, že W má
Wishartovo rozdelenie s maticou váh Σ a m stupňami volnosti.
Značíme W ∼ Wn (Σ,m), pokiaľ Σ = In, povieme, že rozdelenie je v štan-
dartizovanej forme.
Poznámka.
1. Ak W ∼ Wn (Σ,m) , kde Σ > 0 a m ≥ n, tak U = W−1 má inverzné
Wishartovo rozdelenieWn
−1 (Σ,m).
2. Nech matica X = (X1,...,Xm)T má maticové normálne rozdelenie, kde ná-




sú nezávislé, pre i = 1,...,n, µ ̸= 0, potom
W = XTX má necentrálne Wishartovo rozdelenie.
Zvyčajne predpokladáme, že Σ > 0. Prvý momentW je daný ako












Poznámka. Pre n = 1 máme rozdelenie W1 (σ2,m) dané XTX, kde prvky X ∈
∈ Rm×1 sú nezávislé rovnako rozdelené náhodné veličiny z rozdelenia N (0,σ2),
takžeW1 (σ2,m) je zhodné s σ2χ2m rozdelením.
Ďalej sa budeme zaoberať vlastnosťami Wishartovho rozdelenia.







Dôkaz. Tvrdenie vyplýva priamo z definície Wishartovho rozdelenia, kedže
BTWB = BTXTXB = YTY, kde Y = XB,










. Z definície dostaneme














WΣ− 12 ∼ Wn (In,m).
Dôsledok. Ak W ∼ Wn (In,m) a B je matica typu (p× n) , splňujúca BTB = Ip,
potom BTWB ∼ Wp (Ip,m).
Dôsledok. Diagonálne podmatice W majú Wishartovo rozdelenie.




V nasledujúcom tvrdení je ukázané zovšeobecnenie vzťahu medzi chí-kvadrát
rozdelením a Wishartovým rozdelením.
Tvrdenie 13. Nech máme W ∼ Wn (Σ,m) a pevne daný vektor a ∈ Rn tak, aby












∼ W1 (1,m) ,
čo odpovedá tvrdeniu.
k
Tvrdenie 14. Pre W ∼ Wn (Σ,m) a pevne dané vektory b,d ∈ Rn platí, že
bTWb a dTWd sú nezávislé, pokiaľ bTΣd = 0.
Dôkaz. Matica W sa dá napísať ako XTX, kde X, ktorej riadkové vektory sú
nezávislé z rozdelenia Nn (0,Σ), má maticové rozdelenie. Dostaneme, že
bTWb = bTXTXb a dTWd = dTXTXd
sú nezávislé práve vtedy, keď Xb a Xd sú nezávislé. Z Vety 11 vyplýva, že Xb
a Xd sú nezávislé, pokiaľ bTΣd = 0.
k
Ukázali sme, že trieda matíc z Wishartovho rozdelenia je uzavretá na trans-
formácie typu BTWB. Teraz ukážeme, že táto trieda je uzavretá aj na aditivitu.
15
Tvrdenie 15. Nech W1 ∼ Wn (Σ,m1) a W2 ∼ Wn (Σ,m2) sú nezávislé potom
W1 +W2 ∼ Wn (Σ,m1 +m2) .
Dôkaz. Maticu Wi môžeme napísať ako XTi Xi, kde matica Xi má mi nezávislých




, pre i = 1,2, takže
W1 +W2 = XT1X1 + XT2X2 = XTX,





. Z nezávislosti W1 a W2 vyplýva nezávislosť X1 a X2, takže





Z definície Wishartovho rozdelenia dostaneme, že
W1 +W2 ∼ Wn (In,m1 +m2) .
k
Ďalej sa budeme zaoberať kvadratickými funkciami typu XTCX, kde matica
C je symetrická (AT = A) a idempotentná (ATA = A), čo vyplýva z vety:





sú nezávislé, pre i = 1,...,m, má maticové normálne rozdelenie
a C je symetrická matica typu (m×m), potom:
• XTCX má rovnaké rozdelenie ako vážená suma nezávislých matíc s rozde-
lením Wn (Σ,1), kde vlastné čísla matice C predstavujú dané váhy.
• XTCX má Wishartovo rozdelenie vtedy a len vtedy, keď matica C je idem-
potentná, v tom prípade, XTCX ∼ Wn (Σ,r), kde r = tr (C) = rank (C).
Ak máme ľubovolnú maticu A typu (n× n) a polynom p (λ) = |A− λIn|
rádu n, tak korene tohoto polynomu λ1,...,λn sa nazývajú vlastné čísla matice A.
|A− λiIn| = 0, pre všetky i = 1,...,n, takže A− λiIn je singulárna matica, z čoho
vyplýva, že existuje nenulový vektor Γi, splňujúci AΓi = λi. Tento vektor Γi je
vlastný vektor matice A príslušný vlastnému číslu λi. Ak vlastný vektor Γi má
reálne prvky a (Γi)
T Γi = 1, potom Γi sa nazýva štandartizovaný vlastný vektor
matice A. Nasledujúca veta bude uvedená bez dôkazu.
Veta 17 (o spektrálnom rozklade matice). Ľubovolnú symetrickú štvorcovú ma-




i , kde diagonálna matica Λ
má vlastné čísla matice A na diagonále a Γ je ortogonálna matica, ktorej stĺpce
sú štandartizované vlastné vektory matice A.













i , pričom Yi = XTΓi, takže Y = ΓTX,
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kde Γ je ortogonálna matica, ktorej stĺpce sú štandartizované vlastné vektory





, pre i = 1,...,m, takže





= ΓTΓ = Im = βIm, pre β = 1.








sú nezávislé, pre i = 1,...,m, takžeYiYTi sú nezávislé matice z rozdeleniaWn (Σ,1),
takže sme ukázali platnosť prvého tvrdenia.
Pre dôkaz druhého tvrdenia si treba uvedomiť, že idempotentná matica C
s hodnosťou r, jej stopa je tiež rovná r, má práve r nenulových vlastných čísel,
ktoré sú rovné 1, takže XTCX ∼ Wn (Σ,r), ako bolo požadované. Dôkaz nutnosti
podmienky idempotencie matice C sa nachádza v (Anderson,1958) strana 158.
k
Poznámka. Predchádzajúca veta platí tiež, keď µ ̸= 0, pokiaľ C je symetrická
idempotentná matica, ktorej suma každého riadkového vektora je rovná nule.




sú nezávislé, pre i = 1,...,m, má
maticové normálne rozdelenie a Y = X− 1mµT , potom riadkové vektory matice











Ak matica C je symetrická a idempotentná, potom z Vety 16 vyplýva, že YTCY
má Wishartovo rozdelenie, takže XTCX je suma matice s Wishartovým rozdele-
ním, dvoch matíc s maticovým normálnym rozdelením, ktoré nie sú nezávislé, a
matice konštant. Avšak, v prípade, keď sa riadkové vektory matice C sčítajú na
nulu platí, že C1m = 0, takže sčítance




µµT sú rovné nule,
z čoho dostaneme zobecnenie predchádzajúcej vety:




sú nezávislé, pre i = 1,...,m, z maticového normálneho rozdelenia a symetrickú
maticu C, potom XTCX ∼ Wn (Σ,r) vtedy a len vtedy, keď matica C je idem-
podentná a platí, že µ = 0 alebo C1m = 0, pričom r = tr (C).
Dôsledok. Máme maticu X typu (m× n), ktorej m riadkových vektorov predsta-




























riadkové vektory idempotentnej matice





m, ktorej tr (H) = m− 1,
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sa sčítajú na nulu. Dostávame, že













Nasledujúca veta sa zaoberá podmienkami, za ktorých sú kvadratické funkcie
XTCX a XTDX nezávislé.




sú nezávislé, pre i = 1,...,m, s maticovým normálnym rozdelením a C1,...,Ck
sú symetrické matice typu (m×m), tak XTC1X,...,XTCkX sú nezávislé, pokiaľ
CrCs = 0, pre všetky r ̸= s.
Dôkaz. Najprv ukážeme platnosť vety pre k = 2. Označíme C1 = C a C2 = D.






i , pričom Yi = XTΓi,







j , pričom Zj = XTδj,
kde ψj je j-te vlastné číslo matice D a δj je príslušný štandartizovaný vlastný
vektor. VektoryYi a Zj sú nezávislé práve vtedy, keď (Γi)
T δj = 0, toto dostaneme
























sú nezávislé, vždy keď (Γi)
T δj = 0 a vlastné čísla λi, ψj sú
nenulové. Toto nastáva, ak
λiψj (Γi)






Ak CD = 0, tak (Γu)
T CDδv nám dá λuψv (Γu)
T δv = 0, pre všetky u,v, takže
dostávame, že funkcie nezávislých mn-rozmerných vektorov z normálného rozde-
lenia XTCX a XTDX sú nezávislé.
K dôkazu vety pre k > 2, si stačí uvedomiť, že pre náhodného vektory z nor-
málneho rozdelenia platí, že nezávislosť po dvojiciach implikuje združenú nezá-
vislosť, z čoho vyplýva združená nezávislosť XTC1X,...,XTCkX.
k
V nasledujúcom tvrdení ukážeme podmienky pre nezávislosť lineárnej trans-
fomácie AXB a kvadratickej funkcie XTCX.
18





náhodné vektory, pre i = 1,...,m, má maticové normálne rozdelenie, A ∈ Rq×m,
B ∈ Rn×p a C je symetrická matica typu (m×m), potom AXB a XTCX sú
nezávislé, pokiaľ BTΣ = 0 alebo AC = 0.




i , pričom Yi = XTΓi, kde λi je i-te





T X sú nezávislé vtedy a len vtedy, keď BTΣ = 0 alebo λiAΓi = 0,
toto pre každé i nastáva práve vtedy, keď AC = 0.
k
Mnoho testov v analýze jednorozmerných dát je založených na štatistikách,
ktoré majú nezávislé chí-kvadrát rozdelenie, takže v analýze mnohorozmerných
dát sa používajú štatistisky s nezávislým Wishartovým rozdelením.
Máme nezávislé U ∼ Wn (Σ,p), kde p ≥ n, a V ∼ Wn (Σ,q). Keďže p ≥ n,
existuje inverzia matice U a nenulové vlastné čísla matice U−1V, ktoré nás budú
zaujímať. Matica U−1V je podobná pozitívne semidefinítnej matici U− 12VU− 12 ,
takže všetky nenulové vlastné čísla sú kladné. Teraz si ukážeme, že rozdelenie
týchto vlastných čísel nezávisí na matici Σ.
Tvrdenie 20. Pre nezávislé U ∼ Wn (Σ,p), kde p ≥ n, a V ∼ Wn (Σ,q) platí,



















2 ∼ Wn (In,q) ,
takže rozdelenie vlastných čísel U−1V nezávisí na Σ.
Dôkaz. Pre regulárne matice A a C rovnakých rozmerov (n× n) platí:
|A− λIn| = |C|
∣∣A− λC−1C∣∣ ∣∣C−1∣∣ = ∣∣CAC−1 − λIn∣∣ ,

























z čoho vyplýva rovnosť∣∣U−1V− λIn∣∣ = ∣∣∣Σ 12U−1VΣ− 12 − λIn∣∣∣ = ∣∣U−1⋄ V⋄ − λIn∣∣ .
Ukázali sme, že U−1V a U−1⋄ V⋄ majú rovnaké vlastné čísla, takže rozdelenie vlast-
ných čísel U−1V nezávisí na Σ.
k
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∣∣In + U−1V∣∣−1 ∼ Λ (n,p,q)
má Wilksovo lambda rozdelenie s parametrami n, p a q.
Poznámka. Parameter p zvyčajne reprezentuje stupne voľnosti chyby a parameter
q stupne voľnosti hypotézy, takže súčet p+ q reprezentuje celkový počet stupňou
voľnosti rozdelenia.












, pre i = 1,...q,









norozmerné beta rozdelenie s danými parametrami.




a maticu W ∼ Wn (In,m)
sú nezávislé potom XTW−1X a W+XXT sú nezávislé.
Dôkaz. Toto tvrdenie bude uvedené bez dôkazu. Dôkaz toho tvrdenia sa nachá-
dza v (Mardia,1979) strana 76.
k
Dôkaz. [Vety 21] Máme nezávislé U ∼ Wn (In,p), p ≥ n a V ∼ Wn (In,q), kde
V = XTX, pričom q riadkových vektorom matice X je nezávislých z rozdelenia
Nn (0,In). Maticu typu (i× n), ktorá je zložená z prvých i riadkových vektorov
matice X, budeme značiť Xi. Ďalej položímeWi = U+XTi Xi, pre i = 1,...,q, takže
platí, že
W0 = U, Wq = U+ V a Wi = Wi−1 +XiXTi ,























, pre i = 1,...,q,









pre i = 1,...,q. Z Tvrdenia 22 dostaneme, že Wi je nezávislé od




Ďalej z nezávislosti Zi od Xi+1,...,Xq a zo vzťahu







plynie nezávislosť Zi aWi+1,...,Wq, z čoho vyplýva, že Zi je nezávislé od Zi+1,...,Zq,
















, pre i = 1,...,q.
k

















VΣ− 12 ∼ Wn (In,q) nezá-
vislé, pre ktoré platí, že ∣∣∣∣(Σ− 12)T UΣ− 12 ∣∣∣∣∣∣∣∣(Σ− 12)T UΣ− 12 + (Σ− 12)T VΣ− 12 ∣∣∣∣ ∼ Λ (n,p,q) .
Pre determinant matice AB platí, že |AB| = |A| |B|, kde A a B sú regulárne
matice. Dostamene∣∣∣∣(Σ− 12)T UΣ− 12 ∣∣∣∣∣∣∣∣(Σ− 12)T UΣ− 12 + (Σ− 12)T VΣ− 12 ∣∣∣∣ =




z čoho výplýva, že
|U|
|U+ V|
∼ Λ (n,p,q) .
k
Definícia 6. Ak matice U ∼ Wn (In,p), p ≥ n a V ∼ Wn (In,q) sú nezávislé,
potom θ, najväčšie vlastné číslo matice (U+ V)−1U, sa nazýva štatistika naj-
väčšieho koreňa a jej rozdelenie je značené ako θ (n,p,q), kde parameter n značí
dimenziu, p stupne voľnosti chyby a q stupne voľnosti hypotézy.
Poznámka. Rozdelenie θ (n,p,q) môže byť definované ako najväčší koreň rovnice





V tejto časti sa budeme zaoberať kombináciami typu XTW−1X, kde náhodný
vektor X má mnohorozmerné normálne rozdelenie a matica W je z Wishartovho
rozdelenia. Odvodíme všeobecné rozdelenie pre takéto kvadratické formy.




a W ∼ Wn (In,m) sú nezávislé, potom môžeme povedať, že T2 má Hotellingovo
T-kvadrát rozdelenie s parametrami n a m, označíme T2 ∼ T2 (n,m).




a W ∼ Wn (Σ,m) nezávislé, potom














2 ∼ Wn (In,m) ,


































2 (X− µ) =
= m (X− µ)T W−1 (X− µ) ∼ T2 (n,m) .
k
Poznámka. Pre n = 1 získame nezávislé X ∼ N (µ,σ2) a S2 ∼ σ2χ2m, takže máme
(X − µ)
σ















= m (X − µ)S−2 (X − µ) =
(√




Pre nezávislé Y ∼ N (0,1) a Z ∼ χ2k platí, že Y√Z/k ∼ tk, kde tk je Studentovo
t-rozdelenie, takže dostaneme, že(√
m (X − µ)
S
)2
∼ t2m, z čoho vyplýva, že t2m = T2 (1,m) .

























Dôsledok. Nech máme maticu X typu (m× n), ktorej m riadkových vektorov




, potom pre vektor výberových priemerov X =
= 1
m
XT1m, výberovú kovariančnú maticu S = 1mX
THX, kde H = Im − 1m1m1
T
m,




)T S−1 (X− µ) = m (X− µ)T S−1⋄ (X− µ) ∼ T2 (n,m− 1) .







a tiež, že X je nezávislé od výberovej kovariančnej matice.































































)T S−1 (X− µ) ∼ T2 (n,m− 1) .
k




aW ∼ Wn (Σ,m), potommXTW−1X
má necentrálne Hotellingovo T-kvadrát rozdelenie, pre ktoré platí, že
mXTW−1X = T2 + 2mµTW−1 (X− µ) +mµTW−1µ,
kde T2 ∼ T2 (n,m).
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Dôkaz. Vyjadríme T2 ako















(X− µ)T W−1µ+ µTW−1 (X− µ)
]
−mµTW−1µ =
= mXTW−1X− 2mµTW−1 (X− µ)−mµTW−1µ,
pričom












ji (Xi − µi) = µTW−1 (X− µ)
platí vďaka tomu, že matica W je symetrická.
Ukázali sme, že platí vzťah
mXTW−1X = T2 + 2mµTW−1 (X− µ) +mµTW−1µ.
k





kde Fn,m−n+1 značí Fisherovo F-rozdelenie s danými parametrami.




Dôkaz. Toto tvrdenie bude uvedené bez dôkazu. Dôkaz toho tvrdenia sa nachá-
dza v (Mardia,1979) strana 72.
k











pričom XTX má rozdelenie χ2n. Z nezávislosti X,W a Tvrdenia 27 dostávame, že
podmienené rozdelenie X
TX
XTW−1X pri danom X je chí-kvadrát rozdelenie s parame-
trom m−n+1, kedže podmienené rozdelenie nezávisí na X, je to tiež marginálne
rozdelenie, z čoho vyplýva nezávislosť X
TX
XTW−1X a X.














XTW−1X/ (m− n+ 1)
∼ Fn,m−n+1,






Dôsledok. Máme maticu X typu (m× n), ktorej m riadkových vektorov pred-




, potom pre vektor výberových
priemerov X = 1
m
XT1m a výberovú kovariančnú maticu S = 1mX
THX, kde







)T S−1 (X− µ) ∼ Fn,m−n.


















V kapitole 1 tejto bakalárskej práce bolo definované n-rozmerné normálne
rozdelenie a maticové normálne rozdelenie, potom nasledovalo odvodenie cha-
rakteristickej funkcie n-rozmerného normálneho rozdelenia a jeho charakterizácia
pomocou Cramér-Woldovej vety.
Ďalšia kapitola sa zaoberala vlastnosťami mnohorozmerného normálneho roz-
delenia a bolo v nej odvodené, ktoré lineárne kombinácie normálnych vektorov
a lineárne kombinácie normálnych matíc zachovávajú normalitu a ich vlastnosti.
Tak tiež tu bolo odvodené rozdelenie vektora výberových priemerov náhodného
výberu z n-rozmerného normálneho rozdelenia a dokázaná jeho nezávislosť od vý-
berovej kovariačnej matice. Tvrdenie 7 a oba jeho dôsledky, Tvrdenie 8 a Veta 9,
ktoré sa nachádzajú v tejto kapitole, boli mnou dokázané a odvodené. Dôkaz
Vety 10, ktorý bol v knihe (Mardia,1979), len hrubo naznačený ako cvičenie, som
tiež vypracoval a podrobne rozpísal sám.
Kvadratické formy matíc z normálneho rozdelenia, ktoré vedú k Wishartovmu
rozdeleniu a jeho vlastnostiam, boli ukázané v kapitole 3. Ďalej sa tam nachá-
dzalo odvodenie rozdelenia výberovej kovariačnej matice náhodného výberu z n-
rozmerného normálneho rozdelenia. Koniec tejto kapitoly bol venovaný analýze
mnohorozmerných dát založenej na Wishartovom rozdelení. Dôkazy Tvrdenia 14,
Tvrdenia 20 a Tvrdenia 23, ktoré sa tam nachádzali, boli mnou vypracované.
V kapitole 4 boli skúmané kombinácie náhodných vektorov a matice z nor-
málneho rozdelenia, čo viedlo k Hotellingovmu rozdeleniu a jeho vlastnostiam.
V tejto kapitole bola mnou odvodená poznámka za Vetou 24 a dôkaz Vety 25.
Zvyšné dôkazy a odvodenia, ktoré sa nachádzajú v tejto bakalárskej práci, sú
prevzaté z knihy (Mardia,1979) kapitola 3, pričom pre potreby tejto práce boli
podrobne vypracované a rozpísané.
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