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2Notations
Nous ferons les conventions suivantes
• Λ(n) de´signe la fonction de Von Mangolt,
• ω(n) est le nombre de facteurs premiers distincts de l’entier n,
• e(.) de´signe la fonction exp(2ipi.),
• pour r,s deux entiers (r, s) est leur plus grand diviseur commun,
• si (r, s) = 1 on note r l’inverse de r modulo s,
• si κ est un entier on note τκ(n) = ∑d1...dκ=n 1, et τ(n) = τ2(n),
• n ∼ N signifie N ≤ n < 2N ,
• si (λm) est une suite finie de complexes on note ||λ(M)|| := (∑m≤M |λm|2)1/2
sa norme L2 , et de meˆme |λ(M)| := ∑m≤M |λm| sa norme L1,
• pour i entier positif ≥ 0, symi(θ) de´signe la fonction sin((i+ 1)θ)/ sin θ;
• La lettre ε est une commodite´ de notation pour de´signer un re´el positif suffi-
sament petit, dont la valeur peut varier d’une ligne a` l’autre.
• La lettre , en revanche, est une variable “fixe”.
• Dans toute la suite, la lettre p indice´e ou non, sera re´serve´e pour la de´signation
d’un nombre premier.
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1 Introduction
Pour l, m, q ≥ 1 des entiers, on de´signe par S(l, m; q) la somme de Kloosterman
Kl(l, m; q) =
∑
kmodq
(k,q)=1
e(
lk +mk
q
).
Rappelons que c’est un re´el non nul et pour (lm, q) = 1 on de´finit l’argument θq,lm
par la formule:
cos θq,lm :=
Kl(l, m; q)
2ω(q)
√
q
;
La majoration de Weil implique que θq,lm est un re´el bien de´fini modulo pi. Rappelons
que la conjecture de Sato-Tate pre´dit l’e´quire´partition sur [0, pi] des argument θp,m
relativement a` la mesure de Sato-Tate,
µST (θ) :=
2
pi
sin2 θdθ,
a` m fixe´ et p de´crivant l’ensemble des nombres premiers. Dans [Mi], nous expliquions
comment les The´ore`mes de Deligne sur les Conjectures de Weil (duement comple´te´s
par ceux de Katz), me´le´s a` des arguments de crible donnaient des e´le´ments sur la
re´partition des arguments θp1p2,m quand p1 et p2 de´crivent l’ensembles de nombres
premiers. Ici nous de´veloppons une autre approche, plus analytique. Dans un
premier temps nous traitons du proble`me suivant qui est un affaiblissement de la
conjecture de Sato-Tate:
Proble`me. — Trouver un α < 1 le plus petit possible tel que, pour toute suite
de nombres complexes (λm) on ait, pour tout k entier non nul,
∑
1≤m≤Pα
λm
∑
p≤P
(p,m)=1
symk(θp,m) = ok(||λ(P α)||
P 1+α/2
logP
).
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5Comme les fonction symk θ forment une base orthonormale, pour [0, pi] muni de la
mesure µST , on voit que pour α = 0, on retrouve la conjecture de Sato-Tate. D’autre
part, si (λm) est la suite constante e´gale a` 1, le proble`me admet pour solution tout
α > 1/2 (c’est une conse´quence de la Proposition 2.8 de [Mi] rappele´e au Lemme
2.8).
Dans cet article, ce proble`me ne sera re´solu que pour le premier ”moment” k = 1:
on montrera dans la section 3 le
The´ore`me 1.1 . — Soient α et β des re´els tels que 16/17 < β ≤ 1 et 1/2β <
α < 1/32(1− β). Soit (λm) une suite le complexes ve´rifiant pour tout  positif,
|λ(M)|  Mβ/2−||λ(M)||.
Alors, pour tout  > 0 assez petit, on a
∑
1≤m≤Pα
λm
∑
p≤P
(p,m)=1
Kl(1, m; p)
2
√
p
,α,β |λ(P α)|P 1−.
La condition impose´e a` la suite (λm) signifie que cette dernie`re est assez bien re´partie,
et elle est ve´rifie´e par toute fonction caracte´ristique d’une suite d’entiers assez dense.
La valeur α = 1
2
apparait une fois encore comme une barrie`re, qu’il est possible de
franchir au prix de quelques concessions: par exemple, remplac¸ant la variable p par
un nombre presque premier. On peut jouer avec le crible pour de´tecter des entiers
avec peu de facteurs premiers; ainsi le The´ore`me 1.1 admet la variante suivante
(qu’on ne de´montrera pas):
Variante. — Soient α et θ, deux constantes ve´rifiant
0 < θ ≤ 1
6
, et 1/3 + θ < α ≤ 1
et (λm) des nombres complexes, on a
∑
m≤Pα
λm
∑
n≤Pθ
p′|n→p′>Pθ
(n,m)=1
Kl(1, m;n)√
n
,α,θ ||λ(P α)||P 1+α/2−,
pour tout  assez petit.
Remarque. — Notons – et c’est un peu de´cevant – que le terme 2ω(n) est absent
du de´nominateur dans l’expression pre´ce´dante, ainsi, quand n a beaucoup de facteurs
premiers, les termes Kl(1, m;n), sont somme´s avec un poids trop important.
6Pour montrer ces deux the´ore`mes, on a recours a` des identite´s combinatoires
de type crible, ou encore l’identite´ de Heath-Brown sur les nombres premiers. De
telles identite´s ont de´ja` e´te´s utilise´es avec succe`s par Patterson et Heath-Brown
[H-B-P] pour le proble`me de l’e´quidistribution des sommes de Gauss cubiques, et
beaucoup plus recemment par Duke, Friedlander et Iwaniec, qui ont pu de´montrer
l’e´quidistribution uniforme des arguments des sommes de Salie´ ([D-F-I]). Graˆce a`
ces identite´s, on se rame`ne a` majorer des sommes de type I et de type II; Pour
traiter les sommes de type I, on doit conside´rer (pour le premier moment au moins)
des expressions de la forme ∑
s≤S
Kl(1, m, rs)√
rs
.(1)
On doit a` Kuznetzov d’avoir su pour la premie`re fois majorer de fac¸on significative
une telle somme ([Ku]): graˆce a` la formule des traces qui porte maintenant son
nom, il a pu prouver pour r = 1, une majoration de (1) en O(S
2/3+). Rappelons
que la formule des traces de Kuznetzov est base´e sur la de´composition spectrale
des se´ries de Poincare´ dans le demi plan supe´rieur, ainsi il pourrait y avoir un
lien entre la conjecture de Sato-Tate et la the´orie des formes modulaires. Cette
me´thode, a ensuite e´te´ fructueusement de´veloppe´e par Deshouillers et Iwaniec, pour
de´boucher sur de nombreuses applications arithme´tiques. Ici encore, nous utilisons
les The´ore`mes de Deshouillers et Iwaniec ([D-I]) pour traiter nos sommes de type
I. Faute d’une formule des traces ade´quate impliquant des produits de sommes de
Kloosterman, il nous semble difficile, pour l’instant, de traiter les moments plus
grands (les symk(θp,m), k ≥ 2) ou de majorer des sommes de type II par la the´orie
des formes modulaires. Nous obvions a` cette dernie`re difficulte´ en utilisant une ma-
joration re´cente sur les sommes de sommes de Kloosterman, due a` Fouvry, Iwaniec
et Katz ([F-I-K]), et qui provient de la ge´ome´trie alge´brique: apre`s des manipula-
tions e´le´mentaires mais non triviales des variables, ils se rame`nent a` une somme
d’exponentielle qui est majore´e, en appendice, par Katz a` l’aide des the´ore`mes fon-
damentaux de Deligne [D]. Il est a` noter qu’il est possible d’appliquer le meˆme
traitement aux sommes de type II correspondantes aux moments supe´rieurs; c’est
ce fait que nous allons exploiter dans la cinquie`me partie.
Dans la section 4, nous de´montrons une ge´ne´ralisation aux autres moments (les
symk(θp,m), k ≥ 2) de la majoration de Fouvry, Iwaniec et Katz utilise´e dans la
partie II . Cette ge´ne´ralisation permet de pre´ciser le comportement probabiliste des
angles des sommes de Kloosterman θs,m (dont on notera la grande re´gularite´ puisque
dans le the´ore`me ci-dessous on obtient des e´quivalents !), pour s un nombre sans
facteurs carre´s; ainsi on montrera le
The´ore`me 1.2 . — Soient (λm)m une suite de nombres complexes ; Soient R, S, M ≥
1, on pose x = RS, R = xθ, S = x1−θ, M = xλ et on suppose ve´rifie´es les conditions
7suivantes:
1/2 ≤ θ < 2/3, et 1− θ < λ ≤ 1.
Alors, pour tout k ≥ 1 on a l’e´galite´
∑
m≤M
∑
r≤R
∑
s≤S
(m,rs)=1
µ2(rs)
∣∣∣∣Kl(1, m; rs)2ω(rs)√rs
∣∣∣∣2k = CkMRS(logR)α0,2k−1(logS)α0,2k−1(1+O( 1logx)),
ou` Ck est une constante positive et α0,2k =
∫
[0,2pi] cos
2k θµST (θ) < 1. De meˆme, pour
tout  positif assez petit, on a l’e´galite´
∑
m≤M
λm
∑
r≤R
∑
s≤S
(m,rs)=1
µ2(rs)
(
Kl(1, m; rs)
2ω(rs)
√
rs
)2k+1
= Ok(||λ(M)||M1/2x1−).
Les constantes implicites dans les symboles de´pendant de , θ, λ et k.
L’inte´reˆt de ce the´ore`me re´side d’une part dans la petite taille de la variable m ≤ M
par rapport a` RS = x; en effet le meˆme re´sultat avec λm ≡ 1 et M > x1/2+ serait
une conse´quence de la proposition 2.8 de [Mi]. D’autre part , comparant avec la
majoration de Weil: |Kl(1, m; rs)| ≤ 2ω(rs)√rs, ce The´ore`me renforce l’intuition (
exploite´e pour la premie`re fois chez Hooley [Ho]) selon laquelle, il existe des com-
pensations lie´es a` la taille des sommes de Kloosterman; mais celles-ci sont limite´es
(noter que l’on obtient un e´quivalent et non une majoration) , il apparaˆit que la
conjecture de Linnik-Selberg devrait eˆtre conse´quence des variations du signe des
sommes de Kloosterman: on a fourni ici quelques e´le´ments de re´ponse a` une re-
marque de Sarnak [Sa] pre´ce´demment sugge´re´e par Serre. Il faut remarquer que la
restriction aux r, s sans facteurs carre´s est innocente: pour ν ≥ 2 les sommes de
Kloosterman S(1, m; pν) se calculent tre`s explicitement (cf. le Lemme 2.3), on en
de´duit que les puissances de telles sommes s’e´crivent encore comme combinaisons
line´aires de sommes de Kloosterman (pour les sommes de Salie´ et ν = 1, on a le
meˆme phe´nome`ne, ce qui explique en partie le succe`s de [D-F-I]); a` partir de ces
remarques, il est possible de ge´ne´raliser le The´ore`me 1.2 au cas r, s quelconques, et
il est alors possible (et nous ne le ferons pas) de montrer le :
The´ore`me 1.3 . — Sous les meˆmes hypothe`ses et notations que pre´cedemment,
on a les e´galite´s suivantes:
∑
m≤M
∑
r≤R
∑
s≤S
(m,rs)=1
∣∣∣∣Kl(1, m; rs)2ω(rs)√rs
∣∣∣∣2k = C ′kMRS(logR)α0,2k−1(logS)α0,2k−1(1+O( 1log x)),
ou` C ′k est positive et pour tout  > 0 assez petit,
∑
m≤M
λm
∑
r≤R
∑
s≤S
(m,rs)=1
(
Kl(1, m; rs)
2ω(rs)
√
rs
)2k+1
= Ok(||λ(M)||M1/2x1−).
8De fac¸on plus imme´diate, on peut aussi donner des The´ore`mes de type Sato-Tate
en moyenne, pour des modules p presques premiers:
The´ore`me 1.4 . — Soient (λm) et (µn) deux suites de nombres complexes, et
α, β des re´els ve´rifiants les ine´galite´s suivantes
(1.2) 1/3 < α ≤ 1/2, et β > α
1− α.
Soient k1, k2 des entiers ve´rifiant k1 + k2 > 0.
Pour tout p1, on note P2 := p
α/(1−α)
1 et M := p
β
1 .
Alors, pour tout  > 0 assez petit on a la majoration suivante
∑
p2≤P2
p1-p2
∑
m≤M
(m,p1p2)=1
µp2λm symk1(θp1,mp22) symk2(θp2,mp12)  ||λ(M)||||µ(P2)||M1/2P 1/2−2 .
Ce The´ore`me donne donc l’e´quidistribution dans [0, pi]× [0, pi] des couples d’ angles
{(θp1,mp22 , θp2,mp12)}m,p2,
quand p1 tend vers l’infini, et comme corollaire, celle des angles {θp1p2,m} sur [0, pi]
muni d’une mesure ade´quate. Ici encore, la taille de la variable m est petite par
rapport a` celle de la variable p1p2: 1/3 < logm/ log p1p2 ≤ 1/2, et on passe le seuil
fatidique 1/2 obtenu dans la proposition 2 de [Mi]. On se rapproche de la conjecture
de Sato-Tate pour les nombres compose´s.
Je tiens a` remercier le Professeur E. Fouvry, mon directeur de the`se, pour m’avoir
mis en contact avec la conjecture de Sato-Tate, et pour toutes les suggestions qu’il
a faites au long de ce travail.
92 Lemmes et notations
Pour tout entier n,
• n[ est le produit de 2v2(n) et des facteurs premiers impairs de n dont la valuation
est impaire et ≥ 3, par exemple (22 × 3× 53)[ = 22 × 5,
• n] est n divise´ par 2v2(n) et par ses facteurs premiers impairs de valuation 1,
par exemple (22 × 3× 53)] = 53.
Le premier lemme est une identite´ combinatoire due a` Heath-Brown [H-B]
Lemme 2.1 . — soit J ≥ 1 et n < 2x. Alors on a l’e´galite´
Λ(n) =
J∑
j=1
(−1)j(J
j
)
∑
s1,...,sj≤x1/J
. . .
∑
µ(s1) . . . µ(sj)
∑
c1....cj .s1....sj=n
. . .
∑
log(c1).
Lemme 2.2 . — Soit κ < 1/2 et R ≥ 1, alors on a la majoration
∑
r∼R
(r[r])
κ κ R log(2R).
Preuve. — On a l’ine´galite´,
∑
r∼R
(r[r])κ
r
≤ 1
1− 2κ−1
∏
p≤2R
(1 +
1
p
+
1 + p2κ−1
p2−2κ − 1)  log(2R),
d’apre`s la formule de Mertens.
2
Nous e´nonc¸ons maintenant quelques proprie´te´s classiques des sommes de Kloos-
terman:
Lemme 2.3 . — On a les proprie´te´s suivantes
1. la majoration conse´quence des travaux de Weil
|Kl(l, m;n)| ≤ (l, m, n)1/2n1/22ω(n);
2. la proprie´te´ de multiplicativite´ croise´e , ie: si (r, s) = 1
Kl(l, m; rs) = Kl(l, ms2; r)Kl(l, mr2; s);
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3. si q = pa, on a les e´galite´s
|Kl(1, m; pa)| = µ(pa)2, si p|m
Kl(1, m; pa) = pa/2
∑
x(mod pa)
x2≡m(mod pa)
e(
2x
pa
), si (m, p) = 1 et a > 1.
Le lemme suivant est une ge´ne´ralisation du The´ore`me 2 de [F-I-K]; ce The´ore`me y
e´tait de´montre´ avec les contraintes supple´mentaires: “r sans facteurs carre´s, (r, s) =
1”.
Lemme 2.4 . — Soient a, r deux entiers premiers entre eux, et (λm) une suite
de complexes. Alors, pour tout  positif, on a l’ine´galite´
∑
s≤S
| ∑
m≤M
λmKl(a,m; rs)|2  ‖λ(M)‖2MS2r1+ ×(2)
(
r[1/4r]1/6(r−1/4 + r1/4S−1/2) + SM−1
)
.
Cette ge´ne´ralisation du The´ore`me 2 de [F-I-K], quoique tre`s e´le´mentaire, est
pe´nible, et sa longueur semble disproportionne´e par rapport aux contraintes dont
on veut s’affranchir (r sans facteur carre´); aussi, nous en reportons la preuve en
appendice.
Remarque. — Ce lemme est inte´ressant quand r > 1, r < S2, S < M .
Le Lemme pre´ce´dent provient pour sa partie la plus difficile de la ge´ome´trie
alge´brique ( en caracte´ristique fixe´e); le suivant est de nature modulaire. C’est une
version le´ge`rement ame´liore´e du The´ore`me 10 de [D-I]: on tient compte, ici, d’un
e´ventuel “de´faut de platitude” – mesure´ par le parame`tre Z – de la fonction C∞ de
ponde´ration, g(m,n, r, s, c).
Lemme 2.5 . — Soient (am), (bn,r,s) des complexes, soit Z ≥ 1, et soit g(m,n, r, s, c)
une fonction C∞ a` support compact dans [M, 2M ] × [N, 2N ] × [R, 2R] × [S, 2S] ×
[C, 2C] , telle que pour tout ν1, ν2, ν3, ν4, ν entiers ve´rifiant 0 ≤ ν1, . . . , ν4 ≤ 2,
1 ≤ ν ≤ 2,
| ∂
ν1+ν2+ν3+ν4
∂ν1m∂ν2n∂ν3r∂ν4s
g(m,n, r, s, c)|  1
Mν1Nν2Rν3Sν4
,
∫
[C,2C]
| ∂
ν1+...+ν4+ν
∂ν1m . . . ∂ν4s∂νc
g(m,n, r, s, c)|dc
(
Z
C
)ν−1 1
Mν1Nν2Rν3Sν4
.
11
Soit la somme
L±(C,M,N,R, S) =
∑
r∼R,s∼S
(r,s)=1
∑
m∼M,n∼N
ambn,r,s
∑
(c,r)=1
g(m,n, r, s, c)S(mr,±n; sc);
alors, pour tout  > 0, on a la majoration
L±(C,M,N,R, S) (CMNRS)Z4L(C,M,N,R, S)‖a(M)‖.‖b(N,R, S)‖;
ou` on a note´
L(C,M,N,R, S)2 = C2S3R2Z
+ SR
(S2RC2 +MN + SMC2)(S2RC2 +MN + SNC2)
S2RC2 +MN
+ S2C3
√
(SR +N)RM.
Les lemmes suivant seront utilise´s dans les preuve du The´ore`me 1.2.
Le premier dit que pour la plupart des entiers n, le produit des petits facteurs
premiers de n est petit. Plus pre´cise´ment, on a le
Lemme 2.6 . — ([Te1]) Pour 2 ≤ u ≤ v ≤ x, on a
|{n ≤ x; ∏
p≤u,pν‖n
pν > v}|  x exp(−c0 log v
log u
),
ou` c0 est une constante positive absolue.
Le deuxie`me est un lemme trigonome´trique
Lemme 2.7 . — Pour tout entier k ≥ 1, on a
cosk θ =
k∑
i=0
αi,k symi(θ),
ou` les αi,k sont des rationnels positifs ou nuls, et α0,k =
∫
[0,pi] cos
k(θ)µST (θ)
Preuve. — On a l’identite´
cosk+1 θ =
1
2k
[(k+1)/2]∑
i=0
(
k + 1
i
) cos((k + 1− 2i)θ) + Constante
Le lemme s’en de´duit en de´rivant cette e´galite´.
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Soit r un entier, pour toute fonction f complexe de Z/rZ, on de´finit sa trans-
forme´e de Fourier additive, fonction de Z/rZ, par la formule
F(f, j; r) := ∑
x∈Z/rZ
f(x) e(
−jx
r
).
(si f est seulement de´finie sur (Z/rZ)∗, comme par exemple symi(θr,m), on la pro-
longe par ze´ro sur Z/rZ.)
Pour la fonction f(m) = symi(θ
ψ
r,m), on rappelle le corollaire de la proposition
2.8 de [Mi]
Lemme 2.8 . — Pour tout entier i > 0, pour tout j ∈ Z/pZ, et pour tout caracte`re
additif non trivial ψ de Z/pZ, on a la majoration∣∣∣∣F(symi(θψp, ), j; p)
∣∣∣∣ ≤ (i+ 1)p1/2.
Nous aurons aussi recours au lemme d’analyse suivant, qui pre´cise le comporte-
ment en moyenne de certaines fonctions arithme´tiques (dont les fonctions diviseurs)
a` partir des proprie´te´s de leur se´rie de Dirichlet : c’est la me´thode de Selberg-Delange.
Tenenbaum lui a donne´ une forme tre`s ge´ne´rale ([Te2] T.II Chap. 5.3 Thm. 3), dont
nous pre´sentons une version simplifie´e.
Lemme 2.9 . — Soient α ∈ C, c0 > 0, 0 < δ ≤ 1, H > 0. Soit F (z) =
F (σ + iτ) =
∑
n ann
−z une se´rie de Dirichlet a` coefficients positifs. On suppose que
la fonction
Gα(z) := F (z)ζ(z)
−α,
est prolongeable en une fonction holomorphe dans le domaine
Re(z) = σ ≥ 1− c0/(1 + max{0, log |τ |}),
et qu’elle satisfait dans ce domaine, a` la majoration
|Gα(z)| ≤ H(1 + |τ |)1−δ;
on dira alors que F (z) a la proprie´te´ P(α; c0, δ, H). On a alors, pour x → +∞,
l’e´galite´ ∑
n≤x
an = x(log x)
α−1(Gα(1) +O(HR(x))),
avec
R(x) = exp(−c1log1/2 x) + 1
log x
.
La constante positive c1 et la constante implicite dans le symbole de Landau de´pendent
au plus de c0, δ et α.
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3 Preuve du The´ore`me 3.1
3.1 De´coupage des variables .
Par une partition dyadique de l’intervalle [1, P ] en O(logP ) sous-intervalles, de
la forme [P ′, 2P ′],on est conduit a` majorer les sommes typiques
∑
p∼P ′
∑
1≤m≤Pα
(m,p)=1
λm
Kl(1, m; p)
2
√
p
.
• La contribution des P ′ ≤ P 1−ε, est en O(|λ(P α)|P 1−ε) (2.3(1)).
• Dans les sommes restantes (P 1−ε ≤ P ′ ≤ P/2), on supprime la condition
(m, p) = 1 au prix d’un terme d’erreur en O(|λ(P α)|P 1/2+ε) (2.3(3))
Pour simplifier, on fera la majoration pour P ′ = P , les autres termes fournissent
la meˆme majoration a` un facteur P ε pre`s. Notre somme s’e´crit alors
∑
p∼P
∑
1≤m≤Pα
λm
Kl(1, m; p)
2
√
p
=
∑
n∼P
∑
1≤m≤Pα
λm
Λ(n)
log n
Kl(1, m;n)
2
√
n
+O(|λ(P α)|P 1/2+ε)
=
1
2
√
P
∑
n∼P
∑
1≤m≤Pα
λm
Λ(n)
log n
√
P√
n
Kl(1, m;n)
+O(|λ(P α)|P 1/2+ε),
le terme d’erreur provenant de la contribution des puissances ≥ 2 de nombres pre-
miers.
On applique le Lemme 2.1 avec J = 4 sur les n. On de´coupe l’intervalle de
sommation de chacune des 8 variables si et ci, 1 ≤ i ≤ 4 cre´e´es, en sous intervalles
de la forme [Si, Si(1+Y
−1)], [Ci, Ci(1+Y
−1)]. Par le Lemme 2.3(1), le terme d’erreur
cre´e´ en rendant les 8 variables inde´pendantes, est en
O(
|λ(P α)|P 1+ε
Y
).
Finalement, on en est re´duit a` traiter O(Y 8 logP ) sommes de la forme: (j ≤ 4)
S(S1 . . . Sj|C1 . . . Cj) :=
1√
P
∑
si∈[Si,Si(1+Y
−1)]
ci∈[Ci,Ci(1+Y
−1)]
µ(s1) . . . µ(sj)
log c1
log(c1 . . . sj)
√
P√
c1 . . . sj
∑
m
λmKl(1, m; s1 . . . cj).
Pour chacune d’elles, nous allons obtenir une majoration de la forme
|S(S1 . . . Sj|C1 . . . Cj)| ε |λ(P α)|P 1−ε.
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Notons maintenant,
Si = P
σi Ci = P
γi,
les exposants σi et γj ve´rifient les conditions suivantes:
j ≤ 4 , 0 ≤ σ1 ≤ . . . ≤ σj ≤ 1/4, 0 ≤ γi, σ1 + . . .+ σj + γ1 + . . .+ γj = 1.
On va de´composer chacun des produits
S1 . . . SjC1 . . . Cj = P
en deux blocs pour appliquer au mieux de nos inte´reˆts les Lemmes 2.4 ou 2.5.
3.2 Sommes de type I .
Supposons par exemple que γ1 > 0. Soit
• Z > 0 un parame`tre re´el a` fixer;
• f(c1), une fonction C∞, a` support dans [C1(1 − Z−1), C1(1 + Y −1) + C1Z−1],
qui vaut 1 sur l’intervalle [C1, C1(1 + Y
−1)];
• g, une fonction C∞, a` support dans [P 1−γ1/2, 3P 1−γ1], qui vaut 1 sur
[P 1−γ1 , 2P 1−γ1], de sorte que la somme S(S1 . . . Sj|C1 . . . Cj) n’est pas change´e
quand on multiplie le terme inte´rieur par g(c2 . . . s1 . . . sj).
• on applique a` la variable m une partition C∞ de l’unite´, en O(logP ) fonctions
hi, C∞, a` support dans [2i, 2i+1] telles que
∀ t ∈ R, h(ν)i (t) ν 2−iν.
La somme S(S1 . . . Sj|C1 . . . Cj) est somme de O(logP ) termes de la forme
1
P 1/2
∑
sj∈[Sj,Sj(1+Y
−1)]
ci∈[Ci,Ci(1+Y
−1)]
∑
m
λmµ(s1) . . . µ(sj)g(m, c2 . . . sj, c1)Kl(1, m; s1 . . . cj),
avec
g(m, s, c1) =
log c1
log(c1s)
√
P√
c1s
f(c1)g(s)hi(m).
Les termes c1 contenus dans les intervalles
[C1(1− Z−1), C1] ∪ [C1(1 + Y −1), C1(1 + Y −1) + C1Z−1],
contribuent, d’apre`s le Lemme 1, par un O(|λ(P α)|P 1+εZ−1): on oublie donc la
condition c1 ∈ [C1, C1(1 + Y −1)]. Il ne reste plus qu’a` appliquer le Lemme 2.5,
en donnant aux parame`tres C, S, N, Z, R et M respectivement les valeurs C1,
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C2 × . . . × Sj, P α, Z, 1 et 1. En ve´rifiant que la fonction g(m, s, c1) satisfait les
hypothe`ses du Lemme 2.5 on obtient:
S(S1 . . . Sj|C1 . . . Cj)  |λ(P
α)|P 1+ε
Z
(3)
+P εZ4‖λ(P α)‖(P 3/2−γZ1/2 + P 1−γ/2+α/2 + P 5/4−γ/4 + P 1+α/4),
pour tout γ ∈ {γ1, . . . , γj}.
3.3 Sommes de type II .
On traite, ici, la somme S(S1 . . . Sj|C1 . . . Cj) comme une somme de type II.
On applique le Lemme 2.4 en regroupant certains des σi et des γi; notons γ leur
somme, s le produit des ci et si correspondant et r le produit des termes restants,
de sorte que r ∼ P 1−γ et s ∼ P γ; la somme se re´e´crit comme
S(S1 . . . Sj|C1 . . . Cj) = 1√
P
∑
s∼Pγ
r∼P1−γ
βr,s
∑
m
λmKl(1, m; rs),
ou` βr,s est une fonction de r et s majore´e par τ8(m)τ8(n)  P ε . L’ine´galite´ de
Cauchy-Schwarz, le Lemme 2.4 et le Lemme 2.2 conduisent a` la majoration
S(S1 . . . Sj|C1 . . . Cj)  1√
P
∑
r
(∑
s
|βr,s|2
)1/2(∑
s
|∑
m
λmKl(1, m; rs)|2
)1/2
 1
P 1/2
P γ/2+ε
∑
r
‖λ(P α)‖P α/2P γ+(1−γ)/2(r[1/8r]1/12( 1
r1/8
+
r1/8
P γ/4
) + P γ/2−α/2)
 ‖λ(P α)‖P 1+α/2+ε(P (γ−1)/8 + P (1−3γ)/8 + P (γ−α)/2);
et ensuite a` l’ine´galite´
S(S1 . . . Sj|C1 . . . Cj)  ‖λ(P α)‖P 1+α/2+ε(P (γ−1)/8 + P (1−3γ)/8 + P (γ−α)/2).(4)
3.4 Conclusion .
La fin de la preuve est purement combinatoire:
on choisi Y = Z = P ε.
Il s’agit de montrer que ( ε a change´ !, cf Notations)
S(S1 . . . Sj|C1 . . . Cj)  |λ(P α)|P 1−ε(5)
sous les hypothe`ses
|λ(X)|  Xβ/2‖λ(X)‖,(6)
β > 16/17, 1/(2β) < α < 1/(32(1− β))(7)
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Note. — Pour alle´ger l’exposition, on omettra d’e´crire les “ε” en remplac¸ant
toutes les ine´galite´s de la forme a+ ε ≤ b (resp. a ≥ b+ ε) par l’e´criture a ≺ b (resp
a  b).
D’apre`s (3) et (6), l’ine´galite´ (5) est ve´rifie´e de`s que γ est l’un des γi et que
γ  1
2
− αβ
2
(8)
γ  α(1− β)(9)
γ  1− 2αβ(10)
β  1
2
(11)
Par (7) on remplace la condition (8), par la condition plus forte:
γ  1
4
(12)
et les conditions (9), (10) et (11) sont inutiles. Ainsi si un des γi  1/4 on applique
(3).
Si γi ≤ 1/4, pour tout i, on utilise (4): d’apre`s (4) et (6), l’ine´galite´ (5) est
ve´rifie´e de`s qu’on a simultane´ment les ine´galite´s
γ ≺ αβ(13)
γ  1
3
+
4
3
α(1− β)(14)
γ ≺ 1− 4α(1− β)(15)
Par (7), on remplace la condition (13), par la condition plus forte:
γ ≤ 1
2
(16)
et la condition (15) devient superflue. Enfin compte-tenu de (7) on voit que
1
4
+
1
3
+
4
3
α(1− β) ≺ 2
3
− 4
3
α(1− β).(17)
Soit τ la plus grande des sommes forme´es de σi et de γj, infe´rieures a`
1
3
+ 4
3
α(1−β).
D’apre`s (17) n’importe lequel des γi′ ou σj′ qui ne participe pas a` la somme τ ve´rifie
1
3
+
4
3
α(1− β) ≺ τ + σ ≺ 2
3
− 4
3
α(1− β);
on applique (4) avec γ = inf{τ + σ, 1− (τ + σ)} ≤ 1
2
, qui satisfait les conditions
(16) et (14).
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Il apparaˆıt que, dans notre traitement des sommes de type I (Lemme 2.5), nous
sommes essentiellement limite´s par les termes provenant des ine´galite´s de type grand
crible (voir [D-I]) et que la contribution des valeurs propres exceptionnelles du lapla-
cien est minime, par conse´quent la conjecture de Selberg pour les groupes de con-
gruences n’apporterait pas d’ame´lioration a` notre me´thode.
4 Une ge´ne´ralisation de la Proposition de Fouvry,
Iwaniec et Katz
Comme on l’a vu le traitement des sommes de type I repose sur la formule des traces
de Kuznetzov, et faute d’une formule similaire impliquant les puissances syme´triques
des sommes de Kloosterman, on ne peut traiter les sommes de type I pour les
fonctions symi (i ≥ 2). Pour les sommes de type II en revanche, le Lemme 2.4 se
ge´ne´ralise pour les autres moments sous la forme du The´ore`me suivant, qui e´tait
implicitement de´montre´ dans [F-I-K].
Soit r = p1p2 . . . pk un entier sans facteurs carre´s, on note pour i = 1 . . . k,
pˆi = r/pi.
Pour tout caracte`re additif modulo r, ψ, d’ ordre n, on note, Klψ(l, m; r), la
somme de Kloosterman relative a` ce caracte`re:
Klψ(l, m; r) =
∑
x(mod r)
(x,r)=1
ψ(lx +mx);
si ψ est le caracte`re e(
r
) on l’e´crira simplement Kl(l, m; r). Si (m, r) = 1, la
majoration de Weil 2.3(1), permet de de´finir l’angle de la somme de Kloosterman
θψr,m par la formule
cos θψr,m =
Klψ(1, m; r)
2ω(r)
√
r
;
Par multiplicativite´ croise´e cette formule se re´ecrit
cos θψr,m = cos θ
ψ1
p1,pˆ1
2
m
. . . cos θψk
pk,pˆk
2
m
,
ou` ψi de´signe le caracte`re mod pi de´finit par ψi(m) = ψ(pˆim).
The´ore`me 4.1 . — Pour tout entier s, soit fs une fonction sur Z/sZ a` valeurs
complexes dont le module est majore´ par une fonction f(s) croissante. Soit (λm) une
suite de complexes et i1, . . . , ik des entiers ≥ 1, et ψ un caracte`re de Z/rZ d’ordre
r, alors on a la majoration
A := ∑
s≤S
(r,s)=1
∣∣∣∣ ∑
m≤M
(m,r)=1
fs(m)λm symi1(θp1,ms2pˆ
2
1
) . . . symik(θpk,ms2pˆk
2)
∣∣∣∣2
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 4kC(r)1/2‖λ(M)‖2MS log Sf(S)2( 1
r1/4
+
r1/4
S1/2
+
S
M
),
avec
C(r) = 65k
k∏
j=1
(ij + 1)
4.
De plus, la constante implique´e dans le symbole de Landau est absolue.
On notera que ce the´ore`me est inte´ressant pour
r > 1, S2 ≥ r, M ≥ S.
Preuve. — La preuve s’inspire de la de´monstration du The´ore`me 2 de [F-I-K],
rappelons la brie`vement: on commence par faire un de´coupage dyadique sur la
variable s, ce qui fournit O(logS) sommes du type ci-dessous, et on introduit un
poids continu pour s ∈ [S, 4S]
ω(s) = min{s/S − 1, 1, 4− s/S}
alors par Cauchy-Schwarz,
A  ∑
s, (s,r)=1
ω(s)
∑
b mod s
|fs(b)|2|
∑
m≡b(s)
(m,r)=1
λm symi1(θp1,ms2pˆ1
2) . . . symik(θpk,ms2pˆk
2)|2
 Sf(S)2 ∑
(s,r)=1
ω(s)
∑
m1≡m2(s)
(m1m2,r)=1
λm1λm2 symi1(θp1,m1s2pˆ1
2) symi1(θp1,m2s2pˆ1
2) . . .
Les termes m1 = m2 contribuent par
ΛSf(S)2
k∏
j=1
(ij + 1)
2,
ou` on a pose´ Λ = ‖λ(M)‖2. Pour les autres termes, on choisit comme nouvelle
variable de sommation t, de´finie par
|m1 −m2| = st, 1 ≤ t ≤ T = M/S,
ce qui nous me`ne par le meˆme chemin que dans [F-I-K] a` la majoration:
A ≤ Sf(S)2 ∑
t≤T
At +O(ΛSf(S)2
∏
j=1...k
(ij + 1)
2),
ou`,
At =
∑
(m1−m2,tr)=t
(m1m2,r)=1
λm1λm2ω(
|m1 −m2|
t
)
symi1(θp1,m1(m1−m2)/t
2
pˆ1
2) symi1(θp1,m2(m1−m2)/t
2
pˆ1
2) . . .
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L’ine´galite´ de Cauchy-Schwarz donne
At2 ≤ Λ(1 + M
rt
)
∑
m1≡m2 (t)
m1 6=m2 (m1m2,r)=1
|λm1|2|V (m1, m2; r)|,(18)
ou` l’on a pose´ pour tout caracte`re additif, ψ, mod r, d’ordre r,
V ψ(m1, m2; r) =
∑
z(tr),(z,r)=1
(z−m1,tr)=t
(z−m2,tr)=t
∏
j=1...k
symij (θ
ψj
pj ,m1(m1−z)/t
2
pˆ
2
j
) symij (θ
ψj
pj ,z (m1−z)/t
2
pˆ
2
j
)
× symij (θ
ψj
pj ,m2(m2−z)/t
2
pˆ
2
j
) symij (θ
ψj
pj ,z (m2−z)/t
2
pˆ
2
j
).
Proposition 4.2 . — Si m1 ≡ m2 (mod t) et (r,m1m2) = 1, alors on a la
majoration
V ψ(m1, m2; r)  C(r)(m1 −m2, r)1/2r1/2.
Nous reportons la preuve de cette Proposition a` la fin de cette section. D’apre`s cette
proposition et (18), on a
At2  Λ2(1 + M
rt
)
∑
1≤l≤M/t
(l, r)1/2(t, r)1/2C(r)r1/2
At  Λ(1 +
√
M
rt
)C(r)1/2τ(r)1/2(t, r)1/4
M1/2
t1/2
r1/4,
et finalement ∑
t
At  C(r)1/2τ(r)3/2ΛM( 1
r1/4
+
r1/4
S1/2
),
ici on a eu recours aux ine´galite´s classiques
∑
t≤T
(t, r)1/2  Tτ(r) , et ∑
t≤T
(t, r)1/4
t
 τ(r) log T.
2
Preuve. — (de la Proposition 4.2) Si r = r1r2 (ne´cessairement (r1, r2) = 1), par le
The´ore`me des restes chinois, on a l’e´galite´
V ψ(m1, m2; r) = V
ψ1(m1, m2; r1)V
ψ2(m1, m2; r2),
ou` ψ1 et ψ2 sont deux caracte`res modulo r1 et r2 respectivement. On est donc
ramene´ au cas k = 1, r = p, i1 = i (comme dore´navant, dans cette de´monstration
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le caracte`re ψ (mod p) est fixe´, on ne l’e´crira plus); si p = 2 ou 3 ou que p|m1 −m2
par sommation triviale on a,
V := V (m1, m2; p) ≤ (i+ 1)4p.
Sinon, apre`s le changement de variable z = m1 + (m1 −m2)/(x − 1), la somme
V devient
V =
∑
x(mod p)
(x(x−1),p)=1
symi(θp,m1(x−1)2) symi(θp,(x−1)(m1x−m2))
× symi(θp,m2(x−1)2) symi(θp,(x−1)(m2x−m1)).
La contribution du terme x = m2m1 est ≤ (i + 1)4, de`s lors on peut supposer que
dans la sommation, x ve´rifie la condition supple´mentaire (m1x − m2, p) = 1. Un
peu de ge´ome´trie alge´brique est ne´cessaire: reprenons les notations de l’appendice
de [F-I-K], soit Xp l’ouvert de P
1 ⊗ Fp
Xp = Spec(Fp[T,
1
T (T − 1)(m1T −m2) ]) = P
1 ⊗ Fp − {0, 1, m2/m1,∞},
et on conside`re les 4 morphismes de Gm ⊗ Fp = P1 ⊗ Fp − {0,∞}→ Xp:
f1(T ) = m1(T − 1)2
f2(T ) = (T − 1)(m1T −m2)
f3(T ) = m2(T
−1 − 1)2
f4(T ) = (T
−1 − 1)(m2T−1 −m1).
On conside`re le Ql-faisceau de Kloosterman, Kl et on forme les quatres faisceaux
lisses sur Xp
Klj := f ∗j (Kl), j = 1 . . . , 4,
puis les faisceaux
Klij := Symi(Klj),
obtenus par composition des repre´sentations Klj avec la repre´sentation puissance
syme´trique i-e`me de SL2 (on rappelle qu’elle est irre´ductible de dimension i+1). Par
de´finition, la trace du frobenius de Klij en un point ferme´ x de Xp est symi(θp,fj(x)),
Si bien que la somme V est associe´e au faisceau
F i := Kli1 ⊗Kli2 ⊗ Kli3 ⊗ Kli4,
qui est lisse sur Xp, de rang (i + 1)
4 pur de poids 0. Par la formule des traces de
Lefschetz, et les travaux de Deligne [D], il suffit donc de montrer que le groupe de
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monodromie ge´ome´rique associe´, Ggeom(F i), agit irre´ductiblement, et de majorer
|χc(Xp ⊗ Fp,F i)|.
Conside´rons sur Xp, le faisceau lisse, F = Kl1⊕Kl2⊕Kl3⊕Kl4; en appendice de
[F-I-K], Katz a montre´ (Lemme 3) en utilisant le crite`re de Goursat-Kolchin-Ribet,
l’e´galite´
Ggeom(F) = SL2 × SL2 × SL2 × SL2.
Comme Symi(std2)⊗Symi(std2)⊗Symi(std2)⊗Symi(std2) est une repre´sentation
irre´ductible de Ggeom(F) = SL2×SL2×SL2×SL2 de dimension (i+1)4, Ggeom(F i)
agit irre´ductiblement. D’autre part, d’apre`s le The´ore`me 1 de cette appendice
|χc(Xp ⊗ Fp,F)| ≤ 64, on trouve donc a` l’aide de la formule de Grothendieck-
Ogg-Shafarevitch
|χc(Xp ⊗ Fp,F i)| ≤ (i+ 1)4|χc(Xp ⊗ Fp,F)| ≤ 64(i+ 1)4;
et on a finalement
V ≤ 64(i1 + 1)4p1/2 + (i1 + 1)4 ≤ 65(i1 + 1)4p1/2;
cela conclut la preuve de la Proposition 4.2.
2
5 Premie`re application
Nous montrons, dans cette section le The´ore`me 1.2
5.1 Extraction du terme principal .
On conside`re, pour k entier, la somme,
∑
m≤M
λm
∑
r≤R
∑
s≤S
(m,rs)=1
µ2(rs)
(
Kl(1, m; rs)
2ω(rs)
√
rs
)k
,(19)
avec la convention que λm vaut constamment 1 si k est pair .
D’apre`s le Lemme 2.7 (applique´ avec j = 0), cosk θp,m vaut en moyenne
α0,k =
∫
[0,pi]
cosk θµST (θ) < 1
(on rappelle que les symi forment une famille orthonormale sur [0, pi] pour la mesure
de Sato–Tate); l’objet du The´ore`me 1.2 est de faire apparaˆıtre cette quantite´ dans
un terme principal de la somme (19).
On de´signera par un indice
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• -1 un nombre dont tous les facteurs premiers sont ≤ logB x, (B sera fixe´ par
la suite).
• -2 un nombre dont tous les facteurs premiers sont > logB x;
ainsi, tout nombre r se factorise de manie`re unique sous la forme r = r1r2 (avec
e´ventuellement r2 = 1); on pose e´galement X = exp(log
1/3 x). On rappelle qu’on se
trouve sous les hypothe`ses suivantes:
R = xρ, S = x1−ρ, M = xλ, 1/2 ≤ ρ < 2/3, 1− ρ < λ ≤ 1;(20)
par une majoration triviale, on peut supposer que l’entier rs ve´rifie en plus la mi-
noration rs > X.
On commence par faire , sur la variable r, le de´coupage suivant∑
r≤R
∑
s≤S
rs>X
µ2(rs)
∑
m
(m,rs)=1
λm cos
k θrs,m =
∑
r1r2≤R
. . .
=
∑
r1≤X
∑
r1r2≤R
. . .+
∑
r1>X
∑
r1r2≤R
. . .
= Σ1 + Σ2.
La somme Σ2 est majore´e graˆce au Lemme 2.6:
Σ2 ≤ |λ(M)|S|{r ≤ R; r1 > X}|  ‖λ(M)‖M 1/2x exp(−c0(B) log
1/3 x
log2 x
),(21)
ce qui est admissible.
Reste Σ1: par multiplicativite´ croise´e, cette somme vaut
∑
r2
∑
r1
∑
s
µ2(r1r2s)
∑
m≤M
λm
(
Kl(1, mr22; r1s)
2ω(r1s)
√
r1s
)k(Kl(1, mr1s2; r2)
2ω(r2)
√
r2
)k
,
avec les conditions de sommations
logB x ≤ r2 ≤ R, s ≤ S, r1 ≤ X, r1r2 ≤ R, r1r2s > X, (m, r1r2s) = 1.(22)
On rappelle que si p|r2, on note pˆ = r2/p; on a les e´galite´s
Σ1 =
∑
r2
∑
r1,s
µ2(r1r2s)
∑
m
λm cos
k(θr1s,mr22)
∏
p|r2
(α0,k + cos
k(θ
p,mr1spˆ
2)− α0,k)
d’ou`
Σ1 =
∑
r2
α
ω(r2)
0,k
∑
r1,s
µ2(r1sr2)
∑
m
λm cos
k(θr1s,mr22)(23)
+O(
∑
r2
µ2(r2)
∑
d2|r2
d2 6=1
α
ω(r2/d2)
0,k Rk(d2)),
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et ou` Rk(d2) est un terme d’erreur et de´signe la quantite´
Rk(d2) =
∑
s′≤min{SX, x/r2}
(r2,s
′)=1
µ2(s′)τ(s′)|∑
m
λm cos
k(θs′,mr22)
∏
p|d2
(cosk(θ
p,ms′pˆ
2)− α0,k)|.
D’apre`s le Lemme 2.7, en notant ω = ω(d2), et d2 = p1 . . . pω, on a
∏
p|d2
. . . =
k∑
i1=1
. . .
k∑
iω=1
αi1,k . . . αiω ,k symi1(θp1,ms′pˆ1
2) . . . symiω(θpω ,ms′pˆω
2),
et donc Rk(d2) est majore´ par
k∑
i1=1
. . .
k∑
iω=1
αi1,k . . . αiω,k
∑
s′
τ(s′)|∑
m
λm cos
k(θs′,mr22) symi1(θ...) . . . symiω(θ...)|,
(dans le Lemme 2.7, les αi,k sont positifs ou nuls). Par application de l’ine´galite´ de
Cauchy-Schwarz, du The´ore`me 4.1, de (22) et compte tenu du fait que d2 ≥ logB x
(car d2 6= 1), on obtient la majoration:
Rk(d2)  ‖λ(M)‖M 1/2 x
r2
log2 x(
1
logB/8 x
+
R1/8
S1/4
+
(XS)1/2
M1/2
)×
(651/4.2)ω
k∑
i1=1
. . .
k∑
iω=1
αi1,k . . . αiω ,k(i1 + 1) . . . (iω + 1)
 ‖λ(M)‖M1/2 x
r2
(log x)2−B/8(651/4.2(1− α0,k))ω,
d’apre`s (20) et la relation
k∑
i=0
(i+ 1)αi,k = 1.
On en de´duit facilement que le deuxie`me terme de (23) est majore´ par
∑
r2
µ2(r2)
∑
d2|r2
d2 6=1
α
ω(r2/d2)
0,k Rk(d2)  ‖λ(M)‖M 1/2
x
(log x)B/8−1−65
1/4 .4(1−α0,k)
.(24)
5.2 Le cas k impair .
Cette manipulation est inutile si k est impair, en effet α0,k = 0: il n’est plus
ne´cessaire de de´couper la variable r en r = r1r2, le premier terme de (23) est nul, le
second se re´duit a`
∑
r µ
2(r)Rk(r) et
Rk(r)  ‖λ(M)‖M 1/2S( 1
R1/8
+
R1/8
S1/4
+
S1/2
M1/2
)(2.651/4)ω(r);
donc, d’apre`s (20) on a montre´ la deuxie`me partie du The´ore`me.
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5.3 Le cas k pair .
On suppose maintenant que k est pair (que l’on re´e´crit 2k) et donc que λm = 1.
Traitons le premier terme de (23): on commence par relaˆcher la contrainte
(m, r2) = 1 en notant que
|{m ≤M ; (m, r2) 6= 1}| ≤ ω(r2) M
logB x
,
ce qui est acceptable.
En de´veloppant en se´rie de Fourier la somme sur m, on obtient:
=
1
r1s
r1s−1∑
j=0
F(cos2k(θr1s, r22), j; r1s)
∑
m≤M
e(
jm
r1s
)
=
M
r1s
F(cos2k(θr1s, r22), 0; r1s) +
1
r1s
r1s−1∑
j=1
. . . ,
Dans la de´finition de la transforme´e de Fourier ci-dessus, on impose — en de´pit de
l’e´galite´ Kl(1, 0; p) = −1 !— cos2k(θr1s,mr22) = 0 pour (m, r1s) 6= 1; de ce fait, la
condition (m, r1s) = 1 disparaˆıt dans la transforme´e de Fourier.
Le premier terme de Σ1 se re´e´crit sous la forme∑
r2
α
ω(r2)
0,2k
∑
r1,s
µ2(r1sr2)
∑
m
cos2k(θr1s,mr22)
=
∑
r2
µ2(r2)α
ω(r2)
0,2k (MT P(r2) + T E(r2)),
ou` T P(r2) correspond au terme j = 0 du de´veloppement en se´rie de Fourier et
constitue le terme principal:
T P(r2) =
∑
r1s
µ2(r1r2s)
r1s
F(cos2k(θr1s, r22), 0; r1s);
alors que T E(r2) correspond aux termes 1
r1s
r1s−1∑
j=1
. . ., et est un terme d’erreur:
T E(r2) =
∑
r1s
µ2(r1r2s)
r1s
r1s−1∑
j=1
F(cos2k(θr1s, r22), j; r1s/d)
M∑
m=1
e(
−jm
r1s
).
Majoration des termes d’erreurs .
Par application du The´ore`me des restes chinois, et des Lemmes 2.7 et 2.8 , on
obtient la majoration (pour s′ sans facteurs carre´s)
|F(cos2k(θs′, r22), j; s)| ≤ cω(s
′)
k (j, s
′)1/2s′1/2,
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avec ck ≥ 1 ne de´pendant que de k; on trouve alors que T E(r2) est majore´ par
T E(r2) 
∑
1≤s′≤2SX
τ(s′)c
ω(s′)
k
s′1/2
(s′−1)/2∑
j=−(s′−1)/2
j 6=0
(j, s′)1/2
s′
j
 SX ∑
1≤s′≤2SX
τ 2(s′)c
ω(s′)
k log(s
′)
s′1/2
 S3/2+.
et donc ∑
r2
α
ω(r2)
0,2k T E(r2)  R1+S3/2+  xM
S1/2+
M
.(25)
Ce terme est donc admissible compte tenu de l’ine´galite´ M > S1+.
Traitement du terme principal .
Le terme principal T P(r2), est traite´ de manie`re analogue: par application du
The´ore`me des restes chinois, et des Lemmes 2.7 et 2.8 (avec j = 0), on obtient
l’e´galite´
F(cos2k(θr1s, r22), 0; r1s) = r1s
∏
p|r1s
(α0,2k +Rp),
et donc
T P(r2) =
∑
r1,s
µ2(r1sr2)
∏
p|r1s
(α0,2k +Rp)
ou` Rp un terme d’erreur ne de´pendant que de p et non de r2 ve´rifiant
|Rp| ≤ (1− α0,2k)p−1/2 + α0,2kp−1 ≤ p−1/2.
Remarquons e´galement que
0 < pα0,2k + pRp =
∑
m (mod p)
(m,p)=1
cos2k(θp,m) < p.(26)
En sommant la variable r2, on forme le terme principal de (23)
T P = M ∑
r1,r2,s
µ2(r1r2s)α
ω(r2)
0,2k
∏
p|r1s
(α0,2k +Rp);
tenant compte de la de´finition de r2 (p|r2 ⇒ p > logB x), on voit que
|αω(r2)0,2k −
∏
p|r2
(α0,2k +Rp − 1
(2
√
p)2k
)| ≤ 2
ω(r2)
logB/2 x
,
26
et donc que T P se re´e´crit sous la forme :
T P = M ∑
r1≤X
r1r2s>X
µ2(r1r2s)
∏
p|r1r2s
(α0,2k +Rp) +O(M
x
(log x)B/2−4
);
Par une nouvelle application du Lemme 2.6 et par une majoration triviale, on sup-
prime, a` un terme admissible pre`s, les contraintes r1 ≤ X et rs > X, pour finalement
obtenir une forme plus sympathique de T P
T P = M ∑
r≤R
s≤S
µ2(rs)
∏
p|rs
(α0,2k +Rp) +O(M
x
(log x)B/2−4
).(27)
5.4 Application de la me´thode de Selberg-Delange .
On estime maintenant le terme principal T P graˆce au lemme 2.9.
On commence par e´valuer se´pare´ment la somme
Sr(S) :=
∑
s≤S, (r,s)=1
µ2(s)
∏
p|s
(α0,2k +Rp).
Soit, Fr(z), la se´rie de Dirichlet, a` coefficients positifs (26)), de´finie par
Fr(z) =
∏
p6 | r
(1 +
α0,2k +Rp
pz
);
par (26) la se´rie de Dirichlet
Fr(z)
∏
p|r
(1 +
α0,2k +Rp
pz
)
ve´rifie la proprie´te´ P(α0,2k; c0, δ, H), pour certaines constantes 0 < c0 < 1/2, δ, H,
qu’on n’explicitera pas, et, (cf les notations du Lemme 2.9), Gα0,2k(z) ne s’annule
pas au point 1. D’apre`s (26), on a, pour tout η > 0 et pour <ez > 1 − c0 , la
minoration
|∏
p|r
(1 +
α0,2k +Rp
pz
)| η (1 + η)−ω(r),
Il s’ensuit que Fr(z) ve´rifie e´galement P(α0,2k; c0, δ, (1+ η)ω(r)H ′) et par application
du Lemme 2.9, on a
Sr(S) = S
(log S)1−α0,2k
(1 +Ok(
(1 + η)ω(r)
logS
))Gα0,2k(1)
∏
p|r
(1 +
α0,2k +Rp
p
)−1.
Pour conclure, il reste a` estimer la somme suivante, sur la variable r,
∑
r≤R
µ2(r)
∏
p|r
(α0,2k +Rp)(1 +
α0,2k +Rp
p
)−1.
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On le fait, graˆce a` une dernie`re application du Lemme 2.9, et on obtient
T P = CkMRS(logR)α0,2k−1(log S)α0,2k−1(1 +Ok( 1
log1−2η x
)).
Il suffit de choisir B assez grand, puis de re´unir (21), (23) , (24), (25), et cette
dernie`re estime´e. Cela ache`ve la preuve du The´ore`me 1.2.
6 Seconde application
On va se contenter, ici, d’esquisser la preuve du The´ore`me 1.4.
Soient (λm) une suite de complexes, x > 0 un re´el, et α, β des re´els ve´rifiant les
ine´galite´s:
1/3 < α ≤ 1/2, et α < β.
Pour des raisons de densite´, il suffit de prouver, pour tout  > 0, assez petit, l’e´galite´,
∑
p≤x1−α, q≤xα
p6=q
∑
m≤xβ
(m,pq)=1
λm symi(θp,q2m) symj(θq,p2m) = O(‖λ(M)‖xβ/2+1−),
pour tout couple d’entiers i, j ≥ 0 ve´rifiant i+ j > 0.
On peut supposer que les variables p et q satisfont p ∼ x1−α/2, q ∼ xα/2 (on se
rame`ne a` ce cas par de´coupage).
• Si i > 0, on utilise le The´ore`me 4.1 en choisissant r = p, s = q, et fs(m) =
symj(θq,p2m).
• Si i = 0, j > 0, on applique Cauchy-Schwarz pour obtenir
|∑
m
λm
∑
q
symj(θq,p2m)|2 ≤ ‖λ(xβ)‖2
∑
q1,q2
∑
m≤xβ
(m,q1q2)=1
symj(θq1,p2m) symj(θq2,p2m).
On traite trivialement le cas q1 = q2, autrement, on fait un de´veloppement en
se´rie de Fourier, sur la fonction de Z/q1q2Z, symj(θq1,p2m) symj(θq2,p2m). Le
the´ore`me des restes chinois et le Lemme 2.8 permettent alors de montrer que
∑
m
λm
∑
q
symj(θq,p2m)  ‖λ(xβ)‖xα+β/2(x−α/2 + x(α−β)/2 log x);
on conclut la preuve graˆce a` nos hypothe`ses.
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7 APPENDICE: preuve du Lemme 2.4
On aura besoin du re´sultat ge´ne´ral suivant qui est une ge´ne´ralisation facile au cas
des fractions du lemme 2 p.38 de [H-B2] (nous n’en donnerons pas de de´montration):
Lemme 7.1 . — Soit P (x), Q(x), ∈ Z[x1, . . . , xn] et A un sous-ensemble de
(Z/pZ)n, qui ne contient pas les zeros de Q (mod p). Pour tout caracte`re additif,
d’ordre pf modulo pf , ψ, soit
Sψ =
∑
x mod pf
x∈A
ψ(P (x)Q(x)).
Pour plus de simplicite´, on e´crira pour x de´fini modulo pf
F (x) :=
P (x)
Q(x)
:= P (x)Q(x)
et soit
B = {x mod(pg) : x ∈ A, pg | ∇F (x) }
(∇F de´signe le gradient de F ), alors
|Sψ| ≤ pnf/2]B (si f = 2g ≥ 2)
|Sψ| ≤ pnf/2 ∑
x∈ B
p(n−r(x))/2 (si f = 2g + 1 ≥ 3)
ou` r(x) est le rang de la forme quadratique Qx sur Fp repre´sente´e par la matrice
(
1
2
∂2F
∂xi∂xj
)
i,j=1...n
(si p = 2 on pose r(x) = 0).
On commence par prouver le re´sultat interme´diaire suivant (cf la PROPOSI-
TION de [F-I-K], mais ici r n’est plus sans facteurs carre´s):
Proposition 7.2 . — Soient m1, m2, r, t, a des entiers non nuls tels que: m1 ≡
m2 (mod t) ie m1 −m2 = tk et (r, am1m2) = 1. Alors, pour tout caracte`re additif
modulo r, d’ordre r, ψ, posons
V ψ(m1, m2; r) :=
∑
z′(mod tr)
(z′−m1,ts)=t
(z′−m2,tr)=t
Klψ(am1−z
′
t
, m1
m1−z′
t
; r)Klψ(am1−z
′
t
, z′m1−z
′
t
; r)
Klψ(am2−z
′
t
, m2
m2−z′
t
; r)Klψ(am2−z
′
t
, z′m2−z
′
t
; r);
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on a la majoration
V ψ(m1, m2; r)  fk,t(r)r5/2+
et f est la fonction multiplicative de´finie comme suit: si pf‖r on pose, pour toute la
suite t = pαt′, (t′, p) = 1, k = pβk′, (k′, p) = 1 ,et g = [f/2], alors,
fk,t(2
f) = 2f/2 puis si p 6= 2
fk,t(p) = (p, p
α+β)1/2 si f = 1
fk,t(p
f) = p(f−2g)/2 si f ≥ 2 et 3α+ β < g
fk,t(p
f) = pf/2 si f ≥ 2 et 3α+ β ≥ g
7.1 Preuve de la Proposition 7.2 .
Preuve. — par multiplicativite´, il suffit de prouver ce lemme pour r = pf avec
p 6= 2 ( si p = 2, on somme trivialement la variable z en appliquant la majoration
de Weil 2.3(1). On pose alors
z′ = m1 − tz, m2 = m1 − tk
V ψ(m1, m2; s) :=
∑
z(mod pf )
(z(z−k),p)=1
∑
x1...x4mod p
f
(x1x2x3x4,p)=1
ψ(F (x1, x2, x3, x4, z))
ou` F (x1, x2, x3, x4, z) est la fraction
ax1
z
+
m1
zx1
+
ax2
z
+
m1 − tz
zx2
+
ax3
z − k +
m1 − tk
(z − k)x3 +
ax4
z − k +
m1 − tz
(z − k)x4
• Si f = 1 on tombe sous le coup de la proposition p.274 de [F-I-K].
• Si f > 1 on applique le lemme 7.1, alors
∇ F =


1
z
(a− m1
x21
)
1
z
(a− m1 − tz
x22
)
1
z − k (a−
m1 − tk
x23
)
1
z − k (a−
m1 − tz
x24
)
−ax1
z2
− m1
z2x1
− ax2
z2
− m1
z2x2
−
ax3
(z − k)2 −
m1 − tk
(z − k)2x3 −
ax4
(z − k)2 −
m1 − tk
(z − k)2x4
30
On cherche donc le nombre de solutions mod pg de l’e´quation
∇F = 0
c’est a` dire les solutions du syste`me:
ax21 = m1(28)
ax22 = m1 − tz(29)
ax23 = m1 − tk(30)
ax24 = m1 − tz(31)
a
z2x2
(x1 + x2)
2 +
a
(z − k)2x4 (x3 + x4)
2 = 0(32)
( z(z − k)x1x2x3x4, p ) = 1(33)
dont on de´duit
a(x21 − x22) = tz(34)
a(x21 − x23) = tk(35)
Quitte a` poser z1 = t
′z et k1 = t
′k, on peut pour re´soudre ce syste`me, supposer que
t′ = 1. Nous ferons un usage abusif du fait suivant:
conside´rons l’e´quation
x2 + ax + b = 0 (pg)
si ∆ := a2− 4b 6≡ 0(mod p) cette e´quation a autant de solutions que celle modulo p,
soit au plus 2 solutions. On en de´duit tout d’abord que notre syste`me a en ge´ne´ral
au plus O(pg) solutions (mod pg); ce n’est pas suffisant et dans la discussion suivante,
on va affiner cette estimation.
Soit (x1, x2, x3, x4, z) une solution, alors
x2 = ±x4
de plus x21 = x
2
2 mod p
α mais pas mod pα+1
• Si x2 = x4, (32) devient
(z − k)2(x1 + x2)2 + z2(x3 + x2)2 = 0 (mod pg)(36)
• Si x2 = −x4, (32) devient
(z − k)2(x1 + x2)2 − z2(x3 − x2)2 = 0 (mod pg)(37)
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Cas (x1 + x2, p) = 1 .
Dans ce cas, on a (x3 + x4, p) = 1 et on se´pare encore en deux sous-cas:
• Si x2 = x4, alors si −1 n’est pas un carre´ mod pg, il n’y a pas de solutions.
Sinon de (36) on de´duit
(z − k)(x1 + x2) = iz(x3 + x2) (mod pg)(38)
ou` i est un racine de −1, puis on multiplie les deux membres par t, et par (34)
et (35) on obtient
(x3 − x2)(x3 + x2)(x1 + x2) = i(x1 − x2)(x1 + x2)(x3 + x2) (mod pg)
il est alors permis de simplifier par (x3 + x2)(x1 + x2) pour obtenir
x2 =
ix1 − x3
i− 1
et z est alors bien de´termine´: si α = 0 on utilise le lemme 2.3 , si α ≥ 1 on
utilise (38) (on a en effet x1 = x3 mod p, et i 6= 1). En conclusion, on a au
plus O(1) solutions.
• Si maintenant x2 = −x4, (37) devient:
(z − k)(x1 + x2) = ±z(x3 − x2) (mod pg);(39)
en faisant la meˆme manipulation que pre´ce´demment, on en de´duit que:
– soit x2 =
x1−x3
2
, mais alors comme (p, x2) = 1 on en tire α = β = 0, et z
est de´termine´ par (29).
– soit x3 = −x1(mod pg) mais ceci n’est possible que si
g ≤ α + β ≤ 3α+ β
et on a alors O(pg) solutions.
Remarque. — le cas (x1 + x2, p) = 1 englobe comple`tement le cas (t, p) = 1.
Cas x1 + x2 = 0(mod p) .
La me´thode est toute diffe´rente. Notons d’abord par (32) que
x3 + x4 = 0(mod p)
et ne´cessairement α ≥ 1, ce qui permet d’ utiliser ce lemme de de´veloppement limite´:
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Lemme 7.3 . — Soient 1 ≤ α ≤ g deux entiers et x1, x2, z ∈ Z/pgZ ve´rifiant
(2x1x2, p) = 1,
x22 = x
2
1 − pαz et de plus x2 = x1(mod p),
alors, il existe B ∈ Z/pgZ tel que
x2 = x1 − zp
α
2x1
− z
2p2α
8x31
+Bp3α (mod pg)
Dans la suite, on suppose g > 3α+ β dans le cas contraire on majore le nombre
de solutions par O(pg).
• Si x2 = x4, par le lemme 7.3 on a
x2 = −x1 (mod p), x2 = −x1 + zpα2x1 +Bp2α,
x3 = x1 (mod p), x3 = x1 − kpα2x1 +B′p2α,
et (36) devient
(z − k)2( zpα
2x1
+Bp2α)2 = −z2( (z−k)pα
2x1
+B′p2α)2 (mod pg)
(z − k)( z
2x1
+Bpα) = iz( (z−k)
2x1
+B′pα) (mod pg−2α).
(40)
Ce qui implique l’e´galite´
(z − k) z
2x1
= iz
(z − k)
2x1
(mod p),
qui est impossible.
• Si x2 = −x4, d’apre`s le lemme 7.3, on a
x2 = −x1 (mod p) x2 = −x1 + y2pα
x3 = −x1 (mod p) x3 = −x1 + y3pα
avec
y2 =
z
2x1
+
z2pα
8x31
+Bp2α (mod pg−α)
y3 =
k
2x1
+
k2pα
8x31
+B′p2α+3β (mod pg−α),
et (37) prend la forme suivante
(z − k)2y22 = z2(y2 − y3)2 (pg−2α).(41)
Comme y2 6≡ 0 (mod p) on a donc
(z − k)y2 = ±z(y2 − y3) (mod pg−2α)
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– Si c’est le signe “−”,on a alors
2z
(z − k)
2x1
= 0 (mod p)
ce qui est impossible d’apre`s (33).
– Si c’est le signe “+”, on obtient ky2 = zy3 (mod p
g−2α), soit
k
z2
8x31
+Bpα+β = z
k2
8x31
+B′pα+3β (mod pg−3α).
Si maintenant β = 0,le terme de moindre valuation fournit
z − k = 0 (mod pα).
Si β > 0, le terme de moindre valuation est k z
2
8x31
qui doit eˆtre nul
(mod pinf(α+β,2β,g−3α)). Dans les deux cas on rencontre une absurdite´
du fait que α > 1 et l’hypothe`se g > 3α + β.
Ceci de´montre la proposition dans le cas ou` f = 2g est pair. Si f = 2g + 1, la
matrice he´ssienne calcule´e aux points solutions de l’e´quation ∇F = 0 et ve´rifiant
(33) vaut 

2a
zx1
0 0 0 0
0 2a
zx2
0 0 t
zx22
0 0 2a
zx2
0 0
0 0 0 2a
(z−k)x4
t
zx24
0 t
zx22
0 t
zx24
−2ak(x1+x2)2
z3(z−k)x2


,
et son rang est minore´ par 4. D’ apre`s le lemme 7.1 cela termine la de´montration
de la proposition 7.2.
2
7.2 Fin de la preuve .
Remarquons d’abord qu’il suffit de montrer l’ine´galite´ (2) quand on impose la
condition de sommation supple´mentaire sur les s: (r, s) = 1. en effet, posons rs =
rr1s1 avec r1s1 = s, r1 | r∞, (r, s1) = 1 alors∑
1≤s≤S
| ∑
m≤M
λmKl(1, m; rs)|2 =
∑
r1|r
∞
r1≤S
∑
1≤s1≤S/r1
(r1,rr1)=1
| ∑
m≤M
λmKl(1, m; r1s1s)|2;
on applique (2), et on utilise la majoration facile
∑
r1|r
∞
r1≤S
s
[1/4
1 r
]1/6
1
r
1/4−
1
= O(log(R)s
),
34
pour conclure.
De`s lors, il suffit de reprendre verbatim [F-I-K] a` partir de la page 274 (9) (voir
aussi le de´but de la preuve du The´ore`me 4.1).
Par la Proposition 7.2, on a la majoration:
At2  ‖λ‖(1 + M
tr
)
∑
m1≡m2 (mod t)
|λm1λm2V (m1, m2; r)|
 ‖λ‖(1 + M
tr
)
∑
m1≡m2 (mod t)
|λm1 |2|V (m1, m2; r)|
 ‖λ‖2(1 + M
tr
)r5/2+(r1/2 +
∑
1≤k≤L/t
fk,t(r))
le premier terme de cette dernie`re expression est e´value´ comme dans [F-I-K];
quand au second, apre`s sommation sur la variable t, on applique l’ine´galite´ de
Cauchy-Schwarz; ainsi, on aboutit a` la majoration,∑
1≤t≤T
At  ‖λ(M)‖Mr1+(r1/2/S)+
‖λ‖r5/4+( ∑
1≤t≤T
1 +
M
tr
)1/2(
∑
t≤T
∑
1≤k≤M/t
fk,t(s))
1/2;
on remplace le produit 1 ≤ kt ≤ M par une variable m au prix d’un terme en M ,
et on majore la fonction fk,t(s) par la fonction f1,kt(s). On obtient finalement (on
rappelle la notation g = [f/2]):
∑
1≤m≤M
fm(r)
r
 Lr[1/2 × ∏
p≤M
p6|r
(
1
1− p−1 )
×∏
p‖r
(
1
1− p−1/2 )
× ∏
pf ‖r
p6=2
(
∑
0≤n<g/3
1
pn
+ pg
∑
g/3≤n
1
pn
)
 (Mr)r[1/2r]1/3,
ce qui conclut la preuve du Lemme 2.4.
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