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Several results involving a product of two orthogonal projectors
(i.e., Hermitian idempotent matrices) are established by exploring
a representation of the product as a partitioned matrix. These re-
sults concern, for instance, rank, trace, range, null space, generalized
inverses, and spectral properties of theproduct and its various func-
tions. Particular attention is paid to the conditions equivalent to
the requirement that the product of two orthogonal projectors is an
orthogonal projector itself, and these characterizations refer to such
known classes of matrices as Hermitian, involutory, normal, star-
dagger, unitary as well as partial isometries and semi-orthogonal
projectors. Moreover, some results dealing with the notions of par-
allel sum and spectral norm are obtained. The variety of problems
considered shows that the approach utilized in the paper provides
a powerful tool of wide applicability.
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1. Introduction
Let Cm,n denote the set of m × n complex matrices. The symbols K∗,R(K),N(K), and rk(K) will
stand for the conjugate transpose, column space, null space, and rank of K ∈ Cm,n, respectively. More-
over, In will be the identity matrix of order n, whereas tr(K) and λj(K), j = 1, . . .,n, will mean the trace
and jth eigenvalue of K ∈ Cn,n, respectively. Furthermore, ζ(K), ρ(K), and ξ(K)will denote the number
of eigenvalues of K ∈ Cn,n equal to, consecutively, zero, one, and belonging to the set (0, 1).
The key role in the present paper is played by the notion of a projector. Hereafter, the symbol CPn
will mean the set of oblique projectors in Cn,1 (idempotent matrices of order n), i.e.,
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CPn = {K ∈ Cn,n:K2 = K},
whereas the symbol COPn will denote an important subset of C
P
n consisting of orthogonal projectors
(Hermitian idempotent matrices), i.e.,
COPn = {K ∈ Cn,n:K2 = K = K∗}.
It is known that a given P ∈ CPn is a projector onto its column spaceR(P) along its null spaceN(P),
where Cn,1 =R(P) ⊕N(P) with “⊕” denoting the direct sum. Furthermore, an essential property of
any orthogonal projector is thatP ∈ COPn if and only if it is expressible asKK† for someK ∈ Cn,m, where
K† ∈ Cm,n is the Moore–Penrose inverse of K, i.e., the unique solution to the equations
KK†K = K, K†KK† = K†, (KK†)∗ = KK†, (K†K)∗ = K†K. (1.1)
Then PK = KK† is the orthogonal projector ontoR(K) and, consequently,QK = In − KK† is the orthog-
onal projector onto the orthogonal complement ofR(K), denoted byR⊥(K). Similarly, PK∗ = K†K and
QK∗ = Im − K†K are the orthogonal projectors ontoR(K∗) andR⊥(K∗), respectively.
Anothermatrix inversewhichwill be of interest in the present paper is the group inverse. Existence
of such an inverse is restricted to square matrices only and for a given K ∈ Cn,n it is the unique matrix
K# ∈ Cn,n satisfying the equations
KK#K = K, K#KK# = K#, KK# = K#K. (1.2)
It is known that not every square matrix has a group inverse and that the necessary and sufﬁcient
condition for a given matrix K to have such an inverse is that it is of index one, or, in other words, that
rk(K2) = rk(K).
Clearly, the Moore–Penrose inverse and the group inverse (if it exists) belong to the set of so called
g-inverses, composed of matrices satisfying the ﬁrst condition in (1.1) or (1.2). We will use the symbol
K{1} to denote the set (always nonempty) of all g-inverses of K ∈ Cn,m, i.e.,
K{1} = {K− ∈ Cm,n:KK−K = K}. (1.3)
Additional symbols used in what follows are CEPn and C
U
n , denoting the subsets of Cn,n composed
of range-Hermitian (also known as EP) and unitary matrices, respectively, i.e.,
CEPn = {K ∈ Cn,n:R(K) =R(K∗)} = {K ∈ Cn,n:KK† = K†K},
CUn = {K ∈ Cn,n:KK∗ = In = K∗K}.
From the point of view of the present paper, a crucial role is played by the known fact that K ∈ CPn
if and only if it is expressible as (PQ )†, where P,Q ∈ COPn ; see e.g. Lemma 2.3 in [19] or Corollary in
[10]. Thus, (PQ )† can be represented in the form
(PQ )† = V
(
Ir H
0 0
)
V∗, (1.4)
where r = rk[(PQ )†], V ∈ CUn , and H ∈ Cr,n−r; see [25, Theorem 5]. (Parenthetically note that, clearly,
rk[(PQ )†] = tr[(PQ )†], which is the well-known necessary condition for the idempotency of (PQ )†.)
Consequently, by direct veriﬁcation of deﬁnition (1.1), it follows that the product PQ = [(PQ )†]† can
be expressed as
PQ = V
(
E 0
F 0
)
V∗, (1.5)
with
E = (Ir +HH∗)−1 and F = H∗E. (1.6)
In the present paper, several results involving product PQ are established by exploiting repre-
sentation (1.5). These results concern such crucial notions as, for instance, rank, trace, range, null
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space, generalized inverses, and spectral properties of the product and its various functions. Particular
attention is paid to alternative expressions for the requirement that PQ ∈ COPn , and these characteri-
zations refer to such known classes of matrices as Hermitian, involutory, normal, star-dagger, unitary
as well as partial isometries and semi-orthogonal projectors. Moreover, some results dealing with the
notions of parallel sum and spectral norm are obtained. The variety of problems considered shows
that representation (1.5) provides a powerful tool of wide applicability. Actually, the present paper is
to some extent related to the paper by Groß [11], who proposed another (though actually equivalent
to (1.5)) representation of the product of two orthogonal projectors, and within its frames provided
a collection of inspiring results. However, the approach utilized in [11] is relatively complicated, for,
instead of four submatrices occurring in (1.5), in the corresponding representation (2.1) in [11], nine
submatrices are to be dealt with.
The lemma below provides several characteristics of submatrices H, E, and F occurring in (1.4) and
(1.5), which will be useful in further considerations.
Lemma 1. Let P,Q ∈ COPn with PQ having representation (1.5). Then:
(i) E2 + F∗F = E,
(ii) Ir − E = EHH∗ = F∗H∗ = HH∗E = HF,
(iii) PHE = EPH,
(iv) QHE = QH = EQH,
(v) F† = E−1(H†)∗ = (H†)∗ +H,
(vi) PH = F†F, PH∗ = FF†,
(vii) (Ir − E)(Ir − E)† = PH = (Ir − E)†(Ir − E),
(viii) FH+ G = In−r , where G = (In−r +H∗H)−1 = In−r −H∗EH,
(ix) R(Ir − E) =R(F∗),
(x) tr[(PQ )†] = rk(PQ ) = r = rk(E).
Proof. For the proof of point (i) observe that in view of (1.6), the following equalities are satisﬁed
E2 + F∗F = E2 + EHH∗E = E(Ir +HH∗)E = EE−1E = E.
The proof of point (ii) is based on the observation that from the left-hand side formula in (1.6) it
follows that EHH∗ = Ir − E = HH∗E. Hence, taking into account the right-hand side formula in (1.6),
we obtain F∗H∗ = Ir − E = HF.
To establish point (iii) note that, in view of the nonsingularity of E, PHE = EPH ⇔ E−1PH = PHE−1.
Hence, the assertion follows by utilizing the left-hand side formula in (1.6) and taking into account
that (1.1) ensures that HH∗HH† = HH∗.
Since point (iv) is obtained similarly as (iii), next we consider points (v) and (vi). Direct veriﬁca-
tions of (1.1), with the use of the equality constituting point (iii), show that F† = E−1(H†)∗ is indeed
the Moore–Penrose inverse of F = H∗E, with FF† = H†H and F†F = HH†. Note that these conditions
constitute point (vi). The right-hand side equality in point (v) follows easily by replacing E−1 by
Ir +HH∗.
For the proof of point (vii) ﬁrst observe that, in viewof the right-hand side formula in (1.6), it follows
that
R(FF∗H∗) =R(H∗EF∗H∗) ⊆R(H∗), (1.7)
and, taking into account the property EHH∗ = HH∗E being a part of point (ii), that
R(H∗HF) =R(H∗HH∗E) =R(H∗EHH∗) ⊆R(F). (1.8)
Relationships (1.7) and (1.8) ensure that (HF)† = F†H†; see e.g. [9, Chapter 4, Ex. 22]. Hence, utilizing
points (ii), (v), the left-hand side formula in (1.6), and the properties of the Moore–Penrose inverse,
we get
(Ir − E)(Ir − E)† = (Ir − E)(HF)† = (Ir − E)F†H† = (Ir − E)E−1(H†)∗H†
= (E−1 − Ir)(H†)∗H† = HH∗(H†)∗H† = HH† = PH.
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The right-hand side equality in (vii) is obtained analogously.
In the proof of point (viii), only equality (In−r +H∗H)−1 = In−r −H∗EH needs to be justiﬁed, for if it
is satisﬁed, then relationship FH+ G = In−r follows easily by utilizing the right-hand side formula in
(1.6). To see that both expressions for matrix G in point (viii) are equivalent, it sufﬁces to refer to the
so called Sherman–Morrison–Woodbury formula; see e.g. [18, p. 124].
The proof of point (ix) is based on the observation that point (vii) entailsR(Ir − E) =R(H). Hence,
the assertion follows by combining point (vi) with the equivalence HH† = F†F ⇔R(H) =R(F∗).
Finally, equalities constituting point (x) follow directly from (1.4) and (1.5) alongwith the left-hand
side formula in (1.6). The proof is complete. 
The next section provides several characterizations of particular functions of PQ , whereas Section
3 is devoted to results dealing with various inverses of PQ and its functions. The last section of the
paper contains a collection ofmiscellaneous results. In all three sections one can ﬁnd characterizations
referring to an essential property of a pair of orthogonal projectors, being their commutativity, see e.g.
[5]. It is known, for instance, that for P,Q ∈ COPn ,
PQ ∈ COPn ⇔ PQ = QP. (1.9)
From (1.5) it is seen that PQ is Hermitian if and only if F = 0. In view of the right-hand side formula in
(1.6), we get F = 0 ⇔ H = 0, and, in consequence,
PQ ∈ COPn ⇔ H = 0. (1.10)
One of the tasks of the present paper is to establish counterparts of the equivalence (1.9), with the
equality on the right-hand side replaced by other conditions involving P and Q .
2. Particular functions of PQ
In what follows we provide several characterizations of particular functions of PQ , including the
product PQ itself, the sum PQ + QP, and differences PQ − QP, In − PQ . The ﬁrst theorem concerns the
spectral properties of the product PQ . Its points (i) and (ii) constitute Lemma 2 in [11] and are recalled
here for completeness; see also Theorem I in [1] and Lemma 2 in [4].
Theorem 1. Let P,Q ∈ COPn with PQ having representation (1.5). Then:
(i) eigenvalues of PQ belong to the set [0, 1],
(ii) ζ(PQ ) = n − rk(PQ ),
(iii) ρ(PQ ) = rk(PQ ) − rk(H),
(iv) ξ(PQ ) = rk(H).
Proof. Since statement (i) is known in the literature, and condition (ii) holds trivially, only the last two
identities are to be shown. From (1.5) it follows that eigenvalues of PQ are either equal to zero or to
the eigenvalues of E. With λj(.), j = 1, . . ., r, denoting the jth eigenvalue of a matrix argument, from the
left-hand side formula in (1.6), we get
λj(E) = λj[(Ir +HH∗)−1] = 11 + λj(HH∗)
.
Hence, λj(E) = 1 if and only if λj(HH∗) = 0. In consequence, ρ(E) = r − rk(H), from where point (iii) of
the theorem follows.
Condition (iv) is obtained from the fact that ζ(PQ ) + ρ(PQ ) + ξ(PQ ) = n combined with points (ii)
and (iii) of the theorem. 
Another consequences of (1.5) concern trace of PQ . Namely, with the use of the left-hand side
formula in (1.6), we have
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tr(PQ ) = tr(E) = tr[(Ir +HH∗)−1] =
r∑
j=1
1
1 + λj(HH∗)
. (2.1)
In view of the nonnegative deﬁniteness ofHH∗, from (2.1) it is seen that tr(PQ ) r = rk(PQ ). Further-
more, tr(PQ ) = r if and only if λj(HH∗) = 0 for all js. This is attainable if and only if H = 0, and thus
we obtain equivalence PQ ∈ COPn ⇔ tr(PQ ) = rk(PQ ). These facts were already given in statements
(iv) and (v) of Corollary 1 in [11]. The next theorem provides yet another characterization of condition
PQ ∈ COPn referring to trace of PQ .
Theorem 2. Let P,Q ∈ COPn . Then
ρ(PQ ) tr(PQ ). (2.2)
Moreover, ρ(PQ ) = tr(PQ ) if and only if PQ is an orthogonal projector.
Proof. Inequality (2.2) is established on account of the observation that the following relationships
hold
rk(H) = rk(HH∗)
r∑
j=1
λj(HH
∗)
1 + λj(HH∗)
=
r∑
j=1
(
1 − 1
1 + λj(HH∗)
)
= r − tr(E).
Hence, on account of point (iii) of Theorem 1 combinedwith the fact that tr(E) = tr(PQ ), it is seen that
inequality (2.2) necessarily holds. Moreover, inequality sign in (2.2) is replaced by an equality sign if
and only if H = 0, or, in other words, PQ ∈ COPn . 
As mentioned in Section 1, every idempotent matrix is a projector onto its column space along its
null space. According to a remark given in [10, p. 830], matrix (PQ )† projects ontoR[(PQ )†] =R(QP).
SinceN[(PQ )†] =N[(PQ )∗] =N(QP), it is clear that (PQ )† projects alongN(QP). Similarly, (QP)†
projects ontoR(PQ ) alongN(PQ ). The next theorem provides an expression for the Moore–Penrose
inverse of (PQ )† involving the orthogonal projectors onto column spaces of PQ and QP.
Theorem 3. Let P,Q ∈ COPn . Then PPQPQP = PQ .
Proof. Since (PQ )† is the projector ontoR(QP) alongN(QP), it follows that (PQ )†QP = QP. Hence,
PPQPQP = PQQP(QP)† = PQ [QP(QP)†]∗ = PQ ,
and the proof is complete. 
Theorem 3 is supplemented by an observation that the following equivalences hold
(PQ )† ∈ COPn ⇔ PQ ∈ COPn ⇔ PQ ∈ CEPn ⇔N(QP) =R⊥(QP);
see [18, p. 408].
In what follows we investigate the properties of the sum PQ + QP, being a Hermitian matrix of the
form
PQ + QP = V
(
2E F∗
F 0
)
V∗. (2.3)
The ﬁrst result concerns the rank.
Theorem 4. Let P,Q ∈ COPn . Then rk(PQ + QP) = rk(PQ ) + ξ(PQ ).
Proof. SinceR(F∗) =R(EH) ⊆R(E), in view of the nonsingularity of E, it follows from Corollary 19.1
in [17] that
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rk
(
2E F∗
F 0
)
= rk(E) + rk(FE−1F∗) = r + rk(H∗EH) = r + rk(H).
Hence, the assertion follows on account of point (iv) of Theorem 1. 
The following two corollaries are obtained straightforwardly from Theorem 4.
Corollary 1. Let P,Q ∈ COPn . Then rk(PQ + QP) = rk(PQ ) if and only if PQ is an orthogonal projector.
The next result concerns nonsingularity of PQ + QP.
Corollary 2. Let P,Q ∈ COPn with PQ having representation (1.5). Then the following statements are
equivalent:
(i) PQ + QP is nonsingular,
(ii) ξ(PQ ) = ζ(PQ ),
(iii) H is of full column rank.
If K ∈ CPn is nonsingular, then K = In. In view of Corollary 2, it is of interest to ask whether matrix
PQ + QP can be equal to In, or, more generally, whether PQ + QP can be idempotent. The answer to
this question constitutes a corollary to the theorem below.
Theorem 5. LetP,Q ∈ COPn withPQ having representation (1.5).Then tr[(PQ + QP)2] = 2[tr(E2) + tr(E)].
Proof. From (2.3) it follows that
(PQ + QP)2 = V
(
4E2 + F∗F 2EF∗
2FE FF∗
)
V∗,
andhence tr[(PQ + QP)2] = 4tr(E2) + 2tr(F∗F). Since,onaccountofpoint (i) of Lemma,weget tr(F∗F) =
tr(E) − tr(E2), the assertion is established. 
Corollary 3. Let P,Q ∈ COPn . Then PQ + QP is idempotent only if PQ = 0 = QP.
Proof. Clearly, idempotency of PQ + QP ensures that tr[(PQ + QP)2] = tr(PQ + QP). Hence, on ac-
count of Theorem 5 combined with tr(PQ + QP) = 2tr(E), we obtain condition tr(E2) = 0, which
implies PQ = 0 (= QP). 
In what followswe consider the properties of the column space of thematrix PQ + QP. As will turn
out in a sequel, the condition constituting the next theorem plays an essential role in considerations
over so called parallel sum of PQ and QP.
Theorem 6. Let P,Q ∈ COPn . ThenR(PQ ) ⊆R(PQ + QP).
Proof. Thecondition for rangesgiven in the theoremcanbeequivalently expressedas (PQ + QP)(PQ +
QP)†PQ = PQ , where, as can be conﬁrmed by direct veriﬁcation of deﬁnition (1.1), theMoore–Penrose
inverse of PQ + QP is of the form
(PQ + QP)† = V
(
1
2
QH F
†
(F†)∗ −2[PH∗ + (H∗H)†]
)
V∗. (2.4)
From (2.3) and (2.4) it follows that
(PQ + QP)(PQ + QP)† = V
(
EQH + F∗(F†)∗ 2EF† − 2F∗[PH∗ + (H∗H)†]
1
2
FQH FF
†
)
V∗, (2.5)
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where, on account of points (iv) and (vi) of Lemma, we have EQH + F∗(F†)∗ = Ir and FQH = 0. Fur-
thermore, referring to point (v) of Lemma and utilizing the right-hand side formula in (1.6), we
obtain
2EF† − 2F∗[PH∗ + (H∗H)†] = 2(H†)∗ − 2E[H+H(H∗H)†].
Combining relationship (H†)∗ = H(H∗H)† (see e.g. [21, p. 67] with point (v) of Lemma, leads to the
conclusion that the upper right entry of the matrix on the right-hand side of (2.5) is equal to zero
matrix. In consequence, (2.5) can be rewritten in the form
(PQ + QP)(PQ + QP)† = V
(
Ir 0
0 PH∗
)
V∗. (2.6)
Observation that, in view of condition (vi) of Lemma, PQ given in (1.5) is invariant with respect to
premultiplication by matrix (2.6), establishes the assertion. 
In view of the inclusionR(K + L) ⊆R(K) +R(L), which holds for any K, L ∈ Cm,n, a clear conse-
quence of Theorem 6 is what follows.
Corollary 4. Let P,Q ∈ COPn . ThenR(PQ ) +R(QP) =R(PQ + QP).
Subsequently, we consider the difference PQ − QP. From (1.5) it follows that this matrix is of the
form
PQ − QP = V
(
0 −F∗
F 0
)
V∗, (2.7)
i.e., is so called skew-Hermitian, whereas its second power is given by
(PQ − QP)2 = V
(−F∗F 0
0 −FF∗
)
V∗, (2.8)
i.e., isHermitian.The theorembelowprovides characterizationsof thenonsingularity and idempotency
of PQ − QP.
Theorem 7. Let P,Q ∈ COPn . Then:
(i) rk(PQ − QP) = 2ξ(PQ ),
(ii) PQ ∈ COPn ⇔ PQ − QP ∈ CPn ⇔ (PQ − QP)2 = 0.
Proof. From (2.7) it is seen that rk(PQ − QP) = 2rk(F), where rk(F) = rk(H). Hence, condition (i) is
established on account of point (iv) of Theorem 1.
As already pointed out, PQ ∈ COPn ⇔ F = 0. In consequence, the equivalences constituting point
(ii) of the theorem follow straightforwardly from (2.7) and (2.8). 
From point (i) of Theorem 7 it is seen that PQ − QP is nonsingular if and only if ξ(PQ ) = n/2; for
another characterization of this type see Corollary 5 in [11]. Combining part (i) ⇔ (ii) of Corollary 2
with point (i) of Theorem 7 and referring to Theorem 1, leads to the following.
Corollary 5. LetP,Q ∈ COPn .ThenPQ − QP andPQ + QP are simultaneouslynonsingularonly if rk(PQ ) =
n/2.
Formula (2.13) in [24] states that for K, L ∈ CPn ,
rk(K + L) + rk(KL − LK) = rk(K − L) + rk(KL + LK). (2.9)
Combining this result with Theorem 4 and point (i) of Theorem 7 shows that for P,Q ∈ COPn with PQ
having representation (1.5), we have
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rk(P + Q ) − rk(P − Q ) = rk(PQ ) − ξ(PQ ).
In view of ξ(PQ ) rk(PQ ), it is clear that rk(P − Q ) rk(P + Q ) and rk(PQ − QP) rk(PQ + QP).
Actually, these inequalities hold also for PQ ∈ CPn ; see [23]. Further consequences of (2.9) are given in
what follows.
Corollary 6. Let P,Q ∈ COPn . Then:
(i) rk(P + Q ) = rk(P − Q ) ⇔ rk(PQ + QP) = rk(PQ − QP) ⇔ rk(PQ ) = ξ(PQ ),
(ii) PQ ∈ COPn ⇔ rk(P + Q ) − rk(P − Q ) = rk(PQ ).
As easy to verify by direct calculations, the Moore–Penrose inverse of the difference PQ − QP is of
the form
(PQ − QP)† = V
(
0 F†
−(F†)∗ 0
)
V∗, (2.10)
and from (1.5) and (2.10) it follows that PQ (PQ − QP)†QP = 0.
Another matrix of interest in the present paper is the difference In − PQ , which on account of (1.5)
is of the form
In − PQ = V
(
Ir − E 0
−F In−r
)
V∗. (2.11)
As usual, ﬁrst we provide a result referring to the rank.
Theorem 8. Let P,Q ∈ COPn . Then rk(In − PQ ) = ζ(PQ ) + ξ(PQ ).
Proof. In view of points (vi) and (vii) of Lemma, it can be veriﬁed that the Moore–Penrose inverse of
In − PQ is of the form
(In − PQ )† = V
(
(Ir − E)† 0
F(Ir − E)† In−r
)
V∗, (2.12)
with
(In − PQ )(In − PQ )† = V
(
PH 0
0 In−r
)
V∗ = (In − PQ )†(In − PQ ). (2.13)
Since rk(In − PQ ) = rk[(In − PQ )(In − PQ )†], from (2.13)weobtain rk(In − PQ ) = n − r + rk(H). Hence,
the assertion follows by utilizing points (ii) and (iv) of Theorem 1; see also formula (2.17) in [24]. 
The next result concerns nonsingularity of In − PQ and is a direct consequence of Theorem 8.
Corollary 7. Let P,Q ∈ COPn with PQ having representation (1.5). Then the following statements are
equivalent:
(i) In − PQ is nonsingular,
(ii) ξ(PQ ) = rk(PQ ),
(iii) H is of full row rank.
It is of interest to inquire when, if whenever, rk[(In − PQ )†] = tr[(In − PQ )†]. As is seen from the
following remark, the answer to this question is related to condition PQ ∈ COPn .
Remark 1. From (2.12) it is seen that tr[(In − PQ )†] = n − r + tr[(Ir − E)†], whereas from (2.13)wehave
rk[(In − PQ )†] = n − r + rk(H), and thus
tr[(In − PQ )†] − rk[(In − PQ )†] = tr[(Ir − E)†] − rk(H). (2.14)
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On account of [9, Chapter 4, Ex. 22], from the right-hand side formula in (1.6) combined with point (ii)
of Lemma, we get (Ir − E)† = (HH∗)†E−1. Since E−1 = Ir +HH∗, it further follows that
(Ir − E)† = (HH∗)† + (HH∗)†HH∗. (2.15)
Taking into account that the properties of the rank and trace of a matrix ensure that
rk(H) = rk(HH∗) = tr[HH∗(HH∗)†] = tr[(HH∗)†HH∗],
identity (2.15) entails tr[(Ir − E)†] = tr[(HH∗)†] + rk(H). In consequence, from (2.14) it is seen that
tr[(In − PQ )†] = rk[(In − PQ )†] if and only if H = 0, or, equivalently, PQ ∈ COPn ; see also point (v) of
Corollary 1 in [11].
According to Theorem 4.5 in [2], relationshipN(In − QP) =R(P) ∩R(Q ) is always satisﬁed. An
equivalent version of this condition, namely R(In − PQ ) =N(P) +N(Q ), was given in point (i) of
Corollary 2 in [11]. Thus, it is seen that
PN(P)+N(Q ) = (In − PQ )(In − PQ )† (2.16)
and
PR(P)∩R(Q ) = In − (In − PQ )(In − PQ )† (2.17)
are the orthogonal projectors ontoN(P) +N(Q ) andR(P) ∩R(Q ), respectively. Several alternative
formulae for PR(P)∩R(Q ) are given in Theorem 4 in [20], with
PR(P)∩R(Q ) = 2P(P + Q )†Q (2.18)
provided also by Groß [11, Corollary 3]. From (2.13) it follows that In − PQ ∈ CEPn , what ensures that
(In − PQ )† = (In − PQ )#; see Theorem 4 in [9, Chapter 4]. In consequence, on account of Ex. 7.10.16 in
[18], form ∈ N we have
lim
m→∞(PQ )
m = PR(P)∩R(Q ), (2.19)
what was observed in [11, Corollary 3]. Within the approach utilized in the present paper, from (2.13)
we get
PR(P)∩R(Q ) = V
(
QH 0
0 0
)
V∗, (2.20)
whence it is clear that
dim[R(P) ∩R(Q )] = tr(QH) = r − tr(PH) = rk(PQ ) − ξ(PQ ).
Another relevant observation is that combining (2.17) with (2.18) gives
In − (In − PQ )(In − PQ )† = 2P(P + Q )†Q . (2.21)
Formula (2.21) will be useful to proof the following theorem.
Theorem 9. Let P,Q ∈ COPn . Then PQ (PQ + QP)†QP = P(P + Q )†Q .
Proof. On account of points (iv) and (vi) of Lemma, formulae (1.5) and (2.4) yield
PQ (PQ + QP)†QP = V
(
1
2
QH 0
0 0
)
V∗. (2.22)
On the other hand, substituting matrix given in (2.13) into (2.21) leads to matrix P(P + Q )†Q of the
same form as the one on the right-hand side of (2.22). 
In a comment to Theorem 9 it is worthmentioning that PQ (PQ + QP)†QP is in fact the parallel sum
of PQ and QP, i.e.,
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PQ  QP = V
(
1
2
QH 0
0 0
)
V∗. (2.23)
In general, parallel sum of two matrices does not necessarily exist, but the existence of PQ  QP is
ensured by Theorem 6; see [3] or [21, Section 10.1.6].
One of the consequences of Theorem 9 is relationshipR(PQ ) ∩R(QP) =R(P) ∩R(Q ), which, as
can be shown by referring to the properties of a column space, holds regardless whether P and Q are
orthogonal or oblique projectors.
Considerations concerning the difference In − PQ are concluded by a theorem providing several
conditions equivalent to PQ ∈ COPn . One of the characterizations given therein refers to the set of
star-dagger matrices, deﬁned according to
CSDn = {K ∈ Cn,n:K∗K† = K†K∗}.
Theorem 10. Let P,Q ∈ COPn . Then the following statements are equivalent:
(i) PQ is an orthogonal projector,
(ii) In − PQ is normal,
(iii) In − PQ is a partial isometry,
(iv) In − PQ is star-dagger,
(v) (In − PQ )† is idempotent,
(vi) (In − PQ )† = In − PQ ,
(vii) tr[(In − PQ )2] = tr(In − PQ ),
(viii) tr(In − PQ ) = rk(In − PQ ).
Proof. For the proof of part (i) ⇔ (ii) observe that In − PQ is normal if and only if PQP = QPQ . Hence,
the equivalence holds on account of Theorem in [8].
To establish part (i) ⇔ (iii) simply note that from (2.11) and (2.12) it follows that In − PQ is a partial
isometry, i.e., satisﬁes (In − PQ )† = (In − PQ )∗ (see Theorem 5 in [9, Chapter 6]), if and only if F = 0,
or, in other words, PQ ∈ COPn .
Next we prove that PQ ∈ COPn ⇔ In − PQ ∈ CSDn . On account of point (vii) of Lemma, from (2.11)
and (2.12) it follows that
(In − PQ )∗(In − PQ )† = V
(
PH − F∗F(Ir − E)† −F∗
F(Ir − E)† In−r
)
V∗
and
(In − PQ )†(In − PQ )∗ = V
(
PH −(Ir − E)†F∗
FPH −F(Ir − E)†F∗ + In−r
)
V∗.
Hence, In − PQ ∈ CSDn if and only if F∗F(Ir − E)† = 0 and F = F(Ir − E)†. Combining these conditions
shows that In − PQ ∈ CSDn ⇒ F = 0. The converse implication holds trivially.
To establish part (v) ⇒ (i), note that from (2.12) it follows that (In − PQ )† ∈ CPn if and only if (Ir −
E)† ∈ CPn and F[(Ir − E)†]2 = 0. On account of point (vii) of Lemma, multiplying [(Ir − E)†]2 = (Ir − E)†
by Ir − E gives PH = (Ir − E)†. Hence, it follows that PH = Ir − E, or, in other words, QH = E. Since E is
nonsingular, we have QH = Ir , and, in consequence, H = 0. Part (i) ⇒ (v) is obvious.
Three equivalences left to be considered. To show that (vi) ⇒ (i) observe that comparing (2.11)
with (2.12) leads straightforwardly to conditions Ir − E = (Ir − E)† and F = −F(Ir − E)†. Combining
these two equalities gives 2F = FE, and with the use of the left-hand side formula in (1.6) we further
get F = −2FHH∗. On account of the right-hand side formula in (1.6), this condition can be rewritten in
the form H∗E = 2H∗EHH∗, from where, in view of point (ii) of Lemma and the nonsingularity of E, we
get HH∗ + 2HH∗HH∗ = 0. Hence, H = 0. Furthermore, implication (i) ⇒ (vi) also visibly holds.
Next we consider part (i) ⇔ (vii). Clearly, tr[(In − PQ )2] = tr(In − PQ ) is equivalent to tr[(PQ )2] =
tr(PQ ), where
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(PQ )2 = V
(
E2 0
FE 0
)
V∗. (2.24)
Thus, tr[(In − PQ )2] = tr(In − PQ ) ⇔ tr(E2) = tr(E). On account of point (i) of Lemma, the last equality
is equivalent to tr(F∗F) = 0, i.e., F = 0.
Finally, from (2.11) it follows that tr(In − PQ ) = n − tr(E). Combining this condition with Theorem
8 shows that the equality constituting point (viii) is satisﬁed if and only if tr(E) + ξ(PQ ) = ζ(PQ ) − n,
or, equivalently,
tr[(Ir +HH∗)−1] + rk(HH∗) = r. (2.25)
Let nowJ denote the set of those indexes j for which the jth eigenvalue of HH∗ is nonzero, i.e.,
J = {j: j ∈ {1, . . ., r} and λj(HH∗) > 0}.
IfJ is the set of indexes j for which λj(HH
∗) = 0, then
tr[(Ir +HH∗)−1] =
r∑
j=1
1
1 + λj
=
∑
j∈J
1
1 + λj
+
∑
j∈J
1
1 + λj
=
∑
j∈J
1
1 + λj
+ |J|,
where λj = λj(HH∗), j = 1, . . ., r. Clearly, |J| = rk(H) = rk(HH∗), and thus (2.25) can be equivalently
expressed as
∑
j∈J
1
1 + λj
+ |J| + |J| = r,
what means that∑
j∈J
1
1 + λj
= 0.
However, this condition is satisﬁed only if J = ∅ and, in consequence, we have H = 0. (Note that
equivalence (i) ⇔ (viii) is a part of point (v) of Corollary 1 in [11].) 
The present section is concluded by an observation that, unlike the difference In − PQ , the sum
In + PQ = V
(
Ir + E 0
F In−r
)
V∗
is necessarily nonsingular, with
(In + PQ )−1 = V
(
(Ir + E)−1 0
−F(Ir + E)−1 In−r
)
V∗.
3. Generalized inverses involving the product PQ
The next theorem provides several characterizations referring to the Moore–Penrose inverses of
the products of P and Q , and will be useful in further considerations.
Theorem 11. Let P,Q ∈ COPn . Then:
(i) (QPQ )† = (PQ )†(QP)†,
(ii) (PQ )†PQ = QP(QP)†,
(iii) (PQ )† = Q (PQ )†,
(iv) (PQ )† = (PQ )†P,
(v) PQ (PQ )† = P(PQ )†,
(vi) (QP)†QP = (QP)†P.
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Proof. Condition constituting point (i) follows straightforwardly from [9, Chapter 4, Ex. 22], whereas
equality in point (ii) is satisﬁed trivially on account of the properties of the Moore–Penrose inverse.
For the proofs of conditions (iii) and (iv) see the proof of Lemma 3 in [11]. Finally, the remaining two
equalities are established on account of easily seen implications (iii) ⇒ (v) ⇒ (vi). 
A list of conditions equivalent to PQ ∈ COPn , each of which involves the Moore–Penrose inverse of
the products of P and Q , is provided in what follows.
Theorem 12. Let P,Q ∈ COPn . Then the following statements are equivalent:
(i) PQ is an orthogonal projector,
(ii) PQ (PQ )† = PQP,
(iii) (PQ )† = P(PQ )†,
(iv) (PQ )† = Q (QP)†,
(v) (PQ − QP)† = (PQ )† − (QP)†,
(vi) (QPQ )† is an orthogonal projector,
(vii) tr[(PQP)†] = tr[(PQ )†].
Proof. For the proof of the equivalence (i) ⇔ (ii) observe that, in view of point (i) of Lemma, direct
calculations with the use of (1.4) and (1.5) lead to the conclusion that condition (ii) is satisﬁed if and
only if E ∈ CPr , or, equivalently, F = 0.
Regarding equivalences (i) ⇔ (iii) and (i) ⇔ (iv), only the sufﬁciency is to be established, for ne-
cessity is easily seen. To see that condition (iii) entails (i), observe that the following implications
hold
(PQ )† = P(PQ )† ⇒R[(PQ )†] ⊆R(P) ⇒R(QP) ⊆R(P) ⇒ PQP = QP.
Hence, on account of Theorem in [8], it follows that PQ = QP and, in consequence, PQ ∈ COPn .
Next, interchangingmatricesP andQ in point (v) of Theorem11 leads toQP(QP)† = Q (QP)†. Hence,
identity in point (iv) of the theorem can be rewritten in the form (PQ )† = QP(QP)†, showing that
(PQ )† ∈ COPn . In consequence, PQ ∈ COPn .
Further, from (1.4) it follows that
(PQ )† − (QP)† = V
(
0 H
−H∗ 0
)
V∗,
and, referring to (2.10), we obtain
(PQ − QP)† = (PQ )† − (QP)† ⇔ H = F†. (3.1)
Hence, in view of point (v) of Lemma, it is clear that the right-hand side equality in (3.1) is equivalent
to H = 0, what establishes part (i) ⇔ (v) of the theorem.
To show that conditions (i) and (vi) are equivalent as well, ﬁrst observe that, utilizing (1.4) and the
left-hand side formula in (1.6), point (i) of Theorem 11 leads to
(QPQ )† = V
(
E−1 0
0 0
)
V∗. (3.2)
Thus, (QPQ )† ∈ COPn ⇔ E = Ir , or, in other words, (QPQ )† ∈ COPn ⇔ H = 0.
Finally, for the proof of part (i) ⇔ (vii) notice that interchanging P and Q in point (i) of Theorem 11
leads to (QP)†(PQ )† = (PQP)†. Hence,
(PQP)† = V
(
Ir H
H∗ H∗H
)
V∗, (3.3)
and thus tr[(PQP)†] = r + tr(H∗H). Since from (1.4) it is seen that tr[(PQ )†] = r, it is clear that equality
constituting point (vii) is satisﬁed if and only if H = 0. The proof is complete. 
Unlike the Moore–Penrose inverse which exists for every matrix, the group inverse not necessarily
does. Thus, it is natural to ask whether the group inverse of PQ always exists. The answer to this
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question is afﬁrmative, and, by utilizing the present approach, this fact can be shown without much
effort.
Theorem 13. Let P,Q ∈ COPn with PQ having representation (1.5) and let m ∈ N. Then
(PQ )m = V
(
Em 0
H∗Em 0
)
V∗.
Proof. The result is established by applying mathematical induction with reference to PQ of the form
(1.5). 
Corollary 8. Let P,Q ∈ COPn and let m ∈ N. Then rk[(PQ )m] = rk(PQ ).
Remark 2. FromCorollary 8 it follows that, in particular, rk[(PQ )2] = rk(PQ ), i.e.,matrixPQ is of index
one, what is the necessary and sufﬁcient condition for the existence of the group inverse of PQ . From
Lemma in [6] it is seen that the following equivalences are satisﬁed
Cn,1 =R(PQ ) ⊕N(PQ ) ⇔R(PQ ) ∩N(PQ ) = {0} ⇔ dim[R(PQ ) +N(PQ )] = n,
and each of the equalities occurring therein is equivalent to the claim that (PQ )# exists; see also
Solutions 29-5.2–29-5.5 [IMAGE – The Bulletin of the International Linear Algebra Society 30 (2003)
p. 25] to IMAGE Problem 29-5 proposed by Groß and Trenkler [12] and [18, Ex. 5.10.12].
The representation of the group inverse of PQ given in (1.5) can be obtained bymeans of a full-rank
factorization. Namely, let K ∈ Cn,r and L ∈ Cr,n be given by
K = V
(
E
F
)
and L = (Ir : 0)V∗,
where (· : ·) denotes the columnwise partitioned matrix. Then, clearly, KL = PQ and LK = E. From
Theorem 3 in [9, Chapter 4] it follows that (PQ )# = K(LK)−2L, and, in consequence,
(PQ )# = V
(
E−1 0
H∗E−1 0
)
V∗. (3.4)
The next theorem provides two formulae for the group inverse of PQ .
Theorem 14. Let P,Q ∈ COPn . Then:
(i) (PQ )# = (QP)†(PQ )†(QP)†,
(ii) (PQ )# = [(QP)2]†.
Proof. In view of the left-hand side formula in (1.6), condition (i) follows straightforwardly from (1.4)
and (3.4).
For the proof of condition (ii) observe that (2.24) entails
(QP)2 = V
(
E2 EF∗
0 0
)
V∗, (3.5)
and substituting this relationship along with (3.4) into deﬁnition (1.1), with the use of point (ii) of
Lemma and the right-hand side formula in (1.6), shows that (PQ )# is the Moore–Penrose inverse of
(QP)2. 
A theorem below provides characterizations of PQ ∈ COPn involving the group inverse of PQ .
Theorem 15. Let P,Q ∈ COPn . Then the following statements are equivalent:
(i) PQ is an orthogonal projector,
(ii) (PQ )# is Hermitian,
(iii) (PQ )# is idempotent,
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(iv) tr[(PQ )#] = rk(PQ ),
(v) PQ (PQ )# = QP(PQ )#,
(vi) (In − PQ )# = In − (PQ )#,
(vii) tr[In − (PQ )#] = rk[In − (PQ )#].
Proof. From (3.4) it is seen that (PQ )# is Hermitian if and only if H = 0. Thus, part (i) ⇔ (ii) is
established. Further, from (3.4) it follows that
tr[(PQ )#] = tr(E−1) = tr(Ir +HH∗) = r + tr(HH∗),
and it is clear that statements (i) or (ii) are equivalent to statement (iv). For the proof concerning
statement (iii), observe that
[(PQ )#]2 = V
(
E−2 0
H∗E−2 0
)
V∗
is equal to (PQ )# if and only if E = Ir . It is thus seen that also for (PQ )# ∈ CPn it is necessary and
sufﬁcient that H = 0.
For the proof of the equivalences between condition (i) and the remaining three conditions given
in the theorem, note that if PQ ∈ COPn , then
PQ = V
(
Ir 0
0 0
)
V∗ = (PQ )#.
Thus, it is obvious that (i) ⇒ (v), (vi), (vii).
To show that (v) ⇒ (i) observe that from (1.5) and (3.4) it follows that equality constituting point
(v) is satisﬁed only if FE−1 = 0. Hence, F = 0.
To establish part (vi) ⇒ (i) note that, in view of the left-hand side formula in (1.6), from (3.4) we
have
In − (PQ )# = V
( −HH∗ 0
−H∗E−1 In−r
)
V∗, (3.6)
and, as already pointed out, (In − PQ )# = (In − PQ )†. Comparing (2.12) and (3.6) shows that condition
(vi) of the theorem is satisﬁed if and only if HH∗ = −(Ir − E)† and H∗E−1 = −F(Ir − E)†. Hence, we get
H∗E−1 = FHH∗, from where, with the use of formulae (1.6), if follows that H∗(Ir +HH∗) = H∗EHH∗.
Further, applying point (i) of Lemma we obtain H∗(E+HH∗) = 0. Since E is positive deﬁnite, the sum
E+HH∗ is nonsingular. In consequence, we get H∗ = 0, what entails PQ ∈ COPn .
In the ﬁnal step of the proof consider point (vii). From (3.6) it is clear that
tr[In − (PQ )#] = n − r − tr(HH∗)
and
rk[In − (PQ )#] = n − r + rk(HH∗).
Hence, tr[In − (PQ )#] = rk[In − (PQ )#] yields rk(HH∗) = −tr(HH∗), and thus H = 0. The proof is
complete. 
Unlike theMoore–Penrose inverse and group inverse, a g-inverse of a givenmatrix is in general not
unique. Nevertheless, it is of interest to inquire about conditions ensuring that the product Q (PQ )−P
is invariant with respect to the choice of (PQ )−.
Theorem 16. LetP,Q ∈ COPn and let (PQ )− ∈ PQ {1}.ThenQ (PQ )−P is invariantwith respect to the choice
of (PQ )− if and only if
R(P) ⊆R(PQ ) and R(Q ) ⊆R(QP). (3.7)
Proof. The assertion follows directly from point (iii) of Lemma 2.2.4 in [21]. 
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Theorem 16 is supplemented by a particular version of a g-inverse of PQ . Namely, as can be veriﬁed
by referring to deﬁnition (1.3),
(PQ )− = V
(
E−1 0
0 0
)
V∗
belongs to the set PQ {1}.
An alternative version of conditions given in (3.7) can be obtained on account of Ex. 4.2.12 in [18],
which ensures that
R(P) ⊆R(PQ ) ⇔R(P) =R(PQ ) (3.8)
and, analogously,
R(Q ) ⊆R(QP) ⇔R(Q ) =R(QP). (3.9)
Combining the equalities on the right-hand sides of equivalences (3.8) and (3.9) with Corollary 6.2 in
[17] leads to the conclusion that Q (PQ )−P is invariant with respect to the choice of (PQ )− if and only
if
R(P) ∩R⊥(Q ) = {0} and R(Q ) ∩R⊥(P) = {0},
or, equivalently,
R(P) ∩N(Q ) = {0} and R(Q ) ∩N(P) = {0}.
Another question of interest is when, if whenever, (QP)† ∈ PQ {1}. It turns out that the necessary
and sufﬁcient condition ensuring it is PQ ∈ COPn .
Theorem 17. Let P,Q ∈ COPn . Then (QP)† belongs to the set PQ {1} of all g-inverses of PQ if and only if PQ
is an orthogonal projector.
Proof. Direct calculations show that (QP)†, easily obtainable from (1.4), belongs to PQ {1} if and only
if E2 = E, or, equivalently, E = Ir . As already pointed out, another way to express this condition is
H = 0. 
4. Miscellaneous results
The next theorem provides four further characterizations of PQ ∈ COPn .
Theorem 18. Let P,Q ∈ COPn . Then the following statements are equivalent:
(i) PQ is an orthogonal projector,
(ii) rk(P + Q ) + rk(PQ ) = rk(P) + rk(Q ),
(iii) rk(2In − P − Q ) = ζ(PQ ),
(iv) rk[PQ : QP] = rk(PQ ),
(v) rk[In − (PQ )†(QP)†] = ζ(PQ ),
where (· : ·) denotes the columnwise partitioned matrix.
Proof. According to Theorem 2.11 in [24], for P,Q ∈ CPn ,
rk(PQ + QP) = rk(P + Q ) + rk(PQ ) + rk(QP) − rk(P) − rk(Q ).
Combining this relationship with Theorem 4, yields
ξ(PQ ) = rk(P + Q ) + rk(QP) − rk(P) − rk(Q ),
and hence, taking into account that rk(QP) = rk(PQ ), the equivalence (i) ⇔ (ii) is established.
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Since the proof referring to statement (iii) follows directly from Corollary 2.17 in [24], next we
consider statement (iv). In view of the properties of the rank of a matrix, we have
rk[(PQ : QP)] = rk
[
(PQ : QP)
(
QP
PQ
)]
= rk(PQP + QPQ ),
where, utilizing (1.5),
PQP + QPQ = V
(
2E2 + F∗F EF∗
FE FF∗
)
V∗. (4.1)
Point (i) of Lemma ensures that 2E2 + F∗F = E(Ir + E), and, since E is nonsingular, we can apply to (4.1)
Corollary 19.1 in [17]. In consequence,
rk[(PQ : QP)] = rk[E(Ir + E)] + rk[FF∗ − FE(Ir + E)−1F∗].
Observing that, on the one hand, rk[E(Ir + E)] = r, and, on the other hand, the following relationships
are satisﬁed
rk[FF∗ − FE(Ir + E)−1F∗] = rk{F[Ir − E(Ir + E)−1]F∗}
= rk{F[Ir − (E+ Ir − Ir)(Ir + E)−1]F∗}
= rk[F(Ir + E)−1F∗] = rk(F) = (H),
we arrive at the assertion.
Finally, we establish the proof concerning point (v). From (1.4) it follows that
In − (PQ )†(QP)† = V
(−HH∗ 0
0 In−r
)
V∗.
Hence, rk[In − (PQ )†(QP)†] = n − r + rk(H), and the equivalence (i) ⇔ (v) is easily seen. (Parentheti-
callynotice that, onaccountofpoint (i) of Theorem11, (PQ )†(QP)†=(QPQ )†.) Theproof is complete. 
Further relationships concerning ranks are given in the following.
Theorem 19. Let P,Q ∈ COPn . Then:
(i) rk[PQ (In − PQ )] = ξ(PQ ),
(ii) rk(In − QPQ ) = ζ(PQ ) + ξ(PQ ),
(iii) rk(QPQP) = rk(QPQ ) = rk(QP).
Proof. For the proof of condition (i) observe that (1.5) and (2.11) entail
PQ (In − PQ ) = V
(
K 0
L 0
)
V∗, (4.2)
where K = E(Ir − E) and L = F(Ir − E). With such a notation, from [9, Chapter 4, Ex. 22] it follows
that [E(Ir − E)]† = (Ir − E)†E−1. Hence, on account of points (iii) and (vii) of Lemma, we get KK† = PH.
Referring once again to Lemma, this time to its points (iii) and (vi), this further implies that KK†L∗ =
L∗, or, equivalently, R(L∗) ⊆R(K). This inclusion combined with Corollary 19.1 in [17] utilized with
respect to (4.2), shows that rk[PQ (In − PQ )] = rk(K). Since fromKK† = PH it follows that rk(K) = rk(H),
the assertion is established.
In view of point (i) of Lemma, PQ given in (1.5) yields
In − QPQ = V
(
Ir − E 0
0 In−r
)
V∗.
Hence, rk(In − QPQ ) = n − r + rk(Ir − E), and condition (ii) of the theorem is obtained on account of
rk(Ir − E) = rk(H), being a consequence of point (vii) of Lemma. Finally, the validity of the equalities
constituting point (iii) of the theorem is obvious by comparing (1.5), (3.2), and (3.5). 
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Observe that point (iii) of Theorem 19 ensures existence of the group inverse of QP. Furthermore,
from Theorem 8 and condition (ii) of Theorem 19 it follows that rk(In − PQ ) = rk(In − QPQ ). Another
consequence of condition (ii) of Theorem 19 constitutes the corollary below.
Corollary 9. Let P,Q ∈ COPn . Then rk(In − QPQ ) = ζ(PQ ) if and only if PQ is an orthogonal projector.
It is noteworthy that Corollary 9 corresponds to a particular version of point (i) of Theorem 10 in
[25].
The next observation concerns Proposition 2.1 in [15]. If A = PQ and B = QP, then condition
A∗A RS A∗Bgiven therein is equivalent toQPQ RS QPQP,whereRS denotes the ranksubtractivity
partial ordering introduced by Hartwig [14], and for K, L ∈ Cm,n deﬁned as
K RS L whenever rk(L − K) = rk(L) − rk(K).
Hence, it follows that
QPQ RS QPQP ⇔ rk(QPQP − QPQ ) = rk(QPQP) − rk(QPQ ),
and, in view of point (iii) of Theorem 19, we get
QPQ RS QPQP ⇔ QPQ = QPQP.
Applying now Theorem in [8] leads to
QPQ RS QPQP ⇔ PQ ∈ COPn .
An interesting property of E deﬁned by the left-hand side formula in (1.6) is given in what follows.
Short and transparent proof of this result constitutes yet another example of the usefulness of the
present approach.
Theorem 20. LetP,Q ∈ COPn withPQ having representation (1.5) and letm ∈ N. Then limm→∞ Em = QH.
Proof. Let rk(H) = t and let
H = R
(
 0
0 0
)
S∗ (4.3)
be a singular value decomposition of matrix H, with R ∈ CUr , S ∈ CUn−r , and  = diag(σ1, σ2, . . ., σt),
where σ1  σ2  · · · σt > 0 are singular values of H; see [18, p. 412]. From (4.3) it follows that
Em = (Ir +HH∗)−m = R
(
(It +2)−m 0
0 Ir−t
)
R∗
and
QH = Ir −HH† = R
(
0 0
0 Ir−t
)
R∗.
In consequence, the assertion will be established if we show that
lim
m→∞(It +
2
)−m = 0. (4.4)
Combining (2.19) and (2.20) with Theorem 13 leads to limm→∞ H∗Em = 0, what entails limm→∞(It +
2)−m = 0. Hence, it is seen that (4.4) holds and thus the proof is complete. 
The last ﬁve theorems deliver several further conditions equivalent to PQ ∈ COPn . The very next one
deals with a full-rank factorization of PQ . Suppose K ∈ Cn,r , L ∈ Cr,n are such that rk(K) = rk(L) = r
and provide a full-rank factorization of (PQ )†, i.e., (PQ )† = KL. Since (PQ )† is idempotent, matrices K
and L satisfy LK = Ir; see Lemma 2.2 in [16] or Lemma 2 in [9, Chapter 2]. On account of PQ = [(PQ )†]†
it is seen that
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PQ = L†K†, (4.5)
where L† = L∗(LL∗)−1 and K† = (K∗K)−1K∗. Observe that (4.5) is a full-rank factorization of PQ .
Theorem 21. Let P,Q ∈ COPn with PQ having a full-rank factorization (4.5). ThenK∗KLL∗ = Ir if and only
if PQ is an orthogonal projector.
Proof. According to Lemma 2.2 in [16] or Lemma 2 in [9, Chapter 2], product PQ of the form (4.5) is
idempotent if and only if K†L† = Ir , what can equivalently be expressed as (K∗K)−1K∗L∗(LL∗)−1 = Ir .
Since LK = Ir ⇔ K∗L∗ = Ir , the assertion follows. 
One of the characterizations given in the theorem below, refers to the notion of an involutory
matrix, which is attributed to those square matrices whose second power is equal to the identity
matrix. Observe that idempotency of (PQ )† ensures that 2(PQ )† − In is involutory.
Theorem 22. Let P,Q ∈ COPn . Then the following statements are equivalent:
(i) PQ is an orthogonal projector,
(ii) tr[(PQ )2] = tr(PQ ),
(iii) 2PQ − In is involutory,
(iv) 2PQ − In is unitary.
Proof. First observe that equivalence (i) ⇔ (ii) is a direct consequence of the part (i) ⇔ (vii) of
Theorem 10.
Next, direct calculations show that 2PQ − In is involutory if and only if PQ ∈ CPn (parenthetically
notice that this equivalence holds for any P ∈ Cn,m, Q ∈ Cm,n). Since P,Q ∈ COPn , from Theorem in [8]
it is seen that part (i) ⇔ (iii) is necessarily satisﬁed.
To establish equivalence between conditions (i) and (iv) observe that from the deﬁnition of the set
CUn it directly follows that 2PQ − In ∈ CUn if and only if PQP = 12 (PQ + QP) = QPQ . Hence, Theorem 2
in [7] leads to the assertion. 
The next theorem shows that representation (1.5) provides a powerful tool to investigate also
links between the classes of orthogonal and semi-orthogonal projectors. Recall that a semi-orthogonal
projector is understood as a matrix K ∈ Cn,n such that K∗K = (K + K∗)/2. The result below is related
to Theorem 3 in [13].
Theorem 23. Let P,Q ∈ COPn . Then the following statements are equivalent:
(i) PQ is an orthogonal projector,
(ii) PQ is a semi-orthogonal projector,
(iii) (PQ )† is a semi-orthogonal projector,
(iv) (PQ )# is a semi-orthogonal projector.
Proof. To show that (i) ⇔ (ii) observe that, trivially, PQ is a semi-orthogonal projector if and only if
QPQ = 1
2
(PQ + QP). This condition occurred already in the proof of Theorem 22, as being equivalent
to PQ ∈ COPn (or 2PQ − In ∈ CUn ).
The proof referring to statement (iii) follows by comparing (QP)†(PQ )†, being, on account of point
(i) of Theorem 11, of the form (3.3), with 1
2
[(PQ )† + (QP)†], given by
1
2
[(PQ )† + (QP)†] = V
(
Ir
1
2
H
1
2
H∗ 0
)
V∗.
Hence, it is clear that (PQ )† is a semi-orthogonal projector if and only if H = 0, i.e., PQ ∈ COPn .
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Finally, to establish part (i) ⇔ (iv), we utilize (3.4) to compare
(QP)#(PQ )# = V
(
E−2 + E−1HH∗E−1 0
0 0
)
V∗
with
1
2
[(PQ )# + (QP)#] = V
(
E−1 1
2
E−1H
1
2
H∗E−1 0
)
V∗.
Hence, the equivalence between statement (iv) and H = 0 is directly seen. 
The next two theorems demonstrate the applicability of the present approach to consider the
parallel sum of PQ and QP. In the ﬁrst of them we refer to the notion of a spectral norm of a matrix,
deﬁned for K ∈ Cm,n to be the number
∥∥K∥∥ = √λmax(K∗K), where λmax(·) is the maximal eigenvalue
of a matrix argument. For scalars α,β ∈ R, we deﬁne α  β = αβ/(α + β).
Theorem 24. Let P,Q ∈ COPn . Then
‖PQ  QP‖ ‖PQ‖ ‖QP‖. (4.6)
Moreover, ‖PQ  QP‖ = ‖PQ‖ ‖QP‖ if and only if PQ is an orthogonal projector.
Proof. Since the properties of the spectral norm ensure that ‖PQ‖ = ‖QP‖, we have
‖PQ‖ ‖QP‖ = ‖PQ‖‖QP‖‖PQ‖ + ‖QP‖ =
1
2
‖PQ‖,
where, on account of (1.5), ‖PQ‖ = √λmax(E). On the other hand, from (2.23) it is seen that
‖PQ  QP‖ =
∥∥∥∥
(
1
2
QH 0
0 0
)∥∥∥∥ ,
whence (4.6) holds if and only if 1 λmax(E). However,
λmax(E) = max
j
1
1 + λj(HH∗)
, j = 1, . . ., r,
showing that inequality (4.6) is always satisﬁed. Moreover, inequality sign in (4.6) can be replaced
by the equality sign if and only if maxj
1
1+λj(HH∗) = 1, j = 1, . . ., r. This is equivalent to the claim that
λj(HH
∗) = 0 for all js, which in turn means that H = 0. 
The next theorem is a counterpart of the previous one obtained by replacing spectral normby trace.
Theorem 25. Let P,Q ∈ COPn . Then
tr(PQ  QP) tr(PQ ) tr(QP). (4.7)
Moreover, tr(PQ  QP) = tr(PQ ) tr(QP) if and only if PQ is an orthogonal projector.
Proof. On account of (1.5) and (2.23), inequality (4.7) can be equivalently expressed as tr(QH) tr(E).
However, from QH = Ir − PH it follows that tr(QH) = r − rk(H), and thus it is clear that (4.7) provides
just another way of expressing inequality (2.2). In consequence, the proof of Theorem 2 is valid for the
present one as well. 
The paper is concluded be a remark demonstrating once again the usefulness of the approach
utilized. It refers to the fact that any K ∈ CPn , different from null and zero matrices, satisﬁes
‖K‖ = ‖In − K‖. (4.8)
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Actually, identity (4.8) remains valid also when K is a projector onto an inﬁnite dimensional Hilbert
space. Its applicability in numerical analysis was pointed out by Szyld [22], who, besides providing
some new proofs, recalled also several proofs of (4.8) scattered in the literature, some in simpliﬁed
versions. Nevertheless, it seems that the justiﬁcation of (4.8) obtained within our framework requires
much less effort than any other of the known proofs.
Remark 3. Within the present formalism, identity (4.8) can be rewritten in the form
‖(PQ )†‖ = ‖In − (PQ )†‖, (4.9)
where (PQ )† is deﬁned in (1.4). Since, ‖(PQ )†‖ = ‖(QP)†‖, on account of point (i) of Theorem 11, from
(3.2) it follows that ‖(PQ )†‖2 = λmax(E−1). On the other hand, direct calculations with the use of (1.4),
(3.3), and again point (i) of Theorem 11, show that
‖In − (PQ )†‖2 = λmax[In − (PQ )† − (QP)† + (PQP)†],
where
In − (PQ )† − (QP)† + (PQP)† = V
(
0 0
0 G−1
)
V∗,
with G = (In−r +H∗H)−1. Since,HH∗ andH∗H have the same nonzero eigenvalues, the validity of (4.9),
and thus also (4.8), is clear.
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