The satis ability (SAT) problem is a fundamental problem in mathematical logic, inference, automated reasoning, VLSI engineering, and computing theory. In this paper, following CNF and DNF local search methods, we introduce the Universal SAT problem model, UniSAT, that transforms the discrete SAT problem on Boolean space f0; 1g m into an unconstrained global optimization problem on real space E m . A direct correspondence between the solution of the SAT problem and the global minimum point of the UniSAT objective function is established. Many existing global optimization algorithms can be used to solve the UniSAT problems. Combined with backtracking/resolution procedures, a global optimization algorithm is able to verify satis ability as well as unsatis ability. This approach achieves signi cant performance improvements for certain classes of conjunctive normal form (CNF ) formulas. It o ers a complementary approach to the existing SAT algorithms.
Introduction
The satis ability (SAT) problem has three components 14, 28] :
A set of m variables: x 1 , x 2 , ..., x m . A set of literals. A literal is a variable (Q = x) or a negation of a variable (Q = x). A set of n distinct clauses: C 1 , C 2 , ..., C n . Each clause consists of only literals combined by just logical or (_) connectors.
The goal of the satis ability problem is to determine whether there exists an assignment of truth values to variables that makes the following conjunctive normal form (CNF ) formula satis able: C 1^C2^ ^C n ; (1) where^is a logical and connector.
The satis ability problem is fundamental in solving many practical problems in mathematical logic, inference, machine learning, constraint satisfaction, and VLSI engineering 12, 13, 21, 22, 19, 71, 77, 87] . Theoretically, the SAT problem is a core of a large family of computationally intractable NP-complete problems 14, 28] . Several such NP-complete problems have been identi ed as central to a variety of areas in computing theory and engineering. Therefore, methods to solve the satis ability problem play an important role in the development of computing theory and systems. There has been great interest in designing e cient algorithms to solve the SAT problem.
Traditional methods treat the SAT problem as a constrained decision problem. Many SAT algorithms and techniques have been developed. In this paper, we show how to translate the SAT problem into a continuous, unconstrained, global optimization problem. We then show how to use existing global optimization methods to solve the transformed problem. Experimental results and theoretical study indicate that these optimization methods achieve signi cant performance improvements for certain classes of conjunctive normal form (CNF ) formulas. The optimization method to the SAT problem o ers a complementary approach to the existing SAT algorithms.
The rest of this paper is organized as follows: In the next section, we give a general framework, an algorithm space, that puts existing SAT algorithms into a uni ed perspective. This is followed with a brief survey of the existing SAT algorithms. Section 3 gives some preliminaries that simplify our discussions. In Section 4, we discuss some basic SAT problem instance models. Section 5 shows the basic principles behind the local search and global optimization methods. Section 6 describeds local search algorithms to SAT problem. Unconstrained local search models are the basis to global optimization algorithms. Section 7 describes the universal SAT (UniSAT) problem models in real space. Global optimization algorithms to the SAT problem are presented in Section 8. Section 9 summarizes some theoretical results of global optimization algorithms for SAT problem. Experimental results of these global optimization algorithms and their performance comparisons with existing SAT algorithms are given in Section 10. Some future work for SAT research is discussed in Section 11. Finally, Section 12 concludes this paper. 
A Classi cation of SAT Algorithms
In this section, we introduce the algorithm space which is a useful tool to develop e cient search algorithms for the SAT problem. Following this, from algorithm space perspective, we give a brief survey of the existing SAT algorithms.
The Algorithm Space
Most search algorithms belong to discrete, combinatorial optimization. How do they relate to the continuous optimization methods in operations research? Can we solve a discrete search problem using a numerical algorithm in real space? For a given problem, how could one predicate the existence and performance of a particular algorithm from an existing algorithm? We believe a uni ed framework for search and optimization would shed light on developing e cient algorithms for a search problem. Figure 1 shows a basic algorithm space. It gives a uni ed framework for discrete search and continuous optimization algorithms in terms of variable domain and constraint strength 42, 47] . Some typical SAT algorithms are given in the gure as examples. The left half plane and the right half plane in the gure represent a discrete search domain and a continuous search domain, respectively. In discrete search domain, variables, values, constraints, and the objective functions are de ned with discrete values. Discrete, constrained search methods include consistency checking algorithms 47, 76, 78, 104] . A typical discrete, unconstrained search technique is local search 34, 37, 41, 98, 99, 100] . In a continuous search domain, variables, values, constraints, and the objective functions are de ned quantitatively. Typical constrained and unconstrained optimization techniques include numerical global optimization methods in operations research. Most constrained search methods have unconstrained versions. Most discrete search algorithms have continuous optimization counterparts. For instance, discrete consistency algorithms 47, 76, 78, 104] are constrained algorithms. If one formulates the amount of \inconsistency" in the problem into an objective function, an unconstrained, local search method often solves the problem e ciently 98, 99, 100, 34, 37, 41] . Furthermore, local search operates in a discrete search space. By extending a search problem into a real search space, constrained and unconstrained global optimization algorithms can be developed to solve SAT problem 5, 34, 38, 57, 66, 65] .
The algorithm space provides a uni ed and global perspective to the development of search and optimization algorithms for the SAT problem. For a given search problem in general, if one can nd an algorithm in one quadrant, then one could possibly nd a ne algorithms in other quadrants. As shown in Figure 1 , once we had consistency algorithms and local search algorithms for the SAT problem, it would be natural to think about unconstrained optimization algorithms for the SAT problem since that right-top quadrant was empty | something must be put there to meet the natural symmetry. This was our original incentive to develop unconstrained optimization algorithms for the SAT problem. Similarly, some continuous, constrained algorithms for the SAT problem, such as integer linear programming, would t into the right-bottom quadrant in Figure  1 .
More comprehensive algorithm spaces for SAT problem that incorporate algorithm completeness and parallelism were given in 42, 47] (see Figure 2 ).
Basic SAT Algorithm Classes
Following the algorithm space, a number of major SAT algorithm classes can be classi ed 42]. They are given in Figure 3 in its chronological order. Most existing SAT algorithms can be grouped into these categories.
Discrete, constrained algorithms. Algorithms in this category treat the SAT problem as a constrained decision problem, solving the problem with discrete search and inference procedures. One straightforward way to solve the SAT problem is to enumerate all possible truth assignments to see if one satis es the formula. Many improved techniques, such as consistency algorithms 47, 76] In this approach, the number of unsatis able CNF clauses or the number of satis able DNF clauses is formulated as the value of the objective functions, so the SAT problem is transformed into a discrete, unconstrained minimization problem to the objective function. Local search is a major class of discrete, unconstrained search methods 34, 37, 38, 39, 41, 47, 48] . It can be used to solve the transformed problem (see Section 6) . A special case of local search is simulated annealing 55]. Constrained programming algorithms. Methods in this class were developed based on the fact that the SAT problem can be written as integer program and one could try to solve it as a linear programming problem 5, 57, 58, 66, 68, 81, 105] . Many approaches, including branchand-bound 5], cutting plane method 58, 56], branch-and-cut 59], interior point algorithm 68], and improved interior point algorithm 95] have been proposed to solve the integer program representing the inference problem. Researchers found integer programming methods faster than resolution for certain classes of problems but they do not possess robust convergent property and often fail to solve hard satis ability problems 5, 57, 58, 66, 68] . Unconstrained, global optimization algorithms. Special models are formulated that transform a discrete SAT problem on Boolean space f0; 1g m into a quantitative, unconstrained UniSAT problem on real space E m . Thus, the original decision problem is transformed into an unconstrained global optimization problem which can be solved by existing global optimization methods 34, 45, 37, 38, 40, 47] (see Section 8).
In practice, most sequential search algorithms can be mapped onto parallel computing machines, producing parallel search algorithms. Accordingly, there are four classes of parallel algorithms for the SAT problem (see Figure 2 (A)): Figure 2 (b), the existing SAT algorithms can be grouped into eight algorithm classes in terms of an algorithm space incorporating algorithm's completeness.
Preliminaries
To simplify our discussion, throughout this paper, let: F be a CNF or DNF 3 
In matrix calculations, the gradient is considered to be a row vector.
If f has second partial derivatives which are continuous on this set, we de ne the Hessian of f at y to be the m m matrix denoted by
The norm of a vector y on E m is de ned by
We will call a y 2 E m with f(y) = 0 a solution of f, denoted as y .
Two aspects of the iterative optimization algorithms are global convergence and local convergence rate 75]. Global convergence concerns, starting from an initial point, whether the sequence of points will converge to the nal solution point. Local convergence rate is the rate at which the generated sequence of points converges to the solution.
SAT Problem Models
Problem instances are used to test the performance of SAT algorithms. The following SAT problem models are often used by researchers in the area. The rst two models generate random CNF formulas. The use of randomly generated problem instances is a common technique in algorithm design 15, 31, 58, 59, 68, 69 ].
1. The exact l-SAT model. In the exact l-SAT model, a randomly generated CNF formula consists of independently generated random clauses. Each clause contains exactly l literals.
Each literal Q is uniformly chosen from X = fx 1 ; : : : ; x m g without replacement, i.e., for x i 2 X, Pr Q = x i ] = 1=jXj, where jXj denotes the number of elements in X, and then Q is negated with probability p. Similar models were used in 26, 34, 38, 41, 93] .
2. The average l-SAT model. In the average l-SAT model, a randomly generated CNF formula consists of independently generated random clauses. Each of the m variables occurs positively with probability p=2, negatively with probability p=2, and is absent with probability 1 ? p. The There are two basic and related concepts, the hardness of the SAT problem instances and the hard-and-easy distributions of the SAT problem instances. They are essential to understanding the di culty of the SAT problem instances.
Informally, the hardness of the SAT problem instances refers to the satis able and unsatis able (sat/unsat) boundary of the SAT problem instances (see Figure 4) . The hardness of the SAT problem instances is an intrinsic property of the problem instances and is determined by the SAT problem models. Generally, for the randomly generated CNF formulas, the hardness of the SAT problem increases, up to a point, when n=m increases or the number of literals l (l > 3) in each clause decreases. That is, fewer literals and larger number of clauses reduce the possibility of making all clauses jointly satis able. The 3-SAT problem is thought to be a di cult problem to solve. An informal indication of hardness can be derived from the percentage of sat/unsat statistics.
The hard-and-easy distributions of the speci c SAT problem instances refer to the distributions of the SAT problem instances in terms of algorithms. That is, such distributions not only depend on the inherent hardness of the SAT problem models and also on the functionality of the algorithms used to solve the problem. The results of hard-and-easy distributions of an algorithm cannot be generalized to a di erent algorithm. An informal indication of hard-and-easy distributions can be derived from computing times of the SAT algorithms for the given problem instances. As an analogy, assume that \the problem instance" to be solve is to go to New York and \the SAT algorithms" available are the alternative tools of traveling. Then, ying to New York is much easier than walking to New York. So, the di culty of \going to New York" depends on tools of traveling as well. The \running time" of ying to New York can be a few hours but the \running time" of walking to New York could be several thousands hours.
Optimization: An Iterative Re nement Process
Optimization has been an important unifying theme that cuts across many areas in science, engineering, management, industry, transportation, and other areas. The concept of optimization is well rooted as a principle underlying the analysis of many complex decision problems. When one deals with a complex decision problem, involving the selection of values to a number of interrelated variables, one should focus on a single objective (or a few objectives) designed to qualify performance and measure the quality of the decision. The core of the optimization process is to minimize (or maximize) the objective function subject to the constraints imposed upon the values of the decision variables by the problem.
Most optimization algorithms are designed as an iterative re nement process. Typically, in seeking a vector that solves the optimization problem, an initial vector y 0 is selected and the algorithm generates an improved vector y 1 . The process is repeated and an even better solution y 2 is found. Continuing in this fashion, a sequence of ever-improving points y 0 , y 1 , ..., y k , ..., is found that approaches a solution point y . This is the basic ideas of local search and global optimization algorithms for the SAT problem.
Local Optimization
Local search, or local optimization, is one of the primitive forms of continuous optimization in the discrete search space. It was one of the early techniques proposed to cope with the overwhelming computational intractability of NP-hard combinatorial optimization problems.
Given a minimization (maximization) problem with object function f and feasible region R, a typical local search algorithm requires that, with each solution point x i 2 R, there is a prede ned neighborhood N(x i ) R. Given a current solution point x i 2 R, the set N(x i ) is searched for
). If such a point exists, it becomes the new current solution point, and the process is iterated. Otherwise, x i is retained as a local optimum with respect to N(x i ). Then, a set of feasible solution points is generated, and each of them is \locally" improved within its neighborhood. To apply local search to a particular problem, one need only to specify the neighborhood and the randomized procedure for obtaining a feasible starting solution. Local search is very e cient in several aspects. First, at the beginning of the search, using a full assignment of all variables in the search space, it reduces an exponential growth search space to a much manageable one. Secondly, it searches for improvement within its local neighborhood using a testing for improvement and, if there is any improvement, takes an action for improvement. Since the object function has a polynomial number of input numbers, both \testing" and \action" are relatively e cient and often perform very well for a search problem. A major weakness of local search is that the algorithm has a tendency of getting stuck at a locally optimum con guration (i.e., a local minima).
Many search techniques, such as statistical optimization 16, 91] , simulated annealing 70], stochastic evolution 89], and con ict minimization 98, 100], are either local search or variations of local search. Local search is one among very few successful techniques for combinatorial optimization. For most search problems encountered, in terms of computing time and memory space, local search often achieves many orders of magnitude of performance improvement 37, 41, 86, 99, 100].
Global Optimization
Global optimization is also referred as global search in some area. Global optimization is concerned with the characterization and computation of global minima and maxima of unconstrained nonlinear functions and constrained nonlinear problems. Global optimization problems belong to the class of NP-hard problems.
Both local search and global optimization aim at solving a minimization (maximization) problem. They di er only in the way that the objective function is reduced: local search accepts any solution point as long as it reduces the value of the objective function; global optimization only admits a solution point that yields the minimum value to the objective function. This remarkable distinction shows that local search is a nondirective, qualitative global optimization and global optimization is a directed, quantitative local search.
Many search problems are discrete in nature. How does one use continuous optimization techniques to solve a discrete search problem? There are many ways to do so. First, we can directly supply the discrete values to the continuous variables as constraints to the given problem. Second, we can encode the discrete values and add them into the objective function. Third, most discrete values can be given as a separate instance of a function with the special interpretation of its values. The last, as described below, we can apply the carrier principle and make a mixed mode global optimization.
In a telecommunication system, a speech signal can not be transmitted directly. Before transmission, a modulator adds the speech signal on a high frequency signal called carrier signal. The carrier signal carries the speech signal during the transmission. At the receiver side, a demodulator takes the speech signal away from the carrier signal. Using the carrier principle for mixed mode optimization, we simply put a discrete search problem into a real search space with continuous variables. The problem is then solved by a global optimization technique. Finally, the results of continuous variables are decoded back to their discrete counterparts which, after veri cation, are taken as the solution to the original search problem.
In the next section, we will brie y describe some local search models and algorithms for the SAT problem. They are the essential basis to the global optimization algorithms for the SAT problem.
Local Search Algorithms
Local search algorithms are a major class of the discrete, unconstrained optimization algorithms in the discrete search space. In local search, the number of unsatis able CNF clauses or the number of satis able DNF clauses is formulated as the value of the objective functions, so the SAT problem is transformed into a discrete, unconstrained minimization problem to the objective function 34, 37, 38, 39, 41, 47, 48].
A Discrete, Unconstrained Optimization Model for CNF Formulas
Some discrete local search algorithms were developed based on a discrete, unconstrained optimization model, the SAT1 model, for CNF formulas 34, 37, 38, 41, 48] . In this model, the truth values assigned to the variables are de ned as:
False if x i = ?1
The objective function in SAT1 model is de ned as:
where C i (x) is an unsatis able clause, i.e., C i (x) evaluates to False. F(x) gives the number of unsatis able clauses as its objective value. The SAT1 model is a discrete, unconstrained optimization model for SAT problem expressed in CNF formulas. Its dual model, the SAT4 model (see Section 6.3), is a discrete, unconstrained optimization model for DNF formulas.
Local Search Algorithms for SAT Problem
A typical CNF local search algorithm for the SAT problem is shown in Figure 5 . It consists of an initialization stage and a search stage. In this algorithm, at the beginning of search, a SAT problem instance is generated. An initial solution point is chosen. The number of unsatis able clauses is computed and is assigned as the value of the objective function. During a single iterative search step, the test to see if the object function can be minimized is performed by function test swap(). If this is true, the minimization operation is performed by procedure perform swap(), followed by operation evaluate object function() that updates the object function. The algorithm terminates when a solution of the SAT problem is found. In practice, during the search, the algorithm could be stuck at a locally optimum point. To improve the convergent performance of the algorithm, one or more local handlers may be added. The run time of the SAT1:0 algorithm is O(klmn).
Many local search algorithms have been developed 34, 37, 38, 41, 47, 48] . SAT1:1 algorithm is a greedy local search algorithm. SAT1:2 algorithm is a local search algorithm with monotonic con ict minimization. SAT1:3 algorithm is a greedy local search with perturbation. SAT1:4 is a local search algorithm for DNF formulas. SAT1:5 uses local tracking to avoid being trapped into a local loop. SAT1:6 to SAT1:10 are improved local search algorithms developed to speed up the computation.
A typical parallel local search algorithm, the SAT1:6 algorithm, was given in 34, 44, 41] . alternative ways of grouping \variables" or \clauses" together. The SAT1:6 algorithm needs not necessarily be run on a parallel computer. By taking advantage of bit-level parallelism, we can pack many Boolean data into the bits of a computer word and evaluate them simultaneously on a sequential computer 34, 44, 41, 47, 101] . SAT1:6 algorithm can be used in conjunction with backtracking/resolution procedures to verify satis ability and unsatis ability. In SAT1:7 algorithm, literals in each clause are packed into the 32 bits of a computer word. Since all the literals in each clause can be evaluated in parallel, the run time of the SAT1:7 algorithm is O(kmn).
If we put local search algorithms into a variety of complete search framework, for any given CNF formula, they are able to verify satis ability as well as unsatis ability e ciently. SAT1:10 to SAT1:20 are e cient and complete SAT algorithms developed to solve hard and practical engineering applications 34, 35, 41, 47] . Some of the algorithms combine parallel local search with resolution/backtracking procedures, achieving computing e ciency and search completeness. For a complete local search algorithm, if at a node of search tree a solution point is found unsatis able, then the algorithm backtracks and searches the next solution point until a solution is found or unsatis ability is proven.
A Discrete, Unconstrained Optimization Model for DNF Formulas
Using the well-known DeMorgan laws, we obtain a discrete, unconstrained optimization model, the SAT4 model, for DNF The objective function in SAT4 model is de ned as:
where each literal is a negation of the corresponding literal in the CNF formula.
The SAT4 model is a dual model to the SAT1 model. It is an important model that transforms a CNF formula into a DNF formula. In the next section, we extend the SAT4 model into real space and develop universal SAT problem model, UniSAT, for the SAT problem. This has resulted in many unconstrained, global optimization algorithms for the SAT problem.
7 UniSAT: The Universal SAT Problem Models Using a global optimization method to solve the SAT problem, special models are formulated that transform a discrete SAT problem on Boolean space f0; 1g m into a continuous SAT problem on real space E m . Thus, this discrete decision problem is transformed into an unconstrained, global optimization problem which can be solved by existing global optimization methods 34, 45, 38, 40] . In this section, we describe some universal transformation models for the SAT problem.
A transformation model a ects the performance of an optimization algorithm. Sometimes the representation of a search problem in discrete space can be restricted. Discrete variables deliver limited heuristic information a search process is thus constrained. If we extend the discrete search space into real space, then, each solution point and the objective function can be characterized quantitatively. Furthermore, by encoding the solution of the SAT problem into the object function, a direct correspondence between the solutions of the SAT problem and the global minimum points of the object function can be established. Subsequently, the SAT problem is transformed into an unconstrained global optimization problem on E m .
The Universal DeMorgan Laws
To use global optimization techniques for the SAT problem on a real space, we need the following operations to extend the well-known Boolean DeMorgan Laws into the universal DeMorgan Laws on real space E m .
Operator generalization. We rst replace Boolean _ and^operators with real operators + and , respectively:
A + B + C = A B C (10) A B C = A + B + C + (11) Variable generalization. Following the SAT4 model, we extend Boolean variables x (x 1 ; x 2 ; :::; x m ) on Boolean space f0; 1g m to real variables y (y 1 ; y 2 ; :::; y m ) on real space E m . The correspondence between x and y is de ned as follows (for 1 i m):
True The UniSAT models transform the SAT problem from a discrete, constrained decision problem into an unconstrained global optimization problem 34, 45, 40, 37] . A good property of the transformation is that UniSAT models establish a correspondence between the global minimum points of the objective function and the solutions of the original SAT problem. A CNF F(x) is true if and only if f(y) takes the global minimum value 0 on the corresponding y.
Basic UniSAT Problem Models
Many UniSAT problem models were developed. A variety of objective functions with polynomial, logarithm, and exponential formations were studied. For the sake of simplicity, we give some typical UniSAT problem models. From the above theorem, the optimization process for solving the UniSAT7 problem can be stopped when a vector y2 E m with f(y) < 1 is found.
The translation of SAT problem into a nonlinear program is quite di erent from the integer program approach. In integer programming approach, one views the SAT problem as a 0/1 integer programming problem and tries solving it as a linear programming problem 5, 57, 58, 66, 68, 105] . If the solution is non-integer, one rounds o the values to the nearest integers and checks whether this corresponds to a solution of the original problem. If the rounded o values do not correspond to a solution, one computes another solution of the linear programming problem. In the UniSAT formulations, any solution to the nonlinear programming problem can be shown to correspond to some solution of the SAT problem (assuming a satis able assignment exists).
Although nonlinear problems are intrinsically more di cult to solve, an unconstrained optimization problem is conceptually simple and easy to handle. Many powerful solution techniques have been developed to solve unconstrained optimization problems, which are based primarily on calculus or simple accounting, rather than on algebra and pivoting, as in the simplex method.
Global Optimization Algorithms for SAT Problem
Local search proceeds by taking any solution point that decreases the value of the object function as the next solution point. There are many neighboring solution points at each stage of the search. Local search does not take into account its neighbors' relative performance to the object function. A natural heuristic is to globally select the best neighbor that yields the minimum value to the object function and take this best neighbor's direction as the descent direction of the object function. In a real search space, many global optimization algorithms make use of best-neighbor heuristics.
Many families of unconstrained global optimization algorithms for the UniSAT problem have been developed during the past eight years 34, 45, 38, 40] . In this section, we rst describe a general global optimization algorithm for the SAT problem. We then give several typical global optimization algorithms for the SAT problem.
An Unconstrained Global Optimization Algorithm for SAT Problem
A general optimization algorithm for the SAT problem, the SAT6:0 algorithm, is given in Figure   6 34, 37, 38, 45]. The algorithm works in the following several stages.
Initialization. To start, procedure obtain a SAT instance() initializes a SAT problem instance or it reads in a practical SAT problem instance. An object function, f, or a set of object functions, f, is formulated according to a given UniSAT model. The SAT problem thus becomes a minimization problem to the object function. To begin, procedure select an initial solution() selects an initial starting point y 0 2 E m . The corresponding value of the object function, f(y 0 ), is evaluated by function evaluate object function().
Global Optimization. The optimization process is an iterative minimization process to the object function. Function test min() tests if the value of the object function can be minimized. If this is true, the minimization operation is performed by the procedure perform min(), followed by evaluate object function() that updates the value of the object function. Often procedures test min(), perform min(), and evaluate object function() are performed in a whole without clear distinction.
Depending on the global optimization strategy, the object function can be minimized in one dimension or in more than one (up to m) dimensions. Methods able to optimize f in one dimension include line search methods, the coordinate descent methods, and coordinate Newton's methods.
Methods that optimize f in more than one dimensions include the steepest descent methods, multidimensional Newton's methods, and many others. (29) if the object function f is di erentiable, or evaluating f (y 1k ; y 2k ; :::; y ik + h; :::; y mk ) ? f (y 1k ; y 2k ; :::; y ik ; :::; y mk ) h (30) if the object function f is continuous but not di erentiable.
A typical multi-dimension global optimization method is the steepest descent method. In this case, the descent direction can be found by selecting k that minimizes f(y k ? k rf(y k ) t ):
The new solution point is then y k+1 = y k ? k rf(y k ) t . Often we may directly use gradients to
where is a convergence control factor.
Termination. As the iterative improvement progresses, a global minimum point may be approached gradually. The closeness between the present solution point and the global minimum solution point can be tested by solution point testing or objective value testing. Procedure close to solution() performs the closeness testing.
If the present solution point is su ciently close to a global minimum point, procedure approximate() performs the round-o operation (as de ned in (21) and (28)). This converts a solution point y in real space E m to a solution point x in Boolean space f0; 1g m which may be a solution of the original SAT problem. Procedure solution testing() takes the solution generated from procedure approximate() and substitutes it into the given CNF formula to verify its correctness.
In practice, the search process could be stuck at a locally optimum point. To improve the convergence performance of the algorithm, one or more local handlers may be added. In the basic SAT algorithm, a simple local handler that negates the truth values of up to m variables was used.
It has e ectively improved the convergence performance of this algorithm. 
where k is the number of while loops executed which is determined by the nature of the problem instances.
Space. There is not any large data storage in the SAT6:0 algorithm. The major space required is to store n clauses. Most of the SAT algorithms were implemented in a space-e cient way. Literals in each clause are coded using a 2-dimensional linked list array, so the total space taken for the algorithm is O(nl).
Any existing unconstrained global optimization methods can be used to solve the UniSAT problems (see textbooks and literature). Depending on global optimization strategies used, we have developed many optimization algorithms for the SAT problem. These include the basic algorithms (SAT 6 family), steepest descent methods (SAT 7 family), modi ed steepest descent methods (SAT 8 family), newton methods (SAT 10 family), quasi-newton methods (SAT 11 family), descent methods (SAT 14 family), cutting-plane methods (SAT 15 family), conjugate direction methods (SAT 16 family), ellipsoid methods (SAT 17 family), homotopy methods (SAT 18 family), and linear programming methods (SAT 21 family). In each algorithm family, di erent approaches and heuristics can be used to design objective functions, select starting initial points, scramble search space, formulate higher order local handlers, de ect descent directions, utilize parallelism, and implement hardware architectures to speed up computations.
In the following, we give three speci c global optimization algorithms for the SAT problem.
The SAT14:5 Algorithm
Based on a coordinate descent method 75], in Figure 7 , we give a simple algorithm, the SAT14:5 algorithm, for the UniSAT5 problem. The kernel of the SAT14:5 algorithm is a minimizer which minimizes the object function f by the coordinate descent method. Several versions of the SAT14:5 algorithms were implemented. The SAT14:6 algorithm is a bit parallel SAT14:5 algorithm with decision control on null local gain factors. Since local gain factors can be evaluated in parallel in O(n) time, the run time of the SAT14:6 algorithm is O(knm).
The SAT14:7 Algorithm
Combined with coordinate descent and gradient methods 73, 75] , in Figure 8 , we give a SAT14:7 algorithm for the UniSAT7 problem on E m . The kernel of the SAT14:7 algorithm is a minimizer which minimizes the object function by the coordinate descent method.
In practice, to optimize the function f 1 is more e cient than to optimize the function f for the UniSAT7 problem. Given the object function f 1 on E m , the SAT14:7 algorithm initially chooses (28) is performed to nd the solution.
In practice, before f 1 < 1, the algorithm could be stuck at a local minimum point. To overcome this problem, a local handler is added in the SAT14:7 algorithm. In the local handler, a new initial vector y is generated.
The run time of the SAT14:7 algorithm can be estimated as follows. The initial portion and the computation of f 1 (y) take O(ln) time. In one iteration of the while loop, minimizing f 1 (y) with respect to one variable can be computed in O(ln) time, and thus, the minimizer takes O(lmn) time. Clearly, one execution of the local handler takes O(m) time. Summarizing the above, the run time of the SAT14:7 algorithm is O(klmn), where k is the iteration times of the while loop. The experimental results show that the iteration times of the while loop for optimizing f 1 is less than that for f.
Using the results of the iteration times in 50], the value of k is expected to be O(log(m + n)) and the average time complexity of the SAT14:7 algorithm is expected to be O(lmn log(m + n)) if the SAT14:7 algorithm is not stuck at a local minimum point.
One of the SAT14:7 algorithms was implemented for a weighted UniSAT7 model 51]. The results were reported elsewhere.
Complete Global Optimization Algorithms
The SAT14:5, SAT14:6, and SAT14:7 algorithms are incomplete algorithms. In order to achieve computing e ciency and search completeness, in SAT14:11 to SAT14:20 algorithms, we combine global optimization algorithms with backtracking/resolution procedures and make them complete. Therefore, they are able to verify satis ability as well as unsatis ability. Most of our global optimization algorithms have been built with backtracking/resolution procedures. Figures 9 and 10 give two typical backtracking global optimization algorithms.
For SAT problem per se, backtracking is able to verify unsatis ability quickly for certain classes of problems but is slow when it comes to verifying satis ability, as all possible resolutions need to be tried out before concluding that the inference relation holds or that the problem is satis able. From our experience, a combined global optimization algorithm with backtracking/resolution procedures would perform well for certain classes of satis able and unsatis able problem instances.
Recently some researchers investigated the number of solutions in the SAT problem instances. Dubois gave a combinatorial formula computing the number of solutions of a set of any clauses 23]. Dubois and Carlier also studied the mathematical expectation of the number of solutions for a probabilistic model 24]. For an incomplete SAT algorithm, the number of solutions has a strong e ect on its computing e ciency. For a complete SAT algorithm, however, the number of search levels plays a crucial role. So in SAT14:11 to SAT14:20 algorithms, the number of solutions be- 
E ciency Estimation
From the convergence properties given above, we can roughly estimate the e ciency of the steepest descent method and the coordinate descent method for solving the UniSAT7 problem 50].
Let fy k g be a sequence of vectors generated by the steepest descent method that convergences to a solution point y , the UniSAT7 problem can be solved in O(log(n + m)) iterations by the steepest descent method on the assumption that the algorithm is not stuck at a local minimum point. Let fy k g be a sequence of vectors generated by the coordinate descent method where at each stage the coordinate corresponding to the largest (in absolute value) component of the gradient vector is selected (the Gauss-Southwell Method 75] ) that converges to a solution point y , the UniSAT7 problem can be solved in O(m log(n + m)) iterations by the coordinate descent method on the assumption that the algorithm is not stuck at a local minimum point.
Average Time Complexity
We have made some preliminary analysis of the average time complexity of some global optimization SAT algorithms 49]. It shows that, the SAT14:5 algorithm, with probability at least 1?e ?m , nds a solution within k = O(m(log m) 2 ) iterations of the while loop for a randomly generated satis able CNF formula with l 3 and n=m 2 l =l, where < l is a constant. From this and the fact that the run time of procedure enumerate() is O(2 m ), the average time complexity of the SAT14:5 algorithm is 
Experimental Results
In this section, we give experimental results of a simpli ed SAT14:6 algorithm and a SAT14:16 algorithm which is a backtracking/resolution version of the SAT14:6 algorithm 34, 45, 36, 46] . We will test these algorithms with various SAT problem instance models including Pehoushek's problem Table 1 . The number of clauses (n), the number of variables (m), and the number of literals per clause (l), are give in the rst three columns. Column 4 (Global) indicates the number of times that the algorithm succeeds in nding a solution, i.e., a global minimum point. Column 5 (Local) indicates the number of times that the algorithm was stuck at local minimum points.
From these results we can observe that, in terms of global convergence and local convergent rate, the SAT14:6 algorithm exhibits good convergent properties and fast computing speed. Because SAT14:6 algorithm is based on SAT4 and UniSAT5 models (Sections 6.3 and 7.2), it is much faster than most sequential local search algorithms and has comparable performance to parallel local search algorithms, such as the SAT1.6 algorithms 34, 41, 42]. As discussed in Section 9.3 and 49], beyond a certain range of hardness, for example, for n = 8500; m = 1000, and l = 4, the computing time of the SAT14:6 algorithm starts to increase. 2) The Probabilistic Behavior of the SAT14:6 Algorithm. The SAT14:6 algorithm uses a probabilistic local handler. Table 2 . Ten algorithm executions were made for each algorithm. The minimum, maximum, and average execution times are reported. Because the Davis-Putnam algorithm was slow for large problem instances, a maximum execution time of 120 n=m seconds was set as the time limit of its execution. Symbol \S/F" in Column 4 stands for algorithm's success/failure of giving an answer within such a time limit. For the Davis-Putnam algorithm, the average execution time does not include the maximum execution time limit if some of the ten executions were successful; the average execution time was taken as the maximum execution time limit only if all ten executions were failed. From numerous algorithm executions, we have observed that, for random problem instances listed in the table, the Davis-Putnam algorithm was approximately hundreds to thousands times slower than the SAT14:6 algorithm. As the hardness of the problem instances increases, the number of failure, F, increases quickly. For some slightly hard problem instances, such as n = 5000; m = 500, and l = 5, all ten algorithm executions failed after a reasonably long time limit. Due to its O(n O(m=l) ) average run time complexity, even for some fairly easy problem instances, such as n = 10000; m = 1000, and l = 10, the Davis-Putnam algorithm took an excessive amount of time to nd a solution. In comparison, the SAT14:6 algorithm was successful for all ten executions. It was able to nd a solution to the given problem instances. Table 5 . We ran the SAT14:6 algorithm for the same problem instances on a sequential SUN SPARC 2 workstation. The results are listed in the same table.
Apparently, compared to the interior point zero-one integer programming algorithm running on a parallel computer, in addition to improved global convergence, SAT14:6 algorithm is much simpler and it achieves many orders of magnitude of performance improvements in terms of computing time.
10.2 Performance of the SAT14:16 Algorithm Tables 6 to 10 show the real experiment performance of the SAT14:16 algorithm which is a complete version of the SAT14:6 algorithm. Since SAT14:16 combines SAT14:6 algorithm with backtracking/resolution procedure, it is able to verify satis ability as well as unsatis ability. For some problem instances, it takes slightly more execution time than the SAT14:6 to manage the \com-pleteness" bookkeeping. 
Experiments with the structured SAT models
To assess the performance of the SAT14:6 and SAT14:16 algorithms with non-binary problem instances, we also tested SAT problem instances generated from regularly structured problems. Figure 11 shows performance comparisons between the Davis-Putnam algorithm and a number of SAT14:6 and SAT14:16 algorithms for SAT problem instances generated from a regular CSP problem, the n-queen problem.
Future Work
We brie y review a number of research directions for satis ability problem in the future. A. Algorithm integration. As is frequently observed, it is di cult to nd a SAT algorithm that performs well for a wide range of SAT problem instances. One of the future direction in SAT research is to integrate a number of SAT algorithms that each works well for certain range of problem instances. Another purpose for algorithm integration is to combine some incomplete algorithms with complete search framework so they can be made useful in practical application problems.
A simple integration solution is to put several SAT algorithms onto parallel processors, hardwire the solution output, and execute all of them simultaneously 46]. The execution may be terminated as long as one of the algorithms reports the results. Natural integration schemes would be directly merge di erent algorithm structures. We have implemented local search and global optimization algorithms with backtracking/resolution procedures. Previous experiments with these algorithms have shown some encouraging results 35, 36, 46, 44, 45, 41, 42] . B. Parallel hardware architectures. Implementing an algorithm on VLSI hardware architectures is now a common practice to speed up the algorithm execution. Not only it o ers faster execution speed on hardware medium, certain sequential portions of the algorithm may be implemented in hardware architectures in parallel form. For SAT problem per se, it contains certain granularity at the search tree level, clause level, and variable level which lend itself well to parallel processing. A number of parallel algorithms and architectures for the SAT problem were developed that perform at di erent levels of granularity. Two basic approaches were taken in this direction: implementing parallel SAT inference algorithms in special-purpose VLSI chips 52, 53, 54] or implementing parallel SAT algorithms on existing sequential computer machines 34, 41, 102, 101] . C. Algorithm space. The algorithm space described in Section 2 was instructive to develop con-structs the problem structures that are related to the variables, constraints, objectives, parameters, and other components of the given search problem. Only at the last moment of the search, the \reconstructed" problem structure is replaced by the original problem structure, and thus the nal value assignment represents the solution to the original search problem.
Presently some e ective multispace search algorithms have been developed for the SAT problem 41, 43, 87].
Conclusions
The satis ability (SAT) problem is a fundamental problem in mathematical logic, inference, automated reasoning, VLSI engineering, and computing theory. In this paper, following CNF and DNF local search methods, we introduce the Universal SAT problem model, UniSAT, that transforms constrained SAT problem on Boolean space f0; 1g m into an unconstrained global optimization problem on real space E m . A direct correspondence between the solution of the SAT problem and the global minimum point of the UniSAT objective function is established. Many existing global optimization algorithms can be used to solve the UniSAT problems. Combined with backtracking/resolution procedures, a global optimization algorithm is able to verify satis ability as well as unsatis ability. This approach achieves signi cant performance improvements for certain classes of conjunctive normal form (CNF ) formulas. It o ers a complementary approach to the existing SAT algorithms.
The area of operations research and combinatorial optimization is a rich land of well-developed theory and methods. To combine optimization techniques with basic search framework seems an alternative way to handle the SAT problem. Not only the end results of such an endeavor have a major scienti c impact, but in the process it will push optimization technology to its limit.
