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vRE´SUME´
Nos travaux de recherche s’inscrivent dans un cadre qui vise a` de´velopper des ap-
proches formelles pour aider a` concevoir des syste`mes d’information avec un bon niveau
de suˆrete´ et de se´curite´. Pre´cise´ment, il s’agit de disposer d’approches pour ve´rifier
qu’un syste`me fonctionne correctement et qu’il imple´mente une politique de se´curite´ qui
re´pond a` ses besoins spe´cifiques en termes de confidentialite´, d’inte´grite´ et de disponi-
bilite´ des donne´es. Notre recherche s’est ainsi construite autour de la volonte´ de de´velop-
per, valoriser et e´largir l’utilisation des re´seaux de Petri en tant qu’outil de mode´lisation
et le model-checking en tant que technique de ve´rification. Notre principal objectif
est d’exprimer la dimension temporelle de manie`re quantitative pour ve´rifier des pro-
prie´te´s temporelles telles que la disponibilite´ des donne´es, la dure´e d’exe´cution des
taˆches, les deadlines, etc. Tout d’abord, nous proposons une extension du mode`le
TSCPN (Timed Secure Colored Petri Net), initialement pre´sente´ dans mon me´moire
de maıˆtrise. Le mode`le TSCPN permet de mode´liser et de raisonner sur les droits
d’acce`s aux donne´es exprime´s via une politique de controˆle d’acce`s mandataire, i.e.
Mode`le de Bell-LaPadula. Ensuite, nous investigons l’ide´e d’utiliser les re´seaux de Petri
colore´s pour repre´senter les politiques de controˆle d’acce`s a` base de roˆles (Role Based
Access Control - RBAC). Notre objectif est de fournir des guides pre´cis pour aider a`
la spe´cification d’une politique RBAC cohe´rente et comple`te, appuye´e par les re´seaux
de Petri colore´s et l’outil CPNtools. Finalement, nous proposons d’enrichir la classe
des re´seaux de Petri temporels par une nouvelle extension qui permet d’exprimer plus
d’un seul type de contraintes temporelles. Il s’agit du mode`le TAWSPN (Timed Arc
Petri net - Weak and Strong semantics). Notre but e´tant d’offrir une grande flexibilite´
dans la mode´lisation de syste`mes temporise´s complexes sans complexifier les me´thodes
d’analyse classiques. En effet, le mode`le TAWSPN offre une technique de model-
checking, base´e sur la construction de graphes des zones (Gardey et al., 2003), compa-
rables a` celles des autres extensions temporelles des re´seaux de Petri.
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ABSTRACT
Our research is integrated within a framework that aims to develop formal approaches
to help in the design of information systems with a good level of safety and security.
Specifically, these approaches have to verify that a system works correctly and that it
implements a security policy that meets its specific needs in terms of data confiden-
tiality, integrity and availability. Our research is thus built around the aim to develop,
enhance and expand the use of Petri nets as a modeling tool and the Model-checking
as a verification technique. Our main objective is to express the temporal dimension in
order to check quantitative temporal properties such as data availability, task execution
duration, deadlines, etc.
First, we propose an extension of the TSCPN (Timed Secure Colored Petri Net) model,
originally presented in my master’s thesis. This model allows representing and reasoning
about access rights, expressed via a mandatory access control policy, i.e. Bell-LaPadula
model. In a second step, we investigate the idea of using colored Petri nets to represent
role based access control policies (RBAC). Our goal is to provide specific guidelines to
assist in the specification of a coherent and comprehensive RBAC, supported by colored
Petri nets and CPNtools. Finally, we propose to enrich the class of time Petri nets by
a new extension that allows to express more than one kind of time constraint, named
TAWSPN (Timed-Arc Petri net Weak and Strong semantics). Our goal is to provide
great flexibility in modeling complex systems without complicating the conventional
methods of analysis. Indeed, the TAWSPN model offers a model-checking technique
based on the construction of zone graphs (Gardey et al., 2003), comparable to those of
other extensions of timed Petri nets.
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1CHAPITRE 1
INTRODUCTION GE´NE´RALE
1.1 Contexte de la recherche
Aujourd’hui, les progre`s technologiques, la disponibilite´ des ordinateurs et de re´seaux
informatiques puissants ainsi que la ne´cessite´ d’augmenter l’efficacite´ des ope´rations,
ont amene´ l’ensemble des organisations a` privile´gier les syste`mes d’information (SI).
L’information constitue ainsi l’une des principales richesses de plusieurs organisations.
Il est donc essentiel de pouvoir prote´ger cette richesse. La protection (Lampson, 1974)
des SI pre´sente un enjeu de grande envergure pour la socie´te´. En effet, une simple faille
de se´curite´ dans le syste`me peut entraıˆner une divulgation d’informations, une alte´ration
de donne´es, un de´ni de service et une utilisation illicite des ressources. Les conse´quences
sont parfois tre`s lourdes : “des renseignements inexacts sur un dossier me´dical ou un
fichier de cre´dit peuvent ruiner des re´putations ou occasionner un mauvais diagnostic
de maladie, des renseignements recueillis dans les banques de donne´es peuvent porter
pre´judice a` la vie prive´e des gens, et des renseignements spe´cialise´s peuvent eˆtre utilise´s
par des groupes d’inte´reˆt afin d’obtenir un controˆle injuste sur d’autres groupes1”.
Le recours aux syste`mes d’information dans de nombreuses activite´s critiques ajoute
donc une contrainte forte en termes de se´curite´ et de suˆrete´ de fonctionnement qu’il
importe de maıˆtriser. Dans la pre´sente the`se, nous traitons de la mise en oeuvre des
me´thodes formelles dans le cadre de la se´curite´ des syste`mes d’information.
Dans l’intention de contrer les risques d’erreurs et de´faillances dans un SI, une politique
1http://www.thecanadianencyclopedia.com/
2de se´curite´ est ge´ne´ralement de´finie pour fixer un cadre dans lequel doit e´voluer chaque
utilisateur du syste`me. Le Information Technology Security Evaluation Criteria ITSEC
(ITSEC, 1991), appele´ “Livre orange” est un standard de se´curite´ e´mis par le Conseil
de se´curite´ des Etats-Unis National Computer. Il de´finit une politique de se´curite´ par
“l’ensemble des lois, re`gles et pratiques qui re´gissent la fac¸on dont l’information sensible
et les autres ressources sont ge´re´es, prote´ge´es et distribue´es a` l’inte´rieur d’un syste`me
spe´cifique ”.
La politique de se´curite´ d’un syste`me informatique e´tablit donc, les actions autorise´es
dans ce syste`me, l’ensemble des proprie´te´s de se´curite´ qui doivent eˆtre assure´es par le
syste`me ainsi que les dispositifs pour les assurer. La se´curite´ informatique recouvre trois
types d’objectifs selon les ITSEC :
- La confidentialite´ des donne´es (aucune acce`s illicite): garantir que l’information dans
le syste`me est uniquement accessible aux utilisateurs autorise´s. Elle ne doit eˆtre,
ni rendue accessible, ni divulgue´e a` un utilisateur, une entite´ ou un processus non
autorise´.
- L’inte´grite´ des donne´es (aucune falsification): e´viter la corruption ou la destruction des
donne´es traite´es par le syste`me. Il faut d’abord empeˆcher les utilisateurs malveil-
lants d’acce´der aux donne´es non autorise´es (assurer la confidentialite´ et l’isolation
des informations) et e´galement assurer que les donne´es sont acce´de´es de fac¸on
cohe´rente.
- La disponibilite´ des donne´es (aucun retard): garantir que les ressources et les services
du syste`me sont disponibles aux utilisateurs autorise´s.
31.2 Proble´matique de la recherche
1.2.1 E´valuation du niveau de se´curite´
Les lignes directrices du (ITSEC, 1991) sont souvent utilise´es pour e´valuer le niveau
de confiance dans la se´curite´ d’un SI. Le ITSEC identifie six classes d’e´valuation des
produits de se´curite´, qui sont conc¸ues pour regrouper des besoins typiques de se´curite´.
Le tableau 1.1 montre les niveaux et re´sume leurs caracte´ristiques.
Tableau 1.1 Les niveaux de se´curite´ et leurs caracte´ristiques
Classes d’e´valuation Caracte´ristiques
D Protection minimale.
On y regroupe ce qui ne satisfait pas les
cate´gories les plus e´leve´es.
C1 Protection discre´tionnaire
Controˆle d’acce`s discre´tionnaire des objets en
fonction de l’identification des usagers.
C2 Protection par acce`s controˆle´
Tests plus rigoureux que C1
B1 Protection par e´tiquetage
Controˆle d’acce`s mandataire base´ sur des
classes de se´curite´.
B2 Protection structure´e
Support du principe du moindre privile`ge requis
et analyse des canaux cache´s possibles.
B3 Domaines de se´curite´
Haute re´sistance a` la pe´ne´tration.
A1 Conception ve´rifie´e
- Distribution se´curise´e, imposant un e´tat
se´curitaire de transport du syste`me.
- Analyse formelle et preuve mathe´matique que
la conception du syste`me est conforme a` la poli-
tique de se´curite´ et aux spe´cifications de con-
ception.
Tel qu’on peut le voir dans ce tableau, deux aspects importants sont a` conside´rer lors de
4la conception d’un syste`me se´curitaire et fonctionnel : la formalisation de la politique de
se´curite´ et la ve´rification de la conception du syste`me. La conception du syste`me devrait
donc eˆtre compatible avec le mode`le de se´curite´, et doit eˆtre prouve´e par des me´thodes
formelles. Ces me´thodes constituent une approche base´e sur un raisonnement rigoureux
de logique mathe´matique, et comportent ainsi, par la preuve, la de´monstration de leur
propre correction.
1.2.2 Les me´thodes formelles
Dans le domaine du ge´nie logiciel, les me´thodes formelles sont utilise´es pour renforcer
la robustesse des logiciels. “ On peut comparer les fonctions du syste`me logiciel au plan
d’une maison. Dans la me´thode formelle, toutes les fonctions sont de´crites principale-
ment par notations mathe´matiques. Or, la notation mathe´matique implique ne´cessairem-
ent une preuve mathe´matique. C’est la` toute la diffe´rence avec la me´thode traditionnelle,
qui ne peut pas prouver ce qu’elle de´crit; elle ne peut que tester apre`s coup2.”
Au cours des dernie`res anne´es, les de´marches de ve´rification formelle ont connu un
essor croissant dans le domaine de la ve´rification des politiques de se´curite´. Cependant,
il s’agit d’un sujet d’e´tude encore e´mergent.
La ve´rification d’une politique de se´curite´ se fait ge´ne´ralement en deux e´tapes qui sont
comple´mentaires : d’une part, la formalisation de la politique sous la forme d’un langage
ou d’un mode`le formel qui exprime les exigences de se´curite´ propres au syste`me auquel
la politique est destine´e, et d’autre part, la ve´rification au moyen de techniques et outils
approprie´s permettant de ve´rifier que ces exigences seront effectivement satisfaites apre`s
une imple´mentation dans le syste`me cible.
2http://www.usherbrooke.ca/courrier sciences/2005/09/frappier.html.
5Ce cadre bien particulier a connu le foisonnement d’importantes recherches pour inte´grer
les me´thodes formelles dans la ve´rification des syste`mes de se´curite´. Les me´thodes pro-
pose´es diffe`rent entre elles selon le type de syste`mes et leur contexte d’utilisation (proto-
coles de se´curite´, de´tection d’intrusion, analyse de programmes, syste`me d’information),
les me´canismes de se´curite´ mis en oeuvre (controˆle d’acce`s ou controˆle du flot d’informa-
tion), les proprie´te´s de se´curite´ vise´es (confidentialite´, inte´grite´, disponibilite´, anony-
mat), le formalisme de description utilise´ (matrice d’acce`s, re´seaux de Petri, alge`bres de
processus ...), ou encore selon les approches de ve´rification (les me´thodes de preuve, le
“model checking”).
De plus, les syste`mes re´els ont souvent des comportements qui de´pendent du temps. La
capacite´ de mode´liser et de manipuler la dimension temporelle des e´ve`nements qui se
de´roulent dans le monde re´el est fondamentale dans un grand nombre d’applications.
Ces applications peuvent concerner le secteur bancaire, le secteur me´dical, ou encore les
applications multime´dia. La varie´te´ des applications motive nombreux travaux re´cents
qui visent a` inte´grer toutes les fonctionnalite´s ne´cessaires a` la prise en compte du temps
lors de la ve´rification.
1.3 Me´thodologie de la recherche
Dans la pre´sente the`se, nous conside´rons les re´seaux de Petri (RdP) (Petri, 1962) pour
mode´liser les politiques de controˆle d’acce`s. Les RdP sont un formalisme utilise´ pour
diffe´rents types d’applications re´actives, telles que les protocoles de communication, les
te´le´phones portables, les ateliers flexibles, etc. Ils ont le double avantage de fournir un
support graphique naturel qui est d’une aide pre´cieuse dans l’analyse, et de posse´der
des proprie´te´s analytiques qui permettent une e´valuation simple du comportement du
syste`me e´tudie´. En outre, les RdP se preˆtent a` la simulation lorsque le syste`me mode´lise´
est trop complexe pour autoriser une e´tude analytique. C’est donc un outil complet et
6efficace.
Nous nous inte´ressons e´galement au model-checking comme technique de ve´rification.
Le model-checking, introduit en 1980 par Queille et Sifakis, et par Clarke et Emmerson,
est une technique de ve´rification automatique qui pre´sente l’avantage inde´niable de per-
mettre une de´tection rapide et e´conomique des erreurs et ce, de`s les premie`res phases du
processus de conception. Le model-checking se base sur la construction de l’espace des
e´tats accessibles et permet par la suite, de ve´rifier le respect des proprie´te´s attendues du
syste`me en parcourant l’ensemble de ces e´tats.
De plus, nous traitons la proble´matique de la mode´lisation et la ve´rification du controˆle
d’acce`s et des contraintes temporelles dans le contexte des syste`mes workflows (proces-
sus me´tiers). En effet, le terme workflow (ou la gestion automatique du flux de travail)
de´signe un travail coope´ratif impliquant un nombre limite´ de personnes devant accom-
plir, en un temps limite´, des taˆches articule´es autour d’une proce´dure de´finie et ayant un
objectif global.
Pour concevoir un bon syste`me workflow, il est impe´ratif d’effectuer en amont un travail
de mode´lisation de processus afin de de´crire formellement les activite´s, les taˆches, les
re`gles de transition et les donne´es du syste`me. Par la suite, il faut formaliser les exigences
du syste`me, et de´crire comment seront ve´rifie´es ces exigences et simuler le fonction-
nement du futur syste`me. Tout particulie`rement, une bonne approche de mode´lisation
pour les syste`mes workflows doit assurer les e´le´ments suivants :
- la me´canisation des flux d’informations (assurer le flux d’information entre les taˆches),
- l’automatisation de l’ordonnancement des taˆches (selon les re`gles de transition ex-
prime´es dans le mode`le),
- la distribution des roˆles (le travail a` faire est affecte´ au bon acteur et au bon moment),
- la trac¸abilite´ du processus (pour savoir a` tout moment ce qui a e´te´ fait, par qui, quand
et ou` et ce qu’il reste a` faire).
71.4 Contributions
L’e´tat de l’art a montre´ que de nombreux mode`les de controˆle d’acce`s ont e´te´ propose´s
pour organiser les droits des utilisateurs selon les besoins des organisations, ainsi que
plusieurs formalismes pour mode´liser leurs structures, leurs principes et leurs proprie´te´s.
Toutefois, la plupart des propositions se limitent a` la mode´lisation et n’offrent pas des
techniques pour ve´rifier les objectifs de se´curite´ vise´s, certains travaux se sont penche´s
a` la fois sur les proble`mes de mode´lisation et de ve´rification, sans toutefois, re´pondre a`
tous les objectifs de se´curite´, mais peu de mode`les prennent en compte le facteur temps
lors de la mode´lisation sachant la complexite´ de la ve´rification qui en de´coule.
La proble´matique porte ainsi, sur la mode´lisation d’une part et la ve´rification d’autre
part. Comme il est cependant difficile de dissocier l’une de l’autre, l’inte´gration d’une
me´thode formelle pour la ve´rification de la se´curite´ doit eˆtre le re´sultat d’un bon compro-
mis entre la puissance de mode´lisation, la complexite´ et la de´cidabilite´ de la ve´rification.
La the`se ne vise pas a` de´finir un nouveau mode`le de controˆle d’acce`s mais a` proposer
une formalisation des politiques de controˆle d’acce`s qui prend en compte le facteur temps
ainsi qu’une approche de ve´rification approprie´e aux mode`les temporels pour ve´rifier les
proprie´te´s de se´curite´ souhaite´es. L’inte´reˆt est de pouvoir mener une validation the´orique
de certains aspects de la politique pre´alablement a` son inte´gration dans des SI. Cela a
pour avantage de permettre au concepteur d’effectuer un premier niveau de ve´rification
a` partir d’une mode´lisation repre´sentative de la politique qui sera mise sur le syste`me.
Eventuellement, apre`s le de´ploiement du syste`me, cette approche peut eˆtre d’une aide
aux administrateurs de se´curite´ pour la mise a` jour et la maintenance de la politique de
se´curite´.
Afin de re´aliser ces objectifs, nous avons de´fini un cadre formel qui permet d’exprimer
et d’infe´rer sur le plus grand nombre d’aspects pre´sente´s dans l’e´tat de l’art. Ainsi, nos
8principales contributions sont :
1- Proposition d’un cadre formel pour mode´liser et ve´rifier des syste`mes soumis a`
des politiques de controˆle d’acce`s (politiques mandataires multi-niveaux). Dans un
premier temps, ma the`se de doctorat est le prolongement de mes travaux de recherche
a` la maıˆtrise ou` on a explore´ l’utilisation des re´seaux de Petri colore´s (CPN) (Jensen,
1997) et les extensions temporelles pour mode´liser et ve´rifier des syste`mes soumis a`
des politiques de type mandataire (Bell-LaPadula). Ce projet de maıˆtrise a conduit
a` l’aboutissement du mode`le TSCPN (Timed Secured Colored Petri net) ainsi qu’une
approche de ve´rification par model-checking (Rakkay and Boucheneb, 2006). Dans
la pre´sente the`se, nous proposons une extension du mode`le TSCPN. Nous pre´sentons
aussi une nouvelle approche d’analyse plus concise et ade´quate a` l’utilisation du model-
checking. Finalement, en plus des proprie´te´s de se´curite´ de base, nous ve´rifions aussi la
proprie´te´ de l’opacite´ suivant une approche base´e sur le controˆle du flot d’information.
2- Mode´lisation des mode`les RBAC au moyen des re´seaux de Petri Colore´s et l’outil
CPNtools. Un second travail s’est acheve´ par une formalisation des mode`les RBAC
(Rakkay and Boucheneb, 2009). Notre objectif est de fournir des guides pre´cis pour
aider a` la spe´cification d’une politique RBAC cohe´rente et comple`te, appuye´e par les
re´seaux de Petri colore´s et l’outil CPNtools3. Nous utilisons l’outil CPNtools qui offre
un environnement permettant de re´aliser la mode´lisation, de la simuler et de ge´ne´rer au-
tomatiquement le graphe des marquages accessibles (i.e. l’espace des e´tats) du mode`le.
Nous montrons que les re´seaux de Petri repre´sentent un formalisme intuitif pour aider
a` la de´tection des incohe´rences et incomple´tudes dans les re`gles d’une politique de
se´curite´ RBAC. Les anomalies auxquelles on s’inte´resse peuvent eˆtre exprime´es par des
proprie´te´s d’atteignabilite´ pour de´celer la redondance et l’incomple´tude des re`gles, des
proprie´te´s de suˆrete´ pour ve´rifier l’inconsistance, ou des proprie´te´s de vivacite´ pour la
3http://wiki.daimi.au.dk/cpntools/cpntools.wiki.
9pre´sence d’e´tats de blocage. Ces anomalies peuvent eˆtre de´tecte´es en proce´dant a` une
analyse du graphe de marquages produit par l’outil CPN a` partir du re´seau de Petri
mode´lisant la politique RBAC.
3- De´finition d’une extension des re´seaux de Petri Colore´s a` arcs temporels ge´ne´rali-
se´s a` plusieurs se´mantiques. Dans une perspective d’inte´grer la dimension temporelle
dans la ve´rification de la se´curite´, nous avons remarque´ que les contraintes temporels
peuvent eˆtre de diffe´rentes natures : des contraintes de dure´e, de pe´riodicite´, des con-
traintes douces, fortes, etc. D’autre part, il n’existe pas des re´seaux de Petri temporels
qui permettent d’exprimer, dans un meˆme mode`le, plusieurs types de contraintes. Pour-
tant, un syste`me re´el est tre`s souvent sujet a` une varie´te´ de contraintes temporelles dont
il importe d’en tenir compte pour une mode´lisation plus re´aliste. Pour cela, nous pro-
posons une nouvelle extension des re´seaux de Petri a` arcs temporels, nomme´e TAWSPN
(Timed Arc Petri net /Weak and Strong semantics) (Rakkay et al., 2007). Cette extension
permet d’inclure, dans un meˆme mode`le, diffe´rentes se´mantiques de franchissement et
offre ainsi plus de flexibilite´ dans la mode´lisation des syste`mes temporise´s complexes.
Au dela` de cette flexibilite´, l’inte´reˆt de ce mode`le est d’offrir e´galement des possibilite´s
de ve´rification comparables a` celles des autres extensions temporelles des re´seaux de
Petri.
4- Application aux syste`mes Workflows. Nous proposons de mode´liser les syste`mes
Workflows au moyen dumode`le ge´ne´ralise´, TAWSPN , pour prendre en compte diverses
contraintes temporelles (Yu et al., 2004). Il y a des contraintes associe´es aux sujets pour
exprimer le moment et la dure´e d’assignation d’un roˆle a` un usager, des contraintes
associe´es aux donne´es pour spe´cifier leur disponibilite´ et validite´, des contraintes sur la
dure´e d’exe´cution d’une taˆche et e´ventuellement du processus en entier, etc. D’autre
part, nous proposons d’inte´grer le controˆle d’acce`s base´ sur les roˆles (RBAC) dans la
mode´lisation des Workflows. Une approche globale, base´e sur les re´seaux de Petri,
permettrait de tracer a` la fois le flux des donne´es, de controˆle et d’autorisation entre les
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diffe´rents intervenants du syte`me.
1.5 Organisation du document
Apre`s cette introduction ge´ne´rale de la the`se, le chapitre 2 rappelle quelques concepts
de base relatifs a` la se´curite´ et pre´sente certaines politiques et mode`les de se´curite´ exis-
tants. Le chapitre 3 pre´sente les diffe´rentes approches de mode´lisation des politiques de
se´curite´ ainsi qu’une recherche non-exhaustive des e´tudes qui utilisent ces approches. De
la meˆme fac¸on, nous pre´sentons dans le chapitre 4 les approches de ve´rification des poli-
tiques de se´curite´ et la revue de litte´rature associe´e. Dans le chapitre 5, nous abordons
les aspects importants dans la mode´lisation des syste`mes workflows. Nous y discutons
aussi de l’utilisation des re´seaux de Petri pour la mode´lisation des workflows aussi bien
pour ajouter le temps, que pour inclure le controˆle d’acce`s. Dans le chapitre 6, nous
pre´sentons une extension du mode`le TSCPN. Le chapitre 7 pre´sente notre approche de
mode´lisation des mode`les RBAC au moyen des re´seaux de Petri colore´s. Le chapitre 8
est consacre´ aux re´seaux de Petri temporels. Par la suite, nous y pre´sentons la de´finition
du mode`le TAWSPN et sa se´mantique. Pour finir, nous y proposons une application du
mode`le TAWSPN et du mode`le RBAC au domaine des Workflows. Finalement, nous
terminons ce document par une conclusion et quelques perspectives de recherche.
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CHAPITRE 2
POLITIQUES ET MODE`LES DE SE´CURITE´
Ce chapitre est consacre´ a` la pre´sentation de diffe´rentes notions permettant de pre´ciser le
cadre et le contexte de nos travaux. Par la suite, nous ferons un e´tat de l’art des mode`les
de se´curite´, leurs caracte´ristiques et limites.
2.1 Notions pre´liminaires
2.1.1 Relation d’ordre
Soit E un ensemble. On nomme relation d’ordre sur E toute relation binaire, a` la fois :
• Re´flexive
• Antisyme´trique
• Transitive
La relation ≤ dans N, Z, Q et R est une relation d’ordre ssi:
• quelque soit x: x ≤ x (re´flexivite´)
• si x ≤ y et y ≤ x, alors : x = y (antisyme´trie)
• si x ≤ y et y ≤ z alors x ≤ z (transitivite´)
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Une relation d’ordre ≤ sur E est dite relation d’ordre total si chaque paire d’e´le´ments
de E sont comparables, c’est-a`-dire on a x ≤ y ou bien y ≤ x. Si par contre il existe au
moins un couple (x, y) ou` x et y ne sont pas comparables la relation ≤ est dite relation
d’ordre partiel. L’ensemble E est dit un ensemble ordonne´ s’il est muni d’une relation
d’ordre.
2.1.2 Majorant/Minorant et Borne supe´rieure/infe´rieure
Soit (E,≤) un ensemble ordonne´. Soit A ⊆ E.
• Un majorant de A est un x ∈ E tel que pour tout y ∈ A, y ≤ x.
• Un minorant de A est un x ∈ E tel que pour tout y ∈ A, x ≤ y.
• La borne supe´rieure de A, note´e lub(A)1, est le plus petit des majorants de A (si z
est un majorant de A alors lub(A) ≤ z).
• La borne infe´rieure de A, note´e glb(A)2, est le plus grand des minorants de A (si
z est un minorant de A alors z ≤ glb(A)).
2.1.3 Treillis
Si, dans l’ensemble ordonne´ (E,≤), toute paire {x, y} d’e´le´ments deE admet une borne
supe´rieure et une borne infe´rieure, on parle d’ensemble re´ticule´ ou encore de treillis
(lattice).
1Least upper bound.
2Greatest lower bound.
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2.2 Les politiques et mode`les de controˆle d’acce`s
Tout d’abord, une politique de se´curite´ est exprime´e en langage naturelle, mais son ap-
plication ne´cessite une formalisation au moyen d’un mode`le de se´curite´ pour lever les
ambiguı¨te´s sur la spe´cification et imple´menter les me´canismes de se´curite´ ne´cessaires.
L’un des me´canismes les plus utilise´s est le controˆle d’acce`s (Lampson, 1974).
Le controˆle d’acce`s de´finit l’ensemble des ope´rations qu’une entite´ du syste`me peut
re´aliser ou non sur un ensemble de ressources. Les informations de´crivant les droits
d’acce`s peuvent eˆtre inte´gre´es au syste`me d’information ou stocke´es a` part.
Il existe une panoplie de politiques et de mode`les de controˆle d’acce`s en vue de re´pondre
aux diffe´rents besoins en se´curite´. Nous pre´sentons, dans ce qui suit, les plus re´pandues.
2.2.1 Les mode`les de controˆle d’acce`s mandataires (MAC)
Dans les politiques mandataires (MAC), le controˆle d’acce`s est effectue´ sous l’e´gide
du syste`me plutoˆt que des utilisateurs. Le sujet n’a acce`s a` une information que si le
syste`me l’y autorise. Les re`gles d’une politique mandataire diffe`rent selon qu’il s’agisse
de maintenir des proprie´te´s de confidentialite´ ou d’inte´grite´. Les politiques mandataires
les plus souvent utilise´es sont des politiques multi-niveaux (MLS), qui reposent sur la
notion de classes de se´curite´. Le mode`le de Bell-LaPadula (Bell and LaPadula, 1973),
qui a e´te´ utilise´ pendant longtemps dans les syste`mesmilitaires, est l’un des plus influents
pour la confidentialite´. Pour l’inte´grite´, nous citons le mode`le de Biba (Biba, 1977), le
mode`le de Clark et Wilson (Clark and Wilson, 1987) ainsi que le mode`le de la Muraille
de Chine de Brewer et Nash (Brewer and Nash, 1989).
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2.2.1.1 Mode`le de Bell-LaPadula
Le mode`le de (Bell and LaPadula, 1973) met en oeuvre une politique mandataire multi-
niveaux, de´veloppe´e pour le DoD (Department of Defense) des Etats-Unis. Le mode`le
de Bell-LaPadula a pour objectif de controˆler la confidentialite´ des donne´es et d’e´viter la
propagation d’information d’un domaine de se´curite´ supe´rieur vers un domaine infe´rieur.
Le mode`le se base sur la matrice de controˆle d’acce`s pour repre´senter les permissions
d’acce`s du syste`me, et de´finit en plus des sujets S et des objets O, un treillis de se´curite´,
note´ (SC,≤) ou` SC est un ensemble de classes de se´curite´ et ≤ une relation de dom-
inance. Chaque objet a ainsi un niveau de se´curite´ qui repre´sente le danger que peut
constituer la divulgation de l’information contenue dans cet objet, et chaque sujet a une
habilitation qui de´signe la confiance qui lui est accorde´e. La notion de dominance en-
tre deux classes sc et sc′ est de´finie pour que sc domine sc′, note´ sc′ ≤ sc, si le flot
d’information de sc′ vers sc est autorise´.
Les objectifs de se´curite´ de cette politique sont les suivants :
• interdire toute fuite d’information d’un objet posse´dant une certaine classification
vers un objet posse´dant un niveau de classification infe´rieur ;
• interdire a` tout sujet posse´dant une certaine habilitation d’obtenir des informations
d’un objet d’un niveau de classification supe´rieur a` cette habilitation.
Le mode`le peut eˆtre repre´sente´ par une machine a` e´tats ou` chaque e´tat est un triplet
(b,Mso, f) ∈ B ×M × F ou` :
• B = S ×O×A est l’ensemble des ope´rations d’acce`s en cours ou` A = {exe´cuter,
lire, ajouter, e´crire};
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Figure 2.1 No Read Up et No Write Down
• M est l’ensemble des matrices de permissions d’acce`sM = (Mso)(s∈S,o∈O). Mso
associe les objets aux sujets en indiquant les droits qui s’y appliquent.
• F ⊂ LS×LC×LO est l’ensemble des niveaux de se´curite´. Dans un e´tat donne´, fS
est le plus haut niveau de se´curite´ qu’un sujet peut avoir ; fC est le niveau courant
de chaque sujet ; fO est la classification de l’objet.
Les objectifs de se´curite´ sont obtenus en imposant les deux re`gles suivantes:
• La proprie´te´ simple “No Read up”: un e´tat est suˆr si et seulement si, pour chaque
sujet s qui observe un objet o, le niveau de se´curite´ maximal du sujet domine le
niveau de se´curite´ de l’objet. Formellement, un e´tat satisfait la proprie´te´ simple si:
∀(s, o, a) ∈ b, a ∈ {lire, ecrire}⇒ fO(o) ≤ fS(s).
• La proprie´te´ e´toile “NoWrite down”: un e´tat est suˆr si et seulement si, pour chaque
sujet s qui modifie un objet o, le niveau de se´curite´ de o domine le niveau courant
de se´curite´ de s. Formellement, un e´tat satisfait cette proprie´te´ si:
∀(s, o, a) ∈ b, a ∈ {ajouter, ecrire}⇒ fC(s) ≤ fO(o).
Toutefois, la politique de Bell-LaPabula pre´sente plusieurs inconve´nients. Le plus im-
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portant est la de´gradation du service provoque´e par la surclassification des informations.
En effet, le niveau de se´curite´ d’un objet est augmente´ lorsqu’il est acce´de´ en e´criture
par un sujet de niveau supe´rieur (car normalement il est interdit de modifier un fichier
de niveau infe´rieur). Ainsi, petit a` petit, les niveaux de classification des informations
croissent de fac¸on automatique, et il faut les “de´classifier”, manuellement par un officier
de se´curite´ ou par un processus dit “de confiance” (trusted process) n’obe´issant pas aux
re`gles du mode`le.
Un article ulte´rieur de (Mclean, 1987) restitue le mode`le Bell-LaPadula de fac¸on plus
claire, et accompagne´e de critiques concernant des failles qui y apparaissent lorsqu’il est
applique´ a` un syste`me re´el. Il a e´te´ de´montre´ qu’il est possible de construire un syste`me,
appele´ Syste`me Z, qui ve´rifie bien les deux proprie´te´s, et qui n’est pourtant pas suˆr. Le
syste`me Z (Mclean, 1987) est un syste`me ou` un utilisateur de niveau minimal met les
niveaux de tous les sujets et de tous les objets au niveau minimal, et autorise l’acce`s de
tous les utilisateurs a` tous les objets. Ceci est possible car le niveau d’un objet peut,
lui-meˆme, eˆtre me´morise´ dans un objet ; la valeur de ce dernier peut donc eˆtre modifie´e
par un utilisateur de niveau minimal (puisque l’e´criture dans un niveau dominant est
autorise´e).
2.2.1.2 Mode`le de Biba
Le mode`le de Bell-LaPadula ne re´pond qu’a` des besoins de confidentialite´. C’est pour
cette raison que d’autres politiques obligatoires ont e´te´ de´veloppe´es pour le maintien
de l’inte´grite´. C’est le cas de la politique propose´e par (Biba, 1977). Celle-ci applique
a` l’inte´grite´ un mode`le analogue a` celui de Bell-LaPadula pour la confidentialite´. A`
chaque sujet s, on affecte un niveau d’inte´grite´ is(s), correspondant a` la confiance qu’on
a dans ce sujet et chaque objet o posse`de un niveau d’inte´grite´ io(o), correspondant au
niveau d’inte´grite´ du sujet qui l’a cre´e´.
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Les objectifs de se´curite´ de cette politique visent a` :
• interdire toute propagation d’information d’un objet situe´ a` un certain niveau d’inte´-
grite´ vers un objet situe´ a` un niveau d’inte´grite´ supe´rieur;
• interdire a` tout sujet situe´ a` un certain niveau d’inte´grite´ de modifier un objet
posse´dant un niveau d’inte´grite´ supe´rieur.
Les objectifs de se´curite´ sont obtenus en imposant les re`gles suivantes:
• Un sujet ne peut modifier un objet que si le niveau d’inte´grite´ du sujet domine le
niveau d’inte´grite´ de l’objet: (s, o,modifier)⇒ io(o) ≤ is(s).
• Un sujet ne peut observer un objet que si le niveau d’inte´grite´ de l’objet domine le
niveau d’inte´grite´ du sujet: (s, o, observer)⇒ is(s) ≤ io(o)
• Un sujet si ne peut invoquer un sujet sj que si le niveau d’inte´grite´ de si domine
le niveau d’inte´grite´ de sj : (si, sj, invoquer)⇒ is(sj) ≤ is(si)
Cela dit, le mode`le de Biba pre´sente un inconve´nient analogue a` celui de Bell-LaPadula:
la de´gradation des niveaux d’inte´grite´. Ici l’ide´e est de migrer un sujet vers un niveau
d’inte´grite´ infe´rieur lorsqu’il acce`de a` un objet de niveau infe´rieur. L’effet ne´faste est
que l’ensemble des sujets va rapidement se trouver en bas de l’e´chelle des niveaux
d’inte´grite´. De´s lors, l’inte´reˆt du mode`le Biba est fortement remis en cause, puisqu’il
n’y a plus de diffe´rence entre les sujets.
2.2.1.3 Mode`le de La muraille de Chine
Le mode`le de la muraille de chine se compose de trois ensembles :
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• C, l’ensemble des compagnies;
• S, l’ensemble des sujets (analystes financiers) ;
• O, l’ensemble des objets (fichiers)
Le syste`me classe l’information en trois niveaux hie´rarchiques :
• le niveau le plus bas contient les donne´es de toutes les compagnies ;
• le niveau interme´diaire, regroupe les objets qui concernent la meˆme compagnie;
• le niveau supe´rieur regroupe les donne´es des compagnies en compe´tition.
A` chaque objet, sont associe´s le nom de la compagnie a` laquelle il appartient ainsi que la
classe de conflit d’inte´reˆt qui contient ses donne´es. Ce mode`le conside`re deux fonctions:
• la fonctionX , tel queX(oi) de´signe la classe de conflit d’inte´reˆt de oi. Autrement
dit, pour un objet donne´,X fournit l’ensemble de toutes les compagnies en compe´ti-
tion autour de cet objet ;
• la fonction Y , tel que Y (oj) de´signe l’ensemble des donne´es de la compagnie de
oj.
Une information est aseptise´e si elle a e´te´ purge´e des de´tails sensibles et elle n’est pas
sujette a` des restrictions d’acce`s. Pour ce type d’information, on a : X(o) = ∅. Notons
qu’un conflit d’inte´reˆt peut surgir, non seulement a` cause des objets consulte´s a` un mo-
ment donne´, mais aussi en raison des acce`s ante´rieurs. Pour enregistrer l’historique des
actions, le mode`le utilise une matrice Nso de´finie par: N(s, o) = 1 si s a de´ja` acce´de´ a` o;
N(s, o) = 0 sinon.
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L’objectif de cette politique de se´curite´ est de garantir qu’aucun utilisateur n’acce`de si-
multane´ment a` des donne´es appartenant a` des ensembles en conflit d’inte´reˆt. Cet objectif
est obtenu en imposant les deux re`gles suivantes:
• Proprie´te´ simple: l’acce`s est accorde´ a` un sujet seulement si l’objet demande´ ap-
partient au meˆme ensemble de donne´es de la compagnie “a` l’inte´rieur de la mu-
raille”, ou a` une classe de conflit d’inte´reˆt comple`tement diffe´rente.
• Proprie´te´ e´toile: un sujet s est autorise´ a` e´crire dans un objet o, si l’acce`s est
autorise´ par la proprie´te´ simple ; et si s ne peut lire aucun objet o′ appartenant a`
un ensemble de donne´es de compagnies diffe´rent de celui de o, et contenant des
donne´es non aseptise´es.
Voici un exemple pour illustrer la deuxie`me proprie´te´. Supposons que le syste`me ge`re
une banque BanqueA, deux compagnies en compe´tition CA et CB , deux sujets (ana-
lystes) A1 et A2 et trois fichiers qu’on note Y (CA), Y (CB) et Y (BanqueA)). La pro-
prie´te´ e´toile n’interdit pas que A1 ait acce`s a` Y (CA), Y (BanqueA) et que A2 ait acce`s a`
Y (CB) et Y (BanqueA). Mais si A1 lit Y (CA) et l’e´crit dans Y (BanqueA), A2 peut lire
cette information (puisqu’il a acce`s a` Y (BanqueA) alors que cette information (initiale-
ment concernant CA) est dans la meˆme classe de conflit d’inte´reˆt de CB (a` laquelle il a
de´ja` acce´de´). La proprie´te´ simple, seule, ne permet pas d’empeˆcher de telles attaques,
tandis que l’attaque ne peut pas re´ussir si le syste`me imple´mente la proprie´te´ e´toile.
2.2.2 Les mode`les de controˆle d’acce`s base´ sur les roˆles (RBAC)
De fac¸on ge´ne´rale, un syste`me de politique de controˆle mandataire peut eˆtre utilise´
aise´ment dans une administration centrale. Cependant, il est statique et inapproprie´ pour
se´curiser les interactions de diverses organisations inde´pendantes.
20
Pour combler ces lacunes, les politiques de controˆle d’acce`s a` base de roˆles (RBAC)
(Sandhu et al., 1996) ont e´te´ introduites. Un roˆle est une description des fonctions qu’un
sujet a le droit d’accomplir au sein d’une organisation. Ainsi, a` chaque roˆle est as-
socie´ un ensemble de permissions. Les sujets ayant rec¸u l’autorisation de jouer un roˆle,
he´ritent alors des permissions associe´es a` ce roˆle. Les politiques RBAC s’appliquent
bien dans les grandes organisations ou entreprises qui comptent un nombre important
d’utilisateurs. Chaque organisation peut avoir sa propre politique interne base´e sur les
roˆles des divers sujets qui lui appartiennent. Initialement, les re`gles de la politique sont
de´finies en fonction de tous les roˆles existants au sein de l’organisation. Par la suite,
lorsqu’un nouvel employe´ est recrute´, il suffira de lui assigner les roˆles qu’il est cense´
avoir au sein de l’organisation pour que le syste`me puisse automatiquement canton-
ner ce nouveau sujet dans les limites autorise´es par la politique. Ce type de politique
est utilise´ au sein des syste`mes informatiques de grandes banques europe´ennes (Schaad
et al., 2001).
2.2.2.1 Mode`le RBAC
Le mode`le RBAC, illustre´ a` la figure 2.2, de´finit diffe´rentes composantes ne´cessaires
a` l’implantation d’un syste`me de controˆle d’acce`s. Tel qu’il a e´te´ pre´sente´ par (Sandhu
et al., 1996), RBAC se subdivise en plusieurs niveaux: Core RBAC, RBAC hie´rarchique,
RBAC avec contraintes de se´paration des taˆches statique SSD (Static Separation of Duty)
et dynamique DSD (Dynamic Separation of Duty). Core RBAC est le syste`me de base.
Il contient l’architecture principale. Les trois autres niveaux affinent le premier niveau
en autorisant la hie´rarchie des roˆles, le controˆle d’acce`s statique et dynamique.
Core RBAC est de´fini dans (Sandhu et al., 1996) de la manie`re suivante:
• Users, Roles, Permissions, Sessions, repre´sentent respectivement des ensembles
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Figure 2.2 Composantes du mode`le RBAC
d’utilisateurs, de roˆles, de permissions et de sessions ;
• PA ⊆ Roles× Permissions, une relation associant une permission a` un roˆle ;
• UA ⊆ Users×Roles, une relation associant un ou plusieurs roˆles a` un utilisateur;
• user sessions : Sessions→ Users, une fonction associant chaque session a` un
seul utilisateur pour toute la dure´e de vie de la session ;
• role : Sessions→ 2Roles, une fonction associant chaque session s a` un ensemble
de roˆles role(s).
La variante hie´rarchique de RBAC permet d’organiser les roˆles suivant une hie´rarchie
partiellement ordonne´e, i.e: RH ⊆ Roles × Roles; r′ ≤ r signifie que r′ est un
roˆle junior de r (r est un roˆle se´nior); On peut voir RBAC hie´rarchique comme un
me´canisme d’he´ritage. Les roˆles he´ritent les autorisations des autres roˆles qui leur sont
hie´rarchiquement infe´rieurs.
Le mode`le RBAC introduit aussi la notion de contrainte pour spe´cifier des politiques
d’autorisation incluant des situations plus restrictives. Ainsi, une contrainte de se´paration
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statique spe´cifie que certains roˆles, par exemple me´decin et infirmier, ne peuvent pas eˆtre
simultane´ment affecte´s a` un utilisateur. Une contrainte de se´paration dynamique spe´cifie
que, meˆme si certains roˆles peuvent eˆtre affecte´s a` un meˆme utilisateur, par exemple
me´decin libe´ral et chirurgien, ces roˆles ne peuvent pas eˆtre active´s simultane´ment dans
une meˆme session.
Un mode`le de controˆle d’acce`s est ge´ne´ralement constitue´ de deux parties distinctes :
un mode`le pour exprimer une politique d’autorisation et un mode`le d’administration de
cette politique. Dans les mode`les RBAC, l’administration des droits est de´finie dans le
mode`le ARBAC (Administration of Role Based Access Control) (Sandhu and Munawer,
1999). Ce dernier permet de spe´cifier les roˆles administrateurs qui ont la permission
d’attribuer de nouveaux roˆles aux sujets ou de mettre a` jour les permissions associe´es
aux roˆles. L’administration des droits dans RBAC est ainsi moins rigide que dans MAC.
Toutefois, le mode`le reste statique.
D’autres mode`les plus re´cents ont e´galement e´te´ propose´s tels que les mode`les TBAC
(Task Based Authorization Controls) (Thomas and Sandhu, 1998), TMAC (Team-based
Access Control) (Thomas, 1997), ORBAC (Organization Role Based Access Control)
(Kalam et al., 2003), TRBAC (Temporal Role Based Access Control) (Bertino et al.,
2000) et GTRBAC (Generalized Temporal Role Based Access Control) (Joshi, 2003).
Ces mode`les raffinent le mode`le RBAC en introduisant respectivement les notions de
taˆches, d’e´quipes, d’organisation et de temps. Nous pre´senterons, ci-apre`s, certaines de
ses extensions temporelles les plus connues, TRBAC (Bertino et al., 2000) et GTRBAC
(Joshi, 2003).
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2.2.2.2 Mode`le TRBAC
Dans les syste`mes ope´rationnels, il est tre`s fre´quent que les droits d’acce`s d’un util-
isateur varient selon une contrainte de temps. Par exemple, un employe´ peut re´aliser
une ope´ration seulement pendant ses heures de travail. A` l’origine, le mode`le RBAC
ne permet pas ce type de contrainte. Le mode`le TRBAC (Bertino et al., 2000) est
ainsi, a` la base un mode`le RBAC auquel on a ajoute´ des contraintes temporelles lie´es
a` l’activation et la de´sactivation des roˆles. Ces contraintes temporelles s’expriment en
termes d’intervalle de temps durant lequel la contrainte doit eˆtre conside´re´e et en ter-
mes de pe´riode a` l’inte´rieur de l’intervalle. TRBAC introduit la notion de triggers, qui
correspond a` des actions exe´cute´es automatiquement en fonction du temps. Ces actions
peuvent eˆtre la mise a` disposition d’un roˆle, c’est-a`-dire la possibilite´ d’activer un roˆle
(role enabling), ou, au contraire, l’interdiction d’activer un roˆle (role disabling) lors d’un
intervalle de temps. Lorsque de telles re`gles sont spe´cifie´es, il est possible d’eˆtre con-
fronte´ a` des conflits portant sur l’application de re`gles contradictoires. C’est pourquoi
un syste`me de priorite´ a e´te´ propose´ dans (Bertino et al., 2000) pour re´soudre ces conflits
: a` chaque contrainte est donne´e une priorite´.
Cependant, le mode`le TRBAC ne fait aucune distinction entre un roˆle rendu disponible
et un roˆle rendu actif. Un roˆle est disponible si les conditions temporelles associe´es a`
sa mise en disponibilite´ sont satisfaites. Alors qu’un roˆle est actif s’il est utilise´ par un
usager. E´videmment seuls les roˆles disponibles peuvent eˆtre rendus actifs. Cependant,
dans le mode`le TRBAC, on suppose que le roˆle est toujours disponible. De`s qu’un
usager autorise´ en fait la demande, le roˆle lui sera accorde´ et son e´tat passe a` actif.
Ainsi, e´tant donne´ ces limitations, certaines contraintes ne sont pas exprimables par le
mode`le TRBAC, notamment le nombre d’activations maximal d’un roˆle par un usager
dans un intervalle de temps donne´.
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Figure 2.3 Les e´tats d’un roˆle dans le mode`le GTRBAC
2.2.2.3 Mode`le GTRBAC
Le mode`le GTRBAC propose´ par (Joshi, 2003) est une ge´ne´ralisation de TRBAC en
spe´cifiant plus largement les contraintes temporelles. Le mode`le GTRBAC distingue
entre diffe´rents e´tats d’un roˆle. Un roˆle peut avoir trois e´tats:
• Disabled : le roˆle n’est disponible pour aucune session d’utilisation, c’est-a`-dire
que l’usager ne peut avoir les permissions associe´es a` ce roˆle,
• Enabled : le roˆle est disponible et il peut eˆtre active´ par tout usager autorise´ a`
utiliser ce roˆle au moment de la demande,
• Active : cet e´tat indique qu’il y a un au moins un usager qui utilise le roˆle durant
une session.
Un roˆle peut changer d’un e´tat a` un autre lorsque des e´ve`nements surviennent suite a` des
actions de l’usager ou de l’administrateur. Les points suivants donnent la spe´cification
des contraintes et e´ve´nements :
• Contraintes temporelles sur la disponibilite´ ou non d’un roˆle. Une telle contrainte
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spe´cifie un intervalle global de validite´ et un ensemble de sous-pe´riodes dans cet
intervalle pour lesquelles le roˆle est mis a` disposition,
• Contraintes temporelles sur les assignations usager/roˆle et permission/roˆle. C’est
le meˆme type de contrainte que le pre´ce´dent, sauf que l’e´ve´nement ge´ne´re´ est une
assignation ou de´assignation de roˆle,
• Contraintes d’activation portent sur l’activation de roˆle, par exemple la dure´e totale
pendant laquelle un roˆle peut eˆtre active´,
• Eve´nements a` l’exe´cution permettent de prendre des mesures dynamiquement
comme l’activation de roˆles apre`s un e´ve´nement,
• Triggers. Ce sont des actions prises en re´ponse a` un e´ve´nement. Par exemple,
[enable r→ enable r′] signifie qu’un e´ve´nement, ici, une demande de mise a` dis-
position d’un roˆle r, ge´ne`re un autre e´ve´nement qui demande la mise a` disposition
d’un second roˆle r′ automatiquement.
2.3 Conclusion
Tel que nous pouvons le constater, de nombreux concepts ont e´te´ introduits pour struc-
turer les droits d’acce`s selon l’activite´ et le roˆle des utilisateurs du syste`me. Ces notions
sont toutes des interme´diaires entre les utilisateurs et les permissions du syste`me. Toute-
fois, il est difficile de conside´rer qu’un mode`le de controˆle d’acce`s est meilleur qu’un
autre. Cela de´pend essentiellement du domaine d’application et du type de l’organisation
qui le met en œuvre. Par exemple, les mode`les a` niveaux sont bien adapte´s aux struc-
tures tre`s organise´es, ou` la confidentialite´ est une priorite´. D’autre part, les propositions
base´es sur les roˆles forment la plus grande famille des mode`les de controˆle d’acce`s et
sont les plus e´tudie´es du domaine. Leurs extensions aussi s’orientent souvent vers la
prise en compte du temps et des contraintes.
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Cependant, la de´finition de nouveaux concepts et relations dans un mode`le implique la
de´finition de contraintes s’assurant que la politique est valide. Par exemple, l’interaction
entre la notion de hie´rarchies et l’exclusion mutuelle induit des proprie´te´s que les poli-
tiques doivent respecter. Ainsi, dans tous les cas d’utilisation des mode`les de controˆle
d’acce`s, il est ne´cessaire de s’assurer de la cohe´rence (ou l’inte´grite´) de la politique,
c,est-a`-dire s’assurer que la politique de controˆle d’acce`s respecte bien le mode`le dont
elle est une instance.
La ve´rification d’une politique de se´curite´ se fait au moyen de techniques et outils appro-
prie´s permettant de ve´rifier que ces exigences seront effectivement satisfaites apre`s une
imple´mentation dans le syste`me cible. Plusieurs mode`les et langages ont e´te´ propose´s
pour formaliser les structures, les principes et les proprie´te´s des mode`les de controˆle
d’acce`s. Dans le chapitre suivant, nous pre´sentons les cadres existants et les comparerons
selon leur expressivite´ et les applications aux proble´matiques du controˆle d’acce`s pro-
pose´es.
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CHAPITRE 3
MODE´LISATION DES POLITIQUES DE SE´CURITE´
Le proble`me de formalisation des mode`les de controˆle d’acce`s n’est pas nouveau, il
remonte aux anne´es soixante-dix environ ou` une large partie de la recherche a e´te´ faite
dans le contexte des syste`mes militaires. Dans ce cadre bien particulier, une grande
attention a e´te´ accorde´e aux diffe´rents aspects formels de la se´curite´. Il en est re´sulte´ un
nombre de mode`les formels, de politiques, de me´canismes de meˆme que de me´thodes et
crite`res d’e´valuation de se´curite´ (ITSEC, 1991; JCSEC, 1992; CTCPEC, 1993). Depuis
les recherches se poursuivent, dans toutes les directions, pour e´tendre ces aspects a` des
cadres plus ge´ne´raux. Un proble`me principal qui a suscite´ l’inte´gration des me´thodes
formelles est la mode´lisation et la ve´rification des politiques de se´curite´.
La mode´lisation ou formalisation des politiques de se´curite´ offre un cadre logique qui
permet une meilleure caracte´risation des proprie´te´s qu’elles doivent satisfaire et donne
un langage d’expression commun sans ambiguı¨te´s. La formalisation permet e´galement
d’utiliser des outils mathe´matiques pour raisonner sur les mode`les et ve´rifier les pro-
prie´te´s souhaite´es. Cette ve´rification doit eˆtre effectue´e quelle que soit la politique
de´termine´e par les administrateurs. C’est donc une preuve qui fait abstraction des poli-
tiques et qui ne concerne que le mode`le de controˆle d’acce`s lui-meˆme.
Dans ce chapitre, nous allons pre´senter diffe´rents concepts relie´s a` la mode´lisation forme-
lle des syste`mes. Par la suite, nous allons de´couvrir davantage les diffe´rents travaux ef-
fectue´s dans le domaine de la mode´lisation des politiques de se´curite´, moyennant une
recherche bibliographique plus de´taille´e.
28
3.1 Notions pre´liminaires
3.1.1 Ensemble
SoientX et Y deux ensembles. Nous noteronsX ⊆ Y siX est un sous ensemble de Y .
|X| est le cardinal de X .
3.1.2 Multi-ensembles
E´tant donne´ un ensemble X , un multi-ensemble sur X est une fonction M : X → N.
Pour tout x ∈ X nous appellerons M(x) la multiplicite´ de x dans M . Nous noterons
XMS l’ensemble des multi-ensembles sur X . Ainsi, un multi-ensemble est un ensemble
qui peut contenir plusieurs occurrences d’un meˆme e´le´ment. Un multi-ensemble peut
eˆtre repre´sente´ par la somme formelle : ∑x∈X M(x) • x ou` l’entier M(x) de´signe le
nombre d’occurrences de l’e´le´ment x dans le multi-ensembleM . Par exemple, la somme
m = 2• < x1 > +3• < x2 > de´signe le mutlti-ensemble qui contient deux e´le´ments de
x1 et trois e´le´ments de x2.
SoientM1 etM2 deux multi-ensembles sur X . Nous de´finissons les ope´rations usuelles
(+,-, ≤ , =) sur les multi-ensembles comme suit :
• M1 +M2 =
∑
x∈X(M1(x) +M2(x)) • x
• M1 ≤M2 ssi, (∀x ∈ X, (M1(x) ≤ M2(x)))
• M1 = M2 ssi, (∀x ∈ X, (M1(x) = M2(x)))
• SiM1 ≤M2 alorsM2 −M1 =∑x∈X(M2(x)−M1(x)) • x
• Le cardinal deM1, note´ |M1| est
∑
x∈X(M1(x))
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L’ensemble de tous les multi-ensembles sur X est note´ XMS ou encore Bag(X). Nous
notons le multi-ensemble vide de la meˆme manie`re que l’ensemble vide ∅ ou 0.
3.1.3 Matrices de bornes et graphe de contraintes
3.1.3.1 Matrices de bornes
Une borne est une paire (c,≺) ou` c ∈ Q ∪ {∞,−∞} et ≺∈ {<,≤}. Nous de´finissons
un ordre totale sur les ope´rations < et ≤, tel que ’<’ < ’≤’, et sur les bornes comme
suit:
• (c,≺) = (c′,≺′) ssi c = c′ et ≺=≺′,
• (c,≺) < (c′,≺′) ssi c < c′ ou (c = c′ et ≺<≺′),
• (c,≺) ≤ (c′,≺′) ssi (c,≺) = (c′,≺′) ou (c,≺) < (c′,≺′).
La somme de deux bornes (c,≺) et (c′,≺′), note´e (c,≺) + (c′,≺′) est la borne (c +
c′, min(≺,≺′)). Le comple´ment d’une borne (c,≺) est de´finie comme e´tant la borne
(c′,≺′) tel que (c,≺) + (c′,≺′) = (0, <).
Soit X = {x1, . . . , xn} un ensemble de variables sur R. La formule F associe´e a` une
zone Z sur X est une conjonction de contraintes atomiques sur X . Si nous ajoutons
une variable x0 a` l’ensemble X tel que x0 = 0 (x0 est parfois note´e o aussi), chaque
contrainte atomique qui apparaıˆt dans F peut eˆtre e´crite sous forme xi − xj ≺i,j ci,j ou`
ci,j ∈ Q ∪ {∞,−∞}, ≺i,j∈ {<,≤} et xi, xj ∈ X ∪ {x0}. La formule F peut eˆtre alors
repre´sente´e par une matrice B d’ordre n + 1 telle que bi,j est la borne (ci,j,≺i,j). La
matrice B est appele´e matrice de bornes (DBM) (Dill, 1990). En ge´ne´ral, une zone sur
X peut eˆtre repre´sente´e par une infinite´ de formules. Cependant, il existe une formule
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unique en forme canonique pour chaque zone. L’existence de cette forme, calculable
en O(n3), ou` n = |X|, simplifie conside´rablement le test d’e´galite´ et d’inclusion entre
zones, ainsi que le calcul de l’intersection. La complexite´ de ces ope´rations est O(n2).
3.1.3.2 Graphe de contraintes
Soient Z une zone sur X = {x1, . . . , xn} et F sa formule. Le calcul de la forme canon-
ique de Z consiste a` mettre chaque contrainte atomique de F dans sa forme la plus
restreinte. Ceci revient a` remplacer, dans chaque contrainte atomique xi − xj ≺i,j ci,j
de F , la constante ci,j par la constante la plus petite en valeur absolue, sans affecter le
domaine de F . Pour re´soudre ce proble`me, on associe a` la formule F une interpre´tation
sous forme de graphe, appele´ graphe de contraintes. Le graphe de contraintes G associe´
a` F est un graphe oriente´ et value´, ou` les variables de X ∪ {x0} sont des sommets (la
variable x0 est repre´sente´e par le sommet o) et les contraintes atomiques de F sont des
arcs. A` chaque contrainte atomique xi− xj ≺i,j ci,j, est associe´ un arc du sommet xj au
sommet xi ayant comme poids la borne (ci,j,≺i,j). Cette borne est interpre´te´e comme la
borne supe´rieure de la distance du sommet xj au sommet xi.
Soient F une formule et G le graphe de contraintes qui lui est associe´ :
• F est consistante ssi, G n’admet aucun cycle ne´gatif,
• Si F est consistante, le poids du plus court chemin du noeud xj au noeud xi dans
G est e´gal a` Sup(xi−xj , F ). Sup(xi−xj , F ) e´tant le supremum de (xi−xj dans
le domaine de F .
On peut donc de´duire que le calcul de la forme canonique de F revient a` calculer le
graphe des plus courts chemins sur G. L’algorithme de Floyd-Warshall (Cormen et al.,
1990) est une re´fe´rence dans ce contexte, avec une complexite´ de O(n3), ou` n = |X|.
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3.1.4 Syste`me de transitions
Un syste`me de transitions est une structure de´finie par un triplet (Q, q0,→) ou` Q est un
ensemble d’e´tats, q0 ∈ Q est l’e´tat initial, et→ est une relation de transitions entre les
e´tats de Q. La notation q → q′ est utilise´e pour spe´cifier que (q, q′) ∈→. Un syste`me
de transitions est dit fini si et seulement si→ est finie. Dans le cas contraire, le syste`me
est dit infini. Un syste`me de transitions est dit a` branchements infinis si et seulement
s’il existe q ∈ Q tel que |{q′ ∈ Q|q → q′}| = ∞, c’est-a`-dire que q a une infinite´,
e´ventuellement non de´nombrable, de sucesseurs.
3.1.5 Syste`me de transitions temporise´
Les syste`mes de transitions temporise´es (Timed Transition System en anglais, ou TTS)
sont des syste`mes de transitions particuliers pour lesquels deux types de transitions sont
possibles : des transitions d’action et des transitions de temps mode´lisant respectivement
des e´volutions discre`tes et des e´volutions continues du syste`me
Un syste`me de transitions temporise´ (TTS) sur un ensemble d’action Σ (ou alphabet)
est un quadruplet (Q,Q0,Σ,→) ou` Q est un ensemble d’e´tat, Q0 ⊆ Q est un ensemble
d’e´tats initiaux,Σ est un ensemble fini d’actions (disjoint deR≥0),→⊆ Q×(Σ∪R≥0)×
Q est une relation de transition (ensemble d’arcs). Si (q, e, q ′) ∈→, nous notons aussi
q
e−→ q′. La relation de transition se de´compose en une relation de transition continue
dv∈R≥0−−−−−→ et une relation de transition discre`te a∈A−−−→.
3.1.5.1 E´volution d’un syste`me de transitions temporise´
Une e´volution ρ d’un TTS S est une se´quence maximale de la forme :
ρ = q0
dv0−−→ q′0 a0−−→ q1 dv1−−→ q′1 a1−−→ · · · qn dvn−−−→ q′n · · · .
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Pour une e´volution de taille n, nous notons Untimed(ρ) = a0a1 . . . et Duration(ρ) =
Σni=0dvi.
3.1.5.2 Trace d’une e´volution
La trace temporise´e de ρ est le mot temporise´ w = (dvi, ai)0≤i≤n. La trace de ρ est le
mot µ = (ei)0≤i≤n.
Un mot temporise´ est une trace accepte´e par le TTS S s’il existe une e´volution de tracew.
Le langage temporise´ de S de´signe´ par L(S) est l’ensemble de tous les mots temporise´s
accepte´s par S.
3.1.5.3 Syste`me de transitions temporise´ ε-abstrait
Soit S = (Q,Q0,Σε,→) un TTS. Nous de´finissons le TTS Sε = (Q,Qε0,Σ,→ε) dans
lequel les actions ε ont e´te´ abstraites de S par :
• q dv−−→ε q′ avec dv ∈ R≥0 si et seulement si il existe une excution ρ = q → q ′ avec
Untimed(ρ) = ε∗ et Duration(ρ) = dv.
• q a−→ε q′ avec a ∈ Σ si et seulement si il existe une excution ρ = q → q ′ avec
Untimed(ρ) = ε∗aε∗ et Duration(ρ) = 0
• Qε0 = {q | ∃q′ ∈ Q0 | q′ → q et Duration(ρ) = 0 ∧ Untimed(ρ) = ε}.
3.1.6 Simulation temporelle forte / faible
Soient S1 = (Q1, Q10,Σ,→1) et S2 = (Q2, Q20,Σ,→2) deux syste`mes de transitions
temporise´s sur Σ et 1 une relation binaire sur Q1 × Q2. Nous e´crivons s 1 s′ pour
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(s, s′) ∈1. La relation 1 est une relation de simulation temporelle forte de S1 par S2 si
les trois assertions suivantes sont ve´rifie´es :
1. si s1 ∈ Q10 , alors il existe s2 ∈ Q20 tel que s1 1 s2;
2. si s1 v−→ s′1 avec v ∈ R≥0 et s1 1 s2 alors il existe s2 v−→ s′2 tel que s′1 v−→ s′2 ;
3. si s1 a−→ s′1 avec a ∈ Σ et s1 1 s2 alors il existe s2 a−→ s′2 tel que s′1 a−→ s′2 ;
Soient S1 = (Q1, Q10,Σε,→1) et S2 = (Q2, Q20,Σε,→2) deux syste`mes de transitions
temporise´s sur Σε et 1 une relation binaire sur Q1 × Q2. Nous e´crivons s 1 s′ pour
(s, s′) ∈1. La relation 1 est une relation de simulation temporelle faible de S1 par S2
si c’est une relation temporelle forte entre ces deux TTS ε-abstraits. Un TTS S2 simule
faiblement S1 si il existe une relation de simulation faible de S1 par S2. Nous notons
alors S1 1W S2.
3.1.7 Bisimulation temporelle
Deux TTS S1 et S2 sont en relation de bisimulation temporelle forte (respectivement
faible) si il existe une relation de simulation forte (respectivement faible)1 de S1 par S2
et si 1−1 est aussi une relation de simulation forte1(respectivement faible) de S2 par S1.
Nous notons alors S1 ≈S S2 (respectivement S1 ≈W S2).
3.2 Les formalismes de mode´lisation
La litte´rature propose de nombreuses techniques de mode´lisation et de spe´cification qui
montrent une grande diversite´ tant au niveau du langage utilise´ (syntaxe et se´mantique)
1S2 1−1 S1 si et seulement si S1 1 S2
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que des domaines d’application, on peut donc citer:
- les approches base´es sur la logique a`: the´orie des ensembles et substitutions ge´ne´ralise´es
(la me´thode B (Abrial, 1996)), logiques temporelles (LTL, CTL, µ-calcul), logiques
d’ordre supe´rieur (λ-calcul).
- les approches alge´briques: alge`bres de processus (CCS (Milner, 1989), CSP (Brookes
et al., 1984), pi-calcul, Spi-calcul).
- les approches par mode`les a` e´tats tels que les syste`mes de transitions comme les auto-
mates (Arnold, 1990) et les re´seaux de Petri (Reisig, 1985).
- les approches synchrones, les langages a` flots de donne´es synchrones (LUSTRE).
Nous pre´senterons ci-apre`s brie`vement quelques approches.
3.2.1 Les approches logiques et la the´orie des types
La logique des propositions est l’e´tude des raisonnements dont la forme est constitue´e
par des variables propositionnelles (p, q, r, . . .) et des connecteurs logiques tels que : et
(∧), ou (∨), non (¬), si . . . alors . . . (⇒), si et seulement si (⇔). Toutefois, la logique
propositionnelle ne peut pas rendre compte de la totalite´ des raisonnements. Par exem-
ple, elle ne permet pas de faire allusion a` une proprie´te´ d’une variable, ni de de´crire des
relations entre plusieurs variables . . . etc. Pour cela, la logique de premier ordre a e´te´
introduite (Kleene, 1967). Elle reprend l’ensemble des e´le´ments de la logique proposi-
tionnelle et y ajoute des constantes (a, b, c, . . .), des variables (x, y, z, . . .), des pre´dicats
(relations), des fonctions f(x, y, ..), g(y, z, ..), . . .), des quantificateurs universel ∀ et ex-
istentiel ∃, etc. Les termes du langage sont constitue´s des variables, des constantes et
des fonctions applique´es a` ces variables ou constantes, i.e.: t1 := x; t2 := f(x, y, b);
t3 := a, etc. Les pre´dicats (P (t1, .., tn), Q(t1, .., tn), . . .) sont des relations qui ont pour
arguments les termes du langage. Le langage pre´dicatif comporte toutes les formules
bien forme´es a` partir des formules atomiques (A := P (t1, .., tn), B := (t1 = tn), . . .),
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des connecteurs binaires de la logique propositionnelle∧,∨,¬,⊃,≡ ainsi que des quan-
tificateurs (∀ et ∃). Si A et B sont des formules bien forme´es du langage L, alors A∧B,
A ∨ B, ¬A, ¬B, A ⊃ B, ∀xA, ∃xB, etc., sont des formules bien forme´es.
La logique modale est une extension de la logique de premier ordre qui a e´te´ enrichi
par de nouveaux ope´rateurs. Selon le type de la modalite´, diverses logiques modales
peuvent eˆtre distingue´es (Chellas, 1980; Catach, 1989), dont les logiques de´ontiques et
temporelles.
3.2.1.1 La logique de´ontique
La logique de´ontique comporte une unique modalite´ O qui de´note l’obligation. Comme
dans toutes les logiques modales, la modalite´ s’applique a` des formules bien forme´es
de la logique propositionnelle. A` partir de la modalite´ d’obligation, on de´finit com-
mune´ment trois modalite´s abre´ge´es Per, F et Op, qui de´signent respectivement le car-
acte`re permis, interdit ou optionnel d’une proposition logique. Per est de´fini comme
le dual de O, F comme la ne´gation de l’obligation, et Op comme le dual de F . Si f
est une formule bien forme´e de la logique de´ontique, le langage de la logique de´ontique
note´ LO est l’ensemble des formules (ou expressions) construit par les re`gles suivantes :
a|¬f|f ∧ f|f ∨ f|f⇒ f|Of|Perf|F f|Opf ou` a est une proposition atomique de LO.
3.2.1.2 La logique temporelle
Les logiques temporelles sont parmi les formalismes mathe´matiques les plus utilise´s
pour spe´cifier des proprie´te´s sur les comportements des syste`mes. Ces proprie´te´s peuvent
eˆtre classe´es de la manie`re suivante :
• Proprie´te´ d’accessibilite´ (Reachability property): indique qu’un e´tat du syste`me
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Figure 3.1 Exemple de proprie´te´s temporelles LTL
peut eˆtre atteint.
• Proprie´te´ de suˆrete´ (Safety property): exprime que sous certaines conditions, un
e´ve´nement ne peut jamais se produire. Notons que la ne´gation d’une proprie´te´
d’accessibilite´ est une proprie´te´ de suˆrete´.
• Proprie´te´ de vivacite´ (Liveness property): exprime que sous certaines conditions,
un e´ve´nement finira par se produire.
• Proprie´te´ d’absence de blocage (Deadlock free property): exprime que le syste`me
ne se retrouvera jamais dans une situation ou` il ne pourra plus progresser.
• Proprie´te´ d’e´quite´ (Fairness property): exprime que sous certaines conditions, un
e´ve´nement se produira (ou ne se produira pas) infiniment souvent.
Il existe plusieurs extensions des logiques temporelles qui se distinguent selon deux axes:
- La logique temporelle line´aire LTL (Linear Temporal Logic) qui conside`re l’ensemble
des exe´cutions d’un syste`me comme des se´quences distinctes (Figure 3.1).
- La logique temporelle arborescente CTL (Computation-Tree Logic) qui repre´sente
l’ensemble des exe´cutions comme un arbre ou` les diffe´rents successeurs d’un e´tat sont
obtenus par les instants d’e´ve`nements possibles en cet e´tat (Figure 3.2).
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Figure 3.2 Les quantificateurs de chemins
La diffe´rence entre ces logiques temporelles provient de l’ensemble d’ope´rateurs tem-
porels qui peut eˆtre utilise´ et des objets sur lesquels ils sont interpre´te´s (se´quences ou
arbres d’e´tats). Ces logiques ont un ensemble d’ope´rateurs temporels communs qui sont
interpre´te´s sur des se´quences d’e´tats, tels que G (Toujours “Always”), F (Fatalement
“Eventually”), X (Suivant “Next”), U (Jusqu’a` “Until”) et l’ope´rateurW (A` moins que
“Weakness”). Tandis que les logiques temporelles arborescentes utilisent en plus, les
quantificateurs de chemins : le quantificateur A (Quelque soit) et le quantificateur E
(Il existe) pour exprimer l’aspect arborescent des proprie´te´s. Les logiques temporelles
utilisent des propositions P pour qualifier les e´tats et des ope´rateurs temporels qui per-
mettent d’exprimer des proprie´te´s sur les enchaıˆnements d’e´tats (exe´cutions). Une for-
mule propositionnelle combine des propositions sur les e´tats et des connecteurs logiques
classiques comme la conjonction et la ne´gation.
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3.2.1.3 La the´orie des types
Les logiques d’ordre supe´rieur sont des logiques formelles qui e´tendent le calcul des
pre´dicats du premier ordre en permettant d’utiliser les variables dans les termes en tant
que fonctions, et dans les expressions en tant que pre´dicats. La the´orie des types simples
est une formalisation de la logique d’ordre supe´rieur dont le langage est construit sur le
λ-calcul simplement type´ plutoˆt que sur le langage des the´ories du premier ordre.
Le langage λ a e´te´ invente´ par le logicien ame´ricain Alonzo Church dans les anne´es 1930
(Church, 1936). La syntaxe du λ-calcul simplement type´ est de´finie par l’ensemble des
expressions forme´es de la fac¸on suivante : e ::= λx.e|e1e2|x. En supposant l’existence
d’un ensemble infini de variables note´es x, y, z, etc. Les trois constructions principales
du λ-calcul sont:
• Si x est une variable et e est un λ-terme de´ja` construit, alors λx.e est un λ-terme,
appele´ abstraction. Intuitivement, λx.e est la fonction qui envoie x vers e.
• Si e1 et e2 sont des λ-termes de´ja` construits alors e1e2 (la juxtaposition des termes)
est un λ-terme, appele´ une application.
• Si x est une variable, alors c’est e´galement un λ-terme.
Dans le terme λx.e, la variable x peut bien suˆr apparaıˆtre dans e. On peut remplacer x
par une autre variable y, a` condition de remplacer toutes les occurrences de x par y, et a`
condition que y n’apparaisse pas de´ja` dans e. La nouvelle expression repre´sente alors la
meˆme fonction. On dit que les deux expressions sont α-e´quivalentes. Deux termes sont
donc e´gaux s’ils sont α-e´quivalents.
Une ope´ration de substitution consiste a` remplacer toutes les occurrences d’une vari-
able libre par un λ-terme. Intuitivement, une variable x est libre dans un terme si et
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seulement si cette variable n’apparaıˆt sous aucune expression de la forme λx.e. Dans la
substitution, on note e[e′/x] le terme obtenu en remplac¸ant toutes les occurrences libres
de x par e′ dans e.
La se´mantique ope´rationnelle dans le λ-calcul repose sur la notion de β-re´duction dans
les λ-termes, base´e sur la substitution. L’intuition de cette re´duction est la suivante :
toute fonction applique´e a` un argument peut eˆtre de´roule´e. Ce comportement se de´crit
en de´finissant une relation binaire note´e! de la fac¸on suivante: (λx.e)e′! e[e′/x].
3.2.2 Les alge`bres de processus
C’est une me´thode qui permet de spe´cifier et de re´fle´chir a` propos des syste`mes com-
municants. Elle est constitue´e d’un ensemble: de termes, d’ope´rateurs et d’axiomes, qui
sont utilise´s pour e´crire et manipuler des expressions alge´briques. La force principale
des alge`bres de processus re´side dans le fait qu’elles peuvent mode´liser des syste`mes
d’une certaine complexite´ a` l’aide d’un nombre tre`s restreint d’ope´rateurs, qui peuvent
de´crire, par exemple, le paralle´lisme ou la communication entre sous-processus. Nous
en introduirons ci-apre`s quelques unes, notamment les plus connues.
3.2.2.1 CCS (Calculus of Communicating Systems)
CCS est une alge`bre de processus propose´e par Milner (Milner, 1980) pour formaliser
la notion de programmation concurrente. Un syste`me (ou programme) est de´crit comme
un ensemble d’agents concurrents (c’est-a`-dire s’exe´cutant inde´pendamment les uns des
autres) et interagissant via un me´canisme de communications synchrones (les e´missions
et re´ceptions de messages sont bloquantes). Les agents communiquent les uns avec les
autres en utilisant des ports de communication, qui sont identifie´s par un nom. Dans
la syntaxe d’un processus, le nom a de´signe l’action de recevoir un message sur le port
40
a tandis que le co-nom a¯ de´signera l’action d’e´mettre un message sur le port a. Son
me´canisme d’interaction de base est la synchronisation par rendez-vous (mais de nom-
breuses extensions existent).
La construction e´le´mentaire d’un agent est la mise en se´quence d’actions: pour une ac-
tion α (α e´tant une e´mission a¯ ou une re´ception a), αP de´signe un agent qui effectuera
l’action α et poursuivra son exe´cution comme P . Ainsi, si un agent a¯.P propose une
e´mission via le port a et l’agent a.Q une re´ception pour ce meˆme port, alors une in-
teraction peut se produire entre ces deux agents: la synchronisation a lieu et les deux
agents poursuivent leur exe´cution comme P et Q respectivement. Hormis la composi-
tion se´quentielle d’actions, CCS dispose de bien d’autres caracte´ristiques (Talbot, 2005).
Formellement, la se´mantique ope´rationnelle de CCS peut eˆtre de´finie comme un syste`me
de transitions E´tiquete´es (LTS - Labeled Transition System) qui de´crit les interactions
d’un agent avec son environnement (d’autres agents). CCS est utilise´e pour l’analyse de
suˆrete´ et de viabilite´ de protocoles ou de programmes distribue´s. Plus re´cemment, elle a
e´te´ utilise´e pour l’analyse de proprie´te´s de se´curite´. Il existe une multitude d’alge`bres de
processus en plus de CCS, et elles permettent toutes de mode´liser mathe´matiquement des
syste`mes paralle`les ou communicants. Les plus connues sont CSP (Communication Se-
quencial Processes) par (Hoare, 1978) ou` la communication peut se faire entre plusieurs
processus (ne se limite pas a` deux processus) et ASP (Algebra of Communicating Pro-
cesses) par Bergstra et Klop (Bodei et al., 1999). Plusieurs autres alge`bres de processus
ont e´te´ de´veloppe´es dans les anne´es 90 et dans les dernie`res anne´es, notamment le TCCS
(Timed CCS) (Chen et al., 1990) qui ajoute la notion du temps et le pi-calcul.
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3.2.2.2 Le pi-calcul
Introduit par Milner et Parrow (Milner et al., 1993; Parrow, 2001). Ce calcul se base
principalement sur CCS, sans toutefois en eˆtre une extension. Le pi-calcul ame´liore con-
side´rablement l’aspect communication, de´ja` pre´sent dans CCS, en permettant le passage
non seulement de valeur, mais e´galement de canal de communication, voire meˆme de
processus entier. Les noms de ports, appele´s canaux dans le pi-calcul sont de´sormais,
des valeurs possibles de la communication. Cette nouveaute´ ame`ne une notion de mo-
bilite´ qui n’e´tait pas pre´sente dans le CCS.
Initialement, la se´mantique du pi-calcul e´tait de´finie comme celle de CCS par un syste`me
de transitions e´tiquete´es. Par la suite, (Milner, 1980) a propose´ une se´mantique ope´ration-
nelle alternative pour le pi-calcul. Cette se´mantique se base sur deux relations de´finies
sur l’ensemble des processus : la congruence structurelle et la relation de re´duction,
note´es respectivement ≡ et →. Brie`vement, on dit que le processus (vn)(P | Q) est
congru a` ((vn)P ) | Q si n n’apparaıˆt pas (libre) dans Q, c’est-a`-dire si Q ne connaıˆt
pas le secret n. (vn)P de´signe un processus dont le nom n est restreint et lie´ au pro-
cessus P par le lien (v). La relation de re´duction traduit notamment l’interaction par
communication entre processus, correspondant ainsi aux τ -transitions. Ainsi, la re`gle
de communication pour deux processus voulant interagir via le canal x est donne´e par:
x¯(y).P | x(z).Q→ P | Q{z ← y}. Le processus Qz ← y de´signe le processus Q dans
lequel toutes les occurrences libres du nom z ont e´te´ remplace´es par y en prenant garde
que toutes les occurrences remplace´es demeurent des occurrences libres de y.
Bien qu’offrant de grandes possibilite´s pour la mode´lisation de syste`mes concurrents, le
pi-calcul a ne´anmoins quelques de´fauts : la notion de concurrence est souvent associe´e
a` celle de distribution, c’est-a`-dire a` des agents ou processus s’exe´cutant sur un ensem-
ble de sites distincts, sites pouvant eˆtre des machines ou simplement des processeurs.
Le pi-calcul n’offre cependant pas la possibilite´ de mode´liser la notion de distribution.
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Figure 3.3 Automate fini
Ainsi, des extensions du pi-calcul ont e´te´ propose´es (Amadio and Prasad, 1994; Riely
and Hennessy, 1998).
3.2.3 Les syste`mes de transitions
Intuitivement, un syste`me de transitions (Arnold, 1990), mode´lisant une application, est
constitue´ de l’ensemble des e´tats ou situations dans lequel peut se trouver l’application
et de l’ensemble des transitions entre e´tats mode´lisant l’e´volution de l’application. Il en
existe un tre`s grand nombre, presque tous des extensions des automates a` e´tats finis ou
des re´seaux de Petri respectivement introduits en 1955 et 1962.
3.2.3.1 Les automates a` e´tats finis
Les automates a` e´tats finis sont repre´sente´s graphiquement par des diagrammes de tran-
sition d’e´tats, graphes oriente´s dont les nœuds sont des e´tats et les arcs des transitions.
La figure 3.3 repre´sente un automate qui reconnaıˆt les mots de´finis sur l’alphabet {a, b, c}
qui commencent par a et qui finissent par c.
Un e´tat est un ensemble de valeurs qui caracte´rise le syste`me a` un moment donne´ dans
le temps. Une transition d’e´tat est une relation entre deux e´tats indiquant un changement
d’e´tat possible, et qui peut eˆtre annote´e pour indiquer les conditions et les sources de
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de´clenchement (e´ve´nements) et les ope´rations qui en re´sultent (sorties).
3.2.3.2 Les re´seaux de Petri
Les re´seaux de Petri (Petri, 1962) sont une ge´ne´ralisation des automates a` e´tats. Ils of-
frent un contexte ge´ne´ral pour mode´liser la concurrence et la synchronisation dans les
syste`mes distribue´s. Un re´seau de Petri est un graphe biparti alterne´ qui posse`de deux
types de nœuds : les places (cercles) et les transitions (rectangles). Des arcs (fle`ches)
relient les places aux transitions (figure 3.4). L’e´tat du syste`me, nomme´ marquage, est
de´fini par la re´partition des jetons dans les places. Une transition est franchissable sous
certaines conditions, notamment lorsqu’il y a suffisamment de jetons dans ses places
d’entre´e. Le franchissement d’une transition se traduit par une modification du mar-
quage consistant en la consommation des jetons indispensables au franchissement de la
transition et la cre´ation e´ventuelle de nouveaux jetons dans les places en sortie de la
transition.
De´finition 3.2.1 (Re´seau de Petri simple)
Un re´seau de Petri simple est un tuple (P, T, Pre, Post,M0):
• P est un ensemble fini de places,
• T est un ensemble fini de transitions (P ∩ T = ∅),
• Pre: P × T → N est la fonction d’incidence avant,
• Post: P × T → N est la fonction d’incidence arrie`re,
• M0 est le marquage initialM0 : P → N .
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Figure 3.4 Ope´ration de franchissement
Un re´seau de Petri peut eˆtre vu comme un syste`me de transitions dont les e´tats sont les
marquages du re´seau et les transitions entre e´tats correspondent au franchissement des
transitions du re´seau.
3.2.3.2.1 Proprie´te´s des re´seaux de Petri Il existe un certain nombre de proprie´te´s
qui ont e´te´ de´finies pour les re´seaux de Petri, a` savoir, le caracte`re borne´, la re´initilisation,
la vivacite´, la conservation, la terminaison (Diaz, 2001). Certaines de ces proprie´te´s
sont dites proprie´te´s dynamiques car elles de´pendent du marquage initial et sont lie´es a`
l’e´volution du re´seau, alors que d’autres sont dites proprie´te´s statiques du fait qu’elles
soient lie´es a` la typologie du re´seau et inde´pendantes du marquage initial.
De´finition 3.2.2 (Re´seau de Petri borne´)
Une place Pi est borne´e pour un marquage initialM0 si pour tout marquage accessible
a` partir de M0, le nombre de jetons dans Pi reste borne´. Elle est dite k-borne´e si le
nombre de jetons dans Pi est toujours infe´rieur ou e´gal a` k. Un RdP est (k) borne´ si
toutes ses places sont (k) borne´es.
Un RdP peut ne pas eˆtre borne´. Sur l’exemple repre´sente´ a` la figure 3.5, la transition T1
admet la place P1 comme unique place d’entre´e. La place P1 a un jeton : la transition T1
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Figure 3.5 Re´seau de Petri non borne´
est franchissable. Comme P1 est aussi place de sortie de T1, le franchissement de T1 ne
change pas le marquage de P1. La transition T1 est donc franchissable en permanence et
peut donc eˆtre franchie un nombre de fois infini. Chaque franchissement de T1 ajoute un
jeton dans P2 dont le marquage va donc tendre vers l’infini.
De´finition 3.2.3 (Re´seau de Petri sauf)
Un RdP est sauf ou binaire pour un marquage initialM0 s’il est 1-borne´.
De´finition 3.2.4 (La vivacite´)
Une transition Tj est vivante pour un marquage initial M0 si pour tout marquage ac-
cessible Mk, il existe une se´quence de franchissement S a` partir de Mk contenant Tj:
Mk ∈∗ M0, ∃S,Mk | S > et S = . . . Tj . . .
Si une transition Tj est vivante alors, a` tout instant, on sait que Tj peut eˆtre franchie
dans le futur. Dans le cas d’un re´seau de Petri mode´lisant un syste`me fonctionnant en
permanence, si une transition n’est pas vivante et si une fonction du syste`me est associe´e
au franchissement de cette transition, cela veut dire qu’a` partir d’un certain instant, cette
fonction ne sera plus disponible dans le futur, ce qui peut traduire une erreur ou une
panne.
De´finition 3.2.5 (Blocage)
Un blocage (ou e´tat puits) est un marquage pour lequel aucune transition n’est valide´e.
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Figure 3.6 Re´seau de Petri vivant
Figure 3.7 Exemple de re´seau de Petri bloquant
Un re´seau de Petri est dit sans blocage pour un marquage initialM0 si aucun marquage
accessible n’est un blocage.
Le re´seau de Petri de la Figure 3.7, par exemple, a pour blocage le marquage : M =
(1, 0, 0, 1).
De´finition 3.2.6 (E´tats d’accueil et Re´seau de Petri re´initialisable)
Un RdP a un e´tat d’accueil Ma pour un marquage initial M0 si pour tout marquage
accessible Mk a` partir de M0, il existe une se´quence de franchissement permettant
d’atteindre le marquageMa: ∀Mk ∈∗ M0, ∃Sj ,Mk|Sj > Ma
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Un RdP est re´initialisable pour un marquage initialM0 siM0 est un e´tat d’accueil
Si un re´seau de Petri pre´sente un e´tat d’accueil, il est facile de ve´rifier s’il est sans
blocage et d’e´tudier sa vivacite´.
3.2.3.2.2 Les re´seaux de Petri colore´s Les re´seaux colore´s (Jensen, 1997) ont e´te´
introduits afin de mode´liser des syste`mes complexes tout en gardant les possibilite´s de
ve´rification. Lorsque le nombre d’entite´s du syste`me a` mode´liser est important, la taille
du re´seau de Petri devient rapidement e´norme, et si les entite´s pre´sentent des comporte-
ments similaires, l’usage des re´seaux colore´s permet de condenser le mode`le. En ef-
fet, une couleur est une information attache´e a` un jeton. Cette information permet de
distinguer des jetons entre eux et peut eˆtre de type quelconque. Par conse´quent, une
place peut contenir des jetons de diffe´rentes couleurs et une transition peut eˆtre franchie
de diffe´rentes manie`res, selon la couleur. Ceci est re´alise´ en attachant un domaine de
couleur a` chaque place et a` chaque transition. Ainsi, les arcs ne sont pas seulement
e´tiquete´s par le nombre de jetons mais aussi par leurs couleurs. Le franchissement d’une
transition est alors conditionne´ par la pre´sence dans les places en entre´e du nombre de
jetons ne´cessaires, qui en plus satisfont les couleurs qui e´tiquettent les arcs. Apre`s le
franchissement d’une transition, les jetons qui e´tiquettent les arcs d’entre´e sont retire´s
des places en entre´e tandis que ceux qui e´tiquettent les arcs de sortie sont ajoute´s aux
places en sortie de cette transition.
Ainsi, pour un meˆme syste`me, le nombre de comportements qui peuvent eˆtre exprime´s
par un re´seau colore´ est nettement plus e´leve´ qu’avec un re´seau simple. Ce sont des
re´seaux tre`s adapte´s aux architectures distribue´es. D’autant plus qu’a` tout re´seau colore´
correspond un re´seau de Petri simple qui lui est isomorphe. Ceci permet donc d’exploiter
les meˆmes techniques d’analyse que celles de´veloppe´es pour les re´seaux simples en plus
d’autres qui ont e´te´ comple´te´es et adapte´es aux re´seaux colore´s telle que le support de la
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hie´rarchisation.
De´finition 3.2.7 (Re´seau de Petri colore´s)
Un re´seau de Petri colore´ (CPN) est un tuple (∆, P , T , Arc, Nœud, Couleur, Garde,
E,M0) ou`:
• ∆ est un ensemble de domaines de couleurs (chaque domaine est un ensemble fini
et non vide).
• Arc est un ensemble fini d’arcs tel que P ∩ Arc = T ∩Arc = ∅
• Nœud est la fonction nœud, Nœud : Arc→ P × T ∪ T × P .
• Couleur : P → PowerSet(∆). Couleur(p) est la fonction couleur qui associe
a` chaque place un domaine de couleur.
• Garde est une garde, qui fait correspondre a` chaque transition une expression
boole´enne. Les variables de la garde appartiennent a`∆.
• E est l’application qui associe a` chaque arc, un e´le´ment de Couleur(p)MS ou`
p est une place appartenant a` l’arc. E indique le nombre de jetons colore´s a`
recevoir de la place qui se trouve en entre´e de la transition, et le nombre de ceux
a` produire dans la place qui se trouve en sortie.
• M0 est l’application qui associe a` chaque place p, un e´le´ment de Couleur(p)MS.
M0(p) indique la distribution initiale des jetons colore´s dans la place p.
De manie`re ge´ne´rale, un marquage M d’un re´seau colore´ est une application qui asso-
cie a` chaque place p, un e´le´ment de Couleur(p)MS. M(p) est un multi-ensemble sur
Couleur(p) qui indique les marques colore´es pre´sentes dans la place p au marquageM .
L’e´tat du mode`le est de´fini par un marquage colore´.
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Tableau 3.1 Application des re´seaux de Petri
Re´seau de Pe´tri ordinaire Mode´lisation de syste`mes logiciels
Mode´lisation de processus d’affaires
Gestion des flux Programmation concurrente
Ge´nie de la qualite´ Diagnostic
Re´seau de Pe´tri ge´ne´ralise´ Gestion des flux complexes
Mode´lisation de chaıˆnes logistiques
Utilisation pour les techniques quantitatives
Re´seau de Pe´tri temporise´ Gestion du temps
Mode´lisation d’attentes
Re´seau de Pe´tri colore´ Mode´lisation des syste`mes de collaboration
Re´seau de Pe´tri continu Mode´lisation de re´actions chimiques
3.2.3.2.3 Quelques outils de simulation Il existe de nombreux outils de simulation,
souvent libres, et de´veloppe´s dans le cadre de the`ses ou de recherches scientifiques.
- TINA : un des logiciels les plus utilise´s, simulation de re´seaux de Pe´tri temporelles.
- CPN Tools : un des logiciels les plus utilise´s, simulation de re´seaux de Pe´tri colore´s.
-MISS-RdP c© (Interactive Modelling and System Simulation) : un outil permettant de
simuler et de mode´liser des RdP de haut niveau.
- Petri-Parc: un simulateur graphique de RdP qui permet la mode´lisation et la simulation
de re´seaux simples ou colore´s.
- CoopnBuilder : un simulateur graphique utilise´ pour la mode´lisation des re´seaux de
Pe´tri oriente´s-objets.
3.2.3.2.4 Utilisation actuelle 2
L’utilisation des re´seaux de Pe´tri est plus tourne´e vers la recherche que vers l’industrie.
Le tableau 3.1 montre les domaines d’application de diffe´rents types de re´seaux de Petri.
2Source: http://www.benjamin-monteil.com/ecole/petri.htm.
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3.3 Mode´lisation des politiques de se´curite´
3.3.1 Mode´lisation en langage logique
Les travaux sur la mode´lisation de politiques de se´curite´ en langage logique sont tre`s
nombreux, notamment dans le contexte des politiques de type RBAC.
Dans (Kalam et al., 2003), les auteurs de´finissent un langage base´ sur la logique du pre-
mier ordre pour repre´senter la politique de se´curite´ Or-BAC. Ensuite, dans (Kalam and
Deswarte, 2003), les auteurs proposent un autre formalisme pour raisonner sur Or-BAC
fonde´ sur la logique de´ontique. Leur approche est applique´e aux Syste`mes d’Information
et de Communication en Sante´ et social (SICSS). Afin de faciliter la conception et la
manipulation de politiques fonde´es sur Or-BAC, ils soulignent qu’il serait souhaitable
d’utiliser une repre´sentation graphique dont l’inte´reˆt pratique peut s’ave´rer significatif si
cette repre´sentation est supporte´e par un outil d’e´dition.
Dans (Barker and Stuckey, 2003), les auteurs proposent d’utiliser la programmation
logique par contraintes (la logique des pre´dicats a` laquelle est ajoute´e la notion de con-
trainte line´aire) pour la mode´lisation des re`glements de controˆle d’acce`s. Leur propo-
sition permet la mode´lisation de politiques ferme´e (tout ce qui n’est pas explicitement
permis est interdit), de type ouverte (tout ce qui n’est pas explicitement interdit est per-
mis) ou hybride. Ils e´tudient en particulier le mode`le RBAC en conside´rant la gestion de
la hie´rarchie des roˆles et le temps dans les autorisations pour se rapprocher du mode`le
TRBAC. Cependant, la ve´rification repose sur des algorithmes qui ne permettent pas
toujours une trac¸abilite´ efficace de l’infe´rence.
(Jagadeesan et al., 2006) pre´sente une formalisation du mode`le RBAC au moyen du λ-
calcul. Le mode`le re´sultant est note´ λ-RBAC. La syntaxe et la se´mantique ope´rationnelle
du λ-calcul type´ ont e´te´ adapte´es au contexte RBAC.
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Les mode`les de controˆle d’acce`s ont e´galement e´te´ de´crits par d’autres me´thodes de
spe´cification formelle telles que Z (PRG, 1980; Spivey, 1992) et ALLOY (Jackson,
2004). Le langage Z applique´ surtout dans le cadre de projets d’informatique indus-
trielle, est un langage mathe´matique formel, oriente´ mode`le qui se base sur la the´orie des
ensembles de Zermelo-Fra¨nkel et sur la logique de premier ordre. (Yuan et al., 2006) a
de´veloppe´ un mode`le formel avec Z pour de´crire le mode`le RBAC. Une spe´cification Z
type est un ensemble de sche´mas d’e´tat et d’ope´rations. Le sche´ma d’e´tat contient une
partie permettant la de´claration de variables (Users : PUSERS, Roles : PROLES, Ops
: POPS. . .) et une autre, pre´dicative, de´finissant les contraintes sur ces variables (dom
assigned roles = Users ∪ (ran assigned roles)⊆ Roles). Les relations entre un e´tat avant
et un e´tat apre`s sont de´finies par les sche´mas d’ope´rations. Ainsi, (Yuan et al., 2006)
de´finit l’espace d’e´tat du mode`le RBAC et les ope´rations possibles qui transforment un
e´tat a` un autre sous certaines contraintes.
(Zao et al., 2002) propose une spe´cification du mode`le RBAC en logique d’ALLOY.
ALLOY (Jackson et al., 2000) est un outil qui offre a` la fois un langage et un outil
de ve´rification et de validation de mode`les formels. Il a e´te´ de´veloppe´ par le groupe
de recherche Software Design Group dirige´ par Daniel Jackson du MIT (Massachusetts
Institute of Technology). Il permet de mode´liser les syste`mes afin de les simuler, les
ve´rifier et valider certaines proprie´te´s. Un mode`le ALLOY est un mode`le formel et
abstrait qui est aussi, a` la fois un mode`le analysable et testable. Le langage posse`de
une syntaxe simple base´e sur le langage Z (Spivey, 1992). Les proprie´te´s d’un mode`le
ALLOY peuvent eˆtre ve´rifie´es, et le mode`le peut eˆtre simule´ avec l’analyseur ALLOY
(ALLOY Analyser) (Jackson et al., 2000).
Le mode`le re´sultant de (Zao et al., 2002) a` base de ALLOY sert e´ventuellement comme
prototype pour ve´rifier l’exactitude de diffe´rentes imple´mentations de RBAC d’une part,
et la consistence des relations et contraintes d’autre part, dans le but d’obtenir une in-
stance plausible. Dans un contexte sensiblement similaire, (Mankai, 2005) pre´sente dans
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son me´moire de maıˆtrise, une me´thode base´e sur la mode´lisation en logique de premier
ordre pour analyser et de´tecter les interactions ainsi que les conflits pre´sents dans un
ensemble de politiques de controˆle d’acce`s exprime´es en XACML. Le mode`le logique
obtenu est traduit vers le langage ALLOY et ensuite soumis a` l’analyseur ALLOY pour
de´tecter les diffe´rentes conflits et incohe´rences potentiels.
3.3.2 Mode´lisation en alge`bre de processus
D’autres approches s’orientent vers l’inte´gration des alge`bres de processus dans l’expres-
sion des mode`les de controˆle d’acce`s a` base de roˆles. L’inte´reˆt de ces approches est
motive´ par la capture des comportements dynamiques des mode`les RBAC.
(Braghin et al., 2004) propose une extension du pi-calcul pour de´crire les mode`les RBAC.
L’extension consiste a` inte´grer la notion d’utilisateurs repre´sente´s par des processus,
deux nouvelles re´ductions pour exprimer l’activation et la de´sactivation des roˆles et
de nouvelles fac¸ons pour exprimer l’assignation des permissions aux roˆles. Le terme
r|P |ρ repre´sente une session de l’utilisateur appele´ r, s’exe´cutant via un processus P et
ayant l’ensemble de roˆles actifs ρ. Les nouvelles re´ductions sont exprime´es comme suit:
r|roleR.P |ρ 9→ r|P |ρ∪R et r|yieldR.P |ρ 9→ r|P |ρ−R
Intuitivement, quand un utilisateur r active un roˆle R pendant une session, R doit eˆtre
ajoute´ a` l’ensemble de roˆles ρ active´, et le restant de la session P sera exe´cute´ avec
l’ensemble ρ mis a` jour. Vice-versa pour la de´sactivation du R.
(Lu et al., 2006) propose de formaliser l’administration des roˆles dans les mode`les RBAC
au moyen du pi-calcul. Les auteurs pre´sentent d’abord un nouveau mode`le d’admi-
nistration DARBAC “Domain Administration of RBAC” qui introduit la notion de do-
maine d’administration. Chaque roˆle administratif est affecte´ a` un domaine d’administra-
tion et ne peut exe´cuter que les ope´rations administratives spe´cifiques au domaine auquel
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il est rattache´. Une approche base´e sur le pi-calcul est par la suite propose´e pour for-
maliser le mode`le DARBAC. Chaque e´le´ment du mode`le DARBAC est repre´sente´ par
son e´quivalent dans le pi-calcul. Certains e´le´ments du mode`le DARBAC sont conside´re´s
des processus (les usagers, les roˆles, les objets et les ope´rations administratives), tandis
que d’autres sont repre´sente´s par des canaux (les ope´rations sur les objets, la hie´rarchie
des roˆles, les objets administratives, les ope´rations d’affectation des roˆles aux usagers
et des permissions aux roˆles). Les interactions et la communication entre les diffe´rents
e´le´ments se fait via des ports. (Lu et al., 2006) reconnaıˆt au pi-calcul sa grande puis-
sance d’expression qu’ils ont tente´ de transfe´rer au domaine des RBACs. Toutefois, (Lu
et al., 2006) ne pre´sente aucune approche d’analyse, mais souligne que le pi-calcul se
base sur un nombre restreint d’ope´rations et offre des techniques de preuve fonde´es sur
la bisimulation et la congruence qui pourraient eˆtre inte´ressantes pour ve´rifier le mode`le
DARBAC.
3.3.3 Mode´lisation a` l’aide des automates
Dans (Schneider, 2000), l’auteur fournit un formalisme appele´ les automates de se´curite´.
Celui-ci se base sur les automates et permet de spe´cifier des politiques de se´curite´ pou-
vant eˆtre mises en oeuvre par des me´canismes de surveillance d’exe´cution d’une ap-
plication. C’est une approche dynamique a` la se´curite´ des applications. Une politique
de se´curite´ selon Schneider de´finit les exe´cutions (d’une application) qui pour une rai-
son ou une autre ont e´te´ juge´es inacceptables. Cette de´finition englobe aussi bien les
politiques de se´curite´ dites d’ordre ge´ne´ral (le controˆle d’acce`s aux informations sensi-
bles, le controˆle de flux d’information, la disponibilite´ de service), que les politiques
plus spe´cifiques, ayant pour but de de´crire un comportement juge´ correct d’une ap-
plication donne´e (par exemple une politique qui interdit a` une application d’envoyer
des donne´es sur le re´seau apre`s avoir lu un fichier). Schneider conside`re que les poli-
tiques de se´curite´ correspondent a` des proprie´te´s de suˆrete´ de´finies pour des ensembles
54
de traces. Il propose d’utiliser les automates de se´curite´ comme formalisme pour de´finir
des politiques de se´curite´. On obtient alors une classe d’automates qui de´finissent les
se´quences d’actions le´gales qu’un syste`me peut exe´cuter. L’exe´cution d’un syste`me est
ainsi surveille´e de sorte qu’une action preˆte a` eˆtre exe´cute´e puisse eˆtre empeˆche´e si elle
est conside´re´e ille´gale par l’automate de se´curite´.
Une proposition re´cente (Mondal and Sural, 2008) rejoint notre travail (Rakkay and
Boucheneb, 2009) au sujet de la mode´lisation des mode`les RBAC. (Mondal and Sural,
2008) proposent une repre´sentation modulaire d’un mode`le RBAC temporel au moyen
des automates temporise´s. La construction se base sur l’outil Uppaal (Behrmann et al.,
2004). Chaque roˆle est repre´sente´ par un automate temporise´ qui mode´lise les diffe´rents
e´tats d’un roˆle (Disabled, Enabled, Activated) ainsi que les actions qui permettent de
passer d’un e´tat a` un autre. Chaque sujet est repre´sente´ par un automate temporise´ qui
exprime la relation d’assignation d’un roˆle a` un sujet. Chaque permission est repre´sente´
par un automate temporise´ pour exprimer l’assignation des permissions aux roˆles. Fi-
nalement, un automate controˆleur est construit pour assurer une synchronisation de
l’ensemble des actions. Le mode`le utilise une horloge globale qui sert a` spe´cifier des
contraintes temporelles sur la disponibilite´ des roˆles. Le mode`le permet de repre´senter
la hie´rachie des roˆles graˆce a` une synchronisation entre des automates temporise´s as-
socie´s a` des roˆles hie´rarchiquement de´pendant. Les proprie´te´s de se´curite´ sont spe´cifie´es
en logique CTL.
3.3.4 Mode´lisation en Re´seaux de Petri
Durant les dernie`res anne´es, l’utilisation des re´seaux de Petri s’est re´pandue graˆce au
nombre de travaux qui a e´te´ de´veloppe´ pour enrichir les re´seaux de Petri ainsi que la
disponibilite´ des outils. Selon de nombreux chercheurs (Osborn, 2002), les re´seaux
de Petri sont le seul formalisme qui permet de mode´liser la structure du syste`me et de
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faire des analyses qualitative et quantitative. Les re´seaux de Petri ont e´te´ utilise´s pour
la ve´rification de la se´curite´ (Ahmed and Tripathi, 2003), pour la spe´cification des au-
torisations dans les workflows (Atluri and Huang, 1996; Yi et al., 2004), l’analyse des
politiques de se´curite´ y compris les politiques de controˆle d’acce`s discre´tionnaires (Ku-
mar et al., 2002; Knorr, 2000), mandataires (Knorr, 2001; Varadharajan, 1991; Juopperi,
1995; Juszczyszyn, 2003; Jiang et al., 2004; Rakkay and Boucheneb, 2006; Zhang et al.,
2006b; Zhang et al., 2006a) et a` base de roˆles (Koch et al., 2002; Rakkay and Boucheneb,
2007; Shafiq et al., 2005).
3.3.4.1 Les re´seaux de Petri pour les mode`les mandataires MAC
Les re´seaux de Petri ont connu une large diffusion dans le domaine de la ve´rification
de la se´curite´, notamment dans le contexte des mode`les mandataires. (Varadharajan,
1991) propose un mode`le de se´curite´ a` base des re´seaux de Petri ordinaires, alors que les
mode`les propose´s dans (Juopperi, 1995; Juszczyszyn, 2003; Jiang et al., 2004; Zhang
et al., 2006b; Zhang et al., 2006a) sont a` base de leurs abre´viations tre`s connues, soient
les re´seaux Pre´dicat/Transition (Genrich, 1987) et les re´seaux de Petri colore´s (Jensen,
1997).
(Knorr, 2001) propose une mode´lisation au moyen des re´seaux de Petri ordinaires pour
analyser le flux d’informations dans un syste`me workflow ou` les autorisations sont ac-
corde´es en fonction du mode`le de Bell-LaPadula. La ve´rification des proprie´te´s de
se´curite´ se base sur la construction d’un graphe des marquages multi-niveaux ou` des
niveaux de se´curite´ sont associe´s a` tous les objets en circulation dans le syste`me. Le
controˆle du flux d’information est re´alise´ par une analyse des chemins du graphe en
ve´rifiant les proprie´te´s de Bell et Lapadula. Cependant, il est difficile d’adopter ce
mode`le pour des syste`mes complexes, surtout si les donne´es sont affecte´es tous les
niveaux de se´curite´ possibles en vue d’e´nume´rer tous les e´tats possibles du mode`le.
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(Varadharajan, 1991) propose une nouvelle extension des re´seaux de Petri classiques, ap-
pele´e IFS “Information Flow Secure net”, qui introduit un treillis de se´curite´ de plusieurs
niveaux. La ve´rification de la se´curite´ repose sur une analyse de tous les marquages ac-
cessibles ainsi que les flots d’information afin de repe´rer toutes les exe´cutions qui pour
une quelconque raison sont juge´es inacceptables. Toutefois, le mode`le pre´sente des am-
biguite´s qui ont e´te´ souligne´es dans le travail de (Juopperi, 1995). Ce dernier a donc
repris le mode`le IFS en utilisant les re´seaux Pre´dicat/Transition. Quelques anne´es plus
tard, (Juszczyszyn, 2003) propose un autre mode`le de se´curite´ appele´ Secure Colored
Petri Net (SCPN) issu de l’IFS, pour une repre´sentation plus compact et plus concise
au moyen des re´seaux de Petri Colore´s. Dans chacun des mode`les, des rede´finitions ont
e´te´ apporte´es pour rendre le mode`le IFS plus expressif, la se´mantique plus rigoureuse et
surtout pour permettre des possibilite´s d’analyse plus inte´ressantes.
(Jiang et al., 2004) propose une repre´sentation du mode`le de Bell-LaPadula a` base des
re´seaux de Petri colore´s. (Jiang et al., 2004) adopte ainsi une se´mantique diffe´rente de
celles pre´sente´es dans (Varadharajan, 1991; Juopperi, 1995; Juszczyszyn, 2003). En
effet, le but est de proposer l’e´quivalent du mode`le de Bell-LaPadula en un re´seau de
Petri colore´. L’analyse est base´e sur l’exploration du graphe d’accessibilite´ pour ve´rifier
les objectifs de se´curite´ suivants : (1) Le controˆle des acce`s aux objets, (2) les proble`mes
de transfert cache´ des objets (par la re`gle de No-Write down) et (3) les flots d’information
implicites qui se produisent entre les objets. Les auteurs de´finissent des relations d’acce`s
temporelles qui seront e´value´es sur le graphe des marquages pour ve´rifier si une proprie´te´
est ve´rifie´e ou non.
Par ailleurs, (Zhang et al., 2006b; Zhang et al., 2006a) pre´sentent respectivement une
approche pour mode´liser la politique de la muraille de Chine (Brewer and Nash, 1989)
et le mode`le d’inte´grite´ de Biba (Biba, 1977) en utilisant les re´seaux de Petri Colore´s.
On peut donc constater qu’il y a un nombre important de propositions pour mode´liser
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les mode`les de se´curite´ mandataires, particulie`rement au moyen des re´seaux de Petri
Colore´s. Toutefois, ces mode`les ne traitent que de la confidentialite´, alors que les
syste`mes re´els ont souvent des comportements qui de´pendent du temps. La capacite´ de
mode´liser et de manipuler la dimension temporelle des e´ve`nements qui se de´roulent dans
le monde re´el est fondamentale dans un grand nombre d’applications (bancaire, me´dical,
multime´dia, etc). La varie´te´ des applications motive nombreux travaux re´cents qui visent
a` inte´grer toutes les fonctionnalite´s ne´cessaires a` la prise en compte du temps dans les
me´thodes formelles de ve´rification. Dans (Rakkay and Boucheneb, 2006), nous avons
propose´ un nouveau mode`le de se´curite´ a` base d’une variante temporise´e des re´seaux de
Petri colore´s, nomme´e TSCPN (Timed Secure Colored Petri Net) qui inte`gre a` la fois
le temps et les notions de se´curite´. A` travers cette double extension, nous avons voulu
offrir un mode`le concis qui pre´sente plusieurs caracte´ristiques et re´pond a` diffe´rents be-
soins observe´s dans la litte´rature de la se´curite´ des informations. La notion de se´curite´
se base sur le principe des mode`les mandataires, a` savoir que nous attribuons des classes
de se´curite´ aux informations et des niveaux d’autorisation aux utilisateurs. Cela est pour
controˆler a` la fois l’acce`s aux informations et les flux qui peuvent se produire dans tout le
syste`me. L’inte´gration du temps consiste a` associer aux donne´es des intervalles qui ex-
priment leur disponibilite´ et validite´, et ce dans le but de permettre des controˆles d’acce`s
et de flux temporels et dynamiques. En effet, comme mesure de se´curite´ supple´mentaire,
les informations ne peuvent eˆtre utilise´es qu’a` l’inte´rieur de leurs intervalles de temps
pour garantir leur validite´. En dehors de cet intervalle, soit que l’information n’est pas
encore disponible, soit qu’elle n’est plus valide. Nous pre´senterons le mode`le plus en
de´tails dans le chapitre 5.
3.3.4.2 Les re´seaux de Petri pour les politiques a` base de roˆles RBAC
De tous les mode`les de se´curite´, les mode`les RBAC sont les plus utilise´s, essentiellement
parce qu’ils pre´sentent l’avantage d’offrir une politique neutre et garantissent plusieurs
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objectives de se´curite´ tels que le moindre privile`ge “least privilege” et les contraintes de
se´paration de taˆches.
Dans le contexte des mode`les RBAC, il semblerait que l’utilisation des re´seaux de
Petri est en train d’offrir de nombreuses pistes prometteuses. Plusieurs travaux publie´s
re´cemment, proposent des approches de mode´lisation et de ve´rification pour les mode`les
RBAC a` base des re´seaux de Petri principalement pour deux raisons : (1) expliciter
les flots d’information dans un mode`le de controˆle d’acce`s, ou encore, (2) faciliter
l’administration d’une politique RBAC dans les syste`mes d’information. Nous avons
aussi remarque´ que les efforts engage´s se classent en deux cate´gories. Certains travaux
s’orientent vers la mode´lisation de la gestion des autorisations et des contraintes de
se´curite´ dans les syste`mes workflows (Van der Aalst, 1998). Alors que d’autres s’inte´res-
sent a` e´laborer une imple´mentation plus efficace des mode`les de controˆle d’acce`s a`
base des roˆles, particulie`rement, pour les extensions temporelles TRBAC (Bertino et al.,
2000) et GTRBAC (Joshi, 2003).
(Shafiq et al., 2005) propose une description du mode`le RBAC au moyen des re´seaux
de Petri colore´s en conside´rant certaines contraintes du mode`le GTRBAC, sans toutefois
inte´grer le temps. Le mode`le propose´ prend en compte les contraintes de cardinalite´, de
se´paration de taˆches, de relation d’he´ritage entre les roˆles, de pre´ce´dence et de´pendance.
Le but d’une approche base´e sur les re´seaux de Petri est de prouver que les proprie´te´s ou
les re`gles de la politique de se´curite´ sont bien renforce´es dans le syste`me en be´ne´ficiant
des diffe´rentes techniques et outils offerts par les CPN. La cohe´rence du mode`le RBAC
est ve´rifie´e a` partir d’une analyse de chaque e´tat accessible du re´seau de Petri colore´.
L’e´tat est dit cohe´rent s’il satisfait a` toutes les contraintes de cardinalite´, de se´paration de
taˆches, d’he´ritage et de pre´ce´dence et de´pendance. Il s’agit ainsi d’effectuer une analyse
d’accessibilite´ qui repose sur le graphe des marquages correspondant au re´seau de Petri.
En s’assurant de la cohe´rence du re´seau de Petri, on s’assure e´galement de la garantie
des diffe´rentes proprie´te´s de se´curite´ lie´es a` la politique de se´curite´. Cependant, aucun
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outil n’est utilise´. Bien que (Shafiq et al., 2005) a de´ja` propose´ une correspondance des
RBAC en re´seaux de Petri colore´s, l’e´tude est encore a` comple´ter pour proposer une
me´thode d’analyse plus robuste que le graphe des marquages, proce´der a` la ve´rification
des diffe´rentes proprie´te´s de se´curite´ et e´ventuellement e´tendre le mode`le en explicitant
davantage la notion temps (des intervalles de temps pourraient eˆtre assigner aux jetons
pour exprimer la dure´e ou la pe´riodicite´ des diffe´rentes commandes d’assignation, de
changement d’e´tats des roˆles, etc).
Dans un second article (Rakkay and Boucheneb, 2009) qui porte sur l’analyse de la
se´curite´ dans les mode`les RBAC, nous proposons une repre´sentation qui exploite plus
efficacement le pouvoir des re´seaux de Petri colore´s ainsi que l’outil CPNtools pour
automatiser la ve´rification. Nous pre´sentons une approche qui consiste en trois e´tapes :
la mode´lisation du mode`le RBAC, la spe´cification des contraintes de RBAC et finalement
la ve´rification du mode`le et de ses contraintes. Nous pre´senterons le mode`le plus en
de´tails dans le chapitre 6.
Dans sa the`se de doctorat, (Shin, 2005) pre´sente une extension du mode`le RBAC afin
d’y incorporer de nouvelles contraintes plus approprie´es aux syste`mes d’exploitation de
confiance. Cette nouvelle extension, note´e E-RBAC (Extended RBAC), introduit deux
nouvelles proprie´te´s aux entite´s du controˆle d’acce`s, a` savoir : l’ordre et la permission.
Un ordre partiel est attribue´ a` l’ensemble des ope´rations d’acce`s pour ainsi former une
proce´dure. La permission ne´gative est ajoute´e a` la proce´dure pour exprimer un ensemble
d’ope´rations inde´sirables. Avec cette extension, l’ide´e est d’exprimer l’exe´cution des
se´quences de fonctionnement du syste`me comme des ensembles ordonne´s.
La spe´cification et la ve´rification formelle du mode`le E-RBAC sont re´alise´es au moyen
des re´seaux de Petri Colore´s en utilisant l’outil CPNtools. La ve´rification consiste a`
analyser l’exe´cution du mode`le soit par simulation ou par la proprie´te´ de vivacite´ (ve´rifier
si toutes les transitions sont franchissables).
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3.3.5 D’autres approches graphiques
Dans leur article, les auteurs (Koch et al., 2002) indiquent que pour e´viter les inconsis-
tances, il est utile d’avoir une repre´sentation pre´cise des re`gles de controˆles des acce`s
(les auteurs se basent sur des exemples de type RBAC), et si possible graphiquement
afin de faciliter les taˆches d’administration. L’article compare trois approches et leurs
inte´reˆts du point de vue de l’intuitivite´ et de la ve´rifiabilite´. La premie`re approche se
base sur UML. Comme il n’existe pas d’outils permettant la ve´rification de contraintes
sur les diagrammes UML, les auteurs proposent de transformer cette repre´sentation en
graphes (le troisie`me formalise e´tudie´ dans l’article). Les deux autres approches sont
ALLOY et les Graph Transformation. Ceux-ci sont un mode`le de graphe sur lesquels
sont baˆties des re`gles de transformations utilise´es pour repre´senter le mode`le de controˆle
des acce`s. Des proce´dures d’infe´rences travaillant sur ces graphes permettent de ve´rifier
graphiquement les politiques.
Ces trois formalismes permettent de ve´rifier que l’ajout d’une nouvelle contrainte (par
exemple d’exclusion mutuelle entre deux roˆles) ne rend pas la politique inconsistante.
Cependant, ces approches sont statiques et ne permettent pas d’exprimer des contraintes
line´aires comme les contraintes temporelles.
3.4 Conclusion
En re´sume´ a` ce que nous avons pre´sente´ dans cette section, il va sans dire que la for-
malisation du controˆle d’acce`s est incontournable pour une gestion suˆre et efficace des
droits d’acce`s. Plusieurs mode`les et langages formels ont e´te´ propose´s pour formaliser
les structures, les principes et les proprie´te´s des mode`les de controˆle d’acce`s. Cependant
aucune formalisation n’est meilleure qu’une autre dans le cas ge´ne´ral.
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Ne´anmoins, graˆce a` l’e´tat de l’art nous pouvons identifier les crite`res a` prendre en compte
pour l’e´valuation des mode`les et langages propose´s pour la formalisation du controˆle
d’acce`s, que nous re´sumons dans les points suivants :
• le besoin d’expressivite´ ne´cessaire pour capturer la richesse des mode`les de controˆ-
le d’acce`s, en particulier le temps.
• le besoin d’exprimer et de concevoir des mode`les de controˆle d’acce`s structure´s,
• le besoin de de´finir formellement des proprie´te´s que les mode`les doivent respecter,
• le besoin d’utiliser des outils de preuve pour ve´rifier ces proprie´te´s,
• le besoin de pouvoir controˆler la de´cidabilite´ des raisonnements,
• le besoin de proposer une repre´sentation graphique des mode`les,
• le besoin de proposer des outils pour assister la mode´lisation et la ve´rification des
politiques.
Dans le chapitre suivant, nous pre´senterons les me´thodes de ve´rification utilise´es pour
diffe´rentes politiques. Ces me´thodes ont e´te´ propose´es dans la litte´rature pour certains
des formalismes que nous avons pre´sente´ dans ce chapitre car nous avons constate´ que
plusieurs propositions se sont limite´es a` la mode´lisation et n’offrent pas des techniques
pour ve´rifier la cohe´rence (ou l’inte´grite´) de la politique de se´curite´ re´sultante.
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CHAPITRE 4
VE´RIFICATION DES POLITIQUES DE SE´CURITE´
Une politique de se´curite´ vise, a` travers ses re`glements, les diffe´rents objectifs de se´curite´
auxquels un syste`me devra se conformer. Lorsqu’un syste`me soumis a` une politique
pre´sente des e´tats incohe´rents ou errone´s, cela peut eˆtre duˆ a` une faille potentielle dans
cette politique. Dans ce cas, c’est soit la politique de se´curite´ est incohe´rente, soit elle
est incomple`te :
• L’incohe´rence dans une politique de se´curite´ peut eˆtre due a` des re`gles qui se
contredisent,
• L’incomple´tude se produit suite a` une insuffisance de re`gles ne´cessaires pour un
fonctionnement se´curitaire du syste`me.
Il est donc essentiel de ve´rifier, avant d’aborder l’implantation, que la politique de
se´curite´ conside´re´e pour un syste`me est cohe´rente (inte`gre). Dans ce qui suit, nous
allons pre´senter diffe´rents concepts relie´s a` la ve´rification formelle des syste`mes. Par la
suite, nous allons de´couvrir davantage les diffe´rents travaux effectue´s dans le domaine
de la ve´rification des politiques de se´curite´, moyennant une recherche bibliographique
plus de´taille´e.
4.1 Approches de ve´rification
La ve´rification ne´cessite trois e´le´ments :
• un mode`le, c’est-a`-dire une repre´sentation mathe´matique du syste`me a` ve´rifier,
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• une formule traduisant dans une logique particulie`re la proprie´te´ a` ve´rifier,
• un moteur de ve´rification, le moyen permettant de de´cider si la formule est satis-
faite sur le mode`le.
La ve´rification consiste alors a` comparer le mode`le du syste`me avec sa spe´cification ou
les proprie´te´s qui de´crivent le fonctionnement attendu du syste`me. Il existe plusieurs
approches de ve´rification permettant de s’assurer qu’un mode`le formel d’un syste`me
informatique obe´it a` une spe´cification, typiquement e´crite comme une formule d’une
logique adapte´e. Les recherches bibliographiques conduites au pre´alable nous ont permis
de de´nombrer deux grandes approches dans la ve´rification de la se´curite´ des syste`mes
d’information: les me´thodes syntaxiques de preuve d’une part “Theorem proving” et les
me´thodes se´mantiques d’e´valuation de mode`le “Model-checking” d’autre part.
4.1.1 Les me´thodes de preuve “Theorem proving”
Les me´thodes de preuve sont des preuves au sens mathe´matique du terme. Elles cherchent
a` de´terminer si une proprie´te´ peut eˆtre obtenue a` partir d’hypothe`ses sur les re`gles de
de´duction propres a` la logique utilise´e. Elles sont tre`s puissantes au sens ou` elles traitent
des syste`mes a` nombre d’e´tats infinis, mais elles sont inde´cidables dans le cas ge´ne´ral,
et par conse´quent difficiles a` automatiser.
4.1.2 Les me´thodes se´mantiques “Model-checking”
LeModel-checking est une technique de ve´rification de proprie´te´s temporelles par explo-
ration des graphes d’accessibilite´ (syste`mes de transitions). Il permet via un algorithme
appele´ model-checker, capable de dire a` partir du mode`le si oui ou non le syste`me ve´rifie
la proprie´te´ e´nonce´e (Figure 4.1).
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Exploration de l’espace 
d’états 
Modèle du 
système 
Propriété en 
logique temporelle 
Oui 
Non 
(Contre-exemple) 
Figure 4.1 Ve´rification par Model-Checking
Les me´thodes de model-checking sont donc entie`rement automatiques. Cependant, elles
se heurtent a` deux proble`mes:
• Leur utilisation est limite´e aux syste`mes ayant un nombre fini d’e´tats.
• Elles posent des proble`mes, en temps de traitement et en espace me´moire, lie´s a`
l’explosion combinatoire du nombre d’e´tats.
Pour pallier ces proble`mes, plusieurs solutions ont e´te´ e´tudie´es visant notamment a` :
• Re´duire la taille du syste`me de transitions (abstraction, agglome´ration). Plusieurs
me´thodes d’abstraction ont e´te´ propose´es pour raisonner sur des syste`mes avec
donne´es non borne´es (suite au temps par exemple). L’article de (Hadjidj and
Boucheneb, 2005) pre´sente des techniques d’abstraction pour atte´nuer le proble`me
de l’explosion combinatoire telle que l’abstraction par inclusion et l’abstraction
par combinaison convexe. Il est de´montre´ pour des re´seaux de Petri temporels que
ces abstractions ont un impact sur la performance. Ils peuvent re´duire jusqu’a` 100
fois la taille du graphe et conse´quemment le temps de calcul.
• Explorer partiellement le syste`me de transitions.
• Ve´rifier, sans construction au pre´alable, du syste`me de transitions. La me´thode de
la ve´rification a` la vole´e est reconnue comme une bonne alternative au proble`me
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de l’explosion combinatoire et qui peut donc eˆtre employe´e sans avoir a` produire
tout le graphe des e´tats.
L’avantage des model-checkers est qu’ils permettent de produire des contre-exemples,
c’est-a`-dire des exe´cutions du mode`le qui ne satisfont pas la proprie´te´. Plusieurs tech-
niques de Model-checking adapte´es a` la ve´rification de classes de proprie´te´s ont e´te´
propose´es et re´alise´es. Les logiques utilise´es pour d’e´crire les proprie´te´s sont, par exem-
ple, les logiques temporelles (CTL, LTL,...). Nous pre´sentons ici deux types de model-
checking selon la logique temporelle utilise´e.
4.1.2.1 Le Model-checking LTL pour des syste`mes finis
Lemodel-checking ici se base sur le langage issu du produit synchrone entre un automate
du syste`me (syste`me de transitions) et un automate de Bu¨chi repre´sentant la ne´gation de
la proprie´te´ a` ve´rifier sur le syste`me. Toute proprie´te´ exprime´e en formule de LTL peut
eˆtre transforme´e en un automate de Bu¨chi. Le model-checking consiste a` ve´rifier que
l’intersection du langage reconnu par le syste`me et de celui reconnu par la ne´gation de la
formule est vide. En d’autres mots, il suffit de tester que le produit des deux automates
est vide. Si le syste`me ne ve´rifie pas la formule, on peut extraire une erreur qui sera une
trace d’exe´cution ou contre-exemple.
4.1.2.2 Le Model-checking CTL pour des syste`mes finis
Pour les proprie´te´s exprimables en CTL, le Model-checking se base sur le marquage des
e´tats du syste`me de transitions. Un syste`me de transitions satisfait une proprie´te´ p si et
seulement si son e´tat initial satisfait p. Un algorithme construit par induction l’ensemble
de tous les e´tats qui satisfont la proprie´te´ p. Chaque e´tat est marque´ par p s’il satisfait la
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proprie´te´ ou sa ne´gation si non.
4.2 Ve´rification des objectifs de se´curite´
4.2.1 Les me´thodes a` base duModel-checking
Le model-checker SPIN “Simple Promela Interpreter” (Holzmann, 1997) a e´te´ propose´
pour ve´rifier des politiques de se´curite´ dans de nombreux travaux (Ahmed and Tripathi,
2003; Hansen and Oleshchuk, 2005). Dans SPIN, on peut exprimer des proprie´te´s (par
exemple de vivacite´ et d’e´quite´) comme des formules de LTL. A` partir de ces proprie´te´s,
on transforme leurs ne´gations en automates de Bu¨chi. SPIN calcule ensuite le produit
synchronise´ de cet automate avec celui du syste`me. Le re´sultat est encore un automate
de Bu¨chi dont on ve´rifie si le langage est vide ou non. S’il est vide, alors il n’existe
aucune exe´cution violant la formule de de´part, sinon il accepte au moins une exe´cution
(ou mot du langage de l’automate, chaque lettre du mot e´tant repre´sente´e par une action
du syste`me ou de la proprie´te´). Le langage Promela est un langage qui permet de de´crire
des syste`mes pour le logiciel SPIN.
Les auteurs dans (Ahmed and Tripathi, 2003) pre´sentent une me´thodologie qui utilise
SPIN pour la ve´rification des requis de la se´curite´ lors de la conception des syste`mes
de collaboration tels que les CSCW (Computer Supported Cooperative Work). Cette
me´thodologie requiert d’abord, de disposer d’un mode`le formel qui de´crit ces syste`mes
sous certaines politiques de se´curite´. La coordination et les contraintes de se´curite´ d’un
CSCW sont formellement exprime´es par un mode`le de collaboration base´ sur les roˆles.
L’article propose dans un premier temps, de ve´rifier les proprie´te´s de cohe´rence globales,
a` savoir : les ope´rations d’accessibilite´, les flots de taˆches, les contraintes base´es sur les
roˆles, les flots d’information et la confidentialite´, l’inte´grite´ et la fuite d’acce`s. Pour cela,
quatre mode`les de ve´rification (le mode`le de taˆches “Task Model”, le mode`le de roˆles
67
“Role Model”, le mode`le d’information “Information Model” et le mode`le d’assignation
“Owner Assignment Model”) sont automatiquement construits a` partir des spe´cifications
converties en langage PROMELA. La spe´cification des proprie´te´s est faite au moyen de
la logique line´aire LTL. Les quatre mode`les de ve´rification propose´s sont utilise´s pour
ve´rifier les diffe´rentes proprie´te´s de se´curite´ lie´es aux objectifs suivants :
• Assurer que les interactions entre les usagers sont conformes aux contraintes de
coordination et aux flots des taˆches.
• Assurer que les roˆles n’ont pas de contraintes conflictuelles ou incohe´rentes.
• Assurer que les informations confidentielles ne sont pas achemine´es a` des sujets
non-autorise´s.
• Garantir que les informations autorise´es sont acce´de´es.
• S’assurer que toute contrainte temporelle ou conditionnelle concernant l’acce`s aux
objets peut eˆtre satisfaite.
• De´tecter les fuites d’informations a` des sujets non autorise´es.
Comme exemple, une proprie´te´ de se´paration de taˆches est exprime´e en logique LTL de
la fac¸on suivante: StaticSOC(Assistant, Student, C):=!G (member(C,Assistant)
&& member(C, Student)) ou` member(C,Assistant) signifie que l’usager C est as-
signe´ le roˆle d’Assitant. L’expression LTL signifie que le mode`le ne doit jamais atteindre
un e´tat ou` l’usager C est assigne´ les deux roˆles Assistant et Student. D’autres pro-
prie´te´s qui re´pondent aux objectifs e´nonce´s ci-dessus ont aussi e´te´ formule´es en LTL et
soumises a` une ve´rification par SPIN. Le model-checker SPIN permet une repre´sentation
explicite des e´tats, et par conse´quent s’expose aux proble`mes de l’explosion combina-
toire. C’est la raison pour laquelle la ve´rification est fonde´e sur les quatre mode`les qui
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repose sur le principe d’une conception incre´mentale avec abstraction de certaines infor-
mations juge´es inutiles vis-a`-vis de la ve´rification d’une proprie´te´. Le model-checking
est ainsi effectue´ sur les mode`les re´duits. Le plus inte´ressant dans cette approche est
qu’elle offre un mode`le de ve´rification pour les flots d’information a` partir d’un mode`le
de controˆle d’acce`s. Toutefois, elle ne tient pas compte des flots d’information im-
plicites.
Aussi, l’approche de (Hansen and Oleshchuk, 2005) utilise la logique LTL et le model-
checker SPIN pour ve´rifier les contraintes d’autorisation dans les politiques RBAC (Fig-
ure 4.2). Le principe de ve´rification, est comme explique´ ante´rieurement, consiste a`
de´crire le mode`le RBAC en langage PROMELA et les proprie´te´s attendues, c’est-a`-
dire les contraintes sur le mode`le, sont exprime´es en LTL. Comme exemple, une con-
trainte de pre´ce´dence est exprime´e au moyen de la logique LTL par: ∀u ∈ U : G
(account manager ∈ assign roles(u)) → (account ∈ assign roles(u)). La con-
trainte indique qu’un usager affecte´ au roˆle accountingmanager doit avant eˆtre affecte´
au roˆle accountant. Par la suite, le ve´rificateur SPIN ve´rifie que les proprie´te´s sont sat-
isfaites en explorant tous les e´tats possibles du syste`me RBAC. Les auteurs pre´sentent
une e´tude de cas mais ne mentionnent aucune technique pour e´ventuellement pallier le
proble`me de l’explosion combinatoire.
Les auteurs dans (Laborde et al., 2004) s’inte´ressent au controˆle de se´curite´ dans les
re´seaux au moyen de me´thodes formelles. Ils soule`vent, en effet, le besoin de de´velopper
une technique d’e´valuation formelle qui de´finit correctement la strate´gie de se´curite´ dans
les re´seaux, un domaine qui a, jusque-la`, peu retenu l’attention de la communaute´ des
me´thodes et outils formels. Certes, les me´thodes formelles sont utilise´es avec succe`s
pour la ve´rification de proprie´te´s fonctionnelles des protocoles re´seaux (the´ore`mes de
preuve dans (Melliar-Smith and Rushby, 1985; Owre et al., 1992) et le model-checking
dans (Burch et al., 1992; Meadows, 1996), ne´anmoins elles restent plus marginales pour
le controˆle de la se´curite´. Le but de l’article est de partir d’une de´finition d’une poli-
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Politique de sécurité Description de l’implémentation de RBAC 
Traducteur Traducteur 
Expressions LTL Code PROMELA 
Model-Checker SPIN 
Conforme / Non conforme 
Figure 4.2 Ve´rification de conformite´ de RBAC par le model-checker SPIN
tique de se´curite´, RBAC par exemple, et de ve´rifier si elle satisfait a` des objectifs de
protection pre´cis dans les re´seaux. Comme l’e´valuation de la se´curite´ dans les re´seaux
ne´cessite de prendre en compte des de´tails concernant entre autres, la topologie du re´seau
et les diffe´rents e´quipements imple´mente´s pour assurer la communication, le transfert
des donne´es et le filtrage des informations, les auteurs pre´cisent qu’une approche base´e
sur les re´seaux de Petri se preˆtent mieux a` la fois a` mode´lisation de l’architecture du
re´seau et la validation des objectifs de se´curite´. Les re´seaux de Petri permettent de pren-
dre en compte conjointement les aspects comportementaux (re´actifs) et organisationnels
(topologiques) des re´seaux. Ils proposent ainsi un nouvel outil a` base des re´seaux de
Petri colore´s pour ve´rifier et valider qu’une politique RBAC imple´mente´e au niveau d’un
re´seau garantie bien un nombre d’objectifs de se´curite´ (dont la confidentialite´, l’inte´grite´
et la disponibilite´) exprime´s dans des formalismes comme la logique temporelle. La
ve´rification est faite au moyen du model-checking assiste´ par l’outil CPNtools (en ap-
pliquant une analyse d’accessibilite´ sur le graphe des marquages pour prouver si une
70
proprie´te´ est ve´rifie´e ou non).
4.2.2 Les me´thodes a` base du “Theorem Proving”
(Drouineaud et al., 2004) propose d’utiliser Isabelle/HOL, un outil du “Theorem Prov-
ing”, pour la ve´rification de la cohe´rence d’une politique RBAC. Quand on fait de la
preuve de the´ore`mes, on exprime en logique les proprie´te´s auxquelles on s’inte´resse, et
puis on utilise le syste`me de de´duction sous-jacent pour prouver que ces proprie´te´s sont
ve´rifie´es. Les auteurs introduisent une extention de la logique LTL pour exprimer des
contraintes d’autorisation de RBAC et de´river les proprie´te´s souhaite´es. La signature
de la logique conside´re´e contient un ensemble de symboles de pre´dicats et un ensemble
de symboles de fonctions. Ces symboles peuvent eˆtre de deux types: rigides (intuitive-
ment, leur interpre´tation est fixe a` travers le temps), ou flexibles (leur interpre´tation peut
varier en fonction du temps). La spe´cification des proprie´te´s a` ve´rifier est base´e sur un
ensemble d’axiomes dont ces trois qui sont les plus importantes:
spec1 : H : (AUTH usr operat obj)→ (EX1 r.Role r && ((UA usr r) && ((PA r
operat obj) && (ACTIV E FOR usr r))))
spec2 : H : (EXEC usr operat obj)→ (AUTH usr operat obj)
spec3 : H : ((PDMD((ACTIV E FOR usr r) && ((RP ::′a ⇒ ′a wff ) r) &&
((UP ::′a⇒ ′a wff )usr))) || (DMD ((ACTIV E FOR usr r) && ((RP ::′a⇒
′a wff ) r) && ((UP ::′a⇒ ′a wff ) usr))))→ ((UA usr r) && (RP r) && (UP
usr))
Le premier axiome de la spe´cification indique que si AUTH est vrai pour un triplet
(usr, operat, obj) cela implique qu’il y a un roˆle r ayant la permission d’appliquer
l’ope´ration operat a` l’objet obj et que l’utilisateur usr a active´ le roˆle r. Autrement dit,
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un usager n’est autorise´ a` effectuer des ope´rations sur un objet que s’il a de´ja` rec¸u le roˆle
requis et que ce roˆle est actif. Le deuxie`me axiome de la spe´cification indique que si
EXEC(usr, operat, obj) est vrai, cela implique queAUTH(usr, operat, obj) est aussi
vrai. Autrement dit, un usager qui exe´cute des ope´rations sur un objet a force´ment les
autorisations requises pour le faire. Le troisie`me axiome de la spe´cification impose,
cela ACTIF FOR(usr, r) a` un moment donne´ implique, que UA(usr, r) est vrai au
moment actuel. Selon la notation familie`re de la logique temporelle, la spe´cification 3
pourrait eˆtre e´crite comme suit :
∀usr, r:((F ACTIV E FOR(usr,r)) ∨ (F ACTIV E FOR(usr,r)))⇒ UA(usr,r)
Les proprie´te´s de se´curite´ a` ve´rifier sont des proprie´te´s de se´paration des taˆches qui
se basent sur le principe du secret partage´ (Shamir, 1979). Ainsi, une contrainte de
se´paration entre deux usagers ne leur permet pas de partager le meˆme secret cle´ au
meˆme moment. Cette proprie´te´ s’exprime en formule logique de la fac¸on suivante :
∀usr, op, k : (GetShare(op)∨EXEC(usr, op, k))⇒ (∀u : (EXEC(u, op, k)⇒ u =
usr))
Cette proposition est pour ve´rifier que deux utilisateurs ne pourront jamais partager la cle´
pour un meˆme secret en meˆme temps. Les auteurs expliquent que leur choix d’utiliser la
preuve de the´ore`mes plutoˆt que le model-checking pour contourner le proble`me d’inde´-
cidabilite´ des proprie´te´s exprime´es en logique temporelle.
(Braghin et al., 2004) pre´sente une approche qui inte`gre la the´orie du pi-calcul dans le
syste`me de preuve pour formaliser les re`gles dumode`le RBAC. La se´mantique ope´ration-
nelle du pi-calcul est de´finie a` l’aide d’un syste`me de transitions e´tiquete´es LTS. La
preuve de the´ore`me est fonde´e sur ce syste`me de transitions au moyen de preuves par
e´quivalence. Plus pre´cise´ment, les diffe´rentes contraintes de se´curite´ sont exprime´es
sous forme de re`gles sur le syste`me de transitions et la ve´rification est re´alise´e au moyen
de la bisimulation et la congruence barbue.
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Pour ve´rifier la validation des spe´cifications, (Yuan et al., 2006) ont recours au the´ore`me
prooving Z/EVES. Celui-ci comprend une interface graphique permettant d’e´diter des
spe´cifications Z et de les analyser via des de´monstrations de the´ore`mes sur la spe´cification.
Cependant, dans certains cas, il est tre`s fastidieux d’arriver a` de´montrer tous les the´ore`mes.
4.3 Conclusion
A` l’issue de cet e´tat de l’art sur les me´thodes de ve´rification, nous remarquons qu’aussi
bien les me´thodes syntaxiques de preuve (Theorem prooving) que les me´thodes se´manti-
ques (Model-checking) sont utilise´es pour s’assurer qu’une politique est suˆre, qu’elle
instancie bien un mode`le ou qu’elle satisfait a` des proprie´te´s de se´curite´.
Toutefois, certaines propositions ne re´pondent pas a` tous les objectifs de se´curite´ et peu
de travaux prennent en compte le facteur temps sachant la complexite´ de la ve´rification
qui en de´coule. Il est, en effet, de´licat de trouver des crite`res objectifs pour comparer
les diffe´rentes propositions. Ne´anmoins, nous pensons qu’une approche de ve´rification
ne´cessite le choix d’un formalisme adapte´ a` l’expression des aspects de se´curite´ et
de suˆrete´, a` l’expression des entite´s et relations relatives aux mode`les de se´curite´, a`
l’expression des enrichissements tels que le temps et les contraintes, et finalement valid-
able automatiquement.
La proble´matique porte ainsi, sur la mode´lisation d’une part et la ve´rification d’autre
part. De ce fait, il ne faut pas augmenter la puissance de mode´lisation au point de rendre
l’analyse irre´alisable. Il s’agit surtout de chercher un bon compromis entre la puissance
d’expressivite´, la complexite´ et la de´cidabilite´ de la ve´rification. Pour aboutir a` un tel
compromis, une e´tude tre`s minutieuse du mode`le est requise.
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CHAPITRE 5
MODE`LISATION DU CONTROˆLE D’ACCE`S ET DU TEMPS DANS LES
SYSTE`MES WORKFLOWS
De nos jours, les syste`mes de Workflow se pre´sentent comme une re´ponse technologique
ide´ale pour re´pondre aux objectifs fixe´s par une activite´ de re´inge´nierie. La qualite´ de
la spe´cification, de la validation et de la mise en œuvre des syste`mes workflows est
donc un aspect essentiel de l’inge´nierie des syste`mes d’information pour garantir des
syste`mes fonctionnellement fiables, flexibles et maintenables, suˆrs de fonctionnement
meˆme dans un environnement d’exe´cution ouvert. Le terme workflow (ou la gestion
automatique du flux de travail) de´signe un travail coope´ratif impliquant un nombre limite´
de personnes devant accomplir, en un temps limite´, des taˆches articule´es autour d’une
proce´dure de´finie et ayant un objectif global.
Dans le pre´sent chapitre, nous pre´senterons, tout d’abord, les aspects de spe´cification
et les crite`res de mode´lisation des syste`mes Workflows. Par la suite, nous discuterons,
appuye´s par la litte´rature, de l’utilisation des re´seaux de Petri pour la mode´lisation de
workflow aussi bien pour ajouter le temps, que pour exprimer le controˆle d’acce`s.
5.1 Mode´lisation des syste`mesWorkflows
5.1.1 Aspects de spe´cification
L’article de (Jablonski and Bussler, 1996) identifie cinq aspects cle´s dans la spe´cification
et la gestion des Workflows, qui sont:
- L’aspect fonctionnement de´crit les fonctionnalite´s du syste`me. Il de´crit les processus
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en termes de sous-processus, d’activite´s et de taˆches inde´pendamment des re`gles, des
e´ve´nements et des contraintes auxquelles elles sont soumises.
- L’aspect comportement met en e´vidence les flux de controˆle intrinse`que a` un proces-
sus et permet de de´finir les e´tats des activite´s et des taˆches, leurs conditions d’exe´cution
et le flot d’e´ve´nements les caracte´risant.
- L’aspect information de´crit les donne´es utilise´es dans le Workflow ainsi que les
de´pendances en termes de donne´es entre les taˆches. Dans un syste`me Workflow, on peut
distinguer entre les donne´es internes, ge´re´es par le Workflow, et les donne´es externes,
ge´re´es par l’environnement et existent inde´pendamment du Workflow. L’exe´cution de
certaines taˆches peut de´pendre des donne´es produites par d’autres taˆches, le flux de
donne´es de´crit donc ce type de de´pendance qui existe entre les taˆches.
- L’aspect organisation de´crit les structures organisationnelles, les ressources et acteurs
du syste`me, leurs roˆles, la hie´rarchie qui peut exister entre les roˆles et les politiques de
se´curite´ applique´e pour allouer les ressources (roˆles ou autres) aux activite´s.
- L’aspect ope´rationnel de´crit comment le Workflow doit interagir avec son environ-
nement, d’invoquer des applications externes et la manie`re de communiquer avec des
utilisateurs.
Nous retenons donc que pour spe´cifier un Workflow, il est bien important de de´crire
pre´cise´ment les agents implique´s dans la re´alisation d’une taˆche coope´rative, la structure
des interactions qui unissent ces agents, la nature des informations qu’ils e´changent et la
dynamique des traitements qui doivent eˆtre effectue´s.
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5.1.2 Crite`res de Mode´lisation
Un travail de mode´lisation ne´cessite d’abord de connaıˆtre les crite`res qu’une approche
de spe´cification doit remplir pour eˆtre approprie´e au domaine du Workflow.
Selon (Attali et al., 1998), une mode´lisation de type Workflow doit re´pondre a` plusieurs
crite`res. Certains crite`res portent sur le pouvoir d’expression du formalisme (sa ca-
pacite´ a` exprimer de manie`re concise et comple`te les aspects pertinents d’un proble`me);
d’autres portent sur l’outillage the´orique propre au formalisme (techniques d’analyse et
de validation associe´es, capacite´ a` raisonner sur les structures de causalite´ ou les aspects
temporels d’un syste`me); d’autres enfin sont relatifs aux possibilite´s de mise en oeu-
vre du formalisme pour la re´alisation de syste`mes re´els, et non pas seulement pour leur
mode´lisation abstraite. Nous expliquons ci-apre`s chacun de ces crite`res tel que pre´sente´
dans (Attali et al., 1998).
Crite`res lie´s au pouvoir d’expression
• Dimension structurelle : le formalisme offre-t-il des primitives permettant de struc-
turer les mode`les, par exemple en employant des techniques de de´composition
hie´rarchique ou de structuration par objets ?
• Dimension dynamique : quels sont les concepts utilise´s par le formalisme pour
de´crire le comportement du syste`me ? Permet-il de de´crire aise´ment les notions
de concurrence, de synchronisation ?
Crite`res lie´s a` l’outillage the´orique
• Niveau de formalite´ : le formalisme est-il suffisamment bien de´fini pour permettre
l’expression et la preuve de proprie´te´s sur les spe´cifications ?
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• Aspects temporels : le formalisme se preˆte-t-il a` une description du temps “quan-
titative” (dates et dure´es), ou qualitative (causalite´, se´quence d’e´ve´nements) ? Le
formalisme permet-il d’analyser ces aspects temporels, par exemple pour re´aliser
une pre´diction de la performance globale du syste`me ou du temps ne´cessaire a`
l’exe´cution d’une action complexe ?
Crite`res lie´s a` la mise en oeuvre du formalisme
• Exe´cutabilite´ : les spe´cifications ont-elles un caracte`re exe´cutable, de manie`re
a` permettre d’envisager le prototypage ? Le formalisme est-il de nature a` eˆtre
imple´mente´ ?
• Evolutivite´ du mode`le : dans quelle mesure le formalisme facilite-t-il la modifi-
cation incre´mentale d’un mode`le lorsque les spe´cifications du syste`me changent ?
Quel est l’impact d’un tel changement sur l’architecture globale du syste`me ? Le
mode`le peut-il eˆtre modifie´ dynamiquement pendant l’exe´cution ?
• Protocole de communication : quel type de communication peut-on de´crire entre
deux composants actifs du syste`me ? (par exemple synchrone/asynchrone, par
diffusion ou dirige´, client/serveur, ...)
• Architecture : a` quel type d’architecture logicielle le formalisme se preˆte-t-il ?
(re´plique´e, centralise´e, hybride)
• Interface utilisateur : le formalisme permet-il de de´crire l’interaction du syste`me
avec ses utilisateurs, par exemple en termes de sa repre´sentation externe ou de la
structure du dialogue homme-machine ?
Il existe plusieurs mode´lisations re´pandues pour repre´senter les syste`mes Workflows,
tels que le mode`le de taˆches, les re´seaux de Petri ou des patterns de ressource (Russell
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et al., 2005). Les diagrammes d’activite´ d’UML e´tendus permettent aussi de de´crire
ces syste`mes, cependant, ils n’offrent aucun moyen de ve´rifier la validite´ des mode`les.
Dans le cadre de cette the`se, notre choix s’est oriente´ vers les re´seaux de Petri qui pour-
raient re´pondre pratiquement a` l’ensemble des crite`res (Salimifard and Wright, 2001).
Plusieurs solutions existantes (Attali et al., 1998; Mahdaoui et al., 2005), montrent de´ja`
dans quelle mesure le formalisme des re´seaux de Petri peut apporter des solutions au
proble`me ge´ne´ral de la spe´cification de la structure et de la dynamique des Workflows.
Dans ce qui suit, nous allons pre´senter les diffe´rentes approches propose´es pour mode´liser
les Workflows a` l’aide des re´seaux de Petri.
5.2 Mode´lisation des Workflows a` l’aide des re´seaux de Petri
Dans plusieurs travaux de recherches (Oren and Haller, 2005), les re´seaux de Petri se
sont ave´re´s ade´quats et ont e´te´ utilise´s avec succe`s pour la spe´cification des applications
Workflow et la description de comportements dynamiques complexes. Ils de´crivent aussi
bien les aspects statiques des e´le´ments du syste`me que ses aspects dynamiques. De plus,
les services workflows peuvent naturellement eˆtre spe´cifie´s a` l’aide de re´seaux de Pe´tri,
ce qui permet leur analyse et leur simulation. Les transitions expriment les taˆches a`
exe´cuter et les places mode´lisent les e´tats du syste`me, les liens entre les deux entite´s
expriment les relations de pre´ce´dence, de paralle´lisme, de choix, etc.
Des e´tudes sur la repre´sentation de processus Workflow a` l’aide de re´seaux de Petri ont
mene´ a` la de´finition de Workflow net (Van der Aalst, 1998). Dans un Workflow net, il
existe une place source (qui ne comporte pas de transitions en amont) et une place finale
(qui ne comporte pas de transitions en aval). De plus, il existe toujours au moins un arc
reliant reliant un e´le´ment du re´seau a` un autre e´le´ment. Formellement, nous avons la
de´finition suivante:
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De´finition 5.2.1 (Workflow net)
Formellement, un re´seau de Petri (P, T, F,M0)est un Workflow net (WF-net) ssi: ∃i, o ∈
P,•i = ∅ ∧ o• = ∅ (i est la place source et o est la place finale) et le re´seau re´sultant, en
ajoutant une transition t tel que •t = {o} et t• = {i}, est fortement connexe1.
Selon plusieurs re´fe´rences relatives a` la mode´lisation des Workflows par les re´seaux de
Petri (Van der Aalst, 1996; Esparza and Silva, 1991; Ellis et al., 1995; De Michelis et al.,
1994), ceux-ci constituent un puissant formalisme pour l’expression du controˆle de flux
dans un processus. Aussi, plusieurs travaux (van der Aalst, 1993; Atluri and Huang,
1996; Ling and Schmidt, 2000; Gou et al., 2001) ont montre´ l’inte´reˆt des raisonnements
temporels dans la spe´cification des syste`mes Workflows. Le paragraphe suivant pre´sente
certaines de ces propositions.
5.2.1 Inte´gration du temps dans les workflows
5.2.1.1 Time Workflow-net
Dans (Ling and Schmidt, 2000), les auteurs proposent une extension temporelle des
Workflows, appele´e Time WF-net et note´e TWF-net. Ce mode`le associe un intervalle de
temps statique a` chaque transition pour exprimer le temps d’exe´cution des taˆches. Nous
de´finissions tout d’abord, un TWF-net.
De´finition 5.2.2 (TWF-net)
Formellement, un TWF-net est un tuple (P, T, F, FI,M0) ou` (P, T, F ) est un re´seau
workflow (WF-net) et FI : T → INT est la fonction qui associe a` chaque transition
t ∈ T un intervalle de franchissement statique, i.e. FI(t) = [mint, maxt] ou` mint et
1Il existe un chemin oriente´ de {o} vers {i}
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maxt sont des nombres re´els qui repre´sentent respectivement le temps de franchissement
minimal et maximal.
L’e´tat du mode`le est de´fini par un marquage temporel, note´ (M,FI) ou`M est un mar-
quage et FI : T → INT est la fonction qui associe un intervalle de franchissement
dynamique a` chaque transition t. FI(t) = [mint, maxt] ou`mint etmaxt sont des nom-
bres re´els qui repre´sentent respectivement le temps de franchissement au plutoˆt et au plus
tard. L’e´tat initial est repre´sente´ par s0 = (M0, F I0). Une transition t est sensibilise´e si
•t ⊆ M et t• ∩M = ∅. Cette dernie`re condition est introduite pour e´viter une situation
de conflit, appele´ Contact situation ou` les pre´-conditions et les post-conditions associe´es
a` une transition sont satisfaites en meˆme temps. Le temps de franchissement de la tran-
sition t est note´ τ(t), i.e.: τ(t) ∈ FI(t). La transition t est franchissable a` partir d’un
e´tat s ssi: mint ≤ τ(t) ≤ min{maxt | t′ ;= t⇒• t′ ∩• t = ∅ ∧ t′ est sensibilise´e a` l’e´tat
s}. Autrement dit, la transition t doit eˆtre franchie avant qu’elle ne soit de´sensibilise´e
par une autre transition.
Si la transition t est franchie apre`s une dure´e τ(t), le mode`le atteint un nouvel e´tat
s′ = (M ′, F I ′) ou`M ′ = M −•t+ t•, FI ′ est calcule´ tel que :
• Pour toute transition t′ sensibilise´e a` l’e´tat s′, on amint′ = max{0, mint − τ(t)}
etmaxt′ = max{0, maxt − τ(t)}
• Pour toute transition t′ nouvellement sensibilise´e, on amint′ = mint′ etmaxt′ =
maxt′ .
Ling et Schmidt (Ling and Schmidt, 2000) utilisent des re´seaux de Petri classiques et
saufs (au plus un jeton par place), et par conse´quent, le pouvoir de mode´lisation est
limite´.
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5.2.1.2 Re´seaux de Petri ITCPN (Interval Timed Colored Petri net)
(Gou et al., 2001) utilisent les re´seaux de Petri de (van der Aalst, 1993), appele´s Inter-
val Timed Colored Petri net (ITCPN). Ces mode`les associent des intervalles de temps
aux arcs en sortie des transitions pour indiquer les de´lais de franchissement des jetons
produits dans les places en sortie de la transition, autrement dit le temps ou` le jeton sera
rendu disponible. Une estampille est associe´e a` chaque jeton pour me´moriser ce temps.
De´finition 5.2.3 (Re´seau de Petri ITCPN)
Un ITCPN est un re´seau de Petri colore´ temporel (∆, P, T, C, F,M0) ou` F est la fonc-
tion associe´e a` une transition t telle que FI ∈ CTMS → (CT × INT )MS avec
CT = {(p, c)|p ∈ P ∧ c ∈ C(p)} et INT = {[y, z] ∈ R+×R+ | y ≤ z}. F (t) identifie
le multi-ensemble de jetons a` consommer et celui a` produire suite au franchissement de
la transition t ainsi que les intervalles des jetons produits.
Un jeton est un tuple (p, v, x) ou` p ∈ P , v ∈ C(p) et x ∈ R+. Un e´tat s du mode`le
est un multi-ensemble de jetons, i.e. s ∈ (CT × R+)MS Un e´ve´nement e est un triplet
(t, bin, bout) qui repre´sente tous les franchissements possibles de la transition t. bin et
bout repre´sentent respectivement le multi-ensemble de jetons a` consommer et celui a`
produire. Les estampilles de jetons produits sont relatives au temps de franchissement
et se situent a` l’inte´rieur de l’intervalle spe´cifie´ par F (t)(bin). E est l’ensemble des
e´ve`nements, i.e.: E = T × (CT × R+)MS × (CT ×R+)MS .
Un e´ve´nement (t, bin, bout) est sensibilise´ a` l’e´tat s ∈ S si et seulement si (1) il y a
suffisamment de jetons dans les places en entre´e de la transition t, i.e. (bin ≤ s). (2)
pour tout jeton de F (t)M(bin), il existe un jeton de la meˆme couleur dans bout et tout
jeton dans bout a son estampille a` l’inte´rieur de l’intervalle du jeton correspondant dans
F (t)M(bin).
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Le temps de sensibilisation d’un e´ve´nement est calcule´ en prenant le maximum des
estampilles de tous les jetons a` consommer, i.e. max(p,v,x)∈binx. Un e´ve´nement est
sensibilise´ si et seulement s’il a le plus petit temps de sensibilisation. Un e´ve´nement
(t, bin, bout) sensibilise´ a` l’e´tat s peut eˆtre franchi et le mode`le atteint un nouvel e´tat
s′ = (s − bin) + SC(bout, max(p,v,x)∈binx) ou` SC est une fonction qui ajuste la valeur
des estampilles des jetons dans bout en ajoutantmax(p,v,x)∈binx.
(Gou et al., 2001) s’appuient sur le mode`le ITCPN pour repre´senter les Workflows
des entreprises virtuelles qui fondent l’essentiel de leurs activite´s sur le net. Une en-
treprise virtuelle englobe un ensemble d’entreprises coope´rants dont chacune a` ses pro-
pres workflows locaux. L’approche de (Gou et al., 2001) est une approche modulaire
qui consiste a` repre´senter pour chaque entreprise son workflow interne et une interface
externe. Le workflow interne encapsule tous les de´tails de l’entreprise (ses activite´s, ses
ressources, le flot de controˆle et le flot d’autorisation) et conserve ainsi son autonomie
et sa confidentialite´. L’interface externe de´finit les services offerts par l’entreprise aux
usagers externes ainsi que les communications e´change´es. Au travers des interfaces, on
peut repre´senter les interactions entre les diffe´rents workflows. Nous pre´sentons dans le
paragraphe suivant un exemple d’application tire´ de (Gou et al., 2001).
Exemple 5.2.1 Exemple d’utilisation du mode`le ITCPN
Chaque activite´ est repre´sente´e par un re´seau de Petri ITCPN (figure 5.1), i.e.: Activity
= (∆a, Pa, Ta, Ca, Fa). Une activite´ est exe´cute´e lorsque le flot de controˆle du syste`me
arrive au niveau de la place Pwait et les ressources ne´cessaires a` son exe´cution avec les
roˆles requis sont disponibles dans la place Pfree.
La place Pfree conserve toutes les ressources ne´cessaires a` l’accomplissement de l’activite´.
Par conse´quent, c’est une place commune a` toutes les activite´s du workflow de l’entreprise.
La se´quence Pwait → tbegin → Pprogress → tend → Pwait repre´sente le flot d’exe´cution
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Figure 5.1 Re´seau de Petri ITCPN “Activity”
de l’activite´. Tandis que la se´quence Pfree → tbegin → Pprogress → tend repre´sente la
trace d’utilisation des ressources. Le domaine de couleur d’une activite´, note´ ∆a com-
prend les couleurs suivantes:
- CASEID = {CD1, CD2, . . .} de´finit les IDs des diffe´rents cas d’utilisation2.
- PROCESSID = {PD1, PD2, . . .} de´finit les IDs des processus.
- RESOURCE = {R1, R2, . . .} de´finit les resources.
La fonction couleur d’une activite´ est Ca = {C(Pwait), C(Pend), C(Pfree), C(Pprogress)}
ou`C(Pwait) = C(Pprogress) = CASEID×PROCESSID;C(Pfree) = RESOURCE;
C(Pprogress) = CASEID × PROCESSID ×RESOURCE.
Les ressources associe´es a` une activite´ doivent pouvoir exe´cuter cette activite´. L’assigna-
tion ressource-activite´ se fait selon les roˆles des ressources.
- ACTIV ITY = {A1, A2, . . .} de´finit l’ensemble des activite´s.
- ROLE = {O1, O2, . . .} de´finit l’ensemble des roˆles.
∀Ai ∈ ACTIV ITY : ROLE(Ai) ⊂ ROLE est l’ensemble des roˆles requis pour
exe´cuter l’activite´ Ai.
∀Ri ∈ RESOURCE : ROLE(Ri) ⊂ ROLE est l’ensemble des roˆles de´tenus par la
ressource Ri.
∀Ai ∈ ACTIV ITY : CASEID(Ai) ⊂ CASEID est l’ensemble des cas d’utilisation
2Un cas d’utilisation correspond a` un ensemble d’activite´s.
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avec lesquels l’activite´ Ai peut collaborer.
Ainsi, la fonction transition Fa = {F (tbegin), F (tend)} se de´finit comme suit:
- dom(F (tbegin)) = {<Pwait,<cid, pid>>, <Pfree,rsc> | cid ∈ CASEID(Ai) ⊂
CASEID, pid ∈ PROCESSID, rsc ∈ RESOURCE ∧⋃
rsc∈RESOURCE ROLE(rsc) = ROLE(Ai) ∧ ROLE(rsc) ∩ ROLE(Ai) = ∅,
F (tbegin)(<Pwait,<cid, pid>> +<Pfree,rsc>) =<<Pprogress,<cid, pid, rsc>>,[0, 0]>
et
- dom(F (tend)) = {<Pprogress,<cid, pid, rsc>> | cid ∈ CASEID(Ai) ⊂ CASEID,
pid ∈ PROCESSID, rsc ∈ RESOURCE}, F (tend)(<Pprogress,<cid, pid, rsc>>)
= <<Pend,<cid, pid>>, [i1, i2]> + <<Pfree, rsc>, [i1, i2]>
Si la transition tbegin est franchie, l’activite´ Ai va de´buter son exe´cution imme´diatement
car les jetons produits ont un intervalle [0, 0]. Le franchissement de la transition tend
indique que l’activite´ Ai a une dure´e d’exe´cution fixe´e par l’intervalle [i1, i2]. Le re´seau
Activity repre´sente donc l’assignation des ressources a` une activite´ ou` les ressources
sont assigne´es pendant toute la dure´e d’exe´cution.
Un workflow est mode´lise´ en connectant plusieurs re´seauxActivity suivant les ope´rateurs
logiques de base, notamment AND-Split, OR-Split, AND-Join et OR-Join. LeWorkflow
global sera ainsi repre´sente´ par plusieurs re´seaux structure´s de fac¸on hie´rarchique en util-
isant une transition hie´rarchique tactivity pour repre´senter chaque re´seau Activity. Les
activite´s sont relie´es les unes aux autres par des transitions tlink (figure 5.2).
Les activite´s associe´es a` un cas d’utilisation sont regroupe´es ensemble. Deux places sont
ajoute´es au re´seau Ps = {Pstart, Pgoal} ainsi que deux transitions T ′s = {tstart, tfinish}
pour mode´liser respectivement le de´but et la fin d’exe´cution du workflow. La place Pstart
indique les cas en attente d’exe´cution, alors que la place Pgoal indique les cas qui ont e´te´
exe´cute´s. La transition tstart de´bute l’exe´cution d’un cas et tfinish termine son exe´cution.
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Figure 5.2 Re´seau de Petri ITCPN d’une structure “AND-Split”
Figure 5.3 Mode`le d’interaction entre les objets de l’entreprise et les interfaces
En de´finitif, le mode`le ITCPN d’un workflow est un tuple (ACTIV ITY , ∆a, Ps, Ts,
Cs, Fs) ou` ACTIV ITY est un ensemble de re´seaux Activity, Ts = T ′s ∪ {tlink}, Cs =
C(Pstart), C(Pgoal) avec C(Pstart) = C(Pgoal) = CASEID × PROCESSID, Fs =
F ′s ∪ {F (tlink)} avec F ′s = {Fstart, Ffinish}.
Une entreprise virtuelle comprend un ensemble d’entreprises coope´rantes. Les entreprises
membres sont repre´sente´es par un ensemble d’identificateursMEMBERID = {MD1,
MD2, ...}. De plus, chaque entreprise offre un certain nombre de services aux autres en-
treprises, ce qui est repre´sente´ par un ensemble de case IDs, i.e.: SERV ICE(MDi) =
{CDi1, CDi2, ...CDin}.
85
Les entreprises communiquent entre elles via des interfaces. Les e´changes de messages
se font au moyen de deux places Pm = {Pmin , Pmout} ainsi que deux transitions Tm =
{ttransfer, tinput}. La place Pmin contient les messages destine´s a` l’entreprise, alors que
la place Pmout contient les messages a` envoyer a` d’autres entreprises. La transition
ttransfer transfe`re les messages entre les diffe´rentes entreprises et tinput transforme le
type des messages rec¸us.
Le mode`le ITCPN d’une interface externe est un tuple (Service(MDi), ∆m, Pm, Tm,
Cm, Fm) ou` ∆m = ∆a ∪ MESSAGE avec MESSAGE = {M1,M2, ...} qui est
un ensemble de messages, Cm = {C(Pmin), C(Pmout)} avec C(Pmin) = C(Pmout) =
CASEID × PROCESSID×MESSAGE, Fm = {F (ttransfer), F (tinput)}
Dans cet exemple, le temps est utilise´ pour exprimer diffe´rentes contraintes temporelles.
Par exemple, l’intervalle [0, dp] sur l’arc sortant de la transition tinput vers la place Pstart,
indique le de´lai d’attente pour traiter les messages entrant, soit imme´diatement ou dans
un de´lai e´gal a` dp. L’intervalle de temps [0, i2] sur l’arc sortant de la transition tend vers
la place Pmout signifie que les messages peuvent eˆtre produits a` tout moment lors de
l’exe´cution de l’activite´. L’intervalle [0, dok] sur l’arc reliant la transition transfert vers
la place Pmin indique le de´lai de transfert des messages dans le module k.
5.2.2 Mode´lisation du controˆle d’acce`s dans les Workflows
Les auteurs de (Atluri and Huang, 1996; Yi et al., 2004) s’inte´ressent a` la mode´lisation
de la gestion des autorisations (les privile`ges et les permissions) et des contraintes de
se´curite´ telles que la se´paration des taˆches, le cloisonnement de l’information et la
hie´rarchie des roˆles inte´gre´e dans le mode`le Workflow. Dans (Atluri and Huang, 1996),
le mode`le imple´mente le principe du cloisonnement de l’information (Least Privilege)
ou` les permissions sont accorde´es aux sujets autorise´s pour exe´cuter les taˆches qui leur
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sont prescrites pendant une pe´riode de temps. D’une part, les roˆles sont attribue´s aux
sujets selon les taˆches qu’ils vont exe´cuter, et d’autre part l’utilisation des roˆles associe´s
aux sujets est restreinte a` une pe´riode de temps en dehors de laquelle, les privile`ges ac-
corde´s a` un sujet pour exe´cuter la taˆche lui seront retire´s pour e´viter les abus. Une taˆche
est de´finie par un ensemble d’ope´rations, un ensemble d’objets rec¸us en entre´e, un en-
semble d’objets e´ventuellement produits en sortie et un intervalle de temps d’exe´cution.
Chaque taˆche est en plus, associe´e un ou plusieurs templates d’autorisation qui accor-
dent aux sujets les privile`ges requis au de´but de l’exe´cution de la taˆche et qui les retire
imme´diatement a` la fin de l’exe´cution. Des contraintes temporelles sont associe´es aux
taˆches pour ve´rifier que les autorisations sont spe´cifie´es de manie`re a` permettre aux su-
jets d’obtenir les acce`s aux objets seulement durant l’exe´cution de la taˆche. Par exemple,
si l’intervalle de temps d’une taˆche est fixe´ a` [tb, te] et que le temps d’exe´cution d’une
instance de la taˆche est [ts, tf ], les autorisations associe´es a` la taˆche ne sont valides que
durant l’intersection des deux intervalles.
Selon (Atluri and Huang, 1996; Yi et al., 2004), repre´senter l’autorisation en termes de
taˆches offre l’avantage de raisonner a` diffe´rents niveaux d’abstraction. La spe´cification
du syste`me peut eˆtre faite selon les compe´tences des de´cideurs puisque chacun va ope´rer
au niveau d’abstraction auquel il est habilete´. Par exemple un chef d’entreprise qui com-
prend l’organisation de la structure de l’organisation et les re`gles d’affaires, de´finirait
les roˆles le´gitimes pour chaque taˆche. Un de´veloppeur, quant a` lui, il de´terminera les
privile`ges associe´s a` chaque application utilise´e pour effectuer une taˆche. Tandis qu’un
employe´ des ressources humaines se charge d’assigner les roˆles aux usagers. Ainsi, le
mode`le de (Atluri and Huang, 1996) a e´te´ revu dans (Yi et al., 2004) pour prendre en
compte la hie´rarchie des roˆles, raffiner le principe de la se´paration des taˆches et mode´liser
les situations de conflits entre taˆches. Dans le mode`le de (Yi et al., 2004), une taˆche est
repre´sente´e par deux transitions pour indiquer le de´but et la fin d’exe´cution. Il existe
deux types de places : les places de roˆles et les places de controˆle. Les places de roˆles
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en entre´e d’une transition indiquent les roˆles le´gitimes (en fonction de leurs couleurs)
autorise´s a` exe´cuter la taˆche. Il y a une place par roˆle. Les usagers sont repre´sente´s
par les jetons colore´s. Une assignation roˆle-usager est indique´e par la pre´sence d’un
jeton colore´ dans la place de roˆle. Lorsqu’une transition est tire´e, les autorisations sont
alors accorde´es a` l’utilisateur pour exe´cuter la (les) taˆche (s) associe´e (s) a` la transi-
tion. Ces autorisations lui seront re´voque´es lorsque la (les) taˆche (s) se termine (ent).
Le mode`le permet aussi de repre´senter la hie´rarchie des roˆles et ce, en ajoutant une
transition qui relie un roˆle senior a` tous ses roˆles juniors. Lorsque cette transition est
franchie, un jeton dans la place du roˆle senior est transfe´re´ dans une place de roˆle junior.
Cependant, ce mode`le ne tire pas profit de la puissance de mode´lisation des re´seaux
de Petri colore´s pour repre´senter les diffe´rentes relations d’assignation, ni les relations
d’hie´rarchie. Chaque roˆle est repre´sente´ par une place. Ainsi, il y aura autant de places
qu’il y a de roˆles dans l’organisation. Par ailleurs, si un usager a plusieurs roˆles, il y aura
le meˆme nombre de jetons distribue´s dans diffe´rentes places. Ceci pourrait produire des
mode`les d’autorisation dont la taille croıˆt rapidement avec la complexite´ du syste`me, et
qui deviennent rapidement impossible a` comprendre et a` ge´rer. De plus, le mode`le de
(Yi et al., 2004) fait l’hypothe`se qu’un usager ne peut eˆtre attribue´ plus d’un roˆle dans
une meˆme instance du Workflow, ce qui n’est d’ailleurs pas re´aliste.
5.3 Conclusion
Il est inte´ressant de remarquer qu’une approche de mode´lisation des Workflows, base´e
sur les re´seaux de Petri, permet de tracer a` la fois le flux des donne´es, de controˆle et
d’autorisation entre les diffe´rents intervenants du syte`me.
Dans le chapitre suivant, nous pre´sentons une extension du mode`le TSCPN (Timed Se-
cure Colored Petri Net), initialement pre´sente´ dans monme´moire de maıˆtrise. Le mode`le
TSCPN est une extension des re´seaux de Petri colore´s temporels qui imple´mente une
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politique mandataire multi-niveaux et permet d’exprimer des conditions temporelles sur
la disponibilite´ et la validite´ des donne´es. L’analyse du mode`le se base sur le controˆle
du flot d’information par le biais de la construction du graphe des classes. Or, la partic-
ularite´ des mode`les incluant le temps, est d’eˆtre ge´ne´ralement infinis et a` branchement
infini. Pour y pallier, nous proposons une me´thode de contraction qui pre´sente des con-
ditions suffisantes a` satisfaire pour garantir la finitude (Diaz, 2001) du graphe contracte´
ainsi que la de´cidabilite´ des proprie´te´s a` ve´rifier.
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CHAPITRE 6
MODE´LISATION DES POLITIQUES DE CONTROˆLE D’ACCE`S
MANDATAIRE A` BASE DES RE´SEAUX DE PETRI COLORE´S TEMPORELS
Un premier travail effectue´ a` la maıˆtrise (Rakkay, 2005) s’est acheve´ par l’e´laboration
d’un mode`le de se´curite´ a` base d’une variante temporise´e des re´seaux de Petri colore´s,
nomme´ TSCPN Timed Secure Colored Petri Net pour des mode`les de controˆle d’acce`s
mandataires multi-niveaux.
Dans le pre´sent chapitre, nous allons pre´senter une extension du mode`le TSCPN telle que
donne´e dans (Rakkay and Boucheneb, 2006). En effet, notre objectif s’est poursuivi dans
le cadre de mon projet de doctorat afin d’ame´liorer l’expressivite´ du mode`le (la de´finition
a e´te´ revue), l’approche d’analyse (en introduisant la notion du “dead token”, en simpli-
fiant le calcul et la relaxation des classes d’e´tats au moyen des DBMs) et inte´grer de
nouvelles proprie´te´s (telle que l’opacite´). La nouvelle proposition a fait l’objet d’un pre-
mier article (Rakkay and Boucheneb, 2006) publie´ dans un nume´ro spe´cial de la revue
“Annals of Telecommunications” sous le the`me des “New Technologies in Distributed
Systems”. Aussi, une imple´mentation du mode`le a e´galement e´te´ re´alise´e dans un logi-
ciel de´veloppe´ au sein de notre laboratoire de recherche.
Nous nous limiterons, dans ce chapitre, a` expliciter les modifications et les ajouts qui
ont e´te´ apporte´s. La proposition comple`te figure dans l’article (Rakkay and Boucheneb,
2006).
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6.1 Introduction au mode`le TSCPN
Le mode`le TSCPN est principalement, un re´seau colore´ ou` une place peut contenir
des jetons de diffe´rentes couleurs et ou` une transition peut eˆtre franchie de diffe´rentes
manie`res, selon la couleur. Le choix des re´seaux colore´s est principalement pour la
puissance de mode´lisation. C’est un formalisme de haut niveau, plus compact et mieux
structure´ que les re´seaux simples, dote´ d’une se´mantique de fonctionnement bien de´finie
et pour lequel il existe de´ja` des techniques de ve´rification e´prouve´es.
La premie`re extension consiste au facteur temps ou` nous avons associe´ des intervalles
de temps aux jetons des arcs en sortie des transitions. Ainsi, lorsqu’un jeton est cre´e´,
un intervalle de temps (ou une estampille), lui sera associe´. Il s’agit d’un intervalle de
disponibilite´ ou` la borne infe´rieure spe´cifie le moment au plutoˆt ou` le jeton pourra eˆtre
consomme´ et la borne supe´rieure indique le moment au plus tard.
La deuxie`me extension vise l’inte´gration des notions de se´curite´ en vue d’exprimer des
politiques de se´curite´ mandataire multi-niveaux. La mise en oeuvre d’une politique est
primordiale si l’on cherche a` e´valuer la se´curite´ d’un syste`me. Autrement en son ab-
sence, toutes les actions peuvent eˆtre conside´re´es comme autorise´es ce qui impliquerait
que n’importe quel syste`me serait suˆr. Le mode`le que nous avons propose´ est tre`s
ge´ne´ral, du fait qu’il peut eˆtre employe´ pour mettre en œuvre un e´ventail de politiques
de se´curite´.
L’objectif est de s’assurer de la bonne conception du syste`me, en accord avec les poli-
tiques de se´curite´ et par rapport aux proprie´te´s e´nonce´es.
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6.1.1 Se´mantique du mode`le TSCPN e´tendu
Notre approche est semblable a` celle propose´e dans (Varadharajan, 1991). C’est-a`-dire
que nous attribuons a` chaque jeton colore´ un niveau de se´curite´ qui indique son degre´
de sensibilite´, et nous rattachons a` chaque place un ensemble de niveaux de se´curite´ afin
de pouvoir spe´cifier les jetons colore´s dont le niveau est en conformite´ avec ceux de la
place. Nous adoptons une se´mantique ou` les places sont des canaux de messages pour
transfe´rer des informations (les jetons) entre des processus atomiques (les transitions).
De plus, la ve´rification est base´e sur l’analyse du flot d’information.
Le mode`le TSCPN e´tendu est un tuple (∆, P, T, psec, C, FS, TM0) ou`:
• ∆ est un ensemble de couleurs de domaines. Chaque domaine est un ensemble
fini et non vide. ∆ = Data× SC × SC × F low ou`:
– Data est l’ensemble des donne´es,
– SC est un ensemble des classes de se´curite´ qui forme un treillis.
– F low = {s, i} a deux valeurs possibles s (flot suˆr) et i (flot non suˆr).
• P et T sont des ensembles finis de places et transitions tel que (P ∩ T = ∅),
• psec : P → SC est la fonction qui associe une classe de se´curite´ a` chaque place.
• C : P → PowerSet(∆). C(p) est la fonction couleur qui associe a` chaque place
un domaine de couleurs. Soient CT l’ensemble de toutes les marques possibles,
i.e.: CT = {(p, c)|p ∈ P ∧ c ∈ C(p)} et INT l’ensemble des intervalles ou` les
bornes sont des nombres rationnels, i.e. : INT ⊆ {[y, z] ∈ Q+ × (Q+ ∪∞)|y ≤
z}.
• FS est la fonction associe´e a` une transition t. FS(t) : Dom(FS(t)) → (CT ×
INT )MS ou` Dom(FS(t)) ⊆ (CT )MS. FS(t) indique, pour chaque transition, le
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multi-ensemble de jetons a` consommer et celui a` produire apre`s franchissement.
La fonction indique aussi les intervalles de disponibilite´ et les classes de se´curite´
des jetons produits. la fonction FS(t) rattache, a` chacun des jetons produits, un
symbole qui indique si le jeton re´sulte d’un flux autorise´ (controˆle du flot), et dans
ce cas le jeton portera le symbole s. Dans le cas contraire ou` le flux n’est pas en
conformite´ avec la politique de se´curite´, c’est-a`-dire un flot inde´sirable, le jeton
aura le symbole i.
• TM0 est le marquage temporel initial qui indique les jetons se trouvant initiale-
ment dans le re´seau, leurs donne´es, leurs classes de se´curite´, leurs intervalles de
disponibilite´ ainsi que le symbole s en supposant que le mode`le se trouve, initiale-
ment, dans un e´tat suˆr, i.e. : TM0 ∈ (CT × INT )MS ou` F low = s et les classes
de se´curite´ de chaque jeton sont en conformite´ avec les niveaux de se´curite´ des
places.
De´finition 6.1.1 (jeton, jeton suˆr/non suˆr)
Un jeton est un tuple de la forme (p, cdat, sctok, scp, v, h, [a, b]) ou` p est la place ou` il
re´side, cdat est la couleur de la donne´e, sctok est la classe de se´curite´ du jeton, scp est
la classe de se´curite´ de la place, v symbole pour indiquer si le jeton re´sulte d’un flot
suˆr “s” ou non suˆr “i”, h est l’horloge du jeton (variable qui mesure le temps qui s’est
e´coule´ depuis sa cre´ation jusqu’au moment ou` il sera consomme´), [a,b] son intervalle
de disponibilite´.
Pour les besoins de se´curite´, on distingue entre deux types de jeton : jeton suˆr ou non
suˆr. Un jeton suˆr est un jeton dont le niveau de se´curite´ est en conformite´ a` celui de la
place ou` il re´side sctok ≤ psec(p) ou` psec(p) est le niveau de se´curite´ de la place p.
Cependant, si cette condition n’est pas ve´rifie´e, le jeton est dit non suˆr.
De´finition 6.1.2 (e´tat)
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Un e´tat σ du mode`le TSCPN est un multi-ensemble de jetons, i.e.: σ ∈ (CT × Q+ ×
INT )MS . Un e´tat est suˆr si tous les jetons pre´sents sont suˆrs.
De´finition 6.1.3 (marquage)
Le marquage d’un e´tat σ, note´ M(σ) est obtenu en e´liminant de σ tous les parame`tres
temporels.
6.1.2 Caracte´ristiques du mode`le TSCPN e´tendu
Par rapport a` la de´finition que nous avions donne´e dans notre premie`re proposition du
mode`le TSCPN, la de´finition du mode`le e´tendu est diffe´rente dans le sens ou` les classes
de se´curite´ et les symboles du flot d’informations sont des domaines de couleurs. Cette
extension est en effet, plus concise et exploite mieux le pouvoir expressif des re´seaux de
Petri colore´s. Il est ainsi plus simple de manipuler des couleurs (simples ou complexes)
que ce soit pour associer des niveaux de se´curite´ aux places ou encore aux jetons. La
nouvelle extension a induit d’autres modifications qui se re´sument aux points suivants :
• nous associons a` un jeton le niveau de se´curite´ de la place ou` il est pre´sent (sctok =
psec(p)) afin de ve´rifier le controˆle d’acce`s. Nous conside´rons donc que l’acce`s est
autorise´ si le jeton, en l’occurrence l’information, posse`de un niveau de se´curite´
plus petit ou e´gale au plus grand niveau de se´curite´ admis dans le canal, i.e.
sctok ≤ psec(p).
• dans la de´finition d’un e´tat suˆr, nous ne faisons plus mention du temps. Un e´tat est
dit suˆr, si on a la garantie que l’information sera mise a` la disposition de processus
autorise´s a` acce´der au canal, sans aucune autre conside´ration temporelle car nous
avons introduit la notion du jeton mort “dead token”. Un jeton est dit mort s’il a
de´passe´ son intervalle de disponibilite´. Nous expliciterons l’inte´reˆt de cette notion
lorsque nous aborderons l’analyse du mode`le.
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6.2 Analyse du mode`le TSCPN
En ce qui a trait a` l’analyse du mode`le, nous nous contenterons de pre´senter les modifi-
cations qui ont e´te´ apporte´es, notamment ce qui concerne la relaxation car c’est ce qui
a ne´cessite´ le plus d’investigation. Pre´cisons tout d’abord, que l’analyse repose sur la
construction du graphe des classes ou` une classe regroupe tous les e´tats accessibles suite
au franchissement d’une meˆme se´quence d’e´ve`nements, inde´pendamment des dates de
franchissement.
De´finition 6.2.1 (Classe d’e´tats)
Une classe d’e´tats est caracte´rise´e par un marquage et une formule logique, i.e. : C =
(SM,FT ) ou` :
• SM (marquage symbolique) est un multi-ensemble de jetons ou` les horloges sont
nomme´es, a` pre´ciser qu’il y aura une horloge par jeton.
• FT est une formule logique caracte´risant les valuations des horloges de tous les
e´tats regroupe´s dans la classe C. Chaque valuation de l’horloge correspond a` un
e´tat de la classe C.
6.2.1 E´volution du mode`le TSCPN
A` partir de la classe initiale, le mode`le e´volue par franchissement d’e´ve´nements valides.
Les classes d’e´tats successeurs sont calcule´es en appliquant la re`gle de franchissement
pre´sente´e ci-apre`s.
Proposition 6.2.1 (Re`gle de franchissement)
Un e´ve´nement e de la classe C est valide si et seulement si la formule suivante est
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consistante : FT ∧ (FDmin(e) ≤ FDmax(e)). Soit Ev(C) l’ensemble des e´ve`nements
de C qui sont valides.
• Soit ef un e´ve´nement valide de C. ef peut se produire a` partir de C (i.e. C ⇒ef )
si et seulement si la formule suivante est consistante : FT ∧ (FDmin(ef) ≤
mine∈Ev(C)FDmax(e)). Cette condition exprime que l’e´ve´nement ef est franchi
dans son intervalle de franchissement et qu’il est tire´ le premier parmi tous les
autres e´ve`nements sensibilise´s, en respectant leurs dates de franchissement au
plus tard.
• Si l’e´ve´nement ef est franchissable a` partir de C, la classe C ′ = (SM ′, FT ′)
accessible suite au franchissement de ef est calcule´e comme suit :
1. Le nouveau marquage symbolique SM ′ est: SM ′ = SM −•ef + e•f
2. La formule logique FT ′ est calcule´e en quatre e´tapes :
(a) Initialiser FT a`: FT ∧ (FDmin(ef ) ≤ dh ≤ mine∈Ev(C)FDmax(e)).
(b) Remplacer chaque horloge h par h− dh;
(c) Ajouter pour chaque jeton (p, cdat, sctok, scp, v, h, [a, b]) cre´e´ par ef ,
i.e. : (p, cdat, sctok, scp, v, h, [a, b]) ∈ e•f , la contrainte h = 0;
(d) E´liminer par substitution toutes la variable dh et les horloges de tous
les jetons consomme´s par l’e´ve´nement ef (i.e. les jetons de •ef )
Cependant, en basant la construction du graphe des classes uniquement sur la re`gle de
franchissement, nous pouvons avoir une infinite´ de classes accessibles car les horloges
de certains jetons peuvent accroıˆtre inde´finiment. Afin de reme´dier a` cette limitation,
nous avons propose´ une relaxation de chaque nouvelle classe calcule´e, et ce avant de la
comparer avec celles de´ja` produites pour tester l’e´galite´.
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6.2.2 Relaxation d’une classe d’e´tats
Nous appliquons la relaxation d’une classe d’e´tats qui consiste a` subdiviser et e´tendre le
domaine de certaines horloges en ajoutant des valeurs qui n’affecteront pas l’e´volution
de la classe d’e´tats (des valeurs non significatives).
De´finition 6.2.2 (Relaxation)
Soient la classe d’e´tats C = (SM,FT ), un jeton (p, cdat, sctok, scp, v, h, [a, b]) de la
classe C et limh la plus grande valeur significative de h. La valeur de limh est de´finie
par : limh = b si b ;=∞ autrement limh = a.
La relaxation de C comporte deux e´tapes. La premie`re e´tape consiste a` subdiviser la
classe C en des sous ensembles afin d’isoler les horloges qui ont de´passe´ leurs limites,
de celles qui ne l’ont pas encore de´passe´. Lors de la deuxie`me e´tape, le domaine de
chaque horloge h qui a de´passe´ sa limite limh sera remplace´ par ]limh,∞[ puisque
ces valeurs ont le meˆme effet sur l’e´volution du syste`me. La relaxation de C produit
ainsi l’ensemble des sous classes suivantes : {(SM,FTc)|(c = ∅ ∨ c ⊆ VSM} ou` c est
l’ensemble des horloges qui n’ont pas encore de´passe´ leurs limites, pendant que celles
de VSM − c ont de´passe´ leurs limites. La formule FTc est une formule consistante pour
caracte´riser les diffe´rentes sous classes de C. Cette formule est calcule´e en trois e´tapes :
1. Initialiser FTc par : FT ∧ (
∧
h∈c h ≤ limh) ∧ (
∧
h′∈VSM−c h
′ ≤ limh′)
2. E´liminer par substitution toutes les variables VSM − c
3. Ajouter les contraintes : ∧h′∈VSM−c limh′ < h′ ≤ ∞
La dernie`re ope´ration risque d’ajouter des e´tats qui ne sont pas accessibles. Toutefois,
tous ces e´tats ont la meˆme e´volution que d’autres e´tats de la sous-classe. Ainsi, cette
ope´ration n’affecte pas le comportement de la sous-classe.
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6.2.3 Imple´mentation
Comme le calcul des classes d’e´tats accessibles requiert la re´solution de syste`mes d’ine´-
quations, nous proposons une imple´mentation au moyen des matrices de bornes (DBMs)
pour repre´senter la formule logique FT . Nous repre´sentons donc la forme canonique de
la formule FT par la matrice H de´finie comme suit:
H : (VSM ∪ {o})2 → (Q∪∞)× {<,≤}, H(x, y) = (Sup(x− y, FT ),≺) ou` Sup(x−
y, FT ) repre´sente le supreˆmum de x− y dans le domaine de FT et ≺∈ {≤, <}.
Ainsi, toute classe C = (SM,FT ) peut eˆtre aussi caracte´rise´e par C = (SM,H) et
la comparaison de deux classes d’e´tats C1 = (SM1, FT1) et C2 = (SM2, FT2) est
simplifie´e a` : SM1 = SM2 et H1 = H2
De plus, la re`gle de franchissement et les ope´rations de relaxation seront e´galement sim-
plifie´es au moyen de cette nouvelle caracte´risation qui permet d’e´viter la re´solution des
syste`mes d’ine´quations. Nous avons en effet, poursuivi le travail fait a` la maıˆtrise en pro-
posant une imple´mentation de la re`gle de franchissement sous une forme simplifie´e qui
permet de calculer directement la forme canonique des classes d’e´tats accessibles. Nous
pre´sentons la proposition 6.2.2 qui est une simplification de la re`gle de franchissement.
Proposition 6.2.2 Simplification de la re`gle de franchissement
Soit ef un e´ve`nement valide de C = (SM,FT ) et H la forme canonique de FT i.e.:
ef ∈ Ev(C). L’e´ve´nement ef peut se produire a` partir de la classe C si et seulement si :
∀ei ∈ Ev(C), ∀jf ∈• ef , ji ∈• ei, (af − bi,≤) ≤ H(hf , hi)
Soit C ′ = (SM ′, FT ′) la classe successeur deC suite au franchissement de l’e´ve´nement
ef . Nous calculons la forme canonique H ′ de FT ′ a` partir de la forme canonique H
correspondant a` FT de la fac¸on suivante :
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• ∀x ∈ VSM ∪ {o}, H ′(x, x) = (0,≤)
• ∀x ∈ VSM ,
– Si les jetons sont cre´e´s suite a` ef : H ′(o, x) = (0,≤) etH ′(x, o) = (0,≤)
– SinonH ′(x, o) = mine∈Ev(C)(minji∈•ei((bi,≤) +H(x, hi))) et
H ′(o, x) = min(H(o, x), minji∈•ei(H(hf , x) + (−af ,≤)))
• ∀x, y ∈ VSM , x ;= y
– Si les jetons ne sont pas cre´e´s suite a` ef :
H ′(x, y) = min(H(x, y), H ′(x, o) +H ′(o, y))
– SinonH ′(x, y) = H ′(x, o) +H ′(o, y)
Preuve 6.2.1 :
(i) Si on de´veloppe FD en e´liminant dh par substitution, nous pourrons re´e´crire la
condition de franchissement, pre´sente´e dans la proposition 6.2.1, de la fac¸on suiv-
ante : ∀ei ∈ Ev(C), ∀jf ∈• ef , ji ∈• ei, FT ∧ hi ≤ bi ∧ af − bi − hf + hi ≤ 0.
PuisqueH(hf , hi) = (Sup(hf −hi, FT ) et hi ≤ bi alors cette formule est consis-
tante ssi : ∀ei ∈ Ev(C), ∀jf ∈• ef , ji ∈• ei, (af − bi,≤) ≤ H(hf , hi)
(ii) Calcul de H ′(o, x) et H ′(x, o) pour ∀x ∈ VSM : les jetons nouvellement cre´e´s
ont des horloges e´gales a` 0 alors que les horloges des autres jetons vont eˆtre
incre´mente´es de dh. Dans ce dernier cas, le domaine de x+ dh dans la condition
de franchissement est e´gal au domaine de x dans FT ′. Rappelons que la condition
de franchissement est : FT ∧ (FDmin(ef) ≤ dh ≤ minei∈Ev(C)FDmax(ei)). En
de´veloppant FD, nous obtenons : FT ∧ (max(0, maxjf∈•ef (af − hf )) ≤ dh ≤
minei∈Ev(C)minji∈•ei(bi − hi)).
Le domaine de x+ dh peut eˆtre obtenu en ajoutant x a` chaque membre du second
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terme de la formule. La valeur de l’e´le´ment H ′(x, o) est obtenue en remplac¸ant,
dans la borne supe´rieure de x + dh, tous les termes x − hi par la plus grande
valeur de x− hi satisfaisant FT (i.e.:H(x, hi)). La valeur de l’e´le´ment−H(o, x)
est obtenue est remplac¸ant, dans la borne infe´rieure de x + dh, tous les termes
x−hf par la plus petite valeur de x−hi qui satisfait FT (i.e.:−H(hf , x) et x est
remplace´ par −H(o, x).
(iii) Calcul de H ′(x, y) pour ∀x, y ∈ VSM : Si x et y sont associe´s a` des jetons cre´e´s
par ef , on a x = 0 ou y = 0, et ainsiH ′(x, y) = H ′(x, o) +H ′(o, y)
Si x et y sont associe´s a` des jetons non cre´e´s suite a` ef , le domaine de x − y est
l’intersection entre le domaine x−y dans FT ′ et [−H ′(o, x)−H ′(y, o), H ′(x, o)+
H ′(o, y)] qui re´sulte de la relation x− y = (x+ dh)− (y+ dh). Par conse´quent,
on obtient : H ′(x, y) = min(H(x, y), H ′(x, o) +H ′(o, y))
Le graphe des classes du mode`le TSCPN sera ainsi construit en appliquant la re`gle de
franchissement simplifie´e a` chaque nouvelle classe d’e´tats accessible, et ce partant de la
classe initiale. Chaque nouvelle classe calcule´e sera d’abord relaxe´e avant d’eˆtre ajoute´e
au graphe. Nous avons donc aussi formule´ la proposition 6.2.3 pour relaxer une classe
exprime´e sous la forme canonique. La relaxation d’une classe d’e´tats C = (SM,FT )
produit l’ensemble des sous classes d’e´tats suivantes: {(SM,FTc) | (c = ∅∨c ⊆ VSM}.
On peut calculer la forme canonique Cc = (SM,Hc) de chacune des sous classes Cc =
(SM,Hc) (ou` FTc = FT ∧ (
∧
h∈c h ≤ limh) ∧ (
∧
h′∈VSM−c h
′ > limh′) ) selon la
proposition 6.2.3:
Proposition 6.2.3 Relaxation d’une classe d’e´tats sous sa forme canonique
Tout d’abord, on ve´rifie la consistance de la formule FTc. Celle-ci est consistante ssi:
• ∀h ∈ c, (limh,≤) +H(o, h) ≥ (0,≤),
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• ∀h′ ∈ VSM − c, (−limh′ , <) +H(h′, o) ≥ (0,≤), et
• ∀h ∈ c ∧ h′ ∈ VSM − c, (limh − limh′ , <) +H(h′, h) ≥ (0,≤).
Si FTc est consistante, on peut calculer sa forme canonique en se basant surH :
• ∀x ∈ VSM , Hc(x, o) = min(H(x, o), minh∈c(H(x, h) + (limh,≤)))
Hc(o, x) = min(H(o, x), minh′∈VSM−c(H(h
′, x) + (−limh′ , <)))
Hc(x, x) = 0
• ∀(x, y) ∈ VSM , x ;= y,Hc(x, y) = min(H(x, y), Hc(x, o) +Hc(o, y))
• ∀x ∈ VSM−c, Hc(x, o) = (∞, <) et Hc(o, x) = (−limx, <)
• ∀x ∈ VSM−c, ∀y ∈ VSM − x, Hc(x, y) = (∞, <) et
Hc(y, x) = Hc(y, o) + (limx, <)
Preuve 6.2.2 : Pour la preuve formelle de cette proposition, nous utilisons la notion du
graphe des contraintes. Nous construisons le graphe des contraintes de la formule FT c
qui est obtenue a` partir de celui de FT en ajoutant deux arcs : {(o, h, (limh,≤)) | h ∈
c} et {(h′, o, (−limh′ , <)) | h′ ∈ VSM − c}. Ces arcs correspondent respectivement aux
contraintes : ∧h∈c h ≤ limh et ∧h′∈VSM−c h′ < −limh′ .
La formule FTc est consistante si et seulement si le graphe re´sultant n’admet aucun
cycle ne´gatif. Dans ce cas, le poids du plus court chemin du nœud x au nœud y est e´gal
a` la borne supe´rieure de la distance (y − x), i.e.: Hc(y, x). L’ope´ration de relaxation
remplace le domaine de chaque horloge h′, appartenant a` VSM − c, par l’intervalle
]limh′ ,∞[.
Lorsqu’une classe d’e´tats est relaxe´e, elle est subdivise´e en plusieurs sous-classes, se´pa-
rant ainsi les e´tats ou` les horloges des jetons n’ont pas encore atteint leurs limites, de
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ceux ou` les horloges ont de´passe´ leurs limites. Ainsi, tous les e´tats dont les jetons sont
morts (dead tokens) sont regroupe´s ensemble dans une meˆme classe. Par ailleurs, la
relaxation garantit que les e´tats d’une meˆme classe partagent les meˆmes e´ve`nements
valides qui, de toute e´vidence, n’utilisent pas les jetons morts. La relaxation est ainsi
plus efficace.
Nous avons aussi propose´ d’utiliser l’abstraction par inclusion propose´es dans (Had-
jidj and Boucheneb, 2005), comme autre moyen pour atte´nuer davantage le proble`me
de l’explosion combinatoire. L’abstraction par inclusion consiste a` inclure une classe
dans une autre de manie`re a` re´duire le nombre de classes a` explorer. Plus pre´cise´ment,
lorsqu’une classe d’e´tats est relaxe´e, nous utiliserons le crite`re d’inclusion au lieu de
l’e´galite´ pour regrouper ensemble les classes qui sont de´ja` incluses dans d’autres. Il ex-
iste aussi d’autres me´thodes comme l’abstraction par combinaison convexe dans (Hadjidj
and Boucheneb, 2005). Celle-ci sugge`re de regrouper ensemble des classes dont l’union
est convexe1. De plus, ces deux types d’abstractions pre´servent les chemins d’exe´cution,
ce qui fait qu’elles conviennent a` notre approche puisque la ve´rification se rame`ne a` un
proble`me d’accessibilite´.
6.3 Analyse de la se´curite´
Nous avons utilise´ une approche logique au moyen de CTL pour exprimer les proprie´te´s
de base de la se´curite´, a` savoir la confidentialite´, l’inte´grite´ et la disponibilite´. Nous
pre´sentons ici les diffe´rentes propositions atomiques reformule´es suivant les modifica-
tions apporte´es.
1Les zones d’e´tats regroupe´s doivent avoir le meˆme marquage
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6.3.1 Confidentialite´ des donne´es
La proprie´te´ de confidentialite´ peut eˆtre exprime´e par la notion du flot suˆr qui garantit que
les informations sont utilise´es uniquement pour le but dans lequel elles sont donne´es. On
formalise ainsi la confidentialite´ par la proposition atomique : flot sur qui est e´value´e
a` vrai si tous les jetons de l’e´tat s’e´crivent sous la forme (p, cdat, sctok, scp, s, h, [a, b])
avec sctok ≤ scp, et a` faux autrement. On e´crira la formule CTL : AG(flot sur). Il est
a` remarquer que les conditions pre´sente´es concordent avec celles de Bell et LaPadula,
soient :
• La re`gle “No Read-up” qui stipule qu’un sujet s n’est autorise´ a` acce´der en lecture
aux informations contenues dans l’objet o que si le niveau de se´curite´ de s est
supe´rieur ou e´gal au niveau de se´curite´ de o.
• la re`gle “No Write-down”, qui conside`re qu’un sujet s n’est autorise´ a` acce´der en
e´criture aux informations contenues dans l’objet o que si le niveau de se´curite´ de
s est infe´rieur ou e´gal au niveau de se´curite´ de o.
6.3.2 Inte´grite´ des donne´es
La proprie´te´ de l’inte´grite´ peut eˆtre formalise´e par la proposition atomique : etat sur qui
est e´value´e a` vrai si tous les jetons de l’e´tat s’e´crivent sous la forme (p, cdat, sctok, scp,
v, h, [a, b]) ou` sctok ≤ scp et v ∈ {s, i}, et a` faux autrement. On e´crira la formule CTL:
AG(etat sur).
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6.3.3 Disponibilite´ des donne´es
La proprie´te´ de disponibilite´ peut eˆtre formalise´e par la proposition atomique : viola-
tion temporelle qui est e´value´e a` vrai si au moins un jeton (p, cdat, sctok, scp, v, h,
[a, b]) ou` v ∈ {s, i} de l’e´tat a une horloge qui se trouve au dela` de la borne maximale de
son intervalle de disponibilite´ (h > b), et a` faux autrement. On e´crira la formule CTL:
AG(violation temporelle).
6.3.4 Fuites d’information : Non-interfe´rence et opacite´
Autres proprie´te´s inte´ressantes a` de´finir sont issues de la notion de flot d’information. Le
controˆle du flot d’information a e´te´ formule´ de diverses manie`res et diffe´rentes approches
ont e´te´ propose´es qui visent ge´ne´ralement a` de´crire la connaissance qu’un intrus pourrait
gagner en termes de proprie´te´s. Ici, nous citons la non-interfe´rence et l’opacite´.
6.3.4.1 Non-interfe´rence
On dit qu’un processus P interfe`re avec un processusQ si les actions de P influencent ce
queQ peut observer ou faire. En effet, les interfe´rences sont souvent a` la source de fuites
d’informations confidentielles lorsqu’un processus re´ussit a` de´duire de l’information, a`
laquelle il n’a pas normalement acce`s, a` partir d’une observation des actions d’un autre.
Ve´rifier la non-interfe´rence d’un programme consiste a` s’assurer que l’information con-
tenue dans une variable x n’interfe`re pas avec l’information contenue dans une variable
y, si le niveau de se´curite´ de y est plus petit que celui de x. Un aperc¸u inte´ressant sur
la non-interfe´rence exprime´ avec des re´seaux de Pe´tri peut eˆtre trouve´ dans (Busi and
Gorrieri, 2003).
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6.3.4.2 Opacite´
La non-interfe´rence est la plupart du temps conside´re´e comme trop rigide pour servir de
description utile parce qu’elle cherche a` capturer l’absence comple`te de flots d’informati-
on. A` cet e´gard, (Bryans et al., 2004; Bryans et al., 2005) proposent d’employer la
notion de l’opacite´ a` la place, une variante de la non-interfe´rence qui se limite a` cap-
turer certaines informations en particulier. L’opacite´ a e´te´ utilise´e dans le contexte
de l’analyse des protocoles de se´curite´ (Abadi and Gordon, 1997). Par exemple, la
valeur d’une variable v, est dite opaque pour une exe´cution du protocole si un attaquant
ne peut pas de´duire sa valeur a` partir des observations et des de´ductions qui lui sont
disponibles pendant l’exe´cution. Un syste`me satisfait cette proprie´te´ si pour n’importe
quelle autre valeur de v, il y a une autre exe´cution possible du protocole qui provoque
des observations pour l’adversaire qui sont non distinguables des observations origi-
nales. Ainsi, l’opacite´ repose sur la notion d’e´quivalence observationnelle qui garantit
que deux exe´cutions sont non distinguables de n’importe quel attaquant qui peut ob-
server a` un niveau de se´curite´.
Dans (Rakkay and Boucheneb, 2006), nous avons montre´, au moyen d’un exemple tire´
de (Bryans et al., 2004), comment exprimer l’opacite´ via le mode`le TSCPN.
La figure 6.1 est le re´seau de Petri d’un sce´nario dans l’industrie chimique ou` une
compagnie de produits chimiques A demande a` une autre compagnie B (transition a1)
d’effectuer une e´tude de faisabilite´ concernant le de´veloppement d’un nouveau produit
chimique. Lorsque l’e´tude est termine´e (transition b1). La compagnieA est informe´e des
conclusions (transition a2). A` partir de ces conclusions, la compagnieA fera appel a` une
troisie`me compagnie C (transition a3) ou la compagnie C ′ (transition a′3) pour produire
un rapport sur la se´curite´ du nouveau produit chimique. La loi permet a` la compagnie
choisie d’interroger la compagnie B sur tous les aspects de l’e´tude de faisabilite´. Toute-
fois, la compagnie choisie n’est pas autorise´e a` re´ve´ler son identite´ a` la compagnie B,
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Figure 6.1 Re´seau de Petri d’un sce´nario de l’industrie chimique
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afin de prote´ger l’inte´grite´ de B. L’objectif donc est de faire en sorte que les interactions
visibles, par la compagnie B, ne re´ve`lent par l’identite´ de la compagnie choisie.
L’essentiel de l’ide´e propose´e dans (Bryans et al., 2004) consiste a` de´finir une fonction
obs qui traduit l’information qu’un observateur est permis de voir. De plus, e´tant donne´e
une fonction obs et une proprie´te´ φ, on veut ve´rifier si un observateur, a` partir des obser-
vations de´finies par la fonction obs, a la capacite´ de de´duire la proprie´te´ φ a` une certaine
e´tape de l’exe´cution du syste`me.
Dans le cas du mode`le TSCPN, nous proposons d’e´tiqueter une transition invisible par
une action τ . Une τ -transition correspond a` une exe´cution d’un sujet qui est suppose´
invisible au regard de tous les observateurs du syste`me. Nous pre´servons en quelque
sorte l’anonymat d’un sujet en abstrayant (rendant opaque) ses actions dans le syste`me.
Pour le pre´sent exemple, les transitions a3, a′3, a4 et a′4 ne doivent pas eˆtre visibles par la
compagnieB. De plus, les transitions c1 et c′1 doivent eˆtre maintenues anonymes. Ainsi:
• obs(a3) = obs(a4) = obs(a′3) = obs(a′4) = τ
• obs(c1) = obs(c′1) = γ
Le mode`le a deux actions possibles : a1b1a2a3c1a4 et a1b1a2a′3c′1a′4 qui conduisent aux
observations suivantes :
• obs(a1b1a2a3c1a4) = a1b1a2τγτ
• obs(a1b1a2a′3c′1a′4) = a1b1a2τγτ
Ces observations e´tant e´quivalentes, il est garantit que les actions des compagnies C et
C ′ sont opaques pour la compagnie B.
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La ve´rification se rame`ne ainsi a` un proble`me d’e´quivalence observationnelle entre des
traces d’exe´cution. Si celles-ci sont e´quivalentes, nous pouvons dire que la proprie´te´ est
opaque et le syste`me pre´serve l’anonymat des processus qui ont exe´cute´ les se´quences
de transitions composant la trace.
6.4 Conclusion
En conclusion, nous pre´cisons que cette nouvelle extension du mode`le TSCPN est net-
tement le fruit d’un compromis entre l’expressivite´ du mode`le et les possibilite´s de
ve´rification. En effet, c’est dans une perspective d’obtenir un graphe de classes plus
compact qui permet aussi de ve´rifier les proprie´te´s de se´curite´, que nous avons du revoir
et adapter la de´finition du mode`le. Nos principales contributions se re´sument dans les
points suivants :
• nous proposons une extension du mode`le TSCPN qui exploite mieux le pouvoir
d’expression des re´seaux de Petri colore´s.
• nous proposons une simplification de la re`gle de franchissement par l’utilisation
des DBMs.
• nous proposons une ope´ration de relaxation qui produit les classes relaxe´es sous
leurs formes canoniques.
• nous sommes parvenus a` une approche de contraction de l’espace des e´tats que
nous conside´rons satisfaisante sachant qu’elle permet de pre´server les proprie´te´s
du mode`le que l’on veut ve´rifier.
• nous montrons comment exprimer une nouvelle proprie´te´, soit l’opacite´, sur le
mode`le TSCPN e´tendu.
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Nous mentionons de plus qu’il est possible de recourir a` la ve´rification a` la vole´e “on
the fly” pour re´duire plus finement la taille du graphe des classes. Cette technique con-
siste a` construire de manie`re incre´mentale le graphe des classes selon les besoins de la
ve´rification. Elle permet de de´tecter des erreurs dans des graphes dont la taille est trop
importante pour qu’ils puissent eˆtre entie`rement explore´s.
Pour introduire le mode`le TSCPN e´tendu dans (Rakkay and Boucheneb, 2006), nous
avons applique´ les re`gles de Bell-LaPadula en tant que politique mandataire multi-
niveaux. Toutefois, nous pre´cisons qu’il est tout a` fait possible d’exprimer d’autres
politiques de se´curite´ . En effet, pour appliquer une politique de se´curite´, cela revient a`
imposer des re`gles de filtrage (suivant les exigences du syste`me en termes de se´curite´)
au niveau des transitions du mode`le TSCPN e´tendu. Une application directe et simple
consiste a` exprimer le mode`le d’inte´grite´ de Biba (Biba, 1977) qui est tre`s similaire a`
celui de Bell-LaPadula mais qui s’inte´resse a` la proprie´te´ de l’inte´grite´.
Dans le prochain chapitre, nous pre´sentons un second travail qui s’est acheve´ par une
formalisation des mode`les RBAC en utilisant les re´seaux de Petri colore´s et l’outil CP-
Ntools.
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CHAPITRE 7
APPROCHE D’ANALYSE DE SE´CURITE´ DES MODE`LES D’ACCE`S A` BASE
DE ROˆLES AU MOYEN DES CPN ET CPNTOOLS
L’imple´mentation des mode`les RBAC est un processus assez complexe et ne´cessite un
effort de mode´lisation exhaustif de son fonctionnement a` cause de la forte interaction en-
tre les organisations. Toutefois, les re´seaux de Petri en tant que support de mode´lisation
offre aussi un support pour mieux ge´rer la spe´cification d’une politique de se´curite´
RBAC, de sa mise a` jour, en plus de la capture des proprie´te´s dynamiques du mode`le, no-
tamment les flots d’autorisation. D’ailleurs, il s’est ave´re´, suite a` de nombreux travaux,
que les re´seaux de Petri pre´sentent un niveau d’abstraction suffisant pour permettre la
gestion des autorisations et les proprie´te´s s’y rattachant. Il est possible d’y exprimer
l’ensemble des e´le´ments constituant une politique de se´curite´, a` savoir : les sujets, les
objets, les actions, les roˆles, etc.
Notre but est de fournir des guides pour formaliser une politique RBAC en s’appuyant
sur les re´seaux de Petri colore´s et leurs outils d’e´dition et d’analyse existants. Pour
cela, nous proposons une description ge´ne´rique d’un mode`le RBAC enrrichi par cer-
taines fonctionnalite´s et aspects pertinents tire´s du mode`le GTRBAC. La description
est construite de fac¸on modulaire et incre´mentale au moyen de re´seaux de Petri colore´s
hie´rarchise´s (ou` certaines transitions masquent un re´seau de Petri). Cette ide´e de´coule
d’une proposition de´ja` existante que nous affinons toutefois, en utilisant l’environnement
logiciel CPNtools (Jensen et al., 2007). Cet outil permet l’e´dition et la simulation
des re´seaux de Petri colore´s ainsi que la ge´ne´ration et l’analyse de l’espace d’e´tats.
Il s’adapte d’autant plus a` notre e´tude qu’il permet e´galement de cre´er des mode`les
hie´rarchise´s. Nous montrons aussi que les re´seaux de Petri repre´sentent un formalisme
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intuitif pour aider a` la de´tection des incohe´rences et incomple`tudes dans les re`gles d’une
politique de se´curite´ RBAC (section 7.3). Les anomalies auxquelles on s’inte´resse peu-
vent eˆtre exprime´es par des proprie´te´s d’atteignabilite´ pour de´celer la redondance et
l’incomple´tude des re`gles, des proprie´te´s de suˆrete´ pour ve´rifier l’inconsistance, ou des
proprie´te´s de vivacite´ pour la pre´sence d’e´tats de blocage. Ces anomalies peuvent eˆtre
de´tecte´es en proce´dant a` une analyse du graphe de marquages calcule´ a` partir du re´seau
de Petri mode´lisant la politique RBAC. Cette proposition a fait l’objet d’un second article
(Rakkay and Boucheneb, 2009) publie´ dans un nume´ro spe´cial de la revue “Transactions
on Computational Science” sous le the`me “Security in Computing”.
Dans le pre´sent chapitre, nous commencerons d’abord par pre´senter les contraintes de
cohe´rence sur lesquelles sera base´e, l’analyse du mode`le RBAC e´ventuellement con-
struit. Ensuite, nous de´taillerons les e´tapes de mode´lisation sur CPNtools ainsi que la
ve´rification de la cohe´rence. Nous terminerons ce chapitre par une reflexion sur une
perspective d’ajouter les temporisations supporte´es par CPNtools pour exprimer des
mode`les RBAC temporels.
7.1 Contraintes de cohe´rence
Comme nous l’avons pre´alablement mentionne´, une politique de se´curite´ est un ensem-
ble de re`gles qui de´finit le comportement attendu du syste`me sous cette politique. Le
syste`me est dit en conformite´ avec la politique sous-jacente si chaque e´tat du syste`me
peut eˆtre de´duit de l’ensemble des re`gles / axiomes de la politique. Un e´tat ou un com-
portement erratique du syste`me peut eˆtre attribue´ a` un e´ventuel de´faut dans la politique.
Cette irre´gularite´ peut-eˆtre en raison soit d’une incohe´rence dans la politique ou d’une
incomple´tude. Une incohe´rence politique se produit si deux ou plusieurs re`gles d’un
ensemble de re`gles comprenant la politique se contredisent. L’incomple´tude implique
que l’ensemble de re`gles de´finissant la politique n’est pas suffisante pour capturer tous
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les e´tats du syste`me. Dans ce contexte, la ve´rification de se´curite´ peut apporter la preuve
que les proprie´te´s ou les re`gles d’une politique de se´curite´ sont bien applique´es dans le
syste`me. (Shafiq et al., 2005) utilise un ensemble de re`gles de cohe´rence, qui sont es-
sentiellement des extensions de re`gles de cohe´rence de´finis dans (Gavrila and Barkley,
1998). Cet ensemble de re`gles e´tendu permet de repre´senter diverses contraintes de
RBAC notamment, les contraintes de cardinalite´, d’he´ritage et de se´paration des taˆches.
7.1.1 Contraintes de cardinalite´
• Le nombre d’usagers autorise´s a` un roˆle ne doit pas exce´der la cardinalite´ fixe´ a` ce
roˆle. En d’autres mots, un roˆle ne peut eˆtre utilise´ par plus que n usagers a` la fois,
c’est la re`gle de cardinalite´ des roˆles “Authorization Role Cardinality”.
• Le nombre de roˆles permis pour tout usager ne doit pas exce´der le nombre de roˆles
maximal que l’usager est autorise´ a` activer. Un usager a un nombre maximal de
roˆles auquel il est autorise´, soit la re`gle de cardinalite´ des usagers “Authorization
User Cardinality”.
• A` tout moment, le nombre de roˆles active´s par un usager ne doit pas exce´der
le nombre de roˆles maximal qu’il a la permission d’activer. C’est la re`gle de
cardinalite´ d’activation des usagers “Activation User Cardinality”.
• Le nombre d’usagers ayant active´ un roˆle durant leur session ne doit pas exce´der
la cardinalite´ des roˆles actifs spe´cifie´e pour ce roˆle. C’est la re`gle de cardinalite´
d’activation des roˆles “Role Activation Cardinality”.
• Le nombre de sessions active´es par un usager ne doit pas exce´der le nombre de
sessions maximal auquel il est autorise´. En d’autres mots, un usager a un nombre
maximal de sessions. C’est la re`gle de cardinalite´ des sessions usagers “User
Session Cardinality”.
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7.1.2 Contraintes de la hie´rarchie des roˆles
• Si le roˆle r1 he´rite du roˆle r2 avec r1 et r2 qui sont distincts, alors r2 ne peut pas
he´riter r1.
• Deux roˆles distincts assigne´s a` un meˆme usager ne peuvent he´riter (directement
ou indirectement) l’un de l’autre.
7.1.3 Contraintes de se´paration des taˆches
• Deux roˆles assigne´s a` un meˆme usager ne sont pas en se´paration statique de taˆches.
• Un roˆle ne peut pas eˆtre en se´paration statique avec lui-meˆme.
• La se´paration statique des taˆches est une relation syme´trique.
• Si un roˆle he´rite (directement ou indirectement) d’un autre roˆle et le roˆle he´rite´ est
en se´paration de taˆches statique avec un troisie`me roˆle, alors le roˆle qui he´rite est
aussi en se´paration statique de taˆches avec le troisie`me roˆle.
• Si un roˆle he´rite d’un autre roˆle junior, alors l’ensemble des usagers en conflit
d’assignation du roˆle he´rite´ (junior) est un sous-ensemble de l’ensemble des us-
agers en conflit d’assignation du roˆle qui he´rite.
• Seulement un usager de l’ensemble des usagers en conflit d’assignation pour un
roˆle r, peut eˆtre assigne´ le roˆle r (Exclusion mutuelle statique entre usagers).
• Si deux roˆles distincts r1 et r2 ou` r2 ≤ r1 ont un nombre d’usagers en conflit
d’assignation qui est commun, il y a seulement un usager de l’ensemble commun
qui peut eˆtre assigne´ l’un ou l’autre des deux roˆles (r1 et r2), et pas les deux
(Exclusion mutuelle statique entre roˆles).
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• L’ensemble de roˆles active´s par un usager est un sous-ensemble des roˆles auxquels
il est autorise´.
• Deux roˆles en se´paration dynamique de taˆches n’appartiennent pas a` l’ensemble
des roˆles actifs d’un meˆme usager.
• La se´paration dynamique et la se´paration statique sont des ensembles disjoints.
• Un roˆle ne peut pas eˆtre en se´paration dynamique avec lui-meˆme.
• La se´paration dynamique des taˆches est une relation syme´trique.
• Si un roˆle he´rite d’un autre roˆle junior, alors l’ensemble des usagers en conflit
d’activation du roˆle he´rite´ (junior) est un sous-ensemble de l’ensemble des usagers
en conflit d’activation du roˆle qui he´rite.
• Si deux utilisateurs u1 et u2 sont en conflit d’activation pour un roˆle r, alors celui-
ci ne peut pas eˆtre active´ simultane´ment par u1 et u2 .
7.2 Mode´lisation de RBAC avec des re´seaux de Petri colore´s
Nous avons investigue´ l’ide´e d’utiliser les re´seaux de Petri tel que propose´ dans (Shafiq
et al., 2005) pour mode´liser l’administration des roˆles selon une approche modulaire en
inte´grant certaines caracte´ristiques du mode`le GTRBAC. En effet, nous distingons entre
diffe´rents e´tats d’un roˆle “assigned/deassigned”, “enabled/disabled” et “active/inactive”.
Le mode`le e´volue lorsque des e´ve`nements (commandes) surviennent suite a` des actions
de l’usager ou de l’administrateur ou en re´ponse a` d’autres actions. Nous pre´sentons
ci-apre`s, la traduction d’un mode`le RBAC en re´seaux de Petri colore´s.
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Figure 7.1 Repre´sention du mode`le RBAC en CPN
7.2.1 Structure du re´seau et de´clarations
Dans cette section, nous allons de´crire le mode`le RBAC en utilisant les re´seaux de Petri
colore´s. La structure du re´seau CPN se compose de sept modules (pages) (Jensen et al.,
2007). Au plus haut niveau, on retrouve le mode`le RBAC illustre´ a` la figure 7.1, ou` les
six principales fonctions sont repre´sente´es par des transitions de substitution. De cette
fac¸on, chaque fonction est mode´lise´e par un sous-module: Assign, De-Assign, Activate,
Deactivate, Enable et Disable respectivement.
7.2.1.1 Domaines de couleurs ∆
Dans notre repre´sentation du mode`le RBAC, nous avons de´fini des jetons de couleurs
diffe´rentes qui contiennent diverses informations. Nous repre´sentons les ensembles de
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Figure 7.2 Ensemble de couleurs et variables du mode`le RBAC en CPN
sujets, de roˆles et de sessions respectivement par les couleurs cUser, cRole et cSession.
Les autres couleurs sont une composition de ces couleurs atomiques comme on peut le
voir sur la figure 7.2.
- La couleur “Role Hierarchy”, note´e cRH de´finit la hie´rarchie des roˆles en associant a`
chaque roˆle ry, la liste de ses roˆles juniors listry de couleur cListRole qui est une liste
de roˆles.
- La couleur “User Role Assignment”, note´e cUR est compose´ d’un sujet uz et de la liste
des roˆles auxquels il est autorise´ (de couleur cListRole).
- La couleur “Session Role”, note´e cSR contient un roˆle et la session a` laquelle il est
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active´.
- La couleur “User Role Session activation”, note´e cURS se compose d’un sujet et de
l’ensemble des roˆles qu’il a active´ avec les sessions correspondantes.
- La couleur “Command”, note´e cCMD repre´sente l’ensemble des commandes a` exe´cuter
dans le mode`le. C’est une composition des couleurs cCommand, cUser, cRole et
cSession. Par exemple, une commande “assign (user, role)” peut eˆtre conside´re´e comme
un vecteur (assign, user, role). La meˆme chose pour les autres commandes (desas-
sign, user, role), (enable, role), (disable, role), (activate, user, role, session) et (deac-
tivate, user, role, session). Pour ge´ne´raliser, nous utilisons la couleur cCommand pour
repre´senter les diffe´rentes actions “assign”, “deassign”, “enable”, “disable”, “activate”
et “deactivate”.
Par la suite, a` partir de l’ensemble des domaines de couleurs de´clare´s, nous de´finissons
les jetons suivants:
• <p, u> est le jeton sujet ou` p est la place ou` il re´side et u ∈ cUser.
• <p, r> est le jeton roˆle dans la place p avec r ∈ cRole.
• <p, r, listr> exprime une relation de hie´rarchie entre roˆles. Tous les roˆles juniors
d’un roˆle r sont repre´sente´s par une liste de roˆles list r (y compris r).
• <p, u, r> est un jeton qui repre´sente un roˆle r (a` l’e´tat “assigned” ) assigne´ au
sujet u.
• <p, u, r, s> est un jeton qui repre´sente un roˆle r a` l’e´tat actif par un sujet u a` la
session s.
• <p, cmd, u, r, s> est un jeton de commande de couleur cCMD.
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7.2.1.2 Places du re´seau P
Les places capturent les e´tats des diffe´rents e´le´ments du mode`le RBAC, a` savoir les
diffe´rents e´tats des roˆles, les diffe´rentes commandes a` exe´cuter et les diffe´rentes cardi-
nalite´s.
La place ETG “Event Token Generator” est une place qui conserve les jetons de com-
mandes pour assigner (de´saffecter) des roˆles aux usagers, rendre un roˆle disponible ou
indisponible, activer ou de´sactiver un roˆle. Pour qu’une transition soit sensibilise´e, il faut
qu’il y ait un jeton dans cette place. Ainsi, elle joue le roˆle d’un controˆleur qui permet
d’analyser le comportement du syste`me suite au lancement des diffe´rentes commandes
(e´ve`nements externes ou internes).
Les placesRC (Role Cardinality), UC (User Cardinality),RAC (Role Activation cardi-
nality) et UAC (User Activation cardinality) sont utilise´es pour exprimer les diffe´rentes
contraintes de cardinalite´.
• La place RC conserve une liste de jetons de roˆles (C(RC) = cListRole). Elle
limite le nombre de sujets autorise´s par roˆle. S’il y a k jetons de couleur ry dans
cette place et aucun sujet n’est assigne´ le roˆle ry, il y a donc au plus k usagers qui
peuvent eˆtre assigne´s le roˆle ry. Par exemple,<RC, [r0, r0, r0, r1, r1]> signifie que
les roˆles r0 et r1 peuvent eˆtre assigne´s a` maximum 3 et 2 sujets respectivement.
• La place UC conserve les jetons de sujets. Elle limite le nombre de roˆles per-
mis pour un sujet. S’il y a l jetons de couleur uz dans cette place et aucun roˆle
n’a e´te´ assigne´ a` l’usager uz, il peut donc endosser au plus l roˆles. Par exemple,
3<UC, u0> + 2<UC, u1> signifie que les sujets u0 et u1 sont autorise´s a` maxi-
mum 3 et 2 roˆles respectivement.
• La placeRAC conserve une liste de jetons de roˆles. Elle limite le nombre d’activa-
tions simultane´es de certains roˆles. S’il y am jetons ry dans cette place, cela veut
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dire quem copies de ry au maximum peuvent eˆtre active´es simultane´ment.
• La place UAC conserve les jetons de type cUser. Elle limite le nombre d’activa-
tions concurrentes de roˆles pour un sujet. S’il y a j jetons uz dans UAC, cela
veut dire que l’usager uz peut effectuer, au plus, j activations concurrentes. Ces
activations peuvent impliquer un meˆme roˆle plusieurs fois ou divers roˆles pour un
nombre de fois donne´ tel que le nombre total des activations concurrentes n’exce`de
pas j.
Pour distinguer entre les diffe´rents e´tats d’un roˆle (assigned/deassigned, enabled/disabled
et active/inactive), nous utilisons les places UR (User Role Assignment/Authorization),
DR (Disabled Roles), ER (Enabled Roles) et URS (User Role Session activation) pour
capturer ces diffe´rents e´tats.
• La place UR conserve des jetons de roˆles assigne´s aux sujets. La pre´sence d’un
jeton <UR, uz, listRole> dans cette place signifie que l’usager uz est autorise´ a`
tous les roˆles de listRole.
• La place ER conserve une liste de jetons de roˆles. Une liste [r1,r2] dans ER
indique que les roˆles r1 et r2 sont a` l’e´tat “enabled”.
• La place DR conserve des jetons de roˆles (C(DR) = cRole) a` l’e´tat “disabled”
state. Initiallement, tous les roˆles se trouvent a` cet e´tat.
• La place URS conserve la liste des sujets ayant active´s des roˆles pendant des
sessions donne´es. Par exemple, le jeton <URS,uz, listSessionRole> signifie
que le sujet uz assume les roˆles qui figurent dans la liste listSessionRole aux
sessions correspondantes.
Finalement, nous repre´sentons la hie´rarchie des roˆles par la place RH (Role Hierarchy).
Cette place contient des jetons de couleur (C(RH) = cRH) pour exprimer les relations de
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Figure 7.3 Hie´rarchie de roˆles
hie´rarchie courantes du syste`me. Par exemple, les relations de hie´rarchie de la figure 7.3
sont repre´sente´es comme suit : <RH ,r0,listr0> +<RH ,r1,listr1> +<RH , r2, listr2>
+ <RH , r3, listr3> + <RH , r4, listr4> ou` listr0 = [r0..r4], listr1 = [r1], listr2 =
[r2..r4], listr3 = [r3], listr4 = [r4].
7.2.1.3 Arcs, expressions sur les arcs et gardes
Les arcs, les expressions sur les arcs et les gardes mode´lisent les diffe´rentes contraintes
de cardinalite´, d’he´ritage et de se´paration de taˆches a` satisfaire pour assurer la cohe´rence
du mode`le. Les expressions sur les arcs et les gardes sont exprime´es par des fonctions
e´crites en langage ML(Jensen et al., 2007). L’utilisation du langage ML dans CPNtools
permet de construire des fonctions de haut niveau pour exprimer les gardes et la trans-
formation des jetons. Nous distinguons entre des fonctions ge´ne´rales et des fonctions
spe´cifiques a` chaque transition de substitution. A` titre d’exemple, nous montrons dans
le tableau 7.1 l’ensemble des fonctions ge´ne´rales.
7.2.1.4 Transitions du re´seau
Les transitions repre´sentent les diffe´rentes actions (e´ve`nements): User-role assignment /
deassignment, Role enabling / disabling, Role activation / deactivation. Ainsi, le re´seau
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Tableau 7.1 Fonctions ge´ne´rales utilise´es dans la de´finition des proprie´te´s de consistence
exist role(ry, listRole) E´value´e a` true si ry ∈ listRole
exist user(uz, listUR) E´value´e a` true si uz est assigne´ un roˆle
exist role session(ry, sx, listSR) E´value´e a` true si ry est actif a` la session sx
get conflict roleset(ry, listConflict) Retourne l’ensemble des roˆles en conflit avec le
roˆle ry
get role list(uz, listUR) Retourne l’ensemble des roˆles assigne´s a`
l’usager uz
get session list(uz, listURS) Retourne l’ensemble des roˆles active´s par
l’usager uz
add session role(ry, sx, listSR) Ajoute un roˆle nouvellement active´ avec sa ses-
sion a` la liste listSR
remove role session(ry, sx, listSR) Retire un roˆle de la liste listSR apre`s sa
de´sactivation a` la session sx.
removeUR(uz, listUR) Retire un usager de la liste des usagers autorise´s
a` des roˆles
removeURS(uz, listURS) Retire un usager de la liste des usagers actifs
colore´ se compose de six pages lie´es hie´rarchiquement.
7.2.2 Dynamique du mode`le
Le mode`le passe d’un e´tat a` un autre par franchissement de transitions. A` partir du
moment ou` une transition est sensibilise´e, elle peut eˆtre franchie a` n’importe quel instant.
Une transition repre´sente un e´ve`nement. Ainsi, lorsqu’une transition est sensibilise´e,
cela veut dire que les contraintes associe´es a` cet e´ve`nement sont remplies. Les conditions
de sensibilisation et de franchissement sont diffe´rentes selon les e´ve`nements. A` titre
d’exemple, la figure 7.4 montre la page de la transition “assign”. Les places d’entre´e
et de sortie ont e´te´ affecte´es a` leurs correspondantes dans le niveau principal du re´seau.
Cette transition assigne, par la commande <ETG, assign, uz, ry, sx>, le roˆle ry au
sujet uz. La transition peut eˆtre franchie a` tout moment si toutes les conditions sont
satisfaites. Nous explicitons ci-apre`s, les conditions associe´es a` chacune des transitions.
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Figure 7.4 Repre´sentation CPN de la transition assign
7.2.2.1 Transition assign
Tout d’abord, il doit y avoir un jeton de commande dans la placeETG. La place UC doit
contenir au moins n jetons<UC,uz> pour satisfaire la cardinalite´ des sujets. Le nombre
des jetons de sujets n est de´termine´ par la fonction user cardinality(uz, listry, listUR).
Si le sujet uz n’a aucun roˆle assigne´ ou aucun roˆle de ceux qui sont liste´s par listry, le
franchissement consommerait “Size listry” jetons. Dans le cas ou` le sujet a de´ja` des
roˆles assigne´s, le franchissement consommera les jetons ne´cessaires pour assigner les
nouveaux roˆles et la cardinalite´ du sujet sera ajuste´e en conse´quence. De plus, pour sat-
isfaire la contrainte de cardinalite´ des roˆles, il faut que la garde role cardinality(listRC,
listry) soit e´value´e true. Cette fonction ve´rifie, a` partir des jetons de la place RC,
que tous les roˆles de la liste listry ont une cardinalite´ suffisante. Finalement, la garde
user role assignment(uz, ry, listUR) doit eˆtre satisfaite pour valider l’assignation du
roˆle ry et ses roˆles juniors au sujet uz. Cette garde ve´rifie deux conditions, a` savoir
que le sujet uz n’a pas de´ja` le roˆle ry dans sa liste de roˆles assigne´s, et si le sujet
uz est de´ja` assigne´ d’autres roˆles, on s’assure que ry est en se´paration statique avec
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l’ensemble de ces roˆles. Cette dernie`re condition est ve´rifie´e au moyen des fonctions
direct conflict role assign(ry, listRole) et indirect conflict role assign(listry, listRole).
Si toutes les conditions sont satisfaites, le franchissement de la transition assign conduit
a` un nouvel e´tat ou` un multi-ensemble de jetons sera cre´e´ dans la place UR calcule´
par la fonction new assignment(uz, ry, listry, listUR). Cette fonction autorise l’usager
uz a` utiliser le roˆle ry et tous ses roˆles juniors puisque dore´navant ils existent dans sa
liste de roˆles autorise´s. Aussi, la cardinalite´ des roˆles est mise a` jour par la fonction
update role cardinality(uz, listRC, listUR, listry). Ainsi, par le biais de cette transition,
l’usager uz sera autorise´ a` ry et tous les roˆles qui he´ritent de ry.
7.2.2.2 Transition deassign
En exe´cutant cette transition, l’usager uz ne sera plus autorise´ au roˆle ry ni aux roˆles qui
he´ritent de ry (l’ensemble de ces roˆles ne figurera plus dans la liste de roˆles associe´e a`
l’usager uz). Autrement dit, la transition deassign, illustre´e a` la figure 7.5, permet donc
de supprimer un roˆle et tous ses roˆles juniors de la liste des roˆles autorise´s a` un sujet.
Pour cela, il y a essentiellement deux conditions a` satisfaire :
• Le roˆle a` de´saffecter est un roˆle qui est pre´alablement assigne´ a` l’usager,
• Ce roˆle ainsi que ses roˆles juniors ne sont pas a` l’e´tat actif,
Ces conditions sont respectivement exprime´es par les gardes deassign user role(uz, ry,
listUR) et not active roles(uz, listry, listURS). Ainsi, pour que la transition soit franchie
il faut avoir un jeton de commande dans la place ETG et les deux gardes doivent eˆtre
e´value´es a` true. Apre`s franchissement, on met a` jour la liste des jetons de la place UR
par la fonction new assigned roles(uz ,listry,listUR) de tel sorte que le roˆle ry et ses
roˆles juniors me´morise´s dans la liste listry seront retire´s de la liste des roˆles autorise´s a`
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Figure 7.5 Repre´sentation CPN de la transition deassign
l’usager uz. On ajuste aussi la cardinalite´ des sujets en produisant un jeton uz dans la
place UC ainsi que la cardinalite´ des roˆles dans la place RC en faisant l’union de deux
listes union listRC listry ).
7.2.2.3 Transition enable
La transition enable rend le roˆle ry disponible pour qu’e´ventuellement il soit active´ par
un usager auquel il est assigne´. Ainsi, pour que cette transition soit franchie, on ve´rifie
qu’il existe un roˆle ry a` l’e´tat disable, c’est-a`-dire qu’il y a un jeton dans la place DR.
On ve´rifie aussi que le roˆle n’est pas de´ja` a` l’e´tat enable par la garde exist role(ry ,lis-
tER) qui doit eˆtre e´value´e a` false. De plus, on ve´rifie la se´paration des taˆches noCon-
flict role enabled(ry ,listER) au cas ou` le roˆle ry serait en conflit avec d’autres roˆles s’ils
sont mis disponibles en meˆme temps (figure 7.6). Le franchissement de cette transition
va inse´rer un jeton ry dans la liste des jetons disponibles dans la place ER. A` partir de
ce moment, le roˆle ry peut eˆtre active´ par tout sujet autorise´.
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Figure 7.6 Repre´sentation CPN de la transition enable
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Figure 7.7 Repre´sentation CPN de la transition disable
7.2.2.4 Transition disable
La transition disable, repre´sente´e a` la figure 7.7, modifie l’e´tat d’un roˆle enable et l’e´tat
disable. Par conse´quent, le roˆle ne peut eˆtre active´ par aucun usager. Pour qu’elle soit
franchie, on ve´rifie qu’il existe un roˆle ry a` l’e´tat enable par la garde exist role(ry ,listER).
Si la garde est satisfaite, la transition sera franchie, le jeton ry sera retire´ de la liste des
roˆles disponibles et sera de´pose´ dans la place DR.
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7.2.2.5 Transition activate
La transition activate, de la figure 7.8, fait de´buter une session active entre l’usager uz et
le roˆle ry. Ce dernier passe a` l’e´tat actif. Pour qu’un roˆle puisse eˆtre active´, il faut qu’il
soit d’abord assigne´ a` un usager et a` l’e´tat enable. Ceci est ve´rifie´ respectivement par
les gardes authorized roles(uz ,ry,listUR) et exist role(ry ,listER). Il faut aussi respecter
les contraintes de cardinalite´ suivantes : User Activation Cardinality, Role Activation
Cardinality et User Session Cardinality. Dans notre mode´lisation, pour fin de simpli-
fication, nous prenons en compte les deux premie`res contraintes seulement. Toutefois,
il est possible d’exprimer la contrainte qui limite le nombre de sessions active´es par
un usager en ajoutant une autre place, note´e USC de couleur cListUser (une liste de
cUser). Cette place identifie pour chaque usager un nombre de sessions maximal. A`
chaque fois qu’un usager est affecte´ a` une session, on retirera un jeton de sa liste. A`
l’inverse, si un usager a termine´ une session, on ajoutera un jeton dans sa liste. Les
autres contraintes sont ve´rifie´es par la garde role activation cardinality(ry ,listRAC) qui
doit eˆtre satisfaite ainsi que la pre´sence d’un jeton uz dans la place UAC. Finalement, la
garde user role activation(uz ,ry,sx,listURS) doit eˆtre satisfaite pour valider l’activation
du roˆle ry par le sujet uz a` la session sx . Cette garde ve´rifie deux conditions, a` savoir
que le sujet uz n’a pas de´ja` active´ le roˆle ry a` la session sx, mais dans le cas ou` ry est
de´ja` active´ par uz, on s’assure que ry est en se´paration dynamique avec l’ensemble des
roˆles pre´alablement active´s par uz.
Si toutes les conditions sont satisfaites, le franchissement de la transition activate conduit
a` un nouvel e´tat ou` un multi-ensemble de jetons sera cre´e´ dans la place URS calcule´ par
la fonction new activation(uz, ry, sx,listURS), et d’autres jetons seront consomme´s des
places RAC et UAC pour ajuster la cardinalite´.
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Figure 7.8 Repre´sentation CPN de la transition activate
7.2.2.6 Transition deactivate
Cette transition met fin a` la session active entre l’usager uz et le roˆle ry. Ce dernier
passe a` l’e´tat inactif. Pour de´sactiver un roˆle, on ve´rifie d’abord que celui-ci est de´ja`
a` l’e´tat actif par le roˆle uz a` la session sx. La ve´rification est exprime´e par la garde
deactivate role(uz, ry, sx, listURS). Si la condition est satisfaite, la transition peut eˆtre
franchie, son franchissement met a` jour la liste des roˆles active´s par l’usager uz calcule´e
par la fonction new deactivation(uz, ry, sx, listURS), produit des jetons dans les places
RAC et UAC pour ajuster la cardinalite´.
7.3 Ve´rification de la consistance du mode`le RBAC
L’analyse d’un re´seau de Petri peut re´ve´ler des caracte´ristiques importantes d’un syste`me,
concernant sa structure et son comportement dynamique. Les re´sultats de cette analyse
sont utilise´s pour e´valuer le syste`me et en permettre la modification et/ou l’ame´lioration
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Figure 7.9 Repre´sentation CPN de la transition deactivate
le cas e´che´ant.
Le pre´sent mode`le est de´fini par son marquage. Ainsi, la ve´rification de la cohe´rence du
mode`le RBAC est effectue´e a` partir d’une analyse de chaque e´tat accessible du re´seau de
Petri colore´. L’e´tat est dit cohe´rent s’il satisfait a` toutes les contraintes de cardinalite´, de
se´paration de taˆches et d’he´ritage. Il s’agit ainsi d’effectuer une analyse d’accessibilite´
qui repose sur le graphe des marquages correspondant au re´seau de Petri. En s’assurant
de la cohe´rence du re´seau de Petri, on s’assure e´galement de la garantie des diffe´rentes
proprie´te´s de se´curite´ lie´es a` la politique de se´curite´.
Les anomalies auxquelles on s’inte´resse peuvent eˆtre exprime´es par des proprie´te´s d’acc-
essibilite´ pour de´celer la redondance et l’incomple´tude des re`gles, des proprie´te´s de
suˆrete´ pour ve´rifier l’inconsistance, ou des proprie´te´s de vivacite´ pour la pre´sence d’e´tats
de blocage. Ces anomalies peuvent eˆtre de´tecte´es en proce´dant a` une analyse du graphe
de marquages. L’outil CPNtools offre un module de ge´ne´ration de graphes d’occurrence
sur des mode`les de RdP colore´s.
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Figure 7.10 Exemple d’une repre´sentation CPN du mode`le RBAC
7.3.1 Exemple
Pour illustrer l’utilisation des graphes d’occurence dans la ve´rification de la cohe´rence
du mode`le RBAC, nous conside´rons l’exemple suivant, tire´ de (Shafiq et al., 2005) et
repre´sente´ a` la figure 7.10.
Dans cet exemple, il y a trois roˆles r0, r1 et r2 ainsi qu’un sujet u0. Les spe´cifications
initiales du mode`le sont telles que:
• r1 est un roˆle junior a` r0 (r1 ≤ r0 et r1 ;= r0).
• r1 et r2 sont deux roˆles en conflit d’assignation, i.e., r1 et r2 ne peuvent pas eˆtre
assigne´s aux meˆme sujet, ni meˆme active´s simultane´ment par le meˆme sujet.
• Chaque roˆle peut eˆtre assigne´ a` 3 sujets au plus.
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• Chaque roˆle peut eˆtre active´ par au plus 3 sujets.
• Le sujet u0 peut eˆtre assigne´ au plus 3 roˆles.
• Le sujet u0 peut activer au plus 3 roˆles.
Les spe´cifications suivantes sont traduites au niveau de la repre´sentation CPN comme on
peut le voir sur la figure 7.10. De plus, nous identifions les roˆles en conflit d’assignation
et d’activation par les valeurs conflicting role assignset et conflicting role activeset re-
spectivement. Ces valeurs sont repre´sente´es par une liste ou` chaque e´le´ment se compose
d’un roˆle et de la liste des roˆles avec lesquels il est en conflit. Dans le cas pre´sent, nous
de´clarons :
• val conflicting role assignset = [(r(1), [r(2)]), (r(2), [r(1)])] et
• val conflicting role activeset = [(r(1), [r(2)]), (r(2), [r(1)])].
Dans un souci de simplification, nous conside´rons que tous les roˆles sont initialement
a` l’e´tat enabled et ils y demeureront, la figure 7.11 montre le rapport ge´ne´re´ suite a`
l’analyse de l’espace d’e´tat de cet exemple.
Le rapport contient beaucoup d’informations utiles relatives au comportement du mode`le
CPN. Le rapport est un excellent moyen pour repe´rer les erreurs et constitue une source
de re´fe´rence ne´cessaire pour exprimer correctement les formules CTL et ve´rifier les
proprie´te´s souhaite´es.
7.3.2 Ve´rification de la cohe´rence
L’analyse s’ave`re tre`s conside´rable dans la mesure ou` elle permet de re´ve´ler des car-
acte´ristiques importantes du syste`me mode´lise´, concernant sa structure et son com-
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Figure 7.11 Rapport d’analyse de l’espace des e´tats du mode`le CPN de la figure 7.10
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Tableau 7.2 Fonctions d’accessibilite´
Fonction Description
Mark. <PageName>’
<PlaceName> N M
Fonction qui retourne l’ensemble des jetons qui
se trouve a` la place<PlaceName> de la Neme
instance de la page <PageName> du marquage
M .
SearchNodes ( <search area>,
<predicate function>, <search
limit>, <evaluation function>,
<start value>, <combination
function>)
Fonction qui parcourt tous les noeuds de
l’espace des e´tats spe´cifie´ dans <search area>
et applique sur chaque noeud, la fonction
<evaluation function>. Les re´sultats de cette
ope´ration sont combine´s selon <combination
function>. La fonction <predicate function>
associe chaque noeud a` une valeur boole´enne et
ne conserve que ceux dont la valeur est e´value´e
a` true. Pour parcourir tous les noeuds du
graphe, on pre´cise la valeur EntireGraph au
niveau de <search area> et la valeur NoLimit
au niveau de <search limit> pour poursuivre la
recherche de tous les noeuds dont <predicate
function> est e´value´e a` true.
List.nth(l,n) Retourne le neme e´le´ment de la liste l avec 0 ≤
n < lengthl.
portement dynamique. L’inte´reˆt de la mode´lisation est de proce´der a` la ve´rification de
proprie´te´s spe´cifiques telles que les proprie´te´s de se´curite´. CPNtools offre des fonc-
tions d’exploration pour re´cupe´rer les marquages qui re´pondent a` certains crite`res. Le
tableau 7.2 montre un exemple de trois fonctions.
Nous montrons que les re´seaux de Petri repre´sentent un formalisme intuitif pour aider
a` la de´tection des incohe´rences et incomple`tudes dans les re`gles d’une politique de
se´curite´ RBAC. Les anomalies auxquelles on s’inte´resse peuvent eˆtre exprime´es par des
proprie´te´s d’atteignabilite´ pour de´celer la redondance et l’incomple´tude des re`gles, des
proprie´te´s de suˆrete´ pour ve´rifier l’inconsistance, ou des proprie´te´s de vivacite´ pour la
pre´sence d’e´tats de blocage. Ces anomalies peuvent eˆtre de´tecte´es en proce´dant a` une
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analyse du graphe de marquages calcule´ a` partir du re´seau de Petri mode´lisant la poli-
tique RBAC.
Supposons, par exemple, qu’on souhaite ve´rifier les re`gles suivantes:
- Deux roˆles assigne´s a` un meˆme usager ne sont pas en se´paration statique de taˆches.
- Deux roˆles en se´paration dynamique de taˆches n’appartiennent pas a` l’ensemble des
roˆles actifs d’un meˆme usager.
- L’ensemble de roˆles active´s par un usager est un sous-ensemble des roˆles auxquels il
est autorise´.
Selon l’exemple courant, ces re`gles se traduisent respectivement par:
- u0 ne doit pas eˆtre assigne´ les roˆles r1 et r2 en meˆme temps.
- u0 ne peut pas activer r1 et r2 simultane´ment.
- Tous les roˆles active´s par u0 doivent figure´s dans sa liste de roˆles autorise´s.
Pour ve´rifier si tous les e´tats accessibles sont consistants avec les trois re`gles pre´ce´dentes,
nous avons exprime´ chacune des re`gles en fonctions ML tel que repre´sente´ a` la fig-
ure 7.12.
La fonction assigned roles retourne la liste des roˆles autorise´s a` chaque sujet. Chaque
e´le´ment de cette liste correspond aux roˆles autorise´s a` l’usager u0, et ce pour chaque e´tat
accessible. La fonction active roles retourne la liste des roˆles active´s par l’usager u0,
et ce pour chaque e´tat accessible. La fonction authorized roles est e´value´e sur chaque
e´tat accessible pour ve´rifier si un roˆle a` l’e´tat actif est aussi un roˆle autorise´. La fonction
retourne true si cette condition est satisfaite par tout e´tat accessible du mode`le, et faux
sinon. Pour cet exemple, nous obtenons que les e´tats accessibles ne pre´sentent aucune
violation avec la spe´cification initiale.
Dans le cas ou` une re`gle est viole´e, il est possible de rechercher les causes du proble`me,
par exemple, en examinant de pre`s les e´tats qui ne satisfont pas a` la re`gle et les chemins
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Figure 7.12 Model-checking des re`gles de consistence du mode`le RBAC
menant a` ces e´tats. Cela donnera une ide´e pour localiser la source du proble`me. Le
mode`le devra ensuite eˆtre modifie´ en conse´quence, et les proprie´te´s devront eˆtre reve´rifie´-
es jusqu’a` ce qu’elles soient satisfaites. L’erreur pourrait e´galement provenir d’une mau-
vaise expression des proprie´te´s a` partir de la spe´cification informelle. Dans ce cas, les
proprie´te´s devront eˆtre re´e´crites et reve´rifie´es de nouveau (Choppy et al., 2007). Si
on arrive a` obtenir un mode`le de re´seau de Petri colore´ avec la plupart des proprie´te´s
satisfaites, une analyse plus approfondie peut eˆtre effectue´e, conduisant a` d’e´ventuels
changements dans la spe´cification. Une mode´lisation formelle du mode`le RBAC fournit
une description pre´cise du syste`me de se´curite´.
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7.4 Conclusion
Le mode`le RBAC se preˆte naturellement a` la protection des syste`mes d’information
coope´ratifs qui mettent en oeuvre des techniques de workflow et plus ge´ne´ralement de
groupware (logiciels de groupes compose´s d’ope´rations diffe´rentes et multiples). De
plus, dans plusieurs travaux de recherches (Oren and Haller, 2005), les re´seaux de Petri
se sont ave´re´s ade´quats et ont e´te´ utilise´s avec succe`s pour la spe´cification des appli-
cations Workflow et la description de comportements dynamiques complexes. Comme
exemple d’application, nous proposons une approche globale, base´e sur les re´seaux de
Petri, pour traiter la gestion des autorisations dans les Workflows ou` le mode`le du Work-
flow est greffe´e au mode`le RBAC. L’ide´e est de repre´senter les applications du syste`me
Workflow de fac¸on modulaire (sur diffe´rents modules) a` l’aide de CPNtools, et grce au
mode`le RBAC, le syste`me accorde a` un utilisateur l’ensemble des ressources (autori-
sations) ne´cessaires pour effectuer une taˆche particulie`re. Nous expliciterons cette ide´e
plus en de´tail dans la section 7.5 du chapitre 7.
En conclusion, nous ajoutons aussi que dans (Rakkay and Boucheneb, 2007), nous avons
montre´ qu’une approche a` base des re´seaux de Petri colore´s temporise´s est aussi perti-
nente pour la ve´rification et la validation des mode`les a` base a` des roˆles aussi bien en
termes de rigueur que de souplesse. La dimension temporelle est inte´ressante a` inte´grer
dans le mode`le, notamment pour pre´venir l’utilisation abusive des privile`ges d’acce`s.
Le mode`le GTRBAC de´finit deux types de contraintes temporelles pour capturer le
comportement dynamique du syste`me: les contraintes de dure´e et les contraintes de
pe´riodicite´.
Les contraintes de pe´riodicite´ sont utilise´es pour de´finir des intervalles exacts au cours
desquels un roˆle peut eˆtre active´ (ou de´sactive´), ou encore des intervalles au cours
desquels des actions d’assignation d’un roˆle a` un usager (ou de privile`ges a` un roˆle) sont
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valides. Les contraintes de dure´e expriment la dure´e ou` l’assignation (ou l’activation)
d’un roˆle est valide ou encore la dure´e de disponibilite´ d’un le roˆle pour une e´ventuelle
activation. Une manie`re simple pour inte´grer le temps consiste a` ajouter des temporisa-
tions qui sont supporte´es par l’outil CPNtools. On conside`re, dans ce cas, une horloge
globale et les jetons sont estampille´s par la date a` laquelle ils sont preˆts.
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CHAPITRE 8
RE´SEAUX DE PETRI TEMPORELS : MODE`LE TAWSPN TIMED ARC PETRI
NET-WEAK AND STRONG SEMANTICS
Pour inte´grer le temps aux re´seaux de Petri, de nombreuses extensions ont e´te´ propose´es.
Nous distinguons deux grandes classes : les re´seaux temporise´s (Ramchandani, 1974)
qui associent une dure´e a` un type de nœud (places, transitions ou arcs) et les re´seaux
temporels (Merlin, 1974; Berthomieu and Diaz, 1991; Walter, 1983; Khansa, 1997) qui
associent un intervalle de temps. Par ailleurs, les re´seaux temporise´s sont une sous-classe
des re´seaux temporels.
Dans le pre´sent chapitre, nous nous inte´ressons aux re´seaux temporels. Ces re´seaux
diffe`rent entre eux par l’e´le´ment auquel est associe´e la notion de temps: arcs (re´seaux de
Petri A-temporels), places (re´seaux de Petri P-temporels) ou transitions (re´seaux de Petri
T-temporels). Chaque extension associe une interpre´tation spe´cifique aux contraintes
temporelles. Dans les re´seaux T-temporels, une contrainte temporelle exprime soit la
dure´e de franchissement ou le temps de sensibilisation de la transition. Dans les re´seaux
P-temporels, le temps exprime le temps de se´jour d’un jeton dans la place avant qu’il
ne devienne disponible. Dans les re´seaux A-temporels, si la contrainte est associe´e a` un
arc entrant dans une transition, elle indique l’intervalle de temps durant lequel un jeton
peut eˆtre consomme´, alors que si la contrainte est associe´e a` un arc sortant, elle indique
la disponibilite´ du jeton produit.
Il existe e´galement deux se´mantiques usuelles pour les re´seaux de Petri temporels : la
se´mantique dite faible (Weak Time Semantics WTS) (Walter, 1983) et celle dite forte
(Strong Time Semantics STS) (Merlin, 1974; Khansa, 1997). Dans une se´mantique
faible, les contraintes de temps constituent des instants possibles d’occurrences d’e´ve´ne-
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ments (autrement dit, les bornes temporelles supe´rieures peuvent eˆtre de´passe´es) alors
que pour la se´mantique forte, l’e´ve´nement doit ne´cessairement se produire dans l’intervalle
donne´.
Dans une perspective de disposer d’un mode`le qui permet d’inte´grer plus d’une seule
se´mantique, nous avons enrichi la classe des mode`les temporels en proposant une nou-
velle extension des re´seaux A-temporels ge´ne´ralise´s aux se´mantiques forte et faible, que
nous identifions par l’acronyme TAWSPN (Timed Arc Petri net - Weak and Strong se-
mantics)
Dans ce chapitre, nous allons pre´senter les diffe´rentes extensions temporelles, les plus
re´pandues. Par la suite, nous donnerons la de´finition du mode`le TAWSPN et sa se´manti-
que. Nous pre´senterons apre`s, un aperc¸u global d’une approche de mode´lisation des
syste`mesWorkflows au moyen dumode`le TAWSPN et leur analyse par model-checking.
Nous montrons aussi comment y inclure le controˆle d’acce`s base´ sur les roˆles. Enfin,
nous concluons ce chapitre par une discussion sur la mode´lisation des me´canismes de
se´curite´ dans les Workflows Inter-Organisationnels au moyen des re´seaux de Petri.
8.1 Re´seaux de Petri temporels
Parmi les extensions temporelles des re´seaux de Petri, nous conside´rons celles qui as-
socient des intervalles de temps aux places selon les deux se´mantiques, forte ou faible,
note´es respectivement TPSPN et TPWPN , e´galement aux transitions (re´seaux de Petri
T-temporels TTSPN , TTWPN) et aux arcs en entre´e des transitions (re´seaux de Petri
A-temporels TASPN , TAWPN).
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[a, b]
[a, b]
[a, b]
• • •
a) Re´seau de Petri T-temporel b) Re´seau de Petri P-temporel c) Re´seau de Petri A-temporel
Figure 8.1 Re´seaux de Petri temporels
8.1.1 Re´seaux de Petri T-temporels
Le mode`le de Merlin (TTSPN) (Merlin, 1974; Berthomieu and Diaz, 1991) est l’une des
extensions les plus connues et les plus utilise´es. C’est un re´seau de Petri qui associe un
intervalle de temps [a, b], a` chaque transition (figure 8.1.a). Les bornes de cet intervalle
sont les temps d’attente minimal et maximal avant le franchissement de la transition.
Autrement dit, si la transition est sensibilise´e de fac¸on continue durant au moins a unite´s
de temps, elle peut eˆtre tire´e. Par contre, si la transition est sensibilise´e b unite´s de temps
de fac¸on continue, elle doit alors eˆtre tire´e, a` moins qu’elle ne soit de´sensibilise´e par
un autre franchissement. C’est un mode`le a` se´mantique de franchissement forte. Il est
possible d’appliquer a` ce mode`le une se´mantique faible. Un tel model est de´signe´ par
TTWPN .
De´finition 8.1.1 (Re´seau de Petri TTPN)
Un re´seau de Petri TTPN est une paire (PN, I) ou` PN est un re´seau de Petri ordinaire
et I une fonction I : T → INT qui associe, a` chaque transition, un intervalle de temps
[Imin(p, t), Imax(p, t)] appele´ intervalle statique de franchissement de t.
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8.1.2 Re´seaux de Petri P-temporels
Les fondements the´oriques des re´seaux de Petri P-temporels ont e´te´ e´labore´s par Khansa
dans sa the`se (Khansa, 1997). Le mode`le de Khansa (TPSPN) associe un intervalle de
temps aux places (figure 8.1.b). Une place annote´e d’un intervalle [a, b] signifie que tout
jeton cre´e´ dans cette place est disponible uniquement si son aˆge est bien dans l’intervalle
[a, b]. Si un jeton n’est pas consomme´ durant les b unite´s de temps, il meurt (de´sormais,
il n’est plus utilisable). Le mode`le de Khansa a une se´mantique forte. Il est possible
d’appliquer a` ce mode`le une se´mantique faible. Un tel model est de´signe´ par TPWPN .
De´finition 8.1.2 (Re´seau de Petri TPPN)
Un re´seau de Petri TPPN est une paire (PN, I) ou` PN est un re´seau de Petri ordinaire
et I une fonction I : T → INT qui associe, a` chaque place, un intervalle de temps
[Imin(p, t), Imax(p, t)] appele´ intervalle statique de temps de se´jour d’un jeton dans la
place p.
8.1.3 Re´seaux de Petri A-temporels
Le mode`le de Walter (TAWPN) (Walter, 1983) associe un intervalle de temps a` chaque
arc reliant une place a` une transition (figure 8.1.c). Un arc (p, t) annote´ d’un inter-
valle [a, b] signifie que tout jeton cre´e´ dans la place p est disponible pour la transition t,
uniquement si son aˆge est bien dans l’intervalle [a, b]. Une transition ne peut eˆtre tire´e
que si tous les jetons qu’elle utilise lui sont disponibles. Le franchissement de la tran-
sition n’est pas force´ (se´mantique faible) et les jetons peuvent mourir. Il est e´galement
possible d’appliquer a` ce mode`le une se´mantique forte. Un tel mode`le est de´signe´ par
TASPN .
De´finition 8.1.3 (Re´seau de Petri TAPN)
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Un re´seau de Petri TAPN est une paire (PN, I) ou` PN est un re´seau de Petri ordinaire
et I une fonction I : T → INT qui associe, a` chaque arc entrant, un intervalle de temps
[Imin(p, t), Imax(p, t)] appele´ intervalle statique de disponibilite´.
8.1.4 Comparaison des extensions temporelles
Une e´tude comple`te de l’expressivite´ de ces mode`les en terme de bisimilarite´ temporelle
(se´mantique temporelle) a e´te´ propose´e par (Boyer and Roux, 2007). Globalement, il
s’ave`re que :
• les re´seaux A-temporels et P-temporels sont comparables. Leur re`gle de fran-
chissement consiste en une conjonction des intervalles statiques des jetons a` con-
sommer. Tandis que la re`gle de franchissement des mode`les T-temporels ne tient
compte que des jetons les plus re´cents.
• les re´seaux A-temporels sont les plus expressifs et ge´ne´ralisent tous les mode`les.
Comme on peut le voir sur la figure 8.2, on peut facilement traduire un mode`le P-
temporel en un mode`le A-temporel. Cependant, il est difficile (sans outils adapte´s)
de traduire un mode`le T-temporel en un mode`le A-temporel. A` titre d’exemple,
dans la the`se de doctorat de (Boyer, 2001), un simple mode`le T-temporel compose´
de 3 places, 2 transitions et 4 arcs a ne´cessite´ l’ajout de 8 places, 19 transitions et
38 arcs.
• Les mode`les A-temporels et P-temporels a` se´mantique forte ge´ne´ralisent ceux a`
se´mantique faible.
La figure 8.3, tire´e de (Boyer and Roux, 2007), montre des re´sultats d’expressivite´1 des
diffe´rentes extensions. En se´mantique forte, les re´seaux T-temporels et P-temporels sont
1≈ de´signe une e´quivalence de bisimilarite´.
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•
Figure 8.2 Traduction d’un mode`le TPPN vers un mode`le TAPN
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Figure 8.3 Relation entre les diffe´rentes extensions temporelles (Boyer and Roux, 2007)
incomparables, tandis que les re´seaux A-temporels sont plus expressifs que les re´seaux
P-temporels et les re´seaux T-temporels.
Bien qu’il soit possible de traduire un mode`le vers un autre, cette traduction entraıˆne
souvent des pertes en couˆt et en performance non ne´gligeables, notamment par l’ajout
d’autres places et transitions. Par ailleurs, chaque mode`le a sa propre se´mantique, c’est-
a`-dire qu’on associe le meˆme type de contraintes a` toutes les transitions. Or, il existe
divers syste`mes re´els qui inte`grent plus qu’un seul type de contraintes.
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P1 P2
P3 P4
P5
[1, 3] [0, 2]
[1, 1]
• •
A B
AB
a) Repre´sentation en mode`le de Merlin
P1 P2 P6
P3 P4
P5
[1, 3] [0, 2]
[1, 1]
[c, d]
[a, b]
• • •
b) Ve´rification de la pe´riodicite´ de la production
Figure 8.4 Un syste`me de production et d’assemblage de pie`ces d’autos
Par exemple, les re´seaux de Petri T-temporels sont tre`s utilise´s pour mode´liser et anal-
yser des syste`mes de production manufaturie`re, notamment pour de´terminer le temps de
production optimal. Cependant, ces syste`mes sont sujets a` plusieurs types de contraintes
de temps qui ne peuvent pas eˆtre prises en compte par un seul mode`le. Nous illustrons ce
point par un simple syste`me de production et d’assemblage de pie`ces d’autos repre´sente´
par le mode`le de Merlin a` la figure 8.4.a.
Le mode`le repre´sente un produit fini AB qui ne´cessite deux pie`ces a` procurer de deux
stocks de pie`ces A et B repre´sente´s respectivement par les places P3 et P4. Les matie`res
premie`res des pie`ces A et B sont initialement pre´sentes dans les places P1 et P2 respec-
tivement. Nous avons trois contraintes temporelles relatives a` la dure´e de fabrication
des pie`ces A et B ainsi que la dure´e d’assemblage pour produire AB. L’assemblage ne
peut s’effectuer que si les deux pie`ces sont pre´sentes. Pour assurer cette synchronisation,
nous utilisons le mode`le de Merlin ou` les intervalles sont associe´s aux transitions.
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Supposons que la pie`ce assemble´e AB est disponible a` l’inte´rieur d’un intervalle [c, d].
On veut ve´rifier si le processus de fabrication peut eˆtre re´pe´te´ pe´riodiquement suivant
une pe´riode [a, b]. Il s’agit donc de faire un rendez-vous pour prendre en compte les
deux contraintes. Cependant, le rendez-vous ne peut pas eˆtre exprime´ par le mode`le de
Merlin sachant qu’il n’y a pas ne´cessairement une intersection entre les deux intervalles.
En effet, en utilisant le mode`le deMerlin, on conside`re toujours les jetons les plus re´cents
et donc ne´cessairement ce sera celui de la place P5 (puisque P6 est de´ja` marque´e). Ainsi
la contrainte de pe´riodicite´ ne sera jamais prise en compte. En revanche, si on spe´cifiait
les contraintes au niveau des arcs tel que repre´sente´ a` la figure 8.4.b, les deux contraintes
seront prises en compte. Or, il n’existe pas de mode`le temporel qui permet d’exprimer a`
la fois diffe´rentes se´mantiques (forte et faible). Cela dit, imposer une meˆme se´mantique
a` tous les composants d’un syste`me pourrait s’ave´rer limitatif.
Ainsi, dans (Rakkay et al., 2007), nous proposons s’e´tendre les re´seaux de Petri a` arcs
temporels en offrant la possibilite´ de spe´cifier pour chaque transition une se´mantique de
franchissement forte ou faible similaires. Nous montrons ensuite que les techniques de
construction de graphes des zones peuvent eˆtre adapte´es au mode`le propose´.
8.2 Mode`le TAWSPN
Le mode`le TAWSPN est un re´seau de Petri colore´ qui associe a` chaque arc connec-
tant une place a` une transition, un intervalle de temps et a` chaque transition l’une des
quatre se´mantiques de franchissement : All, None, LastS , LastW . Autrement dit, le
mode`le TAWSPN offre la possibilite´ de spe´cifier pour chaque transition du mode`le une
se´mantique de franchissement diffe´rente, forte ou faible. Cela offre ainsi une grande
flexibilite´ dans la mode´lisation de syste`mes temporise´s complexes sans complexifier les
me´thodes d’analyse classiques. L’inte´reˆt de ce mode`le est d’offrir e´galement des possi-
bilite´s de ve´rification comparables a` celles des autres extensions temporelles des re´seaux
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de Petri. En effet, le mode`le TAWSPN offre une technique de model-checking base´e
sur la construction de graphes des zones (Gardey et al., 2003).
8.2.1 De´finition du mode`le TAWSPN
De´finition 8.2.1 (Mode`le TAWSPN)
TAWSPN est un tuple (P, T, Pre, Post,M0, I, Strong) ou` :
• P et T sont respectivement des ensembles finis de places et de transitions tel que:
(P ∩ T = ∅) ;
• Pre et Post : P × T → N sont respectivement les fonctions d’incidence avant et
arrie`re, T → PMS ou` PMS est l’ensemble de tous les multi-ensembles sur P ;
• M0 ∈ PMS est le marquage initial;
• I : P×T → INT associe, a` chaque arc entrant, un intervalle de temps [Imin(p, t),
Imax(p, t)] appele´ intervalle statique des jetons de la place p pour la transition t.
INT = {[y, z] ∈ Q+ × (Q+ ∪ {∞}) | y ≤ z} de´note l’ensemble des intervalles
de temps a` bornes rationnelles.
• Strong : T → {All, None, LastS , LastW} associe une se´mantique de fran-
chissement a` chaque transition.
De´finition 8.2.2 (Jeton temporise´)
Un jeton temporise´ est un couple (p, v) ou` p est sa place et v est la valeur de son horloge
(son aˆge).
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8.2.2 E´volution du mode`le TAWSPN
Pour qu’une transition soit tire´e, il faut qu’elle soit sensibilise´e et que les contraintes
spe´cifiant son intervalle de franchissement soient ve´rifie´es. Selon le type de synchro-
nisation, ces contraintes peuvent porter sur l’ensemble ou uniquement les plus re´cents
jetons participant a` la sensibilisation de la transition. Notons que la dure´e de sensibilisa-
tion d’une transition sensibilise´e est e´gale a` l’aˆge des plus re´cents jetons participant a` sa
sensibilisation.
La se´mantique de franchissement All correspond a` une se´mantique forte des re´seaux
de Petri P-temporels et A-temporels (TPSPN et TASPN). La se´mantique None cor-
respond a` une se´mantique faible des re´seaux de Petri TPWPN et TAWPN . Dans le
cas d’une transition All ou None, la transition est franchissable si elle est sensibilise´e et
les horloges de tous ses jetons sont dans leurs intervalles statiques. Dans le cas d’une
transition All, la transition doit eˆtre franchie avant que ces horloges ne de´passent leurs
intervalles statiques, sauf si elle est de´sensibilise´e par le tir d’une autre transition. Par
contre, dans le cas d’une transition None, le franchissement n’est pas force´. Les jetons
des places en amont d’une transition All ou None ne peuvent eˆtre utilise´s par elle en
dehors de leurs intervalles statiques. Si un jeton n’est pas utilise´ alors qu’il a exce´de´ son
intervalle statique, il devient jeton mort “dead token” pour cette transition.
Les se´mantiques LastS et LastW e´tendent la se´mantique du mode`le de Merlin aux
re´seaux de Petri a` arcs temporels avec la possibilite´ d’utiliser une se´mantique faible.
Une transition de type LastS ou LastW est franchissable si elle est sensibilise´e et les
horloges de ses plus re´cents jetons 2 sont dans leurs intervalles statiques. Autrement
dit, c’est le dernier jeton qui valide une transition qui va fixer son e´che´ance de fran-
chissement. Une transition de type LastS doit eˆtre franchie avant que ces horloges ne
2Les plus re´cents jetons parmi ceux utilise´s par la transition.
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P1 P2 P6
P3 P4
P5
LastS LastS
LastS
All
[1, 3] [0, 2]
[1, 1]
[1, 1]
[c, d]
[a, b]
• • •
Figure 8.5 Le mode`le TAWSPN du syste`me de la figure 8.4
de´passent leurs intervalles statiques, sauf si elle est de´sensibilise´e par le tir d’une autre
transition. Le franchissement de la transition n’est pas force´ dans le cas de LastW . No-
tons qu’un jeton peut eˆtre utilise´ par une transition de type LastW ou LastS meˆme si
son horloge de´passe son intervalle statique. Ainsi, les jetons ne meurent jamais pour les
transitions de type LastS ou LastW .
Ainsi, nous pouvons repre´senter l’exemple de la figure 8.4 par le mode`le TAWSPN tel
que montre´ a` la figure 8.5.
Pour caracte´riser l’e´tat du mode`le, on associe a` chaque jeton une horloge repre´sentant
son aˆge. L’horloge est initialise´e a` 0 a` sa cre´ation. Elle croıˆt ensuite avec le temps,
de manie`re synchrone, jusqu’a` ce que le jeton soit consomme´. Nous donnons ci-apre`s,
quelques de´finitions utiles.
De´finition 8.2.3 (E´tat du mode`le / E´ve´nements d’un e´tat)
• Un e´tat q du mode`le TAWSPN est un multi-ensemble sur l’ensemble des jetons
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temporise´s, i.e.: q ∈ (P × R≥0)MS . L’e´tat initial est : q0 =
∑
p∈P M0(p) • (p, 0).
• Soient q un e´tat et Mark(q) le marquage obtenu a` partir de q en e´liminant tous
les parame`tres temporels, i.e.: Mark(q) =∑(p,v)∈q q(p, v) • p.
– Soit t une transition de T . La transition t est sensibilis e´e pour q si et seule-
ment si, tous les jetons ne´cessaires a` son franchissement sont pre´sents dans
q, i.e.: •t ≤Mark(q).
– Un e´ve´nement de q est un triplet e = (t, in, out) ou` t est une transition
sensibilise´e par q, in repre´sente les jetons a` consommer et out les jetons a`
produire par le franchissement de t, i.e. in ≤ q ∧Mark(in)= •t et out =∑
p∈P t
•(p) • (p, 0).
– On note E(q) l’ensemble des e´ve´nements de q, i.e. :
{(t, in, out)|t ∈ T ∧ in ≤ q ∧Mark(in) =• t∧ out =∑p∈P t•(p) • (p, 0)}.
– Pour tout e´ve´nement e = (t, in, out), nous de´signons respectivement par •e
et e• les multi-ensembles de jetons temporise´s consomme´s et produits suite
au franchissement de e (i.e. : •e = in et e• = out).
Partant de son e´tat initial, le mode`le e´volue par progression de temps (les horloges
e´voluent avec le temps) ou par franchissement d’e´ve´nements. Dans ce qui suit, nous
conside´rons un e´tat q du mode`le TAWSPN , un e´ve´nement e = (t, in, out) de q et un
re´el positif dv.
De´finition 8.2.4 (Intervalle de franchissement d’un e´ve´nement)
• SoitW (e) l’ensemble des jetons a` conside´rer pour de´terminer l’intervalle de fran-
chissement de e, i.e. :
148
W (e) =
•e si Strong(t) /∈ {LastS , LastW};
{(p, v) ∈• e |∀(p′, v′) ∈• e, (p′, v′) = (p, v)} sinon
Ou` la relation (p′, v′) = (p, v) signifie que le jeton (p′, v′) a e´te´ cre´e´ avant ou au
meˆme temps que le jeton (p, v)3.
• L’intervalle de franchissement de l’e´ve´nement e, note´ FD(e) est l’intersection des
intervalles de disponibilite´ de tous les jetons deW (e). Les bornes de cet intervalle,
note´es FDmin(e) et FDmax(e) sont calcule´es comme suit :
– FDmin(e) = max(0,Max(p,v)∈W (e)(Imin(p, t)− v)) et
– FDmax(e) = Min(p,v)∈W (e)(Imax(p, t)− v)
• Si FD(e) est vide, l’e´ve´nement e est conside´re´ invalide et ne peut plus eˆtre franchi.
Dans ce mode`le, dans le cas ou` Strong(t) = LastS ou All, le franchissement de tout
e´ve´nement e = (t, in, out) doit eˆtre force´ lorsque son de´lai de franchissement maximal
atteint 0. Par contre, si Strong(t) = None ou LastW , le franchissement de l’e´ve´nement
n’est pas force´. Dans ce cas, l’e´ve´nement devient non franchissable lorsque son de´lai de
franchissement maximal atteint des valeurs ne´gatives. La progression de temps a` partir
de chaque e´tat est ainsi contrainte par les franchissements qui doivent eˆtre force´s.
Soient q un e´tat du mode`le et EF (q) l’ensemble des e´ve´nements qui doivent eˆtre force´s
lorsque leurs de´lais de franchissement maximaux atteignent 0, i.e. :
EF (q) = {e = (t, in, out) ∈ E(q) | Strong(t) ∈ {All, LastS}}.
De´finition 8.2.5 Franchissement d’un e´ve´nement et progression de temps
Soit ef un e´ve´nement de l’e´tat de q.
3Notons que deux jetons peuvent avoir le meˆme aˆge sans qu’ils soient cre´e´s par le meˆme
franchissement.
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• l’e´ve´nement ef est franchissable a` l’e´tat q si son de´lai de franchissement minimal
a atteint 0 i.e. : FDmin(ef ) = 0 ∧ FDmax(ef) ≥ 0.
• Si l’e´ve´nement ef peut se produire a` l’e´tat q, son occurrence est instantane´e et
me`ne vers l’e´tat : q′ = q −• ef + e•f .
• Une progression de temps de dv unite´s est re´alisable, a` partir de l’e´tat q, sans
qu’il n’y ait aucun franchissement, si et seulement si la valeur dv est infe´rieure
ou e´gale au de´lai de franchissement maximal de tout e´ve´nement de EF (q), i.e. :
∀e ∈ EF (q), dv ≤ FDmax(e).
• Apre`s cette progression de temps, l’horloge de chacun des jetons (p, v) est aug-
mente´e de dv unite´s de temps. L’e´tat atteint suite a` cette progression du temps est
de´signe´ par q + dv, i.e. : q + dv =∑(p,v)∈q q(p, v) • (p, v + dv).
De´finition 8.2.6 (Se´mantique du mode`le TAWSPN)
La se´mantique du mode`le TAWSPN est de´finie par le syste`me de transitions (Q, q0,→):
• Q = (P ×R≥0)MS,
• q0 =∑p∈P M0(p) • (p, 0),
• →⊆ (Q× (E ∪R≥0)×Q) est la relation de transition de´finie par:∀q, ef , dv, q′
• q dv−−→ q′ ssi
∀ e ∈ EF (q), dv ≤ FDmax(e) etq′ = ∑(p,v)∈q q(p, v) • (p, v + dv)
• q ef−−→ q′ ssi

ef ∈ E(q);
FDmin(ef) = 0 ∧ FDmax(ef ) ≥ 0 et
q′ = q −•ef + e•f
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P1 P2
P3
T1, Syn T2, Syn
[0, 1] [0, 0]
[0, 1]
• •
Ou` Syn ∈ {All,None, LastS, LastW }
Figure 8.6 Un TAWSPN ayant un nombre borne´ de zones
8.2.3 Exemple
Conside´rons les mode`les de la figure 8.6. Ces mode`les ont le meˆme e´tat initial: q0 =
(P1, 0) + (P2, 0). Cet e´tat a un seul e´ve´nement e1 = (t1, (P1, 0), (P3, 0)). Sachant que
l’e´ve´nement e1 utilise un seul jeton, son intervalle de franchissement est le meˆme pour
les 4 types de synchronisation ([0, 1]). Par contre, le franchissement de l’e´ve´nement est
force´ apre`s une progression d’une unite´ de temps pour Syn ∈ {All, LastS}. Alors qu’il
ne l’est pas pour les autres cas.
Supposons que tous ces mode`les subissent une progression d’une unite´ de temps puis
franchissent l’e´ve´nement e1. Ces mode`les atteindront alors le meˆme e´tat q1 = (P2, 1) +
(P3, 0). Cet e´tat a un seul e´ve´nement e2 = (t2, (P2, 1) + (P3, 0), 0). A` l’e´tat q1, le jeton
(P2, 1) est mort pour Syn ∈ {All, None} mais il ne l’est pas pour les autres cas. Pour
Syn ∈ {All, None}, l’e´ve´nement e2 n’est donc pas franchissable a` l’e´tat q1 puisque
W (e2) = (P2, 1) + (P3, 0), FDmin(e2) = 0 et FDmax(e2) = −1. En revanche, pour
Syn ∈ {LastS, LastW}, l’e´ve´nement e2 est franchissable car
W (e2) = (P3, 0), FDmin(e2) = 0 et FDmax(e2) = 1.
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Figure 8.7 Explosion de l’espace des e´tats
8.3 Abstraction du temps
A` partir de la se´mantique du mode`le, on peut voir que, suite a` la progression du temps,
certains jetons peuvent mourir. Si ces derniers sont e´limine´s, le marquage va aussi
changer par progression du temps. Par conse´quent, un graphe repre´sentant l’ensemble
de toutes ces possibilite´s serait tre`s large (Figure 8.7). Pour atte´nuer cette explosion
combinatoire, nous proposons de regrouper, en un seul chemin, toutes les e´volutions
compose´es de la meˆme se´quence de franchissement (traces), et en un seul nœud, appele´,
zone d’e´tats, tous les e´tats accessibles par les e´volutions regroupe´es. Les e´tats regroupe´s
ensemble n’ont pas ne´cessairement les meˆmes jetons vivants puisque un meˆme jeton
peut eˆtre mort dans un e´tat de la zone et vivant dans un autre e´tat de la meˆme zone.
Toutefois, on peut les repre´senter par un multi-ensemble de jetons ou` les valeurs des
horloges sont remplace´es par leurs noms (marquage symbolique) et une formule logique
caracte´risant les valuations des horloges de tous les e´tats regroupe´s dans la zone d’e´tats.
Chaque valuation de l’horloge correspond a` un e´tat. La valeur de l’horloge de chaque
jeton va de´terminer s’il s’agit d’un jeton mort ou vivant.
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8.3.1 Caracte´risation des zones d’e´tats
De´finition 8.3.1 (Zone d’e´tats)
Une zone d’e´tats α est de´finie par un marquage symbolique et une formule logique, i.e.,
(SM,FT ) ou` :
• SM (marquage symbolique) est un multi-ensemble de jetons temporise´s ou` les
horloges sont nomme´es (au lieu de mettre leurs valeurs).
• FT est une formule logique caracte´risant les valuations des horloges de tous les
e´tats regroupe´s dans la zone α. Chaque valuation de l’horloge correspond a` un
e´tat de la zone α.
La zone d’e´tats initiale est compose´ uniquement de l’e´tat initiale ou` toutes les horloges
sont nulles. Cette zone est note´e α0 = (SM0, FT0) ou` SM0 est obtenu a` partir de
l’e´tat initial en remplac¸ant les valeurs des horloges par les noms des horloges et FT0 =∧
(p,h)∈SM0(h = 0).
FDmin, FDmax, •e, e•, W (e), E et EF sont de´finis de la meˆme manie`re que dans les
sections pre´ce´dentes, a` part que dans ce nouveau contexte, les horloges sont nomme´es
au lieu de mettre leurs valeurs nume´riques.
Exemple
Pour illustrer ceci, conside´rons les mode`les de la figure 8.6. La zone initiale de ces
mode`les est (SM0, FT0) ou` SM0 = (P1, h1) + (P2, h2) et FT0 = (h1 = 0 ∧ h2 = 0).
Cette zone a un seul e´ve´nement e1 = (t1, (P1, h1), (P3, h3)). Nous avons donc : •e1 =
(P1, h1), e•1 = (P3, h3),W (e1) = (P1, h1), FDmin(e1) = max(0, 0−h1), FDmax(e1) =
1 − h1, E(SM) = {e1}. Par contre, EF (SM) = {e1} pour Syn ∈ {All, Lasts}, alors
que EF (SM) = ∅ pour les autres cas.
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8.3.2 Calcul des zones d’e´tats
Le calcul des zones d’e´tats est base´ sur l’extension des ope´rations de progression de
temps et de franchissement aux zones. L’ope´ration −→α , ou` α est une zone, est obtenue a`
partir de la zone α en y ajoutant tous les e´tats accessibles par progression de temps, i.e.
−→α = {q′ | ∃q ∈ α, ∃dv ∈ R≥0, q dv−−→ q′}. L’ope´ration Next(α, e) retourne la zone
successeur de la zone α par l’e´ve`nement e, i.e.: Next(α, e) = {q′ | ∃q ∈ α, q e−→ q′}.
A` partir de la zone initiale, les zones d’e´tats successeurs sont calcule´es de manie`re
ite´rative, d’abord en ajoutant dans une zone, les e´tats obtenus par progression de temps
(Figure 8.8), puis en calculant ses successeurs par franchissement d’e´ve´nements (Fig-
ure 8.9).
Figure 8.8 Calcul des e´tats accessibles par e´coulement du temps
Figure 8.9 Calcul de la zone successeur par un e´ve´nement
Le calcul des zones d’e´tats accessibles ne´cessite de tester la consistance (le test du vide),
l’e´quivalence des formules (test d’e´galite´) et d’autres ope´rations telles que l’ajout et
l’e´limination de contraintes atomiques de la forme: x − y ≤ c, x ≤ c ou −x ≤ c, ou`
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x et y sont des horloges et c ∈ (Q ∪ {−∞,∞}). Ces ope´rations sont simplifie´es par
l’utilisation des matrices de bornes sous formes canoniques (Behrmann et al., 2002). Les
formules logiques des zones d’e´tats sont aussi des conjonctions de contraintes atomiques
et peuvent donc eˆtre repre´sente´es par des DBMs.
Soient α = (SM,FT ) une zone d’e´tats et V l’ensemble des horloges de SM . La forme
canonique de FT est : ∧x,y∈V ∪{o} x − y ≤ MaxFT (x − y), ou` MaxFT (x − y) est la
valeur maximale de x−y dans le domaine de FT , et o un symbole repre´sentant la valeur
0. Cette forme canonique est repre´sente´e par la matrice de bornes H d’ordre |V ∪ {o}|
de´finie par : ∀(x, y), Hxy = MaxFT (x− y).
Proposition 8.3.1 Calcul de −→α
Soit α = (SM,FT ) une zone d’e´tats. La zone d’e´tats −→α = {q′ | ∃q ∈ α, ∃dv ∈
R≥0, q
dv−−→ q′} est caracte´rise´e par la formule −→FT qui peut eˆtre calcule´e de la fac¸on
suivante :
1 Initialiser −→FT a` la forme canonique de FT ;
2 E´liminer toutes les contraintes atomiques de la forme h− o ≤ c, h ∈ V ;
3 Pour tout e = (t, in, out) ∈ EF (SM ′) et (p, h) ∈ W (e), ajouter la contrainte h ≤
Imax(p, t);
4 Calculer la forme canonique de la formule ainsi obtenue.
Preuve 8.3.1 Apre`s la deuxie`me e´tape, les bornes supe´rieures de toutes les horloges
sont remplace´es par ∞. Par conse´quent, tous les e´tats accessibles par progression de
temps sont, sans aucune restriction, ajoute´s. La troisie`me e´tape va restreindre la pro-
gression de sorte qu’elle ne de´passe pas les de´lais de franchissement maximaux de tous
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les e´ve´nements qui seront force´s. A` la quatrie`me e´tape, la formule obtenue est mise sous
forme canonique.
Exemple
L’application de cette ope´ration a` la zone initiale des mode`les 8.6 produit la zone −→α0 =
(SM0,
−−→
FT0), ou` −−→FT0 est la forme canonique de :(0 ≤ h1 ≤ 1 ∧ h2 = h1) pour Syn ∈ {All,LastS},(0 ≤ h1 ≤ ∞∧ h2 = h1) pour Syn ∈ {None,LastW}.
Proposition 8.3.2 Calcul de Next(α, ef )
Soient α = (SM,H) une zone d’e´tats et ef = (tf , inf , outf) un e´ve´nement de cette
zone. La zone d’e´tats Next(α, e) = {q′ | ∃q ∈ α, q e−→ q′} peut eˆtre calcule´e de la
fac¸on suivante :
• L’e´ve´nement ef est franchissable a` partir de α (i.e.:Next(α, ef ) ;= ∅) ssi la
formule obtenue en ajoutant, pour chaque jeton (p, h) ∈ W (ef), la contrainte
Imin(p, tf ) ≤ h ≤ Imax(p, tf ) est consistante.
• Si l’e´ve´nement ef peut se produire a` partir de la zone d’e´tats α, son occurrence
est instantane´e et me`ne vers la zone d’e´tats Next(α, ef ) = (SM ′, FT ′), ou`
SM ′ = SM −•ef + e•f et FT ′ est calcule´e de la fac¸on suivante :
1. Initialiser FT ′ a` FT ∧∧(p,h)∈•ef Imin(p, tf ) ≤ h ≤ Imax(p, tf ).
2. Mettre FT ′ sous forme canonique;
3. Eliminer les horloges de tous les jetons consomme´s par l’e´ve´nement ef (i.e.:
tous les jetons de •ef );
4. Ajouter la contrainte h = 0 pour chaque jeton (p, h) cre´e´ par ef (i.e. :
(p, h) ∈ e•f) puis mettre la formule obtenue sous forme canonique.
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Preuve 8.3.2 L’e´ve´nement ef est franchissable a` partir de α = (SM,FT ) ssi il existe
au moins un e´tat dans α a` partir duquel ef est franchissable. Selon la de´finition 8.2.5,
on aNext(α, ef ) ;= ∅ ssi la formule obtenue a` partir de FT , par l’ajout des contraintes
FDmin(ef ) = 0 ∧ 0 ≤ FDmax(ef ), est consistante, i.e. :
(i) FT ∧∧(p,h)∈•ef (max(0, Imin(p, tf )−h) = 0∧0 ≤ Imax(p, tf )−h) est consistante.
Si l’e´ve´nement ef est franchissable a` partir de α, son franchissement est instantane´ et
me`ne vers une nouvelle zone Next(α, ef ) = (SM ′, FT ′), ou`
SM ′ = SM −•ef + e•f et FT ′ est obtenue a` partir de la forme canonique de (i) apre`s
y avoir e´limine´ les horloges des jetons consomme´s et y avoir ajoute´ la contrainte h = 0
pour tout jeton cre´e´ (p, h).
Exemple
Conside´rons les zones d’e´tats −→α0 calcule´es pre´ce´demment pour les mode`les de la fig-
ure 8.6. Toutes ces zones d’e´tats ont un seul e´ve´nement e1 = (t1, (P1, h1), (P3, h3)).
Son franchissement me`ne vers la meˆme zone d’e´tats α1 = (SM1, FT1) ou` SM1 =
(P2, h2) + (P3, h3) et FT1 est la forme canonique de (0 ≤ h2 ≤ 1 ∧ h3 = 0).
8.3.3 Graphe des zones d’e´tats
Le graphe des zones du mode`le TAWSPN est une structure (Z, 9−→,−→α0), ou`:
• α0 est la zone d’e´tats initiale,
• 9−→ est la relation de transition de´finie par:
∀α,α′, ef , α ef9−→ α′ ssi

ef ∈ E(SM);
Next(α, ef ) ;= ∅;
α′ =
−−−−−−−−→
Next(α, ef )
• Z = {α|α0 #9−→ α}, ou` #9−→ est la fermeture re´flexive et transitive de 9−→.
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Figure 8.10 Un TAWSPN ayant un nombre borne´ de zones
Cependant, le graphe des zones d’e´tats re´sultant peut eˆtre infini meˆme pour un mode`le
borne´. En effet, nous pouvons avoir une infinite´ de zones accessibles dans le cas ou`
certains jetons ne sont jamais consomme´s (leurs horloges croissent inde´finiment). C’est
le cas du mode`le de la figure 8.10. Le jeton de la place P1 n’est jamais consomme´ si
le mode`le exe´cute, a` re´pe´tition, la se´quence de transition T2;T3. Afin de reme´dier a`
cette limitation, nous proposons d’appliquer une ope´ration d’approximation, similaire a`
celle utilise´e pour les automates temporise´s afin d’assurer la convergence du calcul du
graphe d’accessibilite´. Chaque nouvelle zone calcule´e est d’abord approxime´e, avant de
la comparer avec celles de´ja` calcule´es.
8.3.4 Approximation des zones d’e´tats
L’approximation d’une zone d’e´tats consiste a` e´tendre le domaine des horloges en ajoutant
des valeurs qui ont la meˆme influence sur le comportement du mode`le que celles qui sont
de´ja` dans le domaine. Pour l’appliquer, il faut de´terminer pour chaque horloge la valeur
qu’il faudrait atteindre avant d’e´tendre le domaine de l’horloge (valeur limite). Dans le
cas des automates temporise´s, la limite d’une horloge est la plus grande valeur finie qui
est compare´e, dans le mode`le, a` cette horloge. Dans notre cas, l’horloge d’un jeton (p, h)
est compare´e aux intervalles statiques des arcs en sortie de la place p. Ainsi, les horloges
de tous les jetons de la meˆme place partagent la meˆme limite de´finie par :
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limp = max(Maxt∈p•∧Imax(p,t)<∞Imax(p, t), Maxt∈p•∧Imax(p,t)=∞Imin(p, t)).
Par exemple, pour les mode`les de la figure 8.6, les limites des places sont : limP1 =
1, limP2 = 0, limP3 = 0.
Notons qu’un jeton qui a de´passe´ sa limite n’est pas force´ment mort. Un jeton (p, h) est
mort pour une transition t de p• si Imax(p, t) < h et Strong(t) ∈ {All, None}. Il est
de´finitivement mort s’il est mort pour toutes les transitions en sortie de p.
Soient (SM,FT ) une zone d’e´tats sous forme canonique etH laDBM de FT . L’appro-
ximation de H est la forme canonique de la DBM H ′ de´finie par :
∀(x, y) ∈ (V ∪ {o})2, H ′xy =

∞ si Hxy > kx;
−ky si Hxy < −ky;
Hxy sinon.
Ou` kx = limp, si p est la place du jeton associe´ a` l’horloge x (x ;= o), ko =∞ sinon.
The´ore`me 8.3.1 (i) Le graphe des zones d’e´tats approxime´es pre´serve les marquages
et les traces du mode`le.
(ii) Le graphe des zones d’e´tats approxime´es est fini ssi TAWSPN est borne´.
Preuve 8.3.3 (i) La preuve de ce the´ore`me repose sur les re´sultats e´tablis par (Bouyer,
2002) pour les automates temporise´s a` contraintes non triangulaires4. Pour ces
automates, il a e´te´ prouve´ que l’approximation pre´serve les traces du mode`le.
Dans notre mode`le, toutes les contraintes du mode`le sont non triangulaires5. De
plus, la borne kx de chaque horloge x est en fait la plus grande constante finie qui
est compare´e a` l’horloge x.
4Une contrainte triangulaire est de la forme x−y ≤ c ou x−y < c, ou` x et y sont des horloges autres
que l’horloge ze´ro.
5Les horloges des jetons sont compare´es aux bornes des intervalles associe´s aux arcs.
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Tableau 8.1 Zones d’e´tats accessibles (approxime´es) des mode`les des figures 8.6 et 8.10
Fig 8.6, Syn ∈ {All, LastS} Fig 8.6, Syn ∈ {None, LastW }
α0 (P1, h1) + (P2, h2) (P1, h1) + (P2, h2)
0 ≤ h1 = h2 ≤ 1 0 ≤ h1 = h2
α1 (P2, h2) + (P3, h3) (P2, h2) + (P3, h3)
0 ≤ h3 ≤ h2 ∧ h3 ≤ 1 0 ≤ h3 ≤ h2
α2 0 0
true true
Fig 8.10, Syn ∈ {All, LastS} Fig 8.10., Syn ∈ {None, LastW }
α0 (P1, h1) + (P2, h2) (P1, h1) + (P2, h2)
0 ≤ h1 ∧ 0 ≤ h2 ≤ 1 0 ≤ h1, h2 ≤ ∞
α1 (P2, h2) (P2, h2)
0 ≤ h2 ≤ 1 0 ≤ h2 ≤ 1
α2 (P1, h1) + (P3, h3) (P1, h1) + (P3, h3)
0 ≤ h1 ∧ 0 ≤ h3 ≤ 1 0 ≤ h1 ∧ 0 ≤ h3
α3 (P3, h4) (P3, h4)
0 ≤ h4 ≤ 1 0 ≤ h4
(ii) ⇒) est trivial. ⇐) Si le mode`le est borne´, il a un nombre fini de marquages
accessibles. Pour chaque marquage, on a e´galement un nombre fini de matrices
de bornes approxime´es sous forme canonique (Bouyer, 2002).
8.3.5 Exemple
Le mode`le TAWSPN a fait l’objet d’une imple´mentation. Le programme prend en
entre´e un mode`le TAWSPN et ge´ne`re le graphe des zones (ZBG) ou le graphe des
classes (SCG) avec ou sans approximation. Nous re´sumons dans le tableau 8.1, les
zones d’e´tats accessibles obtenues pour les mode`les des figures 8.6 et 8.10.
Notons qu’afin de re´duire la complexite´ de ve´rification, le nombre d’horloges peut eˆtre
re´duit en regroupant toutes les horloges e´gales. La plus grande limite des horloges du
groupe sera, dans ce cas, conside´re´e comme e´tant la limite du groupe. Il est e´galement
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possible d’ignorer les horloges des jetons qui ne sont ni parmi les plus re´cents, ni utilis-
ables par des transitions de type All ou None.
8.4 Mode´lisation des Workflows a` l’aide du mode`le TAWSPN
Nous proposons une approche de mode´lisation pour les syste`mes Workflows base´e sur
le mode`le TAWSPN qui est a` la fois un re´seau de Petri colore´ et temporel.
Tout d’abord, a` partir des travaux que nous avons pre´sente´s dans la section 4 du chapitre
2, on peut voir que les re´seaux de pe´tri colore´s re´pondent bien aux crite`res lie´es au
pouvoir d’expression. Avec ces re´seaux, les diffe´rentes instances d’un syste`meWorkflow
peuvent eˆtre repre´sente´es sur le meˆme mode`le au moyen de diffe´rentes couleurs dont
chacune de´crit l’exe´cution d’une instance particulie`re du processus. Les re´seaux colore´s
offrent des techniques de de´composition hie´rarchique, des outils d’analyse et permettent
l’expression et la preuve de proprie´te´s sur les spe´cifications. De plus, en utilisant des
re´seaux colore´s, il est possible de repre´senter dans un meˆme mode`le, le controˆle de flux,
de donne´es et d’autorisation par diffe´rentes couleurs.
Par ailleurs, les syste`mes Workflows sont des syste`mes he´te´roge`nes caracte´rise´es par
diffe´rentes contraintes temporelles tel que mentionne´ par (Yu et al., 2004). Il y a des
contraintes associe´es aux sujets pour exprimer le moment et la dure´e d’assignation d’un
roˆle a` un usager, des contraintes associe´es aux donne´es pour spe´cifier leur disponibilite´
et validite´, des contraintes sur la dure´e d’exe´cution d’une taˆche et e´ventuellement du
processus en entier, etc. Par conse´quent, nous pensons qu’il serait approprie´ d’utiliser
le mode`le TAWSPN puisqu’il inte`gre diffe´rentes se´mantiques et offre une approche
d’analyse qui pre´senterait un bon outil de ve´rification pour de nombreuses proprie´te´s
des syste`mes workflows.
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Figure 8.11 Un mode`le RBAC pour les Workflows
D’autre part, nous proposons d’inte´grer le controˆle d’acce`s base´ sur les roˆles (RBAC)
dans la mode´lisation des Workflows. Plus exactement, l’ide´e est d’utiliser les re´seaux
de Petri colore´s tel que nous l’avons pre´sente´ dans le chapitre 6, et de greffer le mode`le
re´sultant a` celui du Workflow. Une approche globale, base´e sur les re´seaux de Petri,
permettrait de tracer a` la fois le flux des donne´es, de controˆle et d’autorisation entre les
diffe´rents intervenants du syte`me. La figure 8.11, tire´ de (Liu and Sun, 2004) illustre la
relation que nous voulons exprimer entre le mode`le RBAC et le workflow.
L’ide´e est d’accorder les autorisations, non pas via des droits de bas niveau, mais plutoˆt
via des abstractions de niveau plus e´leve´ correspondant a` des ope´rations et des taˆches
de l’application. Ainsi, graˆce a` la notion de roˆle, on accorde a` un utilisateur l’ensemble
des ressources ne´cessaires pour effectuer une taˆche particulie`re. Le concept est de´ja`
mis en application dans plusieurs syste`mes, par exemple, le serveur Planning Server de
Microsoft (une application d’entreprise pour la prise en charge les processus de gestion)
utilise un mode`le de se´curite´ base´ sur les roˆles pour l’autorisation. Il utilise les roˆles pour
prote´ger les me´tadonne´es, les donne´es et l’e´criture diffe´re´e, et pour activer les actions de
workflow.
Nous reprenons donc la meˆme ide´e puisque le mode`le RBAC se preˆte naturellement a`
la protection des Workflows. Nous proposons toutefois, une approche modulaire qui
s’effectue en trois e´tapes :
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1- Mode´lisation du Workflow : repre´senter le syste`me Workflow au moyen du mode`le
TAWSPN pour inte´grer les diffe´rentes contraintes temporelles. Pour cela, nous
adoptons la de´marche de (Gou et al., 2001) ou` les diffe´rents modules sont com-
pose´s ensemble. L’assignation ressource-activite´ se fait aussi selon les roˆles des
ressources. Cependant, cet assignation est controˆle´ par le mode`le RBAC pre´sente´
au chapitre 6, ce qui constitue la prochaine e´tape de mode´lisation.
2- Mode´lisation de la politique RBAC : exprimer les contraintes de se´curite´ relatives au
Workflow via le mode`le RBAC pre´sente´ au chapitre 6. Ce module va controˆler
l’exe´cution des taˆches du Workflow.
3- Connection des deux mode`les : connecter les diffe´rents modules de sorte qu’une
taˆche ne peut eˆtre exe´cute´e que si les ressources requises sont disponibles (le sujet
est assigne´ le(s) roˆle(s) requis et ces roˆles sont actifs). Ainsi, une transition (une
taˆche) est franchie seulement si elle est exe´cute´e par un sujet autorise´ a` acce´der les
objets requis a` son exe´cution.
8.5 Conclusion
Pour conclure cette partie, nous remarquons que l’approche que nous proposons peut eˆtre
ge´ne´ralise´e a` la mode´lisation desWorkflows Inter-Organisationnels (WIO). L’objectif du
WIO est de coordonner des processus workflow re´partis, autonomes et he´te´roge`nes, issus
et s’exe´cutant dans diffe´rentes organisations. Dans un WIO, chaque organisation peut
avoir sa propre politique de se´curite´ en fonction de ses exigences en termes de controˆle
d’acce`s. Une difficulte´ majeure est de re´ussir a` de´ployer des me´canismes de controˆle
d’acce`s pour un WIO, sans pour autant affecter les politiques de se´curite´ de chacune des
organisations participantes.
Dans la litte´rature, nous avons trouve´ deux propositions inte´ressantes qui imple´mente des
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me´canismes se´curite´ dans un syste`me WIO par le biais des re´seaux de Petri. (Sachin,
2005) et (Mikolajczak and Gami, 2008) proposent une approche a` base des re´seaux de
Petri pour ge´rer l’interaction des processus Workflow des organisations participantes et
les munir de dispositifs de se´curite´ afin que l’ensemble des Workflows forme un tout
(WIO) fonctionnel, se´curise´ et performant. Les approches de (Sachin, 2005) et (Mikola-
jczak and Gami, 2008) se distinguent entre elles par la nature des me´canismes de se´curite´
de´ploye´s par les organisations.
L’article de (Sachin, 2005) propose une me´thode incre´mentale a` base des re´seaux de
Petri classiques pour incorporer des fonctions de se´curite´ telles que l’authentification et
la non-re´pudiation au sein d’un WIO. Tout d’abord, le Workflow de chaque organisa-
tion participante est mode´lise´ au moyen d’un re´seau de Petri. Ensuite, un diagramme de
se´quence est utilise´ pour spe´cifier les e´changes d’informations et l’ordre des e´ve`nements
entre les organisations participantes. Ce diagramme est combine´ a` l’ensemble des Work-
flows locaux afin de cre´er le WIO. Enfin, les dispositifs de se´curite´ sont progressivement
ajoute´es au WIO jusqu’a` incorporer autant de dispositifs possibles selon le niveau de
se´curite´ recherche´. Par la suite, en appliquant des tests et des simulations, il est possible
de valider et de ve´rifier, avant le de´ploiement du WIO, la cohe´rence et la se´curite´ de
l’ensemble des interactions.
Les travaux de (Mikolajczak and Gami, 2008) pre´sentent une me´thodologie de mode´lisa-
tion et d’analyse de la se´curite´ des WIO semblable qui imple´mente cependant, une
politique de se´curite´ mandataire multi-niveaux (Bell-LaPadula) pour assurer le controˆle
d’acce`s. Cette me´thode s’applique dans le cas d’une coope´ration de WIO de type laˆche
qui correspond a` une coope´ration occasionnelle entre organisations, sans aucune con-
trainte structurelle sur la coope´ration, et ou` les organisations participantes ne sont pas
connues a` priori mais recrute´es dynamiquement. Tout d’abord, le WIO est mode´lise´ au
moyen d’une composition de re´seaux de Petri combine´s ensemble en se basant sur des
diagrammes de se´quence. Ensuite, on repre´sente se´pare´ment la politique de se´curite´ de
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chaque Workflow sous forme de treillis de niveaux de se´curite´. Chacun des treillis as-
socie a` chaque sujet et chaque objet, dans une organisation, un niveau de se´curite´. Ces
treillis indiquent les re`gles d’acce`s en lecture et en e´criture autorise´es dans une organisa-
tion selon les re`gles de Bell-LaPadula afin de controˆler l’acce`s aux informations secre`tes
(confidentialite´) et e´viter la divulgation, c’est-a`-dire e´viter que les informations d’une
classification e´leve´e soient copie´es dans les documents d’une classification infe´rieure.
La ve´rification des acce`s se fait lors de l’exe´cution des re´seaux de Petri de sorte qu’avant
de franchir une transition, le syste`me doit d’abord valider l’acce`s en se re´fe´rant au treil-
lis de se´curite´ de chaque organisation. La transition est franchie seulement si elle est
exe´cute´e par un sujet autorise´ a` acce´der les objets requis a` son exe´cution (selon les re`gles
de Bell-LaPadula). Dans le cas ou` l’acce`s est refuse´, le franchissement n’a pas lieu.
Les propositions de (Sachin, 2005) et (Mikolajczak and Gami, 2008) n’appliquent au-
cune extension aux re´seaux de Petri. L’analyse se fait au moyen de simulation en
exe´cutant le re´seau de Petri re´sultant pour de´tecter les cohe´rences dans le WIO corre-
spondant. Dans le cas (Mikolajczak and Gami, 2008), cette simulation est effectue´e en
combinaison avec des treillis de se´curite´. L’inconve´nient de ces deux approches re´side
dans le risque d’avoir un re´seau de Petri trop volumineux, meˆme pour des syste`mes re´els
peu complexes.
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CHAPITRE 9
CONCLUSION
Dans la pre´sente the`se, nous avons traite´ de la mise en oeuvre des me´thodes formelles
dans le cadre de la se´curite´ des syste`mes d’information. En effet, la difficulte´ de con-
ception des syste`mes complexes tient aux proble`mes de spe´cification, d’organisation,
d’inte´gration et de ve´rification d’ensembles d’actions nombreuses et complique´es. De
plus, ces syste`mes doivent eˆtre fonctionnels, stables, fiables et prote´ge´s.
La nature dynamique et hybride des syste`mes d’information, nous a conduit a` choisir les
re´seaux de Petri pour ve´rifier a` la fois les proprie´te´s de suˆrete´ et de se´curite´. Les re´seaux
de Petri sont tre`s utilise´s dans la mode´lisation des syste`mes a` e´ve´nements discrets et
dans les e´tudes de suˆrete´ de fonctionnement des syste`mes dynamiques. Aussi, plusieurs
extensions des re´seaux de Petri ont e´te´ e´labore´es pour re´pondre a` la mode´lisation des
proble`mes spe´cifiques et pour maıˆtriser la taille et la lisibilite´ des mode`les. Re´cemment,
un nombre de propositions inte´ressantes a` base des re´seaux de Petri sont apparues pour
traiter les proble`mes de se´curite´ et la gestion des autorisations dans les syste`mes d’infor-
mation. En effet, les re´seaux de Petri de´montrent un atout fondamental qui re´side dans
les possibilite´s de validation qu’ils offrent. Ils ont le double avantage de fournir un
support graphique naturel qui est d’une aide pre´cieuse dans l’analyse, et de posse´der
des proprie´te´s analytiques qui permettent une e´valuation simple du comportement du
syste`me e´tudie´.
Ainsi dans cette the`se, nous avons tente´ d’enrichir le formalisme des re´seaux de Petri
pour raisonner sur le controˆle d’acce`s, le controˆle de flot d’information et introduire la
dimension temporelle, particulie`rement dans les syste`mes Workflows.
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En effet, pour garantir la se´curite´ d’un syste`me, le controˆle d’acce`s est un me´canisme
qui de´finit et impose ce qui est permis et interdit de faire. Toutefois, il peut arriver que
des utilisateurs autorise´s parviennent a` acheminer des donne´es le´galement acquises a`
des tierces non autorise´es. Pour prendre en compte ce proble`me, les me´canismes de
controˆles d’acce`s ne suffisent pas et des me´canismes de controˆle de flot d’information
sont ne´cessaires.
D’autre part, le facteur temps joue un roˆle primordial dans les SI, notamment pour
ajouter une nouvelle dimension aux mesures de se´curite´. Si on limitait l’acce`s aux in-
formations a` une pe´riode de temps bien pre´cise, on pourra garantir leur validite´. En
revanche, plus l’information demeure longtemps dans le syste`me, plus son utilisation
devient douteuse et par conse´quent inaccessible.
Ainsi, nous avons ainsi mis a` profit les outils issus des re´seaux de Petri pour prendre
en compte ces trois e´le´ments ensemble lors de la mode´lisation et la ve´rification des SI.
Dans ce qui suit, nous synthe´tiserons les travaux que nous avons effectue´s, puis, nous
exposerons leurs limitations. Enfin, nous donnerons des orientations pour guider les
futures recherches dans le domaine.
9.1 Sommaire des contributions
1- Proposition d’un cadre formel pour mode´liser et ve´rifier des syste`mes soumis
a` des politiques de controˆle d’acce`s (politiques mandataires multi-niveaux). Nous
avons propose´ une extension du mode`le TSCPN qui imple´mente une politique man-
dataire multi-niveaux et permet d’exprimer des conditions temporelles sur la disponi-
bilite´ et la validite´ des donne´es. En ajoutant le temps, il est possible de maintenir
l’historique de l’e´volution des donne´es et de´terminer les situations ou` l’information n’a
pas e´te´ rendu disponible a` temps ainsi que celles o l’information n’est probablement
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plus valide. L’analyse repose sur la construction du graphe des classes, ce qui mal-
heureusement peut produire un graphe infini et a` branchements infinis, si aucune so-
lution n’est utilise´e pour y reme´dier. La solution que nous proposons repose sur des
me´thodes e´fficaces qui consiste d’abord en un calcul symbolique de l’espace d’e´tats.
Cette approche consiste a` partitionner l’espace d’e´tats en un nombre fini de classes
d’e´tats partageant le meˆme marquage. Ensuite, nous avons propose´ d’utiliser la relax-
ation des classes d’e´tats et l’abstraction par inclusion. Nous avons aussi propose´ une
me´thode qui utilise les DBMs, structures de donne´es plus le´ge`res a` utiliser, pour simpli-
fier le calcul et la relaxation des classes d’e´tats. Nous conside´rons que cette approche
de contraction de l’espace des e´tats est satisfaisantes puisqu’elle permet de pre´server les
proprie´te´s du mode`le que l’on veut ve´rifier. Finalement, nous avons montre´ comment ex-
primer la notion d’opacite´ pour garantir que les actions secre`tes d’un syste`me ne seront
pas observables par une tierce partie.
2-Mode´lisation des mode`les RBAC au moyen des re´seaux de Petri Colore´s et l’outil
CPNtools. Dans un second temps, nous avons propose´ une description modulaire et
incre´mentale des mode`les RBAC au moyen de re´seaux de Petri colore´s et l’outil CP-
Ntools. Comparativement a` d’autres propositions, nous pensons que cette de´marche
pre´sente les avantages suivants :
• le mode`le re´sultant est une spe´cification formelle qui exprime les re`gles et pro-
prie´te´s de´finissant un mode`le RBAC. Ici, nous avons repre´sente´ les contraintes
de cardinalite´, d’he´ritage et de se´paration de taˆches. Toutefois, il est possible
d’enrichir le mode`le par de nouvelles re`gles ou proprie´te´s en s’appuyant sur le
meˆme squelette, d’ajouter de nouveaux modules selon les besoins du contexte ou
d’en de´sactiver si ne´cessaire.
• la repre´sentation graphique d’un mode`le de controˆle d’acce`s est d’un inte´reˆt pra-
tique inde´niable. De plus, l’outil CPNtools offre un environnement de mode´lisation
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et de ve´rification facile et puissant
• l’analyse comportementale du mode`le CPN re´sultant aide a` la de´tection des in-
cohe´rences et incomple`tudes dans les re`gles du mode`le RBAC.
• Le mode`le peut eˆtre associe´ a` un Workflow de sorte que les roˆles sont accorde´s
selon les taˆches que les sujets du syste`me doivent effectuer. Les autorisations sont
ainsi ve´rifie´es au fil de l’exe´cution des activite´s et le prototypage peut eˆtre fait
apre`s la validation du mode`le, donc apre`s e´limination des erreurs de conception
de´tecte´es par l’analyse;
• la structure des re´seaux de Petri permet de synthe´tiser clairement le flux d’autorisa-
tion, de meˆme que les interactions (synchronisation, e´change des donne´es) entre
les activite´s de l’application;
3- De´finition d’une extension des re´seaux de Petri Colore´s a` arcs temporels ge´ne´rali-
se´s a` plusieurs se´mantiques. Dans un troisie`me temps, nous avons de´fini une extension
des re´seaux de Petri Colore´s a` arcs temporels ge´ne´ralise´s a` plusieurs se´mantiques. Dans
les re´seaux de Petri temporels existants, il n’est pas possible d’exprimer plus d’une seule
se´mantique dans un mode`le. Cette limitation peut se re´pe´cuter ne´gativement sur la taille
du mode`le ou encore sa repre´sentativite´ du syste`me re´el. Le mode`le TAWSPN , quant a`
lui, offre la possibilite´ de spe´cifier pour chaque transition une se´mantique de franchisse-
ment diffe´rente, et ce grce a` une e´tiquette qui indique le type de synchronisation. Nous
avons adapte´ les techniques de construction du graphe des zones au mode`le TAWSPN
de sorte que le mode`le e´volue suivant le type de synchronisation. Le graphe des zones
est construit en ajoutant dans une zone, les e´tats obtenus par progression de temps, puis
en calculant ses successeurs par franchissement d’e´ve´nements. Toutefois, le graphe des
zones d’e´tats re´sultant peut eˆtre infini meˆme pour un mode`le borne´. Afin d’y reme´dier a`,
nous avons propose´ d’appliquer une ope´ration d’approximation, qui consiste a` e´tendre
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le domaine des horloges en ajoutant des valeurs qui ont la meˆme influence sur le com-
portement du mode`le que celles qui sont de´ja` dans le domaine.
4- Application aux syste`mes Workflows. Pour finir, nous avons propose´ une approche
globale et modulaire, base´e sur les re´seaux de Petri colore´s (par exemple le mode`le
TAWSPN), pour traiter la gestion des autorisations dans les Workflows qui repose sur
trois e´tapes :
A- Mode´lisation du Workflow
B- Mode´lisation de la politique RBAC.
C- Connection des deux mode`les.
Ici, le mode`le RBAC a pour roˆle de controˆler l’exe´cution de l’ensemble des taˆches du
Workflow. Un sujet ne peut exe´cuter une tche que s’il a obtenu les roˆles ne´cessaires
pour eˆtre autorise´ a` acce´der les donne´es requises. Ces dernie`res doivent de leur part, eˆtre
disponibles et valides. Par ailleurs, cette approche peut eˆtre ge´ne´ralise´e a` la mode´lisation
des Workflows Inter-Organisationnels (WIO) ou` chaque workflow peut avoir sa propre
politique. Cela a pour but de fournir une e´tude globale qui tient compte d’un ensemble
d’aspects a` la fois, afin e´viter la de´rive entre la spe´cification et la re´alisation du syste`me.
Pour cloˆturer cette e´tude, nous abordons dans la section suivante les points qui nous
semblent eˆtre des prolongements possibles et souhaitables a` nos travaux.
9.2 Limitations et perspectives
Nous abordons ici les axes de recherches qu’il reste a` explorer ou a` approfondir. De
fac¸on ge´ne´rale, nous citons les points suivants :
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1- Explosion de la taille du graphe des classes
En pratique, les proce´dures de ve´rification formelle par model-checking reposent sur le
calcul et l’exploration de l’espace d’e´tats. Bien que nous ayons propose´ des me´thodes
pour contracter l’espace des e´tats et atte´nuer l’explosion de la taille du graphe de classes,
ce proble`me (a` cause des contraintes temporelles entre autres) demeure une limite in-
trinse`que des me´thodes e´nume´ratives.
2- Distance entre le mode`le formel et le syste`me re´el
Le recours aux me´thodes formelles est un bon moyen pour e´viter la de´rive entre la
spe´cification et la re´alisation d’un syste`me. Or, en ge´ne´ral, la re´alisation d’un syste`me
a` partir d’un mode`le formel est de´licate. A` vrai dire, le proble`me le plus crucial re´side
dans l’interpre´tation des spe´cifications exprime´es en langage naturel et de leur traduction
en termes mathe´matiques. Cette traduction suppose malheureusement, une abstraction
au cours de laquelle des informations pertinentes peuvent eˆtre perdues. Notre mode`le
n’est donc valable que pour une classe de proprie´te´s conside´re´es et ne repre´sente pas
l’inte´gralite´ des comportements re´els du syste`me. Cependant, dans la pratique, les
me´thodes formelles restent pre´fe´rables a` une approche informelle.
3- De´veloppement d’outils
Les me´thodes formelles sont difficiles a` appre´hender pour un concepteur non spe´cialiste.
Le de´veloppement d’outils plus ou moins d’automatisation pour aider le concepteur a`
e´tudier les proble`mes souleve´s est un besoin privile´gie´ pour favoriser l’utilisation du
model-checking.
Toutes les limitations e´nonce´es ci-dessus peuvent eˆtre des indications pour des recherches
futures. Plus particulie`rement, nous ajoutons les points suivants :
4- Enrichissement des mode`les
Il est aussi possible d’envisager l’enrichissement de nos propositions. E´tant donne´ que
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le mode`le TAWSPN est plus ge´ne´ral, nous pourrons y inte´grer les notions de se´curite´
pour exprimer le controˆle d’acce`s mandataire ou a` base de roˆles. Ces notions peuvent
eˆtre repre´sente´es de la meˆme fac¸on que dans le mode`le TSCPN (pour le controˆle man-
dataire) et le mode`le CPN de RBAC. L’avantage est l’expression des contraintes tem-
porelles suivant diffe´rentes se´mantiques. Une e´tude globale, sur des syste`mes re´els
(par exemple les Workflows Inter-Organisationnels), qui tient compte d’un ensemble
d’aspects (temporels et controˆle d’acce`s) pourrait ainsi eˆtre envisageable.
Pour conclure, nous mentionnons que la proposition de (Mondal and Sural, 2008) ap-
puie l’ide´e que la ve´rification automatique des mode`les RBAC est une avenue d’avenir
dans le domaine de la se´curite´ des syste`mes d’information. Tel que explique´ dans la
section 3.3.3, (Mondal and Sural, 2008) proposent une repre´sentation modulaire d’un
mode`le RBAC temporel au moyen des automates temporise´s. La construction se base
sur l’outil Uppaal (Behrmann et al., 2004). Le mode`le permet de repre´senter la hie´rachie
des roˆles graˆce a` une synchronisation entre des automates temporise´s associe´s a` des roˆles
hie´rarchiquement de´pendant. Les proprie´te´s de se´curite´ sont spe´cifie´es en logique CTL.
De plus, sachant que la relation entre les re´seaux de Petri temporels et les automates tem-
porise´s a de´ja` fait l’objet de quelques travaux, il pourrait s’ave´rer inte´ressant de combiner
notre proposition a` celle de (Mondal and Sural, 2008).
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