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Abstract
With the increment of population, vehicle transportation problems like trac con-
gestion and accidents are becoming more severe in our society. To enhance the trans-
portation environment, Intelligent Transportation Systems (ITS) have been deployed
to bring smart connectivity to transportation. As a core component of ITS, Vehicular
Ad-Hoc Network (VANET) has received considerable attention in information sharing
and data delivery services. It is able to oer direct communications between vehicles
and between vehicles and roadside units (RSUs). Connected vehicles can send and re-
ceive hazard information on the current trac situation and therefore alert drivers the
potential dangerous conditions like icy road or impending collisions. A large number
of applications have been proposed based on the advent of DSRC devices which is the
defacto communication devices for VANET for both safety and non-safety purposes.
In order to support a variety of applications, we aim at improving the reliability and
eciency of data transmission in VANET.
A new two-tier BUS-VANET architecture is proposed which fully integrates trac
infrastructures with public transportation and private vehicles. In this new architecture,
the communications of vehicles, not only benet from the existence of buses, but also
consider the eects of using RSUs and Trac Control Center (TCC). RSUs are used
to ensure service coverage while TCC is helpful for locating the destination vehicle
quickly. We also investigate the benets that can be obtained by taking advantage of
trac infrastructures. Comparing to traditional VANET, better performance can be
achieved in BUS-VANET with less delivery delay and higher delivery rate.
To overcome the high packet collision probability under high trac density as the
main weakness of IEEE 802.11p protocol, time division multiple access (TDMA) based
MAC protocols have been proposed in VANET. However, considering the real two-
way trac, packet collisions still occur due to the contention or multiple vehicles using
the same slot while approaching each other called encounter collisions. We proposed
two TDMA based MAC protocols: MAT-MAC and PTMAC. MAT-MAC is designed
for two-way trac. It aims to reduce the number of both encounter and contention
collisions while maintain high slot utilization even under unbalanced trac scenario.
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PTMAC is a novel predication based MAC protocol. Most of the encounter collisions
can be predicted and potentially eliminated before they really happen. It is not only
suitable for two-way trac but also for four-way intersections.
Varieties of applications have been developed taking advantage of Vehicle-to-Vehicle
(V2V) and Vehicle-to-Infrastructure (V2I) communications. Unlike wired communica-
tion, wireless communication is relatively unreliable, which signicantly impacts the
service quality. To further improve the transmission performance, it is necessary to
investigate and deeply understand the performances of dierent types of applications
over DSRC transmission. A real environment test-bed is developed using DSRC de-
vices to investigate the performance of multi-hop multimedia streaming transmission.
We also evaluate the performance of MapReduce applications over a Vehicular Cloud.
Impacts of dierent parameters and appropriate parameter settings are discussed based
on VANET transmission features.
iii
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Chapter 1
Introduction
With the increment of population, vehicle transportation problems like trac con-
gestion and accidents are becoming more severe in our society. Based on 2012 trac
statistic report from US National Highway Trac Safety Administration (NHTSA) [5],
277 billion dollars a year have been cost on trac crashes. Over 30,000 people were
killed and over 2 million people got injured annually because of the trac crashes, which
is an unacceptable high loss of lives. Enormous amount of time and gasoline are also
wasted on the trac congestion. People in America waste about 4.2 billion hours in
trac congestion every year. As announced by the U.S. Department of Transportation
(USDOT) [6], vehicles are also the major sources of carbon dioxide, nitrous oxide and
methane. These fumes are very harmful to human health. Additionally, vehicles that
are stationary or traveling at reduced speeds due to congestion will emit more fumes.
Therefore, it is important to reduce trac congestion and gas emissions.
Generally, trac accidents are caused by drivers' inability to assess the trac and
road condition quickly. Drivers may make wrong decisions based on the incomplete and
inaccurate information. On the other hand, vehicles are able to avoid trac congestion
if they can receive the trac information ahead and chose alternate routes. To en-
hance the transportation safety and address the trac congestion problem, Intelligent
Transportation Systems (ITS) have been deployed to bring smart connectivity to trans-
portation through communication technologies [7]. The USDOT released the Intelligent
Transportation Systems Strategic Research Plan 2010-2014 to feature a connected trans-
portation environment among vehicles, infrastructures and passengers' mobile devices.
1
2The focuses of this research plan include: signicantly reducing the highway crashes,
dynamically adapting the trac signals based on information provided by vehicles to
avoid unnecessary stops, accurately accessing multi-modal transportation system perfor-
mance, and getting precise travel time information of all options as well as the potential
impact. The USDOT recently released new plan 2015-2019 for ITS research and priori-
ties for the second half of the decade. The two key ITS program priorities are realizing
connected vehicle implementation and developing automation related technologies.
As a core component of ITS, Vehicular Ad-Hoc Network (VANET) has received con-
siderable attention in information sharing and data delivery services. It is able to oer
direct communications among vehicles and between vehicles and roadside units (RSUs).
It is aiming to handle the safety, mobility and environment issues. As indicated by the
USDOT, 82% of crash scenarios can be avoided. This will prevent thousands of auto-
mobile crashes every year. Connected vehicles can send and receive hazard information
on the current trac situation and therefore alert drivers the potential dangerous condi-
tions like icy road or impending collisions. VANET is built over two basic components:
Road Side Unit (RSU) and On-Board Unit (OBU). While OBUs are typically installed
on vehicles, RSUs are stationary units that are deployed at xed locations (e.g., road
intersections). Both Vehicle-to-Vehicle (V2V) and Vehicle-to-Infrastructure (V2I) com-
munications are supported by OBUs and RSUs to share dierent kinds of information
in VANET. Besides RSUs, Trac Control Center (TCC) is regarded as another type of
trac infrastructure. It is a trusted agency that collects and maintains current infor-
mation of vehicles without exposing their locations to others. Through wired or wireless
connections with RSUs, TCC is able to collect and process trac information and dis-
seminate the operation decisions. In this way, it can assist in controlling the trac [8].
NHTSA announced that it will begin to enable vehicle-to-vehicle (V2V) communica-
tion technology for light vehicles and already issued an Advance Notice of Proposed
Rulemaking to begin implementation of V2V communications technology in 2014.
Dedicated Short Range Communications (DSRC) is a short to medium range wire-
less communications protocol that is specically designed for both Vehicle-to-Vehicle
(V2V) and Vehicle-to-Infrastructure (V2I) communications. Its communication range
is adjustable from 300m to 1000m. DSRC supports outdoor high vehicle speed, low la-
tency wireless communications and can tolerant extreme weather conditions. In North
3America, the US Federal Communications Commission (FCC) has already allocated
75 MHz in the 5.9 GHz frequency for DSRC to be used by Intelligent Transportation
Systems (ITS). In Europe, to support road trac safety applications, 30 MHz has been
set for vehicular communications at 5.8755.905 GHz. Meanwhile, a 20-MHz band at
5.8555.875 GHz is assigned for non-safety related applications. In Japan, the allocated
frequency is 5.8 GHz.
As shown in Figure 1.1, the DSRC spectrum is divided into seven channels and
each with 10MHz bandwidth. One channel is called Control Channel (CCH) that is
mainly used for disseminating control information and safety related messages. Multiple
channels are dened as Service Channels (SCHs) that used for transmitting non-critical
information for both safety and non-safety purposes [9]. With such number of channels,
large family of vehicular safety and non-safety applications can be supported. The FCC
have designated channel 172 for V2V safety communications for accident avoidance
and safety of life applications. Channel 184 is also assigned for high-power and long-
distance communications. Each device should alternate between CCH and SCHs. The
supported data transmission rate can be varied from 3 Mbps to 27 Mbps. The USDOT
is piloting a deployment concept to encourage embedding and retrotting vehicles with
DSRC interfaces to support a variety of applications for both safety and non-safety
purposes. Currently, it is constructing a large scale pilot to demonstrate the eectiveness
of DSRC with a mix of light, heavy and transit vehicles, with the goal of accelerating the
introduction and commercialization of DSRC [10]. Several vendors such as Toyota and
GM are also working on this and planning to release new vehicles with DSRC devices.
Figure 1.1: US DSRC Channel Allocation [2]
To support V2V and V2I communications, several standards for dierent layers are
utilized in DSRC protocol stack. For PHY and MAC layers, DSRC uses IEEE 802.11p
Wireless Access for Vehicular Environments (WAVE) [9] which is a modied version
4of IEEE 802.11 standard. IEEE 1609 group also denes 1609.4 for channel switching.
For network and transport layers, DSRC utilizes 1609.3 for network services and 1609.2
for security services. DSRC also supports internet protocols including IPv6, UDP and
TCP. For single-hop messages, the WAVE Short Message Protocol (WSMP) is generally
used for saving bandwidth. IPv6 is mostly used for multi-hop packets for its routing
capability. For application layer, a set of message formats are dened by the SAE J2736
message set dictionary standard to support dierent types of VANET applications.
1609.1 species the managements required for the operation of the applications. Besides
the event driven messages, the basic safety messages (BSMs) and WAVE-Basic Service
Advertisements (WSAs) have been developed [11,12]. The BSM contains critical vehicle
status information like position and speed. To support most of the applications and
make sure the potential dangers can be detected on time, every vehicle is required to
broadcast and exchange BSMs periodically, that is, at least every 100ms [13]. WSAs are
also needed to be periodically broadcasted by RSUs or vehicles to support non-safety
services.
In order to satisfy the research as well as testing purposes for VANET, the USDOT
has established a real-world, operational test-bed at Michigan (known as the Southeast
Michigan Test-Bed) in 2007 that oers vehicles, infrastructures and equipment [14].
Approximately 55 RSUs were deployed and 27 vehicles equipped with DSRC were em-
ployed. It has gone through numerous enhancements, including geographical expansion
and technical updates for more general uses. It currently cover 45 miles comprising
75 linear miles of roadways [15]. A Trac Management Center (TMC) is also de-
ployed in the Southeast Michigan Test-Bed for collecting, storing and processing trac
related data. It is responsible for making decisions of transportation operations like
signal control and trac ow management. In addition to the location in Michigan,
test-bed capabilities have been expanded to aliated test-beds in other states like Vir-
ginia, Florida, California, New York, and Arizona. These sites focus on dierent testing
capabilities and they share information, tools and resources with each other.
To improve the transportation environment, a large number of applications have
been proposed based on the advent of DSRC devices for both safety and non-safety
purposes. Non-safety related applications like trac congestion detection, advertise-
ment broadcasting, music downloading and many others are developed for improving
5the driving experience, comfort and trac eciency. Meanwhile, the safety applications
are designed to save the lives or protect the properties, which include trac accident
altering, road condition monitoring, collision avoidance and so on. They are helpful
for warning the driver about the potential hazard and avoiding trac crashes. Most
of the safety related applications are challenging for protocol designing since they are
real-time based and have strict low latency and high reliability requirements. Basically,
the driver reaction time is about 750ms [16] and most of the alerting message should be
received no later than 100ms ahead to give the driver enough time to react.
As a special form of Mobile Ad-Hoc network (MANET), VANET has some unique
characteristics. First of all, because of the high mobility feature of vehicle, the VANET
topology dynamically and frequently changes over time. Network disconnection may
also happen frequently due to vehicle's mobility. This makes the deployments of RSU
become necessary for improving the connectivity and service coverage. Additionally,
the moving pattern of a vehicle is restricted by roadmap and is potentially predictable
through predened trajectory. The Global Positioning Systems (GPSs) mounted on
vehicles are helpful for providing the vehicle current and future trajectories in some
level. However, the privacy issue should be considered since drivers may not want to
share their trajectories with others. Additionally, the behaviors and decisions of drivers
are somehow unpredictable, for example, which route a driver will choose. Furthermore,
the time constrain of delivering the message is critical in order to detect dangers on
time. Besides the communication capability, computation and storage resources are
also provided on nowadays vehicles and RSUs for data processing and storage [17, 18].
Unlike other MANET, power in VANET is not a critical challenge. All these factors
should be considered when developing applications and protocols for VANET.
Although VANET brings considerable benets for improving the transportation en-
vironment, there are some research issues that need to be solved. Most of the real-time
VANET applications have strict latency constrain that makes ecient data transmis-
sion becomes a must. In VANET, packet delivery is usually conducted by forwarding
through multiple vehicles by multi-hop. If the vehicle holding the packet cannot deliver
the data to others due to its limited communication range, it has to carry the data until
forwarding is possible. The most time consuming part of the transmission is the carry-
ing phase, since the vehicle speed is much lower than the wireless transmission speed.
6Therefore, reducing the probability of packet carrying is an ecient way to decrease
transmission delay. However, the high vehicle mobility and frequent topology changes
in VANET make it a challenge to keep connectivity between vehicles. This potentially
increases the packet carrying probability.
In addition to the latency problem, VANET is also facing the reliability issue. Al-
though IEEE 802.11p has been approved as the standard medium access control (MAC)
protocol, its contention-based nature potentially incur high collision probability and
packet losses under high trac density situation. When more than one vehicle within a
communication range is attempting to access the channel concurrently, the transmission
collision may happen and none of the packets can be successfully received. For broad-
casting, hidden terminal problem cannot be handled well since no RTS/CTS is used
because of the broadcast storm. Therefore, to meet the requirements of both safety and
non-safety related applications, it is important to decrease the packet collision proba-
bility for improving the reliability of data transmission. Besides, for further improving
the transmission performance, it is necessary to investigate and deeply understand the
performances of dierent types of applications in VANET over DSRC transmission.
In order to solve the above problems, this dissertation develops new architecture,
protocols and innovation solutions that aim at investigating three main research issues.
The research issues to be addressed include:
 How to eciently transmit the data among vehicles and between vehicles and
trac infrastructures (RSUs) with lower latency?
 How to improve the data transmission reliability with fewer packet collisions and
higher packet delivery rate under dierent trac scenarios?
 What are the network performances of dierent types of VANET applications?
And how to improve their performances?
In the following, Chapter 2 gives an overview of the background knowledge and
related works in VANET. Detailed information about applications, routing and MAC
protocols in VANET are provided. Chapter 3 explains a new proposed vehicular network
taking advantage of public transportation. This aims at reducing the packet delivery de-
lay. Chapter 4 describes two proposed MAC protocols called MAT-MAC and PTMAC
7for improving the transmission reliability by decreasing the number of packet collisions
for both two-way and four-way trac scenarios. Performance measurements and im-
provements of real-time multimedia streaming and MapReduce applications over DSRC
transmission are investigated in Chapter 5. Conclusion of the dissertation is given in
Chapter 6.
Chapter 2
Background
In this chapter, an overview of the basic background knowledge in VANET is pro-
vided. Firstly, varieties of applications that have been developed and used in VANET
are introduced. We discuss the requirements and benets of these applications. Then,
dierent types of routing protocols include topology-based and position-based proto-
cols are introduced. Besides, the CSMA/CA based 802.11p and TDMA based MAC
protocols are also explained.
2.1 Applications in VANET
A large number of applications have been developed to address real-world trac
problems by providing wide range of information through V2V and V2I communica-
tions. VANET applications are basically classied into two types: safety related and
non-safety related applications. Safety related applications aim at preventing trac ac-
cidents to save lives and properties. This type of applications is sensitive to latency and
has requirement of gathering information of surrounding vehicles and road conditions.
Trac information can be collected by vehicles' or road side sensors and then dissem-
inated to other vehicles who are potentially aected. Non-safety related applications
focus on improving the driving comfort, providing entertainment services and enhancing
the trac eciency.
For safety related applications, the Vehicle Safety Communications Consortium
(VSCC) suggests eight high potential applications [19]: trac signal violation warning,
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9curve speed warning, emergency electronic brake light, pre-crash sensing, cooperative
forward collision warning, left turn assistant, lane-change warning, and stop sign move-
ment assistant. There are two types of safety messages that are considered as helpful:
event-driven messages and periodic messages [20]. The Event-driven messages are sent
when a dangerous condition is detected. For example, if a trac accident or an urgent
brake happens ahead, the detected vehicle or RSU needs to broadcast the warning mes-
sages to alert others about the hazardous situation. Such messages have to be quickly
disseminated in order to obtain benets. Meanwhile, the periodic messages are broad-
casted by every vehicle periodically. It usually contains the vehicle status information
like speed, position and moving direction. Since every vehicle has the knowledge of its
neighbor vehicles, unsafe situation can be avoided. Such messages are required to be
broadcasted frequently enough in order to provide the most updated information. The
VSCC suggests that the periodic messages should be broadcasted at a frequency of at
least 10 messages per second.
The non-safety related applications are further categorized into two types accord-
ing to their purposes. One type of non-safety related applications aims at improving
the trac eciency and driving experience. The typical example applications that are
helpful for reducing the trac congestions are intelligent navigation and signal con-
trol. Base on the information of real-time trac condition and other vehicles' routing
choices, the intelligent navigation application is able to recommend routes with less traf-
c. Meanwhile, through collecting the vehicle density on each road, the trac signals
can be dynamically adjusted to smooth the trac ow. To enhance the driving expe-
rience, information like weather condition, nearby gas station locations and available
parking lots can also be provided. Another type of non-safety related applications has
the objective of providing entertainments to drivers and passengers. Services like music
downloading, real-time sport streaming, video or audio conference can be supported.
Basically, the non-safety related applications have lower priority compare to the safety
related applications and have relative loose requirements for transmission latency and
reliability.
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2.2 Routing Protocols in VANET
To provide ecient and reliable communications, routing in VANET has been stud-
ied and many protocols have been proposed. Dierent types of communications are
supported in VANET: unicast communication, multicast/geocast communication and
broadcast communication. The unicast is to provide communication from a source
node to a destination node through multi-hop. The multicast/geocast is to perform
data transmission from a node to a group of destination nodes. These destination nodes
usually locate at particular geographic positions based on requirement. The broadcast
is used to disseminate information to all the neighbor vehicles.
2.2.1 Unicast Communication
The main goal of designing the unicast routing protocol in VANET is to build a path
with shorter delivery delay from a source to a destination. The delay of forwarding
between each hop is very small while long latency can be potentially caused by the
carrying delay. The concept of the packet carrying-and-forwarding is widely used in
MANET to deal with network partitioning and merging. A packet can be forwarded
if there are other vehicles nearby. Otherwise, this packet has to be carried until the
carrier reaches other vehicles in its communication range. Basically, there are two
types of routing protocols that have been designed in VANET: topology-based and
position-based protocols. Topology-based protocols like Ad-Hoc On-demand Distance
Vector (AODV) [21] and Dynamic Source Routing (DSR) [22] are usually used in an
Ad-Hoc Network and they forward packets based on link information that stored in
the routing table. To reduce the overhead, they usually do not store the route unless
needed. Since VANET has the characteristics of self-organization and self-management,
most mobile Ad-Hoc routing protocols are applicable. On the other hand, position-
based protocols are aware of vehicles' or RSUs' position information during the routing
process. Diers from traditional MANET, VANET has its own features. Considering
the high mobility feature of vehicle, position-based protocols have been proved as more
suitable for VANET [23]. Each node (Vehicle and RSU) is required to decide its own
and neighbors' locations through the assistance of street map or on-board GPS.
One of the well-known position based routing protocols is Greedy Perimeter Stateless
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Routing (GPSR). Assuming every vehicle knows all its neighbors' locations, GPSR lets
a vehicle selects the one who is the closest to the destination as the next hop. However,
such greedy forwarding is not suitable for VANET since it did not consider the vehicle
high mobility and may miss some candidates to forward the packet. Therefore, the link
connectivity cannot be guaranteed and packet carrying will be incurred. Zhao and Cao
proposed a data forwarding scheme and constructed a link delay model called vehicle-
assisted data delivery model (VADD [24]). They investigated the data forwarding delay
using a trac stochastic model to achieve lower delivery delay. Based on the trac
density, VADD decides which portion of the street that data will be forwarded and which
portion of street that data will be carried. VADD aims at avoiding the packet carrying
and transmitting packets through wireless channels as much as possible. If a packet
has to be carried by a vehicle through a road, the vehicle with higher speed is chosen
rstly. Geographical Opportunistic Routing (GeOpps [25]) is another routing algorithm
that exploits the availability of information from the navigation system in order to
opportunistically route a data packet to a certain geographic allocation. GeOpps selects
vehicles that are likely to carry the information closer to the nal destination of the
packet.
Unlike traditional MANET, the trajectory of a moving vehicle in VANET is poten-
tially predictable base on its current location and speed. Therefore, [26], [27] and [28]
take advantage of vehicle trajectory for designing routing algorithms to shorten the
delivery latency. TSF is a trajectory based routing algorithm for selecting an appro-
priate RSU as the target point in VANET, which is proposed by Jeong et al. in [26].
TSF selects an optimized target point (RSU) for reducing the delay and utilizes vehicle
trajectory information to compute the Expected Delivery Delay (EDD). This EDD will
be shared with other neighbors and the vehicle with the shortest EDD will be chosen
as the next hop. Jeong et al. also proposed the trajectory based statistical forwarding
(TBD) for nding the vehicle as the next hop to minimize the delivery delay from a
vehicle to a RSU [27]. While [26] paid attention to the transmission from one RSU to
another RSU, [27] focused on vehicle to RSU transmission. Xu et al. designed a shared
trajectory based data forwarding scheme for V2V transmission in [28] which used the
predicted encounter graph. Vehicles have to share their trajectories with others for the
encounter time prediction. In this way, vehicles can select the next hop with less latency
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based on the estimated encounter points. However, these trajectory based routing algo-
rithms are potentially hard to be realized in the real world since people may not want
to share their trajectories with others considering the privacy issue.
2.2.2 Multicast/Geocast Communication
The objective of geocast routing is to send packets from a source node to all other
nodes within a geographical region according to their interests. One example application
that needs such geocasting is crash warning. When a crash happens, the warning
message should be broadcasted to the group of vehicles who will be potentially aected.
Most geocast routing protocols are developed for restricting the message overhead and
network congestion. One key factor that should be considered for designing the geocast
protocol is the target vehicle groups. Bachir and Benslimane have proposed a geocast
protocol called Inter-Vehicle Geocast (IVG) in [29]. The alarm messages are sent to
vehicles in the risk areas. IVG determines such areas according to the driving directions,
speeds and the positions of vehicles.
Another key factor of designing the geocast routing protocol is how to reduce the
number of rebroadcasts and network overhead. Briesemeister et al. proposed a geocast
scheme in [30]. When a vehicle receives a packet, instead of rebroadcasting it immedi-
ately, this vehicle holds the packet for a while. The holding time depends on the distance
between the holding vehicle and the sending vehicle. When the holding time runs out, if
this vehicle did not receive the same packet from others, it will rebroadcast the message.
They also applied the maximal-hop-number to limit the range of the ooding.
The designing of geocast routing also needs to consider the vehicle high mobility.
Another classical geocast routing protocol has been proposed in [31] to reduce the packet
losses and network overhead. The basic idea is to add cache to the routing layer to store
current unroutable packets. If the caching vehicle gets notication about any newly
discovered neighbors or changes in neighbors' positions, the cached message is likely
to be transmitted. The authors also proposed a modied distance aware neighborhood
strategy that takes neighbor changes into account. The closest vehicle to the destination
inside a range that smaller than the communication range is selected. In this way, the
delivery delay can be shortened.
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2.2.3 Broadcast Communication
Broadcast is widely used in VANET for disseminating basic vehicle status informa-
tion and event-driven messages through both single-hop and multi-hop. The simplest
method to implement broadcast is ooding that every vehicle just rebroadcasts the
received messages to all its neighbors except the one who sent it the messages. The
performance of such scheme will signicantly degrade and a large number of packet
collisions will happen when the vehicle density becomes high. Therefore, some proto-
cols have been proposed for achieving ecient broadcast with fewer collisions and lower
network overhead. Selective forwarding is usually used to avoid network trac conges-
tion by reducing the number of vehicles for rebroadcasting. Durresi et al. designed a
broadcast protocol called BROADCOMM in [32] for handling the emergency on high-
way environment. They divided the highway into several virtual cells and separated
vehicles into two levels. The rst level contains all the vehicles in a cell while the second
level is composed of a few vehicles that locate close to the geographical center of a cell
and they are called cell reectors. They perform as cluster heads and will be responsible
for forwarding the packets received from its cell members or vehicles from the neighbor
cells. This protocol outperforms ooding but only work for simple highway scenario.
Another protocol named Urban Multi-hop Broadcast (UMB) [33] is designed for
handling the packet collisions and hidden terminal problem for broadcasting in urban
area. The basic idea of UMB is choosing the furthest node in the communication
range and broadcast direction to nish the packet forwarding without using the network
topology information. When there is an intersection in the packet disseminate path,
new broadcasts to other directions will be initiated to inform vehicles at all directions.
Such new broadcasts will be completed by repeaters which are suggested to be installed
at each intersection.
2.3 MAC Protocols in VANET
2.3.1 802.11p MAC Protocol
As one part in the Wireless Access in Vehicular Environment (WAVE) protocol
stack developed by IEEE, 802.11p has already been approved as the standard MAC
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protocol in VANET. It employs contention-based Carrier Sense Multiple Access with
Collision Avoidance (CSMA/CA) with Enhanced Distributed Channel Access (EDCA).
For CSMA/CA in 802.11p MAC protocol, if the channel is sensed as idle for an arbitra-
tion inter frame space (AIFS), the vehicle starts the transmission directly. Otherwise,
this vehicle needs to randomly pick up a back-o value from the interval [0, CW] and
then starts a countdown procedure. CW stands for the Contention Window which is
initially set as CWmin. The back-o value will be decreased when the channel is free and
the transmission will begin when the back-o value reaches 0. The AIFS is calculated
based on the Short Interframe Space (SIFS) and AIFS-number (AIFSN) as Equation
2.1.
AIFS(ACi) = AIFSN(ACi) Slot+ SIFS (2.1)
Table 2.1: Default Parameter Settings for Dierent Applications in 802.11p [1]
AC CWmin CWmax AIFSN
AC0 15 1023 9
AC1 15 1023 6
AC2 7 15 3
AC3 3 7 2
If multiple vehicles within two-hop range are trying to access the channel simulta-
neously, a collision will happen and none of the packets can be successfully received. In
this case, vehicles have to re-compete for the channel to resend the packets. A sender of
unicasting needs to wait for an acknowledgement (ACK) from the recipient. If the ACK
is not received with in a period of time, the packet will be retransmitted. An exponential
back-o scheme which extends the CW size will be applied for the retransmission until
CWmax is reached. In this way, the probability of retransmission contention collision
can be reduced. After a successful transmission or the maximum number of transmission
attempts is reached, the value of CW will be set back to CWmin. Based on dierent la-
tency requirements and critical levels, EDCA classies packets into four Access Classes
(ACs) with dierent priorities. Dierent ACs have dierent AIFSN and CW values to
ensure packets with higher priority can access the channel earlier. The default EDCA
parameters of 802.11p are shown in Table 2.1 and the overall architecture of DSRC MAC
15
Figure 2.1: Overall Architecture of DSRC MAC [3]
is illustrated in Figure 2.1. Each AC queue is implemented on a per-channel basis.
However, as a contention-based scheme, 802.11p has a serious issue of potential high
packet collision probability under high trac density scenario. It has the drawback
of potential unbounded channel access delay [34]. If a vehicle has multiple packets, it
has to contend for multiple times. Besides, although a small CW size set by 802.11p
allows high priority packets to be transmitted with less delay, it may introduce more
transmission collisions within the same class. No exponential back-o scheme can be
used for broadcasting, which also causes the high probability of a packet collision [35].
Furthermore, 802.11p is very vulnerable to hidden terminal problem. Considering the
broadcast storm, it cannot use RTS/CTS mechanism for packet broadcasting [35]. In
this case, packet collisions cannot even be detected. Therefore, 802.11p is potentially
not suitable for real-time trac applications.
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Figure 2.2: Time Frame and Slot Structure in TDMA
2.3.2 TDMA based MAC Protocol
To overcome the shortcomings of IEEE 802.11p, time division multiple access (TDMA)
based MAC protocols have been proposed to facilitate ecient transmission in VANET
[9, 36]. Basically, there are two types of TDMA based MAC protocols: distributed
TDMA and centralized TDMA. Each node manages its time slot by itself in distributed
TDMA schemes while all the time slots are allocated by a central node such as a RSU
or a cluster head in a centralized TDMA [13, 17, 34]. Considering the high mobility
nature of vehicles and the potential lacking of RSUs in highway scenario, distributed
TDMA based MAC protocols provide more exibility on slot management. Some pre-
vious studies provided the performance comparison between 802.11p and TDMA based
MAC protocols [4, 37, 38]. They have shown that TDMA performs more reliable and
robust when comparing to IEEE 802.11p.
The most basic distributed TDMA based MAC protocol has been proposed in [39]
using time slotted structure. The time is partitioned into repeated frames and each
frame is composed of xed number of slots as shown in Figure 2.2. Each vehicle selects
a specic available time slot to transmit data. If successful, it keeps on using the same
slot at subsequent frames until a collision occurs or the slot is no longer needed. Every
vehicle is required to broadcast a Frame Information (FI) at every frame which contains
the slot information about all its one-hop neighbors. In this way, vehicles can get their
neighbors' slot information within two-hop range. A newly joining vehicle rst listens
to the channel for a frame and then selects an available time slot to transmit data at
next frame. The newly joining vehicles are those who have not reserved their slots
and intend to transmit packets. Therefore, the probability of transmission collisions is
reduced and each vehicle is guaranteed to access the channel at least once in each frame
if a reservation is successfully made. There is no need for each individual packet to
compete for the channel.
Chapter 3
Public Transportation based
Vehicular Network Architecture
In this chapter, we address the issue of how to eciently transmit data among
vehicles and between vehicles and trac infrastructures (RSUs) with lower latency.
Most of the real-time VANET applications have strict delay constrain. Therefore, we
aim at designing a new VANET architecture called BUS-VANET that fully integrates
buses and trac infrastructures for providing better data delivery service. RSUs can be
used to compensate for the shortage of buses and ensure the service coverage. Trac
Control Center (TCC) is helpful for locating the destination vehicle quickly. Comparing
with traditional VANET architecture, BUS-VANET has better performance with higher
packet delivery rate and shorter delivery delay.
3.1 Introduction
In order to collect current trac condition and deliver trac control information
to vehicles, Intelligent Transportations System (ITS) has to eectively use VANET
and trac infrastructures consisting of Road Side Units (RSUs) and Trac Control
Center (TCC). Road Side Units (RSUs) are used for collecting trac statistical data,
temporarily buering data, identifying vehicle current locations and shortening the com-
munication delay [40]. Trac Control Center (TCC) is a trusted agency that collects
and maintains current information of vehicles without exposing their locations to others.
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Based on the collected trac and vehicle information, TCC can assist in controlling the
trac [41]. This type of trac infrastructure has been built to support many safety
and non-safety related applications like accident alert, trac congestion detection and
music downloading [42].
Some VANET architectures have been proposed based on the predictable routes and
schedules of buses in order to improve the transmission performance. However, none of
them take advantage of the existing trac infrastructures. The service coverage by buses
cannot be guaranteed and there is no ecient destination location identication method
that has been developed in traditional VANET. Therefore, we aim at designing a new
VANET architecture that fully integrates buses and trac infrastructures for providing
better data delivery service. RSUs can be used to compensate for the shortage of buses
to ensure the service coverage while TCC can be helpful for locating the destination
location quickly.
Figure 3.1: The Proposed BUS-VANET Architecture
Nowadays, Wi-Fi service becomes more and more common for passengers to access
the Internet on public transportation. Several states like California, Texas and Nevada
are providing free Wi-Fi service on city rails or buses [43]. A system called WiRover has
been running on some buses in Wisconsin since April 2010. It provides Wi-Fi hotspots,
through which passengers can connect to the Internet [44]. Thus, we can assume that
buses and RSUs are able to carry the interface with longer communication range like
Wi-Fi or WiMAX. Based on this assumption, we propose a new two-tier BUS-VANET
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architecture integrated with trac infrastructures. Buses and RSUs are high-tier nodes
that constitute the mobile backbone for data delivery, while the low-tier is composed
of common vehicles. All the high-tier nodes form a connected topology, directly or
indirectly connect to the TCC because of their Internet accessing capability. RSUs and
buses have two types of interfaces: DSRC and Wi-Fi. DSRC is the communication
protocol used in VANET and its communication range is from 300m to 1000m. Wi-Fi
has longer range around 5km. The low-tier nodes are just equipped with DSRC. The
route and schedule of every bus and the location of each RSU are shared with all the
vehicles. The basic architecture of our BUS-VANET is shown in Figure 3.1.
Comparing with traditional VANET, BUS-VANET provides more stable and e-
cient data delivery service. Longer communication range of buses and RSUs can decrease
the probability of carrying and reduce the delivery delay. The destination localization
in our proposed architecture is completed quickly by the corporation of buses, RSUs
and TCC. Each vehicle will register with a nearby bus or a RSU. The information col-
lected by a bus or RSU will be reported to TCC and the destination vehicle can be
found quickly. Besides, since a private vehicle does not share its trajectory with other
vehicles, its privacy is protected. Our main contributions can be summarized as follows:
 We propose a new BUS-VANET architecture which fully integrates trac infras-
tructures with buses and vehicles. We investigate how to take advantages of RSUs
and TCC that already been provided by ITS to improve the VANET performance.
 Based on the proposed BUS-VANET, we use the registration technology to im-
prove the transmission performance and provide a new method of selecting regis-
tration node to reduce the number of switches from common vehicles to high-tier
nodes. We also proposed a new scheme for identifying the destination location
more eciently.
 Through measuring our BUS-VANET architecture and comparing it with other
two VANET architectures in [45] and [46], we show that BUS-VANET has better
performance with higher packet delivery rate and shorter delivery delay.
In the following, Section 3.2 provides related work. Section 3.3 shows our proposed
BUS-VANET architecture and explains the data delivery in our BUS-VANET. Section
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3.4 discusses two important research issues in BUS-VANET and the potential solutions.
We show the simulation results in Section 3.5 and compare the proposed BUS-VANET
with other VANET architectures. Finally, the conclusion of this works is given in Section
3.6.
3.2 Related Work
Most of the routing protocols in VANET are designed to build a path with shorter
delivery delay from a source to a destination vehicle. The delay of forwarding between
each hop is very small while most of the latencies can be potentially caused by the
carrying delay. Vahdat and Becker proposed an epidemic routing algorithm with a
transmission model in a partially connected MANET in [47] in order to maximize the
delivery rate and minimize the delivery latency. They introduced the idea of the carry-
and-forward which is widely used in dealing with frequent network partitioning and
merging. Packets can be forwarded if there are other nodes nearby. Otherwise, packets
have to be carried until the carrier reaches other nodes in its communication range.
However, this protocol is not specically designed for VANET and ignored the fact that
the trajectory of a moving vehicle is predictable base on its current location, speed
and trac condition. To modify the model and let it become suitable for VANET,
Zhao and Cao proposed a data forwarding scheme and constructs a link delay model
called vehicle-assisted data delivery model (VADD [24]). They investigated the data
forwarding delay using a trac stochastic model to achieve lower delivery delay. Based
on the trac density, they decide which portion of the street that the data will be
forwarded and which portion of street that the data will be carried.
[26] and [28] take advantage of the vehicle trajectory for designing routing algorithms
with shorter latency. TSF is a trajectory based routing algorithm for selecting an
appropriate RSU as the target point in VANET, which is proposed by Jeong et al.
in [26]. TSF selects an optimized target point (RSU) for reducing the delay and utilizes
vehicle trajectory information to compute the Expected Delivery Delay (EDD). This
EDD will be shared with other neighbors and the vehicle with the shortest EDD will be
chosen as the next hop. Xu et al. designed a shared trajectory based data forwarding
scheme for V2V transmission [28] which used the predicted encounter graph to minimize
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the delivery delay. Vehicles have to share their trajectory with others for the encounter
time prediction. In this way, vehicles can select the next hop with less latency based
on the estimated encounter points. However, these trajectory based routing algorithms
are hard to be realized in the real world since people may not want to share their own
trajectories considering the privacy issue.
The concept of using public transportation for data delivery has been considered
in some previous works. Wong et al. proposed an architecture of BUSNet in [45].
Through several experiments, they showed that common vehicles (we simply call them
vehicles in this dissertation) with dierent speeds and unpredictable paths may degrade
the performance of VANET. They justied through simulation that vehicles are con-
strained by the road conditions and can be partitioned into disjointed parts. Therefore,
they attempted to take advantage of public transportation with predictable routes for
improving the inter-vehicle communications. The basic idea of BUSNet is to build the
data transmission path by buses for two vehicles that are geographically far away. If
these two vehicles are far from each other, the package delivery will be nished by buses
instead of common vehicles.
In [46], Luo et al. introduced a two-tier VANET, in which buses constitute the
backbone for data delivery. One tier is the vehicles while another composed of the
buses. Similar to [45], packet delivery is completed by buses. They also provided
a registration method based on the estimated connection time. Base on the current
locations, running directions and speeds of the vehicle and bus, they estimated when
their distance will become larger than the communication range. However, their method
of computing the connection time constrains that vehicles cannot change their speeds
and directions. Besides, they did not take advantage of trac infrastructures which can
be used to improve the VANET performance.
Several routing algorithms have been proposed taking advantage of buses. Kitani et
al. used buses to eciently collect and propagate trac information in [48]. Buses are
regarded as message ferries which move along predetermined routes. They collect trac
information from nearby vehicles and disseminate such information to other vehicles in
other areas. Meanwhile, regular cars send packets including current area trac infor-
mation to buses and request information of other areas from buses. Li et al. used the
Expected Min-Max Delay (EMMD) to select bus as relay node in [49]. The data delivery
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is completed by buses and their routing decisions are based on the minimum maximum
delay. Knowing the routes and schedules of buses, they estimated the maximum delay
of each potential path and the one with the smallest maximum delay will be selected
for data delivery.
Lai proposed a Footmark Leaving scheme in [50] to locate the destination vehicle.
It lets each vehicle maintain a table of recent passed vehicles in each road segment.
A destination nding request is broadcasted until it reaches a vehicle that keeps the
information about the destination vehicle. Thus, the packets can be transmitted along
the road segment recorded in the table. Then, buses are responsible for delivering the
packets to an appropriate road segment based on the trajectories of the bus and the
destination vehicle.
All of the previous studies ignored the important impact of the existing trac infras-
tructures. Although the schedules and routes of buses are predictable, the number of
buses can vary from one hour to the next. Therefore, the VANET performance cannot
be guaranteed without using some number of stationary RSUs and TCC. On the other
hand, the Footmark Leaving scheme proposed in [50] is not very ecient for destination
identication since it uses a form of broadcasting.
3.3 Proposed BUS-VANET Architecture
Several signicant improvements are introduced in our new two-tier BUS-VANET
architecture since we fully integrate BUS-VANET with trac infrastructures. In this
section, we overview the proposed BUS-VANET architecture and describe how the net-
work operates for data delivery.
3.3.1 Assumptions
Firstly, three assumptions are made in our BUS-VANET:
1) All the vehicles, buses and RSUs are equipped with DSRC devices for communicating
with each other and GPS-based navigation system with a digital road map. Current
information about trac statistics is also available.
2) Buses and RSUs are additionally equipped with a Wi-Fi communication capability.
Therefore, they truly form a backbone of VANET.
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3) The route and schedule of every bus and the location of each RSU are shared with
all the other vehicles.
3.3.2 Operation of Proposed BUS-VANET
In our proposed BUS-VANET, data delivery will be carried out by the corporation
of buses, RSUs and TCC. The mobile buses and xed location RSUs are dynamically
forming a connected topology. For Infrastructure to Vehicle Communication (I2V),
TCC rst identies the destination vehicle's location (i.e., which bus or RSU that the
destination vehicle is the most recently registered with), and then forward the packet
to this RSU or bus which can further transmit the packet to the specied destination
vehicle. For Vehicle to Infrastructure Communication (V2I), vehicles can send the packet
to a nearby bus or RSU (i.e., the high-tier node that they are currently registered with)
which can forward the packet to the TCC. For Vehicle to Vehicle (V2V) communication,
the packet is rst transmitted to a nearby bus or RSU. Then this high-tier node checks
whether it already knew the destination information or not. If yes, the packet can be
directly sent to the destination without the help from TCC. Otherwise, it has to check
with TCC to nd out the target bus or RSU that the destination vehicle is currently
registered with. After getting feedback from TCC, they can start the transmission to
the target bus or RSU and then to the destination vehicle.
To obtain data delivery service, each vehicle needs to register with a nearby high-tier
node directly or through multi-hop communication. High-tier nodes (buses and RSUs)
periodically broadcast beacon messages containing their locations and speeds. Vehicles
that received such messages need to propagate these beacons and chooses one high-tier
node they can hear to nish its registration. All the beacon messages have a life time
that indicates whether it is still active. If a beacon exceeds its life time, it will be
ignored by the received vehicles and no longer be broadcasted. When a vehicle loses
connection to its current registered high-tier node, it needs to switch to another high-tier
node for getting further service. Every bus and RSU holds and keeps on updating its
own registration table which contains the information of the vehicles that are currently
registered with them. There are several reasons that why we need this registration.
Firstly, registration helps to locate the destination vehicle quickly. Besides, without
registration, a vehicle needs to construct a delivery path each time when it wants to
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send a packet. This not only wastes resource, but also increases the delay. Although
the registration process is important, there are some issues remained to be solved. For
instance, if there are multiple buses or RSUs nearby, which one should be selected as
registration node and what metric should be based on to make such a decision? If there
is no bus or RSU nearby, what a vehicle should do? We will discuss these issues in
Section 3.4.
Broadcasting is widely used in most of the previous studies for identifying a desti-
nation vehicle. A source vehicle that has no knowledge about where is the destination
vehicle has to broadcast a request to nd where it is. Others received such request need
to do further broadcasting until someone knows the location of the destination vehicle
and send back a feedback to the source vehicle. This not only causes heavy packet traf-
c, but also increases the time of searching for the destination. Although broadcasting
is inecient for destination identifying, there are fewer better ways we can use without
the help of trac infrastructures. By integrating TCC into our BUS-VANET, we pro-
pose a more ecient scheme for identifying the destination vehicle location quickly. We
add a location table in TCC which records the location information of all the vehicles.
All high-tier nodes are required to report their registration tables to TCC periodically.
Since all the high-tier nodes connect to TCC directly or via Wi-Fi, checking the loca-
tion table will be much faster than broadcasting among vehicles and the delivery delay
can be reduced. We will also discuss more details related to the destination location
identication in Section 3.4.
3.4 Research Issues in BUS-VANET
Although the proposed two-tier BUS-VANET architecture brings many benets,
there are several issues need to be solved in order to improve the BUS-VANET perfor-
mance. Two main issues and the possible solutions are discussed in this section.
3.4.1 Selection of Registration Node
In our proposed BUS-VANET, each vehicle needs to register with a nearby high-tier
node for getting data delivery service. How to determine which bus or RSU should be
selected for registration is an important issue if a vehicle received several beacons from
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dierent high-tier nodes. When a vehicle receives an active beacon from a bus or RSU,
this bus or RSU will be regarded as a candidate registration high-tier node and will be
put into a candidate set. If a vehicle loses connection with its currently registered bus
or RSU, it needs to switch its registration to another high-tier node. Since switching
from one bus or RSU to another will cause path re-computation and rebuilding, we aim
at reducing the number of such switches. The bus or RSU with the longest registration
time will be selected as the registration node from the candidate set. The registration
time here means how long a vehicle can keep the registration with a bus or RSU before
it has to switch to another high-tier node.
The meaning of connection is dierence in our proposed BUS-VANET comparing
with previously proposed VANET architectures. In previously proposed VANETs, the
connection between two nodes means that they are in the communication range R of
each other and they will be regarded as disconnected when their distance is larger than
R. However, in our BUS-VANET, a vehicle can connect to a bus or RSU via multi-
hop communications, which makes the previously proposed judgment of disconnection
inapplicable. Thus, we use the estimated package delivery delay based on the distance
and trac density between two nodes as the metric to judge disconnection. Since a
vehicle knows its own speed and trajectory, it can predict its location at any time. Note
that buses and RSUs do not need to know the trajectory of a vehicle, only each vehicle
knows its own. Two nodes are regarded as disconnected when their estimated package
delivery delay is larger than a given threshold T .
Since packet delivery delay is composed of two parts: Forwarding and Carrying,
following notations are dened for estimating the delivery delay:
1) Lij : the length of the road rij from intersection i to j
2) Lf and Lc: the distance of forwarding and carrying
3) dij : the delivery delay from intersection i to j
4) vij : the average speed for vehicles running on road rij
If the vehicle communication range R is smaller than the length of the road Lij , the
total delivery delay from one vehicle to a bus or RSU is the sum of delays for all the
road segments along a delivery path. For one road segment, the delivery delay can be
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expressed as: 8>>>><>>>>:
dij =  Lf
R
+
Lc
vij
Lf = P [F ] Lij
Lc = Lij   Lf  R
(3.1)
where  is a constant that is used to adjust the forwarding delay and P[F] stands for
the probability of packet forwarding. Assuming the inter-vehicle distance obeys the
exponential distribution, we can get P[F] = (1-e Rij ). ij is the trac density of
the road segment from Intersection i to j. For a delivery path from Intersection m to
Intersection n, the total delay D is:
D =
X
mxn 1
m+1<y<n
dxy (3.2)
On the other hand, we consider the case that the vehicle communication range R
is larger than the length of the road. In this case, the delivery delay is not computed
based on every road segment. We use the distance L(AB) between vehicle A and the
high-tier node B instead of using the length of the road. The distance between them
does not mean the Euclidean distance. It is the sum of the lengthes of all the road
segments on a delivery path. An example is given in Figure 3.2. The red and blue dash
lines represent dierent delivery paths from vehicle A to Bus B. For dierent delivery
paths, the distance L(AB) can be compute as:
L1(AB) = L(AC) + L(CD) + L(DE) + L(EB)
L2(AB) = L(AF) + L(FG) + L(GH) + L(HE) + L(EB)
Then we can compute the delivery delay from A to B for each delivery path as:8>>>><>>>>:
D(AB) =  Lf
R
+
Lc
v(AB)
Lf = P [F ] L(AB)
Lc = L(AB)  Lf  R
(3.3)
Similarly, we know that P[F] = (1-e R(AB)) and (AB) is the trac density on the
delivery path between A and B. Since there are several possible delivery paths that the
packet can be transmitted, we pick up the one with the smallest delay. If there are n
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Figure 3.2: Distance between Vehicle and Bus/RSU
possible paths:
EstimatedDeliveryDelay = minfD1; D2:::Dng (3.4)
In order to nd out when a vehicle will lose connection with a candidate bus or
RSU, we sample at each intersection and check whether they are still connected with
each other. Besides, a bus or RSU that is regarded as disconnected at one intersection
may return to be connected for the rest of the intersections. It is inecient to eliminate
a bus or RSU if the disconnection duration is very short. Therefore, we set a threshold
Nt as the maximum tolerant number of disconnected intersections. If a high-tier node
has been judged as disconnected for more than Nt (Nt is set to a small number like 2)
intersections, this high-tier node will be discarded from the registration candidate set.
We show an example in Figure 3.3, where a vehicle has four candidates for registra-
tion: Bus 1, Bus 2, RSU 1 and RSU 2. The blue line is the trajectory of the regular
vehicle while the red lines stand for the trajectories of buses. When the vehicle arrives
at intersection A, buses will reach their point 1. When the vehicle arrives at intersection
B, buses will reach point 2. At intersection C, the delivery delay between this vehicle
and Bus 2 becomes larger than the threshold T and the connection will not recover later
on. That is, exceeding the maximum tolerant number of disconnected intersections Nt.
So Bus 2 will be discarded from the registration candidate set. Similarly, RSU 1 and
RSU 2 will also be eliminated from the candidate set and the vehicle will nally choose
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Figure 3.3: Example of Registration Node Selection
Bus 1 for registration.
Since the speed and location of a vehicle are aected by the real road condition, the
prediction of a vehicle's location may become inaccurate with the elapsing time. The
trac density also changes over time, which inuences the accuracy of the estimated
delivery delay. Thus, we set a maximum number of prediction intersections as Ni. We
only do the prediction and assume the vehicle's trajectory and trac density are correct
within these Ni intersections. If more than one high-tier nodes are left after checking
Ni intersections, the one with the smallest average delivery delay will be selected for
registration. Similarly, if a vehicle nds that no bus or RSU is left in the candidate set
after checking an intersection, it will back to the previous intersection and select the one
with the smallest average delivery delay as registration node. We dene the registration
node as Reg, the Longest Registration Time Algorithm is shown as Algorithm 1.
Furthermore, we considered the situation that there is no high-tier node nearby.
That is, a vehicle receives no beacon messages from a bus or RSU. Base on its own
trajectory, the routes of buses and the locations of RSUs, a vehicle is able to predict
whether it can get service in a short duration. If yes, it just holds the packets and waits
for the bus or RSU. Otherwise, it shall transmit the packets through other low-tier
vehicles since they are likely registered with a bus or RSU. Later, when this vehicle
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receives a beacon, it can nish the registration. For packets receiving, if a vehicle
lost connection with its current registration node, the current high-tier node needs to
keep this vehicle's information in its registration table for a period of time. In this
way, the high-tier nodes have a rough idea about where is the vehicle even if they are
disconnected.
3.4.2 Destination Vehicle Location Identication
By integrating TCC and RSUs with buses and vehicles, we design a new scheme
for identifying the destination vehicle quickly. In this subsection, we will provide more
details about this TCC identication scheme including how to nd the correct location
of a destination and how to decrease the workload of TCC. As we mentioned, each
bus or RSU keeps a registration table recording which vehicles are currently registered
with them. These registration tables will be reported to TCC periodically and TCC
maintains a location table to store these collected information. An example of the
location table in TCC is shown as Table 3.1, which records the information about each
registered vehicle.
Table 3.1: Example Location Table
Bus/RSU ID Vehicle ID
Bus 1
Vehicle 1
Vehicle 2
Vehicle 3
Bus 2
Vehicle 4
Vehicle 5
RSU 1 Vehicle 6
RSU 2 Vehicle 7
Although reporting to TCC for every change lets TCC keep the most up-to-date
information, the overhead will be extremely high since many changes will happen in
a high mobile vehicular network environment. Thus, we let buses and RSUs report
their registration tables to TCC periodically. However, the information stored in the
location table in TCC may not be the latest and a vehicle may have switched to other
RSU or bus. To deliver the packet to the correct destination, high-tier nodes need to
keep track of vehicles when they switched to a new one. The registration table that is
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hold at each bus and RSU is represented as Table 3.2. The registration table not only
records the current registered vehicles, but also keeps the information about where the
previously registered vehicles switched to. The Null in Table 3.2 means that the vehicle
still belongs to the current high-tier node. The newly registered RSU or bus by a vehicle
needs to inform the previously registered bus or RSU to track this vehicle for a short
duration. Thus, when a packet is sent to the old bus or RSU, it can be forwarded to
the destination vehicle following the destination tracking path. Such vehicle tracking
information will be deleted from the registration table after the RSU or bus reports to
TCC.
Table 3.2: Example Registration Table
Vehicle ID Bus/RSU ID that the vehicle has switch to
Vehicle 1 Null
Vehicle 2 Null
Vehicle 3 Bus 2
To further reduce the workload of TCC, each bus and RSU can also keep a routing
table to record the destination vehicles and their registered buses or RSUs as shown in
Table 3.3. For packets that are sent to a repeated destination in a limited time, a source
bus or RSU can record the destination location after asking TCC and directly transmit
the packet for the next time. Similarly, when a destination bus or RSU receives a packet,
they learns that the source vehicle is registered with which high-tier node and puts such
information into its routing table for future communications. Therefore, through past
destination vehicle identication and backward learning, buses and RSUs can check
the routing table to know the location of a destination vehicle. This avoids duplicated
destination nding requests to TCC. Since vehicles are always moving, RSUs and buses
also have to clear and update their routing table each period of time in order to remove
the stale information.
Table 3.3: Example Routing Table for Learned Destinations
Vehicle ID Registered Bus or RSU
Vehicle 3 Bus 2
Vehicle 4 Bus 2
Vehicle 6 RSU 1
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3.5 Simulation and Performance Evaluation
We constructed a simulator by integrating SUMO and NS3 to simulate our proposed
BUS-VANET performance in a real world environment. SUMO is a trac simulator
that generates road topology and trac mobility patterns. NS3 is a network simulator
that simulates the network performance like packet transmission. As shown in Figure 3.4
(a), we use part of downtown Minneapolis for our simulation and Figure 3.4 (b) provides
the translated map that we used in our simulator. Base on the real bus schedule, six
bus lines are created and the bus regeneration time is 5 minutes. In our simulation,
detectors are settled on each road segment, which can give us the density information
about the number of vehicles running through them. Table 3.4 shows the detailed
parameter settings of our simulation. Notice here that although we do not focus on
the physical aspects, the wireless link quality can be degraded considering the moving
feature of buses.
Table 3.4: Parameter Settings for BUS-VANET Simulation
Simulation Map Range about 21.8km
Number of Generated Vehicles 100 vehicles per 200s
Max Vehicle Velocity 15m/s
Max Bus Velocity 10m/s
Number of Bus Lines 6
Bus Regeneration Time 5min
Communication Range (low-tier) 300m
Communication Range (high-tier) 300m and 1500m
Simulation Time 1200s
3.5.1 Comparison of Registration Schemes
We rst compare four registration schemes: random selection, shortest distance
selection, our proposed longest registration time selection and a scheme used in [46].
The metric that we focus on is the number of registration switches. In [46], the authors
estimated the connection time between a bus and a vehicle using their current speeds
and positions without considering the direction changes.
As shown in Figure 3.5 (a), the average number of switches for the longest regis-
tration time scheme is the least while the shortest distance scheme performs the worst
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(a) Map of Downtown Minneapolis (b) Translated Map in Simulation
Figure 3.4: Maps for BUS-VANET Simulation
since it does not consider the direction and speed dierence between a vehicle and a bus
or RSU. They may lose connection right away since the vehicle and the bus are running
at opposite directions regardless how close they are currently. On the other hand, the
random selection scheme chooses the registration bus or RSU randomly. Sometimes, it
may select the one with longer registration time while other times selects a worse one.
For the scheme used in [46], it performs a little bit better than the random scheme.
Since it cannot handle the situation that vehicles change their directions and it only
considers one-hop connection, the improvement is not obvious. When the maximum
tolerant delay T is set as 1s, our registration scheme can reduce the number of switches
by 24% and 28% comparing to the scheme in [46] and the random selection respectively.
As we mentioned above, the threshold T is used to judge disconnection. It will
also aect the network performance. We varied the length of T from 0.2 to 2s and the
results are shown in Figure 3.5. When a small length of T , vehicles have to change their
registration nodes more frequently. But the delivery delay becomes smaller in this case.
On the other hand, if we set a larger T , the delivery delay will increase, but the number
of switches will be reduced.
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(a) Number of Registration Switches (b) Delivery Delay
Figure 3.5: Comparison of Registration Schemes
3.5.2 Comparison of Destination Identication Schemes
We also compare two destination identication schemes: broadcasting and our TCC
identication scheme. We run these two schemes separately in our BUS-VANET archi-
tecture. For TCC identication scheme, the length of time between each report from
buses and RSUs to TCC inuences the delivery delay. As shown in Figure 3.6, shorter
the report period (interval between each report) we set, more accurate the information
that TCC records and less delivery delay can be achieved. On the other side, a longer
report period causes more time to nd the location of a destination, but fewer control
packets are generated. We vary the report period from 10 to 200s for observing its
impact. Here we notice that the delay is almost the same when the report period is
varied from 10 to 30s. This is because the location of a vehicle does not change too
much within 30s. However, when we increase the report period to 200s, the dierence
becomes visible. Considering the balance between delivery delay and TCC workloads,
we select 60s as the report period. About 24% shorter delay can be achieved for TCC
identication scheme comparing with broadcasting when the report time is set as 60s.
Even when the report time is 200s, our TCC identication scheme still performs better
than that of broadcasting with 9% shorter delay.
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(a) Delivery Delay (b) Number of Updating Packets
Figure 3.6: Comparison of Destination Identication Schemes
3.5.3 Comparison of Proposed BUS-VANET and Existing VANETs
Then we compare the network performance of four VANET architectures: tradi-
tional VANET, the architecture proposed in [45], the architecture proposed in [46], and
BUS-VANET. For these four architectures, 10 RSUs are uniformly distributed on the
simulated map. We vary the number of bus lines from 3 to 10 in order to investigate
how it impacts the performance. In the traditional VANET, vehicles and buses are
treated equally. RSUs have the same communication range as vehicles. For the archi-
tecture in [45], buses are responsible for most of the packets transmissions but have the
same communication range as common vehicles. No registration is used in this architec-
ture. The dierence between the architecture in [45] and [46] is that buses have longer
communication range and a registration method is used in [46].
As shown in Figure 3.7, our BUS-VANET has the smallest delivery delay and the
highest delivery rate. For a realistic bus system (6 bus lines) setting, comparing to
the traditional VANET, architectures proposed in [45] and [46], the delivery delay in
our BUS-VANET reduces by 60%, 46% and 33% respectively. Meanwhile, the delivery
rate increases by 25%, 21% and 12% respectively. With the increment of number of
bus lines, better performance can be achieved since larger number of buses can provide
better transmission coverage and service. The traditional VANET performs the worst
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(a) Delivery Delay (b) Packet Delivery Rate
Figure 3.7: Impact of Number of Bus Lines
since it treats every node equally. The performance of the traditional VANET changes
slightly when we varying the number of bus lines. This is due to the fact of changing
the number of bus lines equals to changing the number of vehicles and the dierence of
these numbers is not considerable. The architecture proposed in [45] works a little bit
better than the traditional one since it only utilizes the predictable bus routes but does
not give buses longer communication range. The architecture in [45] performs better
than [46] since buses have better ability on handling the data transmission through
longer communication range and a registration method is used.
We also explore the inuence of bus frequency in our BUS-VANET. The results
are shown in Figure 3.8. As we increase the generation time between two consecutive
buses of the same bus line from 1 to 15 minutes, the average delivery delay increases by
88% while the average delivery rate drops by 24% when we generate 100 vehicles for a
duration of 200 seconds. Lower frequency of buses causes fewer chances for vehicles to
nish their registration. Higher frequency of bus regeneration improves the performance
of packets transmission. If we x the bus frequency as 5 minutes and increase the number
of vehicles generated for a duration of 200 seconds from 50 to 200, the delivery delay
reduces by 85% while the delivery rate increases by 20%. The reason is that higher trac
density increases the probability of building connection among vehicles and decreases
the probability of packet carrying.
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(a) Delivery Delay (b) Packet Delivery Rate
Figure 3.8: Impact of Bus Frequency
In our BUS-VANET, fewer RSUs can be required with the help of buses. While
ensuring the service coverage and maintaining the quality of data delivery, avoiding
installing more RSUs can save certain costs. We compare two VANET architectures
here: one is our two-tier BUS-VANET and the other is a traditional VANET without
buses. For BUS-VANET, we set the number of bus lines as six and the bus regeneration
time is 5 minutes. The number of RSUs is xed as 10 for the traditional VANET and
we vary the number of RSUs in BUS-VANET from 0 to 10. As shown in Figure 3.9,
the red dash line stands for the delivery delay of a traditional VANET while the blue
line expresses our BUS-VANET. These two lines meet each other when we reduce the
number of RSUs to around 5 or 6. Thus, we can infer that our BUS-VANET with 5 or
6 RSUs performs similar to a traditional VANET with 10 RSUs.
3.6 Conclusion
In this dissertation, we propose a new two-tier BUS-VANET that is fully integrated
with trac infrastructures for improving the performance of VANET.We take advantage
of RSUs and TCC that already required and constructed by ITS and investigate the
benets we can obtain from this realistic environment. By integrating RSUs and TCC
with buses, the coverage of the high-tier nodes can be ensured and the probability
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Figure 3.9: Impact of Number of RSUs
of packet carrying is reduced. TCC is helpful for quickly identifying the location of
the destination vehicle. Comparing to traditional VANET, better performance can be
achieved in BUS-VANET with less delivery delay and higher delivery rate.
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Algorithm 1 Longest Registration Time Algorithm
S = candidate registration set; D = discard set;
Ni = maximum number of prediction intersections;
Nt = maximum number of disconnected intersections can be tolerated;
Nd(x) = number of disconnected intersections for high-tier node x;
T = maximum delivery delay can be tolerated;
while number of checked intersections  Ni and more than one entry left in S do
set the next intersection for checking;
for every bus or RSU x in S do
compute the estimated delivery delay t;
compute and record the average delivery delay for all the intersections have been
checked;
if t > T then
Nd(x) = Nd(x) + 1;
if Nd(x) > Nt then
put this node x into D;
remove this node x from S;
end for
if S has more than one bus or RSU then
Clear D;
end while
if S has more than one bus or RSU then
Reg = the one with the smallest average delay in S
else if no bus or RSU left in S then
Reg = the one with the smallest average delay in D
Clear D;
else
Reg = the only one bus or RSU in S
return Reg;
Chapter 4
TDMA based MAC Protocol for
Reducing Packet Collisions
In this chapter, new MAC protocols are introduced in order to improve the data
transmission reliability in VANET. Smaller number of packet collisions and higher
packet delivery rate can be achieved under dierent trac scenarios. Two TDMA
based MAC protocols are proposed: MAT-MAC and PTMAC. MAT-MAC is designed
for two-way trac. It aims to reduce the number of both encounter and contention
collisions while maintain high slot utilization even with unbalanced trac densities.
PTMAC is a novel protocol based on the important observation that most of the en-
counter collisions can be predicted and potentially avoided. It is not only suitable for
two-way trac scenario but also for four-way intersections in an urban area.
4.1 MAT-MAC: AMigration-based Adaptive TDMAMAC
for Reducing Packet Collisions in VANET
4.1.1 Introduction
Dierent from other Ad-Hoc networks, VANET has the unique characteristics of
high node mobility, dynamic topology changes and strict delay constrains. These issues
must be considered in developing MAC protocols for VANET to support both safety
and non-safety related applications. Although the carrier sense multiple access/collision
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avoidance (CSMA/CA) based IEEE 802.11p [51] has been approved as the standard
Medium Access Control (MAC) protocol, it suers high collision probability under high
trac density situations [35, 37]. Because of its contention-based nature, 802.11p also
has the drawback of potential unbounded channel access delay.
To overcome the shortcomings of IEEE 802.11p, time division multiple access (TDMA)
based MAC protocols have been proposed to facilitate ecient transmission in VANET.
Basically, there are two types of TDMA based MAC protocols: distributed TDMA and
centralized TDMA. Each node manages its time slot by itself in a distributed TDMA
while all the time slots are allocated by a central node such as a RSU or a cluster head
in a centralized TDMA [52{54]. Considering the high mobility nature of vehicles and
the potential lacking of RSUs in highway scenario, we focus on distributed TDMA based
MAC protocols which provide a more exible way for slot management. The most basic
distributed TDMA based MAC protocol has been proposed in [39] using time slotted
structure. The time is partitioned into repeated frames and each frame is composed
of xed number of slots. Each vehicle selects a specic available time slot to transmit
data. If successful, it keeps on using the same slot at subsequent frames until a collision
occurs or the slot is no longer needed. Since every vehicle is required to broadcast the
slot information about all its one-hop neighbors, a vehicle is able to know which slots
have already been occupied in two-hop communication range. Therefore, the probability
of transmission collisions is reduced and each node is guaranteed to access the channel
at least once in each frame if a reservation is successfully made. There is no need for
each individual packet to compete for the channel.
However, such TDMA based MAC protocol still cannot avoid packet collisions. Con-
sidering the real two-way trac environment, two types of packet collisions may happen:
contention collision and encounter collision. A contention collision usually happens be-
tween newly joining vehicles who are trying to reserve the same available slot within
two-hop range. The newly joining vehicles are dened as those who have not reserve a
slot and intend to transmit packets. An encounter collision happens between vehicles
that are occupying the same time slot. They are originally out of two-hop range but will
encounter each other in the near future. Encounter collisions are caused by the unique
mobile characteristic of vehicles and they happen more frequently between vehicles from
opposite directions and driving towards each other.
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In order to reduce the number of encounter collisions, slot partition based MAC
protocols have been proposed by separating slots in each frame into disjointed sets
for dierent directions. However, the major problem of such partition is that the slot
utilization becomes low when the trac density is high in one direction while low in
another. Vehicles running at the direction with denser trac may also suer more con-
tention collisions. Although VeMAC proposed in [55] used a kind of adaptive scheme,
its random slot borrowing scheme incurs encounter collisions which may make the par-
tition scheme becomes meaningless. Besides, a vehicle may already experience several
contention collisions before it is allowed to contend for a slot from the other direction.
Therefore, we design a new Migration-based Adaptive TDMA MAC protocol (MAT-
MAC) to reduce the number of both encounter collisions and contention collisions while
maintain high slot utilization even under the scenario with unbalanced trac densities.
Our main contributions can be summarized as follows:
 Proposing a new Migration-based Adaptive TDMA MAC protocol (MAT-MAC)
for two-way trac to reduce the number of both encounter and contention col-
lisions while maintain high slot utilization even under scenario with unbalanced
trac densities.
 High contention collision probability is avoided through dynamic slot adaptation
based on the real-time trac condition. We also design a method to estimate the
number of competing vehicles which is used for computing the contention collision
probability.
 Through performance evaluation and comparison, we show that MAT-MAC has
better performance with smaller number of collisions and higher slot utilization
for two-way trac regardless of the unbalanced trac densities.
In the following, Section 4.1.2 overviews the related work. Section 4.1.3 explains our
proposed MAT-MAC protocol. How to estimate the contention collision probability is
discussed in Section 4.1.4. In Section 4.1.5, we evaluate the performance of our MAT-
MAC protocol and compare it with other TDMA based MAC protocols and Section
4.1.6 gives a conclusion of our work.
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4.1.2 Related Work
Comparisons between 802.11p and TDMA based MAC protocols in VANET have
been studied in some previous works [37,38,56]. These works demonstrated that TDMA
performs more reliable and robust when comparing with IEEE 802.11p. A basic TDMA
based protocol named ADHOC MAC has been proposed by Borgonovo et al. in [39]
for VANET. It was designed for Ad-Hoc Networks to provide ecient and reliable data
delivery service. It grouped a set of time slots into a frame and dened a concept of
Frame Information (FI) which contains the time slot status. Each vehicle is responsible
for broadcasting its FI to inform others the occupied slots by its one-hop neighbors
and itself. In this way, every vehicle can get all its neighbors' slot information within
two-hop range. A new joining vehicle needs to listen to the channel for a frame and
then selects an available time slot to transmit data at next frame. Once a vehicle gets
a slot successfully, it keeps on using the same slot at subsequent frames until a collision
happens or it does not need the slot anymore. However, this slot reservation scheme
cannot handle the encounter collisions.
Some improved MAC protocols have been developed [57{59] based on such slotted
structure under one-way trac. An adaptive distributed MAC protocol named A-
ADHOC is proposed by Liu et al. in [57]. Since the xed-size frames may waste slots and
introduce unnecessary delay under a sparse trac condition, A-ADHOC dynamically
adjusts the length of a frame based on the real-time trac density. They showed that
A-ADHOC can enhance the performance with less transmission delay. Yu and Biswas
proposed a self-conguring protocol called VeSOMAC in [58]. In VeSOMAC, every
vehicle uses a bit map to record their neighbors' slot information which is also shared
with others. Unlike other schemes that select a time slot randomly, the authors paid
more attention to the ordering of time slots. They ordered time slots in the same
sequence as the vehicles appear on the road to reduce the packets forwarding delay.
In [59], Bharati et al. developed a cooperative protocol named CAH-MAC. Their scheme
allows the neighbors who detected a transmission failure from a vehicle to retransmit
the packet using an unreserved slot. But they ignored the fact that new joining vehicles
may also contend for the same unreserved slot. Thus, more contention collisions will be
introduced. However, these proposed protocols only considered one-way trac and did
not focus on reducing the transmission collisions.
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A few MAC protocols have been proposed using slot partition method for solving
the encounter collision issue under two-way trac scenario. Zhou et al. proposed an
Even-Odd MAC protocol in [60]. They regulated that vehicles running to the right can
only contend for even slots while vehicles heading left can only reserve the odd slots.
In this way, encounter collisions caused by vehicles from the opposite directions can be
entirely avoided. However, the slot utilization of this scheme is low under unbalance
trac densities scenario. High contention collision probability will also be incurred for
vehicles running at the direction with dense trac. Omar et al. proposed another
TDMA based MAC protocol called VeMAC in [55] that also uses partition method.
Unlike the Even-Odd MAC in [60], slot partition in VeMAC is not strict, that is, if a
vehicle cannot successfully reserve a slot within  frames, it is allowed to contend for
any available slots. However, since the borrowed slots are just randomly selected, the
encounter collisions from vehicles at opposite directions may be introduced. Besides, a
vehicle already suered high contention collision probability before it can contend for
a slot from the other direction. Moreover, the authors did not discuss what value 
should be set.
4.1.3 Proposed MAT-MAC Protocol
To avoid the encounter collisions from vehicles running at opposite directions, Even-
Odd scheme is used that vehicles moving right are only allowed to reserve even slots
while vehicles heads left can only contend for odd slots. If the trac densities are
similar for the two directions, vehicles need to follow such even and odd scheme strictly.
However, if the trac densities are unbalanced, that is, low in one direction while high
in the other direction, vehicles heading the direction with denser trac will be allowed
to borrow some extra slots from the other direction. We make some assumptions that
exactly follow the basic ADHOC MAC [39] protocol.
1. Every vehicle broadcasts a FI message at every frame which includes its own and
each one-hop neighbor's occupying slot information.
2. Every vehicle keeps the slot information about its one-hop and two-hop neighbors.
3. Each newly joining vehicle that has not obtained a slot and wants to get a slot needs
to listen to the channel for one frame. Then, they can randomly choose an available
slot assigned for its direction at the next frame for transmission.
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Slot Migration Scheme
An important issue caused by slot borrowing is the potential high probability of
encounter collision. If a vehicle randomly borrows a slot from the opposite direction,
its transmission may collide with others from the opposite direction. If the number
of borrowed slots is large, the partition scheme becomes meaningless and it cannot
eciently avoid encounter collisions anymore. Therefore, we design a Slot Migration
scheme which allows vehicles to borrow extra slots without suering encounter collisions
with others heading opposite direction.
The basic idea is to put the occupied slots in the front of each frame and lend out
slots from the tail of each frame. In this way, the borrowed slots and occupied slots
become disjointed and encounter collisions from vehicles heading dierent directions
can be prevented. A newly joining vehicle rst randomly contends for an available slot
for its direction. After it reserves a slot successfully, it needs to check if there are any
\hole" before its current reserved slot. Here a \hole" means the non-adjacent even or
odd slots. A vehicle needs to check the occupied slots of all its neighbors within two-hop
range at the same direction. If a \hole" is found, slot migration will be processed to
ll this \hole". Before a vehicle migrates to another slot, it needs to announce where
it will switch to using its original slot. A vehicle cannot access a slot that has been
announced by another vehicle to reserve. In this way, the contention collisions among
migrating vehicles and newly joining vehicles can be avoided. Such announcement also
indicates that the current slot will become available and open for contention from next
frame. Therefore the Slot Migration will not cause slot wasting.
Notice here that vehicles may have dierent neighbors within two-hop range so their
slot arrangements in a frame may not be the same. For example, in Figure 4.1, vehicle
heading left are occupying odd slots while vehicles running to the right are reserving
even slots. Vehicle B, C, D, E, F, G, X and Y are all the neighbors of vehicle A within
two-hop. However, vehicle C, D and E are not in the two-hop range of X and Y. From
vehicle A's point of view, there is no \hole" ahead of its current slot (slot 3) so no
migration is needed. On the other hand, from the view of vehicle X, there is a \hole" of
slot 1 so it will migrate to slot 1. Since vehicle X will announce its migration and Y's
slot locates behind X's slot, Y is able to learn that slot 1 will be lled by X. Therefore,
vehicle Y will migrate to slot 5 to ll the \hole" between Slot 3 and 9. Figure 4.2 shows
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the slot arrangements and migration processes for vehicle A, X and Y respectively.
Figure 4.1: Trac Scenario for Slot Migration
(a) Migration From A's View (b) Migration From X's View
(c) Migration From Y's View
Figure 4.2: Example of Slot Migration
Slot Borrowing and Returning
The slot borrowing decision is made base on the real-time trac condition and the
contention collision probabilities on both directions. On the one hand, if the contention
collision probability is too high in one direction, vehicles in this direction should begin
to consider borrowing slots. On the other hand, they need to make sure that vehicles
in the opposite direction where the slots will be borrowed from can aord lending out
these slots temporarily. Meanwhile, if the dierence of contention collision probabilities
between the two directions is not too large, that is, the trac densities on the two
directions are similar to each other, the slot borrowing is unnecessary and may greatly
impact the direction that lend out the slots. Therefore, we set three borrowing condi-
tions for each vehicle to decide whether it should borrow slots from the other direction
or not:
1. The contention collision probability of the same direction is larger than the Borrow-
ing Threshold TB
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2. The contention collision probability of the opposite direction is not larger than the
Borrowing Threshold TB
3. The dierence of contention collision probability between the two directions is larger
than the Dierence Threshold T
Once a vehicle nds that all the borrowing conditions have been satised, extra slots
originally assigned for the other direction at each frame will be marked as borrowed.
A one bit ag is added for each slot to indicate if this slot has been borrowed or not.
Such borrowing information will be included in the FI messages and broadcasted at
each frame until being returned. Notice here that a slot borrowing decision can only be
made by a vehicle that already reserved a slot, since it is able to inform others about
the borrowing information. Newly joining vehicles heading to the same direction heard
such borrowing information are able to learn that extra slots are open for contention.
Vehicles in the opposite direction received such borrowing information are forbidden to
contend for these lend out slots. Meanwhile, the one-hop neighbors who received the
borrowing decision will check its contention collision probability. If they nd that all
the borrowing conditions are satised, they will also mark the borrowed slots.
In order to increase the slot utilization and balance the contention collision proba-
bilities, the number of borrowed slot is chosen to make the contention collision proba-
bilities on the two directions become similar to each other. Although VANET is a kind
of distributed system that every vehicle may have dierent contention collision prob-
abilities, the borrowing scheme cannot work if everyone borrows dierent numbers of
slots. Vehicles with dierent numbers of borrowed slots within two-hop range are hard
to cooperate with vehicles running on the opposite direction. Therefore, the vehicle that
rst makes the borrowing decision needs to decide the number of slots for borrowing and
other borrowing neighbors received the borrowing information only follow this number
of borrowed slots.
For slot returning, we consider two cases. One is that vehicles with borrowed slots
can handle the slot competitions well without borrowing extra slots. That is, the trac
density in this direction decreases. The other possible case is that vehicles who lent
out slots cannot aord such lending anymore, which means the trac density in this
direction increases. Thus, two returning thresholds TRL and TRH and two returning
conditions are set for each slot borrowed vehicle to decide whether it should return the
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slots or not:
1. The contention collision probability on the same direction is smaller than the Low
Returning Threshold TRL
2. The contention collision probability on the same direction is smaller than the High
Returning Threshold TRH and the one on the opposite direction is not smaller than
the TRH . Meanwhile, their contention collision probability dierence is larger than the
dierence threshold T
The returning condition 2 is similar to the borrowing condition. Once a vehicle with
borrowed slot nds that either the condition 1 or condition 2 is satised, it will return
its current borrowed slots by un-marking those borrowing ags. Generally, TRL is set
as a xed small percentage (like 2%) and TRH is initially set as the original borrow-
ing threshold TB. Both borrowing TB and returning threshold TRH are dynamically
adjusted. Similar to the borrowing processing, all the one-hop neighbors received the
returning information should check their own contention collision probability. If one of
the returning conditions is satised, the returning information will be prorogated and
the borrowed slots will be returned.
Dynamic Threshold Setting
Thresholds are used for making the borrowing and returning decisions. While Dif-
ference Threshold T and Low Returning Threshold TRL are xed value, Borrowing
Threshold TB and High Returning Threshold TRH are dynamically adjusted base on
the real-time trac conditions and previous borrowing decisions. This is for avoiding
unnecessary slot adjustments and slot thrashing problem. If the contention collision
probabilities of both directions become larger than the current TB but the dierence
between them is still smaller than the T , the slot borrowing is not allowed and TB will
be adjusted to TB+. Here  is a constant number stands for the adjusting percentage.
On the other side, if the contention collision probability for one of the directions reduces
to smaller than TB   2, the borrowing threshold will be adjusted to TB   .
When the slot borrowing happen, TRH is initially set as current TB and then the
borrowing threshold is changed to TB + . Such adjustment of borrowing threshold is
used for vehicles that already borrowed some slots but may need to borrow more with
heavier trac density. During slot borrowing, if the contention collision probabilities
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of both directions become larger than the current returning threshold TRH but the
dierence between them is still smaller than the T , TRH will be changed to TRH + .
And if the contention collision probability on one of the directions becomes smaller than
the TRH   , the returning threshold will be adjusted to TRH   .
4.1.4 Contention Collision Probability Estimation
In order to make the slot borrowing and returning decisions, vehicles need to estimate
the contention collision probability PC for both directions. PC is computed based on
the number of competing vehicles M and the number of empty slots N . The number
of empty slots N can be easily obtained from observing the slot arrangement at each
frame. Some papers have analyzed the contention collision probability and suggested
appropriate number of empty slots for dierent numbers of competing vehicles [57].
However, a practical issue that has not been mentioned is how to estimate the number
of competing vehicles. In this dissertation, we estimate the number of competing vehicles
M based on slot observation and packet collision detection. Slot observation provides the
number of competing vehicles through possibility point of view, while collision detection
is helpful for improving the estimation accuracy. Assuming there are totally M(i)
vehicles competing at frame i, the number of successful reserved vehicle MS(i) can be
learned through observing and comparing the slot arrangements at frame i and i + 1.
A vehicle also has the knowledge of the number of empty slots N(i) at frame i. The
probability PS(i) that a competing vehicle can successfully reserve a slot at frame i is
computed as Equation 4.1:
PS(i) = (1  1
N(i)
)(M(i) 1) (4.1)
Having M(i)  PS(i) = MS(i), we can solve the only unknown factor M by Lambert
Function as Equation 4.2:
M(i) =
W [MS(i) (1  1
N(i)
) ln(1  1
N(i)
)]
ln(1  1
N(i)
)
(4.2)
Besides estimating the number of competing vehicles through the possibility of suc-
cessful competing, we improve the estimation accuracy by adding collision detection
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information. If a vehicle nds that no collision happen at frame i, the number of com-
peting vehicles will be exactly the number of successful competing vehicles MS(i). On
the other hand, if a vehicle nds that there are C(i) collisions happened at frame i, it
learns that there are at least 2C(i) vehicles that failed the contention. Therefore, the
nal estimation of the number of competing vehiclesM 0(i) can be expressed as Equation
4.3:
M 0(i) =
8<:MS(i) if C(i) = 0MAX[M(i);MS(i) + 2C(i)] if C(i) 6= 0 (4.3)
4.1.5 Simulation and Performance Evaluation
We evaluate the performance of our proposed MAT-MAC protocol and compare it
with ADHOC MAC [39], Even-Odd MAC [60] and VeMAC [55]. MATLAB and SUMO
are used to construct a simulation environment. SUMO is a trac simulator that
generates a real world mobility model includes road map and vehicles' moving patterns.
MATLAB is used for building a VANET communication environment with the MAC
protocols implementation. As shown in Figure 4.3, we use part of highway I-94 MN
for our simulation. There are several entrances and exits on the highway. Vehicles can
enter the highway from any one of the entrances or the beginning of the road while leave
through any one of the exits or the end of the road. Dierent Trac Balanced Rates
are tested in the simulation. The Trac Balance Rate (TBR) is dened as the ratio of
the number of vehicles in the direction with sparser trac to the number of vehicles in
the direction with denser trac. Therefore, the trac densities are exactly the same
for the two directions when TBR is equal to 1 and a small TBR means a scenario with
severe unbalanced trac densities. The detailed simulation parameters are summarized
in Table 4.1.
Although VeMAC only evaluated the performance of VeMAC-0 which has no toler-
ance for the contention collision and VeMAC-inf that has innite tolerant for the con-
tention collision, we also test the performances of VeMAC-1 and VeMAC-5. VeMAC-1
and VeMAC-5 allow vehicles to contend for all the available slots after 1 and 5 times
contention failures respectively. Note here that the slot arrangement of VeMAC-0 is
similar to the ADHOC MAC while the VeMAC-inf equals to the strict Even-Odd MAC.
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Figure 4.3: Road Map for Simulation [4]
Table 4.1: Parameter Settings for MAT-MAC Simulation
Highway Road Length 5000m
Vehicle Max Speed 30m/s
Number of Slots in Each Frame 80
Per Frame Length 0.1s
DSRC Communication Range 300m
Total Number of Generated Vehicles 600
Simulation Time 400s
Number of Collisions
We rst evaluate the total number of packet collisions, including both contention
collisions and encounter collisions. As shown in Figure 4.4, every bar is separated into
two parts by a black line. The part below the line stands for the number of contention
collisions while the part above the line is the number of encounter collisions. With 0.8
and 1 TBR, all the protocols except ADHOC MAC work great with a small number
of collisions. Since no slot partition is used, ADHOC MAC suers large number of
encounter collisions. On the other hand, the number of contention collisions of ADHOC
MAC is not greatly impacted by dierent TBRs. Since the trac densities are kind of
balanced for 0.8 and 1 TBRs, VeMAC-5 and our MAT-MAC work similar to Even-Odd
and no slot borrowing is involved. VeMAC-1 introduces a few extra encounter collisions
since vehicles borrow slots from the opposite direction even if the trac densities are
balanced.
However, when we decrease the TBR to 0.4 and 0.2, the performance of Even-Odd
MAC sharply degrades with large number of contention collisions since no slot adapta-
tion scheme is applied. For VeMAC-5, a vehicle has to wait for ve times of contention
collisions before it can borrow slots. Therefore, the number of contention collisions is
not eciently decreased. Both VeMAC-5 and VeMAC-1 introduce additional encounter
collisions from vehicles running to the opposite directions because vehicles randomly
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borrow slots from the other direction, especially for VeMAC-1. Since VeMAC does not
adapt the slot based on the real-time trac condition, the timing of slot borrowing may
be unsuitable. For our MAT-MAC, extra slots are borrowed before a vehicle begins the
slot contention based on the contention collision probability. The migration scheme is
also helpful for avoiding the encounter collisions from vehicles driving to the opposite
directions. Therefore, our MAT-MAC protocol performs the best with the least number
of packet collisions for dierent TBRs. With 0.2 TBR, comparing with ADHOC MAC,
Even-Odd, VeMAC-1 and VeMAC-5, MAT-MAC has 78.1%, 78.6%, 42.1% and 56.7%
fewer collisions respectively.
Figure 4.4: Total Number of Packet Collisions
Slot Utilization
Slot utilization is another important factor for evaluating TDMA based MAC pro-
tocols. It is dened as the ratio of number of vehicles that have occupied slots within
two-hop range to the total number of slots in a frame. Since dierent vehicles have
dierent slot arrangements, we measure the average slot utilization from all the vehicles
at every time unit and focus on the maximum slot utilization during the simulation. As
shown in Figure 4.5, MAT-MAC has better performance since it dynamically adapts the
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numbers of slots of the two directions based on the real-time trac condition. With-
out slot adaptation, the slot utilization of Even-Odd is substantially impacted by small
TBRs. Even if there are still a lot of empty slots left for the direction with sparse trac,
the direction with dense trac suers high contention collision probability or even faces
the predicament that no empty slot left for this direction. Since VeMAC-1 and VeMAC-
5 cannot eciently reduce the number of contention collision and introduce additional
encounter collisions, their performances are not signicantly improved. Although AD-
HOC MAC is not greatly impacted by dierent TBRs, the large number of encounter
collisions potentially inuences its performance. With 0.2 TBR, MAT-MAC has 8.7%,
5.4% and 7.6% higher maximum slot utilization comparing to Even-Odd, VeMAC-1 and
VeMAC-5 respectively.
Figure 4.5: Maximum Average Slot Utilization
Table 4.2 shows the number of unnecessary failed contentions that happen when all
the slots assigned for the direction with dense trac have been reserved but there are
still some empty slots left for the direction with sparse trac. These contention failures
are unnecessary since they can be fully prevented if the number of available slots for
each direction is well adjusted. Such contention failure does not happen with 0.6, 0.8
and 1 TBRs since the dierences of the trac densities on the two directions are not
large enough. Although VeMAC-1 and VeMAC-5 can somehow reduce the number of
contention failures, they cannot fully avoid such unnecessary failures. This is because
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that the slot borrowing is not allowed before contention collisions really happen even
current contention collision probability is already very high for one direction. For both
ADHOCMAC and MAT-MAC, no such contention failure happens no matter what TBR
has been set. While ADHOC MAC does not employ disjoined slot sets for vehicles in
dierent directions, our MAT-MAC is able to adjust the number of available slots for
each direction to prevent the high contention collision probability. Therefore, the slots
for the direction with dense trac will not be used up unless both directions have really
high trac densities.
Table 4.2: Number of Unnecessary Contention Failures
MAC Protocol TBR=0.2 TBR=0.4 TBR=0.6, 0.8, 1
ADHOC MAC 0 0 0
Even-Odd 236 66 0
VeMAC-1 16 8 0
VeMAC-5 64 38 0
MAT-MAC 0 0 0
Contention Collision Probability
Besides, we investigate the eect of dierent TBRs on the probability of contention
collision which is the ratio of the number of contention collisions to the total number
of contentions. Figure 4.6 displays the contention collision probabilities of the ve
MAC protocols. When TBR is set as 0.8 or 1, all the four protocols using slot partition
perform better than AHDOCMAC around 1% since the number of competing vehicles is
decreased for each direction. However, the contention collision probabilities of Even-Odd
and VeMAC-5 severely increase for 0.2 and 0.4 TBRs. Both VeMAC-1 and MAT-MAC
are helpful for preventing high contention collision probability. But since MAT-MAC can
adapt the number of slots for each direction before the happening of high contention
collision probability, it decreases the contention collision probability more eciently
than the VeMAC-1. Comparing to Even-Odd, VeMAC-1 and VeMAC-5, MAT-MAC has
44%, 1.6% and 17% smaller contention collision probabilities respectively when TBR is
equal to 0.2. Although ADHOC MAC has the smallest contention collision probabilities
under unbalanced trac scenarios, the large number of encounter collisions signicantly
degrades its performance for two-way trac.
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Figure 4.6: Overall Contention Collision Probability
4.1.6 Conclusion
In this dissertation, we propose a new Migration-based Adaptive TDMAMAC proto-
col (MAT-MAC) for decreasing the number of both encounter collisions and contention
collisions while maintaining high slot utilization even under the scenario with unbal-
anced trac densities. The number of slots assigned for each direction can be dynami-
cally adjusted based on current trac condition and the estimated contention collision
probability. Our simulation results show the eectiveness of the proposed protocol on
reducing the total number of collisions and keeping high slot utilization.
4.2 PTMAC: A Prediction-based TDMA MAC Protocol
for Reducing Packet Collisions in VANET
4.2.1 Introduction
Although MAT-MAC shows it eciency on reducing the number of encounter and
contention collisions while maintaining high slot utilization, it cannot eliminate the
encounter collisions among vehicles along the same direction. Vehicles currently behind
may catch up with and pass over other vehicles. Furthermore, none of the previously
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proposed MAC protocols work well at four-way intersections which are much more
complicated than the two-way trac. Encounter collisions caused by vehicles from
dierent directions cannot be avoided anymore. Therefore, instead of using slot partition
method, we design a new Prediction-based TDMA MAC protocol (PTMAC) to reduce
the probability of encounter collision. To the best of our knowledge, PTMAC is the
rst protocol that is designed for both two-way trac and four-way intersections. Our
main contributions can be summarized as follows:
 Designing a new Prediction-based TDMA MAC protocol (PTMAC) for decreasing
the probability of encounter collisions while maintaining high slot utilization and
without introducing additional overheads. Most of the encounter collisions can be
predicted and potentially eliminated before they really happen. The prediction is
based on the vehicle information that is already provided to support safety related
application.
 Our newly designed PTMAC protocol is demonstrated to be suitable for both
two-way trac scenario and four-way intersections in an urban area. Unbalanced
trac densities will not degrade the performance of PTMAC.
 Through measuring and comparing our PTMAC protocol with the basic ADHOC
MAC protocol in [8] and Even-Odd TDMA MAC in [11], we show that PTMAC
has better performance with smaller number of collisions and higher delivery rate
for both two-way and four-way intersection scenarios regardless of the trac loads
on dierent road segments.
In the following, we introduce our proposed PTMAC protocol under two-way sce-
narios in Section 4.2.2 and extent it for four-way intersections in Section 4.2.3. Detailed
performance analysis of ADHOC MAC, Even-Odd MAC and our proposed PTMAC is
provided in Section 4.2.4. In Section 4.2.5, we evaluate the performance of our PT-
MAC protocol and compare it with other two TDMA-based MAC protocols proposed
in previous studies and Section 4.2.6 gives a conclusion of our work.
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4.2.2 PTMAC Protocol for Two-way Trac
We have made an important observation that most of the encounter collisions can
be predicted and potentially avoided based on vehicles' moving patterns and the trac
condition. Therefore, instead of using slot partition method, we propose a novel MAC
protocol that takes advantage of prediction to remove potential collisions. Our PTMAC
protocol is described under two-way trac scenario in this section and it will be ex-
tended to four-way intersections in the next section. For both two-way and four-way
scenarios, there are three steps need to be processed in PTMAC protocol: Potential
Collision Detection, Potential Collision Prediction and Potential Collision Elimination.
A potential collision needs to be detected rst. Then we can predict if this potential
collision will really happen in the future based on the real-time trac condition and
moving patterns of vehicles. Finally, we reschedule the slots to eliminate this potential
collision. Detailed descriptions of these three steps will be provided in the following
of this section. Notice that the collisions we mention here means encounter collisions,
so as the following of this work, unless we point out that it is a contention collision.
Recall that in a TDMA based protocol, each vehicle will rst contend for an empty slot
in a frame. It will continuously use this slot if it successfully transmitted rst time. A
contention collision happens if multiple vehicles within two-hop communication range
contend for the same slot. An encounter collision is caused by two vehicles approaching
each other while using the same slot in a frame.
Assumptions
Firstly, some assumptions are made based on the basic TDMA MAC protocol that
has been proposed in VANET:
1. Every vehicle broadcasts a message at every frame which includes its own and each
one-hop neighbor's location, speed, moving direction and occupying slot information.
Most of the information are required by safety related applications.
2. Every vehicle keeps the information about its one-hop and two-hop neighbors which
are shared by its one-hop neighbors.
3. Each newly joining vehicle that has not obtained a slot and wants to get a slot needs
to listen to the channel for one frame. Then, they can randomly choose an available
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slot at the next frame for transmission.
4. Each vehicle is equipped with a GPS device that provides the information about its
own location, moving direction and speed. Road information like road length is also
available. Such information can also be obtained from RSU broadcasting.
The assumptions about the slot information follow the ADHOC MAC proposed
in [39]. ADHOC MAC does not need additional information other than the frame in-
formation and works well for one-way trac. PTMAC needs more vehicle information
for predicting the potential encounter collisions. Fortunately, information like vehicle
speeds, locations and moving directions are generally required by most of the applica-
tions for safety purposes. Thus, PTMAC can directly take advantage of this information
without introducing additional overheads.
To support most of the safety related applications, USDOT considers two types of
safety messages as helpful for disseminated: event-driven messages and periodic mes-
sages [20]. The Event-driven messages are sent when a dangerous condition is detected.
Meanwhile, the periodic messages are broadcasted by every vehicle periodically. It usu-
ally contains the vehicle status information like speed, position and moving direction.
Since each vehicle is able to aware of its neighbor vehicles, unsafe situation can be
avoided. This type of packets is required to be broadcasted frequently enough in order
to provide the most updated information. The Vehicle Safety Communications consor-
tium (VSCC) suggests that the periodic messages should be broadcasted at a frequency
of at least 10 messages per second. Example applications identied by VSCC include
trac signal violation warning, curve speed warning, emergency electronic brake lights,
pre-crash warning, cooperative forward collision warning, left turn assistant, lane-change
warning, and stop sign movement assistant [19]. The packet size basically ranges from
200 to 500 bytes [61] and SAE [62] dened over 70 data elements and how many bits
each element required. About 30 elements are commonly used for safety related ap-
plications. Therefore, there is typically no additional overhead introduced by PTMAC
since the vehicle information has already been provided for ensuring the trac safety.
Potential Collision Detection
We start from the rst step of our PTMAC protocol: how to detect a potential
encounter collision. In order to detect the potential collisions that may happen between
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vehicles currently out of each other's two-hop range, each vehicle needs to learn the in-
formation of its neighbors at least three-hop away. The most naive solution is to require
every vehicle to broadcast the information of its two-hop neighbors in addition to its
one-hop neighbors. The major drawback of this approach is that signicant overheads
will be introduced with longer packet length. Therefore, to avoid such additional over-
heads, we use \intermediate vehicles" to detect the potential collisions between vehicles
currently out of two-hop range. Since each vehicle is able to obtain the information of
its two-hop neighbors from its one-hop neighbors, the intermediate vehicles are able to
get knowledge of its two-hop neighbors ahead and two-hop neighbors behind. In this
way, these intermediate vehicles can detect potential collisions between vehicles three or
four-hops away that are reserving the same slot. This is the most essential observation
for our proposed protocol. Notice that if the trac density is very low, intermediate
vehicle may not exist between two vehicles with a potential collision. In this case, the
PTMAC protocol still works and performs similar to ADHOC MAC. Vehicles get en-
counter collision will re-contend for an available slot to transmit packet. Meanwhile,
the packet collision will not become a problem in such sparse trac condition.
Figure 4.7: Potential Collision Detection for Vehicles from the Same Direction
The process of potential collision detection can be described as: Based on the mes-
sage containing the frame information received from other vehicles (one-hop neighbors),
every vehicle needs to check if any two of its one-hop or two-hop neighbors are occupy-
ing the same time slot. Every vehicle learns the information of its two-hop neighbors
from its one-hop neighbors. So a potential collision can be detected among two vehicles
at most four-hop away. Actually, since each vehicle tries to avoid reserving the same
slot with other vehicles within two-hop range, a potential collision can only be detected
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between two vehicles that are three-hop or four-hop away. However, since two vehicles
with four-hop potential collision are still far away from each other and will be safe for
a period of time, we only need to concern the potential collisions detection for vehicles
that are thee-hop away. For example, Figure 4.7 and 4.8 display the potential colli-
sions that are detected among vehicles at the same direction and opposite directions
respectively. In both cases, vehicles A and B are currently three-hop away. They are
occupying the same slots i but they cannot nd this potential collision by themselves.
Instead, the intermediate vehicles X and Y have the slot information about both A and
B, so they are able to detect this potential collision between A and B.
Figure 4.8: Potential Collision Detection for Vehicles from the Opposite Directions
Potential Collision Prediction
When an intermediate vehicle I detects a potential collision between two other vehi-
cles, let's say vehicle A and B, it needs to predict whether A and B will \encounter" each
other and the potential collision is really going to happen. The \encounter" means that
two vehicles come into two-hop communication range of each other. This prediction
can be done based on the current locations, the speeds and moving directions of these
two vehicles. A potential collision that is predicted to happen is considered as \active".
We classify the potential encounter collisions into two types: potential collisions among
vehicles running at the same direction and among vehicles driving at the opposite di-
rections. Dierent methods will be used for these two types of potential collisions to
predict if they are active or not.
Firstly, we explain the same direction potential collision prediction. For vehicles
running along the same direction, they are likely to catch up with each other if the one
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behind has much faster speed. The distance between two vehicles may shorten to or
less than two-hop communication range (2R) in a short duration of time from now due
to their speed dierence. Assuming vehicle A locates behind B and they are occupying
the same slot, this potential collision is regarded as active if the distance between them
can be reduced to 2R in a short duration of times, where R is the communication range
of a vehicle. This is shown in Equation 4.4.8><>:
(Va   Vb) T  D   2R (ifVb < Va)
T = minfK; Lb
Vb
g
(4.4)
Va and Vb are the speeds of vehicle A and B respectively. Lb is the length of the
road that B has not nished and D is the current distance between A and B. T stands
for a short duration time which is used to check if vehicle A and B can run into two-
hop range of each other within this short duration T or not. It is unnecessary for
a potentially collided vehicle to change its slot too early. If two potential collided
(in terms of transmission) vehicles will not encounter each other within time T, the
potential collision can be removed later. K represents a short period of time that
enables a potentially collided vehicle to change its slot with high success probability.
It is still possible that a potentially collided vehicle can safely switch its slot to a new
slot, but get a potential collision with another three-hop neighbor. If we set a larger
K, the potentially collided vehicle will have multiple chances to switch its slot and
higher probability of removing the collision can be achieved. On the other hand, if
we set K to be too large, the original slot for the potentially collided vehicle will be
open for competition and other vehicles may take over this slot. In this case, a new
potential collision may appear right away and the whole process needs to be done again.
Therefore, a smaller K can save resource and slot utilization. T equals to either K or the
time before B leaves the road, depends on whichever is smaller. Since T is a really short
period of time (for example, less than 1s), we regarded Va and Vb as constant within T
and their variability is less important. If A is faster than B and Equation 4.4 is satised,
this potential collision is considered as active and has to be eliminated. Otherwise, if Va
is not larger than Vb or Equation 4.4 is not satised, this potential collision is currently
harmless.
For vehicles running at opposite directions, potential collisions may be detected
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between vehicles that are running toward each other or farther away from each other.
An example is shown in Figure 4.9. Vehicles A and B are reserving the same slot and
driving toward each other. Thus, the potential collision detected by intermediate vehicle
I1 and I2 will denitely happen in the future. On the other hand, if intermediate vehicle
I 01 and I 02 detect a potential collision between vehicle A and B', this collision can be
ignored since A and B' are running farther away from each other. We set two conditions
for intermediate vehicles to check if the potential collided vehicles are approaching or
running farther away from each other:
1. The intermediate vehicle nds that one of the potential collided vehicles which
running at the same direction locates behind it.
2. Meanwhile, the other potentially collided vehicle which running at the opposite
direction locates ahead of it.
If both conditions are satised, the intermediate vehicle knows that two potential
collides vehicles are approaching each other. Otherwise, this potential collision can be
ignored. Assuming the DSRC communication range is 300m and vehicle speeds are
around 30m/s (67Mph) on highway, for a three-hop away potential collision, the time
to shorten the distance between two potential collided vehicles to two-hop range is about
5s. Therefore, there are plenty of times for a potentially collided vehicle to change its
slot since every vehicle needs to broadcast its information at least every 100ms which
is required by most of the safety related applications. Similar to the same direction
collision cases, only if the distance between A and B can be reduced to 2R in a short
duration of time T, the potential collision is considered as active. This is shown in
Equation 4.5.
(Va + Vb) T  D   2R (4.5)
Where T equals to the K in Equation 4.4. When an intermediate vehicle nds that two
potential collided vehicles are approaching each other and Equation 4.5 is satised, it
regards this potential collision as active.
Potential Collision Elimination
If an active potential collision is found, we need to prevent this collision to happen
in the near future. One of the potential collided vehicles needs to give up its current
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Figure 4.9: Potential Collision Prediction for Vehicles from the Opposite Directions
reserved slot and switch to another available slot. Since there may be multiple inter-
mediate vehicles detect the same potential collision, we need to select one of them to
handle this potential collision. Then the selected intermediate vehicle has the responsi-
bility to decide which one is the \switching vehicle" to release its current reserved time
slot. Finally, the switching vehicle needs to switch to another empty slot after receiving
a switching notication from the responsible intermediate vehicle. Recall that we only
focus on the potential collisions detected between vehicles three-hop away.
The basic rule is selecting the potentially collided vehicle which is a one-hop neighbor
of the responsible intermediate vehicle as the switching vehicle. There may be more
than one intermediate vehicle that can detect the same potential collision. When an
intermediate vehicle nds an active potential collision, it rst listens to the channel
until its own reserved slot comes. If it has not received any notication from others
about this active potential collision, it becomes the responsible intermediate vehicle
to broadcast a notication about this potential collision. Meanwhile, the potentially
collided vehicle within one-hop of this responsible intermediate vehicle is selected as the
switching vehicle. In this way, the responsible intermediate vehicle can directly inform
the switching vehicle without further forwarding. Notice here that the intermediate
vehicles detect the same potential collision must be in the communication range of each
other. Thus they are able to receive the notication about the potential collision from
each other.
A one bit ag will be added into the broadcasted Frame Information (FI) of the re-
sponsible intermediate to indicate that a slot has an active potential collision. Assuming
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(a) Before Potential Collisions Elimination (b) After Potential Collision Elimination
Figure 4.10: Example of Potential Collision Elimination
slot i is currently occupied by the switching vehicle A, the responsible intermediate vehi-
cle will broadcast its FI with an active ag on slot i. Therefore, when vehicle A receives
the FI from the intermediate vehicle, it nds its slot will conict with another vehicle
and can conclude that it has to change its slot. Other intermediate vehicles found the
same active potential collision can just broadcast their FIs without adding an active
ag on the same slot. After the switching vehicle changes to a new slot, it will update
its FI and transmit using its new slot. Vehicles that received such updated FI from A
will update their frame information. We can also allow a switching vehicle to use its
original slot one more time to preannounce which slot it will switch to. In this way,
other vehicles received such messages can avoid selecting the same slot. The contention
collisions among multiple switching vehicles from dierent potential collisions and newly
joining vehicles can be prevented.
We take Figure 4.9 as an example and the original slot arrangement is shown as
Figure 4.10 (a). Vehicle A and B are occupying the same slot 3. This potential collision
will be detected by both the intermediate vehicle I1 and I2. Since I1 has not received
any notication about the detected potential collision, it will become the responsible
intermediate vehicle who needs to broadcast a notication about this potential collision.
As I1's one-hop neighbor, vehicle A will be selected as the \switching vehicle". Mean-
while, since the slot of vehicle I2 is behind the slot of I1, I2 is able to hear the switch
notication from I1 and does not need to broadcast a duplicated notication. As shown
in Figure 4.10 (b), when vehicle A receives the notication, it will randomly switch to
another available slot. After A switches to a new slot, all its neighbors will update their
Frame Information about A. Therefore, the potential collision between vehicle A and B
can be eliminated before it really happens.
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4.2.3 PTMAC Protocol for Four-way Trac
More Assumptions and Trac Model
After explaining our PTMAC under two-way trac scenario, we extend it into a
four-way intersection scenario. Vehicles can drive at four possible directions: North,
South, West and East. We consider a Trac Light Model in which the intersection has
trac light for controlling the trac from all four directions. Vehicles can go straight,
turn right, turn left or make a U-turn at a four-way intersection. More assumptions
besides what we mentioned in Section 3 are made for four-way trac:
1. Each vehicle periodically broadcasts their turning direction at the coming intersection
before passing the intersection. This information can come from the turning left/right
signal or from GPS device base on a predetermined route.
2. The location of an intersection and the phases of its trac lights are provided by
RSU broadcasting.
The PTMAC protocol still processes with the three steps for four-way intersection
scenario. The steps of Potential Collision Detection and Potential Collision Elimina-
tion are similar to what we described in the two-way trac scenario. We will focus
on explaining the most dierent part: Potential Collision Prediction under four-way
scenario. We further separate the Potential Collision Prediction into two parts: road
segment prediction and intersection prediction. The road segment prediction concerns
the collisions between vehicles running on the same road segment, either heading the
same direction or the opposite directions. The intersection prediction pays attention
to the potential collisions among vehicles driving on dierent road segments while ap-
proaching to or leaving the intersection. Since the road segment prediction is the same
as what we has explained in two-way trac scenario, we concentrate on describing the
intersection prediction which is used to check whether two vehicles are currently out of
two-hop range and reserving the same slot will encounter each other or not.
Potential Collision Prediction at An Intersection
We take an example of four-way intersection scenario as shown in Figure 4.11 to
explain our PTMAC protocol. Vehicles A and B are occupying the same slot i and
are currently three-hop away from each other. After the intermediate vehicle X and Y
65
detected this potential collision, they need to predict whether this collision is active or
not. We consider the potential collision prediction in three possible cases based on the
current locations of two potentially collided vehicles A and B. The rst case is that both
A and B have passed the intersection. The second case is that one of them has passed
the intersection while the other one has not. The third case is that none of them have
passed the intersection.
Figure 4.11: Example of Potential Collision Prediction for Four-way Trac
In the rst case, both A and B already passed the intersection and are driving away
from the intersection. If A and B have turned to dierent directions, they are running
farther away from each other and no collision will happen. If A and B have turned to
the same direction, the prediction problem becomes the road segment prediction. The
second possible case is that A has already passed the intersection, but B has not. B
will turn to the same direction or dierent direction with A's. If B did not encounter
A before it passes the intersection and turns to the same direction as A, the problem
will become road segment prediction again. On the other hand, if B did not encounter
66
A before it passes the intersection and turns to a dierent direction, their distance will
become larger and they have no more chance to encounter each other. Thus, we only
need to check whether the potential collision is active before B passes the intersection.
We also consider the third case that neither A nor B has passed the intersection.
The distance between these two vehicles will be shortened before one of them passes
the intersection. Assuming A passes the intersection rst, if A turns to the opposite
direction of B's current driving direction of the same road segment, then the problem
becomes road segment prediction. If A turns to other directions, then the problem
becomes similar to the second case. Thus, for this case, we only need to check whether
the potential collision is active or not before one of A and B passes the intersection. We
summarize all the cases in Table 4.3.
Table 4.3: Intersection Collision Prediction with Dierent Positions of Vehicle A and B
A passed B passed Action of Intermediate Vehiclep p
N/Ap  Check if potential collision is active before
B passes intersection
  Check if potential collision is active before
one of A and B passes the intersection
In order to check whether two vehicles can encounter each other before passing the
intersection, we rst need to compute when they will pass the intersection. Based on a
travel time estimation model proposed in [63], we develop an improved model to estimate
the travel time that a vehicle needs before it passes the intersection. We provide more
accurate estimation with the help of VANET communication and real-time information.
The total travel time Tt from vehicle's current position to the intersection is separated
into two components: signal delay time Ts and cruise time Tc. Vehicles' behaviors are
complicated when they approaching to the intersection and they are greatly inuenced
by the trac lights, especially when they need to wait for a red signal. We use the
simplied Webster formula which is the widely used model to estimate the signal delay.
It is computed based on the trac light phases, trac volume (vehicles/sec) and degree
of saturation. The degree of saturation is the trac volume to capacity ratio. The
capacity is the maximum rate at which vehicles can pass through a point in a period of
time. Both the capacity and the trac volume can either be estimated by an individual
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vehicle or from RSU broadcasting. Knowing the current locations and speeds of all its
two-hop neighbors, an intermediate vehicle can compute the number of vehicles passing
a point in a period of time and then get the trac volume. Actually, this information is
also widely used in many trac control applications like intelligent trac light [64]. Each
vehicle also receives the red and green light phases information at an intersection from
RSU broadcasting. Therefore the signal delay can be calculated by the intermediate
vehicle.
On the other hand, we modify the model in [63] by computing the cruise time based
on real-time trac information from vehicles periodically broadcasting information in-
stead of using loop detector. The cruise time will be the time cost from a vehicle's
current location to the end of the queue at an intersection. Since every vehicle has
its two-hop neighbor's location and speed information, one simple way to estimate the
queue length is counting the number of vehicles whose speeds are 0. Therefore, an
intermediate vehicle is also able to compute the cruise time of two potentially collided
vehicles. Actually, the way we compute cruise time is more accurate than that in [63],
since they considered the cruise time is from a vehicle's current location to a x point
(loop detector) regardless of the current queue length.
We set Ta and Tb as the total travel times needed for A and B to pass the intersection
respectively. La and Lb stand for the current distance from A and B to the intersection
respectively. Va and Vb are the speeds of vehicles A and B. We regard Va and Vb as
constant in a short period of time. Tac and Tbc are the cruise times of vehicles A and
B while Taq and Tbq are the waiting times of vehicles A and B respectively. If they do
not need to wait for the signal, the cruise time will be exact the total travel time. For
the second case that A already passed the intersection, if Va < Vb, then we directly
check if Equation 4.6 or 4.7 is satised or not. K is the short duration of time that
we set for switching vehicle to change slot. If K < Tb, Equation 4.6 is used. If K 
Tb, then Equation 4.7 will be checked. In Equation 4.6, the rst sub-equation checks
two vehicles that are running at dierent directions and dierent road segments. The
second sub-equation is used for two vehicles running at the same direction but dierent
road segments. Similarly, in Equation 4.7, Y and Y' are used for two vehicles that
are running at dierent directions and the same direction on dierent road segments
respectively. The shortest distance between A and B may appear at two points: when
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B reaches the waiting queue and when B is passing the intersection. Therefore, we
check both points. X in Equation 4.7 estimates the distance between A and B when B
reaches the waiting queue. Y or Y' stands for the distance between A and B when B is
passing the intersection. If Equation 4.6 or 4.7 can be satised, the potential collision
is considered as active.8>>><>>>:
p
(La + Va  T )2 + (Lb   Vb  T )2  2R
(La + Lb) + (Va   Vb) T  2R
T = minfK;Tbcg
(4.6)
8>>>>>><>>>>>>:
X = La + Va  Tb
Y =
p
(La + Va  Tbc)2 + (Lb   Vb  Tbc)2
Y 0 = (La + Lb) + (Va   Vb) Tbc
minfX;Y (Y 0)g  2R
(4.7)
For the third case, assuming Tb > Ta, that is, vehicle A will pass the intersection rst,
Equation 4.8 or 4.9 will be used to check if the distance between A and B can reduce
to 2R or smaller before A passes through the intersection. If K < Ta, then Equation
4.8 is used while Equation 4.9 will be checked when K  Ta. In Equation 4.8, the rst
sub-equation checks two vehicles that are running at dierent directions and dierent
road segments. The second sub-equation is used for two vehicles that are running at the
same direction but dierent road segments. Equation 4.9 checks the distance between
A and B when A is passing the intersection. If Equation 4.8 or 4.9 is satised, this
potential collision is active. Otherwise, we need to check whether the distance between
A and B can be reduced to 2R or smaller before B passes the intersection using Equation
4.6 or 4.7. This becomes the same situation as the second case.8>>>>>><>>>>>>:
p
(La   Va  T1)2 + (Lb   Vb  T2)2g  2R
(La   Va  T1) + (Lb   Vb  T2)  2R
T1 = minfK;Tacg
T2 = minfK;Tbcg
(4.8)
698<:Lb   Vb  T  2RT = minfTa; Tbcg (4.9)
4.2.4 Performance Analysis
In this section, we provide a detailed performance analysis of ADHOC MAC, Even-
Odd MAC and our proposed PTMAC protocol.
Probability of Contention Collisions
As a reminder, there are two types of collisions: contention collision and encounter
collision. We rst investigate the contention collisions probability of the three MAC
protocols. N denotes the totally number of slots in each frame. NE and NR stand for
the number of empty slots and reserved slots respectively. M is dened as the number
of new joining vehicles within two-hop communication range. They currently do not
occupy slots but are trying to compete for slots. Here we only consider the case that M
is larger than 1. Otherwise, no contention collision will happen. For the basic ADHOC
MAC protocol, if NE is greater than 1, the probability that a vehicle among these M
competitors can reserve a slot successfully is computed as Equation 4.10. If the NE is
less or equal to 1, the contention collision will denitely happen and no one can make
a reservation successfully.
PS = (1  1
NE
)M 1 (4.10)
If the number of current empty slots is equal to or larger than the number of com-
petitors, that is, NE M , then the probability that all theseM vehicles can successfully
gain a slot is computed as Equation 4.11. Since PTMAC does not use slot partition
method, the way of computing the contention collision probability for PTMAC is similar
to ADHOC MAC.
PALLS =
QM 1
i=0 (NE   i)
NE
M
(4.11)
For Even-Odd MAC protocol, the total number of available slots is halved for each
direction. Assuming the trac densities are totally balanced for both directions, there
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will be NE2 empty slots left for each direction. The contention collision can be analyzed
in two cases. In the rst case, if there are M number of competing vehicles from the
same direction and NE2 is greater than 1, the probability that one of them can reserve
a slot successfully is computed as Equation 4.12.
PS = (1  2
NE
)M 1 (4.12)
Then if NE2  M , the probability that all these M vehicles gain a slot successfully
is computed as Equation 4.13.
PALLS =
QM 1
i=0 (
NE
2   i)
(NE2 )
M
(4.13)
In another case, if there are totally M competing vehicles within two-hop commu-
nication range, half of them are running to the left while half of them are driving to
the right, the probability that one of them can reserve a slot successfully is computed
as Equation 4.14. And if NE  M , the probability of all these M vehicles gaining slots
successfully in this case will be computed as Equation 4.15.
P 0S = (1 
2
NE
)
M
2
 1 (4.14)
P 0ALLS = (
QM
2
 1
i=0 (
NE
2   i)
(NE2 )
M
2
)2 (4.15)
Therefore, we can see that when using Even-Odd MAC, more contention collisions
are introduced in the rst case while smaller contention collision probability is achieved
in the second case. However, since more contentions are happen between newly joining
vehicles and they are heading the same direction, the rst case happens more frequently.
The second case is more suitable for the collisions that happen between new joining
vehicles and re-competing vehicles or among re-competing vehicles.
For all the three MAC protocols, the contention collisions are not only caused by the
newly joining vehicles, but also from the vehicles who have suered encounter collisions
and have to re-compete for new slots. Therefore, reducing the number of encounter
collisions is also helpful for decreasing the number of contention collisions.
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Probability of Encounter Collisions
An encounter collision is caused by two vehicles that are currently reserving the
same slot and out of two-hop range, but will encounter each other in the near future.
Assuming there are two newly joining vehicles A and B and they are trying to reserve
their slots. If we know that they will encounter in the future (for example, driving
at opposite directions and approaching each other), the probability that A and B will
select the same slot (an encounter collision will happen) is computed as Equation 4.16.
PEC =
NE(A \B)
NE(A)NE(B) (4.16)
Notice here that vehicle A and B have dierent neighbors and slots allocations.
NE(A) and NE(B) stand for the numbers of empty slots from the view of A and B
respectively. NE(A\B) expresses the number of empty slots from both A and B's views.
Notice here that for Even-Odd MAC protocol, there is no encounter collision happens
between vehicles running at opposite directions. But it cannot avoid the encounter
collisions from the same direction. Actually, since the number of available slots is
halved in Even-Odd protocol, the probability of the encounter collision from vehicles at
the same direction is increased.
Probability of Removing Potential Collisions
In our proposed PTMAC protocol, it is likely that a detected potential collision
cannot be successfully removed under heavy trac density. One possible situation is
that there is no other empty slot for the switching vehicle to switch to. Another possible
situation is that the switching vehicle switches its slot to a new slot, but this new slot
incurs a new potential collision with another vehicle. So under a dense trac density,
this vehicle may have to keep on changing its slot until it nds a slot without potential
conict with others or the collision really happens. Assuming a vehicle A is detected
having a potential collision with vehicle B, the probability that this potential collision
can be removed at the next frame is expressed as Equation 4.17. Here NE(A) is the
number of empty slots and A(E) expresses the empty slots from A's view. A(3) stands
for the three-hop neighbors of A and they will encounter A within T (a short duration).
We call those neighbors as three-hop encounter neighbors. So N(A(E)\A(3)) expresses
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the number of slots which are empty from A's point of view and meanwhile are occupied
by A's three-hop encounter neighbors.
PRM1 = 1  N(A(E) \A(3))
NE(A)
(NE(A) > 0) (4.17)
As long as the potential collision has not really happened, vehicle A still has chance to
switch to elsewhere. If A has NSW number of chances to change its slot, the probability
that vehicle A can eventually remove the potential collision is computed as Equation
4.18. Therefore, we can see that with higher trac density, a vehicle may need to switch
it slot multiple times in order to avoid the encounter collision. This is also the reason
that T should not be too small. Otherwise, A only has one or two chances to switch it
slot, which may cause failed collision elimination especially under heavy trac density
scenario.
PRM = 1 
NSWY
i=0
N(A(E) \A(3))  i
NE(A)  i (NE(A) > i) (4.18)
4.2.5 Simulation and Performance Evaluation
In this section, we evaluate the performance of our proposed PTMAC protocol. We
use MATLAB and SUMO to construct a simulation environment where both two-way
and four-way trac scenarios are considered. SUMO is a trac simulator to generate
real world mobility models including road map, trac light information and vehicle's
moving pattern. Vehicles' speeds are adjusted based on the trac condition and trac
light information when they are approaching an intersection. A mobility trace le which
contains the position of each vehicle at any time is generated by SUMO and input to
MATLAB. MATLAB is used for building a VANET communication environment and
implementing the MAC protocols. We compare our PTMAC with a general TDMA
based protocol named ADHOCMAC proposed in [39] and an Even-Odd TDMA protocol
developed in [60].
The rst simulation scenario is a highway with two-way trac. Vehicles are running
at dierent speeds within dierent maximum speeds. A vehicle can catch up with
and pass over other vehicles if its speed is faster. We measure the performances using
dierent trac densities. In total 200, 400 and 600 vehicles are generated for each
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direction during 600s simulation time. We also investigate the impact of unbalanced
trac densities for dierent directions on these three MAC protocols. The second
simulation scenario is an intersection with four-way trac. There are three lanes for
each direction. The right lane is for vehicles turning right, the middle lane is for vehicles
go straight while the left lane is used for vehicles turning left or making a U-turn. The
number of vehicles that has been generated for each direction is varied from 150 to 200
vehicles within 600s simulation time. Figure 4.12 illustrates the simulation scenarios
in SUMO. For both scenarios, based on the report from SAE [62], the packet size is
assumed as 400 Byte and the data rate is 6 Mbps.
(a) Two-Way Highway (b) Four-Way Intersection
Figure 4.12: Simulation Maps in SUMO
To ensure the driving safety, the 3-second rule is generally used which suggests that a
vehicle should stay 3 seconds behind the vehicle in front of it. For highway scenario, we
consider two-way trac and each direction with 4 lanes. Assuming the average vehicle
speed is 30 meters per second (67mph), the distance between the two vehicles should
be 90m. Assuming the average vehicle length is 4m, one vehicle will have maximum
48 neighbor vehicles in its communication range (6 vehicles for each lane). For urban
area, the average vehicle speed is assumed as 20 meters per second (45mph) and the
distance between the two vehicles should be 60m. If there are 3 lanes for each direction,
maximum 54 vehicles will be in the communication range (9 vehicles for each lane).
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Considering the aggressive driving and stops at the intersection, we vary the number
of slots in a frame from 64 to 88 and investigate its impact on the performance. The
detailed simulation parameters are summarized in Table 4.4. To focus on the packet
collisions, the simulation runs using an ideal physical channel, that is, the packet will be
successfully transmitted within the communication range if there is no packet collision.
Table 4.4: Parameter Settings for PTMAC Simulation
Parameter Highway Intersection
Highway Road Length 2000m N/A
Urban Road Length before Trac Light N/A 1500m
Vehicle Max Speed 25-32m/s 20-25m/s
Green Light Phase N/A 42s
Number of Lanes (each direction) 4 3
Trac Density (number of vehicles per direction) 200, 400, 600 150, 175, 200
Communication Range 300m 300m
Per Frame Length 0.1s 0.1s
Data Rage 6Mbps 6Mbps
Packet Size 400 Bytes 400 Bytes
Simulation Time 600s 600s
Two-way Simulation Results
We rst evaluate the performance of these three MAC protocols under two-way
trac with balanced trac densities. We focus on two metrics: packet delivery rate
and total number of collisions. We measure the performances under dierent trac
densities and dierent numbers of slots within a frame. Figure 4.13 shows the results
of number of packet collisions and packet delivery rate with 200 vehicles generated for
each direction. In Figure 4.13 (a), every bar is separated into two parts by a black
line. The part below the line stands for the number of encounter collisions while the
part above the line is the number of contention collisions. From the results we can
see that with the increment of the number of slots, all of the three MAC protocols get
better performance since more available slots decreases the collision probability. With
64 slots per frame, our PTMAC works better than ADHOC MAC and Even-Odd with
92.7% and 50% fewer collisions respectively. This is because that PTMAC not only
eliminates the collisions among vehicles from opposite directions, but also avoids the
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collisions from the same direction. The delivery rate of PTMAC also improves by 2.6%
and 0.5% comparing to ADHOC MAC and Even-Odd respectively. Besides having the
least number of encounter collisions, PTMAC also has fewer contention collisions. The
number of contention collisions is aected by the number of encounter collisions since
the collided vehicles have to re-compete for slots. Therefore, reducing the number of
encounter collisions is also helpful for decreasing the number of contention collisions.
Since the trac density is pretty low in this case, the problem of packet collision is not
severe.
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Figure 4.13: Performance with 200 Vehicles for Each Direction on Highway
Then we increase the trac density by generating 400 vehicles for each direction.
Results about number of collisions and packet delivery rate are shown in Figure 4.14.
With 64 slots per frame, PTMAC has 90.6% and 29.7% fewer collisions than ADHOC
MAC and Even-Odd respectively. The packet delivery rate of PTMAC improves about
5.8% and 0.4% comparing to the ADHOC and Even-Odd respectively. We continue
increasing the trac density to 600 vehicles for each direction and Figure 4.15 shows
the results. Unlike the results we got from previous trac situations, the number of
contention collisions of Even-Odd protocol is sharply increased. Basically, Even-Odd
scheme has no great impact on the number of contention collisions among vehicles driv-
ing at dierent directions since both the number of available slots and the number of
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Figure 4.14: Performance with 400 Vehicles for Each Direction on Highway
competing vehicles have been halved. However, if a contention happens among vehi-
cles at the same direction (among newly joining vehicles and re-competing vehicles),
higher probability of contention collision may occur since only half of the slots are
available. Higher trac density means that more newly joining vehicles are generated
and more encounter collisions happen among vehicles along the same direction. Thus,
more contention collisions are introduced for Even-Odd scheme. On the other hand, our
proposed PTMAC has a little bit more number of encounter collisions than Even-Odd
protocol with 64 and 72 numbers of slots in a frame. This is because the total number of
available slots is not enough that even if a potential collision has been identied, there
is no other available slots to change to. Besides, it is likely that a switching vehicle
switches to another slot but collides with another vehicle. The denser the trac is, the
more likely a vehicle cannot successfully eliminate the potential collision. However, even
with 64 slots per frame under this dense trac, the proposed PTMAC still has better
overall performance with 9.2% and 3.4% higher delivery rate than ADHOC MAC and
Even-Odd respectively. When we increase the number of slots in a frame to 80 and 88
(i.e. enough number of slots is provided for vehicles to switch to when eliminating the
potential collisions), PTMAC has fewer encounter and contention collisions comparing
with the Even-Odd scheme.
Additionally, we study the inuence of unbalanced trac densities on these three
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Figure 4.15: Performance with 600 Vehicles for Each Direction on Highway
MAC protocols. Here we use the parameter called Trac Balance Rate (TBR). It is
computed as the ratio of the number of vehicles in the direction with sparser trac to
the number of vehicles in the direction with denser trac. We x the total number
of vehicles that are generated through the simulation as 800 and measure the packet
delivery rates of the three MAC protocols using dierent TBRs. Figure 4.16 (a), (b), (c)
and (d) represent the packet delivery rates with 64, 72, 80 and 88 number of slots in a
frame respectively. As we can see from the results, the performances of ADHOC MAC
and PTMAC are not greatly impacted and degraded by the unbalanced trac densities
since these two protocols do not use slot partition. A vehicle is able to contend for any
available slots without restriction based on its moving direction. On the other hand,
although Even-Odd protocol reduces the number of encounter collisions, it shows its
sensitivity to a small TBR with low packet delivery rate, especially for smaller number
of slots in a frame, like 64 and 72. With 64 slots in a frame, the performance of Even-
Odd is worse than the ADHOC MAC when TBR is set as 1=7 or 1=3. Thus, vehicles
in the direction with heavier density will suer high probability of contention collision,
even there are many empty slots left in another direction. With 64 slots and 1=7 TBR,
PTMAC has higher delivery rate of 6.4% and 12.5% comparing to ADHOC MAC and
Even-Odd respectively.
In addition, for Even-Odd scheme, if a vehicle nds that all the slots assigned for
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Figure 4.16: Packet Delivery Rate with 800 Vehicles
its direction have been occupied, it will not have a chance to access the channel even
if there are still empty slots left for the other direction. It can only begin the slot
contention after someone in its direction release the slots. In this case, the slots of the
sparse trac density side will be wasted and some failed contentions will incur. These
failed contentions are considered as unnecessary since they can be fully prevented if the
number of available slots can be well adapted. Both PTMAC and ADHOC MAC do
not suer such unnecessary failures since vehicles are freely select any available slots for
channel contention. Therefore, we can conclude that Even-Odd MAC protocol is very
sensitive to the trac density and the trac balance rate. Its performance is easily to
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be degraded by higher or unbalanced trac densities. On the other hand, PTMAC is
not impacted a lot by the trac unbalance rate but its ability of reducing the number
of encounter collisions can be restricted by a high trac density and a small number of
slots in a frame.
Four-way Simulation Results
We also evaluate the performances of the MAC protocols under four-way intersection
scenario. Similar to the two-way scenario, we measure their performances using dierent
numbers of slots in a frame and trac densities. For the Even-Odd protocol, we regulate
that vehicles moving to the East and North can only use even slots while vehicles driving
to the West and South can only reserve odd slots. Besides, we measure another MAC
protocol called Four-Part MAC. In Four-Part MAC, all the slots in each frame is evenly
partitioned into four disjointed parts: one part for each direction. Therefore, there will
be no interference between vehicles running to the dierent directions.
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Figure 4.17: Performance with 150 Vehicles for Each Direction at Intersection
Figure 4.17, 4.18 and 4.19 represent the results under dierent trac densities.
From the simulation results we can see that PTMAC still works the best with the least
number of collisions and highest delivery rate. Both Even-Odd and Four-Part do not
have obvious improvement for this four-way intersection scenario. They even perform
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worse with heavier trac density. More encounter collisions happen among vehicles
at the same direction in this four-way intersection since a vehicle ahead may need to
stop and wait for the red signal so it is easy to be caught up by other vehicles behind.
Such collisions cannot be handled by Even-Odd and Four-Part. Besides the contention
collisions from vehicles at the same direction, Even-Odd cannot avoid the contention
collisions that happen near the intersection between vehicles using the same set of slots
(like vehicles heading North and East that both use the even slots). For the Four-Part
MAC, although no contention collision will happen between vehicles originally driving
at dierent directions, vehicles may change their directions at the intersection. Fur-
thermore, the quartered number of available slots not only increases the probability of
contention collisions but also incurs more encounter collisions between vehicles running
at the same direction.
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Figure 4.18: Performance with 175 Vehicles for Each Direction at Intersection
Contrasting with ADHOC MAC, Even-Odd and Four-Part protocols, PTMAC per-
forms better with 48.1%, 44.7% and 47.9% fewer collisions respectively when we set
64 slots in a frame and 150 vehicles for each direction. In the same environment, the
packet delivery rate of PTMAC improves about 8.6%, 7.4% and 8.5% comparing to
ADHOC, Even-Odd and Four-Part protocols respectively. When we increase the trac
density to 175 vehicles for each direction, PTMAC has 10.9%, 10.7% and 10.8% higher
delivery rate when comparing to ADHOC, Even-Odd and Four-Part. For heavier trac
81
64 72 80 88
0
0.5
1
1.5
2
2.5
3
x 104
Total Number of Slots
N
um
be
r o
f C
ol
lis
io
ns
Number of Collisions: 200 vehicles for each direction
 
 
ADHOC MAC
Even−Odd MAC
Four−Part MAC
PTMAC
(a) Number of Collisions
65 70 75 80 85
55
60
65
70
75
80
85
90
95
100
Packet Delivery Rate: 200 vehicles for each direction
Total Number of Slots
Pa
ck
et
 D
el
iv
er
y 
Ra
te
 
 
ADHOC MAC
Even−Odd MAC
Four−Part MAC
PTMAC
(b) Packet Delivery Rate
Figure 4.19: Performance with 200 Vehicles for Each Direction at Intersection
density with 200 vehicles for each direction, the eciency of PTMAC is weakened with
smaller number of slots in each frame since the number of slots is not enough. But it
still has 5.5%, 10.5% and 8.8% higher delivery rate than that of ADHOC, Even-Odd
and Four-Part respectively for 64 slots per frame.
4.2.6 Conclusion
In this dissertation, we propose a new Prediction-based TDMA MAC protocol (PT-
MAC) for decreasing the number of packet collisions, especially for encounter collisions.
Potential collisions among vehicles who are currently out of their two-hop communi-
cation range can be detected by intermediate vehicles, predicted and then eliminated
before they really occur. Our simulations show the eectiveness of the proposed pro-
tocol. Since no slot partition is used, unbalanced trac densities will not degrade the
performance of PTMAC. Unlike a few existing MAC protocols that only work for one-
way or two-way trac scenarios, PTMAC is also suitable for handling four-way trac.
Chapter 5
Performance Measurement and
Improvement of VANET
Applications
In this chapter, we investigate the network performances of dierent types of VANET
applications. Varieties of applications have been developed that taking advantage of
V2V and V2I communications for both safety and non-safety purposes. Unlike wired
communication, wireless communication is relatively unreliable. Because of the con-
tention nature of 802.11p protocol, packet collisions and losses are common phenomena
and signicantly impact the service quality in VANET. Therefore, for further improv-
ing the transmission performance, it is necessary to understand the performances of
dierent types of applications over DSRC transmission. Both real-time multimedia and
MapReduce applications are measured and analyzed over DSRC transmission in this
chapter.
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5.1 Multihop Transmission and Retransmission Measure-
ment of Real-Time Video Streaming over DSRC De-
vices
5.1.1 Introduction
In addition to the traditional data services, many real-time video streaming ap-
plications are increasingly being developed over VANET. While the real-time video is
very useful for entertainments and social activities [65], it also helps to enhance the
driving safety by providing more precise and clear trac information [66]. Generally,
there are two types of real-time video streaming applications that can be implemented
in VANET: interactive based video streaming and non-interactive based video stream-
ing. The interactive applications such as videophone support two-way communications
and do not require very high video quality but have very tight delay constraint. The
non-interactive applications like live sports and road condition monitoring need higher
video quality but can tolerant longer startup delay and support pauses during the video
playing.
However, due to the lossy vehicular wireless links and the feature of contention based
MAC protocol (CSMA/CA) employed in VANET [51], packet loss is a very common
phenomenon. Packet collisions caused by concurrent transmissions are inevitable. This
greatly impacts the video quality and makes it hard to satisfy user's requirement. More-
over, since no RTS/CTS mechanism can be used for broadcasting in VANET, the lost
packets cannot even be detected. Fortunately, unlike other data packets, video stream-
ing are usually composed of a number of continuous packets with consistent sequence
numbers. Therefore we can detect the lost streaming packets by checking the sequence
numbers and increase the successful packet delivery rate through retransmissions. De-
spite of the powerful ability of reducing packet losses, aggressive retransmissions may
lead to additional inter-arrival delay, reduce bandwidth eciency, block normal trans-
missions and even worsen the video quality. Therefore, we need to control the number
of retransmissions and investigate the optimal retransmission strategies under dierent
transmission environments. Startup caching is also necessary to ensure smooth video
playing and relief the downside of retransmission.
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Although it is desirable to deliver the packets directly through single hop com-
munication, such condition is not always available in the real environment. Multihop
transmissions not only increase the communication range, but also provide more sta-
ble communications. Thus, to support the video applications and further research on
streaming transmission in VANET, we need to deeply understand their performance
under multihop conditions and even with interferences. Interferences from other vehi-
cles and environment are also inevitable in the real world. The communication range
of DSRC is 300m to 1000m that all vehicles in this range will aect each other by
concurrently sending packets. Therefore, we focus on measuring the performance of
multihop video streaming transmission under dierent scenarios with and without in-
terferences. We also investigate the inuences of dierent retransmission and startup
caching strategies on video quality improvement.
The main contributions can be summarized as follows:
 We develop a real environment test-bed with IWCU DSRC devices to investigate
the performance of multihop video streaming and the impact of interferences from
others. Practical assessments have been done under two scenarios: multihop video
transmission with and without interference.
 To overcome the high packet loss rate which is a main shortage of video streaming
over VANET, we improve the application by adding packet retransmission and
startup caching. We also analyze how to optimize the retransmission scheme for
minimizing the number of collided and late packets based on the transmission
rates of the interference node.
 Performance of dierent retransmission and startup caching strategies have been
evaluated over real environment based experiments.
In the following, the related works are introduced in Section 5.1.2. Our developed
test-bed and testing scenarios are described in Section 5.1.3. In Section 5.1.4, we analyze
the packet collision probability in each scenario and point out the shortage of current
video transmission over VANET through experiment results. Dierent retransmission
and startup caching strategies are discussed in Section 5.1.5. We also analyze how to
optimize the retransmission scheme in this Section. Section 5.1.6 shows the experiment
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results and the performance of video streaming. The summary of this work is given in
Section 5.1.7.
5.1.2 Related Work
Some research eorts have been done on studying the performance of video stream-
ing transmission over VANET. Xie et al. studied the streaming performance under
dierent trac conditions and data forwarding schemes in [67]. They compared the
sender based forwarding (SBF) and the receiver based forwarding schemes (RBF) for
bi-direction environment. While SBF lets the sender select an appropriate forwarder,
RBF allows the receiver to decide whether it is worth to forward the packets. From
the simulation results, they showed that RBF is more suitable for video transmission in
VANET with higher PSNR. Authors in [4] evaluated and compared single hop transmis-
sion with multihop transmission using routing protocols DSDV and AODV. Although
single hop transmission provides lower delay and packet loss rate, its overall throughput
and connectivity are much worse than the multihop transmission. However, DSDV and
AODV have been originally used in Ad-hoc network, and they are not specially designed
and very feasible for VANET.
To improve the video streaming quality, Ase et al. proposed a MAC retransmission
adaptation scheme in [68] considering the multihop transmission from a RSU to a des-
tination vehicle. They concerned on minimizing the video startup delay and frequency
of playback freezes probabilities based on the channel statistics. Dierent with their
work, we focus more on reducing the number of collided and late packets given dierent
transmission rates of the interference, which greatly inuences the video quality.
All of the above reviewed works are simulation based and overlook many details
in the real environment. Only a few papers tried to measure the video transmission
over real devices. Vinel et al. have developed an inter-vehicle video test-bed in [69].
They tested one to one transmission case and concentrated on measuring the impact of
distance between a sender and a receiver on video quality. But their testing scenario
was too simple comparing to the real environment since they did not consider the
interferences from others and also the multihop transmission. They also ignored the
collided and useless packets which highly impact the video quality. Another paper [70]
contributed on testing the real video transmission over vehicles but they did not employ
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802.11p but 802.11b which is not specially designed for VANET.
5.1.3 Test-Bed Description
DSRC Devices
The developed test-bed is composed of four IWCU DSRC devices and two laptops.
Four IWCU DSRC devices are performed as sender, receiver, relay node and inter-
ference node respectively. The IWCU (ITRI WAVE/DSRC Communication Unit) is
an integrated wireless communication system that is designed for employing Intelli-
gent Transportations System (ITS) applications and already been selected as research
qualied product from the USDOT. It is compliant with IEEE 802.11p and IEEE 1609
which are known as the WAVE/DSRC standards especially designed for VANET. For t-
ting well with vehicular applications, an omni-directional antenna operating at 5.9GHz
frequency range is attached to the IWCU unit. GPS system is also attached to the
device for providing location information and synchronizing time among DSRC devices.
MIPS processor based Linux kernel is embedded into the IWCU unit. With such ca-
pabilities, applications based on both Roadside-to-Vehicle Communications (RVC) and
Inter-Vehicle Communications (IVC) can be supported by this DSRC device. Figure
5.1 shows the IWCU DSRC device and its characteristics are reported in Table 5.1.
Table 5.1: Characteristics of IWCU DSRC Devices
Processor Qualcomm Atheros AR7130 300MHz
Antenna 5.9GHz, 7dBi
Operating System Linux Kernel 2.6.32
Bandwidth 10/20 MHz
Standards IEEE 802.11p, IEEE 1609
Power 6-25 dBm
Bitrates (10MHz) 3-27 Mbps
Testing Scenario
As shown in Figure 5.2 and 5.3, we focus on two testing scenarios: Two-hop Trans-
mission with and without interference node. The sender sends the streaming packets to
the relay node and the relay node forwards the packets to the receiver. Two laptops are
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Figure 5.1: IWCU DSRC Device
connected to the sender and receiver for generating streaming packets and reconstruct-
ing the video respectively. Since we are testing the multihop transmission, the sender
and receiver are set out of communication range of each other while the relay node and
interference node can reach all of the devices. When the sender is sending the stream-
ing packets, the interference node is also broadcasting other packets. For the sending
laptop, the video les are imported into a media player called VLC which transfers the
video into streaming packets and sends them to the DSRC device as sender through
Ethernet. As long as the DSRC device performs as receiver receives a streaming packet,
it forwards the packet to the receiving laptop which will play out the video by the VLC
player. Based on our observation, there is no or very few packet losses happen over
Ethernet transmission, thus we concentrate on the wireless transmission.
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Figure 5.2: Scenario 1: Two-hop Transmission without Interference
Figure 5.3: Scenario 2: Two-hop Transmission with Interference
Video Streaming Transmission
In our experiments, video contents are encoded by MPEG-4 and streamed using
UDP based RTP protocol. Real-Time Protocol (RTP) is a standardized packet format
that is especially designed for delivering real-time video stream. Although RTP does not
guarantee successful real-time packets delivering, it provides sequence number and time
stamp. These can be used for further retransmission and startup caching. Therefore,
by checking the sequence number of each received streaming packet, the receiver can
recognize which one has been lost, which enables the measurement of packets lost rate
and in order packets inter-arrival delay.
All the DSRC devices in our experiments transmit packets under broadcasting mode,
which means that no RTS/CTS mechanism is used. Two video les from the same
content but with dierent qualities have been tested in our experiments. Their detailed
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characteristics are shown in Table 5.2. The frame size we choose is 720  480 which is t
for the video playing on vehicle. File 1 is typically used for testing interactive real-time
video applications like videophone while le 2 is more feasible for non-interactive videos
such as live sports. We use xed packet size 1370B for the streaming transmission.
Table 5.2: Characteristics of Testing Video Files
File Name File 1 File 2
Bitrates 384 Kbps 800 Kbps
File Size 4.24 MB 7.17 MB
Frame Rate 15 fps 20 fps
5.1.4 Measurement of Multihop Streaming Transmission
We rst measure the 2-hop transmission scenario that is composed of the sender, the
relay node and the receiver. Even without interference from other nodes, some packet
losses still happen. It is likely that the relay node and the sender are trying to deliver
concurrently, which means that relay node will miss some streaming packets from the
sender. Assuming the sender wants to send a packet at frame i while the relay node
would like to deliver later at frame j, the probability PSR(i) that the sender and the
relay node deliver data concurrently can be computed as Equation 5.1. In this case, j
has to be equal or larger than i.
PSR(i) = PS(i)
i+x 1X
j=i
PR(j) (x  j + i)
x2
(5.1)
Here x is the contention window size. A node will randomly select a number less or
equal to x in order to contend for the channel. PS(i) and PR(j) stand for the possibilities
that the sender and relay node want to send packets at frame i and j respectively. As
long as the sender has not started the transmission and the relay node nds the channel
is idle, it is likely that they contend for the same time frame for delivering the packets,
which leads to collision.
Then, we introduce an interference node and let it broadcast packets periodically. In
this situation, more packet losses are observed and there are three causes for the packet
losses. Firstly, similar to scenario 1, there are packets losses caused by the concurrent
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transmission of the sender and the relay node. Second, if the interference node and
the sender access the channel at the same time, collisions will happen that packets
from both sides will be lost. Third, collision will also happen if the interference node
and the relay node are transmitting packet simultaneously. Therefore, assuming PSR,
PSI and PRI are the probabilities of collision between sender and relay node, sender
and interference node, relay node and interference respectively, the probability of total
packets transmission collision PC can be represented as Equation 5.2.
PC = 1  ((1  PSR)(1  PSI)(1  PRI)) (5.2)
Typically, there are three metrics that greatly aect the received video quality:
Packet inter-arrival delay, delay jitter and packet loss rate. Since the live video stream-
ing, especially the interactive streaming is time sensitive, packets that arrive later than
the requested deadline are regarded as useless. The delay jitter that stands for the vari-
ation of end to end delay also impacts the video reconstruction since the video frames
should be displayed at a constant rate. Since the jitter that is dened in RFC3550
only focuses on streaming packets inter-arrival delay and has not considered the packet
sequence number, we call such jitter as non-sequence jitter. The packet loss rate stands
for how many streaming packets have been lost during the transmission. It also has
destructive impact on the video quality.
Figure 5.4: Packet Loss Rate without Retransmission
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Figure 5.5: Non-Sequence Jitter without Retransmission
In our experiments, we use channel 178 with 10MHz bandwidth for DSRC to trans-
mit the packets. Figure 5.4 and 5.5 represent the packet loss rate and non-sequence
delay jitter respectively. For scenario 1, the packet loss rate is around 1.1% for le 1
and 2.4% for le 2 under 12Mbps maximum data rate. The delay jitter varies between
0.2ms and 27ms for le 1 while between 0.2ms and 17ms for le 2. Both packet loss rate
and delay jitter are within the tolerant value. Therefore, the video quality is acceptable
for scenario 1. However, for scenario 2 which has an interference node, the packet loss
rate increases signicantly. When we use 12Mbps as the maximum data rate, about
12.3% and 29.2% of packets have suered collisions for le 1 and le 2 separately. The
video quality is greatly impacted at the receiving side when such number of packets
have been lost. On the other side, the non-sequence jitter has not been greatly aected
by the interference node. Therefore, the main problem for video streaming transmission
is the packet loss rate which needs to be improved to ensure the video quality.
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5.1.5 Strategy of Retransmission and Startup Caching
Measurement of Retransmission and Startup Caching Schemes
Considering that packet collisions are inevitable and it is common to have interfer-
ences from other vehicles on the road while transmitting packets, we use retransmission
to reduce the packet loss rate. The sequence number attached in RTP helps the receiver
to detect the lost streaming packets and request for retransmission. If the receiver re-
ceives streaming packets with an inconsistent sequence number, it knows some packets
have been lost and a request will be sent back for retransmission. The lost packet de-
tections are carried out on the relay node and the receiver. Relay node will request
for the lost packets from the sender while the receiver will ask for retransmission from
the relay node. Therefore, buers with limited size are kept at the relay node and the
sender to hold the delivered packets for a while in case they need to be resent. Although
retransmission is powerful on reducing the packet loss rate, it may lead to additional
transmission delay and may block the normal packet transmission. Moreover, if the
number of retransmissions is too large, heavier delivery trac will be caused and more
collisions may be incurred. Besides, since streaming data is time sensitive, some pack-
ets may become useless if they arrive too late. To avoid such situations, we have to
avoid unlimited retransmissions and give up some retransmissions based on the latest
receiving sequence number and the transmission rate of the interference node.
In order to reduce the sequenced inter-arrival delay which is caused by retransmis-
sion, startup caching is inserted into the receiver DSRC device. Before video being
played out, the streaming packets will be held in a startup caching within a period of
time which is dened as maximum startup delay. In this way, the downside of retrans-
mission can be reduced by avoiding some useless packets that arrive late. However,
this strategy is not feasible for interactive real-time videos and pauses are not allowed
during the video playing for this type of applications. On the other side, the non-
interactive real-time applications are more suitable for startup caching. It also supports
pauses during the video playing. If the receiver nds that the startup caching is already
empty, a pause will be applied for re-caching the packets. The video will be played out
again from the freeze point after waiting for a period of time which is the same as the
maximum startup delay.
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Noticing here that the non-sequence jitter which has been dened in RFC3550 cannot
reect the inuence of retransmission and it does not care about the order of streaming
packets. Since the video is reconstructed base on the packets with consistent sequence
numbers, the non-sequence jitter is meaningless if the received packets are out-of-order
because of retransmission. Thereby we dene a new method to measure the impact of
retransmission and check whether it causes more inter-arrival packets delay in the order
of sequence number. Packets will be considered as useless when they arrive later than
the inter-arrival deadline. Assuming the required video reconstruction rate is at least
R bps and the packet size is S bits, the packets inter-arrival deadline is computed as
Equation 5.3.
InterarrivalDeadline =
S
R
(5.3)
Another metric that we focus on is the number of pauses during the video playing
for the non-interactive real time video. Pauses allow the streaming to be re-cached and
enable uent playing out. However, too many pauses will also aect user's watching
experience. On the other hand, although longer startup delay is helpful for reducing the
number of pauses, it may cause dissatisfaction for users who are impatient for waiting.
Therefore we have to balance the length of startup delay and the number of pauses. The
total waiting time includes two parts: startup delay and times of pausing. Assuming
TD is the startup delay and N is the number of pauses during the video playing, the
total waiting time is shown in Equation 5.4.
TotalWaitingT ime = (N + 1) TD (5.4)
Optimal Retransmission Scheme Analysis
To avoid aggressive retransmissions that may worsen the video quality, we would like
to nd out how to optimize the retransmission scheme based on the transmission rate of
the interference node. For a retransmission, the possibility of losing packet will not be
aected by the contention window back-o mechanism since that is not applicable for
broadcasting in DSRC MAC protocol. We only concern on the lost and useless packets
in this dissertation while ignore the error packets. Denoting the total number of failed
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packet as NF without retransmission and NFR with retransmission, the number of
retransmissions should be limited to ensure NF is less than NFR. We can also optimize
the retransmission times by nding the minimum value of NFR. Assuming at most
T times of retries are allowed and there are NP streaming packets to be transmitted
(retransmission packets are not included), the number of failed packets is computed as
Equation 5.5 and 5.6.
NF = NP  PC +NP  Puseless (5.5)
NFR = NP  (PCR)min(T;D) +NP  P 0useless (5.6)
Where PC is the probability of packet collision without retransmission and PCR
stands for the probability of packet collision with retransmission. We also dene a new
parameter D as \maximum retransmission sequence number dierence". The retrans-
mission is only allowed if the dierence between the sequence numbers of the missed
packet and the received packet with largest sequence number is less than this \maxi-
mum retransmission sequence number dierence". For example, if we set D as 3, the
sequence number of the missed packet is 5 and the largest sequence number of the re-
ceived packets is 10, then this missed packet will be ignored and no retransmission is
allowed.
As we discussed in the last section, the packet losses can be separated into three
parts. We will show the probability of collision PSI between the sender and the interfer-
ence node while the other two parts can be inferred in a similar way. Then the nal PCR
can be computed based on Equation 5.2. Although the streaming packets are generated
based on a xed interval, sender's transmission rate is variable with time because of dif-
ferent numbers of retransmissions. Given the video rate as RV Kbps, we can estimate
the overall transmission rate RS of sender with retransmissions as Equation 5.7. The
maximum length of retransmission queue must be less or equal to D, which will aect
the transmission rate. In the worst case, D packets are waiting for retransmission. In
this case, to satisfy the video reconstruction requirement, the transmission rate of the
sender should be increased to (RV  (D+1)) Kbps. If the available bitrate is less than
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this required transmission rate, useless packets will be generated.
RS = RV  (1 +
min(T;D)X
a=1
(PCR)
a) (5.7)
We set the transmission rate of the interference node as RI Kbps with packet size as
SI bits and disabled the retransmission. Assuming the packets coming from the sender
follow Poisson process and the interference node generates packets at a xed interval,
Equation 5.8 is used to compute the probability of packet collision between the sender
and the interference node if the sender wants to send a packet at frame i. Here SS
and SI are the packet sizes of the sender and the interference node respectively. f is
the frame size dened in DSRC MAC protocol. The retransmission helps to reduce the
overall packet collision rate from PC to (PCR)
min(T;D) by providing multiple transmission
chances. On the other hand, the probability of concurrently transmission PCR itself
becomes higher since the retransmission increases the data rate to RS .8>>>>>>>>><>>>>>>>>>:
PSI(i) = PS  PI 
i+x 1X
j=i
(x  j + i)
x2
PS =
f RS
SS
 e
 
f RS
SS
PI = min(
f RI
SI
; 1)
(5.8)
The number of useless packets is also impacted by the number of retransmissions.
The probability of streaming packets arriving late is computed based on the current
maximum available bitrate RB and the transmission rate. If the transmission rate RS
of the sender is larger than RB because of the retransmission, the packet will not arrive
on time. The transmission rate RS is closely related to the number of retransmission
packets which have been inserted between two normal sequence packets. The number of
retransmission packets N is composed of the collided packets need to be retransmitted
as well as other packets that already been retransmitted but failed again and wait for
another retry. We compute the probability that N is larger than a value M for packet
n based on its previous D packets. The probability that packets become useless is
computed as Equation 5.9 and 5.10. Therefore, in order to optimize the number of
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failed packets, we need to minimize the sum of (PCR)
min(T;D) and P 0useless.
P 0useless = PfRS > RBg = PfRV (1 +N) > RBg = PfN >
RB
RV
  1g (5.9)
PfN > Mg = 1 
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(5.10)
5.1.6 Experiment Results
Retransmission without Startup Caching
Figure 5.6: Packet Loss Rate with Retransmission
We rst investigate the streaming performance for the scenario with retransmission
but without startup delay and pause. Although this scheme is more feasible for inter-
active real-time applications (le 1), we measure both le 1 and le 2 for comparison
purpose. Figure 5.6 and 5.7 display the packet loss rate and useless packet rate of
both les in scenario 2 respectively. Comparing to the case without retransmission, the
packets loss rates of the scenario with retransmission reduce to 3.5% for le 1 and 6.4%
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Figure 5.7: Useless Packet Rate with Retransmission
for le 2 under 12Mbps maximum data rate. However, we can observe from the results
that if the maximum retransmission sequence number dierence is set to be too large,
the performance will not be improved anymore for two or three times of retransmis-
sion. The packet loss rate stops reducing but begins increasing. Since the retransmitted
packets are likely to be lost again, they will be retransmitted until being successfully
delivered or reaching the maximum retransmission times. In these cases, with elapsing
of time, the packets that need to be retransmitted will be queued up and the maximum
queue length must be less than the maximum sequence number dierence that we set.
As a result, retransmissions potentially block the normal streaming transmission and
incur heavy trac as well as more packet collisions. Notice here that this maximum
retransmission sequence number dierence does not aect the performance too much
if we only allow one time retransmission since the failed retransmitted packets is not
allowed to be further retransmitted. The retransmission queue will not be larger than
1.
Although the performance of packet loss rate is improved, the number of useless
packets increases with the increment of number of retransmissions. From Figure 5.7, we
can see that the useless packet rate signicantly increases with larger sequence number
dierence when we set maximum three times of retransmission. File 2 is more sensitive
to the number of retransmissions than le 1. This is because that le 2 has higher video
requested bitrates and it generates more packets in a time unit comparing to le 1.
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On the other side, the performance is not big impacted by maximum sequence number
dierence if only one time of retransmission is set.
Figure 5.8: Total Lost and Useless Packet Rate with Retransmission
Figure 5.8 shows the rate of lost and useless packets. The performance is improved
by at most 5.4% for le 1 and 17.8% for le 2. However, we also notice that the packet
loss rate increases with the increment of maximum sequence dierence if we allow two
or three times retransmission. When we set the maximum sequence number dierence
as 15 with at most three times retransmission, its performance is even close to the
one without retransmission. Therefore, controlling the number of retransmissions is
necessary for eciently improving the streaming transmission performance.
We also investigate the eect of the interference node through dierent transmission
rates: 320Kbps, 1000Kbps, 2000Kbps, 4000Kbps and 8000Kbps. As shown in Figure
5.9, the failed packet rates are separated into two types: The part below the line of
a bar stands for the collided packet rate while the part above the line is the rate of
useless packets that arrived late. So an entire bar represents the packet failure rate.
The maximum data rate is xed at 12Mbps but the actual available resources for data
transmission will be smaller than this since parts of resources are used for serving control
packets and other purposes like AIFS in MAC protocol. From the results, we can see
that basically, larger the transmission rate that the interference node has, larger the
packet failure rate we will get. The benets of retransmission for reducing the packets
collision rate is not so obvious for smaller interference transmission rates like 320Kbps
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Figure 5.9: Eect of Interference Transmission Rate
since the eect of interference is not so great as well. In most cases, retransmissions
can reduce the number of collisions except the case when the channel is under heavy
load. For example, if the interference node is transmitting at 8000Kbps, three times of
retransmission will worsen the performance by incurring more collisions and increasing
the useless packet rate dramatically.
Figure 5.10: Packet Loss Rate with Retransmission and Startup Caching
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Retransmission with Startup Caching
Then, we evaluate the streaming performance for the scenario with both retransmis-
sion and startup caching. We vary the maximum number of retransmissions and the
length of startup delay to observe the changes of packet loss rate as well as the number
of pauses. The value of maximum retransmission sequence number dierence is xed as
5. From Figure 5.10, we can see that the packet loss rate dramatically drops down with
the helps of retransmission and startup caching. Since the pauses are applied when the
startup caching is empty, the packet loss rate does not change too much with dierent
startup delays. More retransmissions allowed, fewer packet losses will happen. Since the
retransmission rarely block the normal streaming transmission in this case, the number
of useless packets also reduces.
Figure 5.11: Number of Pauses with Retransmission and Startup Caching
We also measure the number of pauses during the video playing which is closely
related to the user's watching experience. Both long startup delay and frequent pauses
may cause dissatisfaction. Therefore, balancing these two factors is necessary. The
results are shown in Figure 5.11. Longer the startup delay we set, smaller number
of pauses will occur later. This means that more packets are accumulated during the
startup phase. It is harder for the startup caching to become empty during the trans-
mission. When we increase the startup delay to 10s, both le 1 and le 2 do not need
pauses anymore. Besides, we can observe that more pauses will be introduced if we
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increase the number of retransmissions. Although a large number of retransmissions
will result in a small packet loss rate, we do not want too many pauses during the
video playing which will reduce user's watching experience. So under the condition of
acceptable packets loss rate, we prefer smaller number of retransmissions.
The results of the total waiting time are shown in Figure 5.12 which combine the
time of startup delay and pauses. We can observe that as we increase the startup delay,
the total waiting time rst increases and then drops down and then increases again for
le 1 with one time or two times retransmission. The reason is that no more pause is
needed when the startup delay is larger or equal to 8s. In this case, the total waiting
time is equal to the startup delay. The same explanation is applied for le 2. Although
the total waiting time are closely related to user's watching experiences, it cannot fully
reect the satisfaction degree. For example, too many pauses may annoy the user even
if the total waiting time is less than other cases.
Figure 5.12: Total Waiting Time with Retransmission and Startup Caching
5.1.7 Conclusion
In this dissertation, we develop a DSRC device based test-bed to investigate the
performance of multihop real-time video streaming transmission. The quality of the
video at the receiving side is acceptable for the 2-hop transmission scenario without
interference. However, if we add another DSRC device as the interference node, the
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streaming packet loss rate becomes unacceptable. To overcome such high packet loss
rate, we introduce retransmission and startup caching. For the interactive applications
which only support retransmission but do not allow long startup delay and pauses, the
packet lost rate reduces but the packet inter-arrival delay becomes longer which causes
more useless packets. We also noticed that large number of retransmissions may block
the normal streaming transmission and cause more useless packets.
5.2 VeDoop: Performance Study of MapReduce Applica-
tion over Vehicular Cloud
5.2.1 Introduction
Nowadays, vehicles are becoming more and more powerful. A modern vehicle is
typically equipped with powerful on-board computing, storage and communication ca-
pabilities. A vast number of vehicles on the road and parking lots can be recognized
as abundant and under-utilized computational resources to provide varieties of services.
On the other hand, a massive volume of trac related data is also transmitted, collected
and processed in VANET. Many VANET applications like in-vehicle multimedia enter-
tainment and vehicular social networking have been developed that demand complex
computation and large storage resources. Although modern vehicles have powerful on-
board capabilities, it is still dicult for an individual vehicle to eciently nish some
complicated tasks and many applications have strict time restriction [17, 71]. To fully
take advantage of the computation resources of vehicles and support more advanced ap-
plications, the concept of Vehicular Cloud (VC) has been proposed [72]. While vehicles
parking at the same parking lot can easily build a cluster, a set of vehicles with similar
mobility running on the road can also form a small cluster. Clusters of vehicles are able
to do cluster computing and provide more powerful computing and storage capabilities.
The ultimate goal of VC is to take advantage of vehicles' resources and provide col-
laborations among nearby vehicles to support advanced applications that single vehicle
cannot accomplish alone [73].
Basically, there are two types of vehicular cloud models: static vehicular cloud and
dynamic vehicular cloud [17]. In a static cloud, vehicles are regarded as stationary nodes
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providing cloud services. Such model is suitable for parking lots or trac congestion
scenarios that takes advantage of tens or even hundreds of vehicles. This is usually
considered as a relative stable scenario that vehicles infrequently join in and leave the
cluster. A dynamic cloud is formed on the road by a cluster of moving vehicles. In such
cloud model, the main dierence between vehicles and standard nodes in a conventional
cloud is the high mobility. Vehicles freely join in or leave the vehicle cloud time by
time and their moving patterns are impacted by many factors like trac density and
trac light. Very frequent topology changes and communication disconnections happen
in this case. Such high mobility may threaten the availability of the cloud resource and
potentially results in collaboration failure. The number of vehicles that can be used
for forming the cluster is also limited. Therefore, comparing to static vehicular cloud,
dynamic vehicular cloud has more challenges and is more dicult to be realized.
Over the past few years, a tremendous increasing of data is generated in our society.
To handle the Big Data, MapReduce is widely used in clusters for ecient data process-
ing and computing. MapReduce applications are generally studied and implemented
over Data Center Network (DCN) that based on a cluster of wired connected servers.
It has outstanding ability on processing data eciently by splitting large work into
smaller tasks and executing in parallel. Hadoop is one of the most popular implementa-
tion of MapReduce and has been successfully used by many companies. Since vehicles
are able to form a cluster and do cluster computing, it is necessary to investigate the
performance of MapReduce applications that operate over VANET environment. Most
of the previous works about vehicular cloud were focusing on the high level architec-
ture [17, 71{74] and rarely go deep into the performance details. Dierent with wired
communication, data transmission in wireless environment is unreliable and the trans-
mission interferences between the nodes have to be considered. The large number of
packet collisions also causes longer total time for nishing a MapReduce task. Thus, to
improve the performance of MapReduce applications over Vehicular Cloud with DSRC
as transmission protocol, it is important to handle the high packet collision probability
and the long transmission time.
In this dissertation, we concentrate on measuring and improving the performance of
MapReduce applications over static Vehicular Cloud. Our main contributions can be
summarized as follows:
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 To adapt MapReduce to Vehicular Cloud environment, we measure and compare
the performances of MapReduce applications over wireless VANET connection
and wired Ethernet connection.
 We investigate how to improve the MapReduce application performance over Ve-
hicular Cloud through appropriate parameter settings from both MapReduce and
DSRC transmission perspectives. Impacts of dierent parameters are investigated.
 To decrease the interferences between vehicles, we also discuss the cooperation
strategy among vehicles within a vehicular cloud.
In the following, Section 5.2.2 overviews the related works about vehicular cloud and
MapReduce. Section 5.2.3 describes the experiment environment and simulation settings
for measuring and comparing the performances of MapReduce applications under wired
and wireless connections. How to improve the performance of MapReduce applications
over Vehicular Cloud and how the parameters aect the performance are investigated
in section 5.2.4. In section 5.2.5, we discuss the cooperation strategy among vehicles
within a vehicular cloud. The conclusion is given in Section 5.2.6.
5.2.2 Related Work
A thoroughly survey on vehicular cloud computing is provided in [17]. The concept
of Vehicular Cloud (VC) was rstly proposed and dened by Abuelela and Olariu in [72]
that leverages the under-utilized computational resources of vehicles. To illustrate the
power of VC, the authors presented some ideas about how the VANET can be used for
providing services. For computing as a service, a data cloud can be formed by hundreds
of vehicles in a parking lot. Taking advantage of hundreds of vehicles in a mall parking
lot, a data center is able to be built. Besides, vehicles involves in the trac jam can
put their resources together to support some applications like trac light rescheduling.
For network as a service, vehicles with internet connectivity can act as access points to
the internet. For storage as a service, the available storage provided by vehicles can be
used in many applications in the cloud.
Besides, Lee et al. provided an introduction of Vehicular Cloud Networking (VCN)
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architecture and its design principles in [73]. The vehicular cloud is formed by inter-
connected resources that are available in both vehicles and RSUs. VCN operation de-
tails about cloud resource discovery, cloud formation, task assignment, content sharing,
cloud maintenance and cloud release are also explained. Besides the communications
and routing services, a VCN also oers security privacy, monitoring, and visualization
services. Yu et al. proposed a hierarchical architecture for VC in [71]. They create
a exible cloud environment for moving vehicles by integrating trac infrastructures
in order to fully utilize the resources in an entire network. The cloud architecture is
separated into three layers: Vehicular Cloud, Roadside Cloud and Central Cloud. In
this way, the computation and storage resources are all merged into the cloud. The au-
thors also mentioned some promising applications of VC like real-time navigation with
computation resource sharing, cooperative download/upload with bandwidth sharing
and video surveillance with storage resource sharing. All these previous works focused
on VC architecture design, operation and general application scenarios.
Enormous of works have been conducted to study and improve the MapReduce
performance over conventional Data Center Network. Jiang et al. in [75] studied the
performance of MapReduce and identify ve factors that may impact the performance,
including I/O mode, indexing, data parsing, grouping scheme and block-level scheduling.
To improve the MapReduce performance, various job schedulers have been proposed
[76,77]. In [78], Ahmad et al. suggested a multi-tenant scheduler called ShueWatcher.
Based on the network load, it shapes the shue trac by delaying or elongating a
job's shue. Map and Reduce tasks placements are also shue-aware and consider the
locality. Hammound et al. designed a reducer scheduler in [79]. They selected the
reducers based on the localities of mappers and also consider partition skew to reduce
the trac during the shue phase.
Dierent with wired environment, performance of wireless communication is greatly
inuenced by packet collisions. Thus, it is necessary to nd out the suitable parameter
settings and congurations for both MapReduce and DSRC to achieve better perfor-
mance.
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5.2.3 Performance Evaluation of MapReduce Application
To study the performances of MapReduce under dierent environments, we rst
build a conventional cluster environment and evaluate the performance of MapReduce
through test-bed experiments. Following the data processing and trac generating
patterns that collected from the experiments, we further measure the performance of
MapReduce under VANET wireless environment through simulation by simulating the
MapReduce process and DSRC transmission.
MapReduce Experiment over Conventional Cloud
We rst study the performance and collect the trac pattern of MapReduce appli-
cation under conventional cloud environment with wired connection. Totally four lab
machines are used for the experiment. While one node is assigned as Master, the other
three nodes perform as Workers. All nodes locate at the same rack and are connected
through 1Gbps switch. TeraSort is used as the testing MapReduce application. It is
a well-known benchmarking application to test both HDFS and MapReduce layers of
Hadoop. TeraGen is rst used for generating the input data and then TeraSort executes
the sorting job. We experimented with dierent sizes of input data from 5 GB to 25
GB. The job is split into 40 map tasks for 5 GB, 80 map tasks for 10 GB, 120 map
tasks for 15 GB, 160 map tasks for 20 GB and 200 map tasks for 25 GB. The detailed
parameter settings are shown as Table 5.3. In the experiment, two workers work as pure
mappers while the other work processes both map and reduce tasks. Therefore, in the
shue phase, the two pure mappers need to send the intermediate mapping results to
the one that operates reduce task.
Table 5.3: Parameters for MapReduce
Model Intel(R) Xeon(R) CPU E5-2407 0 @ 2.20GHz
Hadoop Version 2.2.0
Number of Cores 4
Number of Nodes 4
Number of Masters 1
Number of Workers 3
The data processing in MapReduce essentially has three phases: Map, Shue and
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Reduce. When an application job is submitted, the resource manager at the Master node
will rst lunch an Application Manager on one of the workers. Then the Application
Manager will further request resources for starting more containers on the works to run
tasks. The input data is split into several parts so multiple map tasks can be processed
concurrently. After mappers nished the map tasks and generated mapping results,
the reducer needs to pull data from them to complete the reduce task and outputs the
reducing results. The phase of pulling data from the mappers is called shuing. When
does the reducer start the shue phase is decided by a parameter called Shue Start
Time (SST, dened as mapreduce.job.reduce.slowstart.completedmaps in Hadoop). It
represents the percentage of maps in a job that have nished before the reducer can
start the shuing [80]. For example, a value of 0.05 means that the reducer will start
the shue phase when 5% of the maps are completed. In this way, the execution of
map tasks can be overlapped with the shuing of intermediate results, which reduces
the completion time of a MapReduce job.
MapReduce over Vehicular Cloud
As one part in the Wireless Access in Vehicular Environment (WAVE) protocol
stack developed by IEEE, 802.11p [1] has already been approved as the standard MAC
protocol in VANET. It employs contention-based Carrier Sense Multiple Access with
Collision Avoidance (CSMA/CA) with Enhanced Distributed Channel Access (EDCA).
For CSMA/CA in 802.11p MAC protocol, if the channel is sensed as idle for an arbitra-
tion inter frame space (AIFS), the vehicle starts the transmission directly. The AIFS
is computed based on the Short Interframe Space (SIFS) and AIFS-number (AIFSN),
that is, AIFS = AIFSN  Slot + SIFS. If the channel is currently busy, a vehicle
needs to randomly pick up a back-o value from the interval [0, CW] and then start a
countdown procedure. CW stands for the Contention Window which is initially set as
CWmin. The back-o value will be decreased when the channel is free and transmission
will begin when the back-o value reaches 0.
If multiple vehicles within the communication range are trying to access the channel
simultaneously, a collision will happen and none of the packets can be successfully re-
ceived. In this case, vehicles have to re-compete for the channel to resend the packets.
A sender of unicasting needs to wait for an acknowledgement (ACK) from the recipient.
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If the ACK is not received with in a period of time, the packet will be retransmitted.
An exponential back-o scheme which extends the CW size will be applied to the re-
transmission until CWmax is reached. In this way, the probability of retransmission
contention collision can be reduced. Based on the dierent application requirements
and critical levels, EDCA classies packets into four Access Classes (ACs) with dier-
ent priorities. Dierent ACs have dierent AIFSN and CW values to ensure packets
with higher priority can access the channel earlier. AC3 owns the highest priority. The
default EDCA parameters of 802.11p are shown in Table 5.4.
Table 5.4: Default Parameter Settings for EDCA in 802.11p [1]
AC CWmin CWmax AIFSN
AC0 15 1023 9
AC1 15 1023 6
AC2 7 15 3
AC3 3 7 2
In order to measure the performance of MapReduce over VANET, all the data
transmissions between nodes are carried out through wireless connection instead of
Ethernet connection. The MapReduce data processing and trac generating patterns
follow the data collected from the experiment. We simulate the MapReduce process
based on the gathered parameters include number of map and reduce tasks, the time
spend on each phase, the time cost for each task and the number of data for transmission.
Meanwhile, the DSRC MAC protocol is simulated using MATLAB. We rst assign the
Access Classes (ACs) as 2. So the AIFSN is 3 while CWmin and CWmax are 7 and 15
respectively. The data rate is simulated as 27Mbps which is the maximum data rate
that can be support by DSRC. Detailed parameter settings for DSRC transmissions are
shown in Table 5.5.
Generally, the network performance of the wireless network is worse than wired
network. Assuming the computational capabilities are the same for conventional cloud
environment and vehicular environment, the most dierent part between wired and
wireless environments is the shue phase which involves most of the data transmission.
Packet collisions and losses are usually happen under wireless environment. If multiple
mappers are trying to send the map results to the reducer concurrently, a packet col-
lision will happen. Since the reducer needs all the data from all the mappers to nish
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the computation of the reduce work, a mapper has to re-compete for the channel and
retransmit the lost packet until the reducer receives it. Therefore, when more collisions
happen, longer overall time is expected for completing the MapReduce job. Besides the
collision problem, the data rate supported by DSRC is from 3 to 27 Mbps, which is
much slower than the Ethernet connection. This will also cause longer shuing time.
Since we focus more on the shue phase, we assume the map tasks are carried out
locally in the simulation.
Table 5.5: Parameter Settings for DSRC Transmission
Slot 10 us
SIFS 30 us
AccessClass(AC) 2
AIFSN 3
CWmin 7
CWmax 15
DataRate 27 Mbps
Performance Evaluation and Comparison
The metrics that we mainly focus on are the shue time and the packet collision
rate during the shue phase. The shue time indicates the total time needed to nish
the shue phase and this will directly impact the job completion time. The packet
collision rate represents the ratio of number of packet collisions to the total number
of transmissions. As shown in Figure 5.13, the MapReduce shue time under DSRC
transmission is about 10 times to the Ethernet connection. The packet collision rate of
shuing using DSRC transmission is shown in Table 5.6. The average packet collision
rate over all the measured data sizes is 9.3%. Therefore, we can see that the performance
of MapReduce greatly degrades because of wireless transmission.
Table 5.6: Packet Collision Rate for Vehicular Cloud
Data Size (GB) 5 10 15 20 25
Packet Collision Rate 9.5% 9.1% 9.3% 9.4% 9.4%
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Figure 5.13: Comparison between Conventional and Vehicular Cloud
5.2.4 Parameter Settings of MapReduce Application
In order to improve the performance of MapReduce application over VANET, it is
critical to shorten the shue phase. The time of shue phase can be reduced through
reducing the shue trac or the number of packet collisions. To achieve less shuing
trac, some new task schedulers has been proposed for conventional cloud. In this sec-
tion, we explain how to improve the performance of MapReduce by nding appropriate
settings for both MapReduce and DSRC. We investigate the eects of the parameters
include total number of nodes, shue start time for MapReduce and Access Category
(AC) for DSRC. We observe that smaller number of packet collisions can be achieved
using suitable parameter settings.
Impact of Shue Start Time
We rst investigate the impact of Shue Start Time (SST) on the MapReduce
performance. The AC is set as 2 and four-node cluster simulation is used. Totally four
groups of settings are tested for SST and each group is measured for three data sizes
as 5, 15 and 25GB. We rst compare the settings of SST as 0.05 and 0.01. Then, since
there are two workers that need to transmit the intermediate results to the third worker,
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we are interested to see the performance when the shue phase on each worker start
at dierent time. The third group is to set the SST for the rst worker as 0.01 and
the second worker as 0.51. We also set the fourth group that the SSTs are 0.01 and 1
for the two workers separately. In this case, the rst worker will start the shue phase
as long as 1% maps have been done while the other work can only begin the shuing
when all the maps have been nished.
Figure 5.14 represents the time taken for shue phase and the packet collision rate.
As we can see from the results, the smaller SST does not impact the shue time and
packet collision rate obviously. This because that the smaller SST only allows the shue
phase to start earlier. When we put dierent SSTs on dierent workers, shue time
becomes shorter and packet collision rate reduces. When one worker is transmitting,
the other one is still waiting for the start of shuing and queuing the packets. Thus
there is no interference before the second worker starts its shue phase. Greater the
shue start time dierence between the two works, fewer packet collisions will happen.
Comparing with 0.01 SST, the settings of the third and forth group have 82s and 132s
less shue time respectively with 25G input data. Therefore, the strategy of setting
dierent SSTs on dierent workers is suitable for an individual job.
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Impact of Number of Nodes
Although using a larger number of nodes for processing data in parallel is helpful
for nishing the map tasks earlier, workers potentially suer high packet collision rate
since more interferences are introduced. Such higher packet collision rate will increase
the time of shue phase. In order to investigate how the cluster size inuences the
performance, we simulate the MapReduce and DSRC transmission over 2, 3, 6 and 12
nodes following the task processing pattern of the four-node experiments. For all the
cases, one node is used as master node while the others are regarded as workers. All
the works will run as mappers and one of the workers will also perform as reducer.
Similar to the four-node experiment, all the workers except the one running the reduce
task need to transmit intermediate map results to the reducer. We use AC2 for the
simulation and SST is xed as 0.05.
Figure 5.15 shows the results of the shue time, the packet collision rate, the time
of map phase and the time of job completion time. We can see that more nodes are
used for MapReduce, more packet collisions happen. The two-node cluster only has
one worker therefore no shue transmission is needed. For three-node cluster case, no
packet collision happens because there is only one worker that transmits map results
to the reducer in the shuing phase. When a large number of nodes are attempting to
contend for the channel, they are more likely to access the channel at the same time and
interrupt each other. Since more collisions and retransmissions happen, the shue time
also greatly increases. With 25GB input data, comparing to six-node and twelve-node
cluster, the four-node cluster has 841s and 1895s less time for shuing and 6.9% and
19.9% less percentage of collisions respectively.
On the other hand, we observe that the time of map phase is reduced when using
larger cluster size since more nodes working in parallel to nished the map tasks. When
there is only one worker, the map phase cost as high as 5580s and the entire job com-
pletion time is 6547s for 15G data. When we increase the number of workers to two, the
time of map phase reduces signicantly to 1196s and the job completion time shortens
to 3394s for 15G data. However, when we keep on increasing the number of nodes,
the total job completion time becomes longer. This is because that the map phase is
partially or mostly covered by the shue phase and its reduction is not as much as
the increment of shuing time. Therefore, smaller size of cluster is recommended for
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Figure 5.15: Impact of Number of Nodes
MapReduce in VANET.
Impact of ACs in DSRC
We also investigate the inuence of dierent ACs for DSRC transmission. The
performances of AC1, AC2 and AC3 are measured. Six-node cluster is used for the
simulation and SST is xed as 0.05. The values of AIFSN and CW are set based on
Table 5.4 for each AC. Figure 5.16 demonstrates the shue time and the packet collision
rate. As shown in the results, when higher AC is set, less shue time can be achieved.
This because that a packet with higher AC has smaller AIFSN and shorter CW size. If
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the channel is idle, packet with AC3 can wait for shorter time before the transmission
begins. If the channel is busy, a smaller CW helps packets with AC3 get a small backo
value. Therefore, packets with higher AC are able to access the channel earlier with
less waiting time. With 25GB input data, AC3 has less shue time of 270s and 221s
comparing to AC1 and AC2.
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Figure 5.16: Impact of AC
On the other hand, a packet with higher AC suers more packet collisions because
of its smaller CW size. For example, AC3 has CWmin as 3 and AC2 has CWmin as
7. This means that packets with AC2 have larger CW range to choose from. If two
packets begin channel contention at the same time, they may select the same backo
value with probabilities of 33.3% and 14.3% for AC3 and AC2. With 25GB input data,
AC3 has higher packet collision rate of 5.5% and 11.4% when comparing with AC1 and
AC2 respectively. However, the eect of shorter waiting time is greater than the packet
collision rate. Therefore, for packets from the same application, higher AC is preferred
to achieve shorter shue time even the packet collision rate may become higher.
5.2.5 Cooperation within Vehicular Cloud
As we shown in the above section, a small number of vehicles work together performs
better than a large number of vehicles considering the interference problem. Assuming a
parking lot is 54 meters by 96 meters and each parking space is 4 meters by 5 meters, the
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total number of available parking spaces is approximately 120. This example parking
lot is shown in Figure 5.17. If DSRC communication range is 300m, a vehicle will be
able to transmit data to all the other vehicles in the parking lot. All the vehicles parking
in this parking lot can form a vehicular cloud. However, if 120 vehicles are trying to
shue at the same, the impact of interferences will become huge and the time of shue
phase will signicantly increase. Therefore, we divide the whole vehicular cloud into
several groups and each group is composed of a small number of vehicles as workers.
Assuming the group size is 3, there will be 40 groups of vehicles in the example parking
lot. Each job will only be completed by one group of vehicles. One vehicle will serve as
master node in the VC and it assigns jobs to each group of vehicles. The master node
can be selected as the vehicle that will stay at the parking lot for the longest time or
a RSU can be deployed and it works as a Master. The members of each group can by
dynamically changed based on the job and resource requirements.
Figure 5.17: Example Parking Lot
Although tuning down the power to shorten the DSRC communication range is
helpful for decreasing the interferences, the exibility and resource availability are po-
tentially reduced. Vehicles as workers may leave or join in the cloud and they may
park at dierent space. If using a short communication range, a vehicle may have less
chance to cooperate with others. Besides, for dierent jobs, it is likely that the data
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is kept at dierent vehicles. Thus longer communication range allows vehicles to work
with dierent vehicles and avoids some data transfers. However, one problem that is
introduced by the longer communication range is the interference between each group.
To avoid such interference, the master node needs to manage the shue phase of each
group. Since vehicles in parking lot are considered as static nodes, centralized TDMA
is a good choice to manage all the groups. Each time unit can be separated into several
time slots. Having work statuses of all the nodes, the master is able to allocate time
slots to each group and a group can do the shuing at its assigned slots. The number
of slots assigned for each group can be based on the size of shuing data, job priority
and other parameters.
5.2.6 Conclusion
In this dissertation, we compare the performances of MapReduce application over
conventional cloud with Ethernet connection and Vehicular Cloud with wireless DSRC
connection. Impacts of dierent parameters include number of nodes, shue start
time for MapReduce as well as AC for DSRC are discussed. Smaller number of nodes,
separating the shuing start time on dierent workers and higher AC are helpful for
reducing the shuing time. We also discuss the cooperation within the vehicular cloud
in order to reduce interferences.
Chapter 6
Conclusion
In this dissertation, we focus on improving the reliability and eciency of data
transmission in VANET. We concentrate on addressing three research issues: 1) How
to eciently transmit data among vehicles and between vehicles and trac infrastruc-
tures (RSUs) with lower latency? 2) How to improve the data transmission reliability
with fewer packet collisions and higher packet delivery rate? 3) What are the network
performances of dierent kinds of VANET applications? And how to improve their
performances? New architecture, protocols and innovation solutions are developed for
investigating these research issues.
To address the rst issue, we developed a new VANET architecture called BUS-
VANET that takes advantage of both buses and trac infrastructures. In this architec-
ture, the coverage of the high-tier nodes can be ensured and the probability of packets
carrying is reduced. TCC is helpful for quickly identifying the location of the destination
vehicle. Comparing to the traditional VANET, better performance can be achieved in
BUS-VANET with less delivery delay and higher delivery rate. Additionally, to improve
the transmission reliability and reduce the number of packet collisions, two TDMA based
MAC protocols are proposed: MAT-MAC and PTMAC. MAT-MAC aims at reducing
the number of collisions while maintaining high slot utilization even under unbalanced
trac scenario. High contention collision probability can be avoided through dynamic
slot migration and adaptation based on the real-time trac condition. PTMAC is a
novel protocol based on the important observation that most of the encounter colli-
sions can be predicted and potentially avoided. It is not only suitable for two-way
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trac but also for four-way intersections in an urban area. As a result, the proposed
protocols improve the transmission performance with fewer packet collisions under dif-
ferent scenarios. Besides, to further support and improve the performances of varieties
of applications through V2V and V2I communications for both safety and non-safety
purposes, we studied the performances of real-time multimedia and MapReduce appli-
cations over DSRC transmission. The real-time video is useful for entertainments, social
activities, and enhancing the driving safety. MapReduce applications are widely used
in clusters for processing and computing data eciently. Impacts of dierent strategies
and parameter settings are also discussed. Upon using appropriate retransmission and
startup caching, the performance of multimedia transmission can be improved. Smaller
number of nodes, separating the shuing start time on dierent workers, higher AC
and corporations within the vehicular cloud are helpful for reducing the shuing time
of the MapReduce applications.
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