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In this paper we present a theory that predicts the phase noise characteristics of self-sustained
optomechanical oscillators. By treating the cavity optomechanical system as a feedback loop con-
sisting of an optical cavity and a mechanical resonator, we analytically derive the transfer func-
tions relating the amplitude/phase noise of all the relevant dynamical quantities from the quantum
Langevin equations, and obtain a closed-form expressions for the phase noise spectral densities con-
tributed from thermomechanical noise, photon shot noise, and low-frequency technical laser noise.
We numerically calculate the phase noise for various situations and perform a sample calculation
for an experimentally demonstrated system. We also show that the presented model reduces to the
well-known Leeson’s phase noise model when the amplitude noise and the amplitude/phase noise
inter-transfers are ignored.
PACS numbers: 07.10.Cm, 42.50.Wk, 42.82.Fv, 85.85.+j
I. INTRODUCTION
Self-sustained oscillation (also known as auto-
oscillation) is of great interest in both fundamental stud-
ies and technological applications [1]. In fact, operations
of today’s electronics heavily depend on self-sustained os-
cillators for time keeping and frequency control purposes.
For example, quartz oscillators are routinely used to gen-
erate clock signals for digital circuits [2], while RF and
microwave oscillators are used to provide stable time and
frequency references for the operations of wireless com-
munications, radar, and remote sensing systems [3, 4].
A self-sustained oscillator can be modeled by a simple
feedback loop consisting of two loop components: a fre-
quency selective element and an amplifier [4, 5]. When
the loop has positive feedback and a loop gain greater
than one, the signal is reinforced after each round-trip
and as a result the system becomes unstable and self-
oscillates. In electronic oscillators, electrical as well as
mechanical resonators are commonly used as the fre-
quency selective element and the signal is amplified by
electrical amplifiers. In the case of optoelectronic oscil-
lators, the signal can as well be amplified through the
transduction process of electro-optical modulation and
optical detection [6, 7]. Self-oscillation can also be com-
pactly realized in a cavity optomechanical system, where
an optical cavity is coupled with a mechanical resonator
through the optical force [8, 9]. In such system, the me-
chanical motion is encoded in the light circulating inside
the cavity, which, after a phase delay, exerts an optical
force back to the mechanical resonator. When the input
laser is blue detuned from the cavity resonance, the op-
tical force provides a positive feedback and amplify the
mechanical motion, which can be strong enough to com-
pensate the mechanical damping and drive the resonator
into self-sustained oscillation.
Such optomechanical oscillations were first demon-
strated by Vahala group using micro-toroid structures
[10–12], which then stimulated a series of research
works realizing optomechanical oscillations using differ-
ent device designs and materials, such as flexural beams
[13, 14], micro-disk resonators [15, 16], micro-wheel res-
onators [17–20], micro-spheres [21], capillaries [22], pho-
tonic crystals [23]. Technical aspects of these oscillations
such as injection-locking [24, 25], photonic/RF down-
conversion [26, 27], synchronization [28, 29] and mass
sensing applications [30] have also been explored. These
demonstrations have oscillating frequencies ranging from
radio-frequency up to microwave X-band, effective mass
from nanogram down to femtogram, and threshold op-
erating power as low as micro-Watt, showcasing the
optomechanical oscillator as a promising candidate for
scalable, CMOS-compatible, micron-scale, low-threshold
power and low phase noise oscillators. While sev-
eral theoretical studies have been devoted to investi-
gate the multistability [31], amplitude noise suppression
[32], limit-cycle behavior [33], non-classical characteris-
tics [34, 35] of the system and a few phenomenological
models have been developed to model the phase noise
behavior [12, 36–38], however, there is still lack of theo-
retical understanding which can deterministically predict
the phase noise spectra, which is the uttermost important
figure of merit for quantifying the performance of an os-
cillator.
In this paper, we develop a theory the predicts the
phase noise of self-sustained optomechanical oscillators.
We treat the optomechanical system as a feedback loop
[39, 40], with the optical cavity acts as an amplifier and
the mechanical resonator as the frequency selective el-
ement. Instead of linearizing the equation of motion
around a static solution, we perform the perturbation
around a limit-cycle solution and solve for the small-
signal transfer functions for each loop component. Us-
ing the transfer function approach, we are able to derive
analytic expressions for the phase noise spectrum con-
tributed from the thermomechanical noise, photon shot
noise and low-frequency technical laser noise. We ex-
amine the various factors that influence the phase noise
and apply the theory to calculate the phase noise spec-
trum for the optomechanical oscillator demonstrated in
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2Refs. [10–12]. We also show that, when the amplitude
noise and the amplitude/phase noise inter-transfers are
ignored, the present model reduces to the well-known
Leeson’s model [41], which is widely used for modeling
the phase noise of oscillators in the engineering commu-
nity. This paper does not only addresses the practical
questions concerning phase noise performance, such as
the fundamental limit of the phase noise that can be at-
tained in optomechanical oscillators, but also provides a
theoretical framework for studying cavity optomechani-
cal systems with large oscillation amplitude.
The outline of the paper is as follow. Section II
presents the theoretical framework of the phase noise
analysis for an optomechanical system. First, Sec. II A
examines the coupled quantum Langevin equations that
govern the dynamic of the optomechanical system. Sec.
II B presents the small-signal analysis and clarify the
meaning of phase noise in different frequency scales. Af-
ter that, in Sec. II C, the transfer functions relating the
amplitude and phase noise of all the relevant dynami-
cal quantities are derived. The derived expressions are
then applied in Sec. III to solve for the limit-cycle so-
lution (Sec. III A) and closed-loop noise response (Sec.
III B). The phase noise contribution from three sources:
thermomechanical noise (Sec. III C), photon shot noise
(Sec. III D) and low-frequency technical laser noise (Sec.
III E) are then examined. In Sec. III F the theory is ap-
plied to calculate the phase noise spectrum for an experi-
mentally demonstrated system reported in Refs. [10–12].
Sec. III G compares the present phase noise theory with
the well-known Leeson’s model [41], and finally Sec. IV
concludes the paper.
II. FORMALISM
A. Quantum Langevin equations of motion
Figure 1 shows two typical configurations of optome-
chanical systems. The first system is in a setting of
free-space optics consisting of a Fabry-Pe´rot cavity with
a movable mirror. An input laser beam is used to ex-
cite the cavity. The second system is an integrated pho-
tonic resonator with movable boundary. A side-coupling
waveguide is used to couple light into the cavity. For the
integrated photonic approach, other configurations such
as a flexural beam evanescently coupled to a micro-disk
[13], or photonic crystal cavity with movable boundaries
[23] can also be used. While the optomechanical system
can be realized in a wide variety of configurations, its
dynamics can be described by the same Hamiltonian [9]
Hˆ =~ΩOaˆ†aˆ+
1
4
~ΩM (xˆ2 + pˆ2)− ~gxˆaˆ†aˆ
+ i~
√
2κe(aˆ
†sˆine−iΩLt − aˆsˆ†ineiΩLt) + Hˆdiss .
(1)
The first term describes an optical mode at frequency
ΩO with aˆ and aˆ
† as the ladder operators. The second
FIG. 1. (a) Schematics of a Fabry-Pe´rot cavity with a mov-
able mirror. The output field sˆout(t) represents the reflected
light from the cavity (b) Schematics of a micro-disk resonator
with movable boundary. The output field sˆout(t) represents
the transmitted light in the thru-port.
terms describes a mechanical mode at frequency ΩM , and
xˆ and pˆ are respectively the displacement and momen-
tum operators normalized by the zero-point fluctuations
xzpf ≡
√
~/2meΩM and pzpf ≡
√
~meΩM/2, where me
is the effective mass of the resonator. The third term de-
scribes the coupling between the optical and mechanical
mode, in which the photon number aˆ†aˆ and mechani-
cal displacement xˆ are coupled through the coupling rate
g. g is also called vacuum optomechanical coupling rate
since it has a physical meaning of change of optical mode
frequency caused by the mechanical zero-point fluctua-
tion. The fourth term represents the optical drive by an
input optical mode with field strength of sˆin at frequency
ΩL. This input optical mode can be one of the laser beam
modes in free-space optics (Fig. 1 (a)), or the waveguide
mode in integrated photonics (Fig. 1 (b)). κe represents
the coupling rate between this input mode and the cavity
mode. The last term accounts for the dissipation due to
the link to the external bath.
The quantum Langevin equations describing the dy-
namics of xˆ and aˆ (in the rotating frame e−iΩLt) can be
obtained from the Hamiltonian in Eq. (1) as [9]
˙ˆa = −κaˆ+ i∆aˆ+ igxˆaˆ+√2κesˆin +
√
2κiδsˆvac (2)
¨ˆx+ 2γ ˙ˆx+ Ω2M xˆ = 2ΩM (gaˆ
†aˆ+
√
2γδfˆth) . (3)
Eq. (2) describes the dynamics of the cavity mode. ∆
is the cavity detuning defined as ∆ = ΩL − ΩO. The
cavity is coupled to the environment (input mode) by a
coupling rate κi (κe), where the subscript i(e) represents
the intrinsic (external) nature of the coupling. Coupling
to these two channels gives rise to a total dissipation rate
of κ = κe + κi. Note that here κ is defined as the half
width at half maximum (HWHM) of the cavity response.
(Some references define κ as the full width at half max-
imum, see for example Ref. [9].) It is related to the
cavity quality factor by QO = ΩO/2κ. The input field
sˆin can be split into two parts sˆin = sin + δsˆin, with
3the scalar part sin represents the laser field strength and
the operator part δsˆin represents the input laser noise.
δsˆvac represents the quantum vacuum fluctuation due to
the coupling to the environment and has noise correlators
given by
〈δsˆvac(t)δsˆ†vac(t′)〉 = δ(t− t′)
〈δsˆ†vac(t)δsˆvac(t′)〉 = 0
〈δsˆvac(t)δsˆvac(t′)〉 = 0
〈δsˆ†vac(t)δsˆ†vac(t′)〉 = 0 .
(4)
When the laser noise is at the shot-noise limit, δsˆin
has the same noise correlators as δsˆvac. In such situa-
tions, the total cavity noise is said to be due to photon
shot noise (with contribution from both the input opti-
cal mode and the dissipation channels link to the external
bath). The output optical field is given by [9]
sˆout = sˆin −
√
2κeaˆ . (5)
In the Fabry-Pe´rot cavity setting, the output mode is
the reflected light from the cavity (see Fig. 1 (a)), while
in integrated micro-resonators, it is the waveguide mode
at the thru-port (see Fig. 1 (b)). We denote the intra-
cavity photon number by nˆ = aˆ†aˆ, and the photon flow
rate at the input and output by Pˆin = sˆ
†
insˆin and Pˆout =
sˆ†outsˆout.
Eq. (3) describes the dynamics of the mechanical res-
onator. γ is the mechanical damping rate defined as the
HWHM of the resonator response. It is related to the me-
chanical quality factor QM by QM = ΩM/2γ. The term
gaˆ†aˆ represents the optical force acting on the mechanical
resonator. δfˆth is the thermomechanical fluctuation force
at thermal equilibrium and has a correlation function of
[42]
〈δfˆth(t)δfˆth(t′)〉
=
∫
dω
2pi
e−iω(t−t
′) ω
ΩM
[
coth
(
~ω
2kBT
)
+ 1
]
.
(6)
For a resonator with high QM , δfˆth(t) can be ap-
proximated as δ-correlated [43], i.e., 〈δfˆth(t)δfˆth(t′) +
δfˆth(t
′)δfˆth(t)〉 ≈ 2(2n¯th + 1)δ(t − t′), where n¯th =
(e~ΩM/kBT − 1)−1 ≈ kBT/~ΩM is the average thermal
phonon occupation.
The two coupled quantum Langevin equations in Eqs.
(2) and (3) can be viewed as representing two components
that form a feedback loop [39, 40]. While the mechanical
motion modulates the cavity field by changing the optical
detuning (as described by Eq. (2)), the modulation of the
cavity field generates an optical force which feeds back to
drive the mechanical motion (as described by Eq. (3)).
This feedback loop is illustrated by the block diagram
in Fig. 2 (a). The inputs of the feedback loop include
the laser input sin, vacuum fluctuation δsˆvac, and the
thermomechanical fluctuation force δfˆth. The outputs of
the loop are the displacement xˆ, the intra-cavity photon
number nˆ and the output photon flow Pˆout. ~ΩLPˆout
is the output optical power that can be measured di-
rectly in experiment. In principle, the output field sˆout
can also be detected using the optical homodyne method
which mixes the output light with a strong local oscil-
lator. This method has been applied in experiments to
monitor the mechanical motion with high sensitivity, see
for example [44]. In oscillator applications, a direct mea-
surement of ~ΩLPˆout is more commonly used (see for
example [16, 17, 20]) because it does not require an ex-
tra optical path for the local oscillator and so facilitates
a more compact device design, which is more desirable
for integrated purposes. In this paper we will therefore
mainly consider Pˆout as the oscillator output but the re-
sults can be easily generalized to describe the situations
using other detection schemes.
The feedback loop of an optomechanical system has
a loop gain that can be positive or negative, depending
on the detuning of the cavity. As have been well stud-
ied, a blue (red) detuned cavity provides a positive (neg-
ative) feedback which effectively heats up (cools down)
the mechanical motion. For the situation of positive feed-
back, the system becomes unstable when the loop gain is
larger than unity. In that case even a small fluctuation
is largely amplified and the oscillating amplitude grows
until it reaches a limit-cycle set by the nonlinearity of the
system. Note that the two equations of motion Eqs. (2)
and (3) are nonlinear and therefore the limiting mecha-
nism is intrinsically included [33]. The optical cavity and
mechanical resonator resemble the two essential compo-
nents of an oscillator loop: the optical cavity acts as an
amplifier which provides optical force to amplify the me-
chanical motion and the mechanical resonator acts as a
frequency selective element which selects out only a nar-
row frequency band. For comparison, Fig. 2 (b) shows
a typical electronic oscillator loop. For characterization
of an oscillator, phase noise is the foremost important
figure of merit [5]. In this paper, we focus on the phase
noise behavior of such self-sustained optomechanical os-
cillation.
B. Small-signal analysis and spectral filter
decomposition
A standard approach to solve for the noise response
of a feedback loop is to use transfer function method
[5]. After solving for the transfer function for each of
the loop components, they can be combined to describe
the closed-loop response. However, since the components
forming the feedback loop of an optomechanical system
are nonlinear, in order to make use of the traditional lin-
ear transfer function method, the equations of motion
need to be first linearized. In the vast majority of theo-
retical analyses of optomechanical systems, the equations
of motion are linearized around a static solution (assum-
ing xˆ(t) = x0 + δxˆ(t)) and the oscillating signal δxˆ is
treated as small perturbation. However in the case of
4FIG. 2. (a) Feedback loop of a cavity optomechanical sys-
tem. (b) Feedback loop of a typical electrical oscillator. (c)
Feedback loop for the small-signals in a cavity optomechanical
system.
self-sustained oscillation, the oscillating amplitude can
no longer be assumed to be small. Instead, here we lin-
earize the equations around a limit-cycle solution.
Let us assume the system has reached a limit-cycle and
is oscillating at frequency Ω. We assume Ω is close to the
mechanical resonance frequency, i.e., |Ω − Ωm|  Ωm
and we limit our analysis only to the situations where
there is no period-doubling or chaotic behavior, such as
the situations described in Ref. [45]. We also assume
the linewidth of the mechanical resonator is smaller than
that of the optical cavity, i.e., γ < κ, which is valid for
most practical situations. At the limit-cycle, the average
dynamics of the quantities such as xˆ(t), aˆ(t), nˆ(t), sˆout(t),
and Pˆout(t) follow a periodic path with frequency Ω. Let
us use qˆ(t) to represent any of these quantities and write
it as a sum of a periodic function and a small-signal, i.e.,
qˆ(t) = qcyc(t) + δqˆ(t). The limit-cycle solution qcyc(t)
describes the classical average dynamics qcyc(t) = 〈qˆ(t)〉
and is expressed as a complex scalar function. The small-
signal δqˆ(t) is an operator which preserves the quantum
description and has a zero expectation value 〈δqˆ(t)〉 = 0.
Throughout the manuscript, we will interchangeably re-
fer qcyc(t) as “limit-cycle solution” or “coherent ampli-
tude”, and refer δqˆ(t) as “small-signal”, “noise”, or “per-
turbation”. Since qcyc(t) is periodic in Ω, it can be ex-
pressed in Fourier series as
qcyc(t) =
∑
n
e−inΩtqn . (7)
In the notation
∑
n ≡
∑+∞
n=−∞ the sum runs from neg-
ative infinity to positive infinity if not otherwise speci-
fied. Note that qcyc(t) is periodic but not necessarily si-
nusoidal, i.e., it may have nonzero higher harmonic com-
ponents. In practice, all oscillator systems work in the
nonlinear regime and therefore may have non-negligible
higher harmonic components. In fact, as have been
shown in Ref. [33], for an optomechanical oscillator op-
erating at large amplitude regime, the higher harmonic
components of the cavity field play an important role in
the system dynamics. As we will see later, they are also
crucial in determining the noise performance. Therefore
in the present analysis keeping all the harmonic terms in
Eq. (7) is necessary. For the small-signal term δqˆ(t), one
can also write it in a Fourier series-like expansion as
δqˆ(t) =
∑
n
e−inΩtδqˆn(t) . (8)
However, since δqˆ(t) is in general not periodic, the har-
monic components δqˆn(t) have a time dependence and
they are not uniquely defined. Here, we define δqˆn(t) =
Ω
2pi sinc
(
Ωt
2
) ⊗ [δqˆ(t)einΩt], where ⊗ denotes the convo-
lution operation. In frequency domain, it can be ex-
pressed as δqˆn[ω] = δqˆ[ω+nΩ]rect(ω/Ω), where rect(x) is
the rectangular function which has a value of one when
−1/2 < x ≤ 1/2 and zero otherwise. Throughout the
manuscript, a square bracket notation f [ω] is used to
represent the Fourier transform of the time domain sig-
nal f(t), i.e., f [ω] = F{f(t)}. From the frequency do-
main expression, it is apparent that δqˆn(t) has a fre-
quency spectrum which is non-zero only within the range
−Ω/2 < ω ≤ Ω/2. In engineering terminology, it is a
baseband function with a bandwidth of Ω. We call this
operation described by Eq. (8) the “spectral filter de-
composition”. Details of the spectral filter decomposition
and its mathematical implications can be found in Ap-
pendix A. As we will see later, such a baseband definition
is important as it ensures that each of the δqˆn(t) is vary-
ing at a time scale slower than the oscillation frequency
Ω and it guarantees that there is no spectral overlap-
ping when the components are mixed by nonlinearities.
Also, under such definition it can be shown that the cross
power spectral densities between different harmonic com-
ponents are given by the following simple form,
Sδqˆnδqˆm [ω] = Sδqˆδqˆ[ω + nΩ]rect[ω/Ω]δn,−m
Sδqˆnδqˆ†m [ω] = Sδqˆδqˆ† [ω + nΩ]rect[ω/Ω]δn,m
Sδqˆ†nδqˆm [ω] = Sδqˆ†δqˆ[ω − nΩ]rect[ω/Ω]δn,m
Sδqˆ†nδqˆ†m [ω] = Sδqˆ†δqˆ† [ω − nΩ]rect[ω/Ω]δn,−m ,
(9)
where the cross power spectral densities are defined as
SXˆYˆ [ω] =
∫
dτeiωτ 〈Xˆ(t + τ)Yˆ (t)〉. As expected, har-
monic components from different frequency range are un-
correlated. In summary, we can write
qˆ(t) =
∑
n
e−inΩt [qn + δqˆn(t)] . (10)
The result of expanding a function in the form of Eq.
(10) is illustrated in Fig. 3 (a). It can be understood as
a sum of harmonics each oscillating at its own frequency
and having a baseband noise spectrum associated with
5FIG. 3. (a) Illustration of the spectral-filter decomposition
described in Eq. (10). (b) Illustration of the amplitude and
phase quadrature described in Eq. (11).
it. With the assumption |qn|2  〈δqˆ2n〉, we define
δqˆAn (t) =
1
2
[
δqˆn(t)
qn
+
δqˆ†n(t)
q∗n
]
δqˆφn(t) =
1
2i
[
δqˆn(t)
qn
− δqˆ
†
n(t)
q∗n
]
.
(11)
By definition these two operators are Hermitian. Us-
ing these two quantities to rewrite Eq. (10) as qˆ(t) =∑
n e
−inΩt+iδqˆφn(t)qn[1 + δqˆAn (t)] (keeping only first order
terms), it becomes apparent that δqˆAn (t) and δqˆ
φ
n(t) can
be identified as the relative amplitude noise and phase
noise with respect to the carrier signal e−inΩtqn. Fig.
3 (b) illustrates the meaning of the definitions of Eq.
(11). We can see that δqˆAn (t) and δqˆ
φ
n(t) are the in-phase
and quadrature components rotated and normalized with
respect to qn.
The above analysis applies to any periodic function of
time. (The spectral filter decomposition (Eqs. (8) and (9)
applies even when the function is not periodic.) In the
next section we apply the above analysis to the quan-
tities bˆ(t), aˆ(t), nˆ(t), sˆout(t), and Pˆout(t), and derive
the transfer functions relating their relative amplitude
noise and phase noise. We emphasize that since now we
are carrying out perturbation analysis around a periodic
solution, for each dynamical quantity there are two in-
dependent perturbation directions, namely the in-phase
and quadrature directions (or amplitude and phase di-
rections). Therefore, transfer functions relating any two
perturbation terms are 2×2 matrices taking into account
all the inter-quadratures transfers. This concept is illus-
trated in the feedback loop for the linearized system in
Fig. 2 (c). The traditional approach to analyze oscilla-
tor phase noise is to apply the transfer function method
in phase noise space and ignore the effect of amplitude
noise [5]. Here by using transfer matrices we include the
contribution from amplitude noise and all the amplitude-
to-phase inter-transfers.
Before we derive the transfer functions, there are two
remarks to be addressed. First, for the mechanical dis-
placement, since we are considering only the situations
where the oscillating frequency is close to the mechanical
resonance frequency, i.e., |Ω−Ωm|  Ωm, as it is the case
for most practical optomechanical oscillator systems, it
can be shown that effect of forces acting on the resonator
at high harmonic frequency nΩ are reduced by a factor
of (n2 − 1)QM relative to the first harmonic. Therefore,
for a system with reasonably high QM , we can safely ne-
glect the higher harmonic terms. We also take the static
displacement x0 to be zero, since its effect is equivalent
to a static shift in cavity detuning. Therefore, we keep
only the first harmonic terms for xˆ(t) and the expression
becomes
xˆ(t) = e−iΩt[x1 + δxˆ1(t)] + h.c. , (12)
h.c. denotes the Hermitian conjugates of all previous
terms in the equation.
Second, the laser noise δsˆin and the vacuum fluctuation
δsˆvac can be expressed in harmonic components using the
spectral filter decomposition described in Eq. (8) as
δsˆin/vac(t) =
∑
n
e−inΩtδsˆin/vac,n(t) . (13)
According to Eqs. (4) and (9), for the cavity vacuum fluc-
tuation and the laser shot noise the only nonzero corre-
lator is given by Sδsˆvac,nδsˆ†vac,m [ω] = rect[ω/Ω]δn,m. The
relative amplitude noise and phase noise of the input laser
as different spectral range is defined as
δsˆAin,n(t) =
1
2
[
δsˆin,n(t)
sin,0
+
δsˆ†in,n(t)
s∗in,0
]
δsˆφin,n(t) =
1
2i
[
δsˆin,n(t)
sin,0
− δsˆ
†
in,n(t)
s∗in,0
]
.
(14)
The difference between Eqs. (11) and (14) is that the laser
noise is normalized and rotated with respect to the laser
field sin instead of the individual harmonic components.
To summarize the analysis in this section, we illustrate
qualitatively in Fig. 4 the expected frequency spectra of
all the input/output quantities. In the figure, we use
arrows to represent the delta-function spectrum of the
coherent amplitude (qn) and use shaded areas to repre-
sent the spectral densities of the noise (δqˆn). We rotate
aˆ, sˆin, and sˆout back to the non-rotating frame to em-
phasize the original frequency scale. Dashed-lines indi-
cate the regions under the spectral filter decomposition.
For the inputs, the laser input sˆin has one single coher-
ent amplitude representing the input field sin. Its noise
spectrum consists of a white shot noise background and
an additional technical laser noise. In practice all lasers
have low-frequency noise with a 1/fn dependent spec-
trum featuring noise with long correlation time. This
technical laser noise is “low-frequency” compared to the
laser frequency but could be comparable or larger than
the mechanical frequency Ω. In particular, semiconduc-
tor diode lasers can exhibit phase noise up to 30 dB above
the shot noise level at GHz frequencies due to the elec-
trons relaxation dynamics [46]. For simplicity, in this
manuscript we only consider low-frequency laser noise
that is non-negligible within the range |ω| < Ω/2, which
is practically achievable by filtering the laser noise with
6FIG. 4. A qualitative illustration of the frequency spectra
of all the relevant input and output quantities. The arrows
represent the delta-function spectrum of the coherent ampli-
tude and the shaded areas represent the spectral densities of
the noise. Dashed lines are used to separate different regions
under the spectral filter decomposition. The quantities sˆin,
δsˆvac, aˆ, and sˆout are expressed in the non-rotating frame
to emphasize the original frequency scale. The three spectra
of interest for characterizing the oscillator performance are
highlighted by the red bounding box (nˆ1[ω], Pˆout,1[ω], and
xˆ1[ω]).
narrowband filters. Beside the laser noise, vacuum noise
enters the system through the cavity intrinsic dissipation
channel. It has a white spectrum and has the same value
as the laser shot noise spectrum. Another noise input
are the thermomechanical fluctuations δfˆth, which are
also white and have a cutoff frequency much larger than
the mechanical frequency.
On the outputs side, the coherent amplitude of the
intra-cavity field aˆ and the output optical field sˆout con-
tain many harmonics due to scattering by the mechan-
ical oscillation, as has been discussed in Ref. [33]. For
each harmonic peak, there is a noise spectrum associated
with it. For aˆ, one may expect that the noise spectrum
shows two characteristic frequency scales: when the fre-
quency offset from the carrier |ω − nΩ| is within γ the
noise shows signature of the mechanical response (green
regions in Fig. 4) and when the frequency offset from
the carrier is beyond κ the noise decays since the cav-
ity acts like a bandpass filter which has lower response
outside the bandwidth (blue regions in Fig. 4). In the
figure the system is assumed to be in the resolved side-
band regime (RSR), κ < Ω. In the unresolved sideband
regime (USR), κ > Ω, one can imagine that there is sig-
nificant overlap between the blue regions. The spectrum
of the output field sˆout is similar but has an additional
broadband background (red regions in Fig. 4) since ac-
cording to Eq. (5) the laser noise can directly go to the
output field. The cavity photon number nˆ = aˆ†aˆ and
the output photon flow Pˆout = sˆ
†
outsˆout are directly re-
lated to aˆ and sˆout and so their spectra display similar
features but occur at the mechanical frequency instead
of the optical frequency. Lastly, for the mechanical dis-
placement xˆ, the mechanical response decays quickly at
high harmonic frequencies so it only has significant re-
sponse around Ω ≈ ΩM .
When one talks about phase noise of a self-sustained
optomechanical osillator, one refers to the phase noise
spectrum of the measured output power ~ΩLPˆout at the
first harmonic frequency Ω. Besides this, we are also in-
terested in the phase noise spectrum of xˆ1 and nˆ1 at the
first harmonic since they represent the displacement and
optical force of the mechanical resonator. These three
noise spectra highlighted by a red bounding box in Fig.
4 are the spectra of interest for characterizing the perfor-
mance of an optomechanical oscillator. In the following
we will first derive the transfer functions for all the out-
put quantities and then study in details the behavior of
these three noise spectra.
C. Derivation of the small-signal transfer functions
From the equations of motion (Eqs. 2 and 3), first
we observe that they are autonomous, i.e., without ex-
plicit time dependence, which implies that the system
is time translational invariant. This trivial observation
has a non-trivial consequence in self-oscillating systems.
In an oscillating system, a shift in time by t → t + ∆t
is equivalent to a shift in phase by θ → θ + nΩ∆t in
the nth-harmonics of all the dynamical quantities. This
phase translational invariance implies that the phase can
diffuse without any restoring constraint. As we will see
later it causes a 1/ω2 dependence in the phase noise spec-
trum. It also means that there is an arbitrary choice of
reference phase. Without loss of generality, we choose
the phase of x1 to be zero, which means the resonator
has maximum displacement at t = 0.
Let us first look at the equation of motion for the op-
tical cavity (Eq. (2)). By substituting aˆ = acyc + δaˆ,
sˆin = sin + δsˆ, and Eq. (12) for xˆ(t) and keeping the
perturbation terms up to first order, we have
a˙cyc = [−κ+ i∆ + i2gx1 cos Ωt]acyc +
√
2κesin (15)
δ ˙ˆa = [−κ+ i∆ + i2gx1 cos Ωt]δaˆ+
√
2κeδsˆin
+
√
2κiδsˆvac + ig(e
−iΩtδxˆ1 + eiΩtδxˆ
†
1)acyc .
(16)
7These two first-order ordinary differential equations can
be solved by the standard integrating factor method. Af-
ter the solution of acyc is found, it can be substituted into
Eq. (16) to solve for δaˆ. It can be shown that the solu-
tions of an and δaˆn in the frequency domain are given by
an =
√
2κesin
∑
m
JmJm−n
Km
(17a)
δaˆn[ω] =
∑
m,p
Jm−nJm−p
Km
LKm [ω]
√
2κeδsˆin,p[ω]
+
∑
m,p
Jm−nJm−p
Km
LKm [ω]
√
2κiδsˆvac,p[ω] (17b)
+
√
2κesin
∑
m
igJm−nJm−1
KmKm−1
LKm [ω]δxˆ1[ω]
+
√
2κesin
∑
m
igJm−nJm+1
KmKm+1
LKm [ω]δxˆ
‡
1[ω] ,
where Jn ≡ Jn(x˜) is the n-th order Bessel function of
the first kind with the argument omitted for brevity, the
dimensionless amplitude x˜ is defined as x˜ = 2g|x1|/Ω,
Km is a complex quantity defined as
Km = κ− i(∆ +mΩ) , (18)
and Lz[ω] is the normalized first-order filter function de-
fined as
Lz[ω] =
z
z − iω . (19)
The absolute square of Lz[ω] is a Lorentzian function
with the linewidth and the center frequency given by
Re{z} and Im{z} and is one at ω = 0. Here, we use the
double dagger notation to denote the Fourier transform
of the Hermitian conjugate, i.e., δxˆ‡1[ω] = (δxˆ1[−ω])† =
F{δxˆ†1(t)}. In the derivation, the Jacobi-Anger expan-
sion eiz sin θ =
∑
n Jn(z)e
inθ and the Bessel function iden-
tity
∑
n JnJn+m = δm,0 were used.
Eq. (17a) was previously derived in Refs. [31] and
[33]. It describes how the harmonics of the intra-cavity
field are related to other parameters of the system. In
particular, it has a dependence on the displacement am-
plitude x˜ through the Bessel functions Jn(x˜). When the
displacement amplitude is small, i.e., x˜  n, the Bessel
function can be approximated as Jn(x˜) ≈ (x˜/2)n/n! for
positive index n. In such case, it can be shown that
the magnitude of an is of the order of x˜
n. Therefore in
the small amplitude limit, only the low harmonic com-
ponents remain. When x˜ & n the above approximation
is no longer valid and the higher harmonic components
could have significantly large magnitudes. Therefore the
value of x˜ is a good indicator of the onset of the optical
nonlinearity due to large displacement. To give an idea
on the magnitude of the higher harmonic components,
we plot |an/a0| for different κ/Ω and x˜ in Fig. 5 (a).
Because of the presence of the higher harmonic com-
ponents, the laser noise and the vacuum noise can be
FIG. 5. Relative magnitude of the higher harmonic compo-
nents of (a) am, (b) nm, and (c) Pout,m plotted against index
m at different κ/Ω and x˜. In all the calculations, the optimal
detuning described by the white dashed line in Fig. 6 (a) is
used. For the calculation of Pout,m, critical coupling condition
κe = κi is assumed.
scattered to different frequency ranges and mixed with
each other, and that is exactly what is described by Eq.
(17b). We can see that the noise δaˆn at n-th harmon-
ics has contribution from δsˆin/vac,p in all other harmon-
ics, as well as the first harmonic displacement noise δxˆ1.
Note that the noise transfers always go through the filter
functions LKm [ω], which reflects the fact that the optical
cavity acts like a filter filtering out the noises outside the
cavity linewidth κ.
We mentioned in previous section that the noise trans-
fer function can be written in a 2×2 matrix equation. To
see how it can be done, we point out that one can obtain
an expression for δaˆ‡n by taking Hermitian conjugate on
both sides of the Eq. (17b). Therefore, Eq. (17b) can
be viewed as two equations: one for δaˆn and one for δaˆ
‡
n.
It is analogous to the fact that a complex number equa-
tion represents one equation for the real part and another
equation for the imaginary part. Instead of writing the
two equations in terms of δaˆn and δaˆ
‡
n, one can also use
δaˆA and δaˆφ defined in Eq. (11) as the two independent
quantities. In either way, Eq. (17b) can be rewritten as
a 2× 2 matrix equation, as illustrated in Fig. 2 (c).
After the cavity field aˆ is solved, the output field sˆout,
the photon number nˆ and the output photon flow Pˆout
can be derived from it. The expression for sˆout can be
derived using Eq. (5) and is given by
sout,n = δn,0sin −
√
2κean (20a)
δsˆout,n[ω] = δsˆin,n[ω]−
√
2κeδaˆn[ω] . (20b)
For the cavity photon number nˆ = aˆ†aˆ, we have nn =∑
m a
∗
mam+n and δnˆn =
∑
m(a
∗
mδaˆm+n+am+nδaˆ
†
m), and
8therefore,
nn = 2κePin
∑
m
JmJm+n
K∗mKm+n
(21a)
δnˆn[ω] = 2κePin×{∑
m,p
Jm−nJm−pLKm
K∗m−nKm
[
δsˆin,p
sin
+
√
κi
κe
δsˆvac,p
sin
]
+
∑
m,p
Jm+nJm−pLK∗m
Km+nK∗m
[
δsˆ‡in,p
s∗in
+
√
κi
κe
δsˆ‡vac,p
s∗in
]
(21b)
+
∑
m
igJmJm+n−1
K∗mKm+n−1
[
LKm+n
Km+n
− LK
∗
m−1
K∗m−1
]
δxˆ1
+
∑
m
igJmJm+n+1
K∗mKm+n+1
[
LKm+n
Km+n
− LK
∗
m+1
K∗m+1
]
δxˆ‡1
}
.
In the above expression we have omitted the frequency
dependence for simplicity. To solve for Pˆout, we make use
of the equation Pˆout = − ˙ˆn−2κinˆ+ Pˆin+
√
2κi(aˆ
†δsˆvac+
δsˆ†vacaˆ), which can be verified by combining Eqs. (2) and
(5). It follows that the expressions for Pˆout are given by
Pout,n = (inΩ− 2κi)nn + Pinδn,0 (22a)
δPˆout,n[ω] = (inΩ + iω − 2κi)δnˆn[ω]
+ (s∗inδsˆin,n[ω] + sinδsˆ
‡
in,−n[ω])
+
√
2κi
∑
m
(a∗mδsˆvac,n+m[ω] + an+mδsˆ
‡
vac,m[ω]) .
(22b)
Fig. 5 (b) shows |Pout,n/Pout,1| for different κ/Ω and
x˜. In the plots, critical coupling condition κe = κi is
assumed. Next, let us consider the equation of motion for
the mechanical resonator (Eq. (3)). As discussed before,
we only need to consider the first harmonic component
of the displacement and so the optical force. Since |Ω−
ΩM |  ΩM and γ  ΩM is assumed, it can be shown
that
x1 =
1
Γ
ign1 (23a)
δxˆ1[ω] =
iLΓ[ω]
Γ
(
gδnˆ1[ω] +
√
2γδfˆth,1[ω]
)
, (23b)
where Γ = γ − iν and ν = Ω − ΩM is the mechanical
detuning. This time the noise transfer function is a fil-
ter function LΓ[ω] with linewidth given by γ. Here we
assume that the response of the mechanical resonator is
always linear. In practice, when the resonator is driven in
large amplitude, mechanical nonlinearity such as Duffing
effect could come into play. A discussion about the effect
of mechanical nonlinearity in self-sustained optomechan-
ical oscillation can be found in Ref. [33]. In this paper
we will neglect the mechanical nonlinearity.
In summary, in this section we derive the equations
for the coherent amplitude and small signal for the five
output quantities: aˆ (Eq. (17)), sˆout (Eq. (20)), nˆ (Eq.
(21)), Pˆout (Eq. (22)), and xˆ (Eq. (23)). They form
a set of equations which can be combined to solve for a
self-consistent solution.
III. RESULTS AND DISCUSSIONS
A. Limit-cycle solution
In this section, we put together the results derived in
the previous section to solve for the closed-loop response
of the system at the limit-cycle. A closed-form equation
for the coherent amplitude can be obtained by combining
the equations for n1 (Eq. (21a)) and x1 (Eq. (23a)).
After x1 is found, all the other harmonic components of
an, sout,n, nn, and Pout,n can be calculated using Eqs.
(17a), (20a), (21a), (22a). As mentioned above, here
we only focus on three quantities: x1, n1, Pout,1. The
equations are
n1 =
γC
g
H(x˜)x1 (24)
x1 =
ig
Γ
n1 (25)
Pout,1 = (iΩ− 2κi)n1 , (26)
where C = n0|x1=0(g2/κγ) is the cooperativity and
n0|x1=0 = 2κePin/(κ2 + ∆2) is the static cavity photon
number when x˜ = 0. We emphasize that C is the cooper-
ativity at zero displacement amplitude x˜ = 0. When the
displacement amplitude is increased, the static photon
number n0 changes according to Eq. (21a) and so does
the cooperativity. Nevertheless, C is an important pa-
rameter determining when the self-oscillation starts. It
is also an important parameter in optomechanical sys-
tems directly reflecting the strength of the laser drive. in
Eq. (24) the dimensionless function H(x˜) is defined as
H(x˜) ≡ 2κ
3
Ω
[
1 +
∆2
κ2
]∑
m
Jm(x˜)Jm+1(x˜)
x˜K∗mKm+1
. (27)
In the view of a feedback loop (see Figs. 2 (a) and (b)),
Eq. (24) describes the response of the amplifier compo-
nent and Eq. (25) describes the response of the resonator.
While the response of the resonator is assumed to be
always linear, the amplifier has a amplitude-dependent
gain described by the function H(x˜). Self-oscillation
starts when the loop gain compensates the total loss.
Note that the coherent amplitudes n1 and x1 are complex
number, and so are H(x˜) and Γ. Therefore, Eqs. (24)
and (25) describe an amplitude change as well as a phase
shift caused by the corresponding component. A closed-
loop solution is obtained by matching both the amplitude
and phase. If we denote the real part and imaginary part
of H(x˜) as
γCH(x˜) = νom(x˜) + iγom(x˜) , (28)
9the two equations (24) and (25) can be combined and
rewritten as
[(γ + γom(x˜))− i(ν + νom(x˜))]x1 = 0 . (29)
In order to have solution with non-zero x1, we must
have γ = −γom and ν = −νom. This is essentially
the Barkhausen condition for self-sustained oscillation,
which states that at stable oscillation the loop gain
is one and the loop phase shift is integral multiple of
2pi [5]. Therefore, we can interpret −νom as the fre-
quency shift due to optical spring effect and −γom as
the optomechanical anti-damping rate. At the small-
amplitude limit, i.e., x˜ → 0, using the approximation
Jn(x˜) ≈ (x˜/2)2/n!, it can be shown that the results re-
duce back to the standard form in traditional analysis
of optomechanical system. Fig. 6 (a) shows the con-
tour plots of −γom(x˜ = 0)/γC and −νom(x˜ = 0)/γC as
functions of κ/Ω and ∆/Ω. Only situations with positive
∆ (blue-detuned) are shown. White-dashed line shows
the optimal detuning at each given κ/Ω which gives the
largest −γom(x˜ = 0)/γC. Self-oscillation starts as long
as γ + γom ≤ 0, i.e., when optomechanical anti-damping
rate compensates the mechanical damping rate.
After the self-oscillation starts, the oscillation ampli-
tude will grow until the nonlinearity kicks in. Fig. 6 (b)
shows −γom/γC and −νom/γC versus x˜ at different κ/Ω.
In the calculation, optimal detuning (white dashed-line
in Fig. 6 (a)) at any given κ is used. For the optomechan-
ical anti-damping rate −γom/γC, the curve is generally
flat at small amplitudes and decays at large amplitude
limit. In the RSR (κ/Ω < 1), the function is approx-
imately one at small amplitude limit x˜ → 0, implying
that the oscillation starts as soon as C > 1. The func-
tion rolls off at x˜ & 1 and shows undulations with dips
that go deeper for small κ/Ω. This undulation in the gain
function leads to multistability of the system [31, 33]. In
the USR (κ/Ω > 1), the flat regime has a smaller value,
meaning that higher cooperativity C is required to start
self-oscillation. Also the regime extends until x˜ > κ/Ω.
The optical spring effect Re{H(x˜)} plotted in the lower
panel of Fig. 6 (b) shows similar features but with smaller
undulations in the RSR.
With the knowledge of H(x˜), the steady-state ampli-
tude x˜ and the mechanical detuning ν at the limit-cycle
can be determined by invoking the Barkhausen condition.
Fig. 6 (c) plots x˜ and ν against κ/Ω at different C. Some
of the curves end at large κ/Ω when C is lower than the
threshold value and so the system is not self-oscillating.
In the RSR, the multistability manifests itself as mul-
tiple stable amplitudes, with more branches appearing
for larger C or smaller κ/Ω. One can observe a general
trend that in the RSR the values of x˜ stay more or less
the same due to the similarity in γom/γC. In the USR,
a larger C is required to start oscillations for larger κ/Ω,
but once it starts the amplitude leaps to larger value due
to the wider flat regime in γom/γC. For the mechanical
detuning ν a general trend is that it increases with κ/Ω
and becomes larger than the mechanical linewidth γ in
FIG. 6. (a) Contour plot of (upper) −γom(x˜ = 0)/γC
and (lower) −νom(x˜ = 0)/γC as functions of ∆/Ω and
κ/Ω. The white dashed lines indicate the optimal detun-
ing where the optomechanical anti-damping at zero displace-
ment −γom(x˜ = 0) is maximum. (b) (upper) −γom/γC and
(lower) −νom/γC plotted as functions of x˜ at different κ/Ω.
(c) (upper) The limit-cycle amplitude x˜ and (lower) frequency
shift ν/γ plotted as functions of κ/Ω. (d) (upper) The limit-
cycle amplitude x˜ and (lower) the normalized output power
|Pout,1/Pin| plotted as functions of C. In the calculations in-
volved in (b), (c) and (d), optimal detuning described by the
white dashed line of (a) is used.
the USR.
The upper panel of Fig. 6 (d) plots x˜ as a function of
C. It corresponds to the situation when the input laser
power is increased. Once C is larger than a threshold
value, the steady state amplitude rises sharply and then
saturates. This threshold behavior of the optomechani-
cal oscillation has been compared analogously with the
lasing phenomenon [47]. Note that x˜ is the displacement
amplitude but not the oscillator signal that is detected.
Using the Eqs. (22a), the detected output power is given
by ∣∣∣∣Pout,1Pin
∣∣∣∣ = κeΩ
√
Ω2 + 4κ2i
κ(∆2 + κ2)
|H(x˜)|x˜ . (30)
The lower panel of Fig. 6 (d) plots |Pout,1/Pin| as a
function of C with critical coupling condition κe = κi
assumed.
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FIG. 7. Schematic illustrating the adiabaticity condition.
The area shaded with the grey color indicates the frequency
range ω < κ where adiabatic assumption is valid. The dashed-
line and the arrow indicate the frequency range ω < Ω/2
where ω is defined. In the unresolved sideband regime the
adiabatic assumption is always valid.
B. Closed-loop noise response
After solving for the coherent amplitudes, they can
be substitution into Eqs. (17b), (20b), (21b), (22b),
and (23b) to solve for the closed-loop noise response. A
closed-form equation can be obtained by combining the
equations for δnˆ1 and δxˆ1,
δnˆ1[ω] =
√
2γ
g
δfˆop,1
+ 2κePin
∑
m
igJ2m
|Km|2
[
LKm+1
Km+1
− LK
∗
m−1
K∗m−1
]
δxˆ1
+ 2κePin
∑
m
igJm−1Jm+1
K∗mKm+1
[
LKm
Km
− LK∗m
K∗m
]
δxˆ‡1
δxˆ1[ω] =
iLΓ[ω]
Γ
(gδnˆ1[ω] +
√
2γδfˆth,1[ω]) .
(31)
Here we have grouped the terms due to laser noise and
cavity vacuum fluctuation as
δfˆop,1 =
√
γC2κeκ∑
m,p
{ |K0|Jm−1Jm−pLKm
K∗m−1Km
[
δsˆin,p +
√
κi
κe
δsˆvac,p
]
+
|K0|Jm+1Jm−pLK∗m
Km+1K∗m
[
δsˆ‡in,p +
√
κi
κe
δsˆ‡vac,p
]}
.
(32)
This term is normalized to have the same unit as the
thermal fluctuation force δfˆth,1. When the laser noise is
quantum noise limited, this term represents the optical
force due to vacuum fluctuations and is the radiation
pressure shot noise [48].
In principle, Eq. (31) can be solved by brute-force
numerical calculations. Instead of taking this approach,
we first simplify the equation by considering only the
frequency range ω < κ. For the USR, this condition
is always satisfied since from the definition of the spec-
tral filter decomposition ω is always smaller than Ω/2,
which in turn is smaller than κ. Even for the RSR, the
condition is also valid for a range of frequencies which in-
cludes ω < γ since in most practical cases the mechanical
linewidth is much smaller than optical cavity linewidth
(γ  κ). ω < γ is the frequency range of important in-
terest because it is where the mechanical resonator has
a significant response. The assumption ω < κ means
that the time scale under consideration is longer than
the optical response time. We call this condition “adia-
batic regime” since effectively the optical cavity responds
instantly. Fig. 7 shows a schematic illustrating the adi-
abatic condition in the USR and the RSR. Mathemat-
ically, the condition ω < κ means we can take all the
optical filter functions LKm [ω → 0] to be 1. With this
approximation, it can be shown that the coefficients of
the terms δxˆ1 and δxˆ
‡
1 can be written in terms of H(x˜)
and its derivative H ′(x˜) as
δnˆ1 =
√
2γ
g
δfˆop,1 +
γC
g
[
H(x˜) +
H ′(x˜)x˜
2
]
δxˆ1
+
γC
g
[
H ′(x˜)x˜
2
]
δxˆ‡1
δxˆ1[ω] =
iLΓ[ω]
Γ
(gδnˆ1[ω] +
√
2γδfˆth,1[ω]) .
(33)
Similar to Eq. (28), we denote the real part and imagi-
nary part of H ′(x˜)x˜ as
γCH ′(x˜)x˜ = ν′om(x˜) + iγ
′
om(x˜) . (34)
This quantity represents the effect of amplitude-
dependence of the gain function. With this simplified
form, it is can be shown that[
δxˆA1
δxˆφ1
]
=
√
2γ
x1
[
1
γ′om−iω 0
iν′om
ω(γ′om−iω)
i
ω
][
δfˆAth + δfˆ
A
op
δfˆφth + δfˆ
φ
op
]
,
(35)
where δfˆA = i(δfˆ1− δfˆ‡1 )/2 and δfˆφ = (δfˆ1 + δfˆ‡1 )/2 are
the forces acting in the amplitude and phase direction
with respect to the displacement x1. (A pi/2 phase rota-
tion is included to account for the phase lag between the
force and the displacement when the resonator is driven
at resonance. The subscript 1 is dropped for brevity.)
Eq. (35) is a closed-form expression relating the displace-
ment noise to the thermal and optical force noise through
a transfer matrix. From the expression, we can see that
γ′om is the linewidth of the amplitude noise and thus the
damping rate of the amplitude fluctuations [32, 33]. ν′om
represents the frequency shift due to amplitude change at
the limit-cycle. Fig. 8 (a) plots γ′om and ν
′
om in various
situations.
From the equation, we can see that the phase fluctua-
tion δxˆφ1 has an overall 1/ω dependence, which leads to
a 1/ω2 dependence in the phase noise spectral density.
Such a signature of phase diffusion is expected since for
self-sustained oscillations there is no restoring constraint
for the phase fluctuations. It is in contrary to the situa-
tion for amplitude fluctuations where the amplitude de-
pendent gain function imposes a limit on the steady state
amplitude. Mathematically, this overall 1/ω dependence
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FIG. 8. (a) (upper) γ′om/γ and (lower) ν
′
om/γ plotted as a
function of κ/Ω. (b) (upper) −ηR and (lower) −ηI plotted as
a function of κ/Ω.
shows up as long as the transfer matrices relating the
amplitude and phase noise of δnˆ1 and δxˆ1[
δnˆA1
δnˆφ1
]
=
[
1 + Re{H′x˜H } 0
Im{H′x˜H } 1
] [
δxˆA1
δxˆφ1
]
+ . . . (36)[
δxˆA1
δxˆφ1
]
=
[
LΓ+LΓ∗
2 −LΓ−LΓ∗2i
LΓ−LΓ∗
2i
LΓ+LΓ∗
2
] [
δnˆA1
δnˆφ1
]
+ . . . , (37)
which can be obtained from Eqs. (33), have the upper-
right and lower-right matrix elements equal to 0 and 1
at the static limit ω → 0. (LΓ[ω → 0] = 1.) The phys-
ical meaning of this is that, at the static limit when all
the transient response of the system has died out, a shift
in phase of the input quantity will not affect the ampli-
tude of the output quantity (0 in the upper-right matrix
element) and will shift the phase of the output quan-
tity by exactly the same amount (1 in the lower-right
matrix element). These two conditions are satisfied as
long as the system is time-translational invariant, since a
shift in phase is equivalent to a shift in time which leaves
the system unchanged. Therefore, any closed-loop time-
translational invariant system always has a 1/ω2 depen-
dence in phase noise spectral density at the static limit.
Eq. (35) can be substituted back to Eq. (33) to obtain
a closed-form expression for δnˆ1, which is given by[
δnˆA1
δnˆφ1
]
=
√
2γ
x1
[
1+ηR
γ′om−iω 0
ηIω+iν
′
om
ω(γ′om−iω)
i
ω
][
δfˆAth + δfˆ
A
op
δfˆφth + δfˆ
φ
op
]
+
√
2γ
x1(γ2 + ν2)
[
γ −ν
ν γ
][
δfˆAop
δfˆφop
]
,
(38)
where ηR = Re{H ′x˜/H} and ηI = Im{H ′x˜/H}. From
Eq. (36) we can see that ηR and ηI account for the
transfers from displacement amplitude noise δxˆA1 to the
photon number amplitude noise δnˆA1 and phase noise δnˆ
φ
1 .
A plot of ηR and ηI is shown in Fig. 8 (b). In Eq.
(38), δfˆop comes in two separate terms, one originates
directly from the input laser and vacuum noise (first term
in Eq. (33)) and the other is due to the feedback from
the mechanical displacement.
Applying Eq. (38) to Eq. (22b), it can be shown that
in adiabatic limit ω < κ the amplitude and phase noise
of δPˆout,1 are given by[
δPˆAout,1
δPˆφout,1
]
=
[
1 0
0 1
] [
δnˆA1
δnˆφ1
]
+
[
δPˆAvac
δPˆφvac
]
+
[
Re( PinPout,1 ) −Im( PinPout,1 )
Im( PinPout,1 ) Re(
Pin
Pout,1
)
][
δPˆAin,1
δPˆφin,1
]
,
(39)
where the second term δPˆvac take into account vacuum
noise and the last term is the input laser noise that goes
directly to the output.
Eqs. (35), (38), and (39) are the closed-form expres-
sions that can be used to directly calculate the amplitude
and phase noise for δxˆ1, δnˆ1, and δPˆout,1 (see the high-
lighted region in Fig. 4). These expressions are valid only
for adiabatic limit, which is always valid in the USR. In
the RSR when ω significantly deviates from the adia-
batic condition, one can use the full expressions in Eq.
(31) for a full calculation. In the following sections, we
will examine individually the phase noise from three con-
tributions: thermomechanical noise, photon shot noise,
and low-frequency technical laser noise. Since these three
noise sources are uncorrelated, the combined phase noise
will be the sum of the individual contribution.
C. Phase noise contribution from
thermomechanical fluctuation
We first look at the phase noise due to thermomechan-
ical noise. In this case we neglect all the terms with δsˆin
and δsˆvac and consider only the effect of δfˆth. We define
the correlation matrix in frequency domain as
Cδqˆ[ω] =
[ SδqˆAδqˆA [ω] SδqˆAδqˆφ [ω]
SδqˆφδqˆA [ω] Sδqˆφδqˆφ [ω]
]
, (40)
It can be shown that the thermomechanical force noise
correlation matrix is given by
Cδfˆth [ω] =
1
2
[
n¯th +
1
2
i
2−i
2 n¯th +
1
2
]
. (41)
The single-sided noise spectral density accessible in ex-
periments is defined as SSS
Xˆ
[ω] = SXˆXˆ [ω] +SXˆXˆ [−ω]. In
the adiabatic limit, the expressions for the amplitude and
phase noise of δxˆ1 can be obtained directly from Eqs. (35)
and (41), and are given by
SSSδxˆA1 [ω] =
γ2
γ′2om + ω2
2n¯th + 1
γnx
(42)
SSS
δxˆφ1
[ω] =
[
γ2
ω2
+
ν′2om
ω2
γ2
γ′2om + ω2
]
2n¯th + 1
γnx
, (43)
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FIG. 9. Phase noise spectral densities of (a) δxˆ1 and (b) δnˆ1
and δPˆout,1 due to thermomechanical noise. Solid lines are
used for the RSR and dashed lines are used for the USR. (c)
ν′2om/γ
′2
om plotted against κ/Ω. (d) Normalized phase diffusion
constant Dth/D(0)th (κ/Ω → 0) plotted against κ/Ω. D(0)th de-
notes the diffusion constant for the limit-cycle with the small-
est displacement when multiple solutions exist.
where nx = |x1|2 is the phonon number calculated from
the coherent amplitude. As expected, the relative am-
plitude noise and phase noise is proportional to the ratio
between the thermal phonon number n¯th and the coher-
ent phonon number nx. We can see that the relative
amplitude noise spectrum is a Lorentzian function with
linewidth of γ′om, while the phase noise spectrum consists
of two terms. The first term is the typical 1/ω2 term
accounts for the phase diffusion. The second term can
be attributed to the amplitude-noise-induced-frequency-
noise through the optical spring effect: amplitude fluctu-
ations modify the oscillation frequency through the op-
tical spring effect (ν is a function of x˜), which in turn
manifest as phase noise since ωosc = dφ/dt. As a result
this term is equal to ν′2om/ω
2 multiplied by the amplitude
noise spectral density.
For the phase noise spectral densities of δnˆφ1 and
δPˆφout,1, it can be shown that they have the same ex-
pression and are given by
SSS
δnˆφ1
[ω] = SSS
δPˆφout,1
[ω]
=
[
γ2
ω2
+
ν′2om
ω2
γ2
γ′2om + ω2
+
η2Iγ
2
γ′2om + ω2
]
2n¯th + 1
γnx
.
(44)
Compared to Eq. (43), there is an additional term pro-
portional to η2I which is due to the amplitude-noise-to-
phase-noise transfer (see Eq. (36)).
Fig. 9 (a) and (b) plot the phase noise spectral densi-
ties calculated from Eqs. (43) and (44) normalized with
(n¯th+1/2)/nxγ for different κ/Ω and C. The spectra are
calculated based on the limit-cycle amplitude obtained
in the previous sections. For the RSR where there are
multiple branches of solutions, the solution with small-
est displacement amplitude is used. In the plots with
C = 3 and C = 30, some of the curves with large κ/Ω
are absent because the cooperativity is below threshold
and hence the device is not self-oscillating. From the
figure, we can see that in general, unlike the commonly
known “L-shape” in oscillator phase noise spectra [5], the
phase noise due to thermomechanical noise are decreas-
ing functions through the whole frequency range. This is
expected since the noise enters the system through the
mechanical resonator, which at the first place filters out
the noise that is beyond the resonator linewidth. We can
also see that there is a significant rise of phase noise for
the USR at the low frequency side, which is due to the
larger ν′om in this regime (see Fig. 8 (a)). On the other
hand, in the RSR the larger ηI (see Fig. 8 (b)) adds more
phase noise to δnˆ1 and δPˆout,1 in the high frequency side.
The 1/ω2 dependence in noise spectrum is a signature
of a diffusion process (or random walk). The phase dif-
fusion constant D can be obtained from the coefficient of
the 1/ω2 term at low frequency limit ω → 0. For phase
noise due to thermomechanical fluctuation, it is given by
Dth = γ
n¯th +
1
2
nx
[
1 +
ν′2om
γ′2om
]
. (45)
This expression is consistent with the result in Ref. [32].
The behavior of the factor ν′2om/γ
′2
om is plotted in Fig. 9
(c), which shows that it has a significantly higher value
in the USR than in the RSR. Yet, in the USR the dis-
placement amplitude is larger (see Fig. 6 (e)) and so
the thermal phonon to coherent phonon ratio is smaller.
With both effects taken into account, Fig. 9 plots Dth
against κ/Ω at different C. At each value of C, the plot-
ted value is normalized with the diffusion constant calcu-
lated at the limit of κ/Ω→ 0 (among the multi-solutions
in the RSR, the solution with the smallest displacement
is used). We can see that even when we take into ac-
count the displacement amplitude difference, the phase
diffusion constant in the RSR is still generally smaller
than that in the USR.
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FIG. 10. Correlation matrix elements of the optical shot
noise force (Eq. (46)) in the adiabatic limit plotted against
κ/Ω.
D. Phase noise contribution from photon shot noise
Next, we consider the phase noise contribution from
the photon shot noise. In this case we take δfˆth to be
zero and set the correlators of δsˆin to be the same as
that of δsˆvac. Using the expression for the optical force
noise δfˆop in Eq. (32) and the vacuum noise correlators
in Eq. (4), the optical force correlation matrix can be
found as
Cδfˆvac [ω] = C
[
F− FR + iFI
FR − iFI F+
]
, (46)
where
F±[ω] =
∑
m
∣∣∣∣ Jm−1Km−1 ± Jm+1Km+1
∣∣∣∣2 κ2|K0|24|Km|2 |LKm [ω]|2 (47)
FR/I [ω] = Re/Im
{
i
∑
m
[
Jm−1
Km−1
− Jm+1
Km+1
]∗
×
[
Jm−1
Km−1
+
Jm+1
Km+1
]
κ2|K0|2
4|Km|2 |LKm [ω]|
2
}
. (48)
As mentioned before, this optical force is due to vacuum
fluctuations and is essentially the radiation pressure shot
noise [48]. This optical force noise is proportional to co-
operativity C and in the case of self-sustained oscilla-
tions there is an implicit C dependence in the functions
F± and FR/I since the limit-cycle amplitude depends on
C. One interesting feature is that, unlike the thermome-
chanical force noise, this optical force noise is in general
not isotropic, i.e., the forces acting on different quadra-
ture directions can be different. The principle axes and
the corresponding force noise correlation are given by the
eigenvectors and eigenvalues of the correlation matrix.
Fig. 11 (a) and (b) plots the |F±| and |FR/I | for the
adiabatic limit κ ω.
With the optical force noise correlation matrix Cδfˆvac ,
the phase noise spectral density of δxˆ1 can be obtained
FIG. 11. Phase noise spectral densities of (a) δxˆ1 and (b)
δnˆ1 and (c) δPˆout,1 due to photon shot noise. γ/Ω = 10
−4
and κe = κi is assumed in the calculation. Solid lines are
used for the RSR and dashed lines are used for the USR.
using the transfer matrix in Eq. (35), and is given by
SSS
δxˆφ1
[ω] =
γ2
ω2
[
F+ +
ν′2omF− + 2γ
′
omν
′
omFR
γ′2om + ω2
]
4C
γnx
.
(49)
Similar to Eq. (43), the phase noise spectrum con-
sists of two terms, one from the phase diffusion and one
from the amplitude-noise-induced-frequency-noise. For
the latter term, there is an additional contribution from
the amplitude-phase correlation FR. Fig. 11 (a) plots
SSS
δxˆφ1
[ω] at different κ/Ω and C. It shows similar features
as in the case for phase noise due to thermomechanical
noise.
The phase noise spectral density of δnˆ1 can be obtained
using the transfer matrix in Eq. (35). As we mentioned
before, in Eq. (35) δfˆop comes in two separate terms,
one originates directly from the input laser and vacuum
noise (first term in Eq. (33)) and the other is from the
mechanical displacement. While the latter is expected
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FIG. 12. Noise floor of (a) SSS
δnˆ
φ
1
and (b) SSS
δPˆ
φ
out,1
plot-
ted against κ/Ω. (c) Normalized phase diffusion constant
Dvac/D(0)vac(κ/Ω → 0) plotted against κ/Ω. D(0)vac denotes the
diffusion constant for the limit-cycle with the smallest dis-
placement when multiple solutions exist.
to be decaying as γ2/ω2, the former gives a relatively
flat background which only starts decreasing outside the
adiabatic region, where ω > κ. When these two terms
add up, it gives to the commonly seen “L-shape” phase
noise spectrum. The full expression for the phase noise
spectral density of δnˆ1 is given by
SSS
δnˆφ1
[ω] ={[
γ2
ω2
+
γ4
(γ2 + ν2)2
] [
F+ +
F−ν′2om + 2FRν
′
omγ
′
om
γ′2om + ω2
]
+
γ2νω2(νF− + 2γFR)
(γ2 + ν2)2(γ′2om + ω2)
−2γ
2ν(ν′omF− + γ
′
omFR)
(γ2 + ν2)(γ′2om + ω2)
}
4C
γnx
.
(50)
Note the similarity between the first term and the ex-
pression for SSS
δxˆφ1
[ω]. The third term is a negative term
that gives rise to the destructive interference. Fig. 11 (b)
plots SSS
δnˆφ1
[ω] at different ω/γ and C. In the calculation
γ/Ω = 10−4 is assumed. Dips can be clearly observed at
the corner of the “L-shape” spectrum. This destructive
interference is more prominent in the USR due to the
larger ν′om. Another feature of the phase noise spectrum
is that for the RSR the noise background decays when
ω/κ > 1 representing the cavity filtering effect.
For oscillator applications, the noise background is an-
other important figure-of-merit. This noise background
term can be obtained from Eq. (50) by taking ω  γ. It
can be shown that
SSS
δnˆφ1
[ω  γ] = γ
4F+ + γ
2ν2F− + 2γ3νFR
(γ2 + ν2)2
4C
γnx
. (51)
Fig. 12 (a) plots the noise floor normalized with 1/nxγ
for the adiabatic region ω < κ. It shows that the noise
floor is generally lower in the USR.
For the phase noise of the output power δPˆout,1, the
analytic expression is too lengthy to be included in the
text here. We only show the numerical calculation re-
sults in Fig. 11 (c), where the critical coupling condition
κe = κ/2 is assumed. Compared to SSSδnˆφ1 [ω], S
SS
δPˆφout,1
[ω]
has a higher noise floor and the features of the destruc-
tive interference are not visible due to the extra vacuum
noise contribution (see Eq. (39)). Fig. 12 (b) plots the
noise floor of SSS
δPˆφout,1
[ω] for different coupling condition.
Similar to Fig. 12 (a), the noise floor is higher in the
RSR than in the USR. Also, for the RSR under-coupling
(κe/κ < 0.5) is preferred while for the USR over-coupling
(κe/κ > 0.5) is preferred.
Finally, we write down the expression for the phase
diffusion constant due to photon shot noise
Dvac = γ 2C
nx
[
F+ +
ν′2om
γ′2om
F− +
ν′om
γ′om
2FR
]
. (52)
If the cross-correlation term FR is ignored, it reduces to
the expression presented in Ref. [32]. Fig. 12 (c) shows
Dvac for different situations. Similar to Fig. 9 (d), for
each value of C, the plotted value is normalized with the
diffusion constant calculated at the limit of κ/Ω→ 0.
E. Phase noise contribution from low-frequency
technical laser noise
The noise contribution from thermomechanical fluctu-
ation and the photon shot noise discussed in the previ-
ous two sections set the fundamental limit on the low-
est phase noise one can achieve. In practice, there are
always additional noise sources that influence the sys-
tem. For example, lasers are never quantum noise limited
in reality. A common type of technical laser noise is a
low-frequency noise with a characteristic 1/fα spectrum.
Here we consider the simplest case where the technical
laser noise is significant only at low-frequency within the
range |ω| < Ω/2. In this case, we keep only the zeroth
order component of the laser noise δsˆin,0 and denote this
technical laser noise as δsˆin,0 = δsˆtec.
In the adiabatic limit when LKm [ω → 0]→ 1, the tech-
nical optical force noise has the following simple form,
δfˆAop =
2x1√
2γ
γδsˆAtec
δfˆφop =
−2x1√
2γ
νδsˆAtec .
(53)
Interestingly, the force noise only depends on laser am-
plitude noise but not the laser phase noise nor the
amplitude-phase cross-correlations. It is actually ex-
pected since the optical force is given by gaˆ†aˆ and so
the phase does not come into play, unless at time scales
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shorter than the cavity response (ω > κ) will the tran-
sient response of the cavity turn the laser phase noise
into optical force noise. From Eq. (53) we can see that
for device with large ν/γ ratio the force noise is mostly
acting along the phase direction. It can be shown that
the force noise correlation matrix is given by
Cδfˆtec [ω] =
2nx
γ
SδsˆAtecδsˆAtec [ω]
[
γ2 −γν
−γν ν2
]
. (54)
For phase noise spectral densities, it is useful to express it
in terms of the laser relative intensity noise (RIN), which
is a commonly used quantity specifying laser noise. The
relative intensity noise is given by δPˆ /P = 2δsˆA and
therefore SSSRIN[ω] = 4SSSδsˆA [ω]. Using this notation, the
phase noise spectral density for δxˆ1 is
SSS
δxˆφ1
[ω] =
η2I (γ
2 + ν2)2 + ν2ω2
ω2(γ′2om + ω2)
SSSRIN[ω] . (55)
For δnˆ1 and δPˆout,1, it can be shown that they have the
same expression and are given by
SSS
δnˆφ1
[ω] = SSS
δPˆφout,1
[ω]
=
η2I (γ
2 + ν2)2 + (ηIγ − ν)2ω2
ω2(γ′2om + ω2)
SSSRIN[ω] .
(56)
Note that this time the phase noise spectrum is a de-
creasing function with no flat background, since the back-
ground term (second term in Eq. (38)) is acting all in
the amplitude direction but not the phase direction. Fig.
13 (a) and (b) plot the transfer function for different κΩ
and C. In all cases, a general trend is that the transfer
function is higher in the USR due to the large mechan-
ical detuning ν, which leads to larger force noise along
the phase direction.
F. Sample calculations
To apply the phase noise theory presented here, we
calculate the phase noise spectrum for the first demon-
strated optomechanical oscillator reported in Refs. [10,
11, 36]. The demonstrated device is a high Q silica micro-
toroid optical resonator. A detailed characterization of
this device can be found in Ref. [11]. Here we list the
experimentally measured parameters of the device in ta-
ble I. In the calculation, a 1/f laser RIN with a value
of -120 dBc/Hz at 10 kHz offset frequency is assumed.
Fig. 14 (a) plots the calculated phase noise (defined
as L[ω] = SSS
δPˆφ
[ω]/2). We can see that in most of the
frequency range the device phase noise is dominated by
the thermomechanical noise. The contribution from the
thermomechanical noise is almost 50 dB higher than that
from the photon shot noise in the 1/f2 regime. The noise
floor imposed by the photon shot noise is at around -150
dBc/Hz. It was not observed in the original experiment
probably due to the higher instrument noise background.
FIG. 13. Phase noise spectral densities of (a) δxˆ1 and (b)
δnˆ1 and δPˆout,1 due to low-frequency RIN noise. Solid lines
are used for the RSR and dashed lines are used for the USR.
For the contribution from technical laser noise, its effect
is negligible compared with that from thermomechanical
noise unless the offset frequency is below 10 Hz. There-
fore, the 1/f3 noise observed in the original experiment
is likely to be due to other noise source.
Besides the full phase noise spectrum, we also calculate
the phase noise at 100 kHz offset frequency at different
detunings and input powers, as shown in Fig. 14 (b) and
(c). These two figures are to be compared with the Fig.
9 (a) and (b) in Ref. [11]. The calculated values and the
experimental results show qualitative agreement.
TABLE I. List of parameters for device reported in Ref. [11]
Parameters Symbols Values
Mechanical frequency Ωm/2pi 54.2 MHz
Mechanical Q Qm 2100
Effective mass me 23 ng
Laser wavelength λ 1550 nm
Intrinsic optical Q Qi 5.5× 106
Loaded optical Q Qo 1.5× 106
Cavity dissipation rate κ/2pi 64.5 MHz
Input coupling rate κe/2pi 46.9 MHz
Optical detuning ∆/2κ 0.5
Optomechanical coupling rate g/2pi 245 Hza
a Estimated from the reported oscillation threshold power
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FIG. 14. (a) Phase noise spectrum calculated for the op-
tomechanical oscillator reported in Ref. [11]. (b) Phase noise
at 100 kHz plotted against ∆/2κ. (c) Phase noise at 100 kHz
plotted against Pin/Pth. (a), (b) and (c) are for comparison
with Figs. 7, 9 (a) and 9 (b) of Ref. [11].
G. Comparison with the Leeson’s model
A final remark about the phase noise analysis pre-
sented here is that it is fully compatible with the well-
known Leeson’s model [41], which is a widely used model
in the study of the phase noise of electronic oscillators.
For comparison, here we briefly describe the derivation
of the Leeson’s formula following the transfer function
approach presented in Ref. [5] and compare it with the
analysis presented here. Fig. 15 (a) shows the simplified
oscillator feedback loop in the phase noise space. The
amplifier has a gain of 1 and the resonator has a trans-
fer function of 1/(1 − iω/γ) (the resonator is assumed
to be driven at resonance). It can be shown that the
phase noise transfer function with respect to the input
at the amplifier (input 1) is given by Sφout [ω]/Sφin,1 [ω] =
1 + γ2/ω2 and the phase noise transfer function with re-
spect to the input at the resonator (input 2) is given by
Sφout [ω]/Sφin,2 [ω] = γ2/ω2, as plotted in Fig. 15 (b).
The expression for the phase noise contributed from the
noise at the input 1, i.e., 1+γ2/ω2, is the famous Leeson’s
formula.
It can be shown that the phase noise analysis for the
optomechanical oscillators presented in this manuscript
can be reduced to the same form if all the amplitude
noise contributions are ignored and only the phase noise
terms are kept. For example, for the phase noise of
δnˆφ1 described in Eq. (38), if we keep only the phase
noise components (keep only the lower-right matrix el-
ement), assume zero mechanical detuning ν = 0 and
take the normalization factor of
√
2/x21γ to be 1, we
can immediately see that the equation becomes δnˆφ1 =
iγ
ω δfˆ
φ
th+(1+
iγ
ω )δfˆ
φ
op, which leads to the same expression
for the noise spectral density as the Leeson’s formula.
FIG. 15. (a) Simplified oscillator feedback loop in the phase
noise space. (b) Phase noise transfer function with respect to
input 1 and input 2.
IV. CONCLUSION
In conclusion, we theoretically analyzed the phase
noise of a self-oscillating cavity optomechanical system.
We derived expressions for the transfer functions for the
optical cavity and the mechanical resonator, which can
be considered as the two components of the oscillator
feedback loop. The transfer functions of each compo-
nent were combined to solve for the noise response of
the closed-loop system. Expressions for the phase noise
spectral densities contributions from thermomechanical
noise, photon shot noise, and low-frequency technical
laser noise were derived. We numerically calculated the
phase noise for an experimentally demonstrated system,
which agrees qualitatively with the experimental results.
We also showed that the presented model reduces to the
form of the well-known Leeson’s model of phase noise
when amplitude noise is ignored.
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Appendix A: Spectral filter decomposition
We define the rectangular window function as
rect(x) =

0, x ≤ − 12
1, − 12 < x ≤ 12
0, x > 12
. (A1)
This definition ensures that there is no overlap between
rect(x) and rect(x±1). Then we have the following iden-
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tity holds for all real number ω,
∑
n
rect
(
ω − nΩ
Ω
)
= 1 . (A2)
For any operator that is function of time fˆ(t), its inverse
Fourier transform is given by
fˆ(t) =
1
2pi
∫ ∞
−∞
dωfˆ [ω]e−iωt . (A3)
By inserting the identity of Eq. (A2) into the integral
and using a change of variable ω → ω − nΩ, the Fourier
transform can be written in the form of
fˆ(t) =
∑
n
fˆn(t)e
−inωt , (A4)
where the harmonic components fˆn in frequency domain
are given by
fˆn[ω] = fˆ [ω + nΩ]rect(ω/Ω) . (A5)
Therefore, the frequency spectrum of fˆn(t) is nonzero
only for −Ω/2 < ω ≤ Ω/2. It can be further shown that
the cross power spectral densities of fˆn(t) are given by
Sfˆnfˆm [ω] = Sfˆ fˆ [ω + nΩ]rect(ω/Ω)δn,−m
Sfˆnfˆ†m [ω] = Sfˆ fˆ† [ω + nΩ]rect(ω/Ω)δn,m
Sfˆ†nfˆm [ω] = Sfˆ†fˆ [ω − nΩ]rect(ω/Ω)δn,m
Sfˆ†nfˆ†m [ω] = Sfˆ†fˆ† [ω − nΩ]rect(ω/Ω)δn,−m .
(A6)
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