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Tensor networks have found a wide use in a variety of applications in physics and computer science,
recently leading to both theoretical insights as well as practical algorithms in machine learning. In
this work we explore the connection between tensor networks and probabilistic graphical models,
and show that it motivates the definition of generalized tensor networks where information from a
tensor can be copied and reused in other parts of the network. We discuss the relationship between
generalized tensor network architectures used in quantum physics, such as String-Bond States and
Entangled Plaquette States, and architectures commonly used in machine learning. We provide an
algorithm to train these networks in a supervised learning context and show that they overcome
the limitations of regular tensor networks in higher dimensions, while keeping the computation
efficient. A method to combine neural networks and tensor networks as part of a common deep
learning architecture is also introduced. We benchmark our algorithm for several generalized tensor
network architectures on the task of classifying images and sounds, and show that they outperform
previously introduced tensor network algorithms. Some of the models we consider can be realized
on a quantum computer and may guide the development of near-term quantum machine learning
architectures.
I. INTRODUCTION
Tensor networks, which factorize a high-order ten-
sor into a contracted network of low-order tensors,
have found a wide use of applications from quantum
physics[1, 2] to machine learning[3, 4]. They can be used
to compress weights of neural networks[5–8], to study
model expressivity[9–13] or to parametrize complex de-
pendencies between variables[14–17]. Recently, they have
also attracted attention in the context of quantum ma-
chine learning[18, 19]: there has been much interest in
understanding how low-depth quantum circuits that can
be implemented on near-term quantum devices may be
useful in machine learning[20–25], and tensor networks
are a natural tool to perform the classical simulation of
such algorithms[26, 27]. Tensor networks that can be ef-
ficiently simulated on classical computers thus provide
a unique platform to benchmark and guide the develop-
ment of new quantum machine learning architectures.
In this work we explore the relationship between tensor
networks and more common machine learning architec-
tures, in particular probabilistic graphical models[28–32].
We define generalized tensor networks which connect the
two frameworks. These networks rely on the copy and
reuse of local tensor information. Unlike regular ten-
sor networks, they can be defined in complex geometries
while remaining efficient to contract as long as an ap-
propriate hierarchical order can be defined. We apply
several variants of generalized tensor networks to image
classification and environmental sound recognition and
compare their performance, concluding that generalized
tensor networks typically perform better than tensor net-
works alone. We also prove that generalized tensor net-
works are exponentially more efficient at describing some
functions than regular tensor networks.
Generalized tensor networks share some structure with
convolutional neural networks (CNN)[33, 34], while hav-
ing direct connections to restricted Boltzmann machines
(RBM)[31, 35, 36]. Examples of such networks that have
been used in quantum physics include String-Bond States
(SBS)[37, 38], which generalize Matrix Product States
(MPS) (also known as Tensor Trains[39]), as well as
Entangled Plaquette States (EPS)[40–42], which can be
seen as a 1-layer CNN defining all possible convolutional
filters over discrete inputs. Generalized tensor networks
with tree structures have also been used to study the
expressivity of deep learning models[11, 43].
We introduce an algorithm for performing supervised
learning with generalized tensor networks, which com-
bines stochastic gradient descent with previously intro-
duced approaches for tensor networks. This framework
generalizes works based on regular tensor networks such
as MPS[15, 16, 44, 45] or tree tensor networks[46]. It
has the advantage that more complex structures can be
formed while keeping the computation efficient. This is
especially useful for data that possesses some geometri-
cal structure in more than one dimension, such as images.
We emphasize that the algorithm does not need to rely
on any Monte Carlo techniques. This is unlike in quan-
tum physics, where generalized tensor networks can only
be optimized in combination with computationally ex-
pensive Monte Carlo sampling. In particular the cost of
optimizing a SBS is only a constant factor times the cost
of optimizing a MPS, but SBS are much more flexible in
higher dimensions and can interpolate between a MPS
and a restricted Boltzmann machine.
We discuss how real-valued data can be used in con-
junction with tensor networks and suggest to learn the
relevant tensor features of real data as part of the net-
work. Inspired by deep network architectures, we also
propose two ideas to combine neural networks and ten-
sor networks. In the first case we use a neural network to
extract features from the data in order to feed them into
a tensor network, in the second we combine generalized
tensor networks and neural networks in the same deep
network architecture.
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2We benchmark our algorithms for several generalized
tensor network architectures on different datasets[47–49].
For image classification, we find that generalized tensor
networks outperform previously introduced tensor net-
work algorithms based on MPS or trees while keeping a
small dimension of the tensors. In the context of envi-
ronmental sound recognition, we find that MPS and SBS
deliver comparable performance. This shows that SBS
should also be considered along with MPS when consid-
ering one-dimensional data, especially in the presence of
long-range correlations, and may be applied in other set-
tings such as natural language processing.
Some of the architectures we consider can be realized
on a quantum computer, and serve as a reminder that the
copy of classical input data may also be useful in quan-
tum machine learning algorithms that cannot be simu-
lated classically.
II. GRAPHICAL MODELS AND
GENERALIZED TENSOR NETWORKS
We first review definitions of probabilistic graphical
models and tensor networks, discuss their relationship
and show that the two frameworks can be connected
through the definition of generalized tensor networks in
which parts of the network can be copied and reused. Ex-
amples of generalized tensor networks which have been
successfully used in quantum physics are introduced, and
their connection to more common machine learning ar-
chitectures is discussed. It is also proven that generalized
tensor networks can represent some functions with expo-
nentially fewer parameters than regular tensor networks.
A. Graphical models
Let us consider a set of discrete random variables
X = {X1, . . . , XN} taking values x = (x1, . . . , xN )
and a dataset of samples from these variables D =
{d1, . . . ,d|D|}. Inferring the underlying probability dis-
tribution p(x) can be done by maximizing the log-
likelihood
L =
|D|∑
i=1
log p(di). (1)
A common choice of parametrized models for p are graph-
ical models[50], which correspond to a factorization of the
probability distribution over a graph. Consider a graph
G = (V,E), where V is a set of vertices, E a set of edges
between these vertices (each e ∈ E is a pair of elements
in V) and cl(G) is the set of maximal cliques of the graph.
An undirected graphical model or a Markov random field
defines a factorization of the joint probability of all ran-
dom variables as
p(X = x) =
1
Z
∏
C∈cl(G)
φC(xC), (2)
(a) (b)
(c) (d)
FIG. 1. (a) Undirected graphical model with three maximal
cliques depicted in colors (b) Corresponding factor graph (c)
Factor graph with hidden units in orange that are marginal-
ized (d) Equivalent tensor network, which is a Matrix Product
State.
where xC are the values of the random variables in clique
C, φC are the clique potentials which are positive func-
tions and Z is the partition function that ensures normal-
ization of the probability (Fig. 1a). Graphical models can
be converted to factor graphs[51] defined on a bipartite
graph of factors and variable vertices: one factor node
fs is created for each maximal clique and the factor is
connected to the variables in the corresponding clique
(Fig. 1b). The factorization of the probability distribu-
tion still reads
p(X = x) =
1
Z
∏
s
fs(xc), (3)
and inference can be performed through belief propaga-
tion and the sum-product algorithm on factor graphs.
To increase the set of distributions which can be rep-
resented we can add additional dependencies by intro-
ducing ancillary hidden variables (which are unobserved,
i.e. their values are not supplied in the data) Z =
{Z1, . . . , ZM}(Fig. 1c). The resulting probability distri-
bution is obtained by marginalizing these hidden vari-
ables:
p(X = x) =
1
Z
∑
z
∏
s
fs(xc, zc). (4)
B. Tensor networks and graphical models duality
We now consider a graph G = (V,E) where some of the
edges represent open legs containing only one vertex. We
denote E′ the subset of E containing edges that connect
two vertices. We associate an integer size De called the
bond dimension to each edge and define a tensor Tv ∈
⊗e∈vRDe for each vertex v ∈ V , with indices associated
with the edges of this vertex. A tensor network state is
3FIG. 2. Graphical notation for tensor networks : (a) vec-
tor, (b) matrix, (c) order 3 tensor, (d) vector-matrix multi-
plication (e) matrix-matrix multiplication (f) matrix-tensor
contraction.
defined by contracting indices along all edges in the graph
that connect two tensors (see Fig. 2 for an introduction to
the graphical notation of tensor networks). The resulting
tensor network is a tensor indexed by the indices of the
open legs, denoted as xi:
Tx =
∑
e∈E′
∏
v
Tv. (5)
A particular case are one-dimensional Matrix Product
States (MPS) (Fig. 1d), also known as tensor trains[39],
which decompose a tensor as
Tx1,...,xN =
∑
e∈E′
Ax1e1A
x2
e2,e3A
x3
e3,e4 · · ·AxNeN , (6)
where, for fixed value of x, Ax1 and AxN are vectors,
and Axj , j = 2, . . . , N − 1 are matrices. On a closed
chain (also known as tensor ring[52]), the corresponding
decomposition is
Tx1,...,xN = Tr
 ∏
j=1,...,N
Axj
 , (7)
where all Axj are matrices. Generalizations to trees and
lattices in higher dimensions have also been studied.
If we now look back at the definition of factor graphs
and in the case where all variables are discrete, the fac-
tors are tensors with legs connecting to the variables.
Marginalization of a hidden variable corresponds to con-
tracting the indices of the different factors connected to
this variable. Tensor networks are therefore factor graphs
where all variables connected to at least two factors are
hidden, and the open legs correspond to visible variables
(Fig. 1c and 1d). This connection has been previously
observed in Refs.[28–31] in particular models, and we re-
fer to Ref. [32] for a more detailed analysis of this dual-
ity. An important difference remains: tensors of a factor
graph coming from a graphical model have non-negative
elements, while tensor networks are usually studied in
the context of real (or complex) elements. Despite the
similar structure, this has important consequences for
the optimization algorithms. Graphical models can be
used in conjunction with expectation-maximization al-
gorithms, which rely on the computation of conditional
probabilities of some of the variables. Tensor network
do not have a probabilistic interpretation of the hidden
variables, but powerful optimization algorithms such as
the Density Matrix Renormalization Group (DMRG) can
rely on the singular-value decomposition of matrices.
C. Generalized tensor networks
It is interesting to note that there are simple classes
of graphical models which do not share the properties of
tensor networks that all visible variables are only con-
nected to one factor. An example are Restricted Boltz-
mann Machines (RBM)[35, 36], wich are defined on a
bipartite graph with visible variables X and hidden vari-
ables H (Fig. 4a). The connections between variables
on this graph take the form of Ising interaction and the
probability distribution of joint variables is
p(x,h) =
1
Z
eH(x,h), (8)
where the Hamiltonian H is a classical Ising Hamiltonian
defined as (we omit here the bias terms for simplicity)
H =
∑
i,j
wijhixj .
In the case where both visible and hidden variables are
binary valued, the resulting probability distribution once
the hidden variables have been marginalized is
P (x) =
1
Z
∑
h
eH(x,h), (9)
=
1
Z
∏
i
(1 + e
∑
j wijxj ). (10)
Seen as a tensor network, the RBM is defined on a
graph with loops, but can still be contracted efficiently
and p(x) or p(h|x) can be computed analytically for ar-
bitrary sizes. This relies on the fact that once we fix
the value of the visible variables, the contraction of the
network from bottom to top becomes efficient.
This leads us to the definition of a new class of ten-
sor networks, that we call generalized tensor networks,
where the value of tensors can be copied and reused in
different parts of the network. As long as the remaining
parts of the networks are efficiently contractible, the ten-
sor network can still be contracted assuming the visible
variables to be fixed. We graphically depict this through
a red dot between edges of the graph and an arrow which
marks the incoming edge. This copy operation copies vec-
tor inputs, resulting in two copies of the original vector
4FIG. 3. Copy operation of a vector input Ai, resulting in a
new tensor Bij = AiAj , or of a tensor network.
(a) RBM (b) SBS
(c) Short-range RBM (d) EPS
FIG. 4. (a) Restricted Boltzmann Machine (RBM) consisting
of visible and hidden variables (b) String-Bond State with
1D geometry generalizing RBM. The legs corresponding to
contracted indices in each MPS are depicted in orange for
visibility. (c) Short-range RBM with local connections be-
tween visible and hidden variables (d) Entangled Plaquette
State (EPS) generalizing the short-range RBM.
(Fig. 3). More generally one can apply this copy opera-
tion to a larger tensor network, which is then copied. In
practice one would first contract the incoming network,
resulting in a vector. This vector is then copied and sent
to the remaining edges. The rest of the tensor network
can then be independently contracted. We impose that
there are no directed loops containing dots and ensure
that the tensor network can be efficiently contracted as
long as it is contracted in the right order.
In general, it is not possible to write this dot as a
tensor[43]. In particular cases, when all the inputs are
discrete and in a fixed basis, it is possible to write the
copy operation as a COPY-dot tensor, as introduced in
Ref.[53]. For discrete inputs and when the copy oper-
ation only applies to the inputs, the generalized tensor
network can therefore be written as a tensor network in-
cluding COPY-dot tensors. In the more general case,
while it is not possible to represent the copy operation as
a tensor, duplicating a vector and sending it to two differ-
ent parts of the calculation is easily achieved in practice.
The generalized tensor network can in this case be viewed
as a larger tensor network containing several copies of the
same tensors (weight sharing) and with inputs which are
copied several times.
Examples of such tensor networks with copy of the in-
put states have been used in the quantum physics com-
munity. The simplest example are Entangled Plaquette
States (EPS)[40–42], also known as Correlator Product
States, in which the tensor network is defined as a prod-
uct of smaller tensors on overlapping clusters of variables:
Tx1,...,xN =
P∏
p=1
Txpp , (11)
where a coefficient T
xp
p is assigned to each of the 2np
(for binary variables) configurations xp of the variables
in cluster p. Because the clusters overlap, the value of
each variable is copied to all the tensors in which it is
included. A sparse or short-range RBM is a special case
of EPS[31] (eventually non-local for a sparse but non-
local RBM) in which the tensor T
xp
p takes the particular
form (1+e
∑
j wpjxj ), where the sum is limited to the vari-
ables in each cluster. EPS also share some similarity with
Convolutional Neural Networks (CNN): a convolutional
layer with discrete inputs is a particular case of EPS with
weight sharing between the tensors. The EPS realizes all
possible convolutional filters over a discrete input space,
instead of selecting a small number of filters as CNN do.
Another example are String-Bond States (SBS)[37, 38],
defined by placing Matrix Product States over strings
(each string s is an ordered subset of the set of variables)
on a graph which need not be a one-dimensional lattice.
The resulting tensor network is
Tx1,...,xN =
∏
s
Tr
∏
j∈s
A
xj
s,j
 . (12)
The value of each visible variable is copied and sent to
different MPS. A RBM is a special case of SBS[31] for
which each string is associated with a hidden variable and
covers all visible variables, and the matrices are taken to
be
A
xj
s,j =
(
1 0
0 ewsjxj
)
. (13)
SBS thus provide a generalization of RBM that is natu-
rally defined for discrete variables of any dimension and
can introduce different correlations through the use of
higher dimensional and non-commuting matrices. Since
SBS also include a MPS as a particular case, they provide
a way to interpolate between a MPS (large bond dimen-
sion, only one string) and a RBM (bond dimension 2,
diagonal matrices, many strings). Different choices of
string geometries can be used and the geometry may be
defined depending on the problem. For example in 2 di-
mensions (which is more suitable to images), one may
place only short horizontal and vertical strings covering
the 2D lattice (Fig. 5a). We will denote this kind of SBS
as 2D-SBS. Correlations along one of the two dimensions
can be captured in the corresponding MPS, and more
complex correlations are included through the overlap of
5(a) 2D-SBS (b) Snake-SBS
FIG. 5. Possible geometries of SBS: (a) 2D-SBS consisting
of horizontal and vertical overlapping strings. (b) Snake-SBS
consisting of 4 overlapping strings in a snake pattern.
FIG. 6. EPS-SBS consisting of a first layer of EPS, followed
by a copy operation and a second layer of SBS.
the different strings. We also consider the choice of 4
strings, each covering the whole lattice in a snake pat-
tern, but in a different order (Fig. 5b). We denote these
SBS as snake-SBS. They have the advantage, compared
to a MPS, that two nearest neighbours variables always
appear next to each other in one of the 4 strings, thus ren-
dering the capture of strong local correlations efficient.
More complex string geometries can be considered, and
the choice of string could be itself learned with a RBM.
More generally, one can think of complex networks
built using the copy operation for gluing different net-
works together. As example we will later consider the
case of an EPS, whose output are copied and taken as
input into a SBS (Fig. 6). The input variables are first
copied and fed into overlapping clusters parametrized by
tensors. The output leg of each of these tensors is a vec-
tor which is copied a few times. Each of these copies can
then be contracted with the open legs of a different MPS,
forming together a SBS. In 2D, we choose 2x2 overlap-
ping plaquettes in the first layer, and 4 strings forming
a snake-SBS in the second layer. In the following we
will call this generalized tensor network EPS-SBS, but
we observe that more complex networks based on trees
or hierarchical designs with more than two layers can also
be constructed in the same way.
These generalized tensor networks have the advantage,
compared to standard tensor networks, that they can be
easily defined in arbitrary dimension and geometry while
remaining efficient to contract, as long as the input is
fixed. This is in contrast to a 2D tensor network previ-
ously introduced in physics known as Projected Entan-
gled Pair States[54], which is naturally defined in higher
dimensions, but cannot be contracted exactly efficiently.
2D-SBS form a subclass of Projected Entangled Pair
States that remains efficient to contract. Moreover, the
reuse of input information in generalized tensor network
is more similar to state-of-the-art CNN, and weights can
also be shared between different tensors.
D. Expressivity of generalized tensor networks
Another advantage of generalized tensor networks is
that they can represent some functions with exponen-
tially fewer parameters than regular tensor networks.
To show this, let us consider N discrete variables x =
(x1, . . . , xN ) and a function f(x). To study correla-
tions between the variables, we define two different sub-
sets of the variables A (xA = (x1, . . . , xM )) and B and
(xB = (xM+1, . . . , xN )) and consider the matrix
Ψij = f({xiA,xjB}), (14)
where xiA denotes the possible configurations of vector
xA. The entanglement entropy of subsystem A is defined
as the Von Neumann entropy of the matrix ΨΨ†, that is
SA(f) = −
∑
a sa log sa, where sa are the eigenvalues of
ΨΨ† (where f is normalized such that
∑
a sa = 1). Reg-
ular tensor network functions have the property, known
as area law[2], that SA is bounded by k logD, where k is
the number of edges in the network cut when bipartition-
ing the system into systems A and B, and D is the bond
dimension of these edges. For a MPS on an open chain,
this means that if A consists of the first M variables, then
SA ≤ logD. This statement shows that tensor network
can represent only very particular functions efficiently. If
SA(f) scales as the number of variables in A (which is
generically the case for a random function), then it can-
not be represented by a regular tensor network such as a
MPS or a tree tensor network unless D scales exponen-
tially with N .
Let us show that generalized tensor networks do not
suffer from the same limitations. We consider the func-
tion, defined for binary variables on an open chain
x1, . . . , xN with N even,
f(x) =
N/2∏
l=1
g(xl, xN−l+1), (15)
where g(xi, xj) =
1√
2
(−1)xiXOR(xi, xj), which as a ma-
trix, in the basis (xi, xj), takes the form
g =
√
1
2
[
0 1
−1 0
]
. (16)
6g is a function of only two variables, so can be repre-
sented exactly by a tensor over these two variables which
can also be written as a MPS of bond dimension 2. The
product structure of f is the same as the product struc-
ture of an EPS or a SBS, so an EPS with N/2 plaquettes
consisting of the corresponding pairs of spins, or a SBS
with N/2 strings of length two over these pairs, can rep-
resent f exactly. Moreover a SBS with N/2 strings over
the whole chain (Fig. 4b) can also represent f by using
identity matrices in each string for all except two vari-
ables. This shows that f can be represented exactly with
generalized tensor networks with a number of parameters
scaling polynomially in N .
Let us now show that this function cannot be rep-
resented by a regular local tensor network defined on
this open chain. We consider the subsystem A of the
first N/2 variables, and B of the remaining N/2 vari-
ables and compute SA(f). Let us define a new basis
x′B = (xN , . . . , xN/2+1) for subsystem B. In the basis
formed by vectors {xA,x′B}, Ψ takes the form
Ψ =
N/2⊗
`=1
√
1
2
[
0 1
−1 0
]
, (17)
hence ΨΨ† is diagonal and proportional to the identity
matrix : ΨΨ† = 1
2N/2
1. The entanglement entropy can
be computed as
SA(f) = −
2N/2∑
a=1
1
2N/2
log
(
1
2N/2
)
=
N
2
log(2). (18)
Because SA(f) scales as N , a regular tensor network such
as a MPS or a tree tensor network representing f would
need a bond dimension exponential in the system size,
hence an exponential number of parameters.
III. SUPERVISED LEARNING ALGORITHM
Graphical models are usually used in conjunction with
unsupervised learning algorithms, since they are designed
to represent probability distributions. In particular cases
it is possible to compute the normalization Z, which gives
exact access to the likelihood and makes maximum likeli-
hood estimation tractable. This is possible for graphical
models and tensor networks on trees and has led to an
algorithm for unsupervised learning with MPS[44]. In
the more general case, which includes RBM, the normal-
ization Z cannot be computed efficiently. Approximate
algorithms relying on Monte Carlo sampling can then be
used, such as contrastive divergence[36, 55]. Generalized
tensor networks suffer from the same issue, which makes
unsupervised learning computationally expensive. Since
these networks correspond to quantum states, it might
be possible to implement them on a quantum computer
and sample from them efficiently. In this work we focus
instead on supervised learning, where access to the nor-
malization Z is not necessary. In this section we discuss
how RBM can be used for supervised learning, and gen-
eralize the corresponding algorithm to generalized tensor
networks.
A. Supervised learning with Restricted Boltzmann
Machines
We first review how RBM can be used to perform
supervised learning, in a classification setting[56, 57].
Given labelled training data D = {(xi, yi)}, where the
yi take discrete values corresponding to different classes,
a RBM can be used to approximate the joint probability
distribution of the variables and labels:
p(x, y) =
1
Z
∑
h
eH(x,h,y) (19)
In such a model, the label is seen as an additional visible
variable (Fig. 7a), possibly encoded in a one-hot repre-
sentation to use only binary units. Training such a gen-
erative model can be done by maximizing the likelihood
(Eq.(1)). Since the likelihood is intractable, because the
partition function Z cannot be efficiently computed, such
a training can be done through approximate algorithms
such as contrastive divergence. In supervised learning,
one is interested in computing the conditional distribu-
tion
p(y|x) = p(x, y)∑
yj
p(x, yj)
, (20)
which can be computed analytically when the number of
classes is small enough, since the two partition functions
in Eq. 20 cancel. The label predicted by the model for
new data xi is the label maximizing p(y|xi). Since one
is ultimately interested in classification performance, it
can be advantageous to directly optimize p(yi|xi), which
leads to a cost function to minimize
Ldiscriminative = −
|D|∑
i=1
log p(yi|xi), (21)
whose gradient can be computed analytically. In this
setting the discriminative RBM can be seen as a single
layer neural network, with a special structure of weight
sharing for different fixed outputs and cross-entropy loss
function. A RBM can moreover be trained in a semi-
supervised way, by using a combination of discriminative
and generative training.
B. Supervised learning with generalized tensor
networks
To generalize the discriminative training of RBM to
generalized tensor networks, we approximate the joint
7(a) Discriminative RBM
(b) Discriminative SBS
(c) Discriminative EPS
FIG. 7. (a) A classification RBM turns the label into an addi-
tional visible unit. (b) The same procedure can be defined for
a SBS by adding a node corresponding to the label, and cor-
responding tensors which connect it to the rest of the tensor
network. (c) Generalized tensor networks can be combined
with additional layers of neural networks. For example an
EPS output is a tensor that can be combined with a linear
classifier.
probability distribution of the variables and labels as a
tensor network:
p(x, y) ∝ GTN(x, y), (22)
where GTN(x, y) is the function resulting of the contrac-
tion of a generalized tensor network. The label is now
seen as the index of one tensor. Since it is discrete, there
is no need to use a one-hot representation and one can
simply enlarge the dimension of the leg of a tensor to
accommodate for the number of possible classes. For
generalized tensor networks, once the network inputs are
fixed, the network factorizes in several tensor networks
in the last layer. Each of these tensor networks can have
a tensor indexed by the label (Fig. 7b). We then define
GTN(yk|xi) = GTN(xi, yk)∑
yj
GTN(xi, yj)
, (23)
the cost function is again chosen to be a cross-entropy
loss (Eq. (21)) and it can be optimized using stochastic
gradient descent, since its gradient over a small batch of
training examples can be expressed using
∂ log GTN(yi|xi)
∂w
=
∂ log GTN(xi, yi)
∂w
−
∑
yj
GTN(yj |xi)∂ log GTN(xi, yj)
∂w
.
(24)
GTN(xi, yj) can be computed exactly by fixing the value
of the input units and labels and contracting the network,
as long as each of the tensor networks separated by copy
operations can be efficiently contracted. We note that
in general we can contract the whole network without
the labels, and perform the contraction for the different
labels as a last step. Contraction of the whole network
for different labels thus only adds a small cost (which
depends on the shape of the network) to the contraction
of the network without labels. The derivatives with re-
spect to the parameters in each tensor can be computed
as follows: first a forward pass which contracts the net-
work is performed, while saving intermediate contraction
results (Fig. 8a-f). Then a backward pass computes the
derivatives with respect to tensors in each layers sepa-
rated by copy operations (Fig. 8g-i). In the last layer of
a generalized tensor network, the derivative with respect
to a tensor is simply obtained by contracting the rest of
the network with the corresponding tensor removed, just
as in a standard tensor network. Once this is done one
can compute the derivatives in the previous layer by ob-
serving that the copy operation decouple smaller tensor
networks. We observe that from the point of view of su-
pervised learning there is no essential difference between
SBS and MPS in terms of the optimization algorithms:
the cost of optimizing a SBS is only a constant factor
(the number of strings) more than that of optimizing a
MPS, and this procedure can be straightforwardly paral-
lelized. This is unlike in quantum physics where Monte
Carlo sampling is necessary to optimize a SBS.
So far we have not discussed the positivity of the ten-
sor network. Since the elements are taken to be real,
it might not be possible to interpret the contracted net-
work as a probability distribution. To avoid this prob-
lem and being able to use the previous algorithm, we can
replace p(x, y) = GTN(x, y) by p(x, y) = |GTN(x, y)|2
(which corresponds to a Born machine as defined in
Refs. [58, 59]) or p(x, y) = exp(GTN(x, y)). In prac-
tice, we find that a suitable initialization of the network
for a snake-SBS is to take tensors close to the identity for
all possible value of the input leg (which corresponds to
having identity matrices in a MPS) and data normalized
between 0 and 1. This leads to an initial network that
is positive and we find that the network is still positive
on all test data after learning. In this case, the original
network, the network squared or the exponential of the
network give the same classification predictions. Never-
theless we find that learning works better if we choose
p(x, y) = exp(GTN(x, y)), which automatically ensures
that the resulting distribution is positive, and in the fol-
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FIG. 8. (a)-(c) Forward pass of contracting an EPS-SBS gen-
eralized tensor network. We denote scalar and vectors that
are the result of a tensor contraction as black boxes, while
other tensors are denoted as empty boxes. The result is a
scalar A×B. (d)-(f) We compute as an example the deriva-
tive with respect to the tensor Tijk denoted in blue in (a).
The computation can start from stage (d), obtained during
the forward propagation. Remaining additional tensors are
contracted until we are left with the log-derivative, equal to
∂ log GTN(X1, X2)/∂Tijk = δX1=jδX2=k(Ci +Di)/(AB).
lowing we always use this construction. This choice can
be interpreted as a softmax function after the tensor net-
work’s output. In this case the log-derivatives of the ten-
sor network in the derivative of the cost function have
to be replaced by the derivatives of the tensor network.
To further regularize the tensor network, we adopt the
procedure suggested in Ref. [16] to randomly drop tensor
elements to 0 with probability δ during training.
So far we have constructed tensor networks which,
when an input and a label is given, have no open legs. We
can also construct networks with open legs and use ten-
sor networks in combination with other machine learning
techniques. In this case the tensor network maps the in-
put to a tensor which can for example be used as input
in a neural network. In the case of EPS where each ten-
sor over overlapping plaquettes has an open leg, an input
is mapped to a tensor with an extra dimension as out-
put. This is similar to the role of convolutional filters in a
CNN, with the difference that EPS encode all possible fil-
ters on discrete inputs. The simplest way to combine EPS
with other neural networks is to place a linear classifier
on top of the EPS (Fig. 7c). The backpropagation algo-
rithm used to compute derivatives of the neural network
is in this case combined with the algorithm for comput-
ing derivatives of a tensor network, and the joint network
can be optimized using stochastic gradient descent.
IV. LEARNING FEATURE VECTORS OF DATA
In the previous discussion we have always considered
discrete input data. In practice, one may want to apply
these techniques to real data. In this section we explore
several strategies that can be used for this purpose. We
suggest to learn relevant tensor features as part of the
tensor network and discuss how tensor features can also
be learned as part of a deep learning architectures which
combines a neural network extracting features with a
tensor network.
A naive way of applying tensor networks with real data
would be to discretize data or use its binary representa-
tion. This is not a suitable approach, because that would
amount to increasing the size of the data a lot, render-
ing learning very slow, and would also lead to big tensor
networks which would be prone to overfitting. Another
approach, as suggested in Ref. [15], is to map the real
data to a higher dimensional feature space. Each vari-
able is first independently mapped to a vector of length
at least two and these vectors are then contracted with
the open legs of the tensor network (Fig.9a). Choices of
feature maps that have been used in Refs.[15, 16, 45, 46]
include
x→
(
1
x
)
or
(
cos(pi2x)
sin(pi2x)
)
, (25)
and generalizations to higher dimensions. A choice which
is suitable with our algorithm, assuming that the data is
normalized between 0 and 1, is to use
x→
(
cos2(pi2x)
sin2(pi2x)
)
, (26)
because this ensures that the vectors are positive and the
normalization prevents numerical instabilities.
These choices however put severe limitations to the
functions that can be learned. Indeed, the dataset with
just two variables presented in Fig. 10a cannot be sepa-
rated by a MPS of bond dimension 2 with one of these
feature choices, since the boundary decision will be a
polynomial of degree two of the features. Nevertheless, a
different feature choice could distinguish the two classes,
even with bond dimension 2. We therefore suggest to
learn the appropriate features as part of the learning al-
gorithm. This can be done by parametrizing the feature
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FIG. 9. (a) Real inputs Xi are mapped to a feature vector
(here with length two). This vector can then be used as in-
put to a generalized tensor network by contracting it with the
open legs of the generalized tensor network. (b) Feature ten-
sors can compress the discretized representation of the inputs
Xi to a smaller dimensional space. These tensors can share
weights and can be learned as part of the tensor network.
(a) (b)
FIG. 10. (a) Dataset with two features X1 and X2 and two
classes (depicted in different colors) that cannot be learned
by a MPS of bond dimension 2 with features in Eq. (26). (b)
Two normalized features learned by a tensor while classify-
ing the previous dataset with a MPS of bond dimension 2.
The features have been discretized in 16 intervals. Using this
choice of features the MPS can classify the dataset perfectly.
functions and learning them at the same time as the rest
of the network. To be able to use a purely tensor net-
work algorithm, we can parametrize these functions using
a tensor network. In the simplest case, we discretize the
real data and use a tensor to compress the large dimen-
sional input into a smaller dimensional vector of suitable
length. This tensor can be learned as part of the whole
tensor network and prevents the size of the rest of the
tensor network to increase when the discretization size
changes. The feature tensor can be the same for all vari-
ables, for example image pixels, but can be different in
the case where the variables are of different nature. Us-
ing this procedure, a MPS of bond dimension 2 is able to
get perfect accuracy on the dataset presented in Fig. 10a.
The two features that the network has learned are pre-
sented in Fig. 10b. We note that starting from random
features on more complex datasets makes learning dif-
ficult, but the feature tensor can be pretrained using a
linear classifier, before being trained with the rest of the
network.
In comparison, we also show in Fig. 11b the features
learned while classifying MNIST with greyscale pixels
and a snake-SBS (see sectionV). These features are not
very different from the choice in Eq. 26 (Fig. 11a), and
we could not distinguish performance with this choice or
(a) (b)
FIG. 11. (a) Choice of two features in Eq. (26) for an in-
put taking real values between 0 and 1. (b) Two normalized
features learned by a tensor with output dimension 2 com-
bined with a snake-SBS classifying the MNIST dataset. The
input features x are the greyscale value of pixels, normalized
between 0 and 1 and discretized in 16 intervals.
with learned features on this dataset. We expect however
that this procedure will be necessary for more complex
datasets which are not easily approximated by a binary
function. Moreover the size of the feature vector provides
a regularization of the model, and higher sizes might be
necessary for more complex datasets. More generally this
tensor could be itself represented with a small tensor net-
work, to prevent the number of parameters to increase
too much with a very small discretization interval. It
is interesting to note that the features learned in our
examples are almost continuous even if we use smaller
discretization intervals. This means that two real inputs
that are close to each other will lead to the same predic-
tions by the network, a property which is in general not
true if we simply discretize the inputs and use a larger
tensor network. Our approach of learning the features
as part of the tensor network may be especially relevant
in the context of quantum machine learning, where the
tensor network is replaced by a quantum circuit and it
might be suitable to have the full network as part of the
same quantum machine learning architecture.
As an alternative way of choosing the features, we can
combine the feature choice with other machine learning
techniques. If the input data represents images, it is a
natural choice to use Convolutional Neural Networks as
feature extractors, since these have been highly success-
ful for image classification. CNN consist in convolution
filters, which use convolutional kernels to transform an
image into a set of filtered images, and pooling layers
which downsize the images (Fig. 12). The different fil-
ters can be seen as different features of the corresponding
pixel or region of the image and preserve locality. There-
fore it is natural to consider the vector of applied filters
associated with each location in the image as a feature
vector that can be used in conjunction with generalized
tensor networks. The CNN and the tensor network can
be trained together, since the derivatives of the tensor
network can be used in the backpropagation algorithm
which computes the gradient of the cost function.
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FIG. 12. Using convolutional Neural Networks as feature vec-
tor extractors from real data: the output of the CNN is seen
as an image with a third dimension collecting the different
features. For each pixel of this image, the vector of features
is contracted with the open legs of a tensor network.
V. NUMERICAL EXPERIMENTS
We test the generalized tensor network approach
on the task of image classification, where a natural
two-dimensional geometry that can be reflected in
the architecture of the tensor network is present, as
well as on the task of urban sound recognition, where
the time dimension provides a one-dimensional geometry.
A. Image classification
We first consider the MNIST dataset[48], which con-
sists of 28 × 28 greyscale images of digits. There are 10
classes and we adopt a multiclass classification procedure
in which one tensor of the tensor network is parametrized
by the ten possible labels. The original training set is
split into training and validation sets of 55000 and 5000
examples and the performance of the different models is
evaluated on the test set of 10000 examples. We con-
sider the following generalized tensor networks: a snake-
SBS with 4 strings (Fig. 5b), a 2D-SBS (Fig. 5a), an
EPS with a 2× 2 translational-invariant plaquette com-
bined with a linear classifier, (Fig. 7c), an EPS-SBS with
translational-invariant plaquette combined with a snake-
SBS (Fig. 6) and a CNN-snake-SBS which uses a 1-layer
CNN as input features (Fig. 12). The CNN considered
here uses a convolutional layer applying 6 5 × 5 filters
(stride 1) with ReLU activation function and a pooling
layer performing max pooling with a 2 × 2 filter. All
other networks use the choice of features presented in
Eq. (26) and the greyscale values are normalized between
0 and 1. We compare the performance of these networks
with a MPS and a RBM (the number of hidden units of
250, 500, 750 or 1000 is taken as a hyperparameter). All
networks use a batch size of 20 examples and hyperpa-
rameters such as the learning rate α, the regularization
rate δ and number of iterations over the training set are
determined through a grid search while evaluating the
performance on the validation set. Best performance is
typically achieved with α = 10−4, δ = 0.95 and a hun-
(a) (b)
FIG. 13. Examples of images from the MNIST (a) and fashion
MNIST (b) dataset.
FIG. 14. Test set accuracy of different generalized tensor
networks on the MNIST dataset.
dred iterations.
The test set accuracy, presented in Fig. 14, shows that
even with a very small bond dimension generalized ten-
sor network are able to accurately classify the dataset.
Their performance is significantly better than that of a
tree tensor network[46] or a MPS trained in frequency
space[45], and while a MPS can also achieve 99.03% ac-
curacy with a bond dimension of 120 [15], the cost of
optimizing very large tensors has prohibited the use of
this method for larger problems so far. The snake-SBS
with bond dimension larger than 6 has also better per-
formance than a RBM. Since the snake-SBS provides an
interpolation between RBM and MPS, the choice of num-
ber of strings and geometry can be seen as additional pa-
rameters which could be tuned further to improve over
the performance of both methods. All networks have a
training set accuracy very close to 100% when the bond
dimension is larger than 6, and we expect that better
regularization techniques or network architectures have
to be developed to significantly increase the test set per-
formances obtained here. We also optimized a snake-SBS
with positive elements (by parametrizing each element in
a tensor as the exponential of the new parameters), which
is a graphical model. Using the same algorithm, we were
not able to achieve better performance than 93% classi-
fication accuracy with bond dimensions up to 10. This
shows that while having a structure closely related to
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graphical models, tensor networks may provide different
advantages.
Method Accuracy
Support Vector Machine 84.1%
EPS + linear classifier 86.3%
Multilayer perceptron 87.7%
EPS-SBS 88.6%
Snake-SBS 89.2%
AlexNet 89.9%
CNN-snake-SBS 92.3%
GoogLeNet 93.7%
TABLE I. Test set accuracy of generalized tensor networks
and other approaches[47] on the fashion MNIST dataset.
We then turn to the fashion MNIST dataset[47],
consisting of 28 × 28 greyscale images of clothes. While
having the same size as the original MNIST dataset,
it is significantly harder to classify. We report the
best accuracy obtained with different generalized tensor
networks with bond dimension up to 10 in Table I.
It is found that these networks are competitive with
other approaches such as Support Vector Machines,
AlexNet and GoogLeNet Convolutional Neural Networks
or a multilayer perceptron neural network, which is
encouraging considering the potential improvements in
terms of network architecture or training algorithms.
B. Environmental sound classification
So far we have considered black and white images, but
it is also interesting to study how generalized tensor net-
works could be used for other types of data. In the fol-
lowing we consider the task of classifying environmental
sounds. The UrbanSound8K dataset[60] is a collection of
8732 audio clips (4s or less) divided into 10 classes of ur-
ban sounds: air conditioner, car horn, children playing,
dog barking, drilling, engine idling, gun shot, jackham-
mer, siren and street music. The dataset is divided into
10 folds and we use folds 1-9 for training and fold 10 for
testing. The one-dimensional structure of sounds allows
us to compare MPS and SBS with the same 1D string
geometry. Preprocessing of the data takes place as fol-
lows : clips shorter than 4s are repeated to reach a fixed
length of 4s. The first 13 Mel-frequency cepstral coeffi-
cients (MFCCs) are extracted for each clip (sampled at
22050Hz) using a window size of 2048 and hop length of
512, resulting in a sequence of length 173 and dimension
13 (Fig. 15). The corresponding 13-dimensional vectors
are used as input feature vectors for the tensor network,
and the time dimension of the sequence corresponds to
the 1-dimensional structure of the MPS, or the strings of
the SBS. Note that we do not perform any data augmen-
tation nor split the training examples to enlarge the size
FIG. 15. From the raw audio signal, Mel-frequency cepstral
coefficients (MFCCs) are extracted over short overlapping
windows, resulting in a sequence of high dimensional vectors.
These vectors are taken as input to a generalized tensor net-
work.
FIG. 16. Training and testing accuracy of a MPS and a SBS
with 4 strings on the UrbanSound8K dataset. The density of
parameters is the total number of parameters divided by 174
(the length of the strings).
of the dataset set, since we are interested in comparing
MPS and SBS, rather than achieving the best possible
accuracy on this dataset. The training and testing ac-
curacies are reported in Fig. 16 for a MPS with bond
dimension up to 10 and a SBS with 4 strings and bond
dimension up to 5. Since we are interested in comparing
the expressivity of the different networks, no regulariza-
tion is used and training is performed until the training
accuracy does not improve anymore. Note that a MPS
with bond dimension D has as many variational param-
eters as a SBS with 4 strings and bond dimension D/2.
We observe that the SBS has slightly higher training
accuracy than a MPS with larger bond dimension and the
same number of parameters. The test set performance is
not significantly different between the different architec-
tures and in both cases we find that a lot of overfitting has
taken place, which is not surprising given the small num-
ber of training examples. Higher accuracies have been
reported with other methods on the same dataset. For
example Convolutional Neural Networks can reach above
70% test set accuracy[49], but use much more input fea-
tures and rely on data augmentation. Nevertheless our
results show that SBS should also be considered along
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with MPS when considering one-dimensional data, and
may be applied in other settings such as natural language
processing[61, 62].
VI. CONCLUSION
We have introduced generalized tensor networks, which
enlarge the class of tensor networks by introducing a
reuse of information taking the form of a copy operation
of tensor elements. The resulting networks include graph-
ical models as special cases and we have discussed the
strong relations that exist between particular graphical
models and tensor network structures, such as restricted
Boltzmann machines and String-Bond States. We pro-
vided an algorithm to train these models to perform a su-
pervised learning task and discussed several strategies to
use tensor networks in conjunction with real-valued data.
We showed that generalized tensor networks that can be
contracted exactly can perform accurate image classifica-
tion with much smaller bond dimension than regular ten-
sor networks, that they can be used in other settings such
as sound recognition and that they can be combined with
neural-network architectures. Tensor networks can also
be seen as a tool to simulate quantum circuits, and there
is much research trying to understand how quantum cir-
cuits can be used in machine learning. Quantum circuits
corresponding to MPS or tree tensor networks have been
studied in the context of quantum machine learning[26].
To implement the function corresponding to a SBS with
classical input data one needs to copy the input data
and implement each MPS in a similar way. More gener-
ally one can expand the generalized tensor network with
copy operations as a large tree tensor network in which
several tensors are the same and the inputs are copied,
and such a tensor network can also be implemented as
a quantum circuit. This shows that quantum machine
learning circuits should take as input several copies of
each data input and not just a single one. Generalized
tensor networks which originate from the classical simu-
lation of quantum states may thus serve as a testing and
benchmarking platform of near-term quantum machine
learning architectures.
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