We use text-based analysis of 10-K product descriptions to examine whether firms exploit product market synergies through asset complementarities in mergers and acquisitions. Transactions are more likely between firms that use similar product market language. Transaction stock returns, ex post cash flows, and growth in product descriptions all increase for transactions with similar product market language, especially in competitive product markets. These gains are larger when targets are less similar to acquirer rivals and when targets have unique products. Our findings are consistent with firms merging and buying assets to exploit synergies to create new products that increase product differentiation. (JEL G14, G34, L22, L25) It has long been viewed that product market synergies are key drivers of mergers. Mergers are a quick way to potentially increase product offerings if synergies arise from asset complementarities. One important dimension of synergies is the ability of merging firms to create new products and differentiate themselves from rivals when merging firms have complementary assets. RhodesKropf and Robinson (2008) model similarity and asset complementarities as a motive for mergers but do not present direct evidence of their importance.
Little is actually known about the extent to which new product synergies and asset complementarities impact mergers.
Our article provides evidence of synergies and new product creations using new methods based on textual analysis. We examine whether firms can improve profit margins by merging with a target that is (i) similar to itself and offers asset complementarities, but is also (ii) different from its rivals. Our new measures of product similarity and new product introductions come from text-based analysis of 49,408 10-K product descriptions obtained from the Securities Exchange Commission (SEC) Edgar website. The importance of synergies and product differentiation to merger success relates to whether the target has skills or technologies that can help the acquirer differentiate its product offerings from its rivals and improve profitability. 1 Using our new text-based methods, we find evidence consistent with merging firms that have high ex ante similarity and high ex ante differentiation from the acquirer's rivals increasing cash flows and new product introductions. This evidence is consistent with product market synergies being important for ex post merger success. Our measures use vector representations of the text in each firm's product description to develop a Hotelling-like product location space for U.S. firms. 2 Distances between firms on this 10-K-based product location space measure the degree to which firms are different from rivals (within and across industries), allowing independent measurement of the similarity between acquirers and targets. Henceforth, we classify firms as "similar" when they are close to each other in distance in this product location space and "different" when a potential target is far away from a potential acquirer.
Our new measures allow us to test how asset complementarities (measured using acquirer and target similarity) interact with product market competition (measured using the relative crowding of rivals around a firm), to give firms the incentive to conduct mergers to differentiate their products from their rivals. Our new measures are unique in that they capture the relatedness of firms in the product market space, and they have the ability to measure both within and across industry similarity. In contrast, neither the Standard Industry Classification (SIC) nor the North American Industry Classification System (NAICS) has a corresponding spatial representation or a continuous representation of the pairwise similarity of any two firms.
We first report two new stylized facts. First, merger pairs are far more similar than SIC-or NAICS-based measures would suggest. Even merger pairs in different two-digit SIC codes (which are common) generally have high similarities with each other. Second, we detect a high degree of heterogeneity in the degree of similarity across merger pairs, allowing substantial power to test our hypotheses. We emphasize that all of our results are robust to controls for horizontal and vertical relatedness used in the existing literature. 3 We report three central findings. First, transaction incidence is higher for firms that are more broadly similar to all firms in the economy and lower for firms that are more similar to their local rivals. We interpret the first incidence result as an "asset complementarity effect," since a firm that is more broadly similar has more opportunities for pairings that can generate synergies. We refer to the second incidence result as a "competitive effect," since firms with very near rivals must compete for restructuring opportunities given that a potential partner can view its rivals as substitute partners. These incidence results are significant economically and statistically for both large and small firms.
Second, long-term real outcomes are better (higher profitability, sales, and evidence of new product introductions) when the target and the acquirer are more pairwise similar. Our results, especially those related to new product introductions and sales growth, suggest that merging firms with similar assets use synergies from asset complementarities to introduce new products and improve cash flows.
Third, outcomes are better when acquirers reside in ex ante competitive product markets, and when the transaction increases the acquirer's differentiation relative to its rivals.
We differ from the existing literature in two major ways. First, the literature has not focused on how asset complementarities and product differentiation jointly affect acquisition choices, subsequent performance, and new product development. Second, we present an innovative new methodology based on text analysis that allows us to examine hypotheses that cannot be tested using the SIC-code-based approach taken by existing studies. Our work is related to that of Hoberg and Phillips (2009) , who employ the same text-based empirical framework to form dynamic industry classifications, which significantly outperform existing classifications in explaining firm characteristics in cross section. Measures of product market competition based on these industries also dominate alternatives in explaining observed firm profitability (central to theories of industrial organization). These findings are relevant to our own analysis of mergers, which requires that measures of product market competition based on our product market space are both powerful and consistent with theory.
Our research contributes to the literature on mergers, similarity, asset complementarity, and industrial organization. Healy, Palepu, and Ruback (1992) and Andrade, Mitchell, and Stafford (2001) have documented increased industry-adjusted cash flows following mergers. However, the literature has not been able to identify whether asset complementarities allowing firms to introduce new products are responsible for gains in cash flows. Rhodes-Kropf and Robinson (2008) model asset complementarity and synergies as a motive for mergers. Our evidence is consistent with their model. We discuss the related literature in greater detail in the next section.
We also add to a new, growing literature that uses text analysis in finance. Hanley and Hoberg (2010) address theories of initial public stock offering (IPO) pricing by examining prospectus disclosures on the SEC Edgar website, and separate text into standard and informative content. Loughran and McDonald (2009) examine the SEC's Plain English rules on corporate finance outcomes and disclosure. Outside of corporate finance, other studies that use textbased analysis to study the role of the media in stock price formation include those by Tetlock (2007) , Macskassy, Saar-Tsechansky, and Tetlock (2008) , Li (2006) , and Boukus and Rosenberg (2006) .
The remainder of the article is organized as follows: Section 1 discusses merger strategies and incentives to merge, Section 2 presents the data and methodology used in this article and a summary of statistics, Section 3 introduces our new empirical measures of product market similarity, Section 4 presents determinants of the likelihood of restructuring transactions, Section 5 discusses ex post outcomes upon the announcement of a merger and in the long term, and Section 6 offers our conclusions.
Incentives to Merge and Merger Outcomes
This section discusses the existing literature on mergers, and develops our hypotheses of how potential changes to product differentiation and competition may affect both a firm's decision to merge and its post-merger performance.
Relation to Previous Literature on Mergers
Our article focuses on how high ex ante product market competition creates incentives to merge, and how mergers may create profits through synergies and subsequent product differentiation. The central idea is that firms may wish to merge with partners with complementary assets that expand their range of products through new product introductions (enabling them to differentiate from rival firms), while also picking partners that are related enough so that they can skillfully manage the new assets.
This rationale for mergers is distinct from the existing motives in the finance literature. 4 Hackbarth and Miao (2009) present a new theory examining the role of synergies in an oligopoly setting, and Rhodes- Kropf and Robinson (2008) also consider synergies through asset complementarities as a motive for mergers. Neither explores how competition impacts the motive to merge, and neither empirically examines the role of ex post new product introductions. We use text-based methods to directly measure similarity and potential asset complementarity of merger partners rather than inferring it using market-tobook ratios. Perhaps more importantly, using new techniques, our article can measure potential synergies, how similar merging firms are from rivals, and how product descriptions grow post-merger.
In addition to increases in product differentiation, key to understanding ex post performance after mergers are measures of relatedness of the target and acquirer. As emphasized by many authors, related acquisitions have the potential to perform better, since the acquirer is likely to have existing skill in operating the target firm's assets. Kaplan and Weisbach (1992) show that related mergers are less likely to be divested subsequently by the acquirer, although they do not find any difference in the performance of diversifying compared with non-diversifying mergers. Maksimovic, Phillips, and Prabhala (2008) find that acquirers with more skill in particular industries are more likely to maintain and increase the productivity of the assets they acquire and keep in related industries. Fan and Goyal (2006) show that mergers that are vertically related using the input-output matrix have positive announcement wealth effects in the stock market (although Kedia, Ravid, and Pons 2008 show that this reverses after 1996). While partially informative, SIC codes cannot measure the degree to which firms are similar within and across industries. Our study shows that many merging firms have highly related product market text even though they have different two-digit SIC codes that are not related. Most importantly, discrete measures of relatedness cannot capture how related rivals are to the merging firms both within and across industries.
Research in industrial organization has also studied mergers in industries with existing differentiated products. Baker and Bresnahan (1985) theoretically model how mergers can increase pricing power by enabling post-merger firms to increase prices. The prescribed policy is for acquirers to merge with firms whose products are close substitutes to their own, where nonmerging firms produce only distant substitutes. Pricing power is enhanced by merging because post-merger firms face an increased steepness in their residual (inverse) demand curves. More recently, following Berry, Levinsohn, and Pakes (1997) , the approach of the product differentiation literature has been to estimate demand and cost parameters in specific markets, including the ready-toeat cereal market (Nevo 2000) .
In this article, however, we focus on the incentives for firms to merge to differentiate themselves and to exploit asset complementarities. Using text-based measures, we examine how firms are related to each other without relying on predefined industries. We can measure product similarity across arbitrary firms and in time series, allowing us to test for new product introductions more 5 at University of Maryland on August 16, 2010 http://rfs.oxfordjournals.org Downloaded from broadly, and across multiple industries. Our analysis is related conceptually to the empirical question raised by Berry and Waldfogel (2001) , who studied competition in the radio broadcasting market and showed that the number of broadcasting formats increased post merger. Our approach is also related to other recent studies, including those by Mazzeo (2002) and Seim (2006) , who, while not examining mergers, also focus on the incentives for firms to differentiate themselves.
Hypotheses
We now develop specific hypotheses based on the aforementioned theories of merger pair similarity and industrial organization. Our first two hypotheses concern the probability that a given firm will become part of an acquisition. Our third hypothesis formulates predictions regarding ex post outcomes. Key to testing these hypotheses is the degree of similarity. The rationale for H1 is that firm management has certain skills or abilities that can be applied to the similar assets without decreased returns to scope. H2a captures the effect that acquirers will wish to merge to differentiate themselves from existing competition. H2b suggests that competition will reduce the likelihood that any given firm will merge, because it must share the likelihood of participating in a given opportunity with its highly similar rivals. Key to testing H1 and H2b is the degree of similarity. The effects of H2b are likely to be stronger where firms are very similar. For example, identical firms would have to compete in order to merge with a third firm offering new synergies requiring their technology. In contrast, the effects of H1 are more likely to hold where firms are moderately similar, because such firms are less viable substitutes.
Our remaining hypothesis focuses on long-term outcomes.
Hypothesis 3 (H3): Synergies through Asset Complementarities: Acquirers buying targets similar to themselves are likely to have asset complementarities and experience future higher profitability, sales growth, and new product introductions.
The reasons why acquirer and target pairwise similarity should result in positive outcomes, as in H3, are numerous, as discussed in Section 1.1. Our primary rationale is that, in addition to these motives, new products developed using technology from similar targets with complementary (similar) assets are also more likely to succeed, as shown by Rhodes-Kropf and Robinson (2008) . We also note that key to the success of asset complementarities is the ability to differentiate the acquirer from existing rivals. 5 Overall, key to maximizing gains is finding a target that is both similar to self and different from rivals.
We illustrate these hypotheses using the merger of General Dynamics (GD) and Antheon (the "GDA" merger). We base our discussion on actual similarity data (described in Section 2). Figure 1 displays the GDA merger and the ten nearest rivals surrounding both firms. Firms with a label "G" are General Dynamics' closest rivals, and firms with an "A" are Antheon's closest rivals. This merger illustrates a key benefit of our methodology over SIC codes: Although they make highly related products, these firms have different two-digit SIC codes.
Both firms offer products that are indeed related (Antheon is GD's eleventh closest rival and GD is Antheon's second closest) but are also somewhat different. GD focuses on large "old economy" military equipment, including land vehicles and ships. Antheon serves the same primary client but focuses on military applications based on computing and intelligence. Figure 1 also shows that GD faced competition from rivals, including Lockheed, United Defense, and Northrup Grumman.
The GDA merger is consistent with GD choosing Antheon because it is similar enough to permit asset complementarities and new product synergies (H3), as well as successful managerial integration. Here, new products might take the form of military vehicles that incorporate real-time applications of Antheon's technology, given the growing role of information in defense. This merger also might help GD to differentiate itself from its rivals and introduce new products, which in turn will improve profit margins. Importantly, this notion of similar but different is underscored by comparing the chosen target with a hypothetical merger between GD and one of its other near rivals, such as Northrup Grumman, which likely offers fewer ways to differentiate GD's products from its closest rivals.
In addition, in Figure A1 of the Online Appendix, we show a visual representation of the Disney and Pixar merger. These firms were classified as being in different two-digit SIC codes. However, our similarity measure shows a rich array of relatedness prior to the merger as they both are in each other's 10 most similar firms and they also share many of the same closest 10 firms. Thus the Disney-Pixar merger is consistent with Disney choosing Pixar because it is similar enough to permit asset complementarities and new product synergies. Following the merger, many Disney computer-animated movies (e.g., Toy Story,
Figure 1
The large dashed circles give a visual depiction of General Dynamics' and Antheon's ten closest rival firms determined using our measure of product similarity described in Section 2. Antheon is General Dynamics' eleventh-closest rival, and General Dynamics is Antheon's second-closest rival. Each additional firm shown has a header beginning with the letter "G" or "A" followed by a number. This identifies which firm's circle of ten nearest rivals the given firm exists in, and also how close the given firm is to either General Dynamics or Antheon. For example, Alliant has a code "G7" and is thus General Dynamics' seventh-closest rival. The random firm pairings group is based on the pairwise similarity of two randomly drawn firms. For consistency with the other groups, we draw the random firms from the set of firms that participated in acquisitions (results are nearly identical if firms are randomly drawn from the set of firms that did not participate in acquisitions). For each firm, we also report its primary three-digit SIC code in parentheses.
A Bug's Life, Cars) have been produced using Pixar technology and distributed by the merged company.
Data and Methodology

Data Description
A key innovation of our study is that we use firms' 10-K text product descriptions to compute continuous measures of product similarity for every pair of firms in our sample (a pairwise similarity matrix). 6 We construct these text-based measures of product similarity (described later in this section) using firm product descriptions obtained directly from 10-K filings on the SEC Edgar website. Our primary sample includes filings associated with firm fiscal years ending in calendar years 1997 to 2006. We also compute similarities for 1996 and 2007 but use the 1996 data to compute only the starting value of lagged variables and the 2007 data to compute only the values of ex post outcomes. 7 We create our primary firm-year database by merging the 10-K database with the Compustat/Center for Research in Security Prices (CRSP) database using the central index key (CIK), which is the primary key used by the SEC to identify the issuer. 8 We then link this firm-level database to the Securities Data Company (SDC) Platinum database of mergers and acquisitions to create a transaction-level database.
We electronically gather 10-Ks by searching the SEC Edgar database for filings that appear as "10-K," "10-K405," "10KSB," and "10KSB40." The Edgar database for the years prior to 1997 is less complete because electronic filing was not required until 1997. Of the 56,540 firm-year observations with fiscal years ending in 1997-2006 that are present in both CRSP and Compustat, we are able to match (using the CIK number) 55,326 (97.9% of the CRSP/Compustat sample). We can also report that our database is well balanced over time, since we capture 97.6% of the eligible data in 1997, and 97.4% in 2006, and this annual percentage varies only slightly in the range of 97.4% in 2006 to 98.3% in 2001. Because we do not observe much time variation in our data coverage, and because database selection can be determined using ex ante information (i.e., the 10-K itself), we do not believe that our data requirements induce any bias. Our final sample size is 50,104 rather than 55,326 because we additionally require that lagged Compustat data items (assets, sales, and operating cash flow) be available before observations can be included in our analysis.
For each linked 10-K, we extract the product description section. This section appears as Item 1 or Item 1A in most 10-Ks. We use a combination of Perl web-crawling scripts and APL [A Programming Language] to extract and process this section. The web-crawling algorithm scans the Edgar website and collects the entire text of each 10-K annual report, and APL text-reading algorithms then extract its product description and other identifying information, including its CIK number. This process is supported by human intervention when non-standard document formats are encountered. This method is highly reliable and we encountered only a very small number of firms that we were not able to process because they did not contain a valid product description or because the product description had fewer than 1,000 characters.
Product Similarity
We consider three measures to evaluate the similarity of the text in product descriptions: basic cosine similarity, local cosine similarity, and broad cosine similarity. Basic cosine similarity is a widely used method for evaluating textual similarity (see, e.g., Kwon and Lee 2003) . Local cosine similarity is motivated by the concept of "cliques" in social networks and is analogous to the local clustering measure (see Watts and Strogatz 1998; Granovetter 1973) . Broad cosine similarity is the complement of local similarity, and focuses on words that tend to cluster less. The local and broad measures add power to our tests and improve the focus of our interpretations. 9 Although we provide an overview in this section, we provide a complete technical description of similarity calculations in the Appendix. We start by building a list of all unique words used in all documents in a given year. We then discard all common words (those used in more than 5% of all 10-Ks). The resulting list of N non-common words is the "main dictionary." We then represent each firm as an N -vector summarizing its usage of the N words, and we normalize each vector to unit length. Intuitively, each firm's normalized vector lies on a unit sphere, and hence this method generates an empirical product market space analogous to a Hotelling grid, with all firms having a specific address. The cosine similarity of these vectors is bounded in the range [0, 1] , and firms having descriptions with more words in common have a higher similarity. The normalization avoids over-scoring larger documents.
The local and broad cosine similarities are computed in an analogous fashion, except that they use different dictionaries. Local similarity is based on words that tend to appear with a common group of related words (i.e., they appear in "word cliques"). Intuitively, product market words are likely to have this property. For example, the words cola, beverage, and drink should often appear together in a 10-K product description if they appear at all. We provide many examples of words in the "local dictionary" in Section 3. We believe that words in the local dictionary are strongly represented by words that are unique to local product markets.
We divide all words in the main dictionary into the local dictionary and the broad dictionary. The broad words are not common words, which have been screened out earlier, as discussed. Rather, they are non-common words that do not generally appear in cliques. Although these words are generally not specific to a local product market, they are often indicative of a firm having assets that can be easily redeployed to other product markets. Examples of words in the broad dictionary consistent with this interpretation include container, painting, pallet, frames, forecasting, learning, fabric, and salespeople. On the other hand, the broad dictionary is far more likely to contain noisy words with less economic content, including hereby, recognizable, instrumental, reflection, and insert. We construct the following variables for each firm-year in our main database:
Product Similarity (10 Nearest): For a given firm i, this variable is the average pairwise similarity (using the local dictionary) between firm i and its ten most similar rivals j. The closest rivals are the ten firms with the highest local similarity to i.
Broad Similarity (All Firms): For a given firm i, this variable is the average similarity (using the broad dictionary) between firm i and all other firms j in the sample.
% Neighbor Patent Words:
For each firm i, this is the percentage of words in its product description having the word roots "patent," "copyright," and "trademark."
Last Year 10 Nearest Fraction Restructured: For firm i, this variable is the fraction of its ten closest rivals (using the local dictionary) that were either targets or acquirers in the previous year according to the SDC Platinum database.
We compute the following variables for each transaction in our transaction database:
Target + Acquirer Product Similarity: For a given merger pair (target and acquirer), this is their pairwise similarity (using the local dictionary).
Gain in Product Differentiation:
This variable is the target's average pairwise distance from the acquirer's ten nearest rivals, minus the acquirer's average distance from its ten nearest rivals, all using the local dictionary. This variable measures the degree to which an acquirer gains product differentiation from its rivals by purchasing the given target.
Given our article's focus on local product markets, we use the local dictionary to construct all but one variable. Because this list has fewer noisy words, this approach increases the accuracy of our measures, as well as the clarity of their interpretation. Although the one measure based on the broad dictionary (we interpret broad similarity as asset redeployability) might be subject to greater noise in its measurement, this concern is offset by the fact that this variable is also constructed as a similarity averaged over far more firm pairings, which reduces noise.
In an Online Appendix, we test whether our similarity variables are valid measures of product market competition. This validation is based on a large body of theoretical and empirical literature predicting that higher product similarity to near rivals will be associated with lower profitability. This literature includes recent models that endogenize product choice (Mazzeo 2002; Seim 2006) , and historical studies that first considered product differentiation (Chamberlin 1933; Hotelling 1929) . We find strong evidence that our product similarity variable is negatively related to profitability. This test is also related to the study by Hoberg and Phillips (2009) , who employ the same empirical product market space to form new industry classifications and test links to profitability. These findings are relevant because our discussion relies on this validated link between 10-K product similarity and product market competition.
Product similarities are most intuitive when firms have only one segment. Our computer-based algorithms are not able to separate the text associated with each segment of conglomerate firms. 10 However, we believe that similarities measured relative to conglomerates are still informative regarding the competition faced by the firm in all of its segments. To the extent that multiple segments might add noise to our measures, we do not see this as a problem, since it would only bias our results away from finding significant results. However, to ensure that our inferences are robust, we also rerun all of our tests using the subsample of single segment firms. Although not reported to conserve space, our results change little in this subsample. 11
Other Control Variables
Past studies seeking to measure product differentiation have been forced to rely on industry definitions based on SIC codes. We thus control for the following standard measures of industry competition and merger similarity based on SIC codes:
Sales Herfindahl-Hirschman Index (HHI) (SIC-3):
We use the two-step method described by Hoberg and Phillips (2010) to compute salesbased Herfindahl ratios for each three-digit SIC code. This method uses data based on both public and private firms to compute the best estimate of industry concentration given the limited data available on private firm sales.
Last Year SIC-3 % Restructured: For a given firm i, we compute the percentage of firms in its three-digit SIC code that were involved in restructuring transactions in the previous year according to the SDC Platinum database.
Same SIC-3 Industry Dummy: For a given merger pair, this variable is 1 if the two firms are in the same three-digit SIC code.
Vertical Similarity Dummy: For a given merger pair, this variable is 1 if the two firms are at least 5% vertically related. We use the methodology described in Fan and Goyal (2006) to construct this variable. In particular, based on four-digit SIC codes of both the target and the acquirer, we use the Use Table of Benchmark Input-Output Accounts of the US Economy to compute the fraction of the inputs that are from the other firm's SIC industry. If this percentage exceeds 5% for either firm, then the dummy is set to 1.
Although SIC codes are informative in many applications, we present evidence that SIC codes only weakly measure competition and merger similarity. We also include controls for the following variables at the transaction level:
Target and Acquirer Profitability: The pre-announcement profitability for targets and acquirers is included when we estimate our predicted target and acquirer regressions. Profitability is defined as operating cash flow divided by sales.
Target Relative Size:
The pre-announcement market value of the target divided by the sum of the pre-announcement market values of the target and the acquirer.
Merger Dummy: A dummy equal to 1 if the given transaction is a merger and to zero for an acquisition of assets. We examine only these two transactions.
Merger × Relative Size: The cross product of the above two variables.
Log Total Size:
The natural logarithm of the sum of the pre-announcement market values of the target and the acquirer.
Mergers and Product Market Similarity
We begin by comparing our similarity measures with historical measures. To show their uniqueness relative to SIC codes, we consider the set of acquisitions that are in different two-digit SIC codes. Although past studies would label them as dissimilar, we show that they are in fact highly similar. Table 1 lists the 35 restructuring pairs in 2005 that are most pairwise similar despite the fact that they reside in different two-digit SIC codes. All 35 are in the 99th percentile of similarity relative to the distribution of all firm pairings. 12 The firms on the list, given their business lines, suggest that the high degree of similarity we report is, in fact, due to real product similarities. For example, petroleum and pipeline firms are related. Newspapers and radio are also related and can be viewed as 12 Although we report only the top 35 due to space constraints, there are actually 57 acquisitions in different two-digit SIC codes in the 99th percentile in 2005 and 98 deals in the 95th percentile or better.
substitute sources of advertising despite their being in different two-digit SIC codes.
To further illustrate how the algorithm rated these firms, Table 2 displays the full list of words that were common for the first ten of these related transactions. In the Online Appendix, we present the word lists for the remaining transactions in Table 1. Table 2 further illustrates the limitations of using SIC codes as an all-or-nothing classification of merger pair similarity. The word lists suggest that the similarity calculations are indeed driven by product market content. Key to this result is our focus on non-common words and on words in the local similarity dictionary. These steps help to eliminate document templates, legal jargon, and other non-product content. The list of similar words for each pair is also substantial, indicating that our identification of similarity is informative. Table 3 displays summary statistics for our firm-and transaction-level databases. Fifteen percent of the firms in our firm-level database were targets of either a merger or an acquisition of assets, and 28.7% were acquirers. These numbers are somewhat larger than some existing studies because (i) our sample includes more recent years in which transactions were more common; (ii) these figures include both mergers and partial acquisitions; and (iii) transactions are included if the counterparty is public or private. We next report the fraction of targets and acquirers by transaction type, and find that mergers (4.2% targets and 10.6% acquirers) are less common than asset acquisitions (10.8% targets and 18.1% acquirers).
Product similarities are bounded in the range [0,1]. The average broad similarity (across all firms) is 0.022 (or 2.2%). The average local similarity between a firm and its ten closest neighbors is considerably higher at 20.1%. The average sales-based HHI for firms in our sample is 0.048. The average percentage of 10-K words having the word roots "patent," "copyright," and "trademark" is 0.255%.
In Panels B and C, we report summary statistics for the transaction-level database and ex post outcomes. The average acquirer experienced an announcement return very close to zero, and the average target experienced an announcement return of 5.4%. The average merger pair is 11.4% similar. Panel C shows that the average acquiring firm experiences little change in industryadjusted profitability or industry-adjusted sales growth over one-to three-year horizons. Table 4 displays Pearson correlation coefficients between our measures of product differentiation and other key variables. Broad similarity relative to all firms is 13.7% correlated with local similarity relative to the ten nearest neighbors. 13 We also find that the sales HHI variable is roughly −10% correlated 
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The Review of Financial Studies / v 00 n 0 2010 Summary statistics are reported for our sample based on 1997 to 2006. Product similarities are measures that lie in the interval (0,1) based on the degree to which two firms use the same words in their 10-K product descriptions (see Appendix 1). A higher similarity measure implies that the firm has a product description more closely related to those of other firms. We compute local product similarities based on the ten nearest firms and a broad similarity based on all firms excluding the 10 nearest. The fraction of nearest neighbors that were involved in restructuring transactions in the past year is computed based both on the firm's ten nearest neighbors and on three-digit SIC codes. The % patent words variable is the percentage of words in the 10-K product description having the same word root as the words patent, copyright, and trademark. Announcement returns are net of the CRSP value-weighted index and are measured relative to the announcement day. The gain in product differentiation is the product distance from the target to the acquirer's ten nearest neighbors, less the acquirer's distance to its ten nearest neighbors. We compute three measures of ex post acquirer real performance. All are based on the first set of accounting numbers available after the transaction is effective (call this the "effective year"), and we consider one-to three-year changes in industry-adjusted performance thereafter (this method avoids bias from trying to measure the pre-merger performance of two separate firms). We compute industry-adjusted profitability as operating income divided by assets or sales in each year, and we then truncate the distribution at (-1,1) to control for outliers (winsorizing produces similar results). We then compute the change in this variable from the effective year to one to three years thereafter. We compute industry-adjusted sales growth as the ex post sales divided by the level of sales in the effective year.
with the product similarity variables. This suggests that firms in concentrated industries have somewhat lower product similarities, which is consistent with higher product similarity and lower HHI both being associated with product market competition. However, this correlation is modest, and both measures contain distinct information. Overall, we conclude that most correlations are small and that multicollinearity is unlikely to be an issue.
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http://rfs.oxfordjournals.org Table   4 Pearson correlation coefficients use the same words in their 10-K product descriptions (see Appendix 1). A higher similarity measure implies that the firm has a product description more closely related to those of other firms. We compute product similarities based on the ten nearest firms and based on all firms excluding the 10 nearest. We also include the fraction of nearest neighbors that were involved in restructuring transactions in the past year, as well as a similar fraction based on three-digit SIC code groupings. The % patent words variable is the percentage of words in the 10-K product description having the same word root as the words patent, copyright, and trademark. Figure 2 displays the distributional properties of our local pairwise similarity measure. The uppermost graph displays the distribution of local similarities for all randomly chosen firm pairs (i.e., we do not condition on restructuring). The vertical axis is the frequency, and the horizontal axis is the pairwise similarity expressed as a percentage. Randomly chosen firms generally have similarity percentages ranging from zero to 3, but a relatively fat tail also stretches to scores of 10%. The second graph displays similarities for firms entering into restructuring transactions. Our broad conclusions are that restructuring pairs are highly similar relative to randomly selected firms, and that merger pair similarities are quite diverse, with considerable mass attached to values ranging from zero all the way to 40. Existing studies measure merger pair similarity by asking if the target and acquirer reside within the same SIC code. The third and fourth graphs confirm that product similarities are very high for merger pairs in the same twoand three-digit SIC codes. However, the high diversity of similarities within these groups illustrates that SIC codes are too granular to capture all product heterogeneity.
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The Similarity Measure
Perhaps more striking are the high levels of similarity for merger pairs residing in different two-digit SIC codes in the bottommost graph. When compared with the topmost graph, this is striking because studies assessing merger pair similarity on the basis of SIC groupings would label these pairs as dissimilar. 14 The first and last graphs of Figure 2 suggest that identifying diversifying mergers using two-digit SIC codes is likely inaccurate, since most of these transactions are actually very similar. Many mergers with different two-digit SIC codes actually have much higher measures of similarity than random firm pairs. Thus the findings of studies related to that by Kaplan and Weisbach (1992) that mergers classified as diversifying perform as well as those classified as related might now be consistent with the proposition that related mergers perform better.
Merger and Asset Acquisition Likelihood
In this section, we use logistic models to test whether firms are more likely to merge when they are broadly more similar to other firms (H1) and when they are locally more similar to their nearest rivals (H2b). Table 5 displays the results of logistic regressions in which one observation is one firm in one year. All reported figures are marginal effects, and t-statistics are reported in parentheses. The dependent variable is a dummy equal to 1 if 14 These results are also robust to excluding vertically related industries.
Transaction Incidence
20
at University of Maryland on August 16, 2010 http://rfs.oxfordjournals.org
Downloaded from Product Market Synergies and Competition in Mergers and Acquisitions
Figure 2
Distribution of product similarity for random firm pairings and merger pairings. Each plot is an empirical density function, and total probability mass sums to one. The lower axis reflects similarities between zero and 100 (similarities are displayed as percentages for convenience). We truncate displayed results at 50%. The small number of outliers with values higher than 50% are represented by the probability mass assigned to the last bin. The random firm pairings group is based on the subsample of firms that merged, but the differences are taken with respect to a randomly chosen pair of firms in this subsample (results nearly identical in the set of firms that did not merge). The lower four plots are based on actual merger pairs.
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The Review of Financial Studies / v 00 n 0 2010 Table 5 Mergers and acquisitions and product similarity The table displays marginal effects of logistic regressions where the dependent variable is a dummy indicating whether the given firm is an acquirer of a merger or an acquisition of assets (Panel A) or a target (Panel B). Product similarities are measures that lie in the interval (0,1) based on the degree to which two firms use the same words in their 10-K product descriptions (see Appendix 1). A higher similarity measure implies that the firm has a product description more closely related to those of other firms. The independent variables include the fraction of nearest neighbors that were involved in restructuring transactions in the past year, the average product similarity of each firm relative to its ten nearest neighbors, and broader similarity relative to all firms excluding its ten nearest neighbors. We also include the fraction of past-year restructurings based on three-digit SIC code groupings. The % patent words variable is the percentage of words in the 10-K product description having the same word root as the words patent, copyright, and trademark. the given firm is an acquirer of a restructuring transaction in a given year (Panel A) and a dummy equal to 1 if the given firm is a target (Panel B). In all specifications, we report t-statistics that account for clustering at the year and industry level. Table 5 shows that a firm is more likely to be an acquirer or a target (especially an acquirer) if its broad product similarity to all firms is high. These results are consistent with H1. This result is highly significant for acquirers at the 1% level regardless of specification. It is significant at the 1% level or the 5% level for targets. 15 Our later tests support the interpretation of these results through the lens of asset complementarity, and not with cost reductions.
Second, consistent with H2b, firms in highly competitive local product markets are less likely to restructure either as targets or as acquirers. The local product similarity relative to a firm's ten nearest rivals significantly negatively predicts transaction likelihood at the 1% level for both targets and acquirers. We interpret this as a "competitive effect," since firms having very similar rivals must compete for restructuring opportunities. Later in this section, we confirm that both the asset complementarity effect (H1) and the competitive effect (H2b) are economically significant. 16 Table 5 also shows that firms using more patent words in their product descriptions are more likely to be targets. A likely explanation is that patents, copyrights, and trademarks serve as measures of the potential for unique products. Hence a firm that needs a technology protected by patents has few options to acquire it outside of merging with the patent holder.
The table also shows that the SIC-based Sales HHI variable is negatively related to restructuring for acquirers, and generally unrelated for targets. A possible explanation for the strong negative link for acquirers is that firms might anticipate federal regulations that block acquiring firms in concentrated industries. It is also possible that HHIs load on the asset complementarity effect more than the competitive effect. We conclude that concentration measures and product similarity measures should be jointly considered in studies of product market competition because they contain distinct information. We also find that recent restructuring predicts future restructuring for both SIC-based and product-similarity-based measures. Moreover, consistent with Maksimovic and Phillips (2001) , we find that more profitable firms are more likely to be acquirers, and less profitable firms are more likely to be targets.
Although industry shocks likely cannot explain our similarity results due to the fact that firm similarities appear to be stable over time, we examine the role of shocks to ensure robustness. Our proxy for industry shocks is based on industrial product shipment data from the Bureau of Labor Statistics (BLS). We define an industry's lagged demand shock at the three-digit SIC level as the logarithmic growth in its shipments from year t − 2 to year t − 1. 17 We consider two variations: own-industry shock, and downstream industry shock (downstream industries are identified by the input/output tables previously discussed), but we report results for only the latter to conserve space. Not surprisingly, both are less than 10% correlated with our similarity variables, and our results are virtually unchanged when we control for industry shocks. Although industry shocks do not explain our current findings, we do find that firms in industries with positive demand shocks are more likely to be acquirers.
Economic Magnitudes
In this section, we summarize the economic magnitude of our findings regarding transaction likelihood. We examine the effect of changing one of three key variables on the probability of a given transaction. In later sections, we also examine economic magnitudes related to announcement returns and real outcomes. Because some of our models are logistic, and others are based on ordinary least squares (OLS), we adopt a general framework based on predicted values. We first compute a model's predicted value when all of the independent variables are set to their mean values. We set one of our key variables to its 10th percentile or 90th percentile values and recompute the predicted value holding all other variables fixed. We then report how a given dependent variable changes when a key independent variable moves from its 10th percentile value, to its mean value, and to its 90th percentile value. Key benefits of this approach include its generality and its ability to show a variable's mean and variation around it. Table 6 confirms that our findings regarding transaction incidence are economically relevant. The effect of changing local similarity (ten nearest) from the 10th percentile to the 90th percentile changes acquirer incidence from 33.4% to 24.0%. The economic magnitude of our "competitive effect" is thus substantial, especially for big firms in row 4. This effect is somewhat smaller, but still large, for targets at 17.2% to 12.9%. The Broad Similarity variable is also large, with a range from 26.2% to 31.2% for acquirer incidence. This similarity effect is considerably smaller for target incidence with a 1.7% spread. The % Neighbor Patent Words variable also has a relevant economic impact on target incidence (14.3% to 15.7%) but not on acquirer incidence.
at University of Maryland on August 16, 2010 http://rfs.oxfordjournals.org Table   6 Economic magnitudes of predicting transaction incidence The table displays economic magnitudes associated with merger incidence. All magnitudes are predicted values, and all magnitudes are conditional and thus account for the effects of industry, year, and all control variables (based on models in earlier tables as noted in panel headers). For each dependent variable being considered (noted in the description column), we first set all control variables to their mean values and compute the model's predicted value. The result of this calculation is the value displayed in the "mean" column in each category. For each independent variable whose economic magnitude we are measuring (product similarity 10 nearest, product similarity overall, and patent words), which is noted in the column headers, we also compute the model's predicted value assuming the given independent variable is expected to be in the 10th and 90th percentile of its distribution, while still holding all control variables fixed at their mean. Product similarities are measures that lie in the interval (0,1) based on the degree to which two firms use the same words in their 10-K product descriptions (see Appendix 1). We consider similarity based on a firm's ten closest rivals, and broader similarity based on all firms excluding these ten nearest firms. A higher similarity implies that the firm has a product description more closely related to those of other firms. The % patent words variable is the percentage of words in the 10-K product description having the same word root as the words patent, copyright, and trademark. The sample is from 1997 to 2006.
Downloaded from Product Market Synergies and Competition in Mergers and Acquisitions
Product
Ex post Outcomes
We now examine ex post outcomes, including combined-firm announcement returns and long-term real cash flow growth and product description growth.
Announcement Returns
This section examines the returns of the combined acquirer and target firms preceding and surrounding transaction announcements. We focus on H3, the hypothesis that says that total value creation will be larger the more merging firms are similar. Although this hypothesis has predictions regarding the combined firm's returns, it is silent on how the gains would be split between the target and the acquirer. Hence, we focus our analysis on the combined firm. Table 7 reports OLS regressions with the acquirer's and target's combined abnormal announcement return as the dependent variable. We consider one-to eleven-day event windows ending on the announcement date (from day t = −10 to day t = 0), and we adjust standard errors to reflect possible clustering at the industry and year levels. The combined firm's raw return is the total market capitalization of both firms (in dollars) at the end of the event window minus the original market capitalization (in dollars), all divided by the original market capitalization. Hence, this is a simple value-weighted return for the combined firm. The abnormal return is this raw return less the return of the CRSP value-weighted market index. Given the possibility of deal anticipation, we examine event windows starting at ten days before announcement. 18 We find strong support for the conclusion that more value is created upon announcement when the acquirer is in a more competitive product market (the acquirer similarity to its rivals is positive and significant), and the target is in a less competitive market (the target similarity to its rivals is negative and significant). Rows 1, 3, and 5 support this conclusion at the 5% level for longer horizons but are also weaker for the event day itself. This suggests that the market rewards acquirers buying assets in less competitive markets, because this permits new product introductions in more profitable markets.
In rows 2, 4, and 6, we replace the product market competition variables with two other variables to test whether this finding is linked to target and acquirer pairwise similarity (H3), and to potential gains in product differentiation. 19 We find some support for H3 over the longest event window, since the pairwise similarity variable is positive and significant at the 5% level in row 6 for the t = −10 to t = 0 event window. The results also show that the Gain in Product Differentiation variable is positive but not significant in all rows. These 18 To measure deal anticipation further, we also considered the fraction of a firm's ten nearest rivals that were involved in restructuring in the past year. Consistent with anticipation, this variable negatively predicts announcement returns, but only at the 10% level or less. We omit this variable to conserve space and because it does not alter any inferences. 19 The four key variables in the alternating rows cannot be included in the same regression because they are highly correlated.
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http://rfs.oxfordjournals.org The table displays panel data regressions in which the dependent variable is the abnormal announcement return of combined target and acquirer. Announcement returns are computed over various windows including day t = −10 to day t = 0 (t = 0 is the announcement date) as indicated in the event window column. The combined firm's raw return is the total market capitalization of both firms at the end of the event window minus the original market capitalization, divided by the original market capitalization. The abnormal return results after subtracting the return of the CRSP value-weighted market index over each event window. Product similarities are measures that lie in the interval (0,1) based on the degree to which two firms use the same words in their 10-K product descriptions (see Appendix 1). A higher similarity measure implies that the firm has a product description more closely related to those of other firms. We compute product similarities based on the ten nearest firms (for both the acquirer and the target). We also compute the pairwise similarity of the target and the acquirer. The % patent words variable is the percentage of words in the 10-K product description having the same word root as the words patent, copyright, and trademark. The same SIC-3 industry dummy is one if the target and acquirer reside in the same three-digit SIC code. The vertical similarity dummy is one if the target and acquirer are more than 5% vertically related (based on Fan and Goyal 2006) . Target relative size is the ex ante market value of the target divided by that of the acquirer. The merger dummy is one if the transaction is a merger and zero if it is an acquisition of assets. Log total size is the natural logarithm of the summed ex ante market values of the two firms. results suggest that significant gains accrue as a function of similarity-based traits, especially variables linked to product market competition, despite the low power of this test. We also find that the % Neighbor Patent Words variable is positive in many specifications, consistent with larger gains when potential new products are likely to be unique. We find that announcement returns are larger when the transaction is a merger involving a target firm that is large relative to the acquirer, and smaller when the firms are larger unconditionally. These results likely reflect the leveraged gains that should be observed in the combined firm's returns when transactions involve a larger fraction of the combined firm. The Vertical Similarity variable is negative and significant for short horizons (consistent with Kedia, Ravid, and Pons 2008) , but this result becomes insignificant for longer horizons.
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Real Performance
Although we observe evidence of financial value creation in Section 5.1, it is important to examine whether value increases are accompanied by real posttransaction gains in sales and profitability and by new product introductions, especially in light of the hypothesized role for asset complementarities and synergies.
An important challenge faced by researchers studying ex post restructuring performance is that two separate firms exist ex ante, and one or two firms might exist ex post depending on the transaction type. Measuring ex ante profitability or sales is especially confounding for partial asset purchases. We avoid this issue entirely by considering only the acquirer's post-effective change in performance measured relative to the first set of numbers available after the transaction's effective date. Our hypotheses thus assume that profitability and sales growth accrue over time, as should be the case because new products require time to build. We examine changes from year t + 1 to year t + 2 or t + 4 (oneand three-year horizons). As a result, the sample of transactions used in this section is somewhat smaller than our sample in Section 5.1, because we must further require that the acquirer have valid Compustat data at least two years after a given transaction closes. By examining post-effective changes only, we bias our analysis toward not finding results due to lost power, but we avoid complications associated with attempts to measure year t = −1 performance. The need to focus on post-effective changes is further underscored by Maksimovic, Phillips, and Prabhala (2008) , who document that many transactions also involve selling off divisions at the time of the transaction. Our results are conservative and likely understate the true relations between our key variables.
We consider three measures of ex post performance: (i) the change in industry-adjusted operating income divided by assets; (ii) the change in industry-adjusted operating income divided by sales; and (iii) industry-adjusted sales growth. To mitigate the effect of outliers, we truncate both profitability variables to lie in the interval [−1, 1] . For sales growth, we truncate the distribution to lie in the interval [−1, 10] . 20 Changes are computed from year t + 1 to year t + 4. To reduce survivorship issues, we assign any missing values for a given horizon the value of the last known horizon (e.g., if three-year sales growth is missing, we populate the given observation with two-year sales growth or one-year sales growth). 21 Table 8 reports the results of OLS regressions where the ex post change in performance (horizons noted in column 2) is the dependent variable. In each panel, we first consider acquirer local product similarity. We then consider two other variables that more directly test H3 (merger pair similarity), and the role of increasing product differentiation.
We find that acquirers residing in highly competitive product markets experience positive changes in industry-adjusted profitability and higher industryadjusted sales growth. The gains in profitability in Panel A and the sales growth in Panel C generally appear as significant at the 5% level after one year, and continue to accrue over three years (generally 1% significant). The weaker results in Panel B for profitability normalized by sales rather than assets are likely due to the high sales growth documented in Panel C, which coincides with the profitability growth in Panel A (sales is in the denominator in Panel B). Table 8 , rows 3 and 4 in Panel A, and rows 11 and 12 in Panel C, show strong support for the conclusion that the gains in profitability and sales growth are related to merger pairwise similarity and, to some extent, the potential for gains in product differentiation. The positive and highly significant Target + Acquirer Pairwise Similarity coefficient supports the conclusion that similarity is a key driver of real merger gains.
Because gains in profitability are possible for acquirers in ex ante competitive product markets, our results suggest that firms can significantly influence the degree of competitive pressure they face by restructuring. The mechanism is linked to the potential introduction of new products through asset complementarities. The strong results for sales growth are especially consistent with new product development playing a key role (we provide more supporting evidence in the next section). This result helps to separate our findings from the hypothesis based on only product market power of Baker and Bresnahan (1985) . We now test the role of new products more directly.
Product Descriptions
In this section, we consider the prediction that new product development will accompany positive real outcomes. New product development is especially likely when the target firm is similar to the acquirer due to complementary assets (H3), and when additional gains in expected profitability are possible. 20 These truncations are similar to winsorizing at the 1% level. 21 Our results are robust to simply discarding these observations rather than using the last value.
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The Review of Financial Studies / v 00 n 0 2010 Table   8 Long-term performance of acquirers (three-year) as noted in the horizon column. The dependent variable in Panel A is industry-adjusted operating income divided by assets; in Panel B, it is industry-adjusted operating income divided by sales; and in Panel C, it is industry-adjusted sales growth. Product similarities are measures that lie in the interval [0,1) based on the degree to which two firms use the same words in their 10-K product descriptions (see Appendix 1). A higher similarity measure implies that the firm has a product description more closely related to those of other firms. The acquirer product similarity (10 nearest) is the average similarity between the acquirer and its ten closest rivals. The target and acquirer product similarity is the pairwise similarity between the acquirer and target firms' products. The gain in product differentiation is the product distance from the target to the acquirer's ten nearest neighbors, less the acquirer's distance to its ten nearest neighbors. The % patent words variable is the percentage of words in the 10-K product description having the same word root as the words patent, copyright, and trademark. The same SIC-3 industry dummy is one if the target and acquirer reside in the same three-digit SIC code. The vertical similarity dummy is one if the target and acquirer are more than 5% vertically related (based on Fan and Goyal 2006) . Target relative size is the ex ante market value of the target divided by that of the acquirer. The merger dummy is one if the transaction is a merger and zero if it is an acquisition of assets. Log total size is the natural logarithm of the summed ex ante market values of the two firms. The sample is from 1997 to 2006. t-statistics are adjusted for clustering at the year and industry level.
We proxy for new product development by examining whether firms experience growth in the size of their product descriptions in the years following the merger's effective date. The first post-merge description reflects the initial state of the post-merger firm. We define "product description growth" as the logarithmic growth in the number of words used in the product market description from year t + 1 to either year t + 2 or t + 4. We then explore whether the same set of variables used to predict ex post real performance also predicts product description growth. We use an OLS specification in which all standard errors are adjusted for clustering at the year and SIC-3 industry level. The sample in this section is slightly smaller than that used in Section 5.2 because Compustat data (needed for the dependent variables in Section 5.2) are slightly more available than our collected 10-K data (needed for the dependent variable in this section). Table 9 presents the results. We find that new product development is especially likely when acquiring firms reside in competitive product markets (rows 1 to 3), and when the target firm is similar to the acquirer (H3) (rows 4 to 6). We also find gains when there is the potential for higher profitability of new products (Gain in Product Differentiation). These results are significant at the 1% level. Table 9 shows that vertical mergers, as described by Fan and Goyal (2006) , independently of our similarity measures, experience some ex post growth in the size of product descriptions for longer horizons. This evidence linking vertical mergers to the introduction of new products supports the conclusion of Fan and Goyal (2006) that vertical mergers create value. Table 9 also shows that a same-industry SIC dummy variable is insignificant and thus that pairwise similarity measured using SIC codes is too granular to produce similar inferences. Hence, understanding the relation between pairwise similarity and product differentiation relies on the researcher's ability to measure the degree of product similarity. The table also documents that product descriptions have a tendency to mean revert over time, a feature that is likely due to writing style. We control for this feature in addition to the other variables discussed above. Table 10 displays the economic magnitude of two key variables (Product Similarity (10 Nearest) , and the Target + Acquirer Pairwise Similarity) on announcement returns and real outcomes using the same generalized method as in Section 4. The competitive effect (local similarity) increases event-dayannouncement returns by 0.2%, and longer-horizon (eleven-day) event returns by 0.7%. This spread is modest but not trivial, given the mean event-day announcement return of 0.4% (SD 4.2%), and the mean eleven-day announcement return of 0.5% (SD 7.8%). The modest size of these returns is consistent Table 9 Ex post product descriptions of acquirers The table displays panel data regressions in which three-year ex post (from year t + 1 to t + 4) logarithmic growth in the size of the firm's product description is the dependent variable.
Economic Magnitudes for Ex Post Outcomes
Size of the product description is measured as the number of words. Firms with larger increases in the size of their product description are interpreted as having introduced more products relative to other firms. For a transaction that becomes effective in year t, ex post product line growth is the one-to three-year growth in the size of the product description size from year t + 1 until year t + 2
(one-year), t + 3, and t + 4 (three-year) as noted in the horizon column. Product similarities are measures that lie in the interval (0,1) based on the degree to which two firms use the same words in their 10-K product descriptions (see Appendix 1). A higher similarity measure implies that the firm has a product description more closely related to those of other firms. The acquirer product similarity (10 nearest) is the average similarity between the acquirer and its ten closest rivals. The target and acquirer product similarity is the pairwise similarity between the acquirer and target firms' products. The gain in product differentiation is the product distance from the target to the acquirer's ten nearest neighbors, less the acquirer's distance to its ten nearest neighbors. The % patent words variable is the percentage of words in the 10-K product description having the same word root as the words patent, copyright, and trademark. The same SIC-3 industry dummy is one if the target and acquirer reside in the same three-digit SIC code. The vertical similarity dummy is one if the target and acquirer are more than 5% vertically related (based on Fan and Goyal 2006) . Target relative size is the ex ante market value of the target divided by that of the acquirer. The merger dummy is one if the transaction is a merger and zero if it is an acquisition of assets. Log total size is the natural logarithm of the summed ex ante market values of the two firms. The initial product description size is the natural logarithm of the total number of words in the firm's initial (year t 
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The Review of Financial Studies / v 00 n 0 2010 The table displays economic magnitudes associated with various findings reported earlier in this study. All magnitudes are predicted values, and all magnitudes are conditional and thus account for the effects of industry, year, and all control variables. For each dependent variable being considered (noted in the panel headers and the description column), we first set all control variables to their mean values and compute the model's predicted value. The result of this calculation is the value displayed in the "mean" column in each category. For each independent variable whose economic magnitude we are measuring (product similarity 10 nearest, product similarity overall, and patent words), which is noted in the column headers, we also compute the model's predicted value assuming the given independent variable is expected to be in the 10th and 90th percentile of its distribution, while still holding all control variables fixed at their mean. Product similarities are measures that lie in the interval (0,1) based on the degree to which two firms use the same words in their 10-K product descriptions (see Appendix 1). We consider similarity based on a firm's ten closest rivals, and similarity based on all firms in the universe excluding these ten firms. A higher similarity implies that the firm has a product description more closely related to those of other firms. The sample is from 1997 to 2006.
with most acquired assets being small relative to acquiring firms. The target and acquirer pairwise similarity has a similar economic magnitude.
The results in Panel B show that our findings regarding real outcomes are economically large. Increasing acquirer local-product similarity from the 10th percentile to the 90th percentile is associated with an increase in profitability growth from −0.8% to −0.2% (one year) and −2.3% to −0.6% (three years). Since profitability does not change much from year to year, this 1.7% shift is economically large, and more than 15% of the standard deviation of the dependent variable. This variable also generates a sales growth spread from 0.9% to 6.0% (one year) and −8.4% to 4.6% (three years). This spread is substantial. The table also shows that the target and acquirer pairwise similarity variable generates similar economic magnitudes.
Panel C displays results for the ex post growth in the size of the product description. The spread for acquirer local product similarity variable is from −4.4% to 8.4% (one year) and −5.9% to 14.6% (three years). This spread is economically large and is similar for the Target + Acquirer Pairwise Similarity variable. Overall, our most economically significant findings relate to transaction incidence, sales growth, and product description growth.
Robustness
In this section, we consider alternative theories and summarize additional tests.
First, one alternative is that our results might be due to expense reductions. In the Online Appendix, we examine whether our variables are related to ex post changes in the cost of goods sold (scaled by sales), selling and administrative expenses (scaled by sales), and capital expenditures (scaled by assets), from year t + 1 to year t + 2 or t + 4. The relationship between our key variables and these expense ratios is not statistically significant, with one exception: acquirer local similarity is associated with reductions in cost of goods sold scaled by sales for the one-year horizon, but not for the three-year horizon. We conclude that cost savings likely cannot explain our product market results.
Second, we examine whether our results are driven by vertical mergers, as in Fan and Goyal (2006) . Our similarity measures correlate less than 10% with vertical similarity measured using the input-output tables. We control for vertical similarity in our analysis, and our results are robust to including or excluding vertical controls.
Third, we test whether our results are driven by the 1990s technology boom. Throughout our study, we control for time and industry effects. We also run an unreported test where we exclude all technology firms from our sample (as defined in Loughran and Ritter 2004) . Our results are robust in this test.
Fourth, we consider whether our results are related to corporate culture, since firms with similar cultures might have better merger outcomes. We discount this hypothesis for two reasons: First, our word lists (see Table 2 ) fit a product market interpretation, and second, the corporate culture hypothesis cannot explain why the target's distance from the acquirer's nearest rivals matters to ex post outcomes.
Fifth, our results are robust to multiple segment firms. We test this hypothesis by rerunning our tests after excluding multiple segment firms, where multiple segment firms are identified using the Compustat segment tapes. Our results change little in this test, and thus our results are not driven by conglomerates.
Finally, we examine whether our results are driven by repeat-acquiring firms by rerunning our tests after excluding firms that were involved in an acquisition in the past year. Our results are robust to excluding these firms.
Conclusions
Using novel text-based measures of product similarity between firms, we analyze how similarity and competition impact the incentives to merge and whether mergers with potential product market synergies through asset complementarities add value. Our conceptual framework is based on creating a Hotelling-style product market space with a location for each firm. This spatial framework allows us to calculate continuous similarity measures between groups of firms, thus replacing zero-one measures of relatedness used in the existing literature. This conceptual framework has advantages over SIC-code measures because it can jointly capture firm similarity relative to other firms within and across product markets, the competitiveness a firm currently faces, and a transaction's potential to increase product differentiation. Traditional SIC codes, even at the two-digit level, or based on using the input-output matrices (vertical relatedness), do not capture the extent to which transactions are related to each other.
We find that firms that are more broadly similar to all firms in the economy are more likely to merge (an "asset complementarity effect"), and firms with more highly similar rivals are less likely to merge (a "competitive effect"). The asset complementarity effect is consistent with these firms having more potential for new product synergies that could be derived from asset complementarities. The competitive effect is consistent with firms having to compete for profitable merger opportunities when they have more rivals that could act as substitute merger partners. We also find that firms with patents, copyrights, and trademarks are more likely to be targets, consistent with merging firms exploiting the potential for unique products.
Examining post-merger outcomes, we find that value creation upon announcement, long-term profitability, sales growth, and, most interestingly, increases in ex post product descriptions are higher when acquirers purchase targets that (i) have high pairwise similarity to the acquirer's own products; and (ii) increase the acquirer's product differentiation relative to its nearest rivals. These gains are larger when there are unique products and patents increasing the potential for new product introductions. Our findings suggest that these economically significant gains are associated with new product introductions.
Overall, our results are consistent with firms merging to use asset complementarities to create value through sales growth and new product introductions. More broadly, our results suggest that firms facing high ex ante competition can actively improve profitability via strategic restructuring transactions that increase ex post product differentiation through product market synergies.
Appendix 1
This appendix explains how we compute the "product similarity" between two firms i and j using the basic cosine similarity method. We first build the main dictionary in each year by taking the list of unique words used in all product descriptions in that year. We then discard words that appear in more than 5% of all product descriptions in the given year, and the resulting list of N words is the main dictionary. Next we take the text in each firm's product description and construct a binary N -vector summarizing its word usage. A given element of this N -vector is 1 if the given dictionary word is used in firm i's product description. For each firm i, we denote this binary N -vector as P i .
We next define the normalized vector V i , which normalizes the vector P i to have unit length:
To measure how similar the products of firms i and j are, we take the dot product of their normalized vectors, which is then the basic cosine similarity:
We define product differentiation as 1 minus similarity:
Pr oduct Di f f er entiation i, j = 1 − (V i • V j ).
Because all normalized vectors V i have a length of 1, product similarity and product differentiation are bounded in the interval (0,1). This ensures that product descriptions with fewer words are not penalized excessively. This method is known as the "cosine similarity," since it measures the cosine of the angle between two vectors on a unit sphere. The underlying unit sphere also represents an "empirical product market space" on which all firms in the sample have a unique location.
