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Recent research has investigated time-space tradeoffs for register allocation stretegies 
of certain fixed sets of expressions. This paper is concerned with the time-space tradeoff 
for register allocation strategies of any set of expressions which compute given functions. 
Time-space tradeoffs for pebbling superconcentrators and grates are developed. Corollaries 
which follow include tradeoffs for any straight-line program which computes polynomial 
multiplication, polynomial convolution, the discrete Fourier transform, straight-line 
merging, and the computation of “most” sets of n linear functions in n indeterminates. 
1. MOTIVATION 
One of the goals of computational complexity is to identify the inherent difficulty 
of computing certain functions. This is generally accomplished by attempting to demon- 
strate lower bounds on a particular resource (e.g., time or space) required to do the 
computation. Alternatively, one may attempt to understand the relationship among the 
resources required simultaneously by any computation (e.g., the tradeoff between time 
and space). This may be viewed as proving lower bounds on one resource when the 
others are restricted. 
Recent research by Pippenger [I 11, Paul and Tarjan [IO], and Savage and Swamy [13] 
has investigated time-space tradeoffs for register allocation strategies of certain fixed 
sets of expressions. For example, Savage and Swamy [13] have examined the time-space 
tradeoff for implementations of the fast Fourier transform (FFT), a single algorithm 
which computes the discrete Fourier transform. This paper, in contrast, is concerned 
with the time-space tradeoff for register allocation strategies of any set of expressions 
which compute given functions. 
Sections 2 discusses straight-line programs and a well-known “pebbling game” 
which models their time and space requirements. Section 3 exhibits a time-space tradeoff 
for pebbling any superconcentrator; corollaries which follow include time-space tradeoffs 
for any bilinear straight-line program which computes polynomial convolution or 
polynomial multiplication. A similar technique is used in section 4 to derive a time-space 
tradeoff for computing the discrete Fourier transform. Section 5 digresses slightly to 
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discuss extensions of these results when the computation is known to take place over 
certain rings. Finally, in section 6 a time-space tradeoff for pebbling grates is derived; 
time-space tradeoffs for computing “most” sets of linear forms and for straight-line 
merging follow. 
Grigoryev [5] proved time-space tradeoffs for any straight-line program which performs 
polynomial multiplication or matrix multiplication. This appears to be the only other 
source of tradeoffs for all straight-line programs computing a given function. One 
contribution of this paper, apart from the new tradeoffs presented, is to put Grigoryev’s 
arguments in the light of the pebbling game which has appeared in many recent sources. 
The technique used to prove theorems l-3 was motivated by the methods of Savage 
and Swamy [13] and Grigoryev [5]. 
2. FUNCTIONS, EXPRESSIONS, CIRCUITS, AND STRAIGHT-LINE PROGRAMS 
This paper deals with the computation of fundons, which map a vector of inputs to 
a single output. In general, the problem is to compute a set of functions on the given 
inputs, as is the case, for example, in matrix multiplication. 
A single function may be realized by any of several equivalent express&r. An expression 
can be an input, a constant, or an operator applied to subexpressions. The operators 
are drawn from some set of primitives, with each usually restricted to a bounded number 
of arguments. 
Corresponding to any set of expressions realizing a set of functions is a circuit, which 
is an acyclic directed graph with a vertex V~ for each distinct subexpression e, and an 
edge from v, to vt if expression f is the application of a primitive operator to arguments, 
one of which is the expression e. Vertices of indegree 0 are labelled with inputs or constants 
and all other vertices with primitive operators. Figure 1 shows the circuit corresponding 
to the single expression ((a- 1 * b) . c) * (a-l), where a, b, and c are inputs, and -l and . 
are primitives. 
Just as there are many sets of expressions which realize a single set of functions, 
there are also many programs which implement a single set of expressions. A straight-he 
program is a sequence of register assignments, each of the form 
R, t a, where a is some input or constant, or 
Ri + f (& 7 Rk >***s R,), where f is a primitive operator, and Rj , R, ,..., R, 
appear on the left side of some previous assignment. 
l 
FIG. 1. Circuit corresponding to the expression ((a-’ * b) * c) * (a-‘). 
120 MARTIN TOMPA 
This definition differs slightly from ones which have appeared elsewhere (see, for example, 
Borodin and Munro [3]), as 
(1) arguments to operators cannot be inputs or constants (this cannot affect the 
length of program or number of registers used by more than a constant factor, provided 
each operator has a bounded number of operands), and 
(2) the same register may appear on the left side of more than one assignment 
(this is fundamental to any study of the space requirements of straight-line programs). 
A program computes a set {E,(x)} of expressions if for each Ej there is an assignment 
Ri + . . . such that on any input x register Iii contains E,(x) after this assignment. 
Finally, time and space considerations must be introduced. The time required by 
a straight-line program is the number of assignment statements, and the space is the 
number of registers referred to. The following program computes the expression EO 
of figure 1 in time 7 and space 3: 
R, + a 
R,4-K1 
R, t b 
R, t RI - RR, 
R, t c 
R, t R, - R3 
RI -z-- R, - RI 
The time (space) required to compute a set E of expressions is the minimum, over all 
straight-line programs P which compute E, of the time (space) required by P. The 
expression EO of figure 1 requires time 7, since there are 7 distinct subexpressions to 
be computed, so the program given above is optimal with respect to time. However, 
the following program computes E, using time 9 and space 2, showing that the first 
program is not optimal with respect to space: 
R, c a 
R, +- R;l 
R, c b 
R, t R, - R, 
R2 c c 
RI + RI . R, 
R, +- a 
11, c R;l 
R, +- RI . R, 
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FIG. 2. Circuit corresponding to the expression (a-l - (b . c)) * (a-‘). 
In fact, it is easy to show that there is no program which computes Es simultaneously 
in minimum time (7) and minimum space (2) so there is a time-space tradeoff for com- 
puting E, . 
The time (space) required to compute a set F of functions is the minimum, over all sets E 
of expressions which realize F, of the time (space) required to compute E. In the example 
given above, suppose that certain properties of * or -1 were known, for instance asso- 
ciativity of *. Then there are several possible expressions which realize. the function 
J’s = e1 * b * c . a-l, such as (a-l . (b * c)) * (a-l), whose circuit is shown in figure 2. 
The following program computes this equivalent expression in simultaneous minimum 
time and minimum space, demonstrating that there is no time-space tradeoff for com- 
puting the function F,, : 
RI +- b 
R, c c 
R, c- RI . R, 
R2 c a 
R, c R;l 
R, c R, * R, 
RI 4 R, . R, 
Many previous results assumed for simplicity that operators were uninterpreted, thus 
obtaining tradeoffs for a single circuit while ignoring others which realize the same 
function. This paper in contrast develops time-space tradeoffs for any program which 
computes any of the equivalent expressions for a given function. 
A method for determining the time and space required to compute a given set of 
expressions comes from a “pebbling game” played on the corresponding circuit. The 
idea originated in Paterson and Hewitt [9] and has been used subsequently by several 
authors. The programmer is given a supply of pebbles which may be placed on the 
vertices of the circuit in a sequence of moves. Each move consists of picking up 0 or 
more pebbles, and putting down exactly 1. There is no restriction on which pebbles may 
be removed, but a pebble may only be placed on a vertex D (called pebbling w) if all 
vertices with edges directed into v were pebbled at the beginning of the move. The 
idea of the game is to pebble the circuit, which means that each output must have been 
pebbled at some point. Intuitively, each pebble corresponds to a register, and pebbling 
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a vertex corresponds to storing the associated subexpression in that register. Each 
pebbling strategy of a circuit then corresponds to a single straight-line program which 
computes the associated set of expressions. It is easy to see that the time required by 
that program is the number of moves in the pebbling, and the space is the maximum 
number of pebbles simultaneously on the circuit. 
The following facts-concerning the time and space requirements for pebbling circuits 
will be referred to in subsequent sections: 
(1) Any circuit on 21 vertices can be pebbled simultaneously in time er and space w 
(immediate). 
(2) Any circuit of maximum depth d and indegree bounded by k can be pebbled 
in space proportional to d (in fact, at most (k - I)d + 1, by a simple induction on d). 
(3) There are circuits on w vertices which can be pebbled with 2 pebbles, but every 
strategy which uses o(w) space requires o(w) time1 (Pippenger [l I]). 
(4) The FFT circuit on n inputs and n( 1 + log n) vertices can be pebbled with 
1 + log n pebbles, but every strategy which uses space at most 5 requires Q(n2/S) 
time1 (Savage and Swamy [13]; actually, their bound is asymptotically better at the 
extremes S = log n + o(log n) and S = w(n/log n)). 
3. A TIME-SPACE TRADEOFF FOR PEBBLING SUPERCONCENTRATORS 
An n-superconcentrator is an acyclic directed graph with n vertices designated as inputs 
and n as outputs such that for any k < n, for any set X of k inputs, and for any set Y 
of k outputs, there is a set of k vertex-disjoint paths from X to Y. By Menger’s theorem 
(see, for example, [6, chapter 5]), this is equivalent to the assertion that at least k vertices 
must be removed to separate X from Y. The conwolutim of two degree n - 1 polynomials 
a(x) and b(x) is the degree n - 1 polynomial whose ith coefficient is 
where af and bf are the ith coefficients of a(x) and a(x), respectively. Valiant [14] demon- 
strated an intimate relationship between convolution and superconcentrators: certain 
natural circuits which convolve degree n - 1 polynomials (that is, given the coefficients 
of a(x) and b(x), compute the coefficients of their convolution) must have n-superconcen- 
trators as subgraphs. This result will be discussed in more detail in corollary 2. If every 
n-superconcentrator with bounded indegree contained a number of vertices nonlinear 
in n, this would prove a nonlinear lower bound on the time required for convolution. 
Valiant, however, proved the existence of linear size superconcentrators. This section 
1 Ja and o are the functional inverses of 0 and o, respectively; that is, f(n) = G&(n)) Bg(n) = 
W(4), -If@4 = 4&d) iffg(n) = o(f(4). f(n) = Wg(n)) flf(4 = %W) mdf(4 = WW. 
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shows that the superconcentrator property is strong enough to prove nonlinear lower 
bounds on time if space is restricted. 
LEMMA 1. Let G be an n-superconcentrator with S of its vertices pebbled, and let Y 
be any set of S + 1 outputs of G. Then at least n - S inputs have pebble-free paths to one 
OY more outputs in Y. 
Proof. Suppose to the contrary that at most n - S - 1 inputs have pebble-free 
paths to outputs in Y. Let X be the remaining set of inputs, so 1 X 1 > S + 1. Then there 
is no pebble-free path from any vertex in X to any vertex in Y, so the removal of the S 
pebbled vertices separates X from Y. But G is a superconcentrator, so at least S + 1 
vertices must be removed to separate X from Y. 1 
Let Tinputs be the number of steps in which inputs are pebbled in the process of 
pebbling any n-superconcentrator with S pebbles. The theorem which follows gives a 
lower bound on Tinputs in terms of n and S, which is in turn a lower bound on the total 
number of steps in the pebbling process. To counter the argument that time should be 
charged only for applying operators to previously computed values and not for loading 
inputs into registers, it will be shown that a similar proof leads to a comparable lower 
bound on the number of steps in which non-input vertices are pebbled. 
THEOREM 1. Pebbling an n-superconcentrator with S pebbles requires time 
Tinputs 3 n(n - s)/(S + 1) + S. 
Proof. In a superconcentrator there is a path from every input to every output, 
so to pebble a first output all n inputs must have been pebbled. Consider the state of 
the graph at the time t when that first output is pebbled, and let the set Y consist of the 
next S + 1 outputs to be pebbled. Lemma 1 shows that at time t at least n - S inputs 
have pebble-free paths to outputs in Y, and all these inputs must be repebbled in the 
course of pebbling the outputs on Y. Continuing in this fashion, lemma 1 shows that at 
least n - S inputs must be repebbled for every additional S + 1 outputs pebbled, so 
T inputs > n + (n - S)l(n - l)/(S + l)] 
3 n + (n - S)(n - 1 - S)/(S + 1) 
= n(n - S)/(S + 1) + S. 1 
This argument can be modified to show that the time Toperabrs for pebbling non-input 
vertices of an n-superconcentrator with S pebbles is also Q(n”/S), under the modest 
assumption that the indegree of any vertex is bounded, say by d: For every S + 1 outputs 
pebbled not only must n - S inputs be repebbled, but also all other vertices on the 
pebble-free paths from those inputs to the S + 1 outputs. These paths contain S + 1 
d-ary trees with a total of at least n - S leaves, so there are at least (n - 2s - I)/(d - 1) 
non-input vertices which must be pebbled for every S + 1 outputs. Pippenger [personal 
communication] pointed out that this lower bound on Toperaars also follows from a 
general relationship between Tinputs and Toperabrs which holds for any circuit: 
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PROPOSITION (Pippenger). Let G be a circuit with m outputs and indegree at most d. 
Then any pebbling strategy with no wasted moves (that is, each pebble placed remains until 
at least one of its successors is pebbled, with the possible exception of one pebble placement 
for each output) requires 
T operators b (Tmuts - m)/(d - 1). 
Proof. Tinputs placements occur which must each be “used”. Each placement on 
a non-input vertex uses at most d and leaves a new one unused. In the course of the 
computation all but at most m placements are used in this way, so 
T. mputs - (d - 1) Toperators < m. I 
Theorem 1 has consequences apart from its applications to polynomial convolution. 
In light of the result of Valiant [14] that there are n-superconcentrators with O(n) vertices 
and bounded indegree, theorem 1 redemonstrates the main result of Pippenger [ll]: 
there are circuits on ‘u vertices for which every pebbling strategy using o(n) space requires 
W(W) time. In fact, the tradeoff T = Q(w2/S) is an asymptotic improvement over 
Pippenger’s tradeoff of T = Q(w log(w/S)), for any S = o(w). 
For the applications presented in the remainder of this section, it is assumed that all 
computations take place in some arbitrary ring. An expression, circuit, or straight-line 
program is linear in its input x if each of its primitive operators computes a linear (afline) 
function of the inputs. An expression, circuit, or straight-line program is bilinear in 
its input x, y if it is linear in x (viewing y as a vector of constants) and linear in y (viewing 
x as constant). 
All of the applications in this section and the next are based on the following result 
of Valiant: 
LEMMA 2 [14]. Let A be a matrix, and let G be a linear circuit which realizes y = Ax 
on input x. Suppose A’ is a non-singular r x r minor of A. Then there are r wertex-disjoint 
paths from the set x’ of r inputs corresponding to the columns of A’ to the set y’ of r outputs 
corresponding to the rows of A’. (The implicit correspondence assumed is the natural one 
which matches the first input with the first column of A, etc.) 
Proof. Setting those inputs not in x’ to zero reveals that A’x’ = y’. Since A’ is 
non-singular, then, y’ is a set of r linearly independent linear forms in the indeterminates 
of x’. Suppose that the removal of r - 1 vertices separated x’ from y’. Then the r elements 
of y’ would each be a linear combination of the r - 1 linear forms computed at these 
vertices, contradicting their linear independence. The result follows from Menger’s 
theorem. 1 
COROLLARY 1. Let A be a fixed n x n matrix all of whose minors of all sisses are non- 
singular. Then any linear straight-line program for computing Ax which uses space S requires 
time Q(nz/S). 
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Proof. By lemma 2, any linear circuit which realizes Ax is an n-superconcentrator, 
so the tradeoff of theorem 1 applies directly. 1 
To illustrate the tradeoffs of these corollaries, any program which runs in linear time 
requires linear space, and any program which uses sublinear space requires superlinear 
time. 
COROLLARY 2. Let u(x) and b(x) be two degree n - 1 polynomials whose coe&ients 
are drawn from a ring of characteristic zero. Then any bilinear straight-line program for 
convolving a(x) and b(x) which uses space S requires time Q(rP/S). 
Proof. Valiant [14] has shown that any bilinear circuit for convolving two degree 
n - 1 polynomials a(x) and b(x) contains an n-superconcentrator, by recognizing that 
the convolution can be viewed as the computation Ab, where A is a matrix composed 
of the coefficients of a(x) and b a vector composed of the coefficients of b(x). Fur- 
thermore, if the coefficient ring has characteristic zero, then for any minor of A there 
is a setting of its entries which makes that minor non-singular, so the superconcentration 
property follows from lemma 2. 1 
COROLLARY 3. Let a(x) and b(x) be two degree n - 1 polynomials whose coeficiknts 
are drawn from a ring of characteristic zero. Then any bilinear straight-line program for 
multiplying a(x) and b(x) which uses space S requires time Q(n2/S). 
Proof. Let G be a bilinear circuit for multiplying polynomials, and let a, , a, ,..., 
an-, , b, , b 1 v..., b,-, be the inputs and c, , c, ,..., can-a be the outputs of G. Then paral- 
leling Valiant’s proof for convolution, it is easy to see that G contains an n/2-super- 
concentrator whose inputs are b, , b, ,..., bn12-1 and whose outputs are cm12, ~,,~a+~ ,..., 
cn-1 . I 
Grigoryev [5] has shown the same tradeoff for any Boolean straight-line program 
which multiplies two degree n - 1 polynomials mod 2. He also proved that any Boolean 
straight-line program which multiplies two n x n matrices mod 2 in space S requires 
time @9/S). Th ese results establish the same tradeoffs for polynomial multiplication 
and matrix multiplication, respectively, over any ring of which the integers mod 2 
are a homomorphic image. 
4. A TIME-SPACE TRADEOFF FOR COMPUTING THE DISCRETE FOURIER TRANSFORM 
The discrete Fourier transform (DFT) on n inputs x is the function Ax, where A 
is an n x n matrix whose entries are 
& = &j, 0 <i,j <n- 1, 
and w is a primitive nth root of unity. For n prime, Dieudonne [4] has shown that all 
minors of all sizes of the n x n complex DFT matrix are non-singular. Corollary 1 
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immediately yields the tradeoff T = Q(n2/S) for any linear straight-line program which 
computes this function. This result is unsatisfactory in two respects: 
(1) A statement analogous to that of Dieudonne is not true if n is composite, for 
if n = ab the 2 x 2 submatrix formed by the intersections of rows i and i + a and 
columns j and j + b, for any i and j, is singular. 
(2) Dieudonne’s proof d oes not apply if the DFT is to be carried out over any 
ring other than the complex numbers. 
This section rectifies these shortcomings by providing a time-space tradeoff for the 
general DFT (that is, for any n and over any ring containing the appropriate roots of 
unity). 
LEMMA 3. The minor M resulting from intersecting any r rows with any consecutivc r 
columns of the (general) DFT matrix is nonsingular. 
Proof. Suppose the r rows have indices iI , i2 ,..., i, and the Y columns j, j + I ,..., 
j + Y - 1. Then factoring w Gi from row K of M, for each K, reveals that 
det M = W(il+i2+...+i,)i det M!, 
where M’ is a Vandermonde matrix with distinct entries in column I, and is therefore 
non-singular. 1 
THEOREM 2. Any linear straight-line program for computing the DFT on n inputs 
which uses space S requires Tinputs > n2/4S f S. 
Proof. The proof proceeds in a similar fashion to that of theorem 1, except that the 
outputs are considered 2S at a time in the order they are pebbled rather than S + 1 
at a time. Suppose Y consists of the next 2S outputs to be pebbled, and consider a 
partition of the inputs into [n/2SJ blocks Xi each consisting of 2S consecutive inputs. 
By lemmas 2 and 3, there are 2S vertex-disjoint paths from each Xi to Y, so for any 
given placement of S pebbles there must be at least S inputs in each Xi which have 
pebble-free paths to one or more outputs in Y. Thus, to pebble the 2S outputs in Y, 
at least ]n/2S] * S inputs must be repebbled. As in theorem 1, all n inputs must be 
pebbled to pebble a first output, and by the argument above at least [n/ZSJ . S inputs 
must be repebbled for each additional 2S outputs pebbled, so 
T inputs 3 12 + l@ - 1)/W ~142Sl * S 
3 71 + [(n - 1)/2SJ” . S 
> n + ((n - 2S)/2S)2 * S 
= n2/4S + S. 1 
For n a power of 2 and S on the interval log n + Sa(log n) < S < O(n/log n), Savage 
and Swamy [13] have proved that the upper bound of T = O(n2/S) can be achieved by 
the FFT algorithm. That result and theorem 2 demonstrate each other’s optimality on 
this space interval to within a constant factor. 
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5. EXTENSIONS TO PROGRAMS WITH RICHER OPERATORS 
Lemma 2, and therefore corollaries l-3 and theorem 2, deal only with linear or bilinear 
programs. Pippenger [personal communication] discovered that if the computation was 
known to take place over certain rings, lemma 2 and its corollaries could be extended to 
straight-line programs with more general operators. His ideas are presented in this 
section as lemmas 2a and 2b. As in lemma 2, circuits which realize y = Ax are considered, 
where A is a matrix with non-singular r x r minor A’; x’ is again the set of r inputs 
corresponding to the columns of A’, andy’ the set of r outputs corresponding to the rows. 
LEMMA 2a (Pippenger). Suppose the computation tahes place in a finite ring R. Then 
any circuit which realizes y = Ax using any set of operators on R has r vertex-disjoint 
paths from x’ toy’. 
Proof. Since A’ is non-singular, the function 
f: R’ -+ RC: x’ t-+ A’x’ 
is injective. Suppose the removal of r - 1 vertices separated x’ from y’. Then f could 
be written as the composition of two functions g and h, where 
g: Rr + R-1 and h: R+-l -+ Ri’. 
But g cannot be injective, so neither can f = hg. 1 
Lemma 2a has ramifications only for corollary 1 and theorem 2, as Valiant’s result 
used in corollaries 2 and 3 calls for an infinite ring. 
If the computation takes place in an infinitive integral domain, then the tradeoffs of 
corollaries l-3 and theorem 2 apply to within a constant factor even if non-scalar multi- 
plications are allowed, as Borodin and Munro [3, section 2.51 have shown that linear 
(bilinear) programs are optimal for realizing linear (bilinear) functions to within a constant 
factor of both time and space over such domains. A statement even stronger can be made 
for computations over certain infinite domains of special interest: 
LEMMA 2b (Pippenger). Suppose the computation takes place in R, where R is either 
the field of real or complex numbers. Then any circuit which realizes y = Ax u&g any set 
of operators which are continuous functions of their arguments has r vertex-disjoint paths 
from x’ toy’, 
Proof. The proof proceeds exactly as in lemma 2a, except that the argument that g 
is not injective cannot be based on the cardinalities of its domain and codomain, which 
are now equal. However, g is the composition of continuous operators and is hence 
itself continuous. But any continuous function which decreases dimension cannot be 
injective [7, theorem VI. 71. 1 
Lemma 2b can be generalized to include operators which have discontinuities or are 
not total, so that division, extraction of roots, etc. need not be precluded: Suppose there 
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exist input values and a small neighborhood about the point in r-dimensional space 
described by the values assigned to x’ such that each operator in the circuit is defined and 
continuous on the corresponding neighborhood of its operands. Then g cannot be 
injective and simultaneously decrease dimension, so there must be Y vertex-disjoint 
paths from x’ to y’. 
Motivated by a preliminary appearance of these results, Abelson [l] extended Valiant’s 
lemma further from circuits which compute linear functions to circuits which compute 
any differentiable function over the real or complex fields. His main result is 
LEMMA 2c [l]. Let f: Rn + Rn: x H y be ds$ferentiable, let A(x) be the Jacobian 
matrix off, and let G be any circuit which realizes f using any set of continuous operatms. 
Suppose A’(x) is an r x r minor of A(x) which is non-singular at some point x = x,, . Then 
there are r vertex-disjoint paths from the set of inputs corresponding to the columns of A’(x) 
to the set of outputs corresponding to the rows of A’(x). 
Proof. Similar to the proof of lemma 2b. fi 
As applications, Abelson demonstrates that the time-space tradeoff of theorem 1 applies 
to computing certain sets of n polynomials in n variables, and to finding all roots of a 
given polynomial. 
6. A TIME-SPACE TRADEOFF FOR PEBBLING GRATES 
An (f(S), n, m)-grate is an acyclic directed graph G with n inputs and m outputs 
which has the property that removing any S vertices from G leaves at least f (S) of the 
nm input-output pairs connected (Valiant [15]). Using a technique similar to that found 
in sections 3 and 4, this section develops a time-space tradeoff for pebbling (f (A’), n, m)- 
grates. 
THEOREM 3. Pebbling an (f(S), n, m)-grate with S pebbles, where S satisfies f(S) > 
nm/2, requires 
T inputs 3 (2nf (4 - 9732 - nE)/(4nm - 4f (S) + 2n). 
Proof. The proof proceeds in a similar fashion to that of theorems 1 and 2. Suppose 
Y consists of the next r = [2(nm - f (S))/nl outputs to be pebbled (hence the restriction 
f(S) > nm/2, since T must be no greater than m). At most nm - f(S) input-output pairs 
are not connected by pebble-free paths, so at most ](nm - f(S))/rJ inputs have no 
pebble-free paths to any output in Y. Thus, at least n - [(nm - f (S))/r] inputs must be 
pebbled for every r outputs pebbled, so 
T inputs 3 Cn - l(nm - f (WM4f-J 
Z b - 144llnmlP(nm - f(S)) + nl1 
2 [n/W(nm - 2nm + Zf(S) - n)/(2nm - 2f(S) + n)] 
= (2nf (S) - n2m - n2)/(4nm - 4f (S) + 2n). 1 
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COROLLARY 4. Any linear straight-line program which computes Ax on input x, for 
“most” n x n matrices A whose elements are drawn from an injkite field, requires ST = 
Q(n2). 
Proof. Valiant [15] h as shown that any linear circuit which realizes Ax is an 
((n - S)2, n, n)-grate. 
Case 1. S < n/S. Then f(S) = (n - S)2 2 49n2/64 > n2/2, so theorem 3 is 
applicable and yields 
Tinputs 3 (2n(n - 8)’ - 7.3 - n2)/(4n2 - 4(n - S)2 + 2n) 
> (n3 - 4n2S - nz)/(8nS + 2n) 
= n(n - 45’ - 1)/(8S + 2) 
3 n(n/2 - l)/@S + 2) 
= n(n - 2)/(16S + 4). 
Case 2. S > n/8. Then since Tinputs > n, STinpub > n2/8. 1 
A time-space tradeoff for register allocation strategies of the FFT also follows directly 
from theorem 3. Savage and Swamy [13] have observed that any S pebbles on the FFT 
circuit block at most nS input-output pairs, so the FFT circuit is an (n(n - S), n, n)- 
grate. Theorem 3 then yields 
T inputs Z GWn - s> - n3 - n2)/(4n2 - 4n(n - S) + 2n) 
= (n3 - 2n2S - n2)/(4nS + 2n) 
= n(n - 2S - 1)/(4S + 2). 
Of course, this tradeoff follows from the more general result of theorem 2. Savage and 
Swamy’s upper bound for the FFT can be cited again to confirm the optimality to within 
a constant factor of theorem 3 for this value of f(S). 
The final application of theorem 3 is to the problem of straight-line merging (Pippenger 
and Valiant [12]). G iven two sorted lists each of length n, both of whose elements are 
drawn from some total ordering, the problem is to merge them into a sorted list of 
length 2n by a straight-line program which uses the following operators: 
(1) gqeateq(p, 4) t re urns a Boolean result which is true iff p > q, 
(2) select& p, q) returns one of p or q, depending on whether the Boolean b is true 
or false, and 
(3) any collection of Boolean operators. 
COROLLARY 5. Any straight-line program for merging two sorted lists each of length n 
requires ST = s2(n2). 
Proof. Let the set of n input vertices corresponding to the first list be X, and the 
middle set of n/2 output vertices be Y. Since any consecutive n/2 inputs in X can be 
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routed to Y, and since the select operators are the only ones that route inputs, Pippenger 
and Valiant [12] concluded that there must be n/2 vertex-disjoint paths from any conse- 
cutive n/2 inputs in X to Y, and these paths preserve the order in X. It is easy to see that 
coalescing inputs cannot increase either the time or space required to pebble a circuit, 
so identify pairs of inputs in X whose indices are equivalent mod n/2. The resulting 
graph has a set of n/2 vertex-disjoint paths for each of the n/2 cyclic permutations. 
Since S pebbles leave at least n/2 - S of the paths in each of these sets pebble-free, 
the graph is an 
(n/2 (n/2 - S), n/2, n/2)-grate. 
Case 1. S < n/8. Then f(S) = n2/4 - nS/2 > n2/8, so theorem 3 is applicable and 
yields 
T inputs > n(n - 4s - 2)/W + 8) 
3 n(n - 4)/(323 + 16). 
Case 2. S > n/8. Then since Tinputs > n, STinputs > n2/8. 1 
7. FURTHER RESEARCH 
Whereas lower bounds on the time to compute functions seem to be quite difficult 
to obtain, this intermediate step of lower bounds on time with restrictions on space is 
attainable. Of the time-space tradeoffs presented here, the one which seems most easily 
susceptible to improvement is that for straight-line merging (corollary 5). The tradeoffs 
of corollary 5 or theorem 1 apply as well to the problem of straight-line sorting, but it 
would be interesting to see if that problem has an asymptotically stronger tradeoff than 
straight-line merging. Borodin et al. [2] have obtained a tradeoff for sorting by programs 
which are not necessarily straight-line. 
Valiant [15] mentions that no “natural” matrix A is known for which all circuits that 
compute Ax are ((n - S)2, n, n)-grates, in contrast to the fact that most matrices enjoy 
this property. Theorem 3 adds to the motivation for finding such a natural problem by 
providing an immediate tradeoff. 
It has been noted that theorems 2 and 3 are optimal in the sense that, for n a power 
of 2 and S in a slightly restricted interval, the upper bound T = O(G/S) is achieved 
by the FFT algorithm. It would be interesting to demonstrate that theorem 1 is optimal 
as well, by finding an n-superconcentrator which can be pebbled in time T = O(nz/S) 
for some large range of S. Pippenger [personal communication] has come closest: 
THEOREM 4 (Pippenger). There is a construction of n-superconcentrators which, for 
4 log n < S < 2n log n, can be pebbled in time T = O((n log n)2/S). 
Each superconcentrator is simply two FFT circuits “back to back”. (For a proof that 
this is a superconcentrator, see Valiant [14].) The pebbling strategy is similar to that 
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used by Savage and Swamy [13] and establishes that, for 2 < K < n, the pebbling can 
be accomplished in simultaneous time (4n2 log K)/k and space 2k log(n/k) + K + 1. 
Thus, at the extremes S = @(log n) and S = 8(n), the product is actually ST = 
O(n2 log n). 
COROLLARY 6 (Pippenger). There is an algorithm which multiplies degree R polynomials 
in space S and time O((n log n)“/S), fur Q(log tr) < S < O(n log n). 
Proof. The analysis of theorem 4 applies to the circuit which multiplies polynomials 
using two applications of the FFT (see, for example, Lipson [8].) 1 
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