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Abstract
We prove that every overconvergent F -isocrystal over k((t)) is quasi-unipotent (in
the sense of Crew), for k a field of characteristic p > 0.
Building on our earlier papers [3], [4], [5], we prove Crew’s conjecture that every over-
convergent F -isocrystal over k((t)) is quasi-unipotent. Consequences of this result will be
given in a subsequent paper.
Note that the result of this paper is what might be called the “weak local monodromy
conjecture”; the “strong” version states that any (F,∇)-module over the Robba ring is quasi-
unipotent. In this case, there is no generic Newton polygon that can be used to construct
the special Newton polygon. It may be possible to refine the result of [5] to allow this case
to be treated, but we do not presently see how to do so.
It is also worth pointing out that while quasi-unipotence depends on the presence both
of the Frobenius and connection structure, our proof makes minimal use of properties of
p-adic differential equations. Rather, we make a careful study of Frobenius structures over
various rings. These rings are carefully chosen, on the one hand to allow various auxiliary
constructions to be made, and on the other hand to allow some of these constructions to be
“descended” to the rings of actual interest.
By contrast, Yves Andre´ (preprint) and Zoghman Mebkhout (to appear) have announced
proofs of the strong local monodromy conjecture in case the residue field is the algebraic
closure of a finite field. Their approaches use results of Christol and Mebkhout on the
properties of p-adic differential equations and minimal use of the Frobenius structure. The
difference can be summarized by saying that their proofs are “p-adic analytic” while ours is
“t-adic analytic”.
We retain the definitions and notations of our earlier papers [3], [4], [5]. In this notation,
the main result of this paper can be formulated as follows.
Theorem 0.1. Let M be an (F,∇)-crystal over ΓKcon, with σ = σt standard. Then M
becomes unipotent (as an (F,∇)-crystal) over ΓLan,con⊗OO
′ for some finite separable extension
L of K and some finite extension O′ of O.
Recall that by an argument of Tsuzuki [3, Proposition 3.1], this theorem implies the
corresponding statement for σ arbitrary.
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We add one notation: for r > 0, Γ∗r (resp. Γ
∗
an,r) is the subring of Γ
∗
con (resp. Γ
∗
an,con
consisting of x =
∑
xit
i with lim supi→−∞ vp(xi)/(−i) ≥ r.
1 Descending a slope filtration
Recall the main result of [4].
Theorem 1.1. Every F -crystal over R = Γalgcon,Γ
imm
con becomes constant over Ran ⊗O O
′ for
some finite extension O′ of O.
An alternate formulate of the result, avoiding the extension of scalars, is that given an
invertible matrix A over R, there exist U over Ran such that U
−1AUσ has entries in O.
While this provides a new slope filtration over Γalgcon of an F -crystal over Γcon, this slope
filtration is not immediately useful in studying (F,∇)-crystals, because Γalgcon does not carry
a derivation. To use the filtration to prove quasi-unipotence, we must first descend it to
Γan,con itself. This descent is the object of this section.
Recall the norms wr defined on appropriate subrings of Γ
∗
an,con, and that the subring
Ω∗an,con is complete in the Fre´chet topology given by these norms. We extend these norms to
matrices by declaring the norm of a matrix to be the maximum norm of any of its entries.
Also, let In denote the n× n identity matrix.
We say x ∈ Γimman,con is an r-semiunit if there exists c ∈ O and i ∈ Q such that wr(x−ct
i) <
wr(x). For L a finite extension of K (not necessarily separable), an r-semiunit basis is a
sequence of r-semiunits x1, . . . , xm whose reductions modulo π form a basis for L as a K-
vector space.
Lemma 1.2. For any finite extension L of K (not necessarily separable), there exists an
extension L1 of L such that Γ
L1
con admits an r-semiunit basis.
Proof. Let x be an element of ΓLcon whose reduction modulo π generates L over K. Then for
m sufficiently large, xσ
−m
is an r-semiunit. Thus if we take L1 = L
1/pm , we may use powers
of xσ
−m
as an r-semiunit basis.
Since Γalgan,con has the property that any finitely generated ideal is principal [5, Lemma 3.15],
the following lemma can be deduced from [2, Theorem III.7.9]. Recall that an elementary
matrix is a matrix obtained from the identity by adding a multiple of one row to another,
swapping two rows, or multiplying one row by a unit.
Lemma 1.3. For r > 0, any invertible matrix over Γalgan,r can be factored as a product of
elementary matrices.
Corollary 1.4. Let U be an invertible matrix over Γalgan,r for some r > 0. Then there exists
an invertible matrix V over ΓLan,con such that wr(V U − In) < 1 and wr((V U)
−1 − In) < 1.
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Proof. Factor U−1 as a product of elementary matrices in Γalgan,r. It suffices to note that for
each elementary matrix W in this product and each ǫ > 0, there exists X over ΓLan,con for
some finite extension L of K such that wr(X − U) < ǫ and wr(X
−1 − U−1) < ǫ. This is
vacuous for permutation matrices and easily verified for the other two kinds of matrices.
Lemma 1.5. Let A be an n × n matrix over Γan,con, and D an invertible n × n diagonal
matrix. Suppose there exists an n × m matrix U over Γimman,con such that AU
σ = DU . Then
there exists an invertible matrix S over ΓLan,con, for some finite extension L of K, such that
D−1SAS−σ has entries in ΓLcon and is congruent to In modulo π.
Proof. Fix r > 0 such that wr(U) and wr(U
σ) are defined, and let v be the smallest
positive valuation of O and ∆ = maxi,j vp(Dii/Djj). By Corollary 1.4, for any ǫ > 0,
we can change basis over ΓLan,r for some finite extension L of K to ensure that wr(U
σ −
In) < ǫ and wr(D
−1UD − In) < ǫ. In particular, choose s large enough that (p − 1)rs −
maxi,j vp(Dii/Djj) > v and take ǫ = p
−rs. We may also assume that L contains vr, and that
L has a pr-semiunit basis, by enlarging L suitably.
We construct a convergent sequence {Sl}
∞
l=0 over Γ
L
an,con such that wr(D
−1SlAS
−σ
l −In) <
ǫ for each l, as follows. First set S0 = 1. Given Sl, if D
−1SlAS
−σ
l − In has no coefficients of
norm at least 1, the proof is complete and we stop. Otherwise, write D−1SlAS
−σ
l =
∑
i Tit
i.
If the smallest positive index i for which |Ti| > 1 gives |Ti| = 1, let j = jl be the index, let
V be a matrix over ΓLr whose entries are rp-semiunits such that wr(In+ Tjt
j − V ) < wr(Tj),
and put W = V −1. In this case we say l is of the “first type”. Otherwise, let j = jl
be the smallest positive index at which rl = max(logp |Tj|)/j is realized. By construction,
wrl(D
−1SlAS
−σ
l ) = wrl(S
σ
l A
−1S−1l D) = 1. Thus the lowest order terms of S
σ
l A
−1S−1l D form
an invertible matrix over the ring of elements of ΓLan,r of wrl-norm 1 modulo those of norm
less than 1. That ring is isomorphic to k[u, u−1], and so is a principal ideal domain. Thus
by Lemma 1.3, the matrix can be factored into elementary matrices. By lifting each of these
into an invertible matrix over ΓLan,rp (possible because L admits an rp-semiunit basis) and
multiplying together, we get a matrix which we again call W . In this case we say l is of the
“second type”. In both cases, we set Sl+1 =WSl.
Note that j > s by virtue of the fact that wr(D
−1SlAS
−σ
l − In) < ǫ. As a consequence,
wr(D
−1W σD− In) < wr(W − In), since if the leading term on the right side is contained in
Tjt
j, that on the left is the corresponding entry of D−1TjDt
pj, which has smaller wr-norm
by the choice of s and the bound j > s. In particular, we have wr(D
−1Sl+1AS
−σ
l+1 − In) < ǫ,
so the argument can be continued.
We now show that the Sl converge in the Fre´chet topology on Γ
L
an,r. Before doing so, we
construct an upper bound on the size of the coefficients of A of positive index that will be
stable under conjugation by Sl. Namely, put A =
∑
iAit
i. For i in the value group of L, let
f(i) = maxj≤i{1, |D
−1Aj |}. Let i0 be the largest value such that f(i0) = 1, and extend f to
a smooth increasing function f(i) on R which is identically 1 for i ≤ i0. Now define
g(i) = exp
(∫ i
0
max{
∆
t
,
f ′(t)
f(t)
}
)
dt.
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Then it is easily verified that g(i) ≥ f(i) for all i, (logp g(i))/i → 0 as i → +∞, and
g(pi) ≥ p∆g(i) for i ≥ i0. (The second condition follows from the inequality g(i) ≤ if(i)
obtained by bounding max{x, y} by x+ y.)
By construction, |D−1Ai| ≤ g(i) for all i ≥ 0. Moreover, because g(pi) ≥ p
∆g(i) for all
i, it is easily verified by induction on l that for D−1SlAS
−σ
l =
∑
iBl,it
i, we have |Bl,i| ≤ g(i)
for all i ≥ 0 and l ≥ 0.
Now observe that (r − rl)jl takes any given value only finitely many times. To wit,
if there were a smallest value that occurred infinitely often, the corresponding values of jl
would form a decreasing sequence (since the r-minimal terms of D−1SlAS
−σ
l − In would not
change between these values of l, so rl would decrease on these values). But jl lies in the
(discrete) value group of L, contradiction. Thus (r−rl)jl takes any given value finitely many
times, and so goes to infinity with l.
Since rjl > (r − rl)jl, jl also goes to infinity. On the other hand, since rljl ≤ g(jl) and
g(i)/i→ 0 as i→∞, rl → 0 as l →∞. By the same argument as in the previous paragraph,
(r′ − rl)jl → ∞ for 0 < r
′ < r. Therefore the Sl form a Cauchy sequence in the Fre´chet
topology, and their limit S exists.
We finally prove that DSAS−σ−In has no coefficients of norm greater than or equal to 1.
We first prove there are no coefficients of norm greater than 1. Put D−1SlAS
−σ
l =
∑
iBl,it
i
and DSAS−σ =
∑
iBit
i. If |Wi| > 1 for some i, let j be the smallest index maximizing
(logp |Bi|)/i. Then for some L, the coefficient of t
j in DSlAS
−σ
l − In has norm |Wj| for all
l ≥ L. In fact, we can choose L large enough so that (logp |Bl,i|)/i is maximized at i = j
for all l ≥ L, by finding i′ such that g(j)/j ≤ (logp |Bi|)/i for all j ≥ i
′, and choosing L
so that |Bl,i| = |Bi| for i ≤ i
′. For l sufficiently large, l cannot be of the first type, since
jl < i for all l of the first type. So there exists l ≥ L of the second type. By construction,
rl = (logp |Bl,j|)/j and |Bl+1,j| < p
rlj , contradiction.
We conclude that |Bi| ≤ 1 for all i. The proof that |Bi| < 1 for i > 0 is analogous but
simpler: assuming the contrary, let j be the smallest index such that |Bj| = 1. Then for l
sufficiently large, |Bl,i| = |Bi| for i ≤ j; but then any such l would be of the first type with
jl = j, and we would have |Bl+1,j| < 1, contradiction.
In conclusion, we have that D−1SAS−σ has entries in ΓLcon and |D
−1SAS−σ − In| < 1,
as desired.
The following proposition was inspired by an observation of Kevin Buzzard and Frank
Calegari, in their work on the Newton polygons of Hecke operators acting on spaces of
overconvergent modular forms.
Proposition 1.6. Let M be an F -crystal over Γimm. Suppose there exists a basis through
which F acts by the matrix A, where D−1A ≡ In (mod π) for some diagonal matrix D over
O. Then the slopes of the (generic) Newton polygon ofM equal the valuations of the diagonal
entries of D.
Proof. Without loss of generality, assume D has entries in O0. Let B = D
−1AD. We produce
a sequence of matrices {Ul}
∞
l=1 such that U1 = In, Ul+1 ≡ Ul (mod π
l) and U−1l BU
σ
l D
−1 ≡ In
4
(mod πl); the p-adic limit U of the Ul will satisfy BU
σ = UD, proving the proposition. The
conditions for l = 1 are satisfied by the assumption that D−1A ≡ In (mod π).
Suppose Ul has been defined. Let U
−1
l BU
σ
l D
−1 = In + V . For each i, j, let Wij be a
solution of the equation Wij −DiiW
σ
ijD
−1
jj = Vij . Then W and DW
σD−1 are both congruent
to 0 modulo πl. Put Ul+1 = (In +W )Ul; then
U−1l+1BU
σ
l D
−1 = (In +W )
−1U−1l BU
σ
l (In +W )
σD−1
= (In +W )
−1U−1l BU
σ
l D
−1(In +DW
σD−1)
= (In +W )
−1(In + V )(In +DW
σD−1)
≡ In −W + V +DW
σD−1 = In (mod π
l+1).
Thus the conditions for Ul+1 are satisfied, and the proposition follows.
Putting everything together, we obtain the following result.
Proposition 1.7. Let M be an F -crystal over Γan,con admitting a basis of eigenvectors over
Γalgan,con. Suppose the lowest special slope of M is s occurring with multiplicity m. Then there
exists a Γcon-lattice N of dimension m which is F -stable with all slopes equal to s.
Proof. Let A be the matrix through which F acts on some basis of M . By Theorem 1.1,
there exists a matrix D over a suitable extension of O0 and a matrix U over Γ
alg
an,con such
that AUσ = UD. By Lemma 1.5, for some finite extension L of K, there is an F -stable
ΓLcon-lattice M1 of full rank within M ⊗Γan,con Γ
L
an,con on which the action of F is given by
a matrix of the form DV , with V invertible over ΓLcon. By applying σ repeatedly, we may
reduce to the case where L is separable. By Proposition 1.6, viewed as an F -crystal over
ΓLcon, M1 has the same special and generic Newton polygons. By [5, Corollary 6.6], M1 has
a subcrystal M2 of dimension m with all slopes equal to s.
Otherwise put, the Γalgcon-module spanned by the eigenvectors of M ⊗Γan,con Γ
alg
an,con of
lowest slope descends to ΓLcon. Since this module admits an action of Gal(K/K), M2 admits
an action of Gal(L/K). We may apply Galois descent to the finite extension ΓLcon/Γcon
of discrete valuation rings to conclude that M2 = N ⊗Γcon Γan,con for some Γcon-lattice N ,
which is necessarily F -stable. The property of being e´tale is stable under finite separable
extensions, so N is also e´tale, as desired.
2 Proof of the main result
In this section, we assemble everything into the proof of the main theorem. This stage of
the proof is the first and only time where the connection structure is used.
Let M be an (F,∇)-crystal over Γcon. We may assume, by extending O, that the value
group of O contains all of the special and generic slopes of M . Let N ⊆ M ⊗Γcon Γan,con
be the lowest slope piece of M as given by Proposition 1.7. We show that N ⊗Γcon Γan,con
is stable under ∇. Choose a basis for N and extend it to a basis of M ⊗Γcon Γan,con. On
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this basis, F acts by a block matrix of the form
(
X Y
0 Z
)
with X an invertible matrix over
Γcon. Let ∇ acts by the block matrix
(
P Q
R S
)
. The relation ∇F = pF∇ implies the matrix
identity
(
P Q
R S
)(
X Y
0 Z
)
+
(
X Y
0 Z
)′
= p
(
A B
0 D
)(
P Q
R S
)σ
,
the lower left corner of which yields RX = pZRσ. We can write X = U−1Uσ with U over
Γalgcon by [4, Lemma 2.2], and Z = V
−1DV σ with V over Γalgan,con and D a scalar matrix over
O0 whose entries have norms less than 1 (because of the construction of N as the lowest
slope piece of M). Consequently, V RU−1 = pD(V RU−1)σ, which implies V RU−1 = 0 and
so R = 0, proving the claim.
Since N ⊗Γcon Γan,con is stable under ∇, we may apply an observation of Berger [1,
Lemme V.14] to conclude that N itself is stable under ∇. Now Tsuzuki’s theorem on
the potential triviality of unit-root F -crystals [6] implies that M1 is quasi-unipotent. By
induction on the dimension of M , M is quasi-unipotent, as desired.
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