Abstract. A definition for functions of multidimensional arrays is presented. The definition is valid for third-order tensors in the tensor t-product formalism and is therefore referred to as the "tensor t-function." By making use of its connection to block circulant matrices, the tensor t-function is shown to have similar properties as matrix functions in a number of fundamental scenarios. To demonstrate the definition's potential in applications, the notion of network communicability is generalized to third-order tensors and computed for a small-scale example via block Krylov methods for matrix functions.
1. Introduction. Functions of matrices-that is, f (A), where f is a scalar function, and A a square matrix-have applications in a number of fields. They emerge as measures of centrality and communicability in networks [9] and as exponential integrators in differential equations [15] . As high-dimensional analogues of matrices, tensors also play crucial roles in network analysis [6] and multidimensional differential equations [17] . A variety of decompositions and algorithms have been developed over the years to extract and understand properties of tensors [20] . A natural question is whether the notion of functions of tensors, defined in analogy to functions of matrices as a scalar function taking a tensor A as its argument, could prove to be yet another useful tool for studying multidimensional data.
Unfortunately, the definition of such a notion is not nearly as straightforward for tensors as it is for matrices. For matrices, the definitions of integration, polynomials, eigendecompositions (ED), and singular value decompositions (SVD) are unique and well established throughout linear algebra, and all of these notions serve as building blocks for definitions of matrix functions, reducing to the same object under reasonable circumstances [2, 14] . Classical decompositions such as Tucker and CANDECOMP/PARAFAC (CP) generalize the SVD in some sense; but many other generalizations of ED and SVD also exist for tensors [8, 18, 20, 21, 22, 24, 25, 26] . Each decomposition is based on maintaining or extracting some inherent structures, which are distinct in high-order settings. That is, a tensor function definition based on the Tucker decomposition would produce a fundamentally different object compared to one based on the CP decomposition.
As a starting point, we propose a definition for functions of tensors based on one of these paradigms, the tensor t-product [5, 18, 19] . The beauty of such a definition is that it reduces to the f (A)B problem, i.e., a function of a matrix acting on a block vector, for which new methods have lately been developed [1, 11, 31] . One can think of this object in two ways: 1) as a new application of matrix function theory, especially the f (A)B problem; and 2) as a generalization of such theory to higher-order arrays. The definition we propose also behaves similarly to matrix functions in that many expected properties can be derived in an intuitive and analogous fashion.
This report proceeds as follows. We recapitulate matrix function definitions and properties in Section 1.1. Section 2 restates the tensor t-product framework and poses a definition for a the tensor t-function, a new definition for a tensor function within this framework. We also present statements and proofs of t-function properties in analogy to the core properties of matrix functions. A possible application for the tensor t-exponential as a generalized communicability measure is discussed in Section 3. In Section 4, we discuss possible methods for computing the tensor t-function, in particular block Krylov methods for matrix functions, and demonstrate the efficacy of these methods for the tensor t-exponential. We make concluding remarks in Section 5.
We make a brief comment on syntax and disambiguation: the phrase "tensor function" already has an established meaning in physics; see, e.g., [3, 4, 32] . The most precise phrase for our object of interest would be "a function of a multidimensional array," in analogy to "a function of a matrix." However, since combinations of prepositional phrases can be cumbersome in English, we risk compounding literature searches by resorting to the term "tensor function."
1.1. Definitions of matrix functions. Following [12, 14, 27] , we concern ourselves with the three main matrix function definitions, based on the Jordan canonical form, Hermite interpolating polynomials, and the Cauchy-Stieltjes integral form. In each case, the validity of the definition boils down to the differentiability of f on the spectrum of A. When f is analytic on the spectrum of A, all the definitions are equivalent, and we can switch between them freely.
Let A ∈ C n×n be a matrix with spectrum spec(A) :
, where N ≤ n and the λ j are distinct. An m × m Jordan block J m (λ) of an eigenvalue λ has the form
Suppose that A has Jordan canonical form
with p blocks of sizes m i such that p i=1 m i = n, and where the values {λ j k } ℓ k=1 ∈ spec(A). Note that eigenvalues may be repeated in the sequence {λ j k } ℓ k=1 . Let n j denote the index of λ j , or the size of the largest Jordan block associated to λ j .
A function is defined on the spectrum of A if all the following values exist:
Definition 1.1. Suppose A ∈ C n×n has Jordan form (1.1) and that f is defined on the spectrum of A. Then we define
, and
Note that when A is diagonalizable with spec(A) = {λ j } n j=1 (possibly no longer distinct), Definition 1.1 reduces to
Matrix powers are well defined, so a scalar polynomial evaluated on a matrix is naturally defined. Given
Based on this, we can define non-polynomial functions of matrices by using again derivatives as we did in Definition 1.1. 
We then define f (A) := p(A). The proof follows by noting that the minimal polynomial of A-i.e., the polynomial ψ of least degree such that ψ(A) = 0-divides p − q, and consequences thereof.
Crucial for our methods and analysis is the Cauchy-Stieltjes integral definition. 
with a path Γ ⊂ C \ D and function g : Γ → C. Further suppose that the spectrum of A is contained in C \ D. Then we define
f , and Γ is a contour enclosing the spectrum of A, then Definition 1.2 reduces to the usual Cauchy integral definition.
Various matrix function properties will prove useful throughout our analysis. Their proofs follow by examining the polynomial and Jordan form definitions of matrix functions. Theorem 1.5 (Theorem 1.13 in [14] ). Let A ∈ C n×n and let f be defined on the spectrum of A. .
where unfold is defined shortly. In [5, 18, 19] , a new concept is proposed for multiplying third-order tensors, based on viewing a tensor as a stack of frontal slices (as in Figure 2 .1(f)). We consider a tensor A of size m × n × p and B of size n × s × p and denote their frontal faces respectively as A (k) and B (k) , k = 1, . . . , p. We also define the operations bcirc, unfold, fold, as
. . .
The t-product of two tensors A and B is then given as A * B := fold(bcirc(A)unfold(B)).
Note that the operators fold, unfold, and bcirc are linear.
The notion of transposition is defined face-wise, i.e., A * is the n × m × p tensor obtained by taking the conjugate transpose of each frontal slice of A and then reversing the order of the second through pth transposed slices.
For tensors with n × n square faces, there is a tensor identity I n×n×p ∈ C n×n×p , whose first frontal slice is the n × n identity matrix and whose remaining frontal slices are all the zero matrix. Recall from (2.3) that E np×n 1 = e p 1 ⊗ I n ; it follows that
With I n×n×p , One can then define the notion of an inverse with respect to the tproduct. Namely, A, B ∈ C n×n×p are inverses of each other if A * B = I n×n×p and B * A = I n×n×p . The t-product formalism further gives rise to its own notion of polynomials, with powers of tensors defined as
Assuming that A ∈ C n×n×p has diagonalizable faces, we can also define a tensor eigendecomposition. That is, we have that
, for all k = 1, . . . , p, and define X and D to be the tensors whose faces are X (k) and D (k) , respectively. Then
where X i are the n × 1 × p lateral slices of X (see Figure 2 .1(e) ) and d j are the 1 × 1 × p tubal fibers of D (see Figure 2 .1). We say that D is f-diagonal, i.e., that each of its frontal faces is a diagonal matrix. The eigenvalue decomposition (2.4) is not unique. See [13] for an alternative circulant-based interpretation of third-order tensors, as well as a deeper exploration of a unique canonical eigendecomposition for tensors. Uniqueness, while useful, is not necessary for our development. Unfolding both sides leads to
whose solution can be expressed in terms of the matrix exponential as
Folding both sides again leads to the tensor t-exponential,
The tensor t-function.
Using the tensor t-exponential as inspiration, we can define a more general notion for the scalar function f of a tensor A ∈ C n×n×p multiplied by a tensor B ∈ C n×s×p as
which we call the tensor t-function. Note that f (bcirc(A)) · unfold(B) is merely a matrix function times a block vector. If B = I n×n×p , then by equation (2.3) the definition for f (A) reduces to
But does the definition (2.7) behave "as expected" in common scenarios? To answer this question, we require some results on block circulant matrices and the tensor t-product.
Theorem 2.1 (Theorem 5.6.5 in [7] ). Suppose A, B ∈ C np×np are block circulant matrices with n × n blocks. Let . Let C ∈ C n×n×p be a tensor whose frontal faces are the block entries of C E np×n 1
Proof. We drop the superscripts on E np×n 1 for ease of presentation. Parts (i) and (ii) follow from Remark (2.2). To prove part (iii), we note by part (i) that
Note that bcirc(A)bcirc(B) is a block circulant matrix by Theorem 2.1. Then by part (ii),
Part (iv) follows by induction on part (iii). Part (v) is the same as [19, Lemma 3.16].
Let D be an n × n × p f-diagonal tensor, i.e., a tensor whose n × n frontal slices are diagonal matrices. Alternatively, one can think of such a tensor as an n × n matrix nonzero tube fibers on the diagonal, and zero tube fibers everywhere else. (Reference Figure 2.1(c) .) The following theorem summarizes the relationship between the block circulant of D and those of its tube fibers. i , for i = 1, . . . , n; i.e.,
Then we can express bcirc(D) as follows:
. . . . . .
Collecting the highlighted elements, note that the block circulant of the first tube fiber is given as
Noting the same pattern for each i = 1, . . . , n, it is not hard to see that
where I i ∈ C n×n is zero everywhere except for the iith entry, which is one. Recall from [7, Section 3.2] that a circulant matrix is unitarily diagonalizable by the discrete Fourier transform (DFT). That is, for a p × p circulant matrix C, and with F p denoting the p × p DFT, F * p CF p = Λ, where Λ ∈ C p×p is diagonal. Since each bcirc(d i ) is a p × p circulant matrix, there exists for each i = 1, . . . , n a diagonal
Additionally, recall from [16, Lemma 4.2.10] the following useful property of the Kronecker product for matrices A, B, C, and D such that the products AC and BD exist:
We consequently have that
Noting that F p ⊗ I n×n is unitary and that the matrix Λ := n i=1 Λ i ⊗ I i is a diagonal matrix whose entries are precisely the diagonal entries of all the Λ i concludes the proof. An immediate consequence of Theorem 2.4 is that a function f being defined on the spectrum of bcirc(D) is equivalent to f being defined on the spectra of bcirc(d i ), i = 1, . . . , n. The interpolating polynomials for f (bcirc(D)) and f (bcirc(d i )), i = 1, . . . , n, are also related.
The following theorem ensures that definition (2.7) is well defined when f is a polynomial, when A and B are second-order tensors (i.e., matrices), and when f is the inverse function.
where q is a polynomial, then the tensor t-function definition (2.7)
matches the polynomial notion in the t-product formalism, i.e.,
fold(q(bcirc(A)) · unfold(B)) = fold(bcirc(q(A)) · unfold(B)).
( 
ii) Let q be the scalar polynomial guaranteed by Definition 1.2 so that f (bcirc(A)) = q(bcirc(A)). Then f (A) * B = q(A) * B. (iii) If A is a matrix and B a block vector (i.e., if p = 1), then f (A) * B reduces to the usual matrix function definition. (iv) If
, and then note that
For part (iv), we fix i ∈ {i, . . . , n}. By Corollary 2.5, f being defined on spec(bcirc(D)) implies that it is also defined on spec(bcirc(d i )). Let q and q i be the polynomials guaranteed by Theorem 1.2 such that f (bcirc(D)) = q(bcirc(D)) and f (bcirc(d i )) = q i (bcirc(d i )). By Theorem 2.4, spec(bcirc(d i )) ⊂ spec(bcirc(D)), so by Theorem 2.4, it follows that q i (bcirc(d i )) = q(bcirc(d i )). Then it suffices to prove part (iv) for D j , j = 1, 0, . . .. The cases j = 0, 1 clearly hold, and we assume the statement holds for some j = k ≥ 1. Then
Remark 2.8. When A has an eigendecomposition X * D * X −1 as in (2.4), then by Theorems 2.4 and 2.7, an equivalent definition for f (A) is given as
where the inner matrix should be regarded three-dimensionally, with its elements being tube fibers (cf. Figure 2 .1(c)).
Block diagonalization and the discrete Fourier transform.
Per recommendations for tensor computations in [18, 19] , we can reduce the computational effort of computing f (A) * B by taking advantage of the fact that bcirc(A) can be block diagonalized by the discrete Fourier transform (DFT) along the tubal fibers of A. Let F p denote the DFT of size p × p. Then we have that
where D k are n × n matrices. Then by Theorem 1.5(iii),
3. Centrality and communicability of a third-order network. More precisely, we use the term network to denote an undirected, unweighted graph with n nodes. The graph, and by extension, the network, can be represented by its adjacency matrix A ∈ R n×n . The ijth entry of A is 1 if nodes i and j are connected, and 0 otherwise. As a rule, a node is not connected to itself, so A ii = 0. The centrality of the ith node is defined as exp(A) ii , while the communicability between nodes i and j is defined as exp(A) ij .
These notions can be extended to higher-order situations. Suppose we are concerned instead about triplets, instead of pairs, of nodes. Then it is possible to construct an adjacency tensor A, where a 1 at entry A ijk indicates that distinct nodes i, j, and k are connected and 0 otherwise. Alternatively, it is not hard to imagine a time-dependent network stored as a tensor, where each frontal face corresponds to a sampling of the network at discrete times. In either situation, we could compute the communicability of a triple as exp(A) ijk , where exp(A) is our tensor t-exponential. Centrality for a node i would thus be defined as exp(A) iii .
Computing the tensor t-function.
While the tensor t-function itself poses a number of interesting questions for multilinear algebra, we also want to demonstrate that this object has potential utility in real-life applications. We therefore need methods for approximating f (A) * B numerically. The t-eigendecomposition and t-Krylov methods of [18] are viable options, but a full eigendecomposition may be expensive to compute for large tensors, and crafting Krylov methods for tensor functions remains an open problem. A preliminary exploration indicates that the theory behind t-Krylov methods for f (A) * B would be analogous to the generalized block Krylov framework of [11] , in the sense that one has to think of third-order tensors as matrices over vectors in the same way that block matrices are treated in [11] as matrices over matrices. However, we can also simply use the block Krylov methods for matrix functions of [11] and the forthcoming thesis [23] , since f (A) * B effectively reduces to f (bcirc(A))unfold(B), which is a matrix function times a block vector.
4.1.
A generalized block Krylov framework. We recount here the comprehensive block framework from [11] and [23] . Let S ⊂ C s×s be a *-subalgebra with identity.
Definition 4.1. A mapping ·, · S from C n×s × C n×s to S is called a block inner product onto S if it satisfies the following conditions for all X, Y , Z ∈ C n×s and C ∈ S: There exist many choices for S, ·, · S , and N . We consider the classical and global choices:
R, where X = QR X F I s Algorithm 4.1 is the generalization of the Arnoldi procedure within this framework. We assume that Algorithm 4.1 runs to completion without breaking down, i.e., that we obtain
, and (ii) a block upper Hessenberg matrix H m ∈ S m×m and H m+1,m ∈ S, all satisfying the block Arnoldi relation
where
, and (H m ) ij = H ij . The paper [11] also establishes theory for a block full orthogonalization method for functions of matrices (B(FOM)
2 ) with restarts, given by Algorithm 4.2. A restarted block harmonic method for matrix functions like that of [10] is also possible; see the thesis [23] . The main idea is to replace H m . Analysis for this method is based on the techniques of [10, 11, 29, 30] and is contained in the thesis [23] . The B(FOM) for j = 1, . . . , k do 6:
Compute H k+1,k = N (W ) and V k+1 = W H 
m (z) 5: for k = 1, 2, . . ., until convergence do 
m (t) and replace C 4.2. The tensor t-exponential on a small third-order network. We take A ∈ C n×n×p to be a tensor whose p frontal faces are each adjacency matrices for an undirected, unweighted network. More specifically, the frontal faces of A are symmetric, and the entries are binary. The sparsity structure of this tensor is given in Figure 4 .1 for n = p = 50. Note that we must actually compute exp(A) * I = fold exp(bcirc(A)) E 1 (see Definition (2.8)). With n = p = 40, this leads to a 1600 × 1600 matrix function times a 1600 × 40 block vector. The sparsity patterns of bcirc(A) and bcirc(D), where D is determined by folding a block eigendecomposition of bcirc(A), are shown in Figure 4 .2. The block matrix bcirc(D) is determined by applying Matlab's fast Fourier transform to bcirc(A). Note that bcirc(A) is not symmetric, but it has a nice banded structure. It should also be noted that while the blocks of bcirc(D) appear to be structurally identical, they are not numerically equal. We compute exp(A) * I with the standard and harmonic versions of Algorithms 4.2, both with the classical and global block inner products. The convergence behavior of each version is displayed in Figure 4 .3. The restart cycle length is m = 15, and the error tolerance is 1e-12. Despite the pathological behavior known to occur with FOM-like methods acting on circulant-type matrices [28] , the BFOM methods do not suffer from the block circulant matrices here. In fact, the BFOM methods converge just as well as the block harmonic methods. The methods based on bcirc(D) (case (A)) are only a little less accurate than those based on bcirc(A) (case (B)), and they require the same number of iterations.
Conclusion.
The main purpose of this report is to establish a first notion for functions of multidimensional arrays. Our definition for the tensor t-function f (A) * B shows versatility and consistency, and our numerical results indicate that block Krylov methods can compute f (A) * B with few iterations and still achieve high accuracy. In particular, global B(FOM) 2 shows promise, since it is more accurate than the global harmonic method and requires the same number of iterations to converge as both classical methods, which are computationally more expensive per cycle. The second aim of this report is to invite fellow researchers to pursue the many open problems posed by this new definition and the concept of tensor functions. Key problems include finding applications for f (A) * B in real-life scenarios and comparing our definition of communicability for a third-order network to existing network analysis tools.
