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Environmental and measure implementation costs are two key factors to be considered by river man-
agers in decision making. To balance effects and costs of an action, practitioners can rely on diagnostic
analysis of presence/absence freshwater species distribution models (SDMs) trained to over- or under-
estimating species presence. Prevalence-adjusted model training aims to balance under- and over-
estimation depending on study objectives and training data characteristics. The objective of minimising
under- and overestimation is a typical example of multi-objective optimisation (MOO). The aim of this
paper is to address, for the ﬁrst time, the practice of MOO-based prevalence-adjusted SDM training for
freshwater decision management. In a numerical experiment, the use of Pareto-based MOO, speciﬁcally
the non-dominated sorting genetic algorithm II (NSGA-II), is compared to commonly-used single-
objective optimisation. SDMs for 11 pollution-sensitive freshwater macroinvertebrate species are trained
with a subset of the Limnodata, a large data set holding records in the Netherlands over 30 years at
20,000 locations. An increase of two to four times is observed for the ability to identify a large range
distribution of the solutions in the Pareto space, when using NSGA-II counter to repeated single-objective
optimisation, this by increasing the average runtime with only four percent for a single run. In addition,
the use of NSGA-II is found to be effective to identify reliable SDMs useful for diagnostic analysis. By
applying and comparing a broad range of MOO methodologies for prevalence-adjusted model training,
we believe a closer collaboration between model developers and freshwater managers can be facilitated
and environmental standard limits can be set on a more objective basis. In conclusion, the use of MOO for
prevalence-adjusted model training is assessed as a valuable tool to support river - and potentially all
environmental - decision making.
© 2019 Elsevier Ltd. All rights reserved.1. Introduction
Setting an environmental standard limit requires balancing
environmental and measure implementation costs. Freshwater
managers typically rely on the diagnostic analysis of presence/
absence species distribution models (SDMs) of freshwater species
to weight the effect and implementation costs of an action
(Strakosh et al., 2003). By analysing SDMs trained to overestimate
species presence, one can present an optimistic diagnostic,
lowering implementation costs, but increasing risks for deteriora-
tion of the freshwater ecosystems. In contrast, using SDMs trained
to underestimate species presence can be considered conservative,
potentially lowering environmental costs, while considerablyyn).increasing implementation costs (Gimeno et al., 2018).
Fitting models for freshwater species that approximate the
relation between presence/absence and the environment remains a
challenging practice in species distribution modelling (Gallardo
and Aldridge, 2018). Model ﬁtting involves, amongst other chal-
lenges, the formulation of an objective measure. The objective
measure quantiﬁes the distance between simulated and observed
species occurrence and is used by a training algorithm to identify
(near-)optimal models. Objective functions can be based on very
simple metrics - for example the number of correctly classiﬁed
instances - to complex ones, considering expert and ﬁeld knowl-
edge (Allouche et al., 2006; Bennetsen et al., 2016). A major chal-
lenge is to deal with a biased sample prevalence in the data, as this
often affects the reliability and ecological relevance of the gener-
ated models (Mouton et al., 2010).
When presence and absence data reﬂect respectively suitable and
non-suitable habitats, models trained with these data will likely
Table 1
Confusion matrix. TP is number of true positives, FP, false positives (overestimation,
commission errors), FN, false negatives (underestimation, omission errors), TN, true
negatives.
Observed
Presence Absence
Predicted
Presence TP (þDTP) FP (þDTN)
Absence FN (DTP) TN (DTN)
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developing amodelwith imbalanced data can lead to a biased insight
in the species' preference. For example, assume a species is difﬁcult to
observe, and it is often absent from suitable sites. Training a model
with these data can lead to a model that potentially underestimates
the ‘true’ habitat suitability. A solution to this issue is to inspect the
result of model training as a function of study objectives and sample
prevalence, i.e. prevalence-adjusted model training. In this practice,
one would train a model and inspect over- and underestimation for
an obtained set of optimalmodels as a function of the study objective
and sample prevalence, i.e.number of presence over the total number
of samples. Essentially, this is equal to optimising a model based on
two objectives, referred to asmulti-objective optimisation (MOO). By
using MOO for prevalence-adjusted SDM training, overall optimal
solutions in relation to degree of underestimation are inspected in
relation to degree of overestimation.
While many papers inspect the effect of SDM training with a
single objective, referred to as single-objective optimisation (SOO)
(Allouche et al., 2006; Mouton et al., 2010; Somodi et al., 2017),
current literature lacks on guidelines how to deal with this chal-
lenge in terms of two objectives (i.e.MOO). The aim of this paper is
to ﬁll this gap of knowledge and present MOO as a novel way to
perform and inspect prevalence-adjusted training of SDMs. Spe-
ciﬁcally for this paper, two main objectives are deﬁned. The ﬁrst
objective is to obtain a comprehensive insight in the state-of-the-
art of prevalence-adjusted model training and use of SOO and
MOO in species distribution modelling (section 2.1). The second
objective is to compare Pareto-based MOO to (constrained) SOO by
means of a numerical experiment. The theoretical background for
this experiment is explained in section 2.2. In the experiment, the
non-dominated sorting genetic algorithm (NSGA-II) (see section
3.1) is used to train SDMs for 11 macroinvertebrate species. The
Limnodata from the Netherlands, a data set containing more than
three million species records over 20,000 sampling locations
spread over 30 years (Knoben and van der Wal, 2015) are used to
develop the models (see section 3.2 and 3.3). The results of the
experiment are presented in section 4 and ﬁndings of the literature
study and experiment are discussed in section 5.
2. Prevalence-adjusted model training in species distribution
modelling
2.1. Current state
Currently, there are three ways to facilitate prevalence-adjusted
SDM training. A ﬁrst often-used approach is to train an SDM by
means of a single objective quantifying the pooled degree of correct
estimation of species presence and absence. These approaches
make use of a single measure, for example the number of correctly
classiﬁed instances, the true skill statistic (TSS), the Cohen's Kappa
or area under the receiver operator curve. After model training, an
optimal model is sought by adjusting the model threshold (or
intercept) discriminating between presence and absence (Jimenez-
Valverde and Lobo, 2007; Lawson et al., 2014). This ﬁrst approach
will be referred to as threshold-based SOO. Implicitly, this action is
equal to moving along a Pareto-curve deﬁned by commission and
omission errors. Omission and commission errors are deﬁned as
false negative (underestimation) or false positive (overestimation)
errors, respectively, see also Table 1. Although straightforward, this
approach provides no information about variability on the esti-
mated species response, i.e. no structurally different models are
obtained. As a consequence, this approach is not suited for decision
managers to analyse the change in estimated species response
caused by balancing commission and omission errors.
A second option is to deﬁne a single objective and add anyadditional objective as a constraint, i.e. constrained SOO (Ehrgott,
2005). In a number of genetic algorithm for rule-set prediction
(GARP) case studies, training is repeated a number of times and
models are selected based on predeﬁned constraints on the com-
mission and omission errors (Townsend Peterson et al., 2007; Qin
et al., 2015). Since GARP is a stochastic optimiser (i.e. genetic al-
gorithm), it is hypothesized that after a number of runs, a model
satisfying the constraints will be obtained. A commonly-used
alternative to the GARP approach is to repeat model training,
each with a different single objective measure or by bootstrapping
training data according to a selected prevalence (Allouche et al.,
2006; Mouton et al., 2010). The above-mentioned TSS, the
Cohen's Kappa or area under the receiver operator curve are ex-
amples of popular objective measures each weighting commission
and omission errors to a certain degree. Models with varying
commission and omission errors are obtained by using different
measures to repeat model training. Although useful, success of
training depends on a ﬁxed number of criteria or training samples,
ignoring other values for weighting under- and overestimation.
A third approach, aggregation, is very rarely used. In this
approach, weights are iteratively assigned to the sub-objectives and
models are repeatedly trained with an aggregated single objective,
i.e. aggregation-based MOO. Mouton et al. (2009) developed an
adjusted average deviation criterion based on aggregation to train
fuzzy SDMs for the spawning grayling in the Aare River
(Switzerland). A parameter a, ranging from zero to one, was deﬁned
to weight commission and omission errors. Training was repeated
with a consecutively increased a, starting from zero, ending with
one. The authors concluded that more reliable models are obtained
with the adjusted criterion because the optimised models describe
the trade-off between species under- and overestimation.
Aggregation is simple, yet by using this approach, the increase in
one objective can be compensated by a loss in another. As such, the
trade-off between both objectives can be masked by weighting.
Even more, weighting can be considered as subjective, and
repeating the training for each aggregation is computationally
inefﬁcient (Vrugt et al., 2006; Efstratiadis and Koutsoyiannis, 2010).
An alternative to aggregation-based MOO is Pareto-based MOO.
Pareto-based MOO methods make use of the concept of Pareto-
optimality by searching for the optimal solution to a Pareto front
during model training (Kaim et al., 2018). In this approach, the
decision maker deﬁnes a preference after the generation of the
Pareto set by choosing a limited number of solutions from the set.
Pareto-basedMOOmethods focus on the use of the identiﬁcation of
the optimal Pareto set. This allows to identify an ensemble of
equally performant, but structurally different models given the
objectives. An advantage over aggregation-based methods is their
computational efﬁciency. A disadvantage is that it can be difﬁcult to
identify the near-optimal solution to the Pareto front.
2.2. Prevalence-adjusted training as a multi-objective optimisation
problem
MOO identiﬁes trade-offs by optimising two or more objectives
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explicitly inspected considering the objectives at hand. Popular in
computer engineering, water resource management and environ-
mental modelling, MOO approaches have shown to deliver
increased insights in many problems, each characterized by their
own speciﬁc challenges (Eiben and Smith, 2015). The use of the
MOO framework to inspect prevalence-dependency in model
training of SDMs remains yet unexplored.
When considering a vector of objective functions JðsÞ to be
optimised, unconstrained MOO translates to:
max
s2U
JðsÞ ¼ max½J1ðsÞ; J2ðsÞ; ::; JzðsÞ (1)
with U the space of all possible solutions (models) s that compute J
and z being the number of objectives.With respect to SDM training,
a single objective measure is typically used. A large share of SDM
literature has focussed on the effects of the objective measure on
model training (key references being Manel et al. (2001); Allouche
et al. (2006) and Mouton et al. (2010)). Generally, the TSS ([-1,1]) is
identiﬁed as the most appropriate single objective measure to train
SDMs and inspect prevalence-dependency (Fukuda and De Baets,
2016; Somodi et al., 2017):
TSS¼ Snþ Sp 1 (2)
with Sn, being the sensitivity, and Sp, the speciﬁcity. These mea-
sures quantify the degree of correct estimation of species presence
and absence, respectively (Mouton et al., 2010):
Sn ¼ TP
TP þ FN
Sp ¼ TN
TN þ FP (3)
with TP being the number of true positives, FP the number of false
positives, FN the number of false negatives, and TN the number of
true negatives. In Table 1, one can ﬁnd the confusion matrix
deﬁning TP, FP, FN and TN. It is important to note that an increase in
Sn (DSn) will be coupled to a decrease in Sp (-DSp) because
ecological data are very rarely linearly separable. For example, an
increase in TP with DTP will induce an increase in Sn (¼
TPþDTP
TPþFN -
TP
TPþFN ¼ DTPTPþFN). In case data are not linearly separable, this
will induce aDTN and decrease in Sp (TNDTNTNþFP -
TN
TNþFP ¼ DTNTNþFP). In case
data are linearly separable, a DTP would induce a DTN of zero. From
this, it follows that training Sn and Sp involves training of two
conﬂicting measures. Next, it is expected that DTN and DTP on the
estimated Pareto-optimal curve are linearly related as the model
exists out of a set of piecewise functions with one optimum for
every decision variable (see section 3.2). It is important to note that
minimising commission FP and omission FN errors is equal to
maximising Sp and Sn, respectively.
Standard practice in SDM training is to use one sole measure,
assigning a weight to omission and commission errors each in their
unique way. After model training, commission and omission errors
are compared with a priori set threshold, and training is repeated
until the threshold is satisﬁed. As indicated in section 2.1, this
approach is categorized under constrained SOO. A disadvantage of
this approach is the iterative component. In addition, mostly non-
stochastic optimisers are used (Elith and Graham, 2009) leading
to a single optimal model. In these cases, users typically selects one
measure to train their SDM and depending on the results, retrain it
with another measure. In rare cases, an ad-how pooled measure is
deﬁned (Mouton et al., 2009; Mu~noz-Mas et al., 2017). The risk ofusing these predeﬁned measures is bias induction in training. A
way to copewith this issue is to separate the components deﬁning a
good estimation of species presence and absence, and train them
simultaneously (see equation (1)):
max
s2U
JðsÞ¼max½J1ðsÞ; J2ðsÞ ¼ max½SnðsÞ; SpðsÞ (4)
All models sopt form an estimated Pareto optimal set (Popt). A set
of models s is said to be Pareto optimal if (and only if) there is no
other set of models s* for which Jðs*Þ> JðsÞ:
Popt ¼ fs2Ujes*2U : Jðs*Þ> JðsÞg (5)
One way to classify methods as SOO or MOO is to identify
whether a single objective measure is used to train the model.
Standard practice in SDM training is to select a single objective
measure available in literature (Fig. 1, left part of ﬂow chart). In
Fig. 1, the different colours present structurally different models in
terms of habitat suitability to an environmental gradient (see
lower plots). These different models are positioned within the
Pareto space deﬁned by Sn and Sp (see example Pareto plots A, B, C
and D) and are assumed to be form a (near-)optimal solution to the
Pareto front. Depending on whether structurally different models
are required by the end-user, one can choose to vary the threshold
classifying species occurrence (threshold-based SOO, A) or retrain
the model (with a different objective) so to obtain different models
sopt (constrained SOO). In the ﬁrst case (A), the obtained ensemble
of models rely on the same model structure. In the second case (B),
one risks to only identify near-optimal solutions in a speciﬁc part
of the Pareto space. An alternative to using predeﬁned single
objective criteria is to iteratively deﬁne and maximise an objective
measure J by weighting Sn and Sp (C) or to deﬁne a vector of ob-
jectives J (¼{Sn,Sp}) that have to be maximised in a limited
number of training cycle (D) (Fig. 1, right part of ﬂow chart). The
choice between aggregation-based and Pareto-based training de-
pends on whether a limited number of training instances can be
run (respectively no and yes). The optimisation is conditioned in a
way that models stimulated to over- (and under-)estimate are
coupled to a species response over a broader (or narrower) envi-
ronmental range (Fig. 1, lower three plots). In these plots, the
species response (habitat suitability index2 [0,1]) as a function of
one environmental gradient, in casu river water dissolved oxygen,
is shown. The dotted line represent the limit a decision makers
would identify as a lower environmental limit for dissolved oxy-
gen. In this case, decision makers can balance measure imple-
mentation efforts and environmental protection by inspecting
models with a narrower and broader environmental range,
respectively shown in the lower right (orange) and lower left panel
(green).
Another way to classify methods as either SOO and MOO for
prevalence-adjusted model training is to identify how model se-
lection is positioned in the model development workﬂow. In the
case of MOO, model training is followed by model selection, based
on expert knowledge of end-users; for SOO,model selection is done
during model training, based on partial results and an iterative
selection process.3. Methodology
3.1. The non-dominated sorting genetic algorithm II
A Pareto-based MOO method, speciﬁcally the NSGA-II approach
of Deb et al. (2002) is implemented and compared to a (con-
strained) SOO approach to test the ability to identify a near-optimal
solution to the Pareto front. NSGA-II is a fast and elitist multi-
Fig. 1. Overview of possible methods for prevalence-adjusted model training. Methods are classiﬁed in SOO and MOO by whether or not ﬁxed single-objective criteria such as
Cohen's Kappa or TSS are chosen as objective functions. The use of threshold-based SOO leads to identiﬁcation of a number of models with the same - except for the threshold
classifying species occurrence - model structure enclosing a trade-off between over- and underestimation (panel A, blue models). Constrained SOO leads to structurally different
models, yet likely in a limited part of the Pareto optimal front (B). The use of aggregation- and Pareto-based optimisation leads to structurally different models enclosing the
complete trade-off. The lower panel shows the added value of balancing omission and commission errors for setting of environmental limits. In this panel, one can ﬁnd three
examples of model solutions s. The colours of the models refer to the ones in found in the Pareto plots in A, B, C and D. The dotted line presents an example of an environmental
limit set based on the optimal range of species habitat. In the lower left ﬁgure (green model), this limit is characterized by a low dissolved oxygen concentration, limiting
implementation costs coupled to organic matter reduction, but potentially increasing environmental costs. In contrast, implementation costs can considerable when using the
orange model, enabling a strong conservation of the river ecosystem. (For interpretation of the references to colour in this ﬁgure legend, the reader is referred to the Web version of
this article.)
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candidate solutions to a Pareto front deﬁned by a set of objectives.
Genetic algorithms make use of concepts observed in natural
evolution, such as mutation, crossover and selection to ﬁnd (near-)
optimal solutions to the Pareto curve. The solutions to an MOO
problem are encoded in chromosomes. The algorithm assigns
ﬁtness values to these chromosomes based on a non-dominated
sorting approach. Non-dominated solutions are equally valued
solutions to a Pareto front. The non-dominated sorting approach
aims to preserve diversity among the non-dominated solutions,
making use of crowding distance. The crowding distance is a
measure of solution density that is used in the selection operator:
the less close a solution is to another solution, the higher the
chance for selection. NSGA-II is chosen as it is a fairly easy to
comprehend Pareto-based MOO algorithm. In addition, it has
proven to be an adequate algorithm to solve MOO problems, also in
water resource management (e.g. Dotto et al. (2012) and Gimeno
et al. (2018)). It is important to note that other algorithms are
available, such as decomposition-based or aggregation-based MOO
algorithms. The use of NSGA-II will be compared to these other
algorithms in section 5.1. A detailed explanation of how the NSGA-II
algorithm works and how it is implemented can be found in sup-
portive information 1. In the next section, it is explained how the
solutions s are implemented in the chromosomes’ genome, and
which model structures lie at the basis for generating these
solutions.3.2. Model structure and chromosome encoding
In this section, it is explained how the solutions s are imple-
mented in the chromosomes of NSGA-II. In addition, the model
structure of the SDMs, generating the solutions s, is formulated.
SDMs are developed for 11 macroinvertebrate species. In this
research, macroinvertebrates are selected as the group of target
species as their different response to environmental pressures is
typically analysed to support freshwater decision management
(Lock et al., 2011). The SDMs are developed based on the conceptual
model presented by Guisan and Rahbek (2011) and Bennetsen et al.
(2016). In the remainder of this section, the model formulation is
shortly summarized. The habitat suitability index (HSI) is used as a
measure to express the suitability of the habitat shaped by abiotic
conditions:
HSIk ¼
Ym
j¼1SI

xjk
1=m
(6)
with HSIk being the habitat suitability index of the data point k
(total of n data points). SI(xjk) is the suitability index calculated by
applying the species response curve for the input value of record k
for variable j (total of m variables) (see equation (7)). The SI is
calculated by taking the logit of a linear function (Brewer et al.
(2016) and Fig. 2):
Fig. 2. An example of a species response curve (suitability as a function of values for a
gradient X1). A non-symmetric piece-wise function that describes a plateau (optimum)
and a logistic increasing and decreasing function. Four parameters deﬁne the response
curve which allows to ﬁt various types of distributions with different degrees of
skewness and kurtosis.
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
xjk

¼
8>>>>>>>>>><
>>>>>>>>>>:
0 if xjk < q1
2
1þ exp

 p1xjk  p2
 if xjk2
h
q1; q2
h
1 if xjk2½q2; q3
2
1þ exp

 p3xjk  p4
 if xjk2
i
q3; q4
i
0 if q4 < x
j
k
(7)
with
p1 ¼
logðð2 εÞ=ðεÞÞ
q2  q1
p2 ¼
logðð2 εÞ=ðεÞÞ
q3  q4
p3¼  p1q2
p4¼  p2q3
The values for p are found by assuming the curve is bound by
four parameters q. The parameters q2 and q3 describe the optimal
range (SI¼ 1). Parameters q1 and q4 describe the suboptimal con-
ditions and the total range. ε Is the minimal possible SI in the range
and is set to 0.01. Smaller values for ε are considered, yet these did
not considerably affect the shape of the logistic curves. This type of
piece-wise curve is considered as a good option to describe dis-
tributions of species responses observed in many training data
(Brewer et al., 2016). It is important to note that other shapes can be
assumed, depending on the ecological reasoning used for the study.
A simple practice to encode the solutions s in the chromosomes'
genome is to consider a ﬁxed chromosome length. For example, the
encoding for input variable selection is done by assigning a zero or
one for, respectively, an exclusion and inclusion of the input vari-
able. In case of two variables being implemented in the chromo-
somes’ genome, three solutions can be obtained:U ¼
2
664
0;1
1;1
1;0
3
775 (8)
In this study, the aim is to implement parameter values, and in-
or exclusion of input variables. Since speciﬁc parameters are
coupled to speciﬁc input variables, a variable length encoding
(Gobeyn and Goethals, 2018) is used. In variable length encoding,
the genome is programmed as a list of lists, where a second order
list composed out of four continuous values (q) is deﬁned when a
bit of the ﬁrst order string has the value of one. In an example for
two variables, the solution space is deﬁned by:
U ¼
2
664
0; qvariable 2
qvariable 1; qvariable 2
qvariable 1;0
3
775 (9)
It is important to note that the values in q are encoded as
continuous values. Thus the size of U will vary according to the
number of computational bytes used to implement a continuous
value. In supportive information 1, an in-depth explanation of the
encoding is provided, along with the implemented crossover and
mutation operators.3.3. Training data: Limnodata
The LimnologyNeerlandica (Limnodata) data set (Knoben and van
derWal (2015) and http://www.stowa.nl/) is used to obtain a one-on-
one, in time and space, coupled data set on the freshwater species-
environment relation (supportive information 2). In total, the data
set contains over three million records covering 30 years over more
than 20,000 sampling locations. From this data set, all Ephemer-
optera, Plecoptera, and Trichoptera (EPT) macroinvertebrate species
are extracted because these species are sensitive to pollutants in the
streamenvironment (Verberk et al., 2012). Biological and abiotic data
are processed, and 11 EPT macroinvertebrate species are selected
(based onnumber of occurrence greater than30). The Limnodatawas
selected because it is the largest opendata set available in Europe (see
https://doi.org/10.15468/ennulm) that contains one-on-one coupled
biological and physico-chemical data. In addition, the Limnodata are
one of the only data sets containing data on a species resolution,
making the analysis of species response curves robust. Another key
question for an efﬁcientmodel development and application is ‘what
to include in SDMs?’ Depending on available staff, budget, and time
frame, efforts can be categorized in four elements: the selection of
input variables, parameters, processes, and output variables
(Goethals et al., 2018). Concerning relevance of input and output
variables, an advantage of the Limnodata is that both species and
physico-chemical data are collected in a standardizedmanner, which
is ofmajor importance formodel development (Everaert et al., 2014).
This long history of standardized sampling in the Netherlands in-
creases the change for having more records of species sampled in
extreme conditions (e.g. very low oxygen concentration). In addition,
the distribution of the input features available in the Limnodata will
be quasi-similar compared to other studies, i.e. positively skewed for
pollutants (Bennetsen et al., 2016). Even more, sample prevalence of
the species are comparable to those reported in other studies (for
example lowprevalence in case of Baetidae). Finally, the format of the
data set complies to the standards set by the European Water
Framework Directive. Consequently, the trained models are poten-
tially highly relevant for river management in the Netherlands. For
details about howdata exploration and cleansingwasperformed, one
is referred to supportive information 2.
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4.1. Multi-versus single-objective optimisation
In this section, the MOO approach is compared to a (con-
strained) SOO approach. Sensitivity and speciﬁcity are optimised in
case of MOOwhile the TSS is used as objective function for the SOO.
To perform MOO, NSGA-II is employed, whereas for SOO, a tour-
nament selection based on one ﬁtness function (no non-dominated
sorting) is used, as implemented in simple genetic algorithms. The
mutation and crossover operators are equal. A threshold of 0.5 is
selected to avoid that different values for classiﬁcation are obtained
by varying the threshold. The threshold maximising the TSS could
also be selected. However, this would lead to balancing sensitivity
and speciﬁcity by means of changing a threshold. In this paper, the
aim to identify alternative structures for the SDMs, and not
thresholds classifying occurrence from suitability (see threshold-
based SOO, section 2.1). In addition, the threshold of 0.5 has been
assessed as adequate to classify occurrence when using the geo-
metric mean for the model structure (Fukuda et al. (2011) and
equation (6)). Training is repeated a number of times to track the
difference in behaviour between SOO and MOO. This way, the SOO
approach is comparable to the repeated training methodology used
in GARP (constrained SOO, see section 2.1).
The hypervolume (HV) indicator (Zitzler and Thiele, 1999) is
calculated to obtain an indication about average of and variability
on NSGA-II peformance. This indicator estimates the portion of the
objective space which is dominated by a model set sopt . The indi-
cator accounts for diversity and convergence of the estimated so-
lutions (Elarbi et al., 2017). Higher values indicate a better result.
For the calculation, the (0,0) point was selected as a reference point
(Cao et al., 2015). To obtain an indication about the range of the
solutions’ distribution in the Pareto space obtained with SOO and
MOO, the maximum of the euclidean distance d between every two
points in the Pareto space is computed. The distance values are
normalized by the maximum possible distance between two points
in the Pareto space, being equal to
ﬃﬃﬃ
2
p
. With this indicator, anTable 2
Overview of hypervolume indicator HV and normalized maximum Euclidean distance d.
Hypervolume HV Normalized maximu
m s 5 runs
MOO* MOO S
Anabolia
nervosa 0.68 0.05 0.82 0
Athripsodes
aterrimus 0.67 0.04 0.87 0
Baetis
rhodani 0.91 0.02 0.64 0
Baetis
vernus 0.69 0.05 0.75 0
Caenis
horaria 0.68 0.03 0.99 0
Caenis
luctuosa 0.73 0.04 0.74 0
Cloeon
dipterum 0.57 0.04 0.93 0
Cyrnus
ﬂavidus 0.81 0.05 0.78 0
Hydropsyche
angustipennis 0.67 0.05 0.72 0
Limnephilus
lunatus 0.71 0.05 0.84 0
Triaenodes
bicolor 0.61 0.05 0.90 0
m 0.7 0.04 0.82 0ensemble of models describing the whole range of over- and un-
derestimation is assigned a value of one. In Table 2, the mean and
standard deviation on HV are shown, for each species. In addition,
d is tabulated for 5, 25 and 100 repeated training cycles of SOO and
MOO.
The results for the multi- and single-objective optimisation of
SDMs for Cloeon dipterum are shown in Fig. 3, respectively in the
left and right panels. Results are shown for ﬁve (upper), 25 (middle)
and 100 (lower panels) training cycles using the same training data.
NSGA-II is able to identify different trade-offs between sensitivity
and speciﬁcity. In addition, NSGA-II is assessed as superior to the
SOO approach in identifying this trade-off. By repeating the anal-
ysis ﬁve times, the multi-objective approach is able to delineate a
set of models enclosing a trade-off between of Sn and Sp values.
This is also observed in the maximum distance d being close to one
(Table 2). In contrast, the single-objective approach identiﬁes in ﬁve
runs a number of models in a limited area of the sensitivity-
speciﬁcity space (upper right panel, d¼ 0.31). A similar pattern is
observed when the training is repeated 25 times. For the MOO
approach, a large number of solutions are found in the upper left
corner of the Pareto space (middle left panel). This observation is
conﬁrmed for 100 training cycles (the lower left panel). It is
concluded that for Cloen dipterum, training with MOO results in a
set of a solutions within a broad range of the Pareto space, while
training with SOO leads a narrower range, even when training is
repeated many times.
When usingMOO instead of SOO, d converges faster to a value of
one with an increased number of training cycles. After ﬁve training
cycles, distance d is higher than 0.7 in 10 of the 11 cases when using
MOO. When using SOO, a value of 0.5 or higher is obtained for only
two cases, after 100 repeated training instances. Visual inspection
of the results for the other species (shown in supportive informa-
tion 3) conﬁrm this pattern. After ﬁve repeated runs, the range of
distribution (quantiﬁed by d) is estimated approximately four times
larger for MOO (mðdÞ ¼ 0.82) compared to SOO (0.18). After 100
training cycles this value decreases to approximately three (0.97
versus 0.35) and twowhen compared to ﬁve training cycles of MOOIn the last row, one can ﬁnd the mean of HV and d over all species.
m Euclidean distance d
25 runs 100 runs
OO MOO SOO MOO SOO
.19 0.96 0.20 0.99 0.23
.20 0.88 0.27 0.97 0.43
.03 0.92 0.15 0.95 0.16
.05 0.87 0.09 0.96 0.28
.16 0.99 0.19 1.00 0.25
.09 0.91 0.17 0.98 0.24
.31 1.00 0.50 1.00 0.50
.22 0.99 0.22 0.99 0.31
.07 0.90 0.19 0.90 0.39
.42 0.99 0.46 0.99 0.53
.26 0.93 0.40 0.98 0.51
.18 0.94 0.26 0.97 0.35
Fig. 3. Comparison between multi- (left panels) and single-objective (right panels) optimisation for Cloeon dipterum (prevalence: 45%). Each row shows the (near-) optimal sets for a
number of repeated training cycles with the same data sample. In addition, isolines are shown for a TSS value of 0 (dotted), 0.3 (dashed) and 0.6 (solid). The normalized density is
given from yellow (lowest density) to blue (maximum density). The density is normalized for each plot individually. (For interpretation of the references to colour in this ﬁgure
legend, the reader is referred to the Web version of this article.)
S. Gobeyn, P.L.M. Goethals / Water Research 163 (2019) 114863 7(0.82 versus 0.35). It shows that repeated SOO training with a
stochastic optimiser results in solutions positioned within a limited
range of the (near-)optimal Pareto front. When inspecting the
optimal solutions, it is observed that the pooled accuracy
(expressed in TSS) obtained with single optimisation is in some
cases a bit higher than the one obtained with MOO. This can be
observed in Fig. 4 (lower panels) when comparing the points close
to the TSS isoline of 0.6. The average HV varies over the different
species, being the highest for Baetis rhodani and lowest for Cloeon
dipterum. Most values for the average HV are within the boundary
of 0.6 and 0.8. The variability of HV over the different species iscomparable.
For the species Anabolia nervosa, it is difﬁcult for the single- and
multi-objective approach to identify solutions that estimate species
presence very well (see Fig. 4). After ﬁve training cycles, the MOO
approach is not able to identify models with a sensitivity higher
than ±0.9. For the SOO case, no models have a sensitivity above
±0.75. After 25 cycles, the multi-objective approach is able to
identify a number of models estimating species presence well.
Similarly as for ﬁve training cycles, the SOO approach is not able to
identify models with a high sensitivity in case of 25 and even a 100
training cycles.
Fig. 4. Comparison of multi- (left panels) to single-objective (right panels) optimisation for Anabolia nervosa (prevalence: 11%). Each row shows the (near-)optimal results for a
number of repeated training cycles on the same data sample. In addition, isolines are shown for a TSS value of 0 (dotted), 0.3 (dashed) and 0.6 (solid). The normalized density is
given from yellow (lowest density) to blue (maximum density). The density is normalized for each plot individually. (For interpretation of the references to colour in this ﬁgure
legend, the reader is referred to the Web version of this article.)
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that predict absence very well, but presence poorly (Figs. 3 and 4,
and supportive information 3). This implies that solutions with a
higher speciﬁcity, i.e. correct estimation of absence, are more easily
found than solutions with a high sensitivity. When inspecting the
model formulation, with the geometric mean as aggregation
function, one would expect that ‘ﬁltering’ gets a higher weight. In
other words, if the range of one species response curves is narrow
then this will lead to a higher chance for absence, especially for a
large number of input variables. In conclusion, the multi-objective
approach is able to identify a set of SDMs presenting a trade-off
between sensitivity and speciﬁcity. Yet, there is a strong biaspresent towards identifyingmodels with a high speciﬁcity. The SOO
approach is less efﬁcient in identifying this trade-off. However, it is
able to identify models with a slightly higher TSS when compared
to the MOO approach.
4.2. Ecological relevance
The estimated species response curves found with the NSGA-II
approach for Baetis rhodani (A) and Cyrnus ﬂavidus (B) are shown
in Fig. 5. To obtain these results, the experiment presented in sec-
tion 4.1 is repeated, but now with bootstrap samples of the training
data. Bootstrap sampling is used to obtain an insight in the
Fig. 5. Summary of structure of identiﬁed SDMs for Baetis rhodani (A) and Cyrnus ﬂavidus (B). The ‘average’ species response curves from the best 10% models (based on TSS) are
shownwith the black solid line. Models with a higher sensitivity (speciﬁcity) than speciﬁcity (sensitivity) are shown in orange (blue). An average response is computed by taken the
median response. The support (%) shows the number of times a variable is included in the subset of models. In addition, the median model complexity (m) is indicated between
brackets in the legend. Only species response curves are shown for variables with a support higher than 25%. (For interpretation of the references to colour in this ﬁgure legend, the
reader is referred to the Web version of this article.)
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Fig. 5). An ‘average’ species response curve of the best 10% models
(based on TSS) is shown with the black solid line. An average
response curve computed from models with a high speciﬁcity and
sensitivity are shown in blue and orange, respectively. In this text,
SDMs with Sn> Sp (Sp> Sn) are named sensitivity (speciﬁcity)
models. For the three classes of models, an average response is
computed by taken the median response. The support (%) shows
the number of times a variable is included in the subset of models.
Only species response curves are shown for variables with a sup-
port higher than 25%. In addition, the median model complexity
(m), expressed as the number of parameters, is indicated between
brackets in the legend.
SDMs located in different areas of the Pareto space have a
different model structure. For Baetis rhodani (panel A, Fig. 5), the
response curves of sensitivity models describe on average a larger
range than speciﬁcity models (see Transparency, dissolved oxygyen
(DO) and nitrite (NO2eN)). In addition, less variables are selected as
explanatory when comparing the sensitivity to the speciﬁcity
models (an average of four variables¼ number of parameters
divided by four). Similar conclusions are drawn for Cyrnus ﬂavidus
(Fig. 5, panel B). The (sub-)optimal range of the response curves isbroader for a number of variables. In addition, model complexity is
on average lower for sensitivity SDMs. Similar patterns are
observed for other species in supportive information 4. The average
species response curves comply with the model assumptions made
in the conceptual model, i.e. they have a clear optimum and can be
asymmetric. Some ill-deﬁned average curves are identiﬁed (see
Transparency and sulfate (SO4)). However, note that these ill-
deﬁned curves are a result of computing a median response from
all curves. As such, it shows that the optimum of the identiﬁed
curves varies in the domain of possible values.
In order to check agreement of the results with ecological
knowledge, the model structures are compared with the environ-
mental and habitat preference data set published by Verberk et al.
(2012). The preference towards saproby, eutrophy and acidity are
extracted because they express preference towards oxygen (sap-
roby), organic carbon (saproby), nutrient (eutrophy, saproby) con-
centrations and pH (acidity) (Table 3). These preferences are fuzzy
coded, adding up to ten and indicate a degree of membership to a
speciﬁc class. This information is derived from expert knowledge.
For example, for the species Baetis rhodani, the preference for
eutrophic conditions is expressed in a very high value (9). This
indicates that the species has a very high preference for these
Table 3
Environmental and habitat preferences for the 11 species subject to this research (data set of Verberk et al. (2012)). The preference for saproby, eutrophy and acidity are
extracted from this data set. These preferences are fuzzy coded, adding up to ten and indicating a degree of afﬁnity/preference for a class. Oligotrophic: < 0.5mgN L1 and
<0.01mg P L1, meso-oligotrophic: 0.5e1.0mgN L1 and 0.01e0.02mg P L1, mesotrophic: 1e1.6mgN L1 and 0.02e0.05mg P L1, meso-eutrophic: 1.6e2.2mgN L1 and
0.05e0.15mg P L1, eutrophic: > 2.2mgN L1 and >0.15mg P L1. Oligosaprobe: < 0.1mg NH4 L1 and >8mg O2 L1 and <1mg BZV L1, B-mesosaprobe: 0.1e0.5mg NH4 L1
and 6e8mg O2 L1 and 1e5mg BZV L1, A-mesosaprobe: 0.5e4mg NH4 L1 and 2e6mg O2 L1 and 5e13mg BZV L1, polysaprobe: > 4mg NH4 L1 < 2mg O2 L1 and >13mg
BZV L1. Acid: < 5, slightly acid: 4.5e6.5, neutral: 6e7.5, basic: > 7.
Anabolia Athripsodes Baetis Baetis Caenis Caenis Cloeon Cyrnus Hydropsyche Limnephilus Triaenodes
nervosa aterrimus rhodani vernus horaria luctuosa dipterum ﬂavidus angustipennis lunatus bicolor
saproby oligosaprobe 1.0 0.91 2.0 1.82 1.0 1.0 1.0 3.0 1.0 3.0 1.0
B-mesosaprobe 6.0 4.55 6.0 3.64 6.0 6.0 4.0 4.0 5.0 4.0 5.0
A-mesosaprobe 3.0 3.64 2.0 4.54 3.0 3.0 4.0 3.0 4.0 3.0 4.0
polysaprobe 0.0 0.9 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0
eutrofy oligotrophic 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
meso-oligotrophic 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
mesotrophic 2.0 2.0 0.0 0.0 2.0 3.0 2.0 2.0 0.0 3.0 2.0
meso-eutrophic 4.0 4.0 1.0 1.0 4.0 4.0 4.0 4.0 1.0 4.0 4.0
eutrophic 4.0 4.0 9.0 9.0 4.0 3.0 4.0 4.0 9.0 3.0 4.0
acidity acid 1.0 1.0 2.0 1.0 1.0 1.0 3.0 1.0 1.0 2.5 0.0
slightly acid 1.0 2.0 3.0 1.0 2.0 2.0 3.0 2.0 2.0 2.5 0.0
neutral 4.0 4.0 3.0 4.0 4.0 4.0 2.0 4.0 4.0 2.5 5.0
basic 4.0 3.0 2.0 4.0 3.0 3.0 2.0 3.0 3.0 2.5 5.0
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as the values are spread over the mesotrophic, meso-eutrophic and
eutrophic class. The species has a preference for eutrophic condi-
tions, yet less speciﬁc, in contrast to Baetis rhodani. Note that for
this analysis, the 10% best models, based on TSS, are used to
interpret the results.
A number of identiﬁed models show compliance with the
extracted information. Dissolved oxygen is estimated to be an
important variable (based on support) steering species occurrence
(eight out of 11 SDMs have a support above 50%, see supportive
information 4, black bar graphs). In addition, the estimated re-
sponses show that oxygen levels for the species should generally be
higher than 3mg O2 L1 (see for example Fig. 5). This resembles to
the observation in Table 3 that most species are identiﬁed as beta or
alpha mesosaprobe species (DO resp.2 [6e8] and [2e6] mg O2
L1). The preference for saproby indicates that the species Cyrnus
ﬂavidus also has a preference for oligosaprobic conditions (mem-
bership¼ 3 oligosaprobe, DO> 8mg O2 L1, BOD< 1mg O2 L1).
This preference is conﬁrmed by a high support and a rather narrow
optimal range observed for the variable BOD5 (<1mg O2 L1) (Fig. 5,
B). However, this preference is not reﬂected in DO since the lower
boundary is deﬁned at approximately 2e4mg O2 L1, which is
lower than 8mg O2 L1. Here, it is important to note that the
support for dissolved oxygen for Cyrnus ﬂavidus is relatively low
(i.e.± 40%). In addition, species Limnephilus lunatus also has a
preference towards oligosaprobic conditions and this is reﬂected in
the response curve for dissolved oxygen (>7mg O2 L1, see sup-
portive information 4).
The variable pH generally has a high support (10 of the 11
species have a support for pH above 50%, see supportive informa-
tion 4). The range for transparency for the species Baetis rhodani
(Fig. 5) is limited to a range characterized by low transparency
(support± 90%). When inspecting Table 3, one observes that this
species has a speciﬁc preference for eutrophic conditions charac-
terized by high nutrient concentrations (2.2mgN L1 and
0.15mg P L1). Therefore, the assumption is made that the pref-
erence for eutrophic conditions is reﬂected in the variable trans-
parency. In order to investigate this link, the median total nitrogen
and phosphorus for lower (0.5m) and higher (>0.5m) trans-
parencies are compared with the Mood's median test. The test
shows that total nitrogen and phosphorus concentrations are on
average (expressed in median) signiﬁcantly higher for low than for
high transparencies (resp. p-value 5.7 1048 and 1.9 1046, 5%signiﬁcance). This link between eutrophication and transparency
could thus be explained by the observed preference for low
transparencies of the species Baetis rhodani. In contrast, this
assumption is not conﬁrmed by looking at individual components
reﬂecting nutrient enrichment (P- and N-variables). When
inspecting the species Baetis vernus and Hydropsyche angustipennis
(supportive information 4), one can draw similar conclusions as for
Baetis rhodani. In conclusion, the above results show that the data-
driven SDMs are in line with ecological knowledge. However, it is
not possible to clearly link each preference with all obtained spe-
cies response curves and model structures.
5. Discussion
5.1. Pareto-based MOO with NSGA-II
The aim of this paper is to present and use MOO as a novel way
to perform prevalence-adjusted SDM training. To this end, NSGA-II,
a Pareto-based method is used to quantify differences with a SOO
method. In this experiment, the SOO method relates to the meth-
odology used in many GARP papers. The use of NSGA-II for
prevalence-adjusted training is assessed to be more effective than
the use of SOO because the aims of using NSGA-II (MOO in general)
better comply with the aims of using prevalence-adjusted model
training: provide a full overview of structurally different models
equally valued in the Pareto space deﬁned by over- and underes-
timation. From section 4.1, it is shown that SOO can comply with
these aims, yet it is assessed as less efﬁcient and tractable. Another
key element to assess MOO as more effective is the selection of the
best model options. For MOO, these are selected after model
training by end-users, allowing them to focus on the diagnostic
analysis of the obtained model structure. In contrast, model se-
lection with SOO is based on partial results and iterative model
training. This requires end-users to be sufﬁciently aware of training
options and inﬂuence of speciﬁc objective measures in order to
steer model selection. With respect to NSGA-II, it is observed in this
study that the method was biased towards identifying models with
a high speciﬁcity. In addition, the MOO approach was able to
identify less accurate SDMs in term of TSS than SOO. The differences
between the ﬁtness assignment and chromosome selection pro-
cedure in NSGA-II and the SOO method explain the lower accuracy
obtained with NSGA-II. The remained of this section explains why
this bias is observed, and what mechanisms lead to a lower
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The solutions in the Pareto space showed to be biased towards
the correct estimation of species absence. To inspect if there is a link
with sample prevalence, the sensitivity and speciﬁcity of the SDMs
were inspected as a function of the prevalence (results not shown
here). A declining trend of the mean sensitivity and speciﬁcity with
increasing sample prevalence was delineated. The mean speciﬁcity
was higher than sensitivity, suggesting that patterns are more
noticeable present in the absence than in the presence data.
Furthermore, the difference between mean sensitivity and speci-
ﬁcity became smaller with increasing prevalence. This would sug-
gest there is an effect of prevalence in the way the algorithm
exploits areas in the search space which offer less resistance. This
bias can be explained by dominance resistant solutions which are
solutions with a near-optimal value in one or more objective(s), but
a poor value in the remaining objective(s). These solutions are
identiﬁed as non-dominant far from the optimum in the Pareto
space (here the 1-1 point) and grow with the number of objectives.
Since they are identiﬁed as non-dominant in the ﬁrst front, these
solutions can cause a bias in the identiﬁed ﬁnal front (Jaimes and
Coello Coello, 2015). A potential solution to this issue is to use
users' preference to bias search to speciﬁc regions in Pareto space
(Fernandez et al., 2019). With respect to NSGA-II, a modiﬁed
ﬁtness-sharing mechanism has been developed by Deb (2011) to
obtain Pareto-optimal solutions in a desired region. Also for novel
Pareto-based methods, such as decomposition-based algorithms,
user preference has been integrated in the algorithms’ search
mechanism (Li et al., 2017; Mohammadi et al., 2012). For river
management, a step forward in combining modellers and decision
managers their expertise is to deﬁne the position and range of this
preference (Guisan et al., 2013).
The NSGA-II implementation for the MOO is assessed as fairly
efﬁcient in simultaneously optimising sensitivity and speciﬁcity.
NSGA-II is a long established algorithm with a number of advan-
tages: it is robust, it is easy to comprehend and it requires little
computational resources (Zambrano-vega et al., 2016; Cui et al.,
2017). However, the performance of the approach is potentially
less satisfying for difﬁcult or more complex problems (Deb and Jain,
2013; Reed et al., 2013; Jaimes and Coello Coello, 2015). In this
study, the approach was used to balance two objectives, and
therefore the NSGA-II is assessed as effective. Yet, it is important to
mention that both effectiveness and efﬁciency of NSGA-II can
enhanced by considering alternatives such as an improved non-
dominated sorting method (Tian et al., 2017). Two notable disad-
vantages of using NSGA-II are the risk of losing the best solutions
during optimisation, and the possibility of premature convergence.
The ﬁrst limitation is caused by using the crowding distance in the
tournament selection operator. Although this approach is used to
provide a good diversity amongst solutions, it can exclude well-
performing solutions from dense areas (Cui et al., 2017). This
exclusion is a notable limitation of NSGA-II, and can explain why
the algorithm identiﬁes slightly less accurate solutions than the
SOO approach. The second limitation, premature convergence, can
cause that the optimal solution to the Pareto is not foundwithin the
time frame. The guidelines of Gibbs et al. (2008) are used to
determine the algorithm settings. The robustness of the guidelines
of Gibbs et al. (2008) for NSGA-II was tested in a number of pilot
runs in this study. From these experiments, it was concluded that
the hyper parameters were near-optimal. As such, the results
indicated that the algorithm did converge, and that the used
guidelines are appropriate for this case study. It is concluded that
NSGA-II can thus be used for prevalence-adjusted model training
given that future studies focus on increasing search efﬁciency with
NSGA-II or alternative Pareto-basedmethods. This way, it should be
possible to obtain with MOO equally accurate results in the singledimension (TSS) than those obtained with SOO.
Besides domination-based multi-objective evolutionary algo-
rithms, other Pareto-based methods such as indicator- and
decomposition-based algorithms exist. Indicator-based algorithms
use performance metrics to improve the efﬁciency of the selection
operator. Decomposition-based algorithms split the MOO problem
in different scalar sub-objectives based on a set of weights (Elarbi
et al., 2017). In the latter approach, the sub-objectives are opti-
mised simultaneously and cooperatively (Zhang and Li, 2007).
Decomposition-based methods have a number of strengths: high
selection pressure toward the Pareto front (1), easy to work with
local search operators (2), efﬁcient to solve many-objective opti-
misation problems (3) and ﬁnd solutions to irregular Pareto fronts
(4). Also inwater resource management, decomposition algorithms
have shown to be very efﬁcient (Zheng et al., 2014; Ishibuchi et al.,
2017). With respect to the optimisation problem presented in this
paper, a decrease of computational resources and better identiﬁ-
cation of the Pareto front are two advantages motivating the future
exploration of decomposition-based algorithms. In addition, they
circumvent the problem of dominance resistant solutions, dis-
cussed above, by not relying on Pareto-dominance (Santos and
Takahashi, 2018). Consequently, they are evaluated as highly
competitive alternatives to NSGA-II to deal with prevalence-
adjusted SDM training. As such, the value of decomposition algo-
rithms for prevalence-adjusted SDM training should be researched
in future studies.
5.2. Evaluation of multi-objective optimisation for prevalence-
adjusted model training
In section 2.1, approaches to perform prevalence-adjusted
model training were categorized into four classes: threshold-
based SOO, constrained SOO, aggregation-based MOO and Pareto-
based MOO. The former two are typically applied within the ﬁeld
of species distribution modelling and are valid approaches when
habitat suitability is reﬂected in species occurrence in the training
data. Threshold-based SOO can be used in case no prevalence-
adjusted training is required and when the obtained models are
well-performing. Examples of studies with a satisfactory accuracy
(area under the receiver operator curve> 0.7) can be found for
freshwater species (Fukuda et al., 2013) as well as for birds and
plants (Townsend Peterson et al., 2007; Elith and Graham, 2009).
Yet, other studies show that the accuracy of freshwater SDMs can
be unsatisfactory after optimisation (Bennetsen et al., 2016). In case
of an unsatisfactory performance and/or in case of imbalanced
training data prevalence-adjusted model training is a good option
to allow experts and river managers to evaluate models (Mouton
et al., 2009). Threshold-based SOO methods are often not the
preferred option, as river managers require structurally different
models for environmental limit setting and evaluation. In section
4.2, it was shown that structurally different models can be obtained
by employing MOO.
The use of constrained SOO based on repeated training with a
stochastic optimiser can be considered as an alternative to obtain
structural different models (see section 4.1). Even more, it was
observed that training with SOO can result in better pooled accu-
racy, in terms of TSS, compared to Pareto-based MOO. A disad-
vantage of SOO is the limited range of the solutions’ distribution
within the Pareto space (ﬁve times lower after ﬁve repeated runs,
compare d of 0.82 to 0.18), making the approach less attractive for
prevalence-adjusted model training. Consequently, the use of
constrained SOO is advised when a high accuracy can be obtained
and a prevalence-adjusted training approach is not needed to meet
the study objectives.
An alternative to constrained SOO is tomake use of aggregation-
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are repeatedly trained with varying aggregated single objectives
obtained by an iteratedweighting procedure (Ishibuchi et al., 2017).
It is noteworthy that the computational efﬁciency of Pareto-based
MOO is estimated to be higher. In order to test the computational
efﬁciency, training was repeated 10 times with SOO andMOO using
the same training data. An average runtime of 518 (±16) and
537 seconds (±69) was obtained for SOO and MOO, respectively
(four CPUs with a clock rate of 1.90 GHz). This is an increase of four
percent in runtime for MOO compared to SOO. In this case, the use
of the NSGA-II, using one training cycle, is preferred over repeated
training with a single-objective optimiser, relying on multiple
training instances to compute an estimate of the Pareto optimal
front. With increasing computational demands for performing ex-
periments with newly-developed SDMs (for example, SDMs based
on individual-based models, see Bruneel et al. (2018)), it will be
interesting to inspect what the potential role of aggregation- and
Pareto-based methods is for prevalence-adjusted model training.
One is advised to not make use of aggregation-based MOO in
combination with stochastic optimisers (GARP), bootstrapping or
cross-validation as the stochastic component in training makes the
approach increasingly computational intractable. In these cases,
practitioners are advised to resort to Pareto-based methods or to
use deterministic methods to increase tractability.
5.3. Application of SDMs for (freshwater) decision management and
environmental limit setting
In this study, SDMs are developed so they can be used as diag-
nostic tools to support environmental limit setting. The evaluation
of the SDMs showed that the models can be used for system un-
derstanding. However, inspection of the obtained model structure
(section 4.2) also reveal that different model structures can simu-
late similar presence patterns for a number of inputs. This is not
unexpected as each response function is based on the same model
assumptions (section 3.2). Thereby, the effect of highly inﬂuential
parameters and/or input variables on the model output can be
cancelled or compensated by another input variable and/or
parameter. To avoid this, stricter boundary conditions can be
deﬁned by using expert knowledge (Van Broekhoven et al., 2006).
Process-based modelling can also be of use if sufﬁcient qualitative
data are available to identify model parameters (Beale and Lennon,
2012; Bruneel et al., 2018).
The results show that the optimisation of the SDMs does not
necessarily lead to satisfying models suitable to inspect by river
managers. For example, the performance of the SDMs developed
for Cloeon dipterum could be further improved. The efﬁciency
cannot only be increased by applying a more efﬁcient optimisation
algorithm but also by relying on more qualitative training data
(Fukuda and De Baets, 2016). As indicated in the introduction,
training data on species presence and absence should reﬂect
habitat preference, which is often not the case. A reason for the
choice of the Dutch Limnodata was its coverage towards species
presence in extreme conditions, aiming to obtain a better insight of
these preference in extreme conditions. However, habitat condi-
tions linked to species presence and absence should be observed
more adequately by investing in time series observations rather
than point observations. This remains a big challenge in river water
quality studies as the cost for the maintenance of in-situ (and
remote) networks are considerable (Alilou et al., 2018). Potentially,
the use of internet-of-things applications can increase temporal
and spatial coverage, resulting in more reliable training data. As
indicated in section 3.3, it is expected that the develop method will
be transferable to other case studies because the characteristics of
the currently available freshwater data sets (physico-chemicalinput data and species prevalence) are comparable. However,
future practical studies should conﬁrm whether this assumption is
valid.
A key element in this research is the link between on the one
hand, conservation measure and environmental costs, and on the
other, the use of SDMs describing varying environmental ranges in
which the species are able to survive (Donoso et al., 2018). The use
of SDMs trained to overestimate species presence will describe a
larger range, which will reﬂect in an optimistic view on measure
implementation and environmental costs. In contrast, a conserva-
tive interpretation will be reﬂected by using SDMs trained to un-
derestimate species absence. The developers of these presence-
absence models are required to present an unbiased view of
possible model options. By treating the trained SDMs as model
hypothesis, the opportunity is created for modellers to consult
expert and decision managers and use their expertise to further
reﬁne SDMs (Jarnevich et al., 2015). The role of prevalence-adjusted
model training is to present these model options and facilitate a
closer collaboration between model developers and end-users in
order to meet study objectives.
Even though effective use of SDMs for decision management is
found in literature, Guisan et al. (2013) urge to conduct more
practice-oriented case studies to increase reliability. They state that
more decision makers should make use of these models and pro-
vide feedback. Guisan et al. (2013) also recommend that model
developers should obtain a better insight in the decision makers
process. Example of a studies employing this philosophy are pre-
sented by Van Broekhoven et al. (2006) and Bennetsen et al. (2016).
They mainly aim to further ﬁne-tune requirements of SDMs for
river management by relying on expert knowledge. The interaction
between developers and users is assumed to be key to achieve
more reliable models (Mouton et al., 2009). Presenting a number of
choices to stakeholders cannot only increase transparency, but also
enhance trust in the developed approaches. An important aspect is
to consider how these Pareto-optimal trade-off curves can be used
by decision-makers to choose the most appropriate alternative
(Esmail and Geneletti, 2018). A key element is the reduction of the
number of potential solutions that have to be considered by the
decision makers (Ascough et al., 2008). In a ﬁnal note, environ-
mental and conservation costs are not considered explicitly in this
paper. Since costs are not linearly related to shifting an environ-
mental limit, it is important to note that the axis of the Pareto space
do not explicitly reﬂect costs. Therefore, future research could focus
on considering these costs coupled to environmental limit targets,
and the consequence of model selection and use.
6. Conclusion
Prevalence-adjusted model training is an important tool for
river managers to analyse species distribution models (SDMs). In
essence, prevalence-adjusted model training can be translated to
multi-objective optimisation (MOO) dealing with two conﬂicting
objectives: the minimisation of under- and overestimation of spe-
cies presence. In this study, four classes of approaches, being
threshold-based single-objective optimisation (threshold-based
SOO), constrained SOO, aggregation-based MOO and Pareto-based
MOO are identiﬁed. One study that makes use of aggregation-
based MOO could be identiﬁed in literature whereas all other
SDM studies make use of SOO to identify an ensemble of models
each weighting species over- and underestimation. For the ﬁrst
time, a Pareto-based MOO was applied to perform prevalence-
adjusted training. This approach was compared with an SOO
approach and was found to be two to four times more efﬁcient in
identifying a wide-range set of Pareto optimal models, with only a
four percent increase in runtime per training. In addition, the use of
S. Gobeyn, P.L.M. Goethals / Water Research 163 (2019) 114863 13NSGA-II is found to be effective to identify reliable SDMs useful for
diagnostic analysis. This way, we believe stakeholders can focus on
prominent questions: how well do our models perform in esti-
mating species presence and absence, and what is the trade-off
between those objectives? How does this trade-off relate to the
properties of the data, the model formulation and the species’
characteristics? In addition, which (expert) knowledge is needed to
further improve SDMs? Finally, what environmental limits will be
considered,and how do they relate to conservation measure and
environmental costs? This way, prevalence-adjusted trained SDMs
can support river - and potentially all environmental - decision
management.
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