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We extend the rational Krylov subspace algorithm from the com-
putation of the action of the matrix exponential to the solution of
stable dynamical systems
A˜
(
d
dt
)
u(t) = b(t), u|t<0 = 0, A˜
(
d
dt
)
=
m∑
i=0
Ai
(
d
dt
+ sI
)i
,
wherem ∈ N∪{∞}, Ai = A∗i ∈ RN×N , s ≤ 0, and u(t), b(t) ∈ RN ,
b|t<0 = 0 (not assuming that evolution of b(t) is described by a low-
dimensional subspace of RN). We show that the reduced equation
is stable and derive an a priori error bound via rational approxima-
tion of the exponential on the boundary of the nonlinear numerical
range of A˜.We also describe a simple and easily computable external
bound of this numerical range. The obtained results are applied to
the infinite order problem arising in the solution of the dispersive
Maxwell’s system.
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1. Introduction
Many boundary value problems can be reduced to computation of
f (A)b0, (1.1)
where b0 ∈ RN and A = A∗ ∈ RN×N . Such problems can be solved by projection onto a (polyno-
mial) Krylov subspace Kn = span{b0, Ab0, . . . , An−1b0}, that has generic name the Spectral Lanczos
Decomposition Method (SLDM). The SLDM appeared in the literature since the 1980s (see, e.g., papers
[31,42,11], and more recent monographs [17,22] for a more up to date reference list). The solutions of
many PDEs can be written as (1.1) and successfully solved by the SLDM. Let A  0 (denotes positive-
definite A) be a discretization of an elliptic operator,
b(t) = b0δ(t), (1.2)
where δ(t) is the Dirac delta-function. Then the semi-discrete diffusion problem
Au + ut = b(t), u|t<0 = 0 (1.3)
yields (1.1) with f (A) = exp(−tA), the semi-discrete (lossless) wave propagation problem
Au + utt = b(t), u|t<0 = 0 (1.4)
does f = A−1/2 sin(t√A).
Obviously, for any scalar function g(t) solution of a problem with b(t) = b0g(t) can be obtained
from the one with b(t) = b0δ(t) by convolving with g(t).
More complicated time fractional diffusion problems (when the system can be rewritten in the
form similar to the one of (1.3) but with a fractional order time derivative instead of d
dt
) can be also
represented via (1.1) and solved with the help of SLDM [30].
An a priori SLDM convergence estimate (for exact arithmetic) were obtained in [12]. This estimate
shows that the SLDMconverges at leastwith the same speed as the best uniformpolynomial (of degree
n) approximation of f (λ) on the spectral interval of A (see also [26,18,36,24] for related results).
Indeed, better convergence results can be expected by using Ruhe’s rational Krylov subspaces (RKS)
Un = span
⎧⎨
⎩(A + z1I)−1b0, (A + z2I)−1(A + z1I)−1b0, . . . ,
n∏
j=1
(A + zjI)−1b0
⎫⎬
⎭
with properly chosen poles zj ∈ C. It was independently shown recently in [6,10], that the RKS
converges at least with the same speed as f ’s best [n/n − 1] rational approximation on A′s spectral
interval with prescribed denominator q.
Here we are interested in the solution of stable time-invariant dynamic system
A˜
(
d
dt
)
u(t) = b(t), u|t<0 = 0 (1.5)
b(t) = 0 for t < 0, u(t), b(t) ∈ RN, t ∈ R. Here A˜
(
d
dt
)
is a matrix pseudo-differential operator
associated to the symmetric matrix valued (analytic) symbol A˜(z) [1].
The simplest problem of this class is a matrix polynomial of orderm,m ∈ N, i.e.,
A˜(z) =
m∑
i=0
Aiz
i, (1.6)
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Ai = A∗i ∈ RN×N . Problem (1.5)–(1.6) becomes the mth order Hermitian dynamic system [19]. In
general, we assume that A˜(z) can be expanded via the Taylor series
A˜(z) =
∞∑
i=0
Ai (z + s)i , (1.7)
(Ai = A∗i ∈ RN×N), at the neighborhood of some z = −s ≥ 0 and is analytic at least for z ≥ 0.
Problem (1.5)–(1.7) can be formally considered as an infinite order Hermitian dynamic system.
For m = 2 problem (1.5)–(1.6) becomes the second order system appearing in many applications
related to damped vibration and wave propagation in lossy media. For b(t) given by (1.2) the second
order problem can be also solved by using Krylov subspace methods. Such an approach is especially
popular in the design of the reduced order models. The second order problem can be rewritten in the
first order form of dimension 2Nwith nonsymmetric stiffnessmatrix and then projected onto a Krylov
subspace [20]. However, without a special care that may even yield unstable approximations of stable
problems. Oneway to resolve stability issue and to obtain the closest to the original system qualitative
behavior of the approximate solution (or the reduced order model) is so-called structure-preserving
reduced-order interconnect macromodeling (SPRIM) [14–16], that yields the projected problem with
the same block structure as the original one, i.e., the projected first order system can be transformed
to the second order form similar to the one of the original system. Another approach, is so called
second order Arnoldi (SOAR) [2,39], that deals directly with the second order form. These two related
approaches yield stable reduced order models with excellent approximation properties. It is known
that they behave as Padé approximants in the frequency domain [2,16], however a-priori estimates in
the time domain are not available. The m-order problems with m < ∞ can be rewritten in the first
order form and treated using SPRIM [15], however that may lead tom-fold increase in dimensionality.
This workwas originallymotivated by the solution of semidiscrete time-convolutionary systems of
Maxwell’s equations indispersivemedia [47], that canbe formallywrittenas the infinite-orderproblem
(1.5)–(1.7). Such problems also include fractional diffusion, visco-elasticity and delay equations [34,5].
Two algebraically equivalent structure preserving approaches known as Interpolary Projection
method [7] and Parameter-Dependent Krylov Subspace Reduction [47] recently independently
emerged for the solution of general time-invariant systems.Wewill call them for shorthand IP/PDKSR.
The SOAR can be considered as a special limiting case of IP/PDKSR form = 2. The IP/PDKSR approaches
are also closely related to the nonlinear Krylov subspaces introduced for the solution of nonlinear spec-
tral problems by Voss [43].
It would be useful to have stability analysis similar to SOAR and SPRIM [2,16] and a priori error
estimates for the PDKSR similar to the above mentioned estimates of [6,10,12] for (1.1). Indeed, intro-
ducing auxiliary variables one can equivalently rewrite (1.5) in the first order form (a.k.a. linearization
of A˜) with a nonsymmetric matrix and apply known bounds for the Krylov subspace approximations
of the exponential from [26] or [6] via respectively polynomial or rational approximation (with pre-
scribed poles) of the exponential function on the numerical range of the linearized operator. Indeed,
linearization does not change the spectrum, but it enlarges the numerical range. So even for stable
original problems the numerical range of the linearized operator can have nontrivial intersectionswith
C+ (the right complex half-plane), in which case the error bound would have exponentially growing
(with time) terms. That is why we prefer to deal with the numerical range of the original problem.
This paper is organized as follows.
In Section 2 we give general background on the considered high order problems.
In Section 3 we describe the IP/PDKSR in the time and frequency domains.
In Section 4 we derive an error estimate for the PDKSR via a rational approximation problem on
the boundary of the nonlinear numerical range of A˜. The obtained estimate highlights an additional
nice property of the PDKSR. It allows to incorporate arbitrary vector-function b(t) satisfying a natural
causality principle. In contrary, the known Krylov subspace approaches require the evolution of b(t)
to be described by a low-dimensional subspace ofRN [16,21], or to use several Krylov subspaces as in
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time integration schemes [18,24,25]. We also give a simple and easily computable external bound of
A˜’s numerical range.
In Section 5 we illustrate the obtained results on example of fractional order Maxwell’s system
corresponding to popular Cole–Cole model of dispersive media [8].
2. Nonlinear numerical range and passivity
Definition 2.1. The nonlinear numerical range of A˜(z) is given by
W(A˜) = {z ∈ C : vHA˜(z)v = 0 for some nontrivial v ∈ Cn},
here H means Hermitian conjugate.
For finite m the above definition coincides with the standard definition of the numerical range of
matrix polynomials [19], and for the monic linear polynomial it coincides with the spectral interval of
−A0. Obviously,W(A˜) ⊃ σ(A˜), where σ(A˜) is the nonlinear spectrum of A˜ defined as
σ(A˜) = {z ∈ C : det A˜(z) = 0}.
We assume
W(A˜) ⊂ C−, (2.1)
whereC− = {z ∈ C : z < 0.}. Condition (2.1) implies passivity of system (1.5) [19].
Thanks to (2.1) the timedomainproblem(1.5) canbe transformed to theLaplace (frequency)domain
A˜(z)u˜(z) = b˜(z) (2.2)
with z ≥ 0 assuming existence of the Laplace transform b˜(z) = ∫∞0 e−ztb(t)dt there. The time
domain solution can be formally presented via the inverse Fourier transform (conditions on A˜ and b
sufficient for its existence will be more precisely specified later, see Assumptions 2–3 in Section 4)
u = 1
2π i
∫ +i∞
−i∞
ezt A˜(z)−1b˜(z)dz, (2.3)
where u˜(z), b˜(z) are vector functions inCN .
3. Interpolatory projection/parameter-dependent Krylov subspace reduction
We briefly describe here IP/PDKSR algorithms according to [7,47]. We choose n (n ≤ N) distinct
complex parameters (interpolating frequencies) zj symmetrically with respect to the real axis, such
that they are not in W(A˜). Let us assume that the solutions of (2.2) for these frequencies are linearly
independent, i.e., they span the interpolatory subspace
Un = span{u˜(z1), u˜(z2), . . . , u˜(zn)}. (3.1)
Restriction zi /∈ W(A˜) implies, that the (linear) numerical ranges of matrices A˜(zi) do not include
{0}, so solutions u˜(zi) = A˜(zi)−1b˜(zi) can be reliably computed by appropriate direct or iterative
methods. In this paper we target to large scale PDEs (see Section 5), for which iterative methods are
more appropriate. For such a class of problems there is no benefit of solving multiple linear systems
with the same matrix, that is why we consider here only the distinct interpolation frequencies. If
the linear system can be solved by the LU decomposition (or other methods benefiting from solution
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of linear systems with multiple right hand sides and the same matrix) can be applied, then it is
more beneficial to interpolate several derivatives of d
k
dzk
u˜(z) by including them in the subspace. For
algorithmic treatment of such a case we refer to [7]. This case can be also included in our analysis, see
Remark 1.
If b˜ is independent on z, then Un would be related to the Nonlinear Krylov Subspace introduced
for solving nonlinear eigenproblems [43]. For m = 1 in (1.6) subspace Un becomes the standard sub-
diagonal Rational Krylov Subspace [35]. For m = 2 and sj → s0, j = 1, . . . , n the PDKS becomes the
Second Order Krylov subspace [2].
Let Gn = {g1, . . . , gn} ∈ RN×n be the matrix of an orthogonal basis on Un.
Then the approximate solution of (1.5) can be defined as
un(t) = Gnw(t),
where w(t) ∈ Rn, t ∈ R is the solution of Galerkin equation
∞∑
i=0
Wni
(
d
dt
+ sI
)i
w(t) = bn(t), w|t<0 = 0, (3.2)
where Wni = (Gn)∗AiGn ∈ Rn×n and bn(t) = (Gn)∗b(t) ∈ Rn, t ∈ R. We will call the above
algorithm the interpolatory projection/parameter-dependent Krylov subspace reduction IP/PDKSR.
Since Wni are Galerkin–Ritz approximations of Ai, the respected spectral intervals of the former are
included in the ones of the latter. Thatmeans, that the IP/PDKSR is structure-preserving in the sense of
[16], i.e, the first order formulations of (1.5) and (3.2)would have the sameblock structure. Assumption
(2.1) warrantees stability of (3.2). An equivalent formulation of the PDKSR in the first order form is
given in Appendix A.
The approximate solution of (2.2) can be written as
u˜n(z) = Gnw˜(z), (3.3)
where
w˜(z) = Vn(z)−1(Gn)∗b˜(z), Vn(z) = (Gn)∗A˜(z)Gn.
Existence of u˜n(z) forz ≥ 0 follows again from (2.1).
The time-domain Galerkin solution w(t) can be, for example, computed via the inverse Fourier
transform of w˜(t), i.e.,
w(t) = 1
2π i
∫ +i∞
−i∞
eztw˜(z)dz. (3.4)
In Section 5 we consider parabolic fractional derivative problem, for which (3.4) is computed by opti-
mized contours and quadratures from [45].
It is intuitively clear, that the interpolation error should vanish as the number interpolation points
grows to infinity, i.e., both the frequency and time domain solutions should converge to the true
limit. In Section 4.1 we shall give quantitative estimates of the convergence speed depending onW(A˜)
for different assumptions on b(t), that will also provide a tool for optimization of the interpolation
frequencies.
ToconstructGnwefirst assume, that all zj are real. Theng1 be thenormalized u˜(z1). Ifweconstructed
already Gn−1 then compute
rn = A˜(zn)−1
[
b˜(zn) − A˜(zn)u˜n−1(zn)
]
. (3.5)
Thenwe obtain gn via the Gram-Schmidt process by orthogonalizing rn to G
n−1. In the case of complex
zj we consider only one zj from every conjugate pair and do the Gram-Schmidt process consequently
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to rj and rj to avoid complex vectors in the basis. Sometimes this process requires up to three
re-orthogonalizations to achieve orthogonality at the computer (double) precision level. However, the
IP/PDKSRmay still exhibit some degree of instability (more precisely convergence plateau) depending
on location of zi and nonlinear spectrum of A˜(z), see Remark 4. The lost of stability is caused by
subtraction in the residual (in square brackets in the formula (3.5)). But without that subtraction
the algorithm would be much more unstable. The stable orthogonalization procedure in the Rational
Arnoldi algorithm [35] avoids using the residual. However, it is not clear how it can be generalized for
our case.
4. Error estimates
The error of the Krylov or rational Krylov subspace approximations of a function of a non-Hermitian
matrix can be estimated via polynomial or rational approximation error on its numerical range as
respectively in [24,26] or [6] obtained via the Faber transform. Here we replace the matrix (linear)
numerical rangewithW(A˜) (however not using the Faber transform due to possibility of disconnected
W(A˜) [19]). Hochbruck and Lubich [24] used for their convergence analysis contour integrals with the
resolvent estimated via the distance between the contour and the numerical range. Herewewill adopt
a similar approach by introducing a counterpart of such a distance for A˜ as follows.
Definition 4.1. Let z belong to the set of analyticity of A˜(z), then
β(z) = min‖v‖=1
∣∣∣vHA˜(z)v∣∣∣ .
Obviously
‖V(z)−1‖ ≤ ‖A˜(z)−1‖ ≤ 1
β(z)
. (4.1)
For the monic linear matrix polynomial (even with a non-Hermitian matrix) β(z) is equal to the
distance to the numerical range (not to be confused with the pseudospectrum [40]).
To estimate β we adopt a very simple and easily computable algorithm originally introduced in
[23] for the numerical range of complex matrices.
Lemma 4.2. Let z belong to the set of analyticity of A˜(z), then
β(z) ≥ α(z),
where
α(z) = max
s∈C, |s|=1 dist
{
λ
[

(
sA˜(z)
)]
, 0
}
.
Here λ[B] is the spectral interval of self-adjoint matrix B.
Proof. First we notice, that for any v ∈ CN and s ∈ C, |s| = 1,
∣∣∣vHA˜(z)v∣∣∣ = |s| ∣∣∣vHA˜(z)v∣∣∣ = ∣∣∣vHsA˜(z)v∣∣∣ ≥ ∣∣∣vH (sA˜(z)) v∣∣∣ .
Combining the above line with inequality
∣∣∣vH (sA˜(z)) v∣∣∣ ≥ α(z) (that follows from α’s definition),
we obtain
∣∣∣vHA˜(z)v∣∣∣ ≥ α(z). 
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Obviously, to computeα(z), one justneeds toestimate the spectral interval of real symmetricmatrix
[eiφ A˜(z)] for a sequence of real φ. That can be done, for example, with the help of the Gershgorin
theorem. Possibly,α(z) can give loose bounds for some cases, however, aswe shall see, it is quite useful
for the problems considered in Section 5 and Appendix B. Possibly a tighter estimate of β(z) than the
one given by Lemma 4.2 can be obtained following approach recently published in [44].
Let us denote so-called non-dissipative set S(A˜) as
S(A˜) = {z ∈ C : α(z) = 0}.
From Lemma 4.2 we obtain S(A˜) ⊃ W(A˜).
Obviously, for the monic linear polynomial S(A˜) ≡ W(A˜) ≡ λ[A˜0], and α(z) = β(z) =
dist{z, λ[A˜0]}.
Let us consider the monic second order problem
A˜(z) = A0 + A1z + Iz2 (4.2)
with positive definite matrix coefficients. Such problems appear in the theory of damped oscillatory
systems [2,16,19]. It is known, that problem (4.2) is passive, i.e., 
(
z−1A˜(z)
)
 0 . So, W(A˜) ⊂
S(A˜) ⊂ C−, i.e., it satisfies (2.1). However, numerical range of the quadratic polynomials can have
more complicated topology then for the case with m = 1 [19]. An illustration (also showing the
quality of the estimate given by Lemma 4.2) is presented in Appendix B.
4.1. Error bound via rational approximation
Let us denote Γε an isoline β(z) = ε for ε > 0. By construction isolines Γε approach ∂W(A˜) as
ε → 0, i.e.,
∂W(A˜) = Γ+0. (4.3)
We shall derive the IP/PDKSR error estimate via rational approximation on Γε , that for small ε will
yield us an asymptotical bound via the approximation on ∂W(A˜). This estimate will be obtained by
transforming (2.3) and (3.4) to contour integrals on Γε . For validity of such a transformation we shall
need some regularity assumptions onW(A˜), β(z) and b(t). These assumptions will be formulated and
explained below.
Assumption 1. The numerical range is compact and there exists such ε0 > 0, that |Γε| (length of Γε)
is uniformly bounded for 0 < ε ≤ ε0.
For finitem the numerical range ofmonicmatrix self-adjoint polynomials (in general, with definite
Am) is compact and has a finite number (≤ m) of simply connected components [19]. So, at least,
Assumption 1 is always valid for those problems.
Thanks to Assumption 1 there exists such small 0 > 0, that for all ε ≤ 0 isolines Γε are closed
contours includingW(A˜).
Let Γ ⊂ Ω ∩C− be a closed contour containingW(A˜), where Ω = C \W(A˜). Integrals (2.3) and
(3.4) can be transformed to the contour integral on Γ with the help of the Cauchy theorem, if integrals
of ezt A˜(z)−1b˜(z) and eztVn(z)−1(Gn)∗b˜(z) on semicircle |z| = ρ , (z) ≤ 0 vanish as ρ → ∞. The
following assumptions are sufficient for this.
Assumption 2. There exist such c1, c2, r > 0 that |β(z)|z≥0 ≥ c1 and |β(z)||z|≥r ≥ c2|z|.
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Assumption 3. Function ezt b˜(z) is analytic and uniformly bounded inC− and for any φmin and φmax
such that 0.5π < φmin ≤ φmax < 1.5π
lim|z|→∞ e
zt b˜(z)|arg(z)=φ = 0
uniformly for φmin ≤ φ ≤ φmax .
Assumption 2 is obviously valid at least for the monic problems with finite m satisfying (2.1), i.e.,
for the second order problem described in the previous section. Assumption 2 gives upper bounds on
‖A˜(z)−1‖ and ‖Vn(z)−1‖ thanks to (4.1). Assumption 3 makes the approximate solution un(t) causal,
its implications will be discussed in more details later.
Then using the Cauchy theorem we transform and (2.3) and (3.4) to respectively
u(t) = 1
2π i
∮
Γ
ezt A˜(z)−1b˜(z)dz (4.4)
and
un(t) = Gnw(t) = 1
2π i
∮
Γ
eztGnVn(z)−1(Gn)∗b˜(z)dz. (4.5)
We impose more restrictions on interpolation frequencies (in addition to not being in W(A˜)) by
requiring
zi ≥ 0, i = 1, . . . , n. (4.6)
The following result is the counterpart of the exactness results for the Rational Krylov Subspace Re-
duction of rational function from Un [6,10].
Lemma 4.3. Let Γ ⊂ Ω ∩ C− be a contour containing W(A˜) and points zi, i = 1, . . . , n satisfy (4.6).
Put
q(z) =
n∏
l=1
(z − zl).
For any polynomial p with deg p ≤ n − 1 one has
∮
Γ
p(z)
q(z)
A˜(z)−1b˜(z)dz =
∮
Γ
p(z)
q(z)
GnVn(z)−1(Gn)∗b˜(z)dz. (4.7)
Proof. Applying the Laplace transforms
∫∞
0 e
−zit · dt to the left and right hand sides of (4.4) and (4.5)
we respectively obtain identities
u˜(zi) = − 1
2π i
∮
Γ
(z − zi)−1A˜(z)−1b˜(z)dz (4.8)
and
u˜n(zi) = − 1
2π i
∮
Γ
(z − zi)−1GnVn(z)−1(Gn)∗b˜(z)dz. (4.9)
By construction u˜n is the Galerkin approximation of u˜ on the subspace of u˜(zj), j = 1, . . . , n. We
obtain the interpolation property
u˜(zj) = u˜n(zj), j = 1, . . . , n (4.10)
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thanks to the uniqueness of the Galerkin solution onΩ . Then the interpolation property can be rewrit-
ten with the help of (4.8) and (4.9) as
∮
Γ
(z − zi)−1A˜(z)−1b˜(z)dz =
∮
Γ
(z − zi)−1GnVn(z)−1(Gn)∗b˜(z)dz, j = 1, . . . , n
from where we obtain (4.7) by linearity 
It is known that the RKS error is bounded by the error of best [n − 1/n] rational approximation
with a prescribed denominator on the A’s spectral interval [10]. A similar bound can be established for
the PDKS.
By definition Γε is the isoline β(z) = ε > 0, so
∫
Γε
1
β(z)
|dz| = |Γε|
ε
,
where |Γε| is the length of Γε . Let ε be a small enough positive number so the isoline
Γε is a closed contour (possibly multiply connected) including W(A˜). For such  we will use easily
computable isoline Γε as integration contour Γ .
Proposition 4.4. Let p be a polynomial of degree not exceeding n− 1 and q be the same as in Lemma 4.3,
then for any t > 0
‖u(t) − un(t)‖ ≤ |Γε|
πε
max
z∈Γε
(
|b˜(z)|
∣∣∣∣∣exp(tz) − p(z)q(z)
∣∣∣∣∣
)
. (4.11)
Proof. Using (4.1) together with (4.4) and (4.5) we obtain
∥∥u(t) − un(t)∥∥ =
∥∥∥∥∥ 12π i
∮
Γε
[
ezt − p(z)
q(z)
]
A˜(z)−1b˜(z)dz
− 1
2π i
∮
Γε
[
ezt − p(z)
q(z)
]
GnVn(z)−1(Gn)∗b˜(z)dz
∥∥∥∥∥
≤
∥∥∥∥∥ 12π i
∮
Γε
[
ezt − p(z)
q(z)
]
A˜(z)−1b˜(z)dz
∥∥∥∥∥
+
∥∥∥∥∥ 12π i
∮
Γε
[
ezt − p(z)
q(z)
]
GnVn(z)−1(Gn)∗b˜(z)dz
∥∥∥∥∥ .
Applying to the right hand side Hölder’s, triangle inequalities and (4.1) we obtain (4.11) 
Obviously, due to (4.3), for small ε Proposition 4.4 yields asymptotic error bound with respect to
the rational approximation of the exponential on ∂W(A˜).
To satisfy Assumption 3 we restrict b(t)’s support by assuming b(τ ) = 0 for τ ≥ t0 ≥ 0 and
consider solution for t ≥ t0 + δt with δt > 0. Then |b˜(z)| ≤ | exp(−t0z)| ∫ t00 ‖b(t)‖dt and (4.11) can
be rewritten for t ≥ t0 + δt as
‖u−un‖ ≤ cˆ(t0) |Γ |
π
max
z∈Γ
(
| exp(−t0z)|
∣∣∣∣∣exp(tz) − p(z)q(z)
∣∣∣∣∣
)
, cˆ(t0) =
∫ t0+0
−0
‖b(t)‖dt. (4.12)
Here we consider two cases satisfying this support restriction.
The first case is the pulse instant source given by (1.2).
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Corollary 4.5. If b is given by (1.2) and q is the same as in Lemma 4.3, then for any t > 0
‖u(t) − un(t)‖ ≤ ‖b0‖ |Γ |
π
min
p(z)∈C[z], deg p≤n−1 maxΓ
∣∣∣∣∣exp(tz) − p(z)q(z)
∣∣∣∣∣ . (4.13)
Proof. This case corresponds to t0 = 0 in (4.12). The statement for t > 0 can be obtained from the
one for t ≥ δt by passing to the limit when δt → 0. 
Remark 1. Corollary 4.5 is extendable to the casewhen some or all zi coincide, i.e., to a generalization
of the Krylov subspace in form
K˜n = span
{
u˜(z0),
d
dz
u˜(z0), . . .
dn−1
dzn−1
u˜(z0)
}
by passing to the limit zi → z0, i = 1, . . . , n. The estimate for polynomial Krylov subspace
span{u(0), d
dt
u(0), . . . d
n−1
dtn−1 u(0)} can be obtained in the limit z0 → ∞, in which case q ≡ 1
(after re-normalization of p), i.e., we arrive at a polynomial approximation problem.
We should point out, that limiting transition zi → z0 can be straightforwardly applied only to the
error bound but not to orthogonalization algorithm (3.5). Subspace K˜n was numerically implemented
in [7] for general problems of type (1.5). We already mentioned the SPRIM suggested in [16,14], that
can be considered as an equivalent structure-preserving first linearized formulation limited to the
finite-order problems (1.6). Connection of the SPRIM and IP/PDKSR is discussed in Appendix A.
As it was already mentioned, for (monic)m = 1 setW(A˜) becomes the spectral interval of matrix
−A0, inwhich case the estimate (4.13)would have the same asymptotic convergence rate as the known
estimates for polynomial and rational Krylov subspace approximations of (1.3) already discussed in
Section 1. Likewise, for (monic) m = 2 with A1 = 0 we obtain known polynomial estimates for (1.4)
[12] with the spectral interval of A0. Generally, these two are the limiting cases for the second order
problem. The smaller the imaginary component W(A˜) (for the same diameter), the better it is for
the approximation of the exponential (see [24,26] for the polynomial case), i.e., the stronger relative
contribution of first order (damping) term, the better performance of the IP/PDKSR for the second
order problems.
If the solution is needed just at one particular time t0 + δt, due to the causality principle we can
consider arbitrary b(t) (bounded in the neighborhood of t0 for t > t0) and then restrict its support
to interval [0, t0] introducing O(δt) error in u(t0 + δt). Substituting such restricted b(t) in (4.12) and
passing to limit when δt → 0 we obtain the following corollary.
Corollary 4.6. If b(t) = 0 for t > t0 ≥ 0 , then
‖u(t0) − un(t0)‖ ≤ cˆ |Γ |
π
min
p(z)∈C[z], deg p≤n−1 maxΓ
∣∣∣∣∣1 − exp(−t0z)p(z)q(z)
∣∣∣∣∣ , (4.14)
where cˆ is defined in (4.12).
The estimate (4.14) has a unexpected element. It is defined by the error of relative approximation
of the exponential. It shows that the PDKSR can be effectively used for computation of transition from
u(0) to u(t0) with arbitrary time-dependent right hand side b(t) within the time step [0, t0], i.e., for
time-stepping in exponential integrators (e.g. [18,24,25]).
In some cases the solution is needed ∀t > 0, as in the problem considered in Section 5. The
Plancherel identity connects time and frequency domain errors as
∫ ∞
0
∥∥u(t) − un(t)∥∥2 dt = 1
2π
∫ +i∞
−i∞
‖u˜(z) − u˜n(z)‖2 |dz|.
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The right hand side of the Plancherel identity can be estimated with the help of the following
proposition.
Proposition 4.7. Let
r(z) =
n∏
j=1
z − λj
z − zj ,
with zi being the same as in Lemma 4.3, then√∫ +i∞
−i∞
‖u˜(λ) − u˜n(λ)‖2 dλ ≤ c|Γε|
πε
min
λ1,...,λn
maxz∈Γε |b˜(z)r(z)|
minλ∈iR∪{∞} |r(λ)| , (4.15)
where c =
√∫+i∞
−i∞
∣∣∣ 1
dist{Γε,λ}
∣∣∣2 |λ|.
The proof is rather technical, it is just a combination of the ones of Proposition 4.4 and [10, Lemma
4.1], we give it in Appendix C for completeness.
Remark 2. The obtained estimates allowus to use powerful tools of the rational approximation theory
[33] for the optimization of the interpolation frequencies.
Corollaries 4.5 and 4.6 reduce a priori error estimates of the IP/PDKSR to the rational approximation
problems on ∂W(A˜) with prescribed denominators given by points zi, i = 1, . . . , n. So, the estimates
allow one to optimize these points by finding complex rational functions R (that may be non unique
for complex problems) yielding
min
R∈Rn−1,n
max
∂W(A˜)
|exp(−tz) − R(z)|
and
min
R∈Rn−1,n
max
∂W(A˜)
|1 − exp(−t0z)R(z)|
for problemsof Corollaries 4.5 and4.6 respectively.HereRn−1,n is a set of rational functions of complex
variable zwith numerator and denominator of degrees atmost n−1 and n respectively. Proposition 4.7
yields us an especially elegant solution of the optimization problem. Byminimizing the right hand side
of bound (4.15) with respect to zi , i = 1, . . . , n in the limit ε →we arrive at the generalizedweighted
Zolotarev problem on the extended complex plane
σn = min
λ1,...,λn,z1,...,zn
supz∈∂W(A˜) |b˜(z)r(z)|
infλ∈iR∪{∞} |r(λ)| .
Generally the Zolotarev problem can be solved via numerical optimization [4]. Simple asymptot-
ically optimal solutions can be also obtained with the help of potential theory [37] for problem (1.2)
(yielding unit weight b˜(z) ≡ 1) a follows. Let us consider a condenser in C with the positive and
negative plate being respectivelyW(A˜) and the −W(A˜), i.e., it is symmetric with respect to both real
and imaginary axis. Then the optimal linear convergence rate (assuming that N  n and A˜ can be
effectively treated as infinite-dimensional operator) given by bound
σn = O
(
e−
n
κ
)
, (4.16)
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where κ is the capacity of the condenser. The sequence of zi converges to the equilibrium charge dis-
tribution (measure) on the plate−W(A˜). Some discussion on generating such asymptotically optimal
sequences is given in [10] on example ofW(A˜) being a real interval (see also Section 5 of this paper).
Remark 3. Let b˜(z)Hu˜(z) be the single-input/single output transfer function and b˜(z)Hu˜n(z) its re-
duced order model. The Galerkin solution u˜n satisfies equation
(
u˜n
)H (
b˜ − A˜u˜n
)
(z) = 0,
that allows us to write the error of the reduced order model as quadratic form
(
bHu˜ − bHu˜n
)
(z) = (u˜ − u˜n)H A˜ (u˜ − u˜n) (z).
Then due to (4.10) we obtain
(
bHu˜ − bHu˜n
)
(zi) = 0, d
dz
(
bHu˜ − bHu˜n
)
(zi) = 0, i = 1, . . . , n. (4.17)
For example, when zi → z0 (see Remark 1) the reduced order model matches 2nmoments similar to
the SPRIM [16], see Appendix A for more details. For the second order problems when z0 → ∞ the
IP/PDKS is equivalent to the second order Krylov subspace [2,3] and the PDKSR has the samemoment
matching properties, i.e., it produces the same reduced order models.
Then for z-independent b, i.e., for the problem (1.2) substituting expressions (4.8) and (4.9) into
(4.17) allows to rewrite (4.7) for the reduced order model as
∮
Γ
p′(z)
q2(z)
b∗0 A˜(z)−1b˜(z)dz =
∮
Γ
p′(z)
q2(z)
b∗0GnVn(z)−1(Gn)∗b˜(z)dz,
where p′ is a polynomial of degree 2n− 1. Corollary 4.5 can be modified for the time-domain reduced
order model b∗0(u − un)(t) by using p′ instead of p and q2 instead of q. Also, the bound (4.15) should
be squared for
√∫∞
0 [b∗0u(t) − b∗0un(t)]2dt (so-calledH2-norm of the error of the transfer function).
5. Solution of an infinite order problem for the Maxwell’s system
The time-domain evolution of the electromagnetic field in dispersive (polarized) media can be
described by convolutionary Maxwell equations inR3 × R
∇ × ∇ × E(r, t) +
∫ ∞
−∞
σ(r, t′) ∂
∂t
E(r, t − t′)dt′ = J′(r, t), E(r, t)t<0 = 0, (5.1)
where r ∈ R3, t ∈ R, ∇× is the curl operator in R3, σ(r, t) is the (scalar) conductivity convolu-
tion kernel, E(r, t) and J′(r, t) are the vector electric field and time-derivative of external currents
respectively (for simplicity we omitted the magnetic permittivity coefficient) [9,47].
A popular Cole and Cole [8] polarization model is given by
σ˜ (r, z) = σ∞(r)
(
1 − η(r)
1 + (zτ(r))c(r)
)
, (5.2)
where σ˜ is the Laplace transform of σ . Here σ∞ ≥ 0 is the high frequency conductivity limit, τ ≥ 0
is the time decay speed, 0 < η < 1 is so-called chargeability distribution, 0 < c ≤ 1 is so-called
relaxation distribution. Physically, the induced polarization (IP) effect corresponds to electrochemical
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effects similar to rechargeable batteries, that yields stable system (5.1) satisfying Assumption 2. The
specific formof (5.2) allows to rewrite integro-differential equation (5.1) asaPDEsystemwith fractional
order time-derivative.
Such a problem is becoming increasingly important for electromagnetic hydrocarbon exploration
[9]. We consider the Green function in the “switch-off” excitation mode, given by J′ = eδ(−t)δ(r)
with e being a unit vector of dipole orientation, δ(r) and δ(t) being the Dirac delta-functions in space
and in time respectively. It obviously corresponds to (1.2), i.e., satisfies Assumption 3.
Cole–Cole formula (5.2) allows us to expand σ˜ (z) into Taylor series at some positive z, so after space
discretization the Maxwell system (5.1) can be rewritten as a dynamical system in the form (1.5) with
m = ∞ and b given by (1.2) and non-commuting Ai due to space-dependence of σ˜ . Conventionally
such problems are solved using time-stepping or contour integration (e.g. [38,45]). We use for the
discretization the staggered finite-difference scheme [46], that yields
A˜(z) = A0 + diag [zσ˜i(z)] , (5.3)
where A0 is the approximation of operator∇×∇× and σ˜i(z) is the σ˜ (z) at the finite-difference nodes,
i.e.,
σ˜i(z) = σ∞i
(
1 − ηi
1 + (zτi)ci
)
, i = 1, . . . ,N.
Matrix A0 = A∗0 is positive-definite on the space of discrete divergence-free vector functions with A0’s
condition number of order of the square of the grid aspect ratio, that is the ratio of the diameter of the
computational domain (truncatedR3) and the minimal grid step.
For the case of inductive problem (ηi = 0, i = 1, . . . ,N) the discrete system becomes the first
order problem, that can be written in form (1.3) with A1 = diag(σ∞i).
From estimate of λ[A0] = [λmin, λmax] (e.g., with the help of the Gershgorin theorem), one can
easily estimate α(z) as
2α(z)2 ≥ 2αˆ(z)2 = dist
{[
λmin + min
i
(zσi(z)), λmax + max
i
 (zσi(z))
]
, 0
}2
+ dist
{[
min
i
(zσi(z)),max
i
 (zσi(z))
]
, 0
}2
.
Similarly to the second order problemA˜(z) is definite onC+ \ [0,∞[ andA˜(z)  0 on [0,∞[,
so domain S(A˜) resides inC−. It follows from the definition of αˆ thatS(A˜) is uniformly boundedwith
respect to λmin and λmax .
It is also clear from (5.2) that A˜(z) satisfies Assumption 2.
We consider the three-dimensional problem of so-called control source electromagnetic explo-
ration [9]. This problem is of multiscale nature and requires the computation for time intervals in-
cluding very small and large diffusion times, i.e., effectively we need good accuracy in the sense of
Proposition 4.7. We consider a simple example of medium consisting of one finite body embedded
into two non-polarized layers (see Fig. 5.1). In the first case the body was non-polarized with η = 0
(the first order problem) and for the second case (infinite order problem) η = 0.5, c = 0.5, τ = 1s.
We usedN = 3 ·105 and estimated A0’s condition number λmaxλmin as 1.3 ·106, that are typical parameters
for large scale problems of electromagnetic oil exploration.
We plotted for both the cases (first order and polarized) the time-domain transfer functions b∗0u(t)
(solution at the transmitter) in Fig. 5.2. The curves almost coincide for t  τ , but for larger t the
non-normality of the operator for the polarized problem manifests itself by non-monotonic behavior
and sign reversal.
In Fig. 5.3 we plotted isolines of αˆ(z) for an example with λmin = 0.1 and λmax = 10. It shows that
even for
λmax
λmin
= 100 (corresponding to unrealistically sparse finite-difference grids) domain S(A˜) is
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Fig. 5.1. Medium for the 3D test.
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Fig. 5.2. Electric response at transmitter position for both inductive and polarized problems.
close to the spectral interval of the matrix pencil (A0, A1)with A1 = diag(σ∞i), i. e., for the first order
problem. For the actual condition number they become practically undistinguishable. Thatmeans that
the bound of Proposition 4.7 is very close to the one obtained in [10, Lemma 4.1] for the first order self-
adjoint problem, even though, the nonlinear eigenvectors of A˜(z) are strongly nonorthogonal, so the
operator of the linearized representation of A˜(z) (the first order formulation) is strongly non-normal.
So, we can use real (i.e., allowing to avoid complex shift and invert computations) Zolotarev shifts
zj ∈ [λmin, λmax] obtained in [10]. They yield the optimal linear convergence rate given by (4.16) with
the capacity that can be well approximated by the first term of asymptotic
κ = 2 log
4λmax
λmin
π2
+ O
(
λmin
λmax
)
(5.4)
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Fig. 5.3. Isolines of αˆ(z) for the induced polarization problem.
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Fig. 5.4. Convergence for inductive and polarized problems. Both show the same rate.
for large condition numbers. So, n needed for the same accuracy is proportional to the logarithm of
the condition number, i.e., to the logarithm of the grid aspect ratio.
It follows from the Remark 3 that the H2-error of the single input/single output reduced order
model can be estimated by (4.16) squared.
The convergence curves of
√∫∞
0 ‖u(t) − un(t)‖2 dt and
√∫∞
0 [b∗0u(t) − b∗0un(t)]2dt (as function
of n for fixed spacial discretization) are shown in Fig. 5.4. The convergence for the first order problem
is just slightly better than for the polarized one and for all the cases it is close to the optimal error
bounds.
Remark 4. We use double precision calculations, however
√∫∞
0 ‖u(t) − un(t)‖2 dt stabilizes around
the single precision level. This phenomenon can be explained via properties of analytic continuation.
The points zi used in the construction of the PDKS uniformly distributed with respect to a continuum
measure on [λmin, λmax] (effectively, [0,∞] due to the large condition number) [10]. The orthogonal-
ization algorithm (3.5) allows to obtain u˜(z)with computer double precision on this interval. However,
in order to compute the inverse Fourier transform (3.4) u˜(z)must be continued on the imaginary axis,
and that is an ill-posed problem. It is known, that such problems have Hölder error estimates, if the
continuation is performed in a domain of analyticity [29,27]. More precisely, let 0 ≤ ϕ < φ ≤ π and
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a function analytic on sector | arg z| ≤ ±φ be O(1) for | arg z| = φ and O() on [0,∞]. Then this
function is order of 1−ϕ/φ on | arg z| = ϕ. In our case ϕ = π
2
and according to Fig. 5.3 φ ≈ π , that
well agrees with the loss approximately half of the digits in
√∫∞
0 ‖u(t) − un(t)‖2 dt. The error of the
reduced model is the square of the global solution, that’s why
√∫∞
0 [b∗0u(t) − b∗0un(t)]2dt is of order
of the double precision. From the same reasoning one can expect, that larger S(A˜) for the same zi
would lead to larger accuracy loss. And vice versa, using complex zi would reduce the roundoff effects.
Ultimately, using zi on the imaginary axis as in [28] or a contour in theC− [45] would result in no lost
of the accuracy, however for the problem of approximating
√∫∞
0 ‖u(t) − un(t)‖2 dt that may lead to
increase of the computational cost. Finally, we should point out, that there are known stable rational
Arnoldi orthogonalization schemes (e.g. [6]), that possibly can be adopted to our problem.
6. Conclusion
• We investigated a general structure preserving projection approach (so-called Interpolatory Pro-
jection [7] a.k.a. Parameter-dependent Krylov Subspace reduction [47], IP/PDKSR for shorthand)
recently emerged for the solution of high (including infinite) order time-invariant linear dynamic
systems with time-dependent right hand sides.
• We showed that the nonlinear numerical range of a dynamical system defines behavior of its
structure-preserving projection. A priori convergence estimates were derived that relate the
IP/PDKSR error and the error of rational approximation of the exponential on the boundary of
the nonlinear numerical range. These estimates are also applicable to the other known structure
preserving Krylov subspace projection methods [2,3,15,16,39].
• Our error estimates also allow to incorporate arbitrary time-variable causal right hand sides. That
possibly shows a new approach to constructing exponential integrators (e.g. [18,24,25]).
• For illustration we considered an infinite (or fractional) order problem for Maxwell’s system in
dispersive three-dimensional medium. The numerical results showed a good agreement with the
analysis.
• Obtained error bounds allow to apply methods of rational approximation theory (e.g., reduction to
the Zolotarev problem) for the subspace optimization. So far they were utilized only for diffusion
dominated problems with the nonlinear numerical range localized along real axis.
• There are some unresolved algorithmic issues that should be addressed in the future. First of all,
it is loss of precision in the orthogonalization process. Also we did not consider in details efficient
algorithms for the complex rational approximation problems, in particular the complex Zolotarev
problem, required for the optimization of the solution of the systems with significant oscillatory
components. And finally, it might be interesting to extend an adaptive algorithm of [13] from the
first order problems to the problems considered here.
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Appendix A. Connection with the structure-preserving linearized subspace reduction
Let us consider monic A˜withm < ∞ and s = 0, i.e.,
A˜(z) =
m−1∑
i=1
ziAi + zmI.
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Then introducing variables u(0) = u, u(i) = di
dti
u, i = 1, . . . ,m − 1 we can equivalently transform
(1.5) to the first order form
u(1) = d
dt
u(0)
. . . . . . . . .
u(m−1) = d
dt
u(m−2)
m−1∑
i=1
−Aiu(i) = d
dt
u(m−1) + b(t). (A.1)
Obviously, thematrix of linearized system (A.1) has the same spectral points asσ(tA), but the lineariza-
tion can increase the numerical range and lead to instability of projected problems. The structure-
preserving first order algorithms [15] avoid this drawback by carefully selecting the test and trial
subspaces. It is easy to see, that the same can be done by equivalently rewriting the IP/PDKSR in the
first order form.
Introducing variables w(0) = w, w(i) = di
dti
w, i = 1, . . . ,m − 1 the projected problem (3.2) can
be equivalently transformed to the first order form as
w(1) = d
dt
w(0)
. . . . . . . . .
w(m−1) = d
dt
w(m−2)
m−1∑
i=1
−Wni w(i) =
d
dt
w(m−1) + bn(t). (A.2)
Obviously, the matrix of (A.2) has the same spectral points as σ(Vn) ⊂ W(A˜).
Approximations to u(i) on subspace Un can be computed as
u(i)n(t) = Gnw(i)(t), i = 0, . . . ,m − 1.
Using Un = K˜n from Remark 1 yields the same projection problem as in the SPRIM approach.
Appendix B. The nondissipative set and nonlinear spectra for a second order example
Qualitative behavior of α(z) and σ(A˜) for the second order problems can be illustrated on the
problem with N = k2 (k ∈ N), A0 = D0⊗ Ik and A1 = Ik ⊗D1z. Here⊗ is the Kronecker product of
matrices, Ik is the k × k identity matrix, D0 and D1 are k × k diagonal matrices with elements given
byμmin + (l−1)(μmax−μmin)k−1 and λmin + (l−1)(λmax−λmin)k−1 , l = 1, . . . , k respectively. Such a problem can
be obtained after discretization of the partial differential equation
uxx + uyyt − utt = 0.
Let Sε be level lines of α(z): Sε = {z ∈ C : α(z) = ε}. In Figs. B.1–B.3 we plotted Sε and σ(A˜) for
three different σ [A0] and σ [A1]. The boundaries of S(A˜) are given by Sε with ε = 10−12 . Figure B.1
corresponds to theover-dampedcase (whendamping termdominates comparing to thestiffness term).
As expected, both σ(A˜) and S(A˜) are on the real positive semi-axis. The opposite, weakly damped, case
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(presented in Fig. B.2) manifests itself by two disjoint components of S(A˜) symmetric with respect to
the real line. An intermediate case is given in Fig. B.3, where both pure real and complex eigenvalues
are present. In all three figures the spectra are tightly bounded by the boundaries of the corresponding
non-dissipative domains.
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Fig. B.1. σ(A˜) and several Sε for the over-damped case with λ[A0] = [0.1; 1] and λ[A1] = [2; 10]. Both sets pure real.
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Fig. B.2. σ(A˜) and several Sε for the weakly damped case with λ[A0] = [0.35; 10] and λ[A1] = [0.1; 1]. Both sets are doubly
connected and have nontrivial imaginary parts.
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Fig. B.3. σ(A˜) and several Sε for the intermediate case with λ[A0] = [0.1; 2] and λ[A1] = [0.01; 10]. Both sets contain components
of over-damped as well as weakly damped cases.
Appendix C. Proof of Proposition 4.7
Proof. Using the same derivation as in (4.8) and (4.9) we obtain respectively
u˜(λ) = − 1
2π i
∮
Γ
(z − λ)−1A˜(z)−1b˜(z)dz (C.1)
and
u˜n(λ) = − 1
2π i
∮
Γ
(z − λ)−1GnVn(z)−1(Gn)∗b˜(z)dz. (C.2)
To apply Lemma 4.3 we will use so-called skeleton approximation fskel(z, λ) of
1
z−λ introduced in
[41,32]. This approximation has form
fskel(z, λ) = p(z, λ)∏n
i=1(z − zi)(λ − λi)
,
where p(z, λ) is a polynomial of degree (not exceeding) n − 1 with respect to each variable, that is
uniquely defined from condition
1
z − λ − fskel(z, λ) =
1
z − λ
r(z)
r(λ)
. (C.3)
For every fixedλwewill have fskel(z, λ) = pλ(z)q(z) where pλ(z) is a polynomial of degree (not exceeding)
n − 1 and q(z) is the same as in Lemma 4.3. So, using (C.1)–(C.2), Lemma 4.3 with p(z) = pλ(z) and
(C.3) with fskel(z, λ) = pλ(z)q(z) we obtain
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‖u˜(λ) − u˜n(λ)‖ =
∥∥∥∥∥ 12π i
∮
Γε
[
1
z − λ −
pλ(z)
q(z)
]
A˜(z)−1b˜(z)dz
− 1
2π i
∮
Γε
[
1
z − λ −
pλ(z)
q(z)
]
GnVn(z)−1(Gn)∗b˜(z)dz
∥∥∥∥∥
=
∥∥∥∥∥ 12π i
∮
Γε
1
z − λ
r(z)
r(λ)
A˜(z)−1b˜(z)dz
− 1
2π i
∮
Γε
1
z − λ
r(z)
r(λ)
GnVn(z)−1(Gn)∗b˜(z)dz
∥∥∥∥∥
≤
∥∥∥∥∥ 12π i
∮
Γε
1
z − λ
r(z)
r(λ)
A˜(z)−1b˜(z)dz
∥∥∥∥∥
+
∥∥∥∥∥ 12π i
∮
Γε
1
z − λ
r(z)
r(λ)
GnVn(z)−1(Gn)∗b˜(z)dz
∥∥∥∥∥ .
Applying to the right hand side the Hölder, triangle inequalities and (4.1) we obtain
‖u˜(λ) − u˜n(λ)‖ ≤ |Γε|
πε
∣∣∣∣∣ 1dist{Γε, λ}
∣∣∣∣∣ maxz∈Γε |b˜(z)r(z)||r(λ)| .
Integrating this inequality (squared) and again applying the Hölder inequality we obtain
√∫ +i∞
−i∞
‖u˜(λ) − u˜n(λ)‖2 dλ ≤ c|Γε|
πε
maxz∈Γε |b˜(z)r(z)|
minλ∈iR∪{∞} |r(λ)| .
The above inequality is derived for r with the fixed q (as in Lemma 4.3) and arbitrary λ1, . . . , λn, so
we can conclude the proof by choosing r with optimal λ1, . . . , λn. 
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