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Abstract: 
Catalytic processes are crucially important for many practical chemical applications. 
Heterogeneous catalysts are especially appealing because of their high stability and the relative 
ease with which they may be recovered and reused. Computational modeling can play an 
important role in the design of more catalytically active materials through the identification of 
reaction mechanisms and the opportunity to assess hypothetical catalysts in silico prior to 
experimental verification. Kohn-Sham density functional theory (KS-DFT) is the most used 
method in computational catalysis because it is affordable and it gives results of reasonable 
accuracy in many instances. Furthermore, it can be employed in a “black-box” mode that does 
not require significant a priori knowledge of the system. However, KS-DFT has some 
limitations: it suffers from self-interaction error (sometime referred to as delocalization error), 
but a greater concern is that it provides an intrinsically single-reference description of the 
electronic structure, and this can be especially problematic for modeling catalysis when 
transition metals are involved. In this perspective, we highlight some noteworthy applications of 
KS-DFT to heterogeneous computational catalysis, as well as cases where KS-DFT fails 
accurately to describe electronic structures and intermediate spin states in open-shell transition 
metal systems. We next provide an introduction to state-of-the-art multiconfigurational (MC; 
also referred to as multireference (MR)) methods and their advantages and limitations for 
modeling heterogeneous catalysis. We focus on specific examples to which MC methods have 
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been applied and discuss the challenges associated with these calculations. We conclude by 
offering our vision for how the community can make further progress in the development of MC 




Catalysis is fundamental to modern, sustainable chemistry and technology. A catalyst is a 
substance that is involved in the overall mechanism of a chemical reaction so as to lower the 
activation energy for the rate-determining step (referred to as the “turnover-limiting step” when 
the catalyst is present) relative to the situation where the catalyst is not present. The catalyst 
itself remains unchanged by the chemical reaction, and is thereby available to accelerate multiple 
transformations of reactants (the average number for a given reaction being referred to as the 
“turnover number”). Put differently, the catalyst accelerates the reaction without changing the 
thermodynamic equilibrium, as it remains unconsumed. Thanks to this extraordinary property, 
small amounts of catalyst can convert large quantities of reactants under conditions that would 
fail to be effective for the uncatalyzed process. Furthermore, in situations where more than one 
reaction product is observed (or possible) for an uncatalyzed reaction, catalysts may be designed 
to accelerate only those steps leading to desired products, thereby controlling selectivity.  
Heterogeneous catalysts, most typically solid materials in contact with a liquid or gaseous 
reaction medium, are especially appealing because of their high stability and because they are 
relatively easy to recover and reuse—possibly after a reactivation process—which makes them 
an economical choice. Given these advantages, it is unsurprising that heterogeneous catalysis is 
ubiquitous in industrial chemical transformations.1–3 Some examples include activation of 
methane by heterogeneous catalysts,4–8 conversion of methanol to olefins,9,10 electrocatalytic H2 
evolution,11 oxygen evolution,12–16 CO2 reduction to value-added products
17–22 and biodiesel 
production.23 
Modern development of catalysts tends to be bounded by two limiting approaches: the 
so-called “trial-and-error” procedure24 and the “rational design” procedure.25 Even though trial-
and-error may lack a heuristic basis, it is still commonly used for catalyst discovery and 
development, particularly with the growing availability of high-throughput technologies that 
permit the efficient testing of many possibilities. The alternative, rational design of catalysts, 
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particularly with respect to the control of activity and selectivity, requires a thorough 
understanding of a given reaction mechanism26 and often involves the discovery of 
structure−activity relationships involving chemical concepts and descriptors. Subsequent 
exploitation of such relationships facilitates the design of increasingly active catalysts, or the 
discovery of completely new ones. Such comprehensive and precise information, however, can 
be difficult to obtain exclusively from experiments because it generally requires atomic-level 
characterization of species that can be short-lived, e.g., high-energy reaction intermediates. 
Moreover, while the kinetics of the reactions can be studied by kinetic experiments,27,28 more 
detailed information on the nature of associated transition states may be difficult to acquire. 
Computational catalysis is then a useful tool that can contribute to the mechanistic 
understanding29 of catalysis through molecular and periodic (for solid state materials) 
simulations. Ultimately, the insights from computational studies can be used for rational catalyst 
design.30 Reports of computational catalytic studies have increased exponentially in recent 
years,31 and the field is sufficiently mature for the relevant techniques to be employed routinely. 
In this perspective, we first address one of the most popular theoretical methods currently 
applied to heterogeneous catalysis, namely, Kohn-Sham density functional theory (KS-DFT;32 
abbreviated simply as DFT below, unless we have a special reason to emphasize that the typical 
implementation of DFT involves the Kohn-Sham approximation, which derives the density from 
a single-determinantal product of molecular orbitals). We then turn our attention to cases where 
DFT fails to provide results of acceptable accuracy owing to the limits of its applicability. The 
paper is structured as follows: in Section 2, we describe the state-of-the-art in modeling 
computational heterogeneous catalysis, particularly using DFT methods and highlighting some 
specific achievements. In Section 3, we present alternative examples that reveal selected 
drawbacks of DFT. Section 4 is devoted to reviewing MR methods, while in Section 5 we 
discuss some examples of MR applications to catalysis, or to systems potentially relevant for 
understanding catalysis. While the scope of this perspective is primarily motivated by 
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heterogeneous catalysis, the literature contains very few examples of multireference methods in 
heterogeneous catalytic studies. Therefore, in order to illustrate the possible applications of 
multireference methods we will also discuss a few examples of homogenous systems. Finally, in 
Section 6, we offer our outlook with respect to going beyond DFT in future computational 
catalytic studies.  
 
2. Introduction to state-of-the-art modeling in heterogeneous catalysis 
In this section we discuss selected examples of computational heterogeneous catalysis 
achievements featuring DFT.32 Due to the widespread popularity of DFT for heterogeneous 
catalysis modeling, providing exhaustive coverage would be well beyond the scope of this work. 
Instead, we aim to provide a flavor of the capabilities of DFT, and direct the reader to additional 
specialized reviews as appropriate. 
One of the greatest achievements in the field of theoretical heterogeneous catalysis and 
surface science has been the development of so-called scaling relationships.33–35 Broadly 
speaking, these relationships constitute a series of correlations, generally linear in nature, 
between adsorption energies of different species across a range of catalytic surfaces. An example 
of such scaling relationships is provided by Latimer et al.,7 who showed a linear correlation 
between DFT-calculated transition state (TS) energies for C-H activation in hydrocarbons and 
hydrogen-atom adsorption energies over 20 distinct active site motifs and catalysts, including 
materials as wide-ranging as zeolites, oxides, metals, and metal-organic frameworks (MOFs). 
Scaling relationships are important constructs because they correlate the chemistry of a catalytic 
reaction with one, or a few descriptors, thereby enabling the rapid discovery of improved 
catalysts when the prediction of the descriptor is more facile than computing the full catalytic 
reaction, which is nearly always the case. Scaling relationships elucidate reactivity trends and 
permit, in many cases, the construction of so-called “volcano plots”, which are representations 
that express the reactivity (rate of catalyzed reactions or closely related variables) as a function 
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of a limited number of independent descriptors. For example, Latimer et al.7 reported volcano 
plots of rates of methane activation against the free energy of active site formation (Gf). 
Considering only metal oxides MmOx active sites and molecular oxygen as oxidant, Gf is 
defined7 as: 
Gf (MmOx) = G (MmOx) – (1/2) G (O2) – G (MmOx-1) 
These plots are called “volcano” because of their shape, and maximum reaction rates tend to 
exemplify Sabatier’s principle.36 For hydrogen evolution, for example, which is a two-step 
reaction passing through an adsorbed intermediate, the Sabatier principle states that the 
adsorption energy should be neither too high nor too low. If it is too endergonic, the adsorption 
will be slow and limit the overall rate; if it is too exergonic, the desorption will be slow11 (for a 
review of other concepts and tools used in both homogeneous and heterogeneous computational 
catalysis, see Ref. 37). For examples of scaling relationships and volcano plots in homogeneous 
catalysis see Refs. 38,39. 
Catalytic materials for energy-related reactions are of particular interest for our own 
work. Recent achievements in hydrogen production are exemplified by the work by Yan et al.,40 
who studied solar photocatalytic materials for water splitting (i.e., the exploitation of sunlight to 
convert H2O to H2 and O2) using periodic DFT. The authors did a thorough screening of 
hundreds of transition metal oxides assessing bandgaps, band positions with respect to the 
O2/H2O and H2/H
+ electrochemical couples, and stability in aqueous environments. After 
selecting Mn2V2O7 as a possible candidate, experimental characterization verified that a stable 
photocurrent at high pH was obtained, in agreement with the prediction from the calculations. 
Another energy-relevant reaction to which DFT has been widely applied is the catalytic 
reduction of CO2.
18,20–22 Jain et al. have recently reviewed DFT applied to energy-relevant 
materials.41 
Metal organic frameworks (MOFs) comprise an emerging class of materials for 
heterogeneous catalysis.42–45 These materials are porous crystalline solids that are composed of a 
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metal node and an organic linker. Among possible catalyst supports, MOFs have been 
increasingly studied in recent years because of their relative stability and high porosity, which 
make them suitable for high temperature catalytic gas-phase processes.46,47 Furthermore, their 
high degree of structure tunability, due to the large number of combinations of different metal 
nodes and organic linkers, makes them appealing when compared to traditional metal oxides, 
whether as catalysts or as catalyst-supports. In recent years MOFs have found applications in a 
wide variety of catalytic reactions.48–55 Reviews of computational studies focused on catalysis 
using MOFs are available.56–59 
 
Figure 1: The MOF Ni2(dobdc) oligomerizes propene. Reprinted with permission from Ref. 
46. 
Copyright 2014, American Chemical Society. 
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2.1. Further applications of DFT to heterogeneous catalysis 
Most DFT studies in catalysis focus on computing free energies of activation, which can 
be related to rate constants using transition state theory.60,61 Experiments, however, do not focus 
on rate constants for elementary steps, but rather on reaction rates, which depend also on 
concentrations and the sequence of elementary steps in the catalytic cycle. A useful way of 
introducing concentrations effects in computation is microkinetic modeling, which consists of 
the construction of explicit kinetic reaction networks merging the rate constants provided by 
calculations and concentration data supplied by experiment. The rate constants that are used for 
microkinetic modeling are almost always computed using DFT. Very briefly, one has to define 
all possible important elementary steps of the catalysis, each of which will have a standard-state 
reaction rate. This approach produces a system of differential equations, and the initial 
concentrations of all of the species can be used as starting conditions for solving these equations. 
With the microkinetic model, the time evolution of the concentration of each compound can be 
computed, and this is what most experiments measure. The use of microkinetic modeling is very 
important and used extensively in computational heterogeneous catalysis.62–64 
Molecular dynamics simulations are another emerging approach in computational 
heterogeneous catalysis. While they are not as routinely employed as static approaches due to 
their high computational cost, their importance has been demonstrated for understanding the 
microscopic details of catalysis under realistic operating conditions (e.g., high temperatures 
and/or high pressures).35,65–68 Ab-initio molecular dynamics simulations almost always make use 
of DFT energies and geometries for their time propagation. 
Another computational advance involves the exploitation of machine learning (ML), 
which is emerging as an important technique in computational catalysis for predicting electronic 
structures, mechanisms, and outcomes of reactions.69–78 Machine learning algorithms rely on 
training data as they mine correlations in order to make predictions, and the typical state-of-the-
art computational method for generating training data is DFT. If DFT-generated values are 
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subject to large errors, any machine learning process will be unreliable, and recent work has 
included efforts to account for the uncertainty in the DFT data in a quantitative fashion.69,71,72 For 
example, when Ulissi et al.71 used a combination of machine learning and DFT calculations to 
ascertain the mechanism of the reaction of syngas on rhodium(111), they assessed the 
uncertainty in the DFT energies and identified additional reaction pathways that needed to be 
considered. After noting that at 90% confidence they could not even rule out competing products 
such as water and methanol, they argued that DFT uncertainty could have a large effect on 
machine learning attempts to elucidate mechanisms, saying “…any single mechanism derived 
solely from DFT calculations should be carefully checked…”.71 A detailed analysis of some of 
the challenges in using DFT for machine learning can be found in Ref. 78. 
Despite the aforementioned challenges, machine learning has already proven its utility in 
heterogeneous catalyst design.79 In order to perform simulations of systems intractably large for 
quantum mechanical methods, ML has been used to develop interatomic potentials (machine-
learning potentials), which are functions for determining the potential energy of a collection of 
atoms that can then be used to evaluate interaction energies faster than DFT.80 For example, a 
machine-learning potential combined with grand canonical Monte Carlo (GCMC) was able to 
predict the coverage of oxygen atoms on a Pd(111) surface as a function of temperature and 
pressure.81 This is an important feature of machine-learning potentials because it enables 
sampling of the chemical space under operating conditions. At high temperatures for example, 
small nanoclusters can be present in many different (and possibly unintuitive) structures that 
would be hard or impossible to be determined without an exhaustive chemical space sampling.82  
ML was also used in screening of NixGay bimetallic surfaces for CO2 reduction.
72 The 
exploitation of ML allowed the study of 40 surface facets and 583 different adsorption sites for 
CO2 reduction catalysis. The predictions of the most active catalysts were in agreement with 
experimental reported activity.83 Another noteworthy application of ML has been the study of 
binding energies of oxygen reduction reaction intermediates on alloys of Pt, Pd and Ni.84 ML 
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with very limited DFT training data was able to predict binding energies on hypothetical alloys 
within 0.1 eV with respect to DFT. However, larger errors were encountered with transmutations 
of atoms with a charge difference greater than one, especially when the alloy component was 
Mn, Fe, or Zn, pointing to the need for greater accuracy in ML.  
To conclude this section, we note that DFT has been, and continues to be, the most used 
electronic structure tool for modeling heterogeneous catalysis, and much has been accomplished 
thanks to its generality and versatility. For some systems, however, it has been shown that 
achieving chemical accuracy requires resort to a wave-function-based theory, e.g., increasing 
accuracy by correcting energies of reactive sites based on Møller-Plesset perturbation theory 
(MP2).85–87 Additionally, error estimates (with respect to experiment) for several crystal 
properties as computed by solid state DFT were assessed by Lejaeghere et al.,88 who pointed out 
higher errors for the description of dispersion forces, magnetic properties, and properties in 
general in correlation-dominated materials (such as transition metals containing systems). While 
in this section we focused on achievements based on DFT, in the next section we will address the 
other side of the coin, namely specific drawbacks of DFT when applied to the modeling of 
catalysis. 
 
3. Drawbacks of KS-DFT 
As discussed above, a great deal of theoretical chemistry is done using KS-DFT32 due to 
its attractive balance between cost and accuracy. For many classes of problems, KS-DFT offers 
the most accurate results possible within the limits of computational affordability, especially for 
closed-shell systems. However, catalysis frequently involves open-shell systems, especially 
when transition-metal centers are present, and the accuracy of KS-DFT can be considerably 
degraded in such cases.89 The challenges facing KS-DFT are frequently reviewed, e.g., the 
perspective of Yu et al.,90 but for our purposes the most relevant are the need for broken-
symmetry solutions because of multireference character,91,92 self-interaction error (SIE),93–101 
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sometime referred to as delocalization error,102–104 and the limited degree of universality in 
specific density functionals.105 We will elaborate on each of these points in the remainder of this 
section. 
Multireference (MR) systems are those for which more than one Slater determinant or 
configuration state function (CSF) is important for accurately describing the electronic structure 
of a specific state. Before we discuss the challenges in treating MR systems, a brief overview of 
“correlation” is worthwhile. Correlation is usually defined as the difference between the exact 
energy obtained with FCI and the simple single-reference Hartree-Fock energy,106 and it is often 
divided into two categories.107 The part associated with MR systems is usually referred to as 
“static” or “non-dynamic” or “left-right” correlation, i.e., the energy associated with near-
degeneracy of electronic states.107–109 In fact, the presence of static correlation defines the 
multireference character of a given system,109,110 and static correlation is present in most 
transition metal systems of interest for catalysis.90 Dynamical correlation arises from electron-
electron interaction,111 including short-range repulsion and long-range dispersion 
interactions,110,111 and is generally more adequately addressed by DFT than is static correlation. 
Note that while correlation in general plays a significant role attaining chemical accuracy, the 
division between static and dynamical correlation is a convention developed to ease discussion, 
and in reality there is overlap between the two.108,111 Nevertheless, the categories can be helpful, 
especially when considering which methods to use. 
Large errors in DFT results are possible when studying MR systems due to the inherent 
single-determinant nature of the commonly employed KS formulation of DFT. Again, complexes 
containing transition metals (TMs) are often associated with MR character. 91,92 (For reviews of 
DFT accuracy analysis in transition metal complexes see Refs. 112,113.) The difficulties in treating 
MR systems with DFT are especially apparent for spin energetics. In KS-DFT, it is impossible to 
obtain a solution having the correct spin density and that is a spin eigenfunction for open-shell 
systems having a spin multiplicity less than the maximum 2S+1.89 Instead, to obtain reasonable 
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energetics for multireference systems, it is often necessary to use a so-called “broken-symmetry” 
solution that is neither a spin eigenfunction nor one that has the correct spin density. In such 
cases, spin contamination can become a significant problem and it can be difficult to draw 
conclusions about the actual spin state of a given system when employing broken symmetry 
methods.90 (For additional detail regarding spin in KS-DFT, we direct readers to the 2012 review 
by Jacob and Reiher89 and the 2009 review by Neese.114) As has been stated on many occasions, 
if the exact density functional were known, it would be possible to obtain exact energies even for 
multireference systems, but the exact functional is likely to be very complicated and completely 
unknowable.90 In practice, it is necessary to use approximations, sometimes referred to as 
exchange-correlation (XC) functionals, or more commonly just “functionals”. 
Another well-known limitation of DFT is the presence of SIE, also called delocalization 
error, which arises from the unphysical Coulomb interaction of an electron with itself that is not 
completely canceled out in most commonly used XC functionals (due to the use of exchange 
functionals in place of the Hartree-Fock exchange in Kohn-Sham DFT).115 This error produces 
an unphysical delocalization of the electrons in the molecule in order to decrease the density at 
any given position in space.96,116–120 SIE can produce errors in both electron density and energy 
without any correlation between the two, namely a given XC functional can give correct energy 
but not density and vice-versa for a particular system. In this regard, Gani and Kulik noted a 
transfer of electrons from metals to ligands, regardless of valence orbital diffuseness, ligand 
electronegativity, basis set, metal, or spin state, in three strategies often employed to correct for 
SIE in molecular TM complexes, namely DFT+U, hybrid functionals (which include a certain 
percentage of exact Hartree-Fock exchange), and range-separated hybrid (RSH) functionals 
(which use a distance-dependent Coulomb repulsion operator and given percentages of exact 
Hartree-Fock exchange included only in either the short or long range portions), see Figure 2.121 
In contrast, when TM-containing solids were studied, Zhao and Kulik found that incorporation of 
Hartree−Fock exchange localizes the density away from the metal for all of the cases analyzed, 
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while DFT+U presents a diverging behavior, with the density moved onto the metal for low-spin 
and late transition metals and moved away from the metal in the other cases.122 However, when 
cluster model molecular analogues were extracted from the TM solids, consistent flow of the 
density away from the metal was observed in all cases (irrespective of the theoretical approach). 
These results underline the difficulty of applying established trends for functional tuning on 
transition-metal complexes from molecules to solids. 
 
 
Figure 2: Charge transfer arising from different strategies to correct SIE. Reprinted with 
permission from Ref. 121. Copyright 2015, American Chemical Society. 
 
Another drawback of DFT is that it cannot capture the long-ranged electron correlation 
effects, also called dispersion interactions.123 In practice, one has to resort to dispersion 
corrections such as the commonly used Grimme’s correction,124 although some functionals such 
as the M06 suite125 account for dispersion by fitting parameters to experimental data sets that 
include non-covalent interactions. In contrast, most wave function theories (other than Hartree-
Fock) inherently capture dispersion interactions by including in the wave function contributions 
generated by excitations into virtual orbitals.123,126 
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Many attempts have been made to address the above difficulties of DFT, which has 
resulted in a plethora of XC functionals from which to choose. While it is common practice to 
simply select a functional that is “popular” for a given class of systems (typically based on good 
past performance in analogous instances), popularity is not a guarantee of accuracy, and 
functionals that perform very well in some cases may do more poorly in others. 
One example of the unpredictability of DFT functionals is found in a recent paper by 
Rugg et al.105 in which the authors analyzed some industrially relevant catalytic reactions 
(hydrogenation, dioxygen activation, and methane to methanol oxidation) using multi-center 
cluster models of MoVOx and BiMo mixed-metal oxides with different XC functionals. These 
systems present challenging electronic structures for DFT; as the authors stated: “The SIE causes 
problems not just with where the electrons are localized, but whether they are localized at all.” 
(Figure 3). The authors first tested the ability of different functionals to localize the spin density. 
For some of them there were dramatic differences with respect to CCSD(T)127 reference data, not 
only quantitatively but also qualitatively, i.e., even putting the unpaired electrons on the wrong 
metal. Generalized Gradient Approximation functionals (GGA, namely functionals that depend 
on local density and its gradient) delocalize the spin density over the two metals as a result of the 
presence of strong SIE. The authors then analyzed the DFT reaction energies (exemplified by 
CH4 activation and O2 activation reactions over the mixed TM oxides) in comparison to 
CCSD(T) energies. The functionals gave varying relative energetics of reactants, products, and 
various intermediates, with hybrid functionals yielding results closer to CCSD(T). Notably, 
despite acceptable overall mean absolute deviation (OMAD) energy values for M06125 (28 
kJ/mol) and TPSSh128 (23 kJ/mol), for some cases these functionals did not predict benchmark 
electron distributions. On the other hand, the range-separated functional ωB97XD129 had the 
opposite problem, namely giving correct electronic structures but flawed energetics (OMAD of 
41 kJ/mol). Furthermore, the authors pointed out the need for experimental reaction energies as 
reference data because CCSD(T) can be applied only to small systems and cannot describe 
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multireference systems well. Rugg et al. concluded that some functionals that work excellently 
for systems with only one metal130 do not work well for complexes containing two metals105 and 
emphasized that caution has to be used when choosing a functional, even when the systems 
under analysis are closely related to each other. 
 
 
Figure 3: Electron localization variances among DFT functionals. Reprinted with permission 
from Ref. 105. Copyright 2015, American Chemical Society. 
 
In another example of DFT studies of electron localization, Asmis et al.131 analyzed the 




-) using three different functionals (BLYP,132,133 B3LYP,132–134 
and BHLYP133,135) in comparison with experimental spectroscopic data. Only B3LYP was found 
to be able to reproduce the experimental electron localization, while BLYP gave electron over-
delocalization and BHLYP electron over-localization for all the three systems. The localization 
of an electron hole in acidic zeolite catalysis was analyzed by Solans-Monfort et al.136 using 
B3LYP and BHLYP with CCSD(T) reference calculations. BHLYP gave a localized picture in 
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agreement with CCSD(T), while B3LYP gave a delocalized electron hole. The amount of 
Hartree-Fock exchange included in the functional is therefore critical for the outcome of the 
calculation, and highly dependent on the system under study. 
An additional example of variable DFT accuracy in catalysis is found in the work of 
Rozanska et al.137 where the oxidative conversion of light alkanes by vanadium oxide catalysts 
were studied using DFT and CCSD(T). Interestingly, the authors found that B3LYP (which is 
one of the most popular functional used in catalysis) yielded larger errors than usual, -40 to -60 
kJ/mol with respect to CCSD(T). With non-hybrid BP86132 and PBE138 functionals, the errors 
found were even larger than for B3LYP, and strikingly the potential energy surface is also 
qualitatively different, with the diradical intermediate formed after the C-H bond abstraction 
highly destabilized, which directly affects the rate determining step.  
Note that the challenges we describe here in DFT energetics for transition metal systems 
do not preclude the use of DFT geometries single-point calculations, which is a common practice 
in MR wave function theory. There are numerous examples in the literature demonstrating that 
the DFT tends to be more robust with regards to geometry than it is with energetics. For 
example, a benchmarking study by Ciancaleoni et al. on intermediates in hydroamination of 
alkynes on gold(I) also found most functionals tested to provide accurate structures even with 
large and inconsistent errors in the energetic results.139 Bühl and Kabrede found the DFT 
equilibrium geometries of 32 first-row transition metal complexes with several functionals and 
found nearly all functionals tested provided geometries in reasonable agreement with 
experiment.140 However, functional dependence may be more pronounced for non-equilibrium 
geometries: Minenkov et al. found that internuclear distances in transition metal catalyst 
precursors can be overestimated in functionals that do not take dispersion into account,141 and 
Simón and Goodman found that for transition state structures of organic reactions only hybrid 
and meta-GGA functionals yielded acceptable geometries while pure GGA functionals did 
not.142 
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In summary, the ability of a functional to predict the actual electronic structure, including 
correct spin density distribution and TM oxidation states, does not always correlate with its 
ability to yield good energetics by using flawed densities.143 Most of the efforts over the years 
for DFT improvement have indeed been focused on energetics, considering the meeting of 
physical constraints of the exact functional to be a secondary problem.144 However, DFT 
continues to have difficulty with correctly treating the relative energies of spin states,145–155 
which is absolutely crucial for reactivity studies, and molecular binding energies in TM 
complexes,145,155 which is also of significant relevance for catalysis. For example, it is 
commonplace that different functionals give different answers, and that spin state ladder energies 
are highly dependent on the percentage of Hartree-Fock exchange in hybrid functionals.151,153 
Conversely, MR methods are generally more robust for the prediction of spin ladders and/or 
binding energies (when experimental data are available), even though CASPT2156,157 (complete 
active space second-order perturbation theory, a method widely used to recover dynamic 
correlation in MR techniques) can overstabilize high spin states relative to lowest ones by up to 
10 kcal/mol (see section 4).154 Sometimes GGA functionals do yield results in agreement with 
MR methods, but often this is due to fortuitous cancellation of error. 
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4. Multireference Methods 
There are a variety of methods that use multireference wave functions, and many reviews 
and other texts (e.g., Refs. 158–161) are available that explain the details of these methods and the 
differences between them. In this work we focus on methods that have been recently applied to 
catalysis and related problems. All of the methods we discuss fit within the framework of 
configuration interaction (CI), so we will begin with a brief introduction to the method. 
 
Figure 4: Active space schemes. a.) Full configuration interaction (FCI), in which all 
configurations are allowed within spin and spatial symmetry constraints. b.) Complete active 
space self-consistent field (CASSCF), in which FCI is performed only on a limited active space 
of orbitals, with inactive orbitals held doubly occupied and virtual orbitals held unoccupied. c.) 
Restricted active space self-consistent field (RASSCF), in which the active space is further 
divided into three subspaces, with limited excitations permitted out of RAS1 and into RAS3, but 
with FCI performed on RAS2. 
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In a full configuration interaction (FCI) wave function (Figure 4a), all arrangements of 
electrons (i.e., electronic configurations) that are possible within given user-defined spin and 
spatial symmetry constraints are considered. The FCI wave function is a linear combination of 
all permitted configurations. At the complete basis set limit, FCI yields exact Born-
Oppenheimer, non-relativistic electronic energies,106,158 but the computational expense is 
unfeasible for all but the smallest of systems.158 In practice, therefore, one must select an 
approximation that can capture the most important configurations at a small fraction of the 
computational cost of FCI. For our immediate purposes, the most important two approaches are 
active space-based methods and excitation-based truncation. In both cases the spin- and spatial-
symmetry constraints are retained, resulting in wave functions that are spin eigenfunctions and 
avoid the difficulties with spin contamination and broken-symmetry solutions discussed above. 
Other approaches include full CI quantum Monte Carlo,162 heat-bath CI,163 Λ-CI,164 and adaptive 
sampling CI,165 as well as many other variants that focus on selecting specific configurations or 
determinants, but to our knowledge they have not been applied to catalysis and we will not 
discuss them further. 
In active space CI, most configurations are excluded by keeping many low-energy 
orbitals doubly occupied and most of the high-energy orbitals unoccupied. The spaces of fixed 
doubly occupied and unoccupied orbitals are typically referred to as “inactive” and “virtual”, 
respectively. The remaining orbitals are “active”, and their treatment depends on the specific 
form of theory in use. In the most common variety, complete active space self-consistent field 
(CASSCF)166 (Figure 4b), FCI is conducted on all of the active space orbitals. Because of the 
constraints imposed by the active space selection, the computational cost of CASSCF is much 
less than for a true FCI calculation. Even so, the dimension of the CI problem scales 
exponentially with the number of electrons and orbitals in the active space, and active spaces 
larger than eighteen electrons in eighteen orbitals, or (18,18), are still impossible for most 
computers,167 although twenty electrons in twenty orbitals has been achieved using massive 
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parallelization.168 This limit can be increased significantly by the use of restricted active space 
self-consistent field theory (RASSCF)169 (Figure 4c), which breaks the active space into three 
subspaces. The first subspace, RAS1, contains doubly occupied orbitals, with excitations into 
RAS2 or RAS3 permitted up to a user-defined maximum. Similarly, RAS3 contains unoccupied 
orbitals and can have excitations from RAS1 or RAS2 up to a user-defined maximum. RAS2 
orbitals undergo FCI, similar to the active space of CASSCF. Because the number of RASSCF 
configurations is much more limited than for a CASSCF active space of the same size, it is 
possible to calculate larger active spaces with RASSCF than with CASSCF. Among the same 
family of methods, it is also worth mentioning the generalized active space SCF (GASSCF) 
method,170 the occupation-restricted multiple active space (ORMAS) method,171 generalized 
valence bond (GVB),172 and the separated pair (SP) approximation.173 In these approaches 
different constraints are followed to divide the active space in subspaces and control the number 
of CSFs in the CI expansion. Their utilization in catalysis has been limited because of the 
challenge of selecting an active space or a partition of excitations. We will discuss this problem 
further in Section 6. 
Even larger active spaces may be treated using density matrix renormalization group 
theory (DMRG).174–176 DMRG restates the FCI wave function in terms of orbital occupation 
numbers and decomposes the corresponding FCI tensor into a contracted matrix product state 
(MPS). For most practical applications the product expression is truncated based on an arbitrarily 
chosen “bond dimension”,177 sometimes labeled “D”177 or “M”.178 The truncation of the CI 
matrix product expression provides much of the advantage in computational effort when using 
DMRG methods. While this truncation could be seen as similar to the truncation of the FCI 
summation expression in conventional active-space or excitation-based CI methods, it is 
important to understand that the product truncation in DMRG is not restricted to excitations of a 
given rank, and in principle all of the FCI coefficients can be treated. However, unless M is very 
high, orbital selection and ordering can play a significant role in the results, which is not the case 
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for true FCI. Moreover, it is common to impose additional restrictions analogous to CASSCF by 
restricting certain orbitals to being doubly occupied or unoccupied. Because the matrix product 
truncation provides significant savings compared to a true FCI calculation even when performed 
only for an orbital active space, much larger active spaces can be considered. Currently up to 84 
electrons in 84 orbitals (84,84) has been performed,179 and over 100 active orbitals are 
feasible.180 
In all of the cases discussed above, only part of the correlation energy is included. In 
CASSCF and other active-space methods we have discussed, static correlation is fully recovered 
so long as the active space is properly chosen, that is, so long as only configurations of very 
small weight are excluded. However, choosing the active space is not simple or straightforward, 
and generally it is necessary to manually select individual orbitals based on chemical intuition 
and trial and error.181 Work is ongoing in several groups to minimize this obstacle (e.g., Refs. 181–
183), which will be addressed in more detail in the “Outlook” section. 
Even with a good active space, the results will be only qualitatively correct, as the 
exclusion of low-weight configurations prevents full recovery of dynamical correlation. An 
additional calculation step is required to get energies with quantitative accuracy, which is 
necessary for comparison to or prediction of experimental values, or when using these 
multireference calculations to benchmark other methods such as KS-DFT functionals. Increasing 
the active space size will include ever-increasing amounts of dynamic correlation, but capturing 
all dynamical correlation would, in principle, require including all remaining configurations, i.e., 
FCI, which as stated above is unaffordable. However, there are several strategies for including 
enough additional configurations such that the dynamical correlation can be approximated. The 
most popular184 method to follow-up CASSCF, RASSCF, GASSCF, or DMRG-CASSCF 
calculations is second-order perturbation theory (CASPT2,156,157 RASPT2,185 GASPT2,186 and 
DMRG-CASPT2,187 respectively). Using the CASSCF wave function as its zeroth-order 
reference wave function, CASPT2 determines the second-order energy from the first-order wave 
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function, which it obtains by projecting single and double excitations from the reference 
wavefunction onto a modified zeroth-order Hamiltonian. In most calculations the Hamiltonian is 
modified with a level shift known as IPEA in order to correct for an inherent error in CASPT2 
that underestimated bond energies due to inconsistent treatment between closed-shell and open-
shell cases. The term “IPEA” arises because the original derivation of the shift was an attempt to 
obtain correct ionization potentials (IP) and electron affinities (EA). Note that the IPEA shift is 
therefore an empirical parameter, with a standard recommended value of 0.25 hartrees.188 The 
user can set other values of the IPEA shift in an attempt to obtain better agreement with 
experiment for their own systems of interest, but doing so reduces CASPT2 to a semi-empirical 
method and we do not endorse this as a general practice. The use of IPEA is a matter of ongoing 
debate, with some saying it should not be used at all,189 while others embrace it as an empirical 
parameter,190 and others recommend the default value only.191 In the latter case, Pierloot et al. 
specifically discussed high-spin bias in CASPT2, assigning it to inconsistent treatment of core 
orbitals in first-row transition metals.191 CASPT2 also suffers from an “intruder state” problem, 
in which at particular points on a potential energy surface can have an erroneously large 
contribution from certain configurations due to near-zero values in the energy denominator. This 
can often be resolved by the application of an imaginary level shift to the denominator.192 
Finally, the computational cost of CASPT2 for large active space sizes is even greater than for 
the preceding static correlation step due to the need to calculate higher-order (up to fourth) 
reduced density matrices that scale as poorly as N8, where N is the number of active 
orbitals.187,193,194 The CASPT2 step in a CASSCF/CASPT2 calculation begins to dominate 
timing and memory requirements at about fourteen electrons in fourteen orbitals (14,14),193,194 
making it impractical for active spaces with more than 14 orbitals,187 despite CASSCF 
calculations of (18,18) active spaces being possible.167 Even DMRG-CASPT2 is feasible only for 
up to 30 orbitals,187 in contrast to 100 or more for the DMRG step.180 A different method, n-
electron valence state perturbation theory at second order (NEVPT2),195 achieves greater 
computational efficiency through the use of an alternative zeroth-order Hamiltonian and varying 
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contraction schemes, and it has also been paired with DMRG.196 NEVPT2 does not require 
energy shifts for IPEA and does not suffer from the problem of intruder states,195 but it has been 
noted that it has large errors in the calculation of relative spin energetics for transition metal 
complexes.191 
Another approach to recover dynamic correlation is multireference configuration 
interaction (MRCI).197–199 Rather than treating additional configurations perturbatively, MRCI 
calculates excitations explicitly from a multireference wave function such as CASSCF. While 
CASSCF features FCI on a limited set of orbitals, MRCI adds additional configurations defined 
by specific classes of excitations (i.e., singles, doubles, etc.). In this regard, MRCI has analogies 
with the single-reference method referred to simply as CI, with the difference being that CI uses 
a single-reference wave function such as Hartree-Fock, while MRCI uses a multireference wave 
function such as CASSCF. MRCI with sufficiently high excitations (typically singles and 
doubles, i.e., MRCISD) is considered to be a very high quality method and is sometimes used as 
a benchmarking tool (e.g., Ref. 200). A noteworthy variant of MRCISD is averaged coupled-pair 
functional (ACPF),201 which attempts to correct the formal problem of size-extensivity. 
However, much like CASPT2, MRCI requires fourth-order reduced density matrices, and has 
similar scaling limitations. Using DMRG-MRCI, active spaces as large as (29,29) have been 
reported.202 
Alternative options for recovering dynamical correlation at low cost are in development, 
including multiconfiguration pair-density functional theory (MC-PDFT).203 MC-PDFT recovers 
both static and dynamic correlation by applying an on-top density functional to density and on-
top pair density (associated with the probability of finding two electrons in a given location) 
matrices obtained from a multi-reference wave function calculation such as CASSCF. Energies 
are calculated by taking the kinetic energy and classical Coulomb contributions to the wave 
function energy and adding them to the exchange and correlation calculated by the on-top 
density functional. (This partitioning of the energy is a departure from the many previous 
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attempts to combine MR wave function theory with DFT, motivated in part by the need to avoid 
double-counting of dynamic correlation energy. Interested readers are directed to Ref. 110, 
particularly section II.C. and associated references.) Because the wave function that provides the 
densities is constructed as a spin eigenfunction, no spin contamination is present, nor are broken-
symmetry approaches needed.204 Similarly, MC-PDFT does not have the SIE (or delocalization 
error) found in KS-DFT, provided that certain conditions are met regarding the degree of spatial 
symmetry imposed by the preceding wave function theory calculations.205 MC-PDFT has been 
applied to a variety of transition metal compounds, including MnO4-,206 Re2Cl8
2-,207 
ferrocene,193,194 and others.208–212 
The combination of MC-PDFT with DMRG (DMRG-PDFT) was recently developed and 
demonstrated on the singlet-triplet gaps of polyacenes and polyacetylenes with active spaces as 
large as (30,30),178 and another study on iron porphyrin included a (34,35) active space for 
DMRG-PDFT.213 Additionally, DMRG-PDFT is comparable to DMRG alone in terms of 
computational expense,178 unlike the CASPT2 portion of DMRG-CASPT2,187 and thus DMRG-
PDFT could theoretically be applied to any active spaces that can be affordably treated with 
DMRG alone (i.e., over 100 active orbitals180). Additional ongoing developments in MC-PDFT 
and other CASSCF-related methods are discussed in the Outlook. 
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5. Applications of Multireference Methods for Catalysis 
While current KS-DFT XC functionals are sometimes, if inconsistently, able to get 
reasonable results for multireference systems despite the single-reference nature of DFT, 
formally multireference methods have rarely been applied to full catalytic systems. When 
multireference methods are used at all, they are typically on small model systems. They usually 
address only one particular question about the catalytic system, and are often used primarily as 
benchmarking tools for the selection of KS-DFT functionals (e.g., Refs. 200,214). We present some 
examples here, but they should not be taken as an exhaustive list, as it is possible for a given 
work to have some relevance to catalysis even if the primary motivation was a different 
application. For example, in a study of metalated catecholates for gas separations on MOFs,215 
DFT and CASPT2 results suggested the possibility of N2 activation due to back-binding.
215 
Using active spaces that included the 3d orbitals on the metal, the 2p orbitals of the N2, and the 
delocalized π orbitals on the carbon ring of the catecholate, CASSCF orbital occupancies showed 
that with N2 bound in an end-on fashion to the low-coordinate metal center, the 3d orbitals of the 
metal interacted in a π/π* fashion with the π* orbitals of the N2. Such activation could prove 
useful in ammonia synthesis.215 
As this perspective is primarily motivated by heterogeneous catalysis, most of the 
references we discuss in this section are on models of heterogeneous catalytic systems. However, 
we include a few examples of homogenous systems that serve as good illustrations of how 
multireference methods can be used in catalysis. Additional examples of multireference 
calculations on homogenous catalysts or enzymatic systems can be found in Refs. 216–227. 
An especially good example of the detailed analysis possible with multireference wave 
function theory can be found in the work of Kurashige et al.,228 in which they studied the 
mechanism of O-O bond formation in oxygen evolution from water with a K2FeO4 catalyst 
dimer. Using geometries obtained with B3LYP132–134 on a gas-phase [H4Fe2O7]
2+ cluster model, 
they employed DMRG-CASPT2 and DMRG-MRCI with a (36,32) active space along with 
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CASSCF/CASPT2 and CASSCF/MRCI with (4,4) and (20,14) active spaces for both. The 
(36,32) active space consisted of the ten Fe 3d orbitals, two 2p orbitals for each of the O atoms, 
and the third 2p and a 2p' “second-shell” orbital for the two O atoms associated with the O–O 
bond formation. The (20,14) active space primarily had the 3d orbitals of the Fe atoms and 2p 
orbitals from the O–O oxygens. (No information was provided regarding the nature of the (4,4) 
orbitals.) They also performed single-point DFT calculations with TPSSh,128 CAM-B3LYP,229 
and BP86.132,230 Qualitative agreement was found among all DMRG calculations inasmuch as 
they all predicted the activation energy to be positive and the reaction energy to be negative or 
close to zero. Quantitative results, however, differed significantly. The inclusion of dynamic 
correlation in the DMRG calculations (whether CASPT2 or MRCI) lowered the activation 
barrier from the DMRG-CASSCF value by about 5 kcal/mol, but the reaction energy was 
lowered (by 4 kcal/mol) only with DMRG-MRCI. The hybrid-functional DFT energies of the 
product were about 9-13 kcal/mol lower than DMRG-CASPT2 and 5-10 kcal/mol lower than 
DMRG-MRCI, differences that would make the O2 release step noticeably less likely in the DFT 
predictions. The CASSCF calculations were found to have insufficiently small active spaces, as 
the (4,4) calculations leading to unphysical predictions and the (20,14) active space results 
agreed with DMRG only for the reactant-to-transition-state portion of the reaction (with a 15 
kcal/mol difference for the product energy between CASSCF (20,14) and DMRG-CASSCF). 
However, both CASSCF (20,14) and DMRG-CASSCF natural orbital occupation numbers 
(NOONs) were in reasonable agreement and were used for qualitative analysis of the electronic 
structure during O-O bond formation. In departure from previous studies, which had predicted 
the product intermediate to have a single O-O bond and two Fe(V) centers based on single-
reference methods, Kurashige et al. found that the O-O bond order would be 1.5 and that the Fe 
oxidation state would be +4.5. They pointed out that these conclusions were possible only 
because of the multi-reference approaches they used. 
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In order to better understand oxygen activation on iron for catalytic purposes, Maier et al. 
studied the vibrational spectrum of FeO2
+ with infrared photodissociation experiments (using 
complexes with He) and at several levels of theory, including DFT, CASPT2, and MRCI.200 The 
use of a small model system allowed them to perform higher-level theory than would have been 
possible on a real heterogeneous catalysis material. Relative energies of different spin and spatial 
symmetry states at several different geometries were calculated, using MRCI with singles and 
doubles (MRCISD) as a reference after estimating correction terms to account for higher 
excitations, active space size, core-valence interaction, basis set size, and scalar relativistic 
effects. No methods yielded the same state ordering as the corrected MRCI results, mainly due to 
large variations in the results for the “inserted” complex featuring the Fe atom between the 
oxygen atoms. The best agreement with the MRCISD reference was provided by ACPF, 
followed by CASPT2. The authors defined multiple active space choices, with their minimal 
(15,11) active space having the Fe 4s and 3d orbitals and the O 2p orbitals. They also indicated 
the use of two different (15,12) active space and a (15,13) without specifying the nature of the 
additional orbitals, noting that the (15,13) could be performed with CASPT2 but not MRCI. 
(Note that the authors used a different labeling convention in which (N1,N2) refers to the number 
of orbitals in A" and A', but the numbers we present are in the more common notation where 
(n,N) refers to the total number of active electrons and orbitals, respectively). The authors 
estimated the effects of using the smaller active space to be limited compared to most of the 
other corrective terms, although corrections were as large as 20 kJ/mol and they had to exclude 
octet states from analysis because the active spaces were not big enough. Basis set effects were 
also declared to be small, albeit with correction terms up to 33 kcal/mol. None of the DFT 
functionals studied (PBE,138 BP86, 132,230 TPSS,128 B3LYP, 132–134 TPSSh,128 and B2PLYP231) 
were found to yield quantitatively accurate results, with mean absolute errors of 17-70 kJ/mol 
and all functionals having individual errors over 120 kJ/mol. Spin contamination was observed to 
affect the qualitative descriptions as well, with doublet states having spin density on oxygen 
atoms in DFT results but not in CASSCF results. Assignment of the experimental IR spectra was 
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conducted based on the corrected MRCI results, finding that two isomers contributed to the 
experimental bands: FeV in an inserted complex and FeII in a side-on structure. 
Vanadium oxide clusters have also been studied as models for heterogeneous catalysis 
systems. Pykavy et al.232 calculated potential energy curves for monocationic, neutral, and 
monoaniaonic states of V2O4
+/0/- using CASSCF-ACPF and DFT, specifically, the B3LYP132–134 
functional. They found B3LYP to be sufficient for structures, spin state relative energies, the 
ionization potential, and the electron affinity, with errors of about 0.2 eV or less even with strong 
MR character in the neutral and anionic molecules. However, barrier heights had errors as large 
as 30 kJ/mol (over 0.3 eV), and, citing nonsystematic errors in B3LYP energies in general, the 
authors recommended that future work with multiple transition metals use ACPF single-point 
calculations on DFT-optimized structures. The CASSCF-ACPF calculations were performed 
with two active spaces, one of which featured any orbitals that were singly occupied in high-spin 
Hatree-Fock calculations (primarily V 3d orbitals) and a larger one that included four, four, and 
six V 3d orbitals for the cation, neutral molecule, and anion, respectively, along with four O 2p 
orbitals. The authors note that even the larger active space may not be sufficient for the relative 
spin energetics, but their larger active space results were in close agreement (0.02 eV) with 
experiment for the vertical electron detachment energy of the anion. 
Vanadium oxo complexes, including a VIII case, were studied by King et al.233 as model 
systems for understanding possible oxidation states for both homogeneous and heterogeneous 
catalysis. The work featured experimental synthesis and characterization of several complexes in 
an attempt to obtain low oxidation states of vanadium in supported vanadium oxo species, 
followed by theoretical studies of the electronic structures with DFT and CASSCF/NEVPT2 
using an active space consisting of the five V 3d orbitals. Reacting [VIV(O)(PY5Me2)](OTf)2, 
where (PY5Me2) = 2,6-bis[1,1-bis(2-pyridyl)ethyl]pyridine and (
−OTf = −OSO2CF3), with 
cobaltacene yielded [VIII(O)(PY5Me2)]OTf, which was reported as the first case of a single-
metal [VIII(O)]+ species. Electrochemical results suggested that it might be possible to reduce the 
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vanadium further to [VII(O)PY5Me2], but attempts to do so were unsuccessful. 
CASSCF/NEVPT2 and DFT results predicted that [V(O)PY5Me2], the complex that was the 
target for a VII oxo species, would instead have higher oxidation states due to charge transfer to 
the pyridine ligands via π interaction. However, CASSCF and DFT disagreed as to the degree of 
oxidation: CASSCF predicted a one-electron transfer leading to VIII, while DFT predicted two-
electron transfer and VIV (Figure 5). 
 
 
Figure 5: Predicted spin density of vanadium oxo species. Reprinted with permission from Ref. 
233. Copyright 2014, American Chemical Society. 
 
The oxidation of methane to methanol is an especially high-value catalytic target, and 
inspired by enzyme active sites Rezabal et al.234 studied the differences between CuO+ and 
CuOH+ for C-H activation of methane. While they primarily used DFT (B3LYP, 132–134 M06,235 
and B38P86236) with a CCSD(T) reference, the singlet reaction pathway of CuO+ was found to 
be multireference in character and they chose CASPT2 their reference method in that case. The 
active space included Cu 3d and “second shell” 3d' orbitals, O 2p orbitals, and “relevant” orbitals 
from the methane molecule. Geometries for all species were optimized with B3LYP. They noted 
that the DFT results all had large deviations from the CASPT2 results, with maximum deviations 
of 16.7, 9.4, and 16.7 kcal/mol for B3LYP, M06, and B38P86. CASPT2 also predicted the 
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reaction to be more exothermic than CCSD(T) did by predicting higher energy for the reactants 
by 14.7 kcal/mol and lower energies for the final intermediate by 7.4 kcal/mol. However, they 
did not perform CASPT2 on any of the cases other than the singlet CuO+ pathway based on their 
T diagnostics yielding single reference values, so it is not known if there would have been better 
agreement between CASPT2 and CCSD(T) in those cases. Except for one intermediate, the 
triplet reaction path was predicted to be ground by all methods, however, and after calculating 
the CASSCF spin-orbit coupling constant to be 1.2 cm-1 the authors concluded that the system is 
highly unlike to change its spin state. 
Activation of C-H bonds has also been a major feature of MR theoretical work directly 
inspired by hetereogeneous catalytic systems such as zeolites. Vogiatzis et al.237 studied methane 
to methanol on a [Cu3(μ-O)3]
2+ cluster as a model of a possible active site in mordenite. Earlier 
work had indicated that metal-to-ligand charge transfer should be relevant, but it was unclear 
whether the Cu centers were 2+ or 3+. Accordingly, they used DFT, CASPT2, and RASPT2 to 
study the oxidation states of the Cu centers, the Cu-O bond orders, and the ground spin state of 
the overall cluster. One of the especially nice features of this paper is that it includes a systematic 
exploration of the active space in the supporting information. The authors found that the 
multireference character of the [Cu3(μ-O)3]
2+ cluster came from only five orbitals with 
occupation numbers between 0.04 and 1.96 (Figure 6) and that the doubly occupied Cu 3d 
orbitals did not participate in binding with the µ-O atoms and could be disregarded. However, 
progressively adding µ-O 2p and 3p orbitals led to CASSCF spaces of (11,11), (13,13), and 
(15,15), and eventually a RASSCF space of (19,21) with RAS2 consisting of the minimal five 
orbitals. The (5,5) active space was deemed insufficient because CASPT2 relative spin state 
energies disagreed significantly with the CASPT2 and RASPT2 results using other active spaces, 
as well as with other methods. The CASSCF (11,11) and RASSCF (19,21) active spaces were 
chosen to be reported in the main manuscript, although it should be noted that an earlier 
CASSCF (11,11) calculation had very different relative spin results from the one reported in the 
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manuscript, which the authors attribute to the use of the RASSCF (19,21) orbitals as the initial 
guess for the orbitals in the (11,11) calculation reported in the paper. This discussion reflects the 
importance of the initial guess in MCSCF calculations. Both CASPT2 (11,11) and RASPT2 
(19,21) predicted the spin state to be a doublet, with the quartet over 20 kJ/mol higher. However, 
the two methods disagreed regarding the degree of the doublet-sextet gap, with CASPT2 
predicting 78.1 kJ/mol and RASPT2 predicting 108.6 kJ/mol. In the ground state configuration, 
one Cu atom was pure d9, as expected for CuII, while the other two were of mixed CuII/III 
character as they shared electrons with two of the oxygens through σ interactions. Those oxygens 
were of radical oxyl character, while the remaining oxygen was oxo (2-). Calculation of excited 
states revealed a low-lying (18 kJ/mol above ground) configuration in which one of the radical 
oxygens took on the oxo character and the oxygen that had been 2- became oxyl. The remaining 
oxygen retained oxyl character in both states, and was also the one with best accessibility for 
methane once the environment of the zeolites walls were taken into account. Periodic DFT 
confirmed that this radical-oxyl oxygen was favored for hydrogen transfer from methane, with an 
activation barrier of 37 kJ/mol, while the two oxygens that could be found in oxyl or oxo forms 
had activation barriers of 74-78 kJ/mol. 
 
 
Figure 6: Key molecular orbitals of [Cu3(μ-O)3]
2+ cluster, doublet spin state. Reprinted with 
permission from Ref. 237. Copyright 2017, American Chemical Society.  
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Iron-containing zeolites have also been studied for methane activation using 
multireference methods. Snyder et al.238 used CASPT2 on DFT-optimized structures in 
combination with magnetic circular dichroism on the Fe(II)-beta (BEA) zeolite (featuring iron 
atoms supported by an aluminosilicate framework) to study the α-Fe(II) active site and the 
associated α-O intermediate in methane to methanol conversion. Computational efforts were of 
interest because α-Fe(II)-containing zeolites also have many other “spectator” species that make 
it difficult to assign features in experimental spectroscopy. The authors chose to study α-Fe(II) in 
BEA based on their new discovery of spectral features that were most intense for this particular 
case. In particular, they observed a weak ligand-field band in diffuse reflectance ultraviolet-
visible (DR-UV-vis) at 15,900 cm-1 that was replaced by a feature at 16,900 cm-1 after N2O 
activation. The authors assign the 16,900 cm-1 feature to the α-O intermediate, as it disappeared 
after reaction with CH4. Magnetic circular dichroism (MCD) and Mössbauer data indicated the 
α-Fe(II) site was square planar and mononuclear with a positive zero-field splitting (ZFS) 
leading to S = 2. After identifying possible motifs within the BEA framework that would be 
compatible with such an iron site and would be accessible to CH4, the authors found that there 
could be multiple arrangements of two aluminum and four silicon atoms and employed 
computational methods to understand the effects. Using an active space consisting of the five Cu 
3d and five Cu 3d' “second-shell” orbitals and the bonding O 2p orbitals, they found that 
CASPT2 could reproduce the positive ZFS of the experimental work only if the aluminum atoms 
each lay across from each other between two oxygen atoms bound to the iron. Based on CASPT2 
results, the 15,900 cm-1 band of α-Fe(II) was assigned to a 3𝑑𝑧2 → 3𝑑𝑥2−𝑦2 transition. The 
authors note this transition is of high energy in part because the 3𝑑𝑧2 orbital is stabilized by 
mixing with 4s due to the lack of axial ligands. 
A follow-up study by Hallaert et al.239 added considerable detail as it further addressed 
Fe(II)-BEA along with two other zeolites, ZSM-5 and ferrierite. Ligand field (LF) spectra were 
calculated with CASSCF/CASPT2 (Figure 7). Setting the same types of Cu and O orbitals for 
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the active spaces as in the previous work by Snyder et al.,238 the authors concluded that for all 
three zeolites studied, CASPT2-calculated 3𝑑𝑧2 → 3𝑑𝑥2−𝑦2 transition energies could reproduce 
DR-UV-vis bands around 16,000 cm-1 only for the same arrangement of aluminum and silicon 
found by Snyder et al.238 for Fe(II)-BEA, i.e., with two Al atoms distributed symmetrically 
across the six-membered ring from each other, and at the sites on the ring that provide minimal 
Al-Al distance. (We follow the nomenclature of the authors in this and the following related 
papers by using “six-membered ring” to refer to rings of twelve atoms: six oxygen atoms 
alternating with Si or Al atoms.) CASPT2 was also used to investigate a disagreement between 
periodic PBE138 and cluster calculations using B3LYP132–134 regarding the level of coordination 
of certain types of Fe sites (labeled γ) in Fe-ZSM-5. The periodic PBE calculations predicted 4-
fold coordination to be the most stable, while cluster B3LYP predicted 6-fold coordination. 
CASPT2 using the B3LYP structures predicted a difference between 4-fold and 6-fold 
coordination of about 1 kcal/mol, so the authors concluded that the differences were a matter of 
functional dependency rather than the use of cluster or periodic models. Having noted the 
importance of the α-Fe site being in square-planar geometry, the authors also compared square-
planar geometries with tetrahedral using DFT and CASPT2 in order to confirm their hypothesis 
that the square-planar geometry is not forced by the zeolite framework. Considering several 
points along a dihedral angle (δ) coordinate between the two FeO2 triangles, they found that 
CASPT2 favored square-planar slightly more than DFT, with minima at δ ≈ 35° and 45°, 
respectively (Figure 8). They estimated the geometric strain imposed by the zeolites to obtain an 
“ideal” square-planar structure to be no more than 1 kcal/mol. The square-planar electronic 
structure was predicted by CASSCF to include a doubly occupied 3𝑑𝑧2 orbital and four singly 
occupied 3d orbitals. They suggested the 3𝑑𝑧2 orbital benefits from additional stabilization 
through mixing with the 4s orbital, which they expected would strengthen the Jahn-Teller effect 




Figure 7: Ligand-field excitations of α-Fe calculated by CASPT2 and corresponding 
experimental DR-UV-vis absorbance bands. Reprinted with permission from Ref. 239. Copyright 
2017, American Chemical Society. 
 
 
Figure 8: Energies of α-Fe with varying ligand oxygen dihedral angles calculated with DFT and 
CASPT2. Reprinted with permission from Ref. 239. Copyright 2017, American Chemical Society. 
 
Yet another zeolite, Fe-CHA, was examined for methane activation by Bols et al.240 As in 
the previous two papers (and using the same type of active space), CASPT2 LF spectra 
confirmed that the α-Fe was in a six-membered ring with two Al across from each other, with 
CASPT2 transitions at 4065 and 13,478 cm-1 and experimental DR-UV-vis-NIR (NIR = near 
infrared) spectroscopy yielding 5400 and 13,000 cm-1, respectively. The CASPT2 calculated d 
transitions were also compared among Fe-CHA and several previously studied zeolites to 
confirm the DFT findings that CHA had weaker Fe binding than the other cases (38 kcal/mol 
lower than BEA), which the authors said could lead to deactivation of Fe-CHA through 
migration of the Fe cation under reaction conditions. 
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Many of the studies of heterogeneous catalysts featuring multireference treatment have 
been on metal-organic frameworks. The MOF-74 family, especially Fe2(dobdc) and 
Fe0.1Mg1.9(dobdc), drew a good deal of attention after Xiao et al. reported its conversion of 
ethane to ethanol.241 Verma et al. continued the investigation into the specific mechanism of 
ethane conversion (Figure 9) using DFT and CASPT2.242 CASPT2 treatment was applied to two 
specific structures: the B' iron(IV)−oxo intermediate (where B' is B with the N2 removed) and 
the TS2 hydrogen atom abstraction transition state. For B' the authors used a (18,12) active space 
that included the Fe 3p core orbitals, the Fe 3d orbitals, and O 2p orbitals as needed for the 
bonding/antibonding interactions with the Fe 3d orbitals. For TS2, a (12,11) active space was 
used that consisted of the five Fe 3d orbitals, one of which was in a σ/σ* bonding/antibonding 
interaction with the evolving –OH group, and three O 2p and two O 3p orbitals. In both cases a 
smaller 26-atom cluster was cut from the 88-atom cluster model used for DFT; this choice was 
validated by different cluster comparisons provided in the supporting information. They 
concluded that a high-spin iron(IV)−oxo complex played a key role in the catalytic conversion of 
ethane, and in contrast to previous work on nonheme iron(IV)-oxo species, they found that the 
reaction path should proceed entirely along a quintet ground state with no spin flip, particularly 
as both CASPT2 and M06-L predicted large gaps between the quintet and septet or triplet states 
for TS2. CASPT2 on TS2-based structures also played a key role in determining the relative 
likelihood of a σ-electrophillic attack leading to catalytic reactivity and a π-electrophillic attack 
leading to self-decay. Verma et al. found that the σ-channel was determined to be more favorable 
by 24.3 kJ/mol, establishing the favorability of the catalytic pathway. Their work inspired a 
computational screening243 performed by Vogiatzis et al. on a database of experimental MOF 
structures to find other MOFs that could support such a system, with experimental work was 
performed on the most promising candidates. Additionally, screening of possible ligands in 
search of additional variants of the Fe site was conducted by Liao et al. using DFT,244 with their 
choice of the M06-L functional justified by the agreement with CASPT2 results in the work of 
Verma et al.242   
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Figure 9: Enthalpy profile of ethane to ethanol catalytic cycle calculated using M06-L on an 88-
atom cluster. Reprinted with permission from Ref. 242. Copyright 2015, American Chemical 
Society. 
 
Methane and ethane activation were also studied by Vitillo et al.245 In that work, a cluster 
model representing a metal node similar to what could be found in MOFs such as MIL-100 and 
MIL101. The cluster featured three metal sites, one of which was held constant as Fe while the 
other two could be Al, Cr, or Fe (Figure 10). Most work was conducted with DFT using the 
M06-L125 functional, but CASSCF/CASPT2 were also performed on the A structure in Figure 
10 for the FeFeFe clusters and the AlAlFe cases, with (16,15) and (6,5) active spaces, 
respectively. These were seen as minimal active spaces (featuring only the 3d orbitals of the Fe), 
but the choices was justified by showing that the energies of relative spin states in the AlAlFe 
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cluster did not change significantly with larger active spaces. Both M06-L and CASPT2 
predicted high-spin on all Fe and Cr centers, but the degree of difference was not consistent 
across methods: M06-L calculated the triplet-quintet splitting for the Fe center in AlAlFe to be 
100 kJ/mol in favor of the quintet, while the CASPT2 results indicated the quintet would be 
favored by over 180 kJ/mol. The primary use of the CASPT2 calculations was to justify 
performing the DFT reaction coordinate calculations on the high-spin surfaces. Other than 
AlAlFe the clusters studied were found to have an overall intermediate spin due to 
antiferromagnetic coupling of the individually high-spin centers, but CASPT2 results from 
FeFeFe demonstrated that the high-spin state was less than 22 kJ/mol above ground, 
demonstrating that the coupling between the high-spin centers was sufficiently weak for it to be 
ignored for subsequent calculations. CASPT2 was also able to correctly identify that there would 
be two Fe(III) and one Fe(II) centers in the FeFeFe cluster, in agreement with past experiment, 




Figure 10: Model cluster M1(III)M2(III)Fe(II)(μ3-O)(HCOO)6, where M1 and M2 can be Al, Cr, 
or Fe. Shown here with ethane to ethanol catalytic cycle. Reprinted with permission from Ref. 
245. Copyright 2018, American Chemical Society.   
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Bernales et al.246,247 analyzed the mechanisms of ethylene dimerization using cobalt or 
nickel (deposited on the NU-1000 MOF) using DFT and found nickel to have a lower activation 
barrier than cobalt. CASPT2 calculations were performed in order to rationalize the different 
reactivity between Co and Ni. The active spaces included two C 2p orbitals from the π bonds of 
the ethylene and five and four of the Co and Ni 3d orbitals, along with the corresponding 3d' 
“second-shell” orbitals. Ni had a smaller active space due to it being low-spin in a square-planar 
conformation, which led to one of the 3d orbitals being unoccupied. Differences in the degree of 
involvement of the 3d orbitals of the metal in the transition state proved to be the driving force in 
the differences in Co and Ni reactivity: For the Ni case, a single formally empty d orbital 
interacts strongly (48%) with the 2p orbitals of the ethylene carbon atoms (52%). For Co the 
equivalent d orbital is singly occupied, leading to a partially occupied antibonding configuration 
and only a 15% 3d orbital contribution in the frontier molecular orbital. Even though MR 
calculations were not used for computing reaction (or activation) energies, this example shows 
how MR methods can be useful in understanding reactivity in catalysis. 
Finally, an example a full catalytic pathway calculated with MR methods is the study by 
Chalupský et al.248 of C-C desaturation through C-H activation by Δ9 desaturase, an enzyme with 
two Fe atoms at the active site that can perform dehydrogenation on alkyl chains (Figure 11). 
Although it is not, strictly speaking, a heterogeneous catalytic reaction, we include it as one of 
the rare examples of a multireference approach applied to a catalytic reaction pathway, 
demonstrating many of the benefits and challenges involved. The authors analyzed different 
reaction pathways employing DMRG/CASPT2 with active spaces including all 3d orbitals on Fe, 
all 2s and 2p O2 orbitals, C−H σ and σ* orbitals of the substrate. When a water molecule was 
present, all of its valence orbitals were included as well. The authors argue that because of the 
size of their active spaces (between (20,20) and (35,26)) they can assume their DMRG 
calculations provide the correct qualitative description of the reaction pathway. Selecting the 
lowest-energy results for each intermediate and transition state led them to suggest proton-
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assisted O2 activation as the mechanism for C-C desaturation. They then compared their 
DMRG/CASPT2 activation and reaction energies with DFT results employing most popular 
functionals. They observed large variances among the DFT results, with mean absolute 
deviations from the DMRG/CASPT2 values in the tens of kJ/mol for all functionals and with 
maximum deviations usually in excess of 70 kJ/mol. Moreover, they note that several of the DFT 
functionals predict qualitatively incorrect reaction pathways leading to hydroxylation rather than 
the experimentally observed desaturation. 
 
 
Figure 11: Mechanism of Δ9 desaturase predicted by DMRG-CASPT2. Reprinted with 
permission from Ref. 248. Copyright 2014, American Chemical Society. 
 
Before we conclude this section, it is worth mentioning that when a cluster model of a 
periodic system is used (whether for DFT or MR wave function theory), the choice of the cluster 
is very important. For example, in MOF-based catalysis it is common to use a cluster model to 
analyze the catalytic mechanisms when the catalysis occurs at well-separated single-sites within 
only one node. The challenge arises in deciding where to cut the linkers connecting two nodes. 
For example, BDC (benzene-1,4-dicarboxylic acid) linkers can be replaced by benzoate, formate 
or acetate linkers to have a finite cluster. Additionally, in order to mimic the rigidity of the 
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framework some of the linker atoms have to be frozen at the geometry of the optimized periodic 
structure (which takes into account the rigidity of the overall structure), although in principle this 
freezing could also introduce artifacts. Simons et al.147 replaced the structural linkers of NU-
1000 with acetate ligands and froze the cooordinates of the atoms constituting the methyl groups. 
In their work on ethylene dimerization on NU-1000,246 Bernales et al. replaced the structural 
linkers with formate ligands for their mechanistic study (which reduced the computational cost) 
and the carbon atoms of the formate groups were frozen during optimization. Studies of UiO-66 
and -67 for ethanol dehydration by Yang et al.249 featured replacing BDC linkers with 4 benzoate 
and 7 formate groups (leaving 1 defect site), and only the p-carbon atoms of the benzoate linkers 
were fixed during optimization in order to mimic the MOF rigidity. Interested readers can also 
consult Ref. 242 and references therein, which address the selection and validation of an 88-atom 





Heterogeneous catalysis is in widespread use for chemical transformations and is of 
fundamental importance in industry. Over the years, DFT has proven to be an invaluable tool and 
remains a popular method for the computational modeling of catalysis, with still relatively few 
applications of MR wave function theory methods to corresponding problems owing to the 
greater efficiency of the DFT model. However, the common presence of transition metals in 
catalysis generates challenges for DFT because corresponding MR character (either in the 
ground electronic state, thermally accessible excited states, or both) makes it difficult to 
accurately describe the energetics of different spin states, spin density distributions (in open-shell 
systems), and oxidation states. Examples from the literature include cases where, in multi 
metallic systems, one functional will assign spin density to one metal while another functional 
will assign it to the other.105 Moreover, in view of the increasing use of machine learning for 
catalysis, it is imperative that the input (training) data be very accurate in order to try to avoid 
biased and chemically meaningless predictions. 
The very few available MR studies on catalytic mechanisms already show that there can 
be dramatic differences between DFT and MR methods. However, MR methods have their own 
drawbacks, both for catalysis and reactivity in general, because reliable results require a balanced 
active space along the entire reaction path and this is not always practical. This is the main 
reason that active-space based methods have been used more for spectroscopy than for reactivity, 
even if there are examples of the latter. 
The general challenges of MR methodologies are that they are very expensive and they 
are not as “black-box” as DFT. A careful selection of the active space is absolutely crucial, as 
well as a careful inspection of the outcome of the calculation. Large active spaces may be needed 
in order to get accurate results when there are various parts of the system under consideration 
that are strongly correlated, in which case calculations can become prohibitively expensive. The 
high computational cost and the need for specialized expertise have slowed the mainstream use 
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of MR theories in computational heterogeneous (and homogeneous) catalysis. However, work 
towards reducing the cost of the calculations and automatizing the active space choice is 
ongoing. Examples for reducing the cost include the development of the RASSCF and GASSCF 
models,170 which use fewer CSFs than CASSCF, and MC-PDFT,110,203 which can account for 
dynamical correlation at much lower cost compared to CASPT2.  
Another problem with these methods is that even when they can be used relatively 
efficiently to obtain single-point energies, geometry optimizations remain more challenging and 
less black box, especially with CASPT2, so the standard procedure is to generate potential 
energy surfaces with KS-DFT and then compute single-point energies with these more advanced 
methods, which can obviously be problematic when the KS-DFT model is so qualitatively 
inaccurate that the potential energy surface becomes suspect. Recent analytical gradient 
implementations for MC-PDFT may enable accurate geometry optimizations at this particular 
MR level.193,194,250 Regarding automatizing active space choice, work has begun to appear in the 
literature.181,183 
An important point meriting consideration is that common practice is to follow a reaction 
along a single spin-state potential energy surface, but catalysis can include reactions exhibiting 
two-state reactivity. Spin-orbit coupling may moreover be important for such cases.251–254 We 
note the potential importance of MR methods for modeling spin forbidden reactions that may 
involve MR character (especially in lower spin states, owing to the higher number of possible 
determinants or CSFs for such states). Two state reactivity has been repeatedly invoked in metal-
based reactions,255–258 and MR methods can offer important insights into such processes.  
Heterogeneous catalysis typically implies use of solid-state catalysts, and since 
heterogeneous catalysis usually is modeled using periodic calculations, it is unsurprising that no 
literature associated with the use of MR methods has yet appeared, although often it is proven 
possible to extract valuable information from a realistic cluster model. In this regard, catalysis on 
metal or metal oxide surfaces (e.g., for electrocatalytic applications) are expected to encounter 
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the same problems as molecular systems. There is no particular reason that prevents the 
drawbacks of DFT found in a molecular complex from being extended to periodic systems. 
Furthermore, there are problems associated with DFT band gap259–261 and bandstructure262–264 
predictions for strongly correlated systems, which are relevant issues for photocatalysis. Work 
toward implementation of CASSCF in periodic systems using density matrix embedding theory 
(DMET)265,266 is underway, and other progress has also been made in this direction.267–274 
In summary, while DFT remains a generally robust first choice for modeling catalytic 
reactions, we believe that the field has advanced sufficiently that the computational modeling of 
catalysis should more regularly move a step forward and go beyond DFT to consider the use of 
more flexible wave-function electronic structure theories, including MR methods. Continued 
development to address the current practical challenges associated with the use of MR methods 
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