Abstract. Given a perfect valuation ring R of characteristic p that is complete with respect to a rank-1 nondiscrete valuation, we show that the ring A inf of Witt vectors of R has infinite Krull dimension.
Introduction
Fix a prime p. Let R be a perfect valuation ring of characteristic p and denote the valuation by v. Assume v is of rank 1 and nondiscrete and that R is complete with respect to v. Let A := A inf := W (R) be the ring of Witt vectors of R. This ring plays a central role in p-adic Hodge theory as it is the basic ring from which all of Fontaine's p-adic period rings are built. It is also central to the construction of the (adic) Fargues-Fontaine curve [FF18] . Recently, Bhatt, Morrow and Scholze constructed A inf -cohomology, a cohomology theory that specializes toétale, de Rham and crystalline cohomology [BMS18] . In these works there is a useful analogy between A and a 2-dimensional regular local ring. In this paper we prove the following theorem. 
As suggested in [Ked18, Remark 1.6], we use Newton polygons to find an infinite chain of prime ideals between p and W (m). The equal characteristic analogue of Theorem 1.1 is the statement that the power series ring R X has infinite Krull dimension. This was first proved by Arnold [Arn73, Theorem 1], and the structure of our argument is very similar to his. We axiomatize Arnold's argument in Section 3.
Notation. We use the convention that the symbols <, >, ⊂, ⊃ denote strict inequalities and inclusions with the exception that we allow the statement "∞ < ∞" to be true. Otherwise, if equality is allowed it will be explicitly reflected in the notation using the symbols ≤, ≥, ⊆, ⊇. An inequality between two (R∪{±∞})-valued functions means that the inequality holds point-wise.
Review of Newton polygons
As above let R be a perfect valuation ring of characteristic p that is complete with respect to a nondiscrete valuation v of rank 1. Let m be the maximal ideal of R, and fix an element ̟ ∈ m of valuation v(̟) = 1.
Let A := W (R) be the ring of Witt vectors of R. Write [−] : R → A for the Teichmüller map, which is multiplicative. Recall that every element of A can be written uniquely in the form n≥0 [x n ]p n with x n ∈ R.
As in [FF18, Section 1.5.2], given f ∈ A with f = n≥0 [x n ]p n , we define the Newton polygon N (f ) of f as the largest decreasing convex polygon in R 2 lying below the set of points {(n, v(x n )) : n ≥ 0}. We shall often view N (f ) as the graph of a function N (f ) : R → R ∪ {+∞}. In particular, if n f is the smallest integer such that
Following the conventions in [FF18, Section 1.5.2], for any integer i ≥ 0 define
We call
] even though one would typically call that slope −s i (f ). With this convention, the slopes form a nonnegative decreasing sequence; that is,
We recall the theory of Legendre transforms from [FF18, Section 1.5.1]. Given a function ϕ : R → R ∪ {+∞} that is not identically equal to +∞, define
If ϕ is a convex function then one can recover ϕ from L(ϕ) via the formula
From these definitions it is easy to see that
As explained in [FF18, Section 1.5], for any f, g ∈ A we have
Motivated by this, one defines a convolution product on the set of (R ∪ {+∞})-valued convex function on R that are not identically +∞ by
) for all m ≥ 1, and for any t ∈ R we have lim m→∞ N (f m )(t) = +∞. There is another way of describing N (f g) in terms of N (f ) and N (g) without explicitly using Legendre transforms. Write f = n≥0 [x n ]p n and g = n≥0 [y n ]p n , and let n f (respectively, n g ) be the smallest integer such that x n = 0 (respectively, y n = 0). Then N (f g)(t) = +∞ for all t < n f + n g , and 
Thus N (g) ≤ N (f m ) for all m sufficiently large.
Proposition 2.2. The ideal
p := ∞ k=0 [̟ 1/p k ]Ais a prime ideal of A. Proof. Note that an element f of A lies in p if and only if limt→∞ N (f )(t) > 0. If g, g ′ ∈ A\p, then lim t→∞ N (gg ′ )(t) = lim t→∞ (N (g) * N (g ′ ))(t) = 0 and so gg ′ / ∈ p.
The strategy
We define infinitely many sequences in R as follows. For all i ≥ 0, define a 1,i := ̟ 1/p i ∈ R. For n > 1 and i ≥ 0, define a n,i recursively by a n,i := a n−1,i 2 ∈ R.
Thus a n,i = ̟ 1/p n i , where n i := i 2 n−1 , and v(a n,i ) = p −n i . For each n ≥ 1, define
Note that N (h n ) > 0, for any n we have lim t→∞ N (h n )(t) = 0, and N (h n ) has a node at every integer. Finally, we define the following subsets of A. For n ≥ 1, let
Proposition 3.1. The sets S n satisfy the following three properties:
(1) for all n ≥ 1 we have S n+1 ⊂ S n ; (2) each S n is multiplicatively closed; (3) for any g ∈ S n+1 and f ∈ A, we have that g + f h n ∈ S n+1 .
We prove this proposition in Section 4.
Theorem 3.2. The ring A has infinite Krull dimension.
Proof. We follow Arnold's proof of [Arn73, Theorem 1]. We prove that for any n ≥ 1, there exists a chain of prime ideals of A, say p 1 ⊂ · · · ⊂ p n , such that p n ∩ S n = ∅. For n = 1, let p 1 = p. To see that p ∩ S 1 = ∅, note that if f ∈ p, then f ∈ [̟ 1/p k ]A for some k ≥ 0, and so N (f ) ≥ 1/p k . On the other hand, if f ∈ S 1 , then for some m ≥ 1 we have that lim t→∞ N (f )(t) ≤ lim t→∞ N (h m 1 )(t) = 0. Fix n ≥ 1 and suppose for induction that there is a chain p 1 ⊂ · · · ⊂ p n of prime ideals of A such that p n ∩ S n = ∅. Consider the ideal a n := p n + h n A. Note that a n = p n since h n ∈ S n and p n ∩ S n = ∅. We claim that a n ∩ S n+1 = ∅. Indeed, given g ∈ S n+1 , we have that g + h n f ∈ S n+1 for all f ∈ A by property (3) of the sets S n . By property (1), it follows that g + h n f ∈ S n for all f ∈ A. If g ∈ a n , then there is some f ∈ A such that g + h n f ∈ p n . But p n ∩ S n = ∅, so it follows that g ∈ a n .
Since S n+1 is multiplicatively closed by property (2), there is a prime ideal p n+1 of A such that p n ⊂ a n ⊆ p n+1 and p n+1 ∩ S n+1 = ∅. By induction on n, it follows that A has infinite Krull dimension.
Remark 3.3. a) Arnold has used an argument as above to show that the ring R X has infinite
Krull dimension [Arn73, 
The proof of Proposition 3.1
In this section we prove Proposition 3.1. Recall that v is the valuation on R and s i (h n ) := v(a n,i−1 /a n,i ) is the i-th slope of N (h n ). 
Proof. Let ℓ = km + r ∈ Z with k > 2m and 0 ≤ r < m. We have
and
. Thus we must show that m < p
Since r < m, it suffices to show that m < p k 2 n −((k+1)m) 2 n−1 . One checks this quickly using that k > 2m and therefore k 2 − (km + m) > m. Proof. If g ∈ S n+1 then for some m ≥ 1 we have 0 < N (g) ≤ N (h m n+1 ). By Proposition 4.1 and Lemma 2.1 it follows that for m ′ sufficiently large (depending on m and n) we have N (h m n+1 ) < N (h m ′ n ), so g ∈ S n . To see that the inclusion is strict, note that Proposition 4.1 also implies that h n ∈ S n+1 , but h n ∈ S n . Proposition 4.3. For each n ≥ 1, the set S n is multiplicatively closed.
For m sufficiently large, we have 0
Taking the infimum over t ∈ R, it follows that
for all t ∈ R. Therefore f g ∈ S n .
Proposition 4.4. Let h be an element of
Proof. Since N (g) is strictly decreasing and n is a node of N (g), we have that
for all m < n. Since n ≥ t 0 and N (f ) is decreasing, for all m ≤ n we have that Proof. Since g ∈ S n+1 , it follows that N (g) is strictly decreasing and there exists m ≥ 0 such that N (g) ≤ N (h m n+1 ). By Proposition 4.1 and Proposition 4.4, for all t > 2m 2 we have N (g)(t) ≤ N (h m n+1 )(t) < N (h n )(t) ≤ N (f h n )(t). Note that N (f h n ) is strictly decreasing since all slopes of N (h n ) occur as slopes of N (f h n ). By Proposition 4.6 it follows that for all t sufficiently large, N (g + f h n )(t) ≤ N (g)(t) ≤ N (h m n+1 )(t). By Lemma 2.1 it follows that g + f h n ∈ S n+1 .
