The authors show that the isosceles synchronous periodic solutions of the 3-body Stokeslet problem are elliptic near the equilibrium. A calculation going beyond group-theoretic considerations is given to decide the stability of the isosceles synchronous and the instability of the isosceles asynchronous normal modes.
and D n O(2)-equivariant. Normal modes are detected according to the symmetries they possess. From group-theoretic arguments, GKL] also show that either the synchronous or asynchronous family of periodic solutions is elliptic (while the other is hyperbolic).
In this paper we show that, near equilibrium the synchronous isosceles family of normal modes is elliptic, and demonstrate subharmonics bifurcating from a dense subset of these modes. The ellipticity of the synchronous family establishes the linear stability of the periodic solutions. This is one step towards theoretical justi cation of the robust equilateral con gurations observed in numerical and physical sedimentation experiments. While nonlinear stability results for the synchronous family are currently unavailable, the elliptic near-equilibrium synchronous isosceles periodic solutions provide theoretical candidates for the observed con gurations. The near-equilibrium subharmonic solutions provide further theoretical candidates.
The stability of small clusters of particles under the Stokeslet model (here, clusters of three) is of interest, for example, in the study of two-phase ows, where the model plays a role.
3-Body Stokeslet and Semi-Hamiltonian Formulation
Here we consider the sedimentation of three identical small spheres in a highly viscous uid under the Stokeslet model. Placing the origin at the position of one of the spheres, and assigning three-dimensional rectangular coordinates y = (y 1 ; y 2 ; y 3 ) and z = (z 1 ; z 2 ; z 3 ) to the other two spheres, the velocities of the sedimenting spheres are given by the vector eld _ y = U(x) ? U(z) _ z = U(x) ? U(y)
(1:1) with x = y ? z and, for r = x; y; z, U(r) = e 1 jrj + (e 1 r)r jrj 3
(1:2) where e 1 is the unit vector pointing in the direction opposite that of gravity (we will call this direction the vertical direction). These equations are derived from the Navier-Stokes equations by taking the in nite viscosity limit (Stokes equations) and then approximating the spheres by point particles.
The vector eld given by equations (1:1) is time-reversible with respect to the time reversal R which reverses the e 1 -direction and xes the other two spatial directions. We note that this system is not timereversible in the more traditional (or Hamiltonian) manner, where half the phase-variables are reversed (for example, those corresponding to momenta). We also point out here that the vector eld (1:1) is O(2)-symmetric with respect to the distinguished direction e 1 .
We show now that equation (1:4c)
Clearly, the motions in the horizontal directions are coupled to those in the vertical.
This semi-Hamiltonian formulation yields the shortest proof that the equations (1:1) have an integral of motion A = 1 2 (z y) e 1 = 1 2 (z 2 y 3 ? y 2 z 3 ) (1:5) which is the horizontal projected area (or the negative, depending on the orientation). One way to see this is to consider the following analogy: if y 2 ; y 3 are the \positions" and z 2 ; z 3 are the \momenta", then the projected area A is (half) the \angular momentum" which is a conserved quantity due to the O(2) symmetry of the system (according to the theorem of E. Noether|see, for example, A]).
Equations of Motion
>From the equations (1:4), we may rewrite the equations of motion for three spheres sedimenting under the Stokeslet model entirely in terms of the rectangular coordinates y = (y 1 ; y 2 ; y 3 ) and z = (z 1 ; z 2 ; z 3 ). (Recall that one sphere is xed at the origin of the coordinate system and that the components y 1 ; z 1 correspond to the direction opposite to that of gravity.) These equations of motion are: The third family is distinguished in that it has the indicated symmetry only when rotation of the system is neglected (i.e., the family is actually characterized by two frequencies).
With the near-equilibrium synchronous isosceles family in mind, we introduce the following coordinates: Either r or may be eliminated through equation (2:3) which takes the form r 2 sin = 2A here. We see that the dynamics for the synchronous isosceles case take place on a two-dimensional invariant manifold which we will call the symmetric manifold M s . We have a planar system with an equilibrium point at v = 0, = =3 and nowhere else. The vector eld (3:3) is integrable in the sense that its phase-space is two-dimensional and its ow is area-preserving (due to time reversibility). We know ( 
Stability of Normal Modes and Subharmonic Bifurcation
Here we apply a theorem of Vanderbauwhede V] to show the existence of subharmonic solutions bifurcating from the synchronous isosceles periodic solutions. At the same time, we settle the stability question regarding the synchronous and asynchronous families: from group theoretic arguments, GKL] show that one of the families is elliptic while the other is hyperbolic, but not which is which. We will show that it is in fact the synchronous family which is elliptic near the equilibrium. This is of course necessary before we can expect to nd nearby subharmonic solutions. (ii) no other characteristic multipliers 2 C for which q = 1 (nonresonance).
Under (H2), for small , equation (5:2) has a pair of simple characteristic multipliers ( ( ); ( )) with
where : R ! R is smooth and (0) = 2 p=q.
>From V], we have:
Theorem.Under the hypotheses (H1){(H3) there is at = 0 a bifurcation of at least 2q branches of 2 qperiodic solutions of (5:1).
The theorem in V] (Theorem 1) goes on to give the form of these solution branches. Under a nondegeneracy condition, the theorem also states that there are no other bifurcating 2 q-periodic solutions and gives the number of subcritical versus supercritical branches in each of the various cases. Another theorem in V]
(Theorem 2) provides weak stability information about the bifurcating branches.
We wish to apply the above theorem to the n = 3 Stokeslet problem. We t our problem into the V] setting as follows. For our time-reversible, periodic vector eld family (5:1), we take the system:
where f u (X; U; u; s) and f s (X; U; u; s) are given in equations (4:7), and (X ( );Û ( )) refers to the synchronous isosceles periodic passing through (X; U) = ( ; 0). will serve as our bifurcation parameter ( in V]). Without loss, we may assume 0.
Lemma 1 give information about when these subharmonics occur sub-or supercritically, and whether or not they are (weakly) stable.
Proof. By Lemma 2 , the multipliers corresponding to normal modes in the synchronous isosceles family are full complex on the unit circle, in the vicinity of the elliptic point. This establishes the ellipticity of the family.
Lemma 2 also tell us that the multipliers are constantly moving as the ag varies from the elliptic point (except possibly at isolated values of ). Consider any particular normal mode marked by 0 . In any arbitrarily small neighborhood of 0 , the multipliers must take on all values along the unit circle which lie in some neighborhood (or at least some half-neighborhood) of each of the multipliers at 0 . Since the rationals are dense in the reals, there exists some rational p=q such that exp( 2 ip=q) lie in those neighborhoods.
Hence, arbitrarily close to 0 , there exists an whose corresponding multipliers take the form required in the theorem of V].
Lemma 2 meanwhile show that the nondegeneracy condition (H3) is also satis ed at these rational-type
. Together with Lemma 1 and nonresonance (due to the low dimension of the problem), these lemmas provide all the conditions needed to apply V]'s theorem for the existence of 2q families of bifurcating subharmonics. The considerations here may be extended to the case of families of symmetric normal modes for the Stokeslet problem with n > 3, where the symmetries correspond to two-dimensional xed point subspaces (see GKL] ). The low dimension should allow phase plane analysis similar to that performed for the case n = 3. The methods used here may also be applied to vector elds which are related to the Stokeslet vector eld. For example, the class of time-reversible, D n O(2)-symmetric homogeneous vector elds studied in ML] (which includes the Stokeslet vector eld) is treatable in essentially the same way. We remark that vanderbauwhede in V1, V2] has reported similar generic results for more general systems but it was di cult to apply them to the Stokeslet problem. It is in fact more transparent to apply directly his subharmonic bifurcation theorem in V].
