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Abstract
In this thesis we attempt to give a strong mathematical basis to cellular blebbing
models. After outlining the biology and literature surrounding these phenomena we
derive a continuum model for a 3D cell. This derivation results in a fourth order
parabolic equation with nonlinear second and lower order terms. Using an operator
splitting we obtain a system of second order equations. These can be approximated
using only linear finite elements. The model generalizes to an abstract formulation.
In this general semi-discrete scheme (continuous in time and discrete in space)
we can show weak well posedness and show a priori error estimates. This includes
formulating a finite element approximation, proving stability bounds then showing
the convergence of the discrete to its limiting case.
We formulate a fully discrete scheme and include a stability proof which
allows us to implement the problem in Dune-fem. We can then showcase the imple-
mentation by showing the convergence rate of the error on two different surfaces.
Finally, we round off the thesis by showing some more biologically focused
examples. Here we use our implementation in two cases and look at the effects
of parameters on potential bleb formulations. These use 3D surfaces with no re-
striction that they be of a certain shape. We also showcase the adaptability of our
implementation by applying it to cell image data. We explain how this can be run
using Dune-fempy software which offers a lower barrier for entry into creating and
editing the scheme. This potentially gives a bridge to test how successful our model
or similar models are in modelling blebs.
viii
Chapter 1
Introduction
1.1 Motivation
The membrane of a cell is a very thin layer that defines the boundary of the cell.
While the shape of cells is heavily influenced by the cytoskeleton (a network of pro-
tein filaments found within most cells), the membrane changes on its own as seen
in work observing the shape of vesicles. Understanding the behavior of membranes
in cells is a growing area of research which our work can contribute to. We are
particularly interested in cell blebbing which helps cells to adapt their migration
mechanisms in different environments [21, 30]. Blebs refer to pressure driven spher-
ical protrusions of the membrane. These are small in size and occur over a short
time span making them difficult to study experimentally.
Blebbing is part of a cycle (see Figure 1.1) which starts with a membrane that
is under pressure and attached to the actin cortex. When the bonds that connect
these two are broken, the membrane expands outwards, this is called the expansion
stage. Next, during the actin reformation stage, the actin cortex is formed at the
membranes new position. A cell may restart the cycle here resulting in a shift of the
cell in a certain direction. Otherwise, the cell retracts back to a starting position.
Inhibiting this process would be advantageous as it is linked to tumour metastasis
[8, 26].
Blebs are more often observed in 3D movement [8] but can be seen on 2D
substrates [4, 43]. Movement often seems to be a duality between blebbing and
protrusion type locomotion [27, 28]. Some cells use only one form while some use
both or switch between them [27]. Blebbing may be linked to exploration of the
environment when changing direction, with increased blebbing leading to decreased
direction persistence in the migration of zebra-fish development [13]. Recent work
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Figure 1.1: When a cell produces a bleb it passes through four phases. First the
membrane breaks from the actin cortex and expands outwards. The actin reforms
at the new positions and contracts. If the cell is moving by this process no retraction
occurs and the cell expands in some new direction. Figure adapted from [8].
in [7] looks to model blebs as a product of the chemical and geometric properties of
the cell and whose sites can, therefore, be predicted.
Mechanically before a bleb forms, the cells membrane adheres to a porous
mesh known as the cortex, made from polymerized actin chains [8]. This membrane
surrounds the intracellular fluid known as cytosol, which is able to flow through the
porous cortex. Myosin motors pull on the adhesions connecting the cortex to the
membrane causing pressure in the cytosol. If the cortex and/or the adhesions are
disrupted, the pressurized cytosol will flow into the weakened section producing a
protrusion [41]. The mechanisms that cause the disruption and hence produce a
bleb are not known [27, 28]. This work will focus exclusively on the first stage of
the bleb cell cycle, so no reforming of the cortex is included. A model for multiple
life cycle steps would include the evolution of the actin cortex.
The literature makes several claims that models should conform to, such that
in membranes with low tension, blebs cannot be induced [36]. This is difficult to
determine experimentally as the link between cortex tension and bleb growth have
never been directly assessed [36]. It is also predicted that the cellular membrane
2
will tear after only a 4% increase in surface area [23]. Finally, there is a prediction
that the bending stiffness does not play an important role [41] and that pressure
is not a limiting factor in protrusion extension [42]. It is known that whether
the membrane protrusion grows or shrinks is determined by cytoplasmic pressure,
membrane tension and adhesion energy between the membrane and the cortex [8].
Given these descriptions it is then the purpose of models to be consistent with
such theory. Our focus is on providing an adaptable numerical framework for a
generalised model than can then be used to compared existing models.
1.2 Overview of Existing Models
Different authors are using various approaches to try modelling cell blebbing. Here
is a short overview of both continuous and discrete models. Geometric models are
normally 2D with a formulation at the discrete level. Other models focus on small
arcs of the membrane and attempt to make analytical conclusions about the forces
that drive cell blebs. We give particular focus to the model given in [7] as it will
form the basis of work in this thesis.
The first model we shall discuss is the continuum based model presented in
[42]. Here, the model is exclusively focused on the surface. The thin membrane is
modelled as an elastic sheet. A system of ODEs is used to characterise the force
balance of the membrane. They do not consider past the expansion stage. This
model often gives large increases in volume, so the tension was adapted to allow for
greater stretching to prevent this. They show that although blebs are driven by a
pressure difference across the cellular membrane, it is not the limiting factor in bleb
size. Also, parameters such as the bending had little affect on the cell’s movement.
In [1] a 2D model is proposed and analysed for membrane peeling. The
simple model aims to understand the nucleation of blebs by controlling the linker
kinetics determining growth and decay when the surface becomes detached. Here
an small flat pressurised segment of the membrane is bound to a static cortex by
a density of linkers. These bounds are elastic with detachment and reattachment
defined by a dynamical system of equations. This system is then analysed for key
phase transitions in the pressure and linker density. The critical pressure size is
found to depend only on the kinetics of the linkers and the force they withstand.
Above this point the detachment grows into a larger bleb and below the separation
heals itself.
Using a 2D spherical model and experimental data [36] makes several con-
clusions about the role of tension. By using lasers to artificially cut the linkers
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connecting the cortex and membrane they could induce bleb formation at different
tensions. They found if the tension is below a certain threshold blebs do not expand.
The paper also concludes that the size of a cellular bleb results from the net effect of
cortical tension. This drives the expansion of the bleb, and of its cellular elasticity
and membrane tensions, which resist expansion. A simple spherical elastic model is
used to relate these experimental results to the cellular mechanisms that drive the
formulation.
In [34] a computational model includes changes in the cortex and simulates
the whole of a bleb cycle. Here the cortex is an elastic body that is attached by
discrete springs to the membrane. These springs do not break. The deformations of
the model are defined as a result of the cytoplasmic rheology i.e the internal flow of
fluid inside the membrane. The cytosol is assumed to be a viscous fluid modelled by
Stokes flow, which is driven by membrane forces. A separate force balance equation
describes the movement of the cortex. The improved accuracy in the bulk comes at
the cost of computational speed. While multi-blebbing can occur, these are modelled
inaccurately. Secondary daughter blebs should be much smaller [36] which does not
happen in [34].
Another model that uses Stokes flow is [35] which uses 2D curves for defining
the membrane and cortex. Here the strength of the coupling depends on a uniform
random distribution. It will be this random factor that decides the bleb’s location.
Once the spring stretched too far it breaks and its coefficient set to zero. Reformation
of the actin cortex is also included by moving the curve representing the cortex
closer to the membrane. Once sufficiently close the linker is considered reformed.
The forces on the curves are only defined for discrete points with no non discrete
formulation given.
Another 2D computational model is given in [44]. Here retraction is included.
The membrane itself is modelled by the dampened wave equation with forces from
fluid pressure, viscosity, and the filaments added as source terms. The filament
forces are computed from Hooke’s law. A Lagrangian multiplier is added to kept the
volume approximately constant. The model includes breaking of linker by removing
a small number of adjacent filaments. At each time step a percentage of filaments
are reformed. This reformation then gives a inward pointing force that retracts the
bleb.
1.2.1 Finite Difference Scheme
In [7, 38] a 2D discrete model is proposed for locating cell blebs in Dictyostelium
cells. This is a discrete model, only ever formulating the membrane as a closed
4
series of springs which follows a force balance. Therein Dictyostelium is used as the
model organism as blebbing can be induced by changing its environment [31] and
is dependent on its geometry for movement [7]. Here we outline the model and its
limitations. Terms will be discussed in more detail in the next chapter during our
model derivation.
The model (1.1) consists of elastic terms accounting for the bending and
tension in addition to terms for the coupling and the pressure. The coupling refers
to the binding of N discrete linkers to the stationary cortex. As the model aim
is to predict bleb sites, using a stationary surface is reasonable for Dictyostelium
as bleb nucleation and expansion requires less than 0.1 seconds which is much less
than cortex remodelling [45]. Using finite different notation (see Definition A.0.1)
the model is written in terms of N cyclic nodes at coordinates x = (x1, x2) over
a reference interval of length N consisting of equidistant points si for i = 1, .., N
distance ∆s apart. For given positive parameters ω, p, l0, uB, kl, kL, ucom, kb, kψ we
have
ω
d
dt
xj(si) =− kl(|x(si)− xc(si)| − l0)(x
j(si)− xjc(si))
|x(si)− xc(si)|
− kb∂s4xj(si)−
p
A
νj(si) + kψ∂s2x
j(si)
− x0 kψ
∆s2
(
xj(si+1)− xj(si)
|x(si+1)− x(si)| −
xj(si)− xj(si−1)
|x(si)− x(si−1)|
)
. (1.1)
Here A defines the area contained within the curve defined by the discrete points x
with outward normal ν = (ν1, ν2), this defines a outward pushing pressure. As the
model is formulated in a completely discrete framework, a coupling term is added
with positive coefficient kl where the bonds connecting to the cortex are a finite set
of springs that break beyond a certain point. Tension follows a similar definition
with each spring connecting nodes along the discrete membrane with resting length
x0. Also a bending force is included with coefficient kb that acts as a smoothing.
Finally the motion of the membrane is modelled as a result of the viscosity ω. In the
current formulation, a transition to higher dimensions is impossible due to some of
these modelling choices, such as the tension. The main goal is to correctly predict
bleb sites [7] not the long-term evolution of the membrane.
We will derive a similar model in Chapter 2 but now based on a continuum
model that we then discretise using our chosen numerical method which we discuss
next. This will require interpretation of the discrete formulation for how such a
force would work in 3D. With a continuum formulation rigorous results such as well
posedness of the model and accuracy of a numerical scheme can also be shown.
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Neither of which are given for the scheme as presented in [7].
1.3 Numerical Methods
The different structures and properties of mathematical models require different
numerical approaches. As the model gives a surface partial differential equation, we
look at various options for solving a problem numerically over a curved surface such
as those outlined in [17]. As the domain is not flat it must first be approximated by
a discrete surface upon which the scheme is then defined.
One approach is to formulate the surface implicitly via a level set function
[17]. In test cases we can define the level set but if one seeks to apply the model to
any given surface the level set function much be generated for each case. One can
then use this level set function to define a degenerate partial differential equation
whose solution solves the surface equation on all level sets [17]. By introducing a
thickness to the surface the membrane is now three dimensional, hence the problem
must be solved in 3D as well. A level set approach would have an advantage if the
model contained a bulk component such as modelling the internal fluid flow. This is
because the bulk triangulation is already required and can be chosen independently
of the level set function.
Another option that exist for surfaces given by a level set is to introduce a
thickness for the domain. On this thickened surface a bulk version of the model
equation is solved, this is called the diffuse interface method. The approach arises
from surface problems modelled with phase field methods [17]. The bulk version of
the model equation is given by introducing a family of non-negative, differentiable
functions with compact support that spreads the solution over a thickened domain.
One can hopefully then prove that by taking this interface to zero, one recovers the
original problem.
Other than level sets we can also extend the surface PDE in other ways
such that the embedding equation agrees with the original PDE on the surface [17].
The closest point approach extends the surface such that the extended solution is
constant along the normals to the surface such as in [9]. This means the Cartesian
differential operators agree with the surface intrinsic differential operators on the
surface. Implementing this approach for any surface requires knowledge of the closest
point in order for it to be computable.
Another possibility is to introduce a parametrisation on a reference domain
such as a sphere. The PDE is then re-formulated on the new reference domain and
solved. In our work, we chose to use surface finite elements where a triangulated
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surface approximates the domain. Here points on the surface define a mesh that the
finite element spaces and scheme then operates over. This means we do not need to
consider the bulk and can instead work with only triangular elements. The decision
to avoid for example finite differences arises from wishing to take advantage of the
variational approach used in the model derivation. Theory for this approach can be
found in [16] for parabolic equations but relevant theorems and definitions will be
contained in this thesis for completeness. This types of approach for modelling cell
membranes can be seen in [6, 33]. Here these models use geometric surface finite
elements so the solution feeds back into the triangulated domain.
This matches with how image data is formatted to give a triangulated surface.
Being able to readily import real data is a distinct advantage of the approach. We
can use post processed image data for our model. This is done by reading into the
finite element software the triangulated surfaces produced by the post processing
software QuimP [5]. This program tracks the cell’s shape in time and outputs
triangulated data.
1.4 Thesis Contributions
First, we derive the model and explain the underlying assumption of each term. We
take the continuum model approach, building on the literature for 2D in particular
[7, 38]. In [38] a fully discrete 2D finite difference model is given to predict bleb
sites of cells. We develop a full mathematical framework, which generalises the 2D
approach for arbitrary smooth surfaces in 3D. The forces we look to include are the
bending and tension of the membrane in addition to the internal pressure and a
force describing the linkers that bind the membrane to the cortex. This results in a
fourth order variational problem. We shall study the weak version of this problem
in the thesis. Blebs are expected to form in convex regions of the surface when the
linker are not cut artificially or by some internal process. We restrict the time scale
of the model to the expansion stage of the bleb cycle (see Figure 1.1) but do not
make predictions on the size of blebs that form as we are only focused on location.
The numerical simulations are based on a discretisation using surface finite
elements. It is derived from the variational formulation of the problem. Another
upshot of this method is the availability of convergence results of the discrete sur-
face and functions defined on such a domain [17] which open up the possibility of
answering analytical questions about the model.
We can now pose a semi-discrete scheme for the model using this framework.
By defining certain continuity and growth assumptions we can generalize all second
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order terms of the model equation to a general class of functions. In principle, the
model could be altered in the future while retaining certain analytical results. The
goal of the section is to prove well-posedness of the weak form of the problem. We
provide energy bounds on the discrete level, which ensure that the discrete solution
does not blow up in finite time. We can then show that the discrete scheme does,
in fact, converge weakly to the true solution. Finally, we prove uniqueness and thus
conclude well posedness of the weak problem. Assuming regularity, a priori error
estimates can be obtained for the general scheme.
Next we consider the fully discrete (in time and space) system. The problem
contains nonlinear terms so a semi-implicit method is used. We discretise the non-
linear terms explicitly and the linear ones implicitly, which gives a linear system.
We present the chosen scheme for the specific regularised model with a proof of its
stability.
The theoretical error estimates are supported by the results of two numerical
test examples. Each example considers a different surface. First a sphere then a
nonconvex surface. Error types looked at are the L2 and H1 spatial errors for a
fixed point in time. In practice, we notice better than expected convergence in both
the test cases. We believe this is due to the specific examples chosen and discuss
reasons for this when analysing the error.
Next we carry out tests to see how well the model simulates blebs. The
chosen application is to assess whether our model is consistent with predictions in
the literature so we show simulations of a cell undergoing blebbing with potential
geometries. This can be compared to what is expected in the literature from 2D
models. The two shapes we use are that of a blood cell and a sphere with an
external protrusion. We see that over time the surfaces in both examples move
away from their cortices in concave regions as found in [7] for 2D. Our examples
indicate that behaviour of the membrane ranges from no linker breakage to breakage
of all linkers. Between these two cases exist examples where the parameters cause
blebs to form that do not expand to the whole surface. A development of our
approach is in handling arbitrary surfaces, to emphasize this we show an example
using a mesh based on real cell data and show blebs forming at various timesteps.
This is advantageous as the continuum model, numerical method, and the software
can be generalised for more advanced examples. Finally we define a model based on
the 2D discrete formulation of [38] to show that the continuum model we derived is
accurate. To do this we reduce the dimension of our model to 2 and compare results
with those seen in [38].
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1.4.1 Software Developments
This thesis involved a lot of software development to validate the results and provide
examples. To conclude this first chapter we outline what is implemented and list
the tools used. The code can be found on my GitHub account (https://github.
com/AdamNixon/Warwick).
All versions of the numerical scheme use the DUNE-Fem toolbox [12] which
is a modular software for PDEs. The main model was originally built from pre-built
examples and has been greatly edited during the thesis.
We include some discussion of a new Python interface to Dune called Dune-
FemPy which some of the code uses. This allows people with access to cell mesh
data to run their own simulations and test models. We outline the Python script
in Chapter 4 and explain how users can run their own experiments with different
parameter values. This greatly reduces the barrier of entry to such tasks by requir-
ing much less advanced mathematics and numerical knowledge. However if the user
wishes, the functionality exists to edit the model equation without explicit reference
to the discretization. This is because the discrete parts such as the basis functions,
triangulation and systems matrix are implemented separately from the model equa-
tions. We go through some of the code in this thesis and outline how lines could be
changed to run the desired model example.
All graphical output such as solutions to models are generated using Par-
aView [3]. To run a comparison to the existing model from Section 1.2.1 we use
MATLAB. A script in MATLAB was also created to convert image files of grids to
a format accepted by Dune (.dgf).
1.4.2 Structure of Thesis
At the beginning of each chapter, we outline required definitions and theorems
used. The derivation of the model, which we consider in this thesis is prescribed in
Chapter 2. In Chapter 3 we formulate a general semi-discrete scheme, for which we
prove well-posedness and energy bounds. Next in the chapter we then define the
fully discrete and show stability in time. In the following Chapter 4, we discuss the
numerical scheme and show convergence of the error. We then show examples of our
model producing blebs on cell-like structures. The thesis finishes with a conclusion
Chapter 5 to highlight results gained and ask what else could be done in the future.
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Chapter 2
A Continuum Model for
Blebbing
In this chapter we will define what we mean by a surface and outline the precise
calculus required. We then use this established theory to derive the blebbing model
that is the focus of our thesis. Various forces act on the membrane of a blebbing
cell and contribute to its deformation process. Cells often use an internal pressure
to extend its leading edge. How it orients in space, however, is an open question.
One idea is that the membrane geometry, in particular, the surface tension plays a
role [7].
Various contour models for blebbing exist for 2D. Here we will use, in partic-
ular, the model given for curves in [7] that was discussed in Section 1.2.1. This was
originally posed in [38]. We will formulate a continuum model that is based on the
finite difference of [38] but extends to 3D. The model now defined over a hypersur-
face tracks the movement in time of the membrane. The approach is not limited to
simple geometries such as a sphere and could, in theory, handle any smooth initial
hypersurface.
After some notation and definitions we give an outline of the forces we wish
to include in our model with some motivation to our thinking. We present a force
balance and then describe how to model each force taking some inspiration from
the literature. We then make some simplifications which are necessary to show the
analytical results presented in the following chapters. Finally, we present a weak
formulation of the problem with an order splitting to reduce the model from a fourth
to second order problem.
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2.1 Calculus on Surfaces
First we introduce some terminology that will be used and built on throughout
the thesis. We define geometric constructs such as a hypersurface, the normal and
necessary theories in functional analysis applied to surfaces. The following theorems
are stated for general n but in this thesis we will only use n = 1, 2.
Definition 2.1.1. Hypersurface [17] Let k ∈ N ∪ {∞}. Γ ⊂ Rn+1 is called a Ck
hypersurface if, for each point x ∈ Γ, there exists an open set U ⊂ Rn+1 containing
x0 and a function φ ∈ Ck(U) with the property that ∇φ 6= 0 on Γ∩U and such that
U ∩ Γ = {x ∈ U | φ(x)}. (2.1)
The linear space
TxΓ = {τ ∈ Rn+1| ∃γ : (−, )→ Rn+1 differentiable,
γ((−, )) ⊂ Γ, γ(0) = x and γ′(0) = τ}
is called the tangent space to Γ at x ∈ Γ. It is easy to show TxΓ = |∇φ(x)|⊥, the set
of all vectors that are orthogonal to ∇φ(x), where φ is as in (2.1). In particular,
TxΓ is an n-dimensional subspace of Rn+1.
Definition 2.1.2. [17] A vector νΓ : Γ→ Rn+1 is called a unit normal at x ∈ Γ if
νΓ(x) ⊥ TxΓ and |νΓ(x)| = 1. By the notation of Definition 2.1.1, we have
νΓ(x) = ± ∇φ(x)|∇φ(x)| . (2.2)
A C1 hypersurface is called orientable if there exists a continuous vector field νΓ :
Γ→ Rn+1, such that νΓ(x) is a unit vector for Γ for all x ∈ Γ.
In the following definition we introduce a small extension of the domain.
This will prove useful in the next chapter when we must map between points near
the surface and those points on it.
Definition 2.1.3. [17] Let Ω ⊂ Rn+1 be bounded and open with exterior normal νΓ
and assume Γ = ∂Ω is Ck hypersurface (for k ≥ 2). The oriented distance function
for Γ is then
d(x) :=
{
infy∈Γ |x− y|, x ∈ Rn+1\Ω¯
− infy∈Γ |x− y|, x ∈ Ω.
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Lemma 2.1.1. [17] We define
Uδ := {x ∈ Rn+1 : |d(x)| ≤ δ}. (2.3)
Then d ∈ Ck(U), and for every point x ∈ Uδ there exists a unique point p(x) ∈ Γ
such that
x = p(x) + d(x)νΓ(p(x)). (2.4)
Moreover we have that
∇d(x) = νΓ(p(x)), |∇d(x)| = 1, for x ∈ Uδ. (2.5)
We illustrate Lemma 2.1.1 in Figure 2.1 to show how points on the surface
relate to those within the small band.
Figure 2.1: By using the distance function d we can extend the surface in the
normal direction νΓ by a small distance δ.
We can now extend the notations of calculus to fit the setting of a hypersur-
face.
Definition 2.1.4. (Surface gradient [15]) For a differentiable function η defined on
an open neighbourhood of a C1 hypersurface Γ we define the surface gradient to be
∇Γη(x) := ∇ηˆ(x)−∇ηˆ(x) · νΓ(x)νΓ(x) = P(x)∇ηˆ(x), x ∈ Γ,
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where ηˆ is an extension of η away from Γ and P (x)i,j = δi,j − νΓ,i(x)νΓ,j(x) for
i, j = 1, .., n+ 1. This definition is independent of the choice of extension. We shall
also using the following notation
∇Γη(x) :=
(
D1f(x), ..., Dn+1f(x)
)
.
For a twice differentiable function we can define the Laplace-Beltrami operator as
∆Γη(x) := ∇Γ · ∇Γη(x) =
n+1∑
i=1
DiDif(x).
Following on from this we need to define function spaces for which our solution lies.
Definition 2.1.5. For p ∈ [1,∞] and a C1 hypersurface Γ, let Lp(Γ) denote the
space of measurable functions f : Γ→ R and have finite norm given by
‖f‖Lp(Γ) :=
(∫
Γ
|f |pdσ
)
p <∞,
‖f‖L∞(Γ) := ess sup
x∈Γ
|f(x)| p =∞.
This naturally leads to the idea of defining Sobolev spaces over the surface. We define
the mean curvature H of a C2 hypersurface Γ as the sum of principle curvatures,
H :=
∑n
i=1 κi = ∇Γ · νΓ.
Definition 2.1.6. (Weak derivatives [17]) Let Γ by a C2 hypersurface, then a func-
tion f ∈ L1(Γ) has a weak derivative ηi = Dif ∈ L1(Γ) (i = {1, .., n + 1}) if, for
every function ϕ ∈ C1(Γ) with compact support {x ∈ Γ | ϕ(x) 6= 0} ⊂ Γ, we have
the following relation
∫
Γ
fDiϕdσ = −
∫
Γ
ϕηidσ +
∫
Γ
fϕHνΓ,idσ.
where H is the mean curvature and νΓ = (νΓ,1, .., νΓ,i, .., νΓ,n+1) is the outward
pointing unit normal.
Definition 2.1.7. (Sobolev Spaces [2, 22]) For a C2 hypersurface Γ, we have the
Sobolev space
H1(Γ) := {η ∈ L2(Γ) | ∇Γη ∈ [L2(Γ)]n+1}.
13
This is extended, for k ∈ N we define
Hk(Γ) := {f ∈ Hk−1(Γ) |Diηk−1 ∈ L2(Γ), i = 1, .., n− 1}.
As our problems are also time dependent so the solution spaces will also be.
We, therefore, introduce the time interval (0, T ) and work with so-called Bochner
spaces.
Definition 2.1.8. The only values of p we will need are p = 2,∞. Then for a given
Sobolev space X
LpX :=
{
f : (0, T )→ X |
∫ T
0
‖f(t)‖pX <∞
}
.
For the case p =∞ we instead use
ess sup
t∈(0,T )
‖f(t)‖X <∞,
in the definition.
Lemma 2.1.2. [10] Let Γ be a C2 hypersurface with smooth boundary, outer normal
νΓ and co-normal µΓ, then for twice differentiable scalar functions η, ξ ∈ C2(Γ¯)∫
Γ
∇Γη(x) · ∇Γξ(x)dσ =
∫
∂Γ
η(x)∇Γξ(x) · µΓ(x)dσ −
∫
Γ
ξ(x)∆Γη(x)dσ.
The solution to our model will define a surface that moves in time. We define
an evolving surface in terms of a parametrisation to a fixed reference surface.
Definition 2.1.9. (Evolving Surface [10]) A family {Γ}t∈(0,T ) is called a C2,1-family
of hypersurfaces if, for each point (x0, t0) ∈ Rn+1 × (0, T ) with x0 ∈ Γ(t0), there
exists an open set U ⊂ Rn+1, δ > 0 and a function u ∈ C2,1(U × (t0 − δ, t0 + δ))
such that
U ∩ Γ(t) = {x ∈ U | u(x, t) = 0} and ∇u(x, t) 6= 0, x ∈ U ∩ Γ(t).
Suppose in addition that each Γ(t) is oriented by a unit normal field νΓ(·, t) ∈
C1(Γ(t),Rn+1) and that νΓ ∈ C0(∪0≤t≤TΓ(t) × {t},Rn+1). The normal velocity at
a point (x0, t0) for (x0 ∈ Γ(t0) is then defined as
V (x0, t0) = φ
′(t0)νΓ(x, t0),
where φ ∈ C1((t0−, t0+),Rn+1) satisfies φ(t) = x0 and φ(t0) ∈ Γ(t) for |t−t0| ≤ .
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Further relevant functional analysis theorems can be found in the appendix.
Lemma 2.1.3 ([29], Lemma 7.4). Let Γ be a C2 hypersurface and η ∈ L2H1 with∫ T
0
∫
Γ
∇Γη : ∇Γϕ+ η ·ϕ = 0, ∀ϕ ∈ L2H1 ,
where : denotes the matrix inner product such that A : B =
∑3
i,j=1 ai,jbi,j for all
A : B ∈ R3×3. Then for almost all t ∈ (0, T )∫
Γ
∇Γη : ∇Γϕ+ η ·ϕ = 0, ∀ϕ ∈ H1.
To save on notation we will often use the following bilinear forms.
Definition 2.1.10. Define Γ, a closed C2 hypersurface without boundary on which
we denote the following bilinear forms. For functions η,ϕ ∈ [L2(Γ)]3 define the
following
m(η,ϕ) :=
∫
Γ
η ·ϕdσ. (2.6)
Let : denote the matrix inner product such that A : B =
∑3
i,j=1 ai,jbi,j for all
A : B ∈ R3×3. Then for η,ϕ ∈ [H1(Γ)]3, we also define
s(η,ϕ) :=
∫
Γ
∇Γη : ∇Γϕdσ. (2.7)
With a slight abuse of notation, for the function F : R3×3 × R3×3 → R3×3
s(F ;η1,η2,ϕ) :=
∫
Γ
F (∇Γη1,∇Γη2) : ∇Γϕdσ. (2.8)
2.2 Problem Formulation
The blebbing cell occupies an open, simply connected bounded space which changes
in time denoted by Ω(t), where t ∈ [0, T ] with some T > 0 stands for time. The
evolving boundary Γ(t) := ∂Ω(t), t ∈ [0, T ] describes the position of mass points
in the cell membrane. The objective is now to derive a partial differential equation
for the membrane. For this purpose, Γ(t) is parametrized over the initial surface
Γ0 := Γ(0), i.e. Γ(t) = u(Γ0, t) for some function u : Γ0× [0, T ]→ R3. The outwards
pointing unit normal νΓ is chosen for the surface Γ with the special case νΓ0 for the
unit normal at t = 0.
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2.2.1 The Forces
Considering a force balance to derive bleb models has been used in various examples
such as [34, 35]. The terms considered here are the drag due to ambient viscous
fluid Fvis, bending Fbend, tension Ftens, pressure Fpres and a final term that couples
the membranes position to the cortex Flink. This yields
0 = Fpres + Fvis + Flink + Fbend + Ftens. (2.9)
First, we give a reasoning and explanation for each of these forces. Afterwards, we
shall present its mathematical formulation. A full list of parameters introduced with
units is stated in Table 2.1.
Figure 2.2: We present a sketch of how the forces in (2.9) interact at a given mass
point, shown here as a red dot. The pressure is an outwards pushing force that is
counteracted by the linkers when attached. This balance is disrupted by the tension
force which in concave regions pulls the surface Γ0 away from the cortex Γc. The
bending force of omitted here as it is much weaker than these three, if include here
it would move the surface in direction of minimising curvature.
The force for pressure reads
Fpres =
p
V (u)
νΓ, V (u) =
1
3
∫
Γ
id · νΓ. (2.10)
where V is the volume of the cell with a pressure parameter p > 0 and the identity
map id : R3 → R3 is used to compute the volume. The pressure term relates to
an internal force pushing against the membrane from inside which decreases as the
volume V increases depending on the overall evolution. This force is also of uniform
magnitude throughout the cell. Assuming that the deformation |u−u0| is small the
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volume can be approximated by the initial size V 0.
V (u) =
1
3
∫
Ω
∇ · id = 1
3
∫
Γ
id · νΓ
=
1
3
∫
Γ0
u · νΓ
√
det(∇Γ0uT∇Γ0u)
≈1
3
∫
Γ0
u0 · νΓ0 =
1
3
∫
Γ0
x · νΓ0 =: V 0.
The upshot of this formulation is now we require only the normal over the original
surface. It has the advantage that it does not degenerate, if the surface looses
regularity. By this we mean the function u could define a non-regular surface. To
compute νΓ0 one can use the cross product of the columns of the matrix ∇Γ0u0.
A drag force will oppose the membrane’s movement. This viscous force is
a measure of resistance when the membrane moves through its environment. We
postulate a force of the form
Fvisc = −ω∂tu,
where ω relates to the viscosity of the medium’s our membrane is moving through.
The model is supported by the argument presented in [20] that the viscosity domi-
nates when the thickness is much smaller than the length.
Forces arise from linker molecules connecting the cell membrane with the
cell cortex which is a body within the cell that acts as scaffolding to stabilize the
cell. In Dictyostelium cells (which are the focus on [7]), bleb nucleation requires
less than 0.1 seconds which is much less than cortex remodelling [45]. Hence, we
may consider the cortex to be stationary over the time scales that blebs occur as
is done in [41]. Linkers serve to hold the membrane in a place close to the cortex.
When blebs occur, the membrane moves away from the cortex, and detaches, i.e,
the linkers break.
We now add-on a linker term that acts as a coupling between the surface
and cortex. A bleb is then the movement of the surface Γ away from the cortex Γc.
We define Γc such that the starting distance between a point on it and Γ
0 is a set
distance l0 similar to [38]. We prescribe a function uc : Γ
0 → R3 such that its image
is the cortex Γc := uc(Γ
0). This map describes how one point x ∈ Γ0 connects to
a point uc(x) on Γc. A visualisation of the cortex and membrane can be seen in
Figure 2.3 with comparisons to the key linker distances.
We assume that the linkers act like springs with resting length l0 and that
such bonds are dense across the membrane as sizes of an individual bond are small.
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Figure 2.3: The surface defined by u encapsulates the cortex given by uc. The
linker force changes depending on the distance between the two. Above uB the
linkers are detached, at uB the two are too close becoming non-physical and finally
at l0 the linkers are assumed to be at resting length.
This allows us to avoid including a finite number of connections between the cortex
and membrane. With a static spring constant kl > 0, we thus define a linker energy
by
Elink(u) :=
∫
Γ0
kl
2
(|u− uc| − l0)2.
A bleb is not formed until these springs are broken, therefore, we so also
define a set distance uB beyond which the linker force vanishes. In regions where
all are broken the density of bound linkers is 0. Mathematically this can be done
with an indicator function I(y).
I(y) =
{
1, y ≤ 0,
0, y > 0.
We can take y = |u − uc| − uB to suitably edit the function to fit our model. It
is also possible that compression plays a role. If the linker springs compress too
much (see Figure 2.3) they lead to an intersection with the cortex. In reality the
spring should be much tougher when compressed to a minimum length. At such
small values a linear spring model breaks down. A nonlinear linker function could
be used, however, we are not aware of any literature that deals with linkers material
properties due to their size which would make models difficult to verify. This remains
a possible extension of our work however, which is the advantage of allowing more
complex breaking behaviour. An alternative solution to preventing intersection with
the cortex is to include a dampening that slows down motion towards the cortex
beyond a point by increasing ω, this would rule out potential intersection in practise.
A final option is to increase the linker strength kl at small |u−uc| so that it requires
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more force to compress the spring.
Here we include a second ”jump” once the membrane is sufficiently close
to the cortex. This way we do not have to include additional nonlinearities whose
affects are unlikely to change the model outcomes. Introduce scalar ucom as a mod-
elling parameter that acts at small distances between the cortex and membrane
under which any further compression requires much large amounts of force by in-
creasing the linker strength by some large value kL. The total connection strength
is illustrated in Figure 2.4. To reduce notation we write this as the function k such
that
k(|u− uc|) :=(1 + kLI(|u− uc| − ucom))klI(|u− uc| − uB). (2.11)
The linker force is now defined as the variation of the linker energy as long as the
springs are not broken and reads
Flink :=k(|u− uc|)
(
1− l0|u− uc|
)
(u− uc). (2.12)
Figure 2.4: A sample plot of the function in (2.11) with parameters kL = 9,
ucom = 0.1, uB = 0.56 and kl = 1. Left of the red line membrane is considered
attached and to the right detached.
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The idea presented in [7] is that tension causes the location of blebs that are
formed as a result of local geometry. Treating the membrane as an elastic body is
common since first being introduced in [24] where the energy equation is the mean
curvature squared. It is somewhat natural to consider a similar bending force here
and include a restriction on tangential stretching such that local area is persevered.
We can now look at the bending and tension terms similar to those included
from [25]. As the time scales and deformations are small, it should be reasonable
to use a linearised elastic energy for the cell membrane as seen in [38] where a
linearisation is also used for the bending. In [41] they suggest the bending acts only
as a smoothing. This means that while we include the fourth order term, its effects
are assumed to be minor as its coefficient kb will be small. We define
Eelast(u) :=Ebend(u) + Etens(u) (2.13)
=
∫
Γ0
kb
2
|∆Γ0u|2 + kψψ(∇Γ0u),
where kb, kψ > 0 are the bending modulus and the surface tension respectively, and
where
ψ(∇Γ0u) :=
1
2
(|∇Γ0u| − 2x0)2 =
1
2
(|∇Γ0u| − x0|∇Γ0u0|)2, (2.14)
with a given positive scalar x0 ∈ R and the following norm
|V| :=
√√√√ 3∑
i,j=1
vi,jvi,j for V ∈ R3×3.
The function in (2.14) defines the tension felt at a given point. Here we have used
that u0 = x hence |∇Γ0u0| = 2 which means x0 is relative to the initial area.
Similar functions have been used for the area in 2D such as [34] where deviations
of the circle are penalised. A spatially dependant function could be used for x0 but
we are not aware of any way to obtain data to calibrate such a function. The forces
corresponding to elastic energy are
Ftens := −∂Etens and Fbend := −∂Ebend.
To compute the variation, we look for small deviations u := u+φ of u with  << 1
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and φ ∈ C∞(Γ0). Then
〈∂Eelast(u),φ〉 = d
d
Eelast(u)
∣∣∣
=0
= lim
→0
Eelast(u)− Eelast(u)

.
We have that
〈∂Ebend(u),φ〉
=
kb
2
∫
Γ0
[
(∆Γ0u) · (∆Γ0u) + 2(∆Γ0u) · (∆Γ0φ) + 2(∆Γ0φ) · (∆Γ0φ)
]
ds
∣∣∣
=0
− kb
2
∫
Γ0
[(∆Γ0u) · (∆Γ0u)] ds
∣∣∣
=0
=
kb
2
∫
Γ0
[
2(∆Γ0u) · (∆Γ0φ) + 2(∆Γ0φ) · (∆Γ0φ)
]
ds
∣∣∣
=0
=kb
∫
Γ0
[(∆Γ0u) · (∆Γ0φ)] ds
=kb
∫
Γ0
∆2Γ0u · φds,
using lemma 2.1.2 twice to get the last line. For the tension term we note that
kψ
2
∫
Γ0
(|∇Γ0u| − 2x0)2ds =
kψ
2
∫
Γ0
|∇Γ0u|2 − 2(2x0) |∇Γ0u|+ (2x0)2ds.
The first term is the standard Dirichlet energy and the last term is a constant, hence
〈∂Etens(u),φ〉 =kψ
∫
Γ0
(
∇Γ0u− 2x0
∇Γ0u
|∇Γ0u|
)
: ∇Γ0φds. (2.15)
Altogether, we thus obtain from (2.9) the following PDE problem:
Problem 2.2.1. (PDE Problem) Let Γ0 be a given closed hypersurface, then for
given constants ω, p, l0, uB, kl, kL, ucom, kb, kψ, and a given function uc : Γ
0 → Rn+1,
find u : Γ0 × [0, T )→ Rn+1 such that
ω∂tu =− kb∆2Γ0u + kψ∇Γ0 ·
(
∇Γ0u− 2x0
∇Γ0u
|∇Γ0u|
)
− (1 + kLI(|u− uc| − ucom))klI(|u− uc| − uB)
(
u− uc − l0 u− uc|u− uc|
)
+
p
V 0
νΓ0 ,
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Parameter Description Units
ω Drag coefficient Nm−3s
x0 ratio of membrane resting area to starting area unit less
kl Linker strength Nm
−3
kL compression parameter unit less
l0 Linker resting distance m
uB Braking distance of linkers m
ucom Minimum cortex-membrane distance m
kψ Membrane tension stiffness coefficient Nm
−1
kb membrane bending modulus Nm
p Hydrostatic pressure Nm
Table 2.1: A full list of all the parameters used in Problem 2.2.1 with units. Some
values such are kL are unit less as they represent an adjustment of kl which we
increase in strength in the event of heavy compression. The ratio x0 is also dimen-
sionless as it is the ratio of tension relative to the starting configuration u0.
where
V 0 :=
1
3
∫
Γ0
u0 · νΓ0 ,
and such that u(x, 0) = x.
2.3 Non dimensional model equation
As the formulation contains multiple parameters it makes sense to write a non
dimensional version. This allows us to reduce the size of the parameter space and
let us focus on parameters that we think are most important. The problem we work
on is the strong formulation (Problem 2.2.1), which is presented as follows:
ω∂tu− kψ∇Γ0 ·
(
∇Γ0u− 2x0
∇Γ0u
|∇Γ0u|
)
+ kb∆
2
Γ0u
+(1 + kLI(|u− uc| − ucom))klI(|u− uc| − uB)(u− uc − l0 u− uc|u− uc|) =
p
V 0
νΓ0 .
The bending is a smaller parameter than the other terms, so we will consider it of
lesser importance in our non dimensionalisation. This means we are focused on how
the tension affect the linker and pressure forces. We pick a reference length U and
time scale T such that we can define the non dimensional vector and scalar fields
uˆ := 1Uu, xˆ :=
1
U x and tˆ :=
1
T t which allows us to remove the scaling from our
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model. We pick U such that it relates to the size of the cell and hence is measured
in metres. As we rescale x, this then defines a new scaled surface Γˆ0 which has
scaled volume, the gradient is now given by ∇Γ0 = 1U∇Γˆ0 over Γˆ0. For the tension
and linkers terms we have
kψ∇Γ0 ·
(
∇Γ0u− 2x0
∇Γ0u
|∇Γ0u|
)
=
kψ
U
∇Γˆ0 ·
(
∇Γˆ0uˆ− 2x0
∇Γˆ0uˆ
|∇Γˆ0uˆ|
)
.
Recall that x0 is a dimensionless parameter, which remains unchanged. Let
lˆ0 :=
l0
U , uˆcom :=
ucom
U and uˆB :=
uB
U . The indicator function centres around 0 and
is invariant under scaling, i.e for some positive scalar α > 0, I(αx) = I(x) ∀x ∈ R so
does not give a scaling factor in the transformation. For clarity we use I(αx) = Iˆ(x)
to indicate that the argument is now non dimensional. The linker term is then
(1 + kLI(|u− uc| − ucom))klI(|u− uc| − uB)
(
u− uc − l0 u− uc|u− uc|
)
=(1 + kLIˆ(|uˆ− uˆc| − uˆcom))klIˆ(|uˆ− uˆc| − uˆB)U
(
uˆ− uˆc − lˆ0 uˆ− uˆc|uˆ− uˆc|
)
.
We can now present the full equation over the non dimensional surface Γˆ0 with
outward pointing normal νΓˆ0 :
Uω
T
∂tˆuˆ =
kψ
U
∇Γˆ0
(
∇Γˆ0uˆ− 2x0
∇Γˆ0uˆ
|∇Γˆ0uˆ|
)
− kb
U3
∆2
Γˆ0
uˆ
+ (1 + kLIˆ(|uˆ− uˆc| − uˆcom))klU Iˆ(|uˆ− uˆc| − uˆB)
(
uˆ− uˆc − lˆ0 uˆ− uˆc|uˆ− uˆc|
)
+
p
U3|Vˆ 0|νΓˆ0 .
This can then be rewritten as
∂tˆuˆ =
kψT
U2ω
∇Γˆ0
(
∇Γˆ0uˆ− 2x0
∇Γˆ0uˆ
|∇Γˆ0uˆ|
)
− kbT
U4ω
∆2
Γˆ0
uˆ
+
klT
ω
(1 + kLIˆ(|uˆ− uˆc| − uˆcom))Iˆ(|uˆ− uˆc| − uˆB)
(
uˆ− uˆc − lˆ0 uˆ− uˆc|uˆ− uˆc|
)
+
pT
U4ω|Vˆ 0|νΓˆ0 .
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Choosing the time scale T := U2ω/kψ gives
∂tˆuˆ =∇Γˆ0
(
∇Γˆ0uˆ− 2x0
∇Γˆ0uˆ
|∇Γˆ0uˆ|
)
− kb
U2kψ
∆2
Γˆ0
uˆ
+
klU
2
kψ
(1 + kLIˆ(|uˆ− uˆc| − uˆcom))Iˆ(|uˆ− uˆc| − uˆB)
(
uˆ− uˆc − lˆ0 uˆ− uˆc|uˆ− uˆc|
)
+
p
U2kψ|Vˆ 0|
νΓ0 .
From here we write each coefficient (for units see Table 2.1) in terms of effective
parameters which are non dimensional.
λb,ψ :=
kb
U2kψ
, λl,ψ :=
klU
2
kψ
, λp,ψ :=
p
U2kψ
. (2.16)
These dimensionless parameters λl,ψ, λp,ψ relate to the membrane linker attach-
ments. The last parameter, λb,ψ scales with kb which acts as a smoothing so the
overall value will be small. Together this gives the equation
∂tˆuˆ =∇Γˆ0
(
∇Γˆ0uˆ− 2x0
∇Γˆ0uˆ
|∇Γˆ0uˆ|
)
− λb,ψ∆2Γˆ0uˆ (2.17)
+ λl,ψ(1 + kLIˆ(|uˆ− uˆc| − uˆcom))Iˆ(|uˆ− uˆc| − uˆB)
(
uˆ− uˆc − lˆ0 uˆ− uˆc|uˆ− uˆc|
)
+
λp,ψ
|Vˆ 0|νΓ0 .
Tweaking parameters such as lˆ0 and uˆB could be done but we avoid discussion
here to restrict the parameter space. For the rest of this chapter we drop the hat
notation.
2.4 Variational problem formulation
The analysis of PDE Problem 2.2.1 is difficult because of the lack of regularity due
to discontinuities that can appear in the pressure, tension, and linker terms. For
example our tension term can become discontinuous if |∇Γ0u| = 0 as the quotient
term becomes not defined.
In order to prove the existence and get error bounds, we consider a regularised
model instead. The term for the linkers must also be changed if the membrane u
touches the cortex uc i.e |u−uc| → 0. In carrying out any analysis, at least continuity
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is required so we decide to regularise some of the functions. This is because our proof
will use the convergence of a discrete scheme so we demand certain control of the
limit. First we change the tension energy. For 1 > 0 we approximate the tension
energy (from (2.13)) by
Eten(∇Γ0u) ≈
1
2
(
√
∇Γ0u : ∇Γ0u + 1 − 2x0)2,
so that
Ftens ≈ ∇Γ0 ·
(
∇Γ0u− 2x0
∇Γ0u√|∇Γ0u|2 + 1
)
.
With some 2 > 0 we alter the pressure force (2.10) as follows.
Fpres(u) ≈ λp,ψ|V 0|+ 2νΓ0 .
To avoid issues with regularity of the indicator functions in (2.12) we chose the
following approximation using a Heaviside function. For some small 3 > 0 we
approximate (2.11) by
k3(y) :=
(
1 +
kL
1 + e
(
2
3
(y−ucom)
)
)
λl,ψ
1 + e
(
2
3
(y−uB)
) . (2.18)
This function is approximately λl,ψ until y = uB then it quickly transitions to zero.
The speed of this change depends on how small 3 is taken. In Figure 2.4 the
function no longer jumps but continuously changes over a small distance of order
(23) between the three values. With this 2 the connection strength now decreases
slightly before the break point is reached. One thus may interpret 3 as the linkers
detaching at a non uniform rate as it reaches the breaking point or a degeneration
of the linker bounds as it reaches breaking point. Our approximation of Flink (2.12)
is now
Flink ≈ k3(|u− uc|)
(
u− uc − l0 u− uc√|u− uc|2 + 3
)
.
Combing all of the discussed terms gives the following problem formulation.
Problem 2.4.1. For given constants λp,ψ, l0, uB, λl,ψ, kL, ucom, λb,ψ and a given Lip-
schitz function uc : Γ
0 → Rn+1, find u : Γ0 × [0, T ) → Rn+1 such that for all test
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functions ϕ,η ∈ [H1(Γ0)]3 and all t∫
Γ0
λp,ψ
2 + |V 0|νΓ0 ·ϕdσ =
∫
Γ0
∂tu ·ϕ+ λb,ψ∆Γ0u ·∆Γ0ϕdσ
+
∫
Γ0
(
∇Γ0u− 2x0
∇Γ0u√|∇Γ0u|2 + 1
)
: ∇Γ0ϕdσ
+
∫
Γ0
k3(|u− uc|)
(
u− uc − l0 u− uc√|u− uc|2 + 3
)
·ϕdσ,
with 1,2,3 > 0, initial volume denoted as V
0, k3 as in (2.18), and such that u(x, 0) =
x ∈ Γ0.
2.5 Operator Splitting
To solve Problem 2.4.1 it will be useful to use order reduction to transform the
problem into two second-order problems, this would allow us to use linear finite
elements. We reduce to second order by introducing a new variable w which we
define as w := −∆Γ0u. Accounting for the regularity we then derive the following
weak problem.
Problem 2.5.1. For given constants λp,ψ, l0, uB, λl,ψ, kL, ucom, λb,ψ and a given Lip-
schitz function uc : Γ
0 → Rn+1, find (u,w) : Γ0 × [0, T ) → Rn+1 such that for all
test functions ϕ,η ∈ [H1(Γ0)]3 and all t ∈ [0, T )∫
Γ0
λp,ψ
2 + |V 0|νΓ0 ·ϕdσ =
∫
Γ0
∂tu ·ϕ+ λb,ψ∇Γ0w : ∇Γ0ϕdσ
+
∫
Γ0
(
∇Γ0u− 2x0
∇Γ0u√|∇Γ0u|2 + 1
)
: ∇Γ0ϕdσ
+
∫
Γ0
k3(|u− uc|)
(
u− uc − l0 u− uc√|u− uc|2 + 3
)
·ϕdσ,
0 =
∫
Γ0
∇Γ0u : ∇Γ0η −w · ηdσ,
with 1,2,3 > 0, initial volume denoted as V
0, k3 as in (2.18), and such that u(x, 0) =
x ∈ Γ0.
In the following two chapters, we prove weak well posedness for an abstract
problem which covers the above. This is first done by showing the existence of a
unique solution to a Galerkin approximation of the problem. The results can then
be used to show convergence leading to the full Problem 2.5.1.
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Defining a new variable w such that w = −∆Γ0u holds weakly, allows us to
employ continuous piecewise linear finite elements. We also use the finite elements
to make an approximation Γ0h of the spatial domain Γ
0.
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Chapter 3
Generalised Semi Discrete
Approximation
We now look to write an abstract version of Problem 2.5.1. This allows for a well
posedness proof that applies to a more general set of equations so that the original
function choices could be modelled as desired. The various  dependencies are not
tracked through this section as one will gain −1 dependencies, so we have no hope
of passing to the limit. The method to prove well posedness is similar to [19] for the
Cahn-Hillard model. However the terms of the model differ, in particular for the
gradient. After the well posedness proof we obtain error bounds for the generalized
semi discrete scheme.
Once we have shown theoretical results for a general problem we must create
a fully discrete scheme for our specific case in order to implement the problem and
run simulations in future Chapters. We define a semi implicit scheme taking the
nonlinear terms explicitly and linear terms implicitly and then give a full matrix
vector formulation. We finish the Chapter by obtaining stability bounds for this
fully discrete scheme.
3.1 Surface Triangulations and the Lift Operator
To define a problem that is spatially discrete we need a suitable framework. First we
must define a surface triangulation such that it approximates the continuum surface
as more refinements are made (as h → 0). For more details on the definitions and
theorems on surface finite elements see [17].
To set up the domain requires a family of polyhedral surfaces Γ0h that ap-
proximates a closed surface Γ0 as h → 0. Inherent to the approximation will be a
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variational crime due to the problem being solved on the surface’s approximation.
The surface will consist of N vertices, denoted Xj → R3 labelled j = 1, .., N . We
use the subscript h to indicate discrete quantities. Each vertex is chosen such that
it sits on the original surface Γ0.
Definition 3.1.1. (Discrete surface [17]) A polyhedral surface is the set generated
by the union of finitely many triangles contained within the set Th
Γ0h =
⋃
E∈Th
E ⊂ Rn+1,
where E are (closed) flat n dimensional non-degenerate triangles whose pairwise
intersection is a complete edge, a single point or empty. For each E ∈ Th denote by
h(E) its diameter for the grid
h = max
E∈Th
h(E).
If the discrete surface is to be consistent then we require a suitable projection
between Γ0h and Γ
0. By Lemma 2.1.1 we know that there exists a unique curved
triangle e = p(E) ⊂ Γ0. To avoid double covering of Γ0 we assume this mapping is
unique, then for sufficiently small h we can find a unique p : Γ0h → Γ0 such that
x = p(x) + d(x)νΓ0(p(x)) x ∈ Γ0h, (3.1)
where d is the oriented distance function to Γ0 (for illustration of the projection see
Figure 3.1).
This also gives for P (x)i,j = δi,j − νi(x)νj(x) for i, j = 1, 2, 3 the projection
matrix onto the tangent space at x ∈ Γ0
P(x) = P(p(x)).
It is sometimes important to give a meaning to a discrete normal νΓ0h
. The surface
Γ0h will always be a surface that is the boundary of a bulk domain. So we can
define an outward pointing normal on each face of the discrete surface. This can be
estimated in various ways, we use the following definition.
Definition 3.1.2. We define νΓ0h
as the outward pointing normal over each discrete
face E on Γ0h. In case of a triangle E with vertices {qi}2i=0 it is given by
νΓ0h
∣∣∣
E
:=
(q1 − q0)× (q2 − q0)
|(q1 − q0)× (q2 − q0)| ,
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where we have assumed that the vertices {qi}2i=0 are ordered anti-clockwise on the
outer surface of E. This is seen visually in Figure 3.2
Figure 3.1: The green spot x ∈ Γ0h can be projected onto Γ0 at the blue spot. This
gives a mapping (3.1) between points on the discrete flat triangles E and the curved
triangular region it approximates e.
Figure 3.2: Illustration of the unit normal νΓ0h
defined in Definition 3.1.2 over a
given triangle E of Γ0h by using the vertices {qi}2i=0 ordered anti-clockwise on the
outer surface of E. This normal is constant across each element.
3.1.1 Lift Operator
When working with SFEM we will use a lift operator to switch between working on
the discrete domain Γ0h and the original continuous one Γ
0. The following section is
found in more detail in [17].
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The idea is to create a correspondence between functions on the discrete do-
main made of triangles E ∈ Th and the underlining surface Γ0. By our construction
of the triangulation we have that for every E ⊂ Γ0h there exists a unique curved
triangle Γ0 3 e = p(E) = {p(x) | x ∈ E)} ⊂ Γ0 (see Figure 3.1). We assume that
Γ0h is homeomorphic to Γ
0.
For a function η : Γ0h → R, we define its lift ηl : Γ0 → R by
ηl(p(x)) = η(x), p(x) ∈ Γ0, x ∈ Γ0h.
Remember that we have the unique map (3.1)
x = p(x) + d(x)νΓ0(p(x)), p(x) ∈ Γ0, x ∈ Γ0h.
The inverse lift works as follows
η−l(x) = η(p(x)), p(x) ∈ Γ0, x ∈ Γ0h.
Combing these two returns the original function. This gives us a natural lift of our
FE spaces Sh
Slh := {ϕh = φlh |φh ∈ Sh}. (3.2)
Lemma 3.1.1. (Stability of lift [17]) Let η : Γ0h → R with lift ηl : Γ0 → R. Then
for an element E ∈ Th, and the related smooth curved triangle p(E) = e ⊂ Γ0, the
following estimates hold if the norms exist. For a constant c > 0 independent of h
we have
1
c
∥∥∥ηl∥∥∥
L2(e)
≤ ‖η‖L2(E) ≤ c
∥∥∥ηl∥∥∥
L2(e)
,
1
c
∥∥∥∇Γ0ηl∥∥∥
L2(e)
≤
∥∥∥∇Γ0hη∥∥∥L2(E) ≤ c∥∥∥∇Γ0ηl∥∥∥L2(e) ,∥∥∥∇2Γ0hη∥∥∥L2(e) ≤ c∥∥∥∇2Γ0ηl∥∥∥L2(E) + ch∥∥∥∇2Γ0ηl∥∥∥L2(E) .
Lemma 3.1.1 is very important as it allows us to use bounds derived on Γ0h
and the space Sh and create new bounds that are defined over Γ
0 and the finite
element space Slh.
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3.1.2 Geometric estimates
Now we have the definitions for our surface and its discrete approximation it is
important to quantify the geometric error. These will be required when proving
convergence.
Lemma 3.1.2. [14, 15, 17] For Γ0 ∈ C2 and piecewise approximation Γ0h, the map
p : Γ0h → Γ0 is bijective. For the oriented distance function to Γ0 we have the
estimate
‖d‖L∞(Γ0h) ≤ ch
2. (3.3)
Let δh : Γ
0
h → R denote the ratio of surface measure dσ and its discrete counterpart
dσh such that dσ = δhdσh. Define the projections P and Ph that map onto Γ
0 and
Γ0h lets us write the product
Rh :=
1
δh
(I− dH)PPhP(I− dH),
where H = ∇Γ0νΓ0 = ∇2d. We then have the following estimates, for some c > 0
independent of h
‖1− δh‖L∞(Γ0h) ≤ ch
2, (3.4)
‖(I−Rh)P‖L∞(Γ0h) ≤ ch
2, (3.5)∥∥∥νΓ0 − νlΓ0h∥∥∥L∞(Γ0) ≤ ch, (3.6)∥∥∥∥ 1δhPh(I− dH)P−P
∥∥∥∥
L∞(Γ0)
≤ ch. (3.7)
3.2 Surface Finite Elements
Definition 3.2.1. (Finite Element Space) The standard finite element space used
throughout is
Sh := {φ ∈ C0(Γ0h) | φ|E is linear for each E ∈ Th}.
The nodal basis functions of Sh we denote by {φi}Ni=1 and are characterized by
φNi (Xj) = δi,j ∀i, j = 1, .., N := dim(Sh). For vector valued functions the no-
tation will change to Skh for a k dimensional vector. These are still linear in each
direction of the triangle. For a k dimensional space, we have the indexes i = 1, .., Nk
and β = 1, .., k for the vector valued function φβ,i : Γ
0
h → Rk such that φβ,i = φieβ.
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By eβ we denote the β
th standard basis vector.
We will also now require a set of bilinear forms similar to Definition 2.1.10
posed over the domain Γ0h with surface measure dσh.
Definition 3.2.2. For a discrete surface Γ0h, let ηh,φh ∈ [L2(Γ0h)]3 define the fol-
lowing
mh(ηh,ϕh) :=
∫
Γ0h
ηh · φhdσh. (3.8)
For ηh,φh ∈ [Sh(Γ0h)]3 and denoting matrix inner product as :, we also define
sh(ηh,φh) :=
∫
Γ0h
∇Γ0hηh : ∇Γ0hφhdσh. (3.9)
Using a slight abuse of notation, for the function F : R3×3 × R3×3 → R3×3
sh(F ;η1,h,η2,h,ϕ) :=
∫
Γ0h
F (∇Γ0hη1,h,∇Γ0hη2,h) : ∇Γ0hφhdσh. (3.10)
Throughout we will use a Lagrangian interpolation Ih which has the following
estimates.
Lemma 3.2.1. (Interpolation [17]) For n ≤ 3 and given η ∈ H2(Γ0), there exists a
unique Ihη ∈ Slh such that
‖η − Ihη‖L2(Γ0) + h ‖∇Γ0 (η − Ihη)‖L2(Γ0) ≤ ch2
(∥∥∇2Γ0η∥∥L2(Γ0) + h ‖∇Γ0η‖L2(Γ0)) .
We now also define a discrete projection which is similar to Lagrangian in-
terpolation but allows for less restrictions on the gradient.
Definition 3.2.3 (Ritz Projection [17]). We define for η ∈ H1(Γ0) the Ritz projec-
tion Πhη ∈ Sh such that∫ T
0
sh(Πhη, φh)dt =
∫ T
0
s(η, φlh)dt for all φh ∈ Sh, (3.11)
which is made unique by requiring that∫
Γ0h
Πhηdσhdσ =
∫
Γ0
ηdσ.
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Denote the lift of this as
pihη ≡ (Πhη)l. (3.12)
Theorem 3.2.1. For u ∈ H1(Γ0),
‖pihu‖H1 ≤ c ‖u‖H1 , ‖pihu− u‖L2 ≤ ch ‖u‖H1 ,
and convergence in the H1 norm
‖pihu− u‖H1 → 0, h→ 0. (3.13)
For u ∈ H2
‖pihu− u‖L2 + h ‖∇Γ0(pihu− u)‖L2 ≤ ch2 ‖u‖H2 . (3.14)
Proof. We prove (3.13) here, the rest of the proof is derived in [17]. For (3.13) we
have that H2 is dense in H1 so for any u ∈ H1 there exists a v ∈ H2 such that
‖v − u‖H1 ≤  with ‖v − Ihv‖H1 ≤ Ch. We can choose h with Ch ≤ . Then with
constant Cˆ from Cea’s lemma and denoting vh as the interpolation of v we have
‖u− pihu‖H1 ≤Cˆ inf
vh∈Slh
‖u− vh‖H1
≤Cˆ ‖u− Ihv‖H1
≤Cˆ ‖u− v‖H1 + Cˆ ‖v − Ihv‖H1 ≤ 2Cˆ.
Lemma 3.2.2. [17] For u : Γ0 × [0, T )→ R with u, ∂tu ∈ H2 we have
‖∂t(pihu− u)‖L2 ≤ ch2 ‖∂t(pihu− u)‖H2 . (3.15)
Corollary 3.2.1. [17] For u ∈ L∞ the Ritz projection is bounded in L∞ and obtain
‖Πhu‖L∞ ≤ ‖pihu‖L∞ ≤ c ‖Πhu‖H2 .
3.2.1 Convergence results
Lemma 3.2.3. [14] Let Zh,φh ∈ Sh with lifts zh ϕh ∈ Slh i.e zh := Zlh and ϕh := φlh
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then the following estimates hold for the bilinear forms
|mh(Zh,φh)−m(zh,ϕh)| ≤ch2 ‖Zh‖L2(Γ0h) ‖φh‖L2(Γ0h) , (3.16)
|sh(Zh,φh)− s(zh,ϕh)| ≤ch2
∥∥∥∇Γ0hZh∥∥∥L2(Γ0h)
∥∥∥∇Γ0hφh∥∥∥L2(Γ0h) . (3.17)
We now have the theory to quantify the convergence between a discrete
function on Γ0h and its lift on Γ
0 using Lemma 3.2.3. This means instead of showing
convergence between the a function y ∈ H1(Γ0) and a discrete function Yh ∈ Sh(Γ0h)
directly, we can break up the problem. Instead comparing Yh with its lift yh ∈ Slh
using Lemma 3.2.1. Then separately comparing yh ∈ Slh(Γ0) with y ∈ H1(Γ0), so
now we are comparing function of the same domain.
3.3 Formulation of General Problem
Problem 2.5.1 can be written in terms of general functions to describe more arbitrary
first and second order terms. For the lower order term the domain is expanded to
a δ > 0 band around the surface Γ0 to allow inputs from both Γ0h and Γ
0, the set is
denoted as Dδ(Γ
0).
The problem is then of the following more general form. We define ψ,k that
may now differ from those seen in Problem 2.5.1. For the gradient term we use the
notation ψA(A,B) :=
d
dAψ(A,B) to define the derivative with respect to the first
argument where A,B ∈ R3×3. We first define the following point wise assumptions
for which we use the following norms
|v| :=
√√√√ 3∑
i=1
vivi for v ∈ R3,
|V| :=
√√√√ 3∑
i,j=1
vi,jvi,j for V ∈ R3×3.
Assumption 1. Let ψ(A,B) : R3×3 × R3×3 → R be a positive continuously differ-
entiable function such that its partial derivative in the first argument ψA : R3×3 ×
R3×3 → R3×3 is Lipschitz in both arguments, i.e there exists some Cψ > 0 such that
for all A1,B1,A2,B2 ∈ R3×3 with induced inner product norms we obtain
|ψA(A1,B1)− ψA(A2,B1)| ≤ Cψ (|A1 −A2| |B1|) , (3.18)
|ψA(A1,B1)− ψA(A1,B2)| ≤ Cψ (|B1 −B2| |A1|) . (3.19)
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Assumption 2. Let k,kh : R3×Dδ(Γ0)×S2 → R3 be Lipschitz functions such that
for all u,v ∈ R3, x,y ∈ Dδ(Γ0) and νΓ0,1,νΓ0,2 ∈ S2 with induced inner product
norms we obtain
|k(u,x,νΓ0,1)− k(v,y,νΓ0,2)| ≤C
(|u− v|+ |x− y|+ |νΓ0,1 − νΓ0,2|) , (3.20)
|kh(u,x,νΓ0,1)− kh(v,y,νΓ0,2)| ≤C
(|u− v|+ |x− y|+ |νΓ0,1 − νΓ0,2|) . (3.21)
Assumption 3. For k,kh : R3 ×Dδ(Γ0)× S2 → R3 there exists C > 0 independent
of h, such that kh converges to k in C
0(R3, Dδ(Γ0), S2) with rate one as h→ 0, i.e
there is some C > 0 such that for all h > 0, u ∈ R3, x ∈ Dδ(Γ0) and νΓ0 ∈ S2
|kh(u,x,νΓ0)− k(u,x,νΓ0)| ≤Ch(|u|+ 1). (3.22)
Remark 3.3.1. The Lipschitz property in both Assumptions defines a growth bound.
There exists some γψ ≥ 0 such that
|ψA(A,B)| ≤ Cψ |A| |B|+ γψ, (3.23)
holds for all A,B ∈ R3×3. Also, there are Ck, γp ≥ 0 such that
|kh(u,x,νΓ0)|+ |k(u,x,νΓ0)| ≤ Ck |u|+ γp, (3.24)
holds for all (u,x,νΓ0) ∈ R3 ×Dδ(Γ0)× S2.
Problem 3.3.1. Find u(t),w(t) ∈ [L2(0, T ;H1(Γ0))]3 with ∂tu ∈ [L2(0, T ;H1(Γ0))]3
such that for almost all t ∈ (0, T )
m(∂tu,ϕ) + s(w,ϕ) + s(ψA; u,u0,ϕ) +m(k(u,x,νΓ0),ϕ) = 0, (3.25)
s(u,χ)−m(w,χ) = 0 (3.26)
holds for all χ,ϕ ∈ [H1(Γ0)]3, and such that u(x, 0) = u0(x) ∈ [H2(Γ0)]3 ∀x ∈ Γ0 .
The assumption that u0(x) ∈ [H2(Γ0)]3 is somewhat restrictive as we intend
to take u0 = id so this in fact restricts the domain. To find a weak solution to a
fourth order problem however will require H2 regularity.
The strategy for our proof will be to show existence and uniqueness in the
discrete setting, then by showing the convergence of such a scheme to the continu-
ous problem. Note the domain will now be approximated by a discrete surface as
described in Definition 3.1.1 and using finite elements outlined in Section 3.2. This
semi-discrete problem is given as follows
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Problem 3.3.2 (Semi-discrete Problem). Given ψ with derivative ψA and kh as
described by Assumptions 1-3. For every t ∈ (0, T ) find Uh(t),Wh(t) ∈ S3h such
that
mh(∂tUh,φh) + sh(Wh,φh) + sh(ψA; Uh,U
0
h,φh)
+mh(kh(Uh,Xh,νΓ0h
),φh) = 0, (3.27)
sh(Uh,χh)−mh(Wh,χh) = 0 (3.28)
holds for all χh,φh ∈ S3h and such that U0h = Πhu0. Here Πh is as defined in
Definition 3.2.3.
3.4 Well Posedness of the Regularised Problem
We start by checking Assumption 1 to show how Problem 2.5.1 satisfies the condi-
tion. The first order function is then for x0 ≥ 0 and 1 > 0
1
2
(
√
|∇Γ0u|2 + 1 − 2x0)2 =
1
2
(
√
|∇Γ0u|2 + 1 − 2x0|∇Γ0u0|)2
=: ψ(∇Γ0u,∇Γ0u0). (3.29)
This is a perturbed form of the function that we show the first variation of in (2.15).
Note as a function in u0 it remains constant as |∇Γ0u0| = |∇Γ0id| = 2 where id is
the identity function. The Lipschitz conditions follow from the function ψA being
differentiable and that derivative being bounded.
|ψAA(A,∇Γ0id)| ≤
(
1 +
2x0√
1
)
, ∀A ∈ R3×3.
Note it is the  dependence that will cause the scheme to fail in the limit. As 1 → 0
the bound will increase and we recover the discontinuity of Problem 2.5.1 which
make the function no longer Lipschitz. For the growth assumption (3.23) we have
for any A ∈ R3×3
|ψA(A)| :=
∣∣∣∣∣A− 2x0 A√|A|2 + 1
∣∣∣∣∣ ≤ |A|+ 2x0.
So in our case Cψ = 1 and γψ = 2x0.
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For the second term have
k(u,x,ν) =: k3(|u− uc(x)|)
(
u− uc(x),−l0 u− uc(x)√|u− uc(x)|2 + 3
)
− λp,ψ
2 + |V 0|ν,
with discrete version
kh(u,x,ν) =: k3(|u− uch(x)|)
(
u− uch(x),−l0
u− uch(x)√|u− uch(x)|2 + 3
)
− λp,ψ
2 + |V 0|ν.
Where uch is the discrete projection of uc such that u
c
h = pihuc. This means we have
O(h2) convergence by (3.14), hence Assumption 3 holds.
For the Lipschitz condition we show it holds for both parts individually and
hence is true for the summation. The first term is broken down further and we
note that if two functions are Lipschitz and bounded then the same holds for their
product. The following two functions are bounded
k3(|u− uc(x)|), and
u− uc(x)√|u− uc(x)|2 + 3 .
So we need only show that the individual parts are Lipschitz.
k3(|u− uc|)(u− uc) =
(
1 +
kL
1 + e
(
2
3
(|u−uc|−ucom)
)
)
λl,ψ(u− uc)
1 + e
(
2
3
(|u−uc|−uB)
) .
But this is a product of continuously differentiable functions so we can check if the
derivative is bounded. Without loss of generality we can assume uc = 0, λl,ψ = 1,
kL = 0 and hence obtain
∣∣∣∣∣ ddu
(
u
1 + e
( 2
3
(|u|−uB))
)∣∣∣∣∣ =
∣∣∣∣∣∣∣
I
1 + e
( 2
3
(|u|−uB))
− 2e
( 2
3
(|u|−uB))uuT
3|u|
(
1 + e
( 2
3
(|u|−uB))
)2
∣∣∣∣∣∣∣
≤1 +
∣∣∣∣∣∣∣
2|u|
3
(
1 + e
( 2
3
(|u|−uB))
) e( 23 (|u|−uB))(
1 + e
( 2
3
(|u|−uB))
)
∣∣∣∣∣∣∣
≤1 +
∣∣∣∣∣∣∣
2|u|
3
(
1 + e
( 2
3
(|u|−uB))
)
∣∣∣∣∣∣∣
≤1 + 2uB
3
.
38
Now to look at the pressure, we can fix u and vary only ν. Let ν1,ν2 ∈ S2, then∣∣∣∣ λp,ψ2 + |V 01 |ν1 − λp,ψ2 + |V 02 |ν2
∣∣∣∣
≤
∣∣∣∣ λp,ψ2 + |V 01 |ν1 − λp,ψ2 + |V 01 |ν2 + λp,ψ2 + |V 01 |ν2 − λp,ψ2 + |V 02 |ν2
∣∣∣∣
≤
∣∣∣∣ λp,ψ2 + |V 01 |ν1 − λp,ψ2 + |V 01 |ν2
∣∣∣∣− ∣∣∣∣ λp,ψ2 + |V 01 |ν2 − λp,ψ2 + |V 02 |ν2
∣∣∣∣
≤ λp,ψ
2 + |V 01 |
|ν1 − ν2|+ λp,ψ
22
∣∣∣∣|V 02 | − |V 01 |∣∣∣∣
≤λp,ψ
2
|ν1 − ν2|+ λp,ψ
322
∣∣∣∣∫
Γ0
|u0ν2| − |u0ν1|dσ
∣∣∣∣ .
Now we apply the reverse triangle inequality to the second term to obtain
λp,ψ
2
|ν2 − ν1|+ λp,ψ
322
∣∣∣∣∫
Γ0
|u0ν2 − u0ν1|dσ
∣∣∣∣
≤λp,ψ
2
|ν1 − ν2|+ λp,ψ‖u0‖
322
|ν2 − ν1|.
Since |k3(·)| ≤ C as it is the product of bounded function (see (2.18)) we have
|kh(u,x,ν)− k(u,x,ν)|
≤
∣∣∣∣k3(|u− uch(x)|)
(
u− uch(x),−l0
u− uch(x)√|u− uch(x)|2 + 3
)
− k3(|u− uc(x)|)
(
u− uc(x),−l0 u− uc(x)√|u− uc(x)|2 + 3
)∣∣∣∣
≤
∣∣∣∣k3(|u− uch(x)|)
(
u− uch(x),−l0
u− uch(x)√|u− uch(x)|2 + 3
)
− k3(|u− uch(x)|)
(
u− uc(x),−l0 u− uc(x)√|u− uc(x)|2 + 3
)∣∣∣∣
+
∣∣∣∣k3(|u− uch(x)|)
(
u− uc(x),−l0 u− uc(x)√|u− uc(x)|2 + 3
)
− k3(|u− uc(x)|)
(
u− uc(x),−l0 u− uc(x)√|u− uc(x)|2 + 3
)∣∣∣∣
≤C1 |uc(x)− uch(x)|+ C2l0(|u|+ 1) |uc(x)− uch(x)|
+ C3 (1 + |u|) |k3(|u− uc(x)|)− k3(|u− uch(x)|)|
≤Ch2(|u|+ 1).
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This result can be extended constantly to a Dδ(γ
0) region.
For the growth assumption we leverage the Lipschitz property. We find an
upper bound of the growth for u and ν1, we take ν2 as a second arbitrary point in
S2 and hence obtain
|k(u,ν1)− k(uc,ν2)| = |k(u,ν1)− k(uc,ν1) + k(uc,ν1)− k(uc,ν2)|.
So this formulation is equivalent to
|k(u,ν1)− k(uc,ν2)| ≤ |u− uc|.
Taking reverse triangle inequality gives
||k(u,ν1)| − |k(uc,ν2)|| ≤ |u− uc|
|k(u,ν1)| ≤ |u− uc|+ |k(0,ν2)|
≤ |u|+ |uc|+ λp,ψ
2
|ν2| =: |u|+ γp.
3.5 Matrix Vector Formulation of Semi Discrete Prob-
lem
Now that the semi discrete Problem 3.3.2 has been derived, we give a matrix vector
formulation that will be used to show short time existence and also be helpful
later in the fully discrete scheme found in Problem 3.10.1 . To do this we test
with nodal basis functions in each coordinate (see Definition 3.2.1). The fields are
expressed in terms of the basis functions of S3h: with degrees of freedom vector
ηu,ηw : (0, T )→ R3N , that is split in the spacial directions β = 1, 2, 3, and discrete
nodes i = 1, .., N := dim(Sh), together we obtain
Uh(x, t) :=
3∑
β=1
N∑
i=1
ηu(β−1)N+i(t)φi(x)eβ, Wh(x, t) :=
3∑
β=1
N∑
i=1
ηw(β−1)N+i(t)φi(x)eβ,
for (x, t) ∈ Γ0h × (0, T ) where {eβ}3β=1 denote the standard basis vectors. We define
now the matrices M and S. And let γ, β = 1, 2, 3 and i, j = 1, .., N then the
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equations of M and S are given by
M(β−1)N+i,(γ−1)N+j =
∫
Γ0h
δγ,βφi(x)φj(x), (3.30)
S(β−1)N+i,(γ−1)N+j =
∫
Γ0h
δγ,β∇Γ0hφi(x) · ∇Γ0hφj(x). (3.31)
Overall this gives the following structure for a mass matrix
M =
M
L 0 0
0 ML 0
0 0 ML
 ∈ R3N×3N where ML = {∫
Γ0h
φi(x)φj(x)
}N
i,j=1
, (3.32)
and analogously for the stiffness matrix S. To enhance readability we now write
φβ,i = φieβ so that for the nonlinear term we have
F (ηu(t))(γ−1)N+j
=
∫
Γ0h
ψA
 3∑
β=1
N∑
i=1
ηu(β−1)N+i(t)∇Γ0hφβ,i,
3∑
β=1
N∑
i=1
ηu(β−1)N+i(0)∇Γ0hφβ,i(x)
 · ∇Γ0hφγ,j(x).
The lower order terms are treated in a similar fashion
K(ηu(t))(γ−1)N+j :=
∫
Γ0h
k
 3∑
β=1
N∑
i=1
(ηu(β−1)N+i(t)φβ,i(x)),x,νΓ0h(x)
φγj(x).
Here νΓ0h
is the outward pointing normal as computed by Definition 3.1.2. The
following matrix vector formulation corresponds to Problem 3.3.2
M∂tη
u + Sηw + F(ηu) + K(ηu) = 0,
Mηw − Sηu = 0,
Eliminating ηw we get
M∂tη
u + SM−1Sηu + F(ηu) + K(ηu) = 0. (3.33)
For this semi-discrete scheme, we can prove it is well posed. We can then
use this result in later sections to argue that this solution does, in fact, converge to
Problem 3.3.1.
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3.6 Well Posedness
Theorem 3.6.1. Well posedness of FE Scheme 3.3.2. For given U0h and Γ
0
h, there
exists a unique solution pair (Uh(t),Wh(t)) ∈ C1([0, T ], S3h)×C1([0, T ], S3h) to Prob-
lem 3.3.2. In addition we have the following stability bounds
sup
t∈(0,T )
(
‖Uh(t)‖2H1(Γ0h)
)
+
∫ T
0
‖Wh(t)‖2H1(Γ0h) dt ≤ C(U0), (3.34)
where C > 0 depends on the initial data, geometry, final time and parameters only.
Proof. This proof consists of two steps, namely proving short time existence and
then deriving estimates that allow us to prove well posedness on the whole time
interval. These two steps are proved in the following subsections.
3.6.1 Short Time Existence
As Problem 3.3.2 is discrete in space and continuous in time it reduces the problem
to being an ODE. Treated as one, the Schur factorization in (3.33) gives the following
formulations
∂tη
u(t) = M−1
(
SM−1Sηu(t) + F(ηu(t)) + K (ηu(t))
)
. (3.35)
This is now a equation only in time so now we can apply ODE theory to our problem.
The right hand side is continuous due to all the terms being linear or assumed to
be via Assumptions 1 and 2. ODE theory then gives us for some T 0 > 0 at least
one solution Uh,Wh ∈ C1(Γ0h, [0, T 0]). Let [0, TM ) be the maximal time interval of
existence for Uh if their exists no Vh such that (3.35) holds over [0, T
M + δ) for any
δ > 0 with Vh = Uh. The idea then is to extend the maximal time to T . The only
way for a solution to degenerate is for Uh → ∞ as t → T c for some point in time
T c > 0. We can, however, show bounds that prove this does not happen. We will
then conclude that in fact T 0 = T .
3.6.2 Energy Bounds
Taking φh = Uh in (3.27) and χh = Wh in (3.28) and substituting
1
2
d
dt
‖Uh‖2L2 + sh(ψA,Uh,U0h,Uh) + ‖Wh‖2L2 +mh(kh(Uh,Xh,νΓ0h),Uh) = 0.
We use the growth assumption (3.24) and move the kh term to right hand side to
get a bound in terms of Uh and the data which we denote via an absorbing constant
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C:
1
2
d
dt
‖Uh‖2L2 + sh(ψA; Uh,U0h,Uh) + ‖Wh‖2L2 ≤
C
2
(
‖Uh‖2L2 + 1
)
.
We also use Assumption 1 that the growth (3.23) of ψA is bounded, hence
1
2
d
dt
‖Uh‖2L2 + ‖Wh‖2L2 ≤C(1 + ‖Uh‖2L2) + Cψ
∥∥∥∇Γ0hU0h∥∥∥L2 ∥∥∥∇Γ0hUh∥∥∥2L2 .
Taking χh = Uh in (3.28) allows us to bound ∇Γ0Uh in terms of the L2 norms of
Uh and Wh:
sh(Uh,Uh) = mh(Wh,Uh) ≤ ‖Wh‖L2 ‖Uh‖L2
≤ 1
2
(
1

‖Wh‖2L2 +  ‖Uh‖2L2
)
. (3.36)
We can take  = Cψ which allows us to move Wh to the left hand side, to obtain
1
2
d
dt
‖Uh‖2L2 +
1
2
‖Wh‖2L2 ≤ C(1 + ‖Uh‖2L2). (3.37)
We can apply a Gronwall type argument (Lemma A.0.2) to bound Uh to define in
terms of an integral between 0 and T 0. As we now have a bound of Wh we also get
a bound of the gradient for free (see (3.36)).
For the second bound take φh = Wh in (3.27) and χh = ∂tUh in (3.28) and
add the two identities to obtain
sh(∂tUh,Uh) + sh(ψA; Uh,U
0
h,Wh) + sh(Wh,Wh) +mh(kh(Uh,Xh,νΓ0h
),Wh) = 0.
We bound ψA and kh on the right hand side then separate from Wh via Young’s
inequality to get
1
2
d
dt
∥∥∥∇Γ0hUh∥∥∥2L2 + ∥∥∥∇Γ0hWh∥∥∥2L2 ≤∥∥∥kh(Uh,Xh,νΓ0h)∥∥∥L2 ‖Wh‖L2
+
∥∥ψA(Uh,U0h)∥∥L2 ∥∥∥∇Γ0hWh∥∥∥L2
≤1
2
(∥∥∥kh(Uh,Xh,νΓ0h)∥∥∥2L2 + ‖Wh‖2L2
)
+
1
2
(∥∥∥∇Γ0hWh∥∥∥2L2 + ∥∥ψA(Uh,U0h)∥∥2L2
)
.
Then the term ∇Γ0hWh can be moved to the left. ψA we know that satisfies the
growth assumption (3.23), and k condition (3.24) and Wh is bounded by the pre-
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vious estimate (3.37). Hence we obtain
d
dt
∥∥∥∇Γ0hUh∥∥∥2L2 + ∥∥∥∇Γ0hWh∥∥∥2L2 ≤C
(
‖Uh‖2L2 + 1 + ‖Wh‖2L2 +
∥∥∥∇Γ0hUh∥∥∥2L2
)
,
d
dt
∥∥∥∇Γ0hUh∥∥∥2L2 + ∥∥∥∇Γ0hWh∥∥∥2L2 ≤C
(∥∥∥∇Γ0hUh∥∥∥2L2 + ‖Uh‖2L2 + 1
)
.
We can now apply a Gronwall type argument to write a bound for the gradients
in terms of T 0. Due to these bounds we can extend T 0 in fact to any finite time
T > 0.
3.7 Further Estimates
As we have now proved that the semi discrete scheme in Problem 3.3.2 has a solution.
Next we show convergence to the original Problem 3.3.1. In the remainder of this
section, we show some improved bounds that allow us to obtain the convergence of
the discrete solutions. We can then obtain a second set of bounds defined over Γ0
in terms of the lifted functions from the first set of bounds. This will give us some
control over functions in the continuous domain Γ0. First, however, we need one
more set of bounds. The structure is similar to one seen in [19] which works for the
Cahn-Hilliard equation, here we have a more complex gradient term.
Lemma 3.7.1 (Improved Energy bounds). Problem 3.3.2 satisfies the following
stability bound:
∫ T
0
‖∂tUh‖2L2 dt+ sup
t∈[0,T ]
(∫
Γ0h
W2h
)
+ sup
t∈[0,T ]
(∫
Γ0h
|∇Γ0hUh|
2
)
≤ C(U0). (3.38)
Proof. We know from Theorem 3.6.1 that Uh(t) ∈ C1, so ηw defined by (3.35) exists
and hence we can take a derivative of (3.28): For all χh ∈ S3h
sh(∂tUh,χh) = mh(∂tWh,χh). (3.39)
Let φh = ∂tUh in (3.27) and subtract (3.39) with χh = Wh, which yields
mh(∂tUh, ∂tUh) +mh(∂tWh,Wh) + sh(ψA; Uh,U
0
h, ∂tUh)
+mh(kh(Uh,Xh,νΓ0h
), ∂tUh) = 0. (3.40)
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Note that
sh(ψA; Uh,U
0
h, ∂tUh) =
d
dt
∫
Γ0h
ψ(∇Γ0hUh,∇Γ0hU
0
h),
and the last term of (3.40) can be bounded by (3.24) as follows
|mh(kh(Uh,Xh,νΓ0h), ∂tUh)| ≤
1
2
(Ck ‖Uh‖2 + γp) + 1
2
‖∂tUh‖2 .
Thus we obtain that
1
2
mh(∂tUh, ∂tUh) +
d
dt
∫
Γ0h
ψ(∇Γ0hUh,∇Γ0hU
0
h) +
1
2
d
dt
mh(Wh,Wh) ≤ C(U0),
and therefore integrating in time gives a bound for ∂tUh. We can also apply a
Gronwall type argument to obtain a bound for the remaining terms. Combining
these two gives
∫ T
0
‖∂tUh‖2L2 dt+ sup
t∈[0,T ]
(∫
Γ0h
W2h + ψ(∇Γ0hUh,∇Γ0hU
0
h)
)
≤ C(U0). (3.41)
By Assumption 1 the function ψ is positive so can be dropped. In (3.36) we bound
the gradient by Uh and Wh. We know by (3.34) and (3.41) both terms are bounded
in time via the supremium norm. So we conclude the same must also hold for the
gradient.
Now we can use the bounds (3.34)(3.38) to estimate uh := U
l
h and wh := W
l
h
which are defined over Γ0. This gives some control of the discrete solution that is
separate from the variational crime committed by replacing Γ0 with Γ0h.
Theorem 3.7.1 (Lifted Estimates). Let (Uh,Wh) solve Problem 3.3.2 then lifts
uh := U
l
h and wh := W
l
h satisfy the following stability bound
sup
t∈(0,T )
(
‖uh(t)‖2H1(Γ0)
)
+
∫ T
0
‖wh(t)‖2H1(Γ0) dt ≤ C1(u0). (3.42)
Assuming u0 ∈ [H2(Γ0)]3 then the following is also true:∫ T
0
‖∂tuh‖2L2(Γ0) dt+ sup
t∈[0,T ]
(∫
Γ0
w2h
)
+ sup
t∈[0,T ]
(∫
Γ0
|∇Γ0uh|2
)
≤ C2(u0) (3.43)
where C1,2 > 0 depend on the initial data, geometry, final time and parameters only.
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Proof. We can lift bounds (3.34)(3.38) via the stability properties of Lemma 3.1.1.
3.8 Well posedness of the continuous problem
We are now working primarily on the continuous domain Γ0. Throughout this
section for the given function u0 ∈ [H2(Γ0)]3 we take U0h = Πhu0.
Theorem 3.8.1 (Well posedness of Problem 3.3.1). Given u0 ∈ H2(Γ0) there ex-
ists a unique weak solution u(t),w(t) ∈ [L2(0, T ;H1(Γ0))]3 to Problem 3.3.1 which
satisfies the bound
sup
t∈(0,T )
‖u‖2H1(Γ0) +
∫ T
0
‖w‖2H1(Γ0) dt ≤ C(u0). (3.44)
Proof. The proof is split into three parts, showing existence, the convergence to the
limiting problem, and uniqueness. The proof will be based on the a priori estimates
derived in the previous subsection.
3.8.1 Existence
From our bounds (3.42),(3.43) we know that uh, is uniformly bounded in L
∞
H1(Γ0)
with ∂tuh ∈ L2L2(Γ0) and wh ∈ L2H1(Γ0). Hence we can find sub-sequences (which we
relabel with h) and functions uˆ, wˆ with uˆ ∈ L2H1(Γ0), uˆt ∈ L2L2(Γ0) and wˆ ∈ L2H1(Γ0).
uh ⇀ uˆ weakly in L
2
H1(Γ0), (3.45)
∂tuh ⇀ ∂tuˆ weakly in L
2
L2(Γ0), (3.46)
wh ⇀ wˆ weakly in L
2
H1(Γ0). (3.47)
By compactness (see [32]) we have
uh →uˆ strongly in L2L2(Γ0) and almost everywhere in Γ0 × (0, T ). (3.48)
For strong convergence of the gradient we can leverage the weak convergence of
w → wˆ. Denoting the lift of the test function as ϕh := φlh we first look to show uˆ
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solves (3.26) as well.∫ T
0
s(uˆ,ϕh)−m(wˆ,ϕh)dt =
∫ T
0
s(uˆ,ϕh)− sh(Uh,φh)−m(wˆ,ϕh) +mh(Wh,φh)dt
=
∫ T
0
s(uˆ,ϕh)− s(uh,ϕh) + s(uh,ϕh)− sh(Uh,φh)︸ ︷︷ ︸
I
dt
−
∫ T
0
m(wˆ,ϕh)−m(wh,ϕh)dt
−
∫ T
0
m(wh,ϕh)−mh(Wh,φh)︸ ︷︷ ︸
II
dt.
The labelled terms I and II are the geometric errors made in the discretization. We
can now make use of Lemma 3.2.3 and the estimates (3.42) and (3.43) to bound I
and II to obtain∫ T
0
s(uˆ,ϕh)−m(wˆ,ϕh)dt ≤
∫ T
0
s(uˆ− uh,ϕh) +m(wh − wˆ,ϕh) (3.49)
+ ch2
∥∥∥∇Γ0hUh∥∥∥L2
L2(Γ0
h
)
∥∥∥∇Γ0hφh∥∥∥L2
L2(Γ0
h
)

+ ch2
(
‖Wh‖L2
L2(Γ0
h
)
‖φh‖L2
L2(Γ0
h
)
)
.
The last two terms tend to zero as h→ 0. For the other terms we have just proved
their weak convergence in (3.45-3.47). Hence the limit satisfies (3.26):∫ T
0
s(uˆ,χh)−m(wˆ,χh)dt =0 ∀χh ∈ Sh(Γ0) (3.50)
Next we need strong convergence of ∇Γ0uh, from (3.50) conclude the following
relation ∫ T
0
s(uˆ,ϕh)− sh(Uh,φh)dt =
∫ T
0
m(wˆ,ϕh)−mh(Wh,φh)dt.
This can be expanded to include uh so that∫ T
0
s(uˆ− uh,ϕh)dt+
∫ T
0
(s(uh,ϕh)− sh(Uh,φh)) dt
=
∫ T
0
m(wˆ,ϕh)−mh(Wh,φh)dt.
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We can now make use of the convergence of Lemma 3.2.3∫ T
0
s(uˆ− uh,ϕh)dt =
∫ T
0
m(wˆ,ϕh)−mh(Wh,φh) + (sh(Uh,φh)− s(uh,ϕh)) dt
≤
∫ T
0
m(wˆ,ϕh)−m(wh,ϕh) +m(wh,ϕh)−mh(Wh,φh)dt
+ ch2
∫ T
0
‖∇Γ0Uh‖L2(Γ0h) ‖∇Γ0φh‖L2(Γ0h) dt
≤
∫ T
0
m(wˆ −wh,ϕh)dt+ ch2 ‖Wh‖L2(Γ0h) ‖φh‖L2(Γ0h)
+ ch2
∫ T
0
‖∇Γ0Uh‖L2(Γ0h) ‖∇Γ0φh‖L2(Γ0h) dt (3.51)
We prove the strong convergence of the gradient ∇Γ0uˆ by recalling the Ritz projec-
tion (Definition 3.2.3) and noting uˆ ∈ L2H1(Γ0), so can use (3.13). This allows us to
state that pihuˆ→ uˆ in L2H1(Γ0):
‖∇Γ0(uˆ− uh)‖2L2
L2(Γ0)
=
∫ T
0
s(uˆ− uh, uˆ− uh)dt
=
∫ T
0
s(uˆ− pihuˆ + pihuˆ− uh, uˆ− uh)dt
=
∫ T
0
s(uˆ− pihuˆ, uˆ− uh) + s(pihuˆ− uh, uˆ− uh)dt. (3.52)
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We can use identity (3.51) and grouping the O(h2) terms under Ch2 to bound the
second term on the right hand side of (3.52) as uh−pihu ∈ S3h(Γ0), whence as h→ 0.
‖∇Γ0uˆ− uh‖L2
L2
≤
∫ T
0
s(uˆ− pihuˆ, uˆ− uh) +m(wˆ −wh,uh − pihuˆ)dt+ Ch2
≤
∫ T
0
s(uˆ− pihuˆ, uˆ− uh) +m(wˆ −wh,uh − uˆ + uˆ− pihuˆ)dt+ Ch2
≤
∫ T
0
s(uˆ− pihuˆ, uˆ− uh) +m(wˆ −wh,uh − uˆ) +m(wˆ −wh, uˆ− pihuˆ)dt+ Ch2
≤
∫ T
0
‖∇Γ0(uˆ− pihuˆ)‖L2(Γ0)︸ ︷︷ ︸
=0 by (3.13)
(
‖∇Γ0uˆ‖L2(Γ0) + ‖∇Γ0uh‖L2(Γ0)
)
︸ ︷︷ ︸
≤C by (3.42)
dt
+
∫ T
0
(
‖wˆ‖L2(Γ0) + ‖wh‖L2(Γ0)
)
︸ ︷︷ ︸
≤C by 3.42
‖uh − uˆ‖L2(Γ0)︸ ︷︷ ︸
→0 (3.48)
+ ‖uˆ− pihuˆ‖L2(Γ0)︸ ︷︷ ︸
→0 (3.13)
 dt+ Ch2.
Note ∇Γ0uˆ is the weak limit of ∇Γ0uh, which is uniformly bounded and the norm
is weakly lower semi continuous so ∇Γ0uˆ itself is bounded. Similarly wˆ is also the
weak limit of ∇Γ0wh which is bounded in L2H1(Γ0) so follows the same argument.
The right hand side is now written in terms of bounds independant of h and known
convergence results that tend to 0 as h→ 0. Hence we conclude that∇Γ0uh → ∇Γ0uˆ
in L2L2(Γ0).
Thanks to the growth properties of ψA (3.23), we have
|ψA(∇Γ0uh,∇Γ0u0,h)| ≤ Cψ |∇Γ0u0,h| |∇Γ0uh|+ γψ,
independent of h. The strong convergence of the gradient implies that ∇Γ0uh →
∇Γ0uˆ almost everywhere and for ∇Γ0u0,h. Thus,
ψA(∇Γ0uh,∇Γ0u0,h)→ ψA(∇Γ0uˆ,∇Γ0uˆ0),
holds almosts anywhere. As this is bounded we can apply Lebesgue’s general con-
vergence theorem A.0.1, and therefore have that
ψA(∇Γ0uh,∇Γ0u0,h)→ ψA(∇Γ0uˆ,∇Γ0uˆ0) strongly in L2L2(Γ0). (3.53)
We now give a similar argument for k. Using the Lipschitz condition from (3.20)
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we have ∣∣∣k(uˆ,x,νΓ0)− kh(uh,x,νlΓ0h)∣∣∣
≤
∣∣∣k(uˆ,x,νΓ0)− k(uh,x,νlΓ0h) + k(uh,x,νlΓ0h)− kh(uh,x,νlΓ0h)∣∣∣
≤Ck
|uˆ− uh|︸ ︷︷ ︸
→0 (3.48)
+
∣∣∣νΓ0 − νlΓ0h∣∣∣︸ ︷︷ ︸
≤ch (3.6)
+ ‖k− kh‖L∞︸ ︷︷ ︸
≤ch(‖u‖+1) (3.22)
.
3.8.2 Convergence
We have introduced the projection operator in (3.1), hence we know for ϕ ∈ L2H1(Γ0)
there exists its Ritz projection to the discrete level denoted φh = Πhϕ (from Defi-
nition 3.2.3) and also we have ϕh = φ
l
h = pihϕ. In order to have better control over
ψA however we will restrict to test functions ϕ ∈ L2H2(Γ0) for now. By integrating
(3.27) in time we can write .∫ T
0
m(∂tuˆ,ϕ) + s(wˆ,ϕ)dt+
∫ T
0
s(ψA; uˆ, uˆ0,ϕ)dt+
∫ T
0
m(k(uˆ,x,νΓ0),ϕ)dt
=
∫ T
0
(m(∂tuˆ,ϕ)−mh(∂tUh,φh)) dt+
∫ T
0
(s(wˆ,ϕ)− sh(Wh,φh)) dt
+
∫ T
0
(
s(ψA; uˆ, uˆ0,ϕ)− sh(ψA; Uh,U0h,φh)
)
dt
+
∫ T
0
(
m(k(uˆ,x,νΓ0h
),ϕ)−mh(kh(Uh,Xh,νΓ0h),φh)
)
dt
=:I1 + I2 + I3 + I4.
We consider each term in the following separately. We split I1 as follows
I1 =
∫ T
0
m(∂tuˆ− ∂tuh,ϕ) +m(∂tuh,ϕ−ϕh) + (m(∂tuh,ϕh)−mh(∂tUh,φh)) dt
= : I1,1 + I1,2 + I1,3.
We know that I1,1 → 0 as h→ 0 by the convergence result (3.48). The second term
can be bounded by using the convergence of the Ritz projection (3.13) and the final
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term is an application of the convergence results (Lemma 3.2.3) hence we obtain
I1,2 ≤
∫ T
0
‖∂tuˆ‖L2(Γ0) ‖ϕ−ϕh‖L2(Γ0) dt ≤ ch2
∫ T
0
‖∂tuˆ‖L2(Γ0) ‖ϕ‖H1(Γ0) dt,
I1,3 ≤ch2
∫ T
0
‖∂tUh‖L2(Γ0h) ‖φh‖L2(Γ0h) dt ≤ ch
2
(
‖∂tuˆ‖L2
L2
‖ϕ‖L2
L2
)
.
A similar argument can be used for I2. We write
I2 =
∫ T
0
s(wˆ −wh,ϕ) + (s(wh,ϕ)− sh(Wh,φh)) dt
= : I2,1 + I2,2.
Convergence of I2,1 follows by result (3.47). From the Ritz projection (Definition
3.2.3) we have I2,2 = 0. Now we consider the nonlinear term ψA:
I3 =
∫ T
0
[∫
Γ0
(ψA(∇Γ0uˆ,∇Γ0uˆ0)− ψA(∇Γ0uh,∇Γ0uˆ0,h))∇Γ0ϕdσ
]
dt
+
∫ T
0
[s(ψA; uh,u0,h,ϕ−ϕh)] dt
+
∫ T
0
[
s(ψA; uh,u0,h,ϕh)− sh(ψA; Uh,U0h,φh)
]
dt
=:I3,1 + I3,2 + I3,3. (3.54)
Convergence of the first part I3,1 follows by (3.53). Since φ ∈ L2H2(Γ0h) we can use
(3.14) and the growth assumption (3.23) to obtain that
I3,2 ≤ch
∫ T
0
(∥∥∥∇Γ0hU∥∥∥L2(Γ0h) + 1
)
‖φh‖H2(Γ0h) dt
≤ch
∫ T
0
(
‖∇Γ0uˆ‖L2(Γ0) + 1
)
‖ϕ‖H2(Γ0) dt.
The final term is more technical. Writing ∇Γ0hφh explicitly in terms of its lift
∇Γ0ϕh, using notation from Lemma 3.1.2, that ∇Γ0hφh = Qh∇Γ0ϕh, here Qh =
Ph(I − dH)P. Similarly for Uh and U0h can also be explicitly written in terms
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defined over Γ0 instead of Γ0h. Combining these we obtain
I3,3 =
∫ T
0
[∫
Γ0
ψA
(∇Γ0uh,∇Γ0u0h) : ∇Γ0ϕhdσ] dt
−
∫ T
0
[∫
Γ0
ψA
(
Qh∇Γ0uh,Qh∇Γ0u0h
)
: Qh∇Γ0ϕh
1
δh
dσ
]
dt
=
∫ T
0
[∫
Γ0
(
ψA
(∇Γ0uh,∇Γ0u0h)− ψA (Qh∇Γ0uh,Qh∇Γ0u0h)) : ∇Γ0ϕhdσ] dt
+
∫ T
0
[∫
Γ0
ψA
(
Qh∇Γ0uh,Qh∇Γ0u0h
)
:
(
P− 1
δh
Qh
)
∇Γ0ϕhdσ
]
dt
=I3,3,1 + I3,3,2.
For I3,3,1, it follows by the Lipschitz condition in Assumption 1 which allows us to
then apply (3.7) and (3.42)
I3,3,1 ≤Cψ
(
‖(P−Qh)∇Γ0 uh‖L2
L2(Γ0)
+
∥∥(P−Qh)∇Γ0 u0h∥∥L2
L2(Γ0)
)
‖∇Γ0ϕh‖L2
L2(Γ0)
≤ch
(
‖∇Γ0 uh‖L2
L2(Γ0)
+
∥∥∇Γ0 u0h∥∥L2
L2(Γ0)
)
‖∇Γ0ϕh‖L2
L2(Γ0)
≤ch
(
‖∇Γ0uˆ‖L2
L2(Γ0)
+ 1
)
‖∇Γ0ϕ‖L2
L2(Γ0)
.
Now for the second part I3,3,2 we use (3.7) and (3.23) to get
I3,3,2 ≤
∥∥∥∥Qh 1δh −P
∥∥∥∥
L∞(Γ0)
∥∥ψA (Qh∇Γ0uh,Qh∇Γ0u0h)∥∥L2
L2(Γ0)
‖∇Γ0ϕh‖L2
L2(Γ0)
≤ch∥∥ψA (Qh∇Γ0uh,Qh∇Γ0u0h)∥∥L2
L2(Γ0)
‖∇Γ0ϕh‖L2
L2(Γ0)
≤ch
(
‖∇Γ0uh‖L2
L2(Γ0)
+ 1
)
‖∇Γ0ϕh‖L2
L2(Γ0)
≤ch
(
‖∇Γ0uˆ‖L2
L2(Γ0)
+ 1
)
‖∇Γ0ϕ‖L2
L2(Γ0)
.
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In the penultimate step we assume Qh is bounded which holds for sufficiently small
h. Finally we have the lowest order term.
I4 =
∫ T
0
(
m(k(uˆ,xh,νΓ0),ϕ)−m(k(uh,xh,νlΓ0h),ϕ)
)
dt
+
∫ T
0
m(k(uh,xh,ν
l
Γ0h
),ϕ−ϕh)dt
+
∫ T
0
m(k(uh,xh,ν
l
Γ0h
),ϕh)−m(kh(uh,xh,νlΓ0h),ϕh)dt
+
∫ T
0
m(kh(uh,xh,ν
l
Γ0h
),ϕh)−mh(kh(Uh,Xh,νΓ0h),φh)dt
=I4,1 + I4,2 + I4,3 + I4,4.
As k is continuous in its arguments (Assumption 2) we have convergence of I4,1 → 0
thanks to (3.48) and (3.6). For I4,3 we know that convergence is at worst o(h) by
assumption (3.22 ) over the larger domain Dδ so this must hold over Γ
0.
I4,1 =
∫ T
0
m(k(uˆ,xh,νΓ0),ϕ)−m(k(uh,xh,νΓ0),ϕ)︸ ︷︷ ︸
→0 as h→0
dt,
+
∫ T
0
m(k(uh,xh,νΓ0),ϕ)−m(k(uh,xh,νlΓ0),ϕ)︸ ︷︷ ︸
→0 as h→0
dt,
I4.2 =
∫ T
0
‖k(uh,xh,νΓ0)‖L2(Γ0) ‖ϕ−ϕh‖L2(Γ0) dt
≤ch
∫ T
0
‖k(uh,xh,νΓ0)‖L2(Γ0) ‖ϕ‖H1(Γ0) dt
≤Ch
(
‖uh‖L2
L2(Γ0)
+ 1
)
‖ϕ‖L2
H1(Γ0)
,
I4,3 ≤ch
∫ T
0
(
‖uh‖L2(Γ0) + 1
)
‖ϕ‖L2(Γ0) dt ≤ Ch
(
‖uh‖L2
L2(Γ0)
+ 1
)
‖ϕ‖L2
L2(Γ0)
,
I4,4 ≤
∫ T
0
m
((
1− 1
δlh
)
kh(uh,xh,ν
l
Γ0),ϕ
)
dt
+
∫ T
0
m
(
1
δlh
kh(uh,xh,ν
l
Γ0),ϕ
)
−m
(
1
δlh
kh(uh,xh,QhνΓ0),ϕ
)
dt
≤c
∫ T
0
h2 ‖Uh‖L2(Γ0h) ‖φh‖L2(Γ0h) + h ‖Uh‖L2(Γ0h) ‖φh‖L2(Γ0h) dt
≤C
(
h2 ‖uˆ‖L2
L2(Γ0)
‖ϕ‖L2
L2(Γ0)
+ h ‖uˆ‖L2
L2(Γ0)
‖ϕ‖L2
L2(Γ0)
)
.
All together we thus conclude that in the limit as h → 0 the weak limits uˆ
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and wˆ solve the follow equation∫ T
0
m(∂tuˆ,ϕ) + s(wˆ,ϕ) + s(ψA; uˆ,u0,ϕ) +m(k(uˆ,x,νΓ0),ϕ)dt ∀ϕ ∈ L2H2(Γ0).
We can now combine this with (3.50). By density of H2 in H1, we can conclude
that for all ϕ,χ ∈ L2H1∫ T
0
m(∂tuˆ,ϕ) + s(wˆ,ϕ) + s(ψA; uˆ,u0,ϕ) +m(k(uˆ,x,νΓ0),ϕ) = 0,∫ T
0
m(wˆ,χ)− s(uˆ,χ) = 0.
As this holds for almost all t ∈ (0, T ) we can drop the time integrals by Lemma
2.1.3 and have that (uˆ, wˆ) is a solution to equations (3.25)(3.26), it remains to
show uniqueness and that it satisfies initial conditions. For the later we have for all
ϕ ∈ C1H1 that decay at final time T , denoted by ϕ(T ) = 0 and that U0h := Πhu0
then by (3.13) we have as h→ 0
mh(U
0
h,φh(0))→ m(u0,ϕ(0)).
Using φh(T ) = 0 this is equal to
mh(U
0
h,φh(0)) =mh(U
0
h,φh(0))−mh(Uh(T ),φh(T ))
=−
∫ T
0
∂tmh(Uh,φh)dt
=−
∫ T
0
mh(∂tUh,φh) +mh(Uh, ∂tφh)dt.
Which in the limit as h → 0 we know from the proof that discrete limit uˆ satisfies
the continuum equations (3.25) and (3.26), so becomes
−
∫ T
0
mh(∂tUh,φh) +mh(Uh, ∂tφh)dt→−
∫ T
0
mh(∂tuˆ,ϕ) +m(uˆ, ∂tϕ)dt
= m(uˆ(0),ϕ(0))−m(uˆ(T ),ϕ(T ))
= m(uˆ(0),ϕ(0)).
We conclude uˆ(·, 0) = u0 almost everywhere in Γ0.
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3.8.3 Uniqueness
Take the difference of two solutions ξu := u1 − u2 and ξw := w1 −w2. Comparing
both solutions gives for all φ,χ ∈ [H1(Γ0)]3
m(∂tξ
u,φ) + s(ξw,φ) + s(ψA; u
1,u0,φ)− s(ψA; u2,u0,φ)
+m(k(u1,x,νΓ0)− k(u2,x,νΓ0),φ) = 0, (3.55)
m(ξw,χ) = s(ξu,χ). (3.56)
Now we taking φ = ξu in the first equation (3.55) and χ = ξw in the second
equation (3.56). We use that k and ψA are Lipschitz due to Assumption 1 and 2.
Hence we have
d
dt
‖ξu‖2L2 + ‖ξw‖2L2 ≤ 2Ck ‖ξu‖2L2 + Cψ ‖∇Γ0ξu‖2L2 . (3.57)
For the second equation a similar argument gives for  > 0
‖∇Γ0ξu‖2L2 ≤
1
2
‖ξw‖2L2 +

2
‖ξu‖2L2 .
This allows us to bound the gradient on right hand side of (3.57) and then move
the ξw to the left by taking the weight to be the Lipschitz constant  = Cψ.
d
dt
‖ξu‖2L2 +
1
2
‖ξw‖2L2 ≤
(
2Ck +
Cψ
2
)
‖ξu‖2L2 . (3.58)
Integrating in time gives for some constant λ
‖ξu‖L2 ≤
(
2Ck +
Cψ
2
)
eλt
∥∥u1(0)− u2(0)∥∥
L2
,
which show uniqueness as solution must agree on initial condition and also the
continuous dependence on them. As the right hand side of (3.58) does not depend
on w we can conclude similarly that ξw = 0.
3.9 Error convergence
For this next section we assume u, ∂tu ∈ L2H2(Γ0), as we require extra regularity to
quantify the error rates by using Theorem 3.13. If this holds then we get w ∈ L2H2(Γ0)
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for free because (3.26) can be written as
s(w,ϕ) +m(w,ϕ) = m(f ,ϕ) ∀ϕ ∈ [H1(Γ0)]3,
by writing the known u terms as f which by assumption is a function in L2. This
gives a standard variation problem that we can use known regularity results for.
To prove convergence of the error, we follow the standard approach and
divide/split it into interpolation θ and discrete ρ errors. Using the Ritz projection
Πh
ρu + θu := u−l(·, τm)−Uh = (u−l −Πhu) + (Πhu−Uh),
ρw + θw := w−l −Wh = (w−l −Πhw) + (Πhw −Wh).
We can use ideas from the convergence proof in the previous section to find
bounds for ρ. With the regularity assumption we can now use Theorem 3.13.
The second part is now to bound θ. Throughout this section we write ϕh =
φlh. Writing Problem 3.3.1 minus Problem 3.3.2 and inserting Πh we can rearrange
the equation to separate θ terms on the left and ρ on the right and hence obtain
mh(∂tθ
u,φh) + sh(θ
w,φh) + sh(ψA; Πhu,U
0
h,φh)− sh(ψA; Uh,U0h,φh)
+mh(kh(Πhu,Xh,νΓ0h
),φh)−mh(kh(Uh,Xh,νΓ0h),φh)
=(mh(∂tΠhu,φh)−m(∂tu,ϕh)) + (sh(ψA; Πhu,U0h,φh)− s(ψA; u,u0,ϕh))
+mh(kh(Πhu,Xh,νΓ0h
),φh)−m(k(u,x,νΓ0),ϕh)
=:Et(φh) + Eψ(φh) + Ek(φh). (3.59)
For the second equation we then have
sh(θ
u,φh)−mh(θw,φh) = (mh(Πhw,φh)−m(w,ϕh)) =: Ew(φh). (3.60)
We pick up no gradient terms because of the Definition of Ritz projection in Theorem
3.2.3.
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Lemma 3.9.1. For our problem we have that for sufficiently small h and all φh ∈ S3h
|Et(φh)| ≤ch2 ‖∂tu‖H2(Γ0) ‖φh‖L2(Γ0h) , (3.61)
|Eψ(φh)| ≤ch ‖u‖H2(Γ0)
∥∥∥∇Γ0hφh∥∥∥L2(Γ0h) , (3.62)
|Ek(φh)| ≤c(h+ h2 ‖u‖H2(Γ0)) ‖φh‖L2(Γ0h) , (3.63)
|Ew(φh)| ≤ch2 ‖w‖H2(Γ0) ‖φh‖L2(Γ0h) , (3.64)
where c > 0 is independent of h.
Proof. This proof follows a very similar structure as the convergence part of the
proof for Theorem 3.8.1. Here we give only an overview of the steps. The first
estimate is an application of (3.15)
|Et(φh)| ≤(mh(∂tΠhu,φh)−m(∂tu,ϕh))
≤ ch2 ‖∂tu‖H2(Γ0) ‖φh‖L2(Γ0h) .
For the non linear gradient term we can use that it is Lipschitz. This allows us
to bound the term by something that can be treated by (3.14). The argument is
similar to the one used for I3 in (3.54).
First we separate out the geometric part, then the remainder can be bounded
by the Lipschitz assumption (1).
|Eψ(φh)| ≤|sh(ψA; Πhu,U0h,φh)− s(ψA;pihu, pihu0,ϕh)|
+ |s(ψA;pihu, pihu0,ϕh)− s(ψA; u,u0,ϕh)|
≤|sh(ψA; Πhu,U0h,φh)− s(ψA;pihu, pihu0,ϕh)|
+ Cψ
∥∥∥∇Γ0hu0∥∥∥L2 ‖∇Γ0(u− pihu)‖L2(Γ0) ‖∇Γ0φh‖L2(Γ0h)
+ Cψ
∥∥∥∇Γ0hu∥∥∥L2 ‖∇Γ0(u0 − pihu0)‖L2(Γ0) ‖∇Γ0φh‖L2(Γ0h) .
The first term can be handled using similar argument to I3,3 in (3.54), instead of
Uh and its lift the term contains Πhu and its lift. This means we use the small
h requirement from I3,3,2. Note that norms are equivalent between Γ
0
h and Γ
0 by
Lemma 3.1.1 so we chose to bound over Γ0h to match the left hand side of (3.59).
|Eψ(φh)| ≤ch(‖u‖H2 + 1) ‖φh‖H1
+ Cψh
(∥∥∥∇Γ0hu∥∥∥L2 ‖u0‖H2(Γ0) + ∥∥∥∇Γ0hu0∥∥∥L2 ‖u‖H2(Γ0)) ‖∇Γ0φh‖L2
≤ch ‖u‖H2(Γ0) ‖φh‖H1(Γ0h) .
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For the third identity we use similar argument to above.
|Ek(φh)| ≤|mh(kh(Πhu,Xh,νΓ0h),φh)−m(k(u,x,νΓ0),ϕh)|
≤|mh(kh(Πhu,Xh,νΓ0h),φh)−m(kh(pihu,xh,ν
l
Γ0),ϕh)|
+ |m(kh(pihu,xh,νlΓ0h),ϕh)−m(k(u,x,νΓ0h),ϕh)|
≤|mh(kh(Πhu,Xh,νΓ0h),φh)−m(kh(pihu,x,νΓ0),ϕh)|
+ C
(
h2(‖u‖L2(Γ0) + 1) + h ‖νΓ0‖L2(Γ0)
)
‖φh‖L2(Γ0h)
≤C
(
h2 ‖pihu‖L2(Γ0) + ch(‖νΓ0‖L2(Γ0) + 1)
)
‖ϕh‖L2(Γ0) + C(h2 + h) ‖φh‖L2(Γ0h)
≤C(h2 + h) ‖φh‖L2(Γ0h) .
Theorem 3.9.1 (Error analysis for FE scheme). Let u,w solve Problem 2.5.1 and
Uh,Wh solve the semi discrete Problem 3.3.2. Assuming u, ∂tu ∈ L2H2(Γ0) and for
sufficiently small h then we have that
sup
t∈(0,T )
∥∥∥u−l −Uh∥∥∥2
L2(Γ0h)
+
∫ T
0
∥∥∥w−l −Wh∥∥∥2
L2(Γ0h)
+
∥∥∥∇Γ0h(u−l −Uh)∥∥∥2L2(Γ0h) dt ≤ Ch2.
Proof. We can now take φh = θ
u ∈ S3h in the first equation (3.59) and φh = θw ∈ S3h
in the second (3.60). Taking the difference of both equations gives
mh(∂tθ
u, θu) +mh(θ
w, θw) =Et(θ
u) + Eψ(θ
u) + Ek(θ
u)− Ew(θw)
+ sh(ψA; Πhu,U
0
h, θ
u)− sh(ψA; Uh,U0h, θu)
+mh(kh(Πhu,Xh,νΓ0h
)− kh(Uh,Xh,νΓ0h), θ
u).
The function ψA is Lipschitz so we can bound it by the gradient. For lower order
terms we have weaker convergence as Ek involves the unit normal. Altogether we
have
1
2
d
dt
mh(θ
u, θu) + ‖θw‖2L2 ≤Cψ
∥∥∥∇Γ0hθu∥∥∥2L2 + Ck ‖θu‖2L2
+ |Et(θu)|+ |Eψ(θu)|+ |Ek(θu)|+ |Ew(θw)|.
Inserting φh = θ
u in (3.60) gives∥∥∥∇Γ0hθu∥∥∥2L2 ≤ 12 ‖θw‖2L2 + 12 ‖θu‖2L2 + Ew(θu), (3.65)
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which lets us suppress the dependence on ∇Γ0θu.
1
2
d
dt
mh(θ
u, θu) +
1
2
‖θw‖2L2 ≤C ‖θu‖2L2 + |Et(θu)|+ |Eψ(θu)|
+ |Ek(θu)|+ |Ew(θw)|+ |Ew(θu)|.
Now we also use the bounds from Lemma 3.9.1
d
dt
mh(θ
u, θu) + ‖θw‖2L2 ≤C ‖θu‖2L2 + cth2 ‖∂tu‖H2 ‖θu‖L2︸ ︷︷ ︸
by (3.61)
+ ck(h
2 ‖u‖H2 + h) ‖θu‖L2︸ ︷︷ ︸
by (3.63)
+ cwh
2 ‖w‖H2 ‖θw‖L2︸ ︷︷ ︸
by (3.64)
+ cwh
2 ‖w‖H2 ‖θu‖L2︸ ︷︷ ︸
by (3.64)
+ cψh ‖u‖H2
∥∥∥∇Γ0hθu∥∥∥L2︸ ︷︷ ︸
by (3.62)
.
Rearranging terms gives
d
dt
mh(θ
u, θu) + ‖θw‖2L2 ≤C ‖θu‖2L2 + cψh ‖u‖H2 ‖θu‖H1 + cwh2 ‖w‖H2 ‖θw‖L2
+ c
(
h2 ‖∂tu‖H2 + h2 ‖u‖H2 + h+ h2 ‖w‖H2
) ‖θu‖L2 .
We can suppress the H1 norm of θu using the same trick with (3.65) to suppress
the dependence on ∇Γ0θu. The right hand side can be split into dependence on θ
and h only using Young’s inequality, into h terms and θ ones. θw can be shifted to
the left.
d
dt
mh(θ
u, θu) + ‖θw‖2L2 ≤C ‖θu‖2L2 + Ch4
(
‖∂tu‖2H2 + ‖u‖2H2 + ‖w‖2H2
)
+ ch2(‖u‖2H2 + 1).
Again applying Gronwall inequality and integrating in time gives result. This is
because the error θu is zero at t = 0.
3.10 Fully Discrete Version
To actually solve the problem we need to discretise in time. Problem 2.5.1 can
be approximated in space as described by Problem 3.3.1, we now include a time
stepping scheme and introduce a time parameter τ . For the time stepping we take
all linear terms implicitly and nonlinear ones explicitly and we hence obtain a semi
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implicit scheme. We then finish this chapter by providing a stability proof for the
fully discrete problem defined next.
We split the time interval [0, T ] into M equal parts of size τ := T/M . At
each of these time steps we use the notation tm = τm for each m = 0, 1, ..M −1 and
for a function we denote fm(·) = f(·,mτ). For completeness we state the scheme
here with all parameter terms included.
Problem 3.10.1. For given constants λb,ψ, λl,ψ, λp,ψ, l0, uB, kL, ucom and given func-
tions U0h,U
c
h ∈ [H1(Γ0h)]3, find (Um+1h ,Wm+1h ) ∈ [H1(Γ0h)]3 × [H1(Γ0h)]3 for all
m ∈ {0, 1, ...,M − 1} such that for all (φh,χh) ∈ [H1(Γ0h)]3 × [H1(Γ0h)]3∫
Γ0h
1
τ
Um+1h φh + λb,ψ∇Γ0hW
m+1
h ∇Γ0hφh
+∇Γ0hU
m+1
h ∇Γ0hφh + k3(|U
m
h −Uch|)Um+1h φh
=
∫
Γ0h
1
τ
Umh φh + 2x0
∇Γ0hU
m
h√
|∇Γ0hUmh |2 + 1
∇Γ0hφh +
1
|V 0h |+ 2
λp,ψνΓ0h
φh
+
∫
Γ0h
k3(|Umh −Uch|)
(
Uch + l0
Umh −Uch√|Umh −Uch|2 + 3
)
φh, (3.66)
0 =
∫
Γ0h
Wm+1h χh −∇Γ0hU
m+1
h ∇Γ0hχh (3.67)
with 1,2,3 > 0, k3 as in (2.18) and using νΓ0h
as in Definition 3.1.2. The discrete
volume V 0h is computed as
V 0h :=
1
3
∫
Γ0h
U0hνΓ0h
dσh
We now outline the matrix vector formulation for this problem using the
notation introduced in Section 3.5 when possible. The full scheme is solved by using
the biconjugate gradient method. The fields are expressed in terms of the basis
functions of S3h: with degrees of freedom vector η
u,m,ηw,m ∈ R3N , that is split in
the spatial directions β = 1, 2, 3, and discrete nodes i = 1, .., N := dim(Sh), for each
time step m = 0, 1, ...,M − 1 together we obtain
Umh (x) :=
3∑
β=1
N∑
i=1
ηu,m(β−1)N+iφi(x)eβ, W
m
h (x) :=
3∑
β=1
N∑
i=1
ηw,m(β−1)N+iφi(x)eβ,
for x ∈ Γ0h where {eβ}3β=1 denote the standard basis vectors of R3. We define
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ηc(β−1)N+i := (φβ,i(x),uc(x)) to then obtain
Uch(x) :=
3∑
β=1
N∑
i=1
ηc(β−1)N+iφi(x)eβ,
and for the basic matrices we reuse (3.30). We now define the implicit part of the
linker term as
Mk(β−1)N+i,(γ−1)N+j(η
u,m) =
∫
Γ0h
δγ,βk3
(√
Umh (x)−Uch(x)
)
φi(x)φj(x)dσh.
We now look to define the explicit terms. For the nonlinear gradient term we obtain
D(ηu,m)(γ−1)N+j :=
∫
Γ0h
2δγ,βx0
∇Γ0hφi(x) · ∇Γ0hφj(x)√
|∇Γ0hUmh (x)|2 + 1
dσh.
For the explicit linker we use
ηl(β−1)N+i :=
(ηu,m(β−1)N+i − ηc(β−1)N+i)√∑3
α=1
(
ηu,m(α−1)N+i − ηc(α−1)N+i
)2
+ 3
.
For the pressure we use
P(γ−1)N+j :=
∫
Γ0h
λp,ψφj(x)
|V 0h |+ 2
(νΓ0h
(x) · eγ)dσh.
Here νΓ0h
is as outlined in definition 3.1.2. The matrix vector formulation of scheme
3.10.1 is then(ω
τ
M + S + Mk(η
u,m)
)
ηu,m+1 + λb,ψSη
w,m+1 =
ω
τ
Mηu,m +D(ηu,m) (3.68)
+ Mk(η
u,m)(ηc,m + l0η
l) + P.
This means we need to solve the following system for each γ = 1, 2, 3 and
i = 1, ..., N at each time step m = 0, 1, 2, ...,M − 1.
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3.10.1 Stability of Fully Discrete Scheme 3.10.1
Lemma 3.10.1. (Stability)The solution Umh of the fully discrete scheme satisfies
the following stability estimate
∥∥Um+1h ∥∥2 + τc0 M−1∑
m=0
(∥∥Wm+1h ∥∥2 + ∥∥∥∇Γ0hUm+1h ∥∥∥2
)
≤C1τ(M − 1)(τ + 1) + C2
∥∥U0h∥∥2 .
Proof. We do not state the precise constants in the proof and assume that they are
equal to one (for improved readability). First we show some identities that will be
used later on in the proof.
mh(U
m+1
h −Umh ,Umh )
=
1
2
mh(U
m+1
h −Umh ,Um+1h + Umh )−
1
2
mh(U
m+1
h −Umh ,Um+1h −Umh )
=
1
2
∥∥Um+1h ∥∥2 − 12 ‖Umh ‖2−12mh(Umh ,Um+1h ) + 12mh(Um+1h ,Umh )︸ ︷︷ ︸
=0
−1
2
∥∥Um+1h −Umh ∥∥2 ,
which using the symmetry of mh(·, ·) gives the identity
mh(U
m+1
h −Umh ,Umh ) =
1
2
∥∥Um+1h ∥∥2 − 12 ‖Umh ‖2 − 12 ∥∥Um+1h −Umh ∥∥2 . (3.69)
We also define for general vector valued functions f1, f2 ∈ [H1(Γ0h)]3 and scalar
function f3 ∈ H1(Γ0h)
mh(f
2
3 (f1 − f2), f1) =
1
2
mh(f
2
3 (f1 − f2), f1 − f2) +
1
2
mh(f
2
3 (f1 − f2), f1 + f2)
=
1
2
‖f3(f1 − f2)‖2︸ ︷︷ ︸
≥0
+
1
2
‖f3f1‖2 − 1
2
‖f3f2‖2−mh(f23 f2, f1) +mh(f23 f1, f2)︸ ︷︷ ︸
=0
,
which gives the identity
mh(f
2
3 (f1 − f2), f1) ≥
1
2
‖f3f1‖2 − 1
2
‖f3f2‖2 . (3.70)
To enhance readability we introduce the function Kh
Kh(A,B) := k3(|B−Uch|)
(
A−Uch +
B−Uch√|B−Uch|2 + 3
)
.
We can now write the Problem 3.10.1 in a reduced form, incorporating dropped
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parameters and grouped term K
1
τ
mh(U
m+1
h −Umh ,φh) + sh(Wm+1h ,φh)
+sh(U
m+1
h ,φh) +mh(Kh(U
m+1
h ,U
m
h ),φh) =
∫
Γ0h
2
∇Γ0hU
m
h : ∇Γ0hφh√
|∇Γ0hUmh |2 + 1
dσh
+mh
(
1
|V 0h |+ 2
νΓ0h
,φh
)
. (3.71)
Now first take φh = U
m+1
h −Umh in (3.71) to get
1
τ
∥∥Um+1h −Umh ∥∥2 + sh(Wm+1h ,Um+1h −Umh )
+sh(U
m+1
h ,U
m+1
h −Umh )
+mh(Kh(U
m+1
h ,U
m
h ),U
m+1
h −Umh ) =
∫
Γ0h
2
∇Γ0hU
m
h : ∇Γ0h(U
m+1
h −Umh )√
|∇Γ0hUmh |2 + 1
dσh
+mh
(
1
|V 0h |+ 2
νΓ0h
,Um+1h −Umh
)
.
We can now apply Cauchy Schwarz then Young with a weighting τ to the pressure
term
mh
(
1
|V 0h |+ 2
νΓ0h
,Um+1h −Umh
)
≤
∥∥∥∥ 1(|V 0h |+ 2)νΓ0h
∥∥∥∥∥∥Um+1h −Umh ∥∥
τ
2(|V 0h |+ 2)2
∥∥∥νΓ0h∥∥∥2 + 12τ ∥∥Um+1h −Umh ∥∥2 ,
this allows us to suppress the Um+1h −Umh dependence.
1
2τ
∥∥Um+1h −Umh ∥∥2 + sh(Wm+1h ,Um+1h −Umh )
+sh(U
m+1
h ,U
m+1
h −Umh )
+mh(Kh(U
m+1
h ,U
m
h ),U
m+1
h −Umh ) ≤
∫
Γ0h
2
∇Γ0hU
m
h : ∇Γ0h(U
m+1
h −Umh )√
|∇Γ0hUmh |2 + 1
dσh
+
|Γ0h|2τ
2(|V 0h |+ 2)2
.
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This inequality can then be rewritten with terms transferred to the right hand side
1
2τ
∥∥Um+1h −Umh ∥∥2 ≤sh(Wm+1h ,Umh −Um+1h ) + sh(Um+1h ,Umh −Um+1h )
+
∫
Γ0h
2∇Γ0hU
m
h : ∇Γ0h(U
m+1
h −Umh )√
|∇Γ0hUmh |2 + 
dσh
+mh(Kh(U
m+1
h ,U
m
h ),U
m
h −Um+1h ) +
|Γ0h|2τ
2(|V 0h |+ )2
. (3.72)
We now return to (3.71) taking φh = U
m
h
1
τ
mh(U
m+1
h −Umh ,Umh ) + sh(Wm+1h ,Umh )
+sh(U
m+1
h ,U
m
h ) +mh(Kh(U
m+1
h ,U
m
h ),U
m
h ) =
∫
Γ0h
2∇Γ0hU
m
h : ∇Γ0hU
m
h )√
|∇Γ0hUmh |2 + 
dσh
+mh
(
1
|V 0h |+ 
νΓ0h
,Umh
)
.
Now we use our pre proved identities (3.69) and (3.70). Using (3.69) we get
1
τ
(
1
2
∥∥Um+1h ∥∥2 − 12 ‖Umh ‖2 − 12 ∥∥Um+1h −Umh ∥∥2
)
+sh(W
m+1
h ,U
m
h ) + sh(U
m+1
h ,U
m
h )
+mh(Kh(U
m+1
h ,U
m
h ),U
m
h ) ≤
∫
Γ0h
2∇Γ0hU
m
h : ∇Γ0hU
m
h√
|∇Γ0hUmh |2 + 
dσh
+mh
(
1
|V 0h |+ 
νΓ0h
,Umh
)
.
We rearranges to
1
2τ
∥∥Um+1h ∥∥2 − 12τ ‖Umh ‖2 + sh(Wm+1h ,Umh )
+sh(U
m+1
h ,U
m
h ) +mh(Kh(U
m+1
h ,U
m
h ),U
m
h ) ≤
∫
Γ0h
2
∇Γ0hU
m
h : ∇Γ0hU
m
h√
|∇Γ0hUmh |2 + 1
dσh
+
1
2τ
∥∥Um+1h −Umh ∥∥2
+
|Γ0h|
|V 0h |+ 2
‖Umh ‖ .
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This allows us to use (3.72)
1
2τ
∥∥Um+1h ∥∥2 − 12τ ‖Umh ‖2 + sh(Wm+1h ,Umh )
+sh(U
m+1
h ,U
m
h ) +mh(Kh(U
m+1
h ,U
m
h ),U
m
h ) ≤
∫
Γ0h
∇Γ0hU
m
h : ∇Γ0hU
m
h√
|∇Γ0hUmh |2 + 1
dσh
+ sh(W
m+1
h ,U
m
h −Um+1h )
+ sh(U
m+1
h ,U
m
h −Um+1h )
+
∫
Γ0h
2
∇Γ0hU
m
h ∇Γ0h(U
m+1
h −Umh )√
|∇Γ0hUmh |2 + 1
dσh
+
|Γ0h|
|V 0h |+ 2
‖Umh ‖+
|Γ0h|2τ
2(|V 0h |+ 2)2
+mh(Kh(U
m+1
h ,U
m
h ),U
m
h −Um+1h ).
By cancelling terms this reduces to
1
2τ
∥∥Um+1h ∥∥2 − 12τ ‖Umh ‖2
+sh(W
m+1
h ,U
m+1
h ) + sh(U
m+1
h ,U
m+1
h )
+mh(Kh(U
m+1
h ,U
m
h ),U
m+1
h ) ≤
∫
Γ0h
2
∇Γ0hU
m
h ∇Γ0hU
m+1
h√
|∇Γ0hUmh |2 + 1
dσh
+
|Γ0h|
|V 0h |+ 2
‖Umh ‖+
|Γ0h|2τ
2(|V 0h |+ 2)2
.
We now apply (3.70) for the components of the linker term taking
f1 = U
m+1
h , f2 = U
c
h +
Umh −Uch√|Umh −Uch|2 + 3 , f23 = k3(|Umh −Uch|).
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This allows us to rewrite the linker term.
1
2τ
∥∥Um+1h ∥∥2 − 12τ ‖Umh ‖2 + sh(Wm+1,Um+1) + sh(Um+1h ,Um+1h )
+
1
2
∥∥∥√k3(|Umh −Uch|)Um+1h ∥∥∥2︸ ︷︷ ︸
≥0
≤
∫
Γ0h
2∇Γ0hU
m
h ∇Γ0hU
m+1
h√
|∇Γ0hUmh |2 + 1
dσh +
|Γ0h|
|V 0h |+ 
‖Umh ‖+
|Γ0h|2τ
2(|V 0h |+ 2)2
+
1
2
∥∥∥∥∥√k3(|Umh −Uch|)
(
Uch +
Umh −Uch√|Umh −Uch|2 + 3
)∥∥∥∥∥
2
.
The right hand side of the linker term can be written in terms of the indicator
function
√
k3(|Umh −Uch|) and initial data. The left hand side’s linker component
can be dropped as the term is positive. The nonlinear tension term on the right
hand side can be bounded and then be split up by Young (with suitable weighting)
to suppress ∇Γ0hU
m+1
h on the left hand side.
∫
Γ0h
2∇Γ0hU
m
h ∇Γ0hU
m+1
h√
|∇Γ0hUmh |2 + 
dσh ≤ 2
∥∥∥∇Γ0hUmh ∥∥∥∥∥∥√|∇Γ0hUmh |2 + ∥∥∥
∥∥∥∇Γ0hUm+1h ∥∥∥ ≤ 2|Γ0h| ∥∥∥∇Γ0hUm+1h ∥∥∥ .
Putting this all together we get
1
2τ
∥∥Um+1h ∥∥2 − 12τ ‖Umh ‖2
+sh(W
m+1
h ,U
m+1
h ) +
1
2
∥∥∥∇Γ0hUm+1h ∥∥∥ ≤4|Γ0h|+ |Γ0h||V 0h |+  ‖Umh ‖+ |Γ
0
h|2τ
2(|V 0h |+ )2
+ C
∥∥∥√k(|Umh −Uch|)∥∥∥2 .
Finally we can take χh = W
m+1 in (3.67) which allows us to substitute out the left
hand side term of Wm+1h .∥∥Um+1h ∥∥2 + τ ∥∥Wm+1h ∥∥2 + τ ∥∥∥∇Γ0hUm+1h ∥∥∥2 ≤C1τ(τ + 1) + C2 ‖Umh ‖2
We can then apply a discrete Gronwall inequality (Lemma A.0.3) to get the result.
Remark 3.10.1. An alternative for the scheme is to use a mixed term for the non-
66
linear gradient. (
∇Γ0um+1 −
2x0∇Γ0um+1√|∇Γ0um|2 + 
)
∇Γ0ϕ.
While this does lead to a stable scheme, the right hand side now contains a depen-
dence on −1 for bounding the explicit part of the non linearity. As we take  small
this destroys much of the control over a solution.
Remark 3.10.2. Alternatively the linker term can be taken completely explicitly in
time. The proof can accommodate this by handling it the same way as the pressure.
This would be the recommended approach if users want to consider advanced linker
formulations.
In this chapter we started with Problem 2.5.1 that contains operator splitting
and generalized to a more abstract set of equations. We were able to show weak well
posedness by using a semi discrete surface finite element scheme. This proof used the
existence in the semi discrete case and bounds obtained on the solution (Uh,Wh)
to prove results about the limit. After the well posedness proof, by assuming some
regularity we were able to show some error bounds for the semi discrete scheme.
The second part of the chapter makes the model fully discrete in time by
adding a time stepping scheme (see Problem 3.10.1). Here we chose a semi im-
plicit scheme that takes all linear terms implicitly and nonlinear ones explicitly. We
show Problem 3.10.1 is stable in Lemma 3.10.1. Now that we have a fully discrete
formulation, in the next chapter we implement the scheme and try to show the con-
vergence rate experimentally. Afterwards we show examples of the model predicting
bleb sites for various initial surfaces.
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Chapter 4
Numerical Simulations
In this chapter we cover various simulations carried out using our model. First we
look to validate the model as a correct implementation by showing experimental
orders of convergence in two example cases. Afterwards, we show how well the
model matches up with its intended purpose. In Section 1.2 we defined what bleb-
bing involves and discussed ideas of how they form. We will show that the model
reproduces the discussed cellular behaviour for parameters taking realistic values.
In particular, the connection between linkers, tension, and pressure can now be
investigated.
The model from Problem 3.10.1 was implemented in DUNE-FEM [12] using
linear surface finite elements. To find suitable examples we include a forcing term
given by additional function f(x, t) when studying examples for the experimental
order of convergence. This means we do not need to find analytical solutions to
Problem 2.5.1 as it is stated, which by being fourth order may be difficult. By
taking Problem 2.5.1 with an additional term of the form m(f ,φ) we can then, for
our choice of u, define f such that
f :=∂tu− λb,ψ∆2Γ0u−∇Γ0 · (∇Γ0u− 2x0
∇Γ0u√|∇Γ0u|2 + 1 ) (4.1)
− k3(|u− uc|)
(
u− uc − l0 u− uc|u− uc|+ 3
)
− λp,ψ
V 0 + 2
νΓ0 .
The function u being given by our choice allows us to generate examples that we
can then test the error and compute the rate of convergence. In practice, (4.1)
was computed with the aid of Mathematica [40], this is because calculating (4.1)
with both fourth order terms and nonlinear gradient is non trivial. The fully discrete
Problem 3.10.1 is then also adapted to include a similar forcing term. In the function
k3 defined in (2.18), we let kL = 0 for all examples measuring the convergence.
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The function is removed as its size rapidly changes over distance 3 > 0 around
ucom which creates a phase changes and could skew the numerical results if 3 < h
when this transition will not be computed accurately. As we are not concerned by
behaviour as 3 → 0 we simply remove the term. The parameter kL will feature for
examples of bleb simulation in Section 4.3.1. For parameters we take 1,2 = 10
−10
and 1 for λp,ψ, l0, uB, λl,ψ, λb,ψ unless stated otherwise. The cortex uc and time
parameters are stated for each example.
For all examples, we solve Problem 3.10.1 using the bi conjugate gradient
method [37] as the solver needs to invert a nonsymmetric linear system. For the
error we consider the L2 error at the final time step which for u is∥∥∥u−l(·, T )−UMh (·)∥∥∥
L2(Γ0h)
, (4.2)
and also the H1 error ∥∥∥∇Γ0hu−l(·, T )−∇Γ0hUMh (·)∥∥∥L2(Γ0h) . (4.3)
We consider w error in the same way. To analyse these it is best to compute the
order of convergence.
Definition 4.0.1. The experimental order of convergence (eoc) for a sequence of
triangulations {Ti}Ni=1 with error of size {Ei}Ni=1 and given mesh size hi of triangu-
lation {Ti}Ni=1 is defined by
(eoc)i :=
log(Ei/Ei−1)
log(hi/hi−1)
. (4.4)
This gives us a measure of the convergence rates which can then be compared
to those of standard linear finite elements.
We do not carry out any temporal convergence test as the semi implicit time
stepping scheme in (Problem 3.10.1) is relatively simple. In each example, we will
state and motivate the choice of u, uc and Γ
0. To define a surface we will sometimes
use a level set function Φ(x). This is a scalar-valued function were Φ(x) = 0 if and
only if x ∈ Γ0. All post processing of data to show images is done using PARAVIEW
[3].
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4.1 Example: Shrinking Ball
For the first example, we take a decreasing solutions over the unit ball. The surface
is given by the zero level set of the function
Γ0 := {x ∈ R3 : 0 = |x| − 1},
with cortex defined by
uc(x) := 0.6
x
|x| , x ∈ Γ
0. (4.5)
The parameters used here are l0 = 0.2 and uB = 0.6. We look for the error at final
time T = 0.2. For time step we initially use τ = 0.1 and after each refinement divide
it by 4.
For this test case we take the exact solution u : S2 × [0, 0.2]→ R3,
u(x, t) =(1− t)x. (4.6)
We present the resulting convergence rates in Tables 4.1 and 4.2 which show quadratic
order of convergence for the L2 errors in Uh and Wh. The expectation is for linear
convergence because the error for approximating νΓ0 is O(h) (by (3.6)). However
as the surface is a sphere, the symmetry may give faster convergence. We see linear
convergence O(h) as expected for the gradients ∇Γ0hWh and ∇Γ0hUh.
4.2 Example: Dziuk Surface
Now we consider the model over a more complex surface that is given by the level
set
Γ0 := {x : (x1 − x23)2 + x22 + x23 − 1 = 0}. (4.7)
The surface (4.7) has a projection as it is well defined locally around the surface and
it is smooth and closed. In [11] they claim however that no explicit formula exists
for the projection so we adopt an ad-hoc method used therein. We summarise the
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elements h
∥∥u−l(·,Mτ)− UMh ∥∥L2(Γ0h) eoc
12 1.63299 1.16958 -
48 1 0.50849 1.698464489
192 0.632456 0.16544 2.450914007
768 0.342997 0.04460 2.142295178
3072 0.175412 0.0113882 2.035768019
12288 0.0882162 0.00286 2.008622491
elements h
∥∥∥∇Γ0h(u−l(·,Mτ)− UMh )∥∥∥L2(Γ0h) eoc
12 1.63299 1.94022 -
48 1 1.13826 1.087452667
192 0.632456 0.63834 1.26244044
768 0.342997 0.32627 1.096840145
3072 0.175412 0.16463 1.020079316
12288 0.0882162 0.08247 1.005744023
Table 4.1: Experimental order of convergence for the Example 4.1 looking at the
convergence in u
algorithm for projection in the next subsection. The resulting discrete surface now
projects within some tolerance. These are chosen sufficiently small such that it does
not affect the numerical tests.
4.2.1 Surface Approximation
When a mesh is refined new points are created and in the case of a curved domain
these points need to be projected. If this doesn’t happen the mesh does not improve
the approximation of the surface. As level set (4.7) has no projection that we
know of the surface must be approximated another way. Instead, an algorithm [11]
approximates the projection of points. See Figure 4.2 for an example mesh after
three refinements.
Assume that the surface is given as the zero level set of some function Φ(x) :
R3 → R as in (4.7) with positive values outside Γ0 and negative inside. This means
Φ(x) = 0 hold if and only if x ∈ Γ0 and also require that the gradient of the level
set is equal to the normal νΓ0(x) = ∇Φ(x)/|∇Φ(x)| for all x ∈ Γ0. By specifying
the level set to be negative inside the surface we chose the orientation. Using this
level set function the algorithm runs until (4.8) reaches a suitable tolerance. By
minimizing deviations from 0 in the first part of the condition we find points that
are closer to the surface. A second condition is added to (4.8) that optimize for
points in the normal direction. Note this is only an approximation of the projection
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elements h
∥∥w−l(·,Mτ)−WMh ∥∥L2(Γ0h) eoc
12 1.63299 0.662884 -
48 1 0.279301 1.762413527
192 0.632456 0.0900051 2.471760343
768 0.342997 0.025352 2.070651396
3072 0.175412 0.00656036 2.015872319
12288 0.0882162 0.0016582 2.000900647
elements h
∥∥∥∇Γ0h(w−l(·,Mτ)−WMh )∥∥∥L2(Γ0h) eoc
12 1.63299 3.83771 -
48 1 2.25053 1.088287683
192 0.632456 1.27753 1.235935523
768 0.342997 0.638343 1.133879025
3072 0.175412 0.3293 0.9870595803
12288 0.0882162 0.164938 1.005896107
Table 4.2: Experimental order of convergence for Example 4.1 looking at the con-
vergence in w.
p(x) seen in (3.1), while the algorithm converges to a point on Γ0 it does not
generally converge to unique point p(x).
In practise it was necessary to precondition (Φ(x) + 1)−1 to better move
points towards the centre of the element. This means instead of using the middle
point of the triangle x0 = x, we use x0 = (Φ(x) + 1)
−1x. This gives points which
are not too close to the edges and therefore not reducing the size of h by half, Figure
4.1 is an illustrative example.
Algorithm 4.2.1. In this algorithm, we take x, the new mesh point made by par-
titioning an element and return a new point p˜(x) which is an approximation of a
projection onto the surface. We assume that any initial guess of x is close to the
target surface.
1. Set x0 := x/(Φ(x) + 1). Initialise k := 0
2. Check if the following holds:
√(
Φ(xk)2
|∇Φ(xk)|2 +
∣∣∣∣ xk − x0|xk − x0| − ∇Φ(xk)|∇Φ(xk)|
∣∣∣∣) < tol. (4.8)
If true then finish and return p˜(x) := xk, otherwise move to step 3.
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3. Compute the following
xˆk := xk − Φ(xk) ∇Φ(xk)|∇Φ(xk)|2 , dk := sign(Φ(x0))|xˆk − x0|.
4. Update the guess of x,
xk+1 := x0 − dk ∇Φ(xˆk)|∇Φ(xˆk)| .
5. Return to step 2 and set k := k + 1.
Figure 4.1: When refining a mesh the new black point is generated and normally
projected to the surface Γ0h. As the projection is not known the algorithm is used.
The original Algorithm in [11] maps the black spot to the red one. This does not
produce a good mesh as seen in the bottom of Figure 4.2. In turn, our algorithm
instead computes the blue dot thanks to the precondition that moves the starting
value to the green point. For the Dziuk surfaces, this seems to give a better mesh,
see top images in Figure 4.2.
4.2.2 Dziuk Surface Test Case
For this surface we take the solution
u(x, t) := (1 + t)x. (4.9)
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Figure 4.2: On the top left is a mesh used for (4.7) after three refinements. On the
top right is a picture of the same number of refinements but without the precondi-
tioning discussed in Algorithm 4.2.1, instead using the algorithm as it appears in
[11]. Notice the mesh is not refined correctly at the poles. This create large elements
with very small triangles built up adjacently where the algorithm returns a point
close to the triangles edge. A magnified image of the black box is provided in the
bottom image.
The numerical parameters for this example are τ = 0.00001 and for the linker terms
l0 = 0.5 and uB = 1 with a sphere as the cortex with radius 0.5. We reduced the
bending to λb,ψ = 0.1 as the solver seemed to perform better when the system matrix
defined by (3.68) was more diagonally dominated. Larger values of λb,ψ required
iterations of the solver which greatly slowed the solve time of the system. Using
a lower value of λb,ψ was sufficient to allow the solver to work without requiring
preconditioning. This change seemed to have little effect on the resulting error
values. We set the cortex function to be
uc(x) := 0.5
x
|x| , x ∈ Γ
0. (4.10)
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The simulation ran until T = 0.01. The experimental order of convergence are given
in Tables 4.3 and 4.4. The volume |V 0| from Problem 2.5.1 is approximated by a
heavily refined approximation of the surface (6 refinements).
In Table 4.3 we do not see a linear convergence rate of the L2 error. As
the normal νΓ0 (Lemma 3.1.2) converges linearly we might expect the scheme to
converge at a similar rate. This may suggest we have some level of superconvergence
in the scheme, in reality, the error produced by the normal is much smaller than
the other terms for this mesh. To test this would require several more refinements
before we potentially see linear convergence rate. One possible influence is the ∇Γ0w
which is approximated poorly (see Table 4.4), may dominate the convergence. This
contribution comes mainly from the poles which our projection seems to poorly
approximate. If we decrease λb,ψ the rate does not change. Another reason could be
the chosen u is too simple. For example our u (4.9) gives |∇Γ0u|2 = 2(1+t) which is
not spatially dependant. This indicates that the nonlinear gradient is approximated
better, giving better convergence results.
elements h
∥∥u−l(·,Mτ)− UMh ∥∥L2(Γ0h) eoc
122 0.728614 0.22316 -
488 0.426049 0.05596 2.57788246
1952 0.265459 0.01391 2.941935144
7808 0.142662 0.00363 2.165347437
31232 0.0725927 0.00091 2.053027213
124928 0.0364637 0.00023 2.002417315
elements h
∥∥∥∇Γ0h(u−l(·,Mτ)− UMh )∥∥∥L2(Γ0h) eoc
122 0.728614 1.31143 -
488 0.426049 0.679296 1.225920683
1952 0.265459 0.343802 1.439441454
7808 0.142662 0.172436 1.111206971
31232 0.0725927 0.0864131 1.022606166
124928 0.0364637 0.0432325 1.005808806
Table 4.3: Experimental order of convergence for u using Example 4.2.2
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elements h
∥∥w−l(·,Mτ)−WMh ∥∥L2(Γ0h) eoc
122 0.728614 3.97865 -
488 0.426049 2.30796 1.014888119
1952 0.265459 0.737787 2.410650374
7808 0.142662 0.208029 2.0386698
31232 0.0725927 0.0541002 1.993505091
124928 0.0364637 0.0137554 1.988834703
elements h
∥∥∥∇Γ0h(w−l(·,Mτ)−WMh )∥∥∥L2(Γ0h) eoc
122 0.728614 60.2274 -
488 0.426049 54.5696 0.1838470632
1952 0.265459 34.082 0.9949557705
7808 0.142662 18.839 0.9546814543
31232 0.0725927 9.6492 0.9902908271
124928 0.0364637 4.86212 0.9954299902
Table 4.4: Experimental order of convergence for w using Example 4.2.2
4.3 Investigating the Parameter Space
Next we illustrate the behaviour of Problem 3.10.1 with various computational ex-
periments. Then we discuss how this relates to the literature with examples. In
particular, we give evidence of a relationship between the linker strength and the
pressure. That when linker strength is increased, bleb size decreases and when
pressure is increased, the membrane expands more with a greater number of link-
ers becoming detached. Finally, we round off the chapter by comparing our model
with the one in [7] which exists for 2 dimensions. To compare we then change our
model to show it is a consistent extension from this 2 dimensional model and give a
numerical comparison to support this claim.
We now run examples considering two main cases. For both of these exam-
ples, we check how parameter values affect the bleb and how the surface changes
over time. The main focus of parameter exploration is to look at the relationship
between λl,ψ, λp,ψ and x0. Understanding these will indicate how the linkers are
put under strain and what affects bleb growth and size. Note all parameters are
only valid for the particular geometry. For example, making concave regions larger
or smaller is likely to have an effect on the deformation even if only the volume is
changed. These two shapes are the sphere with a protrusion which is a 3D exten-
sion of the example used in [7, 38]. Second is a biconcave shape that is a simple
example of a cell with concave regions. The cortex within these surfaces we define
as uc(x) := x− l0νΓ0 .
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To present all simulation results we use ParaView [3]. Note the domain Γ0h
itself does not evolve. Visually it is more intuitive to show the resulting image
defined by Umh . We hence define for each m = 0, 1, ...,M − 1, a surface Y mh created
by taking Γ0h and replacing each vertex with the corresponding degree of freedom
value Umh . Often in figures of the solution we will show a vertical slice of the surface.
4.3.1 Simulations
Now we discuss and present the simulations. Comparisons use slices of the two
images to see the differences more easily. The meshes were created by mapping
a spherical grid under a chosen function, for more details see Section 4.5.1. All
examples are carried out using a laptop with an i5-4300 processor which took several
hours to complete any example in the following section.
Blood Cell
Figure 4.3: Each surface shows the final image for different sets of parameters
stated in Table 4.5 and discussed in Section 4.3.1. All show the solution at time
T = 2. The colour scheme corresponds to the strength of the connection between
the membrane and the cortex. Value of |u− uc| ≤ l0 = 0.04 is highlighted blue and
|u− uc| ≥ uB = 0.056 red. Values between this are shaded on a colour gradient.
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x0 λl,ψ λp,ψ λb,ψ l0 uB τ T elements
Example A 0.95 18 22.5 0.005 0.04 0.056 0.0025 2 196608
Example B 0.95 12 22.5 0.005 0.04 0.056 0.0025 2 196608
Example C 0.85 18 22.5 0.005 0.04 0.056 0.0025 2 196608
Example D 0.95 18 30 0.005 0.04 0.056 0.0025 2 196608
Table 4.5: The parameters for the blood cell examples used in Section 4.3.1. Exam-
ple A provides a base case which the remaining examples are compared to.
We analyse the parameters by taking one test case and measuring deviations
from it by changing certain parameters and judging their effects. We create a disco-
cyte shape by deforming the sphere of radius 4. The z component is then changed
to produce the required shape. The full list of examples with their parameters are
given in Table 4.5. In example A (see Figure 4.4) we see the concave regions expand
outwards and lead to blebs. The detachment region eventually stabilizes preventing
further deformation.
By decreasing the linker length to λl,ψ = 12, we observe more unconstrained
bleb growth with more detachment (see Figure 4.5). Lower linker strength leads to
a wider area of the cortex becoming separated. Once the surface is detached, the
linker force plays no role, so it does not change how much the surface behaves past
this however. This example is best seen compared to Figure 4.6 which increased
pressure strength to λp,ψ = 30. Now the bleb’s growth seems to be faster. This
indicates that λl,ψ and λp,ψ have opposing dynamics, which one might expect.
The final case we look at is decreasing x0 in Figure 4.7. This translates to an
increase in the size of our tension force. Now we see the indentation being repelled
outwards. This is supports the idea from [7] that tension plays a key role in the
location of blebs. Nowhere in our model do we artificially induce a bleb so this
behaviour arising from only the force balance is good for our model approach.
Spherical Protrusion
x0 λl,ψ λp,ψ λb,ψ l0 uB τ T elements
Example E 0.95 14 20 0.0025 0.04 0.056 0.005 3 196608
Example F 0.95 10 20 0.0025 0.04 0.056 0.005 3 196608
Example G 1.05 14 20 0.0025 0.04 0.056 0.005 3 196608
Example H 0.95 14 30 0.0025 0.04 0.056 0.005 3 196608
Table 4.6: The parameters for the spherical protrusion examples used in Section
4.3.1. Example E provides a base case which the remaining examples are compared
to.
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Figure 4.4: We initialise the simulation with the shape of a red blood cell as discussed
in Section 4.3.1. The image shows a slice of the resulting u at final time overlaid
on Γ0h (grey curve). We use dark blue regions to highlight still attached regions,
where |u − uc| < l0, while regions with broken linkers are coloured red ones, that
is |u − uc| > uB. We see only a difference in the concave part, the solution has
expanded outwards and detached hence is now red. A magnified image of the black
box is presented on the right.
Figure 4.5: Comparison of two simulations from Section 4.3.1 that differ in the linker
strength, using λl,ψ = 14 (blue) and λl,ψ = 10 (red). We do not see much difference
in peak size of |u− uc| as once the membrane is detached the linker term with λl,ψ
vanishes. The smaller value of λl,ψ does however produce a wider bleb site as the
surface is less able to resist detached regions pulling away neighbouring areas. A
magnified image of the black box is presented on the right.
79
Figure 4.6: Comparison of two simulations from Section 4.3.1 that differ in the
pressure, using λp,ψ = 22.5 (blue) and λp,ψ = 30 (red). Once the surface is detached
from the linkers (|u−uc| > uB), it now moves further due to the increased λp,ψ. The
bleb now breaks a wider area of linkers as we see deformation much further away
from the initial bleb site in the concave region. A magnified image of the black box
is presented on the right.
Figure 4.7: Simulation run that increase the importance of tension as discussed in
Section 4.3.1. For the blue curve uses x0 = 0.95 and for the red curve x0 = 0.85. In
the concave neck region the lower x0 pulls the membrane away from the cortex while
the rest of the membrane retracts so x0 = 0.85 is slightly inside the blue curve foe
0.95 in area of positive curvature. A magnified image of the black box is presented
on the right.
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Figure 4.8: Each surface shows the final image for different parameter sets as
stated in Table 4.6 and discussed in Section 4.3.1. All show the solution at time
T = 3. The colour scheme indicates the strength of the connection between the
membrane and the cortex. Value of |u − uc| ≤ l0 = 0.04 is highlighted blue and
|u− uc| ≥ uB = 0.056 red. Values between this are shaded on a colour gradient.
For the second example, we take a sphere with a protrusion as this is a
symmetric extension of an example often used in 2D [7]. For this new shape we
project to a sphere of radius 4 and for the points such that z ≥ 3.1225 are then
additionally deformed to create the protrusion. As our model posses no way to break
the symmetry, any blebs should also be symmetric. In practise numerical noise may
create some asymmetry but the deformation appears stable. Again we work with
a test case and investigate changes from this base case. Now in example E (from
Table 4.6) we see a ring-like protrusion which is radially symmetric. The breaking
of linkers does stop or at least slows down to very slow speeds. In this example, we
do see a bleb form in the predicted location but no balloon-like structure is formed.
In Figure 4.10 we set λp,ψ = 30 and compare to example E. Here we can see
the resulting bleb expands. In regions not containing a bleb, such as the sphere’s
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Figure 4.9: We initialise the simulation with the shape of sphere with a protrusion.
The image shows a slice of the resulting u at final time overlaid on Γ0h (grey curve)
from Section 4.3.1. Dark blue regions highlight attached regions, where |u−uc| < l0,
while red ones correspond to regions with broken linkers, that is |u−uc| > uB. We
see that the concave part of the cell expands outwards. A magnified image of the
black box is presented on the right.
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Figure 4.10: Comparison of membranes using λp,ψ = 20 (blue) and λp,ψ = 30 (red)
from Section 4.3.1. The surface with higher λp,ψ moves further away from the cortex
and this extra movement helps detach more of the linkers. A magnified image of
the black box is presented on the right.
underside is under much more strain as indicated by a paler blue colour (see Figure
4.8). Again we contrast this with the comparison of variation in the linker strength.
In Figure 4.11 we use an example with λl,ψ = 10, we see that a stronger linker
force has the opposite effect to λp,ψ. Now the surface with smaller λl,ψ has larger
blebs and linkers on the underside are further from the cortex. This adds credence
that the two terms are in contention and either the pressure dominates leading to
the membrane ripping or the linkers are stronger which causes more difficulty in
propagating a bleb.
Now we look to check the role of tension by taking x0 = 1.05 so the surface
now looks to increase its area instead of decreasing. This reverses the direction of
the tension force. In Figure 4.12 we see only a small bleb. This suggests tension can
be a key is propagating bleb sites and how they evolve. Here we have no restriction
of area so no force pulls convex region.
4.3.2 Simulation Conclusions
We do not need to nucleate our blebs in any way such as weakening linkers or
removing them. In [7] a known issue was blebs propagating without limit. That
does not seem to be an issue here. While we did not see blebs reach a stationary
point, the speed did became very slow in the example without high λp,ψ. We argue
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Figure 4.11: Comparison of membranes under different λl,ψ overlaid and discussed
in Section 4.3.1. The difference looks similar to Figure 4.10 but now the surface is
moved in the opposite direction. This suggests that the parameters λl,ψ and λp,ψ
work towards opposing goals as expected.
Figure 4.12: Comparison of two simulations that differ on the tension as discussed
in Section 4.3.1, using x0 = 1.05 (blue) and x0 = 0.95 (red). Here the blue surface
has not moved at all. This suggests that when the surface is not under tension
x0 > 1 that blebs do no form in our model. This means the tensions is working
as the driving force of blebs in our model. A magnified image of the black box is
presented on the right.
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that at longer time scales the cortex attempts to reattach to the membrane during
the next stage of the bleb cell cycle (see Figure 1.1). This is assuming our parameters
are somewhat accurate. We argue this blebbing only exists within a narrow range
of parameters when the bleb growth is not unstrained and linkers are weak enough
to be broken.
The examples covered indicate that we are able to capture some blebbing in
these simple 3D examples. The main strength of this approach lies in the ability to
trial different shapes and keep the same model. This is in stark contrast to existing
models that could only handle 2D shapes or radial symmetry in 3D. As we will
show at the end of the chapter, our scheme can handle triangulations from realistic
surfaces. The implementation could be given to those of greater biological knowledge
to run their own examples. We can see certain weaknesses in the model. We see no
balloon-like protrusions that are seen in the expansion stage of blebbing (see Figure
1.1). The culprit for this could be any of the linker function k, the pressure or some
aspect missing by the model. Bonds could be changed to break at different rates.
This would affect the area of linkers broken would not lead to balloon-like shapes
as once a linker is broken in plays no further role. This is somewhat surprising as
we modelled linkers as linear springs (2.12) with smoothened discrete jumps (2.18).
The pressure is likely a key factor as when |u − uc| > uB the linker term vanishes
so the pressure should dominate and inflate the region. Using a fixed normal νΓ0
however makes it unlikely areas of positive curvature form from regions of negative
curvature. This is because it would require the bending force to dominate which the
literature indicates is small. Using a evolving normal this may however happen.
4.4 Comparison to an existing model
We now wish to compare Problem 2.5.1 with the 2D model found in [7]. This
shows how the two models match up despite using different discretisations. In our
approach, we have used FEM with a formulation over the surface Γ0 in 3D. This
differs from the 2D finite difference method (1.1) that parametrises the initial sur-
face. In this section, we reduce the dimension of our model to create a ”strip” model
and ran comparisons accounting for the different parametrization. As the model in
[7] is dimensional we include the required coefficient to match for this section. This
means we can compare to their grid sizes and outputs directly. The underlining
linker force is the same in both models so we set kl = 0 for all comparisons to better
test the remain terms.
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4.4.1 Model comparison and adaptation
To our knowledge Dune does not contain functionality for curves to be used as
domains in 2D space. Instead, we extend the problem in the z direction to create a
version such that the x − y plane solves the original problem and is only constant
in the third direction. This allows us to reuse the existing software implementation.
For clarity we state the underlining equation found in [7] which underpins finite
deference scheme (with kl = 0, linker term dropped for simplicity).
Problem 4.4.1. Underlining model of [7]. For given constants ω, p, kb, kψ, x0, find
u : Γ0 × [0, T )→ R2 such that
ω∂tu + kb∆
2
Γ0u + kψ∇Γ0 ·
(
∇Γ0u− x0
∇Γ0u
|∇Γ0u|
)
+
p
|Ω|νΓ = 0 (4.11)
such that uˆ(·, 0) = idΓ0 and the image of u be the curve Γ(t) := u(Γ0, t) with outward
normal νΓ and enclosed area Ω.
Note that scheme in [7] uses a parametrisation to a circle of discrete length
N which is divided into N unit intervals. When comparing between schemes this
can be accounted of by adjusting the parameters.
Remark 4.4.1. For a parametrisation p : S1 → Γ0 we write u(x) = u(p(γ)) such
that |p′(γ)| = l for some constant l. This allows us write
ω∂tu +
kb
l4
∆4S1u +
kψ
l2
∇S1
((
I− x0
l|∇S1u|
)
∇S1u
)
+
p
Ω(u)
νΓ = 0
Our approach is to create a constant extension in the z-axis for the domain
and restricting the nonlinear gradient term. As our model is posed over Γ0h and
not S2 we also pick up parametrisation terms. In [7] they parametrise a length N
discrete curve by N unit intervals so we assume our parametrisation is also uniform.
This means the rate of change in the parametrisation is constant. When such term
appear we choose to absorb them into that terms coefficient. As no abstract theory
underpins [7] they did need to include any i values to avoid discontinuous jumps
as we did in Section 2.4. We now take i = 0 for i = 1, 2, 3 to make comparisons
easier . Also, the pressure term is now assumed to use the normal and volume from
the moving surface to better match the two models.
The domain is now Γ˜0 := Γ0×[−0.25, 0.25] such that Γ0 is the initial 2D curve
of the membrane (see Figure 4.13). The functions u,w must also be extended to
three dimensional vector valued functions, this is done by defining a z position u3 in
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Figure 4.13: The 2D curve Γ with area Ω is transformed into a strip by adding
point in the ±z direction. This new strip Γ˜0 is the domain used for our estimation
of the finite difference scheme used in [7]. A zoomed in picture of the black box is
displayed on the right.
the case of u and likewise for w. Let u˜ = (u1, u2, u3) ∈ Γˆ0 be the solution on the strip
that we use to recover the 2D model, likewise for w. Then we let u = (u1, u2) : R3 →
R2 be the projection of u˜ : R3 → R3 to the x− y plane. Using similar notation for
test function we define three dimensional functions ϕ = (ϕ1, ϕ2, ϕ3),η = (η1, η2, η3)
with restrictions to the x − y plane as ϕ˜ = (ϕ1, ϕ2), η˜ = (η1, η2). The new weak
formulation is then
Problem 4.4.2. (Strip formulation) Define the 2D curve Γ0 in the x − y plane
with constant extension to a strip Γ˜0 := Γ0 × [−0.25, 0.25]. Denote u˜ := (u, u3)
and w˜ := (w, w3). Then, for given constants ω, p, kb, kψ, x0 and given function
uc : Γ˜
0 → R3, find (u,w) : Γ˜0 × [0, T )→ R6 such that for all ϕ,η ∈ [H1]3 and all t
∫
Γ˜0
ω∂tu˜ϕ˜+ kb∇Γ˜0w∇Γ˜0ϕ+ kψ
(
∇Γ˜0u− x0
∇Γ˜0u
|∇Γ˜0u|
)
∇Γ˜0ϕ
+
p
|Ω|νΓ˜ϕ˜dσ˜ = 0 (4.12)∫
Γ˜0
w˜η˜ −∇Γ˜0hu∇Γ˜0hηdσ˜ = 0 (4.13)
such that u˜(x, 0) = x, x ∈ Γ0 and boundary conditions
∇Γ0u3((x, y,±0.25), t) · ez = ∇Γ0w3((·,±0.25), t) · ez = 0 (4.14)
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Lemma 4.4.1. The solution to Problem 4.4.2 is invariant in its z coordinate for
any z ∈ [−0.25, 0.25], the solution u = (u1, u2) in x − y plane is equivalent to the
solution of Problem 4.4.1 up to a parametrization.
Proof. For most terms in the model the third components has been removed. Other
terms such as the νΓ˜ point in the x − y plane which is orthogonal by construction
at t = 0 and also w3 = 0 by similar reasoning. These terms will remain 0 in z unless
changed by an additional term. As we see our claim holds for the base case we need
only show that if it holds for current time all future times will act orthogonal to z.
Assuming this, all that remains is the first term for motion in x3 direction, i.e for
functions we use the notation ϕ˜ = (ϕ1, ϕ2, ϕ3). Choosing ϕ˜ = (0, 0, ϕ3) we see that∫
Γ˜0
ω∂tu3ϕ3dσ˜ = 0.
This means that movement in the z direction is zero for all time. We can now
restrict our test space to functions (ϕ1, ϕ2, 0) without loss of generality, denoting
νΓ = (νΓ,1, νΓ,2) we have in terms of two dimensional functions
∫
Γ˜0
ω∂tuϕ+ kb∇Γ˜0w∇Γ˜0ϕ+ kψ
(
∇Γ˜0u− x0
∇Γ˜0u
|∇Γ˜0u|
)
∇Γ˜0ϕ
+
p
|Ω|νΓϕdσ˜ = 0, (4.15)∫
Γ˜0
wη −∇Γ˜0hu∇Γ˜0hηdσ˜ = 0. (4.16)
As no movement or change happens in the z direction for the x− y coordinates we
can separate out the integral into Γ0 and the extension.
∫ 0.25
−0.25
∫
Γ0
ω∂tuϕ+ kb∇Γ0w∇Γ0ϕ+ kψ
(
∇Γ0u− x0
∇Γ0u
|∇Γ0u|
)
∇Γ0ϕ
+
p
|Ω|νΓϕdσdz = 0∫ 0.25
−0.25
∫
Γ0
wη −∇Γ0u∇Γ0ηdσdz = 0
We can in fact drop the integral over z and conclude that we recover the
weak form of Problem 4.4.1 with an operator splitting method.
To implement Problem 4.4.2 we must alter the system matrix as described
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in (3.68). This is done by removing the z component of the matrix in all but the
mass matrices of the forward and backwards steps of the time stepping. These two
terms form a identity block that stores the initial z values of the points. The mass
matrix now reads
M =
M
L 0 0
0 ML 0
0 0 0
 ∈ R3N×3N where ML = {∫
Γ˜0h
φi(x)φj(x)
}N
i,j=1
, (4.17)
with similar structure for the stiffness matrix. In practise the z components can be
removed to save on computation size of the matrix.
4.4.2 Numerical comparison
We aim to show that we can recreate with our FEM scheme (Problem 4.4.2) the
same model seen in [7] that uses finite difference and was completed in MATLAB.
Their code was made available to us so results can then be compared to show that
we recover a unique solution.
An expected difference is in the parametrization. In the MATLAB code the
curve Γ0 is divided into N segment of unequal length. Each section is parametrised
by a unit length interval which means the parametrisation’s speed is not constant.
As the formula for the parametrisation is not known as we have only grid points
we instead use an averaging to estimate the projection’s value. The finite element
scheme uses a first order time stepping method and finite difference scheme used a
three-stage, third-order, Runge-Kutta method. To minimise this difference we used
a quarter the size time step τ during the FEM compared to the finite difference
scheme.
The Γ0 grid file comes from a transformation of the mat file used in the
MATLAB code to DUNE compatible format. The triangulation is made by adding
points above and below the points and mesh appropriately. For example the point
(x, y) generates three points in total. First we extend it to the 3D world by writing
(x, y, 0), then we add a point above (x, y, 0.25) and below (x, y,−0.25). These then
form the nodes for a triangulation.
The parameters used in both formulations are ω = 2.1677 × 10−8, x0 =
0.2922, p = 10−5, kb = 0.07×10−6and kψ = 8.5×10−6. In the case of Problem 4.4.2
a parametrisation was also accounted for. The time step in the MATLAB code is
τ = 0.002 and in the DUNE version τ = 0.0005 to minimise the difference from the
different order time discretisation.
As expected the cell simply expands outwards with the concave part being
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removed (Figure 4.14). We compare the discrete volumes of each example below.
The volume converges as the solution uh converges as they both depend on the
convergence of the distance between a discrete surface Γh and Γ [15]. This also
allows for easier comparison of results that use different software and hence differ
with respect to the data structures for the solution u. In the finite element case, we
measure the area enclosed by our strip and the z = 0 plane.
While the relative error does increase over the time interval we are simulating,
it remains less than 10−4 so for our purposes it does, in fact, recover the same solution
to the problem. A visual comparison showing how close the solutions are can be
seen in Figure 4.15.
Timestep Matlab FEM Difference Relative error
0.1 175.9015 175.8951 0.0064 0.00003638532284
0.2 186.1317 186.1221 0.0096 0.00005157904408
0.3 195.4352 195.4236 0.0116 0.00005935823514
0.4 203.9965 203.9835 0.013 0.00006373064488
0.5 211.9348 211.9197 0.0151 0.000071253404
0.6 219.3335 219.3156 0.0179 0.00008161754111
0.7 226.2476 226.227 0.0206 0.00009105898058
0.8 232.7126 232.6899 0.0227 0.00009755472842
Table 4.7: A comparison between the finite difference scheme completed in MAT-
LAB and the finite element scheme implemented in Dune. The small relative error
suggest the FE scheme is an accurate recreations.
4.5 Using Real Data
The core interest of this work to a nonmathematician is the ability to use triangu-
lations based on cell images and the option to change parts of the model. Having
demonstrated what is possible with the scheme we now discuss these aspects and
outline how it could be used by new users. The goal we have in mind is someone of
a biological background who wished to carry out simulations and produce examples
of their own. For example, artificial geometries of their choice or of real cells. In this
section we taking existing triangulation that is based on cell image data and show
that our scheme can handle such meshes. We then showcase an implementation of
our scheme using the new Python frontend to Dune called Dune-FemPy.
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Figure 4.14: On the left is Γ0h and on the right is the image of u at t = 0.8. The
parameters used are ω = 2.1677×10−8, x0 = 0.2922, p = 10−5, kb = 0.07×10−6and
kψ = 8.5 × 10−6. To create the initial strip we started with a discrete curve and
added a set of vertices on either side in the z direction to give rise to a thin mesh.
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Figure 4.15: Here is the surface given by the FE scheme at t = 0.8 in grey. Im-
posed on the image is a black curve representing the FD result at that time. As
suggested by the low relative error in Table 4.7, the value in the x − y plane are
indistinguishable.
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To create the grid that is readable by the code we must make a dgf file which
is the standard grid file for Dune. This contains three main pieces of information, a
list of vertices, the labels of each vertex in an element and any projection rule. The
existing triangulation was given in a format only readable by MATLAB so requires
conversion. The image’s triangulation was produced by using [5]. To produce Figure
4.16 we read information in via a MATLAB script which reads the MATLAB mesh
file and outputs a dgf file in the correct format.
In Figure 4.16 we run the scheme on some real data, the format of deforming
the grid and using a colour scheme remains. For parameters we chose λb,ψ = 0.01,
λl,ψ = 100, λp,ψ = 20, x0 = 0.95, l0 = 0.04, uB = 0.056, kL = 500 and ucom = 0.03.
Here we have kept λb,ψ low as with previous examples, λl,ψ and λp,ψ which are
sizes similar to simulation carried out in [38]. Parameters used in [38] applied here
may not be inaccurate for this case however. Because of this we do not claim any
quantitative results from these simulations. In Figure 4.16 no blebs are induced
manually, in no regions are the linker connections weakened. All the detachments
are formed by the tension and pressure forces. In practice other reasons may drive
blebbing such as some internal cell process.
The surface breaks from the cortex in two main ways. On the positive side,
we do see breakage in a concave region as expected. Focusing on the main bulk of
the cell away from the flattened regions this seems to hold true. The other regions
of red that we see are away from this bulk seem to be at the cells sides where sharp
protrusions form. Here the model seems to break down when posed over a very
small protrusion. The difficulty in preventing this is strongly linked to how one
constructs the cortex. A triangulation of the surface contains no information on
the cells internal structure however. Currently over time these contract into sharp
points. This should be prevented by the bending but in blebbing models this force
should be small.
4.5.1 Dune FemPy
We have implemented a version of our scheme in a Python front for Dune-Fem
called Dune-FemPy. This reduces our scheme to a short Python script that gives
a more user-friendly experience that reduces the burden of knowledge for changing
the problem. This comes at a cost of speed in certain cases. If the Python side of
the program is called within the time loop this can slow down the runtime. To finish
this chapter we explain our implementation and highlight some of the features.
For this example, we limit our scope to reading in grids, the deformations,
parameters and formulating the equation. These are the most useful to a new user
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Figure 4.16: Application of proposed scheme for different cell images as discussed in
Section 4.5, blebs seem to form in some concave region but also seem to form from
ripples/noise in the surface. Some small protrusion at the edge contract to sharp
points.
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for understanding the code.
g r i d S e l e c t = ” c e l l . dgf ”
# S e l e c t how you wish to deform your g r i d ( d g f f i l e )
case = 0
Graphics = 1
Here we select the grid type ”cell.dgf” which is our created grid file from
on a cell’s image data. Alternatively one can read in the grid of say a sphere. To
alter the surface change the ”case” value which selects how any grid can then be
deformed. Finally, the graphics setting defines what information it contains in the
output file. Current options include (u,w) over Γ0h (Graphics= 0) or u on a surface
morphed under u (Graphics= 1), and finally graphics can be turned off all together
(by setting any other value).
sur faceOpt ions = { 0 : lambda x : i d e n t i t y ( x ) ,
1 : lambda x : Ba l l ( x ) ,
2 : lambda x : B l o o d c e l l ( x )
3 : lambda x : Pear ( x )
}
We include functionality to alter grids once they are read in by the previously
mentioned ”case” variable. Here user selects a function to map point x to a new
location. Here projection rules can be inserted. This allows for toy geometries to
be set up such as those used earlier in this chapter. Which surfaceOption is used
depends on the value set. Exact functions can be found in the ”deformation.py”
file available on my GitHub account (https://github.com/AdamNixon/Warwick.
One such function is called ”Bloodcell” which creates the discocyte shapes used in
Section 4.3.1.
def B l o o d c e l l ( x ) :
y=[0 , 0 , 0 ]
r1 = s q r t ( x [ 0 ] ∗ x [0 ]+ x [ 1 ] ∗ x [1 ]+ x [ 2 ] ∗ x [ 2 ] )
r0 = 4 .
y [ 0 ] = r0 ∗x [ 0 ] / r1
y [ 1 ] = r0 ∗x [ 1 ] / r1
r2 = s q r t ( x [ 0 ] ∗ x [0 ]+ x [ 1 ] ∗ x [ 1 ] )
r3 = s q r t ( y [ 0 ] ∗ y [0 ]+ y [ 1 ] ∗ y [ 1 ] )
y [ 2 ] = 1.5−0.5∗ cos ( p i ∗ r3 / 2 . )
i f r3 > 2 . :
y [2 ]= s q r t (4.−( r3 −2.)∗( r3 −2.))
i f x [ 2 ] < 0 . :
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y[2]=−y [ 2 ]
return y
We also define parameters, including those for the time discretisation, for example
K0 matches the kl used throughout.
# V a r i a b l e s
deltaT = 0.002
f i na lT= 2
K PSI = 1
K B = 0.005
X 0 = 0.95
P 0 = 7 .5
K 0 = 4
U B = 0.056
L 0 = 0.04
Omega = 1
We can match each parameter by the table below.
LATEX fempy
τ deltaT
T finalT
kψ K PSI
kb K B
x0 X 0
p P 0
kl K 0
uB U B
l0 L 0
ω Omega
We now shift our focus to aspects of the code that require a more mathe-
matical understanding of the model. First, we start with an example of a function.
def A1(u ) :
return a s v e c t o r ( [ u [ 0 ] , u [ 1 ] , u [ 2 ] ] )
As the solution consists of (u,w) this function returns only u. It has a matching
function ”A2” that returns w. This is useful for controlling which parts are used.
This is found in the ”functions.py” file along with similar functions that help define
the bilinear form. These can then be grouped into the terms that make up the
model equation. Here we look at the implementation of (3.67)
f = inner ( grad (A1(u ) ) , grad (A2( v ) ) )
g = inner ( A2(u ) , A2( v ) )
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We see a use of the A1/A2 functions mentioned earlier now also applied to the
test function v. Being able to write expressions in terms of inner products is really
advantageous for ease of understanding the code. This also means the user can
much easier edit or add their own functions. Once done, the different terms are
simplify added together. Note for the known explicit terms we have used un which
also appears in the definitions of terms with the ex index.
a ex=(omega∗ i nne r (A1( u n ) ,A1( v ) )
+tau ∗( Tension ex+Pressure+Linke r s ex ) )∗ dx
a im=(omega∗ i nne r (A1(u ) ,A1( v ) )
+tau ∗( Tension im+Bending+Linkers im)+g−f )∗dx
equat ion = a im == a ex
This resembles the equation seen in Problem 3.10.1 with ex subscript for the
fully explicit parts and im for the remaining mostly implicit parts. Once formulated
the model class should be told of the equation.
model = c r e a t e . model ( ” e l l i p t i c ” , su r face , equation ,
c o e f f i c i e n t s ={u n : s o lu t i on n , u 0 : s o l u t i o n 0 })
Here the model needs to know of the grid (surface) and scheme (equation) and any
other terms such as the previous time step.
In this Chapter we have given various numerical examples of how Problem
3.10.1 acts as a model for cell blebbing and that it is an extension of the 2D model
found in [7, 38]. At the start of the chapter we showed two example for the exper-
imental order of convergence. Once this was completed we gave examples of our
model simulating blebbing. The two test cases were of a blood cell like shape and
a sphere with protrusion. These both suggested a connection between linker and
pressure forces but it was the tension force that seems to cause particular bleb sites.
These are restricted to concave section of the surface. Finally we show that when
restricted to 2D, our model reproduces a solution with tiny relative error compared
to the starting MATLAB scheme. This is evidence that our model is an exten-
sion of the work in [7, 38]. We finished this Chapter with a brief outline of our
implementation.
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Chapter 5
Conclusion
We finish by giving an overview of the contributions made in this thesis. The main
aim was to develop, analyse and implement a three-dimensional cell blebbing model
to address where the geometry of the cells cause breakage to occur during the initial
stages of blebbing.
In the first part, we proposed a new 3D model for cell blebbing after reviewing
the literature. The model is based on a variational formulation which includes
bending, tension, linker, and pressure forces. In the literature these forces are used
to derived various models [7, 38, 34, 35].
The elastic forces are given by the variation of elastic energy. We used a
linear bending force as the coefficient in our model application is known to be small.
This might not be the case in other applications, hence if developing a model further
the bending energy could be replaced by the fully nonlinear Helfrich energy. This
would lead to more complicated nonlinear higher order terms.
The membrane is initially attached to a second surface called the cortex,
which is assumed to be stationary. We model this linkage by a constant linker
density. In the original finite difference scheme, a discrete number of these springs
exist but for our purposes we generalise. Beyond a certain distance, the linkers
are considered broken and reduce its coefficient to zero. We assumed these springs
worked approximately linearly while connected.
With Model 2.2.1 in place, we augment it by adding some smoothing param-
eters. This allows us to prove analytical results. We then concentrate on Problem
2.5.1, which is the focus of the thesis. This is a fourth order problem with a non-
linear gradient term. We solve the problem by introducing an operator splitting
that allows us to use linear finite elements since the splitting leads to a second order
system.
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In Chapter 3 the focus is on a semi discrete scheme (Problem 3.3.2). We
reposed the problem in terms of generalised functions taking certain assumptions
on the growth and regularity of the nonlinearities. We managed to show weak well-
posedness of the semi-discrete scheme in Theorem 3.8.1. First, we show local in
time existence. Then we prove that the solution does not blow up in time. This
gives together with suitable a priori estimates, global in time existence.
We can then prove convergence of Problem 3.3.2 to the continuous formula-
tion in Problem 3.3.1. This follows by translating the discrete bounds (3.34)(3.38)
to the lifted cases (3.42)(3.43) which gives us weak convergences in suitable spaces.
For the non-linear terms, we are able to show the required strong convergence. This
allows us to conclude the convergence of the fully discrete scheme to the limiting
problem. A uniqueness proof finishes the well-posedness statement. In the case of
further regularity, improved bounds can be shown. The chapter finishes with proof
that the regularized cell blebbing model in Problem 2.5.1 does meet the conditions
of Problem 3.3.1.
Results for this abstract problem can still hold if the model is changed as
long as the assumptions on the structure and growth of the nonlinearities are not
violated. It may be possible to generalise these conditions much further, but these
would likely be restricted to the lowest order terms. This is still useful as it allows
for alternative linker models which have different stress properties. For the gradient,
convergence may still hold for the case of a non Lipschitz function but such a result
is more difficult and the condition is sufficient for the function we had in mind.
Chapter 3 ends by presenting the fully discrete scheme for the regularised
model (see Problem 2.5.1) and shows stability. The only terms taken explicitly are
the pressure and parts of the linker and tension contributions. Once the nonlin-
earities are explicitly calculated, no nonlinear solver such as Newton’s method is
required as the problem then become linear. The stability proof is able to take
advantage of the non-linear gradients structure. One extension would be to show
error rates for this fully discrete scheme. The solver used could also be optimised by
using the saddle point structure of the system of equation rather than the general
solver used currently.
In Chapter 4 the focus of the thesis shifts from analysis to numerical sim-
ulations. We support the analytical results with several numerical experiments in
DUNE-FEM. The objective in Chapter 4 is to investigate the rate of convergence
by looking at the L2 and H1 error. For the L2 error, one would predict a linear
rate in the deformation due to the pressure term depending on the unit normal. We
use two examples using two different initial surfaces to test the convergence rates.
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In all cases, the rate in deformation was better than expected, namely quadratic.
The theory suggested only linear rate which means these results are likely example
specific.
The first example (Section 4.1) is a unit sphere. Here the approximation of
the unit normal will be very good, so it seems reasonable to obtain better conver-
gence rates. In the case of Dziuk surface in Section 4.2 however, we do not observe
a reduced rate of the deformation either. This is surprising due to the surface not
even being convex. The H1 errors still converged at rate one as expected. We would
ideally carry out more examples to find the source of our convergence rates. One
option is to reduce the problem’s range to 1 (or 2 in including w) to reduce the size
of the matrix and hence the computational cost of inverting the system.
Later in the section, we focus on the application of the model in a more
realistic setting, studying, in particular, the effect of realistic model parameters.
We consider two examples. The first is a discocyte shape and the second a pear
shaped surface. In both cases, a similar effect is seen under increase/decreases in the
parameters. The outcomes are driven by the relative size of the linker and pressure
with the tension being an influence of the bleb size and location.
Beyond the parameter study, we discuss the implementation of the model and
the existing literature. We compare the model in this thesis to the one for curves in
[7]. We find that they do in fact completely agree to produce a tiny relative error.
This shows our model correctly extends the underlying model found in [38] to 3D.
Finally, we demonstrated the ability to simulate three-dimensional cell shapes.
We postulate this could be very useful to a biologist who has access to complex
imaging data, in particular, the DUNE-femPy implementation of the model (Sec-
tion 4.5.1). This is the same version of the model seen previously but now coded
via Python which is then fed into DUNE-Fem. Advantages of the approach include
a much easier learning curve and the starting position for users without advanced
numerical backgrounds. At a basic level, the user only needs to edit the parameter
value and grid to begin running own examples. If the user has knowledge of bilinear
forms the script is much easier to adapt than most other numerical environments.
If the person wishes to trial new non-linear formulations this is also easier than in
DUNE-fem directly.
Our approach could be further extended to include more complex functions
that incorporate more sophisticated behaviour. For example the reconstruction of
the cortex and potential attachment of linkers. It would be best in such a formulation
to move from the reference surface Γ0 and instead use the moving surface Γ(t), an
evolving domain. Taking such a step would make the analysis more challenging due
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to the metric now being time dependent. Simulation maybe achievable as mean
curvature flow is already implemented in Dune-fempy. Similar force terms such as
bending and tension could be made for such a model to mimic similar physical laws
used here, one such example is [18].
The effect of these terms could be greatly explored. The breaking of linkers
happens instantaneously, bounds may weaken before tearing as the membrane-cortex
gap gets larger. This would mostly affect the growth of blebs as the largest effect
will be felt on the boundary of a protrusion.
Another option is to model the pressure differently. We restricted our study
to the case of using only the normal at t = 0. This simplification allowed us to
obtain analytical results, since the problem could not become degenerate. Another
possibility is the size of the pressure term. One could use the evolving volume
instead of assuming it to be constant. We do not expect that this would change
simulation results significantly since all expansion would decrease the pressure. A
change would be required if the model was to be extended to replicate more of the
bleb cycle such as the expansion of blebs. In our simulation so bubble like protrusion
ever formed and the dominate term once the membrane is detached is the pressure.
In this thesis, we took an existing 2D finite difference model and re-derived
it for 3D in a variational framework. The model was then generalised and analysed
by showing well posedness and some a priori estimates. We also formulated our own
fully discrete scheme and showed stability bounds. After this, we implemented the
problem in Dune and showed convergence rates of the solution in two examples. This
implementation was then used to create some more realistic examples by showing
how the model predicts bleb sites for two initial membrane shapes. Finally, we
are able to show some consistency between our model and the original 2D finite
difference model.
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Appendix A
Additional Theorems and
Definitions
Definition A.0.1. Let f(s) a differentiable function defined over a discrete interval
D divided into N points labelled si, all distance ∆s apart. We define the finite
difference approximation of the spacial derivative as follows
∂s2f(si) :=
f(si+1)− 2f(si) + f(si−1)
∆s2
(A.1)
∂s4f(si) :=
fs,s(si+1)− 2fs,s(si) + fs,s(si−1)
∆s2
(A.2)
Lemma A.0.1. (Lebesgue’s convergence theorem) let fk, f : S → Y be µ-measurable,
let gk → g in L1(µ;R) as k →∞ and let 1 ≤ p ≤ ∞. Suppose that
fk → f µ-almost everywhere as k →∞
|fk|p ≤ gk µ-almost everywhere for all k ∈ N
Then it follows that fk, f ∈ Lp(µ;Y ) and fk → f in Lp(µ;Y ) as k →∞
Proof. See 3.25 on page 60 in [39]
Lemma A.0.2. (Gronwall’s Inequality) Let z(·) be a non negative, absolutely con-
tinuous function on [0, T ], which satisfies for a.e t the differential inequality
z′(t) ≤ φ(t)z(t) + ψ(t),
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where φ(t) and ψ(t) are non negative, summable functions on [0, T ]. Then
z(t) ≤ e
∫ t
0 φ(s)ds
[
z(0) +
∫ t
0
ψ(s)ds
]
∀0 ≤ t ≤ T
Lemma A.0.3. (Discrete Gronwall’s Inequality) let zk ≥ 0, k = 0, 1, 2, .., n, .., N
satisfy
zn+1 ≤ λzn + λG
where λ > 0 and G > 0. then
zn ≤ λnz0 + 1− λ
n
1− λ λG, λ 6= 1
zn ≤ z0 + nG, λ = 1
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