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Résumé 
La découverte des codes turbo dans la première moitié des années 90 a fortement 
fait Svoluer le domaine du codage correcteur d'erreurs. Depuis, leurs performances 
ont été reconnues dans le monde académique. et ils ont d'ores et déjà été adoptés, 
entre autres, comme standards de transmission de INSI ARSAT (liaisons avec les 
navires), de CCSDS (liaisons en espace lointain) et pour le CDhIA2000. 
Le projet a pour objet principal l'étude de la performance des codes turbo en 
terme de probabilité d'erreur par bit paramétrée par les diff6rcntes composantes 
constituant ce système ainsi que la diminution du délai (Ic processus de clécodage 
turbo. Dans nos recherches, nous nous sommes inttressés B iine noiivellc tcchniquc 
de perforation qui permet d'augmenter le taux de codage et d'obtenir des perfor- 
mances des codes turbo perforés s'approchant de la limite de Shannon. 
Pour atteindre nos objectifs. l'effet du choix des co<leurs élémentaires sur la 
performance du décodeur a été étudié. De même les divers types d'entrelacement 
ont été analysés et finalement le décodage itératif utilisant l'algorithme MAP a 
été abordé ce qui a permis de proposer une nouvelle architecture de décodage à 
laquelle nous nous sommes intéressés. D'autre part, une analyse particulière des 
codes turbo perforés a été effectuée permettant de déterminer comment doit être 
choisie la matrice de perforation pour certains taux de codage supérieurs à 2/3. 
Le codeurjdécodeur permet d'atteindre des performances proches des limites 
théoriques, à de faibles taux d'erreurs, pour des tailles de blocs et des rendements 
de codage programmables. D'ailleurs dans ce mémoire, il s'agit aussi de définir 




The discovery of the turbo codes in the first half of the nineties have lead to 
remarkable progresses in the domain of error correcting codes. Since, their perfor- 
mances are recognized in the academic world, and the? were adopted for the stan- 
dards in communication systems such as INMARSAT (connections with the ships). 
CCSDS (Consultative Cornmittee for Space Data Systems) and CD'r~Ir\Z000. . . 
The main purpose in this project is the study of the performance of turbo codes 
in term of bit error rate depending on different components that constitute such 
codiiig system. In addition the reduction in the delay of turbo decoding prowss is 
also investigated. In our research, ive were interested in a new puncturirig technique 
which increases the overall coding rate and restores the performances of pim- t i i rd  
turbo codes back to the Shannon limit. 
To achieve these objectives? the effect of choosing constituent codes on the 
performance of turbo decoding has been investigated. In the sanie a-. various 
interleaver types have been analysed and finally iterative decoding using algori t hm 
MAP has been treated in order to propose a new decoding architecture which was 
studied. Furthermore, a particular analysis of the punctured turbo codes has becn 
examined allowing us to determine how to select the punctured matrix for certain 
coding rates higher than 2/3. 
The encoder/decoder allow to achiere performances close to the t heoret ical lirn- 
its, at high error performances, for programmable sizes of blocks and coding rates. 
The new priociples of operations proposed in this mater's thesis are verified using 
cornputer simulations. 
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Introduction 
La théorie de l'information fondée par Claude E. Shannon en 19-18, fournit un 
ensemble de développements théoriques qui permettent l'évaluation de la capacité 
des canaux de communication. Aujourd'hui, l'application de cette théorie occupe au 
sein des sciences et techniques de l'information une place de plus en plus importante 
comme le montre le nombre sans cesse croissant des systèmes de communication: 
téléphone sans fil, satellites de communications, etc. 
Le but principal d'un système de communication numérique tel que montré à 
la figure 1 est de transmettre l'information avec un maximum d'efficacité et de fia- 
bilité. Cependant, dans une telle liaison de transmission numérique, le signal requ 
peut occasionnellement différer de celui transmis. Cela est du en partie à l'existence 
des bruits dans les canaux de communication qui causent des erreurs de transmis- 
sion. La probabilité de ces erreurs étant fonction du rapport signal à bruit. Une des 
solutions pour améliorer la qualité d'un système de communication est d'augmenter 
la puissance d'émission. klalheureusement cette solution est souvent très coûteuse, 




Figure 1: Diagramme d'un système de communication numkique 
' 
Destinath 
De nos jours, l'alternative pour augmenter la fiabilité d'une liaison de trarisrnis- 
sion. consiste à coder le message à transmettre en lui ajoutant des symboles dits 
de redondance selon une règle bien déterminée. Ces symboles sont nécessaires pour 
protéger le signal a émettre contre les erreurs de transmission. En effet. l'algorithme 
de décodage à la réception utilise cette redondance pour détecter, puis éventuelle- 
ment, corriger les symboles erronés. 
En 1948, Shannon a montre qu'il est théoriquement possible de transmettre 
I'information a travers un canal avec une probabilité d'erreur arbitrairement faible 
à condition que le débit de la transmission soit inférieur à la capacité du canal I-101. 
r 
Il a démontré cette capacité pour un canal à bruit blanc gaussien additif de 
densité de puissance iV0/2 par: 
M a g e  
SOUK8 
où CV est la largeur de bande du canal exprimée en Hertz et P est la puissance 
moyenne du signal dans un intenalie de signalisation de durée T secondes. 
Modulation , canal r 






Désignons, par R, le débit binaire de transmission, par Eb l'énergie moyenne 
par bit et par q = RJCV le nombre moyen des bits d'information transmis durant 
T secondes, définie comme efficacité spectrale, d'où 6 = e. A partir de (1) et 
sachant que R, < C, la limite inférieur du rapport Eb/ib s'exprime par: 
Eb 2'7 - 1 
-> -  
IV, rl 
La relation (2) s'exprime en fonction du taux de codage R 1-81 par: 
En principe, cela signifie que si on abandonne la transmission non codée au 
profit d'une technique avec codage. nous pourrions effectivement réaliser un canal 
de transmission transparent, c'est à dire un canal qui n'introduira pas de détério- 
ration importante du signal. Malheureusement, le théorème proposé par Shannon. 
ne fournit aucune méthode pratique pour déterminer un tel code. 
Le processus de codage dans un système de communication numtrique s'effectue 
en deux étapes : codage de source et codage de canal (ou de transmission). Le rôle 
du codeur de source est d'éliminer la redondance contenue dans l'information pro- 
duite par la source et de représenter celle-ci numériquement alors que le codeur de 
canal adapte le signal au canal et réintroduit généralement une redondance effi- 
cace sous la forme de correction d'erreurs. La fonction de correction d'erreurs (ou 
décodage canal) est devenue essentielle dans la conception des systèmes de télécom- 
municat ion. 
Dans la suite du mémoire, nous nous intéresserons essentiellement à l'aspect 
codage et décodage de canai du système de communication numérique. Nous ne 
nous intéresserons donc pas à ce qui se situe en amont du codeur de canal ou en 
aval du décodeur de canal. 
Il existe deux grandes familles des codes correcteurs d'erreurs (codeur de canal). 
La première est celle des codes en blocs où une séquence de k bits d'information est 
codée dans un bloc de n symboles (n > k). La deuxième est celle des codes con- 
volutionnels utilisés pour la transmission des symboles d'information qui arrivent 
en série sans structures en blocs. Dans nos travaux, la technique de codage utilisée 
est celle des codes convolutionnels. 
Différents types d'algorithmes de décodage ont vu le jour. Nous les classerons 
en deux grandes catégories. Dans la première, il s'agit des algorithmes de décodage 
de type algébrique qui sont bien adaptés ii la structure des codes en blocs. Tandis 
que la deuxième catégorie englobe les algorithmes qui fournissent une mesure de fi- 
abilité sous forme probabiliste sur chaque symbole décodé. En fait, cette technique 
de décodage utilise explicitement les statistiques qui décrivent le comportement 
aléatoire du canal de communication pour tenter de déterminer quel message a été 
transmis. Elle est essentiellement la plus utilisée pour les codes convolutionnels. 
Le but de la recherche dans le domaine de la théorie de l'information, est de 
trouver un système de contrôle d'erreur qui s'approchera le plus de la limite de 
Shannon. Pour cette raison, il faut trouver des codes ayant des bonnes propriétés 
de distance et déterminer leurs structures, et développer un algorithme de décodage 
adéquat ayant la plus faible complexité. 
Plusieurs approches ont été proposées. Parmi ces solutions nous citons la notion 
de codage par la concaténation en série d'un code de Reed-Solomon 1361 avec un 
code convolutionnel. Malheureusement tous les résultats des travaux qui ont été 
menés sur ce sujet n'ont pas réussi à s'approcher assez de la limite de Shannon. 
Par ailleurs, une nouvelle famille de codes correcteurs, les codes turbo, inven- 
tée en France (ENST Bretagne, Brest) en 93, ont été capable d'offrir des gains 
de codage supérieurs à 9 dB avec les taux de redondance usuels, surclassant ainsi 
tous les procédés de codage antérieurs. En particulier, lorsque les blocs à coder 
sont courts, de l'ordre de quelques centaines de bits, la solution concurrente, con- 
caténation d'un code de Reed-Solomon et d'un code convolutionnel est fortement 
pénalisée. Nous pouvons même affirmer aujourd'hui que les codes turbo sont de- 
venus importants pour la protection de données transmises par blocs courts (In- 
ternet, ..\TM, CDblA2000, 3GPP, UMTS entre autres). Pour d'autres applications 
(espace lointain, télédiffusion, ...), les codes turbo offrent également les meilleures 
performances. Ils ont par exemple fait l'objet d'une normalisation par le CCSDS 
(Consultative Cornmittee for Space Data Systems) et les agences spatiales (NASA, 
ESA, ...) utiliseront les codes turbo pour toutes leurs futures missions. 
De plus en plus de systèmes se définissent à l'aide de cette nouvelle famille 
de codes correcteurs, mais la grande souplesse dans la définition d'un code turboo 
qui apparaissait initialement comme un avantage, amène aujourd'hui la niultipli- 
cation des propositions techniques. Cependant, cette méthode de codage présente 
d'une part certaine complexité surtout au niveau de l'algorithme de décodage et 
d'autre part un grand délai qui dépend du nombre d'itérations du décodage itératif. 
Dans ce mémoire, nous avons essentiellement présenté le principe de fonction- 
nement des codes turbo. Nous avons fait une analyse de performances des codes 
turbo selon les différentes composantes constituants ce système. Nous avons aussi 
examiné les délais de décodage introduits par les codes turbo. Pour améliorer ces 
délais, nous avons étudié l'architecture parallèle de décodage itératif turbo. De 
plus, nous nous sommes intéressés à une nouvelle technique de perforation qui per- 
met d'augmenter le taux de codage et d'avoir des performances des codes turbo 
proches de la limite de Shannon. 
0.1 Plan du mémoire 
Le mémoire est organisé en cinq chapitres et une conclusion. 
Le chapitre 1 introduit les propriétés des codes convolutionnels. Nous présen- 
tons les codes convolutionnels systématiques récursifs et non récursifs. Par la suite. 
un rappel sur le décodage de ces types des codes est proposé. Finalement, une 
description de la modulation BPSK et des différents types de canaux est également 
présentée. 
Le chapitre 2 porte sur la partie codage des codes turbo. Plus particulièrement. 
nous présentons le principe de fonctionnement de la concaténation parallèle cles 
codes convolutionnels séparés par des entrelaceurs. Nous abordons également les 
différents types des entrelaceurs utilisés en codage turbo. La borne union sur la 
performance d'erreur des codes turbo est aussi présentée dans ce chapitre. 
Le chapitre 3 aborde le principe de décodage itératif en particulier celui des codes 
turbo. Après avoir présenté les différents algorithmes de décodage, une analyse de 
la performance des codes turbo en fonction des différentes composantes constitu- 
ants ce dernier est étudiée. Dans ce chapitre nous nous intéressons aux critères 
d'arrêt du processus de décodage itératif des codes turbo dans le but de limiter le 
temps. 
Au chapitre 4, Nous allons évoquer le problème de délai du décodage turbo. 
Sous présentons les inconvénients du mode de décodage série. Par la suite, nous 
proposons une solution qui consiste à utiliser l'architecture parallèle aussi bien au 
niveau codage que décodage. Une étude comparative de performance de cette ar- 
chitecture et du mode série est examinée. Finalement, les critères d'arrêt en mode 
parallèle sont abordés. 
Le chapitre 5 est consacré a l'étude de la performance des codes turbo perforés. 
En effet, nous examinons l'influence d'une augmentation de taux de codage utilisant 
la technique de perforation sur le comportement des codes turbo. Pour certain taux 
de codage, nous proposons une nouvelle méthode de perforation afin d'augmenter 
l'efficacité de correction du code turbo. 
0.2 Liste des contributions 
Les contributions apportées par ce travail de recherche sont les suivantes: 
- Implémentation des programmes pour différents types d'entrelaceurs: Convo- 
lutionnel. Simple décalage cyclique, Hélicoïdale, Pseud*aléatoire pair-impair. 
Symétrique, Pseudo-aléatoire pair-impair symétrique, S-aléatoire. 
- Création d'un nouwau type d'entrelaceur: Double décalage cyclique. 
- Etude de la borne union des codes turbo et mise en place d'un nouveau 
algorithme pour la détermination de la distribution des poids de ces derniers. 
- Etude de la performance des codes turbo suivant différents paramètres tels 
que le choix des codes élémentaires et le type des entrelaceun. 
- Etude comparative entre les divers critères d'arrêt qui permettent d'interrompre 
le processus de décodage turbo. Des modifications ont été proposées. 
- Etude approfondie de l'architecture parallèle de décodage turbo avec une mise 
en place des différents critères d'arrêt adaptés à cet effet. 
- Détermination d'une nouvelle méthode de perforation qui permet, à certains 
taux de codage des codes turbo, de se rapprocher encore de la limite de 
Shannon. 
Chapitre 1 
Généralités sur les codes 
convolut ionnels 
1.1 Introduction 
Dans ce chapitre. nous décrivons sommairement le codage convoIutionnel en 
nous limitant j. ce qui sera utile par la suite. On fera constamment usage au cours 
de ce chapitre de résultats théoriques ou pratiques dont la source peut être retracée 
dans plusieurs ouvrages sur la théorie des communications comme (101, 1341 et 1-17). 
Nous allons examiner les critères guidant le choix d'un bon code. Par la suite, 
nous présenterons les codes convolutionnels récursifs systématiques (CRS) qui con- 
duisent pour des faibles rapports signai à bruit à des probabilités d'erreur inférieures 
à celles des codes convolu t ionnels non systématiques (CNS) . 
Finalement, et après avoir décrit brièvement les différents types de canaux et 
la modulation PBSK utilisée, nous présenterons le principe de décodage des codes 
convolutionnels. 
1.2 Les codes convolut ionnels 
1.2.1 Principe de base 
Le codage convolutionnel est principalement introduit par Elias 1181. Son principe 




Figure 1.1 : Principe d'un codeur çonvolut ionnel 
Un codeur convolutionnel de taux 1/V est une machine linéaire constituée d'un 
registre à décalage de K étages, de V additionneurs modulo 2 qui sont reliés à cer- 
taines des cellules de registre et d'un commutateur qui sélectionne séquentiellement 
les sorties des V additiooneurs. La valeur K est appelée la longueur de contrainte 
du codeur. 
Au début du codage, toutes les cellules de l'encodeur sont initialisées à zéro. Les 
bits d'information sont introduits dans le registre un par un et la sortie de l'encodeur 
est égale au produit de convolution entre le symbole d'information présent à l'entrée 
du codeur et les (K - 1) symboles qui précédent ce dernier. La mémoire iL1 du 
codeur convolutionnel est égale à K - 1. A la fin du codage d'une séquence de bits 
d'informationl nous devrons réinitialiser les cellules de registre par l'insertion d'une 
séquence additionnelle connue, appelée queue ou terminaison du treillis. Cette 
dernière est très importante pour coder correctement d'autres séquences. 
Pour illustrer mieux les codes convolutionnels, nous allons présenter un exemple 
d'un encodeur de taux de codage R = 1/2 et de longueur de contrainte K = 3. 
Figure 1.2: Codeur convolutionnel R = 112. 
U n  codeur convolu tionnel est caractérisé d'une part par ses séquences géntratri- 
ces (vecteurs de connexions: Ci' 1 5 i 5 V ) qui spécifient les connexions entre les 
étages de registre et les V additionneurs modulo 2 et d'autre part par sa réponse 
impulsionnelle I qui est !a sortie X lorsque la séquence d'entrée D est égaie h 
(100000.. .). Dans notre exemple de la figure 1.2, nous avons alors: 
Et ainsi pour un bit dc donné, nous avons l'expression des symboles de la 
séquence codée 2: présentent à la sorties de l'encodeur : 
Avec une représentation matricielle nous avons : 
Où ((31 est la matrice Génératrice de N lignes et (N + K - l ) V  colonnes avec 
N est le nombre de bit de la séquence à codée. 
En général on exprime les séquences génératrices de l'encodeur en base octale 
et ainsi, pour l'exemple de la figure 2.2 nous avons : 
G1 = 5  
G* = 7 
1.2.2 Représentation graphique des codes convolutionnels 
Un codeur convolutionnel est une machine à états finis. Pour un taux de codage 
R = 1/V, l'état est le contenu des K - 1 premières cellules (mémoire du codeur). 
Le nombre d'états possibles est égal à 2 K - L .  
La sortie de l'encodeur dépend de son entrée et de son état présent. Après 
chaque introduction d'un nouveau symbole, I'état du codeur change. Le nombre 
de transitions entre les différents états est fini, par conséquent, il est possible de 
présenter graphiquement ces transitions en indiquant l'entrée et la ou les sorties du 
codeur. 
La représentation graphique des codes convolutionnels est nécessaire pour les 
algorithmes de décodage. Les plus usuelles sont 
treillis, d'un diagramme d'état, ou encore d'un 
représentations considérons notre exemple de la 
a Diagramme d'état : 
Le diagramme d'état est un graphe dont 
flèches orientées, qui relient ces derniers, 
la représentation sous forme d'un 
arbre. Pour mieux expliquer ces 
figure 1.2. 
les sommets sont les états et les 
représentent les différentes tran- 
sitions possibles entre eux. Nous étiquetons les flèches à l'aide du doublet 
(symbole a l'entrée du codeur, symboles à la sortie du codeur). La figure 1.3 
représente le diagramme d'état de l'exemple considéré. Le diagramme d'état 
Figure 1.3: Diagramme d'état de l'encodeur de la figure 1.2 
nous permet de déterminer la fonction de transfert du code. Elle est utilisée 
pour évaluer la distribution des poids de Hamming des différents chemins qui 
divergent de l'état initial (état nul) et qui reconvergent plus loin. 
Comme le diagramme d'état ne nous permet pas de percevoir l'évolution 
dynamique du codeur dans le temps, nous utiliserons d'autres représentations 
telles que le graphe en arbre ou en treillis. 





- Séquence d'entrée : O1 O1 
Sbquence de sortie : 001 101 00 
Figure 1.4: Représentation en arbre de I'encodeur de la figure 1.2 
sorties possibles. Il s'agit d'un arbre binaire comme l'indique la figure 1.4. 
Chaque noeud de l'arbre représente un état de I'encodeur. Les noeuds soat re- 
liés par des branches. Deux branches seulement sont issues de chaque noeud: 
la branche dirigée vers la haut (respectivement vers le bas) indique que le bit 
d'information inséré est O (respectivement 1). 
Les symboles codés a la sortie de l'encodeur se trouvent sur chacune des 
branches et à chaque nouveau bit d'information inséré, l'arbre est étendu 
d'un niveau vers la droite. Par conséquent, la représentation du processus 
d'encodage par un arbre permet de générer toutes les séquences d'information 
possibles à une profondeur donnée. Cependant, le nombre de noeuds dans 
le graphe croit exponentiellement avec le nombre de niveaux représentés (le 
nombre de bits insérés). 
état: 00 
Figure 1.5: Treillis de l'encodeur de la figure 1.2 
La représentation en arbre est très redondante. Le diagramme en treillis est 
un graphe infini dont l'ensemble des sommets (noeuds) est constitué d'une 
infinité de répliques des états. On n'utilise jamais le diagramme de treillis 
infini, mais plutôt une version tronquée, dont la dimension est de mt N+M- 1 
où m : le numérateur du taux de codage et N : la longueur de la suite à coder. 
Les transitions entre les différents états sont représentées par des branches qui 
relient les noeuds. On trouve deux branches qui sortent d'un noeud et deux 
autres qui y convergent. 
La figure 1.5 illustre un exemple du treillis. Les branches en traits discontinus 
signifient que le bit inséré est O alors que les branches en traits continus nous 
informent qu'un 1 a été inséré. Les deux symboles binaires qui se trouvent 
près de chaque branche, représentent la séquence de sortie du codeur. 
1.2.3 Choix d'un bon codeur convolutionnel 
Il est très important de choisir un bon code puisque les performances du dé- 
codage en seront grandement influencées. Le problème de la recherche de bons 
codes convolutionriels est basé sur la recherche de la distribution des distances ou 
poids de Hamrriirig des différents chemins. En fait les critères de choix les plus 
couramment utilisés sont: les valeurs mavimales de la distance minimale et surtout 
la distance libre définies ci-dessous. 
La distance minimale représente la distance de Hamming minimale entre les 
deux chemins sur Ir première longueur de contrainte après leur point de divergence 
alors que la distance libre est définie comme la plus petite distance de Hamming qui 
existe entre deux chemins qui divergent d'un même état initial et qui reconvergent 
plus loin. 
Nous définissons la distance de Hamrning dh entre deux mots de code, CI et C2, 
de longueur N ,  comme le nombre de symboles qui diffèrent entre eux deux Elle 
est notée par : 
La fonction de distance des colonnes d'ordre n (d,(n)) est la distance minimale 
entre toutes les paires de mots de code de longueur n branches, issues du même 
point et qui divergent de ce point. Elle est donnée par : 
Par conséquent la distance minimale d'un code convolutionnel est égale à: 
et la distance libre peut être exprimée par: 
La valeur de la distance libre affecte plus la capacité de correction du code. Par 
contre la distance minimale est plus utile pour un décodeur qui n'observe que la 
séquence reçue sur une longueur de contrainte comme le décodage a seuil. 
Dans ce qui suit, nous nous intéresserons seulement à la distance libre puisque 
nous utilisons dans notre mémoire des techniques de décodage probabiliste. 
La distance libre peut être obtenue à partir de la fonction de transfert du code 
convolutionnel qui est calculée en utilisant le diagramme d'état. Ce dernier, est 
redessiné en divisant l'état zéro en deux, de façon a décrire le fonctionnement exact 
d'un codeur convolutionnel qui diverge au début de l'état initial nul puis y recon- 
verge. La fonction de transfert est notée comme T(D,  B, L) où : 
D= Poids de Hamming de la branche 
L= Longueur de la branche 
B= Nombre de bits 1 d'information 
T(D,  B, L) est défirie par: 
Figure 1.6: Graphe pour le calcul de la fonction de transfert de la figure 1.3 
En utilisant la figure 1.6 et en se basant sur la résolution des équations suivantes: 
Nous pouvons déduire la fonction de transfert qui est : 
Pour L = 1. nous pouvons écrire : 
L'exposant de la variable D du premier terme de la série de (1.1 l), correspond à la 
distance libre du codeur qui  égale dans notre exemple à 5. 
L'exposant de B indique le nombre de bits 1 d'information, donc on peut estimer 
le nombre de bits en erreur à partir de la fonction de transfert T(D, B), en transmet- 
tant une séquence de O. Ainsi pour 
doit dériver la fonction de transfert 
trouver le nombre de 1 (bits d'information). on 
par rapport à B puis mettre B = 1. c'est-à-dire 
avec ck est le nombre total des bits en erreur pour tous les chemins avec le poids 
de Hamming égal à k. 
On peut maintenant évaluer la borne supérieure de la probabilité d'erreur PB 
par symbole binaire pour un canal Gaussien avec modulation BPSK par : 
où b est le numérateur du taux de codage et où Pk la probabilité d'erreur pour un 
19 
chemin incorrect qui diffère du chemin correct sur k symboles. Elle est définie par: 
Fi = Q( /+y k 2 dl... (1.15) 
Q(JZTy) 5 e-5 Q(d& .,Y 2 0 
En utilisant : 
nous pouvons écrire : 
Maintenant Ia probabilité d'erreur peut être bornée par : 
Pour déterminer la distribution des distances des codes convolutionnels, en pra- 
tique on ne peut pas évaluer la fonction de transfert d'un tel code, plutôt on utilise 
des algorithmes qui explorent le diagramme en trellis ou en arbre. Cette explo- 
ration permet de déterminer le nombre des chemins qui divergent puis convergent, 
vers l'état zéro et dont les poids de Hamming s'échelonnent de dl,,, a dlree + k. 
Comme sortie de cet algorithme on trouve: 
OU AWvd est le nombre total des bits d'information 1 correspondant à tous les mots 
de code de distance de Harnming d et pour toutes les séquences binaires de poids 
w qui se présentent à l'entrée du codeur convolutionnel. 
La borne supérieure de la probabilité d'erreur sera alors : 
Oii Bd est un coefficient d'erreur qui s'exprime par : 
-4 partir de (1.18) ou (1.19), on peut déduire le meilleur code est celui qui à 
la distance libre la plus grande. Mais si on trouve plusieurs codes avec différents 
polynômes générateurs qui ont la même distance libre alors le meilleur est celui qui 
à la dérive de T(D,  B) ou bien la valeur Bd la plus faible. 
1.3 Code convolut ionnel systématique 
Un codeur convolutionnel est dit systématique si les symboles codés cotiipor- 
tent une réplique exacte des bits d'information de I'entrée. Autrement dit. i iri  
codeur systématique de taux de codage R = 112, laisse passer directement i i i i  bit 
d'information de l'entrée à la sortie comme symbole systématique. Les autres sym- 
boles à la sortie de l'encodeur sont appelés symboles de parités. 
Les codeurs systématiques sont des codes non catastrophiques, c'est-à-dire. on 
ne peut trouver une boucle de poids zéro autre que la branche qui boucle sur 1'6tat 
zéro dans le diagamme d'état. Cela revient du fait que la séquence d'information 
qui se présente à l'entrée de codeur convolutionnel systématique, se retrouve au- 
tomat iquement à sa sortie. 
Pour des faibles rapports signal à bruit, ces codes offrent des performances de 
correction d'erreurs légèrement meilleures que les codes non-systématiques. Cepen- 
dant, pour des fortes valeurs du rapports signal à bruit, les codes non-systématiques 
sont plus performants que les codes systématiques. 
1.4 Code convolutionnel récursif systématique 
Une classe importante de codes convolutionnels est appelée codes convolut ion- 
nels récursifs systématiques (CRS). Un code récursif est un code convolutio~inel 
dont un élément au moins de la matrice génératrice est une fraction rationnelle 
ayant pour dénominateur une fraction irréductible. Ainsi, en plus d'être syst6rria- 
tique, les codes CRS sont caractérisés par la présence d'une boucle de retour interne 
qui leurs permet d'avoir la même distance libre que les codes CNS 1221. 
A partir d'un code convolutionnel non-systématique, on pourra construirik un  
codeur convolutionnel récursif systématique, en consenant les mêmes séqiieric*es 
génératrices. Comme exemple. considérons notre codeur CNS de la figure 1.2 d i  
le taux de codage R = 112, K = 3, GI = 5 et G2 = 7. On peut alors trotiwr 
deux codeurs CRS de même taux R = 112: de longueur de contrainte K = 3 tat (It)  
séquences génératrices GI = 1 et G2 = 715 pour le code de la figure 1.7 et GI = I 
et G2 = 517 pour le code de la figure 1.8. 
Figure 1.7: Codeur convolutionnel récursif systématique R = 112, K = 3. G = 
[l 7/51 
En comparant la figure 1.9 à celle de 1.5, nous pouvons remarquer une petite 
différence entre les treillis de deux codeurs CRS et CNS. En fait, les deux codeurs 
présentent les mêmes symboles codés pour des entrées binaires différentes. Intu- 
itivement, cela signifie d'une part que la séquence qui réinitialise le codeur CNS 





Figure 1.9: Treillis de l'encodeur de la figure 1.7 
n'est pas la même pour le codeur CRS et d'autre part que le spectre de distance 
du premier codeur n'est pas forcément le même que celui du deuxième. 
.A cause de la boucle de contre réaction dans le codeur CRS, la réponse impul- 
sionnelle d'un tel code est périodique et de période 5 2K-' - 1. Cela influe sur 
la taille de la queue qui réinitialise le codeur selon l'état final de ce dernier. Par 
conséquent, la queue binaire réinitialisant le codeur CRS peut être plus longue que 
ceHe avec un codeur CNS. 
Pour tous les codeurs convolutionnels, la réponse impulsionnelle peut être dét er- 
minée à partir du diagramme d'état. En effet, nous avons annoncé au début de ce 
chapitre que la réponse impulsionnelle est la sortie du codeur pour une entrée bi- 
naire (100000 . . .). Par conséquent et à partir du diagramme d'état, cela signifie 
qu'une fois le chemin diverge de l'état nul, la boucle d'entrée zéro nous dorine for- 
cément la réponse impulsionnelle. La longueur LI de cette boucle en nombre de 
branches correspond à la période de la réponse impulsionnelle. Nous désignons par 
dhdc le poids de cette boucle à entrées zéro. 
Le principe est le même pour les codeurs CRS. Par exemple la figure 1.10. rious 
montre deux diagrammes d'état pour deux codeurs CRS de même longueiir (Ir (un -  
trainte mais avec différents vecteurs générateurs. La boucle des entrées zéro est 
désignée par des branches pointillées. Nous remarquons bien que la longueur L I  de 
cette boucle est 5 2 K - 1  - 1. Pour le codeur (1,17/15),  L I  = 7 et dbcuClt: = -1 ~t 
pour le codeur (1.15/17). Lr = 4 et dbmCl, = 2. 
La question qui se pose maintenant: 
Est-ce que le nombre de boucles de retour dans le codeur CRS influe sur la 
performance au niveau de décodage'? 
Nous allons répondre à cette question dans les chapitres qui viennent. en se 
basant seulement sur l'utilisation de ces types de codeurs convolutionnels dans le 
cas des codes turbo. 
1.5 Canal de transmission 
Le canal de transmission est divisé généralement en trois parties: modulation, 
canal physique de transmission et démodulation. Nous allons présenter la modula- 
tion et les modèles de canaux physiques utilisés dans nos travaux. 
Figure 1.10: Diagrammes d'états des codeurs (1,lï/ 13) et (1,151 17) 
1.5.1 Modulation BPSK 
Avant d'être transmis, la séquence multiplexée issue d'un codeur convolu tionnel 
sera modulée en utilisant la modulation BPSK (Binary Phase Shift Keying). 
Mathématiquement on peut exprimer un signal BPSK de la façon suivante: 
ou: 
s o ( t )  = signal BPSK lorsqu'on transmet un O 
sl (t) = signal BPSK lorsqu'on transmet un 1 
Tb = durée de transmission d'un bit 
fb = fréquence porteuse 
Eb = énergie par bit du signal transmis 
1 S.2 Canal physique de transmission 
Dans un système de communication, un canal physique de transmission s'occupe 
de l'acheminement de l'information d'un expéditeur (source) vers le destinataire 
(figure 1). On peut le considérer comme un milieu de propagation. Plusieurs canaux 
physique peuvent être trouvés : câble (torsadé, coaxial, fibre optique), guide d'onde 
ou l'espace entre les antennes. Ce canal n'est pas examiné du point de vue de sa 
réalisation matérielle, mais du point de vue de la quantité d'information qu'il peut 
transmettre, et du point de vue des perturbations aléatoires qu'il subit. D'ailleurs. 
la théorie d'information n'aurait en effet pas lieu d'être si l'on pouvait communiquer 
un message avec une vitesse infinie et sans bruit. Dans nos recherche nous devons 
utiliser des modèles idéalisés de canaux qui font abstraction de certains dé tails pour 
faire ressortir les caractéristiques essentielles d'un tel support. Parmi les canaux 
les plus utilisés on peut citer: le canal à bruit blanc additif Gaussien (ACVGN) et  
le canal de Rayleigh. 
1.5.2.1 Canal AWGN : 
Le bruit de canal AWGN joue un rôle absolument essentiel, en théorie comme 
en pratique. C'est un signal aléatoire , n(t)  , stationnaire, Gaussien, centré. ayant 
une densi té spectrale (symétrique) uniforme 2. 
L'appellation additif provient du fait que le signal n( t )  s'additionne au signal 
transmis. Ainsi, le signal reçu r ( t )  s'exprime en fonction du signal transmis rit) 
par: 
r ( t )  = x ( t )  + n( t )  
Le bruit blanc gaussien n'a pas une puissance moyenne finie. Il n'ri donc pas 
d'existence concrète. C'est une approximation du bruit thermique qui est estrcriitt- 
ment utilisée. La justification de cette analogie vient du fait que la densité spect r n k  
du bruit thermique est pratiquement constante sur les supports des spectres des 
signaux aléatoires auxquels on a affaire. Ce type de bruit reflète bien la réalité d'iiri 
canal de transmission spatial. 
1.5.2.2 Canal de Rayleigh : 
Dans les canaux de transmission radiomobiles, les signaux requs présentent des 
évanouissements profonds, provoqués par les phénomènes des chemins multiples et 
l'effet Doppler. 
En fait, l'antenne à la réception rgoit non seulement le signal utile mais aussi 
d'autres signaux appelés chemins multiples, générés par les reflections sur différents 
obstacles comme les immeubles, les arbres, . . .. Ces signaux arrivent d'une part en 
retard c'est à dire avec différentes phases que le signal utile et d'autre part avec 
une fréquence décalée 
Doppler. 
proportionnelle à la vitesse du mobile désignée par fréquence 
Par conséquent, en théorie, le modèle du bruit M G N  ne peut pas bien représen- 
ter la variation statistique d'un tel signal. On utilise plutôt un autre modèle qui 
suit une loi de Rayleigh. Le signal reçu r ( t )  s'exprime dans ce cas par: 
où a est l'enveloppe du signal reçu qui suit une densité de probabilité définie par: 
a2 
p(a ,  = { s e - 9  si a 2 O 
0 autrement 
Cette densité est désignée par loi de Rayleigh avec une moyenne ma et une wriancc 
notée par exprimées par: 
Si la fonction de densité de probabilité de (1.24) est normalisée, c'est-à-dire la 
puissance moyenne du signal est unitaire, alors la loi de Rayleigh deviendra: 
2aëa2 si a 2 0 
O autrement 
Ainsi la moyenne ma et la variance o i  peuvent être exprimées par: 
1.6 Décodage des codes convolutionnels 
La performance d'erreur d'un système donné dépend du code et de la technique 
de décodage utilisée. Nous allons dans cette partie décrire le principe usuel de dé- 
codage des codes convolutionnels. En particulier nous allons présenter le décodage 
à maximum de vraisemblance et son efficacité pour détecter et corriger certaines 
erreurs introduites par le canal bruité. 
Le décodage probabiliste des codes convolutionnels consiste à déterminer à partir 
de la séquence reque, la séquence la plus probable. Dans ce cas le décodage utilise 
un critère appelé "mesure de vraisemblance" qui permet de retracer la stquence 
d'information. D'où le nom de décodeur à maximum de vraisemblance. 
En fait, pour mieux présenter ce type de décodage, considérons une sbqiience 
d'information U = (ul ,  ~ 2 , .   ., uk, .  . . , un) correspondant à un message m 5 trans- 
mettre. Cette séquence est codée par un codeur convoiutionnel de taux de codage 
R = l / u  pour avoir en sortie: 
Le décodeur observe la séquence bruitée: 
à partir de laquelle on se basera pour déterminer le message m plus au moins dif- 
férent de m. 
Le choix de + se fait de sorte à avoir la probabilité d'erreur la plus faible en 
utilisant le critère de maximum de vraisemblance défini par : 
V(nl # m') 
Les fonctions P(Y/XO) sont appelées fonctions de vraisemblance. Alors, minimiser 
la probabilité d'erreur revient à maximiser ces fonctions. Dans le cas d'un canal 
sans 
peut 
mémoire la fonction de vraisemblance pour le branche i est P(Y~/X;")) qui 
s'exprimer par: 
I? 
Généralement, on utilise une métrique 
de vraisemblance, désignée par: 
logarithmique pour évaluer la fonction 
Pour la sequence d'information W ,  la fonction de vraisemblance s'expririie par: 
Les valeurs log P ( ~ ~ ~ / X ! ; ) ) ,  Ti et r sont appelées respectivement métrique de 
symbole, métrique de branche et métrique cumulative totale. Par la suite: le critère 
de maximum de vraiserriblance consiste donc à choisir dans un treillis ou un arbre 
le chemin qui présente la métrique cumulative la plus grande. 
Du fait que le nombre de chemins dans un arbre ou un treillis augmente suivant 
la valeur de K, la longueur de contrainte du codeur convolutionnel, la difficulté 
de décodage utilisant le critère de vraisemblance devient plus complexe pour des 
valeurs de K grandes. 
Un exemple d'un algorithme de décodage qui utilise le principe de maximum 
de vraisemblance est l'algorithme de Viterbi 1451. Le décodage peut ètre optimal 
ou sousoptimal. A partir d'une certaine profondeur, cet algorithme est basé sur 
l'addition des métriques de branches à la métrique cumulative du chemin considéré, 
l'élimination et la cornparison progressive de tous les chemins distincts aboutissant 
à chaque noeud, et la sélection du chemin à métrique cumulative maximale. Ce 
dernier est appelé chemin survivant. Dans le cas où deux chemins ont la méme 
métrique, le chemin survivant sera choisi au hazard. Le nombre de chemins à con- 
server à chaque instant est égal à 2'". Ainsi, les besoins d'un décodeur utilisant 
un algorithme de Viterbi en espace mémoire sont très grands suivant la valeur de 
M. Toutefois, plus K augmente plus il y aura un gain de codage c'est à dire une 
amélioration des performances d'erreurs. 
Cette technique bien qu'ayant apporté une amélioration des performances avec 
une grande complexité, présente la difficulté d'atteindre ou se rapprocher de la 
capacité de Shannon. 
1.7 Conclusion 
Dans ce chapitre nous avons présenté les éléments de théorie essentiels qui nous 
serviront comme base pour les chapitres suivants. 
Dans le chapitre 2, nous présenterons les différents éléments de la partie codage 
du code turbo et la borne union sur la performance d'erreur de ce dernier. 
Chapitre 2 
Concaténation de codes 
2.1 Introduction 
Il est bien connu que la complexité d'un décodeur à rnavimum de vraisemblance 
croit exponentiellement avec la valeur 1 ' .  Pour diminuer la complexité et aug- 
menter le gain de codage, Forney 1211 a introduit la notion de deux ou plusieurs 
codes concatenés en série. 
La concaténation sérielle consiste à relier deux codeurs ayec ou sans entrelaceur 
comme l'indique la figure 2.1 [-Hl. Les symboles à la sortie du premier codeur sont 
entrelacés avant de constituer les symboles à coder par le deuxième codeur. Le taux 
de codage global, noté R,,, de la concaténation sérielle d'un codeur 1 de taux de 
codage RI et d'un codeur 2 de taux de codage R2 est égal à : 
Au niveau décodage, on trouve deux décodeurs 1 et 2 concaténés en série et séparés 
I Canal de transmission 
dk 
Figure 2.1: Schéma de principe d'une concaténation sérielle 
Codeur 1 
1 I 
par un désentrelaceur. En fait. le décodeur 2 reçoit en entrée les séquences genérées 
par le codeur 2. Ce décodeur génère en sortie une séquence qui présente beaucoup 
d'erreurs groupées. Le but du désentrelaceur alors est de disperser ces erreurs pour 
accroître l'efficacité de correction du décodeur 1. 
La concaténation sérielle des codes a été utilisée surtout dans le domaine de la 
communication spatiale où le premier code était un codeur convolutionnel alors que 
le deuxième était un codeur de type Reed-Solomon. 
Entrelaceur 
+- 46 
La partie codage du codeur turbo se base sur le même principe, c'est à dire 
une concaténation de deux ou plusieurs codeurs séparés par un ou plusieurs en- 
trelaceurs. Cependant, cette concaténation se fait en parallèle et non en série. 11 
faudra bien remarquer que le mot turbo s'applique plutôt au niveau du décodage 
qu'au niveau codage. Toutefois, nous allons dans la suite désigner la partie codage 
du code turbo par Ie terme encodeur turbo. 
Dans ce chapitre nous allons voir les principaux éléments qui constituent un 
. 
r I Décodeur 2 
, 





encodeur turbo. Plus particulièrement, nous présentons les types de codes et les 
différents entrelaceurs utilisés. Finalement, nous allons exposer brièvement la borne 
union sur la performance d'erreur du code turbo. 
2.2 L'encodeur Turbo 
L'encodeur turbo est constitué de deux ou plusieurs codeurs convolutionnels, 
récursifs, systématiques concaténés en parallèle et séparés par un ou plusieurs en- 
trelaceurs. Cette structure a été originalement introduite par Berrou, Glavieux et 
Thitimajshima (8). Le terme concaténation en parallèle provient du fait que les 
codeurs citilisent la même séquence d'information mais clans un ordre temporel dif- 
férent alors que dans le cas de la concaténation en série, un codeur au moins doit 
utiliser la sortie codée de l'autre. 
Nous allons nous limiter dans la suite de ce chapitre à la concaténation parallde 
de seulement deux codeurs convolutionneIs CRS identiques. 
Le taux de codage, noté Rgp, de I'encodeur turbo obtenu à la suite d'une con- 
caténation parallèle d'un premier codeur de t a u  de codage Rl et d'un deuxième 
codeur de t a u  de codage R2 vérifie la relation: 
soit : 
OU encore : 
Pour mieux illustrer l'encodeur turbo, nous avons représenté sur la figure 2.2 
un  exemple d'une concaténation parallèle de deux codes élémentaires dont le taux 
de codage global est égal à R, = 112 après perforation. Nous trouvons dans cet 
exemple, en plus des composantes déjà mentionnées, comme les codeurs convolu- 
tionnels et I'entrelaceur, l'existence d'une matrice de perforation et d'une uni  te 
de niultiplexage. La matrice de perforation, dont nous verrons plus clairement le 
rôle au chapitre 5, est très importante pour augmenter le taux de codage. Tandis 
que l'unité de multiplexage est utile pour multiplexer les sorties de l'encodeur turbo. 
! de / Perforation 
Figure 2.2: Schéma de principe d'un encodeur Turbo 
En examinant la figure 2.2, un bloc de bits d'information qui se présente a 
l'entrée de l'encodeur turbo (D = ( d l ,  d2, .  . . dt,  . . . , dN)) sera directement passé ii 
sa sortie comme un bloc de symboles systématiques Xs = D = (Xf , . . . ,Yi, . . . , .Y$). 
Le codeur supérieur de I'encodeur turbo reçoit les symboles 4, dont leur ordre ini- 
tial, et génère les symboles de parité x?, tandis que le codeur inférieur reçoit des 
symboles d;, issues de I'entrelaceur, pour produire les symboles de parité xiP 12'71. 
Le taux de codage R,, = 112 a été obtenu après avoir sélectionné alternativement 
l'un ou l'autre symbole de parité par la matrice de perforation. 
2.3 L'entrelaceur 
L'entrelacement est une technique très utilisée dans un grand nombre de sys- 
témes de communications numériques. En fait, un entrelaceur prend une séquence 
de symboles en entrée et reproduit la même séquence à la sortie mais dans un or- 
dre temporel complètement différent. On peut dire alors qu'un entrelaceur est un  
système qui permute les éléments d'une séquence, sans bien sûr, aucune répétition. 
On pourra se documenter au sujet des entrelaceurs en consultant l'ouvrage 11'21. 
En premier lieu, la combinaison de deux codeurs CRS et un entrelaceur a per- 
mis de créer un code avec de meilleures propriétés de distance. D'ailleurs. il a été 
introduit comme un élément principal dans la concaténation des codes (en parai- 
Ièle ou en série) pour pouvoir d'une part utiliser des codes avec des longueurs de 
contrainte K petites et d'autre part diminuer la complexité des algorithmes de dé- 
codage tout en gardant presque les mêmes performances obtenues en utilisant des 
codeurs classiques de grande mémoire. 
En second lieu, I'entrelaceur détient un autre rôle au niveau du décodage. Il 
permet de décorréler les entrées des décodeurs surtout lorsque nous utilisons un al- 
gorithme de décodage itératif basé sur l'échange de I'information entre ces derniers. 
-4utrement dit. dans le cas de décodage itératif utilisant deux décodeurs, si les 
séquences à l'entrée de ces derniers sont décorrélées alors il y aura une forte prob- 
abilité que les erreurs indétectables par l'un seront corrigées par I'autre. Nous 
détaillerons davantage le rôle de I'entrelaceur au niveau décodage itératif, dans le 
chapitre 3. 
Il faut indiquer qu'un désentrelaceur (on l'appelle aussi délaceur) joue le même 
rôle qu'un entrelaceur, la différence se situe dans le fonctionnement inverse de ce 
dernier. 11 existe différents types d'entrelaceur, mais en gros nous pouvons Ics 
subdiviser en trois familles: les entrelaceurs convolutionnels, les entrelaceurs en 
blocs et les entrelaceurs aléatoires. 
2.3.1 Entrelaceur de type convolutionnel 
2.3.1.1 Entrelaceur convohtionnel 
(a) Enlretaceur 
(b) Désentrelaceur 
Figure 2.3: Principe d'un entrelaceur convolutionnel 
L'entrelaceur convolutionnel a été introduit par Ramsey 1331. Il est constitué 
par des lignes de retard (ou des registres à décalages) et des commutateurs comme 
l'indique la figure 2.3. Les commutateurs sont placés en amont et en atal des 
lignes de retard afin de réordonner les positions des symboles de la séquence qui se 
présente à l'entrée de l'entrelaceur. 
La différence de délai entre deux lignes successives est égale à D. Ainsi, le 
symbole qui se présente à la ieme ligne sera retardé d'un délai égal à iD. 
2.3.1.2 Entrelaceur à simple decalage cyclique 
La méthode alternative pour générer un entrelaceur convolutionnel est basée 
sur le décalage cyclique. Le nom initial de ce type d'entrelaceur est entrelaceur 
à décalage cyclique. Nous avons introduit le mot simple pour pouvoir le diE 
ftrencier de celui que nous allons présenter dans le paragraphe suivant. La séquence 
d'information est écrite dans une matrice colonne par colonne. Cette dernière doit 
avoir m lignes et n colonnes telles que m < n. Chaque ligne i est décalée cyclique- 
ment vers la gauche de ( i  - 1)D, où D 5 ; est la partie entière de $. La lecture 
de la nouvelle matrice obtenue se fait colonne par colonne. 
Le principe du désentrelaceur est analogue. 11 faut simplement faire le décalage 
vers la droite au lieu de le faire vers la gauche. 
Un exemple d'un entrelaceur à simple décalage cyclique est présenté à la figure 
2.4 où les paramètres m, n et D sont respectivement égaux à 3, 7, et 7. 
l 1 4 7 10 13 16 19 1 décalage cyclique 1 4 7 10 13 16 19 2 5 8 11 14 17 20 + 8 11 1 17 20 2 5 3 6 9 12 15 18 21 15 18 21 3 6 9 12 1 
Figure 2 A: Entrelaceur à simple décalage cyclique 
2.3.1.3 Entrelaceur à double décalage cyclique 
Le principe de l'entrelaceur a double décalage cyclique est presque le même que 
celui à simple décalage. L'idée est de décaler non seulement les lignes mais encore 
les colonnes pour avoir plus de séparation entre les éléments successifs. Nous avons 
trouv6 plusieurs façons pour décaler les colonnes. La meilleure est celle qui utilise 
la parité du numéro des colonnes. En effet, chaque colonne i est décalée de i x D 
mod(rn) où D est un entier < 9. Cependant, si i est pair alors le décalage se fait 
vers le bas plutôt que vers le haut. 
Pour mieux expliquer l'entrelaceur à double décalage cyclique, nous allons con- 
sidérer l'exemple du paragraphe précédent où rn = 3, n = 7 et D = 2. La figure 
2.5 illustre le résultat obtenu en utilisant I'entrelaceur à double décalage cyclique. 
1 4 7 10 13 16 19 15 18 7 17 20 16 12 
2 5 8 11 1-4 17 20 1 -4 14 3 6 2 1111 
3 6 9 12 15 18 21 cyclique 8 11 21 10 13 9 5 
Figure 2.5: Entrelaceur à double décalage cyclique 
2.3.2 Entrelaceur de type bloc 
Ce type d'entrelaceur est caractérisé par le traitement en bloc plutôt qu'en série 
(comme dans le cas des entrelaceurs convolutionnels) des symboles d'une séquence 
à réordonner. Il existe différentes catégories des entrelaceurs en bloc: 
2.3.2.1 Entrelaceur bloc classique 
Dans ce type d'entrelaceur, il s'agit d'écrire les symboles d'un bloc à entrelacer 
ligne par ligne dans une matrice, et de les lire en sortie colonne par colonne comme 
l'indique la figure 2.6. Il y a différentes façons pour lire des symboles dans une 
rnatrice, de gauche vers la droite (GD) ou de droite vers la gauche (DG) pour les 
colonnes et de haut vers le bas (HB) ou de bas vers le haut (BH) pour les lignes. 
Ainsi, il y a quatre façons qui sont illustrées à la figure 2.7. 
Entrelacement 
Entrelaceur et Désentrelaceur 
Bloc ciassique 
DGIHB 
Figure 2.6: Principe d'un entrelaceur bloc classique 
GDIHB: 7 DGIHB: 3 
GDiBH: 7 DGrnH: - t 
Figure 2.7: Mode d'opération pour réordonner des symboles 
2.3.2.2 Entrelaceur hélicoïdal 
Comme son nom l'indique, il s'agit de lire les symboles d'une matrice de façon 
hélicoïdale. Autrement dit, la lecture doit même se faire en suivant les diagonales 
de la matrice. Dans ce type d'entrelaceur, nous disposons de plusieurs façons pour 
changer le séquencement des symboles d'une matrice. Tout dépend par où nous 
commençons la lecture de la matrice. Pour mieux expliquer, nous allons nous baser 
sur des figures et par la suite nous présenterons nos commentaires. 
Nous remarquons à partir des figures 2.8 et 2.9 que les symboles en sortie du 
premier type d'entrelaceur sont moins espacés que ceux du deuxième. Intuitive- 
Entrée 
Sortie de I'entrelaceur Hélicoïdal 
GDIHB 
Figure 2.8: Principe d'un entrelaceur hélicoïdal G D i H B  
Entrée 
Sortie de i'entrebceur H~licoiâal 
Figure 2.9: Entrelaceur hélicoïdal GD/BH 
ment, nous pouvons dire que l'utilisation de deuxième type d'entrelaceur dans le 
code turbo devrait fournir de meilleures performances. 
2.3.3 Entrelaceur de type aléatoire 
2.3.3.1 Entrelaceur pseudo-aldiatoire 
Le concept fondamental d'un entrelaceur pseudo-aléatoire est simple niais sa 
réalisation en pratique est plus complexe que celle des entrelaceurs bloc classique 
et hélicoïdal. Une fois que les symboles d'un bloc sont introduits dans la matrice 
d'un entrelaceur pseudo-aléatoire, les symboles en sortie sont choisis d'une fqon 
quasi-aléatoire de telle manière qu'il ne faut pas répéter le même symbole déjà 
sélect ionné. 
Comme la sélection est aléatoire, iI sera impossible de connaître les positions des 
symboles à la sortie de la matrice d'entrelacement. Par conséquent. i l  serait utile 
de garder une table de correspondance entre les anciennes et les nouvelles positions 
des symboles entrelaces afin de pouvoir délacer ces derniers 1391. 
2.3.3.2 Entrelaceur pseudo-aléatoire pair-impair 
Figure 2.10: Entrelaceur pseudo-aléatoire pair-irn pair 
Les entrelaceus pseudo-aléatoires pair-impair sont des entrelaceurs pseudo- 
aléatoires avec une simple condition : les symboles avec leurs positions initiales 
paires (respectivement impaires) seront entrelacés aléatoirement en sortie dans 
des positions paires (respectivement impaires). La figure 2.10 montre un exem- 
ple d'entrelaceur pseudo-aléatoire pair-impair. 
2.3.3.3 Entrelaceur symétrique 
Dans la plupart des cas, l'entrelaceur et le désentrelaceur sont implémentés sé- 
parément puisqu'ils sont différents. Par conséquent, le besoin en espace mémoire 
risque d'être énorme surtout pour des entrelaceurs de grandes tailles. Ce problème 
peut être résolu par l'utilisation d'un entrelaceur symétrique 1391. 
En effet. l'entrelaceur symétrique échange les positions des symboles d'une 
séquence deux à deux sans répétition. Autrement dit, pour deux symboles a et 
b de positions initiales respectives I et J, si a a la position J après entrelacement 
alors nécessairement b devra occuper celle de I .  Un exemple illustrant le principe 
de l'entrelaceur symétrique est présenté à la figure 2.11. 
Entrelacement 
Figure 2.1 1: Entrelaceur et désentrelaceur symétrique 
2.3.3.4 Ent relaceur pseudeal6atoire pair-impair symétrique 
Une idée intéressante serait d'ajouter une contrainte supplémentaire à l'entrelaceur 
pseudo-aléatoire pair-impair. Elle consiste à introduire le critère de symétrie. 
Figure 2.12: Entrelaceur pseudo-aléatoire pair-impair symétrique 
Autrement dit , l'ent relaceur pseudo-aléatoire pair-im pair symétrique permet d'échanger 
les positions, paires ou bien impaires. de deux symboles entre eux. La figure 2.12 
montre un exemple d'entrelaceur pseudo-aléatoire pair-impair symétrique. 
2.3.3.5 Entrelaceur S-alhatoire 
Figure 2.13: Entrelaceur S-aléatoire S = 2 
Les entrelaceun Saléatoires ont été proposés pour la première fois par Divsalar 
et Pollar 1141. ils permet tent de changer aléatoirement le séquencement d'un bloc 
de telle manière que leurs symboles restent espacés d'au moins une distance S. 
Autrement dit, chaque position d'un symbole sélectionné sera comparé aux S po- 
sitions déjà sélectionnées précédemment. Si cette position est distante d'au moins 
f S par rapport aux S positions précédentes alors le symbole est retenu, sinon il 
est rejeté. Cela se fait jusqu'à la sélection de tous les symboles. Généralement, 
S < fi, où N est la longueur du bloc B entrelacer. Ainsi, pour S = 1 on retrouve 
l'entrelaceur pseudo-aléat oire classique. 
L'exemple de la figure 2.13 représente l'entrelaceur S-aléatoire pour un bloc de 
longueur 12, c'est-à-dire S = 2. 
2.4 Représentation matricielle de l'encodeur Turbo 
Avant d'entamer l'analyse de la performance d'erreur des codes turbo par la 
borne union, il est bon de considérer un encodeur turbo sous forme de code en 
bloc. Pour ce faire, il faudra trouver la matrice génératrice de deux codeurs convo- 
lutionnels montés en parallèle et séparés par un entrelaceur. 
Désignons par 1, P et E respectivement la matrice identité correspondant aux 
symboles systématiques, la matrice génératrice du codeur convolutionnel constitu- 
ant l'encodeur turbo et la matrice de l'entrelaceur. La taille de ces trois matrices 
est N x iV où iV est la longueur du bloc à coder. 
En fait, la matrice E est une matrice de permutation des symboles à coder par 
le deuxième codeur convolutionnel. Donc, sur chaque ligne et sur chaque colonne de 
cette matrice, nous devons trouver un seul 1 et tous les autres éléments seront à 0. 
En d'autres termes, le 1 dans la ligne i et la colonne j de la matrice E nous indique 
que le ieme symbole de la séquence à entrelacer va se trouver dans la jeme position 
de la séquence de sortie. Pour avoir plus de renseignements siir la représentation 
matricielle des ent relaceurs, le lecteur est invité a consulter l'annexe 1. 
Finalement, la matrice génératrice GTC de l'encodeur turbo peut s'exprimer 
Borne d'union sur la probabilité d'erreur du 
code turbo 
Comme nous l'avons vu au chapitre 1 la borne d'union sur la probabilité rl'errriir 
pour un décodeur basé sur l'algorithme à maximum de vraisemblance dépend de la 
distribution des poids du codeur en question (nombre de chemins qui divergent puis  
reconvergent). De plus, nous avons vu au paragraphe 2.4 que le code turbo peiit 
être représenté sous forme d'un code bloc. Par conséquent, on peut déterniiricr la 
borne d'union du codeur turbo de la même façon qu'au chapitre 1. II nous reste à 
déterminer seulement la distribution des poids du code turbo. 
Dans le cas du code turbo, le poids de Hamming d'un mot de code dépend des 
poids de la séquence des symboles systématiques, de la première séquence de parité 
et de la deuxième séquence de parité 1171. 
Soient w , zl et zz les poids respectifs de la séquence des symboles systématiques, 
de la première séquence de parité et de la deuxième séquence de parité. Alors. la 
distance de Hamrning d'un tel mot de code dans le cas du code turbo est égale 8: 
En fait, le poids de la deuxième séquence de parité est un peu difficile à déter- 
miner. Non seulement, il dépend de w mais aussi du type et de la taille de 
l'entrelaceur. Par la suite, nous allons essayer d'exposer les solutions et les al- 
gorithmes permettant de déterminer la distribution des poids de code turbo. 
2.5.1 Algorithme de Benedetto et al 
La solution proposée par Benedetto et Montorsi 161 et adoptée par 1301, consiste 
à utiliser un entrelaceur uniforme. En fait, en utilisant un entrelaceur de taille 
iV, il y aura M! permutations possibles wec une probabilité de 1/M! chacune pour 
réordonner une séquence de longueur N. Par contre pour une séquence de mernt1 
taille mais de poids de Hnmming w ,  il existe (W) possibilités équiprobables chacune 
de probabilité: 
1 w ! ( N  - w ) !  
L'utilisation d'un entrelaceur uniforme permet d'assurer une indépendance entre 
la distribution des poids du premier codeur et celle du deuxième. Par conséquent. 
on peut évaluer facilement la fonction de distribution des poids du code turbo par: 
où A::, et -4% sont respectivement les fonctions qui déterminent la distribut ion 
des poids pour toutes les séquences binaires de poids w du premier et du deuième 
codeur de telle sorte que d = dl  + d2. 
Normalement à partir d'une telle méthode nous ne pouvons pas déterminer la 
distance libre du code turbo. Dans 161 et 1161, on trouve une approximation de la 
distance libre appelée distance libre effective définie par : 
où zmin est la distance de Hamming minimale d'un mot de code pour une séquence 
à coder de poids w = 2. 
2.5.2 Algorithme utilisé pour la détermination du spectre du 
poids des codes turbo 
L'algorithme de Benedetto détermine d'une façon globale et approximative le 
spectre du poids des codes turbo. Nous proposons un autre algorithme qui  déter- 
mine précisément ce spectre pour un entrelaceur spécifique et qui reflète bien le 
mode de fonctionnement de la concaténation parallèle. 
Le concept de la nouvelle solution est extremement simple. II s'agit d'iiii algo- 
rithme qui génère toutes les séquences avec un poids w de telle sorte que le premier 
symbole est toujours a 1 pour assurer la divergence des chemins. Par la suite, 
chaque séquence sera codée par le premier et le deuxième codeur CRS. -4 la sortie 
de I'encodeur turbo, notre algorithme réalise une énumération exhaustive. il cal- 
cule en plus de la distance de la séquence systématique, les distances des séquences 
codées ou de parité qui convergent vers l'état zéro pour les deux CRS. Nous remar- 
quons alors que notre algorithme tient compte du type d'entrelaceur. 
La distance libre du code turbo depend d'une part de la taille et du type 
d'entrelaceur et d'autre part de la mémoire et la matrice génératrice du codeur 
CRS en question. Nous avons remarqué que la valeur de dl,, n'est pas toujours 
déterminée à partir d'une séquence de poids ut = 2. Elle peut être même évaluée 
pour w = 3, 4, 5.  
Notre algorithme explore le diagramme d'état afin de déterminer le nombre total 
de chemins qui divergent puis convergent. II peut déterminer le spectre en distance 
du code turbo ( ~ 2 ~ )  pour toutes les séquences de poids w vanant de 2 à 20. Nous 
avons suggéré que le nombre maximal 20 est sufisant puisque nous utilisons des 
séquences d'informations de longueur 20 bits. Il faut signaler aussi que le spectre 
est évalué seulement pour les distances entre dp,, et dl,,. + 10. 
L'effort de calcul et le temps d'exécution de notre algorithme est énorme surtout  
pour déterminer le spectre d'une séquence d'information de taille n > 100. Cela est 
dû à la génération de toutes les séquences de taille n et de poids w variant entre 2 et 
n. Par conséquent, la méthode de Benedetto et al est moins complexe et meilleure 
pour des séquences de taille supérieure à 100. 
R b  i/3. K a .  G 1-7 G2-5, Taille de I'enirebceur : 29 
1 O-' 1 1 I I I I 1 
' - ALgorithrne b bnuménüon exhaustive: rCinttiaiiition d'un seul code 
me b bnuméfaüon exhaustive: r é i n i a i i i n  de 2 codes 
1 1 1 1 t 
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Figure 2.14: Borne union du code turbo avec l'algorithme de Benedetto et notre 
algorithme à énumération exhaustive pour un entrelaceur de taille 20 
L'algorithme proposé calcul seulement les chemins qui divergent puis reconver- 
gent une seule fois. Cela veut dire qu'il ne compte pas les chemins qui divergent. 
En utilisant (1.19)' la borne d'union du code turbo peut être déterminée cn 
prenant Bd égale à: 
2.6 Conclusion 
Ce chapitre a présente en premier lieu les constituants et  l'architectiirr de 
l'encodeur turbo. Par la suite. nous avons décrit I'entrelaceur qui  est iin des mots- 
clé du code turbo. Différents types d'entrelaceur ont été présentés. Enfin. la borne 
union du code turbo a été évoquée afin d'avoir une idée d'une part sur la distribiition 




Un des concepts fondamentaux du codage turbo, que nous venons de voir dans le 
chapitre 2, est la concaténation en parallèle de deux codeurs systématiques. réciir- 
sifs (CRS) séparés par un entrelaceur. 
Nous allons dans ce chapitre, nous intéresser à un autre concept qui est le dé- 
codage itératif. Après avoir exposé les principes et avant d'aborder le critère d'arrêt 
des itérations, nous présenterons l'algorithme de décodage le plus utilisé dans les 
décodeurs turbo. 
Nous limitons notre étude, dans ce chapitre, au décodage turbo correspondant 
à la concaténation parallèle de deux codeurs. 
3.2 Principe de décodage itératif 
La figure 3.1 montre un diagramme simplifié d'un décodeur itératif qui est con- 
stitué de deux décodeurs (correspondant chacun à son propre codeur). d'un en- 
trelaceur et d'un désentrelaceur . 
I Information 
I~ IOh jde~r2 / - -~  
Symboles bruités Symboles bruités décodes 
provenant du d e u r  1 provenant du axieur 2 
Entrelaceur 
échangée 
Figure 3.1: Schéma de principe du décodage itératif 
Le principe de décodage itératif est très simple. 11 s'agit de répéter plusieurs 
fois l'échange d'information pondérée sur les bits d'information entre les deux dé- 
codeurs jusqu'à l'obtention des performances de décodage désirées. En fait, le 
décodage itératif se fait en plusieurs itérations. Chaque itération de décodage irn- 
plique deux décodeurs. 
Pour une première itération et après avoir décodé les symboles associés au pre- 
mier codeur, le décodeur 1 fait passer un bloc d'information en quantification douce 
vers le décodeur 2. Ce dernier dispose de cette information ainsi que des symboles 
bruités issus du deuxième codeur pour pouvoir corriger certaines erreurs qui n'ont 
pas été détectées par le décodeur 1. A la deuxième itération, si le décodeur 1 
peut avoir accès à plus d'informations alors sûrement il fournira des performances 
meilleures que celles obtenues durant la première étape. Autrement dit, le dé- 
codeur 1 reçoit en plus des mêmes symboles bruités issus du premier codeur, un 
bloc d'information en quantification douce provenant du décodeur 2. 
Ainsi, d'une itération a une autre, le processus d'échange d'information se répète 
jusqu'à une saturation oii les deux décodeurs ne peuvent améliorer la performance 
d'erreur. 
La séquence d'information supplémentaire échangée qui  se présente à 1'entri.e 
de l'un des deux décodeurs s'appelle séquence d'information à priori. Elle doit être 
indépendante de toutes les entrées de I'aut re décodeur condi t ionnellernent sur les 
bits d'information. En pliis, elle doit contenir des symboles erronés qui sont réor- 
donnés et non regroupés ensemble afin d'augmenter l'efficacité de décodage. D'oii 
l'intérêt de la présence de l'entrelaceur ou de celle du désentrelaceur entre IPS deux 
décodeurs. 
Généralement, les deux décodeurs utilisent un algorithme de décodage 5 dtci- 
sion pondérée, c'est-à-dire minimisant la probabilité d'erreur par symbole. Un tel 
décodeur est appelé décodeur APP. 11 fournit une probabilité à posteriori (APP: .i 
Posteriori Probability) sur chaque symbole d'information émis conditionnellement 
à la séquence reçue (les observables) . 
Pour illustrer les décodeurs APP, nous considérons l'exemple d'un codeur CRS 
de taux de codage R = 112. A la réception, nous avons deux séquences de N 
symboles reçues : Xr = (xi ,x2, .  . ,I,, . . .,zn) et Yp = (y l ,gz , .  . . . yn7. .  . y , ~ )  
associées respectivement à la séquence systématique et à celle de parité. Ainsi, 
les entrées du décodeur APP sont Xr, Yr et A?, la séquence de l'information à 
priori. Ces séquences seront désignées par: 
où AT = (AI, &, . . . , h,, . . . , AN) tel que chaque élément est représenté par: 
où ri, est le symbole d'information à l'instant n. 
A la sortie du décodeur APP, la mesure de fiabilité sur chaque symbole un.  
appelée aussi rapport de vraisemblance, est notée par: 
La règle de décision qu i  détermine le symbole le plus vraisemblable est ln suiv- 
ante: 
A 2 0 : le bit décodé est Un = 1 
A, < O : le bit décodé est û, = O 
Revenons maintenant au décodage itératif. Nous avons vu précédemment que 
(séquence de l'information à priori) devrait être indépendante des entrées du 
décodeur en cours conditionnellement sur les bits d'inlormation. Par conséquent. 
nous devrons bien décomposer la sortie A, en des parties afin de faire apparaître 
l'information à échanger entre les deux décodeurs. En utilisant les (3.1) et (3.3), 
nous pouvons exprimer :ln par: 
Pr@, = lIX;-', zni =+l, Yr, A:-', An, A:,) 
= in 
PT@, = oIx;-',z,, &*+,,YL, A;-', A,, AL,) (3.5) 
Posons V, = (x;-', ~ f + ~ ,  YF, A;-'? AL) avec v+, = (z,+~, zn+?: . . . , =,y) et 
- N  An+1 = ( in+Li  An+a, - .  y ! i N ) -  
Supposons que les variables x,, in et V, sont indépendantes entre elles condi- 
tionnellement sur un alors An peut s'exprimer par: 
- 
Pr(un = Ilxn: LIni Vn) 
A, = In - 
Pr(u,  = Olx,, A,, V,) 
Or ~ r ( . i , )  est un facteur constant et commun aussi bien pour le numtrateur 
que le dénominateur. De plus. dans le cas d'un canal Causien, x, est une variable 
aléatoire Gaussienne de moyenne (?un - 1) et de variance a2. Nous avons alors: 
D'autre part. nous savons que Pr(un = 1) = 1 - Pr@, = O) et en utilisant 
(X?), les valeurs Pr(u,  = 1 (.in) et Pr(u,  = O l i i n )  peuvent s'exprimer par: 
En combinant (3.6), (3.7) et ( 3 . Q  An peut s%crire comme: 
2 - 
A,, = -xn + A, + Le, 
O* 
= Li, + La, + Le, 
Ainsi. le rapport de vraisemblance An est composé de trois termes. Le premier 
terme Li, est appelé information intrinsèque puisqu'il contient la contribution di- 
recte de l'information systématique. Le deuxième terme détient la contribution de 
l'information à priori A,, il est désigné par Lan. Quant au dernier terme, il est a p  
pelé information extrinsèque. Cette appellation provient du fait que Le, contribue 
dans le calcul de A, en utilisant d'autres informations et non les variables h, et 
x,. Elle peut alors améliorer la fiabilité du symbole x,. 
En décodage itératif, la séquence d'information intrinsèque est toujours disponible 
pour les deux décodeurs. Par conséquent, la seule partie du rapport de vraisem- 
blance A, à faire passer d'un décodeur à un autre est la séquence d'information 
extrinsèque. .Ainsi, après avoir été entrelacée ou délacée, cette séquence sera trans- 
formée en une séquence d'information à priori. Autrement dit, au cours d'une 
itération, l'information extrinséque obtenue 5 la sortie d'un décodeur devient une 
information à priori pour l'autre décodeur. 
Finalement, i\, peut s'exprimer par : 
An = Li, +  en? +   en 
où k désigne le numéro de l'itération,  en;' est l'information extrinsèque réordon- 
née générée par le précédent décodeur APP. et n' est l'indice indiquant l'effet de 
l'entrelaceur ou désentrelaceur. 
La figure 3.2 illustre un décodeur XPP avec ces différentes entrées-sorties. Dans 
la section suivante nous parlerons des algorithmes de décodage. utilisés par un 
décodeur -4 P P. 
Figure 3.2: Entréessort ies d'un décodeur APP 
3.3 Algorithmes de décodage 
En 1971, Bahl et al 111 ont présenté un algorithme de décodage optimal pour les 
codes convolutionnels désigné dans la littérature par l'algorithme de BCJR (Bahl, 
Cocke, Jelinek, et Raviv). L'appellation algorithme optimal provient du fait qu'il 
minimise le taux d'erreur par symbole et non par séquence de symboles. 
Par rapport à l'algorithme de Viterbi qui consiste à minimiser la probabilitt 
d'erreur d'une séquence de symboles, la complexité de l'algorithme de BCJR est 
très élevée. Par conséquent, il a été ignoré pendant longtemps. 
En 1993, l'algorithme de BCJR a été modifié par Berrou et al. On l'appela alors 
algorithme h1AP (Mauimum A Posteriori). D'autres représentations de ce dernier. 
exprimées dans le domaine logarithmique, ont été proposées telle que Log-MAP et 
Mau-Log-MAP que nous allons détailler ultérieurement. 
11 existe un autre algorithme utilisé par le décodeur APP qui est une ver- 
sion modifiée de l'algorithme de Viterbi. En effet, dans 1251 Hagenauer et Hoc- 
her ont présenté une méthode qui estime la fiabilité d'un symbole décodé en util- 
isant l'algorithme de Viterbi. La version qui en a résulté est appelée SOVA (So ft 
Output Viterbi Algorithm). Par la suite des améliorations ont été faites pour 
l'algorithme SOVA. Résultat, dans 1231 Fossorier et al ont montré une équivalence 
entre l'algorithme Mau-Log-MAP et celui de SOVA. 
Dans notre recherche, nous nous sommes intéressés seulement à l'algorithme 
MAP et à ses différentes variantes. 
3.3.1 Algorithme MAP 
Nous allons présenter brièvement l'algorithme MAP. Pour plus de renseigne- 
ments, le lecteur est renvoyé à l'annexe II. 
Comme nous l'avons vu dans le paragraphe précédent, les entrées du décodeur 
APP sont : (XI, Y r  et A r ) .  Elles sont représentées par le vecteur Rr. Con- 
sidérant alors, R, = (xn, y,, A,) comme le vecteur qui se présente à l'entrée du 
décodeur à l'instant n. Ainsi, tel que montré à l'annexe II, la sortie pondérée de 
décodeur APP utilisant l'algorithme MAP peut être exprimée par: 
où sr et s sont les état.s de codeur respectivement aux instants n - 1 et n. Les quan- 
tités a. ; et B sont des probabilités définies dans l'annexe II. Elles sont appclécs 
respectivement métrique d'état en avant, métrique de branche et métrique cI'(.t:it 
en arrière. Elles sont reliées à la probabilité de transition des états du cocieur et à 
la probabilité de transition du canal. 
La métrique de branche y;(&, s', s), i E {O, 1) peut s'écrire: 
ou c, est le bit de parité associé à la transition entre l'état s' et l'état s par 
l'introduction du symbole d'information un. La probabilité Pr(S, = s l u ,  = 
i, Sn-l = Y') est égale à O ou à 1. Elle dépend s'il y a ou non une transition 
dans le treillis entre l'état s' et l'état S. 
Les valeurs de a et @ peuvent être calculées par récurrence en commençant 
respectivement par le début et la fin du bloc reçu: 
où 111 est la mémoire du codeur CRS. 
Pour la mise en oeuvre de l'algorithme LIAP, il est nécessaire d'initialiser les 
valeurs de récurrences a et p. Dans le cas où I'état initial et l'état final de deux 
codeurs sont zéro, on a: 
1 s i s = O  
a&) = 
O autrement 
i s i s = O  
O autrement 
Mais si la terminaison vers I'état zéro est ignorée po 
I'initialisation de 9 deviendra : 
u r  les dei 
(3.16) 
LX codeurs dors 
3.3.2 Algorithme Log-MAP 
Le décodage utilisant l'algorithme M4P, nécessite beaucoup de mémoire et un 
grand nombre d'opérations (multiplications et exponentielles). Par conséquent, 
l'implémentation d'un tel algorithme dans un système de communication est une 
tâche très complexe. 
Toutefois, l'utilisation de la représentation logarithmique des différentes quan- 
tités y, a et pl notées respectivement par - 7, <r et - ,i3, simplifie beaucoup la tâche de 
l'implémentation et diminue ainsi la complexité de l'aigorithme M.4P. La version 
résultante est appelée algorithme Log-MAP [32j. 
Les expressions de 7, g et  sont: - - 
En introduisant ces nouvelles expressions dans (3.1 l), An peut s'écrire sous la 
forme suivante: 
D'après l'algorithme Jacobien (191, définit par la fonction R, l'expression 1 + a" 
peut être réécrite par: 
1 + an(*) 
Par analogie: 
Ou encore 
et d'une façon générale et récursive, on trouve: 
Une conséquence de (3.21) est que les expressions de - 7, cr, - et A, peuvent étre en- 
tore simplifiées et rendant ainsi l'algorithme Log-LIAP moins complexe. Toutefois. 
les performances de cet algorithme sont les mêmes que celle de MAP. 
.Avec l'algorithme Log-bIAP, les initiations des différentes quantités g et - 3 sont: 
0 Si les deux codeurs commencent et finissent à l'état zéro alors: 
O s i s = O  O s i s = O  
(3.25) 
-w autrement -m autrement 
0 si l'état final des deux codeurs est inconnu alors: 
O s i s = O  
-00 autrement 
et p N ( s )  = -Mln2, ~ = 0 , 1 , . . . , 2 ~ ~ -  1. (3.26) 
3.3.3 Algorithme Max-Log-MAP 
Afin de réduire la complexité de l'algorithme Log-MAP, l'expression de (3.24) 
peut être simplifiée par l'approximation suivante: 
Ainsi toutes les opérations de multiplication dans l'algorithme MAP sont rem- 
placées par des additions. La version obtenue est désignée par algorithme &NP 
sous optimal ou bien Max-Log-MAP 1381. Elle est identique de point de vue corn- 
plexité et performance à celle de S0V.k 
3.4 Décodage itératif Turbo 
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Figure 3.3: Décodeur turbo 
Dans la suite. nous appelons DECl le décodeur avec l'entrée de parité 1 et 
DECZ le décodeur avec l'entrée de parité 2. 
Chaque décodeur génère, pour chaque symbole, une valeur appelée Probabilité 
à Posteriori (APP) en utilisant la sortie de l'autre décodeur comme entrée à priori 
181. Cette procédure se répète jusqu'à atteindre une condition prédéterminée qui 
représente le critère d'arrêt de la procédure. 
A la ieme itération, le DECl reçoit l'information systématique Y i ,  la parité 1 
(Y:') et l'information à priori Lai(i) = Lef ( i  - 1) (qui est égale à zéro au début 
de décodage : lère itération) pour générer les informations extrinsèques ~ e ' ( i )  qui 
seront entrelacées avant d'être transmises au DEC2 comme entrée à priori ~a*( i ) .  
A l'instant k, le LLR à la sortie du DECl est égal à: 
2 
11; (i) = Y; + La:(i) + ~ e : ( i )  
Le DEC:! dispose de Le: (i) (information extrinsèque entrelacée)? de l'information 
systématique entrelacée YiS et de la parité 2 (Y?) pour générer l'information ex- 
trinsèque Le:(i) qui sera délacée à son tour, puis retournée, via la boucle de retour. 
vers le DECl. Le LLR à la sortie du DEC2 est égal à: 
et ainsi la performance de décodage s'améliorera d'une itération à une autre jusqu'h 
la saturation. A ce moment, la valeur de la probabilité à posteriori sera quantifiée 
pour générer la séquence des bits décodés qui sera délacée c'est-à-dire remise dans 
l'ordre original. 
Dans l'annexe II  et plus particulièrement avant le développement de (11.16)? 
l'indépendance entre les entrées d'un décodeur à l'instant k conditionnellement sur 
la transition de l'état Sk-I vers Sk doit étre assiirée. Sinon, l'algorithme 31.4P ne 
peut pas étre utilisé. Or, dans le cas du code turbo et durant la première itération 
cette condition est encore valide, mais à partir de la deuxième, une certaine dépen- 
dance peut exister. 
En effet, au début de décodage l'information a priori du décodeur 1 est égale à 
zéro donc il n'y a pas de dépendance entre les entrées de ce dernier. Pour le deux- 
ième décodeur l'information à priori est indépendante des autres entrées puisqu'elles 
n'ont pas contribué à sa génération. Cependant, à partir de la deuxième itération 
et à l'instant k, le décodeur 1 reçoit une information à priori dépendante de Y,' 
et de yiP. Par conséquent, il y aura une violation de la condition d'utilisation de 
l'algorithme MAP. 
Toutefois, la présence des entrelaceurs diminuent la corrélation entre les entrées 
de décodeurs. Plus la distance entre les symboles initialement proches est grande 
après l'entrelacement plus la décorrélation est élevée. En effet, dans leurs positions 
initiales i et j, les symboles occupent après entrelacement k et 1 comme nouvelles 
positions: plus Ik - II est supérieur à 12 - j l ,  meilleures sont les performances. 
La saturation du code turbo provient de mauvais choix d'une part du type 
et de la taille des entrelaceurs et d'autre part des codeurs élémentaires CRS qui 
contribuent peu à augmenter la distance libre dl,,, de I'encodeur turbo 1311. Plus 
les tailles des entrelaceurs sont élevées, moins les entrées d'un tel décodeur sont 
corrélées. 
3.5 Résultats de simulation 
Le code turbo est le seul type de code correcteur d'erreurs qui se rapproche assez 
près de la limite de Shannon. Cependant, son comportement dépend de beaucoup 
de paramètres. Dans cette section, nous allons présenter les effets de la taille de 
l'entrelaceur, l'influence de la longueur de mémoire des codes CRS et aussi celle 
du nombre de ses boucles de retour sur la performance d'erreur des codes turbo. 
L'effet de choix du canal et du nombre d'itérations vont être également évoqués. 
Tous les résultats de simulation présentés sont basés sur le décodage itératif 
turbo en utilisant l'algorithme Log-MAP, sauf à la dernière section où une corn- 
paraison de performance sera faite entre cet algorithme e t  celui de hlax-Log-MXP. 
3.5.1 Effet de la taille de l'entrelaceur s u r  la performance 
des codes turbo 
La longueur des entrelaceurs est un paramètre très critique pour la performance 
des codes turbo. Elle affecte les propriétés de distance, en particulier la distance 
libre du code utilisé. L'augmentation de la taille des entrelaceurs produira un effet 
de désordre plus élevé, donc une diminution de la corrélation entre les entrées de 
décodeurs. 
La figure 3.4, montre bien qu'une augmentation de la taille des entrelaceurs 
engendre une amélioration de la performance. Cependant et au-delà d'une certaine 
valeur de cette taille, il serait inutile d'augmenter davantage car l'amélioration 
apportée ne fournit pas beaiicoup de gain mais plutôt un accroissenient du délai 
surtout pour des rapports signal sur bruit élevés. 
Figure 3.4: Influence de la taille de I'eotrelaceur aléatoire sur la performance des 
codes turbo dans un canal AWGN avec K = 5, G = (1,21/37) et R, = 113 
Nous remarquerons que plus la taille de l'entrelaceur est faible. plus vite le code 
turbo sature. Cela est dû à une diminution de la distance libre qui est proportion- 
nelle aussi bien à la taille que le type des entrelaceurs (61. 
Pour des faibles rapports signal sur bruit, la taille des entrelaceurs joue un 
rôle très important pour diminuer la probabilité d'erreur. Suivant le type des 
entrelaceurs, plus la taille est élevée plus le code turbo se rapproche de la limite de 
Shannon 181. 
3.5.2 Effet du type de l'entrelaceur sur la performance des 
codes turbo 
Dans le chapitre 2, nous avons classé les entrelaceurs en trois grandes classes: les 
entrelaceurs convolutionnels, les entrelaceurs en blocs et les entrelaceurs aléatoires. 
Pour connaître les effets des entrelaceurs sur la performance des codes turbo. nous 
allons procéder à une étude par classe et par la suite sélectionner et comparer les 
meilleurs d'entre eux. 
Figure 3.5: Performance des codes turbo utilisant différents entrelaceurs convolu- 
tionnels de taille 900 dans un canal AWGN avec K = 3, G = (1,517) et R,, = 112 
0 Classe des entrelaceur~ convolutionnels: suivant la figure 3.5 le meilleur 
entrelaceur est l'entrelaceur à double décalage cyclique. Cet entrelaceur 
présente aussi une plus grande distance libre que les autres types puisque 
la convergence (saturation) de l'algorithme MAP arrive un peu en retard. 
0 Clusse des entrelaceurs en bloc: d'aprés la figure 3.6 comme première 
remarque, nous pouvons affirmer que l'entrelaceur hélicoïdal est meilleur que 
l'entrelaceur bloc classique. En deuxième constation et comme il est dit dans 
le chapitre 2, les résultats de simulation prouvent que l'entrelaceur hélicoïdal 
BH de la figure 2.9 fournit plus de gain de codage que celui HB de la figure 
2.8. 
Figure 3.6: Performance des codes turbo utilisant différents entrelaceurs blocs de 
taille 900 dans un canal AWGN avec K = 3, G = (1,517) et R, = 112 
Classe des entreloceurs aléatoires: le résultat de simulation de la figure 
3.7, montre clairement que I'entrelaceur Saléatoire fournira les meilleures 
Figure 3.7: Performance des codes turbo utilisant différents entrelaceurs aléatoires 
de taille 900 dans un canal .WGN avec K = 3, G = (1,517) et RgP = 112 
Figure 3.8: Performance des codes turbo utilisant différents entrelaceurs aléatoires 
de taille 4096 dans un canal AWGN avec K = 3, G = (1,517) et R, = 112 
performances pour le code turbo. Cependant, il est très complexe à mettre 
en oeuvre et lors de sa génération il présente plus de retard que les autres 
entrelaceurs aléatoires 1391. 
Pour montrer la différence entre les autres types d'entrelaceur aléatoires, nous 
avons augmenté la taille des différents entrelaceurs afin de pouvoir comparer 
l'influence apportée par chacun entre eux. A partir de la figure 3.8. nous 
pouvons classer ces différents entrelaceurs du plus mauvais au meilleur comme 
suit: pseudo-aléatoire, pseudo-aléatoire pair-impair, symétrique, S-aléatoire. 
3.5.3 Effet du choix des codes CRS sur la performance des 
codes turbo 
Généralement. une augmentation de la mémoire des codes élémentaires con- 
tribue à une augmentation de la distance libre donc à une amélioration dcs perfor- 
mances asymptotiques des codes turbo. 
Avant d'exposer l'influence de la mémoire des codes CRS sur la performance 
des codes turbo, il serait bien de montrer le comportement de ces derniers pour 
une même longueur de contrainte mais avec différents vecteurs générateurs G = 
(1, G2/G1). L'idée est de verîfier l'influence du nombre de boucles de retour : la 
valeur du dénominateur G1 sur la performance des codes turbo. A priori, nous avons 
pensé que si la valeur de Cl augmente alors il y aura sûrement plus d'amélioration. 
Ceci est vrai seulement pour des faibles rapports signal sur bruit, comme 1-indique 
la figure 3.9 et 3.10 résultats de simulation avec un entrelaceur aléatoire, taux de 
codage Rw = 113 et pour des longueurs de contrainte respectivement K = 5 et 
K = 4. Pour des valeurs de &/No > 0.5 dB les codes CRS avec des faibles G1 
apportent plus de gain de codage et moins de saturation. 
Ce comportement reste le même pour des valeurs de t a u  de codage élevées. 
Figure 3.9: Influence du chois des codeurs CRS de longueur K = 5 sur la perfor- 
mance du code turbo dans un canal . W G N  avec R, = 113 et taille de I'entrelaceur 
= 4096 
Avec une mémoire très faible .\.l = 2 nous remarquons d'après la figure 3.11 que 
le code turbo présente des meilleurs performances avec Cl élevé pour toutes les 
valeurs de Eb/:Vo. Vu que les performances en terme de probabilité d'erreur pour 
les deux codeurs &mentaires sont très loins de 10-~,  la légère différence entre les 
deux courbes de cette figure est ignorée surtout à &/No faible. 
L'explication liée à ce phénomène reste encore inconnue. Nous avons même 
étudié le comportement de la distribution de poids pour les différents codes déjà 
mentionnés, mais aucune interprétation valide peut être déduite. 
Nous nous intéressons maintenant à l'effet de la mémoire sur la performance 
du code turbo. D'après ce que nous avons dit précédemment, il faudrait bien 
choisir l'intervalle des valeurs de Eb/No avec leurs meilleurs vecteurs générateurs 
pour chaque valeur de longueur de contrainte K. Les figures 3.12 et 3-13' résultats 

Figure 3.12: Influence de la longueur de la mémoire des codeurs CRS sur la perfor- 
mance du code turbo dans un canal AWGN avec R, = 113 et taille de I'entrclaceur 
aléatoire 900 
Figure 3.13: Influence de la longueur de la mémoire des codeurs CRS sur la perfor- 
mance du code turbo dans un canal AWGN avec R,, = 113 et taille de I'ent relaceur 
aléatoire 4096 
Figure 3.14: Influence du choix des codeurs CRS sur la performance du rode turbo 
dans un canal M G N  avec R,, = 113 et taille de I'entrelaceur alkatoirr 4096 
de simulation avec des tailles d'entrelaceur aléatoires respectivement 900 ct -1006. 
montrent clairement qu'une augmentation de la longueur de mémoire engendre 
une meilleure performance mais en contre partie l'algorithme hlAP deviendra plus 
complexe. D'autre part, la figure 3.14 illustre qu'il est inutile d'utiliser le vecteur 
G = (1,21/37) avec K = 5 dans le cas du code turbo de taux de codage Rw = 1/3 
avec Eb/l& > 0.5 dB, puisque les performances obtenues avec une longueur de 
contrainte K = 4 et G = (1,17/15) seront meilleures à partir d'une telle valeiir. 
3.5.4 Effet du nombre d'itérations sur la performance des 
codes turbo 
Considérons un code turbo de taux de codage R, = 113 avec un vecteur 
générateur G = (l,ZI/X) et un entrelaceur aléatoire. Les résultats de simula- 
tion sont illustrés aux figures 3.15 et 3.16 correspondant respectivement aux tailles 
d'entrelaceur 22500 et 4096. 
L'augmentation du nombre d'itérations joue un effet considérable sur la perfor- 
mance en terme de probabilité d'erreur. Cependant, il présentera une limite à partir 
de laquelle les mêmes performances seront obtenues selon la taille des entrelaceurs, 
la caractéristique des codes élémentaires et le rapport signal sur bruit. Par exemple, 
Avec I'entrelaceur de taille 4096 et au delà de 8 itérations, il n'y aucune améliora- 
tion par contre avec une taille de 22500 la saturation est atteinte à la 10""" itération. 
Lors de la saturation c'est à dire convergence de I'algorithme, il serait alors 
important d'interrompre le processus de décodage et limiter le nombre d'itérations 
par l'utilisation des critères d'arrêt. Différents critères seront présentés dans la 
prochaine section. 
Figure 3.15: Influence du nombre d'itérations sur la performance des codes turbo 
dans un caaal AWGN avec K = 5, G = (1,21/37), R, = 113 et taille d'entrelaceur 
aléatoire 22500 
Figure 3.16: Influence du nombre d'itérations sur la performance des codes turbo 
dans un canal AWGN avec K = 5, G = (1 ,21 /3 ï ) ,  R, = 113 et taille d'entrelaceur 
aléatoire 4096 
3.5.5 Effet du choix du type de canal sur la performance des 
codes turbo 
Les performances en terme de probabilité d'erreur par bit du code turbo dans 
les canaux de Rayleigh et Gaussien sont obtenues par simulations. Les résultats 
de ces simulations sont illustrés dans la figure 3.17 en utilisant un taux de codage 
R,, = 113, une mémoire de valeur 4, taille d'entrelaceur aléatoire 900 et un  vecteur 
générateur G = (1,21137). 
Pour la même valeur de rapport signal sur bruit et le même nombre d'itérations, 
nous remarquons que le rapport obtenu entre les probabilités d'erreurs avec le canal 
Gaussien et celui de Rayleigh est au moins IO-? Aussi, après deux itérations, nous 
pouvons dire qu'avec un canal de Rayleigh la performance chute de 1.5 dB par 
rapport à un canal Gaussien 1301. 
Figure 3.17: Performance du code turbo dans un canal AWGN et Rayleigh avec 
K = 5, G = (1,21/37), R,, = 113 et taille d'entrelaceur aléatoire 900 
Figure 3.18: Performance du code turbo utilisant l'algorithme Log-b1AP et Mau- 
Log-MAP avec K = 5. G = (1,21/37), R,  = 113 et taille d'entrelaceur aléatoire 
900 
3.5.6 Performance des codes turbo utilisant I'algorit hme Max- 
Log-MAP 
La figure 3.18 montre les performances des codes turbo utilisant l'algorithme 
Log-hl AP et Evlau-Log- MAP. Nous remarquons que les performances chu tent surtout 
pour des faibles rapports signal sur bruit. Cependant, dans le cas d'un entrelaceur 
aléatoire de taille 900 et un codeur CRS de vecteur générateur G = (1,21/37) avec 
a ion mémoire 4. l'algorithme Mau-Log-MAP peut être utilisé sans aucune dégrad t '  
de la performance pour des valeurs de Eb/No > 1.2dB. 
3.6 Critères d'arrêt pour le décodage turbo 
Le décodage turbo se fait d'une manière itérative. Le nombre d'itérations est 
limité puisque après un certain nombre, le décodage sera saturé et les pcrforninnc~s 
ne s'améliore plus. Afin de contrôler et arrêter ce processus et gagner par la suite 
plus de temps d'exkution, une condition appelée critère d'arrêt devrait étrc vérifiée 
après chaque itération. Dans la littérature, nous trouvons plusieurs critères d'arrêt. 
Nous allons dans la suite les citer, les modifier et ainsi présenter notre solution. 
Nous nous sommes basés sur les modifications introduites aus  anciens critères 
et celui que nous proposons, pour faire le contrôle d'arrêt aussi bien à la sortie de 
DECl que le DEC2. Par conséquent, la décision sur les bits décodés se fait à la 
sortie des deux décodeurs comme l'indique la figure 3.19. Par cette modification, 
nous espérons avoir encore une diminution du délai de décodage au moins d'une 
moitié d'itération. 
3.6.1 Entropie croisée (CE: Cross Entropy) 
L'entropie croisée est utilisée pour mesurer la ressemblance entre deux distribu- 
tions. Dans sa version initiale 1261, ce critère est définit comme suit: 
" ; 4 U y : ,  Ir;. 
U 
Bit décoâ4 
Figure 3.19: Schéma d'une double décision dans le décodage turbo 
A l'instant k, la différence entre l'information extrinsèque à la iGme itération et 
celle de ( i  - 1)@" pour le DEC? est: 
Ainsi. l'entropie croisée T2(i) correspondant au DEC:! à la i'me itération, peut 
être évaluée approximatiwment par: 
Finalement, le critère d'arrêt est le suivant: 
Si T2 (i)/T2(1) = 1od2 .Y IO-', on arrête le décodage 
Nous pouvons modifier et encore améliorer ce critère, c'est-à-dire diminuer en- 
core le temps de décodage? par la détermination de l'entropie croisée aussi bien à la 
sortie du DECl que le DECZ. Nous désignons par CEM le critère d'arrêt résultant. 
Pour ce faire, nous devons aussi déterminer la différence entre l'information 
extrinsèque à la ieme itération et celle de (i - 1)'"' pour le DEC1, qui est définie 
par: 
ALek(i) = Lei (i) - Lei@ - l), i > 1 (3 .32)  
Et ainsi, l'entropie croisée Tl (2) correspondant au DECl est : 
Dans ce cas le critère d'arrêt serait d'une façon générale: 
Si T,(i)/T2(1) = 1 0 - ~  - IO-", ( n  = l , 2 )  on arrête le décodage 
Cette modification a été faite au prix d'une augmentation de complexité. En fait, 
il est clair que le contrôle du critère d'arrêt à la sortie du premier et du deuxième 
décodeur demande deux fois plus d'opérations de calcul que s'il se fait seulement à 
la sortie du deuxième. 
3.6.2 Critère d'arrêt SCR (Sign-Change-Ratio) 
Soit C2(i) le nombre de changement de signe entre les éléments de la séquence 
d'information extrinsèque ~e'(2 - 1) à la ( 2  - l)eme itération et ceux de la séquence 
d'information extrinsèque ~ e ' ( i )  à la ihe itération avec i > 1 1-131. 
Le critère SCR est très simple par rapport a celui de CE. II s'agit de contrôler 
le rapport T. S'il est inférieur A 5 (0.005 -- 0.03) alors le décodage peut être 
arrêté sans presque aucune dégradation de la performance. 
Nous pouvons encore modifier ce critère par l'évaluation du nombre de change- 
ments de signe entre les éléments de la séquence d'information extrinsèque ~ e '  (i - 1) 
C ( i 1  et ~ e '  (i). Par conséquent, nous devons déterminer le rapport 7, (n = 1,2)  qui 
doit être 5 (0.005 - 0.03) pour arrêter le décodage. Nous désignons par SCRM le 
critére d'arrêt résultant. Dans ce cas, la complesité est le double de celle du SCR 
classique. 
3.6.3 Critere d'arrêt HDA (Hard-Decision- Aided) 
L'information de fiabilité à la fin de chaque itération peut fournir une informa- 
tion concernant la convergence du processus de décodage 1-131. 
A la (i - l)eme itération, on sauvegarde la séquence d'information de fiabilité 
A2(i - 1) dans une mémoire tampon. Lors de la ieme itération, on compare la 
séquence d'information de fiabilité A2(i)  à celle de A2(i - 1). Si les éléments de 
ces deux dernières séquences présentent les même signes, alors le décodage pourrait 
s'arrêter. 
Nous pouvons appliquer la même procédure à la sortie du DEC1. c'est à dire 
comparer AL (i - 1) et A' (i). NOUS désignons par HDAhI le critère d'arrêt résultant. 
Dans ce cas. il est clair que nous avons besoin de deux rnénioires tampon. donc 
complexité double de celle du SCR. 
3.6.4 Critère d'arrêt HDA-rnixed 
Dans HD.4 modifie (HDAkl), nous comparons les séquences d'information de 
fiabilités A'(i) avec A1(i  - 1) cu bien A2(i) à A2(i - 1). 11 serait préférable de 
comparer à chaque demie d'itération les séquences A1( i )  avec A2(i - 1) OU bien 
A2(i) avec A1(i) .  Autrement dit, à chaque sortie de décodeur nous comparons les 
signes des éléments de la séquence d'information de fiabilité courante i la précédente 
sortie de fiabilité de l'autre décodeur. Dans ce cas, nous n'avons besoin que d'une 
seule mémoire tampon, pour garder une copie de la séquence de fiabilité de DECl 
ou DEC2. Cependant, à chaque itération cette mémoire est utilisée deux fois pour 
le sauvegarde des séquences. 
3.6.5 Comparaisons de la performance des différents critères 
d'arrêt 
L'efficacité des critères d'arrêt déjà mentionnés dépend de la taille de l'entrelaceur. 
du type de codeurs CRS et du rapport signal sur bruit Eb/&. En effet? pour des 
faibles rapports signal à bruit et pour des petites tailles d'entrelaceur, les ckodeurs 
n'arrivent parfois pas à satisfaire la condition d'arrêt. 
Pour résoudre ce problème, nous avons suggéré une condition de plus pour 
chaque critère: 
CE: Si le rapport T,(i)/T2(1), (n = 1,2)  reste constant après un certain 
nombre d'itérations i alors le décodage pourrait être arrêté. 
Cn(i) - P ( i - 1 )  SCR: Si le rapport - -,v , (n  = 1,2) avec le nonibrc d'itérations i 
alors il serait inutile de continuer le décodage itératif. 
HDX: à chaque itération, si le nombre des signes des éléments de la séquence 
d'information de fiabilité courante égal le nombre des signes de ceus de la 
séquence de fiabilité précédente alors le décodage pourrait é t re arré t 6.  
A partir d'une petite étude comparative entre les figures 3.20, 3.21. 3.22, 3.23, 
3.24, 3.25, 3.26 et 3.27, nous pouvons déduire que le meilleur critère d'arrêt est 
l'entropie croisée aussi bien pour la version initiale que celle modifiée. Cepen- 
dant, vu la complexité supplémentaire introduite par ce dernier nous préférons les 
critères d'arrêt HD.4, HDAM ou bien HDAMLued qui présentent une faible dégra- 
dation de la performance avec moins de complexité. Par ailleurs, les modifications 
du critère HDA (en HDAM et HDAMiued) ont permis de gagner plus de délai par 
l'interruption de processus de décodage turbo non seulement à la sortie du DEC2 
mais aussi à celle de DEC1. 
Tableau 3.1: Différents critères d'arrêt en mode série avec iV est la longueur de la 
séquence d'information binaire 
1 opérations 1 5N-1 1 ION-2 1 3N-1 [ 6N-2 1 1 1 1 1 1 1 N 1 2N 1 
1 mémoires 1 N+2 [ 2 N f l  1 N+2 1 2Nt-I  1 N 1 ZN 1 N 1 
3.7 Conclusion 
Dans ce chapitre, nous avons décrit le principe de décodage itératif et son ap- 
plication dans le cas du code turbo. L'atout de cette technique est l'information 
extrinsèque qui  peut améliorer les performances d'un tel décodeur sous certaines 
conditions. L'algorithme XIAP et ses différentes variantes ont été abordées. Une 
ttude des performances du code turbo suivant différents paramètres a été aussi ex- 
posée. 
Par ailleurs, nous avons décrit différents critères d'arrêt pour pouvoir inter- 
rompre efficacement le décodage du code turbo. Dans le prochain chapitre. nous 
allons présenter le principe de décodage parallèle des codes turbo. 
Figure 3.20: Performance du code turbo sans critère d'arrêt dans un canal AWGN 
avec K = 5, G = (1,35/23), R, = 113 et taille d'entrelaceur aléatoire 900 
Figure 3.21: Performance du code turbo avec le critère d'arrêt CE dans un canal 
AWGN avec Tn(i)/T2(1) = 10-~, K = 5, G = (1,35/23), Rgp = 113 et taille 
d'ent relaceur aléatoire 900 
Figure 3.22: Performance du code turbo avec le critère d'arrêt SCR dans un canal 
Cn ( i )  XVGN avec = 0.005, K = 5, G = (1,35123)' R, = 113 et taille d'entrelaceur 
aléatoire 900 
Figure 3.23: Performance du code turbo avec le critère d'arrêt HD.4 dans un canal 
AWGN avec K = 5. G = (1,35/23), R, = 113 et taille d'entrelaceur aléatoire 900 
Figure 3.24: Performance du code turbo avec le critère d'arrêt CEhI dans un canal 
AWGN avec Tn(z)/T2(1) = IO-", K = 5 ,  G = (1,35/23), R, = 113 et taille 
d'entrelaceur aléatoire 900 
Figure 3.25: Perlomance du code turbo avec le critère d'arrêt SCRbI dans un canal 
cn (a)  M G N  avec 7 = 0.005, K = 5, G = (1,35/23), R, = 113 et taille d'entrelaceur 
aléatoire 900 
Figure 3.26: Performance du code turbo avec le critère d'arrêt HDAh.1 dans un canal 
AWGN avec K = 5, G = (1,35/23), Rgp = 113 et taille d'entrelaceur aléatoire 900 
Figure 3.27: Performance du code turbo avec le critère d'arrêt HDAMLued dans 
un canal AWGN avec K = 5, G = (1,35/23), R, = 113 et taille d'entrelaceur 
aléatoire 900 
Chapitre 4 
Décodage parallèle des codes 
turbo 
4.1 Introduction 
Dans le chapitre 3, nous avons introduit la technique de décodage turbo. En 
particulier, nous avons présenté l'algorithme de décodage utilisé. Dans ce chapitre. 
nous allons évoquer le problème de délai du décodage qui est parmi les facteurs 
les plus importants dans un système de communication numérique. Dans le cas du 
code turbo ce délai est très important par rapport à d'autres types de systèmes 
de décodage. Ainsi, nous allons présenter une solution pour diminuer ce délai qui 
dépend surtout de la version de l'algorithme MAP et de la taille de l'entrelaceur 
utilisé. 
4.2 Inconvénient du décodage série des codes turbo 
Dans la version originale décrite par Berrou et al. en 1993 181, le décodage turbo 
s'effectue-en mode série comme nous venons de le voir dans le chapitre 3. 
le temps de retard pour N iteratiins en mode série égal 9: 
A = N ( & € c 1 + h + L \ M c 2 + & )  
Figure 4.1: Ligne de retard de décodage turbo en mode série 
En analysant la figure 1.1, nous pouvons remarquer que ce mode de décoclage 
présente les inconvénients suivants : 
1. Un grand nombre d'itérations qui entraînent de grands retards surtout pour 
des blocs très larges : 
Plus la taille de I'entrelaceur est grande plus les délais AEnt et ADoenl 
sont importants. Pour N itérations, le délai de décodage global est égal à 
A = N.( A DECI + AEnC + AoEm + Aoesent) Puisque d'une part les tailles 
de l'entrelaceur et du délaceur sont les mémes et que d'autre part les deux 
codeurs CRS sont identiques, alors AEnc = et nDECl = ADEC2 =
ADEc de sorte que nous obtenons A = 2N.(ADEC + AEnt). 
2. Le fait qu'un décodeur fonctionne et que l'autre attende l'information provoque 
une utilisation non optimale des ressources : 
A part la première moitié de l'itération 1, chaque décodeur doit attendre une 
durée égale à A = AoEc + nEnt avant de pouvoir commencer à décoder. 
3. Performances limitées : 
Chaque décodeur utilise une information qui n'est pas à la disposition de 
l'autre pour générer une information de fiabilité et à la fin une simple quan- 
tification de la sortie LLR de décodeur 2 est réalisée pour obtenir les bits 
décodés. 
4.3 Motivation et solution 
Examinons maintenant, le fait de mettre le DEC2 avant le DECl (c'est-à-dire 
nous commençons le décodage avec la parité 2). La figure 4.2 illustre cette architec- 
ture qui est un peu différente de t'ancienne présentée précédemment dans la figure 
4.1. Sous désignons cette nouvelle architecture par ARCH2. 
Entrelaceur . 
Séquence A Am 
systématique 
reçue Y; L< 
- , L ~ :  * 04s- Lai . 
DEC 2 DEC 1 ' 
Séquence 
reçue Entrelaceur 
Séquence b i  
de pana 1 Y: 
reçue 
Bit décodé 
Figure 4.2: Schéma de décodage turbo avec DEC2 avant le DECl 
L'idée de mettre le DECÎ avant le DECl n'a pas été adoptée par les fondateurs 
du code turbo, bien que nous obtenons presque les mêmes performances, est due 
au fait qu'il y a des délais supplémentaires par rapport à l'ancienne architecture. 
En effet, le schéma exact de I'encodeur turbo utilisé dans l'ancienne architecture 
est illustré dans la figure 1.3. 
Nous remarquons dans cette figure, qu'il suffit de retarder les bits d'information 
d'un certain temps égal à T = ADEc, délai de décodage du premier décodeur 
d Q ~ p  Enwcîeur 2 
Perforation 
Figure 4.3: Schéma de l'encodeur turbo réel 
(DECI), avant de les faire passer à travers l'entrelaceur pour assurer la synchro- 
nisation lors du décodage. Cependant dans 11r\RCH2, il faut retirer ce temps de 
retard et retarder les symboles d'entrée ou de sortie du l'encodeur 1 d'un délai 
égal au temps de traitement de tous les entrelaceurs plus le temps de décodage du 
DEC2. c'est à dire. T = ADEc + 3.aEnt. 
dl, Encodeur 1 
Matrice de 
Entrelaceur Perforation -\ -XI=(< .Q x: 
d,' 
Encodeur 2 
Figure 4.4: Schéma de l'encodeur turbo correspondant au schéma de décodage de 
la figure 4.2 
Si nous ignorons ce facteur de délai avec 11ARCH2, nous retrouverons les mêmes 
inconvénients mentionnés ci-dessus, mais nous remarquerons que la performance 
peut aussi bien s'améliorer ou se dégrader par rapport à l'architecture tradition- 
nelle de décodage comme l'indique la figure 4.5. 
Alors, pour mieux profiter des deux décodeurs et retirer les inconvénients de 
1 o" I 1 & I 
+ OECl avant DEC2: ithlion 1 - . DECl avant DEC2: itération 2 
-sr- DECI avant DEC2: itération 3 
+ DECl avant DECZ itération 4 . 
+ DECl avant DECZ itération 5 - DECZ avant DECI: itératian 1 
+ DEC2 avant DECI: ithration 2 - - DEC2 avant DECI: itération 3 
4 DEC2 avant DEC1: iiéraoOn 4 ' 
, + DECP avant DECI: itbration 5 
W 
rn 
Figure -1.5: Effet de l'ordre des DECs dans le mode série sur la performance des 
codes turbo avec K = 5. G = (1,35/23), Rgp = 113, canal .WGN et taille 
ci'entreiaceur aleatoire 4096 
I'utilisation du mode série lors du décodage, il serait intéressant d'utiliser un modèle 
oii les deux décodeurs fonctionnent en parallèle e t  en même temps. 
4.4 Décodage Parallèle des codes turbo 
4.4.1 Principe 
Le décodage en mode parallèle a été proposé par Divsalar et Pollara [141. .4u 
niveau codage. nous avons deux codeurs CRS concaténés en parallèle et séparés par 
un entrelaceur comme dans la figure 4.4. Les séquences reçues sont : YS, Y'P et 
Y2p qui correspondent respectivement aux séquences émises systématique, parité 1 
et parité 2. Les deux processus de décodage s'effectuent simultanément. 
Le décodage se fait après un certain nombre d'itérations. Dans notre cas, 
contrairement au décodage série où l'itération prend fin à la sortie du deuxième 
décodeur, l'itération s'achève à la sortie de l'un des deux DECs simultanément 
puisqu'ils sont montés en parallèle comme l'indique la figure 4.6. 
DEC1 DEC2 DECl DECZ - - - .  
a) Mode série 
DECl OEC1 DEC1 OECl 
. . - .  
DEC2 DEC2 DEC2 DEC2 
. . . . *- 
#me ildrao~n A @me i ~ra t i i  méme itération 
b) Mode paralléle 
Figure 1.6: Structure de décodage turbo en modes série et parallèle 
Considérons maintenant, le décodage turbo en mode parallèle. A l'instant k 
et pour chaque itération i (1 5 i 5 AI, avec dl nombre maximal d'itérations), 
les entrées du DECl sont les symboles Yi, et l'information a priori L a i ( i )  et 
ceux du DEC2 sont les symboles Y: (symboles de l'information systématique en- 
trelacés), Y? et La:(i) .  Les valeurs de La:(l) pour le DECl et La:(l) pour le 
DECZ sont égales à zéro durant la première itération puisque les bits d'information 
sont équiprobables pour les deux décodeurs. A la sortie du DECl (respectivement 
DEC2) , nous trouvons la valeur du rapport de vraisemblance AL ( 2 )  (respect ivement 
Ai ( i ) )  et l'information extrinsèque Lei (i) (respectivement Le: ( 2 ) ) .  
Si le critère d'arrêt en mode parallèle n'est pas encore atteint, La séquence 





Figure 1.7: Décodage turbo en mode parallèle 
d'information extrinsèque ~ e '  ( 2 )  (respectivement ~ e ' ( i ) )  sera entrelacée (respec- 
tivement délacée) avant d'être fournie au DEC2 (rcspcctivcment DEC1) coninie 
une information à priori La2(i  + 1) (respectivement La1 ( i  + 1))  durant la prochaine 
itération. 
Sinon, il est possible d'arrëter le processus de décodage et déterminer la wleur 
de vraisemblance finale. En fait, deux valeurs de fiabilité sont disponibles à chaque 
itération i qui sont: 
Ainsi, pour trouver la valeur de fiabilité finale A k ( i ) ,  il faut d'abord délacer 
A2(i) (la séquence obtenue est ~ * ( i ) )  puis procéder comme suit: 
La règle de décision qui détermine le symbole le plus vraisemblable est la même 
qu'au chapitre 3, c'est-à-dire: 
( O, autrement 
Figure 4.8: Dernière 
- 
itération de décodage turbo en mode paralltle 
t x. 
dir Encodeur 1 
Entrelaceuil Encodeur 2 t b  
Figure 4.9: Encodeur liirbo avec 3 codeurs CRS 
Il faut mentionner que le principe de décodage parallèle, reste le même pour un 
code turbo de différentes valeurs de taux de codage R, 3 113. Cependant. pour 
les valeurs plus faibles: exemple Rw = 1/4, la partie codage a au moins 3 codeurs 
CRS en parallèle comme l'indique la figure 4.9, un décodeur en particulier peut avoir 
plus d'une information supplémentaire (information à priori). En d'autres termes, 
sa capacité de correction peut être améliorée et ainsi la performance globale de 
décodage augmentera après chaque itération. 
Figure 4.10: Décodeur turbo parallèle avec une seule information a priori pour 
chaque DEC 
Figure 4.11: Décodeur turbo parallèle avec une seule ou deux informations a priori 
pour chaque DEC 
Dans ce cas, il existe différentes façons pour passer les informations extrinsèques 
d'un décodeur à un autre: 
Mode Unique: Chaque décodeur reçoit une seule information a priori. 
Comme l'indique la figure 4.10 et à chaque itération, on active les traits 
continus ou bien les traits pointillés. 
0 Mode Alterné: Durant les itérations impaires chaque décodeur reçoit au 
moins deux informations à prion. Par contre pour les itérations paires une 
Figure 4.12: Décodeur turbo parallèle avec deux informations à priori pour chaque 
DEC 
DECl DEC2 DEC3 DECl DEC2 
a) Mode sene avec une seuie information a priori pour chaque 
DEC 
' * . -  
Iéfe itération Onème itération 
b) Mode &rie avec deux informations i pflori pour chaque DEC 
Figure 4.13: Schémas du décodeur turbo série avec un taux de codage R, = 114 
seule information à priori est reçue par décodeur. La figure 4.11 illustre bien 
ce mode. 
Mode Total: Dans toutes les itérations chaque décodeur dispose d'au moins 
deux informations à priori comme L'indique la figure 4.12. 
Dans le cas du code turbo en mode série avec un taux de codage R, = 114, 
il existe aussi plusieurs façons de faire passer les informations extrinsèques d'un 
décodeur a un autre. La figure 4.13 montre que dans (a) une seule information 
à priori en entrée pour chaque décodeur alors que dans (b) chaque DEC reçoit 
deux différentes informations à priori. Dans ces deux cas, il est clair que chaque 
décodeur doit atteindre un temps double de celui en mode série avec un taux de 
codage Rw 2 113. 
4.4.2 Synchronisation et ligne de retard du décodage paral- 
lèle 
1. Synchmnisation : 
En suivant un raisonnement similaire à celui des sections précédentes et vu 
que dans l'architecture parallèle les deux décodeurs doivent fonctionner en 
même temps, la synchronisation entre les entrées du DECl et du DEC? doit 
être assurée. Pour ce faire, nous devrons retarder les entrées du codeur 1 et 
celle du DECl d'un délai qui est égal au temps de traitement de I'entrelaceur. 
Donc, les figures 4.4 et 4.7 avec T = AEnt correspondent bien respectivement i 
l'encodeur et décodeur parallèle turbo. Ce même principe cie synchronisation 
est utilisé dans l'architecture parallèle avec des taux de codage R, < 113. 
2. ligne de retard : 
La valeur de AoEc: temps de processus de décodage (respectivement AEnt: 
temps de traitement de l'entrelaceur), dépend de l'algorithme APP et de la 
longueur de contrainte des codeurs CRS (respectivement de la taille et de 
type de I'entrelaceur). Par conséquent, il est quelque peu difficile de donner 
un ordre de grandeur entre ADEC et nEnt. 
Toutefois, nous allons utiliser les figures 4.1 et 4.14 pour pouvoir comparer 
le délai des deux modes de décodage présentés. Nous pouvons donc déduire 
qu'un delai A,,ardic de N itérations en mode parallèle pour les taux de codage 
R, 2 113 est égal 8: 
101 
où A,. est le délai de N itérations en mode série avec le même taux de 
codage que celui du mode parallèle. 
le temps de retard pour N itbrations en mode paralléle égal a: 
A = & + N ( k c + + * )  
Figure 4.14: Ligne de retard de décodage turbo en mode parallèle 
Dans le cas de Rgp = 114, ce délai s'exprime par: 
4.4.3 Résultats de simulation 
Avant d'entamer l'analyse des performances du décodage parallèle, il est néces- 
saire d'indiquer que dans l'ensemble des simulations réalisées, nous avons utilisé 
l'algorithme Log-BlAP dans un canal AWGN pour des valeurs de taux de codage 
Rgp = 112, 113 et 114. 
11 faut signaler aussi que nous allons utiliser les approsimat ions suivant es: 
0 pour les taux de codage R, = 112 et 113: le délai de 2 itérations en mode 
parallèle est égal au délai d'une itération en mode série. 
0 Alors que pour R, = 114, le délai de trois itérations en mode parallèle est 
égal au délai d'une itération en mode série. 
4.4.3.1 Modes paralléle et série pour Rw = 112 
Pour le taux de codage Rw = 112, la figure 4.15 montre que le mode parallèle 
fournit une légère amélioration de la performance par rapport au mode séne mais 
avec le même temps de décodage. 
Donc, il serait inutile d'utiliser lc mode parallèle pour des taux de codage 
supérieurs a 112 puisque d'une part le gain de codage est très faible et d'autre 
part l'implémentation materielle demande plus de ressources que le mode série. 
Figure 4.15: Performance des codes turbo en modes séne et parallèle dans un canal 
AWGN avec K = 5: G = (1,91/37), R, = 112 et taille d'entrelaceur aléatoire 
65536 
4.4.3.2 Modes paralléle et série p o u  Rgp = 113 
Avec le taux de codage Rgp = 113, le mode parallèle fournit une meilleure 
performance que le mode série avec un délai de décodage plus faible. En effet, la 
figure 4.16 montre que pour un nombre élevé d'itérations, le mode parallèle nous 
permet de gagner un ou demi du temps d'une itération en mode série (l'itération 
24 du mode parallèle atteint presque les mêmes performances que l'itération 13 
en mode série). Par ailleurs. au delà du rapport Eb/& = 0.7 dB, l'architecture 
parallèle permet aussi d'économiser la moitié du temps d'une itération en mode 
série: un BER < est obtenu après 9 itérations en mode parallèle alors qu'il 
nous fallait 5 itérations en mode série pour atteindre le même but. 
Mode Parallkle: it4ration 9 
W 
m 
Figure 4.16: Performance des codes turbo en modes série et parallèle dans un canal 
AWGN avec K = 5, G = (1,21/37), R, = 113 et taille d'entrelaceur aléatoire 
65536 
4.4.3.3 Modes parallèle et série pour Rgp = 111 
Les figures 4.17,4.18, 4.19 et 4.20, montrent aussi bien dans le cas du mode par- 
allèle que dans le mode série, que plus le nombre des séquences d'information à priori 
est grand à l'entrée d'un tel décodeur, plus les performances sont meilleures. Ainsi, 
nous pouvons classer les différents modes parallèles du plus mauvais au meilleur 
comme suit: mode unique, mode alterné et mode total. Dans la suite, nous util- 
isons le mode total pour tous les résultats de simulation. 
La figure 4.21 illustre les performances du code turbo avec les modes parallèle et 
série avec un taux de codage Rgp = 11-1. Dans ce cas, le mode parallde fournit une 
meilleure performance que le mode série avec un délai de décodage très faible. En 
effet, les performances à partir de la .le" itération en mode parallèle sont meilleures 
que celles avec le mode série après 5 itérations. II ne faut pas oublier que le temps 
de 4 itérations en mode parallèle égal à celui de 4./3 itérations en mode série. Donc. 
nous aurons un gain de temps presque égal à 1 5 , X  
Nous remarquons aussi que: 
0 Avec le mode parallèle, plus le nombre d'itérations augmente. plus la perfor- 
mance est meilleure. 
a Le mode parallèle sature moins vite que celui du mode série. 
0 Le mode parallèle s'approche plus de la limite de Shannon que le mode série. 
Avec le taux de codage R, = 1/4, nous avons essayé d'utiliser l'algorithme 
Max-Log-MAP avec le mode parallèle et de comparer ces performances par la suite 
avec le mode série. La figure 4.22 illustre les résultats de simulation avec K = 5, 
G = (1,35123) et une taille d'entrelaceur 1024. Nous remarquons que le mode 
parallèle avec l'algorithme Mau-Log-MAP reste encore meilleur que le mode série 
utilisant l'algorithme Log-MAP. En effet, juste à partir de la deuxième itération du 
mode parallèle, l'algorithme Max-Log-MAP fournit une meilleure performance et 
Figure 4.17: Performance des codes turbo en modes parallèle unique et alterné 
dans un canal .WGN avec K = 3. G = (1.5/7), R, = 11-4 et taille d'entrelaceur 
aléatoire 1024 
Figure 4.18: Performance des codes turbo en modes parallèle unique et alterné 
dans un canal AWGN avec K = 3, G = (1,5/7), R, = 114 et taille d'entrelaceur 
aléatoire 1024 
Figure 1.19: Performance des codes turbo en modes parallèle unique et Total dans 
un canal AWGN avec K = 3, G = (1,5/7).  R, = 114 et taille d'entrelaceur 
aléatoire 1024 
Figure 4.20: Performance des codes turbo en modes parallèle alterné et Total dans 
un canal AWGN avec K = 3, G = (1,5/7), Rgp = 114 et taille dTentrelaceur 
aléatoire 1024 
Figure 4.21: Performance des codes turbo en mode série et parallèle dans un canal 
AWGN avec K = 3, G = (1 ,5/7) ,  Rgp = 1/4 et taille d'entrelaceur aléatoire 3600 
Figure 4.22: Performance du Max-Log-MAP en mode parallèle et du Log-MAP en 
mode série dans un canal AWGN avec K = 5, G = (l,35/23), R, = 114 et taille 
d'entrelaceur aléatoire 1024 
moins de délai que ceux obtenus avec l'algorithme Log-MhP à la première itération 
en mode série. 
4.4.4 Critères d'arrêt 
Nous avons présenté dans le chapitre 3 les différents critères d'arrêt du processus 
de décodage turbo en mode série. Nous pouvons les appliquer aussi dans le mode 
parallèle mais avec une légère modification. 
4.4.4.1 Entropie croisée (CEP) pour le décodage parallèle 
Nous redéfinisscns la différence entre les informations extrinsèques à la ieme 
itération par: 
ALet(i) = I~e:(i) - ~e:(i)l, i 2 1 (4.7) 
Ainsi, l'entropie croisée T(i) correspondant aux DECl et DEC2 à la ieme itéra- 
tion, peut être évaluée approximativement par: 
si T ( i ) / T ( l )  = 1 0 - ~  - IO-", nous devrons arrêter le décodage 
11 est clair, que dans ce cas nous n'avons pas besoin d'espace mémoire pour 
garder une copie de Lei(i - 1) ou bien Le:(i - 1) mais le nombre d'opérations reste 
le même que celui dans le cas du mode série. 
4.4.4.2 CritQe d9arr&t SCR-P dans le mode parallèle 
Soit C(i )  le nombre de changement de signes entre les éléments de la séquence 
d'information extrinsèque ~ e ' ( i )  et ceux de la séquence ~e~(i) à la Cme itération 
avec i 2 1. 
Le critère SCR dans le cas de décodage parallèle est encore plus simple. Il s'agit 
d'évaluer le rapport y. S'il est inférieur à 5 (0.005 - 0.03) alors le décodage 
peut être arrêté sans aucune dégradation de la performance. 
Dans ce cas ci, l'unité de mémoire n'est pas utile. 
4.4.4.3 Critére d9arr&t HDA-P dans le décodage parallèle 
Contrairement au critère d'arrêt HD.4 vu au chapitre 3, la mémoire tampon 
qui garde des copies des valeurs de fiabilités précédentes sera inutile puisque nous 
comparons à chaque itération i, les signes des éléments de la séquence A1(i)  et ceux 
de A2(i). Si nous trouvons presque les mêmes signes alors le décodage parallèle 
peut être arrêté. 
4.4.4.4 Comparaisons de la performance des différents critéres d9arr&t 
en mode paralléle 
Le tableau 4.1. montre le nombre d'opérations nécessaires pour chaque critère 
d'arrêt en mode parallèle. .Au contraire du mode série comme l'indique le tableau 
3.1 du chapitre 3, les critères d'arrêt en mode parallèle n'ont pas besoin des mé- 
moires. 
Les figures 4 2 4 , 4 2 6  et 1.28 montrent les performances du code turbo en mode 
parallèle utilisant respectivement les critères d'arrêt SCR-P avec = 0.005, HD.4- 
P et CE-P avec T ( i ) / T ( l )  = 10-4 . Toutefois, avec les figures 4.25, 4.27 et 4.29, 
nous remarquons que le critère C E P  est le meilleur. Cependant, il demande plus 
d'opérations de calcul. 
Tableau 4.1: Différents critères d'arrêt en mode parallèle 
1 mémoires 1 O 1 O 1 O 1 
HDA-P 
2N o~érations 




Figure 4.23: Performance du code turbo en niode parallèle sans critère d'arrêt dans 
un canal AWGN avec fi = 5. C = (1,35/?3), R, = 113 et taille d'entrelaceur 
aléatoire 1024 
4.5 Conclusion 
Avec la nouvelle architecture de décodage turbo, nous avons vu qu'il est possible 
d'améliorer la performance tout en diminuant le délai de traitement. Cependant, 
pour des taux de codage élevés 2 112, il est inutile d'utiliser l'architecture par- 
allèle, puisque nous retrouvons presque les mèmes performances obtenues avec le 
décodage série. 
Dans le prochain chapitre, nous allons s'intéresser au mode série du code turbo 
afin de présenter une nouvelle technique de perforation qu i  permet d'augmenter le 
taux de codage et d'avoir une meilleure performance. 
Figure 4.21: Critère d'arrét SCR-P: perforniance d u  code turbo en niode parallèle 
dans un canal AWGN avec K = 5 .  G = (1.35/23). R,, = 113 et taille d'entrelaceur 
aléatoire 1024 
Figure 4.25: Nombre Moyen d'itérations du code turbo en mode parallèle utilisant 
le critère de la figure 4.24 
Figure 4.26: Critère d'arrêt HDA-P: performance du code turbo en mode parallèle 
dans un canal AWGN avec K = 5,  G = (1,35/23), RgP = 113 et taille d'entrelaceur 
aléatoire 1024 
Figure 4.27: Nombre Moyen d'itérations du code turbo en mode parallèle utilisant 
le critère de la Ggure 4.26 
Figure 1.28: Critère d'arrêt CE-P: performance du code turbo en mode parallèle 
dans un canal AWGN avec K = 5, G = (l,35,"23), R,, = 113 et taille d'entrelaceur 
aléatoire 1024 
Figure 4.29: Nombre Moyen d'itérations du code turbo en mode parallèle utilisant 
le critère de la figure 4.28 
Chapitre 5 
Performance des codes Turbo 
perforés 
5.1 Introduction 
La perforation est le processus d'élimination systématique de certains symboles/ 
positions de la séquence codée à la sortie d'un encodeur. De cette façon, le rapport 
du nombre des bits d'information qui entrent dans le codeur et le nombre des sym- 
boles codés qui subsistent après la perforation, présente un t a u  résultant supérieur 
au taux de codage de l'encodeur non perioré 1481. 
La perforation a été appliquée dans le cas des codes turbo pour introduire moins 
de redondance et utiliser moins de largeur de bande que les codes dont le taux de 
codage est faible. Cependant et selon le patron de perforation, elle peut introduire 
une dégradation de la performance de codes turbo suivant le choix de I'entrelaceur 
et des codeurs CRS. Cela est du au manque de protection des bits d'information 
et à la diminution des poids des mots de code quand les symboles de parité sont 
éliminés périodiquement. 
Dans ce chapitre, nous allons présenter l'importance du chois du patron de 
perforation et examiner ses effets sur la performance des codes turbo. Nous allons 
présenter une nouvelle classe de patrons de perforation qui permettent d'avoir des 
performances proches de la limite de Shannon. Nous déterminerons, pour les codes 
turbo perforés, leurs performances en termes de distance et de probabilité d'erreur 
en fonction du rapport 2. 
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Figure 5.1: Encodeur turbo perforé à R, = 618 = 3/4 
La figure 5.1, présente I'encodeur turbo vu précédemment. Sans perforation, le 
taux de codage Rn est égal à 113. Pour chaque bit dk, il existe trois sorties: ,Y;, 
X:P et X? qui correspondent respectivement aux symbole systématique, symbole 
de parité 1 et symbole de parité 2. Afin d'atteindre des taux de codage plus élevés 
avec une meilleure performance, il faut perforer seulement les symboles de parité 
et transmettre tous les symboles systématiques. 
Nous avons exprimé le taux de codage du code turbo pour 2 codeurs CRS par: 
cela signifie que pour chaque m bits d'information (période de perforation de 
longueur n), seulement 2 symboles de parité sont retenus. Autrement dit, pour 
chaque séquence de parité (Xi et Xp) un symbole parmi m est transmis. 
La performance du code turbo avec des taux élevés obtenue par perforation, 
dépend d'une part des caractéristiques de l'encodeur turbo d'origine (encodeur de 
taux faible) et d'autre part du patron de perforation qui est défini par une matrice 
binaire P appelée matrice de perforation. 
Par conséquent, afin de trouver un bon code turbo perforé? on devrait prendre 
comme première étape un bon code d'origine (choix des polynômes générateurs et 
de la longueur de contrainte des codeurs) car généralement, les bons codes convo- 
lutionnels génèrent des bons codes turbo perforés. Cependant, cette partie a déjà 
fait l'objet de beaucoup de thèses e t  de mémoires de recherche. Ce qui fait nous 
ne traiterons pas e t t e  partie mais nous utiliserons ce que les autres ont trouvé 
(131~1441). 
Afin d'améliorer la performance des codes turbo perforés, la recherche revient 
alors à sélectionner les meilleurs patrons de perforation c'est-à-dire à la détermina- 
tion de la matrice P. 
L a  matrice de perforation P sert à spécifier quels sont les symboles à transmet- 
tre. Sa dimension, pour deux codeurs CRS montés en parallèle, est trois lignes et 
rn colonnes, où m est le numérateur du taux de codage. 
Les éléments de la première ligne de la matrice P correspondent aux symboles 
systématiques. Ils sont tous égaux à 1 afin de ne pas être perforé. Quant à la 
deuxième et la troisième lignes, elles correspondent respectivement aux symboles 
de parité du codeur 1 et du codeur 2. Ainsi, dans une période de m symboles, les 
éléments de ces deux dernières lignes qui ont la valeur 1, spécifient les symboles de 
parité transmis alors que ceux ayant une valeur O représentent les symboles perforés. 
Par 
menter 
exemple, considérons la matrice suivante qui peut être utilisée pour aug- 
le taux de codage du code turbo de 113 à 416 c'est à dire 213: 
Notons par P ( k .  1 )  (1 5 k m et 1 5 1 5 rn, m numérateur du taux de codage) 
les symboles de parité transmis, c'est-à-dire les éléments de la deuxième et troisième 
lignes de la matrice P qui ont la valeur 1 respectivement. Par exemple, la matrice 
dans (5.2) peut être représentée par la notation P(1,l).  
Le problème majeur de la perforation est le choix des bits à supprimer. En 
effet, les k'me et 1""' positions des bits retenus respectivement de la première et la 
deuxième séquences de parité (les positions des 1 dans la deuxième et la troisième 
lignes de la niatrice P ) ,  influent beaucoup sur la performance de décodage turbo. 
Le nombre de patrons de perforation distincts croît avec le paramètre m. Cette 
croissance est d'autant plus rapide que le taux de codage résultant est grand. Ce 
nombre est égal a m2. Par conséquent. la recherche de la meilleure matrice de per- 
foration avec des rapports de taux de codage très élevés n'est pas une simple dai re .  
Une des solutions pour trouver les meilleures positions des symboles retenus est 
la détermination du spectre de poids du code turbo pour différentes combinaisons 
du patron de perforation. Ainsi, en utilisant l'approche dans 161 et en prenant les 
mêmes codes présentés dans 121, la matrice P qui fournit la meilleure performance en 
terme de probabilité d'erreur peut être trouvée. Cependant, pour certains codeurs 
CRS (à petite mémoire et faible distance libre) cet te performance d'erreur reste en- 
core trop faible. Pour résoudre ce problème, nous avons introduit des changements 
dans le patron de perforation. Dans la suite, nous désignerons patrons de perfora- 
tion classiques, les patrons dont le nombre de colonnes de la matrice de perforation 
est l'entier m, numérateur de taux de codage. 
5.3 Patron de perforation modifié 
5.3.1 Motivation et problématique 
Dans 1201, Fan et al ont étudié la perforation des codes turbo avec une longueur 
de contrainte K = 5 .  Ils ont trouvé une nouvelle méthode de perforation pour 
les taux de codage R, = 10112, 20/23 et 30132. En effet, pour ceux-ci, quel que 
soit d'une part le patron de perforation classique et d'autre part le type et/ou la 
taille de l'entrelaceur. la performance des codes turbo reste très faible et loin de la 
capacité de Shannon. 
Pour expliquer cette faible performance, Fan et al ont montré que le patron de 
perforation classique ne permet pas de sélectionner toutes les positions de la péri- 
ode de la réponse impulsionnelle du codeur CRS qui est s 2K-1 - l. Le nombre de 
positions est égal à la période déjà mentionnée. Selon Fan, les positions de cette 
période sont équiprobables pour qu'elles soient sélectionnées, alors qu'avec le pa- 
tron ordinaire seulement certaines de ces positions ont la possibilité d'être retenues 
tout le long de la séquence de parité. 
Pour mieux expliquer le point de vue de Fan et al, on considère l'exemple du 
tableau 5.1 (la case des positions dans la période 15 : contient chaque fois le reste 
de la division de la valeur de la position du symbole sélectionné par 15) qui montre 
les différentes positions sélectionnées dans une période 15 pour le t a u  de codage 
R, = 10/12. On remarque que seulement la 1"" 6'"' et Herne positions sont 
retenues et les douze autres ne peuvent jamais être sélect ionnées. 
Tableau 5.1: Les positions de la période sélectionnées pour R = 10112 
positions des 
symboles sélect ionnés 
Position dans 




la période 15 
Pour avoir toutes les positions de la période de la réponse impulsionnelle et 
augmenter ainsi la performance, Fan et al ont proposé de sélectionner pour chaque 
50 symboles de parité successifs, le 1". le lZC"', le 23'"'. le 34""' et le 45""' 
symboles comme l'indique le tableau 5.2. 
Tableau 5.2: Nouvelle sélection pour R, = 10/12 
Avec cette nouvelle technique de perforation (nouveau choix des bits retenus), la 
positions des 
symboles sélect ionnés 
Position dans 




la période 15 































Tableau 5.4: Différentes sélections des symboles de parité pour R,, = 618 
principe que Fan et ni. nous avons choisi d'autres façons de sélectionner les symboles 
où toutes les positions sont retenues comme montré au tableau 5.3. hlalheureuse- 
ment les simulations illustrées à la figure 5.2 n'ont mont ré aucune amélioration de 
la performance par rapport à l'utilisation des patrons de perforation classiques. 
Patron classique(ancienne méthode) 
En se basant sur la méthode de Fan et al qui consiste à sélectionner toutes 
les positions de la période de la réponse impulsionnelle, nous avons aussi essayé 
de déterminer la performance du code turbo pour le taux de codage R, = 618 
avec une longueur de contrainte K = 5 et G = (1'8). Le tableau 5.4 indique les 
positions retenues en utilisant l'ancienne et la nouvelle méthodes. Les résultats de 
simulation correspondants à ce tableau sont illustrés à la figure 5.3, montrant que la 
sélection de toutes les positions ne donne pas forcément une meilleure performance, 
au contraire elle peut faire chuter celle-ci. Par conséquent, l'explication proposée 
positions des 
symboles sélectionnés 
7 1  13 
Position dans 
la période 15 
positions des 
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symboles sélect ionnés 
Position dans 
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Figure 5.3: Comparaison entre l'ancienne et la nouvelle méthodes de perforation 
pour un taux de codage Rw = 618 avec K = 5, G = ( 1 , g )  et taille d'entrelaceur 
aléatoire 900 
par Fan et al ne semble pas être toujours valide. 
Nous avons trouvé un autre contre exemple pour le taux de codage Rw = 12/14. 
Le tableau 5.5 nous montre les positions prises dans la période 15 de la réponse 
impulsionnelle avec K = 5 et G = (1, p),  en utilisant l'ancien patron de 
et un autre patron de perforation où toutes les positions de la période de la réponse 
impulsionnelle sont sélectionnées. 
Les résultats de simulation selon ce tableau (5.5) sont montrés à la figure 5.4. 
II est clair dans ce cas aussi que la sélection de toutes les positions de la période de 
la réponse impulsionnelle (méthode de Fan), n'est pas l'explication à l'amélioration 
Tableau 5.5: Différentes sélections des symboles de parité pour R, = 12/14 
Patron classique(ancienne méthode) 1 - .  
positions des 1 13 25 37 49 61 73 85 97 109 
symboles sélectionnés 
Position dans 1 1 3  10 7 4 1 1 3  10 7 4 
la période 15 
positions des 121 133 145 157 169 181 193 205 217 .. . 
symboles sélect ionnés 
Position dans 1 13 10 7 4 1 13 10 7 ... 
la période 15 
Patron Modifié (nouvelle méthode) 
la période 15 
des performances des codes turbo. 
Alors, comment expliquons-nous ces phénomènes et éventuellement, pouvons 
nous généraliser ceci pour tous les codeurs CRS constituant les codes turbo pour 
différentes longueurs de contraintes? 
5.3.2 Généralisation de la nouvelle classe de patron de per- 
foration 
Dans un premier temps, nous avons cherché à déterminer le meilleur patron 
de perforation pour un code turbo perforé de taux de codage R, = 618 avec des 
codeurs CRS de K = 3 c'est-à-dire M = 2. Nous avons testé toutes les com- 
binaisons pour obtenir P(5,2)  qui donne les meilleures positions des symboles de 
. . .  
* 4 Patron chssique: Itération 3 
, + Patron ciassique: Itération 5 + Patron modiri: Itéfaajon 1 
: - - Patron rnoàifid: ltérafkn 2 . 
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Figure 5.4: Comparaison entre l'ancienne et la nouvelle méthodes de perforation 
pour un taux de codage R, = 12/14 dans un canal AWGN avec K = 5, G = (1, g). 
taille d'entrelaceur aléatoire 1024 
parité. Ensuite et à partir de la figure 5.5, nous avons remarqué que même avec une 
augmentation de la taille de lTentrelaceur, la performance en terme de probabilité 
d'erreur reste inchangée et très faible. Pour augmenter et améliorer cette perfor- 
mance une nouvelle classe généralisée des patrons de perforation a été développée. 
En effet, nous avons trouvé des relations de dépendance, d'une part entre la 
longueur de contrainte K = 1C.I + 1 et le taux de codage défini dans (5.1), et d'autre 
part entre la longueur LI de la réponse impulsionnelle du codeur élémentaire CRS 
et le numérateur du t a u  de codage global. 
Si le numérateur m ou le dénominateur na + 2 du taux de codage est un multi- 
- 4096: Iteratian 1 - - 44396: Itératian 2 + 4096: It&ratmn 5 
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Figure 5.5: Performance des codes turbo utilisant un patron de perforation classique 
dans un canal AWGN avec K = 3. G = (1,5/7), R,, = 618 et tailles d'entrelaceur 
aléatoire 900 et 4096 
ple de K (pour m 2 K )  et/ou si m est un multiple de LI (pour rn 2 L I ) ,  alors la 
matrice de perforation peut avoir K x rn colonnes sous certaines conditions. Dans 
ce cas, il est clair que pour chaque K x m bits d'information, K symboles de parité 
1 et K symboles de parité 2 seulement sont retenus. Cependant, le choh des posi- 
tions de ces 2K symboles est particulier. Pour les rn premiers symboles, on choisit 
P (1 , l ) .  Par contre, pour la série des m symboles suivants, il faut choisir une autre 
matrice caractérisée par P(2 ,2 ) .  On procède ainsi de suite jusqu'aux les rn derniers 
symboles, pour lesquels nous prenons la notation P ( K ,  K). 
Le tableau 5.6 montre la longueur LI de la réponse impulsionnelle de différents 
codeurs CRS. 
Tableau 5.6: Longueur LI de la réponse impulsionnelle de différents codeurs CRS 
de taux R = 112 
Une simplification de notre raisonnement est de considérer un exemple afin de 
déterminer la matrice de perforation du code turbo avec un taux de codage R, = 
618 et une longueur de contrainte des codes CRS élémentaires K = 3 et R = 1/2. 
En effet. comme l'indique ( 5 4 ,  la matrice P est équivalente à une combinaison 
périodique de trois autres caractérisées chacune par la notation respective P(l, l), 
P ( 2 , 2 )  et P ( 3 , 3 ) .  Autrement dit, au lieu d'utiliser une seule matrice fixe avec 
un nombre de colonnes m pour tous les bits d'information transmis, nous utilisons 
dans chaque période de K x rn bits. K différentes matrices, chacune de taille 3 x m. 
Les résultats de simulation du code turbo avec le taux de codage R, = 618 util- 
isant les patrons classique et modifié sont illustrés à la figure 5.6. Nous pouvons 
avoir un gain de codage de 2 dB avec la nouvelle matrice de perforation. 
D'un autre côté, avec la nouvelle méthode de perforation, nous trouvons dans 
(5.4), le nouveau patron P d'un code turbo avec un taux de codage R, = 416 et 
une longueur de contrainte des codes CRS élémentaires K = 3. 
Figure 5.6: Performance des codes turbo avec les patrons de perforation classique 
et modifié dans un canal . W G N  avec K = 3, G = ( l . 5 / 7 ) .  R,, = 618 et taille 
d'entrelaceur aléatoire 900 
Figure 5.7: Performance des codes turbo avec les patrons de perforation classique 
et modifié dans un canal AWGN avec K = 3, G = (1,5/7), R, = 116 et taille 
d'ent relaceur aléatoire 900 
Pour tous les taux de codage qui ne satisfont pas l'une et/ou l'autre condition 
de multiplicité, nous devons utiliser des simples matrices de perforation (matrices 
classiques) qui fournissent les meilleures perf'onnances pour les codes turbo. Dans 
ce cas et pour chacun de ces taux de codage. le problème serait alors de trouver les 
meilleures positions des symboles de parité retenus, c'est-à-dire le meilleur P(k,  I )  
(1 5 k <_ rn et 1 5 1 5 m. m numérateur du taux de rodage). 
5.4 Analyse de l'effet du nouveau patron de perfo- 
"") 
O 0 1 0  
O 0 1 0  
(" 
p =  1 0 0 0  
1 0 0 0  
ration 
La figure 5.7 montre les résultats de simulation du code turbo de taux de codage 
R, = 416 avec l'ancien et le nouveau patrons de perforation. Le gain de codage 
dans ce cas est de l'ordre de 1 dB. 
1 1 1 1  
O 1 0 0  
O 1 0 0  
Considérons un code turbo de taux de codage R,, = 315 avec deux codeurs 
élémentaire CRS de longueur de contrainte K = 3 et R = 112. Un exemple de 
l'ancienne mat rice de perforation P l  est donné par: 
Par contre, la nouvelle matrice de perforation P2 est définie par: 
Figure 5.8: Performance des codes turbo avec les patrons de perforation classique 
et modifié dans un canal AWGN avec K = 3, G = (1.5/7) ,  Rgp = 315 et taille 
d'entrelaceur aléatoire 65536 
Les résultats de simulation du code turbo perforé utilisant les patrons Pl et PZ 
sont illustrés à la figures 5.8. 
La figure 5.9 illustre le treillis du codeur CRS sans perforation. Afin d'avoir un 
code turbo de taux de codage R, = 315, les treillis de ces codeurs CRS doivent 
être modifiés en fonction du patron de perforation. La figure 5.10 montre le treillis 
de l'un des deux codeurs élémentaires de taux de codage résultant R = 31-1 suivant 
la matrice Pl. Il est clair, qu'avec cette matrice de perforation traditionnelle, le 
treillis de ces codes est fixe pour tous les bits d'information en entrée. Alors qu'avec 
la matrice modifiée, ce treillis change périodiquement K fois. La figure 5.11 illustre 
le nouveau treillis du codeur CRS après l'utilisation du nouveau patron de perfo- 




Figure 5.9: Treillis du code élémentaire CRS de la figure 1.8 avec un taux de codage 
R = 112 
En fait, les K changements de treillis est en relation avec la longueur de con- 
trainte des codeurs élémentaires identiques CRS. Ainsi' d'une itération B une autre 
et avec l'addition de l'effet de I'entrelaceur, l'utilisation de la nouvelle matrice 
de perforation par le codeiir turbo permet de décorréler davantage les séquences 
d'information extrinsèque ~ e '  et ~ e *  avec les différentes entrées respectives de 
DEC2 et DEC1. Par contre, en utilisant l'ancien patron de perforation, la corréla- 
tion entre les différentes entrées d'un tel décodeur (DEC1 et/ou DECP) augmente 
et par la suite les codes turbo saturent très vite avec des faible performances. 
D'autre part, grâce à la bonne élimination périodique des mots de code à faible 
poids, le nouveau patron permet d'augmenter la distance libre d!,,, du code turbo 
par rapport à l'ancienne niatrice de perforation. Autrement dit, une bonne élimi- 
nation des symboles de parité qui contribuent plus à augmenter le poids des mots 
de code. Par conséquent, la nouvelle matrice de perforation améliore plus les per- 
formances asymptotiques des codes turbo (les codes turbo saturent moins vite). 
Les tableaux 5.7 et 5.8 montrent le spectre du code turbo utilisant la nouvelle 
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Figure 5.10: Treillis perforé du code élémentaire CRS de la figure 5.9 suivant la 





a) lreillis du codeur CRS perforé utilîs6 par l'algorithme Log-MAP 
x: symbole perfore 
b) treillis du ÇOdeur CRS perfor6 équivalent 
Figure 5.11: Treillis perforé du code élémentaire CRS de la figure 5.9 suivant la 
matrice de perforation PZ avec R = 314 
Tableau 5.7: Spectre de poids des codes turbo avec R, = 618, longueur de 
l'entreiaceur 18 
Tableau 5.8: Spectre de poids des codes turbo avec R, = 618. longueur de 
l'entrelaceur 50 
1 Code élémentaire CRS d'origine II Codes turbo perforés 1 
Code élémentaire CRS d'origine Codes turbo perforés 
X I  
2 
tailles d'entrelaceur respectives 18 et  50. Ainsi, leurs bornes union respectives sont 







5.5 Résultats de simulation 
CI 
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2 5  
II est bien connu que pour une même longueur de contrainte avec le même 
vecteur générateur, la perforation ent raine une dégradation de la performance des 
codes turbo proportionnellement au taux de codage voulu. Dans cette section, 
nous n'allons pas encore détailler ce phénomène qui semble logique étant donné la 
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Figure 5.12: Bornc union du code turbo utilisant l'ancien et le nouveau patrons de 
perforation pour iin taux de codage R = 618 et taille d'entrelaceur aléatoire: 18 
Figure 5.13: Borne union du code turbo utilisant l'ancien et le nouveau patrons de 
perforation pour un t a u  de codage R = 618 et taille d'entrelaceur aléatoire: 50 
la perforation avec la taille des entrelaceurs, le nombre d'itérations et le choix du 
codeur élémentaire CRS sur la performance des codes turbo. 
Par ailleurs, un grand nombre des résultats de simulation pour différentes valeurs 
de K est présenté dans l'annexe IV. 
5.5.1 Effet combiné de la perforation et de la taille des en- 
trelaceurs sur la performance des codes turbo 
Figure 5.14: Influence de la taille de I'entrelaceur aléatoire sur la performance des 
codes turbo perforés avec le patron classique: sème itération, K = 3, G = (1. SI?), 
canal AWGN, Rgp = 618 
Les figures 5.14 et 5.15 illustrent les résultats de simulation d'un codeur turbo 
utilisant respectivement l'ancienne et la nouvelle matrices de perforation avec une 
longueur de contrainte des codeurs élémentaires K = 3, G = (1,517) et Rgp = 315. 
Ainsi, une augmentation de la taille des entrelaceurs ne permet pas d'améliorer les 
performances d'un codeur turbo perforé utilisant un patron classique. Par contre, 
avec le patron modifié, le comportement du code turbo est normal: plus la taille 
des entrelaceurs est grande, meilleures sont les performances. 
Figure 5.15: Influence de la taille de I'entrelaceur aléatoire sur la performance des 
codes turbo perforés avec le patron modifié: sème itération, K = 3. C; = (1 ,5 /5) .  
canal APVGN, Rgp = 618 
5.5.2 Effet combiné de la perforation et le choix des codeurs 
CRS sur la performance des codes turbo 
La figure 5.16 illustre les performances obtenues avec les codes turbo perforés 
du taux de codage Rgp = 618, pour des vecteurs générateurs G = (1,715) et 
G = (1,5/7). La longueur de contrainte des codeurs CRS élémentaires est K = 3. 
Nous remarquons que le vecteur G = (1,715) fournit un gain de codage de l'ordre 
de 1.25 dB par rapport a G = (1,517). 
Pour le cas d'un codeur CRS avec K = 4 et G = ( l , l i / l 5 )  et d'après la 
figure 5.17, nous constatons que le gain de codage entre les patrons de perforation 
Figure 5.16: Influence du choix des codes élémentaires sur la performance des codes 
turbo perforés avec le patron modifié dans un canal .WGN avec K = 3' R, = 618 
et taille de I'entreiaceur aléatoire 4096 
Figure 5.17: Performances des codes turbo perforés utilisant les patrons de perfo- 
ration classique et modifié avec K = 4, G = (1,17/15), canal AWGN, R, = 416 
et taille d'entrelaceur aléatoire 3600 
Figure 5.18: Performances des codes turbo perforés utilisant les patrons de perfo- 
ration classique et modifié respectivement pour K = 5, G = (1,21137) et K = 3, 
G = (1,517) dans canal . W G N  avec R, = 618 et taille d'entrelaceur aléatoire 900 
Figure 5.19: Performances des codes turbo perforés utilisant les patrons de perfo- 
ration classique et modifié respectivement pour K = 5, G = (1,35123) et K = 3, 
G = (1,517) dans canal -4CVGN avec R, = 618 et taille d'entrelaceur aléatoire 900 
classique et modifié n'est pas élevé lorsque m est un multiple de K. Par contre 
avec G = (1,15/17), la performance des codes turbo s'améliore énormément et se 
rapproche de celle obtenue avec G = (1,17115). Par conséquent, dans l'annexe 
IV, nous présenterons pour K = 4 et G = (1,17115) seulement les résultats de 
simulation des codes turbo perforés utilisant le patron de perforation modifié telle 
que la valeur de m ou m + 2 est un multiple de K. Pour G = (1,17/15), dans la 
méme annexe, les résultats de simulation sont présentés seulement pour m multiple 
de LI. 
Figure 5.20: Performance des codes turbo avec le patron de perforation modifié 
dans un canal AWGN avec K = 5 ,  Rgp = 5/7 et taille d'entrelaceur aléatoire 4096 
La figure 5.18, montre les résultats de simulation du code turbo de taux de 
codage R, = 618 utilisant les patrons de perforation classique et modifié respec- 
tivement pour K = 5 avec G = (1,21137) et K = 3 avec G = (1,517). Nous 
remarquons que pour le même nombre d'itérations (5 par exemple) et à partir de 
a = 4 dB, il est préférable d'utiliser un codeur CRS avec une longueur de con- No 
trainte K = 3 dans un code turbo car d'une part les performances sont meilleures 
et d'autre part la complexité est plus faible. Toutefois, pour une meilleure perfor- 
mance en termes de probabilités d'erreur par bit, il faudrait choisir le codeur CRS 
avec K = 5 et G = (1,35/23), que se soit pour un taux de codage R,, = 618 avec 
un patron classique ou pour R, = 10112 avec une matrice de perforation modifiée 
comme l'indiquent les figures respectives 5.19 et 5.20. 
5.5.3 Effet combiné de la perforation et du nombre d'itérations 
sur la performance des codes turbo 
Dans le cas du codeur turbo perfore avec une matrice de perforation classique 
comme l'indique la figure 5.21, l'augmentation du nombre d'itérations n'introduit 
plus d'amélioration de la performance. Au delà de 3 itérations, le codeur turbo 
converge et il serait inutile de continuer le processus de décodage. 
Figure 5.21: Influence du nombre d'itérations sur la pedormance des codes turbo 
perforés avec le patron classique dans un canal AWGN avec K = 3, G = (1,5/7), 
canal AWGN, R, = 315 et taille d'entrelaceur aléatoire 65536 
Cependant, avec le nouveau patron de perforation, les performances du code 
turbo perforé retrouvent leurs comportements habituels, c'est-à-dire, plus le nombre 
d'itérations est élevé. plus la probabilité d'erreur par bit diminue. Ce qui illustre 
l'explication déjà mentionnée au paragraphe précédent, concernant l'augmentation 
de la décorrélation entre les entrées d'un tel décodeur lors d'utilisation d'un treillis 
variable. En d'autres termes plus la corrélation est faible plus la saturation du code 
turbo est retardée. 
Figure 5.22: Influence du nombre d'itérations sur la performance des codes turbo 
perforés avec le patron modifié dans un canal AWGN avec K = 3, G = (1,5/7), 
canal AWGN, Rgp = 3/5 et taille d'entrelaceur aléatoire 65536 
5.6 Conclusion 
Dans ce chapitre. nous avons présenté les codes turbo perforés pour des taux 
de codage > 1/2. L'effet de la perforation sur les performances de ces codes a été 
abordé. 
Pour certains rapports du taux de codage qui satisfont les conditions présentées 
dans ce chapitre, les performances des codes turbo sont plutôt médiocres. Une 
solution a été proposée afin de permettre à ces dernières de se rapprocher assez 
de la limite de Shannon. Toutefois, pour tous les autres taux de codage, il serait 
bien d'appliquer la technique de perforation classique comme celle présentée dans 
le mémoire de Naouefel 1 1 11. 
Par ailleurs, la nouvelle technique de perforation présentée dans ce chapitre 
pourrait étre encore améliorée, telles que par exemple la recherche du choix idéal 
des symboles retenus dans le patron modifié. Un exemple de cette recherche est 
montré dans l'annexe V. 
Conclusion et suggestions 
pour les recherches futures 
Ce mémoire a été consacré a l'étude des performances des codes turbo qui sont 
actuellement parmi les codes les plus performants connus à ce jour. 
Dans un premier temps, nous avons concentré notre étude sur des généralités et 
des rappels de la théorie du codage convolutionnel afin de constituer la base pour 
tout ce qui suit. Plus particulièrement. nous nous sommes intéressés tout d'abord 
aux notions fondamentales qui se rattachent aux codes Turbo. Nous avons présenté 
les codeurs convolutionnels systématiques récursifs ou non et leurs propriétés re- 
spect ives. 
Par la suite, nous avons examiné les différents éléments qui composent la par- 
tie codage des codes turbo. La concaténation parallèle des codes convolutionnels 
systématiques et récursifs, a la base des codes turbo, a été introduite. Après avoir 
présenté un des éléments très importants des codes turbo. I'entrelaceur avec ses dif- 
férentes variantes, nous avons étudié la borne union des codes turbo et nous avons 
introduit un nouvel algorithme qui permet la détermination des distributions de 
poids de ces codes. Nous avons montré comment ce nouvel algorithme représente 
mieux la concaténation parallèle du code turbo. Les résultats de simulation ont 
bien moutré aussi qu'il n'y pas une grande différence entre notre algorithme et 
celui de Benedetto et  al 161. 
Dans le chapitre 3' nous avons présenté ce qui fait la spécificité des codes turbo: 
le décodage itératif turbo. Nous avons décrit les algorithmes de décodages utilisés 
par les codes turbo. Par la suite, nous avons étudié l'importance de l'information 
échangée entre les décodeurs du système turbo et ses effets sur les performances de 
ce dernier. Plus la taille des entrelaceurs (selon leurs types) est élevée, plus cette 
information, appelée information extrinsèque, est décorrélée des autres entrées de 
prochain décodeur. Ainsi, l'efficacité de correction est meilleure. L'analyse des 
résultats de simulation dans ce chapitre a montré l'importance du choix des codes 
convolutionnels systématiques récursifs selon l'intervalle des valeurs de Eb/ No. Nous 
avons montré qu'un cho~u arbitraire des codes élémentaires peut introduire une aug- 
mentation de la complexité sans aucune amélioration de la performance des codes 
turbo en terme de probabilité d'erreur par bit. 
Le nouvel entrelaceur à double décalage cyclique que nous avons proposé a la 
particularité de décaler les lignes, puis les colonnes, de façon alternée vers le haut 
et vers le bas. Il permet d'obtenir de meilleures performances des codes turbo que 
celui à simple décalage cyclique. Dans l'annexe III. nous présentons une analyse 
comparative montrant que les meilleurs résultats sont obtenus awc D = 2. 
Par ailleurs. nous avons fait une étude comparative entre les différents critères 
d'arrêt aussi bien dans leurs versions classiques que modifiées. Xous avons trouvé 
que les meilleurs critères d'arrêt sont: HDAM et HDAilIixed, puisqu'ils inter- 
rompent le processus de décodage avec moins de délai et de complexité que les 
autres critères. 
Le chapitre 4 a été consacré à la présentation de l'architecture parallèle au 
niveau du décodage turbo. Une étude détaillée de ce type de système a été faite 
afin de diminuer le délai du processus de traitement des codes turbo. Nous avons 
montré que seul pour un taux de codage égal à 114, l'architecture parallèle permet 
d'avoir des gains énormes au niveau du délai de décodage turbo. Dans une autre 
partie de ce chapitre nous avons présenté les critères d'arrêt adaptés à l'architecture 
parallèle du décodage turbo. Les résultats de simulation montrent une nouvelle fois 
que le critère HDA-P qui ressemble à HDAMLued est le meilleur puisque d'une part 
if est moins complexe et d'autre part il fournit un délai de décodage global faible 
par rapport aux autres critères. 
Une analyse particulière des codes turbo perforés a été présentée dans le chapitre 
5. Elle nous a permis de déterminer comment doit être choisie la matrice de per- 
foration pour certains taux de codage. En effet, nous avons trouvé des relations 
de dépendance entre le t a u  de codage des codes turbo, la longueur de contrainte 
K et la longueur de la réponse impulsionnelle du codeur élémentaire CRS. Si une 
certaine condition de multiplicité est vérifiée, alors une propriété des patrons de 
perforation a été identifiée permettant entre autres d'améliorer les performances 
des codes turbo perforés. Afin de prouver notre point de vue, des résultats de sini- 
ulation ont été présentés dans les annexes qui suivent. Cependant, pour les autres 
taux de codage qui ne satisfont pas la condition de multiplicité, l'ancienne méth- 
ode de perforation fournit de nieilleures performances pour les codes turbo perforés. 
Ce travail peut encore être poursuivi, d'une part par une étude approfondie 
sur la borne union de probabilité afin de comprendre davantage les codes turbo et 
d'autre part par une analyse permet tant la réduction de la complexité de l'algorit hirie 
de décodage MAP. 11 serait bon également: 
- D'étudier les effets combinés de la modulation multiniveaux et la nouvelle 
méthode de perforation en essayant d'améliorer davantage les performances 
des codes turbo. 
- D'approfondir encore la recherche sur les entrelaceurs adaptés aux codes 1.191 
qui permettent d'augmenter d'une part les distances de Hamming des mots 
de code et d'autre part la décorrélation entre les séquences de symboles à 
lTent rée des décodeurs. 
- D'adapter les codes turbo à tous les services de multimédia mobile. 
- D'améliorer encore la recherche de meilleures positions des symboles retenus 
dans le nouveau patron de perforation des codes turbo. 
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Annexe 1 
Représentation matricielle des entrelaceurs 
La représentation matricielle des entrelaceurs est couramment utilisée pour ob- 
server et analyser l'effort de permutation et la séparation des symboles adjacents. 
II s'agit d'une matrice NxiV (N est la longueur du bloc à entrelacer c'est à dire 
la taille de I'entrelaceur) contenant un seul 1 par ligne et colonne, et les autres 
éléments sont à zéro. En d'autres termes, cela veut dire que si un 1 apparaît dans 
la ieme ligne et la jeme colonne, alors le iem' symbole de la séquence d'entrée va être 
le jeme symbole clans la séquence de sortie. 
Figure 1.1: Graphe d'une séquence de symboles de taille 100 non entrelacée 
La matrice représentative d'un entrelaceur peut être illustrée par un graphe où 
chaque position d'un 1 sera présentée par une croix. De cette façon, il sera possible 
de visualiser la structure exacte d'un entrelaceur. .Ainsit pour des symboles consé- 
cutifs dans une séquence à l'entrée? plus leurs crok représentatives sont éloignées 
plus l'entrelaceur est bon. 
Sans entrelacement la séquence il l'entrée peut être représentée par une ma- 
trice identité c'est-à-dire un graphe où les croix suivent la même diagonale comme 
l'indique la figure 1.1. 
Dans la suite nous allons dresser les graphes de tous les entreiaceurs mentionnés 
dans le chapitre 2 de taille égale à iV = 100. 
Figure 1.2: Représentation mat ricielle de l'ent relaceur convolut ionnel 

Figure 1.5: Représentation matricielle de I'entrelaceur hélicoïdal BH 
Figure 1.6: Représentation matricielle de l'entrelaceur hélicoïdal HB 
"0 10 M 30 U )  50 60 70 80 90 100 
Figu te 1.7: Représentation matricielle de l'ent relaceur aléatoire 
Figure 1.8: Représentation matricielle de l'entrelaceur pseudo-aléatoire pair-impair 
Figure 1.9: Représentation matricielle de l'entrelaceur pseudo-aléatoire pair-impair 
symétrique 
Figure L10: Représentation matricielle de l'entrelaceur S-aléatoire 
Figure 1.1 1 : Rcprésentat ion mat ricielle de l'entre1 aceur symétrique 
Figure 1-12: Représentation matricielle de l'entrelaceur à décalage double cyclique 
Annexe II 
Algorithme MAP 
II. 1 Description de l'algorithme: 
On fera constamment usage au cours de cette annexe de résultats théoriques 
ou pratiques dont la source peut être retracée dans plusieurs ouvrages sur les algo- 
rithmes BCJR et hlAP' [111 [817 1371. 
L'algorithme de kIAP est un algorithme optimal. Nous allons présenter plus 
particulièrement, l'algorithme hlAP qui calcul la probabilité à posteriori du symbole 
d'information encodé par un codeur convolutionnel CRS de taux de codage R = 112 
et transmis d'une part dans un  canal ACVGN et d'autre part dans un canal de 
Rayleigh. 
Figure ILI: Exemple d'un codeur convolutionnel récursif systématique R = 
112, K = 3, G = [ 1 , i / 5 ]  
On désigne par Ur = (ul ,  IL?, .. . , Un,-. . u N )  et cf = (cl, cz, . . . , G, . . . , cN)  
les séquences binaires respectivement systématique et parité du codeur illustré par 
la figure 11.1. 
Soient Xr = (xl, Q, .  . . ,xn,.. . IN) et Yr = (y i ,  yz, . . . , A,. .. , yN) les séquences 
rgues associées respectivement à UfY et Cr. Chaque éléments des vecteurs Xy et 
Y[ peut être modélisé par : 
(II. 1) 
(11.2) 
o ù  w,, et w,, sont des variables aléatoires Gaussiennes et indépendantes ( N ( 0 .  02)), 
de moyenne nulle et de variance o2 . 
.4 part les séquences Xy et Yf ,  le décodeur a l'accès à une autre ressources qui 
est la séquence d'information à priori ;\y. Chaque élément de cette séquence peut 
être représenté en domaine logarithmique par : 
Chaque décodeur dispose de trois séquences qu'on peut les noter par un simple 
vecteur RF tel que: 
RY = (x;, Y;? A r )  = (RI,Rz,.  . . &, . . . . R,v) avec R, = (r,, gn. .in) (11.4) 
L'objectif principal d'un algorithme blAP est le calcule des probabilités à poste- 
riori du symbole un = O où 1 conditionnellement sur RF, c'est B dire Pr(un = 1 (Rr) 
et Pr(u,, = o I R ~ ) .  Ces probabilités sont en fonction des probabilités de transition 
des états. On pose Sn-l E { O ,  1,. . . , 2h1 - 1) l'état du codeur après n - 1 symboles 
binaires. Par la suite, l'introduction d'un symbole binaire un entraîne la transi- 
tion de I'état du codeur de Sn-l vers Sn. Dans notre exemple, nous avons 4 états 
possibles comme l'indique la figure 11.2 qui montre les différentes transitions entre 
l'instant n - 1 et n. 
La probabilité à posteriori peut s'exprimer par: 
état 0: 00 
etat 1: 01 
etat 2: 10 
état 3: 11 
- Gmespond d 1 m m e  bit d'en- 
- - - - Correspond P O comme bit d'entrée 
Figure 11.2: Diagramme en treillis de la figure II.  1 
Pour mieux faciliter les calculs, il est bien d'introduire la probabilité conjointe on 
définie par: 
0; (sr ,  S )  = Pr(un = i, Sn-, = SI, Sn = S ,  RI) (11.6) 
(11.5) devient alors: 
On peut encore simplifier u ~ ( s r ,  s) par: 
Si on connaît l'état Sn-+, alors le bit un, I'état Sn et le vecteur R, seront in- 
dépendants de R;-'. Par conséquent, 
Par analogie, on trouve aussi 
Ainsi, on($. s )  peut s'écrire: 
où les quantités à,-l (s'), 7; (Rn, st,  S )  et B,, (s) sont définies par: 
6,- (SI) = Pr(S,,-l = s', ~ 7 - l )  (II. 10) 
%(&, s', S) = Pr(u, = il Sn = S ,  &ISn-l = s') (11.11) 
3, (s) = PT (R,N+ +, 1 Sn = S )  (11.12) 
Les quantités à, 7 et sont des probabilités appelées respectivement métrique 
d'état en avant, métrique de branche et métrique d'état en arrière. Elles sont 
particulièrement reliées à la probabilité de transition des états du codeur et la 
probabilité de transition du canal. Dans la suite on va détailler les expressions de 
ces différentes quantités a h  de simplifier le calcul du rapport de vraisemblance 
associé à chaque symbole d'information un. On obtient: 
Pr(S, = s') 
2'sf-1 1 
s=O i=O 
P ~ ( U ~ + ~  = i, Sn+L = S, &+ilSn = s') 
2hf-1 1 
(IL 14) 
II reste maintenant à simplifier d'avantage la fonctlon de probabilité de 7k(&+1, s', s). 
-4 partir de (11.1 1 ) )  on peut écrire: 
- 
Changeant R, par (x,, y,, iln) et supposant que les entrées de décodeur sont 
indépendantes entre elles conditionnellement sur un = i, Sn = s et = s', alors: 
11.2 Cas d'un canal AWGN: 
(II. 16) 
z, et yn sont considérées comme deux variables aléatoires gaussiennes de moyennes 
respectives (2un - 1) et (2cn - 1) et de variance 02. Ainsi, 
(II.  17) 
(II.  18) 
En outre, Pr(il, = il&) est l'information à priori du symbole un. En utilisant 
(11.3) et l'égalité Pr(u, = 1) = 1 - Pr(u, = O ) ,  on déduit: 
(II. 19) 
Revenant a (11.16). on a d'une part la probabilité ~ r ( n , )  qui est une vanable 
constante par rapport a la valeur de un et d'un autre part la probabilité Pr(& = 
slu,  = i, Sn-l = s r )  qui est égale à O ou à 1. Elle dépend s'il y a ou non une 
transition dans le treillis entre l'état s' et l'état S.  Par conséquent. le rapport de 
vraisemblance peut étre écrit: 
Par analogie avec (3.6), nous pouvons écrire: 
où Le, est l'infocmation extrinsèque qui peut s'exprimer par: 
11.3 Cas d'un canal de Rayleigh: 
Dans ce cas, r, et y, sont deux variables aléatoires qui suivent une distribution 
de Rayleigh de moyennes respectives m, x (224, - 1) et m, x (2% - 1) avec rn, = 
0.8862. Par conséquent, on a: 
Ainsi, (11.23) s'exprime après ce changement par: 
2 - 
A, = m, -2, + A, + Le, 
02 
11.4 Implémentation: 
11.4.1 Dans un canal AWGN 
En combinant (II.l'i), (II.l8), (11.19) et (II.16), on peut encore simplifier y:(%, sr, s) 
par: 
Or (22 - 1)' = 1 et (2cn - I ) ~  = 1. Posant aussi : 
On obtient alors: 
Puisque C,, est indépendante de S .  de s' et de un = i? on peut réécrire les quantités 
suivantes: a&) et Bn(s1) par : 
Dans le rapport de vraisemblance C,, sera simplifiée, donc on pourra redéfinir 
Et finalement, .\, et l'information extrinsèque peuvent s'exprimer par: 
11.4.2 Dans un canal de Rayleigh 
Avec (II.25), ( 1 2 6 )  (11.19) et (II.16), 7;(&, si ,  s) s'écrit dans un canal de 
Rayleigh par: 
Les expressions de C,, et 7; (%, s', s) deviendraient: 
Annexe III 
Résultats de simulation des codes turbo utilisant 
l'entrelaceur à double décalage cyclique 
L'entrelaceur à double décalage cyclique non alterné est caractérisé par un dé- 
calage d'une part des lignes de (i - l)D vers la gauche et d'autre part des colonnes 
de i x D mod(m) vers le bas seulement. Où i est le numéro de la ligne, rn nombre 
de lignes de la matrice d'entrelacement, n nombre de cdonnes de celle-ci et D est 
la partie entière de :. 
Alors que I'entrelaceur à double décalage cyclique alterné est celui que nous 
avons déjà présenté dans le chapitre 2. 
Figure III. 1: Performance des codes turbo utilisant l'entrelaceur à double décalage 
cyclique de taille 3600 pour différentes valeurs de D dans un canal AWGN avec 
K = 5, G = (1,35/23), R, = 1/2 
Figure 111.2: Performance des codes turbo utilisant l'entrelaceiir à simple décalage 
cyclique de taille 3600 pour différentes valeurs de D dans un canal AWGN avec 
K = 5, G = (1,21/37), R, = 113 
Figure 111.3: Performance des codes turbo utilisant 17entrelaceur à décalage cyclique 
de taille 3600 dans un canai .4WGN avec K = 5, G = (1,21/37), R, = 113 
Annexe IV 
Résultats de simulation des codes turbo perforés 
utilisant le nouveau principe du patron de 
perforation 
IV. 1 Codeurs élémentaires CRS de longueur de contrainte 
K = 3  
Figure IV.1: Performance des codes turbo avec les patrons de perforation classique 
et modifié dans un canal AWGN avec K = 3, G = ( l ,5/7) ,  R, = 315 et taille 
d'entrelaceur aléatoire 900 
Figure IV.2: Performance des codes turbo avec les patrons de perforation classique 
et modifié dans un canal AWGN avec K = 3, G = (1,5/'i), Rgp = 10/12 et taille 
d'entrelaceur aléatoire 900 
Figure IV.3: Performance des codes turbo avec les patrons de perforation classique 
et modifié dans un canal AWGN avec K = 3, G = (1,5/7), R, = 12/14 et taille 
d'ent relaceur aléatoire 900 
Figure IV.4: Performance des codes turbo avec les patrons de perforation classique 
et modifié dans un canal AWGN avec h' = 3, G = (1,5/7), RgP = 16/18 et taille 
d'en t relaceur aléatoire 900 
Figure N.5: Performance des codes turbo avec les patrons de perforation classique 
et modifié dans un canal rZWGN avec K = 3, C = (1,5/7), R, = 18/20 et taille 
d'entrelaceur aléatoire 900 
Figure IV.6: Performance des codes turbo avec les patrons de perforation classique 
et modifié dans un canal .WTGN avec K = 3, G = (1,5/7), R, = 24/26 et taille 
d'ent relaceur aléatoire 900 
I V 2  Codeurs élémentaires CRS de longueur de contrainte 
Figure IV.7: Perforniancc des codes turbo avec les patrons de perforation classique 
et modifié dans un canal AWGN avec K = 4, G = (1.15/17), R, = 6/8 et taille 
d'ent relaceur aléatoire 3600 
Figure IV.8: Performance des codes turbo avec les patrons de perforation classique 
et modifié dans un canal AWGN avec K = 4, G = (1,15/17), Rgp = 416 et taille 
d'entrelaceur aléatoire 3600 
Figure IV.9: Performance des codes turbo avec les patrons de perforation classique 
et modifié dans un canal AWGN avec Ii = 4. G = ( l , l 5 / l ï ) ,  Rgp = 8/10 et taille 
d'entrelaceur aléatoire 3600 
Figure IV.10: Performance des codes turbo avec les patrons de perforation classique 
et modifié dans un canal AWGN avec K = 4, G = (1,15/17), Rgp = 14/16 et taille 
d'entrelaceur aléatoire 3600 
Figure IV.11: Performance des codes turbo avec les patrons de perforation classique 
et modifié dans un canal . W G N  avec = 4. G = (1,15/17), Rgp = 16/18 et taille 
d'entrelaceur aléatoire 3600 
Figure IV.12: Performance des codes turbo avec les patrons de perforation classique 
et modifié dans un canai AWGN avec K = 4, G = (1,15/17), R, = 22/24 et taille 
d'entrelaceur aléatoire 3600 
Figure IV.13: Performance des codes turbo avec les patrons de perforation classique 
et modifié dans un canal AWGN avec K = 4, G = (1,15/17), R, = 24/26 et taille 
d'entrelaceur aléatoire 3600 
Figure IV.14: Performance des codes turbo avec les patrons de perforation classique 
et modifié dans un canal AWGN avec K = 4, G = (1,17/15), R, = 719 et taille 
d'entrelaceur aléatoire 3600 
Figure IV. 15: Performance des codes turbo avec les patrons de perforation classique 
et modifié dans un canal AWGN avec K = 4. G = (1,17/15), R, = 14/16 et taille 
d'ent refaceur aléatoire 3600 
Figure IV. 16: Performance des codes turbo avec les patrons de perforation classique 
et modifié dans un canai AWGN avec K = 4, C = (1,17/15), Rgp = 21/23 et taille 
d'entrelaceur aléatoire 3600 
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Figure N.17: Performance des codes turbo avec les patrons de perforation classique 
et modifié dans un canal AWGN avec K = 4, G = ( l , l 7 /  l5), R,, = 28/30 et taille 
d'entrelaceur aléatoire 3600 
IV.3 Codeurs élémentaires CRS de longueur de contrainte 
K = 5  
Figure IV.18: Performance des codes turbo avec les patrons de perforation classique 
et modifié dans un canal AWGN avec K = 5, G = (1,21/37), Rgp = 5/7 et taille 
d'ent reiaceur aléatoire 4096 
Figure IV.19: Performance des codes turbo avec les patrons de perforation classique 
et modifié dans un canal A W N  avec K = 5, G = (1,35/23), R, = 517 et taille 
d'ent relaceur aléatoire 4096 
Figure IV.20: Comparaison entre l'ancienne et la nouvelle méthode de perforation 
pour lin taux de codage Rgp = 8/10 dans un canal .WGN avec K = 5, G = (1, a), 
taille d'ent relaceur alhtoire = 1024 
Figure IV.21: Performance des codes turbo avec les patrons de perf'oration classique 
et modifié dans un canal AWGN avec K = 5, G = (1,35/23), Rgp = 15/17 et taille 
d'entrelaceur aléatoire 4096 
Figure I V 2 2  Perforniance des cocles turbo avec les patrons de 
et modifié dans un canal ACVGN avec K = 5. G = (1.33/23), 
d'ent relaceur aléatoire 4096 
perforation classique 
Rw = 20122 et taille 
Figure IV.23: Performance des codes turbo avec les patrons de perforation classique 
et modifié dans un canal MVGN avec K = 5, G = (1,35/23), R, = 25/27 et taille 
d'entrelaceur aléatoire 4096 
Figure IV.24: Performance des codes turbo avec !es patrons cle perforation classique 
et modifié dans un canal .WGN avec K = 5' G = (1.35/23). R,, = 25/27 et taille 
d'entrelaceur aléatoire 65536 
Figure IV.25: Performance des codes turbo avec les patrons de perforation classique 
et modifié dans un canal AWGN avec K = 5, G = (1,35/23), R, = 30132 et taille 
d'entrelaceur aléatoire 4096 
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Figure IV.26: Performance des codes turbo avec les patrons de perforation classique 
et modifié dans un canal . W G N  avec K = 5, G = (1,35/23), R, = 30132 et taille 
d'entrelaceur aléatoire 65536 
Annexe V 
Recherche de la meilleure matrice de perforation en 
utilisant le principe de la nouvelle méthode 
proposée 
L'étude pour trouver les meilleures positions des symboles retenus dans le noii- 
veau patron de perforation est assez compliquée. Nous avons essayé de déterminer 
cette matrice pour R, = 315 avec des codeurs CRS caractérisés par une longueur 
de contrainte K = 3 et vecteur générateur G = (1,517). Les résultats de sirnu- 
lation illustrés aux figures V.1 et V.? indiquent qu'il y a une légère différence de 
perforniance entre I'utilisation de la matrice Pl ou celle de PZ. 
Toutefois. une étude dans ce sens peut être encore poursuivie et déterminer ainsi 
la matrice qui donne les meilleures performances pour les codes turbo. 

