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Thirty years ago, G.N. de Oliveira has proposed the following com-
pletion problems: Describe the possible characteristic polynomials
of [ Ci,j ], i, j ∈ {1, 2}, where C1,1 and C2,2 are square submatrices,
when some of the blocks Ci,j are ﬁxed and the others vary. Several of
these problems remainunsolved. This paper gives the solution, over
the ﬁeld of real numbers, of Oliveira’s problem where the blocks
C1,1, C2,2 are ﬁxed and the others vary.
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1. Introduction
Thirty years ago, G. N. de Oliveira [3] has proposed the following completion problems: Describe
the possible characteristic polynomials of [ Ci,j ] ∈ Fn×n, i, j ∈ {1, 2}, where F is a ﬁeld, C1,1 and C2,2 are
square submatrices, when some of the blocks Ci,j are ﬁxed and the others vary. There are essentially
seven problems, according to the positions of the ﬁxed blocks: (i) C1,1; (ii) C1,1, C1,2; (iii) C1,2; (iv)
C1,1, C2,2; (v) C1,2, C2,1; (vi) C1,1, C1,2, C2,2; (vii) C1,2, C2,1, C2,2. Only the ﬁrst three of them have been
completely solved [2,3,9]. Problems (iv), (v) and (vi) have been solved when F is algebraically closed
[5,7,8]. As these problems seem to be very difﬁcult over arbitrary ﬁelds, we started studying them
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when F is the ﬁeld R of the real numbers. Our ﬁrst related paper was [1], where we solved problem
(v) when F = R. The reader may ﬁnd more references in [1]. The purpose of this paper is to study the
following problem (Oliveira’s problem (iv)):
Problem 1. Let A ∈ Rp×p, B ∈ Rq×q, n = p + q and let h ∈ R[x] be a monic polynomial of degree n.
Under what conditions do there exist X ∈ Rp×q, Y ∈ Rq×p such that
C =
[
A X
Y B
]
(1)
has characteristic polynomial h?
Note that, without loss of generality, wemay assume that p q. Also note that, if A and B are similar
to A′ = U−1AU and B′ = V−1BV , respectively, then (1) is similar to[
A′ U−1XV
V−1YU B′
]
;
it follows that, in order to study Problem1, thematrices A and Bmay be replacedwith similarmatrices.
Problem 1 was solved in [5], over an arbitrary ﬁeld F , for polynomials h that split into linear factors in
F .
Given a polynomial f (x) = xk − ek−1xk−1 − · · · − e0 ∈ R[x], k 1, we denote by C(f ) the com-
panion matrix of f :
C(f ) =
[
0 Ik−1
e0 e1 · · · ek−1
]
.
We shall call trace of f , denoted by tr f , to the trace of any squarematrixwith characteristic polynomial
f , that is, tr f = ek−1. Recall that a matrix C ∈ Rn×n is similar to the direct sum of the companion
matrices of the nonconstant invariant polynomials of C. Denote by i(C) the number of nonconstant
invariant polynomials of C ∈ Rn×n. Given matrices A1 ∈ Rm×m, A2 ∈ Rm×k , the pair (A1, A2) is com-
pletely controllable if and only if the pencil [xIm − A1 −A2] has all its invariant factors equal to 1. If
B1 ∈ Rm×m, B2 ∈ Rm×k , the matrices [A1 A2] and [B1 B2] are feedback equivalent if there exists
R ∈ Rk×m and nonsingular matrices P ∈ Fm×m,Q ∈ Fk×k such that[
B1 B2
] = P−1 [A1 A2] [P 0R Q
]
.
Recall that [A1 A2] is feedback equivalent to a matrix of the form[
M 0 0
0 S N
]
,
where M = C(β1) ⊕ · · · ⊕ C(βt) ∈ Rl×l , β1, . . . ,βt are the nonconstant invariant factors of[
xIm − A1 −A2], l = deg (β1· · ·βt), S = C(xk1) ⊕ · · · ⊕ C(xkr ) ∈ R(m−l)×(m−l), r = rankA2, k1 
· · · kr > 0, k1 + · · · + kr = m − l,N =
[
e
(m−l)
k1
e
(m−l)
k1+k2 · · · e(m−l)k1+···+kr 0 · · · 0
]
∈ R(m−l)×k , e(m−l)i is
the i-column of the matrix Im−l .
The following theorems are ourmain results. The proofs are split into several lemmas andpresented
in Section 2. The special case (S), referred in Theorem 2, will be studied in Section 5. The special case
(S′), also referred in Theorem 2, is not yet solved.
Theorem 2. Let A ∈ Rp×p, B ∈ Rq×q, n = p + q and let h ∈ R[x] be amonic polynomial of degree n. Let
α1|· · ·|αp be the invariant polynomials of A. Suppose that p q, A, B are not scalar simultaneously and the
following special case does not hold:
(S) p = q = 2, one of the matrices A, B is scalar, the other is nonscalar with conjugate eigenvalues
(complex or real of multiplicity two) and h does not have real roots.
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(S′) q = 2, B = bI2, b ∈ R, A has two invariant polynomials αp−1|αp and: p = 4, deg (αp−1) =
deg (αp) = 2, h has no real roots,
or
p 5, h has no b as root.
Then there exist X ∈ Rp×q, Y ∈ Rq×p such that (1) has characteristic polynomial h if and only if
(a2) tr A + tr B = tr h,
(b2) α1· · ·αp−q|h.
Theorem 3. Let A = aIp, B = bIq, a, b ∈ R, n = p + q and let h ∈ R[x] be a monic polynomial of degree
n. Suppose that p q. Then there exist X ∈ Rp×q, Y ∈ Rq×p such that (1) has characteristic polynomial h
if and only if
(a3) tr A + tr B = tr h,
(b3) h(x) = (x − a)p−qh1(x)· · ·ht(x), where, for each k ∈ {1, . . . , t}, either
a) deg hk = 2, hk is monic and tr hk = a + b,
or
a) deg hk = 4, hk is monic, tr hk = 2(a + b) and hk has four nonreal roots of the form αk +
iγk ,αk − iγk ,βk + iγk ,βk − iγk, for some αk ,βk , γk ∈ R.
2. The nonscalar case
Let A ∈ Rp×p, B ∈ Rq×q, n = p + q and let h ∈ R[x] be a monic polynomial of degree n.
Lemma 4. If p = q = 1, then there exist X , Y ∈ R such that (1) has characteristic polynomial h if and only
if A + B = tr h.
Proof. Trivial. 
Lemma 5. Suppose that p > q i(A). Let h1 ∈ R[x] be a monic polynomial of degree p. Then there exists
a nonsingular matrix Z ∈ Rp×p, and there exist R1 ∈ Rq×(p−q), R2 ∈ Rq×q such that:
• Z−1AZ =
[
A1,1 A1,2
A2,1 A2,2
]
, where A2,2 ∈ Rq×q,
• either q = 1 or A2,2 is nonscalar,• (A1,1, A1,2) is completely controllable,
•
[
A1,1 A1,2
R1 R2
]
has characteristic polynomial h1,
• A2,2 − R2 has real nonzero pairwise distinct eigenvalues.
Article [10]describescompletely thepossible similarity classesof a squarematrixwithsomeprescribed
rows. We use it in a particular case.
Proof. As p > q i(A), it follows from [10, Corollary I] that A is similar to a matrix of the form
A′ =
[
A′1,1 A1,2
A′2,1 A′2,2
]
∈ Rp×p,
where A′2,2 ∈ Rq×q and (A′1,1, A1,2) is completely controllable. Without loss of generality, suppose that[
A′1,1 A1,2
]
is in the canonical form for feedback equivalence. Consider A′1,1 partitioned as follows:
A′1,1 =
[
0 A0
]
, where A0 ∈ R(p−q)×(p−q−1).
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In this paragraph, by induction on p, we shall prove that, if (A′1,1, A1,2) is completely control-
lable,
[
A′1,1 A1,2
]
is in the normal form for feedback equivalence and A′1,1 =
[
0 A0
]
, where A0 ∈
R(p−q)×(p−q−1), then there exist R0 ∈ Rq×(p−q−1), R′2 ∈ Rq×q such that the polynomial matrix[
0
xIp−1
]
−
[
A0 A1,2
R0 R
′
2
]
(2)
has all its invariant factors equal to 1. Note that the condition p > q i(A) implies that p 2. First,
suppose that p − q = 1. Note that this case covers the case p = 2. Then A0 does not exist and A1,2 =[
1 0 · · · 0]. Let R′2 be the companion matrix of xq. Then[
0
xIp−1
]
−
[
A1,2
R′2
]
has all its invariant factors equal to 1. Now suppose that p − q 2. We have two cases. Either[
A′1,1 A1,2
]
=
[
0 1 0 0
0 0 A′0 A′1,2
]
,
where A′0 ∈ R(p−q−1)×(p−q−2), A′1,2 ∈ R(p−q−1)×q,
([
0 A′0
]
, A′1,2
)
is completely controllable and[[
0 A′0
]
A′1,2
]
is in the normal form for feedback equivalence; or[
A′1,1 A1,2
]
=
[
0 0 0 1 0
0 0 A′0 0 A′1,2
]
,
where A′0 ∈ R(p−q−1)×(p−q−2), A′1,2 ∈ R(p−q−1)×(q−1),
([
0 A′0
]
, A′1,2
)
is completely controllable
and
[[
0 A′0
]
A′1,2
]
is in the normal form for feedback equivalence. In the ﬁrst case, according
to the induction assumption, there exist S0 ∈ Rq×(p−q−2), S2 ∈ Rq×q such that[
0
xIp−2
]
−
[
A′0 A′1,2
S0 S2
]
has all its invariant factors equal to 1. Then, with R0 = [0 S0] ∈ Rq×(p−q−1), R′2 = S2, thematrix (2)
has all its invariant factors equal to 1. In the second case, according to the induction assumption, there
exist S0 ∈ R(q−1)×(p−q−2), S2 ∈ R(q−1)×(q−1) such that[
0
xIp−3
]
−
[
A′0 A′1,2
S0 S2
]
has all its invariant factors equal to 1. Then, with
R0 =
[
1 0
0 S0
]
∈ Rq×(p−q−1), R′2 =
[
0 0
0 S2
]
∈ Rq×q,
the matrix (2) has all its invariant factors equal to 1.
Then, for almost all R
′′
2 ∈ Rq×q (all, except over a null set),[
0
xIp−1
]
−
[
A0 A1,2
R0 R
′′
2
]
has all its invariant factors equal to 1. Choose R
′′′
2 ∈ Rq×q such that A′2,2 − R′′′2 has real nonzero pairwise
distinct eigenvalues. By the continuity of the eigenvalues, for all the q × qmatrices R˜ in a neighbour-
hood of R
′′′
2 , A
′
2,2 − R˜ has real nonzero pairwise distinct eigenvalues. Then there exists R˜2 ∈ Rq×q such
that [
0
xIp−1
]
−
[
A0 A1,2
R0 R˜2
]
has all its invariant factors equal to 1 and A′2,2 − R˜2 has real pairwise distinct eigenvalues.
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According to [9], there exist e1 ∈ R(p−q)×1, e2 ∈ Rq×1 such that
R =
[
e1 A0 A1,2
e2 R0 R˜2
]
has characteristic polynomial h1.
Note that
[[
e1 A0
]
A1,2
]
and
[
A′1,1 A1,2
]
are feedback equivalent. It follows that A is similar
to a matrix of the form
A
′′ =
[
e1 A0 A1,2
A
′′
2,1 A
′′
2,2
]
,
As (A′1,1, A1,2) is completely controllable and
[
A′1,1 A1,2
]
is in the normal form for feedback equiv-
alence, there exists k ∈ {1, . . . , p − q} such that the entry (k, 1) of A1,2 is equal to 1. For every λ ∈ R,
let Jλ ∈ Rp×p be the matrix that results from Ip when its entry (p, k) is replaced with λ; let
A(λ) = JλA′′ J−1λ =
[
A1,1(λ) A1,2
A2,1(λ) A2,2(λ)
]
,
R(λ) = JλRJ−1λ =
[
A1,1(λ) A1,2
R1(λ) R2(λ)
]
.
Note that A2,2(λ) is different from A
′′
2,2 in the entry (q, 1), at most.
As A′2,2 − R˜2 has pairwise distinct real eigenvalues, there exists a real positive number  such
that, for every real number λ satisfying |λ| < , A2,2(λ) − R2(λ) has real nonzero pairwise distinct
eigenvalues.
Choose λ0 ∈ R such that |λ0| <  and, either q = 1 or A2,2(λ0) is nonscalar.
Let Z ∈ Rp×p be a nonsingularmatrix such that Z−1AZ = A(λ0) and let R1 = R1(λ0), R2 = R2(λ0).
The conclusion is trivial. 
Lemma 6. Suppose that p q i(A), tr A + tr B = tr h, either p = 1 or A is nonscalar, either q = 1 or B is
nonscalar, and h = h1h2, where h1 is monic of degree p. Then there exist X ∈ Rp×q, R ∈ Rp×p, S ∈ Rq×q
and W ∈ Rq×p such that:
• rankW = q,
• R has characteristic polynomial h1,• S has characteristic polynomial h2,
•
[
Ip 0−W Iq
] [
R X
0 S
] [
Ip 0
W Iq
]
=
[
R + XW X
∗ S − WX
]
,
• R + XW is similar to A,
• S − WX is similar to B.
Proof. Case 1. Suppose that p = q 2 and A, B are nonscalar. Let R ∈ Rp×p be a nonderogatory ma-
trix with characteristic polynomial h1. Let S ∈ Rp×p be a nonderogatory matrix with characteristic
polynomial h2. Then tr R + tr S = tr A + tr B.
Let c1, . . . , cp be pairwise distinct elements of R \ {0} such that c1 + · · · + cp = tr A − tr R =
tr S − tr B.
According to [4], there exists A′ ∈ Rp×p similar to A such that A′ − R has eigenvalues c1, . . . , cp.
Analogously, there exists B′ ∈ Rp×p similar to B such that S − B′ has eigenvalues c1, . . . , cp.
Then A′ − R and S − B′ are similar. Let Z ∈ Rp×p be a nonsingular matrix such thatW = A′ − R =
Z(S − B′)Z−1. Note thatW is nonsingular. Then[
R Ip
0 ZSZ−1
]
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has characteristic polynomial h and is similar to[
Ip 0−W Ip
] [
R Ip
0 ZSZ−1
] [
Ip 0
W Ip
]
=
[
A′ ∗
∗ ZB′Z−1
]
.
Case 2. Suppose that p > q. Use the notation of Lemma 5. As p > q i(A), A is nonscalar.
Let S ∈ Rq×q be a nonderogatorymatrixwith characteristic polynomial h2. Note that tr R2 + tr S =
tr h1 + tr S − tr A1,1 = tr h1 + tr h2 − tr A1,1= tr h − tr A1,1= tr A + tr B − tr A1,1 = tr A2,2 + tr B.
Let c1, . . . , cq be the (real nonzero pairwise distinct) eigenvalues ofA2,2 − R2. According to [4], there
exists S′ ∈ Rq×q similar to S such that S′ − B has eigenvalues c1, . . . , cq.
Then A2,2 − R2 and S′ − B are similar. Let Z ∈ Rq×q be a nonsingular matrix such that Z−1(A2,2 −
R2)Z = S′ − B. Then
D =
⎡⎣A1,1 A1,2 0R1 R2 Z
0 0 S′
⎤⎦
has characteristic polynomial h. Let
Z1 =
⎡⎣ Ip−q 0 00 Iq 0
Z−1(A2,1 − R1) Z−1(A2,2 − R2) Iq
⎤⎦
Then D is similar to
Z
−1
1 DZ1 =
⎡⎣A1,1 A1,2 0A2,1 A2,2 Z∗ ∗ B
⎤⎦ . 
Corollary 7. Suppose that p q i(A), tr A + tr B = tr h, either p = 1 or A is nonscalar, either q = 1 or
B is nonscalar, and h = h1h2, where h1 is monic of degree p. Then there exist X ∈ Rp×q, Y ∈ Rq×p such
that (1) has characteristic polynomial h.
Proof. The proof follows immediately from the previous lemma. 
Lemma 8. Let A ∈ Rp×p be a nonscalar matrix, a ∈ R, p 2. Then A is similar to a matrix of the form
A′ =
[
A1,1 A1,2
A2,1 a
]
,
where either p = 2 or A1,1 ∈ R(p−1)×(p−1) is nonscalar. Moreover, when p = 3, A′ can be chosen so that
A1,1 has real eigenvalues.
Proof. See [4]. 
Lemma 9. Suppose that p q i(A), tr A + tr B = tr h, either p = 1 or A is nonscalar, either q = 1 or B
is nonscalar, and h does not have a divisor of degree p. Then there exist X ∈ Rp×q, Y ∈ Rq×p such that (1)
has characteristic polynomial h.
Proof. As h does not have a divisor of degree p, we deduce that p and q are odd.
Case 1. Suppose that q = 1. Then i(A) = 1 and A is similar to a companion matrix A′ = U−1AU.
Let X = U [0 · · · 0 1]t ∈ Rp×1. The polynomial matrix [xIp − A X] has all its invariant fac-
tors equal to 1. As tr A + tr B = tr h, it follows from [9] that there exists Y ∈ R1×p such that (1) has
characteristic polynomial h.
Case 2. Suppose that i(A) = q 2. As p is odd, A has an invariant polynomial of odd degree. Let
r be the smallest positive odd integer such that A has an invariant polynomial of degree r. Then A
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is similar to a matrix of the form A′ = A1 ⊕ A2, where A1 ∈ R(p−r)×(p−r) is nonscalar, i(A1) = q − 1
and i(A2) = 1. As all the numbers p − r, r + 1, q − 1 are even,h = h1h2h3,whereh1, h2, h3 ∈ R[x] are
monic, deg h1 = p − r, deg h2 = q − 1, deg h3 = r + 1. Let b = tr h3 − tr A2. According to Lemma 8,
B is similar to a matrix of the form
B′ =
[
b B1,2
B2,1 B2,2
]
,
where either q = 2 or B2,2 is nonscalar. According to Case 1, there exist X2 ∈ Rr×1, Y2 ∈ R1×r such
that [
A2 X2
Y2 b
]
has characteristic polynomial h3. According to Lemma 6, there exist X1 ∈ R(p−r)×(q−1),
R ∈ R(p−r)×(p−r), S ∈ R(q−1)×(q−1) andW ∈ R(q−1)×(p−r) such that:
• rankW = q − 1,
• R has characteristic polynomial h1,• S has characteristic polynomial h2,
•
[
Ip−r 0−W Iq−1
] [
R X1
0 S
] [
Ip−r 0
W Iq−1
]
=
[
R + X1W X1∗ S − WX1
]
,
• R + X1W is similar to A1,• S − WX1 is similar to B2,2.
Let U ∈ R(p−r)×(p−r), V ∈ R(q−1)×(q−1) be nonsingular matrices such that U−1(R + X1W)U =
A1, V
−1(S − WX1)V = B2,2. As rankW = q − 1, there exists W+ ∈ R(p−r)×(q−1) such that WW+ =
Iq−1. Then
C =
⎡⎢⎢⎣
R 0 −W+VB2,1 X1
0 A2 X2 0
0 Y2 b B1,2V
−1
0 0 0 S
⎤⎥⎥⎦
has characteristic polynomial h and is similar to⎡⎢⎣ U−1 0 00 Ir+1 0
−V−1W 0 V−1
⎤⎥⎦ C
⎡⎣ U 0 00 Ir+1 0
WU 0 V
⎤⎦ = [A′ ∗∗ B′
]
.
Case 3. Suppose that q 2 and q > i(A). As p is odd, A has a real eigenvalue and A is similar to a
matrix of the form
A′ =
[
A1,1 A1,2
0 a
]
,
where A1,1 ∈ R(p−1)×(p−1), either p = 2 or A1,1 is nonscalar, i(A1,1) i(A) q − 1 and a ∈ R.
As p − 1 and q − 1 are even, h = h1h2h3, where h1, h2, h3 ∈ R[x] are monic, deg h1 = p − 1,
deg h2 = q − 1, deg h3 = 2. Let b = tr h3 − a. According to Lemma 8, B is similar to a matrix of the
form
B′ =
[
b B1,2
B2,1 B2,2
]
,
where either q = 2 or B2,2 is nonscalar. According to Lemma 4, there exist x, y ∈ R such that[
a x
y b
]
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has characteristic polynomial h3. As p and q are odd, p /= 2 and q /= 2. Then A1,1 and B2,2 are nonscalar.
According to Lemma 6, there exist X1 ∈ R(p−1)×(q−1), R ∈ R(p−1)×(p−1), S ∈ R(q−1)×(q−1) and W ∈
R(q−1)×(p−1) such that:
• rankW = q − 1,
• R has characteristic polynomial h1,• S has characteristic polynomial h2,
•
[
Ip−1 0−W Iq−1
] [
R X1
0 S
] [
Ip−1 0
W Iq−1
]
=
[
R + X1W X1∗ S − WX1
]
,
• R + X1W is similar to A1,1• S − WX1 is similar to B2,2.
Let U ∈ R(p−1)×(p−1), V ∈ R(q−1)×(q−1) be nonsingular matrices such that U−1(R + X1W)U =
A1,1 V
−1(S − WX1)V = B2,2. As rankW = q − 1, there existsW+ ∈ R(p−1)×(q−1) such thatWW+ =
Iq−1. Then
C =
⎡⎢⎢⎣
R UA1,2 −W+VB2,1 X1
0 a x 0
0 y b B1,2V
−1
0 0 0 S
⎤⎥⎥⎦
has characteristic polynomial h and is similar to⎡⎢⎣ U−1 0 00 I2 0
−V−1W 0 V−1
⎤⎥⎦ C
⎡⎣ U 0 00 I2 0
WU 0 V
⎤⎦ = [A′ ∗∗ B′
]
. 
3. A and B are scalar
Proof of Theorem 3. The proof is adapted from the corresponding proof in [5].
Necessary condition. Let U ∈ Rp×p and V ∈ Rq×q be nonsingular matrices such that UXV = Ir ⊕ 0,
where r = rankX . Then C is similar to a matrix of the form
C1 = (U ⊕ V−1)C(U−1 ⊕ V) =
⎡⎢⎢⎣
aIr 0 Ir 0
0 aIp−r 0 0
Y1 Y2 bIr 0
Y3 Y4 0 bIq−r
⎤⎥⎥⎦ .
Clearly, the characteristic polynomial of C is
(x − a)p−q · [(x − a)(x − b)]q−r · det(xI2r − D),
where
D =
[
aIr Ir
Y1 bIr
]
.
LetW ∈ Cr×r be a nonsingular matrix such that Y ′1 = WY1W−1 is lower triangular with elements of
the main diagonal
s1, . . . , sl , u1 + iv1, u1 − iv1, . . . , um + ivm, um − ivm
for some s1, . . . , sl , u1, . . . , um ∈ R, v1, . . . , vm ∈ R \ {0}. Then D′ = (W ⊕ W)D(W−1 ⊕ W−1) is
permutation similar to a block lower triangular matrix, with the main blocks of size 2 × 2 denoted by
D1, . . . ,Dl , E
+
1 , E
−
1 , . . . , E
+
m , E
−
m ,
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where
Dj =
[
a 1
sj b
]
, j ∈ {1, . . . , l},
E
+
k =
[
a 1
uk + ivk b
]
, k ∈ {1, . . . ,m},
E
−
k =
[
a 1
uk − ivk b
]
, k ∈ {1, . . . ,m}.
For each k ∈ {1, . . . ,m}, let αk + iγk ,βk + iγ ′k , where αk ,βk , γk , γ ′k ∈ R, be the eigenvalues of E+k . As
E
+
k has real trace, γk = −γ ′k . As vk /= 0, we have γk /= 0. It is not hard to show that αk − iγk ,βk + iγk
are the eigenvalues of E
−
k . The conclusion of the proof follows easily.
Sufﬁcient condition. Suppose h(x) = (x − a)p−qh1(x)· · ·ht(x), where, for each k ∈ {1, . . . , s, s +
1, . . . , t}, hk is monic and
• deg h1 = · · · = deg hs = 2, and tr h1 = · · · = tr hs = a + b,• ∀k ∈ {s + 1, . . . , t}, deg hk = 4, tr hk = 2(a + b) and hk has four nonreal roots αk + iγk ,αk −
iγk ,βk + iγk ,βk − iγk , for some αk ,βk , γk ∈ R.
For each k ∈ {1, . . . , s} let
C′k =
[
0 1
ck a + b
]
, for some ck ∈ R,
the companion matrix of hk .
Ck =
[
1 0
−a 1
]
C′k
[
1 0
a 1
]
=
[
a 1
∗ b
]
is similar to C′k , then Ck has characteristic polynomial hk .
For each k ∈ {s + 1, . . . , t} let
C′k =
⎡⎢⎢⎣
αk γk 1 0−γk αk 0 1
0 0 βk −γk
0 0 γk βk
⎤⎥⎥⎦ .
C′k has characteristic polynomial ((x − αk)2 + γ 2k )((x − βk)2 + γ 2k ) = hk . As tr hk = 2(a + b) =
2(αk + βk), b − βk = αk − a. The matrix
C
′′
k =
⎡⎢⎢⎣
1 0 0 0
0 1 0 0
0 γk 1 0−γk 0 0 1
⎤⎥⎥⎦ C′k
⎡⎢⎢⎣
1 0 0 0
0 1 0 0
0 −γk 1 0
γk 0 0 1
⎤⎥⎥⎦ =
⎡⎢⎢⎣
αk 0 1 0
0 αk 0 1∗ ∗ βk 0∗ ∗ 0 βk
⎤⎥⎥⎦
is similar to C′k , then has characteristic polynomial hk . So
Ck =
⎡⎢⎢⎣
1 0 0 0
0 1 0 0
b − βk 0 1 0
0 b − βk 0 1
⎤⎥⎥⎦ C ′′k
⎡⎢⎢⎣
1 0 0 0
0 1 0 0
a − αk 0 1 0
0 a − αk 0 1
⎤⎥⎥⎦ =
⎡⎢⎢⎣
a 0 1 0
0 a 0 1
∗ ∗ b 0
∗ ∗ 0 b
⎤⎥⎥⎦
has also characteristic polynomial hk . Let
C′ = aIp−q ⊕ (⊕ti=1Ck).
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C′ has characteristic polynomial h and is permutation similar to
C =
⎡⎣ aIp 0Iq
0 Y1 bIq
⎤⎦ . 
4. A is nonscalar, B is scalar
Lemma 10. Suppose that p q i(A) = p − 1, p 3, tr A + tr B = tr h and B = bIq, b ∈ R. Then there
exist X ∈ Rp×q, Y ∈ Rq×p such that (1) has characteristic polynomial h.
Proof. As i(A) = p − 1 and p 3, the matrix A is similar to a matrix of the form
A′ =
[
a′ 1
0 a
]
⊕ aIp−2,
for some a, a′ ∈ R.
Case 1. Suppose that q = p − 1. Then
[
0
xI2q
]
−
⎡⎣1 0 · · · 0 0aIq Iq
Jq bIq
⎤⎦ , where Jq = [0 Iq−10 0
]
,
has all its invariant factors equal to 1. According to Wimmer, there exist k1, k2 ∈ Rq×1 such that
C1 =
⎡⎣a′ 1 0 · · · 0 0k1 aIq Iq
k2 Jq bIq
⎤⎦
has characteristic polynomial h. Let
Z =
⎡⎣ 1 0 00 Iq 0−k1 0 Iq
⎤⎦ .
Then C1 is similar to
Z−1C1Z =
[
A′ ∗
∗ B
]
.
Case 2. Suppose that q = p. Then
[
0
xI2p−1
]
−
⎡⎢⎢⎣
0
aIp−1 Ip
Ip−1
0
bIp
⎤⎥⎥⎦
has all its invariant factors equal to 1. According to Wimmer, there exist k1 ∈ R(p−1)×1 k2 ∈ Rp×1
such that
D =
⎡⎢⎢⎣
a′
k1
0
aIp−1 Ip
k2
Ip−1
0
bIp
⎤⎥⎥⎦
has characteristic polynomial h. If, either a′ /= a or k1 /= 0, then D has the form
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[
A
′′ ∗
∗ B
]
, (3)
where A
′′
is similar to A and the proof is completed.
Otherwise, a′ = a and D has the form (3), with A′′ = aIp. According to the necessary condition
of Theorem 3, h(x) = h1(x)g(x), where g(x) = h2(x)· · ·ht(x) (h2, . . . , ht satisfying condition (b3) of
Theorem 3) and
• deg h1 = 2 and tr h1 = a + b,
or
• deg h1 = 4 and tr h1 = 2(a + b).
If deg h1 = 2 and tr h1 = a + b, according to Lemma 4, there exist x, y ∈ R such that[
a x
y b
]
has characteristic polynomial h1. According to the sufﬁcient condition of Theorem 3, there exist
matrices X1, Y1 ∈ R(p−1)×(p−1) such that[
aIp−1 X1
Y1 bIp−1
]
has characteristic polynomial g. The matrix⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
a 0 x 0
1
0
...
0
aIp−1 0 X1
y 0 b 0
0 Y1 0 bIp−1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
has characteristic polynomial h and the prescribed form.
If deg h1 = 4 and tr h1 = 2(a + b), according to the sufﬁcient condition of Theorem 3, there exist
matrices X1, Y1 ∈ R2×2, X2, Y2 ∈ R(p−2)×(p−2) such that[
aI2 X1
Y1 bI2
]
has characteristic polynomial h1 and[
aIp−2 X2
Y2 bIp−2
]
has characteristic polynomial g. The matrix⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
aI2 0 X1 0
1 0
0 0
...
...
0 0
aIp−2 0 X2
Y1 0 bI2 0
0 Y2 0 bIp−2
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
has characteristic polynomial h and the prescribed form. 
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Lemma 11. Suppose that p = q = 2, tr A + tr B = tr h, A has pairwise distinct real eigenvalues, B = bI2,
b ∈ R and h = h1h2, where h1 is monic of degree 2. Then there exist X ∈ R2×2, R ∈ R2×2, S ∈ R2×2 and
W ∈ R2×2 such that (all the six properties marked with a bullet in Lemma 6 are satisﬁed.)
• rankW = 2,
• R has characteristic polynomial h1,• S has characteristic polynomial h2,
•
[
I2 0−W I2
] [
R X
0 S
] [
I2 0
W I2
]
=
[
R + XW X
∗ S − WX
]
,
• R + XW is similar to A,
• S − WX is similar to B.
Proof. Case 1. Suppose that h2(b) /= 0. Let R′ ∈ R2×2 be a nonderogatory matrix with characteristic
polynomial h1. Let S
′ ∈ R2×2 be a nonderogatory matrix with characteristic polynomial h2. Let a1, a2
be the eigenvalues of A. According to [4], there existmatrices R, S ∈ R2×2, similar to R′, S′, respectively,
such that R + S has eigenvalues a1 + b, a2 + b. Then A′ = R + S − bI2 has eigenvalues a1, a2 and, as
these eigenvalues are distinct,A andA′ are similar. As h2(b) /= 0,W = A′ − R = S − bI2 is nonsingular
and [
I2 0−W I2
] [
R I2
0 S
] [
I2 0
W I2
]
=
[
R + W I2∗ S − W
]
=
[
A′ I2∗ B
]
.
Case 2. Suppose that h2(b) = 0 and h1 is not the characteristic polynomial of A. Let
R =
[
0 1
r0 r1
]
be a matrix with characteristic polynomial h1. Let b, d be the roots of h2 and let
Sλ =
[
d 0
λ b
]
,
where the element λ will be chosen later. As A is nonscalar, A is similar to a companion matrix
A′ =
[
0 1
a0 a1
]
.
Let
X =
[
0 0
1 0
]
, Wλ,μ =
[
a0 − r0 a1 − r1−μ λ
]
,
where the element μ will be chosen later. Then[
I2 0−Wλ,μ I2
] [
R X
0 Sλ
] [
I2 0
Wλ,μ I2
]
=
[
A′ X
∗ B
]
.
As A does not have characteristic polynomial h1, the ﬁrst row of Wλ,μ is different from 0. Then λ,μ
could have been chosen so thatWλ,μ is nonsingular.
Case 3. Suppose that h2(b) = 0 and h1 is the characteristic polynomial of A. As tr A + tr B = tr h,
we deduce that h2(x) = (x − b)2. Let X = 0 andW = I2. Then A ⊕ B has characteristic polynomial h
and [
I2 0−W I2
] [
A X
0 B
] [
I2 0
W I2
]
=
[
A X
∗ B
]
. 
Lemma 12 (The case of 2 × 2 blocks). Suppose that p = q = 2 and B = bI2. If either h has at least one
real root or A has distinct real eigenvalues, then there exist X , Y ∈ R2×2 such that (1) has characteristic
polynomial h.
Proof. Suppose that h has at least one real root. Then h(x) = h1(x)(x − c1)(x − c2), where c1, c2 ∈ R.
Let R′ ∈ R2×2 be a nonderogatory matrix with characteristic polynomial h1. According to [6], A is
similar to a matrix A′ ∈ R2×2 such that S = (A′ + bI2) − R′ has eigenvalues c1, c2.
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Now suppose that A has distinct real eigenvalues a1, a2. Suppose that h = h1h2, where h1, h2
are monic polynomials of degree 2. Let R, S ∈ R2×2 be nonderogatory matrices with characteristic
polynomials h1, h2, respectively. According to [6], R is similar to a matrix R
′ ∈ R2×2 such that S + R′
has eigenvalues a1 + b, a2 + b. Let A′ = S + R′ − bI2. Then A′ has eigenvalues a1, a2 and, as these
elements are distinct, A and A′ are similar.
In any of the two previous cases,[
R′ I2
0 S
]
has characteristic polynomial h and is similar to[
I2 0
R′ − A′ I2
] [
R′ I2
0 S
] [
I2 0
A′ − R′ I2
]
=
[
A′ I2∗ B
]
. 
Lemma 13. Let C ∈ Rd×d, λ1, . . . , λd ∈ R. If C is nonderogatory and tr C = λ1 + · · · + λd, then C is
similar to a matrix of the form⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
λ1 1 0 · · · 0
∗ λ2 1 . . .
...
∗ 0 . . . . . . 0
...
...
. . . λd−1 1∗ 0 · · · 0 λd
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (4)
Proof. This lemma is a particular case of themain result of [10]. An elementary proof can also be given.
With a direct calculation, it can be proved that there exists a matrix of the form (4) with the same
characteristic polynomial as C. (See also [9].) As C and (4) are nonderogatory, they are similar. 
Lemma 14. Suppose that A ∈ R4×4, i(A) 2 and t ∈ R. Then A is similar to a matrix of the form[
A1,1 A1,2
A2,1 A2,2
]
∈ R4×4,
where Ai,i has distinct real eigenvalues, i ∈ {1, 2}, and tr A2,2 = t.
Proof. Case1. Suppose that i(A) = 1. Choose real numbers r, s such that s /= tr A − s − t and r /= t − r.
According to Wimmer, there exists a matrix of the form
A′ =
⎡⎢⎢⎣
s 1 0 0
0 tr A − s − t 1 0
0 0 t − r 1
∗ ∗ u r
⎤⎥⎥⎦ ∈ R4×4,
with the same characteristic polynomial as A. As A and A′ are both nonderogatory, they are similar.
Moreover, A is similar to⎛⎝[1] ⊕
⎡⎣ 1 0 00 1 0
−u 0 1
⎤⎦⎞⎠ A′
⎛⎝[1] ⊕
⎡⎣1 0 00 1 0
u 0 1
⎤⎦⎞⎠ =
⎡⎢⎢⎣
s 1 0 0
0 tr A − s − t 1 0
0 u t − r 1
∗ ∗ 0 r
⎤⎥⎥⎦ .
Case 2. Suppose that A has two invariant polynomials of degree 2, both equal to g. Choose a real
number r such that r /= t − r. There exist u1, u2 ∈ R such that[
tr g − r 1
u1 r
]
and
[
tr g − t + r 1
u2 t − r
]
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have characteristic polynomial g. Then⎡⎢⎢⎣
tr g − r 0 1 0
0 tr g − t + r 0 1
u1 0 r 0
0 u2 0 t − r
⎤⎥⎥⎦
has characteristic polynomial h and is similar to A.
Case 3. Suppose that A has an invariant polynomial g1 of degree 1 and an invariant polynomial g2
of degree 3. Let a ∈ R such that g1(x) = x − a. According to Wimmer, there exist c1, c2, c3 ∈ R such
that
D =
⎡⎣ 0 1 00 a 1
c1 c2 c3
⎤⎦
has characteristic polynomial g2. As D is nonderogatory, D is similar to C(g2). A is similar to A
′ =
[a] ⊕ D, then also to
A
′′ =
⎡⎢⎢⎣
1 0 1 0
0 1 0 0
0 0 1 0
0 −c2 0 1
⎤⎥⎥⎦ A′
⎡⎢⎢⎣
1 0 −1 0
0 1 0 0
0 0 1 0
0 c2 0 1
⎤⎥⎥⎦
=
⎡⎢⎢⎣
a c2 0 1
0 0 1 0
∗ ∗ a 1
∗ ∗ 0 c3
⎤⎥⎥⎦ .
Let r be a real number such that r /= t − r and c3 − r /= r − t. Take
C =
⎡⎢⎢⎣
1 0 0 0
0 1 0 0
0 t − r − a 1 0
r − c3 0 0 1
⎤⎥⎥⎦ A′′
⎡⎢⎢⎣
1 0 0 0
0 1 0 0
0 a + r − t 1 0
c3 − r 0 0 1
⎤⎥⎥⎦
=
⎡⎢⎢⎣
a + c3 − r c2 0 1
0 a + r − t 1 0
∗ ∗ t − r 1
∗ ∗ 0 r
⎤⎥⎥⎦ .
C is similar to A and has the prescribed form. 
Lemma 15. Suppose that p − 2 i(A), t ∈ R. Then A is similar to a matrix of the form[
A1,1 A1,2
A2,1 A2,2
]
, (5)
where A1,1 ∈ R2×2 has pairwise distinct real eigenvalues,max{1, p − 4} i(A2,2), tr A2,2 = t. Moreover,
if p = 4, then A2,2 has pairwise distinct real eigenvalues.
Proof. Let α1|· · ·|αp be the invariant polynomials of A.
As deg (α1· · ·αp) = p and i(A) p − 2, deg (αp−1αp) 4.
Case 1. Suppose that A is nonderogatory and p = 4. This case is proved in Case 1 of the Lemma 14.
Case 2. Suppose that A is nonderogatory and p 5. Choose λ1, λ2, . . . , λp ∈ R such that λ1 + · · · +
λp = tr A, λ3 + · · · + λp = t, λ1 /= λ2. According to Lemma 13, A is similar to a matrix of the form
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⎡⎢⎢⎢⎢⎢⎢⎢⎣
λ1 1 0 · · · 0
0 λ2
. . .
. . .
...
...
. . .
. . . 1 0
0 · · · 0 λp−1 1∗ · · · ∗ ∗ λp
⎤⎥⎥⎥⎥⎥⎥⎥⎦ . (6)
The matrix (6) has the prescribed form.
Case 3. Suppose that A is derogatory. Let α1|· · ·|αp be the invariant polynomials of A. Let di =
deg αi, i ∈ {1, . . . , p}. As A is derogatory, dp  dp−1  1. As p − 2 i(A), dp + dp−1  4. Choose λ1, . . . ,
λdp ,μ1, . . . ,μdp−1 ∈ R such that
• λ1 + · · · + λdp = tr αp,• μ1 + · · · + μdp−1 = tr αp−1,• t = tr A − λ1 − μ1,• λ1 /= μ1,• none of the elements λ2, . . . , λdp is root of α1· · ·αp−2,• if dp−1  2, then none of the elements μ2, . . . ,μdp−1 is root of α1· · ·αp−2 and {λ2, . . . , λdp} ∩{μ2, . . . ,μdp−1} = ∅.
According to Lemma 13, C(αp) is similar to a matrix of the form
Cp =
[
λ1 1 0 · · · 0
∗ C′p
]
,
where C′p is nonderogatory with eigenvalues λ2, . . . , λdp . Analogously, if dp−1  2, C(αp−1) is similar
to a matrix of the form
Cp−1 =
[
μ1 1 0 · · · 0
∗ C′p−1
]
,
where C′p−1 is nonderogatory with eigenvalues μ2, . . . ,μdp−1 . If dp−1 = 1, Cp−1 = [μ1].
As A is similar to C(αp−i(A)+1) ⊕ · · · ⊕ C(αp), A is similar to a matrix of the form[
diag(λ1,μ1) ∗
∗ C′
]
, (7)
where C′ = C(αp−i(A)+1) ⊕ · · · ⊕ C(αp−3) ⊕ C′p−1 ⊕ C′p. (The block C′p−1 does not appear if dp−1 =
1; C′ = C′p−1 ⊕ C′p if i(A) = 2.) The matrix (7) has the prescribed form. 
Lemma 16. Suppose that p q i(A), p − 2 i(A), tr A + tr B = tr h and B = bIq, b ∈ R. Suppose that
the following special case does not hold:
(S′) q = 2, B = bI2, b ∈ R, A has two invariant polynomials αp−1|αp and: p = 4, deg (αp−1) =
deg (αp) = 2, h has no real roots,
or
p 5, h has no b as root.
Then there exist X ∈ Rp×q, Y ∈ Rq×p such that (1) has characteristic polynomial h.
Proof. By induction on q.
Case 1. Suppose that q = 1. As q = 1 = i(A), there exists X ∈ Rp×1 such that (A, X) is completely
controllable. According to [9], there exists Y ∈ R1×p such that (1) has characteristic polynomial h.
Case 2. Suppose that q = 2.
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Subcase 2.1. h(b) = 0. As b is root of h, there exists h1(x) ∈ R[x] such that h(x) = (x − b)h1(x) and
tr h1 = tr h − b = tr A + tr B − b = tr A + b.
Subcase 2.1.1. i(A) = 1. According to Case 1 of this Lemma, there exist matrices X ∈ Rp×1 and
Y ∈ R1×p such that[
A X
Y b
]
has characteristic polynomial h1. The matrix⎡⎣A X 0Y b 0
0 0 b
⎤⎦
has characteristic polynomial h and the prescribed form.
Subcase 2.1.2. i(A) = 2. A is similar to C(αp−1) ⊕ C(αp). Let t = deg (αp−1). The matrix
[
xIp 0
] −
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
C(αp−1)
0 · · · 0
0 · · · 0
...
. . .
...
1 · · · 0
0
0 C(αp)
0
0
...
1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
has all its invariant factors equal to 1. According to Wimmer, there exists
Y = [y1 · · · yt yt+1 · · · yp] ∈ R1×p such that⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
C(αp−1)
0 · · · 0
...
. . .
...
1 · · · 0
0
0 C(αp)
0
...
1
y1 · · · yt yt+1 · · · yp b
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
has characteristic polynomial h1. Then the matrix
C =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
C(αp−1)
0 · · · 0
...
. . .
...
1 · · · 0
0
0
...
1
0 C(αp)
0
...
1
0
y1 · · · yt yt+1 · · · yp b 0
0 0 0 b
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
has characteristic polynomial h. In C, subtract the column p + 2 to the column t + 1 and add the line
t + 1 to the line p + 2. The result is a matrix with the prescribed form and similar to C, consequently,
with characteristic polynomial h.
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Subcase2.2.h(b) /= 0. Leth1, h2, h3 ∈ R[x]monicpolynomials such thath = h1h2h3 anddeg (h2)=
deg (h3) = 2.
Subcase 2.2.1. i(A) = 1. A is similar to C(αp). Let B1 ∈ R(p−2)×(p−2) the companion matrix of
h1, c = tr A − tr h1 and d /= c/2. The matrix
[
xIp−1 0
] −
⎡⎢⎢⎢⎢⎢⎢⎣
B1
0 0
0 0
...
...
1 0
0 d 1
⎤⎥⎥⎥⎥⎥⎥⎦ ∈ R[x]
(p−1)×p
has all its invariant factors equal to 1. According to Wimmer, there exists
Y = [y1 · · · yp−2 e1 e2] ∈ R1×p such that
D′ =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
B1
0 0
0 0
...
...
1 0
0 · · · 0
y1 · · · yp−2
d 1
e1 e2
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
has characteristic polynomial αp. Let D the matrix obtained from D
′ subtracting the line p − 2, multi-
plied for e1, to line p and adding the column p, multiplied for e1, to the column p − 2. Then
D =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
B1
0 0
0 0
...
...
1 0
B3
d 1
0 e2
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
has characteristic polynomial αp and is nonderogatory, so, is similar to A. As e2 = tr A − tr B1 − d =
tr A − tr h1 − d = c − d, e2 /= d. Let
B2 =
⎡⎢⎢⎢⎣
0 0
0 0
...
...
1 0
⎤⎥⎥⎥⎦ ∈ R(p−2)×2 and B4 =
[
d 1
0 e2
]
.
A is similar to[
B1 B2
B3 B4
]
and, as B4 has real distinct eigenvalues, it follows from Lemma 12 that there exist X0, Y0 ∈ R2×2 such
that [
B4 X0
Y0 bI2
]
has characteristic polynomial h2h3 and X0 is nonsingular (otherwise, h(b) = 0). The matrix
C =
⎡⎣B1 B2 00 B4 X0
0 Y0 bI2
⎤⎦
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has characteristic polynomial h, then⎡⎣ Ip−2 0 00 I2 0
−X−10 B3 0 I2
⎤⎦ C
⎡⎣ Ip−2 0 00 I2 0
X
−1
0 B3 0 I2
⎤⎦ =
⎡⎣B1 B2 0B3 B4 X0∗ ∗ bI2
⎤⎦
has characteristic polynomial h and the prescribed form.
Subcase 2.2.2. i(A) = 2.
(i) p = 4 and A has invariant polynomials of degrees 1 and 3. As deg (α3) = 1,α3(x) = x − a.
According to Wimmer, there exist c1, c2, c3 ∈ R such that
D =
⎡⎣c1 1 0c2 a 1
c3 0 0
⎤⎦
has characteristic polynomialα4. AsD is nonderogatory,D is similar toC(α4). Consequently,A is similar
to A′ = D ⊕ [a], then, also to
A
′′ =
⎡⎢⎢⎣
1 0 0 0
0 1 0 −1
c2 0 1 0
0 0 0 1
⎤⎥⎥⎦ A′
⎡⎢⎢⎣
1 0 0 0
0 1 0 1
−c2 0 1 0
0 0 0 1
⎤⎥⎥⎦
=
⎡⎢⎢⎣
c1 1 0 1
0 a 1 0
∗ ∗ 0 c2∗ ∗ 0 a
⎤⎥⎥⎦ .
Let t = tr h1. Choose r ∈ R such that t − r /= r and −r /= c1 + r − t. The matrix⎡⎢⎢⎣
1 0 0 0
0 1 0 0
0 a − r 1 0
c1 + r − t 0 0 1
⎤⎥⎥⎦ A′′
⎡⎢⎢⎣
1 0 0 0
0 1 0 0
0 r − a 1 0
t − r − c1 0 0 1
⎤⎥⎥⎦
=
⎡⎢⎢⎣
t − r 1 0 1
0 r 1 0
∗ ∗ a − r c2∗ ∗ 0 a + c1 + r − t
⎤⎥⎥⎦
is similar to A and has the form[
B1 B2
B3 B4
]
,
where
B1 =
[
t − r 1
0 r
]
, B2 =
[
0 1
1 0
]
, B3 =
[
b1 b2
b3 b4
]
, B4 =
[
a1 a2
0 a3
]
, a1 /= a3.
Let c ∈ R such that
C1 =
[
t − r 1
c r
]
has characteristic polynomial h1. As tr A + tr B = tr h = tr h1 + tr h2h3, tr h2h3 = a1 + a3 + 2b.
According to Lemma 12, there exist X0, Y0 ∈ R2×2 such that⎡⎣a1 a2 − c0 a3 X0
Y0 bI2
⎤⎦
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has characteristic polynomial h2h3. As h(b) /= 0, X0 is nonsingular. The matrix
C′ =
⎡⎢⎢⎣
C1 B2 0
0
a1 a2 − c
0 a3
X0
0 Y0 bI2
⎤⎥⎥⎦
has characteristic polynomial h. Let
C =
⎛⎝⎡⎣1 0 00 1 0
c 0 1
⎤⎦ ⊕ I3
⎞⎠ C′
⎛⎝⎡⎣ 1 0 00 1 0
−c 0 1
⎤⎦ ⊕ I3
⎞⎠ .
C has the form⎡⎣B1 B2 0C3 B4 X0∗ Y0 bI2
⎤⎦
and has characteristic polynomial h. Then⎡⎣ I2 0 00 I2 0
X
−1
0 (C3 − B3) 0 bI2
⎤⎦ C
⎡⎣ I2 0 00 I2 0
X
−1
0 (B3 − C3) 0 bI2
⎤⎦
=
⎡⎣B1 B2 0B3 B4 X0∗ ∗ bI2
⎤⎦
has the prescribed form and characteristic polynomial h.
(ii) p = 4, A has two invariant polynomials of degree 2 and h has two distinct real roots c1, c2. Then
h(x) = (x − c1)(x − c2)h2(x)h3(x). Let r = tr α3 = tr α4. According to Case 2 of the proof of Lemma
14, A is similar to the matrix
A′ =
⎡⎢⎢⎣
c1 0 1 0
0 c2 0 1
u1 0 r − c1 0
0 u2 0 r − c2
⎤⎥⎥⎦ .
As r − c1 /= r − c2, according to Lemma 12, there exist X0, Y0 ∈ R2×2 such that⎡⎣ r − c1 00 r − c2 X0
Y0 bI2
⎤⎦
has characteristic polynomial h2h3. As h(b) /= 0, X0 is nonsingular. The matrix
C =
⎡⎢⎢⎢⎢⎣
c1 0
0 c2
1 0
0 1
0
0
r − c1 0
0 r − c2 X0
0 Y0 bI2
⎤⎥⎥⎥⎥⎦
has characteristic polynomial h. Let
B3 =
[
u1 0
0 u2
]
.
Then ⎡⎣ I2 0 00 I2 0
−X−10 B3 0 bI2
⎤⎦ C
⎡⎣ I2 0 00 I2 0
X
−1
0 B3 0 bI2
⎤⎦ = [A′ ∗∗ bI2
]
.
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(iii) p = 4, A has two invariant polynomials of degree 2, both equal to g and h has two conjugate real
roots. Then h(x) = (x − c)2h2h3, where h2, h3 aremonic and deg h2 = deg h3 = 2. It follows from the
proof of Case 2 of Lemma 14 that A is similar to a matrix A′ of the form⎡⎢⎢⎣
c 0 1 0
0 c 0 1
u1 0 tr g − c 0
0 u1 0 tr g − c
⎤⎥⎥⎦ .
Let
B4 =
[
tr g − c 0
0 tr g − c
]
.
As tr A + tr B = tr h, tr B4 + tr B = tr h2h3.
If h2h3 has real roots, we apply Lemma 12 to the polynomial h2h3 and to the matrices B4 and B.
If h2h3 has no real roots, we apply the Theorem 3 to the polynomial h2h3 and to the matrices B4
and B.
Note that, in any one of this two cases, the matrix X0 ∈ R2×2 such that[
B4 X0
Y0 B
]
has characteristic polynomial h2h3, is nonsingular. Then, the completeness follows as before.
Case 3. Suppose that q 3. Suppose that h1, h2, h3 ∈ R[x] are monic polynomials such that h =
h1h2h3, with deg h1 = deg h2 = 2.
Without loss of generality, suppose that A has the form (5), where A1,1 ∈ R2×2 has distinct real
eigenvalues, max{1, p − 4} i(A2,2), tr A2,2 = tr h3 − (q − 2)b. Moreover, if p = 4, then A2,2 has dis-
tinct real eigenvalues.
According to Lemma 11, there exist X , R, S,W ∈ R2×2 such that rankW = 2, R has characteristic
polynomial h1, S has characteristic polynomial h2,[
I2 0−W I2
] [
R X
0 S
] [
I2 0
W I2
]
=
[
R + XW X
∗ S − WX
]
,
R + XW is similar to A1,1, S − WX = bI2.
Suppose that A1,1 = P−1(R + XW)P.
If p − 4 i(A2,2), then, according to the induction assumption, there exist X2 ∈ R(p−2)×(q−2), Y2 ∈
R(q−2)×(p−2) such that[
A2,2 X2
Y2 bIq−2
]
has characteristic polynomial h3. Then
C =
⎡⎢⎢⎣
R PA1,2 0 X
0 A2,2 X2 A2,1P
−1W−1
0 Y2 bIq−2 0
0 0 0 S
⎤⎥⎥⎦
has characteristic polynomial h. Then C is similar to Z−1CZ , where
Z =
⎡⎢⎢⎣
P 0 0 0
0 Ip−2 0 0
0 0 Iq−2 0
WP 0 0 I2
⎤⎥⎥⎦ .
The matrix Z−1CZ has the prescribed form.
If max{1, p − 4} = 1, i(A2,2) = 1 and p = 3 or p = 4.
When p = 3, as p q 3, q = 3. Then A2,2 = a, bIq−2 = b and tr h3 = a + b. According to Lemma
4, there exist x2, y2 ∈ R such that
200 I.T. Matos, F.C. Silva / Linear Algebra and its Applications 432 (2010) 180–202
[
a x2
y2 b
]
has characteristic polynomial h3. The matrix
C =
⎡⎢⎢⎣
R PA1,2 0 X
0 a x2 A2,1P
−1W−1
0 y2 b 0
0 0 0 S
⎤⎥⎥⎦
has characteristic polynomial h and is similar to (1).
When p = 4, q = 3 or q = 4. If q = 3, bIq−2 = b. According to Case 1 of this Lemma, there exist
X2 ∈ R2×1, Y2 ∈ R1×2 such that[
A2,2 X2
Y2 b
]
has characteristic polynomial h3. The conclusion of the proof follows as before.
If q = 4, bIq−2 = bI2. According to Lemma 12, there exist X2 ∈ R2×2, Y2 ∈ R2×2 such that[
A2,2 X2
Y2 bI2
]
has characteristic polynomial h3. The conclusion of the proof follows as before. 
Proof of Theorem 2. Without loss of generality, we can assume that p q.
Necessary condition. If there exist X ∈ Rp×q, Y ∈ Rq×p such that (1) has characteristic polynomial
h then (a2) is satisﬁed and (b2) is a consequence of the main theorem in [2].
Sufﬁcient condition.Case1.q i(A).Theexistenceof a completionof (1) is a consequenceof Corollary
7, and Lemmas 9, 10, 16.
Case 2. q < i(A). Let r = i(A). Then A is similar to C(αp−r+1) ⊕ · · · ⊕ C(αp), with deg (αp) 2 (A
is nonscalar). Let
A1 = C(αp−r+1) ⊕ · · · ⊕ C(αp−q) and A2 = C(αp−q+1) ⊕ · · · ⊕ C(αp).
As A is similar to A1 ⊕ A2, tr A = tr A1 + tr A2 = tr (αp−r+1· · ·αp−q) + tr A2.
It follows from condition (b2) of Theorem 2 that h = αp−r+1· · ·αp−qf , where f is a monic real
polynomial. We have, tr (αp−r+1· · ·αp−q) + tr f = tr h = tr A + tr B= tr (αp−r+1· · ·αp−q) + tr A2 +
tr B. Then tr f = tr A2 + tr B.
A2 ∈ Rp′×p′ has q invariant polynomials, is nonscalar and tr A2 + tr B = tr f . According to Case 1,
There exist X′ ∈ Rp′×q, Y ′ ∈ Rq×p′ such that[
A2 X
′
Y ′ B
]
has characteristic polynomial f . Then
C =
⎡⎣A1 0 00 A2 X′
0 Y ′ B
⎤⎦
has characteristic polynomial h. 
5. The special case (S) (the 2× 2 case)
The purpose of this section is to study Problem 1, when the special case (S) holds.
Suppose that A, B ∈ R2×2, one of the matrices A, B is scalar, the other is nonscalar with conjugate
eigenvalues and
h(x) = x4 + c3x3 + c2x2 + c1x + c0 ∈ R[x]
has no real roots.
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Without loss of generality, suppose that B = bI2, with b ∈ R.
5.1. The case B = 0 and tr A = tr h = 0
Suppose that B = 0 and tr A = tr h = 0. Then A is similar to a matrix of the form[
0 1
a 0
]
, where a = − det A 0.
Without loss of generality, suppose that A has this form. Note that A has real eigenvalues if and only if
det A = 0.
Lemma 17. Suppose that B = 0 and tr A = tr h = 0. There exist X , Y ∈ R2×2 such that (1) has charac-
teristic polynomial h if and only if one of the following conditions is satisﬁed:
• A has real eigenvalues and c1 /= 0,• A has real eigenvalues and the roots of h have zero real parts,
• A has no real eigenvalues and
c21
4 det A
+ (c2 − det A)
2
4
− c0  0. (8)
Proof. Firstly, we shall prove that there exist X , Y ∈ R2×2 such that (1) has characteristic polynomial
h if and only if the equation
av2 + c1v − u2 − u(c2 + a) − c0 = 0 (9)
has a solution (u, v) ∈ R2.
Suppose that there exist X , Y ∈ R2×2 such that (1) has characteristic polynomial h. Note that
rankX = rankY = 2, because, otherwise, 0 would be an eigenvalue of (1). Then (1) is similar to[
A I2
Z B
]
, (10)
where Z = XY . Suppose that
Z =
[
u v
w z
]
. (11)
Then the characteristic polynomial of (1) is
x4 − x2(a + u + z) − x(av + w) + uz − vw.
Therefore
z = −a − u − c2, w = −av − c1 (12)
and (9) is satisﬁed.
Conversely, suppose that (9) is satisﬁed.Deﬁne Z , z,w as in (11) and (12). Then (10) has characteristic
polynomial h.
Case 1. Suppose that det A = 0, that is, A has real eigenvalues.
If c1 /= 0, it is clear that (9) has a solution.
Suppose that c1 = 0. As tr h = 0 and h has no real roots,
h(x) = (x − r − si)(x − r + si)(x + r − ti)(x + r + ti),
for some r ∈ R, s, t ∈ R \ {0}. Therefore
c2 = s2 + t2 − 2r2, c1 = 2r(s2 − t2), c0 = (r2 + s2)(r2 + t2).
As c1 = 0, either r = 0 or s2 = t2 /= 0. As (9) is, in this case, u2 + uc2 + c0 = 0, (9) has a solution
(u, v) ∈ R2 if and only if c22 − 4c0  0, which is equivalent to (s2 − t2)2 − 8r2(s2 + t2) 0. Now, it is
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easy to see that, if r = 0, then (9) has a real solution; if r /= 0 and s2 = t2 /= 0, then (9) has no real
solution.
Case 2. Suppose that det A /= 0. Note that the equation (9) has a solution (u, v) ∈ R2 if and only if
the real function
f (u, v) = av2 + c1v − u2 − u(c2 + a) − c0,
on real variables u, v, has a nonnegative maximum. A standard argument shows that the maximum of
f is the left hand side of (8). 
5.2. The general case
The general case can be easily reduced to the previous particular case.
Suppose that tr A + tr B = tr h.
Let t = tr h, h˜(x) = h(x + t/4), A˜ = A + (b − t/2)I2, B˜ = 0. Then tr A˜ = tr h˜ = 0, A˜ has conjugate
eigenvalues and h˜ has no real roots.
Note that, if there exist X , Y ∈ R2×2 such that (1) has characteristic polynomial h, then rankX =
rankY = 2; because, otherwise, bwould be an eigenvalue of (1).
Given X , Y ∈ R2×2, (1) has characteristic polynomial h if and only if[
I2 0
(t/4 − b)X−1 I2
] [
A − (t/4)I2 X
Y B − (t/4)I2
] [
I2 0
(b − t/4)X−1 I2
]
(13)
has characteristic polynomial h˜. Note that (13) has the form[
A˜ X
Y˜ B˜
]
(14)
for some X , Y˜ ∈ R2×2. We have proved the following lemma that reduces the general case to the case
studied in Section 5.1.
Lemma 18. Suppose that tr A + tr B = tr h.With the previous notation, there exist X , Y ∈ R2×2 such that
(1) has characteristic polynomial h if and only if there exist X , Y˜ ∈ R2×2 such that (14) has characteristic
polynomial h˜.
References
[1] I. Matos, F.C. Silva, A completion problem over the ﬁeld of real numbers, Linear Algebra Appl. 320 (2000) 63–77.
[2] G.N. Oliveira,Matriceswith prescribed characteristic polynomial and a prescribed submatrix III, Monastsh.Math. 75 (1971)
441–446.
[3] G.N. Oliveira, Matrices with prescribed characteristic polynomial and several prescribed submatrices, Linear and
Multilinear Algebra 2 (1975) 357–364.
[4] G.N. Oliveira, E.M. Sá, J.A. Dias da Silva, On the eigenvalues of the matrix A + XBX−1, Linear and Multilinear Algebra 5
(1977) 119–128.
[5] F.C. Silva, Matrices with prescribed eigenvalues and principal submatrices, Linear Algebra Appl. 92 (1987) 241–250.
[6] F.C. Silva, The eigenvalues of the sum of matrices with prescribed invariant polynomials II, Linear and Multilinear Algebra
24 (1988) 45–49.
[7] F.C. Silva, Matrices with prescribed characteristic polynomial and submatrices, Portugal. Math. 44 (1987) 261–264.
[8] F.C. Silva, Matrices with prescribed eigenvalues and blocks, Linear Algebra Appl. 148 (1991) 59–73.
[9] H.K. Wimmer, Existenzsätze in der theorie der matrizen und lineare kontrolltheorie, Monasth. Math. 78 (1974) 256–263.
[10] I. Zaballa, Matrices with prescribed rows and invariant factors, Linear Algebra Appl. 87 (1987) 113–146.
