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Abstract 
 
This paper presents a method to generate 
missing performance data based on 
interpolated environmental data and is 
evaluated by using real performance data from 
a reference system.  Global horizontal 
irradiance and temperature data are obtained 
from meteorological stations across the 
country and then interpolated to the nearest 
point from the location of the PV system, 
applying the Kriging technique. The validity of 
the method is examined using real 
measurements of in-plane irradiance, ambient 
and module temperature and power output of a 
known and well-monitored system. Module 
temperature is calculated using a thermal 
model and power output is calculated using a 
mathematical model as a function of in-plane 
irradiance and module temperature. The 
measurements are provided from CREST 
Outdoor Monitoring System (COMS). 
 
Introduction 
 
The number of photovoltaic (PV) systems in 
the UK has increased from 400 systems in 
2010 to more than 600k in 2014. Larger 
systems are covered by performance 
guarantees, often expressed by the 
performance ratio, i.e. the ratio of actual and 
theoretical energy production. This requires 
knowledge of the irradiation received by the 
system as well as the electrical yield.  
However, data availability is rarely 100% and it 
remains an issue how to back-fill the data 
points lost to arrive at a valid monthly or annual 
performance ratio calculation as required for 
verifying the warranty. This is required to 
evaluate a system’s performance for a given 
time period. Common strategies are to use 
data from previous day or same day last year, 
as this is the easiest route but not the most 
ideal. Using energy estimates from previous 
dates can result in a significant bias in the 
result, as the output is not linked to realistic 
weather patterns. Besides, when data are not 
available for longer periods of time for e.g. 
several weeks, the introduced uncertainty 
quickly makes this method no longer viable. 
Using data from co-located similar systems is 
also a strategy met; however, even identical 
systems often differ in performance. 
 
Several studies have been carried out using 
solar irradiation estimates from satellite data 
and ambient temperature from ground stations 
[1]. This method alone is largely affected by 
seasonal variation. A relatively simpler method 
is interpolation of solar and temperature data 
from ground meteorological stations. Kriging 
interpolation technique is applied here as it has 
been proven useful in many fields [2]. Having 
acquired solar and temperature data, then 
energy output can be calculated for a system. 
The case where information is missing for a 
given time period but past data are available is 
examined here. A “trained” electrical model is 
used to fill the missing points of energy output. 
This proposed method is demonstrated and 
validated here.  
 
Methodology  
 
Irradiance and temperature interpolation:  
 
The method used here is based on 
meteorological data, namely global horizontal 
irradiation and ambient temperature, acquired 
from more than 80 ground meteorological 
stations on a national scale through MIDAS1. 
Horizontal irradiance is interpolated to the 
nearest point of the PV system and then it is 
transposed into tilt irradiance using separation 
(Erbs, Klein, and Duffie [3]) and translation 
algorithms (Hay and McKay with Reindl 
correction [4]) having the location, orientation 
and tilt of the system. Ambient temperature is 
interpolated using the same method. 
 
Thermal and electrical model: 
 
Module temperature is calculated from in plane 
irradiance and ambient temperature using a 
thermal model, e.g. the one presented by Ross 
[5]: 
 𝑇𝑚 = 𝑇𝑎 + 𝑘 ∙ 𝐺  (1) 
                                                          
1  MIDAS stands for Met Office Integrated Data Archive 
System. Its database contains a selection of surface 
observations in the UK that go as far back as the digital 
record extends and it can be up to 20 years. 
 
Where Tm, Ta and G, are module temperature, 
ambient temperature and in plane irradiance 
respectively. k is known as Ross coefficient. It 
takes different values according to the 
mounting configuration of the module. Ross’s 
model is sufficient in cases where irradiance 
and ambient temperature are the only available 
weather data. Here, k was obtained 
experimentally (0.027°C·m2/W) by linear fitting 
of (Tm-Ta) against G.  
The electrical model was chosen based on 1) 
the available input data and 2) its training 
capability. The chosen electrical model plays 
the role of the “learning machine” and is based 
on  simplified King model for the maximum 
power point [6]. The formula is given by: 
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Where P’=P/PSTC, G’=G/GSTC and T’=T-TSTC 
(STC = Standard Testing Conditions). The 
model yields a “3D power surface”. For the 
training process past data are fed into the 
model and the coefficients (k1-k6) are 
determined via a curve fitting algorithm. The 
specific model was chosen for its relative 
simplicity. Other models will be tested in the 
future. To produce more reliable results the 
training process should be kept ongoing as 
long as the system is operating. The training 
dataset should be relatively recent with respect 
to the missing time period because a system’s 
performance changes over time. Here, an 
optimisation algorithm was used to detect the 
best training set for the missing month. 
Moreover, data quality should be checked prior 
to feeding the model, as invalid input data 
could corrupt the training process. Finally, to 
avoid “over fitting” (lower prediction ability) the 
input data should be of high resolution and for 
the appropriate range of the (G, T) matrix.  
 
Results 
 
Analysis of interpolated climatic data: 
 
The climatic data available from 80 monitoring 
stations are in hourly resolution and for 
daylight hours. To determine the accuracy of 
the method we have used a year’s 
meteorological measurements from CREST 
outdoor monitoring facility. Interpolated 
irradiance was calculated for tilt angle 36o. The 
results are given in Table 1 and Figures 1 and 
2. 
 
As can be seen in Table 1 the results for 
irradiance and temperature are promising. 
Especially for temperature the results are very 
accurate. This is due to temperature being 
more temporally and spatially homogeneous 
than irradiance. It should also be noted, that 
here irradiation is compared, which includes 
the uncertainty of the translation to plane of 
array (POA) model. This could be up to 6% 
according to [7]. 
 
Table 1: Analysis results for irradiation and 
ambient temperature 
 
 
 
Figure 1: Monthly irradiation in kWh/m2 for 
measured and interpolated irradiation (tilt 36ο) 
 
 
Figure 2: Monthly average interpolated and air 
temperature in K. 
   G Irradiation (kWh/m
2) 
Daily Monthly Annual 
RMSE (%) 14.1 9.3 7.6 
MAE  (%) 11.1 8.5 - 
MBE  (%) -8.5 -8.5 -7.6 
Ta 
Ambient Temperature (K) 
Daily Monthly Annual 
RMSE (%) 0.57 0.54 0.22 
MAE (%) 0.45 0.45 - 
MBE (%)  -0.21 -0.22 -0.22 
To better understand the reasons for the model 
performance, it is useful to investigate 
irradiance dependence of the different errors. 
This is shown in Figure 3. 
 
 
 
Figure 3: %RMSE (columns) and %MBE (dots) 
for different irradiance bins of hourly values. 
This graph shows the difference between the 
modelled and the measured in plane of array 
irradiance (RMSE) as well as the mean biased 
error (MBE) for every irradiance bin. For very 
low irradiance values (0-50 bin) the uncertainty 
is higher. That can be directly correlated with 
the sensor uncertainty at these levels, as 
pointed out in [8]. Looking closer at this bin, the 
highest uncertainty appears mainly for values 
lower than 20W/m2. The absolute value error is 
about +40W/m2 in this case. Thus, although 
the RMSE is higher at very low values the 
absolute error is still low. In any case, this bin 
can be disregarded for the rest of the analysis 
as it doesn’t contribute to energy generation in 
realistic situations. It seems that the method 
tends to underestimate higher irradiance 
(negative MBE) whereas for irradiance values 
lower than 300 W/m2 the result is slightly 
overestimated (positive MBE). The results can 
be explained by carrying out the same analysis 
for different clearness index (calculated based 
on [9]). It can be seen how cloudy (0< Kt < 0.3) 
partially cloudy (0.3≤ Kt < 0.65) and clear sky 
(0.65 ≤ Kt < 1) hours can contribute to the 
overall error of each irradiance bin. This clearly 
demonstrates that there is potential for 
improvements in the given framework. 
 
As can be seen in Figure 4, for values about 
100-700 W/m2, partially cloudy hours 
contribute significantly to the overall error of 
the corresponding irradiance bins. This is due 
to the fact that Kriging is based on weighted 
averaged values amongst the nearest weather 
stations of the location of interest and 
therefore, for partially cloudy days, determining 
the irradiance with a high level of accuracy is 
more difficult. 
 
 
Figure 5: Contribution to RMSE of hours with 
different clearness index Kt. 
Extraction of the fitting coefficients: 
 
The extraction of the coefficients is carried out 
using a training set of May data of a crystalline 
silicon module and assuming that our missing 
month is June. The input data are 
instantaneous values (1 minutely) of in- plane 
irradiance and module temperature. The result 
is a 3D surface (see Figure 4) of which the 
coefficients are determined.  
 
    
 
Figure 6: Power surface P(G,T) where G is 
tilted irradiance and T is module temperature.  
Curve fitting of Eq. (2) produces the results 
given in Table 2: 
Table 2: Curve fitting results 
k1 0.09519 Fitting  
k2 0.003463 R2=0.994 k3 -0.007589 
k4 -0.005462 
RMSE = 5.4 k5 0.02352 
k6 0.000002394 
 
Having determined the coefficients for our 
model, the climatic data for the “missing” 
month are generated using the method 
described above and then inserted in Eq. (2). 
Comparing the real with the simulated results 
we obtain the following: 
 
Table 3: Statistical analysis on daily results for 
irradiation, ambient and module temperature 
and energy (DC) output for the missing month. 
 Irradiation 
(Wh/m2) 
Tamb (K) 
RMSE (%) 12.4 0.39 
MAE  (%) 10.9 0.32 
MBE (%) -6.9 -0.24 
 
 Energy (Wh) Tmod (K) 
RMSE (%) 12.7 0.52 
MAE  (%) 11.2 0.43 
MBE  (%) -7.76 -0.19 
 
 
 
Figure 7: Daily sums of modelled and real 
energy output (DC) in Wh for the missing 
month. 
The error propagates mainly from irradiation. 
Therefore, increasing accuracy here will yield 
better results for energy output. As a first 
approach the results look very promising. 
 
Conclusions  
 
This paper examines a case of missing 
meteorological and electrical data during PV 
system operation. This is often met due to 
monitoring system failures or communication 
faults. An interpolation method which exploits 
climatic data from ground based stations was 
used to acquire the missing met data at a 
system’s location. Module temperature was 
calculated using a thermal model. An empirical 
electrical model was used as a training method 
to acquire the missing energy output data 
where past data are available. The analysis 
gave very good results for a whole missing 
month with an average RMSE in energy output 
of about 12.7% for daily results and 7.7% for 
the whole month. It was found that the 
uncertainty in electrical output propagates 
mainly from irradiance uncertainty due to larger 
discrepancies in partially cloudy days. A 
combined method of acquiring irradiance using 
ground based stations and satellite images for 
days with lower clearness index would yield 
more accurate results for irradiance and 
therefore energy output. This improvement will 
be examined in the future.  
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