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Resumen
Actualmente se han hecho ma´s comunes los problemas que afectan la voz. La medicina
ha desarrollado te´cnicas que evalu´an la calidad de voz, con el propo´sito de detectar pa-
tolog´ıas asociadas al aparato fonador, espec´ıficamente aquellas que afectan las cuerdas
vocales. Entre las te´cnicas desarrolladas se identifican principalmente dos enfoques: el
ana´lisis acu´stico y el ana´lisis perceptivo. Estas te´cnicas presentan algunos inconvenien-
tes: para el ana´lisis acu´stico se debe contar con las etiquetas verdaderas para definir los
patrones de comparacio´n, por otro lado el ana´lisis perceptivo presenta subjetividad en
las valoraciones. Estos problemas pueden ser minimizados usando te´cnicas de aprendi-
zaje supervisado con mu´ltiples anotaciones. En este sentido, se expone el desarrollo de
un sistema de valoracio´n automa´tica de la calidad de voz bajo el protocolo GRBAS y
basado en te´cnicas de aprendizaje de ma´quina para mu´ltiples anotadores. En la etapa
de aprendizaje automa´tico para mu´ltiples anotadores, se comparan dos tipos de te´cni-
cas, una de ellas basada en Procesos Gaussianos [1], la otra se basa en un modelo de
Regresio´n Log´ıstica Multiclase que tiene en cuenta la sensibilidad y especificidad de
cada anotador [2]. Las sen˜ales de voz se caracterizan usando los coeficientes cepstrales
en la escala de frecuencias Mel. La comparacio´n de las te´cnicas de clasificacio´n nombra-
das se efectu´a en te´rminos de precisio´n y de las curvas ROC. Los resultados muestran
que el clasificador con mejor desempen˜o para tareas de valoracio´n de la calidad de voz
es aquel basado en Procesos Gaussianos, el cual obtuvo un AUC promedio de 0,59
mientras que el clasificador basado en regresio´n log´ıstica multiclase alcanzo´ un AUC
promedio de 0,55. Adema´s los resultados de los experimentos indican que el clasificador
de mu´ltiples anotadores basado en Procesos Gaussianos obtuvo mejor rendimiento que
los clasificadores t´ıpicos que usan “majority voting” para calcular la etiqueta verdadera
a partir de las anotaciones.
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Introduccio´n
En la actualidad, los problemas que afectan la voz se han hecho ma´s comunes, debi-
do principalmente a ha´bitos poco saludables (consumo de tabaco y alcohol), factores
ambientales y el uso excesivo de la voz. Estas afecciones deben ser diagnosticadas y
tratadas en sus fases iniciales, con la finalidad de evitar posibles complicaciones, en
especial en el caso de ca´ncer de laringe [3].
La medicina ha desarrollado algunas te´cnicas que permiten evaluar la calidad de voz, con
el objetivo de detectar patolog´ıas asociadas al aparato fonador, espec´ıficamente aquellas
que afectan los pliegues vocales. Este grupo incluye patolog´ıas como po´lipos, no´dulos,
quistes, carcinomas, etc. (ver Ape´ndice A). Entre las te´cnicas que se han desarrollado,
se reconocen principalmente dos enfoques, el ana´lisis perceptivo y el ana´lisis acu´stico [4].
El ana´lisis perceptivo es una te´cnica que se basa en la interpretacio´n que tenga un
especialista (otorrinolaringo´logo) sobre la calidad de voz, a trave´s de sus funciones per-
ceptivas y psico-acu´sticas. Entre los protocolos empleados para este tipo de ana´lisis se
encuentran the Buffalo Voice Profile Analysis (BVP), the Hammarberg scheme, the
Vocal Profile Analysis scheme (VPA) y the GRBAS scale [4]. El protocolo GRBAS es el
ma´s usado para este tipo de ana´lisis. Comprende la especificacio´n de cinco caracter´ısti-
cas: Grado de Disfon´ıa (G, Grade of Disphony), Aspereza (R, Roughness), Respiracio´n
Dificultosa (B, Breathiness), Astenia o fatiga vocal (A, Asthenicity), y Voz forzada (S,
Strainess) [5]. A cada una de estas caracter´ısticas se le asigna un valor en el rango [0, 3],
donde 0 corresponde a una voz saludable, 1 alteracio´n leve, 2 alteracio´n moderada y
3 alteracio´n severa. Aunque el ana´lisis perceptivo ha sido el ma´s usado en los procedi-
mientos para la valoracio´n de la voz, tambie´n ha sido ampliamente criticado debido a
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la subjetividad de sus valoraciones, puesto que dichas valoraciones dependen de facto-
res como la experiencia de los especialistas, el protocolo de valoracio´n usado, la fatiga
mental y f´ısica del especialista, etc. [6].
Por otro lado se encuentra el ana´lisis acu´stico, el cual es una te´cnica no invasiva que se
basa en el procesamiento digital de la sen˜al del habla. A partir de este procesamiento se
extraen de la sen˜al de voz un conjunto de caracter´ısticas espectrales y temporales que
se supone esta´n relacionadas con su calidad. Dichas caracter´ısticas se comparan con
patrones definidos y de all´ı se etiqueta como patolo´gica o normal. El ana´lisis acu´stico
presenta grandes ventajas sobre el ana´lisis perceptivo, debido principalmente a que se
elimina en gran proporcio´n el problema de la subjetividad [3]. Sin embargo, este enfo-
que tambie´n posee problemas: para definir los patrones de comparacio´n se debe tener
acceso a la etiqueta verdadera (voz normal o voz patolo´gica). En la pra´ctica esto se
convierte en un problema, puesto que la u´nica manera de obtener estas etiquetas es a
trave´s de me´todos invasivos (Biopsias), que son potencialmente peligrosos. Para cons-
truir un sistema basado en ana´lisis acu´stico, en lugar de las etiquetas verdaderas, lo que
suele suceder es que se cuenta con un nu´mero de anotaciones subjetivas (posiblemente
erro´neas) provistas por diferentes especialistas con distintos niveles de experiencia, lo
cual produce que estas anotaciones tengan un gran nivel de desacuerdo.
Los problemas asociados a las te´cnicas de valoracio´n de la calidad de voz descritas,
pueden ser minimizados a trave´s del uso de sistemas automa´ticos que usan te´cnicas
del Aprendizaje de Ma´quina Supervisado [6], espec´ıficamente aquellas que consideran el
caso de mu´ltiples anotadores.
El a´rea de Aprendizaje Automa´tico en el caso de mu´ltiples anotadores es relativamente
nueva, esta tiene como propo´sito, realizar tareas de clasificacio´n o regresio´n sin tener
acceso a las etiquetas verdaderas (Gold Standard). Entre los enfoques que aparecen en
la literatura, las referencias [7] y [8], proponen un modelo parame´trico, en el cual usan
el esquema de Ma´xima Esperanza (Expectation-Maximization), para estimar el Gold
Standard a partir de mu´ltiples anotaciones ruidosas y luego a partir de este estima-
do aprender el clasificador; por el contrario en [2] se propone un modelo parame´trico
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el cual conjuntamente estima el gold standard y aprende el clasificador, esta solucio´n
es ma´s general puesto que puede ser fa´cilmente extendida para tareas de clasificacio´n
multiclase e incluso regresio´n. Adema´s en [1] se propone un modelo no parame´trico
basado en Procesos Gaussainos, el cual realiza de manera simulta´nea la estimacio´n de
las etiquetas verdaderas y el entrenamiento del modelo de regresio´n. Otros enfoques
usados para acercarse a este problema incluyen [9], [10], [11].
El aprendizaje automa´tico que incluye mu´ltiples anotaciones es un problema de intere´s
reciente en aprendizaje de ma´quina. En este sentido, este trabajo tiene como finalidad
la comparacio´n de te´cnicas de clasificacio´n multiclase con mu´ltiples anotadores para la
valoracio´n automa´tica de la calidad de voz bajo el protocolo GRBAS. Para este fin,
se usan los coeficientes cepstrales para las frecuencias Mel (MFCC) en la etapa de ca-
racterizacio´n de la sen˜al del habla, y para la etapa de clasificacio´n se comparan dos
algoritmos, uno de ellos basado en Procesos Gaussianos para regresio´n con mu´ltiples
anotadores [1], mientras que el otro se basa en un modelo de regresio´n log´ıstica mul-
ticlase, que tiene en cuenta la sensibilidad y especificidad de cada anotador [2]. Los




Comparar te´cnicas de clasificacio´n multiclase con mu´ltiples anotadores para la
valoracio´n de la calidad de voz bajo el protocolo GRBAS.
Objetivos Espec´ıficos
Implementar un algoritmo de clasificacio´n para mu´ltiples anotadores, usando re-
gresio´n log´ıstica multiclase con sensibilidades y especificidades por cada anotador
[2].
Implementar un algoritmo de regresio´n de mu´ltiples anotadores usando Procesos
Gaussianos para regresio´n [1].
Comparar el desempen˜o de los algoritmos implementados sobre una base de datos






En el presente cap´ıtulo se exponen los fundamentos teo´ricos de las te´cnicas de apren-
dizaje de ma´quina supervisado para el caso de mu´ltiples anotadores. Se empieza con
el ana´lisis del clasificador para mu´ltiples anotadores basado en regresio´n log´ıstica mul-
ticlase. Se finaliza con el estudio de un modelo de regresio´n para mu´ltiples anotadores
basado en Procesos Gaussianos.
T´ıpicamente un problema de aprendizaje de ma´quina supervisado consiste de un con-
junto de entrenamiento D = {(xi, yi)}Ni=1, que contiene N muestras, donde xi ∈ X es
una muestra (regularmente corresponde a un vector de caracter´ısticas d dimensional) y
yi ∈ Y es la correspondiente etiqueta verdadera. Sin embargo para muchos problemas
de la vida real, es muy dif´ıcil o muy costoso adquirir las etiquetas verdaderas yi. En
lugar de estas etiquetas verdaderas, se disponen de mu´ltiples etiquetas (posiblemente
erro´neas) y1i , y2i , . . . , yRi provistas por R expertos o anotadores. En la pra´ctica existe
un gran nivel de desacuerdo entre las anotaciones hechas por los expertos. Lo que mo-
tiva a modificar las te´cnicas convencionales de aprendizaje supervisado con el fin de
adaptarlas a este caso con mu´ltiples anotaciones [2].
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1.1. Regresio´n Log´ıstica Multiclase considerando sensibilida-
des y especificidades por cada anotador
Se sigue el modelo de clasificacio´n propuesto por [2]. Para facilitar la exposicio´n del
modelo, se empieza con el ana´lisis del problema de clasificacio´n binaria. Para finalizar
se extiende el modelo para problemas de clasificacio´n multiclase.
1.1.1. Clasificacio´n Binaria
Sea yji ∈ {0, 1} la etiqueta asignada a la muestra xi por el j-e´simo anotador. Sea yi la
verdadera etiqueta (desconocida) correspondiente a esta muestra. Cada anotador pro-
vee una versio´n de esta etiqueta verdadera basado en el modelo de las dos monedas
sesgadas. Si la etiqueta verdadera es uno, se lanza la moneda con sesgo αj (sensibi-
lidad). Si la etiqueta verdadera es cero con sesgo βj (especificidad). En cada caso, si
se consigue cara, se mantiene la etiqueta original, de otra manera, se cambia la etiqueta.
La sensibilidad αj, se define como la probabilidad de que el anotador j-e´simo etiquete
una muestra como uno, dado que la muestra verdadera es uno
αj = p(yji = 1|yi = 1).
Por su parte, la especificidad βj, es definida como la probabilidad de que el anotador
j-e´simo etiquete una muestra como cero, dado que la muestra verdadera es cero
βj = p(yji = 0|yi = 0).
Este modelo puede ser aplicado a cualquier tipo de clasificador, en este caso se elige
un clasificador basado en Regresio´n Log´ıstica. As´ı la probabilidad para la clase positiva
esta´ dada por
p(yi = 1|xi,w) = σ(wTxi),
donde la funcio´n σ(z), se conoce como Logistic Sigmoid y se define como
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σ(z) = 11 + e−z . (1.1)
Ahora dado un conjunto de entrenamiento D de N ejemplos con anotaciones prove-
nientes de R expertos, esto es, D = {xi, y1i , . . . , yRi }Ni=1, la tarea consiste en estimar el
vector de ponderacio´n w adema´s de la sensibilidad α = [α1, α2, . . . , αR] y la especifici-
dad β = [β1, β2, . . . , βR]. Se define la variable θ, como el vector de para´metros que se
desean estimar
θ = {α,β,w}.





p(y1i , y2i , . . . , yRi )|xi,θ).
Dados α, β, yi. y asumiendo que y1i , y2i , . . . , yRi son independientes, esto es, que los
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i (1− βj)yji .
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Luego la estimacio´n de los para´metros θ, se efectu´a a trave´s, de la maximizacio´n del
logaritmo de la verosimilitud, esto es
θˆ = {αˆ, βˆ, wˆ} = argmaxθ{ln(p(D|θ))}
Algoritmo EM
El problema de maximizacio´n, se lleva a cabo a partir del uso del algoritmo de Ma´xima-
Esperanza o EM por sus siglas en ingle´s (Expectation-Maximization), el cual es un
algoritmo iterativo que calcula la solucio´n de la ma´xima verosimilitud en presencia de
datos ocultos o faltantes [12]. Para este caso se usa como datos ocultos las etiquetas
verdaderas yi. Asumiendo que se conocen las etiquetas verdaderas, la verosimilitud
esta´ dada por




Igualmente, el logaritmo de la verosimilitud se escribe como
ln[p(D, Y |θ)] =
N∑
i=1
[yi ln(piai) + (1− yi) ln(bi(1− pi))].
El algoritmo EM, se compone de dos etapas en cada una de sus iteraciones. Una etapa
de Esperanza (etapa E) y una etapa de Maximizacio´n (etapa M). La etapa M, involucra
la maximizacio´n de una cota inferior del logaritmo de la verosimilitud, que es refinada
en cada iteracio´n en la etapa E.
Etapa E
Dado el conjunto de entrenamiento D y el estimado actual de los para´metros θ, la
esperanza condicional (la cual es una cota inferior de la verosimilitud) se calcula
como
E[ln(p(D, Y |θ))] =
N∑
i=1
E[yi] ln(aipi) + (1− E[yi]) ln(bi(1− pi)), (1.2)
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donde E[yi] = µi = p(yi = 1|y1i , y2i , . . . , yRi ,xi,θ). Usando el teorema de Bayes, se
tiene
µi =
p(y1i , y2i , . . . , yRi |yi = 1)p(yi = 1|xi,θ)
p(y1i , y2i , . . . , yRi )
= aipi
aipi + bi(1− pi) .
Etapa M Basado en el estimado actual de µi y el conjunto de entrenamiento
D, los para´metros θ son estimados a partir de la maximizacio´n de la esperanza
condicional. Al igualar el gradiente de (1.2) a cero (ver Ape´ndice C), se obtie-
nen estimados para la sensibilidad (αj) y la especificidad (βj) mostrados en las










i=1(1− µi)(1− yji )∑N
i=1(1− µi)
. (1.4)
Por u´ltimo se debe estimar el vector de ponderaciones w. Debido a la no linealidad
de la funcio´n Sigmoid (1.1), no existe una solucio´n exacta para w, por lo que se
hace necesario el uso de gradiente ascendente basado en me´todos de optimizacio´n.
En este caso se usa el me´todo de Newton-Raphson dado por
wt+1 = wt − ηH−1g,
donde g es el vector gradiente, H es la matriz Hessiana y η es la longitud de paso.



















1.1.2. Clasificacio´n para Mu´ltiples Clases
Se puede extender el modelo para clasificacio´n binaria introduciendo un vector de
para´metros multinomiales αjck, el cual se define como la probabilidad de que el ano-
tador j le asigne la clase k a una observacio´n, dado que la clase verdadera es c
αjck = p(y
j




Al igual que para el modelo de clasificacio´n binaria, se requiere la estimacio´n de para´me-
tros θ = {αjck,w}. Ahora la funcio´n de verosimilitud para los para´metros θ, dado el















donde pic = p(yi = c|xi,θ) y Zi,jk = δ(yji , k). Ahora se supone un matriz T de dimen-
siones N × K, donde cada vector fila representa la etiqueta verdadera desconocida y
codificada en notacio´n 1 de K, de la observacio´n i. La funcio´n de verosimilitud para los

































El logaritmo de la funcio´n de verosimilitud toma la forma











[tic ln(aic) + tic ln(pic)]. (1.5)
Algoritmo EM
Al igual que en el modelo para clasificacio´n binaria, se usa el algoritmo EM para so-
lucionar el problema de la maximizacio´n del logaritmo de la verosimilitud ante datos
ocultos (las etiquetas verdaderas tic). Cabe recordar que dicha maximizacio´n se realiza
con el fin de obtener una estimacio´n para los para´metros θ.
Etapa E
Dados los datos del conjunto de entrenamiento D y las etiquetas verdaderas T , la
esperanza condicional toma la forma








p(y1i , y2i , . . . , yRi |yi = c)p(yi = c|xi,θ)∑






Ahora tomando como base la actual estimacio´n de µic y el conjunto de entrena-
miento D, se estiman los para´metros θ maximizando la esperanza condicional.
Igualando a cero el gradiente de (1.6) (ver Ape´ndice C), se obtiene el estimado









Ahora bien, falta determinar que´ es, o mejor co´mo se calcula pic. Por definicio´n





donde bic = wTc xi.
El logaritmo negativo de la verosimilitud Q(θ,θold) con los te´rminos que so´lo







Al igual que en el modelo para clasificacio´n binaria, no existe una solucio´n exacta
para w debido a la no-linealidad de la funcio´n softmax (1.9), por lo que se usa el
me´todo de Newton-Raphson. La actualizacio´n para w esta´ dada por
wt+1 = wt − ηH−1g, (1.10)








H es la matriz Hessiana, la cual compromete la evaluacio´n de bloques de taman˜o











donde Icm son los elementos de la matriz identidad.
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1.2. Regresio´n con Mu´ltiples Anotadores Usando Procesos Gaus-
sianos
Se siguio´ el modelo de regresio´n propuesto por [1]. Hay R anotadores y cada uno de ellos
ha anotado Nj observaciones para formar una conjunto de datos Dj = {(xji , yji )}Nji=1. Por
simplicidad, el conjunto de datos se denota como Dj = (Xj,yj). El modelo asumido
para las etiquetas yji dadas por cada anotador es, y
j
i = yi + j, donde yi corresponde a
la etiqueta verdadera, la cual se desconoce y j ∼ N (0, σ2j ). Sea I el nu´mero de entra-
das u´nicas. Asumiendo la independencia entre los anotadores y el hecho de que cada
anotador etiqueta cada observacio´n xi independientemente, la probabilidad esta´ dada
por:




N (yji |yi, σ2j ),
donde y = {y1, . . . ,yR}, y i ∼ j se refiere a “la observacio´n i etiquetada por el anotador
j”. Asumiendo un Proceso Gaussiano previo para Y dado por p(Y ) = N (Y |0,K),
con un kernel K calculado usando una funcio´n particular de kernel k(x,x′), puede
ser mostrado que la posterior sobre una nueva observacio´n f(x∗) se calcula como [1]
p(f(x∗)|y) = N (f(x∗)|f¯(x∗), k(x∗,x′∗)), donde
f¯(x∗) = k(x∗,X)(K + Σˆ)−1yˆ, (1.13)
k(x∗,x′∗) = k(x∗,x′∗)− k(x∗,X)(K + Σˆ)−1k(X,x′∗).
Para las anteriores expresiones, X corresponde a las observaciones de entrada u´nicas xi
para la etapa de entrenamiento; la matriz diagonal Σˆ tiene elementos σˆ2i ; y el vector yˆ













, Σˆ = diag(yˆi). (1.14)
La notacio´n j ∼ i se refiere a “tomar en cuenta so´lo los anotadores j que anotaron la
observacio´n i”.
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De acuerdo con [1] el logaritmo negativo de la evidencia esta´ dado como:
− log p(y) = 12 log |K + Σˆ|+
1
2 yˆ



















+ N2 log 2pi, (1.15)
donde N = ∑j Nj es el nu´mero total de anotaciones.
Se define el vector de para´metros como θ. El vector de para´metros incluyen los para´me-
tros asociados a la funcio´n del kernel k(x,x′), que se denota como φ, y las varianzas
asociadas a cada anotador. {σ2j}Rj=1. Luego θ = {φ, {σ2j}Rj=1}. Los valores de este vector
de para´metros se estiman al minimizar el logaritmo negativo de la evidencia (1.15). Para
realizar esta minimizacio´n, es necesario determinar la derivada del logaritmo negativo




En este cap´ıtulo se describen los procedimientos usados en la implementacio´n de las
te´cnicas de clasificacio´n de mu´ltiples anotadores para la valoracio´n automa´tica de la
calidad de voz. Las sen˜ales de voz se caracterizan por medio de los coeficientes cepstrales
en la escala de frecuencias mel (MFCC). En la etapa de clasificacio´n se comparan
dos te´cnicas de clasificacio´n multiclase, una de ellas basado en Procesos Gaussianos,
mientras que la otra se basa en un modelo de Regresio´n log´ıstica multiclase que mide
el desempen˜o de los anotadores en te´rminos de la sensibilidad y la especificidad. La
comparacio´n de las dos te´cnicas de clasificacio´n se realiza en te´rminos de la precisio´n y
de las curvas ROC.
2.1. Bases de datos
Para este trabajo se usaron dos bases de datos. La primera se denomina “Iris Plant
Database”, la segunda es una coleccio´n de muestras de voz evaluada en su calidad a
partir del protocolo GRBAS.
2.1.1. “Iris Plant Database”
La base de datos “Iris Plant Database” consta de 150 muestras de cuatro dimensiones
que corresponden a tres clases (50 muestras por cada clase), cada clase corresponde a
una variedad de la planta iris (iris virginica, iris versicolor e iris setosa). Es necesario
resaltar que esta base de datos so´lo se usa con el fin de validar el funcionamiento de los
algoritmos de clasificacio´n para mu´ltiples anotadores implementados en este trabajo.
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2.1.2. Base de datos de voz
La base de datos voz usada fue la distribuida por la compan˜´ıa Kay Elemetrics, la cual
posee alrededor de 700 grabaciones. Las muestras acu´sticas consisten en la fonacio´n
sostenida de la vocal /a/ (las fonaciones tuvieron una duracio´n entre 1s y 3s), dichas
muestras acu´sticas fueron tomadas tanto de personas sanas, como de personas con
gran diversidad de deso´rdenes del habla en diferentes etapas (de fases iniciales hasta
cro´nicas). Las grabaciones de la voz, se realizaron en un ambiente controlado y usando
frecuencias de muestreo de 25KHz o 50KHz, se realizo´ un submuestreo a las sen˜ales de
voz muestreadas a 50kHz, con el fin de normalizar todas las frecuencias de muestreo
a 25KHz. La base de datos fue segmentada siguiendo el criterio explicado en [14]. Se
tomo´ un conjunto de 218 muestras, de las cuales 51 muestras corresponden a personas
normales y las 167 muestras restantes pertenecen a personas con diferentes tipos de
deso´rdenes de la voz. Este conjunto de 218 muestras, fue valorado en su calidad por
cuatro especialistas siguiendo el protocolo GRBAS (ver Ape´ndice A.3). La Tabla 1 se
muestra la distribucio´n de muestras por clase de e´sta base de datos.
Caracter´ısticas
G R B A S
Clase
0 83 89 131 208 198
1 30 41 32 1 2
2 43 49 23 3 5
3 62 39 32 6 13
Total 218 218 218 218 218
Tabla 1: Divisio´n de muestras por clase para la base de datos de voz usada. Las filas correspon-
de a cada una de las clases dentro de la base de datos, por su parte las columnas corresponden
a cada una de las caracter´ısticas evaluadas en el protocolo GRBAS.
2.2. Extraccio´n de caracter´ısticas para sen˜ales de voz
La extraccio´n de caracter´ısticas es un proceso en el cual se obtiene un conjunto de datos
(que se conocen como vector de caracter´ısticas) a partir de un conjunto de variables
[15] (Para este estudio, el conjunto de variables representa una serie de tiempo que
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corresponde a una sen˜al voz). La extraccio´n de caracter´ısticas tiene como objetivos
principales: reducir la dimensionalidad y relazar aspectos de la sen˜al que contribuyan
a realizar procesos posteriores [16] [17] (en este caso realzar patrones asociados con
algu´n tipo de patolog´ıa). En el ana´lisis de voz, existe un diverso nu´mero de me´todos
para extraccio´n de caracter´ısticas. En este estudio se reconocen dos grupos: los modelos
que generan caracter´ısticas de representacio´n, las cuales no tienen significado f´ısico
relacionado con la produccio´n de voz [18]; y los modelos que generan caracter´ısticas
acu´sticas las cuales s´ı poseen un sentido f´ısico relacionado con la produccio´n de la voz
[15] [16]. En el primer grupo se encuentran los coeficientes cepstrales derivados de un
ana´lisis de prediccio´n lineal (LPCC por su nombre en ingle´s Linear Predictive Cepstrum
Coefficients), vectores de ana´lisis de prediccio´n perceptual (PLP por sus siglas en ingle´s
Perceptual Linear Predictive) y los coeficientes cepstrales sobre la escala de frecuencias
Mel (MFCC por su nombre en ingle´s Mel-Frecuency Cepstrum Coefficients) [15], por
su parte en el segundo grupo se encuentran representaciones como el pitch, el jitter o la
relacio´n ruido-armo´nico (HNR por sus siglas en ingle´s Harmonic Noise Ratio) [15] [16].
2.2.1. Coeficientes cepstrales sobre la escala de frecuencias Mel (MFCC)
Se ha mostrado que la sen˜al de voz contiene informacio´n acerca de la forma de onda de
excitacio´n [3]. Una de las finalidades de este estudio, es disen˜ar un sistema automa´tico
que permita valorar la calidad de voz, por dicha razo´n, es necesario usar un me´todo
de parametrizacio´n que tenga la capacidad de modelar los efectos que producen las
patolog´ıas sobre el sistema de excitacio´n del aparato fonador, espec´ıficamente sobre los
pliegues o cuerdas vocales.
Los MFCC se consideran los ma´s apropiados para este estudio debido principalmente
a que demuestran una gran capacidad para modelar tanto movimientos irregulares de
los pliegues vocales como anomal´ıas en el cierre debido a masas alojadas sobre los plie-
gues o a cambios en las propiedades de los tejidos que recubren las cuerdas vocales. En
las bandas bajas de los MFCC, se caracterizan las alteraciones producidas por masas
alojadas sobre las cuerdas vocales. Mientras que en las bandas altas se modelan las com-
ponentes ruidosas generadas por las alteraciones en el cierre de las cuerdas vocales [3].
La caracterizacio´n por MFCC se realiza siguiendo los pasos mostrados en el Ape´ndice B.
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2.3. Validacio´n
2.3.1. Base de datos “Iris Plant Database”
La base de datos “Iris Plant Database” datos posee 150 muestras, donde cada muestra
se compone de 4 caracter´ısticas y una etiqueta verdadera. Es claro que esta base de
datos no posee mu´ltiples anotaciones, por lo que es necesario generar dichas anotacio-
nes de manera sinte´tica. Para el algoritmo de clasificacio´n basado en regresio´n log´ıstica
multiclase, las anotaciones se generan a partir de una distribucio´n de probabilidad mul-
tinomial, donde la probabilidad de un suceso esta´ dada por el vector de para´metros
multinomiales αjck (ver Ecuacio´n 1.8). Ahora para el algoritmo de clasificacio´n basa-
do en Procesos Gaussianos para regresio´n, las anotaciones se generan an˜adiendo ruido
Gaussiano, N (0, σ2j ), a las etiquetas verdaderas. El para´metro σ2j corresponde a la va-
rianza asociada a cada anotador. A partir de del vector de para´metros multinomiales
y de la varianza, se puede modificar el nivel de experiencia asociado a cada uno de los
anotadores.
2.3.2. Base de datos de voz
Las sen˜ales de voz son segmentadas y ventaneadas usando ventanas Hamming con du-
racio´n una duracio´n de 40 ms cada una. Cada una de estas ventanas es caracterizada a
partir de los MFCC, Dicha caracterizacio´n alimenta la etapa de clasificacio´n. En esta
etapa de clasificacio´n la valoracio´n automa´tica de la calidad de voz usando el protocolo
GRBAS (ver Ape´ndice A.3), se toma como cinco problemas de clasificacio´n, es decir,
se toma por separado la informacio´n de cada una de las caracter´ısticas que componen
dicho protocolo (Grado de Disfon´ıa, Aspereza, Respiracio´n dificultosa, Astenia y Voz
forzada), y se obtiene la clasificacio´n de cada una de ellas, mediante el uso de modelos
de clasificacio´n multiclase para mu´ltiples anotadores. Cada clase corresponde a uno los
valores en el rango [0− 3], el cual como ya se dijo, corresponde a la valoracio´n que da
el especialista a cada una de las caracter´ısticas del protocolo GRBAS al escuchar una
sen˜al de voz determinada.
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2.4. Algoritmos
La clasificacio´n en este estudio se lleva a cabo usando las dos te´cnicas de clasificacio´n
que consideran mu´ltiples anotadores estudiadas en el cap´ıtulo 1. La primera de estas
te´cnicas se basa en Procesos Gaussianos para regresio´n, la segunda te´cnica se basa en
un modelo de regresio´n log´ıstica multiclase que mide el rendimiento de los anotadores
en te´rminos de sensibilidad y especificidad. A continuacio´n, se muestra los algoritmos
utilizados para la implementacio´n de los esquemas de clasificacio´n comentados.
2.4.1. Procesos Gaussianos para regresio´n con mu´ltiples anotadores
Originalmente este modelo basado en Procesos Gaussianos esta´ disen˜ado para tareas
de regresio´n, sin embargo en este trabajo se usa como clasificador. Para realizar la
clasificacio´n a partir de los resultados obtenidos con el sistema de regresio´n, se siguen
los siguientes pasos.
Se calcula la media del Proceso Gaussiano para la probabilidad posterior sobre
una nueva observacio´n (ver ecuacio´n (1.13)).
Ahora se calcula la distancia euclidiana entre el valor de la media del Proceso
Gaussiano y cada una de las clases involucradas en el problema de clasificacio´n.
Por u´ltimo se asigna la nueva observacio´n a la clase que presente menor distancia
euclidiana con respecto a la media del Proceso Gaussiano.
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Algoritmo 1 Implementacio´n del algoritmo de clasificacio´n basado en procesos Gaus-
sianos para regresio´n con mu´ltiples anotadores
Entrada: El conjunto de caracter´ısticas para entrenamiento XTrain, el conjunto de
caracter´ısticas para prueba XTest y el conjunto de anotaciones realizadas por cada
anotador Y Train.
Salida: Estimacio´n probabil´ıstica de que un ejemplo de XTest pertenezca a cada una
de las clases k, donde k = [1, . . . , K].
1: Inicializacio´n de para´metros: Vector de varianzas asociadas a cada anotador
σ2j ← 0. Vector de para´metros asociados a la funcio´n del kernel φ← 0.
2: repetir
3: Se estiman los valores de los para´metros σ2j y φ.
4: A partir del valor actual de los para´metros de varianza σ2j , se estiman los valores
para la etiqueta verdadera yˆ, y los valores para la matriz de covarianza Σˆ (ver
ecuacio´n (1.14)).
5: Se evalu´a el logaritmo negativo de la evidencia dado por (1.15).
6: hasta que se minimice el logaritmo de negativo de la verosimilitud marginal (1.15)
7: Por u´ltimo se calcula la media del Proceso Gaussiano de la probabilidad posterior
dada por la ecuacio´n (1.13), a partir de esta media se asigna cada una de las
muestras del conjunto de prueba XTest, a la clase k que presente menor distancia
con respecto a la media del Proceso Gaussiano previamente calculada.
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2.4.2. Regresio´n log´ıstica multiclase para mu´ltiples anotadores
Algoritmo 2 Implementacio´n del algoritmo de clasificacio´n para mu´ltiples anotadores
usando regresio´n log´ıstica multiclase
Entrada: El conjunto de caracter´ısticas para entrenamiento XTrain, el conjunto de
caracter´ısticas para prueba XTest y el conjunto de anotaciones realizadas por cada
anotador Y Train.
Salida: Estimacio´n probabil´ıstica de que un ejemplo de XTest pertenezca a cada una
de las clases k, donde k = [1, . . . , K].
Inicializacio´n de para´metros: Vector de ponderacio´n w← 0. Vector de para´metros
multinomiales αjck ← 0. Estimacio´n etiqueta a partir de las anotaciones verdadera
usando majority voting (el ma´s votado), µic ←

1 Si 1/R∑Rj=1 yji > 0,5
0 Si 1/R∑Rj=1 yji < 0,5. La
probabilidad que la muestra i pertenezca a la c, pic, e´ste para´metro se calcula segu´n
la ecuacio´n (1.9).
2: repetir
Se calcula el gradiente de la funcio´n de costo usando la expresio´n (1.11).
4: Se determinan los valores de la Matriz Hessiana usando (1.12).
Usando el gradiente y la matriz Hessiana, se calcula el valor para el vector de
ponderaciones w usando la ecuacio´n (1.10)
6: Se estima la probabilidad que la muestra xi pertenezca a cada una de las clases,
a partir de la expresio´n (1.9).
Se calculan los valores del vector de para´metros multinomiales αjck usando la
expresio´n (1.8), para medir el rendimiento de los expertos con respecto al valor
actual de µic.
8: Se estima el valor de la etiqueta verdadera para la muestra i, µic, a partir de la
ecuacio´n (1.7).
Se calcula el valor del logaritmo de la verosimilitud dado por (1.5).
10: hasta que se maximice el logaritmo de la verosimilitud dado por la ecuacio´n (1.5)
Por u´ltimo se calcula la probabilidad posterior de cada clase k dado el conjunto de
prueba XTest y el modelo aprendido en la fase de entrenamiento.
34
2.5. Medidas de desempen˜o
El objetivo de las te´cnicas que evalu´an el rendimiento de los clasificadores, consiste en es-
timar la probabilidad del error de clasificacio´n, probando la respuesta correcto/falso del
clasificador usando un conjunto finito de N vectores de caracter´ısticas [15]. Conside´rese
un problema de clasificacio´n con K clases, que tiene Ni vectores de caracter´ısticas por
clase, con ∑Ki=1Ni = N . Sea Pi la correspondiente probabilidad de error para la clase
wi. Si se asume la “independencia entre los vectores de caracter´ısticas” [19], se puede








donde ki es el nu´mero de vectores mal calificados que corresponden a la clase wi es
la probabilidad de ocurrencia de la clase wi. Es posible demostrar [19] que Pˆ es un
estimador de la verdadera probabilidad de error, y que es asinto´ticamente consistente
cundo la cantidad de de muestras por clase tiende a infinito Ni →∞.
En la pra´ctica, se cuentan con conjunto finitos de caracter´ısticas para entrenar y validar
el clasificador. Por lo tanto se sugieren algunos me´todos para evaluar el rendimiento
de un clasificador entre los que se encuentran: validacio´n simple, validacio´n cruzada
usando k divisiones o validacio´n Leave-One-Out. Para este trabajo se uso´ el me´todo
Leave-One-Out debido al reducido nu´mero de muestras de voz que pertenecen a algu-
nas clases.
Validacio´n Leave-One-Out
En este tipo de validacio´n se utiliza un conjunto de entrenamiento conformado por
N − 1 muestras y la validacio´n se lleva a cabo con la muestra excluida. Si e´sta muestra
se califica de manera erro´nea, se cuenta un error. Este procedimiento se realiza N veces
excluyendo una muestra diferente en cada realizacio´n.
La estimacio´n de la probabilidad del error, se lleva a cabo con el total de errores ob-
tenidos de las N realizaciones. A diferencia de otros me´todos como el de validacio´n
simple, la probabilidad de error estimada, no depende de las muestras que se usen en
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los conjuntos de entrenamiento y prueba. Sin embargo su desventaja es su gran carga
computacional [15].
Curvas ROC
Existen otros me´todos que adema´s de medir el rendimiento de los clasificadores, per-
miten la comparacio´n con otros clasificadores. Entre estos me´todos se encuentra princi-
palmente las curvas ROC, que son una herramienta que permite evaluar el rendimiento
de un clasificador en te´rminos de la sensibilidad contra la especificidad, considerando
todos los valores de umbral posibles. Una me´trica derivada de las curvas ROC es el a´rea
bajo la curva (AUC), la cual puede ser usada como un estimado de la probabilidad que
un clasificador asigne un mayor rango a un ejemplo positivo elegido al azar que a un




En el presente cap´ıtulo se exponen los resultados obtenidos al aplicar los algoritmos
desarrollados en este trabajo, sobre las bases de datos disponibles. Se inicia reportando
los resultados obtenidos con la base datos “Iris Plant Database”. Se finaliza mostrando
los resultados obtenidos con la base de datos de voz.
3.1. Resultados obtenidos sobre la base de datos “Iris Plant
Database”
A continuacio´n se presentan los resultados obtenidos al aplicar los esquemas de clasifi-
cacio´n para mu´ltiples anotadores desarrollados en este trabajo sobre la base de datos
“Iris Plant Database”. Es necesario aclarar que estos datos so´lo sirven para validar el
funcionamiento de los esquemas de clasificacio´n estudiados.
3.1.1. Clasificador basado en regresio´n log´ıstica multiclase para mu´ltiples
anotadores
Para la evaluacio´n de este clasificador se realizaron tres experimentos donde se generaron
etiquetas sinte´ticas para tres anotadores (las etiquetas sinte´ticas se generan segu´n lo
descrito en la seccio´n 2.3.1). En cada uno de los experimentos, se var´ıa los valores del
vector de para´metros multinomiales asociados a cada anotador. La validacio´n para estos
experimentos se realiza usando el me´todo Leave-One-Out. Se reporta la precisio´n y el
a´rea bajo la curva ROC (AUC).
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Experimento 1
Para este experimento se consideran tres anotadores. El primer anotador tiene una
capacidad de acierto alta (experto), El segundo anotador se considera que tiene un
nivel de acierto medio, por u´ltimo, el tercer anotador tiene una capacidad de acierto



















Para este experimento se consideran tres anotadores. El primer y segundo anotador
tienen una capacidad de acierto alta (experto), por u´ltimo el tercer anotador tiene una
capacidad de acierto tan baja que se considera anotador malicioso. Los vectores de


















Al igual que para los anteriores experimentos, se consideran tres anotadores. El primer
anotador tiene una capacidad de acierto media, el segundo anotador tiene una capacidad
de acierto baja y por u´ltimo el tercer anotador tiene una capacidad de acierto muy



















En la Tabla 2, se registran los valores de Precisio´n y AUC obtenidos para los experi-
mentos descritos anteriormente.
Precisio´n AUC
Experimento 1 0,9133 0,9861
Experimento 2 0,9667 0,9863
Experimento 3 0,6933 0,8567
Tabla 2: Resultados obtenidos al aplicar el esquema de clasificacio´n para mu´ltiples anotadores
basado en el modelo de Regresio´n log´ıstica multiclase sobre la base de datos “Iris Plant
Database” segu´n los experimentos descritos. En la columna denominada Precisio´n se reporta
el rendimiento del clasificador en te´rminos de la precisio´n. En la columna AUC se muestra el
a´rea bajo la curva ROC.
En la Tabla 2 se observa que que a pesar de no contar con las etiquetas verdaderas en
la etapa de entrenamiento, es posible obtener rendimientos tan altos como un AUC de
0,9863 y una precisio´n de 0,9667. Estos resultados permiten validar el funcionamiento
del clasificador para mu´ltiples anotadores basado en regresio´n log´ıstica multiclase que
mide el rendimiento de los anotadores en te´rminos de sensibilidad y especificidad.
Se observa una dependencia entre el rendimiento del clasificador y la calidad de los
anotadores, puesto que al disminuir considerablemente la calidad de los anotadores
usados en estos experimentos (ver Experimento 3) se obtuvieron valores de rendimiento
tan bajos como 0,8567 para AUC y 0,6933 para la precisio´n.
3.1.2. Clasificador basado en Procesos Gaussianos para regresio´n con mu´lti-
ples anotadores
Para la evaluacio´n de este clasificador se realizaron tres experimentos donde se generaron
etiquetas sinte´ticas para tres anotadores (las etiquetas sinte´ticas se generan segu´n lo
descrito en la seccio´n 2.3.2). En cada uno de los experimentos, se var´ıa los valores de
varianza σ2j asociados a cada anotador. La validacio´n para estos experimentos se realiza




Para el primer experimento se consideran dos anotadores con un nivel de acierto alto
(expertos), el anotador restante corresponde a un anotador con una capacidad de acierto
media. A continuacio´n, se muestra el vector de varianzas σ2.
σ21 = [0,1 0,2 0,5].
Experimento 2
Para el segundo experimento se consideran dos anotadores con un nivel de acierto
medio, el anotador restante corresponde a un anotador con una capacidad de acierto
muy baja. El vector de varianzas σ2 para este experimento es el siguiente.
σ22 = [0,9 1,1 6,5].
Experimento 3
Para el segundo experimento se consideran dos anotadores con un nivel de acierto muy
bajo, el anotador restante corresponde a un anotador con una capacidad de acierto
media. A continuacio´n, se muestra el vector de varianzas σ2.
σ23 = [0,8 6,2 6,5].




Experimento 1 0,9533 0,9722
Experimento 2 0,9133 0,9691
Experimento 3 0,8600 0,9300
Tabla 3: Resultados obtenidos al aplicar el esquema de clasificacio´n para mu´ltiples anotadores
basado en el modelo de Procesos Gaussianos para regresio´n sobre la base de datos “Iris Plant
Database” segu´n los experimentos descritos. En la columna denominada Precisio´n se reporta
el rendimiento del clasificador en te´rminos de la precisio´n. En la columna AUC se muestra el
a´rea bajo la curva ROC.
En la Tabla 3 se observa que que a pesar de no contar con la etiquetas verdaderas en
la etapa de entrenamiento, es posible obtener rendimientos tan altos como un AUC de
0,9722 y una precisio´n de 0,9533. Estos resultados permiten validar el funcionamiento
del clasificador para mu´ltiples anotadores basado Procesos Gaussianos para regresio´n
con mu´ltiples anotadores.
Adema´s se observa una clara dependencia entre el rendimiento del clasificador y la
calidad de los anotadores, puesto que al disminuir considerablemente la calidad de los
anotadores usados en estos experimentos (ver Experimento 3) se obtuvieron valores de
rendimiento tan bajos como 0,9300 para AUC y 0,8600 para la precisio´n.
3.2. Resultados obtenidos sobre la base de datos de voz
3.2.1. Problema de clasificacio´n binaria
Originalmente la base de datos de voz configura un problema de clasificacio´n de cuatro
clases. Se efectu´a un primer experimento donde se convierte e´sta base de datos en
un problema de clasificacio´n con dos clases (clasificacio´n binaria), dicha conversio´n
se realiza as´ı: Las muestras de voz pertenecientes a las clases 0 y 1, se les asigna la
etiqueta 0 (voz normal); por su parte, a las muestras de voz que pertenecen a las
clases 2 y 3, se les asigna la etiqueta 1 (voz patolo´gica). La base de datos modificada
es usada por los algoritmos de mu´ltiples anotadores desarrollados en este trabajo. Se
realiza un experimento control, que usa la base de datos modificada sobre un esquema
41
de clasificacio´n basado en regresio´n log´ıstica, donde la etiqueta verdadera se estima
usando el procedimiento denominado “Majority Voting”, usado en la literatura ([2])
para convertir problemas de clasificacio´n con mu´ltiples anotadores en un problema de
clasificacio´n t´ıpico.
La Tabla 4 muestra los resultados de precisio´n para el problema de clasificacio´n
binaria obtenidos con los esquemas de clasificacio´n para mu´ltiples anotadores
desarrollados en este trabajo y con el experimento de control que usa un clasifi-
cador t´ıpico.
La Tabla 5 muestra los resultados de rendimiento (en te´rminos AUC) obtenidos
para el problema de clasificacio´n binaria con el experimento de control y con los
esquemas de clasificacio´n para mu´ltiples anotadores desarrollados en este trabajo.
Caracter´ısticas
Para´metros
G R B A S
Precisio´n Precisio´n Precisio´n Precisio´n Precisio´n
RL PG CO RL PG CO RL PG CO RL PG CO RL PG CO
MFCC-3 0,70 0,70 0,68 0,66 0,65 0,66 0,75 0,77 0,75 0,96 0,96 0,95 0,92 0,90 0,91
MFCC-6 0,69 0,71 0,68 0,62 0,67 0,64 0,75 0,77 0,72 0,95 0,96 0,91 0,88 0,92 0,89
MFCC-12 0,71 0,70 0,66 0,65 0,62 0,64 0,72 0,77 0,71 0,91 0,96 0,89 0,79 0,91 0,83
Tabla 4: Resultados considerando un problema de clasificacio´n binaria. Se consideran tres
experimentos donde en cada uno de ellos se varia el nu´mero de para´metros usados en el
proceso de caracterizacio´n de las sen˜ales de voz. Para el experimento MFCC-3 se usan 3
MFCC adema´s de las derivadas de primer y segundo orden para un total de 12 para´metros.
Para el experimento MFCC-6 se obtienen un total de 21 para´metros. En el experimento
MFCC-12 se usan un total de 39 para´metros. Cada experimento se realiza para cada una
de las caracter´ısticas que pertenecen al protocolo GRBAS. Se reporta la precisio´n para cada
uno de los experimentos realizados. En las columnas “RL” se reporta la precisio´n para el
clasificador basado en regresio´n log´ıstica multiclase que mide el rendimiento de los anotadores
en te´rminos de sensibilidad y especificidad. En las columnas “PG” se reporta los valores de
precisio´n para el clasificador basado en Procesos Gaussianos para regresio´n con mu´ltiples
anotadores. Por u´ltimo en las columnas denominadas “CO” se reporta la precisio´n para el
experimento de control, el cual usa un clasificador t´ıpico basado en Regresio´n log´ıstica.
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Al analizar los resultados de precisio´n obtenidos con los clasificadores usados en el pro-
blema de clasificacio´n binaria (clasificar una sen˜al de voz como patolo´gica o sana) y
que son mostrados en la Tabla 4, es posible determinar que el mejor clasificador de
mu´ltiples anotadores es el basado en Procesos Gaussianos para regresio´n, con el que
se obtuvo una precisio´n promedio ma´xima de 0,81, mientras que el clasificador para
mu´ltiples anotadores basado en regresio´n log´ıstica multiclase que mide el rendimiento
del anotador en te´rminos de sensibilidad y especificidad obtuvo una precisio´n promedio
ma´xima de 0,80. Claramente no se observan grandes diferencias entre los resultados
obtenidos, sin embargo cabe resaltar el rendimiento obtenido por el clasificador basado
en Procesos Gaussianos para regresio´n, ya que originalmente fue disen˜ado para tareas
de regresio´n.
Tambie´n se observa que los esquemas de clasificacio´n para mu´ltiples anotadores imple-
mentados en este trabajo obtuvieron mejores resultados que el experimento de control
el cual implementa un clasificador t´ıpico usando “Majority Voting” para calcular la
etiqueta verdadera a partir de las anotaciones (con este experimento se obtuvo una




G R B A S
AUC AUC AUC AUC AUC
RL PG CO RL PG CO RL PG CO RL PG CO RL PG CO
MFCC-3 0,75 0,77 0,75 0,66 0,68 0,65 0,70 0,72 0,70 0,39 0,48 0,43 0,44 0,65 0,58
MFCC-6 0,74 0,77 0,73 0,65 0,68 0,63 0,67 0,71 0,70 0,41 0,55 0,32 0,62 0,58 0,60
MFCC-12 0,69 0,76 0,70 0,65 0,49 0,62 0,66 0,70 0,67 0,54 0,48 0,62 0,54 0,60 0,45
Tabla 5: Resultados considerando un problema de clasificacio´n binaria. Se consideran tres
experimentos donde en cada uno de ellos se varia el nu´mero de para´metros usados en el pro-
ceso de caracterizacio´n de las sen˜ales de voz. Para el experimento MFCC-3 se usan 3 MFCC
adema´s de las derivadas de primer y segundo orden para un total de 12 para´metros. Para el
experimento MFCC-6 se obtienen un total de 21 para´metros. En el experimento MFCC-12 se
usan un total de 39 para´metros. Cada experimento se realiza para cada una de las caracter´ısti-
cas que pertenecen al protocolo GRBAS. Se reporta el a´rea bajo la curva ROC (AUC) para
cada uno de los experimentos realizados. En las columnas “RL” se reporta el AUC para el
clasificador basado en regresio´n log´ıstica multiclase que mide el rendimiento de los anotadores
en te´rminos de sensibilidad y especificidad. En las columnas “PG” se reporta los valores AUC
para el clasificador basado en Procesos Gaussianos para regresio´n con mu´ltiples anotadores.
Por u´ltimo en las columnas denominadas “CO” se reporta el AUC para el experimento de
control, el cual usa un clasificador t´ıpico basado en Regresio´n log´ıstica.
Analizando los resultados de AUC de los clasificadores usados en el problema de cla-
sificacio´n binaria (clasificar una sen˜al de voz como patolo´gica o sana), mostrados en
la Tabla 4, es posible afirmar que el mejor clasificador para mu´ltiples anotadores es
el basado en Procesos Gaussianos para regresio´n, con el que se obtuvo un AUC pro-
medio ma´ximo de 0,66, mientras que el clasificador para mu´ltiples anotadores basado
en regresio´n log´ıstica multiclase que mide el rendimiento del anotador en te´rminos de
sensibilidad y especificidad obtuvo un AUC promedio ma´ximo de 0,62. Claramente no
se observan grandes diferencias entre los resultados obtenidos con los clasificadores, sin
embargo cabe resaltar el rendimiento obtenido por el clasificador basado en Procesos
Gaussianos para regresio´n, ya que originalmente fue disen˜ado para tareas de regresio´n.
Los esquemas de clasificacio´n para mu´ltiples anotadores implementados en este trabajo
obtuvieron mejores resultados que el experimento de control el cual implementa un
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clasificador t´ıpico usando “Majority Voting” para calcular la etiqueta verdadera a partir
de las anotaciones (con este experimento se obtuvo un AUC promedio ma´ximo de 0,62).
3.2.2. Problema de clasificacio´n multiclase
La base de datos de voz configura un problema de clasificacio´n con cuatro clases, donde
cada una de estas clases corresponde a la valoracio´n emitida por el especialista sobre
una muestra de voz determinada siguiendo el protocolo GRBAS. Esta base de datos
es usada sobre los esquemas de clasificacio´n desarrollados en este trabajo. Adema´s se
realiza un experimento de control, que usa la base de datos de voz sobre un esquema
de clasificacio´n basado en regresio´n log´ıstica multiclase, donde la etiqueta verdadera se
estima usando el procedimiento denominado “Majority Voting”, usado comu´nmente en
la literatura ([2]) para convertir problemas de clasificacio´n con mu´ltiples anotadores en
un problema de clasificacio´n t´ıpico.
La Tabla 6 muestra los resultados de precisio´n para el sistema de valoracio´n au-
toma´tica de la calidad de voz (clasificacio´n multiclase) obtenidos con los esquemas
de clasificacio´n para mu´ltiples anotadores desarrollados en este trabajo y con el
experimento de control que usa un clasificador t´ıpico.
La Tabla 7 muestra los resultados de rendimiento en te´rminos de AUC para el
sistema de valoracio´n automa´tica de la calidad de voz (clasificacio´n multiclase)
obtenidos con los esquemas de clasificacio´n para mu´ltiples anotadores desarro-





G R B A S
Precisio´n Precisio´n Precisio´n Precisio´n Precisio´n
RL PG CO RL PG CO RL PG CO RL PG CO RL PG CO
MFCC-3 0,50 0,22 0,40 0,41 0,27 0,49 0,57 0,32 0,67 0,96 0,96 0,87 0,87 0,80 0,90
MFCC-6 0,44 0,25 0,40 0,42 0,25 0,45 0,55 0,32 0,61 0,85 0,96 0,86 0,78 0,80 0,83
MFCC-12 0,45 0,25 0,35 0,39 0,91 0,41 0,45 0,94 0,55 0,85 0,97 0,89 0,70 0,82 0,77
Tabla 6: Resultados del sistema de valoracio´n automa´tica de la calidad de voz (problema
de clasificacio´n multiclase). Se consideran tres experimentos donde en cada uno de ellos se
varia el nu´mero de para´metros usados en el proceso de caracterizacio´n de las sen˜ales de
voz. Para el experimento MFCC-3 se usan 3 MFCC adema´s de las derivadas de primer y
segundo orden para un total de 12 para´metros. Para el experimento MFCC-6 se obtienen
un total de 21 para´metros. En el experimento MFCC-12 se usan un total de 39 para´metros.
Cada experimento se realiza para cada una de las caracter´ısticas que pertenecen al protocolo
GRBAS. Se reporta la precisio´n para cada uno de los experimentos realizados. En las columnas
“RL” se reporta la precisio´n para el clasificador basado en regresio´n log´ıstica multiclase que
mide el rendimiento de los anotadores en te´rminos de sensibilidad y especificidad. En las
columnas “PG” se reporta los valores de precisio´n para el clasificador basado en Procesos
Gaussianos para regresio´n con mu´ltiples anotadores. Por u´ltimo en las columnas denominadas
“CO” se reporta la precisio´n para el experimento de control, el cual usa un clasificador t´ıpico
basado en Regresio´n log´ıstica.
Al analizar los resultados de precisio´n obtenidos con los clasificadores usados en el sis-
tema de valoracio´n automa´tica de la calidad de voz (problema multiclase) mostrados
en la Tabla 6, es posible determinar que el mejor clasificador para mu´ltiples anota-
dores es el basado en Procesos Gaussianos para regresio´n, con el que se obtuvo una
precisio´n promedio ma´xima de 0,78, mientras que el clasificador para mu´ltiples anota-
dores basado en regresio´n log´ıstica multiclase que mide el rendimiento del anotador en
te´rminos de sensibilidad y especificidad obtuvo una precisio´n promedio ma´xima de 0,67.
Tambie´n se observa que los esquemas de clasificacio´n para mu´ltiples anotadores imple-
mentados en este trabajo obtuvieron mejores resultados que el experimento de control
el cual implementa un clasificador t´ıpico usando “Majority Voting” para calcular la
etiqueta verdadera a partir de las anotaciones (con este experimento se obtuvo una
precisio´n promedio ma´xima de 0,67).
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Se observa una disminucio´n en los rendimientos para tareas de valoracio´n de la cali-
dad de voz (clasificacio´n multiclase), al contrastarlos con los obtenidos al evaluar el
rendimiento en tareas de deteccio´n de voces patolo´gicas (clasificacio´n binaria). Este
comportamiento se justifica debido a que el nu´mero de muestras que pertenecen a cada
una de las clases, esta´n desbalanceadas en gran proporcio´n (ver Tabla 1).
Caracter´ısticas
Para´metros
G R B A S
AUC AUC AUC AUC AUC
RL PG CO RL PG CO RL PG CO RL PG CO RL PG CO
MFCC-3 0,58 0,57 0,58 0,56 0,56 0,56 0,50 0,59 0,59 0,57 0,50 0,41 0,52 0,52 0,60
MFCC-6 0,59 0,58 0,60 0,57 0,55 0,55 0,53 0,58 0,56 0,38 0,56 0,41 0,46 0,67 0,50
MFCC-12 0,58 0,55 0,59 0,54 0,50 0,57 0,53 0,47 0,57 0,37 0,38 0,43 0,54 0,57 0,50
Tabla 7: Resultados del sistema de valoracio´n automa´tica de la calidad de voz (problema de
clasificacio´n multiclase). Se consideran tres experimentos donde en cada uno de ellos se varia
el nu´mero de para´metros usados en el proceso de caracterizacio´n de las sen˜ales de voz. Para
el experimento MFCC-3 se usan 3 MFCC adema´s de las derivadas de primer y segundo orden
para un total de 12 para´metros. Para el experimento MFCC-6 se obtienen un total de 21
para´metros. En el experimento MFCC-12 se usan un total de 39 para´metros. Cada experi-
mento se realiza para cada una de las caracter´ısticas que pertenecen al protocolo GRBAS. Se
reporta el a´rea bajo la curva ROC (AUC) para cada uno de los experimentos realizados. En las
columnas “RL” se reporta el AUC para el clasificador basado en regresio´n log´ıstica multiclase
que mide el rendimiento de los anotadores en te´rminos de sensibilidad y especificidad. En las
columnas “PG” se reporta los valores AUC para el clasificador basado en Procesos Gaussianos
para regresio´n con mu´ltiples anotadores. Por u´ltimo en las columnas denominadas “CO” se
reporta el AUC para el experimento de control, el cual usa un clasificador t´ıpico basado en
Regresio´n log´ıstica.
los resultados de AUC para los clasificadores usados en el sistema de valoracio´n au-
toma´tica de la calidad de voz (problema multiclase) mostrados en la Tabla 6, determinan
que el mejor clasificador para mu´ltiples anotadores es el basado en Procesos Gaussianos
para regresio´n, con el que se obtuvo un AUC promedio ma´ximo de 0,59, mientras que
el clasificador para mu´ltiples anotadores basado en regresio´n log´ıstica multiclase que
mide el rendimiento del anotador en te´rminos de sensibilidad y especificidad obtuvo un
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AUC promedio ma´ximo de 0,55. Claramente no se observan grandes diferencias entre
los resultados obtenidos con los clasificadores, sin embargo cabe resaltar el rendimiento
obtenido por el clasificador basado en Procesos Gaussianos para regresio´n, ya que ori-
ginalmente fue disen˜ado para tareas de regresio´n.
Los esquemas de clasificacio´n para mu´ltiples anotadores implementados en este trabajo
obtuvieron mejores resultados que el experimento de control el cual implementa un cla-
sificador t´ıpico usando “Majority Voting” para calcular la etiqueta verdadera a partir
de las anotaciones (con este experimento se obtuvo un AUC promedio ma´ximo de 0,55).
Se observa una disminucio´n en los rendimientos para tareas de valoracio´n de la cali-
dad de voz (clasificacio´n multiclase), al contrastarlos con los obtenidos al evaluar el
rendimiento en tareas de deteccio´n de voces patolo´gicas (clasificacio´n binaria). Este
comportamiento se justifica debido a que el nu´mero de muestras que pertenecen a cada
una de las clases, esta´n desbalanceadas en gran proporcio´n (ver Tabla 1).
La Tabla 6 y la Tabla 7, reflejan una diferencia considerable entre los resultados de
rendimiento obtenidos en te´rminos precisio´n y AUC, e´ste feno´meno se debe al gran
nivel de desbalance de muestras por clase que presenta la base de datos de voz usada




De lo observado se puede concluir.
Los resultados obtenidos con los experimentos realizados sobre la base de datos
“Iris Plant”, permiten validar el funcionamiento del algoritmo de clasificacio´n para
mu´ltiples anotadores basado en regresio´n log´ıstica multiclase con sensibilidades y
especificidades por anotador.
Los resultados del experimento realizado sobre la base de datos “Iris Plant” veri-
fican el buen funcionamiento del algoritmo de clasificacio´n para mu´ltiples anota-
dores basado en Porcesos Gaussianos para regresio´n.
El mejor esquema de clasificacio´n para mu´ltiples anotadores que es aquel basado
en Procesos Gaussianos para regresio´n. A pesar que las diferencias de rendimiento
con el clasificador para mu´ltiples anotadores basado en regresio´n log´ıstica multi-
clase no son significativamente grandes,cabe resaltar que el clasificador basado en
Procesos Gaussianos, fue disen˜ado originalmente para tareas de regresio´n.
Segu´n los resultados obtenidos con la base de datos de voz usada en este trabajo,
es viable usar esquemas de clasificacio´n para mu´ltiples anotadores en tareas de
valoracio´n automa´tica de la calidad de voz, puesto que los valores de rendimiento
obtenidos con estos fueron levemente superiores a los valores obtenidos con es-




A partir de este trabajo, es posible determinar algunos aspectos que se pueden imple-
mentar en el futuro
En este trabajo para cada experimento fue necesario realizar cinco procesos de
clasificacio´n (uno para cada caracter´ıstica del protocolo GRBAS). Ser´ıa posible
usar te´cnicas de aprendizaje automa´tico multitarea con el fin de aprovechar la po-
sible correlacio´n existente entre las anotaciones suministradas por los anotadores
para cada una de las caracter´ısticas en la escala GRBAS.
Implementar un algoritmo de clasificacio´n multiclase basado en Procesos Gaus-
sianos que considere el caso de mu´ltiples anotadores. Al usar este clasificador, se
esperar´ıa mejorar el rendimiento obtenido con el clasificador basado en Procesos
Gaussianos para regresio´n con mu´ltiples anotadores.
Disen˜ar esquemas de clasificacio´n para mu´ltiples anotadores que puedan mejorar
el rendimiento ante casos donde el nu´mero de muestras por clase en una base de
datos no este´ equilibrada.
Aplicar las te´cnicas desarrolladas en este trabajo a problemas en otras a´reas como
lo puede ser la miner´ıa de datos o aplicarlo a otros campos de la medicina como
el estudio de ima´genes diagno´sticas.
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En el proceso de produccio´n de la voz intervienen o´rganos del sistema digestivo y
del sistema respiratorio los cuales son controlados por el sistema nervioso central [16].
Esencialmente la voz se produce mediante la vibracio´n de las cuerdas vocales (tambie´n
conocidas como pliegues vocales), que se propaga a trave´s de la laringe y de las cavidades
bucal y nasal. El aparato fonador se compone de tres partes fundamentales [16] [20].
Sistema de Generacio´n:
Los mu´sculos abdominales y tora´cicos incrementan la presio´n en los pulmones lo
que produce un exceso en el flujo de aire, este flujo sale por los bronquios y la
tra´quea hasta llegar a la faringe donde excita el sistema de vibracio´n [16] [20].
Sistema de Vibracio´n:
Este sistema esta´ conformado ba´sicamente por los pliegues vocales, los cuales
se dividen en dos pares, superiores e inferiores. En el caso de la respiracio´n, las
cuerdas vocales se abren hacia las paredes de la laringe permitiendo que el aire
fluya libremente. En el caso de la produccio´n de voz la cuerdas vocales se tensan
y se unen, as´ı el aire choca contra ellas produciendo sonidos que son articulados
por el sistema resonante [20].
Sistema Resonante:
Se compone de tres cavidades articulatorias: Cavidad far´ıngea, Cavidad oral y
Cavidad nasal. Los sonidos producidos por el sistema de vibracio´n se desplazan
i
hasta los orificios nasales y la boca, la articulacio´n de las cavidades modifica y
amplifica los sonidos que son expulsados al exterior [16] [20].
Los o´rganos que intervienen en el proceso de fonacio´n, se pueden dividir en tres grupos
bien delimitados: Cavidades infra-glo´ticas, Cavidad Lar´ıngea y Cavidades supra-glo´ti-
cas.
A.1.1. Cavidades infra-glo´ticas
Las cavidades infra-glo´ticas esta´n compuestas por los o´rganos encargados de la respi-
racio´n (pulmones, bronquios y tra´quea), que representan a fuente de energ´ıa para el
proceso de la produccio´n de voz. En el momento de la inspiracio´n, los pulmones to-
man aire bajando el diafragma y expandiendo la cavidad tora´cica. Al momento de la
fonacio´n, la espiracio´n provocada por la contraccio´n del diafragma, aporta la energ´ıa
necesaria para generar la onda de presio´n acu´stica que se convertira´ en voz al atravesar
los o´rganos fonadores superiores [16] [20].
A.1.2. Cavidad Lar´ıngea
En el proceso de fonacio´n, la cavidad lar´ıngea es la responsable de modificar el flujo
de aire generado por los pulmones en una sen˜al susceptible de excitar adecuadamente
las posibles configuraciones de las cavidades supra-glo´ticas. El u´ltimo cart´ılago de la
tra´quea, el cricoides, forma la base de la laringe, cuyo principal o´rgano son los pliegues
vocales que son dos pares de repliegues compuestos de ligamentos y mu´sculos. El par
inferior son las llamadas cuerdas vocales verdaderas, que pueden juntarse o separarse
mediante la accio´n de los mu´sculos crico-aritenoides lateral y posterior, y que esta´n
protegidas en su parte anterior por el cart´ılago tiroides [16].
A.1.3. Cavidades Supra-glo´ticas
Las cavidades supra-glo´ticas esta´n constituidas por la faringe, la cavidad oral y la
cavidad nasal. Su rol en el proceso de fonacio´n es modificar adecuadamente el flujo de
aire procedente de la laringe para as´ı generar la sen˜al acu´stica emitida a trave´s de la
nariz y la boca [16]
ii
A.2. Patolog´ıas
U´lcera de Contacto o Granuloma: Es una patolog´ıa poco frecuente, producida por
irritacio´n cro´nica y formacio´n de tejido de granulacio´n en la parte superior de la cuerda
vocal. Se observa en pacientes que realizan esfuerzo excesivo para hablar, con reflujo
gastroesofa´gico hiperacidez ga´strica y tos cro´nica. Por lo general los granulomas son bi-
laterales siendo ma´s comu´n en hombres de 40 a 60 an˜os, que consumen alcohol o tabaco.
Los pacientes a quienes se les diagnostica esta patolog´ıa, presentan molestias para tragar
y hablar, sensacio´n de cuerpo extran˜o, carraspeo por la necesidad de aclarar la voz. [21].
Carcinoma de Laringe: Es una tumoracio´n maligna que afecta a personas con eda-
des cercanas a los sesenta an˜os, este tipo de patolog´ıa se produce principalmente por
el consumo de tabaco, adema´s tambie´n se puede producir por exposicio´n prolongada a
radiaciones, aunque tambie´n se ha encontrado una fuerte relacio´n con el s´ındrome de
Plummer-Vinson [21].
No´dulos Vocales: Los no´dulos vocales constituyen uno de los trastornos ma´s comu-
nes en las personas que abusan de su voz. Si bien pueden presentarse a cualquier edad,
son ma´s frecuentes entre nin˜os varones y mujeres adultas. Suele ser el temor de los
cantantes, aunque muchas veces no interfieren en la produccio´n de la voz. Los no´dulos
suelen presentarse con relativa frecuencia en profesores, actores, telefonistas, entrena-
dores, cantantes, etc. El s´ıntoma ma´s comu´n es la disfon´ıa, ronquera con voz a´spera,
tendencia a tonos graves y fatiga vocal con el correr del d´ıa. Algunos cantantes refie-
ren incapacidad para elevar el tono de la voz y sensacio´n de realizar mayor esfuerzo al
cantar [21].
Quiste Intracordal: Existen dos tipos de quiste intracordal. El primero se debe a
la obstruccio´n de una gla´ndula con retencio´n de material mucoso. El segundo es un
quiste de tipo epitelial. Ambos se localizan en el espacio de Reinke, justo por debajo
del epitelio escamoso y raramente en el mu´sculo. Los quistes intracordales son dif´ıciles
de diferenciar de los po´lipos o no´dulos pequen˜os. Presentan ronquera y, a medida que
crecen, aparece diplofon´ıa. Refieren disminucio´n de capacidad vocal. Por lo general son
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unilaterales, pero casi siempre se observa un edema asociado en la cuerda vocal opuesta
[21].
Edema de Reinke: El edema de Reinke ha sido asociado con fumadores y a veces con
personas que abusan de su voz. Otros consideran que uno de los s´ıntomas del reflujo
gastroesofa´gico es el edema de las cuerdas vocales. Es bilateral, raramente se observa
en una cuerda vocal y ocurre ma´s en varones mayores de 40 an˜os. Se puede observar
tambie´n en el hipotiroidismo. El paciente refiere disfon´ıa cro´nica, voz con tono bajo,
tanto en el hombre como en la mujer y en algunas ocasiones puede producir obstruccio´n
respiratoria. Las mujeres se quejan de voz masculinizada y los cantantes de disminucio´n
del registro vocal [21].
A.3. Protocolo para la valoracio´n de la calidad de voz (Escala
GRBAS)
La escala GRBAS es un protocolo propuesto por [22], usado en el ana´lisis perceptivo de
la calidad de voz. Este protocolo es aceptado como esta´ndar por la sociedad Japonesa
de Fonoaudiolog´ıa y Foniatr´ıas, y por el grupo Europeo de la laringe. La escala GRBAS
comprende cinco caracter´ısticas cualitativas, las cuales son, (G, Grade of Disphony)
Grado de Disfon´ıa , (R, Roughness) Aspereza , (B, Breathiness) Respiracio´n Dificulto-
sa, (A, Asthenicity) Astenia o fatiga vocal y (S, Strainess) Voz forzada [5], a cada una
de estas caracter´ısticas se le asignan un valor en el rango [0−3], donde 0, corresponde a
una voz saludable, 1, alteracio´n manifiesta, 2 alteracio´n moderada y 3, alteracio´n severa.
La severidad de la ronquera se cuantifica en el para´metro G. Se pueden identificar dos
componentes asociados a la ronquera: Respiracio´n dificultosa (B) que es la sensacio´n
audible de la fuga de aire turbulento a trave´s de un cierre glotal insuficiente, lo que
puede inducir a momentos a´fono cortos (segmento sin voz), y la rugosidad (R) que es
una impresio´n acu´stica de impulsos glo´ticos irregulares [4]. El para´metro Astenia se
relaciona con la hipofuncio´n de las cuerdas vocales y poca energ´ıa en la voz emitida
por u´ltimo la tensio´n (S) se asocia con el esfuerzo vocal generado por aumento en la
aduccio´n glo´tica.
iv
La evaluacio´n GRBAS es normalmente llevada a cabo mediante una conversacio´n con-
tinua, sin embargo esta evaluacio´n tambie´n es efectuada mediante vocales sostenidas,
sin embargo en estudios realizados se ha observado que el uso de vocales sostenidas des-
estima el nivel de disfon´ıa [23]; adema´s tambie´n se ha visto gran variabilidad entre cada
una de las cinco caracter´ısticas GRBAS. Se encontro´ que el para´metro ma´s consistente
es el grado de disfon´ıa (G) y que las caracter´ısticas A y S son las que presentan ma´s





cepstrales en la escala de frecuencia
Mel
Los coeficientes cepstrales sobre la escala Mel, han sido ampliamente utilizados en
aplicaciones que incluyen el procesamiento de sen˜ales de voz debido principalmente
a su capacidad para caracterizar la energ´ıa de la sen˜al en bandas de frecuencia de
acuerdo con la escala auditiva humana [24], adema´s porque se ha demostrado que este
esquema de parametrizacio´n no depende de las estimaciones de tono [4]. La Figura 1
muestra el diagrama de bloques para la te´cnica MFCC. Para obtener una representacio´n
parame´trica usando los MFCC, se deben seguir los siguientes pasos: [15] [25] [26].
Segmentacio´n
En este paso la sen˜al de voz x[n] es dividida en bloques de N muestras, con tramas adya-
centes de M muestras. Denotando el bloque l-e´simo como xl[n] y adema´s considerando
que la sen˜al de voz se puede dividir en L bloques, se tiene [15] [25].












Figura 1: Diagrama de bloques para el proceso de caracterizacio´n por MFCC
Ventaneo
La segmentacio´n realizada en el paso anterior, genera discontinuidades al inicio y fin
de cada trama. Este paso busca eliminar dichas discontinuidades multiplicando cada
bloque por una ventana adecuada con el fin de disminuir paulatinamente hasta cero
los valores de inicio y fin de cada trama [15] [27]. La ventana se define como w(n),
0 ≤ n ≤ N − 1, as´ı la sen˜al de voz ventaneada estara´ dada por
xˆl[n] = xl[n]w[n].
Una de las ventanas ma´s usadas es la ventana Hamming que tiene la forma [15]
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El espectro de potencia se obtiene a partir de la transformada discreta de Fourier
(DFT por sus siglas en ingle´s Discrete Fourier Transform) sobre cada una de las tramas
ventaneadas. A partir del espectro obtenido con la DFT, se obtiene la potencia usando
la siguiente expresio´n [15]
P (w) = R[S(w)]2 + I[S(w)]2,
donde R[S(w)]2 y I[S(w)]2 corresponden respectivamente a la parte real y la parte
imaginaria del espectro de Fourier S(w).
Banco de filtros escala Mel
Se define el banco de filtros mostrado en la Figura 2 el cual cuenta con M filtros
(m = 1, 2, 3, . . . ,M), donde m corresponde a un filtro triangular dado por
Hm[k] =

0 k < f [m− 1]
2(k − f [m− 1])
(f [m+ 1]− f [m− 1])(f [m]− f [m− 1]) f [m− 1] ≤ k ≤ f [m]
2(f [m+ 1]− k)
(f [m+ 1]− f [m− 1])(f [m+ 1]− f [m]) f [m− 1] ≤ k ≤ f [m]
0 ≥ f [m+ 1].
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Figura 2: Banco de filtros en la escala de frecuencias Mel
Este banco de filtro calcula el espectro promedio alrededor de cada frecuencia central
con anchos de banda que crecen progresivamente [15].
La escala de frecuencias Mel, es una escala logar´ıtmica. Dada una frecuencia f expre-
sada en Hertz (Hz), es posible calcular la frecuencia Mel B(f) a partir de la siguiente
expresio´n [25] [15]
B(f) = 1125 ln
1 + f700

Ca´lculo de la energ´ıa logar´ıtmica
Con el objetivo de simular la relacio´n logar´ıtmica existente entre la intensidad emitida
y percibida, se calcula la energ´ıa logar´ıtmica a la salida de cada filtro






, 0 < m ≤M
donde Xa[k], corresponde a la DFT de la sen˜al de voz original x[n].
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Coeficientes Cepstrales
Por definicio´n los coeficientes cepstrales se calculan a partir de la TDF inversa de la
energ´ıa logar´ıtmica Y [m], debido a que Y [m] es una funcio´n impar, es posible usar la







, 0 ≤ n ≤M
Se ha mostrado que la sen˜al de voz contiene informacio´n acerca de la forma de onda de
excitacio´n [3]. Una de las finalidades de este estudio, es disen˜ar un sistema automa´tico
que permita valorar la calidad de voz, por dicha razo´n, es necesario usar un me´todo
de parametrizacio´n que tenga la capacidad de modelar los efectos que producen las
patolog´ıas sobre el sistema de excitacio´n del aparato fonador, espec´ıficamente sobre los
pliegues o cuerdas vocales.
B.1. Caracter´ısticas dina´micas
Es posible obtener una mejor representacio´n del comportamiento dina´mico de la sen˜al de
voz, introduciendo informacio´n acerca de las derivadas temporales de los para´metros a
trave´s de los segmentos vecinos y de la energ´ıa de cada segmento ( la energ´ıa es calculada
como la suma cuadra´tica de las amplitudes y dividida por el taman˜o de la ventana). Para
este estudio se usaron las primeras derivadas (∆) y las segundas derivadas (∆∆) de los
para´metros. Para introducir un orden temporal en la representacio´n de los para´metros
se define el m-e´simo coeficiente en el tiempo t como cn(t) [4], as´ı la primera derivada
de cn(t) se define por:
∂cn(t)
∂t




donde µ es una constante de normalizacio´n y (2k+ 1) es el nu´mero de segmentos sobre
los que se realiza el ca´lculo.
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Las primeras y segundas derivadas proveen informacio´n acerca de las variaciones tem-
porales que tengan los para´metros MFCC. Estas caracter´ısticas pueden ser consideradas
importantes debido a que en voces patolo´gicas, existe una estabilidad muy baja en la
sen˜al del habla, por lo que se esperara obtener grandes variaciones temporales de los
para´metros al compararlos con voces normales [3], [4].
Ahora para cada segmento t, el resultado del ana´lisis por MFCC, es un vector de L
coeficientes cepstrales cn(t), L primeras derivadas de los coeficientes ∆cn(t), L segundas
derivadas de los coeficientes ∆∆cn(t), la energ´ıa E(t), la derivada de la energ´ıa ∆E(t) y
la segunda derivada de la energ´ıa ∆∆E(t) [3]. As´ı, el vector de caracter´ısticas esta´ dado
por:
xi(t) =(E(t), c1(t), c2(t), . . . , cL(t),
∆E(t),∆c1(t),∆c2(t), . . . ,∆cL(t),
∆∆E(t),∆∆c1(t),∆∆c2(t), . . . ,∆∆cL(t)),
donde xi(t) es el vector de caracter´ısticas con dimensionalidad D = 3L+ 3.
xi
Ape´ndice C
Derivadas para los Para´metros de
los Modelos de clasificacio´n para
mu´ltiples anotadores.
C.1. Regresio´n Log´ıstica Multiclase
C.1.1. Clasificacio´n Binaria
Para maximizar la expresio´n (1.2), se debe igualar a cero el gradiente de esperanza




µi ln(ai) + µi ln(pi) + (1− µi) ln(bi) + (1− µi) ln(1− pi). (C.1)








µi ln(ai) + µi ln(pi) + (1− µi) ln(bi) + (1− µi) ln(1− pi)
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yji − yjiαj + yjiαj − αj
]
= 0
















Para maximizar la expresio´n (1.6), se debe igualar a cero el gradiente de esperanza


















Recordando que para un c determinado, ∑Kk=1 αjck = 1, luego el problema es un proble-
ma de restricciones y se deben usar multiplicadores de Lagrange. Se debe definir as´ı,

























+ λ = 0 (C.2)
Despejando λ de la expresio´n (C.2), se tiene





































Se define el vector de para´metros como θ. El vector de para´metros, incluye los para´me-
tros asociados a la funcio´n del Kernel k(x,x′), los cuales se denotan como φ, y las
varianzas asociadas a cada anotador {σ2j}Rj=1. As´ı θ = {φ, {σ2j}Rj=1}. Ahora se hallan







































− 2σˆ2i yjiσ−3j . (C.5)
A partir de la ecuacio´n (1.15), se necesita obtener la derivada del logaritmo negativo
de la evidencia con respecto a σj. Esta derivada se hace te´rmino a te´rmino que aparece





























donde se uso´ [28]
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Adema´s, X> = X es la matriz sime´trica. No´tese que dΣˆ
dσj
es una matriz diagonal con
elementos dados por la ecuacio´n (C.4).



















































donde la entradas de dyˆ
dσj
esta´n dadas por la ecuacio´n(C.5).




























































colocando todos los te´rminos juntos, se obtiene
− d
dσj













































Una curva de caracter´ısticas de funcionamiento del receptor o curva ROC (Receiver
Operating Characteristics) por su nombre en ingle´s, es una te´cnica utilizada para la
visualizacio´n, organizacio´n y seleccio´n de sistemas de clasificacio´n basa´ndose en su ren-
dimiento. El ana´lisis de las curvas ROC ha sido principalmente usado en el a´rea de
la medicina con el fin de analizar el comportamiento de sistemas disen˜ados para el
diagno´stico de enfermedades [29]. Recientemente, el ana´lisis de las curvas ROC han
incrementado su uso en el a´rea del aprendizaje de ma´quina, debido principalmente a
que a partir de estos ana´lisis se pueden obtener me´tricas que permiten la evaluacio´n del
rendimiento de un modelo de clasificacio´n [30].
D.1. Rendimiento del Clasificador
Se considera un problema de clasificacio´n binaria, en el cual cada una de los ejemplos
I, es asignado a un elemento del conjunto {p,n} de clases positivas y negativas. Un
clasificador se considera como una asignacio´n de los ejemplos a clases predichas {Y,N}.
Ahora dado un clasificador y un ejemplo, existen 4 posibles salidas [31].
1. Si el ejemplo pertenec´ıa a la clase positiva (p) y se clasifica como positiva (Y),
se cuenta como verdadero positivo.
2. Si el ejemplo pertenec´ıa a la clase positiva (p) y se clasifica como negativa (N),
se cuenta como falso negativo.
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3. Si el ejemplo pertenec´ıa a la clase negativa (n) y se clasifica como negativa (N),
se cuenta como verdadero negativo.
4. Si el ejemplo pertenec´ıa a la clase negativa (n) y se clasifica como positiva (Y),
se cuenta como falso positivo.
Estas cuatro salidas pueden ser explicadas de mejor forma a trave´s de la matriz de



















Total Columnas: P N
Figura 3: Matriz de Confusio´n. Explica el comportamiento de un sistema de clasificacio´n a
partir de un conjunto de muestras (el conjunto de prueba).
Ahora, a partir la matriz mostrada en la Figura 3, es posible obtener una serie de
me´tricas u´tiles para estimar el rendimiento del clasificador, entre dichas me´tricas se
encuentran:
La proporcio´n de verdaderos positivos (tambie´n conocida como recall o sensibilidad) de
un clasificador, se calcula a partir:
Sensibilidad = TP
P
La Proporcio´n de falsos positivos, FA, (conocida tambie´n como la proporcio´n de falsa









precisio´n = TP + TN
P +N
D.2. A´rea Bajo la Curva ROC (AUC, Area Under Curve).
Las curvas ROC, es una descripcio´n bidimensional del rendimiento de un clasificador.
Ahora para comparar los clasificadores, se quisiera reducir el rendimiento ROC, a un
escalar que represente el rendimiento de un determinado clasificador. Un me´todo comu´n
es el del a´rea bajo la curva, este tiene una propiedad estad´ıstica muy importante, puesto
que, el AUC de un clasificador es equivalente a la probabilidad que un clasificador asigne
un mayor rango a un ejemplo positivo escogido de manera aleatoria que a un ejemplo
negativo elegido aleatoriamente [30].
D.2.1. AUC Multiclase.
El AUC es una me´trica calculada sobre dos clases. Para un problema de dos clases el
AUC es un simple valor, pero para mu´ltiples clases aparece el problema de combinar
los mu´ltiples valores de AUC provenientes de cada par de clases. Estos problemas, se
explican de manera ma´s detallada en [32].
Un enfoque para calcular el AUC en el caso de mu´ltiples clases es el usado en [33]. Este
enfoque calcula los AUCs generando la curva ROC para clase de referencia y a su vez







Por otro lado, [32] toma un diferente enfoque para el ca´lculo del AUC para mu´ltiples
clases. Este enfoque se basa en el hecho de que el AUC es equivalente a la probabilidad
que un clasificador asigne un mayor rango a un ejemplo positivo escogido de manera
aleatoria que a un ejemplo negativo elegido aleatoriamente. La medida propuesta por







donde C es el nu´mero de clases, y AUC(ci, cj) es el a´rea bajo la curva ROC que involucra
a las clases ci y cj
xxi
