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~LYTIQUE 
RÉSUMÉ 
La programmation sur ordinateur des calculs en spectrographie d'émission 
analytique permet d'estimer, pour chaque méthode, sept grandeurs analytiques 
propres à chaque élément : 
1) la fonction d'étalonnage; 
2) les limites de précision; 
3) le niveau de concentration où la précision est maximale; 
4) la précision du résultat analytique; 
5) la limite de détection; 
6) la limite de garantie de pureté; 
7) la concentration maximale estimable. 
Ces caractéristiques permettent à l'ordinateur de calculer les résultats en 
analyses de routine. Le schéma de la programmation et les modifications 
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Jusqu'à ces dernières années,la méthode d'analyse par spectro-
graphie d'émission est restée dans le domaine empiriques elle 
se basait sur le simpl~ principe que l'intensité d'une radiation 
émise par un élément placé dans une source d'excitation était 
proportionnelle à la quantité présente de cet élément. La 
théorie et la traduction mathématique des phénomènes concernés 
étaient assez connues mais impossibles à appliquer scientifique-
ment en raison de la complexité des calculs. En plus, l'avan-
tage majeure de la méthode d'analyse par spectrographie d'émission 
étant le traitement simultané de plusieurs éléments, il fallait 
répéter autant de fois les calculs qu'il y avait d'éléments à 
étudier. 
La nécessité d'utiliser un ordinateur est évidente. Mais le 
gain de temps obtenu en rendant automatique la méthode manuelle 
avec ses approximations et ses simplifications ne nous paraît 
pas être un progrès marquant. C'est pourquoi nous nous proposons 
de reprendre les notions théoriques complètes sans réserve 
quant à la complexité et à la quantité des calculs. 
Par conséquent,les grandeurs analytiques caractérisant les 
méthodes spectrographiques peuvent être déterminées avec beaucoup 
plus de certitude et de confiance, et, en plus, les analyses de 
routine peuvent se traiter automatiquement. 
Nous remercions sincèrement MessieumKutter et Manes pour leurs 
remarques et critiques fructueuses. 
Karlsruhe, novembre 1971 






1.1 Eléments de spectrographie d'émission. 
Considérons un élément de volume d'un gaz partiellement 
ionisé en équilibre thermodynamique. Le nombre nk de par-
ticules d'un même élément et àe même état d'ionisation 
occupant le niveau énergétique k est donné par la loi de 
répartition de BOLTZMAN: 
Dans cette relation: 
-Ek/KT 
e 
n = nombre total de particules du même élément et de même 






gk = poids statistique du niveau k 
Z = fonction de partition défini.e par : 
~ 
z = L p=o g • e p 
-Ep/KT 
Ek = énergie du niveau k exprimée en ergs 
K = constante de BOLTZMAN exprimée en ergs par degré Kelvin 
T = température exprimée en degré Kelvin. 
L'intensité Ik,j d'une raie d'émission correspondant à 
la transition du niveau énergétique k à un niveau énergétique 
j inférieur vaut C 1, 2 J : 
Dans cette relation: 
Ik,j = intensité radiante exprimée en ergs.sec-1 
A = probabilité de transition du niveau k au niveau j k, j 
. , -1 





constante de Planck exprimée en erga. sec 
vitesse de la lumière exprimée en c~. sec-1 
longueur d'onde de la radiation émise exprimée 
en cm. 
En introduisant l'équation de Boltzman dans l'expression 




Si l'on ne tient pas compte du nombre de molécules non 
dissociées et du nombre d'atomes ionisésplusieurs fois, 
le nombre total N de particules d'un même élément vaut: 
N = n + n. 
a l. 
' ou na est le nombre d'atomes et nile 
nombre d'ions (atomes ionisés une fois). 
Si o( est le degré d'ionisation défini par 
on a: 
et 




n = (1-oQN 
a 
Le degré d'ionisation dépend du potentiel d'ionisation V de 
l'élément considéré, de la température Tet du nombre total 
n d'électrons dans le volume gazeux. 
e 
L'intensité d'une raie d'atome sera donc: 
gk.Ak i.h.c. -E /KT 
Ik j • (1-cx)N ' .e k 
' z • k . 
'J . 
On voit ainsi la proportionnalité entre les grandeurs I et N 
et la possibilité, dans des conditions bien définies, d'avoir 
une méthode absolue, c'est-à-dire de calculer le nombre N à 
partir de la me~ure de l'intensité I, de la température Tet 
du calcul du degré d'ionisation ex .{"3_]. Mais la connaissance 
des constantes atomiques caractéristiques pour chaque élément 
est insuffisante de telle sorte qu'une fonction d'étalonnage 
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I • f(N) 
reste encore actuelle. 
Considérons le rapport de deux raies d'atomes de deux 
éléments Q et R. On a: 
' ou 
= constante 
Si on définit un potentiel efficace d'excitation Ë tel que 
la fonction de partition Z soit indépendante de la tempé-
rature et un potentiel efficace d'ionisation V tel que. 
"'-Q = ol R quand V R = V Q, on a f 2 J : 
où 
Par conséquent, si on introduit dans le volume gazeux 
une quantité connue et constante NR d'un élément de référence R 
appelé standard interne ayant le même potentiel efficace 
d'ionisation que celui de l'élément Q et si on utilise une 
raie de cet élément Rayant le même potentiel efficace 
d'excitation que celui de la raie utilisée de l'élément Q, on 
a f 4J: 
où 
- 10 -
C'est la relation fondamentale simplifiée exprimant la 
proportio.nnalité entre 1 1 intensité d'une radiation émise 
par un élément et la quantité de cet élément présent dans 
la source d'excitation. 
1.2. Pureté métallique d'un matériau 
L'analyse par spectrographie d'émission nécessite l'éta-
blissement préalable d'une fonction d'étalonnage d'équation 
générale: 
C = F(I) 
calculée avec des concentrations C connues et les intensités 
radiantes I correspondantes. L'échantillon traité dans les 
mêmes conditions expérimentales donne une intensité per-
mettant de calculer la concentration cherchée suivant la 
fonction d'étalonnage. 
Quand il s'agit de contrôler si une concentration correspond 
à une valeur prévue, ce principe suffit, avec la connaissance 
de l'erreur de la méthode. Dans l'estimation de la pureté 
métallique d'un matériau, le problème est plus complexe: 
il s'agit de spécifier de combien ce matériau est libre en une im-
pureté donnée. 
Les concentrations mises en jeu sont si faibles que le spectre 
enregistré ne révèle pas toujours leur présence. Or, du point 
de vue philosophique, on peut dire que tous les éléments sont 
présents partout: la concentration nulle souvent associée au 
mot "absent" est une notion absurde f 5 .]. En outre, les 
méthodes d'analyse, aussi parfaites soient-elles, ne per-
mettent la mesure de l'intensité radiante qu'à partir d'un 
certain niveau de concentration fonction de leur sensibilité 
(~I/AC) et de leur reproductibilité. S~ule la connaissance 
de ce niveau permet de spécifier la concentration maximale 
possible d'une impureté donnant une intensité non mesurable. 
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Pour une meilleure compréhension, la pureté métallique 
peut se définir à partir de l'étude du signal analytique 
au fur et à mesure que la concentration diminue pour tendre 
vers zéro sans jamais atteindre cette valeur. 
Comme dans la plupart des méthodes physiques d'analyse, 
le signal analytique Z d'un élément Q provient de la dif-
férence de deux signaux f"6:J: 
1. le signal X représentant la somme de l'intensité du 
fond continu et de l'intensité superposée de la 
radiation utilisée émise par l'élément Q 
2. le signal Y représentant la seule intensité du fond 
continu caractéristique de la méthode considérée. 
Le signal analytique Z vaut donc: 
Z = X - Y 
1.2.2 Estimation d'une concentration 
----------------
D'une facon générale, la mesure d'une grandeur est 
' toujours une estimation de la valeur vraie de cette 
grandeur. Un résultat analytique est donc complètement 
défini s'il permet de répondre qu'il y a une probabilité 
P pour que la valeur vraie de la concentration cherchée 
soit comprise dans l'intervalle 
C + E 
où C est la valeur mesurée de la concentration et E 
une grandeur fonction de la distribution gaussienne 
de la variable C, c'est-à-dire fonction du .~ombre de 
mesures i utilisées pour le calcul del l 'étalo
1
nnage, du 
!nombre de mesures effectu3es sur l'~chantillon, de la 
probabilité P choisie et de l'écart-type sC associé 
à la valeur C. 
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Ceci signifie qu'on ne mesure pas une concentration 
vraie mais qu'on estime sa valeur, avec une certaine 
probabilité, par un intervalle de concentrations 
C - E , concentration vraie , C + E 
La probabilité P = 95 % habituellement employée sera 
utilisée par la suite. Cette probabilité est significa-
tive en ce sens qu'il y a moins de cinq chances sur cent 
de se tromper. 
Quand la concentration diminue, le signal X diminue sui-
vant la fonction d'étalonnage tandis que le signal Y 
demeure constant puisqu'il est caractéristique des con-
ditions expérimentales et indépendant de la concentra-
tion. Les deux signaux tendent donc à s'égaliser et 
un niveau de concentration arrive où le problème se 
pose de pouvoir distinguer un signal de l'autre. 
L'analyse statistique permet d'estimer ce niveau et 
ainsi de définir la limite de détection. Comme au 
paragraphe précédent, une mesure Z du signal analytique 
signifie que la valeur vraie de ce signal est comprise, 
avec une probabilité donnée P2 (bidirectionnelle), dans 
l'intervalle: 
Z - E , valeur vraie du signal, Z + E où E représente 
z z z 
l'erreur associée à la mesurez. 
En vue de définir la limite de détection,il est intéressant 
d'étudier seulement la limite inférieure (Z -E) de 
z 
l'intervalle cité. Il y a une probabilité P1 (unidirec-
tionnelle) pour que la valeur vraie minimale du signal 
soit égale à la limite inférieure 
valeur vraie du signal= Z - E 
z 
Quand la concentration vraie diminue, la valeur vraie 
du signal diminue simultanément. Or, du point de vue 
physique, la valeur vraie minimale du signal ne peut être 
que la valeur zéro (ce qui ne signifie pas que la valeur 
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vraie de la concentration correspondante soit nulle). 
On a donc à la limite: 
Z - E = O 
·z 
La valeur particulière! du signal définie par ["5] 1 
z = E.c 
z 
-
représente la limite de détection du signal. En effet, 
aux valeurs du signal inférieures à la valeur! 
correspondrait la possibilité que la valeur vraie 
de ce signal soit négative, ce qui est absurde. 
Avec la valeur! du signal limite, la fonction d'éta-
lonnage donne la valeur .Q. de la limite de détection 
exprimée en unités de concentration. 
La probabilité P1 = 95 % est couramment utilisée mais, 
dans ce qui suit,le niveau de probabilité est augmenté 
jusqu,i la valeur P 1 = 99, 9 % pour les trois raisons 
suivantes L5J : 
1. on diminue le risque d'erreur dans le cas où la 
valeur calculée de l'écart-type est plus faible que 
la valeur vraie. 
2. quand la concentration tend vers zéro, on tient 
compte de la possibilité que la distribution 
statistique vraie s'écarte de la distribution 
gaussiennne. 
3. l'impossibilité de calculer l'écart-type à la 
limite de détection puisque celle-ci est l'inconnue. 
Dans les conditions où la probabilité P1 = 99,9 %, on 
peut dire qu'il y a moins d'une chance sur mille pour 
que la valeur vraie soit inférieure à zéro. Ce risque 
peut être considéré comme négligeable. 
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Considérons une valeur Z du signal analytique 
inférieure à la valeur Z du signal limite défini 
précédemment. La mesure n'est pas significative 
en ce sens qu'elle peut être statistiquement 
l'estimation d'une valeur "vraie" négative du 
signal. En effet, là valeur vraie est comprise 
dans l'intervalle 
Z - E ~ valeur vraie du signal, Z + E 
z z 
Puisque la valeur Z est plus petite que la valeur 
f, la limite inférieure de l'intervalle est négative. 
Ceci signifie physiquement que le signal mesuré est 
dû uniquement au signal Y du fond spectral. 
Mais d'autre part, la valeur vraie du signal peut 
être égale, au maximum, à la limite supérieure de 
l'intervalle cité, c'est-à-dire à: 
Z + E 
z 
Ceci signifie physiquement que le signal mesuré est 
dû effectivement à la présence de l'élément considéré. 
Dans ce cas, la valeur C de la concentration correspon-
dant au signal Z peut ,être 1 'estimation d •une concen-
i . ' tration vraie egale, au maximum a: 
où EC est l'erreur associée à la valeur C. Le ré-
sultat analytique consiste à dire que la concentration 
vraie n'est pas estimable (impossibilité de distinguer 
les deux signaux X et Y) mais inférieure à la valeur 
CG appelée limite de garantie de pureté et définie par 
(5): 
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En donnant un tel résultat au niveau de probabilité 
de 99,9 %, il y a, au maximum, une chance sur mille 
de se tromper. Ce risque d'erreur peut être négligé. 
La pureté métallique d'un matériau est définie par 
l'intervalle dans lequel se trouve, avec une proba-
bilité donnée, la concentration vraie des impuretés 
détectées et par la concentration maximale possible, 
avec une probabilité donnée, des impuretés non dé-
tectées. 
1.3 Définition de l'étalonnage 
Les paragraphes précédents permettent d'élaborer la notion 
d'étalonnage avec les sept caractéristiquessuivantes: 
1. la fonction d'étalonnage 
2. la précision du résultat analytique 
3. les limites de précision 
4. la concentration où la précision est maximale 
5. la limite de détection 
6. la limite de garantie de pureté 
7. la concentration maximale estimable. 
La fonction d'étalonnage expérimentale est de la 
forme f 2 J : 
:s -I -R 
Dans cette relation: 
a 4 = coéfficient de proportionnalité dépendant de la 
constante a3 calculée au§ 1.1. et des conditions 
expérimentales 
b = facteur de réabsorption par les couches exté-
rieures plus "froides" de la source d'excitation 
du rayonnement émis dans les couches centrales 
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plus "chaudes"; sa valeur est 
constante dans certaines limites en concen-
tration. 
En particulier pour l'enregistrement photographique 
des spectres, la fonction d'étalonnage est linéaire 
dans les limites en concentration où les facteurs 
a4 et b sont consta~ts en considérant la fonction lo-
garithmique suivante dans laquelle a= log a4 C-2..J: I 
log ï; = a+ b. log CQ 
La droite d'étalonnage est ainsi définie. 
Le résultat analytique n'est pas défini par la 
valeur trouvée C de la concentration mais par l'inter-
valle D dans lequel se trouve, avec une probabilité 
donnée (P= 95%), la concentration vraie cherchée. La 
précision s'exprime sous la forme du coéflicient de 
variation donné par+ (D/2C) 100 %. 
Ce sont les valeurs de la concentration entre lesquelles 
la concentration trouvée est soumise à un coéfficient 
de variation inférieur à une valeur donnée. En parti-
culier dans l'analyse des traces métalliques (concentra-
tions inférieures à 100 p.p.m) d'un matériau, on 
admet arbitrairement que les résultats sont quantitatifs 
si le coéfficient de variati~n reste inférieur à~ 50 % 
et semiquarititatifs s'il reste inférieur à+ 100 %. 
1.3.4 frécis,io.!! .!!a_!i.!!!,ale.:. 
Le coéfficient de variation est une fonction de la 
concentration. On caractérise la précision de la méthode 
d'analyse pour un élément donné en spécifiant la valeur 
minimale du coéfficient de variation et la valeur corres-
pondante de la concentration. 
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La limite de détection représente la plus petite con-
centration significativement (au sens statistique) 
estimable. C'est la limite inférieure de la fonction 
d'étalonnage: répondre que la concentration vraie 
cherchée est comprise dans un intervalle de concen-
trations n'a de sens que jusqu'à la valeur minimale 
de la concentration égale à la limite de détection. 
Si la concentration trouvée est inférieure à la limite 
de détection, la concentration vraie n'est certaine-
ment pas nulle(§ 1.2) mais inférieure, avec une 
probabilité donnée (P = 99,9 %), à la limite de 
garantie de pureté. 
La concentration maximale estimable est la valeur 
de la limite supérieure de la droite d'étalonnage: 
au-dessus de cette valeur, la fonction n'est plus 
statistique~ent linéaire. 
- 18 -
2. METHODE DU CALCUL DE L'ETALONNAGE 
Les sept caractéristiques(§ 1.3) de l'étalonnage sont définies pour 
chaque élément à analyser et pour un mode opératoire complètement mis 
au point : conditions d'excitation et d'enregistrement, longueur d'onde 
des raies à mesurer (sans interférence) et six concentrations-étalons 
c 1 ,c2 ••• ,c6 de chaque élément. Le niveau de ces concentrations est 
estimé par des essais préliminaires et précisé au cours des calculs. 
Si l'étalon c6 vaut une unité, les concentrations sont dans les rapports 
suivants: c6 = 1, c5 = 0,5; c4 = 0,2; c3 = 0,1; c2 = 0,05; c1 = 0,02. 
2.1. Estimation du blanc 
2.1.1 Définition 
Le blanc d'un élément M désigne la concentration CBde 
cet élément introduite dans la source d'excitation par tout 
ce qui n'est pas l'échantillon: le milieu ambiant, les 
é::SCtrodes et les réactifs (diluant et tampon spectrogra-
phiques, élément(s) de référence). Il est appelé "apparent" 
s'il provient d'un fond spectr~l structuré. 
Il est évident que cette valeur du blanc n'est jamais nulle 
(§ 1.2) mais qu'elle peut être négligée pour une méthode 
d'analyse donnée. Le problème est de pouvoir distinguer la 
contribution relative du blanc par rapport i la contribution 
de l'échantillon pour chaque élément, compte tenu de la pré-
cision des mesures. 
Pour les valeurs de la concentration C suffisamment petites, 
le rapport y= IQ/IR peut être considéré comme une fonction 
linéaire de la concentration C. = x f:"7 J : 
y = A + B • X 
Considérons les trois plus faibles concentrations - étalons 
c1, c2 et c3 • Si on mesure N valeurs du rapport y pour 
chacune d'elles, on peut tester les valeurs aberrantes 
(voir appendice II) 
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et calculer les coéfficients de régression A et B (voir 
appendice III) avec un nombre total M de points égal à 
3.N (moins le nombre de valeurs aberrantes éventuelles). 
Remarquons que la différence entre les concentrations 
c3 et c1 (étendue de la droite) est suffisamment faible 
pour que les varianc·es des ensembles des mesures y soient 
homogènes et pour que le facteur de pondération P soit m 
égal à l'unité (voir appendice III). 
Si le test de linéarité (voir appendice IV) n'est pas 
favorable, il signifie que les concentrations-étalons mises 
en jeu sont trop élevées pour se situer dans la partie 
linéaire de la fonction et qu'il faut diluer l'étalon C1 
pour recommencer les calculs avec la nouvelle série de 
concentrations C
0
,c1 et c2 où C0 = 0,01. Dans le cas où 
le test est favorable, le coéfficient A avec son écart-type 
sA représente la valeur du rapport y quand la concentration 
est mathématiquement nulle à condition que la droite cal-
.. 
culée entre les valeurs c1 ,c2 et c3 soit valable jusqu'a 
la valeur C = O. Pour vérifier cette condition, on cal-
cule une deuxième droite de régression 
y = A' + B' • X 
avec les concentrations c2 , c3 et c4• Si les coéfficients 
A et A' ne sont pas significativement différents (voir 
appendice II), on peut estimer que le niveau des concentrations 
c1 ,c2 et c3 est suffisamment faible et se situe dans la 
partie linéaire de la fonction. Dans le cas contraire,il 
faut aussi diluer l'étalon c1 pour recommencer les calculs 
avec les concentrations C
0
, c1 et c2 • 
Quand les test précédents sont favorables, on peut finale-
ment calculer la valeur CB de la concentration du blanc qui 
est la valeur de x de la droite 
y = B.X 
pour la valeur y = A, c'est-à-dire 
A 
CB = X P. B 
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2.1.3 Si.s_nification du blanc_ 
La valeur vraie du blanc n'est jamais nulle mais on peut la 
considérer comme telle dans certaines conditions. Le pro-
plème est de juger si l'ordonnée à l'origine A est signi-
ficativement (au sens statistique) différente de zéro ou 





Remarquons que, statistiquement, une valeur A nulle ou néga-
tive est possible alors que, physiquement, non. Si la valeur 
A, positive ou négative, n'est pas significativement diffé-
rente de zéro, la valeur CB du blanc peut être considérée comme 
nulle. Si la valeur A est significativement négative, il y a une 
erreur systématique dans la préparation chimique des étalons. 
Si la valeur A est significativement positive, la valeur CB 
du blanc vaut: 
A 
CB = B 
avec un écart-type s(CB) égal à 
SA 
s(CB) = B 
otl sA est l'écart-type associé au coéfficient A. 
2. 2. Calcul de l'étalonnage SANS blanc 
2.2.1 _Q,alc2:!_l_d,! la_droit_! .!!_'ét~l~nE.a.s.e_ 
Si on relève N mesures du rapport IQ/IR pour chaque concentra-
tion-étalon c1p2 , •• ,c6 , on a un nombre total M = 6.N de mesures 
avec lesquelles le calcul de la droite de régression(voir app.III): 
y = a + b • X 
est effectué avec les variables 
X= log C 
y::: log (IQ/IR) 
2.2.1.1 Fonction de pondération 
....................... 
A chaque niveau-étalon Cj (j = 1,2, •• ~6) on calcule 
la variance s~ des N mesures y en testant les valeurs aber-
J 
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rantes (voir appendice II). Si le nombre N des mesures 
par étalon est suffisamment grand, c'est-à-dire si le 
calcul de la variance est suffisamment précis, on détecte 
des différences significatives entre les variances s~ 
par le test d'homogénéité des variances (voir appendice III). 
On peut ainsi établir une fonction de pondération ex-
primant la variation de l'écart-type sj des mesures y en 
fonction de la concentration/ BJ. En appliquant la 
régression polynomiale (voir appendice VI), on montre que 
la fonction la plus probable est du second degré en log C: 
2 log Cj + a3 (log Cj) 
Pour chaque mesure y 
n 
(n = 1,2, ••• ,N) correspondant à 
une concentration C., on a ainsi le facteur 
J 
P. donné par: Jn 
2 M / s. 
de pondération 
~ ~ (1/s~n) =P m ( m= 1 , 2 , ••• , M) j=1 n=1 J 
où M = nombre total des mesures= J.N et 
J = nombre total d'étalons ( = 6). 
2.2.1.2 Droite d'étalonnage 
................... 
Le calcul des coéfficients de régression a et b s'effectue 
à l'aide des équations rassemblées dans l'appendice III 
avec 
xm = log C 
ym = log (IQ/IR) 
La droite d'étalonnage est alors complètement définie 
par son équation: 
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2.2.1.3 Vérification de la linéarité théorique 
...................................... 
Le coéfficient angulaire b de la droite d'étalon-
nage est constant dans certaines limites de la concentration. 
Le test statistique de linéarité (voir appendice IV) vérifie 
si les concentrationsutilisées c1 , c2 , ••• , c6 se trouvent 
dans ces limites. Dans l'analyse des traces il peut seule-
ment arriver que le facteur b varie à partir d'un certain 
niveau supérieur de concentration. Si l'étalon le plus con-
centré c6 ne vérifie pas le test, il est éliminé pour re-
commencer les calculs. Si un étalon quelconque C. ne vérifie 
J 
pas le test, cela signifie qu'il est soumis à une erreur 
systématique (pesée, contamination) ou qu'il y a une ou 
des erreurs de mesure; il faut évidemment l'éliminer. 
2.2.2 Calcul de la limite de détection 
-----------------
La plus petite concentration vraie C estimable appelée 
limite de détection est définie par(§ 1.2.3) : 
C = t. s(C) 
où test le facteur de Student au niveau de probabilité 
unidirectionnelle de 99,9 % et s(C) l'écart-type associé 
à une mesure isolée de la valeur C. 
Le problème revient à calculer l'écart-type s(C) en fonction 
de l'écart-type de la différence entre les deux signaux 
qui sont, en vertu de la réponse logarithmique de l'émulsion 
photographique ~9:J: 
1. signal (raie+ fond)~ log (IQ+F)=log(IQ+IF) 
2. signal fond = log IF 
La différence entre les deux signaux vaut 
IQ 
<1 + r) 
F 
Considérons une variab~e x telle que~ 
X x3 
on a: ln(1+x)=x - 2°"" + ~ - ••• 
Et si la condition: x«1 
est vérifié, on peut arrêter le développement en série 
au premier terme : 
ln (1+x) = x 
- 23 -




Quand la concentration tend vers zéro, la valeur IQ 
tend vers zéro et l~s deux conditions précédentes sont 
vérifiées f 10 .J ; on 
I 




= o,43 r 
F 
Remarquons que la notion de standard interne n'intervient 
pas dans le problème de la détection d'une raie analytique 
de telle sorte que la relation fondamentale quantitative 
peut s'écrire: 
IQ = a'. Cb 





' cb a • 
---=-Alog I IF 
Par différentiation de la variable âlog I par rapport 





dC = o,43 
a' d(Alog I) 
0,43 -I = 
F b.Cb- 1 .dC 
a' 
cb Alog I = o,43 IF 
Alog I = d(Alog I) .C b.dC 
ou, en terme d'écart-type: 
s(Alo~ I). C 
t:,. log I = b • a C) 
' a 
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Noua avons ainsi donné la valeur de l'écart-type s(C) 
en fonction de l'écart-type s(Alog I) de la différence 
des deux signaux: 
a(C) = s(Alog I) .C 
b. Alog I 
. La limite de détection C vaut donc: 
C = t.s(C) = t • s (A 10 g I ) • C b. d log I 
Si test le facteur de Student correspondant au nombre 
de mesures effectuées pour calculer l'écart-type 
s(Alog I) et au niveau de probabilité unidirectionnelle de 
99,9 % , il y a moins d'une chance sur mille de confondre 
un signal analytique avec un fond spectral, ou un fond 
spectral avec un signal analytique. 
Remarquons que la valeur s(Alog I) exprime l'écart-type 
d'une valeur isolée Alog I mais que l'estimation de la 
limite de détection est plus exacte en utilisant la valeur 
moyenne A log I au lieu d'une valeur isolée quelconque. 
En outre, si on enregistre W spectres par échantillon,- la 
limite de détection vaut : 
C = t . s (61 o g I ) • C 
lw'.b. Alog I 
L'écart-types (Alog I) dépend du niveau de concentration 
C avec laquelle on a effectué les calculs; on estime qu'il 
faut la condition: 
C < 3. C 
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pour que la valeur de 1 'écart-typa s(,ilog I) soit 
valable à la limite de détection f"11..:J. Il estévident 
que l'on prend la plus petite concentration - étalon c1 
pour faire les mesures de la différence A log I, mais si 
la condition précédente n'est pas vérifiée,.il faut 
diluer l'étalon c1 pour recalculer la limite de détection 
avec l'étalon C. 
0 
Si on calcule la valeur de l'écart-type s(âlog I) à chaque 
niveau de concentration - étalon, on montre que la variable 
s(~log I) est une fonction polynomiale (voir appendice VI) 
du second degré en C: 
On détermine ainsi la valeur particulière s(Alog I) corres-
pondant à la plus faible concentration c1 avec une plus 
grande certitude. 
2. 2. 3 .Qa,!,c.!!,l_d,!B_lim.!,t,!s_de 1?_réc.!,s.!,o!!, 
2.2.3.1 Limites de confiance du résultat analytique 
........................................... 
L'utilisation d'une droite d'étalonnage consiste 
à calculer la concentration cherchée à partir de la 
mesure du rapport (IQ/IR) effectuée sur l'échantillon. 
Si on relève W mesures du rapport (IQ/IR)' on a la 
moyenne 
qui donne la concentration cherchée 
CQ = antilog xQ = antilog - a ) b 
La variance associée à la valeur xQ est calculée suivant 




xQ = log CQ 
on a 
dCO 
= o,43 r 
Q 
Le coéfficient de variation CV% sur la concentration 
CQ vaut donc: 
CV (CQ) % = 2,3. s(CQ).100 
Et l'écart-type exprimé en unité de concentration est: 
CV(CQ) % 
CQ .100 
Ceci permet de ne pas donner une valeur unique comme 
résultat d'analyse mais bien un intervalle de concentra-
tions: 
Si le facteur t correspond à une probabilité de 95 %, 
le résultat d'analyse signifie qu'il y a plus de 95 chances 
sur 100 pour que la valeur vraie de la concentration cherchée 
soit comprise dans les limites citées. 
2.2.3.3 Limites de précision 
.................... 
Le problème est de connaître comment varie le coéffi-
cient de variation en fonction de la concentration. 
Si on prend une série de valeurs 




où xj = log Cj (j = 1,2, ••• ,6), on peut considérer chaque 
valeur Yj comme étant la moyenne de W mesures effectuées 
sur un échantillon fictif. On calcule, comme au paragraphe 
précédent, le coéfficient de variation correspondant à 
chaque concentration Cj mais aussi à la concentration 
limite C. On voit ainsi comment varie le coéfficient de 
variation le long de la droite d'étalonnage. Il est donc 
possible de définir, avec une probabilité de 95 % 
et pour W mesures par échantillon, les limites de pr~cision 
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1. quantitative, c'est-à-dire le domaine des concentra-
tions où le résultat analytique est soumis à un 
coéfficient de variation inférieur à 50 % 
2. semiquantitative, c'est-à-dire le domaine des 
concentrations où le résultat analytique est soumis 
à un coéfficient de variation inférieur à 100 % mais 
supérieur à 50 %. 
Le coéfficient de variation varie avec la concentration 
et est calculé au paragraphe 2.2.3.1. Ceci permet de juger 
le niveau de concentration où la précision est maximale 
(valeur minimale du coéfficient de variation). 
Rappelons que la limite de détection ne signifie rien 
d'autre que la plus petite concentration estimable avec 
une probabilité donnée. Mais, si la mesure d'un signal 
analytique donne une concentration CA inférieure à la 
limite de détection la réponse analytique consiste à dire 
que la valeur vraie de la concentration cherchée est in-
férieure à la limite de garantie de pureté CG(§ 1.2.4) 
donnée par [' 5 J 
où s(.Q) est l'écart-type associé à la limite de détection 
et calculé à partir du coéfficient de variation estimé 
au paragraphe 2.2.3.3. Si le facteur t correspond à la 
probabilité unidirectionnelle de 99,9 %, il y a moins 
d'une chance sur mille de se tromper. Quand la valeur CA 
trouvée varie entre la valeur zéro et la valeur C de la 
limite de détection, la limite de garantie de pureté varie 
entre la limite inférieure 
CGI = t.s (_Q) 
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et la limite supérieure 
c05 = C + t.s(C) 
2.2.6 Concentration maxima1e·estimable 
-----------------
La valeur C de la concentration maximale estimable 
max 
.est définie par la valeur de l'étalon le plus concentré 
vérifiant le test de linéarité de la fonction d'étalonnage. 
Si la mesure d'un signal analytique donne une concentration 
CA supérieure à la valeur C , on peut certifier, avec 
max 
une probabilité de 99,9 %, que la valeur vraie de la con-
centration cherchée est supérieure à la valeur C quand 
max 
la relation suivante est vérifiée 
CA~ C + t.s(C ) ~ max max 
où test le facteur de Student au niveau de probabilité 
unidirectionnelle de 99,9 % et s(C ) l'écart-type associé 
max 
à la valeur C • 
max 
Dans le cas où la valeur mesurée CA est comprise dans 
l'intervalle: 
on peut seulement spécifier que la valeur vraie de la 
concentration cherchée n'est pas estimable mais supérieure 
à la concentration minimale garantie ë définie par: 
max 
ë = CA - t.s(C ) 
max max 
avec une probabilité de 99,9 % 
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2 •• Calcul de l'étalonnage AVEC blanc 
Dans le cas où la valeur CB du blanc n'est pas négligeable 
dans le sens expliqu·é au paragraphe 2.1, chaque concen-
tration-étalon effective C'j est composée de la concentra-
tion du blanc et de la concentration-étalon réelle qui 
s'appelera concentration - échantillon: 
C'j = Cj + CB 
Le calcul de la droite d'étalonnage suit alors exactement 
le même processus qu'au paragraphe 2.2.1 avec la variable 
x = log C'j· 
2.3.2 .Qalcul_d_!];.a_lim.!,t_! .!!e_dét_!c!_i2_n_ 
La limite de détection effective est la plus petite con-
centration - effective C' en-dessous de laquelle existe 
la probabilité non négligeable (supérieure à 0,1 %) de 
confondre la concentration-blanc avec la concentration-échan-
tillon (ou inversément). Si la concentration-effective est 
suffisamment proche de la valeur du blanc (inférieure à 
3. CB), le plus petit signal significatif z est défini par 
f9J: 
Dans cette relation: 
YB= log (IQ/IR) correspondant à la valeur CB; c'est le 
logarithme de l'ordonnée à l'origine de la droite en coor-
données linéaires utilisée pour calculer la valeur CB 
t = facteur de Student au niveau de probabilité unidirection-
nelle de 99,9 % 
ey = écart-type de log (IQ/IR) correspondant à l'étalon 
de1concentration-effective la plus faible c~1=C1+CB. 
La limite de détection effective .2.', c'est-à-dire la limite 
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inférieure de la droite d'étalonnage 
log (IQ/IR) = a+ b.log C' 
vaut . • 
C' = antilog c.x-a ) b 
La limite de détection réelle, c'est-à-dire la plus 
petite concentration~échantillon .Q estimable est: 
En-dessous de cette valeur, il y a le risque de confondre 
la concentration - blanc avec la concentration-échantillon 
(ou inversement). 
2.3.3.1 Limites de confiance du résultat analytique 
........................................... 
Si l'échantillon à analyser est traité dans les mêmes 
conditions expérimentales la valeur CB du blanc est aussi 
introduite de telle sorte que la droite d'étalonnage expri-
mée en concentrations - effectives est bien utilisable. 
Le calcul de la concentration - effective C' avec son 
écart - type s(C') suit exactement le même processus qu'au 
paragraphe 2.2.3.1., mais la concentration - échantillon C 
vaut : 
C = C' - CB 
et l'écart-type réel s(C) vaut 
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Comme au paragraphe 2.2.3.1 , la concentration 
(échantillon) vraie est donc comprise dans l'intervalle 
C + t.s(C) 
où test le facteur de Student au niveau de probabilité 
bidirectionnelle de 95 %. 
2.3.3.2 Limites de précision 
.................... 
La connaissance de l'écart-type s(C) permet de 
voir, comme au paragraphe 2.2.3.2, comment varie le 
coéfficient de variation réel en fonction de la concen-
tration-échantillon. 
On définit encore les limites de précision quantitative 
(coéfficient de variation inférieur à 50 %)et semiquanti-
tative (coéfficient de variation compris entre 50 et 100 %). 
Rappelons que ces limites sont calculées au niveau de 
probabilité de 95 % et pour W mesures par échantillon. 
C'est la concentration otl la valeur du coéfficient de 
variation est minimale. 
La limite de détection est la plus petite concentration-
échantillon estimable parce qu '· en-dessous de cette valeur 
existe le risque de confondre la valeur du blanc avec la 
valeur-échantillon (ou inversement). 
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Comme au paragraphe 2.2.4, si la mesure donne une con-
centration-échantillon CA inférieure à la limite de 
détection, la réponse analytique consiste à dire que la 
concentration-échantillon vraie est inférieure à la limite 
de garantie de pureté CG donnée par 
où s(C)est l'écart-type associé à la limite de détection 
et calculé au paragraphe 2.3.3. 
Les limites inférieure CGI et supérieure CGS de garantie 
de pureté sont aussi définies quand la valeur CA est.soit 
nulle, soit égale à la limite de détection C. 
La concentration-effective maximale estimable est définie 
par la valeur C'. de la concentration-effective de l'étalon 
J 
leplus concentré vérifiant le test de linéarité de la fonction 
d'étalonnage. La valeur C de la concentration-échantillon 
max 
maximale estimable vaut 
C = C'. - CB 
max J 
Comme au paragraphe 2.2.6, si la mesure d'un signal analytique 
donne une concentration-échantillon CA supérieure à la valeur 
Cmax' on peut certifier, avec une probabilité de 99,9 %, que 
la valeur vraie de la concentration cherchée est supérieure 
à la valeur C quand la relation suivante est vérifiée: 
max 
CA~ C + t. s ( C ) 
, max max 
où s(C ) est l'écart-type associé à la valeur C • 
max max 
Dans le cas où la valeur trouvée CA est comprise dans l'intervalle: 
C <CA< C + t.s(C ) 
max max max 
on peut seulement certifier que la valeur vraie n'est pas 
estimable mais supérieure à la concentration minimale garantie 
ë donné par 
max 
ë = CA - t.s(C ) 
max max 
avec une probabilité de 99,9 %. 
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.4. Programmation sur ordinateur 
Chaque mesure des transmissions relevée sur une plaque 
d'étalonnage est i?scrite automatiquement sur bande 
perforée. Pour ce faire, il suffit d'installer un po-
tentiomètre de 500 ohms avec une résolution de 0,05 ~ 
entre le servomoteur et le galvanomètre. On applique un 
voltage stabilisé de 1000 mV sur le potentiomètre et la 
lecture, c'est-à-dire le voltage du curseur est enrègistrée 
sur un voltmètre digital avec sortie BCD. Le signal est· 
finalement écrit en code A.S.C.II sur banœperforée par 
le teletype A.S.R.33. 
1. traduction destransmissions en intensités ["12:J 
2. calcul de log (IQ/IR) 
3. calcul de l'écart-type de log (IQ/IR) pour chaque concen-
tration-étalon avec rejet éventuel des valeurs aberrantes 
et avec le test d'homogénéité des variances. 
4. calcul des facteurs de pondération 
5. calcul de la différence A log! = log IQ+F - log IF 
pour chaque concentration-étalon 
6. calcul de l'écart-type de la différence A log I pour 
chaque concentration-étalon 
7. calcul en coordonnées linéaires de l'équation 
IQ/IR = A+B.C avec les concentrations-étalons c1,c2 et c3 , 
de l'équation IQ/IR =A'+ B'.C avec les concentrations-
étalons c2 ,c3 et c4 
8. comparaison des valeurs A et A' pour la dilution éven-
tuelle de l'étalon c1 
9. calcul et signification du blanc CB = A/B 
10. si la valeur CB ne peut être considérée comme nulle: 
correction des concentrations - étalons C' = C + CB 
11. calcul de la droite d'étalonnage log (IQ/IR) = a+b.logC 
. 
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12. test de la linéarité théorique 
13. calcul de la limite de détection 
14. calcul de la limite de garantie de pureté 
15. calcul de la précision du résultat analytique 
16. tracé de la droite d'étalonnage sur un graphique 
avec indication des points expérimentaux 
2.4.3 Sché!_a_d.!?_ la_1>ro_&r!,llli:naii,2.n_ 
Le programme est écrit en langage Fortran IV pour l'ordina-
teur IBM 1130. Le schéma de principe est décrit dans les 
quatre figures suivantes 
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Fig. 2 Schéma de la programmation "étalonnage II1" 
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2.5. Exemple d'application 
Les tableaux ci-dessous chiffrent les grandeurs analytiques 
définies précédemment dans le cas d'une méthode spectrographique 
permettant d'estimer J.a pureté métallique de 1 1 américium. 
Les caractéristiques d'&talonnage sont calculées avec douze spectres 
par étalon (N = 12). Une série de six étalons représente un ensemble 
de soixante-douze points (M=72). Les résultats analytiques sont 
calculés à l'aide de quatre spectres (W = 4) enregistrés par échan-
tillon. 
Les trois éléments Ni, Cr, B sont choisis arbitrairement comme 
exemples. 





Tableau II. Droite d'étalonnage 
Eléments a b 
Ni 0,31 1,04 
Cr 0,73 1 ,07 
B 0,96 1 ,01 
Tableau III. Limites de détection 





Tableau IV. Concentrations maximales estimables 





Tableau V. Précisions des résultats analytiques 
Eléments Concentration CV (%) Intervalle 
trouvée (ppm) P=95% ppm 
Ni 2000 16 1680-2320 
320 99 3- 640 
Cr 800 16 670- 9:,0 
120 99 1- 240 
B 200 25 150- 250 
16 40 10- 22 
Tableau VI. Limites de précision 
Eléments Quantitatif Semiquantitatif 
entre (ppm) entre (ppm) 
Ni 800-4000 320-800 
Cr 240-4000 120-240 
B 16-1000 
Tableau VII. Concentrations de précision maximale 
Eléments C(ppm) CV (%)P=95 % 
Ni 2000 16 
Cr 2000 11 
B 200 24 
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Tableau VIII. Limites de garantie de pureté 
Eléments Limites Limites 
inférieures supérieures 
(ppm) (ppm) 
Ni 480 800 
Cr 180 300 
B 10 25 
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3. CALCUL DES RESULTATS D'ANALYSE 
3.1 Principe de la méthode 
La mesure des intensités IQ et IR sur W spectres d'un 
même échantillon permet de calculer la valeur moyenne 
CQ de la concentration suivant la relation: 
. [log(IQ/IR)-al 
CQ = ant1log b J 
dans laquelle log (IQ/IR) représente la moyenne des W 
mesures log (IQ/IR) 
3.1.2 Estimation de la concentration VRAIE 
3.1.2.1 Premier cas:CQ> C • 
max 
...................... 
Dans le cas où la valeur CQ de la concentration 
MESUREE est plus grande que la valeur C de la limite 
max 
supérieure de la droite d'étalonnage le résultat analy-
tique consiste à dire que la valeur VRAIE de la con-
centration cherchée est supérieure à la concentration 
minimale garantie ë ( § 2.2.6 et 2.3.6 ). 
max 
Si celle-ci est calculée au niveau de probabilité de 
99,9 %, il y a, au maximum seulement une chance sur 
mille pour que la valeur vraie soit inférieure ou égale 
à la valeur citée ë . Remarquons que, dans ce cas, 
max 
il est souvent possible _de diluer lléchantillon pour 
donner un résultat significatif. 
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Dans le cas où la valeur CQ de la concentration 
MESUREE est inférieure à la limite de détection Q, la 
réponse analytique consiste à dire que la valeur VRAIE de 
la concentration cherchée est inférieure à la valeur CG 
de la limite de garantie de pureté(§ 2.2.5 et 2.3.5). 
Si le calcul de la valeur CG est réalisé au niveau de 
probabilité de 99,9 %, il y a, au maximum, seulement une 
chance sur mille pour que la valeur VRAIE de la concentr,-
tion cherchée soit supérieure ou égale à la valeur citée 
CG. 
3.1:2.3.Troisième cas: c,cQ(C 
- max 
,; .......................... . 
Dans le cas où la valeur CQ de la concentration 
MESUREE se situe dans la fonction d'étalonnage, on 
ESTIME la valeur VRAIE de la concentration cherchée en 
disant qu'elle est comprise entre les valeurs C. et C ]. s 
données par 
Ci= CQ - E 
Cs= CQ + E 
où E représente la précision associée à la valeur CQ et 
exprimée en unité de concentration. 
Si cette précision est calculée au niveau de probabilité 
de 95 %, il y a, moins de cinq chances sur cent pour que 
la valeur VRAIE soit extérieure à l'intervalle cité C.-C. ]. s 
3 2 Programmation sur ordinateur 
1. lecture de la méthode d'analyse et des quantités 
prélevées d'échantillon 
2. calcul du nombre k d'échantillons et du nombre 
1 de spectres 
3. traduction des transmissiomphotographiquesen 
intensités et calcul des intensités radiantes IQ et 
IR [""12J 
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4. calcul de l'intensité moyenne et de l'écart-type 
de la raie de référence 
5. lecture des caractéristiques d'étalonnage de l'élément Q. 
6. calcul de la concentration CQ 
?. tests : 
C ' CQ ( 
CQ < C 
CQ >· cmax 
C 
max 
8. calcul de l'erreur associée et de l'intervalle de 
confiance 
9. arrondissement statistique des résultat {'15..J 
10. impression du certificat d'analyse en deux exemplaires 
3.2.2 Sché_!!a_d.!, la_pro_&r.!m.!!a_iion_ 
Le principe des calculs par l'ordinateur est indiqué 
dans les deux figures ci-dessous 
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Fig. 5 Schéma de la programmation "certificat d'analyse I'' 
read 
int. stand. 


































ci - es 
calcul. 
round off 














3.3. Exemple de certificat d'analyse 
Le tableau ci-dessous représente le certificat fourni par 
l'ordinateur concernant un échantillon d'américium. Il 
spéèifie seulement les résultats obtenus pour les trois 
éléments (Ni,Cr,B) cités précédemment en exemple. 
Tableau IX Certificat d'analyse 
EURATOM TU April 3, 1971 
; 
EMISSION SPECTROSCOPIC ANALYSIS 
NAME SAMPLE No 
ANAL.DEMAND NO ANAL.RESULTS No 
CONG.PPM MIN.LIM.PPM · MAX.LIM.PPM 






nom du demandeur 
670 
SAMPLE NO= numéro de l'échantillon 
ANAL.DEMAND NO= numéro de la demande d'analyse 
ANAL.RESULTS NO= numéro du résultat d'analyse 
930 
CONG.PPM= valeur mesurée (ppm) de la concentration cherchée 
MAX.LIM = valeur maximale de la concentration vraie au niveau 
de probabilité de 95 % 
MIN.LIM.= valeur minimale de la concentration vraie au niveau 
de probabilité de 95 % 
G.T. = supérieur à, au niveau de probabilité de 99,9 % 
L.T. = inférieur à, au niveau de probabilité de 99,9 % 
Signification des résultats 
Ni : la valeur vraie de la concentration cherchée n'est pas estimable 
mais supérieure à 4000 ppm. 
Cr: la valeur mesurée de la concentration cherchée est 800 ppm. 
La valeur vraie est comprise entre 670 et 930 ppm. 
B : la valeur vraie de la concentration cherchée n'est pas 
estimable mais inférieure à 20 ppm. 
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4. CONCLUSIONS 
La pureté métallique d'un matériau est définie par l'intervalle 
dans lequel se trouve, avec une probabilité donnée, la concentration 
vraie des impuretés détectées et par la concentration vraie maxi-
male possible des impuretés non détectées. 
A partir de cette notion, l'étalonnage en spectrographie d'émission 
analyti~ue se définit par sept grandeurs caractéristiques: 
1. l'éguation de la droite d'étalonnage 
la droite d'étalonnage est définie par l'équation 
log (IQ/IR) =a+ b. log CQ 
dans les limites où les coéfficients a et b sont constants. 
2. la précision du résultat analytique 
le résultat analytique n'est pas défini par la valeur trouvée de 
la concentration mais par l'intervalle dans lequel se trouve, avec 
une probabilité donnée (P=95 %), la concentration vraie cherchée. 
3. les limites de précision 
les limites de précision sont définies par les valeurs de la con-
centration entre lesquelles la concentration trouvée est soumise 
à un coéfficient de variation inférieur à une valeur donnée. En 
particulier dans l'analyse des traces, on admet que les résultats 
sont quantitatifs si le coéfficient de variation reste inférieur 
à.:!:. 50 % et semiquantitatifs s'il est compris entre+ 50 % et.:!:. 100 %. 
4. la précision maximale. 
le coéfficient de variation est une fonction de la concentration. 
On caractérise la précision de la méthode considérée pour un 
élément donné en spécifiant la valeur minimale du coéfficient de 
variation et la valeur correspondante de la concentration. 
5. la limite de détection. 
la limite de détection représente la plus petite concentration 
significativement estimable. C'est la limite inférieure de la 
droite d'étalonnage:répondre que la concentration vraie cherchée 
est comprise dans un intervalle donné n'a de sens que jusqu'à 
la valeur minimale de la concentration égale à la limite de dé-
tection. 
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6. la limite de garantie de pureté 
si la valeur trouvée de la concentration est inférieure à la 
limite de détection, la concentration vraie n'est certainement 
pas nulle mais inférieure, avec une probabilité donnée 
(P = 99,9 %), à la limite de garantie de pureté. 
7. la concentration maximale estimable 
]a concentration maximale estimable est la valeur de la limite 
supérieure de la droite d'étalonnage : au-dessus de cette valeur, 
la fonction n'est plus statistiquement linéaire. 
L'exemple cité dans le texte(§ 2.5) illustre ces définitions. 
La programmation nécessaire des calculs sur ordinateur permet 
d'atteindre deux buts dont l'intérêt est évident : 
1. l'augmentation de la certitude des grandeurs trouvées 
on calcule ce qui est statistiquement le plus probable à partir 
d'un plus grand nombre de données et on chiffre, en termes de 
probabilité, la confiance à accorder aux résultats. 
2. le gain de temps hautement significatif 
non seulement le calcul de l'étalonnage est automatique mais 
aussi les calculs des analyses de routine: les caractéristiques 
sont mises en mémoire dans l'ordinateur pour être utilisées 
ultérieurement sur les échantillons à analyser. 
Un certificat d'analyse(§ 3.3 Tableau IX) est finalement établi 
automatiquement, ce qui réduit le travail administratif. 
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APPENDICES 
I. Evaluation d'une grandeur et son erreur. 
Considérons N mesures X (n= 1,2, ••• ,N) d'une grandeur A. Il 
n 
y a une probabilité P pour que la valeur vraie A soit comprise 
entre les limites ['13,14J: 
t.a t.s 
x - + Ji 
Dans cette relation: 






l'écart-types est la racine carrée positive de la variance 
2 








(X - x)2 
n 
le facteur t de Student dépend du degré de liberté égal à N-1 
et de la probabilité P choisie. 
Remarquons qu'il y a une probabilité P2 (bidirectionnelle) pour 
qu'une mesure isolée quelconque X soit comprise dans les li-
n 
mites Cl5J : 
x - t.s ~ X ~ X+ t.s 
n 
et une probabilité P 1 (unidirectionnelle) pour qu'une mesure iso-




Xn , X + t.s 
Xn) X t.s 
II. Comparaison entre deux valeurs 
IIa) ,Yale~r_a!?_e!.r_!n,ie_ 
Une mesure X est aberrante avec une probabilité P 
n 
(P = 99 % dans nos calculs)si, pour cette probabilit;, elle 
se trouve à l'exterieur de l'intervalle[" 13,14J : 
x + t.s. 
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Pour comparer deux valeurs x1 et x2 en connaissant 
leur écart-type s 1 et s 2 , on calcule le rapport de signi-
fication r13,14.J : 
\x1-x2J 
ts = J s; + s~ 
La différence est significative avec une probabilité 
P (P • 95 % dans nos calculs) ai 
où test le facteur de Student pour la probabilité P 
choisie et pour le degré de liberté commun aux deux écarts-
types. 
En particulier, pour juger si une valeur x1 est signifi-
cativement différente de la valeur zéro, on a (x2 • 0) : 
t 
s 
Soit une série de M points de coordonnées x, y m m 
(m = 1,2, ••• ,M) soumis à une fonction linéaire telle que 
y = a + b • X m m 
Si la variance de la variable x est négligeable par 
rapport à la variance de la variable y, les coéfficients 
de régression a et b sont calculés par la méthode des 
moindres carrés C16J : 
M r P X y m m m -~Px !,P m m m Ym 
b = 
x2 M2:P (2°:.P X ) m m m m 
y - b -a = . X 
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Dans ces relations: 
p facteur de pondération associé ' chaque mesure y = a m m 
- 1 I: p y = Ym M m 
-
1 r p X = M X m m 



















~ P y 2 - y :r_ P y - b( I: P x y - x l:, P y ) 
m m m m m m m m m 
M - 2 
Si le test de Bartlett J:"917.J montre que les variances 
associées à chaque mesure y sont homogènes, le facteur 
m 
de pondération P = 1 est valable dans toutes les relations 
m 
précédentes. 
IV. Test de linérarité 
La mesure de N valeurs y (n = 1,2, ••• ,N) correspondant 
n 
à une valeur x. donne une moyenne y .• D'autre part, l'équa-
J J 
tion de la droite de régression donne, en remplacant x par 
, 
x., la valeur calculée Y. 
J J 
Y.= a+ b. x. 
J J 
Les points expérimentaux suivent la relation théoriquement 
linéaire si la variance si caractérisant la dispersion d~s 




caractérisant la dispersion des valeurs y autour de leur Y n 
moyenne y. ne sont pas significativement différentes pour 
J 
une probabilité P donnée (P = 99 % dans nos calculs). 
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que l'on compare au facteur F de Snedecor ~18.:J J si 
pour la probabilité P choisie, les variances ne sont pas 
significativement différentes. 
La droite de régression permet de calculer la valeur 
xQ correspondant à une valeur yQ quelconque: 
YQ - a 
b 
La variance s 2 (xQ) associée à la valeur xQ ainsi calculée 
vaut C19,20J : 
2 [+ (y - y )2 xi2] s 2(xQ) SQ 1 Q =- +-+ b2 I:, (Pmxm -b2 M 
2 
2 s avec 0 
BQ = PQ 
où PQ est le facteur de pondération associée aux mesures 
dont la moyenne est YQ• 
Dans ces relations : 
b,M,y,P ,x et i sont les caractéristiques de la droite de 
m m 
régression, West le nombre de mesures qui ont donné la 
moyenne yQ ( si yQ est une mesure isolée, on a W m 1). 
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Il y a donc une probabilité P donnée (P = 95 % dans nos 
calculs) pour que la valeur vraie XQ soit comprise dans 
l'intervalle: 
où test le factuer de Student pour M-2 degrés de liberté 
et pour la probabilité P choisie. 
Soit un ensemble de J pointsde coordonnées xj, yj 
(j = 1,2, ••• ,J) soumis à une relation polynomiale: 
+ ••• + 
La méthode des moindres carrés.permet d'estimer les 
coéfficients a 1 , a2 , ••• ,a +1 en résolvant l'équation ' q 
matricielle suivante [ 21 J 
q 



















a q+1 yj 
Les valeurs des coéfficients a 1 ,a2 , ••• , aq+ 1 sont celles 
X~ 
J 
qui rendent minimale la somille Q des carré• des diataaces 
point-courbe. Si on calcule cette valeur minimale Qmin 
pour chaque valeur q, le degr·é le plus probable correspond 
à la plus petite valeur de Q .• 
min 
C8J 
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