A new deformed shape recognition method that relies on hidden Markov models to evaluate the sequentiality of the relevant points of the shape is proposed. These points are extracted from its adaptively calculated curvature function to give stability against noise transformations and deformations. The proposed method it very fast. Comparative tests for different shapes have been successful.
Introduction: Object recognition is a main concern in computer vision. Most shape recognition methods are resistant to mild non-rigid deformation. Markov models (MMs) have been used to deal with non-rigid deformation as well by recognising sequences of relevant points (RPs) [1, 2] . The RP extraction method and the parameters chosen for RP description are critical for recognition performance. RPs in [1] are extracted by polygonal approximation and characterised by four parameters, two of which refer to the centroid of the shape. Hence, this method is sensitive to deformations provoking centroid shifting. RPs in [2] are extracted by thresholding the contour curvature function (CF) in [3] and characterised by two parameters not relative to centroids. However, the CF in [3] is implicitly filtered at a fixed frequency. We propose a new hidden Markov model (HMM) based image recognition method that relies on a new adaptively calculated CF that we presented in [4] , which is more resistant to noise than that in [3] . The method consists of three stages: (i) feature extraction, (ii) HMM construction and (iii) shape classification.
(i) RP detection and feature extraction: To calculate our CF, we first encode the contour by means of an incremental chain code and, for each point i, calculate the maximum contour length k(i) free of discontinuities around i [4] . Then, the curvature R i at point i can be calculated as:
ang(i) being the tangent of the angle formed by segment i À kðiÞ; i þ kðiÞ and the horizontal axis. The main difference between the CFs in [3] and [4] is that the height of a peak in the CF in [3] is equal to the subtended angle of the curve at its position. Hence, if a peak is noisy, false detections may occur. The subtended angle of a peak in our new CF [4] is equal to the integral of the curve between the closest zero-crossing points on its right and left. Noise induced peaks in this method are consequently narrow and, hence, only high and wide peaks correspond to RPs. Thus, residual noise can be easily discarded and detection is more resistant to noise than in [3] . Finally, the contour of an object x is represented by a sequence of N RPs (C 1x , C 2x , . . . , C ix , . . . , C Nx ). Every C ix is characterised by two parameters resistant against translation, rotation and scale: (i) the RP subtended angle (C fix ), as defined here and (ii) the contour length (C rix ), which is equal to the number of contour pixels between C (iÀ1)x and C (iþ1)x .
(ii) HMM construction: The recognition method in [1] required the construction of two MMs. We use a single HMM the states of which are (C 1p , C 2p , . . . , C ip , . . . , C Np ). To work with a HMM, a transition matrix A p is required for each template p in the database. A p represents the probability of transition from each RP C ip in template p to any other RP C jp in the same template p. Any RP within a model can be found after the last observed RP with a probability that grows with their proximity along the contour. An additional matrix B xp is used to relate each RP in input object x to the RPs in every stored model. B ij xp is defined as a Gaussian probability depending on the Euclidean distance between observed corner C ix and corner C jp of model p.
(iii) Shape classification: Given an observation {C 1x , C 2x , . . . , C nx }, the forward-backward procedure [5] is used to evaluate the observation probability of occurrence for every stored model in a fast way as in [2] . Retrieval results are descendingly ordered according to these probabilities.
Experimental results: To test the performance of the proposed method, the character database in [1] and [2] has been used. It includes a set of 26 characters with 13 deformed shapes per character. Retrieval results in Tables 1 and 2 present a comparison between the method in [2] and the proposed one for every character in the database and every distortion group, respectively. The retrieval rank is the average of the retrieval index, which is the order position occupied by the stored model correctly corresponding to the input object [1] . The best results in both methods correspond to characters composed of straight lines, because the position of high curvature points in curved segments is more sensitive to deformations. Results are better for the proposed method than for [2] , except in characters that resemble others under rotation, like N or W, because this method has no transformation restrictions, as happened in [2] . The worst results correspond to occlusions and perspectives because some RPs are lost or heavily distorted (Fig. 1) . However, characters are confused with similar ones and the correct model always appears in an early retrieval position. Fig.  2 shows some retrieval results where the proposed method outperforms the one in [2] . Fig. 2a shows the input characters and Fig. 2b shows the retrieved models in decreasing order of appearance. In most cases, improvement is due to a more stable detection of RPs. Conclusions: A new deformed shape recognition method, based on HMM applied to corner sequences, has been presented. It is very resistant against shape transformations including translation, rotation and scale. Only two features are required to characterise each hidden state, so it is computationally less expensive than similar approaches [1] . It has also proven to be more resistant against noise than previous approaches [1, 2] . The effectiveness of the proposed method has been proven by comparative experimental results.
