This article presents a study of individual variation in computer-mediated communication. Different reduction processes, which reduce the formality and usually the orthographical form of an expression, are used at varying frequencies by non-native speakers of English in academic textchat seminars. Such processes are classified into four categories: clipping, homophone respelling, phonetic respelling, and mixed processes. It is demonstrated, by comparing the relative frequencies at which these processes are used, that most individuals actually follow the norm of the speech community by having frequencies within ± 1 standard deviation of the mean frequency of each process for the Cohort. There is, thus, very little true variation in the form of outlier individuals. This result supports research into individual variation which argues that individuals may vary in their linguistic behavior, but generally follow community norms.
Introduction
In earlier work by this author, the issue of individual variation in the use of reduced language in computer-mediated communication in L2 English has been discussed [45] . Specifically, forms were analysed where users reduce the orthographic form of an expression through processes like clipping (writing mess instead of message) or homophone respelling (writing u instead of you), or reduce the formality of discourse by writing yeah instead of yes. The conclusion was that there were very few genuine individual outliers and that users in general seem to follow the overall reduction pattern of the community in terms of what reduction processes have the highest frequency. Many potential outliers were explained as being consequences of the relative frequencies used (so that an individual could use a particular process at a very high frequency for that process even with a low token count, and conversely, could have a high token count with a relatively low frequency) (see .
In this work, a larger dataset is analysed to see if this conclusion is supported. The data come from two cohorts of non-native Englishspeaking students on a net-based MA in English Linguistics run by a Swedish university. Seminar discussions both with and without the teacher were held through Skype textchat, and this is the data that has been analysed. The aim is to get a more nuanced picture of individual variation in language usage, and further test the hypothesis of whether these individuals in general follow community norms. In the earlier study, the mean frequency of each respective process was used to calculate the standard deviation, which in its turn was used to identify outliers in the dataset (those outside ± 1 standard deviation), that is, the mean of all frequencies was calculated including individuals with frequencies of zero. However, the mean based on the number of tokens relative to one another is used in this study instead, meaning that the behavior of individuals is compared to the cohort mean frequency. Hopefully, this leads to an improved method for seeing if individuals behave in similar ways to the cohorts they belong to as a whole.
The article begins with an overview of reduction as a process in computer-mediated communication, including the limited research found on frequencies of different reduction processes. The data is then introduced in more detail, and the remainder of the article deals with the analysis, where the two cohorts are discussed in turn. We look at the overall frequency of the processes across the cohorts, and then look at individuals' behavior.
Two general categories of reduction process have been discussed: syntactic reduction, on the one hand, and morphological or orthographical reduction, on the other. Syntactic processes include subject and modal auxiliary deletion plus ellipsis [34, 37] ; cf [46] . for an analysis of ellipsis in the same data set). My focus in this work, though, is on orthographical/phonological reduction, and three basic classes of reduction process can be identified in the literature: clippings, phonetic respellings, and homophone respellings.
There is a great variation in how terminology is used to refer to reduction processes. Terms like abbreviation and shortening are often used to refer to clipping processes (by Refs. [37] and [22] ; for example). For [36] ; abbreviation also includes homophone respelling. Examples of abbreviation processes mentioned in the literature include clippings (ques from question), acronyms (LOL from laughs out loud) and initialisms (BBC from British Broadcasting Corporation) [42] . has separate categories for shortenings (backclippings like the ques example above), contractions (mid-clippings like thks from thanks) and G-clippings (fishin from fishing). Clipping can be a wordformation process leading to the formation of a new expression such as truncated forms of names, such as using Will or Bill instead of William, but it can also be a purely abbreviatory process where the reduced form is simply a spelling variant where the morphological and/or phonological form has been reduced (cf. for example [7] . The examples described here, and analysed in my own data, are examples of the latter, I contend.
Regarding homophone respelling, ( [34] : 8-10) goes into detail into the different types of respellings: letter homophones (r from are), number homophones (2 from too), the combination of letter and number homophones (l8r from later), and the combination of letter initial and letter homophones for phrases (oic from "oh I see") [24] . and [36] : 314ff.) mention rebus writing as a separate category from homophone respelling [6] . discuss different types of truncation process where homophone respelling is included.
Phonetic respellings are categorised in detail by Ref. [47] : 176-179), and include the following categories: phonetic spellings (luv from love), colloquial spellings (gonna from going to), and homophone spellings (b4 from before). These are all different types of phonetic orthography (and he also includes examples of prosodic spellings, regiolectal forms, etc.) [8] . distinguishes phonetic from colloquial spellings (non-standard orthography, like wuz from was vs. reductions typical of colloquial speech, like wud from would), and gives homophone respelling as a separate category [42] . also mentions a difference between non-conventional spellings (like evryone from everyone) and accent stylisation (like summut from something).
To summarise, we can see a very similar set of basic categories that are recognised by all these authors. These are: clipping processes of different types, phonetic respellings including informal oral respellings, and homophone respellings. These were the categories that were attested in the data analysed in Refs. [45, 46] ; together with a category of mixed processes. This is the categorisation adopted herein, and it will be presented in more detail in the analysis below.
Little research has been carried out on reduction in the native languages of the students in this study, Vietnamese and Bangla. One study on Vietnamese chat language in Ref. [43] notes that English abbreviations are frequent, so that instead of the Vietnamese equivalent of today, hôm nay, you can find 2day. The tendency in Vietnamese chatting appears to be similar to that in English, namely to make spelling more phonetic. So, you find reductions of the pronominal em (the honorific equivalent of I used by younger to older siblings) to simply m, or the respelling of phai (must) as fai. There appear to be no examples of clipping, due to Vietnamese lexical items being syllabically simple. No equivalent description of chatting in Bangla could be found, but seeing as the majority of examples come from the Vietnamese students in the data set, this does not really affect the discussion.
Frequency of reduction
As mentioned in the Introduction, there has been little written about the frequency of reduction processes. Baron [20, 21] does take up frequencies in her corpus of instant messages among American college students. She concludes that abbreviations like lol are extremely infrequent at only 0.3%. Initialisms were most frequent at 0.8%, and emoticons came after at 0.4%. In their analysis of a 1,500,000-word corpus of instant messages from American teenagers, Tagliamonte and Denis [48] note that shortened forms, abbreviations and emotional language are very infrequent, at less than 3% [35] . proposes from work on reduced forms cited in online dictionaries that English favours initialisms over homophone respellings and other reduction processes, while Spanish prefers abbreviations and homophone respellings, and French prefers phonetic respellings and homophone respellings [14] . concluded that homophone respelling is the most frequent reduction process in English and German text messages from college students. German exhibits more initialisms, while English has more clipping, contractions, homophone respellings, phonetic respellings and wordvalue characters. As indicated, this research deals exclusively with native speaker data from US contexts. Therefore, it is interesting to see how my results from second language users of English compares. Do they use reduction to a similar or different degree from native speakers? My hypothesis is that as they are inexperienced chatters (see the Method section below) they will reduce less than native speakers. Finally, in this background, we turn to research on linguistic variation.
Linguistic variation
[30] discusses approaches to variation in different traditions within linguistics. He compares what he refers to as exemplum linguistics where variation is ironed out in favour of heterogeneity -this is the approach common within generative grammar -and compares it with datum linguistics -which comprises usage-based approaches where variation lies at the core.
In discussions within generative grammar [1] , and [2] discuss variation in relation to morpho-syntactic variables. Since classic work within the generative tradition by Refs. [17] [18] [19] ; variation has been typically explained through parametric variation. She has worked on the diary and recipe genres, and demonstrated that English allows subject-and object-drop specifically in these registers. Since there is already an attested pro-drop parameter to explain intra-language variation, Haegeman argues that the same should also hold for inter-language (i.e. register) variation. However [2] , cite examples from the Buckie dialect of English in North-East Scotland which suggest a different analysis. The preterite BE exhibits its own agreement patterns, where the forms I was and you was (in both singular and plural versions) are attested. They explain this phenomenon through the underspecification of agreement features.
[12] and [9, 10] discuss the nature of linguistic variation from an Optimality Theory perspective. They note several possible perspectives, from partial constraint ordering to co-phonologies where different varieties have different constraint orderings. More general approaches of this type involving multiple grammars have the problem that they need to be constrained [10] : 235). This is dealt with in stratified grammars [41] , where strata restrict the ordering of constraints, and basically each stratum is a different grammar. Continuous ranking can also be used to weight rankings as a way of explaining frequencies [15] [10]. notes that not much empirical work has been carried out which allows us to compare these approaches [11] . himself uses a multiple grammar approach based on Stratal Optimality Theory (cf [27] . when deriving variations in opacity effects in Finnish. The central assumption is that: "variation results from multiple invariant grammars within or across individuals" [11] : 907; cf. also [13] . I follow these approaches in attributing register variation within a single individual to multiple grammars. Thus, all speakers are multi-lingual to the extent that they have multiple competences, i.e. grammars, within a single language.
In common with datum approaches [33] , and [32] have argued that variability is not something to be discounted, but is in fact a fundamental property of a complex system. As [32] states it, following [16] ; an increase in variability is a sign that learners are restructuring their language (see Ref. [26] for an analysis of language in a computer-mediated environment from a Complexity Theory perspective) [39, 40] . and others discuss individual and group norms, and conclude that even though there may be variations, individuals mostly do follow the same norm-development process as the group they belong to. A similar conclusion has been drawn by Ref. [25] in work on young speakers of Danish and Pharao [38] in work on adult speakers of Danish, and it is this issue that is the focus of this work. Regan in particular focuses on learner variation, and argues that they follow native speaker patterns of variation, although there may be more inter-and intra-speaker variation.
Summary of the background
To summarise the background, we have considered different reduction processes, including their frequencies in computer-mediated discourse. Finally, we have discussed different approaches to linguistic variation. The issues that will be the focus of this study are as follows. How much do the non-native speaker informants vary in their use of the different reduction processes compared to native speaker usage? The hypothesis is that they will follow their native language, specifically Vietnamese, in using more phonetic and homophone respelling than clipping. The other issue relates to individual variation within the cohorts. How much variation is there between informants within particular cohorts? The hypothesis, in line with research on learner variation, will be that there is little variation, and most informants will follow the general tendency of the cohort in question. The data analysed in this study and informants will now be presented in detail.
The data
The data involves learners of English as a second language who were all students on a distance MA programme in English Linguistics run by a university in Sweden. A survey on them, and their Internet and linguistic awareness has previously been carried out, and they reported that their ages ranged from 25 to 55 (although most were between 25 and 30), and they had studied English for between seven and 22 years. To be admitted onto the programme, they needed a documented IELTS (International English Language Testing System) average score of 7.0 with no lower than 6.5 in each component (reading, writing, listening, speaking). There were two groups of students, referred to here as Cohort 1 and Cohort 2, respectively. There were 29 students in Cohort 1 and 28 in Cohort 2. In Cohort 1, two were speakers of Bangla, and there was one speaker of Bangla in Cohort 2, while the rest were Vietnamese. All the Bangla speakers and one of the Vietnamese were based in Sweden, although they studied online, while the rest of the Vietnamese were based around Vietnam. There was a strong bias in terms of gender towards female, with only seven men across both cohorts. These students have little or no experience of chatting online. Thus, we can suppose that they have not been greatly exposed to the conventions of computer-mediated communication, and of such communication in English in particular. Although mobile phone use is widespread is Vietnam, they had very limited experience of texting in English. At the time the course took place, they had never taken a net-based course before.
The data were taken from the introduction to core linguistic topics and sociolinguistics run in the Spring and Autumn semesters of 2007. There were nine sessions on the course, but they were organised differently in the two semesters. There were: a general Introduction, Language and the Media, Language and Politics, Language and Gender, Phonetics, Phonology, Morphology, Syntax and Semantics/Pragmatics. For Cohort 1, the sociolinguistic discussions on Media, Politics and Gender came at the end, while for Cohort 2 they came at the beginning, right after the general Introduction.
Students divided themselves into four groups (called Spring, Summer, Autumn and Winter), and for two topics for Cohort 1 (Politics and Gender) and for four topics for Cohort 2 (Media, Politics, Gender and Morphology) these groups arranged a pre-seminar without the teachers being present where they discussed the material, which consisted of reading on the relevant topics and data analysis. The other topics had seminars only. In the pre-seminars, they were told to discuss the issues raised, and identify anything they wanted the teacher to take up more during the seminars. All these discussions took place through Skype's textchat service. The chatlogs from the pre-seminars were sent to the teachers, which helped guide the seminar discussion which also took place through Skype textchat. These were synchronous interactive discussions with the teacher (an anonymous reviewer asked whether there is evidence of the teachers influencing the choice of reduced form, and the reader is referred to the author's previous work in Ref. [46] ; in particular, for discussion of this issue).
For Cohort 1, there were 25 transcripts with a total of 79,654 words. For Cohort 2, there were a total of 30 transcripts with a total of 93,923 words. This gives a total corpus size of 173,577 words. Unfortunately, the logs from the Introduction session and final session on Semantics and Pragmatics were not available for analysis for either Cohort, and the Phonetics transcripts were also not available for Cohort 1.
The data was analysed manually by reading through the transcripts and identifying the reduced forms and ellipsis functions. It was only possible to identify mistypings if there was an explicit correction on the part of a student, so otherwise the forms were treated as deliberate spellings. As much as possible, deliberately generated forms were identified, mainly by whether students varied in their use of reduced form. The analysis was gone through multiple times to ensure accuracy, and the forms identified were searched for in the documents to ensure a correct count. The AntConc freeware concordancer was used to calculate frequencies and to search the corpus in general (available from http://www.antlab.sci.waseda.ac.jp/antconc_index.html). Now, we begin the discussion of the results.
Reduction processes in the data
Let us begin by looking at the number of reduced forms that appear in each session of the course. Tables 1 and 2 (based on tables in Ref. [46] : 56-57) show the division according to session, and whether there were pre-seminars as well as seminars (the sessions without pre-seminars have an n/a, not applicable, in that part of the two tables). Red refers to the tokens of reduced forms attested; Wrds refers to the number of words in that session; and %Red refers to the percentage of reduction in that session calculated from those numbers (reductions as a percentage of the number of words in each type of session). We start with the Cohort 1 data in Table 1 :
In the Cohort 1 data, twenty-five transcripts were analysed, with a total of 79,654 words. 1143 tokens of reduced forms were identified, and this resulted in a reduction percentage of 1.43% across all sessions (1143 tokens of reduced forms/79,654 words). In the pre-seminars, there were 280 tokens of reduced forms, which is 24.49% of the total. The averages between pre-seminars as a whole and seminars as a whole is very little, and so this Cohort reduced to the same extent overall in both pre-seminars and seminar. The equivalent frequency data for Cohort 2 can be seen in Table 2: In the Cohort 2 data, twenty-four transcripts were analysed which contained a total of 93,923 words. A total of 2024 tokens of reduced forms were identified in the data, which gives an overall reduction percentage of 2.15% (2024 tokens of reduced forms/93,923 words). The reductions were divided unevenly between the sessions. Most instances of reductions appeared in the pre-seminars, with 1145 tokens (1145/2,024, or 56.57% of the total number of reductions), and the sessions with the pre-seminars, namely Media, Politics, Gender, and Morphology, even have most reduced forms in the seminars (660 out of the 879 tokens of reductions in the seminars, or 75.09%). When considering each session, the numbers are distributed quite evenly across the pre-seminars, with a variation of 0.2% between the sessions (3.25-3.45%). There is more variation across the seminars, from 0.8% in Phonetics to 2.29% in Gender.
When we compare the two Cohorts, we see that the reduction percentage for seminars is virtually the same, 1.44% vs. 1.47%, so they are reducing to the same extent there. The real difference comes in the preseminars. For Cohort 1, they reduced at 1.42% across the two preseminars, while for Cohort 2, it was 3.36% across the four pre-seminars. For both Cohorts, the percentages across pre-seminars was very similar, so there were no clear outlier cases that need to be discussed. The differences could be down to individual variation within the Cohorts, but then we might expect similar variation to be evident in the seminars as well. Since this did not occur, it is proposed in Ref. [46] that the difference is due to the organisation of the course, and specifically the placement in the course of the pre-seminars. Cohort 2 differs in that the pre-seminars came early, and were spread throughout the course, while for Cohort 1, they came right at the end. It appears that Cohort 2 got good practice in using the textchat medium through the pre-seminars, and this lay the ground for more reductions in those sessions and throughout the course as a whole. Now let us consider the types of reduction processes that are present in our data. We see the following frequencies, focusing on the following general categories only: clipping, homophone respelling, phonetic respelling, and mixed processes (based on the classification in Refs. [45, 46] :
Clipping is by far the most frequent reduction process followed by homophone respellings, contrary to what we might expect given that the Vietnamese language prefers phonetic and homophone respelling. Together, these processes make up 71-87% of the total reductions. There is a clear difference in the amount of clipping as opposed to phonetic respelling in the two Cohorts. As an anonymous reviewer points out, they can be explained by their inexperience in online chatting. Homophone respelling as a process in very much dependent on sound-spelling correspondences, and so will be relevant in a very limited number of contexts. As we see from the table above, the number of tokens of homophone respelling and the relative percentages are very similar. The difference concerns the amount of clipping. I would like to propose that this is due to the course design rather than native language influence. Cohort 2 have more experience of chatting, due to their course having pre-seminars earlier in the course, and having relatively more such discussions. Thus, they reduce more in general than Cohort 1, and produce clearly more tokens of clipping. Clipping is a process that is stereotypical of chat language, and thus, this is evidence that the students are somewhat aware of chat conventions, and specifically that English has a tendency towards clipping. Because of the course design, Cohort 2 are more likely to reduce, and therefore, are more likely to use clipping.
Let us compare the frequencies of the processes we have identified with the literature described in the background. For example [35] , concludes that English favours initialisms over homophone respellings, other phonetic respellings and abbreviations (abbreviation means midclipping processes resulting in fwd from forward), while Spanish prefers abbreviations and homophone respellings, and French prefers phonetic respellings and homophone respellings [14] . concluded that homophone respelling is the most frequent reduction process in English and German text messages. When comparing the languages, German exhibits more initialisms, while English has more clipping, contractions, homophone respellings, phonetic respellings, and word-value characters. Homophone respelling came second in the data, so the high frequency of that process is confirmed. We found clearly that clipping was the most frequent reduction process for both Cohorts, with it being far more frequent for Cohort 2. This indicates that non-native speakers reduce differently from native speakers in relying more on general clipping processes, and less frequently on homophone respelling. Now turning to specific examples, clippings of various types are found like the following which, as mentioned above, are treated as spelling variants rather than separate lexical items. Clippings of all kinds are treated as a single category despite the differences in terms of the amount of material that is reduced, and whether the reduction has a phonological basis to it (cf. the discussion of the phonology of reduction in Ref. [31] In this case, we have a middle-clipping of o and e, and a backclipping of hing. This type of clipping is clearly different from the previous ones, as there is no phonologically coherent output; i.e. it is a purely orthographically-based clipping process. In Ref. [45] ; I give frequencies for each individual reduction process for Cohort 2, and midclipping is one-third as frequent as back-clipping, at just under 15% and 198. Its removal from the general Clipping category will not have a major impact on the frequency data in Table 3 and more importantly, its removal or not will not affect the argument about the group processes of developing norms. Thus, I keep the original classification, but note the difference in the outputs of the sub-processes. Finally, for the general clipping category, we find initialisms of phrases:
Extract 5
Student 20 says: the nuclear language NL can shape the user's thought and speech.
[Cohort 1, Language and the Media seminar, Autumn-Winter group] NL stands for nuclear language. Note that reductions like Q for question are not counted as initialisms, but that category is reserved for heavily back-clipped phrases. There are no instances of acronyms in the data. These are included as reductions, as I see it that they contribute to the enregisterment (cf [3] [4] [5] . of a discourse type which is characterised by a speeding-up of communication through reduction. Thus, even though they are not reduced in the literal sense in terms of the form being shortened, the formality is being reduced. Such examples may be different in being separate lexical forms, as I would argue that they are not actually seen as variations on the original item. Thus, yeah is a separate, register-specific affirmative marker which is a different item from yes.
The final set of forms we will look at contains mixed techniques. We have the following combination of a homophone respelling and clipping:
Extract 10
Student 14 says: G9.
[Cohort 1, Gender pre-seminar, Autumn group] This is a common way of ending a chat, especially by Student 3 in Cohort 2. The reduced form stands for goodnight. The use of 9 relates to the Vietnamese way of pronouncing both night and nine as/naI/, and is attested in Ref. [43] . This is combined with the clipping of good to just g. The final example is of the combination of a phonetic respelling with clipping:
Extract 11
Student 25 says: bcz they avoid giving their opinions directly! [Cohort 1, Language and Gender pre-seminar, Winter group] The example contains the mid-clipping of because combined with the phonetic respelling of the remainder as bcz. Now, we turn to individual variation in the use of reduction processes, and consider each cohort in turn.
Individual variation in Cohort 1
In this section, we will look at individual variation in the use of particular reduction processes. We concentrate on variations within each process which will give a clearer picture of the amount of variation within each cohort. We will look at figures for each process in turn, starting with clippings for Cohort 1:
The points on the diagram show the frequency percentages for each student. The middle line shows the average frequency for clipping for the cohort of 40.24. The standard deviation for these percentages was 25.82, and the lines above and below the average represent ± 1 standard deviation from the average, respectively. This enables us to see any students whose percentages stand out as being especially far from the average for the cohort. Potential outliers were Students 2, 4, 5, 13, 14, 16, 20, 24, 26, 27: The only student under the −1 standard deviation line was Student 14. She is a genuine outlier, as she produced few tokens of clipping (12) , but was by far the biggest producer of phonetic respellings (158 tokens, or 53.20% of the total of 297 tokens for the cohort). All the rest came above the +1 standard deviation line. We can discount the students who only produced clippings, and those were Students 20, 24, 26, and 27 . By definition, they will have a percentage frequency of 100%. Similarly, we can discount those with clipping plus one other process. Student 4 produced only clippings and phonetic respellings; Student 5 produced only clippings and homophone respellings; and Student 13 produced only clippings and the mixed category. Since they only used two processes, the percentage frequencies are unlikely to follow the cohort norm. This leaves Students 2 and 16, as well as 14 mentioned already, as genuine outliers. The numbers of token were low for each process, but still given the more even distribution, we can argue that they are outliers here. Now, let us move on to homophone respellings. Consider the figure below:
The average frequency for this process was 31.41, and the standard distribution was 24.54. Potential outliers with frequencies over +1 standard distribution were Students 1, 7, 9, 19, and 29:
Student 1 is not a potential outlier, as she only produces tokens of two processes. The others produce three, with Student 7 producing tokens of four. Student 29 can be discounted as well, as she only produces nine tokens of reduction overall. The rest produce much more, and so can be considered true outliers. Potential outliers with frequencies under −1 standard distribution were Students 4, 10, 12, 13, 14, 20, 22, 24, 26, and 27: In this case, the only student with a frequency over 0 is Student 10, so we concentrate on her. She produces tokens of three reduction processes, and so can be considered a true outlier who underuses homophone respelling. Student 14 can also be considered the same, even though she produces no tokens of homophone respelling. Recall that she massively overuses phonetic respelling, so she is also a genuine outlier for this cohort. Now, we look at the figure for phonetic respellings: The average frequency for this process was 25.98, and the standard distribution was 22.10. Potential outliers with frequency percentages over +1 standard distribution were Students 6, 12, and 14:
It does not need to be repeated that Student 14 is a true outlier. Student 12 can also be considered a true outlier, as she has almost even frequencies of clipping as well as phonetic respelling. Student 6 does produce tokens of three processes, clipping, homophone and phonetic respellings, but there are very few tokens overall at only nine. Thus, she can be discounted. Students with frequency percentages under −1 standard deviation were Students 1, 5, 9, 13, 20, 24, 26, and 27:
The only individual with a frequency over 0 is Student 9. She produces many tokens of the other two processes she uses, clipping and homophone respelling, and so she can be considered a true outlier. The others produce mostly only clippings. Students 1 and 13 produce tokens of other processes, but there are so few overall that they can be discounted.
Finally, we move on to frequencies for the combination of reduction processes:
The average frequency percentage was 2.36, with a standard distribution of 9.04, so actually the −1 standard deviation line ought to be negative. Since this is impossible, the line has been marked at 0. Potential outliers were Students 8, 11, 13, and 25, as they were the only ones to produce any tokens of this process: Student 13 can be discounted, as she produces very few tokens overall. Students 8 and 11 are genuine outliers, as they were even in their distribution, and produced tokens of four out of the five reduction processes. Student 25 is also a genuine outlier, as she produces many tokens of all processes. Thus, Students 8, 11, and 25 truly deviate from the cohort norm.
What we have seen is that a small range of individuals are true outliers. In particular, Students 9 and 14 are repeatedly mentioned for several processes, so they can be identified as the true outliers of the cohort. A total of 13 individuals were identified as true outliers over the four reduction categories. We can identify the percentage of outliers by dividing the number of outliers by the number of individuals for the four categories. There were 29 individuals, and therefore potentially 116 outliers for the four categories (29 × 4). The outlier percentage for Cohort 1 is, therefore, 11.21% (13/116). Finally, let us turn to the variations in the Cohort 2 data, and see what patterns can be identified there.
Individual variation in Cohort 2
We start with the clipping frequency percentages: The average frequency for clipping for this cohort was 65.86, and the standard deviation was 17.70. Seven students lay over +1 standard deviation (Students 2, 3, 13, 18, 19, 24, and 27):
The students who only produced tokens of one or two processes, Students 2, 13, 19, 24, and 27, can be discounted, which leaves Students 3 and 18. Since they produced tokens of most processes, especially Student 3, they can be identified as genuine outliers who overproduced clipping. The following students produced frequency percentages under −1 standard deviation, Students 4, 7, and 21:
These all produced tokens of most processes, so can be considered genuine outliers as underproducing clipping (see Fig. 5 ).
We see the variations for homophone respellings in Fig. 6 : In the case of homophone respellings, the average percentage was 21.74, and the standard deviation was 13.89. 17 students lay within the ± 1 standard deviation range. Students 4, 7, and 14 lay above +1 standard deviation:
They all produced tokens from most reduction processes, and so can be considered true outliers who overproduced homophone respellings. Students 6, 13, 19, 23, 24 and 27 lay under −1 standard deviation: Students 13, 19, 24 , and 27 can be discounted, as they only produced tokens of one or two reduction processes. Student 6 can also be discounted, as she only produced 11 tokens in total. Students 18 and 23 are the only true outliers, who underproduced homophone respellings.
Moving on to phonetic respelling, we see the variations in Fig. 7 : In these cases, the average percentage of phonetic respelling was 7.31, with a standard deviation of 9.03, which lead to a negative −1 standard variation which was therefore set at 0. A total of 25 students lay with the ± 1 standard deviation range, and those outside, Students 20, 21 and 25, all lay above +1 standard deviation (see Fig. 8 ).
Phonetic respelling for all of them came in second place behind clipping, and all produced examples of most of the categories, and so these results were genuine examples of individual variation, with the students overproducing phonetic respelling.
Finally, we will look at the combination of reduction processes (see Fig. 8 ):
Here, the average was 5.09, with a standard deviation of 8.14. This again led to a negative −1 standard deviation line which was set to 0. The following students actually produced tokens of this process, and thus lay above the +1 standard deviation line, Students 6, 22, 25, and 26: They all produced tokens of multiple processes. However, Student 6 can be discounted, as she only produced 11 in total, as already noted. The rest can be seen as genuine outliers who overproduced this process.
The question again for this cohort is what individuals are repeatedly identified as true outliers. Students 4, 7, and 18 are true outliers for clipping and homophone respelling, with 4 also a true outlier for the combination of clipping with homophone respelling. Students 21, 23, and 25 are true outliers for later processes. This means that a total of 16 individuals were identified as true outliers; thus, there were more individual outliers than for Cohort 1. A total of 112 potential outliers across the four categories (28 individuals x 4) gives an outlier percentage of 14.29% (16/112). We see that there is more variation for Cohort 2, and I propose that this is linked to the increased frequency of reduction in general for them. Given the organisation of the course, they were able to create their own norms for reduction as a cohort, and as a result there could be more individual variation. Variation seems to be linked to the possibility for interaction, and thus the amount of reduction and amount of variation are related.
Conclusions
To conclude, this study has looked at the relative frequencies of reduction processes in L2 computer-mediated communication. It appeared that the students were somewhat aware of the conventions of English computer-mediated communication, in that they produced more tokens of clippings, rather than the preferred homophone and phonetic respellings of Vietnamese chat language. Thus, there was little evidence of the influence of Vietnamese on their reduction behavior, which went against the first hypothesis. Further, it has been demonstrated that there are not many genuine outliers in terms of individuals who under-or over-produce particular reduction processes. This, therefore, supports what has been argued in Refs. [25, 39] and [38] ; and adopted in the second hypothesis, that individuals in communities tend to follow the linguistic behavior of their speech community, and that non-native speakers follow native norms in this respect. There were more genuine outliers in the cohort which produced more reduced forms overall. Thus, it was also argued that the amount of interaction among cohort members results in more reduction and more individual variation (see Tables 16 and 17) .
Hopefully, the method of visual representation that has been used, in particular, helps to develop an understanding of the extent of individual variation in speech communities. Naturally, variation can be analysed in many different communities to see if this result is supported, both for native and non-native speakers. What happens in communities of mixed native and non-native speakers is another interesting area of possible further research. This is a very rich and complex area of research, and this article is one small contribution to our overall understanding of linguistic behavior in speech communities.
Appendix C. Supplementary data
Supplementary data related to this article can be found at http://dx.doi.org/10.1016/j.amper.2018.03.001. 
Appendix A. Reductions in Cohort 1

