The alternating methods for solving the large system of linear equations Ax = b are investigated. The convergence and the monotone convergence theories for the alternating method are formulated when the coe cient matrix is an H -matrix or a monotone matrix. Su cient conditions are established for the induced splitting by the alternating method to be a regular splitting. Furthermore, new comparison theorems which improve previous comparison theorems are proved and several concrete applications are given.
Introduction
For the large system of linear equations Ax = b;
(1.1)
The Alternating Method. Given an initial vector x 0 , for k = 0; 1; 2; : : : ;
where A=M −N =P−Q are two splittings of A. They proved its convergence under certain conditions when the coe cient matrix A is a monotone matrix or a symmetric positive-deÿnite matrix, and gave a comparison theorem for the induced splitting by the alternating method.
In this paper, we further consider whether the convergence theory of the alternating method can be extended to a more general class of matrices such as the class of H -matrices; see Section 3. Benzi and Szyld [2] showed that the induced splitting A = B − C was weak regular if the splittings A = M − N = P − Q were weak regular. Meanwhile, they gave an example to show that the induced splitting is not regular though the two splittings are regular. We analyze the conditions that guarantee the induced splitting to be a regular splitting. In order to investigate the monotone convergence of the alternating method, we establish some comparison theorems from di erent splittings for this method; see Section 4. Based on the comparison theorems above, we establish in detail the monotone convergence theory of this method, and investigate the in uences of di erent splittings in Section 5.
Preliminaries
Let A ∈ R n×n . We denote by A¿0 a nonnegative matrix, |A| the absolute value of matrix A, and (A) the spectral radius of A. If we set
(2.1)
then the alternating method can be expressed equivalently as the following simple iteration:
It is evident that For weak regular splittings of monotone matrices there exist well-known comparison theorems. Here, we mention the theorem due to Csordas and Varga [3] and Elsner [4] . 
Convergence theory for the class of H -matrices
In this section, we will prove the convergence of the alternating method when the coe cient matrix A is an H -matrix.
Theorem 3.1. Let A be an H -matrix; and A = M − N = P − Q be H -compatible splittings. Then the sequence {x k } generated by the alternating method converges to the unique solution of (1:1) for any initial vector x 0 .
Proof. From (2.2) and (2.3) we know that we only need to demonstrate (T ) ¡ 1.
It is obvious that (T ) ¡ 1 if (|T |) ¡ 1. From H -compatible splitting we have that
are both M -splittings of the comparison matrix A , respectively. Moreover,
Thus, we obtain
We use Theorem 2.5 to see immediately that ( T ) ¡ 1: Therefore, (T ) ¡ 1, we obtain the conclusion of this theorem.
Comparison theorems
In this section, we will establish the comparison theorem when the coe cient matrix A is a monotone matrix. Proof. By Theorem 2.5, we know that we only need to show C¿0. For B and C, Benzi and Szyld [2] gave the following form:
We have completed the proof of the theorem.
We give the splittings as in [2, Example 3.3] .
the induced splitting is not regular. Obviously, the splitting does not satisfy the condition of Theorem 4.1 yet.
2 T 2 ¿0 holds; then (T 1 )6 (T 2 ) provided the following conditions are satisÿed
Proof. Let A=B 1 −C 1 =B 2 −C 2 be splittings induced by the iteration matrices T 1 and T 2 , respectively. Then they are weak regular; moreover,
By Theorem 2.6, we only need to show that B −1
Thus, we obtain the conclusion of this theorem. 
Proof. From A = M − N = P − Q, it follows that
Let u = (P −1 Q); w = (M −1 N ), and let y¿0 such that
Since Q¿0 and y¿0, we have x = Py = (1=u)Qy¿0. Using M −1 ¿rP −1 , we obtain
Thus,
This is equivalent to
which gives the conclusion of the theorem.
. Let L and U , respectively, be the strictly lower and strictly upper triangular matrices of A. It is well known that SOR splitting is as follows:
which is called Gauss-Seidel splitting if ! = 1.
Corollary 4.7. Let A be a nonsingular M -matrix. Let !¿1 and SOR splitting be a weak regular splitting; then SOR 61 − ! + ! GS .
Thus, from Theorem 4.6 we obtain the conclusion of this theorem. 
Proof. Let A = B − C be the induced splitting by T . We have the following two matrix identities
By assumptions of this theorem, we obtain
On the other hand, it is known that
Thus, (4.4) and (4.5) imply that
Let w = (M −1 N ), and let x¿0 such that M −1 Nx = wx, (4.6) yields
which implies that
and, similarly,
By simple computation, we obtain (4.2).
Here, we give some applications of these comparison theorems. Assume that A is an M -matrix, if we take M k and P k to be one of the following:
, L and U are the strictly lower and upper triangular matrices of A, respectively, and 06V 6L; 06W 6U . Thus, we obtain special alternating methods as follows:
(a) the successive Jacobi iteration (i); (b) the symmetric Gauss-Seidel iteration (ii); (c) the generalized symmetric Gauss-Seidel iteration (iii).
Since M 2 + P 2 − A = D, the induced splitting by the symmetric Gauss-Seidel iteration is regular. Thus, we obtain (T 2 )6 (T 3 )6 2 (T 1 ):
Monotone convergence
In this section, we will prove the monotone convergence of the alternating method and establish the corresponding monotone comparison theorem when the coe cient matrix A is a monotone matrix. 
Proof. Under the condition of this theorem we have T ¿0 and R¿0. Then (i) follows by induction and by the fact that x 0 6A −1 b6y 0 . Furthermore, (ii) is a direct conclusion of (i), while (iii) can be obtained immediately from (2.2). Proof. By alternating iteration, we obtain
Hence, the left-hand-side inequality of (5.1) follows directly by induction. Similarly, we can prove the right-hand-side inequality of (5.1).
Theorem 5.3. Let x 0 ; y 0 ∈ R n satisfy Ax 0 6b6Ay 0 ; let {x k }; {y k } be two sequences generated by the alternating method corresponding to splittings A = M 1 − N 1 = P 1 − Q 1 ; which start with x 0 and y 0 ; respectively. Let { x k }; { y k } be two sequences generated by the alternating method corresponding to splittings A = M 2 − N 2 = P 2 − Q 2 ; which start with x 0 and y 0 ; respectively. Assume Proof. By (2.2) and (2.3), we know that x k+1 = x k + R 1 (b − Ax k ); y k+1 = y k + R 1 (b − Ay k );
So we obtain
By making use of Theorems 5.1 and 5.2, we see that to prove (5.2) inductively we only need to verify that
Analogous to the proof of Theorem 4:3, we can obtain (5.3). Thus, we have completed the proof of this theorem.
