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On Validated Computing in Algebraic Number Fields
MICHAEL E. POHST
Fachbereich Mathematik, Technische Universita˜t Berlin, 10623 Berlin, Germany
In this paper we discuss several computations with elements of algebraic number flelds F
which either require numerical calculations or are at least speeded up considerably by
their use. Since the results can be uniquely represented by (sequences of) rational in-
tegers, those numerical calculations should clearly be performed by validated methods.
Hence, the intention of this paper is to point out important number theoretical problems
which can be adequately solved only by the use of symbolic and validated computations.
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1. Preliminaries
Throughout this paper F denotes an algebraic number fleld of degree n over the rational
numbers Q . We assume that it is generated by a root ‰ of a monic irreducible polynomial
f(t) = tn + a1tn¡1 + ¢ ¢ ¢+ an 2 Z[t]:
Over the complex numbers C the polynomial f(t) can be split into the product of linear
factors:
f(t) =
nY
j=1
(t¡ ‰(j));
where the conjugates ‰ = ‰(1); : : : ; ‰(n) are ordered as usual, i.e. ‰(1); : : : ; ‰(r1) 2 R and
‰(r1+1); : : : ; ‰(n) 2 C n R subject to ‰(r1+j) = ‰(r1+r2+j) (1 • j • r2). (We note that ‰
denotes the complex conjugate of ‰.) In particular, we have
n = r1 + 2r2:
Any element fi of F can be represented as a linear combination of 1; ‰; : : : ; ‰n¡1 with
rational coe–cients. Substituting ‰(j) for ‰ in that representation we obtain the jth
conjugate fi(j) of fi (1 • j • n). Arithmetical problems usually require computations
with algebraic integers contained in F, i.e. those elements of F whose minimal polynomials
have coe–cients in Z. They form a ring oF with a Z-basis !1; : : : ; !n (integral basis of F ),
the so-called maximal order of F . This is related to a very important invariant of F , the
discriminant dF of F , via
dF = (det((!
(j)
i )1•i;j•n))
2:
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We note that none of the methods discussed in this paper makes use of the maximality
property of oF. Hence, in the following we consider arbitrary orders R of F , i.e. unitary
subrings of F with a Z-basis of n elements. By a suitable choice of the generating element ‰
for F , we can assume that the order R under consideration contains the equation order
Z[‰]. Then R has a basis fi1; : : : ; fin of the form
fii =
µi¡1X
j=0
rij‰
j + ‰i
¶
=Ni (1 • i • n) (1.1)
subject to
Ni 2 Z>0; rij 2 Z; 0 • rij < Ni; (oF : R) = N1 : : : Nn:
Any element fl of F can then be represented by a vector of n rational numbers via
fl =
nX
i=1
bifii (bi 2 Q): (1.2)
We note that fl 2 R precisely if bi 2 Z (1 • i • n). Addition and subtraction of the
elements of R is immediate by performing these operations on the coe–cient vectors.
Multiplication is also easy once we have a multiplication table for the basis elements, i.e.
an n3-array of rational integers ¡(k; i; j) satisfying
fiifij =
nX
k=1
¡(k; i; j)fik (1 • i; j • n): (1.3)
The constants ¡(k; i; j) are easily calculated using (1.1) and the equation f(‰) = 0 which
yields representations of ‰m for m ‚ n by 1; ‰; : : : ; ‰n¡1 with coe–cients in Z. We note
that a proper choice of a basis of R is important in order to produce small constants.
For this, lattice reduction methods are applied. In order to make R a lattice we equip F
with a scalar product in the usual way:
h; i : F £ F ! R : (x; y) 7!
nX
j=1
x(j)y(j):
Fixing a basis fi1; : : : ; fin of R, hx; xi becomes a positive deflnite quadratic form with
coe–cient matrix A = (hfii; fiji)1•i;j•n and (R;A) becomes a lattice. We observe that
the entries of this Gram matrix are real algebraic integers which belong to Z when
all zeros of f(t) are real, i.e. the fleld F is totally real. In all other cases we need to
work with approximations to the zeros of f(t) and to all the conjugates of the basis
elements. The result of such calculations will often be a coe–cient vector (b1; : : : ; bn) of
the representation of an element fl of F in the form (1.2) and we want to know whether fl
belongs to R. Using interval arithmetic we obtain intervals for all coe–cients bi. If one
of those intervals does not contain a rational integer the element fl of F is not contained
in R, hence our problem is not solvable in R. If each of the obtained intervals for bi
(1 • i • n) contains at least one rational integer ~bi then fl =
Pn
i=1
~bifii is a candidate
for a solution contained in R. Whether the integer solutions b1; : : : ; bn obtained in this
way do indeed correspond to solutions of R can usually be checked very rapidly by all-
integer calculations. For many problems (see Section 2) we know that there is precisely
one solution in R. This is determined correctly if each obtained interval contains precisely
one rational integer. If we obtain several candidates we again flnd the correct one rapidly
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by all-integer calculations. In the rare remaining cases the quality of the approximations is
not su–cient. Either the accuracy needs to be increased or we will use a slower, preferably
an all-integer, algorithm.
A basis of R which is LLL-reduced with respect to the introduced scalar product has,
in general, a multiplication table with much smaller entries. (LLL-reduction refers to
reduction in the sense of Lenstra et al. (1982).) We remark, however, that precision is
usually unimportant for basis reduction since in most cases we are only interested in bases
which are close to being LLL-reduced in the sense that the flrst basis vector satisfles a
suitable inequality, i.e. its length is bounded by 2(n¡1)=4 times the nth root of the mesh
of the lattice, which is deflned as the square root of the determinant of the corresponding
Gram matrix. This inequality can easily be checked after each basis reduction step.
Before we outline our program we need to introduce two rational numbers attached to
each element of F . For our flxed basis fi1; : : : ; fin we consider the corresponding regular
representation deflned by the mapping
F ! Qn£n : x 7!Mx
satisfying
x(fi1; : : : ; fin) = (fi1; : : : ; fin)Mx: (1.4)
The matrix Mx has entries in Z iff x 2 R. Whereas Mx strongly depends on the given
basis, its trace and its determinant are independent from it. Hence, we can deflne the
trace Tr and the norm N of an element x 2 F by
Tr : F ! Q : x 7! Tr(Mx) =
Pn
j=1 x
(j);
N : F ! Q : x 7! det(Mx) =
Qn
j=1 x
(j):
(1.5)
In the subsequent sections we consider the following arithmetical problems related to
the order R:
† computing the norm of an element of R,
† computing the quotient of two elements of R, respectively, deciding, whether it is
contained in R,
† solving a norm equation in R, i.e. calculating all elements fi 2 R with N(fi) = K
for a given rational integer K.
Although the flrst two tasks at least can be solved using all-integer arithmetic, we shall
show that in important applications °oating-point arithmetic is much faster. To guar-
antee an exact result though we need validated computations. If a norm equation has a
solution it is usually exhibited without much di–culty. The tough part is to prove that
there are no (further) solutions. This again requires validated computations. The advent
of the latter in computer algebra systems is yet to be seen. As a consequence of these
considerations, their introduction into number theoretical software is currently being
discussed by the KANT group in Berlin (formerly Du˜sseldorf; see Fachgruppe Comput-
eralgebra der GI, DMV and GAMM (1993), Daberkow et al. (1997)). For the number
theoretical background, the reader is referred to Cohen (1993), Pohst (1993), Pohst and
Zassenhaus (1989).
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2. Norms and Inverse Elements
We adopt the notation of Section 1. An element fl of the order R is assumed to be repre-
sented by an array (b1; : : : ; bn) 2 Zn of coe–cients of (1.2) for a flxed Z-basis fi1; : : : ; fin
of R. The regular representation matrix Mfl of fl is easily calculated by (1.2), (1.3),
and (1.4), and, consequently, the norm N(fl) of fl is the determinant of Mfl according
to (1.5). However, the calculation of the determinant of an n £ n matrix, for example,
requires O(n3) operations, the exponent of n becoming even larger if all calculations are
done integrally, as in calculating the Hermite normal form of that matrix.
There are, however, tasks in algebraic number theory which require a huge number
of norm computations of elements over a flxed order R. This is the case, for example,
in all applications to Diophantine problems, where one needs to know the full set of
independent or even fundamental units of R (see also the next section). In this case we
must calculate the norms of elements much faster. Hence, we precompute approximations
to the conjugates fi(j)i (1 • i; j • n), i.e. to the real and imaginary parts, denoted <
and =, respectively, of fi(j)i . Then fl(j) =
Pn
i=1 bifi
(j)
i and N(fl) =
Qi
j=1 fl
(j) can be
calculated by O(n2) operations. Because °oating-point arithmetic is used, the outcome
is guaranteed to be correct only if the computational error is less than 12 in the end. This
goal can easily be achieved by validated computations.
The situation is similar for the computation of quotients in R. For fi; fl 2 R, fl 6= 0,
we want to determine h 2 Z>0 minimal and ° 2 R such that
hfi=fl = °: (2.1)
A suitable positive integer m satisfying mfi=fl 2 R is easily found. Considering the
characteristic polynomial of fl (with respect to (1.4)), we easily see that N(fl)=fl 2 R,
hence m = jN(fl)j will do the job. If we set
° =
nX
i=1
cifii;
then the vector (c1; : : : ; cn)tr (where \tr" means the transpose of that vector) solves the
linear system of equations0BBBBBBBBBBBBBBBB@
fi
(1)
1 ¢ ¢ ¢ fi(1)n
...
...
fi
(r1)
1 ¢ ¢ ¢ fi(r1)n
<fi(r1+1)1 ¢ ¢ ¢ <fi(r1+1)n
=fi(r1+1)1 ¢ ¢ ¢ =fi(r1+1)n
...
...
<fi(r1+r2)1 ¢ ¢ ¢ <fi(r1+r2)n
=fi(r1+r2)1 ¢ ¢ ¢ =fi(r1+r2)n
1CCCCCCCCCCCCCCCCA
0B@ x1...
xn
1CA =
0BBBBBBBBBBBBBB@
mfi(1)=fl(1)
...
mfi(r1)=fl(r1)
<(mfi(r1+1)=fl(r1+1))
=(mfi(r1+1)=fl(r1+1))
...
<(mfi(r1+r2)=fl(r1+r2))
=(mfi(r1+r2)=fl(r1+r2))
1CCCCCCCCCCCCCCA
:
If we precompute the inverse of that coe–cient matrix, the solution ° of (2.1) can
be calculated by just one multiplication of the inverse matrix with the column of the
right-hand side. We know that the correct result of these calculations has all-integer
coordinates. Hence, if we carry out these computations with validated methods, then we
get intervals for the xi (1 • i • n). Since we know that there is exactly one integer
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solution there are just two possibilities. If each interval contains precisely one rational
integer, say ci, then (c1; : : : ; cn)tr is the correct solution. If there is at least one interval
containing two integers then the chosen precision was not su–cient. In any case the
answer|either the correct solution or undecidability|requires only O(n2) operations.
For correct solutions ci (1 • i • n) and m need to be replaced by ci=c and h = m=c for
c = gcdfc1; : : : ; cn;mg. We note that fifl 2 R iff mjci for 1 • i • n.
Remark. As pointed out in Section 1 results which include intervals containing more
than one rational integer can also be used if the total set of potential solutions is small.
Their number is just the product of the numbers of rational integers contained in the n
intervals. For each candidate it can be checked whether it is indeed a solution by just
one multiplication of algebraic integers also requiring O(n2) operations.
The advantage of the proposed method is twofold. It is fast and we will almost always
obtain the correct result if we choose a suitable initial precision. In the rare event of
failure we still have the option of choosing one of the slower methods sketched below
or we omit that computation altogether. We can do this because in the course of unit
computations (Pohst and Zassenhaus, 1989) we need to test large sets of pairs fi; fl for
divisibility in R and not considering several of these pairs does not have much impact on
the method.
We conclude this section by a brief presentation of two other frequently used methods
for solving (2.1). The flrst method makes use of polynomial arithmetic. Express fl in
successive powers of ‰, i.e. fl =
Pn
i=1 fli‰
i¡1 (fli 2 Q). Set g(t) =
Pn
i=1 flit
i¡1 2 Q[t].
Since f(t) is irreducible, the extended euclidean algorithm yields u(t); v(t) 2 Q[t], both
of degree at most n ¡ 1, satisfying u(t)g(t) + v(t)f(t) = 1. Clearly, u(‰) = 1g(‰) ; we
express u(‰) in terms of fi1; : : : ; fin and obtain the result by multiplication with fi. This
method requires O(n3) operations. However, we need to do polynomial arithmetic over Q
(keeping track of the denominators is likely to yield large coe–cients).
The second method involves solving a system of linear equations over Z. After multi-
plying fi by a suitable m 2 Z‚1 we know that mfi = fl° for some ° = Pni=1 cifii 2 R.
Hence, we need to solve
fl° =
µ nX
i=1
bifii
·‡ nX
j=1
cjfij
¶
=
nX
k=1
fik
µ nX
j=1
cj
µ nX
i=1
¡(k; i; j)bi
¶¶
!= m
nX
i=1
aifii = mfi:
Comparing the coe–cients of the basis elements on both sides this becomes a system of
linear equations with all-integer entries. A solution can be obtained by applying MLLL-
reduction (a modiflcation of LLL) or with Hermite normal form techniques (Pohst, 1993).
This method is the only one which operates exclusively with rational integers. However,
the number of required arithmetical operations is O(n4) for MLLL and even larger, when
we compute the Hermite normal form of the coe–cient matrix.
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3. Norm Equations
For many applications it is important to discuss this subject in a slightly more general
situation. Instead of orders, we consider free Z-modules
M = Z„1 _+ ¢ ¢ ¢ _+Z„k
contained in F . In this paper we stipulate that M consists only of algebraic integers. This
assumption makes it possible to avoid discussing denominators, which is just a technical
matter. Without them, the presentation is much simpler. The regular representation of
fl 2 M is similar to (1.4). We can choose fi1; : : : ; fin as a Z-basis of a suitable order R
containing M , for example. Then the norm of fl is deflned by (1.5). We note that N(fl) 2
Z.
In the following we investigate the problem of determining all elements fl 2M subject
to
N(fl) = K (3.1)
for a given rational integer K (which is assumed to be non-zero). This task arises fre-
quently in solving Diophantine equations, for instance Thue equations and index form
equations (see Tzanakis and de Weger (1992), Gaµal et al. (1994) for example). If " 2M
is a unit of M , i.e. "¡1 2 M as well, then N(") = §1 since the norm is a multiplicative
function. Hence, for any solution fl of (3.1), fl"2m(m 2 Z) is also a solution. If one solution
exists, then there are inflnitely many solutions, provided " is not a root of unity. There-
fore we need to add restrictions to the solution set of (3.1) in which we are interested.
Usually this is done by requiring
Rj • jfl(j)j • Sj (1 • j • n)
for suitable positive constants Rj ; Sj subject to the conditions
Rr1+i = Rr1+r2+i; Sr1+i = Sr1+r2+i (1 • i • r2):
Example 3.1. Let Q(x; y; z) = ax2 + by2 + cz2 with abc 6= 0 be an integral indef-
inite ternary quadratic form (i.e. of the non-zero coe–cients a; b; c 2 Z, exactly two
have the same sign). We may assume that a; b; c are square-free and satisfy gcd(a; b) =
gcd(a; c) = gcd(b; c) = 1. If Q(x; y; z) = 0 has a non-trivial solution (which can be
easily checked), then there is also a non-trivial solution (x0; y0; z0) satisfying jx0j •pjbcj; jy0j • pjacj; jz0j • pjabj. Hence, an enumeration of x; y; z within these bounds,
in principle, provides (x0; y0; z0). In practice, this procedure is too slow in the case
that minfjaj; jbj; jcjg is not really small. We transform the equation Q(x; y; z) = 0 to
ax2 + by2 = ¡cz2 and assume w.l.o.g. that ab < 0. This is equivalent to the norm
equation N(ax +
p¡aby) = ¡acz2 in the module M = Za + Zp¡ab contained in
Q(
p¡ab). From the bounds for x0; y0; z0, we need to solve jN(fi)j • jacjb
pjabjc subject
to jfi(j)j • jajpjbcj+pabpjacj =: Sj (j = 1; 2). Since any fi 2M satisfles jN(fi)j ‚ 1, we
have Rj = 1=Sj . This task can then be solved by the methods outlined in the following.
In several applications, it is more di–cult, and sometimes even impossible, to ob-
tain reasonable upper bounds Sj (for instance, for unit equations). In that case, one
can only compute \small" solutions with this method, i.e. jfl(j)j • 106, for exam-
ple. If M is an order, one can explicitly determine generators ·1; : : : ; ·r for its unit
group (see Pohst and Zassenhaus (1989), Pohst (1994)) (r being the number of real
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zeros plus one-half times the number of complex zeros of f(t) minus one). Then we
are interested only in non-associate solutions fl (two solutions are said to be asso-
ciate if their quotient is a unit). For such solutions we obtain (Pohst and Zassen-
haus, 1989)
Rj = exp
µ
log jKj
n
¡ 1
2
rX
i=1
j log(j·i(j)j)j
¶
• jfl(j)j
• exp
µ
log jKj
n
+
1
2
rX
i=1
j log(j·i(j)j)j
¶
• Sj (1 • j • n):
In the following we present a method for determining all fl 2M subject to
jN(fl)j = K for a given K 2 Z>0 (3.2)
and
Rj • jfl(j)j • Sj (1 • j • n): (3.3)
It is based on the following theorem adopted from Pohst and Zassenhaus (1989).
Theorem 3.1. Let (3.2) and (3.3) be solvable and ° 2 R>0. Let
H : R>1 ! R : t 7! tt¡1 ¡ 1log t ;
G : R>1 ! R : t 7! (1¡H(t))tH(t) +H(t)tH(t)¡1:
Let ‚ 2 R>1 be the unique zero of
F° : R! R : t 7! G(t)¡
µ
1 +
°
K
¶2=n
;
and for 1 • j • n:
Lj :=
„ ¡2
log ‚
µ
logSj ¡ logK
n
¶”
Uj :=
„ ¡2
log ‚
µ
logRj ¡ logK
n
¶”
where the Rj ; Sj satisfy (3.3).
Then there is a solution fl of (3.2), (3.3) subject to
nX
j=1
‚mj jfl(j)j2 • n(K + °)2=n; (3.4)
where m1; : : : ;mn 2 Z satisfy
nX
j=1
mj = 0; Lj • mj • Uj (1 • j • n); mr1+r2+j¡mr1+j 2 f0; 1g (1 • j • r2);
and
#fj j 1 • j • r2; mr1+r2+j ¡mr1+j = 1g 2 f0; 1g:
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Remarks.
1. The parameter ° is chosen to keep the total number of lattice points in (3.4) to be
enumerated small. We calculate
y⁄ := minf(log ‚)1¡r1¡r2G(‚)n=2g
and with a solution ‚⁄ then set (Pohst and Zassenhaus, 1989)
° = (y⁄(log ‚⁄)r1+r2¡1 ¡ 1):
2. The solutions of (3.4) yield all fl 2M with jN(fl)j • K satisfying (3.3).
We note that
Pn
j=1 ‚
mj jfl(j)j2 is a positive deflnite quadratic form Q(x1; : : : ; xk) in
the coe–cients x1; : : : ; xk of the representation fl =
Pk
i=1 xi„i. For the computation of
all solutions of (3.4), we write Q as a sum of full squares using a variant of Cholesky’s
method (Pohst, 1993):
Q(x1; : : : ; xk) =
kX
i=1
qii
µ
xi +
kX
j=i+1
qijxj
¶2
: (3.5)
Using (3.5) all-integer solutions (x1; : : : ; xk) 2 Zk of
Q(x1; : : : ; xk) • n(K + °)2=n (3.6)
are easily calculated recursively (see also Pohst (1993), Pohst and Zassenhaus (1989)).
We now discuss the computational aspects. Clearly, a zero of the unimodal function F°
should be determined by interval arithmetic (Ratschek and Rokne, 1988). Then the
coe–cients aij of
Q(x1; : : : ; xk) = (x1; : : : ; xk)(aij)
0B@ x1...
xk
1CA
are calculated approximately. We sketch the ideas for a proof that the computation of
the qij of (3.5) is numerically stable. Since the matrix (aij) of coe–cients of Q is positive
deflnite, we may stipulate that
jaij j < aii=2 (1 • i < j • k) (3.7)
by changing the basis „1; : : : ; „k, if necessary. In the flrst elimination step we need to
calculate
q11 = a11;
q1j = a1j=a11;
a^ij = aij ¡ a1jq1i (2 • i • j • k):
Because of (3.7), the round-ofi error during these transformations is rather limited. (In
the next step, we increase i by 1 and consider the matrix (a^ij) instead of (aij). Hence,
we are in a situation analogous to the previous one.) Also, we note that
detQ = q11 ¢ ¢ ¢ ¢ ¢ qkk
equals the absolute value of the discriminant dM of M . Because of
qii • aii (1 • i • k)
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and
dM = q11 ¢ ¢ ¢ ¢ ¢ qkk • a11 ¢ ¢ ¢ ¢ ¢ akk;
we have
qii ‚ dM=
Y
1•j•k
j 6=i
aii;
so that the diagonal elements are bounded from below.
This numerical stability usually su–ces when calculating solutions with °oating-point
arithmetic. If becomes more di–cult if the ellipsoid described by (3.4) contains lattice
points on or close to the boundary, or if we need to ensure that no lattice points are
contained at all. In these extremely important cases, we deflnitely need to apply vali-
dated methods, and interval arithmetic is an adequate tool. Namely, lattice points are
presented as integer coe–cient vectors with respect to some lattice basis. Hence, we ob-
tain a solution, or we prove that there is none, or the result is that the chosen precision
is insu–cient for a solution of the problem (Schmidt, 1984). The latter can occur in
the course of the computation of the Cholesky decomposition or|more likely|in the
enumeration of potential solutions. To obtain bounds for the ith coe–cient we need to
compute the square root of the upper boundµ
n(K + °)2=n ¡
kX
k=i+1
qkk
µ
xk +
kX
j=k+1
qkjxj
¶2¶.
qii (3.8)
the interval for which can contain negative numbers. In this case it is impossible to decide
about the existence of solutions. Of course, we can increase the set of potential solutions
by setting the lower bound for (3.8) to 0. Each element of the obtained set of potential
solutions then needs to be tested as to whether (3.6) is indeed satisfled. If it is impossible
to decide this, the problem can only be solved by increasing the precision.
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