Despite the recent progress in deep semi-supervised learning (Semi-SL), the amount of labels still plays a dominant role. The success in self-supervised learning (Self-SL) hints a promising direction to exploit the vast unlabeled data by leveraging an additional set of deterministic labels. In this paper, we propose Deep SelfSemi-Supervised learning (DS 3 L), a flexible multi-task framework with shared parameters that integrates the rotation task in Self-SL with the consistency-based methods in deep Semi-SL. Our method is easy to implement and is complementary to all consistency-based approaches. The experiments demonstrate that our method significantly improves over the published state-of-the-art methods on several standard benchmarks, especially when fewer labels are presented.
Introduction
Deep neural networks (DNNs) have achieved considerable improvement in learning tasks with voluminous labeled data [16] . Nevertheless, collecting high-quality labels is both expensive and time-consuming. The hungriness for labels substantially restricts the prevalence of DNNs in many real-world settings where extensive data comes along with scant labels.
In order to leverage the unlabeled data, there has been active research in semi-supervised learning (Semi-SL) [6, 55, 56] . In recent years, they are combined with deep learning models [25] to boost image recognition performance. Amongst the deep Semi-SL models, the consistency-based approaches [23, 47, 33, 1] have achieved the state-of-the-art results. Under such methods, the input is at least evaluated twice under different model-space and input-space perturbations [2] , which results in a student and a teacher prediction for computing the consistency regularization. To be specific, the relatively stable teacher predictions serve as target labels for the student predictions, the inconsistency will then penalize and regulate the network through back-propagation [42] . Many attempts have already been made to improve the consistency regularization by changing either the teacher or the student predictions [47, 23, 33, 31] .
In spite of the recent progress, the amount of labels still plays a dominant role. With extensive manual efforts, the high-level visual semantics are decoupled into discrete classes, providing strong training signals to guide the optimization process. Inevitably, the effectiveness of the consistency regularization strongly relies on the quality and quantity of the supervision. The more labels are given, the better is the accuracy [23, 1] . Being aware of the significance of manual annotations in learning discriminative features, we propose to advance deep Semi-SL from a complementary perspective that has yet gained enough attention: we can learn from an additional set of targets which emulates the human labels with the help of self-supervised learning (Self-SL).
Self-SL points out a promising direction to generate deterministic proxy labels for the enormous unlabeled data in an unsupervised manner. Without explicit manual annotations, Self-SL methods learn from predefined objectives that are beneficial to the downstream tasks, e.g., depth prediction, object detection, and image classification [21, 40] . It has been applied to Semi-SL image classification [14, 27] , but merely in a pre-trained fashion. The self-supervision tasks are yet to match the performance of supervised pre-training [40, 5] , but this does not prevent us from exploiting extra training signals from the vast unlabeled data.
In this paper, we propose Deep Self-Semi-Supervised learning (DS 3 L), a flexible multi-task framework that integrates the rotation task [14] in Self-SL with the consistency-based methods [47, 23, 33, 1] in deep Semi-SL. We explore surrogate supervisions by augmenting the label set with the easily accessible rotation degrees. The auxiliary rotation task enables the jointly trained convolutional layers to learn discriminative features that generalize well, while the end-to-end formulation outperforms its pre-trained counterpart [14] . In order to mitigate the multi-task weight imbalance issue, we further apply the cyclical cosine annealing with warm restart scheduling [29] to the rotation weight. For the sake of optimization stability, we also shrink the exploding gradients [39] whose norm exceeds the predefined threshold to exclude abrupt large updates.
Overall, our contribution is twofold: (1) We propose the DS 3 L method that is easy to implement and is complementary to all consistency-based approaches; (2) We show that DS 3 L outperforms the published state-of-the-art results on several standard benchmarks by a large margin, especially when fewer labels are presented.
DS
3 L
We begin with the previous consistency-based formulation and subsequently describe the proposed DS 3 L framework. For the semi-supervised image classification problem, we assume there is a data set of N examples that can be divided into two portions: the labeled data set
consists of L samples and the unlabeled data set D U = {x
consists of U samples, where the label y L i ∈ {1, 2, ..., K}, ∀i = 1, ..., L, and L U is often the case. The mapping of the shared convolutional neural network (CNN) is denoted by f θ C , followed by a fully connected layer f θ S , where the parameters are shown in the subscript of the functions. The randomness is embedded in f θ C through dropout, randomized input augmentation, and Gaussian noise [43, 23] . Specifically, the consistency-based methods deal with the following optimization problem:
Cross-entropy is commonly used as the supervised loss L S , while the unsupervised/consistency loss L U can be either Kullback-Leibler (KL) divergence [33] or Mean Square Error (MSE) [23] . The weight ω U determines the strength of the consistency loss, which usually follows a cosine ramp-up schedule [47, 23] .
The ensembling methods consist of three common approaches. Temporal Ensembling (TempEns) [23] and Mean Teacher (MT) [47] keep track of the exponential moving average (EMA) of the past predictions and weights respectively. fast-SWA [1] aggregates the model weights through Stochastic Weight Averaging (SWA) [18] to achieve better generalizability.
The consistency-based approaches and Self-SL are supplementary and can be combined seamlessly.
In this paper, we mainly implement our method based on the fast-SWA since it is currently the state-of-the-art method. The detail formulation of DS 3 L is presented in the following section. The model receives 4 copies of the same image in different orientations and passes them into the shared convolutional layer f θ C . The double-head architecture corresponds to 2 sets of predictions, the 1-out-of-K categories and the four rotation labels. Only the un-rotated images are used to calculate the supervised and unsupervised loss, whilst the rotation loss depends on all the inputs.
Integrating Self-Supervised Image Rotation
We extend the existing framework with an auxiliary Self-SL task in order to extract additional supervision from the unlabeled data. By applying G geometric transformations to the N examples, we can obtain a set of transformed images
. In particular, we adopt the four orientations used in [14] , the augmented self-supervised labels y R i ∈ {0, 1, 2, 3}, ∀i = 1, ..., 4N, and the values of y R i will then correspond to the 0, 90, 180 and 270 rotation degrees respectively. In order to achieve higher performance than models trained separately on each task [1, 14] , we adopt the multi-task learning framework to blend semi-SL and self-SL. The two tasks correspond to making predictions in the space of K object categories and in the space of the four orientations. In this way, the optimization objective becomes the combination of the supervised loss on D L , the consistency loss on D L and D U , and the rotation loss on D R , where each of them incurs gradients flow back to the joint CNN structure. There are several studies demonstrating the superiority of the shared CNN in vision tasks [13, 28, 8] . The joint training scheme encourages more robust representations across tasks, at the same time, calibrating discriminative representations for each specific task [28] . Therefore, we formulate the objective function of DS 3 L as follows:
where f θ R is a fully connected layer that maps the hidden features to the rotation targets and ω R is the weight of the rotation loss. Following [14] , we use the cross-entropy function for the self-supervised loss L R .
The image rotation is chosen for the Self-SL part due to its simplicity and effectiveness. In essence, the rotation loss is forcing the model to be rotation covariance, i.e., given rotated images, the model produces the corresponding labels according to the predefined mapping between the angles and the labels [32] . Intuitively, in order to identify the orientation, it is required to perceive the objects appear in the images. Gidaris et al. [14] has shown that image rotation task captures transferable visual semantics for the image classification. Even though self-supervised labels are weaker than the supervised ones, by leveraging the vast unlabeled data, we are still able to accumulate a considerable amount of supervisory signals. Moreover, the improvement in one of the tasks will naturally reinforce the other one through the joint network.
It is worth noted that the rotated images shall be excluded from the consistency and supervised loss.
It is equivalent to perform data augmentation if an image under different transformations is regarded as samples coming from the same class. Unlike the randomized augmentation in consistency-based models, the geometric transformations are deterministic, including them does not help explore the vicinity in the input space. In addition, the model might even waste its capacity to learn duplicate filters in different orientations [12] , which deteriorates the performance significantly. Therefore, in DS 3 L, we focus on learning semantic features that can identify objects rotated differently, instead of the ones that are invariant to the transformations.
The multi-task formulation improves generalization on the image classification task, however, the progress comes with a cost. The auxiliary rotation task introduces additional optimization and learning difficulties to the system. The relative weighting among the three losses is the main culprit.
Training Tricks
In this section, We introduce three tricks to stabilize the optimization process. Cyclical Cosine Annealing with Warm Restart [29] . The success of the multi-task learning significantly relies on the relative weighting of the losses at each training step [20] . The improper weights may cause the network to overfit to some of the tasks. In such cases, we essentially lose the purpose of using the multi-task framework, and the classification performance may even plunge. The interaction between the tasks is so complicated that babysitting the weights along training is expensive and prohibitive. It is of crucial importance to design a robust weight scheduling for the newly included rotation loss. For simplicity, we build our solution on the basis of the previous handcrafted weights for consistency-based models [1, 47, 37] .
In order to avoid extensive parameter tuning, we extend the cyclical scheduling mechanism proposed by Loshchilov and Hutter [29] to the weight on the rotation loss. The annealing and restarts schedule allows us to automatically explore a broad range of weights. Similar to their findings, our model converges to better or competitive results within fewer epochs. Given the training schedule of C cycles with E epochs each, the rotation weight at the t-th epoch is calculated as:
where ω 0 is the initial weight and the κ is the multiplication factor that adjusts the weight for each cycle.
Gradient norm clipping [39] . Another direct consequence of the imbalance is the exploding gradient problem described in [3] . Unavoidably, we will encounter some weights that are poorly balanced or some training samples that are hard for certain tasks. The incurred large gradient steps substantially destabilize the optimization process and decelerate the convergence rate. The problem can be solved with a classical approach for training the recurrent neural networks [39] .
Pascanu et al. [39] proposed a simple method to scale down the gradients if the Euclidean norm exceeds the predefined threshold. This approach is complementary to all the learning rate and weight scheduling we use. It particularly deals with the unanticipated increase in one of the losses. To be specific, we set ∇f = τ ||∇f || ∇f for any gradient ∇f whose norm is greater than the threshold τ .
Group Normalization [49] . Given that the batch size is quadrupled with the rotation transformations, we conjecture that it is unnecessary or even harmful for the batch normalization (BN) [17] to consider the rotated inputs when computing the mini-batch mean and variance. Group normalization (GN) bypasses the issue through computing the normalization statistics within each group of channels, which is independent of the batch dimension. Wu and He [49] shows that GN performs well with 32 groups or 16 channels per group, we will follow the latter setting in this paper. We empirically compare GN against BN and its variants in Section 4.3
Related work
We will briefly discuss the papers in Semi-SL and Self-SL that are closely related to our model. Semi-SL. There are extensive methods in the Semi-SL literature [56, 6] that improve generalization with the unlabeled data, including but not limited to self-training [50] , graph-based [19] , generative [10, 44, 45] , and disagreement-based [4, 53, 54] models. Most of the methods rely on specific forms of the semi-supervised smoothness assumption, i.e., samples lie closely in the high-density region are expected to have similar or same labels [6] , including the consistency-based methods [23, 47, 33] . The consistency-based approaches aim to train classifiers that are robust to perturbations such as dropout [46] , randomized data augmentation, and Gaussian noise [2] by enforcing consistency between student and teacher predictions. TempEns [23] and MT [47] aggregate the past predictions and weights respectively by EMA to produce more stable teacher predictions. Smooth Neighbors on Teacher Graphs (SNTG) [31] explores the structure of the unlabeled data by constructing a graph on teacher's outputs. Virtual Adversarial Training (VAT) [33] perturbs the input unsupervisedly with the structured noise that alters the student's output the most. In addition to the above methods, fast-SWA [1] averages selected points traversed along the cyclical learning trajectories with equal weighting, which is often based on pre-trained models. Note that the predictions of fast-SWA model do not take the role of teacher, i.e., they are not used to compute the consistency regularization term. Moreover, the recent disagreement-based deep Semi-SL models also demonstrate strong performance [7, 41] . In particular, Tri-Net [7] trains three modules on top of a shared module with different labeled data sets. Deep Co-Training (DCT) [41] extends the Co-training framework by harnessing the adversarial examples [15] . In contrast to the existing methods, our method generates an extra set of labels for the unlabeled data based on Self-SL. Recently, the concurrent work Zhai et al. [52] also combines Self-SL with Semi-SL with constant weight on the rotation loss, which is mainly based on the VAT and pseudo-label methods. Their work is developed independently of ours.
Self-SL. Self-SL is a field of research towards learning visual representation without explicit human labeling, which has attained state-of-the-art performance on unsupervised representation learning benchmarks [14, 5] . The researches focus on designing specific unsupervised pre-training objectives that are beneficial to the downstream tasks, e.g., depth prediction, object detection, and image classification [21, 40, 13] . For image classification, the learning task can be solving a jigsaw puzzle [35] , counting visual primitives [36] , colorizing gray-scale photos [24] and predicting cluster assignments [5] and image rotation degrees [14] . Chen et al. [8] and Lucic et al. [30] demonstrate that incorporating an auxiliary image rotation task improves the quality and stability of the image generation task. Nevertheless, the paradigm has yet to be explored thoroughly in the semi-supervised image classification.
Experiments
We compare our method with all the baseline models on Street View House Numbers (SVHN) [34] , CIFAR-10, and CIFAR-100 [22] data sets. All three benchmarks consist of 32-by-32 RGB images. SVHN has 73257 training samples and 26032 testing samples, each of them presents a centered digit ranging from 0 to 9. CIFAR-10 and CIFAR-100 are composed of 50000 training images and 10000 testing images from 10 and 100 classes respectively, some of the example classes are the shark, horse, truck, and telephone. For all experiments, we report the mean and standard deviation of the error rates over 3 runs on data generated with different random seeds.
The experiments are separated into 2 parts to show that:
• Our method outperforms the state-of-the-art models by a large margin, the improvement is even greater when there are less labeled data.
• Integrating our method to any consistency-based methods steadily improves the performance.
13-layer CNN on CIFAR-10 and CIFAR-100
Firstly, we implement our method on top of the MT and fast-SWA models with a 13-layer CNN on CIFAR-10 and CIFAR-100. For the consistency regularization part of our approach, the hyperparameters are exactly the same as [1] , except the batch normalization layers are replaced by the group normalization ones and we use slightly shorter cycles. Table 1 : CIFAR-10 test error rates (%) with a 13-layer CNN under the different number of labels. We conduct three runs for our methods. The choice of normalization layer and the number of epochs are shown in the parenthesis.
Model
1000 labels 2000 labels 4000 labels 50000 images 50000 images 50000 images Supervised-only [47] 46.43 ± 1.21 33.94 ± 0.73 20.66 ± 0.57 Π model [47] 27.36 ± 1.20 18.02 ± 0.60 13.20 ± 0.27 TempEns [23] 12.16 ± 0.24 VAdD [38] 9.22 ± 0.10 VAT-EntMin [33] 10.55 SNTG [31] 18.41 ± 0.52 13.64 ± 0.32 9.89 ± 0.34 DCT [41] 8.35 ± 0.06 Tri-Net [7] 8.30 ± 0.15 MT (BN, 180) [1] 18.78 ± 0.31 14.43 ± 0.20 11.41 ± 0.27 SWA (BN, 1200) [1] 15.59 ± 0.77 11.42 ± 0.33 9.38 ± 0.28 fast-SWA (BN, 1200) [1] 15.58 ± 0.12 11.02 ± 0. Given that the MT model is trained for 180 epochs, we formulate a 3-cycle cosine annealing with warm restart schedule for the rotation loss. To determine the values of hyper-parameters, we select 5000 samples from the training data as the validation set following [1] . For ω 0 and κ, we perform a randomized search over {1, 3, 10, 30} and {0.9, 0.5, 0.1} in the case of 4000 labeled data points. In the end, we set the initial weight ω 0 = 10 for CIFAR-10, ω 0 = 1 for CIFAR-100, and κ = 0.9 for all experiments. In addition, we apply another 20 learning rate cycles with 30 epochs each based on the pre-trained MT to get the fast-SWA model. To accommodate the learning rate schedule, we set the cycle length E to 30 as well for the rotation loss, while the ω 0 = 10 · 0.9 3 and κ = 1 for all cycles.
The results are displayed in Tab. 1 and Tab. 2. Our method outperforms the state-of-the-art results on the two benchmarks under the different number of human labels by a large margin. To be specific, for the fast-SWA model, we decrease the error rate from 9.05% to 7.14% and from 33.62% to 32.59% for CIFAR-10 and CIFAR-100 respectively.
It is a remarkable fact that the improvements are even larger when there are fewer labeled samples, suggesting that DS 3 L utilizes the unlabeled data more effectively. With merely half or one-fourth of the labels, we are able to achieve better or competitive performance to the baselines using 4000 labels. The performance of the consistency-based models relies on the number of labels to a great extent. However, in DS 3 L, the quantity makes relatively little differences as we have access to the informative self-supervised labels for all the data.
The base models without the rotation loss are also presented to justify the source of improvement is directly from the rotation task. For instance, the error rate of the MT model increase drastically from 18.78% to 29.01% when given 1000 labeled data only, whereas, our method still manage to recover the difference.
WRN-28-2 on SVHN and CIFAR-10
Secondly, we implement DS 3 L based on the shared implementation using a Wide Resnet [51] with 28 layers and the width factor equals to 2 (WRN-28-2) suggested by [37] . Oliver et al. [37] emphasized the importance of comparing Semi-SL methods under the same setting, e.g., data augmentation, Table 2 : CIFAR-100 test error rates (%) with a 13-layer CNN. We conduct three runs for our methods. The choice of normalization layer and the number of epochs are shown in the parenthesis.
Model
10000 labels 50000 images Supervised-only [23] 44.56 ± 0.30 Π model [23] 39.19 ± 0.36 TempEns [23] 38.65 ± 0.51 DCT [41] 34.63 ± 0.14 MT (BN, 180) [1] 35.96 ± 0.77 SWA (BN, 1200) [1] 34.90 ± 1.51 fast-SWA (BN, 1200) [1] 33.62 ± 0.54 data pre-processing, and optimization procedure. In particular, we compare the three methods, Π model, MT, and VAT, to their DS 3 L counterparts. Even though re-tuning the training procedure, such as learning rate and ramp-up schedule, may further improve the performance, we simply follow the original implementation without using GN layers and gradient norm clipping. As we did not modify any technical specification of the base models, please refer to [37] for details on the network and hyper-parameters. The goal is to show the simplicity of our method instead of finding the best-performed setting, so we tune ω 0 and κ only based on the MT model and apply the same values to the other three models. Similar to the previous experiments, we divide the training procedure into 3 cycles. We set ω 0 = 1, κ = 0.2 for SVHN and ω 0 = 0.3, κ = 0.01 for CIFAR-10. In addition, due to memory issue, the batch size is set to 75 instead 100 for the VAT-based methods.
With fairly little engineering and parameter-tuning efforts, we can see that the rotation task improves all the consistency-based models. It clearly evidences that the self-supervised rotation loss and the consistency regularization are reciprocal. 
Ablation Studies
In order to disentangle the contribution of each part of our model, we run the MT model on CIFAR-10 with 4000 labeled data using different weightings and normalization layers.
Weight Scheduling. We compare 3 different weighting schemes under 3 initializations and the results are shown in Tab. 4. With the help of the gradient norm clipping technique, we can see that the performance of the naïve constant schedule is pretty decent yet relatively unstable. The cosine annealing has a lower variance since it explores more combination of weights. Lastly, the restart schedule enjoys the good parts of both. It is less sensitive to the choice of the initial value, and on average works better than the others.
Normalization Layers. The choice of the normalization layers affects the accuracy considerably. We compare GN against the instance normalization (IN) [48] , the layer normalization (LN) [26] , and the originally used BN. IN and LN can be viewed as the special cases of GN, where the number of groups is set to one and the number of channels respectively.
Including the rotation loss consistently improves the accuracy regardless of the underlying normalization layers, while the improvement is larger with GN. We empirically show that we can benefit more from the rotation loss if the batch dimension is decoupled in normalization, the exact reason behind is still unclear.
Conclusions and future work
In this paper, we propose DS 3 L to improve performance on the semi-supervised image recognition by exploiting both Semi-SL and Self-SL tasks with GN, gradient norm clipping, and the cosine annealing warm restart weight scheduling. Our model outperforms state-of-the-art methods on several benchmark data sets.
In future work, we may incorporate specifically designed networks [32, 11] to attain rotation equivariance, such that we can improve the performance through a higher degree of weight sharing. In addition, our success hints the potential in applying other Self-SL methods. We can include more auxiliary tasks and labels [5, 13] to induce more discriminative representations. In such cases, designing a better weight scheduling [20, 9, 28] will also be an important direction.
