Abstract-This paper introduces a technique, called resynchronization, for reducing synchronization overhead in multiprocessor implementations of digital signal processing (DSP) systems. The technique applies to arbitrary collections of dedicated, programmable or configurable processors, such as combinations of programmable DSP's, ASICS, and FPGA subsystems. Thus, it is particularly well-suited to the evolving trend toward heterogeneous single-chip multiprocessors in DSP systems. Resynchronization exploits the well-known observation [43] that in a given multiprocessor implementation, certain synchronization operations may be redundant in the sense that their associated sequencing requirements are ensured by other synchronizations in the system. The goal of resynchronization is to introduce new synchronizations in such a way that the number of original synchronizations that become redundant exceeds the number of new synchronizations that are added, and thus, the net synchronization cost is reduced.
a micro-controller, a DSP, and custom ASIC circuitry. With increasing levels of integration, it is now feasible to integrate such heterogeneous systems entirely on a single chip. The design task of such multiprocessor systems-on-a-chip is complex, and the complexity will only increase in the future.
A critical issue in the design of embedded multiprocessors is managing communication and synchronization between the heterogeneous processing elements. In this paper, we focus on the problem of minimizing communication and synchronization overhead in embedded multiprocessors. We propose algorithms that automate the process of designing synchronization points in a shared-memory multiprocessor system with the objective of reducing synchronization overhead.
Specifically, we develop a technique called resynchronization for reducing the rate at which synchronization operations must be performed in a shared-memory multiprocessor system. Resynchronization is based on the concept that there can be redundancy in the synchronization functions of a given multiprocessor implementation, and the objective of resynchronization is to introduce new synchronizations in such a way that the number of original synchronizations that consequently become redundant is significantly more than the number of new synchronizations.
We study this problem in the context of self-timed execution of iterative synchronous dataflow (SDF) specifications, which are SDF representations of computations that are to be repeated indefinitely. In SDF, an application is represented as a directed graph in which vertices (actors) represent computational tasks of arbitrary complexity, edges specify data dependences, and the number of data values (tokens) produced and consumed by each actor is fixed.
Although the model is too restricted for many general-purpose applications, iterative SDF has proven to be a useful framework for representing a significant class of DSP algorithms, and it has been used as a foundation for numerous DSP design environments [10] , [26] , [40] , [42] . A wide variety of techniques have been developed to schedule SDF specifications for efficient multiprocessor implementation (e.g., [1] , [2] , [11] , [17] , [18] , [30] , [36] , [40] , [44] and [47] ). The techniques developed in this paper can be used as a post-processing step to improve the performance of implementations that use any of these scheduling techniques.
Each SDF edge has associated a nonnegative integer delay. SDF delays represent initial tokens, and specify dependencies between iterations of actors in iterative execution. For example, if tokens produced by the th invocation of actor are consumed by the th invocation of actor then the edge contains two delays. We assume that the input SDF graph is homogeneous, which means that the numbers of tokens produced and consumed are identically unity. However, since efficient techniques have been developed to convert general SDF graphs into homogeneous graphs [28] , our techniques can easily be adapted to general SDF graphs.
We refer to a homogeneous SDF graph as a dataflow graph (DFG). We represent a DFG by an ordered pair , where is the set of actors and is the set of edges. We refer to the source and sink actors of a DFG edge by and , we denote the delay on by delay , and we frequently represent by the ordered pair . We say that is an output edge of is an input edge of , and is delayless if . Our implementation model involves a self-timed scheduling strategy [29] . Each processor executes the tasks assigned to it in a fixed order that is specified at compile time. Before firing an actor, a processor waits for the data needed by that actor to become available. Thus, processors are required to perform run-time synchronization when they communicate data. This provides robustness when the execution times of tasks are not known precisely or when they may exhibit occasional deviations from their compile-time estimates.
Interprocessor communication (IPC) between processors is assumed to take place through shared memory, which could be global memory between all processors, or could be distributed between pairs of processors (for example, hardware first-infirst-out (FIFO) queues or dual ported memory). Such simple communication mechanisms, as opposed to cross bars and elaborate inter-connection networks, are common in embedded systems, owing to their simplicity and low cost.
Synchronization is performed by setting and testing flags in shared memory. For example, in the BBS protocol [5] for a dataflow edge , a write pointer for is maintained on the processor that executes , a read pointer is maintained on the processor that executes ; and a copy of is maintained in some shared memory location . The pointers and are initialized to zero and , respectively. Just after each execution of , the new data value produced onto is written into the shared memory buffer for at off-set is updated by the operation , where is the buffer size associated with , and is updated to contain the new value of . Just before each execution of , the value contained in is repeatedly examined (with interleaved periods of "backoff" from the shared bus) until it is found to be not equal to ; then the data value residing at offset of the shared memory buffer for is read and is updated by the operation . Similarly, interfaces between hardware and software are typically implemented using memory-mapped registers in the address space of the programmable processor, which can be viewed as a kind of shared memory. Synchronization of such interfaces is achieved using flags that can be tested and set by the programmable component, and the same can be done by an interface controller on the hardware side [20] . Thus, in our context, effective resynchronization results in a significantly reduced rate of accesses to shared memory for the purpose of synchronization.
The resynchronization techniques developed in this paper are designed to improve the throughput of multiprocessor implementations. Frequently in real-time signal processing systems, latency is also an important issue, and although resynchronization improves the throughput, it generally degrades (increases) the latency. In Sections IV and V, we address the problem of resynchronization under the assumption that a relatively large increase in latency is acceptable. Such a scenario arises when the computations occur in a feedforward manner, e.g., audio/video decoding for playback from media such as DVD (Digital Video Disk), and also for a wide variety of simulation applications. Sections VI-VIII, on the other hand, examine the relationship between resynchronization and latency, and address the problem of optimal resynchronization when only a limited increase in latency is tolerable. Such latency constraints are present in interactive applications such as video conferencing and telephony.
II. BACKGROUND
A path in a directed graph is a finite sequence , where each is in , and , for
. We say that the path contains each and each contiguous subsequence of ; is directed from to and each member of is traversed by . A path that is directed from some vertex to itself is called a cycle, and a simple cycle is a cycle of which no proper subsequence is a cycle.
Given a path , the path delay of , denoted Delay , is given by (1) Since the delays on all DFG edges are restricted to be nonnegative, it is easily seen that between any two vertices , either there is no path directed from to , or there exists a minimum-delay path between and . Given a DFG , and vertices in , we define to be equal to if there is no path from to , and equal to the path delay of a minimum-delay path from to if there exist one or more paths from to . If is understood, then we may drop the subscript, and simply write " " in place of " ."
By a subgraph of , we mean the directed graph formed by any together with the set of edges . We denote the subgraph associated with the vertex-subset by subgraph . We say that is strongly connected if for each pair of distinct vertices , there is a path directed from to and there is a path directed from to . We say that a subset is strongly connected if subgraph is strongly connected. A strongly connected component (SCC) of is a strongly connected subset such that no strongly connected subset of properly contains . If is an SCC, then when there is no ambiguity, we may also say that subgraph is an SCC. An SCC is a source SCC if it has no predecessor SCC; an SCC is a sink SCC if it has no successor SCC; and an SCC is an internal SCC if it is neither a source SCC nor a sink SCC. An edge is a feedforward edge if it is not contained in an SCC, or equivalently, if it is not contained in a cycle; an edge that is contained in at least one cycle is called a feedback edge.
We denote the number of elements in a finite set by .
III. SYNCHRONIZATION MODEL
In this section, we review the model that we use for analyzing synchronization in self-timed multiprocessor systems. The model was originally developed in [45] to study the execution patterns of actors under self-timed evolution, and in [5], the model was augmented for the analysis of synchronization overhead.
A DFG representation of an application is called an application DFG. For each task in a given application DFG , we assume that an estimate (a nonnegative integer) of the execution time is available. Given a multiprocessor schedule for , we derive a data structure called the IPC graph, denoted , by instantiating a vertex for each task, connecting an edge from each task to the task that succeeds it on the same processor, and adding an edge that has unit delay from the last task on each processor to the first task on the same processor. Also, for each edge in that connects tasks that execute on different processors, an IPC edge is instantiated in from to . Fig. 1 (c) shows the IPC graph that corresponds to the application DFG of Fig. 1(a, b) and the processor assignment / actor ordering of Fig. 1(a, b) .
Each edge in represents the synchronization constraint (2) where start and end respectively represent the times at which invocation of actor begins execution and completes execution.
A. The Synchronization Graph
Initially, an IPC edge in represents two functions: reading and writing of tokens into the corresponding buffer, and synchronization between the sender and the receiver. To differentiate these functions, we define another graph called the synchronization graph, in which edges between tasks assigned to different processors, called synchronization edges, represent synchronization constraints only.
Initially, the synchronization graph is identical to . However, resynchronization modifies the synchronization graph by adding and deleting synchronization edges. After resynchronization, the IPC edges in represent buffer activity and are implemented as buffers in shared memory, whereas the synchronization edges represent synchronization constraints and are implemented by updating and testing flags in shared memory. If there is an IPC edge as well as a synchronization edge between the same pair of actors, then the synchronization protocol is executed before the buffer corresponding to the IPC edge is accessed to ensure sender-receiver synchronization. On the other hand, if there is an IPC edge between two actors in the IPC graph, but there is no synchronization edge between the two, then no synchronization needs to be done before accessing the shared buffer. If there is a synchronization edge between two actors but no IPC edge, then no shared buffer is allocated between the two actors; only the corresponding synchronization protocol is invoked. Details on the operation of synchronization protocols for self-timed dataflow schedules can be found in [5] .
B. Estimated Throughput
If the execution time of each actor is a fixed constant for all invocations of , and the time required for IPC is ignored (assumed to be zero), then as a consequence of Reiter's analysis [41] , the throughput (number of DFG iterations per unit time) of a synchronization graph is given by , where
If the maximum in (3) is infinite, there exists at least one delay free cycle in , which means that the schedule modeled by the synchronization graph is deadlocked. In the remainder of this paper, we are concerned only with synchronization graphs that result from schedules that are not deadlocked. Thus, we assume the absence of delay-free cycles. In practice, this assumption is not a problem since delay-free cycles can be detected efficiently [22] .
The quotient in (3) is called the cycle mean of the cycle , and the entire quantity on the RHS of (3) is called the maximum cycle mean of . A cycle whose cycle mean is equal to the maximum cycle mean is called a critical cycle. Since in our problem context we only have execution time estimates available instead of exact values, we replace with the corresponding estimate in (3) to obtain an estimate of the maximum cycle mean. The reciprocal of this estimate of the maximum cycle mean is called the estimated throughput. The objective of resynchronization is to increase the actual throughput by reducing the rate at which synchronization operations must be performed, while making sure that the estimated throughput is not degraded.
C. Preservation and Subsumption in Synchronization Graphs
Any transformation that we perform on the synchronization graph must respect the synchronization constraints implied by . If we ensure this, then we only need to implement the , there is a path in that enforces the synchronization constraint specified by . A synchronization edge is redundant in a synchronization graph if its removal yields a graph that preserves . The synchronization graph is reduced if contains no redundant synchronization edges. For example, in Fig. 1(c) , the synchronization edge is redundant due to the path . Given a synchronization graph , let be a synchronization edge in , and let be an ordered pair of actors in . We say that subsumes in if . Thus, every synchronization edge subsumes itself, and intuitively, if is a synchronization edge, then subsumes if and only if a zero-delay synchronization edge directed from to makes redundant. Given an ordered pair of actors, the set of synchronization edges that are subsumed by is denoted .
IV. RESYNCHRONIZATION
We refer to the process of adding one or more new synchronization edges and removing the redundant edges that result as resynchronization (defined more precisely below). Fig. 2 (a) illustrates how this concept can be used to reduce the total number of synchronizations in a multiprocessor implementation. Here, the dashed edges represent synchronization edges. Observe that if we insert the new synchronization edge , then two of the original synchronization edgesand -become redundant. Since redundant synchronization edges can be removed from the synchronization graph to yield an equivalent synchronization graph, we see that the net effect of adding the synchronization edge is to reduce the number of synchronization edges that need to be implemented by 1. In Fig. 2(b) , we show the synchronization graph that results from inserting the resynchronization edge into Fig. 2(a) , and then removing the redundant synchronization edges that result.
Definition 1 gives a formal definition of resynchronization that we will use throughout the remainder of this paper. This considers resynchronization only "across" feedforward edges. Resynchronization that includes inserting edges into SCC's is also possible; however, in general, such resynchronization may increase the estimated throughput (see Theorem 2). Thus, for our objectives, it must be verified that each new synchronization edge introduced in an SCC does not decrease the estimated throughput. To avoid this complication, which requires a check of significant complexity , where is the modified synchronization graph-this is using the Bellman-Ford algorithm described in [27] ) for each candidate resynchronization edge, we focus only on "feedforward" resynchronization in this paper. Future research will address combining the insights developed here for feedforward resynchronization with efficient techniques to estimate the impact that a given feedback resynchronization edge has on the estimated throughput.
Opportunities for feedforward resynchronization are particularly abundant in the dedicated hardware implementation of dataflow graphs. If each actor is mapped to a separate piece of hardware, as in the VLSI dataflow arrays of Kung et al. [25] , then for any application graph that is acyclic, every communication channel between two units will have an associated feedforward synchronization edge. Feedforward synchronization edges also arise naturally in multiprocessor software implementations as well. A software example of a music synthesis application is presented in detail in Section VIII.
Definition 1: Suppose that is a synchronization graph, and is the set of all feedforward edges in . A resynchronization of is a finite set of edges that are not necessarily contained in , but whose source and sink vertices are in , such that a) are feedforward edges in the DFG ; and b) preserves -that is, for all . Each member of that is not in is called a resynchronization edge of the resynchronization , is called the resynchronized graph associated with , and this graph is denoted by . If we let denote the graph in Fig. 2 , then the set of feedforward edges is ; is a resynchronization of ; Fig. 2(b) shows the DFG ; and from Fig. 2(b) , it is easily verified that , , and satisfy conditions (a) and (b) of Definition 1.
Lemma 1 [7] : Suppose that and are synchronization graphs such that preserves , and is a path in from actor to actor . Then there is a path in from to such that , and , where denotes the set of actors traversed by the path .
Thus, if a synchronization graph preserves another synchronization graph and is a path in from actor to actor , then there is at least one path in such that 1) the path is directed from to ; 2) the cumulative delay on does not exceed the cumulative delay on ; and 3) every actor that is traversed by is also traversed by (although may traverse one or more actors that are not traversed by ).
As a consequence of Lemma 1, the estimated throughput of a given synchronization graph is always less than or equal to that of every synchronization graph that it preserves.
Theorem 2: If is a synchronization graph, and is a synchronization graph that preserves , then . Proof: Suppose that is a critical cycle in . Lemma 1 guarantees that there is a cycle in such that a) and b) the set of actors that are traversed by is a subset of the set of actors traversed by . Now clearly, b) implies that (4) and this observation together with a) implies that the cycle mean of is greater than or equal to the cycle mean of . Since is a critical cycle in , it follows that . Q.E.D.
Thus, any saving in synchronization cost obtained by rearranging synchronization edges may come at the expense of a decrease in estimated throughput. As implied by Definition 1, we avoid this complication by restricting our attention to feedforward synchronization edges. Clearly, resynchronization that rearranges only feedforward synchronization edges cannot decrease the estimated throughput since no new cycles are introduced and no existing cycles are altered.
We refer to the problem of finding a resynchronization with the fewest number of elements as the maximum-throughput resynchronization problem, or simply, the resynchronization problem. In [7] , we show that the resynchronization problem is NP-hard by deriving a reduction from the classic set covering problem [13] , which is a well-known NP-hard problem.
V. EFFICIENT, OPTIMAL RESYNCHRONIZATION FOR A CLASS OF SYNCHRONIZATION GRAPHS
In this section, we show that although optimal resynchronization is intractable for general synchronization graphs, a broad class of synchronization graphs exists for which optimal resynchronizations can be computed using an efficient polynominal-time algorithm.
Definition 2: Suppose that is an SCC in a synchronization graph , and is an actor in . Then is an input hub of if for each feedforward synchronization edge in whose sink actor is in , we have . Similarly, is an output hub of if for each feed-forward synchronization edge in whose source actor is in , we have . We say that is linkable if there exist actors in such that is an input hub, is an output hub, and . A synchronization graph is chainable if each SCC is linkable.
For example, consider the SCC in Fig. 3(a) , and assume that the dashed edges represent the synchronization edges that connect this SCC with other SCC's. This SCC has exactly one input hub, actor , and exactly one output hub, actor , and since , it follows that the SCC is linkable. However, if we remove the edge , then the resulting graph [shown in Fig. 3(b) ] is not linkable since it does not have an output hub. A class of linkable SCC's that occur commonly in practical synchronization graphs are those SCC's that correspond to single-processor subsystems, such as the SCC shown in Fig. 3(c) . In such cases, the first actor executed on the processor is always an input hub and the last actor executed is always an output hub.
In the remainder of this section, we assume that for each linkable SCC, an input hub and output hub are selected such that , and these actors are referred to as the selected input hub and the selected output hub of the associated SCC. Which input hub and output hub are chosen as the "selected" ones make no difference to our discussion of the techniques in this section as long they are selected so that . An important property of linkable synchronization graphs is that if and are distinct linkable SCC's, then all synchronization edges directed from to are subsumed by the single ordered pair , where denotes the selected output hub of and denotes the selected input hub of . Furthermore, if there exists a path between two SCC's of the form where is the selected output hub of , is the selected input hub of , and there exist distinct SCC's such that for are respectively the selected input hub and the selected output hub of , then all synchronization edges between and are redundant. From these properties, an optimal resynchronization for a chainable synchronization graph can be constructed efficiently by computing a topological sort of the SCC's, instantiating a zero delay synchronization edge from the selected output hub of the th SCC in the topological sort to the selected input hub of the th SCC, for , where is the total number of SCC's, and then removing all of the redundant synchronization edges that result.
This chaining technique can be viewed as a generalized form of pipelining, where each SCC in the output synchronization graph corresponds to a pipeline stage. Pipelining has been used extensively to increase throughput via improved parallelism in multiprocessor DSP implementations (see for example, [2] , [18] and [35] ). However, in our application of pipelining, the load of each processor is unchanged, and the estimated throughput is not affected (since no new cyclic paths are introduced), and thus, the benefit to the overall throughput of our chaining technique arises chiefly from the optimal reduction of synchronization overhead.
The chaining technique defined above can be generalized to optimally resynchronize a somewhat broader class of synchronization graphs. This class consists of all synchronization graphs for which each source SCC has an output hub (but not necessarily an input hub), each sink SCC has an input hub (but not necessarily an output hub), and each internal SCC is linkable. In this case, the internal SCC's are pipelined as in the previous algorithm, and then for each source SCC, a synchronization edge is inserted from one of its output hubs to the selected input hub of the first SCC in the pipeline of internal SCC's, and for each sink SCC, a synchronization edge is inserted to one of its input hubs from the selected output hub of the last SCC in the pipeline of internal SCC's. If there are no internal SCC's, then the sink SCC's are pipelined by selecting one input hub from each SCC, and joining these input hubs with a chain of synchronization edges. Then a synchronization edge is inserted from an output hub of each source SCC to an input hub of the first SCC in the chain of sink SCC's.
VI. RESYNCHRONIZATION AND LATENCY
Effective resynchronization reduces the net synchronization overhead in the implementation of a multiprocessor schedule, and improves the overall throughput. However, since additional serialization is imposed by the new synchronizations, resynchronization can produce significant increase in latency. In this and the following two sections, we address the problem of computing an optimal resynchronization among all resynchronizations that do not increase the latency beyond a prespecified upper bound . This enables us to realize some of the benefits of reduced synchronization overhead due to resynchronization, while maintaining the required latency constraint.
Definition 3: Suppose is an application DFG, is a synchronization graph that results from a multiprocessor schedule for is an execution source (an actor that has no input edges or has nonzero delay on all input edges) in , and is an actor in other than . We define the latency from to by . We refer to as the latency input associated with this measure of latency, and we refer to as the latency output.
Intuitively, the latency is the time required for the first invocation of the latency input to influence the associated latency output, and thus, the latency corresponds to the critical path in the dataflow implementation to the first output invocation that is influenced by the input. This interpretation of the latency as the critical path is widely used in VLSI signal processing [24] , [32] .
In general, the latency can be computed by performing a simple simulation of the ASAP (as soon as possible) execution for through the th execution of . Such a simulation can be performed as a functional simulation of a DFG that has the same topology (vertices and edges) as , and that maintains the simulation time of each processor in the values of data tokens. Each initial token (delay) in is initialized to have the value zero, since these tokens are all present at time zero. Then, a data driven simulation of is carried out. In this simulation, an actor may execute whenever it has sufficient data, and the value of the output token produced by the invocation of any actor in the simulation is given by (5) where is the set of token values consumed during the actor execution. In such a simulation, the th token value produced by an actor gives the completion time of the th invocation of in the ASAP execution of . Thus, the latency can be determined as the value of the th output token produced by . With careful implementation of the functional simulator described above, the latency can be determined in time, where , and denotes the number of synchronization edges in . The simulation approach described above is similar to approaches described in [46] .
For a broad class of synchronization graphs, latency can be analyzed even more efficiently during resynchronization. This is the class of synchronization graphs in which the first invocation of the latency output is influenced by the first invocation of the latency input. Equivalently, it is the class of graphs that contain at least one delayless path in the corresponding application DFG directed from the latency input to the latency output. For this class of synchronization graphs, we can directly apply well-known longest-path based techniques for computing latency.
Definition 4: Suppose that is an application DFG, is a source actor in , and is an actor in that is not identical to . If , then we say that is transparent with respect to latency input and latency output . If is a synchronization graph that corresponds to a multiprocessor schedule for , we also say that is transparent. If a synchronization graph is transparent with respect to a latency input/output pair, then the latency can be computed efficiently using longest path calculations on an acyclic graph that is derived from the input synchronization graph . This acyclic graph, which we call the first-iteration graph of , denoted , is constructed by removing all edges from that have nonzero-delay; adding a vertex , which represents the beginning of execution; setting ; and adding delayless edges from to each source actor (other than ) of the partial construction until the only source actor that remains is . Fig. 4 illustrates the derivation of . Given two vertices and in such that there is a path in from to , we denote the sum of the execution times along a path from to that has maximum cumulative execution time by
. That is is a path from to in (6) If there is no path from to , then we define to be . Note that for all , since is acyclic. The values for all pairs can be computed in time, where is the number of actors in , by using a simple adaptation of the Floyd-Warshall algorithm specified in [13] .
The following theorem gives an efficient means for computing the latency for transparent synchronization graphs. A straightforward proof based on induction can be found in [8] .
Theorem 3: Suppose that is a synchronization graph that is transparent with respect to latency input and latency output . Then . Since many practical application graphs contain delayless paths from input to output and these graphs admit a particularly efficient means for computing latency, we have targeted our implementation of latency-constrained resynchronization to the class of transparent synchronization graphs. However, the overall resynchronization framework described in this paper does not depend on any particular method for computing latency; thus, it can be fully applied to general graphs (with a moderate increase in complexity) using the ASAP simulution approach mentioned earlier. Our framework can also be applied to subclasses of synchronization graphs other than transparent graphs for which efficient techniques for computing latency are discovered.
Definition 5: An instance of the latency-constrained resynchronization problem consists of a synchronization graph with latency input and latency output , and a latency constraint . A solution to such an instance is a resynchronization such that 1) , and 2) no resynchronization of that results in a latency less than or equal to has smaller cardinality than .
Given a synchronization graph with latency input and latency output , and a latency constraint , we say that a resynchronization of is a latency-constrained resynchronization (LCR) if . Thus, the latency-constrained resynchronization problem is the problem of determining a minimal LCR.
We have established that the latency-constrained resynchronization problem is NP-hard even for the very restricted subclass of synchronization graphs in which every synchronization graph is transparent, each SCC corresponds to a single actor, and all synchronization edges have zero delay [8] . As with the maximum-throughput resynchronization problem, the intractability of this special case of latency-constrained resynchronization can be established by a reduction from set covering.
VII. TWO-PROCESSOR SYSTEMS
The problem of latency-constrained synchronization for the case where there are only two processors in the system (the 2LCR problem) is an interesting special case. Although the general LCR problem is NP-hard, the 2LCR problem can be solved in polynomial time. This reveals a pattern of complexity that is somewhat analogous to the classic, nonpreemptive multiprocessor scheduling problem with deterministic execution times [19] .
In an instance of the two-processor latency-constrained resynchronization (2LCR) problem, we are given two processors, called the "source processor" and "sink processor"; a set of source processor actors , with associated execution times , such that each is the th actor scheduled on the source processor; a set of sink processor actors , with associated execution times , such that each is the th actor scheduled on the sink processor; a set of nonredundant synchronization edges such that for each , and ; and a latency constraint , which is a positive integer. It is assumed that is the latency input and is the latency output. A solution to such an instance is a minimal resynchronization that satisfies , where is the resynchronized graph. In the remainder of this section, we denote the synchronization graph corresponding to our generic instance of 2LCR by .
An example of an instance of 2LCR is shown in Fig. 5(a) . Here, and we assume that for each actor , and . In this discussion, we assume that is transparent and that delay for all . We refer to the subproblem that results from these restrictions as delayless 2LCR. In this section, we illustrate how delayless 2LCR can be solved in time quadratic in the number of vertices in the synchronization graph. We have extended this approach to solve the general (not necessarily delayless) 2LCR problem in cubic time; we refer the reader to [8] for details on this extension and for formal proofs of the optimality of our techniques for delayless 2LCR and general 2LCR.
The delayless 2LCR problem can be reduced to a special case of set covering called interval covering, in which we are given an ordering of the members of (the set that must be covered) such that the collection of subsets consists entirely of subsets of the form . Thus, while general set covering involves covering a set from a collection of subsets, interval covering amounts to covering an interval from a collection of subintervals. Interval covering can be solved in time using a straightforward approach [8] .
Our algorithm for the 2LCR problem is based on the following result.
Theorem 4 [8] : If is a resynchronization of , then where for and for
The set in the interval covering instance that we derive from is the set of synchronization edges in . To derive the interval covering instance, we start by ordering the synchronization edges according to the order in which the source actors execute on the source processor. This ordering, denoted , is specified by (7) Next, we define to be the set of the source processor actors that satisfy , and for each such that , we define an ordered pair of actors (a "resynchronization candidate") by where (8) Consider the example shown in Fig. 5 (a) (recall that for this example, we assume that for each actor , and ). Here, , and from (8), we have
The set of "interval" subsets of to be covered is then computed as (10) In [8] we show that the family of subsets defined by (10) together with the ordering specified by (7) always forms an instance of interval covering, and that given a solution (minimal cover) to this instance of interval covering, is an optimal latency-constrained resynchronization of .
For Fig. 5(a) , the ordering specified by (7) is (11) and thus from (9), we have (12) It is easily verified that is a minimal cover for from the family of subsets specified by (12) . Thus, we are guaranteed that the resynchronization is an optimal latency-constrained resynchronization of Fig. 5(a) . The synchronization graph that results from this resynchronization is shown in Fig. 5(b) . 
VIII. A HEURISTIC FOR GENERAL SYNCHRONIZATION GRAPHS
In this section, we present a general heuristic for resynchronization called Algorithm Resynchronize that exploits the correspondence to set covering described in Sections IV and VI. Algorithm Resynchronize is based on the simple greedy approximation algorithm for set covering that repeatedly selects a subset that covers the largest number of remaining elements, where a remaining element is an element that is not contained in any of the subsets that have already been selected. In [21] and [31] it is shown that this set covering technique is guaranteed to compute a solution whose cardinality is no greater than times that of the optimal solution, where is the set that is to be covered.
To adapt this set covering technique to resynchronization, we construct an instance of set covering by choosing the set of elements to be covered to be the set of feedforward synchronization edges, and choosing the family of subsets to be (13) where is the maximum tolerable latency, is the input synchronization graph, and is the latency of the synchronization graph that results from adding the resynchronization edge to . The constraint in (13) ensures that inserting the edge does not introduce a cycle, and thus, that it neither introduces deadlock nor reduces the estimated throughput. If , then the algorithm effectively attempts to compute an efficient maximum-throughput resynchronization of ; otherwise, the algorithm computes a latency-constrained resynchronization whose latency is no greater than . Algorithm Resynchronize assumes that the input synchronization graph is reduced (e.g., from the redundant synchronization removal technique of [5] ). The algorithm determines the family of subsets specified by (13) , chooses a member of this family that has maximum cardinality, inserts the corresponding delayless resynchronization edge, removes all synchronization edges that it subsumes, and updates the values for the new synchronization graph that results. This entire process is then repeated on the new synchronization graph, and it continues until it arrives at a synchronization graph for which the computation defined by (13) produces the empty set. Fig. 6 gives a pseudocode specification of this algorithm. 
A. Latency Computation and Algorithm Complexity
In Section VI, we mentioned that transparent synchronization graphs are advantageous for performing latency-constrained resynchronization. If the input synchronization graph is transparent, then assuming that has been determined for all in Algorithm Resynchronize can be computed in time from (14) where is the source actor in , is the latency output, and is the latency of .
Furthermore, can be updated in the same manner as . That is, once the resynchronization edge best is chosen, we have that for each ,
where denotes the maximum cumulative execution time between actors in the first iteration graph after the insertion of the edge best in . The computations in (15) can be performed by inserting the simple for loop shown in Fig. 7 at the end of the else block in Algorithm Resynchronize. Thus, as with the computation of , the Bellman-Ford algorithm need only be invoked once, at the beginning of Algorithm Resynchronize, to initialize . This loop can be inserted immediately before or after the for loop that updates . When the algorithm is customized to transparent synchronization graphs in the manner described above, the time-complexity of Algorithm Resynchronize is , where is the number of actors in the input synchronization graph , and is the number of feedforward synchronization edges [8] . For general (not necessarily transparent) synchronization graphs, we can use the functional simulation approach described in Section VI to determine . This yields a running time of for Algorithm Resynchronize on general synchronization graphs [8] , where is the number of synchronization edges in , and . Fig. 8(a) shows the synchronization graph that results from a six-processor schedule of a synthesizer for plucked-string musical instruments in 11 voices based on the Karplus-Strong technique. There are ten synchronization edges shown, and none of these is redundant. Fig. 8(b)-(f) show how the number and placement of synchronization edges in the result computed by Algorithm Resynchronize change as the latency constraint varies. If just over 50 units of latency can be tolerated beyond the original latency of 170, then the heuristic is able to eliminate a single synchronization edge. No further improvement can be obtained unless roughly another 50 units are allowed, at which point the number of synchronization edges drops to 8, and then down to 7 for an additional 8 time units of allowable latency. If the latency constraint is weakened to 382, just over twice the original latency, then the heuristic is able to reduce the number of synchronization edges to 6. No further improvement is achieved over the relatively large range of (383-644). When , the minimal cost of 5 synchronization edges for this system is attained, which is half that of the original synchronization graph. Table I shows how the average iteration period (the reciprocal of the average throughput) varies with different memory access times for the various resynchronizations of Fig. 8 . Here, the columns labeled -respectively represent the resynchronizations depicted in Fig. 8(a)-(f) . Thus, as we go from column " " to column " ," the number of synchronization edges in the resynchronized solution decreases monotonically. However, as seeninTableI,theaverage iterationperiodneednotexactlyfollow this trend. For example, even though synchronization graph has one synchronization edge more than graph , the iteration period curve for graph lies slightly above that of . This is because the simulations shown in the figure model a shared bus, and take bus contention into account. Thus, even though graph has one less synchronization edge than graph , it entails higher bus contention, and hence results in a higher average iteration period. A similar anomaly is seen between graph and graph . However,weobservesuchanomaliesonlywithinhighlylocalized neighborhoods in which thenumber of synchronizationedges differs by only one. Overall, in a global sense, the figure shows a clear trend of decreasing iteration period with loosening of the latency constraint, and reduction of the number of synchronization edges. Table I also shows a similarly pronounced trend toward reduction in the average rate of shared memory accesses as the number of synchronization edges is reduced. Since shared memory accesses typically consume significant amounts of energy, such reduction in the rate of shared memory accesses is useful in low power applications.
B. Example
IX. RELATED WORK Shaffer has developed an algorithm that removes redundant synchronizations in the self-timed execution of a noniterative DFG [43] . This technique was subsequently extended to handle iterative execution and DFG edges that have delay [5] . These approaches differ from the techniques of this paper in that they only consider the redundancy induced by the original synchronizations; they do not consider the addition of new synchronizations.
Filo, et al. have studied synchronization rearrangement in the context of minimizing the controller area for hardware synthesis of synchronous digital circuitry [14] , [15] . However, due to significant differences in both the scheduling models and the implementation models involved, the techniques developed in [14] and [15] do not extend in any straightforward manner to the resynchronization of synchronization graphs for self-timed multiprocessor implementation, and are significantly different in structure from the methods developed in this paper [7] .
Tradeoffs between latency and throughput have been studied by Potkonjac and Srivastava in the context of transformations for dedicated implementation of linear computations [39] . Because this work is based on synchronous implementations, it does not address the synchronization issues and opportunities that we encounter in our self-timed dataflow context.
Preliminary versions of the material in this paper have been summarized in [4] and [6] .
X. SUMMARY
The goal of resynchronization is to introduce new synchronizations in such a way that the number of original synchronizations that become redundant significantly exceeds the number of new synchronizations. To ensure that the serialization imposed by resynchronization does not degrade the throughput, the new synchronizations are restricted to lie outside of all cycles. We have shown that even in the absence of latency constraints (maximum-throughput resynchronization), optimal resynchronization is intractable. However, we have defined a broad class of systems for which optimal, maximum-throughput resynchronization can be performed in polynomial time.
We have also addressed the problem of latency-constrained resynchronization. Given an upper limit on the allowable latency, the objective of latency-constrained resynchronization is to derive a minimal resynchronization that does not violate this limit. We have established that optimal latency-constrained resynchronization is NP-hard even for a very restricted class of applications; and we have derived an efficient algorithm that computes optimal latency-constrained resynchronizations for two-processor systems.
Additionally, we have presented an effective heuristic framework for maximum-throughput and latency-constrained resynchronization of general systems.
