Abstract-A PCP is a proof system for NP in which the proof can be checked by a probabilistic verifier. The verifier is only allowed to read a very small portion of the proof, and in return is allowed to err with some bounded probability. The probability that the verifier accepts a false proof is called the soundness error, and is an important parameter of a PCP system that one seeks to minimize. Constructing PCPs with sub-constant soundness error and, at the same time, a minimal number of queries into the proof (namely two) is especially important due to applications for inapproximability.
I. INTRODUCTION
The PCP theorem [1] , [2] says that every language in NP can be verified by a polynomial-time verifier that uses O(log n) random bits and queries the proof in a constant number of locations. The verifier is guaranteed to always accept a correct proof, and to accept a false proof with bounded probability (called the soundness error). Following the proof of the PCP theorem, research has been directed towards strengthening the PCP theorem in terms of the important parameters, such as the proof length, the number of queries, and the soundness error.
In parallel, there is a line of work attempting to expand the variety of techniques at our disposal for constructing PCPs. Here the aim is to gain a deeper and more intuitive understanding of why PCP theorems hold. One of the threads in this direction is replacing algebraic constructions by combinatorial ones. This is motivated by the intuition that algebra is not an essential component of PCPs, indeed the definition of PCPs involves no algebra at all. Of course, one may also hope that the discovery of new techniques may lead to new results.
For the "basic" PCP theorem [1] , [2] there have been alternative combinatorial proofs [3] , [4] . It is still a challenge to match stronger PCP theorems with combinatorial constructions. Such is the work of the second author [6] on PCPs with efficient verifiers. In this paper we seek to do so for PCPs in the small soundness error regime.
In this work we give a new construction of a PCP with sub-constant soundness error and two queries 1 . This setting is particularly important for inapproximability, as will be discussed shortly below. Formally, we prove Theorem I.1 (Two-query PCP with small soundness). Every language L ∈ N P has a two-query PCP system with perfect completeness, soundness error 1/poly log n and alphabet size 2 poly log n . Furthermore, the verifier in this PCP system makes only 'projection' queries.
This theorem matches the parameters of the folklore "manifold vs. point" construction which has been the only construction in the literature for this parameter range. The technical heart of that construction is a sub-constant error low degree test [7] , [8] , see full details in [9] .
Our proof of Theorem I.1 is based on the elegant derandomized direct product test of [10] . In a nutshell, our construction is based on applying this test to obtain a "derandomized parallel repetition theorem". While it is not clear how to do this for an arbitrary PCP, it turns out to be possible for PCPs with certain structure. We show how to convert any PCP to a PCP with the required structure, and then prove a "derandomized parallel repetition theorem" for such PCPs, thereby getting Theorem I.1. The derandomized parallel repetition theorem relies on a reduction from the derandomized direct product test of [10] .
The Moshkovitz-Raz Construction.:
Recently, Moshkovitz and Raz [9] constructed even stronger PCPs. Their PCPs have nearly linear proof length, two queries, sub-constant error probability, and hold for all smaller alphabet sizes. Being able to reduce the alphabet size has strong consequences for inapproximability, see [9] for details. The technique of [9] (as evident in the later simplification of [11] ) is essentially based on composition of existing PCP constructs. In fact, their main building block is the "manifold vs. point" construction mentioned above.
Our construction can be extended to yield a so-called decodable PCP [11] , which is an object slightly stronger than a PCP. This can be plugged into the scheme of [11] to give a new proof of the main result of [9] 2 (namely, an analog of Theorem I.1 that works for all smaller alphabet sizes). This will give a completely different construction, one that makes no use of low degree polynomials.
Parallel repetition and Direct Products
A natural approach to constructing PCPs with small soundness error is by parallel repetition. For the rest of this discussion, we consider only PCPs that use only two queries. Let us briefly recall what parallel repetition means in this context. One starts out with a PCP with constant soundness error, and then amplifies the rejection probability by repetition of the verifier. To save on queries the prover is expected to give the k-wise direct product encoding of the original proof. Formally, if π : [n] → Σ describes the original proof then its direct product encoding, denoted by π ⊗k , is the function π ⊗k :
[n] k → Σ k defined by
The new verifier will simulate the original verifier on k independent runs, but will read only two symbols from the new proof, which together contain answers to k independent runs of the original verifier.
The challenge in analyzing the soundness error of this verifier stems from the fact that the proof Π is adversarial, and is not guaranteed to be a direct product encoding π ⊗k of any underlying proof π, as intended in the construction. Raz's celebrated parallel repetition theorem [12] states that the soundness error of this verifier does go down exponentially with k, and this is clearly the best possible.
The main difficulty in proving the parallel repetition theorem stems from the fact that the parallel-repetition proof is not necessarily a legal (direct-product) encoding of another proof. One may try to simplify the analysis by augmenting the parallel repetition with a direct product test. That is, making the verifier test that the given proof Π is a direct product encoding of some string π, and only then running the original parallel repetition verifier. This can sometimes be done without even incurring extra queries. Motivated by this approach Goldreich and Safra [13] suggested and studied the following question:
2 Admittedly, the construction will have polynomial rather than nearlylinear length as in [9] . This we leave for future work.
DP testing: Given a function F : [n] k → Σ k test that it is close to f ⊗k for some f : [n] → Σ.
Let us now describe a two query direct product test. From now on let us make the simplifying assumption that the function F : [n] k → Σ k to be tested is given as a function of ksized subsets rather than tuples, meaning that F (x 1 , . . . , x k ) is the same for any permutation of x 1 , . . . , x k . The test chooses two random k-subsets A, B ∈ [n] k that intersect on a subset S = A ∩ B of a certain prescribed size and accept if and only if F (A) S = F (B) S . This test was analyzed in [3] , [14] , [10] .
Derandomized Direct Product Testing
Recall that our goal is to construct PCPs with sub-constant soundness error. Note however, that since the parallel repetition increases the proof length exponentially in k (and the randomness of the verifier grows k-fold), one can only afford to make a constant number of repetitions. Hence, the soundness error will not be sub-constant.
This leads to the derandomization question, addressed already 15 years ago [15] . Can one recycle randomness of the verifier in the parallel repetition scheme without losing too much in soundness error?
Motivated by this question, Impagliazzo, Kabanets, and Wigderson [10] introduced an excellent method for analyzing the direct product test which allowed them to derandomize it. Namely, they exhibited a relatively small collection of subsets K ⊂ [n] k , and considered the restriction of the direct product encoding f ⊗k to this collection. They then showed that this form of derandomized direct product can be tested using the above test. The collection K is as follows: identify [n] with a vector space F m , let k = |F| d for constant d, and let K be the set of all d-dimensional affine subspaces. One would like to use the derandomized direct product of [10] to obtain a derandomized parallel repetition theorem. Recall that the parallel repetition verifier works by simulating k independent runs of the original verifier on π, and querying the (supposed) direct product Π on the resulting k-tuples of queries. However, in the derandomized setting, the k-tuples of queries generated by the verifier may fall outside K. This is the main difficulty which we address in this work. This is where the structure of the PCP comes to our aid. We show that for PCPs with a certain linear structure, the k-tuples of queries can be made in a way that is compatible with the derandomized direct product test of [10] . This allows us to prove a derandomized parallel repetition theorem for the particular case of PCPs with linear structure. Our main theorem is proved by constructing PCPs with linear structure (discussed next), and applying the derandomized parallel repetition theorem.
PCPs with Linear Structure
We turn to discuss PCPs with linear structure. The underlying graph structure of a two-query PCP is a graph defined as follows. The vertices are the proof coordinates, and the edges correspond to all possible query pairs of the verifier. We say that a graph has linear structure if the vertices can be identified with a vector space F m and the edges, which clearly can be viewed as a subset of F 2m , form a linear subspace of F 2m (see also Definition III.1). A two-query PCP has linear structure if its underlying graph has linear structure.
As mentioned above, an additional contribution to this work is the construction of PCPs with linear structure. That is, we prove the following result.
Theorem I.2 (PCPs with linear structure). Every language L ∈ N P has a PCP system with linear structure, using O(log n) randomness, constant alphabet size, and such that the PCP has perfect completeness and soundness error 1 − 1/poly log n.
We believe that Theorem I.2 is interesting in its own right: For known PCPs, the underlying graph structure is quite difficult to describe, mostly due to the fact that PCP constructions are invariably based on composition. In principle, however, the fact that a PCP is a "complex" object need not prevent the underlying graph from being simple. In analogy, certain Ramanujan expanders [16] are Cayley graphs that are very easy to describe, even if the proof of their expansion is not quite so easy. It is therefore interesting to study whether there exist PCPs with simple underlying graphs.
Philosophically, the more structured the PCP, the stronger is the implied statement about the class NP, and the easier it is to exploit for applications. Indeed, the structure of a PCP system has been used in several previous works. For example, Khot constructs [17] a PCP with pseudo-random structure in order to establish the hardness of minimum bisection. Dinur [4] imposes an expansion structure on a PCP to obtain amplification.
We prove Theorem I.2 by embedding a given PCP into the de Bruijn graph and relying on the algebraic structure of this graph. We remark that the de Bruijn graph has made appearances in constructions of PCPs before, e.g. [18] , [19] , in different contexts. We believe that structured PCPs are an object worthy of further study. One may view their applicability towards proving Theorem I.1 as supporting evidence. An interesting question which we leave open is whether Theorem I.2 can be strengthened so as to get constant soundness error. By simply plugging such a PCP into our derandomized parallel repetition theorem one would get a direct proof of the aforementioned result of [9] , without using two-query composition.
Related Work and Future directions
Our final construction of a two-query PCP has exponential relation between the alphabet size (which is 2 poly log n ) and the error probability (which is 1/poly log n). In general, one can hope for a polynomial relation, and this is the so-called "sliding scale" conjecture of [20] . Our approach is inherently limited to an exponential relation both because of a lower bound on direct product testing from [14] , and, more generally, because of the following lower bound of Feige and Kilian [15] . Feige and Kilian prove that for every game G and k = O(log n), if one insists on the verifier using only O(log n) random bits, then the soundness error must be at least 1/poly log n (and not 1/poly(n) as one might hope). Our work matches the [15] lower bound by exhibiting a derandomized parallel repetition theorem, albeit only for PCPs with linear structure, that achieves a matching upper bound of 1/poly log n on the soundness error.
Nevertheless, for three queries we are in a completely different ball-game, and no lower bound is known. It would be interesting to find a derandomized direct product test with three queries with lower soundness error, and to try and adapt it to a PCP. We note that there are "algebraic" constructions [7] , [21] that make only three queries and have much better relationship between the error and the alphabet size.
It has already been mentioned that while our result matches the soundness error and alphabet size of the [9] result, it does not attain nearly linear proof length. Improving our result in this respect is another interesting direction.
Organization
In Section (Section II) we give the required preliminaries for this work, including a description of the derandomized direct product test of [10] . In Section III we prove Theorem I.1 based on our main lemmas. The construction of PCPs with linear structure is given in Section IV. In Section V we prove the "derandomized parallel repetition" theorem for PCPs with linear structure, by reducing it to the analysis of a specialized variant of the test of [10] .
II. PRELIMINARIES
Let g : U → Σ be an arbitrary function, and let A ⊂ U be a subset. We denote by g |A the restriction of g (as a function) to A. Given two functions f, g :
≈ g) to mean that they differ on at most (more than) α fraction of the elements of U .
We refer to a d-dimensional linear subspace of an underlying vector space simply as a d-space. For two linear subspaces A 1 and A 2 we denote by A 1 + A 2 the smallest linear subspace containing both of them. We say that A 1 , A 2 are disjoint if and only if Let G = (V, E) be a directed graph. For each edge e ∈ E we denote by left (e) and right (e) the left and right endpoints of e respectively. That is, if view the edge e ∈ E as a pair in V × V , then left (e) and right (e) are the first and second elements of the pair e respectively. Given a set of edges E 0 ⊆ E, we denote by left (E 0 ) and right(E 0 ) the set of left endpoints and right endpoints of the edges in E 0 respectively.
In this version of this work we assume the reader is familiar with PCPs and their relation with constraint graphs. The full version of this work [5] contains the relevant background.
A. Direct product testing [10] Let us briefly describe the setting in which we use the derandomized direct product test of [10] . In [10] the main derandomized direct product test is a so-called "V-test". We consider a variation of this test that appears in [10, Section 6.3] to which we refer as the "P-test" (P for projection).
Given a string π ∈ Σ , we define its (derandomized) Pdirect product Π as follows: We identify [ ] with F m , where F is a finite field and m ∈ N, and think of π as an assignment that maps the points in F m to Σ. We also fix d 0 < d 1 ∈ N. Now, we define to be Π the assignment that assigns each d 0 -and
We now consider the task of testing whether a given assignment Π is the P-direct product of some string π : F m → Σ. In those settings, we are given an assignment to subspaces, i.e. a function Π that on input a d 0 -subspace
. We wish to test whether Π is a P-direct product of some π : F m → Σ, and to this end we invoke the P-test, described in Figure II 
It is easy to see that if Π is a P-direct product then the Ptest always accepts. Furthermore, it can be shown that if Π is "far" from being a P-direct product, then the P-test rejects with high probability. Formally, we have the following result.
Theorem II.1 ( [10] ). There exists a universal constant h ∈ N such that the following holds:
Suppose that an assignment Π passes the P-test with probability at least ε. Then, there exists an assignment π such that
and
where the probability is over A, B chosen as in the P-test.
Theorem II.1 can be proved using the techniques [10] . For completeness, the proof is given in in the full version of this work [5] .
Working with randomized assignments: As noticed by [10] , Theorem II.1 works in even stronger settings. Suppose that Π is a randomized function, i.e., a function of both its input and some additional randomness. Then, Theorem II.1 still holds for Π, where the probability in (1) is over both the choice of A and B, and over the internal randomness of Π. We will rely on this fact in a crucial way in this work.
B. Sampling tools
The following is a standard definition, in graph terms, see e.g. [22] .
Observe that if G is an (ε, δ)-sampler, and if F ⊂ L, then by considering the function f ≡ 1 F we get that there are at most δ |R| vertices u ∈ R for which
We have the following result Lemma II.3 (Subspace-point sampler [22] ). Let d < d be natural numbers, let V be a linear space over a finite field F, and let W be a fixed d -dimensional of V . Let G be the bipartite graph whose left vertices are all points V and whose right vertices are all d-subspaces of V that contain W . We place an edge between a d-subspace X and
The proof of Lemma II.3 is given in the full version of this work [5] C. Basic facts about random subspaces
In this section we state few useful propositions about random subspaces. The proofs of those propositions are given in the full version of this work [5] . The following proposition says that a uniformly distributed subspace is disjoint from every fixed subspace with high probability.
The following proposition says that the span of d uniformly distributed vectors is with high probability a uniformly distributed d -subspace.
Proposition II.5. Let V be a d-dimensional space over a finite field F, let w 1 , . . . , w d be independent and uniformly distributed vectors of V , and let W = span {w 1 , . . . , w d }. Then, with probability at least
Proposition II.6. Let V be a linear space over a finite field F, and let III. MAIN THEOREM In this section we prove the main theorem (Theorem I.1).
To that end, we use the PCP theorem [1] , [2] to reduce the problem of deciding membership of a string x in the language L to the problem of finding a satisfying assignment for a constraint graph with constant soundness error. We then show that every constraint graph can be transformed into one that has "linear structure", defined shortly below. This is done in Lemma III.2, which directly proves Theorem I.2. Finally, in Lemma III.3 we prove a derandomized parallel repetition theorem for constraint graphs with linear structure. Theorem I.1 follows by combining the two lemmas. We begin by defining the notion of a graph with linear structure.
Definition III.1. We say that a directed graph G has a linear structure if it satisfies the following conditions:
1) The vertices of G can be identified with the linear space F m , where F is a finite field and m ∈ N. 2) We identify the set of pairs of vertices (F m ) 2 with the linear space F 2m . Using this identification, the edges E of G are required to form a linear subspace of F 2m . 3) We require that left (E) = right (E) = F m . In terms of graphs, this means that every vertex of G is both the left endpoint of some edge and the right point of some edge.
The following lemmas are proved in Sections IV and V respectively. Lemma III.2 (PCP with Linear Structure). There exists a polynomial time procedure that satisfies the following requirements: The procedure takes as input a constraint graph G of size n over alphabet Σ, and a finite field F of size q such that q is a power of 2 and such that q ≥ 5 · log n + 1. The procedure outputs a constraint graph G that has linear structure, size of G is at most O q 3 · n , and alphabet Σ O(1) , such that the following holds: If G is satisfiable then G is satisfiable, and if
There exist a universal constant h and a polynomial time procedure that satisfy the following requirements: The procedure takes as input a finite field F of size q, a constraint graph G = (F m , E) over alphabet Σ that has a linear structure, a parameter d 0 ∈ N such that d 0 < m/h, and a parameter 
We turn to prove the main theorem from the above lemmas.
Proof [Proof of Theorem I.1 from Lemmas III.2 and III.3] Fix L ∈ NP. By the [23] correspondence, it suffices to show a polynomial time procedure that on input x ∈ {0, 1} * , outputs a constraint graph G of size poly (n) such that the following holds: If x ∈ L then G is satisfiable (i.e. SAT(G ) = 1), and if x ∈ L then SAT(G ) ≤ O(1/ log c |x|). The procedure begins by transforming x to a constraint graph G of size n = poly |x| such that if x ∈ L then SAT (G) = 1 and if x ∈ L then SAT (G) ≤ ε, where ε ∈ [0, 1) is a universal constant that does not depend on x. Let n = poly (|x|) be the size of G, and let ρ = 1 − ε.
Then, the procedure sets q to be the least power of 2 that is at least 5 log c (2 · n) + 1, and sets F be the finite field of size q. Note that q = O(log c n). The procedure now invokes Lemma III.2 on input G and F, thus obtaining a new constraint graph G 1 . Note that by Lemma III.2 if
Next, the procedure sets d 0 to be an arbitrary constant such that ρ 1 ≥ h · d 0 · q −d0/h . Note that this is indeed possible, since log q (1/ρ 1 ) is a constant that depends only on ρ. Finally, the procedure invokes Lemma III.3 on input G 1 , F, ρ 1 , and d 0 , and outputs the resulting constraint graph
It remains to analyze the parameters of G . By defining
, we get that G has size at most p(n) and alphabet Since O(1/q Ω(1) ) = O(1/ log c n) = O(1/ log c |x|) for some absolute constant c > 0, it follows that G has the required parameters.
Remark III.4. Recall that [9] prove a stronger version of the main theorem, saying that for every soundness error s > 1/poly log n it holds that NP has a PCP system with soundness s and alphabet size exp (poly (1/s) ). If one could prove a stronger version of Lemma III.2 in which q = O(1) and the soundness of G is Ω(ρ), then the desired stronger version would follow using the same proof as above, without using a composition technique as in [9] , [11] . In fact, a variant of Lemma III.2 could be proved for any field size (see Remark IV.8 below), but those variants still decrease UNSAT (G) by a poly-logarithmic factor.
Remark III.5. The reduction described in Theorem I.1 is polynomial but not nearly-linear size. In fact, the construction of graphs with linear structure (Lemma III.2) is nearly linear size (taking an instance of size n to an instance of size q 3 · n. The part that incurs a polynomial and not nearlylinear blow-up is the reduction in Lemma III.3 that relies on the derandomized direct product. It is possible that a more efficient derandomized direct product may lead to a nearlylinear size construction in total.
IV. PCPS WITH LINEAR STRUCTURE
In this section we prove Lemma III.2, which implies Theorem I.2 by combining it with the PCP theorem. The lemma which says that every constraint graph can be transformed into one that has linear structure. To this end, we use a family of structured graphs called de-Bruijn graphs. We show that de-Bruijn graphs have linear structure, and that every constraint graph can be embedded in some sense on a de-Bruijn graph. This embedding technique is a variant of a technique introduced by Babai et. al. [19] and Polishchuk and Spielman [18] for embedding circuits on de-Bruijn graphs. We begin by defining de-Bruijn graphs.
Definition IV.1. Let Λ be a finite alphabet whose size is a power of 2, and let t and l be natural numbers. The wrapped de Bruijn graph DB Λ,t,l is a layered graph that consists of l layers, each containing |Λ| t vertices. The vertices in each layer are identified with the tuples in Λ t . For each i ∈ [l], the vertex (α 1 , . . . , α t ) ∈ Λ t in layer i is connected to all the vertices of the form (α 2 , . . . , α t , β) for every β ∈ Λ in layer i + 1 (if i < l) or in the first layer (if i = l).
The augmented wrapped de Bruijn graph DB Λ,t,l is a wrapped de Bruijn graph with an additional "dummy" layer, which is similar to the other layers except that the vertices of the dummy layer are connected to other vertices in the dummy layer instead of a different layer. That is, the vertices of the dummy layer are identified with the tuples in Λ t and a vertex (α 1 , . . . , α t ) ∈ Λ t in the dummy layer is connected to all the vertices of the form (α 2 , . . . , α t , β) for every β ∈ Λ in the dummy layer.
Remark IV.2. Wrapped de Bruijn graphs were defined in the thesis of Spielman [25] . The definition we use is a generalization of his definition, which consists of the special case of Λ = {0, 1}. The augmented wrapped de-Bruijn graph is defined for technical reasons in order to prove the existence of linear structure, but does not affect on the embedding.
Lemma III.2 follows easily from the following two propositions, proved respectively in Sections IV-A and IV-B. Proposition IV.3 says that any constraint graph can be embedded on an augmented wrapped de Bruijn graph. Proposition IV.4 says that de Bruijn graphs have linear structure.
Proposition IV.3. There exists a polynomial time procedure that satisfies the following requirements: The procedure takes as input a constraint graph G of size n over alphabet Σ, a finite alphabet Λ whose size is a power of 2, a natural number t such that |Λ| t ≥ 2 · n, and natural number l ≥ 5 · t. The procedure outputs a constraint graph G of size |Λ| t+1 · (l + 1) and alphabet Σ O(1) , whose underlying graph is the augmented wrapped de Bruijn graph DB Λ,t,l such that the following holds: If G is satisfiable then G is satisfiable, and if
Proposition IV.4. Let F be a finite field of size q and let t be a natural number. Then, the augmented de Bruijn graph DB F,t,q−1 has linear structure.
Lemma III.2 is obtained by invoking Proposition IV.3 with Λ = F, t = log q (2 · n) , and l = q − 1, and combining it with Proposition IV.4.
A. Embedding constraint graphs on de Bruijn graphs
In this section we give an overview of the proof of Proposition IV.3. The crucial property of de-Bruijn graphs that we use is that one can perform routing on de-Bruijn graphs:
Fact IV.5 ( [26] 3 ). Let DB Λ,t,l be a wrapped de-Brujin graph such that l ≥ 5 · t. Then, given a permutation µ on the first layer one can find a set of paths that connect each vertex v of the first layer to µ(v) that are vertex-disjoint except that the end point of one path may be the same as the starting point of another path. Furthermore, this can be done in time that is polynomial in the size of DB Λ,t,l .
We begin by giving an overview of the proof in Section IV-A1, and then give the full proof in Section IV-A2.
1) Proof overview:
Suppose we are given as input a constraint graph G which we want to embed on DB = DB Λ,t,l . Recall that the size of G is at most |Λ| t , so we may identify the vertices of G with some of the vertices of the first layer of DB . Handling maximal degree 1: As a warm up, assume that G has maximal degree 1, i.e., G is a matching. In this case, we set the alphabet of the constraint graph G to Σ. The basic idea of the proof is now as follows. Consider a permutation µ on the vertices of G that maps each vertex to its unique neighbor in G if such a neigbor exists or to itself otherwise. We then extend µ to a permutation on the vertices of the first layer DB , and invoke Fact IV.5 to find a corresponding set of paths P on DB .
Next, we embed each edge (v, µ(v)) of G on the path p (v,µ(v)) ∈ P that connects v to µ(v) as follows. All of the edges of p (v,µ(v)) except for the last one are associated with equality constraints. The last edge of p (v,µ(v)) is associated with the original constraint of the edge (v, µ(v)) in G. It should be clear that each such path p (v,µ(v)) "simulates" the action of the corresponding edge (v, µ(v)).
Handling arbitrary degree graphs: Using the expander replacement technique of Papadimitriou and Yannakakis [27] , we may assume that G is d-regular for some universal constant d. The d-regularity of G implies that the edges of G can be partitioned to d disjoint matchings G 1 , . . . , G d (see, e.g., [28, Proposition 18.1.2]). Now, we set the alphabet of G to be Σ d , and handle each of the matchings G i as before, each time using a "different part" of the alphabet symbols. In other words, the alphabet of G consists of d-tuples of Σ, and so the constraints used to handle each matching G i will refer to the i-th coordinates in those tuples. Finally, for each edge that touches a vertex u of the first layer of DB , we modify its constraint so it checks that if u is assigned a value (σ 1 , . . . , σ d ) ∈ Σ d then σ 1 = . . . = σ d . As before, the constraints of resulting graph G "simulate" the constraints of the original graph G.
2) Detailed proof: We turn to present the full proof of Proposition IV.3. We use the following version of the expander-replacement technique of [27] .
Lemma IV.6 ([4, Lemma 3.2]).
There exist universal constants c, d ∈ N and a polynomial time procedure that when given as input a constraint graph G of size n outputs a constraint graph G of size 2 · d · n over alphabet Σ such that the following holds:
• G has 2 · n vertices and is d-regular.
• If G is satisfiable then so is G .
We turn to proving Proposition IV.3. When given as input a constraint graph G, a finite alphabet Λ, and natural numbers t, l such that |Λ t | ≥ 2·n and l ≥ 5·t, the procedure of Proposition IV.3 acts as follows. The procedure begins by invoking Lemma IV.6 on G, resulting in a d-regular constraint graph G 1 over 2 · n vertices. Then, the vertices of G 1 are identified with a subset of the vertices of the first layer of DB = DB Λ,t,l (note that this is possible since |Λ t | ≥ 2 · n).
Next, the procedure partitions the edges of G 1 to d disjoint matchings, and extends those matchings to permutations µ 1 , . . . , µ d on the first layer of DB in the following way: Given a vertex v of the first layer of DB , if v is identified with a vertex of G 1 and has a (unique) neighbor in the i-th matching then µ i maps v to this unique neighbor, and otherwise µ i maps v to v. The procedure then applies Fact IV.5 to each permutation µ i resulting in a set of paths P i . Let P = P i .
Finally, the procedure constructs G by associating the edge of DB with constraints in the following way. We set the alphabet of G to be Σ d . To define the constraints, let us consider their action on an assignment π of G . An edge (u, v) of DB is associated with the constraint that accepts unless one of the following conditions holds: 1) u belongs to the first layer of DB and
2) Same as Item 1 for the right endpoint v.
3) There exists i ∈ [d] such that (u, v) belongs to a path in p ∈ P i and (u, v) is not the last edge of p, but
is the last edge of a path in p ∈ P i , and p corresponds to an edge (a, µ i (a)) of G, but the values π (u) i and π (v) i violate the constraint of the edge (a, µ i (a)) in G.
The size of G is indeed |Λ| t+1 · (l + 1): The graph is |Λ|-regular, and contains |Λ| t · (l + 1) vertices, |Λ| t vertices in each of the l + 1 layers (including the dummy layer). Furthermore, if G is satisfiable, then so is G : The satisfiability of G implies the satisfiability of G 1 , so there exists a satisfying assignment π 1 for G 1 . We construct a satisfying assignment π from π 1 by assigning each vertex v of G a tuple (σ 1 , . . . , σ d ), such that for each i ∈ [d], if v participates in a path p ∈ P i that connects the vertices a and µ i (a) in the first layer, then σ i = π 1 (a). Note that this is well defined, since the paths in P i are vertex-disjoint. It remains to analyze the soundness of G . Suppose that UNSAT (G) ≥ ρ. Then, by Lemma IV.6 it holds that UNSAT (G 1 ) ≥ ρ/c. Let π be an assignment to G that minimizes the fraction of violated edges of G . Without loss of generality, we may assume that for every vertex v of the first layer of DB there exists some σ ∈ Σ such that π (v) = (σ, . . . , σ) ∈ Σ d : If there is a vertex v that does not match this condition, all of the edges attached to v are violated and therefore we can modify the value assigned to v by π to match this condition without increasing the fraction of violated edges of π . Define an assignment π 1 to G 1 by setting π 1 (v) to be the symbol σ such that π (v) = (σ, . . . , σ) (when v is viewed as a vertex of the first layer of DB ).
Since UNSAT (G 1 ) ≥ ρ/c, it holds that π 1 violates at least ρ/c fraction of the edges of G 1 , or in other words π 1 violates at least ρ · 2 · n · d/c edges of G 1 . Thus, there must exist a permutation µ i such that π 1 violates at least ρ · 2 · n/c edges of G 1 of the form (a, µ i (a) ). Fix such an edge (a, µ i (a)) and consider the corresponding path p (a,µi(a)) ∈ P i . Observe that π must violate at least one of the edges of p (a,µi(a)) : To see it, note that if π satisfies all the edges on p (a,µi(a)) except for the last edge (u, v), then it must hold that π (u) = π 1 (a) and that π (v) = π 1 (µ i (a)), and therefore π must violate the last edge (u, v). Now, the different edges (a, µ i (a)) that are violated by π 1 correspond to different and vertex-disjoint paths, and therefore it follows that π must violate at least ρ · 2 · n/c edges of G . Finally, there are |Λ| t+1 · (l + 1) edges in G , and this implies that π violates a fraction of the edges of G that is at least
as required.
B. De Bruijn graphs have linear structure
In this section we prove Proposition IV.4. Let m = t + 1. We begin by identifying the vertices of DB = DB F,t,q−1 with the vectors of a vector space F m as follows. Let γ denote the generator of the multiplicative group of F, and note that this group is of size q − 1. Recall that the vertices in each layer of DB are identified with F t . Now, for each i ∈ [q − 1], we identify the vertices of the (non-dummy) i-th layer with vectors of F m using the mapping (α 1 , . . . , α t ) ∈
We identify the vertices of the dummy layer with vectors of F m using the mapping (α 1 , . . . , α t ) ∈ F t → (0, α 1 , . . . , α t ) ∈ F m . Next, let E denote the edges of DB and view E as a subset of F 2m as in Definition III.1. Observe that E is indeed a linear subspace of F 2m . To see it, note that a vector v ∈ F 2m is in E if and only if v is either of the for γ i , α 1 , . . . , α t , γ i+1 , α 2 , . . . , α t , β or of the form (0, α 1 , . . . , α t , 0, α 2 , . . . , α t , β). In other words, v is in E if and only if (i) v m+1 = γ · v 1 , and (ii) for each i = 1, . . . , t − 1, it holds that v 1+i = v (m+1)+(i−1) . Since those are linear conditions, it follows that the edges form a linear subspaces. It is easy to see that left (E) = right (E) = F m , and this concludes the proof.
Remark IV.7. The only reason for including the dummy layer in the graph DB is in order to be able to identify the vectors of the form (0, α 1 , . . . , α t ) ∈ F m with vertices of DB .
Remark IV.8. Note that the assumption that q − 1 equals the number of layers l is not essential to the foregoing construction, and we could in fact work with any field size.
To see it, observe that we only used this assumption in order to have an element γ ∈ F whose order equals l, so we can use powers of γ to represent the index of a layer. However, if q was smaller than l, we could have taken some square matrix over F whose order equals l, and use powers of A to represent the index of a layer.
V. DERANDOMIZED PARALLEL REPETITION OF CONSTRAINT GRAPHS WITH LINEAR STRUCTURE In this section we prove Lemma III.3 by implementing a form of derandomized parallel repetition on graphs that have linear structure.
We begin by describing the construction of G . Let G = (F m , E) be the given constraint graph, let d 0 be the parameter from Lemma III.3, and let d 1 = O(d 0 ) be chosen later. The graph G is bipartite. The right vertices of G are identified with all the 2d 0 -subspaces of F m (the vertex-space of G). The left vertices of G are identified with all the 2d 1 -subspaces of the edge space E of G. If a satisfying assignment π for G exists, then one can extend it to a satisfying assignment Π for G as follows: Π labels each 2d 0 -subspace A with π |A , and each 2d 1 -subspace E 0 of edges with the values assigned by π to the endpoints of all the edges in F .
The edges of G are constructed such that they simulate the action of the "E-test" described in Figure V. 
1) Choose F
L and F R to be uniformly and independently distributed d 1 -spaces of E. Let
L and B R respectively, and let
and the assignment Π (F ) satisfies the edges in F . Figure 2 . The E-test Proposition V.1. Let E be the distribution of the E-test, and let N be the event that the E-test does not halt. Denoting E = E |N the distribution of the E-test conditioned on not halting, we have for every event T ,
The rest of this section is organized as follows. In Section V-A we introduce a specialized direct product test that 1) Choose two uniformly distributed and disjoint 
A. The specialized direct product test
In order to analyze the E-test, we introduce a variant of the direct product test of [10] that is specialized to our needs. We refer to this variant as the specialized direct product test, abbreviated the "S-test".
We begin with some notation: Given two functions f : U → Σ, g : V → Σ and two subsets S ⊆ U , T ⊆ V we denote by (f, g) |(S,T ) the pair f |S , g |T , and abbreviate f |(S,T ) = (f, f ) |(S,T ) . Given two pairs of functions
and otherwise we denote (f 1 , g 1 )
Now, given an string π : F m → Σ, we define its S-direct product Π (with respect to d 0 , d 1 ∈ N) as follows: Π assigns each 2·d 0 -subspace A ⊆ F m to the function π |A , and assigns each pair of disjoint d 1 -subspaces (B 1 , B 2 ) to the pair of functions (π |B1 , π |B2 ).
We turn to consider the task of testing whether a given assignment Π is the S-direct product of some string π : F m → Σ. In our settings, we are given an assignment Π that assigns each 2 · d 0 -subspace A to a function a : A → Σ and each pair of disjoint d 1 -subspaces (B 1 , B 2 ) to a pair of functions b 1 : B 1 → Σ, b 2 : B 2 → Σ. We wish to check whether Π is a S-direct product of some π : F m → Σ, and to this end we invoke the S-test, described in Figure V 
It is easy to see that if Π is a S-direct product then the Stest always accepts. Furthermore, it can be shown that if Π is "far" from being a S-direct product, then the S-test rejects with high probability. As in the P-test, this holds even if Π is a randomized assignment. Formally, we have the following result.
Theorem V.2. There exists a universal constants h, c ∈ N such that the following holds:
, and m ≥ h·d 1 , suppose that a (possibly randomized) assignment Π passes the S-test with probability at least ε. Then there exists an assignment π : F m → Σ for which the following holds. Let B 1 , B 2 be uniformly distributed and disjoint d 1 -subspaces of F m , let A 1 and A 2 be uniformly distributed d 0 -subspaces of B 1 and B 2 respectively, and denote A = A 1 + A 2 . Then:
and Π (A) (A1,A2)
The proof of Theorem V.2 can be found in the full version of this work [5] .
B. The completeness, size, and alphabet of G Completeness is immediate: if G is satisfiable then so is G .
Let us verify the size and alphabet-size of G . Let h , c be the universal constants whose existence is guaranteed by Theorem V.2, and let α denote the corresponding value from Theorem V.2. We choose
The size of G is at most the number of 2d 1 -subspaces of E multiplied by the number of 2d 0 -subspaces of F m , which is and thus
Finally, observe that the size of G is n = q dim E , so it follows that the size of G is at most n 4d1 = n O(d0) , as required. It suffices to set the alphabet of G to Σ 2·q 2·d 1 , since each 2d 1 -subspace F ⊆ E contains q 2d1 edges and each has two endpoints. Furthermore, the labels assigned by Π to 2d 0 -subspaces A of F m do not require a larger alphabet. The alphabet of G is therefore Σ
, as required.
C. The soundness of the derandomized parallel repetition
In this section we prove soundness: namely, that if
−d0/h . We will choose the universal constant h of Lemma III.3 to be sufficiently large such that the various inequalities in the following proof will hold.
Let Π be an assignment to G . Without loss of generality, we may assume that for every d 1 -subspace F ⊆ E it holds that the assignment Π (F ) satisfies the edges in F , since we can always modify Π to an assignment that satisfies this property and has at least the same acceptance probability. Notation V.3. Let us denote by T the event in which the E-test accepts. By our assumption on Π, the event T is equivalent to the event
With a slight abuse of notation, for a subspace F ⊆ E and an assignment π : F m → Σ, we denote by Π (F ) α ≈ π the claim that for at least 1 − α fraction of the edges e of F it holds that Π (F ) is consistent with π on both the endpoints of e, and otherwise we denote Π (F )
Our proof is based on two steps:
• We will show (in Lemma V.4 below) that if the test accepts with probability ε, then it is "because" Π is consistent with some underlying assignment π : F m → Σ. This is done essentially by reduction to the S-test.
• On the other hand, we will show (in Lemma V.5 below) that for every assignment π : F m → Σ the probability that the test accepts while being consistent with π is negligible. This follows from the fact that every assignment π satisfies at most ρ fraction of G's edges, and from the fact that the F queried by the test is a good enough sampler of E. We have reached a contradiction and therefore conclude that the E-test accepts with probability less than ε.
We now state the two said lemmas. Recall that E is the distribution of the E-test (described in Figure V 
Clearly the two lemmas together imply that Pr
The distribution E is ε-close to the actual distribution E of the E-test (see Proposition V.1 and by choosing h large enough so that ε > 4d 1 /q m−2·d1 ), so we deduce that that SAT(G ) ≤ 2ε as required.
Before turning to the proofs of Lemmas V.4 and V.5 let us state a useful proposition that says that if we take a random d-subspace of edges and project it to its left endpoints (respectively, right endpoints), we get a random d-subspace of vertices with high probability. Proposition V.6. Let d ∈ N and let E a be a uniformly dis-
. Again, the same holds for right (E a ).
The proof of this proposition is given in the full version of this work [5] .
1) Proof of Lemma V.4: Suppose that Pr [T ] ≥ ε. We prove Lemma V.4 by arguing that the E-test contains an "implicit S-test" and applying Theorem V.2.
The implicit S-test: We extend Π to pairs of disjoint d 1 -subspaces of F m in a randomized manner as follows: Given . Now, observe that and right F R = B R . It thus follows the E-test performs in a way an S-test on the extended assignment Π.
Next, we note that by choosing h to be sufficiently large, the foregoing "implicit S-test" matches the requirements of Theorem V.2, and we can thus apply this theorem. It follows that there exists an assignment π :
and Π B L , B We turn to show that Pr T and Π (F ) 4α ≈ π ≥ Ω (ε c ) .
We will prove that if F is such that Π (F ) 4α ≈ π, then for a random choice of B L , B R conditioned on F , it is highly unlikely that still (2) holds. Formally, we will prove that
Together with (2) , and by choosing h to be sufficiently large, this will imply that 2) Proof of Lemma V.5: Fix an assignment π : F m → Σ. By assumption it holds that SAT (G) < 1 − ρ, and therefore π must violate a set E * of edges of G of density at least ρ. Below we will show that at least ρ/2 fraction of the edges in F are in E * with probability greater than 1 − ε 0 . Now, observe that Π (F ) cannot be consistent with π on the edges in E * , and hence whenever the latter event occurs it holds that Π (F ) ρ/2 ≈ π. However, for sufficiently large choice of h, it holds that ρ/2 > 4 · α and therefore the probability that Π (F ) We prove the above inequality by showing that F is close to being a uniformly distribured 2d 1 -subspace of E, and then applying Lemma II.3. To this end, let E where the last inequality holds for sufficiently large choice of h. This concludes the proof.
