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SPACINGS IN ORTHOGONAL AND SYMPLECTIC RANDOM
MATRIX ENSEMBLES
KRISTINA SCHUBERT
Abstract. We consider the universality of the nearest neighbour eigenvalue spacing
distribution in invariant random matrix ensembles. Focussing on orthogonal and sym-
plectic invariant ensembles, we show that the empirical spacing distribution converges
in a uniform way. More precisely, the main result states that the expected Kolmogorov
distance of the empirical spacing distribution from its universal limit converges to zero
as the matrix size tends to infinity.
1. Introduction
The study of random matrices, starting with the works of Wishart [33] in the 1920s,
began to thrive in the 1950s due to the pioneering ideas of Wigner [32], who suggested to
model energy levels in quantum systems using random matrices. Ever since, a number
of applications was discovered and the field revived in the late 1990s. This was initiated
by the major discovery of Baik, Deift and Johansson [3] that the limiting distributions of
the length of the longest increasing subsequence of a random permutation on N letters
and the largest eigenvalue of a random N ×N matrix in a certain model coincide.
In the theory of randommatrices a considerable number of ensembles has been studied
over the last decades, where an ensemble is given by a set of matrices together with a
probability measure. The most prominent and well-studied ensembles are the Gaussian
ensembles (see e.g. [2, 24]), consisting of either real symmetric, complex Hermitian
or quaternionic self-dual matrices with independent Gaussian entries (as far as the
symmetry permits). These ensembles are characterised by a parameter β that takes a
value in {1, 2, 4} for each class of matrices. The classical Gaussian ensembles have been
generalised in several ways leading e.g. to the famous Wigner ensembles, where other
distributions than the normal distribution are allowed for the matrix entries. In the past
years, local properties of Wigner ensembles were rigorously studied by Erdo˝s et al. (see
e.g. [11] for a survey) and Tao and Vu [28] in a series of papers. For a comprehensive
overview on current developments in Random Matrix Theory the reader is referred to
the recent books [1, 14].
Another generalisation of the Gaussian ensembles is motivated by the fact that in
these ensembles the probability measure on the matrices is invariant under orthogonal,
unitary and symplectic transformations respectively, justifying the full names Gaussian
Orthogonal, Unitary and Symplectic Ensembles. In fact, the Gaussian ensembles are,
up to scaling, the only ensembles with both this invariance property and independent
matrix entries. Abandoning the requirement of independent matrix entries and only
considering invariant measures on the symmetric, Hermitian or self-dual matrices leads
to ensembles called orthogonal (β = 1), unitary (β = 2) and symplectic (β = 4) in-
variant ensembles, which we will study here (see e.g. [5] for a general introduction on
invariant ensembles).
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In Random Matrix Theory, besides global features of the spectrum, one is often
interested in local eigenvalue statistics such as the distribution of the largest eigenvalue
or, as considered here, the distribution of spacings of adjacent eigenvalues. Of particular
interest is the asymptotic behaviour of these quantities as the matrix size tends to
infinity. The study of local eigenvalue statistics has been driven by a phenomenon
called universality, that describes the fact that the limiting distributions of several
of these statistics do not depend on the details of the ensemble but on the symmetry
class (β = 1, 2, 4) only. To obtain such universality results, typically, the first step in the
analysis is to express the quantity of interest in terms of k-point correlations. One of the
characteristic features of invariant ensembles is the fact that these k-point correlations
can in turn be expressed in terms of orthogonal polynomials. Asymptotic results for
the correlation functions can then be obtained by the Fokas-Its-Kitaev representation of
orthogonal polynomials as a Riemann-Hilbert problem [13] followed by the Deift-Zhou
steepest descent method [10]. Hence, convergence of the k-point correlation functions
has been shown for a number of invariant ensembles.
While in the literature this convergence is usually shown on compact sets, starting
point for the proof of the Main Theorem of this paper is a slightly more refined uni-
versality assumption, stating the uniform convergence of the correlation functions on
certain sets that grow with the matrix size. As this is what one would expect from the
known techniques, we do not derive such a refined universality result here, but state it as
an assumption for the Main Theorem. Verifying the assumption for invariant ensembles
even beyond the Hermite-type ensembles introduced here, makes our Main Theorem
applicable to other ensembles such as Laguerre and Jacobi-type ensembles as well (see
Remark 3.5). We note that in this paper convergence of the correlation functions and
all derived quantities is always considered in the bulk of the spectrum, i.e. away from
spectral edges, where the limiting correlation functions are determinants of the famous
sine kernel.
Our quantity of interest is the empirical distribution function of spacings of adjacent
eigenvalues, often denoted by spacing distribution. Here, we consider localized and
rescaled eigenvalues λ1(H) ≤ . . . ≤ λN (H) of a N ×N matrix H (we may omit the H
in the notation and write λi instead of λi(H)). This means that before rescaling we
restrict our attention to eigenvalues λ˜i(H) in intervals IN = [a−δN , a+δN ], δN → 0 for
some point a in the bulk of the spectrum. Then we rescale the eigenvalues (afterwards
denoted by λi(H)) such that they have spacings that are close to one on average (details
on the rescaling are given in section 2). For finite N the spacing distribution is then
given by
FN,β(s,H) :=
1
2NδN
#{λ˜i(H), λ˜i+1(H) ∈ IN : λi+1 − λi ≤ s}. (1.1)
Although FN,β can be expressed in terms of k-point correlation functions, the assumed
uniform convergence of the correlation functions does not directly imply the kind of
uniform convergence of the spacing distribution we aim at in our Main Theorem. More
precisely, we show that the expected Kolmogorov distance of the empirical spacing
distribution from its universal limit Fβ converges to zero as the matrix size tends to
infinity, i.e.
lim
N→∞
EN,β
(
sup
s≥0
|FN,β(s)− Fβ(s)|
)
= 0, β = 1, 2, 4.
An essential step in the proof of the Main Theorem is the point-wise convergence of
the expected empirical spacing distribution EN,β(FN,β(s)) → Fβ(s) for N → ∞ (see
Theorem 4.2 (ii)). For unitary invariant ensembles this was shown in [4] and the result
was extended to orthogonal and symplectic invariant ensembles in [19]. We revisit
the arguments of [19] in order to add some error estimates that are used to prove the
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uniform convergence stated in the Main Theorem. Both our proof of this point-wise
convergence and the rest of the proof of the Main Theorem are inspired by a proof
of Katz and Sarnak in [17] for an ensemble related to the unitary invariant ensemble
(β = 2), called circular unitary ensemble. In particular, we can adapt their methods to
express the empirical spacing distribution in terms of correlation functions and finally
in terms of (matrix) kernel functions KN,β. The uniform convergence of these kernels
KN,β in the region of interest is then assumed for the Main Theorem.
In order to prove the Main Theorem, we extend the methods of [17] in two ways. On
the one hand, we need to introduce a localisation that is not needed for the ensembles
in [17]. On the other hand, the relation between the kernel functions and the spacing
distribution is way more involved for orthogonal and symplectic ensembles (β = 1 and
β = 4) than it is for unitary ensembles. Beyond that, one of the main obstacles in the
proof of the Main Theorem are integrability issues concerning the matrix kernels KN,β
(respectively their large N limits) in the symplectic case (β = 4).
Similar integrability issues were already encountered by Soshnikov in [27] for the
circular β = 4 case. The proofs in [27] concentrate on circular unitary ensembles
(β = 2) and some of the results are extended to the circular β = 1 case. The main
result is that for the number of nearest neighbor spacings smaller than s, denoted by
ηN (s), the process (η(s) − Eη(s))N−1/2 weakly converges to some Gaussian random
process on [0,∞). As a corollary the results of Katz and Sarnak [17] are sharpened
by improving the error estimate and by showing that the Kolmogorov distance of the
spacing distribution converges to zero with probability one while in [17] the convergence
of the expected Kolmogorov distance to zero is shown. The main ingredient of the proofs
in [27] is the consideration of the moments E(N−1/2(η(s)−Eη(s)))k. However, as noted
by Soshnikov this method does not seem to be applicable in the β = 4 case because of the
aforementioned integrability issues (see Section 7C in [27] for an insightful comment on
this problem). The method introduced in this work to overcome these integrability issues
in the current invariant setting might also be used to calculate E(N−1/2(η(s)−Eη(s)))2
for circular β = 4 ensembles even though its applicability to higher moments remains
an open question.
We proceed with a presentation of the setting and introduce the empirical spacing dis-
tribution in the next section. In Section 3 we study the k-point correlation functions and
the related matrix kernel functions KN,β and present the Main Theorem together with
the corresponding assumption on the kernels concerning their convergence. In Section
4 we introduce an auxiliary counting measure γN , which is used to show the pointwise
convergence of the expected empirical spacing distribution. Section 5 is devoted to the
most challenging estimate of the proof concerning the variance of the auxiliary measure
γN . Finally, in Section 6 we combine the results of the previous sections and complete
the proof of the Main Theorem.
2. Random Matrix Ensembles and the Spacing Distribution
We consider invariant random matrix ensembles with β = 1, 2, 4, which are given
by a set of N ×N matrices, either real symmetric, complex Hermitian or quaternionic
self-dual, together with a probability measure PN,β. Depending on the set of matrices
this probability measure is either invariant under orthogonal, unitary or symplectic
transformations. We focus on invariant Hermite-type ensembles with
PN,β(M) dM =
1
ZN,β
e−Ntr(V (M)) dM, β = 1, 2, 4, (2.2)
where dM denotes the Lebesgue measure on the considered matrices defined as the prod-
uct of Lebesgue-measures on algebraically independent entries of M . Moreover, ZN,β
denotes a normalisation constant and V grows sufficiently fast such that all moments
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of e−NV (x)dx are finite. It is well known (see e.g. [5]) that with w
(N)
β (x) = e
−NV (x)
for β = 1, 2 and w
(N)
β (x) = e
−2NV (x) for β = 4 the joint probability density of the
eigenvalues on the Weyl chamber WN := {(λ1, . . . , λN ) ∈ RN |λ1 ≤ . . . ≤ λN} is given
by
dPN,β(λ1, . . . , λN ) =
1
ZN,β
∏
j<k
|λk − λj|β
N∏
j=1
w
(N)
β (λj) dλ1 . . . dλN , β = 1, 2, 4. (2.3)
In order to observe a limiting behaviour of the empirical spacing distribution, we need
to introduce a proper rescaling, which uses the notion of spectral density (see also [19]
for some further comments on the setting and the rescaling). Throughout this paper
let λ˜
(N)
1 (H) ≤ λ˜(N)2 (H) ≤ . . . ≤ λ˜(N)N (H) denote the ordered eigenvalues of a N × N
matrix H. We may omit the superscript N and the matrix H in the notation λ˜
(N)
i (H)
if those can be recovered from the context. By the limiting spectral density we denote
a function ψ such that for s ≥ 0
1
N
EN,β
(
#{j : λ˜(N)j ≤ s}
)
→
∫ s
−∞
ψ(t)dt, N →∞, (2.4)
where EN,β is the expectation with respect to dPN,β. The existence of the spectral
density was shown for large classes of invariant ensembles and hence we also assume its
existence for the ensembles considered here. Let a denote a point of continuity of ψ in
the interior of the support of ψ with ψ(a) > 0. In a small neighbourhood of a, where
ψ is close to ψ(a), the expected distance of adjacent eigenvalues λ˜i is to leading order
given by (Nψ(a))−1. Hence, we introduce the rescaled and centred eigenvalues
λi := (λ˜i − a)Nψ(a). (2.5)
We restrict our attention to eigenvalues λ˜i that lie in a N -dependent interval IN with
vanishing length |IN | → 0 for N →∞ and centre a. By (2.4) the spacings of the rescaled
eigenvalues λi are close to one on average. We further denote the rescaled counterparts
of the intervals IN by
AN := Nψ(a)(IN − a) = {Nψ(a)(t − a) | t ∈ IN},
i.e. λ˜i ∈ IN if and only if λi ∈ AN . Moreover, we assume N |IN | → ∞ for N → ∞,
which ensures that |AN | → ∞ as N → ∞ and hence a growing number of eigenvalues
is taken into account as the matrix size tends to infinity.
Remark 2.1. In the remainder of this paper we consider V in (2.2), a and IN as fixed
and we assume that the spectral density ψ exists. Throughout the proofs C denotes
a generic constant, which may differ from line to line, but does not depend on any
parameters of the proof except V , a and IN . Whenever we use the O-notation, the
constant implicit in this notation is also uniform in all parameters of the proof. In some
estimates we will use the notation
α := max(1, α), α > 0.
With this notation we can now define the counting measure of the spacings of adjacent
eigenvalues σN and hence the empirical spacing distribution
∫ s
0 dσN .
Definition 2.2. For a matrix H with eigenvalues λ˜1 ≤ . . . ≤ λ˜N and rescaled eigenvalues
λ1 ≤ . . . ≤ λN (see (2.5)) we set
σN (H) :=
1
|AN |
∑
λ˜i+1,λ˜i∈IN
δλi+1−λi .
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We observe that in the definition of σN instead of normalizing by the actual number
of spacings or eigenvalues in IN , which depends on H and is hence random, we rather
normalise by the deterministic factor |AN | since we expect about |AN | eigenvalues in
IN . Our Main Theorem then states that there exist functions Fβ with β ∈ {1, 2, 4} such
that for large classes of potentials V the expected Kolmogorov distance of the empirical
spacing distribution from Fβ converges to zero as the matrix size tends to infinity, i.e.
lim
N→∞
EN,β
(
sup
s≥0
∣∣∣∣∫ s
0
dσN (H)− Fβ(s)
∣∣∣∣) = 0, β = 1, 2, 4.
Later (see Assumption 3.3), the hypothesis of the theorem will not be formulated as an
explicit assumption on V , but rather on certain matrix kernels KN,β . These matrix
kernels appear in the context of the correlation functions R
(β)
N,k, which are an important
tool to analyse several local eigenvalue statistics. We note that the Main Theorem and
all intermediate lemmas are valid for β = 1, 2, 4, but we focus on the more complicated
cases β = 1 and β = 4.
3. Correlation Functions and the Main Theorem
Before we can give a precise statement of our Main Theorem, and in particular the
required assumption, we start with the definition of the correlation functions and their
rescaled counterparts, which leads to the introduction of the (matrix) kernels KN,β .
Definition 3.1. Let R
(β)
N,N denote the density function on the right hand side of (2.3),
i.e. dPN,β(λ˜1, . . . , λ˜N ) = R
(β)
N,N (λ˜1, . . . , λ˜N ) dλ˜1 . . . dλ˜N , and consider R
(β)
N,N as a function
on RN . For k ∈ N, k ≤ N and β ∈ {1, 2, 4} we set
R
(β)
N,k(λ˜1, . . . , λ˜k) :=
1
(N − k)!
∫
RN−k
R
(β)
N,N (λ˜1, . . . , λ˜N ) dλ˜k+1 . . . dλ˜N ,
B
(β)
N,k(λ1, . . . , λk) := (Nψ(a))
−kR
(β)
N,k
(
λ˜1, . . . , λ˜k
)
.
Remark 3.2. In the later proofs we will often use the fact that R
(β)
N,k(t1, . . . , tk) and
B
(β)
N,k(t1, . . . , tk) are invariant under permutations of the indices {1, . . . , k}, which can
easily be seen from the definitions.
The rescaled correlation functions B
(β)
N,k can be expressed in terms of a kernel function
KˆN,2 : R
2 → R for β = 2 and in terms of matrix kernel functions KˆN,β : R2 → R2×2 for
β = 1, 4 as follows (see [22], [29]):
B
(2)
N,k(t1, . . . , tk) = det
(
KˆN,2(t˜i, t˜j)
)
1≤i,j≤k
, (3.6)
B
(β)
N,k(t1, . . . , tk) = Pf(KˆN,β(t˜i, t˜j)1≤i,j≤kJ), β = 1, 4,
J := diag(σ, . . . , σ) ∈ R2k×2k, σ :=
(
0 1
−1 0
)
, (3.7)
where Pf denotes the Pfaffian of a matrix. These kernel functions KˆN,β are related to
orthogonal polynomials, permitting an asymptotic analysis as the matrix size tends to
infinity. For many invariant ensembles we have the convergence to the sine kernel for
β = 2 (see e.g. [4], [9], [21])
lim
N→∞
KˆN,2(x˜, y˜) =
sin(pi(x− y))
pi(x− y) =: K2(x, y) (3.8)
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and for β = 1, 4 (see [5], [26])
KˆN,β(x˜, y˜)
N→∞−−−−→
(
Sβ(x, y) Dβ(x, y)
Iβ(x, y) Sβ(x, y)
)
=: Kβ(x, y)
with
S1(x, y) := K2(x, y), S4(x, y) := K2(2x, 2y), (3.9)
D1(x, y) :=
∂
∂x
K2(x, y), D4(x, y) :=
∂
∂x
K2(2x, 2y), (3.10)
I1(x, y) :=
∫ x−y
0
K2(t, 0)dt − 1
2
sgn(x− y), I4(x, y) :=
∫ x−y
0
K2(2t, 0) dt. (3.11)
Although the convergence KˆN,β → Kβ for N → ∞ has been established in quite some
generality, we need a slightly more refined result for the formulation of the Main The-
orem. More precisely, we need the convergence to be uniform on the growing sets AN ,
while in the literature it is commonly shown for compact sets. We formulate this uni-
form convergence of KˆN,β , which is what one would expect from known universality
results, as an assumption.
Assumption 3.3. In addition to the setting described in the Introduction (see Remark
2.1), we assume that AN , a and V are given such that the following statement is true:
There exists a sequence (κN )N∈N with limN→∞ κN = 0 such that for β = 1, 2, 4 and
x, y ∈ AN , x˜ = a+ xNψ(a) , y˜ = a+ yNψ(a) we have
KˆN,β (x˜, y˜) = Kβ(x, y) +O(κN ), (3.12)
where the constant implicit in the error term is uniform for all x, y ∈ AN .
We comment on the scope of Assumption 3.3 after stating the Main Theorem.
Theorem 3.4 (Main Theorem). There exist probability measures µβ, β = 1, 2, 4 such
that under Assumption 3.3 we have
lim
N→∞
EN,β
(
sup
s≥0
∣∣∣∣∫ s
0
dσN (H)−
∫ s
0
dµβ
∣∣∣∣) = 0.
In the following remark we argue that the assumption of the Main Theorem is actually
satisfied by a certain class of potentials V for Hermite-type ensembles and discuss its
validity beyond these ensembles.
Remark 3.5. A general proof of Assumption 3.3 is not readily available in the literature,
especially not for β = 1 and β = 4. For Hermite-type ensembles with varying weights
it can in fact easily, though technically, be deduced from known results for a certain
class of potentials V . The assumption can further be expected to hold for a number of
invariant random matrix ensembles.
(a) Hermite-type ensembles with varying weights: Assumption 3.3 can be verified
for the ensembles given in (2.2) with |AN |/
√
N → 0 as N → ∞ and κN =
O(|AN |/
√
N) if the potential V satisfies:
• V is a polynomial of even degree with positive leading coefficient and
• V is regular in the sense of [9, (1.12), (1.13)]. In particular, each convex
potential V satisfies this regularity condition.
The first step in the proof is to show the following result for the β = 2
kernel KˆN,2: For V real analytic, regular in the sense of [9, (1.12), (1.13)],
lim|x|→∞
V (x)
ln(x2+1)
=∞ and dN (x, y) := KˆN,2 (x˜, y˜)−K2(x, y) we have
sup
x,y∈AN
|dN (x, y)| = O
(|AN |N−1) , sup
x,y∈AN
∣∣∣∣ ∂∂ydN (x, y)
∣∣∣∣ = O (|AN |N−1)
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and
sup
x,y∈AN
∫ y
x
|dN (s, y)|ds = O
(|AN |2N−1) .
This result can basically be obtained by adjusting the Riemann-Hilbert analysis
presented in [9] together with some ideas of [30] (c.f. [25, Theorem 3.4] for a
sketch of the proof).
The main ingredient for the next step of the proof is the well-known fact
that the entries of the matrix KˆN,β (x˜, y˜) can all be expressed in terms of its
(1, 1)-entry as follows: For β = 1 and β = 4 we have
(KˆN,β (x˜, y˜))2,2 = (KˆN,β (y˜, x˜))1,1, (KˆN,β (x˜, y˜))1,2 =
∂
∂y
(KˆN,β (x˜, y˜))1,1
(KˆN,4 (x˜, y˜))2,1 = −
∫ y˜
x˜
(KˆN,4 (t, y˜))1,1 dt,
(KˆN,1 (x˜, y˜))2,1 = −
∫ y˜
x˜
(KˆN,1 (t, y˜))1,1 dt− 1
2
sgn(x˜− y˜).
One can then show that for monomials V (x) = x2m that are regular in the sense
of [9, (1.12), (1.13)] and cN (x, y) := (KˆN,β (x˜, y˜))1,1 − KˆN,2 (x˜, y˜) we have
sup
x,y∈AN
|cN (x, y)| = O
(
N−
1
2
)
, sup
x,y∈AN
∣∣∣∣ ∂∂y cN (x, y)
∣∣∣∣ = O (N− 12)
and
sup
x,y∈AN
∫ y
x
|cN (s, y)|ds = O
(
|AN |N− 12
)
.
We can derive these estimates by extending those obtained from the Riemann-
Hilbert analysis in [5] (relying on the methods introduced by Widom [31]) to
uniform estimates in the growing sets AN . A generalization from monomials V
to polynomials of even degree can then be obtained from [26].
In the special case of β = 2 Assumption 3.3 is verified for real analytic V with
a strictly increasing derivative V ′ and lim|x|→∞ V (x) =∞ in [18]. The work of
McLaughlin and Miller [23] suggests that for β = 2 it is even sufficient that V
possesses two Lipschitz continuous derivatives (together with some assumptions
on the equilibrium measure) instead of requiring V to be analytic.
(b) Other ensembles: Besides Hermite-type invariant ensembles, a number of other
invariant ensembles exists, for which convergence of the rescaled kernel KˆN,β to
Kβ was obtained by Riemann-Hilbert analysis. Due to the resemblance of the
Riemann-Hilbert analysis to the case of varying Hermite weights, we can expect
Assumption 3.3 to hold for such ensembles. Among those ensembles are e.g.
• Laguerre-type ensembles [6], where w(N)β in (2.3) is given by
wβ(x) = w
(N)
β (x) =
{
xγe−Q(x), β = 1, 2
x2γe−2Q(x), β = 4
with γ > 0 and Q denotes a polynomial of positive degree and with positive
leading coefficient.
• modified Jacobi unitary ensembles (β = 2) [20], where
w2(x) = (1− x)α1(1 + x)α2h(x), x ∈ (−1, 1)
with α1, α2 > −1 and h real valued, analytic and taking only positive values
on [−1, 1].
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• non-varying Hermite-type ensembles [8, 5], where
wβ(x) = e
−Q(x), β = 1, 2, 4
with a polynomial Q of even degree with positive leading coefficient.
Before we start to prove the Main Theorem, we further consider the (rescaled) corre-
lation functions and their limits. In order to state some results about B
(β)
N,k, we denote
their large N limits, which exist under Assumption 3.3, by
W
(β)
k (t1, . . . , tk) := limN→∞
B
(β)
N,k(t1, . . . , tk), β = 1, 2, 4.
In order to expand the correlation functions and their limits in terms of the kernel
functions KˆN,β and Kβ for β = 1 and β = 4, we introduce some more notation.
Let S = {i1, . . . , ik} ⊂ {1, . . . , n}, i1 < . . . < ik denote a set of cardinality k. For a
vector x = (x1, . . . , xn) ∈ Rn we set
xS := (xi1 , . . . , xik) (3.13)
and we denote the set of bijections on S by
S(S) := {σ : S → S | σ is a bijection}.
For a matrix kernel K : R2 → R2×2, σ ∈ S(S), d = (d1, . . . , dk) ∈ Rk, t = (t1, . . . , tN ) ∈
R
N we set
FKS,σ(d, tS) :=
1
2k
(K(tσ(i1), tσ(i2)))d1d2(K(tσ(i2), tσ(i3)))d2d3 . . . (K(tσ(ik), tσ(i1)))dkd1 .
(3.14)
With this notation the correlation functions can be expressed by (see [29])
B
(β)
N,k(t1, . . . , tk) =
k∑
m=1
∑
S1,...,Sm
(−1)k−m
∑
σ1∈S(S1),
...,
σm∈S(Sm)
2∑
d1,...,dk=1
m∏
i=1
F
KˆN,β
Si,σi
(dSi , t˜Si), β = 1, 4,
(3.15)
and hence
W
(β)
k (t1, . . . , tk) =
k∑
m=1
∑
S1,...,Sm
(−1)k−m
∑
σ1∈S(S1),
...,
σm∈S(Sm)
2∑
d1,...,dk=1
m∏
i=1
F
Kβ
Si,σi
(dSi , tSi), β = 1, 4,
(3.16)
where for each m we sum over all partitions of {1, . . . , k} into non-empty subsets
S1, . . . , Sm. Recall that S1, . . . , Sm and Spi(1), . . . , Spi(m) denote the same partition for
any permutation pi.
We observe further that each entry of the limiting kernels Kβ in (3.9) to (3.11) is a
bounded function and by the uniform convergence required by Assumption 3.3 we have
for some C > 0
sup
N∈N
sup
x,y∈AN
∣∣∣(KˆN,β(x˜, y˜))ij ∣∣∣ ≤ C, i, j = 1, 2, β = 1, 4.
For later reference, we note that the general identity
k∏
i=1
ai −
k∏
i=1
bi =
k∑
j=1
(
j−1∏
i=1
ai
)
(aj − bj)
 k∏
i=j+1
bi

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implies (under Assumption 3.3)∣∣∣∣∣
m∏
i=1
F
KˆN,β
Si,σi
(dSi , t˜Si)−
m∏
i=1
F
Kβ
Si,σi
(dSi , tSi)
∣∣∣∣∣ ≤ CmO(κN ). (3.17)
With these estimates and notation we can prove the following results about the corre-
lation functions and their convergence under Assumption 3.3.
Lemma 3.6. For k,N ∈ N, k ≤ N and β = 1, 2, 4 we have under Assumption 3.3:
(i) B
(β)
N,k(t1, . . . , tk) =W
(β)
k (t1, . . . , tk) + k!C
kO(κN ), t1, . . . , tk ∈ AN .
(ii) W
(β)
k is symmetric and additive translational invariant on R
k.
(iii) |B(β)N,k(t1, . . . , tk)| ≤ Ckkk/2, |W (β)k (t1, . . . , tk)| ≤ Ckkk/2, t1, . . . , tk ∈ AN .
Proof. We use the basic estimate
k∑
m=1
∑
S1,...,Sm
(
m∏
i=1
|Si|!
)
≤ 4kk!, (3.18)
where S1, . . . , Sm denotes a partition of {1, . . . , k}. The proof of (i) for β = 1 and
β = 4 is then obvious from (3.17). For β = 2 statement (i) follows from the Leibniz
representation of B
(β)
N,k and W
(β)
k . Statement (ii) is obvious from (3.8) and (3.9) to
(3.11). It remains to show the upper bound in (iii) for W
(β)
k as the respective bound for
B
(β)
N,k follows from the uniform convergence. We observe that for an arbitrary positive-
semidefinite matrix K ∈ Rn×n the inequality of the geometric and arithmetic mean,
applied to the eigenvalues, gives
det(K) ≤ 1
nn
(tr(K))n ≤ 1
nn
(Cn)n = Cn (3.19)
if all entries of K are bounded by C, i.e. |Kij | ≤ C for i, j = 1, . . . , n. Hence, we have
for an arbitrary n× n matrix K with entries bounded by C
det(KKT) ≤ nnC2n. (3.20)
To prove the bound on W
(β)
k we set for t = (t1, . . . , tk)
Kβ(t) := (Kβ(ti, tj))1≤i,j≤k ,
where Kβ(t) ∈ Rk×k for β = 2 and Kβ(t) ∈ R2k×2k for β = 1, 4. The boundedness of
Kβ(x, y) and (3.20) then imply for all t1, . . . , tk ∈ R∣∣∣W (2)k (t1, . . . , tk)∣∣∣ = |det (K2(t))| =√det(K2(t)K2(t)T) ≤ kk/2Ck
and for β = 1, 4 (recall n = 2k in (3.20))∣∣∣W (β)k (t1, . . . , tk)∣∣∣ = Pf(Kβ(t)J) =√det (Kβ(t)J) = det (Kβ(t)Kβ(t)T) 14 ≤ kk/2Ck.

Another important feature of the entries of the limiting kernels Kβ , which we need
to consider, is their integrability. Since, by some easy calculation, we have I1(x, y) =
O(1/|x− y|), the square integrability∫
R
(f(x, y))2 dx ≤ C ∀y ∈ R (3.21)
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is satisfied for f ∈ {S1,D1, I1,S4,D4}. It is the lack of square integrability for I4 that
complicates the later proof in the case β = 4. This will be compensated by the following
two observations:
(i) There exists some C > 0 such that for any interval A ⊂ R we have:∣∣∣∣∫
A
f(x, y)dx
∣∣∣∣ ≤ C ∀y ∈ R, f ∈ {S4,D4}. (3.22)
This can be shown by direct integration and the boundedness of S4, I4.
(ii) There exists some C > 0 such that for any α > 0, u, v ∈ [−α,α], y ∈ R and
Ru,v(x, y) :=
{
I4(x+ u, y + v)− 14 , if y < x
I4(x+ u, y + v) +
1
4 , if y ≥ x
(3.23)
we have ∫
R
(Ru,v(x, y))2 dx ≤ Cα,
∣∣∣∣∫
A
Ru,v(x, y) dx
∣∣∣∣ ≤ Cα. (3.24)
These estimates can be verified for u = v = 0 by some easy calculation, where for
the second inequality one can use integration by parts. The auxiliary dependence
on α is caused by the fact that the x- and y-arguments of I4 in (3.23) are shifted
by at most ±α.
4. The Expected Empirical Spacing Distribution and its Limit
In this section we consider the expected empirical spacing distribution, denoted by
EN,β
(∫ s
0 dσN (H)
)
, and show the existence of its large N limit. Moreover, we derive a
representation of this limit. For the convenience of the reader, we present some of the
calculations in [19], adding more refined error estimates. Moreover, we comment on the
connection between spacings and gap probabilities and present a further estimate for
the proof of the Main Theorem in Corollary 4.4.
We observe that with
f(λ
(N)
1 (H), . . . , λ
(N)
N (H)) :=
∫ s
0
dσN (H), (λ
(N)
1 (H), . . . , λ
(N)
N (H)) ∈ WN
we can calculate the expected empirical spacing distribution by
EN,β
(∫ s
0
dσN (H)
)
=
∫
WN
f(t1, . . . , tN )B
(β)
N,N (t1, . . . , tN )dt.
Unfortunately, in this representation we cannot use the invariance property of the cor-
relation functions mentioned in Remark 3.2, as f can only be defined for ordered N -
tuples. Therefore, we follow the ideas of [17] and introduce counting measures γN (k,H)
for k ≥ 2 that are closely related to σN . For a random matrix H with eigenvalues
λ˜1 ≤ . . . ≤ λ˜N and rescaled eigenvalues λ1 ≤ . . . ≤ λN we set for k ≥ 2
γN (k,H) :=
1
|AN |
∑
i1<...<ik,
λi1 ,λik∈AN
δ(λik−λi1 )
=
1
|AN |
∑
i1<...<ik,
λi1 ,λik∈AN
δ(max1≤j≤k λij−min1≤j≤k λij ).
The measures γN (k,H) are related to σN (H) as presented in Lemma 4.1 below. We
will use that
∫ s
0 dγN (k,H) is a symmetric function of the eigenvalues of H, i.e. with
g(λ
(N)
1 (H), . . . , λ
(N)
N (H)) :=
∫ s
0
dγN (k,H)
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we have (see Remark 3.2)
EN,β
(∫ s
0
dγN (k,H)
)
=
∫
WN
g(t1, . . . , tN )B
(β)
N,N (t1, . . . , tN )dt
=
1
N !
∫
RN
g(t1, . . . , tN )B
(β)
N,N (t1, . . . , tN )dt.
With the notation of (3.13) and
χs(tt, . . . , tk) := χ(0,s)
(
max
i=1,...,k
ti − min
i=1,...,k
ti
) k∏
i=1
χAN (ti),
where χ(0,s) and χAN denote the characteristic functions on (0, s) and on AN respectively
we can further calculate
EN,β
(∫ s
0
dγN (k,H)
)
=
1
N !
∫
RN
 1
|AN |
∑
T⊂{1,...,N},|T |=k
χs(tT )
B(β)N,N (t)dt
=
1
|AN |
1
N !
(
N
k
)∫
RN
χs(t1, . . . , tk)B
(β)
N,N (t)dt
=
1
|AN |
∫
Wk∩A
k
N
χs(t1, . . . , tk)B
(β)
N,k(t1, . . . , tk)dt1 . . . dtk. (4.25)
In order to exploit (4.25) we need the following connection between σN (H) and γN (k,H),
that can be established by combinatorial arguments (see Corollary 2.4.11, Lemma 2.4.9
and Lemma 2.4.12 in [17]).
Lemma 4.1 (chap. 2 in [17]). For N ∈ N, m ≤ N and s ≥ 0 we have
(i) ∫ s
0
dσN (H) =
N∑
k=2
(−1)k
∫ s
0
dγN (k,H), (4.26)
(ii)
(−1)m
∫ s
0
dσN (H) ≤ (−1)m
m∑
k=2
(−1)k
∫ s
0
dγN (k,H).
We can now derive the point-wise convergence of the expected empirical spacing
distribution from Lemma 4.1. This point-wise convergence was derived in [4] for unitary
invariant ensembles and in [19] for orthogonal and symplectic invariant ensembles. We
specify the error estimates of [19] in the proof of the subsequent theorem, where we
follow the ideas of [17] for unitary circular ensembles.
Theorem 4.2 (c.f. [17], [4], [19]). For β = 1, 2, 4 we have under Assumption 3.3
(i)
EN,β
(∫ s
0
dγN (k,H)
)
=
∫
0≤z2≤...≤zk≤s
W
(β)
k (0, z2, . . . , zk)dz2 . . . dzk
+
1
(k − 1)!s
k 1
|AN |C
kkk/2 + sk−1CkO(κN ), (4.27)
(ii)
lim
N→∞
EN,β
(∫ s
0
dσN (H)
)
=
∑
k≥2
(−1)k
∫
0≤z2≤...≤zk≤s
W
(β)
k (0, z2, . . . , zk)dz2 . . . dzk.
In particular, we claim that the series on the right hand side of the equation
converges.
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Proof. The proof is in the spirit of [17, chap. 5]. We take expectations in (4.26) and
consider the representation of the expectation of integrals with respect to γN in (4.25).
It is straightforward to prove the following bound
1
|AN |
∫
Wk∩A
k
N
χs(t1, . . . , tk)dt1 . . . dtk ≤ s
k−1
(k − 1)! ,
which, together with the uniform convergence of the correlation functionsB
(β)
N,k(t1, . . . , tk) =
W
(β)
k (t1, . . . , tk) + k!C
kO(κN ), t1, . . . , tk ∈ AN (Lemma 3.6), leads to
1
|AN |
∫
Wk∩A
k
N
χs(t1, . . . , tk)B
(β)
N,k(t1, . . . , tk)dt1 . . . dtk
=
1
|AN |
∫
Wk∩A
k
N
χs(t1, . . . , tk)W
(β)
k (t1, . . . , tk)dt1 . . . dtk +
sk−1
(k − 1)!k!C
kO(κN ).
Using the translational invariance of W
(β)
k (see Lemma 3.6) together with the change of
variables z1 = t1, zi = ti − t1, i = 2, . . . , k and the definition of χs, we have
1
|AN |
∫
Wk∩A
k
N
χs(t1, . . . , tk)W
(β)
k (t1, . . . , tk)dt1 . . . dtk
=
∫
0≤z2≤...≤zk≤s
W
(β)
k (0, z2, . . . , zk)dz2 . . . dzk
− 1|AN |
∫
AN
∫
0≤z2≤...≤zk≤s
W
(β)
k (0, z2, . . . , zk)
1− k∏
j=2
χAN (z1 + zj)
 dz2 . . . dzk
 dz1
=
∫
0≤z2≤...≤zk≤s
W
(β)
k (0, z2, . . . , zk)dz2 . . . dzk +
1
(k − 1)!s
kCkkk/2O
(
1
|AN |
)
.
This completes the proof of (i). In order to prove (ii), we note that by the upper bounds
on W
(β)
k (Lemma 3.6) and Stirling’s formula we have
lim
N→∞
EN,β
(∫ s
0
dγN (k,H)
)
≤ Cksk−1
(
1√
k − 1
)k−1
k→∞−−−→ 0. (4.28)
To verify that we may interchange the limit N → ∞ with the infinite summation over
k in (4.26) after taking expectations, we consider for m odd (Lemma 4.1 (ii))
m∑
k=2
(−1)kEN,β
(∫ s
0
dγN (k,H)
)
≤ EN,β
(∫ s
0
dσN (H)
)
≤
m+1∑
k=2
(−1)kEN,β
(∫ s
0
dγN (k,H)
)
.
(4.29)
On the one hand we take the limit inferior and on the other hand the limit superior for
N →∞ in (4.29). Statement (ii) is then a consequence of the convergence for N →∞
implied by (i) and (4.28). 
Remark 4.3. So far, we showed that the limit
Fβ(s) := lim
N→∞
EN,β
(∫ s
0
dσN (H)
)
exists and is given by (ii) in Theorem 4.2. The continuity of Fβ is also obvious from
(4.28) and (4.29). Moreover, we have (see (3.6) to (3.7))
W
(2)
k (t1, . . . , tk) = det (K2(ti, tj))1≤i,j≤k ,
W
(β)
k (t1, . . . , tk) = Pf(Kβ(ti, tj)1≤i,j≤kJ), β = 1, 4.
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Hence, the limiting expected spacing distribution Fβ does neither depend on V nor on
the point a nor on the interval IN and is hence universal. We will prove in Lemma 4.6
below that there exists a probability measure µβ such that Fβ(s) =
∫ s
0 dµβ.
We can now derive an important estimate for the proof of the Main Theorem.
Corollary 4.4. For any α > 0, N ∈ N and L = L(N) ∈ N we have∣∣∣∣Fβ(α) − ∫ α
0
dσN (H)
∣∣∣∣ ≤ L∑
k=2
∣∣∣∣EN,β (∫ α
0
dγN (k,H)
)
−
∫ α
0
dγN (k,H)
∣∣∣∣ (4.30)
+
(
1
|AN | +O(κN ) +
(
1√
L− 1
)L−1)
(Cα)L+1. (4.31)
Proof. We set Eβ(α, k) := lim
N→∞
EN,β
(∫ α
0
dγN (k,H)
)
and observe that we have (see
(4.29) and Lemma 4.1) for any odd integers m1,m2
m1∑
k=2
(−1)kEβ(α, k) ≤ Fβ(α) ≤
m2+1∑
k=2
(−1)kEβ(α, k), (4.32)
−
m1−1∑
n=2
(−1)n
∫ α
0
dγN (n,H) ≤ −
∫ α
0
dσN (H) ≤ −
m2∑
n=2
(−1)n
∫ α
0
dγN (n,H). (4.33)
For L ∈ N we set m1 = L, m2 = L if L is odd and m1 = L+1, m2 = L− 1 if L is even.
Adding inequalities (4.32) and (4.33) and using the triangle inequality yields∣∣∣∣Fβ(α) − ∫ α
0
dσN (H)
∣∣∣∣ ≤ L∑
k=2
∣∣∣∣EN,β (∫ α
0
dγN (k,H)
)
−
∫ α
0
dγN (k,H)
∣∣∣∣
+
L∑
k=2
∣∣∣∣EN,β (∫ α
0
dγN (k,H)
)
−Eβ(α, k)
∣∣∣∣ + Eβ(α,L) + Eβ(α,L+ 1).
We can further estimate the right hand side of the above inequality using (4.27) and
(4.28) together with the geometric series and the boundedness of kk/2/(k − 1)! (by
Stirling’s formula). 
Remark 4.5. We recall that in order to prove the Main Theorem (Theorem 3.4) we need
to provide an estimate on EN,β
(
sups∈R
∣∣∫ s
0 dσN (H)− Fβ(s)
∣∣). Except for the supre-
mum, we can take expectations in Corollary 4.4. Then the Cauchy-Schwarz inequality
suggests to provide an appropriate estimate on the variance of
∫ s
0 dγN (k,H), which is
at the heart of the proof of the Main Theorem and is carried out in Section 5.
We end this section by some results about the limiting spacing distributions Fβ , which
will be needed in Section 6.
Lemma 4.6 (for β = 2 c.f. [17]). Let Assumption 3.3 hold for β = 1, 2, 4. Then there
exist probability measures µβ on R such that
Fβ(s) := lim
N→∞
EN,β
(∫ s
0
dσN (H)
)
=
∫ s
0
dµβ. (4.34)
Moreover, there exist constants Aβ ≥ 1, Bβ ≥ 0 such that
1−
∫ s
0
dµβ ≤ Aβe−Bβs2 , s ≥ 0. (4.35)
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Proof. We observe that the total mass of σN (H) is the number of eigenvalues that lie
in IN reduced by one and normalised by 1/|AN |. Hence, we can calculate (by Remark
3.2) that under Assumption 3.3
EN,β
(∫
R
dσN (H)
)
= 1− 1|AN | +O (κN ) . (4.36)
Similar arguments as those that led to the existence of limN→∞ EN,β
(∫ s
0 dσN (H)
)
then
lead to the existence of
lim
N→∞
∫
R
f dνN , νN (A) :=
1
EN,β
(∫
R
dσN (H)
)EN,β (∫
A
dσN (H)
)
for all continuous functions f that vanish at infinity. Applying [12, Section VIII.1,
Theorem 2] and then [12, Section VIII.1, Theorem 1] to the probability measures νN
shows the existence of a limiting measure µβ with µβ(R) ≤ 1 and
Fβ(s) =
∫ s
0
dµβ =: Hβ(s) (4.37)
for every point of continuity of Hβ. To show the continuity of Hβ, suppose that Hβ has
a discontinuity at x0 and let (yn)n∈N, (zn)n∈N denote sequences with yn ր x0, zn ց x0
as n tends to infinity. Without loss of generality zn, yn can be assumed to be points of
continuity of Hβ, since the finite total mass of µβ implies that Hβ may have a countable
number of discontinuities only. By (4.37) and the continuity of Fβ we derive that the
large n limits of Hβ(zn) and Hβ(yn) coincide. By the monotonicity of Hβ, these limits
have to be equal to Hβ(x0), proving the continuity of Hβ. Hence, (4.37) is valid for all
s > 0.
In order to show (4.35), we use the connection between the limiting spacing distribu-
tion and gap probabilities, which are given by
Gβ(s) :=

det(1−K2|L2(0,s)), for β = 2√
det(1−K4|L2(0,s)×L2(0,s)), for β = 4√
det2(1−K1|L2(0,s)×L2(0,s)), for β = 1
,
where det2 denotes the regularised 2-determinant (see [5, (4.50)]), K2|L2(0,s) denotes the
integral operator on L2|(0,s) with kernel K2 and for β = 1, 4 the term Kβ|L2(0,s)×L2(0,s)
denotes the operator on L2|(0,s)×L2|(0,s) with matrix kernel Kβ. The first step towards
(4.35) is to show
Gβ(s) = 1 +
∞∑
k=1
(−1)k
∫
0≤x1≤...≤xk≤s
W
(β)
k (x1, . . . , xk) dx1 . . . dxk. (4.38)
For β = 2 equation (4.38) is obvious from the standard definition of Fredholm determi-
nants. For β = 1 and β = 4, heuristically, equation (4.38) is obtained as the limit of
the finite N version, which reads (combining [4, p. 108/109] and [5, (4.66)])
PN,β ({λ1, . . . , λN} ∩ (0, s) = ∅) =
N∑
k=0
(−1)k
∫
0≤x1≤...≤xk≤s
B
(β)
N,k(x1, . . . , xk) dx1 . . . dxk
=
√
det(1− KˆN,β|L2(0,s)×L2(0,s)).
This finite N version is well known (see e.g. [4], [5]), but in order to make the approxi-
mation arguments required for (4.38) rigorous one would need subtle information on the
convergence of the matrix kernels. Relation (4.38) can instead be proven by analytical
arguments (see [25, Section 7]).
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From (4.38) we can derive the following relation by a straightforward calculation (see
[4, p. 126]):
−G′β(s) = 1−
∫ s
0
dµβ . (4.39)
Hence, we will prove (4.35) by deriving estimates on |G′β |. The main ingredient for these
estimates is the fact that Gβ can be represented in terms of a Painleve´ transcendent as
follows: Let σ(s) be given as the solution of the differential equation
(sσ′′)2 + 4(sσ′ − σ) (sσ′ − σ + (σ′)2) = 0
with σ(s) ∼ − spi −
(
s
pi
)2 − s3
pi3
+ O(s4) for s → 0. Then, with the notation v(s) :=
σ(s)
s , v(0) :=
1
pi , it is well-known (see [16], [2], [15]) that
G2(s) = exp
(∫ pis
0
v(t)dt
)
, G1(s) = exp
(
−1
2
∫ pis
0
√
−v′(t)dt
)√
G2(s),
G4(s/2) =
1
2
(
G1(s) +
G2(s)
G1(s)
)
.
For large s the following asymptotic expansion of v is available in the literature (see
e.g. [7, (1.38)], [2, Remark 3.6.5])
v(s) = −s
4
− 1
4s
+O
(
1
s2
)
, s→∞. (4.40)
We write the derivatives of the gap probabilities as
G′2(s) = G2(s)v(pis)pi, (4.41)
G′1(s) = G1(s)
pi
2
(
v(pis)−
√
−v′(pis)
)
, (4.42)
G′4(s) = G
′
1(2s) +
piG2(2s)
2G1(2s)
(
v(2pis) +
√
−v′(2pis)
)
. (4.43)
For β = 2, (4.40) leads to
G2(s) ≤ Ce−
pi2
8
s2s−
1
4 , |G′2(s)| ≤ Cs
3
4 e−
pi2
8
s2 , (4.44)
completing the proof of (4.35) for β = 2.
To derive estimates on G′1 and G
′
4, we obtain a relation between v and its derivative
first. We insert (4.42) into (4.43) to obtain an expression for G′4 and then rearrange
G′4 ≤ 0 (see (4.39)) to √
−v′(2pis) ≤ 1 +H(2s)
−2
1−H(2s)−2 (−v(2pis))
with
H(s) := exp
(
1
2
∫ pis
0
√
−v′(t)dt
)
=
√
G2(s)
G1(s)
.
We obtain the following two estimates:
(i) By the behaviour of v(s) for small s, we have v′(0) = − 1
pi2
and hence H(s) > 1
for s > 0. Moreover, H is increasing by definition. Thus, 1+H(2s)
−2
1−H(2s)−2
is bounded
away from s = 0 and we have√
−v′(2pis) ≤ C(−v(2pis)) ≤ Cs, s ≥ 1. (4.45)
(ii) We have by the Cauchy-Schwarz inequality:
H(s) ≤ exp
(
1
2
√
pis
√
v(0)− v(pis)
)
≤ eCs. (4.46)
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For β = 1, we use G1(s) =
√
G2(s)
H(s) . Then H > 1 together with (4.44) implies G1(s) ≤
Ce−
pi2
16
s2 . Hence, for s ≥ 1 we have
|G′1(s)| ≤ Cse−
pi2
16
s2 . (4.47)
For β = 4, we consider (4.43) and then use (4.47), (4.44), (4.46) and (4.45) to obtain
the desired result. This completes the proof of (4.35), which also implies that µβ is a
probability measure. 
5. The Main Estimate
As suggested in Remark 4.5, the main result of this section is an estimate on the
variance of γN (k,H) (see Theorem 5.1). The proof of Theorem 5.1 is divided into the
proofs of some intermediate results (Lemma 5.4 and Lemma 5.8) and finally reduced to
the proof of the Main Estimate (Lemma 5.9).
Theorem 5.1. Under Assumption 3.3 there exists a constant C ∈ R such that for
β ∈ {1, 2, 4}, 2 ≤ k ≤ N and α > 0 we have
VN,β
(∫ α
0
dγN (k,H)
)
≤ α2kCk
(
kkO
(
1
|AN |
)
+O (κN )
)
.
For later reference, we note the following corollary which can directly be obtained
from Theorem 5.1.
Corollary 5.2. For α > 0 and L > 2 we can calculate (under Assumption 3.3) for
some C > 1
L∑
k=2
√
VN,β
(∫ α
0
dγN (k,H)
)
≤ O
(
1√|AN |
)
L∑
k=2
αkCk
√
(2k)k +O (√κN )
L∑
k=2
αkCk
=
(
O
(
1√|AN |
)
LL/2 +O (√κN )
)
(Cα)L+1.
We start with the introduction of some notation and prove an intermediate result
(Lemma 5.4) for the proof of Theorem 5.1.
Definition 5.3. For β ∈ {1, 2, 4}, N ∈ N, k ∈ N with 2k ≤ N we set
D
(β)
N,k(t
′, t′′) := B
(β)
N,2k(t
′, t′′)−B(β)N,k(t′)B(β)N,k(t′′), t′, t′′ ∈ Rk.
Lemma 5.4. Under Assumption 3.3 there exists a constant C ∈ R such that for α > 0,
β ∈ {1, 2, 4}, 2k ≤ N we have
VN,β
(∫ α
0
dγN (k,H)
)
≤ 1|AN | C
k kk (max(1, 2α))2k
+
1
|AN |2(k!)2
∣∣∣∣∣
∫
A2k
N
χα(t
′)χα(t
′′)D
(β)
N,k(t
′, t′′)dt′dt′′
∣∣∣∣∣ . (5.48)
Proof. In order to estimate the variance on the left hand side of (5.48), we first evaluate
the expected second moment. Using again the symmetry of the rescaled correlation
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functions together with Remark 3.2 and some combinatorial arguments leads to
EN,β
((∫ α
0
dγN (k,H)
)2)
=
1
|AN |2N !
2k∑
l=k
∑
T,S⊂{1,...,N}
|T |=|S|=k
#(T∪S)=l
∫
RN
χα(tT )χα(tS)B
(β)
N,N (t)dt
=
1
|AN |2
2k∑
l=k
1
l!
(
l
k
)(
k
l − k
)∫
Al
N
χα(t1, . . . , tk)χα(t1, . . . , t2k−l, tk+1, . . . , tl)B
(β)
N,l(t)dt.
(5.49)
In the last step we used that there are
(N
l
)( l
k
)( k
2k−l
)
possibilities for sets T, S ⊂ {1, . . . , N},
|T | = |S| = k with #(T ∪S) = l and once we decided on T and S we may by symmetry
assume that in (5.49)
T = {1, . . . , k}, S = {1, . . . , 2k − l, k + 1, . . . , l}, T ∩ S = {1, . . . , 2k − l}.
For l < 2k the two factors χα in the integral in (5.49) have at least one common
argument, i.e. all appearing variables have a maximal deviation from each other of 2α.
Hence, for l < 2k we first sort the l variables in (5.49), change variables as usual,
i.e. s = t1 ∈ AN , zi = ti − s ∈ [0, 2α], i 6= 1 and unsort the l − 1 z-variables. Using the
bound on the correlation functions provided in Lemma 3.6, we arrive at∣∣∣∣∣
∫
Al
N
χα(t1, . . . , tk)χα(t1, . . . , t2k−l, tk+1, . . . , tl)B
(β)
N,l(t)dt
∣∣∣∣∣
≤ l!
(l − 1)! |AN | (2α)
l−1C l ll/2 = l |AN | (2α)l−1C l ll/2. (5.50)
For k ≤ l ≤ 2k − 1 we use l ≤ 3(2k − l)!((l − k)!)2 (see [17, (5.11.10)]) together with
(5.50) to bound each of the k terms of the sum in (5.49) with k ≤ l ≤ 2k − 1 by
|AN |max(1, 2α)2kCk (2k)k
for some C > 0. Taking into consideration the last term (l = 2k) of the sum in (5.49)
we obtain
EN,β
((∫ α
0
dγN (k,H)
)2)
≤ 1|AN | C
k kk(max(1, 2α))2k
+
1
|AN |2(k!)2
∫
A2k
N
χα(t
′)χα(t
′′)B
(β)
N,2k(t
′, t′′)dt′dt′′.
The representation of the expected value of γN in (4.25) and in particular its square
completes the proof. 
With the above lemma the proof of Theorem 5.1 reduces to the proof of the following
estimate (under Assumption 3.3) for 2k ≤ N :
1
|AN |2((k!)2
∣∣∣∣∣
∫
A2k
N
χα(t
′)χα(t
′′)D
(β)
N,k(t
′, t′′)dt′dt′′
∣∣∣∣∣ ≤ Ckα2k
(
O
(
1
|AN |
)
+O (κN )
)
.
(5.51)
Remark 5.5. In the case β = 2 estimate (5.51) can be shown by using the determinantal
structure of the limiting correlation functions and the square integrability of the sine
kernel and similar, yet less involved, arguments as we will use in the cases β = 1 and
β = 4. For the rest of this section we focus on β = 1 and β = 4.
Next, we will estimate the error that arises if on the left hand side of (5.51) we replace
D
(β)
N,k by its large N limit. To this end we introduce the following notation.
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Definition 5.6. For β = 1, 4, k ∈ N and t′, t′′ ∈ Rk we set
V
(β)
k (t
′, t′′) :=W
(β)
2k (t
′, t′′)−W (β)k (t′)W (β)k (t′′) = limN→∞D
(β)
N,k(t
′, t′′).
Remark 5.7. We observe that D
(β)
N,k is given by the right hand side of (3.15), where
we sum for each m ∈ {1, . . . , 2k} over all partitions of {1, . . . , 2k} into non-empty
subsets S1, . . . , Sm. For D
(β)
N,k these sets have the additional property that there exists
an i0 ∈ {1, . . . ,m} such that
Si0 ∩ {1, . . . , k} 6= ∅ and Si0 ∩ {k + 1, . . . , 2k} 6= ∅. (5.52)
Then V
(β)
k is given by the same expression, where KˆN,β is replaced by Kβ and t˜ by t.
Lemma 5.8. Under Assumption 3.3 there exists C > 0 such that for k ∈ N, N ∈ N,
2k ≤ N and β ∈ {1, 4} we have∣∣∣∣∣
∫
A2k
N
χα(t
′)χα(t
′′)D
(β)
N,k(t
′, t′′)dt′dt′′ −
∫
A2k
N
χα(t
′)χα(t
′′)V
(β)
k (t
′, t′′)dt′dt′′
∣∣∣∣∣
≤ (2k)!Ck O(κN )(2α)2k−2 |AN |2.
Proof. We use the representation of D
(β)
N,k and V
(β)
k given in Remark 5.7. By (3.17) and
(3.18) (where k has to be replaced by 2k) we obtain for t′, t′′ ∈ AkN
D
(β)
N,k(t
′, t′′) = V
(β)
k (t
′, t′′) + (2k)!Ck O(κN ),
completing the proof by the usual change of variables. 
It is straightforward that the proof of Theorem 5.1 reduces to the proof of
1
|AN |2((k!)2
∣∣∣∣∣
∫
A2k
N
χα(t
′)χα(t
′′)V
(β)
k (t
′, t′′)dt′dt′′
∣∣∣∣∣ = Ckα2kO
(
1
|AN |
)
.
Hence, by the expansion of V
(β)
k as described in Remark 5.7 and (3.18) the proof of
Theorem 5.1 finally reduces to the proof of the following lemma, which is at the heart
of the proof.
Lemma 5.9 (Main Estimate). Let α > 0. Then there exists a constant C > 0 such
that for all k ∈ N, N ∈ N, k ≤ N , m ∈ {1, . . . , 2k}, β ∈ {1, 4}, a partition S1, . . . , Sm
of {1, . . . , 2k} and bijections σ1 ∈ S(S1), . . . , σm ∈ S(Sm) we have:∣∣∣∣∣∣
2∑
d1,...,d2k=1
∫
A2k
N
(
m∏
i=1
F
Kβ
Si,σi
(dSi , (t
′, t′′)Si)
)
χα(t
′)χα(t
′′)dt′ dt′′
∣∣∣∣∣∣ ≤ Ck α2k−1O(|AN |).
(5.53)
The constant implicit in the O-term can be chosen uniformly in α, k, N , m, S1, . . . , Sm
and in σ1, . . . , σm. The terms F
Kβ
Si,σi
are defined in (3.14).
Before we can prove the Main Estimate, we need to introduce some more notation.
For given m,σ1, . . . , σm and S1, . . . , Sm we can write with (t
′, t′′) = (t1, . . . , t2k)
m∏
i=1
F
Kβ
Si,σi
(dSi , (t
′, t′′)Si) =
2k∏
i=1
fi(tµi , tνi), fi ∈ {Sβ,Dβ, Iβ} (5.54)
with {µ1, . . . , µ2k} = {ν1, . . . , ν2k} = {1, . . . , 2k}. Here, we distinguish two types of
factors fi(tµ, tν):
• type (i): µ, ν ∈ {1, . . . , k} or µ, ν ∈ {k + 1, . . . , 2k}
• type (ii) is divided into two subtypes:
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– type (iia): µ ∈ {1, . . . , k}, ν ∈ {k + 1, . . . , 2k}
– type (iib): ν ∈ {1, . . . , k}, µ ∈ {k + 1, . . . , 2k}.
We observe that according to Remark 5.7, and in particular (5.52), the total amount of
factors of type (ii) in (5.54) is even since there are as many of type (iia) as there are of
type (iib). Moreover, there are at least two factors of type (ii). We can now prove the
Main Estimate in the simpler case β = 1.
Proof of the Main Estimate for β = 1. As there are at least two factors of type (ii) in
(5.54), we bound all other factors uniformly by some constant C and we estimate∣∣∣∣∣
m∏
i=1
F
Kβ
Si,σi
(dSi , (t
′, t′′)Si)
∣∣∣∣∣ ≤ C2k−2|f(tµ1 , tν1)| |g(tµ2 , tν2)|
≤ C2k−2 1
2
(
f2(tµ1 , tν1) + g
2(tµ2 , tν2)
)
for some f, g ∈ {S1,D1, I1} and µ1 ∈ {1, . . . , k}, ν1 ∈ {k+1, . . . , 2k}, µ2 ∈ {k+1, . . . , 2k},
ν2 ∈ {1, . . . , k} (i.e. f denotes some factor of type (iia) and g denotes some factor of
type (iib)). Because of the square integrability of S1,D1, I1 given in (3.21), we obtain
with the usual change of variables x = tµ1 , xi = ti − tµ1 , i 6= µ1 and y = tν1 , yi =
ti+k − tν1 , i 6= ν1 − k∣∣∣∣∣
∫
A2k
N
f2(tµ1 , tν1) χα(t
′)χα(t
′′)dt′ dt′′
∣∣∣∣∣ = O(|AN |)(2α)2k−2.
A similar estimate for g proves the claim. 
Remark 5.10. We note that we will be able to apply the same reasoning as in the proof
of the Main Estimate for β = 1, whenever there are two square-integrable factors of
type (ii) in (5.54).
The proof of the Main Estimate in the case β = 4 is more involved and requires some
preparation. We will now prove a lemma that will be used to show that certain terms
on the left hand side of (5.53) for β = 4 cancel each other.
Lemma 5.11. Let r ≥ 2. For r > 2 let G : Rr × {1, 2}r−2 → R be given by
G((t1, . . . , tr),(d1, . . . , dr−2))
:= (K4(t1, t2))1,d1(K4(t2, t3))d1,d2 . . . (K4(tr−1, tr))dr−2,2
and for r = 2 let G : R2 → R be given by
G(t1, t2) := D4(t1, t2),
where K4 is the matrix kernel given in (3.9) to (3.11). Let f : R
r → R be a function
such that f(t1, . . . , tr) = f(tσ(1), . . . , tσ(r)) for any permutation σ on {1, . . . , r} and let
A ⊂ R be an interval. Then we have
2∑
d1,...,dr−2=1
∫
Ar
G((t1, . . . , tr), (d1, . . . , dr−2))f(t1, . . . , tr)dt1 . . . dtr = 0, r > 2
and ∫
A2
G(t1, t2)f(t1, t2)dt1dt2 = 0, r = 2.
Proof. Let r > 2. We introduce an equivalence relation on the (r − 2)-dimensional
vectors (d1, . . . , dr−2) ∈ {1, 2}r−2 with equivalence classes of cardinality one or two. We
will see that the corresponding integrals with d1, . . . , dr−2 in a one-element equivalence
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class vanish while the others cancel out one another. We let (·)∗ : {1, 2}r−2 → {1, 2}r−2
be given by
(x1, . . . , xr−2)
∗ := (h(xr−2), . . . , h(x1)), h(n) :=
{
1, n = 2
2, n = 1
.
This map is obviously an involution defining an equivalence relation with equivalence
classes {x, x∗} for x ∈ {1, 2}r−2. It suffices to show∫
Ar
G(t, (d1, . . . , dr−2))f(t)dt = −
∫
Ar
G(t, (d1, . . . , dr−2)
∗)f(t)dt.
For (1, d1, . . . , dr−2, 2) ∈ {1, 2}r we observe the following (see definition of K4 and its
entries in (3.9) to (3.11)):
(i) Amongst (1, d1), (d1, d2), . . . , (dr−2, 2) there is an odd number of pairs that lie
in the set {(1, 2), (2, 1)}.
(ii)
K4(x, y)1,2 = −K4(y, x)1,2, K4(x, y)2,1 = −K4(y, x)2,1,
K4(x, y)1,1 = K4(y, x)1,1, K4(x, y)2,2 = K4(y, x)2,2.
(iii) K4(x, y)didi+1 = K4(x, y)h(di+1),h(di).
Hence, we obtain the following equations:∫
Ar
G(t, (d1, . . . , dr−2))f(t)dt
=−
∫
Ar
(K4(t2, t1))1,d1(K4(t3, t2))d1,d2 . . . (K4(tr, tr−1))dr−2,2f(t)dt (5.55)
=−
∫
Ar
(K4(t1, t2))dr−2,2 . . . (K4(tr−2, tr−1))d1,d2(K4(tr−1, tr))1,d1f(t)dt (5.56)
=−
∫
Ar
(K4(t1, t2))1,h(dr−2) . . . (K4(tr−2, tr−1))h(d2),h(d1)(K4(tr−1, tr))h(d1),2f(t)dt
(5.57)
=−
∫
Ar
G(t, (d1, . . . , dr−2)
∗)f(t)dt.
Indeed, for (5.55) we used (i) and (ii), for (5.56) we reversed the order of the factors and
relabelled the arguments, which is allowed by the symmetry of f and finally we used
(iii) to obtain (5.57). This completes the proof in the case r > 2. For r = 2 the proof
is obvious from G(t1, t2) = −G(t2, t1). 
Remark 5.12. We consider the expansion of FKS,σ(d, tS) in (3.14) and observe that the
product of factors between two (2, 1)-entries of K4 in (3.14), i.e. two I4-factors, can be
written in terms of the function G from Lemma 5.11. We further observe that two
(2, 1)-entries of K4 may not appear as adjacent factors in (3.14). Together with Lemma
5.11, this is the key observation for the following proof for β = 4.
We can now finish the proof of the Main Estimate for β = 4.
Proof of the Main Estimate for β = 4. Let S1, . . . , Sm and σ1 ∈ S(S1), . . . , σm ∈ S(Sm)
be fixed. In the case β = 4 we need to focus on all the factors of type (ii) in (5.54) and
hence introduce some notation. Recall that with t′ = (t1, . . . , tk), t
′′ = (tk+1, . . . , t2k)
each factor fi in the expansion
m∏
i=1
F
Kβ
Si,σi
(dSi , (t
′, t′′)Si) =
2k∏
i=1
fi(tµi , tνi), fi ∈ {Sβ,Dβ, Iβ} (5.58)
SPACINGS IN ORTHOGONAL AND SYMPLECTIC RANDOM MATRIX ENSEMBLES 21
can be written (after some appropriate relabelling of the d1, . . . , d2k) as
fi(tµi , tνi) = K4(tµi , tνi)dµi ,dνi , dµi , dνi ∈ {1, 2}. (5.59)
We observe that the classification of the term in (5.59) into type (i) or type (ii), does
not depend on the values of dµi and dνi . Suppose that in (5.58) there are θ factors of
type (iia) and consequently θ factors of type (iib). Assume further (after relabelling
if necessary) that f1(tµ1 , tν1), . . . , fθ(tµθ , tνθ ) in (5.58) denote the factors of type (iia)
and that fθ+1(tϕ1 , tη1), . . . , f2θ(tϕθ , tηθ ) denote the factors of type (iib) for some µi, ηi ∈
{1, . . . , k}, νi, ϕi ∈ {k+1, . . . , 2k}, i = 1, . . . , θ. We write (suppressing the d-dependency
in the notation) for i = 1, . . . , θ
Pi(µi, νi, t′, t′′) := fi((t′, t′′)µi , (t′, t′′)νi),= K4(tµi , tνi)dµi ,dνi , (type (iia))
(5.60)
Pθ+i(ϕi, ηi, t′, t′′) := fθ+i((t′, t′′)ϕi , (t′, t′′)ηi),= K4(tϕi , tηi)dϕi ,dηi . (type (iib))
(5.61)
Let R
(d)
type (i)(t
′, t′′) denote the product of all factors of type (i) in (5.54). Then we can
write
m∏
i=1
F
Kβ
Si,σi
(dSi , (t
′, t′′)Si) =
θ∏
i=1
Pi(µi, νi, t′, t′′)
θ∏
i=1
Pθ+i(ϕi, ηi, t′, t′′)R(d)type (i)(t′, t′′). (5.62)
Now, we decompose
Pi = P(int)i + P(sing)i (5.63)
and call P(int)i integrable as it satisfies some integrability condition (see (5.64)). P(sing)i
lacks this property and is thus called singular and takes values in {−14 , 0, 14} only. For
given tµ1 and tν1 we define this decomposition as follows:
• For 1 ≤ i ≤ θ and j1 ∈ {µ1, . . . , µθ}, j2 ∈ {ν1, . . . , νθ} we set
P(sing)i (j1, j2, t′, t′′) :=

0 if Pi(j1, j2, t′, t′′) ∈ {S4(tj1 , tj2),D4(tj1 , tj2)}
−1/4 if Pi(j1, j2, t′, t′′) = I4(tj1 , tj2) and tµ1 ≤ tν1
1/4 if Pi(j1, j2, t′, t′′) = I4(tj1 , tj2) and tµ1 > tν1 .
• For θ + 1 ≤ i ≤ 2θ, j1 ∈ {ϕ1, . . . , ϕθ}, j2 ∈ {η1, . . . , ηθ} we set
P(sing)i (j1, j2, t′, t′′) :=

0 if Pi(j1, j2, t′, t′′) ∈ {S4(tj1 , tj2),D4(tj1 , tj2)}
1/4 if Pi(j1, j2, t′, t′′) = I4(tj1 , tj2) and tµ1 < tν1
−1/4 if Pi(j1, j2, t′, t′′) = I4(tj1 , tj2) and tµ1 ≥ tν1 .
• Moreover, we set
P(int)i (j1, j2, t′, t′′) := Pi(j1, j2, t′, t′′)− P(sing)i (j1, j2, t′, t′′).
Obviously, for t′, t′′ ∈ Rk the term P(int)i (j1, j2, t′, t′′) is either equal to Pi(j1, j2, t′, t′′) or
differs from it by ±1/4.
Let u ∈ [−α,α]k, uµ1 = 0, v ∈ [−α,α]k, vν1 = 0, xˆ = (x, . . . , x) ∈ Rk, yˆ = (y, . . . , y) ∈
R
k. We observe that in the case Pi(r, s, t′, t′′) = I4(tr, ts), we have (see (3.23)):
• For 1 ≤ i ≤ θ and r ∈ {µ1, . . . , µθ}, s ∈ {ν1, . . . , νθ}
P(int)i (r, s, xˆ+ u, yˆ + v) = Rur ,vs−k(x, y).
• For θ + 1 ≤ i ≤ 2θ and r ∈ {ϕ1, . . . , ϕθ}, s ∈ {η1, . . . , ηθ}
P(int)i (r, s, xˆ+ u, yˆ + v) = Rvr−k,us(y, x).
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Thus, with (3.24) we have for some C¿0∫
R
(P(int)i (r, s, xˆ+ u, yˆ + v))2 dx ≤ Cα,
∣∣∣∣∫
A
P(int)i (r, s, xˆ + u, yˆ + v) dx
∣∣∣∣ ≤ C α (5.64)
for all intervals A ⊂ R and for all y ∈ R.
For Pi(j1, j2, t′, t′′) = S4(tj1 , tj2) and Pi(j1, j2, t′, t′′) = D4(tj1 , tj2) the estimates in
(5.64) follow from (3.21) and (3.22). We will use the estimates in (5.64) after an appro-
priate change of variables later and proceed with the consideration of (5.62).
Substituting (5.63) into the right hand side of (5.62) and expanding the product, we
obtain 4θ terms for each configuration of (d1, . . . , d2k) ∈ {1, 2}2k . Hence, we have for
each (d1, . . . , d2k) ∈ {1, 2}2k∫
A2k
N
(
m∏
i=1
F
Kβ
Si,σi
(dSi , (t
′, t′′)Si)
)
χα(t
′)χα(t
′′)dt′ dt′′
=
∑
P˜1∈{P
(int)
1
,P
(sing)
1
},...,
P˜2θ∈{P
(int)
2θ
,P
(sing)
2θ
}
∫
A2k
N
θ∏
i=1
P˜i(µi, νi, t′, t′′)
θ∏
i=1
P˜θ+i(ϕi, ηi, t′, t′′)R(d)type(i)(t′, t′′)χα(t′)χα(t′′)dt′dt′′.
(5.65)
We decompose the sum in (5.65) into two partial sums and a single term as follows:
• partial sum (I): The sum of those terms in (5.65), where at least two of the
factors P˜i, i = 1, . . . , 2θ are integrable.
• partial sum (II): The sum of those terms in (5.65), where exactly one of the
factors P˜i, i = 1, . . . , 2θ is integrable. This sum contains 2θ terms.
• remainder term: There is only a single term left that is not subsumed into
partial sum (I) or partial sum (II): The term, where non of the factors P˜i, i =
1, . . . , 2θ is integrable or in other words all appearing factors are singular.
Then we have for given d1, . . . , d2k∫
A2k
N
m∏
i=1
F
Kβ
Si,σi
(dSi , (t
′, t′′)Si)χα(t
′)χα(t
′′)dt′dt′′
= partial sum (I) + partial sum (II)
+
∫
A2k
N
θ∏
i=1
P(sing)i (µi, νi, t′, t′′)
θ∏
i=1
P(sing)θ+i (ϕi, ηi, t′, t′′)R(d)type(i)(t′, t′′)χα(t′)χα(t′′)dt′dt′′.
We will show the following two estimates:∣∣∣∣∣∣
2∑
d1,...,d2k=1
partial sum (X)
∣∣∣∣∣∣ ≤ Ck α2k−1O(|AN |), X = I, II (5.66)
and the equation
2∑
d1,...,d2k=1
∫
A2k
N
θ∏
i=1
P(sing)i (µi, νi, t′, t′′)
θ∏
i=1
P(sing)θ+i (ϕi, ηi, t′, t′′)
×R(d)
type(i)
(t′, t′′)χα(t
′)χα(t
′′)dt′dt′′ = 0. (5.67)
Hence, (5.66) and (5.67) imply the Main Estimate for β = 4.
The inequality in (5.66) will be obtained by estimating each single term in partial
sum (I) and in partial sum (II), while the proof of equation (5.67) relies on the fact that
some terms for different values of (d1, . . . , d2k) cancel out (see Lemma 5.11).
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Proof of (5.66) for partial sum (I): The proof of (5.66) can be carried out in the same
fashion as in the case β = 1 (see Remark 5.10), as there are two square-integrable factors
(in the sense of the first inequality in (5.64)).
Proof of (5.66) for partial sum (II): We consider a term in the sum in (5.65) and let
P˜v be integrable for some v ∈ {1, . . . , θ} and let P˜i be singular for i 6= v. It suffices
to consider the case that all appearing singular factors are stemming from I4 because
otherwise the integrals vanish. Then this term equals
(−1)θ(1/4)2θ−1
∫
A2k
N
sgn(tµ1 − tν1)P(int)v (µv, νv, t′, t′′)R(d)type(i)(t′, t′′)χα(t′)χα(t′′)dt′dt′′.
(5.68)
We change variables:
xµ1 = tµ1 ∈ AN , xi = ti − tµ1 ∈ [−α,α] for i ∈ {1, . . . , k} \ {µ1},
yν1−k = tν1 ∈ AN , yi = tk+i − tν1 ∈ [−α,α] for i ∈ {1, . . . , k} \ {ν1 − k}
and observe that after changing variables t′ and t′′ are replaced by (ν0 := ν1 − k)
X := (x1 + xµ1 , x2 + xµ1 , . . . , xµ1−1 + xµ1 , xµ1 , xµ1+1 + xµ1 , . . . , xk + xµ1) ∈ AkN ,
Y := (y1 + yν0 , y2 + yν0 , . . . , yν0−1 + yν0 , yν0 , yν0+1 + yν0 , . . . , yk + yν0) ∈ AkN .
We recall that R
(d)
type(i)(t
′, t′′) is the product of factors of type (i) each evaluated at the
difference of two components of t′ or t′′ and hence R
(d)
type(i)(X,Y ) does not depend on
xµ1 and yν0 and may be taken outside the xµ1- and yν0-integration. Moreover, the term
χα(X) = χα(x1, x2, . . . , xµ1−1, 0, xµ1+1, . . . , xk) does also not depend on xµ1 . We recall
that for given yν0 and given xi, i 6= µ1 the following inequality is immediate from the
the second estimate in (5.64):∣∣∣∣∣∣
∫
xµ1∈AN
xµ1≥yν0
P(int)v (µv, νv ,X, Y )
(
k∏
i=1
χAN (Xi)
)
dxµ1
∣∣∣∣∣∣ ≤ Cα. (5.69)
We continue with the consideration of (5.68) and first integrate with respect to xµ1
in the region xµ1 ≥ yν0 . With (5.69) and |R(d)type(i)|∞ ≤ C2k−2θ we obtain∣∣∣ ∫
[−α,α]2k−2
( ∫
AN
( ∫
xµ1∈AN
xµ1≥yν0
sgn(xµ1 − yν0)P˜v(µv, νv,X, Y )
(
k∏
i=1
χAN (Xi)
)
dxµ1
)
×
(
k∏
i=1
χAN (Yi)
)
dyν0
)
χα(X)χα(Y )R
(d)
type(i)(X,Y )
∏
i 6=µ1
dxi
∏
i 6=ν0
dyi
∣∣∣
≤Ckα 2k−1|AN |.
The same estimate can be obtained for xµ1 < yν0 . This leads to∣∣∣∣∣
∫
A2k
N
sgn(tµ1 − tν1)P(int)v (µv, νv, t′, t′′)R(d)type(i)(t′, t′′)χα(t′)χα(t′′)dt′dt′′
∣∣∣∣∣
≤ Ckα 2k−1|AN |
in the case that P˜v is integrable for some v ∈ {1, . . . , θ} and the functions P˜i with i 6= v
are singular.
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The case that the only integrable factor is P˜v for some v ∈ {θ + 1, . . . , 2θ} (i.e. this
factor stems from a factor of type (iib) before expanding) can be treated in a similar
fashion, which proves (5.66) for partial sum (II).
Proof of (5.67): We will show that the integrals themselves on the left hand side of
(5.67) vanish for certain values of d1, . . . , d2k and pairs of the remaining terms cancel
out. It suffices to consider such configurations of (d1, . . . , d2k) in (5.67) that imply that
Pi stems from I4 for all i = 1, . . . , 2θ, because otherwise at least one of the P(sing)i equals
zero and the claim is trivially true. Hence, we have
(dµi , dνi) = (dϕi , dηi) = (2, 1) for i = 1, . . . , θ (5.70)
in (5.60) and (5.61).
We observe that amongst the 2θ singular factors, θ factors are equal to 1/4 (e.g. for
tµ1 > tν1 those factors of type (iia)) and θ factors are equal to −1/4 (e.g. for tµ1 > tν1
those factors of type (iib)). However, we obtain∫
A2k
N
θ∏
i=1
P˜i(µi, νi, t′, t′′)
θ∏
i=1
P˜θ+i(ϕi, ηi, t′, t′′)R(d)type(i)(t′, t′′)χα(t′)χα(t′′)dt′dt′′
=(−1)θ
(
1
4
)2θ ∫
A2k
N
R
(d)
type(i)(t
′, t′′)χα(t
′)χα(t
′′)dt′dt′′.
We need to show
2∑
d1,...,d2k=1
∫
A2k
N
R
(d)
type(i)(t
′, t′′)χα(t
′)χα(t
′′)dt′dt′′ = 0, (5.71)
where some of the di are already given by (5.70). We recall (see Remark 5.7) that there
is a set Sj amongst S1, . . . , Sm such that
Sj ∩ {1, . . . , k} 6= ∅ and Sj ∩ {k + 1, . . . , 2k} 6= ∅. (5.72)
We want to study the contribution of FK4Sj ,σj (dSj , (t
′, t′′)Sj ) to R
(d)
type(i)(t
′, t′′), i.e. the
factors of type (i) in FK4Sj ,σj (dSj , (t
′, t′′)Sj ) . We suppose that
|Sj| =M, Sj = {i1, . . . , iM}, i1 < . . . < iM
and we set
sr := σj(ir), d
(r) := dir , r = 1, . . . ,M.
Then we have (see (3.14))
FK4Sj ,σj (dSj , (t
′, t′′)Sj )
=
1
2M
(K4(ts1 , ts2))d(1)d(2)(K4(ts2 , ts3))d(2)d(3) . . . (K4(tsM , ts1))d(M)d(1) . (5.73)
Suppose that
a := min{r ∈ {1, . . . ,M} : sr ≤ k < sr+1 or sr+1 ≤ k < sr},
b := min{r ∈ {a+ 1, . . . ,M} : sr ≤ k < sr+1 or sr+1 ≤ k < sr},
i.e., reading from left to right in (5.73), (K4(tsa , tsa+1))d(a)d(a+1) denotes the first factor
of type (ii) in (5.73) and (K4(tsb , tsb+1))d(b)d(b+1) is the second factor of type (ii). Notice
that these exist because of (5.72). Moreover, we have
(K4(tsa , tsa+1))d(a)d(a+1) , (K4(tsb , tsb+1))d(b)d(b+1) ∈ {±1/4},
(d(a)d(a+1)) = (d(b)d(b+1)) = (2, 1).
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Hence, the contribution of FK4Sj ,σj (dSj , (t
′, t′′)Sj ) to R
(d)
type(i)(t
′, t′′), i.e. the factors of type
(i) in FK4Sj ,σj (dSj , (t
′, t′′)Sj), includes a sequence
(K4(tsa+1 , tsa+2))1d(a+2)(K4(tsa+2 , tsa+3))d(a+2)d(a+3) . . . (K4(tsb−1 , tsb))d(b−1)2. (5.74)
Considering (5.74), we observe the following:
(i) There is at least one factor in (5.74) because products of form I4(x, y)I4(y, z)
may not appear in the expansion of FK4Sj ,σj (dSj , (t
′, t′′)Sj ).
(ii) For any factor (K4(tµ, tν))dµ′dν′ of R
(d)
type(i)(t
′, t′′) that is not listed in (5.74) we
have
µ, ν /∈ {sa+1, sa+2, . . . , sb}, µ′, ν ′ /∈ {dia+2 , dia+3 , . . . , dib−1}.
(iii) We have
{sa+1, sa+2, . . . , sb} ⊂ {1, . . . , k} or {sa+1, sa+2, . . . , sb} ⊂ {k + 1, . . . , 2k}.
(iv) Using the notation of Lemma 5.11 the term in (5.74) equals
G((tsa+1 , . . . , tsb), (dia+2 , . . . , dib−1)).
These observations allow us, in order to prove (5.71), to first integrate the term in (5.74)
with respect to tsa+1 , . . . , tsb . By Lemma 5.11 we have
2∑
dia+2 ,...,dib−1=1
∫
Ab−a
N
G((tsa+1 , . . . , tsb), (dia+2 , . . . , dib−1))χα(t
′)χα(t
′′)dtsa+1 . . . dtsb = 0.
This shows (5.71) and completes the proof. 
6. Completing the Proof of the Main Theorem
In this section we show, again following the ideas of [17], how the estimates of Section
4 and Section 5 can be combined to prove Theorem 3.4. For s > 0 we set
∆N (s,H) :=
∫ s
0
dσN (H)−
∫ s
0
dµβ.
In order to prove the Main Theorem, we have to provide an upper bound on the expec-
tation EN,β (sups∈R |∆(s,H)|) and so far we derived an upper bound on |∆(s,H)| for
s > 0 (Corollary 4.4). In order to deal with the supremum, we follow the suggestions
in [17] and introduce nodes as follows.
For a given matrix size N ×N let M =M(N) ∈ N with limN→∞M(N) =∞ denote
the number of considered nodes 0 = s0 < s1 < . . . < sM(N)−1 < sM(N) =∞ such that∫ si
0
dµβ =
i
M(N)
, i = 0, . . . ,M(N). (6.75)
Such nodes si exist because of the continuity of
∫ s
0 dµβ as a function of s and the
fact that µβ is a probability measure (see Lemma 4.6). Observe that the nodes si, i =
1, . . . ,M(N)−1 depend on both β andN and we may eventually stress the β-dependency
of si by writing si,β instead. For later use we further introduce the notation
δN := max
β=1,2,4
{1, sM(N)−1,β}.
Following further the ideas of [17], we obtain a relation between δN and M(N) using
the tail estimate for µβ as follows. For Aβ ≥ 1 and Bβ ≥ 0 as in Lemma 4.6 (ii) and
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Cβ :=
√
1+ln(Aβ)
Bβ
we have for N sufficiently large and hence ln(M(N)) > 1∫ ∞
Cβ
√
ln(M(N))
dµβ ≤ Aβe−BβC
2
β
ln(M(N)) =
1
M(N)
(
1
Aβ
)ln(M(N))−1
≤ 1
M(N)
.
By the definition of the nodes si, this implies sM(N)−1,β ≤ Cβ
√
ln(M(N)), and hence
for some C > 0
δN ≤ C
√
ln(M(N)). (6.76)
The following lemma shows why it is useful to evaluate |∆(s,H)| at the nodes s1, . . . , sM(N)−1
in order to provide an upper bound on |∆(s,H)| that does not depend on s.
Lemma 6.1 (Section 3.2 in [17]). LetM(N) ∈ N and s0,β, . . . , sM(N),β with β ∈ {1, 2, 4}
be as in (6.75). For
∆M (H) := max
i=1,...,M(N)−1
|∆(si,β,H)|
and s ≥ 0 we have
|∆(s,H)| ≤ 1
M(N)
+ ∆M(H) +
∣∣∣∣∫
R
dσN (H)− 1
∣∣∣∣ .
As the right hand side of the estimate in Lemma 6.1 does not depend on s, we can
further estimate EN,β (sups∈R |∆(s,H)|).
Lemma 6.2. For M = M(N) with M(N) → ∞ for N → ∞ and s0,β, . . . , sM(N),β as
in (6.75) we have
EN,β
(
sup
s∈R
|∆(s,H)|
)
≤ EN,β (∆M(H))+ 1
M(N)
+O(√κN )+O
(
1√|AN |
)
, β ∈ {1, 2, 4}
Proof. By Lemma 6.1 it remains to show that
EN,β
(∣∣∣∣∫
R
dσN (H)− 1
∣∣∣∣) = O(√κN ) +O
(
1√|AN |
)
.
By Jensen’s inequality we have(
EN,β
∣∣∣∣∫
R
dσN (H)− 1
∣∣∣∣)2 ≤ EN,β
((∫
R
dσN (H)
)2)
− 2EN,β
(∫
R
dσN (H)
)
+ 1.
(6.77)
To calculate the moments of
∫
R
dσN (H), we set
S(IN ,H) := #{i : λ˜i(H) ∈ IN}
and hence by definition
∫
R
dσN (H) =
1
|AN |
(S(IN ,H) − 1). We calculate (using the
symmetry of B
(β)
N,N )
EN,β(S(IN ,H)) =
1
N !
∫
t1,...,tN
(
N∑
i=1
χAN (ti)
)
B
(β)
N,N (t1, . . . , tN )dt1 . . . dtN
=
∫
AN
B
(β)
N,1(t) dt = |AN |(1 +O (κN ))
and
EN,β
(∫
R
dσN (H)
)
= 1 +O (κN ) +O
(
1
|AN |
)
. (6.78)
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In a similar fashion we obtain
EN,β(S(IN ,H)
2) =
1
N !
∫
t1,...,≤tN
 N∑
i,j=1
χAN (ti)χAN (tj)
B(β)N,N (t1, . . . , tN )dt1 . . . dtN
= |AN |(1 +O (κN )) + N(N − 1)
N !
∫
t1,...,tN
χAN (t1)χAN (t2)B
(β)
N,N (t1, . . . , tN )dt1 . . . dtN
= |AN |(1 +O (κN )) +
∫
A2
N
W
(β)
2 (t1, t2) dt1dt2 + |AN |2O (κN ) .
In order to show ∫
A2
N
W
(β)
2 (t1, t2) dt1dt2 = |AN |2 +O(|AN |), (6.79)
we recall that for β = 2 we have W
(2)
2 (t1, t2) = 1 −K2(t1, t2)2 and for β = 1, 4 we can
expand W
(β)
2 via (3.16). The square-integrability of the sine-kernel together with∫
A2
N
Iβ(t1, t2)Dβ(t2, t1)dt1 dt2 = O(|AN |), β = 1, 4
then implies (6.79). Hence, we have
1
|AN |2EN,β(S(IN ,H)
2) = 1 +O(|AN |−1) +O(κN )
and
EN,β
((∫
R
dσN (H)
)2)
=
1
|AN |2
(
EN,β(S(IN ,H)
2)− 2EN,βS(IN ,H) + 1
)
= 1 +O (|AN |−1)+O(κN ). (6.80)
Inserting (6.78) and (6.80) into (6.77) completes the proof. 
As κN → 0, |AN | → ∞ for N → ∞ with Lemma 6.2 the Main Theorem is a conse-
quence of the following lemma.
Lemma 6.3. There exists a sequence (M(N))N with M(N)→∞ as N →∞ such that
lim
N→∞
EN,β
(
∆M(N)(H)
)→ 0, β = 1, 2, 4.
Proof. We consider the estimate from Corollary 4.4 for |∆(sj ,H)|. We obtain an esti-
mate for ∆M by adding up the terms in (4.30), now depending on sj, for j = 1, . . . ,M−1
and finally adding (4.31). Taking expectations and using the Cauchy-Schwarz inequality
and the estimate on the variance (Theorem 5.1) leads to the following inequalities
EN,β
(
∆M(N)(H)
) ≤ M−1∑
j=1
L∑
k=2
√
VN,β
(∫ sj
0
dγN (k,H)
)
+
(
1
|AN | +O(κN ) +
(
1√
L− 1
)L−1)
(CδN )
L+1
≤M(N)
(
1√|AN |LL/2 +√κN
)
(C0δN )
L+1 (6.81)
+
(
1
|AN | + κN +
(
1√
L− 1
)L−1)
(C0δN )
L+1 (6.82)
for some C0 > 1 and arbitrary L. Next, we will provide sufficient choices for the
parameters L(N) and M(N), which have so far been arbitrary.
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For given N we consider the equations
xx/2 = |AN |1/10, Cx+10 (x+ 1)(x+1)/4 = min(|AN |1/10, κ−1/5N ). (6.83)
For sufficiently large N the solutions are positive and we let L
(1)
N denote a solution of
the first equation and L
(2)
N a solution of the second equation in (6.83). Moreover, let
L(N) denote the largest integer such that
L(N) ≤ min(L(1)N , L(2)N ).
Once L(N) is fixed, we let M(N) denote the largest integer such that
M(N) ≤ min{|AN |1/5, κ−1/5N , exp(
√
L+ 1/C21 )}, (6.84)
where C1 denotes a constant such that (6.76) is valid. Then M(N) → ∞, L(N) → ∞
as N → ∞. For the sake of readability we omit the N -dependency in the notation of
M(N) and L(N) in the following estimates and obtain by straightforward calculations:
• δN ≤ C1
√
ln(M) ≤ (L+ 1)1/4 by (6.76) and (6.84)
• (C0δN )L+1 ≤ |AN |1/10, (C0δN )L+1 ≤ κ−1/5N by definition of L
• MLL/2 ≤ |AN |1/5|AN |1/10 by (6.84) and (6.83)
• M√κN ≤ κ3/10N by (6.84)
• C
L+1
0 δ
L+1
N
(L− 1)L−12
≤ C
L+1
0 (L+ 1)
L+1
4
(L− 1)L−12
≤ CL (L+ 1)
L+1
4
(L+ 1)
L−1
2
= CL(L+ 1)−
L
4
+ 3
4 .
With the above inequalities we obtain that each term in (6.81) and (6.82) vanishes as
N →∞. This completes the proof of the Main Theorem (Theorem 3.4). 
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