


































































1.1.1 視覚センサを用いたロボ ッ トの制御.


























































3.5.1 実験設備. • 


























































4見てから動く: (look 組d move) 
t見てから動く 7 ピジ、ユア Jレフィードバック








































2.14 視空間 B に投影した関節空間(広領域)
2.15 視空間 B に投影した関節空間(狭領域)
2.16 デカルト空間を用いた線形近似結果(広領域)と誤差分布
2.17 視空間A を用いた線形近似結果(広領域)と誤差分布
2.18 視空間 B を用いた線形近似結果(広領域)と誤差分布 .
2.19 デカルト空間を用いた線形近似結果(狭領域)と誤差分布
2.20 視空間A を用いた線形近似結果(狭領域)と誤差分布.





























2 . 29 視空間 B を用いた場合の線形近似結果と誤差分布
3.1 従来のピジ、ユアルサーボとの比較.





3.7 カメラ回転時の画像座標 xLの軌道 • . • 
3.8 カメラ回転時の視空間における誤差の軌道.
3.9 カメラ の姿勢誤差による影響
3.10 マニピュレータの関節角度誤差による影響 ( c-vs の場合)
3.11 ステレオ型ハンドアイシステムのモデル
3.12 単眼型ハンドアイシステムのモデル. . • 








4.5 使用した画像 (150x150) . 
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4.13 x 方向， y 方向に平行移動させた場合の推定並進量 Vx ， Vy とピジ、ユア jレサーボ
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4.28 明る い画像での推定並進量.. • • 
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4.30 暗い画像での推定並進量
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視覚センサを用いてロボットを制御する場合 (Fig. l. l) ，通常は視覚により作業環境

























にビジ、ユアルフィードパックと呼ばれる [6]. カメラ画像を用いたピジ、ユア lレフィードパツ
現在位置
Fig. 1.3: '見てから動く 7 ピジ、ユアルフィードパック












てから動くう制御を繰り返し行う手法が取られていた ( Fig. 1. 3 ) .この手法は t見てから動










































(a) 環境モデルを介したマッピング ( b )直接的な近似マ ッピング
































































































数多くなされている [19 ， 20 , 21J. 人間の腕をロボットアームと考えると，これは人間にお
ける逆運動学と考えることができる.人間における空間知覚系としては，生体と直接関係
のないデカルト座標系ではなく，眼球運動や上肢運動にみられる生体本来のもつ情報形態











節 ) ，視空間 ( 2.4節 ) と関節空間 (2.3節 ) について説明する.次に，視空間と関節空間の
線形性 ( 2.5節 ) を示したうえで，視空間から関節空間への線形近似変換，すなわち，視空
間を作業座標系とした線形近似逆運動学 ( 2.6宣告 ) を構成し，その近似精度が十分実用可能
であることを示す.また，線形近似の誤差を最小とするカメラ配置とロボットアームの運
動学的構造が人間と類似したものであることを示す ( 2.7節 ) . 
2.2 人間型ハンドアイシステムのモデル
Fig.2.1 に，人間の運動学的構造を参考として作成したハンドアイシステムのモデルを示
す. 2 台のカメラは，光学的焦点を中心として水平方向に独立に回転し ( αL ， Cl'.R) ， 垂直方
向に同じ角度 (αD) 回転する.カメラは基線長 (Baseline length = 2E ) の間隔でベースフ
レームに搭載されている.また，ベースフレームはカメラの中点に位置する首関節 ( NECK )
を中心に水平方向に回転する(() .それぞれのカメラにおいては理想的な透視投影変換が
成り立ち，空間上の一点は焦点 (Focal point) を通って結像面に投影されるとする.画像
座標とカメラ姿勢の関係は Fig.2.2 に示す.図中 ， (XL , yL) , (XR , yR) は左右のカメラ画
像座標をあらわす.なお，カメラの焦点距離 (Focal length = f) は，左右等しく設定する.
つぎにロボットアームは，上腕 ( Lu ) と前腕 ( Lf ) の 2 リンクと肘関節 (ELBOW ) と
肩関節 (SHOULDER) の 2 関節で構成し，肘関節に水平方向に 1 自由度 (j2) ， 肩関節に
水平方向(jl) と垂直方向 (jo) の 2 自由度を有する. Tab.2.1 に本モデルの各パラメータ














































Z ニ LuCOS(jl) + Lf COS(jl + ]2) + w 
y = 乏 sin (jo) + K 
10 第 2. 人間型ハンドアイシステムにおける線形近似逆運動学 2.4.視空間 1 
z = z cos(jo) -G 





、 網膜視空間 αL 
jo - tan-1(yj2) 
j1 tan-1(2ji) 
-tan-1 (何ji2+ 22 + Lu2 -L/) 


















=#τ(z + G)2 
(i2 + 22 + Lu2 + L/)2 




情報を用いて空間上の 3 次元位置を計測する.これら 3 つのパラメータを用いて空間上の
1 点の 3 次元位置をデカ lレト空間として表現するためには，多くの回転変換を含んだ煩雑
な計算が必要である (付録 A章参照 ) .これに対して本研究では， Fig.2.4に示すように，
首角度により定める首視空間と，カメラ角度により定める眼球視空間，画像座標により定
める網膜視空間の 3 つの視空間の線形和としてあらわす空間座標系(視空間)によって空
間上の位置を表現する.視空間v = (γ ， e ， b)T ， および他の 3 つの視空間は， (2.3 ) 式に示
すように，首角度とカメラ角度とカメラ画像座標の線形式として定義されるので，単純で
少ない計算量で 3 次元位置を得ることができる.
| γ(奥行き) I I 0 I I αL ー αR l I (XL_XR)jf 1 
v = I e(水平方向)I=I(I+I(αL+ αR)j2 I + I(XL + XR)/2f I 
l b(垂直方向)J loJ l αD I I (yL+ yR)/2f I 
(2.3) 
肩関節をとおる水平面 (jo = 0) において，関節空間をデカ jレト空間に投影した像を
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Fig. 2.3 : デカルト空間に投影した関節空間
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2.4.1 眼球視空間




r 'YE(輯繋角 ) I I αL- αR I 
V E = I ()E(水平方向角) I =I (αL+ αR)/2 I (2.4) 
|ら(垂直方向角) I I αD I 
首関節を正面方向 (=0 に固定するとき，眼球視空間は次式によりデカルト空間へ変換さ
れる.
x = E sin(2()E) /山(γE)
y -.?sin ( ?E ), z ニ .ïcos( ?E) 










対する特徴点の 3 次元的な相対位置を 次式により得ることができる.
|γR(視差?奥行) 1 r (XL_XR)/f l 
V R = I ()R(水平方向角) I =I (XL + XR)/2f I (2.6) 






網膜視空間座標γR ， ()R ， らは，次式に定義する近似値γ九 ()k，らを用いると，幾何学的には
Fig.2.7のように表すことができる.
γみ= tan-1((XL -XR)/ f) 竺 γR
Oみ= tan-1 ((XL + X R)/2f) : () R 
ð~ = tan-1((yL + yR)/2f) 竺 ðR (2.7) 
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球視空間座標γE ， BE' ðEが表す角度のそれぞれの和市 +γE ， Bk_ + BE' ら+らは，特徴点を眼
球視空間座標として表すときの角度にほぼ一致している.よって，網膜視空間座標の近似





る.すなわち，網膜視空間座標の近似値γh?oh? らと網膜視空間座標γR ， BR ， らの誤差により，
(2.8) 式で得られる VERで、定ま る眼球網膜視空間と (2.5)式より定まる眼球視空間には ，
誤差が存在する ( Fig.2.8 に，図中央の黒点を注視している際の網膜視空間の形状を点線，
眼球視空間の形状を実線で示す) .また ， VE と VRは実空間に対して冗長であるため ， VER 
の値が求まっても， VE と VRの値がそれぞれ定まらなければ実空間の位置が一意には定ま








































































































Fig. 2.13: 視空間A に投影した関節空
間(狭領域)
35 30 10 IS 20 25 
e ( d・ g)




角度で得られる視空間.このとき， αL+ αR= 0, XL = XR = yL = yR = 0 となる
ので， (2.3) 式は
柑


































Fig. 2.14: 視空間 B に投影した関節空
間 (広領域)















方土45[deg] である [25] ) . Fig.2.10に示した関節空間 0 三 )1 三 100 ， 10 三 )2 三 110[deg]
をこれら 2 つの視空間に投影した結果を Fig.2.12 ， Fig.2.14に示す.また，これよりやや
狭い関節空間 20 :; ]1 :; 60 ぅ 60 三 )2 三 100 [deg] (Fig.2.11) を視空間に投影した結果を









(2.11 ) 式に定義する近似誤差の自乗和 (SSD) を評価値として，最小自乗法を用いて逆運
動学の線形近似を行った.近似式を (2.12) 式に定義する.
SSD = 乞(j' _ j)T (j' _ j) 











ここで V = (γ ぅ O)T?j=(jIJ2)T? jf=(jiJj)Tであり ， Vはマニヒ。ユレータの関節角度
がjのときの手先の視空間座標， jfは近似関節角度， R， Cは線形近似の定数行列，定数ベク
トルである.線形近似は，ロボットアームの運動を肩関節をとおる水平面上旬= 200) に
制限し，先に示したけ重類の関節空間 (Fig.2.10 (広領域)， Fig.2.11 (狭領域) )を用い












j' - RD D+CD (2.13) 
ここで D = (x , z)Tであり ， Dはマニピュレータの手先のデカルト座標 ， RD ， CDは線形近
似の定数行列，定数ベクトルである • RD ， CD はR， Cと同様に SSDについての最小自乗法
により決定した.















平均誤差 67 [nm] 
最大誤差 188 [皿]
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最大誤差 25.2 [ram] 




においては， Fig.2.22 に示すように，カメラの肩関節に対する高さ (K = 200) とマニピュ
レータのリンク長さの和 (Lu+ Lf = 630) を固定したうえで，カメラと肩関節の水平距離
(w) とマニピュレータの前腕と上腕の長さの比率 (ratio= Lu/(Lu + Lj)) について評価
を行った.カメラの基線長は E= 35 に固定しているが， Eは視空間のスケーリングを定




うに定めた.実線で固まれた領域が実験により得られた手先の可動領域 (L) ， 点線で固ま
れた領域が，腕の筋肉に不自然きを感じずに手先を動かすことができる作業の し易い領域




間における誤差の自乗和 (C -SSD) を用いた.
ERROR[mm] 



















次にカメラと肩関節の水平距離 Wとリンクの前腕と上腕の長さの比 Tαtio を同時に変え
ながら線形近似マッ ピ ングを行ったときの W， ァαtio と C-SSDの関係を調べた.視空間
A を用いて領域 L に対してマッピングを行ったときの結果を Fig.2 . 26 に，視空間 A を用
いて領域 S に対してマッピングを行ったときの結果を Fig.2 . 27に示す. マ ッ ピングの対
線形近似に適した カ メラ配置とマニピュ レータの運動学的構造2.7. 人間型ハンドアイシステムにおける線形近似逆運動学
ここで， Dはマニピユレータの手先のデカルト座標， D'は線形近似により得れらたマニピュ
レータの手先のデカルト座標である .
まず，アームのリンク長さの比を人間と同じ値 ( rαtio = 0.4, Lu ニ 250 ， Lj 二 380 ) に固
定したうえでp カメラと肩関節の距離 Wを変化させながら線形近似マッピングを行ったと
きの W と C-SSDの関係を調べた.マッピングの対象領域を手先の動かし易い領域(S) 
とした場合の結果を Fig.2.24に ? 手先の可動領域 ( L ) とした場合の結果を Fig.2 . 25 に示
す.図中の実線は視空間 A を用いた場合，点線は視空間 B を 用いた場合の結果である .
第 2.22 
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Fig. 2.26: 前腕，上腕の長きの比と線形近似精度 (対象領域 s) 
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Fig. 2.25: 眼球位置と線形近似精度(対象領域 L )
Fig. 2.27: 前腕，上腕の長さのよじと線形近似精度 (対象領域 L )
いずれの場合も ， 近似誤差を最も小さくする Wの値は W> 0 であり，カメラとマニピュ
レータの肩関節はやや水平距離をおいて設置したほうが，線形近似の精度は良くなること
がわかっ た. ァαtio = 0.43, W = 240 で最も近似誤差が少ないことがわ象領域を領域 L としたときは，
』
24 第 2. 人間型ハンドアイシステムにおける線形近似逆運動学 2.8. 結言 25 
かる.この値は人間 (ratio= 0.4, W = 200 ) とほぼ一致している.また，領域 S を対象領





次に構造を人間と同じとし (W ニ 200 ，ratio = 0.4) ，領域 S について線形マッピングを
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Fig. 2.29: 視空間 B を用いた場合の線形近似結果と誤差分布
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基礎となっている.一部には，ニューラルネットワークを用いた直接的なマッピングを利
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これまでに提案されたピ、ジ、ユアルサーボは，大きく位置ベース法 [30 ， 31 ， 32] と特徴ベー










u = 一入J町一l(()R ， ()C) (I-Id) 
θI 
θ()R (3.2) 
非線形変換 線形変換 l 
ここでI は画像特徴量， Id は目標とする画像特徴量， ()cはカメラ姿勢をあ らわす.ここで




JRI - θ()R 
θIδp 
。pθ()R

















ングに基づいた制御を行っているものがほとんどである.たとえば， Feddema らはロボ ッ
トヤコビアンとイメージヤコビアンの逆行列を用いて次式で制御を行った [40J.
u= 一入JR- 1JI - 1 (1-1d) (3.4) 




u= 一入JR -1 J 1 +(1 -1 d) (3.5) 
ここで， J/+ はJIの一般化逆行列で、ある.これらの手法では y ロボットヤコビアンに加え
てイメージヤコビアンも実時間で推定しなければならない.また ， Espiau らは目標点にお
けるイメージヤコビアンを用いて次式によって制御を行った [36].
a()R 
ただし ， u はロボットの関節への指令値，入はゲイン ， JR はロボットヤコビアン， θR は
ロボットの関節角度， P はロボットの手先 ( またはカメラ)のデカルト座標 ， Pd は目標物
体のデカルト座標である.デカルト座標からロボットの関節角度への変換は非線形式で表
JR -
U ニ一入JR-1 JId+(1-Id) (3.6) 
ここでJId+ は，目標点におけるイメージヤコビアンJ/d の一般化逆行列である.この手法
では，制御のはじめに目標点におけるイメージヤコビアンを推定すれば，制御中はイ メー
30 第 3. 視空間を用いたビジュアルサーボ
ジヤコビアンを推定する必要はない.しかし，収束が保証される領域は目標点近傍に限定
されている.また，橋本らは同様に次式によって制御をおこなった [38].
叫二一入 K (J1d J Rd)T(I -Id) (3.7) 




















Fig.2.1 に示した人間型ハンドアイシステムにおいて，マニピュ レータの手先とターゲ ツ
トが同時に左右のカメラで観測されているとき，手先の視空間座標とターゲットの視空間
座標の差より関節角速度を生成するフィードパック制御を考えると， (2 .12 ) 式を用いて次
式のフィードパック式が構成できる.








3.3. 線形ピジ、ユアルサーボ 31 
カメラ角度と首角度は等しいので， (2.3) 式を (3.8) 式に代入すると，カメラ角度αL ， αん αD
と首角度〈の項が消去され，カメラ画像座標のみに依存する次のサーボ式が得られる.
tι 一入RI {(XL + XR) -(X{f + X:)}/2j 
{(yL + yR) -(yl + Y/)}/2j 
= 一入 R T (I-Id) 
(1/f 一山 0 0 ) ここで T ニ 1/21 1/21 0 0 
o 0 1/21 1/21 
1 = (XL ,X R, yL , yR) ，~~ ，う (3.9) 






















32 第 3. 視空間を用いたビジュア jレサーボ 33 3.5. 実験
3.4 漸近安定性
Uo= 0.1 _._.-.- 0.3 -..-..-..-. 
0.2 -----ー四・ 0.4・......・ H ・...，
50 
0.3 ・H・H・ .._1














ここで， M(j) は，関節空間から視空間へのヤコビアンである .線形ピジ、ユア lレサーボに
おいて，関節速度は (3.8) 式で与えられる.このとき，閉ループ系のダイナミクスは次式で、
あらわされる.
ev = 一入M(j)R ev (3.11) 
以下，線形近似が行われた領域内 (Fig.2.11参照)の初期位置から同領域内に設定された
目標点に収束することを検証する.ここで，つぎのスカラー関数を定義する.
0 ・ ・ー・. .I_ -"-.L ﾟ ' / ,. ...,,. 1・“ a ・ 0
・600 ・400 -200 0 200 400 600 ・100 -50 0 50 100 150 
x [mm) i1 [cleg] 
Fig. 3.2: デカルト空間における吸引領域 Fig. 3.3: 関節空間における吸引領域
UW)=jehv 
上式は， (3.11) 式のシステムにおいて連続である .上式を微分すると次式を得る.






るステレオピジ、ユアルサーボ [35] (付録 B章参照)との比較実験を行う.以下，線形ビジ、ユ
ア lレサーボを L-VS ， 疑似逆行列を用いるピジ、ユアルサーボを c-VS として記述する.つ
ぎに，線形ピジ、ユアルサーボがカメラ回転にロバストであることを実験により検証する.つぎに Q を次式で定義される閉領域とする.
U(V) < Uo (3.14) 
ここで ， Uo は， 正の定数である.もし，閉領域 Q に含まれる目標点 Vd 以外の全ての V
について，長U(V) く O が成り立つなら，不変集合定理 [37] より， 0 を初期位置とする軌
道はすべて己標点に収束することが保証される.ここで，閉領域 Q は，吸引領域と呼ばれ，
数値的に定義することができる. Fig.3.2 と Fig.3.3 は，線形近似を行った領域周辺にお
ける吸引領域を示す.
ここでは，状態ベクトル V を 2 次元とし，肩関節をとおる水平面 (Y = 200) 上におい
て解析を行った . (V = (γ1 B) ， また R は， Fig.2.20の 2 x 2 の行列とする.)図中の線は
Uo の等高線をあらわす.斜線でおおわれた領域は，マニピュレータの可動範囲とその境
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3.5.2 軌道特性 3.5.3 カメラ角度に依存しない性質
L-VS はカメラ角度の計測が不要でありながら，カメラ回転の影響が非常に小さい.こ
のことを検証するために，カメラを手で約 1Hz の周期で水平方向に約土10 [deg] 回転きせ
ながら実験を行い，カメラ を固定して実験を行った場合の軌道との比較を行っ た. Fig.3.6 







L-VS と c-VS の軌道を実験とシミュレーションにより比較した.まず，初期位置と目標
位置をそれぞれ (X ， y)T= (-1 00 ,400)T , (300 ， 500)T として実験を行い，つぎに初期位置と
目標位置を逆に設定して実験を行った.また ， 同じ条件でシミ ュレーシヨンを行った . 結
果を Fi広・ 3.5 に示す . L-VS においては，シミュ レーシヨンと実験で得た軌道は， ほぼ同じ
で、あるふ， C-VS では大きく異なっている これは， L-VS がキャリプ レーションエラーに
対してロバストであることを示唆している .
また L-VS は視空間上におけるフィードパック制御であるために ， 視空間上において直
線軌道を描こうとする傾向があるが，人間型ハンドアイシステ ム においては， 視空間とマ
ニピュ レー タの関節空間は線形的な関係にあ る ので，関節空間において も 直線軌道を描く
傾向がある . このため， マニビュレー タの非可動領域を避けた収束軌道を描く特性を持つ .
580 L 一一一 EXPERTh但-rr560 





380:350 ・3∞ .250 ・200 ・ 150 ・100 ・50 0 50 1 ∞ 150 
X(mm) 
? ??AUマ




-350 -300 -250 ・200 ・ 150
X(mm) 
-100 -150 
Fig. 3.5: 線形ピジ、ユ アルサーボと従来の手法の比較 Fig. 3.6: カ メ ラ 固定時と回転時の手先軌道
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3.6 モデル誤差に対する口バスト性
本章では，線形ピジ、ユアルサーボのモデル誤差に対するロバスト性をシミュレーシヨン
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L-VS では，カメラ姿勢が変化しでも，サーボ動作には影響がない.これに対し 3 平行ス
テレオカメラのモデルに基づく c-VS では，カメラの姿勢誤差がある場合，サーボ動作に
どのような影響があるかを調べるために，シミュレーション実験を行った.ステレオカメ
ラのうち左側のカメラ角度に対して，反時計まわりに 2 ， 5, 8, 10 [deg] の誤差を与えた場
合に得られた軌道を Fig.3.9 に示す L-VS では，軌道がほとんど変化していないのに対し




よる影響は受けない. C-VS において，関節 )1の計測値が，実際より 5 ， 10, 20 [deg] の誤
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置姿勢ベクトルをp， ロボットの関節角ベクトルを0 とすると，特徴量を目標値ごd ~ 、こ収束さ
せるためには，
u= 一入JヰotJ~age(とーし)
に基づいて関節速度指令値u を用いて制御すればよい [12]. 









なわち， JJムotJZ;αg eが離散化時間内に時変であることが，軌道が曲がる直接的原因とな っ
ている.
一方，本研究では，次式に示す時不変ゲインを用いた制御を提案した.
u= 一入 R ぽーとd) (3.17) 
ここで， R は画像特徴ベクトルとロボットの関節角ベクトルを時不変線形式により結びつけ
る近似定数である. (3.17) 式においては，もともと Rが近似値であるため ， R と JヰotJi，:んe
3.7. ピジ、ユアルサーボに適したカメラ配置とマニピュレータの運動学的構造 39 
の差により軌道は曲線的となる.つまり，いずれの手法においても軌道が曲線となるのは，
JヰotJjLL"が時変であることに起因している.
きて，デカルト空間におけるマニピュレータの手先の誤差ベクトルe= P -Pd を定義し，
ご ーし = Jimαgeeが満たされると仮定する.ここでマニピュレータが (3.17) 式に基づいて
理想的に動作し， 。 ニ包が成り立つと仮定すると，デカルト空間におけるマニピュレータ
の手先の誤差システムは次式のようにあらわすことができる.
e Jrobot u 
一入 JrobotRJimage ε (3.18) 
本式において ， J robotRJimageが，単位行列のスカラー倍に近い場合に， eは直線的に収束
する.そこで， (3.18) 式におけるヤコビアン (M= Jr似RJimage) に対して，次の評価量
L を定義する.
mTl句 m'!l "l mTI L(M) = →ニ x -.-~-二×・・・×ニピ旦Im1 " Im21" "Imnl 
xirn1 + rn2 + ・・・ +rnπ)T(11+ 12 + ・・・ +1π)
1 rnl + m2 + . . m n111 + 12 + . . . +九|
ただし?
M = (rn1 ， m2' ・ ・" rnn) 
li = (π1 ， η2γ ・ 1ηn)T {ηt 二 1 ， ηother 二 O} (3.19) 





に示す.マニピュレータは 2 リンク 2 自由度のスカラ型である.また，カ メラは基線長
2E = 70[mm]，焦点距離 f = 3[mm] の理想的な透視投影モデルに基づく平行ステレオカメ
ラを用いる.また，画像特徴量としては特徴点の視空間座標と= (γぅ e)T を用いる.左右の
画像平面上に投影された特徴点 (XL ， yL) , (X矢 yR) は次式で視空間座標 とに変換される.
と = ((XL -XR)/ f , (XL + XR)/2f)T (3.20) 
また，比較のため，マニピュレータに対して上面にカメラを 1 台取り付けたハンドアイ
システムを考える ( Fig.3.12 ) .このとき，カメラ画像にはデカルト座標 (x ， z) がそのま
ま投影されており，と =P， すなわちJimαgeが単位行列で、あると考える.一般には，このよ
うにカメラを配置することが多い.

























まず， Fi広・ 3.11 に示すハンドアイシステムにおいてカメラ配置，リンク長さを Ll = 
250 ， L2 ニ 380 ，W - 200, K ニ 200 と人間と似た値に設定したときの評価量 L の分布
を Fig.3.13 に示す.行列Rの値は， 2.6節と同様にカメラに対して正面の領域を対象にご
と 0の線形マッピングを行なう際の近似パラメータとして最小自乗法により定めた.また，
Fig.3.12に示すカメラを上面に取り付けたハンドアイシステムを用いる場合の評価量 L の
分布を Fig.3.14に示す.カメラ配置，リンク長さは同じく Ll = 250 , L2 = 380, VV ニ 200
と人間と似た値に設定した. Fig.3.13 と Fig.3.14を比較すると，ステレオカメラを用いる
ほうが広範囲において評価量 L の値が大きいことが分かる.図中の矢印線は， (3.17) 式に
基づくシミュレーションにより得られたマニピュレータの手先の軌道である.ここで，ゲ
インは入= 3，サンプリングタイムは 33[msec] とし，ステレオカメラ，単眼カメラ，それぞ
れにおいて 3 通りの試行を行なった.L が大きい領域においては，軌道は直線的となるこ
とが分かる.
以下， Fig.3.11 のシステムを用いる場合について，ヤコビアンが空間的に一様となるカ
メラ配置と マニピュレータの運動学的構造を評価量 L を用いて評価する . Ll + L2 ニ 630
の条件のもとで， Ll' L2の割合をそれぞれ変化させた場合に，可動範囲内における L > 0.6 
の領域の面積 αTα を求めた.結果を Fig.3.15 に示す.図より Ll = 230 において最も広
い面積が得られることがわかる.また，カメラと肩関節の水平距離 Wを変化させた場合の
L > 0 . 6 の領域の面積を Fig.3.16 に示す . W = -150 と W = 230 に局所最小値が見られ
るが， W = 230 と作業領域をカメラに対してやや右前方とする配置のほうが，面積 αreα
の変動も小さく安定していることがわかる.これらの結果は ， L の関値を 0.6 以外にした
場合でも同様に得られる.以上より，人間の眼と腕の構造と配置においては，ヤコビアン
。
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Fig. 3.16: カメラ位置と時不変安定度

















ハンドアイシステムの構造評価に関する研究としては，他に Sharma ら [39] が，ビジ、ユ
アルサーボにおけるハンドアイシステムのカメラ配置に関する評価法として'motion perｭ

































設定の手間 I 0 
計算量 | ム
計測精度| ム






















レーションには，大変な手聞が必要である [4， 11]. そこで，視覚情報をもとにフ ィ ードバ ッ
ク制御を行うことにより，カメラやロボットのモデル誤差に対してロバストな位置決め制
御技術が近年は盛んに研究されている.これまでに提案されたビジ、ュアルサーボに用いら
れている画像特徴の検出方法について Tab.4 .1 にまとめる.
相関法 (テンプレートマ ッ チング法) は，目標をテンプレートとして取り込み，画像中
の探索領域を走査しながら各位置において相関値を計算し，最も相関値の大きい位置を目
標の位置として定める方法である [9] . 本手法は，目標をテンプレートとして取り込むだけ
で利用できるというシステム設定の簡便さと汎用性の高きが利点である.計算量が大きい
欠点、があるが，最近は実時間処理が行える専用画像処理装置(トラッキングビジョン:富士
通株式会社 ) [43] が安価に市販されたこともあって，近年は特に多く用いられている.相
関法における計測単位は通常は 1 ピクセルである.補間処理を併用することによ り ， 1/数
-1/10 ピクセル程度の精度で検出が可能とされているが [44 ， 45]，ハードウエアによるサ
ポートはまだ行われていない . また，回転量の計測には，少しずつ回転させたテンプレー
トを多数枚用意し，これらとのマッチング結果より最適なものを選ぶ手法が通常用いられ
4.2. ビ、ジユア Jレサーボと画像特徴検出法 45 
るが [9)，計算量が多 くな る欠点がある.ま た， 複数のテンプ レー トのマッチング結果よ り
線形補聞に よ り 回転量を得ょ うと する試みもみ られる [46 ] ・
次に図形的特徴を利用する方法は， 2 値化な どの前処理を行って得られた画像特徴の重
心位置やエッジ位置な どを用いる方法である [47] . 本手法は，計算量が少なくて済み，環境
の明度変化な どに対 して ロバストである反面，システム設計時には環境にあわせて画像処
理を調整した り ， 画像処理が適切に行えるように環境を設定する必要があり，システム設
定に手聞がかかる難点がある. しか し，回転量の検出やサブピクセル精度の計測などは容
易に可能であり ， 画像処理のカスタマイズを行うぶんだけ自由度は大きい.現在のビジュ
ア ルサーボの研究においては，処理の高速性から最も多く用い られている手法である .
オ プテ イ カ ルフロ ー とは時間的に連続した画像より得 ら れる画像上の速度場のことであ
る.画像中の物体を剛体と仮定することで，オプテ イ カルフローよ り， 物体の運動やカメ
ラの運動を計測することができる [48]. 通常，オプテイカルフローは時間的に連続した画像
を用いて，画像中の物体やカメラの速度を求めるのに用いられる [49] . これに対して，基準
画像と現在の画像を用いてオプテ イ カルフローを求めると，物体やカメラのずれ量を基準
画像に対する位置として計測することもできるはずである.しかし，オプテイカルフローは
大きな運動量に対 しては計測精度が悪いので，一般にこのような使用例は見られない . ォ
プテ イ カルフローの検出法としては，これまでに数多くの手法が開発されている [50J ・しか
し，精度の良いオプテイカルフローを得るためには多くの計算量が必要であるために，今
のところリア ルタイムにオプテイカルフローを利用した例としては p 画像中の動物体の抽




ことが重要であ り ，収束動作の途中における計測精度は大きな問題とはな ら ない . 先に述
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Fig. 4.2: 画像の並進 Fig. 4.3: 並進量の検出モデル
いま，画像上の点 (x ， y) の濃度を I(x ， y) とし，画像全体 (画像に写っている物体と背景，
またはカメラ)が z 軸方向に dx だけ移動したとする (Fig.4.2) .また，移動後の画像上
の点の濃度は I'(x ， y) とする. Fig.4 .3は，このときの画像上の z 軸方向の一画素列の濃度
変化を示している.実線は移動前の濃度，点線は移動後の濃度である.このとき，画像上
の物体と背景の濃度が不変であると仮定すると，実線と点線で固まれた斜線部の面積は移





んニ I(ιν)- I' (x ， y) ( 4.1) 
ここで S:rは推定並進量(斜線部の面積の総和) , 1tは濃度変化量である.しかし， S:rで、は
移動方向が判別できない.そこで，各点における空間的な濃度勾配の符号と濃度変化量の




I 1, x > 0 
szgη(x)=~ 0, x=O 
l -1 , x<O 
ここで ， s~は方向性を持たせた面積，告は点 (x ， y) における空間的な濃度勾配である.画
像が z 軸の正の方向に移動したときは s;は正であり，負の方向に移動したときは s; は負と
なる.ー
次に画像全体が z 軸方向に dx， y軸方向に dyだけ移動した場合を考える.このとき
( 4.2 ) 式の 1t は ， dx だけでなくのによっても影響を受けて変化するが， dyによる Lの変化
量とまの符号が無関係であると仮定すると，画像全体の総和を計算することで、(4.2) 式に
対するのの影響はキャンセルされる.このとき， s; と dx の比例関係は維持されるので υ 
軸方向の移動量が存在する場合で、も， (4.2 ) 式に よって z 軸方向の移動量が推定で、きる:
また同様に ， y軸方向の移動量も次式によって推定できる.
θI shE(L 幻g明))








ムt = {(I(x-1 ,y-1)-I'(x-1 ,y-1)) 
+(I(x, y -1) -I' (x , y -1) 
+(I(x -1, y) -1'(x -1, y) 
+ ( 1( x , y) -l' (肌 y))}/4
ムx = {(I(x ,y)-I(x-l ,y)) 
+(I'(x , y) -1'(x -1, y))}/2 
ムν = {(I(x ,y)-I(x ,y-l)) 
+(1' (x , y) -1'(久 y -1))}/2 (4.4) 









Ux - ムt S 'lg叫ムx)
Uy ムt S 'lgη(ムν) (4.5) 
(U
x
, uy)Tは点 (x ， y) におけるフローベクトルを表す.これを粗いオプテイカルフローと呼
ぶ.画像中心の座標を (xc ， Yc) とすると，画像全体のフローベクトルがなす回転モーメント
は次式によって求まる.
s;= 乞(Ux (y -yc) -Uν (x-xc)) ( 4.6) 
包イ氾
ここで， s;は回転モーメントの総和であり，画像の回転量に比例する値である. (4.5 ) 式で
求める粗いオプテイカルフローは，大雑把な近似に基づくものであり，検出精度は悪いが，
( 4.4)式および( 4.6) 式で求める画像の並進量および回転量は，粗いオプテイカルフロー
が画像全体に対して平均をされるために， 4. 3 .5節， 4.3.6節で示すようにビジュアルサー
ボにとっては十分な精度で検出される. (4 . 5) 式のオプテイカルフローの検出方法について
は，次節で再度説明を行う .
きて， (4.4)式， (4.6) 式で求めた並進量および回転量は相対的なものであり単位は未知
である.そこで目標画像を z 方向 ， y方向に 1 [pixel] シフト，または 1 [deg] 回転して作成し
た画像ともとの画像を比較し，それぞれについて求めた並進量 5L 勾，および回転量尽を
基準値として次式のように並進量 Vx ， Vyおよび回転量 Veの単位付けを行う.
Vx ニ s~/5~[pixel] 
Vy = s~/弓 [pixel]
Ve = S;/5;[deg] (4.7) 
以上，画像の並進量と回転量の検出方法について説明した.本手法の実験結果は 4.3.5
節に示す.また，本手法を用いた位置決め制御の方法については， 4. 3.4節に示す .
4.3.3 組いオプテイカルフローに関する補足説明
本節では (4.5)式に示したオプテイカルフローについて，一般的なオプテイカルフローの
算出方法の観点から説明を行う.いま，画像上の点 (x ぅ y) の時刻 t における濃度を I(x ， ν? の
とし，微小時間 dt の聞に，点が dx ， のだけ移動したとする.画像上の物体の濃度が不変で
あると仮定すると次式が成り立つ [53]. 
I(x ぅ y ，t) = 1 (x+ dx , y + dy , t + dt) (4.8) 
4.3. 粗いオプテイカルフローを用いたビジュアルサーボ
右辺をテイラー展開し， 2 次以上の項を無視すると次式を得る.
δIθIθI I(x , y, t)= I(x , y, t)+ dx ~.L + dy一 +dt -_ 
θzθyθt 
整理すると次式を得る
θ1 dx θ1 dy θI 




ここで見掛けの速度ベクトル(含ま)Tを (Ux川)T ， 空間的な濃度勾配記号をんら， 時間
的な濃度勾配妥を九とすれば次のように表現される.





下で (4.11 )式を解くと，次式が得られる [54J
LxuItι 




ぴ Lx，yIy L ( 4.12) 
ただし，次式が近似的に成り立つと仮定している.




Lx ,y Itsign(Ix) 
Ux - 2ごx ，y I ん|
Lx ,y Itsign(Iy) 
(4.14) U. , = εx，y Iyl y 




少ない反面，計測精度も悪い しかし 3 後節で示すように，微小運動に対しては高精麦な
検出が可能であり，ピジ、ユア lレサーボに対しては十分に適用可能である.
















撮影して取り込んだ 150 x 150 画素の濃淡画像 (Fig.4 .5) を用いた.以下，この画像をソ





画像を水平方向に 10[pixel] 並進移動し， 10[deg] 回転きせたときの移動前後の矩形領域の
画像を， Fig.4.6 , Fig.4 .7にそれぞれ示す.これらの画像より縦横 1/2 に順次縮小した階
層画像を作成する.画像の階層化は， 2 x 2 [pixel] の画素の濃度値の単純平均を用いて行っ
た. Fig.4.8 , Fig.4 .9 はそれぞれ 12 x 12 画素に解像度を下げた画像である.
Fig.4.8 と Fig.4.9 について， (4.5) 式を用いてオプテイカルフローを求めた結果を Fig.4 .10
に示す. (4.5) 式より得られるオプテイカルフローは，計算量が小さい反面，精度の悪い大
雑把なものであることがわかる.このとき (4.7) 式を用いて得られた推定並進量，推定回転
量は Vx = 8.4[pixel], vy = 0.7[pixel] , Ve ニ 12 . 9[deg] であった.
4 x 24[pixel] |位置決め制御|
2 x 12 [pixel] 
一御一???-&巾一め一一決一置一位
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55 
次に同画像を久y両方向に同時に平行移動を行った場合の 96 x 96 ピクセル， 24 x 24 ピ
クセル， 6 x 6 ピクセル画像における推定結果を Fig.4.13 (左側 2 列)に示す.理想的には，
これらのグラフは傾き 1 の平面となるはずで、ある.まず~， 6 x 6 ピクセルの画像における推
定結果を見ると，ほぼ平面が現われており ， x ，y方向の並進が同時にある場合にも，それぞ
れ独立に並進量が推定できていることがわかる.次に 24 x 24 ピクセル 96 x 96 ピクセル
の推定結果を見ると，グラフ中央部のみにおいて平面が現われており，先に示した z 軸方
向のみに並進を与えた場合の推定結果 ( Fig. 4 .11 )と同様に，解像度が高くなるほど， 並
進量が推定できる領域が狭くなることがわかる .
次に z 方向の並進と画像中心周りの回転を同時に与えた場合の推定結果を Fig.4.14 (左
側 2 列)に示す. 同じくグラフに平面が現われており，並進量と回転量も独立に検出され
ている様子がわかる .
粗いオプテイカルフローを用いたピジ、ユアルサーボ4.3. ピジ、ユアルサーボと画像特徴検出法
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Fig. 4.12: 回転量の推定
。 [deg]
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Fig. 4.13: x 方向， y 方向に平行移動させた場合の推定並進量 九 ，Vy とビジュアルサーボにおけ
る収束安定性 dU/dt
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Fig. 4.14: x 方向に平行移動させて，回転させた場合の推定並進量 Vx と推定回転量 V(J とピジ、ユ
アルサーボにおける収束安定性 dU/dt
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4.3.6 ビジ、ュアルサーボの漸近安定性
本節では， (4.7) 式を用いて位置決めフィードバック制御を行う場合の漸近安定性をリア
プノフ関数を用いて考察する.ここで、物体が速度指令値u - (ux ， 匂 ， ue)T どおりに理想的に
動作するものとする .まず，目標位置姿勢に対する誤差ベクト jレ e= (Vx , Vy, 1令 )Tを定義す
ると，誤差システムは次式で表される.
e=1ι (4.15) 
(4.7) 式で得られた推定誤差ベクトルê= (vx, vy, ve)T にスカラゲイン入を乗じて，速度指令
値を次式で与えるとする.
u= 一入色 (4.16) 
このとき閉ループ系のダイナミクスは， ( 4 . 16 ) 式 を ( 4.15)式に代入して次式で表される.





!_U = eT ?
dt 一入 eTê ( 4.19) 
次にQを次式で定義する閉領域と する.
U く U。 (4.20) 
ここで Uoは正の定数で、ある.もし，閉領域Qに含まれる目標点 (原点 ) 以外の e について
五U く O が成り立てば，不変集合定理 [37] によ って， ftを初期位置とする軌道はすべて目
標点に収束すること(漸近安定)が保証される .
以下，前節で用いた画像 ( Fig.4.6 ) における漸近安定領域の検証を行う .まず，回転を
与えずに並進量のみの制御を行う場合 ( e 二 (VX ' Vy ,O)T , ?= (vx ， vν ， O)T とする場合) につ
いて考える.このとき， 96 x 96[pixel] , 24 x 24[pixel], 6 x 6[pixel] の各解像度画像におい
て制御を行う場合の長Uの分布をそれぞれ， Fig.4.13の右側 1 列に示す.図中，実線の円
は4u < 0 の領域に含まれる最大半径の閉領域Q を示している.すなわち，実線の円の内
部州斬近安定が保証される領域で、ある.これらの図では，ほとんどの領域で長U < 0 が成
り立ち，芸U>O の領域(斜線部)はほとんど含まれない.また，これらの図におけるQは
すべて UO=202であり，半径 20[pixel] 以内の誤差であれば漸近安定が保証されることがわ
かる.
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次に ， x 軸方向の並進と回転の制御を行う場合 (y軸方向の並進を行わない場合， e -
( '/~， 0 , 1合 )T ， ?= (vx ， O ， ve)T と する場合)について検証する.このとき， 96 x 96 [pixel] , 
24 x 24[pixel], 6 x 6[pixel] の各解像度画像において制御を行う場合の長U<O の分布を
それぞれ， Fig.4.14の右側 1 列に示す.実線の円で示したQの領域は，それぞれ九二 82 ，
Uo = 142, Uo ニ 202である.すなわち，並進誤差 [pixel] と回転誤差 [deg] のノルムがそれ
ぞれ 8 ， 14 ， 20 以内であれば漸近安定が保証される.これらの図より，解像度が高くなるに
つれて斜線部の領域が大きくなり，漸近安定領域が狭くなることがわかる.
次に X ， Y方向の並進と回転を含む 3 次元の制御を行う場合同= (に?九?り)T ， ?= 
(VXJ vYJ ve)T とする場合)について検証する. Fig.4.15 の右側， および Fig.4 .16 に， 96 x 
96 [pixel] の解像度画像で制御を行う場合の長Uの分布を -20[deg] ~20[deg] の回転誤差毎に
おける断面図として示す 図中の斜線は，若U>O の領域を示し，実線の円は長U < 0 に
含まれる最大半径の閉領域ft (Uo ニ 153 ) を示してい る ( B=-20 ， ー 15 ， 15 ， 20[deg] の図は，
閉領域Qが含まれないため実線の円は図示していない) .これらの図より， 3 次元の制御に
おいては 96 x 96 [pixel] の解像度で制御を行う場合， eTe く 153の領域であれば (並進誤差
[pixel] と回転誤差 [deg] の ノルムが 15 以下であれば) 漸近安定が保証されることがわかる.
また，一辺の長さが 10.6 の立方体がQに内接することから， 10[pixel], 10[deg] 以内の誤差
であれば漸近安定が保証されることがわかる.また，同様に 12 x 12[pixel] の解像度画像を
用いて制御を行う場合の長U> 0 の分布を Fig.4.15の左側，および Fig.4.17に示す.Dは
Uo = 173であり ， eTe く 173の領域であれば (並進誤差 [pixel] と回転誤差 [deg] のノルムが
17 以下であれば)漸近安定が保証されることがわかる.また，同様に一辺の長さが 12 の
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Fig. 4.16: dU/dt の分布図 (96 x 96) 
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Fig. 4.17: dU/dt の分布図 (12x12)
-20 ・ 15 ・ 10 ・5
ー 10
-15 
7 i,. . '-1
-20 









マニピュレータ(ムーブマスタ RV-M2 :三菱電機 (株)製)の手先に Fig.4.5 に示す写真を
固定し， 500[mm] 上方から CCD カメラで撮影した.画像の取り込みには TRP-IY1G ((株 )
コンカレントシステムズ製)を用いて，写真上の 63 x 53[mm] の領域を 144 x 144[pixel] の
画像データ (0--255 の濃淡値データ)として 60Hz 周期で取り込んだ.画像上の 1[pixel] 
は写真上で 0 .44 x 0.37[mm] に相当する.画像処理とマニピュレータの制御にはトランス
ピュータ(インモス T 8 0 5:(株)コンカレントシステムズ製)を用いた.各処理に要し










12 x 12 [pixel] 124 x 24[pixel] I 48 x 48[pixel] 
10 I 7 I -29 
3 20 95 
マニピュレータは各関節を角速度制御することで，手先に固定した写真を任意の並進速
度，回転速度で動作させた.なお，マニピュレータの位置決め精度は約 0.3[mm] である.
次に具体的な実験方法について説明する.まず，写真を原点 (x=y= f} =O ) に固定し
た状態で画像を取り込み， 48 x 48 , 24 x 24, 12 x 12[pixel] の各階層画像を作成する.画像
の階層化は， 3 x 3，または 2 x 2[pixel] の画素の濃度値の単純平均を用いて行った.次に，
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Fig. 4.22: X 座標の変化
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じめは 12 x 12[pixel] の解像度で制御を行い，推定並進量が x，y ともに土0.1 [pixel] 以内かつ，
推定回転量が土2 [deg] 以内になったときに，解像度を 24 x 24[pixel] に上げて制御を行い，
さらに，推定並進量が x ，y ともに土0.1 [pixel] 以内かつ，推定回転量が土l[deg] 以内になった
ときに，解像度を 48 x 48 [pixel] に上げて制御を行った 1
並進量 (10 ， 10)[mm]，回転量一10[deg] を初期誤差として与えた場合の実験結果:を Fig.
4.19 , 4.20 , 4.21に示す.図中の縦線は解像度が切り替わったタイミングを示している.
粗い画像より段階的に解像度を切り替えながら位置決めが行われている様子がわかる.
48 x 48 画像 (1 [pixel] のサイズは1.3 x 1.1 [mm]) を用いた場合の最終的な位置決め誤差
は (0.0 ，0.0) [mm], 0.3[deg] であり，サブピクセ jレ精度の位置決めが実現できていることが
わかる.また， 12 x 12[pixel] の解像度の画像を用いた場合でも，かなりの精度で移動量を
中食出していることがわかる.
次に 12 x 12 [pixel] の解像度だけを用いる場合，または， 12 x 12 と 24 x 24[pixel] の解
像度を用いて制御を行う場合について実験を行った.本実験ではカメラと画像との距離，
および写真を変更し， 200 x 286[mm] の写真を 144 x 144[pixel] の画像データとして取り
込んだ.取り込んだ画像上の 1 [pixel] は， 1.4 x 1. 3[mm] に相当する.初期誤差として，並
進移動量 (7グ) [mm]，回転量-7[deg] を与えた場合の実験結果を Fig.4.22 ヲ 4.23 ， 4l.24 に示
す.図中，実線は 12 x 12[pixel] の解像度だけで制御を行った結果であり，点線は 12 x 12 
と 24 x 24 [pixel] の解像度で制御を行った結果である.解像度は推定並進量が x.， y ともに
土0.1 [pixel] 以内かつ，推定回転量が土2[deg] 以内になったときに切り替えた. 12 x 12[pixel] 
の解像度のみを用いた場合と 12 x 12 と 24 x 24[pixel] の解像度を用いた場合の最終的な位
置決め精度を Tab .4.3 に示す. 12 x 12 [pixel] の解像度より 24 x 24[pixel] の解像度のほう
が精度良く位置決めが行えていることが確認できる.また，どちらの解像度においても約
0.1 [pixel] 以下の精度で位置決めが行えていることがわかる 2
第 4.64 
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4.3.8 環境の明度変化に対する口バスト性
本節では，粗いオプテイカルフローが環境の変化による画像全体の明度変化に対しでも
ロバストに平面運動を検出できることを説明する. ( 4.4)式のえの計算において，ムx > 0 
の領域とムz く 0 の領域に分割すると次式のようにあらわすことができる.
え-乞ムt+ 芝ムt
ð ", >O ð ", <O 
ここで，環境の明度変化により目標画像に対して観測画像全体の濃度が c だけ大きくなっ
たと仮定すると，目標画像と観測画像の濃度差ムt も c だけ大きくなるので，上式は次式の
ようになる.
S'x = -L (ムt+ c)+乞(ムt+ c)
ム"， >0 ð ", <O 
ここで，2::ι>0 と乞おくoの領域面積が等しいと仮定すると，
九= -L (ムt) +乞(ムt)
ム"， >0 ð ", <O 
二 S;
のように画像濃度の変化による増分値 c がキャンセルされて，画像明度が変化しない場合




Fig.4.25の画像を取り込んだ画像を Fig.4.26 ぅ Fig.4 .27に示す.それぞれの画像の平均濃
度は， 165 , 137, 106 である. Fig.4.26 , Fig.4.27の画像をソフト的に-6~6[pixel] の範囲で
並進させたときの推定並進量を Fig.4.28 ， Fig.4.30に示す.また， -6~6[deg] の範囲で回
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空間 1 次微分は Fig.4 .32 に示すオペレータをマスク処理することによって行った.前節と
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今後のピジ、ユアルサーボの研究では，タスクに応じて適切な特徴量を如何に抽出するかと
いった実環境における具体的な応用が重要となると思われる.







































































































Fig.A.l に示す 3 つの座標系を定義する . L:w は環境中に固定きれたワールド座標系 ， L:R 
はロボットの頭部に固定されたロボット座標系 ， L:c はカメラプラットフォームに固定きれ




系に対する y 軸まわりの回転角を( , x 軸方向への並進距離を d とすると，ロボット座標
系乞R からワールド座標系L:w への同時変換行列 wYR は次式となる.
cos ( 。 sin ( d 
WTR= I 
。 l 。 。
-sin ( 0 cos ( 0 
(A.l) 
。 。 。 1 
また，カメラ座標系のうロボット座標系に対する z 軸まわりの回転角を αD とすると，カ
メラ座標系 L:c からロボット座標系L:R への同時変換行列 RTc は次式となる .
1 0 0 0 I 
R Tr. = I 0 cosαD -sinαD 0 I 
~ I 0 sin αD COS ( 0 I (A.2) 
o 0 0 1 I
まず，環境中のある点をステレオカメラの視線が注視しているとき，カメラの姿勢から
その視線の交点 wp の座標を求める . 左右のカメラの焦点位置と回転中心は一致するもの
とし，カメラ座標系において，これらの回転中心をそれぞれ， CR(E , 0, 0) , CL( -E, 0 , 0) 

















tan αR -tan αに
-:_2E 
tan αR -tan αL 
1 
また， WF は同時変換行列 WTLRTc を用いると，




となる.従って，環境中に固定された注視点 Wp はロボットの関節変数 (αLαL ， αDベぅ d)
により (A.3) ， (A.4)式で表すことができる.
次に，点 Wp を注視するロボットの関節変数をW戸により表すことを考える.しかし，
空間中の 1 点を注視することを目的とする場合には，このピジョンロボットは 2 自由度
冗長である為に，逆運動学の解は無限に存在し，拘束条件を与えなければ解くことができ
ない.頭部の回転角( ，並進量 d は与えられるものとしていあ αL ， αD) を注視点の座標
A. ステレオカメラの運動学
R戸eS::g ， Ryg/Zg ) と (， d を用いて表すと，
R - tan-1 r 向山竺)白L - tan- 1今 I (も7q+ RE元g)cos 
RZg 
臼D = tan-1 r と)
となる.ここで， RP は
cos ( 0 -sin ( -d cos ( 
κDP→ w町T→I 1i wWP• =1| 01 。 。 I Wp 
sin ( 0 cos く -dsin ( 





よって，頭部の回転角〈および並進量 d が与えられるとき，空間中の l 点 Wp を注視す
るカメラの回転角 (αぁ αL ， αD) が決まる.
また， Fig.Aに示すように，カメラ座標系~Cにおいて，ステレオカメラが点F=(czg?o，czg) 
を注視しているとき，空間中のある点。 = (CX ,C y ,C Z) の画像中の投影位置は，
xR f ~X -:~ c~sαR -Z sinαR 
yR 
(X -E) sin αU R+zcosαR 
αR + Z cosαR 
(A.7) 
xL f ~X + ~~ C~sαL -Z sinαL 
(X + E) 山 αL + Z cosαL 
yL 
(X + E) sin αL + Z COSαL 
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Tab. 5.1: サフィ ッ クスの定義
座標系 添字
ワールド座標系 2ω w (World) 
カメラ座標系 乞E C (Camera) 
左画像座標系 εl (Left) 
右画像座標系 :Er T (Right) 
仮想、画像座標系 :E1 I (Image) 
B 疑似逆行列を用いたステレオビジ、ュアルサーボ
本章では， 3章の実験およびシミュレーションにおいて，比較対象として用いた f疑似逆





座標系における値は，表 5 . 1 の添字により表現することにする.ここで用いたステレオ視の
モデルは，一般に標準配置のステレオ視モデルと呼ばれるもので，以下のような座標系を





いるものとする.各座標系の x， y ， z軸のとり方は，図 B.3に示す通りとする.
左右の画像座標値をカメラ座標系の値を用いて表現すると次式を得る.
xL = fCx~E Cz (B.8) 
xR = f Cx -E (B.9) = f Cz 
yL = f u Cz (B.10) 
yR = f u Cz (B.l1) 
これがステレオ視のモデルとなる.
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ただし
θ xL θ xL θ xL 
Lwf / メ //f θ Cx θθXC3K 1 θ Cz / θ xR θ xR / JJc 二 ?Cx ?cy_ ?Cz / θ yL θ yL θ yL (B.14) 
θ Cx θθYcy R θ Cz θ yR θ yR 
θ Cx ?cy θ Cz 





z cZ2 Cx -E 
。 一一
JJc=fl Cz l アν2 (B.15) 。




Fig. B.3: ステレオカメラのモデル IP ニ JJcCRw Wþ (B.16) 






角速度jの問には，ロボ ッ トヤコビアンWJj を用いた次式の関係が成立する.
初台 =ωJj j (B.17) 
( B.13 ) 式を代入すると，画像中の特徴点速度Ip と関節角度Jの聞には，次式の関係が成立
する.
IP ニ IJcCRw WJj ] (B.18) 
画像中の特徴点位置Ip と画像中の目標位置Jpd より，マニピュレータ関節への フ ィー ド
バ ッ ク入力uは次式のように生成する.










Iþ=IJccρ 、1jノqο ???J''E、、 であり，入はゲインである.
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