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CHAPTER 1. Introduction 
This thesis deals with two different problems: 1) the minimum bipartite fill-in problem, 
and 2) the gene-duplication problem. We establish the fixed parameter treatability of the 
minimum bipartite fill-in problem1 and develop a faster local search algorithm which speeds 
up heuristics for the gene-duplication problem2. 
The minimum bipartite fill-in problem is the problem of finding an edge set of minimum 
cardinality whose addition to a given bipartite graph makes it chordal bipartite. The param­
eterized version of this problem asks if a bipartite graph can be made chordal bipartite by 
adding at most k edges. We show that this problem is fixed parameter tractable by presenting 
a search tree based algorithm that solves it in 0(82km log n) time. 
The gene-duplication problem is to infer a species supertree from a collection of gene trees 
that are confounded by complex histories of gene duplications. This problem is NP-hard and 
thus requires efficient and effective heuristics. Existing heuristics perform a stepwise search of 
the tree space, where each step is guided by an exact solution to an instance of a local search 
problem. We show that the local search problem can be solved in 0(n2) time, where n is 
the number of species in the resulting supertree solution. This improves the running time of 
the current solution by a factor of n and makes the gene-duplication problem more tractable 
for large-scale phylogenetic analyses. We verify the exceptional performance of our solution 
in a comparison study using sets of large randomly generated gene trees. Furthermore, we 
demonstrate the utility of our solution by incorporating large genomic data sets from GenBank 
into a supertree analysis of plants. 
This thesis is organized as follows: In the next chapter we present our algorithm for mini­
1This work was done in collaboration with David Fernandez-Baca 
2This work was done in collaboration with Oliver Eulenstein, Andre Wehe and Gordon Burleigh 
2 
mum bipartite fill-in and show that it is fixed parameter tractable. In chapter 3, we present our 
improved local search algorithm for speeding up heuristics for the gene-duplication problem. 
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CHAPTER 2. Parameterized algorithm for minimum bipartite fill-in 
2.1 Introduction 
A formal study of fixed parameter treatability was initiated by Downey and Fellows (17; 1; 
18). A parameterized problem is called fixed parameter tractable (FPT) if it has an algorithm 
t h a t  h a s  c o m p l e x i t y  0 ( f ( k ) n a )  w h e r e  k  i s  t h e  p a r a m e t e r ,  n  i s  t h e  s i z e  o f  t h e  p r o b l e m  a n d  a  
is a constant. Fixed parameter treatability is an important concept because many NP-hard 
problems can be solved in polynomial time when a parameter in the problem is fixed. For 
example, consider the following problem: Given a graph, decide if it has a vertex cover of size 
at most k. This parameterized version of the well known vertex cover problem can be solved in 
linear time when k is fixed . Thus, the vertex cover problem is fixed parameter tractable. The 
way the complexity depends on k can vary dramatically for different problems. For example, 
the parameterized version of the well known maximum independent set problem can be stated 
as follows: Given a graph, decide if it has an independent set of size at least k. The best known 
algorithms for this problem have Q(nk) time complexity and hence it is not known to be fixed 
parameter tractable. Studying how the complexity depends on k for various parameterized 
problems is crucial for applications in which small, fixed parameter values are important. 
Downey and Fellows defined a hierarchy of parameterized decision problem classes, FPT ç 
W[ 1] ç W[2] ç • • •, with appropriate reducibility and completeness notions. Vertex cover is 
in FPT, while maximum independent set is W[l]-complete. More details about this can be 
found in (17; 1; 18; 19). 
A bipartite graph is called chordal bipartite if every cycle of length strictly greater than 4 
has a chord (i.e. an edge between non-adjacent vertices on the cycle). Chordal bipartite graphs 
were first introduced by Golumbic and Goss (26; 25). The original motivation came from appli-
4 
cations to non-symmetric matrices. Some of the applications include Gaussian elimination in 
sparce matrices (25; 4), integer linear programming (34), and matrix analysis (36; 35). Chordal 
bipartite graphs are very closely related to totally balanced matrices. More details about this 
relationship appear in the next chapter. The properties and characterizations of chordal bipar­
tite graph, and their recognition algorithms have also been widely studied. Characterizations 
for chordal bipartite graphs exist in terms of perfect edge elimination orderings (39; 9; 4), 
minimal edge separators (26), vertex elimination orderings (31), totally balanced hypergraphs 
(10), among others. 
The minimum bipartite fill-in problem is the problem of finding an edge set of minimum 
cardinality which when added to the input bipartite graph, makes it chordal bipartite. The 
parameterized version of this problem asks if the input bipartite graph can be made chordal 
bipartite by adding at most k edges. We present an 0(82km logn) time algorithm for the fixed 
parameter version of this problem, where the input bipartite graph has n vertices and m edges. 
This shows that the minimum bipartite fill-in problem is fixed parameter tractable. 
The rest of this chapter is organized as follows: The next section introduces basic concepts, 
definitions and notation. The parameterized algorithm is presented in Section 3. We analyze 
the complexity of our algorithm in Section 4. Concluding remarks appear in section 5. 
2.2 Basic definitions and preliminaries 
A chord in a cycle is an edge between non-consecutive vertices on the cycle. Let H = 
(X, Y, E) be a bipartite graph. The set V of vertices of H is V = X U Y. In a bipartite graph, 
a cycle is called chordless if it is of length greater than 4 and contains no chord. A bipartite 
graph is called chordal if every cycle of length strictly greater than 4 has a chord. 
Given a bipartite graph H  =  ( X ,  Y ,  E )  and a set of edges, F ,  such that H '  =  ( X ,  Y , E U F )  
is chordal bipartite, then F is called a bipartite fill-in of H. The minimum bipartite fill-in 
problem is the problem of finding a bipartite fill-in of smallest size for the given bipartite 
graph. A bipartite fill-in F of a bipartite graph H is called minimal if no proper subset of F 
is a bipartite fill-in of H. We shall say that chordal bipartite graphs are bi-quadrangulated. 
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The parameterized version of this problem asks if there exists a bipartite fill-in with at most 
k fill-in edges for the given bipartite graph H, for some given k. We will use bipartite-fill-in(k) to 
refer to this parameterized problem and k-bi-quadrangulation to refer to a bi-quadrangulation 
with at most k edges. 
Observe that in a bipartite graph all cycles are of even length. Hence, when talking about 
bipartite graphs, chordless cycles refer to cycles which have length at least 6 and have no 
chords. Also, if C is a chordless cycle of even length and a and b are two vertices on C, then, 
we can add an edge from a to b if and only if a path from a to b on C is of odd length. A path 
with I edges is called an l-path and its length is I. If p is a path then |p| denotes its length. A 
single vertex is considered a 0-path. A cycle with I edges is called an l-cycle. 
2.3 Parameterized algorithm 
In this section we present a 0(82km logn) algorithm for the parameterized bipartite fill-in 
problem bipartite-fill-in(k) on bipartite graph H with n vertices and m edges. It is based 
on a simple search-tree algorithm. This familiar technique has been used to prove the fixed 
parameter tractability of several problems. In particular, our algorithm is built along the same 
lines as the algorithm for strongly chordal graph completion presented in (37). 
The proof of the following lemma follows easily by induction. 
Lemma 2.3.1 A minimal bipartite fill-in of a chordless l-cycle of even length consists of ^ 
c/torck, Wtic/t par##o» Z/te c%/c(e Wo ^  ^-cg/ckg. A»;/ Wo o/Z/tese ^-cg/ckg are e#/ter digyoW 
or g/tare a c/tord. #%er;/ c/tord m a /mmnW 6*parf#e /ZZZ-m *8 g/tared 6;/ e3xic% Wo ^-c%/cZeg. 
An odd chord in a cycle of even length is a chord such that the paths connecting its end 
points on the cycle contain an odd number of edges. Clearly, an odd chord in a cycle of even 
length partitions this cycle into two smaller cycles, say C\ and C2, of even length. Any odd 
chord in C\ or Cg is an odd chord of the original cycle as well. A 4-cycle decomposition of a 
chordless cycle of even length is a minimal set, say S, of odd chords in C such that there are 
no induced chordless cycles of length six or greater in C + S. 
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Lemma 2.3.2 Giuen a c/tordfegg c;/cZe C 0/ ei;en Zen<?% a get 0/ ed^eg S &s a ^-c;/cZe decom-
pogition o/C */aW oW;/ *g a mimmaZ bipartite/ZM-m o/C. 
Proof: Let A be a minimal bipartite fill-in of C. By definition, C + A contains no induced 
chordless cycles of length greater than six. Also, since C + A is bipartite all the edges in A must 
be odd chords in C. Hence, every minimal bipartite fill-in of C is also a 4-cycle decomposition 
of C. 
To prove the converse, let B be a 4-cycle decomposition of C. By definition, C + B contains 
no induced chordless cycles of length six or greater. Also, all chords in B are odd chords in C. 
Hence, C + B is chordal bipartite. All 4-cycle decompositions are also minimal by definition. 
Hence, B is in fact a minimal bipartite fill-in of C. m 
A ternary tree is a tree in which every internal node has exactly three children. In light of 
Lemma 2.3.2, the following two lemmas are implicit in (37). 
Lemma 2.3.3 The number of distinct minimal bipartite fill-ins of a chordless l-cycle of even 
Zen<?t/& *g eguaZ to t/te number 0/ ternary treeg wt/t ^ internal modes. 
Lemma 2.3.4 The number of distinct minimal bipartite fill-ins of a chordless l-cycle of even 
Zen<?t/& »o greater t/tan 8 "2". 
The algorithm will traverse part of a search tree in which each node represents a supergraph 
of the original input bipartite graph H = (X, Y, E). The search tree is defined as follow: 
• The root of the search tree corresponds to the input graph H. 
• The children of an internal node, say x, are generated as follows. Let H' be the bipartite 
graph corresponding to node x. Find a chordless cycle, C, in H'. Let S be a minimal 
bipartite fill-in of this cycle C. Then the graph H" = (X, Y,EuS) corresponds to one 
of the children of node x. Each child of x corresponds to the bipartite graph obtained 
from different minimal bipartite fill-ins of cycle C. 
Observation 1 Each leaf of this tree corresponds to a chordal bipartite supergraph of H. And 
eac/t fmmnW 6*-guadran<?Wat*on 0/ # *8 represented 6;/ at (east one Zea/ m (/tig tree. 
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The algorithm will only visit those nodes in the search tree which correspond to supergraphs 
of H with no more than k additional edges. If one of these nodes is a leaf node then we have 
found a fc-bi-quadrangulation, otherwise no such bi-quadrangulation exists. 
2.4 Complexity analysis 
A bipartite adjacency matrix of a bipartite graph H = (X,Y,E) is the |X| x \Y\ (0,1)-
matrix M = niij where = 1 if and only if afij G S. A cycle matrix is a (0,1) k x k 
matrix with k > 3 in which each row and each column has exactly two non-zero entries, and 
which is minimal for this property. A (0,l)-matrix is totally balanced if it contains no cycle 
submatrices. It is known (3; 34; 31; 42) that a bipartite graph H is chordal bipartite if and only 
if the corresponding bipartite adjacency matrix is totally balanced. A double lexical ordering of 
a matrix is an ordering so that the rows and columns, as vectors, are lexicographically ordered 
from top to bottom and from left to right. T is defined to be an ordered (0,l)-matrix as follows: 
\1 0 ; 
From (3; 34; 40) we have the following two theorems. 
Theorem 2.4.1 A (0,1)-matrix has a T-free ordering if and only if it is totally balanced. 
Moreover, a douM;/ ZezicaZ ordering o/ a Wa% Wanced maZrir *8 F -/ree. 
Theorem 2.4.2 In a doubly lexical (0,1)-matrix any F sub-matrix is embedded in a cycle 
guWaZri#. 
In a graph G = (V, E), if S  ç  V ,  let G [ S ]  denote the subgraph of G  induced by vertices in S .  
Lemma 2.4.1 Let M be a bipartite adjacency matrix of a bipartite graph H, and let N be a 
A  x  A  c % / d e  o / M  w f / t  m w g  r i , . . . ,  a n d  c o l u m n s  c i , . . . ,  . W  =  { f f  I  (  =  
or Z = c,, % < j < A}. TTten, Z/te uerficeg m induce a c/tordfegg c%/c(e o/euen Zen<#/& in 
Proof: The vertices of VN are the vertices that correspond to the rows and columns of the 
cycle submatrix. Observe that the vertices corresponding to the rows and columns in this cycle 
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submatrix are distinct. By the definition of a cycle submatrix, all the vertices in VN in the 
graph H[VN] have degree 2. Moreover, by definition each cycle submatrix is minimal for its 
property. Hence, H[VN\ only contains one cycle. Also, |V}v| > 6. Thus, the vertices in VN 
induce a chordless cycle of even length in H. m 
In (40) Lubiw presents an algorithm that finds a double lexical ordering of any p x q  matrix 
in 0(s log2 s) time, where s = p + q + e, and e is the number of non-zero entries in the matrix. 
Note that in a bipartite adjacency matrix, s is the sum of the number of vertices and edges 
in the bipartite graph. Paige and Tarjan (47) improve this running time to 0(s logs). This 
implies that if n is the number of vertices and m the number of edges in the bipartite graph 
then we can obtain a doubly lexical ordering of the corresponding bipartite adjacency matrix 
in 0(m logn) time. Lubiw (40) also shows how to search for a T submatrix in this doubly 
ordered matrix in 0(m) time. Once a T submatrix is found, a cycle submatrix that contains it 
can also be found in 0(m) time (40). By Lemma 2.4.1 we can extract a chordless cycle from 
the cycle submatrix in 0(n) time. 
Thus, we can find a chordless cycle (if one exists) in a bipartite graph with n vertices and 
m edges in 0(m log n) time. 
The algorithm described in (50) can be easily extended to enumerate all ternary trees with 
n nodes, spending 0(n) time for each node. Hence, by applying Lemma 2.3.3 we can obtain 
a n  a l g o r i t h m  t h a t  e n u m e r a t e s  a l l  m i n i m a l  b i p a r t i t e  f i l l - i n s  o f  a n y  ( - c y c l e  o f  e v e n  l e n g t h  i n  O i l )  
time per fill-in. Based on these observations, we have the following theorem. 
Theorem 2.4.3 All minimal k-bi-quadrangulations of a bipartite graph H with n vertices and 
m can /ouW m 0(8^m log %) 
Proof: Let T denote the sub-tree of the search tree traversed by the algorithm. For any node 
x G T, let Hx = (F, Ex) denote the supergraph of H corresponding to node x, and dx denote 
the maximum length of a path from node x to a leaf of T. Let ax = max({|S|| — \EX\ \ 1 is a 
leaf of the subtree of T rooted at x}) and let lx denote the total number of leaf nodes in the 
subtree of T rooted at x. 
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We claim that lx < 8dx+cix. If this is true then it implies that the number of leaf nodes in 
T is bounded by 82fc, and hence the total number of nodes in T must be less than 2 • 82fc i.e. 
C(82fc). Since we spend 0(m logn) time on each such node, the proof is complete. 
We will use induction to prove our claim. Assume that the claim is true for all the children 
of a node x. Observe that the claim is indeed trivially true for all leaf nodes in T. Let I be 
the length of the cycle that is detected at x. Let dmax = max{dy| y is a child of x}, and let 
amax = max{ay| y is a child of x}. Observe that dx = dmax + 1, and ax = amax + By 
the induction hypothesis, the number of leaves in the subtree of T rooted at any child of x is 
bounded by 8dx+cix. By Lemma 2.3.4 we know that the number of children of x is bounded by 
Hence, the total number of leaves in the subtree of T rooted at x must be bounded by 
g 2 . g^max~h&max = g^max + 1 ~H^maxH 2~ = g^x~H&x g 
Note that this algorithm may list the same bi-quadrangulation several times. If required, 
this issue can be easily remedied by storing the solutions in a suitable data structure and 
checking each new solution to see if it has already been found. Among these, a minimum 
bipartite fill-in is one which has the least number of fill-in edges. 
2.5 Conclusion 
We have presented an algorithm with 0(82km log n) time complexity for the fixed parameter 
version of the minimum bipartite fill-in problem. This algorithm shows that minimum bipartite 
fill-in is fixed parameter tractable. It also shows that when k is restricted to be at most 
logarithmic in the size of the graph, we can compute the minimum bipartite fill-in in polynomial 
time. 
The minimum fill-in problem is known to be NP-complete (54) but the complexity status 
of problems of computing a minimum bipartite fill-in remains unknown. There is a wealth 
of information known about chordal graph completion problems. Several characterizations 
and algorithms are known for computing minimal fill-ins. Not much is known about minimal 
bipartite fill-ins. Chordal bipartite graphs have nice structural properties and several NP-
complete problems can be solved in polynomial time when restricted to this graph class. We 
10 
believe that studying the structure of various fill-in problems related to this and related graph 
classes is an interesting and useful direction for future research. 
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CHAPTER 3. Heuristics for the gene-duplication problem: An Q ( n )  
speed-up for the local search 
3.1 Introduction 
The rapidly increasing amount of available genomic sequence data provides an abundance 
of potential information for phylogenetic analyses. Most phylogenetic analyses combine genes 
from presumably orthologous loci, or loci whose homology is the result of speciation. These 
analyses largely neglect the vast amounts of sequence data from gene families, in which complex 
evolutionary processes such as gene duplication and loss, recombination, and horizontal transfer 
generate gene trees that differ from species trees. One approach to utilize the data from gene 
trees (gene families) in phylogenetics is to reconcile the gene trees with species trees based on an 
optimality criterion, such as the Gene Duplication model introduced by Goodman et al. (27). 
This problem is type of a supertree problem, that is, assembling from a set of input trees (the 
gene trees) a species supertree that contains all species found in at least one of the input trees. 
The decision version of the gene-duplication problem is NP-complete (41). Existing heuristics 
aimed at solving the gene-duplication problem search the space of all possible supertrees guided 
by a series of exact solutions to instances of a local search problem (45). The gene-duplication 
problem has shown much potential for building phylogenetic trees for snakes (49), vertebrates 
(46); (15), Drosophia (14), and plants. Yet, the runtime performance of existing heuristics 
has limited the size of such studies. We improve on the best existing solution for the local 
search problem asymptotically by a factor of n, where n is the number of species from which 
sequences in the gene trees were sampled (that is the number of nodes in a resulting supertree). 
To show the applicability of our improved solution for the local search problem, we implemented 
it as part of standard heuristics for the gene-duplication problem. We demonstrate that the 
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gene tree G species tree S 
reconciled tree R 
A B C 
Figure 3.1 Upper part: Trees G and S are comparable, as the mapping 
from the leaf-genes to the leaf-species indicates. M is the 
lea-mapping from G to S. Lower part: R (green) is the rec­
onciled tree where gene-duplication x copies into the genes x' 
and x" in species X. The solid green lines in the reconciled tree 
R represent the embedding of gene tree G into R. 
implementation of our method greatly improves the speed of heuristics for the gene-duplication 
problem and makes it possible to infer large supertrees that were previously difficult, if not 
impossible, to compute. 
For convenience, we use the term "tree" to refer to a rooted and full-binary tree. The terms 
"leaf-gene" and "leaf-species" refer to a gene or species that is represented by a leaf of a gene 
or species tree respectively throughout this work unless otherwise stated. 
Previous Results: The gene-duplication problem is based on the Gene Duplication model 
from Goodman et al. In the following, we (i) describe the Gene Duplication model, (ii) for­
mulate the gene-duplication problem, and (iii) describe a heuristic approach of choice (45) to 
solve the gene-duplication problem. 
Gene Duplication model: The Gene Duplication (GD) model (44; 29; 43; 21; 55; 12; 7; 
28) explains incompatibilities between a pair of "comparable" gene and species trees through 
gene duplications. A gene and a species tree are comparable, if a sample mapping, called 
s-mapping, exists that maps every leaf-gene to the leaf-species from which it was sampled. 
Figure 3.1 depicts an example. Gene tree G is inferred from the leave-genes that were sampled 
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from the leaf species of the species tree described by the s-mapping. However, both trees 
describe incompatible evolutionary histories. The GD model explains such incompatibilities 
by reconciling the gene tree with postulated gene duplications. For example, in Figure 3.1 a 
reconciled gene tree R can be theoretically inferred from the species tree S by duplicating a 
gene x in species X into the copies x' and x" and letting both copies speciate according to 
the topology of S. In this case, the gene tree can be embedded into the reconciled tree. Thus, 
the gene tree can be reconciled by the gene duplication x to explain the incompatibility. The 
gene duplications that are necessary under the GD model to reconcile the gene tree can be 
described by the lea-mapping A4, which is an extension of the given s-mapping. A4 maps every 
gene in the gene tree to the most recent species in the species tree that could have contained 
the gene. To make the definition precise, A4 maps each gene to the least common ancestor of 
the species from which the leaf-genes of the subtree rooted at the gene were sampled (given by 
the s-mapping). A gene in the gene tree is a gene duplication if it has a child with the same 
lca-function. In Figure 1 gene h and its child t map under the lca-function to the same species 
X. The reconciliation cost for gene tree and a comparable species tree is measured in the 
number of gene duplications in the gene tree induced by the species tree. 1 The reconciliation 
cost for a given set of gene trees and a species tree is the sum of the reconciliation cost for 
every gene tree in the set and the species tree. The lca-function is linear time computable on 
a PRAM (55) through a reduction from the least common ancestor problem (5; 32). Hence, 
the reconciliation cost for a set of gene trees and a species tree is computable in linear time. 
Gene-duplication problem and heuristic: The gene-duplication problem is to find for a given 
set of gene trees a comparable species tree with the minimum reconciliation cost. The decision 
variant of this problem and some of its characterizations are NP-complete (41; 23) while some 
parameterizations are fixed parameter tractable (51; 30). Therefore, in practice, heuristics 
are commonly used for the gene-duplication problem even if they are unable to guarantee 
an optimal solution. However, GENETREE (Page), an implementation of a standard local 
1 Alternatively, the reconciliation cost could be defined in the number of gene duplications and losses. How­
ever, it is extremely difficult to accurately infer gene losses if there is missing data. Thus, for this study we only 
consider gene duplications. 
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search heuristic for the gene-duplication problem, was used to show that the gene-duplication 
problem can be an effective approach. While the local search heuristic for the gene-duplication 
problem performs reasonably well in computing smaller sized instances, it does not allow the 
computation of larger species supertrees. In this heuristic, a tree graph is defined for the given 
set of gene trees and some fixed tree edit operation. The nodes in the tree graph are the 
species trees which are comparable with every given gene tree. An edge is drawn between 
two nodes exactly if the corresponding trees can be transformed into each other by the tree 
edit operation. The reconciliation cost of a node in the graph is the reconciliation cost of the 
species tree represented by that node and the given gene trees. Given a starting node in the 
tree graph, the heuristic's task is to find a maximal-length path of steepest descent in the 
reconciliation cost of its nodes and to return the last node on such a path. This path is found 
by solving the local search problem for every node along the path. The local search problem 
is to find a node with the minimum reconciliation cost in the neighborhood of a given node. 
The time complexity of the local search problem depends on the tree edit operation used. An 
edit operation of interest is the rooted subtree pruning and regrafting (rSPR) operation (2; 8). 
Given a tree S, an rSPR operation can be performed in three steps: (i) prune some subtree P 
from S, (ii) add a root edge to the remaining tree S, (iii) regraft P into an edge of the remaining 
tree S. An example is depicted in Figure 3.2. The resulting tree graph is connected and every 
node has a degree of 0(n2), where n is the size of a species tree comparable to the given gene 
trees. Thus the local search problem for the rSPR edit operation can be solved naively in 
0(n3) time (assuming the mapping from a gene tree to the species tree can be constructed 
in 0(n) time). This is the best-known algorithm to solve the local search problem for rSPR 
operations. In practice, the cubic running time typically allows only the computation of smaller 
s u p e r t r e e s  ( 4 5 ) .  A  c o m m o n  a p p r o a c h  t o  o v e r c o m e  t h i s  l i m i t a t i o n  i s  t o  c o n s i d e r  o n l y  a n  0 ( n )  
cardinality subset of the rSPR neighborhood at each node by using the rooted nearest neighbor 
interchange (rNNI) edit operation. The local search problem for the rNNI edit operation can 
be solved in 0(n2) time. We show how to solve the local search problem for the rSPR edit 
operations within the same 0(n2) time bound. 
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Contribution of this manuscript: First we introduce an algorithm that solves the local 
search problem for the rSPR tree edit operation in 0(n2) time, where n is the size of any 
species tree resulting from the given gene trees. Our algorithm was implemented as part of 
a standard heuristic for the gene-duplication problem, and we compared the running times 
of our implementation and the program GENETREE, which can infer species trees using the 
same gene-duplication heuristic. Finally, we demonstrate the ability of our heuristic to utilize 
gene-family sequences to construct large subtrees of the Tree of Life. 
The rest of this chapter is organized as follows: Section 2 introduces basic terminology and 
problem definitions. In Section 3 we formally introduce the local search problem for the rSPR 
tree edit operation and our approach for solving it. To solve this refined local search problem 
we study gene duplication properties when a tree is modified using rSPR operations in Section 
4. In Section 5 we introduce our algorithm for the (refined) local search problem, show its 
correctness and analyze its running time. Experimental results are presented in Section 6 and 
concluding remarks appear in Section 7. 
3.2 Basic notation and preliminaries 
We borrow some the following notation from (30). Given a rooted tree T ,  let V ( T )  and 
E(T) denote the node (vertex) set and edge set of T respectively. Root(T) represents the root 
node of tree T and Ie(T) denotes the leaf set of T. The set of internal nodes of T is given by 
V(T)\le(T). Tv denotes the complete subtree of T rooted at node v G V{T). Given a node 
f E y(T), if % E and % ^ then % is called a deacendant of f E y(T). A 
descendant u  of node v  G V { T )  is called a child of v if (v, u) G E { T ) .  Let Q\T(V) denote the 
set of children of node v G V(T). If M is a child of node v then v is called the parent of u, 
denoted by PA.T{U). TWO nodes that have the same parent are called siblings of each other. 
G i v e n  a  s e t  L  ç  L e ( T ) ,  t h e  l e a s t  c o m m o n  a n c e s t o r  o f  L  i n  T  i s  d e f i n e d  t o  b e  t h e  n o d e  v  G  V ( T )  
such that L ç le(Tv) but L g le(Tu) for any descendant uofvG V{T). In the following we 
motivate, explain and formally define the terms comparable, lea-mapping, gene duplication, 
and the gene-duplication problem that were introduced in the introduction. 
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A species tree is a tree that depicts the evolutionary relationships of a set of species. Given 
a gene (or gene family) for a set of species, a gene tree is a tree that depicts the evolutionary 
relationships among the sequences encoding only that gene (or gene family) in the given species. 
By definition, species trees and gene trees are leaf labeled. In addition, while a given leaf label 
may occur only once in a species tree, it can occur multiple times in a gene tree. We limit our 
attention to gene trees and species trees which are rooted and fully binary. Note that the leaves 
of species trees as well as gene trees correspond to biological species. Based on this notion 
of correspondence between the leaves of gene trees and species trees, we have the following 
definition. 
Definition 3.2.1 (Comparable) A gene tree G and a species tree S are said to be compa-
rable i/Ig(G) ç Ig(S). Giuen a get Ç7 o/pene frees and a species free S, S is said fo 6e 
comparable with G ifle(S) = Uceg Le(G). 
A common strategy for constructing a species tree is to construct gene trees for a set of 
distinct gene families and then inferring the species tree from these gene trees. The initial 
assumption is that the genes evolve in the same way as species, however, it is observed that 
gene trees can differ from the actual species tree. This is the reason why several different gene 
trees are used to construct the species tree. Several evolutionary phenomena have been used to 
explain this difference. In particular, the gene duplication model seeks to explain this difference 
through gene duplications. Gene duplications are common evolutionary events which result in 
multiple copies of a gene located along a DNA strand. These copies then evolve independently 
of each other. In order to relate/reconcile a gene tree to a (comparable) species tree, the gene 
duplication model introduces a mapping from the nodes of the gene tree to the nodes of the 
species tree. Each internal node, say a, in the gene tree represents an ancestral node, and it is 
associated by the mapping to the most recent ancestral species in the species tree that contains 
all contemporary genes descending from a. This mapping can be computationally modeled as 
a least common ancestor mapping in the species tree. 
Definition 3.2.2 ((lea-)mapping) Let G be a gene tree and S a comparable species tree. The 
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mapping *8 de/Zned suc/t t/tat A<c,g(f) i& t/te (east common ancestor 0/ 
Ig(G„) in S. 
Definition 3.2.3 ((Gene) duplication) Given the mapping MG,S '- V{G) —> V(S), a node 
f E y(G) is a duplication i/t/tere exists a c/ti/d % o/f E y(G) suc/t t/tat 
Definition 3.2.4 (Reconciliation cost) The reconciliation cost, A (G,S), of G and S is the 
number 0/ duplications needed to eapfain t/te <?ene tree G under t/te species tree S. Forma%, 
A(G, S) = |{f: f E y(O) andf is a duplication}], if Ç7 denotes a get o/pene trees, t/ten 
A(^, S) = (/te get o/aM species trees comparable wit/t t/ten A(Ç7) = 
mingeJ A(g,S). 
The gene duplication problem is the problem of finding a species tree that requires the 
minimum number of postulated duplications. More formally: 
Definition 3.2.5 (DUPLICATION problem) Given a set Q of gene trees, the DUPLICATION 
problem is t/te problem o//mdin<? a species tree Sofr comparable wit/t ^ and uAic/t /tas recon­
ciliation cost A(Ç7). 
3.3 Refining the local search problem 
Local search heuristics for the DUPLICATION problem search the tree space guided by a 
series of stepwise solutions to a local search problem. The main idea is to repeatedly try to 
find a species tree which has a lower reconciliation cost than the previous tree. The heuristic 
terminates when a better solution cannot be found in the neighboring search space. The LOCAL 
SEARCH problem is to find a tree with minimum reconciliation cost in the neighborhood of a 
given species tree. The neighborhood of a species tree is the set of trees into which the species 
tree can be transformed by one tree edit operation. Rooted nearest neighbor interchange 
(rNNI) and rooted subtree pruning and regrafting (rSPR) are important examples of tree 
perturbation operations. As seen in the Introduction, the neighboring search space defined 
using rSPR operations is much larger than, and a superset of, the neighboring search space 
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defined using rNNI operations. In this work we use the rooted subtree pruning and regrafting 
(rSPR) edit operation. We will solve the LOCAL SEARCH problem by finding the reconciliation 
cost for every tree in the neighborhood efficiently. Therefore, we first formally define the rSPR 
operation. Then we formulate the neighborhood-search problem as follows: Given a set of gene 
trees G and a comparable species tree S, finds the reconciliation cost of every tree in the rSPR 
neighborhood of S. Finally, to efficiently solve the neighborhood-search problem we divide it 
into sub-problems, each of which is a restricted-neighborhood-search problem. In Sections 4 
and 5 we provide an efficient solution for this restricted problem. 
Informally, the basic idea of an rSPR operation is as follows (see Figure 3.2). The subtree 
to be pruned along with its root edge is first detached from the original tree. This root edge 
is then merged back into some edge of the remaining tree. This forms a new tree whose leaf 
set is the same as the original tree. More formally, we have the following: 
Figure 3.2 S*i and 5*2 are obtained from S by pruning the subtree rooted 
at v and regrafting it into the remaining tree S. 
Definition 3.3.1 (rSPR operation) A rooted subtree prune and regraft (rSPR) operation 
on a rooted binary tree S is denned as cutting an%/ edge, sa;/ (%,%'), w/tere % = Pag(t'), and 
thereby pruning a subtree, and t/ien regra/ting t/ie subtree by tbe same cut edge in one o/ 
tbe /blowing two ways; 
Creating a new node u/ wbicb subdivides an edge in and regra/fing tbe subtree by 
tbe cut edge at node Tben, either suppressing tbe decree-two node % or, if % is tbe 
root o/S, deleting % and tbe edge incident witb mating tbe otber end-node o/t/tis edge 
t/te new root. 
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#. Creatm# a »ew root »ode a»d a »ew ed^e 6etwee» %' aW t/te ori^i»a( root. T%e» 
re^ra^i»^ t/te subtree 6;/ t/te cut ed<?e at »ode %' a»d suppressi»# t/te decree-two »ode %. 
Note that throughout this text we assume that the new node created, u', is given the same 
label as the node removed, u. Hence, after the rSPR operation is performed according to the 
scenario described above, the parent of node v will still be named u. 
Definition 3.3.2 
. De/me T$FR(5', f, %) to 6e t/te tree obtained 6;/ pe?yormmp a» r6f A operation o» t/te rooted 
6i»ar%/ tree suc/t t&at t/te subtree rooted at f E y (S) *8 pruned a»d appears redrafted 
0» t/te ed^e (%, Pa.g/(%)) w/tere 5" = i5FR(5', f, %). 
2. ISPR(S', v) = U«ey(s)\y(st,) V , U ) .  
3. TSPR(S') = UT)EY(S)\{R3OT(S)} TSPRCS", V ) .  
In other words, TSPR(S') is defined to be the set of all rooted binary trees that can be obtained 
by performing one rSPR operation on the rooted binary tree S, and ISPR(S', v) is defined to be 
the set of all rooted binary trees that can be obtained by performing rSPR operations on the 
rooted binary tree S and only pruning the subtree rooted at node v G V(S). 
Definition 3.3.3 (NS problem) The NEIGHBORHOOD-SEARCH (NS) problem is defined to be 
t/te proMem o//Z»di»p t/te reco»ciZiatio» costs o/ aM species trees m iSFR(5'); w/tere S is a <?i%e» 
species tree. 
We will show how to solve the NS problem without having to separately compute the 
reconciliation cost for each tree in the neighboring search space. This gives us an algorithm 
that is Q(n) times faster than existing algorithms for the NS problem, where n is the number of 
leaves in the species tree. This in turn also speeds up heuristics for the DUPLICATION problem 
by a factor of at least n. 
Our faster algorithm is based on the observation that if we traverse through TSPR(S') in a 
particular way, we can reuse some of the previously computed information to obtain the rec­
onciliation costs efficiently. We introduce this special traversal strategy in the next subsection. 
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3.3.1 The restricted-neighborhood-search problem 
To develop a faster algorithm for the NS problem we first define a restricted version of this 
problem. 
Definition 3.3.4 (RNS problem) Given the input tree S and a subtree P of S, we define the 
RESTRICTED-NEIGHBORHOOD-SEARCH ( RNS) problem as the problem of finding the reconcilia­
tion costs of all trees in iSPR(S', Root(P)). 
Observation 2 The NS problem on S can be solved by solving the RNS problem for each subtree 
The main idea of our algorithm is that if we find the reconciliation cost of a particular tree 
in iSPR(S', Root(P)) for a given species tree S and its subtree P, then we can find the cost of all 
the remaining trees in 0( 1) time per tree. 
Let Sroot denote the tree after P is pruned and regraft ed to the root in S, as shown in 
Figure 3.3. Clearly, Sroot G iSPR(5, Root(P)). Note that any tree in iSPR(S', Root(P)) can be 
obtained by pruning P from Sroot and regrafting the pruned subtree to the proper edge below. 
This regrafting procedure can also be performed step by step by regrafting into the edges 
along the path from the root node to the required node in Sroot• During each of these steps 
we regraft the pruned subtree into the next edge along the path. This involves regrafting the 
pruned subtree into an edge immediately below the current position. Therefore it makes sense 
to define the following. 
o/g. More/orma%, TSFR(g) = U^y(g)\{%ot(g)}TSPR(5'^')' 
Figure 3.3 This figure depicts how each tree in iSPR(S', Root(P)) can be ob­
tained by starting from Sroot and successively performing move-
down operations. 
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Definition 3.3.5 (Move-down operation) Given a fully binary tree S, and its subtree P to 
6e pnmed, we de/me Z/te move-down operand» as (/te A operand» produceg t/te tree 
TSFR(,9, Root(P),c), w/tere % *8 t/te o/Root(f); a»d c E Oig(%). 7» particWar; */c w t/te 
left child of u, then the operation is called move-down-left, and move-down-right otherwise. 
Definition 3.3.6 (movedown(S, P)) movedown(S, P) is defined to be the set of all species 
frees f/taf ca» 6e obfamed 6;/ pe?yormmp guccegg^e moî;e-dowM opera#o»g g(ar(mp /rom ^oot 
a /Zred pruned subtree f. 
Observation 3 Each tree miSPR(S', Root(P)) can be obtained by starting from Sroot and succes-
g^eZ;/ per^ormm# mow-dowM opem^om. fbrma(% i5FR(5', Root(P)) = mcwedowM(5', f ) (Ji^root}-
j>ee Figure 
Therefore, it is of interest to study how the reconciliation cost is affected when a move-down 
operation is performed. In the next section we study some of the structural properties of trees 
obtained by performing rSPR operations. These properties allow the design of an efficient 
algorithm for the RNS problem. In particular, we describe how the tree and its reconciliation 
cost changes when rSPR operations are performed in a predefined order. 
3.4 Structural properties 
In this section we study the change in the duplication status of nodes in a gene tree when 
mode-down operations are performed on the species tree. To do this we will first look at the 
changes in the mapping from a gene tree to the species tree when the species tree is modified 
using move-down operations. 
Given a gene tree G and a comparable species tree S, let P be the subtree of S to be 
pruned. Let p denote the root node of P, let x = Pas(p) and y the sibling of p. Let Q = Sy. 
Given MG,S, let M~^}s{v) denote the set of nodes in G that map to node v in S under the 
mapping MG,S• Let S' be the tree obtained from S by regrafting P according to a move-down­
right operation. This situation is depicted in Figure 3.4. In other words, S' is the species tree 
obtained by moving the node x along with subtree P such that x now becomes a child of y. 
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M.G ,s' denotes the mapping from G to S'. Lemmas 3.4.1 and 3.4.2 provide more insight into 
the manner in which the mapping from G is affected in this situation. 
Figure 3.4 The subtree on the right, S', is obtained from S by moving x 
and P to the right subtree of y. 
Lemma 3.4.1 M Q 1s{ V )  = M^}s,(v), Vv G V(S)\{x, y}. 
Proof: Suppose node A  G V(G) maps to node (3 G V(S) under the mapping M G , S -  If 
then by the definition of a mapping, node a must map to node (3 G V(S') 
under mapping MG,S'- Observe that Vv G V(S)\{x,y}, \e(Sv) = le(S'v). The correctness of 
the lemma follows. • 
Lemma 3.4.2 M Q 1s, ( X )  Ç M Q 1s( X ) and M . Q ls(y) ç M.Qls,(y). 
Proof: Observe that Le(S,/iT) C Le(S'iT) and Le(S,y) C le(S'y). Based on this observation and 
the definition of LCA mapping, the lemma follows easily. • 
Some of the nodes from G that were duplications under the mapping MG ,S  may no longer 
be duplications under the mapping MG,S', and vice versa. This change in duplication status is 
directly linked to the change in mappings. Based on the observations from Lemmas 3.4.1 and 
3.4.2, the following three lemmas characterize the possible change in the duplication status of 
nodes in G. 
Lemma 3.4.3 The duplication status for any node in G that does not map to x under mapping 
Proof: From Lemma 3.4.1 we know that the mappings from G into all nodes except x and y 
remain unchanged when S is changed into S'. This trivially implies that the duplication status 
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of any node that does not map to re or y under mapping M G , S  remains unchanged. To prove 
the lemma it is enough to show that the duplication status of any node mapping to node y 
under mapping MG,S also remains unchanged. 
Consider some node v G M~^ ls{y). There are two possible cases: 
Case 1: Node v is a duplication: By Lemma 3.4.2 we know that M~^}s{y) ç M~^ ls,{y). This 
means that v must continue to be a duplication under mapping MG,S' as well. 
Case 2: Node v is not a duplication: This means that none of the children of v in G map 
to  y  under  mapping  M G , S •  Cons ider  the  node  A  G CHG(V ) .  Under  mapping  M G , S ,  O L  
must map to a node which is a descendant of y in S. From Lemma 3.4.1 we know that 
node a will also map to the same node in S' under the new mapping MG,S'- Since this 
is true for both children of node v, it is not possible for v to become a duplication under 
mapping 
Thus, the duplication status of v does not change in either of these cases. • 
Lemma 3.4.4 If a node v G M^ L S { X )  is not a duplication under mapping MG , S  then it 
becomes a dwpZicafio» wWer mappm# o»e o/ f/te cMdfie» o/ f maps to 
»ode 2/ m <9. 
Proof: If node v is not a duplication then it means that none of its children in G map to 
node x under the mapping MG,S• Suppose A G CHG(V) and MG,S{OL) = y. Clearly the other 
child must map to a node in P. Observe that MG,S'{V) = y, and by Lemma 3.4.2 we know 
tha t  M G , S ' { O L )  = y .  Thus ,  v  must  be  a  dup l ica t ion  under  the  mapping  M G , S ' -
Now, suppose A  does not map to y under mapping M G , S •  Then A  must map to a descendant 
of y in S. By Lemma 3.4.2, under the mapping MG,SOL will still map to the same node in 
S'. For the same reason, the other child of v also keeps mapping to a node in P under the 
mapping MG,S'- In this situation, we have MG,S'{V) = y. However, none of the children of 
node v map to y under this mapping. Hence, v cannot become a duplication in this case. • 
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Lemma 3.4.5 Suppose f E g(z) *8 a dupficatio» wWer mappmp A<c,g; Zet 6, c 6e its 
Wo cWdfie» m G. TTte» »ode f mZZ (ose its dupZimtio» status u»der mappm# -Mc,#' */ 
o»Z;/ */; 
&ac% o»e o/6 or c, sa;/ 6; maps to z u»der A<c,g; 
TTte ot/ter »ode maps to a mode m t/te Ze/% subtree o/ »ode 2/ uWer A<c,g 
jVode 6 maps to z m 5" wWer mappmp A<c,g'-
Proof: Node v loses its duplication status under mapping M G , S ' -  This implies that M G , S ' { V )  =  
y ,  because  i f  v  keeps  mapping  to  x ,  then  i t s  ch i ld  b  must  a l so  map  to  x  under  mapping  M G , S ' ,  
which would make v a duplication. By the precondition we know that node c maps to a node 
in the left subtree of y under mapping MG,S• By Lemma 3.4.1 we can say that c must map to 
the same node under mapping MG,S as well. Also, b maps to node x under the new mapping. 
Hence v which maps to y under the new mapping can not be a duplication in this case. This 
proves one direction in the proof. 
Now, we know that M G , S ' { V )  = y- If node v is not a duplication under this mapping 
then neither b nor c must map to node y in S'. Node b may map to either x or y under 
mapping MG,S, but if it maps to y, then node v would be a duplication in this case. Hence, 
Mc,s{b) = x. Now, if MG,S(C) = y then node v would be a duplication under the new 
mapping. If MG,S{C) = x then node c must map to x under the new mapping (otherwise 
node v would be a duplication). But in this case node v would also map to x because both its 
ch i ld ren  map  to  x .  I f  node  c  maps  to  a  node  in  the  r igh t  sub t ree  o f  y  under  mapping  M G , S ,  
then again v would map to node x under the new mapping. Thus, c cannot map to any of 
these nodes. Hence, node c must map to a node in the left subtree of y under mapping M G , S -
• 
Note that in Lemma 3.4.5, S' was obtained by moving node x along with the pruned subtree 
to the right subtree of node y. The case when S' is obtained by moving x and the pruned 
subtree to the left subtree of y is symmetric. 
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Lemmas 3.4.1 and 3.4.2 showed how the mappings are affected when a move-down operation 
is performed. Recall that Sroot denotes the tree after the given subtree, P, is pruned and 
regrafted to the root in species tree S. In particular, we always start our sequence of move-
down operations starting from the tree Sroot- In the next subsection we will study the exact 
effect on the mapping from G when move-down operations are performed on Sroot and the 
given subtree P. 
3.4.1 Partial gene tree 
Based on Lemmas 3.4.1 and 3.4.2 we will now show how the mapping from gene tree G 
behaves when move-down operations are successively performed starting from Sroot to obtain 
a tree in mm; edowM(5', f ). 
Consider the situation as shown in Figure 3.3. The pruned subtree P of species tree S 
has been regraft ed to the root, resulting in the tree Sroot- Let G be a gene tree. Note that 
x = Root(SVoot)- Let q denote the other child of x. And let Q be the subtree of Sroot rooted 
at q. We would like to know how the mapping from G changes as we perform move-down 
operations starting from the tree Sroot. 
Lemma 3.4.6 Giue» f/te mappm# -Mc.groot, aM Modes m G; o?% f/te mappm^s /rom 
Modes m Z/te »ode set -Mgg (#) ma;/ c/ta»<?e Wte» we successives pe?Yorm moue-dow» oper­
ations sfarfi»# /rom tree 
Proof: This follows easily from Lemmas 3.4.1 and 3.4.2. • 
Definition 3.4.1 (Supporting nodes) Supporting nodes are exactly those nodes ofG, whose 
paremf is m Mg ^ (z), a»d Wtic/t map to some mode m Q w»der mappi»# 
Definition 3.4.2 (T) F is defined as the graph induced by G on the node set M Q 1s (x) and 
Z/te support»# Modes m G. 
Note that the nodes from G whose mapping may change according to Lemma 3.4.6 are 
exactly the non-supporting nodes in F. 
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Lemma 3.4.7 F is a tree. 
Proof: T is a subgraph of G by construction. Clearly, F is connected if the nodes in 
M^Jx) are connected in G. For any node u G (x) its parent PaG(U) must be in 
(x), because the leaf set of Gu is a subset of the leaf set of GPa^uy Hence, F must be 
a connected subgraph of G, i.e. F must be a tree. • 
Lemma 3.4.8 All the leaf nodes inT are supporting nodes. 
Proof: Suppose one of the leaf nodes of F, say v, is not a supporting node. Hence, MG,s r o o t(v) = 
x. This is only possible in two cases: 
Case 1: A child of node v G T maps to x in Sroot- This is not possible because by our 
assumption v G Le(F). 
Case 2: One child of node v maps to a node in P and the other child to a node in Q: This is 
not possible because the child node which maps to Q would be a part of F by definition, 
and hence v could not be a leaf node in F. 
Thus, we have a contradiction. • 
Thus, F is a partial gene tree obtained from G. Note that F may not be a fully binary tree. 
The supporting nodes in F map to nodes in Q under mapping MG,sr00f Let this define an 
initial mapping from the leaves of F to the nodes in Q. Based on this initial mapping we can 
now construct the mapping Mr,q-
Recall that according to our strategy each tree in movedown(S, P) is obtained by perform­
ing successive move-down operations starting from the tree Sroot- Also recall that according 
to our naming convention, the root node of Sroot, x, will always remain the parent node of 
Root(P). Thus, in all trees in movedown(S, P)\{Sroot} the root node is Root(Q). The trees in 
movedown(S, P)\{Sroot} are exactly the trees that are obtained by regrafting P into an edge 
in Q. 
Based on the mapping .Mr,Q, we have the following lemma. 
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Lemma 3.4.9 Let a be an internal (i.e. non-supporting) node inT which maps to some node, 
sa;/ j, m Q wader t/te mappmp A<r,Q- T/te» we /taue t/te /oMow»p; 
if t/te pruned gu6tree *8 redrafted o» a» ed^e a(o»p t/te pat/t )rom Root(Q) to »ode j m 
<9root; Mode a E G WZ Aeep mappmp to mode z. 
t/te pruned gu6tree ia repm/^ed mto a» ed<?e m t/te gu6tree rooted at j m ^oot; t/te» t/te 
»ode a m G mapg to »ode j m t/te »ew tree. 
fbr aZZ ot/ter re^ra/^ Zocat*o»8; »ode a m G WZ map to gome »ode a(o»<? t/te pat/t )rom 
Root('S'root) to j, 6ut »ot z a»d j. 
Proof: We have, Mr,sroot(a) = j and M.G,sroot{a) = x- This means that: 
• At least one descendant of a G G maps to a node in P under mapping MG,sroot> and at 
l e a s t  o n e  d e s c e n d a n t  m a p s  t o  a  n o d e  i n  Q j .  
• Under mapping MG,sroot> all the descendants of a G G map to either node x, or a node 
in P, or to a node in the subtree Qj. This follows from the definition of T. 
• No matter where P is regraft ed, the mapping from node a G G can never go below the 
node j in the resulting tree. 
Observe that these three properties remain independent of the location where P is regraft ed. 
Based on this, all three parts of the lemma follow easily. • 
The end goal for the lemmas and observations seen so far is to be able to solve the NS 
problem efficiently. In the next section we describe an algorithm that can be used to efficiently 
solve the RNS problem. As seen in Observation 2, this lets us solve the NS problem efficiently 
as well. 
3.5 Description of the algorithm 
Based on the results obtained in the previous section we will now show how the RNS 
problem can be solved efficiently. Algorithm 1 describes this efficient algorithm to solve the 
RNS problem. 
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The input for Algorithm 1 is a gene tree G, a species tree S and a subtree P of S to be 
pruned. The first step in the algorithm is to obtain the tree Sroot. Let x = Root(SVoot)- The 
root of P is one child of x and let q denote the other child. And let Q be the subtree of Sroot 
rooted at g. 
The output Q is a node weighted version of tree Q. The weight of a node u in tree Q, 
represented by fi(-u) gives the reconciliation cost for G when the pruned subtree is regraft ed 
onto the edge (u, Pa(u)) in Q. 
Algorithm 1 RECONCILIATION-COST-TREE 
1: Input: G, S, P 
2: Output: Q 
3: Construct the tree Sroot- Let x = Jkx±(Sroot) • The root of P is a child of x. Let q denote 
the other child of x. And let Q be the subtree of Sroot rooted at q. 
4: Create three counters g, k, and lr at each node in Q. They are all set to 0 initially. 
5: Calculate MG,sroot> and construct the tree T 
6:  Calcula te  M Y , Q  
7: for all a G Le(T) do 
8: Let u = Par(cr) 
9: if u has only one child in T then 
10: gWr.gM) <= gWr.gM) + 1 
11: else 
12: Let v denote the other child of u 
13: if M Y , Q { V )  is in the left subtree of M Y , Q { U )  and M Y , Q { ( T )  is in the right subtree of 
MY , Q { U )  in Q then 
14: W) <= 4(A<r,Q(%)) +1 
15: if M Y , Q { V )  is in the right subtree of M Y , Q { U )  and M Y , Q { ( T )  is in the left subtree of 
MY , Q { U )  in Q then 
16: Zr(A<r,Q(%)) <= <?(%)) + 1 
17: Initialize Q with the tree Q and weight 0 for each node 
18: d 4= A(G, Sroot) 
19: for each node u in a DPS traversal of Q do 
20: If u = Root(Q), then fi(-u) <= d 
21:  I f  u  /  Root(Q) ,  then  le t  v  =  PaQ ( U )  
22: if u is the left child of v then 
2 3 :  d < = d  +  g ( f )  — Z f ( f )  
24: else 
25: d<=d + g(f)—Zr(f) 
26: Q(u) <= d 
First we create Sroot and initialize three counters g, k and lr for each node in Q. We then 
29 
compute the mapping MG,sroot > the tree F and the mapping Mr,q as defined in the previous 
section. Next, we traverse through the tree F, and for each leaf node a that has no siblings we 
do the following. Let u denote its parent, then if u and a map to the same node in Q under 
the  mapping  Mr,q ,  we increment  the  coun te r  g cor responding  to  the  node  M Y , Q { C F )  in  Q .  
Similarly, for each leaf node a G T that has a sibling, do the following. Let u denote its 
parent, v its sibling, and let a denote the node in Q that u maps to under mapping .Mr,Q • If v 
maps into the left subtree of a in and u into the right subtree of a under mapping Mr,<9, then 
increment the counter li associated with node a by 1. And, if v maps into the right subtree 
of a in and u into the left subtree of a under mapping .Mr,<9, then increment the counter lr 
associated with node a by 1. 
Finally, we compute the node weighted tree fl Q is initialized to Q  and all the node weights 
are 0. We also compute the reconciliation cost of G to the original input tree S and set this 
value to a variable d. We traverse the tree Q in depth first search order and for every node 
encountered, we calculate the weight of that node as shown in the pseudocode in Algorithm 1. 
Note that the weight at the root node of Q represents the value A(G, Sroot). 
Observation 4 Each tree in iSPR(S', Root( P ) )  c a n  b e  o b t a i n e d  b y  r e g r a f t i n g  P  o n  t h e  s u b t r e e  
Q. 
From Observation 4, it is clear that this is the information we need to solve the RNS problem 
for one input gene tree. Typically, the RNS problem needs to be solved for multiple input gene 
trees. In this case we simple follow Algorithm 1 for each gene tree separately. Algorithm 2 
shows in detail how this is handled. Note that the tree Q obtained for each gene tree is identical 
except for the weights on the nodes. $(«) denotes the weight of node u in tree $. 
From Observation 2 we know that the NEIGHBORHOOD-SEARCH problem can be solved 
using the RNS problem (Algorithm 2). Each edge in the given species tree S, defines a subtree 
that can be pruned. To solve the NS problem we simple keep calling Algorithm 2 for each of 
these subtrees that can be pruned in S. This produces a node weighted tree $ for each pruned 
subtree. It is straightforward to see that these form the required solution for the NS problem. 
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Algorithm 2 FAST-RNS 
l: Input: Set of gene trees Q, a species tree S, and the pruned subtree P. 
2: Output: $ 
3: for each G G Q do 
4: Call RECONCILIATION-COST-TREE(G, S, P) to obtain the tree QG-
5: Initialise $ to the tree QG for some G G Q. 
6: for each node u in a DFS traversal of $ do 
7: $(%)<= 
3.5.1 Proof of correctness 
We will show that our algorithm to solve the NS problem is indeed correct. To do this it is 
sufficient to show that the RNS problem is correctly solved by algorithm PAST-RNS. 
Recall that the input for Algorithm 1 is a gene tree G, a species tree S and the pruned 
subtree P. We have x = Jkx±(Sroot), the root of P is one child of x and q denotes the other 
child. Q is the subtree of Sroot rooted at q. The output Q is a node weighted version of tree 
Q. 
Based on this we have the following lemma. 
Lemma 3.5.1 After the execution of Algorithm 1 the weight of a node u in tree Q gives the 
reco»c*ZW*o» cost /or G Wte» Z/te pnmed subtree *8 ra?ra/W o»Zo Z/te (%, %(%)) m Q. 
Proof: In Algorithm 1, to obtain Q, we first calculate the three values k, lr and g for each 
node in Q. Each of these three counters is initially set to 0 at each node. The value of g at a 
node u in Q, represents the number of additional nodes from G that will become duplications 
when P is regraft ed onto the edge (u, v), v G Ch-(-u), from the edge (Pa(-u), u). The value 
li represents the number of nodes from G that will lose their duplication status when P is 
regraft ed onto the edge (u, v) where v is the left child of u, from the edge (Pa (u),u). Similarly, 
the value of lr represents the number of nodes from G that will lose their duplication status 
when P is regraft ed onto the edge (u, v) where v is the right child of u, from the edge (Pa(-u), u). 
Suppose these values are computed correctly at each node in Q. Then, in Algorithm 1 we 
compute the value A(G,Sroot). This is the weight at the root node of fl We calculate the 
other node weights by performing a DFS traversal of fl This ensures that when we reach a 
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node in fi, the weight of its parent has already been computed. We then compute the weight 
of that node based on the values g, k and lr at that node (in Q) and the weight of the parent 
node. 
Consider those internal nodes in tree F which do not have any children which are supporting 
nodes. Under the mapping MG,sroot > all such nodes are clearly duplication nodes. From Lemma 
3.4.9 it follows that these nodes will continue to be duplication nodes irrespective of the regraft 
location of P in fi. From Lemma 3.4.6 it also follows that only the internal nodes of F may 
change their duplication status when subtree P is regraft ed to different positions in fi. Thus, 
to calculate the values of g, k and lr, we may limit our attention to only those internal nodes 
of F that have a supporting node as a child. Note that, by the definition of F, exactly one of 
the children of each such internal node may be a supporting node. Let us call this set of nodes 
the feasible set. Consider a node a in this feasible set. If it has two children in F then one of 
the children must be an internal node. This means that node a is a duplication node under 
mapping 
The following observation is crucial and follows easily from Lemma 3.4.9. 
Observation 5 If a node u in the feasible set becomes a duplication node when subtree P is 
ra?ra/W a» ga;/ (%, Pa(%)), m Q, f/te» # remamg a dwp^ca^o» Mode Wte» P *8 
m?ra/W at a»;/ m Z/te subtree rooted at % m Q. 6%fmZar% Zoseg #8 duplication status 
Wte» subtree P *8 re<?m/%ed o»to a» ed<?e, sa;/ (%, Pa(%)), m Q, t/te» it remains a »o»-dup(icatio» 
w/te» P reproved at a»;/ ed<?e m t/te subtree rooted at % m Q. 
Based on Observation 5, to prove the correctness of Algorithm lit is enough to show that 
the values g, k and lr at each node in Q are computed correctly. 
Consider a node u from the feasible set that has only one child. In the mapping M.r,Q, u 
must map to the same node, say a, in Q as its child. It is also clear that u is not a duplication 
node to begin with i.e. under mapping M.G,sroot • It is clear from Lemmas 3.4.4 and 3.4.9 that 
u will be a duplication node if P is regraft ed into the subtree rooted at a in Q. Also, note 
that this is the only scenario in which u may become a duplication node. If a node u from 
the feasible set has more than one child, then one of these children must be a non-supporting 
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node, and hence it must be a duplication node to begin with. From Observation 5 it follows 
that such a node need not be considered while calculating values of g. Consider Lines 7 to 10 
in Algorithm 1. They capture exactly the scenario described above and correctly increment 
the value of g at nodes in Q. 
Now consider a node, u, in the rest of the feasible set. u must have two children, one 
of which must be a non-supporting node. Thus, M is a duplication node. Let a denote the 
supporting node child and (3 the other child. Suppose A maps to the left subtree of MY,Q{U) in 
Q, and (3 to the right subtree. Then, if P is regrafted into the left subtree of MY,Q{U), node u 
loses its duplication status. This follows from Lemmas 3.4.5 and 3.4.9. The case when a maps 
to the right subtree of MY,Q{U) in Q, and (3 to the left subtree, is symmetric. Observe that it 
is not possible for both A and (3 to both map into the left or the right subtree of MY,Q{U) in 
Q. Also, if (3 maps to the same node as u under mapping MY,Q{U), then u can never lose its 
duplication status. This covers all possible situations for mappings of a and (3. Consider Lines 
11 to 16 in Algorithm 1. They capture exactly the scenario described above and correctly 
increment the value of K and lr at node MY,Q{U) in Q. m 
Based on the above lemma and definition of reconciliation cost, the following lemma follows 
easily. 
Lemma 3.5.2 The weight of a node u in tree $ gives the reconciliation cost for G when the 
pruned subtree is re%?ra/W t/te ed<?e (%, Pa(%)) m Q. 
Thus, we have the following theorem. 
Theorem 3.5.1 The RNS problem is correctly solved by Algorithm 2 
3.5.2 Complexity analysis 
We now analyse the complexity of our algorithm to solve the NS problem. The major 
component of this algorithm is our algorithm that solves the RNS problem (Algorithm 2). 
Therefore we first analyse the complexity of algorithm FAST-RNS (i.e. Algorithm 2). Note: for 
33 
simplicity of analysis we will assume that all G G G  have approximately the same size. Even 
if this does not hold true, our algorithm still improves the current solution by at least fi(n). 
The input for algorithm FAST-RNS is a set G  of gene trees, a species tree S, and the pruned 
subtree P of S. Let n = | Le(S')|, and k = \G\ i.e. there are k gene trees in the input. Clearly, 
the size of S and of each G G G is O(n). 
The input for algorithm RECONCILIATION-COST-TREE is a gene tree G along with S and 
P. Let m = | Le(S')| +1 Le(C)|. In this algorithm, we first create the tree Sroot and the counters 
g, li and lr for each node in Q. This takes 0(|F(Q)|) time. The mapping MG,sroot can be 
constructed in 0(\V (Sr0ot)\ + |F(G)|) time, and the tree T can then be easily constructed in 
0(|F(r)|) time. Note that |F(T)| is bounded by C(|lz(G)|). MR,Q can also be constructed in 
C(|^(T)| + |V(Sroot)I) time. All the g , k and lr values can be computed by simply traversing 
through the tree T once. However, while updating the k and lr values we have to check 
whether a given descendant of some node in Q is in the left subtree or the right subtree of that 
node. This can be done in constant time as follows: Initially, we perform an inorder traversal 
of the tree Q and label the nodes with increasing integer values in the order in which they 
are traversed. This preprocessing step takes 0(|F(Q)|) time. Now, given a node a and its 
descendant b in Q we can tell if b is in the left subtree of a if the label of b is less than the 
label of a. Otherwise b is in the right subtree of a. This can be checked in constant time. 
Once all the g, k and lr values have been set, computing the tree fi involves first computing 
the value A(G, Sr0ot), then traversing the tree Q in depth first search order and spending O(l) 
time at each node. Thus, the time complexity of this step is C(|lz(G)|) + 0(\V(Q)\). Hence, 
the overall complexity of algorithm RECONCILIATION-COST-TREE is bounded by 0(m). 
Algorithm FAST-RNS calls Algorithm RECONCILIATION-COST-TREE k times. Hence the 
complexity of this part is O(km). Computing the final tree $ involves traversing each of the 
fi trees produced in a depth first search order. This step takes 0(n) time per tree and hence 
0(kn) time overall. Thus, the time complexity of the FAST-RNS algorithm is bounded by 
O(Am). 
The time complexity of our algorithm for the NS problem is thus 0(n) x 0(km) = O(knrn) 
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(based on Observation 2). The naive brute force algorithm to solve the NS problem requires 
0(knm2) time. Our algorithm for the NS problem improves on this by a factor of m, i.e. by a 
factor of at least n . Also observe that this speed up does not come at the expense of higher 
space complexity. 
3.6 Experimental results 
In order to study the performance of our algorithm we implemented it as part of a standard 
local search heuristic for the DUPLICATION problem. We call this program FASTGENEDUP and 
it implements our FAST-RNS algorithm. In our experiments, we use the local search heuristic 
and build our starting species tree randomly based on the leaf set in the input gene trees. In 
particular, we performed two different types of experiments. One analyzed the performance 
and scalability of FASTGENEDUP using simulated input data and the second focused on an 
analysis of large empirical data sets. 
3.6.1 Performance and scalability 
We compared the runtime performance of our program FASTGENEDUP against the pro­
gram GENETREE (45) that can infer species trees using the same gene duplication heuristic. 
GENETREE is a well established software and, to the best of our knowledge, the only one 
that can build species supertrees based on gene duplication heuristics. We measured the time 
used by each program to compute and output its final species supertree using the same set 
of input gene trees and the same randomly generated starting species tree. In particular, the 
input for each run consisted of a set of 20 randomly generated gene trees and a randomly 
generated species tree, all with the same number of taxa. We conducted six such sets of runs, 
each with a different number of taxa (50, 100, 200, 400, 1000, and 2000) in the input trees. 
These experiments were performed on a 3 Ghz Intel Pentium 4 CPU based personal computer 
with Windows XP operating system. The results of these experiments are shown in Table 3.1. 
FASTGENEDUP shows a vast improvement in runtime and scalability. Consequently, FAST­
GENEDUP can compute much larger supertrees within a reasonable time. This also allows our 
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algorithm to be used with more thorough versions of the heuristic to obtain super trees with 
lower reconciliation costs. We could not run GENETREE on input trees of size more than 200. 
The memory consumption of our program also was lower than the memory consumption of 
GENETREE. 
Note that even though both FASTGENEDUP and GENETREE implement the same local 
search heuristic, they may produce different supertrees which may even have different reconcil­
iation costs. This happens because during a local search step, more than one neighboring node 
may have the smallest reconciliation cost. In this case the node to follow is chosen arbitrarily 
among such nodes, and this may cause the programs to follow different paths in the search 
space. In practice we noticed little or no difference in the final reconciliation costs. In fact, 
during the experiments, FASTGENEDUP inferred supertrees with smaller reconciliation cost 
more often than GENETREE. 
Table 3.1 GENETREE VS. FASTGENEDUP 
Taxa size GENETREE FASTGENEDUP 
50 9m:23s Is 
100 3h:25m 6s 
200 108h:33m 58s 
400 - 9m:19s 
1000 - 3h:20m 
2000 - 38h:25m 
3.6.2 Empirical example 
The rapid increase in the amount of available protein sequence data from many taxa makes 
it possible to perform large-scale analyses of the DUPLICATION problem that require fast heuris­
tics. We demonstrated the feasibility of such phylo-genomic analyses using FASTGENEDUP on 
plant gene trees. The gene trees were derived from the set of all plant (Viridiplantae) se­
quences in GenBank (http://www.ncbi.nlm.nih.gov) downloaded on April 13, 2006. In total, 
this included 390,230 amino acid sequences. The amino acid sequences were clustered into sets 
of homologs, representing gene families, using the NCBI BLASTCLUST program (16), which 
performs single linkage clustering of the sequences based on pairwise BLAST scores. We used 
36 
a 60% identity cutoff value for the single-linkage clustering and the BLASTCLUST default 
alignment length. We then pruned the set of all clusters to identify a set of clusters containing 
at least 4 sequences from at least 3 taxa and containing only sequences from taxa that are 
found in 10 or more such clusters. We found 3,978 clusters containing sequences from 624 
taxa (or technically 624 Genbank taxon ids, most of which represent distinct taxa) that met 
this criterion. From this set of clusters, we made three data sets that were used to produce 
the input trees for gene duplication analysis. The first set, the small data set, consisted of 
the 97 clusters (or gene families) that each included sequences from at least 40 different taxa. 
This set contained a total of 18,402 protein sequences. The second set, the medium data set, 
consisted of the 599 clusters that each included sequences from at least 10 different taxa. This 
data set contained a total of 48,156 sequences, more than 12% of the available plant protein 
sequences. Finally, the large data set consisted of all 3,978 clusters and contained a total of 
100,914 sequences, over 25% of the available plant protein sequences. To our knowledge, the 
large data set contains by far the most sequences ever incorporated into a single phylogenetic 
analysis of plants. 
The sequences from each of the chosen clusters were aligned using the default options in 
ClustalW (53). To obtain the gene trees from our data set, we built neighbor-joining trees (48) 
using PAUP* (52). Since the DUPLICATION problem requires binary, rooted gene trees, zero 
length branches were randomly resolved, and the trees were rooted with midpoint rooting. 
We tested the performance of FASTGENEDUP using the local search heuristic starting from 
a random species tree. The analyses of the small and medium data sets were performed on 
a Macintosh power PC laptop computer with a 1.5 GHz G4 processor and Mac OS X 10.4 
operating system, and the analysis of the large data set was performed on a 3 GHz Intel 
Pentium 4 based personal computer with Windows XP operating system. The small data set, 
with 97 input gene trees, took 3 hours 15 minutes and 12 seconds to find an optimal species 
tree with a score of 13,393 gene duplications. The medium data set, with 599 input gene trees, 
took 24 hours 55 minutes and 41 seconds to find an optimal species tree with a score of 36,080 
gene duplications. The large data set, with 3,978 input gene trees, took 62 hours 35 minutes 
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and 29 seconds to find an optimal species tree with 75,621 gene duplications. 
This purpose of this experiment was to demonstrate how large genomic data sets could be 
incorporated into phylogenetic analyses using FASTGENEDUP. Like other attempts to build 
large plant trees from genome-scale data sets (20), the resulting species trees contain some 
anomalous relationships as well as some expected relationships. The presence of anomalous 
relationships are not surprising since the supertree analyses consisted only of a single run of 
the simple heuristic starting from a random tree. Extensions of our basic approach will un­
doubtedly improve the resulting species tree, and they further demonstrate the necessity of 
fast heuristics for the DUPLICATION problem. First, our experiment used mid-point rooting, 
which assumes that the sequences are evolving according to a molecular clock. However, it 
appears that the great majority of plant protein families reject the molecular clock assump­
tion (33). Thus, our analyses likely suffer from incorrect rooting in many of the input gene 
trees. It is extremely difficult to know the true rooting of a gene family tree with a possible 
history of gene duplications. One solution to this problem would be to adapt the DUPLICA­
TION problem to deal with unrooted gene trees (13). Adapting the DUPLICATION problem 
to unrooted gene trees would increase its computational complexity. A further problem with 
the input trees used in this study is that, in order to make them binary, some relationships 
were resolved arbitrarily, and many of the clades in the gene trees have little or no support. 
A supertree bootstrapping approach, which incorporates the uncertainty of gene tree clades 
into support for the species tree, may help address this problem (15; 11). This would require 
first performing a non-parametric bootstrapping analysis on each of the gene family data sets 
(24). Then the supertree bootstrapping analysis would consist of replicate analyses of the 
DUPLICATION problem, randomly sampling a single bootstrap tree from each gene tree family 
for each replicate (15; 11). Since the non-parametric bootstrapping consists of many replicates 
of the DUPLICATION problem, in large data sets, this would be impossible to do without a fast 
heuristic approach for the DUPLICATION problem. A final issue in our analysis is lack of tax-
onomic overlap among gene trees. In simulation, supertree analyses appear to perform better 
with more taxon overlap among input trees (6; 22). In some cases, using a constraint tree 
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species tree may help ameliorate problems from lack of taxonomic overlap among input trees. 
However, to directly address the problem one must either prune out taxa from the input trees 
or ideally, increase the taxon sampling in the gene trees. While we extensively sampled from 
the available plant protein sequences, there are many thousands of available EST sequences 
from plants that can greatly add to our taxon sampling for many gene families. EST sequences 
largely come from gene families, and they are ideal for analyses of the DUPLICATION problem. 
Our fast heuristic will allow us to further increase the size of the gene family data sets to 
incorporate EST data into large-scale phylogenetic analyses. 
3.7 Outlook and conclusion 
Despite the inherent complexity of the DUPLICATION problem, it has been an effective 
approach for incorporating data from gene families into a phylogenetic inference (49; 46; 15; 
14). Yet, existing local search heuristics for the problem are slow and thus cannot utilize 
the vast quantities of newly available genomic sequence data. We introduced an algorithm 
that speeds up the stepwise search procedure of local search heuristics for the DUPLICATION 
problem. Our algorithm eliminates redundant calculations in computing the reconciliation cost 
for all trees resulting from pruning a given subtree and regrafting it to all possible positions. 
We implemented our algorithm as part of standard local search heuristics, and the resulting 
program, FASTGENEDUP, greatly improves upon the performance of GENETREE, a previous 
implementation to solve the DUPLICATION problem. Furthermore, FASTGENEDUP made it 
possible to compute a supertree with 624 leaves from 3,978 input gene trees, representing over 
25% of all available plant protein sequences, in less than three days on a desktop computer. 
Our algorithm may be extended to further improve upon its performance in phylogenetic 
inference. First, the algorithm does not eliminate redundant computations for trees resulting 
from pruning different subtrees and regrafting them to all possible positions. Eliminating 
those computations might lead to a further asymptotic improvement in solving the local search 
problem for the rSPR edit operations. Also, while our current implementation of the algorithm 
requires a starting species tree, such as a randomly generated tree, a tree-growing heuristic 
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(38) can be implemented that constructs a good staring tree using the input trees. The 
starting tree and the tree search also can be constrained to incorporate previous knowledge of 
the species phytogeny. Finally, it is often difficult to infer the root from a gene family tree. 
The DUPLICATION problem and the GD model can be modified (12) for unrooted gene trees. 
Depending on the modifications, our algorithm would still be applicable as a component of a 
more refined heuristic. 
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