Since the case k = 1 is trivial, and also the case k = 2 is under control (see [7, p. 9 .1]), we suppose, in this section, that k ≥ 3. We denote by x the greatest integer ≤ x and by x the least integer ≥ x (so that x = − −x for all x ∈ R).
The following result of Hofmeister [1] (see [7, p. 9 .1]) solves the local problem in the regular case.
Theorem 1.2 (Hofmeister).
If h ≥ h 0 , then
where the coefficients µ j are given recursively by
The representation (1.3) is regular. We also have
It follows immediately from (1.5) and (1.6) that In fact, if we suppose that µ i = ν i for i = 1, . . . , j − 1, then we have, by (1.9) and (1.4),
By (1.6) and (1.8) with ν k ≥ 1, we have h ≥ h 0 , and using Theorem 1.2 we get µ k = ν k and (1.3).
The following result (see [7, p. 9.5] ), conjectured by Hofmeister [1] and proved by Mrose [4, p. 68] , solves the global problem completely in the regular case. For ordinary h-ranges n h (A k ), the ("classical") extremal problem is much more difficult. It is simple only for k = 2, but very complicated already for k = 3, a case which was settled by Hofmeister [3] . He also solved the analogous problem, already suggested by Salié [6] , of determining the bases A 3 for which n h 0 (A 3 ) is extremal for given h 0 .
Inspired by this, Selmer [7, p. 9.7] raised the analogous problem for regular h-ranges. That is, given h and k, we define
Supported by extensive computer calculations by Svein Mossige, Selmer formulated the following
in connection with (1.12) and (1.3).
R e m a r k 1.5.
• If h < k, then the problem is solved by Theorem 1.3. This follows from (1.7) because then µ
It follows that Conjecture 1.4 is true in the case h = k. We note that in this case a i = F 2i for i = 1, . . . , k, where the F 2i are Fibonacci numbers, defined by
k > 1 and µ (2) k > 1, so that, by (1.7), we have h > h 0 for both h-bases coming from Theorem 1.3. These bases, therefore, do not solve Selmer's problem.
In this paper we prove Selmer's Conjecture 1.4. The proof is based on Mrose's thesis [4] . In Section 2 we introduce certain determinants and indicate how the problem can be reformulated. The proof is then carried out in two steps, in Sections 3 and 4. Finally, some asymptotic estimates are given in Section 5.
Continuants and reformulation of the conjecture.
The following definitions and results are taken from [4] . 
are given by
m).
The sequences (x 1 , . . . , x k ) and (y 1 , . . . , y k ) satisfy the conditions 
If these conditions are satisfied , then
R e m a r k 2.10. Given a basis
Comparing (2.10) with (1.4), we easily deduce that 
In preparation of our reformulation of Conjecture 1.4, we now briefly sketch the proof of Theorem 1.3. If we use Theorem 2.8 with s = h + 2k − 1 and associate, by (2.11) and (2.12), the µ
with the x i and the µ (2) i with the y i , we easily get (1.10) and (1.11). Using (2.11) and (2.1), (1.12) follows from (2.7). Finally, (1.3) follows easily by induction from (2.9), using (2.11) and (2.12). We have thus seen how Theorem 1.3 follows from Theorems 2.8 and 2.9.
We now turn our attention to Conjecture 1.4. We find it convenient to introduce the following definitions (not to be found in [4] ).
Definition 2.11. We call the sequences (x 1 , . . . , x k ) and (y 1 , . . . , y k ) of Theorem 2.8 Mrose's first and second sequence (for s), respectively.
with y i integers ≥ 2 and
It follows from Theorem 2.9, (1.7), and (2.12) that the problem behind Conjecture 1.4 can be reformulated in the following way.
− 3 (and then use (2.7) and (2.9)). Comparing (1.13) with (1.10), and taking the above sketch of the proof of Theorem 1.3 into consideration, we see that Conjecture 1.4 is equivalent with the following result.
Theorem 2.14, that is, Selmer's Conjecture 1.4, will be proved in two steps, as Theorems 2.15 and 2.16 below. 
Example 2.17. Let h = 15, k = 9. Calculating the coefficients µ i of Conjecture 1.4 we get
Using (1.10) and (1.3) we get the regular h-basis R e m a r k 3.1. Leaving now [7] and staying with [4] for the rest of this paper, we find it convenient to make a slight change in the notation: the letter k, which from now on will denote an integer ≥ 2, will lose its former meaning. Theorem 2.15 will be proved in the following form. Let
and let C(x 1 , . . . , x k , 2) be a 2-extremal continuant with
The proof of (3.3) will be preceded by a series of lemmas. Before starting with the proofs, we introduce the following If a sequence (x 1 , . . . , x k ) satisfies the conditions (a), (b 1 ), and (c 1 ) of Definition 2.6, we say that it is weakly homogeneous.
below).
R e m a r k 3.4. Mrose was able to make certain short cuts, using the symmetry of the situation (our (2.2) and Remark 2.7). Note that while the analogue of Remark 2.7 clearly holds for weakly homogeneous sequences, we do not have the full symmetry of the situation here, caused by the last element 2 of the continuant. We therefore define, for 1 ≤ p < q ≤ k,
Then we have, analogously to (9) in [4, p. 20],
P r o o f. According to Lemma 3.3, we have, for some integer x, x i ∈ {x, x + 1} for i = 1, . . . , k. If, for some j ∈ {1, . . . , k}, we have x j = 2, then x = 2 and so h + 2k 
Lemma 3.7. Let C(x 1 , . . . , x k , 2) be a 2-extremal continuant satisfying, for some integer x ≥ 3, the condition x i ∈ {x, x + 1} for i = 1, . . . , k. If, for some j ∈ {1, . . . , k}, we have x j = x + 1, then x k = x + 1. P r o o f. Suppose that x k = x. Let p be the greatest number such that x p = x + 1. We let q = k and define a sequence (y 1 , . . . , y k ) by (3.4). Now 1 − x p + x q = 0 and so (3.5) gives
By the definition of p, if p < i < q, then x i = x. It follows that C(x p+1 , . . . , x q−2 ) = C(x p+2 , . . . , x q−1 ), so that (3.7) and (3.6) give
which contradicts the fact that C(x 1 , . . . , x k , 2) is a 2-extremal continuant.
P r o o f o f (3.3).
We suppose that C(x 1 , . . . , x k , 2) is a 2-extremal continuant satisfying (3.1) and (3.2). We have to prove that the sequence (x 1 , . . . , x k−1 , x k − 1) satisfies the conditions (a), (b 1 ), (b 2 ), (c 1 ), and (c 2 ) of Definition 2.6.
(a) It follows immediately from Lemmas 3.3, 3.5, and 3.7 that (x 1 , . . . ,
is clearly homogeneous. For the rest of the proof, we may therefore suppose that for an integer x ≥ 3, we have x i ∈ {x, x + 1} for i = 1, . . . , k and that (3.8)
Moreover, since the sequence (x, x, . . . , x) is clearly homogeneous, we may suppose that for some j ∈ {1, . . . , k − 1}, x j = x + 1. (b 2 ) Suppose that (b 2 ) fails. Then there exists an integer r, k/2 < r < k − 1, such that x r = x, x r+1 = x + 1, x r−i = x r+1+i for i = 1, . . . , k − r − 2, and (3.9)
x 2r−k+1 = x k − 1.
We define a sequence (y 1 , . . . , y k ) by (8) in [4, p. 19] with p = r, q = r + 1. Using (10) in [4, p. 23], (3.9), and (3.8), we obtain 2)
Lemma 4.2. We have C(y 1 , . . . , y k−1 , y k + 1, 2) is not a 2-extremal continuant.) From now on, we will therefore suppose that
The following result provides a fundamental tool for our investigations. The following proof was suggested by Veikko Ennola. It has the merit of being simpler and shorter than the author's original proof, which proceeded by induction on d. 
We write s + 1 = da and k = db, so that gcd(a, b) = 1 and, by (4.4), b > 1. If 1 < i < k, then we have
so that, by (4.7), (4.8)
In a similar fashion,
(b) and (c) now follow immediately from (4.8)-(4.10).
We introduce the following notation.
Definition 4.5. If (x 1 , . . . , x j ) and (y 1 , . . . , y j ) are any sequences with x i , y i integers ≥ 2 for i = 1, . . . , j, we write
According to this notation, if (x 1 , . . . , x k ) and (y 1 , . . . , y k ) are Mrose's first and second sequence, respectively, then (4.3) can be stated as
We find it convenient to prove a little more than (4.12). In fact, if t ≥ 0 is the length of the symmetrical subbox in Lemma 4.3, and if (x 1 , . . . , x k ) = (y 1 , . . . , y k ), we show that
Here (4.13) is clear from Lemma 4.3, and (4.15) follows from (2.5) and (2.2).
R e m a r k 4.6. If s ≡ −1 (mod k), then it follows immediately from (4.1) that
Our goal now is to prove (4.14). The proof is based on Lemma 4.3.
R e m a r k 4.7. Actually, we get the result for a little wider class of pairs of sequences than just for Mrose's sequences, since from the elements of the symmetrical subboxes we need, indeed, only the fact that they form a symmetrical sequence. Their actual values do not concern us. In particular, they do not have to be in the set {x, x + 1}. 
Lemma 4.9. Let x, x i be integers ≥ 2 for i = 1, . . . , n. Let
where r is the number of occurrences of the symbol x in the continuant. Let 
P r o o f. Easy calculation.
Our goal, (4.14), will finally be reached by the next result (see Remark 4.7). We may assume that (4.24) holds for j = 1, . . . , g − 1, i = 0, . . . , t + 1. Since u 0 = 1 and u 1 = x, it follows from our induction hypothesis, and formulas (4.22) and (4.23), that
We have to prove that If i = 1, we use (4.28) and the induction hypothesis for g, and get
It follows that (4.29) holds for i = 1 if we have Let B k+1 = {b 1 , . . . , b k+1 } be the basis for which g h+1 (B k+1 ) = gh 0 =h+1 (k+1). This means that we replace h by h+1 and k by k+1 in (1.13).
Comparing (1.10) and (1.13) we then immediately obtain µ We have
k + 2)a k − a k−1 and therefore, using (2.9), (2.7), (2.11), and (2.12), g h (k) = (µ 
