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Abstract—In this work, we obtain lower and upper bounds
on the maximal transmission rate at a given codeword length
n, average probability of error  and power constraint P¯ ,
over a finite valued, block fading additive white Gaussian noise
(AWGN) channel with channel state information (CSI) at the
transmitter and the receiver. These bounds characterize deviation
of the finite blocklength coding rates from the channel capacity
which is in turn achieved by the water filling power allocation
across time. The bounds obtained also characterize the rate
enhancement possible due to the CSI at the transmitter in the
finite blocklength regime. The results are further elucidated via
numerical examples.
I. INTRODUCTION
Next generation cellular networks ought to handle mission
critical data with delay requirements far more stringent than
that in present day cellular networks [1]. Refined engineering
insights to build such delay critical systems can be obtained
using the analytical methods pioneered in [2], [3], [4]. In this
work, we characterize data rate enhancement in a wireless
system with delay constraints by means of power adaptation,
when the transmitter has certain side information about the
channel. We restrict our attention to the delay incurred at the
physical layer in sending the codeword to the receiver.
In a cellular system, if the instantaneous channel gain can
be fed back to the transmitter, the transmitter can use this
knowledge to perform power control so as to increase the
overall data rate. In particular, under the assumption of perfect
CSI at the transmitter (CSIT) and the receiver (CSIR), the
optimal power allocation with no delay constraints over a flat
fading AWGN channel has the well known interpretation of
water filling in time ([5]).
With delay constraints imposed at the physical layer, the
traditional approach to study rate enhancement due to the
knowledge of CSIT is to first characterize either the delay
limited, outage or average capacity (see [6] for details) and
then obtain a power allocation strategy that maximizes the
required one of these quantities. In this regard, [7] obtains the
optimal power allocation that maximises the outage capacity
under the assumption of non-causal CSIT. In [8], the authors
obtain the optimal power allocation scheme maximizing the
average capacity with causal CSIT. Nonetheless, the above
mentioned schemes do not provide a realistic metric to eval-
uate the performance of actual delay sensitive systems. This
is because, the various notions of capacity used therein are
inherently asymptotic.
In this work, we provide lower and upper bounds on the
maximal channel coding rate over a block fading AWGN
channel with CSIT and CSIR in finite blocklength regime
under two kinds of constraints on the transmitted codewords.
Consequently, we characterize the rate enhancement possible
due to power adaptation at the transmitter. Our assumption of
perfect CSIT is idealistic. Nevertheless, rates obtained under
this assumption provide upper bounds for rates achievable
without CSIT or with imperfect CSIT and is commonly made
in literature. Also, knowledge of the power control strategies
suitable for delay constrained systems sheds insights into how
system energy is to be used in such systems. Efficient usage
of system energy can be beneficial for energy constrained
transmitters ought to become prominent in future wireless
networks [9].
An overview of the preceeding works is presented next. A
scalar coherent fading channel with stationary fading (gener-
alization of block fading) without CSIT is considered in [10]
and the dispersion term is characterized. In [11], the authors
show that the (second order) optimal power allocation scheme
over a quasi static fading channel with CSIT and CSIR is
truncated channel inversion. The quasi static fading model is
a special case of the block fading model that we consider.
However, our bounds involve asymptotic terms, asymptotic in
the number of blocks and is derived under the assumption of a
finite valued fading process. A MIMO Rayleigh block fading
channel with no CSIT and CSIR is considered in [12] and
achievability and converse bounds are derived for the short
packet communication regime. In [13], the authors consider
a discrete memoryless channel with non-causal CSIT and
CSIR, and obtains the second order coding rates under general
assumptions on the state process. In contrast, we consider
a cost constrained setting with real valued channel inputs.
This renders a direct translation of the techniques used therein
infeasible. A high-SNR normal approximation of the maximal
coding rate over a block fading Rayleigh channel without CSIT
and CSIR is obtained in [14].
Our contribution is a finer characterization of the delay
limited performance of a wireless link with channel state
feedback, under two kinds of power constraints the wireless
transmitters are normally subjected to. The bounds obtained
(on the maximal coding rate) characterize the rate enhance-
ment due to power adaptation for a given codeword length
and error probability. In deriving these bounds, the CSIT
assumption makes the analysis involved and non trivial. In
particular, in obtaining the upper bounds, the dependence of
the channel input on the fading states makes the corresponding
optimization problems difficult to solve. To circumvent this,
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we derive alternate bounds utilizing the properties of asymp-
totically optimal power allocation scheme, viz, the water filling
scheme.
The paper is organized as follows. In Section II, we intro-
duce the system model and notation. We provide lower bounds
on the maximal channel coding rate in Section III. Next, in
Section IV, we provide upper bounds for the maximal coding
rate. In Section V, we compare the bounds numerically and
exemplify the utility of the bounds derived. We conclude in
Section VI. Proofs are delegated to the appendices.
II. MODEL AND NOTATION
We consider a point to point discrete time, memoryless
block fading channel subject to AWGN noise with density
N (0, σ2N ), where N (a, b) denotes Gaussian density with mean
a and variance b. The noise is independent and identically
distributed (i.i.d.) across channel uses. Let Tc denote the
channel coherence time which is the duration over which
the gain of the underlying physical channel remains constant.
Let D (in appropriate time units) denote the delay constraint
imposed on the communication. Then, B = d DTc e denotes
the number of blocks over which the communication spans
(where dxe denotes the smallest integer ≥ x). Let nc denote
the number of times the channel is used within a block. Then,
the number of channel uses for the whole of communication,
or equivalently, the codeword length n = Bnc.
The channel gain or the fading coefficient in block b is
denoted as Hb, which is a random variable taking values
in a finite set H = {η1, . . . , η|H|} such that min{ηi :
1 ≤ i ≤ |H|} > 0. Here |H| (the cardinality of the set) denotes
the number of fading states. Let qi denote the probability of
Hb taking value ηi and qi > 0. The channel gains are i.i.d.
across blocks and is independent of the additive noise process.
The instantaneous channel gains are assumed to be known to
the transmitter as well as the receiver and the transmitter gets
to know them only causally (we refer to it as the full CSIT
and CSIR assumption).
Let X(b−1)nc+k denote the channel input corresponding to
the kth channel use in the bth block, where k ∈ {1, . . . , nc},
b ∈ {1, . . . , B}. For convenience, from here on, [bk] ≡
(b − 1)nc + k. Let Z[bk] (distributed as N (0, σ2N )) and
Y[bk] denote the corresponding noise variable and the channel
output, respectively. Then, Y[bk] = HbX[bk] + Z[bk]. If the
delay D tends to infinity (and hence, the number of blocks B
tends to infinity), it is well known that the channel capacity
is given by ([5])
C(P¯ ) , EH
[
1
2
log
(
1 +
H2PWF(H)
σ2N
)]
, (1)
where PWF(H) ,
(
λ − σ2NH2
)+
, (.)+ = max(0, .), EH[.]
denotes the expectation with respect to the distribution of the
random variable H and λ is obtained by solving the equation
EH
[
PWF(H)
]
= P¯ . Here, PWF(.) is the water filling solution
with average power constraint P¯ .
We make note of certain notations that we use throughout.
Let C(x) , 12 log
(
1 + x
σ2N
)
, L(x) , x
σ2N+x
, V (x) ,
1
2
[
1− (1− L(x))2]. A set of positive integers {1, 2, . . . , N}
is denoted as [1 : N ]. Wherever required, we denote a sum
of n numbers
{
ak, k ∈ [1 : n]
}
,
∑n
k=1 ak, as Sn(a).
We choose to represent the channel input and output vectors
conveniently as a collection of B vectors, each of length nc.
Thus, the channel input x ≡ (x1, . . . , xn) = (x1, . . . , xB),
where xb = (x[b1], . . . , x[bnc]), b ∈ [1 : B]. Similarly, we
have the noise vector z = (z1, . . . , zB) and the channel
output vector y = (y
1
, . . . , y
B
). Also, the vector of channel
fading gains h = (h1, . . . , hB) is a collection of B scalars.
Corresponding random variables are denoted as X, Z, Y and
H. Let ηmin , min{ηi : i ∈ [1 : |H|]}, qmin , min{qi :
i ∈ [1 : |H|]}. Similarly, the corresponding maximum values
are denoted as ηmax and qmax, respectively. The Cartesian
product of two sets S1, S2 is denoted as S1 × S2 and n
fold Cartesian product of sets S1, . . . , Sn is denoted as Sn.
The set of integers is denoted as Z and the set of positive
integers as Z+. The real line is denoted as R, positive real
line as R+, the n dimensional Euclidean space by Rn and
Rn+ , R+×. . .×R+ (n times). Given vectors x, y ∈ Rn, ||x||
denotes the Euclidean norm of x and 〈x,y〉 denotes the inner
product between x and y. The variance of a random variable X
is denoted as V[X]. The function Φ(.) denotes the cumulative
distribution function (cdf) of a standard Gaussian random
variable, φ(.) denotes the corresponding density function and
Φ−1(.) denotes its inverse cdf. The notation fn = o(gn) is
equivalent to lim
n→∞ fn/gn = 0. Also, fn = O(gn) is equivalent
to |fn| ≤ K|gn|, for some constant K, for all n sufficiently
large. The notation lim ≡ lim sup. To indicate relations that
hold almost surely, we use the abbreviation a.s.. We use the
notation D= to mean equivalence in distribution. We denote the
indicator function of an event as 1A. The exponential function
is denoted as exp(.). For any set A, Ac denotes its complement.
All logarithms are taken to the natural base.
III. MAXIMAL CODING RATE: LOWER BOUNDS
In this section, we will obtain lower bounds on the maximal
coding rate for a given codeword length and average probabil-
ity of error, under two different kinds of power constraints on
the transmitted codewords. We have the following definitions.
Let M ≡ [1 : M ] denote the message set. Let S be a
uniformly distributed random variable, corresponding to the
message transmitted, taking values in M. Given S ∈ M and
the fading coefficients (H1, . . . ,Hb), at kth instance of channel
use in block b, the output of the encoder ζ[bk] :M×Hb → R
is denoted as X[bk]. The decoder ψ : Rn × HB → M,
on obtaining the (Y,H) pair, outputs an estimate of the
message Sˆ. The encoding and decoding is done so that the
average probability of error P
(
ψ(Y,H) 6= S) ≤ , where 
is prefixed. Throughout this work, we adhere to the average
probability of error formalism.
In this work, we consider two types of power constraints:
ST :
B∑
b=1
nc∑
k=1
ζ2[bk](m,H
b)
a.s≤ BncP¯ , ∀m ∈M. (2)
LT : EH
[
B∑
b=1
nc∑
k=1
ζ2[bk](m,H
b)
]
≤ BncP¯ , ∀m ∈M. (3)
The constraint in equation (2) is referred to as the short
term power constraint (ST) and that in (3), as the long term
power constraint (LT). Studying a communication system
under the ST constraint is motivated by the peak power
limitations of the circuitry involved. Whereas, imposing the
LT constraint captures the requirement of power utilization
efficiency in a communication device (for instance, battery
powered mobile radio transmitters). In addition, in a wireless
communication setting, in studying systems which allocate
resources (e.g., rate, power) dynamically, the LT constraint
is a natural metric to consider. Though in reality these con-
straints are simultaneously present, in this work, we study
them in isolation. For each of the above constraint, the goal
is to characterize the maximum size (or cardinality) of the
codebook with block length n and average probability of error
, denoted as M∗(n, , P¯ ) ≡ M∗. The maximal coding rate
R∗(n, , P¯ ) ≡ R∗ = n−1logM∗.
Our first result gives a lower bound on logM∗ under ST
constraint.
Theorem 1. For a block fading channel with input subject to
a short term power constraint P¯ and average probability of
error , the maximal codebook size M∗ satisfies
logM∗ ≥ nC(P¯ )−
√
n
2
+
√
nVBF(P¯ )Φ
−1() + o(
√
n).
(4)
Here, with G , H2PWF(H),
VBF(P¯ ) , EG
[
V (G)
]
+ ncV
[
C(G)
]
+
1
2
V
[L(G)].
Proof. See Appendix A.
The following result provides a lower bound on logM∗
subject to LT constraint.
Theorem 2. For a block fading channel with input subject
to a long term power constraint P¯ and average probability of
error , the maximal codebook size M∗ at a given blocklength
n satisfies
logM∗ ≥ nC(P¯ ) +
√
nVBF(P¯ )Φ
−1() + o(
√
n), (5)
where, the notation is as in Theorem 1.
Proof. See Appendix B.
IV. MAXIMAL CODING RATE: UPPER BOUNDS
In this section, we provide upper bounds on the maximal
coding rate under the ST and LT constraints. In deriving the
upper bounds, we assume that CSIT is known non-causally.
First, we obtain an upper bound for the ST case. Next, we
proceed to provide an upper bound for the LT case.
Theorem 3. For a block fading channel with input subject to
a short term power constraint P¯ , average probability of error
0 <  < 12 , the maximal codebook size M
∗ satisfies
logM∗ ≤ nC(P¯ ) +
√
nV ′BF(P¯ )Φ
−1() +O(log n), (6)
where, with G as in Theorem 1 and λ as in (1), V ′BF(P¯ ) ,
EG[V (G)] + V
[
ncC(G) +
P¯
2λ − L(G)2
]
.
Proof. See Appendix C.
Theorem 4. For a block fading channel with input subject to
a long term power constraint P¯ and average probability of
error 0 <  < 12 , the maximal codebook size M
∗ satisfies
logM∗ ≤ nC(P¯ ) +
√
n
4λ2
+
√
nV ′BF(P¯ )Φ
−1() +O(log n),
(7)
where, λ is as in (1) and V ′BF(P¯ ) is as in Theorem 3.
Proof. See Appendix D.
V. NUMERICAL EXAMPLES
In this section, we compare numerically, the various bounds
obtained thus far. To that end, we need a refined characteri-
zation of the lower bounds. In particular, the o(
√
n) terms
need to be explicitly identified. Terms contributing to the
o(
√
n) expression in the lower bound for the LT constraint
are same as that in the no CSIT case with ST constraint
([10]). Hence, the terms can be identified by revisiting the
analysis in [10] and computing the constants therein, explic-
itly for the i.i.d. block fading case. Doing so, we obtain
o(
√
n) = logn2 −
√
n1−β + O(nβ), for some small β > 0.
For our computation, we fix β = 0.01.
Next, consider the lower bound for the ST constraint case.
Note that we are interested in error probability  < 1/2 for
which, Φ−1() < 0. Under this assumption, the right hand
side of (9) can be readily simplified using Taylor’s theorem
and the fact that V tBF(.) therein, is a monotonically increasing
function. By virtue of choice of δB (as mentioned in Appendix
A), Φ−1( − δ′B) = Φ−1() + O(1/n1.5). Thus, we obtain
logM∗ ≥ nC(P¯ ) − √n/2 + √nVBF(P¯ )Φ−1() + o(√n),
where the o(
√
n) term is same as in the LT case. The
coefficient of log n/n in the upper bound for the ST and LT
case is |H|/2. We compute the terms excluding the O(1/n1−β)
terms in the lower bound and O(1/n) term in the upper bound.
Thus, the approximate bound that we compute is akin to the
normal approximation for AWGN channels ([3]). With this,
we proceed to compute the bounds.
We consider the following discrete version of the Rayleigh
distribution: fix η0 = 0.1, |H| = 10, η|H|−1 = 4.1 and
∆ = (η|H|−1 − η0)/(|H| − 1). Define ηi = ηi−1 + i∆, for
i ∈ [1 : |H| − 2] and qi = P (ηi ≤ HR ≤ ηi+1), for i ∈
[0 : |H| − 1] and q|H|−1 = P (HR ≥ η|H|−1) where HR ∼
Rayleigh distribution with parameter unity. Fix σ2N = 1 and
 = 0.01 and nc = 1 (which corresponds to the fast fading
case). By fixing P¯ = 5dB, we plot the convergence of various
bounds to the channel capacity C(P¯ ) = 0.6502 nats/channel
use (equation (1)), as B increases, in Figure 1. The acronyms
LB and UB refer to lower bound and upper bound. We have
also plotted the rates with no CSIT and ST constraint.
In Figure 2, we fix nc = 1, B = 4000 and compare the
various bounds for different values of P¯ . By comparing the
lower bound under the ST constraint with the rate for no CSIT
Fig. 1. Rate versus blocklength.
Fig. 2. Rate versus input power.
case under ST constraint, the rate enhancement possible due
to the knowledge of CSIT (via power control) is observed.
VI. CONCLUSION
In this paper, we have obtained upper and lower bounds
for the maximal coding rate over a block fading channel with
short term and long term average power constraints on the
transmitted codeword. The bounds obtained shed light on the
rate enhancement possible due to the availability of CSIT.
The bounds also characterize the performance of water filling
power allocation in the finite block length regime.
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APPENDIX A
Lower bound: ST constraint
Let F (n) = {x′ ∈ Rn : ||x′||2 = n}. Let C(M,n, , 1) be
a codebook with M codewords, codeword length n, average
probability of error  and codewords belonging to F (n), for
the same block fading channel under consideration with CSIR
but no CSIT. These codewords satisfy the ST constraint. We
use C(M,n, , 1) in conjunction with a power controller. Next,
we explain the power control scheme.
Choose λB such that EH
[(
λB − σ
2
N
H2
)+]
= P¯ − δB , for
some δB (to be chosen appropriately later with P¯ > δB > 0).
Let P(B)WF (H) =
(
λB − σ
2
N
H2
)+
. At the beginning of block b,
the transmitter checks if the constraint
CST :
b∑
l=1
||x′l||2
nc
(
λB − σ
2
N
H2l
)+
≤ BP¯
is met. If CST is not met, the ST constraint is violated. The
transmission is halted and an error is declared (a short error
message is sent to the receiver which it can receive without
error). Else, for the kth transmission in block b, the channel
input X[bk] is chosen such that X[bk] = x′[bk]
√
P(B)WF (Hb). If
the transmitter sends codeword symbols successfully in all B
blocks without violating CST for all b ∈ [1 : B],
1
Bnc
B∑
b=1
nc∑
k=1
x2[bk] =
1
B
B∑
b=1
||x′b||2
nc
P(B)WF (Hb) ≤ P¯
and the ST constraint is met. If transmission error does not
occur, for all b ∈ [1 : B], k ∈ [1 : nc], the channel output
Y[bk] = Hb
√
P(B)WF (Hb)x′[bk] + Z[bk].
Let G′ D= G′b , Hb
√
P(B)WF (Hb). Any rate achievable over
a block fading channel with i.i.d. fading process {G′b} with
CSIR and no CSIT satisfying an ST constraint of unity, is
also achievable, over a channel subject to block fading process
{Hb} with CSIT and CSIR satisfying an ST constraint of P¯ .
Henceforth, we consider the channel with block fading process
{G′b} (having CSIR but no CSIT).
Let δ′B denote an upper bound on the probability of the
event that CST is violated. A specific choice of δ′B will be
made later. Let τ ′ = τ + δ′B , for some τ > 0. It is immediate
to see that the following bound (Theorem 25, [3]) holds: for
′ , − δ′B , 0 < τ < ′,
M ≥
κτ
(
F (n), QY,G
)
supx′∈F(n) β1−′+τ
(
x′, QY,G
) , (8)
where βα(x′, Q) ≡ βα(PY,G|X=x′(y,g|x′), Q), QY,G is an
auxiliary output distribution, κτ (F (n), Q) are as defined in [3]
and PY,G|X=x′(y,g|x′) corresponds to the channel transition
probability. Now, from the analysis in [10], it follows that
logM∗ ≥ nC(P¯ − δB)+√nV tBFΦ−1(′− τ) + o(√n), (9)
where V tBF ≡ V tBF(P¯ − δB) = EG′
[
V (G′2)
]
+ncV
[
C(G′2)
]
+
1
2V
[L(G′2)]. Note that the difference between V tBF and
VBF(P¯ ) (defined in the statement of Theorem 1) is that, V tBF
is evaluated according to the distribution of G′ rather than G
defined in Theorem 1. As per definition, G′ is evaluated such
that EH[P(B)WF (H)] = P¯ −δB . The first order term in the lower
bound obtained does not match with the channel capacity and
hence we proceed to rectify this shortcoming. For convenience,
let δ′′B = δB/P¯ . Here, δ
′′
B ∈ (0, 1). Note that, for G as defined
in Theorem 1,
C(P¯ − δB) = EG′
[
C
(
G′2
)] (a)
= EG
[
C
(
G(1− δ′′B)
)]
.
Here (a) follows because of the following reason:
EH
[
PWF(H)
]
= P¯ ⇒ EH
[
PWF(H)
(
1− δ′′B
)]
= P¯ − δB .
For ′′ > 0 and function η, Taylor’s theorem applied to the
functional F (.) about a certain function f is given by
F (f + ′′η) = F (f) + ′′
dF (f + yη)
dy
∣∣∣∣∣
y=x
,
for some x ∈ (0, ′′). Applying Taylor’s theorem to the
functional C(P¯ − δB) yields
C(P¯ − δB)=C(P¯ )− δ′′BEG
[
L(G(1− α1δ′′B))
/
2(1− α1δ′′B)
]
,
for α1 ∈ (0, 1). Next, we apply Taylor’s theorem to the
functional
√
V tBF(P¯ − δB), and obtain√
V tBF(P¯ − δB)=
√
VBF(P¯ )− δ′′BF1(P¯ , α2, δB)
for some α2 ∈ (0, 1). Here,
F1(P¯ , α2, δB) = F2(P¯ , α2, δB)
/
2
√
VBF(P¯ − α2δB),
where, VBF(P¯ − α2δB) is evaluated in the same way as V tBF
and VBF, but such that EH
[(
λ′ − σ2NH2
)+]
= P¯ − α2δB . Also,
with δ¯B , (1 − α2δ′′B), G¯ , G2δ¯B , G˜ , (σ2N + G¯) and
L1 , EG
[
σ4NG
2
/
G˜3
]
, F2(P¯ , α2, δB) ≡ F2 is given by
L1 + ncCo
(
C(G¯),L(G¯)/δ¯B)+ Co(1− L(G¯), σ2NL(G¯)/G˜2).
Here Co(., .) denotes the covariance function. Finally, we
apply Taylor’s theorem to the function Φ−1(x), x ∈ [′, ]
so that Φ−1(′) = Φ−1() − δ′Bg1(, δ′B), for some α3 ∈
(0, 1) and g1(, δ′B) =
√
2piexp
{
Φ−1(− α3δ′B)
/√
2
}2
. For
notational convenience, let g2 ≡ g2(, δ′B) , δ′Bg1(, δ′B),
F3 ≡ F3(P¯ , α2, δB) , δ′′BF1(P¯ , α2, δB), δˆB , (1 − α1δ′′B),
Gˆ , δˆBG2 and L1(Gˆ) , L(Gˆ)(2δˆB)−1. Substituting these
values in (9), we obtain
logM∗ ≥ nC(P¯ )− nδ′′BEGˆ
[
L1(Gˆ)
]
+
√
nVBF(P¯ )Φ
−1()
+
√
nF3Φ
−1()−
√
nVBF(P¯ )g2−
√
ng2F2 + o(
√
n).
Next, we fix the choice of δB so as to get an exact
expression for δ′B and δ
′′
B . To that end, we upper bound the
probability of violating the constraint CST in the following
way:
P
(
B⋃
b=1
{
b∑
l=1
||x′b||2
nc
(
λB − σ
2
N
H2l
)+
> BP¯
})
= P
(
B∑
b=1
||x′b||2
nc
P(B)WF (Hb) > BP¯
)
≤ P
(
B∑
b=1
{ ||x′b||2
nc
P(B)WF (Hb)− (P¯ − δB)
}
> BδB
)
= P
(
B∑
b=1
Sb > BδB
)
(a)
≤ exp
(
− Bδ
2
B
2λ2
) (b)
≤ κ
B
,
where, Sb , ||x
′
b||2
nc
P(B)WF (Hb)−(P¯ −δB) and (a) follows from
Hoeffding’s inequality ([15]) as {Sb} is a set of i.i.d. random
variables with zero mean such that
B∑
b=1
Sb ∈ [−λB , λB ] ⊆
[−λ, λ]. For some constant κ, (b) follows by choosing δB =
λ
√
2/B(1−α), for an arbitrary, small α > 0. For the specified
choice of δB , by Taylor’s theorem,
EGˆ
[
L(Gˆ)(2δˆB)−1
]
= EG
[
L(G)/2
]
− δ′′BEG
[
L′1
(
G(1− u))],
for some u ∈ (0, α1δ′′B) and L′1
(
G(1 − u)) denotes the first
derivative of L1
(
G(1 − x)) with respect to x at x = u.
Gathering all the o(
√
n) terms, we obtain that logM∗ is upper
bounded by nC(P¯ ) −
√
n(1+α)/2 +
√
nVBF(P¯ )Φ
−1() +
o(
√
n). Since α is chosen arbitrarily small, the result fol-
lows.
APPENDIX B
Lower bound: LT constraint
As in Appendix A, we fix the constraint set F (n). Let
C(M,n, , 1) be a codebook with M codewords, codeword
length n, average probability of error  and codewords belong-
ing to F (n), for a block fading channel (same as the one in
consideration) with CSIR but no CSIT. By virtue of belonging
to F (n), the codewords inherently satisfy the ST constraint.
We use this codebook in conjunction with a power controller
in the following way: at the beginning of block b, the channel
gain Hb for the next nc channel uses will be available to the
transmitter. Fix the water filling power allocation PWF(.) in
equation (1). For the kth transmission in block b, the channel
input X[bk] is chosen such that X[bk] = x′[bk]
√PWF(Hb). Note
that
EH
[ B∑
b=1
nc∑
k=1
PWF(Hb)x′[bk]2
]
= EH
[PWF(H)]||x′||2 = nP¯ .
For each joint fading state H ∈ RB , the above scheme
generates a codebook satisfying LT constraint for the channel
with CSIT and CSIR on the fly, in a causal manner. The
channel output
Y[bk] = Hb
√
PWF(Hb)x′[bk] + Z[bk].
Now, consider a block fading channel with i.i.d. fading
process
{
Hb
√PWF(Hb)}. Assume no CSIT and full CSIR.
Any rate achievable over such a channel with ST constraint
is achievable over the original channel (with full CSIT and
CSIR) subject to the LT constraint as well. It follows from
the analysis in [10] that
logM∗ ≥ nC(P¯ ) +
√
nVBF(P¯ )Φ
−1() + o(
√
n).
APPENDIX C
Upper bound: ST constraint
Let M∗ ≡ M∗(n, , P¯ ) denote the maximal codebook
size for the channel with average probability of error and
satisfying the ST constraint. In particular, assume that the ST
constraint is satisfied with equality. Note that we can make this
assumption without loss of optimality (see, for instance, [16],
Lemma 65). Next, assume that CSIT is known non-causally.
Bound derived under this assumption will give a valid upper
bound for the causal case under consideration. Corresponding
to each codeword x (satisfying ST constraint) and h (obtained
non causally), we can identify a power allotment vector
P(x,h) , (P1(x,h), . . . ,P|H|(x,h)), where,
Pi(x,h) =

0 , ni(h) = 0,
1
ni(h)
ni(h)∑
j=1
x2kj(i,h) , ni(h) > 0.
(10)
Here, ni(h) = nc
B∑
b=1
1{hb=ηi} and kj(i,h) = {k ∈ [1 : n] :
hk = ηi}. Also, P(x,h) is such that
|H|∑
i=1
ti(h)Pi(x,h) = P¯ ,
where ti(h) ≡ ti = ni(h)/n. Since we assume perfect CSIT
and CSIR, let X¯ = (X,H) and Y¯ = (Y,H) denote the
equivalent channel input and output, respectively. Then, we
have ([3], Theorem 26) that
β1−(PX,H,Y, QX,H,Y) ≤ 1− ′,
where βα(P,Q) is the minimum false alarm probability in
deciding between P and Q, subject to a minimum detection
probability α > 0, Q denotes an auxiliary channel and ′ is
the average probability of error for the auxiliary channel. We
choose the auxiliary channel where the channel output Y has
the distribution
QX,H,Y =
B∏
b=1
nc∏
k=1
N
(
0, σ2N +H
2
bPWF(Hb)
)
.
Here, EH[PWF(H)] = P¯ . Since the message M ∈ M is
independent of H, the output of the auxiliary channel is
independent of M and hence
β1−(PX,H,Y, QX,H,Y) ≤ 1−
(
1− 1
M∗
)
.
Next, β1− can be lower bounded (as in [3], equation (102))
as, β1− ≥ 1γ
(
P
[Iγ]−), where γ > 0, Iγ , {i(X,H,Y) ≤
log γ
}
and i(X,H,Y) , log PX,H,YQX,H,Y .
Optimizing over the choice of input distributions, for the
auxiliary channel under consideration, we have
logM∗ ≤ log γ − inf
FX
log
(
P
[Iγ]− )+. (11)
With the prescribed choice of the auxiliary channel, for H =
h, X = x, under PX,H,Y, i(x,h,Y)
D
=
B∑
b=1
W ′b, where,
W ′b = ncC(g
2
b ) +
σ2Nh
2
b ||xb||2 + 2hbσ2N 〈xb, Zb〉 − g2b ||Zb||2
2σ2N
(
σ2N + g
2
b
) ,
and gb = hb
√PWF(hb). Next, it can be seen that W ′b D=
W ′′b (Phb(x,h)) ≡W ′′b , where, for p ≥ 0,
W ′′b (p)
D
= ncC(g
2
b ) +
ncσ
2
Nh
2
bp+ 2hb
√
pσ2N 〈1b, Zb〉 − g2b ||Zb||2
2σ2N
(
σ2N + g
2
b
) ,
where, Phb(x,h) is as defined in (10) and 1b is the nc length
vector (1, 1, . . . , 1) for all b. Note that {W ′′b } are independent
random variables. Let Fh ≡ FX|H=h denote the conditional
distribution of X given H = h. Then, P
[Iγ]
=
∑
h∈HB
P(h)
∫
Rn
P
[
i(x,h,Y) ≤ log γ
∣∣∣x,h]dFh(x)
=
∑
h∈HB
P(h)
∫
Rn
P
[
B∑
b=1
W ′b ≤ log γ
∣∣∣∣∣x,h
]
dFh(x)
(a)
≥
∑
h∈HB
P(h)
∫
Rn
inf
x∈Sh
P
[
B∑
b=1
W ′b ≤ log γ
∣∣∣∣∣x,h
]
dFh(x),
(12)
where, in (a), Sh denotes the support of Fh. Next, note that,
inf
x∈Sh
P
[
B∑
b=1
W ′b ≤ log γ
∣∣∣∣∣x,h
]
(a)
= inf
P(h)∈Πh
P
[
B∑
b=1
W ′′b
(Phb(h)) ≤ log γ∣∣∣h
]
(b)
= inf
P(h)∈Πh
P
[
1√
νB
B∑
b=1
Wb ≤ γ′B
(
h,P(h))∣∣∣∣∣h
]
(c)
≥ inf
P(h)∈Πh
[
Φ
(
γ′B
(
h,P(h)))− B(h,P(h))]
(d)
≥ inf
P(h)∈Πh
Φ
(
γ′B
(
h,P(h)))− sup
P(h)∈Πh
B1
(
h,P(h))
(e)
= min
P(h)∈Πh
Φ
(
γ′B
(
h,P(h)))− max
P(h)∈Πh
B1
(
h,P(h))
(f)
= Φ
(
γ′B
(
h,P∗1 (h)
))− B1(h,P∗2 (h)) (13)
where, (a) follows from the fact that W ′b
D
= W ′′b and the
definition of W ′′b and Πh, where,
Πh ,
{
P(h) ∈ R|H| :
|H|∑
i=1
ti(h)Pi(h) = P¯
}
.
In (b), Wb = (W ′′b
(Phb(h)) − µb), γ′B(h,P(h)) ≡
γ′B(h) = (log γ − µ(h))/
√
ν(h), the mean of SB(W ′)
(as noted, SB(.) is our alternate notation for summation),
µ(h) = SB(µB), where, µb ≡ µhb(h) = ncC(g2b ) +
(h2bncPhb(h)− g2bnc)
/
2
(
σ2N + g
2
b
)
. Similarly, the variance of
SB(W
′), ν(h) = SB(ν), where,
νb ≡ νhb(h) =
(
2σ2Nh
2
bncPhb(h) + ncg4b
)/
2
(
σ2N + g
2
b
)2
.
(14)
Next, (c) follows from Berry Esseen Theorem for independent,
but not identically distributed random variables ([17], Chapter
16) with B(h) ≡ B(h,P(h)), where,
B(h) = Cτ(h)/(ν(h))3/2, τ(h) , B∑
b=1
EZb
[|Wb|3], (15)
for some constant C > 0 (not depending on h). The term
B1
(
h,P(h)) in (d) is defined in the proof of Lemma 1
provided in Appendix E. Also, from the definition therein,
B1
(
h,P(h)) ≥ B(h,P(h)). Together with the fact that,
taking infimum of the first term and supremum of the second
term (on the right hand side of (c)) separately can only lower
the value, (d) follows. In (e), the infimum and supremum
are replaced with minimum and maximum respectively, by
noting the following. The functions B1 (from the definition in
Lemma 1 in Appendix E )) and Φ, are continuous in P(h).
Also, Πh ⊂ R|H| is a compact set. Hence the minimum and
the maximum respectively, are attained. Also, note that the
minimum in (e) is not 0 due to the equality constraint in
the definition of Πh. Finally, in (f), P∗1 (.) and P∗2 (.) denote
the power allocations that attain the minimum and maximum,
respectively.
From (12) and (13), we have that
P
[
Iγ
] ≥ ∑
h∈HB
P(h)
[
Φ
(
γ′B
(
h,P∗1 (h)
))− B1(h,P∗2 (h))]
(a)
≥ EH
[
Φ
(
γ′B
(
H,P∗1 (H)
))]− C2√
n
, (16)
where, (a) follows from Lemma 1 stated and proved in
Appendix E. Here, C2 is a universal positive constant.
Next, we proceed to obtain a tractable lower bound for
γ′B
(
H,P∗1 (H)
)
. To that end, we make use of the following
two facts. First, since PWF(hb) ≥ (λ− σ
2
N
h2b
)
,
(
σ2N + g
2
b
) ≥ (σ2N + h2b(λ− σ2N/h2b)) = λh2b . (17)
Also, using the fact that PWF(hb) = 1{h2b≥λ}PWF(hb), it can
be seen that
L(g2b ) =
PWF(hb)
λ
. (18)
Using the above two relationships, it can be seen that
ncC(g
2
b ) +
h2bncP∗1,hb(h)− g2bnc
2
(
σ2N + g
2
b
) ≤ µ′b(hb),
where, µ′b(hb) ≡ µ′b = ncC(g2b ) +
(
ncP¯ − ncPWF(hb)
)
/2λ.
Define
B∑
b=1
µ′b(hb) , µ′(h). Let R , log γ/n, µ′′(h) =
µ′(h)/n, ν′
(
h,P∗1 (h)
)
= ν
(
h,P∗1 (h)
)
/n. Then,
Φ
(
γ′B
(
h,P∗1 (h)
)) ≥ Φ(√n R− µ′′(h)√
ν′
(
h,P∗1 (h)
)
)
, Ψ(h).
(19)
Here, the inequality follows from the fact that Φ(.) is a
monotonically increasing function.
Now, using Lemma 2 provided in Appendix F, we obtain,
EH
[
Ψ(H)
] ≥ Φ(√nR−C(P¯ )√
V ′BF(P¯ )
)
− C3 log n
n
,
where, V ′BF(P¯ ) is defined as in the statement of Theorem
3. Choose R = C(P¯ ) +
√
V ′BF(P¯ )
n Φ
−1
(
 + C3
logn
n +
2C2√
n
)
.
With the prescribed choice of R, combining (11) and (16) and
applying Taylor’s theorem to the function Φ−1(.), we obtain,
logM∗ ≤ nC(P¯ ) +
√
nV ′BF(P¯ )Φ
−1() +O(log n).
APPENDIX D
Upper bound: LT constraint
Let M∗ ≡ M∗(n, , P¯ ) denote the maximal codebook size
for the channel with average probability of error  satisfying
the LT constraint. In particular, as in the LT case, assume that
the LT constraint is satisfied with equality. As mentioned, this
assumption can be made without loss of optimality (see, for
instance, [16], Lemma 65). Next, assume that CSIT is known
non-causally. Bound derived under this assumption will give
a valid upper bound for the causal case under consideration.
While ST constraints insists that ||x||2 = nP¯ for every
fading realization h and channel input vector x, the LT
constraint only requires ||x||2 = nP(h), for some function
P : HB → R+ such that EH[P(H)] = P¯ . Fix δn > 0, κ > 0
and c > P¯ + δ. For deriving the upper bound, we will first
restrict to the class of policies Πκ,c, where,
Πκ,c ,
{
P : HB → [0, κ+ c] : EH[P(H)] = P¯}.
Note that, for any P : HB → R+ such that EH[P(H)] = P¯ ,
Pˆ(h) = min{κ + c,P(h)} belongs to Πκ,c. As κ → ∞,
Πκ,c converges to the original class of policies on R+. Any
P ∈ Πκ,c is a function of the realizations of an i.i.d. random
vector H, such that 0 ≤ P(H) ≤ κ+c (where, the inequalities
hold in a.s. sense). Hence, in particular, P satisfies the bounded
difference condition ([15], Chapter 3). Let En , {h : P(h) >
P¯ + δn}. From McDiarmid’s inequality ([15]),
P(En) ≤ δ′n, δ′n ≡ δ′n(κ, c) , exp
(
− 2nδ
2
n
(κ+ c)2
)
. (20)
Note that, under the event Ecn, the channel input vector x
satisfies the ST constraint with power P¯ + δn. Hence, in
deriving the upper bound for the LT case, we can lower bound
the probability term P
[
Iγ
]
in (11) by P
[
Iγ ∩ Ecn
]
. It follows
from the analysis for the ST case that
P
[
Iγ∩Ecn
] ≥ P(Ecn)P
(
Z ≤ √nR−C(P¯ + δn)√
V ′BF(P¯ + δn)
∣∣∣Ecn
)
−C3 log n
n
,
where, Z ∼ N (0, 1). Using the fact that, for events A, B
P(A ∩B) ≥ P(A)− P(Bc), we obtain
P
[
Iγ
] ≥ Φ(√nR−C(P¯ + δn)√
V ′BF(P¯ + δn)
)
− δ′n − C3
log n
n
.
Now, we will choose n so that +δ′n <
1
2 . Noting the fact that
VBF(P¯ ) is monotonically increasing in P¯ , adopting the same
lines of arguments as in the ST case, we obtain,
logM
n
∗
≤ C(P¯+δn)+
√
V ′BF(P¯ )
n
Φ−1
(
+δ′n(κ, c)
)
+O
( log n
n
)
.
Applying Taylor’s theorem to C(P¯ + δn), for δn = n
−(1−α)
2 ,
for some small α > 0, as in Appendix A, we obtain C(P¯ +
δn) ≤ C(P¯ ) +
√
1
4λ2n(1−α) . By virtue of choice of δn, δ
′
n =
exp
(− 2nα/(κ+ c)2). Thus, logM∗n is upper bounded by
C(P¯ )+
1
2λn
(1−α)
2
+
√
V ′BF(P¯ )
n
Φ−1
(
+δ′n(κ, c)
)
+O
( log n
n
)
.
Note that, δ′n(κ, c) is monotonically increasing in κ. Since the
bound holds good for all κ, we can take the infimum over
κ to obtain the tightest bound. Next, from Taylor’s theorem,
Φ−1(+ δ′n) ≤ Φ−1() + δ′n
(
1/φ(Φ−1()
)
. Finally, perform-
ing Taylor’s expansion of the function (1
/
2λ
√
n(1−α)) +√
V ′BF(P¯ )
/
[nφ2(Φ−1())] exp(−2nα/c2) around α = 0
yields the required result.
APPENDIX E
Lemma 1. Let Ψ(h) ≡ Ψ(h, ν′(h,P∗1 (h))) be as defined in
(19) and V ′BF(P¯ ) as in the statement of Theorem 3. Then,
EH
[
Ψ(H)
] ≥ Φ(√nR−C(P¯ )√
V ′BF(P¯ )
)
− C3 log n
n
,
where, C3 is some positive constant. .
Proof. The proof follows along similar lines of arguments as
in [13] (Lemma 17 and Lemma 18). However, in contrast to the
case therein, the function ν′
(
H,P∗1 (H)
)
is not a sum of i.i.d.
random variables. This is due to the dependence of the power
allocation policy P∗1 non causally on H. We will show how
to circumvent this problem and adapt the proof to our case.
To that end, define the high probability set TB ,
{
h ∈ RB :
max
i∈[1:|H|]
∣∣ti(h)− qi∣∣ ≤√ logBB }. From Hoeffding’s inequality
([15]), it follows that P(TBc) ≤ (2|H|)/B2.
For notational convenience, let ν′
(
h,P∗1 (h)
) ≡ ν′. Then,
Taylor’s expansion of Ψ
(
h, ν′
)
, as a function of ν′
(
h,P∗1 (h)
)
around ν1 yields
Ψ
(
H, ν′
)
= Ψ
(
H, ν1
)
+
∞∑
k=1
(ν′ − ν1
ν1
)kΨk(H, ν1)
2kk!
,
where, Ψk(H, ν1) is the kth derivative of Ψ(H, x) at x = ν1.
Let S∞(H) denote the summation on the right hand side
of the above equation, Note that |S∞(H)| ≤ 2. Hence,
EH
[
Ψ(H, ν′)
]
is upper bounded by
EH
[
Ψ(H, ν1)
]
+
4|H|
B2
+ EH
[
S∞(H)
∣∣TB].
Now, we proceed to obtain a tractable upper bound on (ν′ −
ν1)/ν1. Note that EH[ν′] 6= ν1 and hence we cannot invoke the
same lines of arguments as in [13]. To that end, observe that,
from Taylor’s theorem, V ∗i ≤ Vi + V ′i (P∗1,i − PWF,i), where,
P∗1,i ≡ P∗1 (i,h) denotes the power allocated to ηi according to
P∗1 , PWF,i ≡ PWF(ηi), V ∗i , V (η2iP∗1,i), Vi , V (η2iPWF(ηi))
and V ′i , σ2Nη2i
/
(σ2N + η
2
iPWF(ηi))3. Thus, ν′ − ν1 does not
exceed
|H|∑
i=1
(ti − qi)Vi + ti[P∗1,i − PWF,i]V ′i . Since we would
like to upper bound (ν′ − ν1) under the event TB , noting the
fact that Vi ≤ 1, we obtain that under TB ,
ν′ − ν1 ≤ |H|
√
logB
B
+
|H|∑
i=1
ti[P∗1 (i,h)− PWF(ηi)]V ′i .
Now, for δB =
√
(logB)/B, let E , {h : P∗1,i−PWF,i < δB}.
Then, note that the summation in the above inequality can be
upper bounded in the following way:
|H|∑
i=1
ti[P∗1,i − PWF,i]V ′i 1E + ti[P∗1,i − PWF,i]V ′i 1Ec
(a)
≤ δB +
|H|∑
i=1
ti[P∗1,i − PWF,i]1Ec
(b)
≤ δB + P¯ −
|H|∑
i=1
tiPWF,i,
(21)
where, in obtaining (a), we have used the definition of E and
that V ′i ≤ 1. In getting (b), we made use of the facts that,
under Ec, P∗1,i − PWF,i > 0, V ′i ≤ 1 and P∗1 satisfies the
ST constraint with equality. Finally, note that,
∑|H|
i=1 tiPWF,i
is bounded below by
|H|∑
i=1
tiPWF,i1TB
(a)
≥
|H|∑
i=1
(qi − δB)PWF,i1TB (22)
(b)
≥ P¯ − λδB |H| − λ|H|
B2
, (23)
where, (a) follows from the fact, under the event TB , ti ≥
qi − δB . In (b), λ is as in (1) and follows from the fact that
PWF,i ≤ λ and P(TBc) ≤ (2|H|)/B2. Using (21) and (22),
we see that ν′ − ν1 ≤ 2(1 + λ|H|)
√
(logB)/B.
As for obtaining a similar upper bound for ν1− ν′, let V ∗i ′
be the function obtained by replacing PWF,i with P∗1,i in the
function V ′i defined earlier. Again, using Taylor’s theorem, it
follows that Vi ≤ V ∗i + V ∗i ′(PWF,i − P∗1,i). Note that, V ∗i ′ ≤
η2max. Thus, ν1 − ν′ ≤ |H|
√
logB
B +
|H|∑
i=1
qi[PWF,i − P∗1,i]V ∗i ′.
Now,
|H|∑
i=1
qi[PWF,i − P∗1,i]V ∗i ′1E ≤ δBη2max, where we have
used the fact that V ∗i
′ ≤ η2max and the definition of E . Now,
|H|∑
i=1
qi[PWF,i − P∗1,i]V ∗i ′1Ec
(a)
≤ η2max
|H|∑
i=1
qi[PWF,i − P∗1,i]
(b)
= η2max
(
P¯ −
|H|∑
i=1
qiP∗1,i
)
=η2max
(
P¯ −
|H|∑
i=1
qiP∗i,11TB −
|H|∑
i=1
qiP∗i,11TBc
)
,
(c)
≤ η2max
(
P¯ −
|H|∑
i=1
[
(ti − δB)P∗i,11TB − (ti + δB)P∗i,11TBc
])
(d)
≤ η2max
|H|∑
i=1
δBP∗i,11TB
(e)
≤ δBP¯
qmin − δB
(f)
≤ δBP¯
qmin(1− α) =
P¯
qmin(1− α)
√
logB
B
,
where, in (a) we have used the fact that V ∗i
′ ≤ η2max and the
definition of E , (b) follows from the fact that EH[PWF(H)] =
P¯ , in (c) we have made use of the definition of TB , in (d),
we have used the fact that P∗1 satisfies the ST constraint with
equality, (e) follows from the fact that, under TB , P∗1,i ≤
P¯ /(qi − δB) ≤ P¯ /(qmin − δB) and (f) holds for some fixed
α ∈ (0, 1) and B large enough so that √(logB)/B < αqmin.
Let c1 = max
{
2(1 + λ|H|), P¯ /qmin(1− α)
}
. Thus, we
have shown that |ν′ − ν1| ≤ c1
√
(logB)/B. Also, for G
as in Theorem 1, note that ν1 ≥ EG
[
G2/2(1 +G)2
]
=
EH
[P2WF(H)/2λ2] ≥ P¯ 2/2λ2, where, the first inequality fol-
lows from the definition of ν1, the equality follows by invoking
(17) and the last bound follows from Jensen’s inequality.
Thus, we have obtained a lower bound on 1/ν1. Hence, we
have obtained that |(ν′ − ν1)/ν1| ≤ c2
√
(logB)/B, where
c2 = 2c1λ
2/P¯ 2. It then follows from the analysis in [13]
that
∣∣EH[Ψ(H, ν′)] − EH[Ψ(H, ν1)]∣∣ ≤ C1 lognn , for some
constant C1 > 0.
Next, note that µ′′(H) in the function Ψ(H) is a sum of
i.i.d. random variables taking values in H. Hence, along with
the above bound, directly invoking the result in [13] (Lemma
18), we obtain that
EH
[
Ψ(H)
] ≥ Φ(√nR−C(P¯ )√
V ′BF(P¯ )
)
− C3 log n
n
.
APPENDIX F
Lemma 2. Given a realization of the fading vector h and
a vector p , (p1, . . . , pB) (where pb corresponds to the
power allocated to the state ηib which occurs in block b), let
B1(h,p) , (BP¯Cmin)−1
B∑
b=1
[
K3p
3
b+K2p
2
b+K1pb+K0
]
, for
some constants Cmin, Ki > 0, i = 0, . . . , 3, not depending
on h. Let B̂1(p) , EH
[B1(H,p)] and P∗2 be as defined in
(13). Then, for B̂1 ≡ B̂1(P∗2 ), B̂1 = O
(
1√
Bnc
)
.
Proof. Since we are interested in the asymptotic as a function
of B, we will prove the case for nc = 1 (so as to avoid
unnecessary notation cluttering). The result for nc > 1 can be
proved in an identical way. First, we will consider the term
ν(h) =
B∑
b=1
νhb(h), where νhb(h) as defined in (14). Note that
ν(h) ≥
B∑
b=1
σ2Nh
2
bP∗2,hb(h)(
σ2N + g
2
b
)2 = |H|∑
i=1
Bi(h)
σ2Nη
2
iP∗2,hb(h)(
σ2N + η
2
iP∗2,hb(ηi)
)2
(a)
≥
|H|∑
i=1
Bi(h)
B
P∗2,hb(h)Cmin = BP¯Cmin,
where, in (a), Cmin = min
1≤i≤|H|
σ2Nη
2
i(
σ2N+η
2
iPWF(ηi)
)2 . Also, note
that Cmin > 0, as ηi > 0, for all i. Thus 1
ν
(
H
) ≤ 1
BP¯Cmin
a.s..
Now, we consider the term τ(h) as defined in (15). Note
that |Wb| =
∣∣∣W ′′b (P∗2,hb(h))− µb∣∣∣ ≤
∣∣∣∣∣2hb
√
P∗2,hb(h)σ2NZb − g2b (Z2b − 1)
2σ2N
(
σ2N + g
2
b
) ∣∣∣∣∣
≤ ∣∣Zb∣∣hb
√
P∗2,hb(h)(
σ2N + g
2
b
) + ∣∣(Z2b − 1)∣∣ g2b2σ2N(σ2N + g2b)
≤ ∣∣Zb∣∣h2bP∗2,hb(h)(
σ2N + g
2
b
) + ∣∣Zb∣∣(
σ2N + g
2
b
) + ∣∣(Z2b − 1)∣∣
2σ2N
(a)
≤ ∣∣Zb∣∣P∗2,hb(h)
λ
+
∣∣Zb∣∣
σ2N
+
∣∣(Z2b − 1)∣∣
σ2N
,
where, in (a) we have made use of (17) to get the first term.
Thus, it can be seen that EZ
[|Wb|3] ≤ K3[P∗2,hb(h)]3 +
K2
[P∗2,hb(h)]2 + K1[P∗2,hb(h)] + K0, for some constants
Ki > 0, not depending on h. Next, we will show that
EH
B∑
b=1
[P∗2,hb(H)]3 is O(B). To that end, since P∗2 (h) ∈ Πh,
lim
B→∞
|H|∑
i=1
ti(h)P∗2,i(h) =
|H|∑
i=1
qi lim
B→∞
P∗2,i(h) = P¯
This implies that
lim
B→∞
P∗2,i(h) < P¯/qi, for all i.
Hence,
lim
B→∞
1
B
B∑
b=1
[P∗2,hb(h)]3 = |H|∑
i=1
qi
[
lim
B→∞
P∗2,i(h)
]3
= C1. (24)
Here, C1 is a constant less than q−1min|H|P¯ 2, where qmin is as
defined in Section II. Next, denote Sδ ,
|H|⋃
i=1
{
h : |ti(h)−qi| <
δ
}
, for 0 < δ < qmin. Also, for any power allocation vector
P(H), let pi(H,P(H)) , |H|∑
i=1
ti(H)P(H). Note that
pi
(
H,P∗2 (H)
)
= pi
(
H,P∗2 (H)1{ti(H)>0}
)
= P¯ .
Hence, P∗2 (H)1{ti(H)>0} ≤ P¯ , for all i ∈ {1, . . . , |H|}.
Since, ni(H) ≥ 1 under the event {ti(H) > 0}, we obtain
P∗2 (H)1{ti(H)>0} ≤ nP¯ . (25)
Using (25), EH
[
pi
(
H,
[P∗2 (H)1{ti(H)>0}]3)1Sδ
]
is upper
bounded by EH
[
pi
(
H, B3P¯ 3
)
1Sδ
]
. But, pi
(
H, B3P¯ 3
)
=
B3P¯ 3P
(
Sδ
)
. By using the union bound and Hoeffding’s
inequality ([15]), we have
P
(
Sδ
) ≤ |H|∑
i=1
P
(|ti(H)− qi| > δ) ≤ 2|H|e−2δB .
Thus, with C2 , 2|H|P¯ 3,
EH
[
pi
(
H,
[P∗2 (H)1{ti(H)>0}]3)1Sδ
]
≤ C2B3e−2δB . (26)
Next, from the fact that P∗2 (H) ∈ Πh, note that,
pi
(
H,
[P∗2 (H)1{ti(H)>0}]3)1Scδ ≤ P¯ 3qmin−δ . Then, using (24)
and bounded convergence theorem, it follows that
EH
[
pi
(
H,
[P∗2 (H)1{ti(H)>0}]3)1Scδ
]
≤ C1. (27)
From (26) and (27), it follows that EH
B∑
b=1
[P∗2,hb(H)]3 is
O(B). Hence, EH
B∑
b=1
[P∗2,hb(H)]i, i = 1, 2 are O(B) as well.
Combining this with the bound on ν(h), we get the required
result.
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