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Introduction
McKenzie and Hobby in their monograph 'The Structure of Finite Algebras' provide important new structural invariants for algebras and for locally finite varieties. Their work shows that in a finite algebra A each covering pair of congruence relations of A can be assigned one of five types: (1) unary, (2) affine, (3) Boolean, (4) lattice, and (5) semilattice. The set of types that appear among all the covering pairs of congruences is denoted typ{A}. For a class of algebras X, typ{X} denotes the union of the sets typ {A} where A ranges over the finite algebras in Xx. Much of the book [4] is devoted to showing how for an algebra A and a variety (equational class) V, the sets typ{A} and typ{"Vj are strongly linked to diverse algebraic properties.
For example, if 1 or 5 appears in typ{Vy), then V satisfies no nontrivial congruence identity. If 3 or 4 occurs in typ{A} then the cardinality of the free algebras on n free generators in the variety generated by A grows as a doubly exponential function of n. If 4 or 5 are in typ { V} then V is hereditarily undecidable. Other results relate varietal properties to a particular type not appearing in typ{V}. Mal'cev conditions for a variety V that are equivalent to typ (Vj omitting certain sets of types are presented and utilized in many ways. Therefore, given a finite algebra A it is of considerable interest to compute typ{A} and to know what types appear in V(A), the variety generated by A. In Section 2 we provide two algorithms for computing typ{A}. The first one is a straightforward application of the definition of typ{A} as given in [4] . We discuss this algorithm and briefly describe a computer implementation that we have for it. This algorithm is of exponential time complexity.
The second algorithm we present is more subtle. We introduce the notion of a subtrace of an algebra and we use two-element subtraces in order to compute typ{A}. The use of two-element subtraces allows us to compute typ{A} without having to compute the congruence lattice and the unary polynomials of the algebra A. This second algorithm is of polynomial time complexity.
The final section deals with typ{ V(A)} f or a finite algebra A. Basically, our results show how types not present in A or its subalgebras can appear in V(A). Our main examples are given in Theorems 3.4 and 3.5, where algebras C with at most five elements are constructed for every type in {2, 3,4,5} and positive integer m such that the first occurrence of the given type in the variety generated by C is in a subalgebra of C". The subdirectly irreducible algebras in these varieties show an interesting distribution. Two-element subtraces also figure in our proofs in this section. The results in Section 3 complement some of the results in [6] in which conditions are given that guarantee that no new types appear in V(A) that are not already present in the subalgebras of A. We have tried to write this paper so that it is accessible to someone not familiar with [4] . The basic notation and the definitions are developed in this introductory section and elsewhere through the paper as needed. The notation and the few facts from universal algebra that we use are found in the dozen pages that comprise Chapter 0 of [4] .
For an algebra A with universe A, Pol A is the set of all polynomial operations of A and Pol, A is the set of n-ary polynomials of A. If S is a nonvoid subset of A and if fis a polynomial of A such that S is closed underf, thenfls denotes the restriction of fto S. The set (Pol A)is is the set of all suchfls for whichfpreserves S and AIs is the algebra (S,(Pol A)\,). A unary polynomial e is called idempotent if e(e(a))=e(a) for all a~ A and E(A) denotes the set of all idempotent unary polynomials of A.
A nontrivial finite algebra M is called minimal if every unary polynomial of M is either a permutation or a constant. In [7] , Palfy proved that if M is a minimal algebra then up to polynomial equivalence exactly one of the following is true: (1) M is a unary algebra in which each basic operation is a permutation.
(2) M is a vector space. (3) M is a two-element Boolean algebra.
(4) M is a two-element lattice.
(5) M is a two-element semilattice. Then, depending on which of these five cases hold, the type of a minimal algebra, denoted by typ(M), is 1, 2, 3, 4, or 5 respectively.
For any algebra A, Con A denotes the set of congruence relations of A and Con A is the congruence lattice of A. For c(, b E Con A, /r covers c( if c( < /3 and for no y E Con A does c( < y < p hold. If fi covers a, then we write cl</3 and the ordered pair (c(, b) is called a covering pair. Let A be a finite algebra and let a be covered by fl in Con A. Let GEE be such that e(A) is minimal (under inclusion) for e(P) $3. Then U = e(A) is called an (a, fi)-minimal set ofA. If N is of the form CJnx/fi and if N2 $ c(, then a series of results in [4] culminating in Corollary 5.2 show that the algebra
is a minimal algebra and that typ(M) is the same regardless of how e and N are chosen. The set N is called an (c(, p)-trace in A. The type of the covering pair (cx, /j') is assigned the value i if typ(M) = i, and this is written typ(a, /?) = i. The set typ{A} is defined to be {typ(cc, b): z<P in Con A). If X is a class of algebras, then typ{X) = u {typ{A}: A is a finite member of X>.
Determining typ {A)
In this section we present two algorithms for determining typ{A} for a finite algebra A. We also introduce the notion of a subtrace. Two-element subtraces are used for the second of our two algorithms and they also appear in the proofs in Section 3.
We begin by explaining how to represent the nary polynomials of an algebra. Take a finite algebra A = (A, F) with 1 A) = k, and consider AA". This can be viewed as the set of all n-ary functions defined on A. Let Xj be the jth projection function, which aSSignsajtO(al,..., a,). Then it is easy to see that all k" members of A" appear exactly once among (xi(i), x2(i), . . . , x,(i)), where i runs over the elements of A". Moreover, Pol,A is just the universe of the subalgebra of AA" generated by x1, . . . , x, and the k constant functions from A" to A (the 'diagonal' of AA"). In particular, Poll,4 corresponds to the subuniverse of the subalgebra of AA generated by the k constants and the identity map.
For a non-empty subset S of A, the set (Pol, A)ls can be characterized similarly. To get it, take the projections y,, . , y, from S" to S and the k constant functions from S" to A, and intersect the universe of the subalgebra generated by these elements of AS" with S'". For a # b in A, we will have occasion to view (Pal* A) Ila, b) as the intersection of {a, bj4 with the subuniverse of the subalgebra of A4 generated by the 1 A 1 constants and the two 4-tuples (a, a, b, b) and (a, b, a, b).
So to calculate induced algebras we have to generate subalgebras of the powers of A. The details of a computer implementation of this subuniverse generation procedure, which uses hashing to recognize distinct elements, is given in [3] .
The following lemma provides a method of distinguishing between the five types of minimal algebras. The description of typ{A} given in the final paragraph of Section 1 provides the following.
Algorithm for determining typ{A} for a finite algebra A.
The input is all operation tables for the basic operations of A.
The output is a list of all covering pairs a<fi in Con A and for each the value of tYP(a> P). One way to find Con A is to first find all principal congruence relations O(i,j) for 0 < i < j < k. Since Pal, A has been found in step (1) [4] , the trace needed in step (6) will be any set N=g(A)na/P for some aeg(A) with alBns(A) $ alu. A computer program implementing this algorithm has been written by the first author. For algebras having a small universe, say, up to ten elements, and having only binary and unary operations, this program provides a practical way of computing typ{A} and in so doing it gives a complete labeling of the covering pairs in the congruence lattice of the algebra.
Although the algorithm works satisfactorily for small algebras A, for larger algebras it has some serious drawbacks. Firstly, Pal, A may be intractably large. For example if A is functionally complete, i.e. Pol, A consists of all n-ary operations on A, then A is a simple algebra and typ(A) = 3. However, in this case I Pol, A I= 1 AllAi and for 1 Al larger than 10, say, step (1) becomes intractable.
Another serious problem with the algorithm is that Con A may become very large even for relatively small algebras. For example, if A has only the projections and constants as its basic operations, then Con A is the full partition lattice and every covering pair of congruences has type 1.
However, in this case the cardinality of Con A grows exponentially fast. For n= 12 this is already 4,213,597 congruence relations.
We present an alternate algorithm for computing typ{A); an algorithm in which neither Pal, A nor Con A need be computed. This algorithm uses a local analysis of the 2-element subsets of the algebra.
We first need to define polynomial isomorphism. Let A be an algebra and let B and C be nonvoid subsets of A. 
is such that f(S)' $ CC, then S=f(S).
Proof. Both of these claims follow by an application of Theorem 2.8 (3) of [4] , or more precisely, the version of this theorem relativized to traces in Exercise 5.11 
(i) G(S) is a congruence relation on A and o(S) < O(S);
(
ii) ifs-T, then cr(S)=o(T).

Proof. The relation a(S) is reflexive since (S ( > 2 and the constant operations are in Pal, A. If gEPo1, A is arbitrary and iff(S) + S, then gf(S) + S as well. So if (a, b)Ef(S)* withf(S)+S, then (g(u), g(b))Ea(S). This shows a(S) is a congruence relation. For any fePol,A,f(S)* E O(S). To prove (ii), we let g: T=S and we supposefEPo1, A is such thatf(S)+S. We wish to show that (f(a),f(b))Eo(T) for all a, beS. Let c, deTbe such that g(c)=a and g(d)=b. Thenfg(T)+ T and (f(a),f(b))=(fg(c),fg(d))m(T). 0
The set of types of a finitely generated variety I Lemma 2.6. Let A be a finite algebra and let S be a nontrivial subset of A.
Then S is a subtrace of A iif and only if S2 $ a(S).
Proof. Let We now assign to every two-element subset of an algebra one of five types. Definition 2.8. Let S = (a, b}, a #b, be a subset of an algebra A and let S denote the algebra A Is. We define the type of S in the following way:
(i) If S is polynomially equivalent to a Boolean algebra, then S has type 3. (ii) If S is polynomially equivalent to a distributive lattice, then S has type 4. (iii) If S is polynomially equivalent to a semilattice, then S has type 5.
(iv) If none of the previous cases hold but (a, b) or (b, a) is a l-snag in A, then S has type 2.
(v) In all other cases, S has type 1.
We write typ{a, b} =i if the type of {a, b} is i. Note that in case (iv) typ(a, b} is determined by the induced pnrtial algebra. We will frequently use the fact that typ{a, b} = 3, 4 or 5 if and only if at least one of (a, b) or (b, a) is a 2-snag.
Example 2.9. Let A = (0, a, b, l}, consider the partial ordering on A given by 0 <a, b < 1 and a, b incomparable, and let A be the algebra whose operations are all operations that are monotonic in this partial order. It is easily verified that A is simple, every trace in A has two elements, and typ(A) =4. Except for {a, b}, every two-element subset of A is a subtrace of type 4. Note that Al (a,bi is polynomially equivalent to a Boolean algebra.
Example 2.10. Let p > 2 be a prime number, let Z,= ( {0, 1, . . . , p -l}, + ) with + addition modulo p, and let lJ,= ((0, 1, . . . , p-l}, S,) with S, the set of all permutations on (0, 1, . . . . p-l}.
Then Z, and Up are minimal algebras, with typ(Z,)=2, typ(U,)= 1. Any two-element subset ofeither algebra is a subtrace. If Obi<j<p, then Up1~i.j) is an essentially unary algebra and it can be argued that Zplii,j) is essentially unary as well. However, (i, j> in Z, is a l-snag, so the type of {i, j> in lJ, is 1 and in Z, the type of {i, j} is 2. {a, b} such that (a, b)$a (u, b) , is the subject of the paper [2] . An algorithm for computing typ{Aj based on two-element subtraces is now clear.
Algorithm for determining typ{A} for a finite algebra A.
The output is typ{A}.
(1) For each u#b in A do (2) If {a, b} is a subtrace do (3) Determine typ {a, b}.
These computations can be done without computing Con A or Pal, A. In fact, for finite algebras A of a fixed finite similarity type, we show that the time complexity of this computation is a polynomial function of the size of A. We present some details for this algorithm. Let A be a finite algebra of cardinality k. In order to determine the edges of G(A) that originate at node {a, b}, it suffices to consider the subalgebra of A* generated by (a, b) and the k elements (i, i) for iEA. If this algebra has t elements and if g is a basic operation of arity m, then testing all t elements as the arguments of g contributes time complexity O(tm) to the computation of G(A).
Here we assume that a decision on whether a generated element is new or not can be made using a table look-up. This is realistic since t Q 1 A 1'. We will assume that the similarity type is fixed, . (b, b, a, b) or (a, a, a, b) ) and if {a, bj has been flagged as having an involution, then computation may be halted, the type is 3. Conversely, if C= A4, then the type of {a, b) is 3 and in the computation, the involution and 2-snag will be generated, so it is not necessary to generate all of C.
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Similarly, if (Pal, A) 1 Ia, bj has no involution and both 2-snags are generated, then the computation may be halted since typ {a, b} = 4.
Determining typ { V(A)}
Let A be a finite algebra and let V(A) denote the variety generated by A, i.e.
V(A) = HSP(A)
. What types can appear in typ { V(A)} that are not in typ (A}? Is there a computationally feasible method to determine typ { V(A)} for a given A? This section deals with these questions. We first note that for a class X of finite algebras, typ{X} = typ{HX} so we may concentrate on the class P(A) when we investigate typ{ V(A)}. Although types not appearing in A can appear in subalgebras of A, the algorithms described in Section 2 may be applied to subalgebras of A. Hence our focus is on how types not in S(A) can occur in W(A). Since we are interested in finite algebras, we can in fact focus on the class SPf(A) (subalgebras of finite products).
Two results contained in [6] are worth mentioning at this point. If A is finite and if [S] states that if V is a locally finite variety that has the Congruence Extension Property, then typ{ v} ctyp{F,-(2)}u{3}, and if 4$typ{F, (2)), then typ{v) =typ(FJ2)). The second result of [6] that we mention is that if a type occurs in P(A), then it already occurs in A' for an Y 6 1 A 12. Thus we have an a priori bound on the number of factors needed to produce new types in algebras in P(A). The more general problem is to find a bound on the number of factors of A needed to determine typ{SPs(A)}.
V(A) is congruence modular, then typ{ V(A)} = typ{S(A)}. So in this situation typ(S(A)}, which can be determined using the algorithms of Section 2, provides complete information about typ { V(A)}. Note that if V(A) is congruence modular, then typ{ V(A)} G {2,3, 4). A general problem is this: Provide other general algebraic conditions on A or V(A) that guarantee typ{ V(A)} = typ{S(A)}. A recent related result of Kearnes
Our main results in this section are negative in that they show there is no small bound m for which typ(SPf(A)} = u,,, typ{S(A")).
Suppose ktyp{B} f or a finite algebra kS(A").
Then there are a, DEB such that {a,t;}isasubtraceofBwithtyp{a,~}=i.Leta=(a,,...,a,)and6=(b,,...,b,)andlet j be such that Uj # bj in A. It is immediate that if (a, 5) is a l-snag (or 2-snag) in B, then (aj, bj) is a l-snag (or 2-snag) in A. If typ{& E} =3, then {aj, bj} has type 3 as well. However, {aj, bj} in A can have a richer polynomial structure than {a, z} in B, i.e.
typ {aj, bj} can be higher than typ {a, 6) in the partial order of types 1-c 2 < 3 and 1<5<4<3. The other critical difference between (G,8} and {Uj, bj} is that {aj, bj} need not be a subtrace in A.
We cite the following result that is contained in Corollary 7.6 of [4] . As an interesting example of typ{S(A)} # typ{SP(A)} we first mention a result of McKenzie that is described in [6] . A is the algebra whose universe is the eight-element Tardos poset P (e.g. [S] or Exercise 10.5 of [4] ) and the basic operations of A are all monotonic operations on P. A is simple and A has no proper subalgebras and typ{A} =4, yet 3Etyp{S(A6)}. This construction can be extended to other types by using reducts of A. Namely, for every i~{4,5} and for every jE{ 1,2,3,4,5} there is a set Fij of operations monotonic on P such that if Aij= (P, Fij), then Aij is simple of type i, Aij has no proper subalgebras, and there exists QeS(A$ such that jEtyp {Q}. In this construction a subtrace {a, E} of Q is found with Z=(ul, . . . . a,& g=(b,, . . . . b6) such that if ai#bi in A, then {ai, bi} is the pair of incomparable middle-level elements of P. Since traces in A consist of two-element ordered sets, {ai, bi} is not a subtrace of A.
Our first result of this section gives a uniform construction for all the non-Abelian types.
Theorem 3.2. For every ic {3,4,5} and every je{ 1,2,3,4,5}
there exists a element algebra Cij which is simple, has no proper subalgebras, has type C; contains a subalgebra D with jetyp{D}.
seveni, and
Proof. The universe of Cij is C = {ai, u2, bI , b2, sl, s2, e}. The set of basic operations of Cij is denoted Fij, so Cij = (C, Fij). We denote by Ui the set of constant operations on C and by U2 the set of all unary operations f such that 1 f(C) I= 2 and f(e) = e. For all choices of i and j, Fij includes U 1 and U2. Thus Cij is simple and Cij has no proper subalgebras.
For je{ 1,2,3,4,5} let mj be a ternary operation on C defined by mj(x, y, z)= e except if {x, y} G {ak, bk}, z = sk, k = 1 or 2, in which case mj(x, y, sk)l (ak,b,j is given by Let M denote the set of operations {ml, m2, m3, m4, m5}. Note that the range of each mEM is {e, a,, a2, bl, b2} and that the element e is an absorbing element for all the operations in Uz and in M. Also, any nonconstant unary operation in the clone generated by lJ1 v UzuM has e as a fixed point. For jE { 1,2,3,4,5} we include mj in Fij and for j = 4 we include m5 in Fij as well. Thus for any choice of j, {aI, e} is a trace of Cij and (e, a,) is a 2-snag.
To complete the description of Fij, if i = 3 we include the unary operation p3 defined by p3(e)=a, and p3(x)=e for all x#e and if i=4 we include in Fij the binary operation p4(x, y) such that p4 induces a 2-snag on (a,, e) and p4(x, y)=e for {~,~}${a,,e}. Thus typ(Cij)=typ{U,,e}=i, for i=3, 4 or 5. We consider the subalgebra D of C$ generated by the three elements a=(al, u2), b=(bl, b2) and s=(sl, s2). A series of claims will establish that {a, b} is a trace in D and that the type of {a, b} is j. We will repeatedly use the fact that in Cij no basic operation has both s1 and s2 in its range and that any basic operation that has more than two elements in its range is in M.
Claim 1. D consists ofthe elements a, b and s, together with (c, c), (e, c), (c, e)for all EC.
It is clear that each of these 22 elements is in D. Moreover, it is easy to check that the set of these 22 elements is closed under each of the operations in Fij.
Claim 2. Zfp~Pol~ D and p(u)~{u, b}, then p(b)E{u, b}.
To verify this claim we use induction on the complexity of p. If the polynomial p is a projection or a constant, we are done. 
From Claim 2 and Lemma 2.7 it follows that {a, b) is a subtrace of D.
It remains to show that the type of {a, b} is j. We first note that if gePo1, D induces a l-snag on (a, b}, then by Claim 2, g({a, b}2)s{u, b}. Next we let gj denote mj(x,y,~)~~~,~~andifj=4wedefineG~=({~,b},g~,g~)andifj#4,Gj=({u,b},gj). Then Gj is a minimal algebra of type j. An induction similar to that used in Claim 2 proves the following claim and thereby shows that the type of {a, b) is j in the subalgebra D of C$. 
Ifk=2welet C=(C,f;h+);ifk=3,C=(C,~hh,);andifk=4,C=(C,f;h,h,,h,). We shall prove that the algebra C defined this way satisfies the requirements of the theorem.
Let us outline the argument.
We start investigating a subtrace {C,6} of type different from 1 and 5, in a subalgebra B of C'. We show that the elements of Bn { 1,2}' must satisfy a certain condition. This condition will imply that r 2 m, and that the type of this subtrace is k. Then we show that every subdirectly irreducible factor of B having type k monolith must have at least m + 3 elements. In the second part of the proof we construct a particular subalgebra B, of c', which contains a subtrace of type k, and which has a large subdirectly irreducible factor of type k monolith. First we note the following easily verified facts. 2, 1, . . . . 1, x, y)), to a Boolean algebra, and to a distributive lattice.
(v) 1, SEtYP{C), namely { 1,2} and {a, 0} are subtraces of type 1 and 5, respectively. To see (iv), use the polynomials h(2,1, 1, . . . , 1, x, y) to construct the basic operations of this induced algebra. If k = 4, then C'\{(a, b)} is a subalgebra of C2, hence the induced algebra on {a, b} is not a Boolean algebra (it cannot contain an induced unary operation switching a and b). If k=2, then the subalgebra C"\{ (x, y, u, U)E {a, b}41~ + y # u + u} proves the same. Statement (v) follows from Lemma 2.7, using (i) and (iii) above. Now let 1 dr and suppose B is a subalgebra of C' with C, d;B such that (C, 6) is a subtrace and the type of (C, a} is not 1 or 5. So we can assume that (d, C) is a l-snag by virtue of a polynomial p~Po1, B, that is, p(C, E)= C and p(E, 6) =p(d; C)=d. The elements E and dare in the range of p so C and dare in (0, a, b}'. Also, for each 1 <j < r we have either {cj, dj} c {u, b}, or Cj=dj=O.
Indeed, if, say cj=O but dj#O, then C would be an absorbing element of the induced algebra on {C, 6}, which cannot happen in types 2, 3, or 4. Let J={jll dj<r, {Cj, dj}G{u, b}}. The polynomial p(x, y) may be written as either h(t'(x, y), . . . , tm+2(~, y)) for heH or asf(t' (x, y), . . . , tm + 2 (x, y)). If the polynomial t'(x, y) is not constant for some 1 d i < m, --then t'(c, E) and t'(c, 2) are contained in (0, a, b)', hence p(c, c)=p(C, z)=a, which contradicts C#d. Therefore t'(x, y) is a constant t' for 1 < i<m. A similar argument works in each of the coordinates of B, showing that for each je.l, the sequence (tf , . . . . tj") must be in C, and if the outermost basic operation of p is i then this sequence is not equal to (2, 1, 1, . . , 1) .
Suppose that one of the elements t' (1 <i <m) satisfies that for every jEJ, ti 22.
Notice that if the outermost operation of p isf, then t ' is such an element. Since every operation ~EH is totally symmetric in its first m variables, in the case when the outermost basic operation of p is h, we can also assume that i= 1, by suitably rearranging t ', . . . , t". We shall get a contradiction from this assumption. In order to show that typ{ V(c)} c { 1, k, 5) we p rove that typ { C, a} = k. Notice that for every ~EH that is a basic operation of C, the binary polynomial h(t ', . . . , t", x, y) is in the induced algebra on {C; d). On the other hand, take a j with cjfdj, By projecting B to its jth coordinate, observation (iv) above shows that the subtrace (2, a} indeed has type k.
So far, we have been chasing type k subtraces. The next task is to actually construct them, and this is easy, based on the knowledge above. Let m < r and define the set S, to consist of those elements of { 1,2}' which contain at least one occurrence of 2 and at least m-1 occurrences of 1. Let B, be the union of S, and the set of those sequences from {a, 6, O}r, which are either constant or contain at least one 0. This is clearly the underlying set of a subalgebra of c'. Let G,6 be the corresponding constant vectors. We show that (&6} is a subtrace in B, of type k.
First notice that if F', . . . , c"'+~EB,, then f(E', . . . , Cmf2) always has a coordinate which is 0 (since F' cannot be constant 1). Hence ii, g are not in the range ofJ Next we show that for every unary polynomial p, if pi{& 6}, then pi{& 6}. (In other words, {a,6 } is a class of the congruence @(a, 6).) Indeed, the same argument as above yields that if such a p is not a constant or the identity map, then such that for each l%j<r we have (tf, . . . . ty)~C. Moreover, pl(ii), p2(a) must be in (a, b)', hence the definition of B, implies that pl(ii), p2(4~{ii, &}. Thus we are done by induction. Therefore, by Lemma 2.7, {Q, 6) is a subtrace. Finally choose t ', . . . , i" from S, to satisfy that for each 1 <j<'r we have (tf, . ..) ty)~C. This can be done easily, in many ways. Then the polynomials h(t I, . , t", x, y) for the basic operations hEH of Cshow that the type of this subtrace cannot be 1 or 5, so it must be k by the results above. We have proved all assertions of Theorem 3.4, except (3) on the distribution of subdirectly irreducible algebras. Suppose that B/a is a subdirectly irreducible factor of B with type k monolith B/E. Then (a, /I) is a type k prime quotient of B. Let {C, 6) be a corresponding subtrace.
Choose this subtrace so that the set K = (j ) 1 <j d r, Cj # d,} is as small as possible. Let p(x, y) be a polynomial inducing a l-snag on (d; C), so p and the corresponding vectors t' have all the properties established above. We prove that the elements -1 t , . . . . t", C, ha are pairwise incongruent modulo a, which yields that 1 B/a I> m + 3 as desired.
--Take a pair (u, u)E/? which is not in c(. We can define the set K' corresponding to this pair as above: K' = {j 1 1 <j < r, Uj # uj}. By 2.8 (4) of [4] , there exists a unary polynomial g of B such that {g(U), g(G)} is an (M, b)-subtrace. If Uj=Vj, then this equality holds for the g-images, too, hence j is not in the set K" corresponding to the subtrace {g(U), g(U)}. Hence the set K is minimal for all pairs in P\M, not just for subtraces.
First suppose that t'crtj for some i#j. To simplify notation we may assume that i= 1 and j=2.
With p(x, y)=h(l', t2, t3, . . . . t", t"'+i(x, y), t""(x,y)) as given above, set p'(x, y)=k(t', t', i3, . . . . I", P+l(x, y), t""(x,y)), and let U=p'(C, Z), V=p'(C, J). Then tsclC and oixd, so by transitivity, (U, G)~b\a. Let K' = (j 11 <j d r, Uj # Uj}. Choose any 1 <j d r, and consider the altered sequence (tj, tf , tj3, . ..) tj"). There are two cases. The first case is, when this altered sequence is still in C. Then Uj = Cj and vj = dj. For such a j we therefore have that jeK' implies jEK. In the second case, when this altered sequence is not in C, we have Uj=Vj=O. Thus K' G K. This latter case occurs for every jEK with tj = 2, and here Cj # dj. Thus K' is a proper subset of K, contradicting the minimality of K. This contradiction proves that (t', tj)$cc if i#j. Now assume that tic+, where w is --one of 5, d, 0. Then replace t ' by W in the second coordinate of the definition of p'. The new p' yields U = V= 0, hence Cxd by transitivity, which is a contradiction.
Finally, to show that 6x0 and da0 are also impossible, use k(t ', . . . . t", x, y) for the basic operations kEH of C to show that Cc8 and dct0 imply each other, hence both imply EC& by transitivity, which is again a contradiction. Thus B/a indeed has at least m+3 elements.
Finally, to construct large subdirectly irreducible algebras, let CI be the congruence on B, with a single nontrivial block that contains all sequences having a 0 entry. Add the class (6,6} to c( to get the congruence /?. Then b covers a, and the type of this quotient is k. We show that B,/cc is subdirectly irreducible.
Let $ be a congruence of B strictly containing SI. We need to show that p E $. First assume that t and S are different elements of S,, which are $-congruent.
We can assume, say, that tl =2 and si = 1. There are at least m-1 occurrences of 1 in t, so we can choose t2, . . . . t" from S, such that for each 1 <jQr we have (tf , . . . , tjm)~C, where t ' = t. Consider the polynomials p(x) = k(t ', t2, t3, . . . , t", x, x), and such that (C', Z} and {E, a> are polynomially isomorphic (thus {c, J} is also a subtrace of B of the same type), and moreover, we have that C < d; and h(f i, . . . , t", x, y) induces a 2-snag on {C, d} for appropriate elements t I, . , t" of Bn{ 1,2}'. As in the proof of Theorem 3.4, suppose that t 1 satisfies that tf 22 for jeJ, where J = (j 1 1 <j < r, dj # u}. Consider the polynomials q(x, y) =f(t ', . . . , t", x, y) and g(x, y)=q(q(x, C)), y). Then g yields an Abelian group addition on {C, 6) with C being the zero element. Indeed, it is true for the coordinates belonging to J, since q induces + for these, and the other coordinates of all relevant elements are a. Thus the type of {c, 4 is 3 in this case.
Therefore, if the type of (2, a} is 5, then, as in the proof of Theorem 3.4, we have m 6 1 J 1 d r. The type of this subtrace cannot be 2, since it has a 2-snag. To prove that it cannot be 4 either, it is easy to check that if p is a nonconstant unary polynomial of B with p(F) B d, of least possible complexity, then p(x) =f(f ', . . . , t"', pl (x), p=(x)) such that t ', . . . , t" satisfy the condition of the previous paragraph, hence {C, 6) has type 3. Thus the type set of this variety is a subset of {1,3,5}. The rest of the proof is similar to the proof of Theorem 3.4, and is left to the reader. 0
For any ordered pair of positive integers (p, q) there are, up to polynomial equivalence, only finitely many algebras of cardinality p in which all the basic operations have arity at most q. Therefore, there is an integer-valued function t(p, q) such that if A is any algebra of size p in which every basic operation has arity at most q, then tYPUV))=Ul<f(p,q) typ {S(N)}. For example, it is immediately verified that t(p, l)= t(2, q)=i for all p and q. Indeed, if q= 1, then our algebra is unary, and the variety it generates contains only types 1. If p=2, then using the description of minimal algebras quoted in the Introduction it can be shown that for types 2,3 and 4 our two element algebra generates a congruence modular variety, and we are done by the theorem in [6] quoted at the beginning of this section, while for type 5 our algebra is polynomially equivalent to a semilattice, and the meet operation is given by a term. Although it is probably unlikely that an exact formula for t(p, 4) will be found, it would be of interest to have a good upper bound for this function.
A consequence of the next result is that for every finite algebra A, if lEtyp{ V(A)}, then 1 Etyp {S(A')} f or a choice of r < 1 A 12. A slightly different proof of Theorem 3.6 is found in [6] . [4] shows typ{O, fi'} = (1). We conclude lEtyp(F+ (2)) since C is 2-generated. If typ{%'"} includes 2 then a similar argument gives that there are no 2-snags in /3 and no 2-snags in fl'. Thus typ{O, /3'} G { 1,2} by 7.2 of [4] . 0
We conclude with an easy construction that shows that the result of Theorem 3.6 (i) cannot be extended to types other than 1. (This result is related to Example 3 in Kearnes [S] .) For i#4 we let A=(A,f;) and for i=4 we let A= (A,f4,fs) . Note that the range of each fi is (0, a, b}. If fi is the equivalence relation on A for which {a, b) is the only nonsingleton equivalence class, then /3 is easily seen to be a congruence of A and typ(0, p) = i. If n <m and p =f(Xi , . . . , Xi.+*) is a term involving the variables x 1, . . . , x,, then p is identically equal to 0 since there exist ij = ik for 1 <j < k < m. From this it follows that F,,,,(n) is essentially unary for every n-cm. 0
