Demand side management with stepped model predictive control by Liu, Aaron et al.
This is the author’s version of a work that was submitted/accepted for pub-
lication in the following source:
Liu, Aaron Lei, Ledwich, Gerard, & Miller, Wendy
(2016)
Demand side management with stepped model predictive control. In
Australasian Universities Power Engineering Conference, 25 - 28 Septem-
ber 2016, The University of Queensland, Brisbane, Qld.
This file was downloaded from: https://eprints.qut.edu.au/99914/
c© 2016 IEEE and authors
Notice: Changes introduced as a result of publishing processes such as
copy-editing and formatting may not be reflected in this document. For a
definitive version of this work, please refer to the published source:
https://doi.org/10.1109/AUPEC.2016.7749301
Demand Side Management with Stepped Model 
Predictive Control 
Aaron Lei Liu 
School of Electrical Engineering and  
Computer Science 
Science and Engineering Faculty QUT 
Brisbane, Australia 
lei.liu@connect.qut.edu.au 
Gerard Ledwich 
School of Electrical Engineering and  
Computer Science 
Science and Engineering Faculty QUT 
Brisbane, Australia 
g.ledwich@qut.edu.au 
Wendy Miller 
School of Chemistry, Physics and  
Mechanical Engineering 
Science and Engineering Faculty QUT 
Brisbane, Australia 
w2.miller@qut.edu.au 
  
Abstract— Despite more and more photovoltaic installations in 
residential electricity networks, community peak demand is often 
not reduced because of evening peaks occurring outside of solar 
hours. Air conditioning has been a key reason for these peak 
demands for many developed countries. To better cope with this 
type of peak demand, this paper proposes a new Stepped Model 
Predictive Control (SMPC) strategy to perform real time control 
whilst considering occupant comfort and future uncertainties. 
This strategy has been tested with a community case study. The 
case study shows that with the SMPC, peak demand reduction be 
achieved whilst maintaining residents’ comfort. Before the 
introduction of compulsory demand tariff for all customers in 
near future, this study presents a practically implementable 
control strategy to reduce peak demand without adding 
electrochemical energy storage systems. 
Index Terms—demand side management; model predictive 
control; air conditioning control; demand tariff; peak demand 
reduction;  
I. INTRODUCTION  
Peak demand is the common determining factor for 
designing electrical infrastructure across all voltage levels 
from transmission lines to distribution networks to residential 
microgrids. One way to curb peak demand is to introduce 
demand tariff. The southeast Queensland utility company 
plans to introduce voluntary demand tariff for residential and 
business customers from 2016 to 2020; from 2020 onwards, it 
will be compulsory to have demand tariff [1]. For the 
community case in the study, its current Low voltage demand 
tariff structure is listed in TABLE I. 
TABLE I LV DEMAND TARIFF STRUCTURE [2] 
Tariff 41 Low Voltage Demand Tariff 
Name Fixed Charge Demand Charge Energy Charge 
Unit $/day $/highest kW per 
month 
$/kWh 
Price a & b  6.8106 31.1025 0.1192 
a. Australian dollars, including goods and services tax 
b. Utility daily fixed charge is not considered in the SMPC cost function since it is always 
applied anyway.  
 In TABLE I, the highest kW per month is calculated from 
the highest half-hourly kWh multiplied by two. The energy 
charge is for electricity energy consumption (kWh) in the 
whole calendar month. 
A. Demand Side Management 
Demand Side Management (DSM) can reduce peak 
demand[3], improve network reliability [4] and increase 
renewable energy self-consumption [5]. Residential electricity 
consumption accounts for  34% in Australian national 
electricity market [6], 26% in Germany [7] and 37.7% in the 
U.S.[8]. There is a great potential to apply demand side 
management (DSM) in the residential sector to reduce peak 
demand. In the last 10 years, all states in Australian National 
Electricity Market (except Tasmania) have recorded summer 
peak electricity demand [9]. This means that there is huge 
potential in managing the peak electricity demand in summer 
time.  
DSM is demonstrated to be able to reduce residential 
summer peak demand by controlling air conditioner (A/C). 
For example, the Australia Solar City project (Canberra) has 
confirmed that peak demand was reduced by 25% in a 
practical trial of controlling air conditioners during hot day 
events of 40 ⁰C [3].   
DSM methods to reduce summer peak demand include 
precooling [10], electrical energy storage [11], thermal energy 
storage [12], load control [13, 14] and load shedding [15, 16].  
Precooling is able to reduce peak demand and have the least 
rebound effect while maintaining indoor comfort, however it 
increases energy consumption [15]. The rebound effect means 
that the timing of the peaks can shift to a period after A/C 
control, defeating the purposes of implementing this DSM 
strategy. Pre-cooling can also potentially reduce the risk of 
high charges when the electricity price is volatile [10]. 
However these studies were often not practically useful for 
cases under real world demand tariffs in smaller time intervals 
of half hour or less. 
Therefore, a practically useful DSM method needs 
consider future risk, optimise current operational decisions to 
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reduce peak demand and maintain reasonable comfort over the 
entire control and prediction horizon. 
There are extensive studies on the topic of DSM to reduce 
peak demand. Most of the journal publications in the field are 
focused on modelling and economical aspects [17]. Limited 
research is conducted on the topic of real time control [17] .   
B. Case Study Community 
The case study community has 110 one-bedroom or two-
bedroom units and a community centre. Site energy auditing 
has identified that the largest electrical load in the community 
is the A/C for cooling and heating in the community centre 
building.  
The thermal mass of the community centre building can be 
utilised for DSM to reduce residential peak demand [12, 18]. 
Building thermal mass is regarded as a thermal energy storage 
system when pre-cooling or pre-heating is adopted to reduce 
peak demand.  
This aim of this research is to provide a practically useful 
and innovative control method for managing electrical loads 
before the arrival of demand tariffs in real world. 
The methodology in Section II describes the SMPC. 
Section III presents results for the case study. Section IV 
discusses the SMPC performance, cost implication and 
limitation. This paper concludes with planned future 
development. 
 
II. METHODOLOGY  
This section describes the methodology used in the 
research. SMPC, cost function and the community case study 
are described respectively. 
A. Stepped Model Predictive Control 
A normal model predictive control (MPC) with moving 
fixed length horizon has been used in community contexts 
before to mitigate peak demand, e.g. control community 
battery storage [19]. However, demand charges in Queensland 
are based on the largest half-hourly measured kWh in a month 
[20], indicating that the nature of the DSM control method is  
a finite time series process with a fixed end time for the 
control interval. It has to handle multiple objectives and 
saturation limits for control variables. Therefore, the Stepped 
Model Predictive Control (SMPC) with a fixed end time is 
designed. The name ‘step’ is a metaphor to describe the 
changing of the prediction horizon and its role in cost function. 
Prediction horizon is 60 min at the beginning of each 30min 
period. As time elapses, the horizon is reduced however the 
end of the horizon is fixed in time. The prediction horizon 
needs to be greater than the current period in order to see 
future risk and take actions in the current 30min to be more 
resilient to future risks. In order to do this at the end of each 
30min period, the horizon is reset to 60 min. 
 
Figure 1.  Flow Chart of SMPC 
Figure 1 is the flow chart of the SMPC process. Plant 
model is a continuous state space model: 
Ẋ(k)=A ∙ X(k-1) + B1 ∙ u(k-1) + B2 ∙ MD(k-1) + ω   (1) 
Measurement equation: 
Y(k)=C ∙ X(K) + v   (2) 
Plant states (X) and measurements (Y) are energy 
consumption (EC) and indoor temperature (Tin, as an indicator 
of indoor comfort level). u is the control command A/C 
utilisation ratio from SMPC output. Matrices A, B1, B2 and C 
depend on the nature of physics, e.g. building and A/C 
characteristics (TABLE II). Measured disturbances (MD) are 
external loads (all loads except the controlled community 
centre A/C), outdoor temperature and indoor heat loads. 
Matrix ω is the process error. Matrix v is the sensor error.  
Energy consumption (EC): 
EC(k+1)=EC(k)+Eac(k)+Eel(k)    (3) 
Eac is A/C work. Eel is from community external loads except 
the controlled A/C.  
Indoor temperature (Tin): 
Tiṅ (k+1)=ΔTac(k)+ΔTbe(k)+ΔThl(k)   (4) 
ΔTac: temperature change due to A/C work 
ΔTbe: temperature change due to heat transfer thru building 
envelop 
ΔThl: temperature change due to indoor heat loads 
Kalman filter is used to estimate plant states with Kalman 
gain, lastest estimation and measurement. It minimises the 
estimating error of plant states by recursive means [21]. 
Through iteration of state space model, this Kalman filter also 
performs short term predictions across the prediction horizon, 
without knowledge into future but assuming unchanged MD 
into the prediction horizon. 
B. Cost Function 
The cost function includes four components: expected 
30min end demand charge, expected 60min end demand 
charge, temperature deviation penalty and kWh energy cost. 
Cost  = S1 ∙ Jdemand30 min  +  S2 ∙ Jdemand60min 
+ W3 ∙S3  ∙ JTin(k) + W4∙ S4∙ JkWh   (5) 
Jdemand30min = E (Cost | demand at 30min end) = 
∫ 2 ∙ W1 ∙ x ∙ 
+∞
 Peak d[P(x)]   (6) 
 
Jdemand60min = E (Cost | demand at 60min end) = 
∫ 2 ∙ W2 ∙x' ∙
+∞
Peak d[P( x')]   (7) 
 
In (5), [W1,W2,W3,W4] are weights for calculating the 
cost of the SMPC control commands. For example, W1 and 
W2 are 31.1025 which is the demand charge price in TABLE 
I. W3 is based on residents’ preferences for how important 
indoor temperature is; 500 is the value for this community 
case. W4 is $0.1192/kWh for all the electrical energy 
consumed in the month. [S1,S2,S3,S4] are the scale factors for 
the components of the SMPC cost function. These scale 
factors are designed in a way to avoid much attention to one 
particular cost component as well as discount far away future 
costs since there is more uncertainty involved in future. The 
further away the future is, the more uncertainty the future 
holds. Therefore, exponential equation 𝑠𝑝 is used for S1, S2 
and S3. The base s is a number smaller than 1 and larger than 
0; index p is equal to the length of prediction horizon. S3 is 
applied across the prediction horizon steps, unlike S1 and S2 
applied to only the 30min end demand charge value. S4 is 1 in 
this community case. 
Equation (6) calculates the expected cost of demand at 
30min end. x is the predicted energy consumption at the end 
of 30min interval.  2 × W1 × x  calculates the individual 
demand charge at the first 30min end. d[P(x)] is the 
probability of having demand x at the first 30min end. 
Equation (6) is the continuous integration of individual 
consequences multiplied by individual probabilities. This 
expected cost only occurs when future demand is higher than 
the recorded peak. Figure 2 illustrates how the expected 
demand cost is calculated. Assume that the Kalman filter 
predicted short term demand will be a normal distribution. At 
each predicted demand level, there is a corresponding demand 
charge. Expected cost is calculated from individual probability 
multiplied by corresponding demand charge for each demand 
level from the recorded peak. The integration of all the 
individual expected cost will be the total expected cost of 
demand at 30min end. This method considers future 
uncertainties in the demand prediction. 
Equation (7) calculates the expected cost of demand at 
60min end (the end of the 2nd 30min period). x'  is the 
predicted energy consumption for the second 30min period. 
2 × W2 × x' calculates the individual demand charge at 60min 
end. d[P(x')] is the probability of having demand x' at the 
second 30min end. Equation (7) has the same mechanism to 
(6), however the integration starts from recorded peak or first 
30min end demand, whichever is greater. 
Jtin(k)  = penalty of indoor temperature deviation from the 
allowable band =∑  End of the HorizonCurrent Time Step 𝐽𝐽2 
 Ji=�
Tin(i) -26 ,             if Tin(i)>26
0,                      if 22<Tin(i)<26
22-Tin(i),               if Tin(i)<22   (8) 
This penalty is calculated discretely from current time step 
to the end of the prediction horizon. A squared penalty 
function used. Therefore, when the deviation is less than 1⁰C, 
the penalty increases moderately however once deviation is 
more than the limit, penalty increases exponentially to 
emphasise the importance of comfort.  
JkWh= kWh energy cost until the end of horizon 
This penalty is designed to conserve electrical energy in 
the operation of A/C. This term calculates the electrical energy 
cost for the current half hour.  
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Figure 2.  Expected Demand Cost Calculation 
 
  
C. Community Case Study 
The parameters of the community centre and its A/C are 
listed in TABLE II  .They will be used in simulation to test the 
SMPC with three different risk scenarios (TABLE III), which 
are constructed based on real site situation. 24 years of the site 
area meteorological data show January with the highest mean 
maximum temperature of 29.7⁰C [22]. The three scenarios 
considered outdoor temperature more than this temperature. 
Site peak demand time is always shorter than one hour. 82% 
of the site monthly peak demands happen between 4:30pm to 
6:30pm so 120min simulation covering the peak time would 
be sufficient. During 4:30pm to 6:30pm, the community centre 
has no significant metabolic heat load or solar radiation. Site 
energy auditing identified that the indoor heat loads in the 
peak time are from lighting and appliances so the simulation 
considered indoor heat loads constant at 8327.1W.  
TABLE II  BUILDING AND AIR CONDITIONER PARAMETERS  
No. Description Value Unit 
1 Heat Transfer Coefficient (HTC) 
Eastern Wall 
3.0446 W/m2 ⁰C 
2 HTC Southern Wall 2.6394 W/m2 ⁰C 
3 HTC Western Wall 1.9027 W/m2 ⁰C 
4 HTC from Northern Wall 1.0331 W/m2 ⁰C 
5 HTC Ceiling a 0.667 W/m2  ⁰C 
6 Eastern Wall Area 77.32 m2 
7 Southern Wall Area 45.59 m2 
8 Western Wall Area 50.4 m2 
9 Northern Wall Area 53.4 m2 
10 Ceiling Area 356.85 m2 
11 Indoor Thermal Mass 5952.642 kJ/ ⁰C 
12 Air conditioner input  power (cooling) 14 kW 
13 Energy Efficiency Ratio (Cooling) 2.5  
14 Desired Temperature Band 22~26 ⁰C 
a. HTC thru floor is neglected because the floor is built with concrete and insulation so 
there is minimum heat transfer thru the floor. 
TABLE III SCENARIOS CONDITIONS 
Conditions       \       Scenarios 1 2 3 Units 
Initial External Demand 30 40 45 kW 
Initial Recorded Peak Demand 50 50 50 kW 
External Load Ramp up Rate 1 3 9 kW/3min 
Peak Demand Power Duration 15 30 45 min 
Initial Indoor Temperature 23.5 24.5 25.5 ⁰C 
Outdoor Temperature  30 32 34 ⁰C 
 
• Scenario 1 Low level of external power (Fig. 3)  
In this scenario, there is no immediate risk that the 
operating demand will be more than the recorded peak 
demand. External load power (except the controlled A/C) will 
be increasing at the slowest pace. The peak demand power 
will be lasting 15min.  
• Scenario 2 Medium level of external power (Fig. 6) 
In this scenario, external load power will be increasing at a 
moderate rate. The outdoor temperature is higher than 
Scenario 1. The initial indoor temperature is within the desired 
temperature band. The peak demand power lasted 30min 
which is twice that of the previous scenario. It is likely that the 
operating demand will exceed the recorded peak demand. 
• Scenario 3 High level of external power (Fig. 9) 
In this scenario, external load power will be increasing at 
the fastest rate. The outdoor temperature is the highest and the 
peak demand power duration is the longest among the three 
scenarios. The initial indoor temperature is slightly lower than 
the desired upper temperature band. It is highly likely that the 
operating demand will exceed the recorded peak demand. 
 
III. RESULTS 
This section presents the simulation results of the SMPC to 
control the community centre air conditioning for two hours 
under the three different risk scenarios. 
A. Scenario 1  
 
Figure 3.  Scenario 1 Community Power 
 
Figure 4.  Scenario 1 SMPC A/C Command 
 
Figure 5.  Scenario 1 Indoor and Outdoor Temperature 
The red line in Figure 3 indicates the recorded peak 
demand. For utility charging purpose, the recorded peak 
demand value is updated if the immediate past 30min demand 
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exceeds the recorded peak demand. The blue line indicates 
how external load power varies in time. In Figure 5, the red 
line indicates the external temperature; the magenta line is for 
upper temperature limit and the black line indicates the lower 
temperature limit. When the external load was ramping up but 
there is no immediate risk of exceeding the recorded peak, the 
SMPC commands A/C stably to keep indoor temperature 
around the top temperature limit. As time goes by and the 
external load is decreasing or external power is in steady state, 
A/C is controlled steadily to keep indoor temperature around 
the upper temperature limit, which is desirable because it 
saves energy cost and the temperature is within the band. 
B. Scenario 2  
 
Figure 6.  Scenario 2 Community Power 
 
Figure 7.  Scenario 2 SMPC A/C Command 
 
Figure 8.  Scenario 2 Indoor and Outdoor Temperature 
The red line in Figure 6 is the recorded peak which has 
been updated two times in the 2hour duration. Figure 7 shows 
that when there is no risk of exceeding recorded peak demand 
in the 1st 30min, A/C command is stable. However as 
community power increases in the 2nd and 3rd 30min period, 
through pre-cooling in the 2nd 30min, A/C did not impose a 
large load in the 3rd 30min duration (60-90min). From 80min 
onwards, the external load power decreases, the A/C is 
working smoothly to keep the indoor temperature around the 
upper limit. 
C. Scenario 3  
 
Figure 9.  Scenario 3 Community Power 
 
Figure 10.  Scenario 3 SMPC A/C Command 
 
Figure 11.  Scenario 3 Indoor and Outdoor Temperature 
Figure 9 shows the scenario with the highest peak power, 
the longest peak duration and the largest external power ramp 
up rate. The 3rd 30min period has the highest demand reading. 
Compared to the second scenario, SMPC in this scenario has 
commanded the A/C to conduct more pre-cooling for a longer 
time (30-60min in Figure 10 and Figure 11). This pre-cooling 
period prior to 60min dropped the indoor temperature lower 
than the level in Scenario 2 so it provided more allowance for 
the 3rd 30min A/C operation.  
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IV. DISCUSSION 
The motivation of the SMPC is to introduce an innovative 
SMPC to deal with real world 30min demand tariffs and 
consider different risk levels in operation. The SMPC has 
multi-fold expectation: when there is low or decreasing risk of 
exceeding recorded peak, the controlled A/C should maintain 
the indoor temperature at the high end of temperature band to 
conserve energy. When there is a looming high risk of 
exceeding recorded peak, the A/C should pre-cool the building 
in advance to avoid higher demand in next period. In a steady 
state situation when external loads are fairly stable, SMPC 
will maintain stable control outputs whilst trying to keep 
indoor temperature slightly below the upper threshold. The 
results have demonstrated that the SMPC meets the 
expectation. 
Compared to current thermostat controlled cyclic A/C 
operation when the starting conditions are the same, SMPC 
could reduce peak demand in the range of 1.25kW to 6.9kW 
for the three scenarios. This peak reduction means monetary 
saving of $38.88 to $214.61.The peak shaving capability 
appears promising, considering one air conditioner of 14kW is 
under current SMPC. However, the control commands are not 
smooth enough because the SMPC has not included demand 
predictor, or penalty on the change of A/C command, which 
will be a part of future work. 
 
V. CONCLUSION 
The major finding of the study is that when SMPC is 
implemented under real world demand tariff, peak demand 
can be curbed in the community case study without 
electrochemical energy storage. The SMPC provides a feasible 
and more accessible solution to community peak demand 
management under real world 30min demand tariff. Future 
work will include a time series half hourly demand predictor 
and other large shiftable loads of the community. This 
research is a part of an ongoing Australian Research Council 
Linkage project (LP130100650).  
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