This document is made available in accordance with publisher policies. Please cite only the published version using the reference above. Abstract Knowledge of deep mantle deformation is based on seismic anisotropy: the variation of seismic wave speed and polarization with direction. Measuring this directional dependency requires azimuthal seismic coverage at D″ depth-the bottom few hundred kilometers of the mantle-which is often a limit in retrieving the style of anisotropy. Shear wave splitting is the standard technique for probing mantle anisotropy, and recently, reflections from the D″ region have been used to infer azimuthal anisotropy. Here we combine observations and modeling of D″ reflections with shear wave splitting along a given raypath direction in order to constrain mineralogy and dynamics of the lower mantle. From our modeling, a clear distinction between different anisotropic media is possible by using both types of observations together but only one directional path. We focus on the lowermost mantle beneath the central Atlantic Ocean by using South-Central American earthquakes recorded in Morocco. We find complex azimuthal and distance variation for both polarities of D″ reflections and shear wave splitting parameters, which rules out a simple style of anisotropy-such as vertical transverse isotropy-for the region. Our preferred model consists of a phase transition from a randomly oriented bridgmanite to lattice-preferred orientation fabric in postperovskite, developed in a tilted plane sheared along a roughly SW-NE deformation direction.
Introduction
The D" region (Bullen, 1949) is the deepest part of the Earth's mantle. Its role is fundamental for the dynamics of our planet, since it marks a thermochemical boundary layer (e.g., Lay, 2015) between the overlying convecting rocky mantle and the underlying convecting outer iron core. The D″ region encompasses seismic structures on different length scales, marking its complexity in terms of thermochemical heterogeneities (e.g., Garnero, 2000; van der Hilst et al., 2007) . It also causes scattering of seismic energy (e.g., Bataille et al., 1990; Brana & Helffrich, 2004; Mancinelli et al., 2016; Thomas et al., 1999; Vidale & Hedlin, 1998) and displays anisotropy (e.g., see Nowacki et al., 2011; Romanowicz & Wenk, 2017 , for reviews). A phase transition from a magnesium-silicate bridgmanite to postperovskite (ppv) structure (Murakami et al., 2004; Oganov & Ono, 2004) has opened the possibility to explain some of these seismic features and reflections from the D″ discontinuity (Hirose, 2007; Lay & Garnero, 2007; Thomas et al., 2011; Wookey, Stackhouse, et al., 2005) ; however, not all deep mantle observations are easily reconciled with the ppv phase transition (Cobden et al., 2015) .
Global tomography (e.g., Grand, 2002; Kárason & van der Hilst, 2001; Zhao, 2004) images long-wavelength structures at D″ depths, showing fast and slow regions often associated with subducted slabs and source regions of uprising, less dense material, respectively. These structures are likely the current snapshot of whole-mantle convection (e.g., Grand et al., 1997; van der Hilst et al., 1997) , which in turn would induce deformation most likely acting on the upper and lower boundary layers (Kendall, 2000; Montagner, 1998) of the mantle, that is, lithosphere and D″.
Perhaps the most prominent evidence of mantle deformation is the presence of seismic anisotropy, which is the direction-dependent velocity and polarization of seismic waves. Anisotropy has been probed in the mantle in different geodynamic contexts (e.g., Maupin & Park, 2015) , and by using seismic anisotropy, one can potentially infer information on deep mantle dynamics ©2019. The Authors. This is an open access article under the terms of the Creative Commons Attribution-NonCommercial-NoDerivs License, which permits use and distribution in any medium, provided the original work is properly cited, the use is non-commercial and no modifications or adaptations are made. Wenk, 2017; Walker et al., 2011) . Global mantle anisotropic models (e.g., Panning & Romanowicz, 2006) help to distinguish different regions of anisotropy; however, while these models provide a broad picture of the anisotropy in the deep Earth, detailed information is necessary to further infer the dynamics and mineralogy of such a complex region.
Detailed studies using shear wave splitting report anisotropy in D″, for example, beneath Siberia (e.g., Wookey & Kendall, 2008) , the Caribbean (e.g., Garnero, Maupin, et al., 2004; Maupin et al., 2005; Nowacki et al., 2010; Rokosky et al., 2006) , the Indian Ocean (Ritsema, 2000) , the Western United States (Nowacki et al., 2010) , and the eastern and western Pacific (e.g., Long, 2009; . Strong changes in the style of anisotropy have been found at short scales across the border of the large low-velocity regions beneath Africa (e.g., Cottaar & Romanowicz, 2013; Lynner & Long, 2012 , 2014a Wang & Wen, 2007) , the Pacific (Ford et al., 2006; Pulliam & Sen, 1998; Russell et al., 1998 Russell et al., , 1999 , and the Perm Anomaly beneath Eurasia , while inside the large low-velocity regions anisotropy seems to be smoother with vertically polarized shear waves faster than horizontally polarized shear waves (Romanowicz & Wenk, 2017) .
A preferred method to study D″ anisotropy is the use of splitting measurements for waves traversing the D″ region (see, e.g., Kendall & Silver, 1998; Nowacki et al., 2011; Romanowicz & Wenk, 2017 , for reviews). Recently, the S-ScS splitting method and differential splitting of SKS and SKKS (Lynner & Long, 2012) have been used to access different areas and to test variations in anisotropy across small scales. A different method involves using triplications of S waves due to the D″ discontinuity that were used to constrain the depth of the shear waves splitting onset and put constraints on the style of anisotropy measured by the splitting (Matzel et al., 1996) .
Another approach to test deformation is the use of polarities of waves reflecting from a discontinuity (Saki et al., 2018; Thomas et al., 2011) . Looking at azimuthal variation of the waveform polarities of the reflected P and S waves, azimuthal anisotropy can be observed and possible minerals and deformation styles can be tested. For this approach to be used on D″, the P and S wave reflections from the top of D″ must be visible in the seismic data. Those seismic reflections (called PdP and SdS) have been observed in many regions (see, Cobden et al., 2015; Lay, 2015; Wysession et al., 1998 , for reviews), and reflections from the lowermost mantle have been interpreted as due to subducted slabs near the core-mantle boundary (CMB; e.g., Kendall, 2000; Thomas et al., 2004 ) also in combination with the ppv phase transition (e.g., Chaloner et al., 2009; Hernlund et al., 2005; Hutko et al., 2006; van der Hilst et al., 2007) .
Estimation of velocity jumps across the D″ discontinuity, based on reflection amplitudes, can be used to infer mineralogy and chemistry changes responsible for the reflection pattern (Cobden & Thomas, 2013) . Wookey, Stackhouse, et al. (2005) show the possibility of explaining P and S reflections from the lowermost mantle as due to the phase transition from bridgmanite to ppv. In a pyrolitic mantle, this, however, would lead to a velocity jump smoothed over a depth range probably not sufficient to explain the reflections from the D″ discontinuity (Catalli et al., 2009) . A joint effect of a phase transition with lattice-preferred orientation (LPO) fabric developed in ppv would change the gradient of the expected velocity contrast across the D″ discontinuity, leading to a sharper discontinuity (Ammann et al., 2010) , and the alignment of ppv would then also be observable through directional variation of amplitudes and polarities of the reflected waves (Thomas et al., 2011; Wookey, Stackhouse, et al., 2005) .
Deformation experiments have shown that ppv may develop LPO in the lowermost mantle (Merkel et al., 2006 (Merkel et al., , 2007 Miyagi et al., 2010; Walte et al., 2009; Yamazaki et al., 2006) . Compared to bridgmanite, the ppv structure seems to easily acquire an LPO (Goryaeva et al., 2016; Lay, 2015 and reference therein) . At least four slip systems for ppv have been proposed (Merkel et al., 2006; Miyagi et al., 2010; Walte et al., 2009; Yamazaki et al., 2006) . (001) slip, parallel to the CMB, predict the horizontally polarized S wave, SH, faster than the vertically polarized S wave, SV, for horizontal propagation at all azimuths, while both (100) and (010) show azimuthal anisotropy with alternation of SH and SV fast polarizations (Wookey & Kendall, 2007) . Fabric developed by MgO is also a good candidate for explaining deep Earth seismic anisotropy (e.g., Karato, 1998; Karki et al., 1999; Long et al., 2006; Yamazaki & Karato, 2007) . Shapepreferred orientation (SPO) of partial melt, possibly due to remnants of subducted oceanic crust or reaction products between core and mantle (e.g., Fouch et al., 2001; Kendall & Silver, 1998) , is another alternative (or complementary) mechanism.
Discriminating between these different causes for generating anisotropy, deformation mechanism, and slip systems is important since they provide information on microstructures, heterogeneities, mineralogy, rheology, and dynamics of the deep Earth. One of the problems in studying the deep mantle is often the poor azimuthal coverage of travel paths for seismic waves required to infer a more general style of anisotropy with a lower degree of symmetry than transverse isotropy. By combining different methods along a given raypath direction, we might be able to compensate the lack of crossing paths. Here we propose a joint approach to study seismic anisotropy in the lowermost mantle by looking at both reflected waveform polarities and splitting from lower mantle seismic phases. We aim to test the hypothesis that this allows one to distinguish between different scenarios that cause anisotropy.
As a test region for our method, we chose the lowermost mantle beneath the central Atlantic Ocean, where the western border of the large low-shear-velocity province (LLSVP; Garnero et al., 2016; Lay, 2015) beneath Africa is located. Using P waves, Weber and Körnig (1990, 1992) found a seismic reflector at a depth of about 250-300 km above the CMB in this region. Based on Sdiff and ScS splitting and assuming a vertically transverse isotropic (VTI) medium, Garnero, Moore, et al. (2004) and Moore et al. (2002 Moore et al. ( , 2004 infer a distance-dependent weak anisotropy, with fast polarization mixed between the SH and SV components, although strong azimuthal anisotropy might still be the cause for their observations.
Data and Observations
Waveforms sampling the lowermost mantle beneath the Atlantic Ocean come from 21 three-component seismic stations of a temporary array deployed in Morocco in the period 2010-2013 (Spieker et al., 2014) . We use 30 earthquakes with foci located along the Cocos and Nazca plate subduction zones, beneath Central and North America, respectively ( Figure 1a ). The depths of the events range from 54 to 587 km. A list with all the used events is available in the supporting information (Table S1 ). Epicentral distances range from 70°to 80°, which is the optimum distance to perform our analysis for two reasons: (a) within this distance range the reflection coefficient of P and S waves is large enough to be able to see reflections from the lowermost mantle (Cobden & Thomas, 2013; Weber, 1993) and (b) it allows us to correct the ScS splitting measurement for upper mantle anisotropy using other seismic phase such as S and SK(K)S, since they have roughly the same path in the upper mantle . Reflection points and raypaths beneath the Atlantic are shown in Figures 1a and 1b . In total, we have an azimuthal coverage of about 40°. All data were filtered using a butterworth band-pass filter with corner frequencies of 1-3 to 10-15 s for the P waves and 3 to 15-25 s for the S waves.
We use array analysis (e.g., Rost & Thomas, 2002; Schweitzer et al., 2012) to detect reflections from the lowermost mantle since their amplitude is generally small. To distinguish between the different seismic waves arriving at the array and inspect their polarities, we use vespagrams, as shown in Figure 2 for P and Figure 3 for S waves. For the S waves we only use the transverse component. Following Jacobeit et al. (2013) , a static correction was applied before stacking to correct for local structures and topography beneath the array (Figure 1c) , which would otherwise affect our estimations of slowness and back azimuth.
Several of the analyzed vespagrams clearly show an arrival that agrees with a D″-reflected wave: Seismic phases PdP and SdS from such a reflector have their slowness values and traveltimes between the two main phases P (S) and PcP (ScS; Weber & Davis, 1990) , and the examples in Figure 2 show two of the events with PdP and those in Figure 3 for the SdS arrivals. Further data are shown in Figures S1-S3 of the supporting information. The associated traveltime and slowness values place this reflector at the top of the D″ region (Bullen, 1950) in this area, with a lateral extent of around 1,500 km from NW to SE. The Fresnel zone for the appropriate period range at this depth is~130 × 260 km (2°× 4°) for 1-s PdP and 230 × 460 km (3.5°× 7°) for 6-s SdS waves (Weber, 1993) .
By inspecting the polarities of these reflected phases, we see cases where the PdP phase has either the same (positive) polarity or opposite (negative) polarity with respect to PcP and P (Figure 2 ). Figure 2a shows an example of PdP with the same-polarity (blue arrows) up-down lobes wavelet as PcP. A direct comparison with the more complex P wavelet is more difficult in this case. In contrast, Figure 2b illustrates an example of PdP with a wavelet that consists of up-down lobes that is opposite (red arrows) to the down-up wavelet shown by both PcP and P waves. Due to the potential amplitude and signal distortion of the nonlinear fourth-root stacking used in the vespagram (Rost & Thomas, 2002) , we also compute linear vespagram and beams to further verify the polarity of our waves ( Figure S1 ) and to enable a comparison also with the P wavelet. These linear vespagrams confirm the observation of the PdP polarity compared to PcP and P. We usually use, however, the PcP phase for this purpose as it has a similar takeoff angle and travel path as PdP and it is generally less complex than the P phase (which often has significant reverberations and multiples in its coda).
The observed negative polarity cannot be due to a focal mechanism since the PdP phase leaves the source with a takeoff angle between P and PcP, which both show the same polarity (Figure 2b) . A source-related cause for the PdP reversal polarities could only happen close to nodal planes, which would also imply that the radiated energy of the P waves would be very small, while in our cases we do see a clear signal for these main phases. The SdS arrivals always show the same (positive) polarities when compared to ScS and S (Figure 3) , and SdS amplitudes are usually larger than PdP. Observation of PdP and SdS polarities per events are listed in Tables S2 and S3. We do not try to explain the variation of the PdP and SdS amplitudes as due to anisotropy, since too many factors would affect the amplitude estimation, such as attenuation, scattering in the lowermost mantle, and topography of the reflector, which would make the interpretation nonunique. Therefore, our analysis will only consider polarities. Overall, we detect an azimuthal/distance dependency of the reflected P wave polarity and no variation in the reflected shear wave polarities.
needs to be known. Indeed, as we shall see later, anisotropy can cause variation of amplitude and polarities of reflections within a few degrees of azimuth.
In our data set we observe deviations up to 12°in back azimuth for the seismic phases reflected from the D″ discontinuity (PdP and SdS) and also for the waves reflected from the CMB, that is, PcP and ScS. The main Note that due to P waveform complexity, using the polarity of the P wave for comparison with PdP is difficult. The slowness-back azimuth plots indicate arrival directions of the P, PdP, and PcP waves, within time windows given by the gray areas in the vespagram. The dashed horizontal and vertical lines represent the theoretical slowness and backzimuth values. (b) As in (a) but for a negative polarity PdP (opposite polarity to P and PcP), event 2012Nov10_1457. The focal mechanism for this event is also given, with the directions of radiation for P, PdP, and PcP indicated. The red arrows indicate opposite polarity of PdP (up-down) with respect to PcP polarity (down-up) shown with black arrows. (c) Location of the PdP reflection points after back projections (see text).
phases P and S, however, travel almost undisturbed along the great circle path connecting the source and receiver (Figures 2 and 3 ). These deviations could indicate either heterogeneities in the lowermost mantle or topography of the reflectors as pointed out by Weber (1993) or . In this work, we do not attempt to discriminate between the two causes for the out-of-plane reflections in our region, we merely use this information for estimating the reflection points and azimuths.
Following Schumacher and Thomas (2016) , we use a ray tracer to back-project the reflected out-of-plane waves to the location in the lowermost mantle that best explain the observed slowness, back azimuth, and traveltime of seismic phases. For this calculation, every grid point (1°spacing) between 800 km and the CMB (in 10-km-depth interval) for model ak135 (Kennett et al., 1995) is considered as the reflector, and the point that gives the smallest traveltime difference is taken as the reflector depth. Geographical locations of the reflection points, after the back projection, are shown in Figure 2 for the PdP phases. Since we do not observe azimuthal variations of the SdS polarity (Figure 3 ), back projection of these reflection points does not change our interpretation of the anisotropy. Moreover, as we shall see later, the prediction of S reflection polarities does not often show strong azimuthal variations.
The average depth of the reflector is found to be around 2,650 ± 60 km. A 250-km-thick D″ region beneath the central Atlantic Ocean is in good agreement with previous estimates of a reflector in the same region (Weber & Körnig, 1990 , 1992 Wysession et al., 1998) and in the North Atlantic Ocean (Wallace & Thomas, 2005) , and it predicts the observed traveltime and slowness of SdS phases, as shown in Figure 3 .
For the second approach to measure seismic anisotropy, we use differential splitting measurements S-ScS to estimate splitting parameters and correct for upper mantle anisotropy . In this technique the correction for upper mantle anisotropy is performed by taking independent estimates of source-and receiver-side anisotropy performed on the S and SK(K)S phases, respectively. In particular, the analysis is implemented based on the following steps: (i) The receiver-side anisotropy is measured on the SK(K)S waves (assuming a negligible lowermost mantle contribution), or the correction is taken from the literature. (ii) The source-side anisotropy is measured from the S waves, after correcting for the receiver-side anisotropy. (iii) The lowermost mantle anisotropy is then estimated on the ScS waves after removing the receiver side and before the application of the source-side anisotropy, to preserve the order of the splitting operators Wolfe & Silver, 1998 ). An example of ScS wave splitting observation is shown in Figure 4a , where the north component of the ScS motion is clearly delayed with respect to the east component. The S wave shows a smaller splitting with the north component leading the east one. The entire splitting analysis was carried out using Shear-wave Birefringence Analysis (SHEBA; Wuestefeld et al., 2010) , which applies the minimum eigenvalue technique (Silver & Chan, 1991) on multiple time windows (Teanby et al., 2004) to estimate a pair of splitting parameters that best linearize an initial elliptical particle motion. SHEBA also allows to directly correct for receiver-and source-side contributions.
Measurements for the receiver side were taken from previously published multiazimuthal SK(K)S splitting beneath the High Atlas and Anti-Atlas in Morocco (Miller et al., 2013) . We measure source-side splitting along the Nazca-Cocos subduction zone using S waves, after correcting the S wavelets for receiver-side anisotropy. One example of an S splitting measurements is shown in Figure 4b . Further examples are shown in Figure S4 of the supporting information. As a test for our measurements, we compare the retrieved source polarizations with predicted particle motions computed, taking source parameters from the Global Centroid Moment Tensor catalog (Dziewonski et al., 1981; Ekström et al., 2012) . Following Nowacki et al. (2015 Nowacki et al. ( , 2010 , we project fast polarizations (φ), measured at the stations, back to the source region using the relation φ″ = baz + az − φ, where baz is the back azimuth and az is the azimuth at the source (Figure 4c ). Because of similar slownesses and back azimuths, we assume that the events will have a single splitting operator at all stations, allowing us to stack the splitting measurements for each event (e.g., . A list with all the measured S splitting parameters, per event, is shown in Table S4 . Our source-side splitting results show mostly trench-parallel fast polarizations, although trenchnormal to trench-oblique fast directions are also detected in the northwestern path of South America, in the region of the Andean orocline, and in the southeastern part of the source region (Figure 4e ). Depending on the raypaths, complexity in the pattern of fast polarization in this subduction region, with trench-parallel and/or trench-normal directions, is also found in previous studies (e.g., Anderson et al., 2004; Bock et al., 1998; Eakin, Long, Scire, et al., 2015; Hu et al., 2017; Idárraga-García et al., 2016; Lynner & Long, 2014b; Polet et al., 2000; Porritt et al., 2014; Russo & Silver, 1994; Walpole et al., 2017) , although care should be taken when comparing different seismic phases propagating on different paths with different orientations, especially in such a complex multilayered anisotropic region (Eakin & Long, 2013; Lynner & Long, 2014b; Walpole et al., 2017) .
In total, we collect 48 good-quality ScS splitting measurements across an area in D″ of about 1,500 km from NW to SE. Before the analysis, we remove receiver-side anisotropy estimations, and then we carry out the analysis of ScS splitting parameters while correcting for the source-side anisotropy . One example of these measurements is shown in Figure 4d , and two other examples are given in Figure S5 of the supporting information. Observed delay times range from 0.4 to nearly 3 s, which fall into the commonly observed range for ScS splitting (Nowacki & Wookey, 2016) . We back-project our ScS fast polarizations, measured in the geographic reference frame at the stations, into the ray reference frame for nearly horizontal propagating ScS waves in the lowermost mantle (Figure 4c ) as in Nowacki et al. (2010) . This allows us to have the fast polarizations as the angle away from the vertical in the plane normal to the ScS raypath.
We also attempted to perform splitting measurements on the SdS waves for the event shown in Figure 3 , which has high-amplitude SdS wavelet. This analysis was not feasible for the other events due to the small amplitude of the SdS phase. The splitting values displayed by the SdS waves are comparable with those by the S waves, indicating that the two phases experienced same splitting and both are much smaller than the ScS splitting. Splitting measurements for S, SdS, and ScS waves for this event are shown in Table S5 and Figure S6 . However, we did not include this event in the main analysis of the present work because in comparing the retrieved source polarization with that predicted using the Global Centroid Moment Tensor solution, we found discrepancies usually larger than 20°. Despite this, the result reinforces the 10.1029/2018JB016993
Journal of Geophysical Research: Solid Earth
interpretation that the splitting that we measure on ScS wavelet is a relevant estimation of anisotropy confined to the D″ region below the D″ reflector.
To explore any azimuthal variation of the ScS splitting parameters across the sampled area and reduce the errors, we perform a weighted signal-to-noise ratio stacking (following Wolfe & Silver, 1998) 
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Journal of Geophysical Research: Solid Earth PISCONTI ET AL. Nowacki et al., 2010) . Each of the stacked subregions includes measurements within a narrow range of raypath directions, that is, similar azimuths and slowness values. In Figure 4e , we show the stacked measurements along a NW-SE cross section normal to the ScS raypaths, with fast polarizations (φ′) and color-coded delay times. The stacked measurements, per subregion, are also listed in Table S6 . The fast polarizations show a complicated pattern with mainly ScSV leading ScSH in the NW part and ScSH fast polarization in the central area. An overall oblique SE dipping fast polarization is detected in the SE part. Garnero, Moore, et al. (2004) observed an SHdiff slightly faster than SVdiff in our study region but, for a straightforward comparison with our results, the distance dependence of the splitting parameters in general anisotropic media must be considered. Distance-dependent splitting parameters for this region can be found in Moore et al. (2004) who used a compilation of ScS and Sdiff splitting measurements. Earlier work by Moore et al. (2002) found an overall ScSV faster than ScSH, which agrees with our observations. The complex observed pattern with azimuthal-dependent delay times and fast polarization directions rules out a simple VTI style of anisotropy beneath the studied region. Horizontal transverse isotropic or tilted transverse isotropic or even orthorhombic symmetry is likely responsible for the observed azimuthal variation of splitting parameters, as will be shown below.
Modeling Reflections and Splitting
As shown by Thomas et al. (2011) , the azimuthal variation of polarities of waves reflected from the top of D″ can be used to investigate seismic anisotropy in the lowermost mantle. Here we extend this method to further investigate the effect of deformation of deep Earth minerals and resulting seismic anisotropy on both distance and azimuthal dependency of D″ reflection polarities. Additionally, shear wave splitting, the standard method used for seismic anisotropy studies (see Long & Silver, 2009; Nowacki, 2013 , for reviews) is also expected to show a distance/azimuthal dependency of splitting parameters, even for high symmetry classes. We therefore perform modeling of reflection coefficients for reflected P and S waves (i.e., PdP and ScS) and shear wave splitting for different anisotropic media expected in the lowermost mantle.
In all our models, we assume an isotropic lower mantle over an anisotropic D″ region with a first-order flat discontinuity at the top. We model different scenarios by taking elastic constants and aggregate densities from Thomas et al. (2011) . These elastic constants (Table S7 ) represent LPO textures of the main mineralogical phases expected in D″ (Irifune & Tsuchiya, 2015) , such as bridgmanite and ppv, accommodating deformation along different slip systems (Mainprice et al., 2008; Miyagi et al., 2010; Walte et al., 2009; Yamazaki et al., 2006) . We also tested a D″ region consisting of aligned tubular/oblate-shaped melt pockets in SPO fabric, surrounded by a homogeneous isotropic solid medium (e.g., .
For each set of elastic constants and density aggregates, we compute reflection coefficients and splitting parameters for all ray propagation directions, which are unambiguously defined by incidence angle and azimuth with respect to deformation direction. Using the ray theory, we estimate the incidence angles of PdP/ SdS and ScS waves reflecting atop D″ and the CMB interface, respectively. To do this, we refer to the 1D Earth velocity model PWDK (Weber & Davis, 1990 ) and use the TauP Toolkit (Crotwell et al., 1999) to convert epicentral distances in incidence angles. The reflection coefficients are computed following the theory developed by Frazer (1984, 1987) , Guest et al. (1993), and Chapman (2004) for arbitrary anisotropic media.
To compute splitting parameters for the ScS waves traveling in D″, we split the ScS raypath into the incident and reflected subpaths ( Figure S7 ). This allows us to consider different splitting operators at either side of the core reflection point, especially for low symmetry classes such as tilted LPO of orthorhombic ppv. An effective splitting operator for the ScS wave is then computed by combining the splitting parameters of each path (Silver & Savage, 1994) , considering an initial source polarization of 45°that ensures the same amplitude of SH and SV waves (Nowacki & Wookey, 2016) . This ray-theory-based splitting calculation was performed using the Matlab Seismic Anisotropy Toolbox (MSAT; Walker & Wookey, 2012) .
We use pole figures to present our results of the reflection coefficient and splitting modeling as a function of epicentral distance and azimuth with respect to the direction of deformation ( 
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their models, and here we show that polarities of reflected waves can change also as a function of distance, not only as a travel direction.
The P waves seem to exhibit more polarity changes than do the SH waves, the latter also displaying larger reflection amplitudes, especially for positive reflections. As discussed by Cobden and Thomas (2013) , this may lead to a bias toward positive SdS polarity observations, since the negative reflection coefficients of SH waves are only just above the detection threshold. Moreover, the negative SH reflection coefficients for almost all cases occur at the largest distances (>75°), where S, SdS, and ScS waves arrive close together, making the detection of such a polarity reversal in real data difficult to observe. In our data we observe positive-polarity SdS waves with larger amplitudes than PdP waves, but the PdP waves show positive and negative polarities within our narrow ranges of azimuth and distance. We also find white regions, which ScS splitting) for the tested models. Azimuths are measured clockwise from deformation direction (solid vertical black line). The models include a material above D″ and another below D″ (indicated by the dashed lines). br = bridgmanite; ppv = postperovskite; LPO = lattice-preferred orientation; SPO = shape-preferred orientation. Different slip systems as indicated for each case. Color indicates reflection coefficient as given in the color bar and splitting times (for ScS splitting). Note that case E has a different color scale. Fast polarizations for the splitting (black tick marks) are given in the ray reference frame: where radial (tangential) means that SV (SH) is the fast polarization.
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indicate directions and azimuths where almost no energy is reflected. For some of the used models this feature occurs in a narrow range of directions between positive and negative lobes.
The modeled ScS splitting parameters also show a distance and azimuth dependence. Constructive interference between the splitting parameters of incident and reflected raypaths occurs along directions where fast polarizations have a similar dip at either side of the core reflection points, while destructive interference takes place where the fast polarization orientations differ (see Figure S7 ). The minima in delay times observed in cases B and C (at short distances along the plane perpendicular to the deformation direction) have their locations close to singular points in ppv, where the velocities of the two polarizations S1 (fast) and S2 (slow) are equal. These directions in anisotropic media, called acoustic axes, are also responsible for the abrupt changes in fast polarization directions along neighboring raypaths (Crampin & Yedlin, 1981) .
The pattern shown by the pole figures of reflection coefficients and splitting parameters ( Figure 5 ) allows us to distinguish between different scenarios by using the joint information of reflections and splitting: The scenarios without a phase transition, that is, cases A and B, can be distinguished by one type of measurement, since only case B predicts variations between positive and negative polarities of reflected waves as observed by our P waves and the splitting behavior in both cases is different. On the other hand, cases B and C show the same splitting parameters, since both contain an LPO in ppv deforming along [100](010) in D″. This would mean no distinction between the two cases if one only uses splitting to probe lowermost mantle anisotropy. By additionally using reflections, however, there is an added information that allows us to distinguish between the two cases, since the mantle overlying D″ consists of either isotropic ppv or isotropic bridgmanite. A similar scenario is presented between cases C and D. Finally, we also show a horizontal transverse isotropic medium consisting of SPO of tubular molten pockets (case E) below isotropic bridgmanite. We find no variation of polarities of P and S waves reflections and a simpler form of splitting measurements. Also, the amplitudes of the reflection coefficient for S waves would be smaller than those in the other cases, and no amplitude variation with azimuth is expected. Due to the very small azimuthal variation of impedance contrast, the reflections show a VTI pattern, while the splitting reveals the actual horizontal orientation of the symmetry axis, although delay times seem very small, at least for the case shown here. We also considered MgO single-crystal elasticity (Karki et al., 1999) in our initial models, but this predicts negative values of the SdS reflection coefficient at almost all azimuths (0-360°) and distances considered here (60-80°), which is incompatible with our observations. Our modeling shows that using reflections of P and S waves and splitting together opens the possibility of testing mineralogy, fabric, and phase transitions in the lower mantle and D″. While the orthorhombic symmetry of the ppv LPO fabric in cases B and C underlying an isotropic lower mantle shows differences in the reflection coefficient pattern, the differences in the slip system, accommodating deformation in ppv (cases C and D), do not show characteristic features in the reflections but in the splitting parameters.
In our study region, a visual inspection of the data already rules out some of the models. For instance, no negative and positive P reflections are predicted for cases A and E. Case B, while it can potentially explain our negative and positive P reflection polarities and both SH to SV fast polarizations, cannot match the always observed positive SdS polarities (Figure 2 ) since it predicts negative S wave reflections when we find positive P wave reflections. Cases C and D, which have a phase transition from randomly oriented bridgmanite to aligned ppv, might be a scenario for the lowermost mantle beneath the central Atlantic Ocean since there is a variation for reflection coefficients and also splitting parameters and they can explain the positive S wave polarities. We find, however, that none of the cases in Figure 5 can fully explain our data.
It is possible that the anisotropy is tilted and any rotation of the models can change the reflection and splitting patterns. A rotation around the vertical axis would still result in the same reflection coefficient and splitting pattern and only change the deformation direction. This would allow a search for the deformation directions that best explain the observations. On the other hand, a rotation of the models around a horizontal axis would imply a tilted shear plane along which SPO/LPO occurs. For a proper discrimination of a given set of plausible models matching our observations, we perform a grid search by rotating the elastic constants of each model around the Cartesian axes (Nowacki et al., 2010) . For each rotation, we compute reflections and splitting and we jointly compare them to the observations, only retaining the models that fit at least the 68% of each type of observation (i.e., PdP, SdS, and ScS). The misfit criterion for the reflection was represented by a binary comparison (either matching the polarity or not) of each PdP and SdS observation, while for the splitting we only keep models which are compatible with the measured ScS fast polarization direction. We neglect delay times, as they are suggested to be an inaccurate estimate of anisotropy strength in ray-theory-based modeling of shear waves splitting and tend to underestimate the amount of anisotropy (Nowacki & Wookey, 2016) . Moreover, also the trade-off between the thickness of the anisotropic layer and the strength of the anisotropy has to be considered.
None of the rotation of cases A, B, and E is able to reproduce the variability shown by the data, implying that a purely deformational fabric transition or SPO is unlikely a scenario for the observed anisotropy in the lowermost mantle beneath the central Atlantic Ocean. Of our over 250,000 starting models, considering all the possible aforementioned rotations, only about 300 models sufficiently explain at least 68% of our observations. We find that the observed azimuthal-distance variation in PdP polarity greatly narrows down the number of possible candidates to only 16 models corresponding to rotation of cases C and D (Figure S8) , therefore showing the importance of relocating reflections that travel out of plane. SdS is reducing the solution space less strongly, since reflection polarities are always positive in our data set.
These 16 possible candidates that fit the highest number of observations have their shear plane roughly 90°a part from each other but due to the orthorhombic symmetry in ppv, the P and S wave anisotropy looks very similar ( Figure S8 ). However, because case D displays subvertical shear planes with subhorizontal deformation and slip direction (resembling a strike-slip-like setting), while case C has less steep shear planes with subhorizontal slip directions and the lowest misfit, we consider the latter deformation scenarios as more plausible for being responsible for the observed anisotropy in our study region (Figure 6a ).
From the distribution of the fitting models of case C ( Figure S8 ), we computed an average best fit model with a tilted (36°± 16°) shear plane dipping ESE (110°± 20°from north) with subhorizontal (12°± 9°) NE deformation/slip direction (36°± 2°from north), as shown in Figure 6b . The deformation direction trending roughly SW-NE at this location and depth agrees with predictions of global mantle flow by Simmons et al. (2009) . Their model, based on tomographic imaging, shows horizontal NE flow beneath the Atlantic between downwelling beneath Central and Southern America and upwelling beneath West and South Africa (Figure 6b ).
Discussion
By using a combined approach of reflection polarities and splitting of seismic phases sampling D″, we can better constrain lowermost mantle anisotropy. To date, our knowledge about mantle deformation and anisotropy mostly relies on shear wave splitting studies. P wave anisotropy in the deep Earth has not been extensively investigated. A first effort in using P and S wave reflections to infer anisotropy in the deep mantle was undertaken by Thomas et al. (2011) using a variation of azimuths. This allowed us to distinguish between different scenarios, but it needed a variety of travel directions of waves in D″.
The approach presented in our study combines reflection polarities of P and S waves and splitting of seismic waves in D″ without the need for several azimuths but allows the use of data from only one azimuthal direction. Many D″ regions can be tested only by one source-receiver combination for reflections of the D ″ structure, which leaves ambiguity with regard to the causes of the reflector. Combining reflections with splitting measurements for the same region, however, allows a discrimination between models, even if the spitting and reflection paths are different. Extending the reflection modeling to converted reflections (PdS or SdP) would also allow us to explore reflections coefficients at shorter distance ranges that would extend the seismic coverage of D″ and allow us to explore anisotropy in new regions.
Our observations of reflection coefficients and splitting results suggest a complex style of anisotropy in the D ″ region beneath the central Atlantic Ocean. The SdS reflections show a simple pattern, that is, only positive polarities, while the PdP wave polarities exhibit a distance and azimuthal dependence. Only positive S wave reflection coefficients are expected for a model with a phase transition from bridgmanite to ppv (case D) or bridgmanite to aligned bridgmanite (case A) and for case C except for the largest distances. So S waves alone would not allow us to distinguish between cases A, C, and D.
The PdP reflection polarities for an isotropic ppv phase transition would be negative (Wookey, Stackhouse, et al., 2005) and would imply the same amount of reflected energy for all directions and likely small amplitude due to the smaller impedance across the bridgmanite-ppv phase discontinuity (e.g., Cobden et al., 2015) .
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For aligned ppv, on the other hand, the models predict variable polarities (cases B, C, and D). Alignment of ppv crystals might also lead to magnification or reduction of the reflection coefficient in certain directions and therefore could create strong PdP waves or cases where no PdP is observed. This might explain strongly variable amplitudes of especially PdP waves and also to a certain extent SdS waves as, for example, observed in Weber (1993) , Thomas and Weber (1997) , Kito et al. (2007) , or Cobden and Thomas (2013) although scattering or topography may also be responsible for strongly variable amplitudes of PdP and SdS waves and absence of reflections from D″ (e.g., Scherbaum et al., 1997; Thomas & Weber, 1997) . In addition, along these low-reflection coefficient directions, the energy is transmitted in the underlying Figure 5 , with rotation of deformation direction by 36°from north and a tilted shear plane dipping ESE. To locate our measurements on the pole figures (scattered solid points, with fast polarization direction for splitting), we use the observed slowness-back azimuth values (Figures 2 and 3 ) and convert them into incidence angle and azimuth at the bounce point. (b) Schematic illustration of lowerhemisphere stereographic projection of best fit shear plane and deformation direction on top of a tomographic model (S40RTS; Ritsema et al., 2011) . Solid black point indicates slip (shear) direction (36°from north), and black arrow indicates dip direction (108°from north) and inclination (36°from horizontal) of best fit shear plane. medium, and therefore, local amplitude variations of PcP and ScS may also be partly explained through anisotropy in D″.
Carrying out the comparison between the different models and our observations, we then find that a phase transition from randomly oriented bridgmanite to LPO fabric in ppv, with the deformation direction rotated by (36°± 2°) clockwise from north, and subhorizontal slip plane (Figure 6a ).
Our preferred model predicts a ppv alignment accommodated by the [100](010) slip system. The same slip system is found in paleosubduction regions using shear wave splitting as well as by Thomas et al. (2011) for the D″ region beneath Eurasia and Caribbean, using reflections. infer the same slip plane using splitting measurements for a region located at the eastern edge of the African LLSVP.
Single-crystal anisotropic properties for ppv with horizontal (010) predict an azimuthal variation of fast polarization directions rapidly changing from SV to SH (Wookey & Kendall, 2007; Wookey, Stackhouse, et al., 2005) , which fits our observations. In regions of presumed dominant horizontal flow in the deep mantle, Walker et al. (2011) find a good correlation between the elastic anisotropy predicted by a plasticity model of fabric accommodated by the (010) plane and the global seismic observations in regions of dominant fast vertically polarized shear waves. Based on theoretical calculations, the slip system [100](010) is easiest to deform in ppv (Goryaeva et al., 2015 (Goryaeva et al., , 2016 , making the layered structures of the ppv weaker than bridgmanite and highly anisotropic. Further and more realistic scenarios will be tested in future work, including deformation of multiphase assemblies with ppv and ferropericlase (e.g., Tommasi et al., 2018) .
The observed complicated pattern in our splitting measurements is not surprising, given the postulated complexity of flow and deformation across the LLSVP borders (Romanowicz & Wenk, 2017) . Cottaar and Romanowicz (2013) found that anisotropy near the southern edge of the African LLSVP is strong outside the anomaly, rotates or weakens at the edge, and seems to be absent inside the LLSVP. Our data sample the western edge of the African LLSVP, and it is not entirely clear where its edge is located. Our observations might aid in constraining the edge of the LLSVP western boundary beneath the Atlantic in future work.
Previous studies tested anisotropy near our study region: Garnero, Moore, et al. (2004) used diffracted S waves and find weak anisotropy with horizontally polarized S wave slightly faster than the vertically polarized S wave beneath the Atlantic. However, their study uses Sdiff waves with horizontal paths in D″, while the ScS waves in our study represent wide-angle reflections. Moore et al. (2004) measured ScS splitting in our study region and found a dominant SV faster than SH in the distance range 70-80°, in agreement with our measurements. Nowacki and Wookey (2016) note that the distance must be considered for the interpretation of the splitting parameters, but in our results we find that the distance is less significant than the azimuth of the waves when only using the horizontal (nonrotated) cases. The splitting parameters along one azimuth are similar for all distances but can vary rapidly with changing azimuth. If, however, we rotate the models, the splitting parameters also vary with distance and not only azimuth. This behavior could possibly explain the strongly varying anisotropy found in the Pacific (e.g., Pulliam & Sen, 1998) .
We find with our combination of reflection polarities and splitting parameters that a phase-transitionrelated discontinuity might be responsible for the observed reflections. Using the slowness, back azimuth, and traveltime of the waves, we find a reflector at depth around 2,650 km with small topography. A reflector at about the same depth was also found by Weber and Körnig (1990, 1992) using data from the bulletin of the International Seismological Center (ISC). Plate tectonic reconstructions, based on tomographic models, find fast velocities located at depths greater than 2,600 km in our study region, which is associated with an ancient subducted slab, Atlantis, residing at the CMB (van der Meer et al., 2010 (van der Meer et al., , 2018 . The reflector found in our data set may represent the top of this slab, and the colder slab material could induce a phase transition from bridgmanite to ppv (Chaloner et al., 2009; Hernlund et al., 2005; Hutko et al., 2006) , but because we find moderate topography, the temperature variation in the region might be small. A purely thermal slab would create a different signature, in that the reflector would not be sharp and therefore not visible with short-period waves (Thomas et al., 2004) . To create a sharp reflector, as seen in our data set, one possibility is the alignment of minerals in the slab. In our modeling we tested scenarios with mineral alignment without a phase change, but their signature is 10.1029/2018JB016993 different from our observations (see Figure 5 , cases A and B). Also, aligned inclusions (i.e., case E) do not show any pattern as seen in our data. Therefore, based on our observations and modeling, we assume that we are observing a phase change from bridgmanite to aligned ppv in the studied region.
Topography of the top of the slab might deviate the seismic waves and could be responsible for the observed out-of-plane reflections in our region. Sidorin et al. (1999a Sidorin et al. ( , 1999b ) discussed the effect of lateral variation in temperature on the depth of a phase change in the deep mantle, and its impact on the height and topography of the D″ discontinuity and great circle path deviation of up to 12°for deep mantle D″ reflections were also reported by Weber (1993) as indication of topography of the D″ reflector. Topography of the D″ reflector was also found in previous studies sampling the Atlantic to the north of our region (e.g., Durand et al., 2018; Wallace & Thomas, 2005; Yao et al., 2015) . Topography, however, should not change our interpretation of the polarity measurements for the anisotropy since previous modeling (e.g., Thomas & Weber, 1997) has shown in a 2D case that there is a negligible effect of topography on polarity of the reflected waves, although 3D modeling should be tested in the future to fully demonstrate this.
One possibility could be that our study covers a strongly heterogeneous region. A modest degree of 3D heterogeneity beneath the Atlantic was found by Garnero, Moore, et al. (2004) . Given the complexity of the region investigated, located between subduction from South America slabs and the large low velocity region beneath Africa, these strongly heterogeneous structures as a cause for the observed pattern in polarity and splitting cannot be absolutely ruled out.
However, by assuming the simplest case of a homogeneous anisotropy model with the same mineralogy for our sampled region, the amount of anisotropy predicted by our final model ranges from 0.6% to 2.3% for a uniform 300-km D″ thickness that we constrain with our reflections. The estimated amount of anisotropy for the studied region falls into the observed range (0.5-3%) for those below subduction zones . This represents a lower bound to the estimated anisotropy in our studied region as it trades off with the assumed thickness of the anisotropic layer. Karato (1998) suggested that the anisotropy is more likely to be confined in the top part of horizontally sheared subducted cold slabs residing at the CMB. Although we are able to constrain the onset depth of the deformed anisotropic layer by using reflections from the top of such a layer (i.e., PdP and SdS waves), an estimation of its vertical thickness and therefore the thickness of the anisotropic region is not possible with our method, and detailed waveform studies are required to solve the vertical extent of the anisotropy , taking into account also the wavelengths of the waves used to probe the anisotropy. However, the example of SdS splitting ( Figure S6 ) seems to suggest that the measured splitting of ScS results from within the D″ reflector. The presence of additional reflections within D″ could indicate a lower boundary of the anisotropic region if the anisotropy is due to aligned ppv (Ammann et al., 2010; Thomas et al., 2011) since the double-crossing model (Hernlund et al., 2005) predicts the backtransformation of ppv into bridgmanite. We did not find secondary reflections in our data set, but using other epicentral distances and more data coverage could help to identify lower reflectors, if they are present.
Conclusions
We use a combination of splitting measurements of ScS waves and polarities of reflected P and S waves from the top of the D″ region to constrain anisotropy in the D″ region beneath the central Atlantic. The aim was to find out whether, using a combination of two methods, we could relax the criterion of using several azimuths to better constrain the style of anisotropy and the associated mineralogy.
Using array analysis, we found a reflector in the lowermost mantle beneath the central Atlantic Ocean at depth of about 2,650 km. This reflector shows azimuthal anisotropy as observed from PdP polarities that vary with distance and travel azimuth. The SdS waves, in contrast to the variable PdP wave polarity, shows a much simpler behavior with no azimuthal and distance polarity dependence. We find out-of-plane behavior of PdP and SdS waves and back-project the waves to their points of reflection since the true reflection point is needed to constrain the anisotropy models.
We find variable splitting in the D″ region using ScS waves corrected for upper mantle anisotropy in the source and receiver regions. The sampled area shows vertical fast polarization in the northwestern part varying to horizontal and tilted fast polarization in the central and southeastern regions, respectively. The splitting parameters found with our analysis rule out a simple VTI media for the investigated region, given their azimuthal variations.
Using the ray theory to model reflection coefficients for P and S wave D″ reflections and ScS splitting measurements, we find that a complicated pattern of reflections and splitting is expected. For example, the LPO of orthorhombic minerals such as bridgmanite or ppv will lead to azimuthal and distance dependency of polarities and splitting parameters in a different manner. Taking both observations, it is possible to probe seismic anisotropy in the deep Earth and distinguish between different mineralogical scenarios. By assuming a homogeneous anisotropy scenario with the same mineralogy and deformation style for our sampled region, our preferred model suggests a phase transition from isotropic bridgmanite to LPO fabric developed in ppv. To match the observations, we infer a subhorizontal (12°± 9°) SW-NE trending deformation direction (36°± 2°) and tilted shear plane (36°± 16°) dipping ESE with 110°± 20°from north.
We show that the joint information of P and S wave reflections together with results from S wave splitting along one raypath direction compensates for the lack of crossing raypaths usually needed to constrain causes for general azimuthal anisotropy and allows us to constrain mineralogy and deformation. Note that the splitting does not even have to be along the same raypath as the reflections. Extending the method to include other wave types, such as SKS/SKKS splitting or converted waves (PdS or SdP), could further reduce the need for azimuthal coverage of a region. This opens up the way for testing more regions for more general anisotropy and associated mineralogy.
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