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Abstract
A theorem of Bogolyubov states that for every dense set A in ZN we may find a large Bohr set
inside A+A−A−A. In this note, motivated by the work on a quantitative inverse theorem for
the Gowers U4 norm, we prove a bilinear variant of this result in vector spaces over finite fields.
Namely, if we start with a dense set A ⊂ Fnp × F
n
p and then take rows (respectively columns)
of A and change each row (respectively column) to the set difference of it with itself, repeating
this procedure several times, we obtain a bilinear analogue of a Bohr set inside the resulting set,
namely the zero set of a biaffine map from Fnp × F
n
p to a Fp-vector space of bounded dimension.
An almost identical result was proved independently by Bienvenu and Leˆ.
1 Introduction
An important theorem of Bogolyubov [3] states that whenever A is a dense subset of ZN , then
A+A−A−A contains a large Bohr set. This argument has played a crucial role in many important
results in additive combinatorics. For example, in his groundbreaking proof of Freiman’s theorem [8],
Ruzsa makes a clever use of this argument, and in the proof of Szemere´di’s theorem by the first
author [4] the argument appears in several forms.
The main question that we consider in this note is how to generalize the Bogolyubov theorem to
the bilinear setting. In this note, we focus on the case where the ambient group is Fnp .
Our motivation for this work was to obtain a tool that could be used to prove a quantitative
inverse theorem for Gowers U4 norms over finite fields. If we look at the proof of Szemere´di’s theorem
for arithmetic progressions of length 4 in [4], or the proof of Green and Tao’s quantitative inverse
theorem for U3 norms over finite fields [7], we see that Freiman’s theorem, and Bogolyubov’s argument
in particular, play an important role. Thus, in order to come up with a formulation of Bogolyubov’s
argument in the bilinear setting, it is natural to examine the proof in [4] for arithmetic progressions
of length 5. It turns out that the starting point is the following. If A is a dense set of the ambient
group G, without arithmetic progressions of length 5, then it has large U4 norm. This in turn, after
some algebraic manipulations, naturally gives a dense set X ⊂ G × G and a map φ:X → G (which
is defined by looking at large Fourier coefficients of some functions related to the indicator function
for A), with the property that φ respects many pairs of vertical parallelograms of same width and
1
height1. Once again, going back to the U3 norm case, in that setting we get a map that has many
additive quadruples, which immediately leads us to Freiman’s theorem. Thus, vertical parallelograms
should point us the way towards bilinear variants of Freiman’s theorem and Bogolyubov argument.
Given a set B ⊂ G, we may first define the set B1 of all (x, h) such that in the line {x}×G there is
a vertical segment of height h between points in B, i.e. there is y ∈ G such that (x, y), (x, y+h) ∈ B.
Let B2 be the set of all (w, h) such that there is a parallelogram of width w and height h in B. Observe
crucially that B2 is the set of all (w, h) such that in the line G × {h} there is a horizontal segment
of length w between points in B1. Thus, we obtain the set of all vertical parallelogram heights and
widths by convolving B with itself in the y-direction first, followed by a convolution in the x-direction,
and finally taking the support of the resulting function. This motivates the idea that the bilinear
version of Bogolyubov argument should involve convolving the starting set with itself a few times like
this, each time in a fixed direction.
It remains to decide what kind of structure we should aim for inside the support of the convolved
set. In the original Bogolyubov argument, we obtain a Bohr set, which is a set defined by solutions to
several inequalities of the form |α(x)− 1|≤ ǫ, where α is a character. In the finite-fields setting of a
finite fields, this becomes solving α(x) = 0 for several linear functionals α. Thus, a natural candidate
for the structured set would be the set of solutions to several equations of the form β(x, y) = 0, where
each β:G×G→ Fp is a bilinear map.
Let us note here that we also prove somewhat different versions of the bilinear Bogolyubov argu-
ment in the forthcoming papers [5], [6]. Our reason for writing a note on this result is that it might
be of separate interest and it is not exactly what we need in the proof of the inverse theorem.
2 Bilinear Bohr varieties and statement of results
To state the theorem, we must first give a few definitions. Let G and W be Fp-vector spaces
2. A
subset B ⊂ G×G is called a bilinear Bohr variety if there is a biaffine map (affine in each variable)
β:G×G→W such that B = {(x, y): β(x, y) = 0}. If k = dimW , then we say that B has codimension
at most k and write codimB ≤ k.
We convolve A ⊂ G×G with itself as follows. We first convolve once in y direction, thus defining
A(1) = ∪x∈G {x} × (Ax· −Ax·).
Next, we convolve twice in x-direction, setting
A(2) = ∪y∈G (A
(1)
·y + A
(1)
·y − A
(1)
·y − A
(1)
·y )× {y}.
1A vertical parallelogram of width w and height h is any quadruple of points of the form (x, y), (x, y + h), (x +
w, z), (x+w, z+h). We say that φ respects a pair of vertical parallelograms
(
(x, y), (x, y+h), (x+w, z), (x+w, z+h)
)
and
(
(x′, y′), (x′, y′ + h), (x′ + w, z′), (x′ + w, z′ + h′)
)
if φ(x, y) − φ(x, y + h) − φ(x + w, z) + φ(x + w, z + h) =
φ(x′, y′)− φ(x′, y′ + h)− φ(x′ + w, z′) + φ(x′ + w, z′ + h)
2All vector spaces in this note are finite-dimensional.
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Finally, we convolve twice in y-direction
A(3) = ∪x∈G {x} × (A
(2)
x· + A
(2)
x· −A
(2)
x· − A
(2)
x· ).
Theorem 1. Let A ⊂ G × G be a set of density c. Define the A(3) as above. Then A(3) contains
(U × V ) ∩BL where U, V are subspaces and BL is a bilinear Bohr variety defined by bilinear maps,
such that
codimU, codimV, codimBL ≤ pexp(log
O(1) c−1).
We remark that very similar results were proved independently by Bienvenu and Leˆ in [2].
This theorem has the following rather pleasant corollary.
Corollary 2. Let A ⊂ G×G be any set of density c such that, Ax· and A·y are subspaces for all x, y
(possibly empty sets). Then A contains (U × V ) ∩BL where U, V are subspaces and BL is a bilinear
Bohr variety defined by bilinear maps, such that
codimU, codimV, codimBL ≤ pexp(log
O(1) c−1)).
It would be interesting to find the correct bounds, or at least better ones, for Theorem 1. Also,
given the additional algebraic structure, it is possible that Corollary 2 can be proved more directly,
but at the time of writing we do not see how to do this.
Notation. We will write G for the ambient group, which is currently G = Fnp , and N for the size of G.
For a subset S ⊂ G×G, we write Sx· = {y ∈ G: (x, y) ∈ S} and S·y = {x ∈ G: (x, y) ∈ S}. Similarly,
if f :A ⊂ G × G → X is a function, for x ∈ G, we define function fx·:Ax· → X by fx·(y) = f(x, y),
and we analogously define f·y:A·y → X .
As is customary, Fourier coefficients will be defined using expectations. Thus, for f :G → C, we
define fˆ(r) = Ex∈Gf(x)ω
−r·x = 1
N
∑
x∈G f(x)ω
−r·x. Also, we use a slightly non-standard convolution
and we write f −∗ g(x) = Eyf(y + x)g(y).
Write f ≤ pol(a1, . . . , ak) or f = pol(a1, . . . , ak), if f is a function of a1, . . . , ak, and there is
a polynomial p in a1, . . . , ak, with positive coefficients only, such that f = O(p). We also allow
more complex, but natural, notation such as exp(− pol(x)) ≤ f ≤ exp(pol(x)) (this means that
|log f |≤ pol(x)). This is less standard substitute for the equivalent X = O(Y O(1)) notation, with aim
to make the bounds in proofs more readable.
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3 Proof of the main theorem
Before we embark on the proof, we need to recall a couple of lemmas. As one might expect, the first
one is the usual Bogolyubov argument.
Lemma 3. Let f :G→ [0, 1] be given. Then supp(f −∗ f)−∗ (f −∗ f) contains S⊥, where S =
{
r:
∣∣∣f̂(r)∣∣∣ ≥∣∣∣f̂(0)∣∣∣ 32} and |S|≤ ∣∣∣f̂(0)∣∣∣−2.
3
Proof. We have f̂ −∗ f(r) =
∣∣∣f̂(r)∣∣∣2 and ̂(f −∗ f)−∗ (f −∗ f)(r) = ∣∣∣f̂(r)∣∣∣4. Thus,
(f −∗ f)−∗ (f −∗ f)(x) =
∑
r
̂(f −∗ f)−∗ (f −∗ f)(r)ωrx =
∑
r
∣∣∣f̂(r)∣∣∣4ωrx =∑
r∈S
∣∣∣f̂(r)∣∣∣4ωrx +∑
r /∈S
∣∣∣f̂(r)∣∣∣4ωrx.
When x ∈ S⊥, we have ∑
r∈S
∣∣∣f̂(r)∣∣∣4ωrx =∑
r∈S
∣∣∣f̂(r)∣∣∣4 ≥ ∣∣∣f̂(0)∣∣∣4.
On the other hand,∣∣∣∣∑
r /∈S
∣∣∣f̂(r)∣∣∣4ωrx∣∣∣∣ ≤∑
r /∈S
∣∣∣f̂(r)∣∣∣4 < ∣∣∣f̂(0)∣∣∣3∑
r
∣∣∣f̂(r)∣∣∣2 = ∣∣∣f̂(0)∣∣∣3Ey∣∣∣f(y)∣∣∣2 ≤ ∣∣∣f̂(0)∣∣∣3Ey∣∣∣f(y)∣∣∣ = ∣∣∣f̂(0)∣∣∣4,
thus (f −∗ f)−∗ (f −∗ f)(x) 6= 0, and hence S⊥ ⊂ supp(f −∗ f)−∗ (f −∗ f). Finally,∣∣∣f̂(0)∣∣∣3∣∣∣S∣∣∣ ≤∑
r
∣∣∣f̂(r)∣∣∣2 = Ex|f(x)|2≤ Ex|f(x)|= ∣∣∣f̂(0)∣∣∣,
implying that |S|≤
∣∣∣f̂(0)∣∣∣−2.
The second ingredient we recall is the following lemma that appears implicitly in [4]. We actually
couple the work in Lemma 13.1 and Corollary 13.2 with Sanders’s bounds in Freiman’s theorem [9].
(Note that the proofs of Lemma 13.1 and Corollary 13.2 stay the same when translated to Fnp .)
Corollary 4. Let f :G×G→ C be any function with ‖f‖∞≤ 1. For any x, y, define a function
g(x, y) =
(
fx·−∗ fx·
)
(y).
Given ξ and a set B ⊂ G with density c, there is k = exp(pol(ξ−1, c−1)) and there are affine functions
α1, α2, . . . , αk:G→ G and a subset B
′ ⊂ B such that
|B′|≥ (1− ξ)|B|,
and such that if y ∈ B′ and
∣∣∣ĝ·y(r)∣∣∣ ≥ ξ, then
r ∈
{
α1(y), . . . , αk(y)
}
.
Proof. We note that Lemma 13.1 of [4] holds with exactly the same proof for G = Fnp instead ZN .
To prove this corollary, we iteratively pick large Fourier coefficients of ĝ·y. Lemma 13.1 then tells us
that any such choice, viewed as a map from G to G, has many additive quadruples. To relate such
a map to an affine map, we use the following corollary of the Balog-Szemere´di-Gowers theorem [1, 4]
and Sanders’s bounds for Freiman’s theorem [9].
Proposition 5. Let A ⊂ G and φ:A→ G by any map with at least cN3 additive quadruples. Then,
there is an affine map α:G → G such that α(x) = φ(x) holds for at least exp(− pol(log(c−1)))N of
values x ∈ G.
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We proceed as follows. Begin by taking all y ∈ B and for each y, list its large Fourier coefficients,
i.e. all r such that
∣∣∣ĝ·y(r)∣∣∣ ≥ ξ. By Parseval’s identity the number of such r is at most ξ−2, since
‖g·y‖∞≤ 1. At each step, we take some these coefficients, show that they are actually given by a
common affine map, and remove them from the list. The procedure terminates when the number of
y such that at least one of its large Fourier coefficients remains in the list becomes not greater than
ξ|B|.
Suppose that we still have more than ξ|B| of y that have at least one Fourier coefficient in the
list. Let A be the set of such y, and define σ:A→ G so that for every y ∈ A, σ(y) is still in the list.
Then ∑
y∈A
∣∣∣ĝ·y(σ(y))∣∣∣2 ≥ ξ3N,
so Lemma 13.1 of [4] tells us that σ has at least ξ12 additive quadruples. Proposition 5 implies that
there is an affine map α:G→ G that coincides in the value with σ in at least exp(− pol(log(ξ−1)))N
elements of G. Remove these elements from the list and repeat the argument.
The procedure therefore terminates after k steps, where k ≤ exp(pol(log(ξ−1))), giving affine
maps α1, . . . , αk:G→ G. Let B
′ ⊂ B be the set of y ∈ B whose all Fourier coefficients were removed
from the list. Thus, if y ∈ B′ and r satisfies
∣∣∣ĝ·y(r)∣∣∣ ≥ ξ, then we have r ∈ {α1(y), . . . , αk(y)}, as
claimed.
Bilinear Bohr varieties generate structure. We begin our work by proving that we may use a
bilinear Bohr variety B to generate structure in the following sense. Imagine we pick some rows in
G × G, (which we view as the input) and then select those columns that have a dense intersection
with the chosen rows and B (which we view as output). Then the set of coordinates of these columns
contains a dense subspace. Thus, given any input, we obtain a very structured output.
Proposition 6. Let S ⊂ G have size cN and let B be a bilinear Bohr variety defined by biaffine maps
β1, . . . , βk:G×G→ Fp of the form βi(x, y) = x · αi(y) for an affine map αi:G→ G. Let r(x) be the
number of y ∈ S such that x ∈ B·y, and let X =
{
x ∈ G: r(x) ≥ c
2pk
N
}
. Then X contains a subspace
V of codimension at most pk(k + 4c−1p2k).
Proof. Let first V0 ⊂ G = {α1(0), . . . , αk(0)}
⊥, a subspace of codimension at most k. Observe that
for x ∈ V0, we have (x, y) ∈ B if and only if x · α
L
i (y) = 0 holds for all i = 1, . . . , k. Thus, for x ∈ V0,
r(x) =
∑
y∈S
Eλ1,...,λk∈Fpω
−
∑k
i=1 λix·α
L
i (y) =
∑
y∈S
Eλ1,...,λk∈Fpω
−y·(
∑k
i=1 λiα
LT
i (x))
= Eλ1,...,λk∈FpN ·
(
EyS(y)ω
−y·(
∑k
i=1 λiα
LT
i (x))
)
= N · Eλ1,...,λk∈FpŜ
( k∑
i=1
λiα
LT
i (x)
)
,
where αLT stands for the transpose of the linearization of an affine map α.
Let R be the large spectrum of S, defined by R =
{
r ∈ G: |Ŝ(r)|≥ c
2pk
}
. Then c
2
4p2k
|R|≤∑
r
∣∣∣Ŝ(r)∣∣∣2 = Ey∣∣∣S(y)∣∣∣2 = c, so |R|≤ 4c−1p2k. Take any maximal subspace V1 ⊂ V0 such that
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R ∩ V1 = {0}, so codimV1 ≤ k + 4c
−1p2k. Finally, let
V2 = ∩λ1,...,λk∈Fp
( k∑
i=1
λiα
LT
i
)−1(
V1
)
,
which has codimension at most pk(k + 4c−1p2k). We prove that this is the desired subspace.
Let x ∈ V2. By definition, for any choice of λ1, . . . , λk, we have
∑k
i=1 λiα
LT
i (x) ∈ V1. Thus, if∑k
i=1 λiα
LT
i (x) ∈ R, then
∑k
i=1 λiα
LT
i (x) = 0. Hence,
either
∣∣∣Ŝ( k∑
i=1
λiα
LT
i (x)
)∣∣∣ < c
2pk
or
k∑
i=1
λiα
LT
i (x) = 0.
Therefore, let s be the number of choices of λ1, . . . , λk ∈ Fp such that
∑k
i=1 λiα
LT
i (x) = 0. In
particular, s ≥ 1, as we can set λ1 = · · · = λk = 0. From this we deduce that when x ∈ V2,∣∣∣pk
N
r(x)− s Ŝ(0)
∣∣∣ ≤ pk · c
2pk
=
c
2
,
so r(x) ≥ c
2pk
N .
Proof of Theorem 1. Let A ⊂ G × G be an arbitrary set of density c. First, convolve once in the
y-direction, setting
f(x, y) = Ax·−∗ Ax·(y).
Thus, the set A(1) is exactly the support of f . In particular, we have
Ex,yf(x, y) = Ex,yAx·−∗ Ax·(y) ≥ N
−3
∑
x
∣∣∣Ax·∣∣∣2 ≥ N−4(∑
x
|Ax·|
)2
≥ c2.
Next, convolve twice in the x-direction, and define a new map g:G×G→ C by
g(x, y) =
(
f·y −∗ f·y
)
−∗
(
f·y −∗ f·y
)
(x).
This time, A(2) = supp g.
First application of Bogolyubov’s argument. By Bogolyubov’s argument (Lemma 3), each row
of A(2) contains a subspace given by the orthogonal complement of the large spectrum Sy of f·y,
given by Sy =
{
r:
∣∣∣f̂·y∣∣∣ ≥ ∣∣∣f̂·y(0)∣∣∣ 32}, and we have ∣∣∣Sy∣∣∣ ≤ ∣∣∣f̂·y(0)∣∣∣−2, and ∣∣∣f̂·y(0)∣∣∣ = Exf(x, y). Since
Ex,yf(x, y) ≥ c
2, by averaging, we have a set Y ⊂ G of size at least c
2
2
N such that Exf(x, y) ≥
c2
2
for
all y ∈ Y .
Applying Corollary 4. Next, for any fixed ξ > 0, by Corollary 4, we obtain k ≤ exp(pol(log ξ−1)),
a subset Y ′ ⊂ Y of size at least |Y ′|≥ (1 − ξ)|Y | and affine maps α1, . . . , αk such that for y ∈ Y
′,
the Fourier coefficients
∣∣∣f̂·y(r)∣∣∣ ≥ ξ obey r ∈ {α1(y), . . . , αk(y)}. We take ξ such that for all
y ∈ Y , ξ ≤
∣∣∣f̂·y(0)∣∣∣ 32 . But, for y ∈ Y , we have ∣∣∣f̂·y(0)∣∣∣ ≥ c22 , so we may take ξ = c34 , making
k ≤ exp(pol(log c−1)).
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Let B be the bilinear Bohr variety defined by the k biaffine maps (x, y) 7→ x · αi(y). Hence, A
(2)
contains a set C of the form C = (G× Y ′) ∩B, for |Y ′|≥ c
2
4
N (as ξ ≤ 1
2
).
Second application of the Bogolyubov argument. Finally, convolve in y direction once again,
setting
D = ∪x {x} × supp(Cx·−∗ Cx·)−∗ (Cx·−∗ Cx·) ⊂ A
(3).
Let χ be the indicator function of Y ′, hence the indicator function of C is (x, y) 7→ B(x, y)χ(y).
By Bogolyubov’s argument (Lemma 3), for every x, the set Dx contains a subspace T
⊥
x , where
Tx =
{
r:
∣∣∣B̂x· · χ(r)∣∣∣ ≥ C3/2x } and Cx = ∣∣∣B̂x· · χ∣∣∣(0) = EyBx·(y)χ(y) = N−1∣∣∣Y ′∩Bx·∣∣∣, and |Tx|≤ C−2x .
Applying Proposition 6. We now apply Proposition 6 to Y ′ as the input set. We obtain a subspace
V of codimension at most 20c−2p3k such that x ∈ V implies that
∣∣∣Y ′ ∩ Bx·∣∣∣ ≥ c28pkN . In particular,
for all x ∈ V , we have Cx ≥
c2
8pk
. It remains to understand the structure of Tx and to relate it to the
large spectrum of the indicator function χ of Y ′. For this purpose, we recall some basic properties of
Fourier transforms.
Lemma 7. (i) For any coset u0 +W of a subspace, we have
û0 +W (r) = ω
−r·u0
W⊥(r)
|W⊥|
.
(ii) For any coset u0 +W of a subspace, we have(
χ · (u0 +W )
)̂
(r) = |W⊥|−1
∑
s∈W⊥
ωu0·sχ̂(r + s).
Proof. (i) Suppose that there is some w0 ∈ W such that w0 · r 6= 0. Let W
′ be a subspace such that
W ′ ⊕ 〈w0〉 = G. Then
û0 +W (r) = Ex(u0 +W )(x)ω
−rx = N−1
∑
x
(u0 +W )(x)ω
−rx
= N−1
∑
x∈W ′
∑
λ∈Fp
(u0 +W )(x+ λw0)ω
−r·(x+λw0).
Note that for each x, either (u0 +W )(x+ λw0) = 0 for all λ, or (u0 +W )(x+ λw0) = 1 for all λ, and
in either case
∑
λ∈Fp
(u0 +W )(x+ λw0)ω
−r·(x+λw0) = 0, proving that û0 +W (r) = 0 if r /∈ W
⊥.
On the other hand, if r ∈ W⊥, we then have ω−rx = ω−r·u0 for all x ∈ u0 +W , therefore
û0 +W (r) = N
−1
∑
x
(u0 +W )(x)ω
−rx = N−1
∑
x∈u0+W
ω−r·u0 =
|W |
N
ω−r·u0 = ω−r·u0
W⊥(r)
|W⊥|
,
as desired.
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(ii) We have
(
χ · (u0 +W )
)̂
(r) = Ex,yχ(x)(u0 +W )(y)ω
−r·x
∑
s
ω−s·(y−x)
=
∑
s
(
Exχ(x)ω
−(r−s)·x
)(
Ey(u0 +W )(y)ω
−s·y
)
=
∑
s
χ̂(r − s)û0 +W (s)
= |W⊥|−1
∑
s∈W⊥
ω−u0·sχ̂(r − s).
Recall that for all x, the set Dx contains T
⊥
x , where Tx =
{
r:
∣∣∣B̂x· · χ(r)∣∣∣ ≥ C3/2x } and Cx =∣∣∣B̂x· · χ∣∣∣(0) = EyBx·(y)χ(y) = N−1∣∣∣Y ′ ∩ Bx·∣∣∣, and |Tx|≤ C−2x . For x ∈ V , we have Cx ≥ c28pk , so
|Tx|≤ 64c
−4p2k. Note that Bx· ∩ Y
′ is relatively large, and
Bx· =
{
y: (∀i ∈ [k])x · αi(y) = 0
}
= ∩i∈[k]
{
y: x · αi(y) = 0
}
= ∩i∈[k]
{
y: x · (αLi (y) + αi(0)) = 0
}
= ∩i∈[k]
{
y:αLTi (x) · y = −αi(0) · x
}
,
thus, for x ∈ V , the set Bx· is a coset of {α
LT
i (x): i ∈ [k]}
⊥. By Lemma 7, we have∣∣∣B̂x· · χ(r)∣∣∣ ≤ Es∈({αLTi (x):i∈[k]}⊥)⊥ |χ̂(r + s)|.
In particular, if T =
{
r:
∣∣∣χ̂(r)∣∣∣ ≥ c324p3k/2}, then we have that
if r /∈ T + {αLTi (x): i ∈ [k]}, then
∣∣∣B̂x· · χ(r)∣∣∣ < c3
24p3k/2
≤
∣∣∣B̂x· · χ(0)∣∣∣3/2.
From this, we conclude that Tx ⊂ T + {α
LT
i (x): i ∈ [k]}, for all x ∈ V , and therefore D contains V ×
T⊥)∩BL, where BL is the bilinear Bohr variety defined by maps (x, y) 7→ x ·αLi (y), codimV ≤ p
k(k+
4c−1p2k), |T |≤ 600c−6p3k and k ≤ exp(pol(log c−1)). This concludes the proof of the theorem.
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