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ABSTRACT 
Let F be a field. If A is an n X n matrix over F, we denote by i(A) the number 
of invariant polynomials of A different from 1. We shall prove that if A, B are n x n 
matricesoverFandtE{l,...,n),theni(A)+i(B)gn+tifandonlyifthereexists 
a nonsingular matrix X over F such that i( XAX- ’ + B) < t, except in a few cases. 
If f and g are polynomials over a field F, we write f: > g whenever f 
divides g. We always take, as invariant polynomials of a matrix over F, manic 
polynomials. Given a polynomial 
f(x)=xk+ak_lXkpl+ ... +a,, 
with k > 1, over F, we denote by C(f) the companion matrix of f(x). The 
matrix C(f) is nonderogatory, and its only invariant polynomial different 
from 1 is f(x). If A is an n X n matrix over F and 
are its invariant polynomials different from 1, then the matrix 
K = C(f,)@ . . . @C(fJ> 
where @ denotes direct sum, is similar to A. We denote by i(A) the num- 
ber r. 
*This work was done within the activities of the Centro de Algebra da I~niversitlatle de 
Lislma (I.N.I.C.). 
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Let F be an extension of F containing the eigenvalues of A, and let 
RF(A)= minrank(A+cllZ), 
asi 
where I= I, denotes the n x n identity matrix. For every (Y E F, 
rank(A+aZ)=rank(K+aZ) 
= xrank( C( f;)+ &I,,,) > n - r, 
where I,,$ denotes the identity matrix with the same size as C(x). If the 
polynomials A(x) are ordered so that 
f&r): > “‘: Q(x) 
and (~a E 3 is a root of fi(x) [~ya is also a root of x(x), and therefore an 
eigenvalue of C(x)], then 
Thus 
R@(A)= n -i(A). (I) 
This equality is also proved in [2] using the Jordan normal form of A. 
It is proved in [2] that if A, B are n X n matrices over F and there exists a 
nonsingular matrix X such that XAX-’ + B is nonderogatory, then i(A)+ 
i(B) < n + 1. In a remark the authors conjectured that the converse of this 
result is also true under slight restrictions on F. In the present paper we show 
that the conjecture is true. Moreover we prove a generalization (Theorem 1 
below) of the result just quoted, and then we study its converse. 
THEOREM 1. Zf A, B are n X n matrices over a field F and there exists a 
nonsinguZarmatrixXsuch thati(XAX-‘+B)<t, TV (l,...,n}, theni 
+i(B)<n+t. 
Proof. (Adapted from the proof of Theorem 1 of [2].) Let p be an 
extension of F containing the eigenvalues of A, B, and XAX-’ + B, and 
suppose that i(XAX-‘+ B)< t. By (1) 
Rp(XAX-’ + B) > n - t. 
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Then for every (Y, /? E P 
rank(A+oI)+rank(B+PZ)= rank(XAX~‘+aZ)+rank(B+PI) 
>rank(XAX-‘+B+(cY+j3)I) 
an-t. 
Thus 
Rp(A)+R,(B)an-t. 
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Using again (l), we have 
i(A)+i(B)<n+t. 
The proof is complete. n 
The converse of Theorem 1 is not always true. Restrictions on F are in 
fact necessary, as was anticipated in [2]. We give a counterexample. Let F be 
the field (0, l}, and let A, B be matrices similar to 
0 1 
[ 1 1 1 over F. It is not 0 1 
difficult to verify that the only matrices similar to 1 
[ 1 1 over F are 
[: :1 and [: it!* 
These matrices are nonderogatory, and therefore 
i(A)+i(B)=2<2+t, 
with t = 1. On the other hand, for every nonsingular matrix X over F, 
C-XAX-‘+I3 
is the identity or the zero matrix. Thus C is derogatory and satisfies 
i(C)=2,t. 
However, the next theorem shows that this is the only exception to the 
converse of Theorem 1. 
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THEOREM 2. Let A, B be n X n matrices over a field F such that 
i(A)+i(B)<n+t, 
with t E {l,..., n ). Then there is a non.singular matrix X over F such that 
i(XAX-’ + B) < t, 
except if, simultaneously, F = (0, I}, n = 2, t = 1, and A, B are similar to 
over F. 
The following corollary is a trivial consequence of Theorem 2. 
COROLLARY. Let A, B be n x n matrices over a field F such that 
i(A)+i(B)<n+l. 
Then there is a rumsingular matrix X over F such that XAX- 1 + B is 
nonderogatory, except if, simultaneously, F = (0, l}, n = 2, and A, B are 
sinlilur to 
0 1 
[ 1 1 1 over F. 
This corollary gives a complete answer to the question of G. N. 
de Oliveira, E. Marques de SB, and J. A. Dias da Silva. 
Now we shall prepare the proof of Theorem 2. 
REMARKS. 
(1) Given an n X iz matrix C of the form 
(i.e., ck, 1’ = 0 if r > k + 1) over a field F, we denote by x(C) the number of 
indices ICE {l,...,n-1) suchthat c~,~+~ f 0. Clearly if i? is an extension of 
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F containing the eigenvalues of C, we have 
R@(C) >, x(C). 
Then by (1) 
i(C) < n - x(C). 
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(2) If K = K,@ . . . CBK, is an n x n matrix where each block K i is of the 
form 
0 1 
0 
. . 
0 
1 
0 1 
h a. 
(3) 
(i.e., each block Kj is the companion matrix of a polynomial), then 
x(K)=n-T. 
LEMMA 1. Let 
K = K,@ . . . @K,, L = L,@ . . . CDL, 
be n x n matrices (n >, 2) over a field F, where each block K i, Li is of the 
c:;yk Suppose that r + s > n + 1, i.e. x(K)+ x(L) < n - 1, and that the 
c ,,“‘> K r~ 1 and the blocks L,, . . . , L, 1 are ordered by nondecreasing 
order of their sizes. Then there exists m E { 1,. . . , n - l} such that 
K = M,@ M,, = N,@N,, 
where M,, NI are m x m matrices which satisfy 
x(M,)+x(N,)=x(M,+N,)=m-1. 
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Proof. The proof is by induction on n. If n = 2, the condition r + s > n 
+ 1 implies that r = s = 2. Then K = K,@K,, L = L,@L,, and x(K,)+ 
x(L,)= x(K, + L,)= m - 1, with m = 1. 
Now suppose that n > 2. We can partition K and L as follows: 
where M, N are (n - 1) x (n - 1) matrices and * denotes unspecified blocks. 
Suppose that i = j = 1. This means that none of the blocks 
K i”“’ KY_,, L,,...,L,_, is scalar (i.e., 1 x 1). Thus we must have 
n-l 
r, s 6 ----1. 
2 
Then r + s d n + 1, contradicting the fact that T + s > n + 1. Therefore one 
of the elements i, j is zero. 
If i = j = 0, then K,, L, are scalar blocks and the blocks denoted by * 
are zero blocks. Taking m = 1, the result is clear. 
Finally suppose that one and only one of the elements i, j is zero. We 
have x( A/i)+ x(N) < n - 2. By the induction assumption there exists m’ E 
{l,..., n - 2) such that 
M = M,@M,, N = N,@N,, 
where M,, N, are m’ X rn’ matrices which satisfy 
x(M,)+x(N,)=x(M,+N,)=m’-1. 
Taking m = m’ + 1, the result is again clear. The proof is complete. 
LEMMA 2. Let 
K = PC,@ . . . CBK,, L = L,@ . . . CBL, 
be n x n matrices over a field F, where each block K,, Li is of the form (3). 
Suppose that r+s=n+t, i.e. x(K)+x(L)=n-t, with tE{l,...,n}, 
and that if the blocks K, ,..., K,, L, ,..., L, are not all scalar, then at least 
one of the blocks K,, L, is nonscalar. Then there are nonsingular matrices 
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X, Y mer F such that the matrix C = XKX-’ + YLY-’ is of the form (Q), 
x(C) = n - 1, and 
X(0 ... 0 l)r=(O ... 0 x)‘. 
Y(0 ... 0 I)‘=(0 ..’ 0 Y)r, 
withx,y#O. 
Pro05 The proof is by induction on n. If n = 1 the result is trivial. We 
now suppose that n > 1. Let 
0 
6 ’ :I i 
al 
0 
0 
:I 
j 
T 
be n x n matrices satisfying the conditions of the lemma, where i, j E (0, l}, 
and where K,, L, are (n - l)X(n - 1) matrices. 
Case 1. Both blocks K,, L, are scalar. Bearing in mind the assumptions 
of the lemma, we conclude that all the blocks K,, . . . , K,, L 1,. . . , L, are 
scalar. Then r + s = 2n, and t = n. Therefore the matrices X = Z and Y = I 
satisfy the conclusions of the lemma. 
Case 2. One and only one of the blacks K,, L, is scalar. Assume that 
K, is scalar. Then i = 0 and j = 1. If the blocks K,,. . ,, K, are all scalar 
(r = n), then the condition r + s = n + t implies that s = t and x(L) = n - t. 
Taking X = Y = I, the conclusions of the lemma are satisfied. 
If at least one of the blocks K,, . . . , K,_ 1 is nonscalar, we choose a 
pemmtation matrix PO such that the matrix Kg’ = POKOP; ’ is obtained from 
K, by a permutation of the blocks K,, . . . , K,_ 1 and has a nonscalar block in 
the last position. Note that 
X(Kj,“)+x(L,)=x(K,)+x(L,)=n---t. 
By the induction hypothesis there are nonsingular matrices X,,Y, such that 
C,, = X,,Kh”X,’ +YOLOY[l is of the form (2), x(C,)= n - 1 -t, and 
X,,(O .. . 0 l)T= (0 . . . 0 x)~, Y,(O . . . 0 l)r=(O .. . 0 ZJ)~, with 
8 
n, y # 0. If X = (X0@ l)(Z’,@ l), Y = Y,@ 1, then 
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is of the form (2), x(C) = n - t, and X(0 . . 0 l)r= Y(0 . . . 0 l)‘= 
(0 . . . 0 1>r. 
Case 3. Neither of the blocks K,, L, is scalar, and at least one of them is 
rwta 2X2 matrix. Choose permutation matrices P, Q such that the matrices 
K’“=PKP-’ L(“=QLQ-’ are obtained from K, L by permutations of the 
blocks Ki, Lj’such that the last blocks K,, L, remain invariant and the others 
are ordered by nondecreasing order of their sizes. Let 
Note that the matrices K”‘, L”’ are not 2X2 matrices, since in this case 
7+~=2<2+t=~+s(t~{1,2}), h h w ic is impossible. Thus by Lemma 1 
there is m E { 1,. . . , n - 2} such that K&l’ = Ml@ M,, L’$ = N,@ N,, where 
M,, N, are m X m matrices and 
x(M,)+x(N,)=x(M,+N,)=m-1. 
Let 
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Clearly we have 
X(M2) = x(N2.) =x(K)+x(L) - x(w) - x(W - 2 
=(n-m-1)-t. 
By the induction hypothesis there are nonsingular matrices X,, Yz such that 
C, = X,M,X,’ + Y2N2Y;l is of the form (2), x(C,) = (n - m - l)- t, and 
X,(0 ... 0 l)T =(0 ... 0 r)r, Y&O ... 0 l)r=(O . e. 0 y)r, with 
x, y # 0. If X(l) = Z,,,@Xs@ 1, Y(l)= Z,,@Ys@ 1, we get 
0 
1 = _t_ f 
0 
$1) , 
0 
Y 
* b 
where M&l) = X,M,X,‘, N,“) = Y,N,Y;‘. Note that X(‘)P(O . . . 0 l)r = 
Y”‘Q(0 . . * 0 1)r = (0 . . * 0 l)? 
We shall in the sequel successively construct matrices Kc3’, . . . , K(P) (all 
similar to Kc2)) and Lt3) >..*, Lc4) (all similar to Lc2’), such that the matrix 
Kcp) + Lcq) is of the form (2) and x(KcP’ + ~5’~)) = n - t. Moreover, to these 
similarity transformations will always correspond nonsingular matrices Zck) 
such that K(k+r) = Z(k’K(k)Z(k)-r and Z(k)(O . . . () 1)T = (0 . . . () Z(k))T 
and nonsingular matrices Wck’ such that ,rjk+ 1) = W’k’L’k’W’k’- 1 and w’ky; 
. . . 0 1y-z (0 . . . () &))T. 
First, with suitable changes of rows and columns we obtain matrices 
Kc3’ , Lc3’ similar to Kc’), Lc2): 
K’3’ = > L(3) = 
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Adding, in the matrix K c3), the nth column to the (n - m)th column and 
then subtracting the ( n - m)th row from the nth row, we obtain 
K(4) = 
M$Q 
0 
* 
0 0 
0 0 : 
0 --I x x Ml 0 * a 
Now adding the (n - m - 1)th row to the (n - 1)th row, and subtracting the 
(n - 1)th column from the (n - m - 1)th column, we obtain from Kc4) 
Note that the matrices ML" and M{‘) are different from M&” and M,, 
respectively, at most in the last row. Thus the matrices ML') + NJ" and 
Mi') + N, are again of the form (2) and satisfy 
X(M$2)+N,'1))=~(M~')+iV~1))=(n-m-l)-t, 
X(M$‘)+N,)=X(M,+N,)=m-1. 
Now we multiply the nth row of I,@) by - x-‘y, and its nth column by 
- y lx. We get the matrix 
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Finally, it is clear that K (5) + .Lc4’ is of the form (2) and 
=n-t. 
Moreover, from our argument we can easily obtain nonsingular matrices X, Y 
such that Kc5’ = XKX- ‘, Lc4) = YLY- ‘, and these matrices satisfy X(0 . . . 
0 l)r=(O ... 0 w)‘, Y(0 ... 0 l)T=(O ... 0 z)‘,withw,z#O. 
Case 4. The blocks K,, L, are 2 x 2 matrices: 
We have two alternatives: 
(i) If the blocks K,, . . . , K,_l, L,,. . . , L,- 1 are not all scalar we choose 
permutation matrices P, Q such that the matrices MC’) = PMP-‘, NC’) = 
QNQ- ’ are obtained from M and N, respectively, by permutation of these 
blocks, and at least in one of the matrices M(l), N(l) the last block is 
nonscalar. Clearly 
x(M(lJ)+~(N(‘))=~(M)+~(N)= n - t -2. 
By the induction hypothesis M (I) N(l) are similar to matrices MC’), NC2), , 
respectively, such that Mc2) + NC21 is of the form (2) and x(MC2) + Nc2)) = 
n-t-2. 
(ii) If the blocks K, ,..., K,_l, L, ,..., L,-, are all scalar [this means that 
t=n-2,and x(M+N)=O=n-t-2],wetakeM(2)=Mand Nc2)=N. 
In either of the above alternatives we can say that K, L are, respectively, 
similar to 
K”‘= [ %], L(“= [ ‘++ 
with x( MC’) + NC2’) = n - t - 2. Clearly these matrices are, respectively, 
similar to 
K(Z)= [j-+], L’2’= rj--$]. 
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With an argument analogous to that used in case 3 we prove that 
KC2), LC2) are, respectively, similar to 
I L(3)= [y-j-$], 
where Mc3’ is different from MC’) at most in the last row. Thus MC"' + Nc2' is 
of the form (2) and satisfies 
x(M(3)+ 7’$2’) = X(M’2’ + N(2)) = n _ t _ 2 
Therefore KC3’ + LC3’ is of the form (2) and satisfies x(Kc3) + L(“)) = n - t, 
and again we can exhibit nonsingular matrices X, Y such that K@) = XKX- l, 
LC3’ = YLYP’, and these matrices satisfy X(0 . 0 l)T = (0 1 .0 w)~, 
Y(0 . . . 0 l)T=(O . . * 0 z)~, with w, z # 0. The proof is complete. n 
LEMMA 3. Let 
K = K,$ . *. CBK,, L=L,cT3 **. CDL, 
be n x n m&ices over a field F, where each block K,, Lj is of the form (3). 
Suppose that r + s < n + 1, i.e. x(K)+ x(L) > n - 1. Then there are mmsin- 
g&r matrices X, Y over F such that the matrix C = XKX- ’ + YLY- ’ is of the 
form (2) and x(C) = n - 1, except if, simultaneously, 
F= {OJ}, K=O 1 [ 1 1 1’ and L= 0 1 [ 1 1 1’ 
Proof. The proof is by induction on n. If n = 1 the result is trivial. 
Suppose that n = 2, and let K, L be 2 X 2 matrices satisfying the conditions 
of the lemma. Unless the field F has characteristic 2, 
K= o 1 
[ 1 b a’ 
and L= 0 1 
[ 1 d c’ 
the matrix K + L is of the form (2) and satisfies x(K + L) = 1= n - 1. If 
F# {OJ}, I<=” [ 1 b a’ and L= 
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then taking x E F - (0, l}, it results that 
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c= [ ,” ;]I( y)” :,I-‘+L= [ _r_:b+d ,::‘I 
is of the form (2) and - x + I + 0, that is, x(C) = 1. Finally, if F = (0, I} and 
(i)ifK=[i j, ~=[i k],itresultsthat 
(iii) if K=[t !I, L=[i j, with d = 0 or c = 0, then the situation 
is analogous either to (i) or to (ii). 
If 
F={O,l} and K=L= : : , 
[ I 
the only matrices similar to K are K itself and 
x(C) = 0. 
Suppose now that n > 3, and let K, L be n X n matrices satisfying the 
conditions of the lemma. The case r + s = n + 1 was already studied in 
Lemma 2. Assume now that r + s < n. Note that in these conditions there is 
at least one nonscalar block among K,, . . . , K, and another among L,, . . , L,. 
Take permutation matrices P, Q such that K(l) = PKP-’ and L(l) = QLQ- I 
are obtained from K and L by permutations of the blocks Ki, Lj such that 
these are ordered by the nondecreasing order of their sizes. Let 
K’” = 
0 
M : 0 
0 -1 i 0 0 1 * b a L(l)= 
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where M, N are (n - 2) X( n - 2) matrices and i, j E {0, 1). The condition 
T + s d n, i.e. x( K(r))+ x( L”‘) >, n, implies that x(M)+ x(N) 2 n - 4. 
Case 1. x(M)+x(N)= n - 4. Clearly we must have n > 4, i, j = 1, 
and~(K~1~)+~(L~‘~)=n.ByLemma1thereism~(1,...,n-3}suchthat 
M = M,@ Ma, N = Nr@Nz, where M,, Nr are m x m matrices which satisfy 
x(M,)+x(N,)=x(M,+N,)=m-1. 
Let 
We have 
=(n-m-2)-1. 
Now we consider two situations (cases 1.1 and 1.2 below). 
Case 1.1. The matrices M,, N2 are not 1X1 (i.e. n-m- 2 > l), and 
M,=M,@O, N,=N,@O, where Ms,Ns are (n-m-3)X(n-m-3) 
matrices. Then we have 
KC’) = 
MI 
0 
M3 
++-- 
0 1 0 
0 0 0 1 
L Ieba 
1 I- 
I’ 
L’” = 
1 0 0 0 1 fdc 
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with e, f E F. Since 
x(4)+ x(4) = x@f,)+x(~J = fl- m - 37 
by the induction hypothesis the matrices M, and Na are similar to matrices 
M$” and NJ’), respectively, such that A46’) + N3(‘) is of the form (2) and 
x( ML” + N,‘l’) = (n - m - 3) - 1. Putting M$‘) and N3(‘) in the place of Ma 
and A$, respectively, and then performing appropriate permutations on rows 
and columns, we obtain the matrices 
similar to KC” and L(r), respectively. In the matrix KC2’ we perform the 
following operations: (i) we add the (m + 2)th column to the second column, 
and subtract the second row from the (m +2)th row; (ii) we add the first row 
to the (m + 1)th row, and subtract the (m + 1)th column from the first 
column; (iii) we add the nth column to the (m +3)th column, and subtract 
the (m +3)th row from the nth row; (iv) we add the (m +2)th row to the 
(n - 1)th row, and subtract the (n - 1)th column from the (m + 2)th column. 
We get 
K’3’ = 
Mi” I 0 1 0 0 
* * * Mp' 
0 
1 
* * * * a 
where M$" and ML" are different from Ml and Ml'), respectively, at most in 
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the last row. Now in the matrix Z,@’ we multiply the first row and the first 
column by - 1, and also the last row and the last column by - 1. We get 
Then K(s) + Lc3) is of the form (2) and satisfies 
X(K’3’+L(3))=X(Mll)+N~)+X(M~z)+RJ~1))+4 
=n-1. 
Case 1.2. At least one of the matrices M,,N, is not of the form required in 
case 1.1. Now the matrices M, and Na satisfy the hypothesis of Lemma 2. 
Therefore there are nonsingular matrices X,, Y2 such that C, = X, M,X, 1 + 
Y,N,Y; ' is of the form (2), x(C,) = (n - m - 2) - 1, and X,(0 . . 0 1)r = 
(0 ... 0 x)?‘, Y,(O . . + 0 l)r= (0 . . . 0 q)r, with x, y # 0. Taking X(r) 
= I,,,@ X,8 I,, Y(l) = I,,,$ Y&Z,, it results that 
-4 1 0 
0 
M&l’ ! 0 I 0 0 x 0 0 1 b a 
where M&" = X, M,X; ', NJ" = Y2N2Y2- '. With suitable changes of rows and 
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columns we get matrices 
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similar to KC” and LC2’, respectively. Adding the first column to the (n - m)th 
column, and subtracting the (n - m)th row from the first row, we obtain 
from KC3’ 
0 
Mi" 
0 
* 
u 
0 
. 0 
0 
x 
MI 
* 
1 
0 
0 
- 
a_ 
Now,foreachi~{n-m,..., n - l}, we add the nth column multiplied by 
a suitable scalar (Y~ to the ith column, and we add the ith row multiplied by 
- (Y~ to the nth row. The ai’s are chosen so that u becomes a zero row. So 
we obtain a matrix 
similar to Kc4’. Using an argument analogous to that used in case 3 of Lemma 
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2, we can transform Kc5’ and Lc3’ into similar matrices 
* * M, : 
0 
1 
* * * a 
respectively. Clearly K’“’ + Lc4) is of the form (2) and satisfies 
C2z.w 2. x(M)+x(N)a n - 3 and 
F# {OJ} or M# !f : 
[ 1 or N# !f :. [ 1 
By the induction hypothesis M and N are similar to matrices MC') and N(l), 
respectively, which satisfy x( MC') + N(l)) =n - 3. Note that K(l), I,(‘) are 
similar to 
K(2) = 
0 0 1 
0 c 0 MO i b * a 
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respectively. So K , (I) L”’ are similar to 
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respectively. Using again an argument analogous to that used in case 3 of 
Lemma 2, we obtain matrices 
* 1 0 ‘.. 0 1 
0 
K(4)= * 
_I-tr_ 
j@’ ! ) L’“’ = 
0 
1 
* * * 
similar to K@’ and Lc3’, respectively, where MC2’ is different from M(l) at 
most in the last row. Therefore Kc4’ + Lt4’ is of the form (2) and satisfies 
x( Kc4’ + Lc4’) = n - 1. 
Case 3. x(M)+x(N)> n - 3, 
F = {OJ}, 
Then 
0 1 0 0 
K(l)= I 1 1 0 0 0 0 0 0 b 0 1 1’ a 
Take 
1 
1 1 ’ 
and N= 0 1 
[ 1 1 1’ 
L(l) = I 0  1 0 1 0 cl 0 c1’ 1 
1 0 0 0 
0 
0 1 
0 10 
0 I 
0’ 
 0 0 1 
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These matrices are nonsingular, and 
x-l= I 
1 0 0 0 
0 1 1 
110 
 0 0 0 1 0’ Y-‘=Y. 1 
Now the matrix 
is of the form (2) and satisfies x(C) = 3. The proof is complete. n 
Proof of Theorem 2. Let A, B be n X n matrices over F such that 
i(A)+i(B)< n + t, with t E {l,...,n}. Assume that they do not satisfy the 
exception mentioned in Theorem 2. 
Choose nonsingular matrices M, N such that 
MAM-’ = C( fi)@ . . . @C(A), 
NBN-‘= C(g,)@ . . . @c(g,), 
where r = i(A), s = i(B), fi,. . . , f, are the invariant polynomials of A, and 
g,,. . . , g, are the invariant polynomials of B. Taking K = MAM-‘, L = 
NBN-‘, and using either Lemma 2 or Lemma 3 we conclude that there are 
nonsingular matrices X, Y over F such that W= XKX-’ + YLY-’ is of the 
form (2) and x(W) >, n - t. 
We have noticed that if fi is an extension of F containing the eigenvalues 
of W, then Rp(W)>x(W). So Rp(W)>,n--t, that is, i(W)<t. Since 
similar matrices have the same invariant polynomials, we conclude that the 
matrix 
where Z = N-‘Y- ‘XM, satisfies i(ZAZ- ’ + B) < t. The proof is complete. n 
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Now we can ask whether results analogous to Theorem 1 and Theorem 2 
are valid in principal ideal domains. About this the author has proved 
Theorem 3 below. If A is an m X n matrix over a principal ideal domain 9, 
denote by u(A) the number of invariant factors which are unities of R. 
THEOREM 3. Let A, B he m X n matrices over a principal ideul domuin 
9 such that m + n > 2, und let r he an integer such that 1~ r < min{ m, n}. 
lf u(A) + u(B) > r, then there ure unirrwdular matrices X, Y (m X m and 
n x n, respectively) over W such that u(XAY + B) > r. 
The proof is very easy, but a little too lengthy. So it will not be presented 
here. The converse of Theorem 3 is not true. For example, if 9 = F[x] is the 
principal ideal domain of the polynomials f(x) over a field F, and A = XI,, 
B=(l-x)Z,,thenu(A+B)=u(Z,)=n and u(A)+u(B)=O. 
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