ABSTRACT Automatic age estimation from facial images has attracted increasing attention due to its promising potential in real-life computer vision applications. However, due to uncontrollable environments, insufficient and incomplete training data, strong person-specific and large within-age span variations, age estimation has become a challenging problem. Among published age estimation, hierarchical age estimation methods have achieved comparable performance improvement than single level approaches. Most of the published hierarchical approaches have mainly used support vector machines to classify age groups followed by support vector regression for withina-age group age estimation. In this paper, we present a novel hierarchical Gaussian process framework for automatic age estimation. It consists of multi-class Gaussian process classifier to classify the input images into different age groups followed by a warped Gaussian process regression to model group specific aging patterns. In this paper, we separately tune the hyper-parameters for each age group at the regression stage. Compared with existing single level Gaussian process approaches for age estimation, our approach is computationally efficient at both the levels of hierarchy. Partitioning data into different age groups and learning group-wise hyper-parameters is computationally more efficient than learning complete training data. Misclassifications at the group boundaries are compensated at the regression stage by overlapping the neighboring age ranges. Finally, through extensive experiments on two popular aging datasets, the FG-NET and the Morph-II, we demonstrate the effectiveness of our algorithm in improving age estimation performance.
I. INTRODUCTION
Human face conveys important information related to identity, gender, age and ethnicity. These attributes play an important role in facial image analysis applications. Among these attributes, age estimation from facial image has become an active research area in the computer vision community because of its real world applications in multimedia communication, Human Computer Interaction (HCI), law enforcement and security. In such applications, the estimated age can be further used to infer the system operations. For example, a tobacco vending machine can deny to sell cigarettes to minors and in electronic customer relationship management systems, advertisements can be displayed according to age of the customers. Facial aging is a complex process that affects the shape and texture of a face. These changes are dependent on intrinsic as well as extrinsic factors, such as environment, lifestyle, stress, diseases and exposure to the sun [1] . Due to these factors, age estimation from facial images is still a challenging problem.
There are two key components in automatic age estimation methods, one is feature representation and second is age prediction. Performance of the age estimation system relies on quality of the extracted facial aging features. Hence, various local feature descriptors have been used for extracting appearance features from an image. Guo et al. [2] proposed BioInspired Feature (BIF) to extract age related facial features for age estimation. Recently, BIF and its variants have been used in [3] - [6] for age estimation. Histogram based local features extracted from local neighborhoods have also been widely used in age estimation [4] , [7] - [10] . Multiple combinations of Local Binary Pattern (LBP) [11] , BIF and Principle Component Analysis (PCA) [12] are used as multi-feature vector in [4] . Fusion of local and global features is proposed in [9] , where Active Appearance Model (AAM) is used as global feature and LBP, Gabor and Local Phase Quantization (LPQ) [13] are used as local feature. Histogram of Oriented Gradients (HOG) is used in [7] , [10] , and [14] for age estimation. Scale Invariant Feature Transform (SIFT) [15] and LBP are used as feature vectors in [16] for global age estimation approach.
Age estimation has been considered either as a classification problem or a regression problem. In classification, age label is considered as a class, whereas, in regression it is treated as a continuous value. While classification tries to learn from age variations in the training data, regression utilizes the label information. Recently proposed learning algorithms for age estimation include support vector machine (SVM)/regression (SVR) [6] , Partial Least Squares (PLS) [5] along with its kernelized version (KLPS) [3] and Canonical Correlation Analysis (CCA) [5] . Ordinal hyperplane ranking algorithm (OHRank) [17] utilizes the relative order information among age labels. Apart from above mentioned regression methods, multi-task Warped Gaussian Process (WGP) regression has been proposed [18] for personalized age estimation. Computationally efficient extension of WGP has been proposed in [7] using Orthogonal Gaussian Process (OGP).
Recently, hierarchical approaches have been proposed for age estimation which use a combination of classification and regression. It has been observed that the performance of hierarchical age estimation is better than a single level classifier or regressor. Lanitis et al. [19] proposed a hierarchical approach in which the training images are first classified into three age groups and then group regression has been carried out. Published hierarchical approaches perform age classification using SVM and age specific regression using SVR for age estimation [6] , [9] , [20] with different choices of the facial feature. Misclassifications at the group boundaries are handled by overlapping age ranges before regression [6] , [9] . Instead of manual selection of age groups, Guo et al. [21] classified images using Locally Adjusted Robust Regression (LARR). Apart from above mentioned methods, recently convolutional networks and deep learning schemes have been successfully employed for age estimation [8] , [14] , [22] , [23] . In these schemes, number of convolutional, pooling and fully connected layers are combined to form a neural network. In such methods parameter selection is important for performance improvement.
In this paper, we propose a hierarchical framework for automatic age estimation from a single facial image using Gaussian Processes (GPs). Overview of the proposed approach for automatic age estimation is illustrated in Fig. 1 .
We extract the histogram based local features (HOG and SIFT) from a preprocessed image. The proposed hierarchical age estimation is achieved using multiclass Gaussian Process Classification (GPC) followed by within group Warped Gaussian process regression. The output of each group specific WGP represents the estimated age of the input image. Compared with the published hierarchical approaches [9] , [20] , [24] - [26] , this paper focuses on both the stages of hierarchy to achieve better estimation accuracy. First, we achieve improvement in age classification accuracy by incorporating Gaussian process classification. Next, we learn separate set of parameters for each age group at regression level to improve the robustness and accuracy of age estimation. All the existing state-of-the-art hierarchical approaches [9] , [20] , [24] - [26] , use SVM for age classification and SVR for with-in group regression. In this paper, we propose a novel hierarchical age estimation model which first time utilizes Gaussian process at both the levels of hierarchy.
The main contributions of this paper include: 1) a hierarchical Gaussian process framework for coarse-to-fine age estimation; 2) while existing hierarchical approaches use SVM-SVR pair for age estimation which involves heavy cross validation, we propose computationally efficient GPC-GPR pair for the hierarchical age estimation technique; 3) for each age group our approach separately tunes group specific parameters to learn aging patterns at different stages of life.
The rest of the paper is organized as follows. Section II reviews the related Gaussian process models. Section III describes the complete framework, including proposed hierarchical model, learning model parameters, prediction and discussion. Preprocessing, experimental protocol and results are presented in section IV. Finally, section V presents the conclusion of our work.
II. RELATED LEARNING METHODS
Non-probabilistic discriminative learning methods predict the class labels but do not provide an estimate of uncertainty [27] , [28] . Gaussian process is a powerful nonparametric Bayesian method for supervised learning. It provides probabilistic predictions and allows standard Bayesian approaches to be used for model selection. In this section, we briefly review regression and classification using GP priors [28] and its variant Warped Gaussian Process (WGP) [29] . VOLUME 7, 2019 A. GAUSSIAN PROCESS REGRESSION Consider a labeled set of N training data points
and corresponding real valued targets y = {y 1 , · · · , y N } T , where x i ∈ R D is input feature vector, D is the feature vector dimension and y i ∈ R is the corresponding observation. In GPR, it is assumed that each observation is generated from a latent function f and additive Gaussian noise ε i.e. y i = f (x i ) + ε, where ε ∼ N 0, σ 2 is zero mean Gaussian noise with variance σ 2 . Gaussian processes define a distribution over functions i.e. a draw from the GP is a function and not a single value. The GP is completely described by its mean and covariance function (also called as kernel) [28] . In GPR, a prior distribution of a latent variable f i is defined as, p (f|X, θ) = N (f|0, K), where N (µ, ) denotes the multivariate normal distribution with mean function µ, covariance matrix and θ represents kernel hyper-parameters. We have considered squared exponential kernel, which is represented
, where σ 2 f is scaling parameter and l is length parameter. The Gaussian noise ε assumption together with the regression model leads to the Gaussian likelihood i.e. p (y|f ) = N y|f , σ 2 I , where I is N × N identity matrix. The hyper-parameters of GP i.e. (θ, σ 2 ) can be estimated by maximizing the marginal likelihood (also called evidence). The marginal likelihood function can be derived as in (1),
where K T = K + σ 2 I represents a noisy covariance matrix. In Bayesian inference marginal likelihood (evidence) is used for learning model parameters [30] . Gradiant descent method is used for maximizing the marginal liklihood.
Once the hyper-parameters are estimated, the predictions for test data x * are calculated form the predictive distribution p (y * |x * , θ) which is Gaussian with mean µ * and variance σ * i.e. N y * |µ * , σ 2 * . Mean and variance of the predictive distribution are derived as in (2) and (3) [28] . Mean µ * of predictive distribution is used as prediction for x * .
B. GAUSSIAN PROCESS CLASSIFICATION
In general, a classification problem is stated as: Given a set of N labeled data points
, where x i ∈ R D , D is the dimension of the feature vector and y i are corresponding class labels, we are interested in classifying the test data x * . We will first consider a binary classification problem, a multi-class extension is discussed subsequently. In binary classification, the class labels are represented as, y = {−1, +1}. With GPC, the relationship between inputs X and class labels y is modeled as y i = f (x i ) + ε, where ε ∼ N 0, σ 2 is zero mean Gaussian noise with variance σ 2 and f is latent function. A likelihood function models the relationship between the observed class label and the hidden label f. In [28] for classification, logistic and the probit function are suggested as the likelihood function. Such assumption leads to intractable posterior as well as predictive distributions. Solution to this problem is to use either approximate inference methods [31] or numerical methods such as Markov chain Monte Carlo (MCMC) [32] . In contrast to GP classification in [28] , a label regression in [33] treats classification as a regression problem and class labels as real valued function. Along with the Gaussian likelihood, the noise is also considered as zero mean Gaussian with variance σ 2 . This setting leads to the analytically tractable solutions for predictions. This method is referred as least-square classification in [28] . Due to GP prior and Gaussian likelihood, the classification (label regression) problem is now similar to the GP regression. Learning in label regression is also achieved by maximizing marginal likelihood in (1). The gradient descent method is used for optimization, the gradient equations for hyper-parameters are calculated as follows,
Optimized hyper-parameters are used for computing predictive distribution of target value y * at a test data point x * . The class label corresponding to the test data x * is determined from the sign of (2) . Note that, along with the class label we also get the prediction uncertainty (3). Standard SVM does not provide such probabilistic formulation and also associated estimate of uncertainty (variance). Another benefit of GP model over SVM is that, it allows hyper parameters optimization by maximizing the marginal likelihood instead of the computationally expensive cross-validation. Most of the multi-label classifiers treat multi-class classification problem as one-vs.-all binary classification. In [33] , multi-class classification is performed using one-vs.-all strategy and majority voting scheme. The cost of learning kernels for multiclass problem using the joint likelihood is same as that of binary classification problem. In one-vs.-all classification, M binary classifiers are built. For m th class, a binary GP classifier is trained by considering training images of m th class as positive examples and all remaining training examples as negatives. Classification is carried out using a majority voting scheme. Let y m be the vector of binary class labels corresponding to the m th class. In multiclass classification, the final predicted class label is one that achieves the highest predictive posterior mean i.e.,
C. WARPED GAUSSIAN PROCESS
Use of GP model in any practical applications is limited since it assumes the distribution of the target data as a multivariate Gaussian in presence of Gaussian noise. It is unreasonable to assume that the generation mechanism of data can be well modeled only by a GP and the noise as well is Gaussian.
To handle such situations, the warped Gaussian process is proposed in [29] , where the regression targets are transformed (warped) by a nonlinear function such that the transformed data is well modeled by a GP. Similar to GP models, the input output relationship in WGP is modeled by defining a Gaussian distribution over a latent function f. But as stated above, in WGP, the regression targets are first transformed and next the likelihood is defined on the transformed targets i.e. on z i = g (y i ) and not on y i . Here g (·) denotes a monotonic transformation function parameterized by φ. Similar to GP, the kernel hyper-parameters and noise variance along with the transformation function parameters are estimated by maximizing the marginal likelihood. In WGP, the predictive distribution of a test data is similar to that of regular GP but it will be of the warped variable z and not of y. The prediction for test data in the observation space is then obtained by inverse warping function. The predictive distribution of z * is N µ z * , σ 2 z * and the prediction for x * is given by g −1 µ z * , where g −1 (·) is the inverse of g (·).
III. HIERARCHICAL GAUSSIAN PROCESS MODEL FOR AGE ESTIMATION A. PROPOSED HIERARCHICAL MODEL
A hierarchical age estimation method based on Gaussian process is proposed in this section. We identify a unique aging function for each age group. Since different aging patterns are observed during different stages of life, a group specific aging pattern is learned for each age group. An overview of learning in the proposed hierarchical age estimator is presented in Fig. 2 . In the classification stage, (see Fig. 2 ) a multiclass Gaussian classifier [33] is used to classify images into various age groups and a test face image is classified into one of the age groups (4 groups for FG-NET [34] and MORPH II [35] databases). The classification helps in coarse estimation of age of an individual. Age group wise classified images are then used to learn the age group specific aging pattern. In the regression stage, (Fig. 2 ) a separate WGP is trained within each group to make an exact age prediction. First time use of a GPC for age classification and within group WGP regression for age estimation are major contributions of this work. We consider that the input training data is classified into M classes X = X (1) , · · · , X (M) . Class wise training data is represented as X = x
where N j is number of training images in the j th class. For each class, a binary GP classifier with label regression is trained by considering training images of that class as positive examples and all remaining training examples as negatives. During testing, a majority voting scheme is used for classifying test data as in [33] . The algorithm 1 summaries the multiclass GPC for age classification. At the regression stage, for detail age estimation, we model each age group specific partitioned data using warped Gaussian process regression. The warping function for each group FIGURE 2. Hierarchical age estimator: classification is followed by within group age regressor with overlapping age range.
Algorithm 1 Algorithm for Multi-Class Classification
Training Input : Labeled pair of training data X , y Output: θ and σ {Step 1} Initialize model parameters θ and σ .
{Step 2} while likelihood < threshold do Update θ and σ using gradient decent and eqs. (4) and (5) Testing Input : x * , θ and σ Output: Class Label y * . Use eq. (6) to compute maximum vote to assign a class label.
follows the same non-linear model parameterized by φ as discussed further. Suppose the first stage of the hierarchical model classifies the training data into M age groups. The j th age group has N j data points i.e.
, where
i ∈ R D represents the feature vector of an i th image from j th age group and y (j) i ∈ R is its corresponding age. We define a latent function f i is given by
where
denotes facial images corresponding to j th age group and K (j) denotes the kernel matrix defined on j th group data X (j) using a kernel function k θ x, x parameterized by θ. The likelihood for each data point in j th group is defined on a transformed variable as in (8) 
where z
i . Optimal kernel parameters θ, noise level σ 2 and parameters of warping function φ are estimated by minimizing the negative log-likelihood. Since different aging patterns are observed at different age span, age group specific parameter estimation and prediction boosts the performance of the proposed approach. While making predictions, the test data x * is first classified into one of the age groups (let it belong to j th group), then we calculate the predictive distribution for z (j) * similar to the GP model. It should be noted that the predictive distribution for z (j) * is computed from the training data corresponding to only the j th class and not from the complete training data. This substantially reduces the computational complexity and hence the computational time.
In the existing GP based global age estimation methods [7] , [36] , the hyper-parameters are tuned for complete age range. Whereas, in the proposed method, the covariance function, warping function and noise for each age group have their own set of parameters. This implies proposed model learns separate hyper-parameters for each age group. This makes our method computaionally efficient than the existing GP based approches (comparison of computational complexity is presented in Section 3.4). Hence, it can effectively learn aging patterns observed during different stages of life. In person specific approach [18] , [19] , [37] separate parameters are estimated for each person. Also, personalized aging methods assumes person specific noise levels, which requires large number of training images per person to learn the optimized parameters. If number of subjects increases, the computational overload also increases as inverse of kernel matrix is involved in optimization of hyper-parameters and prediction as well. But, the proposed model assumes same noise level for images belonging to the same age group. Also, the size of kernel matrix in the proposed method depends on number of data points in a particular age group and not on total data points. Therefore, computational complexity of the proposed method is substantially less than that of GP based methods [7] , [18] , [36] .
B. LEARNING MODEL PARAMETERS
From the GP prior on z (j) and Gaussian likelihood, the marginal likelihood is calculated as follows, Let K
Due to the noise assumption together with the GP model, the marginal likelihood has a closed form. For numerical stability the negative log-likelihood is used for parameter estimation. The negative log-likelihood of WGP corresponding to j th class is given as follows,
i . We use gradient descent method to minimize the negative log-likelihood. The gradients of the negative log-likelihood with respect to model parameters (σ (j) , θ (j) and φ (j) ) are as follows:
where I Nj denotes N j × N j identity matrix and φ
(j)
i is i th element of φ for j th age group. Similar to MTWGP and OGP, we use the transformation function as:
where a, b, c > 0 and φ = (a, b, c, d)) T .
C. PREDICTION
The predictive distribution for z (j) * is Gaussian i.e. N µ * , ρ 2 * , where µ * is most likely outcome of z (j) * given x * and j th group training data. For a given test data point x * , our aim is to determine the corresponding output y * . Since the test point will be first classified as one of the age groups, the noise level σ (j) 2 for the test data is known before prediction. From (8) we get,
The predictive distribution is as follows,
The mean and variance of the predictive distribution is given as follows,
where µ * represents the predicted value for z * . Although, due to classification we know the noise level for z * , it is interesting to note that µ * is independent of the σ * . Therefore, even if the images near boundaries are misclassified, their prediction does not depend on σ * . But the level of uncertainty (confidence) is dependent on the group specific noise level. Thus, the estimation even on the group boundaries is robust. We use mean of the predictive distribution as the estimate for z * . The prediction for x * is given by inv g
φ (µ * ) as in (15) .
Algorithm 2 presents with-in group WGP regression. {Step 1} Initialize j th age group model parameters
{Step 2} while likelihood < threshold do Update σ (j) , θ (j) and φ (j) using gradient descent and˜gradient eqs. (11) 
D. DISCUSSION
While GPs provide excellent performance in regression as well as classification problems, its use in many practical applications is generally limited due to their unfavorable computational complexity. In case of Gaussian processes the complexity of training is O N 3 , while during prediction it is O (N ) for predictive mean and O N 2 for predictive variance [28] , where N is the number of training samples. To overcome this limitation, various computationally effective approximation methods have been proposed in the literature [38] - [41] . These methods have their own limitations such as selection of input points corresponding to inducing points in case of sparse approximations. In this work, we partition the input data points according to age groups and perform the group specific regression; this strategy substantially reduces the complexity both at training as well as prediction stage. In the first level, we have classified facial images into different age groups using [33] , where cost of training multiple binary classifiers is same as that of single binary classifier (see eq. (6)). Suppose, at the first level, the training samples are partitioned into M age groups and each group contains approximatelyÑ training samples, such that M <Ñ , and N < N . Thus using the proposed group specific learning, the training complexity is O MÑ 3 and prediction complexity is O Ñ and O Ñ 2 for mean and variance respectively. Since the proposed method do not need to optimize the inducing points as in sparse approximation, it is robust to overfitting even in case of high dimensional training data. Hence, the proposed hierarchical model scheme can efficiently capture different age variations observed during different stages of life corresponding to the age groups. Experimental results show much better performance of the proposed approach than that of the SVM-SVR pair [9] , [20] , [24] - [26] which involves heavy cross-validation and regularization.
IV. EXPERIMENTS AND RESULTS

A. PREPROCESSING
Different types of appearance variations are observed in facial images of both the facial aging databases, FG-NET and MORPH II. The facial images are either in gray-scale or color. In order to mitigate the influence of inconsistent colors, all the color images are first converted into gray-scale images. Since, images from FG-NET are personal collection of subjects, large amount of pose variation is also observed in FG-NET. The effect of pose, scale and translation variations in the image is corrected by following preprocessing: 1) images are rotated to align them vertically; 2) images are scaled so as to maintain same distance between eyes for all the images; and 3) images are cropped to remove background and hair regions.
Various local feature descriptors have been shown to be more effective in representing face images at various scales and orientations. Among the exiting local feature descriptors, we have used HOG due to its robustness. In the proposed method, after preprocessing, for every image, we divide it into a set of overlapping patches, and then apply the HOG descriptor on each patch to extract the HOG features. The final feature vector is represented by concatenation of histogram of each patch. While computing the features we have used three different scale (0.75,1,1.5) which results in high feature dimension. To reduce the dimensionality of the feature vector we apply PCA.
B. DATABASE AND EVALUATION METRICS
We have performed age estimation experiments on two facial aging databases: FG-NET and MORPH II. The FG-NET contains 1002 images from 82 different subjects (6 to 18 images per subject) collected by mostly scanning photographs of the subjects with ages ranging between newborns to 69 years old subjects. The average age gap for each person in FG-NET is 27.80 ± 11.75 years, which reflects long term growth of an individual. Even if the overall age range is large (0 to 69 years), almost 50% of the face images are younger than 13 years. MORPH II is much larger database than FG-NET. It contains about 55,314 face images in the VOLUME 7, 2019 age range 16 to 77 years. The images in this database represent adverse population with respect to age, gender, and ethnicity these parameters are included as metadata. Even though the total number of subjects in MORPH II is large, the number of face images per subject is small. Average number of face images per subject is 4 with average age gap of 1.35 ± 1.65 years per person reflecting relatively short term growth pattern.
Two measures generally adopted for evaluation and benchmarking of age estimation algorithms are Mean Age Error (MAE) and Cumulative Score (CS) [19] , [42] , [43] . The MAE is defined as the average of the absolute errors between the estimated age and the ground truth i.e. MAE = N k=1
Cumulative scores can be viewed as more important criterion for practical applications and is defined as CS (k) = N e<k /N × 100, where N e<k is the number of test images for which the absolute error by the age estimation algorithm is no higher than k years. The performance of the algorithm depends on the availability of the training images corresponding to the complete age range. Since available aging databases do not hold such a characteristic, different absolute errors have been observed for different age spans. Hence, along with MAE and CS we have also computed the age group wise average absolute error as one of the evaluation criterion. 
C. EXPERIMENTS ON FG-NET
Since the FG-NET contains only 1,002 faces, it could not be divided into typical 80% train and 20% test datasets. Therefore, to validate the age estimation algorithm, a popular test strategy for FG-NET database is Leave-OnePerson-Out (LOPO). We also follow the same strategy for comparison of our results with the state-of-the-art methods. To train our model for age classification, we first partition the training data set into four age groups. To balance the number of training samples in each age group, the data is partitioned such that each group has approximately the same number of samples. Accordingly, the age groups and corresponding number of samples in each age group are listed in Table 1 . We followed LOPO strategy also for classification. Overall accuracy of age group classification using Gaussian process classifier is 56.07% and corresponding confusion matrix is shown in Fig. 3 . The accuracy of 56.65% was achieved for class 1, with about 43% of class 1 test instances were misclassified as class 2 and only one instance was misclassified as class 3. The highest accuracy of 74.59% was achieved for class 2, with 25.41% of misclassification where part of the test instances were misclassified as classes 1, 3 and 4. It is interesting to note that even for class 4 about 45% accuracy was achieved which is far better than 5.9% in [9] . Also the classification errors below 56% were obtained for the classes 3 and 4, whereas in [9] classification errors above 70% were obtained for these classes. The better accuracy seen in the confusion matrix is mainly due to the balanced age distribution for each class. The low performance on class 3 and 4 is due to the large age span for both the classes compared to class 1 and class 2 as shown in Table 1 . Hard decision boundaries are mainly responsible for the overall confusion, effect of which is compensated in the group specific age estimation by overlapping of neighboring age spans.
The errors generated in the age group classification step are compensated by overlapping age ranges in the specific age estimation step. We selected 5 years overlap for with-in group age estimation. Table 2 reports the MAE and CS for the proposed approach and other methods on the FG-NET dataset following LOPO protocol. The proposed hierarchical age estimation scheme out performs several state-of-theart approaches [2] , [6] , [7] , [9] , [17] , [18] , [20] , [42] - [45] . However, [46] database which contain images of age span 16 to 77. Whereas, the proposed approach perform consistently better on both the databases. This implies, our method is able to effectively capture long term aging patterns (in FG-NET) as well as short term aging patterns (in MORPH II) and hence is more suitable for practical applications. Fig. 4 shows the CS for the proposed approach at error levels from 0 to 15 years on FG-NET database. The CS curve shows nearly 70% of the age estimation has an error less than or equal to 5 years old. Also, more than 15% of images are predicted with zero error. Since MAE reflects the overall performance of the system, it is equally important to calculate system accuracy within a particular age span. Hence, we have computed per age group MAE and CS of proposed approach. Fig.5 shows the per age group MAE of less than 5 years for the first two age groups. The per age group MAE is slightly higher than 5 years for the third age group (from 13-21 years), whereas, it is nearly 15 years for the forth age group. The main reason for this is the significantly skewed age distribution of FG-NET. Although the number of images in all the age groups are approximately same, the age span is different for each age groups. That is first and second age groups spans 6 years, third age group spans 7 years and the forth age group spans more than 45 years as shown in Table 1 . Therefore, it is clear that number of images per age in forth age group are significantly less compared to other age groups. Hence, it is difficult for a model to capture such a wide age range (22-70) with significantly less number of images. The MAE of class 4 largely contributes to the degradation of overall MAE. Fig. 6 shows examples of good and poor age estimations by our approach on FG-NET database.
D. EXPERIMENT ON MORPH II
We have also evaluated the accuracy and robustness of our algorithm on the MORPH-II database. The MORPH-II database is a multi-ethnic database. The ethnicity distribution of MORPH-II database is summarized in Table 3 . Due to highly uneven ethnic distribution two separate schemes are followed in the literature for evaluation of age estimation algorithms. In the first scheme limited number of (around 5000) facial images from only Caucasian descent are selected [47] - [50] for the experiment. Such setting avoids the effect of ethnic variations on the performance of the age estimation system. But it is not well suited for practical applications where the input images can be of any ethnic origin. In the second evaluation scheme, relatively large number of images are selected (more than 20,000) and k-fold cross validation is carried out for performance analysis [3] , [7] - [9] , [22] , [46] . To compare our algorithm with the-state-of-the age estimation methods, we have followed both the schemes and randomly selected a set of 5,000 images for scheme 1 and 25,000 images for scheme 2. Note that in both the cases we have not imposed VOLUME 7, 2019 any ethnicity constrains on the selected images, hence our algorithm is expected to be more robust against ethnic variations. For scheme 1, we split randomly selected set of 5,000 images into 80% for training and 20% for test to evaluate the performance. The proposed hierarchical age estimation scheme is compared with several state-of-the-art approaches following the same setting [47] - [50] . We compared our methods with state-of-the-art facial age estimation methods and the results are shown in Table 4 . The proposed method outperforms [48] - [50] whereas, in terms of MAE, it achieves similar results as [47] . However, our approach surpasses [47] in terms of CS, which is an equally important evaluation metric. In comparison with 56.03% of CS in [47] , our age estimation scheme has predicted 70% of images with MAE less than 5 years.
To evaluate the performance of the proposed algorithm under scheme 2 we have randomly selected a set of 25,000 images from the MORPH-II database and performed 5-fold cross validation. In the second experiment, on the MORPH-II database, we divided the dataset into 5-folds where each fold has equal number of images. Out of five folds, one fold is used for testing and remaining four folds for training. This procedure is repeated for five times and the final performance is computed from the average of the result of the five tests.
For age classification, four age groups were defined according to the even data distribution in each age group. The age span for each age group and number of images per age group are listed in Table 1 . Overall accuracy of age classification using Gaussian process classifier is 71.14% and the corresponding confusion matrix is shown in Fig. 7 . The proposed hierarchical age estimation scheme has achieved 84.13% accnuracy for class 1, 75.91% accuracy for class 2, 52.65% accuracy for class 3 and 48.48% accuracy for class 4. In terms of overall classification accuracy, our approach achieved 71.14% against 50.70% of [9] .
We compare the proposed method against several stateof-the-art published methods for age estimation and the results have been benchmarked in Table 5 . We have following observations from these results. The best performing method among the published age estimation methods so far is [22] , it shows the effectiveness of convolutional neural networks in extracting age related features and subsequent regression. Among the existing single level age estimation methods, Gaussian process based approach in [7] achieves the best results. Whereas, among the hierarchical approaches, [51] shows 4.2 years of age estimation error, it is encouraging to see that our approach outperforms even the deep learning method in addition to all the other age estimation methods. We have achieved outstanding performance in terms of CS i.e. 81% of images are predicted with error less than 5 years and thus it is suitable for many practical applications. The CS curve for second experiment on MORPH II is shown in Fig. 8 . MAE per age group for MORPH II database is shown in Fig. 9 . It is interesting to note that per age group MAE is below 5 years for the first 3 age groups and it is below six years for class 4. Finally, we present some of the examples of the good and poor age estimated images along with their respective true age and estimated age in Fig. 10 . 
V. CONCLUSION AND FUTURE WORK
In this paper, we have proposed a novel Gaussian process based hierarchical framework for facial age estimation. The published works on hierarchical facial age estimation are based on SVM-SVR pair, in this paper, first time we proposed the hierarchical Gaussian process regression for age estimation. We have also proposed a group specific WGP regression, which efficiently learn aging patterns observed during different stages of life. Use of GPs in many practical applications is generally limited due to its unfavorable computational complexity. But our model is computationally efficient at both levels of hierarchy. At the first level, the cost of learning kernels for multi-class problem is same as that of the binary classification. At the second level, our model learns separate hyper-parameters for each age group; hence it is computationally efficient than the existing GP based age estimation approaches. Experimental results on the two frequently used databases; FG-NET and MORPH-II, demonstrate the effectiveness of the proposed hierarchical framework. It is encouraging and also interesting to see that our method surpasses the state-of-the-art methods including deep learning. Use of non-parametric transformation function for WGP regression is a viable extension of the proposed work.
