Abstract. We determine the cycle packing number of a directed graph using elementary projective algebraic geometry. Our idea is rooted in the Khovanov-Rozansky theory. In fact, using the Khovanov-Rozansky homology of a graph, we also obtain algebraic methods of detecting directed and undirected cycles containing a particular vertex or edge.
1. Introduction 1.1. Directed paths and cycles in directed graphs. Before stating our results, let us recall some basic concepts and introduce some notations that will be used in this paper.
A directed graph is a pair G = (V (G), E(G)) of finite sets, where (1) V (G) is the set of vertices of G, (2) E(G) is the set of edges, each of which is directed. That is, of the two vertices at the two ends of each edge, one is the initial vertex, the other is the terminal vertex. In this paper, we do not assume that graphs are simple. That is, we allow loops (edges initiate and terminate at the same vertex) and multiple edges from one vertex to another. But, to simplify some of our statements, we assume that all graphs in this paper are without vertices of degree 0.
Given a directed graph G, a directed path in G from a vertex u to a different vertex v is a sequence u = v 0 , x 0 , v 1 , x 1 , . . . , x n−1 , v n = v such that (1) v 0 , v 1 , . . . , v n are pairwise distinct vertices of G, (2) each x i is an edge of G with initial vertex v i and terminal vertex v i+1 . Two directed paths from u to v are called edge-disjoint if they have no common edges. The amount of directed paths in G from u to v is often measured by:
• the maximal number α u→v (G) of pairwise edge-disjoint directed paths in G from u to v. By the Edge Version of Directed Menger's Theorem, α u→v (G) = minimal number of edges in G whose removal from G destroys all directed paths in G from u to v.
In this paper, we will also consider the following naive upper bound for α u→v (G).
• the minimal number β u→v (G) of edges in G incident at u or v whose removal from G destroys all directed paths in G from u to v. A directed cycle in G is a closed directed path, that is, a sequence v 0 , x 0 , v 1 , x 1 , . . . , x n−1 , v n , x n , v n+1 = v 0 satisfying (1) v 0 , v 1 , . . . , v n are pairwise distinct vertices of G, (2) each x i is an edge of G with initial vertex v i and terminal vertex v i+1 . Note that two such sequences represent the same directed cycle if one is a circular permutation of the other. That is, the directed cycle given by v 0 , x 0 , v 1 , x 1 , . . . , x n−1 , v n , x n , v 0 is the same as the one given by v 1 , x 1 , . . . , x n−1 , v n , x n , v 0 , x 0 , v 1 .
We call a directed graph acyclic if it does not contain any directed cycles.
Two directed cycles in G are called edge-disjoint if they have no common edges. Two directed cycles in G are called disjoint if they have no common vertices. 1 For a directed graph G, we define
• α(G) to be the maximal number of pairwise edge-disjoint directed cycles in G, •α(G) to be the maximal number of pairwise disjoint directed cycles in G,
• β(G) to be the minimal number of edges in G whose removal from G destroys all directed cycles in G.
α(G) is known as the cycle packing number of G. We callα(G) the strong cycle packing number of G. β(G) is known as the cyclomatic number of G. Clearly,α(G) ≤ α(G) ≤ β(G). Moreover, by the Lucchesi-Younger Theorem [6] , α(G) = β(G) if G is planar.
For a vertex v of G, we define • α v (G) to be the maximal number of pairwise edge-disjoint directed cycles in G, each of which contains v, • β v (G) to be the minimal number of edges incident at v whose removal from G destroys all directed cycles in G containing v.
More generally, for a subset E of E(G), define
• α E (G) to be the maximal number of pairwise edge-disjoint directed cycles in G, each of which contains at least one edge in E.
• β E (G) to be the minimal number of edges in E whose removal from G destroys all directed cycles in G containing at least one edge in E.
Once more, α E (G) ≤ β E (G). For two distinct vertices u and v of the directed graph G, define a directed graph G u→v by
(1) deleting all edges that have u as their terminal vertex, (2) deleting all edges that have v as their initial vertex, (3) after the previous two steps, identifying the vertices u and v.
Denote by u#v the vertex of G u→v from the vertices u and v of G. One can see:
(1) The natural inclusion map E(G u→v ) ֒→ E(G) induces a one-to-one correspondence between directed paths in G from u to v and directed cycles in G u→v containing u#v. (2) Under this correspondence, a collection of directed paths in G from u to v is pairwise edge-disjoint if and only if the corresponding collection of directed cycles in G u→v containing u#v is pairwise edge-disjoint. (3) α u→v (G) = α u#v (G u→v ) and β u→v (G) = β u#v (G u→v ).
A flow network N is a quadruple N = (V, c, s, t), where (1) V is a finite set, (2) s and t are distinct elements of V , called source and sink of N , (3) c : V × V → R ≥0 is the capacity function of N satisfying c(v, v) = c(v, s) = c(t, v) = 0 for all v ∈ V .
A flow f of N is a function f : V × V → R ≥0 such that (1) f (u, v) ≤ c(u, v) for all u, v ∈ V , (2) v∈V f (u, v) = v∈V f (v, u) for all u ∈ V \ {s, t}. The flow number of f is |f | = v∈V f (s, v) = v∈V f (v, t). The maximal flow number of N is |N | := max{|f | | f is a flow of N }.
For the flow network N , we define an associated directed graph G N by
for any pair (u, v) ∈ V × V , there are exactly ⌈c(u, v)⌉ directed edges from u to v in G N , where ⌈c⌉ is the least integer not less than c.
One can check that the maximal flow number |N | of N satisfies |N | ≤ α s→t (G N ) ≤ β s→t (G N ).
1 Clearly, disjoint directed cycles are also edge-disjoint.
Incidence ideal and incidence set.
Before stating the definition of the incidence ideal and the incidence set, we first recall the definition of elementary symmetric polynomials. For each l ≥ 1, denote by e l (x 1 , . . . , x m ) the l-th elementary symmetric polynomial in the variables x 1 , . . . , x m . That is, and call it the degree l incidence relation at v. Let ∆ G := {δ v,l | v ∈ V (G), 1 ≤ l ≤ k v } be the set (counting multiplicity) of all incidence relations in G. Denote by I(G) the ideal of Z[E(G)] generated by the set ∆ G . We call I(G) the incidence ideal for G. Note that I(G) is a homogeneous ideal. Therefore, it defines a complex projective algebraic set P (G) := {p ∈ CP |E(G)|−1 | f (p) = 0, ∀ f ∈ I(G)}.
We call P (G) the incidence set of G.
Before stating our main result, we introduce the cycle spectrum of a directed graph.
Definition 1.2. Let G be a directed graph. A collection C of pairwise edge-disjoint directed cycles in G is called maximal if it is not a subcollection of any collection of pairwise edge-disjoint directed cycles in G. In other words, C is maximal if, after removing all edges belonging to directed cycles in C from G, the remaining directed graph is acyclic. Define γ n (G) to be the number of maximal collections of pairwise edge-disjoint directed cycles in G containing exactly n cycles. We call the sequence Γ(G) := {γ n (G)} ∞ n=1 the cycle spectrum of G. Note that any collection of α(G) pairwise edge-disjoint directed cycles in G is maximal. But it is possible to have maximal collections of pairwise edge-disjoint directed cycles containing less than α(G) cycles. Also, the cycle spectrum Γ(G) contains only finitely many non-zero terms since γ n (G) = 0 if n > α(G).
Our main result is that the incidence set determines the cycle packing number and the cycle spectrum.
Theorem 1.3. Let G be any directed graph. Then: (1) P (G) is a union of finitely many linear subspaces of CP
Slightly modifying the definition of the incidence set, we get a method of determining the strong cycle packing number and the strong cycle spectrum defined below. Definition 1.4. Let G be a directed graph. For a vertex v of G, suppose x 1 , . . . , x m are the edges having v as their initial vertex, and y 1 , . . . , y n are the edges having v as their terminal vertex. Recall that k v = max{m, n}. The set of strong incidence relations of G at v is
Denote byĨ(G) the ideal of Z[E(G)] generated by the set∆ G := v∈V (G)∆ v . We callĨ(G) the strong incidence ideal for G. Note thatĨ(G) is a homogeneous ideal. Therefore, it defines a complex projective algebraic setP
We callP (G) the strong incidence set of G.
2 It is possible to have x i = y j since we allow loops.
A collection C of pairwise disjoint directed cycles in G is called strongly maximal if it is not a subcollection of any collection of pairwise disjoint directed cycles in G. In other words, C is strongly maximal if, after removing all edges incident at vertices of cycles in C from G, the remaining directed graph is acyclic.
Defineγ n (G) to be the number of strongly maximal collections of pairwise disjoint directed cycles in G containing exactly n cycles. We call the sequenceΓ(G) := {γ n (G)} ∞ n=1 the strong cycle spectrum of G.
Clearly, we have that
Corollary 1.5. Let G be any directed graph. Then:
(1)P (G) is a union of finitely many linear subspaces of
There are several general purpose software packages for algebraic geometry, such as CoCoA, Macaulay2 and Singular. One can use these packages to compute dimensions and degrees. So, for small directed graphs, Theorem 1.3 and Corollary 1.5 provide an automated method of computing
A natural question is that, for what G, is P (G) orP (G) a projective variety, that is, an irreducible projective algebraic set? Knowing Theorem 1.3, it is relatively easy to find a combinatorial answer to this question.
(1) The following statements are equivalent:
The following statements are equivalent:
We will prove Theorem 1.3, Corollary 1.5 and Theorem 1.6 in Section 2 below.
1.3. Khovanov-Rozansky homology and its Krull dimension. In [4, 5] , Khovanov and Rozansky introduced an innovative method of constructing link homologies whose graded Euler characteristics are versions of the HOMFLYPT polynomial. Such constructions are known as categorifications in knot theory. The homologies constructed by Khovanov and Rozansky are now called the Khovanov-Rozansky homology. Since their initial work, the Khovanov-Rozansky homology has been generalized and re-interpreted by many researchers. See, for example, [7, 9, 11, 12] and many more. Khovanov and Rozansky's construction is a two step process. First, they defined a Koszul matrix factorization for each MOY graph.
3 Then, using the crossing information in a link diagram, they constructed a chain complex of matrix factorizations for each link diagram. The hard part of their work is to prove that their homology is independent of the choice of the diagram of a link.
The Khovanov-Rozansky homology of directed graphs defined below is a straightforward generalization of the first step in the construction of the HOMFLYPT version of the Khovanov-Rozansky homology of MOY graphs given in [9] . The only change is that we no longer require the graph to be MOY. Definition 1.7. Let G be a directed graph. Recall that ∆ G is the set (counting multiplicity) of all incidence relations in G.
4 The Khovanov-Rozansky homology H * (G) of G is the homology of C * (G). Note that, as a graded Koszul chain complex, C * (G) has a Z ⊕ Z-grading. One is the homological grading, and the other is the Z-grading of the underlying Z[E(G)]-module. Clearly, H * (G) inherits this Z⊕Z-grading.
There is also the notion of the Khovanov-Rozansky homology over Q. In this case, the chain complex is C Q * (G) := Q ⊗ Z C * (G) and the homology is the homology H
Proof. A graph isomorphism gives one-to-one correspondences V (G) → V (G ′ ) and E(G) → E(G ′ ) that, when combined, preserve the incidence relations.
Next we recall the definition of the Krull dimension. Properties of the Krull dimension relevant to our proofs will be reviewed in Section 4. Definition 1.9. Let R be a commutative ring with 1. The Krull dimension of R is
For an R-module M , define ann R (M ) = {r ∈ R | rm = 0 ∀m ∈ M }, which is an ideal of R. Then
It is possible to have K-dim R = +∞. But this does not happen for the rings we will discuss in this paper. Also, for an ideal I of R, ann R (R/I) = I. So K-dim R (R/I) = K-dim(R/I), where the left hand side is the Krull dimension of an R-module, and the right hand side is the Krull dimension of a ring.
The following fact can be found in many introductory books to projective algebraic geometry. 
By Lemma 3.7 below, for a directed graph G, its 0-th Khovanov-Rozansky homology is the graded (
As a byproduct of the proof of Theorem 1.11, we have the following general proposition. Proposition 1.12. For a directed graph G and E ⊂ E(G),
If E is the subset of all edges incident at a vertex v of G, then we have stronger results. 4 Strictly speaking, we need to specify a linear order for ∆ G . But, as we shall see in Section 3, a change of such a linear order does not change the isomorphism type of the Khovanov-Rozansky chain complex. Theorem 1.13. Let G be a directed graph, and v a vertex in G. Denote by E(v) the set of all edges of G incident at v.
The following statements are equivalent:
(1) There are no directed cycles in G containing v;
One can also detect directed cycles containing a particular edge using H 0 . Corollary 1.14. Let G be a directed graph, and x an edge in G. The following statements are equivalent: (1) There are no directed cycles in G containing x;
Corollary 1.14 follows easily from Theorem 1.13. We will prove Theorems 1.11, 1.13, Proposition 1.12 and Corollary 1.14 in Section 4.
Using the aforementioned relation of directed paths and cycles, we have the following immediate corollaries. 
Proof. Follows immediately from Theorem 1.13. 
Proof. Follows immediately from Part 2 of Corollary 1.15.
1.5. Undirected cycles. The Khovanov-Rozansky homology also detects undirected cycles in a directed graph. Here, an undirected cycle in a directed graph G is a sequence 
There are no undirected cycles in G containing v if and only if
where 
The proofs of Theorems 1.17 and 1.18 have the same flavor as that of Theorems 1.11 and 1.13, but are more elementary. We include these in Section 5.
It turns out that H 0,1 (G) is closely related to the vertex-edge incidence matrix. For a directed graph G, we order its vertices and edges. That is, we write V (G) = {v 1 , . . . , v m } and E(G) = {x 1 , . . . , x n }. Denote by Z · E(G) the free Z-module generated by E(G). Identify the Z-modules Z · E(G) and Z n by the isomorphism which identifies each x j with the row vector with a single 1 at the j-th position and 0's at all other positions. The vertex-edge incidence matrix D = (d i,j ) m×n of G is defined by
if v i is the terminal vertex, but not the initial vertex of x j , −1 if v i is the initial vertex, but not the terminal vertex of x j , 0 otherwise.
Clearly, the above identification maps the degree 1 incidence relation δ v,1 at a vertex v to the row in D corresponding to v. Note that H 0,1 (G) is isomorphic to Z · E(G) modulo all degree 1 incidence relations in G, which is isomorphic to Z n modulo the submodule generated by rows of the vertex-edge incidence matrix. In view of this, Theorem 1.17 implies that the following statements are equivalent:
(1) There is an undirected cycle in G.
(2) The submodule of Z n generated by rows of D is not Z n . (3) The submodule of Z n generated by rows of D has rank less than n.
This and some other related results were known prior to our work. The following corollary is a re-formulation of Theorems 1.17 and 1.18 using linear algebra over Z 2 without referring to the Khovanov-Rozansky homology. Versions of this corollary were known prior to our work. 
which is a linear space over the field Z 2 . Define S to be the subspace of 1.6. A homology for undirected graphs. We should mention that one can modify the definition of the Khovanov-Rozansky homology to define a version of it for undirected graphs.
Definition 1.20. Let G be an undirected graph with finite vertex set V (G) and finite edge set E(G). For any vertex v of G, denote by E(v) the set of edges in G incident at v counting multiplicities. 6 Define
7 then e l (E(v)) is given by Equation (1.1). Define U * (G) to the homology of U * (G). Note that, as a graded Koszul chain complex, U * (G) has a Z ⊕ Z-grading. One is the homological grading, and the other is the Z-grading of the underlying Z[E(G)]-module. Clearly, U * (G) inherits this Z⊕Z-grading.
The following proposition describes some basic properties of U * (G).
G is a disjoint union of trees if and only if
U * (G) ∼ = U 0 (G) ∼ = Z as graded Z[E(G)]-modules, where Z is the graded Z[E(G)]-module Z = Z[E(G)]/(E(G)),
and (E(G)) is the homogeneous ideal of Z[E(G)] generated by E(G).

G contains an undirected cycle if and only if
The proof of Proposition 1.21 is very similar to the proofs of the corresponding results about the KhovanovRozansky homology, especially that of Theorem 1.17. In Section 5, we give a sketch of its proof and leave the details to the reader. 5 Strictly speaking, α undirected (G), β undirected (G) and α undirected (G, v), β undirected (G, v) are defined above for directed graphs. But these are clearly independent of the directions of edges in G and are therefore invariants for undirected graphs. 6 That is, each loop edge at v appears twice in E(v), each non-loop edges incident at v appears once in E(v). This ensures that |E(v)| = deg v. 7 It is possible to have x i = x j since we allow loops and count multiplicities in E(v) in the undirected situation.
1.7.
Remarks and questions. For Proposition 1.12, the author was only able to prove that K-dim
But, if this inequality is strict for some graphs, it then means that the KhovanovRozansky homology over Q, which should retain less information about the graph than the KhovanovRozansky homology over Z, actually provides a stronger upper bound for α E (G) than the homology over Z. This would certainly be very odd. Conjecture 1.22. For any directed graph G and any subset E of E(G),
From Theorems 1.11 and 1.13, we know that, if the subset
In this paper, we only used the 0-th Khovanov-Rozansky homology. A more comprehensive study of H * using techniques from homological algebra and commutative algebra should reveal more combinatorial information of the graph implicit in the Khovanov-Rozansky homology.
Question 1.24. What other combinatorial information of a graph is implicit in its Khovanov-Rozansky homology?
1.8. Organization of this paper. First, in Section 2, we prove Theorem 1.3, Corollary 1.5 and Theorem 1.6. Then, in Section 3, we review the definition and properties of graded Koszul chain complexes and deduce some properties of the Khovanov-Rozansky homology. After that, in Section 4, we recall basic properties of the Krull dimension and prove Theorems 1.11 and 1.13. Finally, in Section 5, we discuss undirected cycles.
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Structure of the Incidence Set
In this section, we study the structure of P (G) and prove Theorems 1.3 and 1.6. Facts about projective algebraic geometry used in this section can be found in [1] .
2.1. Disassembling a directed graph. Before stating our definition of disassemblies of a graph, let us first recall the concepts of directed trails and directed circuits.
Given a directed graph G, a directed trail in G from a vertex u to a different vertex v is a sequence
each x i is an edge of G with initial vertex v i and terminal vertex v i+1 . Two such sequences represent the same directed circuit if one is a circular permutation of the other. That is, the directed circuit given by v 0 , x 0 , v 1 , x 1 , . . . , x n−1 , v n , x n , v 0 is the same as the one given by
In paths and cycles, we disallow repeated vertices and, therefore, disallow repeated edges. But, in trails and circuits, we only disallow repeated edges, but allow repeated vertices. Also, we have the following observation.
Lemma 2.1. The set of edges of a directed circuit is the set of edges of a collection of pairwise edge-disjoint directed cycles attached together at shared vertices.
Definition 2.2. Let G be a directed graph. For a vertex v of G, let the in-degree of v be n and out-degree of v be m. Recall that k v = max{m, n}. Set l v = min{m, n}.
To disassemble G at v is to split v into k v vertices such that (1) l v of these new vertices have in-degree 1 and out degree 1.
(2) k v − l v of these new vertices have degree 1 such that • if m ≥ n, then each of these degree 1 vertices has in-degree 0 and out-degree 1;
• if m < n, then each of these degree 1 vertices has in-degree 1 and out-degree 0. Of course, depending on how inward edges and outward edges are matched, there are many different ways to disassemble G at v.
To disassemble G is to disassemble G at all vertices of G. Again, there are many ways to disassemble a directed graph. We call each graph resulted from disassembling G a disassembly of G and denote by Dis(G) the set of all disassemblies of G.
The following lemma is a series of simple observations about disassemblies. • each directed path in D is mapped to a directed trail in G,
(G) if and only if the collection of all directed cycles in D is mapped to a collection of α(G) pairwise edge-disjoint directed cycles in G by the natural homomorphism.
Proof. Parts (1-4) are obvious, we leave their proofs to the reader. Part (5) follows from Part (4) and Lemma 2.1.
Proof. To get such a D, one just needs to make sure that, when disassembling G, each pair of adjacent edges in each circuit in C are matched together. Edges not contained in any circuits in C can be matched in any possible way when disassembling G.
For the second half of the lemma, just pick C to be a collection of α(G) pairwise edge-disjoint directed cycles in G. Then the conclusion follows from the first half and Part (5) of Lemma 2.3. 2.2. Structure of the incidence set. In this subsection, we give an explicit description of the incidence set and prove Theorem 1.3.
First, we recall a simple corollary of Vieta's Theorem.
Lemma 2.6. Let x 1 , . . . , x n and y 1 , . . . , y n be two sequences of complex numbers. Then the following statements are equivalent.
(1) e k (x 1 , . . . , x n ) = e k (y 1 , . . . , y n ) for k = 1, . . . , n, where e k is the k-th elementary symmetric polynomial. (2) There is a bijection σ : {1, . . . , n} → {1, . . . , n} such that
Lemma 2.7. For every directed graph G,
Proof. For a vertex v of G, suppose x 1 , . . . , x m are the edges having v as their initial vertex, and y 1 , . . . , y n are the edges having v as their terminal vertex. Recall that k v = max{m, n}. Define two sequences In(v) = {y v,1 , . . . , y v,kv } and Out(v) = {x v,1 , . . . , x v,kv } by
From the definition of disassemblies, one can see that a point p is in D∈Dis(G) P (D) in and only if that, for every vertex v, there is a bijection
By Lemma 2.6, this is equivalent to that p satisfies all the incidence relations at all vertices of G. In other words, p ∈ P (G).
and only if the natural homomorphism maps the directed cycles in D to a maximal collection of pairwise edge-disjoint directed cycles in G (in the sense of Definition 1.2.)
Proof. For any disassembly D of G, denote by C(D) the collection of pairwise edge-disjoint directed circuits in G given by the images of the directed cycles in D under the natural homomorphism.
First assume that P (D) is not a proper subset of
is not a maximal collection of pairwise edge-disjoint directed cycles in G, then 1. either there is a directed circuit C ′ in C(D) that is not a directed cycle, 2. or there is a directed cycle C ′′ in G that is edge-disjoint from all directed cycles in C(D).
In Case 1, by Lemma 2.1, one get a collection C ′ of pairwise edge-disjoint directed circuits in G by replacing C ′ with the pairwise edge-disjoint directed cycles whose edges coincide with those of
It is easy to see that P (D) is a proper subset of P (D ′′ ). This shows that C(D) is a maximal collection of pairwise edge-disjoint directed cycles in G.
contains an edge x that is not an edge of any directed cycle in C(D). Then we know that every point in P (D ′ ) satisfies y = x for every edge y of C. Since P (D) ⊂ P (D ′ ), this implies that y = x = 0 in P (D) for every edge y of C. Thus, C is edge-disjoint from every directed cycle in C(D). This contradicts the assumption that C(D) is a maximal. So the directed circuits in C(D ′ ) do not contain any edge that is not contained in any directed cycle in C(D). On the other hand, if x is an edge of some directed cycle in C(D), then x = 0 at some point in P (D) ⊂ P (D ′ ). This implies that x is the edge of some circuit in C(D ′ ). Altogether, we have: Conclusion 1. The set of edges of all directed circuits in C(D ′ ) is equal to the set of edges of all directed cycles in C(D).
Let x and y be edges of the same directed circuit in C(D ′ ). Then x = y for all points in P (D ′ ) ⊃ P (D). Thus, x and y are in the same directed cycle in C(D). Next, assume x and y are edges of different directed circuits C x and C y in C(D ′ ) but are in the same directed cycle C x,y in C(D). Then
This implies that, for every edge z of C x and every edge w of C y , z = x = w = y at every point in P (D). Thus, the directed cycle C x,y contains both circuits C x and C y , which is impossible. Therefore, we have 
is not a maximal collection of pairwise edge-disjoint directed cycles in G, then, by Lemma 2.8, P (D) is a proper subset of P (D C ) for some maximal collection C of pairwise edge-disjoint directed cycles in G. Thus, by Lemma 2.7,
Let C 1 and C 2 be two distinct maximal collections of pairwise edge-disjoint directed cycles in G. By Lemma 2.5, P (D C1 ) = P (D C2 ). By Lemma 2.8, P (D C1 ) and P (D C2 ) cannot be proper subsets of each other. Hence, P (D C1 ) and P (D C2 ) are not subsets of each other. Since every linear subspace of CP |E(G)|−1 is irreducible, this shows that (2.2) is the decomposition of P (G) into its irreducible components. Now the proof of Theorem 1.3 is quite easy.
Proof of Theorem 1.3. First, by Proposition 2.9, P (G) is a finite union of linear subspaces of CP |E(G)|−1 . In particular, dim P (G) = max{dim P (D C ) | C is a maximal collection of pairwise edge-disjoint directed cycles in G}.
By Lemma 2.5, dim P (D C ) = |C| − 1, where |C| is the number of pairwise edge-disjoint directed cycles in the maximal collection C. So dim P (G) = max{|C|−1 | C is a maximal collection of pairwise edge-disjoint directed cycles in G} = α(G)−1.
By the definition of γ n (G) in Definition 1.2, one can see that γ n (G) = |{C | C is a maximal collection of pairwise edge-disjoint directed cycles in G satisfying |C| = n}| = the number of irreducible components of P (G) of dimension n − 1.
Recall that the degree of a projective algebraic set is the sum of degrees of its top dimensional irreducible components. Since the degree of any linear subspace of CP |E(G)|−1 is 1, we have
2.3. Collections pairwise disjoint directed cycles. We prove Corollary 1.5 in this subsection.
Let G be a directed graph. We define a new directed graph B G by (1) splitting each vertex v of G into two vertices v in and v out such that
For a directed cycle C in G given by the sequence v 0 , x 0 , v 1 , x 1 , . . . , x n−1 , v n , x n , v 0 , we define a directed cycle ε(C) in B G by replacing each vertex v i in C by the sequence (v i ) in , z vi , (v i ) out . That is, ε(C) is the directed cycle in B G given by the sequence 
Proof. For Part (1) , note that ε is injective since ε(C) determines the set of edges of C. Also, since B G is bipartite, the edges in any directed cycle in B G must alternate between E(G) and {z v | v ∈ V (G)}. This implies that ε is surjective.
Two directed cycles C 1 and C 2 in G share the vertex v if and only if the directed cycles ε(C 1 ) and ε(C 2 ) in B G share the edge z v . This implies Parts (2) and (3).
Part (4) follows from Parts (1-3).
With Lemma 2.10, it is easy to see that Corollary 1.5 follows from Theorem 1.3. 
Define a map Ψ :
It is clear that • Φ(P (G)) = P (B G ) and Ψ(P (B G )) =P (G), where P (B G ) is defined as in Definition 1.1;
• φ = Φ|P (G) :P (G) → P (B G ) and ψ = Ψ| P (BG) : P (B G ) →P (G) are morphisms of projective algebraic sets;
So φ and ψ are isomorphisms of projective algebraic sets. Therefore,P (G) and P (B G ) are isomorphic as projective algebraic sets. In particular, they have the same dimension and irreducible decomposition. By Part (4) of Lemma 2.10, this proves Parts (2) and (4) of Corollary 1.5 follows from Parts (2) and (4) We divide the proof of Theorem 1.6 into Lemmas 2.12 and 2.13 below.
Lemma 2.12. For a directed graph G, if P (G) is a projective variety, then G contains exactly α(G) distinct directed cycles, and P (G) is a linear subspace of CP
Proof. Let α = α(G) and {C 1 , . . . , C α } a collection of α pairwise edge-disjoint directed cycles in G. For each C i , denote by E(C i ) = {x i,1 , . . . , x i,li } the set of edges of C i . Consider the linear subspace L of CP
defined by
Then L is of dimension α − 1, and is contained in P (G). Assume L P (G). Since P (G) is irreducible, by Fact 2.11, this implies that α − 1 = dim L < dim P (G), which contradicts Theorem 1.3. Thus, P (G) = L is a linear subspace of CP |E(G)|−1 . It remains to show that G contains exactly α directed cycles. In other words, there are no directed cycles in G other than the cycles C 1 , . . . , C α . Assume there is a directed cycle C in G different from C 1 , . . . , C α . Consider the equations
where E(C) is the set of edges of C. These equations determine a single point p ∈ P (G). Since C is not equal to any C i , one can see that either C contains an edge in E(G) \ (
In either case, it is easy to check that p / ∈ L. This is a contradiction since L = P (G).
Lemma 2.13. For a directed graph G, if G contains exactly α(G) distinct directed cycles, then P (G) is a linear subspace of CP
Proof. Let α = α(G) and {C 1 , . . . , C α } a collection of α pairwise edge-disjoint directed cycles in G. For each C i , denote by E(C i ) = {x i,1 , . . . , x i,li } the set of edges of C i . We prove that P (G) is equal to the linear subspace L of CP |E(G)|−1 defined by the equations (2.3) and (2.4). Since G contains no directed cycles other than C 1 , . . . , C α , no edge x ∈ E(G) \ ( α i=1 E(C i )) is contained in any directed cycles in G. By Corollary 1.14 8 , this means that x n ∈ I(G) for some n > 0. Thus, P (G) satisfies equation (2.4).
Next consider the common vertices of the directed cycles C 1 , . . . , C α .
is either the empty set or the set of a single vertex, where V (C) is the set of vertices of C.
If this claim is not true, then |V (C i ) ∩ ( C∈S\{Ci} V (C))| ≥ 2 for all C i ∈ S. Based on this, one can inductively construct a sequence
Since S is a finite set, there are positive integers m and n such that m + 1 < n, C in = C im , and C im , C im+1 , . . . , C in−1 are pairwise distinct. For m + 1 ≤ l ≤ n − 1, there is a directed path P l in C i l from v l−1 to v l . And there is a directed path P n in C in = C im from v n−1 to v m . In the case v n−1 = v m , we choose P n to be the path with no edge. (Note that, if v n−1 = v m , then n > m + 2 since v n−1 = v n−2 .) Putting the directed paths P m+1 , . . . , P n together, we get a directed circuit P such that E(P ) = ∅ and E(C i ) E(P ) for every i = 1, . . . , α. This implies that P contains a directed cycle other than C 1 , . . . , C α , which is a contradiction. Now we are ready to prove that P (G) satisfies equation (2.3). Let S 1 = {C 1 , . . . , C α }. By the above claim, there is an i 1 ∈ {1, 2, . . . , α} such that |V (C i1 ) ∩ ( C∈S\{Ci 1 } V (C))| ≤ 1. Using this and the fact that P (G) satisfies equation (2.4), it is easy to see that P (G) satisfies equation (2.3) for i = i 1 . Now let S 2 = S 1 \ {C i1 }. Applying the above claim to S 2 , and using the fact P (G) satisfies equation (2.4) and equation (2.3) for i = i 1 , one can find a C i2 ∈ S 2 such that P (G) satisfies equation (2.3) for i = i 2 . Then let S 3 = S 2 \ {C i2 } and iterate the above argument. After α iterations of this argument, we conclude that P (G) satisfies equation Finally, assumeP (G) is a projective variety. Note that G always contains α(G) distinct directed cycles and α(G) ≥α(G). So, if G contains exactlyα(G) distinct directed cycles, then α(G) =α(G), and G contains exactly α(G) distinct directed cycles. This means P (G) is also a projective variety. ButP (G) is a linear subspace of P (G) of dimensionα(G) − 1 = α(G) − 1 = dim P (G). By Fact 2.11, this means P (G) =P (G).
Khovanov-Rozansky Homology of Directed Graphs
In this section, we review the definition and properties of graded Koszul chain complexes and deduce some basic properties of the Khovanov-Rozansky Homology. where r acts by multiplication and the under-braces indicate the homological grading. Note that this is a chain complex of graded R-modules, and its boundary map preserves the module grading.
More generally, the graded Koszul chain complex C R * (r 1 , r 2 , . . . , r k ) over R defined by the sequence {r 1 , r 2 , . . . , r k } of homogeneous elements of R is the tensor product over R of the graded Koszul chain complexes associated to all elements in this sequence, that is, the tensor product
Note that
• C R * (r 1 , r 2 , . . . , r k ) is a chain complex of graded R-modules, and its boundary map preserves the module grading, • permuting the sequence {r 1 , r 2 , . . . , r k } permutes the factors in the above tensor product and, therefore, does not change the isomorphism type of the Koszul chain complex C R * (r 1 , r 2 , . . . , r k ). When R is clear from the context, we drop it from the notation of Koszul chain complexes.
Next, we recall some simple facts about graded Koszul chain complexes. 
Denote by d 1 the boundary map of C R * (r 1 ). Then, for the endomorphism C R * (r 1 ) Before stating the next lemma, we introduce the standard R-basis for C R * (r 1 , r 2 , . . . , r k ). For ε = 0, 1 and j = 1, . . . , k, denote by 1 j ε the unit 1 of the copy of R in C * (r j ) at homological degree ε. For ε = (ε 1 , . . . , ε k ) ∈ {0, 1} ×k , define 1 ε = 1
×k } is a basis for the R-module C R * (r 1 , r 2 , . . . , r k ). We call this basis the standard R-basis for C R * (r 1 , r 2 , . . . , r k ). The boundary map d of C R * (r 1 , r 2 , . . . , r k ) acts on this basis by d (1 (ε1,. ..,ε k ) ) = εj =1
(−1) 
Proof. Denote by
where r ∈ R and (ε 1 , . . . , ε k ) ∈ {0, 1} ×k . Then
• Φ and Ψ are chain maps preserving the homological grading and the R-module grading,
where r ∈ R, f ∈ R[x] and (ε 1 , . . . , ε k ) ∈ {0, 1} ×k . It is straightforward to check that
This implies that id
Thus, we have shown that Φ and Ψ are homotopy equivalences preserving the R-module grading. Therefore,
. . , π x (f k )) are homotopic as chain complexes of graded R-modules.
3.2.
Khovanov-Rozansky homology. First, we give a more "localized" description of the KhovanovRozansky homology of directed graphs, which is closer in spirit to the original definition of the KhovanovRozansky homology in knot theory. Then we deduce some basic properties of the Khovanov-Rozansky homology relevant to our goals.
Let G be a directed graph. Recall that the polynomial ring Z[E(G)] is Z-graded so that every x ∈ E(G) is homogeneous of degree 1. For a vertex v of G, recall that E(v) is the set of all edges incident at v. Write E(v) = {x 1 , . . . , x m } ∪ {y 1 , . . . , y n }, where x 1 , . . . , x m are the edges having v as their initial vertex, and y 1 , . . . , y n are the edges having v as their terminal vertex. Recall that k v := max{m, n} and, for 1 ≤ l ≤ k v , δ v,l := e l (x 1 , . . . , x m ) − e l (y 1 , . . . , y n ), where e l is the l-th elementary symmetric polynomial. Comparing Definitions 1.7 and 3.5, we have the following simple lemma.
Proof. Straightforward.
H * (G) is a finitely generated Z[E(G)]/I(G)-module.
3. H * (G) is a finitely generated Z-module if and only if H 0 (G) is a finitely generated Z-module.
For any subring
Proof. Part 1 follows from Lemma 3.2. Part 2 follows from Lemma 3.3. Part 3 follows from Parts 1 and 2. For Part 4, note that ann
The following lemma is obvious.
Lemma 3.8. Let G be a directed graph andĜ the directed graph obtained from G by removing a single edge x ∈ E(G). Under the standard identification
Z[E(Ĝ)] ∼ = Z[E(G)]/(x), C * (Ĝ) ⊗ C * ∼ = C * (G)/x · C * (G)
as graded Koszul chain complexes over Z[E(Ĝ)]. Here, C * is a simple Koszul chain complex over Z[E(Ĝ)]
of the form
where
Proof. Straightforward. 
Proof. Since deg v = 1, ±x is an incidence relation. Apply Lemma 3.4 to this entry. 
Proof. Since deg v = 2, x − y is an incidence relation. Apply Lemma 3.4 to this entry.
Lemma 3.11. Let G be a directed graph, and u, v two distinct vertices of G. Denote by G u#v the directed graph obtained from G by identifying u and v into a single vertex. Note that there is a natural one-to-one correspondence between E(G) and E(G u#v ), which gives an identification Z[E(G)] = Z[E(G u#v )]. Under this identification, there is a surjective Z[E(G)]-module homomorphism
Proof. Denote by u#v the vertex in G u#v that is the image of u, v. Define X u (resp. X v ) to be the set of edges in G having u (resp. v) as their initial vertex, and Y u (resp. Y v ) to be the set of edges in G having u (resp. v) as their terminal vertex. Denote by e l (X) the l-th elementary symmetric polynomial in X for any finite set X of variables. Then
Note that e l (X ∪ Y ) = l i=0 e i (X)e l−i (Y ) for any sets X, Y of variables. So
This implies that ∆ ( G u#v ) ⊂ I(G) and, therefore,
Krull Dimension and Directed Cycles
We prove Theorems 1.11, 1.13, Proposition 1.12 and Corollary 1.14 in this section.
Properties of Krull dimension.
We start by collecting properties of the Krull dimension relevant to our proofs. We prove simple properties and give references to more complex ones. The first property is an obvious fact.
Lemma 4.1. Suppose that R and R ′ are commutative rings with 1 and that ψ : R → R ′ is a surjective homomorphism of commutative rings with 1. We have the following.
An ideal I
′ of R ′ is prime if and only if
Proof. For Part 1, recall that I ′ is prime if and only if ab ∈ I ′ implies that a ∈ I ′ or b ∈ I ′ for any a, b ∈ R ′ . This property is clearly preserved by pull-backs of ideals. Using that ψ is surjective, it is also easy to verify that I ′ is prime if ψ −1 (I ′ ) is prime. For Part 2, note that, by Part 1, any chain of prime ideals p
Lemma 4.2. Suppose that R is a commutative ring with 1 and R ′ is a subring of R containing 1. If R is a finitely generated
Proof. Since R is a finitely generated R ′ -module, R is an integral extension of R ′ by [ The following lemma is well-known. See for example [2] .
Lemma 4.3. If R is a commutative Noetherian ring with
Definition 4.4. Let R be a commutative ring with 1 and p a prime ideal of R. Then the codimension (also known as height) of p is defined to be co-dim p := sup{n ≥ 0 | there are n + 1 prime ideals p 0 , p 1 , . . . , p n of R such that p 0 p 1 · · · p n = p}.
The next lemma about codimension is featured in many textbooks on commutative algebra. Lemma 4.5. Let R be a commutative ring with 1, and p a prime ideal of R.
Proof. Let p 0 p 1 · · · p c = p be a chain of prime ideals in R, where c is the codimension of p in R. Since p is prime, R/p is a domain and, therefore, the zero ideal of R/p is prime. Set d = K-dim R/p. Then there exists a chain 0 = q 0 q 1 · · · q d R/p of prime ideals in R/p. By Lemma 4.1, we get a chain
We have:
Then p Z and p Q are both prime ideals, and co-dim
So p Z and p Q are both prime ideals.
Denote by  : R Z → R Q the ring homomorphism given by (r) = 1 ⊗ r. Set c = co-dim p Q and pick a chain p 0
Denote by ((q i )) the ideal of R Q generated by (q i ), which is prime since q i is prime. Moreover, we have that ((q i )) ((q i+1 )). Otherwise, there would be g ∈ q i+1 \ q i and l ∈ Z such that l > 0 and lg ∈ q i . But q i is prime. This means l ∈ q i ⊂ p Z , which is a contradiction. So ((q 0 )) ((q 1 )) · · · ((q d )) = p Q is a chain of prime ideals in R Q . Thus, co-dim p Z ≤ co-dim p Q . This completes the proof of Part 1.
For Part 2, note that p Q is the unique homogeneous maximal ideal of R Q . So, by [3, Corollary 13
Corollary 4.7. For any directed graph G and any subset E of E(G),
Proof. Apply Lemma 4.6 to the ideal ann
Remark 4.8. It is not hard to check that any homogeneous maximal ideal of R Z in Lemma4.6 is of the form m = p Z + (p) = p Z ⊕ p · Z, where p ∈ Z is a prime number. By [3, Corollary 13.7] , this implies that
So, to prove Conjecture 1.22, one just needs to verify that co-dim(p Z + (p)) = co-dim p Z + 1 for the ring
for any directed graph G, any subset E of E(G) and any prime integer p.
Directed cycles.
We prove Theorem 1.11 and Proposition 1.12 in this subsection. Our proof starts with the following simple observation.
Lemma 4.9. Let R be a Z-graded commutative ring with 1, and R n the homogeneous component of R of degree n. Assume that
• R n is a finitely generated R 0 -module for each n ≥ 0. Suppose that a 1 , . . . , a k are homogeneous elements of R of positive degrees. Let I = (a 1 , . . . , a k ) be the ideal of R generated by a 1 , . . . , a k , and R ′ = R 0 [a 1 , . . . , a k ] the R 0 -subalgebra of R generated by a 1 , . . . , a k . Then R is a finitely generated R ′ -module if and only if R/I is a finitely generated R 0 -module.
Proof. Assume that R is a finitely generated R ′ -module. Then there exist r 1 , . . . , r m ∈ R such that, for every r ∈ R, there are that f i (0, . . . , 0) ∈ R 0 . This shows that R/I is generated over R 0 by {r 1 + I, . . . , r m + I}. So R/I is a finitely generated R 0 -module. Now assume that R/I is a finitely generated R 0 -module. Then, there is an N > 0 such that R n ⊂ I if n > N . Since each R n is finitely generated over R 0 , there is a finite generating set {s 1 , . . . , s l } of homogeneous elements for the R 0 -module N n=0 R n . We claim that {s 1 , . . . , s l } is also a generating set for the R ′ -module R. To show this, we only need to show that
, where each r i is of the degree
Corollary 4.10. Let R be a Z-graded commutative ring with 1, and R n the homogeneous component of R of degree n. Assume that
• R n is a finitely generated R 0 -module for each n ≥ 0. Suppose that a 1 , . . . , a k are homogeneous elements of R of degree 1. For 1 ≤ l ≤ k, let e l = e l (a 1 , . . . , a k ) = 1≤i1<···<i l ≤k a i1 · · · a i l . Then R/(a 1 , . . . , a k ) is finitely generated over R 0 if and only if R/(e 1 , . . . , e k ) is finitely generated over R 0 .
Proof. Consider the R 0 -subalgebras R ′ = R 0 [a 1 , . . . , a k ] and R ′′ = R 0 [e 1 , . . . , e k ] of R. Denote by Sym(x 1 , . . . , x k ) the ring of symmetric polynomials in variables x 1 , . . . , x k over R 0 . Then R 0 [x 1 , . . . , x k ] is a Sym(x 1 , . . . , x k )-module generated by k! generators. This implies that R ′ is a finitely generated R ′′ -module. Thus, R is a finitely generated R ′ -module if and only if R is a finitely generated R ′′ -module. Now the corollary follows from Lemma 4.9.
Corollary 4.11. Let G be an acyclic directed graph. Then H 0 (G) is a finitely generated Z-module.
Proof. We induct on |V (G)|. If G only has one vertex, then it has no edges since it is acyclic. So H 0 (G) is just the base ring Z. Now assume the corollary is true for any graph with n vertices and G is an acyclic directed graph with n + 1 vertices. Since G is acyclic, there is a vertex v of G that is not the terminal vertex of any edge. Let x 1 , . . . , x k be the edges having v as their initial vertex. Denote by G ′ the directed graph obtained from G by removing v and x 1 , . . . , x k . Then G ′ is an acyclic directed graph with n vertices. So H 0 (G ′ ) is a finitely generated Z-module. Let I be the ideal of Z[E(G)] generated by the set x 1 , . . . , x k ) , . . . , e k (x 1 , . . . , x k )) and, by Lemma 3.8, H 0 (G ′ ) ∼ = R/(x 1 , . . . , x k ). Thus, by Corollary 4.10, H 0 (G) is also a finitely generated Z-module.
Next, we prove Proposition 1.12.
Proof of Proposition 1.12. By Corollary 4.7, we have that
Fix a collection C of α E (G) pairwise edge-disjoint directed cycles in G, each of which contains at least one edge in E. Denote by G ′ the subgraph of G consisting of exactly the edges and vertices in C. Then, by Lemma 3.8,
For any vertex v of G ′ of degree 2k, split it into k vertices of degree 2, each of which is the vertex of two edges in the same directed cycle in the collection C. This changes G ′ to a new directed graph G ′′ consisting of α E (G) pairwise disjoint directed cycles, each of which contains at least one edge in E. By Lemmas 3.11 and 4.1,
. By the construction of G ′′ and Lemma 3.10, one can see that
are contained in the same directed cycle in C}.
is isomorphic to a polynomial ring over Q of α E (G) variables. By Lemma 4.3,
Proof. Let k = β(G), and x 1 , . . . , x k k edges of G, whose removal from G yields an acyclic directed graph G ′ . Thus,by Corollary 4.11,
is a finitely generated Z-module. Here, I(G) is the incidence ideal of Z[E(G)]. So, by Lemma 4.9, Z[E(G)]/I(G) is a finitely generated module over its subring R generated over Z by 
We have effectively proved Theorem 1.11. Here we recap what was done. 4.3. Directed cycles through a particular vertex or edge. We prove Theorem 1.13 and Corollary 1.14 in this subsection. First, we state several simple algebraic lemmas that will be used in the proof. 
, where e l (S) is the l-th elementary symmetric polynomial in the finite set S of variables.
In particular, for any directed graph G, the incidence ideal
So I ⊂ I ′ . On the other hand,
where h j (Z) is the j-th complete symmetric polynomial in Z. So I ′ ⊂ I. 
Substituting every variable in Y by 0, we get ϕ|
This shows that ann 
is also a finitely generated Z-module.
Since M is a finitely generated Z-module and Z is a Noetherian ring, this implies that
Now we are ready to work on Theorem 1.13. 
Proof. Denote byĜ the connected component of G containing v. That is,Ĝ is the subgraph of G given by
Consider the following subsets of V (Ĝ).
• S = {s ∈ V (G) | s = v, there is a directed path from s to v},
there is a directed path from v to t},
Since there are no directed cycles in G containing v, S and T are disjoint. So {S, T, U, {v}} is a partition of V (Ĝ). For A, B ∈ {S, T, U, {v}}, denote by E A→B the set E A→B = {x ∈ E(G) | the initial vertex of x is in A, and the terminal vertex of x is in B}.
Since there are no directed cycles in G containing v, E T →S = ∅. By the definitions of S, T, U , we also have
identifying all vertices in T into a single vertex, called t,
identifying all vertices in U into a single vertex, called u. Note that:
• There are no directed cycles in G ′ containing v.
• There is a natural one-to-one correspondence between edges of G and edges of G ′ .
We identify edges of G and edges of G ′ by this correspondence. Then, by Lemma 3.11, there is a surjective
The connected component of G ′ containing v has exactly four vertices: v, s, t and u. As sets of edges in G ′ , E S→S , E T →T and E U→U are the sets of loops at s, t and u, respectively. Define
Then, as a set of edges in G ′ , E is the set of non-loop edges in the connected component of G ′ containing v. Define a subgraph G ′′ of G ′ by V (G ′′ ) = {v, s, t, u} and E(G ′′ ) = E. Then G ′′ contains no directed cycles.
Consider the incidence ideal I(G
(1) Each of these generators is a homogeneous polynomial of positive degree in either
(In fact, these generators are exactly the incidence relations of G ′′ .)
Thus, by Lemma 4.14, ann
is a finitely generated Z-module. Note that E(v) = E S→{v} ∪ E {v}→T is a subset of E. Using Lemma 4.15, one has that
is a finitely generated Zmodule too. 
Proof. Let k = β v (G) and {x 1 , . . . , x k } a subset of E(v) whose removal destroys all directed cycles in G containing v. Denote by G ′ the directed graph obtained from G by removing the edges x 1 , . . . , x k . Then there are no directed cycles in
is a finitely generated Z-module. So, by Lemmas 4.1, 4.2, 4.3 and 4.9, Proof of Corollary 1.14. Denote by G the directed graph obtained from G by adding a new vertex v in the middle of x. This splits x into two new edges, whose directions are given by the direction x. Call one of these new edges x and the other y. Then E( G) = E(G) ∪ {y}. And the incidence ideal I( G) for G is the ideal of Z[E( G)] generated by x − y and all the incidence relations of G. Therefore, by Lemma 3.7,
• {x, y} is the set of edges of G incident at v.
• There is a one-to-one correspondence between directed cycles in G containing x and directed cycles in G containing v.
Thus, we get Corollary 1.14 by applying Theorem 1.13 to the vertex v of G. 
Undirected Cycles
To prove (a), we induct on the number of edges in G. If G has only one edge x, then
(a) is obvious in this case. Assume that (a) is true for disjoint unions of trees with n − 1 edges and that G is a disjoint union of trees with n edges. G has a vertex of degree 1. Applying Lemma 3.9 to this vertex, we get a disjoint union of treesĜ with n − 1 edges such that H * (G) ∼ = H * (Ĝ). This completes the induction and proves (a). For (b), fix an undirected cycle C in G. Applying Lemma 3.8 to the removal of all edges of G not in C, we get a surjective homomorphism H 0 (G) → H 0 (C) preserving the module grading.
We call a vertex of C removable if it is the terminal vertex of an edge in C and the initial vertex of an edge in C. A vertex that is not removable is called non-removable. Note that there are even number of non-removable vertices in C since non-removable vertices are alternatingly sources and sinks in C.
Next, we successively remove each removable vertex of C and merging the two edges incident at it. We stop when we reach a graph C ′ that is
(1) either a directed cycle with a single removable vertex and a single loop edge, (2) or an undirected cycle with no removable vertices and a positive even number of non-removable vertices. By Lemma 3.10,
in case (1), Z[x]/(x 2 ) in case (2).
In both cases, H 0,1 (C ′ ) = 0. Then the aforementioned surjective homomorphism H 0 (G) → H 0 (C) ∼ = H 0,1 (C ′ ) preserving the module grading implies that H 0,1 (G) = 0. This proves (b) and completes the proof of Parts 1 and 2 of Theorem 1.17.
Next, we prove Part 3 of Theorem 1.17. Let α = α undirected (G). Fix a collection {C 1 , . . . , C α } of pairwise edge-disjoint undirected cycles in G and a collection of edges {x 1 , . . . , x α } ⊂ E(G) such that x i is contained in C i . Note that x i = x j if i = j since the collection {C 1 , . . . , C α } is pairwise edge-disjoint. Denote by G ′ the subgraph of G consisting of the vertices and edges of the undirected cycles in this collection. Then, by Lemma 3.8, there is a surjective homomorphism H 0 (G) → H 0 (G ′ ) preserving the module grading. For each vertex of degree 2k of G ′ split it into k vertices of degree 2 such that, at each of these new vertices, there are two edges of the same undirected cycle in the above collection. This gives a new directed graph G ′′ that is the disjoint union of the undirected cycles C 1 , . . . , C α . By Lemma 3.11, there is a surjective homomorphism H 0 (G ′ ) → H 0 (G ′′ ) preserving the module grading. Similar to the discussion in the proof of (b) above, we get • If u ∈ V (Ĝ 0 ) and u = v, then there is a single edge inĜ 0 connecting u and v.
• If u, w ∈ V (Ĝ 0 ) and u = v, w = v, u = w, then there are no edges inĜ 0 connecting u and w.
• There are no loops inĜ 0 at v. This proves (a). Now assume that there is an undirected cycle in G containing v. Then α v := α undirected (G, v) > 0. Fix a collection of {C 1 , . . . , C αv } of pairwise edge-disjoint undirected cycles in G containing v. For each C i , pick an x i ∈ E(v) contained in C i . Note that x i = x j if i = j since the collection {C 1 , . . . , C αv } is pairwise edge-disjoint. Let G ′ be the graph given by
• V (G ′ ) = {u ∈ V (G) | u is contained in C i for some i = 1, . . . , α v }, • E(G ′ ) = {x ∈ E(G) | x is contained in C i for some i = 1, . . . , α v }.
For each vertex u in G ′ of degree 2k in G ′ , split it into k vertices, each of which is the vertex where two edges of the same C i are incident. This changes G ′ to another graph G ′′ . Similar to the computation in the proof of Theorem 1.17, we have that 
