Multiphase flow and transport phenomena within fractures are important because fractures often represent primary flow conduits in otherwise low permeability rock. Flows within the fracture, between the fracture and the adjacent matrix, and through the pore space within the matrix typically happen on different length and time scales. Capturing these scales experimentally is difficult. It is therefore useful to have a computational tool that establishes the exact position and shape of fluid/fluid interfaces in realistic fracture geometries. The level set method is such a tool. Our progressive quasistatic (PQS) algorithm based on the level set method finds detailed, pore-level fluid configurations satisfying the Young-Laplace equation at a series of prescribed capillary pressures. The fluid volumes, contact areas and interface curvatures are readily extracted from the configurations. The method automatically handles topological changes of the fluid volumes as capillary pressure varies. It also accommodates arbitrarily complicated shapes of solid confining surfaces.
non-neglible the configuration of immiscible fluids in real, rough-walled fractures is significantly different from the parallel plate model (Prodanović and Bryant, 2007) . The wetting phase will be held preferentially around the asperities holding the fracture open, a situation analogous to pendular rings at grain contacts in a granular material. The wetting phase will also occupy "nooks and crannies" in the fracture wall. The nonwetting phase will tend to occupy the wider parts of the fracture, a situation analogous to large pores in a granular material. The configuration of both phases is a nontrivial function of capillary pressure, the saturation history, and the spatial distribution of aperture (Prodanović and Bryant, 2007) . As suitably detailed maps of fracture apertures are now becoming available (Bertels et al., 2001; Knackstedt, 2007) , we are motivated to explore the influence of capillarity on the flow properties of realistic fractures and their interaction with a porous matrix.
The analogies between capillarity in rough-walled fractures and capillarity in porous media (pendular rings, trapped phases, preferential location of nonwetting phase in more open regions) have motivated the application of network models to the fracture (Hughes and Blunt, 2001; Piri and Karpyn, 2007) . The identification of the essential elements of a network, pore "throats" and pore "bodies," can be problematic in a fracture. Even when a network has been established, it is difficult or impossible to account properly for the contribution for the in-plane radius of curvature. These efforts also assume that the fracture walls are non-porous. Extending such models to consider fracture-matrix transfer would therefore be difficult.
In this paper we describe simulations of drainage and imbibition on the aperture scale in realistic and in idealized fractures. The simulations do not require identification of a network, nor or any other simplification. The method presented here determines sequences of equilibrium fluid configurations at a series of applied capillary pressures. The level set methodology is well suited to account for any geometry, as long as its pore level description exists. Thus it readily extends to handle fracture/matrix interaction. We present simple cases of transfer between the matrix and the fracture, as well as residual phase trapping in a model propped fracture
Modeling
In this section we describe the basic ideas applying level sets to the problem of computing surfaces of constant mean curvature. More mathematical details are available in (Prodanović and Bryant, 2008) . In our application of the level set method, the fluid-fluid interface adopts a configuration such that interfacial tension balances the capillary pressure. The method offers a convenient framework for accounting for these opposing forces, without having to solve for them directly. The crucial concept in level set methods is that the interface of interest is treated as a subset of a higher-dimensional function called the level set function. The subset coincides with points where the function is equal to a particular, constant "level" value. (The level set is analogous to any contour on a contour plot.) This approach has very convenient properties, notably the automatic accounting for changes in interface topology. The level set function itself is smooth and continuous in the higher-dimensional space. A particular level set of that function, however, may form an arbitrary number of unconnected "islands." Thus representing a fluid/fluid interface as a level set automatically handles topologically complicated situations (e.g. many islands, or menisci, or blobs of nonwetting phase). It also handles topologically complicated events such as merger and splitting of menisci, snap-off, coalescence, etc. This is a tremendous reduction in "book-keeping" compared with computational methods that track every point of the interface.
The level set function, and thus the level sets embedded therein, evolves according to a classical partial differential equation. In our application, with a judicious choice of coefficients, the solution to the equation approaches a steady state as the interfacial tension and capillary pressure come into balance. The steady-state solution, obtained numerically by standard finite difference methods, thus corresponds to a solution of the Young-Laplace equation. Mathematically, the level set we obtain at steady state is a surface of constant curvature. Computing constant curvatures surfaces directly, e.g. by solving the differential equations that define curvature, is difficult. Computing such surfaces with arbitrary confining surfaces, as is needed for studies of drainage and imbibiton in porous media, is intractable. The comparative ease of obtaining such surfaces with level set methods is one of their greatest advantages.
Level Set Method.
The level set method (Sethian, 1999; Osher and Fedkiw 2003) , originally introduced by Osher and Sethian in 1988 , tracks the motion of interfaces. The interfaces can be driven by potentially complex forces. In the standard implementation, the moving surface of interest is embedded as the zero level set of function Á(x; t) Á(x; t) defined on entire domain. (The zero level set is the set of points x x such that Á(x; t) = 0 Á(x; t) = 0, see Fig. 1 .) Such representation enables elegant calculation of various interface properties.
In particular, the normal to the interface is simply ñ = rÁ jrÁj n = rÁ jrÁj , where rÁ = (Á x ; Á y ; Á z ) rÁ = (Á x ; Á y ; Á z ) is the spatial gradient of Á Á (Fig. 1) .
The gradient at a point is perpendicular to the level set passing through that point, that is, it is perpendicular to the surface Á = const: Á = const: at that point. Thus if we denote the divergence of this normal by · ·, then the mean curvature of the interface · M · M is one half of this value, i.e. ·=2 ·=2. Prodanović and Bryant (2007) give more details on curvature(s), areas and volumes that can be readily computed using the level set representation of the interface.
In level set methods, the level set function evolves in time according to the following partial differential equation:
Here F F is speed of the interface in the direction normal to itself, that is, the interface velocity at a point x x is Fñ Fñ evaluated at x x (see Fig. 1 ). In general F F is a function of position. The physics of the phenomenon of interest enters the method via F F . We next show how F F can account for the forces due to interfacial tension and capillary pressure.
Progressive Quasi-static (PQS) Algorithm.
We have implemented a level set method for computing the location of a fluid-fluid interface when capillary forces are dominant (Prodanović and Bryant 2006) . The interfaces are confined by arbitrary solid surfaces. Drainage and imbibition displacements are modeled as quasi-static processes, in which the meniscus between wetting and non-wetting phases moves from one equilibrium location to another in response to increments (decrements) in capillary pressure. The fluid interfaces are constant mean curvature (· M ) (· M ) surfaces, satisfying
where P c P c is capillary pressure, nw nw and w w denote non-wetting and wetting phases respectively, and ¾ ¾ is interfacial tension. The interface is initialized as planar near the entry of the computational domain. Since the entry pressure (curvature) is unknown, and too small a value would cause the interface to completely withdraw from the domain, we expose the planar interface to the "slightly compressible velocity model", which defines the speed F in the evolution Eq. 1 as
The first term on the right hand side is pressure-like, while the second term mimics capillary forces" b 0 b 0 corresponds to interfacial tension, and ·(x; t) ·(x; t) is (twice) the mean curvature. In the pressure-like term, we prescribe a number of parameters: pressure constant a 0 a 0 , target volume of non-wetting phase V m V m and non-wetting phase bulk-modulus K K. V (t) V (t) is the actual non-wetting phase volume in the domain at time t t. Compressible behavior is modeled via the exponential function which causes the effective capillary pressure to decrease when the non-wetting phase volume exceeds the target volume.
We integrate Eq. 1 with this speed function in time until a steady state Á I Á I is reached. (Thus the time t t in Eqs. 1 and 2 has no physical meaning.) Since at steady state the speed F F is everywhere zero, at steady state Eq. 2 reduces to the YoungLaplace equation:
, where a I a I is the steady-state value of the pressure term and x Ĩ x I is the set of points corresponding to the zero level set Á I (x) = 0 Á I (x) = 0. Thus this first step finds an equilibrium location x Ĩ x I and its corresponding pressure a I a I for the interface. This pressure is a value larger or equal to the entry pressure for the medium. The PQS algorithm iterates from this initial state. At each step we increment curvature by ¢· ¢· (which corresponds to incrementing capillary pressure by ¢a = b 0 ¢· ¢a = b 0 ¢· in a physical experiment), and solve Eq. 1 using the prescribed curvature model for the speed function:
until a new steady state is reached. At steady state F = 0 F = 0, and Eq. 3, like Eq. 2, is a balance between capillary forces and pressure forces. This also shows that dimensionless curvature is equivalent to dimensionless capillary pressure.
Imbibition simulations proceed analogously. The initial condition for imbibition is a drainage endpoint. The imposed curvature is decremented, and the prescribed curvature model is used to find the equilibrium location of the interface.
A powerful feature of our implementation is our description of the void-solid boundary interface by a fixed level set function Ã Ã. No matter how geometrically complicated the function Ã Ã may be, the algorithm above applies without modification. The function Ã Ã is positive in the solid phase, negative in the pore space and equals zero at the solid-void interface. In the PQS algorithm we impose a constraint of the type Á(x; t) · Ã(x) Á(x; t) · Ã(x) after every iteration at every point x x. In effect this is a wall boundary condition that prevents the interface from entering grain space and results in a zero contact angle. We illustrate the approach with mask functions specified analytically, as in the case of the gaps between grain packs, and specified from high-resolution images such as those of fractured Berea sandstone.
If suitably small increments in curvature are chosen for the PQS iteration, then the critical curvature can be estimated for irreversible pore level events. These events are Haines jumps during drainage and coalescence of wetting phase volumes during imbibition. Before an irreversible event, the interface(s) will advance (retreat) incrementally to new equilibrium position for several curvature steps. These incremental movements are reversible. In contrast, when the interface is at (or very near) a critical location, the next increment (decrement) in curvature will result in a new equilibrium location a significant distance away. Such jumps are always irreversible. That is, if the next step of the algorithm were to subtract (add) the same increment (decrement), the interface would move incrementally but would not return to its previous position. The curvature at which an irreversible jump occurs is identified as the critical curvature. This basis for identifying critical events yields good agreement with experiment and the Mayer-Stowe-Princen theory for drainage in granular media (Prodanović and Bryant, 2006) . It also confirms the Melrose criterion for pore imbibition (Prodanović and Bryant, 2006; Gladkikh and Bryant, 2005) .
We implement the PQS algorithm using standard level set concepts such as localization (computing the evolution of the level set function only within a narrow band of voxels around the interface) and reinitialization (periodically replacing the level set function with a signed distance function while preserving the location of the zero level set; this avoids development of steep gradients and thus numerical instability). The Level Set Method Library (Chu and Prodanović, 2008) contains most of the required routines in C/C++/FORTRAN. All simulations presented here were done on a single processor.
Experimental Method.
Experimental results of fluid occupancy in a rough fracture, assisted by computed microtomography imaging , are used in the present study to compare fluid configurations predicted by the proposed progressive quasistatic algorithm with those observed in the laboratory. The experiment consisted of monitoring immiscible flow through an artificially fractured Berea sandtone core, containing a single longitudinal tensile fracture. The sample was 25.4 mm in diameter and 101.42-mm long. The two exposed fracture surfaces were ill-matched with a slight shift of 1 mm along the longitudinal axis to accentuated aperture changes inside the fracture, resulting in a mean aperture of 0.584 ± 0.027 mm. Visualization of fluid occupancy inside the fracture and detailed characterization of fracture aperture variations were possible using high-resolution x-ray computed tomography. In the experimental produce, the sample was pre-saturated with the wetting phase (water), preventing any significant fluid exchange between the fracture and the rock matrix during subsequent oil injections into the fracture. Two-phase flow structures formed inside the fracture, as water and oil were injected into the crack inlet. Cycles of fluid injection included primary drainage (down to S w = 0:35 S w = 0:35), imbibition (up to S w = 0:63 S w = 0:63) and secondary drainage (with simultaneous injection of oil and water). Using image analysis tools, Karpyn and Piri (2007) found receding and advancing contact angles to be 10 and 25 degrees respectively and they adapted a porenetwork modeling approach to model flow in the fracture.
Results

Fractured Berea.
The original voxel dimensions of the CT scanned fracture structure corresponds to 3116 (length) × 909 (width) × 200 (aperture direction) elements We used an upscaled version of 389 × 116 × 25 elements, equivalent to coarse version B in Karpyn and Piri (2007) and Piri and Karpyn (2007) , to reduce computational effort. The voxel resolution for the upscaled data set is 0.26 mm in the direction of the flow (length), and 0.219 mm in the other two cross-flow directions. The computational domain thus corresponds to a 101 × 25 × 5.5 mm 3 physical domain. Figure 2 shows the rendering of the fracture grain surface used for LSMPQS simulation and Fig. 3 the medial axis skeleton of the fracture pore space (produced using 3DMA-Rock software, see Lindquist 2008 , for medial axis algorithm refer to Lee et al. 1994) . The white islands shown in Fig. 2 represent regions where upper and lower fracture come into contact, thus resulting into zero-aperture zones or asperities.
The LSMPQS simulations agree generally with the experiment. Fig. 4 shows fracture aperture field (Fig. 4a ) and experimental drainage endpoint (Fig 4b) . As seen in Fig. 4c , oil at the LSMPQS simulation drainage endpoint occupies wider spaces and has hard time entering the low aperture spots. There are discrepancies in some details of the configuration. One reason may be the upscaling of the aperture field for the simulation. Another is that the simulation uses a contact angle of zero, but Piri and Karpyn (2007) report that a contact angle of 15° for drainage and 25° for imbibition are appropriate for this experiment. Finally, image segmentation in a multiphase image that resulted in the oil configuration in Fig. 4b is prone to misidentification errors as well. Selected fluid configurations for drainage simulation are shown in Figs. 5. Bottom (inlet) and top (outlet) are the only boundaries open to flow. Figures 5b and 5c show both oil and water configuration for the same capillary pressure. Water surrounds asperities (visible as white breaks in the green water surface), and is mostly in blobs disconnected from the inlet and outlet but is assumed to flow via water films. We used oil-water interfacial tension value ¾ ow = 41:2 ¢ 10 ¡3 N=m ¾ ow = 41:2 ¢ 10 ¡3 N=m (see Karpyn and Piri, 2007) in order to scale the curvatures from LSMPQS simulation to capillary pressure values. Figure 6b shows the predicted capillary pressure -saturation relationship during drainage and imbibition. 
Fractured
Sphere Pack: Simulating Flow in Fracture and Adjoining Matrix. A subset of a dense, random packing of equal spheres (radius R = 1 R = 1) measured by Finney (1970) was artificially fractured by moving spheres away from and perpendicular to a z-plane. We kept ten randomly chosen pairs of spheres in contact (see Fig. 8a ). We then performed drainage and imbibition (using dimensionless curvature step d· = 0:5 d· = 0:5) with two different boundary conditions. In one case, the invading phase entered the domain in the direction parallel to the z-plane of the fracture. It thus had access to fracture and matrix simultaneously. In the other, the invading phase entered the domain in the direction perpendicular to the fracture plane. It had access only to the matrix initially. Invasion of the fracture could occur only from the matrix. The fracture and associated matrix occupied a volume of [¡8R; 8R] 8b shows the non-wetting fluid configuration at a stage that essentially occupied entire fracture opening. At a later drainage step shown in Fig. 9a , drainage of the adjoining matrix has begun. We plot drainage and imbibition curvaturesaturation curves in two ways: one measuring saturation in the entire volume and the other set measuring saturation in the matrix adjoining the fracture only (Fig 9b) . The "matrix only" drainage curve does not show a sharp percolation threshold (the threshold is at · ¼ 6 · ¼ 6 for monodisperse spheres (Behseresht et al., 2007) ) because the nonwetting phase accesses the volume from the entire fracture face. The fracture volume was inferred from the non-wetting fluid configuration shown in Fig. 8b , and substracted from the overall volume to get the matrix pore space. Imbibition configurations are shown in Figs. 10. Note the disconnected blobs of non-wetting phase result from specifically checking for and recording trapped (disconnected) phase during imbibition simulation.
We repeat the simulation sequence for rotated geometry where the displacement direction is perpendicular to the fracture plane. That is, the fluids access the fracture only from the matrix. This proves to have a major influence. The capillary pressure curve is different for each displacement direction, but more significantly, the saturation and location of the residual nonwetting phase is very different (see Figs. 11 and 12 ). All the nonwetting phase occupying the fracture is trapped.
Sphere Pack with an Enclosed Gap.
We create an enclosed gap by removing 20 spheres from the middle of the already familiar packing of equal spheres (Figs. 13) . This geometry is analogous to a vug, or to a fracture bounded along its perimeter by matrix. In contrast with the fractured sphere pack described above, it allows us to examine a situation where the boundaries of the domain do not influence what happens in the gap. Drainage and imbibition simulation proceed in the similar fashion (using dx = 0:1R; d· = 1:0 dx = 0:1R; d· = 1:0) as in Section 3.2. Fig 14 shows the curvature-saturation relationship. We observe rather large non-wetting fluid residual saturation of 0.2 at the end of imbibition. The non-wetting fluid configurations of three imbibition steps leading to it are shown in Fig. 15 . Note that once the non-wetting phase blob is recognized as trapped (shown in blue) it becomes stationary. The configuration in Fig. 15c has very little non-wetting phase remaining that is connected to the open flow boundaries (shown in red) and the most of the phase is trapped. At the next curvature step (not shown) the remaining phase withdraws from the volume leaving only the trapped phase, which is the same as shown in Fig  15c, and thus simulation stops.
Model Fracture With Proppant.
Thane (2006) used a cooperative rearrangement algorithm to create monodisperse, bidisperse and normally distributed close packings of spheres. We modified the algorithm to create layered bidisperse packings that resemble a propped fracture in an unconsolidated medium. We created a sample filled with 400 large and 6000 small spheres which had radii R 1 = 1:0 R 1 = 1:0 and R 2 = 0:436 R 2 = 0:436. The ratio of proppant size to matrix grain size in practice is typically larger than 3 whose cross-section is shown in Fig. 16a was discretized at dx = 0:08 dx = 0:08 creating a 200 3 200 3 image. Similarly as in the case of fractured sphere pack, the non-wetting phase fills the fracture volume (that is now also occupied by with proppant). Fig. 16b shows the non-wetting phase surface when most of the proppant bed is drained and the nonwetting phase has started to move into the adjoining medium with smaller grains.
In Fig. 17 we show drainage and imbibition curves for the matrix and propped fracture. The curves seem to be bounded by drainage/imbibition curves corresponding to close packings of monodisperse spheres with radii R 1 R 1 and R 2 R 2 respectively. Residual non-wetting phase is shown in Fig. 18a . We get residual phase both in the small grain matrix and the larger grain areas and the size of the blobs seem to scale with grain size.
Finally, similarly as in the case of fractured sphere pack, we repeat the simulations in a rotated image, i.e. fluids enter the domain from the face parallel to the fracture filled with proppant. Even though the fracture is filled with grains only 2.3 times larger than the adjoining matrix, we again see capillary forces cause a large body of residual non-wetting phase trapped in its pore space (Fig. 18b) . This has important implications in industrial proppant applications.
There are no experiments available that we could directly compare with our matrix/fracture simulations. The simulations done in modified sphere packings, however, would be simpler to deal with experimentally. The simulations could thus inspire comparable experiments and consequently yield more insight into the matrix/fracture transfer.
Conclusions
We present an application of a computational method for capillarity dominated fluid displacements into and within fractures. The narrow dimension of the fracture is small enough for capillary forces to control the fluid configuration. The method is robust, handling arbitrarily complicated geometry and topology of interfaces and solid boundaries. Oil/water configurations predicted in an upscaled image of a fractured sandstone core compare reasonably well with experiment in the same core.
We explore the trapped fluid behavior in media that represent a fractured matrix, a gap enclosed within a matrix, and a fracture filled with proppant. Because the spatial distribution of aperture in realistic fractures is heterogeneous and includes numerous points of contact (asperities), the configurations of immiscible fluids within the fractures are complex. The complexity will affect multiphase flow properties. The extent to which nonwetting phase is trapped in fracture/enclosed gaps is very sensitive to the direction of the displacement. In the limiting case of displacement normal to the plane of the fracture, the entire fracture is filled with trapped fluid at the imbibition endpoint. Simulated drainage curves in matrix differ systematically from drainage curves in fracture and matrix with transfer between them. In a reservoir simulation the latter might serve as an upscaled drainage curve input for a fractured medium. This work was supported in part by the Department of Energy DE-FC26-06NT43067 and the Department of Agriculture 2004-35102-14920. We are grateful to Texas Advanced Computing Center, UT Austin (http://www.tacc.utexas.edu/), for computational resources and expertise provided.
a(x; y) a(x; y) aperture of a fracture at a point (x; y) (x; y), L L a 0 a 0 prescribed pressure-like coefficient in speed function , Eqs. 2 and 3, L=t L=t b 0 b 0 prescribed interfacial-tension like coefficient in speed function , Eqs. 2 and 3,
dx dx voxel length (images), grid spacing (numerical simulations), L L F F speed of interface in level set method evolution equation, Eq. 1, L=t L=t K pseudo-bulk modulus for nonwetting phase,
Ã Ã level set function for imposing mask corresponding to void/solid boundary 
