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Abstract 
A k-tree is either a complete graph on k vertices or a graph T that contains a vertex whose 
neighbourhood in T induces a complete graph on k vertices and whose removal results in a 
k-tree. A subgraph of a graph is a spanning k-tree if it is a k-tree and contains every vertex of 
the graph. 
This paper is concerned with spanning 2-trees in a graph. It is shown that spanning 2-trees 
have close connections with two special types of spanning trees: locally connected spanning 
trees (a locally connected spanning tree of a graph G is a spanning tree such that for every 
vertex L’ of T the neighbourhood of u in T induces a connected subgraph in G) and tree 2- 
spanners (a tree 2-spanner of a graph G is a spanning tree such that for every edge of G not in 
7’ the distance in T between the two ends of the edge is two). An approximation algorithm is 
presented for finding a minimum-weight spanning 2-tree in a weighted complete graph, whose 
asymptotic performance ratio is at most 2 when edge weights satisfy the triangle inequality, and 
at most (3 + 4&)/6 FZ 1.655 when the graph is a complete Euclidean graph on a set of points 
in the plane. It is also shown that for any two fixed integers k > k’ Z 1, it is NP-complete to 
determine, given a graph G and a spanning k/-tree T of G, whether G has a spanning k-tree 
that contains T. 
Keywords: Graph theory and algorithm; Locally connected spanning tree; Spanning k-tree; 
Spanning tree; Tree 2-spanner 
1. Introduction 
Spanning trees are one of the most extensively studied subjects in graph theory and 
graph algorithms. It is well known that a graph is connected. iff it contains a spanning 
tree, and that exploring a connected graph along a spanning tree is an important prelim- 
inary step in many efficient algorithms on graphs. An excellent exposC on how to utilize 
various spanning trees to obtain efficient algorithms can be found in a monograph by 
Tarjan [lo]. 
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As a generalization of a tree, a k-tree is defined recursively to be either a complete 
graph on k vertices or a graph T that contains a vertex whose neighbourhood in T 
induces a complete graph on k vertices and whose removal results in a k-tree. Then 
a l-tree is clearly the same as a tree. Likewise, the notion of a spanning tree can be 
extended to a spanning k-tree as a subgraph that is a k-tree and contains every vertex 
of the graph. Because, for k 2 2, k-trees have a higher connectivity than trees, they are 
more useful in constructing reliable networks. For instance, the existence of a spanning 
2-tree in a communication network is crucial to the reliability of the network when 
isolated failures of sites and lines occur; in fact, it guarantees that such failures will 
not affect the communication among operative sites [7]. 
Unlike graphs containing spanning trees, graphs that contain spanning k-trees, k 3 2, 
do not have “good” characterizations. In fact, Bern [l] showed that, for any fixed 
integer k > 2, it is NP-complete to determine whether a given graph contains a spanning 
k-tree. Later, Cai and Maffray [5] strengthened his result by showing that the problem 
remains NP-complete for degree-bounded graphs, split graphs, and planar graphs (for 
k = 2). On the other hand, they provided efficient algorithms for finding spanning 
k-trees in interval graphs and split-comparability graphs. 
In this paper, we focus on spanning 2-trees. In particular, we consider relationships 
between spanning 2-trees and two special types of spanning trees (Section 3), ap- 
proximation algorithms for the problem of finding a minimum-weight spanning 2-tree 
in a weighted complete graph (Section 4), and the complexity of extending a given 
spanning tree to a spanning 2-tree (Section 5). We also propose some open problems 
(Section 6). 
Graphs in this paper are finite undirected simple graphs. We use the notation and 
terminology of Bondy and Murty [2] for graph theory and of Garey and Johnson [9] 
for complexity. In particular, V(G) and E(G), respectively, denote the vertex and edge 
sets of a graph G. The neighbourhood of a vertex v in G is denoted by No(v). For 
any subset V’ C V(G), the induced subgraph of G on V’ is denoted by G[V’]. 
A spanning tree T of G is a tree 2-spanner if for any edge of G not in T the 
distance in T between the two ends of the edge is two, and T is locally connected if 
for every vertex v of T the neighbourhood of v in T induces a connected subgraph 
in G, i.e., G[Nr(v)] is connected. The trefoil graph is the 6-vertex graph shown in 
Fig. 1, and a graph is trefoil-free if it contains no induced subgraph isomorphic to 
the trefoil graph. The minimum spanning 2-tree problem is to construct a spanning 
2-tree with the minimum weight from a weighted complete graph. Given a set of 
points in the Euclidean plane, the complete Euclidean graph on the set of points is 
a weighted complete graph G whose vertices correspond to the points and where the 
weight of an edge is the Euclidean distance between the corresponding points of its 
ends. 
The main results of this paper can be summarized by the following theorems: 
Theorem 1.1. A nontrivial graph contains a locally connected spanning tree 13 it 
contains a trefoil-free spanning 2-tree. 
L. CailDiscrete Applied Mathematics 74 (1997) 203-216 205 
Fig. 1. The trefoil graph 
Corollary 1.2. Let G be a 2-connected graph, and T be an arbitrary tree 2-spanner 
of G. Then T is a locally connected spanning tree of G, and there is a trefoil-free 
spanning 2-tree of G that contains T. 
Theorem 1.3. For any constant c > 1, no polynomial-time approximation algorithm 
for the minimum spanning 2-tree problem can attain asymptotic performance ratio 
c. unless P=NP. 
Theorem 1.4. There is an approximation algorithm for the minimum spanning 2-tree 
problem whose asymptotic performance ratio is at most 2 when edge weights of the 
weighted complete graph satisfy the triangle inequality, and at most (3 +4&j/6 z 
1.655 when the weighted complete graph is a complete Euclidean graph on a set of 
points in the plane. 
Theorem 1.5. For any twojxed integers k > k’ b 1, it is NP-complete to determine, 
given a graph G and a spanning k/-tree T of G, whether G possesses a spanning k-tree 
that contains T. 
2. Preliminaries 
In this section, we present some basic properties of Z-trees. Call a vertex 2-simplicial 
if its neighbourhood induces a 2-clique, i.e., an edge. From the recursive definition of 
a 2-tree, it is easy to see that a graph T with n vertices is a 2-tree iff there exists an 
ordering VI, . . ., u, of its vertices such that v,_ 1 v, is an edge and each vi, 1 d i d n - 2, 
is a 2-simplicial vertex of the induced subgraph T[vi, . . . , v,] of T. Such an ordering 
is called a 2-simplicial elimination ordering (2-SEO) of T. We note that a 2-tree can 
be constructed from an edge by repeatedly adding a new vertex and making it adjacent 
to the two ends of an edge in the graph formed so far. In fact, the reverse of a 2-SE0 
gives an ordering of vertices that are added in sequence to form a 2-tree; and we refer 
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Fig. 2. A 2-tree, where 1 2 3 4 5 6 7 8 9 is a 2-SEO. Edge { 8,9} is the base with respect to this 2-SEO. , 9 9 9 9 > 9 > 
to the initial edge in constructing such a 2-tree as a base of the 2-tree. See Fig. 2 
for an example of a 2-tree and the related concepts. An edge bonding of two disjoint 
graphs G and G’ is any graph constructed from G and G’ by identifying an edge of 
G with an edge of G’. We now summarize some useful properties of a 2-tree in the 
following proposition, whose proof is straightforward by induction. 
Proposition 2.1. Let T be a 2-tree with n > 3 vertices. Then 
1. T does not contain any chordless cycle of length at least 4. 
2. T does not contain any I-clique. 
3. T is 2-connected. 
4. Every vertex (every edge, respectively) of T belongs to at least one triangle. 
5. Every edge of T can be a base. 
6. An edge bonding of two disjoint 2-trees is a 2-tree. 
7. T contains exactly 2n - 3 edges. 
3. Connections with locally connected spanning trees and tree 2-spanners 
We prove Theorem 1.1 and Corollary 1.2 in this section. It is interesting that span- 
ning 2-trees have such close connections with locally connected spanning trees and 
tree 2-spanners. We start with a construction for obtaining a trefoil-free 2-tree from a 
set of edge disjoint trees. For a tree T, any nonleaf vertex is an internal vertex, and 
any edge not incident with a leaf is an internal edge. 
Proposition 3.1. Let T be a nontrivial tree. For each vertex v E V(T), let T, be an 
arbitrary tree on the neighbourhood NT(V) of v. Then T U (Uu~y~T~ T,) is a trefoil-free 
2-tree. 
Proof. Let I(T) be the set of internal vertices of T. It is clear that 
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since for any leaf u, T, is a trivial tree. We first show that G = T U (UUEIcTj T,-) 
is a 2-tree. To do so, we use induction on the number of internal edges of T. If T 
has no internal edge then it is a star, i.e., a tree with a vertex adjacent to all other 
vertices. In this case, it is easy to see that G is a 2-tree. Assume that the claim is 
true for any nontrivial tree with fewer than i, where i 3 1, internal edges and consider 
an arbitrary tree with i internal edges. Let e = xy be an internal edge of T. Then 
T - e consists of exactly two connected components X’ and Y’ containing vertices .X 
and y, respectively. Let X = X’ + e and Y = Y’ + e. Let G, and G,, respectively, 
be the induced subgraphs of G on V(X) and V(Y). Then Z(X) = I(T) n V(X’) and 




Since e is not an internal edge of either X or Y, both X and Y contain fewer than 
i internal edges. Therefore, by the induction hypothesis, both G, and G, are 2-trees. 
Since G = G, U G, and e is the only edge shared by G, and G,, G is an edge bonding 
of two disjoint 2-trees G, and G,; and thus by Proposition 2.1(6), G is a 2-tree. 
To see that G is trefoil-free, we observe that any triangle in G contains exactly two 
edges from T. This implies that if two triangles in G share an edge, the edge must be 
in T. Therefore there is no triangle in G in which each edge is shared by a distinct 
triangle, implying that G is trefoil-free. 0 
Next we prove a result on 2-trees that ties together trefoil-free 2-trees, locally con- 
nected spanning trees, and tree 2-spanners. This result will pave the way for us to 
prove Theorem 1.1 and Corollary 1.2. 
Proposition 3.2. Let G be a 2-tree. Then the following statements are equivalent: 
1. G contains a locally connected spanning tree. 
2. G is trefoil-free. 
3. G admits a tree 2-spanner. 
Proof, (1) implies (2). Let T be a locally connected spanning tree of G. For any 
vertex v, let G, = G[Nr(ti)]. Since G, is connected, it contains a spanning tree T,.. 
Let S = T U OJvcv(T) T,). Then, by Proposition 3.1, S is a trefoil-free 2-tree. Since S 
has the same number of edges as G (Proposition 2.1(7)), S equals G and thus G is a 
trefoil-free 2-tree. 
(2) implies (3). Let G be a trefoil-free 2-tree. We use induction on the number 
of vertices of G to show that G has a tree 2-spanner T satisfying property P: .for 
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every edge in T, either its two ends form a 2-cut of G or one of its two ends is a 
2-simplicial vertex of G. 
It is trivially true for IV(G)] < 4. We assume that the claim is true for 2-trees with 
fewer than k, where k > 5, vertices and assume that G has k vertices. Let x be a 
2-simplicial vertex of G. Let u and v be the two vertices adjacent to x. Then uv is 
an edge of G. Clearly, G’ = G -x is trefoil-free, and, by the induction hypothesis, it 
has a tree 2-spanner T’ that satisfies property P. If uv E E(T’), then either T’ + ux or 
T’ + vx is a tree 2-spanner of G satisfying property P; otherwise, since the distance in 
T’ between u and v is two, there must be a vertex w E V( G’) such that uw, VW E E( T’). 
By property P, we notice that in graph G’, either both {u, w}, {v, w} are 2-cuts or one 
of u, v, w has degree two. 
If both {u, w}, { v,w are 2-cuts of G’, then {u,w}, {v,w} and {u,v} are 2-cuts of } 
G. It is easy to deduce that in G there are vertices y and z which are different from 
vertices x, u, v, w such that y is adjacent to u and w, and z is adjacent to v and 
w. But then the subgraph of G induced by {x, y,z, u, v, w} would be a trefoil graph, a 
contradiction. Therefore one of u, v, w has degree two. If w is of degree two, then {u, v} 
is a 2-cut of G’ since ]V(G’)] > 5. By Lemma 4.1 in [4] (Let G be a 2-connected 
graph, and let T be an arbitrary tree 2-spanner of G. Then for every 2-cut {u,v} 
of G, uv E E(T).), uv belongs to T’, a contradiction. Therefore one of u and v must 
be of degree two. Without loss of generality, we may assume that u is of degree two. 
Then T = (T’ U {uv, vx}) - uw forms a tree 2-spanner of G. It can be easily checked 
that T satisfies property P. Hence G admits a tree 2-spanner. 
(3) implies (1). Let T be a tree 2-spanner of G. Let v be an arbitrary vertex of T, and 
G, = G[Nr(n)]. Suppose that G, is disconnected. Let Hi be a connected component 
of G,, and H2 = G, - HI. For i = 1, 2, let 
6=(X: x E V(G) and the (x, v)-path in T passes through Hi}. 
Then Vi n V2 = 8 and V(G) = Vi U VI U {v}. Since there is no edge of G between 
HI and Hz, for any edge e of G between VI and V2, at least one end of e is outside 
HI U HZ, implying that the distance in T between the two ends of e is at least three. 
Therefore no edge of G lies between VI and V2 since T is a 2-spanner. However, 
this would imply that u is a cut vertex of G, contradicting the 2-connectivity of G 
(Proposition 2.1(3)). Therefore G, is connected, and thus T is a locally connected 
spanning tree of G. q 
We are now ready to prove Theorem 1.1: A nontrivial graph G contains a locally 
connected spanning tree isf it contains a trefoil-free spanning 2-tree. 
Proof of Theorem 1.1. Let T be a locally connected spanning tree of G. For any 
vertex v, let G, = G[Nr(v)]. Since G, is connected, it contains a spanning tree T,. 
Therefore, by Proposition 3.1, T U (UVEVcTj T,) is a trefoil-free spanning 2-tree of G. 
Conversely, suppose that G contains a trefoil-free spanning %-tree S. Then, by Propo- 
sition 3.2, S contains a locally connected spanning tree T. Therefore, for each u E V, 
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S[NT(U)] is connected and hence G[Nr(u)] is connected since S is a subgraph of G. 
Thus T is a locally connected spanning tree of G. 0 
To establish Corollary 1.2, we note that the proof for “(3) implies (1)” in Proposition 
3.2 actually shows that every tree 2-spanner of a 2-connected graph is a locally con- 
nected spanning tree, and the first part of the proof of Theorem 1.1 proves that when 
a nontrivial graph G contains a locally connected spanning tree T, it has a trefoil-free 
spanning 2-tree that contains T. Corollary 1.2 follows immediately. 
4. Approximating minimum spanning 2-trees 
In this section, G is a weighted complete graph. For an edge e of G, w(e) > 0 
denotes the weight of e; and for a subgraph G’ of G, w(G’) denotes the weight of 
G’, i.e., the sum of the weights of all edges in G’. Let MST(G) denote the weight 
of a minimum spanning tree of G, and MS2T(G) denote the weight of a minimum 
spanning 2-tree (a spanning 2-tree with the minimum weight) of G. 
It is well known that a minimum spanning tree in a weighted graph can be found 
efficiently [8, lo]. On the other hand, it is NP-hard to find a minimum spanning 2- 
tree, even for weighted complete graphs [l] and for weighted plane triangulations [5]. 
We now consider approximation algorithms for the minimum spanning 2-tree problem. 
Here we are concerned with finding a spanning 2-tree in a weighted complete graph G 
whose weight is close to the weight of a minimum spanning 2-tree. We start with an 
efficient algorithm for constructing a spanning 2-tree in a weighted complete graph G: 
Algorithm MSTE; {Minimum Spanning Tree Extension method} 
Input: a weighted complete graph G; 
Output: a spanning 2-tree S of G; 
Find a minimum spanning tree T of G; 
s := 0; 
for each internal vertex u of T do 
Find a minimum spanning tree T, of G[NT(u)]; 
5’ := S u T,; 
end for. 
By Proposition 3.1, it is clear that S is a spanning 2-tree of G. Furthermore, we can 
implement the algorithm to run in 0( ] V( G)13) time by using Prim’s algorithm [lo]. 
Of course, S is normally not a minimum spanning 2-tree. So what is the weight of S 
comparing to the weight of a minimum spanning 2-tree of G? For a spanning 2-tree 
finding algorithm A, let A(G) denote the weight of the spanning 2-tree of G constructed 
by the algorithm. Then it is easy to find a weighted complete graph G for which the 
ratio between MSTE(G) and MS2T(G) is arbitrarily large. This is not a coincidence 
as indicated by the following result, which implies Theorem 1.3: If P # NP then for 
210 L. CailDiscrete Applied Mathematics 74 (1997) 203-216 
any constant c 3 1 there is no polynomial-time approximation algorithm A for the 
minimum spanning 2-tree problem that guarantees A(G)/MS2T(G) < c. 
Proof. Suppose, to the contrary, that A is such an approximation algorithm. Then we 
show that A can be used to determine whether a graph contains a spanning 2-tree in 
polynomial time. Given an arbitrary instance G’ of the spanning 2-tree problem (without 
loss of generality, we may assume n = 1 V(G’)] > 3), we construct a weighted complete 
graph G on V(G’) by assigning weight 1 to every edge in E(G’) and weight c(2n - 3) 
for each edge not in E(G’). Note that a 2-tree contains 2n - 3 edges (Proposition 
2.1(7)). It is easy to see that this weight assignment ensures that G’ admits a spanning 
2-tree iff MS2T(G) = 2n - 3, which is equivalent to that G contains a spanning 2-tree 
of weight < c(2n - 3). Therefore if the spanning 2-tree of G constructed by A has 
weight d c(2n - 3), we know that MS2T(G) = 2n - 3 and thus G’ contains a spanning 
2-tree; else G’ contains no spanning 2-tree. Since G can be constructed in polynomial 
time, we would then have a polynomial-time algorithm to determine whether a graph 
contains a spanning 2-tree, a contradiction to the assumption that P#NP since the 
spanning 2-tree problem is NP-complete [l]. 0 
In spite of the negative result in Theorem 1.3, the proposed algorithm performs well 
for complete graphs possessing certain properties. Indeed, Theorem 1.4 indicates that 
the algorithm works well for weighted complete graphs whose edge weights satisfy the 
triangle inequality and for complete Euclidean graphs in the plane. Recall that edge 
weights of a weighted complete graph satisfy the triangle inequality if for any three 
vertices x, y and z, w(xz) d w(xy) + w(yz). To prove Theorem 1.4, we first relate 
MS2T(G) to MST(G). 
Proposition 4.1. For any weighted complete graph G on n vertices, 
2n - 3 
MS2T(G) > - n _ 1 MST(G). 
Proof. Let S be a minimum spanning 2-tree of G and e be an edge in S that has 
the smallest weight. By Proposition 2.1(5), there is a 2-SE0 of S with e as the base. 
Construct a spanning tree T of S as follows: First we put e into T. Then we follow 
the reverse ordering of the 2-SEO. In forming the 2-tree S, we add a new vertex v and 
also two new edges incident with v. To construct T, we choose an edge with smaller 
weight from these two edges (arbitrarily choose one if there is a tie) and put it into T. 
By the construction of T, we have w(T) - w(e) < w(S - T) = w(S) - w(T). Since e 
has the minimum weight amongst all 2n-3 edges in S, we have w(e) d w(S)/(2n -3). 
Therefore 
MST(G) <w(T) < Gw(S) = &MS2T( G). 0 
We are now ready to quantify the performance of algorithm MSTE. We shall prove 
that, asymptotically, MSTE(G)/MS2T(G) < 2 for any weighted complete graph whose 
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edge weights satisfy the triangle inequality and furthermore, MSTE(G)/MS2T(G) < (3$ 
4&)/6 for any complete Euclidean graph in the plane, which establishes Theorem I .4. 
Proof of Theorem 1.4. Let S and T, respectively, be the spanning 2-tree and the 
minimum spanning tree of G constructed by algorithm MSTE. Let I(T) be the set of 
internal vertices of T. For each internal vertex z’ of 7’, let T, be the minimum spanning 
tree of G[Nr(t!)] constructed by the algorithm. 
We use an algorithm of Farley [7] to construct another spanning 2-tree S’ of G 
and use w(Y) to provide an upper bound for w(S). Arbitrarily choose a vertex I’ 
of T, and make T into a rooted tree with root 7. For any vertex c’, let p(r) be its 
parent and let P,. be a spanning path of G[Nr(u)] that starts with vertex p(c). Let 
S’ = T u (U,tQr, P,). Then, by Proposition 3.1, S’ is also a spanning 2-tree of G, and 
furthermore w(S) < w(S’) since w(T,) < w(P1.) for every vertex r. 
To estimate w(Y) we charge w(P,) to edges of T. There are two types of edges in 
P,: parent-child edge and child-child edge. In fact, only one edge in P,! is a parent- 
child edge. Now for each edge xy in P,,, we have 
w(xy) < w(m) + w( uy) 
by the assumption that edge weights of G satisfy the triangle inequality. So we charge 
the weight of edge xy to the two tree edges XL’ and cy. Overall, every tree edge will be 
charged at most three times: once from a parent-child edge, and twice from two child- 
child edges. Therefore CvEr(rj w(Pc) < 3w(T) and thus w(9) < 4n(T). Combining 
with Proposition 4.1, we have 
w(S’)/MS2T(G) < 4(n - 1)/(2n - 3). 
Since MSTE(G) = w(S) < w(S’), we deduce MSTE(G)/MS2T(G) < 2 as n tends to 
infinity. 
We now consider the performance of the algorithm for complete Euclidean graphs 
in the plane. Let T[? = T[{u} UNj-(u)]. We will use the weight of T to obtain an upper 
bound of the weight of S. To do so, we first establish a relation between w(T,) and 
IV( T,? ). Because T,! is a Steiner tree for the set of points corresponding to NT(C), we 
have 
w(Tr) < $w(T;) 
by the Steiner ratio [6]. Let Z(T) denote the set of internal vertices of T. Then 
w(S) = w(T) + c w(T,) d w(T) + 3 ,c w(T,X). 
DE/(T) c.tl(T) 
Since CI.tl(T, w(T,F) < 2w(T), we have 
4 + &w(T). MSTE(G) = w(S) < ~ 
& 
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Combining with Proposition 4.1, we deduce 
MSTE(G) ~ 3 + 4& 
MS2T( G) 6 
as n tends to infinity. 0 
5. Extending a spanning tree into a spanning 2-tree 
The approximation algorithm in the previous section constructs a light weight span- 
ning 2-tree by extending a minimum spanning tree of a weighted complete graph. It 
is then natural to ask about the complexity of extending a given spanning tree T into 
a spanning 2-tree, as well as the complexity of extending T into a spanning 2-tree 
whose weight is minimum among all spanning 2-trees containing T. This motivates us 
to consider the following general problem about spanning k-trees, where k > k’ 3 1 
are two fixed integers: Given a graph G and a spanning k’-tree T of G, can T be 
extended to a spanning k-tree of G? We show in this section that this problem is NP- 
complete (Theorem 1.5), which implies that the above two problems about spanning 
2-trees are intractable. 
Proof of Theorem 1.5. The problem is clearly in NP since a nondeterministic algorithm 
need only guess a spanning subgraph S of G and check in polynomial time whether 
S is a k-tree containing T. To establish the NP-completeness, we shall first prove the 
theorem for k = 2 and k’ = 1. 
Let e be an arbitrary edge of a graph G, and G’ be the graph constructed from 
G by adding a new vertex f(e) and two edges joining f(e) with the two ends of 
e. Since every vertex of a 2-tree with more than two vertices belongs to a triangle 
(Proposition 2.1(4)), and the only triangle containing vertex f(e) contains edge e, we 
deduce that any spanning 2-tree of G’ must contain edge e. The above construction 
allows us to force an edge e to appear in every spanning 2-tree of a graph. Hereafter, 
we will refer to the above construction as “to force an edge e”, and the new vertex 
f(e) as a forcing vertex. 
We now transform 3SAT ([LO21 in [9]) to the problem. Recall that an instance 
(U, C) of 3SAT consists of a set U of n distinct variables and a collection C of 
m clauses over U where each clause contains exactly three distinct literals over U. 
Let (U, C) be an arbitrary instance of 3SAT. We must construct a graph G and a 
spanning tree T of G such that G admits a spanning 2-tree containing T iff C is 
satisfiable. 
The graph G is constructed as follows (see Fig. 3 for an example): 
(1) for each variable Z.Q E U, 1 < i < n, form a 4-clique Hi on four vertices ui,Uirxi 
and yi, and force edge UiUi; 
(2) merge all Hi’s together into a connected graph by identifying all xi’s into a 
single vertex X; 












Fig. 3. The construction of the graph G for ({u,,~~~,uJ,u~},{cI,~~}), where cl = {U~,i&,ii~} and 
cl = {uI,u~,U~}. Dashed lines indicate forced edges. Forcing vertices are omitted. 
HI 
Fig. 4. The spanning tree T (dashed lines) in G. Forcing vertices are omitted. 
(3) for each i, 1 d i < n, join yi with yi+l by an edge and force edge yLyi+l ; and 
(4) for each clause cj E C, 1 < j < m, create a vertex cj and connect cj with x and 
three vertices corresponding to the three literals in c,. 
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The spanning tree T of G is specified by edges Xyi, YiUi, yiiii for each Hi, 1 d i < n, 
xcj for each cj E C, 1 < j < m, and for each forcing vertex an arbitrary edge incident 
with it (see Fig. 4). 
For each i, 1 < i < n, vertices Ui and Ui are literal vertices, and edges XUi and XUi 
are literal edges. For each j, 1 < j < m, vertex cj is a clause vertex. As we will see 
shortly, the presence (respectively absence) of a literal edge in a spanning 2-tree of G 
is used to indicate the truth (respectively falseness) of its corresponding literal under 
a truth assignment. 
Clearly, both G and T can be constructed in polynomial time. It remains to be shown 
that C is satisfiable iff G has a spanning 2-tree containing T. 
Suppose that S is a spanning 2-tree of G containing T. Then S contains exactly one 
literal edge from each Hi, 1 6 i 6 n. To see this, we observe that if both literal edges 
of Hi were contained in S then S would contain the 4-clique Hi (since all nonliteral 
edges of Hi are either contained in T or forced edges), and that if neither literal edges 
were contained in S then either yi would be a cut vertex of S or S would contain 
a chordless cycle of length at least four, contradicting S being a 2-tree (Proposition 
2.1( 1)+3)). Therefore we can define a truth assignment 5s by setting, for each ui E U, 
1 < i 6 n, ss(ui) = 1 if the literal edge xui belongs to S and ts(ui) = 0 otherwise. For 
each clause cj E C, it is easy to see, by the construction of G, that the clause vertex 
cj belongs to a triangle of S containing a literal edge of G. By the definition of &, 
the corresponding literal of this literal edge is true under &. Therefore cj is satisfied 
by 5s, implying that C is satisfied by ts. 
Conversely, suppose that C is satisfiable and let 4: be a satisfying truth assignment 
for C. We construct a subgraph S’ of G as follows: 
(1) Put the spanning tree T in S’; 
(2) put in S’ all the forced edges and all the edges incident with forcing vertices; 
(3) for each variable ui E U, if [(ui) = 1 then put literal edge xui in S’, else put 
literal edge XUi in S’; and 
(4) for each clause cj E C, choose a true literal I in clause cj and put in S’ the 
edge between vertex cj and the corresponding literal vertex of 1. 
Obviously, S’ is a spanning subgraph of G that contains T. It remains to verify that 
S’ is a 2-tree. We do so by exhibiting a 2-SE0 of S’ as follows: First we eliminate 
each forcing vertex and each clause vertex one by one. After that we consider each 
Hi, 1 d i d n, in turn. If ((ai) = 1, we eliminate Ui, ui in sequence; else we eliminate 
i&, ui in sequence. Finally, we eliminate yi, . . ., y,_i in sequence and get an edge 
{x, y,,}. Therefore S’ is a 2-tree and the proof is completed for k = 2 and k’ = 1. 
We now reduce the problem for k = 2 and k’ = 1 to the general problem to finish 
the proof. Let (G, T) be an arbitrary instance of the problem of determining whether 
G possesses a spanning 2-tree that contains spanning tree T. We construct an instance 
(G’, T’) of the problem of determining whether G’ possesses a spanning k-tree that 
contains spanning k’-tree T’. 
For two disjoint graphs H and G, the join of H and G, denoted H + G, is the graph 
formed from H and G by adding all possible edges between H and G. Let K be a 
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complete graph on k - 2 vertices, and K’ be a (k’ - 1)-clique in K. Let G* = G + K. 
Then in graph G*, each edge e of T forms a k-clique K, with K. We construct G’ 
from G* by adding a new vertex v, for each K, and connecting v, to every vertex 
in K, by an edge. (The role of vertex v, is similar to the forcing vertex for spanning 
2-trees. Here it forces all edges in K, to be in any spanning k-tree of G’.) 
Let T* = T +K’. We construct T’ from T” by extending T” to include each forcing 
vertex u, and every vertex in V(K) - Y(K’). Each vertex x in Y(K) - Y(K’) is adjacent 
to a k/-clique K; in T’ that consists of all vertices of K’ and a vertex in T. We add 
each x to T” by adding all edges between x and K,*. Each forcing vertex v, in G’ is 
adjacent to a k’-clique KL in T* that consists of all vertices of K’ and an end vertex 
of e. We add each v, to T* by adding all edges between v, and KL. Let T’ be the 
above graph constructed from T*. Then T’ is a spanning k/-tree of G’. 
Clearly G’ and T’ can be constructed in polynomial time. It remains to be shown 
that G has a spanning 2-tree containing T iff G’ has a spanning k-tree containing T’. 
Suppose that S is a spanning 2-tree of G that contains T. Then the graph constructed 
from S + K by adding, for each forcing vertex v,, all edges between v, and the k- 
clique K, is a spanning k-tree of G’ that contains T’. Conversely, suppose that S’ is 
a spanning k-tree of G’ that contains T’. Then each forcing vertex v, has k-clique K, 
as its neighbourhood in S’. Let S” be the graph after the removal of all these forcing 
vertices from S’. Then S” is a spanning k-tree of G + K that contains all edges in K 
and all edges between G and K. Thus S” = S* + K for some spanning subgraph S* 
of G. It follows from a result of Cai and Maffray (Lemma 2.3 in [5]: G contains a 
spanning k-tree ifs G+Ki contains a spanning (k+i)-tree.) that S* is a spanning 2-tree 
of G. Since T is a spanning subgraph of G that is contained in S”, T is contained in 
S*. Therefore S* is a spanning 2-tree of G that contains T. This finishes the proof. 
6. Concluding remarks 
In this paper, we have studied various aspects of spanning 2-trees in a graph. In 
particular, we have shown close connections between spanning 2-trees and two special 
types of spanning trees: locally connected spanning trees and tree 2-spanners; we have 
presented an approximation algorithm for finding a minimum-weight spanning 2-tree 
in a weighted complete graph, whose asymptotic performance ratio is at most 2 when 
edge weights satisfy the triangle inequality, and at most 1.665 when the graph is a 
complete Euclidean graph on a set of points in the plane; and we have also proved 
that, for any two fixed integers k > k’ 3 1, it is NP-complete to determine whether a 
given spanning k’-tree in a graph G is extendible to a spanning k-tree of G. 
There are still many interesting questions about spanning 2-trees, and we conclude 
the paper with the following open problems: 
(1) What is the complexity of determining whether a graph contains a locally con- 
nected spanning tree, or, equivalently, a trefoil-free spanning 2-tree? It should 
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be noted that the family of graphs that possess tree 2-spanners is a proper sub- 
family of graphs that contain locally connected spanning trees which is in turn 
a proper subfamily of graphs that admit spanning 2-trees. Furthermore, while 
the recognition of the last family is NP-complete [ 1, 51, the first family can be 
recognized in linear time [3, 41. 
(2) Does every plane triangulation contain a spanning 2-tree? It is easy to see that 
every Hamiltonian plane triangulation contains a spanning 2-tree, which consists 
of a Hamilton cycle and all edges that lie in the interior region of the Hamilton 
cycle. However, the problem for general plane triangulations seems difficult and 
intriguing. 
(3) Although the bound on the weight of a spanning 2-tree of G obtained by algo- 
rithm MSTE is almost tight with respect to MST(G), the upper bound of the 
asymptotic performance ratio of the algorithm seems not tight. Can one provide 
a better estimate of the asymptotic performance ratio of algorithm MSTE? 
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