Radiologists can fail to detect up to 30% of pulmonary nodules in chest radiographs. A back-propagation neural network was used to detect lung nodules in digital chest radiographs to assist radiologists in the diagnosis of lung cancer. Regions of interest (ROIs) that contained nodules and normal tissues in the lung were selected from digitized chest radiographs by a previously developed computer-aided diagnosis (CAD) scheme. Different preprocessing techniques were used to produce input data to the neural network. The performance of the neural network was evaluated by receiver operating characteristic (ROC) analysis. We found that subsampling of original 64. x 64-pixel ROIs to smaller 8-x 8-pixel ROIs provides the optimal preprocessing for the neural network to distinguish ROIs containing nodules from false-positive ROIs containing normal regions. The neural network was able to detect obvious nodules very well with an Az value (area under ROC curve) of 0.93, but was unable to detect subtle nodules. However, with a training method that uses different orientations of the original ROIs, we were able to improve the performance of the neural network to detect subtle nodules. Artificial neural networks have the potential to serve as a useful classifier to help to eliminate the false-positive detections of the CAD scheme. Copyright 9 1995 by W.B. Saunders Company KEY WORDS: artificial neural networks, digital chest radiography, lung nodules, receiver operating characteristic (ROC) analysis, computer-aided diagnosis (CAD).
We had previously reported an approach 5 to detect lung nodules by ANNs using computerextracted image features as input data. The neural network performed well in eliminating some of the false-positive detections reported by a computer-aided diagnosis (CAD) scheme. [6] [7] [8] [9] As an alternative approach, we applied an ANN to detect lung nodules from digital chest radiographs based on image data directly in this pilot study. In this approach, the detection of lung nodules and elimination of false-positive detections were performed from a different prospective in which feature extraction was not explicitly involved. A potential advantage of this approach would be that the neural network might be able to use most of the information in the original images to distinguish nodules from normal regions instead of relying only on the limited number of extracted image features.
MATERIALS AND METHODS

Region of lnterest (RO/) Selection
Fifty-six ROIs were selected from conventional, posteroanterior chest radiographs for our database. The chest radiographs were digitized by a Fuji optical drum scanner lo using 0.1-mm pixel size and 10-bit quantization. The images were subsequently averaged into a 512-• 512-pixel matrix with an effective pixel size of 0.6 mm. The matrix size of the selected ROIs were 64 • 64 pixels (38. 4 • 38.4 mm2). A demonstration of ROI selection is shown in Fig 1 in which an ROl containing a nodule and an ROI containing a normal region of lung are shown. Of the 56 ROIs selected, sixteen of them contained obvious nodules, another 24 ROIs contained subtle nodules, and another 16 ROIs, defined as false-positive ROIs, contained normal chest areas that had been incorrectly reported as positive by the CAD scheme. The obvious nodules were generally of higher contrast and more uniform in terms of their sizes as compared with the subtle nodules. Figure 2 shows all of the 56 ROIs selected. The size of nodules range from 10 to 20 mm. The presence of pulmonary nodules was verified by computed tomography scans or radiographic follow-up, whereas the absence of nodules was confirmed by the consensus of two chest radiologists.
Neural Networks
A three-layer, feed-forward neural network was used in this study. The training algorithm and implementation of the neural network were discussed in our other report 5 and will not be repeated here. 
Preprocessing of the lnput Data
Background-trend correction. Because the ROIs were selected from different regions of chest radiographs, the background structure in the ROIs were, in general, different from one to another. To isolate signals (ie, nodules) from the nonuniform background, we applied a backgroundtrend correction technique ~~1l on the selected ROIs. The 56 ROIs, after background-trend correction, are shown in Fig3.
Fourier transform. The ROIs were selected in such a way that nodules were approximately centered in each of the ROIs. However, the shape of a nodule was not always rounded and the size in different directions varied considerably. The input data entered into the neural network thus depend on the relative location of a nodule in an ROI and the shape of the nodule. Fourier transformation provides a way to centralize the spatial information in the frequency domain. Thus, Fourier transformation was examined as one of the preprocessing techniques in this study.
Spatial subsampling ofimage data. An ROI with a size of 64 x 64 pixels contains 4,096 pixels. When all of the data are presented to a neural network, the amount of information can be overwhelming to a neural network of simple structure such as the one used in this study. Therefore, the neural network may not be able to use the essential information effectively to identify the major characteristics of each input image. Thus, we subsampled the original ROIs into smaller matrix sizes, ranging from 32 x 32 to 2 x 2 pixels. The subsampling was performed uniformly throughout the ROl such that the relative geometric shape of a nodule candidate was unchanged. The new matrix size was smaller than the original ROl size to eliminate too much detai|ed information. However, the new matrix size was kept large enough so that enough information was preserved for the neural network to recognize a nodule. Pixel values of the subsampled ROIs were used as input to the neural network. The number of input units in a neural starting from the center of an ROI, was studied. The value of each pixel along the squared-spiral line is presented to an input unit of ANN. The total number of input units equals the number of pixels in an ROl. The spiral method emphasizes the central part of an ROl, allowing the pixels near the center of an ROl to be entered asa group into the neural network without the pixels near the edges. The performance of ANN using the spiral method was compared with that using the conventional line method.
Evaluation of Performance of Classifiers
In general, deeision-making performance in terms of correct detections or classifications depends on the threshold value used. In this study, receiver operating characteristic (ROC) analysis 12-x5 was used to objectively assess the overall performance of the neural network asa classifier by varying a threshold value. To estimate the ability of the neural-network classifier to generalize from the cases on which they were trained and make decisions concerning cases that had not been included in the training, we used a round-robin method--also known as the leave-one-out method--to evaluate the performance of the neural network. The applications of ROC analysis and the roundrobin method have been discussed in our previous paper published in this journal. 5 smaller matrix size were then used to train and test the neural network. The performance of the neural network was evaluated using the roundrobin method with 32 ROIs: sixteen falsepositive ROIs and 16 containing obvious nodules. Figure 5 shows the Az values obtained with different matrix sizes. It appears that the neural network performed the best when the matrix size of 8 x 8 pixels was used (Az = 0.93). For the matrix size of 13 x 13 pixels or larger, the neural network was unable to distinguish between obvious nodules and false-positive ROIs.
RESULTS
Effect of Matrix Size on the Performance of the Neural Network
In general, the neural network is expected to perform better with larger input matrix sizes, provided that sufficient training cases are available, and large numbers of hidden layers and hidden units are used. However, in this study, the number of cases available for training of the neural network is relatively small. The use of a very large structure of neural network is also limited by the computation time. Therefore, the performance of the neural network is better with ah input matrix size of 8 x 8 pixels than those with input matrix sizes of 10 x 10 pixels and 11 x 11 pixels, as shown in Fig 5. The failure of the neural network with large input matrix sizes may be caused by the fact that a relatively small number of hidden units and small number of iterations were used in the training process of the neural network. It is possible that with a significant increase in the size of neural-network structure (hidden units and connecting weights) and number of training iterations, the performance of the neural network with input matrix size larger than 13 • 13 pixels may be able to reach of exceed the level achieve by using matrix size 8 x 8 pixels shown in Fig 5. However, the increase in size of the neural network structure would require a substantial increase in the number of ROIs in the training database. A long computation time may be required to train the neural network. However, once the training process is completed, the time needed to c[assify and make decisions for new cases should be much less.
Performance of the Neural Network in Detecting Obvious Nodules and Subtle Nodules
The neural network was applied to distinguish between the ROIs containing obvious nodules and the false-positive ROIs, and to distinguish between RO]s containing subtle nodules and the same false-positive ROIs. All of the ROIs were subsampled from the matrix size of 64 x 64 to 8 x 8. The round-robin and jackknife methods were used to evaluate the performance of the neural network. The neural network performed very well in detecting obvious nodules with an Az value of 0.93 evaluated by the round-robin method. The AL value obtained using the jackknife method was only 0.76, probab[y because of the insufficient number in the training sets. Note that the round-robin method generally provides a greater Az value than the jackknife method because more training data are used with the round-robin method, which requires more CPU time. However, the neural network was unable to detect subtle nodules, yielding an Az value of 0.50 (random guessing) when evaluated by the round-robin method. The ROC curves representing the performances of the neural network are shown in 
Rotation and Reflection of lnput ROIs
To improve the effect of training with a limited number of input data on the performance of the neural network, we increased the number of training data by using images with different orientations. 16 Each of the ROIs, after being subsampled into the matrix size of 8 x 8 pixels, was rotated in increments of 90 o, and each rotation was also followed by a reflection around the rotation line, Asa result, the number of ROIs in the training sets was increased eightfold. The round-robin method was used to evaluate the performance of the neural network in distinguishing obvious and subtle nodules from false positives using rotation and reflection of ROIs for the training data. The performance of the neural network in detecting subtle nodules was improved with an Az value of 0.66 as opposed to that of 0.50 before the use of rotation and reflection. The A2 value of the neural network in detecting obvious nodules was 0.93, the same as the previous value obtained without the rotation and reflection of the ROIs using the round-robin method. Note that in the training process for the obvious nodules, only the ROIs containing nodules were rotated and reflected, whereas the ROIs containing false positives were simply duplicated eight times to keep the ratio of the total number of training data for nodules to that for false positives unchanged. The reason for not including the rotation and reflection of the false-positive ROis was to avoid creating some orientations that would never exist in reality, which will be discussed later. These ROC curves of the neural network for detecting obvious and subtle nodules are shown in Fig 7. 
Detection of Lung Nodules Using Other Preprocessing Techniques
Fourier transformation. Fourier transform was performed on ROIs after backgroundtrend correction without subsampling. The power spectra of the ROIs, defined as the square of the absolute value of the Fourier transformation, were used as input data to train and test the neural network. However, the neural network was not able to distinguish obvious nodules from normal areas (Az = 0.5 evaluated by round-robin method) using the power spectrum as input data.
Input to the neural network by square-spiral rnethod, We compared the performances of the neural network for distinguishing ROIs containing obvious nodules and false positives (normal areas) using two different methods for entering input data to the neural network. In one method, the image data of ROIs were entered to the neural network by the squarespiral method as shown in Fig 4. In the other method, the conventional line method was used. The performance of the neural network was evaluated by using the round-robin method. In theory, the performance of the neural network should not be affected by the way image data is entered into the network, as long as the method is consistent for all ROIs, because there are no lateral connections in the feed-forward neural network. However, as shown in Fig 8, the performance of the neural network using the conventional line input method was slightly better than that using the square-spiral input method. We do not yet fully understand the causes of this phenomenon. Ir is important to notice that we are dealing with limited number of ROIs in the database anda relatively small size of neural-network structure. The neural networks with different ways of entering input data may not reach the same learning status after the same number of iterations. Another reason for the variation in the performance of the neural network may be that even though the square-spiral method emphasizes the central portion of a ROI where a nodule is usually located, the pixels along the boundary of a nodule are separated on the square-spiral profile. Therefore, the neural network was notable to use the boundary information efficiently to detect nodules.
DISCUSSION
The neural network performed very well in detecting obvious nodules using the spatial subsampling method, but failed to detect subtle nodules. The obvious nodules were not only higher in contrast but also more uniform in their sizes and shapes. Therefore, the input pattern of obvious nodules after subsampling can be described as signals with high density at the center of an ROI. The subtle nodules, on the other hand, showed a somewhat random pattern to the neural network because of large variations in size, shape, and intensity (pixel value) of nodules, and thus totally confused the neural network. It seems that neural networks with simple structure such as the one used in this study may not be able to deal with complicated spatial patterns with satisfactory proficiency. The neural networks with algorithms and structure of shift-invariant properties may be better suited for this type of detection task. An application of a shift-invariant neural network for detection of microcalcifications is being performed in our labs. Our preliminary results have been very promising. The shiftinvariant neural network achieved an Az value of 0.91 in detecting clustered microcalcifications, 17 even with the jackknife method. The detection of nodules will not be the same as the detection of microcalcifications because nodules are generally of lower frequency objects and have lower contrast. However, there are many similarities in these two detection tasks. The success of the shiff-invariant neural network for detecting microcalcifications is good indication that it can also be an effective tool in the detection of lung nodules.
By rotating and reflecting the original ROIs, we generated an extended database that not only was increased by 8 times in number, but also included seven additional orientations that were not present in the original database. These additional orientations helped to improve the generalizing ability of the neural network. Asa result, the performance of the network to detect subtle nodules was improved.
One of the potential drawbacks resulting from the rotation and reflection is that some structures such as ribs in the false-positive ROIs are generally in horizontal of diagonal directions, and would never exist in certain orienta~ tions. To avoid this situation, we rotated and reflected only the nodules in the classification of nodule candidates. This method is practical and useful to create a suflficient database because the false positives can be easily obtained, whereas the number of nodules available to train the neural network is usually very limited in clinical applications.
The normal ROIs used in this study actually contained false-positive detections as reported by the CAD scheme for detection of lung nodules. Even though they are normal regions in chest radiographs, many false positives have radiographic appearances that are similar to lung nodules. In general, it is more difficult to distinguish nodules from false positives than to distinguish nodules from other normal regions. The neural network was able to distinguish obvious nodules from the false-positive detections and to distinguish subtle nodules from the false positives to a certain extent with rotation and reflection of original ROIs. Therefore, the neural network, with appropriate training, can be used potentially asa classifier to help eliminating some false-positive detections of the CAD scheme.
