We prove what appears to be the first concentration of measure result for hidden Markov processes. Our bound is stated in terms of the contraction coefficients of the underlying Markov process, and strictly generalizes the Markov process concentration results of Marton (1996) and Samson (2000) . Somewhat surprisingly, the bound turns out to be the same as for ordinary Markov processes; this property, however, fails for general hidden/observed process pairs.
Introduction
Recently several general techniques have been developed for proving concentration results for nonproduct measures [2, 4] . Let (S, F ) be a Borel-measurable space, and consider the probability space (S n , F n , µ) with the associated random process (X i ) 1≤i≤n , X i ∈ S. Suppose further that S n is equipped with a metric d. For our purposes, a concentration of measure result is an inequality stating that for any Lipschitz (with respect to d) function f : S n → R, we have
where α(t) is rapidly decaying to 0 as t gets large. The quantityη ij , defined below, has proved useful for obtaining concentration results. For 1 ≤ i < j ≤ n, y ∈ S i−1 and w ∈ S, let
be the law of X n j conditioned on X i−1 1 = y and X i = w. Define
where · TV is the total variation norm (see §2.3 to clarify notation). Let Γ and ∆ be uppertriangular n × n matrices, with Γ ii = ∆ ii = 1 and
For the case where S = [0, 1] and d is the Euclidean metric on R n , Samson [4] showed that if f : [0, 1] n → R is convex and Lipschitz with f Lip ≤ 1, then
where Γ 2 is the ℓ 2 operator norm of the matrix Γ; Marton [3] has a comparable result. For the case where S is countable and d is the (normalized) Hamming metric on S n ,
Kontorovich and Ramanan [1] showed that if f :
where ∆ ∞ is the ℓ ∞ operator norm of the matrix ∆, also given by
This is a strengthening of the Markov measure concentration result in Marton [2] . These two results provide ample motivation for boundingη ij as a means of obtaining a concentration result for a process. For Markov processes, Samson gives bounds on Γ 2 , while Kontorovich and Ramanan bound ∆ ∞ .
In this paper, we extend the technique in [1] to the case of hidden Markov processes. If (X i ) 1≤i≤n is a hidden Markov process whose underlying Markov process has contraction coefficients (θ i ) 1≤i<n , we will show thatη ij ≤ θ i θ i+1 · · · θ j−1 .
(5)
To our knowledge, this is the first concentration result for hidden Markov processes. In light of the discussion in §3, the form of the bound -identical to the one in [1] for the simple Markov case -should be at least somewhat surprising.
2 Boundingη ij for hidden Markov processes
Definition of hidden Markov process
Consider two countable sets,Ŝ (the "hidden state" space) and S (the "observed state" space), equipped with σ-algebrasF = 2Ŝ and F = 2 S , respectively. Let (Ŝ n ,F n , µ) be a probability space, where µ is a Markov measure with transition kernels p i (· | ·). Thus forx ∈Ŝ n , we have
Suppose (Ŝ n × S n ,F n × F n , ν) is a probability space whose measure is defined by
where q ℓ (· |x) is a probability measure on (S, F ) for eachx ∈Ŝ and 1 ≤ ℓ ≤ n. On this product space we define the random process (X i , X i ) 1≤i≤n , which is clearly Markov since
The projection of (X i , X i ) onto X i results in a random process on the probability space (S n , F n , ρ), where
The random process (X i ) 1≤i≤n (or measure ρ) on (S n , F n ) is called a hidden Markov process (resp., measure); it is well known that (X i ) need not be Markov to any order 1 . We will refer to (X i ) as the underlying process; it is Markov by construction.
Statement of result
Theorem 2.1. Let (X i ) 1≤i≤n be a hidden Markov process, whose underlying process (X i ) 1≤i≤n is defined by the transition kernels p i (· | ·). Define the k th contraction coefficient θ k by
Then for the hidden Markov process X, we havē
Remark 2.2. Modulo measurability issues, a hidden Markov process may be defined on continuous hidden and observed state spaces; the definition ofη ij is unchanged. For convenience, the proof of Theorem 2.1 is given for the countable case, but can straightforwardly be extended to the continuous one. The bounds in (2) and (3) are for different metric spaces and therefore not readily comparable (the result in (2) has the additional convexity assumption). In the special case where the underlying Markov process is contracting, i.e., θ i ≤ θ < 1 for 1 ≤ i < n, Theorem 2.1 yields
In this case, Samson gives the bound
, and the bound
holds trivially via (4).
Notational conventions
Since the calculation is notationally intensive, we emphasize readability, sometimes at the slight expense of formalistic precision.
The probability spaces in the proof are those defined in §2.1. We will consistently distinguish between hidden and observed state sequences, indicating the former with aˆ. Random variables are capitalized (X), specified state sequences are written in lowercase (x), the shorthand X j i ≡ X i . . . X j is used for all sequences, and brackets denote sequence concatenation: [x j i x k j+1 ] = x k i . Sums will range over the entire space of the summation variable; thus
f (x j i ) with an analogous convention for
The probability operator P {·} is defined with respect to (S n , F n , ρ) whose measure ρ is given in (7). Lastly, we use the shorthand
Proof of main result
The proof of Theorem 2.1 is elementary -it basically amounts to careful bookkeeping of summation indices, rearrangement of sums, and probabilities marginalizing to 1. At the core is a basic contraction result for Markov operators, which we quote from [1] , though it has probably been known for quite some time:
Lemma 2.3. For a countable set X , let u ∈ R X be such that x∈X u x = 0, and A ∈ R X ×X be a column-stochastic matrix: A xy ≥ 0 for x, y ∈ X and x∈X A xy = 1 for all y ∈ X . Then
where θ A is the contraction coefficient of A:
Proof of Theorem 2.1. Recall that if τ is a signed, balanced measure on a countable set X (i.e., τ (X ) = x∈X τ (x) = 0), then
Thus, for 1 ≤ i < j ≤ n, y i−1
.
Since
where
Define the vector h ∈ RŜ by hv = δ(v)
Then
u,v = p k (û |v), for 1 ≤ k < n. With this notation, we have ζ(x j ) = zx j , where z ∈ RŜ is given by
In order to apply Lemma 2.3 to (11), we must verify that v∈Ŝ hv = 0, h TV ≤ 1.
(12) From (10) we have
Summing overv, we get
an analogous identity holds for the
term, which proves (12). Therefore, combining (9), (11), and Lemma 2.3, we have
Discussion
The relative ease with which we were able to boundη ij is encouraging -it suggests that this technique could be applicable to other processes. It is somewhat remarkable that the very different approaches of [4] and [1] "converge" on the same quantityη ij . Indeed, Samson took the log-Sobolev inequality approach, while Kontorovich and Ramanan used the method of martingale differences. This again suggests thatη ij may be of a fundamental nature, and might appear in future concentration bounds for other measures and metrics. 3 We noted in §1 that the bound for the hidden Markov process is identical to the one in [1] for the simple Markov case. One might thus be tempted to pronounce Theorem 2.1 as "obvious" in retrospect, based on the intuition that the observed sequence X i is an independent process conditioned the hidden sequenceX i . Thus, the reasoning might go, all the dependence structure is contained inX i , and it is not surprising that the underlying process alone suffices to bound η ij -which, after all, is a measure of the dependence in the process.
Such an intuition, however, would be wrong, as it fails to carry over to the case where the underlying process is not Markov. As a numerical example, take n = 4,Ŝ = S = {0, 1} and define the probability measure µ onŜ 4 as given in Figure 1 q(x ℓ |x ℓ ).
Associate to (Ŝ 4 , µ) the "hidden" process (X i ) 4 1 and to (S 4 , ρ) the "observed" process (X i ) 4 1 . A straightforward numerical computation (whose explicit steps are given in the proof of Theorem 2.1) shows that the values of µ can be chosen so thatη 24 (X) > 0.06 whileη 24 (X) is arbitrarily small.
Thus one cannot, in general, boundη ij (X) by cη ij (X) for some universal constant c; we were rather fortunate to be able to do so in the hidden Markov case. 
