1.
NONOSCILLATION AND DISCONJUGACY OF SYSTEMS OF LINEAR DIFFERENTIAL EQUATIONS by Zeev Nehari
In the present paper we shall discuss various oscillatory properties of differential equations of the form
where A(t) is a real n x n matrix whose elements are defined on a real interval a, and x = (x_,...,x ) is an n-vector. 1 n While the case of principal interest is that in which A is continuous on a, it soon becomes apparent that this assumption is too restrictive and that, even for an adequate discussion of the continuous case, it is necessary to consider coefficient matrices A which may have a finite number of discontinuities at interior points of a. Accordingly, we shall assume that A(t)
is continuous on a, with the possible exception of a finite number of interior points at which both the left and the right limit of A(t) exist. The value of A(t) at a discontinuity t will be defined as lim A(t); this enables us to define a unique (and Research supported by the National Science Foundation under Grant No. GP 23112.
continuous) continuation of a solution x(t) as the point t is
passed from left to right. A vector x(t) will be called a solution of (1) on a if it is continuous on a and satisfies equation (1) in all subintervals of a which do not contain discontinuities of A(t) .
A nontrivial solution x(t) of (1.1) will be said to be oscillatory on a if each of its components x , ...,x vanishes at some point of a. Equation (1.1) will be said to be nonoscillatory on a if none of its solutions are oscillatory on a, i.e., if every nontrivial solution has at least one component which does not vanish on a.
An alternative description of the oscillatory behavior of equation (1.1) may be based on the concept of the conjugate point, which generalizes a similar notion employed in the study of scalar n-th order equations [3, 4, 5, 6, 11] . If Finally, we consider a property of equations of the type (1.1) which is closely related to both nonoscillation and disconjugacy, and which has the merit that it can be defined without reference to the components of a solution vector. The equation is said to be suborthogonal on a if, for tea, tea and any nontrivial solution vector x, the scalar product x(t )x(t ) is positive. If b is the conjugate point of a, we clearly have x(a)x(b) = 0; thus, suborthogonality implies disconjugacy. Suborthogonality is preserved if the coefficient matrix A is replaced by A = QAQ~ , where Q is a constant orthogonal matrix. Indeed, if x is a solution of (1.1), then y = Qx is a solution of y ! = Ay, and the assertion follows from the fact that Qx(t )*Qx(t ) = x(t )x(t ) If x(a)x(b) = 0, it is easy to see that there exists an orthogonal matrix Q such that n -1 of the components of Qx vanish at a and the remaining component vanishes at b, i.e., b is a conjugate point of a for the coefficient matrix QAQ [7] . Hence, equation (1.1) is suborthogonal on a if and only if there exists a Q 5.
such that the equation x 1 = QAQ is disconjugate on a.
2. The conditions for nonoscillation, disconjugacy and suborthogonality to be derived in this paper are all expressed in terms of certain norms of the matrix A or of some of its submatrices. If we employ the Euclidean norm ||A||, it follows from ||QAQ || = ||A|| and the remark made concerning the relation between disconjugacy and suborthogonality that a sufficient condition for disconjugacy which depends only on ||A|| will also guarantee suborthogonality, and vice versa. In the present section we shall show that such a condition is also sufficient to guarantee nonoscillation, although the latter is a more restrictive property than disconjugacy. This will again be achieved by replacing the coefficient matrix A by QAQ where Q is orthogonal in the interval under consideration.
However, in the present case Q will only be required to be piecewise constant, and the matrix QAQ" may thus have additional simple discontinuities. tea and q = -1 for t ;> t , tea.
The existence of a matrix Q of the specified form will be needed in Section 4. If it is only desired to establish the assertion made above regarding the role of the norm ||A|| in nonoscillation criteria, it is sufficient to prove the first part of Theorem 2.1. This is easily achieved by means of the following argument. not disconjugate. The rest of the argument is the same as before.
The special case of Theorem 2.2 corresponding to the choice p(t) = ||A(t) ||" provides a new proof for a previous result [7] according to which ( We also need the following result. a a
An example, to be exhibited later, will show that the constant 2 log 2 is the best possible; indeed, the conclusion does not necessarily follow if "<" is replaced by "<£" .
We shall prove the following result. where c is the constant (4.6). But this contradicts assumption Generalizing a similar concept which has proved to be useful in the study of the oscillatory behavior of linear n-th order equations 24. We note that a(a* ) = 0, and a(t)-*+co for t->b ! .
If w is a solution of (5. As an application of this result, we consider the equation 
