Recent studies have inferred patterns of rheological weakness in the lithosphere from analyses of the coherence between gravity and topography data, and related these to tectonic evolution and lithospheric rheology. The methods employed all attempt to estimate the direction of weakest flexural rigidity and the magnitude of the mechanical anisotropy, and their spatial variations whether using the wavelet transform or moving-window multitaper Fourier transform. Here we apply the wavelet transform method to synthetic gravity and topography data derived from plates where the flexural rigidity is known a priori. When analysing plates that replicate the actual topography of North America and Australia, we find that, even when the synthetic plate is isotropic, spurious anisotropy is recovered in which the weak rigidity direction is aligned perpendicular to the strike of major topographic features and continental margins. It appears that strong anisotropy in the gravity and/or topography data is causing the spurious anisotropy in the observed coherence, and that very little artificial anisotropy arises during its inversion. We compare our model weak directions with those from real gravity and topography data over North America and Australia. From synthetic modelling, we also find spurious correlation of the weak rigidity direction with strong gradients in the flexural rigidity. These results suggest that many results of anisotropic spectral analyses of real data should, at best, be treated with caution, and at worst be discarded altogether.
I N T RO D U C T I O N
Flexural rigidity (D), a measure of the lithosphere's resistance to vertical deformation, is most commonly expressed through its geometrical analogue, the effective elastic thickness (T e ; e.g. Burov & Diament 1995) . The two are related by the equation:
where E is Young's modulus and ν is Poisson's ratio. While most studies in the field have estimated the isotropic response of the lithosphere to deformation, several studies have measured directional variations in the flexural rigidity, that is, its anisotropic response to applied loads, termed 'mechanical anisotropy' (e.g. Lowry & Smith 1995; Simons et al. 2000 Simons et al. , 2003 Swain & Kirby 2003; Audet & Mareschal 2004; Kirby & Swain 2006; Audet & Mareschal 2007; Audet & Bürgmann 2011) . These authors have used an anisotropic adaption of the spectral-domain coherence method of Forsyth (1985) to estimate T max and T min , being the geometrical analogues of the maximum and minimum flexural rigidities, D max and D min , respectively, and a 'weak direction', β w , being the direction of weakest rigidity. Results are typically displayed as a spatial pattern of weak axes, showing the direction of weakest rigidity and the magnitude of anisotropy. The weak axes have often been compared with other anisotropic observations, such as seismic anisotropy (e.g. Simons et al. 2003; Audet & Mareschal 2004; Kirby & Swain 2006; Audet & Mareschal 2007; Audet & Bürgmann 2011) and stress data (e.g. Lowry & Smith 1995; Kirby & Swain 2006; Audet & Bürgmann 2011) . Relationships between mechanical, seismic and stress anisotropy have been proposed (Section 6). In this study we do not challenge these relationships, but rather seek to ascertain whether the spectral method itself is able to yield information that can be interpreted as anisotropy in the flexural rigidity, or whether the recovered weak axes are artefacts of the method. We do this by generating synthetic models of plate loading and flexure, and analysing the results using the fan wavelet coherence (Kirby & Swain 2004; Kirby 2005; Audet & Mareschal 2007) . While many authors have performed synthetic testing to validate isotropic T e estimation, not many have done so in anisotropic studies (Simons et al. 2000 (Simons et al. , 2003 Swain & Kirby 2003; Kirby & Swain 2006; Audet & Mareschal 2007) , and none of these in the rigorous fashion we attempt here.
In this study, we generate final, post-flexure gravity anomaly and topography using a variety of methods and a variety of plate models. Some plate models are isotropic with known T e . Other plate models are anisotropic, with known T x , T y and β w (where T x − T y = 90
• , and β w is the positive clockwise angle from the positive abscissa to T y ). In all cases we use the fan wavelet method in its anisotropic mode, to estimate T max , T min and β w . We do this even for isotropic models, to check whether artificial anisotropy is occurring. The relative magnitudes of T max and T min are typically displayed as a 'percentage anisotropy' (PCA, or p a ), which gives the length of the weak axes. The PCA is calculated from:
M E T H O D S

Synthetic data generation
Gravity from fixed continental topography
The procedure to generate a synthetic Bouguer anomaly corresponding to a known final topography (after flexure) for an isotropic plate is described in detail in , but we summarize the method for isotropic and anisotropic plates here. Recall the conventional approach is to synthesise two initial (surface and internal) loads, and compute the final surface topography and gravity anomaly after flexure (e.g. Macario et al. 1995) . We first take the known topography of a continent on a 320 × 320 node 20-km grid. We used the topography from the EGM2008 model in this study, expanded to degree and order 1000 (Pavlis et al. 2012) . We then generate a random fractal surface using the method of Saupe (1988) and use this as the initial internal load acting on a plate of known T e in the isotropic case, or in the anisotropic case, known T x , T y and β w , where T x > T y , and β w is the angle from the positive abscissa to T y . From these two grids, final surface topography and initial subsurface load, it is possible to generate a further two grids, the initial surface load and the final Bouguer anomaly, by solving the partial differential equation describing flexure of a thin, elastic plate (e.g. Timoshenko & Woinowsky-Krieger 1959) . We solved the PDE in the Fourier domain because the rigidities we used were constant. The relevant equations and further details of the method are given in Kirby & Swain (2006 , 2008 . In all our synthetic models we assume a single-layer crust of density 2800 kg m −3 , overlying a mantle of density 3300 kg m −3 , with the initial internal load placed at a Moho of depth 35 km. Other constants used are: the Newtonian gravitational constant, G = 6.67259 × 10 −11 m 3 kg −1 s −2 ; Young's modulus, E = 100 GPa; Poisson's ratio, ν = 0.25; and the gravity acceleration, g = 9.79 ms −2 . Now having one estimate of the Bouguer anomaly corresponding to the known final topography, we generated a further 99 grids of Bouguer anomalies from 99 different initial random fractal internal loads, and then averaged the 100 Bouguer anomaly grids. The reason for this averaging was to remove the signature of each individual initial fractal load, in an attempt to remove any artefact of anisotropy in the initial loads (and therefore the final gravity and/or topography) that might be present in individual model results ).
However, edge effects in the Bouguer anomaly can arise in the above procedure when applying Parker's method of gravity calculation from a mass distribution (Parker 1972; Forsyth 1985) . To minimise these, we extracted the central 256 × 256 nodes from the 320 × 320-node topography and Bouguer anomaly grids (the edge regions and extracted areas can be seen in Fig. 1 ). This also makes the data non-periodic, as would occur in nature. The synthetic gravity is that generated from the isotropic T e = 10 km plates; the gravity from the anisotropic plates is visually identical so is not shown. Axes are grid eastings/northings in km. Topography colour scale in (a) is ±6000 m, that in (c) is ±8000 m; the Bouguer anomaly colour scale in both (b) and (d) is ±400 mGal (red high, blue low). The synthetic Bouguer anomalies were computed over the whole area, while the wavelet analysis/inversion was performed over the regions outlined by the black squares.
Gravity and topography from random, fractal initial loads
This is the conventional method by which post-flexure gravity and topography are generated from random, fractal initial loads (Macario et al. 1995) . Again, two random, fractal surfaces (Saupe 1988 ) are used as initial surface and internal loads that flex a plate of known T e (in the isotropic case) or known T x , T y and β w (in the anisotropic case), yielding the final, post-flexure topography and Bouguer anomaly. Plate constants were the same as described above. As before, 100 gravity/topography pairs may be generated, but these are not averaged.
For uniform rigidity plates (isotropic and anisotropic), we solved the flexure PDE in the Fourier domain (Kirby & Swain 2006 , 2008 . For isotropic plates with spatially variable rigidity, we solved the flexure PDE in the space domain (e.g. Timoshenko & WoinowskyKrieger 1959) using the method of finite differences.
For anisotropic plates with spatially variable rigidity, we solved the flexure PDE in the space domain using the model of Lekhnitskii (1968) . We used the Lekhnitskii (1968) model because the equations of Timoshenko & Woinowsky-Krieger (1959) (even though they do describe orthotropic plates) do not account for anisotropy directions that differ from 0
• or 90
• , and we desired a model weak direction that was not parallel to the data edges. Incidentally, the Lekhnitskii (1968) model is useful because it can account for spatially variable weak directions, but we have not used this facility here in order to keep things simple.
Wavelet analysis
In the wavelet analysis we used Morlet wavelets of central wavenumber equal to 5.336 (Kirby & Swain 2011) , arranged in fans of azimuthal extent equal to 90
• , with a fan separation of 10 (Kirby & Swain 2006) . This geometry gives 18 fans, spanning 180
• , each comprising three Morlet wavelets (Kirby & Swain 2013) . For ease of visual analysis, we spatially averaged the wavelet autoand cross-spectra of the gravity and topography into blocks of 160 km × 160 km.
We then computed the anisotropic squared real coherency between the gravity and topography grids using the fan wavelet transform (Kirby 2005) . To align with historical convention, we will refer to the 'squared real coherency' as the 'coherence', even though the two differ ). Errors on the coherence were computed using the jackknife approach (Kirby & Swain 2013 ). The wavelet coherence was then inverted using a wavelet adaptation of Forsyth's method (Forsyth 1985; Kirby & Swain 2006) for the parameters of an orthotropic plate: T max , T min and β w (Swain & Kirby 2003) . The method, referred to as 'load deconvolution', derives a predicted coherence from the observed gravity and topography with the assumption of known plate parameters and the thin, elastic plate equations; the plate parameters that give a predicted coherence that best fits the observed coherence in a least squares sense are chosen. With wavelet analysis, the coherence at each space-domain grid node is obtained without the need for data windowing.
Averaging the results
In Sections 4.2 and 4.3, the wavelet coherence analysis/inversion method is applied to each of the 100 gravity/topography pairs arising from a given plate model, yielding 100 estimates of T max , T min and β w . These were averaged according to the following scheme.
First, the 100 grids of T max and T min were averaged according to the formulae:
where m is the index representing model number, and i and j are the indices representing the spatial x and y coordinates, respectively. The recovered weak directions, β w , are actually orientations, that is, they span a range of 0-180
• rather than 0-360 • . Therefore they were averaged using a 'double the angle' method so that they now spanned a range of 360
• (e.g. Davis 1986 ). First, mean vector components of each weak axis were obtained via:
where p a is the PCA, given by:
The mean weak direction was then found from the vector components using the equation:
with the factor of one half correcting for the doubling of the angles.
One scheme to estimate the mean PCA would be to simply implement the equation:
whereT max andT min are obtained from eq. (3). This approach has its merits, and would reflect the PCA wereT max andT min to be those observed from real-Earth data, as in eq. (2). Another method, and the one we used, is to estimate the mean PCA from the means of the vector components by:
This scheme, which weights the weak directions by the PCA, averages the weak axes, rather than averaging the weak directions and PCA values separately. Eq. (8) takes account of directions and so tends to give very small average PCA values when the directions are random.
S Y N T H E T I C E X P E R I M E N T S W I T H F I X E D C O N T I N E N TA L T O P O G R A P H Y
The procedure to generate a synthetic Bouguer anomaly corresponding to a known final topography (after flexure) is described in Section 2.1.1.
North America
We applied the method to two plates using the actual North American topography (Fig. 1a) . One plate was isotropic with T x = T y = 10 km (and β w not defined); the other an anisotropic plate with T x = 20 km, T y = 10 km and β w = 90
• . Fig. 2(a) shows the spatial distribution of the recovered weak axes from the isotropic plate. It is immediately apparent that, even though the plate is isotropic, the method has generated spurious anisotropy, with weak axes of non-zero length over most of the study area. It is also apparent that there exists some degree of correlation between the weak directions and the strike of many topographic features, a good example being at the continental margins.
There are three potential sources for the spurious anisotropy: (1) in the synthetic fractal models; (2) in the observed coherence formed from the wavelet analysis of the data and (3) arising during the inversion of the observations. Concerning (1), even though the fractal models are generated from an isotropic algorithm, it could happen that anisotropy is imparted to the initial subsurface load owing to the random nature of the algorithm. However, our procedure of averaging 100 resultant random Bouguer anomaly grids would be expected to dramatically reduce any such spurious fractal anisotropy. Regarding (2), the observed coherence, we have found that this is the primary source of spurious anisotropy, with comparatively little arising from source (3), the inversion.
As mentioned, one explanation for the creation of spurious mechanical anisotropy is that there exists a relative difference between the recovered T max and T min values after inversion when there should be none (Figs S1b and c), which will generate a non-zero PCA value from eq. (2). The T max and T min histograms in Figs S2(a) and S2 (b) show that, in terms of mean values, T min is underestimated and T max overestimated, giving the PCA distribution in Fig. S1(d) .
However, the observed spurious anisotropy is not only due to artefacts from the inversion. Fig. 3(c) shows the observed coherence at one location (in the Appalachian mountains, Fig. 3a) , and it can be seen that this is significantly anisotropic, importantly at the wavenumbers where the coherence rolls over from 1 to 0. Since the observed coherence is not obtained from any inversion procedure (unlike the predicted coherence, Fig. 3d ), but rather directly from the data, we must conclude that the gravity and/or topography data possess anisotropy and that this data anisotropy is generating artificial anisotropy in the observed coherence. This is confirmed in Fig. 3(b) , the fan wavelet power spectrum of the topography at the point, which is clearly anisotropic at all wavenumbers. Indeed, the predicted coherence provides a very good fit to the observed coherence in Fig. 3 , showing that the inversion is not the primary source of spurious anisotropy.
When the plate was assigned a genuine mechanical anisotropy (of T x = 20 km, T y = 10 km and β w = 90
• ), the method to recover weak directions performed well. Figs 4(a) and (b) show that most of the weak axes have a direction of 90
• , as expected from the model, though the PCA is somewhat underestimated (Fig. 4c) .
We also performed the analysis on a higher-T e plate, which was isotropic with T x = T y = 60 km (and β w not defined), but found very little differences between these results and those shown in Fig. 2. 
Australia
We also applied the method to two plates using the actual Australian topography (Fig. 1c) . Again, one plate was isotropic with T x = T y = 10 km (and β w not defined), and the other anisotropic with T x = 20 km, T y = 10 km and β w = 130
• . Results for the isotropic Australian Plate are similar to those for North America. Artificial anisotropy has been created and weak axes are generally aligned perpendicular to the strike of large topographic gradients (Figs 5 and 6). When the plate was given a genuine anisotropy, the method performed reasonably well (Fig. 7) , though perhaps not as well as for the anisotropic North American experiment (compare Figs 4b and 7b).
S Y N T H E T I C E X P E R I M E N T S W I T H R A N D O M , F R A C TA L T O P O G R A P H Y
We next tested the method in the conventional way (Macario et al. 1995) , detailed in Section 2.1.2. 
Single fractal model, uniform-rigidity plates
Here, we generated one pair of topography and Bouguer anomaly grids on 10 different plates with T x /T y values shown in Fig. 8 . All had T x = 20 km, and a weak direction of 120
• (except the isotropic plate (20/20) for which β w is undefined).
The PCA distribution in Fig. 8 for the isotropic (20/20) plate shows that spurious anisotropy is being created, but its β w distribution indicates the directions are randomly distributed. As the model PCA increases, the β w distributions become more clustered about the true weak direction, but still show variability. The PCA distributions, in contrast, maintain their approximate shape but migrate to increasing PCA values, and it is only at 20 per cent model anisotropy (20/16) that the modal PCA value approximates the model value; at lower model anisotropies the recovered PCA is overestimated, and at all higher model anisotropies the recovered PCA is increasingly underestimated.
We also conducted this experiment on plates with the same PCA but with T x = 100 km. The results are almost identical to those in Fig. 8 and are thus not shown here.
100 fractal models, uniform-rigidity plates
Recognizing that the recovered weak axes appear to be biased for individual fractal models, regardless of their anisotropy, we performed the analysis on 100 pairs of gravity and topography generated from the flexure of an isotropic plate with T x = T y = 10 km; and 100 pairs generated from the flexure of an anisotropic plate with T x = 20 km, T y = 10 km and β w = 120
• . We averaged the 100 recovered T max , T min , β w and PCA results. Details of the flexure method and averaging procedure are given in Sections 2.1.2 and 2.3. Fig. 9 shows that the 100-model averaging has removed the artificial anisotropy exhibited by the individual isotropic model. The average weak directions recovered from the uniform isotropic model are also randomly oriented (Figs 9b and S9d), but importantly the mean recovered PCA is almost zero, as it should be (Figs 9a,c and S9e).
Isotropic uniform-rigidity plate
Anisotropic uniform-rigidity plate
Results for the uniform anisotropic plate are also encouraging (Fig. 10) , and show that, when uniform anisotropy exists, it can be recovered very well by the method. The average recovered weak directions reproduce the model's built-in weak direction of 120
• (Figs 10a and b) . However, the mean recovered PCA is underestimated from its true value of 50 per cent, peaking at approximately 27 per cent (Fig. 10c) . 
100 fractal models, variable-rigidity plates
In the final experiment we used two plates with spatially variable rigidity, one isotropic, the other anisotropic. The data generation method is provided in Section 2.1.2.
Isotropic variable-rigidity plate
The isotropic plate, shown in Fig. 11(a) , was used as both T x and T y , with β w undefined. Figs S13(b) and S13(c), and S14(a) and S14(b), show that the low T e values (10 km) to the left of the gradient have been recovered well in both T max and T min , but that the high T e values (80 km) to the right have not, especially in T min . Underestimation of T e when T e is large is well known (e.g. Kirby & Swain 2008; Pérez-Gussinyé et al. 2009 ), but the difference between the recovered T max and T min seen here has not been documented before and could give rise to artificially high PCA (but it does not do so here because of the way we have averaged the PCA-see Section 2.3).
At first sight Fig. 11 (a) appears to show results similar to Fig. 9(a) , for the uniform-rigidity isotropic plate, with very small average PCA values. However there are some higher average PCA values along the low-T e side of the T e gradient zone (Fig. S13e) , and moreover the directions (Fig. 11b) do not appear random like those in Fig. 9(b) . However the maximum in the distribution of Fig. 11(b) , at β w = 90−115
• , does not correlate with either the direction of the maximum T e gradient (φ T = 35 • ), or with the along-strike direction (125 • ). Nevertheless, Fig. 11(d) shows that the angular differences between weak directions and the direction of maximum T e gradient ( θ = β w − φ T ) are not uniformly distributed, implying some cause of bias. An isotropic plate model should return randomly oriented weak directions (with zero PCA on average), regardless of any T e gradients in the model. Therefore the distribution of θ should also be uniform, because the direction of maximum T e gradient is constant.
To test this we applied circular statistical methods to the θ values. We first performed a Rayleigh test on the hypothesis that the θ values are sampled from a uniform distribution, with no preferred direction, versus the alternative hypothesis that they are from a von Mises distribution-the circular equivalent of a normal distribution (Davis 1986; Upton & Fingleton 1989) . The results are given as mean resultant vectors (R) and significance levels (α). The theoretical range ofR is [0, 1] , where a value of 1 indicates that all the angles are the same, while 0 indicates that they are precisely uniformly random. The significance level is the probability that the θ values are uniformly distributed, given the observed values ofR and n, where n is the number of observations used (we did not consider directions at nodes where the magnitude of T e gradient ∇T e < 0.05). Second, we determined the mean orientation difference ( θ ) and its 95 per cent confidence interval. Since the data are orientations, they were doubled prior to the calculations, and the angular results subsequently halved (Davis 1986 ).
The results for this isotropic fault model are: n = 155,R = 0.75, α = <1 per cent and θ = 64 ± 3
• . Thus we can say, with >99 per cent confidence, that the orientation differences do not form a uniform distribution but have a preferred direction, a conclusion supported by the relatively highR value. This is at odds with the expectations given above, and suggests that the presence of the high T e gradient is inducing artificial anisotropy into the recovered weak axes. This conclusion is mitigated somewhat by the fact that the mean PCA, that is, the length of the weak axes, is quite small over much of the area, at least with the averaging method we have chosen. But if one were to use eq. (7), which does not take account of directions of individual axes, one would obtain much larger mean PCA values.
Anisotropic variable-rigidity plate
The second variable-rigidity plate was anisotropic; the T x grid shown in Fig. 12(a) . The T y grid had the same spatial distribution as the T x grid, but with its values halved everywhere, giving a uniform PCA of 50 per cent. The weak anisotropy direction was chosen to be 108
• . As discussed in Section 2.1.2, we used the anisotropic plate flexure equations of Lekhnitskii (1968) .
Figs 12(a), (b) and S15(d) show that the weak axes have been recovered well in general, but there is some evidence in Fig. S15 (d) that they have been deviated slightly over the steep T e gradient. The PCA values are all underestimated over the flanks of the circle and over the high-T e region (Figs 12c and S15e).
With this anisotropic plate model, we would not expect the recovered weak directions to have a uniform distribution. However the circle gives directions of maximum T e gradient that point in all directions, so we would expect these directions to be uniformly distributed. Therefore the distribution of the differences ( θ ) should also be uniform. Yet Fig. 12(e) shows that this might not be so.
Therefore we conducted another Rayleigh test for uniformity, though we now did not consider locations where PCA < 20 per cent, or ∇T e < 0.05. The results for this model are: n = 231,R = 0.13, α = 2 per cent and θ = 67 ± 19
• . The low α suggests that the orientation differences do not form a uniform distribution, and that the T e gradient is inducing some spurious anisotropy into the results. However, this conclusion is mitigated by comparison with results for the isotropic fault model: the probability is higher, the 95 per cent confidence limits on θ are larger, andR value is lower; all these imply a higher degree of uniformity than in the isotropic model. So these results and conclusions, while not as strong as those for the isotropic model, still cast some doubt upon the expectation that the T e gradient should not influence the model anisotropy. 
REAL DATA
Finally, we have computed weak axes from real gravity and topography data over North America and Australia. The topography data were those discussed in Section 2.1.1, shown in Figs 1(a) and (c). Free air gravity anomaly data were taken from the EGM2008 model, expanded to degree and order 1000 (Pavlis et al. 2012) , and evaluated over the same areas as the topography. The Bouguer Plate and terrain corrections were computed from the topography grids, and applied to the EGM2008 free air anomalies to give complete Bouguer anomalies. The wavelet analysis was performed using the method described in Section 2.2, but over the whole data areas rather than the extracted subareas. The wavelet coherence was inverted using the same plate constants described in Section 2.1.1, that is, using constant crustal and mantle densities and depth to Moho. While some of the observed weak axes may be biased by gravitational noise (e.g. Kirby & Swain 2009) we have not masked these out, as Audet & Bürgmann (2011) did. Results are shown in Fig. 13 . The pattern of the weak axes' direction and length shows much variation over both continents, but often they are perpendicular or subperpendicular to the strike of major topographic features. Geological reasons for this are discussed in Section 6, but as we have shown with synthetic data, this relationship could be artificial. In places the weak axes are also perpendicular or sub-perpendicular to the strike of major gravity anomalies where the topography has no or little variance, an example being the Mid-continent Rift of North America. Again, this relationship could be artificial, since the coherence formula is symmetric in gravity and topography, and strongly anisotropic gravity anomalies could also bias the observed coherence.
There are some regions in Fig. 13, though, where the directions of the real weak axes differ from the synthetic axes for the isotropic North American and Australian models (Figs 2a and 5a) , suggesting that topography, at least, is not biasing the weak axes' directions. Though since some of these regions also show no obvious gravity anisotropy, neither topography nor gravity anisotropy may be the cause of the observed weak directions. This suggests that the weak axes in such regions could reflect genuine lithospheric properties (discussed in Section 6). However, it is not our purpose to speculate on such rheological origins. What we have shown, is that many observations of actual mechanical anisotropy in Fig. 13 could be artificial.
D I S C U S S I O N
Mechanical anisotropy is postulated to be governed predominantly by three factors: (1) present-day tectonic stress weakening the plate in the direction of maximum horizontal stress (Burov and Diament 1995; Lowry & Smith 1995; Simons et al. 2003 ); (2) major faults which penetrate into at least the uppermost mantle producing whole plate weakening (Vauchez et al. 1998; Simons et al. 2000) ; and (3) crystallographic preferred orientation of lithospheric mantle olivine, which represents the result of 'fossil' strain associated with major tectonic events (Lowry & Smith 1995; Zhang & Karato 1995; Silver 1996; Simons et al. 2003) . The last of these factors implies that directional variations in flexural rigidity arise from the same source responsible for lithospheric seismic anisotropy (Simons et al. 2003) . This source is understood to be a deformation-induced preferential alignment of upper mantle olivine crystals. The alignment of olivine [100] axes into the kinematic flow direction of the mantle during dynamic recrystallization is reflected in seismic fast directions because an intrinsic property of the olivine lattice is that these axes and the fast directions of the seismic waves are always parallel (Zhang & Karato 1995; Silver 1996) .
Furthermore, coherent plane strain deformation of the lithosphere is predicted to lead to fast directions that are subparallel to the extension direction in extensional regimes (i.e. perpendicular to rifted margins), and subperpendicular to the convergence direction in convergent regimes (i.e. parallel to the orogen strike; Silver 1996) . Hence, in the absence of anisotropy caused by asthenospheric flow (Silver 1996) , it is suggested that weak directions should be parallel to seismic fast axes in extensional regimes, and orthogonal to them in convergent settings, whether due to tectonic stress (Lowry & Smith 1995) or frozen-in strain (Simons et al. 2003) .
We are not challenging these relationships here. We are, though, questioning the validity of weak directions recovered by coherence analyses, because several studies have used the above relationships to make geophysical interpretations. For example, Simons et al. (2003) , Kirby & Swain (2006) and Audet & Bürgmann (2011) have noted orthogonality between fast and weak directions in convergent settings, and the parallel relationship of weak directions with the compression direction, and interpreted this as evidence for vertically coherent deformation of the lithosphere (Silver 1996) . Some studies have also noted the perpendicular relationship between weak directions and major tectonic boundaries, such as continental margins and suture zones (Simons et al. 2003; Kirby & Swain 2006; Audet & Bürgmann 2011) , citing a rheological transition as the reason.
Unfortunately, our synthetic studies with fixed topography have cast doubt upon such conclusions, since anisotropic topographic features in the synthetic data, such as orogens and continental margins, generate artificial perpendicular weak directions. Interpretation of these as indicative of some form of rheological weakness would be fallacious because the plate could be isotropic. And as mentioned in Section 5, the same reasoning would apply to strongly anisotropic gravity anomalies. In other words, non-null weak axes over anisotropic gravity and/or topography data are not sufficient evidence for anisotropy in the rigidity or rheology.
Recently, and using the fan wavelet method, Audet & Bürgmann (2011) performed a global regression analysis of weak directions with the direction of maximum isotropic-T e gradient, and claimed evidence for the weak directions being predominantly parallel to this gradient direction. From this they inferred structural control on mechanical anisotropy. In order to test this hypothesis we have constructed isotropic and anisotropic synthetic plate models with large T e gradients. If Audet & Bürgmann's (2011) hypothesis is correct then the presence of the T e gradient should not (i) generate spurious weak directions parallel (or otherwise) to the direction of maximum T e gradient in the isotropic model, nor (ii) alter the anisotropic model's built-in weak direction. This should be so because our models have a built-in weak direction that does not depend upon the magnitude of T e . Instead, we have found that the presence of a T e gradient does bias the recovered weak directions. Moreover the small values of average PCA over the T e gradient in the isotropic fault model do not detract from these results because we could just as well have used eq. (7) instead of eq. (8) and obtained much larger values. If one considers the isotropic uniform-rigidity model, it too has small average PCA values, yet its weak directions are almost uniformly distributed (withR = 0.05, α = 6 per cent andβ w = 124.6 ± 27.2
• ). The corresponding weak direction statistics for the isotropic fault model areR = 0.16, α = <1 per cent andβ w = 110.9 ± 7.6
• ), showing that the isotropic fault model results have less uniformity in their weak directions than the isotropic uniform-rigidity model.
Our synthetic results do not directly contradict Audet & Bürgmann's (2011) hypothesis though, because it could still be true that, in the real Earth, the processes that created the T e gradients also induced anisotropy into the lithosphere in a manner that aligned the weak and maximum T e gradient directions. We cannot test this using these synthetic models. However, our results do provide some evidence that their results could be artificial, and that the presence of a T e gradient could force the analysis/inversion method to 'detect' mechanical anisotropy when none was there.
The problem is not limited to weak directions either. At least two studies have correlated and interpreted the mechanical PCA with the delay times of seismic anisotropy SKS data (Kirby & Swain 2006; Audet & Bürgmann 2011) . The synthetic modelling presented here shows that the recovered PCA is altered from its expected value over large T e gradients (Fig. S15e) . Since the delay time of SKS data increases as the source of seismic anisotropy thickens (e.g. Silver 1996) , comparison of the two data sets could lead to geological misinterpretation.
C O N C L U S I O N S
From these simple experiments, we can conclude the following.
1. The presence of anisotropic topography and/or gravity will cause recovered weak axes to align perpendicular to the main strike of topographic/gravity anomalies, even when no mechanical anisotropy is present.
2. There appears to be a correlation between directions of mechanical weakness and maximum T e gradient when there should be none. This does not disprove the hypothesis that the two are parallel in nature, but it does suggest that many such observations could be artefacts.
3. There is some correlation between percentage mechanical anisotropy and the magnitude of the T e gradient, again, when there should be none. If the lengths of the weak axes are compared against seismic anisotropy delay times, for example, then incorrect geological interpretations could be made.
4. The analysis method has the potential to recover lithospheric anisotropy well under certain conditions. The problem then is how to distinguish between real and spurious mechanical anisotropy, even when information about data-anisotropy is available.
In summary, we believe that the inferences of Audet & Bürgmann (2011) , that there exists structural control on mechanical anisotropy, are potentially erroneous, because they are based upon a null hypothesis of independence of the direction of maximum T e gradient and the mechanical weak direction. Our synthetic studies have not directly disproved this, but they have revealed that this is not necessarily the case because some dependence exists. Many such observations could be artefacts of the analysis/inversion method.
A C K N O W L E D G E M E N T S
We would like to thank Steve Reddy, Frederik Simons and Lara Kalnins for discussions, and the editor and reviewer for their helpful comments. This study was funded by ARC grant number DP0878453, and is TIGeR publication 514.
S U P P O RT I N G I N F O R M AT I O N
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