Abstract. Interior-point methods for nonlinear programming have been demonstrated to be quite efficient, especially for large scale problems, and, as such, they are ideal candidates for solving the nonlinear subproblems that arise in the solution of mixed-integer nonlinear programming problems via outer approximation. However, traditionally, infeasible primal-dual interior-point methods have had two main perceived deficiencies: (1) lack of infeasibility detection capabilities, and (2) poor performance after a warmstart. In this paper, we propose the exact primal-dual penalty approach as a means to overcome these deficiencies. The generality of this approach to handle any change to the problem makes it suitable for the outer approximation framework, where each nonlinear subproblem can differ from the others in the sequence in a variety of ways. Additionally, we examine cases where the nonlinear subproblems take on special forms, namely those of second-order cone programming problems and semidefinite programming problems. Encouraging numerical results are provided.
where x ∈ R n , f : R n+p → R and h : R n+p → R m are twice continuously differentiable, A x ∈ R mx×n , A y ∈ R my×p , b x ∈ R mx , b y ∈ R my , and the linear constraints define polyhedral sets X and Y, which we assume to be bounded. When p = 0, we have the standard nonlinear programming problem (NLP), and when n = 0, we have an integer nonlinear programming problem. The constraints h(x, y) ≥ 0 are nonlinear, and they can take special forms such as second-order cone constraints:
whereẑ is a scalar equal to one of the elements of x or y,x andŷ are vectors consisting on some or all elements of x and y, respectively, and · 2 denotes the Euclidean norm. These special forms include nonlinear formulations of semidefinite constraints as well, as shown in [10] , [13] , and [14] .
The existing algorithms for solving a problem of the form (1.1) employ a two-level approach. In Branch-and-Bound ( [28] , [25] ), the outer level successively partitions the feasible region of (1.1) by introducing or modifying bounds on y, while the inner level solves the continuous subproblems obtained by relaxing the integer constraints. In Outer Approximation ( [18] , [31] ), the outer level solves a mixed-integer linear programming problem derived by the linearization of the objective and constraint functions at the solutions of the inner problem which is obtained by fixing the values of y in the original MINLP. Generalized Benders Decomposition [22] similarly alternates between the solution of a mixed-integer linear programming problem, but in the dual sense, and a continuous inner problem after fixing y. Other approaches, such as cutting-plane algorithms [3] exist for special forms of (1.1) including second-order cone programming problems. Software implementing these methods include SBB [21] , MINLP [26] , BARON [32] , DICOPT [36] , AlphaECP [38] , FilMINT [1] , and Bonmin [11] .
Regardless of the approach chosen to solve (1.1), a sequence of continuous optimization problems need to be solved, and the solution of these problems can account for a significant portion of the total runtime. Therefore, the solution algorithm employed to solve these problems must be efficient. A major source of this efficiency stems from the ability to reuse information obtained from solving related problems, or warmstarting. The solution algorithm must also be provably convergent in a sense that guarantees to find the global optimum for the continuous problem when such a solution exists and to issue a certificate of infeasibility when it does not. Failing on any single continuous relaxation will mean the failure of the overall algorithm.
In this paper, we will examine the use of an interior-point method as the inner level solution algorithm. Lack of warmstart and infeasibility detection capabilities have long been the main perceived difficulties of interior-point methods. Restarting from the solution of a previous problem may lead the algorithm to encounter numerical problems or even to stall, since the complementarity conditions lead to some nonnegative variables to be on the boundary at the given solution. For an infeasible interior-point method, it may be advantageous to start and remain infeasible throughout the solution process, and therefore, issuing a certificate of infeasibility for the problem in general is rather difficult. Additionally, a primal-dual interior point method seeks the analytic centers of the faces of optimal primal and dual solutions. Constraint qualifications that confirm the existence and finiteness of both primal and dual solutions are required to guarantee convergence. In fact, only one of the MINLP codes mentioned above, [11] , uses a pure interior-point method, that is implemented in IPOPT [37] , to solve the inner problem. Nevertheless, numerical studies such as [9] , [8] , and [29] demonstrate that interior-point solvers such as ipopt [37] , loqo [34] , and knitro [30] are highly efficient and are the only solvers capable of handling very large scale NLPs. Therefore, it is important to resolve difficulties associated with warmstarting and infeasibility detection and to implement an efficient and robust MINLP solver using interior-point methods.
In [5] , we analyzed the use of an interior-point method within a branchand-bound framework. We showed that the changing bounds would guarantee that the algorithm would stall when warmstarting, and that even with a coldstart, fixed variables and infeasible problems would cause the algorithm to fail. As a remedy, we proposed a primal-dual penalty approach, which was able to greatly improve efficiency, handle fixed variables, and correctly identify all infeasible subproblems in numerical testing.
In this paper, we turn our attention to interior-point methods within the Outer Approximation framework. Similar challenges arise in this framework, as well. One key difference is that we will limit ourselves to MINLPs with convex continuous relaxations, that is, cases where f is convex and h are concave for (1.1). This is required for the underlying theory of the Outer Approximation framework, and, while it is a limitation, it will also give us the chance to explore certain special classes of convex problems, such as second-order cone programming problems (SOCPs) and semidefinite programming problems (SDPs), that arise in the continuous relaxations.
The outline of the paper is as follows: We start with a brief description of the Outer Approximation framework in Section 2. In Section 3, we introduce an infeasible interior-point method and analyze its challenges within a MINLP algorithm. To address these challenges, we propose the exact primal-dual penalty method. In Section 4, we turn our attention to the performance of our algorithm on certain special classes of problems, such as SOCPs and SDPs. We present implementation details of our approach and favorable numerical results on problems from literature in Section 5.
2. Outer approximation. The Outer Approximation (OA) algorithm solves an alternating sequence of NLPs and mixed-integer linear programming problems (MILPs) to solve (1.1). For each y k ∈ Y ∩ Z p , the NLP to be solved is obtained from (1.1) by fixing y = y k :
(2.1) (2.1) may or may not have a feasible solution. As such, we let x k denote the solution if one exists and the minimizer of infeasibility otherwise. We define F(Ŷ) as the set of all pairs of (x k , y k ) where x k is an optimal solution of (2.1) and I(Ŷ) as the set of all pairs of (x k , y k ) where (2.1) is infeasible for y k ∈Ŷ. We also define the following MILP:
2) where z ∈ R is a dummy variable.
Assuming that f is convex and h are concave, (1.1) is equivalent to (2.2) forŶ = Y, as shown in [18] , [20] , and [11] . Of course, solving (2.2) forŶ = Y requires the solution of (2.1) for every y k ∈ Y ∩ Z p , which constitutes the worst-case scenario. Instead, at each iteration, we solve (2.2) withŶ ⊆ Y . Starting with y 0 ∈ Y ∩ Z p , we letŶ = {}. Then, at each iteration k = 0, . . . , M , we solve (2.1) with y k to obtain x k , let Y =Ŷ ∪ {y k }, and solve (2.2). The solution gives y k+1 , and we repeat the process. Throughout the iterations, we keep track of an upper bound on the optimal objective function value of (2.2). Letting the upper bound start at ∞, we update it with the optimal objective function value of (2.1) whenever a solution exists. If this value is not less than the current upper bound, then we stop the algorithm and declare that the pair (x k , y k ) which gave the current upper bound is the optimal solution to (1.1).
3. Interior-point methods. The OA approach described above requires the repeated solves of NLPs obtained by fixing the values of the integer variables y in (1.1). At iteration k of the OA algorithm, (2.1) is solved for a different value of y k . For each value of y k , therefore, we can expect changes to both the objective function and the constraints of (2.1). Depending on the implementation, these changes could even be reflected in the problem structure, including the number of constraints and the nonzero structures of the Jacobian and the Hessian. To solve (2.1), we use an interior-point method, for which we now provide an overview. A more detailed explanation can be found in [35] .
For ease of notation, let us rewrite (2.1) as follows:
where
We start by adding the nonnegative slacks w ∈ R m to the inequality constraints in (3.1).
We incorporate the slacks in a logarithmic barrier term in the objective function and eliminate the nonnegativity constraints:
where µ > 0 is the barrier parameter. Denoting the Lagrange multipliers by λ, the first order conditions for (3.3) are
where e is the vector of all ones of appropriate dimension, A(x, y k ) is the transpose of the Jacobian of the constraints, and W and Λ are diagonal matrices with entries from w and λ, respectively.
Newton's method is employed to iterate to a point satisfying (3.4) . Letting
the directions given by Newton's method are found by solving the KKT system:
Note that we have omitted the use of function arguments for ease of display. Letting
we can eliminate the slacks to obtain the reduced KKT system:
The reduced KKT system is solved by using the LDL T form of Cholesky factorization, including exploitation of sparsity by reordering the columns in a symbolic Cholesky routine. As stated before, for each y k , the sparsity structure of the matrix in (3.7) may change. Such changes are quite common, especially when y are binary. Fixing y k j to 0 may cause terms in the objective or the constraint functions to drop. A careful implementation of the underlying algorithm can take advantage of such changes if they bring about substantial reduction in size or complexity for certain subproblems, or use a general enough sparsity structure so that each subsequent nonlinear subproblem can be solved without additional sparsity structure setups or calls to the symbolic Cholesky routine.
Once the step directions ∆x and ∆λ are obtained from (3.7), we can obtain the step directions for the slack variables from the following formula:
The algorithm then proceeds to a new estimate of the optimum by
where the superscripts denote the iteration number, α (l) is chosen to ensure that the slacks w (l+1) and the dual variables λ (l+1) remain strictly positive and sufficient progress toward optimality and feasibility is attained. At each iteration, the value of the barrier parameter may also be updated as a function of W (l+1) λ (l+1) . Both the notion of sufficient progress and the exact formula for the barrier parameter update vary from one solver to another, but the general principle remains the same.
The algorithm concludes that it has reached an optimal solution when the primal infeasibility, the dual infeasibility, and the average complementarity are all less than a given tolerance level. For (3.1), we have that
where · ∞ denotes the infinity norm.
3.1. Challenges when using interior-point methods. An infeasible interior-point method, such as the one described above, has two main challenges within the OA framework: guaranteeing that a certificate of infeasibility will be issued when a solution does not exist and warmstarting.
An interior-point method such as the one described above is also known as an infeasible interior-point method. This terminology is used to indicate that the initial values for the primal variables x are not required to be feasible for the problem. In fact, the iterates are not even required to be feasible until optimality is also attained. Therefore, an infeasible interior-point method can potentially iterate forever when attempting to solve an infeasible problem. In practice, the solver will stop after reaching a preset iteration limit, and the result will be inconclusive. This leads to a failure in the overall algorithm, as we cannot produce a certificate of optimality or infeasibility at a node. Therefore, an infeasibility detection scheme is required. This scheme could be a "Phase I" approach where the interior-point method is first employed to solve the problem of minimizing constraint violations. If a feasible solution is found, the algorithm proceeds toward the optimum from there. Otherwise, a certificate of infeasibility is issued. While detecting infeasibility early in the solution process, this approach could significantly increase the solution time when an optimal solution exists, since it essentially requires the solution of two problems. Another possibility is to use the so-called "elastic mode," where the algorithm starts solving (2.1), but switches to minimizing the infeasibility only after certain trigger conditions are observed. Therefore, when an optimal solution to the original problem exists, it can be found within a single solve, and if the problem is infeasible, trigger conditions that switch over to the feasibility problem early enough can keep the number of iterations reasonable for issuing a certificate of infeasibility. However, in the case of solving an NLP using the interior-point method described above, defining such trigger conditions could be a challenge. A third possibility is to use a oneshot approach, where a reformulation of (2.1) is solved and the solution of this reformulation gives the optimal solution or a certificate of infeasibility for the original problem. An example is self-dual embedding, which is welldeveloped for second-order cone and semidefinite programming problems. Version for convex NLPs ( [39] , [27] ) also exist.
Even if an optimal solution exists, the interior-point method described above may not be guaranteed to find it. Certain constraint qualifications required for standard convergence proofs, such as the MangasarianFromowitz Constraint Qualification (MFCQ), may not be satisfied. Therefore, it is important to use an approach that is provably convergent under mild assumptions. Penalty methods, which reformulate the problem (2.1) and use interior-point methods to solve the resulting problem, are such approaches. [2] , [6] , [33] , and [24] all use penalty methods, and the algorithms proposed in these papers make few assumptions, including differentiability and boundedness of the iterates, without requiring strong constraint qualifications.
Warmstarting is the use of information obtained during the solution of a problem to solve the subsequent, closely-related problems. For the case of MINLP, warmstarting will refer specifically to setting the initial solution (including primal, dual, and slack variables) of an NLP of the form (2.1) to the optimal solution of the previous one solved within the OA framework. Because of the complementarity conditions, at the optimal solution, some of the nonnegative slack and dual variables are equal to 0, but starting the next problem from these values may cause the algorithm to stall. The following example illustrates exactly what can go wrong:
The reduced KKT system for this problem is: One possible remedy is to simply re-initialize the slack and dual variables away from 0. Doing so would modify both the diagonal matrix, D, in (3.7) and the right-hand side of (3.7), forcing the variables to move. While this seems like a simple remedy, there are two drawbacks to this approach. First, the initialization is rather arbitrary and may adversely affect the efficiency algorithm at the current node. Secondly, note that simply reinitializing some of the variables may result in negative step directions for other dual and slack variables. Since the interior-point method shortens the steplength to keep such variables strictly positive, the algorithm may still become stuck.
Traditional penalty approaches, which only provide primal relaxations, may still become stuck when used with a primal-dual interior-point method where the steplength α depends on the dual iterates as well. However, they have other desirable properties, including infeasibility detection capabilities and regularizations that automatically satisfy constraint qualifications. The exact primal-dual penalty method proposed in [7] for linear programming and in [8] for nonlinear programming is a remedy that has been demonstrated to work for warmstarts. This method relaxes the nonnegativity constraint on the dual and slack variables and provides regularization for the matrix in the reduced KKT system (3.7). Thus, the optimal solution of one problem can be used without modification to provide a warmstart for another, the regularization ensures that the variables that need to move indeed make progress, and the algorithm does not become stuck due to the nonnegativity constraints. This approach was shown to work well for mixed-integer nonlinear programming within the branch-and-bound framework in [5] . Additional benefits include robustness due to regularization and infeasibility detection capabilities. Details of this approach for general nonlinear programming problems are given in [8] , and we provide an overview here.
4. The exact primal-dual penalty approach. The primal-dual penalty problem corresponding to (3.1) has the form min x,w,ξ
where c ∈ R m are the primal penalty parameters, u ∈ R m are the dual penalty parameters, and ξ ∈ R m are the primal relaxation variables. This new form of the primal penalty problem differs from the classical approach presented in [19] in two crucial aspects: (1) The slacks, w, rather than the constraint functions and the bounds themselves are relaxed, and (2) upper bounds are also added to the slacks. Both of these changes are made specifically for warmstarting, as relaxing the slacks removes their nonnegativity constraints and allows for longer steps and the upper bounds serve to relax the dual variables in a similar manner. The dual problem associated with (4.1) can be expressed as follows:
where ψ ∈ R m are the dual relaxation variables. These relaxation variables are incorporated into the objective function using a penalty term with dual penalty parameters u. For further details of the primal and dual problems, as well as a proof of the exactness of the penalty approach, the reader is referred to [7] and [8] .
We follow the development of earlier in Section 2 in order to present the algorithm to solve (4.1). The logarithmic barrier problem associated
where µ > 0 is the barrier parameter. Letting (λ) once again denote the dual variables associated with the remaining constraints, the first-order conditions for the Lagrangian of (4.3) can be written as
where Ξ and U are the diagonal matrices with the entries of ξ and u, respectively. Making the substitution
we can rewrite the first-order conditions as
where Ψ and C are the diagonal matrices with the entries of ψ and c, respectively. Note that the new variables ψ serve to relax the nonnegativity requirements on the dual variables λ, so we refer to them as the dual relaxation variables. Applying Newton's Method to (4.4), and eliminating the step directions for w, ξ, and ψ s , the reduced KKT system arising in the solution of the penalty problem (4.1) has the same form as (3.7) with
The steplength, α (k) , at each iteration k is chosen to ensure that
and sufficient progress toward optimality and feasibility is made. The barrier parameter, µ, may be updated at each iteration as a function of (W + Ξ)(Λ + Ψ)e, Ξ(C − Λ − Ψ)e, and Ψ(U − W )e. There are several things to note about this approach. First, the sparsity structure of the reduced KKT matrix of the penalty problem is the same as the sparsity structure of (3.7). There are also no additional function evaluations or other time consuming computations required. This means that solving the penalty problem (4.1) instead of (3.1) does not require significant additional computational effort. Second, by modifying E, the relaxation/penalty scheme is said to regularize the reduced KKT matrix, providing numerical stability as well as aiding in warmstarting. Third, steplength control no longer relies on the dual and slack variables of the original problem, thereby allowing for longer steps in the initial iterations to ensure that the algorithm does not become stuck.
The primal-dual penalty approach presents an ideal remedy to the warmstarting issues of an interior-point method. For each NLP subproblem, we can use the optimal primal, dual, and slack variable values of the previous subproblem as the initial solution, and simply re-initialize the primal and dual relaxation variables in order to facilitate the original variables to move toward a new optimum. The penalty parameters need to be chosen large enough to admit the optimal solution of the subproblem, and warmstart information may be useful to determine appropriate values. They may also need to be updated during the course of the algorithm.
Setting and updating the penalty parameters.
The most important aspect of setting the initial values of the penalty parameters is to ensure that they are sufficiently larger than those components of the current iterate for which they serve as upper bounds. We let the solution of one NLP subproblem be (x * , w * , λ * ). The penalty parameters are set as follows:
The relaxation variables are initialized as
where β is a constant with a default value of 10 −4 . These initializations are generally sufficient after a warmstart to start the penalty method without moving the iterates too far from the current point. Note that the relaxation is performed using a variable, so if a larger relaxation is needed, the variables, ξ and ψ, will move as necessary.
Since the initial values of the penalty parameters, u and c, may not be large enough to admit the optimal solution, we also need an updating scheme for these parameters. Given the relaxation, an optimal solution can always be found for (4.1), and one possible "static" updating scheme is to solve a problem to optimality and to increase the penalty parameters if their corresponding relaxation variables are not sufficiently close to zero. However, this may require multiple solves of a problem and substantially increase the number of iterations necessary to find the optimal solution. Instead, we can use a "dynamic" updating scheme, where the penalty parameters are checked at the end of each iteration and updated.
Infeasibility detection.
In the preceding discussion, we established what can go wrong when warmstarting an interior-point method and proposed the exact primal-dual penalty approach as a remedy. Another concern for improving the inner level algorithm within our framework was the efficient identification of infeasible NLP subproblems. The primal-dual penalty method described as a remedy for warmstarting can also aid in infeasibility identification. Since all of the slack variables are relaxed, the penalty problem (4.1) always possesses a feasible solution. In addition, the upper bounds on the slack variables guarantee that an optimal solution to (4.1) always exists. Therefore, a provably convergent NLP algorithm is guaranteed to find an optimal solution to (4.1). If this solution has the property that ξ i → a for at least one i = 1, . . . , m + m x for some scalar a > 0 as c i → ∞, then the original problem is infeasible.
It is impractical to allow a penalty parameter to become infinite. However, a practical implementation can be easily devised by simply dropping the original objective function and minimizing only the penalty term, which is equivalent to letting all the penalty parameters become infinite. Therefore, a feasibility restoration phase similar to the "elastic mode" of snopt [23] can be used, in that the problem
is solved in order to minimize infeasibility. It differs from snopt's version in that the slack variables are still bounded above by the dual penalty parameters. Since these parameters get updated whenever necessary, we can always find a feasible solution to (4.7). If the optimal objective function value is nonzero (numerically, greater than the infeasibility tolerance), a certificate of infeasibility can be issued.
While a feasibility problem can be defined for the original NLP subproblem (2.1) as well, a trigger condition for switching into the "elastic mode" for solving it is not easy to define within the context of the interiorpoint method of Section 3. However, the exact primal-dual penalty approach can simply track the number of dynamic updates made to the penalty parameters and switch over to solving (4.7) after a finite number of such updates are performed. In our numerical testing, we have set this trigger to occur after three updates to any single penalty parameter.
Note that other infeasibility detection schemes based on penalty methods are available (see [16] ) which would not require the solution of a separate feasibility problem. As their warmstarting capabilities are yet unknown, we will investigate such approaches in future work.
5. Special forms of convex NLPs. One class of problems that fits well into the OA framework is conic programming, specifically second-order cone programming and semidefinite programming. This class of problems is especially important in a variety of engineering applications and as relaxations of some NP-hard combinatorial problems. Much of the research has focused on problems that are otherwise linear, due in part to the abundance of strong theoretical results and the ease of extending established and implemented linear programming algorithms. However, as the models in each of these areas become more realistic and more complicated, many of the problems are expressed with nonlinearities in the objective function and/or the constraints. To handle such nonlinearities efficiently, one approach is to fit the problem into the NLP framework through reformulation or separation into a series of NLP subproblems. In addition, these problems can also have some discrete variables, and fitting them into an NLP framework allows for the use of the efficient mixed-integer nonlinear programming techniques for their solution.
In standard form, a mixed-integer nonlinear cone programming problem is given by min
where K is a cone. The second-order, or Lorentz, cone is defined by
where · 2 denotes the Euclidean norm. The semidefinite cone is defined by
where mat(x) ∈ R k×k with n = k 2 is the matlab-like notation for the columnwise definition of a matrix from the vector x, and 0 constrains this matrix to be symmetric and positive semidefinite. Note that K can also represent the intersection of finitely many such cones. The primal-dual penalty method can be applied to this problem just as in (4.1). The cone constraint can be handled as
For a second order cone, it is sufficient to pick ξ = (ξ 0 , 0), and for a semidefinite cone, we only need mat(ξ) to be a diagonal matrix. As before, the objective function is also converted to
Since both the second-order cone and the cone of positive semidefinite matrices are self-dual, the dual problem also involves a cone constraint, which is similarly relaxed and bounded. For both second-order and semidefinite cones, the reformulation of the cone constraints to fit into the NLP framework have been extensively discussed in [10] . For second-order cones, an additional challenge is the nondifferentiability of the Euclidean norm in (5.2). In fact, if the optimal solution includes x * 1 = 0, it can cause numerical problems for convergence of the NLP algorithm and theoretical complications for the formulation of the subsequent MILP even if numerical convergence can be attained for the NLP. There are several ways around this issue: if a preprocessor is used and a nonzero lower bound for x 0 is available, then the so-called ratio reformulation (see [10] ) can be used to rewrite the cone constraint of (5.2) as
Similarly, if preprocessing can determine that x 1 2 and x 0 are bounded above by small values, then we can rewrite the cone constraint as
Both of these formulations yield convex NLPs, but they are not general enough. In our implementation, we have used the constraint as given in (5.2), but a more thorough treatment using a subgradient approach is discussed in [17] .
6. Numerical results. We implemented an OA framework and the interior-point method using the primal-dual penalty approach in the solver milano [4] . For comparison purposes, we also implemented the interiorpoint method outlined at the beginning of Section 2. The MILPs that arise within the OA framework were solved using a branch-and-bound algorithm using interior-point methods to solve the LP relaxations. We tested both codes on 12 problems from the MINLPLib [15] test suite and 2 MINLPs with second-order cone constraints from [17] . The problems were chosen to have convex nonlinear relaxations, to be small for easy implementation in Matlab, and to require more than one NLP subproblem in the solution process so that the effect of warmstarting could be measured. We included only two of the small problems from [17] because several of the remaining problems had artificial continuous variables and equality constraints and only had integer variables when converted to the form (2.1). Since milano is implemented for the Matlab environment, we converted the problems from MINLPLib from the gams [12] format to Matlab format.
The initial primal and dual solutions used when warmstarting are the optimal primal and dual solutions of the previous NLP subproblem. Numerical experience in Table 1 indicates that using this solution can improve the performance of the algorithm. However, a better primal initial solution can be the optimal x values from the current MILP. In this case, we would need to use an approximation to the Lagrange multipliers, for example by approximately solving a QP model of the NLP subproblem. This will be part of our future work.
In Table 1 , we present results highlighting the effect of the primaldual penalty approach on the interior-point method. In our testing, we have the primal-dual penalty approach determine the subproblems to be solved, and the columns "WarmIters" and "ColdIters" provide the average number of iterations over those subproblems after a warmstart using the primal-dual penalty approach and a coldstart using the original form of the interior-point method, respectively. The column "%Impr" indicates the percentage improvement in the number of iterations. This number is not always positive, but the warmstart approach is never more than 17% worse than the coldstart approach. The worsening can be remedied in many cases using different initial values for the penalty parameters and the relaxation variables. In the remaining 30 of the 32 subproblems solved, the percentage improvement can range from 0 to 65%.
We also provide information on the infeasible problems identified by the penalty approach. Since the original formulation of the interior-point method has no mechanism with which to issue a certificate of infeasibility, the coldstart algorithm goes to an iteration limit of 500 for each infeasible subproblem, after making a significant computational effort. This means that for problems alan, fuel, gbd, and synthes2, the OA algorithm would fail after encountering an infeasible NLP subproblem.
7. Conclusion. In this paper, we described the solution of a mixedinteger nonlinear programming problem using an interior-point method within the context of an outer approximation algorithm. We resolved the issues of warmstarting, infeasibility detection, and robustness for the interior-point method. In doing so, we used the exact primal-dual penalty method of [7] and [8] . The resulting algorithm was implemented using the interior-point code MILANO [4] and tested on a suite of MINLPs. The numerical testing yielded encouraging results.
As discussed, interior-point codes have been shown to be computationally superior to other approaches in studies such as [9] for large problems. Therefore, the proposed approach is especially attractive for large MINLPs, where an interior-point code may be the only means of obtaining a solution to each continuous relaxation in a reasonable amount of time. The use of the primal-dual penalty method further improves the robustness and the efficiency of this approach.
The next step in this study is to incorporate the proposed approach within a more efficient algorithm to handle the integer variables and introduce heuristics for generating feasible solutions quickly. Numerical results in [7] and [8] demonstrate the strong performance of the primal-dual penalty approach under a variety of problem modifications, including the addition of constraints and variables. Thus, we are optimistic that the performance improvements demonstrated in this paper will continue to be applicable when used within any integer programming framework.
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