In this paper, we aim to track objects that undergo abrupt appearance changes and heavy occlusions. To address these problems, we propose an online structure learning algorithm which contains two layers, block-based online random forest classifiers (BORFs) and online structure models (OSMs). BORFs are able to handle occlusion problems since they model local appearances of the target. To further improve the accuracy and reliability, the algorithm utilizes relational models as context information to combine BORFs into the online structure models. Capturing the discriminative parts of targets with online learnt structures, OSMs help locate targets accurately even when they are heavily occluded. In addition, OSMs guide the block occlusion reasoning and the update scheme of BORFs and relational models, which can handle appearance changes and drift problems effectively. Experiments on challenging videos show that the proposed tracker performs better than several state-of-the-art algorithms which demonstrate the effectiveness of our approach.
INTRODUCTION
Object tracking in video is of fundamental importance for many vision applications such as visual surveillance, traffic safety monitoring, and abnormal activity detection. The difficulties of object tracking in general scenarios, however, are also prominence because of appearance changes (illumination, viewpoint and background changes) and occlusions. These difficulties are inevitable in practical applications and thus noticeably aggravate this problem.
Many traditional works [1] [2] of object tracking depend on background subtraction or color appearance models. They are sensitive to lighting variations and complex backgrounds, which may encounter great challenges in crowded scenarios. In contrast to these works, machine learning based object tracking techniques are more robust and reliable. In the last decade, the fast developing object detection techniques, such as faces [3] [4], pedestrians [5] , and vehicles [6] [7] , have provided good observation models for detection based tracking algorithms. But they are often too weak for abrupt appearance changes and occlusions. Besides, all detectors have to be designed or trained before tracking starts and they only differentiate targets from the background rather than a target from other targets. So that many researchers employ online learning algorithms to update appearance models of specific targets for their adaptive trackers [8] [9] [10] . Such approaches enable the trackers to adapt to appearance changes but may introduce errors and lead to the tracking failure gradually. In the hope of addressing the update problem and dealing with occlusions, some approaches [11] [12] divide a specific target into blocks, build and update non-occluded block models during tracking. But carrying limited information of blocks, the block models are probably lack of robustness and reliability. Besides, they only depict the characteristics of local appearance, neglecting of context information. Inspired by these previous works, we devise a block-based approach for object tracking. Aiming at overcoming the above-mentioned intrinsic drawbacks, we propose an online structure learning algorithm as the key component of our approach.
The main contributions of our online structure learning algorithm include: (1) The structure models are online learnt from non-occluded regions of targets rather than manually constructed, which have more flexibility and stronger capability of occlusion handling. (2) Our algorithm introduces relational models among blocks into the learning procedure so that the context information can be exploited effectively to obtain robust and reliable tracking results. (3) The learnt structure models guide the block occlusion reasoning and the update scheme of BORFs and relational models, which is able to not only adapt appearance changes but also handle with drift problems.
THE PROPOSED APPROACH
The system overview of our approach is shown in Fig. 1 . Given the target location in frame t − 1, the confidences from block-based online random forest classifiers (BORFs) and relation attributes from relational models are extracted from the target appearance. With the confidences and relation attributes, the discriminative online structure models (OSMs) will be learnt for the target. In the next step, the structure models guide the occlusion reasoning so that the BORFs and relational models will be updated with non-occluded and con- fident blocks. In frame t, the above structure models can locate the target in the Particle Filter [13] framework. In the following, we will introduce the proposed approach, mainly focusing on the key component, online structure learning.
Block-based Online Random Forest Classifier
For occlusion handling, we view blocks as basic units of the object, and train and online update a block classifier for each block in the hope of distinguishing the block from backgrounds and other blocks. As for the learning algorithm, Online Random Forest [14] has three characteristics which can facilitate online learning problems: (1) It is very fast in both training and classification; (2) It is robust against label noise; (3) The algorithm allows for temporal weighting of knowledge by discarding entire trees, which increase the adaptivity of data distribution changes. Motivated by the demonstrated effectiveness of Online Random Forest, we employ the algorithm to train and update block classifiers (BORFs). Histograms of Oriented Gradients (HOG) [5] and color histogram are fused together as composite features x for BORF learning and evaluation. As for a BORF, given the entire forest h = {t 1 , ..., t Nt } (t is a tree, N t is the number of trees) and a sample's feature x, the estimated probability for predicting class c for the sample can be written as
where p n (c|x) is the estimated density of class labels of the leaf of the nth tree where x falls. The final decision function of the forest is defined as
Online Structure Learning
Only capturing the local appearances of blocks, the BORFs may lose effectiveness when the blocks are occluded by similar blocks or affected by appearance changes, since they neglect of context information. It is reasonable with intuition that the confidence of a block should not only depends on its own appearance but also the supports from its neighbors. Consequently, to remedy the intrinsic drawbacks of blockbased classifiers, we integrate the relational models between blocks into BORFs to perform online structure learning. The online structure models are more accurate and robust than the BORFs for adaptive trackers. First, we describe how the relational models are exploited. Actually, we adopt a simple but effective method to model the relationships between blocks. In a period of time, the difference in appearance of two neighbor blocks remains similar. According to the characteristic, we utilize the difference in appearance to describe the relationships between neighboring blocks (shown in Fig. 2) ,
where
contains HOG (9 bins) and color histogram (8 bins for grayscale images and 32 bins for color images) features for the ith block (superscript denotes the feature index and K is the number of feature dimensions).
With the relational models ∆F model (i, j) (for the ith and jth neighboring blocks), the relation attribute (similarity) r (i, j) between the current appearance difference ∆F (i, j) and the model can be written as,
As for a block, the composite confidence p (i) that reflects how likely it is the ith block of the target contains the confidence h (i) from BORF and the relation attribute r (i, j) (jth blocks are the neighbors) from the corresponding relational model can be denoted as,
where N nb is the number of neighboring blocks.
In the next step, we will introduce structure models, the learning algorithm and how to use the models to perform object tracking.
Just as Fig. 3 shown, a structure model is a tree in which nodes are the confident blocks and edges are the relations between the neighboring blocks. The structure models combine all the trees into forest to measure target candidates. The forest construction can avoid over-fitting effectively and has more flexibility to describe targets.
In order to build such structure models effectively and efficiently in an online manner, we devise an online learning algorithm. The learning algorithm derives from Minimum Spanning Tree (MST): (1) The block with the maximal composite confidence p (·) (larger than a threshold θ) is picked up as the root node of a tree; (2) In every step, the tree selects one of its neighboring blocks with the maximal composite confidence as a child block; (3) If a child block has more than one parent blocks, the one with the maximal relation attribute r (·, ·) is chosen as the parent block; (4) For each tree, step 2 and 3 are carried on until the number of blocks is larger than a threshold or the composite confidences of neighbors are less than θ. (5) All the steps are carried on until the number of trees is larger than another threshold or the composite confidences of the rest blocks are all less than θ.
Given the structure models, we use them to measure every particle in Particle Filter [13] framework. And then all the particles will be merged according to their outputs from the structure models. An output of the structure models is the weighted sum of all the outputs from the trees. The output from a tree can be calculated as,
where the jth block is a child node of the root block and C is the number of child nodes of the root block. Eq. 6 can be used for other parent nodes (for leaf nodes O (·) = h (·)).
Update Scheme
Tracking object in dynamic scenes with illumination, background and viewpoint changes poses two main problems which conventional tracking methods cannot comprehensively handle: 1) Although fixed models without update scheme are reliable, they lack of the adaptability of appearance changes, which will lead to the failure of trackers; 2) Updating frequently or inappropriately may introduce errors into the models which will cause the drift problems of trackers. It seems too hard to find a trade-off between reliability and flexibility. In consideration of these problems, we introduce the structure models into the update scheme to adapt BORFs and relational models, which can handle appearance changes and occlusions very well. At first, we carry out occlusion reasoning in which the blocks with low composite confidence will be treated as occluded blocks (the rest blocks are visible). And then OSMs, the discriminative structures, are learnt from non-occluded regions of the target. The blocks in OSMs are of high confidences from the combination of their BORFs and neighbors' votes. In our update scheme, to select the positive samples of these confident blocks, we reduce the demands of their BORF outputs (larger than θ bc ) for appearance adaptation. On the other hand, we use their composite confidences p (·) as their update weights. In other words, the higher composite confidences the positive samples have, the larger influences they will get in the update scheme. As for the rest blocks, samples with much higher BORF outputs (θ bh ) are accepted as positive samples. We will sample N pos candidate blocks around the tracking results, and then use the above metrics to select positive block samples to update BORFs. The negative sample selection is also important for appearance adaptation in dynamic scenes. Given the target bounding box O T from the tracking results, we will sample N neg candidate bounding boxes O N (corresponding N neg candidate blocks for each blocks) around O T when the overlap of O T and O N is less than 0.5,
The N neg candidate blocks will be used as negative samples with the weights 1 − h (·) to update BORFs. The relational models will be updated when both their blocks are visible (the update ratio is α and superscript denotes the frame number),
EXPERIMENTS
Experiments are carried out on three challenging sequences from public datasets and comparisons of our approach and four state-of-the-art methods are given. Our approach is implemented by C++ and runs at about 2 fps (10 ∼ 25 blocks) on an Intel Core Quad 2.66GHz CPU with 4G RAM.
Implementation Details
The composite confidence threshold θ for structure learning is set to be 0.5. And the BORF threshold θ bc is 0.5 while the higher one θ bh is 0.8. The update ratio α is 0.05. The numbers of candidate positive blocks N pos and candidate negative blocks N neg are 81 and 324.
Baseline Methods
For fair comparison, we compare our approach with four state-of-the-art methods with the same initialization of the target. These methods are Multiple Instance Learning tracker (MIL) [8] , Online AdaBoost tracker (OAB) [9] , Adaptive Structural Sparse representation based tracker (ASS) [12] and Tracking-Learning-Detection tracker (TLD) [10] . The tracking results presented here are from the trackers provided by the original authors. 
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Results
We evaluate the above-mentioned methods and ours on three sequences: car [12] , pedestrian [12] and face [8] . These sequences cover most challenging situations in object tracking, including heavy occlusion, large illumination change and complex background. First, we employ the relative position errors (in pixels) between the centers of ground truths and the tracking results to compare the methods. Table 1 summarizes the average center location errors of the methods on all test sequences. From the table, we can see that our approach performs well against the state-of-the-art methods. We attribute the performance to our online structure models which can handle with occlusions and appearance changes effectively. In the following, we will give the corresponding qualitative evaluation on the datasets. Figure 4 gives some typical tracking results on the three sequences. In the car sequence, large appearance changes (illumination change and motion blur) lead to the drifting problems of many trackers since they cannot capture the new appearances with old models and update the models wrongly. Our tracker is able to track the target because the structure models can find out the confident blocks using context information and update the trackers correctly. In the pedestrian sequence, many trackers lose effectiveness because of the occlusions and complex backgrounds. Our approach learns the discriminative parts of the non-occluded regions so that the tracker can use the models to track the target accurately and remove the interferences of complex backgrounds. In the face sequences, the heavy occlusions fail down most of the trackers. Even though 90% of the target's region is occluded or its different parts are occluded, our tracker can track the target very well. In our approach, different visible blocks can be combined into structure models to describe the target, which guarantee the reliability and flexibility of our tracker.
CONCLUSION
In this paper, we present a robust object tracking algorithm based on online structure learning. The proposed method utilizes the relational models as context information to combine the block-based online random forest classifiers into flexible and discriminative structures. The online learnt structure models help locate the target accurately even when the target is heavily occluded. Furthermore, the structure models guide the update scheme benefited from which our tracker not only be able to adapt appearance changes correctly but also to handle with drift problems effectively. Experimental results compared with several state-of-the-art methods on challenging sequences demonstrate the effectiveness and robustness of the proposed algorithm.
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