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Abstract—We consider a leader-follower formation control
setup as an example for a multi-agent networked control system
(NCS). This paper proposes an event-based wireless communi-
cation scheme with a MIMO precoder, that dynamically adapts
to both the channel and the current control state. We apply a
Lyapunov drift approach for optimizing the precoder and for
defining an event-triggering policy. To evaluate the performance
of the proposed scheme, we simulate a formation control of
two unmanned aerial vehicles (UAVs) connected via a point-to-
point MIMO fading channel. Compared to a benchmark scheme
with periodic transmissions and a basic water-filling algorithm,
we demonstrate that our proposed event-based scheme is more
efficient by consuming less energy and requiring less frequent
transmissions on average.
I. INTRODUCTION
The 5G mobile communication standard is the first that
will be applicable to mission-critical control systems. One of
three categories of 5G services is the ultra-reliable low-latency
communications (uRLLC), which is designed to meet the
stringent requirements of industrial automation applications
as well as automated driving. In particular, using wireless
networks is essential in multi-agent networked control systems
(NCS) that comprise mobile objects, such as moving robots
in industrial manufacturing or self-driving cars. In this type of
systems, synchronization tasks arise in order to accomplish a
common control goal or to avoid collisions between the agents.
This leads to high demands on the Quality of Service (QoS) of
the wireless network that have to be guaranteed despite limited
energy resources at the mobile agents. Hence, an energy-
efficient yet stability-maintaining scheme is of great interest.
An event-based approach, that initiates communication only
when necessary, can generally reduce the amount of data
to be exchanged among agents. In contrast to clock-based
communication, where transmission takes place in periodic
time intervals, the event-based approach enhances efficiency
as it allows for a dynamic adjustment of the communication
to the current state of the controlled system. Hence, resources
can be saved while the system is in a non-critical state to be
used whenever it is necessary to maintain stability or satisfy
performance requirements.
While the majority of existing research considers the design
of the communication and control schemes separately, com-
munication and control co-design in NCSs has recently gained
more interest, e.g. in [1]–[3]. In particular, the authors in [1]
present an event-based MIMO precoding scheme for an NCS
with an energy harvesting sensor. They propose a waterfilling
solution that in addition to the channel state also takes account
of the available energy and the plant state estimation error.
However, the communication scheme is independent of the
plant state itself. Event-triggered communication has also been
studied by the authors in [4], where a collision avoidance
problem of two unmanned aerial vehicles (UAV) is consid-
ered, but their focus is on the control and event generator
design. The authors in [5] present a self-triggered formation
control scheme, in which a remote controller requests sen-
sor measurements in an event-based fashion using Lyapunov
control theory. A leader-follower formation control problem
is considered in [6] for autonomous underwater vehicles. The
authors propose a scheme that switches between continuous
and periodic communication on an event-triggered basis.
We aim at designing a communication scheme for a forma-
tion control application that ensures both energy efficiency and
formation accuracy by dynamically adjusting to the current
control state. For this purpose, we propose a control-aware
MIMO precoder combined with an event-triggering strategy.
In this paper, we consider a leader-follower UAV formation
control problem with one leading and one following agent.
Although our control setup is different from [1], the Lyapunov
optimization method proposed there proves useful for our
precoder design as well. More specifically, a closed-form
solution for the precoder is derived by minimizing a Lyapunov
drift function subject to a transmit power constraint. However,
while the focus in [1] is on the control state estimation error
only, we combine this with an event-triggering policy that
additionally considers the current estimated control deviation.
Intuitively, this is important since the same estimation error
can be much more critical if the system already deviates from
its desired state. We evaluate the performance of our proposed
scheme through simulations, getting insights into the benefits
of such a control-aware communication design in terms of
energy efficiency and control accuracy compared to a periodic
transmission scheme with conventional water-filling that is
designed independently of the control system. In particular,
we demonstrate an improved energy efficiency both in terms
of transmit power and control input power.
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Fig. 1: System model of the Leader-Follower formation control setup.
II. SYSTEM MODEL
We consider a leader-follower formation control setup with
one leader and one follower, that are communicating over a
wireless network, as depicted in Figure 1. More precisely,
while the leader follows a given path that is unknown to the
follower, the follower is supposed to move alongside with a
constant relative position vector denoted by s¯ between the two
agents. The leader’s current position is communicated to the
follower wirelessly upon request. The communication takes
place in an event-based fashion, i.e., communication is invoked
on an event occurence, such as the control deviation exceeding
a predefined threshold.
The follower tracks the leader’s state using a Kalman filter
with intermittent observations as presented in [7]. Based on
the estimated state of the leader, the follower’s position is
controlled.
A. Leader-Follower Formation Control Architecture
The system dynamics of the leader and follower are mod-
eled using a discrete-time linear state space representation as
follows. The leader’s dynamics are given by
xL,k+1 = AxL,k + BuL,k + wL,k, (1)
while the follower is modeled as
xF,k+1 = AxF,k + BuF,k + wF,k. (2)
With k being the discrete time index, xL, xF ∈ Rn×1 are
the state vectors of the leader and follower, respectively. A ∈
Rn×n and B ∈ Rn×m are constant matrices and wL, wF ∈
Rn×1 represent the plant noise, that is Gaussian distributed
with zero mean and covariance WL and WF, respectively.
Furthermore, uL,uF ∈ Rm×1 denote the control inputs for
the trajectory following of the leader and for the formation
control of the follower, respectively.
Furthermore, let xˆL,k be the follower’s estimate of the state
of the leader. We define
ek = xF,k −CxL,k − s¯, (3a)
eˆk = xF,k −CxˆL,k − s¯ (3b)
as the control deviation and its estimate known to the follower,
respectively. C is a diagonal matrix with elements being either
zero or one, depending on which elements of the leader’s state
the follower is supposed to adapt to. The synchronization is
accomplished by a proportional, so-called P-controller, such
that the control input of the follower is given by
uF,k = −Keˆk, (4)
where K is a constant gain matrix. The P-controller is
designed based on linear quadratic regulator (LQR) theory
(see [8]). More precisely, we find K by minimizing the cost
function J =
∑∞
k=0
(
eTkQek + u
T
kRuk
)
, in which Q and
R denote weighting matrices for the state deviation cost
and the control input cost, respectively. The solution of this
optimization problem is K = (BTSB + R)−1BTSAT ,
where S solves the discrete-time algebraic Riccati equation
ATSA− S−ATSB(BTSB + R)−1BTSA + Q = 0.
From (3a), we can eventually formulate the control error
dynamics, substituting the leader’s and follower’s state by (1)
and (2) and using the control law (4). As a result, we have
ek+1 = (A−BK) eˆk + CA (xˆL,k − xL,k) + (A− I) s¯
−CBuL,k + wF,k −wL,k.
(5)
B. Communication Model
The two agents are connected via a wireless MIMO fading
channel. Assume that the leader and follower are equipped
with NL and NF antennas, respectively. When an event occurs,
the follower sends a request to the leader, which then transmits
its current state. The signal received by the follower if an event
occurs in the k-th time slot is given by
yk = HkFkxL,k + zk,
where Hk ∈ CNF×NL is the channel matrix, Fk ∈ CNL×n
is the MIMO precoding matrix and zk ∼ CN (0, σzI) rep-
resents an additive white Gaussian noise (AWGN) vector.
Each element of the channel matrix is Gaussian distributed
with CN (0, 1). Moreover, assume that the channel is constant
within each time slot. Further assume that the transmission
delay is negligible compared to the time constant of the state-
space model.
C. Kalman Filter
At the follower, a Kalman filter is applied in order to
estimate the current state of the leader. Since the measurements
(i.e., the signal received from the leader) become available
on an event-driven basis, we use the approach from [7].
The state update is calculated based on the system dynamics
known at the Kalman filter, while the new observation is
taken into account whenever the follower receives an update
from the leader. More precisely, the a-priori estimate and the
corresponding error covariance are given by
xˆk|k−1 = Axˆk−1|k−1 (6)
Σk|k−1 = E((xk − xˆk|k−1)(xk − xˆk|k−1)H)
= AΣk−1|k−1AH + WL + BQˆuLB
H , (7)
where QˆuL denotes an estimated covariance matrix of the
leader’s input uL. The a-posteriori estimate is given by
xˆk|k = xˆk|k−1 + Gk
(
yk −HkFK xˆk|k−1
)
, (8)
Σk|k = (I−GkHkFk) Σk|k−1, (9)
in which
Gk = γkΣk|k−1FHk H
H
k
(
HkFkΣk|k−1FHk H
H
k + σ
2
zI
)−1
(10)
is the Kalman gain and the binary variable γk equals one
when an event is triggered in time slot k and is equal to zero
otherwise.
D. UAV model
For performance evaluation of the proposed event-based
scheme, we consider a leader-follower formation control of
two UAVs. For simplicity, we model the UAV movement in
a horizontal plane with coordinates sx and sy only, while
neglecting the height. The UAVs are represented by a linear
state space model according to (1) and (2), which is based on
the linearized model from [9], [10]. The state vector is defined
as x =
[
sx s˙x ϑ ϑ˙ sy s˙y φ φ˙
]
, where ϑ and φ are
the roll and pitch Euler angles, respectively. The control input
signal is specified as u =
[
θ1(n
2
1 − n22) θ2(n23 − n24)
]T
,
where θ1 and θ2 are device-specific parameters and n1, . . . , n4
represent the rotor speeds. The A and B matrices are given
by
A = eA˜Ts , B =
∫ Ts
0
eA˜αdαB˜,
A˜ =
[
A1 04×4
04×4 A1
]
, A1 =

0 1 0 0
0 0 g 0
0 0 0 1
0 0 0 0

B˜ =
[
B1 04×1
04×1 B1
]
, B1 =
[
0 0 0 1
]T
,
where g represents the gravitational acceleration.
In our simulation, the leader is following a straight line
in sx-direction, accelerating from time step k = 0 up to
a constant speed and is then steered in the direction of the
follower in order to get around an obstacle on the path (see
Fig. 2). The control goal is for the follower to keep a con-
stant relative position to the leader while its only knowledge
of the leaders position come from the intermittent wireless
transmissions and the Kalman filter estimate. Furthermore, we
assume that prior to the start of the simulation, both agents
agree on a common direction of destination and an expected
average speed and synchronize the coordinate system such that
the sx-axis points in the main direction of flight. This allows
the leader to transmit the deviation from the expected sx-
coordinate instead of the actual coordinate, which later justifies
the assumption that ‖x‖ is bounded.
III. LYAPUNOV DRIFT OPTIMIZATION
We define a quadratic Lyapunov function candidate as
L(ek) = e
H
k Pek, where P is a positive semidefinite matrix.
The Lyapunov drift is given by ∆Lk = L(ek+1) − L(ek).
For determining the MIMO precoding matrix F, we aim at
minimizing the Lyapunov drift [1] subject to a transmission
power constraint. Let A˜ = A−BK. Using (5), the expected
value of the Lyapunov drift is given as
E (∆L) = eˆHk A˜HPA˜eˆk + eˆHk A˜H
(
P + PH
)
(A− I) s¯
+ s¯H (A− I)H P (A− I) s¯ + Tr (P (WF + WL)
+ BHCHPCBQuL + A
HCHPCAΣk|k
)
− eˆHk Peˆk − Tr
(
CHPCΣk|k
)
. (11)
Note that in order to guarantee a stable system with the control
deviation converging to zero, the Lyapunov drift is required
to always be negative. Hence, finding a MIMO precoder
that minimizes the expected Lyapunov drift is desirable to
achieve satisfactory control performance. Thus, we formulate
the following optimization problem
min
Fk
E (∆Lk)
s.t. Tr
(
FHk Fk
) ≤ Pmax
q
,
(12)
where Pmax is the maximum transmit power and q is defined
such that ‖xL,k‖2 ≤ q, ∀k. Considering (11), it is worth not-
ing that only Σk|k depends on Fk. Hence, the objective func-
tion can be reduced to Tr((AHCHPCA − CHPC)Σk|k).
Using (9) and (10) and then applying the Woodbury Matrix
Identity, the a-posteriori error covariance can be written as
Σk|k =
(
I +
1
σ2z
Σk|k−1FHk H
H
k HkFk
)−1
Σk|k−1
=
(
Σ−1k|k−1 +
1
σ2z
FHk H
H
k HkFk
)−1
.
(13)
Similar to [1], we aim at obtaining a closed-form solution. To
this end, we relax the problem utilizing [11, Theorem 1] to
upper bound the objective function as follows
Tr
(
(AHCHPCA−CHPC)Σk|k
) ≤ λmax(M) Tr (Σk|k) ,
with M = 12 (A
HCH(P + PH)CA − CH(P + PH)C)
and λmax(M) being the maximum eigenvalue of M. Note
that inserting (13) is helpful for the derivation of a closed-
form solution as we avoid having a matrix product within the
trace operator. Hence, instead of solving (12) we consider the
following optimization problem
min
Fk
λmax(M) Tr
((
Σ−1k|k−1 +
1
σ2z
FHk H
H
k HkFk
)−1)
s.t. Tr
(
FHk Fk
) ≤ Pmax
q
.
(14)
Problem (14) is not convex in Fk, but as its structure is similar
to the problem studied in [1], we make use of the technique
proposed there in order to show that it is equivalent to a
convex problem. First, we define Hk = UkΠkVHk as the
singular value decomposition (SVD) of the channel matrix
and Σk|k−1 = SkΛkSTk as the eigenvalue decomposition
of the a-priori estimation error covariance matrix. Assume
that the diagonal elements in both Πk and Λk are sorted
in descending order. We further introduce the substitution
Xk = ΠkV
H
k FkSk. Then, the optimization problem can be
rewritten as
min
Xk
λmax(M) Tr
((
Λ−1k +
1
σ2z
XHk Xk
)−1)
s.t. Tr
(
Π−2k XkX
H
k
) ≤ Pmax
q
.
(15)
Introducing µk as the Lagrange multiplier for the power
constraint, the KKT-conditions are formulated as
−λmax(M)
σ2z
Xk
(
Λ−1k +
1
σ2z
XHk Xk
)−2
+ µkΠ
−2
k Xk = 0
µk Tr
(
Π−2k XkX
H
k
)
= 0
Tr
(
Π−2k XkX
H
k
)− Pmax
q
≤ 0
µk ≥ 0.
Note that these are necessary, but not sufficient conditions
since (15) is still non-convex. The first equation can be
rewritten as
Xk
(
Λ−1k +
1
σ2z
XHk Xk
)−2
=
µkσ
2
z
λmax(M)
Π−2k Xk.
Note, that this equation implies that each row of Xk corre-
sponding to a non-zero element of Πk is a left eigenvector
of
(
Λ−1k +
1
σ2z
XHk Xk
)−2
. From the eigenvalue definition
vA = λv it follows that vAn = λnv. Hence, we can write
Xk
(
Λ−1k +
1
σ2z
XHk Xk
)
=
√
λmax(M)
µkσ2z
ΠkXk.
When multiplying by XHk from the left, we get
XHk Xk︸ ︷︷ ︸
sym.
(
Λ−1k +
1
σ2z
XHk Xk
)
︸ ︷︷ ︸
sym.
=
√
λmax(M)
µkσ2z
XHk ΠkXk︸ ︷︷ ︸
sym.
.
From the fact that two symmetric matrices commute if their
product is also symmetric, we conclude that XHk Xk and Λ
−1
k
commute and are thus simultaneously diagonalizable [12],
meaning that there exists a matrix T such that XHk Xk =
T diag(ξ1, . . . , ξn)T
T and Λ−1k = T diag(λ
−1
1 , . . . , λ
−1
n )T
T .
Now we can see that for all Xk that satisfy the KKT-conditions
the value of the objective function in (15) only depends on the
eigenvalues of XHk Xk, but not on the structure of Xk. Hence,
without loss of generality we can assume Xk to be diagonal.
By defining Yk = XHk Xk, problem (15) is equivalent to
min
Yk
λmax(M) Tr
((
Λ−1k +
1
σ2z
Yk
)−1)
s.t. Tr
(
Π−2k Yk
) ≤ Pmax
q
.
(16)
Note that this problem is convex in Yk. By solving (16)
and applying Fk = VkΠ−1k Y
1/2
k S
T
k , the solution for the
precoding matrix is given by
F∗k = VkΠ
−1
k
[√λmax(M)σ2z
µk
Πk − σ2zΛ−1k
]+1/2 STk .
(17)
We obtain the Lagrange multiplier µk from water-filling al-
gorithm, such that Tr
(
F∗k
HF∗k
)
= Pmaxq . Note that (17) can
be interpreted as a water-filling solution as further described
in [1] with a dynamic “water level” depending on the channel
strength and a variable “seabed level” that decreases when
the estimation error covariance (i.e., transmission urgency)
increases.
A. Event-based Communication Algorithm
The event-triggering policy is inspired by [5] and consists
of two basic principles.
1) As long as the expected value of the Lyapunov function
at time step k is below a predefined threshold Lmax, there
is no communication between leader and follower.
2) If E
(
eHk Pek
)
exceeds Lmax, a state update will be
requested by the follower only if the expected Lyapunov
drift is not negative.
Mathematically speaking, the precoding matrix is determined
as
Fk =
{
F∗k, if E
(
eHk Pek
)
> Lmax and E (∆Lk) ≤ 0
0, otherwise,
in which Lmax is a real positive number.
IV. SIMULATION RESULTS
We compare our proposed event-based scheme with a
baseline scheme with periodic transmissions and a general
capacity-maximizing water-filling power allocation scheme
[13]. For a fair comparison, the fixed transmission inter-
val ∆T of the baseline scheme is chosen to be equal to
the average transmission interval of the event-based scheme.
The precoding matrix is given by Fk = VkΓk, where
Γk = diag(γk,1, . . . , γk,n) and γk,i =
[
w − 1pik,i
]+
, such that
Tr(Γk) =
Pmax
q .
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Fig. 2: Trajectory of the leader and follower with the proposed communication scheme versus the benchmark scheme. This figure shows the
sy-coordinate of the trajectory as a function of time.
The parameters used for the simulation are summarized in
Table I. Figure 2 shows the sy-coordinate of the leader’s and
follower’s trajectory with both communication schemes. We
observe that the follower’s path is more smooth when using
our proposed scheme.
NL = NF 8 Ts 0.1s
WL = WF 10
−5 · In Q 10·In
C diag(1, 1, 0, 0, 1, 0, 0, 0) R In
s¯ [0 0 0 0 2.5 0 0 0]T q 3
P diag(1, 0, 0, 0, 1, 0, 0, 0) Qu 0.3 Im
TABLE I: Simulation parameters
We compare the squared norm of the control deviation and
the control input power of the proposed event-based scheme
and the periodic transmission baseline scheme averaging over
50 channel and noise realizations. We run the simulations first
for different SNR while keeping the other parameters fixed
(Fig. 3(a), 3(b)). In a second step, we keep a constant SNR
changing only the threshold Lmax. Note that decreasing Lmax
leads to more frequent transmissions and therefore, in Fig.
4(a) and 4(b), the sx-axis represents the average transmission
interval normalized by the time constant of the state space
model.
As shown in Figure 3(a), the proposed scheme clearly
outperforms the benchmark scheme especially in the low-
SNR regime. At high SNR (> 20dB) both schemes perform
equally well. Hence, the proposed scheme allows us to reduce
the transmit power without losing performance. Apart from
that, we observe in Figure 3(b) that the control input power
is significantly lower when using the event-based algorithm.
This is due to a more accurate estimate of the Kalman filter,
which reduces oscillations of the controller. Moreover, Figure
3(c) shows that the proposed scheme requires less frequent
transmissions on average as the SNR increases. Hence, in
the high SNR regime, where the average control deviation
converges to a lower bound, the number of transmissions can
still be reduced.
From Figure 4(a) it becomes clear that even for constant
SNR the average number of transmissions can be reduced in
our proposed scheme in order to achieve the same performance
as the periodic transmission scheme. The average power of the
control input is again lower than in the benchmark scheme
(Fig. 4(b)). Hence, the proposed algorithm is more efficient
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Fig. 3: Average control deviation (a), control input power (b) and
transmission interval (c) as a function of the SNR with Lmax = 1
since either the transmit power or the number of transmis-
sions can be reduced without losing performance, while also
consuming less control power.
V. CONCLUSION
In this paper, we studied a leader-follower formation control
problem with one leading and one following agent, each
equipped with multiple antennas. While the leader follows a
given path, which is unknown to the follower, the follower is
supposed to move along with a constant relative position to
the leader. An update on the current leader’s position may be
(a)
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Fig. 4: Average control deviation (a) and control input power (b) as a
function of the average transmission time interval with SNR = 15dB.
requested by the following agent via a MIMO point-to-point
channel. An event-based MIMO communication scheme was
derived based on Lyapunov drift theory. For a performance
analysis, we considered a UAV formation control setting.
Compared to a benchmark scheme with periodic transmissions
and conventional capacity-maximizing water-filling, the pro-
posed scheme performs better with equal transmit power while
consuming less energy on the control signal. Furthermore,
when using our proposed scheme, the average number of
transmissions can be reduced without a performance loss.
REFERENCES
[1] S. Cai and V. K. Lau, “MIMO Precoding for Networked Control
Systems with Energy Harvesting Sensors,” IEEE Transactions on Signal
Processing, vol. 64, pp. 4469–4478, 2016.
[2] M. Eisen, M. M. Rashid, K. Gatsis, D. Cavalcanti, N. Himayat, and
A. Ribeiro, “Control Aware Communication Design for Time Sensitive
Wireless Systems,” in 2019 IEEE International Conference on Acoustics,
Speech and Signal Processing (ICASSP). IEEE, 2019, pp. 4584–4588.
[3] T. Zeng, O. Semiari, W. Saad, and M. Bennis, “Integrated communica-
tions and control co-design for wireless vehicular platoon systems,” in
2018 IEEE International Conference on Communications (ICC). IEEE,
2018, pp. 1–6.
[4] M. Schwung, F. Hagedorn, and J. Lunze, “Networked Event-Based
Collision Avoidance of Mobile Objects,” in 2019 18th European Control
Conference (ECC). IEEE, 2019, pp. 63–70.
[5] C. Santos, F. Espinosa, M. Martinez-Rey, D. Gualda, and C. Losada,
“Self-Triggered Formation Control of Nonholonomic Robots,” Sensors,
vol. 19, no. 12, p. 2689, 2019.
[6] Z. Gao and G. Guo, “Fixed-time leader-follower formation control
of autonomous underwater vehicles with event-triggered intermittent
communications,” IEEE Access, vol. 6, pp. 27 902–27 911, 2018.
[7] B. Sinopoli, L. Schenato, M. Franceschetti, K. Poolla, M. I. Jordan,
and S. S. Sastry, “Kalman filtering with intermittent observations,” IEEE
Transactions on Automatic Control, vol. 49, no. 9, pp. 1453–1464, 2004.
[8] B. D. Anderson and J. B. Moore, Optimal Control: Linear Quadratic
Methods. Courier Corporation, 2007.
[9] P. Wang, Z. Man, Z. Cao, J. Zheng, and Y. Zhao, “Dynamics modelling
and linear control of quadcopter,” in 2016 International Conference on
Advanced Mechatronic Systems (ICAMechS). IEEE, 2016, pp. 498–503.
[10] S. Roth, A. Kariminezhad, and A. Sezgin, “Base-Stations up in the
air: Multi-UAV trajectory control for min-rate maximization in uplink
C-RAN,” in ICC 2019-2019 IEEE International Conference on Com-
munications (ICC). IEEE, 2019, pp. 1–6.
[11] Y. Fang, K. A. Loparo, and X. Feng, “Inequalities for the trace of matrix
product,” IEEE Transactions on Automatic Control, vol. 39, no. 12, pp.
2489–2490, 1994.
[12] R. A. Horn and C. R. Johnson, Matrix analysis. Cambridge university
press, 2012.
[13] T. M. Cover and J. A. Thomas, Elements of Information Theory. John
Wiley & Sons, 2012.
