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Abstract
Recently an algorithm was found by means of which one can calculate terms at arbi-
trary oscillator level in the four-Ramond vertex obtained by sewing. Here we show that
this algorithm is applicable also to the case of Z2-twisted scalars and derive the full prop-
agator for scalars on the Riemann sphere with two branch cuts. The relation to similar
results previously derived in the literature by other means is discussed briefly.
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1 Introduction
Z2-twisted scalar fields, i.e. scalars with antiperiodic boundary conditions on the circle, play an
important role in string theory. In the context of strings moving on orbifolds (see e.g. ref. [1])
they arise in the analysis of the twisted sectors which are of interest in e.g. phenomenological
applications of the theory. Scalars of this kind also turn out to be of crucial importance in
the vertex operator algebra approach to the Monster [2, 3]. For these reasons, it is worth
while to develop further the techniques for computing twisted string vertices with the goal
of making them applicable to vertices with an arbitrary number of loops and external legs.
In particular, understanding how to derive such vertices by sewing will be of importance in
explicit constructions of string field theory [4, 5] on orbifolds and probably also for various
generalizations of vertex operator algebras of the type relevant for the Monster. In fact, in
the untwisted case, certain generalizations of vertex operator algebras are known to be of
importance in closed string field theory, as discussed in e.g. ref. [6] (for a brief introduction to
vertex operator algebras see ref. [7]).
For untwisted fields sewing techniques are by now very well understood and can rather
easily be utilized to obtain arbitrary untwisted vertices. Many of these results are reviewed
in ref. [8]. The technical reason for this success can be traced back to the appearance of a
group structure generated by the infinite-dimensional matrices that arise in the exponent of
the sewn vertex. This group structure makes it possible to rewrite all expressions in the vertex
in the Schottky representation of the resulting Riemann surface (see refs. [9, 10] and references
therein). Unfortunately, straightforward application of the techniques developed for untwisted
fields to the sewing of vertices with more than two external twisted fields does not work. The
failure is due to the fact that the infinite-dimensional matrices that appear in these latter cases
do not seem to generate any kind of group structure. Instead one has in the past resorted to
other methods [11]-[24] which, however, not until very recently [25] were extended from the
lowest lying modes to an arbitrary oscillator level. In hindsight, knowing the answer for the
sewn vertex one may derive highly non-linear algebraic relations between binomial coefficients
which in some sense play the role of the group structure in the untwisted case. For the lowest
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lying Ramond modes the binomial coefficients are Catalan numbers and the algebraic relations
among them are derived in refs. [26, 25].
In order to describe the sewing procedure more explicitly we can divide it into two major
steps. The first one is basically trivial and consists of evaluating an infinite set of gaussian
integrals. It can be carried out in all cases, untwisted as well as twisted, as long as the fields
are expandable in Laurent series and the exponents of the vertices to be sewn are at most
bilinear in these fields. The second step is the non-trivial one and amounts to finding a way
to rewrite the answer obtained in the first step in terms of functions defined directly on the
Riemann surface produced by the sewing4. As already alluded to above, by using the Schottky
representation of tau-functions etc. on Riemann surfaces without branch cuts, the second step
can be carried out in all cases involving at most two twisted external legs, with or without
background charges (see ref. [8] and references therein). For more general twisted vertices,
closed expressions have been derived in refs. [11]-[23] but for the lowest modes only and only in
the case of the four vertex. For twisted scalars some additional next to lowest level results are
presented in ref. [24]. However, a systematic way to obtain closed formulae at any oscillator
level was found only recently [25] in the context of Z2 fermions, i.e. Ramond fields. The form
of the propagator obtained by means of this twisted string vertex algorithm was later derived
analytically in ref. [29].
The case of twisted scalars is in this context technically more involved than the case of
twisted fermions. Nevertheless, we will in this paper demonstrate that the algorithm just
mentioned can be carried over to the vertex for four twisted scalars and be successfully used
to obtain the explicit form of the propagator on the twice cut Riemann sphere. (A vertex for
an arbitrary number of external twisted fermions was proposed in refs. [30, 31] based on path
integral arguments. It is unclear if these arguments can be derived from the operator methods
used in this paper.) As we will see later, the dependence on the modulus λ (the end points
of the two cuts are located at (0,−λ) and (−λ−1,∞), respectively, with 0 < λ < 1) is more
intricate in the scalar case. The propagator for the left-movers derived in section three below
4This step is discussed in great detail for the untwisted bosonic string in refs. [27, 28]
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depends on λ through the complete elliptic integrals of the first and second kind, K(λ) and
E(λ), which do not appear at all for the case of twisted fermions [25]. Our result for twisted
scalars turns out to coincide with that of Dixon et al. [1], but only in the limit of vanishing λ.
On the other hand, for the modes where a direct comparison of our results with those of Dolan
et al. [24] is possible, complete agreement is established.
This paper is organized as follows. In section two we present in some detail the three vertex
for one untwisted and two twisted external scalar legs in its dual form [10], and give the result
of the first step in the sewing procedure explained above. The algorithm of ref. [25] is then
applied in section three and a large number of terms in the propagator are computed explicitly.
These terms are then used in section four to deduce the closed form of the propagator which
is easily seen to produce, after the evaluation of two analytic integrals, each one of the terms
quoted in section three. Some concluding remarks are collected in section five.
2 Sewing of the String Vertex for Four Twisted Scalars
In this section we briefly review how the vertex describing the scattering of four external (Z2)
twisted scalar fields can be constructed by sewing together two dual twisted string vertices.
An ordinary (untwisted) scalar field xˆ(z) has periodic boundary conditions and a mode
expansion5
xˆ(z) = qˆ − ipˆ log z + i∑
n 6=0
αˆn
n
z−n, [αˆn, αˆm] = nδn+m,0, (1)
corresponding to the usual commutator between the annihilation and creation parts:
[xˆ(+)(z), xˆ(−)(w)] = − log(z − w), |z| > |w|. (2)
For a (Z2) twisted scalar field xˆtw the boundary conditions are antiperiodic, which leads to a
mode expansion of the form
xˆtw(z) = i
∑
r∈Z+1/2
cˆr
r
z−r, [cˆr, cˆs] = rδr+s,0. (3)
5All space-time indices will be suppressed throughout this paper. Also, all fields considered are chiral.
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In this case the commutator for the annihilation and creation parts is
[xˆ
(+)
tw (z), xˆ
(−)
tw (w)] = log
(√
z +
√
w√
z −√w
)
, |z| > |w|. (4)
The starting point of this paper is the dual Reggeon vertex for twisted scalars. A dual
vertex [32, 33] is a vertex that is dual (in the sense of dual models) to the OPE of two ordinary
three vertices. The dual vertices are convenient to use when dealing with twisted fields, because
twisted fields must always appear in pairs and the dual vertex provides a very natural pairing
of the external twisted states6. The dual vertex describing the emission or absorption of two
external twisted scalars was constructed in ref. [10] by sewing together two ordinary three
vertices. The result can be written in the form
Wˆ (tw)(Vi) =
ord〈q = 0|
∫
dki : exp
(
1
2
k2i log (ViΓ)
′(0) + iki{(xˆtw + ixˆord)(V −1i (∞))− xˆaux(Vi(∞))}
)
× exp
(
−
∮
0,∞
dzxˆaux(Vi(z))∂(xˆtw + ixˆord)(z)
)
: |p = 0〉ord (5)
where the normal ordering in the twisted sector Htw of the Hilbert space has been implemented
by using an untwisted normal ordering field xˆord [10]. Such a normal ordering field, to our
knowledge, was used for the first time in ref. [11] but only in defining the Ramond three vertex.
The normal ordering dots in eq. (6) refer to the (untwisted) auxiliary field xˆaux. Furthermore,
Vi(z) is a projective transformation defining the emission points, one at Vi(0) and the other at
Vi(∞).
The four-Reggeon vertex is the result of multiplying two dual vertices and computing a
vacuum correlation in the auxiliary Hilbert space Haux:
Wˆ
(tw)
4 (V1, V2) = aux〈p = 0|Wˆ (tw)(V1)Wˆ (tw)(V2)|p = 0〉aux. (6)
Due to the projective invariance of the Haux vacuum we can choose the transformations V1 and
V2 arbitrarily as long as we keep only one moduli parameter λ. A convenient choice is
V −11 (z) =
1
z + λ−1
, V −12 (z) = z
−1 + λ−1, (7)
6Dual vertices can sometimes greatly simplify calculations also for untwisted fields. This is seen e.g. in the
loop calculations of refs. [10, 34].
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corresponding to the emission points V1(0) =∞, V1(∞) = −λ−1, V2(0) = −λ and V2(∞) = 0.
However, when eliminating the normal ordering fields, using this choice of transformations, we
find that in some of the resulting terms the end points of the cuts of different factors coincide.
We therefore introduce a point splitting parameter ǫ according to
V −11 (z) =
1− ǫz
z + λ−1
, V −12 (z) =
zλ−1 + 1
z + ǫ
. (8)
It is then straightforward to show that after the sewing has been carried out all terms singular
in ǫ cancel so that in the end we can take the limit ǫ→ 0 without problems. After elimination
of the normal ordering fields the four-Reggeon vertex takes the form
Wˆ
(tw)
4 =
∫
dk : exp
(
−k2D00(λ−1) + k[cˆ(1)r V (−r)0 (λ−1) + cˆ(2)r V (r)0 (λ−1)]
)
×aux osc.〈0| exp
(
−1
2
αˆnαˆmDmn(λ
−1)− kαˆmD0m(λ−1) + cˆ(1)r αˆmV (−r)m (λ−1)
)
× exp
(
−1
2
αˆ−mαˆ−nDmn(λ
−1)− kαˆ−mD0m(λ−1) + cˆ(2)r αˆ−mV (r)m (λ−1)
)
: |0〉aux osc., (9)
where we have introduced the infinite-dimensional matrix D(λ−1) [12] with components
D00(λ
−1) = log
4
λ
, Dmn(λ
−1) = − 1
m+ n
(−1/2
m
)(−1/2
n
)
λm+n, m, n ∈ N, (m,n) 6= (0, 0)
(10)
and the infinite-dimensional vectors V (r) (r ∈ Z+ 1/2) defined by
V (r)m (λ
−1) =
1
r
(−r
m
)
λr+m, m ∈ Z+. (11)
(We use the convention that repeated indices m,n are summed over Z+ and r, s over Z+1/2.)
The normal ordering in eq. (9) now refers only to the twisted oscillators. Because of the
terms bilinear in the xˆaux oscillators αˆ we cannot use the Baker–Hausdorff formula to evaluate
the remaining Haux correlation. Instead we insert a coherent state completeness relation and
perform the resulting infinite-dimensional integral. In d spacetime dimensions the result of the
integration reads
Wˆ
(tw)
4 = (detG)
− d
2
∫
dk exp (A+
1
2
bTG−1Pb), (12)
where
Gmn =

 1
√
mnDmn(λ
−1)
√
mnDmn(λ
−1) 1

 , P =

 0 1
1 0

 ,
6
A = −k2D00(λ−1) + kcˆ(1)r V (−r)0 (λ−1) + kcˆ(2)r V (r)0 (λ−1), bm =


√
mBm
√
mB−m

 ,
Bm = −kD0m(λ−1) + cˆ(1)r V (−r)m (λ−1), B−m = −kD0m(λ−1) + cˆ(2)r V (r)m (λ−1). (13)
Introducing the matrices
Smn(λ
−1) =
m
m+ n
(−1/2
m
)(−1/2
n
)
λm+n, Nmn = mδm,n, m, n ∈ Z+ (14)
we find that, after inverting G, the vertex becomes
Wˆ
(tw)
4 = (detG)
− d
2
∫
dk : exp
(
A +
{
k2D0m
(
1
1− SN
)
mn
Dn0
+k
[
cˆ(1)r V
(−r)
m
(
1
1− SN
)
mn
Dn0 − cˆ(2)r V (r)m
(
1
1− SN
)
mn
Dn0
]
+
1
2
[
cˆ(1)r cˆ
(1)
s V
(−r)
m
(
S
1− S2N
)
mn
V (−s)n + 2cˆ
(1)
r cˆ
(2)
s V
(−r)
m
(
1
1− S2N
)
mn
V (s)n
+ cˆ(2)r cˆ
(2)
s V
(r)
m
(
S
1− S2N
)
mn
V (s)n
]})
:, (15)
where [16]
detG(λ) =
2
π
(1− λ2) 14K(λ), (16)
with K denoting the complete elliptic integral of the first kind.
3 Application of the twisted string vertex algorithm
To evaluate the terms in the exponent of Wˆ
(tw)
4 we use a modified version of the algorithm
found in ref. [25]. Thus, we start by defining the infinite-dimensional vectors
ξ(r) = (1 + S)−1v(r), η(r) = (1− S)−1v(r),
ξ˜(r) = (1 + ST )−1v(r), η˜(r) = (1− ST )−1v(r), (17)
where r ∈ Z+ 1/2 and v(r) is given by
v(r)m =
1√
2
(−r
m
)
λr+m, m ∈ Z+. (18)
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It turns out to be convenient to define also
ξ = λ(−1/2)ξ(1/2) = (1 + S)−1v, η = λ(−1/2)η(1/2) = (1− S)−1v,
ξ˜ = λ(−1/2)ξ˜(1/2) = (1 + ST )−1v, η˜ = λ(−1/2)η˜(1/2) = (1− ST )−1v, (19)
with v = λ−1/2v(1/2).
Making use of the matrix identity A−1(A+B)B−1 = A−1+B−1 and the fact that N−1SN =
ST , we obtain the relations
V (r)m
(
1
1− S2N
)
mn
V (s)n =
1
rs
(
Y˜
(r,s)
N + X˜
(r,s)
N
)
, (20)
V (r)m
(
S
1− S2N
)
mn
V (s)n =
1
rs
(
Y˜
(r,s)
N − X˜(r,s)N
)
, (21)
V (r)m
(
1
1− SN
)
mn
Dn0 = − 2
r
Y (r), (22)
where
X˜
(r,s)
N = v
(r)TNξ˜(s), Y˜
(r,s)
N = v
(r)TNη˜(s), Y (r) = v(r)T η. (23)
All oscillator coefficients in eq. (15) can thus be expressed in terms of X˜
(r,s)
N , Y˜
(r,s)
N and Y
(r),
the evaluation of which is the subject of the remainder of this section.
To this end we will find use for the quantities
X(r,s) = v(r)T ξ(s), X
(r,s)
N = v
(r)TNξ(s), X˜(r,s) = v(r)T ξ˜,
X = vT ξ, X(r) = v(r)T ξ, X
(r)
N = v
(r)TNξ, X˜(r) = v(r)T ξ˜, (24)
defined in analogy with (23), as well as for the corresponding η-dependent quantities which
we label Y instead of X . It follows from the definitions (19) that X(1/2) = λ1/2X , X(r,1/2) =
λ1/2X(r), etc. We will also need the following readily derived transformation properties under
index permutation:
X(r,s) = X˜(s,r), X˜
(r,s)
N = X˜
(s,r)
N . (25)
Analogous identities are valid for Y (r,s), Y˜ (r,s) and Y˜
(r,s)
N .
The vectors v, ξ and η were introduced in ref. [16] where it was also shown that ξ and η are
related according to
ξn =
1
ng(λ)
λ
∂
∂λ
ηn (26)
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and satisfy the differential equations
λ
∂
∂λ
(
g(λ)λ
∂
∂λ
ξ
)
= N2ξg(λ), (27)
λ
∂
∂λ
(
1
g(λ)
λ
∂
∂λ
η
)
=
N2η
g(λ),
(28)
where g is defined by
g(λ) =
1 + 2Y
1− 2X =
1 + 2vTη
1− 2vT ξ =
(
2
π
√
1− λ2K(λ)
)−2
. (29)
The solution of eq. (28) is [16]
ηn =
π
2
√
2K(λ)
(−1/2
n
)
λn 2F1(1/2, n+ 1/2, n+ 1, λ
2), (30)
which, by using the integral representation of the hypergeometric function 2F1, can be written
as
ηn =
iπ
2
√
2K(λ)
∮
C
(−λt)ndt
(t(1− t)(1− λ2t))1/2 , (31)
with the contour C enclosing the cut between 0 and 1. The corresponding integral representa-
tion for ξ then follows from eq. (26):
ξn =
i
√
2
π
[
(1− λ2)K(λ)− E(λ)
n
] ∮
C
(−λt)ndt
(t(1− t)(1− λ2t)) 12
+
i
√
2
π
(1− λ2)K(λ)
n
∮
C
(−λt)ndt
(t(1− t)) 12 (1− λ2t) 32 . (32)
Here E denotes the complete elliptic integral of the second kind.
Using the integral representations for ηn and ξn we can then calculate Y
(r) as well as X
(r)
N
and Y
(r)
N at arbitrary level. When reversing the order of summation and integration, the cuts in
the integrands either cancel or become poles, leaving only some quite straightforward integrals.
Some explicit results for Y (r) are shown in table 1.
Contrary to the case of Y (r), the quantities X˜
(r,s)
N and Y˜
(r,s)
N must be calculated recursively.
In order to see how this is accomplished, we first note that the vectors v(r) satisfy the recursion
relation
v(r) = λ
(
1 +
N
r − 1
)
v(r−1) (33)
9
r Y (r) = v(r)T η
1
2
λ
1
2
(
pi
4K
(1− λ2)− 12 − 1
2
)
−1
2
λ−
1
2
(
pi
4K
− 1
2
)
3
2
λ
3
2
(
pi
4K
(1− λ2
2
)(1− λ2)− 32 − 1
2
)
−3
2
λ−
3
2
(
pi
4K
(1− λ2
2
)− 1
2
)
Table 1: Some of the quantities that can be calculated directly from the integral representation
of η.
as a consequence of the definitions and the identity
(
m− 1
n
)
= (1 − n
m
)
(
m
n
)
. Using the
definitions (17) we then immediately obtain the corresponding recursion relations for ξ(r)and
η(r):
η(r) = λη(r−1) +
λN
r − 1 η˜
(r−1), ξ(r) = λξ(r−1) +
λN
r − 1 ξ˜
(r−1). (34)
Furthermore, the matrix identity A−1(A−B)B−1 = B−1−A−1 and the fact that S+ST =
2vvT give the relations
ξ˜ =
η
1 + 2vTη
, η˜ =
ξ
1− 2vT ξ . (35)
Similarly we find that
η˜(s) = ξ(s) + 2η˜vT ξ(s), ξ˜(s) = η(s) − 2ξ˜vTη(s). (36)
When multiplied by vT from the left, both equations in (35) yield the identity
(1− 2X)(1 + 2Y ) = 1, (37)
using the additional facts that vT ξ˜ = λ−1X˜(1/2,1/2) = λ−1X(1/2,1/2) = X and analogously
vT η˜ = Y .
By transposing eq. (33) we can derive recursion formulas for X(r) and Y
(r)
N :
X(r) = λ
(
1
r − 1X
(r−1)
N +X
(r−1)
)
=
1
λ
X(r+1) − 1
r
X
(r)
N , (38)
Y
(r)
N = r
(
1
λ
Y (r+1) − Y (r)
)
, (39)
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where in (38) X(1/2) = λ1/2X is known from (37). Eq. (39) is not really needed since Y
(r)
N can
be obtained from the integral representation of η, but it nevertheless gives a more efficient way
to calculate these quantities. The identities (35) then relate X˜(r), Y˜ (r), X˜
(r)
N and Y˜
(r)
N directly
to quantities that we already know how to calculate:
X˜(r) =
1
1 + 2Y
Y (r), Y˜ (r) =
1
1− 2XX
(r),
X˜
(r)
N =
1
1 + 2Y
Y
(r)
N , Y˜
(r)
N =
1
1− 2XX
(r)
N . (40)
We are now in a position to derive the recursion relations that allow us to calculate X˜
(r,s)
N
and Y˜
(r,s)
N as long as r and s are not both negative; thus, using eqs. (25), (34), (35), (36) and
(37) we arrive at the equations
X˜
(r,s)
N = r
[
Y (r+1,s−1) +
1
s− 1 Y˜
(r+1,s−1)
N − λY (r,s−1) −
λ
s− 1 Y˜
(r,s−1)
N
]
− 2Y (r)N X(s), (41)
X(r,s) = λ
[
X(r,s−1) +
1
s− 1X˜
(r,s−1)
N
]
, (42)
Y˜
(r,s)
N = r
[
X(r+1,s−1) +
1
s− 1X˜
(r+1,s−1)
N − λX(r,s−1) −
λ
s− 1X˜
(r,s−1)
N
]
+ 2X
(r)
N Y
(s), (43)
Y (r,s) = λ
[
Y (r,s−1) +
1
s− 1 Y˜
(r,s−1)
N
]
. (44)
The importance of X(r), X˜(r), Y˜ (r), X
(r)
N , Y
(r)
N , X˜
(r)
N and Y˜
(r)
N comes from the fact that they
supply the initial values needed to solve these equations recursively for X˜
(r,s)
N and Y˜
(r,s)
N . We
have, for instance, X(1/2,r) = X˜(r,1/2) = λ1/2X˜(r).
If r and s are both negative the above recursion relations cannot be applied. Instead we
take the derivative of X˜
(r,s)
N and Y˜
(r,s)
N with respect to λ. For X˜
(r,s)
N this gives the differential
equation
∂
∂λ
X˜
(r,s)
N =
r
λ2
X˜
(r+1,s)
N −
2
λ
X˜
(r)
N X˜
(s)
N +
s
λ2
X˜
(r,s+1)
N , (45)
with a completely analogous expression for Y˜
(r,s)
N . Now, since no terms on the right hand side
have indices lower than r or s, the right hand side is expressed in terms of known quantities
and we get X˜
(r,s)
N by integrating with respect to λ. The value of the integration constant is
determined by examining the λ0 term in the Taylor expansion for X˜
(r,s)
N = v
(r)TNξ˜(s). We are
thus able to calculate the quantities occurring in the exponent to any given order in r and s, i.e.
11
r, s X˜
(r,s)
N Y˜
(r,s)
N
1
2
, 1
2
λ3
8
(1− λ2)−1 λ
(
1
8
+ 3
8
(1− λ2)−1 − 1
2
E
K
(1− λ2)−1
)
−1
2
, 1
2
1
4
(
(1− λ2) 12 − 1
)
1
4
(
1 + (1− λ2) 12
)
− 1
2
E
K
(1− λ2)− 12
−1
2
,−1
2
λ
8
−λ
8
+ 1
2λ
(
1− E
K
)
3
2
, 1
2
3λ4
8
(1− λ2)−2(1− λ2
4
) λ2(1− λ2)−2
(
1
2
− λ2
8
+ 3λ
4
32
− 1
2
E
K
(1− λ2
2
)
)
−3
2
, 1
2
−3λ
8
(1− λ2) 12 −3λ
8
(1− λ2) 12 − 1
2λ
E
K
(1− λ2)− 12 (1− λ2
2
) + 1
2λ
(1− λ2) 12
−1
2
, 3
2
−3λ3
8
(1− λ2)− 12 λ
2
(1− λ2)− 32
(
1− 7λ2
4
+ 3λ
4
4
− E
K
(1− λ2
2
)
)
−3
2
,−1
2
3
8
− 3λ2
32
3λ2
32
+ 1
4
E
K
+ 1
2λ2
− 1
2λ2
E
K
− 1
8
3
2
, 3
2
9λ5
8
(1− λ2)−3(1 + λ4
12
) λ
3
2
(1− λ2)−3
(
1 + 3λ
2
4
+ 5λ
4
4
− 3λ6
16
− E
K
(1− λ2 + λ4
4
)
)
3
2
,−3
2
−3
4
+ 3
4
(1− λ2)− 12 (1− 2λ2 + 7λ4
4
) 3
4
− (1−λ2)−
3
2
4
(
1 + 3λ2 − 37λ4
4
+ 21λ
6
4
+ 2E
K
(1− λ2 + λ4
4
)
)
−3
2
,−3
2
9
8λ
+ 3λ
3
32
5λ
8
+ λ
−3
2
+ 3
8λ
− 3λ3
32
− λ
8
E
K
− λ−3
2
E
K
+ 1
2λ
E
K
Table 2: The quantities occurring in the exponent for the lowest levels.
for any choice of the external states. Some of the relevant terms corresponding to the lowest
levels are collected in table 2.
Finally, the term in (15) quadratic in the momenta k can be evaluated by first taking the
derivative
∂
∂λ
(
D0m
(
1
1− SN
)
mn
Dn0
)
= 2λ−1 (Y +Xg(λ)) = −λ−1 + π
2
4λ(1− λ2)K(λ)2 (46)
and then integrating to obtain
D0m
(
1
1− SN
)
mn
Dn0 = log
4
λ
− π
2
K(
√
1− λ2)
K(λ)
. (47)
Since the L.H.S. is easily seen to be of the form λ
2
4
+O(λ4) the integration constant is determined
by requiring the R.H.S. to be analytic at λ = 0. Adding also the contribution from the term A
in (15), the logarithms cancel, leaving the k2 term
− k2π
2
K(
√
1− λ2)
K(λ)
. (48)
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r, s cˆ(1)r cˆ
(1)
s cˆ
(1)
r cˆ
(2)
s cˆ
(2)
r cˆ
(2)
s
1
2
, 1
2
−λ
2
+ λ−1
(
1− E
K
)
−2(1− λ2)− 12
(
1− λ2 − E
K
)
λ(1− λ2)−1
(
1− λ2
2
− E
K
)
−1
2
, 1
2
E
K
(1− λ2)− 12 − 1 2λ(1− λ2)−1
(
1− E
K
)
E
K
(1− λ2)− 12 − 1
1
2
,−1
2
E
K
(1− λ2)− 12 − 1 2
λ
(
1− E
K
)
E
K
(1− λ2)− 12 − 1
3
2
, 1
2
λ−2
3
(
1− λ2 + 3λ4
8
− − 2
3λ
(1− λ2)− 12
(
1− 5λ2
2
+ λ
2
3
(1− λ2)−2
(
1− λ2 + 3λ4
8
−
E
K
(1− λ2
2
)
)
3λ4
2
− E
K
(1− λ2
2
)
)
E
K
(1− λ2
2
)
)
3
2
,−1
2
− 1
3λ
(1− λ2)− 12 (1− λ2− 2λ−2
3
(
1 + λ
2
2
− E
K
(1− λ2
2
)
)
−λ
3
(1− λ2)− 32 (1− λ2−
E
K
(1− λ2
2
)
)
E
K
(1− λ2
2
)
)
3
2
, 3
2
λ−3
9
(
1− 4λ2
3
+ 5λ
4
4
− 3λ6
8
− −2
9
(1− λ2)− 32 (1− 6λ2 + 9λ4− λ3
9
(1− λ2)−3
(
1− 3λ
2
+ 5λ
4
4
−
E
K
(1− λ2 + λ4
4
)
)
21λ6
4
− E
K
(1− λ2 + λ4
4
)
)
3λ6
8
− E
K
(1− λ2 + λ4
4
)
)
3
2
,−3
2
−1
3
+ 2
9
(1− λ2)− 32
(
1− 3λ2
2
+ 2λ
−3
9
(
1 + 3λ2 + 5λ
4
4
− −1
3
+ 2
9
(1− λ2)− 32
(
1− 3λ2
2
+
λ4
2
+ E
2K
(1− λ2 + λ4
4
)
)
E
K
(1− λ2 + λ4
4
)
)
λ4
2
+ E
2K
(1− λ2 + λ4
4
)
)
1
2
, 3
2
λ−2
3
(
1 + 3λ
4
8
− λ2− −2λ
3
(1− λ2)− 32
(
1− 5λ2
2
+ λ
2
3
(1− λ2)−2 (1− λ2+
E
K
(1− λ2
2
)
)
3λ4
2
− E
K
(1− λ2
2
)
)
3λ4
8
− E
K
(1− λ2
2
)
)
−1
2
, 3
2
− 1
3λ
(1− λ2)− 12 (1− λ2− 2λ2
3
(1− λ2)−2
(
1 + λ
2
2
− −λ
3
(1− λ2)− 32 (1− λ2−
E
K
(1− λ2
2
)
)
E
K
(1− λ2
2
)
)
E
K
(1− λ2
2
)
)
Table 3: Coefficients of cˆcˆ in the exponent of the vertex.
Collecting the results of the sewing procedure, we arrive at the following expression for the
twisted scalar four-vertex:
Wˆ
(tw)
4 =
(
2
π
(1− λ2) 14K(λ)
)− d
2
∫
dk : exp
(
−k2π
2
K(
√
1− λ2)
K(λ)
+ 2k
1
r
[
Y (−r)c˜(1)r + Y
(r)c˜(2)r
]
+
1
2
1
rs
[
(Y˜
(−r,−s)
N − X˜(−r,−s)N )cˆ(1)r cˆ(1)s − 2(Y˜ (−r,s)N + X˜(−r,s)N )cˆ(1)r cˆ(2)s + (Y˜ (r,s)N − X˜(r,s)N )cˆ(2)r cˆ(2)s
])
: .(49)
The coefficients for some of the cˆ(i)r cˆ
(j)
s and kcˆ
(i)
r terms can be found in tables 3 and 4 respectively.
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r kcˆ(1)r kcˆ
(2)
r
1
2
− pi
K
λ−
1
2
pi
K
λ
1
2 (1− λ2)− 12
−1
2
pi
K
λ
1
2 (1− λ2)− 12 − pi
K
λ−
1
2
3
2
−λ−
3
2
3
pi
K
(1− λ2
2
) λ
3
2
3
pi
K
(1− λ2
2
)(1− λ2)− 32
−3
2
λ
3
2
3
pi
K
(1− λ2
2
)(1− λ2)− 32 −λ−
3
2
3
pi
K
(1− λ2
2
)
Table 4: Coefficients of kcˆ in the exponent.
4 The Closed Form of the Vertex
The results of the previous section were obtained by means of a modified version of the algorithm
introduced in ref. [25]. In that paper a closed expression for the four-Ramond vertex was
proposed and shown to agree with the sewing result for a finite (but large) number of external
oscillator terms. An analytic proof of the proposed closed expression was later given in ref. [29].
In this section we will propose a corresponding closed expression for the vertex of four twisted
scalars, which by Taylor expansion can be shown to reproduce the results of section 2.
Just like in the case of the Ramond string, the closed expression for the four vertex has a
very natural form dictated by the structure of the branch cuts generated by the twisted fields,
namely
Wˆ
(tw)
4 =
(
2
π
(1− λ2) 14K(λ)
)− d
2
∫
dk : exp
(
−k2π
2
K(
√
1− λ2)
K(λ)
− k
∮
C
xˆ(tw)(V −1(z))H(z) +
∮
C
dz
∮
C
dwxˆ(tw)(V −1(z))G(z, w)xˆ(tw)(V −1(w))
)
: (50)
where the propagator G(z, w) = G(V1, V2; z, w) is given by
G(z, w) = (z − w)−2

A(λ)

(V −11 (w)
V −11 (z)
V −12 (w)
V −12 (z)
) 1
2
+
(
V −11 (z)
V −11 (w)
V −12 (z)
V −12 (w)
) 1
2


+ (1− A(λ))

( V −11 (z)
V −11 (w)
V −12 (w)
V −12 (z)
) 1
2
+
(
V −11 (w)
V −11 (z)
V −12 (z)
V −12 (w)
) 1
2



 , (51)
with
A(λ) = λ−2(1− E
K
), (52)
14
and where
H(z) = − iπ
2λzK(λ)
(
V −11 (z)
V −12 (z)
) 1
2
. (53)
Here xˆ(tw)(V −1(z)) = xˆ(tw)(V −11 (z))+ xˆ
(tw)
2 (V
−1
2 (z)) and the contour C encloses the cuts. When
performing the integrals in the exponent we find that the square root cuts in the propagator
cancel against the cuts in the external fields leaving only simple integrals around poles. By
identifying the coefficients of the external oscillators we again arrive at precisely the results
given in tables 3 and 4. In other words, the proposed closed expression exactly reproduces
the results of the sewing. Although this check does not constitute a proof, which should be
possible to find using the techniques of ref. [29], it nevertheless provides a very strong argument
in favour of the general validity of our expression.
5 Conclusions
In this paper we have demonstrated that string vertices with more than two external twisted
scalar legs can be obtained by sewing together two twisted three vertices [12, 19], or rather,
which is entirely equivalent in this case, two dual twisted scalar vertices [10]. This was done by
applying a modified version of the algorithm that was originally deviced for the same purpose
in the context of twisted fermions [25]. The main task of this algorithm is to systematize
the calculation of higher-level terms in the sewn vertex that appear after sewing as rather
complicated expressions in terms of infinite-dimensional matrices. They have previously been
computed only for the massless mode in the fermionic case [11]-[20] and for the lowest lying
mode in the scalar case [16, 18]. For the twisted scalar case some additional results relevant
for the next to lowest level can be found in ref. [24]. The algorithm used here generalizes these
results to arbitrary levels. It would be interesting to derive the same results analytically as was
done in the Ramond case in ref. [29].
It is likely that this algorithm can be applied directly also to twisted scalars and fermions
of arbitrary conformal dimension but again only in connection with four vertices. We do not
carry out a separate discussion for vertices with untwisted external legs because adding such
15
legs will not alter the nature of the technical problems we are addressing here. For vertices with
six or more twisted external legs (and no loops), however, one encounters new problems which
are not yet known how to handle [35]. The same is true for sewing of twisted loops. Another
direction of generalization is higher twists. Despite the fact that vertices of this kind turn out
to be of interest also in other circumstances, e.g. in the theory of codes [36], very little work
has been done in this field. Some results were obtained for Z3 twisted fields in refs. [36, 37] but
a lot remains to be discovered.
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