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Introdução 
Conceitos já estudados em Álgebra Linear foram estendidos para conjuntos lineares 
complexos. A partir disto, passamos a utilizer um outro tipo de matriz: as matrizes 
polinomiais. Depois de provarmos que tais matrizes podem ser transformadas em 
matrizes canônicas, passamos a estudar seus polinômios invariantes, bem como seus 
divisores  elementares. Relações importantes foram realizadas envolvendo polinômios 
invariantes de matrizes polinomiais. Com  isto conseguimos chegar â forma cant-mica 
de uma matriz. Não menos importante é a decomposição de espaços vetoriais em 
subespagos invariantes. Isto nos faz chegar ao estudo da forma canônica de uma 
matriz Assim, conseguimos alcançar nosso  maior  objetivo: a Forma Canônica de 
Jordan. 
Com isso, chegamos a uma relação de grande importância para o estudo de ma- 
trizes: Toda matriz é semelhante a urna rnatra de Jordan. 
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Capítulo 1 
Revisão  
Neste capitulo iremos rever algumas definições, teoremas e propriedades impor-
tantes para o estudo de Algebra Linear. Não faremos demonstrações, pois essas são 
vistas em disciplinas de Algebra Linear e não temos como objetivo repeti-las neste 
trabalho. 
Definição 1 Dizemos que um conjunto V 0 fb  é um espaço vetorial sobre IR quando, 
e somente quando: 
1. Existe uma adição (it, v)  —> it + v em V, coin as seguintes propriedades: 
(a) U±V=V±U,VU,V E V ; 
(b) u + (v + w) = (u + v) + w ,V u,v, w E V; 
(c) Existe em V um elemento neutro para essa adição o qual será simbolizado 
genericarneate por 0_ Ou seja: 
a OEV I u+0=u,V ueV; 
(d) Para todo elemento it de V existe o oposto, o qual indicaremos por (—u)_ 
Assira: 
uev,a (— it) Ev lu+ (—u)= O. 
2. Está definida uma multiplicação de R x V em V,  o que significa que a cada par 
(a, ti) de IR x V está associado um único elemento de V que se indica por au, 
e para essa multiplicação tem-se o seguinte: 
(a) a(fitt) = (ceP)u; 
(b) + fi)u = au + Su; 
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(c) a(u + v) = au + av; 
(d) lu = u 
para quaisquer u,v de V,  a, p de lit 
Seja V um espaço vetorial sobre It São válidas as seguintes propriedades: 
P 1 Para todo a E R, a0 = O. 
P 2 Para todo u E V,Ou O. 
P3 Urna igualdade au = 0, corn aER euEV, 36 é possivel se a = 0 ou u = O. 
P 4 Para todo c e  IR e todo u E V, (—c4u = a(—u) = —au. 
P 5 Quaisquer que sejam ao E R,u ev E V, (a — P)u = au —flu.  
P 6 Quaisquer que sejam a E R, uev e V, a(u — v) = au — ay. 
P 7 Dados 	
- , an ern R e ui, 	 , un errt V , enttio: 
= Dflaj) UP 
5=1 	 jr--1 
Definição 2 Seja V um espaço vetorial sobre 	 Um subespago vetorial de V é um 
subconjunto W c V, tal que: 
.1. 0 E W; 
2. Vu,vEW,u+vEW; 
3_ Va R e Vu E W, au E W. 
Definição 3 Seja V um  espaço vetorial sobre IR. Dizemos que L C V (L 0) é 
linearmente dependente (L.D.) se, e somente se, existem u i , 	 E L e 
al, 	 , an E R tal que 
anun = 0 
sem que os escalares aj sejam todos iguais ao  número zero. 
Se L Mio é L.a, dizemos que L é linearmente independente (L.I.) 
Seja V um espaço vetorial sobre R. Temos as seguintes propriedades: 
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P 8 Se um conjunto finito L C V contém o vetor nulo, então esse conjunto é L.D. 
P 9 Se S = ful CV eu0 0, entdo S é L.L 
P 10 Se S = {u1 , 	 C V é L.D., então um dos seus vetores é combinação linear 
dos outros. 
P 11 Se Si e 52 são subconjuntos finitos e não vazios de V, se Si C S2 e Si  é  L.D., 
então S2 tainbern é L.D. 
P 12 Se S1 e 52  são subconjuntos finitos e não vazios de V,  com S C S2 e  52 é Li, 
então Si também é L.L 
Definição 4 Fixando vetores 	 ,un em V,  o conjunto S de todos os vetores de V 
que são combinação linear destes, é um subespago vetorial. S é chamado de subespaço 
gerado por ui,...,un e usamos a notação 
S 	 [ui ,...,un]. 
Dizemos que V é finitamente gerado se existe SC V, S finito, de maneira que 
P 13 Se S = 	 é Li, e para um certo u E V tivermos 
P U {u} = 	 L.D., então o vetor u é combinação linear dos vetores 
ui , 	 un , isto é, u E [S], onde [5] é o subespaço de V gerado por S. 
P 14 Se S =- 	 ui ,. u,}  e uj E [S — u i ] (ui é combinação linear dos demos 
vetores de S) então [5] = [S — 
Definição 5 Seja V um espaço vetorial finitamente gerado- Uma base de V é um 
subconjunto finito B C V para o qual as seguintes condições se verificam: 
L [B] = V. 
2. B 6 linearmente independente. 
Proposição 1 Todo espaço vetorial finitamente gerado admite uma base. 
Daqui em diante, assumiremos que todos os espaços vetoriais usados são fini-
tamente gerados. Como nosso objetivo é estudar os autovalores e autovetores de 
uma transformação através  de matrizes finitas , todos os  espaços usados serão finita-
mente gerados. Informamos que quase todas as afirmações a seguir são verdadeiras 
para espaços  em geral, algumas com suaves alterações, mas freqüentemente possuem 
demonstrações diferentes das demonstrações para espaços finitamente gerados. 
Proposição 2 Seja B 	 {u i , u2 , ,unl urna base de um espaço vetorial V- Se 
uE V e ainda se 
corn ai 0, então o conjunto C = lul , 	 , u1 _ 1 , u, u2+1 , 	 ,u,) também é uma base 
de V . 
Proposição 3 Suponhamos que exista urna base de V com 72 vetores. Então se 
B = {u 1 , ,u,} C V é LI. e possui in vetores, B é também uma base de V. 
Proposição 4 Seja V um espaço vetorial sobre R, de dimensão n_ Todo subconjunto 
de V que seja L.I tem no máximo ri vetores. 
Teorema 1 (Teorema da invariância) Seja V um espaço vetorial finitamente gerado. 
Então duas bases quaisquer de V tern o mesmo  número de vetores. 
Definição 6 Seja V um espaço vetorial finitamente gerado. Denomina-se dimensão 
de V (notação: dim V)  o número  de vetores de qualquer urna de suas bases. Diz-se 
também,  neste caso, que V é um espaço de dimensão finita. 
Teorema 2 (Teorema do completarnento) Seja V um  espaço vetorial de dimensão  
n > 1. Se {ub ..., ur } C V é um subconjunto LI com r vetores e r < n, então 
existem it — r vetores, u n+i, ...un E V, de maneira que B = • • • un} é 
uma base de V. 
Proposição 5 Todo subespaço vetorial de um espaço vetorial finitamente gerado é 
também finitamente gerado. 
Proposição 6 Seja W um subespago vetorial de V de dimensão finita. Se 
dim W = dim V,  então W = V. 
Proposição IT  Seja W um espaço vetorial sobre R de dimensão finita. Se U e V são 
subespagos de W,  então: 
dim (U n + dirn (U +V) = dim U + dim V. 
Definição 7 Seja V um  espaço vetorial de dimensão n e consideremos duos bases de 
V: B = {u i ,. 
 • • 'gin} e C {v i , ,zin} . Então existe urna única família de escalares 
aij de maneira que 
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( an an 
azi 022 P = 
• 
anl Cin2 
V1 = anui + + aniun 
vn = ainu i + • . + an,,, un 
ou simplesmente 
E aiJui(j=1, 2, ... , n). 
A matriz quadrada de ordem n 
chama-se matriz de mudança de base C para a base B. 
Definição 8 Sejam U e V espaços vetoriais sobre R. Uma aplicação F:  U —> V é 
chamada de transformação linear de U em V se, e somente se, 
1. F ( Li + u2) =-- F(u') + F(uz),V u1,u2 U; 
2. F(au) = oF(n),V aER e Vu e U. 
No caso em que U = V, uma transformação linear F : U —> U é chamada também 
de operador linear. 
Sejam U e V espaços vetoriais sobre IR e consideremos uma transformação linear 
F U —+ V.  Valem as seguintes propriedades para F: 
P 15 F(0) = 0; 
P 16 F(—u) = —F(u),V u E U; 
P 17 F(ul — u2) = F(ui) — F(u2), V ui ,u2 E U; 
Definição 9 A imagem de uma transformaçtio linear F :  U —* V é dada por 
Im(F) = {F(u) I u E U} 
P 18 Se W é um subespaço de U, enttio a imagem de W por F é um subespaço de 
V.  
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P 19 Sendo F U -4 V linear então 
F(E aiui) = 	 aiF(ui). 
Definição 10 Sejam U e V espaços vetoriais sobre IR eF:U -4 V urna transfor- 
mação linear. Indica-se por K er(F) e denomina-se núcleo de F o seguinte subconjunto 
de U: 
Ker(F) = fu E U 
 j  F(u) = 01. 
Proposição 8 Seja F:  U V urna transformação linear. Então: 
1. Ker(F) é urn subespaço vetorial de U; 
2. A transformação linear F é injetora  se, e somente se, Ker(F) = {0}. 
Teorema 3 (Teorema do Núcleo e da Imagem) Sejam U e V  espaços vetoriais de 
dimensão finite, sobre R. Dada urna transformação linear F:  U —+ V,  então 
dim U = dim Ker(F)+ dim Im(F). 
Corolário 3.1 Sejam U eV  espaços vetoriais sobre IR corn a mesma dimensão finita 
7/ e suponhamos que F : U V seja uma transformação linear. Então são equiva-
lentes as seguintes afirmações:  
I. F é sobrejetora; 
2. F é bijetora; 
3. F é injetora; 
4. F transforma uma base de U em uma base de V (ou seja, se B é uma base de 
U, então F(B) é base de V).  
Definição 11 Entende-se por isomorfismo do  espaço vetorial U no espaço vetorial V 
uma transformação linear F:  U >V que seja bijetora, Um isomorfismo  F:  U -4 U 
é um automorfismo de U. 
Proposição 9 Se F é UM isornorftsmo de U em V,  então 	 : V U também 
um isorriorfismo (de V em U). 
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Lema 1 SejarnU eV espaços vetoriais sobre R. Se dim U =neB = lu1,u2, • - • 
uma base de U, então para toda seqüência v 1 , , vn de vetores de V, a aplicação 
F :U —> V,  definida por 
F(E aini) = E 
i=1 
é linear e F(ui) = vi (i 	 Ademais, se G : U -4 V  é linear e 
G(ui) = vi (i = 1, 2, ... , n), entdo G = F 
Teorema 4 Dois espaços U eV de dimensão finita são isomorfos se, e somente se, 
dim,U = dimV .  
Sejam U e V espaços vetoriais sobre lit Indicaremos por L(U, V) o conjunto das 
transformações lineares de U em V. 
Definição 12 Dados F, £7 E L(U,V), definimos a soma F + G de F corn G da 
seguinte maneira: 
F + G : U —r1/- e (F + G)(u) F (u) + G(u), Vu e U. 
Sejam (F, 0) —> F + G em L(U,V). Valem as seguintes propriedades: 
1. Associativa: F + (G + H) = (F + G)+ H,V F,G, H e L(U, V); 
2. Comutativa l F + G = G + F,V F,G E L(U, V); 
3. Existe elemento neutro: a transformação linear nula 0 : U —> V é tal que 
F + = F, V F E L(U,V); 
4. Para toda transformação F E LW, V)  existe neste conjunto a transformação 
oposta: 
3 (—F) L(U,V) F + (—F) = O. 
Definição 13 Dados F e L(U,V) e a E , definimos o produto aF de F por a da 
seguinte forma: 
aF : U V e (aF)(u) = aF(u),V u  E U.  
Aqui valem as seguintes propriedades: 
1. (ceP)F = a(OF); 
a (a + /3)F = aF +,8F; 
3. a(F + G) = aF + aG; 
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4. 1F = F; 
quaisquer que sejam a e em li e FeG em L(U,V). 
Definição 14 Sejam U, V e W  espaços vetoriais sobre IR. Se F : U 	 V e 
G : V —> W  são transformações lineares, define-se a aplicaçclo composta de F e 
G (notação: G o F) da seguinte maneira: 
GoF:U—+-W e(G0F)(u)= G(F(u)),V uEU. 
Consideremos o caso U = V = W. Quando isto acontece (G, F) 	 F passe a 
ser uma operação em L(U) que apresenta as seguintes propriedades: 
L (H o G) oF= Ho (G o F),V H, C, F e LW); 
2. IoF=FoI=F,V F E L(U); 
3. H o (F + = HoF±HoG e (F 	 o H = (F o H) 4- (G 0 
V F, G, H E L(U). 
Nota: No conjunto L(U) define-se potenciação para expoentes naturals assim: 
F° =I (operador idêntico); = F; F2 =FoF; F3 = F0F0F;...Contudo é 
bom observar que para essa potenciação podemos ter resultados em principio curiosos 
como F2 =- I, com FOIeF0 Fn =  O (operador nulo) com F 5h O. Um 
operador F E L (U) tal que r = F chama-se idempotente (ou projeção); se En = 13, 
para um certo número natural 71., então F se diz nilpotente. 
Sejam U e V espaços vetoriais de dimensão n e m, respectivamente, sobre it 
Consideremos uma transformação linear F : U V.  Dadas as bases B = Fhb ,u,} 
de U e C = {v1, ..., v,,} de V, então cada um dos vetores F(u1), ...,F(un) está em 
V e conseqüentemente é combinação linear da base C: 
F(ui) =- any ]. + a2iv2 + - • • + ami vm 
F(//2) = anv i + u22v2 + + 
F(u) = ainV + a2 nV2 + • . + amn iint 
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Definição 15 A matriz m x n, sobre 
(ai.i) = 
R 
( an 
azi 
anti 
an 
an 
am2 
. 	
ain ) 
azn 
• 
arm/ 
que se obtém da consideração anterior é  chamada matriz de F em relação  as bases B 
e C. Usaremos, para indicar essa matriz, a notação 
ÍFJB C- 
Toda matriz m X 71 está associada a uma  transformação  linear T : Rn —> r. 
Sejam /3 = 	 uma base de Rn, 0' = {w i ,...,wri } uma base de Jr e 
(a11 
A = 
a„„, 
Podemos associar 
TA : 
TA (v) 
( In ) 
Seja X = [v]3 = 
AX = ( 
an aim 	 ( ri 
Ii 
a„,„,  
• 
On 
Então, TAM = Y1W1 + • - yw„, onde y = AX  e A é a i-esima linha de A. 
Observe que T passa a ser a aplicação linear associada à matriz A e bases /3 e if ,  
isto é T = TA. 
Proposição 10 Sejam U e V  espaços vetoriais sabre R, de dimensões n e m, respec-
tivamente. Entdo, fixadas as bases B = {24, , un} e C = {v i , . . , um } de U e V,  
respectivamente, a aplicação F (F) que a cada F E  LW, V)  associa a matriz de F 
em relação as bases B eCé bijetora. 
Como segue: 
yin 
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Teorema 5 SejamV eW  espaços vetoriais, a base de V 1 )0 base de W eT:V —> W 
urna aplicação linear.  Então para todo v E V vale: 
[T(v)1 0 = [T]j.[v] a . 
Teorema 6 Seja 72: V —> W uma aplicação linear e a e (3 bases de V e W respec-
tivamente. Então: dim Im,(T) = posto de [Tip dim Ker(T) =  nulidade l de 1174 = 
número de colunas [TE posto de [no'. 
Teorema 7 Sejam Ti : V 	 W e T 2 : W 	 U transformações lineares e a, /3, 'y 
bases de VW e U respectivamente. Então a composta de T  com T2 , T2 0Ti :17 U, 
é linear e 
[T2 
 o TI]; = ÍT4[T1],g. 
Corolário 7.1 Se T : V --* W é uma transformação linear inversivel (T é urn iso-
morfismo) ea efi silo as bases de V e W, então 72 -1 : W > V é um operador linear 
e 
i72li
Ifl = 
Corolário 7.2 Seja T : V —> W uma transformação linear ea efi bases de V e W. 
Então T é inversivel se e somente se det[7]5 O. 
Corolário 7.3 
[71% = 0 T o 	 = [11S3,[7113[1]:' 
Definição 16 Sejam P e Q duas matrizes quadradas e de ordem n. Dizemos que P 
semelhante a Q se, e somente se, existe uma matriz inversivel M,  também  de ordem 
n, de modo que: 
P  = m-1Qm . 
'nulidade de uma matriz 6 o número de variáveis independentes, que podem assumir valores 
arbitrários 
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Duas matrizes correspondentes a um mesmo operador linear em r pars bases 
distintas são semelhantes, ou seja, para um operador linear em IR há classes de matrizes 
semelhantes correspondentes; elas representam o operador dado em várias bases. 
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Capitulo 2 
Autovalores, autovetores e 
polinômio característico de uma 
matriz 
2.1 Fórmula de Binet-Cauchy 
Seja C = (c.o)r uma matriz quadrada tal que C = AB, onde A = (aik ) possui 
dimensão in xgieB= (bki) possui dimensão it x Tn. Então 
en • • - elm 	 an an 	 an, ) 
(bil 
1321 
) ( 
ou seja, 
ern]. 	 ami (21%2 	 arnn 
Cjj = E aiab 
	
(i,./ 	 ..,Trt). 
a=1 
A fórmula de Binet-Cauchy expressa o determinante de C em termos dos menores de 
A e B: 
- 	 a lkm bki 1 	 m 
aml 	 arum 
E 
i<k,,k2<•--<km <n amki " • amkm bkr,L 1 	 " bk,n rn 
ou ainda, 
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Como conseqüência da formula de Binet-Cauchy, podemos expressar os menores 
do produto de duas matrizes retangulares ern termos dos menores dos fatores. 
Sejam A = (aik ), B = (bik) e C = (c •0, onde i 	 1, 2, .. _,m, It = 1,2, ..., n, 
j =1,2,..., q e C = AB. 
Consideramos um menor arbitrário de C: 
tal '1 	 - • - 
i2 	
que ( •2 	 1 < < i2 < - - • < i p < rn) onde p < rn 	 e p < q. 
ip 	 1 < < j2 < - • • < jp <  q 
Aplicando a fórmula de Binet-Cauchy temos: 
	
A íi  2 	 B ( kl  i2 	 -•- 
al .12 - - ip 1<k1<k2<•-•<‘<ni 	 k2 	 kp I 	 \ 
2.2 Autovalores e autovetores 
Definimos no capitulo anterior Espaço vetorial sobre it A partir deste capitulo 
iremos trabalhar com Espaços vetoriais sobre C. 
Definição 17 Dizemos que um conjunto V 0 ø é um  espaço vetorial sobre C quando 
e somente quando: 
1. Existe uma  adição  (u, v) u v em V, com as seguintes propriedades: 
(a) + v = v + u, V u, v E V;  
u + (v w) = (u v) + w ,V u, v , w E V; 
(c) Existe ern V um elemento neutro para essa adição o qual será  simbolizado 
genericamente por O. Ou seja: 
0 E V, lu ± 0 = u, V u E V; 
(d) Para todo elemento u de V existe o oposto; indicaremos por (—u) esse 
oposto. Assim: 
'vs u e V, 3 (—u) 
 E  Vj u+ (--u) = O. 
2. Está definida uma multiplicação de C x V em V, o que significa que a cada par 
(a, u) de C x V está associado um único elemento de V que se indica por au, 
e para essa multiplicação tem-se o seguinte: 
(a) a(flu) = (43)u; 
k2 
32 
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(b) (a + fi)u = au + Pu; 
(c) a(u + v) = au -F av; 
(d) lu -= u 
para quaisquer u,v de V,  ce, )3 de C. 
Podemos assumir como verdadeiras todas as afirmações citadas no capitulo ante-
rior. Isto se deve ao fato de que as demonstrações utilizam as regras de  aritmética 
dos escalares, as quais permanecem inalteradas quando passamos a trabalhar com 
números complexos. Para exemplificar este fato, iremos mostrar como foi feita a 
demonstração do Corolário 3.1 do Teorema 3 (Teorema do  Núcleo e da Imagem) , que 
se encontra no Capitulo 1. 
Corolário 3.1 Sejam U e V espaços vetoriais sobre It com a mesma dimensão 
finita m e suponhamos que F : U —> V é uma transforma cão /mean Então são 
equivalentes as seguintes afirmações: 
1. F é sobrejetora; 
2. F é bijetora; 
3. F é injetora; 
4. F transforma uma base de U em uma base de V (ou seja, se B é urna base de 
U, então F(B) é base de V). 
Demonstração: 
(I) (II) Se F é sobrejetora então F  é injetora. 
Por hipótese, Irn(F) =  V.  Levando em conta que dim U = dim V,  a fórmula 
dim U = dim Ker(F) ± dim Irn(F) equivale então a dim Ker(F) = O. Logo 
Ker(F)= {0} e F é injetora. Então F é bijetora. 
(II) (III) Se F é bijetora então F é injetora. 
Essa demonstração é imediata pois, dada uma  função F, dizemos que F é bijetora 
se e somente se, F é injetora e sobrejetora. 
(III) (IV) Se F é injetora então F transforma urna base de U em urna base 
de V. 
Sendo B = tub . ,u,j  uma base de U mostremos que F(B) = If (ILI), • • , f (TO} 
uma base de V. Observamos de inicio que F(B) tem a mesma quantidade de 
vetores que B, pois F é injetora. Então basta mostrar que F(B) é Li. . Suponhamos 
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.. • , an E R (neste caso C) e alF(ut) + 	 + anF(un) = 0_ Disto resulta, pela 
linearidade de F, que 
F(alui + - + anu.) = O. 
Sendo F injetora segue que 
+ + anu,. = O. 
Como B é L.I., conclui-se que a l = a2 = = an = 
(IV) 	 (I) Se F transforma urna base de U ern urna base de V entilo F é sobre- 
jetora. 
Seja v e V. Tomando uma base B = {a l , , an} de U, então nossa hipótese 
garante que F(B) = {F(ui),...,F(unil é uma base de V. Logo v é combinação 
linear de F(B): 
v = alF(ui) + + an,F(u„), com 	 E R (neste caso C). 
Como F é linear podemos afirmar que 
v = F(aiui + - - + anu,.). 
Estando em U a combinação linear alui + ...+ anun ficou provado que todo elemento 
de V é imagem, por F, de um elemento de U. Ou seja, F é sobrejetora. Isso completa 
a demonstração. 
Como pode ser visto nesta demonstração retirada de [2] pg 115, as afirmações para 
espaços  vetoriais complexos são quase idênticas as afirmações para espaços vetoriais 
reads, com algumas alterações triviais. 
Nas discussões seguintes, denotaremos por F quaisquer um dos corpos de escalares 
R ou C. 
Dada uma transformação linear de um espaço vetorial T : V —> V, procuramos 
vetores que são levados em múltiplos de si mesmo, ou seja, queremos um vetor v e V 
e um escalar A E F tais que 
22(y) = Av. 
Definição 18 Seja T : V —> V um operador linear. Se existirem vEV,v 0, e 
A EF tais que T(v) = Av,  À é um autovalor de T e v urn autovetor de T associado a 
A. 
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Seja A uma matriz quadrada de ordem 7/. Um autovalor de A é um autovetor da 
transformação  linear TA : l?“ —> P associada à matriz A em relação base  canônica, 
isto 6, TA(v) = Av. Assim, A E 7 é um autovalor de A se 3 v(0 0) e P tal que 
Av = Av; v e ir é um autovetor subordinado ao autovalor A se Av = Av 
Vamos agora estudar um método pratico para encontrarmos os  autovalores e os 
autovetores da matriz A. Sabemos que tais autovalores e autovetores satisfazem a 
equação Av = Av ou Av = 2J)v ou ainda (A — Any = O. Escrevendo explicitamente 
esta equação temos: 
— A - 	 012  xi / 
021  a22  — À  a2. z2 
) 
anl an2 ann — A in \. 
Se clet(A — AI) 0 0, temos que o rank desta matriz é it e portanto o sistema de 
equações lineares homogêneo tem uma Unica solução. Mas z = x2 = 	 = x„, -, 
sempre é solução de um sistema homogêneo. Então a  única solução possível seria a 
nula. Então para encontrarmos os autovalores v precisamos ter det(A. — AI) = O. 
2.3 Polinômio característico  
Definição 19 Chamamos de matriz característica  de A, a matriz A/ — A, onde 
A = (aik). 0 determinante da matriz característica 
a (A) = det (A/ — A) 
é um polinômio escalar em A e é chamado de polinômio característico de A. 
Definição 20 Seja V um espaço vetorial de dimensão it eT:V V um operador 
Chama-se polinômio característico  de T o polinômio característico da matriz 
de T em relação a qualquer base de V.  
Definição 21 0 subespaço VA = 'V e V : T(v) = Av} é chamado de subespaço 
associado ao autovalor A. 
Quando F = R, este polinômio  terá coeficientes reais mas, em alguns casos,  poderá  
não ter raizes reais. Este fato inibe a relação de autovalores com as raízes da equação 
característica.  Entretanto, se 7 = C, o fato deixa de existir. 
19 
Para o caso de um espaço vetorial complexo, todas as raizes do polinômio  carac-
terístico serão complexas. 
Daqui em diante todos os espaços serão considerados complexos, salvo 
quando dito o contrário.  
Definição 22 Chamamos de multiplicidade algébrica de um autovalor a quantidade 
de vezes que ele aparece como raiz do polinômio  característico e de multiplicidade 
geométrica de um autovalor a dimensão do subespago 16, de autovetores associados a 
A. 
Seja FPO um polinômio matricial de ordem n 
F(A) = For` + FlArn-1 + 	 Fm (F0 $ 0), 
onde Fo , - - , Fm são matrizes quadradas e de mesma ordem. 
Podemos escrever este polinômio da seguinte maneira: 
FPO = An1F0 + 	 + + Fm (F0 0). 
Para qualquer escalar A, os resultados das duas equações acima são iguais. Entre-
tanto, se substituirmos A por uma matriz quadrada A de ordem 71, não podemos garan-
tir que os resultados das duas equações permanecem iguais, pois as potências de A não 
são, necessariamente, permutáveis com os coeficientes matriciais 
Fo , F1 , 	 , Fm . 
Temos 
F(A) = F02471 + 	 + • . + 	 (F0 0) 
e 
if (A) = A'nFo + Am-1 + . . 	 Fff, (F0 $ 0) . 
Chamamos F(A) de valor direito e Ê(A) de valor esquerdo na substituição de A 
por A. Valor direito significa que as potências de A  estão à direita dos coeficientes e 
valor esquerdo significa que as potências de A estão à esquerda dos mesmos. 
Teorema 8 (Teorema de Bézout generalizado) Quando a matriz polinomial F(A) 
dividida pela direita  pelo binômio AI - A, o resto é F(A), quando é dividida pela 
esquerda, o resto é F(A). 
Demonstração:  
Seja F(A) um polinômio matricial de ordem n. 
F(A) = FP(' + Fr i + _ + 	 (F0 0) . 
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Dividimos FPO por AI—A. Neste caso o resto direito, R(A), e o resto esquerdo, (A), 
não dependem de A. Para determinar o resto direito usamos a divisão usual: 
F(A) FoAln + Fdr-1 + + F„, (Fo 0 0) = 
= F0 Anz -1 (A.T — A) + (F0A + F1)r1-1 + F2 Ani -2 + 
[F0r1-1 + (FoA + F1)r-2](Al — A) + (F0A2 + Fiji+ F2)) rnr2 F3AT71-3 
= {Fri (FOA F1)Á rk-2 ± • - (F0Arn-1 F1Ar71-2 ± • • - Fm-1)KAI — A)+ 
+FoAm + FiAm-1 + + Fm 	 /- 
Temos então que 
R Foírn + 	 + . • • + Fm = F(A)- 
Da mesma forma encontramos o resto esquerdo da divisão de F(A) por A/ — A: 
Isso completa a demonstração do teorema. 
Definição 23 Uma matriz polinomial, ou A-matriz, é uma matriz retangular A(A), 
na qual seus elementos siio polinômios em A: 
A(A) = (a.ik (A)) = (4,A 1 + 4AI-1 + 	 + 4)(i = 1, 2, ... , ra; k =  
onde 1 é o maior grau do  polinômio aik (A). 
Dada uma matriz A, dizemos que o cofator Lu ij do elemento aij da matriz 
(-1) i±i det 	 onde Ati é a submatriz de A, obtida extraindo-se a i-ésima linha e a 
j-ésima coluna. Com  estes cofatores podemos formar uma nova matriz A, denominada 
matriz dos cofatores de k 
Definição 24 Dada uma matriz quadrada A, chamamos de matriz adjunta clássica 
da matriz (AI — A), a matriz transposta B(A) da matriz dos cofatores de (AI — A). 
Segue desta definição que: 
(A/ — A)B (A ) = 
B(A)(A/ — A) = A(A)/ 
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Teorema 9 (Teorerna de Hamilton-Cayley) Toda matriz quadrada A satisfaz sua 
equação característica, isto 4  
P (A) -= 0 
Demonstração: 
Seja A uma matriz quadrada de ordem it  e A(A) seu polinômio característico:  
tx(A) = det(À/ - A) = + 	 + + + 
Chamamos de B(A) a matriz adjunta de (A/ - A). Como os elementos de B(A) são 
cofatores de (AI-A), eles são polinômios de grau menor ou igual an - 1 em A. Assim 
podemos escrever B(A) na forma: 
B(A) = Bn-1An-1 	 BIA ± Bo . 
Podemos aplicar a seguinte identidade: 
(A/ - A)B(A) = APO, 
ou ainda, 
(A/ - .4)(Bn-1r 1 + + B1 A + Bo) = (An ± a,1_ 1 An-1 + + a1A + ao)I 
Bn_ir + ...+ B1 A 2 + BoA - ABn_ 1 An-1 - - BIAA - BoA 
= An/ + a,„ i An-1/ +..+a1 AI+ aol  
Igualando os coeficientes das potências correspondentes de A temos: 
Bn_ ler .= An/ B,,1 = I 
- 	
= an_din- Bn-zAn-1 	 Bn_2 - 	 = 
AB-2 A'12 = an_2 A71-2/ Bn_3 - ABn-2 =  
Bo ), - A/31 A = add Bo - AB = a1 1  
-B 0 A = a0 1 
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Multiplicando as equações matriciais por 	 T, respectivamente temos: 
= An 
Bn _2A n-i _ Bn_iA n = An-i an_ i 
Bn_2An-1 = An-2anr2  
Brb_324,-2 - 	 = An-2an-2 
B D A— B 1A 2 = Aai 
-Boil := ao/ 
Corno temos it equações, a soma dos primeiros termos destas equações sera igual a 
soma dos segundos termos das mesmas: 
B_111" +B„_2i1"-1 - BTLIAm +By,_3i1n-2 - Bn_211"-1 + ... +BOA - Big — B oA = 
= A' + 	 + An-20,2 + + Atzi. + a01 
An ± 	 + An-2 an-2 + + Aal + ao/ = 
Temos que 
A (A) = + 
	
+11"-2an_z + + Aa i + aol = 
A(A) = 0 
Isso completa a demonstração do teorema. 
Nós denotamos por Ai, A27 - • 7 An todas as raizes do polinômio característico  P(A). 
Então 
P(X) = (A - Al)(A - A2) (A - An) 
Teorema 10 Se A 1 , A2, , Ay, são autovalores da matriz A e g(p) é um polinômio 
escalar, então g(A1), g(A2), 	 , g(A n) são autovalores de g(A). 
Demonstração: 
Sejam g(y) um polinômio escalar arbitrário e AI, Az, - - • , An todos os autovalores 
da matriz A. Então 
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Queremos encontrar os  autovalores de 9A.  
g (A) = ao (A — pil)(A — p 21). .. (A — pa-) 
det(g(A)) = det (aol) det(A — ph) det (A — 	 det (A — 	 = 
cej det (A — 	 det(A — p 21)... det (A — pin = 
ar:1 (-1) In det(ph / — A) det(p,2/ — A) ... det(p i / — A). 
aroL (-1 ) 1nA0-0A0-12) • - • AGO = 
I 	 rt 
4(-1) in Hippi-Ao= 
tr:rik=1. 
g(Ai )g(A2) ...g(An ) 
Tomamos a equação det(g(A)) = g(Ah)g(A2)... g(A n) e substitufmos g(p) por 
A — g(p). Temos que det(A/ — g(A)) = [A — g(A h )][A — g(A2)] ... [A — g(An)1, ou seja, 
g(A1) são os autovalores de g(A). 
Isso completa a demonstração. 
Em particular, se A tem autovalores A h , A2 , ..., An então A k tem como autovalores 
Para encontrasmos os autovetores associados aos autovalores (Ai) de A precisamos 
resolver a equação Av = Av, ou seja, resolver o sistema: 
( 	
vh 
A. 	 vi 	 = Ai 	 : 	 Corn V = (111 , 212 , ... 217 ) 
Definição 25 Urn polinômio escalar f Pt) é chamado de polinômio artulador da ma-
triz quadrada A se 
f (A) = 0. 
Um polinômio anulador CA) de grau mínimo com coeficiente do termo de maior grau 
igual al é chamado de polinômio minimal de A 
Pelo teorema de Hamilton-Cayley o polinômio  característico A(A) é um polinômio 
anulador de A. Entretanto, nem sempre ele é um polinômio minimal. 
Teorema 11 Todo polinômio anulador de uma matriz é divisível pelo polinômio 
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Demonstração: 
Sejam f(A) e ON os polinômios auulador e minimal, respectivamente, da matriz 
A. Dividindo f (A) por 0(A) temos 
f 	 = 7,b(A)q(A) r PO, 
onde r é o resto da divisão, logo tem grau menor que 0. Substituindo A pela matriz 
A temos 
f (A) = 0(A)q(A)+ r(A). 
Como f (A) = 0 e V.,(A) = 0 temos que r(A) = O. Mas o grau de r(A) é menor que o 
grau do polinômio minimal CA). Então r(A) = O. 
Isso prova o teorema. 
Iremos agora encontrar a relação entre polinômio minimal e polinômio carac-
terístico: 
Seja B(A) a matriz adjunta de (A/ — A), ou seja, 
(A/ — AP 3(A) = APO/ 
Denotamos por D_ 1 (A) o máximo divisor comum de todos os elementos de B(A). 
Então podemos escrever 
B(A) = 
onde C(A) é chamada de matriz adjunta reduzida de A/ — A. Isso implica que 
Li 	 = (AI — A)D a_ i (A)C (A). 
Como D_ 1 (A) é um polinômio, podemos escrever a equação acima como: 
A(A)/ = (A/ —  
ou ainda, 
A(A)/  (AI — A)C(A). Dri_i (A) 
Chamamos DnA(700 de CA), ou seja, aft) — CA), onde IP(A) é um polinômio. 
Segue que: 
ON/ = 
/14_1 (A) 	 / — (A/ — AMA). 
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Como ON/ é divisível pela esquerda, sem resto, por (AI — A) temos, pelo Teorema 
de Bézout generalizado, que 
Logo, o polinômio CA) I % é um polinômio anulador de A_ Precisamos agora 
mostrar que ib(A) é o polinômio minimal de A. 
Denotamos por 0* (A) o polinômio minimal. Então ON é divisível por Ibt(A): 
CA) = ii,*(A)a(A). 
Como 0*(24) = 0, a matriz polinomial ir(A)/ é divisível pela esquerda por A/ — A: 
= (A/ — .44.)C*(A) 
= (A/ — A)C* (A)a(A). 
Temos que, tanto CPO quanto C*(A), são quocientes à esquerda na divisão de 1,b(A) 
por (A/ — A). Pela unicidade da divisão 
C(A) = C*(A)a(A). 
Segue que a(À), o qual é um divisor comum de todos os elementos da matriz adjunta 
CPO, é igual a 1, pois a matriz foi obtida  através da divisão de B(A) por D n_i (A). 
Portanto a(A) = de. Como os coeficientes do termos de maior grau de IP(A) e 0*(A) 
são iguais, concluímos pela equação ik(A) = 0 . 7.)a(A), temos que a(A) =-- 1, ou 
seja, 0(A) = IP*20. Estabelecemos então como relação entre polinômio minimal e 
polinômio característico: 
000= A(A)Dvri(À). 
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Capitulo 3 
Matrizes polinomiais 
3.1 Transformações elementares de uma matriz 
polinomial 
Seja Aj = (an@ = 1, 2, ... rn; k = 1,2, ... ,n; j = 0,1, ... ,1). Podemos represen-
tar a matriz polinomial na forma de um polinômio em A com coeficientes matriciais: 
A(A) = Aci Al + A1 A1-1 + + A1 A + 
Podemos fazer as seguintes operações elementares na matriz A(A): 
1. Multiplicar uma linha qualquer, por exemplo a i-ésima, por c # 0, C E C. 
2. Somar uma linha qualquer, por exemplo a i-ésima, a qualquer outra, por exemplo 
a j-ésima, multiplicada por um polinômio arbitrário b(A). 
3. Permutar quaisquer duas linhas, por exemplo a i-ésima e a j-ésima. 
Tais operações são equivalentes A, multiplicação da matriz .11(A), pela esquerda, 
pelas respectivas matrizes quadradas de ordem m, abaixo: 
E'= 	 O - - - c - • - 
\ 0 • - • 0 • • 1 / 
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/ 1 	 • • • 	 o 	 - - • 	 o \ 
E"=  1,(À) • - 	 • 1 - 	 • • 0 
\ 	 0 • • -  O • • • 11 
(1 	 - • • 	 - - 	 0 
k0 	 - 	 o 	 •-- o 	 •-• 	 11 
ou seja, A(A) é transformada em E'A(A), E"A(A) e Emil(A), respectivamente. Essas 
operações são chamadas de operações elementares por linha. 
Da mesma maneira, podemos definir operações  elementares por colunas utilizando 
colunas ao invés de linhas. 0 resultado desta aplicação é equivalente a multiplicar a 
matriz A(A), pela direita, por uma das matrizes E', E" ou E" . As matrizes E', E", E" 
são chamadas de matrizes elementares. Essas são matrizes com determinantes cons-
tantes. Por isso podemos dizer que o determinante de matrizes elementares não 
depende de A e é diferente de zero. 
Cada operação elementar por linha (coluna) tem uma  operação inversa, a qual é 
uma operação elementar por linha (coluna). 
Se B(A) pode ser obtida de A(A) por meio de operações  elementares por linha 
então podemos escrever 
.73 	 = EpEr_ i EIA(A), 
ou ainda, 
B (A) = P(A)24.(A), 
onde P(A) = EpEp_i E1 e cada matriz E1 , E2 , Ep é uma matriz elementar. No 
caso de equivalência por coluna, podemos escrever 
No caso de equivalência temos 
B (A) = A(A)Q(A). 
B(A) = P(A)A(A)Q(A), 
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onde P(A) e Q(A) são matrizes polinomiais quadradas com determinantes constantes 
diferentes de zero. 
Segue então a seguinte definição: 
Definição 26 Duas matrizes polinomiais retangulares A(À) e B(A) são chamadas de: 
1. equivalente por linha se B(A) = P(A)A(A), 
2. equivalente por coluna se B(A)= .14.(,\)Q(A), 
3. equivalente se B(A) = P20.21(A)Q(A), 
onde P(À) e Q(A) são matrizes quadrados polinomiais com determinantes constantes 
diferentes de zero. 
3.2 Forma canônica de uma matriz polinomial 
Seja AN uma matriz polinomial retangular. Encontramos a forma canônica de 
AN por meio de operações elementares, ou seja, da mesma forma que encontramos 
a forma canônica de uma matriz com coeficientes escalares. 
Teorema 12 Uma matriz polinomial retangular  arbitrária,  de dirnenstio in x n pode 
ser transformada em uma matriz triangular superior 
	
( bid (A) b12 (À) - - - 	 bin, (A) 	 - - • 	 bin (A) 
0 	 b22 (A) 	 - • - 	 b2,,,,(A) 	 - - - 	 b2,,(A) (in < TO 
OU 
- - - 	 b(À) 
- 	 - 
\ 0 	 0 	 ) 
por meio de operações elementares por linha, 	 onde os polinômios 
bik(A),b ( bk_ i ,k (A) possuem graus menores que o grau de bkh(À), desde que 
bkk (A) 	 0,e são todos iguais a zero se bkk (A) = etc 0 (lc = 2,3,..., rnin(rt,n)). 
- • • 
- - - b„,„,(A) 	 - • 	 b,„n (À) 
7 b 11 (A) b12(A) - - • bi n (A) \ 
o 	 b22 (A) 	 - - 	 b2,,,(A) 
(m, 
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Demonstração: 
Assumimos que a primeira coluna de B(A) contém elementos não identicamente 
iguais a zero. Tomamos o polinômio de menor grau e, através de permutação entre 
linhas, levamos tal polinômio para elemento bu (A)• Então dividimos b11  (À) por NI (A) 
e obtemos: 
= kJ_ 241 (A) + 	 (i, = 1, 2, ... , n) 
onde gil (A) e rii (A) são o quociente e o resto, respectivamente. Subtraímos da i-ésima 
linha a primeira multiplicada por (A)(i = 1, 2, ... , m). Caso nem todos os restos 
n1 
 (A) sejam identicamente iguais a zero, escolhemos um que não seja igual a zero 
e seja de menor grau e levamos para o elemento bn (A), utilizando a permutação de 
linhas. Como resultado destas operações, ou o grau do polinômio b11 (A) é reduzido, 
ou a colona é zerada. 
Repetimos esse processo. Se o grau do polinômio Lin (A) for n no inicio, então ele 
passa a ser constante ou nulo depois de, no máximo, n passos. Caso b id (A) = 0 temos 
que todos os b(À) também são zero. Se NA N = etc 0, operações elementares por 
linha anulam o resto da primeira coluna. Portanto a primeira coluna pode ser posta na 
forma adequada. Para fazermos o mesmo com a segunda coluna, tomamos o elemento 
b22 (A) e aplicamos o mesmo procedimento para as linhas 2, 3, ... , TTL, até conseguirmos 
transformar b32(A), • • • , bm2 (A), em elementos de grau zero. Se o polinômio b22 (A) não 
é identicamente igual a zero, por uma aplicação elementar de linha podemos fazer com 
que o grau de 1/12 (A) se torne menor que o grau de b22 (A). Caso o grau de b22 (A) seja 
uma constante não nula, podemos utilizar uma operação por linha para alterar by (A). 
Continuando com processo chegaremos à uma das matrizes enunciadas no teorema 12. 
Isso completa a demonstração do teorema. 
Teorema 13 Uma matriz polinomial retangular 
 arbitrária, 
 de dimensão in x ri, pode 
ser transformada em uma matriz triangular inferior 
Ott 
( ell (A) 
coil (A)  
o 
c, 2 (À) 
 
cli (A) 
021 (A) 
c,4 À) 
coo.(A) 
• 	 - 	 - 
0 
022 (A) 
c 2 (À) 
c,2 (A) 
(A) 0 
0 	 \ 
ens, (A) 
ernm(A) 
(rn 
0 (m < n)  
) 
n) 
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por meio de operações elementares por coluna, onde os polinômios 
ck i (A),c 1,2 (A), ...,c k ,k_ i (A) possuem graus menores que o grau do polinômio ckk(A), 
desde que ckk (À) 0 0, e stio todos iguais a zero se ckk (A) = cte (k = 2, 3, ... , min(rn,n)). 
Demonstração: 
Essa demonstração é similar à demons tração do teorema anterior. Ao invés de 
usarmos operações elementares por linhas, faremos agora operações elementares por 
colunas. 
Destes dois teoremas segue o seguinte corolário: 
Corolário 13.1 Se o determinante de uma matriz polinomial quadrada P(A) é inde-
pendente de À e diferente de zero, enttio a matriz pode ser representada na forma de 
produto de um número finito de matrizes elementares. 
Demonstração: 
Seja P(A) uma matriz polinomial quadrada. Então P(A) pode ser transformada 
em uma matriz 
b„„ (A) 
por meio de operações elementares por linha, isto 6, _PP') = E 3 ...E2EI P(A). Seja 
C o determinante da matriz P(A).Temos que ICI -= det P(A)I = det P(A)I, pois 
det Eil = 1(i = 1, ..., s). Como /31 (A) é uma matriz triangular, seu determinante 6 
o produto dos elementos da diagonal. Mas este produto 6 um produto de polinômios 
em A e cujo valor não depende de A. Logo este produto tem grau 0, ou seja, todos os 
elementos da diagonal são 
 números. Então, tanto o determinante de P(A) quanto o 
determinante de P(À) não dependem de A e são diferentes de zero. Podemos 
 então,  
transformar /IA) em I por meio de operações elementares por linha, ou seja, 
I = E344 . • . Es+1131 (A)• 
Temos que: 
/ = 
Como a inversa de uma matriz dementar é uma matriz elementar, temos: 
P(A) = gE1) -1 (E2) -1 - - • (E3) -1 (E8+1)-1 - • • 
 
(
bn (A) b11 (À) bin (A) 
0 b22 (A) b2„ (A) 
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Isso completa a demonstração_ 
Definição 27 Urna rnatriz polinomial retangular é chamada de matriz diagonal canônica 
se é da forma 
ai (A) 	 0 	 0 	 0 	 • - • 	 0 \ 
O 	 az (A) 	 0 	 0 	 • • • 	 0 
• - - 	 as (A) 	 0 	 • - 
- • • 	 0 
, s < rnin(rrt, 
  
\ 	 - • - 	 Oí 
onde: 
1. os polinômios al (A), 	 , as (A) não são identicamente iguais a zero, 
2. cada um dos polinômios a2 (À), 	 ,a,(A) é divisível  por seu antecessor. 
S. o coeficiente do termo de major grau de todos os polinômios al (A), az (A), 	 , a, (A) 
igual a 1. 
Teorema 14 Uma matriz polinomial retangular  arbitrária  APO é equivalente a uma 
matriz diagonal  canônica.  
Demonstração: 
Escolhemos, entre os elementos a 1, (A) de A(A) que não são identicamente iguais 
a zero, aquele que possue o menor grau em A e, por permutação de linhas e colunas, 
podemos levá-lo à posição do elemento ail (A). Encontramos os quocientes e os restos 
dos polinômios ad (A) e aik (À) na divisão por an (A): 
ail (A) =an (A)q11 (A) + ri (A), aik (A) = all (A)43.fr (A) + Tik (A) 
(i = 2, 3, . . ,n). 
Se o menor dos restos nil (A), rik (A) (i -= 2, 3, ... , m; k = 2, 3, ... , n), por exemplo 
rik (A), não for identicamente igual a zero, então subtraindo da k-ésima coluna, a 
primeira coluna multiplicada por q ik (A), substituimos aik (A) pelo resto r ik (A), o qual 
possui grau menor que o grau de ail (A). Podemos reduzir o grau do elemento no canto 
superior esquerdo da matriz colocando em seu lugar um elemento de grau menor em 
A. 
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	Mas se todos os restos r2i (A), 	 , 	 (A) são identicamente iguais a zero, subtraindo 
da i-ésirna linha, a primeira linha multiplicada por qii (A) (i = 1, 2, ... , in) e da k-ésima 
coluna, a primeira multiplicada por qik (A) (k = 2,... ,n,), nós reduzimos a matriz 
polinomial h forma 
Se o menor dos elementos aik(A) (i = k = n) não é divisível  
sem resto por an (A), então pela adição de primeira coluna h coluna que contém o 
elemento obtido acima, podemos colocar no lugar do elemento a1 1(A) um polinômio 
de grau menor. 
Como o elemento original a11 (A) tem um grau definido e o processo de redução 
deste grau não pode ser infinito, podemos, depois de um número finito de operações 
elementares, obter uma matriz da forma 
(a1 (À) 	 O 	 ... 	 O 
	
O 	
) 
b22 (A) 	 b2 (A) 
	
O 	 braz 	 - 	 limn (A) 
na qual todos os elementos bik (A) são divisíveis sem resto por a i (A). Se entre estes 
elementos bik (A) hi um não indenticamente igual a zero, continuamos o processo de 
redução com as linhas 2, ... , in e as colunas 2, ..., n. Conseguimos então, reduzir a 
matriz acima à uma matriz da forma 
/ al (A) 	 0 	 0 
O 	 a2 (A) 	 O 	 ... 
0 	 _ 33 0 	 c (Al 
	
_ 	 . 	
Can 	 , 
\ O 	 O 	 c. 3 (.X) . 	 (A) 
onde 0,2 (A) é divisível sem resto por a l (A) e todos os polinômios ca(A) são divisíveis  
sem resto por a2 (A). Continuando o processo chegamos a uma matriz da forma 
r(A) 	 O 	 ... 	 O 	 O 	 O 
O 	
) 
	
a2(A) 	 ... 	 0 	 0 
„ . 
as (A) 
au(A) 	 0 	 ... 	 .0.. 
0 	 a22 PO . • • azn PO 
( 
. . . 	 . . . 	 . . . 
0 	 a(A) ... anin (A) 
33 
cada polinômio é divisível por seu antecessor. Denotamos os quocientes da seguinte 
forma: 
7, = 
Dr (A) . 	 (A) 	 Di (A) 
	  - (A) 
/37-1 (A) 	 =- Dr_2 	 zr Do (A) 
onde os polinômios al (A), a2(A),... 	 (A) s < 	 n)) não são identicamente iguais 
a zero e cada um é divisível por seu antecessor. 
Multiplicando as primeiras s linhas por fatores numéricos diferentes de zero, percebe-
mos que os coeficientes dos termos de maior grau dos polinômios a l (A), ao (A),... A, (A) 
são iguais a 1. 
Isso completa a demonstração. 
3.3 Polinômios invariantes e divisores elementares 
de uma matriz polinomial 
Em C podemos escrever um polinômio P(A) como P(A) = ao(A - ai) • • (A - ak)- 
Dizemos que P(A) divide um polinômio Q(A) se e somente se todas as raizes de P(A) 
são raizes de Q(A). Então o máximo divisor comum entre 1211 , . . . , Pn é o polinômio 
(A - p1 )(A — g2)... (A - OA onde pi ,...,fl i são as raizes comuns destes polinômios. 
Seja A(A) uma matriz polinomial de rank r, isto 6, a matriz tem cofatores de 
ordem r não identicamente iguais a zero, mas todos os cofatores de ordem maior que 
r são iguais a zero em A. 
Chamamos de Di (A) (j = 1, 2, ... , r) o maior divisor comum de todos os cofatores 
de ordem j em A(A) Então Di (A) = 1 )(11 + aR_IAR-1 	 ± ct o e, na série 
Dr (A), Dr_ i (A), ... Di (A), Do (A) 	 1 
Definição 28 Os polinômios 	 definidos acima silo chamados de 
polinômios invariantes de uma matriz retangular A(A). 
Teorema 15 A matrix polinomial retangular A(A) é equivalente a matriz diagonal 
canônica  
0 	 • • - 	 i 1 (À) 	 0 	 • - • 	 0 
- - - O 	 0 	 - 
O 
	
o 	 o 	 - - 	 o / 
i,-(A) 	 O - • 	 0 	 O  
O 	 (A) 	 - - 
	 O 	 0 	 • • - 
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onde (A), MA), • • - 	 stio polinômios invariantes de A(A). Além disto, r é o rank 
de A(A). 
Demonstração: 
Sejam APO e B(A) duas matrizes polinomiais equivalentes de ordem m x n, ou 
seja, existem P(A) e Q(A) tais que 
E(A) = P(A)A(A)Q(A). 
Sabemos ainda que, em relação a A(A) e B Kuma pode ser obtida a partir da outra 
por meio de operações elementares . Aplicando tais operações à 44(A), seu rank e seus 
cofatores, (A), D2(A), (A) permanecem inalterados. Como conseqüência da 
fórmula de Binet-Cauchy temos que o rank do produto de matrizes triangulares não 
excede o rank dos fatores. Então 
TB < Min(r P TA I rQ), 
onde Tx é o rank da matriz X (A). Logo, todos os cofatores de ordem maior que TB 
 
são iguais a zero. Denotamos por fl*  (A) o maior divisor comum de todos os cofatores 
de B D* (A) é divisível por Dp (A), (p = 1, 2, ... , rain(m, n)), onde D(A) é cofator 
de 11(A). 
Mas também podemos obter RN a partir de AN. Então o rank de B(A) e 
seus cofatores, D(A), D(A),. , D; (A) permanecem inalterados. Chamamos de D (A) 
máximo divisor comum de todos os cofatores de APO. Logo D (A) é divisível por 
(p = 1, 2, ... , min(m,n)), onde D(A) é cofator de E (A). Logo, 
= TB; Di (A) = 	 (A), . , 	 (A) = 	 (A). 
Como os polinômios Di (A), D2 (A), , D,.(A) permanecem inalterados, podemos afir-
mar que 1 1 (A), 12(A), , 	 definidos anteriormente também permanecem  invari-
antes na transformação de uma matriz em outra equivalente a ela. Quando a matriz 
polinomial tern a forma diagonal canônica 
al (A) O - 	 • 	 •  O O - • • 0 \ 
O a2 (A) --- O 
as (A) 
O 
0 
- 	 - 	 • 
• 	 - 
0 
, s < min(m,n) 
o 	 o 	 o 	 o 	 --• 	 o) 
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então para essa matriz temos: 
Di (A) = (A), 132 (A) = a/ (A) a2 (A), . , 	 (A) = (A)a2 (A) . ar (A) 
Logo, 
ii (A) - 
 D,. (A) 	 ai 	 (.\)a2 0) (A) .. . ar_ i (A)a, (A) 
-. 	 = ar (A) 
Dr./ (A) 
	 al (A)a2 (A) • • • ar- 1 PO 
Dr_i (A) 	 al (A)a2 (A) . . - ar_2 (A) ar_i (A)  
i2(A) = 	 = a7- i (A)  
Dr_2 (A) 	 al (A)a2 (A) •• . ar_2 (A) 
ir CA) = 	 (A) = al (A) 
Deste modo (A), i 2 (A), 	 ir (A) são polinômios invariantes da matriz diagonal, bem 
como da matriz original A(A) pois esta é equivalente ã, matriz acima. 
Isso completa a demonstração 
Corolário 15.1 Duas matrizes retangulares de mesma dimenstio A(A) e EN Mo  
equivalentes se e somente se elas têm os mesmos polinômios invariantes. 
Demonstração: 
A necessidade desta  condição foi explicada acima. A suficiência segue do fato 
que duas matrizes polinomiais que possuem os mesmos  polinômios invariantes são 
equivalentes a uma única e mesma matriz diagonal canônica. 
Corolário 15.2 Na sequência de polinômios invariantes 
= 	
3,20 
'
i2=3,-1 (A) 	
sr = 
Di  (A) 
r_120 	 (A) 	 Do(A) (D° (A) a 1)  D  
cada polinômio é divisível  por seu antecessor. 
Dr (A) 	 Dr_i (A) 	 Di (A) 
Do po  ViWi) 1) . 	 = 
os polinômios invariantes da matriz A(A). Mas 
(A) = ar (A), íz (A) = a r_i (A), 	 , ir (A) -= (A). 
Pela definição de matriz diagonal canônica,  cada polinômio a3 (A) (j = 1, 2, ... , r) é 
divisível por seu antecessor_ Logo, cada polinômio invariante divide seu antecessor. 
Isso completa a demonstração. 
Demonstração: 
Sejam 
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Iremos agora indicar um  método de calcular os polinômios invariantes de uma 
matriz polinomial quase-diagonal se os polinômios invariantes das matrizes nos blocos 
diagonals forem conhecidos. 
Introduzimos duas novas notações usadas na demonstração a seguir. Denotare-
mos uma matriz diagonal, n x 71, corn elementos an , a22 , 	 , ann na diagonal, por 
{au,an,. • , annl. Usaremos A B pan dizer que A e B sat equivalentes. 
Teorema 16 Se numa matriz retangular quase-diagonal 
	
C(A)= ( 24(0A) 	 O 
B(A) ) 
todo polinômio invariante de A(A) divide todo polinômio invariante de B(A),  então o 
conjunto dos polinômios invariantes de CPO é a união dos polinômios invariantes de 
A(A) e B00. 
Demonstração: 
Sejam (A), 420, 	 , 4(4 ill (A), 274 (A), 	 , 	 os polinômios invariantes das 
matrizes 24(A) e B(A) respectivamente. Então 
APO 	 . . , (A), 0, 	 , 01, B 	 N(A), 	 , CPO, 0, 	 , 01 
e dai 
CPO 	 {400, • • • , (A), 4(A), • • - VIA 0 , • • , 01 
0 lado direito desta relação é a forma diagonal canônica da matriz polinomial. Pelo 
teorema 16 os elementos da diagonal desta matriz que não são identicamente iguais 
a zero formam um sistema completo de invariantes da matriz polinomial C(A). Isso 
prova o teorema. 
Para determinar os 
 polinômios invariantes de CPO no caso geral de polinômios 
arbitrários invariantes de APO e B(A) nós usamos o conceito importante de divisores 
elementares. 
Decompomos os polinômios invariantes (A), i2 (A), 	 em fatores lineares: 
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(A) = (A — Wi) C" (A — W2)\C12  • • (A — 
= (A 
— Soi) t21 
 (A — (P2r2 • - (A — 
= (A — çoi) cr ' (A — cp2)cr2 ... (A — 
(cL3 > cki i>k i,k= 1, 2, 	 , T j = 1, 2, ... , s) 
çoi(A), V)2(A), • .., w 5 (A) são fatores lineares e distintos de C (e com maior coeficiente 
igual a 1) que aparecem em ii(A),i2(A),...,ir (A). 
Definição 29 Todas as potências dentre (A_ 	 (A 
— (Ps)' , definidas acima,  
diferentes de 1, são chamadas de divisores elementares da matriz APO no conjunto 
C. 
Teorema 17 0 conjunto dos divisores elementares de uma matriz retangular  quase-
diagonal 
CPO = (t) o 
 B( 
obtido pela combinação dos divisores elementares de APO com os de  B(A). 
Demonstração: 
Decompomos os polinômios invariantes de 24.(A) e B(A) em fatores lineares do 
conjunto C: 
(A) = [A — 	 [A — 	 [A — cp ,]4s;  (A) 
 = 
 [A — ddli- — ço 2r1 2 . . . [A — 0 s idi. 
i'2 (À) = [A — (p i] [A — ço2 ] 122 . . [A — 0 	 (A) = 	 — yod el' [A — (P2 ] '12 • • • [A — Scs] tla  
(A) = [A — c,od erl [A — yoz1 42 .. [A — cps] 4.; 4(A) = [A — ça] e:1 [A — y2]<2 . . [A — cps]qi, 
Para cada k, denotamos por Cik, (2, = 1, 	 ,ntk ), todos os números dentre 
elk; 4k7 • • • ; eirk, 4k2 4k, • CI:k diferentes de zero, ern ordem decrescente. Pelo teo-
rema 15, CPO é equivalente à matriz fi,.(A), , , /1;(A), , q(A), 0, , 01. 
Portanto, por permutação de linhas e colunas podemos transformar essa matriz em 
uma matriz diagonal da forma 
{[A — wi ] e" -(*), [A 	 •(*), • - • , [A — Sol] cm.1 -( *), (**), • • , ( )}, 
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onde (*) são polinômios primos a (A — ( 02]. ) e (**) sfin polinômios primos a (A — 	 ou 
identicamente iguais a zero. Temos então a seguinte decomposição para os polinômios 
e i i (A), i2 (A), ... da matriz C(A): 
-Dr(A) = [A — cio]en -Fe2l +—+cri.(*),D7 _ 1 (A) = [A —1,p  ]  C21 +•••±Crl .(*), • • , 
= [A — (Pli c 1 (*),z2 = [A — cp ir (*),... 
Segue que [A — wi JCll , [A _ lC2l 	 p, _ ou seja, todas as potências 11 
[A — 	 , [A — 	 [A — w1]1,..., [A — 
as quais são diferentes de 1, são divisores elementares de C(A). 
Os divisores elementares de C(A), os quais são potências de [A — cp 2 ], são determi-
nados da mesma forma. 
Isso completa a demonstração do teorema. 
Supomos agora que A = (aik )7 é uma matriz com elementos em C. Como a matriz 
característica  de A 6 dada por 
 
A — an 
— a12 
- a21 A — an 	 a2n 
5 
- anl 	 —an2 	 — ano 
(AI — A) = 
 
onde esta 6 polinomial de rank It Seus polinômios invariantes 
Da (A)  . 	 (A) 	 Di (A)  
= D„_, (A) i2 
 D_2 (A) ' 	 — Do (A) (DO 00 1) 
são chamados de polinômios invariantes da matriz A e os divisores elementares cor-
respondentes em C são chamados de divisores elementares da matriz A em C. 
3.4 Equivalência de binômios lineares 
Consideremos duas matrizes polinomiais quadradas, A(A) e B(A), de ordem ri nas 
quais os elementos não possuem graus maiores que 1 em A. Essas matrizes polinomiais 
podem ser representadas na forma de binômios matriciais: 
24.(A) = )1 0A + A1 , B(A) = BoA + 
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Vamos assumir que estes binômios são de grau 1 e regulares, isto 6, det(A0) 0 0 e 
det(B0 ) O. 
Teorema 18 Se dois binômios regulares JO+ Ai e -NA+ Bi são equivalentes, então 
eles sôo estritamente equivalentes, isto 6, na identidade 
B DA -I- B 1 = P(A)(210À 14)(2(A) 
as matrizes P(À) e Q(A), com determinantes constantes diferentes de zero, podem ser 
substituidas por matrizes constantes não-singulares P e Q: 
Rd% ± B1 = P(A0À + 441 )Q 
Esta identidade é equivalente a duas equações matriciais: Bo = PADQ e 
= PAiQ. 
Demonstração: 
Seja det(P(A)) independente de A e diferente de zero. Então a matriz inversa 
M(A) = P-1 (A) também é uma matriz polinomial. Podemos escrever: 
M (A) (Bdt + Bi ) = (Ad, ± ) Q (A) 
onde M(A) e Q(A) são matrizes polinomiais. Vamos dividir M(A) pela esquerda por 
ADA + A1 e Q(A) pela direita por B0A + B1. Então temos: 
M(A) = (AD A + A 138(A) + M 
e 
Q(A) = T (A) (BoA + B1) + Q, 
onde M e Q sio matrizes quandradas constantes (independentes de A) de ordem ti. 
Daí vem: 
M (A)(BoA + 	 = (ARA + Ai)Q(A) 
RAoA + Ai )S(A) + M1(B0A +BO = (ADA + Ai.)[T(A)(BoA + 	 + 
(A 0),H Ai).5 (A)(BoÀ+ BO+ M(B oÀ+ 	 = (Ad, H iii)T(A)(BoA+Bi)+(A0A+ A1)(2 
(A 0A+ A1)8 (A)(Bo) , +Bi) — (ADA+ Al)T(A)(13 0 .),+ 	 = (AoÀ+ Ai)Q — M (B0A+ 
((24-0À + A1)[7 1 (A) — S 001(B o), + B1) = M(BD A + B1) — (ADA + A1)Q- 
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O lado direito da equação acima é de grau 1, pois M e Q são matrizes constantes. 
Vamos analisar o lado esquerdo da equação- No caso de termos T(À) — 8(A) 0, 
teremos então uma equação de grau maior ou igual a 2. Entretanto, isso é impossível  
devido ao fato de termos urna equagdo de grau 1 do outro lado. Logo, 
T(A) — S(A) = O T(A) = SW. 
Então temos 
m(B0A + Bi) — (240A+ 	 = o, 
ou seja, 
M(BoA + B1 ) = (Ay\ + .24.1 )Q. 
Precisamos mostrar agora que M é uma matriz não-singular. Dividimos P(A), pela 
esquerda, por (B0A + B1 ). Dal 
Pp() = (B0A+ BOU(A)+ P. 
Então temos: 
I = M(A)P(A) = M(A)(B0A + BOU(A) + M(A)P = 
= (Aod\ +ili )Q(A)U(A)+M(A)P = (440A+ Ai)QPOU(A)+ (AA+ A i)S(A)P+ MP = 
= (ADA +244[Q(A)U(A) + SNP] + MP, 
ou seja, 
I = (240 A + 240[Q(A)U(A) + SNP] + MP. 
Esta equação é de grau zero em À  (pois é igual a I). Então a expressão entre colchetes 
é identicamente igual a zero. Logo temos: 
1 = 	 + 210 .0 + MP 
MP=I 
onde det(M) 0 0 e M-1 = P. Multiplicando ambos os lados da equação  
m (Bcot + B1) = (ADA+ 110Q 
pela esquerda por P obtemos: 
PM(B 0 A + B1 ) = P(A0A + 
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PP-1 (B0 A + B1 ) = P(iloA + Ai)C? 
(Bo), + 	 = P(A0A + 
0 fato de P ser não-singular se deve a MP = I. 0 fato de P e Q serem não singulares  
vem de (BoA + B1) = P(11.0A + 	 Então a identidade acima implica que: 
Bo = P )10 Q 
e dai vem: 
det(P) det(,40) det (Q) = det (Bo) O. 
Isso completa a demonstração deste teorema. 
Nota: Pela demonstração deste teorema temos que as matrizes constantes P e Q, 
que substituem as matrizes polinomiais P(A) e Q(A), são restos, esquerdo e direito, - 
respectivamente, de Pox) e Q(A) na divisão por Bo (A) + B1 . 
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Capitulo 4 
Matrizes semelhantes  
4.1 Um critério para a semelhança entre matrizes 
Seja A = (aik ) i uma matriz com elementos numéricos de C. Sua matriz  carac-
terística (A/ — A) é uma matriz polinomial de rank n e tem polinômios invariantes: 
Teorema 19 Duas matrizes A = (aik)r e B = 	 sdo semelhantes (B = T -IAT) 
se e somente se elas possuem os mesmos  polinômios invariantes ou, o que signifies o 
mesmo, os mesmos divisores elementares. 
Demonstração: 
Sejam A e B duas matrizes semelhantes. Então existe uma matriz não-singular T 
tal que 
B = T'AT. 
Temos que 
A/ — B = 	 — A)T. 
Esta equação mostra que as matrizes  características são equivalentes. Então,  pelo 
corolário 15.1, A e B têm os mesmos polinômios invariantes. Pela definição de divisores 
elementares, concluímos que A e B possuem os mesmos divisores elementares. 
Sejam A e B duas matrizes polinomiais. Supomos que as matrizes características 
(A/ — A) e (A/ — B) têm os mesmos polinômios invariantes. Então, pelo corolário 
15.1, elas são equivalentes, ou seja, existem duas matrizes polinomiais P(A) e Q(A) 
tais que: 
AI — B = P(A)(Al — 	 (A). 
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Aplicando o teorema 18 na identidade acima, podemos substituir Pp) e Q(A) por 
matrizes constantes P e Q: 
A/ — B = P(AI — A)Q. 
Pelo Teorema de Bézout generalizado temos 
P = P(B) e = Q(B). 
Dai vem: 
A/ — B = P(AI — A)Q 
AI — B = P(B)(AI — A)Q(B). 
Então: 
isto 6, 
B = PAQ e / PQ, 
B = T-124T, 
onde T = Q = 
Isso completa a demonstração do teorema. 
Suplemento do Teorema 19 Se A = (a,k )Z e B = (bik )7 são duas matrizes 
semelhantes, ou seja, 
B =7-1AT, 
então nós podemos escolher como matriz transformação 7', a matriz 
T Q(B)=[13 (B)] -1 , 
onde P(A) e Q(A) são matrizes polinomiais na identidade 
AI—B = (A)(A I — A)Q (A) 
que relacionam as matrizes características  equivalentes AI — A e AI — B. 
4.2 A forma canônica de uma matriz 
Seja 
g(A) = Am + criAnI-1 + + 	 + a,„ 
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um polinômio com coeficientes em C. 
Consideramos a matriz quadrada L de ordem m 
	
/0 0 	 0 
-am \ 
1 	 0 	 0 
-arn-1 
	
0 1 
	 0 -ara-2 
O polinômio característico  de L é dado por 
ant 
am-1 
am-2 det(ÀI-L) = 
A 	 0 	 • - 
-1 A - - 
0 	 -1 • • • 	 0  = Am±cer i +- .+arn-IA+am = g(A). 
0 	 0 	 -1 A ai 
O cofator do elemento am no determinante da matriz  característica  é igual a ±1. 
Portanto D m-1 0,) = 1 e ii 
 =
DD: (1a) - Dm (A) = g(A), i2(A) = 	 = tim (A) = 1. 
Chamamos a matriz L de matriz companheira do polinômio g(A). 
Seja A = (aikr uma matriz cujos polinômios invariantes são 
(A), i2(A), • • . , it (A), it-F1 (A) --= . 	 i„ (A) = 1, 
onde os polinômios i i (A), i2 (A), 	 , it (A) têm graus positivos e cada um divide seu 
antecessor. Denotamos as matrizes companheiras por LI, L2, - - • , Lt. 
Então, pelo teorema 17 a matriz quase-diagonal de ordem n, 
= {Li, L2, - • ,Lt), 
tem os polinômios ij 	 = 1,2, ... , n) como seus polinômios invariantes. Como as 
matrizes A e L1 têm os mesmos polinômios invariantes, elas  são semelhantes, ou seja, 
sempre existe uma matriz não-singular U tal que 
A =ULIU-1 . 
A matriz L 1 é chamada de Primeira Forma Canônica Natural da Matriz A. Esta 
forma canônica é caracterizada por: 
1. forma quase-diagonal 
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2. estrutura especial de blocos diagonais, onde tais blocos apresentam a forma da 
matriz L enunciada acima; 
3. na seqüência de polinômios característicos dos blocos diagonais cada polinômio 
divide seu antecessor. 
Denotamos por 
Xi PO, X220 , • • • , Xu(A) 
os divisores elementares de A  = (a,k)li. As matrizes companheiras correspondentes 
serão denotadas por 
Como x3 (À) é o único divisor elementar de L (.7 )(j = 1, 2, ... , u), a matriz quase-
diagonal 
LIT  =. to) , ,02) , •  
tem, pelo teorema 17, os polinômios Xi (A), • • • , Xv 	 como divisores elementares. 
As matrizes A e LH têm os mesmos divisores elementares. Então estas matrizes 
são semelhantes, isto 6, existe uma matriz V, não-singular, tal que 
A VLTTV -1 . 
A matriz LH é chamada de Segunda Forma Canônica Natural da Matriz A. Esta 
forma é caracterizada por 
1. a forma quase-diagonal  
2. a estrutura especial de blocos diagonais; 
3. o polinômio característico de cada bloco diagonal é uma potência de um polinômio 
linear. 
Nota: Os divisores elementares de uma matriz A, ao contrário dos polinômios 
invariantes, são essencialmente ligados a um elemento de C. 
Supomos, por exemplo, que A = (aik )7 é uma matriz com coeficientes reais. Mas 
este polinômio pode ter raizes complexas. Quando trabalhamos em R, entre os di-
visores elementares pode haver potências de trinômios quadráticos com coeficientes 
reais. Quando trabalhamos com o conjunto dos números complexos, então todo divi-
sor elementar tem a forma (A — A G )P . Consideramos agora não apenas os elementos 
de A, mas também os seus autovalores. Então os divisores elementares de A têm a 
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forma: 
(A — Ai) 13`, (A — Az) P2 , • - • , 	 — Au) Pu; (Pi + p2 + 	 + 	 n). 
Consideramos um destes divisores elementares, 
(A— Ao)P, 
e associamos a ele a seguinte matriz de ordem p: 
(Ao 1 0 - 	 • 0 \ 
O Ao 1 • - 	 • 0 
0 0 0 - - - 1 
= AoI(P) + H(P) , 
0 0 o - 	 • 	 - 
onde I e a matriz identidade e H é uma matriz da forma 
(0 1 0 • • - 0\ 
0 0 1 • - - o 
0 0 0 • » 1 
\0 0 0 --- ) 
onde p = ordem de H e 	 = H. 
Essa matriz possui apenas um único divisor elemental-, (A — Ao) P . A matriz 
+ 11(P) é chamada de Bloco de Jordan correspondente ao divisor elementar 
(A — 
Os Blocos de Jordan correspondentes aos divisores elementares (A — Ai)Ps 
(i = 1, ... ,u) serão denotados por 	 J2 , 	 , J„. 
Então a matriz quase-diagonal 
= U15 J25 • - Jul 
tem as potências (A — A ir (i = 1, , it) como seus divisores elementares. 
A matriz J pode ser escrita na forma 
J 	 + A212 + H2, 	 Auiu + /41; 
onde 	 PP° 	 H(Pk), (k = 1, 2, ... , u). 
No caso de as matrizes A e J terem os mesmos divisores elementares elas são 
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semelhantes, isto é, existe uma matriz não-singular T tal que 
A = TJT -1 = TIM ]. + Hi ,A 212 + H2 ,..., A„/„ + 
A matriz J é chamada de Forma Canônica Jordan é caracterizada por sua forma 
quase-diagonal e por sua estrutura de blocos diagonais. Os esquema abaixo descreve a 
matriz de Jordan J através de seus divisores elementares (A — A1 ) 2 , (A — A2) 3 7 (A — A3)) 
(A — A4) 2- 
(Ai 1 0 0 0 0 0 
O A1 0 0 0 0 0 0 
0 0 A2 1 0 0 0 0 
0 0 0 A2 1 0 0 0 
J = 
0 0 0 0 A2 0 0 O 
0 0 0 0 0 A3 0 0 
0 0 0 0 0 0 A4 1 
\O 0 0 0 0 0 0 A4 
A Forma de Jordan é uma matriz diagonal se e somente se todos os divisores 
elementares de uma matriz A são de grau 1, e neste caso temos: 
A = 71{A1 , A2, ..., 
No lugar do bloco de Jordan visto anteriormente, algumas vezes usamos o bloco 
inferior de Jordan de ordem p: 
Ao 0 0 0 O\ 
1 Ao O 0 0 
0 1 Ao 0 0 
= Aoi(P) + 
0 0 0 • 	 - 	 - Ao 
\0 
 0 O ---  1 / 
onde I é a matriz identidade de ordem peFé uma matriz, também de ordem p, da 
forma 
/0 0 0 0 \ 
1 0 0 0 0 
O 10 0 0 
\O 0 0 	 ---  1  o! 
A matriz também tem apenas um divisor elementar (A — A0)". Para os divisores 
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elementares (A — Air (i = 1, ..., u) existem matrizes inferiores de Jordan correspon-
dentes 
J(i) = 	 + Ft, A2/-2 + F2, - • • , Aolo + Ft} , 
(/k = 1(P° Fk 	 F(Fh) ; k = 1, 2, .. • , u). 
Uma matriz arbitrária A que possui como divisores elementares (A — Ai) Pi 
1, 	 , u) é semelhante a ./(/), isto e, existe uma matriz não-singular T1 tal que 
A Ti j 	 A212 + F2, - - • , Aulu + 
Se Ao 0 então as matrizes 
AD (/(P) + 11(P) ) e Ao (/ (13) + F(P)) 
têm o mesmo divisor elementar (A — A0 ) (Pi) . Então para urna matriz não-singular A 
que tenha como divisores elementares (A — 	 = 1,-.., u) nós temos: 
A =TIT -1 e A =T1 J(1)71-1 . 
Dai concluímos que 
A = T3-Pt1(11 + F1),  A2(12  ± F2), 	 Au (La +  
4.3 Um método geral de construir uma matriz 
transformação 
Em muitos problemas sobre teoria de matrizes e suas aplicações 6 suficiente co-
nhecer a forma canônica na qual uma matriz A = (aik)7 pode ser conduzida por meio 
de transformações que envolvem semelhança entre matrizes. A forma canônica 6 de-
terminada por meio de polinômios invariantes da matriz característica  (Al — A). Para 
encontrá-la utilizaremos fórmulas já definidas ou a redução da matriz característica  
A/ — A para a forma diagonal canônica através de operações elementares. Entretanto, 
em alguns problemas, é necessário conhecer não apenas a forma canônica A da matriz 
A, mas também uma matriz transformação  não-singular (T). 
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Um método imediato para encontrarmos T consiste no seguinte: 
A TAT -1 
AT =TA 
AT -TA= O. 
A equação matricial em T é equivalente a um sistema de 72, 2 equações lineares 
homogêneas com n2 incógnitas em T. A determinação de uma matriz transformação 
consiste na resolução de um sistema de n2 equações. 
Entretanto precisamos escolher uma solução de modo que det(T) O. A existência 
de cada uma das soluções está, certa, desde que A e A tenham os mesmos polinômios 
invariantes. 
Considerando que a forma canônica é determinada unicamente pela matriz A, para 
a matriz transformação T nós sempre temos um conjunto enumerável de valores que 
são dados por 
T =UTi , 
onde 7T, é uma das matrizes  transformação e U é uma matriz arbitrária que é per-
mutável com A, ou seja, UA = AU. Ou ainda, 
T 
onde V é uma matriz arbitrária permutável com A. 
Este método é de fácil compreensão, mas é pouco prático devido ao número de 
equações necessárias para encontrar T. 
Partiremos agora para um método mais eficiente de construirmos a matriz trans-
formação T, baseado no suplemento do teorema 19. 
Escolhemos como matriz transformação 
T Q(i1). 
Então temos: 
AI - A = P(A)(AI - A)Q(A). 
Essa equação expressa a equivalência entre as matrizes  características  (A/ - A) e 
(A/ - A), e P(A) e Q(A) são matrizes polinomiais com determinantes constantes 
diferentes de zero, dadas pelo teorema citado acima. 
Para encontrarmos Q(A), reduzimos as matrizes (A/ - A) e (A/ - A) para a forma 
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A2 	 1 	 - - • 	 0 
canônica por meio de operações elementares correspondentes; 
fin(A), in-i PO, . . , (A)} = P ( A) (A I - A)C I (A) 
fin (A), in_i (A), . , (A)} = P2 (A) (A/ - A)Q2 (A) 
onde Q1(A) = T1T2 Tp„ Q2 = TI773 ..1Ç2 e 	 .T 2 	 as matrizes 
elementares correspondentes Ls operações elementares nas colunas das matrizes poli-
nomias A/ - A e A/ - A. Temos então que 
onde Q(A) = Q 1 (A)Q 1 (À) = TiT2 
Podemos encontrar a matriz Q(A) aplicando sucessivamente às colunas da matriz 
I operações elementares com as matrizes T 1 , Tp„ 771 , , TÇ. Depois substi-
tuímos o argumento A em Q(A) pela matriz A. 
4.4 Outro método para construirmos uma matriz 
transformação  
• Este novo método utiliza um número menor de operações que os vistos anterior-
mente. Entretanto, s6 podemos  utilizá-lo quando a forma canônica de Jordan e os 
divisores elementares 
(A - 	 , (A - Az) P2 , - - • 
de uma matriz A são conhecidos. 
Seja A = TJT-1 , onde 
O 
J = {A1171 + HP' , A 2P2 + HP2 , .} = 
Quando denotamos a k-ésima coluna de T por tk (k = 1,2, ..., , substituímos a 
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equação matricial 
AT = TJ 
pelo sistema equivalente de equações 
Atl 	 A.t2 = 1 t2 ti • • • 11-41 	 1 tp 1 + tpl 
= A241+1, 11;91+2 = A2tp 1 ±2 + 41+1, 	 Atpi+p, = A2tp1+p2 ± 41 +1,2 _1 . . . 
as quais podemos escrever como: 
(A 
- Ainti = 0, (A - AFT)t2 = ti, - . • , (A - Ai-Otpt = tpi - 1 
(A - A21.)tp 1 +1 = 0, (A - A2I)tp,-1-2 = 	 • • • , (A - A2 1)tpi +p2 = tp1+p2-1• • • 
Todas as colunas de 7' são divididas ern Cadeias de Jordan de colunas: 
[t1 , t2 , 	 tin ], [tp1+1 , 
Para cada Bloco de Jordan de J (ou, o que significa a mesma coisa, cada divisor 
elementar (A - lid uma Cadeia de Jordan de colunas. Cada Cadeia de 
Jordan de colunas é caracterizada por um sistema de equações do tipo das definidas 
acima. 
0 trabalho de encontrar uma matriz transformação T se reduz a encontrar as 
Cadeias de Jordan que darão as 7i colunas linearmente independentes. 
Mostraremos que estas Cadeias de Jordan de colunas podem ser determinadas 
através da matriz adjunta reduzida C(A). 
Para a matriz CPO nós temos a identidade 
(A/ - 21)C(A) = 
onde OW é o polinômio minimal de A. 
Seja 
'OW = (A - Ao) mX(A); (X(Ao) 0). 
Derivamos a identidade (A/ - A)C (A) -= ik(À)/, termo a termo, in - 1 vezes: 
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(A/ - A)C(A) + CPO = V(A)/ 
(A/ - A)C"(A) + 2C(A) = 
(A/ - A)Cm (A)+ 30'(A) =0Y"(A)/ 
(AI- A)C(m-1) (A) + (vi - 1)&11-2) (A) =  
Substituindo Ao por A temos: 
(A/ - A.)C(A) = ON/. 
(A/ - A)C(A) (A - Ao)mx(A)/ 
(A/ - A)C(A) = 0 	 (a - )1/4 0/)C -= O. 
(Ao/ - A)0(A 0) + C(A0 = 711 (A 0)I = 
(Ao/ - A)C(A0) = -C(A0) = (A - A 01)D = C, 
onde ID = (dk13 
- 
(A 0I - A)C" (A 0 ) 2C(Ao ) = 
(Ao/ - A)CH (Ao) = -2C(A0 ) (A - )1/4 01)C" (A 0 ) = 2D (A - A 0I)E =D, 
onde E = 4C"(Ao)• 
Fazendo o mesmo para todas as equações acima, temos: 
(A - AolIK = G, 
onde G - ( rn 12)!CM-2 (A0) e K = (,„11) ,Cni-1 (AD) • 
Dai, temos para as k-esimas colunas (k = 1, 2, ..., 
(A - A0/)C13 = 0, (A - A0/)C21 = Clk, • - (A - 	 C = C j = 1, • . . , 
Sendo C = C(A0) 0 0 (pois caso C(A0) = 0, todos os elementos de C(A), teriam um 
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divisor comum de grau positivo), podemos encontrar um j(< n) tal que 
aliso.  
Então as in colunas 
Cu, C2j, C3 j, • • • 
	 Ck3 
são linearmente independentes, ou seja, existem -y, 6, 	 , x E IF, tais que 
7C10 + 6C2d + + XCkJ = 
se e somente se 
Caso as colunas 	 Ckj sejam linearmente independentes  satisfaçam o sis- 
tema de equações 
(A — 	 = 0, (A - A 01)C2i 	 ..JA - AonCk • --= Ck
-ii, (j == 1, . , n) 
elas formam uma Cadeia de Jordan de vetores correspondentes aos divisores ele-
mentares (A - Ao) m
. 
Se CI; = 0 para algum j, mas C23 0 0, então as colunas Coi, , Ck-li, Ck3 
formam uma Cadeia de Jordan de in - 1 vetores e assim por diante. 
Veremos agora como construir a matriz  transformação T no caso de os divisores 
elementares de A serem primos entre si. 
(A - Ai) (m1) , 	 , (A - As ) (na ) , (Ai 	 Ai para i j; j = 1, 2, . , s). 
Aos divisores elementares (A- A i)mki nós associamos a Cadeia de Jordan de colunas 
CU) , DU) , .  
construída como mostrado anteriormente.  Então 
(A - AinC(3) =  0, (A- AMD (3) = c&), . , (A - AinKU) = Gifi. 
Quando atribuímos valores a j (1, 2, ..., s), obtemos s Cadeias de Jordan contendo ri  
colunas ao todo. Essas colunas são linearmente independentes. 
Supomos que 
»KO) + ki.D U) + + 	 = O. 
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Multiplicamos ambos os lados, pela esquerda, por (A — 	 . • (A 
— 
(A — 	 (A — 	 ... (A — As i)ms e obtemos 
p; = O. 
Substituindo 7n; — 1, sucessivamente, por 7n; — 2, 7n; — 3,... , temos 
. . = pi r- 0 	 1, 2, ... , s). 
Definimos então a matriz T pela fórmula 
 
2' r- (C (1) , D (1) , 	 ,K'; C(2) , DM, 	 , K(2) , 	 , C (s) , D(3) ,  
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Capitulo 5 
Operador linear em um espaço 
n-dimensional (teoria geométrica 
de divisores elementares) 
5.1 0 polinômio minimal de um vetor e de um 
espaço 
Consideramos um espaço vetorial n-dimensional V sobre C e um operador linear 
A neste espaço. 
Seja x um vetor arbitrário de V. Formamos a seqüência de vetores 
Sendo V um espaço de dimensão finita, existe p E Z(1 < p < Ti) tal que os vetores 
x, Az, , AP -1 x sio linearmente independentes e Az  é uma combinação linear destes 
vetores com coeficientes em C: 
APx = 	 — 72 AP -2x — . . . — ryp x. 
Tomamos o polinômio mônico 1 e(A) = AP ±7iAP-1 +...+7p_IA+71,. Então temos: 
E(A)x = AP/ ryiAP-ix + 	 7p-1AT -ypx = 	 — — - yp_ iAx — -ypx 
ryiAP-Ix 	 -yp_i.Ax ty px = O. 
Todo polinômio c(A) no qua] e(A)x = O é chamado de polinômio anulador do vetor 
x em relação ao operador A dado. Construímos o polinômio mônico anulador de x 
com menor grau possível Então podemos chamá-lo de polinômio anulador minimal 
l polinômio m6nico é um polinômio no qual o coeficiente do termo de maior grau é igual a 1 
56 
de x ou simplesmente polinômio minimal do vetor x. 
Todo polinômio anulador c(A) de x é divisive] pelo polinômio minimal 0(A), ou 
seja, 
E(A) = lb(A)a(A) + p(A), 
onde ce(A), °PO são o quociente e o resto, respectivamente, na divisão de E(A) por 
0(A). Então 
0 = e(A)x = a(A)11,(44)x 4- g(A)x = a(A).0 + g(A.)x = g(A)x. 
Isso implica que p(A) x = 0_ Mas o grau de g(A) é menor que o grau de 1,b(A). 
Então 200 0. Disso segue que: Todo vetor x tem um único polinômio 
Escolhemos uma base, e l , e2 , , e„, de V. Então todo vetor x de V pode ser 
escrito como 
X = xe + x2e2 + + xnen . 
Denotamos por th. PO, 02 	 , 1Pn PO os polinômios minimais associados aos vetores 
da base (e l , e2 ,... , en, respectivamente) e por E(A) o mínimo múltiplo comum destes 
polinômios. Temos que o polinômio E(A) é 'Minim e C' também um polinômio anulador 
dos vetores da base. 
Segue que: 
E(A)x = E(A)[xiel + x2e2 + + /flea] = 
xi e(A)ei + x2E(A)e2 + + x ne(A)e n = + 0 + + 0 = 0, 
ou seja, c(A) se anula em todo vetor x E V. Então 
e(A) = 0. 
O polinômio E(A) é chamado de Polinômio anulador para todo o espaço V. 
Seja 7P(A) um polinômio anulador arbitrário para todo o espaço V. Então E(A) 
é um polinômio anulador para os vetores da base, e l , e2, , en . Então CA) é um 
múltiplo comum dos polinômios minima's //21 (A), 02 (A), , On (A) destes vetores e, 
portanto, é divisível sem resto pelo mínimo múltiplo comum E(A). Então E(A) tem 
grau mínimo e é mônico. Esse polinômio é determinado unicamente pelo espaço V e 
pelo operador A, e é chamado de polinômio minimal do espaço V. A unicidade do 
polinômio minimal do espaço V vem do fato que: todo polinômio anulador E(A) do 
espaço V é divisível  pelo polinômio minimal ON. Apesar da construção do polinômio 
minimal ter sido associada a uma base finita, este polinômio não depende da escolha 
desta base. 
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Pelo fato de que o polinômio minimal de V anula todo o vetor x de V,  temos que 
o polinômio minimal do espaço é divisível pelo polinômio minimal de todo vetor do 
espaço. 
Chamamos a atenção para o fato de que todas as afirmações feitas neste capitulo 
são baseadas em um operador A o qual foi estabelecido anteriormente. Alterando o 
operador, podemos também estar alterando os polinômios. 
5.2 Decomposição em subespaços invariantes com 
polinômios minimais primos entre si 
Definição 30 Sejam V' eV" dois subespagos vetoriais do  espaço V. Dizemos que V 
é decomposto em dois sube,spagos, V' e V", se são verdadeiras as seguintes condições: 
1. V' e V" nil° possuem vetores em comum, exceto o vetor nulo; 
2. todo vetor x E V pode ser representado pela forma 
x = + x” 
onde x' e V' e x" e V". 
Podemos representar tal decomposição por 
V = V' e V"_ 
Pelo condição 1, temos que a representação de x como soma de subespagos é feita de 
maneira única. Podemos verificar isto da seguinte forma: Representamos x de duas 
formas distintas. 
=: ± i"; xi E V' e x" E V" 
= + y" ; e V' e y" E V". 
Subtraindo uma equação da outra temos 
II I 
—y—y, 
ou seja, 
Mas x' — y` E V' e y" — x" E V". Pela condição 1, x' — y' = 0 e y" — x" = 0, pois o 
único vetor comum de V e V' é o vetor nulo. Logo, x' = y' e x" = y". 
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Definição 31 Um subespaço V' C V é chamado de invariante em relação ao operador 
A se AV' C V I, ou seja, se x E V' então Ax E 1P. 
A definição acima nos diz que o operador A leva um vetor de um subespaço 
invariante em um vetor do mesmo subespago. 
Teorema 20 (Primeiro teorema na decomposição de um espaço em subespaços in-
variantes) Se para um dado operador A, o polinômio minimal 0(A) do espaço é repre-
sentado, sobre C, na forma de produto de dois polinômios, ib i (A) e 0 2 (A), primos entre 
si e com coeficiente do termo de maior grau igual a 1, ou seja, ik(A) = ilii(A)0 2 (A), 
então todo o espaço V é dividido em dois subespaços invariantes, I e 12 , isto 6, 
V = I e 
onde ib1 (A) e ik2 (A) são os polinômios minimais de h e 1-2 , respectivamente. 
Demonstração:  
Definimos por 1.1 o conjunto de todos os vetores x E V que satisfazem a equação 
tibi(A)z = 0 e, por 12 , o conjunto de todos os vetores x E V que satisfazem a equação 
ik2 (A)x = O. h e /2 são subespagos de V. 
Assumimos que b1 e 02 são primos entre si. Então existem polinômios com coefi-
cientes em C, x i (A) e 
 X2  (A), tais que: 
01(A)xi(A) + 11)2(A)x2 (A) = 1 . 
Tomamos um vetor arbitrário x de V.  Substituftnos A por A na equação acima e 
aplicamos os dois lados da mesma em x: 
x = 02(.11)X2(A)x + 1,1 i (A)xi(A)x, 
ou seja, 
x = x' + x", 
onde x' = 02(1)x2(A)x e x" = 	 (A)x. Alem disso, 
e 
Isso implica que 
01.(A )x i = 01 ;b2(A)x2(1 ) x = 0 (11.)x2 (A)x = 
02(4)e = 102 7,bi (A)xi (A)x = 0(24)xi(A)x =  O. 
x'EI e  
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Se tomarmos x0 E n12, ou seja, Vh(A)xo = O e '02(A)xo = O então 
xo = x1(A)01. (A)x o 
 ± X2 (A)02 (A)x0 = O + O = O.  
Logo ./j. e 12 têm apenas o vetor nulo em comum. Portanto, 
V = 11 e12 . 
 
Supomos que x E /I . Então 7/21 (A)x = 0, ou ainda, iliPi (A)x = A.0 = O. Isso significa 
que 01 (.24)Ax = O. Portanto, Ax E I. Disso podemos concluir que A é um subespago 
invariante. Da mesma forma provamos que /2 também é um subespago invariante. 
Para completarmos a demonstração do teorema, precisamos mostrar que 'Ø (A) e 
Ø2(A) são polinômios minimais de /1 e /2 , respectivamente. 
Sejam itpi, (A) um polinômio a.nulador de .4 e x um vetor unitário de V. Mas, 
podemos escrever x como 
onde x' E 
 I e x" E /2. Então 
7,1,1(44)7,13 2 (A)x = 114. (A)0 2 (A)x' + 01 (A)0 2 (.4)x" = 
= 0. 	 1 
Sendo x um vetor arbitrário de V,  então o produto I 14 0002 (A) é um polinômio 
anulador de V e, portanto, é divisível por 2,4A) sem resto. Mas, ik(A) = 01(A)02(A)• 
Logo, '420 é divisível por (A). Como (A) divide todos os polinômios anuladores, 
e o polinômio minimal 7,1'1 de i é um polinômio anulador, temos que ' 1 (A) divide 
/4 (A). Mas '4  (A) divide 01 (A). Como os dois são mônicos, podemos afirmar que 
Entretanto, itk . (A) é um polinômio anulador arbitrário de I e 01 (A) é um polinômio 
particular dos polinômios anuladores, pela definição de /1 . Portanto, (A) é um 
polinômio minimal de I. Do mesmo modo provamos que 02(A) é polinômio minimal 
de /2 •  
Isso completa a demonstração do teorema. 
Decompomos ii9(A) em fatores irredutíveis sobre C: 
= 
onde [A — 	 (i = 1, 2, .. , 	 são polinômios irredutíveis distintos sobre C. Alem 
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disso, esses polinômios são natinicos. Então, pelo teorema 20, temos 
onde /k é um subespaço invariante com polinômio minimal [A —.I.Pkrk (lc = 1,2, ... , s). 
Lema 1 Se os polinómios rainimais dos vetores e' e e" ado primos entre si, entrio o 
polinômio minimal do vetor soma e' ± e" é igual ao produto dos polinômios minimais 
dos vetores e' e e". 
Demonstração:  
Sejam Xi PO e x2 (A) os polinômios minimais dos vetores e' e e", respectivamente. 
Pela hipótese, xi (A) e 
 X2  (A) são primos enter si. Seja x(A) um polinômio anulador 
arbitrário do vetor e, onde e -= e' ± e".  Então 
O = X2 (24)X(A)e = X2(Á)X(- 11) 61 + X2(A)X(A)en 
x2(A)x(A)e' = X2(A)x(A)e — x2(A)x(11)e" =  O — O =- 
Logo, x2 (A)x(A) é um polinômio anulador de e'. Portanto, x2 (A)x(A) 
 é  divisível por 
Xi(A)• Mas, como xi (A) e x2 (À) são primos entre si, podemos concluir que XPOé 
divisível por X2(4 Logo, x(À) é divisível  por  Xi (A)x2(A), ou seja, todo polinômio 
anulador de e é divisível por xi (A)x2(A). Portanto, 
 xi(A)x2(A) é o polinômio minimal 
do vetor e. 
Isso completa a demonstração. 
Teorema 21 Em um espaço vetorial sempre existe um vetor no qual seu polinômio 
minimal coincide com o polinômio minimal de todo o espaço. 
Demonstração: 
 
Consideramos o caso em que o polinômio minimal do espaço V é uma potência do 
polinômio linear cp(A), ou seja 
CA) = 
Tomamos el, ez, - • , en como base de V. 0 polinômio minimal de ei é um divisor 
de 0(A) e é representado pela forma [A — onde /i < /(i = 1,2, , n). Mas o 
polinômio minimal do espaço é o mínimo múltiplo comum dos polinômios minimais 
dos vetores da base e CA) é a maior das potências [A— (i = 1,2, ... ,it). Isso 
significa que Op.) é igual ao polinômio minimal de um dos vetores da base. 
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Passaremos agora para o caso geral. Escrevemos o espaço como soma de 
subespagos invariantes: 
V = I e12 1E9 	 ED Is , 
cujos polinômios minimais são (A — v i ) E1  , (A — cp2) 12 , 	 , (A — (p5 ) 1°, respectiva- 
mente. Existem vetores el E 	 c2 E 12, - e8 e Is cujos polinômios minimais são os 
polinômios minimais de /j . 	 Pelo lema 1, o polinômio minimal do vetor 
e = el + e2 	 ea é igual ao produto 
[A — VIP [A — W21 12 • • • [A — Sosi 4 
ou seja, é igual ao polinômio minimal do espaço V. 
5.3 Congruência e Espaços quocientes 
Definição 32 Seja I um subespago vetorial tal que I C V. Dizemos que dois ve-
tores x,y E V são congruentes módulo I (notação: x y(mod I)) se e somente se 
y — x E I. 
Vejamos algumas propriedades: 
P 20 x x(mod I) (reflexão) 
Demonstração; 
 
xax(rnod 
Como I é um subespago vetorial, podemos afirmar que 0 E I. 
P 21 x y(mod I) y x(rnod I) (simetria) 
Demonstração:  
x y(mod I) -y—xEI 
Como I é um subespaco vetorial, temos que (-1)(y 
 —4  e I. 
x—yEI=-yax(mod I). 
P 22 x a- Wriod I) e y *nod I) x z(raod I) (transitividade) 
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Demonstração: 
x y(rnod I) y—x E I 
y z(rnod I) 	 y EI 
Como I é um subespaço vetorial, temos que 
y—x+z—yE/. 
Z — z EI.  
Logo, x z(rnod 
A partir destas três propriedades passaremos a utilizar a congruência pars dividir 
todos os vetores do espaço em classes. Os pares de vetores congruentes (mod I) 
pertencem h. mesma classe. A classe que contém o vetor x sera, denotada por 
subespaço I é uma dessas classes, chamada de U. 
As congruências podem ser somadas termo a termo e multiplicadas por um escalar 
pertencente a C: 
P23 x x' (mod I) e y -== y' (mod I) x + y x' + y' (mod I) 
Demonstração: 
 
x x' (mod I) x' — x E I 
y 	 (mod I) y' —ye/ 
Sendo I um subespago vetorial, temos 
xl — x + — y E I 	 + y' — (x + y) EI x + y x' + y' (rnod I). 
P 24 x x' (mod I) ax ax' (mod I), a e C. 
Demonstração: 
x x r (rnod I) 	 —' E I 
Sendo I um subespago vetorial, temos 
a(x' — z) E I, 
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onde a E F. Logo, 
ax' — ax E I ax ax1 (mod I). 
Por essas propriedades, temos que as operações de  adição e multiplicação por um 
escalar nil) alteram as classes de congruência. A soma dos vetores desta classe é 
denotado por "1- + e a multiplicação por escalar por aY. 
Denotamos por V o conjunto de todas as classes Y, y,... , nas quais a adição e a 
multiplicação por escalar sio definidas. Então, tanto V quanto V sio espaços vetoriais 
sobre (C. Dizemos que V é um espaço quociente de V. Se ri, in, ñ são as dimensões 
dos espaços V, /, Ti, respectivamente, então i = in. 
Sejam A um operador linear em V e I um subespago invariante em relação à A. 
Isso significa que, AI C I, ou seja, se x E I então Ax E AI. Para x x'(rnod I) 
temos que x' — x E I. Logo, A(x' — x) E AI, ou ainda, Ax' — Ax E AI. Dai vem 
que Ax Ax 1 (rnod Al).  Concluímos então que o operador A pode ser aplicado aos 
dois lados da congruência. Em outras palavras, se o operador A é aplicado a todos os 
vetores x, , da classe Y, então os vetores Ax, Ax' , . também pertencem a uma 
classe, a qual denotamos por M. 0 operador linear A leva uma classe em outra classe 
e preserva as operações, portanto, é um operador linear em V. 
Definição 33 Dizemos que os  vetores x l , x 2 , . ,xp só o linearmente dependentes mó-
dulo I se existem números a1 , a2 , ap pertencentes a C, não simultaneamente nu-
los, tais que 
ai xi + a2Z2 . 	 apXp 0(rnod I). 
Não só o conceito de dependência linear, mas todos os conceitos, afirmações e 
conseqüências, podem ser repetidas, palavra por palavra, apenas substituindo ' 
por ' (mod 	 onde I é um subespaço invariante fixado em relação a A. 
5.4 Decomposição de um espaço em subespagos 
cíclicos invariantes 
Sejam V um espaço vetorial, A um operador linear e um vetor de V. Seja 
o- (A) = » + a 1 \P-1 + + ap_dn + a), o polinômio minimal de e. Então os vetores 
e, Ac, . , AP' e 
são linearmente independentes e 
AP e = —ape — cep_iAe — . — 
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Os vetores e, Ac,. , Ar -le formam uma base p-dimensional do subespago I. Cha-
mamos este subespaço de cíclico considerando a condição especial da base formada 
por esses vetores e do vetor APe. 
Tomamos novamente os vetores e, Ac,  . . . , Ar- le. 0 operador A leva o primeiro 
destes vetores no segundo, o segundo no terceiro, e assim por diante_ O último vetor 
da base é levado, também por A, para a combinação linear dos vetores da base, Are. 
Assim, A leva todos os vetores da base em vetores de I e um vetor arbitrário de I 
ern outro vetor arbitrário de I. Ern outras palavras, um subespaço cíclico é sempre 
invariante em relação A A. 
Todo vetor x E I é representado como combinação linear dos vetores da base, ou 
seja, 
x = 
onde x(A) é um polinômio em de grau menor ou igual a p — 1 com coeficientes 
em C. Construindo todos os polinômios possíveis, x(À), de grau menor ou igual 
p — 1 com coeficientes em C, obtemos todos os vetores de mais ainda, polinômios 
diferentes produzem vetores diferentes. Considerando a base acima citada e a fórmula 
= x(A)e, dizemos que o vetor e gera o subespago. 
Teorema 22 (Segundo teorema na decomposiçôo de um espaço em subespaços invari-
antes) Em relaçâo a um dado operador linear A dado, o espaço vetorial V sempre pode 
ser decomposto numa soma direta de subespaços cíclicos 11 ,12, ,I com polinômios 
minimais PO, Ø2 (À) , . , ibt (A),tais que Ibi (A) coincide com o polinômio minimal  
CA) do  espaço todo e cada tb(A) é divisível  por ibi±i(A), (i =1, 2, ... , t —1). 
Demonstração: 
Sejam 01 (A) = 	 = am 	 + 	 a„, o polinômio minimal do espaço  
vetorial V. Então, pelo teorema 21, existe um vetor e no  espaço para o qual este 
polinômio 6 minimal. Denotamos por I o subespaço cíclico com base 
e, Ac,.  . , Am - l e.  
Se in = n então V = I. Supomos que n > in e que o polinõrnio 
02(A)= AP + fidtP-1 + - + 
é o polinômio minimal de V(rnod I). Pelo o que vimos anteriormente, 02 (A) 6 um 
divisor de 'i/' ]  (A), ou seja, existe um polinômio x(A) tal que 
IGO) = PO' = i (A) ;b2 00 • 
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Entretanto, em V existe um vetor g. no qual o polinômio minimal relativo é 02 (A). 
Então 
0, 
ou seja, existe um polinômio x(A) de grau menor ou igual a in — 1 tal que 
71)2(A)g* x(A)e. 
Aplicamos o operador x(A) em ambos os lados da equação. Então temos 
*2 (A)? = x(A)e 
x(A)0 2 (A)g* = x(A)x(A)e 
Vi i (A)g* = x(A)x(A)e. 
Mas 01 (A) é o polinômio minimal absoluto do espaço. Então  
x(A)x(A)e = O. 
Logo x(A)x(A) é um polinômio anulador do vetor e e, portanto,  divisível pelo polinômio 
minimal 01 (A) = x(A)02 (A). DM, x(A) é divisível por *2 (A), ou seja, 
x(A) = xi (A) 102 	 = 
onde xi (A) é um polinômio. Então temos 
(A)1 = x(A.)e 
02(A)9 * = -02(A)ii(A)e 
02(11),4*  — 7,b2(A)xi(A)e = 
çb2 (A)[g* 
— xl(24)6] = o. 
Definimos g = g"' xi (A). Portanto 
7,b2 (11)9 = O. 
Então 02 PO é um polinômio a,nulador absoluto do vetor g e, portanto, é divisível pelo 
polinômio minimal absoluto de g. Por outro lado, 
g = g* — x i (A) g g* (mod 
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Sendo Ø2(À) o polinômio minimal relativo de e, este também é para g. Então (A) 
6, simultaneamente, polinômio minimal absoluto e relativo de g. Pelo fato de ik 2 (A) 
ser o polinômio minimal absoluto de g, temos que o subespago 12 com base 
é cíclico. 
Sendo 02 (A) o polinômio minimal relativo de g(rnod I), temos que os vetores 
g,Ag,..., AP -1g são linearmente independentes (mod Podemos então afirmar a 
independência linear de m +p vetores 
e, Ae, 	 , rle; g, Ag,. . , AP-1g. 
Estes vetores formam uma base do subespago invariante 11 +12 de dimensão in + p. 
Se m = m + p então V = 11 + 12. Se n > rn + p, consideramos V(mod + 12) e 
continuamos nosso processo de separação em subespagos  cíclicos. Sendo V um espaço 
de dimensão finita (71), este processo se encerrará, pars algum subespaço 4, onde t < n. 
Isso prova o teorema. 
Teorema 23 Urn espaço é cíclico se, e somente se, sua dimensão é igual ao grau de 
seu polinômio minimaL  
Demonstração: 
Sejam V um espaço cíclico n-dimensional e b(À)  = Ani+aiAm-1 +...+ani_dt+a„, 
seu polinômio minimal. Então, pela definição de espaço  cíclico, in = n. 
Sejam V um espaço vetorial  arbitrário n-dimensional e in o grau de seu polinômio 
minimal. Pela hipótese, in = II. Pelo teorema da decomposição, V pode ser represen-
tado na forma 
V = 1.1 	 1-2 El) ..• 
	 It• 
Mas a dimensão do subespaço cíclico 
 4  é in, pois seu polinômio minimal coincide com 
o polinômio minimal do espaço todo. Como m = n, temos V = II , ou seja, V é um 
espaço cíclico. 
Teorema 24 Um espaço cíclico pode ser dividido em subespaços invariantes que 
1. também são cíclicos; 
2. possuem  polinômios minirnais primos entre si. 
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Demonstração; 
Decompomos o espaço cíclico V em dois subespagos invariantes h e 12: 
V = ED 1.2 - 
Denotamos as dimensões de V, .1 1 e 
 12 porn , ni e n2, seus polinômios minimais por 
14(A), 01 (A) e 02 (A), e os graus destes polinômios por In, mi e rn2, respectivamente. 
Então in1< mi e m2 <712. Somando estas inequações, termo a termo: 
rni + m2 < i +  712. 
Sendo ON o mínimo múltiplo comum entre (A) e 02 (A), temos: 
in < mi + 7122.  
Entretanto, n = ni + n2. Logo, 
in < inL + rn2 < 711 + 712 = rt. 
Mas, como V é cíclico, temos que in = n. Então 
in = in1 ± m2 = tmi + n2 = rt. 
0 fato de termos in = mi + ra2, nos diz que 01 PO e 02(A) são primos entre si. Temos 
ainda que: mi < ni, m2 < n2 e rni + ra2 = i  + n2. Então mi = ni e m2 
Portanto, os subespagos I e 12 são cfclicos. 
Teorema 25 Se um espaço é dividido em subespaços invariantes que: 
1. são cíclicos;  
2. possuem  polinômios m,inintais primos entre si 
então o espaço é cíclico.  
r= 722. 
Demonstração: 
Dividimos o espaço vetorial V em dois subespagos invariantes cíclicos, ./.1 e 12, 
v 	 ED h. 
Seam igA), ibi(X) e 1P2(A) os polinômios minimais de V, l e /2, 7n, nil e  7 2 os graus 
destes polinômios e n, ni e n2 as dimensões de V, 1.1 e 12, respectivamente. Pela 
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hipótese, tp,(A) e 02 20 são primos entre si. Então, pelo lema 1 
= 11)12002(A). 
Logo, 
7)2 
 =  m1 + M2 
Sendo 11 e /2 subespagos cíclicos,  pelo teorema 23, temos que m1 = n1 e 
Mas n = it1 + n2 . Logo, 
= 	 712 = m1 + m2 = 
Sendo n = m, temos que o espaço é cíclico. Isso completa a  demonstração. 
Teorema 26 Um espaço rid° pode ser dividido em subespagos próprios invariantes 
se e somente se 
1. é cíclico 
2. seu polinômio minimal é potência de um polinômio linear. 
Demonstração: 
Seja V um espaço que não pode ser dividido em subespagos invariantes. Então, 
V é um espaço cíclico pois, caso contrário, pelo segundo teorema da decomposição, V 
poderia ser dividido em subespagos cíclicos. 
O polinômio minimal de V é uma potência de um  polinômio irredutível pois, 
caso não o fosse, pelo primeiro teorema da decomposição, V poderia ser dividido em 
subespaços invariantes. 
Sejam V tun espaço cíclico e seu polinômio minimal uma potência de um polinômio 
linear, ou seja, 
Neste caso, o polinômio minimal de todos os subespagos invariantes de V também é 
uma potência de seu polinômio irredutível  c, 000 . Então, os polinômios minimais de 
dois subespagos invariantes quaisquer, não são primos entre si. Logo, V não pode ser 
dividido em subespagos invariantes. Isso completa a demonstração do teorema. 
Teorema 27 (Terceiro teorema na decomposição de um espaço em subespagos invari-
antes): Um espaço sempre pode ser dividido em subespagos  cíclicos invariantes 
V=Per e...e lea) 
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tal que o polinômio minimal de coda subespaço cíclico é urna potência de um polinômio 
irredutível. 
Demonstração: 
Dividimos o espaço vetorial V em subespagos cíclicos:  
V=.49/2e...e/t. 
Dividimos também os polinômios minimais destes subspagos em fatores lineares: 
(A) = [A — 
	 1.11 [A _ cp2ici2 , • [A 
= [A— Wil e" [A — 5021 `22 • • - [A — Wsi c28 , 
Ot(A) = [A — Wi] "1 [À — ken' • - - [A — Wsra 
(8ik > 8ki; i,k = 1,2, 	 t; j = 1,2, ... , s). 
Aplicamos o primeiro teorema da decomposição para 
onde II, If, 11 9) são subespagos cíclicos cujos polinômios minimais são 
[A _ 	 [A _ cp2ic12 , 	 rA Wajels. Da mesma forma, decompomos /2, 	 , h. As- 
sim obtemos a decomposição de V em subespagos cíclicos corn polinômios minimais 
[A —wi ldhi , [A — cP2i c', • • • , [A — 	 = 1 , 2 ,• • , - 
Assim, fica provado o teorema. 
5.5 A forma canônica de um operador 
Seja I um subespago invariante 2n-dimensional do espaço V. Tomamos uma base 
para 4, el, e2,..., em , e completamos esta para formarmos uma base para V: 
el , 82, • - - , 	 • • - 
 
Denotamos por B a matriz do operador A nesta base. Vimos anteriormente que 
a k-esima coluna de B é formada pelas coordenadas do vetor Aek (k = 1,2, ..., 
Para It < in, o vetor Aek E 4  e as últimas ri — in coordenadas de Aek sio zero. Por 
tanto, B tem a seguinte forma: 
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( B1 B3 
O B2 ) 
onde B1 e B2 sio matrizes quadradas de ordem m e TI - m, respectivamente, e B3 é 
uma matriz retangular de ordem in x (n - m). 0 fato do quarto bloco ser zero, mostra 
a invariância do subespago /1 (com relação 
 a base el, ez • • ,e70- 
Assumimos que em+i , , e, é a base de algum subespaço invariante 12 tal que 
V = ./j. ED 4 e as bases dos subespagos invariantes, 4 e 12, formam uma base para S. 
Então o bloco B3 também é zero e a matriz B tem a forma quase-diagonal: 
( 	 ) 
= 	 B2} ) 
O B2 
onde B1 e B2 são, respectivamente, matrizes quadradas de ordem in e it - 771, para as 
quais foram dados operadores nos subespagos 
 4  e /2 (em relação as bases e l , e2, , 
e em+i , 	 en)• Da mesma forma, uma matriz quase-diagonal corresponde à decom- 
posição do espaço em subespagos invariantes. 
Pelo segundo teorema da decomposição, podemos dividir o espaço V em subespagos 
cíclicos 4, 	 h: 
V = 	 ED 1.2 ED ••• ED It • 
Cada um dos polinômios minimais destes subespaços, 0 1 00, 	 (A), é divisor 
de seu antecessor. 
Sejam 
onde (ra > p > . > v). 
Denotamos por el , e2 , 	 , et , os vetores que geram os subespagos 4, 12 , •.., It e 
formamos uma base para o espaço a partir das bases dos subespagos  cíclicos:  
et, Aez, 	 , A-m-l et; e2, ./1.62, • - • 	 • . ;1, Act, • - • , 
A matriz L1 corresponde ao operador A na base dada. Então a matriz L1 tem a 
forma quase-diagonal: 
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0 	 0 	 Li 
A matriz L i corresponde ao operador A em h em relação à base bi 
 = ei, 
b2 
 = Aei,- • -, b.= 
0 	 0 - • - O 	 —aim 
1 	 0 	 • - • 	 0 
0 	 1 	 - 	 0 	 0 
— a12 
o 
\ o 
Li = 
0 	 0 	 - 
\ o 	 o 	 • - • 
Da mesma forma. 
, 0 	 0 --- O 	 —a2p 
1 	 0 	 • - • 	 0 
0 	 1 	 - - - 	 0 	 0 
o 	 —a22 
1 
Calculando os polinômios característicos  das matrizes Li , L2 ,..., Li , encontramos: 
det(AI— Li) = 	 det(XT — L2) = 1P2 (A), . . , det 	 — Ly) = PO • 
Para subespagos cíclicos o polinômio característico  de um operador A coincide com 
o polinômio minimal do subespaço relativo a este operador. 
Então a matriz Li corresponde ao operador A na base  canônica. Se B é a matriz 
correspondente a A em uma base arbitrária, então B é semelhante a Lr, ou seja, existe 
uma matriz não singular T tal que 
B = 
Dizemos que a matriz L1 tem a Primeira Forma Canônica Natural. Essa forma 
caracterizada por: 
1. sua forma quase-diagonal; 
2. sua estrutura especial de blocos diagonals; 
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3. o polinômio característico de cada bloco é divisível pelo polinômio característico 
do bloco seguinte. 
Do mesmo modo, pelo terceiro teorema da  decomposição, obtemos uma matriz 
L11 relacionada ao operador A em uma base apropriada. Essa matriz tem a Segundo 
Forma  Canônica Natural, que é caracterizada por: 
1. sua forma quase-diagonal 
{ifn , LP) , .., 11u) } ; 
2. sua estrutura especial de blocos diagonals; 
3. o polinômio característico de cada bloco diagonal é uma potência de um polinômio 
5.6 Polinômios Invariantes e Divisores Elementares 
Denotamos por D(A) o major divisor comum de todos os menores de ordem p 
da matriz característica 
 BA  = A/ — B, = 1,2, . , n). Sendo cada polinômio da 
seqüência 
	
Dn (A), Dn_i 	 , Di (A) 
divisive] pelo seu sucessor, as fórmulas 
=  
	
, (A) = Do (A) ; (D O N a.- 1) 
definem n polinômios cujos produtos é igual ao polinômio característico 
A (A) = det (A/ — 
	
Da(A) = ii (A)i 2 (A) ... in (A). 
Dividimos os polinômios ip (A), 	 =  1 , 2 , . 	 n) em fatores lineares: 
ip (A) = (A — çoi) 7P (A — yo2) 5P . . . . 	 = 1, 2, ... , n); 
onde 	 (Pz 	 são polinômios lineares distintos. 	 Os polinômios 
PO, i2(A), , (A) são chamados de polinômios invariantes, e todas as potências 
não-constantes (A — yi) 7P, (A — ço2) 52 ,... são chamadas de divisores elementares da 
matriz característica BA = AI — B ou, simplesmente, de B. 
Tanto o produto de todos os divisores elementares, como o produto de todos os 
polinômios invariantes, é igual ao polinômio característico 	 = det(A/ — B). 
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O nome polinómio invariante é justificado pelo fato de que duas matrizes 
semelhantes .8 e È, tais que 
=T-IBT, 
sempre têm os mesmos polinômios invariantes 
ip (A) = ip (A) (p = 1, 2, . , n). 
Temos então que 
.1JA =  AI— E  =2-4 (Ai - B )T  
Pela formula de Binet-Cauchy, hã uma relação entre os menores das matrizes 
semelhantes BA e Éx: 
	
13.), ( it 	 i2 
Is2 	 kp 
	
E T-1 	 i2 	 ) AA ( an an . • • alp T í&21 a23 a2p 
an an 	 alp 	 an 	 (Yap 	 122 	 k2 	 kr 
.12 < • < alp 
.21 C.22 < 	 < a2p 
onde (p --= 1, 2, ... , n). 
Esta equação mostra que todo divisor comum dos menores de ordem p e BA é 
também, um divisor comum dos menores de ordem p de BA , e vice-versa. Deve-se a 
isso o fato de que 
De (A) = E(A) e ir (A) = 7,7,(),) 	 = 1, 2, ... 
Portanto, todas as matrizes que representam um operador A em bases distintas, são 
semelhantes e por isso possuem os mesmos polinômios invariantes e os mesmos divi-
sores elementares_ 
Teorema 28 (Forma mais precisa do segundo teorerna da decoraposigdo) Se A é urn 
operador linear em V, enttio o espaço pode ser decomposto em subespaços cíclicos 
v = e) e) ED ip 
tais que na seqüência de polinômios minimais (A) , 1/22 Pt) 	 'Op PO dos subespaços 
12,... , 4 , cada um divisível  pelo seguinte_ Os polinómios rninirnais scio deter-
minados de forma única: eles coincidem com os polinômios invariantes, diferentes de 
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1, do operador k 
Demonstração: 
Seja V um espaço vetorial e A um operador linear em V. Pelo teorema 27, podemos 
dividir V em subespaços cíclicos invariantes, E, 	 , 4, ou seja: 
v = e El) 	 El) /p , 
onde 'JAN é o polinômio minimal do subespaço i , (i = 1, 2, ... ,p). Escolhemos 
bases para os subespaços de maneira que a matriz L i , (i = 1,2, ,p), que representa 
o operador A, tenha a forma Lf , ou seja, a primeira forma canônica natural. Seja B 
uma matriz de blocos diagonals: 
/LI 0 0 0 0 0 0 0\ 
0 L2 0 0 0 0 0 0 
0 0 0 0 0 0 0 
0 0 0 Ls 0 0 0 0 
B= 
0 0 0 0 0 0 0 
0 0 0 0 0 Lt 0 0 
0 0 0 0 0 0 o 
\O 0 0 0 0 0 0 Lp / 
Inicialmente iremos considerar que retiramos uma coluna de L s e uma linha de L. 
Assim obtemos matrizes retangulares L, e L. 
Ls 0 O O 0\ 
o La±/  0 0 0 
Seja C a matriz . 0 O . Tomamos por C1 a matriz C com 
O 0 0 Lt_1 
\ o o o o Lt 
remoção de uma linha de L t e uma coluna de L,_ Formamos então uma nova matriz 
com a seguinte forma: 
/L i. 0 0 0 0 0\ 
o 0 0 0 0 
= 
000000 
0 0 O Lt 0 0 
0 0 0 0 
\O 00004/ 
onde det É = det 	 da L 5_1 .da C. det L +1.. det L. Afirmamos que C contém 
uma linha ou coluna de zeros e, portanto, é zero. Lembramos que C é uma matriz 
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diagonal com L,... L t na diagonal. 
Dividimos O em quatro blocos, 
( U 
T 
sendo U a matriz composta pelas primeiras n3 _ 1 linhas e colunas e V o bloco com-
plementar de U na diagonal. Como O é diagonal o bloco superior à direita de U 
formado por zeros. Deste modo, det 0 = det U. det V. Olhamos agora para a primeira 
linha de V. Observamos que L, é de ordem n, e L3+1 começa na posição  Cns+1,n3+11 
mas em O uma coluna foi removida em 
 4 . Assim U é de ordem n, —1 e termina com 
o elemento On3-1,n3 • 
Deste modo V começa com Cfts , na+,. COX110 C é diagonal por blocos e Cna , n8+1 esta 
direita do bloco 4 , 	 •=-- 0, para todo j > 0 e a primeira linha de V é nula. 
Se temos uma linha de L, e uma coluna de Lt , a demonstração é semelhante, mas 
V terá uma coluna de zeros. 
Como det V = 0, det 0 = det U. det V = 0 e det M = O. 
Supomos agora que tiramos uma linha e uma coluna do mesmo bloco diagonal L 3 . 
Assim, 
0 o L3 o o o 
0 
•0 	 0 
0 0 
0 
L5+1 
0 
0 
• . 
0 
\0 
 
0 0 0 0 LJ 
Assim detÊ = det 	 det L8 _ 1 det L,+. 1 det L,. Portanto 
	
det
= 
 det Li det L3 _ 1 det L3+1 . det det 	 det 	 L 	 det
- 
, 
det L2 	 det Lp 	 det L2 ...det Lp 	 det L, 
e como det L, divide det Li , temos que det 4 det 4, divide det B. Desta forma 
det L2 ... det 4, divide todos os cofatores de B e é um múltiplo do MDC dos cofatores, 
pois essa é uma característica da matriz L1 . 
Agora construímos o cofator de M onde eliminamos a linhal e a coluna n3 , a última 
coluna de Li . Deste modo L i se torna triangular com —1 em toda a diagonal. Dai 
det E =  (-1)"'. det 4 det 4, ou seja, det  4  ... det Lp é o MDC dos cofatores. 
Isso completa a demonstração. 
Esse teorema pode ser escrito das seguintes maneiras: 
* Para cada operador linear A em V existe uma base na qual a matriz L1 deste 
Li 0 0 	 0 	 0 0\ 
- • O. 0 	 0 	 0 	 0 
76 
mesmo operador é da primeira forma canônica natural. Esta matriz é unicamente 
determinada quando o operador A é dado: os polinômios característicos  dos blocos 
diagonais de LI são os polinômios invariantes de V. 
* Em cada classe de matrizes semelhantes existe uma matriz L1 que tem a primeira 
forma canônica natural. Os polinômios característicos dos blocos diagonals L1 coin-
cidem com os polinômios invariantes, além de 1, das matrizes desta classe. 
Teorema 29 Duas matrizes escalares são semelhantes se, e somente se, elas tern os 
mesmos polinômios invariantes. 
Demonstração: 
Já vimos anteriormente que duas matrizes semelhantes possuem os mesmos poli-
nômios invariantes. 
Sejam B e C duas matrizes escalares que possuem os mesmos polinômios invari-
antes. Sendo a matriz Lr determinada de maneira  única quando estes polinômios 
são dados, as matrizes B e C ado semelhantes à matriz L1 . Portanto, B e C são 
semelhantes. 
Teorema 30 Se A e um operador linear em um espaço vetorial V, então V pode ser 
dividido em subespaços cíclicos onde os polinômios minimais são divisores elementares 
de A. 
Demonstração: 
O polinômio característico APO do operador A coincide com D(A), e portanto 
com o produto de todos os polinômios invariantes: 
= 01 (A) 7,b2 (A) • . . 
Mas 1 1 20 é o polinômio minimal do espaço com relação a A; logo 4,1 (A) = 0 e, pela 
equação acima, 
A(A) = O. 
Disso obtemos o teorema de Hamilton-Cayley. Pela divisão dos polinômios Ih(A), 
0220,- • - , tp,(A) em fatores lineares: 
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01 	 = P1/4 — Wil e" [A — W21 t12 • • [A — 
02(A) = [A — ol] c21 [,\ W21 c2 - • - 	 War' 
?AN = [A — (tad' [A — w2rt2 	 p1/4 — ço s ]cti 
(cik > eki , 	 k = 1,2, ... , t; j = 1,2, ... , s), 
chegamos ao terceiro teorema da decomposição. Para cada potência com expoente 
diferente de zero do lado direito das equações acima H. um subespago invariante 
correspondente a esta decomposição. Então todas as potências, diferentes de 1, entre 
[A — vkIcik , , [A — wkletk, (k = 1,2, ... , s) Salo divisores elementares de A no conjunto 
C. 
Isso prova o teorema. 
Seja V = ED 4 e e lu uma decomposição do espaço V. Denotamos por 
el, e2 ,..., et, os vetores que geram os subespagos , 4 e a partir das bases 
destes subespagos formamos a base do  espaço  
A matriz Ln corresponde aos operador A em  relação a base acima tem a forma 
quase-diagonal, como LI: 
Li! = {L1, L2, • • • 7 L7L}7 
Os blocos diagonals L i , L 2 , .. , L.. possuem a mesma estrutura de blocos apresen-
tados na página 72 (L 1 e L2). Entretanto, os polinômios característicos  destes blocos 
diagonals não são polinômios invariantes, mas sim os divisores elementares de A. A 
matriz L 11 tem a segunda forma canônica natural. 
Isso nos di uma outra formulação para o teorema 30: 
Teorema 30' Para cada operador linear A em V existe uma base na qual a matriz 
L11 do operador dado tem a segunda forma canimica natural; os polinômios carac-
terísticos dos blows diagonais silo divisores elementares de A. 
Esse teorema também admite uma  formulação em termos de matrizes: 
Teorema 30" Uma matriz A corn elementos em C é sempre semelhante a uma 
matriz L I, a qual tem a segunda forma canônica natural na qual os polinômios carac- 
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teristicos dos blocos diagonais são divisores elementares de A_ 
Teorema 31 Se o espaço vetorial V  é dividido em subespagos invariantes (em relação 
a um operador A) que podem ser decompostos,  então os polinômios rninintais destes 
subespaços são divisores elementares de A. 
Demonstração: 
Seja V = I e 12 e ... e I, uma decomposição arbitrária de um espaço V em 
subespagos invariantes que não podem ser decompostos.  Então, pelo teorema 26, 
os subespaços I , 12 - - .4 são  cíclicos e seus polinômios minimais sio potências de 
polinômios lineares. Podemos escrever estas potências na forma: 
[A _ 	 [A _ cio2 r12 , , • • , [A _ cps r., 
 yo    
	 21`22  • • [A — i' — ir, [A — (0, - 	 (Ps  , 
[A _ vim [A _ v2 ]ct2 , • , [A _ cos]cts 
(cik > cki , 	 k = 1, 2, .. . , t; j = 1, 2, ... , s). 
Denotamos por 11 a soma dos subespaços cujos polinômios minimais formam a 
primeira das equações acima. Fizemos o mesmo com 12, , h, onde t é o número de 
linhas das equações acima. Pelo teorema 25, os subespaços li, / 2 , 	 , I são cíclicos 
e seus polinômios minimais 0 1 (A), 02 (A), 	 , th(A) sio determinados pelas fórmulas: 
= [A - wirn.[A - ço2r 2 	 [A - 
02N = [A - q)1]' .[A - v2r22 	  - 
0(A) _ [A _ yi ] co . [A _ ‘,02 ]ct2 	 [A _ cp., jeo 
(qk > cki, 	 k = 1, 2, ... , t; 	 = 1, 2, ... , s). 
Na seqüência 01(A), 02(A); • • • 'MA) cada polinômio é divisive] pelo seguinte. 
Podemos então aplicar o teorema 28 para a decomposição 
Logo, 
Op (A) = ip (A) (p = 1, 2, ... , 
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e portanto, todas as potências [A — cpk ]ck , (k = 1,2, ... , s) com expoentes diferentes 
de zero são os divisores elementares de A no conjunto C. 
Isso prova o teorema. 
Há uma formulação equivalente em termos de matrizes: 
Teorema 31' Ern cada classe de matrizes semelhantes existe urna única matriz 
(dentro dos blocos diagonais) que possue a segunda forma canônica EH; os polinômios  
característicos 
 destes blocos diagonais são divisores  elementares de todas as matrizes 
da classe dada. 
Teorema 32 Se o espaço V  é dividido em subespaços invariantes corn relação 
 ao 
operador A, então os divisores elementares de A de cada subespaço invariante formam 
urn sistema completo de divisores elementares de A em V.  
Demonstração: 
Supomos que o espaço V é dividido em dois subespaços invariantes (em relação ao 
operador A) 
V =I1 e I. 
Quando dividimos ./1 e 12 ern subespagos que não podem ser decompostos, obtemos 
a decomposição de V em subespaços que não podem ser decompostos. Pelo teorema 
31 fica completa a demonstração deste teorema. 
Este teorema tem a seguinte formulação para matrizes a qual é usada para encon-
trar os divisores elementares de uma matriz. 
Teorema 32' Um sistema completo de divisores elementares de uma matriz quase-
diagonal é obtido pela unido dos divisores elementares dos blocos diagonais.  
5.7 A forma canônica de Jordan de um operador 
Supomos que todos as raizes do polinômio característico  A (À) de um operador A 
pertencem a C. 
Neste caso, a decomposição dos polinômios invariantes em divisores elementares 
em C sera vista da seguinte maneira: 
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(A) = [A _ yj ]C11_ ii:22y42 
i2(À) = [A - yoi] c21 	 - yo2r22 
 
{A 	 (19 .51"", 
[A 	 w3 [C2, , 
 
 
it (A) = [A - çoiri.[A - ço 2]c 2 	 [A - wa ]C', 
(cik > cki , 	 k = 1, 2, ... , t; j = 1, 2, ... , s). 
Sendo o produto de todos os polinômios invariantes igual ao polinômio carac-
terístico a..(A), podemos afirmar que Ai, A27 • • 7 A, são raizes distintas de AN-
Tomamos um divisor elementar  arbitrário  
(A - Ao)";  
onde Ao é uma das raizes do polinômio  característico  e p é urn dos expoentes (diferente 
de zero) ck , dk ,. 	 lk , (k = 1, 2, ... , 3). 
Para este divisor elementar hi um subespaço cíclico I correspondente, que é gerado 
por um vetor, o qual iremos denotar por e. Para este vetor (A - AO" é o polinômio 
minimal. 
Consideramos os vetores 
= (A - 	 62 = (A- X 0I)P-2e ...,ep = 6. 
Os vetores e l , e2 , 	 ep são linearmente independentes. Por outro lado, existe 
um polinômio anulador para e de grau menor que p e isso é impossível de acontecer. 
Notamos que 
(A - A0/)ei = 0, (A - 41)62 = • • • , - Aone p = ep_i 
Ael = Aoei , Ae2 A0e2 ± el, ..• , Aft = Aciep + ep-i• 
A partir disso podemos escrever a matriz correspondente a A em I para a base e l , 
0 1 ) ' 
(Ao 1 	 0 
	
Ao i(P) ± H(P) = 	 . • ' 
0 	 - - - 	 - • - 	 Ao 
onde IM é a matriz identidade de ordem p e II(14 é a matriz de ordem p que possui 
l's na sua primeira diagonal superior e O's nas demais posições.  
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Os vetores independentes e l , e2 , . , ep para os quais as últimas equações apre-
sentadas ado verdadeiras formam a Cadeia de Jordan de vetores em I. A Cadeia de 
Jordan relacionada com cada subespago L, forma uma base de Jordan 
de V. Se denotarmos os polinómios minimais destes subespaços, ou seja, os divisores 
elementares de A, por 
(A - A i )P' , (A - A 2 )P2 , •• , (A - )1/4.y- 2 , 
então a matriz J correspondente a A na base de Jordan tem a seguinte forma quase-
diagonal: 
J = {A1I (P1 + H(P') , A2 (P2 H(P2) , 	 Aultin ) H(Pu ) }. 
Dizemos que a matriz J possue a Forma  Canônica de Jordan, ou simplesmente, 
Forma de Jordan. A matriz J pode ser escrita imediatamente quando os divisores 
elementares de A no conjunto C que contêm todas as raizes características  da equação 
A(A) = 0 são conhecidos. 
Toda matriz B é semelhante a urna matriz J corn Forma Canônica de Jordan, ou 
seja, para uma matriz arbitraria B sempre existe uma matriz T não-singular tal que 
B =TJT-1 . 
Se todos os divisores elementares de A são de grau 1  então a matriz de Jordan é 
uma matriz diagonal e temos: 
B = 	 A2, 	 An }T-1 . 
Definimos agora os vetores e l , 62 , 	 , ep , os quais já foram definidos anteriormente, 
de maneira inversa: 
91 = el, = 
 6,92 = ep_i = (A - AA; , gp = e = (A - 
Então 
Segue que 
(A - A0I)91. = 92, (A - )¼o1)92 = 93, , (A - A049 1, = O. 
Ag 3 - A0 g 1 + g2 , Ag 2 - A0 92 + g3 , • . • , Ag p = Aogp . 
Os vetores 
 gi, 92 , 	 , gp formam uma base para o subespaço cíclico invariante I 
que correspondem aos divisores  elementares (A - A 0y. 
2 0.9 números À1 , A2, ..., A. não precisam ser todos distintos 
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Nesta base, temos uma matriz correspondente ao operador A: 
Ao O 	 o 	 \ 
1 A 	 O 	 o 
Ao/(P) + F(P) = 
O 
\O 	 0 • - • 1 Ad 
Dizemos que os vetores 
 flu,  g2 , 	 gp formam a Cadeia Inferior de Jordan dos 
vetores. Se tomarmos essa cadeia de vetores em cada subespago /', I", ..., 
formamos uma base inferior de Jordan na qual o operador A corresponde a matriz 
quase-diagonal 
= { AiP1) + Ft"' ) ,A2P2) + F(P2) , 	 AJ(Pu ) + 
Dizemos que a matriz ./1 é da Forma Inferior de Jordan. Chamaremos a forma 
que vimos anteriormente de Forma Superior de Jordan. 
Podemos concluir que: 
Toda matriz é semelhante a uma matriz inferior e a uma matriz superior de Jor-
dan. 
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Capitulo 6 
Uma aplicação da forma canônica 
da Jordan 
Consideramos um sistema de equações lineares homogêneas de primeira ordem 
com coeficientes constantes: 
{ cla = auxi + a12X2 . . . ainx n dt 
= a21/1 + a422x2 + + a2nx n dt 
dx„ 
 = anixi + an2x2 + + awnin dt 
	
onde t é a variável independente, xi, 12, 	 , 	 são funções desconhecidas de it e 
aik (i = 	 ..., xi) são números complexos. 
Seja A a matriz quadrada, A = (aik)r, dos coeficientes das equações e 
x = (x1,12, , x n) uma matriz coluna. Podemos escrever o sistema acima na forma 
de uma única equação diferencial matricial 
dx  
dt -= 
Ax. 
Chamamos de derivada de uma matriz a matriz obtida a partir da substituição 
dos elementos da matriz dada por suas derivadas. Então 	 é a matriz coluna cujos 
elementos d'a  =La 	 da dt 	 dt  
Procuramos uma solução do sistema de equações diferenciais que  satisfaça as 
seguintes condições iniciais: 
XI It=0 = X10, X21t=0 = X20) Xti It=0 = Xn0) 
X It=0 = 10- 
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ou ainda, 
Expandimos a coluna x pela série de MacLaurin em potências de t: 
dx,  
	
x = xo + x'ot + x" + • (,x' = — It-o, xo 	 —dt2 It=0, • • •)• 
Derivando sucessivamente a equação = Ax, temos: 
d2x 	 A dz 	 ,, 	 d3x 
— -= A —  = 11-1 2 	 =Ax  
	
dt 	 dta 
Substituindo t por 0, temos: 
ilo = Aro , xg = A2x0 
Podemos então escrever a série acima da seguinte maneira: 
A 20 + tAx o ;AZ Z0 . . AT Xo. 2! 
2 
	
Temos que fit (eAt) = 1(/ + At + A2t +...) -- A ± A2t 4-2 + 	 = ileat e 
da = Ax. Então x = eAt x0 é solução da equação diferencial di =- Ax. Para t = 0, dt 
temos 
At X e X0 = eaTo = lo, 
ou seja, 
Xit =0 = 10 . 
Há grande interesse ern  funções do tipo eA, sem(A) e cos(A) 
Seja f uma função analítica  com série de potência 
f(z) = ao + aix + + ant - ••• 
Definimos 
f (A) = aol + ceiA + 	 anir 
Para eA = / + A + 1 .42 . 	 . temos como tarefa calcular o limite desta 
seqüência. Sabemos que este trabalho não pode ser considerado fácil. 
Entretanto, A = TJT-1 onde T é uma matrix inversivel e .1 uma matriz de Jordan. 
Assim 
	
f(A) = ao/ + 	 + + anAn + . - . = 
ao (T/T-1 ) + ai (T.121-1)+ . + an (TJT-1)" + = 
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aoT 	 + aiT JT-1 + . . + ci„T.PT-1 +...  = 
Dessa forma, precisamos apenas calcular f (J). Mas J = Jle 
 J2 e e J, e todo 
é da forma Ai/ + H onde A é um autovalor de AeHé uma matriz que possui 1 
na sua diagonal e zero nas demais posições. 
Desse modo JTh = ED J;` (1) e Jr: = (Ai/ + HO' + + (Al + 	 ou seja, 
basta analisar as potências de Jordan. Supomos que dim (4) = ii -= dim H. Pela 
forma de H, verificamos que H 2 tem 1 na primeira sobrediagonal e zeros nas outras 
posições. Em geral, para 1 < j < ii - 1, 113 tem 1 na j-ésima sobrediagonal e zeros 
nas demais posições; para j > n, = O. Deste modo, 
(J)k = (AI)* + (k 1 ) (M) k-1 H + 
Temos que: 
( 
1 0 ... 0 
1 	 0 jo ,. = ? 
• 
0 0 	 ... 	 1 
(A 1 0 	 0 \ 
OA 1 	 0 
J1 =AI+H -= 0 0 
  
1 
AI 
A2 2A 1 	 0 	 0 
0 A2 2A 1 	 0 
0 0 A2 2A 1 
 
 
\ 0 0 
.72 = (A/ + H) 2 =A2 + 2A + H2 r_ 
  
   
o . _ 
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J3 = (A/ + H)3 = A3 + 3A21/ + 3A112 + H3 = 
(A3 3A2 3A 1 0 0 0 N 
O A3 3» 3A 1 0 • • 	 • 0 
0 0 A3 3A2 3A 1 • . 
0 
• 1 
• • 	 • 3A 
• 
k O O .. P• 	 • A3 / 
Continuamos este processo até r. 
Voltamos pai-a a nossa função (J = aor + aifi + • - • + unr)• 
principal da matriz E ai tli é dada por 
ao + aiA + a2A2 + aoAn + = f(A) = f  . 0! 
Na primeira sobrediagonal temos: 
A diagonal 
, FPO  
a0 .0 + a1.1 + ce2.2A + a3 .3A2 + • = a + 2Aa2 + 3A2 a3 	 = f'29 — 1 , • 
Na segunda sobrediagonal temos: 
a0.0 a1.0 + a2.1± ce3.3A 	 • = ao + 3Aa3 = f"(À) MA) 
Em geral, na m-ésima sobrediagonal 1 < in < ri é dado por 
c° 
— 1) - - - (i — (in — 1))criAi—m =  
nt! 	 rn! 
Z=171 
Assim, chegaremos A, seguinte matriz: 
	
f (A) q;/' 	 fn PO 
( 
f(J) . 	 0 	 f (A) 
2 	 2! 
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