Abstract. We consider the Ginzburg-Landau functional with a variable applied magnetic field in a bounded and smooth two dimensional domain. We determine an accurate asymptotic formula for the minimizing energy when the Ginzburg-Landau parameter and the magnetic field are large and of the same order. As a consequence, it is shown how bulk superconductivity decreases in average as the applied magnetic field increases.
1. Introduction 1.1. The functional and main results. We consider a bounded open simply connected set Ω ⊂ R 2 with smooth boundary. We suppose that Ω models a superconducting sample submitted to an applied external magnetic field. The energy of the sample is given by the Ginzburg-Landau functional,
Here κ and H are two positive parameters; κ (the Ginzburg-Landau constant) is a material parameter and H measures the intensity of the applied magnetic field. The wave function (order parameter) ψ ∈ H 1 (Ω; C) describes the superconducting properties of the material. The induced magnetic field is curl A, where the potential A ∈ H 1 div (Ω), with H 1 div (Ω) is the space defined in (1.4) below. Finally, B 0 ∈ C ∞ (Ω) is the intensity of the external variable magnetic field and satisfies :
(1.
2)
The assumption in (1.2) implies that for any open set ω relatively compact in Ω the set {x ∈ ω, B 0 (x) = 0} will be either empty, or consists of a union of smooth curves. Let F : Ω → R 2 be the vector field such that, div F = 0 and curl F = B 0 in Ω , ν · F = 0 on ∂Ω.
( 1.3)
The vector ν is the unit interior normal vector of ∂Ω. The construction of F is recalled in the appendix. We define the space, 
then the ground state energy in (1.6) satisfies,
(1.7) Theorem 1.1 was proved in [10] when the magnetic field is constant (B 0 (x) = 1). However, the estimate of the remainder is not explicitly given in [10] . The approach used in the proof of Theorem 1.1 is slightly different from the one in [10] , and is closer to that in [7] which studies the same problem when Ω ⊂ R 3 and B 0 constant. 
is a minimizer of (1.1), then,
H κ |B 0 (x)| < 1 , and |D| = 0. Consequently, for κ sufficiently large, the restriction of ψ on D is not zero in L 2 (Ω). This is a significant difference between our result and the one for constant magnetic field. When the magnetic field is a nonzero constant, then (see [5] ), there is a universal constant ⊖ 0 ∈ ( 0 , then ψ is small every where except in a thin tubular neighborhood of ∂Ω (see [12] ). Our result goes in the same spirit as in [11] , where the authors established under the Assumption (1.2) that when H = bκ 2 and b > b 0 , then ψ = 0 in Ω. (b 0 is a constant).
1.3. Notation. Throughout the paper, we use the following notation:
• We write E for the functional E κ,H in (1.1).
• The letter C denotes a positive constant that is independent of the parameters κ and H, and whose value may change from a formula to another.
• If a(κ) and b(κ) are two positive functions, we write a(κ)
• If a(κ) and b(κ) are two positive functions, we write a(κ) ≈ b(κ) if there exist positive constants c 1 , c 2 and
the square of side length R centered at x. • We will use the standard Sobolev spaces W s,p . For integer values of s these are given by
• Finally we use the standard symbol H n (Ω) = W n,2 (Ω).
The limiting energy
2.1. Two-dimensional limiting energy. Given a constant b ≥ 0 and an open set D ⊂ R 2 , we define the following Ginzburg-Landau energy,
Here σ ∈ {−1, +1} and A 0 is the canonical magnetic potential,
that satisfies:
We write Q R = Q R (0) and let
, it is immediate that, inf (1) For all b ≥ 1 and 
There exist constants C and R 0 such that,
The aim of this section is to give a priori estimates for solutions of the Ginzburg-Landau equations (1.5). These estimates play an essential role in controlling the errors resulting from various approximations. The starting point is the following L ∞ -bound resulting from the maximum principle. Actually, if
The set of estimates below is proved in [6, Theorem 3.3 and Eq. 3.35] (see also [8] for an earlier version).
Theorem 3.1. Let Ω ⊂ R 2 be bounded and smooth and B 0 ∈ C ∞ (Ω).
(1) Using the W k,p -regularity of the Curl-Div system [5, Appendix A, Proposition A.5.1], we obtain from (3.2),
The estimate is true for any p ∈ [2, ∞).
(2) Using the Sobolev embedding Theorem we get, for all α ∈ (0, 1)
(3) Combining (3.5) and (3.6) (with p = 2) yields
Theorem 3.1 is needed in order to obtain the improved a priori estimates of the next theorem. Similar estimates are given in [8] .
and
Proof of (3.12): Let a = A − F. Since div a = 0 and a · ν = 0 on ∂Ω, we get by regularity of the curl-div system (see appendix, Proposition A.1),
14)
The second equation in (1.5) reads as follows,
The estimates in (3.11) and (3.14) now give,
Proof of (3.13): This is a consequence of the Sobolev embedding of H 2 (Ω) into C 0,α (Ω) for any α ∈ (0, 1) and (3.12).
Energy estimates in small squares
, we introduce the energy density,
We also introduce the local energy of (ψ, A) in a domain D ⊂ Ω :
Furthermore, we define the Ginzburg-Landau energy of (ψ, A) in a domain D ⊂ Ω as follows,
If D = Ω, we sometimes omit the dependence on the domain and write E 0 (ψ, A) for E 0 (ψ, A; Ω).
We start with a lemma that will be useful in the proof of Proposition 4.2 below. Before we start to state the lemma, we define for all (ℓ,
where B 0 is introduced in (1.2). Later x 0 will be chosen in a lattice of R 2 .
Lemma 4.1. For any α ∈ (0, 1). there exist positive constants C and κ 0 such that if (3.10) holds, 0 < δ < 1, 0 < ℓ < 1, and
where σ ℓ denotes the sign of B 0 in Q ℓ (x 0 ).
Proof.

Construction of ϕ:
where F is the magnetic potential introduced in (1.3). Using the estimate in (3.13), we get for all x ∈ Q ℓ (x 0 ) and α ∈ (0, 1) ,
where
.
Using the bound ψ ∞ ≤ 1 and the estimate in (3.9), we get 6) which implies that
We estimate the energy E 0 (ψ, A; Q ℓ (x 0 )) from below. We will need the function ϕ 0 introduced in Lemma A.3 and satisfiying
where ϕ = ϕ 0 + φ x 0 .
Lower bound:
We start with estimating the kinetic energy from below as follows. For any δ ∈ (0, 1) and α ∈ (0, 1), we write
Using the estimates in (4.7), (A.3) and the assumptions in (3.10), we get,
Remembering the defintion of u in (4.8), then, we deduce the lower bound of E 0 ,
This finishes the proof of the lemma. 
Here g(·) is the function introduced in (2.5), and
Proof.
We use Lemma 4.1 and the inequality ψ ∞ ≤ 1 to obtain,
Define the rescaled function,
Remember that σ ℓ denotes the sign of B 0 in Q ℓ (x 0 ). The change of variable y = R ℓ (x − x 0 ) gives:
We still need to estimate from below the reduced energy G
The constant M is universal.
We have,
Having in mind (4.12) and (4.8), we get,
Using the estimate in (3.11), (4.7) and (A.3) we get,
From the definition of u R in (4.15) and χ R in (4.14) we get,
Using (4.18), (4.17) and the definition of χ R in (4.14), we get:
and 
There are two cases:
Case 2:
In Case 1, after recalling the definition of m 0 (b, R) introduced in (2.3), where b introduced in (4.11) we get,
We get by collecting the estimates in (4.10)-(4.21):
where is introduced in (2.5). Therefore, we get from (4.22) the estimate,
with b defined in (4.11). By choosing δ = ℓ and using that Q ℓ ⊂ {|B 0 | > ǫ}, we get,
This implies that,
Similarly, in Case 2, according to Remark 2.1, we get that,
and the rest of the proof is as for Case 1. 
Proof. Let ℓ = ℓ(κ) and ǫ = ǫ(κ) be positive parameters such that κ −1 ≪ ℓ ≪ 1 and κ −1 ≪ ǫ ≪ 1 as κ → ∞. For some β ∈ (0, 1), µ ∈ (0, 1) to be determined later, we will choose
Consider the lattice Γ ℓ := ℓZ × ℓZ and write for γ ∈ Γ ℓ , Q γ,ℓ = Q ℓ (γ). For any γ ∈ Γ ℓ such that
It follows from (1.2) that:
and u R be a minimizer of the functional in (2.1), i.e.
We will need the function ϕ γ introduced in Lemma A.3 which satisfies
where σ γ,ℓ is the sign of B 0 in Q γ,ℓ . We define the function,
We compute the energy of the configuration (v, F). We get,
We estimate the term E 0 (v, F; Q γ,ℓ ) from above and we write:
(5.5)
Having in mind that u R is a minimizer of the functional in (2.1), and using the estimate in (3.1) we get:
Remark 2.1 and a change of variables give us,
We insert this into (6.15) to obtain,
We know from Theorem 2.2 that m 0 (b, R) ≤ g(b)R 2 + CR for all b ∈ [0, 1] and R sufficiently large, where b introduced in (5.3). We choose δ = ℓ in (5.6). That way we get,
Summing (5.7) over γ in I ℓ,ǫ , we recognize the lower Riemann sum of x → g H κ |B 0 (x)| . By monotonicity of g, g is Riemann-integrable and its integral is larger than any lower Riemann sum. Thus:
Notice that using the regularity of ∂Ω and (1.2), there exists C > 0 such that:
as ǫ and ℓ tend to 0.
Thus, we get by using the properties of g in Theorem 2.2,
We choose in (5.1)
With this choice, we infer from (5.10),
This finishes the proof of Proposition 5.1.
Remark 5.2. In the case when B 0 does not vanish in Ω, ǫ disappears and {x ∈ Ω; |B 0 (x)| > 0} = Ω. Consequently, the Ginzburg-Lundau energy of (v, F) in (4.2) satisfies:
We take the same choice of β as in (5.11), then the ground state energy E g (κ, H) in (1.6) satisfies, 
Lower bound.
We now establish a lower bound for the ground state energy E g (κ, H) in (1.6). The parameters ǫ and ℓ have the same form as in (5.11). Let B γ,ℓ = sup
If (ψ, A) is a minimizer of (1.1), we have,
where, for any D ⊂ Ω, the energy E 0 (ψ, A; D) is introduced in (4.1). Since the magnetic energy term is positive, we may write,
Thus, we get by using (3.1), (3.11), and (5.9):
To estimate E 0 (ψ, A; Ω ℓ,ǫ ), we notice that, 
where B 0 is introduced in (1.2).
Proposition 6.2. For all α ∈ (0, 1), there exist positive constants C and κ 0 such that if (3.10) is true, ℓ ∈ (0,
is a minimizer of (1.1), and
Here g(·) is the function introduced in (2.5) and E 0 is the functional in (4.1).
Proof. As explained earlier in the proof of Lemma 4.1 in (4.5), we may suppose after performing a gauge transformation that the magnetic potential A satisfies, 4) and u R ∈ H 1 0 (Q R ) be the minimizer of the functional G
and |∇χ R | ≤ C for some universal constant C.
Consider the function w(x) defined as follows,
and, if x ∈ Q ℓ (x 0 ),
Notice that by construction, w = ψ in Ω \ Q ℓ (x 0 ). We will prove that, for any δ ∈ (0, 1) and α ∈ (0, 1), 8) and for some constant C, r 0 (κ) is given as follows,
Proof of (6.8): With E 0 defined in (4.1), we write,
We estimate E 1 and E 2 from above. Starting with E 1 and using (6.7), we get,
and using (6.6) together with the estimates in (3.1), (3.10), (3.11) and |∇η R | ≤ C R ℓ , we get,
Inserting (6.13) in (6.12), we get the following estimate,
We estimate the term E 2 in (6.11). We will need the function ϕ 0 introduced in Lemma A.3 and satisfying |F(
, where σ ℓ denotes the sign of B 0 . We start with the kinetic energy term and write for any δ ∈ (0, 1):
(6.15)
Using the estimate in (6.3) together with (3.10) and (3.1), we deduce the upper bound,
where α ∈ (0, 1). There are two cases:
The change of variable y = R ℓ (x − x 0 ) and (4.11) gives us:
is the functional from (2.1). Case 2: If B 0 < −ǫ in Q ℓ (x 0 ), then σ ℓ = −1 and
Similarly, like in case 1, we have,
In both cases we see that,
Inserting (6.18) into (6.16), we get,
Inserting (6.14) and (6.19) into (6.10), we deduce that,
(6.20) This proves (6.8) . Now, we show how (6.8) proves Proposition 6.2. By definition of the minimizer (ψ, A), we have,
, the estimate (6.8) gives us,
Dividing both sides by |Q ℓ (x 0 )| = ℓ 2 and remembering the definition of r 0 (κ), we get,
The inequality in (2.7) tell us that m 0 (b, R) ≤ R 2 g(b) + CR for all b ∈ [0, 1] and R sufficiently large. We substitute this into (6.21) and we select δ = ℓ, so that
Using (4.11) we get,
This establishes the result of Proposition 6.2.
6.2. Proof of Theorem 6.1, upper bound. The parameters ℓ and ǫ have the same form as in (5.1) and we take the same choice of β and µ as in (5.11) . Consider the lattice Γ ℓ := ℓZ × ℓZ and write, for γ ∈ Γ ℓ , Q γ,ℓ = Q ℓ (γ). For any γ ∈ Γ ℓ such that Q ℓ (γ) ⊂ Ω ∩ {|B 0 | > ǫ}, let: We get by using (3.1) and (3.11):
To estimate E 0 (ψ, A; D ℓ,ǫ ), we notice that, Notice that, if x ∈ Q ℓ (x 0 ) , then |x − x 0 | ≤ ℓ √ 2. This finishes the proof of Lemma A.3.
Remark A.4. We will apply this lemma by considering x 0 such that B 0 ( x 0 ) = sup Q ℓ (x 0 ) B 0 (x) or B 0 ( x 0 ) = inf Q ℓ (x 0 ) B 0 (x) .
