Abstract -We obtain sharp pointwise 2nd-order estimates for both solution and derivative errors on arbitrary grids for a mimetic finite-difference approximation to solutions of one-dimensional linear boundary-value problems with separated boundary conditions. Although the scheme considered is formally inconsistent with the differential equation, it turns out to possess nice convergence properties which make it a good alternative to more standard, consistent discretizations of similar arithmetic complexity, particularly with respect to derivative errors.
Introduction
In this work we derive detailed error estimates for a mimetic finite difference method considered in [13, 14, 18, 19, 22] for the numerical approximation of smooth solutions to onedimensional boundary-value problems of the form and where K, q, f denote certain known (smooth) functions, with K(x) > 0 and q(x) 0 everywhere on [ a, b ] .
Under these conditions, it is well known that problem (1.1) admits a unique solution u, which cannot in general be obtained in closed, exact form. Hence, some sort of approximation must be used to compute u, such as that provided by discrete methods like finite difference or finite element formulae.
Precise convergence results like those obtained here, especially when they are extended to multiple dimension, are important because mimetic and related methods are now seeing extensive applications and are undergoing rapid theoretical development. An idea of recent developments in mimetic finite difference methods can be found in [2, 4, 5, 16, 21] . An overview of related ideas for finite elements can be found in [1, 3] and for applications to electromagnetics in [9, 10, 12] . There has also been extensive development and applications of discrete differential forms [7, 8, 11] , including the construction of an extensive programming library [6] .
For the discretization of (1.1), we set up some grid on the interval [ a, b ] 
, or cells, with lengths L i−1/2 = x i − x i−1 , whose central points will be denoted by x i−1/2 , 1 i N . (Here, we follow notation in [14, 18] .) It will prove convenient to set
≡ 0, and define, for each node, the nodal length h i given by h i := x i+1/2 − x i−1/2 , i.e.,
These quantities are illustrated in the figure 1.1.
Nodal points x i , 0 i N , cell centers x i−1/2 , 1 i N , and cell and nodal lengths L i−1/2 , h i
The mimetic scheme to be considered here can then be written in the form
for appropriate difference operators D ("discrete divergence"), G ("discrete gradient") and discrete functions K, q, f (or, in fuller notation, K h , q h , f h , where superscript h refers to the grid) that represent (project) K, q, f on appropriate grid points [13] ; solving (1.3) for v h gives the approximation sought for the exact values u h . In our case, D, G are defined by
for (arbitrary) discrete functions w, z defined at the grid points x i , x i−1/2 , respectively. Thus, (1.3a) reads
, and so forth. Our goal is to investigate the errors
h (derivative or gradient error), which are related to τ h (truncation error) defined by
at the cell centers, and
at the endpoints x 0 = a, x N = b. The relevance of τ h can be seen from the equations
relating τ h to e h . Likewise, similar steps can be given for discrete methods in general, and it is a fundamental result that, as the grid is infinitely refined ("h → 0"), condition τ h → 0 ("consistency") turns out to be sufficient 1 to assure e h → 0 ("convergence"), although this is by no means necessary [14, 18, 22] . This is the case of our scheme (1.3), (1.4), for which
for 1 i N : not only τ h may fail to vanish uniformly as h → 0, it may even grow unboundedly! And yet, as it will be shown in the sequel, the mimetic method happens to have some nice convergence properties, with
uniformly in i, where ℏ is the global grid spacing measure [17, 20] given by
Insight into the estimator ℏ can be gained by noting that for uniform grids on 
everywhere. This is precisely the behavior observed in numerical experiments [13, 18, 22] , including the case of negative or sign-changing q, as illustrated in Figures 1.2 and 1.3 below.
Error analysis for q = 0
We first derive (1.9) in the fundamental case q = 0, and then extend the results to more general q in Section 3. It will be sufficient to consider the boundary conditions to be, say, of Dirichlet type at one end and Robin or Neumann type at the other, since the other cases can be handled in an entirely similar way. Thus, we set
for some given β, Γ a , Γ b ∈ R, with β 0.
1 In particular, we take v 0 = Γ a , and so e 0 = 0. The key point to determine the other errors is to obtain the quantity Ge h first [14, 22] , which is achieved in (2.13) below. To do this, we observe that
for all 0 i N , so that we obtain, by (1.7a) and recalling that q = 0,
Now, from (1.8), we get
1 Actually, as will be clear in the analysis below, we need only assume β > − and we proceed by estimating the sums on the right hand side of (2.
so that we obtain
In a similar way, for the second sum in (2.4), settingw(
Finally, for the third sum in (2.4), we obtain
Hence, from (2.4) and (2.5a)-(2.5c), we get
Now, for (2.3) to be useful, there still remains to estimate (
where τ N is the truncation error at x N = b,
thus, (Ge h ) N is easily obtained when β = 0. For general β 0, the following procedure can be used: solving (1.7a), (1.7b) for e N , we obtain 9) so that, in particular,
Similarly to (2.5a) − (2.5c) above, we can show
so that we have
Hence, by (2.7), (2.10) and (2.11), we obtain 12) and so
Recalling (2.3) and (2.6), this yields the fundamental estimate
Once Ge h and one of the errors e 0 or e N have been estimated, it becomes simple to obtain the errors e h , E h by the following procedure [14, 22] . Starting with E h , we note that
so that we obtain, by (2.13),
while, by the trapezoidal quadrature rule,
Therefore, for 0 i N ,
and we obtain (1.9a), (1.9b) from (2.12), (2.14) and (2.15), concluding the argument.
1 Similarly, we can show that e i−1/2 = e 0 − 1 8 u
Error analysis for q 0
We will now obtain (1.9) for arbitrary q 0, and same assumptions as in Section 1. Given q, it will be convenient here to change notation slightly and denote by u [q] , v [q] the solutions of problems (1.1), (1.3), respectively, with corresponding errors e [q] , E [q] given by
i.e., we make explicit their dependence on q. In Section 2, estimates (1.9), (2 , where
where
with | ν 
Moreover, because q 0, we have
with I i defined in (2.9), so that
for all 1 i N + 1, where q sup denotes the supnorm of q on [ a, b ]. Now, as can be readily checked, ifẑ = (ẑ 1/2 , . . . ,ẑ N−1/2 ,ẑ N +1/2 ) ∈ R N +1 is such that |ẑ i−1/2 | θ 
uniformly in i, so that, by (2.3), we need only to show that (Ge [q] ) N = (Ge [0] ) N + O(ℏ 2 ). For Robin or Neumann condition at x N = b, cf. (2.1), we get, by Theorem 3.1, K N (Ge [q] ) N = −βe , we have w for the other components, from which we get, similarly to (3.5) above, solving for w by (2.8b), (2.9) and Theorem 3.1. This gives ( Ge [q] ) N = ( Ge [0] ) N + O(ℏ 2 ), as before). Therefore, (2.13) remains valid for q 0, and (2.14) follows, i.e., E
[q] = O(ℏ 2 ).
