Abstract-A comparative study of state-of-the-art behavioral models for microwave power amplifiers (PAs) is presented in this paper. After establishing a proper definition for accuracy and complexity for PA behavioral models, a short description on various behavioral models is presented. The main focus of this paper is on the modeling accuracy as a function of computational complexity.
the interest in PA modeling has increased in recent years [2] [3] [4] . The main application of these models is for use in digital predistortion (DPD) linearization. DPD has been shown to reduce the size and cost for linearization compared to other linearization methods [5] . PA behavioral modeling is also widely used for system-level simulations of the transmitter.
In [4] , PA behavioral models in the literature were presented and classified in terms of memory: models without memory, with linear memory, and with nonlinear memory. A similar presentation was done in [6] where a new behavioral model was also proposed. In [7] , some important Volterra series-based models were compared and analyzed. The first attempts to compare these behavior models in an experimental setup was done in [8] . This work was extended in [2] with more behavioral models, more input signals, and cross-validation. The effect of signal bandwidth was also analyzed in [2] .
While these works provided a necessary basis for PA modeling, the issue of computational complexity of the behavioral models has not been addressed specifically. For example, it is a known fact that given infinite order and complexity, the Volterra series can represent any weak or mildly nonlinear operation accurately, under a range of conditions like convergence, causality, stability, time-invariance, and fading memory [4] , [9] . However, at a given finite complexity, only part of the accuracy can be achieved. Thus, in order to compare behavioral models fairly, the complexity of the behavioral models must be taken into account. To the best of our knowledge, a comparison of behavioral models accounting for both accuracy and complexity has not been presented in the literature. Some assumptions have been made that the model order or the number of parameters may represent this complexity, but no detailed analysis has proven this. Thus, the focus of this paper is to find an appropriate measure that can be used to compare behavioral modeling complexity and to compare some commonly used behavioral models in this regard.
This paper is organized as follows. In Section II, an interpretation for complexity in PA behavioral modeling is established. In Section III, some commonly used behavioral models are presented and analyzed. Model evaluation measures are presented in Section IV. In Section V, the measurement setup is introduced, and in Section VI, results of the comparison on two PAs are provided and discussed.
II. COMPLEXITY In this section, computational complexity of PA behavioral modeling is analyzed. We first discuss some different measures for complexity, and then classify modeling complexity into three groups. Finally, we analyze the complexity 0018-9480/$26.00 © 2010 IEEE of Volterra-based models and discuss complexity reduction techniques in the algorithm.
A. Measures for Complexity
In literature, complexity has been notated by different measures [10] . Often it is measured in orders denoted by the Landau symbol , which represents the algorithm complexity. Unfortunately, for behavioral model analysis, this representation is not precise enough for practical considerations [11] .
A simple approach is to record the running time of the different behavioral models in a software package. This is severely dependent on the hardware setup and the algorithm utilized. In order to have a fair comparison in this case, the algorithms must be optimized for the different behavioral models and for the hardware where they are tested.
In the area of behavioral modeling, it is common to compare models based on the number of parameters. This can determine the memory size needed for a behavioral model. However, this representation may not always be an appropriate measure. For example, the number of parameters for a neural network or a piecewise linearizing model such as [12] and [13] may not correctly represent the computational complexity of this model, as the main source of complexity stems from the operations needed per sample, and not necessarily the number of parameters. This is even true for various kinds of Volterra-based models, as we will show in this paper.
The number of floating point operations (FLOPs) is another widely used measure for complexity. In most digital signal processing (DSP) hardware, the computational effort is mainly spent on additions, subtractions, and multiplications. Since FLOPs is actually a measure for the number of additions, subtractions, and multiplications, it is sufficiently accurate to make fair comparisons between behavioral models. FLOPs are also the relevant entity when implementing the behavioral models on chip. Hence, it will be used as the complexity measure in this paper.
B. Types of Complexity
Another important issue in behavioral model complexity is where the complexity originates from. The computational complexity can be classified into identification complexity, running complexity, and adaptation complexity.
• Identification complexity: The identification procedure differs for the behavioral models. Due to statistical properties of measured signals, most Volterra-based models can be identified with a least squares (LS) estimate, while other models may need iterative procedures. Since the identification of the behavioral model is typically done offline, this complexity is normally not a major issue.
• Adaptation complexity: In practical systems, due to slight changes in the PA, such as temperature change or different mismatching effects, behavioral models might need to be updated at time intervals. These time intervals can normally be much larger than the symbol period. The adaptation of the behavioral model to these changes is considered adaptation complexity. In many instances where the variations are slow, this complexity may be of less importance.
• Running complexity: Running complexity is the number of calculations that is done on each sample when the model is utilized. This complexity severely limits the system due to the fact that it is a real-time problem. Depending on the application the maximum acceptable complexity varies. For a base station, there might be room for more complex algorithms and behavioral models, while for mobile handheld devices, requirements are stricter. Since one of the main justifications for DPD linearization techniques is to have more power-efficient transmitters, it is essential that the power saved is not all spent on processing the DPD algorithm. In this study, the focus is on running complexity due to its heavy computational costs on the system, and it is assumed that the identification is done once offline.
A final issue for complexity in behavioral models is that of parallelization. Some behavioral model algorithms have the inherent capability to be parallelized easier while others do not. This can be important in some applications where parallelization is possible. All the models that are presented in this study have this capability.
C. Complexity for Volterra-Based Models
The Volterra series is a widely used mathematical tool for modeling nonlinearities and memory in PAs. The discrete baseband-equivalent form of the Volterra series, which consists of a sum of multidimensional convolutions, can be written as 1 [16] (1)
The Volterra series can be rewritten as (2) where is a vector containing all the coefficients and is a matrix containing all the permutations of from (1) where is the th row and th column entry. Depending on the implementation of the behavioral model algorithm, the complexity for the Volterra-based behavioral models will differ. In [17] , a general algorithm for implementing the Volterra series as a behavioral model is proposed. Here it is simplified and given in the following two steps.
Step 1) Construct basis functions, which is matrix . Step 2) Filter the basis with kernels . The second step is directly related to the number of kernels since each kernel will be multiplied by the according basis function and then summed with the remaining results. Thus, it is solely dependent on the number of coefficients. The behavioral models will, however, differ in the construction of the basis functions. The complexity can thus be written as the sum of the complexity of each part, or (3) where represents the total complexity, represents the basis construction complexity from Step 1), and represents the filtering complexity from Step 2).
An important issue in efficient algorithm design is to avoid regeneration of already available data. For instance, while multiplying two signal values may require a certain number of FLOPs, delaying a signal does not. Therefore, it is necessary to fully utilize all available permutations in the behavioral model algorithms. For example, can easily be constructed from by a simple delay. Another issue is that terms that will be used in different combinations should be generated beforehand. For example, when constructing , if is already available, using it will result in much lower complexity than constructing it from scratch. Table I shows the operation-FLOP conversion used in this study. The number of FLOPs for the square-root operations varies depending on the algorithm, but can generally be considered to be between 6-8 FLOPs [18] .
In the following sections, these considerations were taken into account to generate the behavioral models with minimum complexity to their full extent.
III. BEHAVIORAL MODELS
Many behavioral models have been proposed and utilized in the literature. Neural-network and Volterra-based models are two of the most important classes of models. Of them, the Volterra-based models have been extensively analyzed, and many models have been derived from the Volterra series. It is not possible to analyze all behavioral models in this work; hence, here we focus on a few representative models that are more commonly used and are of significant importance for us.
A. Volterra Series
Definition: As discussed before, the Volterra series expands the impulse response model of a linear system by representing nonlinearity as a set of higher order impulse responses named kernels [19] . It has been shown that a wide class of nonlinearities can be represented with good precision with a Volterra filter with nonlinear order and memory length [20] , [21] . It can be seen from (1) that with the increase in memory depth and nonlinear order, the number of coefficients in the Volterra series grows exponentially, rendering the Volterra series useful only for weakly nonlinear systems.
1) Identification Method:
Due to the nature of the Volterra filters, it is possible to identify the coefficients for the kernels with any linear estimation method. In this study, after recording the values for the input and output of the amplifier and timealigning the signals, the LS estimator is used with the pseudoinverse (Moore-Penrose pseudoinverse) of the output versus the permutations of the input. In [22] , proof for the uniqueness of the results can be obtained.
2) Complexity: Efficient algorithms for implementing Volterra filters has been studied in the literature. The complexity of the Volterra series has also been analyzed in [16] , [17] , and [23] . In [17] , the complexity for a nonoptimized normal implementation of the Volterra series algorithm is given for a real-valued input signal. In [23] , the complexity for the Volterra series is also analyzed, and the complexity of the th-order analytical inverse is also given, which can be used as a predistorter.
The number of multiplications for the basis functions of a Volterra series behavioral model can be calculated as [16] ( 4) where is the memory depth, is the nonlinear order, and is the number of coefficients in each kernel and is (5) This is derived by extending the calculations in [16] to the baseband Volterra representation, and by using the previously explained fact that all terms not containing can be constructed as a delayed version of other terms with little complexity.
Since all the multiplications in (4) are complex multiplications, except for , the total number of FLOPs for the basis construction is (6) For the filtering, each coefficient requires six FLOPs for the complex multiplication and two for the complex summation. The total number of FLOPs for filtering is thus (7) With the rather large number of FLOPs needed for the algorithm, it can be noticed that the Volterra series is useful practically only for relatively low nonlinear orders and memory lengths. It can also be noticed that both the basis and filtering contribute to the total complexity relatively evenly.
B. Memory Polynomial (MP)
Definition: The MP behavioral model is an extension of the basic polynomial model with linear memory [24] . This model, also known as parallel Hammerstein in literature, is a parallelization of a nonlinear function followed by a linear memory. The baseband equivalent MP model can be written as
The MP is linear in parameters, and the identification is thus similar to the unconstrained Volterra.
1) Complexity: Due to the inherent reusability of the basis functions in this model, the running complexity is much lower than Volterra series model. In general, the only term that has to be generated is for each . All other terms, i.e., , can be generated by delaying existing terms. When is restricted to be even (i.e., there are only oddorder power terms in the function), the basis function can be created with (9) FLOPs. This can be calculated by first constructing the term-three FLOPs-and then for every nonlinear order , multiplying the previous nonlinear order with , hence, two FLOPs for each order. For example for nonlinear order , is multiplied with , which is a complex-real multiplication and costs two FLOPs. For nonlinear order , is then multiplied by again, which is again two FLOPs. The only difference when is allowed to take both odd and even orders is that needs to be calculated, which requires seven additional FLOPs. Therefore, it can be seen that an MP with only odd-order power terms is less complex to construct than an all order power term MP.
The number of coefficients in this model is equal to [2] and these will require eight FLOPs each (similar to the Volterra series) (10) We notice that the complexity for this model grows linearly with the number of parameters, and the main source of the complexity is in the filtering and summation part.
C. Volterra With Dynamic Deviation Reduction (Volterra DDR)
Definition: In [25] , a new mathematical model for PAs is presented based on modeling the static and dynamic parts separately. This work was constructed into the behavioral model format in [26] and [27] . Further work was done in [28] and [29] . The latter is the model that is used in this paper.
In this model, the Volterra series is reconstructed with respect to the dynamic deviation in the coefficients, and a parameter, denoted as , is introduced, which is the number of dynamic deviations in the model. This gives an extra restriction so the Volterra series can be reduced. The identification, however, is similar to the previous methods. A baseband equivalent of this model is expanded from [30] and can be written as (11) , shown at the bottom of this page, where up to second-order dynamics are shown.
(11)
1) Complexity:
In this model, it is important to note that all basis functions contain the term , and while this is desirable for the accuracy of the modeling, it reduces the reusability of the basis functions since no terms can be computed as delayed versions of other terms.
Setting and and using the methods to reduce complexity as previously discussed, the complexity for constructing the basis is calculated as (12) The first two terms represent the initial construction of important combinations. The complexity for the zero-and first-order dynamic path one is the third term, and the rest are for the different path of the above formulation.
The number of coefficients for this model is given by (13) and the complexity for filtering is, thus,
D. Generalized Memory Polynomial (GMP)
Definition: The GMP behavioral model was proposed in [6] and extends the MP model by including more cross-terms. The formulation for this model is given here as (15) Compared to the MP, it can be noticed that this model adds an extra degree of freedom in coefficients that correspond to the amount of memory in the lagging and leading terms, which will be called . When , this model becomes equivalent to the MP model. Note that the GMP model includes the so-called "even order" power terms. In this study, we have restricted this model to only include causal terms, i.e., no terms with positive memory appear since it was noticed that the noncausal terms required additional delay and did not improve the performance. Notice that similar to the MP, this model can be constructed with only odd-order power terms. Identification is similar to the MP and Volterra series model.
1) Complexity:
The complexity of this behavioral model is similar to the MP model, but with the added terms. The initial basis construction is slightly higher than the MP and is equal to (16) FLOPs, where the is for the square construction and is for the square root. Since the square root is only calculated once, the choice of seven or eight FLOPs does not affect the outcome greatly. When possible, the same complexity reducing principles are applied here.
The number of coefficients for this model is equal to (17) assuming that . The complexity for the filtering thus becomes (18) The main source of complexity for this model is in the filtering, as was the case in the MP model.
E. Kautz-Volterra and Laguerre-Volterra
Definition: Attempts at using recursive polynomials and orthonormal exponentials as basis functions for PAs were presented in [31] and [32] . This idea was further expanded in [33] and [34] , which resulted in the Laguerre and Kautz-Volterra behavioral models, respectively. The main difference between these two behavioral models is that, in the Volterra expansions model with Laguerre functions, the orthonormal basis pole is chosen to be real, while in the Kautz-Volterra behavioral model, these poles are chosen to be complex. In [34] , the model's ability to separate linear and nonlinear memory effects was introduced, i.e., the poles for the nonlinear orders could be different from the linear ones.
These models are actually generalizations of the Volterra series model, i.e., the Volterra series is a special case of the Laguerre and Kautz-Volterra model when the poles are set to zero.
1) Identification Method:
Due to the nature of these behavioral models, the identification procedure is not as straightforward as in the previous models. Many identification methods exist, but in this work, a full search of poles for per each nonlinear order was done as in [34] . After finding the optimum poles, the problem becomes a normal LS estimation and can be performed with the same technique as in the Volterra filter. This method becomes attractive when the poles are known beforehand, or when it is possible to have an initial offline identification of the amplifier to identify the poles. Further extraction methods can be found in [33] . If the orthonormal basis poles are not known before hand, the identification is much more complex and can be prone to local minima.
2) Complexity: While the identification for such models may be problematic, the running complexity is not affected much.
Once the poles for the different power levels are calculated, the behavioral model is similar to the Volterra filter with the addition of an extra filter with one pole per nonlinear order. Therefore, the construction of basis function requires (19) where is from (4) and assuming one pole per nonlinear order. The filtering is similar to the Volterra series since they have the same number of parameters (20) where is given in (5).
IV. MODEL EVALUATION METRICS
Many performance measures have been used in the literature to validate PA behavioral models. A study on the different measures used is done in [35] . In order to compare (mainly) the in-band performance of PA behavioral models, the normalized mean square error (NMSE) is commonly used and is defined as [2] (21)
In this formulation, the measured signal and model are time aligned to minimize the mean-square error.
In instances where the out-of-band performance of the PA is of more importance, the adjacent channel power ratio (ACPR) and the adjacent channel error power ratio (ACEPR) are normally used [36] . The ACEPR can be defined as (22) where is the Fourier transform of the model data, and is the Fourier transform of the measurement data. The integration in the denominator is over the in-band channel signal bandwidth and the integration in the numerator is over the adjacent channels to the signal channel with the same bandwidth. As seen in (22) , the ACEPR is defined as the larger of the values evaluated for both the lower and upper adjacent channels. In [37] , it was found that ACEPR was the best low-complex measure to identify nonlinear mismatches.
Since both NMSE and ACEPR are error measures, lower values show better agreement between the model and PA measurement. It is important to note that having a low NMSE does not necessarily correspond to having a low ACEPR, i.e., some models have lower NMSE, while others can have lower ACEPR.
In this study, the focus is on evaluating the accuracy of different behavioral models with respect to complexity. When using these models in applications such as DPD, other metrics such as the error vector magnitude (EVM) at the receiver may play more important roles. However, it is common to assume that the better a model is able to represent a PA, the better it performs as a predistortor. The NMSE is statistically equivalent to the EVM [37] at the transmitter, and the ACEPR can predict how well the system can fulfill requirements on spectral masks.
Further measures also exist in literature like the weighted error-to-signal power ratio (WESPR) proposed in [36] , the memory effect ratio (MER) and the memory effect modeling ratio (MEMR) [38] . These metrics however, do not add any significant information compared to NMSE and ACEPR since NMSE and ACEPR can represent the in-band and out-of-band performance of the PA model effectively.
V. MEASUREMENT SETUP
The block diagram of the measurement setup used to capture data for our model analysis is shown in Fig. 1 . The modulator used is an Agilent E4438C vector signal generator (VSG) and an Agilent 54845A digital storage oscilloscope (DSO) is used as a vector signal analyzer. The baseband in-phase/quadrature (I/Q) data is generated in the computer and downloaded to VSG. The VSG modulates the data to an RF carrier and in order to have enough input power for the PA under test, fed through a preamplifier. This signal is then fed to the PA, which is the device-under-test (DUT), and both the input of the DUT and the output are captured simultaneously by the DSO. The DSO sends the RF signals back to the PC where they are down-converted to baseband I/Q data. All devices are connected by a general-purpose interface bus (GPIB) and triggered in synch.
To enhance the dynamic range of the signal and decrease the noise variance, a statistical averaging technique is used [39] . The experimental results reported here are based on 500 averaged measurements, which resulted in an effective dynamic range of 65 dB. In order to have time alignment, the DSO is triggered by the VSG and a 10-MHz reference is connected from the DSO to the VSG. Also to obtain more precise time alignment, correlation techniques are utilized.
In order to have a proper open test analysis, the validation of the behavioral models should be done with a different data set than the one used for identification. The procedure that has been analyzed in this paper is as follows.
• Download an I/Q input signal to the VSG to construct the RF signal and record the input and output of the DUT.
• Split the data set to identification data and validation data • Calculate the behavioral model parameters using the identification data • Compare the PA output to the behavioral models' prediction using the validation data The reason for splitting the data set and not re-downloading it to the VSG is to make sure the identification data and validation data are subject to the same temperature and bias conditions.
A. Input Signals
Since the identification process is dependent on the input signal, the experiment should be done with data as similar to a practical case as possible. Two input signals were used in this study, a wideband code division multiple access (WCDMA) signal and a WiMAX-like signal. The WCDMA data had a bandwidth of 3.84 MHz and was modulated to a carrier frequency of 1 GHz to match the PAs available. The peak to average ratio of this data was 7.6 dB. The WiMAX-like data had 4-MHz bandwidth, peak to average of 7.4 dB, and was modulated to a 2.6-GHz carrier.
The in-band channel in this study was defined as the signal bandwidth at the center frequency, and the adjacent channels were defined as the signal bandwidth at 5 MHz from the center frequency.
An important issue in the identification process for PA behavioral models is the number of model parameters versus data set size . If is not sufficiently large compared to , the estimation procedure can be hampered with over-fitting, and uncertainties in the model parameters can grow. This effect is seen in the mean-square error for the estimation, which is roughly , where is the measurement noise variance [40] . In this study, in order to fulfill this requirement, 25 000 samples are used for identification, 28 000 samples for validation, and the maximum number of model parameters estimated is 350.
B. PAs
Two PAs were studied in this research: a wideband 3-W class AB commercial solid-state PA 2 and a 100-W Doherty PA 3 for WiMAX applications. The class AB amplifier was analyzed at 2 MiniCircuits ZHL-1000-3W 3 NXP semiconductors two power levels, one with input power at 4-dB relative back-off and the other at 12 dB. For clarity, the experiments are classified in the following three scenarios.
• Scenario 1: Class AB PA with WCDMA data and input power at 12-dB back-off • Scenario 2: Class AB PA with WCDMA data and input power 4-dB back-off • Scenario 3: Doherty PA with WiMAX-like data and input power at 8-dB back-off The dynamic AM/AM plot for these PAs is shown in Fig. 2(a) , and the spectra for the measured signals is shown in Fig. 2(b) .
VI. RESULTS
In this section, the PA models are compared with respect to accuracy versus complexity. The accuracy was evaluated using both NMSE and ACEPR. For comparison sake, it is assumed that all models have a minimum memory depth of 1 and nonlinear orders in range of 2-13 when applicable.
The lowest NMSE that was obtainable regardless of complexity for the different behavioral models is shown in Table II(a). Table II(b) shows the best results obtained regardless of complexity for ACEPR. For the MP, Volterra, and Kautz-Volterra models, the numbers inside the parenthesis represent . For Volterra DDR, they represent , and for GMP, they represent . It is interesting to note that in the second scenario, where the class AB PA is driven more nonlinearly, both measures have lower values than the other scenarios. This shows that such cases are harder to model for these types of behavioral models.
It is also noticed that most models have similar best performances. This is because as the nonlinear order and memory depth grows in the models, the uncertainties in modeling parameters increase and dominate the error. Therefore, it becomes necessary to analyze the models further in terms of the complexity needed to achieve these best results.
In behavioral modeling literature, it has been common to compare models by fixing one of the parameters, like the nonlinear order, and varying the others, like the memory depth. Such comparisons may not be suitable for a fair comparison for models such as the GMP or Volterra DDR. Another approach has been to list the accuracy and number of parameters in tables. This type of comparison may also be lacking since, in many models, different parameter settings may result in the same number of parameters or complexity. In order to avoid these drawbacks, it becomes necessary to compare the best performance of each model with one another. In order to obtain the best performance, an exhaustive search in the parameter space is done for each model. This is done by varying the parameters and finding the performance for all the configurations of these parameters possible with the computer hardware. The scatter plot in Fig. 3 is the result for the case when the GMP model is used, and when different parameter configurations are used for P, M, and G. The NMSE is plotted as a function of the complexity in FLOPs for these parameters. Once this data is available, the convex hull of the set of these combinations is found, using the Qhull algorithm. 4 Once the convex hull is found, the lowermost line is used to make more understandable plots representing the best configurations of the model, which is also shown in Fig. 3 . This procedure can be applied for any type of behavioral model, when the parameter configuration is varied.
A. Scenario 1: Class AB at 12-dB Back-Off Fig. 4(a) shows a comparison of NMSE between behavioral models, with respect to the number of parameters, for the class AB PA. The performance of a static nonlinear model is also included for reference.
It can be seen in this figure that as the number of parameters grow, the amount of improvement gained with excess parameters is limited. With a large number of parameters, most models have similar performance and higher nonlinear order, and memory depths do not yield better results. However, the complexity needed, at which these models achieve this performance, differs largely between models.
From Fig. 4(a) , it can also be seen that the MP model gives the lowest error compared to other models with a low number of parameters. The Volterra DDR model outperforms other models within a range of parameters, and finally the GMP model gives the lowest error when the number of parameters increases further.
While this figure can give certain insight to how models perform compared to one another, it is interesting to see how the models compare in terms of FLOPs to one another. In Fig. 4(b) , the comparison is done versus FLOPs and it can be noticed that the GMP model outperforms other models consistently. Of specific interest is the low FLOPs region (between , where the number of FLOPs required to achieve 51-dB NMSE is half the number of FLOPs required by the most nearest competitor, the Volterra DDR. Such a conclusion could not have been drawn from Fig. 4(a) . This is due to the fact that this model is less complex to run than the Volterra DDR model.
In Fig. 4(b) , special care was taken into consideration regarding the MP and GMP models, which both contain even-order power terms. For these two models, both the all-order power terms and odd-order power terms models were constructed. All points were then grouped together and the convex hull of this set was found.
When constructing the figure, it was noticed that while the model with all-order power terms have better accuracy for a fixed order, they also have a higher FLOP count, which resulted in most of the best combinations to be those of the odd-order power terms. The gain in accuracy of these even-order terms was regularly offset by the higher computational cost.
Finally, in Fig. 4(c) , the out-of-band performance given by the ACEPR measure for the different models versus FLOPs is presented. It should be noted that, in the identification procedure, the minimization criterion was NMSE and not out-of-band performance. The ACEPR values yield similar results for this signal input power.
B. Scenario 2: Class AB at 4-dB Back-Off
The class AB PA is driven harder and has more nonlinear characteristics in this scenario, therefore the modeling accuracy is degraded. This is because of factors such as stronger nonlinearity and more dominant memory effects seen from the asymmetric spectrum of the output of this PA and numerical inaccuracies. In Fig. 5(a) , the comparison is done with respect to the number of parameters, while Fig. 5(b) is with respect to the number of FLOPs.
From these two figures, we can notice that while in Fig. 5 (a) several models have approximately the same accuracy versus number of parameters (except for the MP), in Fig. 5(b) the GMP model shows the best tradeoff behavior. It is noticed that in order to obtain an NMSE of 38 dB for this case, the GMP model requires around one-third of the number of FLOPs compared to the Voltera DDR model. It can also be noticed that as the number of FLOPs increase, all behavioral models tend to have the same accuracy. The ACEPR can be seen in Fig. 5(c) , and the conclusions are similar to the previous scenario.
C. Scenario 3: Doherty at 8-dB Back-Off
In Fig. 6 , the results of modeling the Doherty PA is shown. Once again it can be noticed that the GMP model outperforms the other models, but in terms of ACEPR, with a large number of parameters, the Volterra and Kautz-Volterra surpasses all other models. In this case, however, the performance of all models are relatively similar due to the fact that they are not able to model the PA very well.
Another important observation is that the models generally do not have significant improvement from the static nonlinear model. In the previous scenarios, a 7-10-dB accuracy gain was achieved with the Volterra-based behavioral models compared to the static case. In this scenario, only a 1-2-dB gain is achieved compared to the static nonlinear model. One main difference between the behavioral models analyzed and the static model is that the latter does not model memory effects. From these results, we can notice that memory effects are not dominant compared to the static nonlinearity in the Doherty architecture. This can be traced to the internal circuitry for this class of PAs.
D. Discussion
Comparing the three scenarios, one can observe that the GMP model is able to obtain the best performances at lower computational costs. Since at a high number of parameters all models obtain similar performance, the main deciding factor between them becomes the required complexity to achieve such performance, which in the case of the GMP is the lowest.
It can be observed that while the number of parameters can give a good estimate for the general trend, it may not always represent the complexity correctly. This will be especially of interest for models such as [12] and [13] and neural networks, where much more computational effort is needed, even when the number of parameters are low.
VII. CONCLUSION
In this study, efficient algorithms for some widely used behavioral models were developed, and the computational complexity of these algorithms were measured in FLOPs. The behavioral models were tested on measurement data from two PAs and it was noticed that the GMP model outperformed all other models in terms of accuracy versus FLOPs consistently. The GMP was able to achieve high performance with between one-half and a one-third of the number of FLOPs of the nearest competitor. Hence, we conclude that this model is the most efficient in terms of modeling a PA at low computational cost.
The results indicate that, for a Doherty PA, memory effects are not as pronounced as nonlinear distortions, and the existing models are not able to model the memory effects in this PA effectively. This is due to the inherent characteristics of this PA class.
