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LA RÉALISATION ÉTALE ET LES OPÉRATIONS DE GROTHENDIECK
par
Joseph Ayoub
Résumé. — Dans cet article, nous construisons des foncteurs de réalisation étale définis sur les caté-
gories DAét(X,Λ) des motifs étales (sans transferts) au-dessus d’un schéma X. Notre construction est
naturelle et repose sur un théorème de rigidité relatif à la Suslin-Voevodsky que nous devons établir au
préalable. Nous montrons ensuite que ces foncteurs sont compatibles aux opérations de Grothendieck et
aux foncteurs « cycles proches ». Au passage, nous démontrons un certain nombre de propriétés concer-
nant les motifs étales.
Abstract. — In this article, we construct étale realization functors defined on the categories DAét(X,Λ)
of étale motives (without transfers) over a scheme X. Our construction is natural and relies on a relative
rigidity theorem à la Suslin-Voevodsky that we will establish first. Then, we show that these realization
functors are compatible with Grothendieck’s operations and the “nearby cycles” functors. Along the
way, we prove a number of properties concerning étale motives.
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Introduction
Soient k un corps parfait et n un entier inversible dans k. On note DM(k,Λ) la catégorie des
motifs de Voevodsky sur k à coefficients dans un anneau commutatif Λ. Le théorème de rigidité de
Suslin-Voevodsky (cf. [31, Th. 7.20 and Th. 9.35]) fournit une construction simple et naturelle de
la réalisation étale à coefficients dans Z/nZ. C’est la suivante. Étant donné un motif M ∈ DM(k,Z),
on peut former le motif étale à coefficients finis aét(M ⊗ Z/nZ) ∈ DMét(k,Z/nZ) obtenu en ten-
sorisant M par Z/nZ et en faisceautisant pour la topologie étale. D’après le théorème de rigidité
de Suslin-Voevodsky on dispose d’une équivalence de catégories Lι∗ : D(Shét(Et/k,Z/nZ)) '
DMét(k,Z/nZ). L’image de aét(M ⊗ Z/nZ) par un quasi-inverse de Lι∗ est un complexe de fais-
ceaux de Z/nZ-modules sur Et/k, le petit site étale de k. C’est donc essentiellement un complexe
de Z/nZ-modules muni d’une action continue du groupe de Galois absolu de k. Ce complexe est
la réalisation étale de M.
L’objectif de cet article est d’obtenir une version relative de la construction esquissée ci-dessus,
et de vérifier que les foncteurs de réalisation qu’on obtient sont compatibles aux opérations de
Grothendieck et aux foncteurs « cycles proches ». Pour ce faire, nous devons établir au préalable
une version relative du théorème de rigidité de Suslin-Voevodsky. Plus précisément, nous devons
prouver que le foncteur évident Lι∗ : D(Shét(Et/S ,Z/nZ)) // DMét(S ,Z/nZ) est une équivalence
de catégories pour des schémas S suffisamment généraux. Malheureusement, une preuve directe
semble difficile et la tentative naïve de ramener le cas général à celui connu où la base est le
spectre d’un corps parfait est vouée à l’échec puisque l’axiome de localité pour les catégories de
Voevodsky n’est pas disponible dans une généralité suffisante. On est donc naturellement amené à
travailler avec les catégories DAét(S ,Λ), la variante sans transferts de la catégorie des motifs étales
sur S . Pour ces catégories, l’axiome de localité est connu (cf. [5, Cor. 4.5.44]) et on verra qu’elles
vérifient toutes les propriétés requises et notamment la variante relative du théorème de rigidité de
Suslin-Voevodsky. De plus, on a un foncteur évident DAét(S ,Λ) // DMét(S ,Λ) qui est souvent
une équivalence de catégories (cf. l’Annexe B). On ne fait donc que gagner en travaillant avec les
catégories DAét(S ,Λ).
Passons en revue le contenu de l’article.
Le théorème de rigidité relatif. — Notre première tâche est d’obtenir une version relative du
théorème de rigidité de Suslin-Voevodsky pour les catégories DAét(−,Λ). Précisons de quoi il
s’agit. Pour un schéma S , on dispose d’un foncteur
Lι∗ : D(Shét(Et/S ,Λ)) // DAét(S ,Λ) (1)
induit par l’inclusion Et/S ↪→ Sm/S de la catégorie des S -schémas étales dans celle des S -
schémas lisses. (Ce foncteur est noté Lιˆ∗S dans le corps du texte.) L’énoncé optimal d’un théorème
de rigidité relatif à la Suslin-Voevodsky serait que le foncteur Lι∗ ci-dessus est une équivalence
de catégories si Λ est une Z/nZ-algèbre avec n un entier inversible dans OS . C’est ce que nous
démontrerons modulo une condition technique sur S qui est toujours vérfiée en pratique. Pour un
enoncé précis, on renvoie le lecteur au Théorème 4.1.
Notre preuve du théorème de rigidité relatif utilise la propriété de semi-séparation pour les
catégories DAét(−,Λ) (cf. le Théorème 3.9). Cette propriété a été introduite dans [4] dans le
cadre d’un 2-foncteur homotopique stable général H. On dit que H est semi-séparé si le fonc-
teur e∗ : H(X) // H(X′) est une équivalence de catégories pour tout e : X′ // X fini, surjectif
et totalement inséparable. Les Sections 1 et 2 sont consacrées à la notion de semi-séparation. On
y travaille dans le cadre abstrait d’un 2-foncteur homotopique stable H sur une base S ; le but
étant d’identifier des conditions simples qui assurent que H est semi-séparé. On y arrive en deux
temps. D’abord, on introduit la condition (SSp), avec p un nombre premier, et on montre qu’elle
entraîne que H est semi-séparé si de plus S est le spectre d’un corps parfait de caractéristique p
(cf. le Théorème 1.2 pour un énoncé précis). Ceci est l’objectif de la Section 1. La preuve repose
d’une manière essentielle sur le formalisme des quatre opérations de Grothendieck comme il a été
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développé dans [4, Chap. 1]. Ensuite, dans la Section 2, on démontre que la condition (SSp) est
une conséquence de deux autres conditions faciles à imposer, à savoir :
1. H est Z[1/2p]-linéaire ;
2. le foncteur e∗ est conservatif si e un revêtement étale d’ordre 2.
C’est le Théorème 2.8 qui s’applique à DAét(−,Λ) dès que Λ est une Z[1/2]-algèbre. Fort heu-
reusement, pour le 2-foncteur homotopique stable DAét(−,Λ), une méthode directe basée sur des
résultats de F. Morel [33, 36] permet de vérifier la condition (SSp) sans hypothèse sur Λ ; ceci est
expliqué dans l’Annexe C.
La preuve proprement dite du théorème de rigidité relatif occupe la Section 4. On démontre
d’abord que (1) est une équivalence de catégories lorsque S est le spectre d’un corps de p-
dimension cohomologique finie pour les nombres premiers p pertinents. C’est le Lemme 4.6. À
part la propriété de semi-séparation, un ingrédient essentiel dans la preuve de ce cas particulier est
le théorème de rigidité de Röndigs et Østvær [43, Th. 1.1] qu’on adapte aux motifs étales. Le reste
de la preuve consiste à se battre pour ramener le cas d’une base générale à celui où la base est le
spectre d’un corps ; notre outil principal étant le triangle de localisation (cf. [5, Cor. 4.5.44]) dans
les catégories DAét(−,Λ).
La réalisation étale et les opérations de Grothendieck. — Une fois que la version relative du
théorème de rigidité de Suslin-Voevodsky est démontrée, il est aisé de construire des foncteurs de
réalisation étale RétS : DA
ét(S ,Z) // D(Shét(Et/S ,Z/nZ)) par la méthode esquissée au début de
l’introduction. Bien entendu, on doit supposer certaines conditions et il est possible d’utiliser des
anneaux de coefficients plus généraux. On peut aussi définir une variante `-adique à la Ekedahl.
Ces constructions font l’objet de la Section 5.
Ensuite, on s’intéresse dans la Section 6 aux compatibilités des foncteurs de réalisation étale
avec les six opérations de Grothendieck, à savoir les quatre foncteurs f ∗, f∗, f! et f ! associés aux
morphismes quasi-projectifs, ainsi qu’aux bifoncteurs − ⊗ − et Hom(−,−). En gros, tout fonc-
tionne bien et on a les isomorphismes de commutation que l’on pense lorsque certaines conditions
techniques, souvent satisfaites en pratique, sont supposées.
Enfin, dans la Section 9, on explique comment obtenir des réalisations étales définies sur les
motifs à coefficients rationnels. Plus précisément, pour tout nombre premier `, on définit un fonc-
teur RétS : DA
ét
ct(S ,Q) // Dˆétct(S ,Q`) où DA
ét
ct(S ,Q) est la sous-catégorie des motifs constructibles
à coefficients rationnels et Dˆétct(S ,Q`) est la catégorie dérivée des faisceaux `-adiques sur S . Bien
entendu, certaines conditions techniques doivent être satisfaites. Nous renvoyons le lecteur à la
Section 9 pour les énoncés précis. Ensuite, nous vérifions que ces foncteurs de réalisation com-
mutent aux six opérations de Grothendieck. Si la construction de la réalisation étale à coefficients
rationnels est une extension facile des constructions de la Section 5, l’énoncé de cette commuta-
tion suppose le théorème de constructibilité des quatre opérations f ∗, f∗, f! et f ! (cf. le Théorème
8.10), et des opérations − ⊗ − et Hom(−,−) (cf. le Théorème 8.12). C’est pour cette raison que la
réalisation étale à coefficients divisibles a été repoussée à la suite des Sections 7 et 8.
Motifs et cycles proches. — Dans la Section 10, on se propose d’étudier la compatibilité de la
réalisation étale avec le formalisme des cycles évanescents. Dans la Section 11 on pousse cette
étude un cran plus loin en montrant une compatibilité avec, d’une part, l’opérateur de monodromie
sur la partie unipotente du motif proche et, d’autre part, l’action de monodromie sur les cycles
proches modérés.
Les foncteurs « motif proche » ont été construits et étudiés dans [5, Chap. 3]. Toutefois, une
grande partie de la théorie était confinée à la caractéristique résiduelle nulle. Motivés par des
applications arithmétiques potentielles, nous nous sommes efforcés dans la Section 10 d’étendre
la théorie des motifs proches au-dessus d’un anneau de valuation discrète de caractéristique rési-
duelle positive. Cette extension est désormais possible grâce à la pureté absolue pour les catégories
DAét(−,Λ) obtenue dans la Section 7 en se basant sur des résultats de Gabber, de Quillen et de
Morel-Voevodsky, et en s’inspirant de la méthode de Cisinski-Déglise [11].
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Soient S le spectre d’un anneau de valuation discrète hensélien et f : X // S un S -schéma
quasi-projectif. On note Xη et Xσ les fibres génériques et spéciales de X. On dispose alors de deux
foncteurs
Υ f , Ψ
mod
f : DA
ét(Xη,Λ) // DAét(Xσ,Λ).
Si M ∈ DAét(Xη,Λ), alors Υ f (M) est la partie du motif proche de M sur laquelle la monodromie
est unipotente et Ψ modf (M) est la partie du motif proche de M sur laquelle la monodromie est
modérée. Lorsque S est d’égale caractéristique nulle, on retrouve respectivement les foncteurs
Υ f et Ψ f de [5, §3.4 et §3.5]. (On fera attention que les foncteurs Υ f ne sont raisonnables qu’à
coefficients rationnels alors que les foncteurs Ψ modf se comportent bien en inversant les nombres
premiers problématiques.) Lorsque la caractéristique résiduelle de S est non nulle, on construit un
troisième foncteur Ψ f : DAét(Xη,Λ) // DAét(Xσ,Λ) où Xσ est la fibre géométrique au-dessus du
point fermé de S . Si M ∈ DAét(Xη,Λ), alors Ψ f (M) est le motif proche total de M.
Sous certaines conditions techniques, nous construisons aussi des isomorphismes de comparai-
son RétXσ ◦ Ψ modf ' Ψ modf ◦ RétXη et RétXσ ◦ Ψ f ' Ψ f ◦ RétXη qui font le lien entre le formalisme des
cycles évanescents dans le monde motivique et celui en cohomologie étale.
Compléments à [4, 5]. — Tout au long de cet article, le lecteur trouvera des résultats d’un in-
térêt indépendant de l’objectif poursuivi qui est la construction de la réalisation étale et l’étude
des compatibilités avec les six opérations de Grothendieck et les foncteurs cycles proches. Dans
la mesure du possible, nous nous sommes efforcés d’inclure des preuves complètes de tous les
résultats utilisés. Logiquement parlant, à part le théorème de rigidité de Röndigs et Østvær [43],
les techniques de résolution des singularités (de Hironaka, de Jong et Gabber), les travaux de Gab-
ber en cohomologie étale [14] et [25], les travaux de Quillen [38] et de Morel-Voevodsky [37]
sur la K-théorie algébrique, l’article ne dépend que de [4, 5] (pour la théorie des motifs, des six
opérations de Grothendieck et du formalisme des motifs proches) et de [2, 3] (pour les résultats
standards en cohomologie étale). Ainsi, cet article pourrait être considéré comme un complément
précieux à [4, 5] contenant des résultats spécifiques aux catégories DAét(−,Λ). Faisons une liste
(non exhaustive) de quelques-uns de ces résultats : la propriété de séparation (cf. le Théorème 3.9),
le théorème de rigidité relatif (cf. le Théorème 4.1), la pureté absolue qu’on obtient en s’inspirant
de la méthode de Cisinski-Déglise [11] et en combinant des résultats de Gabber, de Quillen et de
Morel-Voevodsky (cf. le Théorème 7.4), une extension (suivant une méthode de Gabber) des résul-
tats de constructibilité de [4, §2.2.2] à des schémas de bases plus généraux (cf. le Théorème 8.12),
et bien sûr, l’extension du formalisme des cycles évanescents dans le monde motivique au-delà
de la caractéristique résiduelle nulle. Pour finir, nous n’avons pas résisté à la tentation d’inclure
une extension d’un résultat important de Cisinski-Déglise [11] affirmant que le foncteur évident
DAét(S ,Λ) // DMét(S ,Λ) est une équivalence de catégories lorsque S est normal et universelle-
ment japonais. Dans [11] on devait supposer que Λ est une Q-algèbre ; notre extension est valable
pour des anneaux de coefficients plus généraux. Nous l’obtenons comme une application de notre
théorème de rigidité relatif pour DAét(−,Λ).
Un mot sur d’autres constructions. — Il y a au moins deux constructions antérieurs d’une réa-
lisation étale. La première construction est due à Huber [22, 23] qui se restreint aux motifs géo-
métriques de Voevodsky au-dessus d’un corps parfait. La seconde construction est due à Ivorra
[26] qui construit sa réalisation sur la catégorie de motifs effectifs et géométriques de Voevodsky
sur un schéma de base général. Les constructions de Huber et Ivorra sont géométriques alors que
la notre est de nature homologique. Leur réalisation est contravariante : elle envoie le motif d’un
S -schéma lisse f : X // S sur le complexe f∗(Z/nZ) ∈ D(Shét(Et/S ,Z/nZ)). Notre réalisation
est covariante : elle envoie le motif de X sur f! f !(Z/nZ). Nous renvoyons le lecteur à la Proposition
5.9 pour la relation précise entre notre réalisation étale et celle d’Ivorra.
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Commentaires et remerciements. — Cet article contient un certain nombre de résultats techniques
et ennuyeux, souvent connus mais parfois dans une généralité insuffisante. Nous prions les spécia-
listes de nous excuser et nous espèrons que les autres lecteurs trouverons notre présentation utile.
Nous avons été guidés par une intuition très simple. C’est la suivante : si on combine le théorème
de rigidité de Suslin-Voevodsky [31, Th. 7.20] et le théorème de localité de Morel-Voevodsky [37,
Th. 2.21] on doit pouvoir obtenir par un dévissage, éventuellement long et pénible, une version
relative de la rigidité. Le problème était que les théorèmes de Suslin-Voevodsky et de Morel-
Voevodsky appartenaient à des mondes apparentés mais tout de même différents : le premier était
valable dans DMét(k,Z/nZ) avec k parfait et n ∈ N inversible dans k, et le deuxième était valable
dans les catégoriesA1-homotopiques des S -schémas, voire dans DAét(S ,Λ). Cette intuition est de-
venue un « pré-théorème » le jour où j’ai pris connaissance de l’article [43] de Röndigs et Østvær
où ils démontrent une forme de rigidité dans SH(k) pour les extensions de corps algébriquement
clos. Dès lors, je « savais » qu’un théorème de rigidité relatif pour DAét(−,Λ) était accessible,
mais je n’avais aucune intention de me lancer dans ce projet jusqu’au jour où Bruno Kahn m’avait
fait savoir qu’il avait besoin d’une réalisation étale qui soit compatible aux six opérations pour
des questions liées aux fonctions L de motifs. Or, un théorème de rigidité relatif fournissait une
construction d’une réalisation étale pour laquelle les compatibilités avec les six opérations sem-
blaient immédiates. Comme je venais de terminer la rédaction de mon travail sur le groupe de
Galois motivique, je me suis dit que je pourrais me changer les idées en écrivant une petite note
sur le théorème de rigidité relatif et la réalisation étale. Les détails techniques se sont avérés plus
sérieux et la petite note s’est vite transformée en un long article. Je tiens à remercier Bruno Kahn
de m’avoir encouragé à entreprendre ce projet et de m’avoir incité à inclure un paragraphe sur
les motifs proches en inégale caractéristique. Une partie de cet article a été rédigée pendant un
agréable séjour à l’Université d’Oslo où j’ai visité Paul-Arne Østvær. Je le remercie pour son
invitation et pour les discussions que nous avions eues sur le théorème de rigidité.
Conseils et remarques pour le lecteur. — Les références à [4] et [5] étant nombreuses, le lecteur
est avisé d’en avoir une copie sous la main. Nous utiliserons parfois la terminologie 2-catégorique
comme dans [4]. Ainsi, « 1-morphisme » et « 2-morphisme » sont synonymes de « foncteur »
et « transformation naturelle » respectivement. Tous les schémas considérés dans ce texte sont
noethériens même si cela est parfois superflu. Ainsi, « schéma » sera synonyme de « schéma noe-
thérien ». La caractéristique d’un anneau A est l’entier naturel qui engendre le noyau de l’unique
morphisme d’anneaux Z // A. La caractéristique d’un schéma S est la caractéristique de l’an-
neau OS (S ). La caractéristique du corps résiduel d’un point de S est appelée une caractéristique
résiduelle de S . Ainsi, S est de caractéristiques résiduelles nulles si et seulement si OS (S ) est une
Q-algèbre. Enfin, lorsque S est local, on conviendra d’appeler la caractéristique résiduelle de S la
caractéristique du corps résiduel de l’unique point fermé de S .
À plusieurs endroits dans le texte, on peut remplacer les expressions « quasi-projectif » et « pro-
jectif » par « séparé de type fini » et « propre ». Souvent, il s’agit d’une extension immédiate et
quelquefois, il faudrait se servir du lemme de Chow. À titre d’exemple, nous renvoyons le lec-
teur à [11] pour une extension du théorème de changement de base [4, Cor. 1.7.18] du cas d’un
morphisme projectif à celui d’un morphisme propre ; ce type d’argument figure également dans
[3, Expo. XII]. Notons aussi que les opérations f! et f !, construites dans [4, Chap. I] pour les
morphismes quasi-projectifs, ont été étendues aux morphismes séparés et de type fini dans [11] en
suivant la construction de Deligne dans [3, Expo. XVII]. Dans le texte, nous nous bornerons aux
S -schémas quasi-projectifs pour rester fidèle à l’esprit de [4, 5].
1. Semi-séparation pour les 2-foncteurs homotopiques stables
On fixe un schéma de base S , et on note Sch/S la catégorie des S -schémas quasi-projectifs. Un
S -morphisme est une flèche de Sch/S . Soit H : Sch/S // TR un 2-foncteur homotopique stable
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au sens de [4, Déf. 1.4.1] (TR étant la 2-catégorie des catégories triangulées). Rappelons les deux
notions suivantes (cf. [4, Déf. 2.1.160]).
Definition 1.1 —
(a) On dit que H est semi-séparé si pour tout S -morphisme fini, surjectif et totalement insépa-
rable e : X′ // X, le foncteur e∗ : H(X) // H(X′) est conservatif.
(b) On dit que H est séparé si pour tout S -morphisme surjectif f : Y // X, le foncteur f ∗ :
H(X) // H(Y) est conservatif.
Si H est semi-séparé, le foncteur e∗ est une équivalence de catégories pour e fini, surjectif
et totalement inséparable (cf. [4, Prop. 2.1.163]). Autrement dit, on ne change rien en remplaçant
« conservatif » par « une équivalence » dans la Définition 1.1, (a). Lorsque S est de caractéristiques
résiduelles nulles, H est automatiquement semi-séparé (cf. [4, Rem. 2.1.161]). (1) En général, il est
facile de voir que si H est semi-séparé, alors il vérifie la propriété suivante pour tout nombre
premier p.
(SSp) : Notons q : GmS/(p) // S/(p) la projection canonique et Fn : GmS/(p) // GmS/(p)
l’endomorphisme de Frobenius relatif donné par l’élévation à la puissance pn (avec n ∈ N).
Alors, les endomorphismes de q∗q∗ et q!q! induits par Fn, i.e., les compositions de (2)
q∗q∗
η
// q∗Fn∗F∗nq∗ ' q∗q∗ et q!q! ' q!Fn!F!nq! δ // q!q!
sont des 2-isomorphismes.
Le résultat principal de ce paragraphe affirme que, réciproquement, H est semi-séparé si S est
le spectre d’un corps parfait de caractéristique p > 0 et si H vérifie la condition (SSp) ainsi qu’une
petite condition technique.
Theoreme 1.2 — Soient k un corps parfait de caractéristique p > 0 et H : Sch/k // TR
un 2-foncteur homotopique stable qui vérifie la condition (SSp). On supposera aussi que H est
engendré par la base au sens de [4, Déf. 2.1.155]. Soit e : X′ // X un morphisme fini, surjectif et
totalement inséparable. Alors, le foncteur e∗ : H(X) // H(X′) est une équivalence de catégories.
Autrement dit, H est semi-séparé.
La preuve du Théorème 1.2 ne sera obtenue qu’à la fin de ce paragraphe à la suite d’un certain
nombre de réductions et de résultats intermédiaires. La condition (SSp) n’interviendra que dans
la preuve de la Proposition 1.11 (et de son Corollaire 1.12). Rappelons que H est engendré par
la base si pour tout k-schéma quasi-projectif X la catégorie H(X) possède les sommes infinies et
coïncide avec sa plus petite sous-catégorie triangulée stable par sommes infinies et contenant les
objets de la forme f]pi∗Y A avec A ∈ H(k), f : Y // X un morphisme lisse et piY la projection de Y
sur Spec(k). Cette hypothèse ne servira que dans la preuve de la réduction suivante.
Lemme 1.3 — Pour démontrer le Théorème 1.2, il suffit de démontrer la propriété P(e) ci-dessous
pour tout k-morphisme fini, surjectif et totalement inséparable e : X′ // X.
P(e) : Le 2-morphisme η : pi∗X // e∗e
∗pi∗X , induit par l’unité de l’adjonction (e
∗, e∗), est un
2-isomorphisme.
1. Une erreur bénigne s’est incrustée dans [4, Rem. 2.1.161]. En effet, on y affirme qu’un morphisme fini, surjectif
et totalement inséparable e : X′ // X, entre schémas de caractéristiques résiduelles nulles, induit un isomorphisme
sur les schémas réduits associés. Ceci est bien entendu faux : prendre par exemple X = Spec(Q[x, y]/(x2 − y3)) et X′
le normalisé de X. Cependant, on peut trouver une stratification S = (Xi)i∈I de X, par des sous-schémas localement
fermés, telle que X′i = X
′ ×X Xi // Xi induit un isomorphisme sur les schémas réduits associés. En utilisant l’axiome
de localité, il est alors possible de vérifier que id // e∗e∗ est inversible. D’autre part, le morphisme e∗e∗ // id est
inversible par le Sous-lemme 1.4. Ceci montre que e∗ est une équivalence de catégories.
2. Bien entendu, les 2-isomorphismes F∗nq
∗ ' q∗, q∗Fn∗ ' q∗, q! ' q!Fn! et q! ' F!nq! utilisés sont ceux déduits de
l’égalité q = q ◦ Fn.
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(Bien entendu, piX est la projection de X sur Spec(k).)
Demonstration On fixe un k-morphisme fini, surjectif et totalement inséparable e : X′ // X. Vu
le Sous-lemme 1.4 ci-dessous, il reste à montrer que le 2-morphisme d’unité η : id // e∗e∗ est
inversible.
Or, le foncteur e∗ commute aux sommes infinies puisqu’il admet un adjoint à droite. Il en est
de même de e∗ puisqu’il est isomorphe à e! (cf. [4, Th. 1.7.17]) qui possède un adjoint à droite, à
savoir e!. Puisque H est engendré par la base, il suffit de prouver que η : id // e∗e∗ est inversible
lorsqu’on l’applique aux objets de la forme f]pi∗Y A avec A ∈ H(k), f : Y // X un k-morphisme
lisse et piY la projection de Y sur Spec(k). Formons le carré cartésien
Y ′ e
′
//
g

Y
f

X′ e // X.
On a un diagramme commutatif (cf. [4, Prop. 1.1.9])
f]
η

f]
η

f]e′∗e′∗
Ex],∗
// e∗g]e′∗
Ex∗
]
// e∗e∗ f].
Le 2-morphisme d’échange Ex∗
]
: g]e′∗ // e∗ f] est inversible. Il en est de même du 2-morphisme
d’échange Ex],∗ : f]e′∗ // e∗g]. En effet, modulo les égalités f! = f]Th−1(Ω f ) et g! = g]Th−1(Ωg),
et les 2-isomorphismes de compatibilité avec les équivalences de Thom, ce 2-morphisme d’échange
correspond à Ex!,∗ : f!e′∗ // e∗g!. Or, modulo les 2-isomorphismes e! ' e∗ et e′! ' e′∗, le 2-
morphisme d’échange Ex!,∗ correspond à l’échange trivial Ex!,! : f!e′! ' e!g!.
D’après la discussion précédente, on voit donc qu’il suffit de montrer que le 2-morphisme η :
f]pi∗Y // f]e
′∗e′∗pi∗Y est inversible. Ceci est une conséquence de la propriété P(e
′). 
Sous-lemme 1.4 — Soit e : X′ // X un k-morphisme fini, surjectif et totalement inséprable. Le
2-morphisme de counité δ : e∗e∗ // id est inversible.
Demonstration On forme le carré cartésien à nil-immersion près :
X′ X′
e

X′ e // X.
(2)
Le théorème de changement de base [4, Cor. 1.7.18] appliqué au morphisme projectif, en l’occur-
rence fini, e, fournit un 2-isomorphisme e∗e∗ ' id∗id∗. Or, ce 2-isomorphisme est la composition
de
e∗e∗
η
∼ // id∗id∗e∗e∗
δ
// id∗id∗.
Le résultat recherché s’en découle. 
On a aussi besoin du fait suivant.
Lemme 1.5 — Soient e : X′ // X et e′ : X′′ // X′ des k-morphismes, finis, surjectifs et
totalement inséparables.
(a) La propriété P(e ◦ e′) entraîne la propriété P(e).
(b) Les propriétés P(e) et P(e′) entraînent la propriété P(e ◦ e′).
Demonstration En effet, par P(e ◦ e′), on a un 2-isomorphisme pi∗X ' e∗e′∗e′∗e∗pi∗X . Pour mon-
trer P(e), il suffit alors de vérifier que le 2-morphisme η : id // e∗e∗ appliqué au 1-morphisme
e∗e′∗e′∗e∗pi∗X est inversible. Ceci découle du Sous-lemme 1.6 ci-dessous.
Inversement, le 2-morphisme d’unité pi∗X // (e ◦ e′)∗(e ◦ e′)∗pi∗X est la composition de
pi∗X // e∗e
∗pi∗X // e∗e
′∗e′∗e∗pi∗X
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modulo les 2-isomorphismes évidents. La partie (b) de l’énoncé découle immédiatement de cette
factorisation. 
Sous-lemme 1.6 — Soit e : X′ // X un k-morphisme fini, surjectif et totalement inséprable. Le
2-morphisme id // e∗e∗ devient inversible lorsqu’on l’applique au 1-morphisme e∗.
Demonstration Le 2-morphisme η : e∗ // e∗e∗e∗ admet un inverse à droite, à savoir le 2-
morphisme δ : e∗e∗e∗ // e∗. Or, ce dernier est inversible d’après le Sous-lemme 1.4. 
Le lemme suivant s’obtient facilement en utilisant le théorème de changement de base [4,
Cor. 1.7.18] appliqué au morphisme fini e.
Lemme 1.7 — Soit e : X′ // X un k-morphisme fini, surjectif et totalement inséparable. Soit
f : Y // X un k-morphisme et notons e′ : X′ ×X Y // Y le changement de base de e suivant f .
Alors, la propriété P(e) entraîne la propriété P(e′).
On établit maintenant une deuxième réduction.
Proposition 1.8 — Supposons que la propriété P(Fn) est vraie avec Fn : Adk // A
d
k le mor-
phisme donné par Fn(x1, · · · , xd) = (xp
n
1 , · · · , xp
n
d ), et cela pour tout n, d ∈ N. Alors, la propriété
P(−) est vraie pour tout morphisme fini, surjectif et totalement inséparable.
Demonstration Soit e : X′ // X un morphisme fini, surjectif et totalement inséparable. On
cherche à montrer P(e) sous l’hypothèse de l’énoncé. On raisonne par récurrence sur la dimension
de X. On ne restreint pas la généralité en supposant que X et X′ sont réduits. Lorsque dim(X) = 0,
le morphisme e est inversible puisque k est parfait ; il n’y a donc rien à montrer.
Supposons que dim(X) > 0. Puisque k est parfait et que X est supposé réduit, on peut trouver
un ouvert U ⊂ X tel que dim(X − U) < dim(X) ainsi qu’un morphisme étale f : U // Adk (avec
d = dim(X)). On note Z = X − U et on forme le diagramme commutatif à carrés cartésiens
U′
j′
//
eU

X′
e

Z′i
′
oo
eZ

U
j
// X Z.
i
oo
Par l’axiome de localité, pour montrer P(e) il suffit de montrer que
j∗pi∗X // j
∗e∗e∗pi∗X et i
∗pi∗X // i
∗e∗e∗pi∗X
sont des 2-isomorphismes. Or, le théorème de changement de base pour un morphisme projectif
(cf. [4, Cor. 1.7.18]) fournit des 2-isomorphismes
j∗e∗e∗ ' eU∗ j′∗e∗ ' eU∗e∗U j∗ et i∗e∗e∗ ' eZ∗i′∗e∗ ' eZ∗e∗Zi∗
qui sont compatibles aux 2-morphismes d’unité des adjonctions du type image inverse et image
directe. Vu que j∗pi∗X ' pi∗U et i∗pi∗X ' pi∗Z , on est ramené à montrer P(eU) et P(eZ). L’hypothèse de
récurrence permet de conclure quant au morphisme eZ .
Pour montrer P(eU), on se sert du morphisme étale f : U // Adk . Puisque k est parfait, il existe
un entier n suffisamment grand tel que
U′ ×Adk ,Fn A
d
k
// U ×Adk ,Fn A
d
k
induit un isomorphisme sur les schémas réduits associés. En particulier, eU est dominé par la
projection sur le premier facteur p : U ×Adk ,Fn A
d
k
// U. Par le Lemme 1.5, (a), il suffit de montrer
la propriété P(p). Or, d’après le Lemme 1.7, P(p) est une conséquence de P(Fn). La proposition
est démontrée. 
Vus le Lemme 1.3 et la Proposition 1.8, il reste à montrer la propriété P(Fn : Adk → Adk ) pour
tout n, d ∈ N afin d’établir le Théorème 1.2. En utilisant le Lemme 1.5, (b) et le Lemme 1.7, on
voit aussitôt qu’il suffit de considérer le cas d = 1.
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Avant de continuer, nous avons besoin d’introduire une transformation naturelle α : e! // e∗,
pour e : X′ // X un morphisme fini et totalement inséparable. (Le cas qui nous intéresse est celui
de e = Fn.) Pour ce faire, on utilise encore une fois le carré cartésien à nil-immersion près :
X′ X′
e

X′ e // X.
(3)
Le 2-morphisme α est alors la composition de
e! ' id∗e! Ex!,∗ // id!e∗ ' e∗. (4)
On note la propriété suivante.
Lemme 1.9 — On garde les notations et les hypothèses précédentes. Alors, le 2-morphisme
α : e!e∗ // e∗e∗ (resp. α : e!e! // e∗e!) est inversible.
Demonstration Vu le 2-isomorphisme e! ' e∗ (cf. [4, Th. 1.7.17]), il suffit de traiter le cas non
respé. Il s’agit de montrer que le 2-morphisme d’échange Ex!,∗ : id∗e!e∗ // id!e∗e∗ est inversible.
Par [4, Prop. 1.1.9], on dispose d’un carré commutatif
id∗e!e∗
Ex!∗
∼ //
Ex!,∗

id∗id∗id!
δ∼

id!e∗e∗
δ
// id!
et on a déjà vu que la counité δ : e∗e∗ // id était inversible (cf. le Sous-lemme 1.4). Ceci termine
la preuve du lemme. 
Lemme 1.10 — On garde les notations et les hypothèses précédentes. On a un diagramme
commutatif
e!e!
δ ))
α
// e!e∗
∼
// e∗e∗
id
η
CC
(5)
Demonstration Le 2-morphisme e! // e∗ utilisé dans l’énoncé est celui de [4, Déf. 1.7.1]. C’est
un 2-isomorphisme d’après [4, Th. 1.7.17]. Puisque e est totalement inséparable, il est donné par
la composition de
e! ' e!id∗ Ex!,∗ // e∗id! ' e∗.
Ainsi, modulo les 2-isomorphismes canoniques, la composition de la ligne horizontale du dia-
gramme (5) est égale à la composition de
e!id∗id∗e!
Ex!,∗
// e!id∗id!e∗
Ex!,∗
// e∗id!id!e∗.
En utilisant [4, Prop. 1.1.9], on peut former le diagramme commutatif
e!e!
η∼

η
// e!e!e∗e∗
Ex!∗∼

e!id∗id∗e!
Ex!,∗
// e!id∗id!e∗
Ex!,∗
//
Ex!∗∼

e∗id!id!e∗
δ∼

e!e!e∗e∗
δ
// e∗e∗.
On en déduit aussitôt que la composition de la ligne horizontale du diagramme (5) est égale à la
composition de
e!e!
η
// e!e!e∗e∗
δ
// e∗e∗,
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qui est aussi la composition des flèches obliques du diagramme (5). 
Proposition 1.11 — Notons Fn : A1k // A
1
k le morphisme de Frobenius relatif donné par
l’élévation à la puissance pn et pi la projection de A1k sur Spec(k). Supposons que la condition
(SSp) est satisfaite dans H. Alors, le 2-morphisme α : F!npi∗ // F∗npi∗ est inversible.
Demonstration On montrera seulement que le 2-morphisme α : F!npi
∗ // F∗npi∗ admet une section
(i.e., un inverse à gauche). Ceci est suffisant pour conclure. En effet, la condition (SSp) est auto-
duale. Plus précisément, elle est satisfaite dans H si et seulement si elle l’est dans le 2-foncteur
homotopique stable H(−)op, où les foncteurs « image inverse » et « image directe » suivant un
k-morphisme f sont donnés par ( f !)op et ( f!)op respectivement. Ainsi, par 2-dualité, on déduit que
le 2-morphisme α : F!npi
! // F∗npi! admet une rétration (i.e., un inverse à droite). Il en est alors de
même du 2-morphisme qui nous intéresse puisque pi! = pi∗(1)[2].
Clairement F∗npi∗ ' pi∗. De même, on a un 2-isomorphisme F!npi∗ ' pi∗. C’est la composition de
F!npi
∗ ' F!nTh−1(Ωpi)pi! ' F!npi!(−1)[−2] ' pi!(−1)[−2] ' pi∗.
D’autre part, l’invariance par homotopie entraîne que le 2-morphisme d’unité id // pi∗pi∗ est in-
versible. Ainsi, tout endomorphisme β de pi∗ est de la forme pi∗β0 où β0 est un endomorphisme de
l’identité de H(k). De plus, β admet une section si et seulement si il en est ainsi de β0 ou encore de
pi∗(β). Pour prouver la proposition, il suffit donc de montrer que le 2-morphisme
α : pi∗F!npi∗ // pi∗F∗npi∗ (6)
admet une section.
Notons j : A1k ↪→ P1k l’inclusion canonique et∞ : Spec(k) ↪→ P1k l’immersion complémentaire.
Notons encore Fn le Frobenius relatif de P1k donné par l’élévation à la puissance p
n. La projection
de P1k sur Spec(k) sera notée p¯i. Le 2-morphisme
α : p¯i∗F!np¯i∗ // p¯i∗F∗np¯i∗ (7)
rend le carré
p¯i∗F!np¯i∗ //

p¯i∗F∗np¯i∗

pi∗F!npi∗ // pi∗F∗npi∗
commutatif. Or, la flèche verticale de droite dans ce carré admet une section. Il suffira donc de
montrer que (7) est un 2-isomorphisme.
Par le Lemme 1.10, on a un diagramme commutatif
p¯i∗Fn!F!np¯i∗
δ
//
∼

p¯i∗p¯i∗
η
// p¯i∗Fn∗F∗np¯i∗
∼

p¯i∗Fn∗F!np¯i∗
∼
// p¯i∗F!np¯i∗
α
// p¯i∗F∗np¯i∗.
Il suffit donc de montrer que les deux 2-morphismes
η : p¯i∗p¯i∗ // p¯i∗Fn∗F∗np¯i∗ et δ : p¯i∗Fn!F!np¯i∗ // p¯i∗p¯i∗
sont des 2-isomorphismes.
Le cas de η : On utilise le recouvrement standard de P1k par deux copies de la droite affine A
1
k dont
l’intersection est Gmk. En notant q la projection de Gmk sur Spec(k) et Fn le Frobenius relatif de
Gmk donné par l’élévation à la puissance pn, on obtient un morphisme de 2-triangles distingués
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(dans la terminologie de [4, Déf. 1.4.5]) :
p¯i∗p¯i∗ //
η

pi∗pi∗
⊕
pi∗pi∗ //
η

q∗q∗ //
η

p¯i∗Fn∗F∗np¯i∗ // pi∗Fn∗F∗npi∗
⊕
pi∗Fn∗F∗npi∗ // q∗Fn∗F∗nq∗ // .
Il est facile de voir que le 2-morphisme η : pi∗pi∗ // pi∗Fn∗F∗npi∗ est inversible. On utilise pour cela
le carré commutatif
id
η
//
η

(pi ◦ Fn)∗(pi ◦ Fn)∗
∼

pi∗pi∗
η
// pi∗Fn∗F∗npi∗
et l’invariance par homotopie. Il reste à voir que η : q∗q∗ // q∗Fn∗F∗nq∗ est un 2-isomorphisme.
C’est la première moitié de la condition (SSp).
Le cas de δ : On garde les notations utilisées pour traiter le cas de η. Puisque le morphisme p¯i est
projectif, on a un 2-isomorphisme p¯i! ' p¯i∗. Il suffit donc de montrer que δ : p¯i!Fn!F!np¯i∗ // p¯i!p¯i∗
est inversible. Or, on dispose d’un morphisme de 2-triangles distingués :
q!Fn!F!nq
∗ //
δ

pi!Fn!F!npi
∗⊕ pi!Fn!F!npi∗
δ

// p¯i!Fn!F!np¯i
∗
δ

//
q!q∗ // pi!pi∗
⊕
pi!pi
∗ // p¯i!p¯i∗ // .
De plus, puisque Ωpi et Ωq sont libres de rang 1, on a des 2-isomorphismes pi∗ ' pi!(−1)[−2] et
q∗ ' q!(−1)[−2]. Il suffit donc de montrer que δ : pi!Fn!F!npi! // pi!pi! et δ : q!Fn!F!nq! // q!q!
sont des 2-isomorphismes. On termine comme dans le cas de η (en utilisant la seconde moitiée de
la condition (SSp)). 
Dans la suite, on utilisera seulement la conséquence suivante de la Proposition 1.11.
Corollaire 1.12 — Gardons les hypothèses et notations de la Proposition 1.11. Le 2-morphisme
pi∗ // Fn∗F∗npi∗ admet une section.
Demonstration La composition de Fn!F!npi
∗ // pi∗ // Fn∗F∗npi∗ est inversible. En effet, par le
Lemme 1.10 elle coïncide avec α : Fn∗F!npi∗ // Fn∗F∗npi∗ modulo le 2-isomorphisme Fn! ' Fn∗.
De plus, α : F!npi
∗ // F∗npi∗ est inversible par la Proposition 1.11. 
Rappelons que pour terminer la preuve du Théorème 1.2, il reste à montrer que pi∗ // Fn∗F∗npi∗
est un 2-isomorphisme. On vient de voir que ce 2-morphisme admet une section. Il existe donc
un projecteur ρ de pi∗ dont l’image s’identifie à Fn∗F∗npi∗, et il suffit de voir que ρ est l’identité.
En utilisant l’invariance par homotopie, i.e., que η : id // pi∗pi∗ est inversible, on se ramène à
montrer que pi∗(ρ) est l’identité de pi∗pi∗. Il suffit donc de montrer que η : pi∗pi∗ // pi∗Fn∗F∗npi∗ est
inversible. On a déjà établi cette propriété lors de la preuve de la Proposition 1.11.
2. Vérification de la condition (SSp) et orientation
L’objectif principal de ce paragraphe est de montrer que la condition (SSp) est satisfaite dans
tout 2-foncteur homotopique stable, Z[1/2p]-linéaire et séparé pour les revêtements étales d’orde
2 (cf. le Théorème 2.8 ci-dessous pour un énoncé précis). Cependant, les techniques développées
servent aussi à montrer, suivant une méthode de Voevodsky [49], qu’un 2-foncteur homotopique
stable Q-linéaire et séparé est automatiquement orienté (i.e., ses équivalences de Thom sont des
twists de Tate convenablement shiftés). Nous n’avons pas résisté à inclure cette application bien
qu’elle ne servira pas dans la suite.
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Les résultats de ce paragraphe ne sont pas franchement nouveaux. En effet, les travaux de Morel
[32] sur les groupes d’homotopie stable des sphères motiviques devraient entraîner des résultats
similaires et même plus précis pour les catégories A1-homotopiques stables SH(k) au-dessus d’un
corps k (cf. l’Annexe C). En fait, notre méthode est basée sur des arguments géométriques em-
pruntés à [32, §6] et adaptés au langage fonctoriel qui convient pour traiter le cas général d’un
2-foncteur homotopique stable. Aussi, pour DAét(−,Λ) (cf. §3), la séparation est connue lorsque
Λ est une Q-algèbre d’après Cisinski-Déglise [11]. Toutefois, pour nous il sera vital de savoir que
DAét(−,Λ) est séparé pour des anneaux de coefficients plus généraux et notamment des anneaux
de torsion.
Certes, le degré de généralité quasi-maximal adopté ici est une raison d’être pour ce paragraphe,
mais aussi notre traitement nous semble être le plus simple et le plus direct. (Par exemple, pour
l’orientation, aucune mention du cobordisme algébrique ou de la K-théorie n’est nécessaire.)
On fixe un schéma de base S et un 2-foncteur homotopique stable H : Sch/S // TR. Pour le
moment, on ne suppose rien sur H. Étant donné un S -schéma quasi-projectif X, on pose Mcoh(X) =
piX∗pi∗X , où piX : X // S est le morphisme structural de X. C’est un endofoncteur de H(S ) qui sera
notre substitut au « motif cohomologique » de X en l’absence d’un objet distingué dans H(S ).
Un morphisme de S -schémas f : Y // X induit un 2-morphisme Mcoh(X) // Mcoh(Y). C’est la
composition de
Mcoh(X) = piX∗pi
∗
X
η
// piX∗ f∗ f ∗pi∗X ' piY∗pi∗Y = Mcoh(Y). (8)
On obtient de la sorte un foncteur contravariant de Sch/S dans la catégorie des endofoncteurs
triangulés de H(S ). Notons le fait suivant.
Proposition 2.1 — Pour n ∈ N, on a un 2-isomorphisme :
Mcoh((P
1
S )
n) '
⊕
0≤i≤n
⊕
I⊂[[1,n]], card(I)=i
id(−i)[−2i].
L’action naturelle du groupe symétrique Σn sur (P1S )
n induit une action sur le foncteur Mcoh((P
1
S )
n).
Cette action préserve les facteurs directs⊕
I⊂[[1,n]], card(I)=i
id(−i)[−2i]
pour tout 0 ≤ i ≤ n. De plus, Σn agit trivialement sur id(0)[0] et en permutant les facteurs directs
de
⊕
1≤a≤n id(−1)[−2].
Demonstration Cette proposition n’a rien d’étonnant. Toutefois, nous incluons une preuve par
soucis d’exposition. On a id(−i)[−2i] = s!pi∗ avec pi : (P1S )i // S la projection canonique et s
le produit des sections [0 : 1] : S // P1S .
(3) On a un 2-morphisme id(−i)[−2i] // Mcoh((P1S )i)
donné par la composition de
s!pi∗ ' pi∗s∗s!pi∗ δ // pi∗pi∗.
Pour I ⊂ [[1, n]] de cardinal i, on définit alors un 2-morphisme aI : id(−i)[−2i] // Mcoh((P1S )n) en
prenant la composition de
id(−i)[−2i] // Mcoh((P1S )i) // Mcoh((P1S )n),
où la seconde flèche est induite par la projection canonique (P1S )
n // (P1S )
I (modulo l’identifi-
cation (P1S )
I = (P1S )
i induite, par exemple, par l’unique bijection croissante I ' [[1, i]]). Nous
affirmons que ∑
I⊂[[1,n]]
aI :
⊕
0≤i≤n
⊕
I⊂[[1,n]], card(I)=i
id(−i)[−2i] // Mcoh((P1S )n) (9)
3. La définition originelle de id(−i)[−2i] utilise l’espace affine AiS et sa section nulle au lieu de (P1S )i. Toutefois, il
est clair que les deux définitions sont équivalentes.
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est un 2-isomorphisme. On démontre ceci par induction sur n. Lorsque n = 0 ceci est clair. On
note j : A1S ↪→ P1S l’immersion complémentaire de s : S ↪→ P1S . On a alors un 2-triangle distingué
pi∗s∗s!pi∗ // pi∗pi∗ // pi∗ j∗ j∗pi∗ //
et l’unité η : id // pi∗pi∗ est une section à la seconde arête de ce 2-triangle. Ceci permet de
conclure pour n = 1. Supposons maintenant que n > 0. Le théorème de changement de base (par
un morphisme lisse ou pour un morphisme projectif) appliqué au carré cartésien
(P1S )
n //

P1S

(P1S )
n−1 // S
fournit un 2-isomorphisme Mcoh((P
1
S )
n) ' Mcoh((P1S )n−1) ◦ Mcoh(P1S ). Il est facile de conclure à
partir de là. (Les détails sont laissés en exercice.) Les autres assertions sont immédiates à partir de
la construction du 2-morphisme (9). 
Dans la suite, il sera commode d’introduire les conditions suivantes.
Hypothe`se 2.2 —
(a) H est Z[1/2]-linéaire (cf. [4, Déf. 2.1.153]).
(b) Le foncteur e∗ est conservatif si e : X′ // X est un revêtement étale d’ordre 2 entre S -
schémas quasi-projectifs.
On considère le morphisme fini surjectif
f : P1S ×S P1S // P2S
donné sur les coordonnées homogènes par f ([a : b], [c : d]) = [ac : ad + bc : bd]. Le morphisme
f identifie P2S au quotient (P
1
S ×S P1S )/Σ2, où Σ2 = {1, τ} est le groupe symétrique d’ordre 2. Il est
donc étale sur V = P1S ×S P1S − ∆(P1S ). En fait, la restriction de f à V induit un revêtement étale
g : V // U, où U ⊂ P2S est le complémentaire du sous-schéma fermé Q d’équation x21−4x0x2 = 0.
On a donc un diagramme commutatif à carrés cartésiens (à nil-immersion près) :
V
j′
//
g

P1S ×S P1S
f

P1S
∆
oo
t∼

U
j
// P2S Q.
i
oo
On note le lemme suivant.
Lemme 2.3 — On suppose que H satisfait aux conditions de l’Hypothèse 2.2. Le 2-morphisme
id // f∗ f ∗ induit un 2-isomorphisme entre le foncteur identique de H(P2k) et l’image du projecteur
1+τ
2 agissant sur f∗ f
∗.
Demonstration Notons ρ = 1+τ2 le projecteur de l’énoncé. Il s’agit de montrer que id // Im(ρ)
est inversible. Par l’axiome de localité, il suffit de faire cela après application de i∗ et j∗.
Lorsqu’on applique i∗, on se ramène à identifier le foncteur identique de H(Q) avec l’image
du projecteur ρ agissant sur t∗t∗. Or, t est un isomorphisme de sorte que le 2-morphisme d’unité
id // t∗t∗ est inversible. De plus, τ agit par l’identité sur ∆(P1S ) de sorte que le projecteur ρ est
l’identité sur t∗t∗. Ceci permet de conclure dans ce cas.
Lorsqu’on applique j∗, on se ramène à identifier le foncteur identique de H(U) avec l’image
du projecteur ρ agissant sur g∗g∗. On obtient ceci en reprenant la la preuve de [4, Lem. 2.1.165,
(2)] et en utilisant la condition (b) de l’Hypothèse 2.2 au lieu de la propriété de séparation. Pour
la commodité du lecteur, nous reproduisons la preuve. Puisque g est un revêtement étale d’ordre
2, le foncteur g∗ est conservatif. On se ramène donc à montrer que η : g∗ // g∗g∗g∗ induit un
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isomorphisme entre g∗ et l’image de ρ agissant sur g∗g∗g∗. Or, le revêtement étale g est trivialisé
par lui-même, i.e., on a un carré cartésien
V
∐
V
id∪τ
//
id∪id

V
g

V
g
// U.
Le théorème de changement de base (par un morphisme lisse ou pour un morphisme projectif)
fournit un 2-isomorphisme Σ2-équivariant g∗g∗g∗ ' g∗
⊕
g∗, où τ agit en permutant les facteurs
sur g∗
⊕
g∗. Modulo cet isomorphisme, le 2-morphisme η : g∗ // g∗g∗g∗ est donné par le mor-
phisme diagonal ∇ : g∗ // g∗⊕ g∗. Le résultat recherché est maintenant clair. 
Corollaire 2.4 — On suppose que H satisfait aux conditions de l’Hypothèse 2.2. Alors, le
2-morphisme
Mcoh(P
2
S ) // Mcoh(P
1
S ×S P1S )
induit un 2-isomorphisme entre Mcoh(P
2
S ) et Mcoh(P
1
S ×S P1S )Σ2 (i.e., l’image du projecteur 1+τ2
agissant sur Mcoh(P
1
S ×S P1S )).
D’après la Proposition 2.1, on a
Mcoh(P
1
S ×S P1S )Σ2 ' id(0)[0] ⊕ id(−1)[−2] ⊕ (id(−2)[−4])Σ2 . (10)
(D’après la Proposition 2.10 qui sera établie plus tard, Σ2 agit trivialement sur id(−2)[−4].)
Corollaire 2.5 — On suppose que H satisfait aux conditions de l’Hypothèse 2.2. Alors, le 2-
morphisme Mcoh(P
2
S ) // Mcoh(P
1
S ), induit par l’immersion linéaire l : P
1
S ↪→ P2S donnée sur les
coordonnées homogènes par l([a : b]) = [0 : a : b], admet une section.
Demonstration On a un triangle commutatif
P1S
s
//
l ))
P1S ×S P1S
f

P2S
lorsque s est donné par s([a : b]) = ([a : b], [0 : 1]). Il est facile de voir que la composition de
Mcoh(P
1
S ×S P1S )Σ2 // Mcoh(P1S ×S P1S )
Mcoh(s)
// Mcoh(P
1
S )
identifie Mcoh(P
1
S ) ' id(0)[0] ⊕ id(−1)[−2] avec la somme directe des deux premiers facteurs dans
la décomposition (10). On conclut à l’aide du Corollaire 2.4. 
La section unité de GmS induit une décomposition canonique
Mcoh(GmS ) ' id ⊕Mcoh(GmS , 1). (11)
Le recouvrement standard de P1S par deux droites affines qui s’intersectent en GmS , induit un
2-triangle distingué
Mcoh(P
1
S ) // id ⊕ id // Mcoh(GmS ) // .
On en déduit aussitôt un 2-isomorphisme Mcoh(GmS , 1) ' id(−1)[−1]. De même, on a une décom-
position canonique
Mcoh(GmS ×S GmS ) ' id ⊕Mcoh(GmS , 1) ⊕Mcoh(GmS , 1) ⊕Mcoh((GmS , 1)∧2). (12)
Comme avant, on a un 2-isomorphisme Mcoh((GmS , 1)
∧2) ' id(−2)[−2].
Proposition 2.6 — On suppose que H satisfait aux conditions de l’Hypothèse 2.2. Soit m :
GmS ×S GmS // GmS le morphisme de multiplication. Modulo les décompositions (11) et (12),
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le 2-morphisme Mcoh(GmS ) // Mcoh(GmS ×S GmS ) induit par m est donné par la matrice
id 0
0 id
0 id
0 0
 .
Demonstration Toutes les entrées de la matrice sont claires sauf celle qui se trouve sur la dernière
ligne et la dernière colonne. Autrement dit, il reste à montrer que la composition de
Mcoh(GmS , 1) // Mcoh(GmS ) // Mcoh(GmS ×S GmS ) // Mcoh((GmS , 1)∧2) (13)
est nulle. Étant donné que x x−1 définit un automorphisme de GmS qui fixe la section unité, on
peut remplacer le 2-morphisme au milieu dans (13) par celui induit par d : GmS ×S GmS // GmS
donné par d(x, y) = xy−1.
Suivant [32, §6], nous considérons la fibration de Hopf h : A2S − 0S // P1S donné par h(x, y) =
[x : y]. On dispose de deux carrés cartésiens
A1S ×S GmS
v
//
d

A2S − 0S
h

A1S
u
// P1S
GmS ×S A1S
v′
//
d′

A2S − 0S
h

A1S
u′
// P1S
où u(x) = [x : 1] et u′(x) = [1 : x], v et v′ sont les inclusions évidentes, et d(x, y) = xy−1 et
d′(x, y) = x−1y. En écrivant les triangles de Mayer-Vietoris associés aux recouvrements (u, u′) de
P1S et (v, v
′) de A2S − 0S , on arrive à la conclusion que la composition de (13) coïncide, à un shift
près, avec la composition de
id(−1)[−2] // Mcoh(P1k) // Mcoh(A2S − 0S ) // Mcoh(A2S − 0S , 1) ' id(−2)[−3]. (14)
(Ci-dessus nous avons utilisé la décomposition canonique
Mcoh(A
2
S − 0S ) ' id ⊕Mcoh(A2S − 0S , 1)
induite par la section unité de A2S − 0S .) Par ailleurs, le morphisme de Hopf se factorise de la
manière suivante
A2S − 0S
j
//
h ++
P2S − [1 : 0 : 0]S
p

P1S
avec j(x, y) = [1 : x : y] et p([a : b : c]) = [b : c]. Il suffit donc de prouver que le 2-morphisme
Mcoh( j) composé avec la projection Mcoh(A
2
S − 0S ) // id(−2)[−3] est nul.
Or, p est un fibré en droites de section nulle n donnée par n([x : y]) = [0 : x : y]. L’invariance par
homotopie entraîne que Mcoh(P
1
S ) // Mcoh(P
2
S − [1 : 0 : 0]S ) est un 2-isomorphisme. Ainsi, par le
Corollaire 2.5, le 2-morphisme Mcoh(w), induit par l’inclusion évidente w : P
2
S −[1 : 0 : 0]S ↪→ P2S ,
admet une section. Il suffit donc de montrer que le 2-morphisme Mcoh(w ◦ j) composé avec la
projection Mcoh(A
2 − 0S ) // id(−2)[−3] est nul. Mais ceci est clair puisque w ◦ j se factorise par
A2S . 
Corollaire 2.7 — On suppose queH satisfait aux conditions de l’Hypothèse 2.2. Le 2-morphisme
Mcoh(GmS ) // Mcoh(GmS ), induit par l’élévation à la puissance n, est donné par la matrice(
1 0
0 n
)
.
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Demonstration On raisonne par induction sur n ; le résultat étant vrai pour n = 1. Le morphisme
en, d’élévation à la puissance n, est la composition de
GmS
dn
// GmS ×S GmS m // GmS
avec d(x) = (xn−1, x). Il résulte de l’hypothèse de récurrence que le morphisme Mcoh(dn) est donné
par une matrice de la forme (
1 0 0 0
0 n − 1 1 ∗
)
dans les décompositions (11) et (12). Le résultat recherché découle maintenant de la Proposition
2.6. 
On arrive maintenant au résultat principal de ce paragraphe.
Theoreme 2.8 — Soient S un schéma de base et H : Sch/S // TR un 2-foncteur homotopique
stable. On suppose que les conditions suivantes sont satisfaites (avec p un nombre premier).
(a) H est Z[1/2p]-linéaire (cf. [4, Déf. 2.1.153]).
(b) Le foncteur e∗ est conservatif si e : X′ // X est un revêtement étale d’ordre 2 entre S -
schémas quasi-projectifs.
Alors, H satisfait à la condition (SSp).
Demonstration Notons Fn l’élévation à la puissance pn sur GmS/(p) et q : GmS/(p) // S/(p) la
projection évidente. Le Corollaire 2.7, appliqué au schéma de base S/(p), entraîne que Mcoh(Fn) :
Mcoh(GmS/(p)) // Mcoh(GmS/(p)) est donnée par la matrice(
1 0
0 pn
)
.
Comme H est supposé Z[1/p]-linéaire, ce 2-morphisme est inversible. En revenant à la définition
du foncteur Mcoh(−), on voit qu’on vient de prouver que la composition de
q∗q∗
η
// q∗Fn∗F∗nq∗ ' q∗q∗
est inversible. C’est la première moitié de la condition (SSp). L’autre moitié s’en déduit par 2-
dualité en remarquant que les hypothèses (a) et (b) de l’énoncé sont autoduales. 
Corollaire 2.9 — Gardons les hypothèses du Théorème 2.8 et supposons que S = Spec(k) avec
k un corps parfait de caractéristique p > 0. Alors, H est semi-séparé.
Demonstration C’est la conjonction des Théorèmes 1.2 et 2.8. 
Notons le résultat intéressant suivant.
Proposition 2.10 — On suppose que H satisfait aux conditions de l’Hypothèse 2.2. Pour n ∈ N,
une permutation σ ∈ Σn de [[1, n]] agit sur
Mcoh((P
1
S )
n) '
⊕
I⊂[[1,n]]
id(−card(I))[−2card(I)] (15)
(cf. la Proposition 2.1) en envoyant identiquement le facteur correspondant à la partie I ⊂ [[1, n]]
sur celui correspondant à la partie σ−1(I).
Demonstration On peut supposer que σ est une transposition puisque toute permutation est un
produit de transpositions. En examinant la construction du 2-isomorphisme (15) (cf. la preuve de
la Proposition 2.1), on voit qu’il suffit de traiter le cas n = 2 et, plus précisément, de montrer
que l’action de Σ2 sur le facteur direct id(−2)[−4] de Mcoh(P1S ×S P1S ) est l’action triviale. Cela
revient à dire que le projecteur id+τ2 agissant sur id(−2)[−4] est inversible. Cette formulation permet
d’utiliser l’axiome de localité pour distinguer le cas où 2 est inversible sur S et celui où S est de
caractéristique 2.
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Cas où 2 est inversible sur S : Considérons le carré cartésien (à nil-immersion près)
S
s′
// P1S ×S P1S
f

S
s
// P2S
(16)
avec s et s′ les sections [0 : 0 : 1] et ([0 : 1], [0 : 1]). Notons pi : P2S // S la projection structurale
de P2S . Il suffit de montrer que le 2-morphisme s
!pi∗ // s′! f ∗pi∗, donné par la composition de
s!pi∗ ' id∗s!pi∗ Ex!,∗ // s′! f ∗pi∗,
est un 2-isomorphisme. (En effet, ce 2-morphisme est Σ2-équivariant et le groupe Σ2 agit triviale-
ment sur s!pi∗.) La question est locale au voisinage de la section s pour la topologie de Zariski (et
même pour la topologie de Nisnevich). Puisque 2 est inversible sur S , on peut remplacer le carré
(16) par le carré suivant
S
o
// A2S
h

S
o
// A2S ,
(17)
où h(x, y) = (x, y2) et o est la section nulle. En effet, le morphisme f : A2S // A
2
S , donné par
f (x, y) = (x + y, xy), vérifie la relation f ◦ u = v ◦ h avec u et v les automorphismes de A2S donnés
par u(x, y) = (x + y, x − y) et v(a, b) = (2a, a2 − b).
Notons pi : A2S // S le morphisme structural. Nous prétendons que la composition de
o!pi∗ ' id∗o!pi∗ Ex!∗ // o!h∗pi∗ ' o!pi∗ (18)
est la multiplication par 2. Ceci permet de conclure puisque H est Z[1/2]-linéaire.
L’endomorphisme de id(−2)[−4] donné par la composition de (18) coïncide, modulo le 2-
isomorphisme de composition des équivalences de Thom inverses (cf. [4, Rem. 1.5.12]), avec le
2-morphisme obtenu en appliquant id(−1)[−2] à l’endomorphisme de id(−1)[−2] induit par carré
cartésien (à nil-immersion près)
S
o
// A1S
e

S
o
// A1S ,
(19)
avec e(x) = x2. Il suffit donc de montrer que la composition de
o!pi∗ ' id∗o!pi∗ Ex!∗ // o!e∗pi∗ ' o!pi∗ (20)
est la multiplication par 2. (On a encore noté pi : A1S // S la projection structurale.) Notons
j : GmS ↪→ A1S l’immersion canonique, complémentaire de la section nulle o : S ↪→ A1S . On a un
endomorphisme du 2-triangle distingué
pi∗o∗o!pi∗
δ
// pi∗pi∗
η
// (pi ◦ j)∗(pi ◦ j)∗ // .
Sur le premier sommet, c’est la composition de (20) modulo le 2-isomorphisme pi∗o∗o!pi∗ ' o!pi∗.
Sur les deux autres sommets, il est induit par l’élévation à la puissance 2 surA1S etGmS . Le résultat
recherché découle maintenant du Corollaire 2.7.
Cas où 2 est nul sur S : Notons τ la permutation des facteurs sur A2S , pi : A
2
S
// S la projection
structurale et o : S // A2S la section nulle. Nous allons montrer que l’action de τ sur o
!pi∗ est
l’identité.
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On introduit l’endomorphisme h : A3S
// A3S donné par h(t, x, y) = (t, x + t(x + y), y + t(x + y)).
Puisque 2 est nul sur S , on a h(0, x, y) = (0, x, y) et h(1, x, y) = (1, y, x). Notons p˜i : A3S
// S la
projection structurale et o˜ : A1S // A
3
S le S -morphisme donné par o˜(t) = (t, 0, 0). Alors, h induit
un 2-morphisme α : o˜!p˜i∗ // o˜!p˜i∗ donné par la composition de
o˜!p˜i∗ ' id∗o˜!p˜i∗ Ex!∗ // o˜!h∗p˜i∗ ' o˜!p˜i∗.
On note 0, 1 : S // A1S la section nulle et la section unité. Modulo le 2-isomorphisme de commu-
tation 1∗o˜!p˜i∗ ' o!pi∗ (cf. [4, Rem. 1.5.10]), le 2-morphisme 1∗α est celui induit par τ. Il suffit donc
de montrer que α est l’identité. Puisque le foncteur o˜!p˜i∗ est 2-isomorphe, aux shift et twist près,
au foncteur image inverse suivant le morphisme structural A1S // S , l’invariance par homotopie
entraîne que tout endomorphisme de o˜!p˜i∗ est induit par un endomorphisme de idH(S ). Par ailleurs,
en utilisant le 2-isomorphisme de commutation 0∗o˜!p˜i∗ ' o!pi∗ (cf. [4, Rem. 1.5.10]), on déduit que
le 2-morphisme 0∗α est l’identité. Ceci entraîne que α = id. 
Pour n ∈ N, on a un S -morphisme f : (P1S )n // PnS donné par
f ([x10 : x
1
1], · · · , [xn0, xn1]) = [
n∏
s=1
xs0 : · · · :
n∏
s=1
xs1], (21)
où l’entrée à la i-ème place (avec 0 ≤ i ≤ n) est donnée par l’expression :∑
I⊂[[1,n]], card(I)=i
∏
s∈I
xs1
∏
t<I
xt0.
Le morphisme f identifie PnS avec le quotient (P
1
S )
n/Σn. On a le résultat suivant.
Lemme 2.11 — Gardons les notations ci-dessus. Supposons que H est Q-linéaire et séparé.
Alors, le 2-morphisme η : id // f∗ f ∗ induit un 2-isomorphisme entre le foncteur identique de
H(PnS ) et l’image du projecteur
1
n!
∑
σ∈Σn σ agissant sur f∗ f
∗. En particulier, le 2-morphisme
Mcoh(P
n
S ) // Mcoh((P
1
S )
n)Σn est un 2-isomorphisme.
Demonstration La preuve est standard. Le cas n = 2, i.e., le Lemme 2.3 contient tous les in-
grédients de la preuve dans le cas général. En effet, on utilise l’axiome de localité pour se rame-
ner au cas d’un revêtement étale galoisien et on applique alors la méthode de la preuve de [4,
Lem. 2.1.165, (2)]. Les détails sont laissés au lecteur. 
Corollaire 2.12 — Supposons que H est Q-linéaire et séparé. Il existe un 2-isomorphisme
Mcoh(P
n
S ) '
⊕
0≤i≤n
id(−i)[−2i]. (22)
Demonstration C’est immédiat à partir de la Proposition 2.10 et du Lemme 2.11. 
Theoreme 2.13 — Supposons que H estQ-linéaire et séparé. SoientM unOS -module localement
libre de rang r+1, L un OS -module localement libre de rang 1 et p : L⊕ n+1 // // M un morphisme
surjectif de OS -modules. Notons l : P(M) ↪→ P(L⊕ n+1) ' PnS l’immersion induite par p. Alors, la
composition de⊕
0≤i≤r id(−i)[−2i] //
⊕
0≤i≤n id(−i)[−2i] oo ∼
(22)
// Mcoh(P
n
S )
Mcoh(l)
// Mcoh(P(M)) (23)
est un 2-isomorphisme.
Demonstration La question est locale pour la topologie de Zariski sur S . On peut donc supposer
que M = Or+1S et que L = OS . On raisonne par induction noethérienne sur S en supposant que le
théorème est vrai lorsque S est remplacé par un sous-schéma fermé T ⊂ S strict. (Le cas où S est
vide est trivial.) Par l’axiome de localité, il suffit donc de prouver qu’il existe un ouvert non vide
U ⊂ S tel que la composition de (23) est inversible après application de j∗, où j : U ↪→ S est
l’inclusion.
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Or, on peut trouver un ouvert U ⊂ S affine et non vide tel que le morphisme p : On+1U // // Or+1U
est le composé pr ◦ a avec pr la projection canonique sur les premiers r + 1 facteurs de On+1U et
a un automorphisme de On+1U . Quitte à rétrécir d’avantage U, on peut supposer que a = a
′ ◦ u1 ◦
· · ·◦um avec a donné par une matrice diagonale (à coefficients dans O×S (U)) et les ui unipotents. Un
argument standard montre que les P(ui) induisent l’identité sur Mcoh(P
n
U). D’autre part, Mcoh(P
n(a))
préserve la décomposition (22). On peut donc supposer que a est l’identité. Autrement dit, on peut
supposer que l : PrS ↪→ PnS est donnée par l([x0 : · · · : xr]) = [x0 : · · · : xr : 0 : · · · : 0]. Dans ce
cas le résultat recherché découle immédiatement de la construction du 2-isomorphisme (22). Les
détails sont laissés au lecteur. 
Corollaire 2.14 — Supposons que S possède un fibré inversible ample. Supposons aussi que
H est Q-linéaire et séparé. Alors, si M est un OS -module localement libre de rang r, il existe un
2-isomorphisme Th(M) ' id(r)[2r].
Demonstration Il suffit bien entendu de construire un 2-isomorphisme Th−1(M) ' id(−r)[−2r].
Puisque S possède un fibré inversible ample, on peut trouver un OS -module L localement libre de
rang 1 et des surjections
L⊕ n+1 // // M et L⊕m // // OS .
Or, on dispose d’un 2-triangle distingué
Th−1(M) // Mcoh(P(M ⊕ OS )) // Mcoh(P(M)) // .
D’après le Théorème 2.13, le second et le troisième sommet de ce 2-triangle sont isomorphes à⊕
0≤i≤r id(−i)[−2i] et
⊕
0≤i≤r−1 id(−i)[−2i]. De plus, modulo ces identifications, la seconde arête
dans ce 2-triangle est le 2-morphisme évident. Le résultat est maintenant clair. 
Remarque 2.15 — Nous n’avons pas essayé de rendre le 2-isomorphisme du Corollaire 2.14
canonique. Toutefois, dans le cas qui nous intéresse le plus, à savoir celui où H(−) = DAét(−,Λ),
il est possible de spécifier un tel 2-isomorphisme. On renvoie le lecteur à la Remarque 11.3 pour
plus d’indications.
3. Le 2-foncteur homotopique stable DAét(−,Λ)
Soient S un schéma et Λ un anneau de coefficients (i.e., un anneau commutatif quelconque). On
dispose d’une catégorie DAét(S ,Λ) du type Morel-Voevodsky. C’est la catégorie notée SHTM(F , I)
dans [5, Déf. 4.5.21] où on prend :
– M = Cpl(Λ), la catégorie des complexes de Λ-modules ;
– I la catégorie à un objet et une flèche, etF le foncteur qui pointe S ;
– T = (P1S ,∞S ) ⊗ Λ ;
– et τ = ét la topologie étale (cf. le début de [5, §4.5]).
Rappelons brièvement la construction de la catégorie DAét(S ,Λ). Le point de départ est la ca-
tégorie Sm/S des S -schémas lisses. Sauf mention explicite du contraire, un préfaisceau sur Sm/S
(ou ailleurs) prend ses valeurs dans la catégorie des Λ-modules. On note PSh(Sm/S ,Λ) la catégo-
rie des préfaisceaux sur Sm/S et Cpl(PSh(Sm/S ,Λ)) la catégorie des complexes de préfaisceaux
sur Sm/S . Si U est un S -schéma lisse, on a les opérations U ⊗ − et hom(U,−) sur les complexes
de préfaisceaux (cf. [5, §4.4]). Elles sont données par les formules
(U ⊗ K)(†) =
⊕
homS (†,U)
K(†) et hom(U,K)(†) = K(U ×S †)
où † est un S -schéma lisse et K un complexe de préfaisceaux sur Sm/S . En fait, hom(U,−) est
l’adjoint à droite du foncteur U ⊗ −.
La catégorie Cpl(PSh(Sm/S ,Λ)) possède une structure de modèles projective où les équiva-
lences faibles sont les quasi-isomorphismes et les fibrations sont les surjections. Une localisation
de Bousfield de la structure projective fournit la structure projective ét-locale sur cette catégorie
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(cf. [5, Déf. 4.4.33]). Les équivalences ét-locales sont les morphismes de complexes de préfais-
ceaux sur Sm/S induisant des isomorphismes sur les faisceaux étales associés aux préfaisceaux
d’homologie. Le foncteur de faisceautisation induit alors une équivalence de catégories triangulées
aét : Hoét(Cpl(PSh(Sm/S ,Λ)))
∼
// D(Shét(Sm/S ,Λ))
entre la catégorie homotopique de la structure ét-locale et la catégorie dérivée de la catégorie
abélienne Shét(Sm/S ,Λ) des faisceaux étales sur Sm/S .
On localise d’avantage la structure projective ét-locale suivant la classe des morphismes A1X ⊗
Λ[n] // X⊗Λ[n] avec X ∈ Sm/S et n ∈ Z. On obtient ainsi la structure de modèles (A1, ét)-locale
sur Cpl(PSh(Sm/S ,Λ)) (cf. [5, Déf. 4.5.12]). On note
DAeff, ét(S ,Λ) = HoA1−ét(Cpl(PSh(Sm/S ,Λ))),
sa catégorie homotopique. C’est la catégorie triangulée des S -motifs étales effectifs (version sans
transferts) à coefficients dans Λ. Le S -motif effectif étale associé à un S -schéma lisse X est sim-
plement le préfaisceau X ⊗ Λ vu comme un objet de DAeff, ét(S ,Λ).
La dernière étape consiste à stabiliser la construction précédente. Notons TS , ou simplement T
s’il n’y a pas de confusion possible, le préfaisceau quotient (P1S ,∞S ) ⊗ Λ = (P1S ⊗ Λ)/(∞S ⊗ Λ).
On considère la catégorie SptΣT (Cpl(PSh(Sm/S ,Λ))) des T -spectres symétriques en complexes
de préfaisceaux sur Sm/S (cf. [5, Déf. 4.3.6 et 4.5.18]). On munit cette catégorie de la structure
de modèles stable déduite de la structure projective (A1, ét)-locale (cf. [5, Déf. 4.3.29]). C’est la
structure projective (A1, ét)-locale stable. On note
DAét(S ,Λ) = HoA1−ét−st
(
SptΣT (Cpl(PSh(Sm/S ,Λ)))
)
,
sa catégorie homotopique. C’est la catégorie triangulée des S -motifs étales (version sans transferts)
à coefficients dans Λ. Le S -motif étale associé à un S -schéma lisse X est simplement le T -spectre
symetrique Sus0T,Σ(X⊗Λ) vu comme un objet de DAét(S ,Λ). (Rappelons que le p-ième foncteur de
suspension infinie SuspT,Σ est l’adjoint à gauche du foncteur Evp qui envoie un T -spectre symétrique
E = (E)n∈N sur le complexe de préfaisceaux Ep. Pour plus de détails, nous renvoyons le lecteur à
[5, Déf. 4.3.10].) Voici quelques notations standards qu’on utilisera couramment.
Notation 3.1 —
(i) Les catégories DAeff, ét(S ,Λ) et DAét(S ,Λ) sont monoïdales, symétriques, unitaires et fer-
mées. Leur produit tensoriel sera noté − ⊗Λ − ou simplement − ⊗ − lorsqu’il n’y a pas de
confusion possible sur l’anneau de coefficients. Le bifoncteur « homomorphisme interne »
est généralement noté Hom(−,−).
(ii) On notera ΛS (0) l’objet de DAét(S ,Λ) donné par Sus0T,Σ(Λcst) avec Λcst le préfaisceau constant
de valeur Λ sur Sm/S . Autrement dit, ΛS (0) est le motif étale de S ∈ Sm/S et c’est l’objet
unité pour la structure monoïdale sur DAét(S ,Λ). On pose aussi ΛS (1) = Sus0T,Σ(TS [−2]).
C’est un objet inversible pour le produit tensoriel de DAét(S ,Λ) et son inverse est ΛS (−1) =
Sus1T,Σ(Λcst[2]). Ceci permet de définir les motifs de Tate ΛS (n) pour tout n ∈ Z. Lorsqu’il
n’y a pas de confusion possible, nous omettrons la mention de la base et nous noterons sim-
plement Λ(n) les motifs de Tate.
(iii) Enfin, si M ∈ DAét(S ,Λ) est un motif étale, les twist de Tate de M sont définis par M ⊗Λ(n)
pour tout n ∈ Z ; on les notera aussi M(n).
Pour les constructions complètes et de nombreux compléments, le lecteur est prié de consulter
[5, Chap. 4] où l’on considère une situation nettement plus générale. Notons cependant la proposi-
tion suivante dont la partie essentielle, à savoir l’axiome de localité, est due à Morel et Voevodsky
[37], même si ces derniers considèrent le contexte non linéaire, instable et local pour la topologie
Nisnevich de la théorie A1-homopique des schémas.
Proposition 3.2 — Le 2-foncteur DAét(−,Λ), restreint à Sch/S , est un 2-foncteur homotopique
stable au sens de [4, Déf. 1.4.1].
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Demonstration C’est la conjonction de [5, Cor. 4.5.47] et des résultats de [5, §4.5.4]. 
Les résultats de [4] s’appliquent donc au 2-foncteur DAét(−,Λ) : Sch/S // TR pour tout
schéma de base S .
Remarque 3.3 — Dans la construction des catégories DAeff, ét(S ,Λ) et DAét(S ,Λ) on peut uti-
liser la topologie Nisnevich au lieu de la topologie étale. On obtient alors les variantes Nisnevich
DAeff(S ,Λ) et DA(S ,Λ) de ces catégories. Le 2-foncteur DA(−,Λ) : Sch/S // TR est lui aussi
un 2-foncteur homotopique stable.
Le lemme suivant renforce [4, Prop. 1.4.3]. Il est propre à la variante étale.
Lemme 3.4 — Soit (ui : Ui // S )i un recouvrement étale d’un schéma S . Alors, les foncteurs
u∗i : DA
ét(S ,Λ) // DAét(Ui,Λ) forment une famille conservative.
Demonstration Soit E un T -spectre symétrique en complexes de préfaisceaux sur Sm/S . Suppo-
sons que Lu∗i (E) est nul dans DA
ét(Ui,Λ) pour tout indice i. On cherche à montrer que E est nul
dans DAét(S ,Λ). On ne restreint pas la généralité en supposant que E est projectivement stable-
ment (A1, ét)-fibrant. Le foncteur
u∗i : Spt
Σ
T (Cpl(PSh(Sm/S ,Λ))) // Spt
Σ
T (Cpl(PSh(Sm/Ui,Λ)))
est de Quillen à droite puisque ui est lisse (cf. [5, Th. 4.5.23]). On en déduit aussitôt que u∗i E est
encore projectivement stablement (A1, ét)-fibrant. En particulier, les complexes de préfaisceaux
u∗i En sont acycliques pour tout n ∈ N. Puisque la famille (ui : Ui // S )i est un recouvrement
étale, on déduit aussitôt que les complexes de faisceaux aét(En) sont acycliques. Il s’ensuit que E
est nul dans DAét(S ,Λ). 
D’après [4, Cor. 1.7.18], le théorème de changement de base pour un morphisme projectif est
valable dans DAét(−,Λ) pour les carrés cartésiens de S -schémas quasi-projectifs. En fait, il est
aussi valable pour les changements de base généraux.
Proposition 3.5 — Supposons donné un carré cartésien de schémas
Y
f ′

g′
// X
f

T
g
// S
avec f projectif. (On ne suppose pas que g est de type fini !) Alors, le 2-morphisme
Ex∗∗ : g∗ f∗ // f ′∗g′∗
est un 2-isomorphisme entre foncteurs de DAét(X,Λ) dans DAét(T,Λ).
Demonstration Il s’agit de vérifier que la preuve de [4, Cor. 1.7.18], ainsi que les preuves des
résultats intermédiaires sur lesquels elle repose, gardent un sens lorsque g n’est pas nécessairement
quasi-projectif. Pour le lecteur qui souhaite entreprendre cette vérification, nous reprenons les
grandes lignes de la preuve en indiquant les points essentiels.
En factorisant f par une immersion fermée suivie de la projection d’un espace projectif relatif,
on se ramène à traiter le cas où f est une immersion fermée et celui où le morphisme f est supposé
lisse.
Cas d’une immersion fermée i : Il suffit de remarquer que l’argument de [4, Lem. 1.4.14] ne fait
usage d’aucune hypothèse sur le morphisme g.
Cas où f est projectif et lisse : On utilisera l’opération f! = f]◦Th−1(Ω f ) ainsi que le 2-morphisme
f! // f∗ qui est inversible puisque f est projectif. La commutation avec les équivalences de Thom,
établie dans [4, Prop. 1.5.2] pour les foncteurs « image inverse » suivant des morphismes quasi-
projectifs, s’étend aux foncteurs « image inverse » suivant des morphismes des schémas arbitraires.
(On utilise pour cela le cas d’une immersion fermée, considéré ci-dessus, ainsi que le Lemme 3.6
ci-dessous.) On a donc un 2-isomorphisme canonique
g′∗Th−1(Ω f ) ' Th−1(Ω f ′)g′∗.
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Ceci permet de définir un 2-morphisme Ex∗! : f
′
! g
′∗ // g∗ f! comme dans [4, Prop. 1.5.19 (4)] qui
est un 2-isomorphisme par le Lemme 3.6 ci-dessous. La preuve de [4, Prop. 1.7.7] s’étend sans
modification au cas où g n’est plus supposé quasi-projectif pour fournir un diagramme commutatif
g∗ f!
∼

f ′! g
′∗Ex
∗
!
∼oo
∼

g∗ f ∗
Ex∗∗
// f ′∗g′∗.
(Cette preuve repose en fait sur la commutation de l’isomorphisme de pureté avec les foncteurs
« image inverse » (cf. [4, Cor. 1.6.23]) qui s’étend, elle aussi, au cas d’un changement de base non
nécessairement quasi-projectif.) Ceci termine la démonstration de la proposition. 
Lemme 3.6 — Supposons donné un carré cartésien de schémas
Y
f ′

g′
// X
f

T
g
// S
avec f lisse. (On ne suppose pas que g est de type fini !) Alors, le 2-morphisme
Ex∗
]
: f ′
]
g′∗ // g∗ f]
est un 2-isomorphisme dans DAét(−,Λ).
Demonstration Il suffit de remarquer que l’argument de [5, Prop. 4.5.48] ne fait usage d’aucune
hypothèse sur le morphisme g. 
On aura également besoin du résultat suivant.
Proposition 3.7 — Pour tout schéma S , la catégorie DAét(S ,Λ) coïncide avec sa plus petite sous-
catégorie triangulée stable par sommes infinies et contenant les objets de la forme SusnT,Σ(X ⊗ Λ)
avec n ∈ N et X ∈ Sm/S .
Demonstration On note provisoirement T ⊂ DAét(S ,Λ) la plus petite sous-catégorie triangulée
stable par sommes infinies et contenant les objets de la forme SusnT,Σ(X ⊗ Λ) avec n ∈ N et X ∈
Sm/S . Soit E un T -spectre symétrique en complexes de préfaisceaux sur Sm/S et supposons que
E est projectivement cofibrant. Alors, le morphisme 0 // E est un rétract d’un morphisme de la
forme 0 // F appartenant à
Cell
({
SusnT,Σ(c ⊗ X); n ∈ N, X ∈ Sm/S , c ∈ Cof pro j(Cpl(Λ))
})
.
(Pour la signification de Cell(−), nous renvoyons le lecteur à [5, Déf. 4.2.24].) Autrement dit, E
est un facteur direct de la colimite d’un système inductif (Fµ)µ∈ν indéxé par un ordinal limite ν et
vérifiant les conditions suivantes :
(a) F∅ = 0.
(b) Fµ // Fµ+1 est un « push-out » d’un coproduit de morphismes de la forme SusnT,Σ(c ⊗ X)
avec n ∈ N, X ∈ Sm/S et c une cofibration projective de complexes de Λ-modules.
(c) Fµ = colimρ∈µFρ si µ ∈ ν est un ordinal limite.
Une induction transfinie permet alors de montrer que Fµ appartient à T pour tout µ ∈ ν + 1. Le
passage de µ à µ + 1 découle immédiatement de (b). Le passage à un ordinal limite, utilise le fait
qu’une colimite homotopique d’un diagramme ayant ses sommets dans T est un objet de T. (La
preuve de cette propriété est standard ; elle est laissée au lecteur.) 
Le résultat suivant est une conséquence immédiate de la Proposition 3.7.
Corollaire 3.8 — Soit S un schéma de base. Le 2-foncteur homotopique stable DAét(−,Λ) :
Sch/S // TR est engendré par la base au sens de [4, Déf. 2.1.155].
On arrive maintenant au résultat clef suivant.
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Theoreme 3.9 — Soient S un schéma de base et Λ un anneau. Alors, le 2-foncteur homotopique
stable DAét(−,Λ) : Sch/S // TR est séparé.
Demonstration Par le Lemme 3.4, joint à [4, Prop. 2.1.162], il reste à montrer que le 2-foncteur
homotopique stable DAét(−,Λ) : Sch/S // TR est semi-séparé. On fixe un morphisme e :
S ′ // S fini, surjectif et totalement inséparable. Vu le Sous-lemme 1.4, qui est encore valable
sans que e soit un morphisme quasi-projectif sur un corps, il suffit de montrer que le 2-morphisme
η : id // e∗e∗ est un 2-isomorphisme. Soit U ⊂ S le plus grand ouvert Zariski tel que κ(x) '
κ(e−1(x)) pour tout x ∈ U. (Bien entendu, κ(−) désigne le corps résiduel d’un point.) Puisque S est
noethérien, on peut écrire U comme l’union d’un nombre fini de sous-schémas localement fermés
T1, . . . ,Tr ⊂ U tels que Ti ×S S ′ // Ti induit un isomorphisme sur les schémas réduits associés.
L’axiome de localité et le théorème de changement de base pour un morphisme fini entraînent
alors que η : id // e∗e∗ est inversible pour e : e−1(U) // U et qu’il reste à montrer que ce 2-
morphisme est inversible pour e : S ′ − e−1(U) // S − U. Or, par maximalité de U, le schéma
S −U est de caractéristique non nulle. Quitte à remplacer S par une composante connexe de S −U,
on peut donc supposer depuis le départ que S est de caractéristique p > 0. D’après le Lemme 3.10
ci-dessus, DAét(−,Λ) est alors Z[1/p]-linéaire.
On ne restreint pas la généralité en supposant que S est affine. Les foncteurs e∗ et e∗, étant des
adjoints à gauche de e∗ et e!, ils commutent aux sommes infinies. Par la Proposition 3.7, il suffit
donc de prouver que η : id // e∗e∗ est inversible après évaluation sur des objets de la forme
SusnT,Σ(X ⊗ Λ), avec n ∈ N et X ∈ Sm/S . Or, on peut trouver un Fp-schéma affine de type fini S 0,
un morphisme de schémas g : S // S 0 et un schéma lisse X0 ∈ Sm/S 0 tels que X ' X0 ×S 0 S . Il
est alors suffisant de prouver que η : g∗ // e∗e∗g∗ est un 2-isomorphisme. Quitte à raffiner S 0, on
peut aussi supposer que e est le changement de base d’un morphisme fini, surjectif et totalement
inséparable e0 : S ′0 // S 0. En notant g
′ : S ′ // S ′0 le morphisme canonique, on a alors les
2-isomorphismes
g∗e0∗e∗0 ' e∗g′∗e∗0 ' e∗e∗g∗.
(Pour le premier 2-isomorphisme, on utilise la Proposition 3.5 appliquée au morphisme fini e0.)
Il est donc suffisant de prouver que η : id // e0∗e∗0 est un 2-isomorphisme. Autrement dit, on
peut supposer que S est Fp-schéma quasi-projectif. Dans ce cas, on est en mesure d’appliquer le
Théorème 1.2. On est alors ramené à vérifier la propriété (SSp) pour DAét(−,Λ) : Sch/Fp // TR.
Cette propriété est bien satisfaite par le Théorème 2.8 joint au Lemme 3.4 (si Λ est une Z[1/2]-
algèbre ou p = 2) ou par le Théorème C.1 (sans hypothèse sur Λ ni p). 
Lemme 3.10 — Soient S un Fp-schéma et Λ un anneau. Alors, DAét(S ,Λ) est Z[1/p]-linéaire.
Demonstration Il est suffisant de montrer que le morphisme p × − : Sus0T (Λcst) // Sus0T (Λcst)
est inversible dans DAét(S ,Λ). (En effet, DAét(S ,Λ) est une catégorie monoïdale et Sus0T (Λcst)
est son objet unité.) Il est donc suffisant de montrer que le morphisme p × − : Λcst // Λcst est
inversible dans DAeff, ét(S ,Λ). Il est même suffisant de montrer que le faisceau étale constant Z/pZ
est isomorphe au faisceau nul dans DAeff, ét(Fp,Z). Or, on dispose d’une suite exacte de faisceaux
étales sur Sm/Fp :
0 // Z/pZ // O x 7→x
p−x
// O // 0
et le faisceau O est bien A1-équivalent au faisceau nul. 
En utilisant le Corollaire 2.14, on déduit le résultat suivant.
Corollaire 3.11 — Soit S un schéma de base et supposons que Λ est une Q-algèbre. Alors, le
2-foncteur homotopique stable DAét(−,Λ) : Sch/S // TR est orienté. Autrement dit, pour tout
OS -module M localement libre de rang r, il existe un 2-isomorphisme Th(M) ' id(r)[2r].
Le reste de ce paragraphe est consacré à quelques compléments techniques sur les catégories
DAét(S ,Λ). On rappelle d’abord des notions de dimension cohomologique suivant [3, Expo. X] et
[44, §3].
Definition 3.12 — Soit p un nombre premier.
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1. La p-dimension cohomologique cdp(k) d’un corps k est le supremum (dans N ∪ {+∞}) de
l’ensemble des entiers n pour lesquels le groupe abélien Hn(Gal(ksep/k),M) est non nul pour
au moins une Gal(ksep/k)-représentation M de p-torsion. (Bien entendu, ksep est une clôture
séparable de k et Gal(ksep/k) est son groupe de Galois.)
2. La p-dimension cohomologique ponctuelle pcdp(S ) d’un schéma S est le supremum (dans
N ∪ {+∞}) des nombres cdp(κ(s)) quand s parcourt les points de S . (Bien entendu, κ(s) est
le corps résiduel du point s ∈ S .)
Remarque 3.13 — Soient k est un corps de nombre et p un nombre premier. Si p est impair, on
a cdp(k) = 2 par un théorème de Poitou et Tate. Ceci reste vrai pour p = 2 lorsque k n’admet pas
de plongements réels. (Voir [44, Chap. II, §4.4, Prop. 13].)
Les deux lemmes suivants sont bien connus.
Lemme 3.14 — Si pcdp(S ) est finie, il en est de même de pcdp(T ) pour tout S -schéma de type
fini T .
Demonstration Il s’agit de [44, §4, Prop. 11]. 
Lemme 3.15 — Soient S un schéma et F un faisceau de p-torsion sur le petit site étale de S .
Alors Hnét(S ,F) = 0 si n ≥ (1 + pcdp(S ))(1 + krdim(S )). (4)
Demonstration Ceci découle de [3, Expo. X, Th. 4.1 et 5.1] joint à [44, §4, Prop. 10]. 
Du même tonneau, on a le résultat suivant.
Lemme 3.16 — Soient S un schéma et F un faisceau de Q-espaces vectoriels sur le petit site
étale de S . Alors Hnét(S ,F) = 0 si n ≥ krdim(S ).
Demonstration On utilise l’isomorphisme H•ét(S ,F) ' H•Nis(S ,F), vrai pour tout faisceau F de
Q-espaces vectoriels sur le petit site étale de S , et le fait que HnNis(S ,F) = 0 pour n > krdim(S )
(cf. [48]). 
Pour un schéma de base S et un anneau de coefficients Λ, nous introduisons l’hypothèse sui-
vante.
Hypothe`se 3.17 — La dimension de Krull de S est finie et les p-dimensions cohomologiques
ponctuelles de S sont uniformément bornées lorsque p parcourt les nombres premiers non inver-
sibles dans Λ. (5)
Lemme 3.18 — Soient S un schéma et Λ un anneau vérifiant l’Hypothèse 3.17. Alors, les deux
propriétés suivantes sont satisfaites :
(a) les colimites filtrantes préservent les objets projectivement ét-fibrants de Cpl(PSh(Et/S ,Λ)) ;
(b) pour tout U ∈ Et/S , le foncteur H0ét(U,−) : Cpl(PSh(Et/S ,Λ)) // Mod(Λ) commute aux
colimites filtrantes.
Demonstration L’implication (b)⇒(a) est standard. (L’argument est contenu dans la preuve de
[5, Prop. 4.5.62].) La propriété (b) se démontre de la même manière que [5, Cor. 4.5.61]. On doit
uniquement faire attention au fait que le petit site étale Et/S n’est pas nécéssairement de dimension
cohomologique finie au sens de [5, Déf. 4.5.57]. Cepandant, les Lemmes 3.15 et 3.16 entraînent
que les foncteurs Hiét(U,−), pour U ∈ Et/S , restreints aux faisceaux de Λ-modules, sont tous nuls
pour i suffisamment grand. Il en découle que les conclusions de [5, Prop. 4.5.58, Cor. 4.5.60 et
Cor. 4.5.61] restent valables pour S = Et/S et M = Cpl(Λ). 
Proposition 3.19 — Soient S un schéma et Λ un anneau satisfaisant à l’Hypothèse 3.17. Alors, la
catégorie triangulée DAét(S ,Λ) est compactement engendrée par les objets de la forme SusnT,Σ(X⊗
Λ) où n ∈ N et X ∈ Sm/S .
4. Nous ne prétendons pas de donner une borne optimale.
5. Pour la suite, on peut se contenter de demander que les p-dimensions cohomologiques ponctuelles soient finies
individuellement. Toutefois, l’existence d’une borne finie commune permet de simplifier les arguments et c’est souvent
satisfait en pratique.
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Demonstration La preuve de cette proposition est essentiellement la même que celle de [5,
Th. 4.5.67] qui traite le cas de la topologie Nisnevich. On utilise le Lemme 3.18 pour obtenir
l’analogue de [5, Prop. 4.5.62] pour le site Sm/S , muni de la topologie étale, et la catégorie de
modèles M = Cpl(Λ). Les preuves de [5, Prop. 4.5.63, Cor. 4.5.64] se transportent alors sans diffi-
culté au cas de Cpl(PSh(Sm/S ,Λ)) munie de la structure de modèles projective (A1, ét)-locale (au
lieu de (A1,Nis)-locale comme dans loc. cit.). Ceci permet de reprendre la preuve de [5, Th. 4.5.67]
dans la situation qui nous intéresse. 
Voici un autre énoncé connu pour les catégories DA(S ,Λ) (cf. [6, Prop. 1.A.1]) et que nous
étendons au cas de DAét(S ,Λ).
Proposition 3.20 — Soient I une petite catégorie cofiltrante et (Xi)i∈I un pro-schéma. On suppose
que les morphismes de transition f j→i : X j // Xi sont affines de sorte que la limite projective X =
limi∈I Xi existe dans la catégorie des schémas. On suppose aussi que X et les Xi sont noethériens
et qu’ils satisfont à l’Hypothèse 3.17 relativement à un anneau de coefficients Λ.
Pour i ∈ I, notons f∞→i : X // Xi le morphisme canonique. Soient i0 ∈ I, et M et N deux
objets de DAét(Xi0 ,Λ). Si M est compact, alors l’homomorphisme
colim j∈I/i0 homDAét(X j,Λ)( f
∗
j→i0 M, f
∗
j→i0 N) // homDAét(X,Λ)( f
∗
∞→i0 M, f
∗
∞→i0 N)
est bijectif. L’énoncé analogue vaut aussi pour les catégories effectives DAeff, ét(−,Λ).
Demonstration La preuve suit la même stratégie que celle de [6, Prop. 1.A.1]. Pour la commodité
du lecteur, nous reprenons les arguments.
On traite uniquement le cas stable. On peut supposer que i0 ∈ I est l’objet final, qu’on notera
o. On peut aussi supposer que M = SusnT,Σ(Yo ⊗ Λ) avec n ∈ N et Yo ∈ Sm/Xo. On choisit un
TXo-spectre symétrique projectivement cofibrant N = (Nn)n∈N qui représente N.
On peut considérer le pro-schéma (Xi)i∈I comme un diagramme de schémas (X˜, I) en posant
X˜(i) = Xi. On note pi : (X˜, I) // Xo la projection évidente et on considère le TX˜-spectre symétrique
pi∗N, un objet de SptΣT (Cpl(PSh(Sm/(X˜, I),Λ))). Pour i ∈ I, on a i∗(pi∗N) = f ∗i→oN (où l’on note par
i le morphisme de diagrammes de schémas i : (Xi, e) // (X˜, I) qui est l’identité sur Xi). On choisit
ensuite une cofibration projective stablement (A1, ét)-triviale pi∗N // R avec R un TX˜-spectre
symétrique stablement (A1, ét)-fibrant. Pour tout i ∈ I, le morphisme évident f ∗i→oN // i∗R est
une cofibration stablement (A1, ét)-triviale et i∗R est stablement (A1, ét)-fibrant. En particulier, on
a des isomorphismes canoniques
homDAét(Xi,Λ)( f
∗
i→oM, f
∗
i→oN) ' pi0(SusnT,Σ((Yo ×Xo Xi) ⊗ Λ), i∗R) ' H0(i∗Rn(Yo ×Xo Xi)). (24)
Par ailleurs, pour une flèche j → i dans I, on a un morphisme de TX j-spectres symétriques
f ∗j→ii
∗R // j∗R. C’est une équivalence (A1, ét)-locale stable comme il découle immédiatement
de la propriété 2 de 3 appliquée à la suite
f ∗j→oN
w.e.
//
w.e.
''
f ∗j→ii
∗R // j∗R.
De plus, on dispose d’un carré commutatif
homDAét(Xi,Λ)( f
∗
i→oM, f
∗
i→oN) oo
∼
//

H0(i∗Rn(Yo ×Xo Xi))

homDAét(X j,Λ)( f
∗
j→oM, f
∗
j→oN) oo
∼
// H0( j∗Rn(Yo ×Xo X j)).
(25)
Considérons à présent le TX-spectre symétrique Rˆ = colimi∈I f ∗∞→ii
∗R. On dispose d’un mor-
phisme évident f ∗∞→oN // Rˆ qui est une équivalence (A1, ét)-locale stable. En effet, les mor-
phismes f ∗∞→oN // f ∗∞→ii
∗R sont des cofibrations stablement (A1, ét)-triviales (étant donné que
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les f ∗∞→i sont des foncteurs de Quillen à gauche) et le foncteur
colimI : SptΣT (Cpl(PSh(Sm/(X, I),Λ))) // Spt
Σ
T (Cpl(PSh(Sm/X,Λ)))
préserve les équivalences (A1, ét)-locales stables (étant donné qu’il est de Quillen à gauche et qu’il
préserve les quasi-isomorphismes de complexes de préfaisceaux niveau par niveau).
Nous allons voir maintenant que le TX-spectre symétrique Rˆ est stablement (A1, ét)-fibrant.
Soient n ∈ N et Y ∈ Sm/X. On peut trouver i ∈ I et Yi ∈ Sm/Xi tels que Y ' Yi ×Xi X (cf. [6,
Lem. 1.A.2]). Il est facile de voir que
Rˆn(Y) = colim j∈I/i j∗Rn(Y j→i) (26)
avec Y j→i = Yi ×Xi X j. À l’aide de cette formule et du Lemme 3.21 ci-dessus, on déduit que Rˆn
est ét-fibrant pour tout n. La formule (26) montre aussi que le morphisme Rˆn(Y) // Rˆn(A1Y ) est
un quasi-isomorphisme, l’analogue de ceci étant vrai pour les complexes j∗Rn. Autrement dit, Rˆ
est projectivement (A1, ét)-local niveau par niveau. Il reste à voir que c’est un Ω-spectre, i.e., que
Rˆn(Y) // Rˆn+1(P1Y ,∞Y ) est un quasi-isomorphisme. Ceci est encore une conséquence immédiate
de la formule (26) et du fait que les j∗R sont des Ω-spectres.
À présent, il est facile de conclure. En effet, par la discussion précédente, on a
homDAét(X,Λ)( f
∗∞→oM, f ∗∞→oN) ' pi0(SusnT,Σ((Yo ×Xo X) ⊗ Λ), Rˆ) ' H0(Rˆn(Yo ×Xo X)).
Mais par (26), on a
H0(Rˆn(Yo ×Xo X)) ' colimi∈I H0(i∗Rn(Yo ×Xo Xi)).
Par (24), le i-ème terme de la colimite ci-dessus s’identifie à homDAét(Xi,Λ)( f
∗
i→oM, f
∗
i→oN). La pro-
position est démontrée. 
Lemme 3.21 — On garde les hypothèses et les notations de la Proposition 3.20 concernant
le pro-schéma (Xi)i∈I . On note (X˜, I) le diagramme de schémas donné par X˜(i) = Xi. Soit K un
complexe de préfaisceaux de Λ-modules sur Et/(X˜, I). Alors, l’homomorphisme évident
colimi∈I H•ét(Xi, i
∗K) // H•ét(X, colimi∈I f
∗
∞→ii
∗K). (27)
est bijectif. De plus, si les complexes de préfaisceaux i∗K sont projectivement ét-fibrants pour tout
i ∈ I, il en est de même de colimi∈I f ∗∞→ii∗K.
Demonstration On prouve d’abord que (27) est bijectif. Lorsque K est un préfaisceau (placé en
degré zéro), il s’agit de [2, Expo. VII, Th. 5.7]. Une récurrence facile permet de traiter le cas
où K est borné. Pour le cas général, on écrit K = colimn∈N K(n) avec K(n) = τ≥−n(σ≤n(K)), une
troncation bête suivie d’une troncation canonique de K. Par le Lemme 3.18, les homomorphismes
évidents
colimn∈N H•ét(Xi, i
∗K(n)) // H•ét(Xi, i
∗K) pour i ∈ I
et colimn∈N H•ét(X, colimi∈I f
∗
∞→ii
∗K(n)) // H•ét(X, colimi∈I f
∗
∞→ii
∗K)
sont des bijections. Ceci démontre la première assertion de l’énoncé.
La seconde assertion s’en déduit par la méthode standard. Soit u : colimi∈I f ∗∞→ii
∗K // L une
équivalence ét-locale avec L un complexe de préfaisceaux ét-fibrant sur Et/X. Nous allons montrer
que u est un quasi-isomorphisme de complexes de préfaisceaux, ce qui permettra de conclure. Soit
U ∈ Et/X. On peut trouver i ∈ I et Ui ∈ Et/Xi tels que U ' X ×Xi Ui. En utilisant que (27) est
bijectif pour le pro-schéma (U j→i = X j ×Xi Ui) j→i∈I/i et la restriction de K à (U˜, I/i), on obtient
que l’homomorphisme
colim j→i∈I/i H•ét(X j ×Xi Ui, j∗K) // H•ét(U, L)
est bijectif. Puisque j∗K et L sont supposés ét-fibrants, on déduit que
colim j→i∈I/i K(X j ×Xi Ui) // L(U)
est un quasi-isomorphisme. Or, le membre de gauche s’identifie à Γ(U, colim j∈I f ∗∞→ j j
∗K). Ceci
termine la preuve du lemme. 
LA RÉALISATION ÉTALE ET LES OPÉRATIONS DE GROTHENDIECK 27
L’énoncé ci-dessus se déduit de la Proposition 3.20 de la même manière que [6, Cor. 1.A.3] se
déduit de [6, Prop. 1.A.1].
Corollaire 3.22 — Gardons les hypothèses et les notations de la Proposition 3.20. La sous-
catégorie pleine DAétct(X,Λ) des objets compacts de DA
ét(X,Λ) est équivalente à la 2-colimite des
sous-catégories DAétct(Xi,Λ) des objets compacts de DA
ét(Xi,Λ). L’énoncé analogue vaut aussi
pour les catégories effectives DAeff, ét(−,Λ).
Remarque 3.23 — L’analogue du Corollaire 3.22 pour les catégories Hoét(Cpl(PSh(Et/−,Λ)))
est également vrai. On peut l’obtenir à l’aide du Lemme 3.21. On laisse les détails au lecteur.
On termine avec un dernier résultat bien utile en pratique.
Proposition 3.24 — Soient S un schéma et Λ un anneau satisfaisant à l’Hypothèse 3.17. Alors,
les foncteurs x∗ : DAét(S ,Λ) // DAét(x,Λ), pour x ∈ S , forment une famille conservative.
Demonstration On divise la preuve en trois étapes.
Étape A : Étant donné un point x ∈ S , on note x! : DAét(S ,Λ) // DAét(x,Λ) le foncteur composé
g∗x ◦ t!x où tx : {x} ↪→ S est l’immersion fermée évidente et gx : x ↪→ {x} l’inclusion du point
générique de {x}. On prouve ici que la famille (x!)x∈S est conservative. Pour cela, on raisonne par
induction noethérienne en supposant que le résultat est prouvé pour tout sous-schéma fermé strict
de S . (Lorsque S est vide, il n’y a rien à prouver !)
Soit P ∈ DAét(S ,Λ) tel que x!P = 0 pour tout x ∈ S . On cherche à montrer que P = 0. Puisque
DAét(S ,Λ) est compactement engendrée (voir la Proposition 3.19), il suffit de prouver que toute
flèche α : M // P, partante d’un objet compact M ∈ DAét(S ,Λ), est nulle.
Soit η un point générique de S . Puisque η∗(α) = η!(α) = 0, la Proposition 3.20 montre qu’il
existe un voisinage ouvert U ⊂ S de η tel que j∗(α) = 0 avec j : U ↪→ S l’inclusion évidente.
Autrement dit, la composition de j] j∗M // M // P est nulle. Il vient que α se factorise par
le morphisme d’unité M // i∗i∗M avec i : Z ↪→ S l’immersion fermée complémentaire à j. Il
suffit donc de prouver que toute flèche de la forme β : i∗i∗M // P est nulle. Par adjonction, cette
flèche correspond à β′ : i∗M // i!P. Or, pour tout z ∈ Z, on a z!(i!P) ' (i(z))!P = 0. L’hypothèse
d’induction entraîne que i!P = 0. Ceci prouve le résultat recherché.
Étape B : Pour tout x ∈ S , on note jx : Spec(OS ,s) // S le morphisme évident. Considérons le
carré cartésien
x
gx
//
ox

{x}
tx

Spec(OX,x)
jx
// S .
L’isomorphisme de changement de base j∗xtx∗ ' ox∗g∗x (cas facile de la Proposition 3.5) induit une
transformation naturelle Ex∗! : g∗xt!x // o!x j∗x. Il est facile de voir qu’elle est inversible. Pour cela,
on peut utiliser la Proposition 3.20 et raisonner comme dans la preuve de [6, Cor. 1.A.4]. Vue
l’étape A, on déduit aussitôt que la famille ( j∗x)x∈S est conservative.
Étape C : On peut maintenant démontrer que la famille (x∗)x∈S est conservative. D’après l’étape
B, on peut supposer que S est local et donc en particulier de dimension de Krull fini.
Dans la suite, on raisonne par récurrence sur la dimension de Krull de S . Lorsque cette dimen-
sion est nulle, S possède un nombre fini de points qui sont tous ouverts dans S . Le résultat est
alors clair.
Supposons que krdim(S ) > 1. Par l’étape B, on peut supposer que S est local de point fermé
s. Notons j : U = S − {s} ↪→ S l’inclusion de l’ouvert complémentaire à s. Soit P ∈ DAét(S ,Λ)
tel que x∗P = 0 pour tout x ∈ S . Alors, j∗P est tel que u∗( j∗P) = 0 pour tout u ∈ U. Comme
krdim(U) < krdim(X), on peut utiliser l’hypothèse de récurrence pour déduire que j∗P = 0.
D’autre part, on a par hypothèse s∗P = 0. On conclut que P = 0 par l’axiome de localité. 
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4. Le théorème de rigidité relatif
Soit S un schéma de base. Rappelons que Et/S désigne la catégorie des S -schémas étales. On
munit Cpl(PSh(Et/S ,Λ)) de la structure projective ét-locale dont les équivalences faibles sont les
morphismes de complexes de préfaisceaux induisant des isomorphismes sur les faisceaux étales
associés aux préfaisceaux d’homologie. La catégorie homotopique de cette structure sera notée
Dét(S ,Λ). Elle est équivalente à D(Shét(Et/S ,Λ)), la catégorie dérivée de la catégorie abélienne
des faisceaux étales de Λ-modules sur S .
L’inclusion évidente ιS : Et/S ↪→ Sm/S est un morphisme de sites. En effet, la catégorie Et/S
possède les limites finies et le foncteur ιS y commute (cf. [1, Expo. IV, Prop. 4.9.4]). On en déduit
aussitôt que le foncteur
ι∗S : Cpl(PSh(Et/S ,Λ)) // Cpl(PSh(Sm/S ,Λ))
préserve les équivalences ét-locales. Comme il préserve aussi les cofibrations projectives, il est de
Quillen à gauche. En composant avec Sus0T,Σ, on obtient le foncteur de Quillen à gauche
ιˆ∗S = Sus
0
T,Σ ◦ ι∗S : Cpl(PSh(Et/S ,Λ)) // SptΣT (Cpl(PSh(Sm/S ,Λ))).
Son adjoint à droite est ιˆS ∗ = ιS ∗ ◦ Ev0. On en déduit aussitôt une adjonction
(Lιˆ∗S ,RιˆS ∗) : D
ét(S ,Λ) //oo DAét(S ,Λ).
Le but de ce paragraphe est d’établir le résultat suivant qu’on peut considérer comme une version
relative (stable et sans transferts !) du théorème de rigidité de Suslin-Voevodsky (cf. [31, Th. 7.20
et Th. 9.35]).
Theoreme 4.1 — Soient S un schéma et Λ une Z/NZ-algèbre avec N ∈ N un entier inversible
dans OS . On suppose qu’en tout point géométrique x¯ de S la p-dimension cohomologique ponc-
tuelle de l’hensélisé strict de S en x¯ est finie si p est un nombre premier divisant N. Alors, le
foncteur Lιˆ∗S : D
ét(S ,Λ) // DAét(S ,Λ) est une équivalence de catégories.
L’hypothèse de dimension cohomologique dans l’énoncé ci-dessus est très faible. Elle est vé-
rifiée lorsque S est un corps ou un anneau de Dedekind. Elle est aussi vérifiée si la p-dimension
cohomologie ponctuelle de S est bornée pour tout diviseur premier de N. Dans [3, Expo. X], il est
conjecturé qu’elle est vérifiée pour tout schéma excellent et les travaux de Gabber en cohomologie
étale [14] permettent maintenant d’établir cette conjecture (cf. [25, Expo. XVIII-A, Th. 1.1 and
Cor. 1.2]). Ceci dit, cette hypothèse servira dans la suite à travers le résultat suivant.
Lemme 4.2 — Soient S un schéma et Λ un anneau de coefficients. On suppose qu’en tout point
géométrique x¯ de S les p-dimensions cohomologiques ponctuelles de l’hensélisé strict de S en
x¯ sont uniformément bornées lorsque p parcourt les nombres premiers non inversibles dans Λ.
Alors, pour tout S -schéma de type fini X, de morphisme structural f : X // S , le foncteur
H0 ◦ R f∗ : Cpl(PSh(Et/X,Λ)) // Shét(Et/S ,Λ)
commute aux colimites filtrantes.
Demonstration En effet, soit (Ki)i∈I un système inductif filtrant de complexes de préfaisceaux sur
Et/X. On note K = colimi∈I Ki. On cherche à montrer que le morphisme canonique
colimi∈I H0(R f∗Ki) // H0(R f∗K)
est un isomorphisme. Par [5, Cor. 4.4.42], on dispose d’une équivalence de Quillen
(aét, oét) : Cpl(PSh(Et/X,Λ)) //oo Cpl(Shét(Et/X,Λ))
lorsqu’on muni la source de sa structure projective (ou injective) ét-locale et le but de sa structure
injective, où les cofibrations sont les monomorphismes et les équivalences faibles sont les quasi-
isomorphismes de complexes de faisceaux étales. On ne restreint pas la généralité en supposant
que les Ki sont des complexes de faisceaux étales injectivement fibrants. On choisit également
un quasi-isomorphisme de complexes de faisceaux étales K // L avec L injectivement fibrant. Il
suffit maintenant de montrer que colimi∈I f∗Ki // f∗L est un quasi-isomorphisme de complexes
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de faisceaux étales. La topologie étale étant quasi-compacte, le foncteur f∗ commute aux colimites
filtrantes. On cherchera donc à montrer que f∗K // f∗L est un quasi-isomorphisme de complexes
de faisceaux étales.
Le résultat recherché se vérifie fibre par fibre dans le topos étale de S . Soient donc x¯ un point
géométrique de S et T = S hsx¯ l’hensélisé strict de S en x¯. Formons un carré cartésien
Y
g′
//
f ′

X
f

T
g
// S .
Il suffit alors de prouver que f ′∗g′∗K // f ′∗g′∗L est un quasi-isomorphisme de complexes de fais-
ceaux étales. Puisque g′∗K // g′∗L est un quasi-isomorphisme, il suffira de voir que f ′∗g′∗K '
R f ′∗g′∗K et de même pour L. Vu le Lemme 3.18, (a), il est donc suffisant de prouver que si M
est un complexe de faisceaux étales injectivement fibrant sur Et/X, alors g′∗(M) est au moins un
complexe de préfaisceaux projectivement ét-fibrant.
Écrivons M = colimn∈N σ≤nM, avec σ≤n la troncation bête. En appliquant une deuxième fois
le Lemme 3.18, (a), on voit qu’il suffit de montrer que g′∗(σ≤nM) est projectivement ét-fibrant
pour tout n. Puisque M est injectivement fibrant, les faisceaux Mr, pour r ∈ Z, sont injectifs. En
particulier, Hsét(U,Mr) = 0 pour tout U ∈ Et/X et s ∈ N − {0}. En utilisant [2, Expo. VII, Th. 5.7]
(et le fait que g est pro-étale) on déduit aussitôt que les faisceaux g′∗Mr sont acycliques. En par-
ticulier, ils sont projectivement ét-fibrants, vus comme complexes de préfaisceaux sur Et/Y . Une
récurrence simple montre alors que les complexes de préfaisceaux σ≥−mg′∗(σ≤nM) sont projecti-
vement ét-fibrants pour tout m ∈ N. En écrivant g′∗(σ≤nM) = limm∈N σ≥−mg′∗(σ≤nM), il s’ensuit
que g′∗(σ≤nM) est lui-même projectivement ét-fibrant. Ceci termine la preuve du lemme. 
Le point de départ de notre preuve du Théorème 4.1 est un résultat de rigidité à la Suslin-
Voevodsky obtenu par Röndigs et Østvær [43]. Nous présentons ici une forme remaniée de ce
résultat, mieux adaptée à nos besoins. Pour cela, nous devons reprendre quelques arguments de
[43]. Soient k un corps algébriquement clos et C une k-courbe affine et lisse. Le groupe Div(C),
des diviseurs de C, est le Z-module librement engendré par l’ensemble C(k) des points fermés de
C. Un tel point c ∈ C(k) induit un morphisme de préfaisceaux c : Spec(k) ⊗ Λ // C ⊗ Λ. Par
linéarité, on déduit un homomorphisme de groupes abéliens
Div(C) // homDAét(k,Λ)(Spec(k) ⊗ Λ,C ⊗ Λ). (28)
(Ci-dessus, on désigne par abus de notation X ⊗ Λ le motif dans DAét(k,Λ) associé à X ∈ Sm/k,
i.e., le T -spectre symétrique Sus0T,Σ(X ⊗ Λ).) Soit C¯ une compactification lisse de C (unique à un
isomorphisme près). On dispose alors d’une surjection Div(C) // // Pic(C¯,Z), où Pic(C¯,Z) est le
groupe de Picard relatif de la paire (C¯,Z) avec Z = C¯ − C (cf. [31, Def. 7.10]). L’énoncé suivant
ne fait aucune hypothèse sur l’anneau Λ.
Lemme 4.3 — L’homomorphisme (28) se factorise à travers Pic(C¯,Z).
Demonstration Il s’agit d’une conséquence immédiate de [43, Th. 4.6]. En effet, il existe un
foncteur évident SH(k) // DAét(k,Λ) qui envoie X+ sur X ⊗ Λ pour tout X ∈ Sm/k. (C’est
le foncteur (164) (avec τ = ét) composé avec le foncteur de changement de topologie aét :
SH(S ) // SHét(S ).) De plus, on a un triangle commutatif
Div(C) //
++
homSH(k)(Spec(k)+,C+)

homDAét(k,Λ)(Spec(k) ⊗ Λ,C ⊗ Λ).
Or, [43, Th. 4.6] affirme que la flèche horizontale se factorise à travers Pic(C¯,Z). 
Corollaire 4.4 — Soient k un corps séparablement clos et Λ une Z/NZ-algèbre avec N ∈ N un
entier inversible dans k. Soient X un k-schéma quasi-projectif, lisse et connexe, et x0, x1 ∈ X(k).
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Alors, pour tout objet M ∈ DAét(k,Λ), les deux homomorphismes
x∗0, x
∗
1 : homDAét(k,Λ)(X ⊗ Λ,M) // homDAét(k,Λ)(Spec(k) ⊗ Λ,M)
sont égaux.
Demonstration Soit l/k une extension finie et donc nécessairement totalement inséparable. On
désigne par e : Spec(l) // Spec(k) le morphisme associé. D’après le Théorème 3.9 (joint à [4,
Prop. 2.1.163]), le foncteur e∗ : DAét(k,Λ) // DAét(l,Λ) est une équivalence de catégories. On
peut donc remplacer k, X et M par l, X ⊗k l et e∗M. En utilisant la Proposition 3.20, on peut même
remplacer k, X et M par k¯, X ⊗k k¯ et le « pull-back » de M suivant Spec(k¯) // Spec(k), avec k¯
une clôture algébrique de k. Autrement dit, on ne restreint pas la généralité en supposant que k est
algébriquement clos.
Par ailleurs, on peut aussi supposer que X est une courbe affine, lisse et connexe que l’on notera
C. (En effet, il existe une telle courbe C ⊂ X qui contient les points x0 et x1.) Le diviseur [x0]− [x1]
appartient au noyau de l’homomorphisme deg : Pic(C¯,Z) // Z, que l’on note Pic0(C¯,Z). D’après
le Lemme 4.3, il suffit alors de prouver que la classe de [x0]−[x1] est nulle dans Pic0(C¯,Z)⊗Z/NZ.
Mais ce groupe est lui-même nul puisque Pic0(C¯,Z) est divisible. En effet, ce dernier s’identifie
au groupe des k-points d’une variété semi-abélienne, la variété d’Albanese de C. Le corollaire est
démontré. 
Nous arrivons maintenant au théorème de rigidité de Röndigs et Østvær [43, Th. 1.1] adapté au
contexte qui nous intéresse.
Proposition 4.5 — Soient k un corps séparablement clos et Λ une Z/NZ-algèbre avec N ∈
N un entier inversible dans k. Soit K/k une extension avec K séparablement clos et notons e :
Spec(K) // Spec(k) le morphisme associé. Alors, le foncteur e∗ : DAét(k,Λ) // DAét(K,Λ) est
pleinement fidèle. (6)
Demonstration Soient M et P des objets de DAét(k,Λ). Il s’agit de montrer que l’homomorphisme
homDAét(k,Λ)(M, P) // homDAét(K,Λ)(e
∗M, e∗P) (29)
est une bijection. D’après la Proposition 3.19, la catégorie DAét(k,Λ) est compactement engen-
drée. Étant donné que e∗ commute aux sommes infinies, on voit que si l’homomorphisme (29)
est inversible pour M compact il l’est aussi pour tout M. On peut alors supposer que M est un
objet compact et donc fortement dualisable (voir [39] ou encore [6, Lem. 1.3.29]). Puisque e∗ est
un foncteur monoïdal, on peut même supposer que M = Sus0T,Σ(Spec(k) ⊗ Λ), l’objet unité de
DAét(k,Λ), quitte à remplacer P par Hom(M, P).
Soient l/k une extension finie totalement inséparable de k et L/K l’extension composée de K
et l. En utilisant le Théorème 3.9 (joint à [4, Prop. 2.1.163]) on voit qu’on peut remplacer k et K
par l et L. En utilisant la Proposition 3.20, on peut même remplacer k par sa clôture algébrique. En
particulier, on ne restreint pas la généralité en supposant que l’extension K/k est séparable, i.e.,
que K est l’union filtrante de ses sous-k-algèbres lisses.
Le reste de la preuve est une application standard du Corollaire 4.4. Rappelons qu’on cherche à
montrer que l’homomorphisme
homDAét(k,Λ)(Spec(k) ⊗ Λ, P) // homDAét(K,Λ)(Spec(K) ⊗ Λ, e∗P) (30)
est une bijection. L’injectivité est facile. Soit α ∈ homDAét(k,Λ)(Spec(k)⊗Λ, P) un élément du noyau
de (30). D’après la Proposition 3.20, il existe une sous-k-algèbre lisse A ⊂ K telle que l’image de
α est dans le noyau de l’homomorphisme
homDAét(k,Λ)(Spec(k) ⊗ Λ, P) // homDAét(A,Λ)(Spec(A) ⊗ Λ, e∗AP) (31)
6. En fait, d’après le Théorème 4.1, le foncteur e∗ est même une équivalence de catégories. La situation est différente
de celle de [43, Th. 1.1] où le foncteur analogue n’est pas essentiellement surjectif.
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avec eA : Spec(A) // Spec(k) le morphisme évident. Or, l’homomorphisme (31) admet des re-
tractions induites par les k-points de la k-variété lisse Spec(A). (De tels k-points existent puisque k
est séparablement clos.) Il en découle que α = 0.
Pour montrer la surjectivité de (30) on fixe β ∈ homDAét(K,Λ)(Spec(K) ⊗ Λ, e∗P). D’après la
Proposition 3.20, il existe une sous-k-algèbre lisse B ⊂ K et β0 ∈ homDAét(B,Λ)(Spec(B) ⊗ Λ, e∗BP)
qui est un antécédant de β par le morphisme évident. Dans la suite, on note X = Spec(B) et
f = eB : X // Spec(k) le morphisme évident. On note aussi fK : XK // Spec(K) le changement
de base de f suivant e et e′ : XK // X la projection évidente. On a e ◦ fK = f ◦ e′.
Fixons un k-point x ∈ X(k). Il induit un K-point xK ∈ XK(K). D’autre part, l’inclusion B ↪→ K
induit un K-point « générique » η ∈ XK(K). D’après le Corollaire 4.4 (et un petit jeu d’adjonction),
les deux morphismes
x∗K , η
∗ : homDAét(XK ,Λ)(XK ⊗ Λ, f ∗Ke∗P) // homDAét(K,Λ)(Spec(K) ⊗ Λ, e∗P)
coïncident. Or, il est clair que β = η∗e′∗(β0). On en déduit alors que β = x∗Ke
′∗(β0) = e∗x∗β0.
Autrement dit, β est égal à l’image de x∗β0 par l’homomorphisme (30). 
La discussion précédente nous permettra d’établir le Théorème 4.1 lorsque S est le spectre d’un
corps (vérifiant une condition technique dont on se débarassera plus tard).
Lemme 4.6 — Le Théorème 4.1 est vrai lorsque S = Spec(k) avec k un corps de p-dimension
cohomologique finie pour tout nombre premier p divisant N.
Demonstration Pour la preuve nous travaillerons avec les T -spectres non symétriques en com-
plexes de préfaisceaux sur Sm/k. Ceci est possible par [5, Th. 4.3.79]. En effet, l’analogue de
[5, Lem. 4.5.65] est vrai dans DAeff, ét(k,Λ) (7) et le foncteur RHom(Tk,−) = Rhom((P1k ,∞),−)
commute aux compositions transfinies (cf. [5, Hyp. 4.3.56]) sous l’hypothèse de finitude cohomo-
logique de l’énoncé.
Nous divisons la preuve en trois étapes. À la fin de la troisième étape, nous obtiendrons que le
foncteur Rιˆk∗ est une équivalence de catégories ce qui démontre bien le résultat recherché.
Étape A : Soit E un T -spectre (non symétrique) en complexes de préfaisceaux sur Sm/k et suppo-
sons qu’il est projectivement stablement (A1, ét)-fibrant. Soit K/k une extension séparable de type
fini. Fixons des clôtures séparables ksep et K sep de k et K, ainsi qu’un morphisme de k-extensions
ksep ↪→ K sep. Pour n ∈ N, considérons le morphisme de complexes
En(ksep) // En(K sep). (32)
(Étant donnés un préfaisceau F sur Sm/k et une k-algèbre A qui est la réunion filtrante de ses
sous-k-algèbres lisses, nous notons F(A) la colimite filtrante des F(Spec(A)) où A parcourt les
sous-algèbres lisses de A.) Sur le m-ième module d’homologie (pour m ∈ Z) le morphisme (32)
s’identifie, aux isomorphismes canoniques près, avec l’homomorphisme
homDAét(ksep,Λ)(Sus
n
T (Λcst[m]),E|ksep) // homDAét(K sep,Λ)(Sus
n
T (Λcst[m]),E|K sep). (33)
(Ci-dessus, Λcst est le préfaisceau constant de valeur Λ, et E|ksep et E|K sep sont les « pull-back » de E
suivant les morphismes associés aux extensions ksep/k et K sep/k.) Pour obtenir cette identification,
nous avons besoin de la Proposition 3.20 (d’où l’utilité de la finitude de certaines p-dimensions
cohomologiques de k). Elle permet d’écrire (33) comme une colimite d’homomorphismes qu’on
identifie, par adjonction, avec les homomorphismes Hm(En(l)) // Hm(En(L)) où l/k est une ex-
tension finie contenue dans ksep et L est une l-algèbre lisse contenue dans K sep. Ceci dit, on peut
maintenant appliquer la Proposition 4.5 pour déduire que le morphisme de complexes (32) est un
quasi-isomorphisme.
Considérons à présent le morphisme de complexes de préfaisceaux
ι∗kιk∗(En) // En. (34)
7. Notons au passage que la preuve de [5, Lem. 4.5.65] contient une erreur. En effet, le groupe G`S (3) n’agit pas sur
Cof(Gm3S ⊗1→ A3S ⊗1). Il agit toutefois sur Cof((A3S − 0S )⊗1→ A3S ⊗1) et ceci est suffisant pour conclure puisque
cette cofibre s’identifie d’une manière Σ3-équivariante à la précédente modulo un shift.
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D’après la discussion précédente, ce morphisme est un quasi-isomorphisme lorsqu’on l’évalue
sur la clôture séparable K sep d’une extension séparable K/k. (En effet, on a un isomorphisme
canonique
(
ι∗kιk∗(En)
)
(K sep) ' En(ksep).) Par ailleurs, les complexes de préfaisceaux En et ι∗kιk∗(En)
sont tous les deux A1-locaux. Pour le premier, c’est clair puisque En est supposé (A1, ét)-fibrant,
et pour le second, on utilise le Lemme 4.7 ci-dessous. En considérant le cône du morphisme (34)
et en utilisant le Lemme 4.8 ci-dessous on déduit en fin de compte que (34) est une équivalence
ét-locale.
Étape B : On prouve ici que le foncteur Rιˆk∗ : DAét(k,Λ) // Dét(k,Λ) est pleinement fidèle.
Soient E et F des T -spectres (non symétriques) en complexes de préfaisceaux sur Sm/k, et suppo-
sons qu’ils sont projectivement stablement (A1, ét)-fibrants. Supposons aussi que E est projective-
ment cofibrant niveau par niveau. On cherche à calculer homDAét(k,Λ)(E,F). Pour r ∈ N, on note
E(r) le T -spectre défini par :
(E(r))n =
{
En si n ≤ r,
T⊗n−rk ⊗ Er si n ≥ r + 1.
(Les morphismes d’assemblage sont ceux que l’on pense.) On a alors des morphismes évidents
E(r) // E(r+1) et on peut écrire E = colimr∈N E(r). Or, les N-colimites préservent les équivalences
(A1, ét)-locales. (Pour démontrer cela, on peut utiliser [5, Lem. 4.2.69] et le fait que lesN-colimites
préservent les quasi-isomorphismes de complexes de préfaisceaux.) On en déduit que la colimite
des E(r) coïncide avec leur colimite homotopique. Autrement dit, on a un isomorphisme canonique
E ' hocolimr∈N E(r)
dans la catégorie triangulée DAét(k,Λ). Ceci fournit un triangle distingué⊕
r∈N
E(r) //
⊕
r∈N
E(r) // E // . (35)
On en déduit facilement une suite exacte courte (de Milnor)
0 // lim1
r∈N homDAét(k,Λ)(E
(r),F[−1]) // homDAét(k,Λ)(E,F) // limr∈N homDAét(k,Λ)(E
(r),F) // 0
Il suffira alors de montrer que les morphismes de transition dans les systèmes projectifs(
homDAét(k,Λ)(E
(r),F)
)
r∈N et
(
homDAét(k,Λ)(E
(r),F[−1])
)
r∈N (36)
sont des isomorphismes. En effet, si c’était le cas, on obtient des isomorphismes canoniques
homDAét(k,Λ)(E,F) ' homDAét(k,Λ)(E(0),F) ' homDAeff, ét(k,Λ)(E0,F0).
Or, d’après l’étape A, le morphisme de counité ι∗kιk∗F0 // F0 est une équivalence ét-locale. On
en déduit un isomorphisme canonique homDAeff, ét(E0,F0) ' homDét(k,Λ)(ιk∗E0, ιk∗F0). Il en découle
que l’homomorphisme
homDAét(k,Λ)(E,F) // homDét(k,Λ)(ιk∗E0, ιk∗F0)
est inversible. Et c’est ce qu’on cherchait à démontrer dans cette étape.
Il nous reste à vérifier que les systèmes projectifs (36) sont constants. Bien entendu, il suffit
de considérer le premier système. On dispose d’un morphisme canonique SusrT (Er) // E
(r) qui
est un isomorphisme à partir du r-ième niveau. C’est donc une équivalence (A1, ét)-locale stable
d’après [5, Lem. 4.3.59]. Ceci fournit des isomorphismes canoniques
homDAét(k,Λ)(E
(r),F) ' homDAét(k,Λ)(SusrT (Er),F) ' homDAeff, ét(k,Λ)(Er,Fr).
Modulo ces identifications, le r-ième morphisme de transition du système projectif (36) est donné
par
homDAeff, ét(k,Λ)(Er+1,Fr+1) // homDAeff, ét(k,Λ)
(
Hom(Tk,Er+1),Hom(Tk,Fr+1)
)
(37)
composé avec l’isomorphisme
homDAeff, ét(k,Λ)
(
Hom(Tk,Er+1),Hom(Tk,Fr+1)
)
' homDAeff, ét(k,Λ)(Er,Fr)
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déduit du fait que E et F sont des Ω-spectres. Pour terminer, il nous reste donc à voir que (37)
est un isomorphisme. Pour cela, on utilise l’étape A pour réécrire ce morphisme de la manière
suivante :
homDAeff, ét(k,Λ)(ι
∗
kA, ι
∗
kB) // homDAeff, ét(k,Λ)
(
RHom(Tk, ι∗kA),RHom(Tk, ι
∗
kB)
)
(38)
avec A = ιk∗Er+1 et B = ιk∗Fr+1. Or, il est immédiat de voir que RHom(Tk, ι∗kA) ' ι∗k(A(−1))[−2] et
de même pour B. (Ici, −(−1) désigne le twist de Tate usuel pour les faisceaux étales.) Ceci permet
de conclure.
Étape C : Pour terminer la preuve du lemme, il nous reste à montrer que Rιˆk∗ est essentiellement
surjectif. Pour cela, on fixe un complexe de préfaisceaux K sur Et/k. On ne restreint pas la généra-
lité en supposant que K est projectivement cofibrant. Pour tout n ∈ N, on choisit une équivalence
ét-locale ι∗k(K(n))[2n] // Ln avec Ln un complexe de préfaisceaux projectivement ét-fibrant sur
Sm/k. Alors, d’après le Sous-lemme 4.7, Ln est projectivement (A1, ét)-fibrant. De plus, il est aussi
projectivement cofibrant. Par ailleurs, dans DAeff, ét(k,Λ), on a un isomorphisme
ι∗k(K(n))[2n] ' RHom(Tk, ι∗k(K(n + 1))[2n + 2]).
Il existe alors un quasi-isomorphisme de complexes de préfaisceaux Ln // Hom(Tk,Ln+1) qui
réalise cet isomorphisme. Par adjonction, on déduit un morphisme γn : Tk ⊗ Ln // Ln+1. Le T -
spectre (non symétrique) L = (Ln, γn)n∈N est projectivement stablement (A1, ét)-fibrant. De plus,
Rιˆk∗(L) = ιk∗L0 est isomorphe à K dans Dét(k,Λ) par construction. 
Sous-lemme 4.7 — Soient S un schéma et Λ une Z/NZ-algèbre avec N ∈ N un entier in-
versible dans OS . On suppose qu’en tout point géométrique x¯ de S la p-dimension cohomolo-
gique ponctuelle du hensélisé strict de S en x¯ est finie si p est un nombre premier divisant N.
Soit K un complexe de préfaisceaux sur Et/S . Alors, ι∗S (K) est un objet A
1-local de la catégorie
Hoét(Cpl(PSh(Sm/S ,Λ))).
Demonstration Il s’agit essentiellement d’une reformulation de l’invariance par homotopie de la
cohomologie étale [3, Expo. XV, Cor. 2.2]. En effet, dire que ι∗S (K) est A
1-local revient à dire que
l’homomorphisme
H•ét(X, ι
∗
S (K)|Et/X) // H
•
ét(A
1
X , ι
∗
S (K)|Et/A1X ) (39)
est inversible pour tout X ∈ Sm/S . (On utilise ici implicitement [5, Th. 4.4.60] appliqué au pré-
morphisme de sites induit par l’inclusion Et/X ↪→ Sm/S pour s’assurer que la restriction à Et/X
d’un complexe de préfaisceaux projectivement ét-fibrant sur Sm/S est encore projectivement ét-
fibrant.) Or, il est clair que ι∗S (K)|Et/A1X = p
∗(ι∗S (K)|Et/X) où p : A
1
X
// X est la projection évi-
dente et p∗ : PSh(Et/X,Λ) // PSh(Et/A1X ,Λ) le foncteur image inverse. Avec L = ιS (K)|Et/X ,
il nous faut donc prouver que l’homomorphisme H•ét(X, L)
// H•ét(A
1
X , p
∗(L)) est inversible. Il est
en fait suffisant de prouver que le morphisme d’unité L // Rp∗p∗(L) est un isomorphisme dans
Dét(X,Λ). En utilisant le Lemme 4.2 et en écrivant L = colimn∈N σ≤n(τ≥−n(L)), on se ramène au
cas où L est borné. Une récurrence immédiate nous ramène au cas où L est concentré en degré
zéro. On peut maintenant appliquer [3, Expo. XV, Cor. 2.2] pour conclure. 
Sous-lemme 4.8 — Soit k un corps et supposons que les p-dimensions cohomologiques de k sont
uniformément bornées lorsque p parcourt les nombres premiers non inversibles dans Λ. Soit M
un complexe de préfaisceaux sur Sm/k. Supposons que M est A1-local et que pour toute extension
séparable de type fini K/k, M(K sep) ' 0 dans D(Λ). (Bien entendu, K sep est une clôture séparable
de K.) Alors, M ' 0 dans DAeff, ét(k,Λ).
Demonstration On peut supposer que M est projectivement (A1, ét)-fibrant. La finitude des p-
dimensions cohomologiques assure que M(K) ' RΓ(Gal(K sep/K),M(K sep)) ce qui montre que
le complexe M(K) est contractile. Dans la suite, nous allons considérer M comme un objet de
DAeff(k,Λ), la catégorie des motifs sans transferts et pour la topologie Nisnevich, et nous montre-
rons que M est isomorphe à l’objet nul dans cette catégorie.
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Par le Théorème de A1-connexité stable de Morel [34], les foncteurs de troncations de la t-
structure usuelle sur D(ShNis(Sm/k,Λ)) préservent la sous-catégorie DAeff(k,Λ). Ils induisent
donc une t-structure sur cette dernière. Elle est appelée la t-structure homotopique et son cœur
est canoniquement équivalent à la catégorie des faisceaux Nisnevich strictement invariants par ho-
motopie. Il suffit de montrer que les faisceaux Nisnevich hi(M) = aNisHi(−,M) sont nuls pour tout
i ∈ Z. D’après ce qui précède, on sait que hi(M)(K) = 0 pour toute extension de type finie K
de k. Or, si F est un faisceau Nisnevich strictement invariant par homotopie, les morphismes de
restrictions F(X) // F(U) sont injectifs pour toute immersion ouverte d’image dense U ↪→ X.
(On se ramène pour cela au cas où Z = X − U est lisse de faisceau normal libre de rang d ≥ 1. On
a alors par pureté une suite exacte
homDAeff (k,Λ)(M
eff(Z)(d)[2d], F) // F(X) // F(U)
avec Meff(Z) le motif effectif de Z, i.e., le préfaisceau Z ⊗ Λ vu comme objet de DAeff(k,Λ). Le
membre de gauche de cette suite exacte est nul. En effet, Meff(Z)(d)[2d] ' [Z×k (Gmk, 1)∧d]⊗Λ[d]
est strictement positif pour la t-structure homotopique alors que F est dans le cœur.) Ceci entraîne
que les hi(M) sont nuls. Le sous-lemme est démontré. 
Notons le résultat suivant qui nous sera utile plus tard.
Corollaire 4.9 — Soient k un corps et Λ une Z/NZ-algèbre avec N ∈ N un entier inversible
dans k. On suppose que la p-dimension cohomologique de k est finie pour tout nombre premier
divisant N. Soit K un complexe de préfaisceaux sur Et/k. Alors, pour tout r ∈ N, il existe un
isomorphisme canonique ι∗k(K(r))[2r] ' REvr(Lιˆ∗k(K)) dans DAeff, ét(k,Λ).
Demonstration En effet, Lιˆ∗k(K) est un antécédant (à isomorphisme près) de K par l’équivalence
Rιˆk∗. Un tel antécédant à été construit dans l’étape C de la preuve du Lemme 4.6. Le résultat
recherché est une conséquence immédiate de cette construction. 
La preuve du résultat ci-dessous repose sur le Lemme 4.6.
Proposition 4.10 — Soient S un schéma et Λ une Z/NZ-algèbre avec N ∈ N un entier inversible
dans OS . Il existe un morphisme canonique αS : TS // ι∗S (Λ(1))[2] dans DA
eff, ét(S ,Λ). Il est
donné par la composition de
(P1S ,∞S ) ⊗ Λ ' (A1S − 0S , 1S ) ⊗ Λ[1] // O× ⊗Z Λ[1] ' ι∗S (Λ(1))[2],
où la flèche du milieu envoie un X-point f : X // A1S − 0S = S [t, t−1], pour X ∈ Sm/S , sur la
fonction inversible t ◦ f ∈ O×(X) et le dernier isomorphisme est déduit de la suite exacte courte de
faisceaux étales
0 // ι∗S (µn) // O
× (−)n // O× // 0.
De plus, le morphisme
Sus0T,Σ(TS ) // Lιˆ
∗
S (Λ(1))[2],
obtenu en appliquant LSus0T,Σ à αS , est un isomorphisme dans DA
ét(S ,Λ).
Demonstration Seule la dernière assertion nécessite une preuve. Remarquons d’abord que αS
est compatible au changement de base, i.e., si g : T // S est un morphisme de schémas, alors
g∗(αS ) = αT . Il suffit donc de prouver la proposition pour S = Spec(Z[1/N]). En utilisant la Propo-
sition 3.24, on se ramène au cas où S = Spec(k), avec k un corps de p-dimension cohomologique
finie pour tout nombre premier p divisant N. (Si N est pair, il faut également utiliser le Lemme 3.4
afin de remplacer Q par une extension totalement imaginaire.)
Encore une fois, nous pouvons travailler avec les T -spectres non symétriques (cf. le début de
la preuve du Lemme 4.6) et c’est ce que nous ferons. L’endofoncteur hom((P1k ,∞),−) de la caté-
gorie SptT (Cpl(PSh(Sm/k,Λ))) est un équivalence de Quillen à droite relativement à la structure
(A1, ét)-locale stable (cf. [5, Th. 4.3.38]). Il suffit donc de prouver que le morphisme
Rhom((P1k ,∞),Sus0T (Tk)) // Rhom((P1k ,∞), Lιˆ∗k(Λ(1))[2])
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est un isomorphisme dans DAét(k,Λ). Par ailleurs, le morphisme canonique
Sus0T (Λcst) // Rhom((P
1
k ,∞),Sus0T (Tk)),
avec Λcst = ι∗k(Λ) le préfaisceau constant de valeur Λ, est inversible dans DA
ét(k,Λ). Il suffit donc
de prouver que le morphisme
Lιˆ∗k(Λ(0)) ' Sus0T (Λcst) // Rhom((P1k ,∞), Lιˆ∗k(Λ(1))[2]), (40)
donné au niveau zéro par le morphisme α′k : Λcst // RHom(Tk, ι
∗
k(Λ(1))[2]) qui envoie 1 sur αk,
est inversible dans DAét(k,Λ). Or, le calcul de la cohomologie étale de la droite projective montre
que le morphisme α′k est un isomorphisme dans DA
eff, ét(k,Λ). En utilisant le Corollaire 4.9, on
déduit aussitôt que le morphisme (40) devient un isomorphisme lorsqu’on lui applique REv0. Il
est donc lui-même un isomorphisme puisque Rιˆk∗ = Rιk∗ ◦REv0 est une équivalence de catégories
par le Lemme 4.6. 
Corollaire 4.11 — Avec les notations et sous les hypothèses du Théorème 4.1, le morphisme
d’unité id // LιˆS ∗ ◦ Rιˆ∗S est inversible.
Demonstration Comme dans la preuve du Lemme 4.6, nous pouvons travailler avec les T -spectres
non symétriques. (On utilise le Lemme 4.2 pour s’assurer que RHom(TS ,−) commute aux com-
positions transfinies.) Soit K un complexe de préfaisceaux sur Et/S que nous supposerons projec-
tivement cofibrant. D’après [5, Th. 4.3.61], il s’agit de montrer que le morphisme évident
ι∗S K // hocolimn∈N RHom
(
T⊗nS ,T
⊗n
S ⊗ ι∗S K
)
(41)
est inversible dans DAeff, ét(S ,Λ). Vu le Lemme 4.2, il revient au même de montrer que le mor-
phisme évident
ι∗S K // hocolimn∈N RHom
(
T⊗nS , hocolimm∈N RHom
(
T⊗mS ,T
⊗m+n
S ⊗ ι∗S K
))
(42)
est inversible dans DAeff, ét(S ,Λ). D’après la Proposition 4.10, on dispose d’un morphisme
αnS : T
⊗n
S ⊗ ι∗S K // ι∗S (Λ(n))[2n] ⊗ ι∗S (K) ' ι∗S (K(n))[2n]
qui devient un isomorphisme dans DAét(S ,Λ) après l’application du foncteur Sus0T . Ceci entraîne,
par une deuxième application de [5, Th. 4.3.61], que le morphisme
hocolim
m∈N RHom
(
T⊗mS ,T
⊗m+n
S ⊗ ι∗S K
) αnS
// hocolim
m∈N RHom
(
T⊗mS ,T
⊗m
S ⊗ ι∗S (K(n))[2n]
)
est inversible dans DAeff, ét(S ,Λ). Il suffit donc de prouver que le morphisme
ι∗S K // hocolimn∈N RHom
(
T⊗nS , hocolimm∈N RHom
(
T⊗mS ,T
⊗m
S ⊗ ι∗S (K(n))[2n]
))
, (43)
obtenu en composant (42) avec le morphisme déduit des αnS , est inversible dans DA
eff, ét(S ,Λ). En
commutant les foncteurs RHom(T⊗−S ,−) avec les colimites homotopiques de N-suites, ce qui est
justifié par le Lemme 4.2, on peut réécrire le morphisme (43) de la manière suivante :
ι∗S K // hocolimm∈N RHom
(
T⊗mS , hocolimn∈N RHom
(
T⊗nS ,T
⊗m
S ⊗ ι∗S (K(n))[2n]
))
. (44)
Pour tout n ∈ N, on choisit une équivalence ét-locale ι∗S (K(n))[2n] // Ln avec Ln un complexe
de préfaisceaux projectivement ét-fibrant sur Sm/S . Alors, d’après le Sous-lemme 4.7, Ln est
projectivement (A1, ét)-fibrant. Puisque ι∗S (K(n))[2n] est projectivement cofibrant, on peut aussi
supposer que Ln est projectivement cofibrant. Par ailleurs, dans DAeff, ét(S ,Λ), on a un isomor-
phisme
ι∗S (K(n))[2n] ' RHom
(
TS , ι∗S (K(n + 1))[2n + 2]
)
.
Il existe alors un quasi-isomorphisme de complexes de préfaisceaux Ln // Hom(TS ,Ln+1) qui
réalise cet isomorphisme. Par adjonction, on déduit des morphismes γn : TS ⊗ Ln // Ln+1 et
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donc un T -spectre (non symétrique) L = (Ln, γn)n∈N qui est projectivement stablement (A1, ét)-
fibrant. Considérons maintenant le morphisme de T -spectres non symétriques
αmS :
(
T⊗mS ⊗ Ln
)
n∈N
//
(
ι∗S (Λ(m))[2m] ⊗ Ln
)
n∈N .
Ce morphisme correspond dans DAét(S ,Λ) à Sus0T,Σ(α
m
S ) ⊗ idL. Il y est donc inversible par la
Proposition 4.10. Joignant ceci à [5, Th. 4.3.61], on obtient que la colimite homotopique suivant
n ∈ N des morphismes
RHom
(
T⊗nS ,T
⊗m
S ⊗ ι∗S (K(n)[2n])
) αmS
// RHom
(
T⊗nS , ι
∗
S (K(m + n))[2(m + n)]
)
est un isomorphisme dans DAeff, ét(S ,Λ). En injectant ceci dans (44), on se ramène à montrer que
le morphisme
ι∗S K // hocolimm∈N RHom
(
T⊗mS , hocolimn∈N RHom
(
T⊗nS , ι
∗
S (K(m + n))[2(m + n)]
))
(45)
est inversible dans DAeff, ét(S ,Λ). Il est équivalent de montrer que
ι∗S K // hocolimn∈N RHom
(
T⊗nS , ι
∗
S (K(n))[n]
)
(46)
est inversible dans DAeff, ét(S ,Λ). Ceci est clair. 
On continue avec deux lemmes faciles traitant de la commutation des foncteurs Lιˆ∗S avec cer-
taines opérations de Grothendieck.
Lemme 4.12 —
(a) Soit f : Y // X un morphisme de schémas. Il existe des isomorphismes canoniques
L f ∗ ◦ Lιˆ∗X ' Lιˆ∗Y ◦ L f ∗ et R f∗ ◦ RιˆY∗ ' RιˆX∗ ◦ R f∗ (47)
(Ci-dessus, L f ∗ et R f∗ désignent les foncteurs « image inverse » et « image direct » pour les
catégories Dét(−,Λ) et DAét(−,Λ).)
(b) Soit u : U // X un morphisme étale. Il existe alors des isomorphismes canoniques
Lu] ◦ Lιˆ∗U ' Lιˆ∗X ◦ Lu] et Lu∗ ◦ RιˆX∗ ' RιˆU∗ ◦ Lu∗ (48)
(Ci-dessus, Lu] désigne l’adjoint à gauche du foncteur Lu∗ pour les catégories Dét(−,Λ) et
DAét(−,Λ).)
Demonstration Il suffit de construire les isomorphismes (47) et (48) au niveau des catégories de
modèles, ce qui est immédiat. 
Le résultat suivant est plus intéressant. Il repose d’une manière essentielle sur l’axiome de
localité qui est satisfait dans DAét(−,Λ) et Dét(−,Λ).
Lemme 4.13 — Soient s : Z ↪→ X une immersion fermée. Alors, le morphisme canonique
Lιˆ∗X ◦ Rs∗ // Rs∗ ◦ Lιˆ∗Z (49)
est inversible.
Demonstration Soit j : U ↪→ X l’immersion ouverte complémentaire à s. La paire (L j∗, Ls∗) est
conservative sur Dét(X,Λ). Il suffit donc de prouver que (49) est inversible après application de L j∗
et Ls∗. Or, L j∗Lιˆ∗XRs∗ ' ιˆ∗UL j∗Rs∗ ' 0 et L j∗Rs∗Lιˆ∗Z ' 0. D’autre part, Ls∗Lιˆ∗XRs∗ ' Lιˆ∗ZLs∗Rs∗ '
Lιˆ∗Z et Ls
∗Rs∗Lιˆ∗Z ' Lιˆ∗Z . Le lemme est démontré. 
On est maintenant en mesure d’achever la preuve du Théorème 4.1.
Demonstration On suppose d’abord que S est de dimension de Krull finie et de p-dimension
cohomologique ponctuelle finie pour tout nombre premier p divisant N. On montrera que le fonc-
teur Lιˆ∗S est une équivalence de catégories par induction noethérienne. Ainsi, on supposera que
le résultat correspondant est vrai pour tout sous-schéma fermé strict de S . D’après le Corollaire
4.11, le foncteur Lιˆ∗S est pleinement fidèle. Il suffit donc de voir que DA
ét(S ,Λ) est égale à sa plus
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petite sous-catégorie triangulée, notée provisoirement T, stable par sommes infinies et contenant
Lιˆ∗S
(
Dét(S ,Λ)
)
. Puisque DAét(S ,Λ) est compactement engendrée (cf. la Proposition 3.19), il suffit
de prouver que tout objet compact appartient à T. On fixe donc M, un objet compact de DAét(S ,Λ).
Soit η un point générique de S . D’après le Lemme 4.6, l’objet η∗M ∈ DAét(κ(η),Λ) appartient à
l’image du foncteur Lιˆ∗η, qui est même une équivalence de catégories. On peut donc trouver un
objet compact K ∈ Dét(κ(η),Λ) tel que Lιˆ∗η(K) ' η∗M. En utilisant la Remarque 3.23, on peut aussi
trouver un objet compact L ∈ Dét(S ,Λ) tel que η∗(L) ' K. En utilisant le Lemme 4.12, on obtient
en fin de compte un isomorphisme η∗(Lιˆ∗S L) ' η∗M. Par la Proposition 3.20, il existe alors une
immersion ouverte j : U ↪→ S dont l’image contient η et un isomorphisme j∗(Lιˆ∗S L) ' j∗M. On
en déduit, à l’aide du Lemme 4.12, un triangle distingué
Lιˆ∗S ( j] j
∗L) // M // s∗s∗M //
où s : Z ↪→ S est l’immersion fermée complémentaire à j. Or, par l’hypothèse de récurrence
appliquée à Z, l’objet s∗M est dans l’image de Lιˆ∗Z , i.e., il existe E ∈ Dét(Z,Λ) tel que s∗M ' Lιˆ∗ZE.
Du Lemme 4.13, on déduit que s∗s∗M ' Lιˆ∗S (s∗E). Ceci démontre le résultat recherché.
Il reste encore à nous débarasser de l’hypothèse de finitude des p-dimensions cohomologiques
ponctuelles de S pour ne retenir que la finitude des p-dimensions cohomologiques ponctuelles des
hensélisés stricts de S . Vu le Corollaire 4.11, il s’agit de prouver que le morphisme de counité
Lιˆ∗S ◦ RιˆS ∗ // id est inversible. Cette question est locale pour la topologie étale sur S . (Utiliser
pour cela le Lemme 4.12.) On peut donc supposer que S est affine et que
√−1 ∈ O(S ) si N est pair.
On raisonne ensuite comme au début, i.e., on utilise le Corollaire 4.11 pour se ramener à prouver
que DAét(S ,Λ) est égale à sa plus petite sous-catégorie triangulée stable par sommes infinies et
contenant Lιˆ∗S
(
Dét(S ,Λ)
)
. D’après la Proposition 3.7, il suffit de prouver que M = SusnT,Σ(X⊗Λ) est
dans Lιˆ∗S
(
Dét(S ,Λ)
)
pour tout n ∈ N et X ∈ Sm/S . On peut trouver un schéma affine S 0 de type fini
sur sur Z[1/N], et même sur Z[
√−1, 1/N] si N est pair, et X0 ∈ Sm/S 0 tels que X ' S ×S 0 X0 pour
un certain morphisme q : S // S 0. On a alors M = q∗M0 avec M0 = SusnT,Σ(X0 ⊗ Λ). Puisque
S 0 est de p-dimension cohomologique ponctuelle finie pour tout diviseur premier p de N, on sait
d’après ce qui précède que M0 ' Lιˆ∗S 0 K0 pour un certain K0 ∈ Dét(S 0,Λ). En utilisant le Lemme
4.12, on obtient en fin de compte que M ' Lιˆ∗S (q∗K0). Ceci termine la preuve. 
Le corollaire suivant est utile.
Corollaire 4.14 — Gardons les notations et les hypothèses du Théorème 4.1. Soit F un T-
spectre symétrique en complexes de préfaisceaux de Λ-modules sur Sm/S . Supposons que F
est projectivement stablement (A1, ét)-fibrant. Alors, pour tout n ∈ N, le morphisme canonique
ι∗S ιS ∗Fn // Fn est une équivalence ét-locale et il existe un isomorphisme canonique ιS ∗Fn '
(ιS ∗F0)(n)[2n] dans Dét(S ,Λ).
Demonstration Montrons d’abord que ι∗S ιS ∗Fn // Fn est une équivalence ét-locale. Quitte à rem-
placer F par sn−F, on peut supposer que n = 0. (Bien entendu, s− est le foncteur de décalage ; voir
[5, Déf. 4.3.13].) Soit X un S -schéma lisse et notons f : X // S le morphisme structural. Il suffit
de montrer que (ι∗S ιS ∗F0)|Et/X // (F0)|Et/X est une équivalence ét-locale de préfaisceaux sur le pe-
tit site étale de X. Or, (ι∗S ιS ∗F0)|Et/X s’identifie à f
∗(ιS ∗F0) = f ∗ ιˆS ∗F alors que (F0)|Et/X s’identifie à
ιX∗ f ∗F0 = ιˆX∗ f ∗F. De plus, modulo ces identifications, le morphisme qui nous intéresse coïncide
avec le morphisme f ∗RιˆS ∗F // RιˆX∗ f ∗F déduit de l’isomorphisme L f ∗Lιˆ∗S ' Lιˆ∗XL f ∗ du Lemme
4.12. Or, d’après le Théorème 4.1, Lιˆ∗S et Lιˆ
∗
X sont des équivalences de catégories et RιˆS ∗ et RιˆX∗
sont leurs quasi-inverses. Le résultat recherché s’ensuit.
Pour démontrer la seconde assertion, on utilise que sn−F est isomorphe à Sus0T,Σ(T
n) ⊗ F dans
DAét(S ,Λ). Il s’ensuit que ιS ∗Fn = RιˆS ∗sn−F est isomorphe à RιˆS ∗(F(n)[2n]) qui à son tour est
isomorphe à (RιˆS ∗F)(n)[2n] = ιS ∗F0(n)[2n]. 
On a la conséquence suivante du Théorème 4.1.
Corollaire 4.15 — On garde les notations et les hypothèses du Théorème 4.1. Alors, le 2-
foncteur Dét(−,Λ) : Sch/S // TR, qui envoie un S -schéma quasi-projectif X sur Dét(X,Λ) et
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un morphisme de S -schémas quasi-projectifs f : Y // X sur f ∗ : Dét(X,Λ) // Dét(Y,Λ), est un
2-foncteur homotopique stable. De plus, les foncteurs Lιˆ∗− : Dét(−,Λ) // DAét(−,Λ) définissent
une équivalence de 2-foncteurs homotopiques stables.
Remarque 4.16 — Le Corollaire 4.15, et plus précisément le fait que Dét(−,Λ) : Sch/S // TR
est un 2-foncteur homotopique stable, permet de retrouver une bonne partie des résultats classiques
en cohomologie étale [3, Expo. XII, XIII, XVI, XVII et XVIII] par une voie partiellement nouvelle.
Ainsi, la propriété que le foncteur f ∗ : Dét(X,Λ) // Dét(Y,Λ) possède un adjoint à gauche lorsque
f est lisse fait partie de la définition d’un 2-foncteur homotopique stable. Il s’agit là d’une propriété
profonde qui découle de [3, Expo. XVIII]. De même, le théorème de changement de base par
un morphisme lisse est l’une des propriétés de base que doit vérifier un 2-foncteur homotopique
stable. Par ailleurs, en appliquant les résultats de [4], on retrouve aussi le théorème de changement
de base pour un morphisme projectif ainsi que le formalisme de dualité. De plus, ce n’est pas
circulaire ! En effet, dans la preuve du Théorème 4.1 on utilise très peu de résultats de [3], à savoir :
l’invariance par homotopie de la cohomologie étale et le calcul de Rp∗p∗ lorsque p : P1X // X est
la projection de la droite projective relative.
5. La réalisation étale des motifs étales
Dans cette section, nous utiliserons le Théorème 4.1 pour construire la réalisation étale dont
il est question dans cet article. On fixe un schéma de base S et un anneau de coefficients Λ. On
se donne aussi un idéal J ⊂ Λ. Vus les conditions d’application du Théorème 4.1, nous sommes
amenés à introduire l’hypothèse suivante.
Hypothe`se 5.1 — L’anneau Λ/J est de caractéristique N > 0 inversible dans OS . En tout point
géométrique x¯ de S la p-dimension cohomologique ponctuelle de l’hensélisé strict de S en x¯ est
finie si p est un diviseur premier de N.
Le foncteur « changement de coefficients » (−) ⊗Λ Λ/J : Cpl(Λ) // Cpl(Λ/J) est de Quillen
à gauche. Par la Proposition A.2, il induit un foncteur de Quillen à gauche sur les catégories de T -
spectres symétriques en complexes de préfaisceaux sur Sm/S . En le dérivant à gauche, on obtient
un foncteur triangulé, monoïdal symétrique et unitaire
(−) ⊗Λ Λ/J : DAét(S ,Λ) // DAét(S ,Λ/J).
Definition 5.2 — Soient S un schéma, Λ un anneau et J ⊂ Λ un idéal. On suppose que
l’Hypothèse 5.1 est satisfaite. La réalisation étale RétS : DA
ét(S ,Λ) // Dét(S ,Λ/J) est la com-
position de
DAét(S ,Λ)
−⊗ΛΛ/J
// DAét(S ,Λ/J) ∼
RιˆS ∗
// Dét(S ,Λ/J).
C’est un foncteur triangulé, monoïdal symétrique et unitaire.
Nous voudrons aussi définir une réalisation étale à coefficients J-adic à la Ekedahl [13]. (Pour
une introduction rapide à la catégorie d’Ekedahl, on renvoie le lecteur à [26, App. A.1] duquel
nous empruntons quelques notations.) On note Λ/J∗ le diagramme d’anneaux indexé par Nop :{
· · · // Λ/Js+1 // Λ/Js // · · · // Λ/J // 0
}
.
On pensera à Λ/J∗ comme à un anneau dans le topos des préfaisceaux d’ensembles sur l’en-
semble ordonné (N,≤). En particulier, on peut parler de modules sur Λ/J∗ ; ils forment une ca-
tégorie abélienne de Grothendieck qu’on notera Mod(Λ/J∗). Concrètement, un Λ/J∗-module est
un diagramme de Λ-modules M = (Ms)s∈N, indexé par Nop et tel que l’idéal Js est contenu dans
l’annulateur de Ms pour tout s ∈ N. En particulier, chaque Ms est naturellement un Λ/Js-module
et les morphismes Ms+1 // Ms sont Λ/Js+1-linéaires.
Pour s ∈ N, on dispose d’un foncteur évident s∗ : Mod(Λ/J∗) // Mod(Λ/Js) qui envoie un
Λ/J∗-module M = (Ms)s∈N sur le Λ/Js-module Ms. Ce foncteur possède un adjoint à gauche s] et
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un adjoint à droite s∗. Ils envoient un Λ/Js-module Q sur les Λ/J∗-modules{
· · · // 0 // · · · // 0 // sQ // Q/Js−1Q // · · · // Q/JQ // 0
}
et
{
· · · id // Q id // · · · id // Q id // sQ // 0 // · · · // 0
}
respectivement. On dispose par ailleurs d’un foncteur (−) ⊗Λ Λ/J∗ : Mod(Λ) // Mod(Λ/J∗) qui
à un Λ-module M associe la suite (M/JsM)s∈N. Son adjoint à droite est le foncteur lims∈N qui
envoie un Λ/J∗-module (Ms)s∈N sur le Λ-module lims∈N Ms.
On note Cpl(Λ/J∗) la catégorie des complexes de Λ/J∗-modules. Elle admet une structure de
modèles, qualifiée de semi-projective : les équivalences faibles sont les quasi-isomorphismes et
les cofibrations sont les morphismes qui induisent des cofibrations projectives dans Cpl(Λ/Js) en
appliquant le foncteur s∗ pour tout s ∈ N. Un morphisme M = (Ms)s∈N // N = (Ns)s∈N dans
Cpl(Λ/J∗) est une fibration semi-projective si et seulement si Ms // Ms−1 ×Ns−1 Ns est surjectif
pour tout s ∈ N (avec la convention que M−1 = N−1 = 0). Avec la structure semi-projective, le
foncteur
s∗ : Cpl(Λ/J∗) // Cpl(Λ/Js) (50)
est de Quillen à gauche et à droite pour tout s ∈ N. De même, le foncteur
(−) ⊗Λ Λ/J∗ : Cpl(Λ) // Cpl(Λ/J∗) (51)
est de Quillen à gauche.
On considère maintenant la catégorie DAét(S ,Λ/J∗). C’est la catégorie notée SHTM(F , I) dans
[5, Déf. 4.5.21] où on prend :
– M = Cpl(Λ/J∗), la catégorie des complexes de Λ/J∗-modules ;
– I la catégorie à un objet et une flèche, etF le foncteur qui pointe S ;
– T = (P1S ,∞S ) ⊗ (Λ/J∗) ;
– et τ = ét la topologie étale (cf. le début du §4.5 de [5]).
Par la Proposition A.2, les foncteurs de Quillen (50) et (51) induisent des foncteurs de Quillen sur
les catégories des T -spectres symétriques en complexes de préfaisceaux sur Sm/S . En les dérivant,
on déduit des foncteurs triangulés, monoïdaux symétriques et unitaires
s∗ : DAét(S ,Λ/J∗) // DAét(S ,Λ/Js) pour s ∈ N (52)
et (−) ⊗Λ Λ/J∗ : DAét(S ,Λ) // DAét(S ,Λ/J∗). (53)
On a le lemme utile suivant.
Lemme 5.3 — Lorsque s parcourt l’ensemble des entiers naturels, les foncteurs (52) forment une
famille conservative.
Demonstration Les foncteurs
s∗ : SptΣT (Cpl(PSh(Sm/S ,Λ/J
∗))) // SptΣT (Cpl(PSh(Sm/S ,Λ/J
s)))
sont de Quillen à gauche et à droite. De plus, ils préservent les quasi-isomorphismes de complexes
de préfaisceaux niveau par niveau. On déduit aussitôt qu’ils préservent les équivalences (A1, ét)-
locales stables et les objets stablement (A1, ét)-fibrants.
Ceci dit, soit f une flèche de DAét(S ,Λ/J∗) et supposons que s∗( f ) est un isomorphisme pour
tout s ∈ N. On cherche à montrer que f est un isomorphisme. On ne restreint pas la généralité en
supposant que f est la classe d’un morphisme f : E // F entre T -spectres symétriques stablement
(A1, ét)-fibrants. Alors, s∗( f ) : s∗(E) // s∗(F) est une équivalence (A1, ét)-locale stable entre T -
spectres symétriques stablement (A1, ét)-fibrants. C’est donc un quasi-isomorphisme de complexes
de préfaisceaux niveau par niveau. Puisque que les foncteurs s∗ : D(Λ/J∗) // D(Λ/Js), pour
s ∈ N, forment une famille conservative, on déduit que f est aussi un quasi-isomorphisme de
complexes de préfaisceaux niveau par niveau. Ceci termine la preuve du lemme. 
40 JOSEPH AYOUB
On considère ensuite la catégorie Dét(S ,Λ/J∗). C’est la catégorie homotopique, relativement
à la structure ét-locale (cf. [5, Déf. 4.4.33]), de Cpl(PSh(Et/S ,Λ/J∗)). Comme avant, on a des
foncteurs
s∗ : Dét(S ,Λ/J∗) // Dét(S ,Λ/Js) (54)
pour s ∈ N. L’analogue du Lemme 5.3 est également vrai. Sa preuve est laissée au lecteur.
Lemme 5.4 — Lorsque s parcourt l’ensemble des entiers naturels, les foncteurs (54) forment une
famille conservative.
Enfin, on a une adjonction de Quillen
(ι∗S , ιS ∗) : Cpl(PSh(Et/S ,Λ/J
∗)) //oo Cpl(PSh(Sm/S ,Λ/J∗))
et on pose ιˆ∗S = Sus
0
T,Σ ◦ ι∗S et ιˆS ∗ = ιS ∗ ◦ Ev0. En dérivant l’adjonction de Quillen (ιˆ∗S , ιˆS ∗), on
obtient l’adjonction
(Lιˆ∗S ,RιˆS ∗) : D
ét(S ,Λ/J∗) //oo DAét(S ,Λ/J∗).
Theoreme 5.5 — Soient S un schéma, Λ un anneau et J ⊂ Λ un idéal. On suppose que
l’Hypothèse 5.1 est satisfaite. Alors, Lιˆ∗S : D
ét(S ,Λ/J∗) // DAét(S ,Λ/J∗) est une équivalence
de catégories.
Demonstration Il faut montrer que l’unité et la counité de l’adjonction (Lιˆ∗S ,RιˆS ∗) sont inversibles.
D’après les Lemmes 5.3 et 5.4, il suffit de faire cela après applications des foncteurs s∗, pour s ∈ N.
Or, on dispose de deux carrés commutatifs
s∗
η
//
η

s∗ ◦ RιˆS ∗ ◦ Lιˆ∗S

RιˆS ∗ ◦ Lιˆ∗S ◦ s∗ // RιˆS ∗ ◦ s∗ ◦ Lιˆ∗S
Lιˆ∗S ◦ s∗ ◦ RιˆS ∗

// Lιˆ∗S ◦ RιˆS ∗ ◦ s∗
δ

s∗ ◦ Lιˆ∗S ◦ RιˆS ∗
δ
// s∗
Par le Théorème 4.1, η : s∗ // RιˆS ∗ ◦ Lιˆ∗S ◦ s∗ et δ : Lιˆ∗S ◦RιˆS ∗ ◦ s∗ // s∗ sont inversibles. Il reste
donc à montrer que les transformations naturelles s∗ ◦ Lιˆ∗S // Lιˆ∗S ◦ s∗ et s∗ ◦ RιˆS ∗ // RιˆS ∗ ◦ s∗
sont inversibles. Puisque les foncteurs s∗ sont de Quillen à gauche et à droite, il suffit de faire cela
au niveau des catégories de modèles. Ceci est alors évident. 
On arrive enfin à la construction de la réalisation étale J-adique.
Definition 5.6 — Soient S un schéma, Λ un anneau et J ⊂ Λ un idéal. On suppose que
l’Hypothèse 5.1 est satisfaite. La réalisation étale RétS : DA
ét(S ,Λ) // Dét(S ,Λ/J∗), est la com-
position de
DAét(S ,Λ)
−⊗ΛΛ/J∗
// DAét(S ,Λ/J∗) ∼
RιˆS ∗
// Dét(S ,Λ/J∗).
C’est un foncteur triangulé, monoïdal symétrique et unitaire.
Le foncteur de réalisation J-adic que l’on vient de définir se factorise par une sous-catégorie
pleine de Dét(S ,Λ/J∗), la catégorie dérivée des faisceaux J-adiques d’Ekedahl qu’on introduit
maintenant.
Definition 5.7 — Soient S un schéma, Λ un anneau et J ⊂ Λ un idéal. On note Dˆét(S ,ΛJ) ⊂
Dét(S ,Λ/J∗) la sous-catégorie pleine formée des complexes de préfaisceaux de Λ/J∗-modules K
tels que pour tout s ∈ N, le morphisme canonique
(s + 1)∗K L⊗Λ/Js+1(Λ/Js) // s∗K
est une équivalence ét-locale.
Proposition 5.8 — Soient S un schéma, Λ un anneau et J ⊂ Λ un idéal. On suppose que
l’Hypothèse 5.1 est satisfaite. Alors, l’image de RétS : DA
ét(S ,Λ) // Dét(S ,Λ/J∗) est contenue
dans Dˆét(S ,ΛJ).
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Demonstration On définit une sous-catégorie triangulée DˆAét(S ,ΛJ) ⊂ DAét(S ,Λ/J∗) en retenant
les objets A ∈ DAét(X,Λ/J∗) tels que les morphismes
(s + 1)∗A ⊗Λ/Js+1 (Λ/Js) // s∗A
sont inversibles pour tous les s ∈ N. L’équivalence Lι∗S : Dét(S ,Λ/J∗) ' DAét(S ,Λ/J∗) induit alors
une équivalence Lι∗S : Dˆ
ét(S ,ΛJ) ' DˆAét(S ,ΛJ). Il est donc suffisant de montrer que l’image du
foncteur
− ⊗Λ (Λ/J∗) : DAét(S ,Λ) // DAét(S ,Λ/J∗)
est contenue dans DˆAét(S ,ΛJ). Or, pour E ∈ DAét(S ,Λ), on a s∗(E ⊗Λ (Λ/J∗)) ' E ⊗Λ (Λ/Js). On
est donc ramené à montrer que les morphismes
(E ⊗Λ (Λ/Js+1)) ⊗Λ/Js+1 (Λ/Js) // E ⊗Λ (Λ/Js)
sont inversibles. Ceci est clair. 
Dans [26], Ivorra construit une réalisation étale sur une catégorie de motifs géométriques à la
Voevodsky. Nous allons expliquer le lien entre sa construction et la notre. Ceci ne sera pas utilisé
dans la suite de l’article et le lecteur non intéressé peut ignorer le reste de cette section.
Rappelons brièvement la construction d’Ivorra. Soit S un schéma de base. On note Cor(S )
la catégorie ayant pour objets les S -schémas lisses et ayant pour morphismes les correspon-
dances finies au-dessus de S . C’est une catégorie additive et on peut former la catégorie triangulée
Kb(Cor(S )) des complexes bornés et des morphismes de complexes à homotopie près. La réalisa-
tion étale d’Ivorra est définie sur DMeffgm(S ), l’enveloppe pseudo-abélienne du quotient de Verdier
de Kb(Cor(S )) par sa sous-catégorie triangulée engendrée par les complexes de la forme :
– [A1X // X] pour X ∈ Sm/S , et
– [V // U ⊕ Y // X] pour un carré Nisnevich de S -schémas lisses
V 

//

Y

U 

// X.
Pour la suite, on retient également la variante « sans transferts » de la catégorie DMeffgm(S ) qu’on
obtient en remplaçant Cor(S ) par (Sm/S )⊗Z, la catégorie ayant pour objets les S -schémas lisses et
ayant pour morphismes les combinaisons linéaires de S -morphismes. Cette variante « sans trans-
ferts » sera notée DAeffgm(S ).
Soit ` un nombre premier inversible sur S . Le point de départ de la construction d’Ivorra consiste
à se donner un remplacement projectivement ét-fibrant du préfaisceau constant Z/`∗ dans la caté-
gorie Cpl(PST(Sm/S ,Z/`∗)) des préfaisceaux avec transferts en Z/`∗-modules sur Sm/S . En fait,
beaucoup d’effort dans [26] est consacré à montrer qu’on peut remplacer Z/`∗ par sa résolution
de Godement ; le point difficile étant de construire des transferts sur le complexe de Godement.
Mais pour nous, il sera inutile d’avoir un remplacement particulier. Ainsi, on peut invoquer une
structure de modèles ét-locale sur Cpl(PST(Sm/S ,Z/`∗)) pour obtenir une équivalence ét-locale
de complexes de préfaisceaux avec transferts Z/`∗Z // G∗ avec G∗ ét-fibrant. En particulier, pour
tout X ∈ Sm/S et n ∈ Z, on a un isomorphisme canonique Hnét(X,Z/`∗) ' H−n(G∗(X)).
En utilisant G∗, on obtient maintenant un foncteur Cor(S )op // Cpl(PSh(Et/S ,Z/`∗)) qui en-
voie X ∈ Sm/S sur (piX)∗(G∗|Et/X) avec piX : X // S le morphisme structural. C’est un foncteur
additif. Il se prolonge donc en un foncteur triangulé Kb(Cor(S ))op // Dét(S ,Z/`∗). Il est facile
de voir que ce foncteur passe au quotient de Verdier et à la pseudo-abélianisation pour fournir le
foncteur de réalisation étale d’Ivorra
RIvS : DM
eff
gm(S )
op // Dét(S ,Z/`∗). (55)
Il est clair que le foncteur RIvS est indépendant du choix de G
∗ à un isomorphisme canonique près.
On peut maintenant énoncer la proposition suivante qui décrit le lien avec la réalisation étale de la
Définition 5.6.
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Proposition 5.9 — Soient S un schéma de base et ` un nombre premier inversible sur S . On sup-
pose qu’en tout point géométrique x¯ de S la `-dimension cohomologique ponctuelle de l’hensélisé
strict de S en x¯ est finie. Alors, on a un diagramme commutatif à un isomorphisme canonique près
DAeffgm(S ) //
Sus0T,Σ

DMeffgm(S )
RIvS

DAét(S ,Z)
RétS
// Dét(S ,Z/`∗)
Hom(−,Z/`∗)
// Dét(S ,Z/`∗).
Demonstration Nous donnerons seulement une esquisse de la preuve. Remarquons d’abord que
la restriction de RIvS à DA
eff
gm(S ), que l’on notera encore R
Iv
S , admet une description similaire à
celle de (55). Plus précisément, on part d’un remplacement ét-fibrant G∗ de Z/`∗ dans la catégorie
Cpl(PSh(Sm/S ,Z/`∗)). (Cette fois-ci on ne suppose pas que G∗ possède des transferts.) On a
alors un foncteur additif (Sm/S )⊗Z // Cpl(PSh(Et/S ,Z/`∗)) qui envoie X⊗Z sur (piX)∗(G∗|Et/X).
Ce foncteur se prolonge aux complexes bornés, et passe au quotient de Verdier et à la pseudo-
abélianisation pour fournir le foncteur
RIvS : DA
eff
gm(S )
op // Dét(S ,Z/`∗). (56)
On se donne maintenant un remplacement projectivement stablement (A1, ét)-fibrant G∗ du
T -spectre symétrique Sus0T,Σ(Z/`
∗) dans SptΣT (Cpl(PSh(Sm/S ,Z/`
∗))). On prendra dans la suite
G∗ = G∗0. (Pour voir que Z/`
∗ // G∗0 est une équivalence ét-locale, on utilise la généralisation du
Corollaire 4.9 au cas d’un schéma de base S qui découle aussitôt du Théorème 4.1.)
Soit K un complexe borné dans (Sm/S )⊗Z que l’on considère comme un complexe de préfais-
ceaux sur Sm/S de la manière évidente. En revenant aux définitions, on voit que
Hom(RétS (Sus
0
T,Σ(K)),Z/`
∗) ' Hom(RιˆS ∗Sus0T,Σ(K ⊗ Z/`∗),RιˆS ∗G∗). (57)
Puisque RιˆS ∗ est une équivalence de catégories monoïdales fermées, le second membre de l’iso-
morphisme (57) s’identifie canoniquement à
RιˆS ∗Hom(Sus0T,Σ(K ⊗ Z/`∗),G∗) = RιS ∗Hom(K ⊗ Z/`∗,G∗) = RIv(K). (58)
On obtient de cette manière un zigzag fonctoriel (en K) d’équivalences ét-locales entre les com-
plexes Hom(RétS (Sus
0
T,Σ(K)),Z/`
∗) et RIv(K). Ceci termine notre esquisse de preuve. 
6. Compatibilité avec les six opérations
Le but de ce paragraphe est de montrer que les foncteurs de réalisation étale RétS des Défini-
tions 5.2 et 5.6 commutent aux six opérations de Grothendieck. Nous commençons par traiter le
problème analogue pour les foncteurs « changement de coefficients ».
On fixe un schéma de base S et un anneau de coefficients Λ. On se donne aussi un morphisme
d’anneaux a : Λ // Λ′. On note a∗ : DAét(−,Λ) // DAét(−,Λ′) les foncteurs déduits du fonc-
teur de Quillen à gauche − ⊗Λ Λ′ : Cpl(Λ) // Cpl(Λ′). (Voir le début de l’Annexe A et plus
particulièrement (146).) Leurs adjoints à droite seront désignés par a∗. On a le résultat suivant.
Lemme 6.1 — Les foncteurs a∗ : DAét(−,Λ) // DAét(−,Λ′) définissent un morphisme de 2-
foncteurs homotopiques stables au-dessus de S au sens de [7, Déf. 3.1].
Demonstration Ceci est le contenu du Lemme A.3. 
Si f est un morphisme de schémas, on note θ f : f ∗ ◦ a∗ ∼ // a∗ ◦ f ∗ l’isomorphisme canonique.
Proposition 6.2 — Pour tout morphisme de S -schémas quasi-projectifs f : X′ // X, il existe
des transformations naturelles canoniques
γ f : a∗ ◦ f∗ // f∗ ◦ a∗, ρ f : f! ◦ a∗ // a∗ ◦ f! et ξ f : a∗ ◦ f ! // f ! ◦ a∗
compatibles à la composition des S -morphismes de schémas, et telles que
(a) γ f est inversible pour f projectif ;
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(b) ρ f est inversible sans hypothèse sur f ;
(c) ξ f est inversible pour f lisse.
Demonstration Il s’agit de [7, Th. 3.4] appliqué au morphisme de 2-foncteurs homotopiques
stables du Lemme 6.1. 
Theoreme 6.3 — On suppose que S et Λ satisfont à l’Hypothèse 3.17. Alors, les transformations
naturelles γ f et ξ f de la Proposition 6.2 sont inversibles.
Demonstration Vue la Proposition 6.2, il suffit de montrer que γ j et ξi sont inversibles lorsque
j est une immersion ouverte et i est une immersion fermée. Si i et j sont complémentaires, le
2-triangle distingué de localité [4, Prop. 1.4.9] montre que ces deux propriétés sont équivalentes.
(On utilise pour cela que i∗ est conservatif, que j∗ est essentiellement surjectif, et que les foncteurs
a∗ commutent aux opérations i∗ et j∗.) Il suffit donc de traiter le cas de γ j.
Dans la suite, on fixe un morphisme quasi-projectif f et on montre que γ f est inversible.
D’après le Lemme A.6, les foncteurs a∗ sont conservatifs. Il suffit donc de montrer que γ f :
a∗a∗ f∗ // a∗ f∗a∗ est inversible. Vu l’isomorphisme naturel a∗ f∗ ' f∗a∗, on est ramené à mon-
trer que la transformation naturelle a∗a∗ f∗ // f∗a∗a∗ est inversible. Or, l’endofoncteur a∗a∗ de
DAét(−,Λ) est donné par −⊗Λ Λ′ où Λ′ est considéré comme un Λ-module. Il suffit donc de prou-
ver que f∗(−)⊗Λ M // f∗(−⊗Λ M) est inversible pour tout M ∈ D(Λ). Or, le foncteur f∗ commute
aux sommes infinies d’après [4, Lem. 2.1.159] et la Proposition 3.19. Puisque la catégorie triangu-
lée D(Λ) est compactement engendrée par Λ, il suffit de traiter le cas M = Λ. Le résultat recherché
est maintenant clair. 
Les foncteurs a∗ : DAét(−,Λ) // DAét(−,Λ′) sont monoïdaux, symétriques et unitaires. Au-
trement dit, le morphisme de 2-foncteurs homotopiques stables du Lemme 6.1 est monoïdal symé-
trique et unitaire au sens de [7, Déf. 3.2].
Theoreme 6.4 — Soit X un S -schéma quasi-projectif. Il existe une transformation binaturelle en
A, B ∈ DAét(X,Λ) :
a∗Hom(A, B) // Hom(a∗(A), a∗(B)). (59)
Si S et Λ satisfont à l’Hypothèse 3.17, alors (59) est inversible dès que A ∈ DAét(X,Λ) est un
objet compact.
Demonstration La transformation binaturelle (59) est un cas particulier de [7, (3.1)]. On passe à
la seconde partie de l’énoncé. D’après la Proposition 3.19, la catégorie DAét(X,Λ) est compacte-
ment engendrée par les objets de la forme f]Λ(n) avec f : U // X un X-schéma lisse et n ∈ Z.
On peut donc supposer que A = f]Λ(n). Par ailleurs, on dispose d’un isomorphisme binaturel
Hom( f](−),−) ' f∗Hom(−, f ∗(−)). Le Théorème 6.3 et [7, Lem. 3.18] entraînent aussitôt qu’il
suffit de prouver que a∗Hom(Λ(n), f ∗B) // Hom(a∗(Λ(n)), a∗ f ∗(B)) est inversible. Or, la source
et le but de cette flèche sont canoniquement isomorphes à a∗ f ∗(B)(−n). Ceci termine la preuve du
théorème. 
Étant donnés un schéma S , un anneau Λ et un idéal J ⊂ Λ, on introduit l’hypothèse suivante
qui est équivalente à la conjonction des Hypothèses 3.17 et 5.1.
Hypothe`se 6.5 — La dimension de Krull de S est finie et les p-dimensions cohomologiques ponc-
tuelles de S sont uniformément bornées lorsque p parcourt les nombres premiers non inversibles
dans Λ. L’anneau Λ/J est de caractéristique N > 0 inversible dans OS .
Theoreme 6.6 — Soient S un schéma de base, Λ un anneau de coefficients et J ⊂ Λ un
idéal. On suppose que l’Hypothèse 6.5 est satisfaite. Alors, les foncteurs de réalisation étale
Rét : DAét(−,Λ) // Dét(−,Λ/J) commutent aux six opérations de Grothendieck. Plus précisé-
ment, on a les propriétés suivantes.
(A) Pour tout morphisme de S -schémas quasi-projectifs f : Y // X, on a des isomorphismes
naturels canoniques
θ f : f ∗ ◦ RétX ' RétY ◦ f ∗, γ f : RétX ◦ f∗ ' f∗ ◦ RétY ,
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ρ f : f! ◦ RétY ' RétX ◦ f! et ξ f : RétY ◦ f ! ' f ! ◦ RétX .
De plus, ils sont compatibles à la composition des S -morphismes de schémas quasi-projectifs.
(B) Pour tout S -schéma quasi-projectif X, on a un morphisme binaturel en A, B ∈ DAét(X,Λ) :
RétX (Hom(A, B)) // Hom(R
ét
X (A),R
ét
X (B)).
De plus, ce morphisme est inversible si A est un objet compact.
Demonstration Ceci est une conséquence immédiate du Corollaire 4.15, de la Proposition 6.2, et
des Théorèmes 6.3 et 6.4. 
Proposition 6.7 — Soient S un schéma de base, Λ un anneau de coefficients et J ⊂ Λ un idéal.
On suppose que l’Hypothèse 6.5 est satisfaite.
(a) Soit f : Y // X un morphisme de S -schémas quasi-projectifs. Alors, les foncteurs f ∗, f∗, f!
et f ! préservent les sous-catégories Dˆét(−,ΛJ) ⊂ Dét(−,Λ/J∗).
(b) Soient X un S -schéma quasi-projectif et A un objet de Dét(X,Λ/J∗) qui est l’image d’un
objet constructible de DAét(S ,Λ) par le foncteur de réalisation étale. Alors, l’endofoncteur
Hom(A,−) de Dét(X,Λ/J∗) préserve la sous-catégorie Dˆét(X,ΛJ).
Demonstration En utilisant les équivalences de catégories Dét(−,Λ/J∗) ' DAét(−,Λ/J∗), on se
ramène à montrer l’énoncé correspondant pour les catégories DˆAét(−,ΛJ) (cf. la preuve de la
Proposition 5.8). Alors, (a) résulte de la commutation des foncteurs − ⊗Λ/Js+1 (Λ/Js) avec les
quatre opérations f ∗, f∗, f! et f ! (cf. le Théorème 6.3). De même, (b) résulte de la commutation
des foncteurs − ⊗Λ/Js+1 (Λ/Js) avec l’opération Hom(−,−) (cf. le Théorème 6.4). 
Remarque 6.8 — D’après ce qui précède, les sous-catégories Dˆét(−,ΛJ) définissent un sous-
2-foncteur homotopique stable de Dét(−,Λ/J∗) lorsque certaines conditions techniques sont sa-
tisfaites. Le 2-foncteur homotopique stable Dˆét(−,ΛJ) ainsi obtenu est monoïdal, symétrique et
unitaire. Il est aussi fermé. Toutefois, on fera attention que les opérations Hom(A,−) calculées
dans Dˆét(−,ΛJ) peuvent différer de ceux calculées dans Dét(−,Λ/J∗). Cependant, elles coïncident
lorsque A est la réalisation étale d’un objet constructible de DAét(−,Λ) par la Proposition 6.7, (b).
Theoreme 6.9 — Soient S un schéma de base, Λ un anneau de coefficients et J ⊂ Λ un
idéal. On suppose que l’Hypothèse 6.5 est satisfaite. Alors, les foncteurs de réalisation étale
Rét : DAét(−,Λ) // Dˆét(−,ΛJ) (cf. la Proposition 5.8) commutent aux six opérations de Grothen-
dieck pour les S -schémas quasi-projectifs. Plus précisément, les propriétés (A) et (B) du Théorème
6.6 sont satisfaites pour ces foncteurs.
7. Pureté absolue
Dans cette section on montre comment déduire la pureté absolue dans les catégories DAét(−,Λ)
en combinant la pureté absolue en cohomologie étale, démontrée par Gabber, et la pureté abso-
lue en K-théorie algébrique, démontrée par Quillen. Pour cela, il est utile de reformuler la pu-
reté absolue comme une propriété de changement de base dans des carrés transversaux d’immer-
sions fermées (cf. la Définition 7.1 et le Théorème 7.4). Le résultat de Gabber, joint au Théorème
4.1, permettra de traiter le cas des coefficients de torsion (cf. la Proposition 7.8). La méthode de
Cisinski-Déglise [11] qui repose sur des travaux de Morel-Voevodsky [37] et d’autres, permet de
ramener le cas des coefficients rationnels à la pureté absolue de Quillen en K-théorie algébrique.
Definition 7.1 — Soient S un schéma de base et H : Sch/S // TR un 2-foncteur homotopique
stable. On se donne un carré cartésien de S -schémas quasi-projectifs
(C) :
Z′ s
′
//
t′

Z
t

X′ s // X.
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Un objet A ∈ H(X) est dit pure relativement au carré (C) si le morphisme d’échange
Ex!∗ : s′∗t!(A) // t′!s∗(A)
est un isomorphisme.
Le cas le plus intéressant est celui où (C) est un carré transversal d’immersions fermées. Rap-
pelons de quoi il s’agit.
Definition 7.2 — Un carré cartésien (C) comme dans la Définition 7.1 est appelé un carré
transversal d’immersions fermées lorsque les conditions suivantes sont satisfaites :
(a) X, X′, Z et Z′ sont des schémas réguliers ;
(b) s et t sont des immersions fermées ;
(c) la codimension dans X′ d’une composante irréductible de Z′ est égale à la codimension dans
X de la composante irréductible de Z qui la contient.
Dans un carré transversal d’immersions fermées (C), on a tor i
OX
(s∗OX′ , t∗OZ) = 0 pour i , 0.
Précisons aussi qu’un tel carré est supposé cartésien et pas seulement cartésien à nil-immersions
près. Autrement dit, on veut que X′ ×X Z soit réduit.
Avant d’énoncer le résultat principal de cette section, nous introduisons les conditions (sur le
schéma de base S et l’anneau de coefficients Λ) sous lesquelles le résultat principal de ce para-
graphe est valable.
Hypothe`se 7.3 — Tout nombre premier p est inversible dans Λ ou dansOS . La dimension de Krull
de S est finie et les p-dimensions cohomologiques ponctuelles de S sont uniformément bornées
lorsque p parcourt l’ensemble des nombres premiers non inversibles dans Λ.
D’après la Proposition 3.19, l’Hypothèse 7.3 entraîne que le 2-foncteur homotopique stable
DAét(−,Λ) : Sch/S // TR est compactement engendré par la base au sens de [4, Déf. 2.1.155].
En utilisant [4, Lem. 2.1.159], on déduit que les opérations f∗ et f ! commutent aux sommes infinies
pour f un S -morphisme quasi-projectif. Il en est de même de f ∗ et f! ; pour ces opérations cette
commutation est toujours vraie puisque ces dernières admettent des adjoints à droite. On peut
maintenant énoncer le résultat principal de cette section.
Theoreme 7.4 — Soient S un schéma régulier et Λ un anneau de coefficients. On suppose que
l’Hypothèse 7.3 est satisfaite. On se donne un carré transversal d’immersions fermées
(C) :
T ′ s
′
//
t′

T
t

S ′ s // S .
Alors, l’objet unité ΛS (0) ∈ DAét(S ,Λ) est pur relativement au carré (C). Autrement dit, le mor-
phisme d’échange Ex!∗ : s′∗t!ΛS (0) // t′!s∗ΛS (0) est inversible.
Notons tout de suite le corollaire suivant qui explique le lien entre le Théorème 7.4 et la notion
usuelle de pureté, du moins localement.
Corollaire 7.5 — Soit i : Z ↪→ S une immersion fermée de schémas réguliers. On suppose que
Z est partout de codimension d et que son idéal de définition est engendré par d sections globales
g1, · · · , gd ∈ Γ(S ,OS ). On se donne un anneau de coefficients Λ et on suppose que l’Hypothèse
7.3 est satisfaite. On a alors un isomorphisme i!ΛS (0) ' ΛZ(−d)[−2d] dans DAét(Z,Λ).
Demonstration On applique le Théorème 7.4 au carré transversal d’immersions fermées :
Z
i

i
// S
o

S
g
// AdS
où o est la section nulle et g est le graphe du morphisme (g1, · · · , gd) : S // Ad. 
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Remarque 7.6 — Lorsque Λ est une Q-algèbre, le Corollaire 7.5 est dû à Cisinski-Déglise
[11]. Lorsque Λ = Z/p avec p un nombre premier, le Corollaire 7.5 est dû à Gabber (cf. [25,
Expo. XVI]) modulo les équivalences Dét(−,Z/p) ' DAét(S ,Z/p). Il est envisageable que ces
deux cas particuliers suffisent pour déduire le cas général par dévissage. Cependant, pour réaliser
ce dévissage il est nécessaire d’établir une compatibilité entre l’isomorphisme de pureté de Gabber
et celui de Cisinski-Déglise. Nous avons choisi de faire autrement en reformulant la pureté absolue
comme une propriété de changement de base. Avec cette reformulation, il est plus aisé de se
ramener aux cas Λ = Q et Λ = Z/p comme le montre le résultat suivant.
Lemme 7.7 — Le Théorème 7.4 découle de ses deux cas particuliers :
(i) Λ = Z/pZ avec p un nombre premier inversible sur S ;
(ii) Λ = Q.
Demonstration En effet, vue la suite exacte de Λ-modules,
0 // Λtor // Λ // Λ ⊗ Q // Λ ⊗ Q/Z // 0
il suffit de montrer que l’objet Sus0T,Σ(Mcst) ∈ DAét(S ,Λ) est pur relativement à (C) pour M un
Λ-module vérifiant l’une des conditions suivantes :
(i) M est de torsion (en tant que Z-module).
(ii) M est uniquement divisible, i.e., c’est un module sur Λ ⊗ Q.
Dans le cas (i), on peut écrire M comme une somme directe M =
⊕
p Mp où p parcourt
l’ensemble des nombres premiers non inversibles dans Λ et où Mp ⊂ M est le sous-module des
éléments annulés par une puissance de p. Vu que les foncteurs s∗, s′∗, t! et t′! commutent aux
sommes infinies, on peut traiter le cas des chaque Mp séparément. Autrement dit, on peut supposer
que M =
⋃
n∈N ker(pn · idM). Pour la même raison évoquée ci-dessus, on peut même supposer que
M est annulé par pn pour un certain n ∈ N. En utilisant la filtration (exhaustive et finie) de M
donnée par les noyaux des multiplications par pr (avec r ∈ N), on se ramène en fin de compte à
traiter le cas
(i′) M est un Λ/pΛ-module.
au lieu du cas (i) ci-dessus.
Notons Λ′ la Λ-algèbre Λ/pΛ ou Λ ⊗ Q selon qu’on s’intéresse au cas (i′) ou (ii). D’après
le Corollaire A.5, le foncteur d’oubli DAét(−,Λ′) // DAét(−,Λ) commute aux opérations s∗,
s′∗. Il commute aussi aux opérations t! et t′!. En effet, par adjonction on est ramené à montrer
que le foncteur − ⊗Λ Λ′ : DAét(−,Λ) // DAét(−,Λ′) commute aux opérations t∗ et t′∗. Ceci
découle aussitôt de l’axiome de localité et du Lemme A.3. Ainsi, si A ∈ DAét(S ,Λ′) est pur
relativement à (C), il en est de même de son image dans DAét(S ,Λ). Il est donc suffisant de prouver
que Sus0T,Σ(Mcst) ∈ DAét(S ,Λ′) est pur relativement à (C).
Enfin, notons Λ0 l’anneau Z/pZ ou Q selon qu’on s’intéresse au cas (i′) ou (ii). Comme avant,
le foncteur d’oubli DAét(−,Λ′) // DAét(−,Λ0) commute aux opérations s∗, s′∗, t! et t′!. De plus,
d’après le Lemme A.6, ce foncteur est aussi conservatif. Il suffira donc de prouver que l’objet
Sus0T,Σ(Mcst) ∈ DAét(S ,Λ0) est pur relativement à (C). Puisque Λ0 est corps, M est une somme
directe de copies de Λ0. Étant donné que les foncteurs s∗, s′∗, t! et t′! commutent aux sommes, il
suffit de traiter le cas M = Λ0. Ceci termine la preuve du lemme. 
Le cas Λ = Z/pZ du Théorème 7.4 découle du résultat plus général suivant.
Proposition 7.8 — Soient S un schéma régulier et Λ une Z/NZ-algèbre avec N ∈ N un entier
inversible dans OS . On suppose qu’en tout point géométrique x¯ de S la p-dimension cohomolo-
gique ponctuelle de l’hensélisé strict de S en x¯ est finie si p est un nombre premier divisant N.
Soit (C) un carré transversal d’immersions fermées comme dans le Théorème 7.4. Alors, l’objet
ΛS (0) ∈ DAét(S ,Λ) est pur relativement à (C).
Demonstration D’après le Théorème 4.1, on a des équivalences Dét(−,Λ) ' DAét(−,Λ) qui
commutent aux opérations de Grothendieck (cf. le Corollaire 4.15). Il suffit donc de montrer que
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Λ ∈ Dét(S ,Λ) est pur relativement au carré (C). Il s’agit alors d’une conséquence facile du théo-
rème de pureté absolue de Gabber (cf. [25, Expo. XVI, Th. 3.1.1]). Expliquons comment l’obtenir.
D’abord, l’énoncé à prouver est local pour la topologie étale sur S . On ne restreint donc pas la
généralité en supposant que S est affine et que OS contient les N-ièmes racines de l’unité.
Supposons que le carré (C) est la composition verticale de deux carrés transversaux d’immer-
sions fermées (C1) et (C2) ; cette décomposition étant alors uniquement associée à une factorisation
t = t2 ◦ t1 avec t1 et t2 des immersions fermées de schémas réguliers. La face carrée Ex∗!(C) s’écrit
alors comme la composition horizontale des deux faces carrées Ex∗!(C1) et Ex∗!(C2). D’après le
théorème de pureté absolue de Gabber, t!1Λ est canoniquement isomorphe à Λ(−c1)[−2c1] où c1 est
la codimension de l’immersion t1. Puisque OS est supposé contenir les N-ièmes racines de l’unité,
on voit que s!1Λ est non canoniquement isomorphe à un shift du faisceau constant Λ. Il en découle
que si Λ est pur relativement aux carrés (C1) et (C2), il l’est aussi relativement au carré (C).
La discussion précédente, jointe à l’aspect local du problème, montre qu’il suffit de traiter le cas
où l’immersion fermée t est partout de codimension 1 et définie par l’annulation d’une fonction
f ∈ Γ(S ,OS ), i.e., OS /( f ) ' t∗OT . Dans ce cas, on a une description explicite de l’isomorphisme
de pureté. C’est la suivante. Notons u : U ↪→ S l’immersion complémentaire à t et [ f ] la classe de
f dans O×(U)/O×(S ). On a alors une suite exacte courte de faisceaux étales sur Et/S :
0 // GmS // u∗GmU // t∗Z[ f ] // 0.
Elle détermine une flèche [ f ] : t∗Z // GmS [1] dans Dét(S ,Z). L’isomorphisme de pureté Λ '
t!Λ(1)[2] correspond, via l’adjonction (t∗, t!), à la composition de
c f : t∗Λ ' (t∗Z) L⊗Λ [ f ]⊗id // GmS [1] L⊗Λ ' Λ(1)[2].
À partir de la construction, il est clair que le diagramme
s∗t∗ΛT
s∗(c f )
//
∼

s∗ΛS (1)[2]
∼

t′∗s′∗ΛT
∼
// t′∗ΛT ′
c f◦s
// ΛS ′(1)[2]
est commutatif. On déduit aussitôt un diagramme commutatif
s∗t∗ΛT
(a)
//
∼

s∗t∗t!ΛS (1)[2]
(c)
// t′∗t′!s∗ΛS (1)[2]
∼

t′∗s′∗ΛT
∼
// t′∗ΛT ′
(b)
// t′∗t′!ΛS ′(1)[2]
où les flèches (a) et (b) sont déduites de c f et c f◦s par adjonction. D’après le théorème de pureté
absolue de Gabber, ces flèches sont inversibles. (On utilise ici que f ◦ s ∈ Γ(S ′,OS ′) est un
générateur de l’idéal de définition de l’immersion t′.) Il s’ensuit que la flèche (c) est inversible.
Cette dernière est la composition du 2-isomorphisme Ex∗∗(C) appliqué à t!ΛS , et du 2-morphisme
Ex!∗(C) appliqué à ΛS et auquel on applique t′∗. Ceci termine la preuve de la proposition puisque
le foncteur t′∗ est pleinement fidèle. 
Vus le Lemme 7.7 et la Proposition 7.8, il reste à prouver le Théorème 7.4 lorsque Λ = Q.
Comme dans [11] nous utiliserons la pureté en K-théorie algébrique. Les propriétés fondamen-
tales de la K-théorie algébrique dont nous aurons besoins se trouvent déjà dans [38] et [17]. Le
lecteur pourra aussi consulter [53, Chap. IV] pour une présentation plus lisible. On commence par
quelques préliminaires.
On désigne par Coh(X) une petite catégorie équivalente à la catégorie desOX-modules cohérents
sur un schéma noethérien X. Les objets de Coh(X) seront appelés des OX-modules cohérents. On
supposera que Coh(X) est strictement contravariante en X. Autrement dit, si f : Y // X est un
morphisme de schémas, on dispose d’un foncteur « image inverse » f ∗ : Coh(X) // Coh(Y) et
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si g : Z // Y est un autre morphisme de schémas, on a ( f ◦ g)∗ = g∗ ◦ f ∗. (8) Étant donnée une
immersion fermée t : Z ↪→ X, on note Coht(X) ou CohZ(X) la sous-catégorie pleine de Coh(X)
formée des OX-modules M tels que tor iOX (M, t∗OZ) = 0 pour i , 0. C’est une sous-catégorie
exacte de Coh(X) stable par extensions. On note aussi LL(X) ⊂ Coh(X) la sous-catégorie pleine
des OX-modules localement libres. On a clairement LL(X) ⊂ CohZ(X).
Soient S un schéma de base et Z ⊂ S un sous-schéma fermé. On définit un préfaisceau de
catégories exactes Coh/S (resp. Coh
Z
/S ) sur Sm/S en associant à X ∈ Sm/S la plus petite sous-
catégorie exacte Coh/S (X) ⊂ Coh(X) (resp. CohZ/S (X) ⊂ CohX×S Z(X)) stable par extensions et
contenant les OX-modules cohérents qui sont localement pour le topologie de Zariski isomorphes
à des images inverses d’objets de Coh(S ) (resp. CohZ(S )) suivant le morphisme structural X // S .
Si f : Y // X est un morphisme de S -schémas lisses, le foncteur f ∗ : Coh/S (X) // Coh/S (Y)
est exact. On note aussi LL/S (−) ⊂ CohZ/S (−) le sous-préfaisceau donné en X ∈ Sm/S par LL(X).
Étant donnée une petite catégorie exacte E, on note Q(E) la catégorie ayant les mêmes objets
que E et où les flèches de A ∈ E vers A′ ∈ E sont données par des classes d’isomorphismes de
triplets (B, s : B  A, i : B ↪→ A′) avec B ∈ E, s un epimorphisme admissible et i un mono-
morphisme admissible. Deux tels triplets (B, B  A, B ↪→ A′) et (C, C  A, C ↪→ A′) sont
isomorphes s’il existe un isomorphisme B ' C faisant commuter le diagramme qu’on pense. Pour
plus de détails, le lecteur est renvoyé à [38, §2, p. 100] (voir aussi [53, Chap. IV, §6]). L’espace
de K-théorie de Quillen associé à E est l’ensemble simplicial RΩs(N(QE)) qu’on notera K(E). Ici,
N(−) est le nerf d’une catégorie et RΩs = Ωs ◦ (−) f ib avec Ωs = hom(∆1/∂∆1,−) et (−) f ib un fonc-
teur de remplacement fibrant dans la catégorie des ensembles simpliciaux pointés ∆opEns• munie
de sa structure de modèles usuelle. (On peut prendre pour (−) f ib le composé du foncteur « réali-
sation topologique » avec le foncteur « ensemble simplicial singulier associé ».) La K-théorie de
Quillen K(−), ainsi définie, est covariante par rapport aux foncteurs exacts. On en déduit ainsi des
préfaisceaux d’ensembles simpliciaux K(LL/S (−)), K(CohZ/S (−)) et K(Coh/S (−)) sur Sm/S .
Lemme 7.9 — Supposons que S est régulier et de dimension de Krull finie. Alors, les inclu-
sions LL/S (−) ↪→ CohZ/S (−) ↪→ Coh/S (−) induisent des équivalences d’homotopie simpliciales de
préfaisceaux
K(LL/S (−)) // K(CohZ/S (−)) // K(Coh/S (−)).
Demonstration Ceci est une conséquence immédiate de [38, §4, Cor. 1] et du fait que tout OX-
module cohérent sur X ∈ Sm/S admet une résolution de longueur finie par des OX-modules loca-
lement libres. 
Proposition 7.10 — Supposons que S est régulier et de dimension de Krull finie. Les préfais-
ceaux d’ensembles simpliciaux K(LL/S (−)), K(CohZ/S (−)) et K(Coh/S (−)) sont (A1,Nis)-fibrants.
Demonstration Ceci est essentiellement bien connu. D’après le Lemme 7.9, il suffit de considérer
le cas de K(LL/S (−)). Vu [38, §6, Cor. of Th. 8], il suffit de montrer que K(LL/S (−)) possède la
propriété de Brown-Gersten dans les carrés distingués Nisnevich. Cette propriété se vérifie sur le
petit site étale Et/X de chaque X ∈ Sm/S . Or, d’après [38, §4, Cor. 1], on dispose d’une équi-
valence d’homotopie simpliciale de préfaisceaux K(LL/S (−))|Et/X // K(Coh(−))|Et/X . On utilise
alors [38, §7, Prop. 3.2] pour conclure. 
Notons GrS (d | r) la grassmannienne relative sur S qui classifie les quotients localement libres
de rang r du module libre de rang d + r. On dispose d’une suite exacte universelle de modules
8. On peut prendre pour Coh(X) la catégorie suivante. Un objet est un uplet ((Ui)1≤i≤n, (di)1≤i≤n, (Ki)1≤i≤n, (ui j)1≤i, j≤n)
tel que n ∈ N, (Ui)1≤i≤n est un recouvrement ouvert de X, (di)1≤i≤n ∈ Nn, Ki ⊂ OdiUi un sous-OUi -module cohérent pour
tout 1 ≤ i ≤ n et ui j : (OdiUi/Ki)|Ui∩U j ' (O
d j
U j
/K j)|Ui∩U j un isomorphisme de OUi∩U j -modules pour tout 1 ≤ i, j ≤ n.
Bien entendu, les ui j sont supposés satisfaire à la relation de cocycle habituelle. À un tel uplet, on peut associer par
recollement un OX-module cohérent. Les morphismes dans Coh(X) sont alors les morphismes entres les OX-modules
cohérents associés à ces uplets.
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localement libres sur GrS (d | r) :
0 // Ud,r // Od+r // Vd,r // 0.
On a des inclusions évidentes GrS (d | r) ↪→ GrS (1 + d | r) et GrS (d | r) ↪→ GrS (d | r + 1) qui
correspondent respectivement à Vd,r comme un quotient deO1+d+r et à Vd,r⊕O comme un quotient
de Od+r+1. Ces inclusions déterminent un système inductif filtrant paramétré par (d, r) ∈ N×N. La
colimite de ce système, prise dans la catégorie des préfaisceaux d’ensembles sur Sm/S , sera notée
GrS (∞|∞). L’énoncé suivant est essentiellement dû à Morel et Voevodsky (cf. [37, Th. 3.13]). Il
apporte toutefois une précision supplémentaire qui sera utile dans la suite. Cette précision figure
également dans [40, Prop. 3.1.5].
Theoreme 7.11 — Soit S un schéma régulier de dimension de Krull finie. Il existe un isomor-
phisme canonique
Z × GrS (∞|∞) ∼ // K(LL/S (−)) (60)
dans H•(S ) = HoA1−Nis(PSh(Sm/S ,∆opEns•)). Pour n ∈ Z et (d, r) ∈ N × N, la composition de
GrS (d | r) ' {n} × GrS (d | r) ↪→ Z × GrS (∞|∞) ∼ // K(LL/S (−))
correspond à n − d + [Ud,r] dans K0(GrS (d | r)).
Demonstration Soit X un S -schéma lisse. Notons LL′(X) la catégorie exacte ayant LL(X) comme
catégorie sous-jacente mais où les suites exactes sont données par les suites exactes courtes scin-
dées. On obtient ainsi un préfaisceau de catégories exactes LL′/S (−) sur Sm/S . Le morphisme
identité LL′/S (−) // LL/S (−) fournit un morphisme de préfaisceaux en ensembles simpliciaux
pointés :
K(LL′/S (−)) // K(LL/S (−)). (61)
Lorsqu’on évalue (61) en un S -schéma affine et lisse, on obtient un isomorphisme. (En effet, sur
un schéma affine toute suite exacte de modules localement libres est scindée.) Il s’ensuit que (61)
est une équivalence Nis-locale.
Par ailleurs, la K-théorie d’une catégorie additive admet une autre description fournie par la
construction S−1S de Quillen. Expliquons de quoi il s’agit. Soit C une petite catégorie additive. On
note S−1S(C) la catégorie ayant pour objets des couples (A, B) d’objets de C et pour morphismes
entre (A, B) et (C,D) les classes d’isomorphismes de triplets (U, a : A ⊕U ' C, b : B⊕U ' D). Ce
triplet est isomorphe à (U′, a′: A⊕U′ ' C, b′: B⊕U′ ' D) s’il existe un isomorphisme e : U ' U′
tel que a = a′ ◦ (id ⊕ e) et b = b′ ◦ (id ⊕ e). (Pour plus de détails, le lecteur est renvoyé à [17] ou
à [53, Chap. IV, §4].) On pose alors K⊕(C) = N(S−1S(C)). D’après [17] (voir aussi [53, Chap. IV,
Th. 7.1]), il existe un isomorphisme K⊕(C) ' K(C) dans Ho(∆op(Ens•)). La construction de cet
isomorphisme est suffisamment fonctorielle pour fournir un isomorphisme
K⊕(LL/S (X)) ' K(LL′/S (X)) (62)
dans Hos(PSh(Sm/S ,∆opEns•)).
On considère à présent les sous-catégories additives pleines L(X) ⊂ LL(X) ayant pour objets
les modules libres standards OnX pour n ∈ N. On obtient ainsi un sous-préfaisceau de catégories
additives L/S (−) ⊂ LL/S (−). D’où un morphisme de préfaisceaux d’ensembles simpliciaux :
K⊕(L/S (X)) // K
⊕(LL/S (X)). (63)
Étant donné que tout module localement libre sur un schéma local est libre, on déduit aussitôt que
(63) est une équivalence Nis-locale.
On note G`n,S le groupe linéaire relatif sur S . On dispose d’unclusions G`n,S ↪→ G`n+1,S don-
nées par − ⊕ id. On note G`∞,S la colimite suivant n ∈ N des G`n,S prise dans la catégorie des
préfaisceaux de groupes sur Sm/S . On dispose d’un morphisme évident∐
n∈N
N(G`n,S ) // K⊕(L/S (X)). (64)
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Sur N(G`n,S ), il est induit par l’identification de G`n,S (X) avec endS−1S(L(X))(OnX , 0). D’après [17]
(voir aussi [53, Chap. IV, Th. 4.9]) le morphisme (64) est une groupe-complétion. On déduit alors
un isomorphisme
RΩsN(
∐
n∈N
N(G`n,S ))
∼
// K⊕(L/S (X)) (65)
dans H•(S ). Or, d’après [37, Prop. 3.7 et Prop. 3.10], on a des isomorphismes canoniques
Z × GrS (∞|∞) ∼ // Z × NG`∞,S ∼ // RΩ1sN(
∐
n∈N
N(G`n,S )) (66)
dans H•(S ). En composant les isomorphismes (61), (62), (63), (65) et (66) dans H•(S ), on obtient
l’isomorphisme (60) de l’énoncé. La seconde assertion découle des constructions. Sa vérification
est laissée au lecteur. 
Soit s : S ′ ↪→ S une immersion fermée. On dispose d’un morphisme de préfaisceaux de
catégories exactes :
CohS
′
/S (−) // s∗Coh/S ′(−). (67)
En X ∈ Sm/S , il est induit par le foncteur exact
− ⊗OS s∗OS ′ : CohS
′
/S (X) // Coh/S ′(X ×S S ′).
En passant à la K-théorie de Quillen, on obtient un morphisme de préfaisceaux d’ensembles sim-
pliciaux sur Sm/S :
K(CohS
′
/S (−)) // s∗K(Coh/S ′(−)). (68)
Le résultat ci-dessous est une conséquence facile (et bien connue) du théorème de Morel et Voe-
vodsky [37, Th. 3.13] comme énoncé dans le Théorème 7.11.
Corollaire 7.12 — Supposons que S et S ′ sont des schémas réguliers et que la dimension de
Krull de S est finie. Alors, le morphisme canonique Ls∗K(CohS ′/S (−)) // K(Coh/S (−)), déduit de
(68) via l’adjonction (Ls∗, s∗), est inversible dans H•(S ′).
Demonstration D’après le Lemme 7.9 et le Théorème 7.11, on a un carré dans H•(S )
Z × GrS (∞|∞) ∼ //

K(CohS
′
/S (−))

s∗(Z × GrS ′(∞|∞)) ∼ // s∗K(Coh/S ′(−))
où les flèches horizontales sont inversibles. Étant donné que le préfaisceau Z × GrS (∞|∞) est une
colimite filtrante de préfaisceaux représentables, on a des isomorphismes
Ls∗(Z × GrS (∞|∞)) ' s∗(Z × GrS (∞|∞)) ' Z × GrS ′(∞|∞). (69)
Autrement dit, le morphisme canonique Ls∗(Z × GrS (∞|∞)) // Z × GrS ′(∞|∞) est inversible.
Pour conclure, il suffit donc de savoir que la carré ci-dessus est commutatif. Or,
homH•(S )
(
Z × GrS (∞|∞), s∗K(Coh/S ′(−))
)
= lim
d,r∈N homH•(S )
(
Z × GrS (d | r), s∗K(Coh/S ′(−))
)
.
Ceci découle de [40, Lem. 1.2.1 et Lem. 1.2.10] en utilisant l’adjonction (Ls∗, s∗), l’isomorphisme
(69) et le Théorème 7.11. On est ainsi ramené à montrer que les carrés
{n} × GrS (d | r) //

K(CohS
′
/S (−))

s∗({n} × GrS ′(d | r)) // s∗K(Coh/S ′(−))
commutent pour tous les triplets (n, d, r) ∈ Z × N × N. Ceci découle trivialement de la seconde
partie du Théorème 7.11. 
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Dans la suite, on prendra pour RΩ1s(X) l’ensemble simplicial singulier associé à l’espace des
lacets dans la réalisation topologique de X ∈ ∆op(Ens•). On dispose alors d’une loi de composition
interne
+ : RΩ1s(X) × RΩ1s(X) // RΩ1s(X), (70)
fonctorielle en X, induite par la concaténation des lacets. Le lacet constant induit un morphisme
d’ensemble simpliciaux 0 : ∆0 // Ω1s(X) qui est une unité à homotopie près pour la loi (70).
Autrement dit, on a des homotopies simpliciales 0 + idRΩ1s (X) ∼ idRΩ1s (X) et idRΩ1s (X) + 0 ∼ idRΩ1s (X)
qui sont d’ailleurs fonctorielles en X. La loi (70) admet aussi des inverses canoniques à homotopie
près. Ainsi on a un morphisme invX : RΩ1s(X) // RΩ
1
s(X) et des homotopies idRΩ1s (X) + invX ∼ 0
et invX + idRΩ1s (X) ∼ 0 ; le tout est fonctoriel en X. Le morphisme composé + ◦ (idRΩ1s (X) × invX)
sera simplement noté
− : RΩ1s(X) × RΩ1s(X) // RΩ1s(X). (71)
Lui aussi, il est fonctoriel en X.
Étant donnée une catégorie exacte E, l’espace de K-théorie de Quillen K(E) = RΩ1s(N(Q(E)))
acquiert les structures décrites ci-dessus. De plus, elles sont fonctorielles en les foncteurs exacts.
Nous utiliserons ceci pour construire des T -spectres de K-théorie K(LL/S (−)), K(CohZ/S (−)) et
K(Coh/S (−)). La construction étant la même dans les trois cas, nous nous concentrerons sur celui
du préfaisceau CohZ/S (−). Nous prendrons pour TS le remplacement projectivement cofibrant du
préfaisceau pointé (P1S ,∞S ) donné par ∆1
∐
∆0 P
1
S pointé par 0 ∈ ∆1 ; la somme amalgamée est
prise suivant 1 : ∆0 → ∆1 et ∞ : ∆0 → P1S . Pour X ∈ Sm/S , on dispose de deux foncteurs
exacts f0X , f
1
X : Coh
Z
/S (X) // Coh
Z
/S (P
1
X). Si pi : P
1
X
// X est la projection évidente et OP1X (1) est
le OP1X -module tautologique sur P
1
X , alors f
0
X = pi
∗(−) et f1X = OP1X (1)⊗OP1X pi
∗(−). On en déduit deux
morphismes de préfaisceaux d’ensembles simpilciaux
f0, f1 : K(CohZ/S (−)) // hom(P1S ,K(CohZ/S (−))).
En utilisant (71), on peut alors former le morphisme de préfaisceaux d’ensembles simpliciaux
f0 − f1 : K(CohZ/S (−)) // hom(P1S ,K(CohZ/S (−))).
Le choix d’une identification∞∗(OP1) = ∞∗(OP1(1)) fournit une homotopie simpliciale entre l’ap-
plication nulle et la composition de
K(CohZ/S (−))
f0−f1
// hom(P1S ,K(Coh
Z
/S (−)))
∞∗
// K(CohZ/S (−)).
Il s’ensuit un morphisme canonique
γ′ : K(CohZ/S (−)) // hom(TS ,K(CohZ/S (−))). (72)
Le T -spectre K(CohZ/S (−)) est donné en tout niveau par K(CohZ/S (−)) et admet le morphisme γ :
TS∧K(CohZ/S (−)) // K(CohZ/S (−)), déduit par adjonction de (72), pour morphisme d’assemblage.
Proposition 7.13 — Soit S un schéma régulier de dimension de Krull finie. Le T-spectre
K(CohZ/S (−)) est projectivement stablement (A1,Nis)-fibrant. Il en est de même de K(LL/S (−))
et K(Coh/S (−)).
Demonstration Vue la Proposition 7.10, il reste à montrer que (72) est une équivalence d’ho-
motopie de préfaisceaux simpliciaux. Ceci est une conséquence immédiate du théorème du fibré
projectif (cf. [38, §8, Th. 2.1]). 
Soit t : T ↪→ S une immersion fermée. Pour tout X ∈ Sm/S , le foncteur « image directe »
(idX ×S t)∗ : Coh/T (X ×S T ) // Coh/S (X) est exact. On a donc un morphisme de préfaisceaux de
catégories exactes t∗ : Coh/T (−) // Coh/S (−) qui induit un morphisme de T -spectres
t∗K(Coh/T (−)) // K(Coh/S (−)). (73)
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On a le résultat suivant qui n’est rien de plus qu’une reformulation de la pureté de Quillen en
K-théorie algébrique des schémas.
Lemme 7.14 — Soit t : T ↪→ S une immersion fermée entre schémas réguliers de dimension de
Krull finie. Alors, le morphisme K(Coh/T (−)) // t!K(Coh/S (−)), déduit par l’adjonction (t∗, t!)
du morphisme (73), est un isomorphisme dans SH(T ).
Demonstration Soit j : U ↪→ S l’immersion ouverte complémentaire à t. Vu que K(Coh/U(−))
est projectivement stablement (A1,Nis)-fibrant (cf. la Proposition 7.13), on a un isomorphisme
j∗K(Coh/U(−)) ' R j∗K(Coh/U(−)) = R j∗ j∗K(Coh/S (−)). D’après [4, Prop. 1.4.9], il suffit donc
de montrer que le morphisme canonique
t∗K(Coh/T (−)) // HoFib
{
K(Coh/S (−))→ j∗K(Coh/U(−))
}
est inversible dans SH(S ). Il suffit de faire cela niveau par niveau et au-dessus de X ∈ Sm/S . Si
Y = X ×S T et V = X ×S U, il suffit alors de montrer que
K(Coh(Y)) // HoFib
{
K(Coh(X))→ K(Coh(V))}
est une équivalence d’homotopie. Ceci découle aussitôt de [38, §5, Th. 4 et Th. 5]. 
Remarque 7.15 — Strictement parlant, le T -spectre K(Coh/S (−)) n’est pas un objet de la catégo-
rie SHM(S ) (pour M = SptΣS1(∆
opEns•)) construite et étudiée dans [5, Chap. 4] (cf. l’Annexe A).
C’est plutôt un objet de la catégorie SH(S ) construite par Jardine dans [28]. Toutefois, en pratique,
il n’est pas dangereux de confondre ces deux catégories. En effet, le foncteur
SptT (PSh(Sm/S ,∆
opEns•)) // SptT (PSh(Sm/S ,SptΣS1(∆
opEns•))),
induit par le foncteur de suspension infinie au niveau des ensembles simpliciaux, est une équiva-
lence de Quillen à gauche. Il induit alors une équivalence entre la catégorie SH(S ) de [28] et celle
de [5]. Dans la suite, nous passerons sous silence cette distinction.
Theoreme 7.16 — Soit S un schéma régulier. Alors, K(Coh/S (−)) ∈ SH(S ) est pur relativement
à tout carré transversal d’immersions fermées (C) comme dans le Théorème 7.4.
Demonstration On a un carré commutatif de T -spectres :
t∗K(CohT
′
/T (−)) //

t∗s′∗K(Coh/T ′(−))

K(CohS
′
/S (−)) // s∗K(Coh/S ′(−)).
(74)
Les flèches verticales sont induites par les foncteurs images directes
(idX × t)∗ : CohT ′/T (X ×S T ) ↪→ CohS
′
/S (X) et (idX′ × t′)∗ : Coh/T ′(X′ ×S ′ T ′) ↪→ Coh/S ′(X′)
avec X ∈ Sm/S et X′ ∈ Sm/S ′. Les flèches horizontales sont induites par les foncteurs images
inverses
(idY × s′)∗ : CohT ′/T (Y) // Coh/T ′(Y ×T T ′) et (idX × s)∗ : CohS
′
/S (X) // Coh/S ′(X ×S S ′)
avec Y ∈ Sm/T et X ∈ Sm/S .
En utilisant les adjonctions (t∗, t!) et (t′∗, t′!), on obtient un diagramme commutatif
K(CohT
′
/T (−))
∼

// s′∗K(Coh/T ′(−))
∼

t!K(CohS
′
/S (−)) // t!s∗K(Coh/S ′(−))
∼
// s′∗t′!K(Coh/S ′(−))
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où les flèches verticales sont inversibles d’après le Lemme 7.14. En utilisant les adjonctions (s∗, s∗)
et (s′∗, s′∗), on obtient le diagramme commutatif
Ls′∗K(CohT ′/T (−))
(a)
//
∼

K(Coh/T ′(−))
∼

Ls′∗t!K(CohS ′/S (−))
Ex!∗
// t′!Ls∗K(CohS ′/S (−))
(b)
// t′!K(Coh/S ′(−)).
Le Corollaire 7.12 et la construction des foncteurs « image inverse » montrent que les morphismes
(a) et (b) ci-dessus sont inversibles. Il vient que le morphisme Ex!∗ ci-dessus est inversible. Ceci
termine la preuve du théorème. 
Dans la suite, nous notons BGLS un objet dans SH(S ) qui représente la K-théorie algébrique
des schémas lisses au-dessus d’une base régulière S , i.e., qui est isomorphe à K(Coh/S (−)). On
pourra prendre par exemple le T -spectre introduit par Voevodsky (cf. [50, §6.2]).
D’après l’Annexe A, on dispose d’un foncteur de localisation SH(S ) // SHQ(−) et d’une équi-
valence de catégories T ◦ N(− ⊗ Q) : SHQ(S ) ' DA(S ,Q) (cf. (165)).
Corollaire 7.17 — Soit S un schéma régulier. Alors T ◦ N(BGLS ⊗ Q) ∈ DA(S ,Q) est pur
relativement à tout carré transversal d’immersions fermées (C) comme dans le Théorème 7.4.
Demonstration Ceci découle immédiatement du Théorème 7.16 et du Corollaire A.14. 
Le résultat qui suit est une reformulation d’un fait bien connu, à savoir que la K-théorie étale et
la K-théorie algébrique coïncident à torsion près.
Lemme 7.18 — Soit S un schéma régulier. L’objet T ◦ N(BGLS ⊗ Q) ∈ DA(S ,Q) est ét-local.
Demonstration Il s’agit de montrer que le complexe de préfaisceaux de Q-espaces vectoriels
K = REvn(T ◦ N(BGLS ⊗ Q)) est ét-local pour tout n ∈ N. Autrement dit, il faut montrer que
Hi(K(X)) ' Hiét(X,K) pour tout X ∈ Sm/S . Puisque K est Nis-local, il suffira de montrer que
HiNis(X,K) ' Hiét(X,K). Le foncteur d’oubli oét : Shét(Et/X,Q) // ShNis(Et/X,Q) est exact. Il
suffit alors de montrer que le morphisme canonique K // oétaét(K) est un quasi-isomorphisme.
Ceci se vérifie sur les schémas henséliens. On est alors ramené à montrer la propriété suivante. Si
e : X′ // X est un revêtement étale galoisien (entre S -schémas lisses et connexes) de groupe de
Galois G, alors K(X) // K(X′)G est un quasi-isomorphisme. Ceci est équivalent à montrer que
pour tout i ∈ N, Ki(X)⊗Q // (Ki(X′)⊗Q)G est inversible. (On utilise ici la Proposition A.13 et le
fait que T ◦ N : SHQ(S ) // DA(S ,Q) est un équivalence de catégories.) Cette propriété découle
aussitôt de l’existence et des propriétés des transferts en K-théorie algébrique (cf. [38, §7]). 
Corollaire 7.19 — Soit S un schéma régulier. Alors T ◦ N(BGLS ⊗ Q) ∈ DAét(S ,Q) est pur
relativement à tout carré transversal d’immersions fermées (C) comme dans le Théorème 7.4.
Demonstration Notons aét : DA(S ,Q) // DAét(S ,Q) le foncteur de localisation, donné par
l’identité sur les objets, et Roét son adjoint à droite. Posons ES = T ◦ N(BGLS ⊗ Q) ∈ DA(S ,Q).
Vus le Corollaire 7.17 et le fait que aét commute aux foncteurs « image inverse », il suffit de
montrer que les morphismes canoniques
aétt!ES // t!aétES et aétt′!ES ′ // t′!aétES ′
sont inversibles. (Utiliser l’isomorphisme s∗ES ' ES ′ déduit du Corollaire 7.12.) Il suffit bien
entendu de se concentrer sur le premier morphisme. D’après le Lemme 7.18, ES est ét-local. Il
s’ensuit que ES // RoétaétES est un isomorphisme. En appliquant t! et en utilisant la commuta-
tion t! ◦Roét ' Roét ◦ t!, on déduit un isomorphisme canonique t!ES ' Roétt!aétES . En appliquant
aét et en utilisant que le morphisme de counité aétRoét // id est inversible, on déduit un isomor-
phisme canonique aétt!ES ' t!aétES . On laissera au lecteur le soin de vérifier que cet isomorphisme
coïncide avec le morphisme qui nous intéresse. 
Le Théorème 7.4 découle maintenant du fait bien connu suivant.
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Proposition 7.20 — Soit S un schéma régulier de dimension de Krull finie. Dans DAét(S ,Q),
l’objet unité QS (0) est un facteur direct de T ◦ N(BGLS ⊗ Q).
Demonstration Il y a plusieurs façons de procéder. Nous prendrons une voie rapide et facile qui
repose sur le modèle de BGL fourni par [15] et [45]. Rappelons de quoi il s’agit. Pour n ∈ N, on
a une inclusion canonique PnS ↪→ Pn+1S donnée par [x0 : · · · : xn]  [x0 : · · · : xn : 0]. On note
P∞S la colimite des P
n
S dans la catégorie des préfaisceaux sur Sm/S . Les plongements de Segre
PmS ×S PnS // Pmn+m+nS fournissent un morphisme m : P∞S ×S P∞S // P∞S . Considérons le T -spectre
symétrique X = Sus0T,Σ(P
∞
S ). Le morphisme m induit un morphisme m : X⊗X // X dans SH(S ).
Par ailleurs, on dispose d’un morphisme β : 1(1)[2] // X, appelé le morphisme de Bott. Il est
donné par la composition de
1(1)[2] // Sus0T,Σ(P
1
S ) // Sus
0
T,Σ(P
∞
S ).
La première fléche est induite par la décomposition Sus0T,Σ(P
1
S ) ' 1
⊕
1(1)[2] du motif de P1S et
la seconde flèche est induite par l’inclusion évidente P1S ↪→ P∞S . On peut alors former la N-suite{
X // X(−1)[−2] // · · · // X(−n)[−2n] // X(−n − 1)[−2n − 2] // · · · } (75)
où la n-ième flèche est donnée par la composition de
X(−n + 1)[−2n + 2] ' (X ⊗ 1(1)[2])(−n)[−2n] β // (X ⊗ X)(−n)[−2n] m // X(−n)[−2n].
La colimite homotopique (dans SH(S )) de (75) sera notée X[β−1]. Avec ces notations, un résultat
principal de [15] et [45] affirme qu’on a un isomorphisme X[β−1] ' BGLS dans SH(S ).
Expliquons comment conclure. Il faut prouver que QS (0) est un facteur direct de T◦N(X[β−1]⊗
Q) dans DAét(S ,Q). Or, on a un isomorphisme canonique
T ◦ N(X ⊗ Q) ' colimn∈N Sus0T,Σ(PnS ⊗ Q).
Le Lemme 7.21 ci-dessous, fournit un isomorphisme canonique T ◦N(X⊗Q) '⊕n∈NQS (n)[2n]
dans DAét(S ,Q). La partie (b) du même lemme montre que la multiplication sur T ◦N(X⊗Q) cor-
respond à la structure d’algèbre naturelle sur
⊕
n∈NQS (n)[2n]. Enfin, il est clair que le morphisme
de Bott identifie QS (1)[2] avec le second facteur de
⊕
n∈NQS (n)[2n]. Il s’ensuit immédiatement
que T ◦ N(X[β−1] ⊗ Q) est isomorphe à ⊕n∈ZQS (n)[2n] dans DAét(S ,Q). Ceci termine la preuve
de la proposition. 
Lemme 7.21 — Soient S un schéma de base et m, n ∈ N. On a une décomposition en somme
directe dans DAét(S ,Q) :
Sus0T,Σ(P
m
S ⊗ Q) '
⊕
0≤i≤m
QS (i)[2i]. (76)
De plus, modulo cet isomorphisme on a :
(a) Le morphisme
⊕
0≤i≤m QS (i)[2i] //
⊕
0≤i≤m+1QS (i)[2i], induit par l’immersion évidente
PmS ↪→ Pm+1S , envoie le i-ième facteur identiquement sur le i-ième facteur pour tout 0 ≤ i ≤ m.
(b) Le morphisme
⊕
0≤i≤m, 0≤ j≤nQS (m + n)[2m + 2n] //
⊕
0≤k≤mn+m+n QS (k)[2k], induit par
le plongement de Segre PmS ×PnS // Pmn+m+nS , envoie le (i, j)-ième facteur identiquement sur
le (i + j)-ième facteur pour tout 0 ≤ i ≤ m et 0 ≤ j ≤ n.
Demonstration Si piPmS : P
m
S
// S est la projection structurale, on a un couple de foncteurs ad-
joints ((piPmS )](piPmS )
∗, (piPmS )∗(piPmS )
∗). En notant que Mcoh(P
m
S ) = (piPmS )∗(piPmS )
∗, le Corollaire 2.12 four-
nit alors un 2-isomorphisme
(piPmS )](piPmS )
∗ '
⊕
0≤i≤m
idDAét(S ,Q)(i)[2i].
Il suffit alors de l’appliquer à QS (0) pour obtenir l’isomorphisme (76).
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Pour la suite, nous reprenons le morphisme fm : (P1S )
m // PmS (cf. (21)). Par construction, le
morphisme ⊕
I⊂[[1,m]]
QS (card(I))[2card(I)] = (QS (0) ⊕ QS (1)[2])⊗m //
⊕
0≤i≤m
QS (i)[2i],
induit par fm, envoie identiquement le I-ième facteur sur le card(I)-ième facteur. L’assertion (a)
découle aussitôt. Passons à l’assertion (b). On utilise pour cela le diagramme commutatif
(P1S )
m ×S (P1S )n
fm+n ++
fm× fn
// PmS ×S PnS
fm,n

Seg
// Pmn+m+nS − HS
g
tt
Pm+nS
où les morphismes fm,n et g sont donnés sur les coordonnés homogènes par
fm,n([x0 : · · · : xm], [y0 : · · · : yn]) =

 ∑
0≤i≤m, 0≤ j≤n, i+ j=l
xiy j

0≤l≤m+n

et g([(zi j)0≤i≤m, 0≤ j≤n]) =

 ∑
0≤i≤m, 0≤ j≤n, i+ j=l
zi j

0≤l≤m+n
 .
Bien entendu HS est le sous-espace linéaire défini par les équations
∑
i+ j=l zi j = 0. Il est de
codimension m + n + 1 et n’intersecte pas l’image du plongement de Segre. Le morphisme g
est la projection d’un fibré vectoriel. L’invariance par homotopie entraîne alors que l’image du
morphisme
⊕
0≤i≤m, 0≤ j≤n QS (m + n)[2m + 2n] //
⊕
0≤k≤mn+m+nQS (k)[2k], induit par le plon-
gement de Segre, est contenue dans le facteur direct
⊕
0≤l≤m+n QS (l)[2l]. De plus, le morphisme⊕
0≤i≤m, 0≤ j≤nQS (m + n)[2m + 2n] //
⊕
0≤l≤m+n QS (l)[2l] ainsi obtenu coïncide avec le mor-
phisme induit par fm,n. Le résultat recherché est maintenant clair. 
8. Constructibilité et dualité
Commençons par rappeler la notion de constructibilité pour les motifs étales.
Definition 8.1 — Soient S un schéma et Λ un anneau de coefficients. On note DAétct(S ,Λ) la plus
petite sous-catégorie triangulée de DAét(S ,Λ) stable par facteurs directs et contenant les objets
de la forme SusnT,Σ(U⊗Λ) avec U ∈ Sm/S et n ∈ N. Un S -motif étale est dit constructible lorsqu’il
appartient à DAétct(S ,Λ).
Remarque 8.2 — Si g : U // S est un S -morphisme lisse et n ∈ N, on a un isomorphisme
g](ΛU(−n)[−2n]) ' SusnT,Σ(U ⊗ Λ) dans DAét(S ,Λ). Ainsi, la notion de constructibilité introduite
dans la Définition 8.1 est un cas particulier de celle de λ-constructibilité de [4, Déf. 2.2.3] ; on la
retrouve en prenant pour λ le sous-ensemble {ΛS (−n); n ∈ N} ⊂ DAét(S ,Λ).
Proposition 8.3 — Soient S un schéma et Λ un anneau de coefficients. On suppose que l’Hypothèse
3.17 est satisfaite. Alors, un objet de DAét(S ,Λ) est constructible si et seulement si il est compact.
Demonstration Ceci découle de la Proposition 3.19 jointe à [4, Prop. 2.1.24]. 
On note le corollaire suivant qui nous sera utile plus tard.
Corollaire 8.4 — Soient S un schéma et Λ un anneau de coefficients qui satisfont à l’Hypothèse
3.17. Soit M ∈ DAét(S ,Λ) et supposons que pour tout nombre premier ` inversible sur S il existe
un entier e premier à ` tel que M ⊗Λ Λ[e−1] ∈ DAét(S ,Λ[e−1]) est constructible. Alors M est
constructible.
Demonstration On peut reformuler la condition de l’énoncé est disant qu’il existe une famille
finie d’entiers naturels (ei)1≤i≤n qui engendre Λ comme idéal et telle que M[e−1i ] = M ⊗Λ Λ[e−1i ] ∈
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DAét(S ,Λ[e−1i ]) est constructible pour tout 1 ≤ i ≤ n. Vue la Proposition 8.3, il s’agit de montrer
que M est compact en sachant que les M[e−1i ] sont compacts.
Soit (Aα)α∈I une famille d’objets de DAét(S ,Λ). Il faut montrer que l’homomorphisme évident⊕
α∈I
homDAét(S ,Λ)(M, Aα[r]) // homDAét(S ,Λ)(M,
⊕
α∈I
Aα[r]) (77)
est bijectif pour tout r ∈ Z. Vus les triangles distingués
Aα // Aα ⊗Z Z[e−1i ] // Aα ⊗Z (Z[e−1i ]/Z) // ,
il suffit de prouver que les homomorphismes (77) sont bijectifs pour les familles (Aα ⊗Z Z[e−1i ])α∈I
et (Aα ⊗Z (Z[e−1i ]/Z))α∈I (lorsque 1 ≤ i ≤ n). Or, Z[e−1i ]/Z est la somme directe des Q/Z(p), où
p parcourt l’ensemble (fini) des diviseurs premiers de ei, et chaque Λ ⊗Z Q/Z(p) est un Λ[e−1j ]-
module pour au moins un 1 ≤ j ≤ n. On voit alors qu’il suffit de prouver que l’homomorphisme
(77) est une bijection pour les familles (Bβ)β∈J d’objets de DAét(S ,Λ) provenant d’une famille
(B′β)β∈J d’objets de DA
ét(S ,Λ[e−1i ]) par le foncteur évident DA
ét(S ,Λ[e−1i ]) // DA
ét(S ,Λ). Par
adjonction, l’homomorphisme (77) s’écrit dans ce cas :⊕
β∈J
homDAét(S ,Λ[e−1i ])(M[e
−1
i ], B
′
β[r]) // homDAét(S ,Λ[e−1i ])(M[e
−1
i ],
⊕
β∈J
B′β[r]). (78)
Ce dernier est une bijection puisque M[e−1i ] ∈ DAét(S ,Λ[e−1i ]) est supposé compact. 
Proposition 8.5 — Soient S un schéma de base et Λ un anneau de coefficients. Soit f : Y // X
un morphisme de S -schémas quasi-projectifs. Alors, les objets constructibles dans DAét(−,Λ) sont
préservés par :
(a) l’opération f ∗ sans hypothèse supplémentaire sur f ;
(b) l’opération f∗ lorsque f est projectif ;
(c) l’opération f! sans hypothèse supplémentaire sur f ;
(d) l’opération f ! lorsque f est lisse.
Demonstration Il s’agit d’un cas particulier de [4, Scholie 2.2.34, A et B]. 
Notre tâche principale dans ce paragraphe est d’expliquer comment le théorème d’uniformi-
sation locale de Gabber [14] (voir aussi [25, Expo. IX, Th. 1.1]) permet de se débarasser des
hypothèses « f projectif » et « f lisse » dans la Proposition 8.5, (b) et (d). Rappelons d’abord
l’énoncé du théorème d’uniformisation locale de Gabber.
Theoreme 8.6 — (Gabber) Soient X un schéma excellent et Z ⊂ X une partie fermée partout de
codimension non nulle. On fixe un nombre premier ` inversible sur X. Il existe alors une famille
finie de diagrammes commutatifs, indexée par i ∈ I,
Vi
ri

pi
// Yi
fi

Ui
ui
// X′ e // X
(79)
(le morphisme e : X′ // X étant le même pour tous les diagrammes de la famille) telle que les
propriétés suivantes sont satisfaites.
(a) Les schémas Yi sont réguliers et connexes ; chaque Yi domine une composante irréductible
de X.
(b) Les morphismes fi sont génériquement finis et f −1i (Z) est le support d’un diviseur strictement
à croisements normaux.
(c) Le morphisme e est une modification, i.e., il est projectif et induit un isomorphisme d’un
ouvert dense de X′ sur un ouvert dense de X.
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(d) Les schémas Ui sont irréductibles, les morphismes ui sont étales et la famille (Ui)i∈I est un
recouvrement Nisnevich de X′.
(e) Les schémas Vi sont irréductibles, et les morphismes ri sont finis, plats et de degré générique
premier à `.
Proposition 8.7 — On suppose que le schéma de base S est excellent et que l’Hypothèse 7.3
est satisfaite. Soient X un S -schéma quasi-projectif et j : X − Z ↪→ X l’inclusion de l’ouvert
complémentaire d’un fermé Z ⊂ X. Alors, l’opération j∗ : DAét(X−Z,Λ) // DAét(X,Λ) préserve
les objets constructibles.
À quelques détails techniques près, la preuve de cette proposition suit fidèlement la méthode très
astucieuse mise au point par Gabber dans sa démonstration du résultat analogue en cohomologie
étale (cf. [14, second proof of Th. 0.1], [24, Th. 1] et [25, Expo. XIII, Th. 1.1.1]). Les ingrédients
essentiels sont le théorème de pureté absolue (cf. le Théorème 7.4) et le théorème d’uniformisation
locale de Gabber (cf. le Théorème 8.6). Par soucis d’exposition, nous reprenons les détails. On
commence par une réduction standard.
Lemme 8.8 — Pour démontrer la Proposition 8.7, il suffit de vérifier que j∗Λ(0) ∈ DAét(X,Λ) est
constructible pour tout S -schéma quasi-projectif X et tout fermé Z ⊂ X.
Demonstration La Proposition 3.19 et [4, Lem. 2.2.23] entraînent que DAét(X−Z,Λ) est compac-
tement engendrée par les motifs de la forme pi′∗Λ(n) avec pi′ : Y ′ // X−Z un morphisme projectif
et n ∈ Z. (Remarquons que ces objets sont constructibles d’après la Proposition 8.5, (b).) Il suffit
donc de prouver que j∗pi′∗Λ(0) est constructible.
On fixe une compactification j′ : Y ′ ↪→ Y au-dessus de X avec pi : Y // X un X-schéma
projectif et Y ′ dense dans Y . (Puisque pi′ est projectif, on a Y ′ = Y − pi−1(Z) mais ceci est inutile
pour la suite.) Vu que j◦pi′ = pi◦ j′, il suffit de montrer que pi∗ j′∗Λ(0) est constructible. Or, d’après
la Proposition 8.5, (b), le foncteur pi∗ préserve les objets constructibles. Il est donc suffisant de
montrer que j′∗Λ(0) est constructible. Le lemme est démontré. 
Le Théorème 7.4 sera utilisé à travers le résultat suivant.
Lemme 8.9 — On suppose que l’Hypothèse 7.3 est satisfaite. Soient X un S -schéma quasi-
projectif et j : X − Z ↪→ X l’inclusion de l’ouvert complémentaire d’un fermé Z ⊂ X. On suppose
que X est régulier et que Z est le support d’un diviseur strictement à croisements normaux. Alors,
j∗Λ(0) ∈ DAét(X,Λ) est constructible.
Demonstration Notons i : Z ↪→ X l’immersion complémentaire à j. Vu le 2-triangle distingué de
localité (cf. [4, Prop. 1.4.9]), il suffit de montrer que i!Λ(0) est constructible. Notons Z1, · · · ,Zn
les composantes irréductibles de Z et posons ZI = ∩i∈IZi pour ∅ , I ⊂ [[1, n]]. Si uI : ZI ↪→ Z est
l’inclusion évidente, [4, Lem. 2.2.31] entraîne que i!Λ(0) est dans la sous-catégorie triangulée de
DAét(Z,Λ) engendrée par les uI∗(i ◦ uI)!Λ(0) pour ∅ , I ⊂ [[1, n]]. On est donc ramené à montrer
que s!Λ(0) est constructible pour l’inclusion s : Y ↪→ X d’un sous-schéma régulier. D’après
[4, Cor. 2.2.6], le problème est local. On peut donc supposer que l’idéal de définition de s est
globalement engendré par d sections avec d la codimension de Y dans X (supposée constante le
long de Y). On applique enfin le Corollaire 7.5 pour conclure. 
On donne maintenant la preuve, suivant la méthode de Gabber, de la Proposition 8.7.
Demonstration On raisonne par induction sur krdim(X), la dimension de Krull de X. Lorsque
cette dimension est nulle, il n’y a rien à prouver. On fixe un entier d ≥ 1, et on suppose que la
Proposition 8.7 est prouvée pour X lorsque krdim(X) ≤ d − 1.
Pour X un S -schéma quasi-projectif, Z ⊂ X une partie femée et n ∈ N, on introduit la propriété
P(X,Z, n) suivante.
P(X,Z, n) : Il existe une partie fermée T ⊂ Z de codimension plus grande ou égale à n telle
que ( j∗Λ(0))|X−T est constructible.
(Bien entendu, j est l’inclusion de X − Z dans X et (−)|X−T : DAét(X,Λ) // DAét(X − T,Λ) est le
foncteur « image inverse » suivant l’inclusion X − T ↪→ X.)
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Par la récurrence sur la dimension de Krull de X, la propriété P(X,Z, n) est vraie pour tout n ∈ N
lorsque krdim(X) ≤ d−1. Par ailleurs, la propriété P(X,Z, 0) est toujours vraie ; il suffit de prendre
T = Z. Pour n > krdim(Z), la propriété P(X,Z, n) est équivalente à la constructibilité de j∗Λ(0).
Ainsi, pour démontrer la Proposition 8.7 il suffit de montrer que la proporiété P(X,Z, n − 1) pour
tout S -schéma quasi-projectif X de dimension de Krull d entraîne la propriété P(X,Z, n) pour tout
S -schéma quasi-projectif X de dimension de Krull d. On divise la preuve en plusieurs étapes.
Étape A : Fixons un S -schéma quasi-projectif X de dimension de Krull d et une partie fermée
Z ⊂ X. On ne restreint pas la généralité en supposant que Z est de codimension non nulle. (En
effet, on peut remplacer X par l’adhérence de X − Z.) Nous cherchons un fermé T de codimension
plus grande ou égale à n tel que ( j∗Λ(0))|X−T soit constructible. Il suffit pour cela de trouver, pour
tout nombre premier ` inversible sur S , un entier naturel e` ∈ N − {0} premier à ` et un fermé
T` ⊂ Z de codimension plus grande ou égale à n tels que ( j∗Λ[e−1` ](0))|X−T` est constructible
dans DAét(X − T`,Λ[e−1` ]). En effet, si cela était possible, nous obtiendrons alors une famille finie
d’entiers naturels (ei)1≤i≤m qui engendre Λ comme idéal et une famille finie de fermés (Ti)1≤i≤m de
codimension plus grande ou égale à n dans Z telles que ( j∗Λ[e−1i ](0))|X−Ti est constructible dans
DAét(X,Λ[e−1i ]) pour tout 1 ≤ i ≤ m. D’après le Corollaire 8.4, ( j∗Λ(0))X−T est alors constructible
dans DAét(X,Λ) si nous prenions T = ∪1≤i≤mTi.
À partir de maintenant, on fixe un nombre premier ` inversible sur S . On applique le théo-
rème d’uniformisation locale de Gabber à X et Z pour obtenir un diagramme commutatif (79)
vérifiant les propriétés (a) à (e) du Théorème 8.6. Appelons e` le plus petit multiple commun des
degrés génériques des morphismes finis ri. C’est un entier premier à ` et nous allons construire
T ⊂ Z de codimension plus grande ou égale à n tel que ( j∗Λ[e−1` ](0))|X−T est constructible dans
DAét(S ,Λ[e−1` ]). À ce stade, on peut remplacer Λ par Λ[e
−1
` ] et supposer que les degrés génériques
des morphismes finis ri sont inversibles dans Λ. C’est ce que nous ferions dans la suite.
Étape B : On fixe une fois pour toute un ouvert dense X0 ⊂ X − Z. On note X′0, U0i , V0i et Y0i
les images inverses de X0 dans X′, Ui, Vi et Yi (avec i ∈ I). Les inclusions X0 ↪→ X, X′0 ↪→ X′,
etc, seront désigées par ι. On supposera que la restriction de e à X′0 induit un isomorphisme
e0 : X′0 ' X0. On suppose aussi que pour tout i ∈ I, le morphisme r0i : V0i // U0i est le composé
d’un revêtement étale suivi d’une morphisme totalement inséparable.
Notons D = X − X0 et D′ = X′ − X′0. Par l’hypothèse de récurrence appliquée aux couples
(D,Z) et (D′,Z′), on voit que les cônes des morphismes
j∗ι!Λ(0) // j∗Λ(0) et j′∗ι!Λ(0) // j′∗Λ(0) (80)
sont constructibles. (On utilise ici le 2-triangle de localité [4, Lem. 1.4.6].) En particulier, la pro-
priété P(X,Z, n) équivaut à l’existence d’un fermé T ⊂ Z de codimension plus grande ou égale à n
tel que ( j∗ι!Λ(0))|X−T soit constructible.
Remarquons aussi que le morphisme canonique
j∗ι!Λ(0) // e∗ j′∗ι!Λ(0) (81)
est un isomorphisme. En effet, e ◦ j′ = j ◦ e′ avec e′ : X′ − Z′ // X − Z le morphisme dé-
duit de e. En particulier, e∗ j′∗ ' j∗e′∗ et il est suffisant de montrer que le morphisme canonique
ι!Λ(0) // e′∗ι!Λ(0) est inversible. Puisque e′ est projectif, on a un 2-isomorphisme canonique
e′! ' e′∗ (cf. [4, Th. 1.7.17]). Il en découle une chaîne d’isomorphismes canoniques
e′∗ι!Λ(0) ' e′!ι!Λ(0) ' ι!e0! Λ(0) ' ι!Λ(0).
(Rappelons que e0 est un isomorphisme entre X′0 et X0.) Étant donné qu’un endomorphisme de
ι!Λ(0) est inversible si et seulement si sa restriction à X0 est inversible, on est ramené à montrer
que le morphisme canonique ι∗ι!Λ(0) // ι∗e′∗ι!Λ(0) est inversible. Ceci est clair puisque les deux
membres sont canoniquement isomorphes à Λ(0).
Étape C : Le but de cette étape est d’introduire quelques notations. La propriété P(X′,Z′, n − 1)
fournit un fermé F′ ⊂ Z′ de codimension plus grande ou égale à n − 1 tel que ( j′∗Λ(0))|X′−F′ est
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constructible. Vu que le cône du morphisme de droite dans (80) est constructible, on déduit que
( j′∗ι!Λ(0))|X′−F′ est constructible. On pose F = e(F′). La Proposition 8.5, (b) entraîne aussitôt que
(e∗ j′∗ι!Λ(0))|X−F est constructible. Vu que (81) est inversible, il en est de même de ( j∗ι!Λ(0))|X−F .
En utilisant le 2-triangle distingué de localité de [4, Lem. 1.4.6], on voit que pour établir
P(X,Z, n), il faut et il suffit de trouver un ouvert F0 ⊂ F dont le complémentaire est de codi-
mension plus grande ou égale à n dans Z et tel que ( j∗ι!Λ(0))|F0 est constructible. (Ici encore, nous
avons noté (−)|F0 le foncteur « image inverse » suivant l’inclusion F0 ↪→ X.) En effet, le fermé
T = F − F0 conviendra alors. Ceci montre qu’on peut remplacer X par un voisinage ouvert d’un
point générique d’une composante irréductible de F de codimension n dans Z. (Bien entendu, tous
les autres X-schémas en jeu seront remplacés par l’image inverse de ce voisinage.)
En choisissant ce voisinage suffisamment petit, on peut supposer que F est irréductible, que F′
est l’union disjointe de ses composantes irréductibles et que chacune de ces composantes irréduc-
tibles est finie et surjective sur F. On peut aussi supposer que pour chaque i ∈ I il existe un fermé
Hi ⊂ Ui tel que les ui induisent un isomorphisme u˜ : ∐i∈I Hi ∼ // F′. Pour i ∈ I, on pose alors
Gi = r−1i (Hi).
Étape D : Notons b′ : F′ ↪→ X′ l’inclusion évidente. D’après les choix de l’étape C, le cône du
morphisme j′∗ι!Λ(0) // b′∗b′∗ j′∗ι!Λ(0) est constructible. D’après la Proposition 8.5, (b), il en est
du même du cône du morphisme
e∗ j′∗ι!Λ(0) // e∗b′∗b′∗ j′∗ι!Λ(0). (82)
Notons U =
∐
i∈I Ui, H =
∐
i∈I Hi, u : U // X′ le morphisme déduit des ui et c : H ↪→
U l’inclusion évidente. Notons aussi j′′ le changement de base de l’inclusion j : X − Z ↪→ X
suivant le morphisme U // X. Puisque u˜ est un isomorphisme et que u est étale, on a une chaîne
d’isomorphismes canoniques
b′∗ j′∗ι!Λ(0) ' u˜∗u˜∗b′∗ j′∗ι!Λ(0) ' u˜∗c∗u∗ j′∗ι!Λ(0) ' u˜∗c∗ j′′∗ ι!Λ(0).
Il s’ensuit un isomorphisme canonique
e∗b′∗b′∗ j′∗ι!Λ(0) ' e∗u∗c∗c∗ j′′∗ ι!Λ(0). (83)
Par ailleurs, si i ∈ I, le morphisme canonique ι!Λ(0) // (ri)∗ι!Λ(0) admet une rétraction. En
effet, il s’identifie avec le morphisme Λ(0) // (r0i )∗Λ(0) auquel on applique ι!. Or, le morphisme
r0i est le composé d’un revêtement étale de degré inversible dans Λ et d’un morphisme totalement
inséparable. Le résultat recherché découle maintenant de [4, Lem. 2.1.165]. Posons V =
∐
i∈I Vi,
G =
∐
i∈I Gi, r : V // U et r˜ : G // H les morphismes déduits des ri, d : G ↪→ V l’inclu-
sion évidente et j′′′ le changement de base de j : X − Z ↪→ X suivant le morphisme V // X.
D’après ce que l’on vient de dire, le morphisme j′′∗ ι!Λ(0) // r∗ j′′′∗ ι!Λ(0) admet une rétraction.
Vu l’isomorphisme de changement de base c∗r∗ ' r˜∗d∗, on déduit aussitôt que le morphisme
c∗c∗ j′′∗ ι!Λ(0) // r∗d∗d∗ j′′′∗ ι!Λ(0) admet une rétraction. Au final, on voit que le morphisme cano-
nique
e∗u∗c∗c∗ j′′∗ ι!Λ(0) // e∗u∗r∗d∗d∗ j′′′∗ ι!Λ(0) (84)
admet une rétraction.
Étape E : Finissons la démontration. Nous allons montrer que j∗ι!Λ(0) ∈ DAét(X,Λ) est construc-
tible. À l’instar de [24], nous nous placerons dans le quotient de Verdier V de DAét(X,Λ) par sa
sous-catégorie triangulée DAétct(X,Λ) formée des objets constructibles. Dans V, on a les isomor-
phismes (81), (82) et (83) et un monomorphisme scindé (84). En les composant, on voit que le
morphisme canonique
j∗ι!Λ // e∗u∗r∗d∗d∗ j′′′∗ ι!Λ(0) (85)
admet une rétraction dans V. Il suffit donc de prouver que la flèche (85) est nulle dans V.
Or, en utilisant le diagramme commutatif (79), on voit que la flèche (85) se factorise à tra-
vers f∗p∗d∗d∗p∗( jY )∗ι!Λ(0). (Ici, on a noté Y =
∐
i∈I Yi, f : Y // X le morphisme déduit des
fi, p : V // Y le morphisme déduit des pi et jY le changement de base de j : X − Z ↪→ X
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suivant le morphisme Y → X.) Il suffit donc de montrer que cet objet est nul dans V, i.e., qu’il
est constructible. Comme dans l’étape B, l’hypothèse de récurrence sur la dimension de Krull en-
traîne que le cône du morphisme ( jY )∗ι!Λ(0) // ( jY )∗Λ(0) est constructible. D’autre part, d’après
le Lemme 8.9, d∗p∗( jY )∗Λ(0) est constructible. Il en est donc du même de d∗p∗( jY )∗ι!Λ(0). Enfin,
remarquons que f ◦ p ◦ d : H // X est un morphisme fini. Il vient que f∗p∗d∗d∗p∗( jY )∗ι!Λ(0) est
constructible d’après la Proposition 8.5, (b). Ceci termine la preuve. 
On obtient maintenant facilement le résultat suivant.
Theoreme 8.10 — On suppose que le schéma de base S est excellent et que l’Hypothèse 7.3
est satisfaite. Soit f : Y // X un morphisme de S -schémas quasi-projectifs. Alors, les objets
constructibles dans DAét(−,Λ) sont préservés par les opérations f ∗, f∗, f! et f !.
Demonstration Vue la Proposition 8.5, il reste à montrer que
– j∗ préserve les objets constructibles lorsque j est une immersion ouverte ;
– i! préserve les objets constructibles lorsque i une immersion fermée.
Lorsque i et j sont complémentaires, le 2-triangle distingué de localité [4, Prop. 1.4.9] montre que
les deux propriétés ci-dessus sont équivalentes. Par ailleurs, le cas d’une immersion ouverte est
assuré par la Proposition 8.7. 
Remarque 8.11 — Lorsque S est un schéma excellent de caractéristiques résiduelles nulles, on
dispose de la résolution des singularités par éclatements d’après Hironaka [19]. Dans ce cas, le
Théorème 8.10 est une conséquence directe de [4, Scholie 2.2.34] et du Théorème 7.4 qu’on peut
alors prouver sans recours à la K-théorie algébrique.
On a aussi le résultat suivant.
Theoreme 8.12 — On suppose que le schéma de base S est excellent et que l’Hypothèse 7.3
est satisfaite. Soient X un S -schéma quasi-projectif, et A et B deux objets constructibles dans
DAét(X,Λ). Alors, les objets A ⊗ B et Hom(A, B) sont aussi constructibles.
Demonstration Le cas du produit tensoriel est immédiat (cf. [4, Prop. 2.3.60]). On se concentre
sur le bifoncteur Hom(−,−). Il suffit de traiter le cas où A = f]Λ(n) avec n ∈ Z et f : U // X un
S -morphisme lisse. Or, d’après la formule de projection [4, Prop. 2.3.52] on a des isomorphismes
canoniques Hom( f]Λ(n), B) ' f∗Hom(Λ(n), f ∗B) ' f∗ f ∗B(−n). Le Théorème 8.10 permet main-
tenant de conclure. 
La définition suivante est un cas particulier de [4, Def. 2.3.66].
Definition 8.13 — Soit S un schéma de base. Un objet R ∈ DAét(S ,Λ) est dit dualisant s’il est
constructible et si le morphisme canonique M // Hom(Hom(M,R),R) est inversible pour tout
objet constructible M ∈ DAét(S ,Λ).
Le résultat suivant est un cas particulier de [4, Th. 2.3.73] ; nous l’incluons pour mémoire.
Notons aussi que les méthodes introduites par Gabber dans ses travaux récents sur la cohomologie
étale (voir notamment [25, Expo. XVII]) devraient nous permettre de se débarasser de certaines
hypothèses encombrantes. Ainsi, le résultat ci-dessous devrait étre vrai pour un schéma de base
excellent S muni d’une fonction de dimension (au sens de [25, Expo. XVII]) et un anneau de
coefficients Λ tels que l’Hypothèse 7.3 est satisfaite.
Theoreme 8.14 — Soient S un schéma de base et Λ un anneau de coefficients. On suppose que
l’une des deux alternatives ci-dessous est satisfaite.
– S est régulier, excellent et de caractéristiques résiduelles nulles. Sa dimension de Krull est fi-
nie et les p-dimensions cohomologiques ponctuelles de S sont uniformément bornées lorsque
p parcourt l’ensemble des nombres premiers non inversibles dans Λ.
– S est un trait excellent et Λ est une Q-algèbre.
Alors, on a les propriétés suivantes.
(a) Soit X un S -schéma quasi-projectif avec X régulier. Alors, l’objet ΛX(0) ∈ DAét(X,Λ) est
dualisant.
(b) Pour tout S -schéma quasi-projectif a : X // S , l’objet a!ΛS (0) ∈ DAét(X,Λ) est dualisant.
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(c) Soient f : Y // X un morphisme de S -schémas quasi-projectifs et R ∈ DAét(X,Λ) un objet
dualisant. Alors, l’objet f !R ∈ DAét(Y,Λ) est dualisant.
9. La réalisation étale des motifs étales (suite)
Dans cette section, on étend la réalisation étale construite dans la Section 5 aux motifs construc-
tibles à coefficients rationnels. On commence par des préliminaires catégoriques.
Étant donnée une catégorie additive C, on note C ⊗ Q la catégorie ayant pour objets ceux de C
et telle que homC⊗Q(A, B) = homC(A, B) ⊗Z Q pour tout A, B ∈ C. La composition dans C ⊗ Q
est déduite de celle de C par linéarité. La catégorie C ⊗ Q est additive et on a un foncteur additif
évident C // C ⊗Q qui est un isomorphisme de catégories si C est Q-linéaire. Le résultat suivant
est certainement bien connu.
Proposition 9.1 — Soit T une catégorie triangulée. On note Ttor la sous-catégorie pleine de
T formée des objets A ∈ T tels que n · idA = 0 pour un certain n ∈ N − {0}. Alors, Ttor est une
sous-catégorie triangulée de T et le foncteur évident T // T ⊗Q identifie T ⊗Q avec le quotient
de Verdier T/Ttor. En particulier, T ⊗ Q est naturellement une catégorie triangulée.
Demonstration La catégorie Ttor est clairement stable par les foncteurs de suspension et de désus-
pension. Supposons donné un triangle distingué dans T :
A // B // C // A[1].
Si m · idA = 0 et n · idB = 0, la multiplication par mn dans le triangle distingué ci-dessus est nulle
sur les deux premiers sommets. Il vient que (mn) · idC se factorise par C // A[1] et B // C. Il en
découle aussitôt que son carré est nul. Autrement dit, on a (mn)2 · idC = 0 et C ∈ Ttor. Ceci montre
que Ttor est une sous-catégorie triangulée de T.
Par ailleurs, pour tout M ∈ T et n ∈ N − {0}, on peut former un triangle distingué
M n·id // M // Qn(M) // M[1].
Par construction, le morphisme n · idQn(M) composé avec Qn(M) // M[1] est nul. Il se factorise
donc par M // Qn(M). Or, le n-ième multiple de cette flèche est nulle. On en déduit que n2 ·
idQn(M) = 0 et donc que Qn(M) est dans Ttor. Il s’ensuit aussitôt que V = T/Ttor est Q-linéaire. Le
foncteur évident T // V induit alors un foncteur T ⊗ Q // V qui est l’identité sur les objets. Il
reste à montrer que ce foncteur est pleinement fidèle.
D’après la construction du quotient de Verdier, une flèche α : A // B dans V est une classe
d’équivalence de diagrammes de la forme
A A′uoo a // B
avec Cône(u) ∈ Ttor. Si n · idCône(u) = 0, le morphisme n · idA composé avec A // Cône(u) est nul.
Il se factorise donc par u. Autrement dit, il existe une flèche v : A // A′ telle que u ◦ v = n · idA.
On peut donc supposer que A′ = A et u = n · idA. Dans ce cas, n · α = a. Ceci montre que le
foncteur T ⊗ Q // V est plein.
D’autre part, pour montrer que homT(A, B)⊗ZQ // homV(A, B) est injectif il suffit de voir que
le noyau de homT(A, B) // homV(A, B) est un sous-groupe de torsion. Soit b ∈ homT(A, B) une
flèche et supposons qu’elle devient nulle dans V. D’après la construction du quotient de Verdier,
il existe une flèche u : A′ // A telle que Cône(u) ∈ Ttor et b ◦ u = 0. Comme ci-dessus, on peut
trouver une flèche v : A // A′ telle que u ◦ v = n · idA pour un certain n ∈ N − {0}. Il en découle
alors que n · b = 0. La proposition est démontrée. 
Par ailleurs, on a le fait suivant.
Proposition 9.2 — Soient S un schéma et Λ un anneau de coefficients. Le foncteur − ⊗ Q :
DAétct(S ,Λ) // DA
ét
ct(S ,Λ ⊗ Q) induit un foncteur triangulé
DAétct(S ,Λ) ⊗ Q // DAétct(S ,Λ ⊗ Q) (86)
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Si de plus l’Hypothèse 3.17 et satisfaite, le foncteur (86) induit une équivalence de catégories
entre DAétct(S ,Λ ⊗ Q) et l’enveloppe pseudo-abélienne de DAétct(S ,Λ) ⊗ Q.
Demonstration Remarquons que − ⊗ Q préserve les objets constructibles. La première partie de
l’énoncé découle formellement du fait que DAétct(S ,Λ ⊗ Q) est Q-linéaire. On passe à la seconde
partie. Notons a∗ : DAét(S ,Λ) // DAét(S ,Λ ⊗ Q) le foncteur − ⊗ Q et a∗ son adjoint à droite.
Pour A, B ∈ DAét(S ,Λ), on a
homDAét(S ,Λ⊗Q)(a
∗A, a∗B) ' homDAét(S ,Λ)(A, a∗a∗B).
D’après le Lemme A.4, on voit que a∗a∗B = B ⊗ Q vu comme un objet de DAét(S ,Λ). C’est donc
la colimite filtrante du système (B)n∈N× où les morphismes de transition associés à m divisant n
sont donnés par nm · idB. Or, si A est constructible il est compact par la Proposition 8.3 et on obtient
des identifications canoniques
homDAét(S ,Λ)(A, a∗a
∗B) ' colimn∈N× homDAét(S ,Λ)(A, B) ' homDAét(S ,Λ)(A, B) ⊗ Q.
Ceci montre que le foncteur DAétct(S ,Λ) ⊗ Q // DAétct(S ,Λ ⊗ Q) est pleinement fidèle. De plus,
c’est un foncteur triangulé par la Proposition 9.1. Par ailleurs, l’image de ce foncteur contient
des générateurs de DAétct(S ,Λ ⊗ Q) comme catégorie triangulée stable par facteurs directs (cf. la
Définition 8.1). Il en découle que tout objet de DAétct(S ,Λ ⊗ Q) est un facteur direct d’un objet de
l’image de DAétct(S ,Λ) ⊗ Q. Ceci termine la preuve de la proposition puisque DAétct(S ,Λ ⊗ Q) est
pseudo-abélienne. 
Definition 9.3 — Soient S un schéma, Λ un anneau et J ⊂ Λ un idéal. On note Dˆétct(S ,ΛJ) la
sous-catégorie pleine de Dˆét(S ,ΛJ) dont les objets sont les complexes de préfaisceaux de Λ/J∗-
modules K tels que pour tout s ∈ N, le complexe s∗K est constructible au sens suivant. Les fais-
ceaux étales de Λ/Js-modules aét(Hn(s∗(K))) sont constructibles au sens de [3, Expo. IX, Déf. 2.3]
et ils sont nuls pour |n| suffisamment grand. On définit alors Dˆétct(S ,ΛJ ⊗ Q) comme étant l’enve-
loppe pseudo-abélienne de Dˆétct(S ,ΛJ) ⊗ Q. Lorsque Λ ⊂ Z(`) et J = (`), pour un nombre premier
`, on note simplement Dˆétct(S ,Q`) la catégorie ainsi définie.
Remarque 9.4 — Remarquons que Dˆétct(S ,ΛJ ⊗Q) est naturellement une catégorie triangulée. En
effet Dˆétct(S ,ΛJ) ⊗ Q, est une catégorie triangulée d’après la Proposition 9.1. De plus, l’enveloppe
pseudo-abélienne d’une catégorie triangulée est encore une catégorie triangulée d’après [9].
Proposition 9.5 — Soient S un schéma, Λ un anneau et J ⊂ Λ un idéal. On suppose que
l’Hypothèse 5.1 est satisfaite. Alors, la réalisation étale RétS : DA
ét(S ,Λ) // Dˆét(S ,ΛJ) envoie la
sous-catégorie DAétct(S ,Λ) dans Dˆétct(S ,ΛJ). Elle induit donc un foncteur
RétS : DA
ét
ct(S ,Λ) // Dˆ
ét
ct(S ,ΛJ). (87)
Demonstration D’après [4, Lem. 2.2.23], DAétct(S ,Λ) est la plus petite sous-catégorie triangulée
de DAét(S ,Λ) stable par facteurs directs et contenant les motifs de la forme f∗ΛX(n) avec n ∈
Z et f : X // S un morphisme projectif. Or, il est immédiat que RétX (ΛX(n)) ' (Λ/J∗)(n) est
dans Dˆétct(X,ΛJ). D’autre part, l’opération f∗ commute à la réalisation étale d’après le Théorème
6.9. Il est donc suffisant de montrer que l’opération f∗ préserve les sous-catégories Dˆétct(−,ΛJ).
Ceci revient à montrer que f∗ préserve les complexes constructibles de faisceaux étales de Λ/Js-
modules. Puisque f est projectif, ceci découle facilement de [3, Expo. XIV, Th. 1.1]. 
Definition 9.6 — Soient S un schéma, Λ un anneau et J ⊂ Λ un idéal. On suppose que
l’Hypothèse 6.5 est satisfaite. Le foncteur (87) induit un foncteur triangulé entre DAétct(S ,Λ) ⊗ Q
et Dˆétct(S ,ΛJ)⊗Q. En passant aux enveloppes pseudo-abéliennes et en utilisant la Proposition 9.2,
on obtient un foncteur triangulé, monoïdal symétrique et unitaire
RétS : DA
ét
ct(S ,Λ ⊗ Q) // Dˆétct(S ,ΛJ ⊗ Q). (88)
Ce foncteur est la réalisation étale à coefficients uniquement divisibles.
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Theoreme 9.7 — Soient S un schéma de base excellent, Λ un anneau de coefficients et J ⊂ Λ
un idéal tel que Λ/J est de torsion (en tant que Z-module). On suppose que l’Hypothèse 7.3 est
satisfaite. Alors, les foncteurs de réalisations étales Rét : DAétct(−,Λ⊗Q) // Dˆétct(−,ΛJ ⊗Q) com-
mutent aux six opérations de Grothendieck pour les S -schémas quasi-projectifs. Plus précisément,
les propriétés (A) et (B) du Théorème 6.6 sont satisfaites pour ces foncteurs.
Demonstration On a des foncteurs triangulés Rét ⊗ Q : DAét(−,Λ) ⊗ Q // Dˆét(−,ΛJ) ⊗ Q qui
commutent aux six opérations de Grothendieck d’après le Théorème 6.9. Or, les six opérations de
Grothendieck préservent les sous-catégories des objets constructibles d’après les Théorèmes 8.10
et 8.12. Il suffit alors de passer aux enveloppes pseudo-abéliennes et d’utiliser la Proposition 9.2
pour conclure. 
10. Motifs proches et cycles évanescents
Dans ce paragraphe nous nous proposons d’étudier le lien entre le formalisme des motifs
proches de [5, Chap. 3], et le formalisme des cycles évanescents de [18, Expo. I] et [12, Expo. XIII]
à l’aide de la réalisation étale construite dans les Sections 5 et 9. Nous commençons d’abord par
des rappels et des compléments sur le formalisme des motifs proches.
Soit S un schéma de base. (Plus tard, S sera le spectre d’un anneau de valuation discrète.) On
note i : S ↪→ A1S la section nulle et j : GmS ↪→ A1S l’immersion ouverte complémentaire.
Rappellons d’abord la construction du foncteur « partie unipotente du motif proche ». Elle
repose sur un S -schéma cosimplicial AS . Il est donné par AS (n) = (Gm)n+1S pour n ∈ ∆, les faces
sont induites par le morphisme diagonal ∆ : GmS // (Gm)2S et la section unité 1 : S ↪→ GmS ,
et des dégénérescences sont les projections partielles. Pour la description exacte du diagramme de
S -schémas (AS ,∆), nous renvoyons le lecteur à [5, Déf. 3.4.4]. Nous disposons d’un morphisme
canonique de ∆-diagrammes de schémas
θA : (AS ,∆) // (GmS ,∆). (89)
Il est donné en n ∈ ∆ par la projection sur le premier facteur de (Gm)n+1S . Étant donné un mor-
phisme de S -schémas quasi-projectifs f : X // A1S , on forme le diagramme commutatif à carrés
cartésiens :
(A f ,∆)
θAf
//
fη

(Xη,∆)
fη

j
// (X,∆)
f

(Xσ,∆)
fσ

i
oo
p∆
// Xσ
fσ

(AS ,∆)
θA
// (GmS ,∆)
j
// (A1S ,∆) (S ,∆)
i
oo
p∆
// S .
On définit alors le foncteur Υ f : DAét(Xη,Λ) // DAét(Xσ,Λ) par
Υ f = (p∆)]i
∗ j∗(θAf )∗(θ
A
f )
∗p∗∆. (90)
On obtient ainsi un système de spécialisation pseudo-monoïdal Υ au-dessus de (A1S , j, i) au sens
de [5, Déf. 3.1.1 et Déf. 3.1.12]. Les foncteurs Υ f sont appelés les foncteurs « partie unipotente
du motif proche ». Par construction, on a un morphisme de systèmes de spécialisation pseudo-
monoïdaux χ // Υ où χ est le système de spécialisation canonique donné par χ f = i∗ j∗. Le
S -schéma cosimplicial AS est spécialement désigné pour que le résultat suivant soit vrai.
Proposition 10.1 — Appelons p : A1S // S et q = p◦ j : GmS // S les projections canoniques.
Alors, la composition de
id ' i∗p∗ η // i∗ j∗ j∗p∗ ' χid ◦ q∗ // Υid ◦ q∗
est un 2-isomorphisme.
Demonstration Il s’agit d’un cas particulier de [5, Prop. 3.4.9]. 
Le résultat suivant est désormais possible grâce à la pureté absolue pour les motifs étales.
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Theoreme 10.2 — Soient S un schéma de base et Λ un anneau de coefficients. On suppose
que l’Hypothèse 7.3 est satisfaite. On se donne un morphisme de S -schémas quasi-projectifs f :
X // A1S avec X régulier. On suppose que (Xσ)red est régulier et que les longueurs des anneaux
locaux de Xσ en ses points génériques sont inversibles dans Λ. Alors, la composition de
ΛXσ
// χ f ΛXη
// Υ f ΛXη (91)
est un isomorphisme dans DAét(Xσ,Λ).
Demonstration Quitte à remplacer S par X, on peut supposer que le schéma de base S est régulier.
Soit t : X // W une immersion fermée dans un A1S -schéma lisse g : W // A
1
S . Le morphisme
de changement de base g∗σΥid // Υgg∗η est inversible puisque g est lisse et que Υ est un système
de spécialisation (cf. [5, Déf. 3.1.1]). D’après la Proposition 10.1, le théorème est donc vrai pour
W. Autrement dit, la composition de
ΛWσ
// χgΛWη
// ΥgΛWη
est un isomorphisme. Pour conclure, il suffira alors de montrer que le morphisme naturel
t∗σΥgΛWη // Υ f t
∗
ηΛWη
est inversible. En revenant à la définition du morphisme de changement de base t∗σΥg // Υ f t∗η, on
voit qu’il suffit de montrer que le morphisme naturel
t∗ j∗(θAg )∗Λ // j∗(θAf )∗t
∗
ηΛ
est inversible. Il s’agit là d’un morphisme de DAét((X,∆),Λ) et pour montrer qu’il est inversible il
suffit de le faire après application des foncteurs n∗ : DAét((X,∆),Λ) // DAét(X,Λ) pour n ∈ N.
Vu que θAg (n) : Wη×S (Gm)nS // Wη est la projection sur le premier facteur, on a une identification
canonique
(θAg (n))∗Λ ' (Λ ⊕ Λ(−1)[−1])⊗n
et le morphisme naturel t∗η(θAg )∗Λ // (θAf )∗t
∗
ηΛ est inversible. Les propriétés basiques des dé-
rivateurs algébriques et notamment l’axiome DerAlg 3d de [4, page 441], nous ramène alors à
vérifier que le morphisme t∗ j∗Λ(r) // j∗t∗ηΛ(r) est inversible pour tout r ∈ Z. Ceci découle de la
Proposition 10.3 ci-dessous et du 2-triangle distingué de localité de [4, Prop. 1.4.9]. 
Proposition 10.3 — Soient S un schéma de base et Λ un anneau de coefficients satisfaisant à
l’Hypothèse 7.3. Supposons donné un carré cartésien de S -schémas quasi-projectifs
Z′
g′
//
t′

Z
t

X′
g
// X
tel que X, X′, Z et (Z′)red sont réguliers, t et t′ sont des immersions fermées partout de codimension
1, et les longueurs des anneaux locaux aux points génériques de Z′ sont égales à r ∈ N − {0}.
Supposons aussi que les idéaux des immersions fermées t : Z ↪→ X et t′red : (Z′)red // X′ sont
libres engendrés respectivement par f ∈ Γ(X,O) et f ′ ∈ Γ(X′,O). Alors, la composition de
ΛZ′(−1)[−2] ' g′∗t!ΛX // t′!g∗ΛX ' ΛZ′(−1)[−2]
est la multiplication par r dans DAét(Z′,Λ). (Ci-dessus, les isomorphismes t!ΛX ' ΛZ(−1)[−2] et
t′!ΛX′ ' ΛZ′(−1)[−2] sont ceux du Corollaire 7.5.)
Demonstration Considérons le morphisme α : t∗ΛZ // ΛX(1)[2] donné par la composition de
t∗ΛZ ' t∗t!ΛX(1)[2] // ΛX(1)[2]
(l’isomorphisme ΛZ ' t!ΛX(1)[2] étant celui du Corollaire 7.5) ainsi que le morphisme analogue
α′ : t′∗ΛZ′ // ΛX′(1)[2]. Il suffit de prouver que la composition de
t′∗ΛZ′ ' t′∗g′∗ΛZ ' g∗t∗ΛZ α // g∗ΛX(1)[2] ' ΛX′(1)[2] (92)
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est égale à r · α′.
Le Lemme 10.4 ci-dessous fournit une description explicite du morphisme α. On en déduit aus-
sitôt que la composition de (92) s’identifie canoniquement à la T -suspension infinie du morphisme
de préfaisceaux
X′ ⊗ Λ
(X′ − Z′) ⊗ Λ
f◦g
//
A1X′ ⊗ Λ
(A1X′ − 0X′) ⊗ Λ
. (93)
Par ailleurs, on a une relation f ◦ g = u · f ′r avec u ∈ Γ(X′,O×). En utilisant la Proposition
2.6, en fait sa version homologique, on obtient que la T -suspension infinie de (93) est égale dans
DAét(X′,Λ) à la T -suspension infinie de la somme (cf. la Remarque 10.5 ci-dessous)
r ·
 X′ ⊗ Λ(X′ − Z′) ⊗ Λ f ′ // A1X′ ⊗ Λ(A1X′ − 0X′) ⊗ Λ
 +  X′ ⊗ Λ(X′ − Z′) ⊗ Λ u // A1X′ ⊗ Λ(A1X′ − 0X′) ⊗ Λ
 . (94)
Or, le morphisme u : X′ // A1X′ se factorise par A
1
X′ − 0X′ . Il en découle que le second membre
de (94) est la flèche nulle. Une seconde application du Lemme 10.4 ci-dessous permet alors de
conclure. 
Lemme 10.4 — Soient S un schéma régulier et Λ un anneau de coefficients satisfaisant à
l’Hypothèse 7.3. Soit s : T ↪→ S une immersion fermée partout de codimension 1 avec T un
schéma régulier. On suppose que l’idéal de l’immersion s est libre engendré par f ∈ Γ(S ,O).
Alors, la composition de
s∗ΛT (0) ' s∗s!Λ(1)[2] // ΛS (1)[2],
avec ΛT ' s!Λ(1)[2] l’isomorphisme de pureté du Corollaire 7.5, s’identifie canoniquement dans
DAét(S ,Λ) à la T-suspension infinie du morphisme
S ⊗ Λ
(S − T ) ⊗ Λ
f
//
A1S ⊗ Λ
(A1S − 0S ) ⊗ Λ
induit par la section f : S // A1S .
Demonstration D’après le Théorème 7.4 et la construction de l’isomorphisme de pureté du Co-
rollaire 7.5, il suffit de traiter la cas où S = A1T et s : T ↪→ A1T la section nulle. (Bien entendu, on
prendra pour f l’indéterminée pi telle que A1T = Spec(OT [pi]).)
Notons p : A1T // T la projection canonique. Alors Λ(1)[2] = p]s∗Λ(0) est canoniquement
isomorphe à la T -suspension infinie de A1T ⊗Λ/(A1T − 0T )⊗Λ. (Ceci résulte du triangle de localité
de [4, Lem. 1.4.6].) On cherche à déterminer le morphisme de counité s∗ΛT // p∗p]s∗ΛT modulo
cette identification. En retournant à la construction des opérations p] et p∗, on voit qu’il s’agit de
la T -suspension infinie du morphisme de préfaisceaux
A1T ⊗ Λ
(A1T − 0T ) ⊗ Λ
∆
//
(A1T ×T A1T ) ⊗ Λ
((A1T − 0T ) ×T A1T ) ⊗ Λ
induit par le le morphisme diagonal ∆ : A1T // A
1
T ×T A1T . Le lemme est démontré. 
Remarque 10.5 — Le lecteur attentif a peut-être remarqué un usage abusif de la Proposition
2.6 dans la preuve de la Proposition 10.3 ci-dessus. En effet, le cas où 2 n’est pas inversible dans
Λ n’est pas couvert par la Proposition 2.6 (à moins que S ne soit un F2-schéma). Heureusement,
pour les catégories DAét(−,Λ) on peut s’en sortir grâce au Théorème B.1. En effet, on a besoin de
savoir que la T -suspension infinie du morphisme
(A1S ×S A1S ) ⊗ Λ
(GmS ×S GmS ) ⊗ Λ
m−p1−p2
//
A1S ⊗ Λ
GmS ⊗ Λ
est nulle dans DAét(S ,Λ). (Bien entendu, m est la multiplication et pi est la projection sur le i-ième
facteur.) Il suffit de faire cela pour S le spectre d’un sous-anneau de Q et on peut donc supposer
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que S est régulier. Grâce au Théorème B.1, il est suffisant de montrer que
Ztr(A1S ×S A1S )
Ztr(GmS ×S GmS )
m−p1−p2
//
Ztr(A1S )
Ztr(GmS )
est nul dans DMeff(S ,Z). Il revient au même de montrer que le morphisme
m − p1 − p2 : Ztr(Gm2S , 1 × 1) // Ztr(GmS , 1)
est nul. Cette propriété découle aussitôt du fait que le morphisme Ztr(GmS , 1) // O× est inver-
sible dans DMeff(S ,Z). Une preuve de cela s’obtient en calquant la preuve de [31, Th. 4.1] (ce qui
ne présente pas de difficulté en supposant S régulier).
Passons maintenant à la construction des foncteurs « partie modérée du motif proche ». Nous
disposons d’un diagramme de S -schémas (ES ,N×) défini de la manière suivante. La catégorie
N× est l’ensemble N − {0} ordonné par l’opposé de la relation de divisibilité. Pour n ∈ N× on
a ES (n) = GmS et si m | n, le morphisme ES (n) // ES (m) est l’élévation à la puissance nm−1
sur GmS . Dans [5, §3.5.1] nous avions introduit un diagramme de schémas (RS ,∆ × N×). Il est
construit à partir de (ES ,N×) de la même manière que (AS ,∆) est construit à partir de GmS .
En particulier, on a un morphisme de diagrammes de S -schémas (RS ,∆ × N×) // (ES ,N×). En
composant avec le morphisme (ES ,N×) // GmS , donné en n ∈ N× par l’élévation à la puissance
n sur GmS , on obtient un morphisme de (∆ × N×)-diagrammes de S -schémas
θR : (RS ,∆ × N×) // (GmS ,∆ × N×). (95)
Notons N′× le sous-ensemble ordonné de N× formé des entiers inversibles sur S . Soient E ′S
et R′S les restrictions de ES et RS à N
′× et ∆ × N′× respectivement. Nous déduisons de (95) un
morphisme de (∆ × N′×)-schémas
θR
′
: (R′S ,∆ × N′×) // (GmS ,∆ × N′×). (96)
Étant donné un morphisme de S -schémas quasi-projectifs f : X // A1S , on forme le diagramme
commutatif à carrés cartésiens
(R′f ,∆ × N′×)
θR
′
f
//
fη

(Xη,∆ × N′×)
fη

j
// (X,∆ × N′×)
f

(Xσ,∆ × N′×)
fσ

i
oo
p∆×N′×
// Xσ
fσ

(R′S ,∆ × N′×)
θR
′
// (GmS ,∆ × N′×)
j
// (A1S ,∆ × N′×) (S ,∆ × N′×)
i
oo
p∆×N′×
// S .
On définit alors le foncteur Ψ modf : DA
ét(Xη,Λ) // DAét(Xσ,Λ) par
Ψ modf = (p∆×N′×)]i
∗ j∗(θR
′
f )∗(θ
R′
f )
∗(p∆×N′×)∗. (97)
On obtient ainsi le système de spécialisation pseudo-monoïdal Ψ mod au-dessus de (A1S , j, i). Les
foncteurs Ψ modf sont appelés les foncteurs « partie modéré du motif proche ». Par construction, on
a une chaîne de morphismes évidents χ // Υ // Ψ mod. On a le résultat suivant.
Theoreme 10.6 — Soient S un schéma de base et Λ un anneau de coefficients. On suppose
que l’Hypothèse 7.3 est satisfaite. On se donne un morphisme de S -schémas quasi-projectifs f :
X // A1S tel que X et (Xσ)red sont réguliers. On suppose que f = u · ge avec u ∈ Γ(X,O×),
g ∈ Γ(X,O) un générateur de l’idéal de définition du sous-schéma fermé (Xσ)red ⊂ X et e ∈ N−{0}.
Soit d le plus grand diviseur de e qui soit dans N′× (i.e., qui soit inversible sur S ). Il existe alors
un isomorphisme canonique dans DAét(Xσ,Λ) :
Ψ modf ΛXη '
{
Xσ[v]/(vd − u)→ Xσ
}
∗Λ.
Demonstration On commence d’abord par des considérations générales. Pour n ∈ N′×, on note
κn : N′× // N′× le foncteur qui envoie m ∈ N′× sur m · n. On note aussi κn l’endofoncteur id∆ × κn
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de ∆×N′×. D’après [5, Lem. 3.5.5], le diagramme de S -schémasR′S ◦κn s’identifie canoniquement
àR′S . De plus, on a un carré commutatif
(R′S ,∆ × N′×)
θR
′
//
κn

GmS
en

(R′S ,∆ × N′×)
θR
′
// GmS
(98)
avec en l’élévation à la puissance n sur GmS . On note aussi en l’élévation à la puissance n sur A1S .
On pose alors Xn = X ×A1S , en A1S le changement de base du A1S -schéma X suivant en. La projection
sur le second facteur fournit le morphisme fn : Xn // A1S . Comme dans [5, Prop. 3.5.9], le carré
commutatif (98) induit un isomorphisme canonique Ψ modfn (idX × en)∗η ' Ψ modf . Il suffit donc de
construire un isomorphisme canonique
Ψ modfd Λ '
{
Xσ[v]/(vd − u)→ Xσ
}
∗Λ.
Notons X′d la normalisation de Xd, r : X
′
d
// Xd le morphisme canonique et f ′d = fd ◦r. Puisque
(Xd)η est étale au-dessus de Xη, il est normal. Il s’ensuit que rη est un isomorphisme. On a alors
une chaîne d’isomorphismes canoniques
Ψ modfd Λ ' Ψ modfd rη∗Λ ' rσ∗Ψ modf ′d Λ.
Par ailleurs, on a Xd ' X[t]/(td − u · ge). Puisque d divise e, un calcul immédiat montre que
X′d ' X[v]/(vd − u). Le morphisme Xσ[v]/(vd − u)→ Xσ s’identifie ainsi à rσ. Il est donc suffisant
de construire un isomorphisme Ψ modf ′d
Λ ' Λ. Pour cela, remarquons que X[v]/(vd − u) est étale
sur X. Il s’ensuit que X′d et ((X
′
d)σ)red sont des schémas réguliers, et que le sous-schéma fermé
((X′d)σ)red ⊂ X′d est défini par l’annulation de la fonction g vue comme élément de Γ(X′d,O). De
plus, nous avons la relation f ′d = t = v · ge/d dans Γ(X′d,O). Nous sommes donc ramenés au
cas d = 1 du théorème. Dans ce cas, on a un résultat plus précis décrit dans le Théorème 10.7
ci-dessous. 
Theoreme 10.7 — Soient S un schéma de base et Λ un anneau de coefficients. On suppose
que l’Hypothèse 7.3 est satisfaite. On se donne un morphisme de S -schémas quasi-projectifs f :
X // A1S tel que X et (Xσ)red sont réguliers. On suppose que f = u · ge avec u ∈ Γ(X,O×),
g ∈ Γ(X,O) un générateur de l’idéal de définition du sous-schéma fermé (Xσ)red ⊂ X et e ∈ N−{0}.
Si e est premier à tout élément de N′×, la composition de
ΛXσ
// χ f ΛXη
// Ψ modf ΛXη
est un isomorphisme dans DAét(Xσ,Λ).
Demonstration Remarquons d’abord que e est inversible dans Λ puisque aucun de ses diviseurs
premiers n’est inversible sur S . On a un diagramme commutatif de diagrammes de S -schémas
(cf. [5, Lem. 3.5.4])
(AS ,∆)
τn
//
θA

(R′S ,∆ × N′×)
θR
′

GmS
en
// GmS
(99)
avec τn le morphisme déduit de l’inclusion ∆ ' ∆ × {n} ↪→ ∆ × N′× et en l’élévation à la
puissance n sur GmS . Comme dans la preuve ci-dessus, on pose Xn = X ×A1S , en A1S et on note
fn : Xn // A1S la projection sur le second facteur. Le carré commutatif (99) induit un morphisme
Υ fn(idX × en)∗η // Ψ modf . De plus, Ψ modf Λ s’identifie à la colimite homotopique suivant n ∈ N′×
des Υ fn(idX × en)∗ηΛ. Ainsi, il suffira de montrer que la composition de
Λ(Xn)σ
// χ fnΛ(Xn)η
// Υ fnΛ(Xn)η
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est inversible.
Notons X′n le normalisé de Xn et r : X′n // X le morphisme évident. On a Xn ' X[t]/(tn−u·ge). Il
s’ensuit que (Xn)η est normal et que rη est inversible. Choisissons une relation de Bézout a·n+b·e =
1 avec (a, b) ∈ Z2. Un calcul facile montre que X′n = X[s]/(sn−ub ·g). Le morphisme r envoie t sur
ua · se. En fait, le schéma X[s]/(sn−ub ·g) est régulier puisque l’ouvert (Xn)η ' X[s, s−1]/(sn−ub ·g)
est régulier et son complémentaire est un diviseur de Cartier régulier. Ce diviseur de Cartier est
défini par l’annulation de s et il est canoniquement isomorphe à (Xσ)red.
Il est à présent facile de conclure. En effet, on vient de voir que rη est un isomorphisme et que
rσ est inversible à nil-immersions près. Il est donc suffisant de montrer que la composition de
Λ(X′n)σ
// χ f ′n Λ(X′n)η
// Υ f ′n Λ(X′n)η
est inversible avec f ′n = fn ◦ r. Or, le morphisme f ′n : X′n // A1S satisfait aux conditions d’appli-
cation du Théorème 10.2. 
À partir de maintenant, S = Spec(R) sera le spectre d’un anneau de valuation discrète excellent
et hensélien R d’idéal maximal m. On fixe une uniformisante pi ∈ m qui définit un morphisme
pi : S // A1S . On note η et σ au lieu de S η et S σ de sorte que η est le point ouvert de S et σ est
son point fermé.
Definition 10.8 — Soit f : X // S un S -schéma quasi-projectif. Lorsque cela n’entraîne pas
confusion, on notera Υ f et Ψ modf : DA
ét(Xη,Λ) // DAét(Xσ,Λ) au lieu de Υpi◦ f et Ψ modpi◦ f les
foncteurs « motif proche partiel » définis ci-dessus. Il nous arrivera aussi de noter ΥX et Ψ modX ces
foncteurs.
Le résultat suivant montre que nos foncteurs Υ f et Ψ modf sont raisonnables lorsque les bonnes
conditions sont assurées.
Theoreme 10.9 — Supposons donné un S -schéma quasi-projectif f : X // S .
(i) Le foncteur Ψ modf : DA
ét(Xη,Λ) // DAét(Xσ,Λ) préserve les objets constructibles lorsque
l’Hypothèse 7.3 est satisfaite.
(ii) Le foncteur Υ f : DAét(Xη,Λ) // DAét(Xσ,Λ) préserve les objets constructibles lorsque Λ
est une Q-algèbre.
Demonstration On démontre uniquement la propriété (i). La preuve de (ii) est la même en plus
simple. En effet, pour (i) nous aurons besoin d’utiliser la version `-primaire due à Gabber de la
résolution des singularités par altérations de de Jong [29] alors que pour (ii) la version originale
de de Jong est suffisante.
Il suffit de montrer que Ψ modf Λ est constructible pour tous les S -schémas quasi-projectifs X. En
effet, pour X fixé, la Proposition 3.19 et [4, Lem. 2.2.23] entraînent que la catégorie DAét(Xη,Λ) est
compactement engendrée par les motifs de la forme (gη)∗Λ(n) avec g : Y // X un S -morphisme
projectif et n ∈ Z. (Ces objets sont constructibles d’après la Proposition 8.5, (b).) Il suffit donc de
prouver que Ψ modf (gη)∗Λ est constructible. Or, le morphisme Ψ
mod
f (gη)∗ // (gσ)∗Ψ
mod
f◦g est inver-
sible et (gσ)∗ préserve les objets constructibles. Il suffit donc de prouver que Ψ modf◦g Λ est construc-
tible, ce qui établit la réduction souhaitée.
Pour montrer que Ψ modf Λ est constructible nous allons raisonner par induction sur la dimension
de Krull de la fibre générique Xη. Supposons d’abord que cette dimension est nulle. On ne restreint
pas la généralité en remplaçant X par l’adhérence de Xη et ensuite par son normalisé. On peut donc
supposer que X est le spectre d’un anneau de valuation discrète hensélien fini sur S . On peut alors
utiliser le Théorème 10.6 pour conclure.
Supposons maintenant que krdim(Xη) ≥ 1. Fixons un nombre premier ` inversible sur S .
D’après le Corollaire 8.4, il suffit de montrer qu’il existe un entier e ∈ N premier à ` tel que
Ψ modf (Λ[e
−1]) est constructible dans DAét(Xσ,Λ[e−1]). Un dévissage standard (utilisant l’hypo-
thèse d’induction) nous ramène au cas où X est intègre et plat sur S . D’après [25, Expo. X, Th. 2.4],
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il existe un carré commutatif
X′
p
//
f ′

X
f

S ′ r // S
avec S ′ le spectre d’un anneau de valuation discrète hensélien, X′ un schéma intègre qui est à
réduction semi-stable au-dessus de S ′ (au sens affaibli de [5, Déf. 3.3.33]), r un morphisme fini
et p une altération de degré générique premier à `. La condition de semi-stabilité sur X′ est la
suivante. Localement pour la topologie étale, X′ est isomorphe à S ′[t0, · · · , tn]/(ta00 · · · tarr − pi′)
avec pi′ une uniformisante de S ′ (cf. [5, Lem. 3.3.37 et 3.3.38]). Dans la suite, on prendra pour e le
degré générique de p. Quitte à remplacer Λ par Λ[e−1], on peut supposer que e est inversible dans
Λ. C’est ce qu’on fera dans la suite.
Pour démontrer que Ψ modf Λ est constructible, il suffit par l’hypothèse d’induction de montrer
que Ψ modf u!Λ est inversible avec u : U ↪→ Xη l’inclusion d’un ouvert dense au-dessus duquel p est
la composition d’un revêtement étale suivi d’un morphisme fini totalement inséparable. Notons
U′ = p−1(U), u′ : U′ ↪→ X′η l’inclusion évidente et q : U′ // U le morphisme déduit de p.
D’après [4, Lem. 2.1.165] et puisque e est supposé inversible dans Λ, le morphisme ΛU // q∗ΛU′
admet une rétraction. Vue la chaîne d’isomorphismes
(pσ)∗Ψ modf◦p u
′
!ΛU′ ' Ψ modf (pη)∗u′!ΛU′ ' Ψ modf (pη)!u′!ΛU′ ' Ψ modf u!q!ΛU′ ' Ψ modf u!q∗ΛU′
on déduit que Ψ modf u!Λ est isomorphe à un facteur direct de (pσ)∗Ψ
mod
f◦p u
′
!Λ. Il est donc suffisant de
montrer que Ψ modf◦p u
′
!Λ est constructible. En utilisant une deuxième fois l’hypothèse de récurrence,
on se ramène à prouver que Ψ modr◦ f ′Λ est constructible. Cette propriété est locale pour la topologie
étale sur X′σ. Le résultat recherché est maintenant une conséquence de [5, Th. 3.3.48] et du cas
d’un S -schéma fini, i.e., celui où la dimension de Krull de la fibre générique est nulle. (Pour
se débarasser dans [5, Th. 3.3.48] du cas des bmn , on utilise que, modulo un revêtement pseudo-
galoisien de degré inversible dans Λ et localement pour la topologie étale, le morphisme bmn :
S ′[U,U−1][T ]/(T n − Um · pi′) // S ′ est isomorphe à bn : S ′[T ]/(T n − pi′) // S ′.) 
Pour faire le lien avec les constructions correspondantes en cohomologie étale, nous avons
besoin d’introduire un autre système de spécialisation χ̂. Il est défini à partir du diagramme de
S -schémas (E ′S ,N
′×). (Rappelons que ce dernier s’identifie à la restriction de R′S à 0 × N′×.)
Étant donné un morphisme de S -schémas quasi-projectifs f : X // A1S , on forme le diagramme
commutatif à carrés cartésiens
(E ′f ,N
′×)
θE
′
f
//
fη

(Xη,N′×)
fη

j
// (X,N′×)
f

(Xσ,N′×)
fσ

i
oo
pN′×
// Xσ
fσ

(E ′S ,N
′×) θ
E ′
// (GmS ,N′×)
j
// (A1S ,N
′×) (S ,N′×)ioo
pN′×
// S .
On définit alors le foncteur χ̂ f : DAét(Xη,Λ) // DAét(Xσ,Λ) par
χ̂ f = (pN′×)]i
∗ j∗(θE
′
f )∗(θ
E ′
f )
∗p∗N′× . (100)
Par construction, on a une suite de morphismes de systèmes de spécialisation pseudo-monoïdaux
χ // χ̂ // Ψ mod. Comme avant, le choix de l’uniformisante pi ∈ m permet de restreindre le
système de spécialisation pseudo-monoïdal χ̂ au-dessus de la base (S , j : η ↪→ S , i : σ ↪→ S ).
Ainsi, si f : X // S est un S -schéma quasi-projectif, nous écrirons χ̂ f au lieu de χ̂pi◦ f .
Theoreme 10.10 — Supposons que l’anneau de coefficients Λ est de torsion et qu’il satisfait à
l’Hypothèse 7.3. Soit f : X // S un S -schéma quasi-projectif. Alors, le morphisme χ̂ f // Ψ modf
est un isomorphisme.
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Demonstration La preuve que nous présenterons dépend, elle aussi, de la version `-primaire due
à Gabber de la résolution des singularités par altérations de de Jong [29].
Il suffit de montrer que χ̂ f Λ // Ψ modf Λ est inversible pour tous les S -schémas quasi-projectifs
X. En effet, pour X fixé, la Proposition 3.19 et [4, Lem. 2.2.23] entraînent que DAét(Xη,Λ) est
compactement engendrée par les motifs de la forme (gη)∗Λ(n) avec g : Y // X un S -morphisme
projectif et n ∈ Z. Puisque les foncteurs χ̂ f et Ψ modf commutent aux sommes infinies, il est donc
suffisant de montrer que χ̂ f (gη)∗Λ // Ψ modf (gη)∗Λ est inversible. Puisque g est projectif, les mor-
phismes χ̂ f (gη)∗ // (gσ)∗χ̂ f◦g et Ψ modf (gη)∗ // (gσ)∗Ψ
mod
f◦g sont inversibles. Ceci nous ramène à
prouver que χ̂ f◦gΛ // Ψ modf◦g Λ est inversible, ce qui établit la réduction souhaitée.
On ne restreint pas la généralité en supposant que Λ est de caractéristique une puissance d’un
nombre premier ` inversible sur S . On montrera que χ̂ f Λ // Ψ modf Λ est un isomorphisme par
induction sur la dimension de Krull de Xη. On divise la preuve en deux parties. Dans la première,
nous établirons le cas où krdim(Xη) = 0.
Partie A : On suppose ici que Xη est de dimension nulle. On ne restreint pas la généralité en
remplaçant X par l’adhérence de Xη et puis par son normalisé. Autrement dit, on peut supposer
que X = T est le spectre d’un anneau de valuation discrète Q fini sur R. Soit $ une uniformisante
de Q et supposons que pi = u ·$e avec u inversible dans Q.
Soit d le plus grand diviseur de e qui est dans N′×. D’après le Théorème 10.6, on a un isomor-
phisme canonique :
Ψ modT (Λ) '
{
Tσ[v]/(vd − u)→ Tσ
}
∗Λ.
Nous prouverons une formule similaire pour χ̂S ′Λ et nous laisserons au lecteur le soin de vérifier
que modulo ces identifications, le morphisme qui nous intéresse est l’identité.
En remplaçant « R′ » et « Ψ mod » par « E ′ » et « χ̂ » dans la preuve du Théorème 10.6 on
obtient une réduction au cas d = 1. Pour traiter ce cas, nous montrerons que la composition de
ΛTσ
// χT ΛTη
// χ̂T ΛTη (101)
est un isomorphisme.
Pour n ∈ N′×, on pose T ′n = T [$1/n]. Vu que n et e sont supposés premiers entre-eux, T ′n est le
normalisé de T ×S S [pi1/n]. De plus, on a une identification canonique (T ′n)σ ' Tσ. Modulo cette
identification, la composition de (101) est donnée par :
Λ // hocolimn∈N′× χT ′nΛ. (102)
Or, puisque T ′n est le spectre d’un anneau de valuation discrète, on a χT ′nΛ(T ′n)η = i
∗ j∗Λ(T ′n)η '
ΛTσ ⊕ ΛTσ(−1)[−1]. D’après la Proposition 10.3, le morphisme χT ′mΛ // χT ′nΛ, pour m divisant
n, est donné par la matrice (
1 0
0 nm−1
)
.
Puisque ` ∈ N′× et qu’une puissance de ` est nulle dans Λ, on voit aussitôt que (102) est inversible.
Partie B : On suppose ici que krdim(Xη) ≥ 1. Par un dévissage standard, on peut supposer que X
est intègre et plat sur S . D’après [25, Expo. X, Th. 2.4], il existe un carré commutatif
X′
p
//
f ′

X
f

S ′ r // S
avec S ′ le spectre d’un anneau de valuation discrète hensélien, X′ un schéma intègre qui est à
réduction semi-stable au-dessus de S ′ (au sens affaibli de [5, Déf. 3.3.33]), r un morphisme fini
et p une altération de degré générique premier à `. La condition de semi-stabilité sur X′ est la
suivante. Localement pour la topologie étale, X′ est isomorphe à S ′[t0, · · · , tn]/(ta00 · · · tarr − pi′)
avec pi′ une uniformisante de S ′ (cf. [5, Lem. 3.3.37 et 3.3.38]).
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Pour démontrer que χ̂ f Λ // Ψ modf Λ est inversible, il suffit par l’hypothèse d’induction de mon-
trer que χ̂ f u!Λ // Ψ modf u!Λ est inversible avec u : U ↪→ Xη l’inclusion d’un ouvert dense au-
dessus duquel p est la composition d’un revêtement étale suivi d’un morphisme fini totalement
inséparable. Notons U′ = p−1(U), u′ : U′ ↪→ X′η l’inclusion évidente et q : U′ // U le mor-
phisme déduit de p. D’après [4, Lem. 2.1.165] et puisque le degré de q est inversible dans Λ, le
morphisme ΛU // q∗ΛU′ admet une rétraction. On a un carré commutatif
(pσ)∗χ̂ f◦pu′!ΛU′

∼
// χ̂ f u!q∗ΛU′

(pσ)∗Ψ modf◦p u
′
!ΛU′
∼
// Ψ modf u!q∗ΛU′
où les flèches horizontales sont inversibles. Il est donc suffisant de montrer que le morphisme
χ̂ f◦pu′!Λ // Ψ
mod
f◦p u
′
!Λ est inversible. En utilisant une deuxième fois l’hypothèse de récurrence,
on se ramène à prouver que χ̂ f◦pΛ // Ψ modf◦p Λ est inversible. Or, cette propriété est locale pour
la topologie étale sur X′σ. Le résultat recherché est alors une conséquence de [5, Th. 3.3.45] et
du cas d’un S -schéma fini, i.e., celui où la dimension de Krull de la fibre générique est nulle.
(Pour se débarasser dans [5, Th. 3.3.45] du cas des bmn , on utilise que, modulo un revêtement
pseudo-galoisien de degré inversible dans Λ et localement pour la topologie étale, le morphisme
bmn : S
′[U,U−1][T ]/(T n − Um · pi′) // S ′ est isomorphe à bn : S ′[T ]/(T n − pi′) // S ′.) 
Rappelons que S = Spec(R) avec R un anneau local hensélien de corps de fraction K. On note
R˜ la normalisation de R dans l’extension K˜ = K[pi1/n | n ∈ N′×] de K. On pose alors η˜ = Spec(K˜) et
S˜ = Spec(R˜). Étant donné un S -schéma f : X // S , on forme le diagramme de schémas à carrés
cartésiens
Xη˜
j˜
//
f η˜

X˜
f˜

Xσ
i˜
oo
fσ

η˜
j˜
// S˜ σ.
i˜
oo
Soit J ⊂ Λ un idéal tel que Λ/J est de caractéristique non nulle et inversible sur S . On définit alors
des foncteurs
Ψ modf : D
ét(Xη,Λ/J) // Dét(Xσ,Λ/J) et Ψ modf : D
ét(Xη,Λ/J∗) // Dét(Xσ,Λ/J∗)
par la formule Ψ modf (A) = i˜
∗ j˜∗Aη˜. C’est les foncteurs « cycles proches modérés » en cohomologie
étale. Il est facile de voir que le second foncteur Ψ modf envoie la sous-catégorie Dˆ
ét(Xη,ΛJ) dans
Dˆét(Xσ,ΛJ) induisant ainsi un foncteur « cycles proches modérés »
Ψ modf : Dˆ
ét(Xη,ΛJ) // Dˆét(Xσ,ΛJ).
Le résultat suivant est immédiat.
Theoreme 10.11 — On suppose que l’Hypothèse 6.5 est satisfaite. Soit f : X // S un S -schéma
quasi-projectif. Il existe alors des faces carrées inversibles (de foncteurs pseudo-monoïdaux)
DAét(Xη,Λ)
Rét
//
Ψ modf

Dét(Xη,Λ/J)
Ψ modf

∼w
DAét(Xσ,Λ)
Rét
// Dét(Xσ,Λ/J)
DAét(Xη,Λ)
Rét
//
Ψ modf

Dˆét(Xη,ΛJ)
Ψ modf

∼w
DAét(Xσ,Λ)
Rét
// Dˆét(Xσ,ΛJ)
qui sont compatibles aux morphismes de changement de base associés aux S -morphismes.
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Demonstration On traite uniquement le cas des coefficients dans Λ/J. Vus le Théorème 10.10 et
la construction de la réalisation étale, on est ramené à construire des faces carrées inversibles
DAét(Xη,Λ)
−⊗ΛΛ/J
//
Ψ modf

DAét(Xη,Λ/J)
Ψ modf

∼w
DAét(Xσ,Λ)
−⊗ΛΛ/J
// DAét(Xσ,Λ/J)
Dét(Xη,Λ/J)
Lιˆ∗
//
Ψ modf

DAét(Xη,Λ/J)
χ̂ f

∼t
Dét(Xσ,Λ/J)
Lιˆ∗
// DAét(Xσ,Λ/J).
La première face ci-dessus est la composition de 2-morphismes de type γ et ξ, comme dans la
Proposition 6.2, associés à des morphismes de diagrammes (au lieu de morphismes de schémas),
et d’un isomorphisme de commutation de −⊗Λ Λ/J avec la colimite homotopique suivant ∆×N′×.
Il découle aussitôt du Théorème 6.3 que cette face carrée est inversible.
La deuxième face ci-dessus est obtenue directement à partir des constructions. En effet, re-
marquons que Ψ modf (A) = i˜
∗ j˜∗Aη˜ est canoniquement isomorphe à i∗ j∗θ˜ f ∗θ˜∗f A avec θ˜ : η˜ // η le
morphisme canonique et θ˜ f : Xη˜ // Xη son changement de base suivant fη. Par ailleurs, θ˜ f ∗θ˜∗f A est
canoniquement isomorphe à (pN′×)](θE
′
f )∗(θ
E ′
f )
∗(pN′×)∗A. Tout ceci est valable aussi bien dans les
catégories DAét(−,Λ/J) que dans les catégories Dét(−,Λ/J) et c’est compatible aux équivalences
Lιˆ∗. Pour conclure on utilise encore que le foncteur j∗ commute aux sommes directes infinies et
donc aussi aux colimites homotopiques suivant N′×. 
En tensorisant par Q et en passant aux enveloppes pseudo-abléliennes, on obtient également le
résultat suivant.
Theoreme 10.12 — On suppose que l’Hypothèse 7.3 est satisfaite. Soit f : X // S un S -schéma
quasi-projectif. Il existe alors une face carrée inversible (de foncteurs pseudo-monoïdaux)
DAétct(Xη,Λ ⊗ Q) R
ét
//
Ψ modf

Dˆétct(Xη,ΛJ ⊗ Q)
Ψ modf

∼w
DAétct(Xσ,Λ ⊗ Q) R
ét
// Dˆétct(Xσ,ΛJ ⊗ Q)
qui est compatible aux morphismes de changement de base associés aux S -morphismes.
Demonstration On utilise que les foncteurs Ψ modf préservent les objets constructibles. 
On arrive maintenant à la construction des foncteurs « motif proche total » dans le contexte
motivique et la comparaison avec leurs analogues en cohomologie étale. Lorsque S est d’égale
caractéristique nulle, les foncteurs Ψ modf définis ci-dessus sont les foncteurs « motif proche total ».
On les notera simplement Ψ f .
Dans la suite, on supposera que la caractéristique résiduelle de S est non nulle et on la notera
p. Fixons une extension séparablement close K sep/K et notons Knr l’extension maximale non
ramifiée de K contenue dans K sep. Le groupe de Galois de K sep/Knr s’insère dans une suite exacte
de groupes pro-finis
1 // Galp(K sep/Knr) // Gal(K sep/Knr)
φ
// Ẑ′(1) // 1
où Ẑ′(1) = limn∈N′× µn(K sep), qu’on peut décomposer en
∏
`,p Z`(1) =
∏
`,p limν∈N µ`ν(K sep), et
φ l’homomorphisme qui envoie σ ∈ Gal(K sep/Knr) sur (σ(pi1/r)/pi1/r)r∈N′× . Le noyau de φ, noté
Galp(K sep/Knr), est un pro-p-groupe. C’est l’unique p-sous-groupe de Sylow de Gal(K sep/Knr).
D’après le théorème de Schur-Zassenhaus (cf. [47, Th. 8.10]), le morphisme φ est scindé. On fixe
une section δ : Ẑ′(1) // Gal(K sep/Knr) et on note Mδ ⊂ K sep le sous-corps des invariants par
δ(Ẑ′(1)). Le corps Mδ est une union filtrante d’extensions finies de Knr de degré une puissance de
p.
Theoreme 10.13 — On suppose que l’Hypothèse 7.3 est satisfaite. Soient f : X // S un S -
schéma quasi-projectif et A ∈ DAét(Xη,Λ) un motif constructible. Il existe alors une extension finie
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L/K contenue dans Mδ telle que pour toute extension finie L′/K, contenue dans Mδ et contenant
L, la suite de l’énoncé est vérifiée. Notons T et T ′ les spectres des normalisés de R dans L et
L′, et t : T // S et u : T ′ // T les morphismes évidents. Notons aussi t : X ×S T // X et
u : X ×S T ′ // X ×S T les morphismes déduis de t et u par changement de base suivant f . Alors,
le morphisme canonique
u∗σΨ modX×S T t
∗
ηA // Ψ
mod
X×S T ′ u
∗
ηt
∗
ηA
est un isomorphisme dans DAét((X ×S T ′)σ,Λ).
Demonstration Il suffit de montrer le théorème pour A = ΛXη et pour tous les S -schémas quasi-
projectifs X. En effet, pour X fixé, la Proposition 3.19 et [4, Lem. 2.2.23] entraînent que la
catégorie DAét(Xη,Λ) est compactement engendrée par les motifs de la forme (gη)∗Λ(n) avec
g : Y // X un S -morphisme projectif et n ∈ Z. (Ces objets sont constructibles d’après la Pro-
position 8.5, (b).) Il suffit donc de prouver le théorème pour A = (gη)∗Λ. Or, les morphismes
Ψ modX×S T (gη)∗
// (gσ)∗Ψ modY×S T et Ψ
mod
X×S T ′(gη)∗
// (gσ)∗Ψ modY×S T ′ sont inversibles pour T et T
′ comme
dans l’énoncé. (Ici, on a encore noté g les changements de base de g par t et t ◦ u.) Il suffit donc de
prouver le théorème pour ΛYη et f ◦ g : Y // S , ce qui établit la réduction souhaitée.
Pour montrer le théorème dans le cas A = ΛXη , on raisonne par récurrence sur la dimension de
Krull de Xη. On suppose d’abord que cette dimension est nulle. On ne restreint pas la généralité
en remplaçant X par l’adhérence de Xη et ensuite par son normalisé. On peut donc supposer que
X = S ′ est le spectre d’un anneau de valuation discrète hensélien R′ fini sur R. Notons K′ le corps
des fractions de R′. On peut trouver une sous-extension finie L/K de Mδ telle que les algèbres
K′ ⊗K L et K′ ⊗K Mδ ont les mêmes nombres d’idéaux premiers. Notons E et E′ les normalisés
des schémas T ×S S ′ et T ′ ×S S ′ respectivement, et v : E′ // E le morphisme induit. Les corps
résiduels des composantes connexes de E (resp. E′) sont tous isomorphes au corps résiduel de
T (resp. T ′). Il suffit alors de montrer que v∗σΨ modE Λ // Ψ
mod
E′ Λ est inversible. Par construction,
E =
∐
i∈I Ei et E′ =
∐
i∈I E′i où I est un ensemble fini, Ei et E
′
i sont les spectres d’anneaux
de valuations discrètes finis sur S , et v est le coproduit de morphismes vi : E′i // Ei qui sont
une composition d’un morphisme non ramifié suivi d’un morphisme totalement ramifié de degré
générique une puissance de p. Le résultat recherché découle maintenant du Théorème 10.7.
Supposons maintenant que krdim(Xη) ≥ 1. Fixons un nombre premier ` inversible sur S . Nous
montrerons qu’il existe un entier naturel e premier à ` tel que le théorème est vrai pour Λ[e−1] ∈
DAét(Xη,Λ[e−1]). Ceci est clairement suffisant.
Un dévissage standard (utilisant l’hypothèse d’induction) nous ramène au cas où X est intègre
et plat sur S . D’après [25, Expo. X, Th. 2.4], il existe un carré commutatif
X′
p
//
f ′

X
f

S ′ r // S
avec S ′ le spectre d’un anneau de valuation discrète hensélien, X′ un schéma intègre qui est à
réduction semi-stable au-dessus de S ′ (au sens affaibli de [5, Déf. 3.3.33]), r un morphisme fini
et p une altération de degré générique premier à `. La condition de semi-stabilité sur X′ est la
suivante. Localement pour la topologie étale, X′ est isomorphe à S ′[t0, · · · , tn]/(ta00 · · · tarr − pi′)
avec pi′ une uniformisante de S ′ (cf. [5, Lem. 3.3.37 et 3.3.38]). Dans la suite, on prendra pour e le
degré générique de p. Quitte à remplacer Λ par Λ[e−1], on peut supposer que e est inversible dans
Λ.
Pour démontrer le théorème pour ΛXη , il suffit par l’hypothèse de récurrence de le démontrer
pour u!Λ avec u : U ↪→ Xη l’inclusion d’un ouvert dense au-dessus duquel p est la composition
d’un revêtement étale suivi d’un morphisme fini totalement inséparable. Notons U′ = p−1(U),
u′ : U′ ↪→ X′η l’inclusion évidente et q : U′ // U le morphisme déduit de p. D’après [4,
Lem. 2.1.165] et puisque e est supposé inversible dans Λ, le morphisme ΛU // q∗ΛU′ admet une
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rétraction. Il est alors facile de voir qu’il suffit de montrer le théorème pour u′!Λ ∈ DAét(X′η,Λ).
L’hypothèse de récurrence nous ramène à prouver le résultat pour ΛX′η .
Le problème étant local pour la topologie étale, il suffit donc de prouver le théorème pour
ΛX′η avec X
′ le S ′-schéma donné par S ′[t0, · · · , td]/(ta00 · · · tadd − pi′). Comme pour le cas d’un S -
schéma fini, on prendra L/K une sous-extension de Mδ telle que K′ ⊗K L et K′ ⊗K Mδ ont les
mêmes nombres d’idéaux premiers. (Ici K′ est le corps des fonctions rationnelles de S ′.) Notons
E et E′ les normalisés des schémas T ×S S ′ et T ′ ×S S ′ respectivement, et v : E′ // E et r :
E // S ′ les morphismes induits. Le résultat découle alors aussitôt de [5, Th. 3.3.4] appliqué aux
transformations naturelles v∗σΨ−×S ′Er
∗
η
// Ψ−×S ′E′v
∗
ηr
∗
η vues comme un morphisme de structures
de spécialisation au-dessus de S ′. (Pour se débarasser dans [5, Th. 3.3.48] du cas des bmn , on utilise
que, modulo un revêtement pseudo-galoisien de degré inversible dans Λ et localement pour la
topologie étale, le morphisme bmn : S
′[U,U−1][T ]/(T n − Um · pi′) // S ′ est isomorphe à bn :
S ′[T ]/(T n − pi′) // S ′.) 
On note σ le spectre du corps résiduel de K sep et on pose Xσ = X ×S σ pour tout S -schéma X.
Definition 10.14 — On suppose que l’Hypothèse 7.3 est satisfaite. Soient f : X // S un S -
schéma quasi-projectif. Le foncteur « motif proche total » Ψ f : DAét(Xη,Λ) // DAét(Xσ,Λ) est
défini par
Ψ f (A) = hocolimL⊂Mδ (Ψ
mod
X×S T (A|Xη⊗K L))|Xσ (103)
où L/K parcourt l’ensemble des sous-extensions finies de Mδ/K et T est le spectre de la normali-
sation de R dans L. On obtient ainsi un système de spécialisation pseudo-monoïdal au-dessus de
(S , η, σ).
Remarque 10.15 — On laissera au lecteur le soin de donner une formulation précise de la
colimite homotopique dans (103) à l’aide du formalisme des dérivateurs algébriques. Dans la suite,
nous serons surtout intéressés par le cas où A est constructible. Le Théorème 10.13 affirme alors
que le système inductif en question est essentiellement constant ; il se calcule donc à l’aide d’une
extension finie L ⊂ Mδ suffisamment grande.
On note R la normalisation de R dans K sep. On pose η = Spec(K sep), S = Spec(R) et σ le
spectre du corps résiduel de K sep. Étant donné un S -schéma f : X // S , on forme le diagramme
de schémas à carrés cartésiens
Xη
j
//
f η

X
f

Xσ
i
oo
fσ

η
j
// S σ.
i
oo
Soit J ⊂ Λ un idéal tel que Λ/J est de caractéristique non nulle et inversible sur S . On définit alors
des foncteurs
Ψ f : Dét(Xη,Λ/J) // Dét(Xσ,Λ/J) et Ψ f : Dét(Xη,Λ/J∗) // Dét(Xσ,Λ/J∗)
par la formule Ψ f (A) = i∗ j∗A|Xη . C’est les foncteurs « cycles proches » en cohomologie étale. Il
est facile de voir que le second foncteur Ψ f envoie la sous-catégorie Dˆét(Xη,ΛJ) dans Dˆét(Xσ,ΛJ)
induisant ainsi un foncteur « cycles proches »
Ψ f : Dˆét(Xη,ΛJ) // Dˆét(Xσ,ΛJ).
Le résultat suivant est immédiat.
Theoreme 10.16 — On suppose que l’Hypothèse 6.5 est satisfaite. Soit f : X // S un S -schéma
quasi-projectif. Il existe alors des faces carrées inversibles (de foncteurs pseudo-monoïdaux)
DAét(Xη,Λ)
Rét
//
Ψ f

Dét(Xη,Λ/J)
Ψ f

∼w
DAét(Xσ,Λ)
Rét
// Dét(Xσ,Λ/J)
DAét(Xη,Λ)
Rét
//
Ψ f

Dˆét(Xη,ΛJ)
Ψ f

∼w
DAét(Xσ,Λ)
Rét
// Dˆét(Xσ,ΛJ)
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qui sont compatibles aux morphismes de changement de base associés aux S -morphismes.
Demonstration Le résultat découle du Théorème 10.11 et de l’isomorphisme évident Ψ f (A) =
colimL⊂Mδ (Ψ modX×S T (A|Xη⊗K L))|Xσ pour A ∈ Dét(Xη,Λ/J). 
En tensorisant par Q et en passant aux enveloppes pseudo-abléliennes, on obtient également le
résultat suivant.
Theoreme 10.17 — On suppose que l’Hypothèse 7.3 est satisfaite. Soit f : X // S un S -schéma
quasi-projectif. Il existe alors une face carrée inversible (de foncteurs pseudo-monoïdaux)
DAétct(Xη,Λ ⊗ Q) R
ét
//
Ψ f

Dˆétct(Xη,ΛJ ⊗ Q)
Ψ f

∼w
DAétct(Xσ,Λ ⊗ Q) R
ét
// Dˆétct(Xσ,ΛJ ⊗ Q)
qui est compatible aux morphismes de changement de base associés aux S -morphismes.
Une des propriétés bien connues des foncteurs « cycles proches » en cohomologie étale est
leur commutation avec le produit tensoriel extérieur. En égale caractéristique nulle, l’analogue
motivique de cette propriété est également vrai (cf. [5, Cor. 3.5.18]). On se propose dans le reste
de cette section de généraliser cette propriété pour les foncteurs « motif proche total » lorsque la
caractéristique résiduelle de S est positive. On commence par le résultat suivant.
Proposition 10.18 — On suppose que l’Hypothèse 7.3 est satisfaite. Soit F un S -schéma fini et
plat. On note F
nor
le normalisé de F = F ×S S . Alors, il existe un isomorphisme canonique dans
DAét(Fσ,Λ)
ΨFΛ '
{
F
nor ×S σ→ Fσ
}
∗Λ.
De plus, cet isomorphisme est compatible de la manière évidente aux morphismes de S -schémas
finis et plats.
Demonstration Un dévissage facile nous ramène au cas où F est normal et connexe. Autrement
dit, on peut supposer que F est le spectre d’un anneau de valuation discrète fini sur R. Soit L ⊂ Mδ
une extension finie de K suffisamment grande de sorte que ΨFΛ ' (Ψ modF×S T Λ)|Fσ avec T le spectre
du normalisé de R dans L. (Une telle extension existe d’après le Théorème 10.13.) Notons E le
normalisé de F×S T . Alors, E = ∐i∈I Ei avec I un ensemble fini, Ei = Spec(Qi) et Qi des anneaux
de valuation discrète finis sur R. On se donne des uniformisantes pii ∈ Qi. On a des identités
pi = ui · pieii avec ui un élément inversible dans Qi et ei ∈ N − {0}. On note di le plus grand diviseur
de ei premier à p. Alors, le Théorème 10.6 fournit un isomorphisme
Ψ modEi Λ '
{
(Ei)σ[vi]/(v
di
i − ui)→ (Ei)σ
}
∗Λ.
On en déduit en fin de compte un isomorphisme canonique
ΨFΛ '
({∐
i∈I(Ei)σ[vi]/(v
di
i − ui)→ (F ×S T )σ
}
∗Λ
)
|Fσ
.
Pour conclure, il suffit de remarquer que le morphisme F
nor×S σ // Fσ s’identifie au changement
de base du morphisme
∐
i∈I(Ei)σ[vi]/(v
di
i − ui) // (F ×S T )σ suivant Fσ // (F ×S T )σ lorsque
L ⊂ Mδ est suffisamment grand. La compatibilité avec les morphismes de S -schémas finis et plats
est laissée au lecteur. 
Étant donnés deux S -schémas quasi-projectifs f : X // S et g : Y // S , on dispose d’un
morphisme
Ψ f (A)  Ψg(B) // Ψ f×S g(A  B) (104)
binaturel en A ∈ DAét(Xη,Λ) et B ∈ DAét(Yη,Λ). Il est donné par la composition de
pr∗1Ψ f (A) ⊗ pr∗2Ψg(B) // Ψ f×S g(pr∗1(A)) ⊗ Ψ f×S g(pr∗2(B)) // Ψ f×S g(pr∗1(A) ⊗ pr∗2(B))
où pr1 et pr2 désigent la projection sur le premier et le second facteur d’un porduit fibré. On a le
résultat suivant.
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Theoreme 10.19 — On suppose que l’Hypothèse 7.3 est satisfaite. Alors le morphisme (104)
est un isomorphisme. (En particulier, ΨS : DAét(η,Λ) // DAét(σ,Λ) est monoïdal, symétrique et
unitaire.)
Demonstration On suit la preuve de [5, Th. 3.5.17]. On fixe d’abord le S -schéma X et l’objet A.
On obtient alors un morphisme de systèmes de spécialisation
Ψ f (A)  Ψ−(−) // Ψ f×S−(A  −). (105)
On cherche à montrer que ce morphisme de systèmes de spécialisation est inversible. Un dévissage
similaire à celui utilisé au début de la preuve du Théorème 10.13 nous ramène au cas où B = Λ.
(On utilise ici que les foncteurs Ψ(−) et − ⊗ − commutent aux sommes infinies.)
Ensuite, on affirme qu’il suffit de traiter le cas où g est fini et plat. (On suppose toujours que
B = Λ.) En effet, supposons que (104) est inversible lorsque g est fini et plat (et B = Λ). On
raisonne alors par récurrence sur la dimension de Yη comme dans la preuve du Théorème 10.13.
Les grandes lignes du raisonnement sont les suivantes. Un dévissage standard permet de supposer
que Y est intègre et plat sur S . On applique ensuite [25, Expo. X, Th. 2.4] et un dévissage pour
se ramener au cas où Y est à réduction semi-stable (au sens affaibli de [5, Déf. 3.3.33]) au-dessus
de S ′ = Spec(R′) avec R′ un anneau de valuation discrète fini sur R. Le résultat recherché découle
alors de [5, Th. 3.3.4] appliqué au morphisme de systèmes de spécialisation (105) restreint à S ′.
Par symétrie, on peut aussi supposer que f est fini et plat, et que A = Λ. Le résultat recherché
découle alors de la Proposition 10.18. En effet, si F et G sont deux S -schémas finis et plats, et
H = F ×S G, on a un morphisme canonique H nor // F nor ×S G
nor
qui est un homéomorphisme
universel. En particulier, H
nor×S σ // (F
nor×S G
nor
)×S σ induit un isomorphisme sur les schémas
réduits associés et le morphisme({
F
nor ×S σ→ Fσ
}
∗Λ
)

({
G
nor ×S σ→ Gσ
}
∗Λ
)
//
{
H
nor ×S σ→ Hσ
}
∗Λ
est alors un isomorphisme. La compatibilité de l’isomorphisme de la Proposition 10.18 avec les
morphismes de S -schémas finis et plats permet maintenant de conclure. 
Theoreme 10.20 — On suppose que l’Hypothèse 7.3 est satisfaite. Soit f : X // S un S -schéma
quasi-projectif. On définit des opérateurs de dualité sur DAét(Xη,Λ), DAét(Xσ,Λ) et DAét(Xσ,Λ)
par Dη(−) = Hom(−, f !ηΛ), Dσ(−) = Hom(−, f !σΛ) et Dσ(−) = Hom(−, f !σΛ). On a alors des
morphismes canoniques
Ψ modf Dη(A) // DσΨ
mod
f (A) et Ψ fDη(A) // DσΨ f (A) (106)
qui sont inversibles lorsque A ∈ DAét(Xη,Λ) est constructible.
Demonstration Pour les foncteurs « motif proche total », le morphisme en question est obtenu
par adjonction à partir de la composition de
Ψ fHom(A, f !ηΛ) ⊗ Ψ f (A) // Ψ f
(
Hom(A, f !ηΛ) ⊗ A
)
// Ψ f f !ηΛ // f
!
σΨS Λ ' f !σΛ. (107)
Pour les foncteurs « motif proche modéré », c’est donné par adjonction à partir d’une composition
similaire où Ψ f est remplacé par Ψ modf et fσ est remplacé par fσ. Dans le suite, on suppose que A
est constructible et on cherche à montrer que les morphismes (106) sont inversibles.
Soit L ⊂ Mδ une extension finie de K suffisamment grande. On note T le spectre du normalisé de
R dans L et t : T // S le morphisme évident ainsi que son changement de base t : X ×S T // X.
D’après le Théorème 10.13, on peut supposer que
Ψ f A ' (Ψ modX×S T t∗ηA)|Xσ et Ψ fDη(A) ' (Ψ modX×S T t∗ηDη(A))|Xσ ' (Ψ modX×S T Dη(t∗ηA))|Xσ .
(L’isomorphisme de commutation t∗ηDη ' Dηt∗η est justifié par le fait que tη est un morphisme
étale.) L’accouplement composé (107) s’identifie alors à l’image inverse suivant le morphisme
Xσ // (X ×S T )σ de l’accouplement composé
Ψ modX×S TDη(t
∗
ηA) ⊗ Ψ modX×S T (t∗ηA) // ( f ×S T )!σt!σΛ ' ( f ×S T )!σt∗σΛ.
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(On utilise ici que (( f ×S T )!σt∗σΛ)|Xσ s’identifie canoniquement à f !σΛ étant donné que le mor-
phisme Tσ // (X×S T )σ est le composé d’un morphisme pro-étale suivie d’un morphisme entier,
surjectif et totalement inséparable.) On en déduit aussitôt que le morphisme Ψ fDη(A) // DσΨ f (A)
s’identifie à un changement de base d’un morphisme du type Ψ modf Dη(A)
// DσΨ modf (A). Ainsi,
il est suffisant de traiter le cas des foncteurs « motif proche modéré ».
On suit la preuve de [5, Th. 3.5.20]. Ainsi, on considère le morphisme de systèmes de spéciali-
sation
Ψ mod ◦ Dη // Dσ ◦ Ψ mod (108)
et on cherche à montrer que c’est un isomorphisme après restriction à DAétct(−,Λ). Un dévissage
similaire à celui utilisé au début de la preuve du Théorème 10.13 nous ramène au cas où A = Λ. Il
s’agit alors de montrer que l’accouplement composé
(Ψ modf f
!
ηΛ) ⊗ (Ψ modf Λ) // Ψ modf f !ηΛ // f !σΨ modS Λ ' f !σΛ (109)
est un accouplement parfait, i.e., induit un isomorphisme Ψ modf f
!
ηΛ ' Hom(Ψ modf Λ, f !σΛ).
On raisonne par récurrence sur la dimension de Krull de Xη. Lorsque cette dimension est nulle,
on peut supposer que X = Spec(Q) avec Q un anneau de valuation discrète fini sur S . Dans ce cas,
f !ηΛ = Λ et f
!
σ
Λ = Λ. Soit $ ∈ Q une uniformisante et supposons que pi = u · $e avec u ∈ Q
inversible et e ∈ N − {0}. Comme dans la preuve du Théorème 10.6 et celle de [5, Th. 3.5.20], on
peut remplacer X par le normalisé de X ×S S [pi1/n] pour tout n ∈ N′×. Ceci nous ramène au cas
où e est une puissance de p. Dans ce cas, le Théorème 10.7 fournit des isomorphismes canoniques
Ψ modf Λ ' Λ et l’accouplement (109) s’identifie à l’isomorphisme canonique Λ ⊗ Λ ' Λ. Ceci
permet de conclure.
On passe maintenant au cas krdim(Xη) ≥ 1. On raisonne comme dans la preuve du Théorème
10.13. Les grandes lignes du raisonnement sont les suivantes. Un dévissage standard permet de
supposer que X est intègre et plat sur S . On applique ensuite [25, Expo. X, Th. 2.4] et un dévissage
pour se ramener au cas où X est à réduction semi-stable (au sens affaibli de [5, Déf. 3.3.33]) au-
dessus de S ′ = Spec(R′) avec R′ un anneau de valuation discrète fini sur R. Le résultat recherché
découle alors de [5, Th. 3.3.4] appliqué au morphisme de systèmes de spécialisation (108) restreint
à S ′. Les détails sont laissés au lecteur. 
Remarque 10.21 — L’analogue du Théorème 10.20 est également vrai pour le système de spé-
cialisation Υ. Le lecteur vérifiera facilement que la preuve de [5, Th. 3.4.20] s’adapte au cas où la
caractéristique résiduelle de S est positive.
11. Comparaison de monodromie
Dans cette section on étend l’opérateur de monodromie pour les foncteurs « partie unipotente
du motif proche » construits dans [5, §3.6] du cas où S est d’égale caractéristique nulle au cas où
la caractéristique résiduelle de S est quelconque. Ensuite, on explique le lien entre cet opérateur de
monodromie et son analogue en cohomologie étale. Au passage, nous corrigeons une erreur dans
[5, Th. 3.6.10] liée à la construction de l’opérateur de monodromie motivique.
Comme dans [5, §3.6], l’opérateur de monodromie sera d’abord construit sur le système de
spécialisation logarithmique. Ce système a été construit dans [5, §3.6.3] pour S de caractéristiques
résiduelles nulles. Notre première tâche sera donc de s’assurer que cette construction s’étend sans
problème au-dessus d’une base plus générale. Nous aurons d’abord besoin de calculer certains
groupes de cohomologie motivique. Nous donnons un énoncé plus précis que nécessaire.
Proposition 11.1 — Soient S un schéma, Λ un anneau de coefficients et M un Λ-module. On
pose MS = Sus0T (Mcst) ∈ DAét(S ,Λ) avec Mcst le préfaisceau constant de valeur M sur Sm/S .
(a) On suppose que l’Hypothèse 7.3 est satisfaite. Alors, on a :
homDAét(S ,Λ)(ΛS ,MS (m)[n]) =
{
M pi0(S ) si m = n = 0,
0 si m ≤ 0 et n < 0.
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(Ci-dessus, pi0(S ) est l’ensemble des composantes connexes de S .)
(b) On suppose que Λ est une Q-algèbre. Alors, on a :
homDAét(S ,Λ)(ΛS ,MS (m)[n]) = 0 si m < 0.
Demonstration On divise la preuve en plusieurs étapes.
Étape A : Le but de cette étape est de se ramener au cas Λ = Q et M = Q. On se concentre sur la
partie (a) de l’énoncé ; pour la partie (b) ceci est plus facile.
Supposons d’abord que M est de torsion en tant que groupe abélien. Alors, M est une colimite
filtrante, suivant N ∈ N×, de ses sous-modules formés des éléments annulés par N. Étant donné
que ΛS (0) ∈ DAét(S ,Λ) est compact, on se ramène aussitôt à traiter le cas où M est lui-même
annulé par un certain N ∈ N − {0}. Dans ce cas, M est un Λ/NΛ-module et on a un isomorphisme
d’adjonction
homDAét(S ,Λ)(ΛS ,MS (m)[n]) ' homDAét(S ,Λ/NΛ)((Λ/NΛ)S ,MS (m)[n]).
Par ailleurs, le Théorème 4.1 fournit une équivalence Dét(S ,Λ/NΛ) ' DAét(S ,Λ/NΛ). On est
donc ramené à prouver le résultat analogue en cohomologie étale, ce qui est une trivialité.
Reprenons le cas général. On a une suite exacte courte de Λ-modules
0 // Mtor // M // M′ // 0
avec Mtor ⊂ M le plus grand sous-module de M qui soit de torsion en tant que groupe abélien.
Cette suite exacte induit une suite exacte longue après application de homDAét(S ,Λ)(ΛS , (−)S (m)).
Vu que le cas de Mtor est connu, on se ramène à traiter le cas de M′. Autrement dit, on peut
supposer que M est sans torsion (en tant que groupe abélien). Ceci permet de considérer une autre
suite exacte courte de Λ-modules
0 // M // M ⊗ Q // M ⊗ (Q/Z) // 0.
Comme avant, le cas de M ⊗ (Q/Z) est connu. La suite exacte longue obtenue en appliquant
homDAét(S ,Λ)(ΛS , (−)S (m)) nous ramène à traiter le cas de M ⊗Q. Autrement dit, on peut supposer
que M est uniquement divisible (en tant que groupe abélien). Dans ce cas, on a des isomorphismes
d’adjonction
homDAét(S ,Λ)(ΛS ,MS (m)[n]) ' homDAét(S ,Λ⊗Q)((Λ ⊗ Q)S ,MS (m)[n])
' homDAét(S ,Q)(QS ,MS (m)[n]).
Ainsi, on peut supposer que Λ = Q. Mais alors, M est une somme directe de copies de Q et on
peut aussi supposer que M = Q.
Étape B : Dans la suite, on pose Hn,m
M
(S ,Q) = homDAét(S ,Q)(QS ,QS (m)[n]). Les propriétés à dé-
montrer sont locales pour la toplogie de Nisnevich. En effet, étant donné un carré Nisnevich
U′ //

S ′
e

U
j
// S
(i.e., un carré cartésien avec j une immersion ouverte et e un morphisme étale induisant un iso-
morphisme S ′ − U′ ' S − U), on a une suite exacte longue de Mayer-Vietoris
· · · // Hn,m
M
(S ,Q) // Hn,m
M
(S ′,Q)
⊕
Hn,m
M
(U,Q) // Hn,m
M
(U′,Q) // · · · . (110)
Il en découle aussitôt que si l’énoncé est vrai pour S ′, U et U′, il l’est aussi pour S . En particulier,
on peut supposer que S = Spec(A) est affine. Or, d’après la Proposition 3.20, on a un isomorphisme
Hn,m
M
(Spec(A),Q) ' colimA⊂A Hn,mM (Spec(A),Q)
où A parcourt l’ensemble filtrant des sous-algèbres de A de type fini sur Z[1/p, p ∈ PA] avec PA
l’ensemble des nombres premiers inversibles dans A. Il est donc suffisant de considérer le cas où
S est un D-schéma de type fini avec D le spectre d’un anneau de Dedekind contenu dans Q.
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On raisonne maintenant par induction sur la dimension de Krull de S . Lorsque krdim(S ) = 0, on
peut supposer que S = Spec(k) avec k un corps parfait (en fait, une extension finie deQ ou un corps
fini). Or, d’après le Théorème B.1, on a une équivalence de catégories DAét(k,Q) ' DMét(k,Q).
Vu le « cancellation theorem » de Voevodsky [51], il suffit donc de montrer que
homDMeff (k,Q)
(
Qtr((Gmk, 1)∧r),Qtr(Spec(k))[n]
)
=

Q si r = n = 0,
0 si r = 0 et n , 0,
0 si r > 0.
Or, le faisceau avec transferts constant Q = Qtr(Spec(k)) est invariant par homotopie. Il est donc
(A1, ét)-local. Les groupes de morphismes en question se calculent donc dans la catégorie dérivée
des faisceaux étales. Le résultat recherché s’ensuit.
On suppose à présent que krdim(S ) ≥ 1. Appelons S ′ le normalisé de S , et fixons un fermé
Z ⊂ S partout de codimension non nulle et tel que (S −Z)red est normal. On pose Z′ = S ′ ×S Z. Le
morphisme (S ′−Z′) // (S −Z)red est alors un isomorphisme. L’axiome de localité et le théorème
de changement de base pour un morphisme fini fournissent un triangle distingué
QS // {S ′ → S }∗QS ′
⊕
{Z // S }∗QZ // {Z′ → S }∗QZ′ //
qui induit une suite exacte longue
· · · // Hn,m
M
(S ,Q) // Hn,m
M
(S ′,Q)
⊕
Hn,m
M
(Z,Q) // Hn,m
M
(Z′,Q) // · · · .
D’après l’hypothèse de récurrence sur la dimension de Krull, il suffit de traiter le cas de S ′. Autre-
ment dit, on peut supposer que S est normal. C’est ce qu’on fera dans la suite.
Étape C : Dans cette étape, on traite le cas où S est de caractéristique positive. On ne restreint pas
la généralité en supposant que S est connexe. Puisque S est normal, c’est donc un schéma de type
fini sur Fp pour un certain nombre premier p non inversible sur D.
D’après de Jong [29], il existe un morphisme propre et surjectif f : T // S tel que T est
intègre et régulier, et e est génériquement un revêtement pseudo-galoisien de groupe de Galois
G. On peut donc trouver Z ⊂ S un fermé de codimension non nulle tel que S − Z est normal et
f : T − f −1(Z) // S − Z est la composition d’un revêtement étale galoisien et d’un morphisme
fini, surjectif, totalement inséparable. Notons S ′ le normalisé de S dans T − f −1(Z). C’est un
S -schéma fini muni d’une action de G et S ′/G // S est totalement inséparable puisque S est
normal. D’après [4, Lem. 2.1.165], on a un isomorphisme canonique ΛS // ({S ′ → S }∗ΛS ′)G. Il
s’ensuit que Hn,m
M
(S ,Q) // Hn,m
M
(S ′,Q)G. Il est donc suffisant de considérer le cas de S ′.
Quitte à remplacer S par S ′, on peut donc supposer que f : T // S est un isomorphisme au-
dessus de S − Z. L’axiome de localité et le théorème de changement de base pour un morphisme
projectif fournissent un triangle distingué
QS // {T → S }∗QT
⊕
{Z // S }∗QZ // { f −1(Z)→ S }∗Q f −1(Z) //
qui induit une suite exacte longue
· · · // Hn,m
M
(S ,Q) // Hn,m
M
(T,Q)
⊕
Hn,m
M
(Z,Q) // Hn,m
M
( f −1(Z),Q) // · · · . (111)
D’après l’hypothèse de récurrence, il est suffisant de traiter le cas de T . Autrement dit, on peut
supposer que S est lisse sur un corps parfait k.
En utilisant le Théorème B.1 et le « cancellation theorem » de Voevodsky [51], on se ramène à
montrer que
homDMeff (k,Q)
(
Qtr(S ×k (Gmk, 1)∧r),Qtr(0)[n]
)
=

Q pi0(S ) si r = n = 0,
0 si r = 0 et n , 0,
0 si r > 0.
Or, le faisceau avec transferts constant Q = Qtr(Spec(k)) est invariant par homotopie. Il est donc
(A1, ét)-local. Les groupes de morphismes en question se calculent donc dans la catégorie dérivée
des faisceaux étales. Le résultat recherché s’ensuit.
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Étape D : On suppose ici que S // D est dominant avec S connexe et normal. La résolution des
singularités de Hironaka [19] appliquée à S ⊗ Q = S ×D Spec(Q) fournit un morphisme propre et
surjectif f : T // S tel que T ⊗Q est lisse et f est un isomorphisme au-dessus d’un ouvert dense
de S . On peut aussi supposer que T est normal et connexe. En reprenant l’argument de l’Étape C,
et notamment l’analogue de la suite exacte longue (111), on voit qu’il suffit de traiter le cas de T .
Autrement dit, on peut supposer que S ⊗Q est lisse. Il existe alors un ouvert dense D0 ⊂ D tel que
S 0 = S ×D D0 est lisse sur D0. Pour x ∈ D−D0, notons Dhx l’hensélisé de D en x et S hx = S ×D Dhx.
En passant à la colimite dans (110) suivant les voisinages étales de D − D0 dans D, on obtient une
suite exacte longue de Mayer-Vietoris
// Hn,m
M
(S ,Q) //
 ⊕
x∈D−D0
Hn,m
M
(S hx,Q)
⊕ Hn,mM (S 0,Q) // ⊕
x∈D−D0
Hn,m
M
(S hx ⊗ Q,Q) // .
Il est donc suffisant de traiter le deux cas suivants :
– S est lisse sur D,
– D est le spectre d’un corps de caractéristique nulle ou d’un anneau de valuation discrète
hensélien.
Le second cas est traité en suivant la méthode de l’Étape C qui est basée sur la technique de
désingularisation de de Jong [29]. On laisse les détails aux lecteurs.
Dans le reste de la preuve, on explique comment traiter le cas où S est lisse sur D. L’ingrédient
clef est la pureté absolue (cf. le Corollaire 7.5). Soit p un nombre premier non inversible sur D et
notons ip : Spec(Fp) ↪→ D l’inclusion canonique. Notons aussi jQ : Spec(Q) ↪→ S l’inclusion du
point générique. On a alors un triangle distingué dans DAét(S ,Λ) :⊕
p
i!pΛS // ΛS // ( jQ)∗ΛS⊗Q //
où p parcourt l’ensemble des nombres premiers non inversibles sur D. Ce triangle est obtenu en
prenant une colimite, suivant les ouverts non vides de D, de triangles distingués de localité (cf. [4,
Prop. 1.4.9]). Or, d’après le Corollaire 7.5, on a un isomorphisme i!pΛS ' ΛS p(−1)[−2] avec
S p = S ×D Spec(Fp). Il s’ensuit une suite exacte longue
· · · //
⊕
p
Hm−1,n−2
M
(S p,Q) // H
m,n
M
(S ,Q) // Hm,n
M
(S ⊗ Q,Q) // · · · .
D’après l’hypothèse de récurrence sur la dimension de Krull appliquée aux S p, il suffit de traiter le
cas du schéma S ⊗ Q. Autrement dit, on peut supposer que D = Spec(Q). Ce cas est traité comme
dans l’Étape C. Ceci termine la preuve de la proposition. 
Remarque 11.2 — On peut utiliser la Proposition 11.1 pour démontrer le fait suivant. Soient S
un schéma intègre et L ∈ DAét(S ,Λ). On suppose que localement pour la topologie de Zariski,
L est isomorphe à ΛS (n) avec n ∈ Z fixé. Alors, il existe un isomorphisme global L ' ΛS (n)
dans DAét(S ,Λ). En effet, soit (Ui)1≤i≤r un recouvrement Zariski et supposons donnés des isomor-
phismes ai : L|Ui ' ΛUi(n). Nous allons construire un isomorphisme L ' ΛS (n) en raisonnant
pas récurrence sur r. Lorsque r = 1, il n’y a rien à faire. On suppose donc que r ≥ 2 et on pose
V =
⋃r−1
i=1 Ui. L’hypothèse de récurrence fournit un isomorphisme b : L|V ' ΛV (n). La composition
de
ΛV∩Ur (n)
b−1
∼ // L|V∩Ur
ar
∼ // ΛV∩Ur (n)
définit un élément inversible de Λpi0(V∩Ur) ' homDAét(V∩Ur)(Λ(n),Λ(n)). (On utilise ici la Proposi-
tion 11.1.) Puisque S est intègre, pi0(V ∩ Ur) est un singleton. Ainsi, quitte à multiplier l’isomor-
phisme ar par un scalaire inversible, on peut supposer que b et ar coïncident sur V ∩ Ur. Le carré
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solide dans le diagramme
w]L|V∩Ur //
b=ar

v]L|V
⊕
ur]L|Ur //
b⊕ar

L //

w]Λ(n) // v]Λ(n)
⊕
ur]Λ(n) // Λ(n) //
est donc commutatif. (Ci-dessus, w, v et ur désignent les inclusions de V ∩ Ur, V et Ur dans S .)
On peut donc compléter le diagramme ci-dessus en un morphisme de triangles distingués. Ceci
fournit l’isomorphisme recherché L ' Λ(n).
Comme application de la discussion précédente, on obtient une globalisation de l’isomorphisme
de pureté du Corollaire 7.5. Ainsi, si i : Z ↪→ S est une immersion fermée de schémas réguliers
avec Z partout de codimension d, on a un isomorphisme i!ΛS ' ΛZ(−d)[−2d].
Remarque 11.3 — On peut aussi utiliser la Proposition 11.1 pour montrer que DAét(S ,Λ) est
orienté. En effet, soit M un OS -module localement libre de rang d. On note th(M) = Th(M)(ΛS )
de sorte que Th(M) ' th(M) ⊗ −. Nous allons construire un isomorphisme canonique
homDAét(S ,Λ)(th(M),Λ(d)[2d]) ' Λpi0(S ). (112)
Lorsque M est libre, un isomorphisme (112) est fourni par la Proposition 11.1. Cet isomor-
phisme est indépendant de la trivialisation M ' O⊕dS choisie. (Pour démontrer cela, on remarque
que les différentes trivialisations fournissent un morphisme de faisceaux de groupesGLS (d) // Λ×S
du groupe linéaire vers le groupe des éléments inversibles de Λ vu comme un schéma en groupe
constant sur S . Or, un tel morphisme est nécessairement trivial puisque GLS (d) est connexe alors
que Λ×S est discret.)
Le cas général s’obtient par induction sur le nombre d’ouverts dans un recouvrement trivialisant
de M. Cette induction est possible par ce qui suit. Supposons que S = U ∪ V est un recouvrement
ouvert tel que (112) est construit pour U, V et U ∩ V . La Proposition 11.1 entraîne facilement
l’annulation : homDAét(U∩V,Λ)(th(M),Λ(d)[2d − 1]) = 0. La suite exacte longue de Mayer-Vietoris
fournit alors une suite exacte
0 // homDAét(S ,Λ)(th(M),Λ(d)[2d]) // Λ
pi0(U)
⊕
Λpi0(V) // Λpi0(U∩V).
Ceci permet de déduire (112) pour S .
L’image de 1 ∈ Λpi0(S ) par l’identification (112) fournit un isomorphisme canonique th(M) '
Λ(d)[2d] dans DAét(S ,Λ). Le lecteur se convaincra facilement que cet isomorphisme est compa-
tible aux changements de base.
Corollaire 11.4 — Soient S un schéma régulier et Λ un anneau de coefficients. On suppose
que l’Hypothèse 7.3 est satisfaite et que Λ est plat sur Z. Alors, on a
homDAét(S ,Λ)(ΛS ,ΛS (1)[n]) =
{
O×(S ) ⊗Z Λ si n = 1,
0 si n ≤ 0.
Demonstration On ne restreint pas la généralité en supposant que S est connexe. Soient j : U ↪→
S l’inclusion d’un ouvert non vide. Montrons que le morphisme
homDAét(S ,Λ)(ΛS ,ΛS (1)[n]) // homDAét(U,Λ)(ΛU ,ΛU(1)[n]) (113)
est injectif si n ≤ 1. Pour cela, on considère l’immersion fermée i : Z ↪→ U avec Z = S − U. On
peut filtrer Z par des sous-schémas fermés ∅ = Z0 ⊂ Z1 ⊂ · · · ⊂ Zn = Z de sorte que Zi − Zi−1
est régulier pour tout 1 ≤ i ≤ n. Or, il est suffisant de montrer que le morphisme (113) est injectif
pour les immersions ouvertes S − Zi ↪→ S − Zi−1. Ceci nous ramène au cas où Z est régulier de
codimension c ≥ 1. D’après le Corollaire 7.5 (et la Remarque 11.2), on a un isomorphisme de
pureté i!ΛS ' ΛZ(−c)[−2c]. À l’aide du triangle distingué de localité (cf. [4, Prop. 1.4.9]), on
déduit une suite exacte
hom(ΛZ ,ΛZ(1 − c)[n − 2c]) // hom(ΛS ,ΛS (1)[n]) // hom(ΛS ,ΛS (1)[n])
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La Proposition 11.1 permet de conclure.
En passant à la limite suivant les ouverts non-vides U ⊂ S , on déduit de (113) un morphisme
injectif
homDAét(S ,Λ)(ΛS ,ΛS (1)[n]) // homDAét(K,Λ)(ΛK ,ΛK(1)[n]) (114)
avec K le corps des fonctions rationnelles sur S . Par ailleurs, si K par f désigne la clôture parfaite
de K, on a des équivalences de catégories (cf. les Théorèmes 3.9 et B.1)
DAét(K,Λ) ' DAét(K par f ,Λ) ' DMét(K par f ,Λ).
En utilisant le « cancellation theorem » de Voevodsky [51] et le calcul de la cohomologie motivique
en poids un [31, Th. 4.1 et Cor. 4.2] on déduit que
homDMét(K par f ,Λ)(Λ,Λ(1)[n]) =
{
K× ⊗Z Λ si n = 1,
0 si n ≤ 0.
(Ci-dessus, nous avons utiliser que l’exposant caractéristique de K est inversible dans Λ pour
déduire que K× ⊗Z Λ ' (K par f )× ⊗Z Λ.) À ce stade, le corollaire est démontré lorsque n ≤ 0.
Dans la suite, on supposera que n = 1. L’argument précédent montre que (113) est un isomor-
phisme lorsque Z ⊂ S est partout de codimension plus grande ou égale à 2. (En effet, la Proposition
11.1 entraîne que homDAét(Z,Λ)(ΛZ ,ΛZ(1 − c)[n − 2c + 1]) = 0 pour c ≥ 2 et n ≤ 1.)
Soit x ∈ S un point de codimension 1 et notons Z = {x}. Quitte à remplacer S par le complé-
mentaire d’un fermé de codimension plus grande ou égale à 2, on peut supposer que Z est lisse.
Par pureté (cf. le Corollaire 7.5) et le triangle de localité (cf. [4, Prop. 1.4.9]), on a une suite exacte
homDAét(S ,Λ)(ΛS ,ΛS (1)[1]) // homDAét(U,Λ)(ΛU ,ΛU(1)[1])
∂Z
// homDAét(Z,Λ)(ΛZ ,ΛZ)
Ceci montre que homDAét(S ,Λ)(ΛS ,ΛS (1)[1]) est contenu dans le noyau du morphisme
∂x : homDAét(K,Λ)(ΛK ,ΛK(1)[1]) // homDAét(κ(x),Λ)(Λ,Λ) ' Λ.
Modulo l’identification homDAét(K,Λ)(ΛK ,ΛK(1)[1]) ' K× ⊗Z Λ, ce morphisme est donnée par la
valuation normalisée νx associée à l’anneau de valuation OS ,x ⊂ K. Mais alors, on a une suite
exacte bien connue
0 // O×(S ) ⊗ Λ // K ⊗ Λ
∑
x νx
//
⊕
x∈S (1)
Λ
où S (1) désigne l’ensemble des points de codimension 1 dans S . On en déduit une inclusion
homDAét(S ,Λ)(ΛS ,ΛS (1)[1]) ↪→ O×(S ) ⊗Z Λ.
Par ailleurs, il existe un homomorphisme naturel O×(S ) ⊗Z Λ // homDAét(S ,Λ)(ΛS ,ΛS (1)[1]). Il
provient du fait que dans DMeff(S ,Λ) on a un isomorphisme Λtr(GmS , 1) ' O× ⊗Z Λ. Ceci permet
de conclure. 
On commence maintenant la construction du système de spécialisation logarithmique. Soit S un
schéma de base régulier. (Plus tard, S sera le spectre d’un anneau de valuation discrète, hensélien
et excellent.) On dispose d’un morphisme dans DAét(GmS ,Λ)
eK : ΛGmS (−1)[−1] // ΛGmS
définie comme dans [5, Déf. 3.6.22]. Lorsque Λ est plat sur Z, ce morphisme correspond à l’in-
determinée pi ∈ O×(GmS ) ' homDAét(GmS ,Λ)(Λ(−1)[−1],Λ) telle que A1S = S [pi]. On forme un
triangle distingué
ΛGmS
// KS // ΛGmS (−1)
−eK[1]
// ΛGmS [1]. (115)
(À une rotation près, c’est le triangle distingué de [5, Lem. 3.6.28].) Le motif KS est appelé
l’extension de Kummer. Lorsqu’il n’y a pas de confusion possible, on le noteraK au lieu deKS .
Lemme 11.5 — On suppose que Λ est une Q-algèbre. Le triangle distingué (115) satisfait aux
conditions de [5, Hyp. 3.6.1].
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Demonstration Les objets ΛGmS et ΛGmS (−1) sont clairement inversibles. Aussi, la permutation
des facteurs agit par l’identité sur ΛGmS ⊗ ΛGmS (c’est clair !) et ΛGmS (−1) ⊗ ΛGmS (−1) (d’après
la Proposition 2.10). Il vient Alt2(ΛGmS ) et Alt
2(ΛGmS (−1)) sont nuls.
Les groupes homDAét(GmS ,Λ)(Λ,Λ(−n)[k]) sont nuls pour n ≥ 1 et k ∈ {−1, 0} comme le montre la
Proposition 11.1, (b). De même, le groupe homDAét(GmS ,Λ)(Λ(−1),Λ) est nul d’après le Corollaire
11.4. Enfin, l’annulateur de eK dans Λ = endDAét(GmS ,Λ)(Λ) est nul comme le montre la preuve de
[5, Lem. 3.6.27]. 
Lorsque Λ est une Q-algèbre, nous disposons donc des résultats et constructions de [5, §3.6.1]
pour le triangle distingué (115). En particulier, ce triangle est unique à un unique isomorphisme
près d’après [5, Lem. 3.6.3].
Definition 11.6 — On suppose que Λ est une Q-algèbre. Le logarithme L og∨ = Sym∞(K )
est la colimite homotopique de la N-suite (L og∨n )n∈N dans DAét(GmS ,Λ) donnée par L og∨n =
Symn(K ) (cf. [5, Déf. 3.6.29]). D’après [5, Cor. 3.6.19], cet objet est bien défini à un unique
isomorphisme près. De plus, il est naturellement muni d’une structure d’algèbre associative, com-
mutative et unitaire.
D’une importance capitale pour la suite est le triangle distingué (cf. [5, Cor. 3.6.21]) :
Λ(0) // L og∨ N // L og∨(−1) // Λ(0)[1]. (116)
Malheureusement, une erreur de « calcul » s’est incrustée lors de sa construction dans [5, §3.6].
Nous devons la corriger pour le bon fonctionnement de la preuve du théorème principal de cette
section (à savoir le Théorème 11.17). L’origine de cette erreur se trouve tout au début de l’Étape 4
de la preuve de [5, Th. 3.6.10]. Nous y affirmons à tort que le carré évident
ν⊗r ⊗ Symn+mE

// ν⊗r ⊗ SymnE ⊗ λ⊗m

Symr+n+mE // Symr+nE ⊗ λ⊗m
(117)
est commutatif. En fait, on a plutôt la propriété suivante.
Lemme 11.7 — On reprend les hypothèses et les notations de [5, §3.6.1], et notamment celles de
[5, Th. 3.6.10]. Alors, le carré (117) commute au facteur {nn+m/{r+nr+n+m près. Plus précisément, si
on multiplie dans (117) la flèche horizontale supérieure par{nn+m et la flèche horizontale inférieure
par {r+nr+n+m, on obtient un carré commutatif.
Demonstration Il s’agit de comparer les deux flèches entre ν⊗r ⊗ Symn+mE et Symr+nE ⊗ λ⊗m
obtenues en prenant les deux compositions possibles dans (117). Il suffira de les comparer après
composition à droite et à gauche par
ν⊗r ⊗ E ⊗n+m // // ν⊗r ⊗ Symn+mE et Symr+nE ⊗ λ⊗m ↪→ E ⊗r+n ⊗ λ⊗m.
Les deux flèches à comparer sont alors données comme suit. Celle obtenue en composant dans
(117) la flèche horizontale supérieure avec la flèche verticale de droite est donnée par :
 1(r + n)! ∑
σ′∈Σr+n
σ′
 ⊗ id
 ◦ (a⊗r ⊗ id) ◦ (id ⊗ b⊗m) ◦
id ⊗
 1(n + m)! ∑
σ′′∈Σn+m
σ′′

 . (118)
Celle obtenue en composant dans (117) la flèche verticale de gauche avec la flèche horizontale
inférieure est donnée par :
(id ⊗ b⊗m) ◦
 1(r + n + m)! ∑
σ∈Σr+n+m−1
σ
 ◦ (a⊗r ⊗ id). (119)
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Il est clair que (118) est aussi égale à :
(id ⊗ b⊗m) ◦

 1(r + n)! ∑
σ′∈Σr+n
σ′
 ⊗ id
 ◦
id ⊗
 1(n + m)! ∑
σ′′∈Σn+m
σ′′

 ◦ (a⊗r ⊗ id).
D’autre part, (id ⊗ b⊗m) ◦ σ ◦ (a⊗r ⊗ id) = 0 si σ([[1, r]]) 1 [[1, r + n]]. On peut donc réécrire (119)
de la manière suivante :
(id ⊗ b⊗m) ◦
 1(r + n + m)! ∑
σ∈Σr+n+m−1, σ([[1,r]]⊂[[1,r+n]]
σ
 ◦ (a⊗r ⊗ id).
Or, l’application Σr+n ×Σn+m // Σr+n+m, donnée par (σ′, σ′′) (σ′ × idm) ◦ (idr ×σ′′), induit
une surjection de Σr+n × Σn+m sur l’ensemble des σ ∈ Σr+n+m tels que σ([[1, r]]) ⊂ [[1, r + n]]. Le
cardinal des fibres est constant et égal à n!. Il en découle que (118) multipliée par (r + n)!(n + m)!
vaut (119) multipliée par n!(r + n + m)!. Or, on a :
(r + n)!(n + m)!
n!(r + n + m)!
= {nn+m/{
r+n
r+n+m.
Le lemme est démontré. 
On peut maintenant corriger l’énoncé de [5, Th. 3.6.10]. L’erreur décrite ci-dessus n’affecte que
la partie 2 de cet énoncé. Toutefois, il sera plus pratique pour la suite de modifier également le
triangle distingué de la partie 1. On retient donc l’énoncé suivant.
Theoreme 11.8 — On reprend les hypothèses et les notations de [5, §3.6.1], et notamment celles
de [5, Th. 3.6.10].
(a) Pour (m, n) ∈ (N − {0})2, il existe un unique triangle distingué :
ν⊗n ⊗ Symm−1E an,m−1 // Symn+m−1E {
n−1
n+m−1·bn−1,m
// Symn−1E ⊗ λm //
(Ci-dessus an,m−1 et bn,m−1 sont les morphismes évidents induits par a : ν // E et b :
E // λ.)
(b) Pour (m, n, r) ∈ (N − {0})2 × N, on a un morphisme de triangles distingués :
ν⊗r ⊗ ν⊗n ⊗ Symm−1E an,m−1 // ν⊗r ⊗ Symn+m−1E {
n−1
n+m−1·bn−1,m
//
ar,n+m−1

ν⊗r ⊗ Symn−1E ⊗ λm //
ar,n−1

ν⊗r+n ⊗ Symm−1E ar+n,m−1 // Symr+n+m−1E {
r+n−1
r+n+m−1·br+n−1,m
// Symr+n−1E ⊗ λm // .
Demonstration D’après [5, Th. 3.6.10], il existe un triangle distingué comme dans (a) au facteur
{n−1n+m−1 près. Comme T est supposée Q-linéaire, ceci démontre la partie (a). Pour la partie (b), il
faut reprendre l’Étape 4 de la preuve de [5, Th. 3.6.10] en partant d’un carré commutatif comme
celui fourni par le Lemme 11.7. 
Retournons à la situation qui nous intéresse et supposons que Λ est une Q-algèbre. D’après le
Théorème 11.8, on a des morphismes de triangles distingués dans DAét(GmS ,Λ) :
Λ // L og∨n
n·b
//
a

L og∨n−1(−1) //
a

Λ // L og∨n+1
(n+1)·b
// L og∨n (−1) //
avec a et b les morphismes déduits de Λ(0) // K etK // Λ(−1). Le triangle distingué (116)
est obtenu en passant à la colimite homotopique suivant n ∈ N. Même si la construction du tri-
angle (116) dans [5, §3.6] est erronée, la preuve de [5, Cor. 3.6.21] est correcte lorsqu’on utilise les
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triangles distingués du Théorème 11.8. Le triangle (116) est donc bien défini à un unique isomor-
phisme près et en particulier le morphisme N : L og∨ // L og∨(−1) est uniquement déterminé.
(Voir aussi le Lemme 11.9 ci-dessous.)
Plus généralement, le Théorème 11.8 fournit des morphismes de triangles distingués
L og∨m−1
// L og∨m+n−1
{n−1n+m−1·bm
//

L og∨n−1(−m) //

L og∨m−1
// L og∨m+n
{nn+m·bm
// L og∨n (−m) //
En passant à la colimite, on obtient les triangles distingués
L og∨m−1 // L og
∨ Nm // L og∨(−m) // L og∨m−1[1]. (120)
On a également le résultat suivant.
Lemme 11.9 — Les triangles distingués (120) sont bien définis à un unique isomorphisme près.
En particulier, les morphismes Nm sont uniquement déterminés.
Demonstration On montre d’abord que la colimite homotopique des morphismes {nn+m · bm :
L og∨m+n // L og∨n (−m) est uniquement définie. En effet, soit N′m : L og∨ // L og∨(−m) une
autre colimite. Alors,  = N′m − Nn est une flèche fantôme entreL og∨ etL og∨(−m) au sens que
la composition de
L og∨r // L og∨

// L og∨(−m)
est nulle pour tout r ∈ N. D’après [5, Prop. 3.6.18], (9) la flèche  est nécessairement nulle puisque
L og∨(−m) est un module unitaire sur l’algèbreL og∨.
Il reste à voir que la flèche connectante L og∨(−m) // L og∨m−1[1] est unique. Pour cela, on
raisonne comme dans la preuve de [5, Cor. 3.6.21]. On voit alors qu’il est suffisant de montrer
que homDAét(GmS ,Λ)(L og
∨
m−1,L og
∨(−m)[r]) = 0 pour tout r ∈ Z. Étant donné que L og∨m−1 est
dans la sous-catégorie triangulée engendrée par les motifs de Tate ΛGmS (−i) pour 0 ≤ i ≤ m − 1,
on se ramène à montrer que homDAét(GmS ,Λ)(Λ,L og
∨(i − m)[r]) = 0 pour i < m. Ceci est une
conséquence de la Proposition 11.1, (b). 
Lemme 11.10 — On a la relation m! · Nm = N◦m.
Demonstration En effet, il est clair que N◦m est donné par la colimite homotopique de la compo-
sition de
L og∨m+n
(m+n)b
// L og∨m−n−1(−1)
(m+n−1)b
// · · · (n+1)b // L og∨n (−m).
Le résultat découle maintenant de la formule (m + n) · · · (1 + n) = m!{nn+m et de l’unicité des
colimites homotopiques en question. 
Lemme 11.11 — On suppose que Λ est une Q-algèbre. On note q : GmS // S la projection
canonique. On a des triangles distingués canoniques dans DAét(S ,Λ) :
ΛS (−n − 1)[−2] 0 // ΛS (0) // q∗L og∨n // ΛS (−n − 1)[−1].
De plus, les diagrammes suivants commutent :
ΛS (−n − 1)[−2] 0 //
0

ΛS (0) // q∗L og∨n //

ΛS (−n − 1)[1]
0

ΛS (−n − 2)[−2] 0 // ΛS (0) // q∗L og∨n+1 // ΛS (−n − 2)[1].
Demonstration C’est la même preuve que [5, Lem. 3.6.30]. 
9. La preuve de [5, Prop. 3.6.18] contient une erreur de frappe à la quatrième ligne qui risque de compromettre sa
compréhensibilité : il faut remplacer (SymnE ) ⊗ C // (SymnE ) ⊗ C par (SymnE ) ⊗ C // (Symn+1E ) ⊗ C .
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Corollaire 11.12 — Gardons les hypothèses et les notations du Lemme 11.11. La composition
de Λ(0) // q∗Λ(0) // q∗L og∨ est un isomorphisme.
On suppose que Λ est une Q-algèbre. Soit f : X // A1S un morphisme de S -schémas quasi-
projectifs. On définit un foncteur log f : DAét(Xη,Λ) // DAét(Xσ,Λ) par
log f (A) = χ f (A ⊗ f ∗ηL og∨) = i∗ j∗(A ⊗ f ∗ηL og∨). (121)
Ceci définit un système de spécialisation de base (A1S , j, i). En utilisant le triangle distingué (116),
on obtient un triangle distingué, dit de monodromie :
log f (A)(−1)[−1] // χ f (A) // log f (A) N // log f (A)(−1). (122)
La transformation naturelle N : log f // log f (−1) est appelée l’opérateur de monodromie.
Theoreme 11.13 — Soient S un schéma de base de dimension de Krull finie et Λ une Q-algèbre.
On se donne un morphisme de S -schémas quasi-projectifs f : X // A1S avec X régulier. On
suppose que (Xσ)red est régulier. Alors, la composition de
ΛXσ
// χ f ΛXη
// log f ΛXη (123)
est un isomorphisme dans DAét(Xσ,Λ).
Demonstration La preuve est identique à celle du Théorème 10.2. On peut supposer que S est
régulier. Soit t : X // W une immersion fermée dans un A1S -schéma lisse g : W // A
1
S . Le
morphisme de changement de base g∗σlogid // loggg∗η est inversible puisque g est lisse. D’après
le Corollaire 11.12, le théorème est donc vrai pour W. Il suffit alors de montrer que le morphisme
naturel t∗σloggΛWη // log f t∗ηΛWη est inversible. Il est donné par t∗σχgg∗ηL og∨ // χ f f ∗ηL og∨.
Or, L og∨ ∈ DAét(GmS ,Λ) est dans la plus petite sous-catégorie triangulée stable par sommes
infinies et contenant les motifs de Tate ΛGmS (−n), pour n ∈ N. Il suffit donc de montrer que
t∗ j∗Λ // j∗t∗ηΛ est inversible. Ceci découle de la Proposition 10.3. 
À partir de maintenant, on suppose que S = Spec(R) avec R un anneau de valuation discrète,
hensélien et excellent. On fixe une uniformisante pi ∈ R. Ceci permet de restreindre le système de
spécialisation log à la base (S , η, σ).
Theoreme 11.14 — On suppose que Λ est une Q-algèbre. Il existe un isomorphisme canonique
de systèmes spécialisation log ∼ // Υ au-dessus de (S , η, σ).
Demonstration Il s’agit de calquer la preuve de [5, Th. 3.6.44]. Appelons U = (p∆)]θA∗ Λ ∈
DAét(GmS ,Λ). (cf. (89).) La première condition de [5, Hyp. 3.6.40] est clairement satisfaite. La
preuve de [5, Lem. 3.6.41] fournit alors un isomorphisme naturel Υ f ' χ f (− ⊗ f ∗ηU ) pour tout
morphisme de S -schémas quasi-projectifs f : X // A1S . D’autre part, on dispose d’un morphisme
canonique `1 : K // U . Il est construit comme dans [5, pp. 134 à 136]. Étant donné que U est
une algèbre associative et unitaire, on peut appliquer [5, Cor. 3.6.19] pour déduire un morphisme
` : L og∨ // U . Ceci fournit un morphisme de systèmes de spécialisation log // Υ. Pour mon-
trer que c’est un isomorphisme au-dessus de (S , η, σ), on applique [5, Th. 3.3.47] et les Théorèmes
10.2 et 11.13. 
Remarque 11.15 — La preuve du Théorème 11.14 que nous venons de présenter n’est pas la
meilleure. Elle est non élémentaire puisqu’elle repose sur des techniques de résolution des singu-
larités. On peut obtenir une preuve plus élémentaire du Théorème 11.14 en montrant directement
que le morphisme L og∨ // U est inversible. C’est ce que fait Levine dans [30]. Nous nous
sommes retenus d’utiliser la méthode de Levine pour ne pas allonger encore plus la discussion.
Theoreme 11.16 — On suppose que Λ est une Q-algèbre. Soient f : X // S un S -schéma
quasi-projectif et A ∈ DAét(Xη,Λ). Il existe alors un triangle distingué, dit de monodromie,
Υ f (A)(−1)[−1] // χ f (A) // Υ f (A) N // Υ f (A)(−1).
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Il est compatible à la dualité au sens de [5, Th. 3.6.46]. De plus, si A est constructible, alors
l’opérateur N : Υ f (A) // Υ f (A)(−1) est nilpotent.
Demonstration Le triangle de monodromie est obtenu à partir (122) via l’isomorphisme log '
Υ. La nilpotence de l’opérateur de monodromie est une conséquence de [5, Lem. 3.6.48] et du
Théorème 10.9, (ii). La compatibilité avec la dualité se vérifie au niveau de log comme dans
la preuve de [5, Th. 3.6.39]. Vue l’erreur dans [5, Th. 3.6.10] corrigée ci-dessus, il est en fait
nécessaire d’apporter quelques changements dans l’Étape 1 de la preuve de [5, Th. 3.6.39]. En
effet, avec la bonne définition de N : L og∨ // L og∨(−1), le second diagramme de la page 131
de [5] ne commute pas. On doit donc raisonner de la manière suivante. On fixe (m, n) ∈ (N − {0})2
et on remplace le premier diagramme de la page 131 de [5] par :
χid(L og∨m−1 ⊗ Alt2K ⊗L og∨n−1) // χid(L og∨m ⊗L ogn)
(m·b)⊗id
//
id⊗(n·b)

χid(L ogm−1(−1) ⊗L og∨n )

χid(L og∨m ⊗L og∨n−1(−1)) // χid(L og∨(−1)) ' Λ(−1).
Par un passage à la limite suivant (m, n) ∈ (N − {0})2, on voit qu’il est suffisant de montrer que les
deux compositions possibles du diagramme ci-dessus sont égales à un facteur (−1) près. On peut
bien entendu se limiter au cas n = m ce qui nous permet d’éliminer les facteurs m et n multipliant
les morphismes évidents id ⊗ b et b ⊗ id dans le diagramme ci-dessus. Ensuite, on utilise [5,
Lem. 3.6.13] pour obtenir le diagramme commutatif :
L og∨n−1 ⊗ Alt2K ⊗L og∨n−1
l
∼ //

L og∨n−1 ⊗ Λ(−1) ⊗L og∨n−1
a⊗id

L og∨n ⊗L og∨n id⊗b // L og∨n ⊗L og∨n−1(−1) // L og∨(−1).
Le reste de l’Étape 1 de la preuve de [5, Th. 3.6.39] est valable avec les modifications évidentes
qui consistent à remplacer certains «L og∨ » par «L og∨n » ou «L og∨n−1 ». 
Jusqu’à la fin de la section, nous supposerons que R contient les n-ièmes racines de l’unité pour
n premier à p. Ceci entraîne que K˜ = K[pi1/n | n ∈ N′×] est une extension galoisienne de K et son
groupe de Galois s’identifie à Ẑ′(1) via le caractère cyclotomique qui envoie σ ∈ Gal(K˜/K) sur
(σ(pi1/n)/pi1/n)n∈N′× . L’anneau Λ sera fixé et nous supposerons que l’Hypothèse 7.3 est satisfaite.
Enfin, on se donne un idéal J ⊂ Λ tel que Λ/J est de torsion (en tant que Z-module).
Soient f : X // S un S -schéma quasi-projectif et A un objet de Dˆétct(Xη,ΛJ ⊗ Q). Alors, le
groupe Ẑ′(1) agit naturellement sur Ψ modf (A) = i˜
∗ j˜∗(A|Xη˜) de la manière suivante. Fixons ξ ∈ Ẑ′(1)
et notons Spec(ξ) les automorphismes de η˜ et S˜ déduit de ξ. Par changement de base, on obtient
un diagramme commutatif aux carrés cartésiens
Xη˜
Spec(ξ)

j˜
// X˜
Spec(ξ)

Xσ
i˜
oo
Xη˜
j˜
// X˜ Xσ.
i˜
oo
L’action de ξ sur Ψ modf (A) est alors définie par la composition de
i˜∗ j˜∗A|Xη˜ ' id∗˜i∗ j˜∗A|Xη˜ ∼ // i˜∗Spec(ξ)∗ j˜∗A|Xη˜ ∼ // i˜∗ j˜∗Spec(ξ)∗A|Xη˜ ' i˜∗ j˜∗A|Xη˜ . (124)
C’est l’action par monodromie sur Ψ modf (A). Le résultat principal de cette section s’énonce alors
comme suit.
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Theoreme 11.17 — Soient M ∈ DAét(S ,Λ ⊗ Q) un motif constructible et ξ ∈ Zˆ′(1). Alors, le
diagramme suivant est commutatif :
RétΥ f (M) //
exp(ξ·N)

RétΨ modf (M)
∼
// Ψ modf (R
étM)
ξ

RétΥ f (M) // RétΨ modf (M)
∼
// Ψ modf (R
étM).
(Bien entendu, exp(ξ · N) = ∑∞n=0 n!−1(ξ · N)◦n avec N : Υ f (M) // Υ f (M)(−1) l’opérateur de
monodromie motivique.)
Dans ce qui suit, l’image inverse du motifK ∈ DAét(GmS ,Λ) suivant pi : η // GmS sera notée
abusivement K . On fera de même pour les motifs L og∨n et L og∨. Ils seront donc considérés
comme objets de DAét(η,Λ ⊗ Q). D’ailleurs, les anneaux Λ ⊗ Q et ΛJ ⊗ Q seront désignés par Π
et ΠJ respectivement.
On commence par quelques résultats préliminaires.
Lemme 11.18 — On fixe n ∈ N unionsq {∞} et on convient que L og∨∞ = L og∨. On a les propriétés
suivantes.
(a) Il existe un isomorphisme canonique ΥS (L og∨n ) '
⊕n
i=0 Πσ(−i) et le morphisme évident
ΥS (L og∨n ) // Ψ modS (L og
∨
n ) est inversible.
(b) Pour tout S -schéma quasi-projectif f : X // S , les transformations naturelles suivantes
sont inversibles :
– Υ f (−)  ΥS (L og∨n ) // Υ f (− ⊗ f ∗ηL og∨n ), et
– Ψ modf (−)  Ψ modS (L og∨n ) // Ψ modf (− ⊗ f ∗ηL og∨n ).
(c) Pour tout S -schéma quasi-projectif f : X // S , on a des isomorphismes canoniques :
– Υ f (− ⊗ f ∗ηL og∨n ) '
⊕n
i=0 Υ f (−)(−i), et
– Ψ modf (− ⊗ f ∗ηL og∨n ) '
⊕n
i=0 Ψ
mod
f (−)(−i).
Demonstration La partie (c) s’obtient par conjonction de (a) et (b). On démontre d’abord la partie
(b). PuisqueL og∨n appartient à la plus petite sous-catégorie triangulée stable par sommes infinies
et contenant les motifs de Tate Πη(−i) pour i ∈ N, il suffit de montrer que les transformations
naturelles
Υ f (−)  ΥS (Π) // Υ f (−) et Ψ modf (−)  Ψ modS (Π) // Ψ modf (−)
sont inversibles. Or ΥS (Π) ' Π et Ψ modS (Π) ' Π d’après les Théorèmes 10.2 et 10.7. Ceci per-
met de conclure pour (b). Un argument similaire montre que ΥS (L og∨n ) // Ψ modS (L og
∨
n ) est
inversible.
Il reste à calculer ΥS (L og∨n ). Pour cela, on considère le morphisme(
m
b ⊗ id
)
: K ⊗L og∨ // L og∨
⊕
L og∨(−1) (125)
où m est induit par le morphisme canoniqueK // L og∨ et la multiplication deL og∨. D’après
[5, Cor. 3.6.8], le morphisme (125) est inversible. Il s’ensuit que ΥS (K ) ' ΥS (Π)
⊕
ΥS (Π(−1)) '
Π
⊕
Π(−1). Or, la partie (b) appliquée à K et une récurrence entraînent que ΥS (SymnK ) '
SymnΥS (K ). Ceci permet de conclure. 
Lemme 11.19 — Soient f : X // S un S -schéma quasi-projectif et M ∈ DAét(Xη,Π) un motif
constructible. Pour m ≥ 1 suffisamment grand, le triangle distingué
χ f (M ⊗ f ∗ηL og∨m−1) // Υ f (M)
Nm
// Υ f (M)(−m) // ,
déduit de (120), est canoniquement scindé. Autrement dit, il existe un isomorphisme canonique
χ f (M ⊗ f ∗ηL og∨m−1) ' Υ f (M)
⊕
Υ f (M)(−m)[−1].
LA RÉALISATION ÉTALE ET LES OPÉRATIONS DE GROTHENDIECK 89
Demonstration D’après le Théorème 10.9, (ii) et [5, Lem. 3.6.48], on a
homDAét(Xσ,Λ)(Υ f (M),Υ f (M)(−m)[r]) = 0 ∀ r ∈ Z
lorsque m est suffisamment grand. En particulier, Nm : Υ f (M) // Υ f (M)(−m) est nul et le triangle
de l’énoncé est scindé. La canonicité de la section Υ f (M) // χ f (M ⊗ f ∗ηL og∨m−1) provient aussi
du fait que tout morphisme Υ f (M) // Υ f (M)(−m)[−1] est nul. 
Proposition 11.20 — Soient f : X // S un S -schéma quasi-projectif et M ∈ DAét(Xη,Π) un
motif constructible. Soit m ≥ 1 suffisamment grand de sorte que la conclusion du Lemme 11.19
est assurée. Alors, la composition de
Υ f (M) // χ f (M ⊗ f ∗ηL og∨m−1) // Υ f (M ⊗ f ∗ηL og∨m−1) '
m−1⊕
i=0
Υ f (M)(−i) // Υ f (M)(−r)
est égale à Nr pour tout 0 ≤ r ≤ m − 1. (Ci-dessus, la première flèche est donnée par le scindage
canonique du Lemme 11.19 et l’avant dernière flèche, celle qui est inversible, est fournie par le
Lemme 11.18, (c).)
Demonstration Pour démontrer la proposition, on peut faire tendre m vers l’infini. Autrement dit,
il est suffisant de calculer la composition de
Υ f (M) ' χ f (M ⊗ f ∗ηL og∨) // Υ f (M ⊗ f ∗ηL og∨) '
∞⊕
i=0
Υ f (M)(−i) // Υ f (M)(−r). (126)
Nous allons d’abord construire un morphisme d’algèbresL og∨ ⊗L og∨ // ⊕∞i=0L og∨(−i)
qui induit l’isomorphisme ΥS (L og∨) '
⊕∞
i=0 Π(−i) du Lemme 11.18. Pour cela, on part du
morphisme (
can
can ◦ b
)
: K // L og∨
⊕
L og∨(−1) (127)
(où « can » désigne un morphisme canonique). D’après [5, Cor. 3.6.19], ce morphisme se prolonge
d’une manière unique en un morphisme d’algèbres commutatives et unitaires
ϑ : L og∨ //
∞⊕
i=0
L og∨(−i). (128)
En utilisant l’inclusion évidente ι : L og∨ ↪→ ⊕∞i=0L og∨(−i), on déduit alors un morphisme
d’algèbres
ϑ · ι : L og∨ ⊗L og∨ //
∞⊕
i=0
L og∨(−i). (129)
On peut montrer que ce morphisme est inversible, mais nous n’aurons pas besoin de cela. Remar-
quons plutôt que le carré
K ⊗L og∨ (125) //

L og∨
⊕
L og∨(−1)
 _

L og∨ ⊗L og∨ ϑ·ι //⊕∞i=0L og∨(−i)
est commutatif. En appliquant χS , on déduit alors un carré commutatif
ΥS (K )
∼
//

Π
⊕
Π(−1)

ΥS (L og∨)
ϑ·ι
//
⊕∞
i=0 Π(−i).
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Il en découle que ϑ · ι : ΥS (L og∨) //
⊕∞
i=0 Π(−i) coïncide avec l’isomorphisme du Lemme
11.18, (a) (avec n = ∞). En effet, les deux sont des morphismes d’algèbres qui coïncident sur
ΥS (K ).
Vue la construction des isomorphismes du Lemme 11.18, (c), on déduit de ce qui précède que la
composition de (126) est égale au morphisme obtenu en appliquant χ f (M⊗ f ∗η (−)) à la composition
de
L og∨ id⊗u // L og∨ ⊗L og∨ ϑ·ι //
∞⊕
i=0
L og∨(−i) // L og∨(−r). (130)
(Ci-dessus, on a noté u l’unité de l’algèbreL og∨.) Or, la composition de (130) est égale à celle de
L og∨ ϑ //
∞⊕
i=0
L og∨(−i) // L og∨(−r). (131)
Pour terminer, il reste donc à montrer que la composition de (131) est égale à Nr. Ceci fait l’objet
du Lemme 11.21 ci-dessous. 
Lemme 11.21 — La composition de (131) est égale à Nr.
Demonstration Rappelons que ϑ : L og∨ //
⊕∞
i=0L og
∨(−i) est l’unique morphisme d’al-
gèbres dont la restriction àK est donnée par (127). Nous allons calculer la composition de
K ⊗n+r // // L og∨n+r // L og∨
ϑ
//
∞⊕
i=0
L og∨(−i) // L og∨(−r). (132)
D’après la construction de ϑ, la composition de (132) est égale à celle de
K ⊗n+r //
⊕
I⊂[[1,n+r]], card(I)=n
n⊗
i=1
L og∨(−δi,I) // L og∨(−r) (133)
avec δi,I = 0 si i < I et δi,I = 1 si i ∈ I. La I-ième composante de la première flèche ci-dessus
est le produit tensoriel des flèches K // L og∨(−δi,I) égales à can si i < I et à can ◦ b si i ∈ I
(cf. (127)). Puisque l’algèbre
⊕∞
i=0L og
∨(−i) est commutative, les compositions de
K ⊗n+r //
n⊗
i=1
L og∨(−δi,I) // L og∨(−r)
sont indépendantes de I et elles sont données par le morphisme évident, à savoir la composition de
K ⊗n+r // // L og∨n+r
br
// L og∨n (−r) // L og∨(−r).
Ainsi, la composition de (132) est égale à celle de
K ⊗n+r // // L og∨n+r
{nn+r ·br
// L og∨n (−r) // L og∨(−r). (134)
Le résultat recherché découle maintenant de la construction des morphismes Nr. 
Les deux lemmes qui suivent décrivent l’action par monodromie sur les cycles proches modérés
dans des cas simples.
Lemme 11.22 — Il existe un isomorphisme Ψ modS (R
ét(K )) ' ΛJ ⊕ ΛJ(−1) modulo lequel
ξ ∈ Ẑ′(1) agit par la matrice (
1 ξ−1
0 1
)
.
Demonstration Il suffit de prouver le résultat analogue pour les coefficients finis. Ainsi, nous
travaillerons dans Dét(−,Z/`n) avec n ∈ N et ` un nombre premier différent de p. La réalisation
étale de l’extension de Kummer est un faisceau de Z/`n-modules sur Et/η qui s’inscrit dans une
suite exacte courte
0 // Z/`n // RétK // Z/`n(−1) // 0. (135)
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L’extension ci-dessus est determinée par l’image de (−eK[1]) ∈ homDAét(η,Z(`))(Z(`)(−1),Z(`)[1])
dans le groupe ext1(Z/`n(−1),Z/`n). Or, on a un diagramme commutatif
homDAét(η,Z(`))(Z(`)(−1),Z(`)[1]) oo
∼
//

homDAét(η,Z(`))(Z(`),Z(`)(1)[1])
oo
∼
//

K× ⊗Z Z(`)

ext1(Z/`n(−1),Z/`n) oo ∼ // ext1(Z/`n,Z/`n(1)) oo ∼ // K×/`n
et (−eK[1]) correspond à pi−1 ⊗ 1 ∈ K× ⊗Z Z(`) par les identifications de la ligne horizontale
supérieure. (Rappelons que pi ∈ K× est l’uniformisante.) Il s’ensuit que (135) est isomorphe à
l’extension
0 // µ`n(−1) // F(−1) // Z/`n(−1) // 0,
avec F le faisceau étale associé au préfaisceau qui envoie le spectre d’une K-algèbre étale L sur le
groupe {
a ∈ L× | a`n ∈ piZ
}
/piZ.
(Ci-dessus, on a noté piZ le sous-groupe {pir | r ∈ Z} ⊂ L×.) Par construction, on a un isomorphisme
canonique F(˜η) ' µ`n (˜η)
⊕
Z/`n · pi−1/`n et l’action de ξ ∈ Ẑ′(1) est donnée par la matrice de
l’énoncé. On en déduit aussitôt un isomorphisme Ψ modS (F) ' Z/`n(1) ⊕ Z/`n et il est facile de
voir que la composition de (124) est encore donnée par la matrice de l’énoncé. Ceci démontre le
lemme. 
Corollaire 11.23 — Pour n ∈ N, le Lemme 11.18, (a) et l’isomorphisme de commutation
Ψ modS R
ét(L og∨n ) ' Rét Ψ modS (L og∨n ) fournissent un isomorphisme canonique :
Ψ modS (R
étL og∨n ) '
n⊕
i=0
ΠJ(−i). (136)
Modulo cet isomorphisme, ξ ∈ Zˆ′(1) agit par la matrice triangulaire supérieure
Ln(ξ) =

1 ξ−1 ξ−2 ξ−3 · · · ξ−n
0 1 2 · ξ−1 3 · ξ−2 · · · n · ξ−n+1
0 1 3 · ξ−1 · · · n(n−1)2 · ξ−n+2
. . . 1
...
. . . n · ξ−1
1

où la (i, j)-ième entrée, avec 0 ≤ j ≤ i ≤ n, est donnée par { ji · ξ−i+ j.
Demonstration Lorsque n = 0, il n’y a rien à montrer. Lorsque n = 1, le résultat découle du
Lemme 11.22. Toutefois, nous devons faire attention au problème suivant. Nous avons deux iso-
morphismes Ψ modS R
ét(K ) ' ΠJ
⊕
ΠJ(−1), le premier est déduit du Lemme 11.18, (a) et le
second est celui construit dans la preuve du Lemme 11.22 par passage à la limite et extension des
scalaires à ΛJ . Or, il n’est pas clair que ces deux isomorphismes sont les mêmes. Voici comment on
peut s’en sortir. En composant l’inverse du premier isomorphisme avec le second isomorphisme,
on obtient un automorphisme θ de ΠJ
⊕
ΠJ(−1) et il suffira de montrer que θ commute à la ma-
trice du Lemme 11.22. Or, il est facile de voir qu’on a un diagramme commutatif
ΠJ
//
((
ΠJ
⊕
ΠJ(−1)
θ
 ""
ΠJ
⊕
ΠJ(−1) // ΠJ(−1)
où les flèches horizontales et obliques sont des inclusions et des projections évidentes. Ainsi, θ
est donné par une matrice triangulaire supérieure avec des 1 sur la diagonale. En particulier, elle
commute avec la matrice du Lemme 11.22.
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Enfin, pour le cas général, on remarque que l’isomorphisme (136) est donné par la composition
des isomorphismes Ẑ′(1)-equivariants suivants :
Ψ modS R
ét(SymnK ) ' Symn Ψ modS Rét(K ) ' Symn(Π
⊕
Π(−1)).
Ceci permet de conclure. 
On peut maintenant donner la preuve du Théorème 11.17.
Demonstration Soit m ≥ 1 un entier suffisamment grand de sorte que la conclusion du Lemme
11.19 est vérifiée. Le morphisme canonique :
χ f R
ét(M ⊗ f ∗ηL og∨m−1) // Ψ modf Rét(M ⊗ f ∗ηL og∨m−1) (137)
est Ẑ′(1)-équivariant lorsqu’on fait agir Ẑ′(1) par l’identité sur la source et par monodromie sur le
but. Par ailleurs, on a un isomorphisme canonique de Ẑ′(1)-représentations :
Ψ modf R
ét(M ⊗ f ∗ηL og∨m−1) ' (Ψ modf Rét(M)) ⊗ΠJ (
⊕m−1
i=0 ΠJ(−i)). (138)
Il est construit comme dans la preuve du Lemme 11.18. D’autre part, on a des isomorphismes
canoniques (cf. le Lemme 11.19) :
RétΥ f (M) ⊕ RétΥ f (M)(−m)[−1] ' Rétχ f (M ⊗ f ∗ηL og∨m−1) ' χ f Rét(M ⊗ f ∗ηL og∨m−1). (139)
On en déduit alors un morphisme Ẑ′(1)-équivariant
RétΥ f (M) // (Ψ modf R
ét(M)) ⊗ΠJ (
⊕m−1
i=0 ΠJ(−i)). (140)
Le groupe Ẑ′(1) agit par l’identité sur RétΥ f (M), par monodromie sur Ψ modf R
ét(M) et via les
matrices Lm−1(−) du Corollaire 11.23 sur
⊕m−1
i=0 ΠJ(−i).
Pour 0 ≤ r ≤ m − 1, on note ϕr : RétΥ f (M) // Ψ modf Rét(M)(−r) la r-ième composante de
(140). D’après les constructions, ϕr est égale à la composition de
RétΥ f (M) // Rétχ f (M ⊗ f ∗L og∨m−1) // RétΥ f (M ⊗ f ∗L og∨m−1)
'
m−1⊕
i=0
RétΥ f (M)(−i) // RétΨ modf (M)(−r) ' Ψ modf Rét(M)(−r).
D’après la Proposition 11.20, cette composition est égale à
RétΥ f (M)
Nr
// RétΥ f (M)(−r) // RétΨ modf (M)(−r) ' Ψ modf Rét(M)(−r).
Ainsi, en notant can : RétΥ f (M) // Ψ modf R
ét(M) la composition de la seconde et troisième
flèches ci-dessus, on a la formule : ϕr = can ◦ Nr.
Fixons ξ ∈ Ẑ′(1) et notons T(ξ) l’automorphisme de Ψ modf Rét(M) égal à l’action par monodro-
mie de ξ. Puisque (140) est équivariant, les deux compositions suivantes sont égales :
RétΥ f (M) //
m−1⊕
i=0
Ψ modf R
ét(M)(−i) // Ψ modf Rét(M)
RétΥ f (M) //
m−1⊕
i=0
Ψ modf R
ét(M)(−i) T(ξ)⊗Lm−1(ξ)//
m−1⊕
i=0
Ψ modf R
ét(M)(−i) // Ψ modf Rét(M).
(Ci-dessus, les deux dernières flèches sont les projections sur les 0-ièmes facteurs.) Un calcul facile
donne alors la relation : can =
∑m−1
r=0 (T(ξ) ⊗ ξ−r) ◦ ϕr. Vu le calcul précédant, on a :
(T(ξ) ⊗ ξ−r) ◦ ϕr = (T(ξ) ⊗ ξ−r) ◦ can ◦ Nr
= T(ξ) ◦ can ◦ (ξ−r · Nr).
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On trouve alors la relation can = T(ξ) ◦ can ◦ ∑m−1i=0 ξ−r · Nr. En utilisant le Lemme 11.10 et en
multipliant à gauche par l’inverse de T(ξ), on obtient en fin de compte la relation T(ξ)−1 ◦ can =
can ◦ exp(ξ−1 ·N). Puisque exp(ξ−1 ·N) est l’inverse de exp(ξ ·N), le théorème est démontré. 
Annexe A
Changement de coefficients
Soit M une catégorie de modèles monoïdale, symétrique et unitaire (voir par exemple [5,
Déf. 4.1.57]), munie d’un ensemble d’objets E ⊂ M. On suppose que les conditions suivantes
sont satisfaites.
1. M est propre à gauche, présentable par cofibrations et stable.
2. Les équivalences faibles et les fibrations de M sont stables par coproduits et colimites fil-
trantes.
3. Les objets de E sont cofibrants, homotopiquement compacts et engendrent la catégorie trian-
gulée avec sommes infinies Ho(M). De plus, E est stable (à isomorphisme près dans Ho(E))
par les foncteurs de suspension et cosuspension.
Une telle catégorie M sera appelée une catégorie de coefficients. Il s’agit d’une notion plus restric-
tive que celle adoptée dans [4, Déf. 4.4.23] auquel nous renvoyons le lecteur pour la signification
des termes employés. Le choix de l’ensemble E importe peu ; on peut toujours supposer que E est
un système de représentants des classes d’isomorphismes dans Ho(M) des objets compacts.
On fixe un schéma S et le choix d’une topologie τ ∈ {Nis, ét} sur Sm/S . Étant donnée une
catégorie de coefficients M, on dispose de deux catégories de S -motifs à coefficients dans M. La
première, appelée la catégorie effective, est donnée par :
SHeff,τ
M
(S ) = HoA1−τ(PSh(Sm/S ,M)). (141)
C’est la catégorie homotopique, relativement à la structure (A1, τ)-locale [5, Déf. 4.5.12], de la
catégorie des préfaisceaux sur Sm/S à valeurs dans M. La seconde, qualifiée de stable, est donnée
par :
SHτM(S ) = HoA1−τ−st(Spt
Σ
T (PSh(Sm/S ,M))). (142)
C’est la catégorie homotopique, relativement à la structure (A1, τ)-locale stable [5, Déf. 4.5.21],
de la catégorie des T -spectres symétriques en préfaisceaux sur Sm/S à valeurs dansM. (Ici T = TS
est un remplacement projectivement cofibrant du préfaisceau quotient (P1S ⊗ 1)/(∞S ⊗ 1).)
LorsqueM = Compl(Λ), avec Λ un anneau commutatif, on retrouve les catégories DAeff,τ(S ,Λ)
et DAτ(S ,Λ) auxquelles nous nous sommes intéressés dans cet article. Lorsque τ = Nis, on omettra
la mention de la topologie et on notera simplement SHeffM (S ), SHM(S ), DA
eff(S ,Λ) et DA(S ,Λ)
ces catégories.
Dans cette appendice, on étudie la dépendance des catégories des S -motifs vis à vis de la ca-
tégorie des coefficients M. Ainsi, on se donne une deuxième catégorie de coefficients N et un
foncteur de Quillen à gauche a : M // N, monoïdal symétrique et unitaire. On note b son adjoint
à droite. Sauf mention explicite du contraire, on prendra pour remplacement projectivement cofi-
brant de (P1S ⊗ 1)/(∞S ⊗ 1) ∈ PSh(Sm/S ,N) le préfaisceau a(TS ) que l’on notera simplement TS
ou même T . On commence par un résultat général.
Lemme A.1 — Soit (S, top) un site et supposons qu’il admet suffisamment de points. Alors,
le foncteur a : PSh(S,M) // PSh(S,N) est de Quillen à gauche relativement aux structures
injectives (resp. projectives) top-locales (cf. [5, Déf. 4.4.33]).
Demonstration Il est clair que a : PSh(S,M) // PSh(S,N) est de Quillen à gauche relativement
aux structures injectives (resp. projectives) non localisées. Il suffit donc de prouver que ce foncteur
préserve les équivalences top-locales entre préfaisceaux injectivement cofibrants.
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Soit f : F // G une équivalence top-locale entre préfaisceaux injectivement cofibrants sur S
à valeurs dans M. On vérifie que le morphisme a( f ) est une équivalence top-locale en montrant
qu’il induit des équivalences faibles (dans N) sur les fibres (cf. la preuve de [5, Prop. 4.4.62]).
Soit x un point du site (S, top). On cherche à prouver que
colimU∈S, e∈x∗(U) a(F(U)) // colimU∈S, e∈x∗(U) a(G(U)) (143)
est une équivalence faible dans N. Or, les colimites filtrantes préservent les équivalences faibles
dans N. Il vient que les colimites ci-dessus, sont des colimites homotopiques. Par ailleurs, les co-
limites homotopiques commutent avec La. On peut donc réécrire le morphisme (143) dans Ho(N)
de la manière suivante :
La
(
colimU∈S, e∈x∗(U) F(U)
)
// La
(
colimU∈S, e∈x∗(U) G(U)
)
.
Ceci prouve le résultat recherché. 
Proposition A.2 —
(a) Le foncteur
a : PSh(Sm/S ,M) // PSh(Sm/S ,N) (144)
est de Quillen à gauche relativement aux structures projectives (A1, τ)-locales.
(b) Le foncteur
a : SptΣT (PSh(Sm/S ,M)) // Spt
Σ
T (PSh(Sm/S ,N)) (145)
est de Quillen à gauche relativement aux structures projectives (A1, τ)-locales stables.
Demonstration Pour voir que (144) est de Quillen à gauche, relativement aux structures (A1, τ)-
locales, on utilise le Lemme A.1, et le fait qu’il envoie la flèche A1U ⊗ A // U ⊗ A sur la flèche
A1U ⊗ a(A) // U ⊗ a(A) pour tout U ∈ Sm/S et A ∈ M. De même, pour montrer que (145) est
de Quillen à gauche, relativement aux structures (A1, τ)-locales stables, on utilise que ce dernier
envoie la flèche ωnF : Sus
n+1
T,Σ (TS ⊗ F) // SusnT,Σ(F) (cf. [5, page 239, (82)]) sur la flèche ωna(F) :
Susn+1T,Σ (TS ⊗ a(F)) // SusnT,Σ(a(F)) pour tout n ∈ N et F ∈ PSh(Sm/S ,M). 
D’après la Proposition A.2, on dispose donc de deux adjonctions
(La,Rb) : SHeff, τ
M
(S ) // SHeff, τ
N
(S ) et (La,Rb) : SHτM(S ) // SH
τ
N(S ). (146)
De plus, les foncteurs La sont monoïdaux, symétriques et unitaires. Notons aussi le fait suivant.
Lemme A.3 — Soit f : T // S un morphisme de schémas.
1. Alors, les carrés suivants
SHeff, τ
M
(S )
La
//
L f ∗

SHeff, τ
N
(S )
L f ∗

SHeff, τ
M
(T )
La
// SHeff, τ
N
(T )
SHτ
M
(S )
La
//
L f ∗

SHτ
N
(S )
L f ∗

SHτ
M
(T )
La
// SHτ
N
(T )
commutent à des isomorphismes (de foncteurs monoïdaux, symétriques et unitaires) cano-
niques près.
2. Supposons que f est lisse. Alors, les carrés suivants
SHeff, τ
M
(T )
La
//
L f]

SHeff, τ
N
(T )
L f]

SHeff, τ
M
(S )
La
// SHeff, τ
N
(S )
SHτ
M
(T )
La
//
L f]

SHτ
N
(T )
L f]

SHτ
M
(S )
La
// SHτ
N
(S )
commutent à des isomorphismes canoniques près.
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Démonstration. — Les foncteurs a, f ∗ et f] de l’énoncé sont tous de Quillen à gauche. Il suffit
donc de vérfier les compatibilités recherchées au niveau des catégories de modèles où elles sont
trivialement satisfaites. 
Lemme A.4 — On suppose que b : N // M préserve les équivalences faibles et qu’il commute
aux colimites arbitraires. Alors, le foncteur
b : SptΣT (PSh(Sm/S ,N)) // Spt
Σ
T (PSh(Sm/S ,M)) (147)
préserve les équivalences (A1, τ)-locales stables. L’énoncé analogue est vrai pour les catégories
effectives.
Demonstration Montrons d’abord que le foncteur b : PSh(Sm/S ,N) // PSh(Sm/S ,M) pré-
serve les équivalences τ-locales. Soit f : F // K une équivalence τ-locale entre préfaisceaux sur
Sm/S à valeurs dans N. Pour montrer que b( f ) est une équivalence τ-locale, il suffit de montrer
que x∗(b( f )) est une équivalence faible dans M pour tout point du site (Sm/S , τ). Vu que b com-
mute aux colimites, et en particulier au colimites filtrantes, on obtient que x∗(b( f )) = b(x∗( f )). Or,
b préserve les équivalences faibles. Ceci entraîne le résultat recherché.
Montrons maintenant que le foncteur b : PSh(Sm/S ,N) // PSh(Sm/S ,M) préserve les équi-
valences (A1, τ)-locales. Pour cela, on utilise un résultat général sur les localisations de Bousfield,
à savoir [5, Prop. 4.2.74]. Dans le cas qui nous intéresse, ce résultat affirme que la classe WA1−τ
des équivalences (A1, τ)-locales est la plus petite classe C de flèches vérifiant les trois conditions
suivantes :
– les équivalences τ-locales sont dans C ainsi que les flèches de la forme A1U ⊗ B // U ⊗ B
pour U ∈ Sm/S et B ∈ N ;
– C vérifie la propriété 2 de 3 ;
– les flèches de C qui sont aussi des cofibrations projectives forment une classe qui est stable
par « push-out » et par composition transfinie.
Vu que b(A1U ⊗B // U⊗B) s’identifie à A1U ⊗b(B) // U⊗b(B) qui est une équivalence (A1, ét)-
locale, il est suffisant de prouver le résultat suivant. Soient f : F // G et g : F // F′ deux
flèches dans PSh(Sm/S ,N), et supposons que f est une cofibration projective et que b( f ) est une
équivalence (A1, τ)-locale. Alors, le « push-out » de b( f ) par b(g) est encore une équivalence
(A1, τ)-locale. Pour prouver cette propriété, formons un carré cocartésien de préfaisceaux :
F
f
//
g

G
g′

F′
f ′
// G′.
Puisque N est stable, ce carré est homotopiquement cartésien relativement à la structure projec-
tive non localisée. Puisque le foncteur b : N // M est de Quillen à droite et qu’il préserve les
équivalences faibles, le carré
b(F)
b( f )
//
b(g)

b(G)
b(g′)

b(F′)
b( f ′)
// b(G′)
est encore homotopiquement cartésien relativement à la structure non localisée. En utilisant que
M est stable, on déduit qu’il est aussi homotopiquement cocartésien. Or, les équivalences (A1, ét)-
locales sont stables par « push-out » homotopique. Ceci prouve que b( f ′) est bien une équivalence
(A1, ét)-locale.
Il reste à montrer que le foncteur (147) préserve les équivalences (A1, τ)-locales stables sa-
chant qu’il préserve les équivalences (A1, τ)-locales niveau par niveau. Pour cela, on utilise une
deuxième fois [5, Prop. 4.2.74] qu’on applique à la localisation de Bousfield responsable du pas-
sage de la structure (A1, τ)-locale niveau par niveau à la structure (A1, τ)-locale stable. L’argument
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est très similaire à celui qu’on a utilisé ci-dessus pour traiter le cas des équivalences (A1, τ)-locales.
Les détails sont laissés au lecteur. 
Corollaire A.5 — On suppose que b : N // M préserve les équivalences faibles et qu’il
commute aux colimites arbitraires. Soit f : T // S un morphisme de schémas. Alors, les faces
carrées suivantes
SHeff, τ
N
(S )
Rb
//
L f ∗

SHeff, τ
M
(S )
L f ∗

w
SHeff, τ
N
(T )
Rb
// SHeff, τ
M
(T )
SHτ
N
(S )
Rb
//
L f ∗

SHτ
M
(S )
L f ∗

w
SHτ
N
(T )
Rb
// SHτ
M
(T )
sont inversibles.
Demonstration On traite uniquement le cas stable. Les foncteurs L f ∗ commutent aux sommes
infinies. Il en est de même des foncteurs Rb comme il découle aussitôt du Lemme A.4. Il suffit donc
de prouver que la transformation naturelle L f ∗ ◦ Rb // Rb ◦ L f ∗ est inversible après application
sur les objets de la forme SusnT,Σ(U ⊗ B) avec n ∈ N, U ∈ Sm/S et B ∈ N. En utilisant encore
une fois le Lemme A.4, on trouve que L f ∗ ◦ Rb(SusnT,Σ(U ⊗ B)) et Rb ◦ L f ∗(SusnT,Σ(U ⊗ B)) sont
canoniquement isomorphes à SusnT,Σ(U ⊗ b(B)). 
Les deux résultats suivants sont faciles mais bien utiles.
Lemme A.6 — Si le foncteur Rb : Ho(N) // Ho(M) est conservatif, il en est de même du
foncteur Rb : SHτ
N
(S ) // SHτ
M
(S ). (Le même énoncé est vrai pour les catégories effectives.)
Demonstration Soit f : E // F un morphisme de T -spectres symétriques en préfaisceaux sur
Sm/S à valeurs dans N. On suppose que Rb( f ) est inversible dans SHτ
M
(S ). Il faut montrer que
f est inversible dans SHτ
N
(S ). Pour cela, on ne restreint pas la généralité en supposant que E
et F sont stablement projectivement (A1, τ)-fibrants. Alors, b(E) et b(F) sont encore stablement
projectivement (A1, τ)-fibrants. Il vient aussitôt que b( f ) est une équivalence faible de préfaisceaux
niveau par niveau. Puisque Rb est conservatif, il vient que f est aussi une équivalence faible de
préfaisceaux niveau par niveau. Ceci termine la preuve du lemme. 
Lemme A.7 — Supposons que a : M // N est une équivalence de Quillen à gauche. Alors, il
en est de même des foncteurs (144) et (145).
Demonstration On traite uniquement le cas stable. On montre que les morphismes d’unité et de
counité de l’adjonction (La,Rb) sont inversibles. Soit E un T -spectre symétrique en préfaisceaux
sur Sm/S à valeurs dans M. On cherche à montrer que E // Rb ◦ La(E) est inversible. Pour
cela, on ne restreint pas la généralité en supposant que E est projectivement cofibrant et qu’il est
projectivement stablement (A1, τ)-fibrant. Dans ce cas, La(E) ' a(E) et le T -spectre symétrique
a(E) est un Ω-spectre qui est (A1, τ)-local niveau par niveau. (On utilise ici que (a, b) est une
équivalence de Quillen relativement à la structure projective non localisée, i.e., où les équivalences
faibles sont les équivalences faibles de préfaisceaux niveau par niveau.) Ainsi, si f : a(E) // F
est une équivalence (A1, τ)-locale stable avec F stablement (A1, τ)-fibrant, le morphisme f est en
fait une équivalence faible de préfaisceaux niveau par niveau. Ceci montre que la composition de
E // b(a(E)) // b(F) est une équivalence faible de préfaisceaux niveau par niveau. On a donc
montré que l’unité de (La,Rb) est inversible. Pour la counité, on raisonne de la même manière.
Les détails sont laissés au lecteur. 
Dans le reste de cet appendice, nous considérons un cas particulier que nous avions utilisé dans
la Section 7. Notre but est de définir le foncteur « homologie rationnelle » SHτ(S ) // DAτ(S ,Q)
et de l’identifier avec un foncteur de localisation. Il s’agit là d’un résultat bien connu que nous
reprenons pour la commodité du lecteur. (Des analogues avec transferts d’une partie des construc-
tions ci-dessous figurent dans les travaux de O. Röndigs et P.-A. Østvær sur les modules au-dessus
du spectre de la cohomologie motivique [41, 42] ; voir notamment la Remarque A.10 ci-dessous.)
Nous commençons par rappeler les constructions topologiques (ou plutôt simpliciales) que nous
cherchons à étendre au contexte motivique. (Nous recommandons l’article [27] au lecteur qui
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souhaite voir plus de détails.) On note ∆opEns la catégorie des ensembles simpliciaux munie de
sa structure de modèles canonique : les cofibrations sont les monomorphismes et les équivalences
faibles sont les morphismes dont les réalisations géométriques sont des équivalences d’homotopie.
On a aussi la variante pointée de cette catégorie de modèles qu’on notera ∆opEns•. Étant donné un
anneau Λ, on note ∆opMod(Λ) la catégorie des Λ-modules simpliciaux. On dispose d’une structure
de modèles projective sur ∆opMod(Λ). Une flèche K // L est une fibration si K(n) // L(n)
est surjective pour n ∈ ∆ − {0}. C’est une équivalence faible si C•(K) // C•(L) est un quasi-
isomorphisme. (Bien entendu, C•(−) désigne le foncteur « complexe de chaînes associé ».) Avec
ces structures, on dispose d’un foncteur de Quillen à gauche (et de sa variante pointée) :
− ⊗Λ : ∆opEns // ∆opMod(Λ) (et − ⊗Λ : ∆opEns• // ∆opMod(Λ)). (148)
Il est monoïdal, symétrique et unitaire lorsqu’on munit ∆opEns du produit cartésien (et ∆opEns• du
smash produit). Son adjoint à droite est le foncteur d’oubli Oub qui associe à un module simplicial
l’ensemble simplicial sous-jacent (pointé par 0).
Notons Cpl≥0(Λ) la catégorie des complexes de Λ-modules qui sont nuls en degrés homo-
logiques strictement négatifs. C’est aussi naturellement une catégorie de modèles : les fibra-
tions sont les surjections en degrés strictement positifs et les équivalences faibles sont les quasi-
isomorphismes. On dispose d’un couple d’équivalences de catégories inverses l’une de l’autre
(N,Γ) : ∆opMod(Λ) //oo Cpl≥0(Λ). (149)
C’est la correspondance de Dold-Kan (cf. [16, Chap. III, Cor. 2.3]). Elle respecte les structures
de modèles. Autrement dit, le foncteur N préserve et détecte les équivalences faibles, mais aussi
les fibrations et les cofibrations. Par contre, on fera attention que les foncteurs N et Γ ne sont pas
monoïdaux. Ils le sont toutefois à homotopie près. En effet, on a des quasi-isomorphismes
m : N•(E) ⊗ N•(F) // N•(E ⊗ F) et cm : N•(E ⊗ F) // N•(E) ⊗ N•(F), (150)
binaturels en E, F ∈ ∆opMod(Λ) et quasi-inverses l’un de l’autre. (En fait, on a aussi cm ◦ m =
id.) De plus, les morphismes m (resp. cm) ci-dessus font de N un foncteur pseudo-monoïdal,
symétrique et unitaire (resp. pseudo-comonoïdal et unitaire). Pour plus de détails, on renvoie le
lecteur à [52, §8.5].
Étant donné un entier naturel n ∈ N, on note, comme de coutume, ∆n l’ensemble simplicial
représenté par n ∈ ∆. (On conviendra aussi que ∆−1 est l’ensemble simplicial vide.) L’ensemble
simplicial ∂∆n est alors défini comme étant l’union des images des n + 1 inclusions ∆n−1 ↪→ ∆n.
Le quotient ∆n/∂∆n, vu comme ensemble simplicial pointé, est noté Sn. C’est la sphère simpliciale
de dimension n.
On forme les catégories de S1-spectres symétriques SptΣS1(∆
opEns•) et SptΣS1(∆
opMod(Λ)) mu-
nies de leurs structures de modèles projectives stables (cf. [20, 21]). On a alors un foncteur de
Quillen à gauche
− ⊗Λ : SptΣS1(∆opEns•) // SptΣS1(∆opMod(Λ)). (151)
Il est monoïdal, symétrique et unitaire.
On forme aussi la catégorie SptΣΛ[1](Cpl≥0(Λ)) des Λ[1]-spectres symétriques. Elle admet une
structure de modèles stable. On dispose d’un foncteur monoïdal, symétrique et unitaire
T : SptΣΛ[1](Cpl≥0(Λ)) // Cpl(Λ) (152)
qui envoie un Λ[1]-spectre E sur la colimite de la N-suiteE0 γ′0 // E1[−1] γ′1 // · · · γ′n−1 // En[−n] γ′n // · · ·
 ,
où γ′n : En // En+1[−1] est le morphisme déduit du n-ième morphisme d’assemblage du spectre
E. Ce foncteur est une équivalence de Quillen à gauche lorsqu’on munit Cpl(Λ) des sa structure
projective. Son adjoint à droite associe à un complexe de Λ-modules K le Λ[1]-spectre symétrique
(τ≥−nK[n])n∈N où Σn agit au niveau n par multiplication par la signature.
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Par ailleurs, le foncteur pseudo-monoïdal symétrique N induit un foncteur pseudo-monoïdal
symétrique
N : SptΣS1(∆
opMod(Λ)) // SptΣΛ[1](Cpl≥0(Λ)). (153)
(Remarquer en effet que N(S1 ⊗ Λ) = Λ[1].) Ce foncteur N n’est pas une équivalence de caté-
gories. Cependant, il l’est au niveau des catégories homotopiques. Autrement dit, il préserve les
équivalences faibles stables et le foncteur induit
N : Host(SptΣS1(∆
opMod(Λ))) ∼ // Host(SptΣΛ[1](Cpl≥0(Λ))). (154)
est une équivalence de catégories monoïdales, symétriques et unitaires.
En mettant ceci ensemble, on obtient la chaîne d’équivalences de catégories monoïdales symé-
triques et unitaires
Host(SptΣS1(∆
opMod(Λ))) N∼ // Host(Spt
Σ
Λ[1](Cpl≥0(Λ)))
T
∼ // D(Λ).
En composant avec le foncteur dérivé à gauche de (151), on obtient en fin de compte un foncteur
monoïdal, symétrique et unitaire
T ◦ N(− ⊗ Λ) : SH = Host(SptΣS1(∆opEns•)) // D(Λ). (155)
On termine la discussion « topologique » avec un fait spécial au cas Λ = Q. Pour l’énoncer,
nous devons d’abord définir la structure de modèles rationnelle sur la catégorie SptΣS1(∆
opEns•).
Soit E un ensemble de représentants des classes d’isomorphismes des objets compacts de la caté-
gorie triangulée SH = Host(SptΣS1(∆
opEns•)). On supposera que tout objet de E est projectivement
cofibrant et stablement fibrant. Pour chaque n ∈ N − {0} et E ∈ E, on choisit un morphisme de
S1-spectres en : E // E qui relève l’endomorphisme n · idE dans SH. La structure projective ra-
tionnelle sur SptΣS1(∆
opEns•) est alors la localisation de Bousfield suivant l’ensemble des flèches
R = {en : E // E, n ∈ N − {0} et E ∈ E}. Cette structure ne dépend pas des choix effectués. On
note SHQ sa catégorie homotopique. Un objet F ∈ SH est R-local, et on dira alors Q-local, si et
seulement si n · idF est un isomorphisme pour tout n ∈ N − {0}. La Q-localisation LocQ(A) d’un
objet A ∈ SH est donnée par la colimite homotopique d’une N-suite{
A
n0·idA
// A
n1·idA
// · · · ns−1·idA// A ns·idA // · · ·
}
où (ns)s∈N est une suite d’entiers naturels non nuls telle que (n0 · · · ns)s∈N est finale dans l’ensemble
N× = N − {0} ordonné par la relation de divisibilité. Le résultat suivant est bien connu.
Proposition A.8 — Le foncteur
− ⊗Q : SptΣS1(∆opEns•) // SptΣS1(∆opMod(Q)) (156)
est une équivalence de Quillen à gauche lorsqu’on munit SptΣS1(∆
opEns•) de sa structure ration-
nelle.
Demonstration Toute flèche deR est envoyée sur un isomorphisme par le foncteur T◦N(−⊗Q) :
SH // D(Q). Ceci montre que le foncteur (156) est un foncteur de Quillen à gauche lorsqu’on
munit la source de sa structure rationnelle. Il reste donc à voir que le foncteur T ◦ N(− ⊗ Q) :
SHQ // D(Q) est une équivalence de catégories. Or, il est bien connu que la catégorie trian-
gulée SH est compactement engendrée par le spectre unité 1 = Sus0S1,Σ(S
0). Vue la description
du foncteur de localisation rationnelle, SHQ est encore compactement engendrée par 1 et on a
homSHQ(1,1[n]) = homSH(1,1[n]) ⊗ Q. Or, les groupes d’homotopie stables des sphères sont de
torsion excepté en degré 0. Il vient que
homSHQ(1,1[n]) =
{
Q si n = 0,
0 si n , 0.
Le résultat recherché s’ensuit puisque homD(Q)(Q,Q[n]) est donné par la même formule et que
D(Q) est aussi compactement engendrée par Q[0]. (Utiliser par exemple [6, Lem. 1.3.32].) 
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On cherche maintenant à étendre la discussion « topologique » ci-dessus au cadre motivique.
On notera dans la suite M (resp. MQ) la catégorie de modèles SptΣS1(∆
opEns•) munie de sa struc-
ture projective stable (resp. de sa structure projective rationnelle). On notera aussi N1(Λ) et N2(Λ)
les catégories de modèles SptΣS1(∆
opMod(Λ)) et SptΣΛ[1](Cpl≥0(Λ)) munies de leurs structures pro-
jectives stables. La catégorie SHτ
M
(S ) (resp. SHτ
MQ
(S )) des S -motifs à valeurs dans M (resp. MQ)
sera simplement notée SHτ(S ) (resp. SHτQ(S )). On commence par le résultat suivant.
Lemme A.9 — Soit S un schéma. Le foncteur
N : SptΣT (PSh(Sm/S ,N1(Λ))) // Spt
Σ
T (PSh(Sm/S ,N2(Λ))) (157)
préserve les équivalences (A1, τ)-locales stables. De plus, le foncteur induit
N : SHτN1(Λ)(S )
// SHτN2(Λ)(S ) (158)
est une équivalence de catégories monoïdales, symétriques et unitaires. (La variante effective de
cet énoncé est aussi vraie.)
Demonstration La preuve de ce lemme est très technique et inélégante. Les difficultés à surmonter
sont causées par le fait que l’équivalence de catégories (154) ne provient pas d’une équivalence de
Quillen. Nous sommes donc obligés de faire des détours.
Puisque les catégories N1(Λ) et N2(Λ) sont additives, le préfaisceau (P1S ,∞S ) ⊗ 1 à valeurs
dans ces catégories est projectivement cofibrant. (En effet, il est facteur direct de P1S ⊗ 1.) On
peut donc prendre TS = (P1S ,∞S ) ⊗ 1. Les T -spectres symétriques (ou pas) s’identifient alors aux
((P1S ,∞S ) ⊗ −)-spectres symétriques (ou pas).
On pose N′1(Λ) = SptS1(∆
opMod(Λ)) et N′2(Λ) = SptΛ[1](Cpl≥0(Λ)). C’est les catégories de
spectres non symétriques qu’on munit de leurs structures projectives stables. On a des équivalences
de Quillen à gauche −⊗{1}Σ : N′i(Λ) // Ni(Λ), pour i ∈ {1, 2}. On en déduit, en raisonnant comme
dans la preuve du Lemme A.7, des équivalences de Quillen à gauche
− ⊗{1} Σ : SptΣ(P1,∞)(PSh(Sm/S ,N′i(Λ))) // SptΣ(P1,∞)(PSh(Sm/S ,Ni(Λ))).
(Ci-dessus, le symbole SptΣ(P1,∞) désigne la catégorie des ((P
1
S ,∞S ) ⊗ −)-spectres symétriques ;
cette distinction est nécessaire puisque les catégories N′1(Λ) et N
′
2(Λ) ne sont pas monoïdales sy-
métriques.) Sachant que (157) préserve les équivalences faibles de préfaisceaux niveau par niveau,
on se ramène aussitôt à montrer que le foncteur
N : SptΣ(P1,∞)(PSh(Sm/S ,N
′
1(Λ))) // Spt
Σ
(P1,∞)(PSh(Sm/S ,N
′
2(Λ))) (159)
préserve les équivalences (A1, τ)-locales et qu’il induit une équivalence entre les catégories homo-
topiques.
Via la correspondance de Dold-Kan (N,Γ), la transformation binaturelle cm de (150) détermine
une transformation m : Γ(E) ⊗ Γ(F) // Γ(E ⊗ F) binaturelle en E, F ∈ Cpl≥0(Λ). Le foncteur
Γ devient ainsi un foncteur pseudo-monoïdal et unitaire. (On fera attention, qu’il n’est pas symé-
trique !) On peut alors l’étendre à un foncteur sur les spectres (non symétriques)
Γ : N′2(Λ) = SptΛ[1](Cpl≥0(Λ)) // N
′
1(Λ) = SptS1(∆
opMod(Λ)). (160)
De plus, vu que cm◦m = id, on a un isomorphisme canonique N◦Γ ' idN′2(Λ) entre endofoncteurs
de N′2(Λ). (Ceci n’est pas le cas pour l’endofoncteur composé Γ ◦ N.) Le foncteur Γ induit un
foncteur
Γ : SptΣ(P1,∞)(PSh(Sm/S ,N
′
2(Λ))) // Spt
Σ
(P1,∞)(PSh(Sm/S ,N
′
1(Λ))), (161)
et on a encore la relation N ◦ Γ ' id entre les foncteurs (159) et (161). Par ailleurs, ces deux
foncteurs préservent les équivalences faibles de préfaisceaux niveau par niveau. On en déduit des
foncteurs triangulés
Honiv(SptΣ(P1,∞)(PSh(Sm/S ,N1(Λ))))
N
//
Γ
oo Honiv(SptΣ(P1,∞)(PSh(Sm/S ,N2(Λ)))) (162)
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qui vérifient la relation N ◦ Γ ' id. (Ci-dessus, Honiv désigne les catégories homotopiques où l’on
a inversé les équivalences faibles de préfaisceaux niveau par niveau.) Les catégories triangulées
dans (162) sont compactement engendrées par les objets de la forme Susn(P1,∞),Σ(U⊗1) avec n ∈ N,
U ∈ Sm/S et où 1 ∈ {Sus0S1(Λ), Sus0Λ[1](Λ)}. Par ailleurs, si E est un ((P1S ,∞S ) ⊗ −)-spectre
symétrique, on a
pi0(Susn(P1,∞),Σ(U ⊗ 1),E) = pi0(En(U)).
Vus les isomorphismes N(1) ' 1 et Γ(1) ' 1 dans Ho(N2(Λ)) et Ho(N1(Λ)), on déduit des
isomorphismes
N(Susn(P1,∞),Σ(U ⊗ 1)) ' Susn(P1,∞),Σ(U ⊗ 1) et Γ(Susn(P1,∞),Σ(U ⊗ 1)) ' Susn(P1,∞),Σ(U ⊗ 1)
dans les catégories homotopiques qui figurent dans (162). Il en découle aussitôt que les foncteurs
N et Γ dans (162) sont pleinement fidèles. La relation N ◦ Γ ' id entraîne alors qu’ils sont des
équivalences de catégories.
Il est maintenant aisé de conclure. En effet, les équivalences de catégories (162) préservent la
classe des Ω-spectres symétriques qui sont (A1, τ)-locaux niveau par niveau. Ceci découle immé-
diatement des définitions. Il s’ensuit que les équivalences de catégories (162) préservent aussi les
équivalences (A1, τ)-locales puisque ces dernières sont caractérisées par la propriété d’induire des
isomorphismes en leur appliquant le foncteur homHoniv(····)(−,E) avec E un Ω-spectre symétrique
(A1, τ)-local niveau par niveau. 
Remarque A.10 — Dans [42, Th. 11(1)] le lecteur trouvera un analogue avec transferts du
Lemme A.9 ci-dessus. Toutefois, faisant abstraction des transferts, il est utile de noter la différence
technique suivante. Nous travaillons avec des T -spectres de préfaisceaux à valeurs dans les caté-
gories de modèles stables de S1-spectres ou de Λ[1]-spectres. Dans [42], les auteurs suivent de
plus près la recette de Jardine [28] consistant à prendre des T -spectres à valeurs dans des catégo-
ries de modèles instables. Bien entendu, les deux recettes aboutissent à des catégories de modèles
Quillen-équivalentes : le point est que T est A1-équivalent à une suspension. Néanmoins, cette
différence explique les complications techniques rencontrées dans la preuve du Lemme A.9.
Par le Lemme A.7, l’équivalence de Quillen à gauche (152) induit une équivalence de Quillen
sur les catégories de T -spectres symétriques en préfaisceaux sur Sm/S . Étant donné que ce fonc-
teur préserve les équivalences faibles de préfaisceaux niveau par niveau, il préserve aussi les équi-
valences (A1, τ)-locales stables. Il induit donc un foncteur
T : SHτN2(Λ)(S )
// DAτ(S ,Λ) (163)
qui est une équivalence de catégories monoïdales, symétriques et unitaires. Par le Lemme A.9, on
a donc une chaînes d’équivalences de catégories monoïdales, symétriques et unitaires
SHτ
N1(Λ)
(S )
N
∼ // SHτN2(Λ)(S )
T
∼ // DAτ(S ,Λ).
Par ailleurs, le foncteur de Quillen à gauche (151) induit un foncteur monoïdal symétrique et
unitaire SHτ(S ) // SHτ
N1(Λ)
(S ). De ce qui précède, on déduit un foncteur monoïdal, symétrique
et unitaire
T ◦ N(− ⊗ Λ) : SHτ(S ) // DAτ(S ,Λ). (164)
C’est le foncteur « homologie à coefficients dans Λ ». Le résultat suivant est une conséquence
immédiate des constructions.
Lemme A.11 — Soit f : T // S un morphisme de schémas.
(a) Le carré
SHτ(S )
(164)
//
L f ∗

DAτ(S ,Λ)
L f ∗

SHτ(T )
(164)
// DAτ(T,Λ)
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est commutatif à un isomorphisme canonique près.
(b) Supposons que f est lisse. Alors, le carré
SHτ(T )
(164)
//
L f]

DAτ(T,Λ)
L f]

SHτ(S )
(164)
// DAτ(S ,Λ)
est commutatif à un isomorphisme canonique près.
À partir de maintenant, on se concentre sur le cas Λ = Q. On rappelle que SHτQ(S ) désigne la ca-
tégorie SHτ
MQ
(S ) des S -motifs à coefficients dans la catégorie de modèles MQ = SptΣS 1(∆
opEns•)
munie de sa structure projective rationnelle. Étant donné que − ⊗ Q : MQ // N1(Q) est une
équivalence de Quillen à gauche (voir la Proposition A.8), on déduit une équivalence de catégo-
ries monoïdales symétriques et unitaires − ⊗ Q : SHτQ(S ) // SHN1(Q)(S ). On obtient ainsi une
équivalence de catégories monoïdales symétriques et unitaires
T ◦ N(− ⊗ Q) : SHτQ(S ) ∼ // DAτ(S ,Q). (165)
On aura besoin du résultat suivant.
Lemme A.12 — La catégorie SptΣT (PSh(Sm/S ,MQ)), munie de sa structure projective (A
1, τ)-
locale, est la localisation de Bousfield de la catégorie SptΣT (PSh(Sm/S ,M)), munie de sa structure
projective (A1, τ)-locale, suivant l’ensemble des flèches
SusmT,Σ(U ⊗ en) : SusmT,Σ(U ⊗ E) // SusmT,Σ(U ⊗ E)
pour U ∈ Sm/S , E ∈ E, m ∈ N et n ∈ N − {0}.
Demonstration Ceci est une conséquence immédiate de la commutativité des localisations de
Bousfield. 
Proposition A.13 — Supposons que l’une des deux conditions suivantes est satisfaite :
(i) τ = Nis et la dimension de Krull de S est finie ;
(ii) τ = ét, la dimension de Krull de S est finie et la p-dimension cohomologique ponctuelle de
S est uniformément bornée pour p parcourant l’ensemble des nombres premiers.
Alors, la Q-localisation, LocQ(E), d’un objet E ∈ SHτ(S ) est donnée par la colimite homotopique
d’une N-suite {
E
n0·idE
// E
n1·idE
// · · · ns−1·idE// E ns·idE // · · ·
}
où (ns)s∈N est une suite d’entiers naturels non nuls telle que (n0 · · · ns)s∈N est finale dans l’ensemble
N× = N − {0} ordonné par la relation de divisibilité.
Demonstration Notons R(S ) la classe des flèches SusmT,Σ(U ⊗ en) comme dans le Lemme A.12.
Appelons F la colimite homotopique de la N-suite de l’énoncé. Nous montrons d’abord que le T -
spectre symétrique F est Q-local. Par le Lemme A.12 ceci revient à dire qu’il est R(S )-local, i.e.,
que les groupes homSHτ(S )(SusmT,Σ(U ⊗ E),F) sont des Q-espaces vectoriels pour tout U ∈ Sm/S ,
m ∈ N et E ∈ E. Or, sous les hypothèses de l’énoncé, les objets SusmT,Σ(U ⊗ E) sont compacts dans
SHτ(S ) (cf. [5, Th. 4.5.67]). Il vient que nos groupes sont les colimites des N-suites{
homSHτ(S )(SusmT,Σ(U ⊗ E),E); ns · id
}
s∈N .
La condition sur la suite des entiers (ns)s∈N entraîne que ces groupes sont uniquement divisibles.
Il reste à voir que E // F est une équivalence R(S )-locale. Or, la classe des équivalences
R(S )-locales est stable par la composition des N-suites. Il suffit donc de prouver que m · idE est
une équivalence R(S )-locale pour tout m ∈ N − {0}. Pour cela, il suffit de prouver que l’image
de m · idE par le foncteur T ◦ N(− ⊗ Q) est un isomorphisme. Or, dans DAτ(S ,Q), le morphisme
m · id : T ◦ N(E ⊗ Q) // T ◦ N(E ⊗ Q) est clairement inversible. 
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Corollaire A.14 — Gardons les hypothèses de la Proposition A.13.
(a) Soit f : T // S un morphisme de type fini. Alors la face carrée
SHτ(T ) //
R f∗

DAτ(T,Q)
R f∗

t
SHτ(S ) // DAτ(S ,Q)
est inversible.
(b) Soit i : Z ↪→ S une immersion fermée. Alors, la face carrée
SHτ(S ) //
Ri!

DAτ(S ,Q)
Ri!

t
SHτ(Z) // DAτ(Z,Q)
est inversible.
Demonstration Bien entendu, il suffit de prouver la commutation de R f∗ et Ri! avec les foncteurs
de localisation SHτ(−) // SHτQ(−). Soit E ∈ SHτ(T ). Il faut alors montrer que le morphisme
canonique R f∗E // R f∗LocQ(E) est un isomorphisme dans SHτQ(S ). Sous les hypothèses de la
Proposition A.13, le foncteur R f∗ : SHτ(T ) // SHτ(S ) commutent aux sommes infinies. (Utiliser
[4, Lem. 2.1.159] joint à [5, Th. 4.5.67].) En utilisant la Proposition A.13, on déduit alors que
LocQ(R f∗E) ' R f∗LocQ(E). Or, le morphisme R f∗E // LocQ(R f∗E) est clairement inversible
dans SHτQ(S ). Ceci démontre la première moitié du corollaire.
Pour la seconde moitié, on utilise le triangle distingué de localisation associé à l’immersion
fermée i et son immersion ouverte complémentaire j. On se ramène ainsi à montrer la commutation
avec le foncteur R j∗, ce qui est un cas particulier de la première moitié du corollaire. 
Nous avons en fait le résultat plus complet suivant.
Theoreme A.15 — Gardons les hypothèses de la Proposition A.13. Alors, les foncteurs T ◦
N(−⊗Q) : SHτ(−) // DAτ(−,Q) commute aux opérations f ∗, f∗, f! et f ! pour tout S -morphisme
quasi-projectif f .
Demonstration On donne une esquisse de démonstration. D’après le Lemme A.11 et le Corollaire
A.14, ces commutations sont établies pour les opérations f ∗, f∗, g] et i! avec f quasi-projectif, g
lisse et i une immersion fermée. On en déduit la commutation avec les équivalences de Thom. En
utilisant que g! ' Th(Ωg)g∗ pour g lisse, on obtient alors la commutation avec l’opération f ! pour
f quasi-projectif. En utilisant que f! ' f∗ pour f projectif et que j! = j] pour j une immersion
ouverte, on obtient la commutation avec l’opération f! pour f quasi-projectif. 
Annexe B
Motifs étales avec et sans transferts
Dans ce deuxième annexe, nous présentons une preuve du résultat suivant qui est dû à Cisinski-
Déglise [11] dans le cas où Λ est une Q-algèbre.
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Theoreme B.1 — Soient S schéma normal et universellement japonais (10), et Λ un anneau
commutatif. On suppose que l’Hypothèse 7.3 est satisfaite. Alors, le foncteur
Latr : DAét(S ,Λ) // DMét(S ,Λ) (166)
est une équivalence de catégories.
Lorsque Λ = Q et S est le spectre d’un corps parfait, un résultat plus précis a été annoncé par
Morel dans une note non publiée (cf. [35]). Toujours pour Λ = Q, Cisinski et Déglise en donnent
une preuve dans [11, §15.2] lorsque S est excellent et unibranche. Leur méthode utilise la K-
théorie algébrique comme prévu par Morel. Dans [8, Ann. B] nous avons simplifié la méthode de
Cisinski-Déglise dans le cas où S est de caractéristiques résiduelles nulles, ce qui nous a permis
d’obtenir également la variante effective. Là encore, nous avons supposé que Λ était uneQ-algèbre.
L’ingrédient nouveau qui nous a permis d’obtenir une variante « entière » du théorème de
Cisinski-Déglise est le théorème de rigidité relatif (cf. le Théorème 4.1). Ce théorème permet
de traiter le cas où Λ est de torsion (cf. la Proposition B.2 ci-dessous). Un dévissage simple nous
ramène alors au cas où Λ est une Q-algèbre. Au lieu d’invoquer [11], nous reprenons la méthode
simplifiée de [8, Ann. B] en éliminant l’hypothèse sur les caractéristiques résiduelles de S . Ceci
est désormais possible grâce au Théorème 3.9 qui nous oblige cependant de travailler stablement.
Proposition B.2 — Soient S un schéma normal et Λ une Z/NZ-algèbre avec N ∈ N un entier in-
versible dans OS . On suppose qu’en tout point géométrique x¯ de S la p-dimension cohomologique
ponctuelle de l’hensélisé strict de S en x¯ est finie si p est un nombre premier divisant N. Alors, le
foncteur Latr : DAét(S ,Λ) // DMét(S ,Λ) est une équivalence de catégories.
Demonstration D’après la Proposition 3.7, DAét(S ,Λ) coïncide avec sa plus petite sous-catégorie
triangulée stable par sommes infinies et contenant les objets de la forme SusnT,Σ(X ⊗Λ) avec n ∈ N
et X ∈ Sm/S . De même, DMét(S ,Λ) coïncide avec sa plus petite sous-catégorie triangulée stable
par sommes infinies et contenant les objets de la forme SusnT tr ,Σ(Λtr(X)) avec n ∈ N et X ∈ Sm/S ,
et la preuve de ceci se calque sur celle de la Proposition 3.7. (Bien entendu, T tr = atr(T ) est le
motif de Tate avec transferts et Λtr(X) = Ztr(X) ⊗Z Λ est le préfaisceau avec transferts représenté
par X.) Par ailleurs, le foncteur Latr commute aux sommes infinies et on a Latr(Sus
p
T,Σ(X ⊗ Λ)) =
SuspT tr ,Σ(Λtr(X)). Il est donc suffisant de montrer que le foncteur Latr est pleinement fidèle.
D’après le Théorème 4.1, le foncteur évident Lιˆ∗S : D
ét(S ,Λ) // DAét(S ,Λ) est une équiva-
lence de catégories. En particulier, DAét(S ,Λ) coïncide avec sa plus petite sous-catégorie triangu-
lée stable par sommes infinies et contenant les objets de la forme Sus0T (U⊗Λ) avec U un S -schéma
étale. Pour terminer la preuve, il est donc suffisant de montrer l’homomorphisme
homDAét(S ,Λ)
(
Sus0T,Σ(U ⊗ Λ),F
)
// homDMét(S ,Λ)
(
Sus0T tr ,Σ(Λtr(U)), LatrF
)
, (167)
induit par le foncteur Latr, est bijectif pour tout U ∈ Et/S et F ∈ SptΣT (Cpl(PSh(Sm,Λ))).
On ne restreint pas la généralité en supposant que F est projectivement cofibrant et stable-
ment (A1, ét)-fibrant. Nous allons montrer que le morphisme Fn // otratrFn est une équivalence
ét-locale de préfaisceaux pour tout n ∈ N. Or, d’après le Corollaire 4.14, le morphisme naturel
ι∗ι∗Fn // Fn est une équivalence ét-locale pour tout n ∈ N. (On rappelle que ι : Et/S ↪→ Sm/S est
l’inclusion évidente.) Il suffit donc de montrer que le morphisme naturel (ι∗ι∗Fn) // otrLatr(ι∗ι∗Fn)
est une équivalence ét-locale de complexes de préfaisceaux. Il est plus général de montrer que
10. Rappelons qu’un schéma S est dit universellement japonais si pour tout S -schéma de type fini et intègre X, le
normalisé de X dans son corps de fraction est encore un S -schéma de type fini. À vrai dire, cette propriété de S n’est pas
indispensable pour la validitié du Théorème B.1. En effet, il est facile de voir qu’il suffit de montrer que (169) induit une
équivalence entre les sous-catégories triangulées de objets constructibles, et cela dans le cas où S est supposé affine. Or,
on peut écrire un tel S comme une limite projective cofiltrante de schémas affines, normaux et essentiellement de type
fini sur Z, et donc en particulier universellement japonais. Le Corollaire 3.22 et son analogue avec transferts permettent
ainsi de ramener le cas général au cas universellement japonais. Nous laisserons les détails au lecteur intéressé.
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ι∗G // otratrι∗G est une équivalence ét-locale pour tout complexe de préfaisceaux projective-
ment cofibrant G sur Et/S . Or, le morphisme aét(ι∗G) // aét(otratrι∗G) est un isomorphisme.
Pour voir cela, on peut supposer que G = V ⊗ Λ avec V ∈ Et/S . Il s’agit alors de montrer que
V ⊗ Λ // Λtr(V) induit un isomorphisme sur les fibres. Mais si X est un S -schéma lisse et x¯ est
un point géométrique de X, Spec(OhsX,x¯) ×S V est une somme disjointe de copies de Spec(OhsX,x¯)
et d’un morphisme étale non surjectif. Il s’ensuit immédiatement que CorS (Spec(OhsX,x¯),V) =
homS (Spec(OhsX,x¯),V) ⊗ Z. (On utilise ici que Spec(OhsX,x¯) est normal et intègre de sorte qu’une
S -correspondance finie de Spec(OhsX,x¯) dans V est donnée par une combinaison linéaire des copies
de Spec(OhsX,x¯) qui se trouvent dans Spec(O
hs
X,x¯) ×S V .) Ceci démontre le résultat recherché.
Sachant que les morphismes Fn // otratrFn sont des équivalences ét-locales de préfaisceaux,
il est aisé de conclure. En effet, le T tr-spectre atrF est stablement (A1, ét)-local puisque ceci se
vérifie après application de otr et que F est stablement (A1, ét)-fibrant. Le morphisme (167) s’écrit
alors
homDAeff, ét(S ,Λ)(U ⊗ Λ,F0) // homDMeff, ét(S ,Λ)(Λtr(U), atrF0).
Par adjonction, le second membre peut aussi s’écrire homDAeff, ét(S ,Λ)(U ⊗ Λ, otratrF0). Le lemme
en découle puisque on a montré que F0 // otratrF0 est une équivalence ét-locale. 
On utilisera la Proposition B.2 pour établir la réduction suivante.
Corollaire B.3 — Il suffit de démontrer le Théorème B.1 lorsque Λ est une Q-algèbre.
Demonstration D’après la Proposition 3.19, DAét(S ,Λ) est compactement engendrée par les ob-
jets de la forme SusnT,Σ(X ⊗ Λ) où n ∈ N et X ∈ Sm/S . De même, DMét(S ,Λ) est compactement
engendrée par les objets de la forme SusnT tr ,Σ(Λtr(X)) où n ∈ N et X ∈ Sm/S , et ceci se démontre
en calquant la preuve de la Proposition 3.19. Vu que Latr commute aux sommes infinies et que
Latr(SusnT,Σ(X ⊗ Λ)) = SusnT tr ,Σ(Λtr(X)), il est suffisant de montrer que Latr est pleinement fidèle et
plus précisément que l’homomorphisme
homDAét(S ,Λ)(A,M)
// homDMét(S ,Λ)(Latr(A), Latr(M)) (168)
est bijectif pour tout A, M ∈ DAét(S ,Λ) avec A compact. Il suffit même de prendre A = SusnT,Σ(X⊗
Λ) de sorte qu’on peut supposer que A = A0 ⊗Λ0 Λ avec Λ0 ⊂ Q un sous-anneau satisfaisant à
l’Hypothèse 7.3 et A0 ∈ DAét(S ,Λ0) un objet compact. Or, on a un isomorphisme d’adjonction
homDAét(S ,Λ)(A0 ⊗Λ0 Λ,M) ' homDAét(S ,Λ0)(A0,M) et de même pour DMét(S ,−). On peut donc
remplacer Λ par Λ0. Quitte à faire cela, on peut supposer que Λ est plat sur Z.
Vu le triangle distingué Z // Q // Q/Z // Z[1], on voit qu’il suffit de prouver que (168) est
inversible pour M⊗ZQ et M⊗ZQ/Z. Par ailleurs,Q/Z = ⊕pZ[1/p]/Z avec p parcourant l’ensemble
des nombres premiers et Z[1/p]/Z = colimν∈NZ/pνZ. Puisque A et Latr(A) sont compacts, le cas
M ⊗Z Q/Z découle de celui de M ⊗Z (Z/NZ) pour N ∈ N − {0}. Autrement dit, on peut supposer
que M provient, par restriction des scalaires, d’un objet M′ ∈ DAét(S ,Λ′) pour Λ′ = Λ ⊗ Q
ou Λ′ = Λ/NΛ. Dans ces deux cas, on a un isomorphisme d’adjonction homDAét(S ,Λ)(A,M) '
homDAét(S ,Λ′)(A ⊗Λ Λ′,M) et de même pour DMét(S ,−). Ceci permet de remplacer Λ par Λ′. Or,
le cas de Λ′ = Λ/NΛ découle de la Proposition B.2. Ceci termine la preuve du corollaire. 
Dans le reste de l’annexe nous démontrerons le résultat suivant, ce qui permettra d’établir le
Théorème B.1. Cette partie de la preuve est largement inspirée du travail de Cisinski-Deglise
et nous ne prétendons pas à l’originalité. (Notre schéma de base sera appelé B pour facilité la
comparaison avec [8, Ann. B].)
Proposition B.4 — Soit B un schéma normal, japonais et de dimension de Krull finie. Soit Λ
une Q-algèbre. Alors, le foncteur
Latr : DAét(B,Λ) // DMét(B,Λ) (169)
est une équivalence de catégories.
LA RÉALISATION ÉTALE ET LES OPÉRATIONS DE GROTHENDIECK 105
Dans la suite, B et Λ seront comme dans l’énoncé de la Proposition B.4. Notons Nor/B la
catégorie des B-schémas de type fini de source normale que l’on munit de la topologie étale.
L’hypothèse que B est japonais entraîne que le normalisé d’un B-schéma de type fini est encore de
type fini. Ceci sera utilisé librement dans la suite.
La catégorie Cpl(PSh(Nor/B,Λ)) possède une structure de modèles projective ét-locale pour
laquelle les équivalences faibles sont les morphismes de complexes induisant un isomorphisme
sur les faisceaux étales associés aux préfaisceaux d’homologie . Comme d’habitude, on localise
cette structure pour obtenir la structure projective (A1, ét)-locale pour laquelle les flèches A1X ⊗
Λ[n] // X ⊗ Λ[n] sont des équivalences faibles pour tout X ∈ Nor/B et n ∈ Z. La catégorie
homotopique de la structure projective (A1, ét)-locale sera notée DA1, ét(Nor/B,Λ).
L’inclusion iB : Sm/B ↪→ Nor/B induit un foncteur de Quillen à gauche
i∗B : Cpl(PSh(Sm/B,Λ)) // Cpl(PSh(Nor/B,Λ)) (170)
pour les structures projectives (A1, ét)-locales. (On se sert pour cela de [5, Th. 4.4.60] et on reprend
l’argument de la preuve de [5, Th. 4.5.14].) On a le résultat suivant.
Lemme B.5 — Le foncteur Li∗B : DA
eff, ét(B,Λ) // DA1, ét(Nor/B,Λ) est pleinement fidèle.
Demonstration Le lecteur vérifiera que la preuve de [8, Lem. B.2] est valable sans hypothèse sur
les caractéristiques résiduelles de B. 
Posons T = (P1B,∞B) ⊗ Λ qu’on considère comme un préfaisceau sur Sm/B ou sur Nor/B. Le
foncteur (170) induit un foncteur de Quillen à gauche
i∗B : SptT (Cpl(PSh(Sm/B,Λ))) // SptT (Cpl(PSh(Nor/B,Λ))) (171)
pour les structures projectives (A1, ét)-locales stables. (Pour des raisons techniques, nous tra-
vaillerons avec les T -spectres non symétriques ; ceci est possible grâce à [5, Th. 4.3.79].) Notons
D st
A1,ét
(Nor/B,Λ) la catégorie homotopique de SptT (Cpl(PSh(Nor/B,Λ))). On a le résultat suivant.
Corollaire B.6 — Le foncteur Li∗B : DA
ét(B,Λ) // D st
A1, ét
(Nor/B,Λ) est pleinement fidèle.
Demonstration Les deux catégories de modèles dans (170) vérifient [5, Hyp. 4.3.56]. On peut
donc appliquer [5, Th. 4.3.61] pour obtenir des isomorphismes
homDAét(B,Λ)(Sus
m
T (X ⊗ Λ),SusnT (Y ⊗ Λ)[i])
' colim
r≥max(m,n)
homDAeff, ét(B,Λ)(T
⊗ r−m ⊗ (X ⊗ Λ),T⊗ r−n ⊗ (Y ⊗ Λ)[i])
(pour tout X, Y ∈ Sm/B et (m, n, i) ∈ N × N × Z), ainsi que des isomorphismes analogues pour
D st
A1,ét
(Nor/B,Λ). Puisque DAét(B,Λ) est compactement engendrée par les SusmT (X⊗Λ) pour m ∈ N
et X ∈ Sm/B, et que Li∗B commute aux sommes infinies et préserve les objets compacts, le Lemme
B.5 permet de conclure. 
Soit g : B′ // B un morphisme de type fini entre schémas normaux. On dispose d’un foncteur
g◦− : Nor/B′ // Nor/B qui induit une adjonction de Quillen (g], g∗) relativement aux structures
projectives (A1, ét)-locales stables
SptT (Cpl(PSh(Nor/B′,Λ)))
g]
// SptT (Cpl(PSh(Nor/B,Λ))).
g∗
oo (172)
L’argument de la première moitiée de la preuve de [8, Lem. B.2] s’applique aussi bien à g∗ pour
montrer que ce dernier préserve les équivalences (A1, ét)-locales stables. Il se dérive donc triviale-
ment : Rg∗ ' g∗. On a le résultat suivant.
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Lemme B.7 — Il existe un carré commutative à un isomorphisme canonique près
PSh(Sm/B,Λ)
i∗B

g∗
// PSh(Sm/B′,Λ)
i∗B′

PSh(Nor/B,Λ)
g∗
// PSh(Nor/B′,Λ).
De plus, cet isomorphisme est compatible de la manière évidente à la composition des morphismes
de schémas normaux.
Demonstration Le lecteur vérifiera que la preuve de [8, Lem. B.3] est valable sans hypothèse sur
les caractéristiques résiduelles de B. 
Corollaire B.8 — Il existe un carré commutatif à un isomorphisme canonique près
DAét(B,Λ)
Lg∗
//
Li∗B

DAét(B′,Λ)
Li∗B′

D st
A1, ét
(Nor/B,Λ)
g∗
// D st
A1, ét
(Nor/B′,Λ).
De plus, cet isomorphisme est compatible de la manière évidente avec la composition des mor-
phismes de schémas normaux.
Demonstration Ceci découle immédiatement du Lemme B.7 et du fait que le foncteur de Quillen
à droite g∗ de (172) se dérive trivialement. 
Proposition B.9 — Soit X un B-schéma de type fini et normal, et notons f : X // B le mor-
phisme structural. Pour tout M ∈ DAét(B,Λ), on a un isomorphisme canonique
homD st
A1 , ét
(Nor/B,Λ)(Sus
0
T (X ⊗ Λ), Li∗BM) ' homDAét(X,Λ)(ΛX , L f ∗M). (173)
Demonstration La preuve de [8, Prop. B.5] s’étend littéralement. 
Rappelons que la topologie f h (cf. [6, §2.2.1]) est la topologie de Grothendieck la moins fine
sur Nor/B pour laquelle les familles suivantes sont couvrantes :
– la famille des inclusions des composantes connexes de X ∈ Nor/B,
– le singleton formé d’un morphisme fini surjectif entre B-schémas normaux et intègres.
Un préfaisceau F sur Nor/B est un f h-faisceau si et seulement si il est additif (i.e., transforme un
coproduit fini de B-schémas en un produit direct de Λ-modules) et pour tout revêtement pseudo-
galoisien de B-schémas normaux intègres X′ // X, le morphisme F(X) // F(X′)aut(X′/X) est in-
versible. De même, un complexe K de préfaisceaux sur Nor/B est f h-local si et seulement si il
est additif (à quasi-isomorphisme près) et si les morphismes K(X) // RΓ(aut(X′/X), F(X′)) sont
des isomorphismes dans D(Λ). Puisque Λ est une Q-algèbre, le foncteur Γ(aut(X′/X),−) est exact
et la condition précédente est équivalente à ce que le morphisme K(X) // K(X′)aut(X′/X) soit un
quasi-isomorphisme. Enfin, un objet E ∈ D st
A1, ét
(Nor/B,Λ) sera dit f h-local, s’il en est ainsi des
Fm (avec m ∈ N) pour tout remplacement stablement (A1, ét)-fibrant F de E. Il est clair que la
sous-catégorie pleine des objets f h-locaux est une sous-catégorie triangulée de D st
A1, ét
(Nor/B,Λ).
Puisque Λ est une Q-algèbre, E est f h-local si et seulement si les homomorphismes
homD st
A1 , ét
(Nor/B,Λ)(Sus
m
T (X ⊗ Λ),E) // homD st
A1 , ét
(Nor/B,Λ)(Sus
m
T (X
′ ⊗ Λ),E)aut(X′/X) (174)
sont inversibles pour tout m ∈ N. Ceci permet de vérifier le résultat suivant.
Proposition B.10 — L’image de Li∗B : DA
ét(B,Λ) // Dst
A1, ét
(Nor/B,Λ) est contenue dans la
sous-catégorie triangulée des objets f h-locaux.
Demonstration C’est ici que nous avons besoin de savoir que le 2-foncteur homotopique stable
DAét(−,Λ) : Sch/B // TR est séparé (cf. le Théorème 3.9). Comme dans la preuve de [8,
Prop. B.6], on se ramène à montrer que id // (r∗r∗)aut(X
′/X) est un isomorphisme pour r : X′ // X
un revêtement pseudo-galoisien entre schémas normaux et intègres de type fini sur B.
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On peut trouver une stratification S = (Xi)i∈I de X par des sous-schémas localement fermés,
connexes et normaux, et telle que ri : X′i = (X
′ ×X Xi) // Xi est la composition d’un revête-
ment étale et d’un morphisme fini, surjectif et totalement inséparable. Par l’axiome de localité,
il est alors suffisant de montrer que id // (ri∗r∗i )
aut(X′/X) est inversible. Or, aut(X′/X) agit tran-
sitivement sur les composantes connexes de X′i . On en fixe une qu’on notera X
′
i0 et on appel-
lera aut0(X′/X) son stabilisateur et ri0 sa projection sur Xi. Il est alors suffisant de montrer que
id // ((ri0)∗(ri0)∗)aut0(X
′/X) = ((ri0)∗(ri0)∗)aut(X
′
i0/Xi) est inversible. Ceci découle maintenant de [5,
Lem. 2.1.165]. 
On note f hét la topologie sur Nor/B engendrée par la topologie étale et la topologie f h. Un
préfaisceau sur Nor/B est un f hét-faisceau si et seulement si c’est un faisceau étale et un f h-
faisceau. On a le résultat suivant (cf. [8, Lem. B.8]).
Lemme B.11 — Soit F un f h-faisceau de Λ-modules sur Nor/B. Alors, le faisceau étale aét(F)
associé à F est un f hét-faisceau.
Considérons maintenant la catégorie Sh f h(Nor/B,Λ) des f h-faisceaux de Λ-modules sur Nor/B.
On dispose d’une structure de modèles f hét-locale sur Cpl(Sh f h(Nor/B,Λ)) pour laquelle les
équivalences faibles sont les morphismes de complexes de f h-faisceaux induisant des isomor-
phismes sur les f hét-faisceaux associés aux préfaisceaux d’homologie. Vu le Lemme B.11, il
est loisible de qualifier cette structure de ét-locale et nous ferons cela dans la suite. On loca-
lise cette structure pour obtenir la structure projective (A1, ét)-locale pour laquelle les flèches
a f h(A1X ⊗Λ)[n] // a f h(X ⊗Λ)[n] sont des équivalences faibles pour tout X ∈ Nor/B et n ∈ Z. La
catégorie homotopique de la structure projective (A1, ét)-locale sera notée D f h
A1, ét
(Nor/B,Λ). La va-
riante stable, notée D f h, st
A1, ét
(Nor/B,Λ), est la catégorie homotopique de SptT (Cpl(Sh f h(Nor/B,Λ)))
munie de sa structure projective (A1, ét)-locale stable.
Proposition B.12 — Le foncteur a f h : Cpl(PSh(Nor/B,Λ)) // Cpl(Sh f h(Nor/B,Λ)) est de
Quillen à gauche. Il préserve les équivalences (A1, ét)-locales et il en est de même de son adjoint
à droite o f h. L’énoncé analogue pour les catégories de T-spectres, munies de leurs structures
projectives (A1, ét)-locales stables, est également vrai.
Demonstration Le lecteur vérifiera que la preuve de [8, Prop. B.9] est valable sans hypothèse
sur les caractéristiques résiduelles de B. Le passage aux catégories de spectres se fait sans diffi-
culté. (Notons tout de même l’utilisation de [5, Prop. 4.2.74] pour vérifier que o f h préserve les
équivalences (A1, ét)-locales stables.) 
La Proposition B.12 fournit un foncteur a f h = La f h : D stA1, ét(Nor/B,Λ)
// D f h, st
A1, ét
(Nor/B,Λ).
On a le résultat suivant.
Proposition B.13 — Le foncteur a f h ◦ Li∗B : DAét(B,Λ) // D f h, stA1, ét(Nor/B,Λ) est pleinement
fidèle.
Demonstration Vu le Lemme B.5, il suffit de montrer que Li∗B // o f ha f hLi
∗
B est inversible. Soit
M ∈ DAét(B,Λ). D’après la Proposition B.10, Li∗BM est f h-local. Il en découle que le morphisme
E // o f ha f hE est un quasi-isomorphisme niveau par niveau pour tout remplacement projective-
ment stablement (A1, ét)-fibrant E de Li∗BM. Ceci démontre la proposition. 
Rappelons que Cor(B) désigne la catégorie ayant pour objets les B-schémas lisses et pour mor-
phismes les correspondances finies. Les foncteurs contravariants additifs de Cor(B) à valeurs dans
Mod(Λ) sont appelés les préfaisceaux avec transferts. Ils forment une catégorie abélienne no-
tée PST(Sm/B,Λ). D’après [46], on peut identifier Cor(B) ⊗ Q avec la sous-catégorie pleine de
Sh f h(Nor/B,Q) dont les objets sont les f h-faisceaux de la forme a f h(X ⊗ Q) avec X un B-schéma
lisse. Puisque Λ est une Q-algèbre, ceci permet de définir un foncteur
i∗B, tr : PST(Sm/B,Λ) // Sh f h(Nor/B,Λ)
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adjoint à gauche du foncteur iB, tr∗ qui à un f h-faisceau F associe le préfaisceau avec transferts :
X ∈ Sm/B hom(a f h(X ⊗ Z), F). On a le fait suivant.
Lemme B.14 — Le foncteur i∗B, tr : Cpl(PST(Sm/B,Λ)) // Cpl(Sh f h(Nor/B,Λ)) est de Quillen
à gauche relativement aux structures (A1, ét)-locales.
Demonstration Le lecteur vérifiera que la preuve de [8, Lem. B.11] est valable sans hypothèse
sur les caractéristiques résiduelles de B. 
Lemme B.15 — Le foncteur Li∗B, tr : DM
ét(B,Λ) // D f h, st
A1, ét
(Nor/B,Λ) est pleinement fidèle.
Demonstration Comme pour [8, Lem. B.12], il s’agit d’adapter la preuve de [8, Lem. B.2]. En-
suite on raisonne comme dans la preuve du Corollaire B.6. 
Expliquons maintenant comment terminer la preuve de la Proposition B.4. Il est facile de voir
qu’on a un carré commutatif à un isomorphisme canonique près
PSh(Sm/B,Λ)
i∗B

atr
// PST(Sm/B,Λ)
i∗B, tr

PSh(Nor/B,Λ)
a f h
// Sh f h(Nor/B,Λ).
(En fait, la commutativité se vérifie plus facilement sur les adjoints à droite.) En passant aux
catégories de T -spectres de complexes et en inversant ensuite les équivalences (A1, ét)-locales
stables, on obtient un carré commutatif à un isomorphisme canonique près
DAét(B,Λ)
Li∗B

Latr
// DMét(B,Λ)
Li∗B, tr

D st
A1, ét
(Nor/B,Λ)
a f h
// D f h, st
A1, ét
(Nor/B,Λ).
La Proposition B.13 et le Lemme B.15 entraînent alors que Latr : DAét(B,Λ) // DMét(B,Λ)
est pleinement fidèle. Or, il commute aux sommes infinies et son image contient des générateurs
compacts de DMeff, ét(B,Λ). C’est donc une équivalence de catégories !
Annexe C
Vérification de la condition (SSp) : deuxième méthode
Dans cet annexe, nous donnons une vérification directe de la condition (SSp), introduite à la
Section 1, dans le cas du 2-foncteur homotopique stable DAét(−,Λ). (11) L’argument est plus court
que celui présenté dans la Section 2 et a l’avantage de ne pas nécessiter que 2 soit inversible dans
Λ. En revanche, il est moins « self-contained » puisqu’il repose sur des résultats de F. Morel sur
les groupes d’homotopie des sphères motiviques [32, 33, 36].
Theoreme C.1 — Soit S un schéma de base. Alors, la condition (SSp) est satisfaite dans le
2-foncteur homotopique stable DAét(−,Λ) : Sch/S // TR pour tout nombre premier p.
Avant de donner la preuve du Théorème C.1, nous établissons un point technique qui n’a rien
d’étonnant mais pour lequel nous ne disposons pas de référence. On rappelle que Sus0T,Σ désigne
le 0-ième foncteur de suspension infinie comme dans [5, Déf. 4.3.10].
Lemme C.2 — Soit S un schéma de base, et soit f : Y // X un morphisme de S -schémas
quasi-projectifs et lisses. Notons q : X // S le morphisme structural. Alors, le morphisme
(q ◦ f )!(q ◦ f )!ΛS (0) ' q! f! f !q!ΛS (0) δ // q!q!ΛS (0) (175)
11. Nous avons trouvé ce moyen direct pour vérifier la condition (SSp) à la fin de mai 2013, bien après l’acceptation
de l’article en novembre 2012. Afin de minimiser les changements nous présentons l’argument en annexe.
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s’identifie canoniquement au morphisme
Sus0T,Σ( f ) : Sus
0
T,Σ(Y ⊗ Λ) // Sus0T,Σ(X ⊗ Λ).
Demonstration Cet énoncé est non trivial car la construction des « morphismes de connexions »
pour les 2-foncteurs H! et H! est compliquée (voir [4, §1.6]). Une façon économe de s’en sortir est
de se ramener à [4, Prop. 2.3.53] en utilisant le bifoncteur « homomorphismes internes ».
Vu que q! = Th(Ωq) ◦ q∗ et q! = q] ◦ Th−1(Ωq), on a les identifications :
q!q!ΛS (0) = q]q
∗ΛS (0) = q]ΛX(0) = Sus0T,Σ(X ⊗ Λ).
Il en est de même pour q ◦ f . Ainsi, on dispose de deux morphismes de Sus0T,Σ(Y ⊗ Λ) vers
Sus0T,Σ(X ⊗ Λ) :
– le premier, noté Sus0T,Σ( f ), est induit directement de f ;
– le second, qu’on note δ( f ), est déduit de la composition de (175) et des identifications ci-
dessus.
Il s’agit de montrer que δ( f ) = Sus0T,Σ( f ). Pour cela, il suffit de montrer que le foncteur contrava-
riant Hom(−,N) transforme ces deux flèches en des flèches égales pour tout N ∈ DAét(S ,Λ). En
effet, puisque
RΓ(S ,REv0Hom(−,N)) = homDAét(S ,Λ)(−,N),
le lemme de Yoneda permettrait de conclure.
Donnons-nous donc un motif N ∈ DAét(S ,Λ). D’après [4, Prop. 2.3.53] et le Sous-lemme C.3
ci-dessous, on dispose d’un diagramme commutatif
Hom(q!q!Λ(0),N)
δ
//
∼

Hom(q! f! f !q!Λ(0),N)
∼

∼
// Hom((q ◦ f )!(q ◦ f )!Λ(0),N)
∼

q∗Hom(q!Λ(0), q!N)
δ
// q∗Hom( f! f !q!Λ(0), q!N)
∼

q∗ f∗Hom( f !q!Λ(0), f !q!N)
∼
// (q ◦ f )∗Hom((q ◦ f )!Λ(0), (q ◦ f )!N)
q∗Hom(q!Λ(0), q!N)
η
// q∗ f∗ f ∗Hom(q!Λ(0), q!N)
∼
OO
q∗q∗Hom(Λ(0),N)
∼
OO
η
// q∗ f∗ f ∗q∗Hom(Λ(0),N)
∼
OO
∼
// (q ◦ f )∗(q ◦ f )∗Hom(Λ(0),N)
∼
OO
q∗q∗N
∼
OO
η
// q∗ f∗ f ∗q∗N
∼
OO
∼
// (q ◦ f )∗(q ◦ f )∗N.
∼
OO
(Le Sous-lemme C.3 assure la commutation du grand carré de gauche et fournit aussi les flèches
verticales partant de la deuxième ligne d’en bas.)
Par ailleurs, on a des identifications canoniques
q∗q∗N ' Rhom(X,N) et (q ◦ f )∗(q ◦ f )∗N ' Rhom(Y,N).
(Ci-dessus, Rhom est le foncteur dérivé de l’extension aux T -spectres symétriques du foncteur
hom rappelé au début de la Section 3.) De plus, modulo ces identifications et celles d’avant, l’iso-
morphisme Hom(q!q!Λ(0),N) ' q∗q∗N, composé des isomorphismes verticaux à gauche dans le
diagramme ci-dessus, est donné par l’isomorphisme canonique
Hom(Sus0T,Σ(X ⊗ Λ),N) ' Rhom(X,N).
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Il en est de même pour q ◦ f et Y au lieu de q et X. Le diagramme commutatif ci-dessus montre
alors que le morphisme
Hom(δ( f ),N) : Hom(Sus0T,Σ(X ⊗ Λ),N) // Hom(Sus0T,Σ(Y ⊗ Λ),N)
correspond au morphisme Rhom( f ,N) : hom(X,N) // hom(Y,N). Or, par construction, il en est
de même du morphisme Hom(Sus0T,Σ( f ),N). Ceci permet de conclure. 
Sous-lemme C.3 — Soit f : Y // X un morphisme quasi-projectif. Il existe alors une transfor-
mation binaturelle en M, N ∈ DAét(X,Λ) :
f ∗Hom(M,N) // Hom( f !M, f !N). (176)
De plus, le carré suivant est commutatif
Hom(M,N)
η
//
δ

f∗ f ∗Hom(M,N)

Hom( f! f !M,N)
∼
// f∗Hom( f !M, f !N).
Enfin, si f est lisse, (176) est inversible et elle est donnée par la composition des isomorphismes
f ∗Hom(M,N) ' Hom( f ∗M, f ∗N) ' Hom(Th(Ω f ) f ∗M,Th(Ω f ) f ∗N) = Hom( f !M, f !N).
Demonstration Le morphisme en question est déduit via l’adjonction ( f ∗, f∗) de la composition
de
Hom(M,N) δ // Hom( f! f !M,N) ' f∗Hom( f !M, f !N).
(L’isomorphisme utilisé ci-dessus est celui de [4, Prop. 2.3.53].) La commutation du carré est
immédiate. Il en est de même de la dernière assertion. 
Revenons maintenant à la preuve du Théorème C.1. Avec les notations utilisées dans la formu-
lation de la condition (SSp), on a la réduction suivante.
Lemme C.4 — Pour démontrer le Théorème C.1, il suffit de montrer, que pour tout nombre
premier p, il existe une extension finie k/Fp telle que, pour tout n ∈ N, l’endomorphisme
Fn : Sus0T,Σ((Gmk, 1) ⊗ Λ) // Sus0T,Σ((Gmk, 1) ⊗ Λ) (177)
est un isomorphisme dans DAét(k,Λ).
Demonstration Vu le Lemme 3.4, on peut supposer que (177) est un isomorphisme pour k = Fp.
Il s’ensuit que le morphisme
Fn : Sus0T,Σ(GmFp ⊗ Λ) // Sus0T,Σ(GmFp ⊗ Λ) (178)
est aussi un isomorphisme. En appliquant le foncteur « image inverse » suivant le morphisme
structural S/(p) // Spec(Fp), on déduit que le morphisme
Fn : Sus0T,Σ(GmS/(p) ⊗ Λ) // Sus0T,Σ(GmS/(p) ⊗ Λ) (179)
est un isomorphisme dans DAét(S/(p),Λ). On divise le reste de la preuve en deux étapes.
Étape 1 : Pour M ∈ DAét(S/(p),Λ), on dispose d’un diagramme commutatif
M ⊗ q∗q∗Λ(0)
id⊗η
//

M ⊗ q∗Fn∗F∗nq∗Λ(0) ∼ //

M ⊗ q∗q∗Λ(0)

q∗q∗M
η
// q∗Fn∗F∗nq∗M
∼
// q∗q∗M
où les flèches verticales sont déduites des morphismes de coprojection. Ces flèches verticales sont
des isomorphismes. (Remarquer que les deux membres sont canoniquements isomorphes à M ⊕
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M(−1)[−1].) Il s’ensuit que la transformation naturelle η : q∗q∗ // q∗Fn∗F∗nq∗ est inversible si et
seulement si le morphisme
η : q∗q∗ΛS/(p)(0) // q∗Fn∗F∗nq∗ΛS/(p)(0) (180)
est inversible. Pour conclure, il reste à remarquer que le morphisme (180) s’obtient du morphisme
(179) en appliquant Hom(−,ΛS/(p)(0)).
Étape 2 : Dualement, en utilisant [4, Th. 2.3.38 et Cor. 2.3.39], on dispose d’un diagramme com-
mutatif
M ⊗ q!q!Λ(0) ∼ //
∼

M ⊗ q!Fn!F!nq!Λ(0) id⊗δ //
∼

M ⊗ q!q!Λ(0)
∼

q!q!M
∼
// q!Fn!F!nq
!M
δ
// q!q!M
où les flèches verticales sont inversibles. L’isomorphisme M⊗q!q!Λ(0) ' q!q!M est la composition
de
M ⊗ q!q!Λ(0) // q!(q∗M ⊗ q!Λ(0)) // q!q!M;
la première flèche est inversible par [4, Th. 2.3.40] et la seconde flèche est inversible par construc-
tion (voir [4, Déf. 2.3.27]). Ainsi, comme avant, la transformation naturelle δ : q!Fn!F!nq! // q!q!
est inversible si et seulement si le morphisme
δ : q!Fn!F!nq
!Λ(0) // q!q!Λ(0) (181)
est inversible. Or, d’après le Lemme C.2, le morphisme (181) s’identifie au morphisme (179). 
À partir de maintenant, on fixe un corps k. (Nous sommes intéressés par le cas où k est un corps
fini et en particulier parfait, mais pour les besoin de la preuve, nous sommes amenés à considérer
des corps plus généraux, notamment k(t).) Notons em : Gmk // Gmk le morphisme d’élévation
à la puissance m ∈ Z. (Lorsque k est une extension de Fp on a Fn = epn .) Par construction, on a
un isomorphisme Sus0T,Σ((Gmk, 1) ⊗ Λ) ' Λk(1)[1] dans DAét(k,Λ). Ainsi, l’endomorphisme em
définit un élément
[em] ∈ endDAét(k,Λ)(Λ(1)[1]) ' endDAét(k,Λ)(Λ(0)).
Le Théorème C.1 est maintenant une conséquence directe des Lemmes 3.10 et C.4, et du résultat
suivant.
Proposition C.5 — Supposons que −1 est un carré dans k. L’élément [em] est égal à m · idΛ(0).
Remarque C.6 — Dans l’énoncé de la Proposition C.5, l’hypothèse −1 ∈ (k×)2 est superflue.
En effet, on peut obtenir l’égalité [em] = m · idΛ(0) dans endDAét(k,Λ)(Λ(0)) en toute généralité
comme conséquence du Théorème B.1 et du calcul de la cohomologie motivique en bidegré (0, 0).
Toutefois, pour éviter un cercle vicieux, nous devons fournir une preuve directe de la Proposition
C.5, i.e., qui ne repose pas sur le Théorème B.1. En effet, la preuve du Théorème B.1 repose sur le
théorème de rigidité relative (Théorème 4.1) qui lui-même repose sur la vérification de la condition
(SSp) et donc en particulier sur la Proposition C.5 (du mois si 2 n’est pas inversible dans Λ).
Pour démontrer la Proposition C.5, nous aurons besoin d’une digression A1-homotopique. (12)
Introduisons d’abord quelques notations.
Considérons les catégories A1-homotopiques SHeff(k) et SH(k), aka., les catégories des motifs
à coefficients dans la catégorie des S1-spectres symétriques M = SptΣS1(∆
opEns•) (voir le début
de l’Annexe A). Pour p ∈ N et q ∈ Z, on pose Sp,q = (Gmk, 1)∧p ⊗ Sq−p avec Sq−p la sphère
simpliciale stable de dimension q − p ; ce sont des objets de SHeff(k). On note encore Sp,q le
spectre Sus0T,Σ(S
p,q) et on étend les Sp,q aux p < 0 de la manière usuelle ; ces sont des objets de
SH(k). (Si l’on désigne par 1 l’objet unité de SH(k), alors Sp,q = 1(p)[q].) Nous aurons besoin du
résultat suivant de F. Morel.
12. En fait, vu le contexte, il aurait été plus naturel de faire une digression A1-homologique. Toutefois, pour faciliter
les références aux travaux de F. Morel, il sera plus pratique de parler de A1-homotopie au lieu de A1-homologie.
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Theoreme C.7 — Pour tout n ∈ Z, on a un isomorphisme canonique
homSH(k)(1,1(n)[n]) ' KMWn (k)
où KMWn (k) est le groupe de K-théorie de Milnor-Witt.
Ce théorème de F. Morel est énoncé dans [33, Th. 6.2.2] (voir aussi [32, Th. 6.4.1]) sous l’hy-
pothèse que le corps k est parfait, ce qui est malheureusement trop restrictif pour nos besoins.
Heureusement, en utilisant des résultats de [36], il est possible d’obtenir ce théorème en toute
généralité (voir le Corollaire C.9(b) ci-dessous). Expliquons comment.
Pour M ∈ SHeff(k) et i ∈ Z, on note piA1i (M) le faisceau Nisnevich associé au préfaisceau X ∈
Sm/k homSHeff (k)(X ⊗ Si,M). D’après [34, Lem. 6.4.4], c’est un faisceau Nisnevich strictement
invariant par homotopie. Le résultat suivant est bien connu.
Lemme C.8 — Pour M ∈ SHeff(k) et n ≥ 0, on a
homSHeff (k)(S
n,n,M) ' (piA10 (M))−n(k)
où (−)−n désigne la n-ième contraction. (13)
Demonstration Par la suite spectrale induite de la t-structure homotopique sur SHeff(k) (voir [34]),
il suffit de montrer que
H jNis
(
(Gmk, 1)∧n, piA
1
i (M)
)
=
{
(piA
1
i (M))−n(k) si j = 0
0 si j , 0.
Il sera donc plus général de montrer que
Rhom((Gmk, 1)∧n, F[0]) ' (F)−n[0]
pour tout faisceau Nisnevich strictement invariant par homotopie F. Ceci permet d’employer une
récurrence pour se ramener au cas n = 1.
Il reste donc à montrer que G j = R jhom((Gmk, 1), F) est nul pour j ≥ 1. D’après [34, Th. 6.2.7],
appliqué à Rhom((Gmk, 1), F), les faisceaux G j sont strictement invariants par homotopie. D’après
[34, Lem. 6.4.4], si U ⊂ X est un ouvert dense d’un k-schéma lisse X, le morphisme de restric-
tion G j(X) // G j(U) est injectif. Ainsi, pour démontrer que G j est nul, il suffit de montrer que
G j(K) = 0 pour toute extension ind-lisse K/k. Étant donné que (GmK , 1) ⊗ Z ' (P1K ,∞) ⊗ Z[−1]
dans DAeff(K,Z), on trouve que
G j(K) = H jNis((GmK , 1), F) ' H j+1Nis ((P1K ,∞), F).
Or, le membre de droite est un facteur direct de H j+1(P1K , F) qui s’annule, pour j ≥ 1, car P1K est
de dimension cohomologique 1 relativement à la topologie Nisnevich. (14) 
Lorsque p ≥ 1, [36, Cor. 6.43] fournit un isomorphisme de faisceaux Nisnevich strictement
invariants par homotopie
piA
1
0 (S
p,p) ' KMWp , (182)
avec KMWp le faisceau de K-théorie de Milnor-Witt non ramifiée (voir [36, §3.2]). À vrai dire, dans
[36], le corps de base est supposé parfait ; mais puisque Sp,p et KMWp proviennent par « image
inverse » du sous-corps premier k0 ⊂ k, il est facile de déduire l’isomorphisme (182) pour k de
celui pour k0.
La partie (b) de l’énoncé suivant est une reformulation du Théorème C.7.
Corollaire C.9 —
13. Rappelons que, pour un préfaisceau de groupes abéliens F sur Sm/k, le préfaisceau (F)−1 est défini comme étant
le noyau du morphisme 1∗ : hom(Gmk, F) // F induit par la section unité de Gmk. Autrement dit, on a (F)−1 =
hom((Gm, 1), F). Pour n ≥ 0, le préfaisceau (F)−n est défini par récurrence à l’aide de la formule (F)−n = ((F)−(n−1))−1
(et la convention que F−0 = F). On a encore (F)−n = hom((Gm, 1)∧n, F).
14. J’ai appris cette preuve de l’annulation de H jNis(GmK , F), pour j ≥ 1, lors d’une discussion avec F. Morel qui
avait attribué ladite preuve à M. Hopkins.
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(a) Pour n ≥ 0 et p ≥ 1, on a un isomorphisme canonique homSHeff (k)(Sn,n,Sp,p) ' KMWp−n (k).
(b) Pour tout n, p ∈ Z, on a un isomorphisme canonique homSH(k)(Sn,n,Sp,p) ' KMWp−n (k).
Demonstration La partie (a) découle aussitôt du Lemme C.8, de l’isomorphisme (182) et du fait
que (KMWp )−n ' KMWp−n (ce qui doit découler de [36, §3.2] à en croire la preuve de [36, Cor. 6.43]).
La partie (b) découle de (a) et du fait que le groupe homSH(k)(Sn,n,Sp,p) est la colimite suivant
r ≥ max(0,−p,−n) des groupes homSHeff (k)(Sn+r,n+r,Sp+r,p+r). (Ceci découle par exemple de [5,
Th. 4.3.61].) 
On est maintenant en mesure de démontrer la Proposition C.5. L’endomorphisme em de Gmk
induit un élément
{em} ∈ endSH(k)(S1,1) ' endSH(k)(S0,0).
La classe [em] est égale à l’image de {em} par le foncteur composé
SH(k) // SHét(k) // DAét(k,Λ)
(cf. (164)). Il suffit donc de montrer que {em} = m · idS1,1 .
Soit l/k une extension ind-lisse. Un élément a ∈ l× définit une classe
[a] ∈ homSH(l)(S0,0,S1,1)
qui correspond, via l’isomorphisme du Corollaire C.9(b), au symbole [a] ∈ KMW1 (l) associé à a
(voir [36, Def. 3.1]). L’élément {em} ∈ endSH(k)(S0,0) agit sur [a] par la formule {em} · [a] = [am].
Étant donné que l’isomorphisme du Corollaire C.9(b) est compatible au changement de corps de
base et à la multiplication, il s’ensuit que {em}, vu comme élément de KMW0 (k), agit sur KMW1 (l) par
la même formule.
Considérons maintenant l’élément m ∈ KMW0 (k) donné par
m =
n∑
i=1
〈(−1)i−1〉,
où, pour u ∈ k×, 〈u〉 = 1 + η[u]. Pour terminer la preuve de la Proposition C.5, il suffit de vérifier
que {em} = m dans KMW0 (k). En effet, puisque −1 est un carré dans k, on a 〈−1〉 = 〈1〉 = 1 (voir
[36, Lem. 3.9]) ce qui assure que m = m.
Par [36, Lem. 3.14] et puisque KMW1 (l) est engendré (comme groupe abélien) par les classes [a]
des a ∈ l× (voir [36, Lem. 3.6]), les éléments {em} et m dans KMW0 (k) agissent de la même manière
sur KMW1 (l). Pour prouver l’égalité {em} = m , il suffit donc de trouver une extension l/k telle que
KMW0 (k) agit fidèlement sur K
MW
1 (l). L’extension l = k(t), avec t une indéterminée, convient. En
effet, d’après [36, Th. 3.15], KMW1 (k(t)) contient une copie de K
MW
0 (k) qui est fournie par les deux
applications inverses l’une de l’autre
[t] · − : KMW0 (k) // KMW1 (k(t)) et ∂tv : KMW1 (k(t)) // KMW0 (k)
avec v la valuation t-adique de k(t).
Remarque C.10 — Pour la preuve de la Proposition C.5, nous avons besoin d’une petite partie
des travaux de F. Morel [32, 33, 36]. En fait, quitte à travailler un plus, on peut vraisemblablement
remplacer l’utilisation de [32, 33, 36] par les résultats très concrets et relativement élémentaires
de Cazanave [10] sur le calcul de l’ensemble [P1,P1]N des classes d’homotopie naïve d’endomor-
phismes de la droite projective pointée.
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