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We propose a new approach for calculating the change of the absorption spectrum of a molecule
when moved from the gas phase to a crystalline morphology. The so-called gas-to-crystal shift ∆Em is
mainly caused by dispersion effects and depends sensitively on the molecule’s specific position in the
nanoscopic setting. Using an extended dipole approximation, we are able to divide ∆Em = −QWm
in two factors where Q depends only on the molecular species and accounts for all non-resonant
electronic transitions contributing to the dispersion, while Wm is a sum running over the position of
all molecules expressing the site–dependence of the shift in a given molecular structure. The ability
of our approach to predict absorption spectra is demonstrated using the example of polycrystalline
films of 3,4,9,10-perylene-tetracarboxylic-diimide (PTCDI).
Thin films of conjugated organic molecules are es-
sential building blocks in organic and hybrid opto-
electronics. These films are typically characterized by
a nanocrystalline structure. Depending on the applica-
tion, planar or bulk heterojunctions are realized either of
different organic molecules or by combination with inor-
ganic semiconductors or metal oxides such as ZnO and
TiO2 [1–3]. The energetic alignment of the ground and
excited states of the different materials governs the effi-
ciency of charge separation and the open–circuit voltage
in photovoltaic cells and, similarly, the injection of charge
carriers and energy transfer dynamics in light-emitting
devices [4–6]. Hence, it is essential to understand in de-
tail how structural disorder and site-dependent disper-
sion affect the energetic properties of organic thin films.
Due to the large number of molecules involved, a
full quantum mechanical treatment of the polycrystalline
thin film is far out of reach for modern computational
electronic structure methods. Hence, many techniques
used in quantum chemistry follow a different approach,
in which only a single molecule is treated quantum me-
chanically and coupled to the environment, which itself is
treated classically (for a recent overview see [7]). Conse-
quently, these techniques result in molecular wave func-
tions and energies that parametrically depend on the en-
vironmental coordinates, which may again become com-
putationally expensive.
Here, we will use a different approach, in which only
the excited states of the isolated molecule are calculated.
In a second step, these states are then coupled to the en-
vironment via coupling matrix elements calculated from
a simplified Hamiltonian that takes into account the en-
tire environment on a nano-scale. This methodology will
be used in the following to calculate the shift of the
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single-molecule excitation energies due to the coupling
to the specific inhomogeneous environment encountered
in nano–structured polycrystalline molecular films. We
note, that it was shown in [8] that charge transfer states
coupling to Frenkel exciton states changes the absorption
curve only slightly for PTCDA crystals. Such a small ef-
fect was reproduced in our own calculations using the
parameters given in [8]. For the sake of clarity we will
neglect charge transfer states in this work.
Generally speaking, when a molecule m is moved from
the gas phase into a crystalline morphology, its optical
transition energies undergo the so–called gas–to–crystal
shift. This shift is due to (1.) Coulomb coupling of static
charge distributions, (2.) inductive polarization shifts,
(3.) excitonic shifts, and (4.) dispersion shifts, caused by
the interaction between higher excited transition densi-
ties of the molecule m and surrounding molecules. The
effect of electrostatic couplings to the energy shifts was
calculated as interaction of partial charge distributions
(see e.g. [9, 10], calculation details in [11]) and is in-
cluded in the diagonal elements Hmm of the standard
Frenkel exciton Hamiltonian. Since the respective en-
ergy shift due to electrostatic Coupling (1.) was found
to be small (<10 meV), we neglect the contribution of in-
ductive polarization shifts (2.), which is supposed to be
in the same order of magnitude as (1.). Excitonic cou-
plings (3.) are represented in the non–diagonal elements
Hmn of the Frenkel exciton Hamiltonian. The dispersive
shift (4), which is very large for the most systems (up
to several 100 meV), is often assumed to be constant for
all molecules of a system. In this work we will derive a
site–dependent dispersive correction ∆Em to the diago-
nal Hamiltonian elements Hmm.
While in a bulk crystal all molecules feel the same
infinitely large environment, the dispersion becomes
site-dependent in a nanoscopic morphology. In a fi-
nite crystallite, for example, the gas–to–crystal shift
will strongly depend on whether the molecule is situ-
ar
X
iv
:1
41
1.
28
18
v1
  [
co
nd
-m
at.
mt
rl-
sc
i] 
 11
 N
ov
 20
14
2FIG. 1: PTCDI crystallite (cube of about 4.5 nm edge length
with structure obtained from a 1 ns MD simulation). High-
lighted are one PTCDI molecule at the crystallite surface and
one in the interior (both molecules are shown via space–filling
models). Lower right: scheme of coupled virtual transitions
giving rise to the dispersive shift ∆Eme(k), Eq. (1). Shown
is the transition of molecule m into a higher level f and the
transition of the single molecule k of the surrounding from its
ground–state to the higher level f ′. All figures were produced
with VMD [12].
ated close to the surface or deep within the crystal-
lite (see Fig. 1). In this letter, we introduce an ef-
ficient computation scheme of the site–dependent level
shift and demonstrate its capability for providing a con-
sistent understanding of the optical absorption spec-
tra of thin nano–crystalline films of 3,4,9,10-perylene-
tetracarboxylic-diimide (PTCDI, cf. Fig. 1). As a con-
sequence of disorder and site-dependent dispersion, the
thin film spectrum is markedly different from that of
PTCDI in solution (cf. Fig. 2). In particular, it exposes
a distinct double structure that cannot be explained by
features of the isolated molecule. According to X-ray
diffraction measurements, the film morphology is domi-
nated by crystallites with linear extension smaller than
15 nm and a random in-plane orientation. Hence, crys-
talline domains may consist of some hundreds of PTCDI
molecules.
We start the description of the system by defining
the electronic states ϕma and related energies Ema of
an isolated molecule at site m and in state a. In
the most naive picture, singly excited states now follow
from the standard Frenkel–exciton Hamiltonian Hexc =∑
m,nHmn|φm〉〈φn|, where the ground state energy E0 =∑
mEmg = 0 is shifted to the origin of the energy scale.
Here, we have defined the molecular product states φm
with molecule m in the first excited state ϕme and all
other molecules in the ground state ϕng. The overall
ground state φ0 is given by the product of all molecular
ground-states ϕng. The diagonal and off–diagonal part
of the Hamiltonian matrix Hmn represent the excitation
energies Em = Eme−Emg and the resonant excitonic cou-
pling terms Jmn, respectively. A proper rescaling of all
elements of Hmn may account for the dispersion effects,
but a more microscopic picture is desirable.
In the following, we will directly compute the site–
dependent shifts ∆Em = ∆Eme−∆Emg of the excitation
energy Em. Here, the individual level shifts ∆Ema with
a = g, e arise from the non-resonant Coulomb coupling
of molecule m with all its surrounding molecules. They
can be written as ∆Ema =
∑
k ∆Ema(k), where the con-
tribution due to the coupling to molecule k is given in
second order perturbation theory by [13, 14]
∆Ema(k) = −
∑
f,f ′
|Jmk(ag, f ′f)|2
Emfa + Ekf ′g
. (1)
The expression includes the transition energies Emfa =
Emf − Ema and Ekf ′g = Ekf ′ − Ekg, f and f ′ count all
higher excited energy levels (f, f ′ > e), and Jmk(ag, f ′f)
is the Coulomb coupling between the electronic transition
density ρ
(m)
fa (r) of molecule m and the electronic transi-
tion density ρ
(k)
f ′g(r
′) of molecule k (cf. Fig. 1) [9]. Eq.
(1) illustrates that the site–dependence of the dispersion
originates from the dependence of the Jmk(ag, f
′f) on
the position of molecule m relative to molecule k. Since
the energy difference in the denominator is always more
than one order of magnitude smaller than the coupling
of transition densities, Eq. 1 represents a good approxi-
mation for the energy shift ∆Ema(k).
The rigorous evaluation of Eq. (1) for a large molecule
like PTCDI in a complex environment like a nano–
crystalline film according to Eq. (1) is a formidable task.
Instead, we utilize a simplified treatment based on the
well-established extended dipole approximation for com-
putation of the Jmk(ag, f
′f). This allows us to derive a
formula for the level shifts that contains only quantities
which are, at least in principle, accessible by experiment.
In the extended dipole approximation, the actual tran-
sition densities are replaced by transition dipoles repre-
sented by a single negative and a single positive charge
∓q placed at a fixed distance that resembles the spa-
tial extension of the single-molecule excitation. As a
consequence, the resulting distance dependence of the
Jmk(ag, f
′f) is more realistic as in the point dipole ap-
proximation.
The PTCDI excited states can be classified into states
with transition dipoles parallel to the long molecular axis
(ξ(f) = ‖) and perpendicular to it (ξ(f) = ⊥) [11]. The
basic idea of our simplified treatment is to place the
charges at the same distance for all transitions f with
polarisation (ξ(f) = ‖), and likewise for the charges cor-
responding to the transitions of type ξ(f) = ⊥. In both
cases, the q(f) are positioned at the boundary of the
pi-electron system (cf. Fig. 3). As a consequence, the
3FIG. 2: Room temperature absorption lineshape of different
PTCDI systems. Solid black line: PTCDI film vacuum–
deposited on Al2O2. The nominal thickness is 12 nm.
Dashed black line: PTCDI monomer in toluene solution. The
inlay shows the S0,ν=0 → S1,ν=0 transition energy for the
PTCDI derivate N,N’-Bis(1-hexylheptyl)-perylene-3,4:9,10-
bis-(dicarboximide) in non–polar solvents with different
refractive indices n: pentane (n = 1.36), hexane (n = 1.38),
nonane (n = 1.41), dodecane (n = 1.42), cyclohexane
(n = 1.43), hexadecane (n = 1.43), tetrachlormethane
(n = 1.46), and benzene (n = 1.50); red line: linear fit.
charge q(f) depends on the excited state f and can be
derived from the ratio of the respective transition dipole
moment and the intercharge distance.
We verified this approximation by performing exten-
sive electronic structure computations for a large num-
ber of excited states by comparing the Coulomb coupling
matrix elements Jmk obtained by the extended dipole
approximation with the exact value based on atomic-
centered partial transition charges [11].
The mean error is below 5 % for all excited states
that have been considered. The extended dipole ap-
proximation allows us to factorize the interaction matrix
element Jmk(ag, f
′f) = q(f)q(f ′)V (mξ(f), kξ′(f ′)) into
two contributions, the effective charges q(f), q(f ′) and
the distance dependence of the interaction of extended
dipoles V (mξ(f), kξ′(f ′)), i. e. the interaction of a pair
of unit charges of opposite sign at molecule m and k.
The V (mξ(f), kξ′(f ′)) still depend on the transitions f ,
f ′ via ξ(f), ξ′(f ′).
If the different states f , f ′ lie sufficiently close
in energy, we may average over the two different
transition dipole directions by introducing Vmk =∑
ξ,ξ′ V (mξ, kξ
′)/4. Our electronic structure calculations
of the higher excited states support this approximation.
As a consequence, the Vmk become independent on the
states f , f ′ and hence Jmk(ag, f ′f) ≈ q(f)q(f ′)Vmk.
Finally, the site–dependent transition energy shift of
molecule m can be written as
∆Em = −QWm, (2)
FIG. 3: Space–filling model of two PTCDI molecules. The
carbon bondings establishing the pi–electron system are high-
lighted. Also shown are the positive and negative partial
charges of an extended dipole model for higher electronic tran-
sitions of type ξ. It results a position and orientation depen-
dent excitonic coupling between molecule m (upper left) and
molecule k (lower right). The shown interaction constitutes
V (m‖, k⊥).
with
Q =
∑
f,f ′
q2(f)q2(f ′)
( 1
Emfe + Ekf ′g
− 1
Emfg + Ekf ′g
)
(3)
and Wm =
∑
k V
2
mk.
While Wm can be interpreted as a geometry factor de-
termined by the structure of the nano–crystalline film,
the Q–factor is specific to the molecule under considera-
tion and accounts for transition energies and strengths of
all its excited states f . As the Q-factor can not directly
be calculated, it can be obtained from an independent
absorption measurement of an amorphous film of ran-
domly orientated molecules. The obtained value of ∆Em
is identified with Q 〈Wm〉. The thus obtained Q–factor
can then be used to calculate site-dependent energy shifts
for any given nano-structured environment.
In the following, we apply this methodology to ex-
plain the optical absorption spectra of nano–crystalline
PTCDI films (cf. Fig. 2). It is important to note that
both, the resonant excitonic coupling (which causes a
mixing of states) as well as the non–resonant interac-
tions (which are responsible for the level shifts) con-
tribute to the observed changes in the spectrum when
going from the isolated molecule to the polycrystalline
thin film. Before simulating PTCDI absorption spec-
tra, we provide an experimental estimate of the expected
magnitude of the level shift. To this end, we mea-
sured absorption spectra placing the molecules in var-
ious non–polar environments (solvents). Since PTCDI
is not well soluble, we perform the experiment with
4the related molecule N,N’-Bis(1-hexylheptyl)-perylene-
3,4:9,10-bis-(dicarboximide) whose UV/VIS spectrum
perfectly coincides with that of PTCDI as the alkyl sub-
stituents do not affect the pi-electron system. The shift of
the transition energy ∆Em with respect to the gas phase
excitation energy Egp is related to the solvent’s refrac-
tive index n at optical wavelengths via ∆Em = −Ff(n)
with f(n) = (n2 − 1)/(2n2 + 1) [14, 15]. The expression
originates from the solvation energy of a point dipole
in a spherical cavity surrounded by a homogeneous con-
tinuum [15]. We will refer to this relation as the con-
tinuum solvent approximation (CSA). A fit of the mea-
sured S0,ν=0 → S1,ν=0 transition energy as a function of
the solvent’s refractive index (cf. inset of Fig. 2) yields
F = 1.21 eV and Egp = 2.64 eV. For a thin polycrys-
talline PTCDI film, a refractive index nPTCDI = 1.96 is
reported [16, 17]. Application of CSA predicts a rather
substantial level shift of ∆Em = −400 meV with respect
to Egp which is in the range of the observed spectral
changes (cf. Fig. 2).
In order to calculate the Wm and the excitonic cou-
pling matrix elements Jmn, a precise knowledge of the
morphology (size distribution and orientation of grains)
and arrangement of PTCDI molecules in nano–crystalline
domains is required. However, the experimental deter-
mination of the exact structure of the present PTCDI
film is beyond the scope of this Letter. Instead, we
performed extensive MD simulations of a set of 216
PTCDI molecules forming cubic crystallites of maximal
edge length of 4.5 nm in order to obtain possible PTCDI
crystallite configurations [18].
For a quantitative derivation of absorption spec-
tra, three more factors have to be accounted for,
that is, the computation of Jmn, the screening of
Jmn and the vibronic coupling. Here, the Jmn
were caluclated using the molecular coordinates and
transition partial charges [9]. Screening can be
treated with the so–called Poisson–transition–charges–
from–electrostatic–potential–method [19] or with meth-
ods based on the polarizable continuum model and be-
yond [20]. Recently, some of us demonstrated that a 1/–
screening approach, in which Jmn is replaced by Jmn/,
is sufficient as long as only ensemble averages are cal-
culated [10]. Hence, the same approach was used here,
yielding maximal values of Jmn/ ≈ 20 meV for the MD
derived geometry.
To account for vibronic coupling, only a single vi-
brational progression per molecule (Huang-Rhys-factor:
0.62) is taken into account. This has been found suffi-
cient for modelling the PTCDI–monomer spectrum [21].
The single particle approximation [22] is used to derive an
electron–vibrational Hamilton matrix where a single vi-
bronically (labelled by ν) excited molecule couples to sur-
rounding molecules in the vibrational ground state. Exci-
ton states are constructed as Φα =
∑
m cα(m, ν)χmeνφm,
where χmeν is the total vibrational wave function with
vibrational excitations in the excited state of molecule
m and the cα(m, ν) denote the respective expansion
FIG. 4: Computed absorption lineshapes of different types of
PTCDI nanocrystalline films in comparison to the experimen-
tal absorption spectrum (black curve). Grey curve: large cu-
bic crystallites with 4.5 nm edge length; green curve: medium-
size crystallites (48 molecules); blue curve: very small crystal-
lites (10 molecules); dashed red curve: theoretical absorption
spectrum calculated from a mixture of very small and large
crystallites (see text for details).
coefficients. The absorption line–shape follows as the
sum over all exciton levels α with transition ener-
gies Eα weighted by the respective oscillator strengths
|∑m,ν cα(m, ν)dm|2. Finally, Gaussian broadening of
typically 0.06 eV (full width at half maximum) is in-
troduced for all transitions. The value is deduced from
the experimental absorption line width of the monomer
in solution.
As noted above, resonant excitonic coupling is rather
weak in PTCDI nano–crystallites. Therefore, site-
dependent level shifts must be mainly responsible for
the observed spectral changes (cf. Fig. 2). The thin
film spectrum is composed of a narrow, red-shifted ab-
sorption peak and a broad band in the spectral range of
the solution spectrum. This line–shape suggests that the
spectrum is a superposition of spectra of a densely packed
crystalline phase and a more loosely packed rather dis-
ordered phase. Therefore, we consider two distinct types
of nano–scaled crystallites: First, we take the periodi-
cal PTCDI cube of 4.5 nm edge length derived from MD
simulations and evaluate Wm for all molecules. To ob-
tain the absorption spectrum, the Hamiltonian for the
molecules contained in one cube is diagonalised. As the
exciton spectrum does not further change when consid-
ering larger systems, the obtained spectrum is repre-
sentative for films composed of crystallites of this size
and larger. A more loosely packed disordered phase is
modelled by cutting very small blocks consisting of 10
molecules out of the 4.5 nm cube. The distance in x, y
and z-direction between van–der–Waals–shells of neigh-
bored molecules that are positioned in different blocks is
set to 2.5 A˚ reducing the packing density of films com-
posed of these very small crystallites by 30 %. Of course
this kind of model system does not include isotropic ori-
entations of the crystallites, which are likely present in
5the experiment. But, it includes larger distances between
different crystallites due to the smaller packing density,
which strongly affect the energy shift for molecules that
are positioned at the border of a crystallite. Absorption
spectra are calculated setting Q = 4.26 eV A˚2. This
value follows from our assumption concerning the size–
distribution of crystallites in the film which is based on
the spectral position and amplitude of the experimental
absorption features of the thin film with respect to Egp
(cf. Fig. 4).
The shape of the absorption spectra calculated for both
the densely packed crystalline film and the loosely packed
disordered film resembles that of PTCDI in solution. As
anticipated above, excitonic coupling does indeed not
noticeably alter the shape of the spectrum. Further-
more, in the film composed of solely large crystallites,
most molecules are located in the interior of a crystal-
lite and, thus, experience a similar level shift. The same
holds for the film of the very small crystallites where
all molecules are close to a surface with an accordingly
smaller level shift. The possible modification of the ab-
sorption spectrum by the site dependence of the level
shift becomes more apparent in the intermediate case of
a film composed of medium size nano–crystallites con-
taining 48 molecules where both molecules in the interior
and on the surface noticeable contribute to the spectrum
(cf. Fig. 4). Here, the mean distance between crystal-
lites is set to 5 A˚ to maintain the packing density of the
loosely packed film. Finally, to simulate the experimental
absorption spectrum, the average is taken over a mixture
of very small and large nano-crystallites. In order to take
into account the larger disorder in the very small crystal-
lites, the inhomogeneous width is increased to 0.20 eV.
As a result, agreement with the experimental spectrum
is obtained when assuming that the PTCDI film con-
sists to 51 % of the large and to 49 % of the very small
crystallites (cf. Fig. 4). It has to be noted that an agree-
ment of experimental and theoretical spectrum can only
be obtained, if the two respective films inhibit energy
shifts with a difference of about 0.3 eV. Noting that the
Q value will always be limited to 1.8 eV A˚2 < Q < 5.9
eV A˚2 (results for completely loosely packed and com-
pletely dense film), an energy shift of 0.3 eV can only
be achieved using a combination of large and very small
crystallites. A change of the Q-parameters within the
given limits shifts the whole spectrum, while its effect
on the energy shift difference is comparable small. This
illustrates that the given formalism allows only a small
amount of fitting.
In summary, we introduced a new approach for cal-
culating the optical absorption spectra of organic poly-
crystalline thin films. In particular, a novel relation for
molecular excitation energy shifts due to dispersion ef-
fects of the environment has been derived. The obtained
formulas allow for the determination of site–dependent
level shifts of a molecule in a given nanoscale environ-
ment. On that base, we were able to explain a distinct
double structure of the S0 →S1 transition in the absorp-
tion spectrum of PDCTI films by the coexistence of two
molecular phases. Large crystals where most molecules
are located in the interior give rise to the component
on the low-energy side. The second feature is originating
from a phase of loosely-packed small aggregates resulting
in a weaker gas-to-crystal shift as most molecules reside
at or close to the surface. While a fully quantitative anal-
ysis of the film morphology is beyond the scope of this
work, our findings emphasize that explicite account of the
local energy structure is mandatory for understanding
the optical properties of molecules in nano-scaled solid-
state systems.
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