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Abstract. It is well known that for a > 4, the dynamical behaviors of the logistic
map fa(x) = ax(1 − x) on the maximal invariant compact set are “simple”, which could
be clearly explained by the theories of hyperbolic dynamics and symbolic dynamics. Is it
possible that similar phenomena could be observed in general real polynomial maps? In this
paper, we study this problem by investigating the real polynomial map fa(x) = ag(x), where
a is a parameter, and g is a real-coefficient polynomial, which has at least two different real
zeros or only one real zero.
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1 Introduction
Many books, introduction to dynamical systems, would take an account of the logistic map
fa(x) = ax(1 − x). For any a > 4, there exists a maximal compact invariant set Λa, on
which the map is hyperbolic and topologically conjugate to the one-sided fullshift on two
symbols. When a > 2 +
√
5, it is easy to obtain this conclusion, since the absolute value of
the derivative of every point in Λa is greater than 1, however, for 4 < a ≤ 2 +
√
5, it is a
little hard [8].
The study of the logistic map with a > 4 dates back to the work of Fatou and Julia on
complex dynamics, who obtained that the Julia set of a polynomial map would be totally
disconnected if all the critical points go to infinity under the iteration of the map [2]. By
using method in terms of real variables, Henry proved that almost every point in the unit
interval would escape from it under the iteration of the logistic map [5]. Guckenheimer
1 Email address: xuzhang08@gmail.com (X. Zhang).
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[4], Misiurewicz [7] and van Strien [9] had a proof with the fact that the logistic map has
negative “Schwarzian derivative”. In [8], Robinson gave an elegant proof with the help of
the Schwarz Lemma. Recently, Aulbach and Kieninger [1], Glendinning [3] and Kraft [6]
have given different elementary proofs on the hyperbolicity of the logistic map with a > 4.
However, the general polynomial maps have received less attention. Motivated by these
important works on the logistic map, we study a general real polynomial map fa(x) =
a(x − b1)k(b2 − x)lh(x), where b1 and b2 are constants with b1 6= b2; k and l are pos-
itive integers; a is a parameter; and h is a polynomial satisfying that |h(x)| > 0 for
x ∈ [min{b1, b2},max{b1, b2}]. We first investigate the map under the assumptions that
b1b2 ≥ 0, |b1| < |b2|, and a(sign(b2))l+1h(b1) > 0. Except the situation that b1 = 0 and
l > k = 1, we show that for sufficiently large |a|, the polynomial map fa has an invariant
Cantor set on which it is hyperbolic and topologically conjugate to the one-sided fullshift
on two symbols (see Theorems 3.1 and 3.2). For the polynomial map fa, when |a| is large
enough, one could find two disjoint compact intervals I1 and I2 dependent on a, such that
[min{b1, b2},max{b1, b2}] ⊃ fa(I1) = fa(I2) ⊃ I1 ∪ I2. In the three cases that (1) b1b2 > 0,
(2) b1b2 = 0 and k > l ≥ 1, (3) b1b2 = 0 and k = l = 1, we obtain that there exists a constant
λ > 1, such that minx∈I1∪I2 |f ′a(x)| ≥ λ for sufficiently large |a| by applying the elementary
methods. However, in the case that b1b2 = 0 and l > k ≥ 2, we find that |f ′a(x)| > 0 for
all x ∈ I1 ∪ I2 and minx∈I1∪I2 |f ′a(x)| → 0 as |a| → ∞, which is different from what we have
observed in the logistic map, since the logistic map satisfies the assumption that b1 = 0,
b2 = 1, k = l = 1, and h(x) ≡ 1. To overcome the problem that we could not obtain good
estimation on the derivative of fa(x) on I1 ∪ I2 in the case that b1 = 0 and l ≥ k ≥ 2, we
utilize the methods in complex dynamics to prove the hyperbolicity of the invariant sets.
Moreover, in the case that b1 = 0 and l > k = 1, we show that when |a| is large enough, there
exists an invariant set on which fa is topologically semiconjugate to the one-sided fullshift
on two symbols but fa is not hyperbolic on it (see Theorem 3.3). Then we study the map
under the assumptions that b1b2 ≥ 0, |b1| < |b2|, and a(sign(b2))l+1h(b1) < 0. We obtain
that there exists a hyperbolic invariant set for fa on which fa is topologically conjugate to
the one-sided fullshift on two symbols under certain conditions (see Theorems 3.4 and 3.5).
Finally, in the case that b1b2 < 0, we show that there exists a hyperbolic invariant set for
fa when |a| is large enough (see Theorem 4.1). And, for the polynomial map fa(x) = ag(x),
where g has only one real zero, we show that there exists a hyperbolic invariant set for fa
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under certain conditions (see Theorem 4.2).
The rest of the paper is organized as follows. Section 2 contains some basic concepts
and useful results. In Section 3, the polynomial map fa(x) = ag(x) is investigated, where g
has two distinct non-negative or nonpositive real zeros. In Section 4, the polynomial map
fa(x) = ag(x) is studied, where g has one positive and one negative real zeros, or only one
real zero.
2 Preliminaries
In this section, basic definitions and useful results are introduced.
We first introduce several notions about matrix and the definition of the one-sided
symbolic dynamical system [8]. A matrix A = (aij)m×m (m ≥ 2) is said to be a transition
matrix if aij = 0 or 1 for all i, j;
∑m
j=1 aij ≥ 1 for all i; and
∑m
i=1 aij ≥ 1 for all j, 1 ≤ i, j ≤ m.
A is called positive, if all its entries aij > 0. A is said to be eventually positive if there exists
a positive integer k such that An > 0 for all the integers n ≥ k.
Let S0 := {1, 2, ..., m}, m ≥ 2, and
∑
m := {α = (a0, a1, a2, ...) : ai ∈ S0, i ≥ 0} be the
one-sided sequence space. We define a metric on
∑
m by
d(α, β) =
∞∑
i=0
δ(ai, bi)
2i
,
where α = (a0, a1, a2, ...), β = (b0, b1, b2, ...) ∈
∑
m, δ(ai, bi) = 1 if ai 6= bi, and δ(ai, bi) = 0 if
ai = bi, i ≥ 0. Then, (
∑
m, d) is a complete metric space. Define the shift map σ :
∑
m →
∑
m
by σ(α) = (a1, a2, ...), where α = (a0, a1, ...). Then, (
∑
m, σ) is called the one-sided symbolic
dynamical system on m symbols.
Given a transition matrix A = (aij)m×m, denote
∑
A := {β = (b0, b1, ...) ∈
∑
m : abibi+1 = 1, i ≥ 0}.
The map
σA := σ|∑A :
∑
A →
∑
A
is said to be the subshift of finite type for A. Obviously,
∑
A is invariant under σA and a
compact subset of
∑
m. For the transition matrix A, a finite sequence w = (s1, s2, ..., sk)
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is said to be an allowable word of length k for A if asisi+1 = 1, 1 ≤ i ≤ k − 1, where
s1, s2, ..., sk ∈ S0.
Next, the notion of hyperbolicity of one dimensional dynamics is given [6]. Let f : R→
R be a C1 map, and Λ be a compact invariant set for f , i.e., f(Λ) = Λ. Then Λ is a
hyperbolic set for f if there are constants C > 0 and λ > 1 such that |(fn)′(x)| ≥ Cλn for
all x ∈ Λ and all n ≥ 1.
The next result is introduced from [6, Lemma 4] and [1, Lemma 2.1].
Lemma 2.1. Let f : R → R be a C1-map, and let Λ ⊂ R be compact invariant set for f .
Then Λ is hyperbolic with respect to f , if and only if for each x ⊂ Λ there exists a positive
integer kx (depending on x) such that |(fkx)′(x)| > 1.
Finally, we introduce needed notions and useful results about complex dynamics [2].
Set C := C ∪ {∞}. Denote |z| for the modulus of z ∈ C. For an analytic function p
defined on C, if p(z0) = z0, then z0 is called a fixed point of p. The number p
′(z0) is said
to be the multiplier of p at z0. If |p′(z0)| < 1, then z0 is called an attracting fixed point; if
|p′(z0)| = 0, then z0 is a superattracting fixed point. The point z0 is said to be periodic if
z0 = zn for some non-negative integer n, where zn = p
n(z0). The minimal n is its period, the
orbit {z1, z2, ..., zn} is called a cycle, and the cycle is said to be attracting if |(pn)′(z0)| < 1.
Let F be a family of meromorphic functions in a domain D ⊂ C. If every sequence {fn}
in F contains a subsequence that converges uniformly in the spherical metric on compact
subsets of D, then F is called a normal family. Let R = P/Q be a rational map, where
P and Q are polynomials with no common factors and degree d = max{degP, degQ} ≥ 2.
The Fatou set of R is defined to be the set of points z0 ∈ C such that {Rn} is a normal
family in some neighborhood of z0. The complement of the Fatou set is said to be the Julia
set. A set is called completely invariant for R if both it and its complement are invariant.
The Julia set is completely invariant [2, Page 56]. If U is a completely invariant component
of the Fatou set, then the boundary of U is equal to the Julia set, and there are at most
two completely invariant components of the Fatou set [2, Page 70]. Denote A(z0, R) as the
basin of attraction of an attracting fixed point z0, that is, A(z0, R) consists of z such that
Rn(z) → z0 as n → +∞. If z0 is an attracting fixed point, then the basin of attraction
A(z0, R) is a union of components of the Fatou set, and the boundary of A(z0, R) coincides
with the Julia set [2, Page 58]. If R = P is a polynomial of degree d ≥ 2, then ∞ is a
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superattracting fixed point of R and the Julia set coincides with the boundary of A(∞, R)
[2, Page 65]. The critical point of R is a point on the sphere where R is not locally one-to-
one. The set of critical points consist of solutions of R′(z) = 0 and of poles of R of order two
or higher. The rational function R is hyperbolic on the Julia set if and only if every critical
point belongs to the Fatou set and is attracted to an attracting cycle [2, Page 90].
3 Polynomial with two different non-negative or non-
positive real zeros
In this section, a type of real-coefficient polynomial maps is studied, where the polynomial has
at least two different non-negative real zeros. By applying the methods used in this section,
similar results can be obtained when the polynomial has at least two distinct nonpositive
real zeros.
Consider a real-coefficient polynomial of degree n,
g(x) = xn + an−1x
n−1 + · · ·+ a0,
which has at least two different zeros. Rewrite g as
g(x) = (x− α1)m1 · · · (x− αr)mr(x2 + βr+1x+ γr+1)mr+1 · · · (x2 + βsx+ γs)ms,
where
mi ≥ 1, 1 ≤ i ≤ s; r ≥ 2;
r∑
i=1
mi +
s∑
i=r+1
2mi = n; β
2
j − 4γj < 0, r + 1 ≤ j ≤ s,
and α1, . . . , αr are real zeros of g(x) with α1 < · · · < αr.
Consider the following identity:
f ′a(x)
fa(x)
=
g′(x)
g(x)
=
r∑
i=1
mi
x− αi +
s∑
i=r+1
mi(2x+ βi)
x2 + βix+ γi
. (3.1)
It can be easily shown that
lim
x→α+i
f ′a(x)
fa(x)
= lim
x→α+i
g′(x)
g(x)
= +∞, lim
x→α−i
f ′a(x)
fa(x)
= lim
x→α−i
g′(x)
g(x)
= −∞, 1 ≤ i ≤ r. (3.2)
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If there exists j, 1 ≤ j ≤ r, such that mj ≥ 2, then αj is also a real root of g′(x), and one
has
lim
x→α+j
f ′′a (x)
f ′a(x)
= lim
x→α+j
g′′(x)
g′(x)
= +∞, lim
x→α−j
f ′′a (x)
f ′a(x)
= lim
x→α−j
g′′(x)
g′(x)
= −∞. (3.3)
In the following discussions, (3.1), (3.2) and (3.3) will play an important role.
In this section, suppose that there exists i0, 1 ≤ i0 < r, such that αi0 ≥ 0. We investigate
the following polynomial map:
fa(x) = ag(x),
where a ∈ R is a parameter.
We will first study the dynamical behaviors of fa, where a satisfies
f
(mi0 )
a (αi0) = ag
(mi0 )(αi0) > 0.
This assumption guarantees that fa(x) > 0 for all x ∈ (αi0, αi0+1). Since fa(x) can be written
as
fa(x) =
1
mi0 !
f
(mi0 )
a (αi0)(x− αi0)mi0 + o(|x− αi0 |mi0 ),
there exists no real zero of fa(x) in (αi0 , αi0+1) and f
(mi0 )
a (αi0) > 0, one has that fa(x) is
positive in (αi0, αi0+1).
Lemma 3.1. Suppose that αi0 > 0 and f
(mi0 )
a (αi0) > 0. For the polynomial fa(x), there exist
two points x0 and x
′
0 with αi0 < x0 < x
′
0 < αi0+1, such that f
′
a(x) > 0 for all x ∈ (αi0 , x0],
and f ′a(x) < 0 for all x ∈ [x′0, αi0+1). Further, if mi0 ≥ 2, then there exists x1, x1 ∈ (αi0 , x0],
such that f ′′a (x) > 0 for all x ∈ (αi0 , x1]; if mi0+1 ≥ 2, then there exists x′1, x′1 ∈ [x′0, αi0+1),
such that f ′′a (x) > 0 for all x ∈ [x′1, αi0+1).
Proof. The existence of x0 and x
′
0 can be derived from (3.1) and (3.2). This, together with
(3.3), implies the existence of x1 and x
′
1.
Lemma 3.2. For the polynomial fa(x), suppose that g
′(αj) 6= 0 for some j, 1 ≤ j ≤ r.
Then, there exists δ > 0 such that g′(x) 6= 0 for all x ∈ [αj − δ, αj + δ]. And, for any
given constant λ > 1, there exists a constant Nλ > 0 such that for any |a| > Nλ, one has
|f ′a(x)| ≥ λ for all x ∈ [αj − δ, αj + δ].
Proof. The proof of this lemma is simple. So, it is omitted here.
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We come now to one of the principal theorems.
Theorem 3.1. Suppose that αi0 > 0 and f
(mi0 )
a (αi0) > 0. For sufficiently large |a|, there
exists an invariant Cantor set Λa = {x : fka (x) ∈ [αi0 , αi0+1] for all k ≥ 0} such that fa is
hyperbolic on Λa and fa : Λa → Λa is topologically conjugate to σ :
∑
2 →
∑
2.
Proof. The whole proof is divided into two steps.
Step 1. The properties of the polynomial fa(x) are discussed when |a| is large enough.
By Lemma 3.1, there exist x′l and x
′
r with αi0 < x
′
l < x
′
r < αi0+1, such that f
′
a(x) > 0
for all x ∈ (αi0 , x′l], and f ′a(x) < 0 for all x ∈ [x′r, αi0+1). Choose λ > 1. By (3.2), there exist
xl and xr, xl ∈ (αi0 , x′l], xr ∈ [x′r, αi0+1), such that∣∣∣∣f
′
a(x)
fa(x)
∣∣∣∣ =
∣∣∣∣g
′(x)
g(x)
∣∣∣∣ ≥ λαi0 , x ∈ (αi0, xl] ∪ [xr, αi0+1). (3.4)
Denote
m0 := inf
x∈[xl,xr]
|g(x)|.
Next, it is to show that if
|a| ≥ αi0+1
m0
and ag(mi0 )(αi0) > 0, (3.5)
then the assertion of this theorem holds.
Now, it is to prove that there exists one and only one fixed point of fa in (αi0 , xl) for
any a satisfying (3.5). Obviously, fa(xl) ≥ αi0+1 > xl. This, together with fa(αi0) = 0,
implies that there exists at least one fixed point of fa in (αi0 , xl) for any a satisfying (3.5).
Set za := minx∈(αi0 ,xl){x : fa(x) = x}. It is evident that za > αi0 . Since f ′a(x) > 0 for
all x ∈ (αi0 , xl], fa(x) > αi0 for all x ∈ [za, xl]. This, together with (3.4), yields that
f ′a(x) ≥ λ > 1 for all x ∈ [za, xl]. It follows that fa(x) > x for all x ∈ (za, xl]. So, fa(x) < x
for all x ∈ [αi0 , za), which implies that there exists an integer kx ≥ 1 such that fkxa (x) < αi0
for any x ∈ [αi0 , za).
For any a satisfying (3.5), one has fa(xr) ≥ αi0+1. This, together with fa(αi0+1) = 0 and
f ′a(x) < 0 for all x ∈ [xr, αi0+1), implies that there exists a unique point ua, ua ∈ (xr, αi0+1),
such that fa(ua) = za. On the other hand, there exists a unique point xL,a, xL,a ∈ (za, xl),
such that fa(xL,a) = ua, since fa(xl) ≥ αi0+1 and f ′a(x) > 0 for all x ∈ (αi0, xl). From the
monotonicity of fa(x) on (xr, αi0+1), it follows that there exists xR,a, xR,a ∈ (xr, ua), such
that fa(xR,a) = ua.
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Thus, for any a satisfying (3.5), there exists a partition of the interval [αi0 , αi0+1],
[αi0 , αi0+1] = [αi0 , za) ∪ [za, xL,a] ∪ (xL,a, xl] ∪ (xl, xr) ∪ [xr, xR,a) ∪ [xR,a, ua] ∪ (ua, αi0+1].
By the discussions above and the graph of the function fa(x) on [αi0 , αi0+1], one has that
for any x ∈ [αi0 , αi0+1]\([za, xL,a] ∪ [xR,a, ua]), there exists an integer kx ≥ 1 such that
fkxa (x) 6∈ [αi0 , αi0+1].
Step 2. The invariant Cantor set is given.
Fix any a satisfying (3.5). Denote
I1 := [za, xL,a], I2 := [xR,a, ua], I := I1 ∪ I2.
Introduce the notation which is used in the proof of Theorem 4.1 in [8, Page 30]:
Ii0,...,in−1 :=
n−1⋂
k=0
f−ka (Iik) = {x : fka (x) ∈ Iik for 0 ≤ k ≤ n− 1},
where ik = 1 or 2, and
Sn :=
n⋂
k=0
f−ka (I) =
n−1⋂
k=0
f−ka (I1 ∪ I2) =
⋃
i0,i1,...,in−1=1,2
Ii0,i1,...,in−1.
It follows from fa(x) > αi0 for all x ∈ I and (3.4) that
|f ′a(x)| ≥ λ, x ∈ I. (3.6)
Applying the same method used in the proof of Theorem 4.1 in [8, Page 30], one has
the following statements, which are similar with those obtained in Lemmas 4.2 and 4.4 in
[8, Page 31].
(a) For any choice of the labeling with i0, ..., in−1 ∈ {1, 2}, Ii0,...,in−2 ∩ Sn = Ii0,...,in−2,1 ∪
Ii0,...,in−2,1 is the union of two nonempty disjoint closed intervals, which are subsets of
Ii0,...,in−2.
(b) For two disjoint choices of the labeling (i0, ..., in−1) 6= (i′0, ..., i′n−1), Ii0,...,in−1∩Ii′0,...,i′n−1 =
∅, so Sn is the union of 2n disjoint intervals.
(c) The map fa takes the component Ii0,...,in−1 of Sn homeomorphically onto the component
Ii1,...,in−1 of Sn−1.
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(d) The length of any component Ii0,...,in−1 is bounded by λ
−n(αi0+1 − αi0).
Set
Λa :=
∞⋂
n=0
Sn.
It is evident that
Λa = {x : fka (x) ∈ [αi0 , αi0+1] for all k ≥ 0}.
By applying the similar method used in the proof of Theorem 4.1 in [8, Page 30], one has
that Λa is a Cantor set and a hyperbolic set for fa. From Theorem 5.2 in [8, Page 38], it
follows that fa : Λa → Λa is topologically conjugate to σ :
∑
2 →
∑
2.
This completes the whole proof.
Next, we study the case that αi0 = 0 and f
(mi0 )
a (0) > 0. For the convenience of our
discussions, rewrite fa(x) as follows:
fa(x) = ax
d1(b− x)d2h(x), (3.7)
where d1 = mi0 , d2 = mi0+1, b = αi0+1, and ah(x) > 0 for all x ∈ [0, b]. Fix a constant
0 < ǫ < 1.
Lemma 3.3. Consider the polynomial fa(x) in the form (3.7).
(i) If d1 ≥ 2, then there exists η > 0 such that f ′a(x) > 0 and f ′′a (x) > 0 for all x ∈ (0, η];
f ′a(x)
fa(x)
=
g′(x)
g(x)
≥ d1 − ǫ
x
, x ∈ (0, η]; (3.8)
and there exists a continuous function ua := u(a) for |a| > η/|g(η)| satisfying 0 < ua <
η, such that fa(ua) = ua, fa(x) < x for all x ∈ (0, ua), and fa(x) > x for all x ∈ (ua, η];
further, ua → 0 as |a| → ∞.
(ii) If d2 ≥ 2, then there exists ρ > 0 such that f ′a(x) < 0 and f ′′a (x) > 0 for all x ∈ [ρ, b);
−f
′
a(x)
fa(x)
= −g
′(x)
g(x)
≥ d2 − ǫ
b− x , x ∈ [ρ, b); (3.9)
and there exists a continuous function va := v(a) for |a| > b/|g(ρ)| satisfying ρ < va < b,
such that fa(va) = b − va, fa(x) < b − x for all x ∈ (va, b), and fa(x) > b − x for all
x ∈ [ρ, va); further, va → b as |a| → ∞.
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(iii) If d1 > d2 ≥ 2, then ua > b−va for sufficiently large |a|; if d2 > d1 ≥ 2, then ua < b−va
for sufficiently large |a|.
Proof. Show assertion (i). By Lemma 3.1, (3.1), (3.2) and (3.3), there exists η > 0 such
that f ′a(x) > 0, f
′′
a (x) > 0 and inequality (3.8) holds for all x ∈ (0, η]. So, fa(x) is convex
on (0, η]. Fix the constant η. Consider the function H(a, x) = fa(x) − x, where x ∈ [0, η],
|a| > η/|g(η)| and ah(0) > 0. Obviously, H(a, 0) = 0 and ∂H
∂x
(a, 0) = −1 < 0. So, for any
fixed |a| > η/|g(η)|, there exists θa > 0 such that H(a, x) < 0 for all x ∈ (0, θa). This,
together with H(a, η) > 0, implies that there exists u0 ∈ (θa, η) such that H(a, u0) = 0 by
the intermediate value theorem. Denote ua := max{u0 : u0 ∈ (0, η) and H(a, u0) = 0}. It
is evident that fa(ua) = ua and fa(x) > x for all x ∈ (ua, η]. Further, This, together with
the convexity of fa(x) on (0, η], implies that fa(x) < x for all x ∈ (0, ua). From (3.8), it
follows that ∂H
∂x
(a, ua) = ag
′(ua) − 1 ≥ (d1 − ǫ) − 1 > 0. Hence, ua := u(a) is a continuous
function for |a| > η/|g(η)| by the implicit function theorem. By contradiction, it can be
easily concluded that ua → 0 as |a| → ∞. We have now proved that (i) holds.
Show assertion (ii). It follows from Lemma 3.1 (3.1), (3.2) and (3.3) that there exists
ρ > 0 such that f ′a(x) < 0, f
′′
a (x) > 0 and inequality (3.9) holds for all x ∈ [ρ, b). Thus,
fa(x) is convex on [ρ, b). Fix the constant ρ. Consider the function H(a, x) = fa(x) + x− b,
where x ∈ [ρ, b], |a| > b/|g(ρ)|, and ah(0) > 0. It can be easily calculated that H(a, b) = 0
and ∂H
∂x
(a, b) = 1 > 0. So, for any fixed |a| > b/|g(ρ)|, there exists ϑa > 0 such that
H(a, x) < 0 for all x ∈ (ϑa, b). This, together with H(a, ρ) > 0, yields that there exists
v0 ∈ (ρ, b) such that H(a, v0) = 0 by the intermediate value theorem. Set va := min{v0 :
v0 ∈ (0, ρ) and H(a, v0) = 0}. It is evident that fa(va) = b − va and fa(x) > b − x for all
x ∈ [ρ, va). This, together with the convexity of fa(x) on [ρ, b), implies that fa(x) < b−x for
all x ∈ (va, b). By (3.9), ∂H∂x (a, va) = ag′(va) + 1 ≤ (−d2 + ǫ) + 1 < 0. Hence, it follows from
the implicit function theorem that va := v(a) is a continuous function for |a| > b/|g(ρ)|. By
contradiction, it can be easily shown that va → b as |a| → ∞. Hence, (ii) holds.
Finally, it is to show assertion (iii).
Consider the situation that d1 > d2 ≥ 2. We utilize conclusions and notations in the
proof of (i) and (ii) of this lemma. Set
N0 := max{η/|g(η)|, b/|g(ρ)|}, m1 := sup
x,y∈[0,b]
( |h(x)|
|h(y)|
)1/(d1−d2)
.
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Obviously, 0 < m1 < +∞.
By (i) and (ii) of this lemma, there exists a constant N1 ≥ N0 such that if |a| > N1,
then
max{ua, b− va} < (d2 − 1)b
d1 + d2 − 1 , (3.10)
and
b− ua
ua
> m1,
which yields that
(b− ua)d1ud2−1a ah(va) > ud1−1a (b− ua)d2ah(ua). (3.11)
By fa(ua) = ua and fa(va) = b− va, one has
aud1−1a (b− ua)d2h(ua) = avd1a (b− va)d2−1h(va) = 1. (3.12)
Consider the function G(x) = xd2−1(b − x)d1 , x ∈ [0, b]. It is easy to obtain that G′(x) > 0
for all x ∈ (0, (d2 − 1)b/(d1 + d2 − 1)). This, together with (3.10), (3.11) and (3.12), implies
that ua > b − va. By the same method, we could show that ua < b − va when d2 > d1 ≥ 2
and |a| is sufficiently large. Hence, (iii) holds. The whole proof is complete.
Theorem 3.2. For the polynomial fa(x) = ag(x) in the form (3.7), there are four cases
to consider: (i) d1 > d2 ≥ 2; (ii) d1 > d2 = 1; (iii) d2 ≥ d1 > 1; (iv) d1 = d2 = 1. In
these cases, if |a| is large enough, then there exists an invariant Cantor set Λa such that fa
is hyperbolic on Λa and fa : Λa → Λa is topologically conjugate to σ :
∑
2 →
∑
2. In Cases
(i)-(iii), any point x ∈ (0, b)\Λa either escapes from [0, b] or goes to the fixed point 0 under
the iteration of fa; in Case (iv), Λa = {x : fka (x) ∈ [0, b] for all k ≥ 0}.
Proof. The whole proof is divided into three parts.
Part 1. The properties of the polynomial fa(x) with d1 ≥ 2 and d2 ≥ 2 are discussed.
For convenience, we still utilize the notations and conclusions in the proof of Lemma
3.3. It follows from Lemma 3.3 that there exist η and ρ with 0 < η < ρ < b, such that (i)
and (ii) of Lemma 3.3 hold. Hence, for any |a| > N0 = max{η/|g(η)|, b/|g(ρ)|}, one has
|f ′a(x)| ≥ d1 − ǫ, x ∈ [ua, η]; (3.15)
|f ′a(x)| ≥ d2 − ǫ, x ∈ [ρ, va]. (3.16)
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Denote
m0 := inf
x∈[η,ρ]
|g(x)|.
Obviously, 0 < m0 ≤ min{|g(η)|, |g(ρ)|}.
In the following discussions, fix any
|a| ≥ b
m0
and ag(d1)(0) > 0. (3.17)
Thus, for any fixed a satisfying (3.17), there exist two points xl,a and xr,a with 0 < xl,a ≤
η < ρ ≤ xr,a < b, such that fa(xl,a) = fa(xr,a) = b. It is evident that xl,a → 0 and xr,a → b
as |a| → +∞.
It follows from f ′a(x) < 0 for all x ∈ [ρ, b) that there exists a unique point wa, wa ∈
(xr,a, b), such that fa(wa) = ua. On the other hand, there exists a unique point xL,a,
xL,a ∈ (ua, xl,a), such that fa(xL,a) = wa, since fa(xl,a) = b and f ′a(x) > 0 for all x ∈ (0, η].
From the monotonicity of fa(x) on (ρ, b) and fa(xr,a) = b, it follows that there exists a unique
point xR,a, xR,a ∈ (xr,a, wa), such that fa(xR,a) = wa.
Hence, for any a satisfying (3.17), there exists a partition of the interval (0, b),
(0, b) = (0, ua) ∪ [ua, xL,a] ∪ (xL,a, η] ∪ (η, ρ) ∪ [ρ, xR,a) ∪ [xR,a, wa] ∪ (wa, b).
Since fa(x) < x for all x ∈ (0, ua), fka (x) → 0 as k → +∞ for any x ∈ (0, ua). So, from the
graph of the function fa(x) on [0, b], it follows that for any x ∈ (0, b)\([ua, xL,a]∪ [xR,a, wa]),
either there exists an integer kx ≥ 1 such that fkxa (x) 6∈ (0, b) or fka (x) → 0 as k → +∞.
Denote
I1 := [ua, xL,a], I2 := [xR,a, wa], I := I1 ∪ I2, Sn :=
n⋂
k=0
f−ka (I), Λa :=
∞⋂
n=0
Sn.
Obviously,
fa(I1) = fa(I2) ⊃ I1 ∪ I2.
It is easy to conclude that fa : Λa → Λa is topologically semiconjugate to σ :
∑
2 →
∑
2.
Consider Case (i). By (iii) of Lemma 3.3, there exists N1 such that if |a| > N1, then
ua > b− va, where N1 is given in the proof of (iii) of Lemma 3.3. Hence, wa < va if |a| > N1.
This, together with (3.15) and (3.16), implies that when |a| > N1, one has
|f ′a(x)| ≥ d1 − ǫ > 1, x ∈ I1; (3.18)
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|f ′a(x)| ≥ d2 − ǫ > 1, x ∈ I2. (3.19)
Applying the same method used in Step 2 of the proof of Theorem 3.1, one could show the
assertion in Case (i). By using the similar method in Case (i) and Lemma 3.2, one could
prove the assertions in Cases (ii) and (iv).
However, when d2 ≥ d1, the value of |f ′a| on I2 does not become very large as |a| → +∞,
which will be explained below.
Part 2. Estimate the value of f ′a(wa) as |a| → +∞ when d1 ≥ 2 and d2 ≥ 2.
Fix any a satisfying (3.17) in the following discussions. Since
fa(ua) = u
d1
a (b− ua)d2ah(ua) = ua, fa(wa) = wd1a (b− wa)d2ah(wa) = ua,
f ′a(x) = d1x
d1−1(b− x)d2ah(x)− d2xd1(b− x)d2−1ah(x) + xd1(b− x)d2ah′(x),
one has
f ′a(wa) =
d1ua
wa
− d2ua
b− wa + ua
h′(wa)
h(wa)
. (3.20)
Rewrite fa(x) as follows:
fa(x) = ab
d2h(0)xd1 + a
g(d1+1)(τx)
(d1 + 1)!
xd1+1, x ∈ [0, η], 0 < τ < 1; (3.21)
fa(x) = ab
d1h(b)(b−x)d2 + ag
(d2+1)(b+ ν(x− b))
(d2 + 1)!
(x− b)d2+1, x ∈ [ρ, b], 0 < ν < 1. (3.22)
Set
α1 := b
d2h(0), β1(x) :=
g(d1+1)(τx)
(d1 + 1)!
, α2 := b
d1h(b), β2(x) :=
g(d2+1)(b+ ν(x− b))
(d2 + 1)!
.
By (3.21) and fa(ua) = ua, one has
ua =
(
1
aα1 + aβ1(ua)ua
)1/(d1−1)
. (3.23)
From (3.22) and fa(wa) = ua, it follows that
b− wa =
(
ua
aα2 + (−1)d2+1aβ2(wa)(b− wa)
)1/d2
. (3.24)
By (3.23) and (3.24), one has
ua
b− wa = |a|
d1−d2
(d1−1)d2 (|α1|+ |β1(ua)|ua)
1−d2
(d1−1)d2 (|α2|+ (−1)d2+1|β2(wa)|(b− wa))
1
d2 . (3.25)
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It is evident that ua → 0 and wa → b as |a| → +∞, and supx∈[0,η] |β1(x)|, supx∈[ρ,b] |β2(x)|,
and supx∈[0,b]
|h′(x)|
|h(x)|
are finite. By (3.20), when |a| is large enough, one has
f ′a(wa) = −d2|a|
d1−d2
(d1−1)d2 (|α1|
1−d2
(d1−1)d2 |α2|
1
d2 + o(1)) + o(1), (3.26)
where o(1)→ 0 as |a| → +∞.
By f ′′a (x) > 0 and f
′
a(x) < 0, x ∈ [ρ, b), one has that |f ′(wa)| = infx∈[xR,a,wa] |f ′(x)|. This,
together with (3.26), yields that f ′a(wa) → 0 as |a| → ∞, when d2 > d1 ≥ 2. This means
that the method used in the discussions of Case (i) of this theorem could not be applied to
study this case. Hence, we utilize the tools in complex dynamics.
Part 3. The dynamical behaviors of the complex polynomial map fa(z) = ag(z) =
azd1(b− z)d2h(z) on C are studied, where a and z are complex numbers and d1 ≥ 2.
Now, it is to show that fa is hyperbolic on its Julia set when |a| is large enough. For a
constant N > 0, denote D(∞, N) := {z ∈ C, |z| > N}. It is evident that for the complex
polynomial g(z) on C, there exists a constant K > 0 such that g(D(∞, K)) ⊂ D(∞, K),
and D(∞, K) is contained in the attracting neighborhood of ∞ for g. Fix this constant K.
So, for any |a| ≥ 1, fa(D(∞, K)) ⊂ D(∞, K), and D(∞, K) is contained in the attracting
neighborhood of ∞ for fa. The critical set E := {z ∈ C, g′(z) = 0} of g is finite. And,
E = E1 ∪ E2, where E1 = {z ∈ E, g(z) 6= 0}, and E2 = {z ∈ E, g(z) = 0}. Since d1 ≥ 2,
fa(0) = 0, and fa(b) = 0, one has that 0 is a superattracting fixed point of g, 0 ∈ E2, and
E1 6= ∅. Obviously, E2 ⊂ A(0, fa), and, if
|a| > max
{
1, max
z∈E1
K
|g(z)|
}
, (3.27)
then fa(E1) ⊂ D(∞, K) ⊂ A(∞, fa). Hence, one has that fa is hyperbolic on the Julia set
J for any a satisfying (3.27).
It is to show that Λa is contained in the Julia set for large |a|. It can be easily obtained
that A(0, fa) and A(∞, fa) are two disjoint completely invariant components of the Fatou
set. So, ∂A(0, fa) = ∂A(∞, fa) = J. And, there are at most two completely invariant
components of the Fatou set. So, the Fatou set coincides with A(0, fa) ∪ A(∞, fa). When
fa is restricted on the real line, one has that if a satisfies both (3.17) and (3.27), then
Λa 6⊂ A(0, fa) ∪A(∞, fa), which implies that Λa ⊂ J.
Hence, Λa is a hyperbolic invariant set for fa for d1 ≥ 2 and sufficiently large |a|. Thus,
for any |a| satisfying (3.17) and (3.27), there exist two constants Ca > 0 and λa > 1 such
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that |(fka )′(x)| ≥ Caλka for all k ≥ 0 and x ∈ Λa. This, together with fa : Λa → Λa is
topologically semiconjugate to σ :
∑
2 →
∑
2, yields that fa : Λa → Λa is topologically
conjugate to σ :
∑
2 →
∑
2 for any |a| satisfying (3.17) and (3.27), and Λa is a Cantor set.
Therefore, assertion in Case (iii) holds.
The whole proof is complete.
Remark 3.1. It is a meaningful question to find an elementary method to prove the assertion
in Case (iii) of Theorem 3.2 without the help of the tools in complex dynamics, since the
method in complex dynamics requires lots of preparation.
Finally, we study the situation that d2 > d1 = 1.
Theorem 3.3. Consider the polynomial fa(x) in the form (3.7). Suppose that d2 > d1 = 1.
Then there exists a constant N > 0 such that for any |a| > N , there exists an invariant set
Λa = {x : fka (x) ∈ [0, b] for all k ≥ 0} such that fa : Λa → Λa is topologically semiconjugate
to σ :
∑
2 →
∑
2, but fa is not hyperbolic on Λa.
Proof. By Lemma 3.2 and the properties of the function fa on [0, b], it can be easily concluded
that there exists a constant N > 0, such that for any |a| > N , there exist two intervals
I1 = [0, η] and I2 = [ρ, b], such that fa(I1) = fa(I2) = [0, b], f
′
a(x) > 1 for all x ∈ I1, and
fa(x) > b for any x ∈ (η, ρ), where 0 < η < ρ < b. Set
I := I1 ∪ I2, Sn :=
n⋂
k=0
f−ka (I), Λa :=
∞⋂
n=0
Sn.
By simple discussions, one has fa : Λa → Λa is topologically semiconjugate to σ :
∑
2 →
∑
2.
Now, it is to show that Λa is not a hyperbolic invariant set for fa. Since b ∈ Λa and
f ′a(b) = 0, one has that |(fka )′(b)| = 0 for any positive integer k. Hence, Λa is not a hyperbolic
invariant set for fa by Lemma 2.1. The proof is complete.
Remark 3.2. For the polynomial fa(x) in the form (3.7) with d2 > d1 = 1, we conjecture
that there does not exist a hyperbolic invariant set Λ′a & Λa for fa, such that fa : Λ
′
a → Λ′a is
topologically conjugate to σ :
∑
2 →
∑
2 for |a| > N , where N is specified in Theorem 3.3.
Finally, we consider the situation that αi0 ≥ 0 and f (mi0 )a (αi0) < 0. There are four
different cases to consider: (a) mi0 is odd and f
(mi0+1)
a (αi0+1) > 0; (b) mi0 is odd and
f
(mi0+1)
a (αi0+1) < 0; (c)mi0 is even and f
(mi0+1)
a (αi0+1) > 0; (d)mi0 is even and f
(mi0+1)
a (αi0+1) <
0.
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Theorem 3.4. Suppose that αi0 > 0 and f
(mi0 )
a (αi0) < 0. In Case (a), there exists an
invariant set Λa contained in (αi0−1, αi0)∪ (αi0+1, αi0+2) such that fa is hyperbolic on Λa and
fa : Λa → Λa is topologically conjugate to σ :
∑
2 →
∑
2 for sufficiently large |a|, where
αi0−1 = −∞ if i0 = 1, αi0+2 = +∞ if i0 = r − 1.
Proof. By a modification of the method used in the proof of Case (1) in Theorem 4.1, one can
verify the conclusions of this theorem. So, we only give the idea. Fix a constant λ > 1. When
|a| is large enough, we could find two disjoint compact intervals I1 and I2, I1 ⊂ (αi0−1, αi0),
I2 ⊂ (αi0+1, αi0+2), such that fa(I1) = fa(I2) ⊃ I1 ∪ I2, and |f ′a(x)| ≥ λ for all x ∈ I1 ∪ I2.
Repeat the discussions in Step 2 of Theorem 3.1, one could show the conclusions of this
theorem.
However, in the situation that αi0 = 0 and f
(mi0 )
a (αi0) < 0, it is easy to obtain the
following result.
Theorem 3.5. In Case (a), for sufficiently large |a|, there exists an invariant set Λa ⊂
(αi0−1, αi0+2) for fa, on which fa is topologically semiconjugate to σ :
∑
2 →
∑
2 (Λa might
not be hyperbolic); further, if mi0 = mi0+1 = 1, Λa is a hyperbolic invariant set for fa. In
Case (b), for sufficiently large |a|, there exists an invariant set Λa ⊂ (αi0−1, αi0+1) for fa such
that fa : Λa → Λa is topologically semiconjugate to σA :
∑
A →
∑
A, where
A =
(
1 1
1 0
)
,
and it is an eventually positive transition matrix.
4 Polynomial with one positive and one negative zeros
In this section, two classes of real-coefficient polynomial maps are investigated, where one
class has one positive and one negative zeros, and the other has only one real zero.
Consider the real-coefficient polynomial g(x) introduced in Section 3. In this section,
suppose that there exists i0, 1 ≤ i0 < r, such that αi0 < 0 < αi0+1, we study the polynomial
map fa(x) = ag(x), where a ∈ R is a parameter.
There are eight different cases to consider:
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(1) f
(mi0 )
a (αi0) > 0, f
(mi0+1)
a (αi0+1) > 0, mi0 is even;
(2) f
(mi0 )
a (αi0) > 0, f
(mi0+1)
a (αi0+1) < 0, mi0 is even;
(3) f
(mi0 )
a (αi0) > 0, f
(mi0+1)
a (αi0+1) > 0, mi0 is odd;
(4) f
(mi0 )
a (αi0) > 0, f
(mi0+1)
a (αi0+1) < 0, mi0 is odd;
(5) f
(mi0 )
a (αi0) < 0, f
(mi0+1)
a (αi0+1) > 0, mi0 is odd;
(6) f
(mi0 )
a (αi0) < 0, f
(mi0+1)
a (αi0+1) < 0, mi0 is odd;
(7) f
(mi0 )
a (αi0) < 0, f
(mi0+1)
a (αi0+1) > 0, mi0 is even;
(8) f
(mi0 )
a (αi0) < 0, f
(mi0+1)
a (αi0+1) < 0, mi0 is even.
Theorem 4.1. In Cases (2) and (6), for any sufficiently large |a|, there exists a hyperbolic
invariant set Λa for fa such that fa : Λa → Λa is topologically conjugate to σA :
∑
A →
∑
A,
where
A =

 0 0 10 0 1
1 1 1

 .
In other cases, for any sufficiently large |a|, there exists a hyperbolic invariant set Λa for fa
such that fa : Λa → Λa is topologically conjugate to σ :
∑
2 →
∑
2.
Remark 4.1. It can be directly calculated that A2 is positive. So, A is an eventually positive
transition matrix, and σA is topologically mixing on
∑
A [8, Page 77, Proposition 2.9].
Proof. We only give the proofs of Cases (1) and (2), other cases can be studied by using the
similar method.
Consider Case (1). By assumptions, one has that fa(x) > 0 for all x ∈ (αi0−1, αi0) ∪
(αi0 , αi0+1) ∪ (αi0+1, αi0+2), where αi0−1 = −∞ if i0 = 1, αi0+2 = +∞ if i0 = r − 1. Fix
a constant λ > 1. By (3.2), there exist x1 and x
′
1, αi0+1/2 ≤ x1 < αi0+1 < x′1, such that
f ′a(x) < 0 for all x ∈ [x1, αi0+1), f ′a(x) > 0 for all x ∈ (αi0+1, x′1], and∣∣∣∣f
′
a(x)
fa(x)
∣∣∣∣ =
∣∣∣∣g
′(x)
g(x)
∣∣∣∣ ≥ 2λαi0+1 , x ∈ [x1, αi0+1) ∪ (αi0+1, x
′
1]. (4.1)
In the following discussions, fix any
|a| ≥ x
′
1
min{|g(x1)|, |g(x′1)|}
.
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Hence, fa(x
′
1) ≥ x′1, which together with fa(αi0+1) = 0, implies that there exists y ∈
(αi0+1, x
′
1] such that fa(y) = y. Denote xR,a := max{y : fa(y) = y, y ∈ (αi0+1, x′1]}.
So, fa(xR,a) = xR,a. Since fa(x1) ≥ x′1, fa(αi0+1) = 0, and f ′a(x) < 0 for all x ∈ [x1, αi0+1),
there exist unique two points xL,a and xl,a, x1 ≤ xL,a < xl,a < αi0+1, such that fa(xL,a) = xR,a
and fa(xl,a) = xL,a. And, there exists xr,a, xr,a ∈ (αi0+1, xR,a), such that fa(xr,a) = xL,a. Set
I1 := [xL,a, xl,a], I2 := [xr,a, xR,a].
Thus,
fa(I1) = fa(I2) ⊃ I1 ∪ I2.
By (4,1), one has
|f ′a(x)| ≥ λ, x ∈ I1 ∪ I2.
By applying the method used in Step 2 of Theorem 3.1, one could obtain the conclusions in
this case.
Now, it is to consider Case (2). It follows from the hypothesis that fa(x) > 0 for all
x ∈ (αi0−1, αi0) ∪ (αi0 , αi0+1) and fa(x) < 0 for all x ∈ (αi0+1, αi0+2), where αi0−1 = −∞
if i0 = 1, αi0+2 = +∞ if i0 = r − 1. Choose a constant λ > 1. It follows from (3.2) that
there exist y1, y2, y3 and y4, such that f
′
a(x) < 0 for all x ∈ [y1, αi0)∪ [y3, αi0+1)∪ (αi0+1, y4],
f ′a(x) > 0 for all x ∈ (αi0 , y2], and∣∣∣∣f
′
a(x)
fa(x)
∣∣∣∣ =
∣∣∣∣g
′(x)
g(x)
∣∣∣∣ ≥ 2λmin{αi0+1, |αi0|} , x ∈ [y1, αi0)∪(αi0 , y2]∪ [y3, αi0+1)∪(αi0+1, y4], (4.2)
where y1 < αi0 < y2 ≤ αi0/2 < αi0+1/2 ≤ y3 < αi0+1 < y4.
In the following discussions , fix any
|a| ≥ max{|y1|, y4}
min1≤i≤4{|g(yi)|} .
By intermediate value theorem, there exist y1,a and y2,a, y1 ≤ y1,a < αi0 < y2,a < y2, such
that fa(y1,a) = fa(y2,a) = y3. Denote
I1 := [y1, y1,a], I2 := [y2,a, y2], I3 := [y3, y4].
Hence,
fa(I1) ⊃ I3, fa(I2) ⊃ I3, fa(I3) ⊃ I1 ∪ I2 ∪ I3.
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For any β = (b0, b1, b2, ...) ∈
∑
A, set
Ib0,...,bn−1 :=
n−1⋂
k=0
f−ka (Ibk) = {x : fka (x) ∈ Ibk , 0 ≤ k ≤ n− 1},
Iβ :=
+∞⋂
n=0
Ib0,...,bn.
It can be concluded that Iβ is either a nondegenerate compact interval or a singlton set,
since fa is monotone on Ii, 1 ≤ i ≤ 3. For any β = (b0, b1, b2, ...) ∈
∑
A, one has that
f(Iβ) =
∞⋂
n=0
f(Ib0···bn) =
∞⋂
n=1
Ib1···bn = IσA(β). (4, 3)
By induction, one has that Ic1···ck
⋂
Id1···dk = ∅ for any two different allowable words w1 =
(c1, ..., ck) and w2 = (d1, ..., dk) for A. Consequently, for any β, γ ∈
∑
A with β 6= γ, one has
Iβ ∩ Iγ = ∅.
Set
Λa :=
⋃
β∈
∑
A
Iβ.
It follows from (4.3) that fa(Λa) = Λa since A is a transition matrix. Hence, fa(x) ∈ Λa
for any x ∈ Λa, which yields that αi0+1 6∈ Λa, and |fa(x)| ≥ min{|αi0 |/2, αi0+1/2} for any
x ∈ Λa. This, together with (4.2), implies that
|f ′a(x)| ≥ λ, x ∈ Λa. (4.4)
Now, it is to show that Iβ is a singlton set for any β ∈
∑
A. By contradiction, assume
that Iβ a nondegenerate compact interval. By (4.3), (4.4) and fa is monotone on Ii, 1 ≤ i ≤ 3,
one has
|Iσk
A
(β)| = |fka (Iβ)| ≥ λk|Iβ|, k ≥ 1,
which yields that |Iσk
A
(β)| → +∞ as k → +∞. It is a contradiction. Thus, Iβ is a singlton
set.
Therefore, Λa is a hyperbolic invariant set for fa and fa : Λa → Λa is topologically
conjugate to σA :
∑
A →
∑
A in Case (2).
One could apply the method used in the discussions of Case (1) to study Case (3).
However, in the case of (4), for sufficiently large |a|, one could find to two disjoint compact
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intervals I1 and I2 such that I1 ∪ I2 ⊂ fa(I1), fa(I2), where αi0 ∈ I1 ⊂ (αi0−1, 0) and
αi0+1 ∈ I2 ⊂ (0, αi0+2). By using the method used in the study of Case (2), one could
prove that the invariant set contained in I1 ∪ I2 is a hyperbolic invariant set for fa on which
fa is topologically conjugate to σ :
∑
2 →
∑
2. Cases (5)-(8) can be studied with similar
discussions.
This completes the whole proof.
By applying the method used in the discussions of Case (1) in Theorem 4.1, one could
easily obtain the following result.
Theorem 4.2. For the polynomial map fa(x) = ag(x), suppose that g has only one real
zero α. If α > 0 and fa(x) ≥ 0 for all x ∈ R, then for sufficiently large |a|, there exists
a hyperbolic invariant set Λa ⊂ (0, α) ∪ (α,+∞) for fa and fa : Λa → Λa is topologically
conjugate to σ :
∑
2 →
∑
2. If α < 0 and fa(x) ≤ 0 for all x ∈ R, then for sufficiently large
|a|, there exists a hyperbolic invariant set Λa ⊂ (−∞, α) ∪ (α, 0) for fa and fa : Λa → Λa is
topologically conjugate to σ :
∑
2 →
∑
2.
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