Introduction
For a function f ∈ L p (R d ), d ≥ 2, we consider the spherical means
where dσ is the rotationally invariant measure on S d−1 , normalized such that σ(S d−1 ) = 1. We wish to study the question of pointwise convergence as t → 0 where the radii t are restricted to a subset E of (0, ∞). Pointwise convergence is established from boundedness properties of the maximal function
Stein [14] showed that for E = R + the maximal operator M E is bounded on L p if and only if p > d/(d − 1), d ≥ 3; the same result for the case d = 2 was later proved by Bourgain [2] . The critical exponent p(E) for L p boundedness of M E , for any set E ∈ (0, ∞), was determined by Seeger, Wainger and Wright [12] . It is computed using a dilation invariant notion of Minkowski-dimension. In order to describe the result we let N (E, δ) be the δ-entropy number of E, that is the minimal number of intervals of length δ needed to cover E (we shall always redefine N (∅, δ) = 1). Define
Then M E is bounded on L p for p > p(E) and unbounded on L p if p < p(E). Moreover various L p results were proven in [12] for the critical exponent p = p(E); however these results fell short of being necessary and sufficient.
For the case that our maximal operator acts only on radial functions sharp endpoint estimates in almost all cases have been obtained in [13] . The relevant condition for 1 < p < d/(d − 1) turned out to be Condition (C p,q ). 
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It is shown in [13] that for M E to map L p rad to the Lorentz space L p,q , 1 < p < d/(d − 1), p ≤ q ≤ ∞ it is necessary and sufficient that condition (C p,q ) holds. The necessity can be shown by testing M E on characteristic functions of small balls. Observe that (C p,∞ ) is the limiting case of (C p,q ) as q → ∞. (ii) Let 1/(d − 1) < β < ∞ and let (1.5) E(β) = {2 k (1 + log −β (2 + ν)) : k ∈ Z, ν ∈ Z + }.
Then M E(β) is of weak type (p, p) if and only if p ≥ d/(d − 1).
Remarks. k : k ∈ Z}) maps the Hardy space H 1 to L 1,∞ . This can be deduced from a simple modification of the proof below, and in fact the weak type estimates in §5 are extensions of Christ's argument.
(c) It is not known whether the lacunary spherical maximal function maps L 1 to L 1,∞ . The closest known result is a weak type L log log L inequality proved by the authors in [11] .
We shall now formulate a technical result on L p boundedness for M E which is only a minor improvement of the result in [12] . It gives a reasonably sharp but not yet definitive estimate for general sets E of dilations. It will be applied however to sets which tend to be much thinner than the original sets. 
and suppose that
, with operator norm dominated by CA 0 .
We now describe our regularity assumption and begin with the following Definition. (i) A set J ⊂ R + is equally spaced with width δ and possible deviation C > 1 if for all t ∈ J the inequalities (1.8)
(ii) A family J = {J} of subsets of R + is uniformly equally spaced if for every J ∈ J there is a δ = δ(J) > 0 so that (1.8) holds with δ(J) and a constant C independent of J.
(iii) Let J be an equally spaced subset of R + . Then we call a J = inf J and b J = sup J the endpoints of J.
(iv) Let J be uniformly equally spaced family of subsets of R + . Then we denote by D(J ) the set of endpoints
Our regularity assumption will say that each E k can be split into "not too many" equally spaced sets. This gives a large class of examples, since in general the sets D k of endpoints are often much thinner than the sets E k .
Regularity hypothesis (R p ). 
(c) Let J k µ denote the subfamily of all J ∈ J k which are equally spaced with width 2 k−µ and possible deviation C. Then we assume that there is C 1 > 1 such that
Note that by Proposition 1.2 the hypothesis (R p ) insures that the maximal operator associated to the set of endpoints,
Our main results are 
Remark. It would of course be interesting to know whether some regularity assumption is needed. As a typical example where the regularity assumption fails consider the Cantor middle third set, translated by 1, so that E 0 = {1 + ∞ ν=1 b ν 3 −ν : b ν ∈ {0, 2}} and let E = ∪ k∈Z E 0 . Now the critical exponent is p cr = 1 + (d − 1) −1 log 2/ log 3. The set E 0 satisfies condition (C pcr,pcr ) and the set E satifies condition (C pcr,∞ ). However R pcr fails to hold and thus Theorems I and II above do not apply. It is not known whether M E0 or M E are of weak type (p cr , p cr ) ; see however a counterexample for a closely related maximal operator in §8.2 below. A much easier result is that M E is of restricted weak type, see Proposition 1.4 below.
We now turn to the limiting case Regularity hypothesis ( R p d ).
The analogue of condition (C p,p ) is
The discrete measure k∈Z n>0 
where the supremum is taken over all intervals of length ≥ 1 and T (I) is the tent of I, i.e. T (I) = {(x, t) :
It was shown in 
Concerning a weak type (p d , p d ) inequality in dimensions d ≥ 3 one may conjecture that the hypothesis
is necessary and sufficient for 
At present we do not know whether the same conclusion holds under the weaker condition (1.13). This accounts for the as yet undecided weak type (p d , p d ) estimate for M E(β) in the remaining case β = 1/(d− 1) in Theorem 1.1.
We now briefly turn to the question of restricted weak type inequalities. Here no regularity assumption is needed.
It remains open whether for the range 1 < p < d/(d − 1) the operator is of weak type (p, p), under condition (C p,∞ ) alone, without the regularity assumption. Proposition 1.4 is much more straightforward than Theorem II above and we shall not give the details of the proof here.
the result had been already proved by Bourgain [1] , and a variant of his argument applies for 1 < p < d/(d − 1) as well. Indeed let A j t be the frequency localized operator as in (2.1) below and define the maximal operator M j by M j f (x) = sup t∈E |A j t f (x)|. Then the estimates in [12] show that for 1 < q ≤ 2 the operator M j is bounded on L q with norm O(2
) and the argument in [1] shows the restricted weak type estimate. The argument fails for p = d = 2 and in fact the question whether the full circular maximal function is of restricted weak type (2,2) (i.e. maps L 2,1 to L 2,∞ ) had been posed in [16] . We note that Leckband [7] proved that for radial functions one has indeed L 2,1 rad → L 2,∞ boundedness. However a Besicovitch set construction can be used to disprove the restricted weak type (2,2) inequality for general functions. The argument (see §8 below) shows 
Then M E is not of restricted weak type (2, 2).
Structure of the paper:
In §2 we shall review some essentially known estimates for spherical means which are needed later. In §3 we shall review atomic decompositions in L p . §4 contains a proof of the L p estimates as stated in Proposition 1.2 and Theorem I. The weak type (p, p) inequalities (Theorem II) are proved in §5. The necessary modifications for the proofs of Theorem III and IV are discussed in §6 and §7, respectively. In §8 we discuss some examples and include the proof of Proposition 1.5.
Estimates on spherical means
We shall need to introduce regularizations of A t in (1.1) via dyadic frequency cutoffs. Let β 0 be a radial C ∞ 0 function so that β 0 (ξ) = 1 if |ξ| ≤ 1 and
so that
Letβ be a radial C ∞ 0 function which is supported where 2 −6 ≤ |ξ| ≤ 2 6 and equal to 1 when 2
Clearly the maximal function sup t>0
where M HL is the HardyLittlewood maximal function of f ; in fact C j = O(2 j ) (cf. Lemma 2.1 below). Therefore
and throughout this paper we shall assume that summations in j are extended over j ≥ 10.
Here we collect well known estimates on spherical means and its regularization A j t which were used in this or a related form in previous papers (in particular see [12] for some of the more technical statements).
Lemma 2.1. Let A j t be as above and let
Sketch of Proof.
(i) is a straightforward calculation, which also implies (ii) for p = 1. It is well known that Definition. For a set E of dilations and L ∈ Z, let I L (E) be a minimal collection of dyadic intervals of length 2 L covering E. For I ∈ I L (E) let r I denote the midpoint of the interval I, and for a dyadic cube Q, let 2 L(Q) denote its sidelength. Then for η ≥ 1, we define
for η = 1 we also write
(iii) Let Q be a collection of pairwise disjoint cubes of sidelength 2 k−j+σ where σ ≥ 0. Then for σ ≤ j,
(v) The estimates in (i), (ii), (iii) and (iv) remain valid if for t ∈ E the operator
A j t is replaced by 2 k−j B j t = 2 k−j d dt A j t .
Sketch of Proof. (i) is a rather straightforward consequence of Lemma 2.1, (iii). To prove (ii) we use
Cauchy-Schwarz to pass from an L 1 estimate on the exceptional set V Q (E) to an L 2 estimate (namely Lemma 2.1 (ii) with p = 2), and for the estimate off the exceptional set we use the explicit form (2.4). (iv) for p = 2 is a consequence of (i), and (iv) for p = 1 follows from the explicit form of the kernel in Lemma 2.1 (i). The general case is obtained by interpolation. (iii) for p = 2 is a consequence of (i), and (iii) for p = 1 follows from (ii) and (iv). The general case is obtained by interpolation.
A small variant is
] be an equally spaced set with width 2 k−µ (here µ ≥ 0) and possible deviation B, and let a J < b J be the endpoints of J. Suppose that b J − a J ≥ 2 k−j and µ ≥ j. Then the following statements hold.
(ii) Let Q be a collection of pairwise disjoint cubes of sidelength 2 k−j+σ where σ ≥ 0. Then for σ ≤ j,
and the conclusions (i)-(iii) follow from Lemma 2.2.
Atomic decompositions
We give a decomposition of the maximal operator and also the function it acts on; this is motivated by one of the proofs of the standard atomic decomposition (following [3] , [9] ) based on square functions; used for example in the theory of Hardy spaces on product domains.
and define the maximal square function
Consider the level sets Ω n = {x : N f (x) > 2 n } and the expanded sets Ω n = {x :
here M HL is the Hardy-Littlewood maximal function. Then | Ω n | ≤ C|Ω n |. Let R denote the family of all dyadic cubes and let R n , for n ∈ Z, denote the collection of all dyadic cubes R with the property that
Then from these definitions one easily deduces
Now Ω n is an open set with finite measure and we can form the Whitney-decomposition into dyadic cubes. Let W n be the set of Whitney cubes and observe that every R ∈ R n is contained in a unique Whitney-cube Q(R). This defines a function R → Q(R) for all dyadic cubes.
For a dyadic cube Q we define now
Notice that
. ¿From (2.3) and (3.3), we have the pointwise estimate
It is useful to introduce a space X p of vector-valued functions as follows. 
We first observe
Proof. We write
Now we use the imbedding ℓ p ⊂ ℓ 2 for p ≤ 2 to estimate the last expression by
and by (3.2) and several applications of Hölder's inequality this in turn is estimated by
This proves the Lemma.
We now return to estimate the second term on the right of (3.5). The part where the sum extends over cubes Q with L(Q) ≤ k is the most difficult to handle. In the following lemma we shall first dispose of the remaining part which is dealt with by straightforward L 2 estimates.
Let {χ Q,l } be a family of measurable functions so that
and define
where C is independent of the choice of the particular family {χ Q,k } .
Proof. We shall verify (3.9) for p = 1 and for p = 2; the general case follows by interpolation. For p = 2 we replace the sup in k by a square function and use Lemma 2.2 (i) to obtain
where for the last inequality we have used the assumption on the family {χ Q,l }. This proves (3.9) for p = 2. Now consider the case p = 1. Given a cube Q we let Q * denote the cube with same center but tenfold sidelength. We then estimate (following standard procedure in estimations of singular integrals acting on atoms)
Now for I Q we use the Cauchy-Schwarz inequality and the L 2 estimate above to deduce that
For II Q we use Lemma 2.1 (i). In that formula we use that if
. Now M can be chosen to be ≥ 1 + ε and we obtain that Q (I Q + II Q ) is bounded by CA2 −εj F X 1 , thus proving (3.9) for p = 1.
For the remainder of the paper we will only have to deal with the part in (3.5) dealing with the contribution k > L(Q). Define for a positive integer σ
Our main reduction in this section is Proposition 3.3. Let 1 < p < 2, suppose that hypothesis (C p,∞ ) is satisfied and suppose that for some ε 0 > 0 the inequality
holds for all compactly supported F (meaning that F l Q vanishes for all but finitely many l and Q).
≥ −l and zero otherwise and let χ j Q,l be the characteristic function of ∪ n∈Z ∪ {R : R ∈ R n , L(R) = −l − j, Q(R) = Q}. Then for every fixed j condition (3.7) is satisfied for the family {χ j Q,l }. ¿From (3.5) we get
Note that it follows from Lemma 3.1 and (3.1) that F
, uniformly in σ and j. ¿From hypothesis (C p,∞ ) it follows that the assumption of Lemma 3.2 holds with ε = (d − 1)(2 − p) which is positive since we are assuming p < 2. Thus
By our assumption we also have
and the proposition is proved.
L p estimates
We shall use Proposition 3.3 and in order to prove L p estimates we have to verify the X p → L p estimate for M σ in (3.10). We shall first prove Proposition 1.2 where no regularity assumption is needed.
We shall also use the following definitions.
and let G σ (F ) = {G l σ (F )} l∈Z be the corresponding vector valued analogue.
Proposition 4.1. Suppose that 1 < p < 2 and suppose that n ω
Proof. We estimate using Hölder's inequality
Proof of Proposition 1.2. Immediate from Propositions 3.3 and 4.1 when 1 < p < 2. The case p = 2 (and hence d = 2) follows as in the proof of Proposition 4.1 where now we treat the whole operator M E .
We now turn to the proof of the L p estimates under the regularity hypothesis. For the remainder of this section we shall fix a choice of J k , J k µ as in the definition of regularity assumption (R p ). Let σ be a positive integer. Let
and, for m ≥ 0
Finally, for ℓ > 0, let
The claim in Theorem I will be a consequence of the following Propositions 4.2, 4.3, 4.4, in conjunction with Proposition 3.3.
The following result is essentially Proposition 4.1 applied to the set of 'endpoints', i.e. ∪ k D k .
Proposition 4.2.
Suppose that 1 ≤ p ≤ 2 and E satisfies the regularity hypothesis (R p ), and let D k be as in (1.9) . Assume that {ω
Proof. Using Hölder's inequality as above (with {ω
and from here on the proof goes exactly as for Proposition 4.1.
Proof. We have (using Lemma 2.2 (iii) for the sets J ∈ J k µ and noting N (J, 2
Now by (1.10) the latter expression is estimated by 2
which is bounded by
This gives the claimed estimate.
Proposition 4.4. Suppose that
Then for 1 ≤ p ≤ 2 we have the inequality
Proof. This is a small (but crucial) variation of the proof of Proposition 4.3. We have by Lemma 2.3 part (ii),
and this expression by (1.10) is controlled by 2
Thus (4.12) follows.
Proof of Theorem I. Immediate by Propositions 3.3, 4.2, 4.3 and 4.4.
Weak type (p, p) estimates
In this section we shall mostly assume that p < d/(d − 1) and
Some statements however will extend to the limiting case p = 
Proposition 5.2. Let M ℓ,σ F be as in (4.8) . Suppose that 1 < p < d/(d − 1) and that (5.1) holds. Then there is ε = ε(p) > 0 so that for σ, ℓ ≥ 0
Proof of Proposition 5.1. We have to show that for every α > 0
Now fix α > 0 and let
Fix a small ε 0 > 0 to be chosen later. We divide up the dyadic cubes into two families;
and complementary family Γ, so that {Q} = G ∪ Γ and G ∩ Γ = ∅. Define
For S m,σ G(F ) we use a straightforward L 2 estimate. ¿From Lemma 2.2 (iii) (with E = J ∈ J k µ ), (1.10) and (5.1) we deduce
¿From (5.5) and (5.6) we have for Q ∈ G
ByČebyšev's inequality and (5.7), (5.8) we obtain meas({x :
for some ε > 0 if ε 0 > 0 is small enough.
We now concentrate on the family Γ of dyadic cubes which do not belong to G. Define
note that τ → A(Q, τ ) defines an increasing unbounded sequence for τ ≥ L(Q) and in particular
Definition. For every Q ∈ Γ we define τ (Q) to be the smallest integer τ > L(Q) so that
For each Q ∈ Γ we then define k(Q, γ) = (L(Q) + γτ (Q))/(γ + 1) and
where γ < (d − 1)p and note that meas(W (Q))
By (5.10), (5.13) and the definition of τ (Q)
It remains to be shown that
We split S m,σ (B(F )) = ∞ s=−∞ I s where
We shall prove
and
Note that for ε 0 > 0 small enough inequalities (5.15) and (5.16) imply (5.14) since
Proof of (5.15 ). We use Lemma 2.2 (iii) for E = J ∈ J k µ , (1.10) and (5.1) to obtain
As k = τ (Q) + s and µ = τ (Q) − L(Q) + s + σ − m this inequality can be rewritten as
Now we use that for
2−p and combine this with (5.18) to obtain after a little algebra
which is the desired bound.
Proof of (5.16) . We use the estimate away from the exceptional set in Lemma 2.2 (iv), with η = 2
Proof of Proposition 5.2. This is similar to the proof of Proposition 5.1. We have to show that for every α > 0
We indicate the changes in the proof of Proposition 5.1. Of course we systematically replace S m,σ by M ℓ,σ . The definition (5.6) is the same except that 2 ε0mp has to be replaced by 2 ε0ℓp ; then the arguments up to (5.9) are similar; we have to use Lemma 2.3 (ii) instead of Lemma 2.2 (iii). Similarly the definition (5.10) is changed to
and the further arguments up to (5.14) have obvious analogues. In the definition of A(Q, τ ) we shall need to take ε 0 so that ε 0 (2 − p)
The inequalities (5.15) and (5.16) are replaced by
from which we can as before conclude the assertion of the proposition.
Proof of (5.21 ) and (5.22 ). We prove (5.21) and use Lemma 2.3 to estimate
by assumption (1.10) and (C p,∞ ). We also observe that µ = τ (Q) − L(Q) + s + σ + ℓ in the above sum and thus we obtain
2 )) 2−p and after doing the algebra we arrive at
which is what we were aiming for.
Similarly, the proof of (5.22) is analogous to the proof of (5.16).
L p estimates in the limiting case
We assume throughout this section that that the regularity condition (
, is satisfied. We first give a reformulation of the Carleson-measure condition. 
is also a Carleson measure.
Proof. We first observe that
and thus
Let I be an interval of length > 1 and I * the interval with same midpoint and double length. Then
Here we have used the regularity assumption (1.11) for the second inequality and (6.1) for the third inequality.
The following is an even more elementary observation.
Lemma 6.2. Suppose that the Carleson measure condition
and the last expression is bounded by Lemma 6.1.
The following Carleson-measure estimate is a standard consequence of the L p boundedness of the Hardy-Littlewood maximal operator, for the proof see [14, 
We now turn to the 20 L 2 estimates in two dimensions. We are concerned with the L 2 (R 2 ) estimates in Theorem III. The claim is a consequence of the following estimates:
and, for m ≥ 0,
and finally
To prove (6.3) we use Lemma 2.3 to see that the left side is dominated by
and by Lemma 6.3 and 6.1 the last expression is controlled by
Concerning (6.4) we use Lemma 2.2 and bound the left side by
and by Lemma 6.2 the last expression is 2 −m/2 f L 2 .
Finally (6.5) holds in view of the assumption (1.9); cf. the argument in the proof of Proposition 4.1. We shall not repeat the details.
X
p estimates and the proof of Theorem III. We use a similar decomposition as in §4 however instead of considering the maximal operators M ℓ,σ we shall not decompose in ℓ and work with M σ in (4.5) directly. We shall prove
This together with already proved estimates in §4 implies the statement of Theorem III.
We argue as before and set a l = (
By condition ( C p d ) and Lemma 6.3 and Lemma 6.1 we obtain (6.6).
Weak type (p, p) estimates in the limiting case
Throughout this section we shall assume that d ≥ 3 and that the regularity assumption and condition (1.14) hold; thus
uniformly in n ≥ 10. We follow the proof of Theorem II in §5, using the same decompositions except we do not decompose M σ in (4.5) further as in the proof of Theorem III. We recall that Proposition 5.1 remains valid for the limiting case p = p d if d ≥ 3, under the weaker condition (C p d ,∞ ). Therefore the claim in Theorem IV will be a consequence of Proposition 7.1. Let M σ F be as in (4.5) . Suppose (7.1) holds. Then there is an ε > 0 so that for all σ, α ≥ 0,
Proof. As in §5 we fix ε 0 > 0 and define G, Γ, A(Q, τ ), G(F ), B(F ) and W as before except we replace 2 ε0(σ+m)p with 2 ε0σp d . In particular we have now for τ ≥ L(Q)
We shall have to take ε 0 so that 0
For M σ G(F ) we use an L 2 estimate. From Lemma 2.3 (ii) and the regularity assumption (1.11), we deduce
and therefore byČebyšev's inequality and (7.3),
Proof of (7.6) . We estimate IV s ≤ 2 n >σ IV s,n where
We apply Hölder's inequality for the sum in j and apply Lemma 2.3 to get
Thus the last estimate simplifies to
which implies (7.6).
Proof of (7.7) . This L p d estimate away from the exceptional set follows by analogous arguments; Lemma 2.3(iii) is used. We omit the details.
This completes the proof of Proposition 7.1.
Examples and counterexamples
We consider a simple class of sets E to which Theorems I-IV can be applied. They satisfy the 8.1. Convexity assumption. For each k ∈ Z the set E k is given by {t
The following lemma shows that if (C p,∞ ) holds for some p < d/(d − 1) and E satisfies the convexity assumption; then it also satisfies the regularity assumption for all p > 1.
Lemma 8.1.1. Suppose E satisfies the convexity assumption. Suppose that for some β > 0 the estimate
Moreover it satisfies regularity assumption ( R d/(d−1) ).
Proof. We write E k as a sequence t k ν and let J k µ consist of those t ∈ E k where 2
(assuming without loss of generality that the t k ν are decreasing in ν). We clearly have cardJ
Let a 
Let L = L j be the smallest integer ≥ 2 j/(1+β) . Note that the set ∪ µ≥Lj J k µ is contained in an interval of length
This interval can be covered by intervals of length 2 k−j and we need at most
We still need to cover the points in D k which do not belong to ∪ µ≥Lj J Proof of Theorem 1.1. The set E k = {2 k (1 + ν −α ) : ν ∈ Z + } satisfies N (E k , 2 k δ) δ 1/(α+1) and assertion (i) follows from Lemma 8.1.1 and Theorem II. On the other hand, the set E k = {2 k (1 + log −β (2 + ν) : ν ∈ Z + } satisfies N (E k , 2 k δ) δ −1 [log(1/δ)] −β and assertion (ii) follows from Lemma 8.1.1 and Theorem IV.
A counter-example to L
p boundedness for a related maximal function. Let E 0 be any set in [1, 2] and define the modified maximal function M E0 f (x) := sup −j where b j ∈ {0, 2}. Then the Minkowski dimension of E 0 is 1/2 and M E0 is bounded on L p (R 2 ) for p > 3/2 and unbounded on L p (R 2 ) for p < 3/2. Moreover C p,p holds for p = 3/2. We show that nevertheless M E0 is not of weak type (3/2, 3/2).
Let N be large and define
where C is the Cantor set C = { j c j 4 −j : j = 0, 1} and a is small. Note that f 3/2 N 2/3 (each i contributes an L 3/2 norm of O (1), and the contributions are mostly disjointly supported). Now E 0 + C fills out the interval [1, 2] and thus the maximal function M E0 f has size about N on a fixed portion of the unit annulus, thus M E0 f L 3/2,∞ ≥ cN . This shows that M E0 is not of weak type (3/2, 3/2). A closer examination shows that f belongs to the Lorentz space L 3/2,s with norm O(N s ) so that M E0 fails to map the Lorentz space L 3/2,s to L 3/2,∞ when s > 1. Unfortunately this example is too rigid in order to apply to the maximal operator M E0 considered in this paper.
8.3. Failure of restricted weak type (2,2) in two dimensions. We shall now turn to the counterexample mentioned in the introduction and give a proof of Proposition 1.5.
Suppose that there is a large constant B so that there exists k and n ≥ 100 such that
We then show that M E L 2,1 →L 2,∞ ≥ c √ B for some absolute constant c. By rescaling we may assume k = 0 and n ≫ 1.
We use the construction of a Kakeya set as given by Keich [6] , rescaled to a square of sidelength 2 −n . It gives us ≈ 2 n rectangles R l with sidelengths 2 −n−3 and 2 −2n−6 so that R l ⊂ [−2 −n , 2 −n ] 2 and the longer side of R l is parallel to e l := (cos l2 −n , sin l2 −n ), and the union A = ∪R l has measure 2 −2n n −1 . Thus χ A L 2,1 ≈ χ A 2 2 −n n −1/2 .
Let {I ν } N ν=1 be a cover of the set E 0 by dyadic intervals of length 2 −2n , with disjoint interior so that N ≥ B2 2n /n. Let I ν = [a ν , b ν ], and assume a ν < a ν+1 . We then pick every tenth interval = I 10ν , moreover we pick every tenth rectangle R 10l in the above Kakeya construction. Let e ⊥ l := (− sin l2 −n , cos l2 −n ) and let R l,ν be the translate a 10ν e ⊥ 10l + R 10l . Then the rectangles R l,ν are disjoint, however on a tenth fraction of each of these rectangles we have that M E χ A (x) > c2 −n . There are ≈ N 2 n /100 such rectangles and thus meas {x : M E χ A (x) > c2 −n } ≥ c ′ N 2 n 2
−3n
Bn −1 ; but on the other hand χ A 2 2 /(2 −2n ) n −1 so that the L 2,1 → L 2,∞ operator norm is √ B. This proves the proposition.
