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Abstract
Majority of state-of-the-art monocular depth estimation
methods are supervised learning approaches. The success
of such approaches heavily depends on the high-quality
depth labels which are expensive to obtain. Recent methods
try to learn depth networks by exploring unsupervised cues
from monocular videos which are easier to acquire but less
reliable. In this paper, we propose to resolve this dilemma
by transferring knowledge from synthetic videos with eas-
ily obtainable ground truth depth labels. Due to the stylish
difference between synthetic and real images, we propose a
temporally-consistent domain adaptation (TCDA) approach
that simultaneously explores labels in the synthetic domain
and temporal constraints in the videos to improve style
transfer and depth prediction. Furthermore, we make use
of the ground truth optical flow and pose information in the
synthetic data to learn moving mask and pose prediction
networks. The learned moving masks can filter out mov-
ing regions that produces erroneous temporal constraints
and the estimated poses provide better initializations for
estimating temporal constraints. The experimental results
demonstrate the effectiveness of our method and compara-
ble performance against state-of-the-art.
1. Introduction
Monocular depth estimation is a fundamental problem in
computer vision and 3d scene understanding. Appreciable
progress has been made in recent years thanks to the deep
convolutional neural networks(DCNNs) [26, 40, 35, 8, 21,
10]. However, because most of these method consider depth
estimation as a supervised learning problem, they require
a large amount of images labeled with ground truth depth
maps, which are expensive to acquire in practice. To ad-
dress the high cost issue, recent methods have investigated
unsupervised approaches from stereo image pairs by recast-
(a) Input Image (b) Grounth Truth
(c) DDVO Result (d) Our Result
Figure 1. Our depth prediction compared with DDVO [39] on
KITTI dataset.
ing depth estimation as a reconstruction progress with the
intermediate disparity prediction. [16, 14, 41].
Compared to the stereo images, monocular videos are
even easier and cheaper to obtain. Recently, several unsu-
pervised methods that trained solely on monocular video
achieved promising performance. Zhou et al. [46] pro-
posed a strategy that learns pose and depth CNN predictors
by minimizing the photometric consistency between video
frames during training. Wang et al. [39] further proposed
a differentiable direct visual odometry (DDVO) approach
that directly optimizes the pose without relying on a pose
CNN predictor and substantially boost the depth prediction
accuracy.
Although the unsupervised monocular depth estimation
methods achieved comparable performance to supervised
methods, the effectiveness of the temporal constraints en-
forced by photometric losses heavily depends on the content
and quality of video frames. For instance, if the scene con-
tains large textureless regions, the lack of texture leads to
ambiguities in matching and thus provides unreliable photo-
metric losses, which is detrimental to the learning of depth
estimation networks. Also, if moving objects exist in the
scene, which is usually the case in self-driving datasets such
as KITTI [15], the moving regions do not satisfy the geom-
etry constraints, leading to noisy photometric losses.
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In this paper, we attempt to improve the robustness of
depth estimation from monocular videos by exploiting syn-
thetic data. The ground truth depth in the synthetic data
allows supervised training of depth estimation networks.
Since the synthetic data have different characteristics than
the real data, recent works [2, 20, 45] used domain map-
ping [48] to reduce the discrepancy between synthetic and
real domains and obtained impressive depth estimation per-
formance. However, translated images by current unsuper-
vised domain mapping methods suffer from undesirable dis-
tortions, which undermines depth prediction accuracy. In
addition, existing works fail to consider other information,
such as ground truth camera pose and optical flow in syn-
thetic videos and temporal constraints in real videos, that is
valuable for depth prediction from monocular videos.
To make more effective use of synthetic data, we pro-
pose a temporally-consistent domain adaptation (TCDA)
approach that simultaneously explores labeled synthetic
videos and monocular real videos. Our framework consists
of a image translation (domain mapping) network, a depth
prediction network, a moving mask prediction network, and
a camera pose estimation network. The image translation
network transforms the synthetic videos to real-style videos
such that depth prediction network can be trained using
ground truth labels in the synthetic domain and temporal
constraints in videos to reduce the structural distortion in
the translation process. In addition, the moving mask pre-
diction network by using the camera pose and optical flow
information in the synthetic data. The predicted moving
mask can be used to remove unreliable photometric losses
for the moving pixels, which further purify the supervision
information in real monocular videos. Finally, the camera
pose estimation network trained on the ground truth pose
in the synthetic data can predict poses which provides bet-
ter initializations for estimation of temporal constraints in
real videos. The end-to-end training of image translation
and depth estimation networks with the proposed losses im-
proves the quality of translated images as well as depth es-
timation accuracy. We demonstrate the effectiveness of our
method on KITTI dataset [29] and the generalization per-
formance on Make3D dataset [37].
2. Related Work
2.1. Monocular Depth Estimation
Monocular depth estimation has been studied exten-
sively over the past decade as it is important for under-
standing the 3D structure of scenes from 2D images. Early
approaches relied on handcrafted features and incorpo-
rated global information by exploiting probabilistic graph-
ical models (e.g., MRFs) [37, 36, 24], and nonparametric
techniques [27, 19, 25].
Thanks to the development of deep convolutional neu-
ral networks (DCNNs), Recent methods developed vari-
ous new network architectures for supervised monocular
depth estimation [9, 26, 18, 43, 33, 32, 4, 22, 35, 5].
In the seminal work, Eigen et al. [9] developed the first
depth estimation network that models multi-scale infor-
mation. Up to now, there have been lots of follow-up
works [26, 22, 8, 23, 42, 40, 10] improving or extend-
ing this work in various directions. For example, the re-
cent work [10] cast depth estimation as ordinal regression
instead of regression and obtained state-of-the-art perfor-
mance on several benchmarks.
An obvious disadvantage of supervised depth estimation
is the requirement of large amounts of labeled images. To
reduce the labeling cost, recent approaches sought for un-
supervised methods from stereo image pairs or monocular
videos [41, 14, 16, 44, 46, 39]. Though these methods are
termed as “unsupervised” methods, they are different from
unsupervised learning because the stereo pairs or monocu-
lar videos can provide weak supervision. In specific, Garg
et al. [14] showed that unsupervised depth estimation can
be supervised by a image reconstruction loss between stereo
pairs. Following Garg et al. [14], later works improved the
way of supervision by exploiting left-right consistency [16],
semi-supervised learning [21], etc. Regarding monocular
videos, Zhou et al. [46] proposed a strategy that learns pose
and depth CNN predictors by minimizing the photometric
consistency between video frames during training. Wang et
al. [39] further proposed a differentiable direct visual odom-
etry (DDVO) approach that directly optimizes the pose and
substantially boosted the depth prediction accuracy.
2.2. Domain Adaptation
Domain adaptation aims to address the distribution shift
problem such that model trained on a dataset can be gener-
alized to a different but related dataset [31]. A large body
of recent works tried to learn a domain-invariant represen-
tation by DCNNs [12, 13, 28, 1, 38]. These methods rely
on various distance discrepancy measures as objective func-
tions to match representation distributions; typical ones in-
clude maximum mean discrepancy (MMD) [28], separabil-
ity measured by classifiers [13], and optimal transport [6, 7].
Coming to domain adaptation for depth estimation, At-
apour et al. [2] developed a two-stage method which first
learned a image translator [47] to stylize the real images
into synthetic images, and then trained a supervised depth
estimation network using the original synthetic images.
Kundu et al. [20] proposed a content congruent regulariza-
tion method to address the model collapse problem which
usually happens in high-dimensional data. Recently, Zheng
et al. [45] developed an end-to-end adaptation network, i.e.
T2Net, where the translation network and the depth estima-
tion network are optimized jointly so that they can improve
each other. However, these works overlooked the temporal
Figure 2. The proposed framework. Our model consists of four parts: an image style transfer module and three task modules. The image
transfer module is a image generation structure [17] widely used in GAN, trained with an identity loss LI to prevent mode collapse. The
task module includes a depth, a moving mask, and a relative camera pose predictor. They share the same feature from encoder E and have
three different task decoder branches Dd,DM and Dp. F represents the function warping the synthetic frames according to optical flow.
ppred represents the relative pose from xt to xt+1 predicted by our pose estimation network.
constraints from both synthetic and real domain monocular
videos and produced unsatisfactory image translation qual-
ity. Motivated by the observation, we propose the TCDA
approach by exploiting the temporal constraints in monoc-
ular videos.
3. Proposed Method
In this section, we will present the details of our depth
estimation framework. Our framework mainly consists of
four modules: 1) An image-to-image translation network
which maps the images in the synthetic domain to images
that have the same style as real images, 2) a depth predic-
tion network that is supervised by ground truth labels from
the synthetic domain and the temporal constraints in the
real-domain videos, 3) a moving region prediction network
that is supervised by moving masks generated using optical
flow, camera pose, and depth information in the synthetic
domain, and 4) a camera pose estimation network trained on
translated synthetic images and ground truth camera poses
in synthetic data. Figure 2 shows the overall architecture of
the proposed method.
3.1. Image-to-Image Translation
To make use of the synthetic data for depth estimation,
we need to perform domain adaptation to reduce the dis-
crepancy between synthetic and real images so that the
depth prediction network trained on synthetic data can be
useful for real monocular videos. Here we adopt an image-
to-image translation approach, which aims at mapping a
synthetic image to having the same style as real images
while preserving the semantic structures. Due to the ab-
sence of synthetic-real image pairs, the translated image
often suffers from mode collapse and semantic distortions.
While typical image translation methods place constraints
such as cycle-consistency [48] and distance preservation
[3], we propose to enforce temporal consistency constraints
in synthetic videos by using optical flow information.
Given two successive frames xst and x
s
t+1 in the synthetic
video, the translation network G maps the synthetic frames
to G(xst ) and G(x
s
t+1). The translation network is directly
supervised by three losses.
GAN Loss The first loss is the standard adversarial loss
used in GAN:
LGAN (G,D) =Exr∼PR(xr)[log(D(x
r))]
+ Exs∼PS(xs)[log(1−D(G(xs)))], (1)
where D is a discriminator network, xr denote real images,
and PR and PS denote the probability distributions of real
and synthetic images, respectively. In the GAN loss, we
consider each frame independently by ignoring the tempo-
ral relations.
Synthetic Temporal Consistency The second loss is the
temporal consistency loss designed according to the rela-
tions between the two input synthetic frames:
LSTC(G) = Exst ,xst+1∼PS(xst ,xst+1)[‖F (G(xst ))−G(xst+1)‖1],
(2)
where F (·) is a function warping an image according to the
optical flow between two input synthetic frames. This loss
ensures that geometric relation between the translated im-
ages is preserved.
Identity loss The last loss function is a widely used iden-
tity loss that stabilizes the translation process [45, 48]. The
identity loss is defined as
LI = Exr∼PR(xr)[‖G(xr)− xr‖1], (3)
which forces the translator G to be an identity mapping
w.r.t. real domain images.
3.2. Depth Prediction
The depth prediction module has an encoder-decoder
network that maps an image to a depth map. In our method,
the depth prediction network is trained on two sources of
data. The first source of data is the translated images with
ground truth depth labels, i.e., (G(xs), dsgt), where d
s
gt de-
notes the ground truth depth in synthetic data. The second
source of data is the real-domain monocular videos.
The synthetic data have ground truth depth labels but
possibly bad quality translated images, while the real videos
have good quality images but possible unreliable photomet-
ric losses due to moving objects in the scene. Since the the
synthetic and real data complement each other, jointly train-
ing of the network on the two sources of data can improve
the depth prediction accuracy.
Synthetic Depth Loss Learning on the translated syn-
thetic images and ground truth labels is a typical regression
problem. Here we use L1 loss to measure the depth predic-
tion error:
LSY N (E,Dd, G)
= E(xs,dsgt)∼PS(xs,dsgt)[‖Dd(E(G(xs)))− dsgt‖1], (4)
where E an encoder network Dd is the depth decoder net-
work. The output of the encoder E is be also used for pre-
dicting pose and moving masks, which will be described in
Section 3.3 and 3.4.
Real Temporal Consistency On the real monocular
video data we follow [39] to supervise the depth predic-
tion network with appearance difference between succes-
sive frames xrt and x
r
t+1, which is the photometric loss.
However, the photometric loss in DVO is sensitive to mov-
ing objects because the moving regions could violate the
temporal consistency between frames. To improve the ro-
bustness of the photometric loss, we propose to learn a mov-
ing mask prediction network from translated synthetic data.
Given the outputs from the depth prediction network, the
Figure 3. The noisy mask is generated by optical flow map and rel-
ative pose. The denoised mask is refined by the synthetic instance
segmentation ground truth.
relative camera pose prt , and moving masks M
r
pred,t and
Mrpred,t+1 for the t-th and t+1-th frames, the real temporal
consistency loss is defined as:
LRTC(p
r
t , Dd, E,G) = Exrt ,xrt+1∼PR(xrt ,xrt+1)
‖W(Mrpred,t ◦ xrt ,prt , Dd(E(G(xrt )))−Mrpred,t+1 ◦ xrt+1)‖2,
(5)
where ◦ denotes element-wise product, W is a warping
function that maps xt to xt+1 according to the estimated
depth and camera pose. Since the camera pose prt is un-
known, it needs to be learned together with network param-
eters. We adopt the differentiable direct visual odometry
(DDVO) method [39] to train our network with this loss. In
Section 3.3 and 3.4, we will present details of moving mask
and pose estimation.
3.3. Moving Mask Prediction
Moving Mask Ground Truth Generation vKITTI con-
tains ground truth optical flow and camera extrinsic param-
eters for each frame. With the ground truth depth map and
camera pose, we can calculate the pixel shift from one frame
to another. The pixel shift should be consistent with the op-
tical flow if all objects are static. Therefore if there is no-
ticeable difference between the calculated shift and optical
flow for a pixel, we believe this pixel is moving. The pro-
duced moving mask contains noises and we use the vKITTI
instance segmentation label to further improve the result
(Figure 3): Once the IOU between object and moving mask
exceeds 0.5, we assume the whole instance is moving and
we will attach the mask of that instance to the moving mask.
Mask Prediction Network Our mask prediction network
takes the features extracted by the encoder E from trans-
lated images as input and decode the features to moving
masks using a moving information decoder Dm. Because
mask prediction is a binary classification problem, we use
the cross-entropy loss to train the moving information de-
coder.
3.4. Camera Pose Prediction
Optimizing the photometric loss Eq. 5 requires itera-
tive update of camera pose p and depth prediction network;
however, the iterative update algorithm often suffers from
local optimal soultions. To provide a better initialization
pose for the photometric loss, we propose to learn a pose
prediction network from the translated synthetic data. In
specific, we take the features extracted by the encoder E
from translated images as input and map the features to pose
parameters p using a pose prediction network Dp. We train
the pose prediction network using L1 loss.
4. Experiments
In this section, we first present the implementation
details including the network architectures, the data-
preprocessing methods, and the training/inference strate-
gies. Then we demonstrate the effectiveness of our model
on two well-known and challenging benchmarks (i.e.,
KITTI[15] and Make3D [36, 37]) by making a comparison
with the baselines and previous state-of-the-art approaches.
Finally, we perform various ablation experiments to com-
prehensively study our method.
4.1. Implementation Details
Network Architecture The proposed model mainly con-
sists of a style transfer module and a depth prediction mod-
ule. For the style transfer module, we used the network
architectures from T2Net [45] and remove the feature GAN
part. The depth prediction module is composed of three
main sub-networks including a depth estimation network,
a moving detection network, and a camera pose prediction
network. The structures of the former two follow UNet [34]
fashion, and the development of the camera pose network is
inspired by [46].
Data Pre-processing We perform the proposed TCDA
method by employing vKITTI (labeled) as the source do-
main and KITTI (unlabeled) as the target domain. We col-
lect 40000 and 12000 pairs of neighbor frames from KITTI
and vKITTI, respectively. The images are then resized to
192×640 in both our training and inference stages.
In our setting, while several kinds of ground truth labels
(i.e., moving mask, camera pose, and depth) are accessible
for vKITTI images, KITTI can only provide some video
sequences. We utilize relative pose in our approach, which
are calculated as:
Pf1 =
[
R1 t1
0 1
]
Pf2 =
[
R2 t2
0 1
]
(6)
Prel =
[
R2R
′
1 t1 −R2R′1t0
0 1
]
(7)
where Pf1 and Pf2 are the two external ground truth poses.
We also normalize the ground truth depth from [0, 80] to
[-1, 1]. The pixels with depth greater than 80m are labeled
as 1 in our training stage.
Figure 4. Inference Phase. We directly apply the encoder E and
depth decoder Dd upon the real image for inference.
Training and Inference As aforementioned, our model
deeply relies on generative adversarial networks. However,
the training of GANs are currently unstable. Thus, we can-
not directly optimize the whole framework in an end-to-end
fashion from scratch. Instead, we pre-train the naive depth
adaptation model which only contains a style transfer net-
work and a depth adaptation network (i.e., the left part in
Figure 2). Then, we train the camera pose network and the
moving detection network for some epochs using the trans-
lated images by freezing the parameters optimized in the
previous stage. Finally, we introduce the DDVO block and
fine-tuning the whole framework in an end-to-end manner.
Note that, the pre-training stages can offer a relatively ro-
bust initialization to prevent the model from generating un-
reasonable translations and depth predictions caused by the
instability of GANs.
For the pre-training stages, we apply a learning rate of
1e-4 for the depth network and a learning rate of 2e-5 for
the translation network for the first 16 epochs and then per-
formed cosine annealing for the next 16 epochs. Then we
fix the translation network and train the depth network for
32 epochs with learning rate 1e-5 applying cosine anneal-
ing and warm restart at 1, 2, 4, 8, 16 epochs. Finally, we
finetune the network for 8 epochs with learning rate of 1e-
6. We adopt the Adam optimizer for all the training. The
inference stage is shown in Figure 4.
4.2. Benchmark performance: KITTI
As done previously, we evaluate our method on the
KITTI Eigen split (697 images) at the distances of 80m
and 50m, respectively. The evaluation codes and the center
Method Dataset Supervised
Error Metrics Accuracy Metrics
Abs Rel Sq rel RMSE RMSE log σ < 1.25 σ < 1.252 σ < 1.253
depth capped at 80m
Eigen[8] K Yes 0.203 1.548 6.307 0.282 0.702 0.890 0.958
Godard[16] K Yes 0.148 1.344 5.927 0.247 0.803 0.922 0.964
Wang[39] K No 0.159 1.347 5.789 0.234 0.796 0.933 0.973
Zhou[46] K No 0.208 1.768 6.856 0.283 0.678 0.885 0.957
Kundu[30] K+V No 0.214 1.932 7.157 0.295 0.665 0.882 0.950
Kundu[30] K+V semi 0.167 1.257 5.578 0.237 0.771 0.922 0.971
Zheng[45] K+V No 0.174 1.410 6.046 0.253 0.754 0.916 0.966
Ours(nomask) K+V No 0.155 1.144 5.578 0.229 0.794 0.931 0.974
Ours(full) K+V No 0.149 1.056 5.455 0.224 0.803 0.935 0.975
depth capped at 50m
Garg[14] K No 0.169 1.080 5.104 0.273 0.740 0.904 0.962
Kundu[30] K+V No 0.203 1.734 6.251 0.284 0.687 0.899 0.958
Kundu[30] K+V semi 0.162 1.041 4.344 0.225 0.784 0.930 0.974
Zheng[45] K+V No 0.168 1.199 4.674 0.243 0.772 0.912 0.966
Ours(nomask) K+V No 0.156 1.017 4.303 0.225 0.795 0.928 0.973
Ours(full) K+V No 0.151 0.930 4.175 0.218 0.808 0.934 0.975
Table 1. The result is evaluated on the KITTI[15] Eigen[8] split, Garg[14] crop. The blue color text mark the best performance among
all the methods while the best unsupervised method is marked as black font.In the dataset column, K represents KITTI and V represents
vKITTI. For the model capped at 80m we match the scale before the evaluation for fair comparison. For the model capped at 50m, we
directly do the evaluation.
Figure 5. Dynamic scene outcome: Column (a) is the RGB input. Column (b) is the result of our model. Column (c) is the result of DDVO.
Our results preserve more details and outlines, especially the moving object.
cropping strategies are provided by [46]. The scores are re-
ported in Table 1. Our method outperforms previous works
by a convincible margin. In specific, modeling camera pose
by introducing video sequences can significantly improves
the training of domain adaptation networks compared with
methods that rely only on synthetic and real images [30, 45].
On the other hand, our model yields higher scores than
DDVO [39] which only uses monocular videos. Besides,
the moving detection network offers a positive guide to
camera pose estimation, as a result can further boost the
performance. We also make qualitative comparisons with
DDVO [39]. As shown in Figure 5, DDVO cannot iden-
tify the moving cars around the traffic light. In contrast, our
model can recognize most of the moving vehicles. In ad-
dition, the outlines of objects are preserved in our method,
while DDVO often produces blurry outputs.
4.3. Benchmark performance: Make3D
We study the generalization capability of our model on
the Make3D [36, 37] test dataset. The scores are reported
in Table 2. Despite the large domain shift between KITTI
and Make3D, our method can still produce reasonable pre-
dictions, and generally performs better than previous state-
of-the-art methods. Note that, the evaluated model is not
Figure 6. Domain transfer image: The full version image transfer has much less noisy pixels. We mark the improvement with yellow box.
Method Train Error Metrics (the lower the better)Abs Rel Sq Rel RMSE RMSE(log)
Mean NA 0.876 13.98 12.27 0.307
Karsch[19] Yes 0.428 5.079 8.389 0.149
Laina[22] Yes 0.204 1.840 5.683 0.084
Godard[16] No 0.544 10.94 11.76 0.193
Zhou[46] No 0.383 5.321 10.47 0.478
Wang[39] No 0.387 4.720 8.09 0.204
Zheng[45] No 0.428 5.132 8.926 0.208
Our No 0.384 3.885 7.645 0.181
Table 2. Test result on Make3D 134 split. Train column states
whether the method is trained on make3d training set. Error is
computed in the central image crop and the depth is capped at
70m. The best performance among the methods not trained on
Make3d is marked as black font.
Figure 7. Qualitative Reuslt on Make3D dataset. The groundtruth
is interpolated for demonstration.
trained or fine-tuned using the Make3D images. Some qual-
itative results are shown in Figure 7.
5. Ablation Study
To further analyze our method, we conduct several abla-
tions to discuss each part of our structure and demonstrate
their outcomes. We evaluate these variants on the KITTI
test set and report the scores in Table 3.
5.1. Domain Adaptation
We first study the importance of domain adaptation by
making a comparison between NoDA and NaiveDA Here,
NoDA represents the model that are directly trained via syn-
thetic images without adaptation and corresponding ground
truth depth maps provided by vKITTI. NaiveDA is the naive
domain adaptation model which performs style transfer us-
ing the GAN loss (1), the Identity loss (3), and the syn-
thetic depth loss(4). From scores in Table 3, NoDA per-
forms badly on real images (target domain) due to the large
domain shift between vKITTI and KITTI, while NaiveDA
provides an effective remedy to this issue.
5.2. Temporal Consistency
We investigate the effectiveness of temporal consis-
tency losses by examining several variants of our TCDA
method, including DA-RTC-POSE, DA-RTC-DDVO, and
DA-RTC-DDVO-STC (TCDA). Here DA-RTC-POSE the
method that optimizes the objective of NaiveDA together
with the real temporal consistency loss (5), in which the
pose prt is estimated from our pose estimation network.
DA-RTC-DDVO is the method that optimizes the objective
of NaiveDA together with the real temporal consistency loss
(5), in which the pose prt is further learned together with im-
age translation and depth prediction networks by the DDVO
algorithm. DA-RTC-DDVO-STC corresponds to our full
method which optimizes the objective of DA-RTC-DDVO
together with the synthetic temporal consistency loss (2).
From the results, we can see that the DA-RTC-POSE out-
performs the NaiveDA method even if the camera pose is
roughly estimated by our pose estimation network, which
suggests that real temporal consistency is beneficial for do-
main adaptation and improves the depth prediction accu-
Method Error Metric Accuracy MetricAbs Rel Sq Rel RMSE RMSE log σ < 1.25 σ < 1.252 σ < 1.253
Domain Adaptation NoDA 0.284 2.459 6.816 0.382 0.508 0.780 0.907NaiveDA 0.172 1.191 4.741 0.250 0.765 0.910 0.965
Temporal Consistency DA-RTC-POSE 0.174 1.080 4.340 0.238 0.775 0.922 0.971DA-RTC-DDVO 0.161 0.997 4.208 0.223 0.798 0.932 0.974
TCDA (DA-RTC-DDVO-STC) 0.151 0.930 4.175 0.218 0.808 0.934 0.975
Moving Mask TCDA w/o MD 0.156 1.017 4.303 0.255 0.795 0.928 0.973
Table 3. The results of different ablation study we conducted. The performance is evaluated on KITTI Eigen split and the depth is capped
at 50m. POSE denotes pose prediction without refinement, DDVO denotes refined pose information by DDVO algorithm, STC stands for
synthetic temporal consistency, RTC denotes real temporal consistency, and MD denotes moving detection.
Figure 8. Moving mask prediction on vKITTI and KITTI dataset.
The first and second images on the left column are synthetic do-
main data. The third and fourth images on the left column are real
domain data. The right column report the corresponding moving
mask of images. (The mask we show is 1 for moving object and 0
for all the other region. We perform 1-mask to get the valid region
during experiment.)
racy. If we further refine the pose by DDVO, the resulting
DA-RTC-DDVO further improves the accuracy due to more
accurate pose information. Finally, DA-RTC-DDVO-STC
which incorporates the synthetic domain consistency loss
also increases the depth prediction accuracy.
Moreover, we sample some qualitative results to analyze
the contribution of the camera pose estimation coupled with
the geometry constraints in generating realistic images. As
shown in Figure 6, the translated images produced by our
TCDA contains more details and are more authentic and
natural.
5.3. Moving Mask
The camera pose module is not robust to dynamic scenes
where objects show irregular movements. Thus, we propose
to integrate moving detection to revise the photometric loss,
expecting to improve both the camera pose estimation net-
work and the translation network. The moving objects of
vKITTI and KITTI are not diverse, but always some cars
with regular moving trends. However, training TCDANet
Figure 9. Failure cases. Our model will fail on the scene with
lots of pedestrians because there is no pedestrian appearing in the
vKITTI [11] dataset.
with the guided moving information still upgrades the per-
formance as shown in Table 3. Note that, the complete
TCDANet w/o MD even performs slightly worse than sev-
eral ablation experiments (with MD) in former subsection.
Thus, we believe that the moving mask detection compo-
nent would show significance in complex scenes with un-
constrained moving objects. The failure cases in Figure 9
also support our analysis. In specific, vKITTI (source do-
main) does not contain scenes with pedestrians, which de-
grade the performance of the moving object detection net-
work in recognize moving pedestrians in target domain. As
a result, the depth map misses the person details in some
regions.
6. Conclusion
In the paper, we have proposed a temporally-consistent
domain adaptation (TCDA) approach to deeply explore the
labeled synthetic videos and monocular real videos for
monocular depth estimation. We demonstrated that the tem-
poral geometry consistency constraints in both synthetic
and real videos play an important role in improving the per-
formance of domain adaptation by improving the quality
of translated images as well as the overall depth predic-
tion accuracy. In further, given that the temporal consis-
tency in real videos guided by camera pose and depth is
sensitive to the moving objects in the scene, we further pro-
posed a moving mask prediction network trained using syn-
thetic data that can mask out the moving pixels and thus
remove the outlier points in the temporal consistency in real
videos. Finally, we proposed to train a camera pose predic-
tion network from synthetic data with camera pose ground
truth which can provide better initialization for estimating
the temporal consistency. The deep exploration of synthetic
data significantly boosts the effectiveness of domain adap-
tation and the final depth prediction performance.
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