Abstract. We show that in parametric likelihood models the first order bias in the posterior mode and the posterior mean can be removed using objective Bayesian priors. These bias-reducing priors are defined as the solution to a set of differential equations which may not be available in closed form. We provide a simple and tractable data dependent prior that solves the differential equations asymptotically and removes the first order bias. When we consider the posterior mode, this approach can be interpreted as penalized maximum likelihood in a frequentist setting. We illustrate the construction and use of the bias-reducing priors in simple examples and a simulation study.
Introduction
In parametric likelihood problems, the maximum likelihood estimator (MLE) has bias that declines with the sample size or total Fisher information. In practice, this bias is often small relative to the standard errors and is typically ignored. However, in many settings, including time series and panel data applications, bias may be considerable in finite samples. In these cases, a bias corrected estimator is useful for comparison purposes and may offer appreciable improvements in mean-squared error relative to the uncorrected MLE.
Approaches to bias correction may broadly be considered as falling into one of two general categories: simulation approaches and analytic approaches. Simulation approaches, such as the jackknife and bootstrap, rely on resampling and recomputation to estimate the bias.
Analytic approaches rely on deriving an analytic expression for the bias and then directly estimating the components of this expression; see, for example, Bartlett (1953) Shenton and Wallington (1962) and Cox and Snell (1968) in the multivariate case.
Specifically, analytic corrections proceed from an expansion of the MLE as
where ψ is a mean zero random variable satisfying an appropriate central limit theorem.
When an analytic solution for b(θ) is available, a natural bias corrected estimator is θ bc = θ ml − b( θ ml ) T
. An alternative, proposed by Firth (1993) , is to obtain a similar bias correction for the scores and define θ BC as the solution to a bias-corrected score function. In time series
and panel settings, bias corrections have been developed for autoregressive models by, for example, Shaman and Stine (1988) and for panel data models with fixed effects by Hahn and Newey (2004) and Hahn and Kuersteiner (2004) . In both cases, first order bias correction offers potentially substantial improvement in terms of MSE and inference properties.
Because they are based on an underlying likelihood model, Bayes estimators will also display this frequentist bias. While frequentist bias is unlikely to be of great concern to Bayesian practitioners, there are interesting relationships between frequentist bias-corrections and certain Bayesian priors. For example, Firth (1993) makes the observation that for regular exponential likelihoods, his bias correction of the scores is equivalent to penalizing the log likelihood by one half times the log determinant of the Fisher information matrix, which is better known in the Bayesian literature as the Jeffreys (1946) invariant prior. We argue below that thinking about bias-reduction may offer a potentially useful approach to formulating Bayesian priors.
In part due to the controversy and practical difficulties with formulating prior distributions, the Bayesian literature has explored structural rules for determining priors; see Kass and Wasserman (1996) for an excellent survey of this literature. The resulting priors, often referred to as objective Bayesian priors, formalize the idea of a non-informative prior and are often constructed to endow the resulting estimation procedure with desirable properties. For example, the Jeffreys prior makes the resulting posterior probabilities invariant to reparameterization of the likelihood model. Another example is the class of matching priors proposed by Welch and Peers (1963) and further explored by Ghosh and Mukerjee (1992) and Mukerjee and Dey (1993) among others, which match Bayesian posterior probabilities with frequentist coverage probabilities to higher order asymptotically.
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In this paper, we propose a class of likelihood corrections which remove the first-order frequentist bias for two important likelihood estimators: the posterior mode 1 and the posterior mean. We provide general asymptotic expansions for the biases in these two estimators and specify regularity conditions under which our corrections remove first order bias asymptotically. Viewed as a frequentist bias correction, our approach is similar to Firth (1993) but works by correcting the likelihood rather than the scores.
Our likelihood corrections may also be interpreted as objective Bayesian priors. Similar to the development of matching priors in Mukerjee and Dey (1993) and other objective Bayesian priors, our likelihood correction is defined implicitly as the solution to a set of differential equations involving the scores and their derivatives. As these equations will not always be solvable, we also provide a simple and easily implementable data-dependent approximation for the likelihood correction and show that it also removes first order bias asymptotically.
This approximation involves only the sample information matrix and outer product of scores, which are already widely used by practitioners conducting frequentist inference.
The next section provides a brief overview of the likelihood models and estimators we consider. In Section 3, we give a rigorous development of asymptotic expansions for the first order bias in the posterior mode and the posterior mean. In Section 4, we construct objective Bayesian priors based on these expansions and prove that the posterior mean and mode under these priors are higher order unbiased. The particular case of panel data models with fixed effects is discussed in Section 4.3. We illustrate our approach with two example models in Section 5 and present a brief Monte Carlo study in Section 6. Section 7 concludes.
Model and Estimators
Suppose {(y t , x t ) : t = 1, 2, ...} is a sequence of random vectors with x t ∈ X t and Y t ∈ Y t , and let w t = (y t , x t ). Suppose that the conditional density of y t given x t with respect to a measure v t (dy) is given by f t (y t |x t , θ 0 ) where θ ∈ Θ is a p × 1 vector of parameters and θ 0 denotes the value of θ that corresponds to the actual data generating process. We assume that the model is dynamically complete in the sense that f t (y t |x t , Φ t−1 , θ 0 ) = f t (y t |x t , θ 0 )
1 Under a flat prior, the posterior mode is the MLE.
where Φ t−1 is the σ-field representing the past history of the system and note that this definition implicitly allows x t and Φ t−1 to overlap.
Let ℓ t (θ) = ℓ t (w t , θ) ≡ log f t (y t |x t , θ) be the conditional log-likelihood for the t th observation, and let L T (θ) = T t=1 exp{ℓ t (θ)} be the likelihood of the sample. Then given a possibly data-dependent prior π T (θ) = π T (θ, w 1 , ..., w T ) for θ, the posterior distribution for θ is
We note that this formulation of the prior clearly incorporates the usual case of a fixed prior that does not depend on the data where π T (θ, w 1 , ..., w T ) = π(θ) and also incorporates cases where the prior does not depend on the data but does depend on T as in the Jeffreys prior for the AR(1) model where the absolute value of the autoregressive coefficient may be greater than one as derived by Phillips (1991) .
In this paper, we focus on two potential Bayesian estimators that also correspond to measures of the location of the posterior distribution: the joint posterior mode and the posterior mean. The joint posterior mode is given by
, and the posterior mean is defined as
when this expectation exists.
We focus on the posterior mean and mode for a number of reasons. Both estimators provide sensible measures of the location of the posterior distribution and have been used extensively in both Bayesian and classical settings. In Bayesian estimation, the posterior mode and mean correspond to the use of 0-1 and quadratic loss functions, respectively. In a classical setting, the posterior mode may be interpreted as a penalized maximum likelihood estimator with the prior serving as a penalty function. The posterior mean and mode are also analytically tractable and are naturally examined using the higher order asymptotics presented below.
The higher-order bias formulae may be of interest for a number of reasons. For any Bayesian prior satisfying the regularity conditions in Assumption 1, the expressions can be used to determine the approximate bias in the joint posterior mode or posterior mean. In situations where there is little available prior information or the available prior information may be reasonably represented in more than one way, comparisons of the resulting biases may be useful for comparing the different priors. It is also worth noting that for many choices of prior, the resulting bias to the posterior mode will be smaller than the bias of the maximum likelihood estimator which corresponds to the posterior mode under a flat prior.
From the expressions for the bias of the posterior mode and mean given in (3.9) and (3.10), we can also see that there are three sources of higher order bias: bias resulting from correlation between the influence function and approximate second derivate matrix, H T ; bias resulting from curvature in the model captured by the last term in each expression; and bias from the prior. While the first two sources of bias are determined by the likelihood, the third is under the control of the researcher. In particular, in some settings where there is little or no available prior information, a researcher may wish to define a prior that reduces the asymptotic bias. (3.9) and (3.10) then provide a way to define objective Bayesian priors, where the objective is to reduce the higher-order frequentist bias of the resulting posterior mean or joint posterior mode.
Bias-Reducing Priors
In the previous section, we presented stochastic expansions for the joint posterior mode and posterior means of the parameters in a likelihood model and obtained the O(1/T ) bias of the posterior mode and posterior mean. In both cases, the bias depends on the form of the prior. In this section, we show that this dependence implicitly defines a class of bias reducing priors. Our bias-reducing priors recenter the resulting posterior distribution such that the O(1/T ) bias is removed from either the posterior mode or the posterior mean.
We consider two approaches to constructing bias reducing priors. In the first approach, certain components of the bias are computed analytically and equated with the derivatives of the prior, resulting in a system of differential equations. When the differential equations may be solved for each possible value of θ and the solution does not depend on the data, we call the solution an "exact" bias-reducing prior. In practice, such a solution may not be available in closed form or may depend on the data. We therefore provide a simple and tractable data dependent prior that solves the differential equations asymptotically and hence also removes the first order bias from the posterior mean or mode.
4.1. Closed Form Bias-Reducing Priors. Using the stochastic expansions and resulting higher-order bias formulae presented in the preceding section, we may define objective
Bayesian priors that remove the higher-order bias from the mode or mean of the resulting posterior. As with many objective Bayesian priors, these "bias-reducing" priors may be defined as the solution to a set of differential equations; see Kass and Wasserman (1996) for an overview of other objective Bayesian approaches.
Specifically, we can set expression (3.9) equal to 0 and solve forγ θ T to obtain
, we see that any prior (potentially data-dependent) whose derivative converges in probability to the expression on the left-hand side of (4.1) will remove the higher-order bias from the posterior mode. Similarly using (3.10), we have that any prior whose derivative converges in probability toγ
will remove the O(1/T ) bias from the posterior mean.
Equations (4.1) and (4.2) provide sets of differential equations that define priors that will asymptotically remove the higher-order bias from the posterior mode and mean respectively.
One approach to obtaining such priors is to compute the expectations on the right-hand side of equations (4.1) and (4.2) analytically; note that after these expectations are taken the right hand sides of both equations depend only on θ and, in some cases, the sample size T . Solutions to the resulting set of differential equations, if they exist, may be used as bias reducing priors.
Theorem 2. Suppose Assumption 1 (i)-(v) are satisfied and there exists a prior π T (θ) such that π T (θ) is six times continuously differentiable with all partial derivatives bounded and
then the resulting joint posterior mode is higher-order unbiased; and if π T (θ) satisfies
then the resulting posterior mean is higher-order unbiased.
In many cases, notably when data are iid, the right-hand side of (4.1) and (4.2) will not depend on T . In these cases, the differential equations can be used to define fixed priors π(θ).
Otherwise, the priors will generally depend on the sample size and θ but will not otherwise depend on the data.
While this approach to deriving a bias-reducing prior defines a "true" prior in the sense that the prior does not depend on the data, it may difficult to implement for a number of reasons. Computing the expectations on the right hand sides of (4.1) and (4.2) analytically may be quite difficult, and except in simple models, the expressions may not be available in closed-form. Also, even with the expectations computed, the resulting differential equations may not have closed form solutions. The resulting prior would then have to be evaluated numerically, further complicating implementation. It is also important to note that the systems of differential equations defined in (4.1) and (4.2) are overdetermined when dim(θ) > 1 and may be inconsistent. 2 In the next section, we consider an alternative approach to 2 In these cases, if there is a single parameter of interest, one may consider only the row of the system corresponding to that parameter. Focusing on one parameter will yield a single ordinary differential equation which will always be soluble and whose solution will often satisfy the regularity conditions stated in Theorem 2. Alternatively, if one is interested in the entire parameter vector, the data-dependent prior defined below may be employed.
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constructing bias correcting priors. Although the resulting priors will in general be data dependent, they are always available and are simple to compute.
4.2. Data Dependent Bias-Reducing Priors. The condition employed in the previous section to define the prior, namely that the derivative of the prior exactly satisfy the differential equations (4.1) and (4.2) for all values of θ in the parameter space, is much stronger than is actually needed to define a bias-reducing prior. In particular, all that is necessary is that the derivative of the log of the prior approximately satisfy the differential equation in the sense that the derivative of the prior converges in probability to the expression on the right-hand side of the differential equations when evaluated at the true parameter value θ 0 .
In this section, we consider one such approximate solution that is particularly convenient as it is always available and is simple to compute.
The "approximate" prior that we consider is data-dependent; that is, it depends on {w 1 , ..., w T }.
3 In situations where a prior satisfying the conditions of Theorem 2 exists for the mode or mean, the data-dependent prior may be viewed as an approximation to the prior defined in Theorem 2 in that it also satisfies the differentiability and boundedness conditions of Theorem 2 and satisfies the differential equation when evaluated at θ 0 . In situations where the differential equations are inconsistent, it may be viewed as an approximation to a prior that removes the bias from a single parameter 4 and satisfies the conditions of Theorem 2 in the sense discussed above that has the additional appealing property of removing the higher-order bias from the remaining elements of the parameter vector as well.
Specifically, as an approximate solution to (4.1) when the likelihood is globally concave,
5
we consider
The use of data-dependent priors in objective Bayes approaches is not new; see, for example, Wasserman (2000), Reid, Mukerjee, and Fraser (2002), and Sweeting (2004) . 4 As discussed above, such a prior may be defined by considering the appropriate row of the differential equation (4.1) or (4.2). 5 The general case is somewhat more complicated and is detailed in Appendix A.
12
where 
where V (θ) is defined as in (4.4). As above, one may verify that π E T (θ) satisfies (4.2) by differentiating, evaluating at θ 0 , and taking limits as T → ∞.
As noted above, the approximate priors are appealing because they exist and satisfy the derivative condition given by (4.1) or (4.2) quite generally. In addition, they involve only quantities that are used in forming the usual frequentist asymptotic standard errors: the approximate scores and hessian of the maximum likelihood problem. These quantities are readily available by simply differentiating the maximum likelihood objective function. As such, calculating the approximate priors is quite straightforward.
To formally verify that π M T (θ) and π E T (θ) respectively remove the bias from the joint posterior mode and posterior mean, we impose the following additional regularity conditions. Assumption 2. For the model defined in Section 2, suppose that (i) for all θ ∈ Θ, H T has maximum eigenvalue λ max ≤ δ < 0 and minimum eigenvalue
−ǫ ) for some ǫ > 0 and r > 2; and (iv) there exists a function M t (w t ) such
Conditions ( 
It follows that π M T (θ) removes the higher-order bias from the posterior mode and that π E T (θ) removes the higher-order bias from the posterior mean.
Simplifications for Panel Data with Fixed Effects. Bias reduction is clearly most
relevant in cases where estimators have a large amount of bias. One case where this seems especially prevalent is in models where the number of parameters goes to infinity with the sample size in such a way that the amount of data per parameter does not accumulate, that is in models with incidental parameters.
8 In econometrics, perhaps the most prevalent case where this appears is in panel data models with fixed individual specific effects. Recently, there has also been a great deal of work in reducing bias of estimators of common parameters in panel data models with fixed individual specific effects; see, for example, the review article by Arellano and Hahn (2005) which contains an excellent overview of recent developments.
7 Newey and West (1987) and Andrews (1991) provide additional discussion and examples. 8 See Neyman and Scott (1948) for an early use of this terminology.
For concreteness, 9 suppose we are interested in a panel data model where i = 1, ..., N indexes individuals and t = 1, ..., T indexes time periods and the conditional density of y it given x it and individual specific effects α i0 is given by f (y it |x it , α i0 , θ 0 ). We suppose that the parameter of interest is θ 0 and the α i0 are unobserved nuisance parameters that may be arbitrarily correlated to the T × 1 vector of covariates for individual i, x i .
The focus on bias in models with incidental parameters stems from the observation that the bias in estimators of the common parameters, θ, generally diminishes at a rate equal to 1/T while the variance of estimators of θ diminishes at a rate equal to 1/NT . 10 This means, particularly in applications where N is large and T is small, that bias is typically the dominant factor in mean squared error and suggests that estimation and inference properties may be substantially improved by accounting for this bias.
The approach to bias-reduction via priors outlined in the previous sections may be immediately adapted to the present setting by considering the relevant sample size to be T , the number of observations used to estimate the α i . In this case, the priors defined in Sections 4.1 and 4.2 will remove the O(1/T ) bias from the estimators. Removing the bias to this order will generally result in estimators that are consistent and have correctly centered asymptotic distributions in asymptotics where N → ∞, T → ∞, and N/T → ρ for some constant ρ; see Hahn and Kuersteiner (2004) . In finite samples, this correction may substantially improve inference properties of the resulting estimators.
A drawback of using the full priors defined in the previous sections in this setting is that the high dimensional parameter space may complicate computation of the priors. In addition, conditional independence between α i and α j for different individuals i = j, a general feature of fixed effects panel models that greatly aids computation of Bayesian estimators via Markov
Chain Monte Carlo, may be destroyed when the full priors are employed. Fortunately, there are some simplifications which are available in these models when N is relatively large that arise by noting that the O(1/T ) bias contains terms that behave like 1/NT . When N is large, ignoring these terms will not affect the bias-reducing properties of the priors but may greatly simplify their computation and implementation.
Heuristically, we can see how this simplification may be accomplished by considering a simple fixed effects model with dim(α i ) = 1 and stationary data. For stationary models, we have that
it ]I N where ι N is an N × 1 vector of ones and I N is the N × N identity matrix. It follows that
Similarly, without imposing stationarity and allowing dim(α i ) ≥ 1, we would have
where A T is a block diagonal matrix with i th block equal to (H
We may then plug equation (4.6) into (4.1) and, after some algebra and assuming independence across i, obtain
it , and α i,j is the j th element of α i . Equations (4.7) and (4.8) jointly define a system of differential equations that defines a bias-reducing prior for the panel case. Note that making use of the simplification, the structure of equations (4.7) and (4.8) imply that any solution will have the form
. That is, conditional on θ, the prior exhibits independence across the α i . This conditional independence, coupled with the conditional independence in the likelihood, greatly simplifies simulation from the posterior via Markov Chain Monte Carlo through blocking schemes (e.g., Gibbs sampling).
If, instead, we want a bias-reducing prior for the posterior mean, we may plug (4.6) into (4.2) to obtain
As with the solution for the posterior mean, any solution to this set of differential equations will be of the form log[π
As in the general case, simple data-dependent approximations to the solutions of these differential equations are also available. In particular, we have that
satisfies (4.7) and (4.8) for π
where m → ∞ is a bandwidth parameter that satisfies m/T 1/2 → 0, and K(·) is a kernel function with K(0) = 1. Similarly, if interest centers on the posterior mean, we have that
satisfies (4.9) and (4.10).
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5. Examples 5.1. Normal Mean and Variance. Let the data y be a T -vector y ∼ N (α ι T , σ 2 I T ), where α is a scalar mean and ι T is a T -vector of ones. The log likelihood takes the form
We consider two estimators of the parameter θ = (σ, α) ′ . Under a flat prior, the joint posterior mode is the ML estimate, α =ȳ and
The posterior means can be obtained by completing the square and rewriting the likelihood
Recognizing the first and second pairs of right hand side terms as kernels of a normal and inverse gamma distribution, we have the usual normal-inverse gamma posteriors
The posterior mean for α is again the ML estimator,ȳ. Using the formula for the mean of the inverse gamma distribution, we have
11 As in the general case, the priors defined in (4.11) and (4.12) would need to be modified as in Appendix A in cases where − H αiαi T (θ, α i ) does not have minimum eigenvalue bounded away from zero over the parameter space.
12 Here and below, const. denotes a constant which does not involve the parameter vector θ. Both estimators of α are unbiased, while the estimates of σ 2 are biased in different direc-
We can construct bias reducing priors for the posterior mode and mean by solving the differential equations given in Theorem 2. Again
θθ L] and H = E[ H] to denote the Hessian and its expectation, and defining
where we have used ψ σ to denote the element of ψ corresponding to the σ (the first element, since σ is the first element of the parameter vector). In this example, we can solve these differential equations in closed form. After some algebra, we find
By Theorem 2, π M removes the first order bias in the joint posterior mode while π E removes the first order bias in the marginal posterior means. Note that neither prior involves α-both estimators of the location parameter are already unbiased and do not change under these priors.
Under the first prior π M , the first term in the log posterior L+log π M becomes −
Differentiating the joint posterior to find the joint mode, the resulting estimate of σ 2 is identical to σ 2 M but with T − 1 instead of T in the denominator, and is exactly unbiased. Using the second prior π E , the first term in the marginal posterior p(σ 2 |y) becomes (σ 2 )
Again using the formula for the mean of an inverse gamma variate, the resulting marginal posterior mean for σ 2 is also unbiased.
5.1.1. The Neyman-Scott problem. We consider a classic generalization of the previous example where the data are normally distributed with group specific means. For simplicity 14 As when we rewrote the likelihood, we may omit the constants of integration in the solutions for log π M and log π E because they do not involve the parameters.
19 suppose the data are
, where each y i is a T -vector and y i ∼ N (α i ι T , σ 2 I T ). The log likelihood can be written
or, completing the square and ignoring constants as before,
Again the posterior distribution for σ 2 is inverse gamma, while the posteriors for α i |σ 2 , y are independent normal with meansȳ i and variance
. Under flat priors, the joint posterior mode and marginal posterior mean give the same estimates for the location parameters,
As before, the joint posterior mode and marginal posterior mean yield biased estimates of σ 2 . The joint posterior mode is the maximum likelihood estimator,
Solving for the bias correcting priors is similar to the n = 1 case. Here the differential equations become
Using the same argument as in the n = 1 case, we can verify that the posterior mode under π M and the posterior mean under π E are exactly unbiased estimators for σ 2 . Neyman and Scott (1948) use this example as a cautionary tale. Taking expectations, we
If we think of T as fixed while the number of groups, n, increases, the maximum likelihood estimator of σ 2 is inconsistent. Interestingly, 20 the marginal posterior mean σ 2 E is consistent for σ 2 with T fixed. 15 We can also see this in the two bias correcting priors, as π M depends on n, while π E does not.
As we noted in Section 4.3, when working in panel settings with group specific parameters, one may wish to simplify the expressions for π M and π E by neglecting terms that vanish when T is fixed and n goes to infinity. In this example, the inverse information matrix has the following block structure:
with the last equality approximate when n is large relative to T . If we use this approximation in place of H −1 in the derivation of
for this example, the algebra is simplified considerably, and the end result is that the terms which do not have n in the numerator drop out. While this does not affect the solution for π M , under this approximation the solution for π E is a constant (i.e., a flat prior). This may seem unfortunate, as using the full solution for π E yields an exactly unbiased estimate of σ 2 . However, recall that
, so when n is large the bias in σ 2 E is very small. A similar approximation is very useful when working with the data dependent approximations to π M and π E . In this example, this amounts to setting the first row and column of the sample information matrix to zero. The resulting data dependent approximation to
Using this as a pseudo-prior results in a log posterior
The resulting posterior mode for σ 2 is then simply
15 This is a fortunate accident resulting from the structure of the log likelihood in the linear model. In nonlinear panel models, simply replacing the joint mode with the marginal posterior mean does not result in a 'fixed-T consistent' estimate of the common parameters.
While the estimator is still not consistent with T fixed, the order of bias has been reduced from T −1 to T −2 , which can be a substantial improvement when T is small.
Monte Carlo Study
In this section, we explore the finite-sample frequentist properties of the posterior modes and means that result from the use of the bias-reducing priors through a brief simulation study. We consider the case of estimating a simple dynamic model defined by
for i = 1, ..., N and t = 1, ..., T where the u it are iid normal innovations with mean 0 and variance σ 2 .
In the N = 1 case, the model is the conventional univariate AR(1) model which has been much studied and is commonly used in applications. With N > 1, the model is the standard dynamic panel model without covariates. In this case, it is well known that the usual maximum likelihood estimates of ρ are inconsistent with T fixed and N → ∞ and may be severely biased for short T . 16 While our results are derived under asymptotics where T → ∞ with N fixed, the simulation results show that our approach may dramatically improve estimation even when T is small. Our approach is also quite similar to the approach considered in Hahn and Kuersteiner (2002) , Hahn and Newey (2004) , and Hahn and Kuersteiner (2004) and related penalty function methods 17 which produce estimators of common parameters in panel data models with incidental parameters that have asymptotically normal sampling distributions that are centered on the true parameter value in asymptotics where N → ∞, T → ∞, and N/T = O(1). In the simple dynamic panel context, √ N consistent GMM estimators of ρ are available; see, for example, Arellano (2003) . However, GMM approaches rely on differencing methods and are not readily generalized to nonlinear models. Lancaster (2002) considers a Bayesian approach based upon using a transformation of the fixed effects which makes them information orthogonal to the remaining parameters and then integrating them out of the model and produces a √ N consistent estimator of ρ and σ 2 in the dynamic panel case. Our "closed form" prior for the posterior mean is equivalent to the Jacobian 16 See for example Nickell (1981) . 17 See, for example, Arellano and Hahn (2005) and Bester and Hansen (2005) .
of the transformation implied by Lancaster's (2002) approach in the dynamic panel model excepting a term which is O(1/NT) and so will also produce √ N consistent estimates of the common parameters in this context. 18 However, our approach requires neither orthogonalization or integration and so may be simpler to implement in practice in more complicated settings.
In our simulations, we consider cases with N = 1 and T ∈ {50, 200} and N = 100 and T ∈ {4, 12}. For all sample sizes we consider two values of ρ, .6 and .9, and set σ 2 = 1.
When N = 1, we use α = 0 and draw y 0 from a N(0, 1 1−ρ 2 ) at each iteration. Otherwise, the α i are drawn as iid N(0, 1) random variables at each iteration, and the y i0 are then drawn as N(
In all cases, we estimate N + 2 parameters, ρ, the α i , and σ 2 , at each iteration and use 1000 Monte Carlo iterations. We estimate the model parameters using both joint posterior modes and posterior means. When considering the joint posterior mode, we obtain estimates under a flat prior (π = 1) which correspond to the MLE, under the data-dependent prior designed to remove bias from the posterior mode defined in equation . 20 We also consider two estimators that remove bias by directly correcting the MLE by subtracting an estimate of the higher order bias obtained in (3.9), that is estimators of the form
18 It can also be shown that the "closed form" prior for the posterior mode will produce a √ N consistent estimator of ρ and σ 2 . See Bester and Hansen (2005) . 19 The form of the closed form prior is given in equation (D.15) in Appendix D. In the panel case, we make use of the panel simplification (4.11) when using the data dependent prior as this substantially eases computation.
20 The form of the closed form prior is given in equation (D.16) in Appendix D. In the panel case, we make use of the panel simplification (4.12) when using the data dependent prior as this substantially eases computation. It is also interesting to note that the prior defined in (D.16) corresponds to the "matching prior" in the sense that as T → ∞ the difference between the two priors goes to 0. For early work on matching priors, see Welch and Peers (1963) .
where θ M is the maximum likelihood estimate of θ and B(θ) is an estimate of (3.9). As with the Bayesian estimators, we consider both a data-dependent approximation to the bias given in (3.9) and a closed form version that explicitly computes the expectations. Simulation results are summarized in Tables 1 and 2 . Table 1 contains results for the time series (N = 1) case, and Table 2 In the time series case, the closed form expression is given in Shaman and Stine (1988) . For the panel context, we make use of the panel simplification suggested in Section 4.3. In this case the data dependent version corresponds to the correction suggested in Hahn and Kuersteiner (2004) and the closed form version to the correction in Hahn and Kuersteiner (2002) . 22 Details about the MCMC sampler are available from the authors upon request.
Looking first at Table 1 Overall, the evidence from this case suggests that the priors are effective at doing what they were designed for, removing bias. However, this bias-reduction does come at the cost of increased variance. In most cases, the reduction in bias appears to dominate the increase in variance in that RMSE and MAD tend to also decrease relative to uncorrected estimates.
The Bayesian estimators also compare favorably to more standard bias-corrected frequentist maximum likelihood estimates.
The results from Table 2 are much less ambiguous. All of the bias reductions substantially reduce the bias relative to the uncorrected maximum likelihood estimator, and since bias is the dominant component of both the RMSE and MAD, they also substantially reduce the RMSE and MAD. Thus, the bias-reduced estimators clearly dominate the uncorrected ML or the posterior mean based on a flat prior. The performance of the Bayesian estimators when the data-dependent priors are used is similar to the performance of the bias-reduced maximum likelihood when the bias is estimated using sample averages. However, the Bayesian estimators resulting from the use of the closed-form priors clearly dominate the bias-reduced maximum likelihood estimator which explicitly calculates the higher-order bias of the estimator. The dominance is not surprising in this case, since as discussed above, the Bayesian estimators based on the closed-form priors are √ N− consistent in this case while the biasreduced ML is not. However, we do not believe that this dominance would hold in other models; and in general, one would expect their performance to be similar.
The simulation results confirm that the bias-reducing priors are indeed effective in reducing the bias of the corresponding posterior mode or mean. In the majority of cases considered, this reduction in bias also translates into a reduction in RMSE or MAD. This improvement is especially evident in the panel case where bias is the dominant feature of the sampling distribution of the maximum likelihood estimator. The use of these or other objective Bayes priors also seems desirable in panel situations as elicitation of a prior over a high-dimensional parameter space may be quite difficult. Overall, we feel the simulation results suggest that the bias-reducing priors may be quite useful in some settings, especially in settings where bias is likely to play a large role and elicitation of subjective priors is difficult.
Conclusion
We propose a set of objective Bayesian priors that remove the first order frequentist bias in the posterior mode and posterior mean. These priors are based on asymptotic expansions for the two estimators, which we develop rigorously under mild regularity conditions. Our approach therefore applies to a very general class of likelihood models.
Similar to the matching priors of Welch and Peers (1963) , Ghosh and Mukerjee (1992) , and Mukerjee and Dey (1993) , our priors are defined implicitly as the solution to a set of differential equations. Although these differential equations involve only the scores and their derivatives, solutions will not always be available. We therefore present a simple datadependent approximation to the prior that also removes first order bias asymptotically.
The data dependent approximation involves only the sample information matrix and outer product of scores, both of which are widely used by practioners for frequentist inference.
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We illustrate our approach in two example models, including the classical problem of Neyman and Scott (1948) , where both the prior and data-dependent approximation may be derived explicitly and interpreted. We also present a brief Monte Carlo study using a first order autoregressive model in scalar time series and panel settings. The results suggest that our bias correction may be quite useful in time series and panel data applications.
Appendix A. Data-Dependent Bias Reducing Priors: The General Case
In this appendix, we present generalizations of the data-dependent priors introduced in Section 4.2 that accommodate models in which the log-likelihood is not strictly concave. The difficulty that arises in these settings is that the Hessian term that appears in the expressions for the datadependent bias-reducing priors for the posterior mode and mean, (4.3) and (4.5), will not be negative definite across the parameter space but will be negative definite near local maxima of the log-likelihood. This property of the likelihood will result in singularities in the H T (θ) for some values of θ in the parameter space unless the parameter space is restricted a priori to rule such values of θ out. As an alternative to restricting the parameter space, we consider replacing the Hessian term in the data-dependent priors with a smoothed approximation that is by construction negative definite where we allow the degree of smoothing to depend on the sample size. The replacement makes the priors more well-behaved by insuring that the priors do not equal 0 or infinity within the parameter space but does not affect the asymptotic properties of the estimator near θ 0 under Assumption 1 so retains the bias-reducing properties of priors (4.3) and (4.5).
Specifically, we consider replacing − H T (θ) in equations (4.3) and (4.5) with
where
for λ min and λ max the minimum and maximum eigenvalues of
and A T (θ) is a uniformly positive definite matrix in T and θ with minimum eigenvalue uniformly greater than or equal to δ T and maximum eigenvalue uniformly less than or equal to ∆ T + h ∆ T .
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It follows by construction that Γ T (θ) is uniformly positive definite. Also, since H T (θ) is negative definite with bounded eigenvalues when evaluated at θ 0 , it follows that if δ T and h T approach 0 and ∆ T approaches infinity slowly enough as the sample size increases, the truncation will not affect the asymptotic properties of the estimators constructed using the truncated data-dependent priors.
In order to verify that the data-dependent prior which replaces − H T (θ) with Γ T (θ) removes the higher-order bias from the resulting estimators, we further strengthen the regularity conditions summarized in Assumptions 1 and 2.
Assumption 3. For the model defined in Section 2 and for Γ T (θ) given in (A.1), suppose that (i) A T (θ) is a uniformly positive definite matrix in T and θ with minimum eigenvalue uniformly greater than or equal to δ T and maximum eigenvalue uniformly less than or equal to ∆ T + h ∆ T and ∆ j A T (θ) exists and has bounded eigenvalues for all θ ∈ Θ and 0 ≤ j ≤ 6; (ii) δ T > 0, h δ T > 0, ∆ T > 0, h ∆ T > 0; (iii) for 0 < ǫ < 1/2, m = o(T 1/2−ǫ ) for m the bandwidth used in defining V (θ) and δ T = O(T −ǫ/7 ); also, h δ T = O(T −α ) for some α > 0, ∆ T = O(T α ) for some α > 0, and h ∆ T = O(T α ) for some α ≥ 0; (iv) the maximum and minimum eigenvalue of H T (θ) are simple; (v) V T (θ) is positive semi-definite for all θ ∈ Θ; (vi) {w t , t = 1, 2, ...} is a mixing sequence that satisfies α(m) = O(m −3r r−2 −ǫ ) for some ǫ > 0 and r > 2; (vii) there exists a function M t (w t ) such that for 0 ≤ j ≤ 8, all w t ∈ W T = Y t × X t , and all θ ∈ G where G is an open, convex set containing Θ, ∆ j ℓ t (θ) exists, sup θ∈G ∆ j ℓ t (θ) ≤ M t (w t ), and sup t E M t (w t ) 7r+δ ≤ M < ∞ for some δ > 0.
Assumption 3 is similar to Assumption 2 which is sufficient in the case where the likelihood is strictly concave. The chief differences arise in the rate conditions on the truncation parameters imposed in Conditions (i)-(iii) of Assumption 3. These rate conditions are sufficient to insure that the degree of truncation of the Hessian diminishes slowly enough with the sample size to guarantee that the posterior using the data-dependent prior is uniformly well-behaved without affecting the 23 Note that any six-times continuously differentiable weighting function k T that goes to one slowly enough as the sample size increases in such a way as to bound the minimum and maximum eigenvalues of Γ T (θ) away from 0 and infinity could also be used. We could also allow for A T (θ) to be estimated or otherwise depend on the data as long as the resulting A T (θ) is six-times continuously differentiable and E ∆ j A T (θ)
bias-reducing properties of the estimators. Condition (iv) imposes that the maximum and minimum eigenvalues of H T (θ) are unique which guarantees that they are smooth functions of the elements of H T (θ) and does not seem restrictive for most applications. The other difference arises in that Assumption 3 imposes stronger moment conditions than Assumption 2 due to the fact that the truncation depends on the data through λ min and λ max .
As above, we may now state a general version of Theorem 3. 
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Appendix B. Preliminary Lemmas
Consistency and asymptotic normality of the posterior mode are important prerequisites for the higher order expansions provided in Theorem 1. We briefly verify consistency and asymptotic normality of the posterior mode in Lemmas B.1 and B.2 below.
Proof. The proof follows by a simple modification of a conventional consistency proof, e.g. the proof of Theorem 4.2 in Wooldridge (1994) .
where ζ j = ζ δ (θ j ) is a ball of radius δ about θ j and ζ δ (θ j ) for j = 1, ..., K(δ) is a finite covering of Θ which exists since Θ is compact by assumption. Then, as in Wooldridge (1994) , choose δ < 1 such that P sup
there is a T 0 such that for all T > T 0 and j, the right-hand side of equation (B.1) is less than or equal to ǫ/K. It then follows that Q T (θ) satisfies a uniform weak law of large numbers and the consistency of θ M for θ 0 follows by the usual argument.
Proof. The result follows from the usual argument. We have that θ M satisfies
whereθ is an intermediate value between θ M and θ 0 . It follows that
Then, under the conditions of Assumption 1,
and T −1/2 T t=1 ℓ θ 
Condition (ix) of Assumption 1 then implies that
and condition (viii) of Assumption 1 gives that T −1 γ θθ T (θ) = o p (T −1/2 ) from which
follows.
Plugging (C.2), (C.5), (C.6), (C.7), and (C.8) into the expression for the remainder given in (C.1) then yields the result for the posterior mode.
The argument for the posterior mean is similar. In particular, the conditions of Assumption 1 are sufficient for the conditions of Kass, Tierney, and Kadane (1990) Theorems 4 and 7 replacing h n (θ) (in the notation of Kass, Tierney, and Kadane (1990) ) with −T −1 (ℓ T (θ) + γ T (θ)) (using our notation) from which the expansion
follows where
Now note that T −1 γ θθ T ( θ M ) and T −1 γ T (θθθ j )( θ M ) converge in probability to 0 under condition (viii) of Assumption 1. Also, the conditions of Assumption 1 are sufficient for
Then adding and subtracting H For condition (ix) of Assumption 1, we differentiate log π M T (θ) to obtain
We then need that γ
Under conditions ( and Γ
Next note that
Plugging this expression into
and rearranging terms via cyclic permutations under the trace then yields
Then, evaluating at θ 0 and adding and subtracting terms, we have
Next,
for some constant C where the inequality in (C.14) follows under the mixing and moment conditions in Assumption 3 using, for example, Doukhan (1994) Theorem 2. Also, under the assumed mixing and moment conditions, we have
from, for example, the modification of Andrews (1991) Theorem 1(a) for nonstationary data discussed in Andrews (1991) Section 8.
Using (C.12), (C.13), (C.14), and (C.16) gives It remains to be shown that the conditions of Assumption 3 are sufficient for the derivative and moment conditions in condition (viii) of Assumption 1. That the log-prior is six times differentiable follows from the definition of Γ T (θ) and the eighth-order differentiability of the likelihood assumed in condition (vi) of Assumption 3. Verifying that for 0 ≤ j ≤ 6 sup θ∈G E ∆ j γ T (θ) = o(T 1/2 ) is a tedious but straightforward exercise. We verify that E ∆ j γ T (θ) = o(T 1/2 ) for j = 0 and j = 1. The result for the higher-order derivatives follows in a similar fashion and we omit it for brevity. ; the second inequality follows from condition (vii) of Assumption 3; and the final equality follows from the rate conditions imposed in condition (iii) of Assumption 3. It is then immediate that sup θ∈G E γ T (θ) = o(T 1/2 ).
The vector of first partial derivatives of γ T (θ) may be written as In the following, we outline the derivation of the non-data-dependent priors for the dynamic panel model:
y it = ρy it−1 + α i + u it where u it ∼ N (0, σ 2 ) are iid for all i and t, |ρ| < 1, i = 1, ..., N , and t = 1, ..., T . In the derivation, we do not make use of the panel data simplification discussed in Section 4.3 as derivation of the priors making use of the simplification is discussed in Bester and Hansen (2005) and is similar to the derivation below. In deriving the prior, we treat N as fixed and consider asymptotics as T → ∞. Thus, by setting N = 1, the prior applies to the simple univariate autoregression as well.
We begin by noting that 
