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Abstract. This paper is concerned with positive solutions of the semilinear polyharmonic
equation ( )
mu = a(x)u
 on R
n, where m and n are positive integers with n > 2m,
 2 ( 1;1). The coeﬃcient a is assumed to satisfy
a(x)  (1 + jxj)
 L(1 + jxj) for x 2 R
n;
where  2 [2m;1) and L 2 C
1([1;1)) is positive with
tL0(t)
L(t)  ! 0 as t  ! 1; if  = 2m,
one also assumes that
R 1
1 t
 1L(t)dt < 1. We prove the existence of a positive solution u
such that
u(x)  (1 + jxj)
 e e L(1 + jxj) for x 2 R
n;
with e  := min(n 2m;
 2m
1  ) and a function e L, given explicitly in terms of L and satisfying
the same condition at inﬁnity. (Given positive functions f and g on R
n, f  g means that
c
 1g  f  cg for some constant c > 1.)
Keywords: asymptotic behavior, Dirichlet problem, Schauder ﬁxed point theorem, positive
bounded solutions.
Mathematics Subject Classiﬁcation: 34B18, 35B40, 35J40.
1. INTRODUCTION
This paper is concerned with positive solutions of the semilinear polyharmonic equa-
tion
( )mu = a(x)u on Rn (n  3) (in the sense of distributions), (1.1)
where m and n are positive integers with n > 2m,  2 ( 1;1). The coeﬃcient a is a
positive measurable function on Rn assumed to satisfy
a(x)  (1 + jxj)
 L(1 + jxj) for x 2 Rn;
c 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where  2 [2m;1) and L 2 C1([1;1)) is positive with
tL
0(t)
L(t)  ! 0 as t  ! 1; if
 = 2m, one also assumes that
R 1
1 t 1L(t)dt < 1. Here and throughout the paper,
for positive functions f and g on a set S, the notation f  g means that there exists
a constant c > 1 such that c 1g  f  cg on S.
Recently, by applying Karamata regular variation theory, the authors in [7], stud-
ied equation (1.1) in the unit ball of Rn (n  2) with Dirichlet boundary conditions.
They proved the existence of a continuous solution and gave an asymptotic behavior
of such a solution.
For the case m = 1 and  < 1, the pure elliptic equation
 u = a(x)u; x 2 
  Rn; (1.2)
has been extensively studied for both bounded and unbounded domain 
 in Rn
(n  2). We refer to [1,2,4–6,8,10–16,18,21] and the references therein, for var-
ious existence and uniqueness results related to solutions for the above equation
with homogeneous Dirichlet boundary conditions. In particular, many authors stud-
ied the exact asymptotic behavior of solutions of equation (1.2), see for example
[4–6,10,12,13,15,16,21]. For instance in [4], the authors studied (1.2) in Rn (n  3).
Thanks to the sub and supersolution method, they showed that equation (1.2) has
a unique positive classical solution which satisﬁes homogeneous Dirichlet boundary
conditions. Moreover, by applying Karamata regular variation theory, they improved
and extended the estimates established in [2,8,14]. On the other hand when  = 0 and
the equation (1.2) involves a degenerate operator p-Laplacian, Cavalheiro in [3] proved
the existence and uniqueness solution under a suitable condition on the function a.
Also, the result of equation (1.2) is extended to a class of elliptic systems. We refer
for example to [9] and [20] where the authors proved the existence and asymptotic
behavior of continuous solutions.
In this work, we generalize the results of [4] to equation (1.1). Note that the sub
and supersolution method is not available for (1.1). Then, we have to work around
this obstacle and we shall use the Schauder ﬁxed-point theorem which requires invari-
ance of a convex set under a suitable integral operator. Hence, we are restricted to
considering only the case  2 ( 1;1).
To simplify our statements, we refer to B+(Rn) the set of Borel measurable non-
negative functions in Rn and C0(Rn) the class of continuous functions in Rn vanishing
continuously at inﬁnity. Also, we use K to denote the set of functions L deﬁned on
[1;1) by
L(t) := cexp
  t Z
1
z(s)
s
ds
!
;
where z 2 C([1;1)) such that limt !1 z(t) = 0 and c > 0.
For the rest of the paper, we use the letter c to denote a generic positive constant
which may vary from line to line.
Remark 1.1. It is obvious to see that L 2 K if and only if L is a positive function
in C1 
[1;1)

such that limt!1
tL
0(t)
L(t) = 0.Positive solutions with speciﬁc asymptotic behavior for a polyharmonic problem... 7
Example 1.2. Let p 2 N, (1;2;:::;p) 2 Rp and ! be a positive real number
suﬃciently large such that the function
L(t) =
p Y
k=1
(logk(!t)) k
is deﬁned and positive on [1;1), where logk(x) = (loglog:::  log)(x) (k times).
Then L 2 K.
Throughout this paper, we denote by Gk;n(x;y) = Ck;n
1
jx yjn 2k, the Green func-
tion of the operator ( )k in Rn, where Ck;n =
 ( n
2  k)
4k
n
2 (k 1)!, 1  k  m < n
2.
The function Gk;n(x;y) satisﬁes, for 2  k  m,
Gk;n(x;y) =
Z
Rn
G1;n(x;z)Gk 1;n(z;y)dz:
We deﬁne the k-potential kernel Vk;n on B+(Rn) by
Vk;nf(x) =
Z
Rn
Gk;n(x;y)f(y)dy:
Hence, for any f 2 B+(Rn) such that f 2 L1
loc(Rn) and Vk;nf 2 L1
loc(Rn), then we
have ( )kVk;nf = f in the sense of distributions.
Now we are ready to present our main result.
Theorem 1.3. Equation (1.1) has a positive and continuous solution u satisfying for
x 2 Rn
u(x)  (x);
where the function  is deﬁned on Rn by
(x) :=
8
> > > > > > > > > > > > > > > <
> > > > > > > > > > > > > > > :
0
B
@
1 Z
jxj+1
L(t)
t
dt
1
C
A
1
1 
if  = 2m;
(1 + jxj)
2m 
1  (L(1 + jxj))
1
1  if 2m <  < n   (n   2m);
(1 + jxj)
2m n
0
B
@
2+jxj Z
1
L(t)
t
dt
1
C
A
1
1 
if  = n   (n   2m);
(1 + jxj)
2m n if  > n   (n   2m):
(1.3)
Our idea in Theorem 1.3 above is based on the Schauder ﬁxed-point method and
the convex set invariant under the integral operators. We note that (1.1) is formally
equivalent to the integral equation
u = Vm;n(au); (1.4)8 Abdelwaheb Dhiﬂi
and u = Vm;n(a) is a solution in the linear case with  = 0. The asymptotic behavior
of Vm;n(a) is similar to that of a itself, only with diﬀerent  and L (Proposition 2.4).
Based on this observation, one constructs an asymptotic solution of (1.4), that is, a
function , again with the same kind of asymptotic behavior, such that   Vm;n(a)
(Proposition 2.5). One then ﬁnds a constant c > 1 such that the operator u  !
Vm;n(au) maps the order interval [c 1;c]  C0(Rn) into itself. The operator being
compact, Schauder’s ﬁxed-point theorem yields a solution u of (1.4) with u  ,
proving our main result. We also control the asymptotic behavior of the iterated
Laplacians of u; in particular, u satisﬁes Navier boundary conditions at inﬁnity.
The outline of the paper is as follows. In Section 2, we state some already known
results on functions in K, useful for our study and we give estimatises on some po-
tential functions. Section 3 is reserved to the proof of our main result.
2. ESTIMATES AND PROPERTIES OF K
2.1. TECHNICAL LEMMAS
In what follows, we collect some fundamental properties of functions belonging to the
class K.
First, we need the following elementary result.
Lemma 2.1 ([19, Chap. 2, pp. 86–87]). Let  2 R and L be a function in K. Then
we have:
(i) If  <  1, then
R 1
1 sL(s)ds converges and
R 1
t sL(s)ds 
 t
+1L(t)
+1 as
t  ! 1,
(ii) If  >  1, then
R 1
1 sL(s)ds diverges and
R t
1 sL(s)ds 
t
+1L(t)
+1 as t  ! 1.
Lemma 2.2 ([4]). (i) Let L1; L2 2 K, p 2 R. Then L1L2 2 K and L
p
1 2 K.
(ii) Let L 2 K and  > 0. Then we have
L(t)  L(t + ) for t  1;
lim
t !+1t L(t) = 0; (2.1)
lim
t !+1
tL(t) = 1: (2.2)
(iii) Let L 2 K. Then limt !1
L(t)
R t
1
L(s)
s ds = 0:
In particular, the function
t  !
1+t Z
1
L(s)
s
ds is in K: (2.3)
Further, if
R 1
1
L(s)
s ds converges, then limt !1
L(t)
R 1
t
L(s)
s ds = 0:Positive solutions with speciﬁc asymptotic behavior for a polyharmonic problem... 9
In particular, the function
t  !
1 Z
t
L(s)
s
ds is in K: (2.4)
The following behavior of the potential of radial functions on Rn is due to [17].
Lemma 2.3 ([17]). Let 0  j  m   1 and let f be a nonnegative radial measurable
function in Rn such that
R 1
1 r2(m j) 1f(r)dr < 1, then for x 2 Rn, we have
Vm j;nf(x) 
1 Z
0
rn 1
max(jxj;r)n 2(m j)f(r)dr: (2.5)
2.2. ASYMPTOTIC BEHAVIOR OF SOME POTENTIAL FUNCTIONS
In what follows, we are going to give estimates on the potentials Vm j;na and
Vm j;n(a), for 0  j  m   1, where the function  is given in (1.3).
Proposition 2.4. For 0  j  m   1 and x 2 Rn
Vm j;na(x)   (jxj);
where   is the function deﬁned on [0;1) by
  (t) =
8
> > > > > > > > > > > > <
> > > > > > > > > > > > :
1 Z
t+1
L(r)
r
dr if  = 2(m   j);
(1 + t)2(m j) L(1 + t) if 2(m   j) <  < n;
(1 + t)2(m j) n
2+t Z
1
L(r)
r
dr if  = n;
(1 + t)2(m j) n if  > n:
Proof. Let   2(m   j) and L 2 K satisfying
R 1
1 t2(m j) 1 L(t)dt < 1 and such
that
a(x) 
L(1 + jxj)
(1 + jxj) :
Thus, by (2.5), we have
Vm j;na(x) 
1 Z
0
rn 1
max(jxj;r)n 2(m j)
L(1 + r)
(1 + r) dr := I(jxj);
where I is the function deﬁned on [0;1) by
I(t) =
1 Z
0
rn 1
max(t;r)n 2(m j)
L(1 + r)
(1 + r) dr:10 Abdelwaheb Dhiﬂi
So to prove the result, it is suﬃcient to show that I(t)   (t) for t 2 [0;1).
Let t  1. We have
I(t) =
1
tn 2(m j)
1 Z
0
rn 1L(1 + r)
(1 + r) dr +
1
tn 2(m j)
t Z
1
rn 1L(1 + r)
(1 + r) dr
+
1 Z
t
r2(m j) 1L(1 + r)
(1 + r) dr

1
tn 2(m j)
1 Z
0
rn 1L(1 + r)
(1 + r) dr +
1
tn 2(m j)
t Z
1
rn 1 L(r)dr
+
1 Z
t
r2(m j) 1 L(r)dr
:= I1(t) + I2(t) + I3(t):
It is clear that
I1(t) 
1
tn 2(m j): (2.6)
To estimate I2 and I3, we distinguish two cases.
Case 1.  > 2(m   j). Using Lemma 2.1 (i), we have for t  1
I3(t) 
L(t)
t 2(m j): (2.7)
If 2(m j) <  < n, then applying again Lemma 2.1 (ii), we have
R 1
1 rn 1 L(r)dr =
1 and
R t
1 rn 1 L(r)dr  tn L(t), as t  ! 1. So for t  1 we obtain
I2(t) 
L(t)
t 2(m j): (2.8)
Then, by (2.6), (2.7), (2.8) and (2.1), for t  1 we have
I(t) 
1
tn 2(m j) +
L(t)
t 2(m j) 
L(t)
t 2(m j):
Now, since the function t  ! I(t) and t  !
L(1+t)
(1+t) 2(m j) are positive and continuous
in [0;1), we obtain for t  0
I(t) 
L(1 + t)
(1 + t) 2(m j):
If  > n, then using Lemma 2.1 (i), we have
R 1
1 rn 1 L(r)dr < 1 and for t  2,
t Z
1
rn 1 L(r)dr  1:Positive solutions with speciﬁc asymptotic behavior for a polyharmonic problem... 11
So we obtain, for t  1
I2(t)  t2(m j) n:
Moreover, using (2.1), we have for t  1, I1(t)+I2(t)+I3(t)  t2(m j) n(2+
L(t)
t n) 
t2(m j) n.
Then we deduce that for t  0,
I(t)  (1 + t)2(m j) n:
If  = n, we have I2(t) 
1
tn 2(m j)
t Z
1
L(r)
r
dr and I3(t) 
L(t)
tn 2(m j), then using (2.6)
and (2.3), for t  1, we have
I(t) 
1
tn 2(m j)
 
1 +
t Z
1
L(r)
r
dr + L(t)


1
tn 2(m j)
t Z
1
L(r)
r
dr:
So we obtain for t  0
I(t) 
1
(1 + t)n 2(m j)
2+t Z
1
L(r)
r
dr:
Case 2.  = 2(m   j). By Lemma 2.1 (ii),
1 Z
1
rn 1 2(m j)L(r)dr = 1 and for t  2,
t Z
1
rn 1 2(m j)L(r)dr  tn 2(m j)L(t):
Then we have for t  1, I2(t)  L(t). So for t  1, we have
I(t) 
1
tn 2(m j) + L(t) +
1 Z
t
L(r)
r
dr:
Hence using (2.2) and (2.4), for t  1, we have
I(t) 
1 Z
t
L(r)
r
dr:
So for t  0, we obtain
I(t) 
1 Z
t+1
L(r)
r
dr:
This completes the proof.12 Abdelwaheb Dhiﬂi
The following proposition plays a crucial role in this paper.
Proposition 2.5. Let  be the function given in (1.3). Then we have for x 2 Rn and
for 0  j  m   1
Vm j;n(a)(x)  e (x);
where e  is the function deﬁned on Rn by
e (x) :=
8
> > > > > > > > > > > > > > > > > > > > > > > <
> > > > > > > > > > > > > > > > > > > > > > > :
0
B
@
1 Z
jxj+1
L(t)
t
dt
1
C
A
1
1 
if  = 2m and j = 0;
(1 + jxj) 2jL(1 + jxj)
0
B
@
1 Z
jxj+1
L(t)
t
dt
1
C
A

1 
if  = 2m and 0 < j  m   1;
(1 + jxj)
 
 2(m j) 2j
1  (L(1 + jxj))
1
1  if 2m <  < n   (n   2m);
(1 + jxj) (n 2(m j))
0
B
@
2+jxj Z
1
L(t)
t
dt
1
C
A
1
1 
if  = n   (n   2m);
(1 + jxj) (n 2(m j)) if  > n   (n   2m):
Proof. Let   2m and L 2 K satisfying
R 1
1 t2m 1 L(t)dt < 1 and such that
a(x)  (1 + jxj) L(1 + jxj):
Then for every x 2 Rn, we have
a(x)(x)
 h(x) :=
8
> > > > > > > > > > > > > > > <
> > > > > > > > > > > > > > > :
(1 + jxj) L(1 + jxj)
0
B
@
1 Z
jxj+1
L(t)
t
dt
1
C
A

1 
if  = 2m;
(1 + jxj)
 
 2m
1  (L(1 + jxj))
1
1  if 2m <  < n   (n   2m);
(1 + jxj) nL(1 + jxj)
0
B
@
2+jxj Z
1
L(t)
t
dt
1
C
A

1 
if  = n   (n   2m);
(1 + jxj) ( (n 2m))L(1 + jxj) if  > n   (n   2m):
So, one can see that
h(x) := (1 + jxj) e L(1 + jxj);
where   2(m   j) for all 0  j  m   1 and by Lemma 2.2 (i) and (iii), we have
e L 2 K.
The result follows from Proposition 2.4 by replacing L by e L and  by .Positive solutions with speciﬁc asymptotic behavior for a polyharmonic problem... 13
Remark 2.6.
(i) Let  be the function given in (1.3). Then from Proposition 2.5 for j = 0 and
x 2 Rn, we have
Vm;n(a)(x)  (x):
(ii) We mention that if  = 0 and the function a satisﬁes an exact asymptotic
behavior, the previous results in i) have been stated in Proposition 2.4.
Remark 2.7. By using (2.5) and Proposition 2.5, we see that for 0  j  m   1
1 Z
1
(r)L(1 + r)
r 2(m j)+1 dr < 1:
Proposition 2.8. Let 0  j  m   1 and let  the function given in (1.3). Then the
family of functions
 =

x  ! Tu(x) :=
Z
Rn
a(y)u(y)
jx   yjn 2(m j)dy;
1
C
  u  C with C > 0 is a ﬁxed constant

is uniformly bounded and equicontinuous in C0(Rn). Consequently,  is relatively
compact in C(Rn [ f1g).
Proof. Let 0  j  m   1, x0 2 Rn, R > 0 and let u be a positive function satisfying
1
C
  u  C:
For x;x0 2 B(x0;R), we have
jTu(x)   Tu(x0)j
 c
  Z
jx yj3R
a(y)(y)
jx   yjn 2(m j)dy +
Z
jx0 yj5R
a(y)(y)
jx0   yjn 2(m j)dy
+
Z
jx yj3R
 

jx   yj2(m j) n   jx0   yj2(m j) n
 

a(y)(y)dy
!
 c
  jxj+3R Z
(jxj 3R)+
r2(m j) 1L(1 + r)(r)
(1 + r) dr
+
jx
0j+5R Z
(jx0j 5R)+
r2(m j) 1L(1 + r)(r)
(1 + r) dr
+
Z
jx yj3R

 
x   yj2(m j) n   jx0   yj2(m j) n

 

L(1 + jyj)(jyj)
(1 + jyj) dy
!
:14 Abdelwaheb Dhiﬂi
We deduce from Remark 2:7, for 0  j  m   1, that the function
'(t) :=
t Z
0
r2(m j) 1
(1 + r) L(1 + r)(r)dr
is continuous in [0;1). This implies that
jxj+3R Z
(jxj 3R)+
r2(m j) 1L(1 + r)(r)
(1 + r) dr = '(jxj+3R) '((jxj 3R)+)  ! 0 as R  ! 0:
As in the above argument, we get
lim
R !0
jx
0j+5R Z
(jx0j 5R)+
r2(m j) 1L(1 + r)(r)
(1 + r) dr = 0:
If jx   yj  3R and since jx   x0j < 2R, then jx0   yj  R and hence
 

jx   yj2(m j) n   jx0   yj2(m j) n
 

  (32(m j) n + 1)R2(m j) n:
We deduce by the dominated convergence theorem and Remark 2.7 that
Z
jx yj3R

 
jx yj2(m j) n jx0 yj2(m j) n

 

L(1 + jyj)(y)
(1 + jyj) dy  ! 0 as jx x0j  ! 0:
It follows that
jTu(x)   Tu(x0)j  ! 0 as jx   x0j  ! 0;
which implies that Tu is continuous in Rn. Moreover, since
Tu(x)  Vm j;n(a)(x)  e (x);
where e  is the function, given in Proposition 2.5.
From Lemma 2.2, we deduce that e (x)  ! 0 as jxj  ! 1: Then  is equicontinu-
ous in Rn. Moreover, the family fTu(x); 1
C  u  Cg is uniformly bounded in Rn.
It follows from Ascoli’s theorem that  is relatively compact in C(Rn [ f1g).
3. PROOF OF THEOREM 1.3
Proof of Theorem 1.3. The aim of this section is to prove the existence of a positive
solution of equation (1.1) and to give the asymptotic behavior of such a solution.
Our idea is based on the Schauder ﬁxed-point method and the convex set invariantPositive solutions with speciﬁc asymptotic behavior for a polyharmonic problem... 15
under the integral operators. By Remark 2.6 (i), there exists c0 > 0 such that for each
x 2 Rn
1
c0
(x)  Vm;n(a)(x)  c0(x):
Let c > 1 such that c1 jj  c0. In order to apply a ﬁxed point argument, we consider
the following convex set given by
Y :=

u 2 C0(Rn);
1
c
  u  c

:
Then Y is a nonempty closed bounded in C0(Rn). Let T be the integral operator
deﬁned on Y by
Tu(x) := Vm;n(au)(x) = Cm;n
Z
Rn
a(y)u(y)
jx   yjn 2mdy; x 2 Rn:
Since for every u 2 Y and  1 <  < 1, c jj  u  cjj, then we get
1
c
  c jj 1
c0
  c jjVm;n(a)  Tu  cjjVm;n(a)  cjjc0  c:
Thus TY  Y and we conclude by Proposition 2.8 that TY is relatively compact in
C(Rn [ f1g).
Next, let us prove the continuity of T in the uniform norm. Let (uk) be a sequence
in Y which converges uniformly to u 2 Y and let x 2 Rn, we have
jTuk(x)   Tu(x)j  c
Z
Rn
jx   yj2m na(y)ju
k(y)   u(y)jdy
and
ju
k(y)   u(y)j  c(y):
Then, we deduce by the dominated convergence theorem, for x 2 Rn, Tuk(x)  !
Tu(x) as k  ! 1. Finally, since TY is a relatively compact family in C(Rn [ f1g),
then
kTuk   Tuk1  ! 0 as k  ! 1:
We have proved that T is a compact mapping from Y to itself. So the Schauder ﬁxed
point theorem implies the existence of u 2 Y which satisﬁes the integral equation
u(x) = Cm;n
Z
Rn
a(y)u(y)
jx   yjn 2mdy = Vm;n(au)(x):
Hence, applying ( )m on both sides of the equation above, we obtain in the sense
of distributions
( )mu = au:16 Abdelwaheb Dhiﬂi
Moreover, by iterated Green function, we have in the sense of distributions, for
0  j  m   1,
( )ju = Vm j;n(au):
It follows from Proposition 2.5 that
Vm j;n(au)(x)  Vm j;n(a)(x)  e (x);
where e  is the function given in Proposition 2.5. Moreover, using (2.1) we have
e (x)  ! 0 as jxj  ! 1:
This ends the proof.
We end this section by some examples and remarks.
Example 3.1. Let a be a nonnegative function in Rn satisfying for x 2 Rn,
a(x)  (1 + jxj) (log!(1 + jxj)) ;
where   2m,  > 1 and ! is a positive constant large enough.
Then using Theorem 1.3, equation (1.1) has a positive continuous solution u in
Rn satisfying the following estimates:
(i) If  = 2m, then for x 2 Rn
u(x) 
 
log!(1 + jxj)
 1 
1 :
(ii) If 2m <  < n   (n   2m), then for x 2 Rn
u(x)  (1 + jxj)
 
 2m
1 
 
log!(1 + jxj)
  
1 :
(iii) If   n   (n   2m), then for x 2 Rn
u(x)  (1 + jxj)2m n:
Remark 3.2. It is clear from Theorem 1.3 that the solution of equation (1.1) satisﬁes
for x 2 Rn
u(x)  (1 + jxj)
 min(n 2m;
 2m
1  ) L;;;m(1 + jxj);
where  L;;;m is a function deﬁned in [1;1) by
 L;;;m (t) :=
8
> > > > > > > > > > > > > <
> > > > > > > > > > > > > :
0
@
1 Z
t
L(s)
s
ds
1
A
1
1 
if  = 2m;
(L(t))
1
1  if 2m <  < n   (n   2m);
0
@
1+t Z
1
L(s)
s
ds
1
A
1
1 
if  = n   (n   2m);
1 if  > n   (n   2m):
(3.1)
We conclude from Lemma 2.2 that the function  L;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Example 3.3. Let a1 and a2 be positive functions in Rn such that
a1(x)  (1 + jxj) 1L1(1 + jxj);
and
a2(x)  (1 + jxj) 2L2(1 + jxj);
where for i 2 f1;2g, i 2 R and Li 2 K. We consider the following system:

( )m1u1 = a1(x)u
11
1 ;
( )m2u2 = a2(x)u
12
1 u
22
2 ; (3.2)
where n > 2max(m1;m2), 11, 22 2 ( 1;1) and 12 2 R. We suppose that 1 2
[2m1;1) and if 1 = 2m1, one also assumes that
R 1
1 t 1L1(t)dt < 1: By Theo-
rem 1.3, there exists a positive continuous solution u1 to the equation
( )m1u1 = a1(x)u
11
1 :
Besides u1 satisﬁes for x 2 Rn
u1(x)  (1 + jxj)  L1;11;1;m1(1 + jxj); (3.3)
where  := min(n   2m1; 1 2m1
1 11 ) and  L1;11;1;m1 is the function deﬁned in (3.1)
by replacing L by L1,  by 11,  by 1 and m by m1.
Now, suppose that 2+12 2 [2m2;1) and if 2+12 = 2m2, one also assumes
that
1 Z
1
t 1L2(t) 
12
L1;11;1;m1(t)dt < 1:
Applying again Theorem 1.3, we deduce that equation
( )m2u2 = a2(x)u
12
1 u
22
2
has a positive continuous solution u2 which satisﬁes for x 2 Rn
u2(x)  (1 + jxj)
 min(n 2m2;
2+12  2m2
1 22 ) f L2;22;;m2(1 + jxj); (3.4)
where f L2 := L2 
12
L1;11;1;m1 and  := 2 +12. Hence, the system (3.2) has positive
continuous solutions u1, u2 which satisfy (3.3) and (3.4), respectively.
Remark 3.4. We note that in the example above due to Remark 3.2 and Lemma 2.2,
Theorem 1.3 can be applied recursively to systems of the form
( )mkuk = ak(x)
k Y
j=1
u
jk
j =

ak(x)
k 1 Y
j=1
u
jk
j

u
kk
k ;
k 2 f1;2;:::;Kg, K 2 N, under suitable assumptions on the coeﬃcient and expo-
nents.
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