Second generation interferometric gravitational wave detectors, such as Advanced LIGO and Advanced Virgo, are expected to begin operation by 2015. Such instruments plan to reach sensitivities that will offer the unique possibility to test General Relativity in the dynamical, strong field regime and investigate departures from its predictions, in particular using the signal from coalescing binary systems. We introduce a statistical framework based on Bayesian model selection in which the Bayes factor between two competing hypotheses measures which theory is favored by the data. Probability density functions of the model parameters are then used to quantify the inference on individual parameters. We also develop a method to combine the information coming from multiple independent observations of gravitational waves, and show how much stronger inference could be. As an introduction and illustration of this framework -and a practical numerical implementation through the Monte Carlo integration technique of nested sampling -we apply it to gravitational waves from the inspiral phase of coalescing binary systems as predicted by General Relativity and a very simple alternative theory in which the graviton has a non-zero mass. This method can trivially (and should) be extended to more realistic and physically motivated theories.
I. INTRODUCTION
General Relativity (GR) has so far passed every experimental test with flying colours. Yet, a whole range of efforts is under way to put Einstein's theory under even more intense experimental scrutiny in the coming years [1] . Amongst these, highly sensitive gravitational wave experiments are opening new means to probe gravity in the dynamical, strong-field regime [2] . Ground-based gravitational-wave laser interferometers, LIGO [3, 4] and Virgo [5] have now reached a sensitivity that could plausibly lead to the first direct detection of gravitational waves. The upgrade of these instruments to the second generation (also known as advanced configuration) is already under way; Advanced LIGO [6] and Advanced Virgo [7] are expected to start science observations by 2015, and to provide a wealth of detections from a variety of sources [8] [9] [10] . As soon as a positive detection is achieved, one can surely expect that gravitational-wave data will be used to test the predictions of General Relativity, see [1, 2] for recent reviews. In the longer term future, very-high sensitivity laser interferometers, both space-based -such as the Laser Interferometer Space Antenna (LISA) [11] and Decigo [12] -and ground-based third-generation instruments, such as the Einstein gravitational-wave Telescope (ET) [13] [14] [15] , will increase our ability to test alternative theories of gravity.
Tests of General Relativity through gravitational wave observations have already been discussed in several studies . Of particular interest are observations of the coalescence of binary systems, as they allow us to probe the dynamic, highly relativistic and strong-field regime through the precise monitoring of the amplitude and phase evolution of gravitational waves, that can be accurately predicted in General Relativity and alternative theories of gravity.
The conceptual approach that most of these studies have employed to investigate the ability to test General Relativity is based on the computation of the expected accuracy of the measurements of the unknown parameters that characterise the radiation, including those introduced by alternative theories of gravity; moreover, the statistical errors are estimated using the inverse of the Fisher information matrix [38] . These results are useful as approximate figures of merit for the constraints that can be expected to be derived from observations. However, they suffer from various conceptual (and practical) limitations that we address in this paper. The first is that at the conceptual level, those studies do not actually address whether observations will be able to discriminate an alternative theory of gravity from General Relativity. They simply assume that the true theory of gravity is different from General Relativity, and by computing the expected statistical errors on the unknown signal parameters (including those that encode deviations from GR) make some statements on whether or not the observations have sensitivity to the relevant parameter(s). [This leaves aside the issue that the computation of the variancecovariance matrix simply provides a lower bound, the Cramer-Rao bound [39, 40] , to the variance of the statistical errors, which is a meaningful bound on the accuracy of parameter estimation only in the limit of high signal-to-noise ratio, see e.g. Refs. [41] [42] [43] [44] . Secondly, those studies ignore what would be the consequences of (small) deviations from GR, such that detections can still be achieved using GR waveforms when the actual theory of gravity differs from GR, but parameter estimation can be affected due to the use of the "wrong" waveform model; this issue has been recently discussed in Ref. [34] and termed "bias in gravitational wave astronomy". In addition to this, past studies do not take into account the fact that one can take advantage of the (hopefully) many detections to provide better constraints on alternative theories of gravity by combining the observations. In fact, although each astrophysical source will be characterised by different astrophysical parameters (such as masses and spins, in the case of coalescing binaries), if there is a deviation from GR described by some "global" fundamental parameters of the new theory that are the same for every system -e.g. the gravitational radiation dispersion velocity is affected in such a way that one can associate the graviton a mass different from zero, corresponding to a specific value -then one can combine, see e.g. Ref. [45] all the observations and obtain better constraints. Finally, there has been no actual attempt to provide a method to address these issues in an analysis that can be implemented in practice and therefore move towards using actual gravitational wave data to place constraints on theories of gravity.
In this paper we tackle these specific issues: we introduce a conceptual and practical approach within the framework of Bayesian inference to discriminate between different theories of gravity by performing model selection, and to estimate the unknown model parameters. The approach based on Bayesian inference is particularly simple and powerful as it provides both a statement on the relative probabilities of models (a given alternative theory of gravity versus General Relativity) and on the distribution of the unknown parameters that characterise the theory, the (marginalised) posterior probability density functions (PDFs). The conceptual simplicity of Bayes' theorem is balanced by the computationally expensive N -dimensional integral (where N , usually > ∼ 10, is the total number of the unknown parameters) on which this theorem relies for the calculation of the evidence and the marginalised PDF's. Several integration techniques, such (Reversible Jump) Markov-chain Monte Carlo methods [46, 47] , thermodynamic integration [48] and Nested Sampling [49] have been explored in a range of fields to tackle this computational challenge. For our analysis we use a nested sampling algorithm that some of us have developed for applications in the context of observations of coalescing binaries with ground-based instruments [50] , and that has been shown to allow such N -dimensional integrals to be computed in an efficient and relatively computationally inexpensive way [50, [52] [53] [54] [55] .
The method that we present here is completely general and can be applied to observations of any gravitational wave source and any alternative theory of gravity. However, for the purpose of introducing and illustrating the method, in this paper we focus specifically on the case of a "massive graviton" theory -i.e. a theory of gravity in which the boson mediating the gravitational interaction is characterised by a rest-mass m g different from zero, and the corresponding Compton wavelength of the graviton λ g is finite (the GR case corresponds to m g = 0 and λ g → ∞) -and consider how one would go about testing GR against this alternative theory in a statistically rigorous way, by providing both a conceptual and practical (in the sense that is readily applicable to gravitational wave observations) approach to this problem. The reason for choosing a massive graviton theory for our proof-of-concept analysis is two-fold: (i) the gravitational radiation emitted by coalescing compact binaries in a massive graviton theory takes a particularly simple form characterised by only one additional unknown parameter -the Compton wavelength of the graviton λ g -and therefore provides an ideal proof-of-concept case to study, and (ii) several studies have already explored the feasibility of placing new limits on the graviton mass using gravitational wave observations, and it is therefore useful to compare those expectations with actual results from a rigorous statistical analysis performed on mock data sets. Clearly the analysis that we show here can be applied to any other theory of gravity.
The paper is organised as follows. In Section II we discuss the statistical method that we employ. In Section III we present the models we use as a test case for our study, and introduce the gravitational waveform generated by in-spiralling compact binaries in General Relativity, and in a"massive graviton" theory. Sections IV and V contain the main results of the paper: in Section IV we show the results of our analysis for the observation of a single gravitational wave signal; in Section V we derive a method for combining multiple observations which are expected from advanced interferometers, and we show how effective it can be for the specific example at hand to further constrain λ g . Finally in Section VI we summarise our work.
II. METHOD
Let us consider a set of theories of gravity {H j }, including General Relativity that we want to test using observations of gravitational waves emitted during the coalescence of binary systems of compact objects, either black holes or neutron stars. Each theory makes a prediction on the gravitational waveform h(t; θ), that depends on the specific theory H j and a set of unknown parameters θ. The statements that we can make on any given theory is based on a data set d (observations) and all the relevant prior information I that we hold.
Within the framework of Bayesian inference, the key quantity that one needs to compute is the posterior probability of a given theory (a "model" or hypothesis) H j .
Applying Bayes' theorem we obtain
where P (H j |d, I) is the posterior probability of the model H j given the data, P (H j |I) is the prior probability of hypothesis H j , and P (d|H j , I) is the marginal likelihood or evidence for H j that can be written as:
In the previous expression p( θ|H j , I) is the prior probability density of the unknown parameter vector θ within the theory H j and p(d| θ, H j , I) is the likelihood function of the observation d, assuming a given value of the parameters θ and the theory H j . If we want to compare different models -for this paper, we concentrate on General Relativity versus an alternative theory of gravity -in light of the observations made, we can compute the relative posterior probabilities, which is known as the odds ratio
where P (H j )/P (H i ) is the prior odds of the two hypotheses, the confidence we assign to the models before any observation, and B i,j is the Bayes factor. Here, we are interested in what the data can tell us about the relative probabilities of two models, and so we will not involve the prior odds any further. In addition to computing the relative probabilities of different theories, one usually wants to make inference on the unknown parameters, and therefore one needs to compute the joint posterior probability density function
From the previous expression it is simple to compute the marginalised PDF on any given parameter, say θ 1 within a given theory of gravity
The key quantities for Bayesian inference in Eq. (3), (4) and (5) can be efficiently computed using e.g. a nested sampling algorithm [49] . In this paper use a specific implementation of this technique that we have developed for ground-based observations of coalescing binaries, whose technical details are described in Ref. [50] .
III. MODELS
In this Section we introduce and review the gravitational waveform approximations that we use, and spell out the models that we consider in the proof-of-concept analyses, whose results are presented in Sections IV and V.
A. Gravitational waveforms
In General Relativity, gravitational waves generated during the in-spiral of compact binary systems are accurately modelled using the post-Newtonian approach, see e.g. Ref. [56] for a review. Here we use the standard restricted post-Newtonian approximation to the radiation, computing directly the waveform in the frequency domain by taking advantage of the stationary phase approximation. The amplitude of the radiation contains therefore the leading order Newtonian contribution and higher order post-Newtonian terms are retained only in the phase. We further consider the expansion to post 2 -Newtonian order and we assume that the compact objects have no spins. In summary, we will consider the frequency domain GW signal in the General Relativity case to be
where
is the amplitude of the signal from a source at luminosity distance D L , and the phase Ψ GR (f ) at the post 2 -Newtonian order is given by [57] :
In the previous expressions f is the GW frequency,
are the total mass, the symmetric mass ratio and the "chirp" mass, respectively, of a binary of components masses m 1 and m 2 . Lastly, Φ c is the constant phase at some (arbitrary) reference time t c . In a theory of gravity in which the propagation velocity of gravitational radiation is different from the speed of light, v g = c and depends on the frequency f as (v g /c)
there is a very simple imprint on the phase of the radiation, as shown by Will in Ref. [18] . This is equivalent to the effect that a graviton (the particle mediating the gravitational interactions) with nonzero mass (or a finite size graviton Compton wavelength) would induce. Following the accepted convention in the literature, we will can this a "massive-graviton (MG) theory". In this paper, we will consider the result derived in Ref. [18] for the expression of the waveform emitted by a binary system in a MG theory:
The amplitude is the same as for the General Relativity case, Eq. (7), and the gravitational-wave phase becomes
where z is the cosmological redshift of the source. It is useful to notice that the frequency dependency of the massive-graviton term is proportional to (πM f ) −1 , which is the same as the first post-Newtonian contribution, see Eq. (8) . The distance D that appears in the massive-graviton phase term (13) is given by:
where we have assumed a flat universe, and H 0 , Ω M and Ω Λ are the Hubble parameter, the matter and cosmological constant density parameters, today; in this paper we will use values consistent with the standard ΛCDM cosmology, H 0 = 70 km s −1 Mpc −1 , Ω M = 0.3 and Ω Λ = 0.7 [58] . We note that D in general differs from the luminosity distance D L that enters into the GW amplitude, Eq. (7), by a factor (1 = z) −1 . However, in this paper we concentrate on sources within 150 Mpc, z < 0.04 observed with ground-based laser interferometers with sensitivity typical of second generation. With these assumptions, D differs from D L by less than 5% and we set the two numbers to be the same, and ignore the difference, and therefore present the results directly as a function of λ g . In real observations, z cannot be measured from gravitational wave observations alone, and therefore one cannot measure independently D and λ g : one can only refer to the combination
None of these assumptions have an impact on the conceptual approach that we propose in this paper. However, some of the results on the specific cases considered here -an alternative theory characterised a massive graviton -are affected by the approximation. During the actual analysis of the data one would use the most accurate expression of the waveform available.
B. Hypotheses
In this paper we use consider tests of General Relativity versus a massive-graviton theory, according to the assumptions that we have discussed in the previous Section. Here we explicitly state the models (or, equivalently, hypotheses) that we consider and are codified with the following notation:
• H GR : The data consists of (zero mean) Gaussian and stationary noise of known spectral density plus an inspiral signal of the form described by Eqs. (6)- (8) with λ
• H MG : The data consists of (zero mean) Gaussian and stationary noise of known spectral density plus an inspiral signal of the form described by Eqs. (12)- (13), but with λ g as an additional unknown free parameter.
In our analysis, for both models H GR and H MG we actually compute the Bayes factors between the hypothesis that the data contain noise and signal, according to a given theory, versus the hypothesis that the data contain only only noise. We call these Bayes factors B GR,noise B MG,noise , for a signal vs noise within General Relativity and a massive-graviton theory, respectively (see Section II, and in particular II.D of Ref. [50] for more details). The Bayes factor between the MG and the GR models B MG,GR is then calculated simply as
see Eqs. (3) and (2).
IV. RESULTS
In this Section we present the results pertinent to the analysis of simulated gravitational wave observations using individual detections. In Section V we shall then generalise our approach to the combination of multiple gravitational-wave events to produce more constraining statements on alternative theories of gravity, and in the specific case considered in this paper a massive graviton. In this exemplificative study, we shall use as reference sensitivity the one of second generation ground-based instruments, such as Advanced LIGO [59] .
We begin in Section IV B by discussing how to distinguish between the MG and GR models using Bayesian model selection. We consider data sets in which coalescing binary waveforms are present and are generated using MG waveforms -we inject these waveforms into Gaussian and stationary noise for a fixed massive graviton wavelength and binary system parameters -and analyse the data using both MG and GR waveforms to calculate the value of the Bayes factor B MG,GR , Eq. (15). In Section IV C we then discuss the effect of analysing the data with GR waveforms -focussing specifically on the issue of parameter estimation -in the case in which the actual correct theory of gravity is represented by a massivegraviton theory; we therefore address the issue of bias (in particular) as well as statistical errors in parameter estimation which, except the pseudo-analytical approach in Ref. [51] , cannot be addressed (and has not been addressed) solely with Fisher Information Matrix calculations. Finally, as the value of the graviton wavelength λ g is already tightly bound by Solar System tests and measurements of galaxy motions in clusters of galaxies [1] , we consider the case in which the correct theory of gravity is General Relativity (λ g → ∞) and investigate how to set bounds on λ g and how tight these constraints can be expected to be. In order to do so, we inject GR signals and analyse the data sets using massive-graviton waveforms to compute bounds on λ g from the marginalised PDF of λ g that the analysis yields.
Before discussing the results in Sections IV B-IV D and Section V we provide details about the simulations on which our analyses are based.
A. Details of the simulations
Our results are derived from a set of simulations on synthetic data sets analysed using a nested sampling algorithm that we have developed for ground-based observations of coalescing binaries [50] . Here we provide details on the parameters of the simulations that are used throughout the paper.
We generate Gaussian and stationary noise in the frequency domain with noise spectral density representative of second-generation instruments [59] and superimpose ("inject", in the jargon of the LIGO Scientific Collaboration) frequency domain gravitational-wave inspiral signals corresponding to either the General Relativity model, Eqs. (6)- (8) , or the massive graviton model, Eqs. (12) and (13) . Observations to gain information on the graviton dispersion relation require the use of at least three instruments at geographically separated locations to fully break the distance-source position determination, see Eq. (13) . However, in order to reduce the computational costs of the simulations, that are in general significant, we actually use data sets from a single instrument and assume the source sky location is known within a small area in the sky. As it is possible to recover the sky location when using a network of three or more interferometers, this constraint simulates the effect of using a network but with only one dataset to be analysed at a time and therefore has considerable advantages in terms of computational time.
We inject inspiral signals from binary systems with chirp mass M = 5M ⊙ and symmetric mass ratio η = 0.15 -the individual component masses are m 1 = 2.9M ⊙ and m 2 = 12.7M ⊙ -and fixed, but random polarisation, inclination and sky location. In order to explore how the results depend on the signal-to-noise ratio (SNR), we repeat the injections considering different distances. Note that if one increases the distance to the source, the gravitational waveforms is affected in two ways: the amplitude decreases (and so does the SNR), and the contribution of the massive-graviton term to the phase increases, see Eq. (13) . Unless otherwise stated, we generated MG waveforms using a value of the parameter λ g = 10 15 m. The actual present lower bound on λ g , which is inferred from Solar System experiments, is λ g ≥ 2.8 × 10 15 m [18] . The purpose of this section is the investigation of our method's behaviour and its feasibility as a rigorous but practical way of performing tests of GR, and so we have ignored the existing physical bound of the graviton Compton wavelength here. The magnitude of the non-GR term in Eq. (13) is in fact ∝ λ −2 g , thus to have a significant contribution from this term we need to have small values of λ g .
In the analysis, the prior distributions on the parameters are chosen as follows. We use uniform priors on the chirp mass in the range 1 ≤ M/M ⊙ ≤ 15, in η over the range 0.1 − 0.25, in D L over the range 1 − 1500 Mpc. The prior on the the polarisation, and initial phase angles are flat and cover the whole range, and is proportional to | sin ι| for the inclination angle ι over the whole range too. The prior on the signal coalescence time is flat within a range ±100 msec centred on the true value. The situation where the signal position is reconstructed with a instrument network, but we are performing simulations using a single instrument is approximated by a prior on the source right ascension and declination that is flat in the angles and has a width of 0.1 radians around the actual value of the injection.
When we analyse the data considering the MG model, one of the parameters of the signal is of course λ g . The functional form that we choose for the prior on λ g is the scale invariant prior
We choose the lower bound of the prior range as λ (16) is effectively non-informative on the scale of λ g between its bounds [60] , and also implies that p(log λ g |H MG ) = const. In the numerical integration, we actually consider log λ g as massive-graviton parameter as it is more easily sampled over this large a range.
The analysis of the simulated data sets is carried out using the nested sampling algorithm that we have developed for ground-based observations of coalescing binary systems, with a total of 1 000 "live points" for each analysis. Technical details about the method are available in Ref. [50] and the software is released as part of the lalapps inspnest program, which can be found in the LIGO Scientific Collaboration LALApps software distribution [61] .
The stochastic nature of the noise affects the actual value of the Bayes factor that is recovered by the analysis, which varies from noise realisation to noise realisation for fixed values of the signal injection parameters. In several instances, in the results that we provide below we average over the noise realization, that is we inject the same sig- (15) obtained by analysing data sets containing a massive-graviton waveform as a function of the signal-to-noise ratios (SNR) of the injection and the prior range on λg. For each value of the injection and analysis parameters, 10 data sets with independent noise realisations are generated and processed in order to quantify the variation of BMG,GR produced by the stochastic nature of the noise. The black contours show the median value, while the white contours show the 95% confidence interval of log BMG,GR. For all the injections, the mass parameters are M = 5M⊙, η = 0.15 and λg = 10 15 m. The location and orientation of the source in the sky were drawn randomly and kept fixed in each run, and the distance changed in order to produce different signal-to-noise ratios. The lower-bound of the prior massive-graviton wavelength is kept constant in all the analyses and set to log 10 (λ nal on many different and statistically independent noise realisations and we report (some measure of) the spread of the Bayes factors. We also note that we have chosen the tunable parameters of the nested sampling algorithm used in the analysis such that the fluctuations due to the noise dominate any fluctuation of the Bayes factor values due to the Monte Carlo nature of the technique.
B. Selecting a theory
We first consider the problem of discriminating between a massive-graviton theory and General Relativity. In order to do so, we generate signals from binary systems with mass parameters M = 5M ⊙ and η = 0.15, as we have described in the previous Section. We fix the value of the Compton wavelength to λ g = 10 15 m, and in order to explore the dependency of the results on the signal-to-noise ratio (SNR) we repeat the injections using a different value of the luminosity distances, to span the range 5 < ∼ SNR < ∼ 20. We also generate and analyse 10 data sets with independent noise realisations for fixed injection parameters. In the analyses, the prior on λ g is given by Eq. (16) ; however, for each data set the analysis is repeated for six different ranges of p(λ g |H MG ), with λ 
shows a range of values (in fact we plot max(B MG,GR ) and min(B MG,GR ), the maximum and minimum Bayes factor that are computed, respectively, due to the effect of the different realisation of the noise. The results indicate that, for any given prior range on λ g , the Bayes factors B MG,GR is, on average, a monotonic increasing function of the SNR. At the same time, for a given SNR, B MG,GR is a monotonic decreasing function of the prior range on λ g . To understand this last behaviour, consider that the integral in Eq. (2) is performed over the whole parameter space. For a given likelihood, the effect of enlarging the prior on λ g is then to decrease the evidence. Nevertheless, we note that, in our simulations, log B MG,GR favours the MG model for SNR > ∼ 15 and for priors on λ g that span at most two orders of magnitude.
A byproduct of our analysis are the marginalised PDFs, see Equation (5), of the parameters characterising the relevant model. Figure 2 shows the marginalised PDFs for selected parameters for a specific injection (and noise realisation) with SNR = 14.4. For such system the total number of wave cycles produced by the massive graviton term in Eq. (13) within the sensitivity band is 27. The prior range on λ g is 10 14.5 m ≤ λ g ≤ 10 17.5 m. For the specific noise realisation, we obtained log B MG,noise = 81.7 and the log B GR,noise = 65 giving log B MG,GR = 18. The signal is clearly detected using both the MG and the GR model, however the MG model is favored over GR by ≈ 65, 000, 000 to 1. Using the MG model, the parameters are correctly recovered, which is not the case for the GR model, where a significant bias is observed (see top-right panel of Figure 2 ). This is an issue that has not been considered so far by other studies and will be discussed in detail in Section IV C.
When the width of the prior on λ g is large enough to dominate the integral (2) and therefore the Bayes factor does not favour the MG model, the posterior density function on λ g if one assumes the MG model shows a characteristic behavior, which is shown in Figure 3 : the analysis excludes the region of the log 10 (λ g ) prior that would give raise to an appreciable effect, ruling out the lower parts of the prior distribution.
C. Parameter estimation and bias
The assumption that General Relativity is the correct theory of gravity may affect parameter estimation (and therefore inference) if the actual theory is different. The impact is clearly not only restricted to the statistical errors with which the parameters are recovered but may also lead to bias. One might think that if a non-GR signal is detected with GR templates, then the effects on the estimation of the parameters is negligible. However, this is not necessarily true, as we have already shown in Figure 2 (top-right panel): the in-spiral binary signal is clearly detected (log B GR,noise = 65), but the mass estimates are unambiguously biased; in fact the signal present in the data follows the massive graviton model.
The particular aspect of bias is very important, as it introduces a conceptually different source of error -a systematic offset from the true value which does not fade away as the signal-to-noise ratio increases -that has completely been ignored so far. In fact, all the work on socalled parameter estimation in the context of other theories of gravity has been carried out so far using the Fisher information matrix formalism that assumes that there is no bias and deals only with statistical errors. The result that we have just highlighted in Figure 2 shows that this is a key issue. Using the MG model as an example of deviation from General Relativity, we show in this section the possible effects. Of course every theory of gravity would lead to different results; in the future, it is therefore important to study each one of them individually. For the specific case of a massive graviton theory, we note that the phase contribution of λ g is proportional to (πMf ) −1 , see Eq. (13): it scales as the General Relativity post 1 -Newtonian contribution, which is controlled by η. Therefore we expect that the parameter that will be mostly affected by processing the data with a GR waveform will be the symmetric mass ratio η (and in turn the estimate of the individual mass components). The bottom-left panel of Figure 2 shows precisely the degeneracy (or correlation) between λ g and η (clearly in the case in which the data are analysed assuming the model MG).
In order to explore these effects, we perform a set of numerical experiments in which we inject MG waveforms according to Eq. (12) and (13) at fixed SNR and mass parameters (M = 5M ⊙ , η = 0.15 and SNR = 21) and vary the value of the graviton Compton wavelength of the signal in the interval 10 14.5 m ≤ λ g ≤ 10 17 m, using the values reported in Table I . For a fixed signal-to-noise ratio (or D L ), it is useful to notice that for λ g > ∼ 3.2 × 10 15 m (and for the parameters of the injections) the number of wave cycles N MG to which the massive graviton term contributes in the detection band (i.e. for frequencies above 20 Hz, in this case) drops below 1. As usual, for each set of injection parameters we generate 10 independent noise realisations. In addition, the data are analysed three times, using three different prior ranges for λ g , see Eq. (16): the lower bound of the range is kept fixed to λ We explore the dependency of the Bayes factor log B MG,GR on the value of λ g and we investigate whether in analysing the data assuming the GR model, the estimates of the unknown parameters are affected. Figure 4 summarises the results, as a function of λ g . The analyses of the data yield log B MG,noise and log B GR,noise always greater than unity and in general ≫ 1 showing that the signal hypothesis is clearly favored over the noise hypothesis, and therefore the signal is "detected" (left panel of Fig.4 ). This happens regardless of the choice of the prior on λ g , and of the model (MG 15 m at a distance of DL = 60Mpc. Sky position and orientation of the orbital angular momentum are randomly chosen and yield an optimal SNR of 14.4. The corresponding number of wave cycles in the sensitivity band associated to the massive graviton term is 27. The prior on the massive graviton is flat in log 10 (λg), and non-zero for log 10 (λg/m) ∈ [14.5, 20.5]. The analyses yield log BMG,noise = 83, log BGR,noise = 65 and therefore log BMG,GR = 18. Clearly the signal hypothesis is preferred to the noise-only hypothesis using both GR and MG waveforms. However, the Bayes factor is clearly in favor of the MG model rather than the GR model. Top left panel : The marginalised posterior PDFs of m1 and m2 obtained by analysis the data with MG model, p(m1, m2|d, HMG). Note that the distribution is peaked at the true value of the injection parameters. Top right panel : The marginalised posterior PDF of m1 and m2 obtained by analysis the data with GR model, p(m1, m2|d, HGR). The posterior PDF now is offset from the true value of the parameters and shows a bias in the recovery of the parameters. Bottom left panel : The marginalised posterior PDF of η and λg obtained by analysis the data with the MG model, p(η, λg|d, HMG). Bottom right panel : the marginalised posterior distribution of λg using the MG model, p(λg|d, HMG). When the data are analysed with the MG model (which corresponds to the injected waveform model) the signal parameters are correctly recovered.
or GR). Furthermore, log B MG,noise is found in the interval 200 ≤ log B MG,noise ≤ 250, whereas log B GR,noise increases from ≈ 70 for λ g = 3.16 × 10 14 m to the same values of log B MG,noise for λ g > ∼ 10
15 m. In fact, when λ g exceeds ≈ 10
15 m (for this specific choice of masses and signal-to-noise ratio), log B MG,GR ≈ 0 and there is no conclusive evidence from the data that the MG model should be preferred to the GR model. This behavior is consistent with what one would expect: as λ g increases, the MG waveform looks progressively more as a GR waveform, and this is reflected in the behavior of the Bayes factors. Eventually the Occam's Razor takes over and naturally the simplest theory is favored (if there are no strong reasons to prefer the more complex one).
The recovered median value of η varies with the two models used to analyse the data, and within the MG model it varies with the prior chosen on λ g . For the largest prior size, 10 14.5 m ≤ λ g ≤ 10 20.5 m, MG behaves similarly to GR (right panel of Fig.4) . When the size of the phase terms that are neglected in the model template is large, therefore for λ g < ∼ 10
15 m (cf. Table I for our choice of parameters), the best estimate of η is severely biased (although the signal is clearly detected using just GR templates). Consider the contribution to the total number of cycles in the detector band from the massive graviton phase term contribution N MG . When N MG < ∼ 1, the GR waveform does not differ significantly from a MG waveform, so small or no systematic effects are introduced in the parameter recovery. When N MG > ∼ 1, the GR template has no way to distinguish the phase shift due to the massive graviton term from the post 1 -Newtonian term, see Eq. (8) . Consequently, the only way in which the GR model template can match the observed MG signal is to lower the value of η to account for the phase shift. Needless to say, even if the η PDF is strongly peaked, the best estimate of η is actually quite different from the injected value (notice that log B GR,noise ≫ 1). Without the knowledge of the "true" model describing the observed data, even in case of a successful detection inference on the parameters may be affected. For the intermediate prior, 10 14.5 m ≤ λ g ≤ 10 18.5 m (empty triangles in Figure 4 ), the MG model manages to recover the correct value of the parameter η. In this case, no bias is ever introduced. When we consider the smallest prior, 10 14.5 m ≤ λ g ≤ 10 15.5 m (open diamonds in Figure 4 ), η is correctly estimated for λ g < 2×10 15.5 m, corresponding approximately to the upper boundary of the prior itself. When the injected value of λ g is greater than the upper bound of the prior probability distribution function, η is instead overestimated. Our estimate is biased, but this time this is in the opposite direction compared to what we observed before.
We further illustrate the subtleties associated to the bias in Figure 5 . For this we generate a single noise realisation and inject a MG waveform with M = 5M ⊙ , η = 0.15 and λ g = 10 16 m. The data set is then analysed using three different priors over the graviton Compton wavelength (same functional form as in Eq. (16) 13). η and λ g are instead anti-correlated in (13) , therefore when λ g is forced to be smaller than the actual injection value, η is pushed toward the highest acceptable values set by its own prior. It is important to notice that in the three cases, log B MG,noise is essentially the same, therefore it cannot be used to prefer one choice of the prior over another. Nevertheless, it is possible to infer the inadequacy of a prior by checking for signs of railing against the prior boundary.
The simple examples presented in this Section are merely indicative of a possible wider problem when gravitational wave astronomy begins to take place. Severe bias in the parameter(s) recovery may be introduced by the choice of the model, cf. Figure 4 , and priors, cf. 
D. Bounds
The results of the previous section demonstrate that if an MG theory represents the behavior of gravity, it is Each point is the result obtained by averaging over 10 independent nested sampling realisations. The error bars represent the combination of the 95% probability intervals from each run. The results described by the solid circles correspond to parameters correspond to a value of eta in the GR model that gives a number of cycles that is as close as possible to the MG (for the signal's injection parameters). Note that although log BMG,GR ≈ 0 for 10
16 , and therefore the MG model is not favored over GR, the value of η recovered by the GR model is systematically biased to compensate for the additional phase shift due to the mass of the graviton that the GR model can not account for properly.
unlikely that in the near future gravitational wave observations will be able to provide sufficiently stringent observational results to tip the odds in favour of such a theory. On the other hand, even if the correct theory of gravity is characterised by a massless graviton, it is interesting to investigate what limit on λ g one could place experimentally. This can be addressed in straightforward way in Bayesian inference; it simply requires the evaluation of the marginalised posterior density function p(λ g |d, H MG ), from which one can compute a lower limit on λ g corresponding to a given probability P :
In our case we decide to set (arbitrarily) P = 0.95 and therefore compute the 95% lower limit on the graviton Compton's wavelength that we label λ . In order to explore this point, we first assume that GR is the correct theory of gravity. We then produce 100 independent injections for sources with the same physical parameters (M = 5 M ⊙ and η = 0.15) and luminosity distance but different location/orientation in the sky (drawn uniformly on the two-sphere) so as to produce a range of optimal signal-to-noise ratios. The inspiral waveform used to generate the injection is the GR waveform described by Eqs. (8) and (6), and we analysed the data using the Massive Graviton model, Eqs. (12) and (13) with a prior p(λ g |H MG ) with 10 14.5 m ≤ λ g ≤ 10 20.5 m. From the marginalised PDF of λ g we compute the 95% lower limit, by setting P = 0.95 in Eq. (17) . The results are shown in Figure 6 . Advanced LIGO could therefore put a tighter constraint on the value of λ g than the one currently inferred from the observation of the orbit of Mars. Also, Bayesian model selection allows slightly tighter bounds on λ g compared to Fisher Information Matrix based studies. For values of the parameters similar to the ones we used, the typical lower limit from second generation instruments such as Advanced LIGO is of the order of few × 10 15 m [18, 31] .
V. COMBINING MULTIPLE DETECTIONS
Beyond the present challenge of directly detecting gravitational waves for the first time, second and third generation instruments are expected to detect an increasing number of signals in the coming years [8] [9] [10] . Therefore, it is imperative that we exploit the information that multiple observations can bring in a statistical way. Bayes' theorem offers the possibility of combining the results from each individual observation in a conceptually simple way. In the context of testing theories of grav- ity, this may be particularly powerful if a given theory is characterised by some "global parameters" -e.g. the Compton wavelength of gravitons -that are independent of the actual gravitational wave signal at hand. In this case one can construct posterior density functions that take into account all the data available and therefore strengthen the inference process. For the specific case considered in this paper, we will consider how one can set more stringent lower limits on the graviton's Compton wavelength using observations of a number of coalescing binaries each of which with different parameters. Specifically in our case we consider the example of inferring λ g from the combined probability distribution from multiple, independent, observations. Let us assume that we have a set of N independent observations, d 1 , . . . , d N , in which a gravitational wave signal from a coalescing binary is detected (here N should not be confused with number of dimensions of the signal's parameter vector θ introduced in Section II). We want to estimate the marginal PDF of λ g from the joint set of observations. From Bayes' theorem we can write:
and from the chain rule,
Since the observations are independent, Eq. (19) simplifies to
and in general we can write
is the marginalised likelihood for the ith observation.
A. A pedagogical example
One can first develop some intuition about the benefits and power of this approach by considering a simple case, in which the relevant functions that enter the computation of p(λ g |d 1 , . . . , d N ), Eq. (21), have simple analytical forms; this case is also useful to disentangle conceptual issues from practical ones related to the discrete nature of the probability density functions with which one deals in practice, and that we shall address in the next Section.
The results of Section IV B show that in the case in which the correct theory of gravity is General Relativity, the posterior PDF p(log 10 (λ g )|d) is well approximated by a sigmoid function, see Figure 3 . Let us therefore consider a set of i = 1, . . . , N observations each of which yields a posterior PDF is of the form
where a i and b i are real numbers that differ from observation to observation. We can simulate the outcome of N observations on a range of binary systems by simply selecting the values of a i and b i and then combine the results by using Eq. (21) . In fact, for the specific choice of prior on λ g that we consider here, we have where, differently from everywhere else in the paper, we assumed a flat prior distribution on λ g . As an example, we can assume that we have, say, 50 detections of coalescing binaries, each of which coming from a different source and a different SNR, that leads to a different 95% lower limit on the graviton's Compton wavelength λ 95% g , by randomly drawing values of a and b to construct the PDFs (23) . Following this procedure, we have generated 50 distributions according to Eq. (23) . For each of them we compute the 95% lower limit on λ g , based on a single observation, and the same quantity using the combining set of observations, from Eq. (21) . Figure 7 summarises the results. It shows a monotonic increase in the value of the 95% lower limit calculated from the combined PDF, compared to each single 95% lower limit. It is interesting to note that how much we know about λ g (here quantified by λ 95% g
) never decreases as more information (data) are collected. If a "bad" observation is recorded (with an individual limit on λ g significantly worse than the rest of the data), this leaves the overall 95% limit constant.
B. Combining observations in practice
In practice, we are dealing with a finite number of samples from the posterior distributions relevant to each detection, rather than with an analytical function. This introduces certain complications when producing the combined PDF on the λ g parameter, which we have tackled using the procedure that we describe below. The technique that we propose here is applied to the specific example of the graviton's Compton wavelength but can be applied to any parameter in any theory.
To state the problem, we wish to find an appropriate approximation to the posterior PDF for each observation which we can multiply together in order to get the combined PDF, Eq. (21), through Eq. (24) . A typical approach is to categorise the samples into a series of bins, creating an histogram which approximates the underlying PDF. A histogram m is a set of k integers, m = (m 1 , . . . , m k ), which register the number of samples falling into k independent categories. As a histogram approximates a probability distribution, which we know is normalised, we can approximate the probability in each bin by dividing each count by n = k i=1 m i . This process can introduce a large amount of noise to the distributions, as there are likely to be very few posterior samples falling into the bins of low probability density, which occurs near the region of the 95% limit (or any other large probability interval) in which we are interested. A naïve approach to combining these histograms would be to multiply the (normalised) results in each bin, but if one of the histograms contains zero samples in a bin, then all combined results produced from this distribution will also register zero in that bin no matter how many samples may appear there in the other histograms used in the combination. This problem arises because of the treatment of the normalised count in each bin as if it were the actual probability in that bin. In fact, given a particular histogram, we can calculate the actual probability distribution for the probability in each bin, using the Dirichlet distribution. This allows us to avoid the probability in any one bin going to zero, although that may still be the most likely value given the histograms.
The probability of obtaining a given histogram of k bins from a set of n items is governed by a multinomial distribution:
Thus we can alternatively describe an histogram using the probabilities p = (p 1 , . . . , p k ) associated with each bin of the histogram itself. The probability distribution of the probabilities entering the definition of the multinomial distribution is described by the Dirichlet distribution. In fact the probability density for the variables
In this context, the parameters m i can be interpreted as "prior observation counts" for events governed by p i . Furthermore, in the limit m i = 0 the Dirichlet distribution is a conjugate non-informative prior for the multinomial distribution. The normalisation constant Z(m) is given by
where Γ is the gamma function. We use the Dirichlet distribution to calculate the probability p 1 , . . . , p k associated to each of the k bins given the current histogram m. Thanks to this procedure no bin is ever assigned a zero probability. Therefore, to calculate the combined PDFs, Eq.(21), we multiply "probability histograms", i.e. the Dirichlet distributions, describing the probabilities associated with each bin given each histogram, instead of the multinomial distributions corresponding to each histogram. The combined PDF can also be thought as the joint probability distribution of the probability that each bin has to receive a future point, given all the previous observations. An alternative approach to a very similar problem is presented in Ref. [45] . However, the method presented there may be unsuitable to estimate the probability density functions of the parameters in regions of the parameters space where they are close to zero. Given the typical behavior of p(λ g |d) (e.g. Fig. 3 ), these regions are critical for our goal, see Eq. (17) . We stress again that the technique that we implement here does not rely on any form of approximation or smoothing of the original, discrete PDF. for each individual observation (red squares) and for the combined observations (black solid circles). Notice that the combined lower limit does not change much after 10 detections of approximately the same quality (i.e. same lower limit on λg) are combined.
We have applied the method described above to a set of 50 observations of gravitational waves modelled using General Relativity and added, in the same way as reported in the previous Section, to Gaussian and stationary noise following the spectral density of second generation instruments. The parameters of the injections were chosen randomly to create a distribution of signal-to-noise ratios, and we have analysed the data using the MG model. In the analysis the prior range for p(λ g |H MG ), see Eq. (16), was 14.5 ≤ log 10 (λ g /m) ≤ 20.5. For this specific simulation we used a higher number of live points in the nested sampling algorithm than before, specifically 10 4 , in order to generate more accurate PDFs, in particular in regions in which the PDF is close to zero. Figure 8 shows the result of the analysis, where both the 95% lower limit on λ g from each individual observation and the combined result, obtained by applying Equation (21), are reported. The results confirm the behavior that one expects and that we have shown using the proof-of-concept example described in Section V A and summarised in Figure 7 . Given the discrete nature of the process, the sampling of the original PDFs might influence the results presented in Fig.8 . We tested the robustness of our combination method against this effect by studying the scatter introduced on λ 95% g by randomly resampling the nested sampling output chains which yield the marginalised posterior PDFs. For a given single observation, we randomly re-sample the output chains of the nested sampling algorithm to produce 100 marginalised PDFs of λ g . Using the procedure that we have described earlier in the Section, for each of the marginalised PDFs we evaluate log 10 (λ 95% g
), and then compute the sample mean of the single observation log 10 (λ 95% g
)'s and the spread of these values, in FIG. 9 . The shaded region is the 1σ confidence region over the 95% lower limit on log 10 (λg) obtained combining 100 realisations of the single observation PDFs. The order of the observations is held fixed. The circles are the 95% lower limits on log 10 (λg) for each single observations. The error bars are the 1σ confidence interval of each point. particular we consider the interval over which 68% of the log 10 (λ 95% g
)'s fall; with slight abuse of terminology, we call this the "1σ interval". We repeat this procedure for each of the individual detections. For a fixed order of the observations, we then draw randomly a value of λ 95% g coming from the single observation and produce the combined 95% limit on λ g ; we repeat the procedure 100 times to compute a sample mean and a 1σ interval in the same way as above. The results are summarised in Figure 9 .
The results of this test confirm that our procedure is robust. We do observe some variations in the combined value of log 10 (λ 95% g
), but this is restricted to ≈ 0.1. Moreover, the trend of the mean is consistent with that presented both in Figures 7 and 8 , and show a clear improvement (well beyond the uncertainty region) with respect to single observations. We are therefore confident in the histogram method of combining multiple independent observations of a constant underlying parameter; it can be applied to any experiment detecting even a small number of gravitational wave events.
Our study already shows a significant improvement on the value of λ 95% g after the combination of only 5 PDFs of λ g , which turns out to be larger (by a factor of a few) than the value that any single experiment yields. It is therefore clear that the ability of collectively using the results from many detections shall provide a powerful tool to tighten the observational constraints on the relevant parameters and physical quantities.
VI. CONCLUSIONS
We have developed a statistical framework and an analysis approach to discriminate among theories of gravity using gravitational waves observations of binary systems. This is a general framework and analysis pipeline that can be straightforwardly extended to any source. Our analysis strategy is based on Bayesian inference; using a nested sampling algorithm, we can compute the evidence of each theory and then the Bayes factors between them. As a by-product of the analysis, we are also able to compute marginalised posterior probability functions of each model parameter. This approach not only provides a rigorous mathematical quantification of the relative probability of two (or more) theories of gravity given prior information and observations, but also allows the exploration of correlations and bias on the process of parameter estimation in addition to purely statistical errors. We are able to quantify the bias introduced in the analysis if the assumed model does not actually correspond to the "real world" one.
In this framework, we have also introduced the combination of the results from observations of an arbitrary number of sources as a natural extension of the method that enables more powerful inference and therefore better constraints. We consider the fundamental conceptual issues, and the practical ones that derive from dealing with manipulating sampling distributions with few data points.
As a proof-of-principle, we have applied this analysis strategy to simulated data sets from second generation instruments containing gravitational waves generated during the inspiral of non-spinning compact binary systems in General Relativity and in a "massivegraviton" theory of gravity. The focus of this paper has been the methodology, rather than the ability of future experiments to test massive-graviton theories, due to the simplifications that we have made on the gravitational waveform. However, we have derived results that complement past studies that are solely concerned with estimating the expected statistical errors using approximations of the variance-covariance matrix. In fact, the calculation of the evidence suggests that second generation instruments in general will not have sufficient sensitivity to favor a massive-graviton theory over General Relativity, given the existing constraint on the Compton wavelength of the graviton λ g ≥ 2.8 × 10
15 m. However, we have shown that they may put a limit on λ g that is a few times more stringent than current bounds. Furthermore, the combination of multiple detections will lead to significant improvements in such a bound.
This study should be regarded as the starting point for more comprehensive investigations, that extend beyond the simple case of non-spinnining inspiral waveforms and tackle in a comprehensive fashion the theories of gravity that are considered viable alternatives to Einstein's theory. It is essential that these aspects (including an end-to-end analysis pipeline to be used by the time advanced instruments are on-line) are fully addressed and we plan to come back to some of them in the future.
