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ABSTRACT
The isotropy subalgebra of the canonical 3-form of a semisimple Lie algebra over a ﬁeld of characteristic
zero is computed. Its isotropy subgroup is also studied.
1. INTRODUCTION
Let k be a ﬁeld of characteristic zero and consider the natural action of GL(8, k)
on the space V = ∧3k8 of trivectors on k8. It is well known that the GL(8)-orbit
of a sufﬁciently general point in V is Zariski dense; that is, (GL(8),V ) is a
prehomogeneous vector space. This fact may be established by considering a
suitable point in V and computing its isotropy subalgebra. Done directly, this is
a somewhat unpleasant computation, which the reader may ﬁnd summarized on
p. 89 of [6]. It emerges that the isotropy subalgebra is isomorphic to sl(3, k) and the
fact that dim(V ) = dim(GL(8))−dim(sl(3)) is sufﬁcient to ensure prehomogeneity.
Yukie [8] observed that k8 may be identiﬁed with sl(3, k)∗ and that the canonical
3-form ω ∈ ∧3sl(3, k)∗ is a general point of V . (The deﬁnition of the canonical
3-form may be found in Section 2.) This observation makes it evident that sl(3, k)
is contained in the isotropy subalgebra of ω, but a calculation is still required to
ensure that the isotropy subalgebra coincides with sl(3, k).
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Similar remarks apply to the space V = ∧3k6 under the natural action of GL(6, k).
Here k6 may be identiﬁed with (sl(2, k) ⊕ sl(2, k))∗ and the canonical 3-form of
the Lie algebra sl(2, k) ⊕ sl(2, k) is a general point in V . In this case the isotropy
subalgebra of the canonical 3-form, which is isomorphic to sl(3, k) ⊕ sl(3, k), does
not coincide with the Lie algebra on which the construction is based.
The aim of the present work is to determine the isotropy subalgebra in gl(g) of
the canonical 3-form of a semisimple Lie algebra g. Examining the two examples
given above, it is initially unclear what answer to expect. Will it usually be the
case that the isotropy subalgebra coincides with g, making the sl(3, k) example
typical; is larger than g, making the sl(2, k) ⊕ sl(2, k) example typical; or varies in
size from family to family? The main result, stated as Corollary 1, is that if g is a
semisimple Lie algebra over k and the Lie algebra k¯
⊗
k g over an algebraic closure
k¯ of k has no simple ideals isomorphic to sl(2, k¯) then the isotropy subalgebra of
the canonical 3-form of g is isomorphic to g. The situation when the condition fails
is also elucidated. The plan of the proof is ﬁrst to establish by geometric methods
that the isotropy subalgebra of the canonical 3-form is always semisimple. Once
this fact is in hand, algebraic arguments, partly based on the classiﬁcation of simple
Lie algebras over k¯, are used to establish the main result. The anomalous case is
then analyzed by a Galois descent argument. In the ﬁnal section, these results are
used to study the isotropy subgroup of the canonical 3-form.
The author wishes to thank the anonymous referee for a number of suggestions.
In particular, the possibility of basing the proof of Theorem 5 on a classiﬁcation
result of Dynkin, rather than on the classiﬁcation of pairs (a,V ) consisting of a
simple Lie algebra a and an irreducible a-module V with dim(V ) < dim(a), as was
originally done, was pointed out by the referee.
2. THE ISOTROPY SUBALGEBRA
Let k be a ﬁeld of characteristic zero and g a semisimple Lie algebra over k. The
group GL(g) acts on the space ∧3g∗ of 3-forms on g via
(ϕ · ω)(X,Y,Z) = ω(ϕ−1(X),ϕ−1(Y ),ϕ−1(Z))
for ϕ ∈ GL(g), ω ∈ ∧3g∗, and X,Y,Z ∈ g. We denote the derived action of the Lie
algebra gl(g) on ∧3g∗ by the same symbol. Deﬁne the canonical 3-form ωg ∈ ∧3g∗
of g by
ωg(X,Y,Z) = B([X,Y ],Z)
for X,Y,Z ∈ g, where B is the Killing form of g.
Theorem 1. Let k be algebraically closed. Then the orbit O(ωg) = SL(g) · ωg is
Zariski closed in ∧3g∗.
Proof. The argument is based on the results of Kempf [5]. Suppose to the contrary
that the orbit O(ωg) is not Zariski closed and choose a one-parameter subgroup
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λ in SL(g) that is adapted for ωg in Kempf’s sense. From this choice, we obtain
a parabolic subgroup P(λ) ⊂ SL(g) containing the isotropy subgroup of ωg such
that λ maps into the center of a suitable Levi subgroup L(λ) of P(λ). Let G ⊂
SL(g) be the connected component of the identity in Aut(g). Because ωg is deﬁned
solely in terms of the Lie algebra structure on g, G is contained in the isotropy
subgroup of ωg, and so in P(λ). Let {0} = g0 ⊂ g1 ⊂ · · · ⊂ gl = g be the ﬂag in g
corresponding to P(λ). Since G ⊂ P(λ), each gi is stable under the action of G and
so is an ideal of g. The one-parameter subgroup λ acts on each quotient gi/gi−1 by
λ(t) · (X + gi−1) = tmiX + gi−1 for some integer mi . Because P(λ) ⊂ SL(g), we
necessarily have
m1 + · · · + ml = 0.(1)
Now g is semisimple and so we may ﬁnd ideals a1, . . . ,al of g such that gi = gi−1 ⊕
ai for 1 i  l. We have λ(t) · X = tmiX for all X ∈ ai . Now g = a1 ⊕ · · · ⊕ al and
so ωg = ωa1 + · · · + ωal . It follows from this that
λ(t) · ωg = t−3m1ωa1 + · · · + t−3mlωal .(2)
Moreover, the set {ωa1, . . . ,ωal } is linearly independent. By hypothesis, the limit
limt→0 λ(t) · ωg exists and does not lie in O(ωg). Thus (2) implies that mi  0 for
all i, with at least one strict inequality. However, this is incompatible with (1). 
It would be interesting to determine the ideal that deﬁnes the afﬁne variety O(ωg)
in ∧3g∗, and to understand the disposition of this orbit in the partially ordered set of
SL(g)-orbits in ∧3g∗. Since it is a minimal element of this poset, the latter question
amounts to determining which orbits specialize to O(ωg).
Let d(g) ⊂ gl(g) be the isotropy subalgebra of ωg. Note that ad(g) ⊂ d(g)∩ sl(g).
Lemma 1. The commutant of ad(g) in d(g) is zero.
Proof. It sufﬁces to prove this under the additional hypothesis that k is algebraically
closed. Let  ∈ d(g) be an element that commutes elementwise with ad(g). Let us
write g = g1 ⊕ · · · ⊕ gn, where each gi is a simple ideal of g. If X ∈ gi and Y ∈ gj
with i 	= j then [X,(Y )] = (ad(X) ◦ )(Y ) = ( ◦ ad(X))(Y ) = ([X,Y ]) = 0.
We conclude from this that (gj ) ⊂ gj for all j . Schur’s Lemma now implies that
there are scalars ci such that (X) = ciX for all X ∈ gi . The set {ωg1 , . . . ,ωgn} is
linearly independent and
 · ωg = −3c1ωg1 − · · · − 3cnωgn = 0.
Thus ci = 0 for all i and so  = 0, as claimed. 
Theorem 2. The algebra d(g) is semisimple and contained in sl(g).
Proof. We ﬁrst suppose that k is algebraically closed. Let D be the isotropy
subgroup of ωg in SL(g). It follows from Theorem 1 that SL(g)/D  O(ωg)
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is an afﬁne variety. Matsushima’s Criterion [1] then implies that D is reductive.
Hence the algebra h = d(g) ∩ sl(g) is reductive. If d(g) is not contained in sl(g)
then we may ﬁnd an h-submodule complement to h in d(g). This complement is
necessarily one-dimensional and so h acts trivially on it. But then the complement
is contained in the commutant of ad(g) in d(g) and so it vanishes by Lemma 1.
Thus d(g) is contained in sl(g) and d(g) = h is reductive. A second application
of Lemma 1 implies that the center of d(g) is zero, so that d(g) is semisimple.
To conclude the proof, we observe that the formation of isotropy subalgebras
commutes with extension of scalars, and that semisimplicity is stable under
extension of scalars. 
Let B be the Killing form of g. Since g is semisimple, B is non-degenerate and so
there is a unique anti-automorphism τ :gl(g) → gl(g) characterized by the equation
B
(
(X),Y
)= B(X,τ()(Y ))
for all  ∈ gl(g) and X,Y ∈ g.
Lemma 2. The map  ∈ gl(g) lies in d(g) if and only if
τ()([X,Y ]) = [Y,(X)] − [X,(Y )]
for all X,Y ∈ g.
Proof. The condition for membership in d(g) is that
ωg
(
(X),Y,Z
)+ ωg
(
X,(Y ),Z
)+ ωg
(
X,Y,(Z)
)= 0
for all X,Y,Z ∈ g. By introducing the deﬁnition of ωg and using the properties of
B and τ , this is seen to be equivalent to the stated condition. 
Theorem 3. Let g = g1 ⊕ · · · ⊕ gn be the decomposition of g into simple ideals.
Then the map  → (|g1 , . . . ,|gn) is an isomorphism of Lie algebras from d(g)
to d(g1) ⊕ · · · ⊕ d(gn).
Proof. Let  ∈ d(g). If X ∈ gi and Y ∈ gj with i 	= j then 0 = τ()([X,Y ]) =
[Y,(X)] − [X,(Y )]. Now [Y,(X)] ∈ gj and [X,(Y )] ∈ gi , and it follows
that [Y,(X)] = 0 and [X,(Y )] = 0. Thus the gj component of (X) lies in
the center of gj and so is zero. That is, (X) ∈ gi . We conclude that (gi ) ⊂ gi for
all 1  i  n. The Killing form of gi is the restriction to gi of B , and hence |gi
satisﬁes the condition of Lemma 2 for the algebra gi ; that is, |gi ∈ d(gi ). The same
argument shows that the speciﬁed map is surjective. It is injective and a Lie algebra
homomorphism by general considerations. 
This result reduces the determination of d(g) in general to its determination when
g is a simple algebra.
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Theorem 4. Suppose that k is algebraically closed. If g is simple then d(g) is
simple.
Proof. Suppose that g is simple. By Theorem 2, d(g) is semisimple. Let us write
d(g) = d1 ⊕ · · · ⊕ dm for its decomposition into simple ideals. Since d(g) ⊂ gl(g),
g may be regarded as a d(g)-module and, because ad(g) ⊂ d(g), g is a simple d(g)-
module. Now, for each i, di · g is a d(g)-submodule of g and so is either {0} or
g. Because g 	= {0}, there must be some i such that di · g = g. We claim that g is
then a simple di -module. If not, we may ﬁnd a proper simple di -submodule V of g.
Then di ·V = V and so d(g) ·V = d(g) · (di ·V ) ⊂ di ·V = V . That is, V is a proper
d(g)-submodule of g, a contradiction. The claim follows. Let Y ∈ dj with i 	= j . The
map g → g given by v → Y · v is a di -module homomorphism, and hence a scalar
by Schur’s Lemma. But [dj ,dj ] = dj and so the scalar is zero. That is, dj · g = {0}
whenever j 	= i. Finally, since d(g) is a subalgebra of gl(g), the equation dj ·g = {0}
implies that dj = {0}, and so d(g) = di is simple. 
We have τ 2 = idg and so gl(g) = gl0(g) ⊕ gl1(g), where gl0(g) and gl1(g) are
the −1 and 1 eigenspaces of τ , respectively. This decomposition is a Z2-grading of
gl(g).
In the proof of the following theorem, we wish to employ a classiﬁcation result
due to Dynkin, which appears as Theorem 2.3a in [3]. Although we shall not quote
this lengthy classiﬁcation in full, it will be necessary to describe certain aspects of
it. Dynkin’s result classiﬁes triples (a1,a2, ρ), where a2 is a simple Lie algebra, a1
is a semisimple subalgebra of a2, and ρ is an irreducible representation of a2 that
remains irreducible when it is restricted to a1. Two triples (a1,a2, ρ) and (a′1,a′2, ρ′),
with ρ realized on V and ρ′ on V ′, are considered to be equivalent if there is a
linear isomorphism L :V → V ′ such that ρ′(a′j ) = Lρ(aj )L−1 for j = 1,2. The
classiﬁcation is stated by Dynkin only for k = C, but applies equally well over any
algebraically closed ﬁeld of characteristic zero.
If (a1,a2, ρ) and (a′1,a′2, ρ′) are two equivalent triples then a′2 is isomorphic to a2
by an isomorphism that carries a′1 to a1. After implementing these isomorphisms,
we may assume that a′j = aj for j = 1,2. The spaces underlying ρ and ρ′ are
linearly isomorphic, and so we may also assume that ρ and ρ′ are realized on the
same space. This done, it follows that there is an automorphism θ of a2 such that
θ(a1) = a1 and ρ′ = ρ ◦ θ . Note that ρ′ need not be isomorphic to ρ in general.
We shall call a property of a triple (a1,a2, ρ) an invariant property if its truth
of one triple implies its truth of all equivalent triples. In order to apply Dynkin’s
classiﬁcation in our situation, we shall require the following observations.
Lemma 3. Let (a1,a2, ρ) be a triple as above. Then the following properties of
this triple are invariant properties:
(1) that the restriction of ρ to a1 is isomorphic to the adjoint representation of a1;
(2) that there is a non-zero alternating trilinear form on the space of ρ that is
stabilized by a2.
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Proof. If θ is an automorphism of a1 then θ is an isomorphism from the adjoint
representation of a1 to the composition of the adjoint representation with θ . It
follows that (1) is an invariant property. Since (2) depends only on the set ρ(a2),
it is clear that it is also an invariant property. 
Theorem 5. Suppose that k is algebraically closed and that g is a simple algebra
not isomorphic to sl(2). Then d(g) = ad(g).
Proof. Let us assume that d(g) 	= ad(g) and investigate the consequences of this
assumption. We begin by assembling some information about the algebra d(g) and
its representation g.
We ﬁrst claim that d(g) ∩ gl0(g) = ad(g). Indeed, suppose that  ∈ d(g) ∩ gl0(g).
Then τ() = − and we conclude from Lemma 2 that  is a derivation of g. But
g is a simple algebra and so  is an inner derivation of g. That is,  ∈ ad(g), as
claimed.
Secondly, d(g) cannot preserve any non-degenerate bilinear form on g. Any such
form would be preserved by ad(g), and hence would be a multiple of B . If d(g)
preserves B then d(g) ⊂ so(B) = gl0(g), and so d(g) = ad(g) by the ﬁrst claim.
However, this is contrary to our assumption.
Thirdly, d(g) is a proper subalgebra of sl(g). We know from Theorem 2 that d(g)
is a subalgebra of sl(g). If sl(g) = d(g) then, by the ﬁrst claim, ad(g) = sl(g) ∩
gl0(g) = so(B). If d is the dimension of g then this implies that d = d(d − 1)/2, and
so d = 0 or d = 3. Neither value is consistent with our hypotheses.
We now wish to apply Dynkin’s classiﬁcation. By Theorem 4, d(g) is a simple Lie
algebra, and so the triple (ad(g),d(g), id) is included in the classiﬁcation. We shall
consider the various possibilities for this triple, with the aim of ruling each of them
out. To obtain the ﬁrst possible type of triple, we choose a semisimple Lie algebra
a1 and an irreducible a1-module V , and take a2 = sl(V ). Because we have shown
that d(g) is a proper subalgebra of sl(g), this case cannot occur. To obtain the second
possible type of triple, we choose a1 and V as above, assume that a1 preserves a
non-degenerate bilinear form on V , and take a2 to be the isotropy algebra of this
form. However, we have seen that d(g) cannot preserve a non-degenerate bilinear
form on g, and so this type of triple is ruled out. The remaining possibilities for
the triples (a1,a2, ρ) are enumerated in Table 5 of [3], which may be found on
pages 158 and 159 of that reference. The table has thirty-six entries, some of them
inﬁnite families and others isolated examples, each labeled with an index in the ﬁrst
column. We shall use these indices to refer to the entries in the table. Note that some
of the cases listed in the table, speciﬁcally types IV4, IV6, IV7, IV8, IV10, VI1, and
VI2, represent two equivalence classes of triples.
In order to ﬁnd possibilities for the triple (ad(g),d(g), id), we must restrict to
triples (a1,a2, ρ) in Dynkin’s table with a1 simple and the restriction of ρ to a1
isomorphic to the adjoint representation of a1. Note that the second restriction
makes sense in light of part (1) of Lemma 3. Inspection of the table shows that
there are only three cases that satisfy these restrictions, namely case I1 with n 2
and k = 2, case I2 with n 3 and k = 2, and case I4 with n 4 and k = 2. Thus it
78
remains to rule out these possibilities. In order to do so, we give speciﬁc models for
each of these triples.
Let m 4 and ρm denote the standard representation of the algebra sl(m). When
m is even, (sp(m), sl(m),∨2ρm) is a model for the triple of type I1. We obtain
models for the triples of types I2 (when m is odd) and I4 (when m is even) by taking
(so(m), sl(m),∧2ρm). In light of part (2) of Lemma 3, if any of these triples were
equivalent to one of the form (ad(g),d(g), id) then, because d(g) is deﬁned to be the
isotropy subalgebra of ωg ∈ ∧3g∗, the trivial representation would appear in either
∧3 ∧2 ρm or ∧3 ∨2 ρm. Thus it will sufﬁce to decompose these representations and
see that the trivial representation does not appear. This may be done using Theorems
4.4.2 and 4.4.4 of [4]. In the standard Young diagram notation, the decompositions
are
∧3 ∧2 ρm ∼= ⊕
and
∧3 ∨2 ρm ∼= ⊕ .
The required conclusion follows, and this completes the proof. 
In what follows, let k¯ denote a ﬁxed algebraic closure of k and write g¯ = k¯ ⊗k g.
Denote by 	 the Galois group of k¯ over k.
Corollary 1. Suppose that g is a semisimple algebra such that g¯ has no simple
ideals isomorphic to sl(2). Then d(g) = ad(g).
Proof. Since ad(g) ⊂ d(g), it sufﬁces to show that the dimensions of the two
algebras are the same. We have d(g¯) = k¯ ⊗k d(g) and so we are further reduced
to showing that dimk¯ d(g¯) = dimk¯ g¯. Under the hypothesis that no simple ideal of g¯
is isomorphic to sl(2), this follows from Theorems 3 and 5. 
By Theorem 3, a complete determination of d(g) will follow once we determine
d(g) in the case where g is a simple algebra such that g¯ has a simple ideal isomorphic
to sl(2). We now turn to this task.
Lemma 4. Let h be a split simple Lie algebra over k and g be a simple Lie algebra
over k such that g¯ has a simple ideal isomorphic to h¯. Then g is a k-form of h⊕m for
some m 1.
Proof. The key observation is that if r is a simple Lie algebra over k¯ then we may
choose a basis for r whose structure constants all lie in Q ⊂ k¯. This follows from the
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theory of Chevalley bases (see Chapter VIII, Section 4 of [2], for example). Thus
if σ ∈ 	 and rσ denotes the Lie algebra over k¯ with the same bracket as r but with
scalar multiplication twisted by σ then rσ ∼= r as Lie algebras over k¯.
Let g¯ = a1 ⊕ · · · ⊕ am be the decomposition of g¯ into simple ideals. If σ ∈ 	 and
1  i  m then σ(ai ) is a simple ideal of g¯ and so σ(ai ) = aj for some j . Then
aj ∼= aσi ∼= ai as Lie algebras over k¯. The permutation action of 	 on {a1, . . . ,am} is
necessarily transitive, since the sum of the ai in an orbit is a 	-stable ideal in g¯ and
so gives rise to an ideal in g of the same dimension. Since one of the ideals ai is
isomorphic to h¯, by hypothesis, it follows that g¯ ∼= h¯⊕m, as required. 
Let h be a split simple algebra over k and g a k-form of h⊕m for some m 1. The
number m is uniquely determined by g and we shall call it the multiplicity of g. It
follows from the theory of Galois descent (for which see Chapter III, Section 1 of
[7]) that the set of isomorphism classes of algebras g as above with multiplicity m
is in one-to-one correspondence with H1(k,Aut(h⊕m)). It is easy to see that
Aut
(
h⊕m
)∼= Sm Aut(h),
where Sm denotes the symmetric group on m symbols and  denotes the wreath
product. It is also necessary to keep track of the action of 	 in this isomorphism.
We begin with the canonical action of 	 on h¯, which extends diagonally to an action
on h¯⊕m. The action of 	 on Aut(h⊕m)(k¯) is then given by σ · φ = σ ◦ φ ◦ σ−1. The
above isomorphism becomes an isomorphism of 	-groups if we let 	 act diagonally
on Aut(h)⊕m and trivially on Sm.
Given φ ∈ Aut(h), we deﬁne φˆ ∈ Aut(sl(h)) by φˆ(T ) = φ ◦ T ◦φ−1 for T ∈ sl(h).
The map φ → φˆ is a homomorphism and it induces a homomorphism Aut(h⊕m) →
Aut(sl(h)⊕m) given by
(
π; (φ1, . . . , φm)
) → (π; (φˆ1, . . . , φˆm)
)
.
We let 	 act on sl(h) by σ · T = σ ◦ T ◦ σ−1 and extend this action diagonally
to sl(h)⊕m. One checks that the homomorphism that was just deﬁned is in fact a
homomorphism of 	-groups and so induces a map
H1
(
k,Aut
(
h⊕m
))→ H1(k,Aut(sl(h)⊕m)),
which we denote by C → Cˆ. Thus to any k-form of h⊕m there is canonically
associated a k-form of sl(h)⊕m. This construction was designed to make the
following lemma true. The lemma says that the k-form of sl(h)⊕m that arises from
Cˆ may be realized as an algebra of endomorphisms of the Lie algebra g over k. That
is, it furnishes not just a k-form of the algebra sl(h)⊕m, but also a k-form of the
evaluation map sl(h)⊕m × h⊕m → h⊕m compatible with g.
Lemma 5. Let g be a k-form of h⊕m and let C ∈ H1(k,Aut(h⊕m)) be the
corresponding class. Choose a cocycle c :	 → Aut(h⊕m)(k¯) that represents C in
such a way that g ⊂ g¯ is the k-form corresponding to c. Let cˆ be the composition
80
of this cocycle with the homomorphism constructed above and X ⊂ sl(h¯)⊕m be the
corresponding k-form of sl(h)⊕m. If T ∈ X and X ∈ g then T (X) ∈ g.
Proof. But for unfortunately elaborate notation, this is a simple calculation using
the deﬁnitions of the two k-forms in question. By deﬁnition, we have
g = {X ∈ h¯⊕m | σ · X = c(σ )−1(X) for all σ ∈ 	}
and
X = {T ∈ sl(h¯)⊕m | σ · T = cˆ(σ )−1(T ) for all σ ∈ 	}.
(Note that this deﬁnition of the k-forms means that we are choosing the cocycle
relation c(σμ) = c(σ )(σ · c(μ)) from among the several conventions in use.)
Take σ ∈ 	 and write c(σ )−1 = (π−1; (φ1, . . . , φm)). Recall that we have
cˆ(σ )−1 = (π−1; (φˆ1, . . . , φˆm)). Let T = (T1, . . . , Tm) ∈ X and X = (X1, . . . ,
Xm) ∈ g. Then
σ · T (X) = (σ · T )(σ · X) = (cˆ(σ )−1(T ))(c(σ )−1(X)).
Now
cˆ(σ )−1(T ) = (φˆπ(1)(Tπ(1)), . . . , φˆπ(m)(Tπ(m))
)
and
c(σ )−1(X) = (φπ(1)(Xπ(1)), . . . , φπ(m)(Xπ(m))
)
.
For any ψ ∈ Aut(h), S ∈ sl(h) and Y ∈ h, we have
ψˆ(S)
(
ψ(Y )
)= (ψ ◦ S ◦ ψ−1)(ψ(Y ))= ψ(S(Y )).
It follows that
σ · T (X) = (φπ(1)
(
Tπ(1)(Xπ(1))
)
, . . . , φπ(m)
(
Tπ(m)(Xπ(m))
))
= (π−1; (φ1, . . . , φm)
)(
T1(X1), . . . , Tm(Xm)
)
= c(σ )−1(T (X)).
That is, T (X) ∈ g, as required. 
Theorem 6. Let g be a k-form of sl(2)⊕m. Let C ∈ H1(k,Aut(sl(2)⊕m)) be the class
that corresponds to g. Then d(g) is a k-form of sl(sl(2))⊕m that corresponds to the
class Cˆ ∈ H1(k,Aut(sl(sl(2))⊕m)).
Proof. Since ∧3sl(2, k)∗ is one-dimensional, it is clear that d(sl(2, k)) = sl(sl(2,
k)). It then follows from Theorem 3 that d(g) is a k-form of sl(sl(2))⊕m. We have
d(g) = d(g¯) ∩ sl(g), the intersection being taken inside sl(g¯). As in Lemma 5,
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we choose a cocycle c ∈ C such that the corresponding k-form of sl(2)⊕m inside
sl(2)⊕m is g, and consider the k-form of sl(sl(2))⊕m that corresponds to the
cocycle cˆ. Let us call this k-form X ⊂ sl(sl(2))⊕m. From Lemma 5, we know that
X ⊂ sl(g). In addition, X ⊂ X¯ = d(g¯), by construction. It follows that X ⊂ d(g).
However, all k-forms of a given algebra have the same dimension over k and thus
X = d(g). 
With Theorem 6, the question raised in the Introduction has been answered. The
following makes Theorem 6 more explicit in the most common special case.
Corollary 2. Let A be a separable commutative k-algebra of dimension m 1. Let
g = sl(2,A) regarded as a Lie algebra over k. Then d(g) ∼= sl(3,A) as Lie algebras
over k.
Proof. The algebra A is a direct product of ﬁelds and, by Theorem 3, it sufﬁces to
assume that A is a ﬁeld. The multiplicity of the algebra sl(2,A) is then m = [A : k]
and the class C ∈ H1(k,Aut(sl(2)⊕m)) lies in the image of the map H1(k,Sm) →
H1(k,Aut(sl(2)⊕m)) induced by the natural homomorphism Sm → Sm Aut(sl(2)).
It follows that Cˆ is the image of the same class in H1(k,Sm) under the map induced
by the natural homomorphism Sm → Sm  Aut(sl(3)). The k-form of sl(3)⊕m
corresponding to this class is simply sl(3,A) regarded as a k-algebra. 
3. THE ISOTROPY SUBGROUP
The purpose of this section is to describe the isotropy subgroup of the canonical
3-form of a semisimple Lie algebra g in GL(g). In order to obtain a clean statement,
we assume in this section that g¯ has no simple ideals isomorphic to sl(2). By
Corollary 1, this assumption implies that the isotropy subalgebra of ωg in gl(g)
is precisely ad(g). We denote the isotropy subgroup of ωg in GL(g) by Stab(ωg)
and deﬁne
M(g) = {ϕ ∈ GL(g) | ϕ3 = idg and ad(X) ◦ ϕ = ϕ ◦ ad(X) for all X ∈ g
}
.
Observe that the identity map lies in M(g), but that it is not clear from the deﬁning
condition that M(g) is a group.
Lemma 6. The set M(g) is an abelian subgroup of Stab(ωg).
Proof. Suppose that ϕ ∈ M(g). We may regard ϕ as an element of GL(g¯). Let g¯ =
a1 ⊕ · · · ⊕ am be the decomposition of g¯ into simple ideals. Let X ∈ ai and Y ∈ aj
with i 	= j . Then
[Y,ϕ(X)] = (ad(Y ) ◦ ϕ)(X) = (ϕ ◦ ad(Y ))(X) = ϕ([Y,X]) = 0,
and it follows that ϕ(X) ∈ ai . That is, ϕ(ai ) ⊂ ai for all i. Schur’s Lemma implies
that for each i there is a scalar λi such that ϕ(X) = λiX for all X ∈ ai . The ﬁrst
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condition in the deﬁnition of M(g) implies that λ3i = 1 for all i. Since any two
elements of M(g) have this form, it follows that if ϕ1, ϕ2 ∈ M(g) then ϕ1ϕ2 = ϕ2ϕ1.
Thus (ϕ1ϕ2)3 = ϕ31ϕ32 = idg, so that M(g) is an abelian group. Moreover, by
observing that ωg = ωa1 + · · · + ωam in ∧3g¯∗, one sees that any element of M(g)
lies in Stab(ωg). 
Note that Aut(g) is a subgroup of Stab(ωg).
Theorem 7. Let g be a semisimple algebra such that g¯ has no simple ideals
isomorphic to sl(2). Then M(g) is a normal subgroup of Stab(ωg) and
Aut(g)  M(g) ∼= Stab(ωg)
via the map (α,ϕ) → αϕ.
Proof. We begin by assuming that k is algebraically closed. Let G = Aut(g)
regarded as an algebraic group over k, and denote by G◦ the connected component
of the identity in G. Note that every automorphism of G◦ has the form g → αgα−1
for some α ∈ Aut(g). Indeed, if A :G◦ → G◦ is an automorphism then α = dA :g →
g lies in Aut(g) and A(g) = αgα−1 for all g ∈ G◦.
We have G ⊂ Stab(ωg) and, by our hypothesis on g, the Lie algebras of these
two groups coincide. Consequently, Stab(ωg)◦ = G◦ and, in particular, G◦ is a
normal subgroup of Stab(ωg). Let ψ ∈ Stab(ωg) and consider the automorphism
g → ψgψ−1 of G◦. By the observation of the previous paragraph, there is some
α ∈ Aut(g) such that ψgψ−1 = αgα−1 for all g ∈ G◦. Thus α−1ψ lies in the
centralizer of G◦ in Stab(ωg). It follows from this that α−1ψ commutes with ad(X)
for all X ∈ g. Just as in the proof of Lemma 6, we conclude that α−1ψ is given
by multiplication by some scalar on each simple ideal of g. Since α−1ψ lies in
Stab(ωg), each of these scalars must be a cube-root of unity. Thus ϕ = α−1ψ lies in
M(g) and ψ = αϕ ∈ Aut(g) · M(g). That is, Stab(ωg) = Aut(g) · M(g).
Next observe that Aut(g) normalizes M(g). Indeed, it is clear that the ﬁrst
condition in the deﬁnition of M(g) is preserved by conjugation by α ∈ Aut(g),
and a routine calculation veriﬁes that the second condition is also preserved. Since
Stab(ωg) = Aut(g) · M(g), it follows that M(g) Stab(ωg).
Now suppose that ϕ ∈ M(g) ∩ Aut(g) and let a be a simple ideal in g. Because
ϕ ∈ M(g), we know that there is a cube-root of unity λ such that ϕ(X) = λX for all
X ∈ a. But then, since ϕ ∈ Aut(g), λ[X,Y ] = [λX,λY ] = λ2[X,Y ] for all X,Y ∈ a.
We conclude that λ2 = λ and so λ = 1. Thus ϕ = idg, and it follows that M(g) ∩
Aut(g) = {idg}.
We now know that Stab(ωg) is the semidirect product of Aut(g) and M(g) as
indicated when k is algebraically closed. It remains to extend the conclusion to the
general case, so we now drop the assumption that k is algebraically closed. Certainly
M(g) ∩ Aut(g) = {idg} remains valid, and M(g) = M(g¯) ∩ GL(g) is normal in
Stab(ωg) = Stab(ωg¯)∩GL(g). Let ψ ∈ Stab(ωg) and write ψ = αϕ with α ∈ Aut(g¯)
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and ϕ ∈ M(g¯). Take σ ∈ 	 and deﬁne ασ = σ ◦α ◦ σ−1 and ϕσ = σ ◦ ϕ ◦ σ−1. Then
ασ ∈ Aut(g¯), ϕσ ∈ M(g¯), and
ασϕσ = σαϕσ−1 = σψσ−1 = ψ = αϕ,
because ψ ∈ GL(g). We know from the ﬁrst part of the argument that this type of
factorization is unique and so ασ = α and ϕσ = ϕ. Since σ ∈ 	 was arbitrary, it
follows that α ∈ Aut(g) and ϕ ∈ M(g). We conclude that Stab(ωg) = Aut(g) ·M(g),
and the proof is complete. 
We wish to make one application of Theorem 7. In order for the statement to be
comprehensible, we ﬁrst note that if g is a Lie algebra over k and h is a k-form
of g then g∗ ∼= h∗ as k-vector spaces. The isomorphism is, of course, not unique,
but the ambiguity is precisely by the action of GL(g) on the right and GL(h) on
the left. Thus there is a well-deﬁned correspondence between GL(g)-orbits in ∧3g∗
and GL(h)-orbits in ∧3h∗. By using this correspondence, we may regard the orbit
GL(h) · ωh as a GL(g)-orbit in ∧3g∗.
Corollary 3. Let g be a Lie algebra over k such that g¯ is simple and not isomorphic
to sl(2). Let
F = (∧3g∗)∩ (GL(g¯) · ωg
)
be the set of 3-forms on g that are equivalent to the canonical 3-form of g over k¯.
Then every element of F is equivalent under GL(g) to a 3-form θωh with θ ∈ k×
and h a k-form of g. Two such 3-forms θ1ωh1 and θ2ωh2 are equivalent under GL(g)
if and only if θ1/θ2 ∈ (k×)3 and h1 is isomorphic to h2 over k.
Proof. Since we have assumed that g¯ is simple, M(g¯) consists of the homotheties
of g¯ corresponding to cube-roots of unity. In particular, M(g¯) lies in the center
of Stab(ωg¯) and so Stab(ωg¯) ∼= Aut(g¯) × μ3(k¯), where μ3 denotes the group of
cube-roots of unity. It is well-known that the set GL(g)\F is in one-to-one cor-
respondence with the kernel of the natural map H1(k,Stab(ωg)) → H1(k,GL(g)).
Moreover, the proof of this statement gives an explicit correspondence between the
two sets. The latter Galois cohomology set is trivial, and the former is isomorphic
to H1(k,Aut(g)) × H1(k,μ3). Now H1(k,Aut(g)) is in one-to-one correspondence
with the set of k-isomorphism classes of k-forms of g, and H1(k,μ3) is in
one-to-one correspondence with k×/(k×)3. Implementing the explicit correspon-
dences underlying all these statements, one ﬁnds that a pair (h, [θ ]) consisting of a
k-form of g and a class in k×/(k×)3 corresponds to the 3-form θωh. Both claims
made in the statement follow from this. 
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