Numerische Untersuchungen optimierter Pulse zur Unterdrückung transversaler Relaxation eines Zwei-Niveau-Systems gekoppelt an ein Bad by Karbach, Peter
Theoretische Physik I
Dipl.-Phys. Peter Karbach
Numerische Untersuchungen optimierter Pulse
zur Unterdru¨ckung transversaler Relaxation eines Zwei–Niveau–Systems ge-
koppelt an ein Bad.
Dissertation zur Erlangung des akademischen Grades Doktor der Na-
turwissenschaften (Dr. rer. nat.).
10. April 2012
Diese Arbeit wurde durch Dipl.-Phys. Peter Karbach, geboren am 1. Juli 1980 in Bie-
denkopf (Hessen), am Lehrstuhl Theoretische Physik I der Fakulta¨t fu¨r Physik der TU
Dortmund angefertigt. Sie wurde durch Prof. Dr. Go¨tz S. Uhrig betreut.

Dipl.-Phys. Peter Karbach
Numerische Untersuchungen optimierter Pulse
zur Unterdru¨ckung transversaler Relaxation eines Zwei–Niveau–Systems ge-
koppelt an ein Bad.
Dissertation zur Erlangung des akademischen Grades Doktor der Na-
turwissenschaften (Dr. rer. nat.).
10. April 2012
Diese Arbeit wurde durch Dipl.-Phys. Peter Karbach, geboren am 1. Juli 1980 in Bie-
denkopf (Hessen), am Lehrstuhl Theoretische Physik I der Fakulta¨t fu¨r Physik der TU
Dortmund angefertigt. Sie wurde durch Prof. Dr. Go¨tz S. Uhrig betreut.
Mitglieder der Pru¨fungskommission
● Prof. Dr. Bernhard Spaan . . . . . . . . . (Vorsitzender)● Prof. Dr. Go¨tz S. Uhrig . . . . . . . . . . . (Erstgutachter)● Prof. Dr. Joachim Stolze . . . . . . . . . . (Zweitgutachter)● Dr. Ba¨rbel Siegmann . . . . . . . . . . . . . . (Vertreterin der wissenschaftlichen
Mitarbeiter)
Diese Arbeit wurde mit KOMA-Script und LATEX gesetzt.
Iucundi acti labores.
Marcus Tullius Cicero
Für Katharina, die mich in einer sehr schweren Zeit immer wieder gestützt und
wieder zum Lächeln gebracht hat.

Inhaltsverzeichnis
Inhalt . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . viii
1. Einleitung 1
1.1. Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1.1. Quantencomputing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1.2. Dekoha¨renz . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.2. Experimentelle Systeme . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.2.1. NMR . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.2.2. Quantenpunkte . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
1.3. Bisherige Arbeiten . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
1.3.1. Pulssequenzen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
1.3.2. Pulsformung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2. Analytische Resultate 21
2.1. Pulsoptimierung I . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.1.1. Einleitung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.1.2. Allgemeine Formeln . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.1.3. Entwicklung bis zur zweiten Ordnung . . . . . . . . . . . . . . . . . . . . . . 25
2.1.4. Optimierte Pulse . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.2. Pulsoptimierung II . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
2.2.1. Einleitung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
2.2.2. Optimierte Pulse . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
3. Numerische Analysen 51
3.1. Allgemeines . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
3.1.1. Potenzreihenentwicklung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
3.2. U¨berblick der Modelle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
3.2.1. U¨berblick zum Kettenmodell . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
3.2.2. Analyse des Kettenmodells I . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
3.2.3. Analyse des Kettenmodells II . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
3.2.4. Fazit zum Kettenmodell . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
3.2.5. U¨berblick zum dipolaren Modell . . . . . . . . . . . . . . . . . . . . . . . . . 77
3.2.6. Analyse des Dipolaren Modells I . . . . . . . . . . . . . . . . . . . . . . . . . 79
3.2.7. Analyse des dipolaren Modells II . . . . . . . . . . . . . . . . . . . . . . . . . 106
3.2.8. Fazit zum dipolaren Modell . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
4. Fazit und Ausblick 113
4.1. Zusammenfassung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
4.2. Ausblick . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
A. Mathematischer Anhang 115
A.1. Magnus-Entwicklung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
A.1.1. Zeitordnung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
A.1.2. Die Magnus–Entwicklung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
vii
Inhaltsverzeichnis Numerische Untersuchungen optimierter Pulse
B. Programme 119
B.1. Relevante Codebeispiele . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
B.1.1. Matrixexponential . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
B.1.2. Zufallszahlen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
B.2. Laufzeit und Speicherbedarf . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
B.3. Kurzanleitungen der benutzten Programmen . . . . . . . . . . . . . . . . . . . . . . 123
B.3.1. dipolar . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
B.3.2. getetas . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
B.3.3. datafit3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
Abku¨rzungsverzeichnis 131
Literaturverzeichnis 133
Danksagung 139
viii Peter Karbach
1. Einleitung
1.1. Motivation
1.1.1. Quantencomputing
Auch diese Arbeit kommt nicht umhin, darauf hinzuweisen, dass die zunehmende Miniaturisie-
rung in der Computertechnik fru¨her oder spa¨ter dazu fu¨hren wird, dass Schaltungselemente wie
Transistoren aufgrund ihrer Abmessungen starke Quanteneffekte aufweisen werden1, die einerseits
eine neue Form an Schaltungstechnik ermo¨glichen, dieser aber gleichzeitig auch bedu¨rfen.
Der Effekt der Miniaturisierung findet seine mathematische Formulierung im so genannten Moo-
reschen Gesetz welches Gordon Moore2 im Jahr 1965 (Moore 1965) formulierte. In der heute
u¨blichen Fassung besagt es, dass sich die Zahl der Transistoren auf einem handelsu¨blichen Pro-
zessor von 1 inch2 (≈ 6.5 cm2) Gro¨ße im Zeitraum von 18 Monaten verdoppelt. Grafik 1.1 zeigt,
dass es der Firma Intel gelungen ist, diesen Trend bislang einzuhalten.
Abbildung 1.1 Zeitlinie der Zahl der Transistoren pro 1 inch2. Quelle: http://www.intel.
com/technology/mooreslaw/index.htm.
1Wobei ich darauf hinweisen mo¨chte, dass bereits heute Halbleiterbausteine nur mit quantenmechanischen Rech-
nungen erkla¨rbar sind. Als Stichwort sei hier nur die Bandstruktur erwa¨hnt.
2Gordon Earle Moore (1929 - heute), Mitbegru¨nder der Firma Intel.
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Aber die Halbleiterindustrie mo¨chte die Miniaturisierung auch weiter vorantreiben. Die Gru¨nde
hierfu¨r liegen auf der Hand, kleinere Strukturen ko¨nnen schneller miteinander kommunizieren und
sind unter anderem deshalb schneller. Zudem verbrauchen kleinere Bauelemente weniger Energie
und produzieren weniger Abwa¨rme. Die
”
International Technology Roadmap for Semiconductors“
(ITRS, http://www.itrs.net) ist in Abbildung 1.2 dargestellt.
Abbildung 1.2 Planungsgrundlage der ITRS vom 16. Dezember 2009 (Winter Conference).
Aufgetragen ist die vorausgesagte/historische Bauteilgro¨ße gegen die Jahreszahl. Die Schranke
von 16 nm stellt dabei eine theoretische Grenze dar, ab der quantenmechanische Tunneleffekte
einsetzen und so einen klassischen Transistor fast unmo¨glich machen (Zhirnov et al. 2003).
Quelle: http://www.itrs.net
Die Quantenmechanik stellt aber nicht nur ein Hindernis im Sinne der klassischen Datenverar-
beitung dar, sie bietet auch Mo¨glichkeiten, klassische Probleme effektiv zu lo¨sen. Exemplarisch
seien hier
Problem O(klass.) O(quant.)
Primfaktorzerlegung O (exp [c(logn)1/3(log logn)2/3]) O((logn)3) 3
Suche in unstrukturierten Daten O(n) O(√n) 4
genannt. Im Falle der Primfaktorzerlegung bezeichnet n die zu faktorisierende Zahl; im Rah-
men der Suche innerhalb unstrukturierter Daten hingegen ist mit n der Umfang der Datenbasis
bezeichnet.
Die meisten klassischen Algorithmen zur Primfaktorzerlegung skalieren exponentiell mit der
Gro¨ße der zu faktorisierenden Zahl n. Eine U¨bersicht findet man unter http://www.frenchfries.
net/paul/factoring/theory/index.html. Das beste klassische Verfahren (Zahlensieb) skaliert
gema¨ß
Laufzeit ∝ O {exp [c (logm)1/3 (log [logm])2/3]} . (1.1.1a)
3Shor-Algorithmus; Peter Shor (1959-heute), US-Amerikanischer Informatiker/Mathematiker
4Grover-Algorithmus; Lov Kumar Grover (1971-heute), Indisch-amerikanischer Informatiker
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Der angesprochene Shor-Algorithmus nutzt die Quantenfouriertransformation und erreicht eine
Skalierung gema¨ß
Laufzeit ∝ O {(logn)3} . (1.1.1b)
Da die Primfaktorzerlegung Bestandteil moderner Kryptoverfahren (RSA-Verfahren, siehe (Singh
2003)) ist, ist mit dem dem Shor-Algorithmus die Quanteninformationsverarbeitung schlagartig
fu¨r viele Kreise (Milita¨rs, Geheimdienste, Wirtschafts- und Bankenverba¨nde) interessant gewor-
den. Fu¨r Detailinformationen zu den angesprochenen Algorithmen verweise ich auf (Stolze &
Suter 2004) und dort auf Kapitel 8.
Die Quanteninformationsverarbeitung ermo¨glicht daru¨ber hinaus aber auch nicht nur die Dechif-
frierung bestimmter Kryptoverfahren, sie bietet auch – mathematisch beweisbar – sichere Kom-
munikationsmo¨glichkeiten. Basierend auf dem so genannten
”
No cloning theorem“, das besagt,
dass sich ein quantenmechanischer Zustand nicht kopieren la¨sst, ermo¨glichen Kommunikations-
protokolle wie BB84 (Bennett & Brassard 1984) sicheren Informationsaustausch. Weitere Details
entnehme man Bu¨chern wie (Stolze & Suter 2004) und (Nielsen & Chuang 2000).
Nachdem nun das
”
Warum“ na¨her betrachtet wurde, mo¨chte ich im Folgenden kurz auf das
”
Wie“
eingehen. Derzeit existiert eine Vielzahl an vorgeschlagenen Systemen, deren quantenmechanische
Eigenschaften sie als mo¨gliche Realisationen eines Quantenrechners in Frage kommen lassen.
Im folgenden Abschnitt (Abschnitt 1.1.2) werden die geforderten und bislang schon realisierten
Kriterien eingehender vorgestellt5
Um trotz der Vielzahl mo¨glicher Realisationen systemunabha¨ngige Konzepte zu formulieren und
untersuchen, bedient man sich einer Sprache, die Elemente der klassischen Schaltungstechnik,
der Informatik und Begriffe der Kernspinresonanz nutzt. Ersteres ist nur konsequent, da man
letztendlich einen Rechner bauen mo¨chte; Letzteres ist hauptsa¨chlich historisch bedingt, da die
Kernspinresonanz als Technik direkt quantenmechanische Eigenschaften eines Systems (na¨mlich
den Kernspin) anspricht und auch zu den ersten
”
Spielwiesen“ der Quanteninformationsver-
arbeitung geho¨rte. Die bislang zumeist betrachteten Zwei–Niveau–Systeme entsprechen einem
Kernspin von S = 1/2=Qubit.
Da sich der Großteil der publizierten Arbeiten mit Zwei–Niveau–Systemen befassen, be-
fasst sich auch diese Arbeit nur mit derartigen Systemen. Die unten gezeigte Darstellung
eines Qubits genu¨gt dieser Einschra¨nkung.
An Stelle des klassischen Bits, also eines An- oder Aus-Zustandes, tritt ein quantenmechanisches
System, das man analog als Qubit bezeichnet. Die Wellenfunktion ∣ψ⟩ eines Qubits setzt aus der
U¨berlagerung zweier Zusta¨nde6 ∣0⟩ , ∣1⟩
∣ψ⟩ = α ∣0⟩ + β ∣1⟩ mit ∣α∣2 + ∣β∣2 = 1 (1.1.2a)
zusammen. Aufgrund der Normierungseigenschaft schreibt man auch
∣ψ⟩ = cos(θ/2) ∣0⟩ + eiφ sin(θ/2) ∣1⟩ . (1.1.2b)
Die beiden Winkel θ und φ interpretiert man als die Richtungswinkel eines Vektors auf der
Einheitskugel – der so genannten Blochkugel7.
5Als Stichwort seien hier vorab die DiVincenzo–Kriterien (DiVincenzo 2000) genannt.
6Die Benennung dieser Zusta¨nde erfolgt in Analogie zu den klassischen Bitzusta¨nden 0 und 1 bzw.
”
An“ und
”
Aus“.
7Felix Bloch (1905 - 1981), schweizerisch-amerikanischer Physiker, Nobelpreis fu¨r Physik 1952.
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Weiterhin spricht man auch im Bereich der Quanteninformationsverarbeitung von Gattern. Wie
in der klassischen Schaltungstechnik, formt ein Gatter ein Qubit – also einen quantenmechani-
schen Zustand – um. Meist geschieht dies abha¨ngig von anderen Eingabezusta¨nden.
Anders als in der klassischen Informatik, beno¨tigt die etablierte Form der Quanteninformati-
onsverarbeitung an jedem Gatter genau so viele Ausgabe- wie Eingabekana¨le. Zum Beispiel hat
ein klassisches AND-Gatter zwei Einga¨nge, aber nur einen Ausgang. Das quantenmechanische
Analogon hingegen beno¨tigt zwei Einga¨nge und zwei Ausga¨nge. Dies liegt daran, dass man bei
der Beschreibung auf unita¨re Zeitentwicklung des Systems angewiesen ist. Umgangssprachlich ist
damit auch gefordert, dass sich der Rechner in
”
beide“ Richtungen8 betreiben la¨sst, man spricht
hier von reversiblen Gattern.
Zum jetzigen Zeitpunkt bedu¨rfen verschiedene Realisationen bzw. deren Gatter der externen
Einflussnahme durch den Benutzer. Dies geschieht im Beispiel der gepulsten Kernspinresonanz
(s. Kapitel 1.2.1) in Form von elektromagnetischen Pulsen, deren Frequenz, Dauer und Amplitude
so eingestellt sind, dass sie die Qubits in geeigneter Art und Weise kontrollieren. Ein Beispiel
eines solchen Gatters ist das Hadamardgatter9, dessen Wirkungsweise auf einen Spin 1/2 gema¨ß
Hˆ = (Xˆ + Zˆ) = (1 1
1 −1) (1.1.3)
in der Basis der Eigenzusta¨nde der Paulimatrix σz beschrieben wird. Bestandteile dieses Gatters
sind Drehungen um die x- bzw. z-Achse im Spinraum mit Winkel pi. Diese Drehungen mu¨ssen –
im Falle der Kernspinresonanz – durch Pulse von außen appliziert werden
Die Optimierung und der Test dieser grundlegenden Pulse ist Inhalt dieser Arbeit.
1.1.2. Dekoha¨renz
Der US-Amerikaner David P. DiVincenzo (DiVincenzo 2000) hat fu¨nf Kriterien aufgestellt, die
ein sinnvoller Quantencomputer erfu¨llen sollte. Sie lauten10:
1. Be a scalable physical system with well-defined qubits
2. Be initializable to a simple fiducial state such as ∣000 . . .⟩
3. Have much longer decoherence times
4. Have a universal set of quantum gates
5. Permit high quantum efficiency, qubit-specific measurements.
Die folgenden Punkte stellen zusa¨tzliche Anforderungen der Quantenkommunikation dar:
6. The ability to interconvert stationary and flying qubits
7. The ability faithfully to transmit flying qubits between specified locations.
U¨bersetzt11 ins Deutsche lauten diese Kriterien.
1. Das System muss wohldefinierte Qubits besitzen und skalierbar sein, d.h. es muss prin-
zipiell auf beliebig viele Qubits erweiterbar sein.
2. Es muss mo¨glich sein, die Qubits in einem reinen Zustand zu pra¨parieren (mindestens
in den Zustand ∣000 . . .⟩).
8Gemeint sind die Richtungen Eingabe→ Ausgabe und Ausgabe→Eingabe.
9Jacques Salomon Hadamard (1865 – 1963), franzo¨sischer Mathematiker
10(Quelle: http://www.research.ibm.com/ss_computing/)
11Quelle: Wikipedia, http://de.wikipedia.org/wiki/Qubit (Stand: 25.12.2011)
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3. Das System muss eine hinreichend lange Dekoha¨renzzeit aufweisen.
4. Das System muss die Implementierung eines universellen Satzes von Quantengattern
erlauben. Ein Beispiel wa¨re z. B. alle 1-Qubit-Gatter und zusa¨tzlich das CNOT-Gatter.
5. Es muss mo¨glich sein, jedes einzelne der Qubits gezielt zu messen.
6. Es muss mo¨glich sein, stationa¨re Qubits in bewegliche Qubits zu transformieren und
umgekehrt.
7. Ein Austausch der beweglichen Qubits muss zwischen entfernten Orten mo¨glich sein.
Jeder dieser Punkte stellt eine Herausforderung an die experimentelle/praktische Realisierung
eines Quantenrechners oder der Quantenkommunikation dar. Abbildung 1.3 zeigt an, welche
experimentellen Systeme im Jahr 2004 welches Kriterium bereits erfu¨llt haben, beziehungsweise
gute Chancen haben, dies zu realisieren.
Abbildung 1.3 Welche Technik erfu¨llt derzeit (2004) welches DiVincenzo-Kriterium? Die
Spaltenzahl entspricht der Nummerierung der Liste am Anfang des Kapitels 1.1.2. Quelle: http:
//qist.lanl.gov/.
Allen Realisierungen ist gemein, dass sie mit so genannter Dekoha¨renz zu ka¨mpfen haben. Allge-
mein versteht man unter Dekoha¨renz ungewollte Wechselwirkung eines quantenmechanischen Sys-
tems (eines Qubits) mit seiner Umgebung, so dass sich dessen Zustand unkontrolliert vera¨ndert.
Durch Wechselwirkung des Qubits mit der Umgebung12 a¨ndert ein Qubit seinen Zustand und ist
somit nicht mehr oder nur teilweise fu¨r Rechenoperationen verwendbar. Die typischen Zeitskalen,
in denen ein Zustand seine Information nicht verliert, bezeichnet man als Koha¨renzzeiten. Daher
ist es ein wesentliches Ziel der Grundlagenforschung der Quanteninformationsverarbeitung, solche
Kopplungen zu minimieren bzw. die natu¨rlichen Koha¨renzzeiten zu verla¨ngern.
Allerdings profitiert nicht nur die Quanteninformationsverarbeitung von diesen Anstrengungen.
Auch allgemeine Messverfahren beno¨tigen die Kontrolle quantenmechanischer Zusta¨nde, so dass
12Diese kann aus anderen Qubits oder weiteren Freiheitsgrade des betrachteten Systems (Phononen, Kristallfelder,
anderen Spins, etc.) bestehen.
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gezielt bestimmte Informationen abgefragt werden ko¨nnen, ohne dass – unbekannte oder unkon-
trollierte – Sto¨reinflu¨sse die Messung beeinflussen.
Aufgrund der Vielzahl von mo¨glichen Sto¨reinflu¨ssen ist es mu¨ßig, diese alle im Einzelnen auf-
zuza¨hlen. Speziell die Kernspinresonanz unterscheidet zwischen
• Spin–Spin– und
• Spin–Gitter–Relaxation.
Alternativ bezeichnet man die Spin–Spin–Relaxation auch als transversale Relaxation oder als
Dephasierung. Anstelle von Spin–Gitter–Relaxation wird auch oft von longitudinaler Relaxation
oder Besetzungsdekoha¨renz gesprochen.
Koha¨renz bzw. Dekoha¨renz ist eng mit dem Relaxationsverhalten13 verbunden. In der Kernspin-
resonanz werden hier die charakteristischen Zeiten (Koha¨renzzeiten)
• T1: Spin–Gitter–Relaxation und
• T2: Spin–Spin–Relaxation
mit Hilfe der Blochgleichungen (1.2.7) eingefu¨hrt.
Wie kommt es denn zu Spin–Gitter–Relaxation? Befindet sich das System im statistischen Gleich-
gewicht, so sollte dieser Mechanismus nicht mehr zum Tragen kommen. Da die Quanteninforma-
tionsverarbeitung aber einen wohldefinierten Ausgangszustand beno¨tigt, in den es zuvor durch
den Experimentator u¨berfu¨hrt werden muss, kommt er aber doch zum Tragen. Im Rahmen der
Kernspinresonanz geschieht diese Pra¨paration meist durch ein statisches starkes Magnetfeld, an
dem sich die Kernspins orientieren.
Die anschließenden Operationen (zeitabha¨ngige magnetische Anregungen senkrecht zum stati-
schen Feld) treiben das System aus diesem Zustand heraus. Sofern diese Operationen nicht schnell
genug vonstatten gehen, wird das System spontan nach einer gewissen Zeit (T1) wieder den wohl-
definierten Zustand bzw. den Grundzustand annehmen.
Die Kernspinresonanz detektiert aber keine einzelnen Kernspins, sondern sie misst die magne-
tische Antwort des Gesamtsystems. Durch Wechselwirkung der Qubits mit magnetischen Mo-
menten der Umgebung14 verlieren diese ebenfalls ihre Koha¨renz, was sich im Experiment oft
durch Signalverlust bemerkbar macht. In diesem Fall spricht man von Dephasierung. Statt eines
koha¨renten Zustands liegt eine statistische Verteilung der Qubitzusta¨nde vor, wie in Abbildung
1.4 skizziert ist.
Fu¨r weitere Informationen empfehle ich die Arbeiten (Dass 2005) und (Leggett 2002).
1.2. Experimentelle Systeme
Nachdem nun einige Worte zu der Problematik eines Quantenrechners gefallen sind, mo¨chte
ich nun speziell auf zwei mo¨gliche experimentelle Techniken bzw. Probenklassen eingehen, die
direkt von den vorgestellten Resultaten profitieren ko¨nnen. Ich beginne mit einer oberfla¨chlichen
Beschreibung der Kernspinresonanz und werde mich im Anschluss mit Halbleiternanostrukturen
(Quantenpunkten) befassen.
13Also dem zeitlichen U¨bergang in einen (energetisch) gu¨nstigeren quantenmechanischen Zustand.
14Dies sind meist ebenfalls Kernspins.
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Abbildung 1.4 Koha¨renter und inkoha¨renter Anteil der Zeitentwicklung. Dargestellt ist die
Dephasierung zweier oder mehrere Spins aufgrund abweichender zeitlicher Evolution voneinan-
der. Quelle Stolze & Suter (2004).
1.2.1. NMR
Allgemeiner Gegenstand dieser Arbeit sind Zwei–Niveau–Systeme. Derartige Systeme sind un-
ter anderem in verschiedenen Kernspinsystemen realisiert, na¨mlich solchen deren Kernspin 1/2
betra¨gt.
Praktischerweise gibt es eine Vielzahl mo¨glicher Elemente und Verbindungen, die dieser Anforde-
rung gerecht werden. Abbildung 1.5 stellt dabei keine vollsta¨ndige Liste der in Frage kommenden
Elemente dar. Wie man erkennt, ist der Kernspin isotopenabha¨ngig, so dass sich hier eine Viel-
zahl an Mo¨glichkeiten ero¨ffnet. Eine ausfu¨hrlichere Liste an Elementen und Verbindungen nebst
Aufstellung von Kernspins, dem gyromagnetischem Verha¨ltnis und Kopplungskonstanten findet
man in (Stone 2005).
I Spin 1/2 3/2 5/2 7/2 9/2 1 3 5 6 7 VIII
II III IV V VI VII
IIIa IVa Va VIa VIIa VIIIa VIIIa VIIIc IB IIB Ar
Tc
*
Po At Rn
Fr Ra
**
Lr Unq Unp Unh Uns Uno Mt Uun Uuu Uub Uut Uuq Uup Uuh Uus Uuo
Lanthanide
*
Ce Pm
Actinide
**
Ac Th Pa Np Pu Am Cm Bk Cf Es Fm Md No
1H 2D 3He
6Li 7Li 9Be 10B 11B 13C 14N 15N 17O 19F 21Ne
23Na 25Mg 27Al 29Si 31P 33S 35Cl 37Cl
39K 41K 43Ca 45Sc 47Ti 49Ti 50V 51V 53Cr 55Mn 57Fe 59Co 61Ni 63Cu 65Cu 67Zn 69Ga 71Ga 73Ge 75As 77Se 79Br 81Br 83Kr
85Rb 87Rb 87Sr 89Y 91Zr 93Nb 95Mo 97Mo 99Ru 101Ru 103Rh 105Pd 107Ag 109Ag 111Cd 113Cd 113In 115In 117Sn 119Sn 121Sb 123Sb 123Te 125Te 127I 129Xe 131Xe
133Cs 135Ba 137Ba 175Lu 176Lu 177Hf 179Hf 181Ta 183W 185Re 187Re 187Os 189Os 191Ir 193Ir 195Pt 197Au 199Hg 201Hg 203Tl 205Tl 207Pb 209Bi
138La 139La 141Pr 143Nd 145Nd 147Sm 147Sm 151Eu 153Eu 155Gd 157Gd 159Tb 161Dy 163Dy 165Ho 167Er 169Tm 171Yb 173Yb
235U
Abbildung 1.5 Periodensystem der Elemente mit Farbkodierung der Kernspins. Erstellt
aus Angaben von http://www.pascal-man.com/periodic-table/periodictable.html und
http://www.bruker-nmr.de/guide/eNMR/chem/NMRnuclei.html .
Die Grundlage der magnetischen Kernspinresonanz15 besteht in der Ankopplung eines magneti-
schen Moments (hier eines Spins) an ein magnetischen Feld. Betrachtet man ein System mit Spin
15Nuclear Magnetic Resonance (NMR)
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S, so betra¨gt dessen Entartungsgrad ohne Magnetfeld 2S + 1. Nach Anlegen eines Magnetfeldes
B0 ist diese Entartung aufgehoben und man erha¨lt Niveaus mit Energiedifferenzen
∆E = γh̵B0 . (1.2.1)
Der Faktor γ wird als gyromagnetisches Verha¨ltnis bezeichnet und hat im Falle von Wasserstoff-
kernen (Protonen) den Wert16
γ(1H) = 267.522 × 106 s−1 T−1 . (1.2.2)
Die folgende Tabelle 1.2 gibt eine U¨bersicht bestimmter Spin–1/2 Isotope, ihres natu¨rlichen Auf-
tretens und des zugeho¨rigen gyromagnetischen Verha¨ltnisses γ.
Isotop Natu¨rliches Vor-
kommen [%]
γ [1 × 106 rad s−1 T−1]
1H ≈ 100 267.522
3H ≈ 0 285.349
13C 1.1 67.283
15N 0.37 −27.126
19F ≈ 100 251.815
29Si 4.7 108.394
Tabelle 1.2 Tabelle der gyromagnetischen Verha¨ltnisse einiger Isotope. Aus (Levitt 2005).
Obwohl im Folgenden das Plancksche17 Wirkungsquantum h̵ meist zu eins gewa¨hlt wird, und so
alle Energien in Frequenzeinheiten angegeben werden, soll wenigstens einmal der einheitenbehaf-
tete Zahlenwert
h̵ = h
2pi
= 1.054 571 628(53) × 10−34 J s (1.2.3)
genannt werden.
Legt man ein starkes magnetisches Feld B⃗0 (zum Beispiel in z-Richtung) an, so richten sich
die Spins einer Probe in einem gewissen Zeitraum, der mit der Relaxationszeit T1 bezeichnet
wird, in Richtung dieses Feldes aus und die energetische Entartung ist gema¨ß Gleichung (1.2.1)
aufgehoben. In den meisten Fa¨llen strahlt man nun senkrecht zu B⃗0 (also in x- oder y–Richtung)
ein Feld der Frequenz ω und Amplitude v ein. Der zusa¨tzliche Term des Hamiltonoperators sieht
dann wie folgt aus Hfield = −γh̵vxSx cosωt . (1.2.4)
Dieses Feld la¨sst nur U¨berga¨nge mit magnetischen Quantenzahlen m = m′ ± 1 zu18. Das ein-
gestrahlte Photon wird also dann absorbiert, wenn es die Energiedifferenz zweier benachbarter
Niveaus trifft, also
ω = ∆E
h̵
= γB0 (1.2.5)
gilt. Die Tatsache, dass sich die h̵ hier wegheben kann nach Slichter19 so gedeutet werden, dass
dieser Vorgang auch in einem klassischen – nicht quantenmechanischem – Bild erkla¨rt werden
16Die Einheit T steht fu¨r Tesla. Benannt nach Nikola Tesla (1856-1943), serbisch-amerikanischer Erfinder und
Ingenieur.
17Max Planck (1858-1947), Nobelpreis in Physik 1918.
18Der Spinoperator Sx = 12(S+ + S−) ist dafu¨r verantwortlich.
19(Slichter 1992)
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darf. Viele Lehrbu¨cher der Kernspinresonanz betrachten daher erst ein klassisches Bild, in dem
Spinvektoren auf der Blochkugel rotieren und pra¨zedieren und behandeln erst spa¨ter die zugrun-
deliegende Quantenmechanik in Form von Dichtematrizen und Hamiltonoperatoren.
Man beachte weiterhin, dass (1.2.4) prinzipiell ein ewig andauerndes Feld beschreibt. Praktisch
werden die meisten Experimente mit endlichen Pulsen durchgefu¨hrt. Dies hat mehrere Ursachen.
Zum einen kann man sich von der apparativen Seite her auf eine Spule zur Erzeugung des
Hochfrequenzpulses und der Detektion der Systemantwort beschra¨nken20. Dies spart aufwa¨ndige
Spulentechnik an der Probe.
Zum anderen wird das experimentelle Anwendungsspektrum durch Pulstechniken gegenu¨ber rei-
nen kontinuierlichen Aufbauten erweitert. Durch die Messung des zeitlichen Verlaufs der Sys-
temantwort (FID, engl. Free Induction Decay) kann man unter anderem Aussagen u¨ber Rela-
xationsprozesse des untersuchten Systems ableiten. Also kann an einem Pulsspektrometer eine
breitere Klasse an Experimenten durchgefu¨hrt werden.
Weiterhin ist es mo¨glich, mit einem Puls viele Kernspins gleichzeitig zu adressieren, da die
Spektralkomponenten eines Pulses viele Frequenzen umfassen. Außerdem sind Pulsmethoden
meist schneller als kontinuierliche Verfahren (CW, engl. continuous wave).
Man kann sich leicht vorstellen, dass die Linienaufspaltung (1.2.1) bei der Anwesenheit vieler
Spins innerhalb eines Moleku¨ls stark durch lokale Felder, welche durch chemische Bindungen
oder andere Wechselwirkungen erzeugt werden, beeinflusst wird. Man spricht in diesem Zusam-
menhang von chemischer Verschiebung (engl. chemical shift). Diese chemische Verschiebung δ
wird u¨ber
δ = ω0 − ω0TMS
ω0TMS
(1.2.6)
definiert. Die Frequenz ω0 bezeichnet die Lamorfrequenz des Kerns von Interesse, diese wird
dann in Bezug zu einer Referenz ω0TMS (gemessen bei gleichen Voraussetzungen) gestellt
21. Die
chemische Verschiebung ist zahlenma¨ßig sehr klein (≈ 1 × 10−6) ist, dies wird meist durch ppm
(parts per million) abgeku¨rzt.
Die chemische Verschiebung ermo¨glicht es, einzelne Subgruppen einer Verbindung zu identifizieren
und stellt so ein ma¨chtiges Werkzeug der analytischen Chemie dar. Ein Beispiel eines solchen
Spektrums ist in Abbildung 1.6 dargestellt.
Die Kernspinresonanz kennt daru¨ber hinaus eine Vielzahl verschiedener Kopplungsmechanismen,
die in Abbildung 1.7 dargestellt werden und in Tabelle 1.3 mit ihren Hamiltonoperatoren und
typischen Gro¨ßenordnungen vorgestellt werden.
Eine mo¨gliche klassische Beschreibung dekoha¨renter Einflu¨sse – also unerwu¨nschter Sto¨rungen/-
Kopplungen im System – liefern die so genannten Blochgleichungen
dMz
dt
= M0 −Mz
T1
+ γ (M⃗ × H⃗)
z
(1.2.7a)
dMx
dt
= γ (M⃗ × H⃗)
x
− Mx
T2
(1.2.7b)
dMy
dt
= γ (M⃗ × H⃗)
y
− My
T2
. (1.2.7c)
Diese kommen haupta¨chlich bei der experimentellen Bestimmung der Relaxationszeiten T1 und
T2 zur Anwendung.
20Allerdings mu¨ssen Sendekanal und Empfangskanal voneinander getrennt werden, da sonst die Sendeleistung die
empfindliche Signalverarbeitung des Empfa¨ngers u¨berlasten wu¨rde.
21Der Index TMS steht fu¨r Tetramethylsilan Si(CH3)4, was als Referenz fu¨r 1 H, 13 C und 29 Si genutzt wird/wurde.
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Abbildung 1.6 Protonenspektrum von Ethylbenzol in CDCl3. Aufgetragen ist die chemische
Verschiebung δ gegen die Signalamplitude (willku¨rliche Einheiten). Entnommen aus (Suter &
Bo¨hmer 2009).
Abbildung 1.7 Darstellung der Wechselwirkungen eines zweikomponentigen Kernspinsys-
tems. Quelle: (Freude 2006).
.
Der Hamiltonoperator aus Gleichung (1.2.4) ist insofern schwierig auszuwerten, da er eine explizi-
te Zeitabha¨ngigkeit cos(ωt) aufweist. Dieses
”
Problem“ kann man aber durch einen Basiswechsel
zum so genannten rotierenden Koordinatensystem (engl. rotating frame) lo¨sen. Dazu be-
trachtet man ein Koordinatensystem, dessen Achsen e⃗′x, e⃗′y, e⃗′z sich in Bezug zu einem festen
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Name Hamiltonoperator typische Gro¨ßenordnung
Lineare Wechselwirkungen
Zeemana HZ = h̵B0Sz ∼ 200 MHz
Chemische Verschiebung Hcs = γh̵S⃗σB0 ∼ 2 kHz
Bilineare Wechselwirkungen
Dipol-Dipolb HD = ∑k<l S⃗kDklS⃗l ∼ 1 kHz
Skalare J-Kopplung c HJ = ∑k<l S⃗kJklS⃗l ∼ 100 Hz
Weitere
Quadrupol HQ = ∑j S⃗jQjS⃗j >HZ
Hyperfeind HA = ∑j S⃗jAj I⃗ ∼ 1 MHz
Tabelle 1.3 Darstellung ha¨ufiger Kopplungsmechanismen der Kernspinresonanz, der dazu-
geho¨rigen Hamiltonoperatoren sowie typischer Gro¨ßenordnungen eines 1 H-Spektrometers bei
B0 = 4.7 T. Die Angaben entstammen (Weingarten 2001) sowie (Titman 2009) und (Freude
2006).
aBenannt nach dem niederla¨ndischen Physiker Pieter Zeeman (1865-1943), Nobelpreis fu¨r Physik 1902 zusammen
mit Hendrik Antoon Lorentz.
bHier handelt es sich um die
”
klassische“ direkte Wechselwirkung zweier Dipole. Der Wechselwirkungstensor ist
abstands- und richtungsabha¨ngig.
cDie skalare J-Kopplung zwischen zwei Kernspins wird indirekt u¨ber die elektronische Bindung vermittelt. In
isotropen Flu¨ssigkeiten ist die Matrix Jkl zu einer reellen Zahl Jkl reduziert.
dHier sind alle Terme der Wechselwirkung des Kernspins mit dem Elektronenspin zusammengefasst.
Laborsystem (e⃗x, e⃗y, e⃗z) zeitabha¨ngig vera¨ndern
e⃗′x = e⃗x cos Φ(t) + e⃗y sin Φ(t) (1.2.8a)
e⃗′y = e⃗y + cos Φ(t) − e⃗x sin Φ(t) (1.2.8b)
e⃗′z = e⃗z . (1.2.8c)
Die zeitabha¨ngige Funktion Φ(t) hat dabei die Gestalt
Φ(t) = ωrt +Φr . (1.2.9)
Diese Form erlaubt es, durch konsequente Anwendung trigonometrischer Additionstheoreme, die
unerwu¨nschten Zeitabha¨ngigkeiten im Hamiltonoperator zu annihilieren.
Betrachtet man nun einen quantenmechanischen Spinzustand ∣ψ˜⟩ in diesem rotierenden Koordi-
natensystem, vermittelt durch einen Rotationsoperator Rz(Φ), so gilt∣ψ˜⟩ = Rz(−Φ) ∣ψ⟩ . (1.2.10)
Die Zeitableitung dieses Zustands ∣ψ˜⟩ liefert die Schro¨dingergleichung
d
dt
∣ψ˜⟩ = − i H˜ ∣ψ˜⟩ (1.2.11)
im rotierenden Koordinatensystem, mit dem transformierten Hamiltonoperator
H˜ = Rz(−Φ)HRz(Φ) − ωrSz . (1.2.12)
Die in den Kapiteln 2 und 3 betrachteten Hamiltonoperatoren sind alle schon durch eine solche
Transformation in das rotierende Koordinatensystem u¨berfu¨hrt worden.
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Mathematisch sind nun die Voraussetzungen fu¨r ein NMR Experiment gelegt. Nun mo¨chte ich
noch einige allgemeine Aussagen zum experimentellen Aufbau machen. Grundsa¨tzlich la¨sst sich
jedes NMR Spektrometer in drei bis vier Komponenten aufteilen. Fu¨r eine schematische Skizze
verweise ich auf Abbildung 1.8.
Zuerst beno¨tigt man einen starken Magneten, der das Feld B0 (Gleichung (1.2.1)) erzeugt. In
der Praxis kommen hier sowohl starke Elektromagneten (bis 3 T) als auch supraleitende Magnete
(bis 23 T)22.
Die zweite zentrale Komponente ist die Spule, die das Hochfrequenzfeld (1.2.4) erzeugt und
danach die Antwort des Systems detektiert. Diese ist daher einerseits mit einer Signalquelle ver-
bunden, andererseits mit einer Empfangseinrichtung. Beide Komponenten werden dabei durch
eine Diodenschaltung (Duplexer) voneinander getrennt, so dass die Sendeleistung die Versta¨rker-
komponenten des Empfa¨ngers nicht zersto¨rt. Innerhalb der zweite Spule befindet sich dann auch
die Probe, die untersucht wird.
Jede der angesprochenen Komponenten bietet eine Vielzahl an Optimierungsmo¨glichkeiten und
muss an das jeweilige Experiment angepasst werden. Eine vollsta¨ndige Betrachtung ist daher an
dieser Stelle weder mo¨glich noch sinnvoll, schließlich handelt es sich um eine theoretische Arbeit,
die allein die (idealisierte) Pulsform adressiert.
Abbildung 1.8 Prinzipieller Aufbau eines Spektrometers. Aus (Suter & Bo¨hmer 2009).
1.2.2. Quantenpunkte
Neben Kernspinsystemen gibt es noch eine Vielzahl anderer Systeme, die Pulsformungstechniken
einsetzen ko¨nnen. Beispielsweise sind so genannte Quantenpunktstrukturen von Interesse, da
auch diese sich zur Quanteninformationsverarbeitung einsetzen lassen.
Quantenpunkte geho¨ren zur Klasse der niederdimensionalen Halbleiter. Diese Halbleiter (z.B.
GaAs oder InSb) werden durch spezielle Techniken in ihrem ra¨umlichen Abmessungen im Na-
nometerbereich begrenzt, so dass sich besondere Eigenschaften hinsichtlich ihrer elektronischen
Wellenfunktionen ausbilden. Man unterscheidet dabei:
Einschra¨nkung Name
keine Volumenhalbleiter
eine Dimension Grenzfla¨chen
22siehe http://www.bruker-biospin.com/av1000-dir.html
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Einschra¨nkung Name
zwei Dimensionen Quantendra¨hte
drei Dimensionen Quantenpunkte.
Diese Strukturen werden u¨ber verschiedene Methoden erzeugt, grob kann man diese wie folgt
klassifizieren:
• Nass-chemische Methoden: Das Material liegt in Lo¨sung vor; anschließend verdampft man
das Lo¨sungsmittel.
• Molekularstrahlepitaxie: Das Material wird auf ein Substrat aufgebracht, durch Wechsel-
wirkung mit der Substratoberfla¨che bilden sich (selbstorganisiert) Strukturen aus.
• Lithographie: Durch Behandlung einer Oberfla¨che mittels Elektronenstrahlen, Rasterkraft-
mikroskopie und anschließender chemischer A¨tzung kann man einzelne Inseln erzeugen.
Insbesondere die Lithographie eignet sich aber nur bedingt zur Herstellung von Quantenpunkten,
da hier viele Sto¨rstellen im Substrat erzeugt werden und die erzeugten Quantenpunkte nicht hin-
reichend klein genug sind. Fu¨r eine umfassendere U¨bersicht insbesondere der Selbstorganisation
(Stranski23–Krastanov24 Wachstum) verweise ich auf (Rastelli et al. 2009).
Abbildung 1.9a zeigt, welchen direkten Einfluss die ra¨umlichen Dimensionen auf die optischen
Eigenschaften von Quantenpunktstrukturen haben.
(a) (b)
Abbildung 1.9 (a) zeigt CdSe–Quantenpunkte in Lo¨sung. Durch die unterschiedliche Di-
mensionierung vera¨ndern sich optische Eigenschaften. Quelle http://www.nanopicoftheday.
org/2003Pics/QDRainbow.htm. (b) skizziert die Spannungsmessung an einem Quantenpunkt.
Quelle: (Zrenner et al. 2002)
Die Abmessungen eines Quantenpunktes liegen im Bereich der thermischen de–Broglie–Wellenla¨nge
25 eines Elektrons bei Raumtemperatur
23Ivan Nikolov Stranski (1897-1979), Bulgarischer Physikochemiker
24Lyubomir Krastanov (1907-1977), Bulgarischer Meteorologe, Chemiker & Geophysiker
25Louis de Broglie (1892-1987), franzo¨sischer Physiker, Nobelpreis 1929.
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λ = h√
2m∗ekBT = 6.626 × 10
−34 J s√
2 × 9.109 × 10−31 kg × 1.381 × 10−23 J K−1 × 300 K ≈ 7.6 nm . (1.2.13)
In dieser Rechnung wurde, da es sich ja nur um eine Abscha¨tzung handelt, statt der effektiven
Elektronenmasse m∗e die Ruhemasse eines Elektrons eingesetzt.
Diese Abmessungen bedingen den U¨bergang vom kontinuierlichen elektronischen Ba¨ndermodell
zu diskreten Energieniveaus, auf denen – je nach Dotierung – maximal zwei Elektronen mit
unterschiedlichem Spin sitzen.
Die Anregung eines Elektrons aus dem Valenzband26 in das Leitungsband erzeugt eine Fehlstelle
(ein Loch) im Valenzband. Besteht ein gebundener Zustand zwischen Fehlstelle und Anregung,
spricht man von einem Exziton.
An diesen Systemen ko¨nnen verschiedene Messungen durchgefu¨hrt werden. Unter anderem sind
auch hier Messungen an Kernspins (bzw. Elektronenspins oder Bahnspins) mit den im vorigen
Kapitel (1.2.1) beschriebenen Techniken mo¨glich. Typischerweise bedient man sich des Elektro-
nenspins
γ(e−) = 1.760 859 708 × 1011 s−1 T−1 . (1.2.14)
Dabei wird das ankoppelnde Bad oft durch Kernspins gebildet.
Andererseits bildet auch das Exziton selbst ein Qubit, so lange man sich in guter Na¨herung auf
zwei Energieniveaus beschra¨nken darf. Diese Forderung wird insbesondere in niedermensionalen
Halbleitermaterialien gut erfu¨llt, da das Exziton hier durch entsprechenden ra¨umlichen Einschluss
nur zwei Energiezusta¨nde einnehmen kann. Diese exzitonischen Qubits lassen sich mit Hilfe ge-
pulster zirkular-polarisierter Laser (meist im Terahertzbereich) anregen. Die Auswirkung dieser
Pulse wird anschließend entweder durch einen zweiten Laser – den so genannten probe-Laser –
oder durch eine Spannungs-/Strommessung (s. Abbildung 1.9b am Quantenpunkt abgefragt.
Den meisten dieser Materialien ist gemein, dass sie empfindlich auf Temperatureinflu¨sse und/oder
externe Magnetfelder reagieren. Das Relaxationsverhalten/die Dephasierung eines solchen Sys-
tems aufgrund dieser Sto¨rungen ist aber dennoch kein unlo¨sbares Problem im Sinne der Quan-
teninformaionsverarbeitung, wie in (Greilich et al. 2006) gezeigt wird.
Leider muss aber auch gesagt werden, dass die Technik bislang noch nicht in der Lage ist, die im
Kapitel 2 vorgeschlagenen Pulse hinreichend gut genug experimentell zu realisieren. Es existieren
zwar Pulsformer fu¨r optische Pulse, diese sind aber noch nicht so weit ausgereift, als dass sie mit
der Kernspinresonanz konkurrieren ko¨nnen.
1.3. Bisherige Arbeiten
1.3.1. Pulssequenzen
Aufgrund der Vielzahl an verschiedenen Systemen und Kopplungsmechanismen existiert auch
eine große Masse an Lo¨sungsvorschla¨gen, Dekoha¨renz zu unterdru¨cken.
Die einfachste Variante besteht derzeit darin, alle Schaltvorga¨nge eines mo¨glichen Quantenrech-
ners so schnell ablaufen zu lassen, dass die Koha¨renzzeiten weit gro¨ßer als die angesproche-
nen Schaltzeiten sind. Ein solches Vorgehen ist aber nur bedingt mo¨glich, da die experimentelle
Schaltungs- und Regeltechnik nicht beliebig schnell operieren kann.
26Korrekterweise mu¨sste man von Valenzniveau sprechen, was aber unu¨blich ist.
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Ein anderer Weg ist die so genannte Quantenfehlerkorrektur. Die meisten dieser Verfahren ba-
sieren darauf, mit einer Vielzahl an Zusta¨nden zu arbeiten und so – durch redundante Information
– Fehler aktiv zu korrigieren. Der Preis dieser Vorgehensweise besteht darin, dass viele Zusta¨nde
adressierbar sein mu¨ssen und diese gegebenenfalls austauschbar sein mu¨ssen. Oder aber, dass
am Ende der Rechnung neben den immer vorhandenen quantenmechanischen Erwartungswerten
zusa¨tzliche klassische Mittelwerte zur Ergebnisermittlung betrachtet werden mu¨ssen. Zusa¨tzlich
bieten solche Verfahren gerade im Bereich der Quantenkommunikation potentiellen Angreifern
Mo¨glichkeiten, sichere Kommunikationsprotokolle zu infiltrieren.
Im Fall der Kernspinresonanz und anderer Realisationen, die aktive Gatter benutzen, ist natu¨rlich
auch die Optimierung der verwendeten externen Kontrollen (Pulse) eine effektive Mo¨glichkeit,
Dekoha¨renzen zu unterdru¨cken. An diesem Punkt setzt diese Arbeit an.
Man kann aber davon ausgehen, dass ein voll funktionsfa¨higer Quantenrechner eine Mischung
der angesprochenen und anderer Methoden nutzen wird, da eine Methode allein nicht ausreichen
wird, alle Probleme zu beseitigen.
Mo¨chte man die Pulse dahingehend optimieren, die Koha¨renz zu verla¨ngern, so sind schon lange
Zeit so genannte Pulssequenzen, die eben dieses Ziel vor Augen haben, bekannt. Hier geht man
davon aus, dass man – mehr oder weniger – ideale Pulse27 zur Verfu¨gung hat und diese so zeitlich
aufeinander folgen la¨sst, dass mo¨gliche Dekoha¨renzen (insbesondere Dephasierungserscheinungen)
verschwinden, bzw. sich gegenseitig annihilieren.
Eine der ersten Vorschla¨ge einer solchen
”
Sequenz“ stellt das so genannte Hahn28 –Echo (Hahn
1950) dar. Der zeitliche Ablauf dieses Mehrpulsexperiments ist in Abbildung 1.10 gezeigt. Der
Anfang der Sequenz wird durch einen (idealen) 90°–Puls (pi/2) um die y–Achse eingeleitet. Da-
durch wird die Gleichgewichtsmagnetisierung von der z– auf die x–Achse rotiert. Nun pra¨zedieren
die einzelnen Spins mit ihrer jeweiligen Resonanzfrequenz. Dabei haben aber auch chemisch iden-
tische Spins aufgrund von Magnetfeldinhomogenita¨ten oder anderen unbekannten Kopplungen
abweichende Resonanzfrequenzen, so dass man bei Messung der x–Magnetisierung mit der Zeit
ein exponentiell abfallendes Signal erha¨lt. In Abbildung 1.10 ist dies durch den blauen und roten
Pfeil dargestellt, die sich unterschiedlich in der xy–Ebene bewegen.
Statt einer direkten Messung erfolgt in der Hahn–Sequenz nach dem ersten 90°–Puls eine War-
tezeit, in der die Spins – von außen unbeeinflusst29 – pra¨zedieren. Nach einer gewissen Zeit T
erfolgt ein Puls um die x–Achse um 180° (pi). Auf diese Weise kehrt sich der
”
Drehsinn“ der
Spinvektoren um, so dass sie nun wieder zuru¨ck zur x–Achse laufen.
Wartet man nun wieder die Zeitspanne T ab, so erha¨lt man ein versta¨rktes Signal am Ende
der Wartezeit. Das Hahn–Echo eignet sich daher zur Refokussierung von Wechselwirkungen wie
der chemischen Verschiebung oder der heteronuklearen Dipol-Dipol–Wechselwirkung. Fu¨r eine
ausfu¨hrlichere Behandlung des Hahn–Echos verweise ich auf (Suter & Bo¨hmer 2009).
Knapp zwei Jahre nach Vero¨ffentlichung des Hahn–Echos erfolgte die Erweiterung dieser Sequenz
auf eine Mehrpulssequenz durch Carr und Purcell (Carr & Purcell 1954). Dieses Verfahren wurde
vier Jahre spa¨ter (1958) durch Meiboom und Gill in leicht vera¨nderter Form nochmals formu-
liert (Meiboom & Gill 1958). Daher wird diese Sequenz als Carr–Purcell–Meiboom–Gill–Sequenz
(CPMG) bezeichnet. Eine Skizze dieser Sequenz ist in Abbildung 1.11 gezeigt. Der Unterschied
zwischen Carr–Purcell und Meiboom–Gill besteht in der Phasenverschiebung von 90° zwischen
dem initialen pi/2- und dem folgenden pi–Puls30. Dies hat zur Folge, dass sich CPMG robuster
hinsichtlich Abweichungen der einzelnen Pulse vom Drehwinkel pi verha¨lt.
27Also solche Pulse, die instantan auf genau eine Spinspezies wirken.
28Erwin Hahn (1921 - heute), U.S. amerikanischer Physiker
29Man spricht hier von
”
Freier Zeitentwicklung“ oder
”
Free Induction Decay“ (FID).
30Siehe (Slichter 1992, Kapitel 8.3).
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Abbildung 1.10 Schematische Darstellung des Hahn–Echos. Oben ist der zeitliche Verlauf
der Pulse nebst FID gezeigt, darunter befindet sich die Darstellung zweier Spins im rotierten Ko-
ordinatensystem. Unten ist die Phasenbeziehung der beiden dargestellten Spins wiedergegeben.
(Suter & Bo¨hmer 2009)
An dieser Stelle ist die Forschung nicht stehengeblieben. Allein durch wiederholtes Anwenden der
beiden vorgestellten Sequenzen ergibt sich eine Vielzahl an Variations- und Anwendungsmo¨glich-
keiten. Neben der analytischen Berechnung von Sequenzschemata existieren auch numerische
Verfahren, eine Sequenz bei gegebenem Modell zu finden. Als Beispiel sei hier (Stadelhofer 2006)
genannt. Hier wurden genetische Algorithmen genutzt, um Pulssequenzen zu generieren. Aber
auch daru¨ber hinaus gibt es eine Vielzahl an Verfahren, auf die ich hier aber nicht im Einzelnen
eingehen kann.
Allerdings will ich dennoch auf ju¨ngste Dortmunder Entwicklungen hinweisen. Na¨mlich die so ge-
nannten Uhrig Dynamical Decoupling- (UDD) Concatenated-UDD- (CUDD) Sequenzen. Diese
wurden in (Uhrig 2007) respektive (Uhrig 2009) vorgestellt und erfahren seitdem große Beach-
tung. Erst ku¨rzlich wurde diese Sequenz erfolgreich im Bereich der bildgebenden Kernspinreso-
nanz31 eingesetzt (Jenista et al. 2009).
Kerngedanke ist, die fu¨hrenden Ordnungen einer Zeitentwicklung zu unterdru¨cken. Dazu wird
eine Sequenz von n idealen Pulsen verwendet; die zu den Zeitpunkten
δj = t sin2 ( pij
2(n + 1)) . (1.3.1)
31Magnetic Resonance Tomography (MRT), Kernspintomographie
16 Peter Karbach
Numerische Untersuchungen optimierter Pulse 1.3. Bisherige Arbeiten
Abbildung 1.11 Skizze der CPMG–Sequenz (oben) und des zugeho¨rigen Signalverlaufs (un-
ten). Aus (Suter & Bo¨hmer 2009).
appliziert werden. Die Zeit t bezeichnet dabei die Gesamtdauer der Sequenz und j ist der Puls-
index j ∈ 1 . . . n). Anders als CPMG nutzt man hier also unterschiedliche Zeitabsta¨nde.
Im Fall der zusammengesetzten CUDD Variante wird diese Sequenz weiter verschachtelt und
die Zeiten t erhalten einen zusa¨tzlichen Index. Um eine Verbesserung bis zur Ordnung O(tl) zu
erzielen, werden 2l Pulse beno¨tigt. Seit geraumer Zeit wurde dieses Verhalten durch
”
Quadratic
DD“ (QDD) – welche lediglich eine quadratisch wachsende Zahl an Pulsen verwendet – verbessert,
wie in (West et al. 2010) numerisch und in (Pasini & Uhrig 2010) analytisch gezeigt wird.
Weitere Details zu diesen Sequenzen sprengen den Rahmen dieser Arbeit, daher beschra¨nke ich
mich auf die genannten Referenzen.
Bisher wurden aber aber nur wenige Schritte unternommen, den Einfluss eines Bades auf die Wir-
kung eines Pulses zu untersuchen. D.h. es werden nur Sequenzen zusammengesetzt aus idealen
Pulsen betrachtet. Ideale Pulse meinen solche Pulse, deren Wirkung instantan ist. Reale expe-
rimentelle Pulse besitzen jedoch eine gewisse Zeitdauer und sind in ihrer Amplitude beschra¨nkt
(s. Abbildung 2.1). Auch wenn noch viele andere Sto¨reinflu¨sse bei realen Pulsen existieren, sollen
diese Gro¨ßen (Dauer und Amplitude) im Vordergrund stehen.
Der naheliegende Schritt, statt idealer Pulse solche mit endlicher Dauer zu nutzen, wird bereits
angegangen. Als Beispiel sei hier (Uhrig & Pasini 2010) genannt, wo die im folgenden disku-
tierten Pulse (Kapitel 2.1 und 2.2) zu einer Sequenz aus realen Pulsen (RUDD) kombiniert und
eingehender analysiert werden.
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1.3.2. Pulsformung
Inhalt dieser Arbeit ist die Analyse und numerische Pru¨fung optimierter Pulse. Die genauen
Details werde ich in den folgenden Kapiteln 32 ausfu¨hren.
An dieser Stelle mo¨chte ich kurz auf Arbeiten anderer Gruppen eingehen. Die Idee, Kernspin-
systeme als Quantenrechner zu nutzen, ist nicht neu. Einige Methoden zur Unterdru¨ckung von
Dekoha¨renzen, wie zum Beispiel die Verwendung von Pulssequenzen (Abschnitt 1.3.1), wurden
bereits angesprochen. Aber auch die Pulse selber bedu¨rfen Anpassungen, um der jeweiligen ex-
perimentellen Situation gerecht zu werden. Spa¨testens bei Anwendungen der Quanteninforma-
tionsverarbeitung werden einfache Kontrollmechanismen nur in wenigen Fa¨llen ausreichen, um
zum Beispiel Dekoha¨renz hinreichend gut genug zu unterdru¨cken.
Als Vertreter der numerischen Verfahren zur Pulsoptimierung mo¨chte ich (Fortunato et al. 2002)
nennen. Hier wurden Modelle zweier Verbindungen (Alanin und Krotonsa¨ure) anhand gemesse-
ner Kopplungskonstanten aufgestellt. Die Pulsoptimierung wurde mit Hilfe einer Kostenfunktion
(Fidelity)
F = ⟨ Traceρthρout√
Traceρ2thρ
2
in
⟩ (1.3.2)
numerisch durchgefu¨hrt33. Ein Ergebnis dieser Optimierung ist in Abbildung 1.12 gezeigt.
Abbildung 1.12 Abbildung aus (Fortunato et al. 2002). Gezeigt ist der zeitliche Verlauf eines
fu¨r drei Spins (Alanin) optimierten pi/2 Pulses (durchgezogene Linie) sowie die Phasenbeziehung
der angelegten Felder (gestrichelte Linie).
Kennt man die Kopplungsparameter eines Systems und u¨bersteigt dessen Komplexita¨t nicht die
Grenzen des Berechenbaren, so erzielt man auf diese Weise gute Resultate. Allerdings sind diese
Ergebnisse nur fu¨r eine kleine Klasse von Systemen anwendbar, da die Pulse sehr individuell
generiert wurden und man zudem nur wenige Informationen u¨ber die Zusammenha¨nge zwischen
optimierten Puls und Probensystem erha¨lt.
Neben numerischen Verfahren existieren auch analytische Rechnungen, Pulse fu¨r bestimmte Auf-
gaben und Modellsysteme zu optimieren. Hervorheben mo¨chte ich die Arbeiten von Cummins et
al. (Cummins & Jones 2000; Cummins et al. 2003). Hier wurden Methoden – wie die Magnus-
Entwicklung – verwandt, die auch in in den Abschnitten 2.1 und 2.2 zur Anwendung kommen.
Zudem zeigte sich, dass die dort gefundenen CORPSE-/SCORPSE-Pulse auch Lo¨sungen der von
uns aufgestellten Integralgleichungen (2.1.40) und (2.2.38) darstellen.
32Insbesondere Kapitel 2.1 und 2.2
33ρin bezeichnet den Dichteoperator eines Anfangszustands, ρout den des Endzustands und ρth den des theoretisch
erwarteten Endzustands.
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Allerdings betrachten Cummins et al. sowohl eine andere Ziel- als auch Modellvorgabe als die
unsere. Dort wurde na¨mlich das Ziel der vollen Entkopplung des Spins von seiner Umgebung
Up(τp,0) = Pθ (1.3.3)
angestrebt. Up(τp,0) beschreibt die Zeitentwicklung des Systems unter Wirkung des Pulses (im
Zeitraum 0 . . . τp, die bei Cummins et al. dem idealen Puls mit Drehwinkel θ entsprechen soll.
Unser Anspruch hingegen ist in Abschnitt 2.1 durch
Up(τp,0) = e− i(τp−τs)H Pθ e− i τsH (1.3.4a)
bzw. in Abschnitt 2.2 durch
Up(τp,0) = e− i τpHb Pθ (1.3.4b)
charakterisiert. Die Gro¨ße τs bezeichnet den ”
Schwerpunkt“ eines Pulses, die HamiltonoperatorenH und Hb repra¨sentieren den Hamiltonoperator des Gesamtsystems bzw. des Bades.
Daru¨berhinaus unterscheiden sich auch die betrachteten Modelle, wa¨hrend Cummins et al. hauptsa¨chlich
Modelle ohne eigensta¨ndige Baddynamik betrachten, ist eben dies wesentlicher Bestandteil un-
serer Analysen.
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2. Analytische Resultate
2.1. Pulsoptimierung I
Wichtige Arbeiten
Pasini et al. 2008
Pasini, S. ; Fischer, T. ; Karbach, P. ; Uhrig, G. S.: Optimization of short coherent con-
trol pulses. In: Phys. Rev. A 77 (2008), Nr. 3, 032315. – DOI 10.1103/PhysRevA.77.032315
2.1.1. Einleitung
The coherent control of a small quantum system is considered. For a two level system
coupled to an arbitray bath we consider a pulse of finite duration. We derive the lea-
ding and next–leading order corrections to the evolution due to the noncommutation
of the pulse and the bath Hamiltonian. The conditions are computed that make the
leading corrections vanish. The pulse shapes optimized in this way are given for pi
and pi/2 pulses.
Abstract von Pasini et al. (2008).
Wie man der englischen Zusammenfassung entnehmen kann, wollen wir die Kopplung eines Zwei-
niveausystems (dargestellt durch einen Spin–1/2) an ein beliebiges Bad untersuchen. Wir betrach-
ten einen Hamiltonoperator der Art
H =Hb + λAσz . (2.1.1)
A und Hb enthalten dabei nur Operatoren, die auf dem Hilbertraum des Bades operieren, oder
anders ausgedru¨ckt [A,σi ] = [Hb, σi ] = 0 i ∈ {x, y, z} . (2.1.2)
Als interne Energieeinheit des Bades definieren wir die skalare Gro¨ße ωb. Dieses Modell besitzt
keine Spinflipterme (σ+ oder σ− bzw. σx oder σy) daher kommt es in dieser Betrachtung zu keiner
Spin-Gitter–Relaxation (die Relaxationszeit T1 → ∞)1. Exemplarisch sei hier ein Spin–Boson–
Modell angegeben H =∑
i
ωib
†
ibi + σz∑
i
λi(b†i + bi) . (2.1.3)
Dabei wu¨rden die Parameter zu λ = maxi λi, A = ∑i(λi/λ)(b†i + bi) und ωb = maxi ωi bestimmt.
Das externe Kontrollfeld (Puls) wird u¨ber
H0 = v(t)σy (2.1.4)
1Man bedenke aber, dass der Begriff der Relaxation/Dephasierung vom jeweiligen Kontext abha¨ngt. Das heißt
zum Beispiel, dass in manchem Umfeld auch Pulseffekte zur Dekoha¨renz geza¨hlt werden.
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dargestellt. Hierbei beschreibt die skalare Funktion v(t) die Zeitabha¨ngigkeit des Pulshamilton-
operators. Die Kopplung an das Feld geschieht in y–Richtung des Zentralspins. Als vereinfachen-
de Annahme wird davon ausgegangen, dass die Badspins nicht direkt durch den Puls beeinflusst
werden. Eine Verallgemeinerung der Rechnungen hinsichtlich einer Ankopplung in der Art
H0 = v⃗(t)σ⃗ (2.1.5)
findet man in Referenz (Pasini & Uhrig 2008). Dort werden a¨hnliche Betrachtungen wie im
Folgenden gemacht. Da diese Verallgemeinerung aber hier nicht numerisch ausgewertet wird,
beschra¨nke ich mich in meiner Beschreibung auf den vereinfachten Fall (2.1.1).
In (Fauseweh et al. 2011) werden diese Modelle um frequenzmodulierte Pulse und zeitabha¨ngiges
Bad erweitert. Auch hier werden pi- und pi/2–Pulse, die die erste und zweite Ordnung in der
Pulsdauer optimieren, gefunden.
Die Zeitentwicklung des Systems fu¨r die Gesamtdauer des Pulses (von t = 0 bis t = τp) wird durch
Up(τp,0) = T [exp(− i∫ τp
0
H0(t)dt − iHτp)] (2.1.6)
beschrieben. Auf die Bedeutung des Zeitordnungsoperators T wird in Anhang A.1.1 genauer
eingegangen. Da [H,Hb ] ≠ 0 gilt, ist (2.1.6) nicht ohne weiteres auswertbar.
Weiterhin definiert man die Stammfunktion der Pulsamplitude als
ϕ(t) ∶= ∫ t
τs
v(t′)dt′ . (2.1.7)
Der noch unbestimmte Integrationszeitpunkt τs ∈ [0, τp] wird der Zeitpunkt sein, den der ideale
δ–artige Puls hat.
Den gewu¨nschten Drehwinkel θ erha¨lt man als das Doppelte der Fla¨che der Pulsamplitude2, d.h.
θ ∶= 2Φ = 2(ϕ(τp) − ϕ(0)) = ψ(τp) − ψ(0) . (2.1.8)
Hierbei wurde zur Vereinfachung ψ(t) = 2ϕ(t) eingefu¨hrt. Im spa¨ter betrachteten Grenzfall τp → 0
muss der Drehwinkel und somit die Fla¨che konstant bleiben.
Nun gilt es, die Funktion v(t) so zu bestimmen, dass im Rahmen der – spa¨ter erfolgenden –
Na¨herungen der reale Puls einem idealen Puls zum Zeitpunkt τs entspricht.
2.1.2. Allgemeine Formeln
Wa¨hrend sich viele Publikationen (wie z.B. (Cummins & Jones 2000)) der vollen Unterdru¨ckung
der Dekoha¨renz unter Wirkung eines Pulses widmen, ist unser Ziel moderater gefasst. Uns geht
es darum, Pulse zu formulieren, die einen idealen instantanen Puls zu einem bestimmten Zeit-
punkt τs umgeben von freier Zeitentwicklung des vollen Systems darstellen. Anders ausgedru¨ckt,
verfolgen wir die Entkopplung des Pulses und des Spinsystems.
Wir gehen davon aus, dass dieses Ansinnen realistischer umzusetzen ist als eine volle Entkopp-
lung. Insbesondere, wenn allgemeine dynamische Badsysteme auftreten. Sollte dennoch eine volle
Entkopplung erforderlich sein, kann dies ggf. durch Pulssequenzen (siehe Abschnitt 1.3.1) erreicht
werden.
Mathematisch formuliert ergibt sich daher das folgende Ziel. Die idealisierte Zeitpropagation
Up(τp,0) wird in drei Bestandteile zerlegt. Es beginnt mit der freien Evolution im Zeitraum
2Der Faktor 2 ist no¨tig, da spa¨ter mit Paulimatrizen und nicht mit Spinoperatoren gearbeitet wird..
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[0, τs]. Es folgt zum Zeitpunkt τs ein idealer Puls vom Drehwinkel θ. Abschließend erfolgt eine
weitere freie Entwicklung3 im Zeitraum [τs, τp]. In Formeln ausgedru¨ckt bedeutet dies
Up(τp,0) ≈ exp (− i(τp − τs)H) Pθ exp (− i τsH) . (2.1.9)
Um diesem Ziel nahezukommen, betrachten wir die Zeitpropagation in zwei Intervallen (vor und
nach τs).
Up(τp,0) = up(τp, τs)up(τs,0) (2.1.10)
Daraus begru¨nden sich die Ansa¨tze der beiden Teilpropagatoren up(τp, τs) und up(τs,0)
up(τp, τs) = exp (− i(τp − τs)H) exp(− iσy ∫ τp
τs
v(t)dt)U2(τp, τs) (2.1.11a)
up(τs,0) = U1(τs,0) exp(− iσy ∫ τs
0
v(t)dt) exp (− i τsH) . (2.1.11b)
Die beiden bislang unbekannten Operatoren U1(τs,0) und U2(τs, τp) stellen Korrekturen dar, die
no¨tig sind, da allgemein [H,H0 ] ≠ 0 gilt. Aber man wird versuchen, diese Operatoren durch
geschickte Wahl der Pulsparameter an den Einheitsoperator 1 anzugleichen. Gelingt es z.B.
UF ∶= U2(τp, τs)U1(τs,0) = 1+O(τ2p ) (2.1.12)
zu erreichen, so ha¨tte man in linearer Ordnung in τp
Up(τp,0) = exp (− i(τp − τs)H) exp(− iσy ∫ τp
0
v(t)dt) exp (− i τsH) (2.1.13)
erzielt, was genau dem gewu¨nschten Ziel entspricht, na¨mlich der Entkopplung von Puls und
System.
Nun aber wieder zuru¨ck zur Berechnung der unita¨ren Korrekturen U1 und U2. Beide Funktio-
nen werden mit Hilfe der Schro¨dingergleichung bestimmt. Betrachten wir zuerst U2 zu einem
Zeitpunkt τ , der im Intervall ]τs, τp] liegt
Up(τ, τs) = e− i ∆τ H exp(− i∫ τ
τs
H0 dt)U2(τ, τs) . (2.1.14)
Hier wurde die abku¨rzende Schreibweise
∆x ∶= x − τs (2.1.15)
benutzt.
Die Schro¨dingergleichung
i∂τUp(τ, τs) = [H0(τ) +H]Up(τ, τs) (2.1.16)
liefert nach Einsetzen von (2.1.14)
[He− i ∆τ H +e− i ∆τ HH0] exp(− i∫ τ
τs
H0(t)dt)U2(τ, τs)
+ ie− i ∆τ H exp(− i∫ τ
τs
H0(t)dt)∂τU2(τ, τs)
= [H0(τ) +H]e− i ∆τ H exp(− i∫ τ
τs
H0(t)dt)U2(τ, τs) . (2.1.17)
3Mit freier Entwicklung ist hier gemeint, dass sich das System nur unter H zeitlich entwickelt.
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Die Terme proportional zu H heben sich gegeneinander weg, so dass
i∂τU2(τ, τs) = [H˜0(τ) −H0(τ)]U2(τ, τs) (2.1.18)
mit H˜0(τ) ∶= exp(i∫ τ
τs
H0(t)dt)ei ∆τ HH0(τ)e− i ∆τ H exp(− i∫ τ
τs
H0(t)dt) (2.1.19)
verbleibt. Mit Hilfe des Zeitordnungsoperators T ko¨nnen wir die Lo¨sung
U2(τ, τs) = T [exp(− i∫ τ
τs
F (t)dt)] (2.1.20)
mit
F (t) ∶= H˜0(t) −H0(t) (2.1.21)
formulieren. Wu¨rden die Hamiltonoperatoren H und H0(t) vertauschen, wu¨rde F (t) verschwin-
den. Dies ist im Allgemeinen gleichbedeutend mit verschwindender Kopplung zwischen Spin und
Bad. Man beachte, dass fu¨r F (t) in fu¨hrender Ordnung
F (t) = O(tλ) (2.1.22)
gilt. Im Folgenden wird F (t) als Reihe in H entwickelt. Konkret bedeutet das eine Entwicklung in
den Parametern tλ und tω, was einer Entwicklung in der Pulsla¨nge τp entspricht
4. Somit ist der
gewa¨hlte Ansatz geeignet, unser Ziel – eine Entwicklung fu¨r kurze Pulsdauern – zu realisieren.
Die Funktion F (t) kann kompakt als
F (t) = v(t) (eiσyϕ(t) σy(∆t)e− iσyϕ(t) −σy) (2.1.23)
geschrieben werden, wobei
σy(∆t) ∶= ei ∆tH σy e− i ∆tH (2.1.24)
definiert wurde.
Mit analogen Schritten wie denen zur Bestimmung von U2 na¨hern wir uns nun U1
Up(τs, τ) = U1(τs, τ)eiϕ(τ)σy ei ∆τ H mit τ ∈ [0, τs[ . (2.1.25)
Zur Lo¨sung benutzt man die komplex konjugierte Schro¨dingergleichung
− i∂τUp(τs, τ) = Up(τs, τ) [H˜0(τ),H] , (2.1.26)
wobei man ausnutzt, dass
U †p(t1, t2) = Up(t2, t1) (2.1.27)
gilt. Einsetzen liefert − i∂τU1(τs, τ) = U1(τs, τ)F (τ) , (2.1.28)
wobei F (t) gleich dem in Gleichung (2.1.21) definierten ist. Formale Integration liefert
U1(τs, τ) = T [exp(− i∫ τs
τ
F (t)dt)] . (2.1.29)
Kombiniert man nun die Korrekturterme U1 und U2, so erha¨lt man
Up(τp,0) = Up(τp, τs)Up(τs,0)= e− i(τp−τs)H e− iσyϕ(τp)UF (τp,0)eiσyϕ(0) e− i τsH (2.1.30)
4Die Parameter λ bzw. ω stehen dabei stellvertretend fu¨r die charakteristische Energieskala der Kopplungspara-
meter λi des Spins mit dem Bad und der ωi also der badinternen Kopplungen.
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mit (vergleiche (2.1.12))
UF (τp,0) = U2(τp, τs)U1(τs,0)= T [exp(− i∫ τp
τs
F (t)dt)]T [exp(− i∫ τs
0
F (t)dt)]
= T [exp(− i∫ τp
0
F (t)dt] . (2.1.31)
Die letzte Umformung ist mo¨glich, da die Integralgrenzen der zweiten Formelzeile in (2.1.31) so
liegen, dass die globale Zeitordnung der letzten Formelzeile keinen Unterschied darstellt.
Mit diesem Ausdruck hat man die Abweichung des realen Pulses vom idealen Puls als zeitgeord-
netes Produkt der Funktion F (t) dargestellt.
2.1.3. Entwicklung bis zur zweiten Ordnung
Im na¨chsten Schritt soll v(t) so gewa¨hlt werden, dass die Korrekturen UF mo¨glichst nahe der
Identita¨t 1 liegen liegen. Da die Funktion F (t) von der Ordnung O(tλ) ist und somit mit tλ→ 0
verschwindet, bildet die Entwicklung nach F ein ada¨quates Mittel. Konkret benutzen wir hierzu
die Magnus-Entwicklung (Magnus 1954), auf die in Anhang A.1.2 na¨her eingegangen wird, und
sortieren die resultierenden Terme anschließend nach Potenzen von tλ bzw. tω. Der Vorteil dieser
Vorgehensweise ist, dass hier auf bekannte Resultate zuru¨ckgegriffen werden kann.
Die Magnus-Entwicklung von UF (2.1.31) erzeugt
UF (τp,0) = e− i τp(F (1)+F (2)+F (3)+...) (2.1.32a)
mit
F (1) = 1
τp
∫ τp
0
f(t)dt , (2.1.32b)
F (2) = − i
2τp
∫ τp
0
dt1∫ t1
0
dt2 [F (t1), F (t2) ] . (2.1.32c)
Im na¨chsten Schritt entwickelt man F (t) in ∆t, dabei nutzt man die Identita¨t
σy(∆t) = σy + ∞∑
n=1
in
n!
(∆t)n JH, σy Kn . (2.1.33)
Der Ausdruck J . . . , . . . K steht dabei fu¨r verschachtelte Kommutatoren im Sinne von
JH, σy K1 = [H, σy ] = −2 iσxλA , (2.1.34a)JH, σy K2 = [H, [H, σx ] ] = −2 iσxλ [Hb,A ] + 4σyλ2A2 , (2.1.34b)JH, σy K3 = [H, [H, [H, σy ] ] ] = . . . . (2.1.34c)
Damit erha¨lt man schließlich
σy(∆t) − σy = 2σx∆t λA + (iσxλ [Hb,A ] − 2σyλ2A2) (∆t)2 +O(∆t3) . (2.1.35)
Unter Benutzung elementarer Umformungen wie
eiσyϕ(t) σx e− iσyϕ(t) = cos(ψ)σx + sin(ψ)σz (2.1.36)
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gelingt es, UF als Reihe in t darzustellen
UF (τp,0) = e− i(η(1)+η(2)+...) , (2.1.37)
mit
η(1) = (η11σx + η12σz)λA (2.1.38a)
und
η(2) = i(η21σx + η22σz)λ [Hb,A ] + η23σyλ2A2 . (2.1.38b)
Die Operatoren η(1) und η(2) sind dabei dimensionslos, was durch die einheitenbehafteten Koef-
fizienten ηij gewa¨hrleistet wird. Diese sind durch die Integrale
η11 ∶= (τp − τs) sinψ(τp) + τs sinψ(0) − ∫ τp
0
dt sinψ(t)
η12 ∶= (τp − τs) cosψ(τp) + τs cosψ(0) − ∫ τp
0
dt cosψ(t)
η21 ∶= (τp − τs)2
2
sinψ(τp) − τ2s
2
sinψ(0) − ∫ τp
0
dt∆t sinψ(t)
η22 ∶= −(τp − τs)2
2
cosψ(τp) + τ2s
2
cosψ(0) + ∫ τp
0
dt∆t cosψ(t)
η23 ∶= (τp − τs)τs sin θ − τs∫ τp
0
sin(ψ(t) − ψ(0))dt
− (τp − τs)∫ τp
0
sin(ψ(τp) − ψ(t))dt
+ 1
2
∬ τp
0
dt1 dt2 sin (ψ(t1) − ψ(t2)) sgn(t1 − t2) .
(2.1.39a)
(2.1.39b)
(2.1.39c)
(2.1.39d)
(2.1.39e)
gegeben. Etwas kompakter kann man diese Gleichungen nach partieller Integration folgenderma-
ßen
η11 = 2∫ τp
0
∆t v(t) cos(ψ(t))dt ,
η12 = 2∫ τp
0
∆t v(t) sin(ψ(t))dt ,
η21 = ∫ τp
0
(∆t)2v(t) cos(ψ(t))dt ,
η22 = ∫ τp
0
(∆t)2v(t) sin(ψ(t))dt ,
η23 = −2∫ τp
0
(∆t)2v(t)dt + 4∫ τp
0
dt1∫ t1
0
dt2∆t1 ∆t2 v1v2 sin(ψ1 − ψ2) .
(2.1.40a)
(2.1.40b)
(2.1.40c)
(2.1.40d)
(2.1.40e)
formulieren. Abku¨rzend wurden der doppelte zeitabha¨ngige Drehwinkel ψi statt ψ(ti) und die
Pulsamplitude vi statt v(ti) (i ∈ [1,2]) genutzt. Die letzte Zeile in (2.1.40e) entsteht aus dem
Kommutator [F (t1), F (t2) ] = ∆t1 ∆t2 v1v2 ([σz, σx ] sinψ1 cosψ2+ [σx, σy ] cosψ1 sinψ2)λ2A2= 2 i ∆t1 ∆t2 v1v2 σy sin(ψ1 − ψ2)λ2A2 . (2.1.41)
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2.1.4. Optimierte Pulse
Um nun optimierte Pulse zu generieren, wa¨hlt man eine allgemeine Pulsform (stu¨ckweise kon-
stant, Fourierreihe, . . . ) und bestimmt die freien Parameter (Amplituden, Zeitintervalle) analy-
tisch bzw. numerisch so, dass die Entwicklungskoeffizienten ηij aus Gleichung (2.1.38) mo¨glichst
verschwinden. Die Zahl der freien Parameter wird gema¨ß der gewu¨nschten Ordnung des zu opti-
mierenden Pulses gewa¨hlt.
2.1.4.1. Lineare Ordnung
Will man die Terme linearer Ordnung zum Verschwinden bringen, d.h. η(1) = 0 bzw. η11 = η12 = 0,
so erha¨lt man aus (2.1.39a) und (2.1.39b) die Gleichungen
0 = (τp − τs) sin (ψ(τp)) + τs sin (ψ(0)) − ∫ τp
0
sin (ψ(t)) dt (2.1.42a)
0 = (τp − τs) cos((ψ(τp)) + τs cos (ψ(0)) − ∫ τp
0
cos (ψ(t)) dt . (2.1.42b)
Diese Gleichungen sind symmetrisch unter der Transformation t→ τp−t. Erfu¨llt die Feldamplitude
v(t) die Gleichungen (2.1.42), so erfu¨llt v(τp − t) sie auch fu¨r τp − τs.
2.1.4.2. Zweite Ordnung
Auch die zweite Ordnung η(2) kann man durch partielle Integration so schreiben, dass der Feld-
verlauf v(t) nicht explizit auftritt
η21 = (τp − τs)2
2
sin (ψ(τp)) − τ2s
2
sin (ψ(0)) − ∫ τp
0
∆t sin (ψ(t))dt (2.1.43a)
η22 = −(τp − τs)2
2
cos (ψ(τp)) + τ2s
2
cos (ψ(0)) − ∫ τp
0
∆t cos (ψ(t))dt (2.1.43b)
η23 = (τp − τs)τs sin(θ) − τs∫ τp
0
sin (ψ(t) − ψ(0))dt
− (τp − τs)∫ τp
0
sin (ψ(τp) − ψ(t))dt
+ 1
2
∬ τp
0
sin (ψ(t1) − ψ(t2)) sgn(t1 − t2) dt1 dt2 . (2.1.43c)
wobei sgn(x) das Vorzeichen von x liefert.
Zur Optimierung der ersten und zweiten Ordnung muss man also insgesamt fu¨nf Gleichungen
((2.1.42) und (2.1.43)) erfu¨llen. Die minimale Anzahl der beno¨tigten Parameter (inklusive τs)
betra¨gt somit auch fu¨nf.
Durch Symmetrieargumente la¨sst sich diese Rechnung weiter vereinfachen. Betrachtet man sym-
metrische Pulse τs = τp/2, so ist ψ(t) eine ungerade Funktion5 um τs. So verschwinden die Ko-
effizienten η11 und η22 wegen ihrer Antisymmetrie. Es verbleiben lediglich drei zu erfu¨llende
Bedingungen.
5Erinnerung: 2v(t) = ∂tψ(t).
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2.1.4.3. Grenzen der Na¨herung
Leider ist es unmo¨glich einen pi–Puls in dritter Ordnung zu generieren, also η(1) = η(2) = 0
zu erreichen.
Zum Beweis dieser Aussage vereint man die reellen Gleichungen (2.1.43a) und (2.1.43b) zu einer
komplexen Gleichung
0 = τ2s eiψ(0) −(τp − τs)2 eiψ(τp) +2∫ τp
0
∆t eiψ(t) dt . (2.1.44)
Im Falle eines pi–Pulses, also θ = ψ(τp) − ψ(0) = ψ⇒ ei θ = −1, ergibt sich
τ2s + (τp − τs)2 = −2∫ τp
0
∆t ei(ψ(t)−ψ(0)) dt
≤ 2∫ τp
0
∣∆t∣ dt≤ τ2s + (τp − τs)2 . (2.1.45a)
Diese Ungleichung bzw. Gleichung kann nur erfu¨llt werden, wenn der Exponent der ersten Zeile
ψ(t) − ψ(0) bei ∆t = t − τs = 0, seinen Wert von -1 auf 1 sprunghaft wechselt. Dies entspricht
einem instantanten idealen Pulse unendlicher Amplitude, was experimentell nicht erreichbar ist6.
Somit ist gezeigt, dass ein pi–Puls nicht in zweiter Ordnung korrigiert werden kann.
Trotz intensiver Suche gelang es nicht einen pi/2–Puls zu generieren, der die zweite Ordnung ga¨nz-
lich optimiert. Die besten Resultate lagen bei η23 ≈ 10−2. Ob weiteren Verbesserungen grundsa¨tz-
liche Aspekte entgegenstehen, oder ob mit anderen Methoden, wie der Verwendung anderer Opti-
mierungsalgorithmen oder anderer Pulsformen (anstelle stu¨ckweise konstanter), bessere Resultate
erzielt werden ko¨nnen, bleibt vorerst offen.
Eine mo¨gliche Antwort auf das Problem der pi–Pulse ist die Durchfu¨hrung zweier pi/2–Pulse nach-
einander. Dies ist aber im Rahmen der hier gemachten Betrachtung nicht mo¨glich. Gema¨ß Glei-
chung (2.1.30) findet vor und nach dem idealen Puls eine Zeitentwicklung statt. Somit ko¨nnen
Pulse gro¨ßerer Drehwinkel nicht durch additive Anwendung kleinerer Drehwinkel gema¨ß H er-
zeugt werden.
2.1.4.4. Idealpuls am Ende des Realpulses (τp = τs)
Vom experimentellen Standpunkt aus wa¨re es interessant, einen Puls zu generieren, dessen Wir-
kung sich erst am Ende des realen Pulses entfaltet, d.h. fu¨r den τp = τs gilt. Bei einem solchen
Puls wa¨re es mo¨glich, die resultierende Wirkung/Antwort des Systems viel schneller als sonst zu
messen.
Leider ist dieser Wunsch hier nicht realisierbar. Dazu betrachten wir die Gleichungen (2.1.40a)
und (2.1.40b) und kombinieren diese zu einer komplexen Gleichung
0 = τp eiψ(0) −∫ τp
0
eiψ(t) dt . (2.1.46)
Wieder gelingt es, eine Abscha¨tzung zu treffen
τp = ∫ τp
0
ei(ψ(t)−ψ(0)) dt ≤ ∫ τp
0
1 dt = τp . (2.1.47)
6Andernfalls wa¨ren unsere Bemu¨hungen und Rechnungen von vornherein sinnlos.
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Diese Abscha¨tzung kann nur durch ein ψ(t) erfu¨llt werden, das stu¨ckweise konstant mit Spru¨ngen
um 2pi ist. Das Feld v(t) entspra¨che dabei einem instantanen Puls unendlicher Sta¨rke, also einem
idealen δ-Puls.
Somit ist es schon in linearer Ordnung unmo¨glich, τp = τs exakt zu erreichen.
Auch wenn damit der Fall τp = τs nicht erreichbar ist, kann man versuchen, dies na¨herungs-
weise zu realisieren und τs mo¨glichst nahe an τp heranzubringen. Die angesprochene wachsende
Feldamplitude wird dabei aber immer problematisch bleiben.
2.1.4.5. Ergebnisse der Optimierung
Stu¨ckweise konstante Pulse lassen sich relativ leicht numerisch analysieren, da der Hamiltonopera-
tor in den jeweiligen Zeitintervallen zeitlich konstant ist. Somit la¨sst sich die zeitliche Entwicklung
in den einzelnen Intervallen als e− iH∆t schreiben. Den vollen zeitlichen Propagator erha¨lt man
durch Multiplikation der einzelnen Propagatoren.
Derartige Pulse sind auch experimentell von Bedeutung, da diese eine Standardtechnik der Kern-
spinresonanz darstellen. Natu¨rlich muss man dabei aber auch im Auge behalten, dass eine expe-
rimentelle Realisierung auch von unseren realen Pulsen abweicht.
So ist es im Experiment u.a. schwierig bis unmo¨glich, den
”
Umschaltvorgang“ exakt zu gewa¨hr-
leisten. Hier kommt es oft zu sogenannten Rampen, d.h. statt einem instantanen Umschalten
dauert dieser Vorgang eine kurze Zeit und man hat einen Anstieg/Abfall der Amplitude u¨ber ein
gewisses Zeitintervall.
Auch kann es bei den Schaltvorga¨ngen zu U¨ber-/Unterschwingungen kommen, d.h. die Amplitu-
de betra¨gt nicht sofort den gewu¨nschten Wert, sondern braucht eine gewisse
”
Einschwingzeit“.
Diese Effekte sind in Abbildung 2.1 skizziert. Natu¨rlich sind die experimentellen Abweichungen
auch durch die zur Verfu¨gung stehenden Materialien, wie Schwingkreise, etc. bestimmt. Weitere
experimentelle Herausforderungen und passende Lo¨sungen werden u.a. in Referenz (Vega 2004)
besprochen.
Zeit
Fe
ld
gewünschter Puls
experimenteller Puls
Abbildung 2.1 Skizze eines realistischen Pulses verglichen mit dem idealisierten stu¨ckweise
konstanten Puls..
Die stu¨ckweise konstanten Pulse werden generiert, in dem die η–Gleichungen ((2.1.38) nur hin-
sichtlich der Umschaltzeiten (bzw. der Segmentdauern) optimiert werden. Sind diese gefunden,
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wird eine alternierende Amplitude A so bestimmt, dass die Pulsfla¨che dem gesuchten Drehwinkel
Θ = 2Φ entspricht7. In Formeln bedeutet das
∆T =∑
j
(−1)jτi (2.1.48a)
A = Φ
∆T
. (2.1.48b)
Im Rahmen dieser Arbeit wurden aufgrund des hohen Interesses an pi- bzw. pi/2–Pulse nur eben
solche eingehender untersucht, d.h.
Φ ∈ {pi
2
,
pi
4
} . (2.1.49)
Wir unterscheiden dabei symmetrische (τs = τp/2) und asymmetrische Pulse. Die Wahl symme-
trischer Pulse erleichtert die Optimierung, da Gleichung (2.1.43a) bereits automatisch erfu¨llt ist.
Der symmetrische pi–Puls U1 ist gleich dem von Cummins et al. gefundenen SCORPSE–Puls (s.
Cummins & Jones 2000; Cummins et al. 2003).
Die hier gezeigten Ergebnisse fußen dabei aber auf anderen Annahmen und Zielen. als die von
Cummins et al.. Wa¨hrend Cummins et al. versuchen, eine Pulsform zu finden, fu¨r die
Up(τp,0) ≈ Pθ (2.1.50a)
gilt, ist unser Ziel
Up(τp,0) ≈ exp (− i(τp − τs)H) Pθ exp (− i τsH) , (2.1.50b)
zu realisieren. Der Propagator Pθ meint hier den idealen δ–Puls.
Zusammengefasst, zielen Cummins et al. auf eine volle Elimination der Badeinflu¨sse ab,
wohingegen wir
”
nur“ die zeitliche Trennung der Evolution von Puls und Spin anstreben.
Nur im Fall eines pi–Pulses unter statischer Kopplung H ∝ σz mit τs = τp/2 entsprechen sich beide
Ziele, da dann aus (2.1.50b)
e− i τp/2 aˆ σz Ppi e− i τp/2 aˆ σz = Ppi e+ i τp/2 aˆ σz e− i τp/2 aˆ σz = Ppi (2.1.51)
also (2.1.50a) wird8.
Die folgenden Tabellen (2.1, 2.2 und 2.3) zeigen eine U¨bersicht der analysierten Pulse. Der
Vollsta¨ndigkeit halber sind hier auch nicht-optimierte einfache Pulse (SGLxxx) aufgefu¨hrt, die
spa¨ter zum Vergleich herangezogen werden. Da – wie bereits erwa¨hnt – die Genauigkeit der Seg-
mentdauern die Qualita¨t der Pulse bestimmt und daraus die Amplituden berechnet werden, wird
in diesen Tabellen die Amplitude nur auf wenige Nachkommastellen angegeben. In den eigentli-
chen Programmla¨ufen wurde eine ho¨here Genauigkeit genutzt, die sich auch auf die Qualita¨t der
Ergebnisse auswirkt.
7Der Faktor 2 korrigiert den Faktor 1/2 der Spinmatrizen.
8Der ideale pi–Puls Ppi ist proportional zu σx. aˆ ist hier ein Operator des Bades.
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# Segmente τs Dauern
τi [τp] Ampl. [τ−1p ] ηij [τ−ip ]
U1 (UPi) Abb. 2.2a
3 0.5 τ1 = 1/7
τ2 = 5/7
τ3 = 1/7
±76pi η21 = 0.044 006
η22 = −1 × 10−15
η23 = 0.122 93
SGLPi (SGL1) Abb. 2.2b
1 0.5 τ1 = 1 pi η11 = 0
η12 = 0.636 62
ASY1 (ASYPi) Abb. 2.2c
2 0.3408450569 τ1 = 0.75
τ2 = 0.25 ±pi η21 = −0.006 530 3η22 = −0.184 95
η23 = 0.180 87
ASY2 Abb. 2.2d
3 0.5 τ1 = 1/13
τ2 = 5/13
τ3 = 7/13
±136 pi η21 = 0.124 50
η22 = −0.147 83
η23 = −0.001 740 2
Tabelle 2.1 Tabelle der pi–Pulse. Neben den Namen der Pulse (in Klammern alternative Be-
zeichnungen) sind die Referenzen zu den zugeho¨rigen Abbildungen angegeben. Die erste Spalte
(# Segmente) gibt die Zahl der Segmente des jeweiligen Pulses an; der Zeitpunkt τs bezeich-
net den
”
Schwerpunkt“ der Pulse in Einheiten der Pulsla¨nge τp; die Spalte Dauer gibt die
Zeitintervalle der einzelnen Pulssegmente in Einheiten von τp an; Ampl. gibt die Amplitude
des jeweiligen Segments in Einheiten von τ−1p an; die Koeffizienten ηij (vergleiche Gleichungen
(2.1.42) und (2.1.43)) sind in der fu¨nften Spalte angegeben. Sofern nicht explizit angegeben,
sind die Koeffizienten niedrigerer Ordnung gleich Null. Die Einheit der ηij richtet sich nach der
Ordnung i in Einheiten von τ−ip .
# Segmente τs Dauern
τi [τp] Ampl. [τ−1p ] ηij [τ−ip ]
U2 (UPi2) Abb. 2.3a
3 0.5 τ1 = 0.131 549 787 5
τ2 = 0.736 900 425
τ3 = 0.131 549 787 5
±1.6577 η21 = −0.013 05
η22 = 0
η23 = 0.051 51
SGLPi2 Abb. 2.3b
1 0.5 τ1 = 1 pi/2 η11 = 0
η12 = 0.193 210
ASY3 (ASYPi2) Abb. 2.3c
2 0.2312820394 τ1 = 0.782 20
τ2 = 0.2178 ±1.391 16 η21 = −0.012 80η22 = −0.056 90
η23 = 0.089 01
ASY4 Abb. 2.3d
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# Segmente τs Dauern
τi [τp] Ampl. [τ−1p ] ηij [τ−ip ]
3 0.219 τ1 = 0.448 343 241 6
τ2 = 0.359 787 381 1
τ3 = 0.191 869 377 3
±2.800 74 η21 = 0.095 60
η22 = −0.030 60
η23 = −0.1525
Tabelle 2.2 Tabelle der pi/2–Pulse. Zur Spaltenerkla¨rung siehe Tabelle 2.1.
# Segmente τs Dauern
τi [τp] Ampl. [τ−1p ] η(2) [τ−2p ]
S2nd1 (S2NDPi2) Abb. 2.4a
5 0.5 τ1 = 0.058 475 541 89
τ2 = 0.165 364 353 01
τ3 = 0.552 320 210 2
τ4 = 0.165 364 353
τ5 = 0.058 475 541 9
2.319 94−2.319 94
2.319 94−2.319 94
2.319 94
η21 ≈ 0
η22 ≈ 0
η23 = 0.013 35
A2nd1 (A2NDPi2) Abb. 2.4b
4 0.6121824004 τ1 = 0.083 619 167 98
τ2 = 0.214 663 376 12
τ3 = 0.603 890 535 2
τ4 = 0.097 826 920 7
2.094 29−2.094 29
2.094 29−2.094 29
η21 ≈ 0
η22 ≈ 0
η23 = 0.016 61
Tabelle 2.3 Tabelle der pi/2–2nd–Pulse. Zur Spaltenerkla¨rung siehe Tabelle 2.1.
Zusa¨tzlich werden in den Abbildungen 2.2, 2.3 und 2.4 die in den Tabellen beschriebenen Pulse
grafisch veranschaulicht. Die Pulsamplituden lassen sich in diesen Abbildungen aufgrund der
notwendigen Achsenskalierung nur bedingt ablesen. Daher wird in Abbildung 2.5 die maximale
Pulsamplitude vmax der einzelnen Pulse verglichen.
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Abbildung 2.2 Grafische Darstellung der pi–Pulse zu Tabelle 2.1.
v
(t)
t / 
 τp
-2
-1.5
-1
-0.5
 0
 0.5
 1
 1.5
 2
 0  0.2  0.4  0.6  0.8  1
τs
η11=-1.4e-17
η12=-3.9e-11
η21=-1.3e-02
η22= 0.0e+00
η23= 5.1e-02
(a) U2 (UPi2)
v
(t)
t / 
 τp
 0
 0.2
 0.4
 0.6
 0.8
 1
 0  0.2  0.4  0.6  0.8  1
τs
η11= 3.5e-18
η12= 1.9e-01
η21= 5.4e-02
η22= 8.8e-19
η23=-1.6e-01
(b) SGLPi2
v
(t)
t / 
 τp
-1.5
-1
-0.5
 0
 0.5
 1
 1.5
 0  0.2  0.4  0.6  0.8  1
τs
η11= 2.0e-10
η12= 8.5e-10
η21=-1.3e-02
η22=-5.7e-02
η23= 8.9e-02
(c) ASY3 (ASYPi2)
v
(t)
t / 
 τp
-3
-2
-1
 0
 1
 2
 3
 0  0.2  0.4  0.6  0.8  1
τs
η11= 4.9e-11
η12= 1.6e-10
η21= 9.6e-02
η22=-3.1e-02
η23=-1.5e-01
(d) ASY4
Abbildung 2.3 Grafische Darstellung der pi/2–Pulse zu Tabelle 2.2.
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Abbildung 2.4 Grafische Darstellung der pi/2—-2nd–Pulse zu Tabelle 2.3.
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Abbildung 2.5 Vergleich der maximalen Pulsamplituden vmax der in den Tabellen 2.1, 2.2
und 2.3 genannten Pulse.
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2.2. Pulsoptimierung II
Wichtige Arbeiten
Pasini et al. 2009
Pasini, S. ; Karbach, P. ; Raas, C. ; Uhrig, G. S.: Optimized pulses for the perturbative
decoupling of a spin and a decoherence bath. In: Physical Review A (Atomic, Molecular,
and Optical Physics) 80 (2009), Nr. 2, 022328. – DOI 10.1103/PhysRevA.80.022328
2.2.1. Einleitung
In the framework of nuclear magnetic resonance (NMR), we consider the general
problem of the coherent control of a spin coupled to a bath by means of composite or
continuous pulses of duration τp. We show explicity that it is possible to design the
pulse in order to achieve a decoupling of the spin from the bath up to the third order
in τp. The evolution of the system is separated in the evolution of the spin under the
action of the pulse and of the bath times correction terms. We derive the correction
terms for a general time dependent axis of rotation and for a general coupling between
the spin and the environment. The resulting corrections can be made vanish by an
appropriate design of the pulse. For pi and pi/2 pulses, we demonstrate explicitly that
pulses exist which annihilate the first and the second order corrections even if the
bath is fully quantum mechanical, i.e., it displays internal dynamics. Such pulses will
also be useful for quantum information processing.
Abstract von Pasini et al. (2009).
Die vorgestellten U¨berlegungen a¨hneln den in Referenz (Pasini et al. 2008) gemachten. Nichts-
destotrotz ist diesmal das Anliegen nicht, die Zeitpropagation eines idealen Pulses umschlossen
von Termen voller Zeitentwicklung zu gewa¨hrleisten, sondern Bad und Qubit direkt zu entkop-
peln. Am Ende der Rechnungen erha¨lt man Gleichungen (a¨hnlich (2.1.38)), die es erlauben, die
zuvor genannten Probleme9 wie die Wahl von τs = τp oder die Korrektur von pi–Pulsen in ho¨herer
Ordnung, zu lo¨sen.
Ziel wird es diesmal sein, Bad und Spinevolution zu trennen
Up(τp,0) ≈ e− i τpHb Pˆθ . (2.2.1)
Durch die gewa¨hlte Zielsetzung wurde der Parameter τs, der im vorangegangen Abschnitt 2.1 von
zentraler Bedeutung war, u¨berflu¨ssig. Nichtsdestotrotz wurde in der urspru¨nglichen Herleitung
dieser Parameter beibehalten, da hier auf den vorhergehenden Resultaten aufgebaut wurde und
so analoge Rechenschritte vollzogen wurden.
A¨hnlich wie im vorangegangenen Abschnitt 2.1 betrachten wir ein Modell
H =Hb + σ⃗ ⋅ A⃗ , (2.2.2)
das einen Badterm Hb und einen Kopplungsterm des Bades A⃗ an das Qubit σ⃗ beschreibt. Anders
als in Gleichung (2.1.1) wird aber hier eine komplexere Kopplung – na¨mlich an alle 3 Spinkom-
ponenten x, y und z – betrachtet.
So sind hier grundsa¨tzlich neben reinen Dephasierungseffekten (T2–Relaxation) auch Spinflipef-
fekte (T1–Relaxation) mo¨glich. Wieder bezeichnen ω bzw. λ die Energieskalen von Hb respektive
A⃗.
9siehe Abschnitt 2.1.4.3, Seite 28
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Auch die Form des Kontrollpulses wurde erweitert
H0(t) = σ⃗ ⋅ v⃗(t) , (2.2.3)
so dass nun auch das zeitabha¨ngige Feld v⃗(t) = (vx(t), vy(t), vz(t))⊺ mehrere Raumkomponenten
beinhaltet. Je nach Experiment muss man aber beru¨cksichtigen, dass nicht alle dieser Komponen-
ten zur Verfu¨gung stehen. So war in fru¨heren NMR-Aufbauten die z-Komponente nicht immer
experimentell schaltbar, da das so genannte B0-Feld
10 in eben diese Richtung weist und durch sei-
ne große Sta¨rke alle Schaltfelder in diese Richtung verschwindend klein erscheinen ließ. Moderne
Spektrometer sind aber dennoch dazu in der Lage.
Wieder interessiert uns die zeitliche Entwicklung des Systems im Zeitraum t = 0 . . . τp
Up(τp,0) = T [exp(− iHτp − i∫ τp
0
H0(τ)dτ)] . (2.2.4)
Mit dem Operator Pˆθ bezeichnen wir die ideale Rotation des Qubits unter Wirkung des Feldes
v⃗(t). Diese Zeitentwicklung wollen wir in Form eines dreiteiligen Ansatzes
Up(τp,0) = e− i τpHb T [e− i σ⃗⋅∫ τp0 v⃗(t)dt] U(τp,0) (2.2.5)
schreiben. Der unita¨re Term U(τp,0) beschreibt dabei die no¨tigen Korrekturen, die von Qubit-
Bad-Kopplungsparameter λ und Pulsform v⃗(t) abha¨ngen. Im Fall verschwindender Kopplung
(λ = 0) sind keine Korrekturen no¨tig, d.h. U(τp,0) = 1. Unser Ziel ist es, den allgemeinen Fall
(λ ≠ 0) zu betrachten und Bedingungen fu¨r v⃗(t) zu finden, unter denen U(τp,0) ≈ 1 gilt.
Wie auch im letzten Abschnitt angesprochen (s. Seite 30) befassen sich andere Autoren wie
Cummins et al. mit anderen Zielsetzungen. Vergleicht man unser Ziel (2.2.1) mit (2.1.50a), so
sind die Parallelen der beiden Ziele nun deutlicher als im vorangegangen Abschnitt. Da der ideale
Puls und der Hamiltonoperator des Bades kommutieren,
[ Pˆθ,Hb ] = 0 , (2.2.6)
ist auch – wie in Gleichung (2.1.50a) aus (Cummins & Jones 2000)) – die Entkopplung von Bad
und Spin selbst wa¨hrend des Pulses gewa¨hrleistet.
Unser Ansatz erlaubt daru¨ber hinaus aber eine breitere Klasse von Lo¨sungsmo¨glichkeiten,
da die
”
freie“ Evolution des Bades nicht unterdru¨ckt wird.
2.2.1.1. Rechnung
Den zeitgeordneten Teil unseres Ansatzes 2.2.5
Pˆτ ∶= T [e− i σ⃗⋅∫ τ0 v⃗(t) dt] ∀τ (2.2.7a)= e−i/2σ⃗⋅aˆ(τ)ψ(τ) (2.2.7b)
schreiben wir als eine Drehung um eine Achse aˆ(τ) (∣aˆ(τ)∣ = 1) um einen Winkel ψ(τ). Bei-
de Gro¨ßen sind zu diesem Zeitpunkt noch nicht na¨her bestimmt, erleichtern bzw. ermo¨glichen
10Welches der initialen Ausrichtung der Kernspins dient.
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aber im weiteren Verlauf die Rechnungen. Lediglich der finale Winkel ψ(τp) = θ ist durch den
gewu¨nschten Drehwinkel festgelegt.
Zur Bestimmung der Korrekturen U(τp,0) betrachten wir die Schro¨dingergleichung fu¨r Pˆτ
i ∂τ Pˆτ =H0(τ)Pˆτ . (2.2.8)
In Referenz (Pasini & Uhrig 2008) wird gezeigt, wie man (2.2.8) direkt mit v⃗(t) bzw. aˆ(t) und
ψ(t) in Verbindung bringt. Jede Rotation im Spinraum, also auch Pˆτ la¨sst sich als
Pˆτ = cos (ψ(t)/2) − i (σ⃗ ⋅ aˆ(t)) sin (ψ(t)/2) (2.2.9)
schreiben. Dies bedeutet, dass – je nach Drehwinkel – ein gewisser Anteil der Spinkomponenten
im urspru¨nglichen Zustand (multipliziert mit cos (ψ(t)/2)) verbleibt, der andere Teil sich aber
entsprechend der gewa¨hlten Drehachse vera¨ndert. Fu¨r die zeitliche Ableitung erha¨lt man
∂τ Pˆτ = ψ′(τ)
2
( − sin (ψ(τ)/2) − i σ⃗ ⋅ aˆ(τ) cos (ψ(τ)/2) ) − i σ⃗ ⋅ aˆ′(τ) sin (ψ(τ)/2) . (2.2.10)
Um einen Ausdruck fu¨r v⃗(t) zu erhalten, formt man (2.2.8) zu
− i σ⃗ ⋅ v⃗ = (∂τ Pˆτ) Pˆ −1τ (2.2.11a)
= {ψ′
2
(− sinψ/2 − i σ⃗ ⋅ aˆ cosψ/2) − i σ⃗ ⋅ aˆ′ sinψ/2}(cosψ/2 + i σ⃗ ⋅ aˆ sinψ/2) (2.2.11b)
= ψ′
2
(−sinψ
2
− i σ⃗ ⋅ aˆ cos2 ψ/2) − i
2
σ⃗ ⋅ aˆ′ sinψ + i
2
ψ′ (−σ⃗ ⋅ aˆ sin2 ψ/2 − i
2
(σ⃗ ⋅ aˆ)2 sinψ)
+ (σ⃗ ⋅ aˆ′)(σ⃗ ⋅ aˆ) sin2 ψ/2 (2.2.11c)
um11. Dadurch, dass
(σ⃗ ⋅ aˆ)2 = 1 und (m⃗ ⋅ σ⃗) (σ⃗ ⋅ n⃗) = m⃗ ⋅ n⃗ + i σ⃗ (m⃗ × n⃗) (2.2.12)
(fu¨r beliebige Vektoren n⃗) gelten, ko¨nnen wir weiter umformen
− i σ⃗ ⋅ v⃗ = [

−ψ′
4
− i
2
σ⃗ ⋅ aˆ′

+ψ′
4
] sinψ − i
4
ψ′σ⃗ ⋅ aˆ (1 +XXXcosψ) − i
4
ψ′σ⃗ ⋅ aˆ (1 −HHHcosψ)
+ 1
2
(HHHaˆ′ ⋅ aˆ + i σ⃗ ⋅ (aˆ′ × aˆ)) (1 − cosψ) (2.2.13a)
Der Ausdruck aˆ′ ⋅ aˆ liefert Null, da die Ableitung senkrecht zum urspru¨nglichen Vektor steht.
Zusammenfassend erha¨lt man
2v⃗(τ) = ψ′(τ) aˆ(τ) + aˆ(τ) sin(ψ(τ)) − (1 − cos(ψ(τ)) (aˆ′(τ) × aˆ(τ)) . (2.2.14a)
Multipliziert man dies skalar mit aˆ(τ), ergibt sich
v⃗(τ) ⋅ aˆ(τ) = ψ′(τ)
2
(2.2.14b)
die zeitliche Ableitung von ψ(τ). Gleichung (2.2.14a) kann auch benutzt werden, um ψ(τ) und
aˆ(τ) per Integration zu berechnen. Auf diese Weise kann ein experimentell verfu¨gbarer Puls in
unsere Parametrisierung (Gleichung (2.2.9))
”
u¨bersetzt“ werden.
11Die Zeitabha¨ngigkeit der Funktionen v(τ), ψ(τ) und aˆ(τ) wurde der U¨bersichtlichkeit halber nicht explizit
angegeben. Die Striche bei aˆ′ und ψ′ stehen fu¨r die Zeitableitung.
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Die Schro¨dingergleichung der vollen Zeitentwicklung lautet
i∂τUp(τ,0) = (H +H0(τ)) Up(τ,0) . (2.2.15)
Mit der Funktion
G(τ) ∶= eiHbτ Pˆ −1τ (σ⃗ ⋅ A⃗) Pˆτ e− iHbτ (2.2.16)
erhalten wir mit der Lo¨sung von Gleichung (2.2.15)
i∂τU(τ,0) = G(τ)U(τ,0) . (2.2.17)
Dazu wurde die Ableitung
i∂τUp(τ,0) =Hb e− iHbτ PˆτU(τ,0)+ ie− iHbτ (∂Pˆτ) U(τ,0) + ie− iHbτ Pˆτ ∂τU(τ,0) (2.2.18a)= (Hb + σ⃗ ⋅ A⃗ +H0(τ)) e− iHbτ Pˆτ U(τ,0) (2.2.18b)
explizit berechnet. Anschließend wird (2.2.8) benutzt und umgeformt

HbU(τ,0) +((((((((((Pˆ −1τ H0(τ) Pˆτ U(τ,0) + i∂τU(τ,0) =

HbU(τ,0) +((((((((((Pˆ −1τ H0(τ) Pˆτ U(τ,0) +G(τ)U(τ,0) . (2.2.19)
Uns interessieren die Korrekturen zum Zeitpunkt τ = τp. In diesem Fall erhalten wir die formale
Lo¨sung von (2.2.17) durch
U(τp,0) = T [e− i ∫ τp0 G(t) dt] . (2.2.20)
Im Folgenden gilt es also, die Funktion G(τ) explizit zu berechnen. Dazu definieren wir eine
weitere Funktion
H˜qb ∶= Pˆ −1τ (σ⃗ ⋅ A⃗) Pˆτ (2.2.21a)= σ⃗ ⋅ A⃗ cosψ − σ⃗ ⋅ (aˆ(τ) × A⃗) sinψ(τ) + 2 (aˆ(τ) ⋅ A⃗) (σ⃗ ⋅ aˆ(τ)) sin2 ψ(τ)/2 , (2.2.21b)
mit der sich
G(τ) = eiHb∆τ H˜qb e− iHb∆τ (2.2.22)
schreiben la¨sst.
Gleichung (2.2.21b) ergibt sich, indem man (2.2.9) benutzt. Neben (2.2.12) erweist sich auch
m⃗ × n⃗ × l⃗ = n⃗ (m⃗ ⋅ l⃗) − l⃗ (m⃗ ⋅ n⃗) (2.2.23)
als nu¨tzlich. Man berechnet
H˜qb = (σ⃗ ⋅ A⃗ cosψ/2 + i σ⃗ ⋅ aˆ sinψ/2) (σ⃗ ⋅ A⃗) (σ⃗ ⋅ A⃗ cosψ/2 − i σ⃗ ⋅ aˆ sinψ/2)= σ⃗ ⋅ A⃗ cos2 ψ/2 + (σ⃗ ⋅ aˆ) [A⃗ ⋅ aˆ + i σ⃗ (A⃗ × aˆ)] sin2 ψ/2
+ i
2
sinψ [−A⃗ ⋅ aˆ − i σ⃗ ⋅ (A⃗ × aˆ) +aˆ ⋅ A⃗ + i σ⃗ ⋅ (aˆ × A⃗)]= σ⃗ ⋅ A⃗ cos2 ψ/2 + σ⃗ ⋅ (A⃗ × aˆ) sinψ+ [(σ⃗ ⋅ A⃗) (σ⃗ ⋅ aˆ) + i ((aˆ × A⃗) ⋅ aˆ + i σ⃗ ⋅ (aˆ × A⃗ × aˆ))] sin2 ψ/2= σ⃗ ⋅ A⃗ cos2 ψ/2 + σ⃗ ⋅ (A⃗ × aˆ) sinψ+ {(σ⃗ ⋅ aˆ) (A⃗ ⋅ aˆ) − σ⃗ ⋅ [A⃗(aˆ ⋅ aˆ)´udcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymod¶=1 − aˆ (aˆ ⋅ A⃗)]} sin
2 ψ/2
= σ⃗ ⋅ A⃗ cosψ − σ⃗ ⋅ (aˆ × A⃗) sinψ+ 2 (aˆ ⋅ A⃗) (σ⃗ ⋅ aˆ) sin2 ψ/2 ,
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wobei die Zeitabha¨ngigkeit von aˆ(τ) und ψ(τ) nicht explizit angegeben wurde.
Weiter ist das Transformationsverhalten des Qubits unter der Rotation Pˆτ von Interesse. Dazu
definieren wir
S⃗(τ) ∶= Pˆ −1τ σ⃗ Pˆτ (2.2.24a)=Daˆ(ψ) σ⃗ . (2.2.24b)
Die 3× 3-Matrix Daˆ(ψ) beschreibt eine Drehung um die aˆ-Achse um den Winkel ψ. Somit ist es
mo¨glich Gleichung (2.2.21a) anders zu formulieren
H˜qb ∶= S⃗(τ) ⋅ A⃗ (2.2.25a)= (Daˆ(ψ) σ⃗) ⋅ A⃗ (2.2.25b)= (Daˆ(−ψ) A⃗) ⋅ σ⃗ (2.2.25c)∶= n⃗A(τ) ⋅ σ⃗ . (2.2.25d)
Den Vektor n⃗A(τ) erha¨lt man durch Vergleich mit (2.2.21b)
n⃗A(τ) = A⃗ cosψ(τ) − (aˆ(τ) × A⃗) sinψ(τ)+ aˆ(τ) (aˆ(τ) ⋅ A⃗) (1 − cosψ(τ)) . (2.2.26)
Durch den Vergleich von (2.2.25b) und (2.2.25c) erha¨lt man die Drehmatrix
Daˆ(−ψ) = cosψ 13 + sinψ ⎛⎜⎝
0 az −ay−az 0 ax
ay −ax 0
⎞⎟⎠ + (1 − cosψ)
⎛⎜⎝
a2x axay axaz
axay a
2
y ayaz
axaz ayaz a
2
z
⎞⎟⎠ . (2.2.27)
2.2.1.2. Entwicklung nach τpH
Wie auch zuvor gehen wir davon aus, dass die Energieskalen von A⃗ (also λ) und Hb (also ω)
relativ zu τ−1p kleine Gro¨ßen sind. Damit entwickeln wir Ausdru¨cke in den Gro¨ßen τbω und τpλ.
Wir definieren den gedrehten Badoperator12
A⃗(∆t) ∶= eiHb∆t A⃗ e− iHb∆t
A⃗ + ∞∑
n=1
in
n!
(∆t)n JHb, A⃗ Kn .
(2.2.28)
Im Falle eines statischen Bades, d.h. [Hb, A⃗ ] = 0 ,
gilt A⃗(∆t) = A⃗.
Gema¨ß Gleichung (2.2.22) und der Benutzung der Umformungen fu¨r Hqb (2.2.25) schreiben wir
den zeitabha¨ngigen Operator
G(t) = S⃗(t) ⋅ A⃗(t) = n⃗A(t)(t) ⋅ σ⃗ (2.2.29)
12Der geschachtelte Kommutator J . . . , . . . K wurde bereits in Abschnitt 2.1.1 Gleichung (2.1.34) verwendet und
erla¨utert.
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als Reihe in t
G(t) = S⃗(t) ⋅ A⃗ + i t [Hb, S⃗(t) ⋅ A⃗ ] +O (t2) (2.2.30a)= n⃗A(t) ⋅ σ⃗ + i t [Hb, σ⃗ ⋅ n⃗A(t) ] +O (t2) . (2.2.30b)
Durch entsprechende Wahl der Pulsparameter soll der Korrekturterm U(τp,0) mo¨glichst nahe
bei 1 liegen. Dazu betrachten wir nun die Magnus-Entwicklung13 der Gleichung (2.2.20)
U(τp,0) = exp [i τp (G(1) +G(2) + . . .)] (2.2.31)
mit
τpG
(1) = ∫ τp
0
G(t) dt (2.2.32a)
τpG
(2) = − i
2
∫ τp
0
dt1∫ t1
0
dt2 [G(t1),G(t2) ] . (2.2.32b)
Durch Benutzung von (2.2.30b) erha¨lt man
U(τp,0) = exp [− i (η(1) + η(2) + . . .)] (2.2.33)
mit
η(1) = ∫ τp
0
dt σ⃗ ⋅ n⃗A(t)
η(2) = i∫ τp
0
dt t [Hb, σ⃗ ⋅ n⃗A(t) ]
− i
2
∫ τp
0
dt1 ∫ t1
0
dt2 [n⃗A(t1) ⋅ n⃗A(t2) − n⃗A(t2) ⋅ n⃗A(t1)+ i σ⃗ ⋅ (n⃗A(t1) × n⃗A(t2) − n⃗A(t2) ⋅ n⃗A(t1))] .
(2.2.34a)
(2.2.34b)
Weitere konkretere Gleichungen erha¨lt man, wenn man die Kopplung als
A⃗ = (λxAx, λyAy, λzAz)⊺ (2.2.35)
schreibt und von [Am,An ] ≠ 0 fu¨r m ≠ n ausgeht. Letztendlich wollen wir skalare Gleichungen,
d.h. ohne Operatoren, erhalten. Im ersten Schritt schreiben wir fu¨r die Komponenten i = x, y, z
nA(t),i(t) = ∑
j=x,y,z λj ni,j(t)Aj . (2.2.36)
Die ηij repra¨sentieren die Matrixelemente der Drehmatrix Daˆ(−ψ), wie sie in (2.2.27) angegeben
sind. Dies fu¨hrt zu den Gleichungen
σ⃗ ⋅ n⃗A(t) =∑
i,j
σi λj ni,j(t)Aj , (2.2.37a)
n⃗A(t1) ⋅ n⃗A(t2) − n⃗A(t2) ⋅ n⃗A(t1) =∑
i;j<kλjλk [Aj ,Ak ] (ni,j(t1)ni,k(t2) − ni,j(t2)ni,k(t1)) (2.2.37b)
und
(n⃗a(t1) × n⃗A(t2) − n⃗A(t2) × n⃗A(t1))i =∑
j,k
ijk ∑
l,m
λlλm (AlAm −AmAl) ni,j(t1)nk,m(t2) . (2.2.37c)
13s. Anhang A.1.2 und die Referenzen (Magnus 1954; Burum 1981; Haeberlen & Waugh 1968)
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ijk bezeichnet dabei den total antisymmetrsichen Levi-Cita-Tensor und ( )i steht fu¨r die i-te
Komponente des Vektors. Alles Summationindizes i, j, k, l und m laufen u¨ber x, y, z.
Damit erhalten wir aus (2.2.34a) folgende Ausdru¨cke
η(1) =∑
i
σiη
(1)
i und
η(2) =∑
i
σi (η(2a)i + η(2b)i ) + η(2c) .
(2.2.38a)
(2.2.38b)
Die einzelnen Bestandteile lauten
η
(1)
i ∶=∑
j
λjAj ∫ τp
0
dt ni,j(t) ,
η(2a) ∶=∑
j
λj [Hb,Aj ] ∫ τp
0
dt t ni,j(t) ,
η(2b) ∶= ∑
l,m
λlλm (AlAm +AmAl)
× ∫ τp
0
dt1 ∫ t1
0
dt2 ∑
j,k
ijk nj,l(t1)nk,m(t2) und
η(2c) ∶= ∑
i;j<kλjλk [Aj ,Ak ]×× ∫ τp
0
dt1 ∫ t1
0
dt2 (ni,j(t1)ni,k(t2) − ni,j(t2)ni,k(t1)) .
(2.2.39a)
(2.2.39b)
(2.2.39c)
(2.2.39d)
Sollten die Komponenten von A⃗ kommutieren, ist η(2c) gleich Null (siehe (2.2.39d)). Dann muss
diese Gleichung nicht mehr Null gesetzt werden, da sie von vornherein wegfa¨llt.
2.2.1.3. Diskussion der Gleichungen
Die Approximation eines idealen Pulses (z.B: eines δ-Pulses) durch einen ausgedehnten Puls v⃗(t)
in dritter Ordnung in t gelingt durch Wahl der Pulsparameter v⃗(t) so, dass die Beitra¨ge η(1) und
η(2) (Gleichung (2.2.34)) verschwinden, d.h.
∫ τp
0
dt ni,j(t) = 0 ∀i, j ∈ {x, y, z} (2.2.40a)
∫ τp
0
dt t ni,j(t) = 0 ∀i, j ∈ {x, y, z} (2.2.40b)
∬ τp
0
dt1 dt2∑
j,k
ijk nj,l(t1)nk,m(t2) sgn(t1 − t2) = 0 ∀i; l ≤m (2.2.40c)
∑
i
∬ τp
0
dt1 dt2 ni,j(t1)ni,k(t2) sgn(t1 − t2) = 0 fu¨r j < k 14 (2.2.40d)
Im allgemeinsten Fall, in dem die Kopplungsoperatoren Al und der Hamiltonoperator des BadesHb nicht weiter spezifiziert sind, erhalten wir insgesamt 39 Integralgleichungen. Die zugrundelie-
gende Zahl mo¨glicher Indexkombinationen wird in Tabelle 2.4 diskutiert. Genauere Kenntnis der
Systemparameter kann die Anzahl der zu lo¨senden Gleichungen jedoch erheblich reduzieren.
14Der Fall j < k impliziert z.B. (j, k) = (x, y), (j, k) = (x, z) und (j, k) = (y, z).
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Gleichung Kombinationen Anzahl
(2.2.40a) (ij) = (xx), (xy), (xz),(yx),. . . 9
(2.2.40b) (ij) = (xx), (xy), (xz),(yx),. . . 9
(2.2.40c) (ilm) = (xxx), (xxy), (xxz),(xyy), (xyz), (xzz), (yxx)
. . .
3 × 6 = 27
(2.2.40d) (jk) = (xy), (xz), (yz) 3∑ = 39
Tabelle 2.4 Analyse der mo¨glichen Indexkombinationen zu Gleichung (2.2.40) und der daraus
resultierenden Zahl an Gleichungen, die es bei Unkenntnis des Systems zu lo¨sen gilt.
Betrachtet man z.B. nur eine Kopplung in z–Richtung, liefert Gleichung (2.2.40d) keinen Beitrag
und (2.2.40c) liefert nur drei Gleichungen. Der Fall [Hb, A⃗ ] = 0 wu¨rde automatisch Gleichung
(2.2.40b) erfu¨llen.
An dieser Stelle sei nochmals darauf hingewiesen, dass der gewa¨hlte Ansatz (2.2.1) sich unter
anderem dadurch auszeichnet, dass nach dem Puls keine weitere freie Evolution folgt. Das heißt
die Wirkung des Pulses entfaltet sich – im Rahmen der gemachten Entwicklung – direkt am
Ende des Intervalls [0, τp]. Experimentell bedeutet dies, dass die Antwort des Systems direkt
ohne Wartezeit gemessen werden kann.
Weiterhin ist es nun mo¨glich, pi–Pulse auch in zweiter Ordnung zu annihilieren, was in unserem
ersten Vorschlag (s. Kapitel 2.1.4.3) nicht mo¨glich ist.
Mo¨chte man ho¨here Ordnungen (konkret die dritte Ordnung) optimieren, muss man Beitra¨ge
proportional zu ωλ2, ω2λ oder λ3 beru¨cksichtigen. Diese Beitra¨ge liefern im allgemeinen Fall –
also unbekanntem A⃗ und Hb – eine große, aber endliche, Zahl an weiteren Gleichungen, die sich
nur mit großem numerischen Aufwand und entsprechend komplexen Pulsstrukturen lo¨sen ließen.
Selbst das Aufstellen dieser Gleichungen bedarf einiger Anstrengung, da nun deutlich mehr Terme
zu der entsprechenden Ordnung beitragen. Nichtsdestotrotz ist dies kein prinzipielles Problem.
Die gefundenen Korrekturen ko¨nnen geometrisch interpretiert werden, da die ni,j sich als Ma-
trixelemente der Rotationsmatrix Daˆ(−ψ) ergeben. Die Gleichungen (2.2.40) stellen daher die
zeitliche Mittelung u¨ber alle mo¨glichen Rotationen des Kopplungsterms zwischen Qubit und Bad
des Hamiltonoperators (2.2.2) dar. Besonders gut sieht man dies in der Gleichung der linearen
Ordnung (2.2.38a). Die Gleichungen der zweiten Ordnung (2.2.40b2.2.40c,2.2.40d) interpretiert
man als gewichtetes Mittel der ni,j . Fu¨r den Fall reiner z–Kopplung liefert (Pasini et al. 2009)
eine anschauliche geometrische Interpretation.
Da die ni,j durch Gleichung (2.2.25) als Elemente der Drehmatrix Daˆ(−ψ) aufgefasst werden
ko¨nnen, ko¨nnen die Gleichungen (2.2.40) als das Zeitmittel u¨ber alle mo¨glichen Rotationen des
Kopplungsterms A⃗ interpretiert werden. Dies kann man unter anderem an Gleichung (2.2.36)
ablesen.
Die Gleichungen der zweiten Ordnung (2.2.40b) bis (2.2.40d) ko¨nnen analog als gewichtete Mit-
telwerte der ni,j gesehen werden. Ist nur die Kopplung in z-Richtung Az pra¨sent, so ko¨nnen diese
Gleichungen als dreidimensionale Vektorgleichungen formuliert werden (siehe Pasini & Uhrig
2008).
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2.2.2. Optimierte Pulse
Zur Demonstration untersuchen wir einen einfachen Spezialfall. Wieder benutzen wir das erste
Modell (2.1.1), welches nur in z–Richtung ankoppelt, in dem also
A⃗ = λA (0,0,1)⊺ (2.2.41a)
gilt. Die Drehung soll lediglich um die y–Achse
aˆ = (0,1,0)⊺ (2.2.41b)
erfolgen. Damit vereinfacht sich n⃗A zu
n⃗A ∶= n⃗z = λA (− sinψ(t),0 cosψ(t)) . (2.2.41c)
Dies setzt man nun in das Gleichungssystem (2.2.40) ein und erha¨lt die folgenden zu erfu¨llenden
Gleichungen
η11 ∶= ∫ τp
0
dt sinψ(t) ,
η12 ∶= ∫ τp
0
dt cosψ(t) ,
η21 ∶= ∫ τp
0
dt t sinψ(t) ,
η22 ∶= ∫ τp
0
dt t cosψ(t) und
η23 ∶=∬ τp
0
dt1 dt2 sin (ψ(t1) − ψ(t2)) sgn(t1 − t2) .
(2.2.42a)
(2.2.42b)
(2.2.42c)
(2.2.42d)
(2.2.42e)
Der erste Index repra¨sentiert die Ordnung, der zweite ist eine willku¨rlich gewa¨hlte Nummerierung.
Hier sieht man auch, welch drastische Reduktion das Gleichungssystem (2.2.40) von maximal 39
Gleichungen erfahren kann, wenn das System na¨her spezifiziert werden kann.
Wie auch im vorherigen Abschnitt 2.1.4 wurden die Lo¨sungen des vereinfachten Gleichungssys-
tems (2.2.42) mit Hilfe von Maple und anderer Software numerisch bestimmt. Dabei gelten die
gleichen Hinweise wie auch in Abschnitt 2.1.4.
Man beachte, dass die so gefundenen Pulse einem anderen Zweck, na¨mlich
Up(τp,0) ≈ e− i τpHb Pˆθ , ((2.2.1))
als die Pulse aus 2.1.4, na¨mlich
Up(τp,0) = up(τp, τs)Pˆθup(τs,0) , ((2.1.9))
dienen auch wenn die neuen Gleichungen (2.2.42) denen des ersten Ansatzes (2.1.38) sehr
a¨hneln.
Wieder suchen wir in erster Linie nach stu¨ckweise konstanten pi- und pi/2-Pulsen. Zur Optimierung
der ersten Ordnung, finden wir unter anderem die schon aus Abschnitt 2.1.4.5 und (Cummins &
Jones 2000) bekannten CORPSE- und SCORPSE-Sequenzen.
Dies ist einerseits der große A¨hnlichkeit der zugrunde liegenden Gleichungssysteme (2.1.39) und
(2.2.40) zuzuschreiben. Andererseits hat sicherlich auch die inhaltliche Na¨he der Zielsetzung aus
Gleichung (2.2.1) zu der von Cummins et al. Einfluss auf diese U¨bereinstimmung.
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Dass diese Pulse in unterschiedlichen Szenarien auftreten zeigt deutlich, welch hohen Wert CORP-
SE und SCORPSE fu¨r experimentelle Anwendungen aufweisen ko¨nnen.
Weitere Ergebnisse optimierter Pulse sind in den Tabellen 2.5 bis 2.8 aufgelistet, in den Abbil-
dungen 2.6 bis 2.9 finden sich die entsprechenden Abbildungen der Pulse. Um auch hier einen
Vergleich der Pulsamplituden vmax durchfu¨hren zu ko¨nnen, werden diese explizit in Abbildung
2.10 dargestellt. Anders als in Abbildung 2.5 wurden hier auch Pulse mit sehr hohen Amplituden
generiert. Ob diese tatsa¨chlich sinnvoll eingesetzt werden ko¨nnen, ha¨ngt stark vom jeweiligen
experimentellen Aufbau ab.
Es wurden auch stetige Pulse gesucht und gefunden, da diese aber nicht Gegenstand der folgen-
den numerischen Untersuchungen sind, verweise ich hierzu lediglich auf die zugeho¨rige Referenz
(Pasini et al. 2009).
# Segmente Dauern
τi [τp] Ampl. [τ−1p ] ηij [τ−ip ]
SGLPi (SGL1) Abb. 2.2b
1 τ1 = 1 pi η11 = 0.636 62
η12 = 0
Pi-CORPSE (asymm) Abb. 2.6a
3 τ1 = 1/13
τ2 = 5/13
τ3 = 7/13
±136 pi η21 = 0.033 90
η22 = −0.059 73
η23 = −0.001 74
Pi-SCORPSE (symm) Abb. 2.6b
3 τ1 = 1/7
τ2 = 5/7
τ3 = 1/7
±76pi η21 = 0
η22 = −0.205 99
η23 = 0.122 93
Pi-Symm Abb. 2.6c
3 τ1 = 0.294 117 647 1
τ2 = 0.411 764 705 8
τ3 = 0.294 117 647 1
±8.901 179 179 η21 = 0
η22 = 0.033 75
η23 = 0.020 84
Tabelle 2.5 Tabelle der pi–Pulse. Neben den Namen der Pulse sind die Referenzen zu den
zugeho¨rigen Abbildungen angegeben. Die erste Spalte (# Segmente) gibt die Zahl der Segmente
an; die Spalte Dauern gibt die Zeitintervalle der einzelnen Pulssegmente an in Einheiten der
Gesamtpulsdauer τp an; Ampl. gibt die Amplitude des jeweiligen Segments an in Einheiten von
τ−1p ; Es wurden jeweils die ηij (Gleichung (2.2.42)) der ersten nichtverschwindenden Ordnung
angegeben, die Einheit ist dabei τ−ip . Die Pulse SGLPi und CORPSEPi wurden bereits in Tabelle
2.1 vorgestellt. Allerdings unterscheiden sich die ηij aufgrund der gea¨nderten Zielsetzung der
Pulse (Gleichung (2.1.9)).
# Segmente Dauern
τi [τp] Ampl. [τ−1p ] ηij [τ−ip ]
SGLPi2 Abb. 2.3b
1 τ1 = 1 pi/2 η11 = 0.6366
η12 = 0.6366
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# Segmente Dauern
τi [τp] Ampl. [τ−1p ] ηij [τ−ip ]
Pi2-CORPSE Abb. 2.8a
3 τ1 = 0.033 410 109 91
τ2 = 0.438 117 174 59
τ3 = 0.528 472 715 50
±6.345 849 259 η21 = 0.0320
η22 = 0.0070
η23 = −0.0005
Pi2-SCORPSE Abb. 2.8b
3 τ1 = 0.066 166 836 30
τ2 = 0.867 666 327 0
τ3 = 0.066 166 836 70
±1.068 085 525 η11 = 0.5907
η12 = 0.5907
Pi2-Symm Abb. 2.8c
3 τ1 = 0.275 201 069 7
τ2 = 0.449 597 860 60
τ3 = 0.275 201 069 7
±7.791 317 719 η21 = −0.0661
η22 = 0.0661
η23 = 0.0215
Tabelle 2.6 Tabelle der pi/2–Pulse. Zur Spaltenerkla¨rung siehe Tabelle 2.5.
# Segmente Dauern
τi [τp] Ampl. [τ−1p ] ηij [τ−ip ]
Pi-Symm-2nd Abb. 2.7a
5 τ1 = 0.016 130 303 72
τ2 = 0.291 758 798 98
τ3 = 0.384 221 794 6
τ4 = 0.291 758 798 98
τ5 = 0.016 130 303 72
±9.403 984 100 η23 = 0.0183
Pi-Symm-2ndB Abb. 2.7b
7 τ1 = 0.0702
τ2 = 0.192 989 637 1
τ3 = 0.175 207 984 5
τ4 = 0.123 204 756 8
τ5 = 0.175 207 984 5
τ6 = 0.192 989 637 1
τ7 = 0.0702
±85.517 804 0 η23 = −0.000 31
Pi-Symm-2ndC Abb. 2.7c
7 τ1 = 0.050 019
τ2 = 0.165 879 636 1
τ3 = 0.202 063 558 5
τ4 = 0.164 075 610 8
τ5 = 0.202 063 558 5
τ6 = 0.165 879 636 1
τ7 = 0.050 019
±188.565 690 600 η23 = −1.5 × 10−6
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# Segmente Dauern
τi [τp] Ampl. [τ−1p ] ηij [τ−ip ]
Pi-Asymm-2nd Abb. 2.7d
6 τ1 = 0.252 011
τ2 = 0.058 885 0
τ3 = 0.273 885 0
τ4 = 0.168 044 0
τ5 = 0.043 214 0
τ6 = 0.203 961 0
±11.364 434 000 η21 = 2.0 × 10−7
η22 = −1.8 × 10−6
Pi-Symm-3rd Abb. 2.7e
5 τ1 = 0.022 805 455 2
τ2 = 0.252 463 762
τ3 = 0.449 461 565
τ4 = 0.252 463 762
τ5 = 0.022 805 455 2
±10.950 120 4−7.695 376 38 η3... =??
Tabelle 2.7 Tabelle der pi–2nd–Pulse. Zur Spaltenerkla¨rung siehe Tabelle 2.5. Zusa¨tzlich sind
die numerisch berechneten Koeffizienten ηij (s. Gleichung (2.2.42)) soweit angegeben, die nicht
aufgefu¨hrten Werte entsprechen im Rahmen der numerischen Genauigkeit Null. Der Puls Pi-
Symm-3rd optimiert sogar bis hin zur dritten Ordnung, deren Koeffizienten η3j aber nicht
analytisch zuga¨nglich sind.
# Segmente Dauern
τi [τp] Ampl. [τ−1p ] ηij [τ−ip ]
Pi2-Symm-2nd Abb. 2.9a
5 τ1 = 0.138 843 548 1
τ2 = 0.254 167 432 6
τ3 = 0.213 978 038 6
τ4 = 0.254 167 432 6
τ5 = 0.138 843 548 1
±47.115 230 η23 = −3.0 × 10−6
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# Segmente Dauern
τi [τp] Ampl. [τ−1p ] ηij [τ−ip ]
Pi2-Symm-2ndB Abb. 2.9b
7 τ1 = 0.060 18
τ2 = 0.152 692 696 8
τ3 = 0.192 945 579 8
τ4 = 0.188 363 446 8
τ5 = 0.192 945 579 8
τ6 = 0.152 692 696 8
τ7 = 0.060 18
±62.820 198 η23 = 0.000 13
Pi2-Symm-2ndC Abb. 2.9c
7 τ1 = 0.039 828 7
τ2 = 0.155 558 656 6
τ3 = 0.210 993 318 1
τ4 = 0.187 238 650 6
τ5 = 0.210 993 318 1
τ6 = 0.155 558 656 6
τ7 = 0.039 828 7
±238.862 82 η23 = −3.0 × 10−6
Pi2-Asymm-2nd Abb. 2.9d
6 τ1 = 0.231 411 0
τ2 = 0.053 212 0
τ3 = 0.254 965 0
τ4 = 0.192 551 0
τ5 = 0.047 583 0
τ6 = 0.220 278 0
±11.563 810 η22 = −1.8 × 10−6
Tabelle 2.8 Tabelle der pi/2–2nd–Pulse. Zur Spaltenerkla¨rung siehe Tabelle 2.5. Zusa¨tzlich
sind die numerisch berechneten Koeffizienten η(2) (s. Gleichung (2.2.42)) soweit verfu¨gbar an-
gegeben.
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Abbildung 2.6 Grafische Darstellung der pi–Pulse zu Tabelle 2.5.
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Abbildung 2.7 Grafische Darstellung der pi–Pulse zu Tabelle 2.7.
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Abbildung 2.8 Grafische Darstellung der pi/2–Pulse zu Tabelle 2.6.
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Abbildung 2.9 Grafische Darstellung der pi/2–Pulse zu Tabelle 2.8.
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Abbildung 2.10 Es werden die maximalen Pulsamplituden vmax gema¨ß der Tabellen 2.5
bis 2.8 miteinander verglichen. Man erkennt, dass vmax starken Schwankungen unterliegt und
teilweise sehr große Werte annimmt.
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3. Numerische Analysen
Wichtige Arbeit
Karbach et al. 2008
Karbach, P. ; Pasini, S. ; Uhrig, G. S.: Numerical analysis of optimized coherent control
pulses. In: Phys. Rev. A 78 (2008), Nr. 2, 022315. – DOI 10.1103/PhysRevA.78.022315
3.1. Allgemeines
In den folgenden Abschnitten werden verschiedene numerische Ergebnisse hinsichtlich der analy-
tischen Arbeiten (Pasini et al. 2008) und (Pasini et al. 2009) dargestellt1. Ein Teil der Ergebnisse
wurde bereits vero¨ffentlicht (siehe Karbach et al. 2008).
In diesem Abschnitt werden die Grundlagen der spa¨ter vorgestellten numerischen Analysen gelegt.
Außerdem werden hier die spa¨ter gebra¨uchlichen Begriffe zur Abgrenzung einzelner Methoden
und Zielsetzungen eingefu¨hrt.
Die Verwendung stu¨ckweise konstanter Pulse ermo¨glicht es, die zeitliche Propagation des
Systems numerisch exakt zu berechnen. Der Zeitentwicklungoperator
Urp(τp,0) = T [exp(− i∫ τp
0
H0(t)dt − iHτp)] (3.1.1a)
= # pulses∏
i
exp [− i (H(i)0 −H)∆ti] (3.1.1b)
= e− i(H(1)0 −H)∆t1 ⋅e− i(H(2)0 −H)∆t2 . . . (3.1.1c)
des Gesamtsystems unter Einwirkung des (realen) Pulses Urp(τp,0) mit stu¨ckweise konstanten
Feldamplituden vi H(i)0 = viσy (3.1.2)
ergibt sich als Produkt der einzelnen Zeitentwicklungsoperatoren im Segment ∆ti der Wirksam-
keit des applizierten Pulses. Die Summe der ∆ti
# pulses∑
i
∆ti = τp (3.1.3)
ergibt dabei die Gesamtdauer des Pulses τp. Die Pulsbestandteile und die Benennung der einzel-
nen Gro¨ßen sind in Abbildung 3.1 fu¨r einen dreikomponentigen Puls skizziert.
Eine wesentliche Funktion der erstellten Simulationsprogramme ist daher die Berechnung der
Matrixexponentiale fu¨r jeden Pulsabschnitt und deren anschließende Multiplikation. Die techni-
schen Einzelheiten der Matrizenexponentiation werden in Anhang B.1.1 diskutiert. In den meis-
ten pra¨sentierten Fa¨llen wird die Exponentialfunktion u¨ber die Exponentiale der Eigenwerte der
1Siehe Kapitel 2.1 und 2.2
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Abbildung 3.1 Skizze eines dreikomponentigen Pulses zur Veranschaulichung der Gro¨ßen vi,
ti und ∆ti, die die analysierten Pulse charakterisieren.
einzelnen Propagtionsoperatoren/-matrizen e− i... und der anschließenden Ru¨cktransformation be-
rechnet. Die Multiplikation der Matrixexponentiale erfolgt anschließend mit Hilfe der optimierten
Produktfunktionen (prod) der Boost-Bibliothek (Boost.org 2009).
Um spa¨ter die Gu¨te der optimierten Pulse zu testen, ist es notwendig, ein Abstandsmaß/eine
Norm zu finden, die es erlaubt, die tatsa¨chliche Zeitentwicklung unter Wirkung des Pulses (realer
Pulse) mit dem gewu¨nschten Ziel – also dem idealen Puls – zu vergleichen. Im ersten Schritt wird
die Differenzmatrix
∆ ∶= Uip −Urp (3.1.4)
mit Uip als Propagator des idealen Pulses und Urp als Propagator des realen Pulses definiert. Die
Zielsetzungen der in Abschnitt 2.1 und 2.2 vorgestellten Rechnungen lauten
Uip(τp,0) = Up(τp, τs)PˆθUp(τp,0) (2.1.9)
und
Uip(τp,0) = e− i τpHb Pˆθ . (2.2.1)
Um das Lesen und Verstehen des vorliegenden Textes im Folgenden zu vereinfachen, wer-
den Gleichung (2.1.9) und die damit zusammenha¨ngenden Rechnungen und Analysen aus
Abschnitt 2.1 mit einer ro¨mischen I gekennzeichnet; Gleichung (2.2.1) und die Pulse aus
2.2 analog mit ro¨misch II. An manchen Stellen wird auch von
”
alten“ und
”
neuen“ Pulsen
gesprochen, auch dies bezieht sich auf die Zielsetzungen I und II.
Die durch konsequente Lo¨sung der Schro¨dingergleichung und Nutzung der Magnusentwicklung
52 Peter Karbach
Numerische Untersuchungen optimierter Pulse 3.1. Allgemeines
aufgestellte Korrekturmatrix2
UF(τp,0) = exp [− i (η(1) + η(2) + . . .)] (3.1.5)
und ∆ stehen in engem Zusammenhang zueinander
∆ = UF − 1 . (3.1.6)
Zur quantitativen Analyse muss der Matrix ∆ ein skalarer Wert – also eine Norm – zugeordnet
werden. Es wurde die als 2–Norm bezeichnete
d ∶= √max (EigenValue [∆†∆]) (3.1.7)
gewa¨hlt3. Zuerst wird der gro¨ßte Eigenwert der hermiteschen Matrix ∆†∆ bestimmt. Von diesem
wird anschließend die Quadratwurzel gebildet4.
Im bestmo¨glichen Fall, also der vollen U¨bereinstimmung von Ziel (idealer Puls) und Simulation
(realer Puls)
Uip = Urp ⇒∆ = 0 (3.1.8)
betra¨gt das Abstandsmaß
dmin = 0 . (3.1.9)
Im
”
schlimmsten“ Fall hingegen erha¨lt man die obere Grenze des Abstandsmaßes u¨ber
∆∆† = 1+1−2R (UipU †rp) . (3.1.10)
Im Falle, dass Uip und Urp ”
orthogonal“ zueinander stehen betra¨gt
dmax = 2 , (3.1.11)
was der oberen Grenze des Abstandmaßes entspricht.
3.1.1. Potenzreihenentwicklung
Die Ergebnisse der Magnusentwicklung aus den Abschnitten 2.1 respektive 2.2, bedingen die
vergleichsweise aufwendige Berechnung von Matrixexponentialen5 wie Gleichung (3.1.5).
Daher liegt es nahe, statt der vollen Magnusentwicklung diese weiter zu vereinfachen, so dass ein
erster Vergleich zwischen Theorie und Simulation leichter fa¨llt. Dazu bietet es sich an, die jeweils
fu¨hrende Ordnung des Ausdrucks (3.1.5)
UF(τp,0) = exp [− i (η(1) + η(2) + . . .)] (3.1.12a)
= ∞∑
n=0
1
n!
(− i∑
i=1η(i))
n
(3.1.12b)
≈ 1− i (η(1) + η(2) + . . .) (3.1.12c)
2Eigentlich Korrekturmatrizen, da die Operatoren η(i) sich fu¨r die unterschiedlichen Zielsetzung (2.1.9) und (2.2.1)
unterscheiden und lediglich die gemeinsame Struktur teilen.
3Aufgrund der Nutzung der Eigenwerten wird ha¨ufig auch von spektraler Norm gesprochen.
4Die Hermitizita¨t von ∆†∆ ist hierfu¨r essentiell erforderlich. Ansonsten versagte diese Normdefinition.
5Die Entwicklungskoeffizienten/-operatoren unterscheiden sich dabei zwischen den betrachteten Zielsetzungen
(Gleichungen (2.1.9) und (2.2.1).
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zu entwickeln. Fu¨r die Differenzmatrix ∆ ergibt sich nach Gleichung (3.1.6) damit
∆ ≈ − i (η(1) + η(2) + . . .) . (3.1.13)
Das Produkt ∆†∆ kann so, fu¨r die Fa¨lle in denen die fu¨hrende Ordnung bekannt ist, vereinfacht –
verglichen mit der Magnusentwicklung (3.1.5) – als Potenzgesetz gena¨hert und berechnet werden.
Fu¨r den Fall, dass die erste Ordnung nicht verschwindet, ergibt sich
dlinear ≈ √max (EigenValue [η(1)η(1)]) +O(τ3p) = O(τp) . (3.1.14a)
Im Falle von Pulsen, die die erste Ordnung (η(1) = 0) optimieren, ergibt sich
d2nd ≈ √max (EigenValue [η(2)η(2)]) +O(τ5p) = O(τ2p) . (3.1.14b)
Um diese unterschiedlichen Entwicklungsschritte – also Gleichung (3.1.7) verglichen mit
(3.1.14a) und (3.1.14b) – sprachlich voneinander abzugrenzen, wird im Folgenden in Be-
zug zu Gleichung (3.1.7) von Magnusentwicklung oder voller Entwicklung gesprochen;
die Gleichungen (3.1.14a) und (3.1.14b) hingegen werden mit Potenzreihenentwicklung
oder Asymptotik bezeichnet.
Man beachte, dass die Gleichungen (3.1.14a) und (3.1.14b) aus der Reihenentwicklung der Expo-
nentialfunktion (Gleichung (3.1.5)) entstammen. Diese Ausdru¨cke des Abstandsmasses d der Po-
tenzreihenentwicklung sind – anders als die urspru¨ngliche Magnusentwicklung – nicht beschra¨nkt.
Bei naiver Benutzung der Formeln ko¨nnen hier also Werte d > 2 auftreten, was gema¨ß Gleichung
(3.1.11) ausgeschlossen ist und lediglich ein Artefakt der Potenzreiheneintwicklung darstellt.
Die jeweils fu¨hrende Ordnung dieser beiden Formeln erha¨lt man unter Beru¨cksichtigung von
η(1) = O(τp) und η(2) = O(τ2p).
In Anhang B finden sich Angaben zu Programmierung/Implementation, zu Optionen und Lauf-
zeit/Speicherbedarf der angewandten Programme.
Darstellung der Ergebnisse
In den meisten der folgenden Abbildungen werden unterschiedliche Pulse hinsichtlich ihrer Abwei-
chungen d von dem Verhalten eines idealen δ-fo¨rmigen Pulses untersucht. Obwohl die Ergebnisse
der Abschnitte 2.1.1 und 2.2.1 auf einer Zeitentwicklung basieren, ist es mo¨glich und sinnvoll,
diese Ergebnisse gegen die Kopplungssta¨rke – meist den Kopplungsparameter Spin↔Bad λ auf-
zutragen.
Man erinnere sich, dass die eigentlichen dimensionslosen Entwicklungsparameter durch die Pro-
dukte λt bzw. ωt gegeben sind6. Daher bleibt es uns unbenommen, entweder die eine, oder die
andere Gro¨ße zu variieren. Auch anschaulich kann man sich einfach verdeutlichen, dass die Si-
tuation einer schwachen Kopplung unter langer Pulsdauer der Situation starker Kopplung unter
kurzer Pulswirkung entspricht.
Da es sich als praktikabler erwies, die Pulse einheitlich zu belassen und die Pulsdauer zu τp = 1 zu
wa¨hlen, werden im folgenden die Abweichungen vom Idealpuls d gegen die Kopplungsparameter
– und hier meist gegen λ (Spin↔Bad) – aufgetragen.
6Vergleiche Abschnitt 2.1.2.
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Abbildung 3.2 Skizze der Kettengeometrie zu (3.2.1). Der rote Kreis repra¨sentiert das Qubit,
die blauen Quadrate die Badspins.
Um dabei eine einheitliche Energieskala zu gewa¨hrleisten, wird der Parameter α = λ/ω genutzt.
Daru¨ber hinaus muss auch ein Weg gewa¨hlt werden, der erlaubt, Pulse hoher Pulsamplitude mit
solchen niedriger Amplitude zu vergleichen. Aufgrund dessen wird des o¨fteren der Kopplungspa-
rameter λ zusa¨tzlich mit der maximalen Feldamplitude vm des jeweiligen Pulses skaliert.
3.2. U¨berblick der Modelle
3.2.1. U¨berblick zum Kettenmodell
Als erstes Modell zum Test der gefundenen optimierten Pulse wurde eine einfache Ket-
tengeometrie gewa¨hlt. Der zugeho¨rige Hamiltonoperator im rotierenden Koordinatensystem
(rotating frame) hat dabei folgende Gestalt
H = σz λσ(1)zdcurly
A
+ω n∑
i=1 σ⃗(i) ⋅ σ⃗(i+1)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶Hb
. (3.2.1)
In Worten ist das untersuchte Zwei-Niveau-System (charakterisiert durch die Paulimatrizen ohne
Index) u¨ber die z–Komponente an einen der Badspins gekoppelt. Das Bad selber interagiert u¨ber
eine sogenannte J–Kopplung (s. Levitt 2005, Kapitel 7.10) der na¨chsten Nachbarn. Schematisch
ist die Geometrie in Abbildung 3.2 dargestellt.
Die Wahl dieses Modells ist durch den Gedanken gepra¨gt, ein einfaches aber dennoch relevantes
System zu betrachten, um die Arbeiten des Kapitels 2 numerisch zu untersuchen. Aus der Vielzahl
an mo¨glichen Geometrien und Kopplungen eines Qubits an ein Bad 7 musste ein entsprechendes
Modell aufgestellt werden.
Daher liegt die Wahl eines einzigen Kopplungspartners zwischen Qubit und Bad nahe. Um die
Komplexita¨t weiter zu reduzieren wurde – statt einer gerichteten Kopplung – lediglich die Kopp-
lung der z-Komponenten angefu¨hrt. Im Grenzfall starker Felder erha¨lt man diese Kopplung aus
der J-Kopplung oder der Dipol-Dipol-Wechselwirkung (Fortunato et al. 2002).
Die interne Baddynamik darf aber nicht zu simpel gewa¨hlt werden, da ansonsten die Gefahr
besteht, dass A und Hb miteinander kommutieren und so die Pulsoptimierung schon durch das
Modell selbst hinfa¨llig wa¨re. Hier bot sich daher eine der J-Kopplung verwandte Formulierung
an. Auch beschra¨nken wir uns eine rein skalare Kopplung.
Derartige Systeme finden sich in der Natur unter anderem im Bereich der Flu¨ssigkeits–NMR. Die
Klasse der Kopplungen wird in diesem Kontext oft als J–Kopplung bezeichnet. Man unterscheidet
7Siehe die U¨bersicht in Abbildung 1.7 bzw. der zugeho¨rigen Hamiltonoperatoren aus Tabelle 1.3
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(a) Alanin C3H7NO2. (b) Krotonsa¨ure C4H6O2.
Abbildung 3.3 Darstellung zweier Moleku¨le, die homunukleare J–Kopplung zeigen. Die je-
weiligen Tabellen geben dabei die Kopplungskonstanten und Resonanzfrequenzen an. Aus (For-
tunato et al. 2002).
dabei isotrope und anisotrope, sowie homonukleare und heteronukleare Varianten (siehe Levitt
2005, Kapitel 7.10). Wendet man diese Sprache auf (3.2.1) an, so ist die Kopplung des Qubits
an den ersten Badspin heteronuklear, wohingegen die Kopplung der Badspins untereinander
homonuklear ist.
So zeigen zum Beispiel Alanin (Abbildung 3.3a) und Krotonsa¨ure (Abbildung 3.3b) in guter
Na¨herung das homonukleare Verhalten und sind somit mo¨gliche Kandidaten zum experimentellen
Test, auch wenn die Kopplung an das Qubit – streng genommen – nicht heteronuklearer Natur
ist. Weiterhin ist natu¨rlich auch zu beachten, dass die Badspins nur idealisierterweise u¨ber die
gleiche Konstante gekoppelt sind.
Aber auch Quantendots sind durch a¨hnliche Modelle beschreibbar. Hier verweise ich auf den U¨ber-
sichtsartikel von Schliemann et al. aus dem Jahr 2003. Hier werden unter anderem die Ergebnisser
verschiedener Arbeitsgruppe zur Spindynamik eines Elektronenspins, der u¨ber Hyperfeinwechsel-
wirkung an Kernspin/Badspins koppelt, vorgestellt. Hauptsa¨chlich wird dabei das Zeitverhalten
der mittleren z-Komponente eines Zentralspins untersucht. Dabei wird festgestellt, dass viele
der dargestellten approximativen Methoden nicht in der Lage sind, das volle System hinreichend
genau genug zu beschreiben und daher neue universellere Methoden formuliert werden sollten.
Im Gegensatz zur vorliegenden Arbeit, liegt der Fokus von Schliemann et al. hauptsa¨chlich auf
der Wechselwirkung eines Spins mit seiner Umgebung ohne die Wechselwirkung der Badspins
untereinander eingehender zu betrachten.
Aber auch etliche andere Systeme weisen eine derartige
”
Heisenberg–artige“ Kopplungsstruktur
auf. So findet man diesen oder a¨hnliche Kopplungstypen auch in anderen Festko¨rpersystemen,
wie zum Beispiel in ku¨nstlich pra¨parierten Mn–Atomen auf CuN (Hirjibehedin et al. 2006), bei
Stickstoff-Fehlstellen-Zentren (Nitrogen Vacancies) in Diamant (Rios 2010) oder in mit Phosphor
dotierten Silizium (Rong et al. 2011).
In unserem Ansatz wird auch davon ausgegangen, dass die angewandten Pulse nur auf den einzel-
nen Spin (das Qubit) wirken. Je nach chemischer Umgebung (chemische Verschiebung, Resonanz-
frequenz), und verwendeter Apparatur (spektrale Pulsbreite, etc.) la¨sst sich diese Annahme nicht
immer optimal erfu¨llen. Dennoch ist diese Annahme ein Ausgangspunkt, der in vielen System
hinreichend gut genug erfu¨llt ist.
Dadurch, dass das Qubit lediglich an einen Spin des Bades koppelt, erwartet man keine große
Abha¨ngigkeit der Ergebnisse hinsichtlich der System-/Badgro¨ße. Um einerseits die verwende-
ten Programme zu testen und andererseits diese Erwartung zu besta¨tigen, wurden dennoch un-
terschiedliche Systemgro¨ßen miteinander verglichen. Dabei wurden keine unerwarteten Effekte
festgestellt, d.h. es wurde keine unmittelbare Abha¨ngigkeit zur Systemgro¨ße gefunden.
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Um aussagekra¨ftige Ergebnisse zu erhalten, ist es weiterhin sinnvoll, die Skala der Kopp-
lungskonstanten λ und ω festzulegen. Dies geschieht in den Rechnungen durch Einfu¨hrung
eines dimensionslosen Parameters α, so dass
ω = αλ (3.2.2)
gilt.
Der Parameter α gibt dabei den Einfluss des Bades an, d.h. je gro¨ßer α ist, desto weniger kann
das Bad vernachla¨ssigt werden.
Das eigentliche Ziel, die Optimierung hinsichtlich der Pulsdauer, ist dabei nur scheinbar in den
Hintergrund getreten. Indem man die Pulsla¨nge konstant bela¨sst und lediglich die Kopplungs-
sta¨rke variiert, erzielt man die gleichen Ergebnisse wie im umgekehrten Fall, da die Entwicklung
in λτp bzw. ωτp geschieht. Dennoch vereinfacht sich dadurch die konkrete Implementierung.
Fu¨r optimierte Pulse, also solche, die mindestens die erste Ordnung verschwinden lassen, sind
der Kommutator [Hb,A ] und das Quadrat des Kopplungsoperators A2 von großer Bedeutung.
Dies gilt sowohl fu¨r die Betrachtungen aus Abschnitt 2.1 als auch fu¨r die aus 2.2. Beide Gro¨ßen
sind im Modell (3.2.1) leicht zu berechnen.
Das Quadrat des Kopplungsoperators
A2 = λ2 (σ(1)z )2 = λ2 1 (3.2.3a)
erweist sich als u¨beraus einfach. Aber auch
[Hb,A ] = λω [ σ⃗(1)σ⃗(2), σ(1)z ] = 2λω i (−σ(1)y σ(2)x + σ(1)x σ(2)y ) (3.2.3b)
liefert keine gro¨ßeren Probleme. Da hierbei nur insgesamt drei Spins (Qubit + 2 Badspins) Bei-
tra¨ge zum Kommutator liefern, ist die Darstellung von η(1) und η(2) (Gleichungen (2.1.38) bzw.
(2.2.38)) in Matrizenform (23 × 23) mo¨glich und sinnvoll. Man erha¨lt in der Basis der σz Eigen-
zusta¨nde, d.h.
σx = (0 11 0) , σy = (0 − ii 0 ) und σz = (1 00 −1) (3.2.4a)
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eine konkrete Darstellung der Operatoren aus (2.1.40) bzw. aus (2.2.34) und (2.2.38), na¨mlich
η(1) = λ
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 0 η12 η11 0 0 0 0
0 0 η11 η12 0 0 0 0
η12 η11 0 0 0 0 0 0
η11 η12 0 0 0 0 0 0
0 0 0 0 0 0 η12 η11
0 0 0 0 0 0 η11 η12
0 0 0 0 η12 η11 0 0
0 0 0 0 η11 η12 0 0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(3.2.5a)
η(2) = i
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 −η23λ2 0 0 0 0 0 0
η23λ
2 0 0 0 0 0 0 0
0 0 0 −η23λ2 4ωλη22 4ωλη21 0 0
0 0 η23λ
2 0 4ωλη21 −4ωλη22 0 0
0 0 −4ωλη22 −4ωλη21 0 −η23λ2 0 0
0 0 −4ωλη21 4ωλη22 η23λ2 0 0 0
0 0 0 0 0 0 0 −η23λ2
0 0 0 0 0 0 η23λ
2 0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (3.2.5b)
Die jeweiligen Eigenwerte dieser Matrizen lauten
EigenValue [η(1)] = ±√η211 + η212λ (3.2.6a)
und
EigenValue [η(2)] = {±η23λ2,±√16ω2η221 + 16ω2η222 + η223λ2λ} . (3.2.6b)
Die Vorzeichen ± bezeichnen hier alle mo¨glichen Kombinationen an Summen und/oder Differen-
zen. Schlussendlich werden nur die Extremalwerte zur Analyse herangezogen.
Man beachte, dass – wie erwartet – die Badgro¨ße n bzw. die Systemgro¨ße N = n + 1 im
Rahmen dieser Na¨herung (zweite Ordnung) keinen wesentlichen Einfluss auf die betrachteten
Kommutatoren (3.2.3a) und (3.2.3b) hat.
3.2.1.1. Abha¨ngigkeit von der Systemgro¨ße
Im vorangegangenen Abschnitt wurde angesprochen, dass aufgrund der Kopplungsgeometrie des
betrachteten Kettenmodells die Systemgro¨ße (bzw. die Badgro¨ße) im Rahmen der gemachten
Na¨herung keinen Einfluss auf die Ergebnisse haben sollte.
Um einerseits die Software zu testen und andererseits mo¨gliche Effekte ho¨herer Ordnung
zu identifizieren, wird im Folgenden das Verhalten des Abstandmasses d hinsichtlich der
Badgro¨ße n bzw. der Systemgro¨ße N = n + 1 untersucht.
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Dazu werden zwei Pulse (U1 und SGlPi) fu¨r unterschiedliche Gro¨ßen N = {5,7,10} in einem
Kopplungsbereich λ/vm ≈ 1 × 10−3 . . .1 × 102 jeweils mit sich selbst verglichen. Die Resultate sind
in Abbildung 3.4 dargestellt.
Obwohl die Pulse vorerst nur mit sich selbst verglichen werden, d.h. die Daten nur mit der
Systemgro¨ße variiert werden, bietet es sich an schon jetzt die spa¨ter erforderliche Skalierung des
Kopplunsparameters λ vorzustellen.
Um spa¨ter die unterschiedlichen Pulse mit ihren stark voneinander abweichenden Maximalampli-
tuden (siehe Abbildungen 2.5 und 2.10) vernu¨nftig miteinander vergleich zu ko¨nnen, bietet sich
die Skalierung des Kopplungsparameters λ mit eben dieser Maximalamplitude an, d.h.
λ→ λ/vm (3.2.7)
Durch die oben angesprochene feste Zeitskala der Pulse, und die u¨bliche Wahl von h̵ = 1, besitzen
beide Gro¨ßen die Einheit einer Energie, so dass diese Skalierung auch ohne weitere physikalische
Konstanten eine dimensionslose Gro¨ße ergibt.
Die Skalierung mit vm ist nur eine von vielen Mo¨glichkeiten. Sie ist geho¨rt aber sicherlich zu
den pragmatischen. Durch diese Wahl wird zudem verhindert, dass Pulse mit extrem hohen
Amplituden8 besser erscheinen, als sie es im Vergleich wirklich sind.
Beru¨cksichtigt man zudem, dass fu¨r den Drehwinkel
θ ∼ vmτp (3.2.8a)
gilt, was in etwa
λτp ∝ λ/vm , (3.2.8b)
also dem Entwicklungsparameter aus Abschnitt 2.1 entspricht, so erha¨lt man durch diese Skalie-
rung auch noch eine bessere Vergleichsmo¨glichkeit der numerischen Ergebnisse mit den analytisch
berechneten Na¨herungen. Zudem kann so auch der gewu¨nschte experimentelle Vergleich leichter
erfolgen.
Abbildung 3.4 zeigt die Ergebnisse des Vergleichs unterschiedlicher Systemgro¨ßen untereinander.
Man erkennt hier deutlich, dass im Gu¨ltigkeitsbereich der Na¨herungen aus 2.1 keine Abha¨ngigkeit
mit der Systemgro¨ße erkennbar ist. Verla¨sst man diesen Bereich, treten Schwankungen auf, die
keiner offensichtlichen Systematik folgen und daher im Folgenden nicht na¨her analysiert werden.
In Abbildung 3.4 erkennt man auch, dass im Bereich kleiner Kopplungen (λ/vm < 1 × 10−1 fu¨r
den Puls U1 bzw. λ/vm < 1 fu¨r SGLPi) ein ausgepra¨gtes Potenzverhalten erkennbar ist, das der
Potenzentwicklung gema¨ß Gleichungen (3.1.14a) und (3.1.14b) entspricht.
Nachdem auf diese Weise einerseits die analytische Vermutung – Unabha¨ngigkeit der Ergebnisse
dieses Modells von der Systemgro¨ße – besta¨tigt wurden und andererseits sichergestellt wurde,
dass das Programm diesbezu¨glich verla¨sslich arbeitet, erfolgt im na¨chsten Schritt der qualitative
und quantitative Vergleich der einzelnen Pulse.
8Die also mo¨glicherweise eine große A¨hnlichkeit zum idealen δ-Puls aufweisen, jedoch experimentell unter
Umsta¨nden schwer realisierbar sind.
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Abbildung 3.4 Vergleich unterschiedlicher Systemgro¨ßen im Kettenmodell. Dargestellt wer-
den zwei Pulse U1 (a) und SGLPi (b) bei gleichem Badskalenparameter α = 5 (ω = αλ). Die
Kopplungskonstanten λ werden jeweils in Einheiten der maximalen Feldamplitude vm des je-
weiligen Pulses angegeben. Im jeweils unteren Graphen ist die prozentuale Abweichung der
Werte im Vergleich zu d(N = 10) aufgetragen. Man erkennt, dass erst fu¨r hohe Kopplungen
nennenswerte Abweichungen auftreten. Der
”
Knick“ in (a) bei λ/vm ≈ 1 × 10−1 ist auf Gleichung
(2.1.38b) und die konkreten Werte ηij zuru¨ckzufu¨hren. Weitere Erla¨uterungen finden sich im
Text.
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3.2.2. Analyse des Kettenmodells I
In diesem Kapitel werden die in Abschnitt 2.1.4 (Seite 27) vorgestellten Pulse, die die Ziel-
setzung
Uip(τp,0) = Up(τp, τs)PˆθUp(τp,0) (2.1.9)
verfolgen, anhand des vorgestellten Kettenmodells (Gleichung (3.2.1)) untersucht und ver-
glichena.
aIm Folgeabschnitt 3.2.3 (Seite 71) geschieht dies fu¨r die Pulse aus Kapitel 2.2.2.
Dabei soll auch gezeigt werden, dass das Verhalten dieser Pulse den Rechnungen aus Unter-
kapitel 2.1.1 den abgeleiteten Formeln der Magnusentwicklung (Gleichungen (2.1.37), (2.1.38)
und (2.1.39)) aber auch der daraus abgeleiteten Potenzreihenentwicklung (Unterkapitel 3.1.1) in
weiten Teilen gehorcht.
Daru¨ber hinaus wird auch die Gu¨te der einzelnen Pulse miteinander verglichen, d.h. es gilt
noch zu zeigen, dass die optimierten Pulse tatsa¨chlich eine Verbesserung gegenu¨ber den nicht
optimierten Pulsen (SGLPi und SGLPi2) darstellen. Dies kann dann als Grundlage fu¨r weitere
– unter Umsta¨nden auch experimentelle – Untersuchungen dienen.
Natu¨rlich wird auch gepru¨ft, in welchen Bereichen die Na¨herungen – also Magnusentwicklung
und Potenzreihenentwicklung – Gu¨ltigkeit besitzen, und ab wann sie scheitern. Bis zu diesem
Abschnitt wurde ja noch nicht gekla¨rt, ob nicht ho¨here Ordnungen der Magnusentwicklung auf
Grund unbekannter Einflu¨sse die Resultate dominieren.
Wie bereits in Kapitel 3.2.1.1 werden auch hier die Kopplungskonstanten λ mit der maxima-
len Feldamplitude vm skaliert. Die Darstellungen der analytischen Na¨herungen in den gezeigten
Abbildungen wurden dahingehend angepasst.
Betrachtet man die Abbildungen 3.5 und 3.6, fa¨llt positiv auf, dass die Ergebnisse der Magnus-
entwicklung in einem erstaunlich großen Bereich Gu¨ltigkeit besitzen9. So besteht guter Grund zu
der Annahme, dass die vorgeschlagenen optimierten Pulse in vielen experimentellen Umgebun-
gen zur Anwendung kommen ko¨nnen. Die Gu¨ltigkeit der Na¨herung wird im folgenden genauer
untersucht.
Weiterhin zeigen die Graphen 3.5 und 3.6 auch, dass die optimierten Pulse gegenu¨ber den
einfachen Pulsen (SGLPi, SGLPi2) eine deutliche Verbesserung hinsichtlich d darstellen.
Man erkennt dies daran, dass der Abstand d – welcher ja den Abstand des realen Pulses zum
idealisierten Puls gema¨ß Gleichung misst – der einfachen Pulse in großen Bereichen deutlich u¨ber
dem d der optimierten Pulse rangieren. In Teilen ist sogar eine Verbesserung des Abstandmaßes
d um bis zu zwei Gro¨ßenordnungen zu erkennen. Erst bei großen λ bzw. großen α na¨hern sich
die Kurven deutlich einander an.
Diese Resultate zeigen, dass die Na¨herung in einem weiten Parameterbereich Gu¨ltigkeit besitzt.
Die Befu¨rchtung, dass ho¨here Ordnungen aufgrund großer Entwicklungsparameter schon fru¨h
wesentliche Beitra¨ge liefern, hat sich daher nicht bewahrheitet.
9Anders als in unserer Publikation wurde hier direkt gegen die Magnusentwicklung und nicht gegen die Potenz-
reihenentwicklung getestet.
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Abbildung 3.5 Das Abstandsmaß d aufgetragen gegen die Kopplungskonstante λ fu¨r unter-
schiedliche Badparameter α in einem System mit sechs Badspins (N = 7) aufgetragen. Darge-
stellt sind verschiedene pi–Pulse gema¨ß Abschnitt 2.1.1. Die eingezeichneten Linien geben die
jeweilige analytische Erwartung gema¨ß Gleichung (3.1.14a) bzw. (3.1.14b) an. Anders als in
(Karbach et al. 2008) wird hier nicht mit der Potenzreihenentwicklung (3.1.14a) oder (3.1.14b)
sondern mit der Magnusentwicklung (2.1.38) verglichen.
Wie in Kapitel 2.1.4 dargestellt wurde, gelang es nicht, einen pi/2–Pulse zu finden, der alle Ent-
wicklungskoeffizienten η2j der zweiten Ordnung verschwinden la¨sst. Der symmetrische S2NDPi2-
und der asymmetrische A2NDPi2-Puls10 weisen jeweils einen nichtverschwindenden Parameter
η23 auf (siehe auch Tabelle 2.3).
Betrachtet man den Entwicklungoperator der zweiten Ordnung η(2) aus Gleichung
η(2) = i(η21σx + η22σz)λ [Hb,A ] + η23σyλ2A2 , (2.1.38b)
so stellt man fest, dass in dieser Konstellation (η21 ≈ η22 ≈ 0) nur der letzte Term der Gleichung
η23σyλ
2A2 Beitra¨ge liefert. Ga¨be es nur die zweite Ordnung wa¨ren diese Pulse also unabha¨ngig
von Badeinflu¨ssen bzw. von α. Da aber ho¨here Ordnungen η(3) ∝ λ3 existieren, ist davon aus-
zugehen, dass sich im Falle kleiner Skalenparameter α das Abstandsmaß d im Gu¨ltigkeitsbereich
der Potenzreihenentwicklung proportional zu λ2 im Falle großer α sich aber proportional zu λ3
verha¨lt, also
dA/S2NDPi2 ∝ ⎧⎪⎪⎨⎪⎪⎩λ
2 kleine α
λ3 große α
(3.2.9)
10Manchmal mit S2nd1 und A2nd1 bezeichnet
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Abbildung 3.6 Das Abstandsmaß d aufgetragen gegen den Kopplungsparameter λ fu¨r un-
terschiedliche Badparameter α in einem System von sechs Badspins (N = 7). Dargestellt sind
verschiedene pi/2–Pulse gema¨ß Abschnitt 2.1.1. Die farbigen Linien zeigen die Ergebnisse der
Magnusentwicklung (2.1.38).
gilt. Dieser Effekt ist auch verantwortlich fu¨r die Abweichungen der Magnusentwicklung von den
Daten der vollen Zeitpropagation (Abbildung 3.7), da unsere Magnusentwicklung nur die zweite
nicht aber ho¨here Ordnungen beru¨cksichtigt.
Vergleicht man zudem die Abbildungen 3.6 und 3.7 quantitativ miteinander, so u¨bertreffen
die Pulse A2NDPi2 und S2NDPi2 die Ergebnisse der anderen Pulse in großen Teilen um
etwa eine Gro¨ßenordnung.
Auch diesese Ergebnisse zeigen deutlich den mo¨glichen Nutzen, den diese Methode der Pulsopti-
mierung bietet und sollten weitere – insbesondere experimentelle – Arbeiten motivieren.
Dazu muss hier angemerkt werden, dass die relativ komplizierte Pulsstruktur von A2NDPi2 und
S2NDPi2 – hinsichtlich der notwendigen schnellen Schaltvorga¨nge der Feldamplitude – entspre-
chende experimentelle Anforderungen bedingt. Der zu erwartende Gewinn kann diesen Aufwand
aber dennoch rechtfertigen.
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Abbildung 3.7 Das Abstandsmaß d aufgetragen gegen den Kopplungsparameter λ fu¨r un-
terschiedliche Badparameter α in einem System von sechs Badspins (N = 7). Dargestellt sind
verschiedene pi/2–Pulse gema¨ß Abschnitt 2.1.1, die die zweite Ordnung teilweise verschwinden
lassen. Neben den Ergebnissen der Magnusentwicklung der zweiten Ordnung (durchgezogene
rote und schwarze Linie) wurden – zum besseren Vergleich – abschnittsweise Potenzgesetze
(∝ λ3,∝ λ2 und ∝ λ) eingezeichnet, die aber quantitativ nicht mit der Potenzreihenentwick-
lung aus Abschnitt 3.1.1 u¨bereinstimmen.
3.2.2.1. Gu¨ltigkeitsbereich der Magnusentwicklung (2.1.37)
Natu¨rlich ist es von großem Interesse, eine die Gu¨ltigkeit der Magnusentwicklung fu¨r die Pulse
des Abschnitts 2.1.1 zu untersuchen. Die Abweichungen der vollen Zeitentpropagation verglichen
mit der Exponentialentwicklung sollen als Maß der Verla¨sslichkeit der Entwicklung dienen.
Zum Vergleich werden dazu fu¨r unterschiedliche Kopplungsparameter α bei unterschiedlichen
Werten fu¨r λ die Abstandsmaße d gema¨ß Gleichung (3.1.7) sowohl fu¨r die volle Zeitentwicklung
als auch fu¨r die Na¨herung berechnet. Diese Werte werden im Folgenden mit ddata und dapprox
gekennzeichnet.
Die Berechnung erfolgt dabei jeweils in einem vergleichsweise kleinen Spinsystem von ins-
gesamt N = 5 Spins, um die erforderliche Rechenzeit u¨berschaubar zu halten. Da – wie in
Abschnitt 2.1.1 gezeigt – die Abha¨ngigkeit der Ergebnisse von der Systemgro¨ße im Rahmen
dieses Modells gering ist, ist dieses Vorgehen gerechtfertigt.
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Da die Berechnung der dapprox zudem einfacher und schneller ist als die der ddata bietet es sich
an, dapprox an mehr Stu¨tzstellen λ zu berechnen, als ddata. Das hat zur Folge, dass ein direkter
Vergleich
”
Punkt fu¨r Punkt“ nicht mo¨glich ist, da unterschiedliche Gitter vorliegen. Um den
Vergleich von ddata und dapprox dennoch zu vollziehen wird daher wie folgt vorgegangen.
Beide Datensa¨tze ddata und dapprox werden jeder fu¨r sich interpoliert. Dies geschieht mit kubischen
Splines umgesetzt in Routinen der GNU Scientific Library (GSL 19). Anschließend bestimmt man
den Wert λm, an dem die relative Abweichung r der Kurven voneinander, d.h..
r = ddata − dapprox
dapprox
, (3.2.10)
einen bestimmten Wert annimmt. Dazu wird das Brentsche Nullstellensuchverfahren der (GSL
19) genutzt. Die relative Abweichung r dient spa¨ter als Eingangsvariable, mit deren Hilfe der
Punkt (λm, dm) bestimmt wird, ab dem ddata und dapprox zu stark voneinander abweichen.
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(c) λm der Pi/2-Pulse
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(d) dm der Pi/2-Pulse
Abbildung 3.8 Dargestellt sind die Stellen λm bzw. dm ab der die relative Abweichung r
der Daten der vollen Propagation von denen der Potenzreihenentwicklung den Wert r = 0.05
u¨berschreitet. Die in (a) und (c) eingezeichneten farbigen Linien zeigen an, ab welchem λm die
Potenzreihenentwicklung (Gleichungen (3.1.14a) und (3.1.14b)) den Maximalwert dmax(λm) = 2
erreicht.
Die Abbildungen 3.8 zeigen die Ergebnisse dieses Vergleichs. Man erkennt gut, dass mit steigen-
dem Badeinfluss α die U¨bereinstimmung zwischen Idealpuls und Magnusentwicklung nachla¨sst.
Dabei fa¨llt auf, dass bis zu einem gewissen α von etwa 1 × 10−1 der Wert von λm kaum variiert.
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Erfreulicherweise liegen auch die Werte der λm der optimierten Pulse meist oberhalb des
Werts der simplen Pulse sglpi und sglpi2. Dies zeugt davon, dass diese Pulse hinsichtlich
der zugrundeliegenden Berechnungen la¨nger stabil sind und besser durch die Exponetialent-
wicklung beschrieben werden, als die nicht-optimierten Pulse (siehe Abbildungen 3.8a und
(c)).
Dennoch muss festgestellt werden, dass dieses Verhalten der optimierten Pulse nicht in allen
Bereichen zutrifft. Insbesondere im Bereich großer α ⪆ 1 treten Abweichungen auf. Die einfachen
Pulse (SGLxxx) gehorchen der Magnusentwicklung scheinbar besser. Dazu betrachte man die
Abbildungen 3.8b und (d).
Dies stellt keine Aussage hinsichtlich der Gu¨te der Pulse selbst dar. Diese kann nur im Vergleich
der Pulse untereinander bei gleichen Parametern λ und α bestimmt werden.
3.2.2.2. Gu¨ltigkeit der Potenzreihenentwicklung
Neben der Magnusentwicklung nach Gleichung (2.1.37) wurde in weiterer Na¨herung das Potenz-
verhalten – also die Asympotik – der Daten abgeleitet (Vergleiche Gleichungen (3.1.14a) und
(3.1.14b)). Da diese ggf. leichter11 und schneller zu berechnen ist, als die Exponentialentwicklung
lohnt es, auch diese mit den gewonnenen Daten zu vergleichen.
Durch den analytischen Zugang zum Kettenmodell (Gleichung (3.2.1)) stehen analytische Aus-
dru¨cke der Eigenwerte der Operatoren η(1) und η(2) zur Verfu¨gung. In Folge dessen kann das
asymptotische Verhalten anhand geschlossener Formeln untersucht werden, sofern man nur die
jeweils fu¨hrende Ordnung in λ betrachtet.
Die Potenzentwicklung einer nichttrivialen Funktion hat immer12 einen Bereich, ab dem ho¨he-
re Ordnungen wesentliche Beitra¨ge liefern und der Abbruch der Reihe nicht mehr zula¨ssig ist.
Speziell dieser Bereich soll nun im Folgenden adressiert werden.
Spa¨testens, wenn
dmax = 2 (3.2.11)
erreicht ist, was aus
dpotenz = √max (EigenValue [∆∆†]) (3.1.7)
folgt (siehe Gleichung (3.1.11) auf Seite 53), mu¨ssen die unbeschra¨nkte Na¨herung der ersten und
zweiten Ordnung
dlinear = √max (EigenValue [η(1)η(1)]) (3.1.14a)
und
d2nd = √max (EigenValue [η(2)η(2)]) (3.1.14b)
ihre Gu¨ltigkeit verlieren. Daher bietet es sich an, die Stellen an denen wesentliche Abweichungen
zwischen ddata und dpotenz auftreten mit den maximal mo¨glichen Stellen – also (λmax, dmax = 2)
– zu vergleichen
Die Resultate (siehe Abbildungen 3.5, 3.6 und 3.7) ließen vermuten, dass fu¨r kleine α das asym-
ptotische Verhalten (∝ λx, x = 1,2,3) erst kurz vor Erreichen des Maximalwertes dmax = 2 seine
Gu¨ltigkeit verliert.
11Diese in Einzelfa¨llen sogar analytisch berechenbar ist.
12Es sei denn es handelt sich um ein Polynom.
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Abbildung 3.9 (a) zeigt den Vorfaktor aα eines quadratischen Fits d = aαλ2 aufgetragen
gegen den Badparameter α. Zum besseren Vergleich wurde auch hier gema¨ß λ/vm skaliert. Die
farbigen Linien stellen die asymptotische Erwartung gema¨ß (3.2.13) dar). Der
”
Knick“ bei λ/vm ≈
0.5 erkla¨rt sich durch die Existenz des konstanten Summanden η23 in Gleichung (3.2.13). In (b)
ist dargestellt, ab welchem Wert λm die Daten der vollen Zeitentwicklung um mehr als 1%
von denen der Potenzreihenentwicklung (Gleichung (3.1.14b)) abweichen. Die farbigen Linien
zeigen, ab welchem λmax Gleichung (3.1.14b) den Wert dmax = 2 erreicht. Beide Graphen wurden
fu¨r N = 5 generiert.
Da die konkrete Form der Kommutatoren (Gleichungen 3.2.3a und (3.2.3b) sowie die analytische
Form der Eigenwerte (Gleichung (3.2.6)) und somit auch dpotenz analytisch vorliegt, kann mit
Hilfe der Gleichung (3.1.14b) eine Form
dpotenz = aαλ2 (3.2.12)
angegeben werden, die den Bereich in dem die Potenzreihenentwicklung Gu¨ltigkeit besitzt quan-
titativ beschreibt. Die Steigung aα ergibt sich zu
aα = √16α2(η221 + η222) + η223 . (3.2.13)
Aber nicht nur die Steigung, sondern auch Kopplung λm und Abstandsmaß dm, ab denen die
Potenzreihenentwicklung und die Daten der vollen Zeitentwicklung voneinander abweichen sind
interessant. Fu¨r Pulse zweiter Ordnung erha¨lt man
λm = √2
4
√
16α2 (η221 + η222) + η223 . (3.2.14)
Zuerst wird getestet, inwieweit – also in Abha¨ngigkeit von α – die asymptotische Form der
vollen Zeitentwicklung entspricht. Dazu wurden jeweils 100 α (α ∈ [1 × 10−3 . . .60]) mit jeweils
insgesamt 100 λ-Datenpunkten (λ ∈ [1 × 10−3 . . .100]) erstellt. Anschließend wurde eine Funktion
f = aαλ2 an diese Daten angepasst. Die obere Fitgrenze wurde dynamisch so gewa¨hlt, dass der
Fehler des Fits unter 1 × 10−4 lag. Dieses Vorgehen fu¨hrte dazu, dass fu¨r gro¨ßere α die Zahl
der Datenpunkte des Fits rapide abnimmt13, was man unter anderem an den gro¨ßer werdenden
Fehlerbalken erkennt.
13Dies ist dem festen Intervall der Datennahme geschuldet. Eine angepasste Bereichswahl der Eingangsdaten
ko¨nnte diesen Effekt auffangen, du¨rfte aber nur geringfu¨gige Verbesserungen erzielen.
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In Abbildung 3.9a ist gezeigt, wie sich die Steigung aα der Pulse U1 und ASY3 in Abha¨ngikeit
von α verha¨lt. Diese Daten (Abbildung 3.9a) weisen erst bei sehr großen α ⪆ 20 deutliche
Abweichungen vom asymptotischen Verhalten gema¨ß Gleichung (3.2.14) auf.
Parallel wird gepru¨ft, ab welchem λm die Simulationsdaten der vollen Zeitentwicklung um mehr
als 0.01 von der Potenzreihenentwicklung zweiter Ordnung (3.1.14b) abweichen. Die Ergebnisse
sind in Abbildung 3.9b gezeigt. Man erkennt gut, dass die tatsa¨chlichen Werte nicht der Gleichung
(3.2.14) entsprechen. Dennoch wird die Aussage besta¨tigt, dass diese Annahme zumindest den
qualitativen Kurvenverlauf widerspiegelt.
Abbildung 3.9b zeigt die Stellen λm ab denen der oben angesprochene Fit seine Gu¨ltigkeit ver-
liert. Hier wurde dazu eine relative Abweichungen von r > 0.01 vorgegeben. Es wurden auch die
analytisch berechneten Stellen λmax an denen dmax = 2 erreicht wird eingezeichnet.
Die Analyse (Abbildung 3.9b) fu¨hrt dazu, dass die Annahme, dass erst ab λm = λmax das
asymptotische Verhalten seine Gu¨ltigkeit verliert, verworfen werden muss.
Insbesondere bei großen α ⪆ 0.5 sind die Abweichungen gut erkennbar, aber auch bei kleineren
α ⪅ 0.5 treten Abweichungen auf, die aber auf Grund doppeltlogarithmischer Auftragung nicht
gleich ins Auge fallen.
Interessanterweise scheint es bis α ≈ 0.1 einen Bereich zu geben, an dem die Grenze λm nach oben
ansteigt. Dieses Verhalten ist aber physikalisch nicht zu rechtfertigen. Wahrscheinlich sind hier
numerische Effekte (wie endliche Datenbasis oder unbekannte numerische Effekte) als Ursachen
anzunehmen. Eine eingehendere Betrachtung dieses Effekts, der sich auch bei den Pulsen der
zweiten Zielsetzung ausbildet, findet eben dort auf Seite 74 statt.
3.2.2.3. Erreichen des Plateaus
Aufgrund der Abbildungen 3.5, 3.6 und 3.7 kam der Verdacht auf, dass die Pulse aus Abschnitt
2.1 nicht - wie Gleichung (3.1.11) und deren Vorga¨nger vermuten lassen – dem Maximalwert
dmax = 2, sondern einem jeweils vom Puls und eventuell von α abha¨ngigen Wert dPlateau mit
wachsendem λ entgegenstreben.
Zu diesem Zweck wurden die Daten (d gegen λ) als Kurvenschar von α in einem Graphen ein-
gezeichnet. Exemplarisch ist dies in Abbildung 3.10 fu¨r die Pulse U1 und ASY3 dargestellt.
Hierdurch besta¨tigt sich der Verdacht, dass dPlateau individuell von den Pulsen abha¨ngt.
Auch wenn diese Graphen scheinbar eine große Streuung aufweisen, ist dies nur der Form der
Darstellung geschuldet. Die na¨here Betrachtung zeigt, dass diese starken Abweichungen nur in
wenigen Fa¨llen (hauptsa¨chlich bei kleinen α) auftreten. Die Standardabweichung des Plateaus
ist daher sehr gering.
Das Plateau selbst – d.h. der Wert dPlateau – wird automatisiert bestimmt, in dem der Mittelwert
u¨ber alle betrachteten α ∈ [0.001 . . .100] (insgesamt 100 Stu¨ck) und den Bereich λ > 10 gebildet
wird. Den Zusammenhang zu den Daten kann man an den eingezeichneten horizontalen Linien
in Abbildung 3.10 sehen.
Das Ergebnis dieser Analyse sind in Abbildung 3.11a und Tabelle 3.11b gezeigt. Dabei sticht
besonders der Unterschied zwischen den pi–Pulse (U1, ASY1, SGLPi) und den pi/2–Pulsen (U2,
ASY3, SGLPi2, A2nd1 und S2nd1) hervor.
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Abbildung 3.10 U¨berlagerung der Ergebnisse der vollen Zeitentwicklung der Pulse U1 (in
schwarz) und ASY1 (in rot) fu¨r α = 0.001 . . .100 (in logarithmischen Schritten). Die jeweils
eingezeichneten horizontalen Linien geben den u¨ber den Bereich λ > 10 gemittelten dPlateau-
Wert an. Die gestrichelten vertikalen Linien kennzeichnen den ha¨ndisch bestimmten Wert λC
ab dem der Kurvenverlauf nicht mehr monoton wa¨chst.
Scheinbar weichen die pi/2–Pulse niemals so stark vom Idealpuls ab, wie die pi–Pulse.
Die genaue Ursache hierfu¨r konnte nicht gekla¨rt werden. Es entspricht aber den Erfahrungswerten
der experimentellen Kernspinresonanz14, dass pi–Pulse meist schwieriger zu handhaben sind als
pi/2. Dieser Umstand trat hier bereits bei der Suche eines pi–Pulses in dritter Ordnung (siehe Seite
28) hervor.
Neben dem Plateau selbst ist es unter Umsta¨nden auch interessant, zu sehen, ab wann die Daten
der vollen Zeitentwicklung ihr monoton wachsendes Verhalten in λ verlieren und sich das Plateau
auszubilden beginnt. Dieser Wert wird mit λPlateau bezeichnet
Wie man schon in Abbildung 3.10 sieht, es es schwierig – wenn nicht gar unmo¨glich – diese Stelle
eindeutig zu identifizieren. Daher belasse ich es bei einer augenscheinlichen Bestimmung dieser
Werte und hoffe dabei zumindest eine Tendenz feststellen zu ko¨nnen.
Die Ergebnisse dieser visuellen Messung sind in Abbildung 3.12a und Tabelle 3.12b dargestellt.
Anders als zuvor kann hier kein eindeutiger Trend abgeleitet werden.
Wenn u¨berhaupt scheint es so, als beendeten die pi/2–Pulse erster und zweiter Ordnung (SGL-
Pi2, ASY3 und U2) ihr monotones Verhalten erst bei vergleichsweise hohen λPlateau. Aufgrund
14Gespra¨che mit Mitarbeitern des Lehrstuhls Experimentelle Physik III der TU Dortmund.
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Abbildung 3.11 Grafische Darstellung (a) und die dazugeho¨rigen Zahlenwerte (b) von
dPlateau. Diesen wurden u¨ber α ∈ [0.001 . . .100] und den Bereich λ > 10 aus Daten – wie in
Abbildung 3.10 gezeigt – gemittelt. Die Fehlerangaben in (b) entsprechen der Standardabwei-
chung dieser Mittelung.
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sglpi 1.4
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Abbildung 3.12 Grafische Darstellung (a) und die dazugeho¨rigen Zahlenwerte (b) von
λPlateau. Diesen wurden augenscheinlich u¨ber α ∈ [0.001 . . .100] aus Daten – wie in Abbil-
dung 3.10 gezeigt – bestimmt. Aufgrund der ungenauen Bestimmung handelt es sich hierbei
nur um Indizienwerte, die allenfalls zur qualitativen Auswertung herangezogen werden du¨rfen.
der schwierigen Datennahme kann hier nur definitiv festgehalten werden, dass alle Pulse in et-
wa dem gleichen λ/vm–Intervall von etwa 1 bis 8 erste Anzeichen von ”Sa¨ttigung“, d.h. einen
Zusammenbruch des monotonen Wachstums hin zu einem Plateau aufzeigen.
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3.2.3. Analyse des Kettenmodells II
In diesem Abschnitt sollen die optimierten Pulse, die mit Hilfe des Formalismus aus Abschnitt
2.2.2 generiert wurden, an Hand des oben vorgestellten Kettenmodells (Gleichung (3.2.1)) getestet
werden.
Dass die besprochenen Ergebnisse kaum mit der Systemgro¨ße korreliert sind, wurde bereits in
Abschnitt 3.2.1.1 gezeigt. Die Zielsetzung
Uip(τp,0) = e− i τpHb Pˆθ . (2.2.1)
der neuen Pulse hat keinen Einfluss auf die Abha¨ngigkeit der Ergebnisse hinsichtlich der System-
gro¨ße N . Daher beschra¨nke ich mich hier auf die Darstellung einiger ausgewa¨hlter Ergebnisse.
10-7
10-6
10-5
10-4
10-3
10-2
10-1
100
α
 = 0.7
10-7
10-6
10-5
10-4
10-3
10-2
10-1
100
d
α = 5
10-7
10-6
10-5
10-4
10-3
10-2
10-1
100
10-4 10-3 10-2 10-1 100 101 102
λ
 / vm
α
 = 60
sglpi
picorpse
pisymm3rd
cubic
Abbildung 3.13 Das Abstandsmaß d gegen die Kopplungskonstante λ normiert auf die je-
weils maximale Feldamplitude vm fu¨r unterschiedliche Badparameter α in einem System mit
sechs Badspins (N = 7) aufgetragen. Dargestellt sind verschiedene pi–Pulse gema¨ß Abschnitt
2.2.1. Die farbigen Linien geben die jeweiligen Ergebnisse der Magnusentwicklung an, die Aus-
nahme bildet der Puls PISymm3rd, dessen Verhalten nicht analytisch vorliegt. Daher wurde
hier qualitativ eine Kurve ∝ λ3 eingezeichnet.
Wie zuvor – fu¨r die alten Pulse – vorgestellt (Abschnitt 3.2.2), zeigen die Simulationsdaten (siehe
Abbildungen 3.13 und 3.14) in einem weiten λ-Bereich sehr gute U¨bereinstimmung mit der Ma-
gnusentwicklung (2.2.33) bzw. deren abgeleiteten asymptotischen Entwicklungen (Gleichungen
(3.1.14a) und (3.1.14b)).
Anders als in Abschnitt (2.1) gelang es hier, Pulse zu generieren (z.B. PiSymm3rd und Pi2Symm2ND-
C), die die zweite Ordnung (η(2)) verschwinden lassen. Da uns keine analytische Formel zur Be-
rechnung der dritten Ordnung (η(3)) geschweige denn ihrer Koeffizienten η3j vorliegt, werden
diese Pulse lediglich qualitativ mit einem Potenzgesetz ∝ λ3 verglichen.
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Abbildung 3.14 Das Abstandsmaß d gegen die Kopplungskonstante λ normiert auf die je-
weils maximale Feldamplitude vm fu¨r unterschiedliche Badparameter α in einem System mit
sechs Badspins (N = 7) aufgetragen. Dargestellt sind verschiedene pi/2–Pulse gema¨ß Abschnitt
2.2.1. Die farbigen Linien geben die jeweiligen Ergebnisse der Magnusentwicklung an. Die Aus-
nahme bildet der Puls PISymm2ndC, dessen Verhalten ∝ λ3 nicht analytisch vorliegt. Hier
wurde qualitativ eine Kurve ∝ λ3 eingezeichnet.
Weiterhin besta¨tigt sich auch unter der neuen Zielsetzung, dass die optimierten Pulse die nicht op-
timierten Pulse (SGLlPi und SGLPi2) im Gu¨ltigkeitsbereich der Na¨herung um mehrere Gro¨ßen-
ordnungen u¨bertreffen. Dies tritt um so deutlicher hervor, je kleiner der Badparameter α ist15
Der Vergleich zu den vorangegangenen Resultaten (Abbildungen 3.5, 3.6 und 3.7) zeigt sich
allerdings, dass die Abweichungen der vollen Zeitentwicklung von der Magnusentwicklung bereits
fu¨r kleinere λ/vm signifikant sind.
Da die neue Zielsetzung – die Entkopplung des Bades vom Qubit (s. Gleichung (2.2.1)– physika-
lisch anspruchsvoller ist, als die vorherige Zielsetzung, also die Entkopplung der Zeitentwicklung
des Systems und der des applizierten Pulses (siehe Gleichung (2.1.9)), ist diese Erkenntnis aber
nicht vollkommen unerwartet.
Ein weiterer Unterschied zu den vorangegangenen Resultaten sind die deutlichen U¨berschneidun-
gen der Daten aus Abbildungen 3.13 und 3.14. Dies ist zwei Punkten geschuldet, na¨mlich
• dem ho¨heren Optimierungsgrad (∝ λ3) und
• den gro¨ßeren Pulsamplituden (siehe Abbildung 2.10).
Ersteres fu¨hrt dazu, dass – bei Koeffizienten vergleichbarer Gro¨ßenordnung– eine U¨berschneidung
fru¨her eintritt. Zweiteres fu¨hrt zu einer ausgepra¨gteren Verschiebung der Daten der optimierten
Pulse.
15Man betrachte dazu den Abstand der schwarzen und blauen Kurven in Abbildung 3.13 und 3.14 bei α = 0.7.
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Auch hier bleibt erfreulicherweise festzuhalten, dass die optimierten Pulse, den Rechnungen
der Magnusentwicklung in hohem Maße gehorchen und daru¨ber hinaus die optimierten Pulse
in einem großen Bereich eine deutliche Verbesserung gegenu¨ber den simplen Pulsen SGLPi
und SGLPI2 darstellen.
3.2.3.1. Gu¨ltigkeitsbereich der Magnusentwicklung
Wie auch zuvor soll auch der Gu¨ltigkeitsbereich der approximativen Zeitentwicklung gema¨ß Glei-
chung (2.2.33) und den in Abschnitt 2.2.1 getroffenen Annahmen untersucht werden.
Die Analyse erfolgt dabei analog der im Abschnitt 3.2.2.1 durchgefu¨hrten Betrachtungen. In
einem Detail unterscheiden sie sich aber dennoch. Aufgrund der hohen Gu¨te der Pulse und –
damit verbunden – den sehr kleinen d Werten16 war es erforderlich, den angewandten Algorithmus
der Matrixexponentierung anzupassen.
Statt der in Anhang B.1.1 vorgestellten Methode mit Hilfe der Eigenwerte und Eigenvektoren
wurden hier – erfolgreich - so genannte Pade´–Approximationen – wie in (Moler & van Loan 2003)
vorgestellt – angewandt. Das Verfahren beruht auf der Zerlegung
eA ≈ Rpq(A) ∶= [Dpq(A)]−1 Npq(A) (3.2.15)
mit
Npq(A) = p∑
j=0
(p + q − j)!p!(p + q)!j!(p − j)! Aj (3.2.16a)
Dpq(A) = q∑
j=0
(p + q − j)!q!(p + q)!j!(q − j)! (−A)j (3.2.16b)
fu¨r eine Matrix A, deren Norm ∥A∥ nicht zu groß ist (siehe Moler & van Loan 2003). Die Parameter
p und q werden an Hand der Matrixeigenschaften aus einer vorbereiteten Tabelle, die auf einer
Optimierung dieser Werte beruht, gewa¨hlt. Durch geeignete Skalierungen wird das Verfahren
zusa¨tzlich stabilisiert17.
Die konkrete Umsetzung geschah mit Routinen aus (Tsai 2007). Diese Routinen erwiesen sich
im Wertebereich nahe Null als sehr stabil. Da aber lediglich in diesem Grenzbereich eine ho¨here
Genauigkeit erforderlich ist, wurde darauf verzichtet, auch alle anderen Programme mit Hilfe
dieser Routinen umzusetzen.
Mit diesem Ru¨stzeug ist es nun mo¨glich, die Daten der vollen Zeitentwicklung mit denen der
Magnusentwicklung zu vergleichen. Die Abbildungen 3.15 (a) bis (d) zeigen die Ergebnisse dieses
Vergleichs.
Der U¨bersichtlichkeit halber werden nicht alle Pulse, die ab Seite 43 vorgestellt werden, pra¨sen-
tiert. Ich beschra¨nke mich auf die simplen Pulse SGLPi und SGLPi2 und die teilweise optimierten
Pulse PiCorpse und Pi2Corpse. Pulse, die auch die zweite Ordnung optimieren, entziehen sich –
wie oben – dieser quantitativen Analyse.
Wieder wird untersucht, ab welchem Wert λm die U¨bereinstimmung der Daten der vollen Zeit-
entwicklung um mehr als 5% von denen der Magnusentwicklung abweichen. Dies geschieht an
16Wir sprechen hier zeitweise von Werten im Bereich von 1 × 10−9.
17Siehe (Moler & van Loan 2003) und (Tsai 2007)
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Abbildung 3.15 Dargestellt sind die Stellen λm bzw. dm[Approx] an dem die relative Ab-
weichung der jeweiligen Abstandsmaße d den Wert r = 0.05 annimmt. Die in (a) und (c) ab-
gebildeten Linien zeigen an, ab welchem λm die asymptotische Entwicklung der Na¨herung den
Maximalwert d = 2 erreicht.
einem System der Gro¨ße N = 5. Auch dieses Mal wird mit den Formeln, die aus der Umstellung
von
dmax(λm) = 2 (3.2.17)
gewonnen wurden (siehe Gleichung (3.2.14)), verglichen. Die Daten sind in Abbildung 3.15 auf-
getragen.
Wieder zeigen die Pulse SGLPi und SGLPi2, das bereits aus Abschnitt 3.2.2.1 bekannte und
erwartete, Verhalten eines monotonen sinkenden Verlaufs mit steigendem Badparameter α.
Als interessanter erweist sich hingegen das Verhalten der Pulse PiCorpse und Pi2Corpse. Im Be-
reich kleiner Kopplungsparameter α ≈ 0.1 stimmen volle Zeitentwicklung und Magnusentwicklung
u¨berraschenderweise la¨nger als zuvor u¨berein. Erwartet wurde, dass mit steigendem α die Gro¨ße
λm monoton sinkt oder ho¨chstens konstant bleibt. Erst nach Erreichen eines Maximalwerts fa¨llt
λm mit wachsendem α.
Die Ursache fu¨r dieses unerwartete Verhalten konnte nicht mit absoluter Sicherheit ermittelt
werden.
74 Peter Karbach
Numerische Untersuchungen optimierter Pulse 3.2. U¨berblick der Modelle
Zur Kla¨rung wurden verschiedene Tests an den Daten durchgefu¨hrt.
• Um numerische Effekte aufzuspu¨ren, wurden die Daten vor dem eigentlichen Vergleich
logarithmiert. Aber auch hier zeigte sich das angesprochene Verhalten.
• Zudem wurden die Initialwerte (r, Datenpunktabstand, Empfindlichkeit der Nullstellensu-
che, etc.) variiert und gepru¨ft. Auch hier wurde das Verhalten fu¨r λm bei α ≈ 0.1 besta¨tigt.
Letzendlich sehe ich zwei bis drei mo¨gliche Quellen dieses Verhaltens.
Zum einen ko¨nnen numerische bzw. algorithmische Gru¨nde, die Ursache dieses Effekts darstellen.
Da man sich hier in einem sehr kleinen Wertebereich bewegt (≈ 1 × 10−9), ist nicht auszuschließen,
dass numerische Ungenauigkeiten – insbesondere bei Bestimmung der relativen Abweichung r –
hier eine gewichtigere Rolle spielen18.
Dieser Vermutung widerspricht allerdings, dass man dieses Verhalten schon in den urspru¨ngli-
chen Daten (wie in den Abbildungen 3.15a und 3.15c exemplarisch gezeigt) mit bloßem Auge
wiederfindet. Nichtsdestotrotz kann und darf ein numerischer Effekt nicht vo¨llig ausgeschlossen
werden.
Ein echter physikalischer Effekt wa¨re eine weitere Erkla¨rung, erscheint aber eher unwahrschein-
lich. Der steigende Badeinfluss sollte immer zu einer gro¨ßeren Abweichung der Daten fu¨hren.
Am sinnvollsten scheint es daher, den Effekt mit – unbekannten – ho¨heren Termen der
Magnusentwicklungen bzw. der vollen Zeitentwicklung zu begru¨nden, die sich im fraglichen
Bereich gerade so wegheben, dass zeitweise eine ho¨here U¨bereinstimmung zu den Werten der
Exponentialentwicklung besteht.
3.2.3.2. Gu¨ltigkeit der Potenzreihenentwicklung
Wie auch zuvor soll kurz betrachtet werden, in welchem Rahmen die asymptotische Betrachtung
(Gleichungen (3.1.14a) und (3.1.14b)) Gu¨ltigkeit besitzt. Dazu wurden exemplarisch zwei Pulse
(PiCorpse und Pi2Corpse) fu¨r unterschiedliche Badparameter α (insgesamt 150 Stu¨ck im Bereich
1 × 10−3 bis 1 × 103; pro α wurden jeweils 100 λ–Werte, λ ∈ [1 × 10−4 . . .1 × 104]) fu¨r ein System
mit fu¨nf Spins (N = 5) ausgewertet.
Abbildung 3.16a zeigt die Steigung aα eines quadratischen Fits
dFit(λ) = aαλ2 , (3.2.18)
der fu¨r jeden α–Wert durchgefu¨hrt wurde.
Die Datenpunkte stimmen hervorragend mit der asymptotischen Erwartung u¨berein und
weichen erst fu¨r große α sichtbar von der Kurve der Potenzreihenentwicklung (3.2.13) ab.
Die zweite Abbildung 3.16b zeigt den maximalen λ–Wert, ab dem die Daten der vollen Zeit-
entwicklung um mehr als 1 × 10−2 von denen der Potenzreihenentwicklung (Gleichung (3.1.14b))
abweichen.
18Man erinnere sich, dass r u¨ber eine Spline-Interpolation der Datensa¨tze berechnet wird.
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Abbildung 3.16 Beide Graphen wurden fu¨r N = 5 generiert. (a) Ergebnisse eines quadrati-
schen Fits dFit = aαλ2 aufgetragen gegen den Badparameter α. Zum besseren Vergleich wurde
auch hier gema¨ß λ/vm skaliert. Die farbigen Linie stellen die Potenzreihenentwicklung gema¨ß
Gleichung (3.1.14b) dar. In (b) wurde aufgetragen, ab welchem Wert λm die Abweichung des
d–Werts der vollen Zeitentwicklung von dem der Potenzreihenentwicklung gro¨ßer als 1% ist. Die
farbigen Linien zeigen, ab welchem λ Gleichung (3.1.14b) den Maximalwert dmax = 2 erreicht.
In dieser Abbildung wurde ebenfalls der maximal mo¨gliche λ–Wert eingetragen (s. Gleichung
(3.2.14)), der sich aus
dmax(λmax) = 2 (3.2.19)
ergibt19.
Im Vergleich zu den Daten der alten Pulse (Abbildung 3.9b) stellt man hier (Abbildung 3.16b)
fest, dass die Daten der neuen Zielsetzung schon bei kleineren λ deutlich von der Potenzreihen-
entwicklung abweichen.
Dieses Verhalten du¨rfte der vergleichsweise anspruchsvolleren Zielsetzung der neuen Pulse ge-
schuldet sein.
3.2.4. Fazit zum Kettenmodell
Sowohl alte als auch neue Pulse zeigen jeweils eine erstaunlich gute U¨bereinstimmung der Daten
der vollen Zeitentwicklung mit denen der Magnusentwicklung. Auch die U¨bereinstimmung mit
den daraus abgeleiteten Potenzreihen ist in großen Teilen besser als zuerst angenommen.
Des Weiteren wurde auch gezeigt, dass die optimierten Pulse der zweiten und (teilweise) drit-
ten Ordnung eine deutliche Verbesserung gegenu¨ber den nicht-optimierten Pulsen SGLPi und
SGLPi2 aufweisen, bzw. fu¨r welche Parameterbereiche dies nicht mehr gilt.
Aufgrund dieser – sehr positiven – Resultate ist zu hoffen, dass mo¨glichst bald intensivere expe-
rimentelle Arbeiten mit diesen Pulsen vorgenommen worden. Dies kann und soll einerseits dem
Test der oben getroffenen Aussagen dienen und andererseits die Leistungsfa¨higkeit der optimier-
ten Pulse hinsichtlich ihrer Zielsetzung demonstrieren.
19Dies stellt – wie bereits in Anschnitt 3.2.2.2 dargestellt – die maximal mo¨gliche Obergrenze dar, ab der die
Potenzreihenentwicklung versagen muss.
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3.2.5. U¨berblick zum dipolaren Modell
Wie zuvor angesprochen, handelt es sich bei den Untersuchungen der Pulse an dem besprochenen
Kettenmodell um einen ersten einfachen Test. Um diese Analysen fortzufu¨hren bedarf es eines
anspruchsvolleren Modells, das sich vom Kettenmodell sowohl hinsichtlich seiner Komplexita¨t als
auch in Bezug auf seine physikalischen Aussagen unterscheidet.
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Abbildung 3.17 Skizze der Kopplungsgeometrie des dipolaren Modells fu¨r insgesamt vier
Spins. Das Qubit (roter Kreis) koppelt u¨ber die z–Komponente an die Badspins (schwarze Li-
nien, λi). Die Badspins (blaue Quadrate) wechselwirken u¨ber dipolare Terme (orangene Linien,
ωij) miteinander..
Zum einen wurde daher eine anspruchsvollere Kopplungsgeometrie, wie sie in Abbildung 3.17
gezeigt ist, gewa¨hlt.
Hier steht das Qubit (roter Kreis) in Wechselwirkung mit allen Badspins. Auch die interne
Kopplung des Bades wurde komplexer angelegt. Hier sind auch alle Badspins (blaue Quadrate)
untereinander gekoppelt.
Die (meist) positiven Kopplungskonstanten20 λi und ωij unterscheiden sich dabei im Regelfall
21
fu¨r jede Kombination (i, j).
Die Wechselwirkung des Bades orientiert sich an der Gestalt einer dipolaren Kopplung.
Diese tritt sowohl in Festko¨rpern als auch in Flu¨ssigkeiten22 auf und hat ihren Ursprung in der
Wechselwirkung zweier magnetischer Dipole (s. Levitt 2005, Kapitel 7.9). Auch hier unterscheidet
man unter anderem zwischen heteronuklearer und homonuklearer Wechselwirkung.
20Durch die spa¨ter zufa¨llig erfolgende Erzeugung der Kopplungsparameter mag es geschehen, dass einzelne λi oder
ωij negative Werte annehmen. Die vorgegebenen Mittelwerte der Verteilungen sind aber immer positive reelle
Zahlen.
21Zu Testzwecken werden auch die Fa¨lle λi = λ∀i und/oder ωij = ω∀i, j betrachtet.
22In Flu¨ssigkeiten tra¨gt sie aber meist nur im anisotropen Fall bei. Im isotropen gilt meist HDD ≈ 0.
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Der Hamiltonoperator
H = σz ⋅ n∑
i=1λiσ(i)z´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
A
+ n∑
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(3.2.20)
beschreibt ein System, in dem alle Badspins u¨ber die z–Komponente an das Qubit gekoppelt
sind.
Da in diesem Modell alle Spins miteinander wechselwirken, erwartet man, dass die Simulati-
onsergebnisse – anders als im Fall des Kettenmodells (3.2.1) – von der Systemgro¨ße abha¨ngen.
Es wird daher im Folgenden auch untersucht, ob diese Abha¨ngigkeit – sollte sie denn auftreten –
durch Skalierung der Kopplungskonstanten λi und ωij aufgefangen werden kann, so dass auch die
Simulation vergleichsweise kleiner Systeme Aussagen unabha¨ngig von der Systemgro¨ße liefert.
Ein weiterer Unterschied zum Kettenmodell (Gleichung (3.2.1)) besteht darin, dass sich die Kopp-
lungskonstanten λi und ωij der einzelnen Spins voneinander unterscheiden. Anfa¨nglich werden
aber auch Varianten betrachtet, in denen λi = λ∀i und/oder ωij = ω gilt.
Der Fall λi = λ ist aber nicht allzu interessant, da hier der Kopplungsoperator A den Gesamtspin
des Bades in z–Richtung repra¨sentiert, der wiederum mit Hb vertauscht, d.h.
[A,Hb ] = 0 , falls λi = λ ∀i (3.2.21)
gilt.
Die spezielle Wahl der Kopplungskonstanten λi und ωij wird spa¨ter gema¨ß einer gewa¨hlten Vertei-
lungsfunktion erfolgen. Um dabei die Rechenzeit zu minimieren werden auch Varianten genutzt,
die in hinreichend guter Na¨herung die Ergebnisse zufa¨llig gewu¨rfelter Ergebnisse auch determi-
nistisch reproduzieren.
Obwohl die Messung dipolarer Kopplungskonstanten schon Bestandteil grundlegender Lehr-
bu¨cher ist (siehe z.B. Slichter 1992), wurde keine Publikationen gefunden, die experimentelle
Werte zu Verteilungsfunktionen von Systemen gema¨ß (3.2.20) liefern. Es existieren aber theoreti-
sche Berechnungen der Verteilungsfunktionen eines dipolaren Modells siehe (Lacelle & Tremblay
1995) und (Wesenberg & Mølmer 2004). Diese liefern aber unterschiedliche Aussagen zu Vertei-
lungsfunktion, deren Mittelwert und ihrer Varianz.
Die zitierten Arbeiten gleichen sich aber dahingehend, dass die Verteilungsfunktionen um ihren
jeweiligen Mittelwert logarithmisch abfallen und daher Probleme bezu¨glich ho¨herer Momente
aufweisen. Dieser Umstand erschwert aber die numerische Simulation bzw. die notwendige Mit-
telwertbildung im Anschluss. Hier werden daher vorerst nur gleichverteilte und normalverteilte
Kopplungskonstanten untersucht. Die
”
anspruchsvolleren“ Verteilungsfunktionen wie Cauchy–
Lorentz wurden bereits implementiert, aber noch nicht eingehender analysiert. Dies kann ggf. in
Folgestudien betrachtet werden.
Da die Potenzreihenentwicklung (Gleichungen (3.1.14a) und 3.1.14b) in den vorangegangenen
Kapiteln bereits sehr gute Resultate lieferte, wird in den folgenden Abschnitten – sofern nicht
anders vermerkt – mit der Potenzreihenentwicklung statt der Magnusentwicklung gearbeitet.
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3.2.6. Analyse des Dipolaren Modells I
3.2.6.1. Konstante Kopplungen
In diesem Abschnitt wird der Fall λi = λ und ωij = ω untersucht. Der Hamiltonoperator hat
somit folgende Gestalt
H = λσz n∑
i=1σ(i)z + ω
n∑
i<j (3σ(i)z σ(j)z − σ⃗(i)σ⃗(j)) . (3.2.22)
Wie bereits oben angemerkt, repra¨sentiert der KopplungsoperatorA die z–Komponente des vollen
Badspins, diese vertauscht mit dem Badoperator Hb.
Somit erwarten wir, dass die Ergebnisse nicht von der Kopplungskonstante des Bades ω
beziehungsweise dem Skalenfaktor α mit
ω = αλ , (3.2.23)
abha¨ngen.
Weiterhin soll – wie ebenfalls oben notiert wurde – durch geeignete Skalierung der Konstanten
λ und ω bzw. α versucht werden, Einflu¨sse der Badgro¨ße n zu minimieren oder idealerweise zu
eliminieren. Dazu werden entsprechende Skalierungsfunktionen gesucht.
Da die Zahl der Kopplungen λ linear mit der Zahl der Badspins n zunimmt bietet sich im ersten
Versuch eine Skalierung gema¨ß
λ→ λ/n (3.2.24)
an.
Zum ersten Test dieser Vermutung als auch als Test der Programme wird das Verhalten bei
α = 0, also der Fall ohne Baddynamik, betrachtet.
Die Benennung der untersuchten Skalierungen erfolgt u¨ber zwei Ziffern nach dem Schema [λ][ω],
d.h. die erste Ziffer gibt die Nummer der λ–Skalierung an, die zweite wird spa¨ter die ω–Skalierung
repra¨sentieren (siehe Abbildung 3.18). Die Ziffern selbst sind dabei willku¨rlich gewa¨hlt. In den
jeweiligen Programmen ko¨nnen diese Ziffern als Kommandozeilenparameter u¨bergeben werden.
Letztendlich kann aber nur eine Skalierung geeignet sein, die Abha¨ngigkeit der Daten von der
Systemgro¨ße zu minimieren.
Der Vergleich der Skalierungen ist in Abbildung 3.19 gezeigt. Man erkennt deutlich, dass die
gewa¨hlte lineare λ–Skalierung die Abweichungen bezu¨glich der Systemgro¨ße in einem weiten
Bereich richtig erfasst, da die unterschiedlichen Kurven aufeinander liegen.
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Scaling = [λ][ω]
0: keine Skalierung
1: /n
0: keine Skalierung
⋮
Abbildung 3.18 Schematische Darstellung der Benennung der Skalierungen.
Pulse = u1, Scaling = 00, α = 0, ωij=αλ
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Pulse = u1, Scaling = 10, α = 0, ωij=αλ
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(b) Mit Skalierung λ→ λ/n
Abbildung 3.19 In den Grafiken (a) und (b) wurde das Abstandsmaß d des Pulses U1 fu¨r
verschiedene Systemgro¨ßen N = n + 1 gegen die Kopplungskonstante λ aufgetragen. Fu¨r Graph
(a) wurden die Kopplungen λ nicht mit der Badgro¨ße n skaliert, wohingegen bei (b) λ→ λ/n gilt.
Die jeweilige untere Abbildung stellt die relativen Abweichungen der Datensa¨tze zum gro¨ßten
betrachteten N dar.
Die Bereiche, die dennoch Abweichungen zeigen λ ⪆ 5[τ−1p ], liegen aber – wie schon im vor-
angegangenen Kapitel 3.2.1 diskutiert – jenseits des Gu¨ltigkeitsbereichs unserer analytischen
Rechnungen und werden daher nicht eingehender untersucht.
Im na¨chsten Schritt wird untersucht, ob das Bad wirklich keinen Einfluss auf die Ergebnisse
hat, oder ob – aufgrund unbekannter Modelleigenschaften – dennoch eine Abha¨ngigkeit besteht.
Zudem bietet sich damit auch eine weitere Gelegenheit, die eingesetzten Programme zu testen
und die Konsistenz der erzeugten Daten zu pru¨fen.
Die Resultate sind in Abbildung 3.20 dargestellt. Wie bereits dargelegt, zeigt sich – wie erwar-
tet – keinerlei Vera¨nderung hinsichtlich des Badeinflusses α. Weiterhin besta¨tigt sich, dass die
Potenzreihenentwicklung
d = √max (EigenValue [η(2)η(2)]) +O(τ5p ) (3.2.25a)= η23λ2 +O(τ5p ) fu¨r λi = λ∀i , (3.2.25b)
die ebenfalls in Abbildung 3.20 eingezeichnet wurde, u¨ber einen weiten λ–Bereich (siehe orange-
farbene Kurve) Gu¨ltigkeit besitzt23.
23Man beachte, dass Gleichung (3.2.25b) nur im Fall λi = λ und ωij = ω∀(i, j) gu¨ltig ist.
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Pulse= u1, Scaling = 10, N =6 , ωij= α λ
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Abbildung 3.20 Das Abstandsmaß d fu¨r verschiedene Badparameter α aufgetragen gegen
die Kopplung λ. Wie erwartet, zeigen sich keine Abweichungen bezu¨glich α. Die durchgezoge-
ne orangefarbene Linie gibt die Erwartung gema¨ß der analytischen Berechnungen (Gleichung
(3.2.25b)) wieder (η23(U1) ≈ 0.123).
3.2.6.2. Zufallskopplungen (Teil 1: ohne Bad)
Im na¨chsten Schritt wird untersucht, wie sich die Daten verhalten, wenn die Kopplungen λi
zufa¨llig gewa¨hlt werden, das Bad jedoch keine Rolle spielt, d.h. ωij = 0∀(i, j) gilt.
Die zufa¨llige Wahl der λi bedingt zusa¨tzliche Parameter, die im Vorfeld festgelegt werden mu¨ssen.
Zuerst muss entschieden werden, welche Verteilungsfunktionen P (λ) bzw. Wahrscheinlich-
keitsdichten p(λ) genutzt werden sollen. Diese sollten nach Mo¨glichkeit nahe an realen Systemen
liegen, andererseits aber auch eine einfache Analyse der Ergebnisse zulassen, so dass ein besseres
Versta¨ndnis des Modellsystems und seiner Parameter entsteht.
Insbesondere aus letzterem Grund werden zu Beginn eine Gleichverteilung (uniform) und
eine Normalverteilung (normal) gewa¨hlt.
Auch wenn theoretische Arbeiten wie (Lacelle & Tremblay 1995) oder (Wesenberg & Mølmer
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2004) komplexere Verteilungsfunktionen erwarten lassen, gehen wir davon aus, dass diese Ver-
einfachung bereits das typische Verhalten zeigt. Normal- und Gleichverteilung besitzen unter
anderem wohldefinierte Mittelwerte, Standardabweichungen und weitere ho¨here Momente, was
in der weiteren Analyse vieles vereinfacht.
Alternativ bieten die Programme auch die Mo¨glichkeit die Cauchy-Lorentz-Wahrscheinlichkeitsdichte
pCauchy(λ) = 1
pi
γ(λ − λ0)2 + γ2 (3.2.26a)
und die dazugeho¨rige Wahrscheinlichkeitsverteilung
PCauchy(λ) = 1
2
+ 1
pi
arctan(λ − λ0
γ
) (3.2.26b)
zu nutzen24, es wurde aber davon abgesehen, dies eingehender zu untersuchen, nachdem erste
Tests mit dieser Verteilung ein sehr unu¨bersichtliches Bild lieferten. Die Wahrscheinlichkeitsdichte
pCauchy(λ) ist – der Vollsta¨ndigkeit halber – in Abbildung 3.21 skizziert.
p C
au
ch
y( λ
)
λ
γ
λ0
1/pi γ
Abbildung 3.21 Skizze der Wahrscheinlichkeitsdichte pCauchy der Cauchy–Lorentzverteilung
gema¨ß Gleichung (3.2.26a). Es sind eingetragen, die Peakposition λ0, der Maximalwert 1/piγ und
die Halbwertsbreite. γ
Damit sind auch schon zwei weitere Parameter genannt: zum einen der Mittelwert der Vertei-
lung, im Folgenden mit ⟨λ⟩ bezeichnet
⟨λ⟩ = ∫ ∞−∞ p(λ) λ dλ , (3.2.27a)
zum anderen die Standardabweichung σλ der Verteilung
σλ = √⟨(λ − ⟨λ⟩)2⟩ . (3.2.27b)
24Die Gro¨ße λ0 bezeichnet hier die Peakposition der Verteilung; γ repra¨sentiert die Halbwertsbreite.
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Um – wie oben – eine einheitliche Energieskala zu gewa¨hrleisten und die Zahl der freien Parameter
u¨bersichtlicher zu gestalten, wird zusa¨tzlich ein Skalierungsfaktor γλ
σλ = γλ⟨λ⟩ (3.2.27c)
eingefu¨hrt.
In den Programmen werden Zufallsgeneratoren der Boost-Bibliothek (siehe Anhang B.1.2) be-
nutzt. Diese ermo¨glichen die einfache Implementation unterschiedlicher Verteilungsfunktionen
und unterschiedlicher Pseudozufallszahlengeneratoren. Diese Bibliotheken werden von einer Viel-
zahl an Entwicklern genutzt und seit langer Zeit weiterentwickelt, daher ko¨nnen die Tests der
Zufallsgeneratoren auf ein Minimum beschra¨nkt werden.
Schließlich erfolgt die Mittelwertbildung u¨ber die m Datenpunkte gema¨ß
⟨d⟩ = 1
m
m∑
i=1di . (3.2.28a)
Der Fehler des Mittelwerts, der spa¨ter als Fehlerbalken eingezeichnet wird, berechnet sich aus
sd =
¿ÁÁÀ∑mi=1 (di − ⟨d⟩)2
n(n − 1) . (3.2.28b)
An dieser Stelle sei schon vorweggenommen, dass die so generierten Fehlerbalken oft so klein
sind, dass sie aufgrund der angezeigten Gro¨ße der Datenpunkte nicht sichtbar sind.
Neben der zufa¨lligen Wahl der λi wurde auch eine systematische Prozedur angewandt, die
die Ergebnisse der zufa¨llig gewa¨hlten Kopplungen mo¨glichst gut reproduziert ohne dabei der
zeitaufwa¨ndigen Mittelwertbildung bzw. der notwendigen Stichprobenerzeugung zu bedu¨rfen.
In Folge dessen erspart man sich die aufwa¨ndige und zeitintensive Stichprobengeneration und
Mittelwertbildung und kann mit nur einem Programmlauf bereits repra¨sentative Ergebnisse ge-
nerieren.
Diese Methode nutzt inverse Verteilungsfunktionen und wird unter anderem bei Monte-Carlo-
Techniken unter dem Stichwort
”
Inverse transform method“ (siehe Weinzierl 2000, Kap. 5.1.1)
angewandt.
In den folgenden Abbildungen werden die entsprechenden Daten meist mit
”
inversePDF“
oder iPDF beschriftet. Die
”
gewu¨rfelten“ Daten hingegen erhalten den Index/die Bezeich-
nung
”
Random“ oder RND.
Diese Methode soll nun kurz vorgestellt werden. Allgemein vera¨ndern einfache Variablentrans-
formationen x → y = y(x) den Wert einer Mittelwertbildung u¨ber die Wahrscheinlichkeitsdichte
p(x) nicht, es gilt also
f¯ = ∫ b
a
p(x) f(x)dx = ∫ y(x=b)
y(x=a) f(y) p˜(y)dy . (3.2.29a)
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Die Funktion
p˜(y) = p(x(y)) dx
dy
(3.2.29b)
setzt sich aus der (umgeformten) Wahrscheinlichkeitsdichte p(x(y)) und der Jacobi-Determinante
dx
dy zusammen. Natu¨rlich mu¨ssen auch die Integralgrenzen angepasst werden.
Gelingt es, den Anteil der Jacobi-Determinante gleich dem Inversen der Wahrscheinlichkeitsdichte
p(x) zu wa¨hlen, also
p(x) = dy
dx
, (3.2.29c)
so stellt die rechte Seite von Gleichung (3.2.29a) das Integral u¨ber eine Gleichverteilung dar.
Dieses Ziel erreicht man durch Wahl der Wahrscheinlichkeitsverteilung
P (λ) = ∫ λ−∞ p(λ′)dλ′ , (3.2.29d)
die die Wahrscheinlichkeit angibt, dass die Zufallsvariable λ′ ho¨chstens den Wert λ annimmt.
Wa¨hlt man anschließend
y(λ) = P (λ) , (3.2.29e)
so ergibt sich fu¨r die Jacobi-Determinante
dy
dλ
= dP
dλ
= p(x) (3.2.29f)
die urspru¨ngliche Wahrscheinlichkeitsdichte.
An dieser Stelle ist zu betonen, dass die Existenz und die Gutartigkeit25 von P −1 und p−1 implizit
vorausgesetzt wurde. Ansonsten sind obige Rechnungen nicht mehr in Ga¨nze gu¨ltig. Da hier
aber lediglich die etablierte Gauß- bzw. Gleichverteilung untersucht wird, besteht kein Grund,
derartige Komplikationen zu erwarten.
Die systematische Wahl der λi geschieht mit Hilfe der inversen Verteilungsfunktion P
−1(y),
in dem man y an a¨quidistanten Stu¨tzstellen yi auswertet.
Die yi stellen dabei Stu¨tzstellen der neuen Gleichverteilung dar. Durch die a¨quidistante Wahl
beschra¨nkt man sich auf eine mo¨glichst homogen gewa¨hlte Darstellung dieser Gleichverteilung.
Anschließend generiert man u¨ber die inverse Verteilungsfunktion der urspru¨nglichen Verteilung
einen Satz an λi, der nun ebenfalls eine gute repra¨sentative Stichprobe darstellt.
Um die Daten, die auf Basis der Gleichverteilung von denen der Normalverteilung unter-
scheiden zu ko¨nnen, werden die Indizes uni bzw. norm genutzt.
Gleichverteilung
Die Rechnungen zu Gleichverteilung
puni(λ) = 1
a
Θ (y − ⟨λ⟩ − a/2) Θ (−y + ⟨λ⟩ − a/2) (3.2.30a)
25wie z.B. die Nullstellen der jeweiligen Funktionen
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a
b 
= 
1/
a
〈λ 〉 λ
p(λ)
(a) Wahrscheinlichkeitsdichte puni(λ)
− a
2
−〈λ〉 a
2
+〈λ〉0
1
λ
P (λ)
(b) Wahrscheinlichkeitsverteilung Puni(λ)
Abbildung 3.22 Skizze der Wahrscheinlichkeitsdichte bzw. -verteilung der Gleichverteilung.
wie in Abbildung 3.22a skizziert, liefert mit der Breite
a = √12σλ (3.2.30b)
die Wahrscheinlichkeitsverteilung (siehe auch Abbildung 3.22b)
Puni = ⎧⎪⎪⎨⎪⎪⎩
1
a
(λ + a2 + ⟨λ⟩) fu¨r λ ∈ [−⟨λ⟩ − a/2 . . . ⟨λ⟩ + a/2]
0 sonst
. (3.2.30c)
Die zugeho¨rige inverse Funktion in Kombination mit a¨quidistanten Stu¨tzstellen
yi = 1
n
(i − 1
2
) i = 1 . . . n (3.2.30d)
liefert
λi = √12σλyi −√3σλ − ⟨λ⟩ . (3.2.30e)
Normalverteilung
Die analogen Rechnungen zur Normalverteilung (siehe Abbildung 3.23a)
pnorm(λ) = 1√
2piσλ
exp [−(λ − ⟨λ⟩)2
2σ2λ
] (3.2.31a)
liefern, unter Nutzung der gaußschen Fehlerfunktion
erf(x) = 2
pi
∫ x
0
e−t2 dt , (3.2.31b)
die Verteilungsfunktion (siehe Abbildung 3.23b
P (λ) = 1
2
(1 + erf [λ − ⟨λ⟩√
2σλ
]) . (3.2.31c)
U¨ber ihre Umkehrfunktion (siehe Abbildung 3.23c) gelangt man mit den Stu¨tzstellen aus (3.2.30d)
zu
λi = √2σλ erf−1(2yi − 1) + ⟨λ⟩ . (3.2.31d)
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Abbildung 3.23 Skizzen der Wahrscheinlichkeitsdichte, -verteilung und der inversen Vertei-
lungsfunktion der Normalverteilung.
Anwendung bezu¨glich der Potenzreihenentwicklung
In diesem Spezialfall wird – wie bereits erwa¨hnt – die Baddynamik ausgeschaltet, d.h.
α = 0 (3.2.32)
gewa¨hlt.
Da die Eigenwerte des Kopplungsoperators
A = n∑
i=1λiσ(i)z (3.2.33)
bzw. des Operators A2 bekannt sind, na¨mlich
max [EigenValue(A)] = n∑
i=1∣λi∣ (3.2.34a)
max [EigenValue(A2)] = ( n∑
i=1∣λi∣)
2
, (3.2.34b)
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ko¨nnen Ergebnisse gema¨ß der Potenzreihenentwicklung (3.1.14a) und (3.1.14b) formuliert wer-
den. Dies gelingt dabei sogar im Falle gewu¨rfelter Kopplungen, so dass hier die Simulationsdaten
eingehender validiert werden ko¨nnen. Auch der notwendige Vergleich der Methoden, d.h. iPDF
gegen randomisierte/gewu¨rfelte Kopplungen (RND) kann so auch analytisch getestet und vergli-
chen werden.
Betrachten wir statistisch verteilte Kopplungen, so bedarf es zur Datenanalyse der Mittelwert-
bildung. Wir betrachten also ein gemitteltes Abstandsmaß ⟨d⟩RND. Dabei dient der Index RND
zur Unterscheidung unterschiedlich generierter Maße, die spa¨ter miteinander verglichen werden
sollen. Gema¨ß Gleichung (3.1.14b) skaliert d in zweiter Ordnung – ohne Baddynamik – mit A2,
genauer gesagt mit dessen Eigenwerten (3.2.34b). Man erha¨lt so
⟨d⟩RND = η23 (⟨ n∑
i=1∣λi∣⟩)
2
(3.2.35a)
= η23 (n ⟨λ⟩2 (γ2λ + 1) + n(n − 1)⟨∣λ∣⟩2) . (3.2.35b)
Die obigen Rechnungen verlangen, dass Erwartungswert, Varianz und ⟨∣λ∣⟩ wohldefiniert sind und
sich entsprechend gutartig verhalten. Im Falle der Gleichverteilung (3.2.30a) ergibt sich
⟨d⟩uniRND = nη23 ⟨λ⟩2 ⎡⎢⎢⎢⎢⎢⎣(γ2λ + 1) + (n − 1)
⎧⎪⎪⎪⎨⎪⎪⎪⎩
1 fu¨r 2 ≥ √12γλ( 1√
12γλ
+ √124 γλ)2 sonst
⎤⎥⎥⎥⎥⎥⎦ . (3.2.36)
Die Fallunterscheidung bei 2 ≥ √12γλ ist erforderlich, da im Falle steigender γλ, die Kopplungen
λi auch negative Werte annehmen ko¨nnen. In diesen Fa¨llen kommt der Beitrag proportional zu⟨∣λ∣⟩2 in Gleichung (3.2.35b) zu Tragen.
Da die Normalverteilung (3.2.31a) aufgrund ihrer weiten Ausla¨ufer prinzipiell auch immer nega-
tive λi zula¨sst, ist eine Fallunterscheidung hier nicht erforderlich
⟨d⟩normRND = nη23 ⟨λ⟩2 ⎡⎢⎢⎢⎢⎣(γ2λ + 1) + n − 1pi e−1/γ2λ (
√
2γλ +√pi erf ( 1√
2γλ
)e1/2γ2λ)2⎤⎥⎥⎥⎥⎦ . (3.2.37)
Man beachte, dass in diesen Formeln noch keine Skalierung der Kopplungen λi → λi/n durch-
gefu¨hrt wurde.
Auch die Methode der inversen Verteilungsfunktion (iPDF) la¨sst sich analytisch auswerten.
Allerdings gelingt es nur im Falle der Gleichverteilung eine einfache, geschlossene analytische
Form
duniiPDF = η23 ⟨λ⟩2 ⎧⎪⎪⎪⎨⎪⎪⎪⎩
n2 fu¨r 2 ≥ √12γλ(3n2γ2λ+n2−3γ2λ)2
12n2γ2
λ
sonst
(3.2.38)
anzugeben.
Um Modell, Simulation und letztendlich auch die rechnerischen U¨berlegungen zu testen, bietet
es sich an die Abweichung der beiden Methoden (RND und iPDF) voneinander zu untersuchen.
Speziell die Abha¨ngigkeit von der Badgro¨ße n sollte hier aufschlussreich sein, da die Zahl der
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Kopplungen und somit auch die Darstellung der Verteilungsfunktionen hier Grenzen der Metho-
den (speziell iPDF) aufzeigen ko¨nnte. Die analytische Differenz duniRND − duniiPDF liefert
(duniRND − duniiPDF)η23 ⟨λ⟩2 ⎧⎪⎪⎨⎪⎪⎩
nγ2λ fu¨r 2 ≥ √12γλ
1
12n2γ2
λ
[3n3 (γ4λ + 2γ2λ − 13) + 6n2 (3γ4λ + 1) + 9γ4λ] .
(3.2.39)
Die Betrachtung von dnormRND − dnormiPDF gestaltet sich etwas aufwa¨ndiger, aufgrund der auftretenden
Fehlerfunktion erf(x) bzw. derer Inversen erf−1(x).
Mit Maple ist es jedoch mo¨glich auch hier entsprechende Graphen zu generieren, deren Verlauf
(dnormRND − dnormiPDF)∝ n (3.2.40)
nahelegen. Ein graphischer Vergleich ist in Abbildung 3.24 dargestellt.
Diese Betrachtung zeigt, dass iPDF und randomisierte Wahl (RND – ohne entsprechende
Skalierung der Kopplungen λi – fu¨r große n immer sta¨rker voneinander differieren.
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Abbildung 3.24 Vergleich der Differenzen (duniRND − duniiPDF) der Gleichverteilung (a) und(dnormRND − dnormiPDF) der Normaulverteilung (b). Durch die Division von ⟨λ⟩2η23 erha¨lt man Ergeb-
nisse, die unabha¨ngig von der mittleren Kopplungskonstante ⟨λ⟩ und dem Puls zweiter Ordnung
sind. Beide Graphen (doppeltlogarithmisch) zeigen in erster Na¨herung ein Verhalten ∆d ∝ n
(schwarze durchgezogene Linie).
Auch ohne diese Betrachtung, stellt man bereits in den Gleichungen (3.2.36) und (3.2.37) fest,
dass bereits eine Abha¨ngigkeit von der Systemgro¨ße existiert. Da die genutzten Methoden aber
nur relativ kleine Systeme in endlicher Zeit berechnen ko¨nnen, wir aber gleichzeitig bestrebt
sind mo¨glichst große Systeme26 zu beschreiben, bietet es sich an, diesen Effekt durch geeignete
Skalierung der Kopplungsparameter aufzufangen.
Da
⟨d⟩∝ λn (3.2.41a)
26Wie z.B. Quantenpunkte.
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beziehungsweise
⟨d⟩∝ λ2n2 (3.2.41b)
gilt, bietet sich eine Skalierung gema¨ß
λi → λi
n
(3.2.42)
an, um mo¨gliche Gro¨ßeneffekte. Durch diese Wahl verschwinden auch die Unterschiede zwischen
iPDF und RND fu¨r gro¨ßere Badgro¨ßen n , was uns gestattet spa¨ter iPDF statt des aufwendigen
randomisierten Verfahrens RND zu nutzen, ohne dabei Skalierungseffekte explizit im Blick halten
zu mu¨ssen.
Im Folgenden wird daher, sofern nicht anders angegeben, immer die Skalierung gema¨ß λ →
λi/n genutzt.
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Abbildung 3.25 Vergleich der Simulationsergebnisse (Punkte) bei unterschiedlicher Erzeu-
gung der Kopplungen λi (schwarz: RND, Mittelwerte aus je 200 Datenpunkten); rot: iPDF)
in einem System mit fu¨nf Badspins (n = 5) unter Wirkung des Pulses zweiter Ordnung U1.
Die Baddynamik war dabei
”
ausgeschaltet“ (ω = 0.0). Die Kurven zu dnormiPDF wurden mithilfe
von Maple numerisch generiert. Die Kurven fu¨r γλ = 0.1 liegen so dicht beieinander, dass eine
graphische Trennung nicht mo¨glich war.
Erster Vergleich der Pulse
Bislang wurde nicht erwa¨hnt, inwieweit diese theoretischen U¨berlegungen – ausgehend von Po-
tenzreihenentwicklung wie Gleichung (3.1.14b) – mit den Daten der vollen Zeitentwicklung u¨ber-
einstimmen. Die Ergebnisse dieses Vergleichs sind in Abbildung 3.25 gezeigt und werden im
Folgenden diskutiert.
Als erstes fa¨llt die hervorragende U¨bereinstimmung der Simulationsdaten mit den analytischen
Erwartungen (Gleichungen (3.2.36) und (3.2.37) bzw. (3.2.38)) ins Auge. U¨ber einen großen
Bereich in γλ erfu¨llen die Na¨herungen (3.1.14a) bzw. (3.1.14b) ihre Aufgabe erstaunlich gut und
wieder ist die Gu¨ltigkeit erst kurz vor ihrer Obergrenze dmax = 2 nicht mehr gegeben.
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Ebenfalls zeigt sich, dass die Unterschiede zwischen den Methoden iPDF und RND zur
Erzeugung der λi im Falle kleiner γλ verschwindend gering sind und auch bei gro¨ßeren γλ
kaum ins Gewicht fallen.
Diese Aussage rechtfertigt, in den folgenden Rechnungen die schnellere Methode iPDF zur Erzeu-
gung der λi zu verwenden. Dies erleichtert die folgenden Rechnungen enorm, da sonst eine noch
gro¨ßere Datenmenge einerseits fu¨r die λi und andererseits fu¨r die Badkopplungen ωij erzeugt
erzeugt werden mu¨sste27.
Die gleichzeitige analytische Wahl per iPDF beider Parameter ist jedoch nicht praktikabel, da
nur jeweils eine Referenzverteilung gewa¨hlt werden kann, ohne die Unabha¨ngigkeit der jeweiligen
anderen Verteilungen zu sto¨ren.
Praktisch bedeutet das, dass iPDF jeweils einen festen
”
Gitterplatz“ xk einer spezielle Kopplung
(λk oder ωkj) zuordnet. Wu¨rden beide Kopplungen per iPDF generiert, hat man den Zufalls-
charakter der jeweils anderen Kopplung reduziert, so dass hier ein randomisiertes Verhalten der
Ergebnisse nicht mehr zu erwarten ist.
Im folgenden werden die λi meist per iPDF generiert.
Mit diesen Ergebnissen ko¨nnen nun erstmals verschiedene optimierte Pulse miteinander bei Ab-
wesenheit des Bades unter zufa¨lligen Kopplungen verglichen werden. Dies ist in Abbildung 3.26
(a) und (b) fu¨r verschiedene pi− bzw. pi/2−Pulse geschehen.
Wie schon zuvor besta¨tigt sich das erwartete analytische Potenzverhalten, d.h. – abha¨ngig vom
Puls – ⟨d⟩ ∝ λ oder ∝ λ2 oder teilweise gar ho¨here Potenzen, wie in den Abbildung 3.26a und
3.26b dargestellt ist.
Es besta¨tigen sich die Erwartungen hinsichtlich des gezeigten Potenzverhaltens im Bereich
kleiner Energieskalen und es zeigt sich, dass die Anwendung optimierter Pulse deutliche
Vorteile gegenu¨ber den nichtoptimierten Pulse aufweist, da d im relevanten Bereich mehrere
Gro¨ßenordnungen unterhalb der nichtoptimierten SGLPi– und SGLPi2–Pulse liegen.
Im na¨chsten Schritt wird untersucht, ab welcher Stelle λm die Potenzreihenentwicklung ihre
Gu¨ltigkeit verliert. Anders als zuvor wird hier nur gegen das reine Potenzverhalten getestest.
Diese Na¨herung muss spa¨testens beim Maximalwert d = 2 ihre Gu¨ltigkeit verlieren.
Da fu¨r die Gleichverteilung eine einfache analytische Form vorliegt (3.2.38), bietet es sich an, diese
zu invertieren und mit der maximalen mittleren28 Kopplung ⟨λm⟩, die u¨ber einen numerischen
Fit bestimmt wird, zu vergleichen.
Dazu wird jeweils an Datensa¨tzen, wie sie in Abbildung 3.26 dargestellt sind, fu¨r jedes γλ und fu¨r
jeden Puls ein Potenzgesetz ∝ λ2 angepasst. Der Bereich, in dem dieser Fit erfolgt, wird dyna-
misch ermittelt, na¨mlich so, dass die tatsa¨chliche Abweichung des Fits
√
χ2 einen vorgegebenen
27Dies stellt natu¨rlich einen Vorgriff auf den na¨chsten Schritt, in dem auch der Einfluss der Baddynamik untersucht
werden soll, dar.
28Diese etwas sperrige Formulierung tra¨gt der Tatsache Rechnung, dass die λi durch Vorgabe einer Verteilungs-
funktion mit vorgegebenen Mittelwert ⟨λ⟩ und γλ generiert werden.
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Abbildung 3.26 Vergleich unterschiedlicher pi-Pulse bei unterschiedlicher Breite γλ der zu-
grundeliegenden Gleichverteilung. Die Kopplungen λi wurden per iPDF generiert.
Wert nicht unterschreitet. Der gro¨ßte Wert des Bereichs, der dieses Kriterium erfu¨llt, wird mit
λm bezeichnet.
Zusa¨tzlich wird dieser Wert mit dem Maximalwert λmax, den man aus dmax(λmax) = 2 der Po-
tenzreihenentwicklung (Gleichung (3.1.14b)) erha¨lt, verglichen.
Dieses geschieht mit dem Programm datafit, das in Anhang B.3.3 na¨her vorgestellt wird. Die
resultierenden Daten ist in Abbildung 3.27 gezeigt.
Hier erstaunt abermals die gute U¨bereinstimmung zwischen theoretisch mo¨glicher und
”
ge-
messener“ Obergrenze der Potenzreihenentwicklung.
Das Plateau, das sich im Bereich γλ < 1 ausbildet, la¨sst sich dadurch erkla¨ren, dass ab einem
gewissen γλ-Wert die Verteilung der λi so scharf ausgebildet ist, dass sich an den Ergebnissen
kaum noch A¨nderungen ergeben.
Man lasse sich nicht davon ta¨uschen, dass die Kurven scheinbar sehr stark voneinander abweichen,
dies hat mehrere Ursachen, auf die ich im Folgenden eingehe.
• Zur dynamischen Bestimmung von λm muss die Fitgenauigkeit (
√
χ2) vorgegeben werden.
In Abbildung 3.27 betrug sie 0.05. Variiert man diese Schranke
”
nach oben“ oder
”
nach
unten“, vera¨ndert sich auch die Lage der jeweiligen Datenpunkte kaum.
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Abbildung 3.26 Vergleich unterschiedlicher Pulse (pi– (a) und pi/2–Pulse (b)) bei unterschied-
licher Breite γλ der zugrundeliegenden Gleichverteilung. Die Kopplungen λi wurden per iPDF
generiert.
• Die Datenbasis des Fits umfasst nur eine endliche Zahl an Datenpunkten, mit konstantem,
relativen Abstand pro λ-Dekade. Dieses Vorgehen fu¨hrt dazu, dass die Obergrenze λm
auch nur bis zu diesen Abstand (in Abbildung 3.27 auf etwa ±0.3) genau bestimmt werden
kann. Eine Extrapolation wie in Abschnitt 3.2.2.1 wurde hier nicht vorgenommen; es findet
lediglich ein Punkt-zu-Punkt-Vergleich statt.
Beha¨lt man dies im Blick, erstaunt abermals die hohe U¨bereinstimmung der analytischen Resul-
tate mit den Simulationsdaten, wenngleich – wie zu erwarten war – die tatsa¨chliche Obergrenze
die theoretisch mo¨gliche nicht erreicht. Insbesondere fu¨r die untersuchten pi/2–Pulse sind hier
deutliche Abweichungen erkennbar.
3.2.6.3. Zufallskopplungen (Teil 2: mit einfacher Baddynamik)
Um die Lesbarkeit des Textes zu erho¨hen, wird im Folgenden ha¨ufig darauf verzichtet, die
Erwartungswerte ⟨d⟩ oder ⟨λ⟩ explizit als Erwartungswerte ⟨⋅⟩ zu kennzeichnen. Statt dessen
wird oft nur von d oder λ gesprochen, es sind aber deren Erwartungswerte gemeint.
Nachdem das System ohne Wechselwirkung der Badspins untereinander getestet wurde, wird im
na¨chsten Schritt der Fall einer konstanten Kopplungskonstante
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Abbildung 3.27 Vergleich der maximalen Gu¨ltigkeit der Potenzreihenentwicklung
dmax(λm) = 2 (farbige Linien) mit der dynamisch bestimmten Gu¨ltigkeitsgrenze eines gefit-
teten Potenzgesetzes (farbige Punkte), das jeweils an Daten – wie in Abbildung 3.26 gezeigt –
fu¨r unterschiedliche Verteilungsbreiten γλ einer Gleichverteilung angepasst wurde.
ωij = ω ∀i, j (3.2.43)
angegangen. Neben Fragen hinsichtlich der Qualita¨t der analytischen Na¨herungen verglichen mit
der vollen Zeitentwicklung, stellt sich hier die Frage, ob und wie eine Abha¨ngigkeit der Ergebnisse
von der Systemgro¨ße vorliegt. Und ob bzw. wie dies durch Skalierung der ωij erfasst werden kann.
Der Badterm ∝ [Hb,A ], der bei der Berechnung der zweiten Ordnung η(2) (Gleichung (2.1.38b))
auftritt, la¨sst sich – wie auch seine Eigenwerte – analytisch angeben
[Hb,A ] = ⎡⎢⎢⎢⎢⎣
n∑
i<j ωij (3σ(i)z σ(j)z − σ⃗(i)σ⃗(j)) ,
n∑
i
λiσ
(i)
z
⎤⎥⎥⎥⎥⎦ (3.2.44a)
= −⎡⎢⎢⎢⎢⎣
n∑
i
λiσ
(i)
z ,−∑
i<j ωij (σ(i)x σ(j)x + σ(i)y σ(j)y )
⎤⎥⎥⎥⎥⎦ (3.2.44b)
= 2 i∑
i
λi
⎛⎝∑j≠iωij (σ(i)y σ(j)x − σ(i)x σ(j)y )⎞⎠ . (3.2.44c)
Seine Eigenwerte, die mit Hilfe von Maple berechnet wurden, lauten
EigenValue ([Hb,A ]) = ⎧⎪⎪⎨⎪⎪⎩
0 , oder±4√−∑i<j ω2ij(λi − λj)2 . (3.2.44d)
Obwohl damit die einzelnen Eigenwerte der Beitra¨ge der zweiten Ordnung
η(2) = i(η21σx + η22σz)λ [Hb,A ] + η23σyλ2A2 (2.1.38b)
bekannt sind29, gelang es nicht, eine analytische Formel des vollen Operators η(2) zu finden.
29Der Term proportional zu A2 wurde in Gleichung (3.2.34b) vorgestellt.
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Daher wird spa¨ter – beim Vergleich der Pulse – auf einen quantitativen Vergleich zwischen Po-
tenzreihenentwicklung und voller Zeitentwicklung verzichtet. Ich beschra¨nke mich auf einen
qualitativen Vergleich bzgl. der Analyse des Potenzverhaltens.
Abha¨ngigkeit von der Systemgro¨ße
Wie bereits angesprochen, steht zu erwarten, dass die nun vorhandene Baddynamik eine Abha¨ngig-
keit der Ergebnisse von der System- bzw. Badgro¨ße n bedingt.
Einerseits gilt es zu kla¨ren, ob und in welcher Form sich diese Abha¨ngigkeit manifestiert.
Andererseits wird auch anschließend untersucht, ob und wie diese Abha¨ngigkeit durch Ska-
lierung der ωij erfasst werden kann.
An der bewa¨hrten Skalierung der Kopplungen λi → λi/n wird dabei festgehalten.
Betrachtet man Gleichung (3.2.44d), so liegt es nahe, die ωij keiner Skalierung zu unterziehen.
Die Zahl der Terme innerhalb der Wurzel betra¨gt n2 (n−1), dies wird aber durch λi/n kompensiert.
Die Ergebnisse (Abbildung 3.28a) zeigen hingegen, dass diese Annahme nicht zutrifft.
Die alleinige Skalierung der λi fu¨hrt also nicht zum gewu¨nschten gro¨ßeninvarianten Ergebnis. Ich
gehe davon aus, dass dies der Struktur des vollen Operators η(2) = . . . [Hb,A ]+ . . .A2 geschuldet
ist, die eine unbekannte Abha¨ngigkeit der Eigenwerte von n erzeugt.
In Folge dessen wurden verschiedene Skalierungen fu¨r ω gepru¨ft. Dabei wurden diverse sinn-
voll erscheinende Skalierungsfunktionen aufgestellt und anschließend gepru¨ft. Eine U¨bersicht der
verwendeten Nomenklatur ist in Abbildung 3.29 gegeben.
Nach vielen Tests, erwies sich schlussendlich erwies sich Skalierung 16
ωij → ωij/√n (3.2.45)
als die bestmo¨gliche unter den untersuchten Ansa¨tzen.
Dies ist in Abbildung 3.28b dargestellt. Nichtsdestotrotz ist diese Skalierung rein empirischen
Ursprungs und weist nach wie vor eine geringe Abha¨ngigkeit der Ergebnisse von der System-
gro¨ße N bzw. der Badgro¨ße n = N − 1 auf.
Abha¨ngigkeit vom Badparameter α
Wie schon in Kapitel 3.2.1 vorgenommen, bietet sich auch hier an, Baddynamik und Kopplung
der gleichen Energieskala zu unterwerfen, d.h.
ω = α ⋅ ⟨λ⟩ (3.2.46)
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Abbildung 3.28 Skalierungsverhalten des Pulses U1 fu¨r unterschiedliche Systemgro¨ßen N
bei konstanter Badankopplung ω = 0.5τ−1p und gleichbleibender Verteilungsbreite γλ = 0.1. Die
Kopplungen λi wurden u¨ber die inverse Gleichverteilungsfunktion (iPDF, uniform) generiert.
Der obere Graph gibt das Abstandsmaß d als Funktion des Erwartungswertes ⟨λ⟩ wieder. Der
untere Graph zeigt die prozentuale Abweichung der Kurven fu¨r N = 3,4 und 7 von der Kurve
fu¨r N = 8.
zu definieren. Berechnet man das Abstandsmaß d in Abha¨ngigkeit von α, also bei festem ⟨λ⟩ = 0.01
und γλ = 0.1, so ergeben sich die Abbildungen 3.30 (a) bis (h).
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Scaling = [λ][ω]
0: keine Skalierung
1:
2:
3:
4:
5:
6:
7:
8: 
/ n n−1/2 
/ n n−1/2 
/ n−1/2 
/ n−1 
/ n−1/2 
/n/2−1/n
/ n−1  / 2n
/n
0: keine Skalierung
1: /n
Abbildung 3.29 Nomenklatur der verwendeten Skalierungsschemata. Die erste Ziffer gibt die
Skalenfunktion der λ–Kopplungen an, die zweite die der ωij .
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Abbildung 3.30 Skalierungsverhalten des Pulses U1 fu¨r unterschiedliche Systemgro¨ßen N
bei konstantem ⟨λ⟩ = 0.01 und γλ = 0.1. Weitere Erla¨uterung auf der folgenden Seite
Die gewa¨hlte Skalierung ω → ω/√n zeigt auch in Abbildung 3.30 eine Reduktion der
Gro¨ßenabha¨ngigkeit, liefert aber keine hundertprozentige U¨bereinstimmung der Kurven.
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Abbildung 3.30 Skalierungsverhalten des Pulses U1 fu¨r unterschiedliche Systemgro¨ßen N
bei konstantem ⟨λ⟩ = 0.01 und γλ = 0.1. Die Kopplungen λi wurden u¨ber inverse Verteilungs-
funktionen (iPDF) einer Gleich- bzw. Normalverteilung (uniform, normal) generiert. Der jeweils
obere Graph gibt das Abstandsmaß d als Funktion des Skalierungsparameters α wieder. Der
untere Graph zeigt die prozentuale Abweichung der Daten fu¨r N =3, 5 und 8 und von der Kurve
fu¨r N = 9. Als Hilfslinie wurde jeweils in dunkelgru¨n eine lineare Funktion in α eingezeichnet.
Weitere Erla¨uterungen sind im Text gegeben.
Da keine bessere Skalierungsfunktion gefunden wurde, muss dieser Zustand vorerst hingenommen
werden und kann – vielleicht – erst in nachfolgenden Arbeiten adressiert werden.
Im Bereich kleiner Badparameter α erkennt man in den Abbildungen 3.30 fast konstante Werte
fu¨r d. Dies ru¨hrt daher, dass in diesem Bereich der Badeinfluss so gering ist, dass es kaum Einfluss
auf das Qubit ausu¨bt. Die geringen Abweichungen der Kurven voneinander ru¨hren von den oben
angesprochenen Skalierungseffekten mit der Systemgro¨ße N , die nicht vollsta¨ndig ausgeglichen
werden konnten.
In dem anschließenden Bereich gewinnt das Bad zunehmend an Einfluss. Gema¨ß des Entwick-
lungoperators η(2) (Gleichung (2.1.38)) erwartet man hier einen linearen Anstieg mit α fu¨r den
Puls U1. Die Abweichungen von diesem Verhalten werden in diesem Bereich durch Korrekturen
ho¨herer Ordnung beziehungsweise numerischer Einflu¨sse niederer Ordnung erkla¨rt.
Fu¨r steigende α (Abbildungen 3.30e bis (h)) nimmt d zwischen α ≈ 1 . . .10 aber ein Maximum
an.
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Dieses auffa¨llige Verhalten hat zwei mo¨gliche Ursachen.
• Entweder handelt es sich um einen Effekt, der der Zielsetzung der untersuchten Pulse –
also der Entkopplung von freier Evolution und Puls – geschuldet ist.
• Oder es tritt auf Grund von
”
motional averaging“ α-abha¨ngige Re- bzw. Defokussierung
auf.
Der erste Punkt, also hinsichtlich der Zielsetzung, begru¨ndet sich wie folgt. Im Bereich kleiner
α < 0.1 fa¨llt die Baddynamik auf Grund der geringen Kopplungssta¨rke ω = αλ < 0.001 kaum ins
Gewicht. Umgekehrt, ist bei sehr großen α > 10 die Baddynamik der entscheidende Anteil. In
dem Zwischenbereich haben beiden in etwa die gleiche Gro¨ßenordnung und ko¨nnen kumulativ
wirken.
Die Zielsetzung des Pulses U1 liegt in der Entkopplung der Pulswirkung und der freien Zeitent-
wicklung. Ist entweder die Kopplung λ selbst numerisch sehr klein, oder aber ist sie verglichen
mit der Baddynamik ω nicht von Bedeutung, ist dieses Ziel schon vom Modell her erreicht. Dies
ko¨nnte daher eine mo¨gliche Erkla¨rung des abgebildeten Maximums in d zwischen α ≈ 1 . . .10 in
Abbildung 3.30 darstellen.
Andererseits ist auch nicht auszuschließen, dass das Modell selbst in diesem Parameterbereich
eine defokussierende Wirkung auf das Qubit unter Pulswirkung ausu¨bt und so den Anstieg und
Fall in d erkla¨ren kann.
Weiterhin erkennt man an dieser Auftragung, dass Normalverteilung und Gleichverteilung
im Vergleich zueinander nur geringe Abweichungen aufweisen.
Fu¨r gro¨ßere Systeme wird erwartet, dass die Unterschiede deutlicher ausfallen, da d maßgeb-
lich vom gro¨ßten Eigenwert des Hamiltonoperators abha¨ngt und dieser durch die gro¨ßtmo¨gliche
Kopplung beeinflusst wird. Die gro¨ßtmo¨gliche Kopplung ha¨ngt aber einerseits von der Vertei-
lungsbreite γλ aber auch der Verteilung selbst ab. Die Normalverteilung la¨sst – auf Grund ihrer
weiten Ausla¨ufer (siehe Abbildung 3.23a) – hier gro¨ßere Werte als die Gleichverteilung zu. Die
Skalierung der λ→ λ/n minimiert diesen Effekt aber.
Vergleich der Pulse
Nachdem die Skalierungfrage hinreichend gekla¨rt ist, folgt der Vergleich der Pulse untereinander
bzw. der Vergleich der analytisch bekannten Potenzreihenentwicklung mit den Daten der vollen
Zeitentwicklung.
Dieser Vergleich ist exemplarisch in den Abbildungen 3.31a und (b) fu¨r pi– bzw. pi/2–Pulse dar-
gestellt.
Wie zu erwarten war, zeigen sich wesentliche Abweichungen von der Potenzreihenentwicklung
erst bei steigendem Badeinfluss α≫ 1 .
Bis dahin ist augenscheinlich keine Abweichung erkennbar.
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Abbildung 3.31 Vergleich verschiedener pi-Pulse fu¨r unterschiedliche Parameter γλ und α.
Weitere Erla¨uterungen auf der na¨chsten Seite
Erfreulicherweise erkennt man auch, dass der optimierten pi/2–Pulse A2nd1 in einem gewissen
Bereich mit λ3 skaliert.
Dies war auf Grund seiner Entwicklungskoeffizienten η21 ≈ η22 ≈ 0 und η23 = 0.017 im Bereich
kleiner λ zu erwarten.
Anders als bisher, stehen nun zwei Parameter α und αl zur Verfu¨gung. Eine einfache zweidi-
mensionale Darstellung der Ergebnisse reicht also nicht aus, den Einfluss beider Parameter zu
untersuchen. Stattdessen bietet sich ein dreidimensionaler Plot an, in dem – abha¨ngig von α bzw.
γλ – die obere Fitgrenze λm aufgetragen wird.
Wie schon auf Seite 3.2.6.2 wird diese obere Fitgrenze dynamisch als der Wert λm bestimmt, ab
dem
√
χ2 eines quadratischen Fits an die Daten eine vorgegebene Obergrenze 0.01 u¨berschreitet.
Die Daten in ihrer dreidimensionalen Darstellung finden sich in Abbildung 3.32.
Wie erwartet, nimmt mit steigendem Badeinfluss α und steigender Verteilungsbreite γλ der
Gu¨ltigkeitsbereich der Potenzreihenentwicklung deutlich ab.
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Abbildung 3.31 Vergleich verschiedener Pulse fu¨r unterschiedliche Parameter γλ und α. Das
Bad wurde hierbei mit einer Kopplung ωij = ω = α⟨λ⟩ angekoppelt. Die entsprechenden farbigen
Kurven repra¨sentieren die Werte der Magnusentwicklung zweiter Ordnung gema¨ß Gleichung
(2.1.31). Die orangene Linie in den unteren Graphen von (b) skizziert eine Funktion ∝ λ3, da
hier die zweite Ordnung allein nicht zur Beschreibung der Daten ausreicht. Diese Daten wurden
unter Anwendung von iPDF bei einer Gleichverteilung fu¨r N = 7 Spins erzeugt, die Skalierung
folgte dabei Schema 16. Da PiSymm3rdC und PiSymm2ndC Pulse dritter Ordnung sind, sind
sie durch die zweite Ordnung (blaue Kurve) nicht beschreibbar.
Nichtsdestotrotz u¨berzeugt auch hier der große Bereich, in dem die Obergrenze λm/vm ober-
halb von λ > 1.0 liegt. Fu¨r den Puls ASY3 (Abbildung 3.32d) wird sogar ein Wert von λm ≈ 5
erreicht.
Dies liegt jenseits der Erwartungen und zeigt das große Potential der Potenzreihenentwicklung
und so auch der zugrundeliegenden Rechnungen bzw. der daraus abgeleiteten Pulse.
3.2.6.4. Zufallskopplungen (Teil 3: Zufa¨llige Badkopplungen)
In diesem Abschnitt wird untersucht, wie und ob sich die Ergebnisse der vorangegangenen
Kapitel a¨ndern, wenn auch die ωij zufa¨llig gewa¨hlt werden.
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Abbildung 3.32 Farbdarstellung der oberen Fitgrenze λm/vm (vm: maximale Feldamplitude)
bestimmt an einem System von N = 7 Spins. Die Kopplungen λi wurden per iPDF, die Bad-
dynamik u¨ber ωij = ω = α⟨λ⟩ generiert. Die Genauigkeit der numerischen Anpassungen betra¨gt√
χ2 = 1 × 10−2, der Exponent des angepassten Potenzgesetzes war dabei auf 2 festgelegt. Die
Daten wurden per iPDF einer Normalverteilung fu¨r ein System von N = 7 Spins mit Skalierung
16 erzeugt.
Hierzu wird ein weiterer Parameter γω
σω = γω⟨ω⟩ = γωα⟨λ⟩ (3.2.47)
eingefu¨hrt, der die Varianz der Verteilung σω der ωij definiert.
Der Einfachheit halber werden die ωij gema¨ß der gleichen Verteilung wie der der λi generiert. Dies
ist auch in sofern sinnvoll, da auf den ersten Blick kein zwingender physikalischer Grund besteht,
der eine andere Kopplungsverteilung der Baddynamik verglichen mit der der Ankopplung des
Bades an das Qubit erzwingt.
Um Rechenzeit zu sparen, werden die λi im Folgenden nur durch die iPDF–Methode generiert.
Durch diese Wahl der λi wird die freie Wahl der Gitterpositionen i bzw. j so eingeschra¨nkt, dass
nun die ωij wirklich per Zufallszahlengenerator (siehe Abschnitt B.1.2) bestimmt werden mu¨ssen.
Es fu¨hrt also kein Weg an statistischer Datenanalyse vorbei.
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Der zu bestimmende Mittelwert ⟨d⟩ wird u¨ber eine große Zahl (typisch sind 100 oder 200) an
Programmla¨ufen mit randomisierten Kopplungen ermittelt. Dabei wird auch der Fehler des Mit-
telwerts bestimmt, der aber in den meisten Fa¨lle kleiner als die dargestellte Punktgro¨ße ist und
so in den Abbildungen nicht immer sichtbar ist.
Da keine analytische Formel zur Berechnung der Eigenwerte der η(1)– und η(2)–Matrizen vorliegt,
bleibt hier nur der Vergleich der Pulse untereinander. Zudem wird hier mit den Ergebnissen der
Magnusentwicklung verglichen.
Diese Ergebnisse sind in Abbildung 3.33a und (b) fu¨r unterschiedliche Kombinationen von α, γλ
und γω dargestellt.
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Abbildung 3.33 ⟨d⟩ fu¨r ein dipolares System der Gro¨ße N = 5 unter Wirkung unterschiedli-
cher pi-Pulse. λi per iPDF; ωij gewu¨rfelt; benutzt wurde Gleichverteilung. Weitere Erla¨uterun-
gen siehe na¨chste Seite.
Wie man in den beiden Abbildungen 3.33a und (b) erkennt, werden die analytischen Erwar-
tungen der Magnusentwicklung voll erfu¨llt.
Man kann weiterhin auch gut erkennen, dass der Puls A2nd1 – wie erwartet – in Teilbereichen
nicht mit der zweiten Ordnung allein beschreibbar ist, sondern schon ein kubisches Verhalten
(∝ ⟨λ⟩3) aufweist. Dies ist wieder der hohen Optimierungsgu¨te η21 ≈ η22 ≈ 0 und η23 = 0.017
geschuldet.
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Abbildung 3.33 Darstellung des mittleren Abstandsparameters ⟨d⟩ fu¨r ein dipolares System
der Gro¨ße N = 5 unter Wirkung unterschiedlicher Pulse. Die λi wurden gema¨ß iPDF generiert.
Die ωij wurden mit Hilfe eines Zufallszahlengenerators jeweils 100 mal gewu¨rfelt. Beide Male
wurde eine Gleichverteilung genutzt. Neben den Kurven der Magnusentwicklung gema¨ß Glei-
chung (2.1.31) (durchgezogene Linien) wurde in den unteren Graphen eine willku¨rlich gewa¨hlte
kubische Funktion (⟨λ⟩3) in dunkelgru¨n eingezeichnet. Als Skalierung der Kopplungen kam
Schema 16 zum Einsatz.
Alle dargestellten Kurven in Abbildung 3.33 zeigen erst ab großen γω > 10 sichtbare Abweichungen
vom einfachen Potenzverhalten bzw. der Magnusentwicklung bis zur zweiten Ordnung.
Dabei ist festzuhalten, dass trotz aller Abweichungen die optimierten Pulse weiterhin unter-
halb der nichtoptimierten Pulse SGLPi und SGLPi2 rangieren, was sie zu aussichtsreichen
Kandidaten fu¨r experimentelle Anwendungen macht.
Vergleich mit der Potenzreihenentwicklung
Auch in diesem Fall ist es von Interesse, inwieweit die Na¨herungen Bestand haben, also bis zu
welchen Parameterwerten die Kurven durch ein einfaches Potenzverhalten beschreibbar sind.
Wieder wurden fu¨r verschiedene Parametersa¨tze α,γλ und γω Daten – wie in Abbildung 3.33a
und (b) gezeigt – generiert und anschließend mit dem Programm datafit (siehe Abschnitt B.3.3)
ausgewertet.
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Die jeweils gefundene maximale Kopplung λm dividiert durch die maximale Feldamplitude vm
wird in den Abbildungen 3.34 dargestellt30 .
10-310-210-1 100 101 102
10-3
10-2
10-1
100
101
102
γω = 0.1
α
γω = 1
λ
m
 / v
m
γλ
10-310-210-1 100 101 102
10-3
10-2
10-1
100
101
102
10-3 10-2 10-1 100
γω = 10
1
0.1
0.01
(a) ASY1
λ
m
 / v
m
γλ
10-310-210-1 100 101 102
10-3
10-2
10-1
100
101
102
γω = 0.1
λ
m
 / v
m
α
γω = 1
λ
m
 / v
m
10-310-210-1 100 101 102
10-3
10-2
10-1
100
101
102
10-3 10-2 10-1 100
γω = 10
1
0.1
0.01
(b) U1
λ
m
 / v
m
γλ
10-310-210-1 100 101 102
10-3
10-2
10-1
100
101
102
γω = 0.1
λ
m
 / v
m
α
γω = 1
λ
m
 / v
m
10-310-210-1 100 101 102
10-3
10-2
10-1
100
101
102
10-3 10-2 10-1 100
γω = 10
1
0.1
0.01
(c) ASY3
λ
m
 / v
m
γλ
10-310-210-1 100 101 102
10-3
10-2
10-1
100
101
102
γω = 0.1
λ
m
 / v
m
α
γω = 1
λ
m
 / v
m
10-310-210-1 100 101 102
10-3
10-2
10-1
100
101
102
10-3 10-2 10-1 100
γω = 10
1
0.1
0.01
(d) U2
Abbildung 3.34 Darstellung der oberen Fitgrenze λm gegen die Kopplungsparameter α und
γλ aufgetragen, bei unterschiedlicher Streuung der γω der ωij–Kopplungen. Zusa¨tzlich wurden
farbige Ho¨henlinien eingezeichnet, die dem Leser die Betrachtung erleichtern sollen. Man be-
achte, dass in c) die Ho¨henlinien fu¨r γω = 0.1 fehlerhaft dargestellt werden, dort beschreibt die
rote Linie λm/vm = 1.0 und die orangene Linie λm/vm = 0.1. Die Daten wurden per iPDF und
einer Gleichverteilung in einem System von N = 5 Spins generiert, das Skalierungschema ist 16.
Wie in Abbildung 3.34 gezeigt, erreicht die U¨bereinstimmung der Potenzreihenentwicklung mit
den Daten der vollen Zeitentwicklung (α, γλ)–Bereich einen recht hohen Wert von
λm/vm ≤ 1 . (3.2.48)
Um zu untersuchen, wie genau diese Obergrenze λm mit α bzw. γλ zusammenha¨ngt, betrachte
ich Schnitte durch jeweils einen der Graphen aus 3.34. Dies ist fu¨r zwei Werte in Abbildung 3.35
dargestellt.
Man sieht in Abbildung 3.35) fu¨r γλ einen reziproken Abfall der U¨bereinstimmung λm der vollen
Zeitentwicklung verglichen mit der Potenzreihenentwicklung gema¨ß
30Wie zuvor bezeichnet λm den Wert, ab dem der Fahler eines quadratischen Fits
√
χ2 einen vorgegebenen Wert
u¨berschreitet.
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Abbildung 3.35 Schnitte durch Abbildung 3.34b (Puls U1) zur Bestimmung der Skalierung
der Grenze λm/vm. Im linken Graphen (a) zeigt sich – wie erwartet – ein lineares Verhalten mit
der Kopplungsbreite γλ, der rechte Graph (b) zeigt ein quadratisches Verhalten in α. Graph (c)
la¨sst keine eindeutige Aussage zu, auch wenn der lineare Abfall am wahrscheinlichsten scheint.
λm/vm ∝ 1/γλ (3.2.49a)
hinsichtlich γλ. Fu¨r α ergibt sich
λm/vm ∝ 1/α2 . (3.2.49b)
Beide Male jedoch erkennt man ein ausgepra¨gtes Plateau, das wir bereits in Abbildung 3.27
kennengelernt haben. Wie dort angesprochen, ist dieses Plateau der Tatsache geschuldet, dass ab
unterhalb einer gewissen Grenze in γλ oder γω die Wahrscheinlichkeitsdichten zur Erzeugung der
λi bzw. der ωij so scharf fokussiert sind, dass effektiv keine Variation der Kopplungswerte selbst
stattfindet.
Auch hinsichtlich γω zeigt sich das Plateauverhalten. Der folgende Abfall bei γω ⪆ 0.5 ist aber
nicht eindeutig zu quantifizieren. So sind sowohl linearer als quadratischer Abfall in γω mo¨glich.
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Da allerdings fu¨r gro¨ßere α bzw. γλ ein sichtbar lineares Verhalten erkennbar ist, sollte dies die
dominante Ordnung repra¨sentieren
λm/vm ∝ 1/γω . (3.2.49c)
Die anderen Pulse der zweiten Ordnung zeigen ein a¨hnliches Verhalten. Die Pulse, die auch teil-
weise die zweite Ordnung optimieren (wie z.B. A2nd1), sind entziehen sich dieser Analyse, da sie
– wie z.B. in Abbildung 3.33 gezeigt – nicht allein durch die zweite Ordnung der Potenzreihen-
entwicklung beschrieben werden.
In na¨chster Schritt in der Pru¨fung der Potenzreihenentwicklung und daru¨ber hinaus der Magnus-
entwicklung sollte darin bestehen, das empirisch gefundene Verhalten (Gleichungen (3.2.49a) bis
(3.2.49c)) einerseits quantitativ und analytisch zu untersuchen und mit den analogen Resultaten
der Magnusentwicklung zu vergleichen.
3.2.7. Analyse des dipolaren Modells II
Dieser Abschnitt widmet sich der Untersuchung der
”
neuen“ Pulse, die in Kapitel 2.2.2 vorge-
stellt wurden, im Kontext des dipolaren Modells aus Kapitel 3.2.5. Diese Analyse baut dabei
sinnvollerweise auf den Verfahren des vorangegangenen Kapitels 3.2.6, das die
”
alten“ Pulse aus
Abschnitt 2.1.1 betrachtete, auf.
Zur Erinnerung sei nochmals darauf hingewiesen, dass diese Pulse dazu dienen, das Qubit vom
Bad zu entkoppeln. Das heißt, dass die Zeitentwicklung unter Wirkung des realen Pulses Up(τp,0)
idealerweise als vertauschbares Produkt des Pulsoperators Pθ und der freien Entwicklung der
Badspins e− i τpHb dargestellt werden kann, d.h. dass die Zielsetzung
Uip(τp,0) = e− i τpHb Pˆθ , (2.2.1)
verfolgt wird. Die Abweichung dieses Ideals von der tatsa¨chlichen Zeitentwicklung des Systems
Urp wird wieder durch das Abstandsmaß d
d = √max (EigenValue [∆∆†]) (3.1.7)
gemessen (siehe Kapitel 3.1).
Anders als in Abschnitt 2.1.4 gelang es mit den
”
neuen“ Pulsen (siehe Kapitel 2.2.2) auch Pulse
derart zu optimieren, dass wir – wie bereits in Abschnitt 3.2.3 gezeigt – fu¨r manche Pulse ein
ausgepra¨gtes Potenzverhalten d∝ λ3 erwarten du¨rfen.
Da sich die analytischen Formeln der Magnusentwicklung der
”
neuen“ Pulse im Rahmen des
dipolaren Modells (Gleichung (3.2.20)) letztendlich nur in den Werten der Entwicklungskoeffi-
zienten ηij (Gleichungen 2.2.42) von denen der ”
alten“ Pulse unterscheiden, kann hier auf eine
erneute Untersuchung des Skalierungsverhaltens bzgl. der Badgro¨ße n verzichtet werden.
Die zuvor identifizierten Skalierungsfaktoren finden daher auch hier Anwendung, d.h.
Scaling 16 = ⎧⎪⎪⎨⎪⎪⎩λi →
λi/n
ωij → ωij/√n . (3.2.50)
Dass diese Faktoren – insbesondere hinsichtlich ωij – die Abha¨ngigkeit der Systemgro¨ße N = n+1
nicht vollsta¨ndig aufheben, muss dabei beachtet werden.
Auch ist eine ausfu¨hrliche Vorstellung aller Varianten der Kopplungswahl (λi = λ∀i , randomisiert,
iPDF und ωij = 0, = ω∀(i, j), randomisiert) nicht zwingend erforderlich.
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Hier beschra¨nke ich mich – selbstversta¨ndlich nach Pru¨fung der anderen Varianten – auf die
Vorstellung der Fa¨lle λi ⇒ iPDF und ωij ⇒ RND.
Die durchgefu¨hrten – aber hier nicht vorgestellten – Ergebnisse der verbliebenen Varianten ver-
halten sich analog zu den Resultaten aus Abschnitt 3.2.6 und liefern somit keine wesentlichen
neuen Informationen.
Es zeigt sich, dass die Ergebnisse, den theoretischen Erwartungen der Magnus- und Potenz-
reihenentwicklung aus Kapitel 2.2 – wie zuvor – im Kern entsprechen.
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Abbildung 3.36 Vergleich dreier pi–Pulse aus Abschnitt 2.2.2 bei verschiedenen Systempa-
rametern (Badkopplung: α, Streuung der λi: γλ, Streuung der ωij : γω). Weitere Erla¨uterungen
auf der na¨chsten Seite
Vergleich der Pulse
Ein Vergleich jeweils dreier pi bzw. pi/2–Pulse ist in den Abbildungen 3.36 und 3.37 gegeben.
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Abbildung 3.37 Vergleich dreier pi/2–Pulse aus Abschnitt 2.2.2. Die Punkte geben die Er-
gebnisse der vollen Zeitentwicklung, die korrespondierenden durchgezogenen Linien die der Ma-
gnusentwicklung der zweiten Ordnung gema¨ß (2.2.33) an. Zur visuellen Unterstu¨tzung wurde
auch eine Kurve dritter Ordnung d ∝ λ3 (orangefarbene Linie) eingezeichnet. Die Wahl der λi
geschah per iPDF, die der ωij randomisiert. Das Skalierungsschema 16 kam zur Anwendung.
Die Systemgro¨ße betra¨gt N = 5.
Dabei fallen unter anderem die Abweichungen der Pulse PiCorpse und PI2Corpse hinsichtlich
der vollen Zeitentwicklung von der Magnusentwicklung bei kleinen α und γλ (Abbildungen
3.37a bis (c) und 3.36a bis (c)) ins Auge.
Dies liegt darin begru¨ndet, dass bei kleinen α die Baddynamik (d.h. die ωij) kaum eine Rolle
spielt, also der Kommutator [Hb,A ] insgesamt nur wenig beitra¨gt und somit der Anteil η23σyA2
der zweiten Ordnung η(2) dominiert. Fu¨r die angesprochenen Pulse betragen η23 = −0.0017 (Pi-
Corpse) bzw. η23 = −0.0005 (Pi2Corpse).
Diese recht kleinen Werte η23 fu¨hren im Bereich ⟨λ⟩ ⪆ 0.1 dazu, dass die – analytisch unbekann-
te – dritte Ordnung η(3) gegenu¨ber der zweiten η(2) dominiert. Diese Eigenschaft erkla¨rt die
angesprochenen Abweichungen. Lediglich bei sehr kleinen ⟨λ⟩ ⪅ 5 × 10−2 beschreibt die zweite
Ordnung die Abweichung zum Idealpuls ada¨quat.
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Die Abweichungen der Pulse Pi2Symm2ndC und PiSymm3rdC (blaue Linien und Punkte
in Abbildung 3.36 und 3.37) hingegen sind Ausdruck der erfolgreichen Optimierung dieser
Pulse.
In beiden Fa¨llen gelang es, die zweite Ordnung – im Rahmen der numerischen Genauigkeit –
vollsta¨ndig zu optimieren, d.h. η2j < 1 × 10−6∀j = 1 . . .3. Den Erfolg dieser Optimierung erkennt
man in Abbildung 3.36 und 3.37 daran, dass diese Pulse in weiten Teilen ein kubisches Verhal-
ten bezu¨glich ⟨λ⟩ aufweisen31. Die Kurve (durchgezogene blaue Linie) der Magnusentwicklung
der zweiten Ordnung liefert ga¨nzlich unpassende Ergebnisse und dient nur der Besta¨tigung des
angesprochenen Verhaltens.
Obwohl die optimierten Pulse das erwartete Verhalten zeigen, stellen sie aber nicht immer
die beste Wahl dar.
Besonders deutlich erkennt man in Abbildung 3.37 fu¨r Pi2Symm2ndC, dass dieser in weiten
Teilbereichen ein schlechteres Abstandsmaß d liefert, als der teiloptimierte Puls Pi2Corpse –
der lediglich die erste Ordnung korrigiert – und teilweise sogar unterhalb des simplen Pulses
SGLPi rangiert. Dieses Verhalten findet sich auch bei anderen betrachteten Pulsen (wenngleich
in schwa¨cherer Form) wieder.
Dieses Verhalten, das auch bereits in anderen Kapiteln angesprochen wurde32, ist Ausdruck der
einfachen Tatsache, dass sowohl die Vorfaktoren einer Potenzfunktion d = ηxλx als auch der
Exponent x letztendlich daru¨ber entscheiden, in welchem Bereich der ⟨λ⟩ der Wertebereich d
einer Funktion unterhalb dessen einer anderen Funktion liegt33.
Diese Information darf aber lediglich dazu fu¨hren, dass die Wahl der Pulse in einem konkre-
ten Experiment den herrschenden Rahmenbedingungen hinsichtlich Kopplungskonstanten,
Pulssta¨rken und Pulsdauern angepasst werden muss. Eine grundsa¨tzliche Ablehnung oder
Bevorzugung der optimierten Pulse kann und darf aus dieser simplen Erkenntnis nicht ab-
geleitet werden.
Gu¨ltigkeit der Potenzreihenentwicklung
Wie zuvor, erfolgt auch hier eine Analyse der Gu¨ltigkeit der Potenzreihenentwicklung. Dazu
wurden fu¨r unterschiedliche Parameter α, γλ und γω Daten wie in Abbildung 3.36 generiert und
anschließend mit dem Programm datafit (siehe Anhang B.3.3) ausgewertet.
Es wird eine (quadratische) Funktion an die Daten angepasst. Dabei werden die obere Grenze 34
λm des Fitbereichs dynamisch bestimmt, so dass die tatsa¨chliche quadratische Abweichung
√
χ2
des Fits unterhalb einer vorgegebenen Grenze von 1 × 10−2 liegt. Der Exponent des Fits wurde
dabei mit 2 vorgegeben und festgehalten, d.h. f(λ) = aλ2.
31Dazu vergleiche man den Kurvenverlauf der Pulsdaten mit der der orangefarbenen Hilfskurve ∝ ⟨λ⟩3.
32Wenngleich es in Kapitel 3.2.6 nicht so ausgepra¨gt war.
33Diese Betrachtung gilt streng genommen nur im Gu¨ltigkeitsbereich der Potenzreihenentwicklung, reicht aber zur
Erkla¨rung des Sachverhalts aus.
34Die untere Grenze kann ebenfalls dynamisch angepasst werden, es wird hier aber meist davon ausgegangen, dass
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Abbildung 3.38 Darstellung der oberen Grenze λm eines quadratischen Fits an Daten wie aus
Abbildung 3.36 dividiert durch die maximale Pulsamplitude vm = 13/6piτp des Pulses PiCorpse.
Die Daten wurden in einem System von N = 5 Spins mit λi Kopplungen gema¨ß iPDF und
zufa¨llig erzeugten ωij fu¨r eine Gleichverteilung generiert. Das Skalierungsschema ist 16.
Fu¨r PiCorpse sind die erzielten Ergebnisse in Abbildung 3.38 gezeigt. Dort erkennt man deutlich,
dass der Puls PiCorpse teilweise das Verhalten eines Pulses dritter Ordnung aufweist, was durch
die geringe Gro¨ße des Koeffizienten η23 = −0.001 74 erkla¨rt werden kann.
Anders als Abbildung 3.34, in der einige
”
alte“ Pulse analog betrachtet wurden, tritt daher
bei α ⪅ 1 und γλ ⪅ 1 kein einfaches Plateaua dem ein ”Gefa¨lle“ folgt auf, sondern man erkennt
eine
”
Hu¨gel“-artige Struktur.
agemeint ist ein konstanter Wert λm.
Dieser
”
Hu¨gel“ bildet sich im mittleren Bereich um (α ≈ 1, γλ ≈ 1) aus und fa¨llt dann fu¨r große α
bzw. γλ wieder ab. Einige beispielhafte Kurven, die als in Schnitte durch Abbildung 3.34 erzeugt
wurden, sind in Abbildung 3.39 abgebildet.
Leider ist aber auch anzumerken, dass die Obergrenzen nicht die Werte aus Abbildung 3.34 er-
reichen. Dennoch sind diese Werte auch immer im Bezug zum Experiment zu sehen, bei dem
einerseits die Kopplungssta¨rken λi bzw. ωij der jeweiligen Proben, zum anderen aber auch ap-
parative Gro¨ßen wie τp und vm zu beru¨cksichtigen sind.
fu¨r λ→ 0 das Potenzverhalten in jedem Fall vorliegt.
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In jedem Fall zeigen sich große Bereiche, in denen die vorgestellten Pulse den analytischen
Erwartungen der Magnus- bzw. der Potenzreihenentwicklung voll entsprechen. In weiten
Teilen u¨bertreffen sie auch die simplen Pulse und heben sich deutlich von diesen ab.
Auch die
”
neuen“ Pulse, beziehungsweise die neue Zielsetzung erfordert eine Analyse der Abwei-
chungen zwischen Magnus- bzw. Potenzreihenentwicklung und den Daten der vollen Zeitentwick-
lung hinsichtlich der Parameter α, γλ und γω. Dies geschieht wieder, in dem ”
Schnitte“ durch
3.38 untersucht werden. Das Ergebnis ist in Abbildung 3.39 dargestellt.
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Abbildung 3.39 Schnitte durch Abbildung 3.38 (PiCorpse) zur Bestimmung der oberen Fit-
grenze λm/vm. In (a) zeigt sich – wie zuvor – ein lineares Verhalten mit der Kopplung γλ. Der
rechte obere Graph (b) zeigt abweichend zu Abbildung 3.35 einen linearen Anstieg bzw. Ab-
fall in α. Graph (c) zeigt einen linearen Abfall in γω. Zur Hilfe wurden jeweils Kurven der
entsprechenden Potenzgesetze eingezeichnet.
Anders als in Abbildung 3.34 erkennt man in Abbildung 3.39a, dass fu¨r PiCorpse kein simples
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Plateau fu¨r kleine α und kleine γλ existiert, dieses Verhalten wurde bereits im Zusammenhang
mit Abbildung 3.38 angesprochen.
Dieser
”
Hu¨gel“ ist auch in Abha¨ngigkeit von α erkennbar (siehe Abbildung 3.39b). Hier fa¨llt die
Fitobergrenze λm mit 1/α ab.
In Abbildung 3.34 wird hier ein quadratischer Abfall offenbar. Gleichzeitig kann man hier einen
linearen Anstieg in α fu¨r kleine α feststellen. Abbildung (c) zeigt diesmal einen deutlichen linearen
Abfall von λm/vm mit der Breite der Verteilung des Badkopplungen γω.
Dieses Verhalten wurde bereits in 3.34 vermutet, war aber nicht so deutlich ausgepra¨gt wie
es hier der Fall ist. Ru¨ckwirkend wird so auch die erste Annahme gesta¨rkt.
3.2.8. Fazit zum dipolaren Modell
Auch das dipolare Modell (Seiten 77ff.) weist – ebenso wie das Kettenmodell (Seiten 55ff.) – eine
hervorrangende U¨bereinstimmung der Magnus- bzw. der daraus abgeleiteten Potenzreihenent-
wicklung auf.
Obwohl die Komplexita¨t des Modells die des Kettenmodells u¨bertrifft – sowohl hinsichtlich der
Zahl der Kopplungen an das Qubit als auch hinsichtlich ihrer Natur35 – sind die Resultate davon
weitgehend unbeeinflusst.
Dies zeugt davon, dass die (fast) modellunabha¨ngigen Rechnungen aus Kapitel 2 einen wert-
vollen Beitrag sowohl fu¨r Experimente, als auch fu¨r weitere theoretische Untersuchungen
liefern ko¨nnen.
Wie bereits im Kettenmodell konnte auch gezeigt werden, dass die optimierten Pulse in vielen
Fa¨llen eine deutliche Verbesserung gegenu¨ber den nichtoptimierten Pulsen SglPi und SglPi2
darstellen. Diese Arbeit zeigt aber auch mo¨gliche Grenzen der optimierten Pulse im Vergleich zu
den nichtoptimierten auf.
35Zufa¨llig gewa¨hlte bzw. entsprechend angepasste Kopplungen.
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4. Fazit und Ausblick
4.1. Zusammenfassung
Im ersten Abschnitt 1 wurde die grundlegende Bedeutung der Quanteninformationsverarbeitung
und einiger experimentell relevanter Systeme hervorgehoben. Im folgenden beschra¨nke ich mich
auf Systeme/Modelle, die ein einzelnes Qubit – gekoppelt an ein Bad mit Eigendynamik – be-
handeln.
Das folgende Kapitel 2 stellt zwei wesentliche Publikationen der Arbeitsgruppe (Pasini et al.
2008) und (Pasini et al. 2009) vor, in denen es gelang, fu¨r abstrakte Modelle der Gestalt
H =Hb + λAσz (2.1.1)
Gleichungen mit dem Ziel der Entkopplung der zeitlichen Badevolution von der Pulswirkung
Up(τp,0) = up(τp, τs)Pˆθup(τs,0) (2.1.9)
beziehungsweise die vollsta¨ndige Entkopplung der Bad- und Qubitevolution
Up(τp,0) ≈ e− i τpHb Pˆθ (2.2.1)
abzuleiten. Die in Abschnitt 3.2.1 gezeigten numerischen Untersuchungen am Kettenmodell dienten
dabei beide Male als Besta¨tigung der analytischen U¨berlegungen.
Dies gelang in beiden Fa¨llen durch konsequente Lo¨sung der Schro¨dingergleichung und Anwen-
dung der Magnus-Entwicklung (siehe Anhang A.1.2). Schlussendlich wurden Integralgleichungen
der Entwicklungsparameter (ηij , Gleichungen (2.1.40) bzw. (2.2.42)) der Abweichung der Zeitent-
wicklung vom jeweils vorgegebenen Ziel berechnet, die im weiteren Verlauf durch Wahl geeigneter
Pulsparameter (Pulsamplitud(en), Schaltzeitpunkte, Zahl der Schaltprozesse) optimiert wurden.
Einige Resultate dieser Optimierung finden sich – zusammen mit den Entwicklungparametern –
in den Abschnitten 2.1.4 und 2.2.2.
In Abschnitt 3 stelle ich anschließend meine Simulationsergebnisse der vollen Zeitentwicklung im
Vergleich mit der approximativen Zeitentwicklung der Magnusentwicklung bzw. der Potenzreihen-
entwicklung, die der Pulsoptimierung zugrunde lag, vor. Dies geschieht anhand zweier Modelle,
einem Kettenmodell H = σz λσ(1)zdcurly
A
+ω n∑
i=1 σ⃗(i) ⋅ σ⃗(i+1)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶Hb
. (3.2.1)
und einem Modell mit Dipol-Dipol-Wechselwirkung (dipolares Modell)
H = σz ⋅ n∑
i=1λiσ(i)z´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
A
+ n∑
i<j ωij (3σ(i)z σ(j)z − σ⃗(i)σ⃗(j))´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶Hb
. (3.2.20)
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Beide Male werden sowohl die Pulse der Optimierung gema¨ß Gleichung (2.1.9) aber auch die
gema¨ß Gleichung (2.2.1) evaluiert.
Das dipolare Modell erweist sich aufgrund seiner expliziten Systemgro¨ßenabha¨ngikeit sowie der
ho¨heren Zahl frei wa¨hlbarer Kopplungsparameter im Vergleich zum Kettenmodell anspruchsvoller
und dient dazu, die ersten Analysen am Kettenmodell zu besta¨tigen aber auch dazu mo¨gliche
Grenzen der optimierten Pulse und der Magnus-/Potenzreihenentwicklung aufzuweisen.
Dennoch konnten auch hier die analytischen Rechnungen der Magnus-/Potenzreihenentwicklung
in einem weiten Parameterbereich1 verifiziert werden.
In den meisten Fa¨llen konnte gezeigt werden, dass die Anwendung der optimierten Pulse eine
deutliche Verbesserung gegenu¨ber nicht-optimierten (SglPi und SglPi2) oder bereits bekannten
Pulsen (z.B. Corpse) darstellt. Eine naive Anwendung der optimierten Pulse, die davon ausgeht,
dass diese immer die beste Wahl darstellen, ist jedoch nicht zula¨ssig.
Da in dieser Arbeit auch dargestellt wird, in welchen Bereichen, diese optimierten Pulse gegenu¨ber
den klassischen Pulsen keine Verbesserung bzw. eine Verschlechterung darstellen, kann sie unter
anderem die Planung eines Experiments wesentlich unterstu¨tzen.
Fu¨r kleine Kopplungen und kleine Verteilungsbreitena stellen die optmierten Pulse jedoch
immer eine Verbesserung dar.
aDer Parameter α ist dabei meist nebensa¨chlich (siehe z.B. Abbildung 3.37).
4.2. Ausblick
Obwohl diese Arbeit theoretischer Natur ist, so hat sie doch einen klaren Anwendungsbezug.
Kurz nach Vero¨ffentlichung unserer Resultate gelang es Dr. Gonzalo August´ın A´lvarez am Lehr-
stuhl
”
Experimentelle Physik III“ der TU Dortmund experimentelle Belege der erfolgreichen
Optimierung zu liefern. Seine Messungen nahm er dabei an Alanine (vergleiche Abbildung 3.3a)
vor. Da diese Befunde bislang nicht publiziert wurden, du¨rfen hier leider keine Details bespro-
chen werden. Wir hoffen aber, dass diese vielversprechenden Ergebnisse bald der O¨ffentlichkeit
zur Verfu¨gung stehen werden und auch andere (experimentelle) Gruppen animieren, hier weitere
Untersuchungen vorzunehmen.
Daru¨ber hinaus ist die Nutzung derartiger Pulse auch im Rahmen der Verwendung von Puls-
sequenzen von großem Interesse. Obwohl optimierte Pulse in ihrer Struktur einer Pulssequenz
sehr a¨hnlich sind, kann die Verwendung eines solchen innerhalb einer Pulssequenz große Vorteile
bieten. Dies wird unter anderem in der Vero¨ffentlichung (Pasini, S. et al. 2011) untersucht und
ist auch weiterhin aktueller Forschungsgegenstand.
An einigen Stellen der Arbeit wurde auch angemerkt, dass zuku¨nftig eingehendere Analysen
einzelner Aspekte, z.B. des Verhaltens bei logarithmisch-abfallenden Verteilungsfunktionen, ge-
gebenenfalls neue Erkenntnisse fu¨r konkrete Experimente liefern ko¨nnen und daher in Betracht
gezogen werden sollten. Dazu geho¨rt sicherlich auch der Versuch, deutlich gro¨ßere Systeme als
die hier gezeigten (N ≫ 10) anzugehen. Dies ist aber mit den hier vorgestellten Methoden nicht
ohne weiteres mo¨glich.
Es sollte auch versucht werden, unsere Ergebnisse auf Zwei- oder Multiquibitsysteme zu erweitern,
um einen weiteren – großen – Schritt in Richtung Quantencomputing voranzuschreiten.
1Gemeint sind unter anderem Kopplungskonstanten und Pulsdauern.
114 Peter Karbach
A. Mathematischer Anhang
A.1. Magnus-Entwicklung
A.1.1. Zeitordnung
Die formale Lo¨sung zeitabha¨ngiger Probleme der Quantenmechanik ist Gegenstand vieler Lehrbu¨cher.
In diesem Abschnitt folge ich der Darstellung von (Slichter 1992, Appendix J und K).
Die zeitliche Entwicklung einer Wellenfunktion ψ ist fu¨r einen zeitunabha¨ngigen Hamiltonopera-
tor relativ einfach anzugeben. Allgemein lautet die Schro¨dingergleichung
− h̵
i
∂ψ
∂t
=Hψ . (A.1.1)
Im Falle eines zeitunabha¨ngigen Hamiltonoperators H ergibt sich die Zeitentwicklung von ψ
als
ψ(t) = exp(− i
h̵
Ht)ψ(0) . (A.1.2)
In dieser Arbeit werden aber meist zeitabha¨ngige Hamiltonoperatoren betrachtet. Im Falle
stu¨ckweise konstanter Pulse, also solchen, die jeweils fu¨r ein Intervall ti (i = 1 . . . n) konstant Hi
sind und dann instantan geschaltet werden, ergibt sich als Zeitentwicklung
ψ(t) = exp(− i
h̵
Hntn) . . . exp(− i
h̵
H2t2) exp(− i
h̵
H1t1)ψ(0) . (A.1.3)
Im Falle kommutierender Hamiltonoperatoren
[Hi,Hj ] = 0 (A.1.4)
kann man die einzelnen Exponentialfunktionen zu einer gemeinsamen zusammenfassen, entweder
als
ψ(t) = exp(− i
h̵
∑
k
Hktk)ψ(0) (A.1.5a)
oder auch als
ψ(t) = exp(− i
h̵
∫ H(t′)dt′)ψ(0) . (A.1.5b)
Der letzte Ausdruck bedingt bei stu¨ckweise konstanten Pulsen die Verwendung entsprechender
Heavisidefunktionen (Stufenfunktionen), die den jeweiligen Hamiltonoperator Hi auf das richtige
Zeitintervall ti beschra¨nken.
In den meisten hier betrachteten Fa¨lle vertauschen die Hamiltonoperatoren nicht, das heißt
[Hi,Hj ] ≠ 0 . (A.1.6)
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Um sich auch in diesem Fall einer kompakten Schreibweise bedienen zu ko¨nnen, bedient man
sich des Zeitordnungsoperators T , dessen Aufgabe darin besteht, die zeitlich richtige Abfolge
der einzelnen Bestandteile zu gewa¨hrleisten. Dieser wurde erstmals von Dyson (1949) zu diesem
Zweck eingefu¨hrt. Ein Beispiel:
T [exp(− i
h̵
H1t1) exp(− i
h̵
H3t3) exp(− i
h̵
H2t2)] =
exp(− i
h̵
H3t3) exp(− i
h̵
H2t2) exp(− i
h̵
H1t1) . (A.1.7)
Auf diese Weise ist es mo¨glich, Gleichung (A.1.3) als
ψ(t) = T ∏
k
exp(− i
h̵
Hktk)ψ(0) (A.1.8)
zu schreiben. Daru¨ber hinaus gelingt es
T ∏
k
exp(− i
h̵
Hktk) = T exp(− i
h̵
∑
k
Hktk) (A.1.9)
zu formulieren. Der Beweis erfolgt u¨ber die Reihendarstellung der rechten und linken Seite.
Betrachtet man die Operatoren A1 und A2, wobei A1 zur fru¨heren Zeit t1 und A2 zur spa¨teren
Zeit t2 wirkt, so ist zu zeigen, dass
eA2 eA1 = T eA2+A1 (A.1.10a)
gilt. Die Reihendarstellung der linken Seite ergibt
eA2τ eA1τ = (∑
l
1
l!
Al2τ
l)(∑
m
1
m!
Am2 τ
m) (A.1.10b)
=∑
n
( n∑
k=0
1(n − k)!k!An−k1 Ak2) τn . (A.1.10c)
Die der rechten Seite liefert
T e(A2+A1)τ = T ∑
n
(A2 +A1)n
n!
τn . (A.1.10d)
Nun vergleicht man die Koeffizienten der τn. Den Koeffizienten der rechten Seite formt man zu
T (A2 +A1)n = T [An2 +An−12 A1 +An−22 A1A2 +An−32 A1A22 . . .A2A1An−12 +A1 +An−12 (A.1.10e)+ Terme mit zwei A1 + usw.] (A.1.10f)
um. Fu¨hrt man die Zeitordnung aus, so ergibt sich
= An2 + nAn−12 A1 + n(n − 1)2 An−22 A21 + . . . . (A.1.10g)
Zusammenfassend ergibt sich
1
n!
T (A2 +A1)n = n∑
k=0
1(n − k)!k!An−k2 Ak1 , (A.1.10h)
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was der gesuchten linken Seite entspricht. Somit ist das Gleichung (A.1.9) gezeigt und wir ko¨nnen
die Wellenfunktion in diskreten Zeitintervallen als
ψ(t) = T exp( i
h̵
∑
k
Hktk)ψ(0) (A.1.11a)
oder im infinitesimalen Fall als
ψ(t) = T exp( i
h̵
∫ H(t′)dt′)ψ(0) (A.1.11b)
schreiben.
A.1.2. Die Magnus–Entwicklung
Die Magnus-Entwicklung stellt eine Methode dar, Gleichungen wie (A.1.11) pertubativ im Sinne
der
”
Average–Hamiltonian“–Theorie auszuwerten. In der urspru¨nglichen Arbeit (Magnus 1954)
berechnete Magnus die ersten Terme der Entwicklung.
Seitdem ist die Magnus–Entwicklung Gegenstand vieler Vero¨ffentlichungen und findet in diver-
sen Lehrbu¨chern 1 Erwa¨hnung. Eine etwas neuere U¨bersicht u¨ber Zusammenhang der Magnus–
Entwicklung mit anderen Verfahren zur Berechnung ho¨herer Ordnungen und allgemeinen Aus-
sagen zu Konvergenzverhalten bietet der Artikel (Oteo & Ros 2000) und die darin zitierten
Referenzen.
Wie bereits in A.1.1 folge ich auch hier der Argumentationskette aus (Slichter 1992).
In einem ersten Versuch berechnet man die Zeitentwicklung, indem man die Zeitordnung quasi
”
ignoriert“ und den zeitabha¨ngigen Hamiltonoperator H(t) durch seinen zeitlichen Mittelwert
H¯ =H(1) = 1
t
∫ t
0
H(t1)dt1 (A.1.12)
ersetzt. Das bedeutet fu¨r den zeitlichen Propagator
U(t) = T exp( i
h̵
∫ H(t′)dt′) (A.1.13a)
≈ exp(− i
h̵
H¯t) . (A.1.13b)
Mathematisch korrekt formuliert, entwickelt man die Exponentialfunktion, wertet die Zeitord-
nung aus und sortiert die Terme anschließend nach Potenzen von Energie×Zeit. Dabei beschra¨nkt
man sich auf Terme linearer Ordnung.
Dieses Vorgehen ignoriert aber, dass die zugrundeliegenden Hamiltonoperatoren im Allgemeinen
nicht miteinander vertauschen. Zur besseren Beschreibung muss man also ho¨here Ordnungen der
Entwicklung beru¨cksichtigen, d.h.
U(t) ≈ exp(− i
h̵
(H¯ +H(2) +H(3) + . . .)t) . (A.1.14)
1Wie z.B. (Slichter 1992) oder (Ernst et al. 2004)
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Die ersten Ordnungen lauten
H(2) = − i
2th̵
∫ t
0
dt2∫ t2
0
dt1 [H(t2),H(t1) ] (A.1.15a)
H(3) = 1
6th̵2
∫ t
0
dt3∫ t3
0
dt2∫ t2
0
dt1 ([H(t3), [H(t2),H(t1) ] ]+ [H(t1), [H(t2),H(t3) ] ])
(A.1.15b)
H(4) = i
12th̵3
∫ t
0
dt4∫ t4
0
dt3∫ t3
0
dt3∫ t2
0
dt1 ([ [ [H(t2),H(t3) ] ,H(t1) ] ,H(t4) ]+ [ [ [H(t2),H(t1) ] ,H(t3) ] ,H(t4) ]+ [ [ [H(t4),H(t3) ] ,H(t2) ] ,H(t1) ]+ [ [ [H(t1),H(t4) ] ,H(t2) ] ,H(t3) ]) .
(A.1.15c)
Die ho¨heren Ordnungen sind nur bedingt in einer simplen geschlossenen Form anzugeben. Viele
Publikationen wie z.B. (Blanes et al. 2009) fu¨hren daher einen iterativen Generator der Magnu-
sentwicklung an, der sich aus dem Vergleich der Magnusentwicklung mit der Dysonentwicklung
ergibt. Dabei spielt der Vergleich von Matrixexponentialen der Form eX eY mit e∑... eine ent-
scheidende Rolle. Konkret kann man dies u¨ber
eX eY = exp [X + Y + 1
2
[X,Y ] + 1
12
[X, [X,Y ] ] + 1
12
[Y, [Y,Y ] ] + . . .] (A.1.16)
veranschaulichen.
Da die konkrete Form ho¨herer Ordnungen fu¨r die vorliegende Arbeit nicht relevant ist, verweise
ich hier nur auf die entsprechende Literatur (Klarsfeld & Oteo 1989), (Blanes et al. 2009), (Bla-
nes et al. 2010) oder (Wilcox 1967). Letztgenannte Vero¨ffentlichung befasst sich hauptsa¨chlich
mit allgemeinen Rechnungen zu Operatorexponentialen und geht nur am Rande auf die Magnu-
sentwicklung ein.
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B.1.1. Matrixexponential
Ein wesentlicher Bestandteil der Analyse ist die Berechnung des zeitlichen Propagators e− iHT .
Die Berechnung des Matrixexponentials kann auf vielfa¨ltige Weise geschehen, eine ausfu¨hrliche
U¨bersicht findet sich in Moler & van Loan (2003).
Die Berechnungen dieser Arbeit wurden entweder durch Pade´summation oder u¨ber die Bestim-
mung von Eigenwerten und -vektoren generiert. Die letztere Methode fand dabei ha¨ufiger An-
wendung.
Das heißt die Exponentiation einer Matrix A ∈Cn×Cn erfolgt u¨ber die Matrix ihrer Eigenvektoren
U und der Diagonalmatrix D, die die zugeho¨rigen Eigenwerte entha¨lt
A = UDU−1 ⇒eA = U eD U−1 . (B.1.1)
Das Matrixexponential eD wird u¨ber die Exponentialfunktion der Diagonaleintra¨ge der Matrix
D gebildet, das heißt
eD = exp⎛⎜⎝
d1 0 . . .
0 ⋱ ⋱⋱ ⋱ dn
⎞⎟⎠ =
⎛⎜⎝
ed1 0 . . .
0 e... ⋱⋱ ⋱ edn
⎞⎟⎠ . (B.1.2)
Hier findet sich auch der Grund fu¨r die teilweise langwierigen Programmlaufzeiten wieder, da
diese Berechnungen nichtlinear mit der Matrizengro¨ße skalieren. Um dies zu minimieren wurden
daher Berechnungen an kleineren Spinsystemen durchgefu¨hrt.
Genauer gesagt skaliert1 die Multiplikation eD U−1 mit O(n2) und die verbleibende Multiplika-
tion U(eD U−1) – wie zu erwarten ist – mit O(n3) sofern man sich spezieller Algorithmen, wie
etwa des so genannten Strassen-Algorithmus (Press et al. 2002, Kapitel 2.11), bedient. Auf die
Verwendung dieser Verfahren wurde hier aber verzichtet, da sie zwangsla¨ufig eine Verringerung
der numerischen Genauigkeit bedeuten und der notwendige Mehraufwand in der Implementation
die mo¨glichen Gewinne nicht rechtfertigt.
Normalerweise ist auch die Matrixinversion U−1 eine laufzeitintensive Operation, da wir im vor-
liegenden Fall jedoch meist mit hermiteschen Matrizen arbeiten, gilt U−1 = U † und die Bildung
der inversen kann schnell erfolgen.
Die konkrete Umsetzung der obigen Formeln geschieht in den jeweiligen C++–Programmen mit
Hilfe der boost–Bibliothek (Boost.org 2009) und deren Anbindungen an BLAS/LAPACK (Boost-
Sandbox) bereitgestellt durch die optimierte Intel Math Kernel Library (Intel-MKL 101). Die
Kompilierung der Programme erfolgt meist mit dem Intel C++–Compiler (Intel-ICPC 110). Die
folgenden Abbildungen zeigen dazu relevante Codefragmente.
1Vergleiche Abschnitt B.2.
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Listing B.1 Header
1 #include<cmath>
#include <boost /numeric / ublas / symmetric . hpp>
#include <boost /numeric / ublas / mat r ix spar s e . hpp>
5 #include <boost /numeric / ublas / matr ix proxy . hpp>
#include <boost /numeric / ublas / vec tor proxy . hpp>
#include <boost /numeric / b ind ings / t r a i t s / u b l a s v e c t o r . hpp>
9 #include <boost /numeric / b ind ings / t r a i t s / ub las matr ix . hpp>
#include <boost /numeric / b ind ings / lapack / syev . hpp>
typedef double PREC;
13 typedef std : : complex<PREC> CPLX;
namespace ublas = boost : : numeric : : ub las ;
namespace lapack = boost : : numeric : : b ind ings : : lapack ;
Listing B.2 Programmskizze
ublas : : matrix<PREC> A(n , n) ;
ub las : : matrix<CPLX> expA(n , n) ;
ub las : : vector<PREC> e i g v a l (n) ;
20 ublas : : d iagona l matr ix<CPLX, ublas : : column major > expD(n) ;
//∗∗∗∗∗∗∗∗∗∗∗∗∗∗
// F i l l i n g A
24 //∗∗∗∗∗∗∗∗∗∗∗∗∗∗
// Ca l cu l a t i n g Eigenva lues o f A ( e i g v a l ) and Eigenvec tor s
( s t o r ed in A)
lapack : : syev ( ’V ’ , ’U ’ , A, e i gva l ,
lapack : : opt imal workspace ( ) ) ;
28
// Ca l cu l a t i n g exp(− i(1 − ts)D)
for ( int i = 0 ; i < n ; ++i ) {
expD( i , i ) = std : : exp ( nimg ∗ ( 1 . 0 − t s ) ∗ e i g v a l ( i ) ) ;
32 }
// Bui ld ing DU−1
n o a l i a s ( expA) = ublas : : prod ( herm (A) , expD) ;
36 // Put t ing t h i n g s t o g e t h e r eA = U(DU−1)
expA = ublas : : prod (expA , A) ;
Es wurde auch die Methode padm aus der Expokit–Bibliothek (Sidje 1998) umgesetzt. Diese
Variante wurde aber nur bedingt genutzt, da die Verwendung optimierter Standardbibliotheken
wie LAPACK/BLAS ho¨here Genauigkeit und Transparenz der Ergebnisse erwarten la¨sst. Im Falle
der Berechnung der analytischen Erwartungen (vergleiche Abschnitte 3.2.2 und 3.2.3) war aber
– entgegen dieser Erwartungen – padm numerisch stabiler als das andere Verfahren.
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B.1.2. Zufallszahlen
Die Wahl von Zufallszahlen zur Generierung der Kopplungen des dipolaren Modells geschieht
ebenfalls mit Hilfe der Boost–Bibliothek (Boost.org 2009). Der entsprechende Code (fu¨r normal-
verteilte Kopplungen) ist in folgendem Beispiel gezeigt.
Listing B.3 Header
#include <boost /math/ s p e c i a l f u n c t i o n s / e r f . hpp>
2 #include <boost /random/ l i n e a r c o n g r u e n t i a l . hpp>
#include <boost /random/ u n i f o r m r e a l . hpp>
#include <boost /random/ n o r m a l d i s t r i b u t i o n . hpp>
#include <boost /random/ v a r i a t e g e n e r a t o r . hpp>
6
typedef double PREC;
typedef boost : : minstd rand bas e gene ra to r type ;
10 typedef boost : : un i f o rm rea l<PREC> u n i d i s t r i b u t i o n ;
typedef boost : : no rma l d i s t r i bu t i on<PREC> norm d i s t r i bu t i on ;
Listing B.4 Programmskizze
12 void H : : rand lambdanorm ( const PREC& mean , const PREC& sigma ) {
bas e gene ra to r type genera to r ( static cast<unsigned
int>( std : : time (0 ) ) ) ;
16 norm d i s t r i bu t i on d i s t (mean , sigma ) ;
boost : : v a r i a t e g e n e r a t o r<bas e gene ra to r type &, norm di s t r ibut ion>
uni ( generator , d i s t ) ;
for ( int i = 0 ; i < b a t h s p i n s ; ++i ) {
20 c o u p l i n g s ( i , i ) = uni ( ) ;
}
}
B.2. Laufzeit und Speicherbedarf
In diesem Abschnitt wird kurz das qualitative Verhalten der implementierten Simulationswerk-
zeuge hinsichtlich Laufzeit und Speicherbedarf in Abha¨ngigkeit der Systemgro¨ße untersucht.
Die Berechnung der ha¨ufig auftretenden Matrixexponentiale nimmt sowohl in Sachen Speicher-
bedarf und – damit korreliert – Laufzeit den wesentlichen Anteil im Programmablauf ein2.
Obwohl nach Mo¨glichkeit du¨nn besetzte Matrixklassen3 gewa¨hlt wurden, um den Speicherbe-
darf zu reduzieren, konnte die
”
Brute-Force-Methode“ der Berechnung der Exponentiale u¨ber
Eigenwerte und Eigenvektoren davon nur bedingt profitieren. Dies ist einerseits der program-
miertechnischen Umsetzung, andererseits der Tatsache geschuldet, dass die Ausgangsmatrizen
zwar du¨nn besetzt sind, die resultierenden Propagatoren im Allgemeinen aber nicht dieser For-
derung genu¨gen.
Wie zu erwarten, skaliert der Speicherbedarf exponentiell mit der Zahl N der Spins im betrach-
teten System (siehe Abbildung B.1).
2siehe B.1.1
3Ausnutzen von Symmetrien und/oder Speicherung nur der Elemente, die von Null verschieden sind.
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Der andere limitierende Faktor ist die Laufzeit der Programme, diese ha¨ngt maßgeblich von der
Zahl der Matrizenmultiplikationen und der Gro¨ße der Matrizen ab. Auch dieses Verhalten skaliert
– wie erwartet – exponentiell mit der Matrizengro¨ße (siehe Abbildung B.1.
Die in Abbildung B.1 gezeigten Zahlenwerte entstammen einer fru¨hen Programmversion. In spa¨te-
ren Versionen gelang es, Speicherbedarf und Laufzeit zu reduzieren, das qualitative Verhalten
bezu¨glich der Systemgro¨ße N blieb davon aber unberu¨hrt, so dass diese qualitative Aussage
bestehen bleibt.
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Abbildung B.1 Exemplarischer Speicherbedarf (schwarze Kreise) in MByte und beno¨tigte
Laufzeit (rote Quadrate) in willku¨rlichen Einheiten (Prozessorzeit) in Abha¨ngigkeit der System-
gro¨ße N . Die Werte wurden ermittelt, in dem an 40 Punkten unterschiedlicher Kopplungspa-
rameter λ,ω das Abstandsmaß d numerisch berechnet wurde (vergleiche 3.1) und abschließend
maximale Speichernutzung und Gesamtlaufzeit bestimmt wurden. Als Puls diente hier asy3
(asypi2). Die Linien sind durch Anpassung an eine Exponentialfunktion (siehe Inlay) entstan-
den.
Unter Umsta¨nden ließen sich Laufzeit und Speicherbedarf durch Nutzung von Symmetrien wei-
ter optimieren. Es bleibt aber fraglich, ob der damit verbundene Aufwand4 einen ada¨quaten
Mehrwert erzielen wu¨rde. Um wirklich große Systeme N >> 20 zu behandeln du¨rften andere –
konzeptionell abweichende – (Na¨herungs-)Methoden geeigneter sein.
4Adaptieren der entsprechenden Boost-Bibliotheken an LAPACK/BLAS und Nutzung/Implementation effizien-
terer Matrizenmultiplikationen.
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B.3. Kurzanleitungen der benutzten Programmen
B.3.1. dipolar
Aufgabe
Das Programm dipolar und sein Bruder dipolar new vergleichen die tatsa¨chliche Zeitentwick-
lung eines dipolaren Systems unter Wirkung von stu¨ckweise konstanten Pulsen mit der gewu¨nsch-
ten idealisierten Zeitentwicklung wie sie in den Abschnitten 2.1 und 2.2 formuliert wurden.
Aufruf
dipolar <Optionen> -o <outputfile> -i <inputfile>
Optionen
Hier sind mo¨glichen Eingabeparameter aufgelistet. Der Ausdruck in eckigen Klammern steht fu¨r
eine alternative Form, die Option auf der Kommandozeile zu aktivieren/deaktivieren.
• Allgemeine Optionen:
-v [--version] Versionsinformationen.
--help Hilfe.
-c [--config] <arg> Name der Konfigurationsdatei (default: config.cfg).
• Allgemeine Konfiguration:
-n [--spins] <int>] Zahl der Spins N des Systems (Zentralspin + Badspins)
--reruns <int> Fu¨r zufa¨llige Kopplungen wird hier die Zahl der Wiederholungen ange-
geben (default: 200).
-o [--output ] <arg> Name der Ausgabedatei (default: out.dat). Die konkrete Form
der Ausgabe richtet sich der Wahl der Parameter.
-i [--input] <arg> Name der Pulsdatei.
-p [--pdf] <arg> Wa¨hle Wahrscheinlichkeitsdichte der λi bzw. ωij . Mo¨gliche Eingaben
sind uniform und normal (default: uniform).
• Lambda Optionen:
--ls <int> Skalenfunktion der λi (default: 1)
--lm <arg> Wa¨hlt den Modus der λ–Kopplungen. Mo¨gliche Eingaben sind constant, pdf
und random (default: pdf).
--lambdalist <arg> Liste von zu testenden λ–Werten (Beispiel: ”0.0 0.1 . . . ”).
--lambdapoints <int> Zahl der λ–Stu¨tzstellen pro Dekade (default: 20).
--lambdamagnmin <int> Untere Dekadengrenze (default: -3, d.h. 1 × 10−3).
--lambdamagnmax <int> Obere Dekadengrenze (default: 1, d.h. 1 × 101).
• Alpha Optionen:
--alphaLlist <arg> Liste der zu pru¨fenden αλ (z.B. ”0.0 0.1 . . . ”).
--alphaOlist <arg> Liste der αω.
--alphalist <arg> List der α.
• Omega Optionen:
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--os <int> Skalenfunktion der ωij (default: 1).
--om <arg> Modus der ω–Kopplung. Mo¨glich sind constant und random (default: constant).
Ein-/Ausgabe
Die Eingabe der Pulse erfolgt u¨ber eine Datei, in der zeilenweise die relevanten Parameter (Dreh-
winkel, Zahl der Pulssegmente, τs, die Pulsdauern und deren Amplituden) angegeben sind (siehe
das nachfolgende Beispiel).
Listing B.5 Pulsdatei pulse u2.cfg
1 #Pi/2−Pulse u2 //Namenszei le wird n i ch t ausgewer t e t
0 . 785398163397448 //Drehwinkel
3 //Pulssegmente
0 . 5 // τs
5 0 . 1315497875 0 . 736900425 0 . 1315497875 // Z e i t f e n s t e r−1 . 65765461 1 . 65765461 −1 . 65765461 //Pulsampl i tuden
Die jeweilige Ausgabedatei beinhaltet auch eine U¨bersicht der gewa¨hlten Parameter. Das folgende
Beispiel soll dies verdeutlichen.
Listing B.6 Ausgabedatei
# Analys i s o f i n f l u e n c e o f d i f f e r e n t coup l ing s : d i p o l a r
2 # Mon Jan 4 14 : 17 : 14 2010
# Number o f Spins = 4
# Used powers : w = −3.66519 3.66519 −3.66519
# Used durat ions : t = 0.142857 0.714286 0.142857
6 # Ts = 0 .5
# area o f pu l s e = 1.5708
# d = s q r t (max(EV) )
# alphas = 0
10 # alphaL = 0.001 0 .002 0 .003 0 .004 . . .
#alpha lambdaMean alphaL sigmaLambda omega sizedOmega d
0 0 .001 0 .001 1e−06 0 0 1.22932 e−07
0 0 .0019 0 .001 1 .9 e−06 0 0 4.43785 e−07
14 ⋮
B.3.2. getetas
Aufgabe
Die Programme getetas und getetas new berechnen die Koeffizienten ηij der ersten und zweiten
Ordnung fu¨r einen gegebenen Puls.
Aufruf
getetas -o <outputfile> -i <inputfile>
Optionen
-v [--version] Versionsinformationen.
--help Hilfe.
-c [--config] <arg> Name der Konfigurationsdatei (default: config.cfg).
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-i [--input] <arg> Pulsdatei.
-o [--output] <arg> Ausgabedatei.
Ein-/Ausgabe
Die Eingabe erfolgt u¨ber eine Pulsdatei wie sie in Abbildung B.5 dargestellt ist. Die Ausgabedatei
hat spa¨ter folgende Gestalt:
Listing B.7 Ausgabe von getetas.
#####################
2 Proce s s ing : . / pu l s e u2 . c f g
#####################
Area/2 = 0.785398
tau s = 0 .5
6 Components = 3
Durations Amplitudes
0 0 .13155 −1.65765
1 0 .7369 1.65765
10 2 0.13155 −1.65765
#####################
\ e t a {11} = −1.38778 e−17
\ e t a {12} = −3.93773 e−11
14 \ e t a {21} = −0.0130473
\ e t a {22} = 0
\ e t a {23} = 0.051485
Funktionsweise
Zur numerischen Berechnung der Integrale (2.1.40) bzw. der Integrale (2.2.42) werden Integrati-
onsroutinen der GNU Scientic Library (GSL 19) genutzt.
Die Berechnung des zweifachen Integrals im Zuge der Berechnung der η23 verlangt besondere
Aufmerksamkeit. Um eine verbesserte Genauigkeit zu erzielen, werden die Integrationsinterval-
le jeweils getrennt zwischen den Sprungstellen switchingtimes[i] der Pulse ausgewertet und
anschließend aufsummiert wie das folgende Codebeispiel zeigt.
Listing B.8 Codeauszug zur Berechnung von (2.1.40e)
#include <g s l / g s l i n t e g r a t i o n . h>⋮
double get e ta23b ( ) {
4 double eta23b = 0 . 0 ;
double e r r o r ;
double alpha = 0 . 0 ; //Dummyvariable
8
double kerne l23b (double , void ∗) ;
//Es f o l g t d i e Berechnung von
12 4 ∫ τp0 dt1 ∫ t10 dt2∆t1 ∆t2 v1v2 sin(ψ1 − ψ2)
F. func t i on = &kerne l23b ;
F . params = &alpha ;
16 tmpresu l t = 0 . 0 ;
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for ( int i = 0 ; i < sw i t ch ingt imes . s i z e ( ) − 1 ; ++i ) {
g s l i n t e g r a t i o n w o r k s p a c e ∗ W
= g s l i n t e g r a t i o n w o r k s p a c e a l l o c (1000) ;
20 g s l i n t e g r a t i o n q a g s (&F, sw i t ch ingt imes [ i ] , sw i t ch ingt imes [ i +
1 ] , 1e −5 , 1e −10 , 1000 ,
W, &tmpresult , &e r r o r ) ;
g s l i n t e g r a t i o n w o r k s p a c e f r e e (W) ;
eta23b += tmpresu lt ;
24 }// f o r ( i n t i . . . )
eta23b ∗= 4 . 0 ;
return eta23b ;
}// doub le g e t e t a 23 b
28
//Berechnet ∆t1v1 ∫ t10 ∆t2v2 sin(ψ1 − ψ2)
double kerne l23b (double t1 , void ∗params ) {
double i n t e rmed ia t e = 0 . 0 ;
32 double e r r o r ;
double f 2 (double , void ∗) ;
36 g s l f u n c t i o n F ;
F . func t i on = &f2 ;
F . params = &t1 ;
40 g s l i n t e g r a t i o n w o r k s p a c e ∗ w
= g s l i n t e g r a t i o n w o r k s p a c e a l l o c (1000) ;
g s l i n t e g r a t i o n q a g s (&F, 0 . 0 , t1 , 1e −10 , 1e −7 , 1000 ,
w, &intermediate , &e r r o r ) ;
44 g s l i n t e g r a t i o n w o r k s p a c e f r e e (w) ;
return ( g e t d e l t a ( t1 ) ∗ ge t v ( t1 ) ∗ i n t e rmed ia t e ) ;
}// doub le kerne l23b
48
//Berechnet ∆t2v2 sin(ψ1 − ψ2)
double f 2 (double t2 , void∗ params ) {
const double ∗ t1 = static cast<double∗> ( params ) ;
52 return (
g e t d e l t a ( t2 ) ∗ ge t v ( t2 ) ∗
std : : s i n ( g e t p s i (∗ t1 ) − g e t p s i ( t2 ) )
) ;
56 }// doub le f2
Die Berechnung von (2.2.42e) erfolgt in a¨hnlicher Art und Weise bei Nutzung von getetas new.
B.3.3. datafit3
Aufgabe
Dieses Programm passt eine Funktion der Form a*xˆb an gegebene Daten an. Die Situation wird
in Abbildung B.2 veranschaulicht.
Aufruf
datafit3 <Optionen> -o <outputfile> -i <inputfile>
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log(x)
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min max
Fit
Daten
Abbildung B.2 Veranschaulichung der Funktionsweise des Programms datafit3. Gegeben
ist ein Datensatz (hier logarithmisch aufgetragen) aus dem datafit3 die Parameter λmin, λmax
und die Fitparameter a und b sowie deren Fehler.
bestimmt.
Optionen
--dynamicjmin λmin soll dynamisch bestimmt werden.
--dynamicjmax λmax soll wird dynamisch bestimmt werden.
-p [--points <int> Legt fest, wie viele Datenpunkte fu¨r den Fit maximal genutzt werden.
--sumslim <double> Legt fest, ab welcher Abweichung die obere Grenze des Fits λmax als
erreicht gilt.
--varlim <double> Legt fest, ab welcher Varianz der konstante Part (Bestimmung von λmin
als erreicht gilt.
--exponent <double> Legt den Exponenten b fest.
-u [--upperbound] <double> Legt λmax fest.
-l [--lowerbound] <double> Legt λmin fest.
-o [--output] <arg> Ausgabedatei
-i [--input] <arg> Die Eingabedatei muss in der Form ”x<TAB>y”vorliegen.
--version Versionsinformationen.
-h, --help Hilfe.
Beispiele
• datafit3 --dynamicjmin --dynamicjmax -o out.dat -i in.dat
Benutzt die Daten aus in.dat und schreibt sie nach out.dat. Anfangs- und Endpunkt des
Fits werden dynamisch bestimmt. Die Ausgabe in out.dat hat dann exemplarisch folgende
Gestalt
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Listing B.9 Ausgabe von datafit3
Proce s s ing f i l e in . dat
2 #################
# Dynamical c a l c u l a t i o n o f max f i t t i n g range
# Dynamical c a l c u l a t i o n o f min f i t t i n g range
# F i t t i n g func t i on : d = ( a +/− da ) ∗ lambda ˆ(b +/− db)
6 #################
# Dynamic Xmin
nmin = 0
xmin = 0.001
10 l og (ymean) = 0
ymean = 1
yvar iance = 0
#################
14 # Upper l i m i t at
nmax = 6
nused = 6
ntot = 127
18 xmax = 0.007
sumsqr = 0.0846067
y (xmax) = 1.71723
#################
22 a = 49206.8660
da = 2e+04
b = 2.000000
db = 0
• datafit2 --dynamicjmin --dynamicjmax --exponent 2 -o out.dat -i in.dat
Hier wird der Exponent b auf 2 festgelegt.
Funktionsweise
Hier werden kurz einige relevante Quellcodebeispiele des Programms gezeigt. Die untere Grenze
wird mit Hilfe der Statistikfunktionen der GNU Scientific Library (GSL 19) bestimmt.
Listing B.10 Bestimmung von λmin
#include <g s l / g s l s t a t i s t i c s . h>⋮
3 double mean = 6 0 0 . 0 ;
double var iance = 6 6 6 . 0 ;
int nmin = n ; //Gesamtzahl der Datenpunkte
7
while ( var i ance > CFG: : v a r i a n c e l i m i t | | nmin == 1) {−−nmin ;
mean = g s l s t a t s m e a n ( const cast<double∗> (Y) , 1 , nmin ) ;
11 var iance = g s l s t a t s v a r i a n c e m ( const cast<double∗> (Y) , 1 , nmin ,
mean) ;
}
Wird die obere Grenze dynamisch bestimmt, so geschieht das u¨ber die vorgegebene Abweichung,
die die Fitfunktion aufweisen darf. Dazu wird sukzessive mit Hilfe der GSL ausgehend vom
kompletten Datensatz die Obergrenze so lange verschoben, bis diese erlaubte Abweichung unter-
schritten wird. Da die GSL bereits u¨ber Algorithmen zur linearen Optimierung verfu¨gt, werden
die Daten im Vorfeld logarithmiert.
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Listing B.11 Bestimmung von λmax.
#include <g s l / g s l f i t . h>⋮
i f (CFG: : dynamic jmax ) {
4 for (nmax = n ; nmax > nmin ; −−nmax) {
i f (CFG: : f i xedexp ) {
c1 = CFG: : exponent ;
FIT : : f i x e d e x p ( c1 , X + nmin , Y + nmin , nmax − nmin ,
c0 , cov00 , sumsqr ) ;
8 cov11 = 0 . 0 ;
} else {
g s l f i t l i n e a r (X + nmin , 1 , Y + nmin , 1 , nmax − nmin ,
&c0 , &c1 , &cov00 , &cov01 , &cov11 ,
12 &sumsqr ) ;
}
i f ( sumsqr < CFG: : sumsquare l imi t ) {
break ;
16 }// i f ( sumsqr < . . . )
}// f o r ( n s e l e c t . . . )
}// i f ( dynamic jmax )
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Abku¨rzungen
BB84 Quantenkryptographieprotokoll.
bzgl. bezu¨glich.
bzw. beziehungsweise.
CPMG Carr-Purcell-Meiboom-Gill.
CUDD Concatenated Uhrig Dynamical Decoupling.
CW Continous Wave.
d.h. das heißt.
DD Dynamical Decoupling.
etc. et cetera.
FID Free Induction Decay.
ggf. gegebenenfalls.
GSL GNU Scientific Library.
iPDF inverse Probabilty Density Function.
ITRS International Technology Roadmap for Semiconductors.
MRT Magnetic Resonance Tomography.
NMR Nuclear Magnetic Resonance (Kernspinresonanz).
normal Normalverteilung.
QDD Quadratic Dynamical Decoupling.
RND Randomisiert.
SI Syste`me international d’unite´s.
UDD Uhrig Dynamical Decoupling.
uni Gleichverteilung.
US United States (of America).
z.B. zum Beispiel.
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f ●
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arsten  ●   Und     al
le anderen
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a
☺
Natu¨rlich danke ich auch all denen, die in der Abbildung leider keinen Platz mehr gefunden haben
und die mich ein Stu¨ck meines bisherigen Weges begleitet haben!
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