This article presents a new algorithm for dense stereo correspondence using Constrained Non-Linear Optimisation. The disparity is modelled parametrically as a continuous surface and uses a block decomposition scheme to allow distributed parallel execution. Inter-block continuity is modelled explicitly to eliminate surface jaggedness, while intra-block smoothness is orientated with the image gradient to preserve depth discontinuities. The use of arbitrary nonlinear constraints allows more powerful enforcement of regularisation and also, higher flexibility in embedding scene constraints.
Introduction
The Stereo Correspondence Problem (SCP) has been one of the most researched topics of Machine Vision, as it provides the means of estimating 3D shape of the visible surfaces from the projections of two or more cameras. It is in essence an optimisation problem which exploits in different ways constraints related to the camera and scene geometry as well as world based assumptions.
A large number of optimisation techniques has been used in the past (see surveys in [1, 2] and the references therein), including: Local Search, Dynamic Programming, Relaxation Labelling, Simulated and Mean Field Annealing, Evolutionary techniques, Combinatorial Optimisation, Gradient-based and Variational methods, Neural Networks, etc. Although constraints have always been used by the above algorithms either implicitly in the problem's formulation or as explicit penalty terms, none has examined the flexibility of being able to embed arbitrary constraints in the optimisation process without the need for further alterations in the algorithm. In this work, we employ Constrained NonLinear Programming (CNLP) to solve the problem in a way that keeps the constraint and the objective functionals separate. This allows more effective treatment of the typical elements of the SCP, that is the matching and smoothness error terms as well as the constraints. In addition, we adopt a continuous modelling of the disparity surface based on Radial Basis Functions which preserves discontinuities by regularising the problem with the NagelEnkelmann operator. The block representation of the map allows distributed parallel execution, while additional inter-block smoothness terms enforce global surface continuity.
Algorithmic Description

Disparity Modelling
The input to the algorithm is an image pair {L,R} and the disparity is referenced by L. We decompose L to a set of rectangular blocks each of dimensions h b ×w b and overlapping side with each of their neighbours equal to one pixel.
is the retina portion of each block (u,v) , where uv N ϕ is linearly scaled within a userdefined range according to the intensity variance and the edge density in the original image and also, the block size.
Measuring Similarity and Smoothness
By having a canonical camera configuration, we make use of the Epipolar Constraint and we define the SCP as the matching between two points between L and R. We use the sum of squared differences to measure the data error via:
where L,R 0,1,2 denote the intensity and the two gradient components, respectively, of the stereo pair. Since the SCP is an ill-posed problem, we need to regularise its solution so that smooth disparities are produced. Various smoothness terms have been used, including the: 
Other formulations, such as [6] , have used weighted derivatives of S to smooth less in areas of high image gradient, since discontinuities are assumed to take place at object boundaries and thus, accompany their projections. In this work we use the Nagel-Enkelmann operator [7, 8] originally proposed within optical flow. The block smoothness term is defined as:
where
and W is the projection matrix with W=W T and trace(W)=1 given by:
Eqs. (3, 4) describe the aggregated gradient-oriented smoothness error. For low gradients L ∇ , the regularisation becomes isotropic (behaves like ). The scalar γ adjusts the sensitivity of the above process to the gradient of L, and similar to [8] we use a gradient magnitude percentile value to set it automatically.
Multiobjective Optimisation
Having defined the data fitting and smoothness error terms, previous optimisation approaches formulate the SCP as a Weighted-Sum of the form
, where λ is the weight regulating the trade-off between the two objectives. This complies with Poggio's [3] first guideline for regularisation of ill-posed problems.
The second guideline of [3] , however, proposes an alternative regularisation which (adapting it to the aforementioned formulation) states, that from all p r that satisfy ε < uv I E , find that p r which also minimises uv S E . Although the latter has also been observed in [9] for discrete optimisation, in the continuous domain it has been ignored. Equally ignored is the apparent relation of the above with Multiobjective Optimisation theory and the concept of Pareto Optimality [10, 11] . As explained in [10] , the weights in the Weighted-Sum approach regulate the balance between the multiple objectives. However, for Non-Convex problems, regardless of the value given to λ, a certain number of solutions from the Pareto Frontier may not be found.
The second regularisation guideline in [3] is similar to the ε-Constraint method [10, 11] , which does not exclude any solutions as the Weighted-Sum. Nevertheless, since it is difficult for the user to define the value for ε, we use an extension of the ε-Constraint, the Hierarchical method [12] .
In the first stage, for each block we ignore smoothness and optimise only for uv I
E . Subsequently, we perform the optimisation:
where uv I Ê is the optimum value of the data error obtained in the first stage.
Thus, in the second stage, the data error is used as an explicit constraint, which relaxes its optimum value by
. The latter term is adaptive to the goodness of uv I E ; if its minimum is large (i.e. poor data fitting), more regularisation is allowed.
Initialisation
Unlike other optimisation approaches [4, 5, 8] we do not apply our algorithm in a scale-space or coarse-to-fine approach. Instead we use the coefficient of correlation [6] : (6) to match pixel pairs ((y,x),(y,x′))∈L×R and recover some approximate disparity information s(y,x). After matching, we use a random number N Q of seeding pixels to initialise the weights w r in Eq. 
Q + is Moore-Penrose pseudo-inverse of Q given by
Inter-block Continuity
Because so far all the blocks are optimised independently, inter-block continuity cannot be established due to photometric distortions and occlusions. Thus, in the second stage, we apply the optimisation in a series of steps. We extend the smoothness term uv S E to include the following measure of block boundary continuity: u,v) and its four adjacent neighbours, in the previous step of the optimisation. By repeating this for a few steps, the algorithm slowly converges to continuous block boundaries, as the overlapping block sides obtain equal values.
Constrained Non-Linear Optimisation
We have employed a specific implementation of Sequential Quadratic Programming (SQP) [13] for the core optimiser, as it can solve problems with Non-Linear objectives and constraints.
An obvious constraint to be used in the optimisation is the depth range when the user provides the allowable disparity range [S min ,S max ]. This produces the constraint pair:
Similar to [14] , we apply collectively the Uniqueness and Ordering Constraint, by imposing a limit of the epipolar partial of S. By considering a positive ∆x, the ordering of the abscissas of the targets in R of two pixels (y,x) and (y,x+∆x) in L, gives:
Note, that since both Eqs. (9, 10) are parametric on (y,x), we discretise them and apply them only to a sample of points randomly distributed in L uv .
Results
The following parameters have been used for experimentation. Decomposition uses square blocks of size h b =w b =40 pixels. The relaxation factor of Eq. (5) 
