In this paper, an extension of the multi-scale finite-volume (MSFV) method is devised, which allows to simulate flow and transport in reservoirs with complex well configurations. The new framework fits nicely into the data structure of the original MSFV method and has the important property that large patches covering the whole well are not required. For each well, an additional degree of freedom is introduced. While the treatment of pressure-constraint wells is trivial (the well-bore reference pressure is explicitly specified), additional equations have to be solved to obtain the unknown well-bore pressure of rate-constraint wells. Numerical simulations of test cases with multiple complex wells demonstrate the ability of the new algorithm to capture the interference between the various wells and the reservoir accurately.
Introduction
Accurate modeling of subsurface flow is important for many human activities such as sustainable water management; groundwater pollution control and remediation; exploitation of hydrocarbon reservoirs; and CO 2 sequestration. Simulations of flow and transport in geological porous media, such as aquifer and oil-gas reservoirs, involve solutions of large problems in complex heterogeneous domains. For example, the most important parameter determining the flow, i.e. the permeability k, usually displays a high degree of variability and is characterized by a hierarchy of heterogeneity scales. In general, the explicit description of this complexity in a traditional simulator is impossible due to the enormous number of degrees of freedom.
In this context, multiphase-flow simulations as encountered in reservoir engineering are particularly challenging: the non-linear nature of the problem makes it difficult to obtain accurate results disregarding the fine scale variability of the solution as it is normally done by traditional upscaling techniques. This has led to a flourishing activity in multi-scale modeling, which targets the flow problem with the original resolution by reconstructing the fine-scale details of the solution. Several techniques have been developed which include the multi-scale finite element method (MsFEM) [9] , multi-scale mixed finite element methods (MsMFEM) [3, 7, 2] , and the multi-scale finite-volume (MSFV) method [10] [11] [12] 14, 16] .
Applications of these techniques to real reservoir problems presuppose the ability of dealing with complex wells that might exhibit complex geometry and penetrate several blocks of the numerical grid. Since the well radius is usually much smaller than the grid-block size, in general wells cannot be modeled explicitly. Due to the essentially singular nature of the well, its pressure (well-bore pressure, p well ) can significantly differ from the pressure of the grid block perforated by the well (well-block pressure, p). The flux q from the formation into the well is related to these two pressures through the 
Governing equations
We consider an incompressible two-phase system, in which the evolution of the phase saturations S a (a 2 f1; 2g) is described by
Here, as for the rest of the paper, Einstein's summation convention is employed. By definition, the phase saturations add up to one such that we can use the identity S :¼ S 1 ¼ 1 À S 2 . The porosity, /, and the permeability tensor, k ij , are constant in time, but typically varying in space; the viscosities, l a , and the densities, q a , are fluid properties, which we assume constant; k ra are the relative permeabilities depending on S; g is the gravitational acceleration; z the depth; and q a source terms due to operating wells. The capillary pressure p c , i.e. the difference between the phase pressures p a , is expressed as an algebraic function of S:
From now on we use the notation p for p 1 , such that the sum of Eq. (1) yields
and
which is the fractional flow function of phase a. Note that k ij and the right-hand side @r i =@x i þ q depend on the phase saturation S, which evolves as
is the total velocity (volumetric flux per unit area),
the density difference and
the non-linear diffusion coefficient accounting for capillary pressure effects. Note that, together with the algebraic expressions for k ra and p c , the elliptic pressure Eq. (3) and the hyperbolic saturation Eq. (8) form a closed system of non-linear PDEs, provided the source terms q a are known. In the following, we explain how this system can be solved with the MSFV method.
Basic MSFV Algorithm
Solving Eq. (3) may require very high spatial resolution, if the tensor k ij or the right-hand side @r i =@x i þ q have complex fine-scale distributions. The aim of the MSFV method is to overcome this resolution gap by reducing the number of coupled degrees of freedom. The MSFV method employees a computational domain that is partitioned by a coarse grid consisting of M control volumes X k ; k 2 f1; . . . ; Mg (solid lines in Fig. 1 ). In addition, a dual coarse grid consisting of N control volumes e X m ; m 2 f1; . . . ; Ng is required (dashed lines in Fig. 1 ). Note that the coarse and dual coarse grids can be much coarser than x k Sets of basis and correction functions (illustrated in Fig. 2a and b) are computed numerically (some of these may be reused and are updated only periodically based on some adaptivity criterion).
The basis and correction functions are used to construct and solve a problem for the coarse-scale pressure p k , which is defined at the dual-grid nodes x k (located within X k ; see Fig. 1 ).
The total velocity u is approximated by the non-conservative fine-scale reconstruction u 0 , which is a superposition of basis and correction functions weighted by the corresponding coarse-scale pressure solution. The fine-scale solution u 0 provides the boundary conditions for local problems, where Eq. (3) is solved within the coarse control volumes X k in order to obtain a conservative total velocity field u 00 . The conservative total velocity u 00 is used to solve the transport Eq. (8) for S.
The original MSFV method [10] [11] [12] was not designed to solve elliptic problems with source terms and could not appropriately account for gravity and capillary pressure effects. The reason therefore is that the basis functions and their linear combinations are local solutions of homogeneous (zero right-hand side) elliptic equations. It might seem natural to include the right-hand side into the basis functions directly, but this would yield that the right-hand side scales with the coarse-scale pressures. This led to the idea of introducing correction functions, which are added to the superposition of the basis functions without being multiplied with a coarse-scale pressure value [15] [16] [17] . In other words: while the superposition of the basis functions provides a localized homogeneous solution, the correction function is a particular solution. For three-phase flow with gravity it was shown that with correction functions the MSFV solutions are in excellent agreement with the corresponding fine-scale results, while treating gravity only at the coarse-scale leads to large errors. We will see in more detail how the concept of correction functions allows describing effects that are independent of the pressure solution (which is the case for @r i =@x i ). At this point it is assumed that the source term q is known and independent of p. Later, in Section 4, a generalization of the MSFV method for flow scenarios with realistic wells is introduced, where the local rate q depends on both, well-and reservoir pressure.
Localization and basis functions
The basic idea of the MSFV method consists in approximating the fine-scale pressure pðxÞ for x 2 e i is the projector in the direction normal to @X m . This is equivalent to solving a reduced problem to determine the boundary pressure [9] . Note that differences between MSFV and fine-scale solutions are solely due to this localization, i.e., if
was used as boundary condition, where p is the fine-scale reference pressure, the MSFV and fine-scale solutions would be identical.
Coarse-scale solution
To derive a linear system for the coarse pressure values p k , the fine-scale pressure approximation
is considered. Note that Eq. (18) is a superposition of Eq. (12) and is valid for the whole domain X. With this approximation and applying Gauss' theorem (or divergence theorem), the integration of Eq.
where m k is the unit normal vector at @X k pointing outwards. Substituting Eq. (18) 
which is a linear system for p l and can be written in compact form as
Note that the right-hand side R k consists of two contributions. One is due to the integration of @r i =@x i þ q over the coarse control volume X k ; the other, however, is due to the fine-scale flux P N h¼1 k ij @U m =@x j accross the interface @X k , hence, it depends on the correction functions. It was demonstrated in a previous paper that this second contribution can be of great importance [16, 17] .
Conservative velocity reconstruction
A naive velocity reconstruction based on the superposition (18) yields the volumetric flux
which is (in general) discontinuous across dual volume boundaries. As shown in [10] , this leads to severe balance errors when used to solve the saturation Eq. (8) . Note, however, that the correct integral balance, i.e. for each coarse volume, is guaranteed by construction. An alternative, conservative reconstruction [10, 14] is based on solving the local problems
with the boundary conditions
These Neumann boundary conditions guarantee that the fine-scale fluxes are continuous across coarse-cell boundaries and that the integral of the fine-scale fluxes over the boundaries is equal to the sum of the coarse-scale fluxes, hence, that finescale and coarse-scale fluxes are fully consistent. These facts imply that the fine-scale velocity
is conservative. As discussed in [11] , the local reconstruction of the fine-scale velocity u 00 , as well as the computation of basis and correction functions, may be done adaptively. Hence, most of the locally computed solutions can be reused for subsequent time steps, even if the global fine-scale pressure field is transient. Since the local problems can be solved independently, the MSFV method is naturally suited for massive parallel computations. The computational efficiency aspects of the algorithm are discussed in [11, 12] .
Well model
There exist various ways to describe the interference between wells and reservoir. Here, we consider the common model, in which the local volumetric flow rate of phase a from a well b 2 f1; . . . ; Wg into the reservoir is described as
where we used the definition jkj ¼ k ii ðk r 1 =l 1 þ k r 2 =l 2 Þ=D (here, D denotes the spatial dimension). The flow rate depends on the difference between the local well-bore and reservoir pressures, p well;b and p a , respectively, and on the well productivity index PI b [18] . Here, in order to simplify the following derivations, a continuum notation for the productivity index is introduced, where PI b denotes the productivity index per unit segment length along well b. For the computations, the productivity index at the fine grid level is relevant and different than in other multi-scale methods [6] , no explicit upscaling thereof is required. Accordingly, the total local volumetric rate from that well is
A general approach to compute the local well-bore pressure, p well;b , is based on solving phase transport equations within the wells with appropriate boundary conditions. Neglecting the viscous pressure loss and assuming that the expected density is specified and according to Eqs. (27) and (28), q b ðzÞ can be evaluated directly from the local reservoir pressure p (note that q ¼ P W b¼1 q b is the local source term due to all well contributions as it appears on the right-hand side of Eq. (3)). Therefore, the structure of the linear system, which has to be solved to obtain the discretized pressure, is not affected. In the second case, however, the total rate,
is specified and p with the reservoir pressure p of each perforated grid cell. Obviously, the linear system, which has to be solved has a distinctly different structure and is larger than for a reservoir without rate-constraint wells. 
A new well model for the MSFV method
Note that the last term accounts for the additional degrees of freedom introduced by the wells. Basis, correction, and well functions are numerical solutions of 
which shows that superimposing basis-, correction-and well functions is consistent with Eqs. (3), (27) 
Additional W equations of the form
are introduced by the well constraints, i.e. from the conditions
for rate-constraint wells and for pressure-constraint wells. Substituting the approximation (30) for p in Eq. (27) leads to the coefficients
for rate-constraint wells and , respectively.
Numerical results
The numerical simulations are performed on a 2D domain of size L x Â L y , which is discretized by a fine grid consisting of 220 Â 55 cells. The coarse grid used by the MSFV method consists of 20 Â 5 cells, which corresponds to an upscaling factor of 11 Â 11. Both, homogeneous and heterogeneous permeability fields are considered; the heterogeneous fields have a log-normal distribution and are characterized by an exponential variogram with a correlation length equal to 10 cells. Since the accuracy of the proposed MSFV framework, as that of the original MSFV method, depends on the permeability field, two values are considered for the variance of the log-permeability, i.e. r 2 ln k ¼ 5:3 and 15.9 (natural logarithm). Moreover, five realizations were generated for each value. No-flow boundary conditions are imposed at the four sides of the domain and the flow is driven by three geometrically complex wells (see Fig. 3 ), which can be rate or pressure-constraint depending on the flow scenario considered ( Table 1) .
The MSFV results are compared with the corresponding fine-scale reference solutions computed with a standard finitevolume scheme. To solve coupled flow and transport problems, the IMPES (implicit pressure, explicit saturation) approach is employed [5] , where a second order upwind scheme is used for transport on the fine-grid. 
Single-phase flow
First, we consider the scenarios 1 and 2 of Table 1 for one-phase flow (for which gravity and capillary effects can be neglected) in a reservoir with homogeneous permeability k. In scenario 1, the pressure in wells B and C is set to zero, i.e. p well;B ¼ p well;C ¼ 0, whereas well A is modeled as a rate-constraint injection well with the total rate q A ¼ q inj and the unknown well-bore pressure p well;A . In scenario 2, well C is modeled as a rate-constraint well characterized by the total rate q C ¼ q , are 1.8% and 0.4% for the flow scenarios 1 and 2, respectively. For both scenarios, the dimensionless-rate (q=q inj ) profiles along the three wells are shown in Fig. 4 , whereas the dimensionless reservoir pressure in the perforated cells (p=p inj ) is plotted in Fig. 5 . The MSFV solution is in good agreement with the reference solution, although in scenario 1 some deviation can be observed in the region close to the intersection of wells A and B (two fine cells are completed by both wells). We attribute this to the strong interference between these two wells, which reduces the quality of the localization assumption.
In order to further evaluate the performance of the new multi-scale framework for realistic wells, tracer transport in the velocity field provided by the MSFV method was simulated and the results obtained after 1 PVI (pore volume injected) are compared with the corresponding fine-scale reference solutions. The tracer is injected at constant concentration c 0 and there is no tracer in the reservoir initially. Since physical dispersion is neglected and a second order upwind scheme is used for transport, the tracer fronts remain very sharp and can be represented by the concentration contour lines for c=c 0 ¼ 0:5, which are depicted in Fig. 6 for the flow scenarios 1 and 2. It can be observed that the discrepancy between the MSFV and fine-scale reference solutions, which can be interpreted as a measure of the integral error (over time) introduced by the MSFV approximations, is small in both cases. Notice also that the error near the well intersection point discussed above (see Fig. 4 ) only has a local effect here. The high accuracy of the MSFV method is also confirmed by the plots shown in Fig. 7 , which depict the mass recovery fractions (fraction of recovered fluid, which was initially in the reservoir) as functions of time. Next, the two sets of heterogeneous permeability fields are considered. Although in general the relative well-pressure error p is larger than in the corresponding homogeneous cases, in both flow scenarios it remains smaller than 10% for r 2 ln k ¼ 5:3 (Table 2 ). For r 2 ln k ¼ 15:9, which is an extremely large variance, the error increases up to approximately 30% for scenario 1 with the permeability realizations 3 and 5. Note, however, that even in these cases the dimensionless rate profiles (no shown here) are in reasonable agreement with the fine-scale reference solutions.
Since the quality of the MSFV solutions is similar for the five permeability fields, only the results of realization 1 are shown. In general, the difference between the local well rates computed with the MSFV method and a standard finitevolume scheme is very small (Figs. 8-11 ). Note also that the artifacts due to the interference between wells A and B are much smaller than in the homogeneous case, mainly due to the dominant influence of the heterogeneity (which is captured efficiently by the MSFV method) on the local well rates. Finally, the plots in Fig. 12 show the mass recovery rates from the MSFV 
Multiphase flow
As an ultimate test of model performance we consider a multiphase-flow problem: the reservoir is initially fully saturated with oil (o), then water (w) is injected at constant pressure in well A, i.e., p well;A ¼ p Ã (flow condition 3 in Table 1 At a given time, the MSFV solutions for a homogeneous permeability field are compared with the fine-scale reference Fig. 19 ) are illustrated. Again, the MSFV solution is in good agreement with the fine-scale solution.
Conclusions
A new approach that accurately treats complex, interfering wells within the MSFV framework is devised. Opposed to previous models [19] , which depend on additional sub-domains each covering a whole well, the same dual coarse grid cells as for the original MSFV method are used as support of the well basis functions. Therefore, the algorithm nicely fits into the data structure of the original MSFV method and does not require solutions of the fine-scale flow problem on larger domains. This is an important requirement in order to maintain the order of the complexity of the MSFV method. Note that here no additional approximations are made, i.e. the quality of the solutions solely depends on the accuracy of the reduced problem boundary conditions. It is shown analytically that this MSFV method for multi-phase flow in heterogeneous media is consistent with corresponding fine-scale methods in the sense that the solutions become identical, if exact localization boundary conditions are applied.
Numerical multi-phase flow studies with homogeneous and heterogeneous permeability fields and interfering pressureand rate-constraint wells were performed with and without gravity effects. In all cases the MSFV pressure and saturation solutions are in excellent agreement with the fine-scale simulations. The same can be stated about well pressure-and rate logs and about oil recovery over time. Finally, it was demonstrated that the method also is very accurate for complex multiphase flow and transport problems, which involve strong gravity effects.
