Abstract. Using a reformulation of the Eichler-Selberg trace formula, due to Frechette, Ono and Papanikolas, we consider the problem of the vanishing (resp. non-vanishing) of traces of Hecke operators on spaces of even weight cusp forms with trivial Nebentypus character. For example, we show that for a fixed operator and weight, the set of levels for which the trace vanishes is effectively computable. Also, for a fixed operator the set of weights for which the trace vanishes (for any level) is finite. These results motivate the "generalized Lehmer conjecture", that the trace does not vanish for even weights 2k ≥ 16 or 2k = 12.
Introduction and statement of results
Let S 2k (Γ 0 (N )) denote the finite-dimensional C-vector space of cusp forms of weight 2k on the congruence subgroup It is easy to see that T n is a linear map and Proposition 35 of [5] (pg. 160) implies that T n maps S 2k (Γ 0 (N )) into S 2k (Γ 0 (N )). Let Tr 2k (Γ 0 (N ), n) denote the trace of this linear map. The study of the numbers Tr 2k (Γ 0 (N ), n) is a classical problem and is the source of many conjectures and open problems. As usual, let ∆(z) be the unique normalized cusp form of weight 12 on Γ 0 (1) and let
be its Fourier expansion. Since ∆(z) is the unique normalized cusp form of weight 12 on SL 2 (Z), it is an eigenform of T n for all n with eigenvalue τ (n). Thus, Tr 12 (Γ 0 (1), n) = τ (n). Lehmer conjectured in [6] that τ (n) = 0 for any n ≥ 1. There are three natural aspects to consider when studying the vanishing and non-vanishing of the function Tr 2k (Γ 0 (N ), n), which are afforded by fixing two of the variables k, N , n and letting the third vary. For example if N and n are fixed and k varies, Frechette, Ono and Papanikolas show in [2] that the function
is a rational function of x and hence as k varies the traces Tr 2k (Γ 0 (N ), n) are governed by a linear recurrence relation. From this, it is easy to determine p-adic information about Tr 2k (Γ 0 (N ), n), investigate the asymptotics of Tr 2k (Γ 0 (N ), n) as a function of k, etc. The second aspect is to consider Tr 2k (Γ 0 (N ), n) for a fixed k and N as n varies. This problem can be studied using packets of Galois representations of Deligne and Serre. Deligne and Serre interpret Hecke eigenvalues as the traces of representations of Gal(Q/Q), so Tr 2k (Γ 0 (N ), n) can be interpreted as the sum of traces of representations. In this direction, Serre's Theorem 15 of [13] (pg. 374) implies that for all δ > 0 #{p < x : τ (p) = 0} = O x (log x) 3/2−δ , so the density of primes p for which τ (p) = 0 is zero (it is well known that τ (n) = 0 only if τ (p) = 0 for some prime p|n). The third aspect is to fix k and n and let N vary. This is the problem we will consider. Throughout, k, n and N will denote positive integers.
Our first result is that for a fixed n and 2k with n not a square, there is an algorithm to compute the set of levels N coprime to n for which Tr 2k (Γ 0 (N ), n) = 0. More specifically, one can give necessary and sufficient conditions under which Tr 2k (Γ 0 (N ), n) = 0, based on the number of prime factors of N in various residue classes. This algorithm is described explicitly in Section 3. For example, we illustrate this algorithm and characterize the set of pairs (N, k) with N odd for which Tr 2k (Γ 0 (N ), 2) = 0 (see Sections 6 and 7).
There are a number of results that follow from this algorithm. 
For n not a square and 2k ∈ {4, 6, 8, 10, 14}, it is easy to find N with many distinct prime factors for which Tr 2k (Γ 0 (N ), n) = 0. 
.
From Theorem 1.2, it follows that if 2k ∈ {4, 6, 8, 10, 14} and n is not a square, then there are infinitely many N for which Tr 2k (Γ 0 (N ), n) = 0. If 2k = 2, the same result follows for a large class of n, where the levels N are of course still subject to Theorem 1.1. Using results similar to Theorem 1.3, the above conjecture has been verified numerically for all n < 1500.
Regarding non-vanishing, we have Theorem 1.1 in the case of weight 2. In general, finding N, n for which Tr 2k (Γ 0 (N ), n) = 0 when 2k = 12 or 2k ≥ 16 is substantially harder. In fact, implementing the algorithm described in Section 3, the author has shown that for n not a square, n ≤ 22, there are no levels N coprime to n with Tr 2k (Γ 0 (N ), n) = 0 for 2k = 12, or 16 ≤ 2k ≤ 100. This motivates the following "Generalized Lehmer Conjecture".
In Section 7, we prove this conjecture for n = 2. This conjecture is supported by the following theorem which indicates the paucity of weights for which the trace vanishes. 
The Eichler-Selberg trace formula
In this section, we will state in full the reformulation of the Eichler-Selberg trace formula (specializing to our purposes) as given in [2] . We will make some important observations about how the trace varies as a function of the level.
First, we will define the various rational constants appearing in the EichlerSelberg trace formula (following [4] Definition. Suppose n ≥ 1 is fixed, is a prime, s is an integer such that s 2 − 4n is a positive square or is negative, f |t(s, n), and N is a positive integer coprime to n. Let v = ord (N ) and let b = ord (f ). Let A denote the number of incongruent (mod v+b ) solutions to the system of congruences
and let B denote the number of incongruent (mod v+b ) solutions to
and let
denote the generating function for the trace as the weight varies.
The following is Theorem 3.3 of [2] and is the reformulation of the Eichler-Selberg trace formula we will use.
Theorem 2.1. If N and n are positive coprime integers and n is not a square, then
where σ 1 (n) denotes as usual the sum of the divisors of n.
Remark. Note that the only dependence on the level N in the above formula is in the constants c(s, f, N, n). Also, since c(n/d + d, f, N, n) counts solutions to
Algorithm determining trace zero levels
As mentioned above, the only dependence on the level N in the trace formula is the constants c(s, f, N, n). 
To describe the algorithm to determine the set of N for which Tr 2k (Γ 0 (N ), n) = 0, we need some definitions.
Definition. For n ≥ 1 not a square and a positive integer N coprime to n, let V (n, N ) be the row vector whose entries are c(s, f, N, n) for all s 2 < 4n and
For example,
Definition. Say that V (n, N 1 ) and V (n, N 2 ) are "projectively equivalent" if there
Remark. Suppose n ≥ 1 is not a square, N 1 and N 2 are coprime to n and 2k ≥ 4. If V (n, N 1 ) and V (n, N 2 ) are projectively equivalent, then the trace formula implies that
Definition. For n ≥ 1 not a square and a prime, let
The following result is the key to the algorithm determining the set of levels N with gcd(n, N ) = 1 for which Tr 2k (Γ 0 (N ), n) = 0. 
Definition. Define the sequence d(s, 2k, n) as follows:
Algorithm for 2k ≥ 4.
Step I: Determine all choices of N 0 |M (n) and all choices of s for which
Step 
In summary, let + d, f, N, n) ). Thus, V (n, N ) is projectively equivalent to the vector whose entries are s c(s, f, N/p r , n) (followed by
, and hence we may assume that N |M (n), as desired.
Before we prove Lemma 3.1 we will recall one version of Hensel's Lemma.
Lemma 3.3 (Hensel
Moreover, y is unique mod p n−k+r .
Proof. This is well known. For example, it is a repeated application of the Lemma in Section 2.2 of Chapter 2 of [11] (pg. 14).
Proof of Lemma 3.1. If x is a solution to Φ(x) ≡ 0 (mod e+1+2b ) we will show that x is unique mod e/2+1+2b and that for all r ≥ 0, there is a y such that Φ(y) ≡ 0 (mod e+1+2b+r ) and x ≡ y (mod e/2+1+2b ). From this the result follows.
Let b = ord (f ). Since f |t(s, n) and t(s, n)
Suppose that x ∈ Z and Φ(x) ≡ 0 (mod e+1+2b ). Then, we have that
Since ord (s 2 − 4n) = e, it follows that ord (2x − s) = ord (Φ (x)) = e/2. Setting n = e + 1 + 2b, k = e/2 we have that 2k < n, and Hensel's lemma applies. Setting r = 0 gives that x is unique mod e/2+1+2b . From this we get that there is a y with Φ(y) ≡ 0 (mod e+1+2b+r ) and y ≡ x (mod e/2+1+2b ) giving 2y ≡ s (mod 2b ). Thus, for all r ≥ 0 there is one y mod e/2+1+2b such that Φ(y) ≡ 0 (mod e+1+2b+r ). Since e + 1 + b = e/2 + 1 + 2b + (e/2 − b) ≥ e/2 + 1 + 2b, it follows that y is unique modulo e+1+b . Thus,
Now, we will discuss the algorithm in the weight 2 case. First, we will prove Theorem 1.1.
Proof of Theorem 1.1. Let M be the number of distinct prime factors of M (n). Let 
If is not one of the
The power of two dividing the left-hand side is ord 2 (σ 1 (n)). Each term in the first sum on the right-hand side is a multiple of 2 r , where
Each term in the second sum is a multiple of 2 r where r = −2 + (m − M ), since ord 2 (b(s, f, n)) ≥ −1. Now, r ≥ −2 + 3 + ord 2 (σ 1 (n)) = ord 2 (σ 1 (n)) + 1. Thus, the right-hand side is a multiple of a higher power of 2 than the left-hand side, a contradiction.
Algorithm for 2k = 2.
Step I: Find all choices of 0 ≤ a ≤ m(n), all choices of the s , and all choices of This concludes the discussion of the algorithm determining the trace zero levels. See Sections 6 and 7 for the algorithm applied when n = 2.
Proofs of vanishing results
In this section, we will prove the results about the vanishing of Tr 2k (Γ 0 (N ), n). We start with Theorem 1.2.
Proof of Theorem 1.2. Let S = {p prime : p > 4n, 
Proof. It suffices to show that c(s, f, N, n, ) = c(s, f, N, n, )
and and
From Lemma 3.1 it suffices to show that ord
Since n ≡ 3 (mod 4), either v is even in which case v 2 − n is odd and hence ord 2 (s 2 − 4n) = 2, or v is odd. If v is odd, v 2 ≡ 1 (mod 4), so v 2 − n ≡ 2 (mod 4). In this case ord 2 (s 2 − 4n) = 3. Thus, the desired result follows.
Proof of Theorem 1.3. Now, S 2 (Γ 0 (N )) has dimension zero for N ∈ S = {3, 5, 7, 13, 16}, and hence Tr 2 (Γ 0 (N ), n) = 0 for all N ∈ S and n coprime to N . Suppose that q ∈ {3, 5, 7, 13} and 
Proofs of non-vanishing results
In this section we will prove Theorem 1.6 and Theorem 1.7 about the nonvanishing of Tr 2k (Γ 0 (N ), n) . Before we prove Theorem 1.6, we need the following lemma.
Lemma 5.1. Suppose that R(x) ∈ Q(x) is a rational function with a simple pole at x = 1, no other poles on the unit circle, and is holomorphic at the origin. If
is the Taylor series of R(x) at x = 0, then the set {r ≥ 0 : a r = 0} is finite.
Proof. The coefficients a r are a linear recurrence sequence, since R(x) is a rational function. The well-known Skolem-Mahler-Lech theorem (see [1] ) states that the set of zeroes of a linear recurrence sequence is a finite union of arithmetic progressions together with a finite set. Hence, it suffices to show that there do not exist q and d such that a qr+d = 0 for all r ≥ 0. Suppose to the contrary that such q and d exist. Then,
is a polynomial and is therefore entire. It is easy to verify that
However, since R(x) has a pole at x = 1 and no other poles on the unit circle, R(e 2πib/q x) has a pole at x = e −2πib/q with no other poles on the unit circle. 
is zero. There are finitely many such rational functions, so it suffices to show that each such rational function has only finitely many coefficients that are zero.
Note that the poles of (nx + 1)/(n 2 x 2 + (2n − s 2 )x + 1) all have absolute value 1/n, and that We say that the order of a linear recurrence relation is the degree of the denominator of the corresponding rational function. A linear recurrence sequence is called "non-degenerate" if no two roots α and β of the denominator of the corresponding rational function are such that α/β is a root of unity. In general, the linear recurrence sequences we consider are degenerate. However, a theorem of Berstel and Mignotte (see Theorem 1.2 of [1] ) states that if a linear recurrence sequence has order r, then there is an M ≤ exp(2r(3 log r)
1/2 ) such that all arithmetic subprogressions of common difference M are identically zero or non-degenerate. Schlickewei and Schmidt prove the deep result that the number of zeroes of a non-degenerate recurrence of order r (defined over Q) is at most (2r) Set m = 7 √ n. Then, there are at most 2 m choices for the s . Thus, there are at
Thus, the total number of sequences is at most m 2 2 m exp(2m(3 log m) 1/2 ). It is easy to verify that this is less than (2m) We will now prove Theorem 1.7.
Proof of Theorem 1.7. From Theorem 1.6 there are only finitely many k for which there exists an N coprime to n with Tr 2k (Γ 0 (N ), n) = 0. Thus, it suffices to show that for each pair (k, n),
Case I: 2k = 2. In this case, Theorem 1.1 implies that if Tr 2k (Γ 0 (N ), n) = 0, then the number of distinct prime factors of N is less than or equal to m(n). Now, the number of N < x with at most m(n) distinct prime factors is asymptotic to
(see Theorem 437 of [3] ), and hence the number of N < x is certainly O(x/ √ log x). Case II: 2k ≥ 4. From Lemma 3.2 it suffices to show that the number of N <x with Tr 2k (Γ 0 (N ), n) = 0 projectively equivalent to some vector of the form s c(s, f, N 0 , n) followed by
, then the trace formula gives that 
as desired.
Example of the algorithm
The algorithm given in Section 3 gives an explicit description of the set of odd N for which Tr In this section we will prove the following theorem. 
