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COMPLÉTÉS UNIVERSELS DE REPRÉSENTATIONS DE
GL2(Qp)
par
Pierre Colmez & Gabriel Dospinescu
Résumé. — Soit Π une représentation unitaire de GL2(Qp), topologiquement de
longueur finie. Nous décrivons la sous-représentation Πan de ses vecteurs localement
analytiques, et sa filtration par rayon d’analyticité, en termes du (ϕ,Γ)-module qui lui
est associé via la correspondance de Langlands locale p-adique, et nous en déduisons
que le complété universel de Πan n’est autre que Π.
Abstract. — Let Π be a unitary representation of GL2(Qp), topologically of finite
length. We describe the sub-representation Πan made of its locally analytic vectors,
and its filtration by radius of analyticity, in terms of the (ϕ,Γ)-module attached to
Π via the p-adic local Langlands correspondence, and we deduce that the universal
completion of Πan is Π itself.
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Introduction
0.1. Notations
Soit p un nombre premier. On fixe une clôture algébrique Qp de Qp, et on note
GQp = Gal(Qp/Qp) le groupe de Galois absolu de Qp. On note Γ le groupe de
Galois Gal(Qp(µp∞)/Qp) de l’extension cyclotomique. Le caractère cyclotomique
χ : GQp → Z
∗
p induit un isomorphisme de groupes topologiques Γ ≃ Z
∗
p , dont l’inverse
a 7→ σa est caractérisé par σa(ζ) = ζa pour a ∈ Z∗p et ζ ∈ µp∞ .
On fixe une extension finie L de Qp, et on note OL l’anneau de ses entiers et kL
son corps résiduel. Soit T̂ (L) l’ensemble des caractères continus δ : Q∗p → L
∗, et,
pour δ ∈ T̂ (L), notons w(δ) son poids, défini par w(δ) = δ′(1), dérivée (1) de δ en 1.
Si δ est unitaire (i.e. si δ est à valeurs dans O∗L), la théorie locale du corps de classes
1. δ est automatiquement localement analytique, donc la définition a un sens.
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associe à δ un caractère continu de GQp , que l’on note encore δ. Le poids de Hodge-
Tate généralisé de ce caractère galoisien est alors w(δ). On note juste x ∈ T̂ (L) le
caractère induit par l’inclusion de Qp dans L, et |x| le caractère envoyant x ∈ Q
∗
p
sur p−vp(x). Notre convention est que x|x| correspond au caractère cyclotomique χ,
son poids étant 1.
Soit G = GL2(Qp). Si δ ∈ T̂ (L), on note RepL(δ) la catégorie dont les objets sont
les L-espaces de Banach Π, munis d’une action continue de G telle que
• Π a pour caractère central δ.
• L’action de G est unitaire, i.e. il existe une valuation vΠ sur Π, qui définit la
topologie de Π et telle que vΠ(g · v) = vΠ(v) pour tous g ∈ G et v ∈ Π.
• Π est résiduellement de longueur finie, i.e. si vΠ est comme ci-dessus, la réduction
mod p de la boule unité Π0 de Π pour vΠ est un OL[G]-module de longueur finie.
Un morphisme entre deux objets Π1 et Π2 de RepL(δ) est une application
L-linéaire, continue et G-équivariante.
On note RepL(G) la catégorie des représentations de G unitaires, résiduellement
de longueur finie, admettant un caractère central ; c’est la réunion des RepL(δ) pour
δ ∈ T̂ (L).
Remarque 0.1. — (i) RepL(δ) est vide quand δ n’est pas unitaire.
(ii) Il découle des travaux de Barthel-Livné [2] et Breuil [3] que tout objet de
RepL(δ) est une représentation de Banach admissible (au sens de [23]) de G.
(iii) Tout objet Π de RepL(δ) est topologiquement de longueur finie, car Π0/pΠ0
l’est. En fait, si p ≥ 5 (il est probable que cette hypothèse est inutile), on peut décrire
RepL(δ) de manière équivalente comme la catégorie des L-représentations de Banach
unitaires et admissibles de G, à caractère central et topologiquement de longueur finie
(cela découle d’un théorème profond de Paskunas [21]). Nous avons besoin de cette
hypothèse de finitude pour Π0/pΠ0 pour assurer que le (ϕ,Γ)-module attaché à Π par
la correspondance de Langlands locale p-adique est de dimension finie.
0.2. Complétions unitaires et vecteurs localement analytiques. — Si
δ ∈ T̂ (L) et si Π ∈ RepL(δ), on note Π
an l’espace des vecteurs localement analy-
tiques [24, 16] de Π. C’est l’espace des vecteurs v ∈ Π dont l’application orbite
ov : G→ Π, g → g · v
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est localement analytique. C’est une sous-représentation de Π et, d’après un résultat
général de Schneider et Teitelbaum [24, th. 7.1], le sous-espace Πan est dense (2)
dans Π.
L’espace Πan a une topologie naturelle, induite par l’injection Πan → C an(G,Π),
envoyant v ∈ Πan sur ov. Cette topologie est nettement plus forte que celle induite par
l’inclusion Πan ⊂ Π. Le résultat principal de cet article est alors le suivant (rappelons
que G = GL2(Qp)) :
Théorème 0.2. — Si Π ∈ RepL(G), alors Π est le complété unitaire universel
de Πan, i.e. pour toute L-représentation de Banach unitaire B, l’application natu-
relle HomcontL[G](Π, B) → Hom
cont
L[G](Π
an, B), induite par l’injection Πan → Π, est un
isomorphisme.
Remarque 0.3. — La notion de complété universel a été dégagée par Emerton [15].
Le théorème ci-dessus répond, dans le cas de GL2(Qp), à l’une de ses questions,
à savoir si le même énoncé est valable pour GLn(Qp) ou, plus généralement, pour
un groupe réductif déployé sur Qp (l’application Hom
cont
L[G](Π, B)→ Hom
cont
L[G](Π
an, B)
est injective pour tout groupe de Lie p-adique G et toute représentation de Banach
admissible Π de G, car Πan est dense dans Π dans ces cas [24]).
(ii) Dans l’autre sens, la situation est nettement plus compliquée : si Π est une
représentation localement analytique admissible de GL2(Qp) admettant un complété
unitaire universel Π̂, la sous-représentation Π̂an de Π̂ n’est pas forcément égale à Π.
Le cas des composantes de Jordan-Hölder de la série principale analytique est as-
sez éclairant. Si δ1, δ2 : Q
∗
p → L
∗ sont des caractères continus (et donc localement
analytiques), on note Indan(δ1 ⊗ δ2) l’espace des fonctions φ : G → L, localement
analytiques, telles que φ
((
a b
0 d
)
g
)
) = δ1(a)δ2(d)f(g) pour tous a, d ∈ Q∗p , b ∈ Qp et
g ∈ G, que l’on munit de l’action de G définie par (h ·φ)(g) = φ(gh) ; si δ2 = xkδ1 avec
k ∈ N, alors Indan(δ1 ⊗ δ2) contient une sous-représentation de dimension k + 1 et le
quotient est une steinberg analytique. En utilisant les résultats de [4, 9, 10, 15, 18],
on voit qu’il peut, en particulier, se passer les choses suivantes :
• Π̂ = 0 et donc Π̂an = 0 : c’est le cas si le caractère central n’est pas unitaire (ce
qui équivaut à vp(δ1(p)) + vp(δ2(p)) 6= 0) ou s’il est unitaire mais vp(δ1(p)) > 0.
• Π̂ n’est pas admissible (c’est le cas des steinberg analytiques avec k ≥ 1).
• Π̂ est non nul et admissible, mais Π̂an est strictement plus grand que Π : c’est
le cas si Π = Indan(δ1 ⊗ δ2), si le caractère central est unitaire, et si vp(δ2(p)) > 0 et
w(δ2)− w(δ1) /∈ N.
2. Nous donnons une nouvelle preuve de cette densité pour les objets de RepL(δ), en utilisant la
théorie des (ϕ,Γ)-modules (cf. cor. 0.12).
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Mentionnons un corollaire immédiat du th. 0.2, qui ne semble pas facile à démontrer
directement :
Corollaire 0.4. — Le foncteur Π 7→ Πan de la catégorie RepL(δ) dans la catégorie
des L-représentations localement analytiques admissibles de G est pleinement fidèle.
En utilisant ce corollaire et les résultats de [12], on déduit que Πan admet un
caractère infinitésimal pour tout objet absolument irréductible Π de RepL(G) (cela
n’est pas une conséquence formelle du résultat principal de loc.cit., car Πan peut fort
bien ne pas être irréductible si Π est absolument irréductible).
La suite de cette introduction explique les étapes de la preuve du th. 0.2, dont la
correspondance de Langlands locale p-adique [8] pour G est l’ingrédient clé.
0.3. Un raffinement du foncteur Π 7→ Πan. — Dans ce §, on considère un groupe
de Lie p-adiqueG arbitraire, un sous-groupeH de G qui est un pro-p-groupe uniforme,
et une L-représentation de Banach admissible Π de G, pas forcément unitaire. On
choisit un système minimal de générateurs topologiques h1, ..., hd de H et on note
bα = (h1 − 1)
α1 · · · (hd − 1)
αd ∈ Zp[H ]
pour α = (α1, ..., αd) ∈ Nd. Pour tout entier h ≥ 1, on note rh =
1
ph−1(p−1)
et (en
posant |α| = α1 + · · ·+ αd)
Π
(h)
H = {v ∈ Π, lim
|α|→∞
p−rh|α|bαv = 0}.
Alors Π
(h)
H est naturellement un espace de Banach. Il ne dépend pas du choix des
générateurs h1, ..., hd et il est stable par H . Par ailleurs, les b
αv sont les coefficients
de Mahler de ov :
ov(h
x1
1 · · ·h
xd
d ) =
∑
α∈Nd
(
x1
α1
)
· · ·
(
xd
αd
)
· bαv, pour tout (x1, . . . , xd) ∈ Z
d
p.
Il résulte donc du théorème d’Amice [1] que Πan est la limite inductive des espaces
Π
(h)
H , et cela pour tout sous-groupe H de G qui est un pro-p-groupe uniforme. Le
résultat suivant (cor IV.14 et prop. IV.11) peut, au langage près, se trouver dans [24].
Théorème 0.5. — Soient H un pro-p sous-groupe uniforme de G et h ≥ 1.
(i) Le foncteur Π 7→ Π
(h)
H de la catégorie des L-représentations de Banach admis-
sibles de G dans la catégorie des L-espaces de Banach est exact.
(ii) On a Π
(h+1)
H = Π
(h)
Hp pour toute représentation de Banach Π de G.
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On dit que Π est cohérente (ou H-cohérente si on veut préciser le sous-groupe H
de référence) s’il existe h0 tel que, pour tout h ≥ h0, on ait
Π
(h+1)
H =
∑
Hp⊂gHg−1
g · Π
(h)
H .
Comme g·Π
(h)
H = Π
(h)
gHg−1 et Π
(h)
H1
⊂ Π
(h)
H2
siH2 ⊂ H1, on déduit du théorème précédent
que le terme de droite est toujours contenu dans celui de gauche. Le même théorème
permet de montrer que la cohérence est une propriété stable par extensions, ce qui
joue un rôle important dans la preuve du th. 0.2. Notre intérêt pour la notion de
cohérence vient du résultat suivant :
Proposition 0.6. — Si Π est H-cohérente, alors Πan admet un complété unitaire
universel. Plus précisément, si Π
(h)
0 est la boule unité de Π
(h)
H et Lh =
∑
g∈G g ·Π
(h)
0 ,
alors pour tout h assez grand on a un isomorphisme de L[G]-modules de Banach
Π̂an ≃ L⊗OL (lim
←−
Lh/p
n
Lh).
Au vu de la proposition précédente, le th. 0.2 est une conséquence du résultat
suivant :
Théorème 0.7. — Si G = GL2(Qp) et si Π ∈ RepL(G), alors :
(i) Π est cohérente.
(ii) Si Π0 est un OL-réseau de Π, ouvert, borné et G-stable, alors Lh est commen-
surable avec Π0 ∩ Πan pour tout h assez grand.
La preuve de ce théorème utilise de manière cruciale la théorie des (ϕ,Γ)-modules.
Plus précisément, si D est le (ϕ,Γ)-module attaché à Π par la correspondance de
Langlands locale p-adique, on décrit l’espace Π(h) (et même la boule unité Π
(h)
0 )
directement en termes de D. Cela demande d’étendre et de raffiner bon nombre de
résultats des chap. II, IV et V de [8], et les paragraphes suivants expliquent de quelle
manière un plus en détail.
0.4. Description de RepL(δ) en termes de (ϕ,Γ)-modules. — Soient R l’an-
neau de Robba (3), E † le sous-anneau de R des éléments bornés (c’est un corps) et E
le complété de E † pour la valuation p-adique. On munit ces anneaux d’actions conti-
nues de Γ et d’un frobenius ϕ, commutant entre elles, en posant ϕ(T ) = (1 + T )p − 1
et σa(T ) = (1 + T )
a − 1 si a ∈ Z∗p .
Si Λ ∈ {E , E †,R}, on note ΦΓet(Λ) la catégorie des (ϕ,Γ)-modules étales sur Λ.
Ce sont des Λ-modules libres de type fini D, munis d’actions de ϕ et Γ, continues,
3. Il s’agit de l’anneau des séries de Laurent
∑
n∈Z anT
n à coefficients dans L, qui convergent
sur une couronne du type 0 < vp(T ) ≤ r, où r dépend de la série.
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semi-linéaires, qui commutent et telles que ϕ soit de pente nulle. Ces catégories sont
toutes équivalentes à la catégorie des L-représentations de Gal(Qp/Qp) (cf. [17, 6,
19]) ; en particulier elles sont équivalentes entre elles, et on note D† ∈ ΦΓet(E †),
Drig ∈ ΦΓet(R) les (ϕ,Γ)-modules attachés à D ∈ ΦΓet(E ), de telle sorte que
D = E ⊗E † D
† et Drig = R ⊗E † D
†.
Si δ est un caractère unitaire et si D ∈ ΦΓet(E ), on peut construire [8, chap. II] un
faisceau G-équivariant U → D ⊠δ U sur P
1(Qp) (muni de l’action usuelle définie par(
a b
c d
)
· x = ax+bcx+d ), dont les sections sur Zp sont D (i.e. D ⊠δ Zp = D). Par ailleurs,
si U est un ouvert compact de P1, l’extension par 0 induit une inclusion de D ⊠δ U
dans l’espace D⊠δP
1 des sections globales. Les formules décrivant l’action de G sont
très compliquées (et inutiles dans la plupart des situations) en général, mais on a par
exemple, pour z ∈ D = D ⊠δ Zp, a ∈ Z∗p et b ∈ Zp,(
p 0
0 1
)
z = ϕ(z), ( a 00 1 ) z = σa(z), (
1 b
0 1 ) z = (1 + T )
b · z.
On dispose aussi [8, chap. IV] d’un foncteur Π 7→ D(Π), contravariant, exact, de
RepL(δ) dans ΦΓ
et(E ). On note CL(δ) son image essentielle. Si D ∈ ΦΓet(E ), on
note Dˇ le dual de Cartier de D : si D est attaché à une représentation galoisienne V ,
alors Dˇ est attaché à V ∗ ⊗ χ. Le résultat suivant fait le lien entre les constructions
précédentes et décrit RepL(δ) (à des morceaux de dimension finie près) en termes de
(ϕ,Γ)-modules, ce qui est fondamental pour la preuve du th. 0.2.
Théorème 0.8. — Soit δ : Q∗p → O
∗
L un caractère unitaire. Alors :
(i) CL(δ) est stable par sous-quotients.
(ii) Si D ∈ CL(δ), alors Dˇ ∈ CL(δ−1).
(iii) Il existe un foncteur covariant D → Πδ(D) de CL(δ) dans RepL(δ) tel que,
pour tout D ∈ CL(δ), on ait une suite exacte de G-modules topologiques
0→ Πδ−1(Dˇ)
∗ → D ⊠δ P
1 → Πδ(D)→ 0.
(iv) Les foncteurs Π 7→ D(Π) et D → Πδ(Dˇ) induisent des anti-équivalences quasi-
inverses exactes entre RepL(δ)/S et CL(δ), où S est la sous-catégorie de RepL(δ)
formée des représentations de dimension finie.
Ce théorème est essentiellement démontré dans [8], mais il n’est pas facile de l’en
extraire sous cette forme. Nous reprenons et étendons les arguments de loc.cit pour
l’obtenir sous cette forme, plus adaptée aux applications éventuelles.
0.5. Description de Π(h). — Soit E (0,rb] le sous-anneau de E † des fonctions ana-
lytiques bornées sur la couronne 0 < vp(T ) ≤ rb. On note D(0,rb] le plus grand
sous-E (0,rb]-module de type fini M de D tel que ϕ(M) ⊂ E (0,rb+1] ⊗
E
(0,rb] M (son
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existence est un résultat standard de la théorie des (ϕ,Γ)-modules). Le théorème de
surconvergence [6, 5] montre que D(0,rb] est libre de rang dimE (D) sur E
(0,rb] et en-
gendre D, si b est assez grand. Comme D ⊠δ Zp = D et comme P
1 = Zp ∪
(
0 1
1 0
)
Zp,
l’application z 7→
(
ResZpz,ResZp
(
0 1
1 0
)
z
)
est une injection de D ⊠δ P
1 dans D ×D,
ce qui permet de définir le module
D(0,rb] ⊠δ P
1 = (D ⊠δ P
1) ∩ (D(0,rb] ×D(0,rb]).
Il est muni de la topologie induite par l’inclusion dans D(0,rb] × D(0,rb], le module
D(0,rb] étant muni de sa topologie naturelle.
Proposition 0.9. — Soit D ∈ CL(δ). Si b est assez grand, le sous-L-espace vecto-
riel D(0,rb] ⊠δ P
1 de D ⊠δ P
1 est stable sous l’action de GL2(Zp), et GL2(Zp) agit
continûment pour la topologie naturelle de D(0,rb] ⊠δ P
1. De plus, Πδ−1(Dˇ)
∗ est un
sous-module fermé de D(0,rb] ⊠δ P
1.
Soit Km = 1+p
mM2(Zp) avecm ≥ 1 (resp. m ≥ 2 si p = 2). C’est un pro-p-groupe
uniforme de dimension 4, auquel les constructions du § 0.3 s’appliquent. Pour simplifier
les notations, on note simplement Π(b) = Π
(b−m)
Km
pour b > m (le th. 0.5 montre que
le terme de droite ne dépend pas du choix de m < b). Le résultat technique principal
de l’article est alors la description de Π(b), pour tout b assez grand, si Π ∈ RepL(G).
Le th. 0.8 implique en particulier que tout objet de RepL(G) est de la forme Πδ(D)
à des représentations de dimension finie près, et pour une représentation de la forme
Πδ(D), on a le résultat suivant.
Théorème 0.10. — Soit D ∈ CL(δ). Alors pour tout b assez grand, l’inclusion de
D(0,rb] ⊠δ P
1 dans D⊠δ P
1 induit une suite exacte de GL2(Zp)-modules topologiques
0→ Πδ−1(Dˇ)
∗ → D(0,rb] ⊠δ P
1 → Πδ(D)
(b) → 0.
Les méthodes utilisées pour l’étude de Π(b) sont sensiblement différentes de celles
de [8, chap. V] : les arguments de bidualité de loc.cit. sont remplacés par une étude
directe des rayons d’analyticité des vecteurs de Πδ(D), à travers l’étude de la crois-
sance des coefficients de Mahler de ov. Cette étude est grandement facilitée par la
prop. V.9, qui est aussi utilisée dans la preuve du cor. 0.15 ci-dessous.
Une conséquence immédiate du th. 0.10 est la généralisation suivante du résultat
principal du chap. V de [8].
Corollaire 0.11. — Si D ∈ CL(δ), le sous-faisceau U 7→ D† ⊠δ U du faisceau
U 7→ D⊠δ U est stable par G, qui agit continûment pour la topologie naturelle de D†,
et on a suite exacte de G-modules topologiques
0→ Πδ−1(Dˇ)→ D
†
⊠δ P
1 → Πδ(D)
an → 0.
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Mentionnons que l’action de G sur le faisceau U 7→ D†⊠δ U s’étend par continuité
en une action sur un faisceau U 7→ Drig⊠δ U , et les sections globales Drig⊠δP1 de ce
faisceau fournissent (chap. VI) une extension de Πδ(D)
an par (Πδ−1 (Dˇ)
an)∗ qui est
très utile pour l’étude de Πδ(D)
an.
Une autre conséquence est le résultat suivant qui renforce le théorème de Schneider
et Teitelbaum sur la densité des vecteurs localement analytiques.
Corollaire 0.12. — Si Π ∈ RepL(G) il existe m0 ≥ 2 tel que Π
(b) soit dense
dans Πan (et donc aussi dans Π) pour tout b > m0.
En utilisant le fait que les orbites des éléments de Π(b) sont somme de leur série de
Taylor sur Kb−1, et le cor. 0.12, on en déduit le résultat suivant.
Corollaire 0.13. — Soient Π1,Π2 ∈ RepL(G) et soit f : Π
an
1 → Π
an
2 une application
continue, linéaire et gl2-équivariante. Alors il existe un sous-groupe ouvert compact H
de G tel que f soit H-équivariante.
Question 0.14. — Les cor. 0.12 et 0.13 sont-ils valables pour les représentations de
Banach admissibles, topologiquement de longueur finie, d’un groupe de Lie p-adique
quelconque ?
Signalons aussi un sous-produit de la preuve, pour lequel nous ne connaissons pas
de démonstration plus simple. Une telle démonstration simplifierait considérablement
l’étude de Πδ(D)
an.
Corollaire 0.15. — Soient Π ∈ RepL(G) et v ∈ Π. Si les applications x 7→ (
1 x
0 1 ) v
et x 7→ ( 1 0x 1 ) v sont localement analytiques (de Qp dans Π), alors v ∈ Π
an.
I. Anneaux de fonctions analytiques
Ce chapitre peu éclairant introduit un certain nombre d’anneaux de séries de
Laurent et établit certains résultats techniques dont on aura besoin dans le chap. V.
Rappelons que L est une extension finie de Qp, dont on note OL l’anneau des entiers.
Pour b ∈ N∗ on note nb = pb−1(p− 1) et rb =
1
nb
.
I.1. Topologies sur les anneaux. — On munit l’anneau
OE = {
∑
n∈Z
anT
n, an ∈ OL et lim
n→−∞
vp(an) =∞}
de la topologie faible, dont une base de voisinages de 0 est constituée des
pnOE + T
mOL[[T ]], avec m,n ∈ N. On munit son corps des fractions
E = OE [1/p] = ∪n≥0p−nOE de la topologie limite inductive.
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Si a ≥ b ≥ 1, on note E [ra,rb] l’anneau des f =
∑
n∈Z anT
n, analytiques sur la
couronne ra ≤ vp(T ) ≤ rb, définies sur L, que l’on munit de la valuation
v[ra,rb](f) = inf
ra≤vp(x)≤rb
vp(f(x)) = inf
n∈Z
(vp(an) + min(nra, nrb)).
On note O
[ra,rb]
E
l’anneau de valuation de E [ra,rb], et on pose E ]0,rb] = lim
←−a≥b
E [ra,rb]
(c’est l’anneau des fonctions analytiques sur la couronne 0 < vp(T ) ≤ rb, définies
sur L). Soit O†,b
E
le complété de OL[[T ]][
p
Tnb ] pour la topologie p-adique. La preuve
du résultat suivant est laissée au lecteur.
Lemme I.1. — (i) O†,b
E
est l’anneau des séries de Laurent
∑
k∈Z akT
k ∈ OL[[T, T−1]]
telles que la suite (4) ([vp(ak)]+krb)k≤0 est positive et tend vers +∞ quand k → −∞.
(ii) O
[ra,rb]
E
est l’anneau des séries de Laurent
∑
k∈Z akT
k ∈ L[[T, T−1]] telles que
la suite (vp(ak) + min(krb, krb))k∈Z est positive et tend vers +∞ quand k→ ±∞.
On note E (0,rb] = E ]0,rb]∩E (c’est le sous-anneau de E ]0,rb] formé des fonctions ana-
lytiques bornées) et O
(0,rb]
E
le réseau de E (0,rb] formé des séries à coefficients dans OL.
On déduit du lemme I.1 que O
(0,rb]
E
= O†,b
E
[ 1T ] et que O
†,b
E
est séparé et complet pour
la topologie T -adique. Cela munit O
(0,rb]
E
d’une topologie naturelle et E (0,rb] de la
topologie limite inductive, en écrivant E (0,rb] = ∪k≥0p−kO
(0,rb]
E
.
Enfin, l’anneau de Robba R est la réunion des E ]0,rb], muni de la topologie limite
inductive et le corps E † = ∪b≥1E (0,rb] est le sous-anneau de R des éléments bornés.
Il est dense dans R et E s’identifie au complété de E † pour la valuation p-adique. Si
Λ ∈ {E ,R}, on pose Λ+ = Λ ∩ L[[T ]].
I.2. Quelques calculs...— Les lemmes techniques suivants seront utilisés dans
l’étude des vecteurs localement analytiques des représentations unitaires admissibles
de GL2(Qp).
Lemme I.2. — On a pOE ∩ E
† ⊂ ∪n≥1O
†,n
E
.
Démonstration. — Soit f =
∑
n∈Z anT
n ∈ pOE ∩ E
†. Il existe b tel que f converge
sur 0 < vp(T ) ≤ rb. On a donc limk→∞ vp(a−k) − krb = ∞. En particulier, il existe
b1 tel que si k ≥ nb1 , alors vp(a−k) ≥ 1 + krb. Puisque vp(a−k) ≥ 1 pour tout k, on
en déduit que [vp(a−k)] ≥ krb+b1 pour tout k ≥ 0, donc f ∈ O
†,b+b1
E
(lemme I.1).
Lemme I.3. — (i) O
[ra,rb]
E
∩ O
(0,rb]
E
⊂ 1pO
†,b
E
.
(ii) Si f ∈ O
(0,rb]
E
satisfait v[ra,rb](f) ≥ N pour un N ∈ N, alors f ∈ 1pT
NnbO
†,b
E
.
4. On note [ ] la partie entière.
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Démonstration. — (i) C’est une conséquence immédiate du lemme I.1.
(ii) Si ra ≤ vp(x) ≤ rb, on a
vp(f(x))−Nnbvp(x) ≥ v
[ra,rb](f)−Nnbrb ≥ 0,
donc T−Nnbf ∈ O
[ra,rb]
E
∩ O
(0,rb]
E
et on conclut en utilisant le (i).
Lemme I.4. — (i) Si (fk)k est une suite d’éléments de O
†,b
E
qui converge vers 0 pour
la topologie p-adique, alors la série
∑
k≥0
(
Tna
p
)k
fk converge dans O
[ra,rb]
E
.
(ii) Si f ∈ O
[ra,rb]
E
, alors il existe une suite (fk)k comme dans (i) et telle que
pf =
∑
k≥0
(
Tna
p
)k
fk.
Démonstration. — (i) Il suffit de constater que
v[ra,rb]
((
Tna
p
)k
fk
)
≥ v[ra,rb](fk)
et que, par hypothèse, la dernière quantité est positive et tend vers ∞ pour k →∞.
(ii) Posons pf =
∑
k∈Z bkT
k et, pour k ≥ 0, posons gk =
∑na−1
j=0 p
kbkna+jT
j. Alors
gk ∈ O
+
E
tend vers 0 pour la topologie p-adique (car vp(bk) + kra ≥ 1 pour tout k et
limk→+∞ vp(bk) + kra = +∞) et on a∑
k≥0
bkT
k =
∑
k≥0
(
Tna
p
)k
gk.
Pour conclure, il suffit de vérifier que
∑
k≤0 bkT
k ∈ O†,b
E
. Cela découle du lemme I.1.
I.3. Actions de ϕ, ψ,Γ. — On munit les anneaux E +,R+,OE , E , E
†,R d’actions
continues de Γ = Gal(Qp(µp∞)/Qp) et d’un Frobenius ϕ, commutant entre elles, en
posant ϕ(T ) = (1+T )p− 1 et σa(T ) = (1+T )a− 1 si a ∈ Z∗p . L’opérateur ϕ ne laisse
pas stable les anneaux O†,b
E
, O
(0,rb]
E
, O
[ra,rb]
E
et E ]0,rb] ; il les envoie respectivement
dans O†,b+1
E
, O
(0,rb+1]
E
, O
[ra+1,rb+1]
E
et E ]0,rb+1]. Ces anneaux sont, en revanche, stables
sous l’action de Γ.
Le corps E est une extension de degré p de ϕ(E ), ce qui permet de définir un inverse
à gauche ψ de ϕ par la formule
ψ(f) = p−1ϕ−1(TrE/ϕ(E )f).
Alors ψ laisse stable OE et E
†, s’étend par continuité à R, et envoie les anneauxO†,b+1
E
,
O
(0,rb+1]
E
, O
[ra+1,rb+1]
E
et E ]0,rb+1] dans O†,b
E
, O
(0,rb]
E
, O
[ra,rb]
E
et E ]0,rb] respectivement.
De plus, ψ commute à Γ et ψ
(∑p−1
i=0 (1 + T )
iϕ(fi)
)
= f0 (tout élément de E ou R
peut s’écrire sous cette forme, et une telle écriture est unique).
Le résultat suivant est parfaitement classique.
Lemme I.5. — ϕ
n(T )
Tpn
est une unité de O†,b
E
si b > n.
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Démonstration. — Voir le lemme II.5.2 de [6].
II. (ϕ,Γ)-modules
Ce chapitre est aussi préliminaire. On rappelle quelques résultats standard de la
théorie des (ϕ,Γ)-modules et on établit deux résultats techniques qui seront utilisés
dans l’étude des vecteurs localement analytiques de la représentation Πδ(D).
II.1. (ϕ,Γ)-modules et faisceaux P+-équivariants sur Zp. — Soit A un anneau
topologique, commutatif, muni d’un endomorphisme continu ϕ et d’une action conti-
nue de Γ, qui commutent. Un (ϕ,Γ)-module sur A est un A-module de type fini muni
d’un endomorphisme semi-linéaire ϕ et d’une action semi-linéaire de Γ, commutant
entre elles.
Un (ϕ,Γ)-module D sur OE est dit étale si ϕ(D) engendre D sur OE . Un (ϕ,Γ)-
module D sur E est dit étale s’il admet un OE -réseau stable par ϕ et Γ et qui est
étale en tant que (ϕ,Γ)-module sur OE .
On note ΦΓettors (resp. ΦΓ
et(OE )) la catégorie des (ϕ,Γ)-modules étales sur OE , qui
sont de torsion (resp. libres) comme OE -module. Enfin, on note ΦΓ
et(E ) la catégorie
des (ϕ,Γ)-modules étales sur E .
Soit D un (ϕ,Γ)-module étale. Alors D est muni d’une action de P+ donnée par(
pka b
0 1
)
· z = (1 + T )bϕk ◦ σa(z), si k ∈ N, a ∈ Z
∗
p et b ∈ Zp, et d’un inverse à gauche
ψ de ϕ qui commute à l’action de Γ et qui est définie par ψ(
∑p−1
i=0 (1+T )
iϕ(xi)) = x0.
On utilise ces données pour associer à D un faisceau U 7→ D⊠U sur Zp (où U décrit
les ouverts compacts de Zp), équivariant sous l’action de P
+, où P+ agit sur Zp par
la formule
(
a b
0 1
)
· x = ax+ b habituelle. De manière précise :
• D ⊠ Zp = D et D ⊠ ∅ = 0,
• D ⊠ (i + pkZp) =
(
pk i
0 1
)
D ⊂ D
• La restriction Resi+pkZp : D ⊠ Zp → D ⊠ (i + p
kZp) est définie par la formule
Resi+pkZp =
(
1 i
0 1
)
◦ ϕk ◦ ψk ◦
(
1 −i
0 1
)
.
Remarque II.1. — Soit C le faisceau sur Zp des fonctions continues à valeurs dans L
et soit D0 le faisceau des mesures (i.e le dual de C ). Le dictionnaire d’analyse fonc-
tionnelle p-adique fournit une suite exacte 0→ D0 → D → C ⊠χ−1 → 0 de faisceaux
P+-équivariants sur Zp si D = E est le (ϕ,Γ)-module trivial (la torsion par χ
−1
signifie que l’action de
(
a b
0 1
)
est multipliée par χ(a)−1).
II.2. Surconvergence. — Soit D ∈ ΦΓet(OE ). Si b ∈ N∗, on note D†,b le plus
grand sous-O†,b
E
-module M de type fini de D tel que ϕ(M) ⊂ O†,b+1
E
·M (le tout à
l’intérieur de D). On renvoie à [5, prop. 4.2.6] pour une preuve du résultat suivant :
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Proposition II.2. — Si D ∈ ΦΓet(OE ), il existe m(D) tel que D†,m(D) soit libre de
rang rgOE (D) sur O
†,m(D)
E
, et D†,b = O†,b
E
⊗
O
†,m(D)
E
D†,m(D) pour tout b ≥ m(D).
La prop. II.2 permet de définir, pour a ≥ b ≥ m(D), des modules D(0,rb], D[ra,rb],
D]0,rb], D† et Drig, en tensorisant D
†,m(D) par O
(0,rb]
E
, O
[ra,rb]
E
, E ]0,rb], E †, R respec-
tivement. Ils ne dépendent pas du choix de m(D) et ils sont libres de même rang que
D sur les anneaux correspondants. Le choix d’une base permet de munir ces modules
de topologies naturelles (induites par celles des anneaux de séries de Laurent, voir le
§ I.1), qui ne dépendent pas du choix de la base.
Tous les modules définis ci-dessus sont munis d’une action de Γ, les modules D† et
Drig sont aussi munis d’actions de ϕ et ψ commutant à celle de Γ et vérifiant ψ◦ϕ = id
Le sous-faisceau U 7→ D† ⊠ U de U 7→ D ⊠ U est donc stable par P+, et il s’étend
en un faisceau U 7→ Drig ⊠ U . Par contre, ϕ ne préserve pas les autres modules : il
envoieD†,b dansD†,b+1,D[ra,rb] dansD[ra+1,rb+1], et D]0,rb] dansD]0,rb+1]. De manière
analogue, ψ laisse stable D† et Drig, mais il envoie (pour a ≥ b ≥ m(D)) D†,b+1 dans
D†,b, D[ra+1,rb+1] dans D[ra,rb], et D]0,rb+1] dans D]0,rb].
Nous aurons besoin de l’estimée plus précise ci-dessous.
Lemme II.3. — Soit D ∈ ΦΓet(OE ). Il existe l(D) ≥ 1 tel que, pour tous a ∈ Z,
k ∈ N∗ et b ≥ m(D) + k,
ψk(T aD†,b) ⊂ T
[ a
pk
]−l(D)
D†,b−k.
Démonstration. — Si a ∈ Z et si c = [ a
pk
], le lemme I.5 montre que
ψk(T aD†,b) ⊂ ψk(T p
kcD†,b) = ψk(ϕk(T )cD†,b) = T cψk(D†,b).
On peut donc se contenter de traiter le cas a = 0. Fixons une base e1, . . . , ed de
D†,m(D) sur O
†,m(D)
E
; c’est aussi une base de D†,b sur O†,b
E
pour tout b ≥ m(D).
Soit l ≥ 1 tel que p divise l et ψ((1 + T )jei) ∈ T−lD†,m(D) pour (i, j) ∈ [1, d] ×
[0, p − 1]. Alors ψ(D†,b) ⊂ T−lD†,b−1 pour tout b > m(D), car ψ(O†,b
E
) ⊂ O†,b−1
E
et
donc
D†,b =
d∑
i=1
O
†,b
E
· ei =
d∑
i=1
p−1∑
j=0
(1 + T )jϕ(O†,b−1
E
)ei.
Posons l(D) = 2l et montrons par récurrence sur k que ψk(D†,b) ⊂ T−l(D)D†,b−k
pour b ≥ m(D) + k. Pour k = 1, on vient de le faire. Pour passer de k à k + 1, on
utilise l’hypothèse de récurrence et le lemme I.5, ce qui donne pour b > m(D) + k
ψk+1(D†,b) ⊂ ψ(ϕ(T )−
l(D)
p D†,b−k) = T−
l(D)
p ψ(D†,b−k).
On conclut en utilisant l’inclusion ψ(D†,b−k) ⊂ T−
l(D)
2 D†,b−k−1 (second paragraphe)
et l’inégalité l(D) ≥ l(D)2 +
l(D)
p .
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II.3. Dualité. — Le module Ω1
OE
des OL-différentielles continues de OE est natu-
rellement un (ϕ,Γ)-module étale libre de rang 1, une base étant dT1+T et les actions de
ϕ et Γ étant (5)
σa
(
dT
1+T
)
= a dT1+T , si a ∈ Z
∗
p , et ϕ
(
dT
1+T
)
= dT1+T .
Si D est un objet de ΦΓet(OE ), (resp. ΦΓ
et(E ), resp. ΦΓettors), on note Dˇ le
(ϕ,Γ)-module des morphismes OE -linéaires de D dans OE
dT
1+T (resp. E
dT
1+T ,
resp. (E /OE )
dT
1+T ), les actions de ϕ et Γ étant définies par
(6)
〈σa(x), σa(y)〉 = σa(〈x, y〉), si a ∈ Z
∗
p , et 〈ϕ(x), ϕ(y)〉 = ϕ(〈x, y〉),
l’accouplement 〈 , 〉 sur Dˇ × D étant l’accouplement naturel. Le foncteur D → Dˇ
est involutif et exact. Par extension des scalaires et fonctorialité, l’accouplement 〈 , 〉
induit des accouplements (pour a ≥ m(D))
〈 , 〉 : Dˇ(0,ra] ×D(0,ra] → E (0,ra] dT1+T , 〈 , 〉 : Dˇ
†,a ×D†,a → O†,a
E
dT
1+T ,
et 〈 , 〉 : Dˇrig ×Drig → R
dT
1+T .
L’application résidu
rés0 : OL[[T, T
−1]]dT → OL, rés0
((∑
n∈Z
anT
n
)
dT
)
= a−1
induit une application rés0 : OE
dT
1+T → OL et donc des applications rés0 : E
dT
1+T → L
et rés0 : E /OE
dT
1+T → L/OL.
Si zˇ ∈ Dˇ et z ∈ D, on pose
{zˇ, z} = rés0
(
〈σ−1 · zˇ, z〉
)
.
On obtient ainsi un accouplement à valeurs dans L/OL (resp. OL, resp. L) si D ∈
ΦΓettors (resp. D ∈ ΦΓ
et(OE ), resp. D ∈ ΦΓ
et(E )). Cet accouplement est parfait,
i.e. l’application ι qui envoie x sur ι(x) = (y 7→ {x, y}) identifie Dˇ et D∗ (le dual
étant muni de la topologie de la convergence simple). On définit par la même formule
un accouplement parfait { , } entre Dˇrig et Drig.
Le résultat suivant sera utilisé dans l’étude des vecteurs localement analytiques des
objets de RepL(G).
Lemme II.4. — Si D ∈ ΦΓet(OE ), a1, a2 ∈ Z et b > max(m(D),m(Dˇ)), alors
{T a1Dˇ†,b, T a2D†,b} ⊂ {x ∈ OL, vp(x) ≥ (a1 + a2)rb}.
5. La formule ϕ
(
dT
1+T
)
= p dT
1+T
, qui semblerait naturelle, ne fournit pas un (ϕ,Γ)-module étale.
6. La condition «D étale » est précisément ce qu’il faut pour garantir l’existence et l’unicité d’un
tel ϕ sur Dˇ, si D est un (ϕ,Γ)-module sur OE .
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Démonstration. — Soient zˇ ∈ Dˇ†,b, z ∈ D†,b. Puisque σ−1(T )T est inversible dans O
†,b
E
,
il existe f ∈ O†,b
E
tel que (σ−1(T )
T
)a1〈σ−1(zˇ), z〉 = f dT1+T .
Puisque 〈 , 〉 est O†,b
E
-linéaire, on a
{T a1 zˇ, T a2z} = rés0
(
T a1+a2f dT1+T
)
.
En écrivant f =
∑
n∈Z bnT
n, un petit calcul montre que
rés0
(
T a1+a2f dT1+T
)
=
∑
j≥0
(−1)jb−1−(a1+a2)−j ,
la convergence de la série étant assurée par l’inégalité vp(bn) ≥ −nrb, si n ≤ 0. Cette
inégalité permet aussi de montrer que
vp
(
rés0
(
T a1+a2f dT1+T
))
≥ (a1 + a2)rb,
si a1 + a2 ≥ 0 ; le cas a1 + a2 < 0 étant trivial, cela permet de conclure.
II.4. Les modules Dnr, D♯ et D♮. — Les modules ci-dessous font l’objet d’une
étude détaillée dans [7, chap. II].
Définition II.5. — (i) Si D ∈ ΦΓet(OE ) ∪ ΦΓ
et
tors on note D
nr = ∩n≥1ϕ
n(D) et
D++ = {x ∈ D| lim
n→∞
ϕn(x) = 0}, D+ = D++ ⊕Dnr.
(ii) Si D ∈ ΦΓettors, on note D
♮ et D♯ les orthogonaux respectifs de Dˇ+ et Dˇ++, pour
l’accouplement { , }. Si D ∈ ΦΓet(OE ), on pose D? = lim←−k
(D/pkD)?, pour ? ∈ {♮, ♯}.
On étend ces définitions aux (ϕ,Γ)-modules sur E , en choisissant des réseaux stables
par ϕ et Γ et en tensorisant par L (les objets obtenus ne dépendent pas des choix).
Proposition II.6. — Si D ∈ ΦΓet(OE ) ∪ ΦΓettors, alors :
(i) Dnr et D♯/D♮ sont des OL-modules de type fini. Si D est de torsion, alors Dˇ
nr
est le dual de D♯/D♮.
(ii) D♮ et D♯ sont des sous OL[[T ]]-modules compacts de D, qui engendrent D et
sur lesquels ψ est surjectif.
(iii) Si D est de torsion ou si D est irréductible de rang ≥ 2, alors D♯/D♮ est un
OL-module de longueur finie.
Démonstration. — Toutes les références sont à [7]. Le (i) suit de la prop. II.2.2 et de
la prop. II.5.19. Le (ii) découle de la prop. II.6.3. Enfin, (iii) est le cor. II.5.21.
On déduit de la proposition ci-dessus que si D ∈ ΦΓet(E ), alors Dnr et D♯/D♮
sont des L-espaces vectoriels de dimension finie et que Dˇnr est le L-dual de D♯/D♮.
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De plus, si D est irréductible de dimension ≥ 2, alors D♮ = D♯ car Dˇnr = 0. Cela
est faux si D est de dimension 1, car dans ce cas D♯/D♮ est un L-espace vectoriel de
dimension 1 puisque Dˇnr est de dimension 1.
III. L’image du foncteur Π 7→ D(Π)
Dans ce chapitre on démontre le théorème 0.8 de l’introduction (ainsi que les ver-
sions entière et de torsion de ce théorème). Les résultats obtenus n’ont pas d’hypothèse
sur p, car ils n’utilisent pas [8, th. II.3.3], [20, th. 0.1.1] ou [21]. Beaucoup des ar-
guments qui suivent sont tirés de [7] et des chap. II et IV de [8] mais nous avons
explicité certains résultats implicites dans [8] (comme ceux du § III.10 qui ne sont
rédigés que dans le cas de torsion dans [8]), rajouté des sorites sur les invariants par
SL2(Qp), simplifié la démonstration de résultats clefs comme les th. III.21 et III.48,
et introduit la notion de paire G-compatible qui rend la présentation des résultats
plus agréable.
III.1. Représentations de G. — Si A est un anneau commutatif et si H est un
groupe topologique, une A-représentation de H est un A[H ]-module à gauche. Une
telle représentation Π est dite lisse si le stabilisateur de tout v ∈ Π est ouvert dans H
et lisse admissible si de plus ΠK est un A-module de type fini pour tout sous-groupe
ouvert compact K de H .
Nous aurons besoin des catégories suivantes de représentations de G = GL2(Qp) :
• Reptors(G) est la catégorie des OL-représentations lisses de G, de longueur finie et
ayant un caractère central (7). Tout Π ∈ Reptors(G) est de torsion comme OL-module,
et admissible d’après les travaux de Barthel-Livné [2] et Breuil [3].
• RepOL(G) est la catégorie des OL-représentations Π de G, ayant un caractère
central et telles que Π est un OL-module séparé et complet pour la topologie p-adique
(i.e. Π = lim
←−
Π/pnΠ), sans p-torsion et tel que Π/pnΠ ∈ Reptors(G) pour tout n.
• RepL(G) est la catégorie des L-représentations de Banach de G qui admettent un
OL-réseau ouvert, borné, stable par G et appartenant à RepOL(G). RepL(G) est donc
la catégorie des L-représentations de Banach de G, qui sont unitaires, admissibles au
sens de [23], résiduellement de longueur finie (8) et à caractère central.
7. Qui n’est pas forcément unique.
8. La condition « résiduellement de longueur finie » implique « topologiquement de longueur
finie » de manière évidente. Paskunas [21] a montré (au moins si p ≥ 5) que ces deux conditions sont
en fait équivalentes.
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Si Π ∈ Reptors(G) (resp. RepOL(G), resp. RepL(G)), on note Π
∗ le dual de Pon-
tryagin (resp. le OL ou L-dual continu) de Π, que l’on munit de la topologie faible
(i.e. celle de la convergence simple) et de l’action évidente de G.
Si δ : Q∗p → O
∗
L est un caractère unitaire, on note Reptors(δ) (resp. RepOL(δ),
resp. RepL(δ)) la sous-catégorie de Reptors(G) (resp. RepOL(G), resp. RepL(G)) des
représentations sur lesquelles
(
a 0
0 a
)
agit par multplication par δ(a). Par définition,
Reptors(G) (resp. RepOL(G), resp. RepL(G)) est la réunion des Reptors(δ) (resp.
RepOL(δ), resp. RepL(δ)), pour δ unitaire.
Si η1, η2 sont des caractères continus de Q
∗
p , à valeurs dans k
∗
L (resp. O
∗
L), on note
Ind(η1 ⊗ η2) l’espace des fonctions φ : G → kL (resp. φ : G → L), continues, telles
que φ
((
a b
0 d
)
g
)
) = η1(a)η2(d)f(g) pour tous a, d ∈ Q∗p , b ∈ Qp et g ∈ G, que l’on
munit de l’action de G définie par (h · φ)(g) = φ(gh). Alors Ind(η1 ⊗ η2) est un objet
de Reptors(η1η2) (resp. RepL(η1η2)). Le résultat suivant est parfaitement classique.
Proposition III.1. — (i) Si η1 6= η2, la représentation Ind(η1 ⊗ η2) est irréductible
(resp. topologiquement irréductible).
(ii) Si η1 = η2, la fonction g 7→ η1 ◦ det g engendre une sous-représentation de
dimension 1 sur laquelle G agit à travers le caractère η1 ◦ det g, et le quotient est
une représentation irréductible (resp. topologiquement irréductible) de G, de la forme
St⊗ (η1 ◦ det g), où St est la steinberg (resp. la steinberg continue).
Les composantes de Jordan-Hölder des Ind(η1 ⊗ η2) sont dites ordinaires ; les ob-
jets absolument irréductibles de Reptors(G) ou RepL(G) qui ne sont pas ordinaires
sont dits supersinguliers. Il n’est pas très facile de construire des L-représentations
supersingulières par de purs procédés de théorie des représentations, mais les th. III.4
et III.15 en donnent une classification complète en termes de (ϕ,Γ)-modules.
III.2. Le foncteur Π 7→ D(Π). — On note P =
(
Q∗p Qp
0 1
)
le sous-groupe mirabo-
lique de G et P+ le sous-semi-groupe
(
Zp−{0} Zp
0 1
)
de P .
Soit Π un objet de Reptors(G). Si W ⊂ Π est un sous-OL-module de type fini,
stable sous l’action de GL2(Zp) et qui engendre Π comme G-module (un tel W existe
car Π est de longueur finie, cf. [8, lemme III.1.6]), on note :
• D♮W (Π) le dual de Pontryagin de P
+ ·W .
• D+W (Π) l’ensemble des µ ∈ Π
∗ nuls sur g ·W pour tout g ∈ P − P+.
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D+W (Π) est stable par P
+ car P − P+ est stable par multiplication par g−1 si
g ∈ P+ ; il admet donc une structure naturelle (9) de (ϕ,Γ)-module sur OL[[T ]]. On
définit alors
D(Π) = OE ⊗OL[[T ]] D
+
W (Π)
et on montre [8, th. IV.2.13] que D(Π) ∈ ΦΓettors (la seule difficulté est de vérifier
que D(Π) est de longueur finie). De plus, D(Π) ne dépend pas du choix de W et
Π 7→ D(Π) est un foncteur foncteur exact contravariant de Reptors(G) dans ΦΓ
et
tors.
Si Π ∈ Rep
OL
(G), on pose
D(Π) = lim
←−
n
D(Π/pnΠ).
Enfin, si Π ∈ RepL(G), on choisit un OL-réseau ouvert Π0, borné et stable par G, et
on pose D(Π) = L⊗OL D(Π0) (cela ne dépend pas du choix de Π0). On obtient ainsi
des foncteurs exacts contravariants Rep
OL
(G)→ ΦΓet(OE ) et RepL(G)→ ΦΓ
et(E ).
Remarque III.2. — Il est clair que le foncteur Π 7→ D(Π) tue les objets de type
fini sur OL (ou L) mais, comme on le verra (th. III.4), c’est la seule information que
l’on perd en utilisant ce foncteur, ce qui est assez remarquable car la construction de
D(Π) n’utilise que peu d’information sur Π.
III.3. Le résultat principal. — Soit δ : Q∗p → O
∗
L un caractère unitaire et soit D
un (ϕ,Γ)-module étale (10). Les constructions de [8, chap. II] fournissent un faisceau
G-équivariant sur P1 = P1(Qp), dont l’espace des sections sur U est noté D⊠δU . Par
construction, on a D ⊠δ Zp = D (et la restriction du faisceau à Zp muni de l’action
de P+ est le faisceau du § II.1) et le caractère central du G-module D ⊠δ P
1 est δ.
De plus, si U est un ouvert compact de Qp, l’extension par 0 permet de considérer
D⊠δ U comme un sous-module de D⊠δ P
1. Le module D⊠δ U est alors stable sous
l’action du stabilisateur de U ; en particulier, D = D⊠δZp est stable par 1+pM2(Zp)
puisque ce groupe stabilise Zp ⊂ P1.
Si w =
(
0 1
1 0
)
, l’application z → (ResZp(z),ResZp(wz)) induit une injection de
D⊠δ P
1 dans D×D, ce qui permet de munir D⊠δ P1 d’une structure de G-module
topologique (D étant muni de la topologie faible). Plus précisément, si on note wδ
la restriction de l’action de w à Dψ=0 = D ⊠δ Z
∗
p , alors D ⊠δ P
1 s’identifie au sous-
ensemble de D ×D des (z1, z2) vérifiant ResZ∗pz2 = wδ(ResZ∗pz1).
9. Les actions de ϕ et Γ sont celles de
(
p 0
0 1
)
et
(
Z∗p 0
0 1
)
; la structure de OL[[T ]]-module est induite
par l’action de
(
1 Zp
0 1
)
et l’isomorphisme standard OL[[T ]] ≃ OL
[[(
1 Zp
0 1
)]]
.
10. Cela signifie que D est un objet d’une des catégories ΦΓettors, ΦΓ
et(OE ) ou ΦΓet(E ).
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Remarque III.3. — Comme G est engendré par
(
p 0
0 1
)
,
(
Z∗p 0
0 1
)
, w et
(
1 1+pZp
0 1
)
et
comme P1 = Zp ∪ w · pZp, l’action de G sur D ⊠δ P1 est complètement décrite par
les formules suivantes.
• Si z ∈ D = D ⊠δ Zp, si a ∈ Z∗p et si b ∈ Zp, on a(
p 0
0 1
)
z = ϕ(z), ( a 00 1 ) z = σa(z), (
1 b
0 1 ) z = (1 + T )
b · z.
• Si z = (z1, z2) ∈ D ⊠δ P1, on a wz = (z2, z1), ResZp
(
w
(
p 0
0 1
)
z
)
= δ(p)ψ(z2) et,
si b ∈ pZp, RespZp (w (
1 b
0 1 ) z) = ub
(
RespZp(z2)
)
, où (11)
ub = δ(1 + b)
(
1 −1
0 1
)
◦ wδ ◦
(
(1+b)−2 b(1+b)−1
0 1
)
◦ wδ ◦
(
1 (1+b)−1
0 1
)
sur D ⊠δ pZp.
Soit Ctors(δ) ⊂ ΦΓettors l’image de Reptors(δ) par le foncteur Π 7→ D(Π). On définit
de manière analogue les catégories COL(δ) et CL(δ). Il résulte du th. III.4 ci-dessous
que les objets de ces catégories sont exactement les (ϕ,Γ)-modules D tels que (D, δ)
soit G-compatible (cf. def. III.9).
Théorème III.4. — Si δ : Q∗p → O
∗
L est un caractère unitaire, alors :
(i) Ctors(δ) est stable par sous-quotients.
(ii) Si D ∈ Ctors(δ), alors Dˇ ∈ Ctors(δ−1).
(iii) Il existe un foncteur covariant D → Πδ(D) de Ctors(δ) dans Reptors(δ) tel que
pour tout D ∈ Ctors(δ) on ait une suite exacte de G-modules topologiques
0→ Πδ−1(Dˇ)
∗ → D ⊠δ P
1 → Πδ(D)→ 0.
(iv) Les foncteurs Π 7→ D(Π) et D → Πδ(Dˇ) induisent des anti-équivalences quasi-
inverses exactes entre Reptors(δ)/S et Ctors(δ), où S est la sous-catégorie de Reptors(δ)
formée des représentations de type fini comme OL-module.
(v) Les résultats précédents restent valables si on remplace Ctors(δ) par COL(δ)
(resp. CL(δ)) et Reptors(δ) par RepOL(δ) (resp. RepL(δ)) et OL par OL (resp. L)
dans la définition de S.
Remarque III.5. — La suite exacte 0 → Πδ−1(Dˇ)
∗ → D ⊠δ P1 → Πδ(D) → 0 ne
détermine pas uniquement Πδ(D) et Πδ−1(Dˇ) mais presque (en fait, si D ∈ Ctors(δ)
(resp. D ∈ CL(δ)) n’a pas de sous-quotient isomorphe à kE (η) (resp. E (η)), avec
δ = η2 ou δ = η2χ−2, alors Πδ(D) et Πδ−1(Dˇ) sont uniquement déterminés par
la suite exacte). Nous donnerons une construction explicite de ces représentations
(cf. def. III.9) ce qui permet de restaurer l’unicité dans tous les cas.
11. La formule de [8, pag. 325] comporte quelques fautes de frappe.
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La preuve de ce théorème occupe la quasi-totalité de ce chapitre. Les (i), (ii)
et (iii) s’obtiennent en mélangeant le cor. III.22, les prop. III.28 et III.43, ainsi que
les th. III.44 et III.48. Pour le (iv), il faut en plus utiliser la prop. III.30.
III.4. Paires G-compatibles. — Soit D un (ϕ,Γ)-module étale. L’application
x→
(
ResZp
(
pn 0
0 1
)
x
)
n≥0
induit un isomorphisme
D ⊠δ Qp ∼= {(xn)n∈N, xn ∈ D et ψ(xn+1) = xn},
et on munit D ⊠δ Qp de la topologie induite par la topologie produit sur D
N.
Remarque III.6. — Comme on passe de P1 à Qp en n’enlevant qu’un point, la
restriction à Qp est presque injective [8, prop. II.1.14] :
Ker
(
ResQp : D ⊠δ P
1 → D ⊠δ Qp
)
= {(0, z2), z2 ∈ D
nr}.
Si ? ∈ {♮, ♯}, on pose
D? ⊠δ Qp = (D ⊠δ Qp) ∩ (D
?)N.
Si D ∈ ΦΓet(OE ) ∪ΦΓettors, c’est un sous-module compact de D ⊠δ Qp.
Proposition III.7. — Soit D ∈ ΦΓettors ∪ΦΓ
et(OE ).
(i) Si M est un sous OL-module fermé de D ⊠δ Qp, stable par P , il existe un
sous-objet D1 de D tel que
D♮1 ⊠δ Qp ⊂M ⊂ D
♯
1 ⊠δ Qp.
En particulier, M ⊂ D♯ ⊠δ Qp et D♮ ⊠δ Qp ⊂ M , si ResZp(M) engendre D en tant
que (ϕ,Γ)-module.
(ii) (D♯ ⊠δ Qp)/(D
♮
⊠δ Qp) est isomorphe à D
♮/D♯ et est de type fini sur OL.
(iii) Le foncteur D 7→ D♯ ⊠δ Qp est exact.
Démonstration. — Le (i) correspond au th. III.3.8 de [7] (noter que le caractère δ
ne joue aucun rôle quand on considère la restriction à P ). Le (ii) correspond aux
prop. III.3.1 et cor. III.3.2 de [7], et le (iii) au th. III.3.5 de [7].
On définit des sous-B-modules [fermés si D ∈ ΦΓettors ∪ΦΓ
et(OE )] de D⊠δP
1 par :
D♯ ⊠δ P
1 = Res−1Qp(D
♯
⊠δ Qp), (D
♮
⊠δ P
1)ns = Res
−1
Qp
(D♮ ⊠δ Qp).
On pose D♮ ⊠δ P
1 = (D♮ ⊠δ P
1)ns si D ∈ ΦΓ
et
tors ∪ ΦΓ
et(E ), et (12) on définit
D♮ ⊠δ P
1 comme le saturé du OL-module (D
♮
⊠δ P
1)ns si D ∈ ΦΓet(OE ).
12. Le sous-module (D♮ ⊠δ P1)ns de D ⊠δ P1 n’est pas forcément saturé p-adiquement, voir la
rem. VII.4.28 de [8].
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Remarque III.8. — (D♯ ⊠δ P
1)/(D♮ ⊠δ P
1) et (D♮ ⊠δ P
1)/(D♮ ⊠δ P
1)ns sont de
type fini (sur OL ou L suivant les cas) et sont nuls si D
♮ = D♯. En effet, D♯ ⊠δ Qp
est saturé, et donc D♯ ⊠δ P
1 aussi, ce qui fait que D♮ ⊠δ P
1 ⊂ D♯ ⊠δ P1 et que
(D♯⊠δP
1)/(D♮⊠δP
1) est un quotient de (D♯⊠δP
1)/(D♮⊠δP
1)ns. Or, par définition,
ResQp induit une injection de (D
♯
⊠δP
1)/(D♮⊠δP
1)ns dans (D
♯
⊠δQp)/(D
♮
⊠δQp) ∼=
D♯/D♮ (cf. (ii) de la prop. III.7).
Définition III.9. — On dit que (D, δ) est G-compatible siD♮⊠δP
1 est stable parG.
Dans ce cas, on pose
Πδ(D) = (D ⊠δ P
1)/(D♮ ⊠δ P
1).
Remarque III.10. — Si f : D1 → D2 est un morphisme de (ϕ,Γ)-modules, f induit
un morphisme équivariant du faisceau attaché à (D1, δ) dans le faisceau attaché à
(D2, δ) (cela résulte de la construction du faisceau D → D ⊠δ U). En particulier, f
induit des morphismes de G (resp. B)-modules topologiques f : D1⊠δP
1 → D2⊠δP1
(resp. f : D1 ⊠δ Qp → D2 ⊠δ Qp). Si ? ∈ {♯, ♮}, alors f envoie D?1 dans D
?
2 et donc
f envoie D?1 ⊠δ Qp dans D
?
2 ⊠δ Qp et D
?
1 ⊠δ P
1 dans D?2 ⊠δ P
1. Il en résulte que si
(D1, δ) et (D2, δ) sont G-compatibles, alors f induit un morphisme G-équivariant de
Πδ(D1) dans Πδ(D2)
Proposition III.11. — Si (D, δ) est G-compatible, alors Πδ(D) est un objet de
Reptors(G), RepOL(G) ou RepL(G), suivant que D ∈ ΦΓ
et
tors, D ∈ ΦΓ
et(OE ), ou
D ∈ ΦΓet(E ).
Démonstration. — Cf. [8, lemme II.2.10] : la seule difficulté est de prouver que les
objets obtenus sont (résiduellement) de longueur finie (voir la prop. III.27 pour une
justification de cette finitude).
Remarque III.12. — Soit (D, δ) une paire G-compatible.
(i) Si D ∈ ΦΓettors ∪ ΦΓ
et(OE ), alors D
?
⊠δ P
1 est compact, si ? ∈ {♮, ♯}. En effet,
z 7→ (ResZpz,ResZpw · z) permet d’identifier D
♯
⊠δ P
1 à un sous-module fermé de
D♯×D♯, ce qui prouve qu’il est compact. Le même argument montre que (D♮⊠δP1)ns
est compact, et la rem. III.8 permet d’en déduire le résultat pour D♮ ⊠δ P
1.
(ii) Si D ∈ ΦΓettors ∪ ΦΓ
et(OE ) est non nul, alors Πδ(D) n’est pas de type fini
comme OL-module. En effet D
♮
⊠δ P
1 est compact et donc son intersection M avec
D = D ⊠δ Zp aussi, ainsi que l’image M de M dans kL ⊗ D. Il en résulte que
(kL ⊗ D)/M est de dimension infinie sur kL et donc que l’image de D dans Πδ(D)
n’est pas de type fini sur OL.
(iii) Si D ∈ ΦΓet(E ) est non nul, alors Πδ(D) est de dimension infinie sur L (cela
résulte du (ii) en tensorisant par L).
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Proposition III.13. — Soit D un (ϕ,Γ)-module étale et soient δ, η : Q∗p → O
∗
L
des caractères unitaires. Si (D, δ) est une paire G-compatible, il en est de même de
(D(η), δη2) et on a un isomorphisme de G-modules de Banach
Π(D(η), δη2) ≃ Π(D, δ) ⊗ (η ◦ det).
Démonstration. — C’est une conséquence de l’isomorphisme (cf. [8, prop. II.1.11])
D(η)⊠δη2 P
1 ∼= (D ⊠δ P1)⊗ (η ◦ det).
Proposition III.14. — Si Λ ∈ {kE , E ) et si D est de rang 1 sur Λ, alors (D, δ) est
G-compatible pour tout δ. Plus précisément, si δ1, δ2 sont deux caractères unitaires :
(i) On a un isomorphisme de G-modules topologiques
Λ(δ1)
♮
⊠δ1δ2χ−1 P
1 ∼=
(
Ind(δ1 ⊗ δ2χ
−1)
)
∗
⊗ (δ1δ2χ
−1 ◦ det).
(ii) L’application z 7→ φz, avec φz(g) = res0
(
ResZp(wgz)
dT
1+T
)
, induit un isomor-
phisme de G-modules topologiques
Πδ1δ2χ−1(Λ(δ1))
∼= Ind(δ2 ⊗ δ1χ
−1).
Démonstration. — Il s’agit d’une traduction de l’analyse fonctionnelle sur Zp : voir
la rem. II.1.1 de [8] ou la prop. 4.9 de [10].
Théorème III.15. — (i) Si (13) D est de rang 2 et si δD est le caractère χ
−1 detD,
alors (D, δD) est G-compatible et si D est indécomposable, δD est l’unique caractère δ
de Q∗p tel que (D, δ) soit G-compatible.
(ii) Si D est absolument irréductible de rang ≥ 3, alors (D, δ) n’est G-compatible
pour aucun choix de δ.
Démonstration. — La G-compatibilité de (D, δD) est le résultat principal du chap. IV
de [8]. Le reste de l’énoncé est une conséquence des travaux de Paskunas [21].
Remarque III.16. — La G-compatibilité de (D, δD) est valable, plus généralement,
pour une déformation d’un (ϕ,Γ)-module de rang 2, i.e. pour un (ϕ,Γ)-module de
rang 2 sur A⊗L E où A est une L-algèbre artinienne. Ce genre de considération joue
d’ailleurs un grand rôle dans la démonstration de la G-compatibilité de (D, δD) pour
D ∈ ΦΓet(E ).
13. Un des ingrédients de la démonstration de la G-compatibilité de (D, δD) est la zariski-densité
de l’ensemble des (ϕ,Γ)-modules cristallins dans l’espace des (ϕ,Γ)-modules. Si p = 2, cette densité
n’est pas connue dans le cas ou le semi-simplifié de la réduction modulo p de D est la somme directe
de deux caractères égaux. Les résultats d’unicité reposent sur les travaux de Paskunas qui supposent
p ≥ 5. Il y a donc quelques restrictions provisoires à la validité de l’énoncé.
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Proposition III.17. — (i) Soit D ∈ ΦΓet(OE ). Alors (D, δ) est G-compatible si et
seulement si (D/pkD, δ) est G-compatible pour tout k ≥ 0.
(ii) Une paire (D, δ) est G-compatible si et seulement si D♯⊠δP
1 est stable par G.
(iii) Si D ∈ ΦΓettors ∪ ΦΓ
et(OE ), et si (D, δ) est G-compatible, le module D
♯
⊠δ P
1
est le plus grand sous-module compact de D ⊠δ P
1 stable par G.
Démonstration. — Ces énoncés sont contenus dans la prop. II.2.6 de [8] (et sa preuve).
III.5. Le sous-module D˜+ de D♮⊠δP
1. — On note E˜Qp le complété de la clôture
radicielle de Fp((T )). Il est muni d’actions continues de ϕ et Γ (on a ϕ(T ) = T
p et
σa(T ) = (1+T )
a−1). Soit A˜Qp =W (E˜Qp) l’anneau des vecteurs de Witt à coefficients
dans E˜Qp . Si x ∈ E˜Qp , on note [x] le représentant de Teichmuller de x dans A˜Qp .
L’anneau A˜Qp est naturellement muni d’actions de ϕ et Γ, que l’on étend par OL-
linéarité à l’anneau O˜E := OL ⊗Zp A˜Qp . Si b ∈ Qp et n ≥ 1 est tel que p
nb ∈ Zp, on
pose
[(1 + T )b] = ϕ−n((1 + T )p
nb) = ϕ−n
( ∞∑
k=0
(
pnb
k
)
T k
)
∈ O˜E .
Cela ne dépend pas du choix de n et on a [(1 + T )b+c] = [(1 + T )b] · [(1 + T )c] si
b, c ∈ Qp.
Si D est un (ϕ,Γ)-module étale, on pose D˜ = O˜E ⊗OE D, que l’on munit d’une
action du mirabolique P en posant, si k ∈ Z, a ∈ Z∗p , b ∈ Qp,(
pka b
0 1
)
z˜ = [(1 + T )b]ϕk(σa(z˜)).
Cette action laisse stable le sous-module D˜+ de D˜, formé des x ∈ D˜ tels que la suite
(ϕn(x))n soit bornée dans D˜.
Proposition III.18. — Si D ∈ ΦΓettors∪ΦΓ
et(E ), alors D˜/D˜+ est un OL[B]-module
(resp. un L[B]-module topologique) de longueur égale à celle de D. En particulier, si
D est irréductible, il en est de même de D˜/D˜+ comme B-module (topologique).
Démonstration. — C’est une reformulation de [7, prop. IV.5.6] et de sa preuve.
Remarque III.19. — La démonstration de [7, prop. IV.5.6] repose sur le fait que
D˜/D˜+ est le dual de Dˇ♮ ⊠Qp (cf. [7, prop. IV.5.4]), ce qui permet d’utiliser le (i) de
la prop. III.7 (i.e. [7, th. III.3.8]) pour déterminer la longueur de D˜/D˜+.
Soit In = [0, 1[∩p−nZp et soit I la réunion croissante des In. C’est un système de
représentants deQp/Zp et on montre [7, lemme IV.1.2] que tout élément z de D˜ s’écrit,
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de manière unique, sous la forme z =
∑
i∈I [(1+T )
i]zi, avec zi ∈ D et limi→∞ zi = 0.
D’après [8, lemme II.1.16], la suite de terme général∑
i∈In
( 1 i0 1 ) zi ∈ D ⊠δ p
−nZp ⊂ D ⊠δ P
1
converge dans D ⊠δ P
1 et on note i(z) sa limite. On montre [7, lemme IV.2.2] que
i : D˜ → D ⊠δ P1 est une injection P -équivariante, qui envoie D˜+ dans (D♮ ⊠δ P1)ns
car ResZpD˜
+ ⊂ D♮. (Tout ceci ne suppose pas que (D, δ) soit G-compatible.)
III.6. Dualité. — Si D est un (ϕ,Γ)-module étale, on étend [8, th. II.1.13] l’ac-
couplement { , } sur Dˇ ×D en un accouplement G-équivariant et parfait { , }P1 sur
(Dˇ ⊠δ−1 P
1)× (D ⊠δ P1), en posant
{(zˇ1, zˇ2), (z1, z2)}P1 = {zˇ1, z1}+ {ψ(zˇ2), ψ(z2)}.
Dans cet accouplement, Dˇ ⊠δ−1 U et D ⊠δ V sont orthogonaux si U et V sont des
ouverts compacts de P1 tels que U ∩ V = ∅ (on se ramène à [7, prop. III.2.3] en
utilisant la G-équivariance).
Lemme III.20. — Soit D un (ϕ,Γ)-module étale et δ : Q∗p → O
∗
L un caractère
unitaire. Alors l’orthogonal de D˜+ dans Dˇ ⊠δ−1 P
1 est inclus dans Dˇ♮ ⊠δ−1 P
1.
Démonstration. — Le cas D ∈ ΦΓet(E ) se déduit par tensorisation par L ; on suppose
donc que D ∈ ΦΓettors ∪ ΦΓ
et(OE ). Soit N l’orthogonal de D˜
+ dans Dˇ ⊠δ−1 P
1. Il est
stable par P , car D˜+ l’est.
Supposons que D est de torsion. Si x = (x1, x2) ∈ N , alors pour tout y ∈ D+ ⊂ D˜+
on a {x1, y} = {x, y}P1 = 0, donc x1 est orthogonal à D
+ et x1 ∈ Dˇ♮. En appliquant
ceci à
(
pn 0
0 1
)
x pour tout n ≥ 0, on obtient x ∈ Dˇ♮⊠δ−1 P
1 et donc N ⊂ Dˇ♮⊠δ−1 P
1.
Supposons maintenant queD ∈ ΦΓet(OE ) et soientDk = D/pkD et c tel que pc tue
le conoyau de D˜+ → D˜+k pour tout k (l’existence de c découle de [7, lemme IV.5.1]).
Donc, si x ∈ N , alors pcx (mod pk) est orthogonal à D˜+k et, d’après le cas de tor-
sion, on a pcx (mod pk) ∈ Dˇ♮k ⊠δ−1 P
1. En passant à la limite projective on obtient
pcx ∈ (Dˇ♮ ⊠δ−1 P
1)ns et donc x ∈ Dˇ♮ ⊠δ−1 P
1, ce qui permet de conclure.
Théorème III.21. — Si (D, δ) est une paire G-compatible, alors Dˇ♮ ⊠δ−1 P
1 est
l’orthogonal de D˜+ et de D♮ ⊠δ P
1 dans Dˇ ⊠δ−1 P
1.
Démonstration. — En utilisant le lemme III.20 et l’inclusion D˜+ ⊂ D♮⊠δ P1, il suffit
de montrer que D♮ ⊠δ P
1 est orthogonal à Dˇ♮ ⊠δ−1 P
1. Quitte à remplacer D par
D/pkD et à passer à la limite, on peut supposer que D est de torsion.
Soit M l’orthogonal de D♮ ⊠δ P
1. Alors M est fermé (c’est un orthogonal) dans
Dˇ♮ ⊠δ−1 P
1 (lemme III.20), et donc M est compact (rem. III.12). Il s’ensuit que
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ResQp(M) est un sous P -module compact de Dˇ
♮
⊠δQp, et comme ResZp(M) contient
Dˇ++ (car M contient Dˇ++ ⊂ Dˇ♮⊠δ−1 P
1), qui engendre Dˇ, on en déduit (cf. (i) de la
prop. III.7) que ResQp(M) = Dˇ
♮
⊠δQp et donc (rem. III.6) Dˇ
♮
⊠δ−1P
1 ⊂M+(0, Dˇnr).
Ainsi, Dˇ♮⊠δ−1 P
1 est lui-même compact (14) car (0, Dˇnr) est de longueur finie sur OL
(prop. II.6). Le même argument montre alors que ResQp(Mˇ) = D
♮
⊠δ Qp, si Mˇ est
l’orthogonal de Dˇ♮ ⊠δ−1 P
1.
On a donc Dˇ♮⊠δP
1 ⊂M+(0, Dˇnr) et D♮⊠δP
1 ⊂ Mˇ+(0, Dnr), et il reste à voir que
M +(0, Dˇnr) est orthogonal à Mˇ +(0, Dnr). Or, on a vu que Mˇ +(0, Dnr) ⊂ D♮⊠δP1
et, par définition,M est orthogonal à D♮⊠δP
1, doncM est orthogonal à Mˇ+(0, Dnr).
En faisant la même chose avec Mˇ et en utilisant le fait que Dnr est orthogonal à Dˇnr
car Dˇnr ⊂ Dˇ+ et Dnr ⊂ D♮, cela permet de conclure.
Corollaire III.22. — Soit (D, δ) une paire G-compatible. Alors :
(i) (Dˇ, δ−1) est G-compatible.
(ii) On a un isomorphisme de G-modules topologiques Πδ(D)
∗ ≃ Dˇ♮ ⊠δ−1 P
1 et
˜ˇD+ est dense (15) dans Πδ(D)
∗.
(iii) On a une suite exacte de G-modules topologiques
0→ Πδ−1(Dˇ)
∗ → D ⊠δ P
1 → Πδ(D)→ 0.
Démonstration. — Cela découle du théorème précédent et du fait que { , }P1 est
G-équivariant (pour le (i)) et parfait (pour le reste).
III.7. Un modèle de Πδ(D). — L’application ResQp : D ⊠δ P
1 → D ⊠δ Qp est
B-équivariante et son noyau est inclus dans (D♮⊠δP
1)ns par définition de ce module.
Si D ∈ ΦΓet(E ) et si ? ∈ {♮, ♯}, on pose (D? ⊠δ Qp)b = (D?0 ⊠δ Qp) ⊗OL L, pour
n’importe quel réseau D0 de D, stable par ϕ et Γ.
Proposition III.23. — Soit (D, δ) une paire G-compatible. Posons X = D♮ ⊠δ Qp
si D ∈ ΦΓettors ∪ ΦΓ
et(OE ) et X = (D
♮
⊠δ Qp)b si D ∈ ΦΓ
et(E ). Alors ResQp induit
une suite exacte
0→ (0, Dnr)→ (D♮ ⊠δ P
1)ns → X → 0.
Démonstration. — L’exactitude à gauche est immédiate, celle au milieu résulte de la
rem. III.6. Par définition, ResQp((D
♮
⊠δP
1)ns) ⊂ X . Pour démontrer la surjectivité, on
peut supposer queD ∈ ΦΓettors∪ΦΓ
et(OE ). Alors (D
♮
⊠δP
1)ns est compact (rem. III.12)
donc son image par ResQp est un sous-P (Qp)-module compact de D
♮
⊠δ Qp, qui
14. Cela n’a rien de trivial à cet instant, car nous ne savons pas encore que (Dˇ, δ−1) est G-
compatible. C’est d’ailleurs ce que nous cherchons à montrer...
15. Rappelons que tous les duaux sont munis de la topologie faible.
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contient D˜+ ; le (i) de la prop. III.7 permet donc de montrer que cette image contient
D♮ ⊠δ Qp.
Corollaire III.24. — Soit (D, δ) une paire G-compatible telle que Dˇnr = 0.
(i) Si D ∈ ΦΓettors, on a un isomorphisme Πδ(D)
∗ ≃ Dˇ♮ ⊠δ−1 Qp de B-modules
compacts.
(ii) Si D ∈ ΦΓet(E ), on a un isomorphisme Πδ(D)∗ ≃ (Dˇ♮⊠δ−1Qp)b de B-modules
topologiques.
Démonstration. — Cela découle du cor. III.22 et de la prop. III.23.
Corollaire III.25. — Si (D, δ) est G-compatible, avec D ∈ ΦΓettors ∪ΦΓ
et(E ), alors
l’inclusion de D˜ dans D ⊠δ P
1 induit une suite exacte de B-modules topologiques
0→ D˜/D˜+ → Πδ(D)→ D
♯/D♮ → 0.
Démonstration. — Commençons par le cas de torsion. Alors D♯/D♮ est le dual (de
Pontryagin) de Dˇnr et D˜/D˜+ est le dual de Dˇ♮ ⊠δ−1 Qp (rem. III.19). En utilisant
le th. III.21, on voit que la suite exacte demandée est obtenue en dualisant la suite
exacte
0→ (0, Dˇnr)→ Dˇ♮ ⊠δ−1 P
1 → Dˇ♮ ⊠δ Qp → 0
de la prop. III.23, ce qui permet de conclure.
Supposons que D ∈ ΦΓet(OE ) et posons Dk = D/p
kD. Alors D♯/D♮ est la limite
projective des D♯k/D
♮
k et D˜/D˜
+ est la limite projective des D˜k/D˜
+
k ([7, lemme IV.5.3]
pour ce dernier). L’application naturelle D˜k+1 → D˜k est surjective, car Dk+1 se
surjecte sur Dk. Il en est donc de même de l’application D˜k+1/D˜
+
k+1 → D˜k/D˜
+
k .
Ainsi, en passant à la limite dans
0→ D˜k/D˜
+
k → Πδ(Dk)→ D
♯
k/D
♮
k → 0
on obtient bien une suite exacte
0→ D˜/D˜+ → lim
←−
Πδ(Dk)→ D
♯/D♮ → 0.
On a Πδ(L ⊗D) = L ⊗ Πδ(D) puisque Πδ(D) est le quotient de lim←−Πδ(Dk) par son
OL-module de torsion ; on en déduit le résultat pour un objet de ΦΓ
et(E ).
Remarque III.26. — Dans le cas D ∈ ΦΓet(OE ), il résulte de la preuve ci-dessus
qu’il faut modifier la suite exacte de la proposition en remplaçant Πδ(D) par
lim
←−
Πδ(Dk) ou bien en quotientant D
♯/D♮ par son OL-module de torsion.
Proposition III.27. — Si (D, δ) est G-compatible, avec D ∈ ΦΓettors ∪ ΦΓ
et(E ),
alors Πδ(D) est un B-module (topologiquement) de longueur finie, et donc aussi un
G-module (topologiquement) de longueur finie.
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Démonstration. — C’est une conséquence du cor. III.25, de la finitude de la longueur
de D˜/D˜+ (prop. III.18) et de celle de D♯/D♮ (prop. II.6).
III.8. Presque exactitude de D → Πδ(D). — Si (D1, δ) et (D2, δ) sont des
paires G-compatibles (noter que δ est le même dans les deux paires) et si f : D1 → D2
est un morphisme de (ϕ,Γ)-modules, la rem. III.10 montre que f induit un morphisme
G-équivariant continu f : Πδ(D1)→ Πδ(D2).
Proposition III.28. — Soit 0 → D1 → D → D2 → 0 une suite exacte dans une
des catégories ΦΓettors, ΦΓ
et(OE ), ΦΓ
et(E ). Si (D, δ) est une paire G-compatible, alors
(D1, δ) et (D2, δ) sont des paires G-compatibles.
Démonstration. — Pour montrer que (D1, δ) est G-compatible, il suffit (prop. III.17)
de montrer que (16) D♯1 ⊠δ P
1 est stable par G, ce qui résulte de ce que D♯1 ⊠δ P
1 =
(D1 ⊠δ P
1) ∩ (D♯ ⊠δ P1) par exactitude du foncteur D → D♯ ⊠δ Qp (prop. III.7).
Pour montrer que (D2, δ) est G-compatible, on dualise la suite exacte 0 → D1 →
D → D2 → 0 et on obtient une suite exacte 0 → Dˇ2 → Dˇ → Dˇ1 → 0. On conclut
alors en utilisant ce que l’on vient de démontrer et le cor. III.22.
Remarque III.29. — La réciproque la prop. III.28 est presque toujours fausse, la
G-compatibilité étant une contrainte très forte.
Proposition III.30. — Soit 0→ D1 → D → D2 → 0 une suite exacte dans ΦΓettors
(resp. ΦΓet(OE ), resp. ΦΓ
et(E )). Si (D, δ) est une paire G-compatible, les groupes de
cohomologie du complexe 0→ Πδ(D1)→ Πδ(D)→ Πδ(D2)→ 0 sont des OL-modules
de longueur finie (resp. de type fini sur OL, resp. de dimension finie sur L).
Démonstration. — Commençons par traiter le cas de (ϕ,Γ)-modules sur OE . La suite
0 → D1 ⊠δ P
1 → D ⊠δ P
1 → D2 ⊠δ P
1 → 0 étant trivialement exacte, il suffit de
prouver que la cohomologie du complexe 0→ D♮1⊠δP
1 → D♮⊠δP1 → D
♮
2⊠δP
1 → 0
a les propriétés de finitude requises. L’exactitude du foncteur D → D♯ ⊠δ Qp et le
fait que ∆♯ ⊠δ Qp/∆
♮
⊠δ Qp soit un sous-quotient de ∆
♯/∆♮, et donc un OL-module
de type fini si ∆ ∈ {D1, D,D2}, entrainent la finitude des groupes de cohomologie du
complexe 0 → D♮1 ⊠δ Qp → D
♮
⊠δ Qp → D
♮
2 ⊠δ Qp → 0. Les suites exactes (pour
∆ ∈ {D1, D,D2})
0→ (0,∆nr)→ (∆♮ ⊠δ P
1)ns → ∆
♮
⊠δ Qp → 0
16. Si D ∈ ΦΓet(E ), remplacer D♯ ⊠δ Qp par (D♯ ⊠δ Qp)b.
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fournies par la prop. III.23 et la finitude des OL-modules∆
nr montrent que les groupes
de cohomologie du complexe 0→ (D♮1 ⊠δ P
1)ns → (D♮ ⊠δ P1)ns → (D
♮
2 ⊠δ P
1)ns → 0
sont de type fini sur OL.
• Si D1, D,D2 sont des objets de ΦΓettors, cela permet de conclure.
• Si D1, D,D2 sont des objets de ΦΓ
et(OE ), on conclut en utilisant la finitude de
∆♮ ⊠δ P
1/(∆♮ ⊠δ P
1)ns (rem. III.8).
• Si D1, D,D2 sont des objets de ΦΓ
et(E ), il suffit de remplacer dans la démons-
tration ∆? ⊠δ P
1 par (∆? ⊠δ P
1)b, si ∆ = D1, D,D2 et ? ∈ {♮, ♯}.
Remarque III.31. — Si D1, D,D2 sont des objets de ΦΓ
et
tors ou de ΦΓ
et(E ), il ré-
sulte de la preuve que la suite 0 → Πδ(D1) → Πδ(D) → Πδ(D2) → 0 est exacte si
Dnrj = 0 et Dˇ
nr
j = 0 pour j = 1, 2. En effet, dans ce cas ∆
nr et ∆♮/∆♮ ∼= (∆ˇnr)∗ sont
nuls si ∆ ∈ {D1, D,D2}, et donc les groupes de cohomologie du complexe sont nuls.
Proposition III.32. — Soit (D, δ) une paire G-compatible, avec D ∈ ΦΓettors ∪
ΦΓet(E ).
(i) Si Πδ(D) est irréductible, alors D est irréductible.
(ii) Si D est de dimension ≥ 2, les assertions suivantes sont équivalentes :
a) D est irréductible.
b) Πδ(D) est topologiquement irréductible comme G-module.
c) Πδ(D) est topologiquement irréductible comme B-module, B étant le Borel
supérieur.
Démonstration. — (i) Si 0→ D1 → D → D2 → 0 est une suite exacte dans ΦΓet(E ), la
prop. III.30 et l’irréductibilité de Πδ(D) montrent qu’une des représentations Πδ(D1)
et Πδ(D2) est de dimension finie sur L. La rem. III.12 permet d’en déduire que D1 = 0
ou D2 = 0, et donc que D est irréductible.
(ii) Supposons que D est irréductible et montrons le c). Comme dimE D ≥ 2, on a
D♯ = D♮ et donc Πδ(D) ≃ D˜/D˜+ en tant que B-modules topologique (cor. III.25).
On conclut en utilisant la prop. III.18. L’implication b)⇒a) ayant été prouvée dans
le (i), cela permet de conclure puisque l’implication c)⇒b) est triviale.
Remarque III.33. — Les conclusions de la proposition sont en défaut en rang 1.
(i) La représentation Πδ(D) n’est jamais topologiquement irréductible comme
B-module : il y a un quotient de dimension 1 puisque la représentation obtenue est
une induite d’un caractère de B (prop. III.14).
(ii) Si D = E (η), et si δ = η2, alors Πδ(D) n’est pas topologiquement irréductible
comme G-module (il y a un sous-objet de dimension 1). Par contre, si δ 6= η2, alors
Πδ(D) est topologiquement irréductible.
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Remarque III.34. — Si (D, δ) est G-compatible avec D ∈ ΦΓettors ∪ ΦΓ
et(E ), et si
0 → D1 → D → D2 → 0 est exacte, les groupes de cohomologie de 0 → Πδ(D1) →
Πδ(D) → Πδ(D2) → 0 sont des G-modules dont les composantes de Jordan-Hölder
sont parmi celles de D⊠δP
1. Comme, par ailleurs (prop. III.30), elles sont de type fini
(sur OL ou L), la suite 0 → Πδ(D1) → Πδ(D) → Πδ(D2)→ 0 est exacte si D ⊠δ P
1
n’a pas de composante de Jordan-Hölder de dimension finie (sur kL ou sur L). En
regroupant les résultats des prop. III.1, III.14, III.32 et du cor. III.22, on voit que
c’est le cas si et seulement si D n’a pas de composante de Jordan-Hölder de la forme
kE (η) ou L(η), avec δ = η
2 ou δ = η2χ−2.
III.9. Invariants sous SL2(Qp). — Dans ce § on étudie les SL2(Qp)-invariants
d’une représentation de Reptors(G) ou RepL(G).
Lemme III.35. — Si Π ∈ Reptors(G), alors Π
SL2(Qp) est un OL-module de longueur
finie.
Démonstration. — Soit Km = 1 + p
mM2(Zp). Comme Π est admissible, il suffit de
montrer que ΠSL2(Qp) ⊂ ΠKm pour m assez grand. Soit δ un caractère central de Π et
soit n ≥ 1 tel que δ soit trivial sur 1+ pnZp. Si x ∈ 1+ pn+1Zp, il existe y ∈ 1+ pnZp
tel que x = y2. Si v ∈ ΠSL2(Qp), alors
( x 00 1 ) v =
( y 0
0 y
) ( y 0
0 y−1
)
v = δ(y)v = v.
Comme Kn+1 ⊂
(
1+pn+1Zp 0
0 1
)
· SL2(Qp), on voit que l’on peut prendre m = n+ 1.
Corollaire III.36. — Si Π ∈ Rep
OL
(G) (resp. Π ∈ RepL(G)), alors Π
SL2(Qp) est
un OL-module libre de type fini (resp. un L-espace vectoriel de dimension finie).
Démonstration. — On peut supposer que Π ∈ Rep
OL
(G). Dans ce cas, le résultat
est une conséquence du lemme précédent et du fait que ΠSL2(Qp) est un OL-module
saturé de Π.
Remarque III.37. — La démonstration ci-dessus utilise juste l’admissibilité. Or on
a supposé que les représentations sont de longueur finie et toute composante de
Jordan-Hölder de ΠSL2(Qp) est de dimension au plus 2 sur kL ou L car le sous-groupe
engendré par SL2(Qp) et le centre est d’indice 2 dans G. Cela prouve, non seulement
que ΠSL2(Qp) a les propriétés de finitude du lemme III.35 et du cor. III.36, mais aussi
que (Π∗)SL2(Qp) a les mêmes propriétés.
Proposition III.38. — Soit Π ∈ RepOL(G). Si Π
SL2(Qp) = 0, le OL-module
((L/OL)⊗Π)SL2(Qp) est de type fini, et donc inclus dans la pn-torsion de (L/OL)⊗Π
si n est assez grand.
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Démonstration. — Notons H le groupe SL2(Qp) et Πn la p
n-torsion de (L/OL)⊗Π.
Alors Πn ∼= Π/pnΠ est un objet de Reptors(G) et donc Π
H
n est de type fini sur OL
(lemme III.35). Il s’agit de prouver qu’il existe n0 ∈ N tel que ((L/OL)⊗Π)H = ΠHn0 .
Dans le cas contraire, il existe une partie infinie I de N et, pour tout n ∈ I, un
vecteur vn ∈ Π
H
n n’appartenant pas à Πn−1. On peut donc trouver xn ∈ Π − pΠ tel
que vn = p
−nxn (mod Π) et gxn − xn ∈ pnΠ pour tout g ∈ H . Pour n ∈ I∩]j,∞]
on a xn (mod p
j) ∈ ΠHj , qui est un ensemble fini (lemme III.35). Par extraction
diagonale, on obtient ainsi l’existence d’une sous-suite (yn)n de (xn)n∈I qui converge
p-adiquement vers un α ∈ Π. En passant à la limite dans l’égalité gxn − xn ∈ pnΠ,
on obtient α ∈ ΠH = 0. Mais cela contredit le fait que yn /∈ pΠ pour tout n, ce qui
permet de conclure.
Lemme III.39. — Soit M un OL-module tué par une puissance de p et muni d’une
action OL-linéaire de SL2(Qp). Alors M/M
SL2(Qp) n’a pas de SL2(Qp)-invariants
non triviaux.
Démonstration. — Il faut montrer que si x ∈ M et (g − 1)(h − 1)x = 0 pour tous
g, h ∈ SL2(Qp), alors (g − 1)x = 0 pour tout g ∈ SL2(Qp). Pour h = gn, on obtient
gn+1(x)− gn(x) = g(x)− x, et donc gn(x) = n(g(x)− x) + x pour tous g ∈ SL2(Qp)
et n ≥ 0. Par hypothèse il existe n qui tue M . On a alors gn(x) = x pour tout
g ∈ SL2(Qp). On conclut en utilisant le fait que g → gn est bijective sur les sous-
groupes unipotents de G, sous-groupes qui engendrent SL2(Qp).
Corollaire III.40. — Si Π ∈ RepL(G), alors Π/Π
SL2(Qp) n’a pas de SL2(Qp)-
invariants non triviaux.
Démonstration. — C’est une conséquence formelle du lemme III.39.
Lemme III.41. — (i) Si Π ∈ Reptors(G)∪RepOL(G) est un OL-module de type fini,
alors Π = ΠSL2(Qp).
(ii) Si Π ∈ RepL(G) est de dimension finie sur L, alors Π = Π
SL2(Qp).
Démonstration. — Si Π ∈ Reptors(G), cela découle de [8, lemme III.1.5]. Les autres
cas s’en déduisent.
Proposition III.42. — Si (D, δ) est G-compatible, avec D ∈ ΦΓettors ∪ ΦΓ
et(OE )
(resp. D ∈ ΦΓet(E )), alors
Πδ(D)
SL2(Qp) = (D♯ ⊠δ P
1)/(D♮ ⊠δ P
1)
et c’est la plus grande sous-représentation de type fini sur OL (resp. de dimension
finie sur L) de Πδ(D).
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Démonstration. — On peut supposer que D ∈ ΦΓettors ∪ ΦΓ
et(OE ). D’après la
prop. III.17, (D♯ ⊠δ P
1)/(D♮ ⊠δ P
1) est un sous-OL[G]-module de Πδ(D), et il
est de type fini sur OL d’après la rem. III.8. On déduit du lemme III.41 que
X ⊂ Πδ(D)SL2(Qp).
Pour montrer l’inclusion inverse, soit Y le sous-OL-module des z ∈ D ⊠δ P
1 dont
l’image dans Πδ(D) est invariante par SL2(Qp). Si z ∈ Y , alors (( 1 10 1 )−1)x ∈ D
♮
⊠δP
1,
pour x ∈ {z, wz}, et en appliquant ResZp on obtient ResZp(z),ResZp(wz) ∈
1
TD
♮ car
ResZp
(((
1 1
0 1
)
− 1
)
x
)
= T ResZpx. Donc Y est compact. Comme Y est stable par G,
on obtient Y ⊂ D♯ ⊠δ P1 d’après le (ii) de la prop. III.17, ce qui permet de conclure.
III.10. Reconstruction de Π. — Le but de ce § est d’expliquer comment recons-
truire Π à partir de D(Π) (éventuellement à des morceaux près de type fini sur OL
ou L).
On reprend les notations du § III.2. Soit Π ∈ Reptors(δ) et soit W comme dans
loc.cit. La restriction à P+ ·W induit une injection de D+W (Π) dans D
♮
W (Π), dont
l’image est d’indice fini dans D♮W (Π) (cf. [8, lemme IV.1.4]). On a donc un isomor-
phisme de OE -modules D(Π) ≃ OE ⊗OL[[T ]] D
♮
W (Π), ce qui permet de définir une
application βZp : Π
∗ → D(Π), composée des
Π∗ → D♮W (Π)→ OE ⊗OL[[T ]] D
♮
W (Π) ≃ D(Π),
la première flèche étant la restriction à P+ ·W , et la deuxième x→ 1⊗ x. On définit
βP1 : Π
∗ → D(Π)⊕D(Π), βP1(x) = (βZp(x), βZp(w · x)).
Comme leurs noms l’indiquent, βZp et βP1 ne dépendent pas du choix de W et sont
fonctorielles par fonctorialité de Π 7→ D(Π).
Soient maintenant Π ∈ RepOL(δ) et D = D(Π). On note Πn le sous-module de
pn-torsion de (L/OL) ⊗ Π et on pose Dn = D(Πn) ≃ D/p
n. Alors Π∗ = lim
←−
Π∗n
et D = lim
←−
Dn. Les applications βP1 : Π
∗
n → Dn ⊕ Dn sont compatibles, d’où une
application continue βP1 : Π
∗ → D ⊕D. Le cas Π ∈ RepL(δ) s’en déduit en prenant
un réseau appartenant à RepOL(δ).
Proposition III.43. — Soit Π ∈ Reptors(δ)∪RepOL(δ)∪RepL(δ) et soit D = D(Π).
(i) (D, δ−1) est une paire G-compatible.
(ii) βP1 est un morphisme G-équivariant Π
∗ → D♯⊠δ−1 P
1, de noyau (Π∗)SL2(Qp).
(iii) βP1 envoie l’orthogonal de Π
SL2(Qp) dans D♮ ⊠δ−1 P
1.
Démonstration. — Le cas Π ∈ Reptors(δ) est le contenu du th. IV.4.7 de [8]. Le cas
Π ∈ RepL(δ) se déduit du cas Π ∈ RepOL(δ). Supposons donc que Π ∈ RepOL(δ)
et considérons les objets Dn,Πn introduits ci-dessus de sorte que D ≃ lim
←−
Dn et
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Π∗ ≃ lim
←−
Π∗n. Puisque chacune des paires (Dn, δ
−1) est G-compatible, le module
(D♮⊠δ−1 P
1)ns ≃ lim
←−
(D♮n⊠δ−1 P
1) est stable par G, donc (D, δ−1) est G-compatible.
Un argument identique démontre le (ii) à partir du cas de torsion.
Passons à la preuve du (iii). Soit H = SL2(Qp). Si Π˜ = Π/Π
H , on a D(Π˜) ≃ D(Π)
(puisque ΠH est un OL-module de type fini d’après le lemme III.41, donc tué par le
foncteur Π 7→ D(Π)) et Π˜H = 0 (lemme III.40). De plus, Π˜∗ est l’orthogonal de ΠH ,
et on est ramné à prouver que βP1(Π˜
∗) ⊂ D(Π˜)♮ ⊠δ−1 P
1. Autrement dit, on peut
supposer que ΠH = 0.
Notons Zn l’orthogonal de Π
H
n dans Π
∗
n, de telle sorte que la suite exacte
0→ ΠHn → Πn → Πn/Π
H
n → 0
nous donne une exacte de OL-modules profinis 0 → Zn → Π∗n → (Π
H
n )
∗ → 0. En
passant à la limite projective, on obtient
0→ lim
←−
Zn → Π
∗ → (lim
−→
ΠHn )
∗ → 0.
La prop. III.38 montre qu’il existe N tel que pN tue (lim
−→
ΠHn )
∗ ; on en déduit que
donc pNΠ∗ ⊂ lim
←−
Zn. Comme βP1(Zn) ⊂ D
♮
n ⊠δ−1 P
1 d’après le cas de torsion, on
obtient
βP1(p
NΠ∗) ⊂ lim
←−
(D♮n ⊠δ−1 P
1) = (D♮ ⊠δ−1 P
1)ns
et donc βP1(Π
∗) ⊂ D♮ ⊠δ−1 P
1, ce qui permet de conclure.
Théorème III.44. — Si Π ∈ Reptors(δ) ∪ RepOL(δ) (resp. RepL(δ)), la transposée
β∗
P1
de βP1 induit un morphisme G-équivariant
β∗P1 : Πδ(Dˇ(Π))→ Π/Π
SL2(Qp),
dont les noyau et conoyau sont de type fini sur OL (resp. de dimension finie sur L).
Plus précisément, Coker(β∗
P1
) est un quotient de ((Π∗)SL2(Qp))∗.
Démonstration. — On peut supposer que Π est une OL-représentation. Soit Π˜ =
Π/ΠSL2(Qp). La prop. III.43 montre que βP1(Π˜
∗) ⊂ D(Π)♮ ⊠δ−1 P
1 = Πδ(Dˇ(Π))
∗
(la dernière égalité suit du cor. III.22). Puisque le noyau de βP1 est un sous-OL-
module de (Π∗)SL2(Qp), le conoyau de β∗
P1
est un quotient de ((Π∗)SL2(Qp))∗, qui est
un OL-module de type fini (rem. III.37).
Pour conclure, il nous reste à prouver que Coker(βP1) est un OL-module de type
fini. Comme Π˜∗ est compact,M = ResQp(βP1(Π˜
∗)) est un sous-P -module compact de
D(Π)♮ ⊠δ−1 Qp. De plus, ResZp(M) engendre D(Π) (car ResZp(βP1(Π
∗
n)) = βZp(Π
∗
n)
engendre D(Πn) par construction même) donc M = D(Π)
♮
⊠δ−1 Qp (cf. (i) de la
prop. III.7). On en déduit (rem. III.6) que D(Π)♮ ⊠δ−1 P
1 ⊂ βP1(Π˜
∗) + (0, D(Π)nr),
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et donc Coker(βP1) est un quotient de (0, D(Π)
nr) ce qui permet de conclure puisque
D(Π)nr est un OL-module de type fini.
Corollaire III.45. — Tout objet de Reptors(G) ou de RepL(G) est de longueur finie
comme B-module (topologique).
Démonstration. — C’est une conséquence immédiate du th. III.44 et de la prop. III.27.
Corollaire III.46. — Soit Π ∈ RepL(G) supersingulière, de caractère central δ.
Alors D(Π) est absolument irréductible de dimension ≥ 2 et on a des isomorphismes
topologiques de G-modules
Π∗ ≃ D(Π)♮ ⊠δ−1 P
1, Π ≃ Πδ(Dˇ(Π)).
Démonstration. — Comme Π est irréductible de dimension infinie, on a ΠSL2(Qp) = 0
et (Π∗)SL2(Qp) = 0. Le th. III.44 fournit une suite exacte 0 → K → Πδ(Dˇ(Π)) →
Π→ 0, avec dimL(K) <∞.
L’irréductibilité de D(Π) est une conséquence du (i) de la prop. III.32.
Si dimE (D(Π)) = 1, il découle du th. III.44 et de la prop. III.14 que Π est ordi-
naire, ce qui est contraire à l’hypothèse. Donc dimE D(Π) ≥ 2 et, puisque D(Π) est
irréductible, on a Dˇ(Π)♯ = Dˇ(Π)♮. La prop. III.42 permet de conclure que K = 0, et
donc Π ≃ Πδ(Dˇ(Π)). On conclut en utilisant le cor. III.22.
Remarque III.47. — On déduit du cor. III.46 que si Π1, Π2 sont supersingulières,
de même caractère central et si D(Π1) ≃ D(Π2), alors Π1 ≃ Π2. Cette propriété
d’injectivité du foncteur Π 7→ D(Π) est démontrée par voie très détournée dans [21]
(voir la preuve du th. 10.4 de loc.cit.), mais l’approche de loc.cit. fournit plus d’infor-
mations. On y prouve que si p ≥ 5 et si Π ∈ RepL(δ) est supersingulière, alors D(Π)
est de dimension 2 sur E et δ = χ−1 det Dˇ(Π). En particulier, l’image par le foncteur
Π 7→ D(Π) suffit à retrouver le caractère central, ce qui est assez surprenant car le
(ϕ,Γ)-module attaché à un Π ∈ RepL(G) n’utilise que la restriction au mirabolique.
III.11. Reconstruction de D. — Le but de ce paragraphe est de démontrer que
l’on peut récupérer D à partir de Πδ(D) quand (D, δ) est une paire G-compatible.
On note K = GL2(Zp) le sous-groupe compact maximal de G et Z son centre.
Théorème III.48. — Soit (D, δ) une paire G-compatible, avec D dans une des ca-
tégories ΦΓettors, ΦΓ
et(OE ) ou ΦΓ
et(E ). Alors on a un isomorphisme canonique de
(ϕ,Γ)-modules D(Πδ(D)) ≃ Dˇ.
Démonstration. — Le cas D ∈ ΦΓet(E ) se déduit du cas D ∈ ΦΓet(OE ) en tenso-
risant par L. Supposons que D ∈ ΦΓet(OE ) et posons Dn = D/pn ∈ ΦΓettors. On
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déduit de la prop. III.30 que l’application naturelle D → Dn induit un isomorphisme
D(Πδ(D)/p
nΠδ(D)) = D(Πδ(Dn)) pour tout n, ce qui montre qu’il suffit de traiter
le cas D ∈ ΦΓettors, ce que l’on supposera dans la suite.
Soit W l’image de W˜ =
∑
g∈K g ·D
♯ dans Πδ(D).
Lemme III.49. — W est un sous-KZ-module de Πδ(D), de longueur finie comme
OL-module et W engendre Πδ(D) comme OL[G]-module.
Démonstration. — Il est clair que W est stable par KZ. Soient z1, ..., zd ∈ D♯ tels
que D♯ = ∪di=1(D
+ + zi). Puisque D
+ ⊂ D♮ ⊠δ P1 et D♮ ⊠δ P1 est stable par G, on
a gD+ ⊂ D♮ ⊠δ P1 pour tout g ∈ G. Si vi est l’image de zi dans Πδ(D), on conclut
que W est le sous-OL[K]-module de Πδ(D) engendré par v1, ..., vd. Comme Πδ(D) est
lisse, le OL-module W est de longueur finie.
Montrons enfin que W engendre Πδ(D) comme OL[G]-module. Il suffit de vérifier
que D ⊠δ P
1 =
∑
g∈G g · D
♯ et comme D ⊠δ P
1 = D + w · D, il suffit de prouver
l’inclusion D ⊂
∑
g∈G g · D
♯. Or, si z ∈ D, alors zn,i := ψ
n((1 + T )−iz) ∈ D♯ pour
tout n assez grand, uniformément en i ∈ Zp, et
z =
pn−1∑
i=0
(1 + T )iϕn(zn,i) =
pn−1∑
i=0
(
1 i
0 1
)
·
(
pn 0
0 1
)
zn,i,
ce qui permet de conclure.
Rappelons que D+W est l’orthogonal de
∑
g∈P−P+ g ·W dans Πδ(D)
∗ = Dˇ♮⊠δ−1P
1.
L’isomorphisme OE ⊗OL[[T ]] D
+
W
∼= Dˇ que l’on cherche à établir est une conséquence
de la platitude de OE sur OL[[T ]] et des deux lemmes suivants.
Lemme III.50. — On a D+W ⊂ Dˇ
++.
Démonstration. — Si zˇ ∈ D+W , alors {zˇ, gkD
♯}P1 = 0 pour tout g ∈ P −P
+ et k ∈ K,
donc ResZp(k
−1g−1zˇ) est orthogonal à D♯. On en déduit que ResZp(gz) ∈ Dˇ
++ pour
tout g ∈ M := {zxh−1, z ∈ Z, k ∈ K, h ∈ P − P+}. Si n ≥ 1 et 0 ≤ i < pn est
un multiple de p, alors (17)
(
p−n 0
0 1
)
·
(
1 −i
0 1
)
· w ∈ M . On en déduit que, pour tout
0 ≤ i < pn multiple de p, l’on a
ψn((1 + T )−iResZp(wzˇ)) ∈ Dˇ
++.
17. Pour i = 0 cela découle de l’identité
(
p−n 0
0 1
)
· w =
( p−n 0
0 p−n
)
w
(
p−n 0
0 1
)−1
, et si i 6= 0, de
l’identité (avec N = n− 2vp(i))
(
p−n 0
0 1
)
·
(
1 −i
0 1
)
· w =
( 1/i 0
0 1/i
)
·
(−i2pN−n 0
pN i 1
)(
pN 1/i
0 1
)−1
.
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En faisant n→∞ dans l’égalité
RespZp(wzˇ) =
∑
i<pn,p|i
(1 + T )iϕn(ψn((1 + T )−iResZp(wzˇ)),
on obtient RespZp(wzˇ) = 0, i.e. zˇ ∈ Dˇ. De plus, ϕ(zˇ) = ResZp(
(
p−1 0
0 1
)−1
zˇ) ∈ Dˇ++,
donc zˇ ∈ Dˇ++, ce qui permet de conclure.
Lemme III.51. — Si n est assez grand, ϕn(T )Dˇ++ ⊂ D+W .
Démonstration. — Il s’agit de prouver que ϕn(T )Dˇ++ est orthogonal à g · W˜ , si
g =
(
a b
0 1
)
avec vp(a) < 0 ou vp(b) < 0. De manière équivalente, il s’agit de vérifier
que Dˇ++ est orthogonal à
((
1 −pn
0 1
)
− 1
)
· g · W˜ . L’argument est différent suivant que
vp(a) ≥ 0 ou vp(a) < 0.
• Si vp(a) ≥ 0, on a vp(b) < 0. Or il existe un treillis (18) M de D tel que
(
a 0
0 1
)
· W˜
soit inclus dans D + wM + (D♮ ⊠δ P
1) pour tout a ∈ Z∗p . Choisissons n assez grand
pour que
((
1 −pn
0 1
)
− 1
)
·wM ⊂ D♮⊠δ P1. En écrivant
((
1 −pn
0 1
)
− 1
)
· g sous la forme(
1 b
0 1
)
·
((
1 −pn
0 1
)
− 1
)
·
(
a 0
0 1
)
, on voit que((
1 −pn
0 1
)
− 1
)
· g · W˜ ⊂ (D ⊠δ (b + Zp)) + (D
♮
⊠δ P
1),
qui est orthogonal à Dˇ++ car D⊠δ (b+Zp) l’est puisque Zp∩(b+Zp) = ∅ et D♮⊠δP1
l’est puisque Dˇ++ est inclus dans D♮ ⊠δ−1 P
1.
• Si vp(a) < 0, on écrit
((
1 −pn
0 1
)
− 1
)
· g sous la forme g ·
((
1 −a−1pn
0 1
)
− 1
)
, et on
choisit n assez grand pour que
((
1 c
0 1
)
− 1
)
· W˜ ⊂ (D♮⊠δ P1) pour tout c ∈ pnZp. Les
arguments ci-dessus montrent qu’alors Dˇ++ est orthogonal à
((
1 −pn
0 1
)
− 1
)
· g · W˜ .
Ceci permet de conclure.
Remarque III.52. — Le module W utilisé dans la preuve du th. III.48 est raison-
nablement naturel, et garde un sens si D n’est pas de torsion. Cela semble un bon
candidat si on veut écrire Πδ(D) comme quotient d’une induite de KZ à G.
IV. Représentations localement analytiques
Dans ce chapitre, on revisite les travaux de Schneider et Teitelbaum [24] sur les
représentations localement analytiques en étudiant de plus près la filtration naturelle
par rayon d’analyticité (on fera attention que cette notion est légèrement différente
de celle à laquelle on penserait naturellement (cf. rem. IV.15)).
18. Un treillis est un sous-OL[[T ]]-module compact de D dont l’image modulo pn est ouverte dans
D/pnD pour tout n ∈ N (il suffit qu’elle le soit dans kL ⊗D).
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IV.1. Groupes uniformes. — On renvoie à [14] pour les preuves des résultats
énoncés ci-dessous. Posons κ = 1 si p > 2 et κ = 2 sinon. Dans ce chapitre, H est
un pro-p-groupe uniforme, i.e. un pro-p-groupe topologiquement de type fini, sans
p-torsion et tel que [H,H ] ⊂ Hpκ.
Si i ≥ 0, soit Hi = {g
pi|g ∈ H} = Hp
i
. Alors Hi est un sous-groupe ouvert dis-
tingué de H , et (Hi)i≥0 est un système fondamental de voisinages ouverts de 1. En
posant ω(1) = ∞ et ω(g) = i si g ∈ Hi−κ\Hi−κ+1, on obtient une p-valuation (au
sens de Lazard) satisfaisant l’hypothèse HYP de [24], ce qui nous permet d’utiliser
directement les résultats de loc.cit. Si h1, h2, ..., hd est un système minimal de géné-
rateurs topologiques de H , alors ω(hi) = κ pour tout i, et l’application Zp
d → H
définie par (x1, x2, ..., xd) 7→ h
x1
1 h
x2
2 · · ·h
xd
d est un homéomorphisme. De plus, on a
ω(hx11 h
x2
2 · · ·h
xd
d ) = κ+ min1≤i≤d
vp(xi)
pour tous x1, ..., xd ∈ Zp.
On utilise les notations standard pour les d-uplets : |α| =
∑d
i=1 αi,
(
α
β
)
=
∏
i
(
αi
βi
)
,
hα =
∏
i h
αi
i , etc. On écrit α ≤ β si αi ≤ βi pour tout i. Si α = (α1, ..., αd) ∈ N
d, on
note
bα = (h1 − 1)
α1(h2 − 1)
α2 · · · (hd − 1)
αd ∈ Zp[H ].
IV.2. Coefficients de Mahler. — L’espace C (H) des fonctions continues sur H ,
à valeurs dans L est une L-représentation de Banach de H , si on le munit de la norme
sup et de l’action de H définie par (g · φ)(x) = φ(xg). Si φ ∈ C (H), on note
aα(φ) = (b
αφ)(1) =
∑
β≤α
(−1)α−β
(
α
β
)
φ(hβ)
ses coefficients de Mahler, relativement au choix des coordonnées h1, ..., hd sur H .
Soit φα ∈ C (H) l’application définie par φα(h
x) =
(
x
α
)
pour x ∈ Zp
d. Un théorème
classique de Mahler montre que (φα)α∈Nd est une base orthonormale de C (H), et
pour tout φ ∈ C (H)
φ =
∑
α∈Nd
aα(φ) · φα.
Définition IV.1. — Pour tout h ∈ N∗ on note
LA(h)(H) = {φ ∈ C (H)| lim
|α|→∞
(vp(aα(φ)) − rh|α|) =∞}.
C’est un espace de Banach pour la valuation v(h) définie par
v(h)(φ) = inf
α
(vp(aα(φ)) − rh|α|).
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D’après le théorème d’Amice [1], l’espace C an(H) des fonctions localement analy-
tiques sur H est la limite inductive des espaces LA(h)(H).
IV.3. Complétions de l’algèbre des mesures de H. — Le but de ce paragraphe
est de rappeler un certain nombre de constructions et résultats de [24], et d’établir
quelques estimées techniques dont on aura besoin plus loin.
Soit Λ(H) le dual faible de C (H) ; on a aussi Λ(H) = L⊗OL
(
lim
←−
OL[H/H
pn ]
)
. C’est
une algèbre (pour le produit de convolution) topologique localement compacte, et le
§ IV.2 montre que tout élément de Λ(H) s’écrit de manière unique λ =
∑
α∈Nd cαb
α,
avec (cα)α une suite bornée dans L. La valeur de λ en φ ∈ C (H) est donnée par
〈λ, φ〉 =
∑
α∈Nd
cαaα(φ).
On note D1/p(H) le complété de Λ(H) pour la valuation d’algèbre (i.e. v1/p(λµ) ≥
v1/p(λ) + v1/p(µ)) :
v1/p(
∑
α
cαb
α) = inf
α
(vp(cα) + κ|α|)
et, si h ∈ N∗, on définit (19)
Dh(H) = {
∑
α
cαb
α ∈ D1/p(H), inf
α
(vp(cα) + rh|α|) > −∞},
que l’on munit d’une valuation d’algèbre v(h) en posant
v(h)(
∑
α
cαb
α) = inf
α
(vp(cα) + rh|α|).
Enfin, on note D(H) le dual topologique (fort) de C an(H). C’est aussi la limite pro-
jective des Dh(H). L’accouplement
〈λ, φ〉 =
∑
α∈Nd
cαaα(φ)
identifie Dh(H) au dual topologique de LA
(h)(H), ce qui permet de définir une topo-
logie faible sur Dh(H). Dans la suite on munit
(20) Dh(H) de cette topologie faible. La
différence avec la topologie forte (qui, elle, est induite par la valuation v(h)) est que
p−rh|α|bα tend vers 0 pour la topologie faible dans Dh(H), mais pas pour la topologie
forte.
19. Rappelons que rh =
1
ph−1(p−1)
.
20. L’algèbre Dh(H) peut aussi être munie d’une topologie d’algèbre de Banach en utilisant la
valuation v(h). C’est d’ailleurs ce qui est fait dans [24]. Cette topologie est trop forte pour les
applications que nous avons en vue.
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Proposition IV.2. — La multiplication dans Λ(H) s’étend par continuité à Dh(H)
et l’inclusion naturelle Λ(H)→ Dh(H) est plate. De plus, l’inclusion Λ(H)→ D(H)
est fidèlement plate.
Démonstration. — Tout ceci est démontré dans le chap. 4 de [24]. Pour faciliter la
comparaison, notons que l’on utilise comme p-valuation celle introduite dans le § IV.1,
et que si l’on pose sh = p
−rhκ
−1
∈] 1p , 1[∩p
Q, alors p−v
(h)
correspond à ||·||sh de loc.cit,
donc Dh(H) correspond à D<sh(H,L) de loc.cit.
Lemme IV.3. — (i) Soit h′1, ..., h
′
d un autre système minimal de générateurs topo-
logiques de H et soit b′α = (h′1 − 1)
α1 · · · (h′d − 1)
αd . Il existe des cα,β ∈ OL tels que
b′α =
∑
β cα,βb
β et vp(cα,β) ≥ max(0, κ(|α| − |β|)).
(ii) Pour tout x ∈ H il existe des cα,β,x ∈ OL tels que xbα =
∑
β cα,β,xb
β et
vp(cα,β,x) ≥ max(0, κ(|α| − |β|)).
(iii) Il existe des cα,β ∈ OL tels que
(hp1 − 1)
α1 · · · (hpd − 1)
αd =
∑
β
cα,βb
β
et vp(cα,β) ≥ max(0, r1(p|α| − |β|)).
Démonstration. — (i) L’existence des cα,β et le fait qu’ils appartiennent à OL suivent
du fait que b′α ∈ OL[H ] ⊂ OL[[H ]]. L’inégalité vp(cα,β) ≥ max(0, κ(|α|− |β|)) découle
du fait que v1/p(g− 1) ≥ κ pour tout g ∈ H . La preuve du (ii) est identique et laissée
au lecteur.
(iii) Puisque v(1) est une valuation d’algèbre sur Λ(H), on a
inf
β
(vp(cα,β) + r1|β|) ≥
d∑
i=1
αiv
(1)(hpi − 1).
Or
v(1)(hpi − 1) = v
(1)
( p∑
k=1
(
p
k
)
(hi − 1)
k
)
= inf
k≤p
vp
((
p
k
))
+ kr1 = pr1,
ce qui permet de conclure.
IV.4. Le foncteur Π 7→ Π(h). — Soit Π une L-représentation de Banach de H et
soit vΠ une valuation sur Π qui définit sa topologie. Si h ≥ 1 on définit
Π(h) = {v ∈ Π| lim
|α|→∞
vΠ(b
αv)− rh|α| =∞},
et l’on munit de la valuation v(h) définie par
v(h)(v) = inf
α∈Nd
(vΠ(b
αv)− rh|α|).
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Alors Π(h) est un L-espace de Banach, qui ne dépend pas du choix de vΠ (la valuation
v(h) en dépend de manière évidente, mais changer vΠ remplace v
(h) par une valuation
équivalente).
Les bαv sont les coefficients de Mahler de la fonction ov : H → Π définie par
ov(g) = g · v, et le théorème d’Amice montre que le sous-espace Π
an des vecteurs
localement analytiques est la limite inductive des Π(h).
Proposition IV.4. — L’espace Π(h) et la valuation v(h) ne dépendent pas du choix
du système minimal de générateurs topologiques h1, ..., hd de H, que l’on utilise pour
définir bα.
Démonstration. — Soit h′1, ..., h
′
d un autre système minimal de générateurs topolo-
giques et soit cα,β comme dans le lemme IV.3. Soient v ∈ Π(h), M ∈ R et N tels que
vΠ(b
αv)−rh|α| ≥M pour tout |β| ≥ N . Si |α| ≥ N , alors (en utilisant le lemme IV.3)
inf
|β|<N
(vΠ(cα,βb
βv)− rh|α|) ≥ inf
|β|<N
vΠ(b
βv) + κ(|α| −N)− rh|α|,
quantité qui dépasse M si |α| est assez grand, et
inf
|β|≥N
(vΠ(cα,βb
βv)− rh|α|) ≥M + rh(|β| − |α|) + max(0, κ(|α| − |β|)) ≥M.
Comme b′αv =
∑
β cα,βb
βv, on déduit des inégalités précédentes que l’on a
lim|α|→∞ vΠ(b
′αv)− rh|α| =∞ et (en prenant N = 0 et M = v
(h)(v))
inf
α
(vΠ(b
αv)− rh|α|) ≤ inf
α
(vΠ(b
′αv)− rh|α|).
Le résultat s’en déduit par symétrie.
Proposition IV.5. — On a C (H)(h) = LA(h)(H).
Démonstration. — Il est immédiat de vérifier que C (H)(h) ⊂ LA(h)(H). Réciproque-
ment, supposons que φ ∈ LA(h)(H). On veut montrer que
lim
|α|→∞
inf
x∈H
vp((b
αφ)(x)) − rh|α| =∞.
Si cα,β,x est comme dans le lemme IV.3, alors
(bαφ)(x) = (xbαφ)(1) =
∑
β
cα,β,xaβ(φ).
On conclut en utilisant le lemme IV.3, comme dans la preuve de la prop. IV.4.
Théorème IV.6. — (i) Si v ∈ Π, alors v ∈ Π(h) si et seulement si la fonction
g 7→ l(g · v) appartient à LA(h)(H) pour tout l ∈ Π∗.
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(ii) Si l1, . . . , lr engendrent Π
∗ comme Λ(H)-module, alors v 7→ ι(v), où
ι(v) ∈ LA(h)(H)r est la fonction g 7→ (l1(g · v), . . . , lr(g · v)), est un plongement fermé
de Π(h) dans LA(h)(H)r.
Démonstration. — Par définition, v ∈ Π(h) si et seulement si la suite xα = p−rh|α|bαv
tend vers 0 dans Π⊗LL(prh). Le lemme (surprenant) IV.7 ci-dessous montre que cela
arrive si et seulement si p−rh|α|l(bαv) tend vers 0 pour tout l ∈ Π∗. On conclut la
preuve du (i) en remarquant que l(bαv) = aα(ol,v), où ol,v : H → L est la fonction
g 7→ l(gv).
Pour prouver le (ii), notons que Π est admissible (car Π∗ est de type fini comme
Λ(H)-module). Puisque l1, ..., lr engendrent Π
∗ comme Λ(H)-module, l’application
transposée
ι : Π→ C (H)r, v 7→ (g 7→ (l1(g · v), ..., lr(g · v)))
est un plongement fermé [23]. Il découle de la prop. IV.5 que ι envoie Π(h) dans
LA(h)(H)r et il nous reste à montrer que l’application ι ainsi obtenue est un plonge-
ment fermé. Supposons que les vn ∈ Π(h) sont tels que ι(vn) → f dans LA
(h)(H)r.
Alors ι(vn) → f dans C (H)r, et donc il existe v ∈ Π tel que f = ι(v). Ainsi
ι(v) = f ∈ LA(h)(H)r. Autrement dit, les g 7→ li(gv) appartiennent à LA
(h)(H)
pour tout i. Comme l1, ..., lr engendrent Π
∗ en tant que Λ(H)-module, et comme
LA(h)(H) est un Λ(H)-module, il s’ensuit que g 7→ l(gv) appartient à LA(h)(H) pour
tout l ∈ Π∗. Le (i) permet de conclure que v ∈ Π(h).
Lemme IV.7. — Dans un espace localement convexe sur un corps sphériquement
complet une suite converge vers 0 si et seulement si elle converge faiblement vers 0.
Démonstration. — Voir par exemple [22, th. 5.5.2].
Corollaire IV.8. — Π(h) est stable sous l’action de H.
IV.5. De H à Hp. — Le but de ce § est d’étudier la variation de la filtration par
rayon d’analyticité quand on remplace H par un sous-groupe (prop. IV.11).
Proposition IV.9. — Soit φ ∈ LA(h)(Hp) et soit φ˜ ∈ C (H) l’extension par 0 de φ.
Alors φ˜ ∈ LA(h+1)(H).
Démonstration. — Il s’agit de montrer que lim|α|→∞ vp(aα(φ˜)) − rh+1|α| = ∞. Si
β ∈ Nd, on a hβ ∈ Hp si et seulement si p divise β (i.e. p divise chaque βi). On en
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déduit que (21)
aα(φ˜) =
∑
pβ≤α
(−1)α−pβ
(
α
pβ
)
φ(hpβ) =
∑
pβ≤α
(−1)α−pβ
(
α
pβ
)
·
∑
γ
aγ(φ)
(
β
γ
)
=
∑
γ
aγ(φ) · cα,γ , avec cα,γ =
∑
pβ≤α
(−1)α−pβ
(
α
pβ
)(
β
γ
)
.
On conclut comme dans la preuve de la prop. IV.4, en utilisant le lemme ci-dessous :
Lemme IV.10. — Si cα,γ =
∑
pβ≤α(−1)
α−pβ
(
α
pβ
)(
β
γ
)
, alors
vp(cα,γ) >
|α|
p
− d− |γ|.
Démonstration. — Soit fk = ψ(T
k) pour k ∈ N. Alors fk ∈ Zp[T ] et
fk(T
p − 1) =
1
p
∑
ζp=1
(ζT − 1)k =
∑
pj≤k
(−1)k−pj
(
k
pj
)
T pj.
On en déduit que pour tout α ∈ Nd on a
∑
pβ≤α
(−1)α−pβ
(
α
pβ
)
T β =
d∏
i=1
fαi(Ti − 1).
En dérivant cette relation γ-fois et en évaluant en 1, on obtient :
cα,γ =
1
γ!
dγ
dT γ
(ψ(Tα11 ) · · ·ψ(T
αd
d ))(0) = bα1,γ1 · · · bαd,γd ,
où ψ(T k) =
∑
i≤k/p bk,iT
i. Le résultat découle alors du lemme I.8 de [9], qui fournit
l’inégalité vp(bk,i) >
k
p − 1− i.
Proposition IV.11. — Si Π1 est la restriction de Π à H
p, alors Π(h+1) = Π
(h)
1 .
Démonstration. — On note h′i = h
p
i et b
′α = (h′1 − 1)
α1 · · · (h′d − 1)
αd . Alors h′1, ..., h
′
d
forment un système minimal de générateurs topologiques de Hp. Commençons par
montrer l’inclusion Π(h+1) ⊂ Π
(h)
1 . La prop. IV.4 montre qu’il suffit de prouver que
lim|α|→∞ vΠ(b
′αv)− rh|α| =∞ pour tout v ∈ Π(h+1). La preuve est identique à celle
de la prop. IV.4, en utilisant le lemme IV.3.
Soit maintenant v ∈ Π
(h)
1 et soient (gi)i∈I tels que H =
∐
i∈I H
pgi. Soit enfin
l ∈ Π∗ et notons φ : H → L l’application g → l(gv). Puisque Hp est distingué dans H
et v ∈ Π
(h)
1 , on montre comme dans la preuve du cor. IV.8 que (giφ)|Hp ∈ LA
(h)(Hp).
Si φi est l’extension par zéro de (giφ)|Hp , la prop. IV.9 montre que φi ∈ LA
(h+1)(H).
21. Attention au fait que les coefficients de Mahler de φ sont calculés par rapport à (hp1, ..., h
p
d).
On a donc φ(hpβ) =
∑
γ aγ(φ)
(β
γ
)
.
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On en déduit que φ =
∑
i∈I g
−1
i · φi ∈ LA
(h+1)(H), puisque LA(h+1)(H) est stable
par H . Le th. IV.6 permet de conclure que v ∈ Π(h+1).
Remarque IV.12. — On déduit de la preuve de la prop. IV.11 que, si on décom-
pose H sous la forme H =
∐
i∈I H
pgi, l’application φ 7→ ((gi · φ)|Hp)i∈I induit un
isomorphisme d’espaces de Banach
LA(h+1)(H) ≃
⊕
i∈I
LA(h)(Hp, L).
IV.6. Exactitude du foncteur Π 7→ Π(h). — A partir de maintenant, on suppose
que Π une représentation de Banach admissible de H . Cela signifie que Π∗ est un
Λ(H)-module de type fini (et donc de présentation finie, puisque Λ(H) est noethérien).
Le choix d’une surjection Λ(H)r → Π∗ induit un plongement fermé ι : Π→ C (H,L)r,
ainsi qu’une surjection σ : Dh(H)
r → Dh(H)⊗Λ(H)Π
∗. On munit Dh(H)⊗Λ(H)Π
∗ de
la topologie quotient, induite par σ (l’espace Dh(H) ayant la topologie faible définie
dans le § IV.3). La topologie faible de Π∗ est alors la topologie quotient induite par
la surjection Λ(H)r → Π∗.
Si v ∈ Π(h) et si λ =
∑
α cαb
α ∈ Dh(H), la série
∑
α cαb
α converge dans Π(h). Cela
permet de munir Π(h) (et donc (Π(h))∗) d’une structure de Dh(H)-module. L’appli-
cation naturelle Π∗ → (Π(h))∗ induit une application continue (22) Dh(H)-linéaire
Dh(H)⊗Λ(H) Π
∗ → (Π(h))∗. Par passage à la limite on obtient aussi une application
D(H)-linéaire D(H)⊗Λ(H) Π
∗ → (Πan)∗.
Proposition IV.13. — (i) L’application Dh(H)⊗Λ(H)Π
∗ → (Π(h))∗ est un isomor-
phisme de L-espaces vectoriels topologiques.
(ii) L’application D(H) ⊗Λ(H) Π
∗ → (Πan)∗ est un isomorphisme de L-espaces
vectoriels topologiques.
Démonstration. — La preuve est fortement inspirée de la preuve du th. 7.1 de [24] (qui
est précisément la partie (ii) de la proposition). Le (ii) se déduit du (i) par passage à
la limite, et pour le (i) il suffit de montrer la bijectivité de l’application en question.
Commençons par la surjectivité. Le plongement fermé Π(h) → (LA(h)(H))r du
th. IV.6 se dualise en une surjection Dh(H)
r → (Π(h))∗. Par construction, cette
surjection se factorise par la surjection Dh(H)
r → Dh(H) ⊗Λ(H) Π
∗, ce qui permet
de conclure.
Pour démontrer l’injectivité, compte tenu du théorème de Hahn-Banach et de la
dualité de Schikhof [23], il suffit de prouver la surjectivité de l’application transposée
Π(h) → (Dh(H)⊗Λ(H)Π
∗)∗. L’application naturelle Π∗ → Dh(H)⊗ΛLΠ
∗ est continue
22. On munit dans la suite Π∗ et (Π(h))∗ de la topologie faible de dual de Banach.
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(Π∗ est muni de la topologie faible), d’image dense, car Λ(H) → Dh(H) a ces pro-
priétés. Cela montre que si F ∈ (Dh(H) ⊗Λ(H) Π
∗)∗, alors il existe un unique v ∈ Π
tel que F (1 ⊗ l) = l(v) pour tout l ∈ Π∗. La continuité de F combinée au fait que
p−|α|rhbα tend vers 0 dans Dh(H) pour la topologie faible montrent que p
−rh|α|l(bαv)
tend vers 0 pour tout l ∈ Π∗. On déduit du th. IV.6 que v ∈ Π(h) et on conclut en
utilisant la densité de l’image de Π∗ → Dh(H)⊗Λ(H) Π
∗.
Pour démontrer le (ii), posons M = D(H) ⊗Λ(H) Π
∗. Puisque Π∗ est un Λ(H)-
module de présentation finie, M est un D(H)-module coadmissible [24], et donc M
est isomorphe à la limite inverse des Dh(H)⊗Λ(H) Π
∗. Le (ii) se déduit donc de (i) et
de l’isomorphisme Πan ≃ lim
−→h
Π(h) fourni par le théorème d’Amice.
Corollaire IV.14. — Le foncteur Π 7→ Π(h) est exact de la catégorie des L-
représentations de Banach admissibles de H dans la catégorie des L-espaces de
Banach.
Démonstration. — C’est une conséquence directe du théorème de l’image ouverte, de
la proposition précédente et de la platitude de Dh(H) sur Λ(H) (prop. IV.2).
Remarque IV.15. — Il serait plus naturel d’étudier le foncteur Π 7→ Πh, où Πh
est l’espace des vecteurs v ∈ Π tels que la fonction x 7→ hx · v soit analytique sur
x0 + p
hZp
d pour tout x0 ∈ Zp
d. La principale raison pour ne pas prendre ce point de
vue est que ce foncteur n’est pas exact, ce qui est désagréable pour les applications.
En effet, si LAh(H) = C (H)h, le théorème d’Amice [1] montre que φ ∈ LAh(H) si et
seulement si
lim
|α|→∞
vp(aα(φ))−
d∑
i=1
vp
([
αi
ph
]
!
)
=∞,
donc le dual topologique de LAh(H) est l’algèbre à puissances divisées partielles
(23).
Or cette algèbre n’est pas plate sur Λ(H) si d ≥ 2. On remarquera toutefois que
LAh(H)
∗ est en fait très proche de D<h+1(H) puisque vp([
n
ph
]!) ∼ nrh+1, et donc
Π(h+1) est très semblable à Πh.
IV.7. Cohérence. — On suppose à partir de maintenant que G = GLn(Qp) et on
note K = GLn(Zp) et Z le centre de G. SoitH = 1+p
κMn(Zp) ; c’est un pro-p-groupe
uniforme de dimension n2 (rappelons que κ = 1 si p > 2 et κ = 2 si p = 2). Si g ∈ G,
on note d(g, 1) le plus petit entier m tel que Hp
m
⊂ gHg−1. Puisque KZ normalise
H et Hp
m
, d(g, 1) ne dépend que de KZgKZ.
23. Ses éléments sont de la forme
∑
α∈Nd cα
1
[ α
ph
]!
bα où (cα)α est une suite bornée de L.
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Proposition IV.16. — Soit Π une L-représentation de Banach de G. Alors Π(h)
est stable par K et g · Π(h) ⊂ Π(h+n) si d(g, 1) ≤ n.
Démonstration. — La première assertion se démontre comme le cor. IV.8, en utilisant
le fait que H est distingué dans K. La seconde découle de la prop. IV.11.
D’après la décomposition de Cartan, on aG = ⊔t∈T+KtK, où T
+ est l’ensemble des
matrices diag(pa1 , pa2 , ..., pan), avec a1 ≥ a2 ≥ ... ≥ an ∈ Z. Pour tout entier positif
m, on note T+m le sous-ensemble de T
+ formé des matrices diag(pa1 , pa2 , ..., pan) avec
a1 − an ≤ m.
Lemme IV.17. — On a d(g, 1) ≤ m si et seulement si g ∈ KT+mK. En particulier,
d(g, 1) = 0 si et seulement si g ∈ KZ.
Démonstration. — Soit g = k1tk2, avec k1, k2 ∈ K et t = diag(pa1 , ..., pan) ∈ T+.
Puisque H et Hp
m
sont distingués dans K, on a g−1Hp
m
g ⊂ H si et seulement si
t−1Hp
m
t ⊂ H . On conclut en utilisant les égalités t(xij)i,jt−1 = (pai−ajxij)i,j et
Hp
m
= 1 + pm+κMn(Zp).
Lemme IV.18. — On a d(g, 1) ≤ l+m si et seulement si l’on peut écrire g = g1g2,
avec d(g1, 1) ≤ l et d(g2, 1) ≤ m.
Démonstration. — C’est une conséquence directe du lemme IV.17 et du fait que
T+l · T
+
m = T
+
l+m.
Si W est un sous-L[KZ]-module d’un L[G]-module Π et si h ∈ N, on note
W [h] =
∑
d(g,1)≤h
g ·W ;
c’est un sous-L[KZ]-module de Π. Notons que g ·W et d(g, 1) ne dépendent que de
l’image de g dans S := G/KZ.
Lemme IV.19. — L’ensemble {s ∈ S, d(s, 1) ≤ h} est fini.
Démonstration. — Soit T+h,0 l’ensemble des t = diag(p
a1 , ..., pan) ∈ T+h tels que an = 0.
Alors T+h,0 est un ensemble fini et T
+
h,0Z ⊃ T
+
h . Si Ih est un système de représentants
de K/Kh (avec Kh = 1 + p
hMn(Zp)), alors
KT+h K ⊂
⋃
t∈T+
h,0,k∈Ih
kKhtKZ ⊂
⋃
t∈T+
h,0,k∈Ih
ktKZ,
la dernière inclusion étant une conséquence du fait que t−1Kht ⊂ K pour tout t ∈ T
+
h,0.
On conclut en utilisant le lemme IV.17.
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On suppose maintenant que Π est une L-représentation de Banach admissible de G,
ayant un caractère central. Le sous-espace Π(h) de Π (défini en considérant Π comme
une représentation du pro-p-groupe uniforme H) est stable par KZ, puisque KZ
normalise H .
Définition IV.20. — On dit que la représentation Π est cohérente s’il existe m(Π)
tel que Π(h+k) = (Π(h))[k], pour tous h ≥ m(Π) et k ∈ N.
Remarque IV.21. — (i) L’inclusion (Π(h))[k] ⊂ Π(h+k) est vraie pour n’importe
quelle représentation de Banach Π (cela découle de la prop. IV.11).
(ii) Le lemme IV.18 montre que W [k+1] = (W [k])[1]. Pour montrer que Π est cohé-
rente, il suffit donc de vérifier que Π(h+1) = (Π(h))[1] pour tout h assez grand.
(iii) Si Π est cohérente, alors Π(h) engendre Πan, en tant que représentation de G,
pour tout h assez grand (cela découle de ce que Πan est la réunion des Π(h)). On
peut se demander si une propriété de ce genre est automatiquement vérifiée pour une
représentation de Banach admissible de G (au moins dans le cas de longueur finie).
C’est le cas pour G = GL2(Qp) (cf. th. VII.8).
Proposition IV.22. — Si 0 → Π1 → Π → Π2 → 0 est une suite exacte de repré-
sentations de Banach admissibles de G et si Π1 est cohérente, alors Π est cohérente
si et seulement si Π2 l’est.
Démonstration. — C’est une conséquence de l’exactitude du foncteur Π 7→ Π(h).
V. Vecteurs analytiques des représentations unitaires de GL2(Qp)
Ce chapitre étend (et raffine) à toutes les paires G-compatibles les résultats de
[8, chap. V], concernant l’espace Πδ(D)
an des vecteurs localement analytiques de la
représentation Πδ(D). L’approche est assez différente de celle de [8] même si le noyau
technique (à savoir le § V.5 et, en particulier, la prop. V.17) est le même.
V.1. Préliminaires. — On fixe dans la suite une paire G-compatible (D, δ),
avec D ∈ ΦΓet(E ), et un réseau D0 de D, stable par ϕ et Γ. On note Π = Πδ(D) et
Π0 = Πδ(D0). Alors Π0 est un réseau de Π, ouvert, borné et stable par G. On munit
Π de la valuation vΠ, à valeurs dans vp(L), faisant de Π0 la boule unité de Π.
On renvoie au chap. I pour les anneaux de fonctions analytiques utilisés dans la
suite. Rappelons que Λ(Γ) est l’anneau des mesures à valeurs dans OL sur Γ. Si R
est un anneau de séries de Laurent (comme OE , R, O
†,b
E
, etc.), on peut remplacer la
variable T par γ − 1 où γ est un générateur topologique de Γ (ou plutôt de l’image
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inverse de 1 + pZp dans Γ) pour construire un anneau R(Γ) (on renvoie le lecteur au
no 3 du § V.1 de [8] pour les détails).
Rappelons que m(D0) est un entier assez grand, qui ne dépend que de D0. Il
est en particulier choisi tel que la prop. II.2 s’applique à D0, et donc D
♮
0 ⊠δ P
1 ⊂
D
(0,rm(D0)]
0 ⊠δ P
1 (cf. [7, cor. II.7.2]). Comme D♮0 est compact, il existe l1 = l1(D0)
tel que D♮0 ⊂ T
−l1D
†,m(D0)
0 , donc D
♮
0 ⊠δ P
1 ⊂ (T−l1D
†,m(D0)
0 )⊠δ P
1, où l’on note
X ⊠δ P
1 = (D ⊠δ P
1) ∩ (X ×X)
pour X ∈ {D(0,rb], D†} (pareil avec D0 si X ∈ {T aD
†,b
0 , D
(0,rb]
0 }). Quitte à augmenter
encore l1 et m(D0), on peut supposer qu’ils sont aussi associés à (Dˇ0, δ
−1), et que
l’involution iδ de OL[Γ] qui envoie σa sur δ(a)σ 1
a
s’étend en une involution continue
de O†,b
E
(Γ), O
(0,rb]
E
(Γ), R(Γ) pour b ≥ m(D0) (voir [8, lemme V.2.3]).
V.2. Vecteurs analytiques et surconvergence. — Pour m ≥ 2 on note Km
le sous-groupe 1 + pmM2(Zp) de G,
a+m =
(
1+pm 0
0 1
)
, a−m =
(
1 0
0 1+pm
)
, u+m =
(
1 pm
0 1
)
, u−m =
(
1 0
pm 1
)
et, pour α ∈ N4, on note
bαm = (a
+
m − 1)
α1 · (a−m − 1)
α2 · (u+m − 1)
α3 · (u−m − 1)
α4 ∈ Zp[Km].
Alors (a+m, a
−
m, u
+
m, u
−
m) est un système minimal de générateurs topologiques du
pro-p groupe uniforme Km.
Définition V.1. — Si b ≥ m+ 1, soit
Π(b) = {v ∈ Π, lim
|α|→∞
vΠ(b
α
m · v)− p
mrb · |α| =∞},
que l’on munit de la valuation
v(b)(v) = inf
α∈N4
(vΠ(b
α
m · v)− p
mrb · |α|),
pour laquelle c’est un espace de Banach.
Remarque V.2. — (i) Le théorème d’Amice [1] montre que pour tout m on a un
isomorphisme d’espaces vectoriels topologiques
lim
−→
b
Π(b) ≃ Πan.
(ii) Il résulte de la prop. IV.11 que l’espace Π(b) ne dépend pas du choix dem ≤ b−1
(la valuation v(b) en dépend, mais les valuations obtenues en faisant varier m sont
toutes équivalentes).
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Le th. V.3 ci-dessous décrit l’espace de Banach Π(b) en fonction de D. Nous com-
mençons par préciser un peu les topologies sur les espaces divers et variés apparaissant
dans ce théorème. On dispose d’une pléiade d’anneaux de séries de Laurent (voir le
chap. I), chacun ayant une topologie naturelle. Cela induit une topologie naturelle
sur les modules libres de type fini sur ces anneaux (et qui ne dépend pas des choix
de bases). En appliquant cette discussion aux modules D†,b0 , D
(0,rb]
0 , D
(0,rb], D†, Drig,
etc, on obtient des topologies sur ces modules.
Si X ∈ {D
(0,rb]
0 , D
(0,rb], D†}, on munit X ⊠δ P1 de la topologie induite par l’inclu-
sion X ⊠δ P
1 ⊂ X ×X . Cette topologie est plus forte que celle induite par l’inclusion
X ⊠δ P
1 ⊂ D0⊠δ P1 (ou X ⊂ D⊠δ P1). Comme D
♮
0⊠δ P
1 est fermé dans D0⊠δ P
1,
il est aussi fermé dans D
(0,rb]
0 ⊠δ P
1 pour b > m(D0), donc D
♮
⊠δ P
1 est fermé
dans D(0,rb] ⊠δ P
1 et dans D† ⊠δ P
1. On munit alors (D
(0,rb]
0 ⊠δ P
1)/(D♮0 ⊠δ P
1) et
(X ⊠δ P
1)/(D♮ ⊠δ P
1) de la topologie quotient, pour X ∈ {D(0,rb], D†}.
On fixe une paire G-compatible (D, δ), avec D ∈ ΦΓet(E ) et on note Π = Πδ(D)
et Πˇ = Πδ−1(Dˇ).
Théorème V.3. — Il existe c = c(D, δ) tel que pour tout b ≥ c :
(i) Le sous-module D(0,rb] ⊠δ P
1 de D ⊠δ P
1 est stable par GL2(Zp), qui agit
continûment.
(ii) On a un isomorphisme canonique de GL2(Zp)-modules de Banach
(D(0,rb] ⊠δ P
1)/(D♮ ⊠δ P
1) ≃ Π(b),
et donc une suite exacte de GL2(Zp)-modules topologiques
0→ Πˇ∗ → D(0,rb] ⊠δ P
1 → Π(b) → 0.
Avant de passer à la preuve du th. V.3, qui occupe les §§ V.3-V.6, donnons-en
quelques conséquences. Le résultat suivant découle formellement du th. V.3 et de la
rem. V.2.
Corollaire V.4. — (i) Le sous-module D† ⊠δ P
1 de D ⊠δ P
1 est stable par G, qui
agit continûment.
(ii) On a un isomorphisme canonique de G-modules topologiques
(D† ⊠δ P
1)/(D♮ ⊠δ P
1) ≃ Πan,
et donc une suite exacte de G-modules topologiques
0→ Πˇ∗ → D† ⊠δ P
1 → Πan → 0.
Le th. V.3 fournit un raffinement du théorème de Schneider et Teitelbaum pour les
objets de Rep(δ).
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Corollaire V.5. — Si Π ∈ RepL(G) il existem0 ≥ 2 tel que Π
(b) soit dense dans Πan
(et donc aussi dans Π) pour tout b ≥ m0 + 1.
Démonstration. — Disons que Π est bonne si elle satisfait le corollaire. Trivialement,
toute représentation de dimension finie est bonne. Si Π = Πδ(D) pour une paire
G-compatible (D, δ), alors Π est bonne : cela découle du th. V.3, du cor. V.4 et de
la densité de D(0,rb] ⊠δ P
1 dans D† ⊠δ P
1 (qui découle de celle de D(0,rb] dans D†,
elle-même conséquence de la densité de E (0,rb] dans E †).
En utilisant le th. III.44, le cor. III.36 et ce que l’on vient de démontrer, nous
pouvons conclure dans le cas général grâce au lemme suivant qui est une conséquence
de l’exactitude des foncteurs Π 7→ Π(b) et Π 7→ Πan (prop. IV.14).
Lemme V.6. — Soit 0→ Π1 → Π→ Π2 → 0 une suite exacte dans RepL(G), avec
Π1 bonne. Si une des Π et Π2 est bonne, alors l’autre l’est aussi.
Le corollaire suivant est un sous-produit de la preuve du th. V.3.
Corollaire V.7. — Soit Π ∈ RepL(G). Si x 7→ (
1 x
0 1 ) v et x 7→ (
1 0
x 1 ) v sont locale-
ment analytiquesi sur Qp, alors v ∈ Π
an.
Démonstration. — Commençons par le cas où Π = Πδ(D) pour une paire G-
compatible (D, δ). La preuve de la prop. V.9 ci-dessous n’utilise que la croissance des
coefficients de Mahler des applications x→ ( 1 x0 1 ) v et x→ (
1 0
x 1 ) v. Elle montre que v
admet un relèvement à D† ⊠δ P
1. Le corollaire V.4 permet alors de conclure.
Passons au cas général. Disons que v ∈ Π est presqu’analytique si les applica-
tions x 7→ ( 1 x0 1 ) v et x 7→ (
1 0
x 1 ) v sont localement analytiques, et que Π est bonne
si tout vecteur presqu’analytique est localement analytique (notons que tout vec-
teur localement analytique est trivialement presqu’analytique). On déduit du théo-
rème III.44, du cor. III.36 et du premier paragraphe l’existence d’un morphisme
βΠ : Π1 → Π/ΠSL2(Qp), dont le noyau et le conoyau sont de dimension finie, et
tel que Π1 soit bonne. On conclut en utilisant le lemme suivant :
Lemme V.8. — Soit 0→ Π1 → Π→ Π2 → 0 une suite exacte dans RepL(G).
(i) Si Π1 est de dimension finie et si Π ou Π2 est bonne, alors l’autre l’est aussi.
(ii) Si Π2 est de dimension finie et si Π1 est bonne, alors Π est bonne.
Démonstration. — (i) Supposons d’abord que Π est bonne et soit v ∈ Π2 presqu’ana-
lytique. Soit vˆ ∈ Π un relèvement de v. Notons T = ( 1 10 1 ) − 1 ∈ OL[G]. Comme v
est presqu’analytique, il existe r > 0 tel que p−rnT n(v) tende vers 0 dans Π2, ce qui
veut dire qu’il existe xn ∈ Π1 tels que p−rnT n(vˆ) − xn → 0 dans Π. Puisque Π1
est de dimension finie, elle est tuée par T (lemme III.41) et donc p−rnT n+1(vˆ) → 0
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dans Π. Le théorème d’Amice entraîne que x 7→ ( 1 x0 1 ) vˆ est localement analytique. On
obtient de même que x 7→ ( 1 0x 1 ) vˆ est localement analytique, et donc vˆ est localement
analytique (car Π est bonne) et son image v dans Π2 l’est aussi. Cela montre que Π2
est bonne.
Le reste de l’énoncé est une conséquence de l’exactitude du foncteur Π 7→ Πan.
V.3. Relèvement à D(0,rb] ⊠δ P
1. — La proposition ci-dessous montre que tout
v ∈ Π(b) se relève à D(0,rb] ⊠δ P1. Rappelons que l1 est choisi tel que D
♮
0 ⊂ T
−l1D†,b0
(cf. § V.1).
Proposition V.9. — Soient b > m > m(D0) et v ∈ Π(b). Alors v admet un relève-
ment à (psT s
′
D†,b0 )⊠δ P
1 ⊂ D(0,rb] ⊠δ P1, avec s = v(b)(v) et s′ = −(pmnb + l1).
Démonstration. — On peut supposer que v(b)(v) ≥ 0, quitte à multiplier v par une
puissance de p. Notons ξ = (u+m)
nb , µ = (u−m)
nb et
ak = min(vΠ(ξ
kv), vΠ(µ
kv)),
de telle sorte que limk→∞ ak − pmk = ∞ et ak ≥ pmk + v(b)(v) pour tout k (par
définition de Π(b) et v(b)).
Soient X = D0 ⊠δ P
1 et Y = D♮0 ⊠δ P
1, de telle sorte que Π0 = X/Y est la boule
unité de Π pour la valuation vΠ. Alors p
a0Π0 ⊂ Π0, car a0 ≥ 0, et v ∈ pa0Π0, puisque
vΠ(v) ≥ a0. Ainsi, v possède un relèvement z = (z1, z2) ∈ pa0X . Nous aurons besoin
du lemme suivant.
Lemme V.10. — Il existe une suite (yn)n≥0 d’éléments de Y telle que pour tout
n ≥ 1
ξnz −
n−1∑
k=0
pakξn−k−1yk ∈ p
anX.
Démonstration. — On construit la suite en question par récurrence. Noter que X et Y
sont stables par ξ et η (car ils sont stables par G), ainsi que l’égalité pnX ∩ Y = pnY
(pour n ≥ 0), car Y est un sous-OL-module saturé de X par définition.
Supposons d’abord que n = 1. Si a1 < a0, on prend y0 = 0, supposons donc que
a1 ≥ a0. Comme vΠ(ξv) ≥ a1 ≥ 0, on a ξz ∈ (pa1X + Y ) ∩ pa0X ⊂ pa1X + pa0Y , ce
qui montre l’existence de y0. Supposons avoir trouvé y0, ..., yn−1 et écrivons
ξnz =
n−1∑
k=0
pakξn−k−1yk + p
anu
pour un u ∈ X . Si an > an+1, on prend yn = 0. Sinon, en appliquant ξ à l’égalité
précédente on obtient panξu ∈ ξn+1z + Y ⊂ pan+1X + Y (la deuxième inclusion suit
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de vΠ(ξ
n+1v) ≥ an+1). On en déduit que panξu ∈ pan+1X+panY et on choisit yn ∈ Y
tel que panξu− panyn ∈ pan+1X . Cela permet de conclure.
Revenons à la preuve de la proposition. En appliquant ResZp à la relation du
lemme V.10, et en utilisant le fait que ξ agit par multiplication par ϕm(T )nb , on
obtient z1 −
∑n−1
k=0 Ak ∈ p
anD0, avec
Ak =
pak
ϕm(T )(k+1)nb
ResZp(yk) = p
ak−p
mk 1
ϕm(T )nb
(
pp
m
ϕm(T )nb
)k
ResZp(yk)
Le lemme I.5 montre que 1ϕm(T )nb ∈ T
−pmnbO
†,b
E
. Puisque p ∈ T nbO†,b
E
, on en
déduit que p
pm
ϕm(T )nb ∈ O
†,b
E
. En utilisant aussi le fait que ResZp(yk) ∈ D
♮
0 ⊂ T
−l1D†,b0 ,
on obtient enfin
Ak ∈ p
ak−p
mkT−l1−p
mnbD†,b0 .
Puisque ak − pmk tend vers ∞ et est minoré par v(b)(v), et puisque D
†,b
0 est
complet pour la topologie p-adique, le paragraphe précédent montre que
∑
k≥0 Ak
converge dans pv
(b)(v)T−l1−p
mnbD†,b0 . La relation z1 −
∑n−1
k=0 Ak ∈ p
anD0 montre
que
∑
k≥0Ak tend vers z1 dans OE . On en déduit que
∑
k≥0 Ak tend vers z1 dans
pv
(b)(v)T−l1−p
mnbD†,b0 , et donc que z1 ∈ p
v(b)(v)T−l1−p
mnbD†,b0 . Les mêmes arguments
[remplacer dans ce qui précède ξ par µ et ResZp par ResZp(w·)] donnent la même
estimée pour z2, ce qui permet de conclure.
Remarque V.11. — Suppposons que D♮ = D♯ (c’est par exemple le cas si D est
irréductible de dimension ≥ 2), de telle sorte que l’inclusion de D˜ dans D ⊠δ P1
induise un isomorphisme de B-modules de Banach Π ≃ D˜/D˜+ (cor. III.25). En posant
X = D˜0 et Y = D˜
+
0 , on vérifie sans mal que le lemme V.10 s’applique encore (le point
est que X et Y sont stables par ξ et µ, et Y ∩ pnX = pnY pour n ≥ 0). Le reste
de la preuve s’applique et montre que tout v ∈ Π(b) admet un relèvement à D˜(0,rb].
Par contre, l’image dans Π d’un élément de D˜(0,rb] n’est pas toujours localement
analytique.
Il nous reste à montrer que l’image deD(0,rb]⊠δP
1 dans Π est contenue dans Π(b), si
m et b sont assez grands. Cela va demander un certain nombre d’estimées techniques,
auxquelles sont dédiées les parties V.4 et V.5 ci-dessous.
V.4. Vecteurs propres de ψ. — Si α ∈ O∗L, on pose
C
α = (1− α · ϕ)Dψ=α0 ⊂ D0 ⊠δ Z
∗
p .
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La proposition suivante est une version de la prop. V.2.1 (24) de [8]. Voir V.1 pour
les objets iδ, Λ(Γ), etc.
Proposition V.12. — Soit P ∈ OL[X ] tel que P (ψ) = 0 sur D
♯
0/D
♮
0. Soit α ∈ O
∗
L
tel que α et β := (δ(p)α)−1 ne soient pas des racines de P et α−1 et β−1 ne soient
pas des valeurs propres de ϕ sur Dnr. Alors wδ(C
α) ∩ C β est d’indice fini dans C β.
Démonstration. — On commence par montrer que wδ(C
α)⊗OL L = C
β ⊗OL L. Soit
z ∈ Dψ=α0 et soit z
′ = P (α)z = P (ψ)z. Comme Dψ=α0 ⊂ D
♯
0 et P (ψ)D
♯
0 ⊂ D
♮
0 par
hypothèse, on a z′ ∈ D♮0, donc (α
−nz′)n≥0 ∈ D
♮
0⊠δQp. CommeD
♮
0⊠δP
1 se surjecte sur
D♮0⊠δ Qp (lemme III.6), il existe x = (x1, x2) ∈ D
♮
0 ⊠δ P
1 tel que ResZp
((
pn 0
0 1
)
x
)
=
α−nz′ pour tout n ≥ 0. Alors (ibid.)
(
p 0
0 1
)
x − α−1x ∈ Ker(ResQp) = (0, D
nr
0 ) et un
petit calcul montre que ceci entraîne ψ(x2)−βx2 ∈ Dnr0 . Comme β
−1 n’est pas valeur
propre de ϕ ∈ EndL(Dnr), il existe u ∈ Dnr tel que βϕ(u) − u = ψ(x2) − βx2. Alors
x2+ϕ(u) ∈ D
ψ=β
0 ⊗OL L et donc ResZ∗p (x2) = ResZ∗p (x2+ϕ(u)) ∈ C
β⊗OL L. Comme
ResZ∗p (x2) = wδ(ResZ∗p (x1)) = P (α)wδ((1 − αϕ)(z))
et P (α) 6= 0, on conclut que wδ(C
α ⊗OL L) ⊂ C
β ⊗OL L. Par symétrie et puisque wδ
est une involution, cette inclusion est une égalité.
Comme C α et C β sont des Λ(Γ)-modules de type fini [7, cor. VI.1.3] et comme
wδ est iδ-semi-linéaire, le paragraphe précédent montre l’existence d’une constante
c = c(P, α,D0) telle que wδ(C
β) ⊂ p−cC α. Soit alors x ∈ C β . On vient de voir
qu’il existe y ∈ Dψ=α0 tel que wδ(x) = p
−c(1 − αϕ)y. Si y′ est un autre choix, alors
y− y′ ∈ D
ϕ= 1
α
0 . Comme wδ(x) ∈ D0, on a y (mod p
c) ∈ (D0/pcD0)ϕ=
1
α . De plus, si y
(mod pc) = 0, alors x ∈ wδ(C α)∩C β . Ainsi, l’application x→ y (mod pc) induit une
injection de C β/(C β ∩ wδ(C
α)) dans le quotient de (D0/p
cD0)
ϕ= 1
α par l’image de
D
ϕ= 1
α
0 . Comme ce quotient est fini (car (D0/p
cD0)
ϕ= 1
α est contenu dans (D0/p
cD0)
nr,
qui est fini), cela permet de conclure.
Remarque V.13. — Puisque ψ est un endomorphisme du OL-module de type fini
D♯0/D
♮
0, on peut toujours trouver un polynôme non nul P comme dans la proposition
précédente.
V.5. L’action de G sur T aD†,b0 ⊠δ P
1. — Le but de cette partie est de contrô-
ler l’action de G sur les modules (T aD†,b0 ) ⊠δ P
1, plus précisément de démontrer la
prop. V.18 ci-dessous. La plupart des arguments sont adaptés de [8, chap. V]. On fixe
24. Cette proposition n’est vraie qu’après tensorisation par L, le problème étant que Dψ=10 n’est
pas toujours contenu dans D♮0, même sous les hypothèses de loc.cit. Comme le montre la suite, cela
ne change rien aux arguments.
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une base e1, e2, ..., ed de D
†,m(D0)
0 sur O
†,m(D0)
E
(c’est aussi une base de D†,b0 sur O
†,b
E
pour tout b ≥ m(D0)). Les constantes c, c1, c2, ...,m1,m2, ... ci-dessous ne dépendent
que de D0, δ et du choix de la base e1, e2, ..., ed.
Proposition V.14. — Il existe m1 ≥ m(D0) tel que wδ laisse stable D
(0,rb]
0 ⊠δ Z
∗
p
pour tout b ≥ m1.
Démonstration. — On choisit P, α et β comme dans la prop. V.12 et on note M le
Λ(Γ)-module wδ(C
α)∩C β. On choisit ensuite m1 ≥ m(D0) tel que pour tout b ≥ m1 :
• C ? est inclus dansD
(0,rb]
0 ⊠δZ
∗
p et O
(0,rb]
E
(Γ)⊗Λ(Γ)C
? = D
(0,rb]
0 ⊠δZ
∗
p , si ? ∈ {α, β}
(un tel m1 existe, c.f. [8, cor. V.1.13]).
• L’inclusion de M dans C β induit un isomorphisme
O
(0,rb]
E
(Γ)⊗Λ(Γ) M = O
(0,rb]
E
(Γ)⊗Λ(Γ) C
β
(cette condition est automatique car C β/M est tué par une puissance de σ1+p − 1
puisqu’il de longueur finie sur OL d’après la prop. V.12, et σ1+p−1 est inversible dans
O
(0,rb]
E
(Γ)).
Alors O
(0,rb]
E
(Γ) ⊗Λ(Γ) M = D
(0,rb]
0 ⊠δ Z
∗
p et wδ(M) ⊂ C
α ⊂ D
(0,rb]
0 ⊠δ Z
∗
p (par
définition de M), ce qui permet de conclure, en utilisant la iδ-semi-linéarité de wδ.
Corollaire V.15. — Si b > m1, alors D
(0,rb]
0 ⊠δ P
1 est stable par GL2(Zp) et
D† ⊠δ P
1 est stable par G.
Démonstration. — Cf. [8, lemme II.1.10] : c’est une conséquence formelle des formules
donnant l’action de G sur D0⊠δP
1 (cf. rem. III.3), de la prop. V.14 et des inclusions
ψ(D
(0,rb]
0 ) ⊂ D
(0,rb−1]
0 , ϕ(D
(0,rb−1]
0 ) ⊂ D
(0,rb]
0 et σa(D
(0,rb]
0 ) ⊂ D
(0,rb]
0 qui impliquent
que D
(0,rb]
0 est stable par RespZp = ϕ ◦ ψ.
Si b ≥ m > m1, on note τm = σ1+pm − 1 et
M †,bm = (1 + T )ϕ
m(D†,b0 ) et M
(0,rb]
m = (1 + T )ϕ
m(D
(0,rb]
0 ).
Remarquons que
(
1+pm 0
0 1
)
− 1 agit comme τm sur D0 et
(
1 pm
0 1
)
− 1 y agit par mul-
tiplication par ϕm(T ). Le résultat suivant ([8, prop. V.1.14] et sa preuve) compare
les deux actions, ce qui est fondamental pour la suite. Rappelons que l’on a fixé une
base (ei)i du O
†,b
E
-module D†,b0 , et que Γm = χ
−1(1+ pmZp). Si m ≥ 2, on définit des
anneaux O†,b
E
(Γm), etc, en remplaçant simplement la variable T par τm.
Proposition V.16. — Il existe m2 > m1 tel que pour tous b ≥ m ≥ m2 on ait
(i) τm est bijectif sur M
(0,rb]
m et τam induit une bijection de M
†,b
m sur ϕ
m(T )a ·M †,bm ,
pour tout a ∈ Z.
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(ii) M †,bm (resp. M
(0,rb]
m ) est un O
†,b
E
(Γm) (resp. O
(0,rb]
E
(Γm))-module libre de base
((1 + T )ϕm(ei))i.
On fixe un tel m2 et on le note simplement m. Voir le § V.2 pour les notations Km,
a+m, a
−
m, b
α
m, etc.
Lemme V.17. — Il existe une constante c ≥ 1 telle que :
(i) wδ(τ
a
mM
†,b
m ) ⊂ τ
a−c
m M
†,b
m pour tous b ≥ m et a ∈ Z.
(ii) (g − 1)n(τamM
†,b
m ) ⊂ τ
n+a−c
m M
†,b
m pour tous b ≥ m, a ∈ Z, n ≥ 0 et g ∈ Km.
Démonstration. — (i) Notons fi := (1 + T )ϕ
m(ei) ∈ D
(0,r2m]
0 . Alors (prop. V.14)
wδ(fi) ∈ D
(0,r2m]
0 = D
†,2m
0 [
1
T ]. On fixe c
′ tel que
wδ(fi) ∈ ϕ
m(T )−c
′+l(D0)D†,2m0
pour 1 ≤ i ≤ d (voir le lemme II.3 pour l(D0)). Comme wδ commute à Res1+pmZp
(car 1 + pmZp est stable par w), il existe gi ∈ D0 tels que wδ(fi) = (1 + T )ϕm(gi).
Alors ϕm(gi) ∈ ϕm(T )−c
′+l(D0)D†,2m0 , donc gi ∈ T
−c′D†,m0 (utiliser le lemme II.3 et
l’identité gi = ψ
m(ϕm(gi))) et donc finalement wδ(fi) ∈ ϕm(T )−c
′
M †,mm = τ
−c′
m M
†,m
m
(prop. V.16).
Soient enfin b ≥ m, a ∈ Z et notons X = M †,bm . Comme les ei forment une base de
D†,b0 sur O
†,b
E
, les fi forment une base de X sur O
†,b
E
(Γm) (prop. V.16). En utilisant la
iδ-semi-linéarité de wδ et le fait que wδ(fi) ∈ τ−c
′
m X , on obtient wδ(τ
a
mX) ⊂ τ
a−c′
m X ,
ce qui permet de conclure.
(ii) On va montrer que c = 8c′ marche (avec c′ comme dans la preuve de (i), dont
on garde les notations). Le (i) de prop. V.16 montre que (g − 1)n(τamX) = τ
a+n
m X si
a ∈ Z et g ∈ {a+m, u
+
m}. En combinant cela avec le (i), on obtient pour g ∈ {u
+
m, a
+
m}
(wgw − 1)n(τamX) = w(g − 1)
nw(τamX) ⊂ w(τ
a+n−c′
m X) ⊂ τ
a+n−2c′
m X
et donc bαm(τ
a
mX) ⊂ τ
|α|+a−c
m X .
Soit maintenant g ∈ Km quelconque et écrivons (g − 1)n =
∑
α∈N4 cαb
α dans
Λ(Km). Alors cα ∈ Zp et vp(cα) ≥ n − |α| quand |α| < n. Comme p est multiple de
τnbm (et donc de τm) dans O
†,b
E
(Γm), on obtient cαb
α(τamX) ⊂ τ
max(n,|α|)+a−c
m X pour
tout α ∈ N4. Comme X est complet pour la topologie τm-adique (car O
†,b
E
(Γm) l’est),
cela permet de conclure que (g − 1)n(τamX) ⊂ τ
n+a−c
m X , ce qui finit la preuve.
Proposition V.18. — Il existe c1 > c tel que :
(i) Pour tout a ∈ Z on a wδ((T aD
†,b
0 )
ψ=0) ⊂ (T a−c1D†,b0 )
ψ=0.
(ii) Pour tous b > 2m, a ∈ Z, n ≥ 1 et g ∈ Km
(g − 1)n(T aD†,b0 ) ⊂ T
a+pmn−c1D†,b0 .
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Démonstration. — On va montrer que l’on peut prendre c1 = p
m(1+c+l(D0)). Fixons
b > 2m, a ∈ Z, n ≥ 1 et notons, pour simplifier, q = [ apm ] et Y = τ
q−l(D0)
m M †,b−mm .
Lemme V.19. — Soit A (resp. B) l’ensemble des i ∈ {0, 1, ..., pm − 1} tels que p
ne divise pas i (resp. p divise i). Alors T aD†,b0 ⊂
∑
i∈A (
i 0
0 1 )Y +
∑
i∈B
(
1 i−1
0 1
)
Y et
(T aD†,b0 )
ψ=0 ⊂
∑
i∈A (
i 0
0 1 )Y .
Démonstration. — Soit z ∈ T aD†,b0 et posons zi = ψ
m((1 + T )−iz), de telle sorte
que z =
∑pm−1
i=0 (1 + T )
i · ϕm(zi) et zi ∈ T
q−l(D0)D†,b−m0 (lemme II.3). On en déduit
(prop. V.16) que xi = (1 + T )ϕ
m(σ 1
i
(zi)) (pour i ∈ A) et yi = (1 + T )ϕm(zi) (pour
i ∈ B) sont des éléments de Y et on conclut en remarquant que z =
∑
i∈A (
i 0
0 1 ) xi +∑
i∈B
(
1 i−1
0 1
)
yi. La deuxième assertion s’en déduit, car si ψ(z) = 0, alors zi = 0 pour
tout i ∈ B.
Revenons à la preuve de la prop. V.18. En appliquant le (ii) du lemme V.17, la
prop. V.16 (i) et le lemme I.5 (dans cet ordre) on obtient, pour g ∈ Km,
(g − 1)n(Y ) ⊂ τq−l(D0)−c+nm M
†,b−m
m = ϕ
m(T )q−c−l(D0)+nM †,b−mm
⊂ T p
m(q−c−l(D0)+n)D†,b0 ⊂ T
a+pmn−c1D†,b0 .
On conclut pour le (ii) en utilisant le lemme V.19 et le fait que Km est distingué dans
GL2(Zp). Le (i) se démontre de la même manière, en utilisant le (i) du lemme V.16.
V.6. Fin de la preuve du th. V.3. — On note pΠ : D ⊠δ P
1 → Π la projection
naturelle. Elle envoie D0 ⊠δ P
1 dans Π0. Couplée avec la prop. V.9, la proposition
ci-dessous permet de conclure quant à la preuve du th. V.3.
Proposition V.20. — Il existe une constante c2 telle que si a ∈ Z, b > 2m + 1 et
z ∈ (T aD†,b0 )⊠δ P
1, alors v := pΠ(z) ∈ Π(b) et v(b)(v) ≥ arb − c2.
Démonstration. — Si z = (z1, z2) ∈ (T aD
†,b
0 ) ⊠δ P
1, alors z = z1 + w · ϕ(ψ(z2)) et
ϕ(ψ(z2)) ∈ T
a−p(1+l(D))D†,b0 (lemme II.3). Il suffit donc de démontrer la proposition
pour z ∈ T aD†,b0 . Nous aurons besoin du lemme suivant :
Lemme V.21. — Si z ∈ D0 ⊠δ P1, alors vΠ(pΠ(z)) ≥ k si et seulement si
{zˇ, z}P1 ∈ p
kOL pour tout zˇ ∈ Dˇ
♮
0 ⊠δ−1 P
1.
Démonstration. — Par dualité de Schikhof [23], le vecteur v = pΠ(z) de Π0 est dans
pkΠ0 si et seulement si l(v) ∈ pkOL pour tout l ∈ Π∗0 . Le résultat suit du fait que
{ , }P1 induit un isomorphisme Π
∗
0 = Dˇ
♮
0 ⊠δ−1 P
1.
COMPLÉTÉS UNIVERSELS 55
Revenons à la démonstration de la prop. V.20. Les lemmes V.21 et IV.7, la
Km-équivariance de { , } et l’inclusion D
♮
0 ⊂ T
−l1D†,b−10 ramènent la preuve de la
prop. V.20 à celle de l’assertion suivante : il existe une constante C telle que
lim
|α|→∞
vp({b
α
mzˇ, z})− p
mrb|α| =∞, inf
α
(vp({b
α
mzˇ, z})− p
mrb|α|) ≥ arb − C
pour tous a ∈ Z, b > 2m+ 1, z ∈ T aD†,b0 et zˇ ∈ T
−l1Dˇ†,b−10 .
Nous allons montrer que C = l1 + 4c1 convient. Comme zˇ ∈ T−l1Dˇ
†,b−1
0 et
T−l1Dˇ†,b−10 ⊂ T
−l1Dˇ†,b0 , on déduit de la prop. V.18 que
bαmzˇ ∈ T
pm|α|−CDˇ†,b−10 ⊂ T
pm|α|−CDˇ†,b0 .
L’inégalité infα (vp({bαmzˇ, z})− p
mrb|α|) ≥ arb − C découle alors du lemme II.4.
Il nous reste à montrer que lim|α|→∞ vp({b
α
mzˇ, z})− p
mrb|α| =∞. Tout élément f
de O†,b
E
peut s’écrire sous la forme
f =
∑
k≥0
fk
( p
T nb
)k
,
avec fk ∈ O
†,b−1
E
tendant vers 0 pour la topologie p-adique, donc on peut écrire
z =
∑
k≥0
pukyk
( p
T nb
)k
,
avec yk ∈ T aD
†,b−1
0 et uk ∈ N tendant vers ∞. Notons
xk,α =
{
bαmzˇ, p
ukyk
( p
T nb
)k}
.
On a
pukyk
( p
T nb
)k
∈ pk+ukT a−knbD†,b−10 ⊂ p
k+ukT a−knbD†,b0
et, comme on l’a déjà vu,
bαmzˇ ∈ T
pm|α|−CDˇ†,b−10 ⊂ T
pm|α|−CDˇ†,b0 .
Combinées avec le lemme II.4, l’égalité nbrb−1 = p et les inégalités arb, arb−1 ≥ −|a|
et Crb−1, Crb ≤ C, les relations précédentes donnent
vp(xk,α)− p
mrb|α| ≥ uk − |a| − C +max(0, (p− 1)(p
m|α|rb − k)).
Un petit exercice d’analyse réelle montre alors que infk(vp(xk,α) − pmrb|α|) tend
vers +∞ quand |α| → ∞, ce qui permet de conclure.
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VI. Le module Drig ⊠δ P
1 et l’espace Πδ(D)
an
On fixe dans ce chapitre une paire G-compatible (D, δ), avec D ∈ ΦΓet(E ), et on
note Π = Πδ(D) et Πˇ = Πδ−1(Dˇ). On construit une extension non triviale Drig⊠δ P
1
de Πan par (Πˇan)∗. Cette construction n’est pas utilisée dans le chapitre suivant,
consacré à la preuve du th. 0.2, mais est très utile pour une étude fine de Πan (cf. [10,
11, 13], par exemple).
VI.1. Continuité de l’action de wδ. — Soit D0 un OE -réseau de D stable par
ϕ et Γ. Soit m comme après la prop. V.16 et soient a ≥ b > 2m. Fixons une base
e1, e2, ..., ed de D
†,b
0 sur O
†,b
E
. C’est aussi une base de D]0,rb] sur E ]0,rb], ce qui nous
permet de poser
v[ra,rb](z) = min
1≤i≤d
v[ra,rb](fi) si z =
d∑
i=1
fiei ∈ D
]0,rb].
Rappelons que D⊠Z∗p = D
ψ=0 (et de même si on remplace D par D(0,rb] pour b assez
grand).
Proposition VI.1. — Il existe une constante c telle que pour tous a ≥ b > 2m et
tout z ∈ (D(0,rb])ψ=0 on ait
v[ra,rb](wδ(z)) ≥ v
[ra,rb](z)− c.
Démonstration. — On peut multiplier z par une puissance de p sans changer l’in-
égalité, donc on peut supposer que z ∈ D
(0,rb]
0 et [v
[ra,rb](z)] = N ≥ 1. Nous aurons
besoin du lemme suivant :
Lemme VI.2. — Soient a, b,N ∈ N∗ tels que a ≥ b et soit f ∈ O
(0,rb]
E
. Si
v[ra,rb](f) ≥ N , alors
f ∈
N−1∑
i=0
pN−1−iT inaO†,b
E
.
Démonstration. — Ecrivons
f =
∑
n<0
anT
n +
na−1∑
n=0
anT
n +
2na−1∑
n=na
anT
n + ...+
∑
n≥(N−1)na
anT
n.
Par hypothèse vp(an) + nra ≥ N et vp(an) + nrb ≥ N pour tout n. En particu-
lier vp(an) > N si n < 0, donc
∑
n<0 anT
n ∈ pN−1O†,b
E
(lemme I.1). Ensuite, si
0 ≤ n < na, on a vp(an) > N − 1, donc
∑na−1
n=0 anT
n ∈ pN−1O+
E
⊂ pN−1O†,b
E
. Le
même argument montre que
∑2na−1
n=na
anT
n ∈ pN−2T naO†,b
E
,...,
∑
n≥(N−1)na
anT
n ∈
T (N − 1)naO
†,b
E
.
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Revenons à la preuve de la prop. VI.1. D’après le lemme VI.2 on a z ∈∑N−1
i=0 p
N−1−iT inaD†,b0 . Puisque ψ(z) = 0, on a
z = ResZ∗p (z) ∈
N−1∑
i=0
pN−1−iResZ∗p (T
inaD†,b0 ).
Le lemme II.3 donne l’existence d’une constante c2 telle que ResZ∗p (T
inaD†,b0 ) ⊂
(T ina−c2D†,b0 )
ψ=0 pour tous a ≥ b > 2m et tout i. Le (i) de la prop. V.18 fournit
une constante c1 telle que wδ((T
dD†,b0 )
ψ=0) ⊂ T d−c1D†,b0 pour tous a ≥ b > 2m et
d ∈ Z. On a donc, avec c = c1 + c2,
wδ(z) ∈
N−1∑
i=0
pN−1−iT ina−cD†,b0 ,
et donc
v[ra,rb](wδ(z)) ≥ inf
0≤i<N
(N − 1− i+ (ina − c)ra) ≥ N − 1− c > v
[ra,rb](z)− c− 2,
d’où le résultat.
Corollaire VI.3. — L’involution wδ de (D
(0,rb])ψ=0 s’étend de manière unique en
une involution continue de (D]0,rb])ψ=0 pour tout b > 2m.
Démonstration. — Le module (D(0,rb])ψ=0 = ⊕p−1i=1 (1+T )
iϕ(D(0,rb−1]) est dense dans
(D]0,rb])ψ=0 = ⊕p−1i=1 (1 + T )
iϕ(D]0,rb−1]), puisque D(0,rb−1] l’est dans D]0,rb−1]. Cela
démontre l’unicité de l’extension éventuelle de wδ. L’existence est une conséquence
de la proposition précédente, de la densité de (D(0,rb])ψ=0 dans (D]0,rb])ψ=0 et de la
complétude de (D]0,rb])ψ=0.
Le cor. VI.3 fournit une involution continue wδ sur le module D
ψ=0
rig =
∪b>2m(D]0,rb])ψ=0, qui étend l’involution wδ sur (D†)ψ=0. On définit alors, de
la manière usuelle
Drig ⊠δ P
1 = {(z1, z2) ∈ Drig ×Drig, ResZ∗p (z2) = wδ(ResZ∗p (z1))},
que l’on munit de la topologie induite par l’inclusion Drig⊠δP
1 ⊂ Drig×Drig. Notons
que l’application z 7→ (ResZp(z), ψ(ResZp(wz))) induit un isomorphisme d’espaces
vectoriels topologiques Drig ⊠δ P
1 ≃ Drig × Drig, l’application inverse étant donnée
par (z1, z2) 7→ (z1, ϕ(z2) +wδ(ResZ∗p (z1))). La densité de D
† dans Drig entraîne donc
celle de D† ⊠δ P
1 dans Drig ⊠δ P
1.
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VI.2. L’action de G sur Drig ⊠δ P
1
Proposition VI.4. — L’action de G sur D† ⊠δ P
1 s’étend par continuité en une
action continue de G sur Drig ⊠δ P
1.
Démonstration. — Les formules du squelette d’action (voir la rem. III.3) permettent
de définir une action de G sur Drig⊠δP
1 (le fait qu’il s’agit bien d’une action découle
de la densité de D† ⊠δ P
1 dans Drig ⊠δ P
1 et du fait que ces formules définissent une
action de G sur D†⊠δP
1). La continuité de l’action se démontre de la même manière
que la prop. VI.1, en utilisant le (ii) de la prop. V.18.
On renvoie au § IV.3 pour les algèbres D(Km) et Dh(Km), et au § V.2 pour les bαm.
Proposition VI.5. — Il existe une constante c telle que pour tous a ≥ b > 2m,
z ∈ D]0,rb] et α ∈ N4 on ait
v[ra,rb](bαmz) ≥ v
[ra,rb](z) + pm|α|ra − c.
Démonstration. — La preuve est entièrement analogue à celle de la prop. VI.1, en
utilisant le lemme VI.2 et le (ii) de la prop. V.18.
Corollaire VI.6. — Pour tous a ≥ b > 2m, z ∈ D]0,rb] et λ =
∑
α∈N4 cαb
α
m ∈
Da−m(Km), la série
∑
α cαb
α
mz converge dans D
]0,rb] et
v[ra,rb](
∑
α
cαb
α
mz) ≥ v
[ra,rb](z) + v(a−m)(λ) − c.
Démonstration. — Une suite de D]0,rb] converge dans D]0,rb] si et seulement si elle
converge pour la valuation v[ra,rb] pour tous a ≥ b. Le résultat suit donc de la propo-
sition précédente et de la définition de v(a−m).
Proposition VI.7. — Soit H un sous-groupe ouvert compact de G.
(i) Si b est assez grand, l’action de H sur D]0,rb]⊠δP
1 s’étend en une structure de
D(H)-module topologique.
(ii) Drig ⊠δ P
1 est un D(H)-module topologique.
Démonstration. — Comme H est commensurable à Km = 1 + p
mM2(Zp) (avec m
comme ci-dessus), on peut supposer que H = Km. Si z = (z1, z2) ∈ D]0,rb] ⊠δ P1,
on peut écrire z sous la forme z = z1 + w · RespZp(z2), avec z1,RespZp(z2) ∈ D
]0,rb].
En passant à la limite projective (sur a) dans le cor. VI.6, on obtient une application
continue D(Km)× (D]0,rb]⊠δP1)→ D]0,rb]⊠δP1, définie par (λ, z) 7→
∑
α∈N4 cαb
α
mz
si λ =
∑
α∈N4 cαb
α
m. Cette application étend la structure de L[Km]-module
de D]0,rb]⊠δP
1, et comme L[Km] est dense dans D(Km), cela prouve que D
]0,rb]⊠δP
1
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est un D(Km)-module (topologique d’après ce qui précède). Ceci démontre le (i) et,
le (ii) étant une conséquence immédiate du (i), cela permet de conclure.
Proposition VI.8. — Soit H un sous-groupe ouvert compact de G, qui stabilise l’ou-
vert compact U ⊂ P1(Qp). Alors Drig ⊠δ U est un sous-D(H)-module de Drig ⊠δ P1
et ResU (λ · z) = λ · ResU (z) pour tous z ∈ Drig ⊠δ P1 et λ ∈ D(H).
Démonstration. — Cela découle de la continuité de l’action de D(H), de la densité
de L[H ] dans D(H) et de la H-équivariance de l’application ResU .
VI.3. Description de Πan via Drig ⊠δ P
1. — L’accouplement { , }P1 sur
(Dˇ† ⊠δ−1 P
1) × (D† ⊠δ P1) s’étend en un accouplement G-équivariant parfait (voir
la discussion qui précède [8, prop. V.2.10])
{ , }P1 : (Dˇrig ⊠δ−1 P
1)× (Drig ⊠δ P
1)→ L.
Théorème VI.9. — (Πan)∗ est isomorphe comme G-module topologique à l’ortho-
gonal de D♮ ⊠δ P
1 dans Dˇrig ⊠δ−1 P
1.
Démonstration. — Soit M l’orthogonal de D♮ ⊠δ P
1 dans Dˇrig ⊠δ−1 P
1. Nous aurons
besoin du lemme suivant :
Lemme VI.10. — Pour tout zˇ ∈ Dˇrig ⊠δ−1 P
1 l’application D† ⊠δ P
1 → L, donnée
par z 7→ {zˇ, z}P1, est continue. De plus, l’application Dˇrig ⊠δ−1 P
1 → (D† ⊠δ P
1)∗
ainsi obtenue est continue.
Démonstration. — Il suffit de vérifier que pour tout zˇ ∈ Dˇrig l’application z 7→ {zˇ, z}
est une forme linéaire continue sur D† et que l’application Dˇrig → (D†)∗ ainsi obtenue
est continue. En revenant aux définitions des topologies de D† et Dˇrig, la continuité
de Dˇrig → (D†)∗ découle de l’inégalité
vp({zˇ, z}) ≥ krb + v
[ra,rb](zˇ)− 2
pour a ≥ b > 2m, k ≥ 1, z ∈ T kD†,b0 et zˇ ∈ D
]0,rb]. Pour démontrer cette inéga-
lité on se ramène par densité et L-linéarité (et en utilisant le (ii) du lemme I.3) à
zˇ ∈ 1pT
NnbD†,b0 , avec N la partie entière de v
[ra,rb](zˇ) ≥ 0. L’inégalité suit alors du
lemme II.4.
Revenons à la preuve du th. VI.9. On déduit du lemme VI.10, de l’isomorphisme
Πan ≃ (D† ⊠δ P1)/(D♮ ⊠δ P1) (cor. V.4) et de la définition de M une applica-
tion linéaire continue φ : M → (Πan)∗, induite par { , }P1 . Explicitement, on a
〈φ(zˇ), v〉 = {zˇ, zv}P1 pour tout relèvement zv ∈ D
†
⊠δ P
1 de v ∈ Πan et tout zˇ ∈M .
L’application φ est G-équivariante, puisque { , }P1 l’est. Nous allons montrer que φ
est un homéomorphisme, en construisant son inverse.
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Commençons par constater que φ est injective car un élément de Ker(φ) est or-
thogonal à D† ⊠δ P
1 et donc à Drig ⊠δ P
1 par densité de D† ⊠δ P
1, et donc est nul
puisque { , }P1 est un accouplement parfait.
Le (ii) de la prop. VI.7 montre que l’inclusion Π∗ ≃ Dˇ♮ ⊠δ−1 P
1 ⊂ Dˇrig ⊠δ−1 P
1
induit une application D(H)-linéaire continue ξ : D(H) ⊗Λ(H) Π
∗ → Dˇrig ⊠δ−1 P
1.
Puisque Πˇ∗ et Π∗ sont orthogonaux, l’image de ξ est contenue dans M .
La prop. IV.13 fournit un isomorphisme d’espaces vectoriels topologiques
ι : (Πan)∗ ≃ D(H) ⊗Λ(H) Π
∗ (H étant par exemple GL2(Zp)), et la composée
ι ◦ φ ◦ ξ est l’identité car c’est l’identité sur Π∗.
Comme φ est injective, cela implique que son inverse est ξ ◦ ι, ce qui permet de
conclure.
Corollaire VI.11. — (Πan)∗ et (Πˇan)∗ sont exactement orthogonaux pour l’accou-
plement { , }P1 .
Démonstration. — Le th. VI.9 et le cor. III.22 montrent que (Πan)∗ est l’orthogonal
de Πˇ∗ dans Dˇrig ⊠δ−1 P
1. Or Πˇ∗ est un sous-espace dense de (Πˇan)∗ (par densité de
Πˇan dans Πˇ combinée à la réfléxivité de Πˇan et au théorème de Hahn-Banach), donc
(Πan)∗ est en fait l’orthogonal de (Πˇan)∗, ce qui permet de conclure.
Corollaire VI.12. — L’injection (Πˇan)∗ → Drig⊠δP1 fournie par le th. VI.9 induit
une suite exacte de G-modules topologiques
0→ (Πˇan)∗ → Drig ⊠δ P
1 → Πan → 0.
Démonstration. — D’après le th. VI.9, (Πˇan)∗ est un sous-espace fermé de Drig⊠δP
1.
Soit Y le quotient. Puisque { , }P1 induit une dualité parfaite entre Dˇrig ⊠δ−1 P
1 et
Drig⊠δP
1, on obtient un isomorphisme topologique de Y ∗ sur l’orthogonal de (Πˇan)∗
dans Dˇrig⊠δ−1P
1, donc sur (Πan)∗ (corollaire précédent). On a donc un isomorphisme
de G-modules topologiques Y ∗ ≃ (Πan)∗ et on conclut en observant que Πan et Y sont
réflexifs (pour le dernier, cela découle de ce que Dˇrig⊠δ−1 P
1 satisfait Hahn-Banach).
Corollaire VI.13. — Il existe m = m(D) tel que (Πan)∗ ⊂ Dˇ]0,rm] ⊠δ−1 P
1.
Démonstration. — (Πan)∗ est un espace de Fréchet et le corollaire précédent fournit
une injection continue dans Dˇrig⊠δ−1 P
1, qui est la réunion croissante des espaces de
Fréchet Dˇ]0,rm] ⊠δ−1 P
1. Le résultat s’ensuit.
VII. Complétés unitaires universels
VII.1. Réseaux invariants minimaux. — Soit G un groupe de Lie p-adique et
soit Π une représentation continue de G sur un L-espace vectoriel localement convexe.
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Rappelons qu’une L-représentation de Banach B de G est dite unitaire si G préserve
une valuation définissant la topologie de B. Le complété unitaire universel Π̂ de Π est
(s’il existe) une L-représentation de Banach unitaire de G, munie d’une application
L-linéaire continue, G-équivariante ι : Π → Π̂, qui est universelle au sens suivant :
pour toute L-représentation de Banach unitaire B de G, l’application
HomcontL[G](Π̂, B)→ Hom
cont
L[G](Π, B), f 7→ f ◦ ι
est une bijection. Autrement dit, tout morphisme continu Π → B se factorise de
manière unique à travers ι : Π→ Π̂.
Remarque VII.1. — (i) Il découle facilement de la définition que si Π̂ existe, alors
l’image de ι est dense dans Π̂, et que Π̂ est unique à isomorphisme unique près.
(ii) Même si Π̂ existe, il n’y a aucune raison a priori pour que Π̂ 6= 0, et classifier
les représentations de G ayant un complété universel non nul est un problème difficile
et fondamental.
(iii) Si Π est topologiquement irréductible et si Π̂ existe et est non nul, alors Π
admet une valuation invariante par G. En effet, dans ce cas l’application naturelle
Π→ Π̂ est injective, ce qui permet de considérer la restriction de la valuation sur Π̂
à Π.
(iv) L’espace LA(Zp) des fonctions localement analytiques sur Zp, vu comme re-
présentation de Zp (par (b · φ)(x) = φ(x − b)), n’a pas de complété unitaire uni-
versel ; par contre, le même espace, vu comme une représentation du semi-groupe
P+ =
(
Zp−{0} Zp
0 1
)
, admet comme complété unitaire universel l’espace C 0(Zp) des
fonctions continues sur Zp [ l’action de P
+ est donnée par
((
a b
0 1
)
· φ)
)
(x) = 0 si
x /∈ b+ aZp, et
((
a b
0 1
)
· φ)
)
(x) = φ
(
x−b
a
)
si x ∈ b+ aZp ].
Si Π est un L-espace vectoriel, un réseau de Π est un sous-OL-module de Π qui
engendre le L-espace vectoriel Π (on ne demande pas à un réseau d’être séparé pour
la topologie p-adique ; un réseau peut donc contenir des sous-L-espaces vectoriels). La
remarque suivante d’Emerton [15, lemma 1.3] sera utile pour la suite :
Lemme VII.2. — Π admet un complété universel Π̂ si et seulement si Π contient
un OL-réseau M avec les propriétés suivantes :
• M est ouvert dans Π et stable sous l’action de G.
• M est minimal pour ces propriétés, i.e. M est contenu dans un homothétique de
tout sous-OL-réseau ouvert de Π stable par G.
De plus, dans ce cas
Π̂ = L⊗OL lim
←−
(M/pnM).
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Proposition VII.3. — Si Π est cohérente, alors Πan = ∪hΠ(h) admet un complété
universel Π̂an. Plus précisément, si h ≥ m(Π) et si Π
(h)
0 est la boule unité de Π
(h)
pour la valuation v(h), alors
M :=
∑
g∈G
g ·Π
(h)
0
est un réseau ouvert de Πan et Π̂an est le complété de Π relativement à ce réseau.
Démonstration. — Soient k ≥ h ≥ m(Π). Pour chaque s tel que d(s, 1) ≤ k − h on
choisit un relèvement sˆ à G. L’application continue⊕
d(s,1)≤k−h
Π(h) → Π(k), (xs)d(s,1)≤k−h 7→
∑
d(s,1)≤k−h
sˆ · xs
est surjective par hypothèse. On en déduit que
∑
d(s,1)≤k−h s · Π
(h)
0 est un réseau
ouvert de Π(k). En passant à la limite inductive, il s’ensuit que M =
∑
s∈S s · Π
(h)
0
est un réseau ouvert de Π, invariant par G par construction. Par ailleurs, si L est un
réseau ouvert de Πan, alors L ∩ Π(h) est un réseau ouvert de Π(h), donc il existe k
tel que L ⊃ pkΠ
(h)
0 . Si de plus L est invariant par G, alors L contient p
kM . Ainsi,
M est un réseau ouvert G-invariant et minimal à homothétie près. Le lemme VII.2
permet de conclure.
Remarque VII.4. — Il n’est pas difficile de voir, en reprenant les arguments ci-
dessus, que la valuation v(h) sur Π(h) est génératrice au sens d’Emerton [15, def. 1.13].
Autrement dit, la cohérence implique l’existence d’une valuation génératrice et donc
la prop. VII.3 peut aussi se déduire de la prop. 1.14 de [15].
VII.2. Fonctorialité. — Si u ∈ HomcontL[G](Π1,Π2), et si Π1 et Π2 admettent des
complétés universels, alors il existe un unique morphisme uˆ ∈ HomcontL[G](Π̂1, Π̂2), tel
que uˆ ◦ ι1 = ι2 ◦ u, où ιi : Πi → Π̂i est l’application canonique.
Proposition VII.5. — Soit 0 → Π1 → Π → Π2 → 0 une suite exacte stricte de
représentations de G sur des L-espaces vectoriels localement convexes. Si Π̂ existe,
alors :
(i) Π̂2 existe aussi, et le morphisme Π̂→ Π̂2 induit par Π→ Π2 est surjectif.
(ii) Si de plus Π̂1 existe, alors Im(Π̂1 → Π̂) est dense dans Ker(Π̂→ Π̂2).
Démonstration. — (i) Soit M un réseau ouvert, G-stable et minimal (à homothétie
près) de Π, comme dans le lemme VII.2. Comme Π → Π2 est stricte et surjective,
l’image M2 de M dans Π2 est un réseau ouvert de Π2, stable par G. Si M
′
2 est un
autre réseau ouvert de Π2, stable par G, et si M
′ est l’image inverse de M ′2 dans Π,
alors M ′ ∩M est un réseau ouvert de Π qui est stable par G ; comme M est minimal,
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il existe k ∈ N tel que M ′ ∩M contienne pkM , et donc M ′ contient pkM2. Il s’ensuit
queM2 est minimal (à homothétie près) et le résultat suit du lemme VII.2, qui montre
aussi que lim
←−
M2/p
nM2 est un réseau ouvert borné de Π̂2.
(ii) M1 = Π1 ∩M , est un réseau ouvert de Π1, stable par G, et on a une suite
exacte 0→M1 →M →M2 → 0. En passant aux séparés complétés pour la topologie
p-adique, puis en inversant p, on en déduit la suite exacte
0→ L⊗OL (lim←−
M1/p
nM1)→ Π̂→ Π̂2 → 0.
L’application naturelle M1 → lim
←−
M1/p
nM1 induit un morphisme continu
f : Π1 → L ⊗OL (lim
←−
M1/p
nM1), d’image dense. Par définition de Πˆ1, f est in-
duit par un unique morphisme ϕ : Π̂1 → L ⊗OL (lim
←−
M1/p
nM1). Puisque f est à
image dense, il en est de même de ϕ, ce qui permet de conclure.
Corollaire VII.6. — On garde les notations et hypothèses de la prop. VII.5, et on
suppose de plus que Π̂1 est admissible. Alors on a une suite exacte de L-espaces
vectoriels Π̂1 → Π̂→ Π̂2 → 0.
Démonstration. — Soient X = Ker(Π̂ → Π̂2) et H un sous-groupe ouvert compact
de G. La prop. VII.5 montre l’existence d’un morphisme d’image dense f : Π̂1 → X .
Ainsi, X∗ est un sous-Λ(H)-module de (Π̂1)
∗, qui est de type fini par admissibilité
de Π̂1. Comme Λ(H) est noethérien, X est admissible, et l’image de f est fermée [23].
Donc f est surjectif, ce qui permet de conclure.
Remarque VII.7. — Π̂1 → Π̂ n’est pas toujours injective.
VII.3. Le complété universel de Πan
Supposons dorénavant que G = GL2(Qp).
Théorème VII.8. — Pour tout Π ∈ RepL(G), Π
an est cohérente et son complété
universel est Π.
Démonstration. — La preuve va demander quelques préliminaires. On commence par
supposer que Π = Πδ(D) pour un D ∈ ΦΓet(E ). Soit D0 un réseau de D et soit
Π0 = Πδ(D0), un réseau de Π, ouvert, borné et G-stable. Pour tout b > m(D) on
note Xb le sous-OL-module (D
†,b
0 ⊠δ P
1)/(D♮0 ⊠δ P
1) de Π0. Soit Π
(b)
0 la boule unité
de Π(b) pour la valuation v(b). Les prop. V.9 et V.20, et le fait que p ∈ T nbO†,b
E
,
montrent qu’il existe b0 > m(D) et une constante c tels que p
cΠ
(b)
0 ⊂ Xb ⊂ p
−cΠ
(b)
0
pour tout b ≥ b0.
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Lemme VII.9. — Il existe une constante c1 telle que pour tout b ≥ b0
pc1Xb ⊂
∑
d(g,1)≤b−b0
g ·Xb0 .
Démonstration. — Il existe c1 tel que wδ(ResZ∗p (D
†,b
0 )) ⊂ p
−c1D†,b0 pour tout b ≥ b0
(utiliser la prop. V.18 et le fait que p ∈ T nbOE OE ). On a donc pc1D
†,b
0 ⊂ D
†,b
0 ⊠δ P
1.
Ensuite, tout z ∈ D†,b0 s’écrit sous la forme
z =
pb−b0−1∑
i=0
(
1 i
0 1
)(
pb−b0 0
0 1
)
ui,
avec ui = ψ
b−b0((1 + T )−iz) ∈ D†,b00 . Puisque tout x ∈ D
†,b
0 ⊠δ P
1 s’écrit
x = ResZp(x) + w · RespZp(w · x), on en déduit que
pc1(D†,b0 ⊠δ P
1) ⊂
∑
d(g,1)≤b−b0
g · (D†,b00 ⊠δ P
1),
ce qui permet de conclure.
Lemme VII.10. — On a Πan ∩ Π0 ⊂ p−(c+c1+1)
∑
g∈G g · Π
(b0)
0 .
Démonstration. — Soit v ∈ p · (Π0 ∩Πan). Alors v a un relèvement z à pD0 ⊠δ P1 et,
puisque v ∈ Πan, le cor. V.4 montre que z ∈ D†⊠δP
1. Puisque pD0∩D
† ⊂ ∪b≥b0D
†,b
0
(cela se déduit du lemme I.2), on conclut que v ∈ Xb pour un certain b ≥ b0. Or, le
lemme précédent et l’inclusion Xb0 ⊂ p
−cΠ
(b0)
0 entrainent
Xb ⊂ p
−c−c1
∑
d(g,1)≤b−b0
g · Π
(b0)
0 ⊂ p
−c−c1
∑
g∈G
g · Π
(b0)
0 ,
ce qui permet de conclure.
Revenons à la preuve du th. VII.8. En tensorisant par L l’inclusion du lemme
VII.9 on obtient Π(b) ⊂
∑
d(g,1)≤b−b0
g · Π(b0) pour tout b ≥ b0, ce qui montre que
Πan est cohérente. La prop. VII.3 montre que Π̂an existe, et c’est le complété de Πan
par rapport au réseau minimal (à homothétie près)
∑
g∈G g · Π
(b0)
0 . Le lemme VII.10
montre que M = Πan ∩ Π0 est commensurable à
∑
g∈G g · Π
(b0)
0 , donc Π̂
an est le
complété de Πan par rapport au réseau M . Puisque Πan est dense dans Π, l’injection
naturelle M/pnM → Π0/pnΠ0 est un isomorphisme. En passant à la limite et en
inversant p, on obtient Π̂an = Π.
Jusque là nous avons supposé que Π = Πδ(D) pour une paire G-compatible (D, δ).
Supposons maintenant que Π ∈ RepL(G) est quelconque. Disons que Π est bonne
si elle est cohérente et égale au complété unitaire universel de ses vecteurs locale-
ment analytiques. Notons que si Π est une représentation cohérente, alors Π̂an existe
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(prop. VII.3) et l’injection Πan → Π induit un morphisme Π̂an → Π. Notons aussi
qu’une représentation de dimension finie est bonne.
Le th. III.44 nous fournit une paire G-compatible (D, δ) et une application
β : Πδ(D)→ Π/ΠSL2(Qp), dont le noyau et le conoyau sont de dimension finie sur L.
Comme ΠSL2(Qp) est de dimension finie (cor. III.36), et comme Πδ(D) est bonne
d’après ce qui précède, le résultat s’obtient en appliquant plusieurs fois le lemme
suivant.
Lemme VII.11. — Soit 0 → Π1 → Π → Π2 → 0 une suite exacte dans RepL(G).
Si Π1 est bonne et si Π ou Π2 est bonne, l’autre l’est aussi.
Démonstration. — L’exactitude du foncteur Π 7→ Πan nous fournit une suite exacte
0→ Πan1 → Π
an → Πan2 → 0. Puisque la cohérence est stable par quotient et extension
(prop. IV.22), les hypothèses faites entraînent la cohérence de Π1,Π et Π2 et donc
(prop. VII.3) l’existence de Π̂an1 , Π̂
an et Π̂an2 . De plus, comme Π1 est bonne, Π̂
an
1 ≃ Π1
est admissible. Le cor. VII.6 fournit donc une suite exacte Π̂an1 → Π̂
an → Π̂an2 → 0,
s’insérant dans un diagramme commutatif
Π̂an1
//

Π̂an //

Π̂an2
//

0
0 // Π1 // Π // Π2 // 0
.
Par hypothèse la flèche verticale de gauche est un isomorphisme. Une chasse au dia-
gramme montre que si une des flèches verticales restantes est un isomorphisme, l’autre
l’est aussi, ce qui permet de conclure.
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