Um Modelo Ensemble Discriminativo para Classificação de Bactérias do Solo by Ribeiro, Luís Guilherme et al.
 Um Modelo Ensemble Discriminativo para 
Classificação de Bactérias do Solo 
Luís Guilherme Ribeiro1, José Carlos Ferreira da Rocha1, 
Gabriel Lucas Fedacz1, Fábio dos Santos1, 
Douglas Tomachewski1, Rafael Mazer  Etto1 
1Programa de Pós-Graduação em Computação Aplicada (PPGCA) 
Universidade Estadual de Ponta Grossa (UEPG) 
Ponta Grossa – PR – Brasil 
luisguicomp@gmail.com, jcarlos@uepg.br, gabrielfedacz@hotmail.com, 
fah_ds@live.com, didoug@gmail.com, mazeretto@hotmail.com 
 
Abstract. The process of identifying bacteria linked to plant growth is a 
great challenge for biological processes and those that use machine lear- 
ning. Considering this, in this paper a discriminative ensemble model is 
developed, which consists of the union of several classifiers, to classify soil 
bacteria, its objective is to use a meta-learning with set of classifiers in 
order to increase the assertiveness. In this paper, the classifiers used were: 
Naïve Bayes, Logistic Regression, Decision Tree (CART) and Random Fo- 
rest. The tests were performed on a set of bacterial data that related the 
genres of bacteria derived from MALDI-TOF type mass spectra. A pre- 
processing was performed on the data set generating a base with 19,358 
records, 36 genres of bacteria (classes) and 30 attributes. We evaluated the 
four classifiers in separate and the ensemble discriminative model in terms 
of accuracy, kappa index, precision, recall and f1-score. The results show 
that the ensemble discriminative model obtained a superior performance  
to the other classifiers in all the metrics, obtaining statistically significant 
differences. 
Keywords: machine learning, ensemble classifier, discriminative classifi- 
cation. 
 
Resumo. O processo de identificação de bactérias ligadas ao crescimento 
vegetal é um grande desafio para processos biológicos e aqueles que utilizam 
aprendizado de máquina. Considerando isto, neste trabalho é desenvol- 
vido um modelo ensemble discriminativo, que consiste na união de diversos 
classificadores, para classificar bactérias do solo, seu objetivo é utilizar um 
meta-aprendizado com conjunto de classificadores a fim de aumentar a as- 
sertividade do modelo. Neste trabalho, os classificadores utilizados foram: 
Naïve Bayes, Regressão Logística, Árvore de Decisão (CART) e Floresta 
Randômica. Os testes foram realizados sobre um conjunto de dados bac- 
terianos que relacionavam o gênero das bactérias provindos de espectros 
de massa do tipo MALDI-TOF. Foi realizado um pré-processamento no 
conjunto de dados gerando uma base com 19.358 registros, 36 gêneros de 
bactérias (classes) e 30 atributos. Foram avaliados os quatro classificadores 
 em separados e o modelo ensemble discriminativo em termos de acurácia, 
índice kappa, precisão, revocação e f1-score. Os resultados obtidos mostram 
que o modelo ensemble discriminativo obteve um desempenho superior aos 
demais classificadores em todas as métricas, obtendo diferenças estatistica- 
mente significativas. 
Palavras-chave: aprendizado de máquina, classificadores em conjunto, 
classificação discriminativa. 
 
1. Introdução 
Um dos grandes desafios da agricultura moderna será alimentar aproximadamente 
10 bilhões de pessoas em 2050 e ao mesmo tempo reduzir o impacto ambiental e os 
custos da produção agrícola [Foley et al. 2011]. Neste contexto, a identificação auto- 
mática de microrganismos presentes no solo é uma tarefa que pode contribuir para  
a detecção de microrganismos que concorrem para o desenvolvimento de plantas. 
Este é, por exemplo, o caso da identificação das Bactérias Promotoras do Cresci- 
mento Vegetal (BPCV) que são responsáveis por fornecer nutrientes e fitormônios 
essenciais para o desenvolvimento da planta, substituindo a necessidade do uso de 
agroquímicos [Labuschagne 2003]. 
Uma forma de abordar a identificação de bactérias é desenvolver classifica- 
dores digitais capazes de determinar o gênero dos microrganismos a partir de dados 
obtidos em testes laboratoriais. [Tomachewski et al. 2018] apresentaram um sistema 
classificador que emprega o modelo Naïve Bayes para reconhecer a espécie e o gênero 
de bactérias a partir de dados de espectros de massa do tipo MALDI-TOF. O classi- 
ficador desenvolvido naquele trabalho foi treinado a partir de um conjunto de dados, 
chamado de Ribopeaks. Um conjunto de dados com 32.026 registros categorizados 
em 2.422 gêneros de bactérias distintas e 60 atributos descritores que informam a 
localização dos picos que foram relacionados a proteínas ribossomais em espectros 
de massa. Uma das características do conjunto de dados Ribopeaks é que o mesmo  é 
desbalanceado e, como observado por [Barella 2015], classificadores treinados em 
bases de dados desbalanceadas podem gerar modelos que tem um desempenho que 
depende da classe de objeto a ser identificado. Em termos gerais, tais classificadores 
podem ter alta acurácia nas classes majoritárias e um baixo desempenho nas classes 
minoritárias. 
Considerando isto, este trabalho apresenta um modelo ensemble discrimina- 
tivo para a identificação de gêneros de bactérias a partir de dados de espectro de 
massa MALDI-TOF, estendendo o modelo de ensemble discriminativo descrito por 
[Zhang et al. 2017]. Sendo o objetivo deste trabalho avaliar o desempenho de um 
ensemble discriminativo durante a classificação de gêneros de bactérias, comparando 
os desempenhos dos resultados obtidos com aqueles obtidos pelos classificadores de 
maneira singular. 
O desempenho do modelo ensemble discriminativo foi avaliado em um con- 
junto de experimentos que mensurou acurácia, índice kappa, precisão, revocação e 
f1-score. Os resultados obtidos foram comparados com aqueles obtidos pelos classi- 
ficadores: Naïve Bayes, Regressão Logística, Árvore de Decisão (CART) e Floresta 
Randômica. Os resultados mostram que o modelo ensemble proposto foi superior 
 aos demais classificadores em todas as métricas, e através de análise estatística foi 
comprovado que é significativamente superior que os seus classificadores. A seguir 
é descrito o referencial teórico necessário para a escrita desse trabalho na Seção 2, 
seguida pela Metodologia na Seção 3, a Seção 4 apresenta os resultados e finalizando 
com as conclusões na Seção 5. 
 
2. Revisão Bibliográfica 
2.1. Identificação de bactérias do solo utilizando MALDI-TOF MS 
Para realizar a identificação de bactérias presentes no solo, utiliza-se a técnica da 
MS (espectrometria de massa, do inglês Mass Spectrometry) do tipo MALDI-TOF 
(matriz assistida por dessorção e ionização por tempo de voo, do inglês Matrix- 
assisted Dessortion/Ionization time-of-flight), que consiste na deposição de uma 
determinada amostra em uma matriz capaz de fornecer prótons para o processo de 
ionização dos componentes da amostra [Wieser et al. 2012]. Quando esta matriz 
absorve a energia emitida por um laser, ocorre a transferência de prótons da matriz 
para os componentes da amostra e ao mesmo tempo desencadeia-se um processo de 
dessorção, o que possibilita a passagem da amostra do estado sólido para o gasoso. 
Estas moléculas são aceleradas por meio de um campo elétrico e entram em um 
tubo metálico submetido a vácuo até atingirem o detector. Os íons com tamanho 
menor massa carga (m/z) viajam mais rapidamente pelo tubo de voo do que os      
de tamanho maior (Figura 1). Desse modo, as substâncias das amostras, formam 
espectros de massa de acordo com sua razão m/z e com picos que indicam quanti- 
dades variáveis de cada substância analisada. Para a identificação da amostra, cada 
pico é comparado com um banco de dados, e identificado uma proteína ribossomal 
correspondente [Cho et al. 2013]. 
 
Figura 1. Técnica de MALDI-TOF MS. 
      Fonte: [Tomachewski et al. 2018]. 
 
Esses picos comuns são conhecidos como PMF, do inglês Peptide Mass Fin- 
gerprint, que servem como impressões digitais da bactéria [Tamura et al. 2013]. En- 
tão dependendo de onde os picos aparecem é ligado a uma proteína ribossomal e 
identificado a bactéria até o nível de espécie (Figura 2). 
 
 
 
 
Figura 2. Espectros com diferentes picos de massa carga entre as bactérias. 
Fonte: [Tomachewski et al. 2018]. 
 
2.2. Modelo ensemble discriminativo 
De acordo com [Tan et al. 2006], um classificador tem como objetivo organizar ob- 
jetos em uma entre diversas categorias pré-definidas. Os métodos ensembles de 
classificação usam múltiplos classificadores para obter melhor desempenho predi- 
tivo do que os obtidos apenas com qualquer um dos classificadores constituintes 
[Rokach 2010]. Predizer um ensemble normalmente requer mais computação do que 
predizer um único modelo, de modo que conjuntos podem ser pensados como uma 
maneira de compensar os algoritmos de aprendizado pobres, realizando muita com- 
putação extra. Algoritmos rápidos, como árvores de decisão, são comumente usados 
em métodos ensembles, embora algoritmos mais lentos também possam se beneficiar 
das técnicas de ensemble [Polikar 2006]. 
[Ng and Jordan 2002] Afirmam que métodos discriminativos de classificação 
são aqueles que realizam um mapeamento direto entre um conjunto de atributos que 
descrevem os exemplos de treinamento, e a classe, ou seja, modelam a dependência 
de variáveis não observadas (alvo) y em variáveis observadas x. Em probabilidade, 
isso é feito modelando a distribuição de probabilidade condicional P(y | x), que pode 
ser usado para prever y de x [Lafferty et al. 2001]. 
Neste trabalho, o modelo ensemble desenvolvido é inspirado em um modelo 
criado por [Zhang et al. 2017], que escolhe de maneira discriminativa diferentes clas- 
sificadores individuais para diferentes instâncias de teste, e assim, torna-se um mo- 
delo único e discriminativo. 
O modelo desenvolvido é dividido em duas fases: treinamento e teste. Na 
fase de treinamento (Algoritmo 1) é criado o modelo discriminativo a partir do 
conjunto de treinamento que é particionado através do método kmeans que realiza o 
agrupamento das instâncias pelo centróide. Para cada grupo (cluster) é usado todos 
os modelos de classificação para predizer, e então é ordenado em termos de 
acurácia os melhores modelos, e armazenado em uma pilha. Então é construído    o 
modelo discriminativo, sendo que para cada instância de teste é armazenado o 
∈  
∈  
∈  
∈  
 
melhor modelo para predição, ou seja, o topo da pilha. Na Fase de teste (Algoritmo 
2), para predizer uma instância qualquer, primeiramente é utilizado o vizinho mais 
próximo (kNN) para encontrar a instância mais próxima do treinamento. Então é 
selecionado discriminativamente o melhor modelo para predição, e então realiza a 
predição com o modelo e retorna a classe predita. 
 
Algoritmo 1: Fase de Treinamento (BDT, Modelos[]) 
 
Entrada: BDT: conjunto de treinamento; Modelos[]: vetor de classiftcadores 
Saída: MD: modelo discriminativo criado a partir do conjunto de classiftcadores 
1 início 
// Constrói os preditores para os M classificadores 
2 Constrói Modelos[] usando BDT; 
// Divide a base de treino em N clusters baseado na centróide (kmeans) 
3 Clusters[] = kmeans(BDT); 
// Matriz com N linhas (cluster), e M colunas (modelos) 
4 Pilha[N][M]; 
5 para cada instancia u BDT faça 
6 para cada k Clusters faça 
7 se u Clusters[k] então 
8 para cada m M odelos faça 
// Use M para predizer u do cluster k e armazena na pilha 
9 Pilha[k][m] = Use m para predizer u; 
10 ftm 
11 ftm 
// Ordena os melhores classificadores do cluster k em termos de acurácia 
12 Ordena(Pilha[k][]); 
13 ftm 
// Se o modelo do topo da pilha acertou a predição da instância, então usa este para 
predizer, caso contrário desempilha até acertar ou chegar no fim da pilha 
14 se T opo(P ilha[k)[u]) então 
15 MD(u) = Topo(Pilha[k][u]); 
16 ftm 
17 senão 
18 Desempilha(Pilha[k][u]); 
19 MD(u) = Topo(Pilha[k][u]); 
20 ftm 
21 ftm 
22 ftm 
23 retorna MD 
 
 
Algoritmo 2: Fase de Teste (BDT, MD, y) 
 
Entrada: BDT: conjunto de treinamento; Modelos[]: vetor de classiftcadores; MD: modelo 
discriminativo; y: instância de teste 
Saída: Classe da predição de y 
1 início 
// Encontra o vizinho mais próximo (kNN) de y e armazena em x 
2 x = VizinhoMaisProximo(y, BDT); 
// Seleciona discriminativamente o modelo para predição 
3 ModeloPred = MD[x]; 
// Prediz a instancia y com o melhor modelo de MD 
4 Predizer(y,ModeloPred); 
5 ftm 
6 retorna Predição de y 
 
3. Metodologia 
Com o propósito de avaliar o modelo ensemble discriminativo, foi realizado um 
experimento para a classificação de bactérias do solo através da espectrometria de 
massa do tipo MALDI-TOF, então foi necessário realizar um pré-processamento 
(imputação de dados, seleção de atributos e exclusão de dados) no conjunto de 
dados. Nas seções seguintes é mostrado o processo de normalização da base de 
dados. 
 O experimento é a comparação do modelo ensemble discriminativo com os 
classificadores constituídos em sua estrutura: Naïve Bayes, Regressão Logística, Ár- 
vore de Decisão (CART) e Floresta Randômica. Foram avaliados as seguintes  mé- 
tricas: acurácia, índice kappa, precisão, revocação e f1-score. Para isso, foi separado 
70% do conjunto de dados para treino e 30% para teste, e repetido o experimento         
10 vezes alterando o estado randômico da divisão do conjunto de dados.  Além disso   
foi aplicado um teste estatístico ANOVA e Tukey para verificar se houve  diferença entre 
as acurácias dos classificadores. 
3.1. Pré-processamento 
3.1.1. Conjunto de dados 
Os dados utilizados nos experimentos foram obtidos a partir do conjunto Ribopeaks 
[Tomachewski et al. 2018]. O conjunto de dados Ribopeaks é composto inicialmente 
por 32.026 registros categorizados em 2.422 gêneros de bactérias distintas, e 60 
atributos. Neste conjunto de dados cada registro é referente a uma determinada 
bactéria, e cada atributo é referente ao valor de uma proteína ribossomal. Para 
compor o conjunto de dados, considerando o gênero das bactérias, foram selecionados 
os registros com mais de 100 instâncias por classe. Após o pré-processamento, o 
cojunto ficou com 36 classes e 19.358 registros. 
 
3.1.2. Seleção de Atributos 
Para a seleção dos atributos foi utilizado o método de ranqueamento Relief, e foram 
selecionados os 30 atributos com maior correlação ao atributo classe. Após realizar a 
seleção de atributos, ficaram apenas aqueles de maior relevância para a classificação. 
 
3.1.3. Imputação de dados 
Para a realizar o procedimento de imputação foi utilizando o kNN (do inglês k- 
Nearest Neighbors) que é um método não paramétrico que considera a distância 
entre as instâncias incompletas e o conjunto de dados [Kim et al. 2014]. Uma forma 
de se fazer isso é por meio do método kNN presente no pacote VIM do software R, 
este método aceita como entrada uma base a ser imputada, uma função de agregação 
e o número de vizinhos mais próximos a ser considerado. 
Neste trabalho foi utilizada uma base de dados D que possuía dados faltantes, 
que é a mesma para selecionar os vizinhos. A função de agregação consiste no método 
para escolher o valor utilizado para imputação, foi utilizado a mediana, que é o valor 
padrão do algoritmo. Para o número de vizinhos foi definido o valor de 5, o qual foi 
obtido através de um teste empírico. 
3.2. Parâmetros 
O experimento foi implementado na linguagem Python com o uso da biblioteca 
sklearn.  Para realizar a clusterização com o kmeans, foi aplicado o método de elbow 
 
 
 
 
Figura 3. Instâncias de treinamento antes (a) e após (b) aplicar o kmeans. 
 
para configurar o número ideal de clusters, então foram utilizados 10 clusters. Na 
Figura 3 mostra as instâncias antes e após a aplicação dos clusters do kmeans. 
Foi necessário a parametrização dos classificadores que constituem o modelo 
desenvolvido, a maioria dos parâmetros foram utilizado como padrão. Para o clas- 
sificador Naïve Bayes foi utilizado sua versão Gaussiana para multiclasses. Para a 
Árvore de Decisão (CART) foi utilizado a altura máxima da árvore (max-depth=5). 
Na Regressão Logística foi usado o gerador de números pseudo-aleatórios para emba- 
ralhar os dados (random-state=100), e uma constante de regularização (c = 50). E 
Para a Floresta Randômica foi utilizado a altura máxima da árvore (max-depth=5)  e 
o número de estimadores (n-estimators=10 ). 
4. Resultados e Discussão 
Após a construção do modelo ensemble discriminativo, cada classificador base obteve 
sua atuação na constituição do modelo (Figura 4). Os resultados mostram que em 
termos de acurácia, o modelo ensemble discriminativo foi melhor na média e obteve 
o menor desvio padrão (Tabela 1). 
 
 
 
Figura 4. Atuação (%) dos classificadores base no modelo ensemble discriminativo. 
  
Tabela 1.  Acurácia Média 
  Classificador Acurácia Desvio Padrão  
Ensemble Discriminativo 88,89 % 0,42 % 
Floresta Randômica 80,61 % 1,22 % 
Regressão Logística 80,29 % 0,43 % 
Naive Bayes 68,96 % 1,29 % 
Árvore CART 60,95 % 0,45 % 
 
Na Figura 5 é mostrado a acurácia dos classificadores para cada estado randô- 
mico, em todos os estados o modelo ensemble discriminativo é superior. No teste 
estatístico, considerando a confiança de 95%, obteve um f-value de 1617,51, o que 
indica que houve diferença significativa entre os classificadores avaliados. Na Figura 
6 é mostrado o pareamento realizado pelo teste estatístico de Tukey. 
 
 
 
 
Figura 5. Resultado em termos de acurácia. 
 
Em termos do índice Kappa, que mede a concordância de classificação, o 
modelo ensemble discriminativo foi significativamente superior aos demais classifi- 
cadores com uma média de 87,83%, em seguida o melhor foi a Floresta Randômica 
com 79,11%, depois a Regressão Logística com 78,62%, seguido do Naïve Bayes com 
66,65% e por último a Árvore CART com 57,37%. Em termos de precisão, revo- 
cação e f1-score, que são métricas relacionadas, o modelo ensemble discriminativo 
também foi significativamente superior aos demais classificadores (Figura 7). 
5. Conclusão 
Neste trabalho foi desenvolvido um modelo ensemble discriminativo para classifi- 
cação, isto contribui para o desenvolvimento de novos modelos ensembles, levando 
em conta que este tipo de classificador é melhor do que os classificadores que o 
constituem. 
  
 
 
 
Figura 6. Pareamento com teste tukey, indicando que houve diferença significativa 
com todos os classificadores. 
 
 
 
Figura 7. Resultado em termos kappa, precisão, revocação e f1-score. 
 
Nos experimentos realizados no conjunto de dados de bactérias do solo através 
de espectrometria de massa do tipo MALDI-TOF, foi comprovado que o modelo 
ensemble discriminativo é melhor em termos de acurácia, precisão, revocação e f1- 
score. Portanto quando se trabalha com classificação multiclasse e muitos atributos, 
este modelo demostra eficiência em termos de assertividade. 
Para trabalhos futuros, pretende-se aperfeiçoar o modelo ensemble discrimi- 
nativo, realizando testes com diferentes classificadores e buscando novas heurísticas 
para a seleção de classificadores. 
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