This paper presents a new algorithm for the decomposition of a multi-domain protein into individual structural domains. The underlying principle used is that residue-residue contacts are denser within a domain than between domains. We have formulated the domain decomposition problem as a network flow problem, in which each residue is represented as a node of a network and each residue-residue contact is represented as an edge with a particular capacity, depending on the type of the contact. A two-domain decomposition problem is solved by finding a cut of the network, which minimizes the total cross-edge capacity (minimum cut). The classical Ford-Fulkerson algorithm is used to find a minimum cut of a network. For proteins with multiple domains, our algorithm repeatedly applies the Ford-Fulkerson algorithm to hi-partition the network and forms a partition tree until some stopping criteria are met. To deal with networks with nonunique minimum cuts, we have extended the algorithm to find all cuts, which achieve the minimum cross-edge capacity, using an enumeration algorithm by Picard and Queyranne. The capability of finding all minimum cuts of a network allows us to evaluate and rank a decomposition based on more global properties of a domain, including its compactness and three-dimensional shape; and hence improve the quality of a decomposition. A post-processing step is used to merge "domains" that may have been overcut, based on certain geometric and physical properties of a domain. The algorithm has been implemented as a computer program, called DomainParser.
Introduction
Structural domains are considered as the basic units of protein folding, function, and evolution (Helm & Sander 1994) . While there has not been a precise and universally accepted definition of a structural domain, domains are generally considered as compact and semiindependent units of a protein, each of which may consist of a small number of continuous segments of the peptide chain and form a structurally "separate" region in a protein 3-dimensional (3D) structure (Wetlaufer 1978; Richardson 1981) .
A number of popular protein structure databases, e.g. SCOP (Murzin et al. 1995) , DALI (Helm & Sander 1996) , CATH (Orengo et al. 1997) , have been constructed based on the concept of structural domains. These databases provide an important basis for protein structure/function classification, analysis, prediction, and design. As the number of proteins being deposited into the PDB database (Bernstein et al. 1977) increases at an exponential rate, we expect that the need for reliably and efficiently identifying structural domains from a solved protein structure will continue to increase, e.g., simply to keep the domain databases up-to-date.
Automatic identification (or decomposition) of domains of a given 3D structure has been an active research field since late 1970's when Wetlaufer published his study on protein domains (Wetlaufer 1978) . Numerous approaches have been proposed to formulate and solve this interesting and challenging problem. While earlier works were mainly focusing on domains consisting of a single peptide chain (Crippen 1978; Nemethy & Scheraga 1979; Rose 1979; Lesk & Rose 1981; Rashin 1981; Zehfus & Rose 1986 ), more general methods have been proposed in the recent years to deal with domains containing multi-segments of a chain (Helm & Sander 1994; Islam, Luo, & Sternberg 1995; Siddiqui & Barton 1995; Wernisch, Hunting, & Wodak 1999; Taylor 1999) . Though these approaches vary in their specific formulation of the problem, they generally follow one basic principle: the (short-distance) residueresidue contacts are denser tween domains.
To this date, the domain w;thin a domain than reidentification problem remains an unsolved problem as indicated by a recent study by Jones et al. (Jones et al. 1998) . Based on their analysis on four popular domain identification programs (Helm & Sander 1994; Siddiqui & Barton 1995; Islam, Luo, & Sternberg 1995; Swindells 1995) tested on 787 proteins, they found that the four programs agreed in only 55.7970of the identified domains, and the most "accurate" program is consistent in 76'% of cases with manually identified domains by experts. Because of this reason, manual checking is generally required when decomposing a solved protein structure into domains and putting them into the domain databases like SCOP (Murzin et al. 1995) , DALI (Helm & Sander 1996) , CATH (Orengo et al. 1997) . The manual process is a major barrier to update these databases in a timely fashion. We propose a new algorithm for the domain identification problem. The algorithm follows the same basic principle as the previous methods. We have formulated the domain identification problem as a network flow problem, which has been widely studied (Ford & lWlkerson 1962; Lawler 1976) in the field of operations research. In this formulation, each residue is represented as a node of a connected network and each residueresidue contact, within certain cutoff distance bet ween their atoms, is represented as an edge with a particular capacity value, depending on the type of interaction between the two involved residues. The basic problem we want to solve is to divide the network into two connected parts in such a way that the total edge capacity across the division is minimized. Intuitively, we want to find the bottleneck of the network. Based on the classical Ford-Fulkerson Theorem, this minimum-cut problem can be efficiently solved by finding the maximum flow of the network.
Using the representation by Picard and Queyranne (Picard & Queyranne 1980 ) of all minimum s-t cuts, we can efficiently enumerate all cuts of the network that achieve the minimum cross-edge capacity. Having the capability of enumerating all minimum cuts allows us to evaluate and rank different domain decompositions in a post-processing step. Our test results have shown that this capability has helped improve the quality of the decomposition.
For the more general situation where a protein may have multiple domains, our algorithm employs this network flow algorithm to repeatedly partition a protein into two parts until some stopping criteria are met. Currently the stopping criteria include various parameters related to the geometric and physical properties observed from known domains. Some overly cut "domains" are merged with their neighbors in the postprocessing step.
One of the key aspects of this work is to assign edge capacities in such a way that a minimum cut corresponds well with an interface between two domains. The capacity values are "trained" based on a set of proteins with domains assigned manually by experts. Tests on a separate set of proteins are done. Similar levels of decomposition performance are achieved on the training and the test sets.
We have implemented the algorithm as a computer program called DomainParser, using the C programming language. Our preliminary test results suggest that this network flow formulation of the problem have captured the essence of the basic principle used in the various domain decomposition methods.
Method
In this section, we first introduce a flow network representation of a protein structure, and also present an algorithm for domain decomposition, based on the network-flow algorithm by Ford-lldkerson (Ford & Fulkerson 1962 ). Then we describe the determination of parameters in the DomainParser program.
Problem formulation
A flow network is an undirected graph consisting of a set of nodes and a set of edges. A network has two distinguished nodes: a source s and a sink t. Each edge connects two nodes, and has a nonnegative capacity. An edge with zero capacity is equivalent to an edge that does not exist. For a 3D protein structure, we represent each residue by a node, and use an edge (between two nodes) to represent that the two residues are spatially close (i.e., within some cutoff distance). The capacity of an edge is defined so to reflect the packing between the two involved residues (more details in Parameter determination of this Section). s and t are two artificially defined nodes, which we will explain later. Figure  1 (a) shows an example of a flow network.
An s-t cut is a set of edges, whose removal leaves no path from s to t. For example, edges {(s, 1), (s, 2), (s, 3), (s, 4)} form an s-t cut in Figure 1 (a) .
A minimum s-t cut is an s-t cut that has the smallest total edge capacity. Edges {(1,5), (2,5), (2,9), (4, 8), (6, 7), (7, 8 )} form a minimum s-t cut in Figure 1 (a) .
A minimum s-t cut can be calculated by finding a maximum flow from the source s to the sink t, based on the maximum-jlow/minimum-cut theoreml (Ford & Fulkerson 1962) . In order to apply the Ford-Fulkerson algorithm2, we first convert an undirected graph to a directed graph by replacing each edge (u, v) by two directed edges, one from node u to node v and one from v to u and both having the same capacity of (u, v) . 1The~aximum-fiow/minimum-cut theorem states: the value of a maximum flow from s to t is equal to the minimum edge capacity across a partition of the network that separates s and t.
2Other algorithms can be used for the flow problem of an undirected network (Nagamouchi & Ibaraki 1992) . (Goldberg & Rao 1998) has the fastest maximum-flow algorithm for a directed network. But Ford-Fulkerson is easy to implement, and sufficient for our purpose. A set of values assigned to the edges of the directed network forms an s-t j?ow if they satisfy the following three conditions.
We use .f (u, v) to represent the flow value assigned to edge (u, v) and C(ZJ,v) the capacity of (U,u).
for each node u other than s and t, its total in-flow should be equal to its total out-flow. i.e.~f (%w) = 0, u where ZV means summing over all nodes.
The value of a flow f is defined as XV f (s, v) . The maximum s-t flow problem is defined to find a flow f that has the largest possible value. The maximum s-t flow problem can be solved by the Ford-Fulkerson algorithm (Ford & Fulkerson 1962; Lawler 1976 ).
Ford-Fulkerson algorithm
This section outlines the Ford-Fulkerson algorithm, as implemented by Edmonds and Karp (Edmonds & Karp 1972) . This particular implementation runs in 0(nrn2) time, where n is the number of nodes and m is the number of edges. We first introduce a crucial definition of the Ford-Fulkerson algorithm. For a given flow~, the residual capacity of an edge (u, v) is defined as
By the above definition of a flow, Cf (u, v) is always~O. Note that the residual capacity could be larger than the capacity since a flow could have a negative value (see the definition of a flow). In Figure 2 , we did not draw edges with zero residual capacity. The basic idea of the Ford-FMkerson algorithm is to repeatedly find a directed path p from s to t, consisting of directed edges (u, v) with Cj (u, v) > O; and then to increase the flow value f of each edge along p by the minimum value of Cf (u, v) of p (and also update the values of~ (v, u) to keep the skew symmetry). This procedure continues until no such a path can be found. Initially, we set all f values to zero.
Ford and Ftdkerson proved that this strategy finds a maximum s-t flow if all capacities are integral (Ford & Fulkerson 1962) . Edmonds and Karp further proved that if the directed path p has the smallest number of edges among all possible such paths, this algorithm runs in O (nrn2 ) time (Edmonds & Karp 1972) . Finding a path with the smallest number of edges can be done by doing a breath-first search of the network starting from the source s. By following this procedure, we can check that the value of a maximum s-t flow of the network in Figure 1 (b) is 26. Figure 2 (b) shows the network labeled with residual capacities when a maximum s-t flow is found. Apparently, there is no directed path that goes from s to t.
Given the residual network of a maximum s-t flow, one can find a minimum s-t cut by labeling all nodes that can reach the sin~t, as a set T, and labeling the rest of the nodes~s T. Apparently there is no directed edge from T to T since otherwise more nodes will be added_to T. This means that all the edges directed from T to T have zero residual capacity, and hence they form a minimum s-t cut. For the network of Figure 1 (b), the following edges form a minimum s-t cut: {(1,5),(2,5), (2,9), (6,7), (8, 11),(8, 12) , (8, t)}. It is easy to check that the total capacity of these directed edges is 26, which is equal to the maximum s-t flow value as expected. By removing these edges in Figure 1 (a) , we get a partition of the network and of the corresponding protein.
A careful reader may have noticed that the minimum s-t cut is not unique, i.e., there are more than one cuts that have total cross-edge capacity of 26. For example, {(1, 5), (2, 5), (2,9), (6, 7), (4, 8), (7, 8 )} and {(s,4), (1,5), (2,5), (2,7), (2,9), (3,4), (3,7)} also form minimum s-t cuts. The following section presents an algorithm that finds all minimum cuts of a network, based on the residual network of the Ford-Fulkerson algorithm.
Enumeration of all minimum cuts
Our enumeration procedure of minimum cuts consists of two components: (i) the enumeration of all "interesting" s-t networks for a given protein, and (ii) the enumeration of all minimum s-t cuts for a given s-t network. As mentioned before, both s and t are artificially introduced nodes, which serve the following purpose. The Ford-Fulkerson algorithm requires a source and a sink. If we choose two nodes directly from the network representation of a protein as the source and the sink, we may get a trivial and incorrect partition, i.e., a partition consisting of one of the two nodes and the rest of the nodes. To avoid this, we want to select two groups of nodes, collectively as the source and the sink. s and t are used to implement this strategy by connecting to the two groups of nodes, respectively, with infinitely large edge capacities. This will force each group of selected nodes to stay in one domain. The enumeration of all s-t networks is done using the following procedure. For each node u representing an exposed residue, add a source node s and create a directed edge from s to u and to each of the k residues that are closest to u spatially, where k is a parameter of the algorithm and its default value is set to be 30. Each of the added edges has a capacity of +m. For each fixed u, we go through all other exposed residues v. For each such residue v, we create a sink t and k + 1 directed edges from v and v's k neighbors3 to t. Similarly, all these edges have a capacity of +cm. We call u and w the extreme nodes. In the current implementation of DomainParser, we also require that the two extreme points should be certain distance apart and satisfy certain geometric and physical properties (more details in Parameter det ermination of this Section).
For each s-t network, we have applied an algorithm by Picard and Queyranne (Picard & Queyranne 1980) to enumerate all minimum s-t cuts. The basis of the Picard-Queyranne algorithm is the following observation.
For a given residual network R and its source s and sink t, a partition of R's nodes into two disjoint sets S and T gives a minimum s-tcut of R if and only if (i) S' contains s but not t, and
(ii) no node of T can be reached from any node of S, through the directed edges. The Picard-Queyranne algorithm gives an efficient way to enumerate all such S-T partitions.
We first introduce one useful concept for explaining the algorithm. A strongly connected component of a directed graph is a maximal subgraph such that every node of the subgraph can reach every other node of the subgraph through its directed edges. In Figure 2 (b) , the subgraph consisting of nodes {4,7} forms a strongly connected component, but the subgraph consisting of nodes {3, 4, 7} does not since node 3 can reach neither node 4 nor node 7. One simple observation about an S-T partition is that if S contains a node x then S has to contain the strongly connected component containing x. The same is true for T. So conceptually, we can treat a 3We require that there are no overlaps between s's neighbors and t's neighbors.
5.
enumerate all S-T partitions of the contracted network using the Schrage-Baker algorithm; 6.
for each S-T partition, replace each contracted node by the original nodes of R, and output it as a minimum s-t cut; 7. end Figure 3 : The contracted network of the residual network, where VI = {s, 1,2, 3}, V2 = {4, 7}, V3 = {8}, and V4 = {5, 6,9, 10, 11, 12, t}. A dh-ected edge is placed between two contracted nodes if there is a directed edge between a pair of nodes belonging to the two contracted nodes, respectively, in R. strongly connected component as one single node. Also for the purpose of finding all the S-T partitions, we can conceptually consider all nodes reachable from s (including s) as one single node, and all nodes that can reach t (including) as one single node. Figure 3 shows the network of Figure 3 (b) after conceptually contracting these nodes.
The enumeration of all S-T partitions can be done using the following procedure. We initially set S to be the contracted node containing s and T to be the contracted node containing t. Then we consider all possible ways to assign the other (contracted) nodes to S and T under one constraint -if a node is assigned to S then all nodes it can reach (through the directed edges) should be assigned to S. Schrage and Baker gave an efficient algorithm to enumerate all such S-T partitions (Schrage & Baker 1978) . The following lists all S-T partitions of . 3. S = {Vi, V2, V3} and T = {V4}.
Note that S = {Vi, V3} and T = {V2, V4} do not form an S-T partition as defined above since node V2 of T is reachable from node V3 of S. It is not hard to check that each of these partitions gives a different minimum s-t cut of the original network. In the post-processing step, different partitions are evaluated and ranked using more global properties (see Post processing of this Section). The following gives a pseudo-code of the Picard-Queyranne algorithm.
find all strongly connected components of R, and contract each into one node; 3.
find all nodes of R reachable from the source s, and contract them into on node; 4.
find all nodes of R that can reach the sink t,and contract them into one node;
The strongly connected components of a network (line 2) can be found in linear time using Tarjan's algorithm (Tarjan 1972 
Parameter determination
The DomainParser program consists of four classes of parameters: (a) parameters related to edge capacities, (b) parameters used for the selection of the extreme points, (c) parameters related to the stopping criteria of the decomposition process, and (d) parameters used for post-processing. Each of those parameters are determined in such a way to optimize the decomposition performance on a training set.
Our training set is selected from a set of 284 proteins collected by the authors of (Islam, Luo, & Sternberg 1995) , and it consists of 34 two-domain m-oteins. These 34 p~oteins are selected for the following~eason. Among the 284 proteins, 55 proteins have been used for performance testing by (Jones et al. 1998) . For the purpose of comparison. we decided to use these 55 m-oteins as our . test set, too, and hence excluded them from the training set. Also excluded from the training set are (1) protein structures with only C@ coordinates, and (2) proteins with domains consisting of less than 40 residues (PDB codes: lbbo, lcpca, lcpcl, and 4rcrh) . This leaves 34 two-domain protein chains4.
4The PDB codes of the 34 proteins: labk Iabma Iarb lcaua lcaub lcid ldri lfcla lglag lgssa lhila 1192 llgaa lmamh lomp loss lppfe lsbp 2cts 2er7e 2glsa 21iv 2sga 2snv 2tbva 3COX3gbp 4enl 4gpdl 4tsla 61dh 7aata 8abp 9rubb.
(a) Edge capacity determination.
Two atoms are said to be in contact if their distance is 4.0~or less. An edge is created between two residues if they have at least one pair of atoms in contact. We use the following to assign the capacity of an edge (u, v) . , v + k:, vwb + k:, uWfi, (2) where ku,o is the number of atom-atom contacts between residues u and v, k~,u is the number of backbonebackbone atom contacts between u and v, and k~,v = 1 if u and w form a backbone-backbone hydrogen bond, and it is O otherwise; Wband up are two scaling factors, which are to be "trained".
C(U, V) = ku
In training wb and wp, our goal is to find values for them so that the total number of residues assigned to the wrong5 domains is as small as possible under the constraint that the number of partitioned domains for each structure is two. The search for the "optimal" values is done using a procedure called the orthogonal array method (Sun et al. 1999) . To run this procedure, we need to set a range for each parameter, based on our preliminaryy decomposition results. This procedure starts with a coarse search grid, and gradually focuses on a reduced and finer search grid. It converges to local optima quickly. The following are the values we have obtained through training:
The selected extreme points are used as the "seeds" of domains to be identified. Different seeds may lead to different decompositions -that is the reason we want to go through many different seeds. We employed three rules to select three sets of extreme-point pairs from the top 5% of the farthest residue pairs in 3D space from the following sets: (i) all residue pairs in a structure; (ii) the residue pairs whose connecting lines are perpendicular (allowing 50-orientation deviation) to the line between the farthest residue pair in the structure; and (iii) the residue pairs whose constituting residues are on different sides of the minimal contact-density point along the sequence axis, where the contact density (Islam, Luo, & Sternberg 1995) at sequence position k for a structure of n residues is defined by x=,X=k+, dw w)
Overlaps are removed if different rules generate the same extreme-point pairs. The reason of using three different methods to obtain extreme points is to make sure that at least one set of extreme points are separated by the "true domains" (if any). We found this is the case in the proteins that we have studied.
5Here we consider the domains assigned by of these proteins, as the correct assignments. the authors (c) Stopping criteria for the decomposition procedure.
The domain decomposition procedure is stopped if each of the partitioned domains has less than 80 amino acids or none of the domain decompositions is acceptable according to the rules described in the following.
(d) Parameters for post-processing. Three parameters gm,~m, and lS are used in the post-processing step, for determining if a decomposed domain is consistent with the general characteristics of known domains. gm is a threshold for the compactness of a partitioned domain; fm is a threshold for the "size" of a domain interface relative to the "volume" of the domain; and 1. is a threshold for the number of residues per segment in a domain.
We have used the same search procedure as outlined above to find the "optimal" parameter values. The objective here is to find values of gm, .f~, and lS so that the number of structures that are partitioned into two domains is as high as possible (recall that our training set consists of only two-domain proteins). The following are the values we have obtained:
fm=O.46; ls =35.
Post processing
The post-processing step serves two purposes: (i) refinement of domain decompositions by the network flow algorithm, and (ii) ranking (or rejecting) decomposed domains.
It applies more global information about a domain to improve the quality of the domain decompositions.
(1) Decomposition refinement. Some short segments may '~dip" in and out of one domain while most of its flanks are in another domain, creating too many short segments in a domain.
If such a segment has less than 10 residues, we will re-assign it to the domain which contains its flanks. A similar rule is applied to a segment at the terminus of a protein sequence and with less than 5 residues in the domain. The decomposition refinement prevents too many segments in a domain, and is generally used by the other domain assignment programs.
(2) Evaluation of decomposed domains. Certain partitioned "domains" are simply not consistent with the general characteristics of a domain; and some partitioned domains look more reasonable than the others. Here we are using the overall geometric and physical properties observed from known domains to evaluate the partitioned "domains". DomainParser uses the following rules to reject a bad domain decomposition: At most one @-strand can be cut at the interface between each pair of domains; and a~-sheet can only belong to one domain; q A domain must be compact enough to satisfy the following (Helm & Sander 1994) (4) where i and j are any two atoms separated by at least three residues on the sequence. pi,j = 1 if the distance between i and j is 4.0~or less, otherwise pi,j = O; and n~is the number of atoms in the domain;
. The interface between two domains must be small enough to satisfy the following
q The number of segments in a domain, D, is not too many such that
where T(D) and s(D) are the numbers of residues and segments in a domain D, respective] y.
DomainParser ranks the partitioned domains which pass these rules. The basic idea used is to choose the domain decomposition with compact structure and small number of segments for each domain while having small interface across the two domains. We have used the following ranking function:
In DomainParser, the lower the q value, the higher the rank.
Results
Using the "trained" parameters, we have tested the performance of DomainParser on a set of 55 proteins, the same test used by (Jones et al. 1998 Table 1 shows the decomposition performance on the 20 two-domain proteins when we require the number of partitioned domains for each structure is two. On this et, the average agreement between the assignments by the authors of the structures and the assignments by DomainParser is 96.4%. Only 1 out of the 20 proteins (lwsyb) overlaps less than 85% with the literature assignments. Figure 4 shows four decomposition examples from this set. DomainParser runs efficiently. On a protein with 200-800 residues of 1-7 domains, it typically takes less than 30 seconds to accomplish the decomposition on a Sun workstation.
Discussion
DomainParser compares favorably to other existing programs. On the same test set of 55 proteins, Jones et al. found that the overall accuracy of the four existing methods ( (Helm & Sander 1994; Siddiqui & Barton 1995; Swindells 1995; Islam, Luo, & Sternberg 1995) ) varies between 67% to 76%. The overall accuracy of DomainParser is 78.2%. The main strengths of DomainParser are (a) that it does not rely on the topology of the residues (i.e., how residues connect with each other on the sequence), while the four existing methods use the topological information directly or indirectly; and (b) that Ford-l? ulkerson provides a rigorous and robust way of doing partitioning. Relying on only the geometric information, i.e., the contact densities within a domain and between domains, makes DomainParser more general and more robust. We expect that using the network flow algorithm as a partition technique will help us move one step closer towards reliable automated domain assignments.
Some of the discrepancies between our assignments and the ones in the literature may not necessarily indicate that our assignments were incorrect in these cases. It may simply be a result of the lack of precise definition of a structural domain, as pointed out by several studies (Taylor 1999; Wernisch, Hunting, & Wodak 1999) . Authors of different programs are trying to implement what they believe should constitute a protein domain. Figure 5 shows one such example. The Nterminus (residues 828-841 ) of lgpb packs closely on the thin-strand domain, and is assigned to that domain by DomainParser. However, the segment was assigned to the thick-ribbon domain in the literature, probably with the considerateion that it is a short segment (14 residues) topologically connected to the thick-ribbon domain. But we also found that many literature assignments of the other proteins allow such segments of 10 residues or more to appear in a domain (e.g., residues 1-10 in lppn).
A similar situation happens in determining the number of domains. The literature considers lsgt as a two-domain protein. However, given close interactions between the two domains, it can also be assigned as a single-domain protein (as assigned in SCOP (Murzin et al. 1995) ).
An interesting experiment we have done is to modify the parameters and the decomposition rules used in DomainParser.
We found that DomainParser can \ \ Other discrepancies between our assignments and the ones in the literature suggest possible ways for improvements. We found that most of the wrong assignments me caused by our rules of accepting or rejecting a partitioned domain. Inequalities (4) and (5) are too simple for enforcing the compactness of a domain and the tightness of the contacts between two domains. More studies will be done along this direction.
A computer server will soon be set up at our Web site to provide service for domain decomposition, using the code of DomainParser. DomainParser provides a confidence level for each assignment, based on the compactness of a domain and the tightness of the contacts between two domains. So users can decide if they want to accept a partition or not, based on the confidence level. The program also allows a user to interactively change the parameters of the program and to put constraints on the number of domains that a protein should be partitioned into.
