Abstract. Multiobjective evolutionary algorithm based on decomposition (MOEA/D) is a well established state-of-the-art framework. Major concerns that must be addressed when applying MOEA/D are the choice of an appropriate scalarizing function and setting the values of main control parameters. This study suggests a weighted stress function method (WSFM) for fitness assignment in MOEA/D. WSFM establishes analogy between the stress-strain behavior of thermoplastic vulcanizates and scalarization of a multiobjective optimization problem. The experimental results suggest that the proposed approach is able to provide a faster convergence and a better performance of final approximation sets with respect to quality indicators when compared with traditional methods. The validity of the proposed approach is also demonstrated on engineering problems.
Introduction
This study considers a multiobjective optimization problem (MOP) of the form minimize (f 1 (x), . . . , f m (x)) subject to c i (x) ≤ 0 i = 1, . . . , k l j ≤ x j ≤ u j j = 1, . . . , n
where x = (x i , . . . , x n ) is the decision vector, f = (f 1 , . . . , f m ) is the objective vector, c = (c 1 , . . . , c k ) is the vector of inequality constraints, l j and u j are the lower and upper bounds of the j-th variable, respectively. When solving a MOP, multiobjective evolutionary algorithms (MOEAs) attempt to approximated the Pareto set that rises from the conflicting nature of the involved objectives. In this process, MOEAs rely on three major mechanisms such as selection, variation and replacement. Most variation operators are adopted from single objective optimization by inserting existing mechanisms for producing offspring into a framework able to deal with multiple objectives. Parents selection and replacement are based on some fitness assignment scheme intended to emphasize and propagate promising individuals in the presence of multiple objectives. The convergence and diversity are two essential issues that must be addressed by the fitness assignment. The convergence refers to guiding the population towards the Pareto set. The diversity implies that a diverse set of solutions is maintained. In current state-of-the-art MOEAs, there can be distinguished three major approaches to fitness assignment.
A dominance-based strategy probably is the most frequently used one. It relies on the concept of the Pareto dominance and is usually combined with some diversity preserving mechanism [2] . Its advantage is related to the correspondence with the concept of optimality in multiobjective optimization. Though the performance of such mechanism severely deteriorates when the number of objectives is increased. Also, because the diversity is usually considered as a second sorting criterion, dominance-based MOEAs may face substantial difficulties in solving MOPs due to severe loss of diversity.
Indicator-based MOEAs employ quality indicators to assign fitness to individuals in the population [19] . The development of such MOEAs is based on the idea that it can be beneficial to explicitly optimize a measure that is used for algorithms comparison. Moreover, some quality indicators possess good theoretical properties and are Pareto compliant. The difficulty in their application arises from a high computational cost. In particular, a computational time of the hypervolume grows exponentially with the number of objectives. This significantly limits its applicability. Approximating the hypervolume requires trade-off between accuracy and complexity. The indicator based fitness assignment can also face difficulties in balancing the convergence and diversity.
Decomposition-based approaches aim at decomposing a MOP into a number of subproblems and solving them simultaneously. The decomposition can be based on the aggregation of multiple objectives into a scalarizing function using traditional mathematical techniques [14] . In such MOEAs, convergence is achieve by optimizing the corresponding scalarizing function whereas diversity is ensured by a well distributed set of weight vectors. MOEAs relying on scalarization usually works well on problems with a large number of objectives. The major advantage is their efficiency. Other MOEAs use directional vectors for associating individuals with the corresponding direction so that the diversity of population members is ensured [12] [13] . Decomposition-based approaches typically require a set of weights or directional vectors being provided in advance. Generating such set often is not an easy task, especially when the number of dimensions is high. Alternatively, the decomposition can be performed by generating a grid using polar coordinates [5] or by exploring the angles between population members in the objective space [4] .
MOEA/D is a representative state-of-the-art approach relying on decomposition by means of scalarization. MOEA/D associates each population member with a subproblem defined by a scalarizing function. In the end, individuals represent solutions to the corresponding subproblems. Neighborhood relations among subproblems are defined using the distances between the weight vectors. These relations are exploited during the search. Since its advent, MOEA/D has been increasingly investigated. This resulted in a number of different variants, including studies of different reproduction operators and improvements of its core framework. The effect of different scalarizing functions was studied in [7] . The results of this study suggest that a proper choice of scalarizing function is an important issue for the performance of MOEA/D. Another issue that heavily influences the search ability of MOEA/D is setting the values of control parameters. Mechanisms involving adaptation of control parameters during the search appeared effective in enhancing the performance of MOEA/D. Recently, it was shown that a better exploration of the search space can be achieved when performing replacement in the neighborhood of the subproblem that best matches offspring [16] . Another important issue in MOEA/D is an efficient allocation of computational resources between different subproblems [18] .
This study focuses on the MOEA/D fitness assignment mechanism. A new scalarizing function is suggested to guide the search, which is called a weighted stress function method (WSFM). The use of WSFM is motivated by its promising behavior as a preference articulation method [6] . The inspiration for WSFM stems from mechanics, namely from the stress-strain behavior of thermoplastic vulcanizates [1] . WSFM has particular characteristics that are different from traditional methods for scalarization. As experimental results suggest, MOEA/D with WSFM can provide better results when compared with state-of-the-art scalarization methods.
The remainder of this paper is organized as follows. Section 2 describes the MOEA/D framework. Section 3 introduces the WSFM for MOEA/D. Section 4 discusses the results of the experimental study. Finally, Section 5 presents conclusions of the study and outlines some possible future work.
Multiobjective Evolutionary Algorithm Based on Decomposition

Algorithm
The interest from research community and effort in improving the performance led to several variants of MOEA/D. As this study focuses on the fitness assignment, MOEA/D is considered with two different replacement variants. The first uses the mating pool. The second selects the most suitable subproblem to offspring and uses its neighborhood. In the following, this two variants are referred using notation from corresponding papers as MOEA/D [11] [17] and MOEA/D-GR [16] , respectively. The outline of MOEA/D is given as follows. Input:
} -approximation to the Pareto front.
Step 1 Initialization
Step 1.1 Read input parameters;
Step Step 1. 4 Randomly generate an initial population. Evaluate the population;
Step 1.4 Initialize a reference point, z, by setting
Step 2 Evolution For each i = 1, . . . µ do:
Step 2.1 Selection
Select mating pool:
B(i) with probability δ {1, . . . , µ} otherwise.
2. From P m , select parents for reproduction;
Step 2.2 Variation 1. Apply evolutionary operators on parents to produce offspring y; 2. Evaluate offspring.
Step 2.3 Update
Step 2.4 Replacement Select pool for replacement P r , set c = 0 and do the following:
, then set x j = y and c = c+1; 3. Remove j from P r and got to 1.
Step 3 If the stopping criterion is not met, go to Step 2. Otherwise, return Output.
Depending on the parameter settings, the above depicted algorithm defines one of the three MOEA/D variants considered in the present study. These were originally presented in [11] [16] and [17] .
Scalarizing Functions
MOEA/D decomposes a MOP into a set of single-objective subproblems by means of scalarization. Scalarization relies on a scalarizing function to compute a scalar value for the given objectives and weights. The choice of a scalarizing function is an important issue that greatly influences the performance of MOEA/D. Most scalarizing functions are adopted from traditional programming methods for solving MOPs [14] . Owing to the concern of the present study, frequently used scalarizing functions are briefly reviewed in the following.
Weighted Sum (WSUM)
The weighted sum method associates each objective with a weight and minimizes the weighted sum of the objectives. The scalarizing function can be defined as
The advantages of this method are that it does not need a reference point and the resulting scalar optimization problem is convex. The major shortcoming of this method is that it fails to find solutions in nonconvex regions of the Pareto front. Chebyshev (CHB) For a reference point z = (z 1 , . . . , z m ), the scalarizing function based on Chebyshev method can be defined as
This method belongs to the group of weighted metric methods that seek to minimize the distance between some reference point and the feasible objective region where the weighted L p metric is used for measuring this distance. The problem in (3) is obtained for p = ∞. This method can find solutions in convex and nonconvex regions of the Pareto front. The drawbacks are that it cannot distinguish weakly Pareto optimal solutions and does not provide a uniform distribution of solutions along the Pareto front.
Penalty Boundary Intersection (PBI)
The penalty boundary intersection method was suggested in [17] in order to generate a more uniform approximation to the Pareto front by MOEA/D. The scalarizing function is given by
where
The major advantage of this method is that it can provide a reasonably uniform distribution of solutions along the Pareto front. Though it comes at the cost of specifying the value of θ. Different settings of this parameter can heavily affect the performance of MOEA/D.
Constraint Handling
Real-world problems often involve constraints that must be satisfied. This study considers the constraint handling technique for MOEA/D presented in [9] , as it proved effective on a set of challenging constrained problems. This method relies on a penalty function, p, that is dynamically adjusted. For a given individual, the degree of constraint violation, CV (x), is estimated as
The value of p is computed on the basis of CV as
A threshold value, τ , is defined as
where s 1 = 0.01 and s 2 = 20 are scaling parameters, CV min and CV max are the minimum and maximum values of constraint violation in the current population. The penalty function encourages the exploration of both feasible and infeasible regions. The role of parameter τ is to control the amount of penalty. Thus, the fitness of the i-th population member is given as
3 Weighted Stress Function Method
Analogy with Rubber Elasticity
The weighted stress function method (WSFM) is inspired by the stress-strain behavior of thermoplastic vulcanizates (TPVs) [1] . These materials are a particular group of thermoplastic elastomers possessing high performance elastic and mechanical properties. Stress and strain are two different but closely related concepts. Stress is defined as force per unit area that can cause a change in an object or a physical body . Strain is defined as the amount of deformation experienced due to the application of stress. The relationship between the stress and strain that a particular material exhibits is displayed by the stress-strain curve.
A typical structure of a TPV consists of a very high volume fraction (0.40 < v p < 0.9) of fully cured elastomeric particles surrounded by a continuous thermoplastic matrix. The majority of experimental studies on this type of material show that the elasticity of the material increases when the volume fraction of the elastomeric particle is increased from 0.0 to 1.0. Figure 1 
Scalarizing Function
WSFM transforms each objectives, f i , into a stress, σ i , depending on the value of associated weight, w i . The WSFM problem seeks to minimize the largest stress associated with the given solutions. The scalarizing problem is of the form
The calculation of the stresses requires the normalization of the objective values so that they are in the range [0, 1] . This is done as
where f (w 1 , . . . , w m ), the stress σ i associated with the i-th objective is calculated as
To ensure that σ i does not assume infinite values, the extreme values of weights are projected as Figure 2 plots stresses for different weight values. High values of weights correspond to lower stresses. Also, it can be seen that there is a nonlinear relationship. Figure 3 illustrates contour lines for the different scalarizing functions referred above. In the plots, dashed lines show the directions of search. For CHB and WSFM, these lines correspond to the cases when the terms in the max function in (3) and (12) are equal. For bold dashed lines, the contour lines are depicted by bold solid lines. These lines divide the objective space into region with solutions located under these line being better than those in the other region. The contour line for WSFM is a line that is perpendicular to the direction of search. For the CHB approach, this is a polygonal line with the right angle. A polygonal line is also the contour line for PBI, though the angle depends on the value of θ. A unique characteristic of WSFM can be identified from the corresponding plot. Although the shape of contour lines is identical to CHB, in WSFM there are nonlinear lines that define the directions of search.
Computational Experiments
This section discusses the computational experiments carried out to investigate the performance of MOEA/D when using different scalarizing functions for fitness assignment. The experiments are divided into three different parts according to employed test problems and MOEA/D variants. These include state-of-theart test suites, problems with complicated Pareto sets and engineering design problems. For each problem, 30 independent runs of each MOEA/D variant are performed. The results are quantitatively assessed using the epsilon and hypervolume indicators, which are Pareto compliant quality indicators [10] . 
ZDT and DTLZ Problems
Problems from the ZDT and DTLZ suites are widely used for benchmarking MOEAs. Similarly to the study [17] introducing the MOEA/D framework, this study performs experiments adopting continuous ZDT and three-objective DTLZ1 and DTLZ2 problems. These experiments aim to test a genetic algorithm variant of MOEA/D-WSFM, which uses the SBX crossover and polynomial mutation for reproduction. MOEA/D is run for 300 generations with µ = 100. The other control parameters are T = n r = 10 and δ = 1. Table 1 summarizes the results with respect to the quality indicators. It is evident that MOEA/D-WSFM is the best performing variant. For the two replacement strategies, WSFM is only outperformed by CHB on the ZDT3 problem, whose Pareto front consists of five disconnected parts. This suggests that WSFM works better for continuous than disconnected shapes of the Pareto front. Figure 4 depicts the result with the best hypervolume obtained by WSFM for two-and three-objective problems having distinct characteristics. The presented plots show that adequate approximations can be obtained for different Pareto front geometries. Although WSFM loses to CHB on ZDT3 regarding the quality indicators, the Pareto front of this problem is adequately approximated as well.
Problems with Complicated Pareto Sets
Problems with complicated Pareto sets were introduced in [11] specifically for investigating advantages of MOEA/D. They were designed to resemble properties of real-world problems, such as complex nonlinear interactions between the decision variables. Several studies showed that decomposition based approaches are especially useful for handling such problems. The present study tests a differential evolution variant of MOEA/D-WSFM and its ability to deal with challenging characteristics of these problems. MOEA/D is run for 500 generations with µ = 300. The other parameter settings are δ = 0.9, T = 20 and n r = 2. Table 2 shows the results in terms of the quality indicators obtained by different MOEA/D variants. It is apparent that WSFM produces highly competitive performance. When the global replacement strategy is used, WSFM is only outperformed on LZ09 F6. This is a three-objective problem with a spherical Pareto front. The ability to deal with such Pareto front geometry was demonstrated in the previous experiments. Eventually, a larger population size may be needed to successfully handle this problem [11] . Overall, the obtained results further confirm a trend that was observed so far. Specifically, the performance of WSFM becomes more likely superior to other methods when the replacement is performed in the neighborhood of the best matching subproblem to the offspring. The reason is due to competitive characteristics of WSFM for preference articulation. As shown in [6] , WSFM can identify solutions better reflecting the decision maker preferences expressed by weights when comparing with traditional methods. As results of this study show, this is translated into a better correspondence between individuals and respective subproblems during the search, which can improve the MOEA/D performance. Figure 5 shows the evolution of the epsilon indicator on three challenging problems from the LZ09 suite. The plots in this figure illustrate that the use of WSFM not only allows obtaining approximation sets with better values of the quality indicators but also can provide a faster convergence during the generations. This feature is especially useful when handling real-world problems where function evaluations can be computationally expensive.
Engineering Problems
Analyzing the performance of different MOEAs on artificially constructed test problems is advantageous, as the Pareto sets and the properties of these problems are known. However, such problems often do not pose difficulties that are encountered in real-world applications, being frequently criticized due to this fact. To illustrate a practical relevance and validity of MOEA/D-WSFM, three engineering problems are selected from the literature for experiments. Two considered problems refer to the design of four bar truss [15] and welded beam [3] . Both problems involve two objectives and four design variables that are restricted by box constraints. In addition, four inequality constraints are associated with the design of welded beam. The third is car side impact problem [8] , which involves three objectives and seven variables as well as ten inequality constraints. Table 3 presents the results of the application of different MOEA/D variants to solving engineering problems. These results suggest that MOEA/D-WSFM performs the best on these problems regarding the quality indicators. This is valid for both replacement strategies. Figure 6 displays the approximations to the Pareto fronts with the best hypervolume values obtained with WSFM. The presented plots show that WSFM can effectively approximate the Pareto fronts for engineering problems. The obtained results demonstrate that WSFM not only exhibits a competitive performance on some test problem but also can be useful in practical applications. Also, WSFM can be successfully combined with a penalty function for handling constraints. This study suggested a new scalarizing function for MOEA/D, named WSFM. It is characterized by the stress function that performs a nonlinear mapping taking into account objective and weight values. This process is inspired by the stress-strain behavior of thermoplastic vulcanizates. The experimental results suggest that MOEA/D with WSFM can achieve a faster convergence and better final results with respect to quality indicators. WSFM works particularly better when the global replacement strategy is used. The validity of the approach is also demonstrated on some engineering problems, highlighting its practical relevance.
As future work, there are plans to investigate the performance of WSFM on other test and real-world problems, including those having a large number of objectives. Also, the development of an adaptive scheme for controlling the parameters in WSFM is a promising research direction.
