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The transient response of mid-gap absorption in a-Si:H to pulsed optical excitation is studied as a 
function of time (300 ns to 30 ms) and sample temperature (10-220 K) with use of probe wave­
lengths ranging from 0.75 to 5.5 fim. A numerical inversion process applied to the data gives the 
distribution of excess carriers in both energy and time. Analytical and numerical results describing 
the thermalization of carriers in an exponential bandtail have been obtained which agree well with 
the data. A detailed recombination model which includes both carrier release from the demarcation 
energy and direct tunneling to recombination centers is discussed in association with the experimen­
tal results along with a comparative analysis of spectrally resolved transient-photoluminescence de­
cays.
I. INTRODUCTION
The nature and density of states (DOS) in the gap of an 
am orphous sem iconductor determ ine the suitability of 
the m aterial as an optoelectronic device. The main 
reason for this is that the gap states, acting as traps and 
recom bination centers, determine the relaxation process­
es of photogenerated carriers. Conventional methods 
used for studying these processes are time-resolved pho­
toluminescence (PL),1,2 photoconductivity (PC),3-5 and 
light-induced electron-spin resonance.6 Photolum ines­
cence monitors a subset o f transitions that are radiative, 
PC follows a subset of photocarriers which have an ap­
preciable mobility, and from LESR one can learn about 
the photoinduced changes in the densities o f singly occu­
pied electron states. A lthough the technique of photo­
modulation (PM) on which our work is based has not 
been utilized as extensively as these m ethods,7 it does 
provide information not otherwise obtainable.8 Steady- 
state photom odulation spectroscopy, for example, gives 
the transition energies involving states in the gap. When 
pulsed excitation is applied, one can additionally study 
the time evolution of the total oscillator strength of the 
bands and relate it to carrier therm alization and recom ­
bination processes.
We have improved PM  measurements by incorporating 
into a single experiment both time and energy resolution 
which we have used to  obtain detailed inform ation about 
carriers trapped with the gap of a Si:H. As in the tran ­
sient PM  experiment,9 carriers are optically excited using 
a pulsed laser. After subsequent trapping in gap states, 
the carriers undergo a sequence of therm alization and 
recom bination steps. D etection of the num ber of trapped 
carriers is accomplished by the use of a second (probe) 
beam which measures the induced change in transmission 
(A D . As in the steady-state experim ent,10 information 
pertaining to the location of the carriers in energy is ob­
tained from the spectral resolution of A T / T .  We observe 
both shallow and deep trapped carriers with differing 
time dependences.
Due to the wealth of data this experiment provides, ex­
isting models of carrier dynamics proved to be too re­
strictive to  account for all our results although adequate 
agreement to various features of the data were obtained 
over limited ranges of sample tem perature. For example, 
above 100 K, the multiple trapping m odel11,12 describes 
the time dependence of total carrier recom bination from 
the bandtail. A t lower tem peratures, tunneling m od­
els13,14 provide reasonably accurate fits to the total decay 
as well as to  the shape of the distribution of carriers.
M otivated by these results and guided by the work of 
M onroe,13 we have pursued a theoretical analysis which 
treats tunneling and therm ally activated hopping as com ­
peting processes in a single unified model. The solutions 
obtained are based on simple assumptions and depend 
only on m aterial param eters. Excellent agreement to all 
the features of the data is obtained and the deduced m a­
terial param eters m atch values reported elsewhere. Some 
interesting conclusions pertaining to the influence of de­
fects on recombination have been drawn. A  com par­
ative analysis of spectrally resolved transient-photo­
luminescence data acquired under the same conditions as 
the PM  data provides valuable independent verification 
of our conclusions. In particular, this data proves that 
recombination between bandtails is dom inated by transi­
tions through defects ra ther than by direct tunneling.
The paper is organized as follows. Section II deals 
with the apparatus. Experimental results and their pre­
liminary analysis are presented in Secs. I l l  and IV. A 
theoretical description of carrier kinetics based on hop­
ping in exponential bandtails is given in Sec. V, dealing 
with both carrier therm alization and recom bination ki­
netics. The complete analysis of the experimental results 
based on the model introduced in Sec. V is contained in 
Sec. VI. The PL data and its connection with our PM  
data and theory are presented in Sec. VII. Final remarks 
and conclusions are stated in Sec. VIII.
II. EXPERIMENTAL TECHNIQUE
Transient m odulation of the sample’s absorption is 
produced optically using pulsed laser excitation. The ob-
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served changes in absorption (A a ) arise from the redistri­
bution of carriers within the gap states. A bsorption in­
creases when the occupancy of initial states is increased 
or the occupancy of final states is reduced and decreases 
below the dark level when the occupancy of initial states 
is reduced or the occupancy of final states is increased. 
These photoinduced absorption and bleaching signals 
thus provide information about the distribution of excess 
carriers trapped in the gap states.8 D etection of these 
changes is obtained by m onitoring, in real time, the rela­
tive change in transmission of a sub-gap cw probe beam. 
The apparatus used in these experiments (Fig. 1) differs 
from its predecessors10,15 in its ability to measure PM  de­
cays over many relatively narrow bands of probe wave­
lengths and in its 10“ 9 minimum detectable A T / T .  This 
is 103 times better than that previously obtained in the 
earlier wide-band experiments.
The inherent difficulty in obtaining good signal-to- 
noise ratios in these measurements arises from the loss of 
probe beam thoughput. This has been overcome by two 
approaches. The first is to  use pairs of long and short 
pass interference filters positioned at the probe source 
rather than using a m onochrom ator located in front of 
the detector.15 W ith this arrangem ent, the reduction in 
intensity occurs before the sample allowing the use of 
higher probe power while maintaining reasonably low 
sample illum ination.16 In addition, since the filters have a 
much wider passband than tha t o f a m onochrom ator, less 
light is lost. The sacrifice in resolution is not im portant 
in the case of a-Si:H since this m aterial does not exhibit 
sharp spectral structure.9,17
Twelve pairs o f filters are employed providing 12 par­
tially overlapping bands of measurement. Two probe
FIG. 1. Block diagram of the experimental apparatus.
sources and two detectors are needed to  cover the entire 
spectrum  from 5.5 to  0.75 f im .  For the shorter wave­
lengths, a tungsten filament in a halogen-filled quartz 
bulb in conjunction with a germanium detector is used 
while at longer wavelengths a liquid-nitrogen-cooled InSb 
detector and O pperm an source are employed.
The second approach to noise reduction involves the 
use of several dedicated preamplifier pairs, composed of a 
dc transconductance amplifier and an ac voltage 
amplifier. Each dc amplifier is designed to be signal-to- 
noise ratio optimized for a particular detector. F u rther­
more, the m easurement of transients has been divided 
into four overlapping time ranges in which each subse­
quent range has a dwell time which is 20 times larger 
than tha t of the previous range. The design of both ac 
and dc amplifiers is specific to  the bandw idth require­
ments of the time range for which they are intended. Sig­
nal transients are averaged over about 10* pulses and 
then transferred to  mass storage for later splicing on a 
logarithm ic time scale. Examples of the spliced decays 
obtained for all 12 energy ranges a t a sample tem perature 
of 150 K  are given in Fig. 2.
The fluctuations in the O pperm an source due to air
lo9|0(t)
FIG. 2. The upper figure shows the decay of the PM signal 
on a log-log scale measured at 150 K for six probe energy bands 
approximately 0.2 eV wide centered on 0.81, 0.87, 1.02, 1.08,
1.30, and 1.55 eV. The curves with the largest amplitude signal 
correspond to the lowest energies. The lower figure shows the 
decay of PM measured under the same conditions but using 
lower probe energy bands of 0.1 eV width centered on 0.71, 
0.66, 0.57, 0.46, 0.35, and 0.26 eV. Here, the higher-energy sig­
nals have the highest amplitude.
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currents limit signal-to-noise ratio a t long wavelengths. 
Long-term drift is reduced actively by sending a control 
signal derived from the output of the detector’s dc 
amplifier to the regulator while short-term  drift is re­
duced passively by shielding the source.
The pum p beam is obtained from a dye laser which is 
excited by a doubled Q-switched N d:Y A G  (YAG denotes 
yttrium-aluminium-garnet) laser. Final pulse duration is 
10 ns with a photon energy of 2.1 eV. The energy per 
pulse at the sample is 50 /z J /cm 2. The YAG repetition 
rate of 20 Hz is often too fast to allow for complete car­
rier relaxation. For this reason, a synchronously operat­
ed shutter is placed in the path of the pum p beam ena­
bling a selection of repetition rates given by 20/n  Hz 
where n =  1,2, . . . , 1 0 0 .  To synchronize all system 
events, we have devised the timing circuit labeled con­
troller in Fig. 1. It supplies pretrigger pulses to  the digi­
tizers, operates the shutter, and sends oscillator, lamp, 
and £)-switch triggers to the YAG. The average output 
power of the dye laser is stabilized by a feedback network 
which adjusts the delay time between 2-sw itch and flash- 
lamp trigger events in order to control output intensity 
according to an internally referenced error signal gen­
erated by the monitor.
Depending on the sample and its tem perature, a photo­
luminescence signal at 1 .1-1 .4  eV (Ref. 18) may accom­
pany the photom odulation signal. This is dealt with by 
placing additional filters in front o f the detector which 
m atch the passband of the first set of filters. In addition, 
an independent m easurement of the luminescence is made 
upon blocking the probe beam. This is then recorded for 
later subtraction from A T. A lthough a nuisance to pho­
tom odulation spectroscopy, transient-photoluminescence 
spectra do contain valuable additional information and 
have been studied in detail by others. We have measured 
PL using our apparatus under the same conditions as the 
PM  measurements so tha t a direct comparison can be 
made. This is done by removal of the probe beam and re­
location of the filters in front o f the detector.
III. EXPERIMENTAL RESULTS
Spectrally resolved transient photom odulation was 
measured on samples of high-quality (low-defect) un­
doped a-Si:H produced by Xerox Corporation and H ar­
vard University. The data reported here were obtained 
from a single 5-^m -thick film from the H arvard group 
deposited on sapphire by the glow-discharge method. 
Complete sets of spectrally resolved PM  decays were ob­
tained from this sample at tem peratures of 10, 80, 150, 
and 220 K. Examples of the results are shown in Figs. 3 
and 4 where we have plotted —AT / T  in the form of 
spectra at fixed time delays for the 10- and 220-K data, 
respectively. The dependence of —AT / T  on tem pera­
ture at 10 /xs after excitation is shown in Fig. 5. D ata ob­
tained from the other samples produced similar results.
Three onsets in absorption are observed in these figures 
corresponding to three distinct sets o f excess carriers 
trapped inside the band gap. The lowest energy onset 
occurs a t 0.15 eV and shifts to higher energy as time 
an d /o r tem perature increases. The energy of this transi­
tion indicates a bandtail to extended state transition.9
Energy (eV)
FIG. 3. This is an example of the time evolution of a PM 
spectrum measured at 10 K. Two positive onsets and one nega­
tive onset are present in which the low-energy onset is seen to 
have the most rapid decay.
According to  measurements of ir quenched LESR, transi­
tions involving the valence band dom inate.19 The shift in 
onset energy with time is due to  a com bination of 
therm alization and recombination processes whose rates 
are strongly tem perature dependent. N ote from Fig. 5 
that at 220 K  this signal is completely absent.
The second absorption onset, occurring at about 0.65 
eV, is believed to be due to  an excess o f electrons trapped 
on negatively charged dangling bond states (D ~ ) which 
absorb photons via transition to  the conduction band.20
0  0.4 0.8 12  1.6
Energy(eV)
FIG. 4. This set of spectra was measured at 220 K. Note the 
rapid disappearance of the low-energy band in comparison to 
the 10-K data of Fig. 3.
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Energy(eV)
FIG. 5. On this figure are plotted PM spectra at T —10, 80, 
150, and 220 K measured at the fixed time delay of 10“ 5 s fol­
lowing excitation. A clear separation of the absorptive PM on­
sets and their strong temperature dependence is observed.
FIG. 6. Diagram of states in the gap in which PM active 
transitions are shown. The solid lines correspond to the transi­
tions associated with an absorptive photomodulated signal 
while the dashed line corresponds to the transition which is re­
duced by excitation resulting in the bleached 1.06-eV signal.
These carriers are probably the same as those responsible 
for the 0.9-eV defect photoluminescence signal reported 
by others1,2,18 involving the radiative transition of an 
electron from to a valence hole. Both PL and our 
PM measurements show weak temperature dependences 
in both the shift and decay of this band. The temperature 
dependence of the PM decay is sufficiently small com­
pared to that of the trapped holes that, at high tempera­
tures, this band dominates. This is analogous to the fact 
that the defect PL can only be observed at high tempera­
tures1 where the bandtail PL signal is small enough so as 
to not obscure the defect band.
Finally, a negative absorption signal is seen to begin at 
about 1.08 eV. It is associated with the bleaching of the 
electron transition which has, as initial and final states, 
respectively, neutral dangling bond states (D°)  and the 
conduction band.21,22 This is consistent with our inter­
pretation of the second onset since an increase in D ~ im­
plies a corresponding reduction in D 0.20 Furthermore, 
the spread of the carriers in energy as deduced from the 
onsets is the same for both bands. The 0.43-eV difference 
between the two onset energies is due to the dangling 
bond correlation energy.8,23,24 A detailed comparison of 
the decay of the defect absorption and bleaching signals 
shows identical time dependences.25 Refer to Fig. 6 for a 
picture of the states in the gap in which the PM active 
transitions have been illustrated.
IV. DISTRIBUTION OF CARRIERS
It is not possible to determine the actual density of ex­
cess carriers trapped in the gap, however, a closely relat­
ed quantity proportional to the product of the density of 
excess carriers with the square of the transition matrix
element can be computed. This distribution will be re­
ferred to as the effective carrier density AneS(E). The 
connection between Anefr(£) and its PM spectrum at a 
fixed time is given by the linear relationship25
(A r /r ),o c  f * ' d E  Aneff( £ ) r , ( £ )  , (4.1)
where (A T /D , is the relative change in transmission 
measured in the ith energy range. The response functions 
T,(£) are the energy-dependent weight factors to be ap­
plied to Aneff prior to integration over the band gap. 
Each function takes into account the density of final (ex­
tended) states, and the spread of the ith filter’s passband. 
Assuming a square-root DOS for both the conduction 
and valence bands, r , (£) is explicitly given by25
r,(£)oc f  d ( hv ) GAhvJ F




where G, is the normalized filter transmission function 
for the ith energy range.
The problem to be addressed now is the inversion of
(4.1) for the distribution of excess carriers. Direct inver­
sion is not possible since AneS(E) is nonuniquely deter­
mined by the 12 discrete samples (A T /D , Constraints 
are required. The approach we use is to model the distri­
bution of carriers using parametrized functions.25 The 
parameters of the model are varied until a best fit is ob­
tained to the set of (A7’/7 ’)i. Since three onsets have 
been discerned from the spectra, we have chosen to use a 
superposition of three finite-extent functions for our mod­
el. Denoting the functional form of the distribution of 
carriers trapped on D ~ and D °  as p DB(E) and the func­
tional form of the distribution of bandtail holes as
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p m (E), the parametrized distribution of carriers is 
A neff(£ )=  A p m ((E —Ed ) / E 0)
+  5 p DB( ( £ ' - £ , ) / A £ )  
- C p DP( ( £ - £ 2)/A £ ) ,
Bandtail Dangling Bonds
(4.3)
where { A, B, C, Ed, E0, E l , E2, AE\  constitute the com­
plete set of adjustable parameters. We have chosen 
pDB(£') to be the Gaussian distribution and use for p BT(E) 
a function obtained by numerical methods applied to the 
theory of thermalization by hopping in exponential 
bandtails. This will be described in detail in Sec. V.
The formulation of the problem is to find the set of pa­
rameters which minimizes the square error,
(4.4)
to the experimental values of (AT / T ) t independently for 
each point in time and temperature. The numerical tech­
nique employed to search the eight-dimensional parame­
ter space for the minimum value of a 2 is the simplex 
method. The distribution obtained by this procedure for 
the 150 K data is shown in Fig. 7.
Taking into account all four temperatures, the fitting 
parameters Zs, and E 2 place the position of the DB ab­
sorption and bleaching signals at about 0.65+0.05 and
1.08+0.04 eV, respectively. Assuming uniform occupan­
cy of the dangling bonds, the width of these states is 
0.26±0.03 eV full width at half maximum (FWHM).
V. THEORY OF CARRIER KINETICS
A. Introduction
In this section we obtain analytical expressions which 
describe the time dependent distribution of excess car­
riers in an exponential bandtail following pulsed excita­
tion. This work has been motivated by the lack of such 
expressions in the literature although a great deal of 
theoretical and computational attention has been given to 
the problem.11-14,26 Many approximations have been 
made in order to achieve our results, the choice of which, 
and their justification, is based on the condition that 
agreement with the data be maintained.
B. Thermalization
We begin by considering the thermalization of none­
quilibrated carriers in a system of localized states. The 





0 6 I 2
Energy (eV)
FIG. 7. Three-dimensional representation of the distribution 
of trapped carriers as a function of logarithmic time (increasing 
out of page) and probe energy (increasing to the right) recon­
structed from the 150-K data.
where g , ( f )  is the probability that state i is occupied at 
time t and wtJ is the pair transition rate between an initial 
state / and a final state j .  The neglect of the second-order 
terms which appear in the general master equation as­
sumes that the average occupancy of states is small. 
(This is justified later.) The integral form of this equation
is25
qi{ t ) = q i(0)si( t ) +  2  Wji f d t ’qj i t ' tej i t  — t') , (5.2)
where st(t), given by
s,-U) =  exp (5.3)
is the probability that a carrier survives in state i for a 
time interval t.
The dependence of the survival probability s, U) on the 
energy of the site is of particular importance to the 
remaining discussions of this section. We will evaluate
(5.3) in a statistical sense by integrating over all possible 
positions and energies of the final states j  weighted by the 
probability / >(r1, . . . , tn \ E x, . . . , EN ) of their oc­
currence. This process will incorporate into the survival 
probability associated with a state all that is known 
of its surroundings. Symbolically, the operation of con­
figuration averaging is expressed as
 ^ hj}  =  f d3r i ' ' ’ f d ^ f d E t  ■ ■ f  dENP ( i \ , . . , r N-,E{, . . . , E N ) , (5.4)
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where each subscript corresponds to a particular state of 
the subsystem. Since we will be dealing with distribu­
tions which are spatially homogeneous, the configuration 
averaged s, U) can only depend on the state’s energy and 
not its position. Dropping the subscript i in favor of the 
continuous variable E, the definition of the survival prob­
ability S{E, t )  in the continuum limit is
(5.5)
where w, ■ has been replaced by its continuum equivalent 
W(rj , E —E j ) and rj is the distance to site j.  Due to a 
lack of correlation between the arrangement of states, P 
can be factored into the product of N  identical probabili­
ty distributions as
P (r „ . . .  , tn \ E u . .  . , E n )
= p ( r i , E i )p(r2, E 2) ■p(rN, EN> (5.6)
This decouples the N  sets of integrals into the product of 
N  equal factors expressed by
S ( E , t ) =  [ j V r  f  dE'p(r ,E' )e- W U , E - E ’)t (5.7)
which displays the nature of S' as arising from the proba­
bility a carrier survives transition to N  independent and 
equally distributed parallel channels.
In order to evaluate (5.7) it is necessary to take the lim­
it as N  —► oo and let the volume over which the space in­
tegral is performed to become infinite in order to keep the 
density of states n0= N / V  finite. To utilize this limit, 
note that the time derivative of (5.7),
d S( E, t ) / d t  =  - S {N~ X)/N(E,t)
X f d 3r f  d E ' N p ( r , E ’)
X W ( r , E - E ' ) e - W{r'E- E,)' ,
(5.8)
Thomas et al., in conjunction with tunneling transitions 
between randomly distributed donor-acceptor pairs.28
The pair rate function W( r , AE)  appearing in (5.10) is 
assumed by most authors13,14,26 to have the following ex­
ponential dependence on distance and energy separation:
W ( r , A E ) ^ v 0e - 2r/ae ~ e(tiE)6‘E/kT (5.11)
The unit step function 0 ( AE)  restricts the energy depen- 
lence to upward ( T) transitions only. Thus, downward 
(4) transitions go at a rate which is independent of the 
energy lost whereas t transitions are slowed down by the 
need to acquire energy from the lattice. The parameter a 
corresponds to the localization length of the larger wave 
function involved in the transition. The prefactor v0 con­
tains all the other factors which determine the fundamen­
tal rate of the transitions. For radiative transitions, the 
value of 108 Hz is typical,18 and for nonradiative transi­
tions, values between 1012 and 1013 Hz are favored.3,11
C. Thermalization in exponential bandtails
The appropriate density of states for an exponential 
bandtail is one which is spatially isotropic and exponen­
tially decreasing into the gap. Thus we have
_r  /p
G(T,E) =  (n0/ E 0 )e ° =  n0g( E)  , (5.12)
where E 0 is the width of the tail, n0 is its total density of 
states, and g( E)  specifies the exponential shape of the 
tail. The energy scale used here is positive in the gap and 
zero at the mobility edge.
Analytic evaluation of the integrals in (5.10) require 
only that the functional form exp( —e ~ z) can be approxi­
mated by 0(z)( 1 — e ~ z). During the course of the evalua­
tion it becomes natural to introduce the logarithmic time 
parameter x = ln (v 0() and the dispersion parameter 
a =  k T / E 0. In terms of these new parameters, the result 
of the calculation gives
contains a power of S(E, t )  which becomes unity as lnS (E x ) =  ■
N  —>■ oo. Upon replacing Np(T,E' )  by the volume-energy 
density of states G( i , E' )  one arrives at
-Nbte
- E / E ,
° F ( X )  , (5.13)
d  lnS ( E , t ) / d t  =  - f d 3r f  dE'G(r ,E' )
X W ( r , E  - E ' ) e - mr 'E- E"n ,
(5.9)
which can immediately be integrated back over time to 
obtain
InS (£ ,/ )=  — J  d 3r f  dE' G(r , E' )
X ( 1  _ e - m r , E - E ' ) t )   ^ (510) F l lx) =
This is a generalization of a result originally obtained by and
where N bl= n 0n a 3 is a measure of the number of states 
per wave-function volume and the combined factor
— E  / E
N u e 0 is the number of states per wave-function 
volume which are energetically below E.
The time dependence, governed by the function F ( x ) ,  
is comprised of two contributions. The first, F H x ) ,  in­
volves only I transitions, and the second F \ x ) involves 
only t transitions. Explicitly, these are25
e x, x  <0
l + x  + x 2/ 2 + x 3/6,  x > 0 (5.14)
Tr v i -F ' ( x )
\ aex/ ( l — a),  x  > 0
I Ae ax—B 0 — B xax  —B 2(ax)2/ 2 —B }(ax)3/ 6, x  <0
(5.15)
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where
A = 1 / ( 1 —a ) + l  +  l / a  +  2 /a 2+ l / a 3 , 
fl0= l  +  l / a  +  2 /a 2+ l / a 3 ,
B x — \ / a  +  l / a 2+  1 /a 3 ,
B 2 =  2 /a 2+ l / a 3 ,
•B3 =  l / a 3 .
The total F(x)  is obtained by summing the above two 
contributions together;
F (x) =  F i(A:)+FT(x) . (5.16)
It can be verified that as T  —>0, F{ x) - +FHx) .
An interesting behavior of the survival probability is 
brought out by noting that according to (5.13) the depen­
dence of 5  on E  and x  involves the product of a function 
of E and a function of x  only. This allows S( E, x)  to be 
cast into the form
S ( E , x ) =  exp(- e ~ [E~EdM]/Eo) ~ m E  - E d(x))  ,
(5.17)
where £ d(jc)=2?0ln[iVbt7:’(jc)]. Physically, Ed is a 
demarcation line between those states which have already 
released their carriers and those which have not yet done 
so just as it is in the multiple trapping model.11,12 As 
time progresses, Ed monotonically shifts into the gap. 
Figure 8 shows curves of Ed versus x  for various a.  At 
long times, two simple limiting forms of Ed(x) emerge for 
small13 and large11 a. These are
Ed( x ) = E dln(Nbt/ 6 )  +  3E0\n(x) for a  =  0 , (5.18)
and
Ed( x ) = E 0ln( A N bt) +  kTx  f o r a > { . (5.19)
The first involves 1 transitions whereas the second in­
volves only t transitions.
An important question to consider is how the releases 
are divided between T and 4 transitions. It turns out that 
prior to a particular time xs (similar but not the same as 
the segregation time ts defined by Monroe13), carriers 
prefer I transitions over T ones. After xs, the reverse sit­
uation is true. To illustrate this mathematically, we need 
to first introduce the conditional transition rates R HE,x)  
and R HE,x)  corresponding to the t and 4 rates for a 
carrier leaving a state at energy E  given that it has al­
ready survived for a time x. The probability the carrier 
survives against an T transition for a time x  and then un­
dergoes an T transition in the interval dx  is just — d S \  
Inclusion of the probability it survives any transition is 
obtained by multiplying this with the probability S 1 that 
it also survives against a I transition. Upon normalizing 
this result to the total survival probability S = S XS 1 we 
arrive at
„ t, „  , d ln S T(£,;t) , ni l T , , d \ n S l (E,x)R ' ( E , x ) = --------:--------  and R l ( E , x ) =  —-----------------  .
dx dx
(5.20)
Of course, the net conditional transition rate, obtained by 
adding the above rates, as required gives
d[  ln 5 T(£ ,x )+ ln 5 i (£ ,x )] 
dx
_  d l n [ S H E , x ) S l (E,x)]  _ _  d l nS( E, x )  
dx dx  ’
(5.21)
Upon setting the individual rates of (5.20) equal to each 
other, the transcendental equation
d FHx ) / d x  —dF^x / d x
is obtained whose root defines the segregation time xs. 
The numerical solution is plotted in Fig. 9. In the region
R(E,x)--
FIG. 8. Theoretically predicted shift in demarcation energy 
as a function of x =  ln( v0t) for various values of a =  k T /E 0.
i / a
FIG. 9. Theoretically predicted segregation time plotted as 
-Xv =  ln(v0fs) vs \ / a  =  E0/kT  defined as the time in which the 
upward and downward release rates are equal.
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of a >  j ,  T transitions always dominate (i.e., ts = 0 ). This 
result is obvious when one considers that for a  =  \  the 
number of available higher energy states, determined by 
the product of the rate factor e ~AE/kT with the exponen­
tially increasing DOS, exactly matches the available DOS 
of lower states. This leads to the important conclusion 
that for T > T 0/ 2  the standard treatment of  M T  (Refs.
11, 12, and 26) involving the extended states above the mo­
bility edge must be used.
D. Recombination
Recombination can occur by direct tunneling of an 
electron in the conduction-band tail to a trapped hole in 
the valence-band tail or may proceed via an intermediate 
state located deep in the gap in which either the electron 
will trap first followed by hole capture or vice versa. 18 
According to Shockley-Read theory the latter recombina­
tion process is monomolecular with a time dependence 
which is governed by the slower of the two capture 
rates.29 As will be seen in the next section, the data indi­
cate a monomolecular process rather than a bimolecular 
one over the range of experimental times and excitation 
intensities. Bimolecular recombination is indicated at 
shorter times due to the nonlinear dependence of the car­
rier density on excitation intensity measured at the earli­
est time,25,30 although as will be pointed out later, disper­
sion can also account for this effect.
Inclusion of a monomolecular recombination mecha­
nism is formally achieved by appending onto the master 
equation (5.1) an additional term which contains the tran­
sition rate to recombination centers. In the monomolecu­
lar case, this produces
dqi(t)
—^ — = ’S,Wj iqJ( t ) - q i{t) (5.22)
where fe indexes recombination centers. The additional 
number of possible transitions provided by recombination 
will decrease the overall survival probability of the car­
riers against release by a multiplicative factor S'  equal to 
the survival probability against direct recombination. 
This is in analogy to the rule S = 5  TS
Since the recombination centers, like the bandtail 
states, are randomly distributed in space, the results ob­
tained in the calculation of S are applicable to S'. In this 
case, however, only FHx)  contributes since all recom­
bination transitions are downwards in energy. Likewise, 
the number of recombination centers below any given 
bandtail state is independent of the state’s energy. From 
these considerations, one obtains the energy independent 
recombination probability through
ln S '(x )= -A rrcF i(x (5.23)
where N [C is the number of recombination centers con­
tained within the volume of the larger wave function of 
the two states involved. The total survival probability S T 
against both intrabandtail and recombination transitions 
is then
S r ( E , x ) = S ( E , x ) S ' ( x ) (5.24)
It is apparent from this relation that the survival proba­
bility is reduced uniformly in energy. This in turn leads 
to the important conclusion that the demarcation energy 
is not affected by recombination. The origin of this result 
traces back to the linear form we have assumed for the 
master equation in which saturation effects are ignored.
We begin now the calculation of the decay of the total 
carrier population due to losses by recombination. From 
the point of view of a recombination center fe, the rate at 
which carriers are arriving from the bandtail is
dqk( t ) / d t = ^ qi{t)w'ik . (5.25)
A new quantity r,(f), defined as the negative change in 
q((t) due to bandtail departures only, is given by the 
second term in (5.22) as
ri(t) =  qj(t) (5.26)
Using this as a definition of qt(t), the expression for the 
total recombination rate obtained by summing (5.25) over 
all recombination centers k takes the form
d N ( t ) / d t  =  ^  Viri M  , (5.27)
where, by conservation of carriers, —N ( t ) may be inter­
preted as the total number of carriers remaining in the 
bandtail at time t and
Vi
k
2 w/ j + I  wlk
(5.28)
is the efficiency of recombination relative to all other 
transitions.
The next step is to configuration average 17 around an 
arbitrary energy E. Because correlations between the 
numerator and denominator may be important it is not 
sufficient to average them separately. The trick to deal­
ing with this problem is to reexpress (5.28) as
Vi exp 2  wlk exp
k
2 > , *
k
(5.29)
and then configuration average over the j  and k states in­
dependently. This results in the energy-dependent 
recombination efficiency
V( E ) = -  f  dS'S(E,x)  . (5.30)
The appropriate form of S( E, x)  to use, for reasons which 
will be obvious later, is that for I transitions only. Upon 
integration of (5.30), one obtains exactly
N„
N rc+ N h.e
- E / E . (5.31)o
which has the intuitive meaning that the probability a 
carrier at an energy E  makes a transition to a recombina­
tion center, rather than retrapping at a lower energy, is 
just the ratio of the effective density of recombination
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sites to the total effective density of all sites below E.
By taking (5.27) to the continuum and infinite volume 
limit, the integro-differential equation
d n ( x ) / d x  =  — J*dE rj(E)n(E,x)R (E,x)  , (5.32)
relating the total carrier density ti {x) to the carrier densi­
ty distribution n(E,x) ,  is obtained where R (E ,x ) ,  as the 
continuum version of r,(f), specifies the distribution of 
release rates per carrier. The physical interpretation of
(5.32) is that the number of carriers lost between x and 
x + d x  is given by the product of the number of carriers 
released in this interval multiplied by the fraction which 
recombine, integrated over all energy. The release rate 
R (E,x)  has already been defined in terms of S by (5.21). 
Substitution of S T for S  into this definition gives
R ( E , x ) = - ~ l n S ( E , x ) - - ^ - l n S ' ( x )  . (5.33) 
dx dx
The first term involves only those carriers residing near 
Ed while the second term is uniformly contributed to by 
all carriers.
In order to solve (5.32) for n (x) it is necessary to make 
some assumption about the distribution of n(E,x) .  The 
simplest way to do this is to remember that
S ( E , x ) ~ Q ( E - E d(x)) . (5.34)
Taking this to be exactly true implies that the density of 
carriers has to be given by
n (E,x) =  n ( x ) g ( E - E d(x))Q(E  - Ed( x )) , (5.35)
corresponding to a uniformly occupied bandtail up to the 
demarcation energy. Note that n(E,x)  is properly nor­
malized in the sense that J d E  n(E,x) =  n(x).  Substitu­
tion of (5.34) and (5.23) into (5.33) gives
R  (E,x)  =  8 ( E - E d( x ) ) - j - ( E d / E 0) + N rc dF^ {x) , 
dx dx
(5.36)
where the first term corresponds to the releases at the 
demarcation energy due to bandtail thermalization and 
the second term gives the energy-independent release rate 
introduced by the presence of recombination centers. 
Note that it is not correct to assume that releases of the 
first type end up retrapping and those of the second type 
recombine. There is always the possibility that a recom­
bination center lies closer than the nearest trap and vice 
versa. This is exactly what tj(E) takes into account. 
Furthermore, a carrier which is released upwards from 
Ed may very well execute multiple hops before it is either 
retrapped below Ed or undergoes recombination. Still, 
given that its inevitable outcome is one or the other, the 
efficiency remains the same.
As a first approximation, valid for the case of a low 
recombination center effective density, we will ignore the 
second term of (5.36). In this situation of releases from 
the demarcation energy only, (5.32) in conjunction with 
(5.35) gives
- j - \ n ( n ) =  —T](Ed )-^- (Ed / E 0) . (5.37)
Using the definition of r/iE) in (5.31), a separable 
differential equation is obtained which integrates easily 
with respect to e d 0 giving
0 U )  =  [l+ (A rrc/ATbt)e £‘'U>/£:° ] - i  , (5.38)
where Q(x)  — n [ x ) / n (  — cc) is the fraction of the num­
ber of initial carriers remaining, alternately interpreted as 
the survival probability against recombination. Thus the 
time dependence of the decay is completely specified by 
the already known function Ed(x). In Fig. 10, graphs of 
InQ versus x  are plotted for various a.  According to
(5.18) and (5.19), this has the low- and high-temperature 
limiting forms valid for t » 1  /v 0 given by
C (f ) =  [ 1 — (N rc / 6 ) ln3( v0t ) ] ~ 1 (5.39)
and
Q(t)  =  [ \ + ( t / t 0 )a] ~ x where t0= v ^ (  A N rc)~Wa .
(5.40)
The similarity of these expressions to those obtained from 
energy-independent hopping31 and multiple trapping11,12 
imply that this is a general model which contains as tem­
perature limits both hopping and multiple trapping 
features.
E. Recombination by direct tunneling
We will now consider how these results are modified by 
the inclusion of the direct release bandtail carriers to a 
fixed number of recombination centers. Since (5.32) im­
plies that InQ is linear in R,  the general expression for 
InQ is composed of the sum of two contributions which 
we will write as \nQT — \nQ +\nQ',  where InQ is as previ-
X
FIG. 10. Log-log plot of the total probability a carrier does 
not recombine as a result of an upward release vs time in the 
case of monomolecular recombination for various a where 
a =  kT / E 0.
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ously defined and InQ' contains the contribution of the 
additional releases. Thus we have the general result that
Q t ( X )  =  Q ( x ) Q' ( x ) , (5.41)
with the meaning that the probability a carrier survives 
against recombination is given by the probability it does 
not recombine by release at Ed and does not undergo a 
direct recombination.
The calculation of ]nQ’ as prescribed by (5.32) is 
straight forward. Upon performing the integration over 
energy and rewriting the differential in x  as one in F 1, 
one obtains
l n Q ' = - N [cf  d F ^ l n d  +  l / f c )  , (5.42)
where <& =  (N rc/ N bt)e~“.... ~°. At long times (<t>»  1)
the integrand becomes unity so that the integral itself be­
comes simply F ^ xJ  +  const. The total long-time decay 
then has the form of
QT{x) =  Q(x)Q'(x)  & Q(x)e
- N F H x)
(5.43)
valid for Ed » E 0\n(Nbt/ N rc) as implied by <J>»  1. Fig­
ure 11 shows graphs of lnQ' versus x for various N rc. In 
terms of real time this becomes




a(t)  =  N n ln(v0f)
ln(v0?) ln2( v0f) 
+  1 +  — ^ 7-----
(5.45)
in which Q'(t) has the form of a power-law decay whose 
exponent increases slowly with time. The fastest decay 
we had before, as specified by (5.40), behaves like t ~ a
FIG. 11. Log-log plot of the total probability a carrier does 
not recombine by direct tunneling vs time for various 
a  = k T / E 0.
where a  is constant. This means that at sufficiently long 
times, all decays will be governed by the time dependence 
of Q'. Thus we arrive to the conclusion that in the 
monomolecular case, recombination by direct tunneling 
dominates at long times.
F. Bimolecular recombination
The time dependence of carrier decay in the situation 
where bimolecular recombination kinetics holds will now 
be discussed. Unlike the monomolecular case, the num­
ber of recombination centers is not constant in time. One 
must use the nonlinear master equation
dn: / d t  =  2  Wjinj( 1 — n ,) — ^  wijni (1 —n^
i  j
(5.46)
where n, =  1 or 0 depending on whether state i is occu­
pied or not. The average of n, over an ensemble of identi­
cal systems with similar conditions, n ^ q i t ) ,  is the prob­
ability of finding a carrier in i at t. Terms like «, (1 — n; ) 
give the joint probability that i is occupied and j  is empty 
at t. Thus the factor « ,(1 — nk ) appearing in the recom­
bination part of the master equation corresponds to the 
joint probability that state i is occupied by an electron 
and state k is occupied by a hole. Since the number of 
electrons and holes are taken as equal, the recombination 
rate is always second order in carrier density. This is the 
definition of bimolecular kinetics. 10
We will begin by ignoring possible statistical correla­
tions in « ,( 1 — nk ) so that the simpler form qi{t)qk(t) may 
be used where qk(t) is to be interpreted as the probability 
with which state k is not occupied. When this is carried 
through in the analysis of recombination due to carrier 
release from the demarcation level only, it is found that 
the efficiency function tj must be modified to the time- 
dependent form
7] (E,x)- n (x)
n (x) +  y n 0e
- E / E „ (5.47)
where y  is the ratio of the effective wave-function 
volumes for tail-tail transitions to that for recombination 
centers and, as such, is a measure of the relative strength 
of the two .25 The difference between (5.47) and the 
monomolecular version (5.31) is that as time progresses, 
the recombination efficiency is reduced due to the disap­
pearance of recombination centers.
Paralleling the treatment of the monomolecular case 




n (x) +  y n 0e F-d /Eo dx
(EH/ E n (5.48)
E dU ) / E 0
The substitution <I>(x) =  [n ( — oo ) / y n 0]e for the
independent variable x  and Q = n  / n (  — oo ) for the 
dependent variable n results in the simpler differential 
equation
d Q / Q  +  (<!>dQ+Qd<P) =  0 (5.49)
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which is exact if the independent variable is taken to be 
Q<P. The solution for Q in terms of Q<t>, is given by
lnQ + ( 2 <1> =  0 , (5.50)
which is transcendental with respect to Q and <1> indepen­
dently. Figure 12 contains graphs of InQ versus x  for 
various a  obtained by numerical solution of (5.50).
The case of bimolecular recombination by direct tun­
neling has already been treated by the distant pair model 
(DPM ).31 In the language of this section, the problem 
DPM solved is equivalent to the solution of (5.46) with 
the intraband transitions removed:
dni / d t  =  — 2  Wiknj(\ — nk ) 
k
(5.51)
Since each transition corresponds to a recombination, as 
many carriers are lost from the k states as are lost from 
the / states. The lack of intraband transitions means that 
carriers cannot diffuse. At first nearest neighbors recom­
bine, but as time progresses and the number of carriers 
becomes fewer, the average separation between carriers 
increases thus slowing down the rate of recombination. 
The usual averaging process applied to (5.51) yields the 
continuum equation for Q(x),
dQ  =  — N Q 2d F l , (5.52)
where N  is the initial number of carriers per localization 
volume. The appearance of Q 2 in determining the rate 
reflects the bimolecular nature of the process. The solu­
tion of (5.52) is
e U )  =  [ l + j V ^ lU )] - l (5.53)
which, by coincidence, has the same time dependence as 
recombination by release from Ed at T =  0. Equation 
(5.53) is more precise than Dunstan’s solution31 in that it 
is valid at short times as well as long times. It is also pos­
sible to solve (5.51) under the conditions of complete 
redistribution. In this case, (5.51) is averaged first and 
then solved giving the nondispersive solution
e ( f )  =  [l+ A r(v 0f)]- (5.54)
In general, the actual decay will take on an intermedi­
ate behavior progressing to pure dispersive behavior as 
the carriers settle in the tails. The contribution to the 
overall decay due to direct tunneling in the bimolecular 
regime is then a time dependence which slows with time 
in the sense that a log-log plot of Q ( x ) versus x  will have 
positive curvature. Contrast this behavior to the negative 
curvature decays of the monomolecular case. In con­
clusion, the characteristic which identifies the reaction type 
for  recombination by direct tunneling is the sign of  the cur­
vature of  the decay as seen on a log-log plot o f  Q versus t.
____________________________________________________ I
FIG. 12. Log-log plot of the total probability a carrier does 
not recombine as a result of an upward release vs time in the 
case of bimolecular recombination for various a =  k T / E 0.
G. Distribution of carriers
The nonequilibrium distribution of carriers in the 
bandtail is determined in detail from Eq. (5.2), which 
gives the probability of finding a carrier on site i at time t. 
in the continuum and infinite volume limit this becomes
Q(E, t )  =  Q(E,0)S(E, t )
+  N btg(E)  f  dt'S (E,t  —t')
X f  dE'Q(E' , t ' )
X W ( E - E ' , t - t ' )  , (5.55)
where as before, g (E) is the normalized exponential 
DOS, N bt is the number of bandtail states per localization 
volume, and S(E, t )  is given by (5.5). As can be verified 
by substitution of (5.3) into (5.2) for s,(f), the definition of 
^ ( £ , f ) i s
W ( E , t ) = ( w p e' (5.56)
The term inside the angular brackets gives the rate at 
which a carrier trapped on j  makes a transition to i and 
does not return to j  in the time interval t. Performing the 
configuration average over a spatially random distribu­
tion of states j  of energy E  gives
W ( E , x )  =
vne E/kTe [ ! + ( *  - E / k T )  +  (x - E / k T )2], E  > 0  and * > E / k T  
E >  0 and x < E  / k T
* ( l + x + x 2/2) ,  £  < 0 and x > 0 
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where again we have used the logarithmic time variable 
x  =  ln(v0f).
The integral equation (5.55) is solved for Q(E,t )  nu­
merically by successive approximation assuming an ini­
tial distribution of trapped carriers Q{E,  0) which follows 
the shape g (£ ) of the exponential DOS. The actual value 
of the tail width E 0 need not be known at this point since 
it only appears as E / E 0. We found that, at times long 
enough for the transient term to decay, a time- 
independent shape is obtained whose position in energy 
shifts with the demarcation energy calculated earlier. 
This asymptotic distribution is the function 
pbt((E —Ed ) / E 0) used in Sec. IV. Examples of this 
distribution are given in Fig. 13. A reasonably good 
analytical approximation to this distribution is 
pbt(u) =  } e _2“/3exp( — e ~ 2u/3). This has the same form 
as that arrived at by Dunstan and Boulitrop32 but with a 
width which is greater by a factor of y.
VI. COMPARISON OF THEORY AND EXPERIMENT
A. Introduction
According to the results of Sec. V, the distribution of 
bandtail carriers in energy, time, and temperature is com-
E/E0
E /E0
FIG. 13. Computed distribution of carriers trapped in an ex­
ponential bandtail as a function of energy measured into the gap 
for a sequence of time delays x =  ln( v0f). The initial distribu­
tion is assumed to follow the DOS and is therefore also ex­
ponential. The upper figure corresponds to T —0 while the 
lower figure is for a = 0 .3.
pletely specified by the three parameters E 0, N bt, and 
N rc. To determine these constants, the data is refitted us­
ing (5.38), (5.43), and (5.14)—(5.16) to provide the time 
and temperature dependence of the total bandtail decay 
while the shape of the distribution of carriers in energy is 
given by pbt as previously calculated with 
[ E - E d (t , T ) ] / E 0 as its argument. Here, Ed(t,T)  is the 
computed demarcation energy given by (5.14)—(5.16) 
which depends only on N bt and E 0. The procedure then 
is to find the values of these three quantities which best fit 
all the data in the sense that
[(AT / T ) t - f  dE AneS(E,E0,N bt,N [C)
T x i
x r  ,•(£) (6.1)
is minimized where the sums are over all points in energy, 
time, and temperature. The scaling heights of pbt are al­
lowed to vary with temperature but not time, and all pa­
rameters associated with the DB signals are completely 
free to vary. Equation (6.1) differs from (4.4) in that the 
number of fitting parameters associated with the bandtail 
has been reduced from sets of three for each point in time 
and temperature to only three for all times and tempera­
tures.
The optimal values of the constants obtained by the 
three parameter fits are N bt= 4 . 9 x  10-2 , £ 0= 46  meV, 
and N rc =  1.8 X 10~4 producing a relative a  of about 2%. 
Taking the localization radius of the valence tail states to 
be a = 6  A ,33 the total tail state density, given by 
N bt/ (i ra3), is n0 =  7.2X 1019 cm -3 . This agrees well with 
the value 6 x  1019 cm-3 observed directly by photoemis­
sion yield spectroscopy.34 The tail width of 46 meV is 
also in close agreement with that of Greip and Ley.35 
Roxlo et al.36 report a value of 48 meV. Discussion of 
N rc will be deferred until the recombination centers have 
been identified.
B. Bandtail carriers
A comparison between the total number of observed 
bandtail carriers obtained from the area under the low- 
energy bands, such as in Fig. 7, to the theoretical distri­
bution shows excellent agreement. (See Fig. 14.) The
'° 9 |0 ( t )
FIG. 14. Comparison of the measured decay (solid lines) of 
the total number of holes trapped in the valence-band tail to the 
theoretical decays (open circles) for T  =  10, 80, 150, and 220 K.
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correct slopes of the decays are reproduced by the theory 
as well as their negative curvatures. From the analysis in 
Sec. V, this latter aspect can only arise if the number of 
recombination centers remains relatively constant. We 
were thus correct in assuming this to be true in the exper­
imental time range and using the monomolecular rather 
than the bimolecular form of the time dependence due to 
direct tunneling. The persistence of the curvature at 220 
K agrees with our theoretical prediction that direct tun­
neling is important at high temperatures as well as for 
low temperatures at sufficiently long times following exci­
tation.
It can be concluded that the multiple trapping model 
which predicts37 decays of the form t ~a is not valid. On 
the log-log scale of the figure such a power-law decay 
would appear as a straight line with a negative slope of 
a  =  k T / E 0. For T =  10 K and E 0 — 46 meV, the predict­
ed slope is four times smaller than the actual slope at 10 
ms.
Further support o f the hopping model comes from an 
examination of the motion of the demarcation energy. 
MTM predicts11,12 that when Ed is plotted against loga­
rithmic time, straight lines will result whose slopes are 
given by AT and whose abcissa intercept is at 
log (f)=  — log(v0). According to Fig. 15, this is not the 
case. There is a substantial shift in Ed even at T =  10 K 
and the rate of the shift slows down with time. The same 
conclusions have been arrived at by Wilson et al .38 for 
fast PL decays. These features are predicted by the hop­
ping model which reproduces the details of the shifts 
quite accurately.
C. Dangling bonds
The decay of the effective number of carriers trapped 
on dangling bonds is compared with the decay of bandtail 
carriers in Fig. 16. Note that the decay of the DB signal
lo9|0(t)
FIG. 15. Comparison of the measured shift (solid lines) in the 
demarcation energy (Ed) to the theoretical shifts (open circles) 
for T =  10, 80, 150, and 220 K.
lo 9 |0 ( t )
FIG. 16. Comparison of the decay of the dangling bond 
bands (solid lines) to the measured decay of holes trapped in the 
bandtail (open circles). The lack of similarity is most pro­
nounced at long times and high temperatures.
is much slower than the decay of the BT signal, especially 
at long times. We believe that the recombination centers 
for holes which N TC refers to are predominantly D ~ 
states. The other two possible centers, D ° and trapped 
e ~ in the conduction-band tail, are negligible by compar­
ison.1,4' 18 One restriction the recombination center must 
satisfy is that its density remain relatively constant in 
time. In order for this to be true, either a dynamical bal­
ance must be maintained between the two reactions1
e ~ + D ° —+D e + + D - - * D °  ,
or the number of bandtail carriers is, in the time range of 
this experiment, small compared to the number of D ~  
due to early recombination. This monomolecular recom­
bination process is to be contrasted to that of direct 
recombination between bandtail trapped e~  and e + 
where the reaction is purely bimolecular. 10,18 We note 
that linear responses to excitation intensity are not expect­
ed even in the monomolecular case due to the dispersion in 
pair transition rates. The distribution of these rates is, ac­
cording to the dependence v(r) =  v0e ~ 2r/a, determined by 
the distribution of pair separations18 which in turn de­
pends nonlinearly on carrier densities. This feature dis­
tinguishes the recombination process discussed here from 
the traditional Shockley-Read treatment.29
At sufficiently long times, the population of the 
bandtails will fall below the equilibrium population of the 
dangling bonds. The loss of D ~ will match that of holes 
until only D ~ and an equal number of D  + remain. After 
this time, the final decay of the DB signals is then due to 
the slow bimolecular reaction D + + D ~ —*D°,  which ac­
cording to Fig. 16, is temperature independent. Direct 
evidence of this latter process is provided by the 220 K 
spectra of Fig. 4 which shows only DB absorption and 
bleaching at long times.
The slowness of this last reaction indicates that D + 
and D  will not be completely recombined by the time 
the next excitation pulse arrives (50 ms). After many cy­
cles, a metastable population of charged DB’s will be gen­
erated.39 Although this population defines a background
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level which is not directly seen in transient measurement, 
it does cause the observed relative changes in the DB sig­
nals to overestimate the relative changes in the total DB 
population.
At 220 K a shift in the positions ( E l and E 2) of  the 
positive and negative DB bands towards each other with 
time is obtained from the fits and is observable in Figs. 4 
and 7. This indicates that in addition to recombination, 
the carriers in D + and D ~ are thermalizing.
Recombination, as it is understood now, is mediated by 
D ~ . Thus the value of N rc should reflect the number of 
D ~  states. For a typical hole localization radius of 6 
A, N rc =  1 .8 x  10-4  gives a D  concentration of 2.7 
X 1017 cm -3 . Since the sample, according to its prepara­
tion conditions,21 is expected to have not more than 
about 5X 1 0 16 cm - 3  DB states, this would seem too high. 
However, the definition of N rc in a more general sense 
(see Sec. V) is that of an effective number of recombina­
tion centers per localization volume. It is well known 
that hole captured by D ~ is much faster than by D°.  In 
fact, values ranging from 5 to 50 have been quoted for the 
ratio of D ~  to D°  capture cross sections.4 In the 
language of the hopping theory of Sec. V, the effective 
DOS is increased near the charged center by Coulomb at­
traction. If we assume that recombination is a two-step 
process in which the rate limiting step is that of electron 
capture by neutral dangling bonds followed by rapid hole 
capture on the resultant D ~ ,  then the recombination 
rates are governed not by hole capture but by the capture 
of electrons on neutral dangling bonds. Thus, instead of 
using the hole to D °  rate as a measure of dangling bond 
density, one should use the electron to D ° rate. For an 
electron radius of 12 A, a D°  density of 3.3 X 1016 cm - 3  is 
obtained in good agreement with what we had expected. 
This means that recombination proceeds via electron cap­
ture on D °  followed by rapid hole capture on the resultant 
D ~ .
Before concluding this section, it must be pointed out 
that according to the theory of Sec. V along with the 
sample parameters presented in this section, saturation of 
either the conduction- or valence-band tail requires a car­
rier density in excess of 1018 cm -3 . Since the excitation 
flux used in this experiment is held below 1014 
photons/cm 2, the nonlinear effects arising from state 
filling have been justifiably ignored. (See Ref. 25 for the 
results o f numerical calculations which obtain the condi­
tions in which saturation is expected.)
VII. PHOTOLUMINESCENCE
In addition to the nonradiative recombination mecha­
nism discussed up to now, there exists a radiative transi­
tion between bandtail electrons and holes. It is generally 
believed that a low temperatures, recombination is dom­
inated by this process. 18 We will now prove that this is 
not true in our case and that the decay of luminescence 
agrees exactly with the picture of recombination 
developed thus far. The reader is referred to the excellent 
reviews by Street18 and the works of Dunstan and Bouli- 
trop,32 and of Wilson et al . 38 for further information and 
alternate opinions.
The additional rate of carrier loss is formally included 
as the additional term to the master equation
dpi / d t  =  — '2i p iwijnj , (7.1)
where if p, is interpreted as the probability that state i in 
the valence tail is occupied by a hole, then nj is the prob­
ability that state j  in the conduction tail is occupied by an 
electron and w(j is that pair radiative transition rate. All 
luminescence transitions are downwards in energy and 
have associated with them a fundamental rate of v r«  108 
sec- 1  just as nonradiative transitions are characterized 
by v0~  1012 sec- 1 . 18 The dependence of wtj on the sepa­
ration of states is the same as before.
The analysis of the data follows the same strategy as 
was done for PM. The major difference is the need to in­
clude the population distribution of the conduction-band 
tail as well as the valence-band tail since by (7.1) both are 
involved.
Assuming that the loss of bandtail carriers is dominat­
ed by transitions through defects rather than the radia­
tive process, as will be proven in a moment, the lumines­
cence intensity is given by the ensemble average of (7.1). 
For spatially random distributions of carriers we obtain 
in the continuum and infinite volume limit
I (E, t )oz i ra iE v r f  dE'n(Eg - E - E ' , t ) p ( E ' , t )  , (7.2)
where Eg is the energy gap and n(E, t )  and p ( E , t )  are the 
carrier densities in the conduction- and valence-band 
tails. Energy is measured in both cases from the band 
edges into the gap.
The first test is to compare the predicted spectral 
profiles obtained by (7.2) to the measured spectra ignor­
ing for the moment the decay of the intensity. Using the 
unnormalized filter functions H t(E) associated with the 
G{(E) described in Sec. II, the relationship between the 
measured quantities and the actual spectrum is
Ij =  f  dE I(E)H/(E)  , (7.3)
where /,• is the measured intensity in the ith energy range. 
Using the previous results for p (E) and the predicted dis­
tribution for n (E ) given that n0 is the same as for the 
valence tail, best fits to the data are obtained using only 
the conduction-band tail width Ec and the energy gap Eg 
as variable parameters. The value of Ec obtained in this 
manner of 26 meV matches exactly the earlier quoted 
value from the literature.3 Band gaps may vary by 
several tenths of an eV depending on sample prepara­
tion .39 The band-gap value of Eg =  1.65 eV agrees with 
1.64 eV obtained using photothermal deflection spectros­
copy on similarly prepared samples.21
The most interesting information is contained in the 
time dependences of the whole-band PL decays. If the 
assumption that recombination is governed by the nonra­
diative recombination mechanism is correct, then the de­
cay derived from integration of I ( E, t )  over energy 
should, aside from a scaling constant, match the observed 
total PL decay. On the other hand, if recombination is
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FIG . 17. Com parison of theory to  the m easured whole-band 
PL decays at 10, 80, and 150 K  assuming nonradiative dom inat­
ed recom bination. The solid lines are the experimental results 
and the circles correspond to  the calculated decays.
dominated by the radiative transition itself, the time 
derivative of the hole decay will be proportional to the 
luminescence intensity. Using the information already 
obtained about the decay of holes, and taking the decay 
of electrons to have the same time dependence, excellent 
fits were obtained to the data at all temperatures. See
lo9|0<t>
FIG . 18. Com parison o f the time derivative of the total 
bandtail PM  signal to the decay of whole-band PL a t 10 K . The 
solid lines are the experim ental results and the circles corre­
spond to the calculated decays. If radiative recom bination 
dom inated, these curves would be the same.
Fig. 17 for graphs of both measured and predicted de­
cays. On the other hand, when the derivative of hole de­
cay is used, the agreement is rather poor as indicated by 
Fig. 18. Thus, even at 10 K where the luminescence 
efficiency is highest, recombination in our sample is still 
controlled by the nonradiative process. This is not at all 
an unreasonable result. The highest reported lumines­
cence efficiency obtained using a very strong excitation 
intensity of 70 m W /cm 2 is 19± 10% .35 Lack of correla­
tion between PL and carrier decay has been reported be­
fore.40
VIII. SUMMARY
We have constructed a new apparatus of sufficient sen­
sitivity to allow for the measurement of spectrally 
resolved transient PA over five decades in time. Applica­
tion of this technique to undoped a-Si:H has yielded de­
tailed information concerning the distribution of excess 
carriers trapped within the gap.
In addition to the observation of holes trapped in the 
valence-band tail, carriers trapped on dangling bonds 
have been identified. The distinguishing features of these 
states are a high-energy onset and a slow decay. A posi­
tive aborption onset associated with the transition of elec­
trons from D ~ to the conduction band is observed at 0.65 
eV. A bleaching onset located at 1.08 eV into the gap, 
whose strength relative to the absorption signal is con­
stant with time, is ascribed to the loss of D °  states upon 
conversion to by fast electron capture which would 
otherwise have produced a positive absorption signal in 
the dark. The number of excess D ~ ,  and hence dimin­
ished D°  is determined by the relative capture rates of 
electrons and holes on D ° and D  , respectively. The 
0.43-eV energy difference between these onsets gives the 
effective correlation energy of the dangling bonds.
A theoretical description of carrier thermalization and 
recombination based on bandtail hopping has been de­
rived which, in a unified manner, takes into account 
thermally activated hopping as well as direct tunneling. 
The temperature-dependent analytical solutions for the 
total decay of bandtail carriers and their shift in energy 
agree with existing models in the temperature regimes for 
which the models are valid. Numerically computed dis­
tributions of bandtail carriers in time, temperature, and 
energy have been obtained and used to fit the spectral 
dependence of our data. The additional mechanism of a 
two-step recombination process involving dangling bonds 
as the intermediate states has been included in our 
analysis in order to obtain total agreement with the mea­
sured time dependence of the decays. Thus a complete 
picture of carrier relaxation is obtained. Furthermore, 
the parameters of the theory involve physical quantities 
which have been measured elsewhere. The values of 
these parameters which best fit our data are in excellent 
agreement with accepted values.
We have also measured spectrally resolved transient 
photoluminescence. The number and distribution of elec­
trons in the conduction-band tail has been calculated 
based on the above recombination-thermalization model 
using experimental information obtained regarding
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bandtail holes. The spectrum and decay of the measured 
luminescence intensity is in agreement with that predict­
ed from the deduced joint density of bandtail carriers. 
The time dependence of the intensity decay does not fit 
the PA data when it is assumed that direct tail-to-tail 
recombination dominates.
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