Abstract. Non-Photorealistic Rendering (NPR) can offer increased concentration and familiarity to the watcher. For this reason, many media such as movies, games, and commercials currently use the NPR method to deliver information. In this paper, we suggest an interactive system for video cartooning based on the mean-shift segmentation of image and video. In order to solve the problems of time complexity and memory allocation, the conventional problems of video mean-shift segmentation, this paper proposes several techniques such as foreground object based segmentation and sequential segmentation. We also propose the interactive correction technique to get enhanced results. For more cartoonic representation, we used spline curve approximation of segment boundaries in the final rendering results. With our method, we can easily create cartoon rendering output using the video streams such like home video, which can be obtained easily in our daily life.
Introduction
Non-Photorealistic Rendering (NPR) has many advantages. It can offer ease and familiarity to the watcher, and deliver information efficiently by expressing its main object in detail while simplifying the others. For this reason, the NPR technique is popularly used in many media such as movies, games and commercials nowadays. As a branch of NPR, cartoon rendering focuses on representing the object with cartoonic feeling.
Conventional cartoon rendering involved shading technique which was based on 3D geometric information [1] . The central problem with cartooning using shading technique is that the procedure of modeling and animation is drastically labor intensive and time consuming. In order to perform these procedures, producers may have to use many skillful experts, and the production time can be enormous. Currently, many approaches to cartooning and abstracting images and video have been researched, which can easily seek to retrieve input data in our life.
Generally, cartoon can be presented as cell and stroke. Here, cell is the homogeneous region that can be expressed by one color. And stroke can be drawn between cell and cell. For video cartooning, we must detect coherent cell region through the whole video, and must draw the line as well. Our work aims to convert video into cell-cartoon using noise reduction and mean-shift segmentation technique. Because the mean-shift segmentation algorithm is a non-parametric inference method to segment image and video [2] , this shall be effective in representing the object's distinguishable features. In addition, the mean-shift segmentation algorithm can not only control the detail of the result by verifying bandwidth, but it can also expand the dimension in order to apply segmentation, as in image to video [3, 4] .
When using mean-shift segmentation for video, however, there are also some clear limitations just like below. First, as mean-shift segmentation algorithm solves global optimization problem, every pixels in video must be referenced. To address this problem, we propose a method that can minimize the data set of mean-shift segmentation. And we propose the sequential segmentation technique, in order to get time-coherent segmented result also. The second limitation is that, although mean-shift segmentation can control the degree of details by verifying the bandwidth, it is hard to get the satisfactory result by choosing the appropriate bandwidth. If we use a small bandwidth, input may be segmented too much. If we use large one, we may not capture the important features of the object. To address this problem, we propose the noise reduction, segment annexation, and layering techniques.
The contributions of our research can be summarized as follows: -We propose to stabilize segmentation by performing two steps: the noise reduction and the segment annexation. -We introduce the methodology to accelerate the speed of 3D mean-shift segmentation which can be applied to high-resolution video.
Related Work
In their work, Santella and Decarlo [5] have proposed a method of abstracting photographs. They achieved automatic abstraction of photographic images with the assumption that the abstraction of the image may be a more effective method of translating the image's characteristics to the watcher. This system used perception-based method, but couldn't express the detail part for using gaussian filtering. For video stylization, Agarwala et al. [6] proposed tracking based video stylization. This work adopted geometric information based curve to track moving objects. Compensating with tracking technique without geometric consideration, this method could enhance quality of tracking with less error. Wang et al. [7] proposed another video stylization in their work. They suggested stylizing video using the anisotropic kernel mean-shift technique [8] . Wang proposed the procedure of user-interaction process to obtain the cartoonized video. Although this approach can obtain excellent results, mean-shift based segmentation must be performed with the entire video data set. For mean-shift based video segmentation, overnight timing and enormous memory capacity is required. Recently, Holger et al. [9] proposed video abstraction in real time. For them, however, purpose of work is not cartooning video, but rather abstracting. For abstracting video, they adopt a filter-based method. Bilateral filtering [10] was used to enhance the input image or video.
In other side, research to improve user interaction has also been conducted. Kang et al. [11] offered great user interaction to get result at their work. In this work, the user can detect objects with intelligent scissors. The detected contour can be manipulated by the user to reconstruct the multi-resolution B-spline curve. With this approach, the user can detect objects, control the degree of detail, and choose the style of result with less interaction and fewer parameters. Figure 1 shows the procedure for our video cartooning system. We perform noise reduction as a pre-processing step. After pre-processing, we calculate the background image in order to divide video into fore and background sequences. The region that is identified as a foreground is used for making the video volume which can minimize the 3D mean-shift segmentation's production time. Using minimized video volume, we perform a sequential segmentation process in order to segment the video volume. After this step, unnecessary segments are eliminated by both system and user interaction. The properly segmented video volume is synthesized with the background image. Finally, by using segmented video, we can achieve the result by using Bezier-curve approximation. For fast production time, we restrict the input video in two aspects. First, the input video must be filmed in a fixed angle. And second, there is no sudden changing of camera exposure align to the time axis.
System Overview

Stabilizing Segmentation
For the representation of a satisfactory cartoon-like segment, we must perform segmentation to coincide with human perception. This is necessary to prevent similar cells from being segmented individually or dissimilar cells be presented as one segment. Because mean-shift segmentation uses Euclidian distance of color space, if the degree of color difference that a human perceives does not match with the two color vectors in Euclidian distance, the wrong segmentation may result. We discuss the method to relieve this artifact in this section.
Input Stabilization
Noise plays an important role in the discordance between Euclidian color distances and human perception. For our research targets not only professional film production, but also home video, proper noise reduction step is required. By stabilizing the input data, we can prevent unnecessary segments from being created as a result of noise in the input while mean-shift segmentation is being performed. Gaussian filtering is the well-known method which can reduce the input to eliminate the high-frequency data. There is clear drawback in Gaussian filtering, however, when the process must describe the detailed part of the image. We need a noise reduction method which can preserve the edge. We adapted spatio-temporal bilateral filtering to address the problem. To demonstrate our approach, we formulate the spatial weight term of bilateral filtering [12] below:
x is coordinate of the pixel.x is coordinate of neighboring of pixel x which is used to calculate the result. σ d represents the spatial parameter, where σ f controls the weight of frame distance. In our experiment, we found that spatio-temporal bilateral filtering prominently reduced the unnecessary segments when we applied the same bandwidth to input video(or image) and noise-reduced video. Furthermore, even when we are applying different bandwidths to images to create the same number of segments, the feature and contour of the object is much clearer when we apply noise-reduction. Figure 2 shows the segmentation result using noise reduction. We can see that Figure 2 (c) represents the contour of the zebra clearly while a wiggle contour created in Figure  2(b) . Also, the stripe of the zebra is much clearer in Figure 2 (c).
Segment Annexation and Layering
Generally, the user wants to describe the important object in detail while the others be described simply. That is, the user wants different degrees of abstraction in the representation of objects. When we perform mean-shift with a small bandwidth, the object may be divided into many small segments. Or if we apply large bandwidth, segments may neglect the features of the object. Figure 3 (a) represents each object simply, but we cannot capture the man's facial features because the figure is too simplified. By contrast, we can detect almost every feature of the objects in Figure 3(b) , but the image contains too many unnecessary segments. The desirable result may be seen in Figure 3 (c). In Figure 3 (c), the human's face is properly segmented while the background is adequately simplified. To achieve this result, we use layering method and segment annexation to control the degree of detail. Especially for images, the user can control the degree of detail by layering with ease. After segmentation, the system performs the annexation task automatically.
For segmentation result may contain lots of unnecessary segments, we can remove these segments by segment annexation process, which perform merging adjacent two segments by some condition. If the segment's area is too small or the color distance is too close to the neighbor segment, that segment may be annexed with their neighbor. We calculate score between target segment and every neighbor segment using below formulation:
where A d and A n represent the area of target segment and neighbor segment respectively. C n and C t are the color vectors of target and its neighbor segment. w e and w d represent the weight factor and N is the normalizing factor. In addition to the system's annexation of segments, we also offer the user an interaction interface which is used to annex the unnecessary segment.
Fast Mean-Shift Video Segmentation
As mentioned in the previous section, mean-shift segmentation must refer every pixels in every frame of the video. Many previous approach performed meanshift segmentation for all of the video data set as pre-processing, this causes the system to take enormous time and memory. We discuss how to accelerate the mean-shift segmentation algorithm which can be applied to high-resolution video in this section for the fast production time.
Foreground Extraction
Because the static region (background region) of the video can be separately processed as a single image from the dynamic region (foreground part), we first extract the foreground dynamic region(s) from the whole video. As we specified above, our video source has been filmed with fixed angle camera with no sudden exposure exchange, thus, we can simply extract the background image just by taking the median value of every spatial pixel which is aligned to the time axis (see Figure 4) . Let V t (x, y), 1 ≤ t ≤ T , be a pixel value in the tth frame image at the pixel coordinate (x, y). Then, the background pixel B(x, y) is computed by:
where the median function "Med" returns the value in the middle of the sorted list of the pixel values V t (x, y), 1 ≤ t ≤ T . Some problems may occur when moving objects stay in the same position for a long time. To address this problem, our system supports a user interactions to correct the error. By using an acquired background image, we can create a foreground object mask by using below predicate:
This approach is quite simple, but the result may contain some noise. We can reduce the noise by using conventional noise reduction techniques such as the morphological filtering technique [13, 14] (see Figure 5 ).
Foreground Data Reduction
Now the background image can be separately processed (from the dynamic foreground region) to the cartoon background image using the method described in Section 4 using image mean-shift segmentation technique [4] . As for the foreground sequence, we perform the 3D mean-shift segmentation. Before the segmentation, we reduce the video volume using the following two methods:
-Separating the multiple objects in a foreground and perform segmentation individually, and -Creating video volume with shifted coordinates.
The object separation can be easily accomplished by taking the bounding box of each connected component in the foreground mask images. For example, the original foreground region of size 179 × 115 in Figure 6 (a) is separated into two foreground object regions (in Figure 6 respectively. We can also reduce the size of data by shifting each frame's coordinates to obtain reduced foreground volume. The idea of coordinate shifting is to lump together the consecutive frames of image objects to construct a narrow video volume (see the coordinate shifting example from Figure 6 (c) into Figure  6 (d)). Let V t (x, y) and V t+1 (x, y) be the pixel values at the image coordinates (x, y) in two consecutive frame t and t + 1 in the same foreground video object. Then, the shifting offsets for (t + 1)th image -(dx, dy) -can be computed by solving the following optimization problem:
For simplicity, we initially set the center of bounding box of (t+ 1)th image to be coincide with the center of bounding box of tth image, and try to check several dx and dy from the initial position to compute the optimal offset values. Using this technique, the size of the foreground region can be, for example, reduced from 145 × 122 ( Figure 6 (c)) into 58 × 122 ( Figure 6(d) ).
Before shifting the coordinates, we must ensure that the target object does not vary suddenly between consecutive frames. If the object suddenly changes shape or color, shifting the coordinates may destroy the time coherency and spatial information. For successful shifting, the system must verify the proportions of the object's width and height as well as area and color changing.
Sequential Mean-Shift Segmentation
For mean-shift video segmentation uses an enormous amount of memory, the whole video stream cannot be segmented at once. We perform segmentation by dividing the whole video stream into several fractions. In this process, the time coherency between the consecutive fractions should be preserved. Our idea to solve this problem is using the last part of ith fraction's result as the input of (i + 1)th fraction (see Figure 7) . By concatenating the cartoonized result of the previous fraction with the new video input in the current fraction, we could accomplish satisfactory result. 
Rendering
The boundary of each segment in the segmented video is now approximated with a set of Bezier curves [15] . This is for maintaining the final output as a series of vector images, which is robust in arbitrary scaling. The size of the vector image output is also much smaller than the bitmap image output. And by performing this process, we can also detect the line structure to express the stroke of the cartoon to make result with cartoon-like stylization. Stroke of the cartoon is generally exist between segment and segment. Important thing that we consider in rendering process is the thickness of the boundary curve in the output image. In our system, a boundary curve between two segments having large color difference is more thicker than the boundary curve between two segments having similar colors. Thus, the segments having similar colors in a single object, for example, the segments representing the two tone colors generated by the the lighting effect in the same solid colored cloth, are separated with thinner boundary curves. While, the boundary curve between two segments included in two totally different objects (e.g., a human and background) possibly is more thicker than other boundary curves. Let H p , I p , and C p represent the hue, intensity, and color values of the currently considered segment p, and H q , I q and C q are the corresponding values of a neighboring segment q of p. The thickness of the boundary curve between two segments p and q are computed by the following simple rule:
where σ H and σ I are tolerance values for hue and intensity, W is the thickness weight, and N h , N i , and N c are the normalization factors to scale the difference values to be in the range [0..1]. Figure 8 shows the final result of this paper. Figure 8(b) is the result of image cartooning from the original photo 8(a). We performed layering and annexation tasks for this example. By using segment annexation, the number of segments is reduced from 673 to 272. In experiments, we observed that the number of segments reduced between 25% and 50% after the annexation for almost all examples. The figure illustrates that the detailed features of the human face can be easily distinguished while the background is enough simplified. Table 1 . In both examples, the foreground extraction and the data reduction techniques make the number of pixels for video segmentation and the processing time to be dramatically decreased than the naive full video processing. Although the original data size of Video 2 is larger than the Video 1 example, we can observe that the number of pixels after data reduction for Video 2 example is smaller than that of Video 1. This is because Video 2 example has less dynamic region than Video 1 example.
Experimental Result
Conclusion and Future Work
We proposed a technique for cartooning video within fast production time. We have discussed how to stabilize the input by using spatio-temporal bilateral filtering, and annex the segment to enhance the segmentation result by using the score based on the sizes and colors of the neighboring segments. By layering, we were also able to control the degree of details. Finally, we have discussed a method of segmenting the video with acceleration by using sequential mean-shift segmentation with a minimized video data set. Although the system segments and cartoonizes input images and video properly, there are some obvious limitations in our work.
First, though mean-shift is a robust algorithm to perform the segmentation, it is not appropriate for interactive use. Second, because our system performance is inversely proportional to the foreground object's area, it does not work well when the foreground mask is large. To overcome these knotty points, we must consider more effective algorithm for the video segmentation, or enhance the mean-shift algorithm itself. Third, our system only works at a fixed camera angle, and this restriction reduces the applicability a lot. We can address this by using better matting method, or potentially stabilizing the video angle automatically. We believe that spatio-temporal alignment through comparing the feature vector may also be useful to solve this problem.
