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It is proved that the out-of-phase autocorrelation of a well-known class of
multiplexed sequences for cryptographic and spread spectrum applications is
necessarily high for relatively small values of the phase shifts. Related design criteria
for the multiplexer generator including the use of full positive difference sets are
proposed. By generalizing the classical occupancy problem, higher order statistical
weaknesses of multiplexed sequences are also established. # 2002 Elsevier Science (USA)
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A class of binary pseudorandom sequences for cryptographic and spread
spectrum applications called the multiplexed sequences was proposed and1A preliminary version of this paper was presented at ISITA ’94, Sydney, Australia, 1994.
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STATISTICS OF MULTIPLEXED SEQUENCES 421analyzed in [5–7] and widely popularized in [2]. Their use has also been
recommended in an EBU standard for video encryption for pay-TV [13].
Multiplexed sequences are generated by a simple and fast scheme consisting
of two linear feedback shift registers and a multiplexer whose address is
controlled by one of the shift registers and whose inputs are taken from the
other. They were shown to possess good standard cryptographic properties
such as long period, high linear complexity, and low out-of-phase
autocorrelation. More precisely, it is proved in [5,7] that the out-of-phase
autocorrelation is very close to zero for most values of the phase shifts on a
period. The main objective of this paper is to study the autocorrelation
properties of multiplexed sequences in more detail. It is proved that the out-
of-phase autocorrelation is necessarily high for relatively small values of the
phase shifts, which is critical especially for cryptographic applications.
Related design criteria including the use of full positive difference sets are
introduced and ways to remedy the weakness are suggested. Higher order
statistical dependencies in multiplexed sequences are also determined and
analyzed. Note that other weaknesses of multiplexed sequences have
previously been shown in [1] (collision test), [12] (linear consistency test),
and [3] (resynchronization weakness).
2. MULTIPLEXED SEQUENCES
Multiplexed sequences are here deﬁned as a slight generalization of the
class of binary sequences introduced and analyzed in [5]. Let a ¼ ðaðtÞÞ1t¼0 be
a binary maximum-length sequence of period P1 ¼ 2n  1, n 1. Then the
multiplexed sequence b is deﬁned by
bðtÞ ¼ aðt þ gðX ðtÞÞÞ; t  0; ð1Þ
where X ¼ ðX ðtÞÞ1t¼0 is a periodic integer sequence with period P2 ¼ 2
m  1,
m 1, such that f0; . . . ;K  1g is the range of values of X , and g is an
injective mapping f0; . . . ;K  1g ! f0; . . . ; n 1g, K  2. Clearly, the
multiplexed sequence b ¼ ðbðtÞÞ1t¼0 can be generated by a multiplexer scheme
with X deﬁning the addresses and gðX Þ deﬁning the stages of the shift
register LFSR1 producing a that are used as the inputs to the multiplexer,
where X can be formed by k stages from another linear feedback shift
register LFSR2 with a primitive feedback polynomial, as suggested in [5],
(see Fig. 1). In this case, K ¼ 2k for k  m 1, and K ¼ 2k  1 for k ¼ m.
For a periodic ﬁnite ﬁeld sequence, the linear complexity is deﬁned as the
minimum length of a linear feedback shift register that can generate the
sequence (e.g., see [2]). According to standard cryptographic criteria, the
period and the linear complexity of a keystream sequence for stream cipher
FIG. 1. Multiplexer generator.
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sequences for spread spectrum applications as well, because they should also
be unpredictable. Regarding the period and the linear complexity of
multiplexed sequences, Jennings [5,6] has established the following results. If
gcdðm; nÞ ¼ 1, then the period of the multiplexed sequence is
ð2m  1Þð2n  1Þ, and the linear complexity of the multiplexed sequence is
n
Pk
i¼0 ð
m
i
Þ if 25k5m 1 and the k stages from LFSR2 are spaced at equal
intervals. The results show that both the period and the linear complexity
can easily be made sufﬁciently large since k can be as large as blog2 nc.
Jennings [5,7] has also analyzed the statistical properties of the
multiplexed sequences in terms of the long-term autocorrelation function.
Recall that for a periodic sequence b with period P , the autocorrelation
function is deﬁned as CðtÞ ¼ ðAðtÞ  DðtÞÞ=P , 0 t P  1, where AðtÞ
and DðtÞ denote the number of agreements and disagreements between
ðbðtÞÞP1t¼0 and its phase shift ðbðt þ tÞÞ
P1
t¼0 , respectively. It is shown in [7] that
for most values of t, CðtÞ ¼ 1=ð2n  1Þ, which is very close to zero, as
desired. More precisely, if gcd ðm; nÞ ¼ 1, then the mean value of the out-of-
phase autocorrelation of the multiplexed sequence is
%C ¼
P2  P1
P1ðP1P2  1Þ

1
P 21

1
P1P2
; ð2Þ
where P1 ¼ 2n  1 and P2 ¼ 2m  1. Therefore, if P14P2, then CðtÞ ¼
1=ð2n  1Þ for most values of t, 1 t P1P2  1, (see [7]). This means
that the multiplexed sequences possess good long-term autocorrelation
properties for most values of the phase shifts. However, this does not
necessarily imply that the autocorrelation is low for any particular value of
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of-phase autocorrelation for small values of phase shifts, which is important
for practical applications.
3. OUT-OF-PHASE AUTOCORRELATION
We show that the multiplexed sequences possess an intrinsic autocorrela-
tion weakness which holds even if we assume that the shift register sequences
are purely random. The weakness is a consequence of the multiplexer
Boolean function itself. In our analysis, a probabilistic model is assumed in
which a and X are regarded as mutually independent sequences of
independent and uniformly distributed binary and K-ary random variables,
respectively. Our main result is to prove that b is a sequence of uniformly
distributed but not independent binary random variables. In statistical
terms, the autocorrelation CðtÞ becomes the standard correlation coefﬁcient
deﬁned as
CðtÞ ¼ Prfbðt þ tÞ ¼ bðtÞg  Prfbðt þ tÞ=bðtÞg ð3Þ
for any t 0 and independent of t. In the assumed model, the result from
[7] translates into the statement that CðtÞ ¼ 0 for almost all t > 0. First note
that bðtÞ is uniformly distributed for any t  0, that is,
PrfbðtÞ ¼ 0g ¼ PrfbðtÞ ¼ 1g ¼ 1
2
; t  0; ð4Þ
which is a direct consequence of the fact that bðtÞ is randomly chosen from a
set of uniformly distributed binary random variables. This generally holds
for any mutually independent random sequences a and X as long as aðtÞ is
uniformly distributed for every t  0.
We prove three theorems which show that the out-of-phase autocorrela-
tion of b is high for small values of t. Let us put the elements gðiÞ,
0 i K  1, into increasing order and denote them as gi, 0 i  K  1,
where 0 g05g15   5gK1  n 1. Let Gt ¼ fgi þ t: 0 i K  1g,
t 0. Then for any t  0 and t 0, the output binary random variable
bðt þ tÞ is randomly chosen from the set of binary random variables
faðt þ DtÞ: Dt 2 Gtg. So, the mutual relations between these sets are
completely determined by the sets Gt, t 0. The crucial point in our
analysis is that these sets are not disjoint: they necessarily have some
elements in common. This is a source for statistical dependencies in the
output sequence b. Let M ¼ gK1  g0 be the difference between the
maximum and the minimum value of g. It follows that M  K  1.
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multiplexed sequence is given by
CðtÞ ¼
jGt \ G0j
K2
; 1 t M ð5Þ
and CðtÞ ¼ 0, t > M .
Proof. Since CðtÞ ¼ 2 Prfbðt þ tÞ ¼ bðtÞg  1, it is required to ﬁnd
Prfbðt þ tÞ ¼ bðtÞg, which is clearly independent of t. The binary random
variables bðt þ tÞ and bðtÞ are chosen uniformly at random from the sets
faðt þ DtÞ: Dt 2 Gtg and faðt þ DtÞ: Dt 2 G0g, according to mutually
independent integer random variables X ðt þ tÞ and X ðtÞ, respectively. For
any 1 t M , the number of binary random variables that are common
to these two sets is exactly the cardinality of the intersection between the sets
Gt and G0, that is, jGt \ G0j, independent of t. For t > M , the two sets are
disjoint. The probability space under consideration can be partitioned into
two complementary events E and %E, where E is the event that both bðt þ tÞ
and bðtÞ come from the same binary random variable. The conditional
probability of the event bðt þ tÞ ¼ bðtÞ is then equal to 1 and 1=2 given E and
%E, respectively. Accordingly, we have
Prfbðt þ tÞ ¼ bðtÞg ¼ PrfEg  1þ ð1 PrfEgÞ  12 ð6Þ
or, equivalently, CðtÞ ¼ PrfEg. Since the random variable X ðt þ tÞ is
independent of both X ðtÞ and the random sequence a, the probability PrfEg
is clearly
PrfEg ¼
jGt \ G0j
K

1
K
¼
jGt \ G0j
K2
: ð7Þ
For t > M , Gt and G0 are disjoint and the probability PrfEg is then equal to
zero. &
THEOREM 3.2. The total out-of-phase autocorrelation coefﬁcient of the
multiplexed sequence is given by
XM
t¼1
CðtÞ ¼
K  1
2K
: ð8Þ
Proof. We start from
jGt \ G0j ¼
XK1
i¼0
½gi 2 Gt ð9Þ
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whether gi 2 Gt or not, respectively. Therefore
XM
t¼1
CðtÞ ¼
1
K2
XK1
i¼0
XM
t¼1
½gi 2 Gt: ð10Þ
Since for each 0 i K  1, gi appears in exactly i out of M sets Gt,
1 t M , we then have
XM
t¼1
CðtÞ ¼
1
K2
XK1
i¼0
i ¼
K  1
2K
: & ð11Þ
Let C * denote the maximum value of the out-of-phase autocor-
relation of the multiplexed sequence. A set G0 is called equidistant with
distance d if the values of g are equidistant, that is, if for some positive
integer d
G0 ¼ fg0 þ id: 0 i K  1g: ð12Þ
A set G0 is called a full positive difference set if all the positive pairwise
differences between the values of g are distinct. These sets are used in the
design of self-orthogonal convolutional codes (e.g., see [8]).
THEOREM 3.3. The maximum out-of-phase autocorrelation coefﬁcient
C * of the multiplexed sequence satisﬁes the bounds
1
K2
 C * 
K  1
K2
ð13Þ
and
C * 
K  1
2KM

K  1
2Kðn 1Þ
: ð14Þ
The maximum value in (13) is achieved if and only if G0 is an equidistant set.
The minimum value in (13) is achieved if and only if G0 is a full positive
difference set. The minimum value
C * ¼
K  1
2KM
ð15Þ
of C * is achieved if and only if M ¼ KðK  1Þ=2 and G0 is a full positive
difference set. For a full positive difference set G0, the lower bound (15) is
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M ¼ KðK  1Þ=2.
Proof. Since the element g0 appears only in G0, from Theorem 3.1 it
directly follows that CðtÞ  ðK  1Þ=K2, 1 t M , and hence
C *  ðK  1Þ=K2. The maximum is clearly achieved if the values of g in
G0 are equidistant with distance d and t ¼ d. On the other hand, suppose
that CðtÞ ¼ ðK  1Þ=K2 for some t* . This means that jGt * \ G0j ¼ K  1.
Since the values g0 from G0 and gK1 þ t* from Gt * are the only values that
are not in common, we then have
fgi þ t* : 0 i  K  2g ¼ fgi: 1 i K  1g: ð16Þ
Now, since t* > 0 and the sequence ðgiÞ
K1
i¼0 is increasing, (16) is equivalent to
(12) with d ¼ t* .
The lower bound in (13) is a direct consequence of (5) and jGM \ G0j ¼ 1.
Also, this bound is achieved if and only if jGt \ G0j  1, for every
1 t M . On the other hand, jGt \ G0j is equal to the number of pairs of
elements of G0 at distance t. Since M ¼ gK1  g0 is the maximum difference
of pairs of elements of G0, it then follows that jGt \ G0j  1, 1 t M , is
true if and only if all the positive differences gi  gj, 0 j5i K  1, are
distinct, that is, if and only if G0 is a full positive difference set.
The lower bounds in (14) are a direct consequence of (8) in view of
M  n 1. The bound (15) is achieved if and only if all
jGt \ G0j; 1 t M , are mutually equal. Since jGM \ G0j ¼ 1, the bound
is achieved if and only if M ¼ KðK  1Þ=2 and G0 is a full positive difference
set. Moreover, for any positive difference set G0 of K elements, the
maximum difference M cannot be smaller than KðK  1Þ=2. &
4. DESIGN CRITERIA
The lower bound 1=K2 in (13) is attained if and only if M  KðK  1Þ=2
and G0 is a full positive difference set. Since M  n 1, it follows that in
this case K must be smaller than approximately
ﬃﬃﬃﬃﬃ
2n
p
, which may not be
desirable with regard to the linear complexity criterion. If G0 is a full positive
difference set and K is ﬁxed, then C * remains the same regardless of M , but
large values of M seem to be preferable. Full positive difference sets can be
obtained by a systematic search (a sort of integer linear programming [9]) or
from lists already available in the literature (e.g., see [8,9]).
The lower bound in (13) cannot be achieved if n KðK  1Þ=2, which is
equivalent to K being greater than approximately
ﬃﬃﬃﬃﬃ
2n
p
. The basic design
principle would then be to choose G0 that minimizes C * , given n and K. In
view of Theorem 3:1, this is equivalent to minimizing the maximum number
STATISTICS OF MULTIPLEXED SEQUENCES 427of pairs of elements of G0 at the same mutual distance. Accordingly, for a
positive integer l, call G0 a lth-order positive difference set if l is the
maximum number of pairs of its elements at the same mutual distance (for
l ¼ 1, we get a full positive difference set). A necessary condition for such a
set to exist is clearly that KðK  1Þ=ð2lÞ  M  n 1, where M denotes the
maximum positive difference. Since our objective is to minimize l, if we pick
l ¼ dKðK  1Þ=2ðn 1ÞÞe and ﬁnd a lth-order positive difference set G0 such
that KðK  1Þ=ð2lÞ  M  n 1, then C * will be minimized, as desired.
The corresponding minimum value C * ¼ l=K2 then lies within the bounds
K  1
2Kðn 1Þ
 C * 
K  1
2Kðn 1Þ
þ
1
K2
ð17Þ
and is practically independent of K. A lth-order positive difference set can
be constructed by a systematic search in a similar way as a full positive
difference set. Examining the existence of such sets is out of the scope of this
paper. It seems reasonable to recommend that one should pick M close to
the maximum possible value n 1 and should avoid using equidistant stages
as inputs to the multiplexer. In any case, Theorem 3.3 shows that for
relatively large K, C * cannot be made smaller than approximately 1=2n,
which is unacceptably high for cryptographic and spread spectrum
applications.
Apart from the demonstrated autocorrelation weakness of the ﬁrst order,
multiplexed sequences have higher order statistical weaknesses as well.
However, they are more difﬁcult to analyze (see Section 5). If the address
sequence X is not a sequence of independent and uniformly distributed
integer random variables, the statistical weakness remains, but the
numerical values may be different.
In principle, there are two different ways to remedy the autocorrelation
weakness. First, the multiplexed sequence could be uniformly decimated by
d where d > M , for example, d  n. This does not affect the period and the
linear complexity if d is relatively prime to ð2n  1Þð2m  1Þ. However, this
reduces the speed of the multiplexed sequences by the factor d. Second, one
may take the termwise sum modulo two of b and a phase shift of a, that is,
bðtÞ ¼ aðt þ nÞ þ aðt þ gðX ðtÞÞÞ; t  0: ð18Þ
In both the cases, one obtains an output sequence of independent and
uniformly distributed binary random variables, for any random sequence X
independent of a, provided that a is a sequence of independent and
uniformly distributed binary random variables. So, higher order statistical
weaknesses are remedied too.
Multiplexed sequences also possess a crosscorrelation weakness: there is a
termwise statistical dependence between the output sequence b and the
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coefﬁcient between the random variables bðtÞ and aðt þ DtÞ is equal to the
probability that bðtÞ is chosen to be the same random variable as aðt þ DtÞ.
Therefore, for any Dt 2 G0 the correlation coefﬁcient is equal to 1=K,
independently of t. Although K can be made as large as n, this correlation is
large enough to be taken into account with respect to the so-called fast
correlation attacks (e.g., see [10]).
5. HIGHER ORDER STATISTICS
Consider the same probabilistic model as in Section 3 where a and X are
regarded as mutually independent sequences of independent and uniformly
distributed binary and K-ary random variables, respectively. Instead of the
out-of-phase autocorrelation which reﬂects the ﬁrst-order statistics of b, we
now deal with the mth-order statistical dependencies in b, for any positive
integer m. More precisely, we are interested in the probability distribution of
the sequence ðbðt þ tiÞÞ
m
i¼0 of binary random variables in b at the positions
determined by an arbitrary increasing sequenceTm ¼ ðtiÞ
m
i¼0 of nonnegative
integers, where without loss of generality we assume that t0 ¼ 0.
Since the statistical dependencies in b are a consequence of the repetition
of binary variables due to the intersections of the sets Gt, 0 t M ,
the most signiﬁcant deviation from 2m is to be expected for the joint
probability
PTm ¼ PrfbðtÞ ¼ bðt þ t1Þ ¼    ¼ bðt þ tmÞg: ð19Þ
The conditional probability PrfbðtÞ ¼ bðt þ t1Þ ¼    ¼ bðt þ tmÞ j bðt þ t1Þ
¼    ¼ bðt þ tmÞg is then given as PTm=P #Tm1 where
#Tm1 ¼ ðti  t1Þ
m
i¼1 and
the corresponding mth-order correlation coefﬁcient can be deﬁned as
CðTmÞ ¼ 2
PTm
P #Tm1
 1: ð20Þ
The correlation coefﬁcient is nonnegative because the conditional prob-
ability cannot be smaller than one half as a result of repetitions in b. Ideally,
given a set G0 one may wish to ﬁnd
C *m ¼ max
Tm
CðTmÞ ð21Þ
and also the optimal sets G0 that yield the minimum and maximum values of
C *m , respectively, (for m ¼ 1, the problems are solved in Section 3).
Our objective here is to ﬁnd an expression for the joint probability PTm . To
this end, we ﬁrst introduce some notation regarding the underlying family
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m
i¼0 where Gt0 ¼ G0 ¼ fgi: 0 i K  1g. Let
GðTmÞ ¼
Sm
i¼0 Gti , jGðTmÞj ¼ N . Further, let Z
j
i ¼ fi; iþ 1; . . . ; j 1; jg for
any two integers i and j, i5j, and let for any S  Zm0 , S=f (f denoting an
empty set),
OðSÞ ¼
\
i2S
Gti \
\
i2 %S
%Gti ð22Þ
where %S ¼ Zm0 \ S and %Gti ¼ GðTmÞ\Gti . Thus OðSÞ is the set of elements of
GðTmÞ that belong to Gti , i 2 S, and do not belong to Gtj , j 2 %S. Also, let
oðSÞ ¼ jOðSÞj.
THEOREM 5.1. The joint probability PTm is given by
PTm ¼
Xmþ1
j¼1
pj21j ð23Þ
and
pj ¼
Xj
n¼1
ð1Þjn
N  n
j n
 !
qn ð24Þ
qn ¼
1
Kmþ1
X
S2
Zm
0 \f
1jSjn
X
m : S!Zmþ1
1
S2S mðSÞ¼n
1mðSÞoðSÞ
Y
S2S
oðSÞ
mðSÞ
 !Ym
i¼0
DmðiÞ ð25Þ
DmðiÞ ¼
X
S2S
mðSÞ½i 2 S; ð26Þ
where the Boolean predicate ½i 2 S evaluates to one or zero depending on
whether i 2 S or not.
Proof. For any 0 i  m, the random variable bðt þ tiÞ is chosen
uniformly at random from the set of binary random variables
faðt þ DtÞ: Dt 2 Gtig. Let pj denote the probability that ðbðt þ tiÞÞ
m
i¼0
contains exactly j different binary random variables from a,
1 j mþ 1. Clearly,
Pmþ1
j¼1 pj ¼ 1. Since the random variables in a
are uniformly distributed and independent, it follows that the probability
that all the random variables in ðbðt þ tiÞÞ
m
i¼0 assume the same value, given
that there are exactly j different random variables among them, is equal to
21j, 1 j mþ 1. Hence, (23) follows.
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element is chosen uniformly at random from each of the sets in ðGtiÞ
m
i¼0.
Then pj is the probability that exactly j different elements of GðTmÞ are
chosen. This is a generalization of the classical occupancy problem, in which
all mþ 1 sets in the family ðGtiÞ
m
i¼0 are required to be equal. The solution for
pj can then be obtained by the inclusion–exclusion principle (e.g., see [4]).
Namely, let GðTmÞ ¼ fxl: 1 l Ng and let Al be the event that the
element xl is not chosen in the experiment. Then pj is the probability that
exactly N  j among the N events ðAlÞ
N
l¼1 occur simultaneously. The inclusion–
exclusion principle then yields (24) where qn is the sum of the probabilities of all
the intersections of N  n events from ðAlÞ
N
l¼1 (see [4, Ch. IV. 3]).
To determine qn, pick any n different elements from GðTmÞ, which can be
regarded as the union of disjoint sets OðSÞ, S  Zm0 , S=f. Let S be the
collection of different S such that OðSÞ contains at least one of the chosen n
elements. It follows that 1 jSj  n. Note that 2Z
m
0 \f denotes the
collection of all the nonempty subsets of Zm0 . Let mðSÞ be the number of
different elements chosen from the set OðSÞ, for any S 2S. Clearly, 1
mðSÞ  oðSÞ where oðSÞ ¼ jOðSÞj,
P
S2S mðSÞ ¼ n, and also
mðSÞ  n mþ 1. The number of elements among the chosen n elements
that belong to Gti is then given by (26). The probability that the remaining
N  n elements are not chosen in the random experiment (i.e., that the
corresponding N  n events from ðAlÞ
N
l¼1 occur simultaneously) is equal toQm
i¼0 ðDmðiÞ=KÞ, and there are
Q
S2S ð
oðSÞ
mðSÞÞ different choices of these N  n
elements (events) with the same intersection probability. So, (25)
follows. &
Theorem 5.1 enables us to compute the probability PTm in terms of the
cardinalities oðSÞ of the sets OðSÞ of elements from GðTmÞ that belong
exactly to Gti , i 2 S, out of all the mþ 1 sets in ðGtiÞ
m
i¼0, for any S  Z
m
0 ,
S=f. Since the sets in ðGti Þ
m
i¼0 are all derived from G0, it remains to
characterize oðSÞ in terms of G0 and Tm ¼ ðtiÞ
m
i¼0. To this end, let D ¼
½gj  gi0i5jK1 denote the upper-triangular matrix of positive differences
of pairs of elements from G0 ¼ fgi: 0 i  K  1g. Also, let
T ¼ ½tj  ti0i5jm denote the matrix of positive differences of pairs of
elements from Tm ¼ ðtiÞ
m
i¼0 ðt0 ¼ 0Þ. The following theorem then char-
acterizes oðSÞ in terms of the difference matrices D and T .
THEOREM 5.2. For any 0 i m 1 and any subset S  Zm0 such that
fig  S and j =2 S, 0 j5i, the cardinality oðSÞ of the set OðSÞ, deﬁned by
(22), is equal to the number of columns j of D, 1 j K  1, such that the
set of elements from the ith row of T contained in the jth column of D is
exactly ftk  ti: k 2 S \figg and that the jth row of D (for j5K  1) contains
no elements from the ith column of T (for i > 0). Further, for any
0 i m, oðfigÞ ¼ K 
P
Sfig oðSÞ.
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elements from Gti contained in Gtk , k 2 S \fig, and not contained in Gtk ,
k 2 Zm0 \ S \fig. An element gj þ ti from Gti is contained in Gtk , k > i, if and
only if there exists l, 0 l5j, such that gj  gl ¼ tk  ti. Similarly, an
element gj þ ti from Gti is not contained in Gtk , k5i, if and only if there is no
l, j5l K  1, such that gl  gj ¼ ti  tk. The theorem then easily follows.
The last statement is a direct consequence of the fact that jGti j ¼ K,
0 i m 1. &
Theorems 5.1 and 5.2 determine the joint probability PTm in terms of the
difference matrices D and T of G0 and Tm, respectively. The mth-order
correlation coefﬁcient CðTmÞ is then given by (20) and its maximum value
C *m can in principle be obtained by exhaustive search over all Tm ¼ ðtiÞ
m
i¼0
such that 1 ti  ti1  M þ 1, 1 i m, where M ¼ gK1  g0 is the
maximum difference in D. Finding the minimum and maximum values of
C *m along with the corresponding optimal values of G0 is envisaged to be a
difﬁcult problem, because of a rather complicated expression for PTm .
However, in light of an intuitive argument that PTm cannot increase if none
of oðSÞ, jSj  2, increases, we conjecture that for any 1 m K  1, the
maximum value of C *m is obtained if G0 is an equidistant set and ti ¼ gi  g0,
1 i m, (thenTm is an equidistant set too), and that the minimum value
of C *m is obtained if G0 is a full positive difference set and ti ¼ gi  g0,
1 i m, (then Tm is a full positive difference set too). The conjecture is
proved in Section 3 for m ¼ 1.
The results obtained by computer simulations seem to conﬁrm the
conjecture. For illustration, the maximal and minimal values of C *m are
shown in Table I for K ¼ 8; 16 and 1 m  7. The sets used are
Gð1Þ0 ¼ fi: 0 i 7g, G
ð2Þ
0 ¼ f0; 7; 10; 16; 18; 31; 35g, G
ð3Þ
0 ¼ fi: 0 i  15g,
Gð4Þ0 ¼ f0; 6; 19; 40; 58; 67; 78; 83; 109; 132; 133; 162; 165; 169; 177; 179g (G
ð1Þ
0
and Gð3Þ0 are equidistant sets, whereas G
ð2Þ
0 and G
ð4Þ
0 are full positive
difference sets). In each of the four cases, C *m is an increasing function of m,
as expected.TABLE I
Correlation Coefﬁcient C *m for sets G
ðiÞ
0 , 1 i 4
m Gð1Þ0 G
ð2Þ
0 G
ð3Þ
0 G
ð4Þ
0
1 0.10937 0:15624 101 0:58594 101 0:39062 102
2 0.18309 0:30771 101 0.10686 0:77835 102
3 0.25415 0:45472 101 0.14782 0:11623 101
4 0.26996 0:59709 101 0.18206 0:15453 101
5 0.29215 0:73701 101 0.21118 0:19243 101
6 0.30370 0:87335 101 0.23567 0:22988 101
7 0.30662 0.10024 0.25615 0:26695 101
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A well-known class of multiplexed sequences for cryptographic and
spread spectrum applications is analyzed from the out-of-phase autocorre-
lation standpoint. These sequences are known to possess good standard
cryptographic properties such as long period, high linear complexity, and
low out-of-phase autocorrelation for most values of the phase shifts on a
period. However, by using an appropriate probabilistic model, we show that
the out-of-phase autocorrelation is necessarily high for relatively small
values of the phase shifts, which is critical especially for cryptographic
applications.
Necessary and sufﬁcient conditions for the maximum out-of-phase
autocorrelation to be minimized and maximized are derived, respectively,
in terms of the structure of the multiplexer generator. It turns out that the
autocorrelation weakness is minimized if inputs to the multiplexer are taken
according to a full positive difference set and is maximized if the inputs are
taken from an equidistant set. An appropriate generalization of full positive
difference sets is introduced too. Since the resulting autocorrelation is in any
case relatively high, we also suggest other ways to remedy the weakness by
using some additional operations on a multiplexed sequence.
In addition, higher order statistical weaknesses are determined and
analyzed by generalizing the classical occupancy problem. Experimental
results obtained by computer simulations and some intuitive arguments lead
us to conjecture that full positive difference sets and equidistant sets are also
optimal with respect to any order of statistical dependencies in a multiplexed
sequence.
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