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Go´mez and Salazar showed that for n 3, the spanning tree in-
variants of the loop systems of a Markov chain determined by an
irreducible stochastic n × n matrix P coincide if and only if P is
doubly stochastic. It was also conjectured that the result holds for
all n. We prove this conjecture.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
Let P be an irreducible, stochastic n × nmatrix. Then P naturally induces aweighted, directed graph
D(P) = (V(P), E(P)),where V(P) = {1, . . . , n}. For a subgraphH of D(P), letwtP(H) be the product of
the weights of the edges in H. For any vertex u ∈ V(P), let S(u) be the set of spanning trees T of D(P)
rooted at u. The local spanning tree invariant at u is deﬁned to be
τu(P) =
∑
T∈S(u)
wtP(T),
and the spanning tree invariant is deﬁned as
τ(P) = ∑
u∈V(P)
τu(P).
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For any u ∈ V(P), let Q (u) be the matrix obtained from P by removing the row and column cor-
responding to u. The ﬁrst return loop system at u ∈ V(P) is described by the power series f (u) with
positive coefﬁcients deﬁned by
1 − f (u)(t) = det(I − tP)
det(I − tQ (u)) .
The spanning tree invariant may be deﬁned for an inﬁnite stochastic matrix as well. We refer to [3]
for the deﬁnition of the loop diagraph D(f (u)),which corresponds to an inﬁnite stochastic matrix, and
state the following expression for the spanning tree invariant τ(f (u)) proved there.
Lemma 1
τ(f (u)) = 1 + ∑
i,j /=u
∞∑
k=2
(k − 1)pui(Q (u))k−2ij pju.
We introduce some notation. If A is an n × n matrix, then A(i|j) will denote the submatrix
obtained by deleting row i and column j of A. The cofactor of aij, denoted cof (aij) is deﬁned to be
(−1)i+j det A(i|j). The following result will be used. We omit the easy proof.
Lemma 2. Let A be an n × n matrix. Then
(i) if the row sums of A are all zero, then cof (aij) = cof (aik) for all i, j, k
(ii) if the column sums of A are all zero, then cof (aij) = cof (akj) for all i, j, k.
The next result is a well-known extension of theMatrix-Tree Theorem to weighted directed graphs
(see, e.g., [1, p. 325]). Itmay be remarked that the development of theMatrix-Tree Theorem ismade for
matrices with zeromain diagonal entries, or equivalently, for directed graphswithout loops. However,
the presence of loops does not cause a problem. If we remove all the loops, then the resulting directed
graph has the same Laplacian (and the same spanning trees) matrix as the original directed graph.
Lemma 3. Let P be an irreducible, stochastic n × nmatrix, and let A = I − P. Then τu(P) = cof (auj), j =
1, 2, . . . , n.
Spanning trees, as invariants, have been used to study conjugacies of shifts of ﬁnite type in symbolic
dynamics, and to put them in the context of ﬁrst return loop systems was also motivated by symbolic
dynamics, for example, to answer if they remain invariant of almost isomorphism, a weaker notion of
conjugacy. It should be emphasized that the development in the present paper brings further insights
to the already fundamental and well developed role of linear algebra in symbolic dynamics.
2. The main result
We now proceed to state and prove the main result. It was conjectured to be true, and a proof
provided for n 3, in [3]. An important step in the proof is the Eq. (8), observed in [3] for matrices of
size atmost 3. This equation relates the spanning tree invariant of theMarkov chain, the spanning tree
invariants of the ﬁrst return loop systems and the local spanning tree invariants.
Theorem 4. Let P be an irreducible, stochastic n × nmatrix. Then the following conditions are equivalent:
(i) τ (f (1)) = τ(f (2)) = · · · = τ(f (n))
(ii) τ1(P) = τ2(P) = · · · = τn(P)
(iii) P is doubly stochastic.
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Proof. Suppose P is partitioned as follows.
P =
[
p11 y
′
x P(1|1)
]
. (1)
We remark that P(1|1) = Q (1). Let 1 be the column vector of all ones, of the appropriate size. Since
P is irreducible, the spectral radius of P(1|1) is less than that of P. Since P is stochastic, the spectral
radius of P is 1. Thus the spectral radius of P(1|1) is less than 1, and hence I − P(1|1) is invertible. By
the Schur formula for the determinant of a partitioned matrix,∣∣∣∣1 −y
′
1 I − P(1|1)
∣∣∣∣ = det(I − P(1|1))(1 + y′(I − P(1|1))−11). (2)
Note that by invoking basic facts about convergence of a power series of matrices, we have
∞∑
k=2
(k − 1)(Q (1))k−2 = 1 + (I − P(1|1))−2. (3)
By (3) and Lemma 1,
τ(f (1)) = 1 + ∑
i,j /=1
∞∑
k=2
(k − 1)p1i(Q (1))k−2ij pj1 = 1 + y′(I − P(1|1))−2x. (4)
Since P is stochastic, P(1|1)1 + x = 1, and hence (I − P(1|1))1 = x. Therefore
(I − P(1|1))−1x = 1. (5)
From (2), (4) and (5) we have∣∣∣∣1 −y
′
1 I − P(1|1)
∣∣∣∣ = det(I − P(1|1))τ (f (1)). (6)
Expanding
∣∣∣∣1 −y
′
1 I − P(1|1)
∣∣∣∣ along the ﬁrst column and invoking Lemmas 2, 3, and Eq. (6) we get
τ1(P)τ (f
(1)) =
n∑
u=1
τu(P). (7)
The following statement can be proved in the same manner.
τi(P)τ (f
(i)) =
n∑
u=1
τu(P), i = 1, 2, . . . , n. (8)
Equivalence of (i) and (ii) follows from (8). By Lemmas 2 and 3 it is clear that (iii) implies (ii).
We ﬁnally show that (ii) implies (iii). Let B be the adjoint matrix of I − P. If (ii) holds, then in view
of Lemma 2, any row of B is a multiple of 1′. Since I − P is singular, B(I − P) is the null matrix and it
follows that 1′(I − P) = 0. Therefore 1′P = 1′ and the column sums of P are all one. Thus P is doubly
stochastic. That completes the proof. 
We remark that if conditions (i)–(iii) of Theorem 4 hold, then it follows from (8) that τ(f (1)) =
τ(f (2)) = · · · = τ(f (n)) = n, a fact also observed in [3].
We conclude with the following remark. After the present paper was submitted, it was brought to
the attention of the author that in a paper yet unpublished, Gómez [2] proved the equivalence (i) ⇔
(ii) in Theorem 4 by establishing the equality of the spanning tree invariants of the ﬁrst return loop
systems and the mean recurrence times. Our proof constitutes an alternative and independent proof
of this equivalence, and in addition, also allows one to show the equivalence (ii) ⇔ (iii), settling the
remaining conjecture in [3].
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