We consider boundary value problems of fourth-order differential equations of the form
Introduction
In [6] To prove this result, they employed the bifurcation theory of Rabinowitz and used the following fact:
The eigenvalues of the linear eigenvalue problem u +cu = µu, 0 < x < r, ( Motivated by [6] , we consider the existence of nodal solutions of more general fourthorder boundary value problem 
However in order to use bifurcation technique to study the nodal solutions of (1.7), (1.8), we firstly need to prove that the generalized eigenvalue problem
(whereh satisfies (H2)) has an infinite number of positive eigenvalues
and each eigenvalue there corresponds an essential unique eigenfunction ϕ k which has exactly k − 1 simple zeros in (0, r) and is positive near 0. Fortunately, Elias [4] developed a theory on the eigenvalue problem
where
To apply Elias's theory, we have to prove that (1.11), (1.12) can be rewritten to the form of (1.14), i.e., the linear operator
has a factorization of the form
This can be achieved under (H1) by using the disconjugacy theory in Coppel [2] . The rest of the paper is arranged as follows: In Section 2, we show that (H1) implies the equation
is disconjugate on [0, r], and establish some preliminary properties on the eigenvalues and eigenfunctions of (1.11), (1.12). Finally in Section 3, we state and prove our main result which generalizes [6, Theorem 1].
Preliminary results

Let
be nth-order linear differential operator whose coefficients p k (·) (k = 1, . . . , n) are continuous on an interval I .
is said to be disconjugate on an interval I if every nontrivial solution has less than n zeros on I , multiple zeros being counted according to their multiplicity. 
, and let
p. 2] if and only if the quadratic functional
is positive on the class of admissible functions. Evidently (H1) implies that the fourth-order equation 
are positive throughout I . 
Lemma 2.1 [2, Theorem 2, Chapter 3]. The linear differential equation (2.2) has a Markov fundamental system of solutions on the interval I if and only if L has a representation
To prove (i), in view of Lemmas 2.1 and 2.2, we only need to prove that L[y] = 0 has a Markov fundamental system of solutions on [0, 1]. Now we divide the proof into four cases:
In this case, we have from (2.3) that the equation λ 4 + βλ 2 − α = 0 has 4 roots λ 1 = −a, λ 2 = a, λ 3 = bi, λ 4 = −bi, where
It is easy to check that
From (2.10), there exists a positive constant σ such that
It is easy to check that z 1 , z 2 , z 3 , z 4 form a Markov fundamental system of solutions on [0, 1]. Applying the formula 
and accordingly
15)
Using (2.15), (2.17) and (2.11), we conclude that
Case 2. α = 0 and β > 0. Let c = √ β and let σ be a positive constant defined in (2.11). Applying the similar method used in Case 1, we obtain the factorization
From this, we can easily see that y(0) = y(1) = y (0) = y (1) = 0 is also equivalent to (2.7). Now we are in the position to apply Elias's eigenvalue theory [4] to study the fourthorder eigenvalue problem (1.11), (1.12).
Theorem 2.2. Let (H1) andh satisfy (H2) hold. Then
(i) (1.11), (1.12) has an infinite sequence of positive eigenvalues LetL
To show (v), it is enough to prove
Suppose on the contrary that the geometric multiplicity of η k is greater than 1. Then there exists y ∈ ker(L − η k ) 2 
Proof. The case α = β = 0 is trivial. So we assume that
Since
we conclude that
Moreover, 
Remark 3.2.
For the results concerning the existence of solutions (or positive solutions) of fourth-order and higher-order problems, one may refer, with further references therein, to Bai and Wang [1] , Del Pino and Manasevich [3] , Eloe and Henderson [5] and Ma and Wang [7] . For the recent results on the existence of nodal solutions, see Ma and Thompson [8] and Rynne [10] .
HereL is given as in (2.18). Let ζ, ξ ∈ C(R, R) be such that
Here u + = max{u, 0}. Clearly
thenξ is nondecreasing and
Let us consider
as a bifurcation problem from the trivial solution u ≡ 0. Equation (3.4) can be converted to the equivalent equation
Clearly the compactness ofL −1 together with (3.2) implies that
In what follows we use the terminology of Rabinowitz [9] . Let S + k denote the set of functions in E which have exactly k − 1 interior nodal (i.e., nondegenerate) zeros in (0, r) and are positive near t = 0, and set S
The results of Rabinowitz [9] for (3.5) can be stated as follows: For each integer k 1, ν ∈ {+, −}, there exists a continuum C ν k ⊆ Φ ν k of solutions of (3.5) joining (
Notice that we have used the fact that if u is a nontrivial solution of (3.4), then all zeros of u on [0, 1] are simple under (H1)-(H3).
In fact, (3.4) can be rewritten tô
Clearlyĥ(t) satisfies (H2). So Theorem 2.2(iii) yields that all zeros of u on [0, 1] are simple.
Proof of Theorem 3.1. We only need to show that
. , k, and
Suppose on the contrary that 
