I. Introduction
Cloud Computing means both applications and services are moved into the internet (cloud). Cloud computing provides the users with any kind of software or hardware services through the internet on the basis of pay as you use. Cloud computing is defined as a parallel and distributed system which comprise of group of inter-connected and virtualized computers that are provisioned dynamically and presented as one or more unified computing resources based on service level agreements (SLA) established through mediation between the cloud services providers and users (1) .
Cloud computing delivers infrastructure as a service (IaaS), Platform as a service (PaaS), and Software as a service (SaaS) (2) . IaaS provide the users with infrastructure in form of a virtual machine (VM) to run any applications. PaaS provide an application development platform to users or developers to develop their own cloud applications and SaaS allow users to run existing software applications. Cloud Computing is rapidly developing Computation model which has moved the management of hardware, software and other computing resources from users to cloud service providers.
There are so many issues regarding cloud computing data security, energy conservation, service availability, expandable storage management, task scheduling. But task scheduling is usually the main topic of research in cloud computing (3) . The primary objective of this paper is to enhance the scheduling policies. In cloud computing, many tasks need to be executed by the resources available in order to achieve high performances, optimal completion time, reduce response time and effective resources utilization (4) . Because of these different objectives, there is a need to develop and propose a scheduling algorithm that will be used by task scheduler to appropriately allocate tasks to resources.
The traditional Min-min task scheduling algorithm select the task with minimum execution time and allocate it to the resource expected to give minimum completion time (5) . The drawbacks of the min-min algorithm is that it select the smaller tasks first while the task with large execution time will wait until the smaller tasks are done as a result will increase the response time and the overall finishing time. This paper is aim at addressing the drawbacks of the min-min algorithm.
Task Scheduling in Cloud Computing
Scheduling is referred to as the set of policies for managing the order of work to be executed by a computing system (6) , (7) . The task scheduling in Cloud data center is a set of instructions and factors that determines and select the task to be executed on the available resources between a collections of possible tasks at a particular time (8) . In Cloud data center, the task scheduling algorithms are responsible for allocating the tasks submitted by the users to the available resources. The main advantage of task scheduling algorithm is to achieve a highly performance computing and the best system throughput (2) , (7), (9) . Scheduling manages the CPU memory and to achieve maximum resource utilization, requires good scheduling policies. There are many types of Scheduling according to different policies such as preemptive and nonpreemptive scheduling, static and dynamic scheduling, Immediate and batch scheduling, centralize and distributed scheduling (4) . Scheduling of tasks is considered as the process of selecting the best resource available for tasks execution. Task scheduling Algorithms aim at minimizing the completion time of tasks and maximizing resource utilization in order to meet user requirements. 
II. Related Work
Cloud computing is a new technology which is advancing day by day. Many scheduling algorithms have been proposed in the past. Some of these task scheduling algorithms are presented below. First come first serve (FCFS) algorithm assigns tasks to Resources in order of their arrival, the task in the queue that come first is executed (11) . The drawback of FCFS is that small tasks at the back of the queue need to wait for the large tasks at the front to be executed. Opportunistic load balancing algorithm (OLB) Schedules each task in a random order to the next available resource not regarding its expected execution time (12) . This algorithm tries to keep all resources busy. If more than one resource becomes idle, then a resource is chosen randomly. OLB produces a very poor Makespan because it doesn't consider the expected execution time. Minimum Execution Time (MET), allocates each task to the resource with minimum expected execution time, without considering the resource availability at that time (13) . The idea of this approach is to assign each task to its best resource. This method results to a severe load imbalance across the resources. (14) . It combines the advantages of OLB and MET, and avoids there disadvantages. Round Robin Algorithm allocates resources in circular order and it does not use priority of the tasks (15) . The scheduler allocates a fixed unit of time to each task which is executed in turn. Tasks that are unable to complete during its turn, will go back to the queue waiting for another turn. The drawback of this algorithm is that if the virtual machine is heavy loaded it will take long time to complete execution of all tasks. Min-Min Algorithm begins with a set of all tasks that are unmapped and compute the completion time of all tasks on each resource (12) . It selects the smallest execution time and assign to the resource expected to complete the job at earliest time. This process is continuously repeated until all the unmapped tasks are assigned to a machine. Min-min algorithm produces a better Makespan when most tasks have small execution time. The algorithm selects small tasks to be executed first and as a result large tasks are delayed. Max-min Algorithm selects the Machine that has the minimum completion time for all tasks. Then the task with the maximum completion time is chosen and assigned to that machine that has the minimum completion time. The ready time of the machine is then updated. The process is repeated until all the unmapped tasks are assigned to a Machine. The main idea of this algorithm is to minimize the waiting time of large tasks. Sufferage Algorithm computes the completion time for each task on all available resources. The next two minimum completion times for all tasks are selected. The suffrage value is the difference between the two successive minimum completion times. The task that has the maximum suffrage value is assigned to a machine with minimum expected completion time (12) . If there is more than one similar maximum Sufferage value, it selects the first one without considering the other and this result to a starvation problem.
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Saeed P et al., (16) , proposed a new Task Scheduling Algorithm, Resource Aware Scheduling Algorithm (RASA) that combines Min-Min and Max-Min algorithms. The Algorithms begin with Min-min when the number of available Resources is odd and allocates the first task; but if it's even Max-min is adopted; the remaining tasks are assigned to an appropriate machine based on this strategy. The simulation result shows this algorithm is perform better than the Min-min and Max-min Algorithms.
Rajwinder K et al., (5) introduced a rescheduling based task scheduling algorithm named improved MinMin Algorithm (I Min-Min). The algorithm has two stages; in the first stage the traditional Min-Min algorithm is executed and in the other stage the jobs are rescheduled to use the virtual machines that are idle. The algorithm compared with Min-Min produce a better Makespan.
Amit Agarwal et al., (7) proposed a Generalized Priority algorithm and it's compared with FCFS and Round Robin Algorithms. The algorithm prioritized tasks based on their size, such that the task with largest size has the highest priority. The resources are also prioritized according to their MIPS value also the resource with the largest MIPS has the highest priority and therefore the task with highest priority is assigned to the resource with highest MIPS respectively. Anthony Thomas et al., (17) the author introduced an improved Scheduling algorithm which is based on User Priority and Task length. The algorithm considers two factors; task length and User priority and based on these two criteria order of execution of the tasks will be decided by the datacenter broker. The proposed algorithm is compared with two scheduling algorithms which are based on tasks length and the other based on task priority. Somayeh T. Dehkordi et al., (11) Proposed TASA (Task-aware scheduling algorithm), which combine both the features of Min-min and Sufferage algorithms. The algorithm is also based on minimum completion time. If the number of tasks is even Sufferage strategy is applied and if the number is odd Min-min strategy is applied. Task allocation strategy changes arbitrary. The Algorithm only concentrated on the number of tasks instead of the available resources.
Guarang Patel et al., (18) present a modification of Load Balanced Min-min (ELBMM) algorithm for Static Meta Task scheduling. At the first stage Min-min strategy is adopted and then the tasks are rescheduled in order to make use of the idle resources effectively and improve the overall completion time. The enhanced Load Balanced Min-min chooses the task with highest completion time and allocates it to the appropriate resource. Theoretical result of ELBMM indicates that it produces better Makespan and better resource utilization as compared to LBMM.
Prerit Chawda et al., (4) proposed The Load Balanced Improved Min-Min (ILBMM) algorithm. At first Min-min strategy is applied, next is reschedule to balance the heavy load resources in order to improve the load unbalance and decrease the overall completion time. The theoretical results show that ILBMM gain better overall performance than Min-min. 

III. Proposed Algorithm
The proposed Enhanced Min-min scheduling algorithm is presented in order to decrease the overall completion time and to have maximum resource utilization in cloud computing environment. The algorithm is a modification of Min-min scheduling algorithm. Min-min selects task with minimum execution time and assign to the resource that gives minimum expected completion time. The drawback of Min-min algorithm is that it executes small tasks first while the large tasks are left in the waiting phase. Some resources may be idle while others overloaded and this would result to increases in the Makespan.
The proposed algorithm starts by calculating the expected completion time for all tasks on each resource. It then selects the task with the minimum execution time and the task with maximum execution time on the resource expected to complete in earliest time. Next compute the difference between the maximum execution time and the minimum execution. If the difference is less or equal to the minimum execution time; it assigns the minimum to the resource that produce it, otherwise assigns the maximum execution time. Remove 
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IV. Experiments And Results
To verify the proposed algorithm, the simulation was done using Cloudsim 3.0 Simulator on a 32-bit Windows 7 Operating System, Pentium (R) Dual core CPU 2.30GHz 4GB RAM. The Cloudsim 3.0 is run using Netbeans IDE 8.1. We have created 5 Virtual machines and used Montage and CyberShake Workflows to test the algorithms. We used 25, 50, 100 and 1000 Cloudlets for Montage Workflows while 30, 50, 100 and 1000 Cloudlets for CyberShake with one Data center and one Data center broker. The proposed Enhanced Min-min Algorithm is compared with Min-min and Max-min task scheduling Algorithms. In Fig. 6 , Fig. 7 and Fig. 8 above, it can be seen that the proposed Enhanced Min-Min algorithm has better Makespan than Min-Min and Max-min with 25, 50 and 100 tasks respectively and also Min-Min outperforms Max-Min. While in Fig. 8 , the proposed approach produced a far better result than the other two, but Max-Min here outperforms Min-Min with 1000 tasks. 
V. Conclusion And Future Work
This paper introduces an Enhanced Min-Min Task Scheduling algorithm which is concerned with the overall finishing time (Makespan) and resources utilization. The experiment was done through a simulation environment called Cloudsim. The simulation results are compared with Min-Min and Max-Min Algorithms. The proposed algorithm has a better Makespan than the other two algorithms. In future, the proposed algorithm can be extended to consider other parameter such as cost of execution and to make comparison between the proposed algorithm with other existing scheduling algorithms.
