Abstract. We compute the rational cohomology of unordered configuration spaces of points on any closed orientable surface. We find a series with coefficients in the Grothendieck ring of sp(2g) that describes explicitly the decomposition of the cohomology into irreducible representations. From that we deduce the mixed Hodge numbers and the Betti numbers, obtaining a formula without cancellations.
Introduction
The ordered configuration space of n points in a topological space X is F n (X) = {(p 1 , . . . , p n ) ∈ X n | p i = p j }.
We are interested in the unordered configuration space of X, that is C n (X) = {I ⊂ X | |I| = n} = F n (X) S n . We compute the rational cohomology of C n (Σ g ) where Σ g is the Riemann surface of genus g.
The Križ model [Kri94, Tot96, FM94] is the differential graded-commutative algebra (for short DGCA) E
•,• (X, n) = H • (X) ⊗n ⊗ Λ • V I where V is the Q-vector space with basis {G i,j } i<j and There is an isomorphism of bigraded algebras H(E •,• (X, n), d) ≃ H • (F n (X)), where the bigradation on the cohomology is given by the mixed Hodge structure. The symmetric group § n acts on E
•,• (X, n) and the S n -invariant subalgebra is a model for the space C n (X), indeed H(E •,• (X, n) Sn , d) ≃ H • (C n (X)). Our first step consist in the simplification of the model by taking a quotient E
•,• (Σ g , n) Sn /I n where I n is the acyclic ideal of Definition 2.6. In the case of surfaces Σ g , the problem is further simplified thanks tanks to the introduction of a new DGCA (A g , d), independent from n, that maps onto (E •,• (Σ g , n) Sn /I n , d). The DGCA (A g , d) is filtered and this filtration F n A g is multiplicative and strictly compatible with the differential. This filtration computes the cohomology of our configuration spaces, indeed H
• (F n A g ) ≃ H
• (C n (Σ g )). The next step is the explicitly computation the cohomology using the natural action of the mapping class group on the model (A g , d). Since the action factors through sp(2g), we use some facts about the representation theory of sl(2g) and of sp(2g). From this analysis, we find out a formal series with coefficients in R g , i.e. the Grothendieck ring of sp(2g).
Finally, for g > 0 the following equation in R g [[t, s, u] ] is proved in Theorem 4.11:
Eq. (1) describes explicitly the decomposition of the cohomology into irreducible representations. Moreover, by taking the dimension dim : R g → Z, we obtain the mixed Poincaré polynomial of C n (Σ g ) as the coefficient of u n in eq. (1). The dimension of the representations involved in our formula is calculated in Lemma 3.8:
The formula for the Betti numbers given in [DCK17] is different from ours, which has no cancellations and a more geometric meaning. The case of genus zero is studied in [Sal04, Sch18] and that of genus one in [Sch16, MCF16, Pag19] . The fact that the filtration F n A g is strictly compatible with the differential d is related with the rational homological stability of C n (Σ g ) proven in [Chu12] in more generality. The Euler characteristic of the configuration spaces of any even-dimensional orientable closed manifold M was computed by Felix and Thomas in [FT00] by the following formula:
In the case of surfaces, this formula can be obtained from eq. (1) by setting t = s = −1 and taking the dimension of the representations.
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Models for
The S n -invariant of the Križ model. The results exposed in this section are similar to the ones obtained in [FT05] . We fix an ordered basis {b i } i=1,...r for the cohomology H • (X). We denote by |b i | the degree of b i ∈ H |bi| (X). In [Bez94] (see also [AAB14, Aza15] ) a canonical Bezrukavnikov basis for E(X, n) was given. We need a such canonical basis for E(X, n)
Sn .
Definition 2.1. An invariant monomial is an element m ∈ E(X, n) of the form
where I = (i 1 , . . . i l ), J = (j 1 , . . . j k ) are non-decreasing sequences such that every integer r appears at most once in I if |b r | is even and at most once in J if |b r | is odd. Obviously, we also require 2l + k ≤ n.
We define the length of m as the natural number 2l + k. By definition we have that m 1 = σ(m 2 ) implies m 1 = m 2 . We define a binary operation between invariant monomials. Definition 2.2. Let m 1 and m 2 be two invariant monomials with indexing I 1 , J 1 and I 2 , J 2 respectively. Let I (and J) be the list I 1 ∪ I 2 increasingly ordered (respectively J 1 ∪ J 2 ). If the lists I and J define an invariant monomial m, then we define m 1 • m 2 := sm ∈ E(X, n), where s ∈ {±1} is the following sign. Let σ 1 , σ 2 ∈ S n be two permutations such that σ 1 (m 1 )σ 2 (m 2 ) = ±m, the sign does not depend on the choice of the permutations thus we call it s. Otherwise, we define m 1 • m 2 := 0.
Lemma 2.3. An additive basis for E(X, n)
Sn is given by
where m runs over all invariant monomials in E(X, n).
Proof. It is enough to prove that for each element x of the canonical Bezrukavnikov basis, the sum σ∈Sn σ(x) is either zero or there exists a unique invariant monomial m such that
• (X) and for some y ∈ E(X, n)
If x is of the form (b) i (b) j y with |b| odd and y without indexes i, j, then
Otherwise, x is equal to σ(m) for some σ ∈ S n and some invariant monomial m.
Since the indexing of an invariant monomial is non-decreasing, the monomial m is unique.
We have a natural increasing filtration of E(X, n) Sn given by
Lemma 2.4. For all monomials m 1 and m 2 of length l 1 and l 2 we have
for some x ∈ F l1+l2−1 E(X, n) Sn . In particular, the filtration F i E(X, n) Sn is multiplicative.
Proof. We compute the product of σ∈Sn σ(m 1 ) and σ∈Sn σ(m 2 ) for two invariant monomials of length l 1 and l 2 , respectively. If l 1 + l 2 > n then the product belongs to F l1+l2 E(X, n) Sn = E(X, n) Sn . We expand the product and obtain
There are two cases:
The number of permutations τ such that
Thus we have:
for some x ∈ F l1+l2−1 E(X, n) Sn .
Corollary 2.5. The algebra gr F E(X, n) Sn is generated in degrees one and two.
Proof. Using Lemma 2.4, we deduce that gr F E(X, n) Sn is generated by the classes of
The K(X, n) model. We present a simpler model for the cohomology of unordered configuration spaces in a compact orientable even dimensional manifold. Let I n be the ideal of E(X, n) Sn generated by the elements y :
Lemma 2.7. The quotient K(X, n) is a DGCA and the induced map
is an isomorphism.
Proof. Let us check that d(I n ) ⊆ I n on the generators:
2 , where b runs over the chosen basis of H
• (X) and b * is the Poincaré dual of b. Thus we have
and since
we have proven that K(X, n) is a DGCA. We claim that H • (I, d) = 0, the sought isomorphism will follow from the long exact sequence associated to I → E(X, n) → K(X, n). Let z = x 2 a + yb be an element in I such that d(z) = 0. By Corollary 2.5 we can suppose a, b ∈ F n−2 E(X, n). The relation
The ideal (y) is generated as vector space by all the invariant monomials such that
The stable algebra of surfaces. We want to compute all the cohomology groups of all configuration spaces C n (Σ g ) simultaneously.
Fix a basis {b i } i of the cohomology algebra H • (X) and let {b * i } i be its dual basis. The cohomology class of the diagonal is ∆ = i (−1)
Definition 2.8. The stable algebra A g is the DGCA defined by
The generators in H p (X) [1] are of bidegree (p, p + 1) and will be denoted byb for
Define the increasing filtration F • A g of A g by
We will omit the index g when the genus is unambiguous. Let λ(n) = 2n − χ(X) where χ is the Euler characteristic, from now on we will suppose λ(n) = 0. This assumption excludes the case C 1 (CP 1 ).
We define the morphism ϕ n : A g → K(Σ g , n) given by:
Lemma 2.9. If λ(n) = 0, the map ϕ n induces an isomorphism of chain complexes
Proof. Let us fix a basis 1,
It is a morphism of differential algebras because
).
An analogous computation shows that d(ϕ
. It is enough to prove that the induced map gr F F n A g → gr F K(Σ g , n) is an isomorphism.
The basis for gr F K(Σ g , n) is given by the invariant monomials with
The surjectivity of ϕ n follows from the multiplication law in gr F K(Σ g , n). Since K(Σ g , n) and F n A g have the same dimension the map ϕ n|FnA is an isomorphism.
Some facts of representation theory
Let Σ g be a Riemann surface, Γ g be its mapping class group and I g the Torelli subgroup. Recall the short exact sequence
The natural action of the subgroup
Sn , d) functorially, hence the isomorphism is Γ g -equivariant. The action of Γ g on the algebra
Sn is clearly symplectic thus I g acts trivially on gr F• H • (Σ g ). The action of the Torelli group is studied in [Bia19] in the case of once punctured surfaces and it is non trivial on H 2 (C n (Σ g \ { * })). From Theorem 4.11, we deduced that the filtration F • is trivial in cohomological degrees 0, 1, 2 and also in degree 3 if g = 2. Thus in this cases the action of the mapping class group is symplectic. We consider gr F• H • (Σ g ; Q) as a representation of the Lie algebra sp(2g) associated to the symplectic group. Call the fundamental weights of sp(2g) ω 1 , . . . , ω g .
The cohomology of Σ g in degree one is given by the standard representation, i.e. 
while on the other generators the differential is zero.
Before computing the cohomology of (A g , d) we need to know the cohomology of
, where the differentiald is defined byd(1⊗v) = v⊗1 andd(v⊗1) = 0. The standard action of sl(2g) on V induces an action on (Λ
By an abuse of notation, we will call ω 1 , . . . , ω 2g−1 the fundamental weights of sl(2g) and W λ its irreducible representations associated to a dominant weight λ. Set ω 2g = 0.
Proof. It is known that S i V ω1 = W iω1 and Λ j V ω1 = W ωj . Let σ = (1, j + 1) ∈ S 2g be an element of the Weyl group of sl(2g). The element iω 1 +σ(ω j ) = (i−1)ω 1 +ω j+1 is a dominant weight for i > 0. By the Parthasarathy-Ranga-Rao-Varadarajan conjecture (see [Lit94, Kum88] ) W iω1+ωj and W (i−1)ω1+ωj+1 are contained in the tensor product W iω1 ⊗ W ωj . Use the Weyl character formula to find
The equality
completes the proof.
is a non-zero morphism of representations. Thus, we have W iω1+ωj = (kerd) j,i and
Since the Lie algebra sl(2g) does not act on A g , we need to present a branching rule for sp(2g) ⊂ sl(2g). For the sake of an uniform notation, we define V λ = 0 if λ is not a dominant weight. 
Proof.
We apply the result of [ST16, Theorem 1]. The diagram associated to iω 1 + ω j has a hook shape with row of length i + 1 and column of length j. Fill each box with labels in the ordered set {1 < ... < g <ḡ < ... <1}, such that it becomes a semi-standard Young tableaux (SSYT) i.e. the rows are non-decreasing and columns are increasing. The word w(T ) -associated to a SSYT T -is the word obtained by reading the tableaux from right to left and from top to bottom. By convention, eā = −e a . A word w(T ) = a 1 a 2 . . . a k is admissible if for each r ≤ k the element r s=1 e as is a dominant weight for sp(2g). The decomposition of W iω1+ωj into sp(2g)-representations is given by
e as . Suppose w(T ) is admissible, then the first row of T is labelled only by ones. For j ≤ g, all possible labels of the first column of T , from top to bottom, are the followings:
• 1, 2, . . . , j − k, j − k, j − k − 1, . . . , j − 2k + 1, where k is an integer such that 0 ≤ 2k ≤ j − 1 • 1, 2, . . . , j − k − 1, j − k − 1, . . . , j − 2k,1, where k is an integer such that 0 ≤ 2k ≤ j − 2 and i > 0. Our decomposition follows, the case j > g being analogous.
The differential d involves the multiplication by ω, thus we need to study the operator ω :
Lemma 3.4 ([FH91, Theorem 17.5]). The sp(2g)-representation Λ j V is isomorphic to Λ 2g−j V and decomposes, for j ≤ g, as
Lemma 3.5. For i > 0 and 1 ≤ j ≤ g, we have
Proof. We use Lemmas 3.1, 3.3 and 3.4:
We denote by R g the Grothendieck ring of sp(2g).
Definition 3.6. Let W be a bigraded representation of the group sp(2g). The Hilbert-Poincaré series of W is the formal power series
Corollary 3.7. The Hilbert-Poincaré series of the representation
The Corollary follows from Lemmas 3.4 and 3.5.
Lemma 3.8. We have
Proof. Recall that the positive roots of the Lie algebra sp(2g) are e k ± e h for 1 ≤ k < h ≤ g and 2e
Apply the Weyl formula for the dimension of a representation:
We obtain eq. (3) by multiplying the right hand sides of the previous equations.
The cohomology of configuration spaces
The case of the sphere (g = 0) is essentially different from the case g > 0 and our approach is useless since sp(2g) is trivial for g = 0. We refer to [Sal04, Sch18] for the proof of the following theorem.
Theorem 4.1. The rational homology of C n (S 2 ) is:
From now on we assume g > 0.
Lemma 4.2. For g > 0 the filtration F n A g is strictly compatible with the differential. Therefore,
Proof. We need to prove that im d ∩F n A ⊆ d(F n A) for all n ≥ 0. Consider a generic element ax + aby + z + bw in F n A with x ∈ F n−2 A, y ∈ F n−3 A, z ∈ F n A, and w ∈ F n−1 A. Suppose that d(ax + aby + z + bw) ∈ F n−1 A, then we have d(ax + aby + z + bw) = bx + ωx + abd(x) + ωby + bd(z).
It follows thatd(x) ∈ F n−4 A,d(z) + ωy ∈ F n−2 A and ωx ∈ F n−1 A. Since the filtration, restricted to Λ • V ⊗ S • V , is induced by the total degree, we can suppose x, y, z being homogeneous of total degree n − 2, n − 3, and n respectively. So we haved(x) = 0,d(z) + ωy = 0, and ωx = 0. We deduce from ωx = 0 that deg(x) > 0 and hence, fromd(x) = 0, that x =d(x ′ ) for some x ′ of total degree n−1. It follows
From now on we will work in gr F A with the differential gr (
Proof. Consider a generic element abx + ay + bz + w with x, y, z, w ∈ Λ 
Proof. Consider the two short exact sequences
and (7) follow immediately from the long exact sequence in cohomology. Since (ker ω) j,i = 0 for j < g and (coker ω) j,i = 0 for j > g, we deduce eq. (9). The only representation that can appear in H g,i (coker ω) ≃ H g,i−2 (ker ω) is V (i−2)ω1+ωg . It is easy to see that the subspace V iω1+ωg ⊂ V ωg ⊗ S i V is contained in ker ω ∩ ker d, but cannot lay in d(ker ω) since (ker ω) g−1,i+1 = 0. Finally, we have proven eq. (8).
Lemma 4.7. The Hilbert-Poincaré series of kerd ∩ ker ω is
Proof. Notice that kerd ∩ ker ω = ker(d | ker ω ) and that
Using the formula (s + 1)P ker(d | ker ω ) (t, s) = P ker ω (t, s) + sP H(ker ω) (t, s) we obtain the claimed equality.
Lemma 4.8. The Hilbert-Poincaré series of kerd/ω kerd is P kerd/ω kerd (t, s) = 1 + (1 + t 2 s)
Proof. Consider the exact sequence 0 → kerd ∩ ker ω → kerd ω − → kerd → kerd ω kerd → 0. We have P kerd/ω kerd (t, s) = (1 − t 2 )P kerd (t, s) + t 2 P kerd∩ker ω (t, s),
and by Lemma 4.7 we obtain the claimed equality.
Lemma 4.9. The Hilbert-Poincaré series of Λ • V ⊗ S • V / im ω + imd is
Proof. Let K be the quotient Λ • V ⊗ S • V / im ω + imd. Consider the exact sequence
and notice that imd ∩ im ω = kerd ∩ im ω = ker(d | im ω ). We compute P ker(d | im ω ) using the formula (1 + s)P ker(d | im ω ) (t, s) = P im ω (t, s) + sP H(im ω) (t, s)
relative to the bi-graded complex (im ω,d | im ω ). Notice that P Λ V ⊗S V (t, s) = (1 + s)P imd + 1 by Lemma 3.2, so we obtain (1 + s)P K = (1 + s) P Λ V ⊗S V − P imd − P im ω + P ker(d | im ω )
= sP Λ V ⊗S V + 1 − sP im ω + sP H(im ω) = sP coker ω + 1 + sP H(im ω) . Proof. We use Lemma 4.5 and the computations of Lemmas 4.7 to 4.9:
The equalities
P H(A) = sP kerd∩ker ω +t 2 s+t 2 s 2 P kerd∩ker ω +P kerd/ω kerd +t 2 P Λ V ⊗S V / im ω+imd .
Let us define the series Q g (t, s, u) in the Grothendieck ring of sp(2g) as:
