ABSTRACT With the increase of roads and vehicles, the number of traffic accidents has gradually increased, and one of the important reasons is the driver's unsafe driving behavior. Some existing methods rely on the method of joint point estimation to identify driving behavior. This kind of method can filter out unrelated components such as background, but the joint point estimation can only give the position information of human behavior, which cannot fully describe the human body, so we try to solve this problem. For one thing, we propose a driver behavior recognition method based on human parsing which can quickly and accurately recognize the driver's unsafe behavior. For another thing, we build a trucker behavior dataset (TB dataset) with 700 videos and improve a human body segmentation model with higher precision. Finally, we achieve 93.39% and 91.32% accurate for recognizing driving with one-hand and no-hand. At the same time, we get 98.75% accuracy for recognizing driving with turned head by using ResNet50 model.
I. INTRODUCTION A. MOTIVATION AND OBJECTIVE
As it is widely acknowledged that road traffic accidents, in which human being plays an essential role, are serious issues that faced by the whole world. Unsafe behavior of drivers may trigger heavy traffic accidents, for example, answering phone calls, bowing head to play phones and hands leaving the steer wheel. Without effective measures, the mortality rate of traffic accidents will be much higher than diseases such as AIDS and so on. As shown in the Figure 1 , the traffic accident is a serious problem [1] .
Statistics from the Traffic Management Bureau of the Ministry of Public Security of the People's Republic of China show that in 2016, there were a total of 50,400 road traffic accidents involving trucks, resulting in 25,000 deaths and 46,800 injuries. They accounted for 30.5%, 48.23% and 27.81% of the total number of motor liability accidents. This is much higher than the proportion of trucks in total [2] .
In China, many traffic accidents are caused by trucks and they often cause heavy casualties, as shown in Figure 2 . Therefore, as for the truckers, we apply a lot of monitor cameras to make some research on behavior analysis for the video in order to alleviate such accidents from happening.
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By those cameras, we are accessible to help drivers realize that their behavior is unsafe and correct them in time.
So it needs us to analyze truckers behavior from video.
Human behavior classification [3] in video is a challenging task, but the task can be widely used in intelligent surveillance, human-computer interaction [4] and so on, so researchers have been investigating it for decades. Due to the great success of convolutional neural network [5] for computer vision area, many recent works use depth models to train networks to identify behavior in video and the performance of these new proposed methods is significantly better than hand-crafted methods [6] , [7] .
Therefore, people use the artificial intelligence technology widely and put forward a lot of networks to solve this problem from various aspects. However, today's solutions are increasing the complexity of the model, requiring more computing resources and computing time to get better results. At the same time, these methods do not directly extract the human body, making them vulnerable to the effects of clutter and non-action movements from the background. To address these limitations, many researchers consider adding more people's information. It is a good way to separate the background from the person by estimating the pose of the person in each frame, which is easy to get information [8] . The rapid development of posture information in recent years has motivated researchers [9] . So they use the posture information of the human body to acquire features with more dimensions and kinds [10] .
However, in the application of large truckers, the use of a lot of information for processing action classifications is redundant. For example, we don't need to extract the information of the face to get the identity of the person, etc. Through analysis, we believe that the result obtained by human parsing is a fundamental analysis of human and it can be further analyzed to obtain the classification of behavior. With the development of artificial intelligence and the research of 5G [11] , this area also has a lot of room for development. Therefore, this paper tries to judge and classify large truckers' unsafe driving behavior from video frames.
B. METHOD OVERVIEW AND CONTRIBUTIONS
The main problem in this paper is to recognize truckers' driving behavior. Deep learning is a data-driven approach, so in order to solve the problem of unsafe driving, we need to build the dataset to train and test our network. To protect the driver's privacy, most videos focus solely on the upper body of the drivers, which are enough to capture unsafe behaviors. Compensating lights can work automatically, so these cameras are able to record movements days and nights. Thus, we manage to collect dataset from those cameras by taking around 8000 pictures which are classified into 4 categories: driving with one-hand, driving with no-hand, driving with turned head and driving with unturned head.
In this paper, we try to find a more appropriate and reasonable expression of a person's information, which is a kind of mapping that can extract more information from a video clip and convert it into behavior tags. This representation focuses more on human information, so it can ignore the effects of cluttered backgrounds and extract more information from video frames.
Based on our previous work in the field of human segmentation, we think that segmentation is a pixel-by-pixel classification that yields more information than keypoints in the human body. At the same time, image segmentation can obtain more information than detection. For example, image segmentation can obtain more detailed information and get higher accuracy. Since human segmentation is a basic task of human-centered visual understanding, we can get a more convincing explanation based on this solution. So we build our network from the idea of the D-Linknet network [12] .
Our approach can be divided into three steps. First we use the method of extracting key frames to extract images from the video and store the images into different categories. In this way, we can obtain higher accuracy and use less time. Subsequently, we propose a human parsing network to obtain the segmentation results of all images. Finally, we judge and analyze behavior of large truckers based on the results of the above human parsing.
Our main contributions are as follows: -We construct a dataset for truckers' behavior, including a balanced dataset of four categories and this dataset provides a basis for subsequent behavior classification. VOLUME 7, 2019 -The human analysis network we build can get more meaningful information and capture the state of the whole body and specific body parts more compactly. -By using a simple convolutional neural network, the system extracts more representative features from the results of human parsing, resulting in better classification results. -We obtain a system that is less time consuming and more accurate. Through experiments, we prove that our system has higher accuracy on large trucker behavior dataset.
II. RELATED WORK A. BEHAVIOR CLASSIFICATION
Behavior recognition in video has always been considered as an annoying problem because it involves high-level abstraction and the time dimension is not easy to handle. Most of today's most advanced behavior recognition methods rely on appearance, depth, optical flow and body bones, or a mix of multi-stream architectures. Many methods get better results, but there are high computational costs. Unlike behavior recognition task, the behavior classification task in a video is simpler, and it does not require an additional detection operation. The method of classifying behavior based on human information has received less attention. In terms of behavior classification, people's basic information can usually complement other modalities and convey important information, but it is always treated separately or ignored.
In recent years, due to the strong adaptability to dynamic environments, complex backgrounds and the rapid development of skeleton data, behavior recognition has attracted widespread attention [10] . Traditional methods of bone-based behavior recognition often design hand-crafted features to simulate the human body, but they have not been extensively studied due to limitations. With the development of deep learning, the widely used models are RNN and CNN [13] , [14] . However, these methods have limited capabilities and cannot fully express the dependence between joints and make good use of the spatial relationship of human joints. New methods in recent years mostly involve a large number of parameters and require increased memory for training. These methods can't effectively benefit from rich images for real-time effects.
There are very few solutions based on other human basic problems and it's a good opportunity for us to do some research on them.
B. SEMANTIC SEGMENTATION
Since 2015, image semantic segmentation has a lot of new results, which follows the framework of the FCN [15] and improves many details from it.
From the end of 2014 to 2018, the Google DeepLab [16] , [17] team developed multiple versions of networks to improve image fine-grained semantic precision and avoided image rotation sensitivity. They pioneered the use of dilated convolution to replace partial pooling layers in neural networks. Combined with the Encoder-Decoder structure, it makes the network more suitable for fine-grained segmentation tasks. In Deelpab V3+, ASPP was proposed and it could fuse different level of features.
Aiming at the integration of multi-level semantics of the network, many networks chose to combine different levels of features and different receptive fields of features to achieve that. PSP-Net [18] added the Pyramid Pooling Module to the central part of the network, using multiple sizes of pooling layers to fuse features of different receptive fields. EncNet [19] used the structure of Squeeze-and-Excitation from SENet [20] to introduce semantic encoding Loss in the central part of the network. By adding the loss of classification to the training, the network has a global receptive field and grasps the implicit relationship between objects.
HyperNet [21] used the multi-layered feature map to obtain a multi-scale hyper feature. Compared to Faster RCNN, HyperNet is better at handling small objects. This network is mainly used for object detection and Multipose Net [22] used it for pose estimation, however we try to achieve it on image segmentation task.
A lot of existing networks have shown significant success in several benchmark datasets.
C. HUMAN PARSING
Human parsing is also a very challenging computer vision task and it is critical for understanding of human-centered issues. Successful human parsing technology can advance other applications such as dressing style recognition and human behavior recognition [23] . It can be thought of as a fine-grained semantic segmentation task. In the early stages of the field, many works used conditional random fields (CRFs) with pose estimation information to solve this task [24] , [25] .
In recent years, with the development of deep learning, many solutions have been proposed. Liang et al. [26] provided a novel contextualized convolutional neural network architecture that integrates cross-layer, global image-level, super-pixel and cross-pixel neighborhood contexts into a unified network. Gong et al. [27] explored a new self-supervising structure-sensitive learning method which did not require additional monitoring information and obtained a large amount of advanced knowledge from a global perspective to improve the analysis results. After that, Liang et al. [28] proposed a novel joint human body analysis and pose estimation network that can perform very high quality predictions on human parsing and pose estimation tasks. Liu et al. [29] identified some useful attributes, such as global context information and edge information to achieve better results in human parsing task.
With the development of human body segmentation, we can make some further studies in order to analyze behavior to get it category from the human parsing results. 
III. DATASETS A. TRUCK DRIVING BEHAVIOR DATASET (TB DATASET)
After investigation and collection, the data of truckers came from a logistics company in China. We have access to more than 700 videos in four categories, including yawning, distraction, phone calls and closed eyes.
In these videos, most of them only have the upper body. Since the camera is a long-term recording of the driver's each behavior, many drivers believe that other parts of the record infringe on their privacy. Thus, the shooting position of the camera is placed above the driver's head, resulting in a shooting range that is directly opposite the driver's upper body, without information about other parts and it does not cause privacy violations.
However, the categories of the dataset are extremely unbalanced. The closed-eye data has more than 400 videos, while the other three classified videos have only 90-120 videos. This requires us to process the dataset. After careful study about it, we found that many videos in the closed-eye category are drivers looking down on their mobile phones or chatting on social networks, as well as some categories that are difficult to classify. It contains data on various behavior messages. So, we processed the dataset of the closed-eye category, re-divided the data set and labeled it by setting new screening criteria and finally we discarded some data and let the number of four types of data more balanced.
After analysis and processing, we finally got 8,000 images, which were divided into 4 categories: driving with one-hand, driving with no-hand, driving with turned head and driving with unturned head, details of the dataset are introduced in the Table 1 . We think that the unsafe behavior of drivers can be divided into multiple types, but from the result of segmentation, we mainly get the labels of the head, left hand and right hand, and the number of other labels is rare. It is sufficient to analyze the results of these labels.
B. LIP DATASET
Due to the limited constructed of the dataset, we used our pre-trained segmentation model from Look in Person dataset [27] , [28] , [30] in order to train a better human parsing network. This dataset is a cropper instance of the Microsoft COCO [29] training and validation set. It has more than 50,000 images, of which more than 30,000 images are used for training, 10,000 verification images and 10,000 test images. The LIP has good fine pixel annotations, with 19 semantic body part labels and a background label. The trained model of the LIP dataset can be used well on the TB dataset: FIGURE 5. Some images exist in the LIP which are similar to the TB dataset images.
-As shown in the Figure 5 , there are many similar data in the LIP dataset, so that the network trained on the LIP dataset can be well adapted and migrated to the TB dataset. -Scale changes have facilitated the use of our TB dataset to better accommodate drivers' different situations.
IV. SYSTEM A. EXTRACT KEY FRAMES
There is a strong correlation between adjacent frames in a video. So, we hope to extract some important frames from a video for following process. The key frame extraction algorithms are various. We use a common key frame extraction algorithm based on the difference between frames to distinguish two images and calculate the average pixel intensity of two images to measure the variation. Therefore, based on the average intensity of the interframe difference, when a frame in the video has a large change to the content of the previous frame, we consider it to be a key frame and extract it.
The whole process is as follows. First of all, we load the video and calculate the interframe difference between every two frames in turn, resulting in an average interframe difference. Then, we use the differential intensity threshold to extract the key frames. We choose the frame with the average interframe difference strength higher than the preset threshold as the key frame of the video. Through learning all videos, we obtain the most appropriate threshold for the TB Dataset. Therefore, the threshold is used as the basis for judging the key frame.
B. EXTRACT INFORMATION
After getting the key frames of the video, our system will make human parsing for each frame. We put forward a network of high precision for human parsing. The network consists of three parts: an encoder, a decoder and a refiner. As shown in the Figure 7 , the encoder can extract robust features from the image. The decoder can restore features to their original input size and add auxiliary losses for each layer. In addition, we propose a refiner part that effectively aggregates the output of the decoder. Finally, the results of human parsing can be obtained.
1) ENCODER a: FEATURE EXTRACTOR
We use ResNet [31] as the backbone network for the feature extractor. The network has 5 layers, each consisting of a different number of BottleNeck modules. The residual module adds the input and output of the module, which can effectively alleviate the gradient disappearance during training. Similar to DeepLab, we added a dilated convolution on the last layer to preserve the resolution of the feature and the receptive field. Finally, we can get the features.
b: ATROUS SAPTIAL PYRAMID POOLING
Global information is very useful for fine-grained semantic segmentation. The contents of the spatial pyramid are assembled to obtain output at various scales and effectively connected together.
In our network, in order to reduce the amount of computation, we reduce the number of channels to 1024 before putting the feature into ASPP module, because of the redundancy of features, this operation does not affect the accuracy. We adjusted the dialate rate to 4, 8, 16 ,the number of channels for each branch is 256. After concating the features of different branches, we transform the number of channels of the feature from 1024 to 2048 by 1 × 1 convolutional kernel.
Thus, the output of the decoder and encoder is symmetrical so that the feature fusion of the encoder and decoder is very easy.
2) DECODER
The decoder can recover the output feature of the encoder to the original image size, thereby alleviating the loss of information caused by the downsampling in the encoder. We set up a bottleneck fashion 4-layer decoder which we called D2,D3,D4,D5, Every decoder layer can gradually increases the size of the feature map and reduces the number of channels. The features of entering the decoder layer will first be transformed by 1×1 convolutional layer to reduce the number of channels to 1/4 of the input, after that, deconvolutional layers with batch normalization and ReLU activation are used. The stride is 2 and kernel size is 4, finally the 1 × 1 convolutional layer transforms the number of feature to 1/2 to the input channel. Since the output sizes of the encoder layer and the decoder layer are the same, we can mix these two features by a simple summation operation.
Intermediate supervision can not only help to add semantic information, but also make the function more robust to objects at different scales. We using 1 × 1 convolutional layer to get output from every decoder layer and backpropagating the sum of all these losses. The loss of decoder we called Loss D1 , Loss D2 , Loss D3 , Loss D4 . The loss function can be expressed as:
3) REFINER
Refiner plays a very important role in the network. The decoder directly adds the output of the encoder and the decoder, which results in an aliasing of the feature map. Inspired by HyperNet, as the Figure 8 shows, we adjust each layer output of the decoder to the 1/4 of the input size by bilinear upsample. After concat them together, we use the 3 × 3 convolutional layer to mix these features and reduce the number of channels to 512. A 1 × 1 convolutional layer is added at last to generate human parsing result.
Through this operation, we effectively combine multi-scale features and increase the robustness of the network to changes VOLUME 7, 2019 in human motion. Unlike HyperNet, we extracted more diverse features of more scales in this way.
C. INFORMATION PROCESSING
After passing all the data through our proposed network, we can get the results of human parsing and get the information.
After training on the LIP dataset, the network can get the results of 20 types of labels such as background, hat, and hair. But in the TB dataset, we only have upper body part, so many labels are difficult to appear in the video, we can consider other more influential parts, such as the head, left arm and so on.
Let's take an example. As shown in the Figure 6 , this is a key frame extracted from a video. It is easy to see that this video was taken from the bottom-right part of the driver. The driving with unturned head situation is that the driver is looking straight ahead and the lens should not have any other body parts. When the hand appears in the video, we can think of the hand leaving the steering wheel. Therefore, we judge directly based on the results obtained by parsing. We judge unsafe driving behavior based on the situation of one-hand or no-hands.
When judging the facial condition, although the segmentation can obtain the specific condition of the face, it is difficult to derive the behavior classification of the driver. We try to build a new network to analyze the results.
In order to determine the driver's head movement, we extract the face segmentation information and we build a CNN network to classify drivers' driving with turned head and untuned head according to it.
V. EXPERIMENTAL RESULTS AND DISCUSSION

A. PARSING MODEL TRAINING
We implemented a ResNet-101-based framework that was pre-trained on ImageNet [32] and fine-tuned on LIP dataset. The network trained on the training set and validated on the validation set. The network input size was 384 × 384 during training and testing. We use a training strategy which is similar to Deeplab, the ''Poly'' learning rate policy, with a base learning rate of 0.002. We trained the network for about 120 epochs. This model was trained on 4 GTX2080ti and the batch size was 16. For data-augmentation, we apply random scaling (from 0.5 to 1.5), cropping, rotating and flipping left and right during training process. We use cross entropy as the loss function.
B. GET HUMAN PARSING RESULT OF DATASET
We take 20-categories human parsing for the dataset, but different categories are highlighted for different tasks. The specific information of the dataset is shown in the Table 1 . Our specific operations are as follows:
-For one-hand and no-hand images, we mark and render the results of the driver's arm and face in the image, as shown in the Figure 9 . -For the driving with turned head images that looks around, we only mark and render the driver's face part, as shown in the Figure 10 . -For the driving with unturned head category of driver images, as shown in the Figure 11 , in order to compare with the one-hand category and the driving with unturned head category, we have twice labeled respectively to get the results of both-hand and face. 
C. GET RESULT OF BEHAVIOR CLASSIFICATION 1) CNN TRAINING AND VALIDATION FOR CLASSIFY
In order to deal with the different steering of the trucker's face, we use the deep learning convolutional neural network to train and verify the two types of data with only face parsing results. The positive and negative classes are set to 1460. We try to classify the dataset using different networks such as VGG, ResNet18, ResNet34, ResNet50 and so on, and use the transfer learning method to obtain the initial weight of the model and obtain good classification results. Specifically, we use the Adam [33] weight update method, the learning rate is set to 0.001. We trained 3850 iterarition, and reduced the learning rate by 1/10 in the 1540 iteration and 3080 iteration. We did not use any image amplification techniques. The transfer learning used pretrained DCNN feature extraction weights that were originally learned from the ImageNet dataset that consists of 1.2 million labeled images. The pretrained feature extraction weights from the VGGNet [34] , ResNet18, ResNet-50, and ResNet34 were fine-tuned during the TB Dataset.
In verifying the fit of the model to this dataset, we used a five-fold cross-validation strategy. The five-fold crossvalidation method divides the data into 5 parts, each time one is selected for the verification set, and the remaining 4 pieces are used as the training set. After all the 5 pieces of data have been verified, 5 results are made. Statistical estimates give the mean of the accuracy. Cross-validation testing is useful for assessing the learned model's ability to generalize to an independent dataset.
The accuracy of different models is as follows: As can be seen from the Table 2 , CNN is very effective for this task. Although VGG16 has the lowest results, it also achieved an accuracy of 90.83%. ResNet has a higher result of 98.33%. It is worth noting that ResNet18 not only has more layers and feature channels than VGG, but also increases the shortcut connection to promote the back propagation of the network back propagation gradient, making the model training more stable. ResNet34 and ResNet18 results are similar, but ResNet50 gets a higher accuracy of 98.75, which means that deeper models get more benefit in this dataset. The accuracy of ResNet101 is declining. It should be that the model's ability is too strong, and the data is too small, causing the model to overfit the dataset. The above five models have 99% accuracy on the training set.
2) ONE-HAND AND NO-HAND DETECTION
Our proposed TB dataset is taken a view from the overhead. Under safety circumstances, the images in the dataset should not have hands, otherwise there will be unsafe behavior. As shown in the Figure 9 or when the driver doesn't play the phone under the camera, the sight may be changed and the face may be rotated. This problem can be solved by the method proposed in the previous section. Therefore, our detection of the hand can directly use the results obtained by parsing to determine whether there is a left or right hand in the image, so that the driver's unsafe behavior can be directly judged.
In this experiment, we judged the results of all the one-handed and two-hand dataset image segmentation, as shown in the following results: According to the Table 3 , 3,212 of the 3,517 single-handed data were successfully detected, of which 176 were misdetected for both-hands and 129 were missed, with a precision of 85.61% and a Recall of 91.32%. There is no problem with left-right hand detection errors. An example of the error is shown in Figure 12 , in (a) the model is not capable of detecting the hand, and in (b) it is easy to confuse the right and left hands when the hand is twisted. About the 387 no-hand dataset, a total of 363 were successfully detected, 2 of them were mistaken as hands and 22 were lost, with an Recall of 93.39% and Precision of 94.91%. An example of the error is shown in Figure 12 (c). Fewer parts of hand will cause recognition failure. Figure 12(d) shows that the recognition is not good when the background is dark, which is also related to the picture is black and white.
Finally, 66 of the 683 driving with unturned head images were misidentified as driving with one hand category, and this model didn't find the situation with both-hands. The error example is shown in Figure 12(d) .
VI. CONCLUSION
In this article, we try to solve the problem of unsafe driving behavior classification of large truckers. First, in order to make up for the problem of no data available for trucker's unsafe behavior, we created a data set with more than 700 videos which has more than 8,000 images. Secondly, in order to realize the analysis of unsafe behaviors, we adopt a human body segmentation method, based on the results of human parsing, we have designed a system that can quickly identify the driver's unsafe behavior. And in the meanwhile, we propose a high-precision human segmentation network. Finally, we get 91.32% accuracy on one-hand detection, and 93.39% accuracy on no-hand detection and using CNN to classify the head posture to identify the driver's driving with turned head, achieving 98.75% accuracy. 
