Fourier transforms of the spectral radiance of natural objects were investigated. The average spectral power spectrum Se( f c ) is well described by Se( f e) = exp ( 171, 157 (1992)) ). The theory assumes that the surrounding world is first sampled spatially, temporally and spectrally by an array of pre-filters, and subsequently filtered by an array of neural filters that maximize the information delivered to an array of noisy information channels. These optimal filters show lateral inhibition and spectral opponency for high signalto-noise ratios (snrs) and low temporal frequencies ( f t) . Decreasing snr or increasing f eventually produce filters that are spatially and spectrally low-pass, resulting in a visual system lacking lateral inhibition and spectral opponency. The optimal filters for high snr lead to responses in the spectral channels approximately independent of the spectrum of the illumination, which is a first step towards colour constancy. Finally, the optimal spectral pre-filter has a half-width of about 100 nm; this is close to that of the common rhodopsins.
INTRODUCTION
A leading paradigm in the theory of colour pre processing is that spectral opponency is the conse quence of the visual system's attempt to maximally use available channel capacity ( Recently, a related approach was followed for spatiotemporal processing (van Hateren 1992 a, b). Starting from the average spatiotemporal power spectrum of natural stimuli (i.e. stimuli that could be encountered in reality), it was possible to calculate the spatiotemporal filter that maximizes the information available to the visual system. The assumptions underlying this calculation are that the stimulus is noisy (e.g. due to photon noise), and that the information has to be transferred through an array of channels of limited information capacity (i.e. having noise and a limited dynamic range).
Here, this theory is extended to spectral information. By combining measurements of the spectral radiance of natural objects with the spatial properties of natural scenes, and with the temporal properties resulting from movements of the visual system, we arrive at optimal filters in space, time, and wavelength. These filters depend on the signal-to-noise ratio (sn r ) at the level of the photoreceptors, and they behave similarly to what is known of natural colour vision systems.
Interestingly, the optimal filters lead to a loss of spectral discrimination for low sn r s, and strong spectral opponency for high sn r s, be it only for low spatial and temporal frequencies. Spatial and spectral opponency suppress low spatial and spectral frequencies in the scene, and thus serve as a basis for colour constancy. Finally, the width of the spectral pre-filter sampling the surround is varied, which shows that rhodopsins are close to the optimal.
MATERIALS AND METHODS
The spectral radiance of patches of natural scenes, used for figure 1 a, was obtained with an Instaspec III (Oriel) spectrometer. The lightguide connecting the spectrometer was mounted in the image plane of a lens (Photar 1:4/50, Leitz). A half-mirror was mounted at 45° between lens and lightguide, and a mirror and eye-piece perpendicularly to the plane of the lens. This arrangement allowed viewing the lightguide aperture superimposed upon the natural scene to which the device was pointed (for a similar device, used for stimulating single photoreceptors under visual control, see van Hateren (1986)). With this equipment, spectra could be measured of patches with an extent of 0.9°. The Instaspec was calibrated using a standard light source. Before Fourier transforming, spectra were normalized to their average and tapered relative to the average with a Kaiser-Bessel window (a = 3; see Harris 1978).
The measurements for figure 3 were obtained by grabbing images (through a Philips 56470 C C D -cam era m odule and a D ata T ranslation DT2861 fram egrabber) from a scene m ainly consisting of a colour test chart (the colour separation guide provided with the Philips PCA 060 colour analyser). T he scene was illum inated by 3 kW of halogen lamps. Before entering the cam era, the light was filtered by filters K40, K45, K50, K55, K60, or K65 (Balzers; the transm ittance of, for exam ple, the K45 peaks at about 450 nm, see figure 3 a for the transm ittance spectra). Changes in illum ination were produced by inserting one of the following filters in the light path : Agfa colour printing filters yellow (Y99), m agenta (M 99), or cyan (C99), or Cokin colour correction filters blue (21, sim ilar to K odak W ratten filter 80B), or orange (30, sim ilar to K odak W ratten filter 85B ); see figure 3 b for the transm ittance spectra. T he test chart in the scene consisted of a M ondrian-like arrangem ent of approxim ately 50 patches (squares and rectangles) of various colours. T he reflectance spectra of the five presented in figure 3 d-g are shown in figure  3 c. T he images grabbed w ith the various K-filters were scaled by the autom atic gain control of the cam era. This im plicit (chrom atic) ad a p ta tio n was afterw ards corrected by m ultiplying the intensity values in the grabbed images by the integral of the p articu lar com bination of K -h lter and illum ination filter used. A lthough this calibration is only approxim ate, it is sufficient for the purpose of figure 3, nam ely for showing th a t the theoretical filters lead to results th a t are approxim ately independent of the illum ination spectra.
RESULTS
Below, spectra of n atu ral scenes are studied first, as these are needed for the theoretical calculations; then the theory used is sum m arized and examples of resulting Liters shown; next, the consequences of these spectral frequency / cycles pm filters for colour constancy are stu d ied ; and finally, the question of the optim al spectral w idth of visual pigm ents is addressed.
(a) Spectral frequency distribution o f natural stimuli
T he spectral radiance of patches of n atu ral scenes was obtained with a spot spectrom eter, as described in M aterials and M ethods. Spectra were taken from a wide variety of objects and m aterials, such as grass, tree trunks, brick, earth, leaves, clouds, roof tiles, and flowers, and taken under different illum ination con ditions (clear and overcast sky, at various times of the day). As investigated before, both natu ral reflectance spectra and n atu ral illum ination spectra are generally quite sm ooth, i.e. they contain very few sharp peaks and flanks (M aloney 1986; D annem iller 1992) . O ne way of investigating this further is to look at the F ourier transform of the spectra, which gives the contribution of the various spectral frequencies. A spectral frequency is a sinusoidal variation of intensity along the w avelength axis (see, for example, Barlow 1982; B onnardel & V arela 1991) ; any spectrum can be considered as being composed of a com bination of spectral frequencies, with weights depending on the shape of the particular spectrum . Figure 1 a shows the spectral power density of 138 natural spectra (m e a n ± standard deviation). T he straight line, fitted to the first six d ata points, shows th at the average spectral power density is well described by exp ( -fifc), with /? a constant (here /? = 0.419 + 0.097 pm ), and the spectral frequency. At f c larger than about 20 cycles pm -1, the spectral power density becomes ap prox im ately constant, probably caused by noise in the spectral m easurem ents. Note, however, that there is very little power in these high spectral frequencies com pared with the lower ones.
Spectral frequencies as shown in figure 1 a cor respond to fluctuations along the spectrum , super imposed on a constant intensity (corresponding to the com ponent at f c = 0). We define here the spectral contrast, cc -[ 2 /c^0 > S ' c(> / c)/>S, c(0)]*, with the spectral power distribution. T he spectral contrast is a m easure of how large the fluctuations along the spectrum are com pared with the average, and it is, loosely speaking, proportional to how saturated the particu lar colour is. For the data set of figure 1 a = As biological visual pigments are photon detectors rather than energy detectors, a similar analysis to that above was done on the quantal spectra corresponding to the spectral radiances measured (m ultiplying the latter by the wavelength A produces a spectrum proportional to the former). This analysis yielded ft = 0.449 + 0.115 pm and cc = 0.237 ±0.128, thus very similar to the values for the spectral radiances. The radiance values are used in the calculations below.
The exponential fit in figure 1 a can be used to reconstruct the typical natural radiant spectrum . T he exact shape will obviously also depend on the phase of the Fourier transform ed spectrum , not just on the am plitude (which follows from the fit in figure 1 As examples, figure 1 b, c shows two extreme cases, namely purely even and purely odd spectra (see Appendix 1 for the equations). The even spectrum has a peak with a full width at half-maximum of 67 nm, and the odd spectrum has a full flank width of 67 nm (distance between minimum and maximum); both widths are given by /?/ (27r), with /? as above. Thus, on average we can expect in natural spectra peaks and flanks with widths scattering around this value. . This results in the total spatiotemporo-spectral power distribution of natural stimuli as perceived by the moving visual system. This stimulus power distribution can be used to obtain theoretically optimal filters, as is explained below (for a more detailed account see van Hateren (1992 a), and Appendix 1).
The theory assumes that the early visual system consists of three layers (arrays) of the following elements: (i) a pre-filter, sampling and low-pass filtering the stimulus; (ii) a neural filter; and (iii) an information channel (e.g. a neuron) of limited in formation capacity. The sampled image at the pre filter is noisy (photon noise and transducer noise), with a snr depending on the average light level. The channel has a limited information capacity because it is assumed to have some intrinsic noise and only a limited dynamic range (i.e. a limited range of possible response levels). The basic assumption of the theory is that at each snr the neural filter is adjusted such that as much information as possible of the stimulus is transferred by the array of information channels. Indeed, the theory produces, for each s n r , a unique neural filter accomplishing this task. Pre-filter com bined with neural filter yield the total filter of the system. Figure 2 shows the amplitude of the transfer functions of several filters that follow from this maximization of information (the phase is not com puted; see the Discussion). Although the full filters are four-dimensional (two spatial dimensions, one tem poral and one spectral), figure 2 a-c shows twodimensional sections through this volume, with one spatial frequency kept fixed at zero, and the temporal frequency f t = 0.032 in figure 2 a, , and f spatial and spectral frequencies. A spatial band-pass filter leads to lateral inhibition in the space dom ain, a tem poral band-pass filter to self inhibition in the time dom ain, and a spectral band-pass filter to spectral opponency in the wavelength dom ain. A low-pass spectral filter leads to a substantial pooling of wave lengths, dim inishing the possibility of colour vision. Note th at spectral decorrelation produced by b an d pass filtering (see, for example, Derrico & Buchsbaum 1991 ; Atick 1992 ) only occurs at high snr, whereas the low-pass filtering at low snr m ay actually increase spectral correlation.
How would a filter such as that of figure 2 a look in the space and wavelength dom ain? As the theory only predicts the am plitude of the filter, not its phase, this question cannot be answered unequivocally. As an example, figure 2 ds hows a possible spatiospectral linespread function (obtained by integrating the pointspread function along one spatial dimension) consistent with figure 2a, where it was assumed that the filter has zero phase everywhere. This produces a receptive field sym m etrical in space and wavelength. Although a sym m etrical receptive field in space is quite realistic, this is hardly so for the wavelength axis: spectral opponency is often rather asym m etric (see also the Discussion). Nevertheless, figure 2d suffices to illustrate the following general property of band-pass filters as in figure 2a : at a spatial position 0 (the centre of the spatial receptive field), the spectral curve consists of a positive peak with inhibitory flanks, whereas at less central positions the spectral curve is in v erte d : there is an inhibitory peak with excitatory flanks. Also note that the spatial lateral inhibition changes sign depend ing on the position along the wavelength axis. Indeed, sim ilar confounding of spatial and spectral inform ation has been observed in neurons in the visual system (for reviews see Gouras & Z renner 1981; M organ 1991) , and is ju st a consequence of the band-pass n ature of the spatiospectral filter (see, for example, Ingling & M artinez-U riegas 1985).
(c) Colour constancy
This paper is, strictly speaking, about spectral pre processing, not about colour processing (it does not explicitly deal with any algorithm prescribing how to assign colours to spectra). Nevertheless, the optimal filters we derived lead to a phenom enon that can form the basis of colour constancy. For this purpose, the filters were applied'to a real scene with, for simplicity, the analysis limited to the spatial and spectral domain.
As described in Materials and Methods, images of a scene including a colour test chart were obtained, filtered by pre-filters with transmittance spectra as shown in figure 3 a .Changes in the spectral composition of the illumination were produced by one of the filters shown in figure  3 b. The analysis was done on nine colours of the test chart, the results of five of which are presented in this figure (see figure 3 c for the reflectance spectra of these colours). The other four colours gave similar results. The six pre-filters of figure 3 a yield a six-dimensional spectral vector for each pixel in the scene, which can be analysed mathematically (see below), but is difficult to present graphically. There fore, a more limited analysis was done on a threedimensional system, obtained by lumping the measure ments taken with the K40-and K45-filters (yielding an effective pre-filter centred at about 425 nm), the K50-and K55-filters (yielding a pre-filter at 525 nm), and the K60-and K65-filters (yielding a pre-filter at 625 nm). Figure 3 d shows the results after the stimulus is sampled and pre-filtered, but before the neural filter is applied. The three axes denote the response in the three pre-filters. The five different symbols in the figure represent the five colours of the test chart, whereas data for each of these colours were obtained under six different illumination conditions: neutral (no bias filter), yellow, magenta, cyan, blue and orange (see figure 3 b ;these filters are denoted in figure 3 d-g by increasing sizes of each symbol). Because the spectrum of the illumination varies considerably, the various colours (or, more precisely, their spectral intensity distributions) are confused.
Figure 3 e-g shows the results after applying the neural filter, with increasing s n r : sn r = 0.3 for figure 3e,snr = 1 for figure 3f and snr = 1 0 for figure As before, the neural filter is assumed to be symmetrical along the wavelength axis. Note that the data of the same colour under different illumination conditions become progressively better grouped. This grouping can already be seen clearly in figure 3 (snr = 1), although there is still some confusion of colours (e.g. beige with yellow, and green with blue). In figure (snr =10) the grouping is such that it would be possible to define non-overlapping volumes belonging strictly to a certain colour. A measure for the separation of two groups as in figure   3 g is the ratio of, firstly, the distance between the centres (i.e. the centres of gravity) of the two groups and, secondly, the average distance of all data points within a group to the group's centre. Averaging this over all combinations of the five groups in figure 3g yields y = 0.27 + 0.14 (mean + s.d.), which is 2.6 times smaller than before filtering: y = 0.71 +0.30 (figure 3d). A similar analysis was done on the full six-dimensional system generated by taking the results of the six pre-filters of figure 3 a separately. This yielded y = 0.30 + 0.14 for snr =10, and y = 0.72 + 0.30 before neural filtering; these results are similar to the three-dimensional case. Indeed, the six dimensional system also leads to filters compensating for the effect of different illumination spectra. close to the w idth of a typical rhodopsin. For lower snrs, however, the curves become shallower, and finally the inform ation rate becomes m axim al for large bc. Large bc results in a visual system where all wavelengths are pooled, excluding the possibility of spectral discrim ination. Figure 4 a was com puted for the d a ta set of figure 1 , thus with /? = 0.419 pm and a spectral contrast cc = 0.224. T here m ay be anim als, however, for which the most relevant spectra in their environm ent have different characteristics; moreover, it is difficult to assess how representative the collection of spectra analysed in figure 1 a is for the world at large. As an exam ple of w hat consequences different characteristics would have, figure 4 bs hows curves sim ilar to those in figure 4 a, but now with ft twice as small, and cc twice as large. This m eans th at the average (relevant) spectra would have steeper flanks, sharper peaks, and would contain larger m odulations (producing more saturated colours). T he result is that the optim um pre filter w idth becomes smaller, about half th at of the case of figure 4 a, at least for large snrs. T he case of figure 4 b then corresponds to visual pigments with a full w idth at half-m axim um of about 50 nm rather than the usual 100 nm. Interestingly, sharpened spectral sensitivity curves are known to exist, with probably the most d ram atic exam ple being the visual system of the m antis shrim p, consisting of photoreceptors with eight different spectral sensitivities nicely aligned along the wavelength axis and having widths in the order of 50 nm (C ronin & M arshall 1989) . T he present theory predicts th at the spectral environm ent of m antis shrim ps has more spectral contrast or a higher content of high spectral frequencies than the spectral d ata presented here.
DISCUSSION
Based on the average power spectrum of natural stimuli, and on the assum ption that early vision strives to maxim ize the inform ation transferred by an array of noisy channels of limited dynam ic range, the following results were obtained: (i) at high snrs (i.e. high light levels) the optim al filters are band-pass in space, time and wavelength, leading to lateral inhibition, self inhibition and spectral opponency; (ii) at low snrs the optim al filters are low-pass, resulting in the absence of spectral discrim ination (and colour vision); (iii) filters at high snrs strongly diminish stimulus com ponents .slowly varying in space, time and wavelength, and are thus useful as a basis for colour constancy; and (iv) the optim al spectral width of a photoreceptor's spectral sensitivity is about 100 nm for the natural spectra studied here, but may become smaller when the most relevant spectra for a particular anim al are of a higher spectral contrast or contain more power in high spectral frequencies. A lthough the calculations were m ade on an idealized, generic visual system, these properties are well known to exist in natural colour vision systems.
Despite the successful prediction by the present approach of m any properties of spectral processing, there are none the less several limitations and short comings. O ne m ajor lim itation is th at the problem of sam pling is not included, i.e. the problem of where on the wavelength axis to place the visual pigments. R elated to this, the phase of the stimulus spectra is not included in the analysis (only the am plitude is), and the phase of the resulting optim al filters is unspecified. O ne consequence is th at the theory does not au to m atically lead to the form of spectral opponency (e.g. only reciprocally between two neighbouring pigments) observed experim entally (for reviews see Gouras & Z renner 1981; Menzel & Backhaus 1989) , although it does not contradict it either. A description of n atural spectra in terms of principle com ponents (M aloney 1986) takes the phase problem autom atically into account, and optim al placem ent of visual pigm ents in relation to relevant stimulus spectra has been studied specifically as well (Lythgoe & P artridge 1989; C hittka & M enzel 1992) . How either of these approaches can be satisfactorily com bined with the spatial and tem poral aspects of vision, or how phase and sam pling can be incorporated into the Fourier approach presented here, rem ains a topic for future research. N otw ithstanding the above remarks, the approach presented here already appears to produce funda m ental insights into the first steps of spectral vision. It provides a conceptual and quantitative fram ework for understanding such diverse phenom ena as: the dis appearance of colour vision at low light levels, at high tem poral frequencies, or at high spatial frequencies; the em ergence of spectral opponency and colour constancy at high light levels; and the sharpening of spectral sensitivity curves observed in various animals. T he approach is different from m any com putational theories of colour vision (see, for example, L and 1986; D 'Z m ura & Lennie 1986; H urlbert & Poggio 1988) in that it does not assume from the start th at a m ajor task of the system is to recover reflectance spectra in dependently of the illum ination (which would lead to complete colour constancy). Instead, it assumes that the system aims to extract m axim um inform ation from its sensory data (given constraints of limited inform a tion capacity of the visual channels). Rem arkably, this yields a basic form of colour constancy at high snrs, apparently as a byproduct. Obviously, this does not exclude the possibility that higher visual centres specifically aim to im prove colour constancy further, and to estim ate the reflectance spectra of objects. In the following we assume a discrete spatio-tem porospectral system, with N x samples along the spatial xaxis spanning a width wx, which lead to Nx spatial frequenciesf x, spaced at Af x = 1 /wx. Similar definitions apply to the spatial y-axis, the tem poral /-axis, and the spectral c-axis.
