Abstract-Peer-to-peer (P2P) file distribution is a scalable way to disseminate content to a wide audience. For a P2P network, one fundamental performance metric is the average time needed to deliver a certain file to all peers, which in general depends on the topology of the network and the scheduling of transmissions. Despite its apparent importance, how to minimize average finish time remains an open question even for a fullyconnected network. This is mainly due to the analytical challenges that come with the combinatorial structures of the problem. In this paper, by using the water-filling technique, we determine how each peer should use its capacity to sequentially minimize the file download times in an upload-constrained P2P network. Furthermore, it is argued that this scheduling also potentially minimizes average finish time for the network. This result not only provides fundamental insight to scheduling in such P2P systems, but also can serve as a benchmark to evaluate practical algorithms and illustrate the scalability of P2P networks.
I. INTRODUCTION
Peer-to-peer (P2P) networking utilities are among the most frequently used applications on the Internet and have often been observed to consume large fractions of available Internet bandwidth. In fact, studies [19] , [20] have shown that upwards of 45% of Internet traffic can be attributed to P2P applications. They have also generated a great deal of research activity in the last couple of years; see e.g., [3] - [6] , [8] , [12] , [20] , [22] , [24] and the references therein.
The fundamental advantage of peer-to-peer architectures compared with classic client-server architectures is their scalability. As every peer is both a client and a server at the same time, a P2P network can potentially distribute data to a large number of peers in a much shorter period of time. This paper considers a classical situation, in which a file is to be distributed as quickly as possible to a known set of peers. This can be used as a basic model for many scenarios such as distributing a software patch to an existing subscriber base. It is also a standard model used to illustrate the scalability of P2P networks [9] , in which one can calculate the amount of time needed to distribute a file of certain size to all peers under both P2P and client-server architectures. The calculation is typically done using the last finish time metric, which is defined to be the time when the last peer gets the complete file. Another natural fundamental metric is average finish time, which is the sum of finish times of all peers divided by the number of peers. However, minimizing it brings significantly more analytical challenges and this paper is devoted to finding an explicit scheduling procedure to achieve optimal average finish time in a fully-connected P2P network.
Several papers have explored performance of P2P networks [1] , [8] , [13] , [15] , [17] , [21] , [23] , [25] . Ones that deal with various optimal scheduling algorithms are particularly related. For example, Mundinger et al. [16] , [17] characterize the problem of file sharing in networks with heterogeneous upload capacities and discrete file divisions. They also explore initial results for cases where the file to be shared can be divided into infinitely small pieces. Another example is [8] where optimal strategies is discussed for file distribution when multiple classes of service exist. Recently, Mehyar et al. [15] extend Mundinger's upload-constrained result and look at average finish time problems. They provide solutions for all cases in which the number of nodes is three or less, as well as solutions to a small set of higher order cases. Building upon all these work while identifying new inductive structures and using new techniques such as water-filling, this paper provides a complete explicit algorithm to minimize average finish time with an arbitrary number of peers.
The main difficulty of the design of optimal file-distribution algorithms is the need to keep track of data identity. In other words, a whole file is needed as opposed to just that amounts of data, which could include much duplication. This complicates the problem of how a node should choose to send a piece of data from "who most needs this amount of data?" to "who most needs this particular piece of data?" Ignoring this constraint significantly reduces the complexity of the problem [18] but results in unrealistic results. In general, how the overall network benefits from the decision to send a particular piece of data to a particular node depends on the optimality criterion, as well as the physical constraints of the nodes involved. This paper focuses on the problem of designing explicit file dissemination scheduling algorithms which minimize average finish time. To overcome the above mentioned difficulty, our overall strategy is to use an intermediate step by introducing another concept (min-min time), which has an inherent inductive structure that facilitates algorithm design. The paper is organized as follows. Section II reviews the solution that achieves optimal last finish time and then formulates the minmin and average finish time problems. After that, we present two main results. The first one is in section III, where an explicit solution to achieve the optimal min-min times is provided, along with a water-filling interpretation. The second one is in section IV, where we argue that achieving min-min times can potentially minimize the average finish time. We conclude in section V and discuss some possible extensions.
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II. PROBLEM FORMULATION

A. Model and notation
Consider a single node, referred to as the server, which needs to distribute a file of size |F | to N peer nodes. The system is assumed to be churn-free, in that peers neither arrive nor leave. We assume that there are no topological constraints; each node, including the server, can communicate with each other node with no bottlenecks other than the nodes' upload constraints. Finally, the file can be broken into infinitesimally small pieces; thus, there is no forwarding delay, and a node can immediately relay what it receives to another node. This paper uses the following notation:
• |F |: size of the file • F i (t): portion of file that peer i has at time t • |F i (t)|: size of that portion • N : total number of peer nodes (not including the server)
• C 0 : server upload capacity
rate at which node i sends to node j at time t • Finish time t i for peer i: the smallest t with |F i (t)| = |F | • |F |/C 0 -bottleneck time: the time it takes for one node to directly receive the entire file from the server, and a lower bound on the time for all nodes to receive the file We consider an upload-constrained scenario in which each node can receive information with unlimited data rate, but the sum rate of any uploads from each node must be no greater than that node's given upload capacity. Mathematically, The "data identity" constraint can now be expressed as
B. Average Finish Time
We first briefly review the problem of minimizing the last finish time (the time for all nodes in the network to receive the entire file). Clearly, this time, T * L , can't be less than |F |/C 0 , which is the time it takes for the server to send the file to one recipient, or less than the time it would take to share the file with all nodes if every node in the network was fully utilized for all time, N |F |/C. Formally,
Mundinger et al. [16] show that this lower bound is tight by looking at the following two possibilities.
, each peer is assigned server capacity of rate C i /(N − 1), and each peer can then re-upload to the remaining N − 1 peers at rate C i /(N − 1). The excess capacity is shared equally. This results in each peer receiving total capacity C/N on the time
, the server can allocate to each peer i an upload rate of
C j which does not exceed that peer's upload capacity. Each node can forward on what it receives to every other peer; thus, each peer effectively receives at rate C 0 from the server.
It turns out that forcing all the nodes to finish receiving the file at T * L might artificially limit the performance of the network by other metrics. In other words, by allowing small increases in T L > T * L , we can potentially substantially decrease the average finish time, T A , and thus improve the overall performance of the network. This is illustrated with the following simple numerical example.
Example 1: Potential improvement over minimizing last finish time.
Let N = 4, with C 0 = 12, C 1 = 6, C 2 = 4, C 3 = 2, C 4 = 1, and |F | = 144. We calculate the optimal last finish time T * L and the optimal average finish time, T A . (It will be clear how to calculate this in later sections.) The results are summarized in Fig. 2 . By allowing a very small upward shift in finish time t 4 , substantial improvements in other finish times can be achieved. For example, with the selected set of upload capacities and specified file size, an average finish time decrease of 28.9% corresponds to a 0.91% increase in last finish time.
It is now clear that the average finish time is an important performance metric. Formally, we have
In general, to minimize the average finish time, we want maximize the rate at which information is exchanged in the network for all times, and attempt to minimize the finish times of nodes with high capacity as quickly as possible. However, due to the combinatorial structure of the problem and especially the data identity constraint, it is hard to even write down the optimization problem for general case. The following example illustrates this difficulty with a very simple 2-peer network.
Example 2: Direct minimizing average finish time for a twopeer network.
Consider the 2-peer case, we can set up a linear program which optimizes the average finish time by adjusting the sizes of the blocks of data the nodes send to each other in each time interval within the constraints of the problem.
Here the data identity constraint forces us to keep track of the sizes of many distinct pieces of data even when N = 2 (the later six constraints in the above optimization). In general, similar optimizations can be written for larger N , but the number of variables and constraints grows exponentially with the size of the problem. This difficulty motivates us to look for inductive structures which allows us not to optimize all data pieces at the same time. The min-min times that will be introduced in section II-C serve this role.
C. Min-Min Times
The min-min time sequentially minimizes the individual finish times. Besides its relation to the optimal average finish time, it is also of independent interest, since minimizing the completion times of early flows improves the robustness to disconnection of the network [11] .
Formally, let t s i be the finish time of peer i under rate scheme s.
• Let S 1 be the set of schemes which minimize time t 1 .
• Let S i+1 be the set of schemes which minimize the i + 1st finish time, given that all previous finish times are minimized. A scheme in s ∈ S N is said to achieve min-min times, and the times t s i are called the min-min times. The inductive structure imposed by sequential minimization allows us to find an explicit schedule to achieve min-min times. This will be shown in section III. Before delving into our main results, we introduce the useful concept of multiplicity [15] , which will be used to classify problems. Define multiplicity, M , as the maximum number of nodes which can receive a file with size |F | in bottleneck time |F |/C 0 . The following lemma is proved in [14] .
Lemma 1. Let M be the largest value of K such that there exists a schedule with
Then M is the largest integer such that
III. SCHEDULING TO ACHIEVE MIN-MIN TIMES
When the multiplicity M = N , all nodes can finish by |F |/C 0 using the schedule reviewed in section II-B. We now study optimal schedules for the remaining cases (M < N).
The main difficulty in achieving min-min times is when we try to minimize t i , how to use the extra capacities of some peers. It will be shown that they only need to minimize t i+1 . In other words, scheduling for more than one step ahead is not useful. Another difficulty is how to schedule all peers to minimize t i given they all have different capacities C i . A "water filling" technique will be used to decide optimal scheduling for all peers. The potential contributions of finished nodes to the next finishing node can be thought of as "water", and the data scheduled to be shared by other nodes forms an uneven floor.
More precisely, see Fig. 3(a) for an illustration. During the interval (t i−1 , t i ), the jth column has width C j , and area −1 ) . Thus, the depth is the minimum time it would take for node j to upload all of the data it could to node i.
Note that the sets
. (This will be guaranteed by our scheduling algorithm.) Thus, the region in columns j > i is exactly the data which must be transmitted to node i in the interval (t i−1 , t i ), and the question is who should transmit what to minimize this interval. If the server and completed nodes did not send any further data to node i, the maximum depth is the minimum possible value of t i − t i−1 (column N in Fig. 3 ). The optimal way is to let nodes 0 ≤ j < i send the shaded data in Fig. 3(b) , equalizing the finish times
The only remaining question is what should node i do when others are uploading data to it. Due to the "data identity" constraint, r ii (t) = 0, and therefore it can't transfer data to itself. The optimal way is to use node i's capacity to send data to i+1. The exact data to sent will be determined by "heliumfilling". for the following time interval, (t i , t i+1 ), in that data U ij would have been in column j had it not been sent to node i + 1 in interval (t i−1 , t i ), but it instead "comes off the top" of the columns, in proportion to their capacities ( Fig. 3(b) ). In later proofs, we will provide specialized water-filling figures for different cases (Figures 4 and 6) .
The actual scheduling algorithm is stated in Algorithm 1. It uses C * 0 , which is an upper bound on the range of C 0 , for a particular given multiplicity M , for which exactly one set of optimal values F i (|F |/C 0 ), ∀i > M + 1, is able to achieve first M + 1 min-min times. Formally, it is the solution to
, there could be multiple sets of F i (|F |/C 0 ), ∀i > M + 1 that all achieve the first M + 1 min-min times. Then Algorithm 1 also uses the following linear program to select the only set of F i (|F |/C 0 ) values which allows all minmin times to be achieved.
The following theorem characterizes Algorithm 1.
Algorithm 1 Optimal scheduling to achieve min-min times If M=1
for j < i, where Fig. 3 . Water filling. The width of column j is capacity C j , and the depth is the time to transmit F j (t 1 )\F i (t i−1 ) at rate C j . In (a), node N takes longer to transmit its information. In (b), the server has water-filled, decreasing the time for all to complete transmission to node i, and allowing full utilization for the interval. The helium-filling by
reduces the heights of all columns equally.
Theorem 1. Algorithm 1 achieves min-min times.
Proof: We state the proof for M = 1 here; the proof for 1 < M < N can be found in Appendix A.
Note first that Algorithm 1 is feasible. In particular, until time t i , all nodes j > i have disjoint data, while nodes j < i have all data. Similarly, U i,j can be forwarded by i as it is received from node j, since γ i,j ≤ C j , allowing the three claimed conditions to be satisfied.
It remains to establish optimality. Let t i denote the min-min finish time of node i. The proof of optimality first establishes lower bounds on t 1 and t 2 , and shows that Algorithm 1 achieves those times, and that the λ i are the unique values which can achieve that. It then inductively shows that subsequent times are minimized.
Let C = N i=3 C i . This can be thought of as the capacity of a "virtual node" consisting of nodes 3, . . . , N. As in [15] , the amount of information that can go into nodes 1 and 2 on (0, t 2 ) is bounded above as
The first terms shows that the server and node 1 can contribute on the whole time interval. The second term reflects node 2's transmission to node 1 on (0, t 1 ); on (t 1 , t 2 ), it cannot contribute, since it cannot upload to itself, and on (t 1 , t 2 ) node 1 has already received the whole file. The term t 2 C /2 arises as follows. Node i ≥ 3 can send information which it has received up to time t 2 to both nodes 1 and 2, but it cannot exceed its own upload capacity, and cannot upload to t 1 data which it does not have until t 1 . Thus, its uploads to 1 and 2 are bounded above by min {C i t 2 , F i (t 1 ) + F i (t 2 )}. However, the data obtained by node i from the server comes at the expense of data that the server could have sent to node 1 or 2 directly, giving a net contribution of
Note that
with equality only if
Substituting (9) into (8) and summing over i ≥ 3 gives C T 2 /2, establishing (7). A lower bound on t 2 results from substituting F 1 (t 2 ) + F 2 (t 2 ) = 2F into (7), and substituting the known value t 1 = |F |/C 0 , giving
This is achieved by Algorithm 1. To see that the choice of λ i is the only one which achieves t 2 , note that (10) is a necessary condition for all i ≥ 3. Dividing by C i t 1 and substituting λ i = |F i (t 1 )|/t 1 gives
for all i ≥ 3. Similarly, the data known only to node 1 and the server at t 1 , of which there is an amount (λ 1 − C 1 )t 1 , must also be delivered at rate C 1 + C 0 in time t 2 − t 1 . Dividing by t 1 and adding 1 gives
Combining (12) and (13) shows that λ i , i > 2, must satisfy (6) to achieve t 2 . Thus, Algorithm 1 achieves t 1 and t 2 , and (6) are necessary for any scheme which does.
Given that (6) must hold in order to achieve t 1 and t 2 , it can be shown by induction on i that: (a) node i receives no data in the interval (t 1 , t i−2 ), and (b) t i is tightly bounded below by
The term λ i t 1 is the amount of data received by node i from the server during the first interval, (0, t 1 ), and the term
is the data received from node i − 1 in This full text paper was peer reviewed at the direction of IEEE Communications Society subject matter experts for publication in the IEEE INFOCOM 2009 proceedings.
the interval (t i−2 − t i−1 ). Minimizing the latter term requires that node i + 1 receives no data in the interval (t 1 , t i−1 ). Algorithm 1 satisfies that and hence establishes the inductive step.
IV. ACHIEVING MIN-MIN TIMES IMPLIES MINIMIZING AVERAGE FINISH TIME
We now argue that the min-min result, achieved by Algorithm 1 in section III, also potentially minimizes the average finish time. This is consistent with the intuition of approximating "shortest job first" scheduling, but is complicated by the presence of multiple servers.
Claim 1. Min-min times minimize average finish time.
Assume C 0 ≤ C 0 * (the argument for the case with C 0 > C 0 * is in Appendix B). Let set A be nodes 1, . . . , M, M + 1. The maximum amount of information which can go into set A by time t M +1 can be written as
This expression is maximized for any t M and t M +1 when
) as a parameter. To achieve t M +1 , (15) must be larger than (M + 1)|F |. Setting the inequality and solving for t M +1 , we find a bound on t M +1 of
Note also that from the multiplicity theorem, an achievable lower bound on
This is achieved by Algorithm 1 with the particular multiplicity M .
We now argue that minimizing i=1 t i allows for any remaining node to be serviced at full rate at any time ... thus producing these adjustment figures.)
is necessary for minimizing
Next, note that in order for nodes M + 2, . . . , N to share
data, each node j must transmit at rate C j for the entire interval (0, t M +1 ). So, there is only one allocation of data among nodes M +2, . . . , N that allows for achieving the lower bound on
i=1 t i . Finally, consider whether changes in these allocations could decrease N i=M +2 t i more than they increase M +1 i=1 t i . Consider again an shift of data between two nodes in the set M + 2, . . . , N prior to time t M +1 . In the best case, this will result in an increase in
since only nodes S, 1, . . . , M and a single node in the set {M + 2, . . . , N} will have the necessary data for completing node M + 1. The decrease in
where the first term comes from the addition of information to the node which is serviced at the slowest rate, and the negative term comes from removal of information from the node which is serviced at the fastest rate.
Since (17) is larger than (18) , no decrease in the sum result N i=1 t i can be achieved by shifts prior to time t M +1 . Since at that point, any node j can be serviced at rate C − C j , sequential minimization is optimal in the average sense.
Before conclusion, we demonstrate an application of our results by studying how the heterogeneity of peer capacities affect the minimal average finish time. Algorithm 1 (now proved to be optimal) is used to calculate the minimal average finish time.
Example 3: Heterogeneity improves performance.
The same network in Example 1 is used. The sum of peer capacities is fixed ( 4 i=1 C i = 50) the server capacity is 100 and the file size is 10000. According to (1), the last finish time does not change since the sum capacity is fixed. However, the average finish time changes when the heterogeneity of peer capacities change. In Fig. 5 , the average finish time is plotted against the variance of the peer capacities. Interestingly, we see that increasing heterogeneity (larger variance) in general decreases the average finish time (better performance). The reason is that the capacity available to send a particular fragment of the file grows quickest when sent to a node with large capacity, as opposed to being split and sent to multiple nodes with smaller capacities. This effect outweighs the diminished rate at which lower capacity nodes can send received information.
V. CONCLUSION
This paper has considered the transmission scheduling issue in an upload-constrained peer-to-peer file distribution system.
This
Under the assumptions that the network is static and that the file is infinitely divisible, an explicit transmission scheduling algorithm has been proposed which can potentially minimize the average finish time for all peers. New inductive concepts like min-min times and novel techniques such as water-filling are used in obtaining the result.
There are a number of related directions in which to extend this work. First, it would be useful to investigate how the optimal results change when download constraints are introduced. Second, understanding the behavior of our optimal scheduling when nodes dynamically enter and leave upon completion [5] , [24] would be necessary before its application in practice. Another interesting direction is to look at similar optimality results under peer-to-peer streaming [4] , [6] context. Finally, this paper only gives a centralized solution without any coding. Exploring corresponding distributed solutions or the effect of tools like network coding [2] , [7] , [10] can be potentially fruitful. In order to achieve minimum t 1 . . . t M , each node must relay whatever it receives from the server on (0, t M ) to nodes i ∈ {1, . . . , M}. Thus, an upper bound on what each node can receive from the server on (0, t M ) is 
The contribution
. . , N} is limited both by their sum upload capacity, N i=M +2 C i , and by the amount of information they received
These combine to form the upper bound on the amount of information which can be received by node M + 1 by time t M +1 shown in (23) . Also note that by definition,
Considering each term of the min in (23) separately, and solving for t M +1 yields two lower bounds on t M +1 in terms of
and in the converse case
Note that in both cases, the lower bound is decreasing in λ M +1 , and so is minimized by maximizing λ M +1 by setting
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λ i necessary to achieve this bound violates (19) . In this case, the algorithm sets λ i , i < M, to its upper bound of C i /(M − 1), and (22) 
. . , N} need not upload all of their information F i (t M ) to node M to achieve the lower bound (22) ; it is sufficient that λ i , i ∈ {M + 2, . . . , N}, be large enough that r i,M +2 (t) = C i for all t ∈ (t M , t M +1 ). The LP (5) ensures that condition is met, while sequentially providing as much server capacity on (0, t M ) as possible to nodes M + 2, . . . , N.
In either case, Algorithm 1 achieves the lower bound on t M +1 while maintaining t 1 , . . . , t M = |F |/C 0 .
Finally, we claim after t M +1 , each node i receives at rate C − C i on its finishing interval, and C i−1 on the previous interval. To confirm, consider the fictional time interval when another node k / ∈ {1, . . . , N}, needs to receive all information held by nodes {1, . . . , N} (i.e., it has no portion of the file). In this case, the amount of time it takes to transmit if all nodes have access to the entire file, |F |/C, is less than the amount of time it takes for any individual node to upload its assigned portion of the file,
including in the case that C 0 > C * 0 . To show that each node has enough information to transmit fully on any time interval, it is sufficient to show that
which can be reformed as
and results in a bound of
This lower bound on C 0 for the condition to hold is strictly less than the lower bound due to the multiplicity constraint. Thus, full utilization is maintained for all time intervals prior to (t N −1 , t N ) when following the suggested optimal scheme.
The maximum amount of information which can go into set A by time t M +1 is
As shown earlier, this expression is maximized with respect to 
When M i=1 t i is added to both sides in (33), it becomes clear that the relationship between and t 1 
. . . t M is key to
the minimization of the sum M +1 i=1 t i . In particular, we look to construct a function f ( ) such that
(34)
Let B = (C 0 −C * 0 )|F |/C 0 be the excess data which the seed can send in bottleneck time using capacity above C * 0 . Since corresponds to extra capacity given to nodes M + 2, . . . , N, we can consider B − to be the extra data given to nodes 1, . . . , M + 1 from what remains of this excess capacity.
From the multiplicity theorem, without considering the effect of , we know that a tight bound on M i=1 t i is M |F |/C 0 . Now, we maintain
, since any change in the content of nodes M + 2, . . . , N after time t M has no benefit to finish time t M +1 ). For < B, it follows that B − capacity must be absorbed directly from the server by nodes 1, . . . , M + 1, since the C 0 = C * 0 scheme has all data for N i=M +2 F i (t M +1 ) coming directly from the server.
This means that nodes 1, . . . , M + 1 will be oversaturated, such that λ i > C i /(M − 1) for at least one node in the set 1, . . . , M, or λ M +1 > C M +1 /M . As a direct result, t M > |F |/C 0 , since each of these nodes cannot send to all M nodes. The amount of information which will remain to be sent into the set will be at least B − , and can only be held by members of the set. The amount of time to send this information to nodes in the set which remain to finish will be at least 
is negative since
The remainder of the C 0 ≤ C * 0 case holds.
