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ON THE CALDERON-ZYGMUND PROPERTY OF
RIESZ-TRANSFORM TYPE OPERATORS ARISING IN NONLOCAL
EQUATIONS
S. YEEPO, W. LEWKEERATIYUTKUL, S. KHOMRUTAI, AND A. SCHIKORRA
Abstract. We show that the operator
TK,s1,s2f(z) :=
∫
Rn
AK,s1,s2(z1, z2)f(z2) dz2
is a Calderon-Zygmund operator. Here for K ∈ L∞(Rn × Rn), and s, s1, s2 ∈ (0, 1) with
s1 + s2 = 2s we have
AK,s1,s2(z1, z2) =
∫
Rn
∫
Rn
K(x, y) (|x− z1|
s1−n − |y − z1|
s1−n) (|x− z2|
s2−n − |y − z2|
s2−n)
|x− y|n+2s
dx dy.
This operator is motivated by the recent work [12] where it appeared as analogue of the
Riesz transforms for the equation∫
Rn
∫
Rn
K(x, y)(u(x) − u(y)) (ϕ(x) − ϕ(y))
|x− y|n+2s
dx dy = f [ϕ].
1. Introduction
Riesz transforms arise naturally in linear PDEs of divergence form
(1.1)
n∑
i=1
∂i(Aij∂iu) = g in R
n
or nondivergence form
(1.2)
n∑
i,j=1
Aij∂i(∂ju) = g in R
n.
They are the “zero-order” structural part of the PDE. For example, for the divergence form
equation (1.1), if we set f := (−∆)
1
2u and apply the Riesz potential I1 to equation (1.1)
(for a definition of these operators, see Section 2), then (1.1) at least formally is equivalent
to
n∑
i=1
Ri(AijRif) = I
1g in Rn.
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In particular, if we define the operator
Tf :=
n∑
i=1
Ri(AijRif)
then (1.1) is equivalent to the equation
T ((−∆)
1
2u) = I1g in Rn.
Existence, regularity, and uniqueness of linear PDE (1.1) or (1.2) (or their adaptations with
lower order terms) are thus intrinsically related to harmonic analysis results on boundedness
and invertibility of the operator T . The most basic property (which is an almost trivial
corollary of the boundedness of the Riesz transforms on any Lp-space) is that T is a
bounded linear operator from Lp(Rn) to Lp(Rn) if A is bounded, and T has a bounded
inverse if A is elliptic and belongs to VMO. Indeed, for example, using purely tools from
harmonic analysis, [9] showed the Calderon-Zygmund Lp-theory for elliptic, bounded and
VMO-coefficents A.
In this note, we want to study the analogue of the operator T in the setting of a popular
nonlocal linear equation, namely
(1.3) LsK(u, ϕ) :=
∫
Rn
∫
Rn
K(x, y) (u(x)− u(y)) (ϕ(x)− ϕ(y))
|x− y|n+2s
dx dy =
∫
Rn
f(z)ϕ(z) dz.
Here we assume that K(x, y) = K(y, x) is measurable in x and y and ellipticity would
mean that there exist λ,Λ > 0 such that λ ≤ K(x, y) ≤ Λ for all x, y ∈ Rn.
Such equations have been studied by numerous authors, we name just a few [10, 5, 7, 11,
4, 2, 14, 6, 1, 3, 13].
In [12] two of the authors in a joint work with Mengesha, introduced a natural analogue of
the operator T – associated to (1.3): set AK,s1,s2(z1, z2) to be the following double integral∫
Rn
∫
Rn
K(x, y)
(|x− z1|
s1−n − |y − z1|
s1−n) (|x− z2|
s2−n − |y − z2|
s2−n)
|x− y|n+2s
dx dy
where 0 < s1, s2 < 1 with s1 + s2 = 2s, and set
TK,s1,s2f(z1) :=
∫
Rn
AK,s1,s2(z1, z2)f(z2) dz2, z1 ∈ R
n.
Then one can show (and this was crucially used in [12]) that solutions of (1.3) satisfy
TK,s1,s2((−∆)
s1
2 u) = Is2f in Rn.
Again, existence, uniqueness and regularity to equations (1.3) are related to boundedness
and invertibility of TK,s1,s2.
The main result of this work is to show that TK,s1,s2 is a Calderon-Zygmund operator and
is in particular a bounded linear operator from Lp(Rn) to Lp(Rn). Namely we have
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Theorem 1.1. Let K ∈ L∞(Rn×Rn). Then TK,s1,s2 is a Calderon-Zygmund operator. In
particular, for any p ∈ (1,∞), we have
(1) ‖TK,s1,s2f‖L1,∞(Rn) ≤ C ‖K‖L∞(Rn×Rn) ‖f‖L1(Rn),
(2) ‖TK,s1,s2f‖Lp(Rn) ≤ C ‖K‖L∞(Rn×Rn) ‖f‖Lp(Rn),
(3) [TK,s1,s2f ]BMO(Rn) ≤ C ‖K‖L∞(Rn×Rn) ‖f‖L∞(Rn).
Here L1,∞(Rn) denotes the weak L1 space defined as the set of measurable function g such
that
‖g‖L1,∞(Rn) := sup
λ>0
λ|{x ∈ Rn : |g(x)| > λ}| <∞
and BMO(Rn) denotes the set of locally integrable functions on Rn which is of bounded
mean oscillation, that is, b ∈ BMO(Rn) if and only if
[b]BMO(Rn) := sup
Q
1
|Q|
∫
Q
∣∣∣∣b(x)− 1|Q|
∫
Q
b(y) dy
∣∣∣∣ dx <∞,
where the supremum is taken over all cubes Q in Rn.
We establish Theorem 1.1 by proving that TK,s1,s2 is bounded from L
2 to itself, see Propo-
sition 2.1 below, and showing that AK,s1,s2 is a standard kernel, cf. [8, Definition 4.1.2],
which is the main contribution of this work.
Proposition 1.2. For any z1 6= z2 ∈ R
n we have AK,s1,s2 satisfies the size condition
(1.4) |AK,s1,s2(z1, z2)| .
‖K‖L∞(Rn×Rn)
|z1 − z2|n
and for some α > 0 the regularity conditions
(1.5) |AK,s1,s2(z1 + h, z2)− AK(z1, z2)| .
|h|α‖K‖L∞(Rn×Rn)
|z1 − z2|n+α
whenever |h| ≤ 1
2
|z1 − z2| and
(1.6) |AK,s1,s2(z1, z2 + h)− AK(z1, z2)| .
|h|α‖K‖L∞(Rn×Rn)
|z1 − z2|n+α
whenever |h| ≤ 1
2
|z1 − z2|.
In view of [8, Theorem 4.2.2, Theorem 4.2.7], Theorem 1.1 is indeed a consequence of
Proposition 2.1 and Proposition 1.2.
Remark 1.3. An easy extension of Proposition 1.2 is the case where K = K(z1, z2, x, y)
is bounded. However this does not lead immediately to an extension of Theorem 1.1, since
the L2-boundedness needs to be shown for that kernel.
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As an application of our estimate in Theorem 1.1 we obtain the following regularity results
for “almost constant coefficients” (but without any further regularity assumption). To our
knowledge this is new, although results somewhat similar in spirit (in the context of L2-
estimates) have been observed e.g. in [6, Section 3]. Observe that we obtain this estimate
at all differentiability scales below 1.
Theorem 1.4. For any s ∈ (0, 1) and any s1, s2 ∈ (0, 1) with s1+ s2 = 2s, s1 ≥ s and any
p ∈ [2,∞) there exists ε > 0 such that the following holds. Let K : Rn × Rn → [0,∞) be
measurable with 1− infK
supK
< ε. Then if u ∈ Hs(Rn) and f ∈ L2(Rn) solves
LsKu = (−∆)
s
2 f in Rn
then whenever the right-hand side is finite,
‖(−∆)
s1
2 u‖Lp(Rn) ≤ C ‖(−∆)
s−s2
2 f‖Lp(Rn).
The smallness constant ε > 0 is uniform in the following sense: If for some θ > 0 we have
that s, s1, s2 ∈ (θ, 1− θ), p ∈ [2,
1
θ
) then ε depends only on θ and the dimension.
Outline The L2-boundedness of TK,s1,s2 is proved in Section 2. In Section 3, we provide
the computations that show that the kernel AK,s1,s2 is a standard kernel. The application
Theorem 1.4, will be proven in the last section.
Notation A . B means there exists a constant C > 0 which is not depending on A and
B such that A ≤ CB. A ≈ B means that A . B and B . A.
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2. L2 Boundedness of TK,s1,s2
First of all, we give definitions of the operators mentioned in the introduction. For 1 ≤
i ≤ n, the Riesz transform Ri of a function f in the Schwartz class is defined by
(2.1) F(Rif)(ξ) = c
ξi
|ξ|
Ff(ξ).
This operator appears as the derivative Ri := ∂iI
1 of the Riesz potential I1. Here, Is
denotes the Riesz potential of order s which is defined by
F(Isf)(ξ) :=
1
c
|ξ|−sFf(ξ).
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This operator makes sense (for f a function in the Schwartz class) if 0 ≤ s < n, because
|ξ|−s is then locally integrable. The inverse operator of the Riesz potential is the fractional
Laplacian operator (−∆)
s
2 for s ∈ (0, 2), i.e., Is = (−∆)−
s
2 and
F((−∆)
s
2 f)(ξ) = c |ξ|sFf(ξ).
Moreover, these operators have a useful integral representation. For a function f in the
Schwartz class, the integral form of the Riesz transform for i = 1, . . . , n is
(Rif)(x) = cP.V.
∫
Rn
xi − yi
|x− y|n+1
f(y) dy.
The notation P.V. stands for the principal value of the integral. For the Riesz potential,
we have
(Isf)(x) = cP.V.
∫
Rn
f(y)
|x− y|n−s
dy
for 0 < s < n. For s ∈ (0, 2), the fractional Laplacian (−∆)
s
2 is defined by
(−∆)
s
2 f(x) = cP.V.
∫
Rn
f(x)− f(y)
|x− y|n+s
dy.
Next we introduce the fractional Sobolev space W s,p(Rn) for s ∈ (0, 1). This space is
induced by the semi-norm (called Sobolev-Slobodeckij or Gagliardo norm)
[f ]W s,p(Ω) =
(∫
Ω
∫
Ω
|f(x)− f(y)|p
|x− y|n+sp
dx dy
) 1
p
,
and ‖ · ‖W s,p(Ω) = ‖ · ‖Lp(Ω) + [·]W s,p(Ω) serves as a norm.
We now show that TK,s1,s2 is bounded from L
2 to L2.
Proposition 2.1. Let K ∈ L∞(Rn × Rn). Then, for any f ∈ L2(Rn), we have
‖TK,s1,s2f‖L2(Rn) . ‖K‖L∞(Rn×Rn)‖f‖L2(Rn).
Proof. Let ϕ ∈ C∞c (R
n). By Fubini’s theorem,
∫
Rn
(TK,s1,s2f)(z1)ϕ(z1) dz1 =
∫
Rn
∫
Rn
K(x, y)
(Is1ϕ(x)− Is1ϕ(y)) (Is2f(x)− Is2f(y))
|x− y|n+2s
dx dy.
6 S. YEEPO, W. LEWKEERATIYUTKUL, S. KHOMRUTAI, AND A. SCHIKORRA
Now, using Hölder’s inequality twice, we obtain that (recall that s1 + s2 = 2s and s1, s2 ∈
(0, 1),∫
Rn
(TK,s1,s2f)(z1)ϕ(z1) dz1
=
∫
Rn
∫
Rn
K(x, y)
(Is1ϕ(x)− Is1ϕ(y)) (Is2f(x)− Is2f(y))
|x− y|n+2s
dx dy
.
∫
Rn
(∫
Rn
|Is1f(x)− Is1f(y)|2
|x− y|n+2s1
dx
) 1
2
(∫
Rn
|Is1ϕ(x)− Is1ϕ(y)|2
|x− y|n+2s2
dx
) 1
2
dy
.
(∫
Rn
∫
Rn
|Is1f(x)− Is1f(y)|2
|x− y|n+2s1
dx dy
)1
2
(∫
Rn
∫
Rn
|Is2ϕ(x)− Is2ϕ(y)|2
|x− y|n+2s2
dx dy
)1
2
≈ [Is1f ]W s1,2(Rn) [I
s2ϕ]W s1,2(Rn).
We now employ Triebel-Lizorkin space theory: W˙ s,p ≈ F˙ spp, and I
sF˙ spp ≈ F˙
0
pp, see [15, p.14],
moreover F˙ 0p2 ≈ L
p see [15, Proposition 2, p. 95]. In particular,
[I tf ]W t,2 ≈ ‖f‖L2(Rn).
Hence, we get ∫
Rn
(TK,s1,s2f)(z1)ϕ(z1) dz1 . ‖f‖L2(Rn)‖ϕ‖L2(Rn)
for any ϕ ∈ C∞c (R
n). By duality implies that
‖Tf‖L2(Rn) = sup
ϕ∈C∞c (R
n)
‖ϕ‖
L2(Rn)≤1
∫
(TK,s1,s2f)(z1)ϕ(z1) dz1 . ‖f‖L2(Rn).

3. AK,s1,s2 is a standard kernel: Proof of Proposition 1.2
In this section, we prove that AK,s1,s2 is a standard kernel which is satisfying the size and
regularity conditions, Proposition 1.2, cf. [8, Definition 4.1.2]. Before proving that, we give
some estimates which will be useful later. The following lemma is a well-known application
of the fundamental theorem of calculus, see, e.g., [12, Lemma 3.3].
Lemma 3.1. For any r ∈ R, σ ∈ [0, 1] there exists a constant C depending on r such that
the following holds.
Let a, b ∈ Rn\{0} with |a− b| . min{|a|, |b|}. Then
||a|r − |b|r| ≤ C |a− b|σ min
{
|a|r−σ, |b|r−σ
}
.
For the convenience of the reader we repeat the proof.
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Proof. If r = 0, the inequality follows trivially. Now suppose r 6= 0. Observe that if
|a− b| . min{|a|, |b|}, then |a| ≈ |b| (with a uniform constant) and so,
min
{
|a|r−σ, |b|r−σ
}
≈ |a|r−σ.
Note that for any σ ∈ [0, 1] we have
|a− b| = |a− b|σ|a− b|1−σ . |a− b|σ|a|1−σ.
Thus, it suffices to show that
||a|r − |b|r| . |a− b| |b|r−1.
Divide by |b|r, the above inequality is equivalent to showing∣∣∣∣
∣∣∣∣ a|b|
∣∣∣∣
r
−
∣∣∣∣ b|b|
∣∣∣∣
r∣∣∣∣ .
∣∣∣∣ a|b| − b|b|
∣∣∣∣ .
Since |a| ≈ |b|, there are uniform constants 0 < r1 < 1 < r2 <∞ such that both
a
|b|
and b
|b|
are in A := BR2(0)\BR1(0). Hence, we actually need to show that
||u|r − |v|r| ≤ C |u− v|
for all u, v ∈ A. Since A is an annulus, for any u, v ∈ A there exists a curve γ ⊂ A with
γ(0) = u, γ(1) = v, |γ′| ≈ |u− v| – with constants depending only on r1 and r2. We define
η : [0, 1]→ R by
η(t) := |γ(t)|r.
Then, the fundamental theorem of calculus implies
||u|r − |v|r| ≤ sup
t∈[0,1]
|η′(t)| . |γ(t)|r−1|γ′(t)| . |u− v|.

Similarly in spirit to Lemma 3.1, the next lemma is also obtained by mean value theorem,
albeit with quite a few more technical arguments.
Lemma 3.2. For any α, σ ∈ [0, 1] there exists a constant C > 0 such that the following
holds.
Let a, b, h ∈ Rn\{0} such that a+ h, b+ h 6= 0.
(1) If |h| < 1
2
min{|a|, |b|} or |h| < 1
2
min{|a+ h|, |b+ h|}, we have∣∣|a+ h|s−n − |b+ h|s−n − (|a|s−n − |b|s−n)∣∣
≤ C|h|α
(∣∣|a+ h|s−α−n − |b+ h|s−α−n∣∣ + ∣∣|a|s−α−n − |b|s−α−n∣∣)
+ C|h|αmin{|a|s−α−σ−n, |b|s−α−σ−n} |a− b|σ
(2) If |h| > 1
2
min{|a|, |b|} and |h| > 1
2
min{|a+ h|, |b+ h|}, then∣∣|a+ h|s−n − |b+ h|s−n∣∣+ ∣∣(|a|s−n − |b|s−n)∣∣
≤ C|h|α
∣∣|a+ h|s−α−n − |b+ h|s−α−n∣∣+ C|h|α ∣∣|a|s−α−n − |b|s−α−n∣∣ .
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Proof. (1) Assume |h| < 1
2
min{|a|, |b|} or |h| < 1
2
min{|a+ h|, |b+ h|}. Observe that in this
case |a| ≈ |a + h˜| and |b| ≈ |b+ h˜| for any |h˜| ≤ |h|. In the following we thus may assume
w.l.o.g. |h| < 1
2
min{|a|, |b|}, the other case follows exactly the same way.
Let f : Rn → R be defined by
f(h) := |a+ h|s−n − |b+ h|s−n.
By the mean value theorem, we have that for some |h˜| < |h|,
|f(h)− f(0)| . |h||Df(h˜)|.
Now,
Df(h˜) =|a+ h˜|s−1−n
a+ h˜
|a+ h˜|
− |b+ h˜|s−1−n
b+ h˜
|b+ h˜|
=
(
|a+ h˜|s−1−n − |b+ h˜|s−1−n
) a+ h˜
|a+ h˜|
+ |b+ h˜|s−1−n
(
a+ h˜
|a+ h˜|
−
b+ h˜
|b+ h˜|
)
.
We first treat the second term in this estimate. Note that for any c, d ∈ Rn\{0}, we have∣∣∣∣ c|c| − d|d|
∣∣∣∣ = 1|c| |d|
∣∣c|d| − d|c|∣∣
≤
1
|c| |d|
(|c− d||d|+ |d| ||d| − |c||)
≤
2
|c|
|c− d|.
We can interchange the role of c and d, and so∣∣∣∣ c|c| − d|d|
∣∣∣∣ . min{|c|−1, |d|−1}|c− d|
This implies that for any σ ∈ [0, 1],∣∣∣∣ c|c| − d|d|
∣∣∣∣ =
∣∣∣∣ c|c| − d|d|
∣∣∣∣
σ ∣∣∣∣ c|c| − d|d|
∣∣∣∣
1−σ
. 21−σ min{|c|−σ, |d|−σ}|c− d|σ.
That is, we have
|h||Df(h˜)| . |h|
∣∣∣|a+ h˜|s−1−n − |b+ h˜|s−1−n∣∣∣ + |h||b|s−1−σ−n |a− b|σ
Since |h| . |b| this implies for any α ∈ [0, 1],
|h||Df(h˜)| . |h|
∣∣∣|a+ h˜|s−1−n − |b+ h˜|s−1−n∣∣∣+ |h|α|b|s−α−σ−n |a− b|σ.
Interchanging the role of |a| and |b| we get
|h||Df(h˜)| . |h|
∣∣∣|a+ h˜|s−1−n − |b+ h˜|s−1−n∣∣∣ + |h|αmin{|a|s−α−σ−n, |b|s−α−σ−n} |a− b|σ.
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It remains to estimate the first term. For this, we define g : (0,∞)→ R by
g(t) := t
s−n−1
s−n−α = t
n+1−s
n+α−s .
Since α ∈ [0, 1], observe that n+1−s
n+α−s
≥ 1. Let t1, t2 ∈ (0,∞). Then, by mean value theorem,
there exists c ∈ (t1, t2) such that
|g(t1)− g(t2)| ≤ g
′(c)|t1 − t2|.
This implies that
|g(t1)− g(t2)| . max{(t1)
n+1−s
n+α−s
−1, (t2)
n+1−s
n+α−s
−1} |t1 − t2|.
We apply the above inequality with t1 = |a + h˜|
s−n−α ≈ |a|s−n−α and t2 = |b+ h˜|
s−n−α ≈
|b|s−n−α. Then we get∣∣∣|a+ h˜|s−1−n − |b+ h˜|s−1−n∣∣∣
=
∣∣∣g (|a+ h˜|s−n−α)− g (|b+ h˜|s−n−α)∣∣∣
. max
{
|a|(s−n−α)(
n+1−s
n+α−s
−1), |b|(s−n−α)(
n+1−s
n+α−s
−1)
} ∣∣∣|a+ h˜|s−α−n − |b+ h˜|s−α−n∣∣∣
≈ max
{
|a|α−1, |b|α−1
} ∣∣∣|a+ h˜|s−α−n − |b+ h˜|s−α−n∣∣∣ .
Since α ≤ 1,max{|a|α−1, |b|α−1} = min{|a|, |b|}α−1. That is, again since |h| < 1
2
min{|a|, |b|}
we have
|h|
∣∣∣|a+ h˜|s−1−n − |b+ h˜|s−1−n∣∣∣ . |h|α ∣∣∣|a+ h˜|s−α−n − |b+ h˜|s−α−n∣∣∣ .
This concludes the first claim.
(2) Assume that |h| > 1
2
min{|a|, |b|} and |h| > 1
2
min{|a+ h|, |b+ h|}.
We only show the estimate of ||a+ h|s−n − |b+ h|s−n|, the estimate for ||a|s−n − |b|s−n| is
almost verbatim.
We have two cases.
Case 1: min{|a+ h|, |b+ h|} ≤ 1
2
max{|a+ h|, |b+ h|}. Then for any θ ∈ (0, n), with a
constant only depending on θ − n,∣∣|a+ h|θ−n − |b+ h|θ−n∣∣ ≈ min{|a+ h|, |b+ h|}θ−n
Thus, ∣∣|a+ h|s−n − |b+ h|s−n∣∣ ≈ min{|a+ h|, |b+ h|}s−n
= min{|a+ h|, |b+ h|}s−n−α+α
. |h|α min{|a+ h|, |b+ h|}s−n−α
≈ |h|α
∣∣|a+ h|s−α−n − |b+ h|s−α−n∣∣ .
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Case 2: min{|a+ h|, |b+ h|} ≈ max{|a+ h|, |b+ h|}. We define g : [0,∞)→ [0,∞) by
g(t) := t
s−n
s−n−α
for any α ∈ [0, 1]. Then, for any t1, t2 ∈ (0,∞), by mean value theorem, there exists
d ∈ (t1, t2) such that
|g(t1)− g(t2)| ≤ g
′(d) |t1 − t2|.
Thus,
|g(t1)− g(t2)| ≤ max{t
s−n
s−n−α
−1
1 , t
s−n
s−n−α
−1
2 } |t1 − t2|.
For t1 = |a+ h|
s−n−α and t2 = |b+ h|
s−n−α we then find∣∣|a+ h|s−n − |b+ h|s−n∣∣
=
∣∣g (|a+ h|s−n−α)− g (|b+ h|s−n−α)∣∣
. max{|a+ h|(s−n−α)(
s−n
s−n−α
−1), |b+ h|(s−n−α)(
s−n
s−n−α
−1)}
∣∣|a+ h|s−α−n − |b+ h|s−α−n∣∣
≈ max{|a+ h|α, |b+ h|α}
∣∣|a+ h|s−α−n − |b+ h|s−α−n∣∣
≈ min{|a+ h|α, |b+ h|α}
∣∣|a+ h|s−α−n − |b+ h|s−α−n∣∣
. |h|α
∣∣|a+ h|s−α−n − |b+ h|s−α−n∣∣ .
This concludes the proof of the second claim. 
With the help of Lemma 3.2 we will be able to reduce the proof of Proposition 1.2 to the
estimate of Proposition 3.3 below. Set for l = 1, 2, α, σ ∈ [0, 1], s, s1, s2 ∈ (0, 1) with
s1 + s2 = 2s,
M
α,σ
l (z1, z2) :=
∫
Rn
∫
Rn
K(x, y) κα,σl (x, y, z1, z2) dx dy
where
κ
α,σ
1 (x, y, z1, z2) :=
||x− z1|
s1−α−n − |y − z1|
s1−α−n| ||x− z2|
s2−n − |y − z2|
s2−n|
|x− y|n+2s
and
κ
α,σ
2 (x, y, z1, z2) :=
min{|x− z1|
s1−α−σ−n, |y − z1|
s1−α−σ−n} ||x− z2|
s2−n − |y − z2|
s2−n|
|x− y|n+2s−σ
.
Proposition 3.3. Let θ ∈ (0, 1
10
) be such that 10θ < s, s1, s2 < 1 − 10θ. Then, for all
α ∈ [0, 1
10
θ), σ ∈ (s1 + θ, 2s) and for l = 1, 2 we have
|Mα,σl (z1, z2)| ≤ C(θ)
‖K‖L∞(Rn×Rn)
|z1 − z2|α+n
for all z1 6= z2.
Proof. Fix z1, z2 ∈ R
n and let δ := |z1 − z2| > 0.
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We split Rn × Rn into different cases
(3.1) Rn × Rn =
3⋃
i=1
Ai =
3⋃
i=1
Bi =
3⋃
i=1
Ii,
where
A1 ≡ A1(z1) = {(x, y) ∈ R
n × Rn : |x− y| ≤ 10min{|x− z1|, |y − z1|}},
A2 ≡ A2(z1) = {(x, y) ∈ R
n × Rn : |x− z1| ≤ 10min{|y − z1|, |x− y|}},
A3 ≡ A3(z1) = {(x, y) ∈ R
n × Rn : |y − z1| ≤ 10min{|x− z1|, |x− y|}},
and Bi are the analogous cases involving z2, namely
B1 ≡ B1(z2) = {(x, y) ∈ R
n × Rn : |x− y| ≤ 10min{|x− z2|, |y − z2|}},
B2 ≡ B2(z2) = {(x, y) ∈ R
n × Rn : |x− z2| ≤ 10min{|y − z2|, |x− y|}},
B3 ≡ B3(z2) = {(x, y) ∈ R
n × Rn : |y − z2| ≤ 10min{|x− z2|, |x− y|}},
and lastly Ii,
I1 ≡ I1(z1, z2) = {(x, y) ∈ R
n × Rn : y ∈ Rn, |x− z1| ≤ 10δ and |x− z2| ≥
1
10
δ},
I2 ≡ I2(z1, z2) = {(x, y) ∈ R
n × Rn : y ∈ Rn, |x− z2| ≤ 10δ and |x− z1| ≥
1
10
δ},
I3 ≡ I3(z1, z2) =
{
(x, y) ∈ Rn × Rn : y ∈ Rn,
1
100
|x− z2| ≤ |x− z1| ≤ 100|x− z2| and |x− z1| ≥
1
100
δ
}
.
It is an elementary exercise to establish (3.1) (recall that |z1−z2| = δ). Observe that there
is no need for the sets to be disjoint.
We write Mα,σl (z1, z2) as
M
α,σ
l (z1, z2) ≤
3∑
i,j,k=1
∫∫
Ai∩Bj∩Ik
K(x, y) κα,σl (x, y, z1, z2) dx dy
=:
3∑
i,j,k=1
J
α,σ,l
i,j,k (z1, z2).
Our strategy is now to consider all combination of the cases above seperately. That is, we
prove below that
J
α,σ,l
i,j,k (z1, z2) . δ
−α−n
for all i, j, k = 1, 2, 3 and all l = 1, 2.
Estimating Jα,σ,l1,1,1 , J
α,σ,l
1,1,2 and J
α,σ,l
1,1,3 : we begin noting that for (x, y) ∈ A1 and (x, y) ∈ B1
we have |x− z1| ≈ |y − z1| and |x− z2| ≈ |y − z2|. Moreover, Lemma 3.1 leads to∣∣|x− z1|s1−α−n − |y − z1|s1−α−n∣∣ . |x− z1|s1−α−n−1 |x− y|
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and ∣∣|x− z2|s2−n − |y − z2|s2−n∣∣ . |x− z2|s2−n−1 |x− y|.
Thus, for (x, y) ∈ A1 ∩ B1, we have
κ
α,σ
1 (x, y, z1, z2) .
|x− z1|
s1−α−n−1 |x− z2|
s2−n−1
|x− y|n+2s−2
.
We can integrate in y, observe that (x, y) ∈ A1∩B1 implies that |x−y| . min{|x−z1|, |x−
z2|}, and thus (since s < 1)∫
y∈A1∩B1
1
|x− y|n+2s−2
dy . min{|x− z1|, |x− z2|}
2−2s.
That is, after integrating in y, we get
J
α,σ,1
1,1,1 (z1, z2) .
∫
A1∩B1∩I1
|x− z1|
s1−α−n−1 |x− z2|
s2−1−n |x− z1|
2−2s dx
=
∫
A1∩B1∩I1
|x− z1|
1−α−s2−n |x− z2|
s2−1−n dx.
Now we use Hölder’s inequality: let p > 1 be so small such that (1 − α − s2 − n)p > −n
and (s2 − 1− n)p
′ < −n, then
J
α,σ,1
1,1,1 (z1, z2) .
(∫
|x−z1|.δ
|x− z1|
(1−α−s2−n)p dx
) 1
p
(∫
|x−z2|&δ
|x− z2|
(s2−1−n)p′ dx
) 1
p′
.
Using that (1− α− s2 − n)p > −n and (s2 − 1− n)p
′ < −n, we compute
J
α,σ,1
1,1,1 (z1, z2) .
(
δ(1−α−s2−n)p+n
) 1
p
(
δ(s2−1−n)p
′+n
) 1
p′
= δ−α−n
which settles this case.
We argue similarly for Jα,σ,11,1,2 (z1, z2) (essentially only interchanging the role of z1 and z2 in
the argument above).
To estimate Jα,σ,11,1,3 (z1, z2), we also argue similarly, but since |x − z1| ≈ |x − z2| when
(x, y) ∈ I3, we arrive at
J
α,σ,1
1,1,3 (z1, z2) .
∫
A1∩B1∩I3
|x− z1|
1−α−s2−n |x− z1|
s2−1−n dx
=
∫
|x−z1|&δ
|x− z1|
−α−2n dx
≈ δ−α−n.
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Next, let us estimate for Jα,σ,2i,j,k . By Lemma 3.1 applied to the z2-term, we obtain that
κ
α,σ
2 (x, y, z1, z2) .
|x− z1|
s1−σ−α−n |x− z2|
s2−n−1
|x− y|n+2s−σ−1
.
By assumption, we have σ + 1 > 2s and so we can integrate w.r.t. y to get
J
α,σ,2
1,1,1 (z1, z2) .
∫
A1∩B1∩I1
|x− z1|
s1−σ−α−n |x− z2|
s2−n−1 |x− z1|
−2s+σ+1 dx
=
∫
A1∩B1∩I1
|x− z1|
−s2−α+1−n |x− z2|
s2−1−n dx.
Observe that −s2 − α + 1 > 0 and s2 − 1 < 0 by assumption. Let p > 1 be so small such
that (−s2 − α + 1− n)p > −n and (s2 − 1− n)p
′ < −n. Then, by Hölder’s inequality, we
have
J
α,σ,2
1,1,1 (z1, z2) .
(∫
|x−z1|.δ
|x− z1|
(−s2−α+1−n)p dx
) 1
p
(∫
|x−z2|&δ
|x− z2|
(s2−1−n)p′ dx
) 1
p′
.
(
δ(−s2−α+1−n)p+n
) 1
p
(
δ(s2−1−n)p
′+n
) 1
p′
= δ−α−n.
Similarly, for Jα,σ,21,1,2 (z1, z2), after integrating w.r.t. y (since σ + 1 > 2s) we get
J
α,σ,2
1,1,2 (z1, z2) .
∫
A1∩B1∩I2
|x− z1|
s1−σ−α−n |x− z2|
s2−n−1 |x− z2|
−2s+σ+1 dx
=
∫
A1∩B1∩I2
|x− z1|
s1−σ−α−n |x− z2|
−s1+σ−n dx.
By assumption s1 − σ − α < 0 and −s1 + σ > 0. Then, using Hölder’s inequality, we let
p > 1 be so small such that (s1 − σ − α− n)p < −n and (−s1 + σ − n)p
′ > −n. Then,
J
α,σ,2
1,1,2 (z1, z2) .
(∫
|x−z1|&δ
|x− z1|
(s1−σ−α−n)p dx
) 1
p
(∫
|x−z2|.δ
|x− z2|
(−s1+σ−n)p′ dx
) 1
p′
.
(
δ(s1−σ−α−n)p+n
) 1
p
(
δ(−s1+σ−n)p
′+n
) 1
p′
= δ−α−n.
To estimate Jα,σ,21,1,3 (z1, z2), we also argue similarly, but since |x− z1| ≈ |x− z2| we arrive at
J
α,σ,2
1,1,3 (z1, z2) .
∫
A1∩B1∩I3
|x− z1|
−s2−α+1−n |x− z2|
s2−n−1 dx
=
∫
|x−z1|&δ
|x− z1|
−α−2n dx
≈ δ−α−n.
14 S. YEEPO, W. LEWKEERATIYUTKUL, S. KHOMRUTAI, AND A. SCHIKORRA
Estimating Jα,σ,l1,2,1 , J
α,σ,l
1,2,2 and J
α,σ,l
1,2,3 :
if (x, y) ∈ A1 we have |x− z1| ≈ |y− z1| and thus we can estimate with Lemma 3.1 for any
γ ∈ [0, 1],
||x− z1|
s1−α−n − |y − z1|
s1−α−n| . |x− y| |x− z1|
s1−α−1−n . |x− y|γ|x− z1|
s1−α−γ−n.
For (x, y) ∈ B2, we estimate ||x− z2|
s2−n − |y − z2|
s2−n| . |x− z2|
s2−n.
Thus, for (x, y) ∈ A1 ∩ B2 for any γ ∈ [0, 1]
κα,σ1 (z1, z2) .
|x− z1|
s1−α−γ−n |x− z2|
s2−n
|x− y|n+2s−γ
.
Since for (x, y) ∈ A1 we have |x − y| . |x − z1|, we also get the same estimate for the
second type kernel, for any γ ∈ [0, σ)
κ
α,σ
2 (z1, z2) .
|x− z1|
s1−α−γ−n |x− z2|
s2−n
|x− y|n+2s−γ
.
Taking γ < 2s, we integrate w.r.t. y variable, observing that (x, y) ∈ A1 ∩ B2 implies that
|x− y| & |x− z2| and thus
∫
y∈A1∩A2
|x− y|−n−2s+γdy . |x− z2|
−2s+γ.
We thus obtain for any γ ∈ [0, σ), γ < 1,
J
α,σ,l
1,2,k(z1, z2) .
∫
Ik
|x−z1|
s1−α−γ−n |x−z2|
s2−n |x−z2|
γ−2s dx =
∫
Ik
|x−z1|
s1−α−γ−n |x−z2|
γ−s1−n dx.
Here, with a slight abuse of notation we identify Ik with the set of x ∈ R
n such that
{x} × Rn ⊂ Ik.
Taking γ = 0 we thus have
J
α,σ,l
1,2,1 (z1, z2) .
∫
|x−z1|.δ,|x−z2|&δ
|x− z1|
s1−α−n |x− z2|
−s1−n dx
.δ−s1−n
∫
|x−z1|.δ
|x− z1|
s1−α−n dx
≈δα−n.
Similarly we can estimate (again, γ = 0)
J
α,σ,l
1,2,3 (z1, z2) .
∫
|x−z1|≈|x−z2|&δ
|x− z1|
s1−α−n |x− z2|
−s1−n dx
.δs1−α−n
∫
|x−z2|&δ
|x− z2|
−s1−n dx
≈δα−n.
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For the remaining case Jα,σ,l1,2,2 we choose γ > s1 (which is possible with the restraints on γ
above), and have
J
α,σ,l
1,2,2 (z1, z2) .
∫
|x−z1|&δ,|x−z2|.δ
|x− z1|
s1−α−γ−n |x− z2|
γ−s1−n dx
.δγ−s1−n
∫
|x−z1|&δ
|x− z1|
s1−α−γ−n dx
≈δα−n.
Estimating Jα,σ,l1,3,1 , J
α,σ,l
1,3,2 and J
α,σ,l
1,3,3 :
Let (x, y) ∈ A1 ∩ B3. Then, by Lemma 3.1 and |x− y| . |x− z1|, it follow that
κ
α,σ
1 (z1, z2) .
|x− z1|
s1−α−1−n |y − z2|
s2−n
|x− y|n+2s−1
.
|x− z1|
s1−α−1−n |y − z2|
s2−n
|x− y|n+2s−1
and we have a similar estimate for the second kernel.
κ
α,σ
2 (z1, z2) .
|x− z1|
s1−α−σ−1−n |y − z2|
s2−n
|x− y|n+2s−σ−1
.
|x− z1|
s1−α−1−n |y − z2|
s2−n
|x− y|n+2s−1
.
We can treat these two kernels now almost verbatim. Since |x−y| . |x−z1| and |x−z2| ≈
|x− y| for (x, y) ∈ A1 ∩ B3, we have
J
α,σ,l
1,3,1 (z1, z2) .
∫∫
A1∩B3∩I1
|x− z1|
s1−α−n |y − z2|
s2−n
|x− y|n+2s
dx dy
≈
∫∫
A1∩B3∩I1
|x− z1|
s1−α−n |y − z2|
s2−n
|x− z2|n+2s
dx dy.
Since |y − z2| . |x− z2| and s2 − n > −n, we obtain
∫
A1∩B3∩I1
|y − z2|
s2−n dy . |x− z2|
s2
and so
J
α,σ,l
1,3,1 (z1, z2) .
∫
A1∩B3∩I1
|x− z1|
s1−α−n |x− z2|
s2
|x− z2|n+2s
dx
≈
∫
A1∩B3∩I1
|x− z1|
s1−α−n |x− z2|
−s1−n dx.
Let p > 1 so small such that (s1−α−n)p > −n and (−s1−n)p
′ < −n. Then, by Hölder’s
inequality,
J
α,σ,l
1,3,1 (z1, z2) .
(∫
A1∩B3∩I1
|x− z1|
(s1−α−n)p dx
) 1
p
(∫
A1∩B3∩I1
|x− z2|
(−s1−n)p′ dx
) 1
p′
.
(
δ(s1−α−n)p+n
) 1
p
(
δ(−s1−n)p
′+n
) 1
p′
≈ δ−α−n.
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For Jα,σ,l1,3,2 (z1, z2), we consider
J
α,σ,l
1,3,2 (z1, z2) .
∫∫
A1∩B3∩I2
|x− z1|
s1−α−1−n |y − z2|
s2−n
|x− y|n+2s−1
dx dy
≈
∫∫
A1∩B3∩I2
|x− z1|
s1−α−1−n |y − z2|
s2−n
|x− z2|n+2s−1
dx dy.
Since |y − z2| . |x− z2| and s2 − n > −n, we obtain
∫
A1∩B3∩I2
|y − z2|
s2−n dy . |x− z2|
s2
and so
J
α,σ,l
1,3,2 (z1, z2) .
∫
A1∩B3∩I2
|x− z1|
s1−α−1−n |x− z2|
s2
|x− z2|n+2s−1
dx
≈
∫
A1∩B3∩I2
|x− z1|
s1−α−1−n |x− z2|
−s1+1−n dx.
Let p > 1 so small such that (s1 − α− 1− n)p < −n and (−s1 + 1− n)p
′ > −n. Then, by
Hölder’s inequality,
J
α,σ,l
1,3,2 (z1, z2) .
(∫
A1∩B3∩I2
|x− z1|
(s1−α−1−n)p dx
) 1
p
(∫
A1∩B3∩I2
|x− z2|
(−s1+1−n)p′ dx
) 1
p′
.
(
δ(s1−α−1−n)p+n
) 1
p
(
δ(−s1+1−n)p
′+n
) 1
p′
≈ δ−α−n.
Similarly, we have
J
α,σ,l
1,3,3 (z1, z2) .
∫
|x−z1|≈|x−z2|&δ
|x− z1|
s1−α−1−n |x− z2|
−s1+1−n dx . δ−α−n.
Estimating Jα,σ,l2,1,1 , J
α,σ,l
2,1,2 and J
α,σ,l
2,1,3 : for (x, y) ∈ B1, by Lemma 3.1 we have∣∣|x− z2|s2−n − |y − z2|s2−n∣∣ . |x− z2|s2−n−γ|x− y|γ
for any γ ∈ [0, 1]. Thus, for (x, y) ∈ A2 ∩ B1, we have
κ
α,σ
1 (z1, z2) .
|x− z1|
s1−α−n |x− z2|
s2−n−γ
|x− y|n+2s−γ
.
Since in this case |y − z1| ≈ |x− y|, we also have
κ
α,σ
2 (z1, z2) .
|x− z1|
s1−α−n|y − z1|
−σ |x− z2|
s2−n−γ
|x− y|n+2s−σ−γ
≈
|x− z1|
s1−α−n|x− z2|
s2−n−γ
|x− y|n+2s−γ
.
Since |x− z1| . |x− y|, we can further obtain for any t > 0,
κ
α,σ
l (z1, z2) .
|x− z1|
s1−α−t−n|x− z2|
s2−n−γ
|x− y|n+2s−γ−t
.
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To obtain the estimate when (x, y) ∈ A2 ∩ B1 ∩ I1, we let t := s1 − 5θ and choose γ = 1.
Then 2s− 1− t < 0 and so we can integrate in y to get
J
α,σ,l
2,1,1 (z1, z2) .
∫∫
A2∩B1∩I1
|x− z1|
s1−α−t−n |x− z2|
s2−n−1
|x− y|n+2s−1−t
dx dy
.
∫
A2∩B1∩I1
|x− z1|
s1−α−t−n |x− z2|
s2−n−1 |x− z2|
1+t−2s dx
.
∫
A2∩B1∩I1
|x− z1|
s1−α−t−n |x− z2|
−s1+t−n dx
. δ−α−n
where the last line follows from Hölder’s inequality using that s1−α− t > 0 and t−s1 < 0.
For (x, y) ∈ A2 ∩ B1 ∩ I2, we choose γ < s2 and so we integrate in y
J
α,σ,l
2,1,2 (z1, z2) .
∫∫
A2∩B1∩I2
|x− z1|
s1−α−n |x− z2|
s2−n−γ
|x− y|n+2s−γ
dx dy
.
∫
A2∩B1∩I2
|x− z1|
s1−α−n |x− z2|
s2−γ−n |x− z1|
γ−2s dx
.
∫
A2∩B1∩I2
|x− z1|
γ−s2−α−n |x− z2|
s2−γ−n dx
. δ−α−n
where the last line follows from Hölder’s inequality as above, using that γ − s2 − α < 0
and s2 − γ > 0.
For (x, y) ∈ A2 ∩ B1 ∩ I3, we have |x− z1| ≈ |x− z2| and |x− z1| & δ and so
J
α,σ,l
2,1,3 (z1, z2) .
∫
A2∩B1∩I3
|x− z1|
s1−α−t−n |x− z2|
−s1+t−n dx
≈
∫
|x−z1|&δ
|x− z1|
−α−2n dx
≈ δ−α−n.
Estimating Jα,σ,l2,2,1 , J
α,σ,l
2,2,2 and J
α,σ,l
2,2,3 : for (x, y) ∈ A2 ∩ B2,
κ
α,σ
1 (z1, z2) .
|x− z1|
s1−α−n |x− z2|
s2−n
|x− y|n+2s
.
and since in this case |y − z1| ≈ |x− y|,
κ
α,σ
2 (z1, z2) .
|x− z1|
s1−α−n|y − z1|
−σ |x− z2|
s2−n
|x− y|n+2s−σ
≈
|x− z1|
s1−α−n|x− z2|
s2−n
|x− y|n+2s
.
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Integrating w.r.t. y,
J
α,σ,l
2,2,1 (z1, z2) .
∫
A2∩B2∩I1
|x− z1|
s1−α−n |x− z2|
s2−n |x− z2|
−2s dx
.
∫
A2∩B2∩I1
|x− z1|
s1−α−n |x− z2|
−s1−n dx.
Let p > 1 be small enough so that (s1 − α − n)p > −n and (−s1 − n)p
′ < −n. Then, by
Hölder’s inequality, it follows that
J
α,σ,l
2,2,1 (z1, z2) .
(∫
|x−z1|.δ
|x− z1|
(s1−α−n)p dx
) 1
p
(∫
|x−z2|&δ
|x− z1|
(−s1−n)p′ dx
) 1
p′
.
(
δ(s1−α−n)p+n
) 1
p
(
δ(−s1−n)p
′+n
) 1
p′
≈ δ−α−n.
We also get the Jα,σ,l2,2,2 estimate by the similar way with J
α,σ,l
2,2,1 .
For (x, y) ∈ A2 ∩ B2 ∩ I3, we follow by the same argument as before and after integrating
w.r.t. y we have
J
α,σ,l
2,2,3 (z1, z2) .
∫
|x−z1|&δ
|x− z1|
−α−2n dx . δ−α−n.
Estimating Jα,σ,l2,3,1 , J
α,σ,l
2,3,2 and J
α,σ,l
2,3,3 : let (x, y) ∈ A2 ∩ B3. It follows that
κ
α,σ
1 (z1, z2) .
|x− z1|
s1−α−n |y − z2|
s2−n
|x− y|n+2s
and
κ
α,σ
2 (z1, z2) .
|x− z1|
s1−α−n|y − z1|
−σ |y − z2|
s2−n
|x− y|n+2s−σ
.
|x− z1|
s1−α−n |y − z2|
s2−n
|x− y|n+2s
because |y − z1| ≈ |x− y|.
Recall that |x− y| ≈ |x− z2| in our setting, so
J
α,σ,l
2,3,1 (z1, z2)
.
∫
A2∩B3∩I1
|x− z1|
s1−α−n
(∫
A2∩B3∩I1
|y − z2|
s2−n |x− y|−2s−n dy
)
dx
≈
∫
A2∩B3∩I1
|x− z1|
s1−α−n|x− z2|
−2s−n
∫
|y−z2|.|x−z2|
|y − z2|
s2−ndy dx
.
∫
A2∩B3∩I1
|x− z1|
s1−α−n |x− z2|
−s1−n dx.
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By Hölder’s inequality, let q > 1 be small enough so that (s1 − α − n)q > −n and
(−s1 − n)q
′ < −n and then,
J
α,σ,l
2,3,1 (z1, z2) .
(∫
|x−z1|.δ
|x− z1|
(s1−α−n)q dx
) 1
q
(∫
|x−z2|&δ
|x− z2|
(−s1−n)q′ dx
) 1
q′
.
(
δ(s1−α−n)q+n
) 1
q
(
δ(−s1−n)q
′+n
) 1
q′
≈ δ−α−n.
To estimate Jα,σ,l2,3,2 , we do the same argument as J
α,σ,l
2,3,1 (z1, z2): let p > 1 be such that
(s2 − n)p > −n and (−2s− n)p
′ < −n. By Hölder’s inequality,
J
α,σ,l
2,3,2 (z1, z2)
.
∫∫
A2∩B3∩I2
|x− z1|
s1−α−n |y − z2|
s2−n
|x− y|n+2s
dx dy
.
∫
A2∩B3∩I2
|x− z1|
s1−α−n
(∫
A2∩B3∩I2
|y − z2|
s2−n |x− y|−2s−n dy
)
dx
.
∫
A2∩B3∩I2
|x− z1|
s1−α−n
(∫
A2∩B3∩I2
|y − z2|
(s2−n)p dy
) 1
p
(∫
A2∩B3∩I2
|x− y|(−2s−n)p
′
dy
) 1
p′
dx
.
∫
A2∩B3∩I2
|x− z1|
s1−α−n
(
|x− z2|
(s2−n)p+n
) 1
p
(
|x− z1|
(−2s−n)p′+n
) 1
p′
dx
≈
∫
A2∩B3∩I2
|x− z1|
−s2−α−2n+
n
p′ |x− z2|
s2−n+
n
p dx.
Again, by Hölder’s inequality, let q > 1 be small enough so that (−s2−α−2n+
n
p′
)q < −n
and (s2 − n+
n
p
)q′ > −n and then,
J
α,σ,l
2,3,2 (z1, z2) .
(∫
|x−z1|&δ
|x− z1|
(−s2−α−2n+
n
p′
)q
dx
) 1
q
(∫
|x−z2|.δ
|x− z2|
(s2−n+
n
p
)q′ dx
) 1
q′
.
(
δ
(−s2−α−2n+
n
p′
)q+n
) 1
q
(
δ
(s2−n+
n
p
)q′+n
) 1
q′
≈ δ−α−n.
For (x, y) ∈ A2 ∩ B3 ∩ I3, we also argue similarly, but since |x− z1| ≈ |x− z2| we have
J
α,σ,l
2,3,3 (z1, z2) ≈
∫
A2∩B3∩I3
|x− z1|
s1−α−n|x− z2|
−s1−n dx
≈
∫
|x−z1|&δ
|x− z1|
−α−2n dx
. δ−α−n.
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Estimating Jα,σ,23,j,k , for j = 1, 2, 3 and k = 1, 2, 3 : the estimate
J
α,σ,2
3,j,k (z1, z2) . δ
−α−n
holds for all j = 1, 2, 3 and all k = 1, 2, 3 by using the same proof as Jα,σ,22,j,k for all j = 1, 2, 3
and all k = 1, 2, 3, respectively, since we observe that for (x, y) ∈ A3,
min{|x− z1|
s1−α−σ−n, |y − z1|
s1−α−σ−n} = |x− z1|
s1−α−σ−n
and |x− z1| ≈ |x− y|.
Estimating Jα,σ,13,1,1 , J
α,σ,1
3,1,2 and J
α,σ,1
3,1,3 : for (x, y) ∈ B1, by Lemma 3.1, we have∣∣|x− z2|s2−n − |y − z2|s2−n∣∣ . |x− z2|s2−n−1|x− y|.
For (x, y) ∈ A3 we have |x− y| ≈ |x− z1| and thus for (x, y) ∈ A3 ∩ B1,
κ
α,σ
1 (z1, z2) .
|y − z1|
s1−α−n |x− z2|
s2−1−n
|x− y|n+2s−1
≈
|y − z1|
s1−α−n |x− z2|
s2−1−n
|x− z1|n+2s−1
.
Thus,
J
α,σ,1
3,1,1 (z1, z2) .
∫∫
A3∩B1∩I1
|y − z1|
s1−α−n |x− z2|
s2−1−n
|x− y|n+2s−1
dx dy
≈
∫
A3∩B1∩I1
(∫
A3∩B1∩I1
|y − z1|
s1−α−n dy
)
|x− z2|
s2−1−n
|x− z1|n+2s−1
dx
.
∫
A3∩B1∩I1
|x− z1|
s1−α |x− z2|
s2−1−n
|x− z1|n+2s−1
dx
.
∫
A3∩B1∩I1
|x− z1|
−s2−α+1−n |x− z2|
s2−1−n dx.
By Hölder’s inequality, let p > 1 be small enough so that (−s2 − α + 1 − n)p > −n and
(s2 − 1− n)p
′ < −n. We obtain
J
α,σ,1
3,1,1 (z1, z2) .
(∫
|x−z1|.δ
|x− z1|
(−s2−α+1−n)p dx
) 1
p
(∫
|x−z2|&δ
|x− z2|
(s2−1−n)p′ dx
) 1
p′
.
(
δ(−s2−α+1−n)p+n
) 1
p
(
δ(s2−1−n)p
′+n
) 1
p′
≈ δ−α−n.
Next, for (x, y) ∈ A3 ∩ B1 ∩ I2, we consider
κ
α,σ
1 (z1, z2) .
|y − z1|
s1−α−n |x− z2|
s2−n
|x− y|n+2s
≈
|y − z1|
s1−α−n |x− z2|
s2−n
|x− z1|n+2s
.
ON THE CALDERON-ZYGMUND PROPERTY 21
Observe that |y−z1| . |x−z1| and thus
∫
y∈A3∩B1
|y−z1|
s1−α−n dy . |x−z1|
s1−α. It follows
that
J
α,σ,1
3,1,2 (z1, z2) .
∫
A3∩B1∩I2
|x− z1|
s1−α |x− z2|
s2−n
|x− z1|n+2s
dx
.
∫
A3∩B1∩I2
|x− z1|
−s2−α−n |x− z2|
s2−n dx.
By Hölder’s inequality, let p > 1 be small enough so that (−s2 − α − n)p < −n and
(s2 − n)p
′ > −n. We obtain
J
α,σ,1
3,1,2 (z1, z2)
.
(∫
|x−z1|&δ
|x− z1|
(−s2−α−n)p dx
) 1
p
(∫
|x−z2|.δ
|x− z2|
(s2−n)p′ dx
) 1
p′
.
(
δ(−s2−α−n)p+n
) 1
p
(
δ(s2−n)p
′+n
) 1
p′
≈ δ−α−n.
For (x, y) ∈ A3 ∩ B1 ∩ I3,
J
α,σ,1
3,1,3 (z1, z2) .
∫
A3∩B1∩I3
|x− z1|
−s2−α+1−n|x− z2|
s2−1−n dx
≈
∫
|x−z1|&δ
|x− z1|
−α−2n dx
. δ−α−n.
Estimating Jα,σ,13,2,1 , J
α,σ,1
3,2,2 and J
α,σ,1
3,2,3 : for (x, y) ∈ A3 ∩ B2, we have
κ
α,σ
1 (z1, z2) .
|y − z1|
s1−α−n |x− z2|
s2−n
|x− y|n+2s
.
Thus,
J
α,σ,1
3,2,1 (z1, z2) .
∫∫
A3∩B2∩I1
|y − z1|
s1−α−n |x− z2|
s2−n
|x− y|n+2s
dx dy
≈
∫
A3∩B2∩I1
|x− z2|
s2−n
(∫
A3∩B2∩I1
|y − z1|
s1−α−n |x− y|−n−2s dy
)
dx.
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Let p > 1 be so small such that (s1 − α − n)p > −n and (−2s − n)p
′ < −n. Then, by
Hölder’s inequality,
J
α,σ,1
3,2,1 (z1, z2)
.
∫
A3∩B2∩I1
|x− z2|
s2−n
(∫
A3∩B2∩I1
|y − z1|
(s1−α−n)p dy
) 1
p
(∫
A3∩B2∩I1
|x− y|(−2s−n)p
′
dy
) 1
p′
dx
.
∫
A3∩B2∩I1
|x− z2|
s2−n
(
|x− z1|
(s1−α−n)p+n
) 1
p
(
|x− z2|
(−2s−n)p′+n
) 1
p′
dx
≈
∫
A3∩B2∩I1
|x− z2|
−s1−2n+
n
p′ |x− z1|
s1−α−n+
n
p dx.
Again, by Hölder’s inequality, let q > 1 be small so that (s1 − α − n +
n
p
)q > −n and
(−s1 − 2n+
n
p′
)q′ < −n. Hence,
J
α,σ,1
3,2,1 (z1, z2)
.
(∫
|x−z1|.δ
|x− z1|
(s1−α−n+
n
p
)q dx
) 1
q
(∫
|x−z2|&δ
|x− z2|
(−s1−2n+
n
p′
)q′
dx
) 1
q′
.
(
δ
(s1−α−n+
n
p
)q+n
) 1
q
(
δ
(−s1−2n+
n
p′
)q′+n
) 1
q′
≈ δ−α−n.
Next, we consider
J
α,σ,1
3,2,2 (z1, z2) .
∫∫
A3∩B2∩I2
|y − z1|
s1−α−n |x− z2|
s2−n
|x− y|n+2s
dx dy
.
∫
A3∩B2∩I2
|x− z2|
s2−n
(∫
A3∩B2∩I2
|y − z1|
s1−α−n |x− y|−n−2s dy
)
dx.
By Hölder’s inequality: we can choose p > 1 such that (s1−α−n)p > −n and (−2s−n)p
′ <
−n
J
α,σ,1
3,2,2 (z1, z2)
.
∫
A3∩B2∩I2
|x− z2|
s2−n
(∫
|y−z1|.|x−z1|
|y − z1|
(s1−α−n)p dy
) 1
p
(∫
|x−y|&|x−z1|
|x− y|(−2s−n)p
′
dy
) 1
p′
dx
.
∫
A3∩B2∩I2
|x− z2|
s2−n
(
|x− z1|
(s1−α−n)p+n
) 1
p
(
|x− z1|
(−2s−n)p′+n
) 1
p′
dx
.
∫
A3∩B2∩I2
|x− z2|
s2−n|x− z1|
−s2−α−n dx.
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Again, by Hölder’s inequality, let q > 1 be small enough so that (−s2−α− n)q < −n and
(s2 − n)q
′ > −n we obtain
J
α,σ,1
3,2,2 (z1, z2) .
(∫
|x−z1|&δ
|x− z1|
(−s2−α−n)q dx
) 1
q
(∫
|x−z2|.δ
|x− z2|
(s2−n)q′ dx
) 1
q′
.
(
δ(−s2−α−n)q+n
) 1
q
(
δ(s2−n)q
′+n
) 1
q′
≈ δ−α−n.
Similarly, for (x, y) ∈ A3 ∩ B2 ∩ I3 we get
J
α,σ,1
3,2,3 (z1, z2) .
∫
A3∩B2∩I3
|x− z2|
s2−n |x− z1|
−s2−α−n χI3 dx
≈
∫
|x−z1|&δ
|x− z1|
−α−2n dx
. δ−α−n.
Estimating Jα,σ,13,3,1 , J
α,σ,1
3,3,2 and J
α,σ,1
3,3,3 : let (x, y) ∈ A3 ∩ B3. Then |x − y| ≈ |x − z1| and
|x− y| ≈ |x− z2|, that is
|x− z1| ≈ |x− y| ≈ |x− z2|.
If moreover, (x, y) ∈ I1, then |x− z1| . δ and |x− z2| & δ, i.e. from the above, |x− z1| ≈
|x − z2| ≈ δ. Then |y − z1| . |x − z1| ≈ δ and |y − z2| . |x− z2| ≈ δ. So we have for all
(x, y) ∈ A3 ∩ B3 ∩ I1 that
|y − z2|, |y − z1| . δ
However, |z1 − z2| = δ. Then either |y − z1| ≈ δ or |y − z2| ≈ δ. Indeed, otherwise if
|y − z1|, |y − z2| ≪ δ then δ = |z1 − z2| ≤ |y − z1|+ |y − z2| ≪ 2δ, a contradiction.
So for (x, y) ∈ A3 ∩ B3 ∩ I1 we have
κ
α,σ
1 (z1, z2) .
|y − z1|
s1−α−n |y − z2|
s2−n
|x− y|n+2s
. δs1−α−n
|y − z2|
s2−n
|x− y|n+2s
+ δs2−n
|y − z1|
s1−α−n
|x− y|n+2s
so that
J
α,σ,1
3,3,1 (z1, z2) .
∫
|y−z2|.δ
∫
|x−z2|&δ
δs1−α−n
|y − z2|
s2−n
|x− z2|n+2s
dx dy
+
∫
|y−z1|.δ
∫
|x−z2|&δ
δs1−α−n
|y − z1|
s2−n
|x− z2|n+2s
dx dy
. δ−n−α.
The same happens if (x, y) ∈ I2.
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Finally, we estimate Jα,σ,13,3,3 (z1, z2). In this case we divide domain into three subcases de-
pending on y as follows: Ji,
J1 ≡ J1(z1, z2) = {(x, y) ∈ R
n × Rn : x ∈ Rn, |y − z1| ≤ 10δ and |y − z2| ≥
1
10
δ},
J2 ≡ J2(z1, z2) = {(x, y) ∈ R
n × Rn : x ∈ Rn, |y − z2| ≤ 10δ and |y − z1| ≥
1
10
δ},
J3 ≡ J3(z1, z2) =
{
(x, y) ∈ Rn × Rn : x ∈ Rn,
1
100
|y − z2| ≤ |y − z1| ≤ 100|y − z2| and |y − z1| ≥
1
100
δ
}
.
Let (x, y) ∈ A3 ∩ B3 ∩ I3 ∩ J1. Since |x− y| ≈ |x− z2|,
κ
α,σ
1 (z1, z2) .
|y − z1|
s1−α−n |y − z2|
s2−n
|x− y|n+2s
≈
|y − z1|
s1−α−n |y − z2|
s2−n
|x− z2|n+2s
.
Integrating w.r.t. x,
J
α,σ,1
3,3,3 (z1, z2) .
∫
A3∩B3∩I3∩J1
∫
|x−z2|&|y−z2|
|y − z1|
s1−α−n |y − z2|
s2−n
|x− z2|n+2s
dx dy
.
∫
A3∩B3∩I3∩J1
|y − z1|
s1−α−n |y − z2|
s2−n |y − z2|
−2s dy
≈
∫
A3∩B3∩I3∩J1
|y − z1|
s1−α−n |y − z2|
−s1−n dy.
Let p > 1 be small enough so that (s1 − α − n)p < −n and (−s1 − n)p
′ > −n. Then, by
Hölder’s inequality, we obtain that
J
α,σ,1
3,3,3 (z1, z2) .
(∫
|y−z1|.δ
|y − z1|
(s1−α−n)p dy
) 1
p
(∫
|y−z2|&δ
|y − z2|
(−s1−n)p′ dy
) 1
p′
.
(
δ(s1−α−n)p+n
) 1
p
(
δ(−s1−n)p
′+n
) 1
p′
≈ δ−α−n.
Next, we let (x, y) ∈ A3 ∩ B3 ∩ I3 ∩ J2. Then
κ
α,σ
1 (z1, z2) .
|y − z1|
s1−α−n |y − z2|
s2−n
|x− y|n+2s
≈
|y − z1|
s1−α−n |y − z2|
s2−n
|x− z1|n+2s
because |x− y| ≈ |x− z1|. Similarly as above case, we integrate w.r.t. x and use Hölder’s
inequality for p > 1 such that 1
p
+ 1
p′
= 1, (−s2 − α − n)p < −n and (s2 − n)p
′ > −n. It
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follows that
J
α,σ,1
3,3,3 (z1, z2) .
∫
A3∩B3∩I3∩J2
∫
|x−z1|&|y−z1|
|y − z1|
s1−α−n |y − z2|
s2−n
|x− z1|n+2s
dx dy
.
∫
A3∩B3∩I3∩J2
|y − z1|
s1−α−n |y − z2|
s2−n |y − z1|
−2s dy
≈
∫
A3∩B3∩I3∩J2
|y − z1|
−s2−α−n |y − z2|
s2−n dy
.
(∫
|y−z1|&δ
|y − z1|
(−s2−α−n)p dy
) 1
p
(∫
|y−z2|.δ
|y − z2|
(s2−n)p′ dy
) 1
p′
.
(
δ(−s2−α−n)p+n
) 1
p
(
δ(s2−n)p
′+n
) 1
p′
≈ δ−α−n.
For (x, y) ∈ A3 ∩ B3 ∩ I3 ∩ J3, we have |y − z2| ≈ |y − z1| & δ and so
κ
α,σ
1 (z1, z2) .
|y − z1|
s1−α−n |y − z2|
s2−n
|x− y|n+2s
≈
|y − z1|
2s−α−2n
|x− z1|n+2s
.
Thus,
J
α,σ,1
3,3,3 (z1, z2) .
∫
A3∩B3∩I3∩J3
∫
|x−z1|&|y−z1|
|y − z1|
2s−α−2n
|x− z1|n+2s
dx dy
.
∫
|y−z1|&δ
|y − z1|
2s−α−2n |y − z1|
−2s dy
≈
∫
|y−z1|&δ
|y − z1|
−α−2n dy
≈ δ−α−n.

Let us now prove Proposition 1.2.
Proof of Proposition 1.2. Let z1, z2 ∈ R
n. The first inequality (1.4) true by Proposition 3.3
with α = 0. Next, we observe that AK,s1,s2 may not be symmetric in general (unless
s1 = s2 = s). However, since for our setup the values of s1 and s2 are interchangeable,
(1.5) and (1.6) are equivalent. Thus, it suffices to prove (1.5). By Lemma 3.2, we have for
any α, σ ∈ [0, 1],∣∣|x− z1 + h|s1−n − |y − z1 + h|s1−n − (|x− z1|s−n − |y − z1|s−n)∣∣
. |h|α
(∣∣|x− z1 + h|s−α−n − |y − z1 + h|s−α−n∣∣+ ∣∣|x− z1|s−α−n − |y − z1|s−α−n∣∣)
+ |h|αmin{|x− z1|
s−α−σ−n, |y − z1|
s−α−σ−n} |a− b|σ.
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We choose σ large enough and α small enough so that the assumptions of Proposition 3.3
are satisfied.
By assumption, we have |h| ≤ 1
2
|z1−z2| and so |z1+h−z2| ≈ |z1−z2|. Using Proposition 3.3,
|AK,s1,s2(z1 + h, z2)−AK(z1, z2)|
. |h|α |κα(z1 + h, z2) + κα(z1, z2) + κσ(z1, z2)|
. |h|α
∣∣|z1 + h− z2|−α−n + 2|z1 − z2|−α−n∣∣
. |h|α|z1 − z2|
−α−n.
This completes the proof. 
4. Application to nonlocal PDEs: Proof of Theorem 1.4
Proof. As shown in [12],
LsKu = g
is equivalent to
TK,s1,s2(−∆)
s1
2 u = cIs2g.
Dividing both sides by supK we have
T K
supK
,s1,s2
(−∆)
s1
2 u = c
1
supK
Is2g.
and thus
(−∆)
s1
2 u+ T K
supK
−1,s1,s2
(−∆)
s1
2 u = c
1
supK
Is2f.
Set K˜ := K
supK
− 1, then ‖K˜‖L∞ < ε. By Theorem 1.1, TK˜,s1,s2 : L
p(Rn) → Lp(Rn) has
norm
‖TK˜,s1,s2‖Lp→Lp < 1.
So
I − TK˜,s1,s2
is invertible as an operator from Lp(Rn) → Lp(Rn); indeed the following is a uniformly
convergent series
(I − TK˜,s1,s2)
−1 =
∞∑
k=0
(TK˜,s1,s2)
k.
For s1 ∈ (0, 1) the solution u˜ ∈ H˙
s1,p
(−∆)
s1
2 u˜ = (I − TK˜,s1,s2)
−1Is2g
differs from u at most by a constant. So we get the desired estimate taking g := (−∆)
s
2f .
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