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Abstract
In this paper we establish a general asymptotic formula for the sum of the first n prime numbers,
which leads to a generalization of the most accurate asymptotic formula given by Massias and Robin
in 1996.
1 Introduction
At the beginning of the 20th century, Landau [3] showed that
∑
k≤n
pk ∼
n2
2
logn (n→∞).
The currently most accurate asymptotic formula was proved by Massias and Robin [4] in 1996, namely
∑
k≤n
pk =
n2
2
(
logn+ log logn−
3
2
+
log logn− 5/2
logn
)
+O
(
n2(log logn)2
log2 n
)
. (1)
2 An asymptotic formula for
∑
k≤n pk
In this paper we derive a general asymptotic formula for the sum of the first n prime numbers. To prove
this asymptotic formula, we introduce the following definition.
Definition. Let s, i, j, r ∈ N0 with j ≥ r. We define the integers bs,i,j,r ∈ Z as follows:
• If j = r = 0, then
bs,i,0,0 = 1. (2)
• If j ≥ 1, then
bs,i,j,j = bs,i,j−1,j−1 · (−(i − (j − 1))). (3)
• If j ≥ 1, then
bs,i,j,0 = bs,i,j−1,0 · (s+ j − 1). (4)
• If j > r ≥ 1, then
bs,i,j,r = bs,i,j−1,r · (s+ j − 1) + bs,i,j−1,r−1 · (−(i− (r − 1))). (5)
Proposition 2.1. If r > i, then
bs,i,j,r = 0.
Proof. Let r > i. From (3), it follows that
bs,i,i+1,i+1 = 0 (6)
and hence
bs,i,k,k = 0 (7)
1
for every k ≥ i+ 1. We use (5) repeatedly and (6) to get
bs,i,k,i+1 = bs,i,i+1,i+1 · (s+ k − 1) · . . . (s+ (i+ 2)− 1) = 0
for every k ≥ i+ 2. By using (6), it follows that
bs,i,k,i+1 = 0 (8)
for every k ≥ i+ 1. Next, we prove by induction that
bs,i,k,i+n = 0 (9)
for every n ∈ N and every k ≥ i+ n. If k = i + n, then bs,i,k,i+n = 0 by (7). So, it suffices to prove (9)
for every n ∈ N and every k ≥ i+n+1. If n = 1, the claim follows from (8). Now we write k = i+n+ t
with an arbitrary t ∈ N. By (5) and the induction hypothesis, we obtain
bs,i,t+i+n,i+n = bs,i,i+n,i+n · (s+ (t+ n+ i)− 1) · . . . · (s+ (i + n+ 1)− 1).
Since bs,i,i+n,i+n = 0 by (7), we get bs,i,k,i+n = 0 and the result follows.
Let m ∈ N. By [1], there exist unique ais ∈ Q, where ass = 1 for all 1 ≤ s ≤ m, such that
pn = n
(
logn+ log logn− 1 +
m∑
s=1
(−1)s+1
s logs n
s∑
i=0
ais(log logn)
i
)
+O(cm(n)), (10)
where
cm(x) =
x(log log x)m+1
logm+1 x
.
We set
g(x) = log x+ log log x−
3
2
and
hm(x) =
m∑
j=1
(j − 1)!
2j logj x
.
The logarithmic integral li(x) is defined for every real x ≥ 2 as
li(x) =
∫ x
0
dt
log t
= lim
ε→0
{∫ 1−ε
0
dt
log t
+
∫ x
1+ε
dt
log t
}
≈
∫ x
2
dt
log t
+ 1.04516....
Lemma 2.2. We have
li(x) =
n∑
j=1
(j − 1)!
logj x
+O
(
x
logn+1 x
)
.
Proof. Integration by parts.
Lemma 2.3. Let x, a ∈ R be such that x ≥ a ≥ 2. Then∫ x
a
t dt
log t
= li(x2)− li(a2).
Proof. See Dusart [2].
Lemma 2.4. Let m,m0 ∈ N be such that m ≥ m0 and let f be a continuous function on [m0,∞) which
is non-negativ and increasing on [m,∞). Then
n∑
k=m0
f(k) =
∫ n
m0
f(x) dx +O(f(n)).
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Proof. We estimate the integral by upper and lower sums.
The following theorem yields a general asymptotic formula for the sum of the first n primes.
Theorem 2.5. For every n ∈ N,
∑
k≤n
pk =
n2
2

g(n)− hm(n) + m∑
s=1
(−1)s+1
s logs n
s∑
i=0
ais
m−s∑
j=0
min{i,j}∑
r=0
bs,i,j,r(log logn)
i−r
2j logj n

+O(ncm(n)).
Proof. We set
τ(x) = x
(
log x+ log log x− 1 +
m∑
s=1
(−1)s+1
s logs x
s∑
i=0
ais(log log x)
i
)
.
By (10), we obtain
pk = τ(k) +O(cm(k)).
Using τ(n) ∼ n logn as n→∞ and Lemma 2.4, we get
∑
k≤n
pk =
n∑
k=3
τ(k) +O(ncm(n)) =
∫ n
3
τ(x) dx +O(ncm(n)). (11)
First, we integrate the first three terms of τ(x). We have∫ n
3
(x log x− x) dx =
n2 logn
2
−
3n2
4
+O(1).
Next, using integration by parts, Lemma 2.2 and Lemma 2.3, we get∫ n
3
x log log x dx =
n2 log logn
2
−
n2
2
hm(n) +O
(
n2
logm+1 n
)
.
Hence, by (11),
∑
k≤n
pk =
n2
2
(g(n)− hm(n)) +
m∑
s=1
(−1)s+1
s
s∑
i=0
ais
∫ n
3
x(log log x)i
logs x
dx +O(ncm(n)). (12)
Now let 1 ≤ s ≤ m and 0 ≤ i ≤ s. We prove by induction that for every t ∈ N0,
∫ n
3
x(log log x)i
logs x
dx =
t∑
j=0
min{i,j}∑
r=0
bs,i,j,rn
2(log logn)i−r
2j+1 logs+j n
+
∫ n
3
min{i,t+1}∑
r=0
bs,i,t+1,rx(log log x)
i−r
2t+1 logs+t+1 x
dx+O(1). (13)
Integration by parts gives∫ n
3
x(log log x)i
logs x
dx =
n2(log logn)i
2 logs n
−
i
2
∫ n
3
x(log log x)i−1
logs+1 x
dx+
s
2
∫ n
3
x(log log x)i
logs+1 x
dx +O(1),
so (13) holds for t = 0. By induction hypothesis, we get
∫ n
3
x(log log x)i
logs x
dx =
t−1∑
j=0
min{i,j}∑
r=0
bs,i,j,rn
2(log logn)i−r
2j+1 logs+j n
+
min{i,t}∑
r=0
∫ n
3
bs,i,t,rx(log log x)
i−r
2t logs+t x
dx+O(1).
3
Using integration by parts of the integral on the right hand side, we obtain
∫ n
3
x(log log x)i
logs x
dx =
t∑
j=0
min{i,j}∑
r=0
bs,i,j,rn
2(log logn)i−r
2j+1 logs+j n
+
∫ n
3
min{i,t}∑
r=0
bs,i,t,r((s+ t)(log log x)
i−r − (i − r)(log log x)i−r−1)x
2t+1 logs+t+1 x
dx
+O(1). (14)
Since
min{i,t}∑
r=0
bs,i,t,r((s+ t)(log log x)
i−r − (i− r)(log log x)i−r−1)
=
min{i,t}∑
r=1
(bs,i,t,r(s+ t)− bs,i,t,r−1(i− (r − 1)))(log log x)
i−r + bs,i,t,0(s+ t)(log log x)
i
− bs,i,t,min{i,t}(i −min{i, t})(log log x)
i−(min{i,t}+1),
we can use (4) and (5) to get
min{i,t}∑
r=0
bs,i,t,r((s+ t)(log log x)
i−r − (i − r)(log log x)i−r−1)
=
min{i,t}∑
r=0
bs,i,t+1,r(log log x)
i−r − bs,i,t,min{i,t}(i −min{i, t})(log log x)
i−(min{i,t}+1). (15)
It is easy to see that
−bs,i,t,min{i,t}(i−min{i, t}) = bs,i,t+1,min{i,t}+1.
Hence by (15) we obtain
min{i,t}∑
r=0
bs,i,t,r((s+ t)(log log x)
i−r − (i− r)(log log x)i−r−1) =
min{i,t}+1∑
r=0
bs,i,t+1,r(log log x)
i−r .
Since bs,i,t+1,i+1 = 0 for t ≥ i by Proposition 2.1, it follows that
min{i,t}∑
r=0
bs,i,t,r((s+ t)(log log x)
i−r − (i− r)(log log x)i−r−1) =
min{i,t+1}∑
r=0
bs,i,t+1,r(log log x)
i−r .
Using (14), we obtain (13). Now we choose t = m− s in (13) and we get
∫ n
3
x(log log x)i
logs x
dx =
m−s∑
j=0
min{i,j}∑
r=0
bs,i,j,rn
2(log logn)i−r
2j+1 logs+j n
+O
(
n2(log logn)i
logm+1 n
)
.
We substitute this in (12) to obtain
∑
k≤n
pk =
n2
2
(g(n)− hm(n)) +
m∑
s=1
(−1)s+1
s
s∑
i=0
ais
m−s∑
j=0
min{i,j}∑
r=0
bs,i,j,rn
2(log logn)i−r
2j+1 logs+j n
+O
(
m∑
s=1
(−1)s+1
s
s∑
i=0
ais
n2(log log n)i
logm+1 n
)
+O(ncm(n)),
and our theorem is proved.
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The following corollary generalizes the asymptotic formula (1).
Corollary 2.6. Let m ∈ N. Then there exist unique monic polynomials Ts ∈ Q[x], where 1 ≤ s ≤ m
and deg(Ts) = s, such that
∑
k≤n
pk =
n2
2
(
logn+ log logn−
3
2
+
m∑
s=1
(−1)s+1Ts(log logn)
s logs n
)
+O(ncm(n)).
The polynomials Ts can be computed explicitly. In particular, T1(x) = x−5/2 and T2(x) = x
2−7x+29/2.
Proof. Since ass = 1 and bs,s,0,0 = 1, the first claim follows from Theorem 2.5. By using [1] and setting
m = 2 in Theorem 2.5, we obtain the polynomials T1 and T2.
Remark. The first part of Corollary 2.6 was already proved by Sinha [5] in 2010. Due to a calculation
error, he gave the polynomials T1(x) = x− 3 and T2(x) = x
2 − 7x+ 27/2.
References
[1] Cipolla, M., La determinazione assintotica dell’ nimo numero primo, Rend. Accad. Sci. Fis-Mat.
Napoli (3) 8 (1902), 132-166.
[2] Dusart, P., Autour de la fonction qui compte le nombre de nombres premiers, Dissertation,
Universite´ de Limoges, 1998.
[3] Landau, E., Handbuch der Lehre von der Verteilung der Primzahlen, Vol. 1, Teubner, Leipzig
und Berlin, 1909.
[4] Massias, J.-P., Robin, G., Bornes effectives pour certaines fonctions concernant les nombres
premiers, Journal Th. Nombres de Bordeaux, Vol. 8 (1996), 213–238.
[5] Sinha, N. K., On the asymptotic expansion of the sum of the first n primes, arXiv:1011.1667v1
(2010).
5
