Abstract-This paper studies the communication efficiency of threshold secret sharing schemes. We construct a family of Shamir's schemes with asymptotically optimal decoding bandwidth for arbitrary parameters. We also construct a family of secret sharing schemes with both optimal decoding and optimal repair bandwidth for arbitrary parameters. The construction leads to a family of regenerating codes allowing centralized repair of multiple node failures with small sub-packetization.
I. INTRODUCTION
In a threshold secret sharing scheme, a secret message is encoded into n symbols so that 1) (Reliability) the message can be decoded from any n − r symbols and 2) (Secrecy) any z symbols reveal no information about the message. Secret sharing schemes allow reliable and secure storage and communication of information, and are building blocks of many other important security protocols.
One of the most studied problems regarding secret sharing schemes is their storage efficiency. For threshold schemes, the optimal storage efficiency (i.e., rate) is achieved if the size of the message is n − r − z symbols. The well-known Shamir's scheme [12] achieves optimal rate for the case of n − r − z = 1, i.e., the message is a single symbol. However, Shamir's scheme has poor communication efficiency, in the sense that to decode the single message symbol (using the standard decoding algorithm), one needs to download n − r encoded symbols, referred to as the decoding bandwidth. The decoding bandwidth of secret sharing schemes are studied in, e.g., [13] , [7] , [1] , where lower bounds are obtained and optimal schemes achieving the bounds are proposed. However, Shamir's scheme is extensively used due to its simplicity and it remains an important problem that whether it is possible to reduce the decoding bandwidth of Shamir's scheme.
In this paper we construct a family of Shamir's schemes of arbitrary parameters that is asymptotically optimal in the decoding bandwidth. Specifically, as opposed to the original n−r symbols, the decoding bandwidth reduces to n/(1+r) symbols as the field size increases. The decoding algorithm follows the framework proposed in [5] of interpolating polynomials by querying partial polynomial evaluation. Our scheme is inspired by the family of Reed-Solomon (RS) codes constructed in [15] which has asymptotically optimal repair bandwidth. Decoding Shamir's scheme and repairing RS codes are related because both are essentially the problem of determining the evaluation This work was supported in part by the Caltech Lee Center.
of a polynomial at a point, given the evaluations of the polynomial at other points. Decoding Shamir's scheme in this sense is a simpler problem because it requires finding the evaluation at a single point, while repairing RS codes requires finding the evaluation at different points, depending on which symbol is being repaired. This simplification allows us to greatly reduce the field size. Specifically, while the codes in [15] requires the extension degree of the field to be exponential in n, our scheme only requires an extension degree of O(n(n − z) 3 ), which makes it quite practical. In addition to the decoding bandwidth, another important aspect of communication efficiency is the repair bandwidth. Repair bandwidth of secret sharing schemes are studied in, e.g., [9] , [10] , where lower bounds are obtained and optimal schemes are proposed. A natural and important question is that whether it is possible to construct a scheme with both optimal decoding and repair bandwidth. Rawat et al. [11] , by observing that decoding the secret sharing scheme can be viewed as repairing the message symbols in a regenerating code, propose schemes that are bandwidth efficient in both repair and decoding. However, their construction is quite restricted in parameters if rate-optimality is required.
In this paper, by formalizing the connection between regenerating codes and secret sharing schemes, and then applying the connection to the regenerating codes in [14] , we obtain rate-optimal schemes with optimal decoding and repair bandwidth for arbitrary parameters. However, the schemes are not practical as they require an extremely large level of subpacketization that is doubly exponential in n. To reduce subpacketization, we use the fact that all message symbols are "repaired" together in a centralized manner during decoding. Therefore we essentially need a regenerating code that allows a hybrid mode of repair: centralized repair of the set of message symbols, and individual repair of the remaining symbols. We generalize the codes in [14] to this model which result in secret sharing schemes with a much smaller sub-packetization level due to the centralized repair pattern. Our generalization also leads to a family of regenerating codes that supports centralized repair of groups of nodes of flexible sizes with reduced sub-packetization level, a result of separate interest.
II. GENERAL CONSTRUCTION FRAMEWORK
In an (n, k, r, z) secret sharing scheme, a message m of length k over some alphabet A is encoded into n shares over A such that: 1) m can be decoded from any subset of shares of size ≥ n−r. 2) Any subset of shares of size ≤ z do not reveal information on m. For the setting of distributed storage, each node will store one share. We focus on schemes with optimal rate, i.e., with k = n − r − z. Assume in general that an element of A is a vector of l symbols over some base alphabet B. l is often referred to as the level of sub-packetization. Let d 2 be the number of nodes participating in decoding m, the decoding bandwidth is the number of symbols over B to be transmitted from the d 2 nodes to the decoder. The optimal decoding bandwidth equals kd2l d2−z [7] , referred to as the d 2 -optimal decoding bandwidth. Similarly, in the case that h nodes are failed, let d 1 be the number of available nodes participating in the repair process, then the repair bandwidth is the number of symbols over B to be transmitted from the d 1 nodes. The (d 1 , h)-optimal repair bandwidth equals hd1l h+d1−k−z [3] and when h = 1 we call it the d 1 -optimal repair bandwidth. We first formalize a connection between MDS codes and secret sharing schemes. The following theorem is a generalization of the result in [2] to the case of k > 1.
secret sharing scheme S, obtained as follows: Encode C systematically so that among the k information nodes, k of them store secret information and the other z nodes store random keys. Then discard the k nodes storing the secret information. The remaining n nodes store the n shares of S.
Proof. Since the minimum distance of C is n − k + 1, the minimum distance of the codewords of S is n − k + 1 − k = n − k + 1. This proves the reliability of S. Denote the secret information by a length-k vector m and denote the keys by a length-z vector u. Let G be the encoding matrix of S, i.e., the shares are (m, u)G = mG up + uG low . Then to prove the secrecy of S it suffices to prove that any subset of z entries of uG low is uniformly distributed. Let G = [I | P ] be the systematic generator matrix of C, where I is the identity matrix of order k . Then by construction G low = [I | P ] where I is the identity matrix of order z, and P is a submatrix of P . Since C is MDS, by [8, Ch.11, Theorem 8] , every square submatrix of P is non-singular and therefore every square submatrix of P is also non-singular. Again by [8] this implies that G low is the systematic generator matrix of a MDS code and therefore u can be decoded from any subset of z entries of uG low . Since u is uniformly distributed, it implies that any subset of z entries of uG low is uniformly distributed, proving the theorem.
By Theorem 1 we can construct secret sharing schemes from MDS codes. The next result formally connects the decoding and repair bandwidth of the secret sharing schemes to those of the MDS codes. A similar observation is made in [11] . By Theorem 1 and Theorem 2, we can immediately obtain secret sharing schemes with optimal repair and decoding bandwidth from the regenerating codes in [14] . 
Proof. Apply Theorem 1 and Theorem 2 to Construction 3 or Construction 6 in [14] .
We remark that Construction 6 in [14] is both bandwidthoptimal and access-optimal. Therefore the resulting secret sharing scheme not only achieves optimal repair and decoding bandwidth universally, but also achieves optimal access complexity universally during repair or decoding. However, the above schemes obtained by directly applying Theorems 1 and 2 to Construction 3 or Construction 6 in [14] are hardly practical, because the degree of sub-packetization l is prohibitive. Specifically, l grows double exponentially at O 2 (k+r) n . In the next section we will discuss constructions of schemes with a much smaller l. We first introduce some notation. Denote {1, · · · , n} by [n], and denote {i,
Denote the entries of the codewords of C by C i , i = 1, · · · , n . Each C i is a column vector of length l over a finite field F . Adopting the framework in [14] , we define C by its parity check equations:
where r = n −k , and A t,i , t ∈ [r ], i ∈ [n ] are l×l matrices over F . In this paper we consider array codes that resemble the structure of Vandermonde matrix, i.e., we let
where
In the next section we will construct C by designing the specific A i 's.
III. SECRET SHARING SCHEMES WITH OPTIMAL DECODING AND REPAIR BANDWIDTH
The d 2 -optimal decoding bandwidth of a (n, k = n − r − z, r, z) scheme is (1) and (2), where l = ρs n and
Here {e a : a = 0, · · · , l − 1} is the standard basis of F l and we represent a using the (n + 1)-digit notation a = (a n+1 , a n , · · · , a 1 ), where a n+1 ∈ {0, · · · , ρ − 1} and
are diagonal matrices and we can expand the parity-check equations (1) coordinatewise. Let c i,a denote the a-th entry of 
Therefore any r columns of the parity check matrix E are linearly independent, implying that from any n − r = k elements of {c 1,a , · · · , c n ,a } we can recover the whole set. This shows that we can recover the set {C 1 , · · · , C n } from any of its k elements. Hence C is an MDS array code. a(1,0) . . . 
Where F = (f i,j ) and
Note that in (6), there are r equations and s
Therefore the number of equations equal the number of variables. Below we show that it is indeed possible to solve all variables from (6). We follow an approach similar to that in [14] . Define . Then by construction, multiply P on the left to (6) we have P F (μ
Therefore Q is a Vandermonde matrix in which each column is scaled by a non-zero constant. Therefore any r −s columns of Q are linearly independent, implying that from any
n ,1 } we can recover the whole set. And then we can recover {c 1, a(1,0) , · · · , c 1,a(1,s−1) } from (6) . This proves the claim and the first statement of the theorem.
We now prove the second statement and claim that for any a = 0, · · · , l − 1, the set of entries {c n+i,a(n+1,j) Summing over u we have
. . .
where We generalize Construction 1 to the case of arbitrary
Consider the code family given by (1) and (2) , where
Here {e a : a = 0, · · · , l − 1} is the standard basis of F l and we represent a using the
Following an argument similar to the proof of Lemma 1, it is easy to show that the code given by Construction 2 is an MDS array code. We defer the proof of the lemma to technical report [6] due to space limitation. We remark that the proof of the first statement is similar to the proof of Lemma 2. To prove the second statement, the key idea is to divide the (n+1)-th to the n -th nodes into τ groups of size θ and repair the groups one by one iteratively. By Lemmas 3 and Theorem 2, we have: We remark that Construction 1 and Construction 2 both has a sub-packetization level of l = O(s n ), which is comparable to existing regenerating codes, e.g., [14] , of the same parameters (note that our secret sharing schemes can be viewed as regenerating codes). In fact, an exponential l is shown to be necessary in order to achieve the optimal repair bandwidth [4] . This suggests that the additional optimal decoding requirement has a small impact on l. Construction 2 naturally generalizes to a family of regenerating codes that supports centralized repair of groups of nodes of flexible sizes with reduced subpacketization, which is a result of separate interest. A similar centralized repair problem was studied in [11] whereas the code construction therein is restricted in parameters.
IV. SHAMIR'S SCHEME WITH ASYMPTOTICALLY OPTIMAL DECODING BANDWIDTH
In this section we look at a different perspective of the decoding bandwidth problem. Instead of constructing new secret sharing schemes with optimal decoding bandwidth, we study the decoding bandwidth of the classical Shamir's scheme [12] . Though schemes with optimal decoding bandwidth exist, improving the decoding bandwidth of Shamir's scheme remains an important problem as it is extensively used due to its simplicity. Below we describe a new family of Shamir's scheme with asymptotically optimal decoding bandwidth by extending the ideas recently developed in [5] , [15] on repairing Reed-Solomon codes. Consider Shamir's original scheme: let F be a finite field of size |F | > n, and let c 0 , · · · , c t−1 be t elements in F , where c 0 is the secret message and c 1 , · · · , c t−1 are randomly selected. Let λ 1 , · · · , λ n be any n distinct nonzero elements in F and let f (x) = t−1 i=0 c i x i . Then the n shares are f (λ 1 ), · · · , f(λ n ). Shamir's scheme is an (n, t) threshold scheme, i.e., from any t shares c 0 can be decoded by polynomial interpolation, and any t − 1 shares reveal no information about c 0 . Clearly, decoding c 0 by polynomial interpolation requires communication t symbols over F . In what follows we show that by choosing F and the set of evaluation points λ 1 , · · · , λ n carefully, it is possible to reduce the decoding bandwidth (when all n shares are available) to a fraction of approximately n t(n−t+1) of the original bandwidth. We need to slightly generalize the way that the secret message m is encoded: rather than setting c 0 = m, we let
The corresponding scheme is an (n, t) threshold scheme as long as λ i = λ 0 , i ∈ [n]. Note that Shamir's original scheme corresponds to the case that λ 0 = 0.
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To reduce the decoding bandwidth, we follow the framework proposed in [5] of interpolating polynomials by querying partial polynomial evaluation. Specifically, let F be the extension field of degree l of a subfield K. During decoding, each of the n nodes applies K-linear transforms to the share over F that it holds to obtain a set of symbols over K. The decoder collects these sets of symbols and performs K-linear transforms on them to assemble the secret message over F . Formally, viewing F as a vector space of dimension l over K, it is shown in [5] that:
Lemma 4. For a finite field K and its degree-l extension field F , let f be a polynomial over F of degree < t, and
The task of decoding the scheme is equivalent to determining f (λ 0 ) and therefore it suffices to download the set of
However, due to the linearity of the trace function, we can reconstruct this set from values in {tr(βf
Therefore, the number of symbols over K that we need to download from node i equals
We now discuss a way to select λ i , i = 0, · · · , n as well as
, so that the condition in Lemma 4 is satisfied and that |B i |, i ∈ [n] is minimized. We remark that our construction idea is inspired by the codes in [15] . 
Denote the two sets in the R.H.S. of (10) symbols over K need to be downloaded, proving the theorem.
Note that the lower bound on the decoding bandwidth is nl s symbols. Therefore as l → ∞, the decoding bandwidth is asymptotically optimal in the sense that the ratio between the actual decoding bandwidth and the optimal bandwidth approaches 1.
