Abstract. In this paper, we investigate the properties of hyperbolic harmonic mappings in the unit ball B n in R n (n ≥ 2). Firstly, we establish necessary and sufficient conditions for a hyperbolic harmonic mapping to be in the Bloch space B(B n ) and the generalized Bloch space L ∞,ω B 0 α,a (B n ), respectively. Secondly, we discuss the relationship between the integral means of hyperbolic harmonic mappings and that of their gradients. The obtained results are the generalizations of Hardy and Littlewood's related ones in the setting of hyperbolic harmonic mappings. Finally, we characterize the weak uniform boundedness property of hyperbolic harmonic mappings in terms of the quasihyperbolic metric.
Introduction and main results
For n ≥ 2, let B n (x 0 , r) = {x ∈ R n : |x − x 0 | < r}, S n−1 (x 0 , r) = ∂B n (x 0 , r) and B
n (x 0 , r) = B n (x 0 , r) ∪ S n−1 (x 0 , r). In particular, we write B n = B n (0, 1), S n−1 = S n−1 (0, 1) and B n = B n ∪ S n−1 . The purpose of this paper is to consider the hyperbolic harmonic mappings whose definition is as follows. Definition 1.1. A mapping u = (u 1 , · · · , u n ) ∈ C 2 (B n , R n ) is said to be hyperbolic harmonic if ∆ h u = (∆ h u 1 , · · · , ∆ h u n ) = 0, that is, for each j ∈ {1, · · · , n}, u j satisfies the hyperbolic Laplace equation
We refer to [4, 15, 19, 28, 35, 36, 37] for basic properties of this class of mappings. For convenience, in the following of this paper, we always use the notation ∆ h u = 0 to mean that u = (u 1 , · · · , u n ) is hyperbolic harmonic in B n . Obviously, for n = 2, hyperbolic harmonic mappings coincide with harmonic mappings. See [9, 11] and the references therein for the basic properties of harmonic mappings. , if p ∈ (0, ∞),
Here and hereafter, dσ always denotes the normalized surface measure on S n−1 so that σ(S n−1 ) = 1. The classical Hardy space H p (D) consisting of related analytic functions is a subspace of H p g (D) , where D denotes the unit disk in the complex plane C (In this paper, we always identify R 2 with C and B 2 with D, respectively). In order to introduce the definition of the generalized Bloch space, we need the following notion.
A continuous increasing function ω : [0, ∞) → [0, ∞) with ω(0) = 0 is called a majorant if ω(t)/t is non-increasing for t > 0 (cf. [12, 13, 24, 25] ).
Given a subset Ω of R n , a function f : Ω → R n is said to belong to the Lipschitz space L ω (Ω) if there is a positive constant µ 01 such that for all x, y ∈ Ω,
First, we define the Bloch space of B n , denoted by B(B n ), as the space of functions
and ||Df (x)|| denotes the matrix norm of the usual Jacobian matrix Df (x) of f at x (See §2.1 below for the precise definition of ||Df (x)||). This is only a semi-norm. Obviously, ||f || B = 0 if and only if f is constant. The Bloch space B(B n ) becomes a Banach space with the following norm:
For an analytic function f in D, obviously, ||Df (z)|| = |f ′ (z)|. Therefore, the classical Bloch space B(D) consisting of the analytic functions f satisfying
is a subspace of B(B n ) (cf. [2, 18, 40] ). Next, we introduce the notion: Generalized Bloch spaces.
and a is a constant satisfying (1) a > 1, if β ≤ 0; and
The space L p,ω B β α,e (D) was discussed in [5] and the space L p,id B β α,e β/α (D) of analytic functions was introduced in [34] . Note that, when β = 0, the space L p,ω B 0 α,a (B n ) has nothing to do with the parameter a.
Obviously,
, where id denotes the identity mapping. Further, we have the following.
(
is called the ω-α-Bloch space (cf. [14, 39] and the related references therein). [27, 39] and the related references therein). In [12] , Dyakonov discussed the relationship between the Lipschitz space L ω (D) and the bounded mean oscillation on analytic functions in D ([12, Theorem 1]). In [5] and [7] , the authors extended [12, Theorem 1] to the case of complex-valued harmonic mappings ( [5, Theorem 4] and [7, Theorem 3] ). Recently, Chen and Rasila generalized [5, Theorem 4] , [7, Theorem 3] and [12, Theorem 1] to the setting of the solutions to the non-homogenous Yukawa PDE ∆f = λf , where λ : B n → R is a nonnegative continuous function with sup x∈B n {λ(x)} < ∞ ([6, Theorem 1]). As the first aim of this paper, we consider the similar results of the above type for hyperbolic harmonic mappings. The following is our first result in this line. 
where |B n (x, r)| means the Lebesgue volume of the ball B n (x, r) and dν denotes the normalized Lebesgue volume measure in B n . To state our next result, let us recall the following notion. The hyperbolic distance between two points x and y in B n is defined by
where ds is the length element on γ and Γ xy (B n ) stands for the collection of all rectifiable curves in B n joining x and y (cf. [38] ). See §2.2 below for more properties of ρ.
In [40] , Zhu characterized the holomorphic Bloch space in C n in terms of the Bergman metric ([40, Theorem 3.6 and Corollary 3.7]). Now, we establish the following necessary and sufficient condition for hyperbolic harmonic mappings to be in B(B n ) in terms of the hyperbolic metric.
Then u ∈ B(B n ) if and only if there exists a positive constant µ 2 such that for all x, y ∈ B n , (
Obviously, the above result of Hardy and Littlewood provides a close relationship between the integral means of analytic functions and that of their derivatives.
As the second aim of this paper, we consider Theorem A in the setting of hyperbolic harmonic mappings. Our first result is the following analog of the implication from (1) to (2) in Theorem A for hyperbolic harmonic mappings.
Remark 1.2. By taking n = 2, ω(t) = t, α > 1 and β = 0, we obtain that Theorem 1.3 is a generalization of the implication from (1) to (2) in Theorem A even in the case of harmonic mappings when p ∈ [1, ∞].
We also consider the converse of Theorem 1.3, and we get the following analog of the implication from (2) to (1) in Theorem A for hyperbolic harmonic mappings.
where p ∈ (0, ∞) and α >
(B n ).
Weak uniform boundedness property.
Let Ω be a proper domain of R n . For x ∈ Ω, we use d Ω (x) to denote the Euclidean distance from x to the boundary ∂Ω of Ω. For x, y ∈ Ω, let
(cf. [23, 38] ). We say that f : Ω → f (Ω) ⊂ R n satisfies the weak uniform boundedness property in Ω (with respect to r Ω ) if there is a constant µ 02 > 0 such that for all x, y ∈ Ω,
The above definition of the weak uniform boundedness property is equivalent to the following one: f : Ω → f (Ω) is said to satisfy the weak uniform boundedness property in Ω (with respect to r Ω ) if for any µ 03 ∈ (0, 1), there is a constant µ 04 > 0 such that for all x, y ∈ Ω,
In [23, Theorem 2.8], Mateljević and Vuorinen proved that a harmonic mapping f satisfies the weak uniform boundedness property in G ⊂ R n if and only if there exists a constant µ 05 such that for all x, y ∈ G,
Recently, Chen and Rasila generalized this result to the case of the solutions to Yukawa equation in B n ([6, Theorem 2]). As the last aim of this paper, we consider the weak uniform boundedness property of hyperbolic harmonic mappings. Our result reads as follows. Theorem 1.5. Suppose ∆ h u = 0. Then u satisfies the weak uniform boundedness property in B n if and only if there exists a positive constant µ 3 such that for all
This paper is organized as follows. In Section 2, some necessary terminology and notation will be introduced. In Section 3, we shall prove Theorem 1.1, and in Section 4, we shall show Theorem 1.2. The proofs of Theorems 1.3 and 1.4 will be presented in Section 5. Section 6 will be devoted to the proof of Theorem 1.5.
Preliminaries
In this section, we recall some necessary terminology and notation.
Matrix notations. For a natural number n, let
For A ∈ R n×n , denote by A the matrix norm
For a domain Ω ⊂ R n , let f = (f 1 , . . . , f n ) : Ω → R n be a function that has all partial derivatives at x = (x 1 , . . . , x n ) in Ω. Then Df (x) denotes the usual Jacobian matrix
T at x, where T is the transpose and the gradients ∇f j (x) are understood as column vectors (cf. [4] ). For two column vectors x, y ∈ R n , we use x, y to denote the inner product of x and y. For j ∈ {1, · · · , n}, it follows from
2.2. Hyperbolic metric. For any w ∈ B n , let
. Then ϕ w is a Möbius transformation from B n onto B n with ϕ w (w) = 0, ϕ w (0) = w and ϕ w ϕ w (x) = x. We denote by M(B n ) the set of all Möbius transformations in B n . It is well known that if ϕ ∈ M(B n ), then there exist w ∈ B n and an orthogonal transformation A such that
For more information on Möbius transformations in B n , see e.g. [1, 3, 38] . In terms of ϕ w , the hyperbolic metric ρ in B n can be given by 
Therefore, ρ(x, w) = ρ(w, x). In particular, ρ(0, x) = log 1 + |x| 1 − |x| and ρ(x, y) = ρ ϕ(x), ϕ(y)
for all ϕ ∈ M(B n ) (cf.
E(w, r) = {x ∈ B n : |ϕ w (x)| < r}.
Clearly, E(w, r) = ϕ w B n (0, r) (cf.
By (2.3) and (2.4), we see that y ∈ E(x, δ) if and only if x ∈ E(y, δ). Therefore,
2.3. Hyperbolic harmonic mappings. For all ϕ ∈ M(B n ) and f ∈ C 2 (B n , R n ), we have the following Möbius invariance property (cf. [36, Section 2]):
Obviously, (1.1) implies that
It is well known that if ψ ∈ C(S n−1 , R n ), then the Dirichlet problem
has a unique solution in C(B n ) and can be represented by
(cf. [8] or [35] ), where
For f ∈ C 1 (B n , R), the gradient ∇ h f with respect to the hyperbolic metric is given by
(cf. [26, 28, 35] ). In particular, 
From
in B n , where µ 06 = µ 06 (p, δ) (which means that the constant µ 06 depends only on the given parameters p and δ) and dτ denotes the Möbius invariant measure in B n , which is given by
Generalized Bloch spaces and bounded mean oscillation
The purpose of this section is to prove Theorem 1.1. Before the proof, we need the following lemma. (1−|x|))
where µ 07 is a constant depending only on µ 06 (1, 1 9 ) and µ 06 is the constant from Lemma B.
Proof. For x ∈ B n , by (2.1), we know that
Hence, to prove this lemma, it suffices to estimate the quantity |∇u j (x)|. Since for a fixed x ∈ B n , ∆ h u(w) − u(x) = 0 in B n , by taking p = 1 and δ = , we see from Lemma B and (2.8) that there is a constant µ 08 such that for any w ∈ B n and each j ∈ {1, · · · , n},
≤ µ 08 E(w, 1 9 ) |u(y) − u(x)|dτ (y). Therefore, (3.1) guarantees the following:
Moreover, by (2.5), we know that
Further, for any y ∈ E(x, ), (2.6) implies
.
By letting w = x, it follows from (3.3)∼(3.5) that
(1−|x|))
|u(y) − u(x)|dν(y).
By taking µ 07 = µ 08 , we know that the lemma is proved.
Proof of Theorem 1.1. First, we show the "if" part in the theorem. For any x ∈ B n , we see that
(1 − |x|) .
Then by Lemma 3.1, we know that there is a constant µ 07 such that for any x ∈ B n ,
|u(y) − u(x)| dν(y).
Then the assumption in the theorem implies
Moreover, it follows from α ∈ [1, 2) and [8, Lemma 2.2(2)] that
and thus, for all x ∈ B n ,
Next, we prove the "only if" part. Let x ∈ B n . For any r ∈ (0, 1 − |x|) and y ∈ B n (x, r), obviously, we have (3.6) |y − x| < r < 1 − |x| and t|x − y| < 1 − |x|, where t ∈ [0, 1]. For the proof, we need an upper bound on the quantity |u(y)−u(x)|. For this, we let γ [x,y] denote the segment between x and y with the parametrization γ(t) = (1 − t)x + ty, where t ∈ [0, 1]. By the well-known gradient theorem (see, e.g. [30, Theorem 6 .24]), we have that for each j ∈ {1, . . . , n},
Note that
where A × B denotes the product of two matrices A and B. Hence
and therefore
Du(γ) · |dγ|.
Moreover, it follows from the assumption
We infer from the easy fact |γ
since the inequalities (3.6) and the assumption α ∈ [1, 2) guarantee that
This is our needed upper bound on |u(y) − u(x)|. Now, we are ready to finish the proof. Let x − y = η ∈ B n . A similar argument as in the proof of [6, Theorem 1] 
, which is what we need.
Bloch space and hyperbolic metric
The aim of this section is to prove Theorem 1.2. We start this section with a lemma.
Lemma 4.1. Suppose ∆ h u = 0 and u ∈ B(B n ). Then for any z ∈ B n ,
Proof. For any z ∈ B n , we let γ [0,z] denote the segment between 0 and z with the parametrization γ(t) = tz, where t ∈ [0, 1]. A similar argument as in (3.7) leads to
Then the assumption
as needed.
Proof of Theorem 1.2. First, we show the "if" part in the theorem. Since
we know that, to prove this part, we need to estimate the quantity (1−|w| 2 )||Du(w)||. Since for a fixed x ∈ B n ,
in B n , by taking p = 1 and δ = , we know from Lemma B, (3.1) and (3.2) that there is a constant µ 08 such that for any w ∈ B n and each j ∈ {1, · · · , n},
Further, Hölder inequality leads to
E(w,
2 sup y∈E(w,
Moreover, by [36, Equation (2.7)], we know τ E(w,
n By letting w = x, we see that Then the arbitrariness of x in B n ensures the following:
Next, we prove the "only if" part. We shall show this part by applying Lemma 4.1 to the mapping u • ϕ y , where y ∈ B n . Hence we have to verify that u • ϕ y satisfies the conditions in Lemma 4.1. Obviously, the hyperbolic harmonicity of u • ϕ y easily follows from (2.7). It remains to check that u • ϕ y satisfies the second assumption in Lemma 4.1, which is stated in the following claim.
Since u • ϕ y ∈ B(B n ) if and only if
clearly, to check this claim, it needs to estimate the quantity
To reach this goal, we first obtain from (2.8) and (2.9) that for each j ∈ {1, · · · , n},
where in the last inequality, the assumption u ∈ B(B n ) and (2.1) are exploited. Then
(by (4.1)) Again, by (2.1) and the assumption u ∈ B(B n ), we have
Hence the claim is proved. Now, we have known that u • ϕ y satisfies the conditions in Lemma 4.1, and so we are ready to finish the proof of the theorem by applying Lemma 4.1. For x, y ∈ B n , let x = ϕ y (z). Obviously, z = ϕ y (x) ∈ B n . Then it follows that
as required.
Generalized Bloch spaces and integral means
The aim of this section is to prove Theorems 1.3 and 1.4. Before the proofs, we need some preparation.
Proof. By direct calculations, we see that
It follows from the assumptions in the lemma that φ ′ α,β,a (r) ≤ 0. Hence, φ α,β,a (r) is non-increasing in (0, 1). Then the assumption " ω(t) t being non-increasing in (0, 1)" implies that
is also non-increasing in (0,1). Therefore,
which is what we want.
Proof of Theorem 1.3. We divide the proof into two cases according to the values of the parameter p.
Let y = |y|ξ and γ(t) = ty, where ξ ∈ S n−1 and t ∈ [0, 1]. Since
we know from Minkowski's inequality (cf. [31, Theorem 3.5] ) that
Since it follows from Lemma 5.1 that
we know that for all y ∈ B n ,
For any y ∈ B n , it follows from the assumption u ∈ L p,ω B β α,a (B n ) and Lemma 5.1 that We conclude from (5.2) and (5.3) that the proof of this theorem is complete.
Proof of Theorem 1.4. We prove this theorem by considering two possibilities according to the values of the parameter q.
Case 5.3. q = ∞.
To prove the theorem in this case, we need to estimate the operator norm: ||Du(x)||. We start with some preparation. First, we shall estimate the quantity |∇u j (x)| p in terms of the integral B n (0, in Lemma B. Then by (2.8), we know that there is a constant µ 09 such that for any x ∈ B n and each j ∈ {1, · · · , n}, and so Theorem 1.5 is proved.
