Purpose: Longitudinal studies are highly valuable in pediatrics because they provide useful data about developmental patterns of child health and behavior over time. When data are missing, the value of the research is impacted. The study's purpose was to (1) introduce a three-step approach to assess and address missing data and (2) illustrate this approach using categorical and continuous-level variables from a longitudinal study of premature infants.
A practical three-step approach that research teams can follow is the framework for this paper (Schlomer et al., 2010) . The three sequential steps are ( Step 1) to determine the amount of missing data; ( Step 2) to determine the pattern(s) of missing data; and (Step 3) to compare and model the most appropriate method for missing data. Following recent recommendations, we use mathematical models called simulations for different patterns and levels of missingness in order to better understand the data, assess the different imputation methods, and select the best solution for our sample (Janssen et al., 2010 ).
STEP 1: DETERMINE THE AMOUNT OF MISSING DATA
Attention to the rate of missing data is critical to its impact on statistical power, analysis integrity, estimation bias, and generalizability of the findings (Bennett, 2001; Hall et al., 2001) . Acceptable rates of missing data in longitudinal research vary from 5 to 20% (Bennett, 2001; Peng, Harwell, Liou, & Ehman, 2006; Schafer, 1999; Schlomer et al., 2010) , although the acceptable consensus among most researchers is 10% (Langkamp, Lehman, & Lemeshow, 2010) . The amount of missing data is easily calculated by running frequencies and descriptive statistics using common statistical programs. In general, routines that tabulate frequencies or calculate means and standard deviations will provide the number of observations the statistics are based upon. The difference between the sample size and the number of observations used for the statistics (mean or frequencies) is the amount of missingness for that particular variable.
STEP 2: DETERMINE THE PATTERN(S) OF MISSING DATA
Scientists refer to three common patterns to classify missing data values in order to show whether the missingness pattern is systematically related to study variables. These patterns have long been known as Missing Completely at Random (MCAR), Missing at Random (MAR), and Not Missing at Random (NMAR). For MCAR, no specific pattern of missingness is found (Ibrahim et al., 2012; Myers, 2011; Saunders et al., 2006; Schlomer et al., 2010) . The missing data occur randomly and independently from the study variables of interest. For example, in our longitudinal dataset of problem behaviors and health outcomes of former preterm infants, missing data may be independent of the participants' behaviors or health complications (variables/outcomes of interest), and are simply due to transportation issues (i.e., participant moved out of the area).
Missing data values described as MAR indicate that the missingness is related to other variable(s) obtained during data collection but not to the measured outcomes of interest (Ibrahim et al., 2012; Myers, 2011; Saunders et al., 2006; Schlomer et al., 2010) . For example, MAR missing data in our longitudinal study may be due to a change of parent or caregiver who facilitates their child's continued participation in the study (a collected measure) but not due to problem behaviors or health complications (outcomes of interest).
Finally, missing data values described as NMAR are most concerning because the missingness is related to the outcome variable(s) (Ibrahim et al., 2012; Myers, 2011; Saunders et al., 2006; Schlomer et al., 2010) . For example, NMAR missing data in our longitudinal study may be due to participant levels of depression and anxiety (a problem behavior outcome measure) that preclude the completion of this assessment measure.
Once the pattern of missingness is determined, we integrate a technique called simulation for Step 2. Simulations are an analysis technique to enable an examination of the missing data patterns and to improve understanding and raise confidence in the study results.
This step involves multiple imputation. Multiple imputation is a statistical technique that uses all observed data to fill in plausible data values for those that are missing (Janssen et al., 2010 When compared, these simulations are used to evaluate the appropriateness of the imputation method as well as their strengths and weaknesses.
STEP 3: COMPARE AND MODEL THE MOST APPROPRIATE METHOD TO ADDRESS MISSING DATA
Methods to address missing data fall into one of two categoriesvariable-level methods and analytic methods. In the variable-level method, a complete dataset(s) is created that can be analyzed using traditional statistical methods such as analysis of variance, repeated measures analysis, and logistic/linear regression. Although some of these statistical methods have alternative analysis procedures (i.e., repeated measures can be analyzed with MANOVA using a complete dataset, while generalized linear models can accomplish this same analysis using a dataset with missing time point observations). However, methods such as structural equation modeling require a complete dataset for the computation of various indicator statistics.
In the analytic methods approaches, missing data imputation are considered nonstocastic (nonrandom method of imputation) or stochastic (random imputation method) (Saunders et al., 2006; Schlomer et al., 2010) and vary in computational complexity. Some approaches invoke bias and reduce variability in the dataset (i.e., last value carried forward [LVCF]), while other imputation methods reduce bias and maximize variability (i.e., stochastic regression [Dong & Peng, 2013] ).
Nonstocastic methods
The most straightforward nonstocastic method is LVCF, which replaces a missing value by using the data value at a previous time point (Bennett, 2001 ). This method introduces bias and reduces variability with the assumption that change is nonexistent between two time points.
Mean replacement is a commonly used approach due to its simplicity and general acceptability in clinical research (Farhangfar, Kurgan, & Pedrycz, 2007; Myers, 2011; Saunders et al., 2006; Schlomer et al., 2010) . The substitution of the missing data value is done by calculating the group mean score of the nonmissing values of a measure and replacing the mean score for those that are missing. This method also reduces statistical variability.
Regression imputation uses traditional regression methods to estimate or predict missing values (Saunders et al., 2006; Schlomer et al., 2010) . One advantage to this analytic method is that covariates can be added to the regression model to better estimate the missing value. Although this may reduce bias, it also reduces statistical variability.
In hot-decking, missing values are matched to nonmissing values based on designated covariates (i.e., gender), with the minimal absolute distance used to determine the best matching. The minimal absolute distance from an a priori determined number of matches is computed.
Then, the values for the variable of interest in the nonmissing cells are averaged. Finally, the imputed value is use to replace the missing data value (Farhangfar et al., 2007; Hayes, Slater, & Snyder, 2008; Myers, 2011; Saunders et al., 2006) .
The above nonstocastic methods, LCVF, mean replacement, regression imputation, and hot-decking assume that missing data are either MCAR or MAR and may introduce statistical bias and reduce variability. Also, potential concerns for Type I or Type II errors should be considered when using these approaches.
Stochastic methods
These methods generate random and multiple datasets based on observed values (Dong & Peng, 2013) . These methods reduce the potential for statistical bias and maximize variability. In stochastic regression, a random value is added to an imputed value (Dong & Peng, 2013; Schlomer et al., 2010) . The random value is generated from a conditional distribution with maximum likelihood estimates for the unknown distribution parameters based upon the nonmissing data (Graham, 2009; Myers, 2011; Schlomer et al., 2010) .
Multiple imputation is similar to the aforementioned approaches, except that in this method, multiple data sets are generated through a Monte Carlo technique that fills in missing data. These datasets are analyzed using traditional statistical methods and the results are averaged across the multiple data sets (Dong & Peng, 2013; Ibrahim et al., 2012; Myers, 2011; Saunders et al., 2006; Schlomer et al., 2010) . A more contemporary method of multiple imputation, fully conditional specification (FCS) imputation generates a complete data set after a sampling "learning phase" for each variable specified with missingness.
Using this method of imputation, the analyst can model interactions between variables, if the analysis of missingness warrants it. The process is repeated in order to obtain multiple complete data sets that are then combined, and analyzed as multiple-imputed data sets (Van Buuren, Brand, Groothuis-Oudshoorn, & Rubin, 2006). FCS imputation can accommodate a variety of data types (White, Royston, & Wood, 2011 
3.2.1
The longitudinal study
The sample of 215 infants and their parents have participated in 10 longitudinal follow-up studies since the infants' birth (Sullivan et al., 2012) . The a priori study design was a five-group classification based on neonatal morbidity. The five neonatal groups were as follows: full term (healthy with no medical or neurological problems; n = 55), healthy preterm (<37 weeks gestational age [GA] with no medical or neurological problems; n = 33), medical preterm (<37 weeks GA with medical diagnosis of bronchopulmonary dysplasia, necrotizing enterocolitis, sepsis, etc.; n = 60), neurological preterm (<37 weeks GA with diagnosis of intraventricular hemorrhage grade III or IV, meningitis, hydrocephalus; n = 36), and small for gestation age preterm (<37 weeks GA, birth weight below the 10th percentile for gestational age with/without neonatal complications approach to missing data. The full sample characteristics have been described elsewhere (Sullivan et al., 2012) .
The problem behaviors and physical health measures were part of each follow-up assessment where physical assessments were completed on the infants/children and parents-completed questionnaires.
Neonatal data were collected from medical records. Parents gave informed consent at each age point, while child assent was obtained at ages 8, 12, and 17 years. University and hospital Institutional Review
Boards approved the studies at each age.
MEASURES

Problem behaviors
The Child Behavior Checklist (CBCL) was used as the continuous-level variable (Achenbach, 1991 (Achenbach, , 2003 . In the CBCL, problem behaviors are scored on a three-point scale ranging from 0 (not true), 1 (somewhat true), and 2 (very true) by the parents. The internalizing problem behaviors scale consists of withdrawn, somatic complaints, anxious/depressed subscales, while the externalizing scale is comprised of delinquent or rule-breaking behaviors and aggressive behaviors (Achenbach, 1991) . The CBCL measure was collected at ages 4 and 8 with internal consistency from 0.68 to 0.93 and test-retest reliability of 0.82 to 0.95 for scales and subscales (Achenbach, 1991) . For the CBCL at ages 12 and 17 years, internal consistency ranged from 0.78 to 0.94 and test-retest reliability was 0.82 to 0.92. Content, criterionrelated, and construct validity have been supported in multiple ways (Achenbach & Rescorla, 2001 ). Internalizing and externalizing scores are the continuous-level outcome variables for this report.
Health status
Health status was the categorical variable used. A complete medical and neurological assessment by a research nurse was conducted at each age point. Health status was classified as normal (no physical abnormalities), suspect (continued respiratory distress, cardiac conditions, referral for hearing or orthopedic), or abnormal (any preexisting physical abnormality, i.e., asthma, allergies, diabetes, autoimmune deficiencies, or orthopedic conditions). Inter-rater reliability was conducted on a quarterly basis and established to be 85% or greater at each age point. Health status (normal vs. suspect/abnormal) is the categorical-level outcome variable for this report.
DATA ANALYSIS FOR MISSING DATA
We generated means and standard deviations for the CBCL measures to determine the overall amount of useable data at each assessment.
For health status, frequencies were tabulated for all useable data. The difference between our sample size and the number of useable observations is the amount of missingness for each variable.
To determine the patterns of missingness as MCAR, MAR, or NMAR per
Step 2, the longitudinal data were examined by selected neonatal and demographic covariates of neonatal group, infant gender, acuity, race/ethnicity, and socioeconomic status (SES). These were examined through chi-square analysis or ANOVA. Little's MCAR Test (Little, 1988 ) was utilized to test overall data missingness as MCAR.
Data imputation approaches were mean replacement, stochas- 
Simulations
Simulations are used to evaluate the appropriateness of the imputation method. When comparing missing data imputation approaches, a "reference" dataset is required. The "reference" data sets serves as the true values that are compared to the imputed values in the simulation (Kalaycioglu, Copas, King, & Omar, 2016) . A "reference" data set was generated using the means and standard deviations for the CBCL internalizing and externalizing scores over four assessments while preserving the correlations for these measures over time. Similarly, a "reference" data set was generated for the health status measures across five assessments using the probability of a suspect/abnormal status at each assessment while preserving the across time correlations.
Observations were selected as missing and then imputed using the above-mentioned methods. These values were then compared to the reference data for bias, percent relative bias, coverage of 95% confidence intervals, estimate-based standard error (SE), empirical SE, and relative mean-squared error (RMSE). Formulas for these measures can be in found the supplemental materials (Appendices). For assessment purposes, target values for bias and relative bias were to be nearly zero, whereas coverage and RMSE should be near 100%. Empirical SE and estimate-based SE should be of similar magnitude to the complete case data.
For
Step 3, imputation methods were compared at both the age- 
RESULTS
In
Step 1, determination of the amount of missing data, both internalizing and externalizing CBCL scores had 16-23% missing data across the four time points (see Figure 1a) . Missing data for the health status variable ranged from 0% at 18 months to 28% at 30 months (see Figure 1b) . We further investigated the extent of missing data by examining the missingness by the selected covariates (neonatal group, 
For
Step 2, determination of the patterns of missing data, internalizing CBCL scores, and health status were determined to be MCAR using Little's MCAR Test (see Table 1 ). However, the missing values for externalizing CBCL scores were significantly related to all covariate variables; thus, the pattern of missing data was determined to be MAR.
Three levels of missingness (10, 20, and 30%) were simulated under the following patterns of missingness: MCAR, MAR, and NMAR. Each level/pattern of missingness combination was simulated 500 times and compared to the reference dataset.
Observations were selected under MCAR using a uniform random number generator in SAS (version 9.4). For MAR, probabilities of missingness were generated using logistic regression for missingness. It was assumed that the missingness in the variable could be attributed to the baseline characteristics including gender, non-White race, neonatal Hobel, and SES. Since NMAR can never really be known, the data for MAR without covariate adjustment were used as a proxy for NMAR.
Within the simulated data, as the amount of missingness increases, we generally saw an increase in the estimate of variance for time. A notable exception is the CBCL scores where the error term decreased across the levels of missingness for the two single imputation methods (mean replacement, stochastic replacement), but increased for the multiple-imputed methods (stochastic, FCS imputation; Tables 2-4).
For the categorical imputation methods, the multiple-imputed method, FCS, most closely compared to the complete case data. NMAR had the highest estimates of error across all levels of missingness and methods of imputation, while MCAR had the lowest.
In
Step 3, to compare and model the most appropriate method for missingness, minor mean differences were found for mean replacement, regression imputation, multiple imputation, and FCS imputation approaches on internalizing and externalizing CBCL scores across all age points (see Table 5 ). For the single-imputation methods (mean replacement and stochastic regression), the estimates of variation were reduced as much as 11.8%. Changes for multiple-imputation
TA B L E 1
Step 2: Determination and testing for pattern of missingness for outcome measures by covariates and time point estimates of variation were mostly positive with the greatest change seen at the 4-year age point. Similar results were also seen in the FCS imputation, but the overall increase in variance estimation is smaller than with the multiple-imputation approach.
With only slight exceptions at the age point level, each imputation method for the health status variable resulted in a decrease in the proportion of participants in the "normal" level (10% or less) and an increase in the proportion of participants in the "suspect/abnormal" level (see Table 6 ). None of the imputation methods used for health status were clearly superior, although the FCS imputation did have the least amount of variation across the levels of health status at each age point.
Using the imputed data, repeated measures ANOVA results are displayed in Tables 2-4 . Model variance was reduced for both CBCL measures using the mean replacement and stochastic regression imputation methods (see Tables 2 and 3 ). When examining the time effect for the CBCL measures, the effect size was largest with the complete case data followed by the multiple and FCS imputation methods. Both methods of single imputation had time effect sizes, which were smaller than the complete case or multiple-imputed estimates. For health status, model variance was reduced by both the LCVF, hot-decking, and stochastic regression imputation methods (see Table 4 ). FCS imputation, in this case, only mildly inflated the model variance. The effect size was reduced using the four imputation methods.
In addition to the simulation results presented in Tables 2-4, means and error estimates for the CBCL measures and medical status variable were evaluated under different imputation methods, levels, and patterns of missingness. These results, in general, show increasing relative TA B L E 2 Model-level results for repeated measures ANOVA for simulated and actual continuous data
Step 2: determination of appropriateness of data imputation method for CBCL outcome measures by repeated measures analysis. Step 2: determination of appropriateness of data imputation method for CBCL outcome measures by repeated measures analysis. df, degrees of freedom; ES, effect size. Note. % change, percent change in mean and standard deviation from complete case data ("-" change indicates a decrease in estimate from complete case and "+" change indicates an increase in estimate from complete case); M (SD), mean (standard deviation).
Imputation method
CBCL models
Imputation method
Status models
TABLE 6
Step 3: comparison of data imputation methods by age point: Descriptivestatistics for categorical health status outcome % change, percent change in distribution percent from complete case data ("-"change indicates a decrease in estimate from complete case and "+"change indicates an increase in estimate from complete case); stochastic regression, stochastic regression estimates with rounding.
bias with increasing levels of missingness with the computed coverage decreasing with an increase in missingness. RMSE also decreased as the missingness increased and was lower for the single-imputed methods. Multiple-imputed data methods (multiple imputation, FCS imputation) showed higher levels of relative bias than single-imputation methods but overall had greater levels of coverage and more acceptable RMSE values (see supplemental information for analysis results).
DISCUSSION
The three-step approach proposed by Schlomer et al. (2010) provides a framework to examine missing data in a longitudinal study of premature infants. The missing data variables included the categoricallevel variable of health status and two continuous-level variables of internalizing and externalizing problem behaviors. We modified the framework of Schlomer et al. (2010) to include simulation scenarios to model missing data and examine its patterns. The goal of simulation is not to create data but to prevent the exclusion of observed data (Janssen et al., 2010) . Frequently used data imputation approaches (mean replacement, regression imputation, multiple imputation, LVCF, FCS imputation, and hot-desking) were analyzed and compared using commonly available statistical software packages.
The FCS imputation approach provided the least difference in mean and standard deviation estimates for the CBCL measures.
Similar to Finch (2010) There are no specific statistical tests for distinguishing the MAR and NMAR patterns (Nakai & Ke, 2011) . Although most imputation methods are not appropriate for data in the NMAR pattern, the multiple-imputation approach has been found to be the least biased for the NMAR pattern (Baraldi & Enders, 2010 Recent studies have examined the performance of various imputation methods for different patterns of missingness using simulation and have found that findings vary based on the combination of imputation method and pattern of missingness (Ferro, 2014; Jones, Mishra, & Dobson, 2015; McPherson et al., 2014; Romaniuk, Patton, & Carlin, 2014) . As demonstrated here, simulations have a place in missing data approaches depending on the level of missingness. In our results, despite model comparisons of 10, 20, and 30% missingness, the patterns remained the same (Tables 2-4 failed to produce acceptable levels of relative bias, coverage, and RMSE. Thus, leading to the conclusion that stochastic regression is not an acceptable imputation method for these data.
In practical application, we will never know the true pattern of missing data. Analysis using responsibly applied imputation techniques and/or alternative analysis methods can, however, capitalize on the information contained in the data as well as inform investigators about future directions for collection of data in longitudinal studies.
HOW MIGHT THIS INFORMATION AFFECT NURSING PRACTICE?
A systematic procedure to minimize missing data should be considered a priori (Graham, Taylor, Olchowski, & Cumsille, 2006) and reviewed again when data are analyzed after collection (Baraldi & Enders, 2010; Nakai & Ke, 2011 ; National Research Council of the National Academies, 2010). When planned in conjunction with a statistician, various scenarios of data missingness are considered and a proposed method for handling missing data can be determined. Significant investments of time, cost, and intellectual capital are made in the collection of longitudinal data. The prudent handling of these missing data can protect these investments and potentially improve the scientific information contained in longitudinal data sets.
This report underscores the need for careful consideration in characterizing and handling missing data in conjunction with analysis methods. Knowledge and expanding statistical software capabilities enable nurse scientists to confidently manage missing data. Examination of longitudinal data sets for missing data and appropriate imputation approaches strengthen study findings, generalizability, and statistical power. Presentation of primary analysis findings and findings from sensitivity analyses are essential to understanding the effect of missingness on study results (Allison, 2014 ; National Research Council of the National Academies, 2010).
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