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INTRODUCTION
The dynamic interaction between vehicles and structure has attracted much attention during the last three decades due to the increase of the loads and speed of the vehicles. Such factors strongly influence the interaction between both systems. In the particular case of railways, the maintenance of the existing high-speed rail networks and the construction of new lines urge the development of new algorithms that can accurately and efficiently analyze the interaction between both systems.
With the increase of the running speed, the probability of incidents such has track instability or derailments also increases. Therefore, the development of more complex train-bridge interaction models that can accurately evaluate the train running safety is a major topic of research.
A significant number of studies have been conducted in the last decades to better understand this phenomenon. In a problem of this type, the model has to guarantee the coupling between the independent systems by establishing the dynamic equilibrium through two sets of equations of motion, one for the vehicle and one for the structure. One way to solve these equations is through an iterative procedure which ensures the coupling between the two systems [1] [2] [3] . Such methods, despite being simpler to implement, may require a large computational effort and can lead to convergence problems.
Yang et al. [4] proposed another approach to solve the coupled equations which consisted on condensing the degrees of freedom (d.o.f.) of the vehicle to those of the bridge elements in contact. With such approach, the system matrix is time-dependent and has to be factorized at each time step.
Most finite element programs are able to handle contact problems using either the penalty method or the Lagrange Multiplier method [5] . However, these methods are mostly used in multibody dynamic simulations that do not take into account the track flexibility [6] [7] . Antolin et al. [8] proposed an hybrid finite element/multibody formulation that used the penalty method to introduce geometrical constraints in the equilibrium equations. These constraints are formulated based on lookup tables that establish the geometrical compatibility between the wheels and rails. Unlike other multibody formulations, this approach takes into consideration the flexibility of the track and structure, but cannot deal with situations where the wheel and rail lose contact.
Tanabe et al. [9] developed a train-structure interaction software, DIASTARS, in which the train is modeled as a multibody system, while the bridge is modeled with finite elements to take the structure flexibility into account. This methodology divides the wheel-rail contact in two modes, one vertical and one lateral, that are simulated with nonlinear contact springs to represent the wheel-rail contact stiffness. Hence, no specific contact methods are used in this approach.
Neves et al. [10] developed a simple methodology based on the Lagrange multipliers method in which the dynamic equilibrium equations of both systems are complemented with additional displacement compatibility equations, forming a single system of equations that can be directly solved. However, this method did not take into account the nonlinearities presented in a wheel-rail contact problem such as the bodies separation or deformations.
In the present paper, a contact search algorithm based on contact and target elements is used to detect which elements are in contact. When contact occurs, contact constraints equations are imposed using a procedure based on the Lagrange multipliers method, while the dynamic equations of motion are solved through an incremental formulation due to the nonlinear nature of the contact mechanics. These two types of nonlinear equations form a single system with displacements and contact forces as unknowns. In order to solve the problem efficiently, a block factorization solver that reorders the system matrix is also presented. This solver avoids multiple factorizations of the linear terms during each Newton iteration, making the formulation computationally attractive
The proposed methodology is referred to as the direct method and has been implemented in MATLAB [11] which import and manipulate the structural matrices extracted from ANSYS [12] , a commercial finite element software used to model the vehicle and structure. A numerical example is presented to evaluate the efficiency and accuracy of the proposed vehicle-structure interaction methodology.
GENERAL CONCEPT OF THE ALGORITHM

Contact algorithm concept
The vehicle-structure interaction problem can be solved by a direct method [10] , based on the Lagrange multiplier method, that avoids an iterative procedure to ensure the coupling between the two systems. This method complements the dynamic equilibrium equations of both systems with additional constraint equations, forming a single system of equations that can be directly and efficiently solved. However, when the contact nonlinearities are taken into account an iterative algorithm has to be added to the formulation in order to solve the nonlinear equations. The iterative schemes most widely used for the solution of nonlinear finite element equations are based on the Newton method [13] [14] .
When studying the contact between two bodies, the surface of one body is conventionally taken as a contact surface and the surface of the other body as a target surface (see Figure 1 ). This contact pair concept is widely used in computational contact mechanics. A two-dimensional node-to-segment contact element is used in the present paper but the extension of the formulation to other types of finite elements and to three-dimensional problems is straightforward. The algorithm used does not account for the surface profiles of the contact and target elements. In the present paper, a contact search algorithm is used to detect which elements are in contact, being the contact constraints only imposed when contact occurs. Since only the frictionless contact is considered herein, the contact constraint equations are purely geometrical constraints that relate the displacements of the contact node to the displacements of the corresponding target element.
Target elements
Contact elements
Classification of the degrees of freedom
Since the main nonlinearities of the system are concentrated on the d.o.f. of the contact elements, the corresponding terms of these elements in the system matrix can be reordered and manipulated to avoid multiple factorizations of the entire matrix in each Newton iteration (see section 4). This procedure is also valid for other nonlinear elements, such as nonlinear sus-pension in the vehicles or nonlinear bearings in the structure. 
VEHICLE-STRUCTURE INTERACTION FORMULATION
Formulation of the nonlinear dynamic equations
In a nonlinear dynamic analysis, the nodal point forces corresponding to the internal element stresses may depend nonlinearly on the nodal point displacements [13] . Based on the α method [15] and assuming that the applied loads are deformation-independent, the equations of motion of the vehicle-structure system can be expressed as
where M is the mass matrix, C is the viscous damping matrix, R is nodal point forces corresponding to the internal element stresses, F is the externally applied nodal loads vector and a are the nodal displacements. The superscript c indicates the current time step (t + ∆t) and the superscript p indicates the previous one (t).
To solve Eq. (1) 
where P corresponds to the externally applied nodal loads whose values are known and S are the support reactions. The matrices D relate the contact forces defined in the local coordinate system of each contact pair to the nodal point forces in the global coordinate system. The superscripts CE and TE denote contact and target element respectively.
The equilibrium between the two bodies is guaranteed only if the forces acting in the contact interface respect the following equation
Thus, Substituting Eq. (4) into Eqs. (2) and (3) leads to
where
Substituting Eqs. (5) and (6) into Eq. (1) and partitioning into F and 
The first line of blocks in Eq. (10) represents the system of nonlinear equations that has to be solved in order to calculate the unknowns of the problem (displacements and contact forces). Rearranging the first line of blocks leads to
The second line of blocks is used to calculate de support reactions after solving the system of nonlinear equations given by Eq. (11).
Incremental formulation for the solution of the nonlinear dynamic equations
Since the coefficients of the vector of the internal element stresses in Eq. (10) depend on the current displacements, an iterative scheme must be adopted to obtain the solution of the equilibrium equations at the current time step. The iterative schemes most widely used for the solution of nonlinear finite element equations are based on the Newton method [13] [14] .
Alternatively, the nonlinear Eq. (11) can be written in the form
where ψ is the vector of residual which have to be null in order to satisfy the dynamic equi-
, the residual vector is given by
The nodal velocities and accelerations depend on the nodal displacements and thus are not unknowns in the equation. In the α method, the velocity and displacement at the current time step are approximated with
where β and γ are parameters that control the stability and accuracy of the method. Solving Eq. (16) for
Substituting Eq. (17) into Eq. (15) yields
Assuming that 
where the superscript i denotes variables that were evaluated in the ith Newton iteration. Substituting Eqs. (13), (14) , (17) and (18) 
Formulation of the constraint equations
When contact occurs, a constraint equation as to be added to the system of nonlinear equations defined in Eq. (27) to avoid penetrations between the two bodies. Thus, the non-penetration condition for the normal direction is given by 
where the displacement transformation matrices H relate the displacements of the contact nodes, defined in the local coordinate system, to the nodal displacements defined in the global coordinate system. Also, by analogy, the displacements of the auxiliary points of the target elements are given by 
Complete system of equations
The incremental formulation of the equilibrium equations of motion of the vehicle-structure system presented in Section 3.2 together with the contact constraint equations presented in Section 3.3 form a complete system of equations whose unknowns are incremental nodal displacements and contact forces. Eqs. (27) and (36) can be expressed in matrix form leading to the following complete system of linear equations ( )
The symmetry of the coefficient matrix presented in Eq. (39) was demonstrated using the Betti's theorem but is not presented here due to space limitations.
The efficiency of the algorithm used for solving the system of equations (39) is very important. Thus, an efficient and stable block factorization algorithm is shown in Section 4 that takes into account the specific properties of each block, namely, symmetry, positive definiteness (if exists) and bandwidth.
BLOCK FACTORIZATION SOLVER ALGORTIGM
The time required to solve the system of nonlinear equations (39) represents, in the majority of the problems, the largest percentage of the total solution time. In a dynamic nonlinear analysis the effective stiffness matrix is time-dependent, which implies its factorization in each iteration. Generally, this is a major drawback since the factorization of large matrices is time consuming. However, in the present problem, the nonlinear terms are substantially smaller that the linear terms, since the material nonlinearities are concentrated only in the contact elements (Hertz contact model [5] or creep models [17] ) and on nonlinear elements of the model, like vehicle suspensions or structure bearings. Hence, in order to take advantage of this situation, the effective stiffness matrix given by Eq. (22) is reordered according to the adopted d.o.f. classification presented in Section 2 
where ij L and ij U are lower and upper triangle submatrices, respectively. The superscripts presented in Eq. (40) are neglected for simplification in the present section.
The first step of the solver consists on factorizing block II K and on calculating the upper triangle submatrix 12 U .
Due to the positive-definiteness property of matrix II K , a Cholesky factorization [18] has been used in the operation (42). Since the submatrices II K and IR K are time-independent, Eqs. (42) and (43) have to be solved only once in the beginning of the analysis.
The second step consists on calculating the remaining upper triangle submatrices. In the coefficient matrix presented in Eq. (40), the blocks RR K and YY K represent the effective stiffness matrices with the nonlinear terms, while the blocks ij H and ij D depend on the train position and on the contact status of each contact pair. Therefore, both types of blocks are time-dependent and have to be factorized in each iteration. However, the dimensions of the previous mentioned blocks are small when compared to the linear block II K , making the next operations less expensive in terms of computational effort.
Thus, the remaining upper triangle submatrices are given by 13 
11
As mentioned before, the nonlinear contact elements make the connection between the two systems, vehicle and structure. Depending of the problem, the stiffness matrix of these elements can assume other properties other than positive definiteness, thus it cannot be solved with factorization methods without pivoting, like Cholesky or T L D L [18] . Therefore, the proposed block factorization algorithm evaluates the positive definiteness of the block YY K and solves it with pivoting if needed, as explained below.
The third part of the solver consists on solving the following intermediate system of equations 
where ( )
Finally, the solution of the system equations is given by 
and the last part of the solution,
(62)
NUMERICAL VALIDATION
In order to validate the accuracy of the proposed methodology a numeric examples is presented in this section. The example consists of two simply supported spans subjected to four moving sprung masses (see Figure 3) . The spans are modeled with solid elements in order to test not only the accuracy, but also the efficiency of the algorithm. The two simply supported spans are discretized with sixteen thousand 8-node solid elements ( The results obtained using the direct method are compared with the results obtained by the commercial software ANSYS [12] , using the Lagrange multiplier method [5] . The vertical displacement at the midpoint of the first span, obtained using the direct method and ANSYS, is plotted in Figure 4 . The vertical displacements of the first and last sprung masses, SM1 and SM4 respectively, are compared in Figure 5 . The results obtained using the proposed methodology and ANSYS show a very good agreement. Finally, the comparisons between the contact forces of the first and last sprung masses are plotted in Figure 6 . The results obtained using the direct method perfectly match the corresponding ANSYS solutions obtained using the well-known Lagrange multiplier method. As was expected, the first sprung mass is in permanent contact during all the analysis, since the excitation of the beam is not enough to cause the sprung mass separation. However, the last sprung mass loses contact with the beam a significant number of times as can be observed in Figure 6 when the contact force is zero. This is due to the fact that the excitation of the beam is considerably higher during the passage of the last sprung mass. Therefore, the present methodology demonstrates good accuracy both when the vehicle detaches from the structure and when reattaches. The calculations of the present example were performed using a workstation with an Intel Xeon E5620 dual core processor running at 2.40 GHz. For a more accurate comparison the calculations in ANSYS and MATLAB were performed using a single thread. The execution time was 16608 seconds using ANSYS and 264 seconds using the direct method with the optimized block factorization algorithm, which is about 63 times faster. Hence, in terms of computational speed, the direct method has proven to be very efficient.
CONCLUSIONS
An accurate and efficient methodology for analyzing the vehicle-structure interaction problem has been developed. The nonlinear equations of motion of the vehicle and structure are complemented with additional constraint equations, forming a single system of equations that can be directly and efficiently solved. Due to the nonlinear nature of the contact mechanics, an incremental formulation has been used to solve the equations of motion, while a procedure based on the Lagrange multiplier method imposes the contact constraint equations when contact occurs. The system of nonlinear equations is solved by block factorization solver that reorders the system matrix and isolates the nonlinear terms, thus avoiding multiple unnecessary factorizations of the linear terms during each Newton iteration.
The accuracy and efficiency of the proposed methodology has been confirmed with a numerical example. The example consisted of two simply supported spans modeled with 8-node solid elements subjected to four moving sprung masses, totalizing 58684 unconstrained d.o.f. The responses of the structure, vehicles as well as the contact forces obtained with the proposed methodology have been compared with the results obtained with the commercial software ANSYS using the Lagrange multiplier method. A good agreement between the proposed methodology and ANSYS has been observed. In terms of efficiency, the proposed methodology has also showed very good results, since it is about 63 times faster than ANSYS.
