Purpose: Energy-resolved CT has the potential to improve the contrast-to-noise ratio ͑CNR͒ through optimal weighting of photons detected in energy bins. In general, optimal weighting gives higher weight to the lower energy photons that contain the most contrast information. However, low-energy photons are generally most corrupted by scatter and spectrum tailing, an effect caused by the limited energy resolution of the detector. This article first quantifies the effects of spectrum tailing on energy-resolved data, which may also be beneficial for material decomposition applications. Subsequently, the combined effects of energy weighting, spectrum tailing, and scatter are investigated through simulations. Methods: The study first investigated the effects of spectrum tailing on the estimated attenuation coefficients of homogeneous slab objects. Next, the study compared the CNR and artifact performance of images simulated with varying levels of scatter and spectrum tailing effects, and reconstructed with energy integrating, photon-counting, and two optimal linear weighting methods: Projection-based and image-based weighting. Realistic detector energy-response functions were simulated based on a previously proposed model. The energy-response functions represent the probability that a photon incident on the detector at a particular energy will be detected at a different energy. Realistic scatter was simulated with Monte Carlo methods. Results: Spectrum tailing resulted in a negative shift in the estimated attenuation coefficient of slab objects compared to an ideal detector. The magnitude of the shift varied with material composition, increased with material thickness, and decreased with photon energy. Spectrum tailing caused cupping artifacts and CT number inaccuracies in images reconstructed with optimal energy weighting, and did not impact images reconstructed with photon counting weighting. Spectrum tailing did not significantly impact the CNR in reconstructed images. Scatter reduced the CNR for all energyweighting methods; however, the effect was greater for optimal energy weighting. For example, optimal energy weighting improved the CNR of iodine and water compared to energy-integrating weighting by a factor of ϳ1.45 in the absence of scatter and by a factor of ϳ1.1 in the presence of scatter ͑8.9°cone angle, SPR 0.5͒. Without scatter correction, the difference in CNR resulting from photon-counting and optimal energy weighting was negligible ͑Ͻ15%͒ for cone angles greater than 4.4°͑SPRϾ 0.3͒. Optimal weights combined with deterministic scatter correction provided a 1.3 and 1.1 improvement in CNR compared to energy-integrating and photon-counting weighting, respectively, for the 8.9°cone angle simulation. In the absence of spectrum tailing, image-based weighting demonstrated reduced cupping artifact compared to projection-based weighting; however, both weighting methods exhibited similar cupping artifacts when spectrum tailing was simulated. There were no statistically significant differences in the CNR resulting from projection and image-based weighting for any of the simulated conditions. Conclusions: Optimal linear energy weighting introduces artifacts and CT number inaccuracies due to spectrum tailing. While optimal energy weighting has the potential to improve CNR compared to conventional weighting methods, the benefits are reduced as scatter increases. Efficient methods for reducing scatter and correcting spectrum tailing effects are required to obtain the highest benefit from optimal energy weighting.
I. INTRODUCTION
Photon-counting detectors with energy-resolving capabilities enable optimal weighting of photons based on energy. [1] [2] [3] [4] [5] [6] [7] [8] [9] Conventional detectors, which integrate the detected signal, weight each photon proportionally to its energy. Detectors that count photons weight all photons equally. Both counting and integrating weighting schemes are suboptimal, as generally the low-energy photons carry the most contrast information.
The optimal energy weighting scheme for x-ray projection imaging is to weight the data in each energy bin proportionally to the contrast-to-noise-variance ratio ͑CNVR͒ of the projection data in that bin. 1 This paper refers to the optimal weights for projection data as "projection-based" weights. A previous x-ray imaging study found that optimal energy weighting improved the contrast-to-noise ratio ͑CNR͒ in an x-ray projection by a factor of 1.4 compared to energy integrating in the absence of scatter. 7 In the presence of scatter, weights calculated without considering scatter were suboptimal and the CNR improvement was reduced to a factor of 1.1. The study proposed modifying the projection-based weights to account for scatter, which resulted in a 1.3 improvement in CNR compared to energy-integrating weighting.
Applying the optimal projection-based weights to CT requires weighting and combining the energy-bin data prior to log normalization. Previous works applied the optimal projection-based weights to CT and found that the CNR in the reconstructed images improved by factors of 1.1-1.6 depending on the task.
2,4-6 Because optimal weighting gives more weight to low-energy photons, beam hardening artifacts also increased. 3 Beam hardening artifacts can be reduced if the energy-bin data are weighted and combined after log normalization. 7, 9 Conceptually, this weighting scheme is equivalent to reconstructing separate images from each energy bin and then performing an optimal linear combination of the energy-bin images. The optimal weight for each energy-bin image is proportional to the CNVR in the image. This optimal "image-based" weighting scheme provided CNR improvement similar to optimal projection-based weights with reduced beam hardening artifacts. 9 A nonlinear combination of reconstructed energy-bin images was previously proposed to facilitate material decomposition in the image domain.
10 The decomposed basis images can then be used to reconstruct monoenergetic images with reduced beam hardening artifacts.
Previous studies of optimal energy weighting in CT did not consider realistic effects such as scatter and the contamination of low-energy bins from high-energy photons due to the nonideal detector response known as spectrum tailing. Both scatter and spectrum tailing are energy-dependent effects that more heavily impact low-energy bins. Since optimal energy weighting generally gives more weight to the low-energy photons, these effects are expected to be amplified by optimal energy weighting. This paper investigates the combined effects of energy weighting, scatter, and spectrum tailing in CT imaging through simulations. In order to better understand the effects of spectrum tailing on the measured projection data, the paper first studies the effects of spectrum tailing on the estimated attenuation coefficients of homogeneous slab objects. While the focus of this paper is improved reconstruction of conventional CT images, the results of this study may be beneficial for material decomposition applications. The performance of energy weighting in the presence of spectrum tailing, scatter, and scatter correction is then investigated, with spectrum tailing and scatter considered both individually and in combination. A range of scattering conditions is simulated in order to determine the conditions at which the benefit of optimal energy weighting becomes negligible. For all simulations, both optimal image and projection-based linear weighting methods are investigated and compared.
II. METHODS AND MATERIALS

II.A. Theoretical considerations
Realistic energy-resolving detectors separate incoming photons into discrete energy bins. 2, 11, 12 For CT imaging, the energy-bin data are weighted and combined either before log normalization ͑projection-based weighting͒, as is the case for x-ray projection imaging, or after log normalization ͑image-based weighting͒. A brief review of optimal energy weighting is presented, followed by a derivation of the effects of spectrum tailing and scatter.
II.A.1. Projection-based weighting
The optimal linear weights for maximizing the CNR in an x-ray projection are proportional to the CNVR of the projection data in each energy bin.
1 In other words, the weights are proportional to the difference between the number of photons detected by a ray traveling through a background material and a ray traveling through the background material with an embedded contrast element, and inversely proportional to the noise in the projection measurement.
The CNVR of the projection data can be calculated empirically from the energy-bin data, although this measurement may be difficult to perform in practice. For projection data, the CNVR is independent of the number of incident photons and the size of the background object and therefore can be calculated analytically. In the absence of scatter, the optimal projection-based weights can be calculated for a specific task using a table of attenuation coefficients and the following equation:
where c,i and b,i are the average attenuation coefficients of the contrast element and background material, respectively, for the energy range of the ith bin, and d is the size of the contrast element. Approximate weights were proposed that do not require knowledge of the specific task.
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II.A.2. Image-based weighting
A different approach for optimal linear energy weighting in CT is to weight and combine the energy-bin data after log normalization in order to reduce beam hardening artifacts. In this case, the optimal weights w i are proportional to the CNVR of the reconstructed energy-bin images, as described in Eq. ͑2͒,
The numerator in Eq. ͑2͒ reflects the contrast in the ith reconstructed energy-bin image and the denominator i 2 reflects the noise variance.
The contrast in each energy-bin image can be calculated from tables of attenuation coefficients, approximated by analytical equations, or measured from regions of interest ͑ROIs͒ in the reconstructed energy-bin images. The energydependence of the noise, which in CT depends on the incident beam and the object, is measured either from the number of detected photons in each view or from ROIs in the reconstructed images.
9 Therefore, the noise is measured from the data, while the contrast is more easily determined from tables of attenuation coefficients or analytical approximations.
II.A.3. Spectrum tailing
Ideally, the detected energy of an incident photon is equal to the true photon energy. In reality, several effects in the detection process limit the ability of the detector to resolve the true photon energy.
5, [13] [14] [15] [16] [17] One effect is the stochastic generation of electron-hole pairs in the detector, while a second effect is incomplete charge collection due to the trapping of holes. A third effect is charge sharing between neighboring pixels, which occurs when the energy deposited by an incoming photon is distributed between two detector pixels, resulting in each pixel measuring a lower energy photon. A fourth effect occurs when a K-fluorescence photon emitted during photoelectric absorption leaves the active pixel volume, causing the measured photon energy to be lower than the true energy. Pulse pile-up, an effect which is not considered in this paper, occurs when the pulses generated by multiple detected photons overlap, causing the photons to be detected as one high-energy photon. The effects of pulse-pile can be reduced by keeping the photon fluence below the count rate limitations of the detector.
When these detector nonidealities are present, the detector response has a Gaussian-shaped distribution around the true photon energy, a second Gaussian distribution with peak centered at the photon energy minus the K-fluorescence energy of the detector materials, and a nearly constant tail over the low energies due to charge sharing. 13 The specific shape of the detector response for a particular detector material depends on the energy of the incoming photon. Schlomka et al. 13 measured the energy response of a CdTe detector array at a synchrotron facility and developed a phenomenological model of the energy-dependent detector response. Figure 1 displays the detector response functions estimated by the Schlomka model for incident photon energies of 30, 45, 60, and 75 keV. The response curves are normalized to have an area of 1, thus the curves represent the probability that a detected photon at incident energy EЈ will be recorded as having energy E. By normalizing to 1, the assumption is made that all photons are detected. Nonideal detection efficiency can be modeled as a separate energy-dependent weighting factor. 16, 17 Since the overall trend described in these curves is a low-energy tail of the detected photon energy ͑i.e., high-energy photons being detected as low-energy photons͒ this response is also referred to as spectrum tailing.
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In order to understand the effects of spectrum tailing on the measured signal, it is helpful to consider a polyenergetic pencil beam of photons traveling through a slab of linear attenuation coefficient ͑E͒ and thickness t. If the pencil beam has a spectrum of N o ͑E͒ incident on the slab, the spectrum detected behind the slab N ͑E͒ is
where R͑E , EЈ͒ is the detector response function describing the probability of a photon at incident energy EЈ being detected at energy E ͑assuming that all photons incident on the detector are detected͒, as plotted in Fig. 1 . The integral in Eq. ͑3͒ describes a shift-variant convolution over energy, with R͑E , EЈ͒ representing the energy-dependent convolution kernel. The estimated attenuation coefficient ͑E͒ is
where the denominator represents the detected raw-beam, which is also convolved by the nonideal detector response. In photon-counting detection, all photons detected above a counting threshold are weighted equally and combined to form the final measurement. If all incoming photons are counted, the photon-counting measurement is unaffected by spectrum tailing. This is also evident in Eq. ͑3͒ because the detector response functions R͑E , EЈ͒ are normalized to have an area of 1 for each incident photon energy EЈ, and photoncounting detection essentially integrates N ͑E͒ over all detected energies E. In practice, some discrepancy will occur when two neighboring pixels count the same photon due to charge sharing and when a nonzero counting threshold is used to reject scatter and electronic noise.
The effects of spectrum tailing are more complex for energy-resolving detectors. The number of photons detected at energy E, N ͑E͒, can be decomposed into the number of photons incident on the detector at the energy E, N͑E͒, plus an offset ⌬N͑E͒. The offset accounts for the number of photons erroneously detected at E and the number of photons with original energy E erroneously detected at other energies. Similarly, the number of raw-beam photons detected at energy E is equal to the number of photons incident on the detector N o ͑E͒ with an offset ⌬N o ͑E͒, reflecting the contributions to and from other energies. The true transmission fraction of the object is T = N͑E͒ / N o ͑E͒, while the estimated transmission for the nonideal detector T ͑E͒ is
If the estimated transmission is higher than the true transmission, the reconstructed object will appear less attenuating. This will occur under three conditions:
If the estimated transmission is lower than the true transmission, the reconstructed object will appear more attenuating. Since high-energy photons will be detected in lower energy bins, the noise in the reconstructed energy-bin images is expected to decrease for low energies and increase for high energies. As described in Eqs. ͑3͒ and ͑4͒, the magnitude of these effects depends on the incident spectrum, the object size and composition, as well as the binning and weighting of the energy data.
Since spectrum tailing is expected to affect both the contrast and noise variance in the energy-bin data, projectionbased and image-based weights calculated assuming ideal conditions will no longer provide optimal CNR. In the case of image-based weighting, the weights calculated using Eq. ͑2͒ will be suboptimal because although the weights account for the noise in the data, the change in contrast due to spectrum tailing is not modeled. For a particular energy bin, the optimal weights can be calculated by measuring the contrast and noise variance in the reconstructed energy-bin images.
II.A.4. Scatter
The effects of scatter on the optimal projection-based and image-based weights can be described analytically. In the presence of scatter, projection-based weights calculated using Eq. ͑1͒ are suboptimal because the weights no longer reflect the CNVR in each energy bin. Scatter does not affect the difference between ray measurements through the background and contrast element, if the reasonable assumption is made that both rays measure the same average scatter signal. The noise variance in the projection increases with the detected scatter signal because more photons are detected. By neglecting the increased noise at low energies due to scatter, weights calculated using Eq. ͑1͒ give too much weight to low-energy photons.
The optimal projection-based weights in the presence of scatter, optimized to maximize CNR, can be expressed through a modification of Eq. ͑1͒ to reflect the CNVR, as described in Eq. ͑6͒.
where SPR i is the ratio of scattered to primary photons detected in the ith energy bin. The modification in Eq. ͑6͒ reduces the weight of bins with high scatter-to-primary ratio ͑SPR͒.
To understand the effects of scatter on image-based weighting, the CNVR of the reconstructed images in the presence of scatter must be considered. As the SPR increases, the contrast in a CT image decreases according to Eq. ͑7͒.
͑7͒
As derived in the Appendix, if ͉͑ b − c ͒d͉ Ӷ 1 and ͉SPR͑ b − c ͒d͉ Ӷ 1, the contrast in the presence of scatter Ĉ is related to the contrast in the absence of scatter C by the following equation:
͑8͒
As the number of scattered photons increases, the noise variance in a CT image decreases according to the approximate relationship
where 2 is the noise variance in the absence of scatter and 2 is the variance in the presence of scatter.
The optimal image-based weights in the presence of scatter are proportional to the ratio of Ĉ to 2 , yielding the result that the optimal image-based weights are independent of scatter ͑i.e., weights optimized in the absence of scatter are optimal for all scatter conditions͒.
If the contrast is estimated from tables, which do not account for scatter, but the noise is measured from the data, which includes scatter, weights proportional to C / 2 will be suboptimal. Because scatter reduces the noise variance, the suboptimal weights will give too much weight to the lowenergy photons. Optimal weights can be calculated by adjusting the contrast estimate based on the scatter level.
In summary, image-based and projection-based weights calculated without considering scatter will be suboptimal. Weights optimal in the presence of scatter can be calculated through measurements of contrast and noise in the data. If such measurements are not feasible, the optimal weights can be calculated using Eq. ͑6͒ for projection-based weighting and Eq. ͑10͒ for image-based weighting, assuming an available estimate of the SPR in each energy bin.
If an estimate of the SPR in each energy bin is available, it is preferable to first correct for the deterministic effects of scatter by subtracting the estimated scatter signal. An ideal deterministic scatter correction will recover the contrast in the CT image, eliminate cupping artifacts due to scatter, but increase noise. 20 The net effect is an increase in CNR. In the case of scatter corrected images, the optimal weights are still proportional to the CNVR. For an ideal scatter correction that removes the mean scatter signal, the contrast can be determined from tables, while the noise is measured from the energy-bin data.
II.B. Simulation studies-Spectrum tailing and the estimated attenuation coefficient
In order to understand the combined effects of energy weighting and spectrum tailing, this paper first quantifies the effects of spectrum tailing on the estimated attenuation coefficient of homogeneous slab objects as discussed in Sec. II A 3.
The noiseless transmission of a polyenergetic pencil beam through homogeneous slabs of water and 0.75 mg/ ͑cm 3 ͒ iodine was simulated. Slab thicknesses of 2-40 cm were simulated. The x-ray beam was simulated with a 120 kVp spectrum filtered with 6 mm of Al using the TASMIP software. 21 The spectrum was sampled from 20 to 120 keV at 1 keV intervals. The detector response functions derived by Schlomka et al. 13 were modeled discretely at 1 keV intervals with each response function normalized to have a sum of 1. The shift-variant convolution of the detected spectrum by the energy-dependent response functions was calculated discretely for the slab objects and used to estimate the attenuation coefficient ͑E͒ as described in Eq. ͑11͒. The estimated attenuation coefficients were compared to the true attenuation coefficient at 1 keV intervals for each slab thickness and composition.
II.C. Simulation studies-Energy weighting, spectrum tailing, and scatter
Simulation studies were performed to compare the CNR and artifact level of CT images reconstructed with energyintegrating, photon-counting, projection-based, and imagebased weighting for varying scatter conditions and spectrum tailing effects. The effects of spectrum tailing were first studied assuming scatter-free conditions. Next the effects of scatter were studied assuming an ideal detector response. Finally, the combined effects of spectrum tailing, scatter, and energy weighting were investigated.
II.C.1. System configuration
The simulated CT system was based on a C-arm CT geometry whose scatter performance was previously studied. 18 The system specifications are listed in Table I . The simulated phantom was a 20-cm-diameter water cylinder of 20 cm length. The cylinder contained a 2-cm-diameter spherical contrast element of 7.5 mg/ cm 3 iodine. The contrast element was located on the central slice of the phantom and 4 cm from the phantom center.
All simulations modeled a 120 kVp spectrum sampled at 1 keV intervals between 20 and 120 keV. The number of raw-beam photons incident on each detector pixel was calculated assuming the estimated raw-beam photon fluence of a typical 120 kVp, 250 m As scan. 22 For the simulations investigating spectrum tailing, the detector response functions of Schlomka et al. 13 were modeled as described in Sec. II B. The count rate and efficiency of the detector were assumed to be unlimited. To simulate a more realistic energyresolving detector, all simulations binned the detected photons into five bins whose ranges are listed in Table I and whose performance was previously studied. 4 Because photon-counting detectors are expected to have negligible electronic noise, only noise due to photon-counting statistics was simulated. 23 All simulations were repeated ten times.
II.C.2. Spectrum tailing
The effects of spectrum tailing combined with energy weighting were first investigated assuming scatter-free conditions. Monoenergetic primary projections were analytically simulated at 20-120 keV in 1 keV increments. Because Poisson noise is caused by the stochastic processes of photon generation and transmission, photon noise was simulated prior to convolution of the projection data with the energyresponse functions. The simulation methods employed the following steps:
͑1͒ Mean number of detected primary photons analytically calculated for monoenergetic x-rays; ͑2͒ Poisson noise simulated based on mean number of detected photons; ͑3͒ Shift-variant convolution across energy performed with energy-response functions R͑E , EЈ͒; and ͑4͒ Monoenergetic data binned into five discrete energy bins defined in Table I .
Overall, for each detector pixel along a ray path l, the number of photons detected in the ith energy bin N i was calculated as
where M i represents the number of energies combined in the ith energy bin and poiss͑͒ is a Poisson random variable with mean and variance equal to .
II.C.3. Scatter simulations
CT data with realistic scatter effects was generated through a previously described combination of Monte Carlo and analytical simulations. 24 A range of scattering conditions was simulated by varying the full cone angle from 0.6°to 8.9°. For each of the studied cone angles listed in Table I , Monte Carlo simulation software ͑GEANT 4͒ ͑Ref. 25͒ tracked the transport of 15ϫ 10 9 photons. Since the object is rotationally symmetric ͑except for the contrast element which has a negligible effect on scatter͒, a projection at one view angle was simulated to characterize the scatter at all view angles. The Monte Carlo simulations were performed on a 160 node high-performance computing cluster.
The simulated detector sorted the incoming photons into 1-keV-wide energy bins between 20 and 120 keV. In order to increase the number of detected counts in each pixel, and because the mean scatter signal contains primarily low frequencies, the detector in the Monte Carlo simulations was binned to 1 ϫ 1 mm 2 pixels. For each detector pixel and energy bin, the number of detected primary and scattered photons was stored.
The mean scatter projection in each of the 1-keV-wide energy bins was determined by denoising the Monte Carlo results with the Richardson-Lucy fitting algorithm. 26 For each 1 keV energy bin, the mean scatter projection was linearly interpolated across the detector pixels to match the 0.25ϫ 0.25 mm 2 detector sampling of Table I and normalized to reflect the photon fluence simulated in the analytical simulations.
To summarize, CT data assuming an ideal detector response and realistic scatter was simulated with the following steps:
͑1͒ Scatter simulated through Monte Carlo methods; ͑2͒ Mean scatter signal estimated by denoising Monte Carlo data; ͑3͒ Mean number of detected primary photons analytically calculated for monoenergetic x rays; ͑4͒ Mean number of detected primary and scatter photons combined for each energy; ͑5͒ Poisson noise added based on the mean number of detected photons; and ͑6͒ Monoenergetic data binned into five discrete energy bins defined in Table I .
For each detector pixel, the number of photons detected in the ith energy bin was
where N s ͑E k Ј͒ is the number of scattered photons incident on the detector pixel with energy E k Ј.
To study the effects of scatter correction, projections were simulated after an ideal scatter correction that subtracted the mean scatter signal in each energy bin. The mean scatter signal, which in practice can only be estimated, was available from the Monte Carlo simulation results.
II.C.4. Combined spectrum tailing/scatter simulations
CT data was simulated including both the effects of scatter and spectrum tailing assuming an 8.9°cone angle. The overall simulation steps were ͑1͒ Scatter simulated through Monte Carlo methods; ͑2͒ Mean scatter signal estimated by denoising Monte Carlo data; ͑3͒ Mean number of detected primary photons analytically calculated for monoenergetic x rays; ͑4͒ Mean primary and scatter signals combined for each energy; ͑5͒ Poisson noise added based on the mean number of detected photons; ͑6͒ Shift-variant convolution across energy performed with energy-response functions R͑E , EЈ͒; and ͑7͒ Monoenergetic data binned into five discrete energy bins defined in Table I .
II.C.5. Energy weighting
The following energy weighting methods were applied to the simulated data: Energy-integrating, photon-counting, projection-based weighting ͑PB͒ calculated using Eq. ͑1͒, image-based weighting ͑IB͒ calculated using Eq. ͑2͒, and image-based weights optimized for the true imaging conditions by measuring the contrast and noise in each reconstructed energy-bin image ͑IB opt ͒. The optimal image and projection-based weights for ideal conditions were calculated assuming the average attenuation coefficients of water and iodine in the energy range of each bin. 27 For energy-integrating, photon-counting and optimal projection-based weighting, the energy-bin data were combined prior to log normalization, resulting in the line integral in the ith energy bin of a particular detector pixel equal to
where B is the number of energy bins. For linear image-based weighting, the energy-bin data were combined after log normalization resulting in an estimated line integral of
͑16͒
Table II summarizes the applied weighting methods.
II.C.6. Image reconstruction and analysis
For all simulations, data from the central slice of the phantom were reconstructed with filtered backprojection onto an image with 440ϫ 440 pixels of size 0.5ϫ 0.5 mm 2 . ROIs of 25ϫ 25 pixels were extracted from the contrast element and from the water background, both ROIs centered 4 cm from isocenter. The CNR was calculated from the mean and standard deviation in the ROIs, and averaged across the ten trials for each simulated case.
The cupping artifacts in the reconstructed images were quantified with a percent cupping metric. %cupping = 100 · edge − center edge . ͑17͒
Reconstructed images were converted to Hounsfield units ͑HU͒ using Eq. ͑18͒, which assumes an attenuation of water water , equal to 0.2 cm −1 . Based on this conversion, the reconstructed HU value of water varied depending on the energy weighting scheme. Statistically significant differences between the CNR and cupping artifacts resulting from the different weighting methods or simulation conditions were determined using T-tests, with significance defined as p Ͻ 0.01. Figure 2 plots the true energy-dependent attenuation coefficient of water compared to attenuation coefficients estimated from data simulated with spectrum tailing for varying slab thicknesses, as described in Eq. ͑11͒. At low energies, spectrum tailing causes the estimated attenuation of water to be lower than the true value. The magnitude of the negative shift in attenuation coefficient increases with slab thickness. As energy increases, the discrepancy between the estimated and true attenuation coefficients decreases. Similar trends were observed for slabs of iodine. Figure 3 plots the ratio of the estimated to true attenuation coefficients of water and iodine for the 20 cm slab thickness. At 35-60 keV, the estimated attenuation coefficient of iodine is reduced by a larger factor than that of water, which indicates that spectrum tailing will also cause a reduction in contrast between the two materials. Overall, spectrum tailing causes an underestimation of the attenuation coefficient, and the error increases with material thickness and decreases with energy.
III. RESULTS
III.A. Spectrum tailing and the estimated attenuation coefficient
III.B. Energy weighting, spectrum tailing, and scatter
III.B.1. Spectrum tailing
In order to understand the effects of spectrum tailing on images reconstructed with different energy-weighting schemes, it is helpful to consider images reconstructed from each energy bin. Figure 4 compares the central horizontal profile through the reconstructed energy-bin images simulated with ideal and spectrum tailing conditions. For the lowenergy bins, spectrum tailing causes a negative shift in the reconstructed values, with the lowest energy bin having the largest shift. The shifts are negligible for the higher energy bins. The two lowest energy bins also demonstrate increased cupping and reduced noise due to spectrum tailing. Figure 5 plots the contrast and noise in the energy-bin images for ideal data and data simulated with spectrum tailing. This plot indicates that spectrum tailing decreases the contrast and noise at low energies. The image-based weights for each energy bin are plotted in Fig. 6 . Weights optimized for ideal conditions ͑IB-ideal͒ are plotted. Also plotted are weights that use Eq. ͑2͒ for calculating the weights in the presence of spectrum tailing by estimating contrast from tables and noise from the data ͑IB-spectrum tailing͒, and weights optimized specifically for spectrum tailing by estimating contrast and noise from the data ͑IB opt -spectrum tailing͒. In general, optimal image-based weights in the presence of spectrum tailing give more weight to the low energy bins compared to weights optimized for ideal conditions. Comparison of image-based weights calculated for ideal conditions ͑IB-ideal͒, spectrum tailing conditions using Eq. ͑2͒ ͑IB-spectrum tailing͒, and weights optimized for spectrum tailing by measuring both the contrast and noise in the energy-bin images ͑IB opt -spectrum tailing͒.
FIG. 7.
Comparison of profiles of images reconstructed with photon-counting, projection-based, and image-based weights for ideal and spectrum tailing conditions.
Since the optimal weights for spectrum tailing did not provide a statistically significant improvement in CNR or cupping artifacts compared to weights calculated with Eq. ͑2͒, all subsequent results assume image-based weights calculated with Eq. ͑2͒ ͑IB-spectrum tailing͒ unless otherwise specified. Figure 7 compares profiles of images reconstructed with photon-counting, image-based weighting, and projectionbased weighting for ideal and spectrum tailing conditions. As demonstrated in Fig. 7 , spectrum tailing does not affect the photon-counting image, but introduces cupping and a positive shift in CT numbers in the image-based weighting image. Spectrum tailing causes a negative shift in the CT numbers for projection-based weighting. Figure 8 plots the CNR as a function of cone angle for the studied energy weighting methods without scatter correction and without spectrum tailing. As seen in Fig. 8 , increasing scatter causes a reduction in CNR for all energy weighting methods; however, the effect is larger for optimal energy weighting. Therefore, the CNR benefit of optimal energy weighting decreases as the scatter increases. Figure 9 plots the CNR for integrating, counting, and image-based weighting after ideal deterministic scatter correction. Table III compares reconstructed CNR values for the five energyweighting methods and the four simulation conditions. The listed values were averaged over the ten trials per simulation.
III.B.2. Scatter with and without spectrum tailing
General trends can be summarized from Figs. 8 and 9 and Table III. In ideal scanning conditions, optimal energy weighting provides a 1.4 and 1.2 improvement in CNR compared to integrating and counting weighting, respectively. Spectrum tailing did not significantly affect the CNR. Scatter reduced the CNR in all cases, with the CNR reduced by 44% for optimal energy weighting compared to 25% and 30% for integrating and counting, respectively, for the 8.9°cone angle simulation. The CNR values resulting from projection and image-based weighting varied by less than 6% for all cases.
Figure 10 displays images reconstructed with imagebased weighting for data simulated assuming ideal conditions, spectrum tailing, scatter with an 8.9°cone angle, and the combined effects of scatter and spectrum tailing. In all cases, the image-based weights were calculated using Eq. ͑2͒ ͑i.e., the weights were optimal only for the ideal case͒. All images are windowed to display CT numbers between Ϫ250 and 250 HU.
The profiles of images reconstructed from photoncounting, projection-based, and image-based weighting for ideal, scatter, and combined scatter/spectrum tailing conditions are plotted in Fig. 11 , assuming an 8.9°cone angle. Table IV compares the percent cupping artifacts for the five weighting schemes and for the four simulation conditions. The listed values were averaged over the ten trials per simulation. For all three weighting methods, scatter increased the cupping artifact, with projection-based weighting demonstrating the overall highest cupping and image-based weighting demonstrating the largest increase in cupping due to scatter. The cupping artifacts were slightly reduced when spectrum tailing and scatter were both present compared to simulations modeling only scatter.
In ideal scanning conditions, image-based weighting provides negligible cupping artifacts ͑Ͻ1%͒; however, when spectrum tailing was present, photon counting, projectionbased, and image-based reconstructions exhibited 6% cupping artifacts. 
IV. DISCUSSION AND CONCLUSIONS
Spectrum tailing caused a negative shift in the estimated attenuation coefficients of slab objects at low energies as displayed in Fig. 2 . This effect occurs because high-energy photons, which have higher transmission, are detected at lower energies leading to an overall apparent increase in transmission in the low-energy bins. This effect decreases with increasing energy because the overall contribution from higher energies decreases. The shift in attenuation coefficients becomes more negative with increased material thickness, causing cupping artifacts similar to beam hardening artifacts ͑Fig. 4͒.
As hypothesized in Sec. II A 3, spectrum tailing had a negligible effect on images reconstructed with photoncounting weighting. Images reconstructed with image-based weighting exhibited a positive shift in CT number and increased cupping due to spectrum tailing, while images reconstructed with projection-based weighting exhibited a negative shift in CT number. The negative shift in the projectionbased weighted images is expected because spectrum tailing increases the apparent transmission fraction at low energies, and projection-based weighting gives the most weight to low-energy photons. Spectrum tailing did not increase the cupping artifact in images reconstructed with projectionbased weighting ͑Table IV͒. One possible explanation of this result is that while spectrum tailing increases cupping, it also causes projection-based weighting to erroneously give high weight to high-energy photons thereby reducing beam hardening effects.
3 For image-based weighting, spectrum tailing causes low energy-bin images to exhibit a negative shift in HU value that increases with material thickness ͑Fig. 4͒. However, because spectrum tailing reduces the noise at low energies ͑Fig. 5͒, image-based weights give more weight to the low-energy bins under conditions of spectrum tailing compared to ideal conditions ͑see weights plotted in Fig. 6͒ . Therefore, although the CT numbers are reduced for the low energy-bin images, the low energy bins are given more relative weight, resulting in the overall effect of a positive shift in CT number. Spectrum tailing did not significantly affect the reconstructed CNR for any of the studied weighting methods.
In general, image and projection-based energy weighting improved the CNR compared to energy-integrating and photon-counting weighting, but the benefit decreased as the scatter increased. In the absence of scatter, optimal energy weighting provided a 1.2 fold increase in CNR compared to photon counting. However, the CNR improvement was negligible ͑Ͻ15%͒ for cone angles greater than 4.4°, assuming no scatter correction. For reference, the 4.4°and 8.9°cone angle simulations represent SPRs of 0.3 and 0.5, respectively ͑SPR calculated from the Monte Carlo results assuming energy-integrating weighting͒. Overall, the results of the scatter simulations indicate that scatter should be reduced as much as possible through acquisition and correction methods in order to obtain the maximum benefit from optimal energy weighting.
When both scatter and spectrum tailing effects were simulated, the reconstructed images exhibited slightly improved CNR ͑ϳ1.1-1.3 fold͒ and reduced cupping ͑ϳ0.8-1 fold͒ compared to simulations that modeled only scatter effects. This result suggests that spectrum tailing slightly mitigates the effects of scatter. While this conclusion requires additional study, one explanation is that spectrum tailing reduces the SPR in the low energy bins by contributing photons from higher energies that have lower SPR.
In the absence of spectrum tailing, image-based weighting demonstrated reduced cupping artifact compared to projection-based weighting. When spectrum tailing was simulated, both weighting methods exhibited similar cupping artifacts. There were no statistically significant differences in the CNR resulting from projection and image-based weighting for any of the simulated conditions. Image-based weights optimized for the specific imaging condition provided a negligible ͑ϳ1.1 fold͒ improvement in CNR for the 8.9°cone angle simulation, but no statistically significant improvement in CNR or cupping when spectrum tailing was present. Therefore, image-based weights calculated using Eq. ͑2͒ will likely be reasonable for most applications.
In conclusion, optimal energy weighting introduces artifacts and CT number inaccuracies when the realistic detector effects of spectrum tailing are simulated. While optimal linear energy weighting has the potential to improve CNR compared to conventional weighting methods, the benefits are reduced as the scatter increases. Efficient methods for rejecting scatter and for correcting scatter and spectrum tailing effects are required to obtain the highest benefit from optimal energy weighting.
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APPENDIX: DERIVATION OF THE APPROXIMATE RELATIONSHIP BETWEEN CONTRAST AND SPR
The contrast in a CT image is defined as the difference between the reconstructed attenuation coefficients of two materials. The relationship between the reconstructed contrast Ĉ , the SPR, and the contrast in the absence of scatter C is given in Eq. ͑A1͒ ͑Ref. 18͒ 
͑A5͒
A previous study provided a different approximation for Ĉ that requires that SPRӶ 1. 19 The approximation in Eq. ͑A5͒ is more accurate for larger SPR values as it requires only SPR· ͉Cd͉ Ӷ 1.
In the presented simulation studies, the highest SPR was 6 ͑lowest energy bin of the 8.9°cone angle simulation͒. In this case, the contrast between iodine and water predicted by Eq. ͑A1͒ was 0.0049, the contrast estimate by Eq. ͑A5͒ was 0.0051, and the measured contrast was 0.0043. a͒ Electronic mail: taly.gilat-schmidt@marquette.edu 1 M. J. Tapiovaara and R. F. Wagner, "SNR and DQE analysis of broad spectrum x-ray imaging," Phys. Med. Biol. 30͑6͒, 519-529 ͑1985͒. 
