In this paper we study a system consisting of c parallel identical servers and a common queue. The service times are Erlang-r distributed and the interarrival times are Erlang-k distributed. The service discipline is first-come first-served. The waiting process may be characterised by (n_t, no, nt, ... , n c ) where n_t represents the number of remaining arrival stages, no the number of wai ting jobs and ni, i = 1, ... , c, the number of remaining service stages for server i. Bertsimas has proved that the equilibrium probability for a saturated state (all ni > 0, i = 1, ... , c) can be written as a linear combination of geometric terms with no as exponent. In the present paper it is shown that the coefficients also have a geometric form with respect to n_t, nt, ... , nco It is also shown how the factors may be found efficiently. The present paper uses a direct approach for solving the equilibrium equations rather than a generating function approach as Bertsimas does. The direct approach has been inspired by previous work of two of the authors on the shortest queue problem in particular and the two-dimensional random walk more generally. Although the paper extends results of Bertsimas it is self-contained.
Introduction
The EklErlc queueing system is a typical example of an elegantly modelled and seemingly simple system which, nevertheless, has never been analyzed satisfactorily. Apparently, the system behaviour is more complex than the simple formulation suggests. The equilibrium equations become almost intractable if one attempts to solve these equations via multi-dimensional generating function techniques, see e.g. the studies of Mayhugh and McCormick [9] , Heifer [6] and Poyntz and Jackson [11] . In the present paper a rather direct approach (without generating functions) will be presented for solving the equilibrium equations. The inspiration for using this approach came from its relative success in solving the equilibrium equations for the shortest queue problem (d. [1] , [2] ) and its generalization *Eindhoven University of Technology, Department of Mathematics and Computer Science, p.o. Box 513, 5600 MB -Eindhoven, The Netherlands.
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to the two-dimensional random walk on the integer grid in the first quadrant (cr. [1] , [3] ).
In these cases the essential idea was to avoid the integration of the equations for boundary states with the equations for states in the inner region by constructing the usual functional equations for the generating functions. This integration could be avoided by first constructing a sufficiently rich solution base for the equilibrium equations in inner points and then use this base for finding a linear combination which also satisfies the equations for the states on the boundary. In [1] , [2] and [3] the linear combination is found by a compensation procedure.
To some extent, a similar approach is followed by Bertsimas [4] for the CklCrlc problem, which is more general that the EklErlc problem. Bertsimas proves in this way that the equilibrium probabilities for saturated states can be written as a linear combination of terms which are geometric in the number of waiting customers. In the present paper it is shown that Bertsimas' representation can be refined considerably for the EklErlc problem.
This refined representation gives more insight in the behaviour of the processes and is also very useful for computational purposes. The refinement is obtained by a complete direct analysis of the equilibrium equations, contrary to the approach of Bertsimas, who also separates the equilibrium equations for boundary and inner states, but still treats the latter by generating functions. Extensions of the present approach to more complicated distributions are possible, however, in such cases the results are correspondingly more complex. Therefore, it seems sensible to introduce our approach for EklErlc problems separately.
This paper is organised as follows. In section 2 the model is introduced and the relevant equilibrium equations are formulated. In section 3 the products of powers are constructed satisfying the equations in the states with all servers busy. Section 4 presents the main theorem, stating that the equilibrium probabilities can be expressed as a linear combination of products of powers. In section 5 the symmetry of the model is exploited and in section 6 two special cases are worked out in more detail. The final section is devoted to comments and conclusions. Two technical lemmas are proved in the Appendices A and B.
Model and equations
Consider a system with c parallel identical servers and a common queue. The service times are Erlang-r distributed with mean r / Jl and the interarrival times are Erlang-k distributed with mean k/>.. An Erlang-l distributed time with mean t is interpreted as to be composed of the I stages, each with a negative-exponentially distributed length (parameter value v). The service discipline is first-come first-served. An arriving job, who finds any free servers, chooses each free server with equal probability. This queueing system can be modelled as a continuous-time Markov process with a state space consisting of the vectors 12 = (n-Il no, nIl ... , n c ), where n-l is the number of remaining arrival stages, no is the number of waiting jobs and ni is the number of remaining service stages for server i, i = By equating the rate out of and the rate into state n we obtain
i~vn Bertsimas essentially proves in [4] that p(n) may be written as
where for each j the factor Wj is characterized by a system of nonlinear equations involving the Laplace transforms of the interarrival and service time distributions and the coefficients Dn_1,j and R(nl, ...,nc),j have to be solved from a system of k respectively a( c, r) = (C~~~l) linear homogeneous equations. In fact, he uses a slightly aggregated state concept, which exploits the fact that servers are identical.
In section 3 we will develop a more detailed representation in which also the D-and Rfactors are replaced by geometric forms. Although we assume to have identical servers, we don't use this assumption explicitly and the results of sections 3 and 4 can easily be extended to the case of non-identical servers.
Analysis of the equations for nonboundary states
The geometric forms we will investigate as solutions for (1) and (2) are fJ~11 fJ~o ... fJ~c. We will first characterize the products which satisfy (1), (2) and then we will use these products to construct a linear combination also satisfying the boundary conditions. The boundary conditions are formed by (3) and by the equilibrium equations for states with ni = 0 for some i E {1, ... , c}.
Inserting p(n) = fJ~11fJ~o .. .fJ~c in (1)-(2) and then dividing both sides of the resulting equations by the common powers leads to the following characterization: 
(8)
Proof: The equations (6)- (8) (4) is obtained by addition of equation (7) for all j E V and then subtracting IVI-l times equation (6) . Equation (5) follows by addition of equation (7) for all j E V and equation (8) and then subtracting IVI times equation (6) .
o
We now solve the equations (6)- (8) . Subtracting (6) from (8) 
for some y. Subtracting (6) from (8) yields that 13~1 = 1/130 and thus 13~1 = l/yr by (9) . Hence, if we set
then we obtain that 13~1 = l/a rk . So, by introducing X-I satisfying x~1 =1, we have (11) In~ertion of (9)- (11) in equation (6) leads to the following equation for a:
On the other hand, it is easily verified that for any root a of this equation the product f3~]l f3~o ... f3~c with 13-1,130, . .. ,f3c satisfying the specifications (9)- (11), is a solution of the equations (6)- (8). These findings are summarized in the following lemma. 
. , c and a is a root of equation (12).
This lemma characterizes the set of products f3~]l f3~o ... f3~c satisfying (1)- (2). Clearly, only products which can be normalised, i.e. whose sum over all states n converges absolutely, are useful. This implies that 11301 < 1, or equivalently 1001 < 1. The next lemma, which is proved in appendix A, states how many roots of equation (12) We henceforth assume that the utilisation condition in lemma 4 is satisfied.
Assumption:~: < c.
According to the lemmas 3 and 4, there are r products f3~ll f3~o ... f3~c with 11301 < 1 satisfying (1)-(2) for each feasible choice of X-I, Xl, ... ,X c • So we find rkr c products. However, below we show that some of them are identical.
We may write
where d =gcd(r,k) and gcd(p,K,) = 1. For each a satisfying (12) it follows that ua with u d = 1 also satisfies (12) and both roots lead to the same products, since the factors f3i depend only upon ad. Therefore we set, = ad. Then equation (12) 
-
where
. , c and I is a root of equation (i3).
For two roots 11 and 12 of (13) characterised the set of product forms which satisfy the equilibrium equations (1) and (2).
In the next section, we will prove our main result which states that p(n) can be expressed as a linear combination of the products f3:1~jf3~J ... f3~j, j = 1,2, ... , r C for states n with all servers busy.
Satisfying the boundary conditions
Theorem 1: For all states n with ni >°for i = 1, ... , c, it holds that
for suitably chosen coefficients aj.
Proof: For each choice of the coefficients aj the linear combination (14)
satisfies the equations (1)- (2) . The remaining equations are the equations (3) and the equilibrium equations for states with at least one server free. These equations form a linear, homogeneous system for the unknowns aj and the unknown quantities p(n) in states with at least one server free. The number of equations is equal to the number of 
From a result of Foster [5] we may now conclude that the Markov process is ergodic and normalization of the p(n) produces the equilibrium probabilities. 0
Exploiting the symmetry
Since we have not used the fact that all servers are identical, the results in the previous sections are still valid in case server i works with rate J.Li, where the rates J.Li are not necessarily identical. In this section, however, we exploit the fact that all servers are identical and we show that the number of coefficients aj to be determined, can be reduced from r C to (C~~~l). The same result could have been obtained directly by chosing the same aggregated state concept as in [4] .
By letting the parameters Xi run through all feasible values, we find pkr c products satisfying (1 )-(2) (including, of course, exactly K,r copies of each product). Since equation (13) is invariant under permutations of XI, • •. , XC) it follows that for each .8:11.8~a ... .8~c satisfying (1)- (2), all products obtained by permuting the factors .81," .,.8c also satisfy (1)- (2) . This suggests to split up the set of pkr c products into subsets of products, which are equal up to a permutation of the last c factors. The number of such subsets is pk(C~~~l). However, since each product has exactly K,r copies, each subset also has exactly K,r copies. So there are (c~~~l) different subsets. Let III be the set oflabels of the products For each state n we denote by si(n) the number of servers with i remaining service stages. Then it is readily seen that
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m=O i=max(O,m-l) For k = 1 these results are equivalent to the ones in Shapiro [13] . The case that k is even can be treated similarly.
Let us now consider the EklErl1 queue. From theorem 1 it follows that for states n with a busy server
In general the coefficients aj have to be solved numerically from the boundary equations. However, in this case, they can be solved explicitly from the equations (3) stating that
Substitution of expression (19) in equation (20) and using (8) for some constant C. To satisfy equation (21) we have to set
Finally, the constant C can be determined from the following equation stating that 11k is the fraction of time there is one remaining arrival stage.
By substituting the expressions (19) and (23) in the left-hand side of (24) it follows that 00 r r with degree r -1 satisfies P (11(31,j) = 1 for j = 1, . .. , r, so P(x) == 1 and thus P(l) = 1.
From (24) and (25) we find
Hence, for the Ek IE r 11 queue the probabilities pen) are characterised explicitly by the expressions (19), (22) and (26). Similar expressions may be found for the mean queue length and the mean waiting time, compare e.g. the results in Ikeda [8] , where an expression for the mean waiting time in terms of a double series is derived.
Comments and conclusions
It has been shown that the equilibrium distribution for the EklErlc queue may be characterised as a finite linear combination of products of powers. In these products each component of the state is represented by one power-factor. These power-factors have been characterised completely. The weights of the linear combination are determined by a set of linear equations. Although the analysis has been worked out for the case of identical servers, the main result (theorem 1) can easily be extended to the case of nonidentical servers. In that case the linear combination contains r C terms which makes the solution tractable from a computational point of view. If there are some groups of identical servers, then the required number of terms decreases considerably. In the case that all servers are equal, the number decreases to (C~:~l). For the case c = 1, the equations for the weights can be solved explicitly. Also in other special cases the results can be made somewhat more explicit.
With respect to possible extensions, there are several directions of interest. One interesting direction is constituted by the case of separate queues for the c servers with some sort of allocation of the incoming jobs to the respective servers. For such systems it has been proved that the so-called shortest-delay routing is optimal under some conditions (see Hordijk, Koole [7] ). Shortest-delay routing allocates an incoming job to the server with the lowest number of phases in its queue. This situation has been treated to some extent by Adan in [1] (see section 6.2) for the case c = 2, k = 1. In this situation one gets a linear combination of countably many terms which can be computed according to a tree-like recurrent scheme. The results are complete for r = 2. For r > 2, however, some properties of the recurrent scheme are not established yet. For c > 2, it is unlikely that the approach will work, since it apparently does not work for the shortest queue problem with 3 servers, Poisson arrivals, and exponentially distributed service times.
Another interesting direction of extension consists of replacing Ek and/or E r by more general distribution classes. One may think here of Coxians (d. Bertsimas [4] ) or of finite mixtures of Erlang distributions with the same scale parameters, but also of general phasetype distributions (d. Neuts [10] ). The class of finite mixtures of Erlang distributions with the same scale parameters is dense in the set of all distributions (d. Schassberger [12] ) and leads to the same state description as the one in the present paper, however, with slightly more complicated transition behaviour. A simplification would be to accept only mixtures of two Erlang distributions with k -1 and k phases for the interarrival times and with r -1 and r phases for the service times, since (as Tijms [14] points out) this class seems to be sufficiently rich for most practical purposes. Particularly for the two last-mentioned situations, it seems most likely that similar results may be derived as in the present paper. 
A.ppendix A: Proof of Lemma 4
.!:H.
However, below it will be shown that h( A) > 0 contradicting (31). Then we may conclude that there are no values of z satisfying (27) 
. ,e). (32)
For each feasible choice of n-I, m, n3, ... , n c we obtain from (32) that (0 < n2 ::; 1').
By well known properties of the Vande1'Monde matrix this implies that for n = 0, ... , 1'-1 (0 < n-I ::; k,m~c1',O < ni::; 1',i = 3, . .. ,e).
By repeatedly applying this procedure, equation (32) eventually decomposes into 1' c -1 sets of equations, i.e. for each choice of xj satisfying xj = 1, j = 2, ... , e we obtain (0 < n-I ::; k, m~er).
The sum in (33) runs over exactly l' products of which the factors (3-I,j and (31,j are given by f3-I,j = x-d,P and (3I,j = ,I' -with X-I = e 2;i n for some n = 0,1, . 
which contradicts that 1,11 < 1 and thus completes the proof of lemma 7. Hence, it remains to prove that Y21i ::j :. YIIr Let us suppose to the contrary, i.e.
I~= Y2 Ii = /;' (n 2 -n Jl, f.
(38) Y1
2"..i
On the other hand, since 12 ::j:. II and 12 = II, it follows that 12 = e 7 n , l for some n = 1,2, ... , K, -1. Substitution of this relation in (38) yields This equality implies that (recall that k = K,d) (39) for some integer m. Since n2 -n1 < d it follows that (39) leads to a contradiction if n2 > n1. Otherwise, if n2 = n1, then, since gcd(p, K,) = 1, equality (39) implies that n can be divided by K, contradicting that 0 < n < K,. 
