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SUMMARY 
The objectives of this research were twofold: (1) to improve Auger electron 
spectroscopy as an analytical tool for detecting surface contamination in semi-
conductor devices, and (2) to apply Auger electron spectroscopy in the study of sur-
face contamination on typical semiconductor devices. 
The primary motivation for the improvement of Auger spectroscopy as an 
analytical tool is that it is still more qualitative than quantitative, which is not sur-
prising since use of Auger spectroscopy for material identification is less than ten 
years old. Auger spectroscopy, being surface sensitive, is an ideal tool for the 
semiconductor industry, where surface treatments are critical to device performance, 
but still largely empirical in nature. 
The improvement of the spectroscopy focused on two problems. The first 
was to improve the quantitative calibration of the spectroscopy. A new model, con-
taining both isotropic and oriented source functions, was formulated to explain the 
behavior of Auger spectra as parameters of the spectrometer and specimen are 
varied. Each of the four quantities contributing to Auger peak height—the source 
functions, Auger electron yield, Auger electron escape probability, and detector 
efficiency—are discussed in detail. The calculations necessary both to predict Auger 
peak height a priori and to interpret peak heights using calibration spectra are 
demonstrated. The second problem was to develop the techniques to successfully 
perform the spectroscopy on oxide surfaces. These techniques are for the detection 
XIV 
and prevention of charging artifices. This compilation enables the Auger spectro-
scopist to take and interpret reliable data from commercial semiconductor surfaces. 
The application of Auger spectroscopy to typical semiconductor surfaces 
concentrated on wafers removed from commercial manufacturing lines. Represen-
tative spectra from oxide surfaces are presented and quantitatively interpreted. 
Effects of the primary electron beam are described and electron stimulated desorp-
tion is shown to be a complementary technique to Auger spectroscopy. One particu-
lar aspect of the contamination found on commercial wafers, the sources and forms 
of carbon, is discussed in detail. The results of the Auger spectroscopy study into 
the nature of carbon contamination are correlated with electron microscopy of the 
same surfaces. Finally, some effects of the various forms of carbon are postulated. 
CHAPTER I 
INTRODUCTION 
Auger electron spectroscopy is a method of determining the chemical 
nature of the surface of a solid by studying the energy distribution of secondary 
electrons emitted when the surface is bombarded by electrons or X rays. This 
research studied the application of Auger spectroscopy to partially completed 
semiconductor wafers taken from a commercial semiconductor device manufac-
turing process. 
Chapter I of this dissertation contains a statement of the problem and a 
brief introduction to Auger spectroscopy. Specifically, the next section is a state-
ment of the objectives of the research. The following section is a brief explanation 
of why the research was undertaken. The basic theory of the Auger effect is then 
discussed and a prototype Auger spectrometer is introduced. Following that is a 
discussion of some of the more practical aspects of Auger spectroscopy. Chapter I 
concludes with a statement of the nature of the contributions of this work. 
Chapter n is concerned with prior attempts to apply Auger spectroscopy to 
semiconductor manufacturing problems. The general areas of accomplishment 
are stated and some of the problems of data interpretation are discussed. Detection 
of the artifices pointed out in this chapter constitutes an important part of this 
research. 
Chapter m describes the instrumentation and equipment used in the work. 
2 
Chapter IV discusses the calibration of Auger spectroscopy, both from a theoreti-
cal and an experimental viewpoint. While the effects of various parameters can be 
qualitatively explained, a complete quantitative theory is not yet available, so 
calibration curves are given for the materials of interest in this work. 
Auger spectroscopy results of various commercial oxide surfaces are given 
in Chapter V. Carbon, a common surface contaminant, was found to exist both in 
the form of graphite and silicon carbide. A variety of artifices were found to be 
caused by surface charging. Chapter VI is a description of these artifices found in 
the spectroscopy of silicon dioxide surfaces. Chapter VIE is a more complete des-
cription of the nature of carbon on silicon dioxide surfaces. Electron microscopy 
was used to show that the silicon carbide exists in the form of particles on both 
silicon and silicon dioxide surfaces. Chapter VILE is a summary chapter with con-
clusions and recommendations for further work. 
Objectives of the Research 
The objectives of this research were twofold: (1) to improve Auger elec-
tron spectroscopy as an analytical tool for detecting surface contamination in semi-
conductor devices, and (2) to apply Auger electron spectroscopy in the study of 
surface contamination on typical semiconductor devices. 
Improvement of Auger spectroscopy as an analytical tool focused on five 
technical problems. These were the charging problem on electrical insulator 
specimens, the nature of surface damage caused by the incident electron beam, 
quantitative calibration of common contaminants on semiconductor device surfaces, 
determination of the effect of the source electron beam parameters, and removal 
of background slopes from the spectrum. 
The application of Auger spectroscopy to semiconductor manufacturing 
problems involved several steps. The first was to achieve the capability of per-
forming meaningful spectroscopy on non-uniform insulator surfaces. The surface 
of a partially completed semiconductor wafer contains oxide regions of differing 
thicknesses arranged in a complex pattern. These complex surfaces make the 
charging problems even more difficult to handle than those associated with smooth, 
uniform insulator surfaces. The second step was to determine typical contaminants 
on commercial wafer surfaces. The third step was to compare these contaminants 
with those found on "clean" surfaces prepared in the ultra high vacuum system. 
Finally, the potential effects of the contaminants seen on commercial wafers were 
postulated. 
Motivation for the Work 
The primary motivation for the improvement of Auger spectroscopy was 
that the spectroscopy is still more qualitative than quantitative, which is not sur-
prising since use of Auger spectroscopy for material identification is less than ten 
years old. As an example, the ordinate of almost all published work is not cali-
brated. The abscissa (energy) axis of most work is poorly resolved and there are 
deviations between workers as to the exact location of peaks. Additionally there 
appear to be artifices in published curves for insulator surfaces. On the other 
hand, Auger spectroscopy has proven useful when results could be interpreted 
unambiguously or when "before and after" comparisons could be made. 
The motivation for surface studies of semiconductors is that surface 
conditions often determine the electrical performance of a device. For example, 
semiconductor devices are manufactured by controlled diffusion of impurity atoms 
through the surface and into the device. Imperfections in the surface thus can 
directly affect the manufacturing process. As another example, the oxidation of 
silicon surfaces stabilizes the band structure and also prevents undesirable impuri-
2 
ties from entering the device. Surface contamination will affect this passivation. 
Contaminants can also introduce surface states, energy levels in the forbidden gap, 
3 
which are correlated with transistor noise behavior and MOS threshold voltages. 
Surface treatments used in semiconductor device manufacture are still largely 
empirical in nature. Low product yield and lack of understanding of what various 
surface treatments actually accomplish suggest that the study of semiconductor 
surfaces is a worthwhile undertaking. 
The Auger Effect 
4 
The Auger effect was postulated by Pierre Auger in 1925. While observed 
experimentally by Lander in 1953, only through the efforts of Tharp and Scheibner, 
l f i 
Harris , and others in the late 196O's did Auger spectroscopy become a useful sur-
face analysis tool. 
The Auger effect involves a radiationless transition between two energy states 
in an atom, and the emission of an electron with energy characteristic of the atom. 
As commonly utilized in Auger spectroscopy, the following model describes the 
three electron process by which an electron, the Auger electron, is emitted. This 
process is illustrated in Figure 1. The atom is first ionized by some excitation 
source, normally a primary beam of energetic electrons. The electron ejected in 
5 
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Figure 1. Energy Level Diagram of the L JAJA Auger transition in Si, 
» Zt o c, 1 
6 
the initial ionization, number 1 in the figure, is not considered further. The 
vacancy is neutralized by an electron, number 2 in the figure, from a higher 
energy level in the same atom. The energy given up by the second electron is 
transferred entirely to a third electron, number 3 in the figure. If the third elec-
tron escapes the atom, or the solid containing the atom, with its characteristic 
energy intact it is called an Auger electron. The process of creating and detecting 
9 
such electrons is Auger spectroscopy. A recently published review provides a 
more detailed introduction to the Auger effect. 
Figure 1 illustrates one of the possible transitions for silicon. Many tran-
sitions are possible for each element but only a few will be observed in practice. 
Thus each element has a "fingerprint" of probable transitions. Auger electrons 
which lose small, characteristic amounts of energy while escaping are still con-
sidered Auger electrons by the spectroscopy but electrons which suffer random 
losses become part of the background current and do not show as discrete peaks in 
the spectrum. 
The utility of the Auger effect is that one can determine the chemical consti-
tuency of a surface by studying the emitted electrons. Furthermore, the spectros-
copy is sensitive to only the first few layers of atoms because only from this region 
can Auger electrons escape, without losing energy in collisions and thereby becoming 
background current. Auger spectroscopy may be thought of as sampling the first 15 
angstroms of a solid. This surface sensitivity may be compared with the electron 
micrpprobe which samples the first micron, or so, by electron beam induced X ray 
emission or with nuclear activation which samples bulk properties. 
7 
Only a small percentage of the electrons entering the energy analyzer of 
an Auger spectrometer are Auger electrons. Figure 2 shows a typical distribu-
tion of electrons with respect to energy for a specimen bombarded by an electron 
beam. Region I of the figure consists of those primary electrons scattered elas-
tically from the sample. Perhaps ten per cent of the total current to the analyzer 
will be in this energy region. Region m , containing most of the current in this 
example, is the "slow secondary" region. The slow secondary peak reaches a 
maximum at a few electron volts and extends out to 50-100 eV. Auger electrons 
may be emitted with energies falling in region I, but they will be difficult to detect 
because of the large background current. Only those emitted with energies falling 
in region n are easily detected. An order of magnitude estimate would find . 01% 
5 
of the electrons into the analyzer to be Auger electrons. Thus an Auger peak 
would barely show in a complete energy spectrum, such as Figure 2. The basic 
energy distribution curve is differentiated with respect to energy and amplified to 
yield the Auger spectrum. The Auger process gives rise to a peak a few elec-
tron volts wide in the energy distribution. The differentiated spectrum, the Auger 
spectrum, has peaks which first r ise above and then fall below the background level. 
Figure 3 illustrates the basic components of the Auger spectrometer used 
in this work. The specimen, housed in a high vacuum chamber, is bombarded by 
an energetic primary beam of electrons which excites the Auger electron emission. 
The electron energy analyzer determines the energy distribution of the emitted 
electrons and can also perform the differentiation necessary to produce the Auger 
spectrum. The synchronous detector is necessary to achieve a satisfactory signal 
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Figure 3. Block Diagram of the Auger Spectrometer. 
10 
to noise ratio. 
It should be noted that various non-Auger processes can give r ise to peaks 
in the Auger spectrum. The primary beam electrons can lose discrete amounts 
of energy by ionizing one atom and then being elastically reflected back out of the 
solid. Such ionization loss peaks may fall anywhere in the spectrum. Primary 
beam electrons can also lose discrete amounts of energy by exciting resonances 
in the valence electrons of the solid. Such peaks normally fall within a hundred 
electron volts of the primary beam energy. Of course, a great variety of instru-
ment artifices can also cause peaks in a spectrum. Various tests have been 
devised which identify the "true" Auger peaks. 
Prediction, a priori, of the energies of Auger peaks on a theoretical basis 
has received much effort and is the subject of recent research. Even when the 
energy level can be predicted, there is no rule for predicting the amplitude 
(transition probability) of the peak. On the other hand, available models allow 
one to justify the location of observed Auger peaks within a few electron volts. 
The following model for estimating the energy of an Auger electron from a particu-
7 8 9 10 
lar transition is due to Burhop, Haas, Chang, and Simmons. 
Energies for Auger transitions are computed from ground state binding 
energies. Since the Auger electron is emitted from an ionized atom, some 
correction must be made in the ground state binding energies when computing the 
energy level from which the Auger electron originates. The formula, as illustra-
ted in Figure 1, for the characteristic energy is 
EWXY = V Z ) ' EX ( Z ) " EY ( Z + A > " * <*> 
11 
where E . ^ is the kinetic energy of the emitted Auger electron, E (Z) is the 
binding energy of the electron removed in creating the initial vacancy in the 
material of atomic number Z, E (Z) is the energy level from which this vacancy 
.X. 
is filled, and E (Z + A) is the energy level from which the Auger electron origi-
nates, with A expressing the correction necessary for the extra positive charge 
in the ionized atom. Normally A= 1 is used, although A= 1/2 or 3/4 are some-
times used to achieve agreement between theory and experiment. Using the Fermi 
level as the reference, the Auger electron will be detected by the analyzer at 
E A = V Z ) " EX ( Z ) ~ EY ( Z + A) " *k (2) 
where <f> is the work function of the analyzer. Given the uncertainty in the value 
of the correction factor A, the following rules are employed when relating an 
Auger peak to a particular transition: (1) the experimental and calculated values 
should agree within ten electron volts, (2) transition assignments should predict 
observed trends in energies within a given period of the periodic table, (3) the 
primary beam energy limits the initial ionization level, and (4) transitions involv-
ing the valence band will be sensitive to the chemical state of the atom. 
Computation of transition probabilities is made difficult by the lack of 
selection rules to relate the initial and final states for the electrons. It is noted 
experimentally that transitions involving the valence band result in larger Auger 
peaks; apparently the necessary coupling is more easily achieved between valence 
electrons than between electrons lying at lower energy levels. Valence bands 
give rise to a variety of complex peak shapes with peak widths of ten electron 
12 
2 3 4 5 6 7 8 9 
RATIO OF PRIMARY ENERGY TO BINDING ENERGY 
Figure 4. Probability of Ionization of K and L Shell Electrons, after 
5 
Bishop and Riviere. The Ordinate Scale is Linear but not 
Specified Since it Varies with Binding Energy. 
volts or more. Thus the Auger peak becomes an indicator of the density of states 
within the energy band. 
The primary rate limiting factor for Auger emission is the ionization of 
the initial vacancy, since the competing mode of neutralization, X ray emission, 
5 
is inefficient for the energy levels normally considered. Bishop and Riviere have 
considered the basic efficiencies in producing and detecting Auger electrons. Their 
estimate of the behavior of the ionization cross section for K and L shell electrons 
is repeated in Figure 4. It is seen that the probability of ionization, shown with 
a linear scale, is zero for primary electrons of energy less than the binding energy 
of the initial vacancy, rises to a maximum for energies between two and three times 
the critical ionization level, and then slowly tapers off for higher energy primary 
electrons. Assuming that the initial ionization is neutralized by the Auger process, 
the probability of detecting an Auger electron depends on the probability of the Auger 
electron escaping. When the atom is part of a solid, this means the Auger electron 
must diffuse to the surface and escape without suffering an inelastic collision. On 
a practical basis, only those Auger electrons emitted within the first few atomic 
layers have a possibility of escaping. An upper bound for the escape depth is the 
first 50 angstroms for Auger electrons of energy less than 500 electron volts. 
In summary, both the location of peaks and their relative amplitudes, as 
used in Auger spectroscopy, are based on experience rather than theory. Two 
12 
compilations exist for the elements. Varian Associates present theoretical and 
experimentally observed peak locations in chart form with atomic number the 
abscissa and energy level the ordinate. Relative peak height is quantized into three 
13 
levels and the probable source transition is shown. Physical Electronics Industries 
present a typical Auger spectrum for each of the elements in book form. In general, 
neither source considers the location or shape of peaks when the elements are 
chemically bound as compounds. 
Auger Electron Spectroscopy 
14 
Auger electron spectroscopy was suggested by Lander in 1953 as a poten-
15 
tially useful technique for surface analysis. Tharp and Scheibner demonstrated 
the ability of the retarding grid analyzer, already in use in low energy electron 
diffraction systems, to detect Auger electrons in the energy distribution plot. 
lfi 
Harris then used differentiation of the energy distribution plot to achieve sufficient 
23 
sensitivity to be of practical use as a surface analysis tool. Palmberg showed 
24 
the utility of a grazing angle gun and a later paper by Palmberg demonstrated 
25 
the advantages of the cylindrical mirror velocity analyzer. A bibliography pub-
lished by Varian Associates contains the important material in the literature of 
Auger spectroscopy published through the middle of 1971. The review paper by 
9 
Chang is an excellent beginning point for the uninitiated. 
Several types of excitation sources and detection means are possible in 
Auger spectroscopy. While this work is concerned with excitation of Auger pro-
cesses by electron bombardment, ultra-violet radiation and soft X rays have also 
17 been used. Use of X rays as the initial ionization mechanism is associated with 
the term ESC A, for Electron Spectroscopy for Chemical Analysis. While this 
15 
technique has definite technical advantages, it is much more expensive and com-
plicated than electron excited Auger spectroscopy. Electron bombardment was 
chosen for this work because of i ts flexibility and economy. 
Two classes of electron energy analyzers exist. The retarding grid ana-
lyzer utilizes a spherical grid to repel all electrons with energies less than the 
barrier created by the potential applied to the grid. Differentiation of the collec-
tor signal as the retarding potential is increased yields an energy distribution plot 
for the incident electrons. The second derivative of the collector signal is then 
the Auger spectrum. A velocity analyzer, by comparison, causes the incident 
electrons to travel in a curved path under the influence of electrostatic or magnetic 
fields. The path radius followed by the electron will be dependent on its energy. 
Only those electrons of the proper energy will pass through an exit aperture and 
be collected. Here the collector signal forms the energy distribution plot directly 
as the velocity for passage is swept by changing the applied fields. The first 
18 
derivative of the collector signal is the Auger spectrum. The cylindrical mir ror 
velocity analyzer has the highest signal to noise ratio of all analyzers considered 
so far, but the sensitivity is not uniform with energy when utilized with an electron 
multiplier, and it requires precise placement of the specimen. While for most 
purposes the cylindrical mi r ro r i s technically superior to the retarding grid, 
similar results can be obtained with the retarding grid unit by running the sweep 
more slowly and using longer filter time constants to bring the signal to noise ratio 
up to an acceptable level. 
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Figure 5. Schematic Diagram of the Auger Spectrometer. OS 
The complete Auger spectrometer used in this work is shown schematically 
in Figure 5. Two Pierce type electron guns were used, one mounted at a grazing 
angle and one mounted normal to the specimen surface, with the specimen in the 
standard position. The specimen could be rotated also so as to obtain any other 
desired angle of incidence. A three grid retarding analyzer was used. The energy 
axis, the retarding potential, was obtained from a programmable power supply 
connected as an integrator to supply a ramp voltage. Superimposed on the dc 
ramp was a small ac perturbation voltage. As explained in Chapter IE, tuning 
the synchronous detector to the first harmonic yields an energy distribution plot 
and tuning to the second harmonic gives the Auger spectrum. 
Contributions of the Research 
The contributions of this research may be grouped in two categories: those 
pertaining to the technical improvement of the spectroscopy and those pertaining 
to the improved understanding of the contaminants found on semiconductor wafer 
surfaces. 
The most important technical contribution was the understanding of charging 
of oxide surfaces. Charging of surfaces causes a number of artifices in an Auger 
spectrum. Probable examples of such artifices in the literature are pointed out 
in Chapter n . The origins of several classes of artifices are explained in Chapter 
VI. Methods of detecting all of the artifices found in this research are also given 
in Chapter VI. Most of these can be prevented by specific techniques. Thus 
Chapter VI becomes a recipe for studying complex insulator surfaces. 
A second technical contribution was that of improved understanding of the 
effects the primary electron beam has on the silicon dioxide surface. The elec-
tron beam was found to slowly convert carbon in the form of graphite to silicon 
carbide and also reduce SiO to SiO. These effects prevent the application of 
electron excited Auger spectroscopy to non-destructive testing of semiconductor 
devices. 
Calibration curves for the bulk form of the constituents of typical semi-
conductor wafer surfaces were obtained. These complement recently published 
work for fractional monolayer coverages of materials on silicon. The resolution 
of the curves obtained in this work allows significant information to be obtained 
about the chemical bonding of common constituents. 
The influence of electron beam source parameters was studied in great 
detail. These results are discussed in Chapter IV. These results suggest that 
the basis for most quantitative models of the Auger process, the theory of Bishop 
and Riviere, needs some modification. A possible alternative model is discussed 
in Chapter IV which does explain the observed effects. 
The final technical objective was the removal of background slopes from 
the Auger spectrum. Several methods were proposed and are illustrated in 
Chapter EI. None were of sufficient utility, however, to warrant their use through-
out the research. It is pointed out that careful choice of spectrometer operating 
parameters will circumvent most problems with background slopes. 
The first important result from the application of Auger spectroscopy to 
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typical semiconductor wafers was a negative observation: many of the suspected 
trace contaminants seen in earlier work are likely to have been the result of 
artifices. Wafers taken from satisfactorily operating manufacturing processes 
were found to be extremely clean, with one important exception. Carbon was 
found on all surfaces examined. The contribution of the vacuum system to this 
carbon peak was found to be minimal. These results are discussed in Chapter V. 
The second important observation was that carbon could exist both as 
graphite films and silicon carbide particles. Silicon carbide had been detected 
by previous workers as a contaminant on pure silicon surfaces after heating in 
the ultra high vacuum system. However silicon carbide particles were found in 
this work to be formed also on SiO by heating in the high vacuum system. 
Li 
Additionally, they were detected on certain of the commercial wafers. Electron 
microscopy showed that the morphology was similar in all cases. Furthermore, 
the presence of silicon carbide was found to be localized to certain regions of the 
transistors in the one wafer which was studied in detail. Electron microscopy 
correlated the presence of particles with the Auger indication of silicon carbide. 
These results and the nature of carbon on semiconductor wafer surfaces are 
discussed in Chapter VII. 
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CHAPTER n 
PREVIOUS APPLICATIONS OF AUGER SPECTROSCOPY 
TO SEMICONDUCTOR MANUFACTURING PROBLEMS 
The first chapter of this dissertation was an introduction to the Auger effect 
and to Auger spectroscopy. Previous efforts at applying Auger spectroscopy to 
semiconductor manufacturing problems are the subject of this chapter. Some of 
the successful applications are described in the first section. Auger spectroscopy 
has been successful in identifying gross contamination on a wafer surface. It has 
been less successful in detecting trace contamination on commercial wafer sur-
faces because of difficulties in interpreting data from oxidized surfaces. The 
second section is a listing of some of the trace contaminants that workers believe 
they have found. The final section is a critique of some of the interpretations in 
the li terature. 
Utility for Identifying Gross Contamination 
The initial applications of Auger spectroscopy were in characterizing 
specimens in surface science experiments. A typical surface science experiment 
might involve reacting a pure, single crystal specimen with a single adsorbate. 
In other words, the situation is well defined and interpretation is likely to be 
unambiguous. Interpretation of results from a semiconductor wafer removed 
from a commercial manufacturing process is a far greater challenge since one 
21 
cannot say a priori what surface contamination is likely. 
19 
L. A. Harris performed the earliest work on wafers taken from an 
operational manufacturing facility. Some examples from his work are listed below. 
Harris was primarily concerned with identifying the source of problems when a 
nominally satisfactory manufacturing line developed difficulties. This might be 
contrasted with trying to ra ise the yield of an operating line with no outstanding 
problems. The former can be handled with some success; the latter is far more 
difficult. 
One problem Harris studied was soldering failures involving a plated gold-
copper alloy. He found that reject devices contained tin at the surface and an 
enhanced oxygen peak, suggesting the formation of tin oxide. In another case 
titanium was evaporated onto wafers before the main aluminum evaporation in the 
formation of bonding pads. Discoloration on wafers was correlated with the 
presence of Ti in areas supposedly protected by photoresist. In another case of 
visible residue, the presence of phosphorus, sulfur, and copper was traced to a 
faulty HF-NH F solution used as an etchant. 
4 
Harris also did a significant amount of work comparing the effectiveness 
of various photoresist removal techniques and comparing the effectiveness of 
different chemical cleaning techniques for removing carbon from the surface of 
wafers. Most of his specific results were applicable only to the particular manu-
facturing process he was studying, but nevertheless his work did establish the 
utility of the Auger spectrometer for studying semiconductor manufacturing 
processes. 
22 
Shortly after Harris published his reports, a program under the direction 
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of L. N. Tharp was begun at the Georgia Institute of Technology Engineering 
Experiment Station to study the application of the Auger spectrometer to the prob-
lems of manufacturing reliable power transistors for NASA. The primary result 
of this work was the identification of zirconium particles imbedded in the surface 
of the wafer after the final polishing before first oxidation. Several techniques 
for the removal of these particles were evaluated. 
Harris and Tharp demonstrated that gross contamination on the surface of 
wafers could be identified and methods for removing such contaminants could be 
evaluated. They also noted, at one time or another, a variety of minor, or t race, 
contaminants. Among these were sulfur, chlorine, silver, ruthenium, boron, 
potassium, calcium, tin, and phosphorous, in addition to carbon and oxygen which 
were almost always present. The possibility of trace contaminants being present 
and influencing the electrical parameters of semiconductor devices was one of the 
motivating forces behind this work. 
Trace Contaminants 
19 
Harris obtained a number of spectra which he felt showed the presence 
of trace contaminants. In a study of the effectiveness of an asher, an oxygen 
plasma cleaner, as a photoresist remover he identified a tin peak in the Auger 
spectrum of an oxidized silicon wafer. When tin was found in the gold-copper 
alloy the tin spectrum consisted of a complex of three peaks with the largest at 
430 eV. On the SiO surface there indeed was a peak at 430 eV but the other two 
peaks of the complex were missing. This same sequence of spectra also showed 
23 
a broad peak at 350 eV which Harris doubted was an Auger peak because of its 
slightly variable shape from run to run, but he did believe it to be evidence of 
some real property of the surface. 
21 
Chang studied contaminants on chemically etched silicon surfaces. He 
found the two major surface contaminants to be carbon and oxygen. In addition he 
showed a spectrum with a peak at 250 eV which he interpreted as either potassium, 
even though the normal peak location for K is 243 eV, or a hydrocarbon gas. He 
noted that there was, in either case, a large unexplained shift in energy. The 
spectrum also contained many irregular small unidentified peaks. 
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Tharp obtained a number of spectra from oxidized silicon wafers which 
he interpreted as showing trace contaminants. Figure 6, reproduced from his 
report, shows a spectrum for a wafer after base diffusion. Silicon in the form of 
SiO and oxygen are the predominant peaks, with a moderate amount of carbon 
present. Two interesting trace contaminants are identified. These are argon and 
silver. Argon could be adsorbed on the surface as a result of an argon bombard-
ment cleaning operation in the high vacuum system. There is no ready explanation 
for the presence of silver. Figure 7, taken from the same report, is even more 
interesting in that it indicates ruthenium to be present on a particular wafer after 
first oxidation. Again there is no ready explanation for the source of such contami-
nation. Figure 8, also from the same report, is the spectrum of a wafer after the 
aluminum metalization step. In this case the aluminum was evaporated onto the 
wafer and then completely etched off. Aluminum, potassium, carbon, and chromium 
are identified as remaining on the SiO surface. 
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Figure 6. Auger Spectrum of Wafer after Base Diffusion, from Tharp. 
Dotted Line was Added to Show Background Function. 
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Figure 7. Auger Spectrum of Wafer After First Oxidation, from Tharp. 
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Figure 8. Auger Spectrum of Wafer after Metalization, from Tharp. 
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One feature that all of the cited spectra have in common is that they were, 
at least partially, oxidized surfaces. Thus there exists the possibility that some 
surface charging mechanism was giving rise to artifices in the spectra. 
Critique of Interpretations 
The motivation for investigating trace contamination on wafer surfaces is 
simply stated: very small amounts of contamination can have profound effects on 
the electrical performance of devices. Given the strong motivation for finding 
trace contamination, the spectroscopist must not overlook the possibility that 
charging artifices might be present in his spectrum. Although they may appear 
almost trivial, substantial experience with Auger spectroscopy of SiO indicates 
that the following tests should be applied to any Auger spectrum. 
All spectra must be reproducible. There should be no noticeable shift in 
peak location from run to run. Peak locations are reproducible within 1.0 eV on 
true spectra. The ordinate of the spectrum is naturally subject to fluctuations 
because of random noise in the system. The amount of this noise present is easily 
determined by stopping the sweep of the energy axis and observing the fluctuations 
of the recorder. Peak heights will be reproducible within the noise level of the 
system unless the electron beam is causing adsorption or desorption on the surface. 
While some artifices caused by surface charging detected in this work were abso-
lutely stable in energy and amplitude over time periods of several hours or more, 
most were found to vary by a few electron volts in energy and a detectable amount 
in amplitude from run to run. Thus one might interpret the 350 eV peak noted by 
Harris as a charging artifice because of its variability. 
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If there is any possibility of artifices causing improper interpretations, 
the entire spectrum should be shown. The low energy secondary peak tells much 
about the quality of the spectrum. Surfaces which are electrical insulators tend 
to charge irregularly so that some regions are at one potential and others at 
another potential. Irregular charging will cause dispersion of the low energy 
secondary peak. The complete spectrum will also show whether or not the regions 
supposedly without Auger peaks have the appearance of white noise, as they should. 
Irregular peaks, some going negatively before going positively with increasing 
energy, are often symptomatic of charging problems. On this basis one might 
question Chang's interpretation of his data. 
Each element has i ts characteristic energy. The only known causes for a 
shift in the location of a t rue Auger peak are the work function of the analyzer and 
chemical bonding of the element. The work function of most analyzers is that of 
gold, which is stable, so one is left with chemical bonding as the only likely cause, 
With the exception of the low energy silicon peak, the commonly observed chemi-
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cal shifts are less than four electron volts and all are negative. On this basis 
one might question Chang's interpretation of his 250 eV peak. 
Each element has Its characteristic fingerprint. Of all the possible t ransi-
tions, certain ones are most likely and therefore observed. When the spectrum 
contains some of the peaks but lacks others of the fingerprint, it should be sus-
pected. The one reasonable cause for a change in fingerprint is chemical bonding. 
Such cases must be investigated individually, but most bonding does not cause a 
significant change in the fingerprint of an element. Two exceptions to this rule, 
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carbon and silicon, are explored in this work. Application of this rule might 
cause one to question the interpretation by Harris of tin in certain of his spectra. 
The three figures reproduced from Tharp's work illustrate the problems 
of studying SiO surfaces. Figure 6 showed a peak identified as silver. The 
author's application of the above tests to verify the silver peak was not conclusive, 
one way or the other. Inspection of the original data did show some minor varia-
tions in the peak location, but these could be attributed to noise fluctuations. The 
one significant characteristic of the peak is its shape. Recall that the Auger spec-
trum is the derivative of the electron energy distribution function. Auger peaks are 
narrow, positive, peaks added to a smooth, slowly varying background in the 
energy distribution plot. The derivative of this distribution function should have 
a slowly varying background, shown by the dotted line added to the figure, and, 
added to this, the contribution from the Auger peak. The O and SiO peaks are 
obviously local perturbations added to the background slope. The C peak can like-
wise be interpreted, although with more difficulty. The silver peak appears more 
as a change in background slope, rather than the addition of a symmetrical silver 
peak to the slowly changing background. Just such changes in background slope 
were detected in this work and are discussed in Chapter VI, which is concerned 
with artifices on oxide surfaces. 
Figure 7 showed a peak identified as ruthenium. This spectrum is not as 
"clean" as the one shown in Figure 6. The irregular peaks of this spectrum are 
symptomatic of charging problems. Finally, Figure 8 is striking in that it can 
also be interpreted as the summation of two shifted spectra, each containing simply 
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SiO , C and O. The peaks identified as SiO and Al, K, and Cr on O are all about 
30 eV lower in energy than the corresponding SiO , C and O peaks. The ability 
of a surface to divide into domains and charge one of these to one potential and 
another to another potential is discussed in Chapter VI. One might then interpret 
this spectrum as consisting of the spectra of one domain charged 30 eV more 
negatively than the other. 
A significant portion of this work was devoted to the problem of identifying 
and eliminating artifices which can obviously cloud the interpretation of data from 
electrically insulating surfaces. 
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CHAPTER IE 
INSTRUMENTATION AND EQUIPMENT 
This chapter describes briefly the Auger spectrometer used in this research 
and the basic specimen surface treatment techniques utilized. The Auger spectrom-
eter consists of an ultra high vacuum system and an electronic system for electron 
energy analysis. The ultra high vacuum system maintains the environment neces-
sary for the specimen surface to be prepared and studied. The basic capabilities 
of the high vacuum system are described in the first section. The Auger spectrom-
eter electronics are described in the following section, with emphasis on the method 
of obtaining the second derivative of the collector current necessary to form the 
Auger spectrum. The resolution of the energy analyzer is defined and two methods 
for subtracting the background slope in the low energy portion of the spectrum are 
illustrated. The next section compares the triode and Pierce type electron guns 
as electron beam sources. A simple power supply for the electron gun is also 
shown. The final section of this chapter is a very brief introduction to surface 
treatment techniques which can be carried out within the vacuum system without 
exposure to air. 
High Vacuum System 
The experiments reported in this work were performed in a Varian Associates 
custom ultra high vacuum system. The system has a 15 liter working volume, two 
gas manifolds, and a roughing manifold. The entire system is constructed of 
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non-magnetic s ta in less s teel , bakeable at 250 C. The vacuum system was leak 
free during all exper iments . A mechanical pump with zeolite t rap roughed the 
system from a tmosphere to 50 microns of m e r c u r y . No pump oils were ever 
detected in the high vacuum portion of the sys tem. A cryogenic sorption pump 
- 4 
then reduced the p r e s s u r e to 0.1 micron (10 t o r r ) . A 110 l i t e r per second 
noble ion pump and a t i tanium sublimation pump provided the ul t ra high vacuum. 
-10 -9 
Base p r e s s u r e for the sys tem was 4 x 10 t o r r when baked and 2 x 10 t o r r 
when not baked. 
Two specimen holders allow a pa i r of samples to be studied during a pump-
down. Each holder has four degrees of freedom and four electrical feedthroughs. 
One holder has an electron bombardment hea ter mounted on the back side of the 
specimen and the other holder has a pai r of e lec t r ica l ly isolated c lamps for mount-
ing specimens which a r e to be heated res i s t ive ly . In each case the specimen is 
e lectr ical ly isolated from ground so that any des i red bias potential can be applied. 
Specimens can be manipulated to allow ion bombardment cleaning, RF sputtering, 
mas s spec t romet ry of desorbed ions, or Auger analysis using either of two electron 
beam sources . 
Two precaut ions were taken to minimize pumping problems: exposure of 
the vacuum sys tem in ter ior to the a tmosphere was minimized by changing spec i -
mens quickly and all metal par t s were vapor degreased or washed in acetone 
before introduction into the vacuum. A specimen would typically be loaded in the 
—fi 
afternoon, the sys tem rough pumped and ion pumped to the 10 t o r r range in an 
o -9 
hour, be given a 10 hour 200 C bake overnight, and be on the 10 t o r r scale the 
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next morning. Residual gas analysis by a quadrupole mass spectrometer would 
show primarily water vapor when not baked and equal amounts of water vapor, CO 
and CO when baked. The water vapor content would gradually decrease after a 
number of days. Operation of the electron guns and the titanium sublimation pump 
would increase the H partial pressure. At these times H and CO would be the 
primary residual gases. Figure 9 shows a typical mass spectrum after baking. 
The vertical scale is linear in ion current. The most probable identifications and 
the atomic mass to electronic charge ratio are indicated for principal peaks. 
The dominance of the water vapor peak is a result of the low baking temperature 
used. 
Auger Spectrometer Electronics 
The Auger spectrometer uses a Varian three grid retarding potential elec-
tron energy analyzer. The concentric spherical grids and collector subtend a solid 
angle of 2T/3 stereradians. The first grid, the innermost grid, is operated at 
ground potential to maintain a field-free region between the specimen and analyzer. 
A retarding potential, negative for electrons, is placed on the second and third 
grids. These two grids are tied together so there is a uniform potential region 
between them; this maximizes the resolution of the analyzer. The collector, the 
outermost electrode, is a fluorescent screen operated at +220 volts to suppress 
secondary emission. The dc current to the collector is the sum of all incident 
electrons with energies greater than the retarding potential, multiplied by the 
transmission factor (0.5) for the grid system. 
Placing a small perturbation voltage on the retarding grids allows the 
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ATOMIC MASS/CHARGE RATIO 
Figure 9. Typical Residual Gas Spectrum of High Vacuum System. 
distribution of electrons with respect to energy to be determined by measuring the 
resultant perturbation in collector current. The collector current may be written 
in a Taylor series as a function of the retarding potential 
di(V ) d2i(V ) 
^ = ^ c P + ^ ~ (V-V + 2 - ^ T - ( V - V + * * * (3) 
dV 
where V is the instantaneous retarding potential, V is the dc value (a slow ramp 
in practice), and i(V) is the total instantaneous current to the collector. The per-
turbation potential is a sine wave of amplitude A and radian frequency 60. 
V = V + A sin cot (4) 
o v ' 
If the third and higher order terms may be neglected, substitution yields 
di (vo) 1 d
2 i (v o ) 2 2 
i(V) = i(V ) + —7= A sin cot + -r — A sin tot 
o dV & ,TT* 
dv 
•n, , d i ( V o ) A • • 1 ^ A2 l -cos 2 t t t w 
= l ( Vo) + -M~ A «*<* + 2 ~^2~A — • <5) 
The first derivative of i(V ) is the distribution of electrons with respect 
to energy and the second derivative of i(V ) is the derivative of this distribution. 
Thus the energy distribution may be identified with to in the frequency domain and 
the derivative of the energy distribution with 2 to. Auger spectra are normally 
the energy distribution derivative because small peaks on strong background slopes 
o/? 
are more easily seen in the derivative plot. Taylor describes the basic resolution 
36 
and sensitivity considerations for an Auger spectrometer based on a spherical 
grid analyzer. Equation (5), valid for small perturbations, shows that the 
cos 2cot term is proportional to the square of the perturbation amplitude. Taylor 
shows this relationship holds within 6% for Gaussian peaks if the peak-to-peak 
perturbation is equal to the full width at half-height. This relationship was veri-
fied and all spectra in this work meet this criterion. 
Electrostatic resolution for the grid system is 0.5% of the retarding poten-
tial, measured as the full width at half height of the elastic peak (region I of 
Figure 2). Thus the resolution of the analyzer is 0.5 eV at 100 volts retarding 
potential and 2.5 eV at 500 volts retarding potential. Biasing the specimen off 
ground potential or incorrect placement of the specimen will degrade this resolu-
tion. The resolution of an Auger spectrum shows the combined effects of the 
electrostatic resolution of the analyzer and of the perturbation signal placed on 
the retarding grids. While the resolution of the peaks may be degraded by using 
perturbation amplitudes in excess of the electrostatic resolution, the optimum 
perturbation amplitude from a signal to noise ratio viewpoint is the largest possi-
ble without preventing a square law behavior of Equation 3. 
As mentioned above, the second and third grids were tied together to 
improve analyzer resolution. A disadvantage of tying the second and third grids 
together is the high capacitive coupling, typically 30 pF, between the retarding 
grids and the collector. This coupling introduces a strong sin cot current into the 
synchronous detector and can overload it. A bridge circuit is normally used to 
null this capacitively coupled current. A schematic of the bridge circuit and 
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preamplifier is given in Figure 10. The preamplifier is a source follower JFET 
amplifier. The main requirements are low noise at a high input impedance level 
and low second harmonic distortion. Second harmonic distortion contributes a 
sin 2cct term which would compete with the true Auger current. The noise figure 
for the entire system is less than three decibels, which means that the observed 
noise power at the synchronous detector output for a given bandwidth is within a 
factor of two of the shot noise associated with the dc current arriving at the collec-
tor. Thus the system becomes "shot noise limited" and increasing the primary 
beam current to the specimen improves the Auger signal to noise ratio as the 
square root of primary beam current. 
A Princeton Applied Research model JB-4 lock-in amplifier is used as the 
synchronous detector. A transconductance type multiplier was fabricated to act 
as a frequency doubler to derive a reference sine wave of frequency 2u) . Figure 11 
shows a schematic of the frequency doubler. The R and 10R resistors on the sche-
matic are chosen to give the desired amplitude gain between the oo input and the 
2cc output. A separate low distortion oscillator provides the perturbation signal 
and the frequency doubler input. Figure 5 shows the complete electronic system 
in block diagram form. 
Inspection of typical Auger spectra shows there is a strong background 
slope from the slow secondary tail in the less than 200 eV energy region. This 
background tends to obscure small peaks. Since the background slope is similar 
to an exponential function of energy, an analog computer may be used to generate 
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This sum is then subtracted from the spectrum and the result plotted on the 
recorder. An example of such a subtraction is shown in the two curves of 
Figure 12. Molybdenum peaks at 95 eV and 83 eV are seen more clearly and the 
inflection corresponding to a molybdenum peak at 40 eV can be seen in the improved 
spectrum. A pair of exponentials was used in this example to simulate the back-
ground. Adjusting the exponentials for a good fit becomes very tedious when a 
large background must be subtracted. 
A second method considered was to regard the Auger spectrum as a video 
signal and remove the low frequency components which correspond to background. 
The analog computer formed the transfer function s/(s + a) and the Auger spectrum 
was passed through the filter. An example is shown in Figure 13. While small 
perturbations are more noticeable, for example the 90 eV silicon peak, the dis-
tortion introduced in the spectrum is objectionable because peak shape is an impor-
tant part of the fingerprint of an element. 
These two methods have disadvantages which prevent their use in routine 
Auger spectroscopy. Satisfactory results normally were obtained by using a 
small perturbation amplitude so that sufficient resolution was available from the 
analyzer. This criterion implies amplitudes of one volt rms or less in the low 
energy region. Three volts rms was used in the region above, say, 150 eV. 
Larger perturbation amplitudes would cause the loss of deviation from background 
by Auger peaks while the full background slope would be preserved. 
Electron Beam Sources 
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Figure 12. Molybdenum Auger Spectra with and without Subtraction 
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used in cathode ray tubes; in fact, the popular Superior Electronics type SE3K/5U 
was designed for cathode ray tube use. These guns are of the triode type. 
Figure 14 shows a schematic of the triode gun. The first electrode is either a 
filament, a bent tungsten wire shaped like a hairpin, or a cathode, oxide coated 
and heated indirectly by a filament. The second electrode is the filament can, 
which surrounds the cathode and has an exit aperture for the electron beam. The 
filament can is held at a negative potential with respect to the cathode so as to 
allow electrons to escape from only the center of the aperture. An image of the 
small escape region is focused on the specimen by an electrostatic lens structure. 
The first element of the lens structure is an accelerating electrode which forms 
the third element of the triode gun. While these electron guns can, and do, offer 
satisfactory service in many applications, they suffer two defects: the range of 
output current is limited and the beams have a current density cross section which 
varies as a Gaussian. The highest output current obtained with SE3K/5U type guns 
in this work was about 50 microamperes in a few millimeter diameter spot. 
A second class of electron guns is those which use rectilinear electron 
27 
flow, popularly called Pierce guns. Figure 14 shows a schematic of this type 
gun. A cathode, operated in a space charge limited mode, forms a collimated 
beam with low divergence which exits through an aperture in the accelerating elec-
trode. A second electrode, analogous to the filament can of the triode gun, is 
shaped so that the internal electric fields form the collimated beam. This shaped 
element approaches the surface of the cathode at an angle of 67.5 with respect to 
the beam axis and is held at cathode potential or slightly negative with respect to 
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Figure 14. Schematics of the Triode and Pierce Type Electron Guns. 
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the cathode. The accelerating electrode may be operated at ground (specimen) 
potential or placed at a potential between ground and cathode potential. By the 
combined action of the shaped electrode and the accelerating electrode it is possible 
to form collimated beams of uniform current density with a variety of diameters 
and total currents. The Pierce guns used in this work were capable of 500 micro-
amperes at 1200 volts accelerating potential into a 4 millimeter diameter spot and 
1200 microamperes into the same spot at 2000 volts. Any desired smaller spot 
size was available with corresponding reduction in total current. Figure 15 shows 
typical beam current density profiles for the two gun types. The uniformity of the 
Pierce profile is of great advantage in studying insulator surfaces where the ten-
dency of the surface is to charge to different potentials with different irradiation 
levels. 
A Philips Metalonics Type B impregnated cathode was utilized in the Pierce 
gun. This cathode offers superior performance in applications requiring exposure 
to the atmosphere. Whereas oxide cathodes can not always be reactivated after 
atmospheric exposure, one Philips cathode performed throughout the experiments 
of this work, approximately fifty pump-downs. Furthermore the cathode did not 
require reactivation, i. e . , heating above the normal operating temperature to 
-9 
restore emission, when operated in a 10 torr vacuum. The recommended fila-
ment current for this cathode was one ampere, but only six tenths of an ampere 
was required for emission in the high vacuum. Thus filament life was of no con-
cern and outgassing held to a minimum. The final benefit of the Philips cathode-
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Figure 15. Typical Current Density Profiles for Triode and Pierce 
Type Electron Guns. 
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would vary less than one per cent over a day's operation or from one day to the 
next. 
A simple power supply drove both the triode and Pierce guns in this work. 
A schematic is given in Figure 16. The primary requirements for such a supply 
are low ac ripple on the voltages, moderate long term stability, rejection of line 
voltage variations, and the ability to withstand a variety of fault conditions on 
the outputs. The ferroresonant transformer, Tl, was chosen with just enough 
output capacity for normal operation; thus any overload from a fault condition would 
cause a drop in voltage to the various isolation transformers T2-T6. The ferro-
resonant transformer also provides a constant voltage in the face of line voltage 
variations and has an output waveform which resembles a square wave. The square 
waveform means that simple filters may be utilized and still maintain a low ripple 
output. The other feature of note is the ten second time delay incorporated in 
the filament supply. Approximately seventy per cent of line voltage is applied 
during the ten second warm-up period. This allows the supply to be turned on with-
out excessive thermal shock to the filament and without adjusting the filament voltage 
control. 
Surface Treatment Techniques 
The high vacuum system in which this work was performed is capable of a 
number of surface treatment techniques. Specimens can be heated directly by 
passing current through them or indirectly by electron bombardment, reverse 
sputtered by argon ion bombardment, and reacted with gases. 
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Figure 16. Schematic Diagram of Electron Gun Power Supply. 
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system. Conductors and semiconductors may be heated directly by passing current 
through the sample. Resistance of semiconductors varies inversely with tempera-
ture, so one is forced to use a current limited power supply to prevent a thermal 
runaway condition from destroying the sample. The constant voltage/constant cur-
rent type of supply with automatic mode switching works very well. The output 
voltage-current product may be set so as to limit the maximum power to the speci-
men or, when contact resistance to the specimen is intermittant, the output voltage 
may be set high to break down insulating contact films and the output current set 
to deliver the desired current under normal conditions. Specimens taken from 
typical semiconductor wafers were heated to 950 C with about 15 watts input power 
(3 amperes, 5 volts) in high vacuum and about 50% more input power in an atmos-
phere of oxygen. 
While it is well known that achievement of a satisfactory contact to a speci-
men is easy in the high vacuum environment, a satisfactory high temperature 
contact for oxidizing atmospheres is more difficult. To make a satisfactory contact 
a slot was ground in alumina thermocouple tubing and a platinum contact wire passed 
through the center. A pair of such tubes would clamp the specimen, with the slots 
exposing the contact wire to the specimen. The alumina tubes are strong and com-
pletely inert at the temperatures utilized in this work. No evidence of migration 
of impurities from the support tubes was found, and furthermore contamination 
was not easily reverse sputtered from the tubes to the specimen (a problem with 
molybdenum holders). Platinum thermocouple wire made an excellent contact for 
moderate temperature applications. Platinum and silicon form an eutetic at 830 C, 
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yet specimen temperatures of 950 C could routinely be held for several hours 
before contact failure. Either the region immediately around the contact was at 
a lower temperature because of thermal conduction down the platinum wire, or the 
silicon-platinum alloy is formed slowly. No difficulty was encountered in oxidizing 
a silicon specimen at 950 C for thirty minutes in one atmosphere of pure oxygen. 
The platinum wire is held in intimate contact with the silicon specimen by adjusting 
the support holder for the alumina tubes so as to squeeze them together slightly. 
The natural oxide on a specimen breaks down with the application of a few tens 
of volts. From that time on the contact normally behaves in an ohmic fashion. 
Specimens which can not be heated resistively, such as complete wafers, 
are heated indirectly by electron bombardment. A small electron source was 
constructed on the rear of the ring holder used for complete commercial wafers. 
A three centimeter length of eight mil tungsten wire was coiled and placed in a 
small can so all emitted electrons are directed at the rear of the wafer. The fila-
ment and can are electrically isolated from the specimen ring. The filament is 
heated with about ten amperes to yield a temperature limited emission of 100 milli-
amperes. The filament and can are connected to a 1000 volt rms transformer 
secondary. Since the specimen is held at ground or biased positively, the heater 
functions as a half-wave rectifier. A 500 volt positive bias on the specimen is 
sufficient to heat a 1.25 inch diameter wafer to 900 C. 
Ion bombardment is another basic surface cleaning technique, useful for 
removing monolayer coverages of contaminants. A Varian ionization gauge was 
modified by removing the center collector wire. In operation the filament is 
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heated sufficiently to emit about 40 milliamperes. These electrons are accelerated 
to an anode wire shaped in the form of a helix. Their spiral path increases the 
probability of ionizing a gas atom in the volume. The entire structure is floated 
at a positive potential of several hundred volts with respect to the grounded outside 
shield, thus forcing the positive ions out the exit aperture. A small magnet placed 
next to the ionizing volume on the outside of the vacuum system causes the electrons 
to travel a longer path before collection and increases ionization efficiency by a 
factor of three or more. The ions are focused on the specimen, and given the 
major portion of their energy, by biasing the specimen at -1500 volts. Twenty 
-4 
microamperes is delivered with an argon pressure of 2 x 10 torr under this 
arrangement. 
Ion bombardment is a useful technique but can not be applied to insulating 
specimens because of charge build-up. Radio frequency sputtering can, however, 
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be applied to insulators. Here a plasma is created with about equal concentra-
tions of electrons and positive ions. The RF is applied to the specimen in an argon 
pressure of typically ten microns. Electrons are accelerated into the specimen 
during the positive portion of the cycle and positive ions during the negative por-
tion, with a charge balance being maintained. A commercial 90 watt "ham" trans-
mitter served as a RF source. It was matched to the high impedance load by a 
10:1 step-up autotransformer mounted next to the vacuum feedthrough. About 600 
volts rms was available at the feedthrough. Typical sputter cleaning requires 300 
volts rms, the lower pressures requiring higher voltages. The primary limitation 
of RF sputter cleaning seems to be the different sputtering rates for different 
52 
materials. For example, carbon was easily removed from aluminum but was not 
removed from silicon. Oxygen was easily removed from silicon but not from 
aluminum. Thus perhaps 40 angstroms of oxide was removed from a silicon 
sample while a monolayer or so of carbon remained in place. RF sputtering is 
useful for cleaning when the results can be verified independently, for example 
by using Auger spectroscopy. It is less useful for removing a known amount of 
material from the surface so as to expose an underlying layer. The plasma can 
be controlled by the placement of grounded electrodes where no plasma is desired. 
These are the "anode shields" well known in sputtering technology. An example 
of a well controlled RF plasma is shown in Figure 17. Such control insures that 
the surface is not contaminated by materials sputtered off surrounding surfaces. 
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Figure 17. RF Etching of a Specimen. 
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CHAPTER IV 
CALIBRATION AND INTERPRETATION OF 
AUGER SPECTROSCOPY 
This chapter will describe the theory available for calibration of Auger 
spectroscopy, make some contribution to this theory, and describe the present 
state of the art for interpretation of Auger spectroscopy. The basic conclusion 
drawn in this chapter is that, while absolute quantitative calibration is not yet 
possible, much information is available from the size of peaks in Auger spectra. 
Maximizing the information obtainable from spectra of commercial wafer surfaces 
was the goal of the work described here. 
The first section discusses the factors which allow identification of an 
Auger peak; these factors constitute the fingerprint of the peak. The second sec-
tion introduces calibration spectra of substances of particular interest in this work. 
The third section lists the basic quantitative factors in Auger spectroscopy. These 
factors are then described in greater detail in the following sections. The chapter 
concludes with calculation techniques for interpreting spectra. 
The Fingerprint of an Element 
Each element has its own characteristic Auger spectrum, but when com-
bined chemically with other elements it may exhibit an altered Auger spectrum. 
The details of the spectrum, the shape and location of the peaks, aid in identifying 
each contributor to a complex spectrum and also convey considerable information 
about the chemical bonding of the elements. The first factor considered will be 
the energy of the peaks, their location in the Auger spectrum. 
Equation 2 gave the retarding potential for an Auger transition as 
EA = V - V V A <6 ) 
where E is the potential applied to the analyzer; E , E , and E are the energy 
A Ŵ  X. Y 
levels of the transitions involved, expressed in electron volts; and 0 is the work 
A 
function of the analyzer material (gold) exposed to the incident electrons. Consider 
the case for carbon. 
E„ r = E„(6) = 283.8 eV E v = ET (6) = 6.4 eV 
W K A L~ 
E = E (7) = SL2eV 0 = 4.5 eV 
Y L2 
E = 263.7 eV (7) 
A typical carbon spectrum is shown in Figure 24. What discrete energy should be 
associated with this complex curve, extending over a 20 eV range? The convention 
is to choose the energy of the most negative deflection of the Auger peak, since this 
will be the best defined point, particularly when the signal to noise ratio is poor. 
This energy is 272 eV for carbon. The width and structure of the carbon peak results 
from the expansion of discrate energy levels into bands in the solid state and from 
small energy losses suffered by Auger electrons while escaping the solid. 
E expresses a most likely value of energy, or where one would expect the 
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maximum of the energy distribution peak for carbon to occur. This maximum 
corresponds to the internal zero in the Auger spectrum peak, shown at 262 eV in 
this example. The minimum of the Auger spectrum peak will normally occur at 
an energy slightly higher than the calculated value, E , but within a few electron 
A 
volts so that the difference is not disturbing. Given the convention for choosing 
an energy value to represent a peak, emphasis will be placed on changes in this 
value as a result of chemical state. 
Identification of peaks is normally accomplished with the aid of spectra 
from known standards because of the uncertainty in computed energy values. Thus 
the KL L transition is assigned to the carbon peak on the basis of the above compu-
Li A 
tation, but the Auger peak was first assigned to carbon on the basis of comparison 
with standards. 
The above computation was based on the assumption that the difference in 
the Fermi level of the specimen and that of the analyzer was just the retarding 
potential. This assumption is valid for specimens which are electrical conductors, 
but is not valid for insulators. Some mechanism must insure that the surface poten-
tial of the insulator is a constant, stable value. Obtaining a constant surface charge 
state is part of the art of the spectrometry. The surface potential may be ascer-
tained by noting the energy shift of some well known peak, e .g . , carbon, in the 
Auger spectrum. Other peaks are then measured with respect to the reference 
peak. A second method is fco note the location of the slow secondary peak and 
consider the initial rise as indicating the surface potential. 
A second factor in identifying a peak, or set of peaks, is the pattern of 
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relative peak heights. Again reference is made to standards. In general, all 
peaks noted in the standard should be found in the unknown before identification 
is complete. The following exceptions apply. Weak peaks may be overshadowed 
by competing peaks of other elements. Peaks in the low energy region may be 
lost in the steep background slope, particularly when excessive perturbation vol-
tage is used so that resolution is lost. Peaks in the low energy region tend to be 
narrow and require resolution of a few percent or better. Another cause of lost 
peaks in the low energy region is spatially uneven surface potential, so that the 
spectrum is a sum of slightly shifted spectra. Peaks in the high energy region 
may be lost because of inadequate analyzer resolution. Insufficient primary beam 
energy to cause the initial ionization will also reduce or eliminate high energy 
peaks. Thus a reference spectrum consisting of low energy peaks from an M level 
vacancy and high energy peaks from an L level vacancy might not be duplicated if 
the primary beam could not ionize the L level. 
Two more criteria apply when identifying an Auger peak. Careful considera-
tion should be given to the possibility of artifices before a peak is assigned to an 
element which is not plausible for the specimen. The relative height of the peak 
helps determine whether the assignment is plausible or not. A second test is to 
vary the primary beam potential by a few percent and see if the spectrum remains 
stable. Many artifices are sensitive to the beam energy and will "follow" the beam 
potential, whereas the energy level of a true Auger transition is independent of the 
primary beam energy. 
Given that the energy levels of a spectrum and the relative peak heights are 
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correct, the next question of interest is the shape of the Auger peak. Again, does 
the peak in question agree with published standards? Several factors may influence 
the observed peak shape. The type of analyzer is important because varying reso-
lution will obviously change details of the peak shape. A strong positive background 
slope will cause the initial r ise in a peak to be larger and the following dip smaller. 
Non-instrumental effects include the superposition of two peaks at approximately 
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the same energy and the shifts in peak shape caused by chemical bonding. This 
latter effect, "chemical •shifts," is useful in that it allows one to estimate how sur-
face constituents are chemically bound. For example, the principal silicon peak 
changes from 92 eV to 75 eV when silicon is oxidized to form SiO . The shape of 
the carbon peak in graphite is significantly different from the carbide peak, e. g., 
SiC. Methods for estimating the magnitudes of chemical shifts caused by the 
17 
change in binding energies with bonding have been given by Siegbahn. Transi-
tions reflect the density of states in the affected bands, as mentioned previously. 
Normally, the density of states is such that the Auger spectrum is symmetrical 
with respect to the background line, e .g . , see Figure 18 for oxygen. Carbon and 
the low energy silicon peaks, on the other hand, involve valence band transitions 
which result in non-symmetrical peaks, as in Figure 24 and Figure 19. These 
transitions are particularly sensitive to bonding state. 
The following is a summary of the features commonly seen in Auger spec-
tra. The two dominant features are the elastically scattered primary peak and the 
slow secondary peak. The elastic peak has a number of subsidiary peaks, called 
characteristic loss peaks, in the 100 eV energy range below the primary beam 
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energy. These result from excitation of electron plasma resonances in the solid 
by the primary beam. Study of these losses is often coupled with low energy 
electron diffraction characterization of a surface. Another form of loss peak 
comes from the ionizations which lead to Auger emission. These ionization loss 
peaks are small compared to the dominant Auger peaks in a spectrum, whereas 
loss peaks associated with resonance excitation are much larger than Auger peaks. 
Ionization loss peaks are discussed in Chapters V and VI. In addition to the true 
Auger peaks, there often appear peaks caused by charging problems. These are 
called "artifices" because they are trickeries of the experiment. These peaks 
might also be called anomalies or spurious peaks, and are sometimes called 
artifacts. Chapter VI is devoted to the difficulties caused by specimen charging. 
Calibration Spectra 
Auger spectra from a sequence of calibration experiments will now be 
introduced. These spectra a re for cleaned, bulk specimens. They aid in inter-
pretation of Auger spectra of specimens containing many constituents and also 
motivate the following discussion of the theory of Auger spectroscopy. 
The first substance considered is silicon. The specimen was a commercial 
wafer which had been polished. An Auger spectrum of the wafer, as inserted in 
the vacuum system, is shown in Figure 18. The dominant characteristic is the 
graphite contamination, although the silicon and oxygen peaks characteristic of 
SiO are clearly seen. The specimen was then cleaned by argon ion bombardment 
. 2 
for 18 hours with a current density of 20 microamperes/cm and an accelerating 
potential of 1700 volts. The spectrum of the resulting surface is shown in Figure 19. 
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Figure 19. Auger Spectrum of Silicon Wafer after Cleaning. 
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The 92 eV peak, characteristic of elemental silicon, is now dominant with only 
a small residual of oxygen and carbon. The dopant, boron, is clearly seen. It 
-3 
should be noted that this wafer was heavily doped, p = 5 x 10 ohm-centimeters, 
so the strength of the boron peak is not surprising. The complex at 200 and 
215 eV is from argon adsorbed on the surface during the bombardment. Heating 
the surface to about 750 C for 20 minutes in the high vacuum removed this argon. 
A scale factor for the ordinate is shown on the spectra. The strength of 
an Auger peak is measured by the difference between the maximum and minimum 
2 
deflections in the peak. The units for this measure are amperes/eV . The scale 
factor is shown as the distance between the arrowheads on the right hand side of 
the plot. A multiplication factor is often shown beside portions of the spectrum. 
This factor expresses the increase in sensitivity over the basic sensitivity implied 
. 2 
by the scale factor. For example, if the scale factor is 10 picoamperes/eV , and 
the multiplication factor is X 25, a unit deflection in this portion of the spectrum 
/ 2 corresponds to 0.40 picoamperes/eV . 
An energy, expressed in electron volts, is often shown associated with 
important peaks in the spectrum. This energy is measured at the most negative 
deflection of the Auger peak. A pair of fast digital voltmeters were utilized to 
determine these values. Therefore, the accuracy of the measurement is higher 
than would be expected from a measurement based on the graphical data. The 
resolution of any energy is implied by the number of digits given; thus 272 means 
272 + 1 eV, and 91.5 means 91. 5 + 0.1 eV. The accuracy of the energy level 
measurement is limited by the uncertainty in the analyzer work function, the 
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accuracy of the voltmeter, noise in the ordinate channel, and any uncertainty in 
the specimen surface potential. The analyzer grids were gold-plated; comparison 
with analyzers employing a different material will require correction for the work 
function difference. The voltmeter was a calibrated 5 | digit instrument. Noise 
in the spectrum was reduced to insignificant levels by adequate filtering. Surface 
potential uncertainties were accounted for by the techniques described in Chapter VI. 
An expanded view of the silicon peak is shown in Figure 20. The scale of 
the energy axis is now 10 eV per unit. The silicon peak is characterized by a maxi-
mum negative deflection at 91.5 eV. This value will be used as a "tag" for elemen-
tal silicon in future work. There is a sequence of lower energy peaks associated 
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with the 92 eV peak. These peaks are attributed to various phenomena in the 
literature; the prevalent opinion is that they result from excitation of resonances 
in the valence electron cloud of the specimen. Thus some of the Auger electrons 
lose discrete amounts of energy before escaping the solid. These subsidiary peaks 
help fingerprint the element. 
The silicon surface of Figure 19 was then oxidized thermally in an atmos-
o 33 
phere of dry oxygen by heating to 875 C for 100 minutes. Standard tables show 
this gives a 300-400 angstrom SiO film. The Auger spectrum for the oxidized 
surface, shown in Figure 21, has only a trace of argon as contamination. The 
principal silicon peak shifted in energy to 75 eV because of the oxidation. There 
is also a significant peak at 60 eV for the oxidized state. 
Figure 22 gives an expanded view of the oxidized silicon, peak. Notice that 
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Figure 20. Expanded View of the Silicon Auger Peak. 
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Figure 22. Expanded View of the Silicon, as SiO , Auger Peak. 
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Figure 21. The expanded view was taken after significant electron bombardment 
by the Auger spectrometer. The electron beam will reduce the oxide surface to 
form SiO and, if carbon as graphite is present, will also form SiC. These effects 
are discussed further in Chapter VH. The dashed line in the expanded view is an 
interpolation, based on Figure 21, for the case of only SiO present. 
A silicon monoxide specimen was the subject of the spectrum in Figure 23. 
The sample was a solid of the type used as an evaporation source. Obviously the 
surface was not cleaned. Several attempts were made using ion bombardment and 
reverse sputtering to clean the specimen. These were not successful because of 
specimen charging. Chemical treatment of the specimen before inserting it in the 
vacuum system was not utilized for fear of changing the oxidation state of the sur-
face. Probably the only way to obtain a clean silicon monoxide surface is to evapo-
rate SiO onto a substrate in the high vacuum. The difficulty of such a high temper-
ature evaporation was not warranted in this work. Although Figure 23 can not be 
used to establish amplitude calibration for SiO, it does show the energy of the 
silicon peak, in the form of SiO, is 90 eV. 
That the peak is truly for SiO is deduced by a process of elimination. The 
silicon is likely to be oxidized because of the significant oxygen peak. There is 
no 75 eV peak though, which would correspond to SiO . The 90 eV silicon peak is 
^ j 
not from silicon carbide, for which the silicon peak occurs at 89 eV, because the 
carbon peak has the characteristic graphite shape, rather than the carbide shape. 
Therefore, since the specimen was bulk SiO, we conclude that the spectrum is 
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Figure 23. Auger Spectrum of Contaminated Silicon Monoxide. 
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The final specimens considered are graphite and silicon carbide. The 
graphite specimen was an amorphous solid cut from a graphite "brick'' of the 
type used for nuclear sMelding. No surface cleaning treatment was utilized. The 
spectrum is amazingly clean, with only t races of sulfur and chlorine. Figure 24 
shows two views of the carbon, as graphite, peak. The minimum occurs at 
272.5 eV. Notice there is a maximum at 250 eV and a minimum at 243 eV. Com-
pare the graphite peak with the carbon peak of silicon carbide, shown in Figure 25. 
The SiC maximum deflection occurs at 274 eV and the peak is characterized by a 
maximum in the neighborhood of 243 eV and minima about 250 eV. In addition 
there is a prominent maximum at 263 eV, where the graphite peak shows a plateau. 
The silicon peak of silicon carbide is shown in Figure 26. The maximum 
deflection is at 89. 0 eV. There is a maximum at 75 eV, just where Si and SiO 
have minima. These details assist in differentiating between the various forms 
of silicon and carbon on semiconductor wafers. 
The energies and peak shapes presented in this section are in qualitative 
34 31 
agreement with those in the literature. Grant and Hass, and Taylor made 
the basic contributions to the study of silicon with Auger spectroscopy. The data 
presented in this section are, however, significantly more detailed than that in the 
literature. 
The calibration specimens were also studied as a function of primary beam 
energy and angle of incidence. The peak height was normalized by dividing by the 
primary beam current im. the following figures. Thus the peak height is expressed 
. 2 
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Figure 25. Expanded View of Carbon, as Silicon Carbide, Auger Peak. 
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Figure 26. Expanded View of Silicon, as Silicon Carbide, Auger Peak. 
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linear in primary beam current, so comparison with data taken at different 
current levels is no problem. 
The first figure, Figure 27, shows the variation in the silicon peak for 
elemental silicon and silicon dioxide as a function of incidence angle. The response 
of elemental silicon increases at grazing angles but the response of the oxidixed 
silicon does not. This variance in behavior as a function of incidence angle is 
typical. It is attributed to variations in the scattering of the primary beam as it 
passes through the surface region. A detailed theory predicting the behavior at 
grazing angle is not available at this t ime. Thus one is forced to use empirical 
calibration curves for each element when the angle of incidence is varied. 
Figure 28 is the corresponding curve for silicon and carbon of silicon car-
bide. The behavior of silicon as SiC is seen to be essentially independent of inci-
dence angle. The carbon peak, as SiC, is also essentially independent of angle. 
The response of carbon as graphite, shown in Figure 29, however, is different, 
showing a maximum at approximately 20 degrees. This maximum is stronger at 
higher beam energies. Notice that the graphite response falls to a low value at 
angles close to grazing. 
The carbon peak was studied as a function of primary beam energy at nor-
mal incidence. This data is shown in Figure 30 as a function of the normalized 
energy variable U. The peak is seen to occur at about U = 5. Compare this with 
Figure 4, which showed the behavior of the K and L shell ionization probabilities 
as a function of U. The maximum of the ionization probability occurs at U ~ 2 .5 . 
The implication of this variance between the two curves is that the driving function 
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Figure 27. Auger Peak Height as a Function of Primary Beam Angle of 
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Figure 28. Auger Peak Height as a Function of Primary Beam Angle of 
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Incidence and Energy for Carbon as Graphite. 
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Figure 30. Auger Peak Height as a Function of Primary Beam Energy 
at Normal Incidence for Carbon as Graphite. 
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for Auger emission must contain terms in addition to the primary electrons at 
the beam energy. These additional sources cause the overall response to peak 
at a higher energy. This problem is discussed more later in this chapter. 
Basic Quantitative Considerations 
The interpretation problem facing the Auger spectroscopist may be stated 
thusly: 
"Given the primary beam energy, current, and angle of incidence, and the 
energy analyzer characteristics, hew does one calibrate the peak heights?" 
The answer is that one cannot, without knowledge of the spatial distribution of the 
constituents in the specimen. This result follows from the fact that the observed 
Auger current is the summation of the Auger emissions from different points in 
the specimen, each point with its own peak amplitude weighting function. The 
problem can be solved exactly only in those simple cases when the constituent dis-
tribution is known a priori . An example of a known distribution would be a mono-
layer adsorption of a material onto a substrate. Even though the problem can not 
be generally solved at the present time, a thorough understanding of the available 
theory is useful to the spectroscopist in making qualitative interpretations. Addi-
tionally, certain quantitative interpretations can be made by utilizing the theory in 
conjunction with calibration spectra from standards. 
The observed Auger spectrum may be written as a double summation: 
Auger Spectrum = £ £ (Sources)(Auger Electron Yield) x 
energy space 
(Escape Probability) (Detector Efficiency). (8) 
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The sources are those electrons in the specimen which can cause the initial 
ionization of the Auger process. The sources have a spatial distribution in the 
specimen and also have an energy distribution. The Auger electron yield is 
determined by the numerical density of each constituent and the ionization and 
transition probabilities for each constituent atom. The numerical density obvi-
ously has a spatial variation and the ionization probability is a function of the energy 
of the source electron. The escape probability of the Auger electron depends on 
its location in the specimen and on its energy. Detector efficiency is often a 
function of Auger electron energy, and can also be a function of the location of the 
emitting atom in the solid, 
Of all these factors, only the detector efficiency can be determined with 
precision. This is not to say that certain experiments can not be calibrated with 
precision. Again the common example is the adsorption of a monolayer onto a 
previously defined substrate. This type of experiment, unfortunately, does not 
allow a spectrum from an arbitrary specimen to be interpreted with like precision. 
For the case of commercial oxide surfaces, the calibration factors developed from 
adsorption type experiments might typically allow the peak heights to be calibrated 
to within _+ 25%. This uncertainty is the result of the uncertainty introduced in each 
of the factors as one goes from the well defined monolayer adsorption experiment 
to the realistic case of several monolayers of varying composition contributing to 
the spectrum. The remainder of this section is a more complete description of 
each of the factors which contribute to the Auger response. The discussion of each 
of the primary factors is expanded in a later section. 
The first factor considered in more detail will be the sources. At first 
glance, one might say there is only one source: the primary beam electron. 
However the primary electron may undergo both elastic and inelastic scattering 
before ionizing an atom and causing an Auger emission. Therefore the incident 
direction and energy of the ionizing electron is not known in the general case. 
For convenience the source electrons will be divided into three classes: (1) the 
primary electrons, (2) the electrons elastically scattered from deep within the 
solid back towards the surface, and (3) the energetic secondary electrons created 
by primary electron collisions. Obviously this division is somewhat arbitrary, 
but it is useful because these sources have characteristics which can be attributed 
to the specimen. The first class, the primaries, is that which is considered in 
simple theories. The second class, also called backscattered electrons, is the 
first refinement normally made to the theory, and the third class, the secondaries, 
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has only recently been recognized as important. The relative importance of 
each of the sources will be discussed fully in the following section. 
The primary beam is characterized by four quantities: current content, 
current density, energy, and angle of incidence onto the specimen surface. The 
total source function is linear in primary beam current because each emission is 
independent of others. This linearity was verified over two orders of magnitude 
of primary beam current. If each emission is truly independent of other emissions, 
then the source function should be independent of the current density of the primary 
beam. This it was found to be. The Pierce gun made it possible to perform the 
experiment in two ways. In the first method the spot size of the beam was held 
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constant while the beam current was reduced by a factor of three. The Auger peak 
heights were similarly reduced by a factor of three. The second method was to 
hold the beam current constant while changing the spot area by a factor of ten. 
This time the peak heights remained constant. This experiment was performed 
on a clean graphite specimen in a well baked vacuum system. This surface was 
relatively free of adsorbed gases. A surface contaminated by adsorbed gases 
would likely not have an Auger response independent of current density because 
19 
of electron beam induced adsorption or desorption. Harris reported the adsorp-
tion of carbon onto his specimen surfaces by the electron beam and the present 
—8 
author noted the desorption of water vapor from graphite in an unbaked (10 torr 
H O partial pressure) vacuum system. Unless noted to the contrary, the results 
reported in this work were not affected by such phenomena. Maintenance of the 
-9 -10 
residual gas pressure on the low 1© , or 10 , torr range is normally a suffi-
cient precaution. 
The third quantity of interest i s the primary beam energy. The principal 
effect of primary beam energy is on the ionization cross section for each atom. 
The ionization cross section is an important factor in determining the Auger yield 
for each source electron. The cross section behavior with respect to source 
electron energy was shown in Figure 4, as the probability of ionization by a 
source electron. A more subtle influence of primary beam energy is on the scat-
tering of the primary beam. It is this scattering which gives rise to the other two 
sources, the backscattered electrons and the secondaries. The fourth quantity of 
interest, the primary beam angle of incidence, is also important to scattering 
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phenomena; it is the scattering phenomena which prevent absolute calibration of 
the spectroscopy. 
Summarizing, the primary beam is characterized by four quantities: total 
current, current density, energy, and angle of incidence. The first two quantities 
may be accounted for exactly, but the latter two contribute to scattering of the 
beam within the specimen and cannot be accounted for exactly. 
The second factor contributing to the Auger peak amplitude is the yield 
per source electron. The ionization cross section gives the probability of an 
ionization, per incident source electron, when multiplied by the number of atoms 
per unit area in the bombarded film. Care must be exercised when computing the 
numerical density of the material, since the material may not be crystalline or, 
even if the specimen i s a crystal, the density may depend on the incident direction 
of the source electron. Other factors influencing the yield are chemical bonding 
and competing neutralization processes, including electron stimulated desorption 
which is discussed in the next chapter. Thus the Auger yield factor can only be 
estimated for a general specimen. 
The escape probability for the Auger electron is the third factor contribu-
ting to the peak amplitude. Inelastic scattering causes the Auger electron to be-
come part of the background current. This scattering is energy dependent, so 
higher energy Auger electrons may, on the average, escape from greater depths 
than lower energy Auger electrons. Thus this energy dependence is on the energy 
of the Auger electron itself and not on the energy of the source electron. The 
escape probability obviously depends on the scattering characteristics of the 
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material between the point of origin and the vacuum interface. Therefore the 
escape probability of the Auger electron, a factor in determining the peak ampli-
tude, is itself a function of the constituents of the specimen, the quantities to be 
determined by the Auger spectrum in the first place. 
The fourth factor of the Auger spectrum is the efficiency of the detector. 
The efficiency of the energy analyzer and detector electronics can be measured 
in a straightforward fashion. A more subtle problem is that of the angular distri-
bution of the emitted Auger electrons and any variation in this distribution with 
respect to the depth of the emitting atom in the solid. Fortunately the spherical 
retarding grid analyzer is relatively insensitive to the variations of those distri-
butions encountered in practice. 
The final consideration when interpreting Auger spectra is the influence 
of surface morphology. Consider a coordinate system in which the x-y plane is 
defined by the vacuum-specimen interface and the z direction is normal to the x-y 
plane. The above discussions have been based on a specimen homogeneous in the 
x and y directions, but with variations in depth, the z direction. Variations in the 
x and y directions lead to much more complicated problems. The most common 
example is that of a rough surface. A second common example is the localized 
adsorption of contaminants on the surface. Surface roughness will change the 
angle of incidence of the primary beam, and adsorption will often affect chemical 
bonding of the surface atoms which, in turn, changes the nature of the Auger peak. 
Any theory which is to be used for calibrating Auger spectroscopy must 
account for the factors listed above. The theory prevailing in the literature at the 
1 
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present time was originally proposed by Bishop and Riviere in 1969. Several 
oc* on 
additions and modifications have recently been added. ' The only signifi-
1 fi 
cantly different theory that has been proposed was by Harris, also in 1969. 
The principal point of difference is in the handling of the source factor. Bishop 
and Riviere model the primary electron as passing through the Auger escape 
volume on a straight line, oriented the same as it entered the specimen. Back-
scattered electrons are considered as an additional source, but the.effect of 
energetic secondaries is not normally considered. The sources in the Bishop 
and Riviere model are characterized by well defined orientations. The source 
in the Harris model, on the other hand, is considered to be isotropic, because 
of the scattering of the primary beam as it passes through the solid. The model 
proposed in this work is , in a sense, midway between these two extremes. The 
primary beam is considered well oriented as it enters the first monolayer of the 
specimen. However it is quickly scattered, particularly when it approaches at 
grazing incidence. For the remainder of the Auger escape region the sources 
are essentially isotropic. This model is based on measurements of the Auger 
response as the primary beam angle of incidence was varied. 
While the Bishop and Rivie re model does make a prediction of the behavior 
of the Auger response as the beam angle is varied, there is no report in the liter-
ature of measurements, made over the complete range from grazing incidence to 
normal incidence, to support that theory. The only complete measurements 
reported were by Harris, and these were with an analyzer configuration which is 
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difficult to compare with the retarding grid or cylindrical mirror analyzers. 
Hopefully the measurements made in this work will stimulate additional investi-
gations into the nature of the sources of ionization for Auger emission. These 
measurements a r e explained by the above model containing both oriented and 
isotropic characterist ics. Unfortunately the model is not yet complete enough 
to predict a priori Auger response as a function of primary beam angle, based 
on primary beam, energy, crystallographic data, etc. What the model does allow 
one to do is to explain, or justify, experimental data and to utilize the data in 
interpreting spectra from similar specimens. For example, data was presented 
in the previous section showing the variation in the Auger peak height with primary 
beam angle for an uncontaminated silicon specimen. This variation in peak height 
with beam angle i s a result of the scattering characteristics of silicon. These 
same characteristics are present when, say, the surface is contaminated with a 
monolayer of graphite. Thus the practical case, the contaminated surface, is 
interpreted based on data from the calibration spectra of the previous section. 
This section has attempted to give an overview of the factors which con-
tribute to the heigM of an Auger peak. Each of these factors are discussed fur-
ther in the following sections. It should be reiterated that while the theory of 
Auger spectroscopy is not yet complete, much is known about the interpretation 
problem and the spectroscopy has proven useful in applications. Perhaps the 
greatest contribution of this chapter is that all of the factors influencing cali-
bration have been brought together so that at least the outline of a complete 
theory is now available. 
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Sources 
This section describes the sources within the solid which cause the initial 
ionization necessary for Auger emission. With electron excited Auger spectros-
copy these sources a re energetic electrons in the solid. The simplest model 
for Auger spectroscopy would have only one source: primary electrons with 
energy and orientation equal to that of the incident beam. There is considerable 
evidence, however, that many of the ionizations leading to Auger emission are 
caused by scattered primary electrons and by energetic secondary electrons. 
Thus it is profitable to consider the response of the solid, that is, Auger elec-
tron emission, as the superposition of responses to elementary excitations: the 
sources. The analogy to linear circuit theory is obvious. 
The remainder of this section will describe the nature of the excitation 
sources in general t e rms , specifically describe the model prevalent in the Auger 
literature, show the need for a more general description of the sources, and, 
finally, describe the characteristics of the elementary sources necessary for 
quantitative interpretation of Auger spectra. 
The interaction of an electron beam with a solid is a complex process still 
not well understood. Figure 31 illustrates the general situation present in elec-
tron excited Auger spectroscopy. Consider the incident primary beam to be, 
for the moment, directed normal to the surface. The region from which an Auger 
electron can escape the solid, with little energy loss, is small compared to the 
region over which the primary beam is scattered and loses its energy. Most of 
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Figure 31. Schematic Representation of the Interaction of an Electron 
Beam with a Solid. 
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remainder of the solid. Therefore it is useful to think of the Auger escape region 
as a thin film, a few monolayers thick at most, on a substrate, the remainder of 
the solid. The thin film is almost transparent to the primary beam. Of course 
some of the primary electrons do cause ionizations in the film, and in so doing 
may create energetic secondary electrons also capable of causing ionizations. 
Additionally, there is a flux of backscattered electrons from the substrate into 
the film. These backscattered electrons may create additional secondaries. 
Each of these sources of energetic electrons must be considered by the model. 
Two philosophically different approaches have been proposed in the Auger 
l i terature. One is microscopic in its level of detail; the other is macroscopic. 
5 
The theory of Bishop and Riviere is microscopic in detail. The interaction of 
the electron with the solid is described by separate representations for elastic 
and inelastic scattering, and the probability for ionization by the source elec-
5 
trons is described by the Worthington-Tomlin approximation. The alternative 
16 
approach, macroscopic in nature, was advanced by Harris during the initial 
development of Auger spectroscopy but has not received the attention in the litera-
ture that the Bishop and Riviere theory has received. The present author believes 
that the macroscopic approach leads to a model of greater utility in interpreting 
Auger spectra, and much of the theoretical portion of this work is devoted to 
improving this macroscopic model. The trade-off is between the ultimate limi-
tations of the model and its present utility. The microscopic model, when refined, 
will allow optimization of the spectroscopy and interpretation of spectra. On the 
other hand, within our available knowledge the microscopic model does not 
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permit interpretation of spectra from general specimens to the same degree of 
accuracy as the macroscopic model, 
Rather than be concerned with separate elastic and inelastic scattering 
phenomena, the macroscopic approach is concerned with penetration of the elec-
tron beam into the solid and dissipation of the beam energy along its path. Harris 
described the dissipation of the energy as an exponential decay of energy with 
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penetration depth. Makhov, in work not concerned with the Auger effect per 
se, arrived at an empirical description of penetration depth and energy dissipation. 
The utility of Makhov's work is that the applicable energy range coincides with 
the primary beam energies used in Auger spectroscopy, whereas other models 
are based on significantly different energy ranges and must be extrapolated to 
the Auger spectroscopy range. 
The Bishop and Riviere model considers two sources: primary electrons 
with energy and orientation equal to that of the incident beam, and back scattered 
electrons from the substrate. The backscattered electrons are characterized 
by their most probable orientation and their mean energy loss . The Auger elec-
tron yield factor of Equation 8 is accounted for by the Worthington-Tomlin approxi-
mation, discussed in the next section, and the escape probability is considered to 
be one for Auger electrons from the top monolayer if directed towards the surface 
and zero if otherwise directed. The escape probability factor was recently refined 
36 
by SeahTs work, and now considers Auger electrons originating deeper within 
the solid. 
The source function of the Bishop and Riviere theory is given for a primary 
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beam of N electrons by 
o J 
N = N r esc ^ (9) 
s o 
where N is the equivalent number of electrons passing through the Auger escape 
s 
region at normal incidence, with the transmitted electrons absorbed by the sub-
strate, r is then the correction factor for backscattering by the substrate, and 
d is the angle of the primary beam, with 90 for the normal to the surface. 
Values for r lie between 1.1 and 1.9 for the typical cases considered by Bishop 
and Riviere. 
Some features of the Bishop and Riviere model have been verified experi-
mentally. It estimates the Auger current for monolayer coverage on a substrate 
-5 -4 
as 10 to 10 times the primary current for normal incidence. Meyer and 
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Vrakking have achieved good (+ 20%) agreement, after making adjustments to 
parameters in the model, for fractional monolayer coverages at normal incidence. 
The Bishop and Riviere model might be called a "straight line" model since 
scattering of the incident beam is not assumed. Furthermore, the possibility of 
energetic internal secondary electrons contributing to the Auger yield is not con-
35 
sidered. Houston and Park have offered evidence that the internal secondaries 
are an important source of ionizations. This deficiency in the model would be 
most evident in homogeneous specimens where an appreciable contribution comes 
from the underlying layers . The Meyer and Vrakking work, on the other hand, 
was done on fractional monolayer coverages of an adsorbate on a foreign substrate, 
There is no real question that the path length through the escape region has 
91 
an influence on the probability of ionization and Auger emission. The difficulty 
results from trying to relate the external parameters of the beam, the angle of 
incidence and energy, to the internal parameters, the energy and angular distri-
butions as a function of depth into the material. Obviously it is the energetic 
electron inside the solid that gives rise to the Auger emission. It is worthwhile 
to compare the probability that an electron of energy E will be scattered through 
an angle 0by the time it has lost a fraction AE/E of its energy. Following 
40 
Everhart and Hoff, the rate of change of mean kinetic energy along a path s 
for nonrelativistic electrons is 
-f^^S-©] 
where e is the electronic charge, N is Avogadro's number, Z the atomic num-
ber, A the atomic weight, p the mass density, and I the mean excitation energy 
for electron energy loss in the solid. The large angle scattering is estimated by 
using the Rutherford cross section for an unshielded nucleus. The probability 
p(ft E) of an electron of energy E being scattered through an angle 0in a distance 
As by a material characterized by Z, p, and A will be 
* sin (6/2) 
where the electron is scattered into a differential solid angle dO. To find the 
probability P(0 <0<0 ), the above expression must be integrated through the 
X Li 
angle 0 using dO = 2 n sin 0d8. The probability for large angle scattering can be 
written in terms of the fractional energy loss AE/E obtained from Equation 10. 
^ = - ^ - - f (InE/DAS (12) 
E 
e1 sin (e/2) 
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An approximate expression for the mean excitation energy is I = 13 Z. The 
integral obviously contains a singularity at zero deflection. This singularity is 
removed by restricting the minimum value of 8 . The physical argument is that 
small deflections correspond to large impact parameters, that i s , the electron 
passes by the atom at some distance and its path only mildly perturbed. But at 
this distance the nucleus is shielded by the outer electrons and so there is no 
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real deflection for such paths. In the present case we are not concerned with 
small deflections, so the formula may be used with confidence. The formula 
was evaluated numerically for the following case: 
Z = 6 (carbon) 
I = 78 eV 
E = 1500 eV 
A E = 300 eV, corresponding to a K shell ionization 
S1 =30° 
% = 90° 
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The resulting probability is 0.75. This is to be interpreted in the following 
way. The energy loss expression, Equation 12, is for loss of mean energy of an 
ensemble of electrons as a function of path length. Equation 12 is evaluated for 
300 eV mean energy loss of a 1500 eV beam. The resulting path length As is 
substituted into Equation 11 fco determine the probability of large angle scattering. 
Since the inelastic scattering model used here does not include any angular 
deflection (in this case, a conservative assumption), the high probability of 
elastic scattering says that direction of the primary electron is likely to be dif-
ferent from that of the incident beam by the time it has lost significant energy. 
Of course this still does not specify the angular distribution of primary electrons 
within the Auger escape region, since the mean energy loss for the beam takes 
place mostly outside the Auger escape region. One must have other evidence 
before this angular distribution may be hypothesized. 
Further evidence of the diffuse scattering of energetic electrons in the solid 
42 
i s offered by the resu l t s of Jonke r , who experimental ly studied the nature of 
secondary emission. In the low energy region, region III of Figure 2, the inter-
nal angular distribution of electrons is isotropic, with essentially no dependence 
on the angle of incidence of the primary beam. These are slow electrons, which 
are expected to have suffered many inelastic collisions before escaping the solid. 
In the intermediate energy range, region n of Figure 2, the angular distribution 
of the electrons is also isotropic internally. As the angle of incidence of the 
primary beam is changed towards a grazing angle, the distribution remains 
almost unchanged, with only a slight shift in the direction of the incident beam. 
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Thus those electrons which have lost a significant fraction of their energy also 
have suffered significant deflections. However, the electrons of region I, those 
which have not lost significant energy, show a distinct maximum in the direction 
of a specularly reflected beam. These electrons behave as if they have suffered 
one characteristic elastic, large angle, scattering; electrons which have lost 
significant energy behave as if they have suffered many random collisions. 
A secondary electron cascade like that described by Wolff therefore seems 
43 
an appropriate model. The primary beam is likely to suffer large angle deflec-
tion by the time it has lost a significant fraction of its energy. When the primary 
electron does suffer an inelastic collision, it is likely to lose enough energy so 
that the secondary electron will have an energy falling in region II of Figure 2. 
The distribution of these energetic secondaries, as a function of energy E, is 
2 * 
given by Wolff as proportional to l /E , for E larger than 100 eV. Therefore, 
most of the energetic secondaries will have low or intermediate energies, but 
some will contain a significant fraction of the energy of the incident primary. 
44 
Streitwolf shows that most of these energetic secondaries produced by inelas-
o 
tic scattering of a primary electron to be initially contained within a 90 cone 
centered about the direction of the primary. These secondaries may be con-
sidered isotropically distributed because of the scattered nature of the primary 
The 100 eV lower energy limit was chosen by Wolff as the dividing line 
between the high energy region, where each collision results in small fractional 
energy loss, and the low energy region, where each collision results in signifi-
cant (~|r) fractional energy loss. Electrons of energy less than 100 eV may be 
neglected in practical Auger spectroscopy where the binding energies of interest 
in the initial ionization a r e greater than 50 eV. Thus the 100 eV lower limit does 
not impair the utility of the theory. 
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beam and the scattering the secondaries themselves will undergo. 
The fundamental question, that of the nature of the source function inside 
the Auger escape region, has not yet been answered. Through some arbitrarily 
thin region one would heuristic ally expect the geometric argument to prevail. In 
the bulk material the diffuse, or scattered, model would seem logical. Behavior 
of the Auger yield as a function of incident beam angle suggests that a model mid-
way between the above two extremes is appropriate. Auger yield does vary with 
the angle of incidence, but not as rapidly as predicted by Equation 9 and the 
response does not show the singularity at grazing incidence. Instead the Auger 
yield remains constant or actually drops off at incident angles very close to 
grazing. A model with isotropic sources is independent of incident angle; the 
Bishop and Riviere model with oriented sources is very dependent on the incident 
angle. Thus the experimental results suggest a model containing both types. 
The behavior of the primary incident flux can also be studied using the model 
38 of Makhov and co-workers. This macroscopic empirical model is based on 
electron transmission studies through thin films of Al, Si, Cu, Ge, and Al O . 
Z o 
The behavior of these substances was found to be similar. Pb and Bi were found 
to obey the same laws but with significantly different parameter values. The 
basis of the model is a standardization, or normalization, process. 
The fraction r/ of the normally directed N electrons of energy E which pass 
through a thin film of normalized thickness x was found to be, as a function of x, 
77 (x) = expi-x9) (14) 
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where p is a parameter equal to 2 for the light elements and equal to 1 for Pb 
and Bi. Thus the transmission factor 77 is l /e when the normalized thickness 
x = 1. The normalization equation is 
x = z/X (15) 
where z is the measurement of depth and X is a function of the material and inci-
dent beam energy E given by the formula 
X = CEn (16) 
o 
where C and n are constants for each material. Table 1 gives values for several 
2 
substances according to Makhov. X is expressed in micrograms per cm and E 
in keV. The above formula agrees with measured values for transmission within 
the experimental e r ror in measuring film thickness, normally less than 15%. 
Furthermore, the formula checks against experimental data over the energy range 
of interest, 1 to 3 keV. When p = 2, X is interpreted as the mean square trans-
verse path, where the transverse path of an electron is its penetration depth, or 
range. Figure 32 shows the dependence of X on E for several materials . The 
behavior of carbon is not shown but can be assumed to be similar to Al according 
45 
to data by Bishop. 
As an example, consider a 1 keV beam of electrons incident on an aluminum 
crystal. X is found from the formula to be 140 angstroms for this case. A 
reasonable estimate of the escape region for Auger electrons would be the first 
four monolayers; that is , one would not expect an Auger electron to escape from 
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Table 1. Constants Utilized in Mahkov's Electron Penetration 
38 
Expressions. From Mahkov. 
Substance C n 
Al 3.8 1.68 
Si 3.4 1.65 
Cu 5.8 1.53 
Ge 6.5 1.47 
Bi 4.2 1.44 
A1203 4.6 1.65 
p A s 
2 0.9 0.9 
2 0.95 0.9 
2 0.95 0.9 
2 1.0 0.9 
1 0.7 0.6 
2 0.95 0.9 
a greater depth without losing significant energy. Since the lattice constant for 
Al is 4.05 angstroms, the escape region is approximately the upper 14 angstroms. 
Thus x = 14/140 = 0 .1 , and Equation 14 yields n(0.1) = 0.99. That is , the exit 
flux is 99% of the incident flux, so most of the primaries must pass through the 
Auger electron escape region although they may suffer collisions and lose energy 
in the process. Since i t is this energy loss which gives r ise to ionizations and 
subsequent Auger emission, it will be discussed next. 
Makhov determined the distribution function g(N , E , x, £) which gives 
the absolute number of electrons passing through a film of normalized thickness 
x as a function of their normalized energy £ , 
4 = E /E (17) 
* x o 
w 
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Figure 32. Characteristic Penetration Depth X as a Function of Primary 
Beam Energy for Several Materials. 
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where E is their energy at depth x, and E and N characterize the incident 
beam. The distribution function is 
n-1 x P * 
g (N o ,E o , x , ? ) = Nopnx E * p + 1 exp - ( — 5 ) • <"» 
Makhov plotted this function for a number of interesting cases. For x = 0 .1 , a 
typical case, the distribution function shows a sharp peak at £ = 0.9 and is down 
to one-tenth of its peak value at £= 0.70 and 0.95. Therefore, almost all of the 
electrons have lost some energy and a few (~ 10%) have lost a great deal of energy, 
more than 0.25 E . 
o 
The energy loss suffered by the beam may be investigated by computing 
the mean energy E at depth x. 
x 
E = W/N 77 (19) 
X O 
where W represents the total energy of the electrons at depth x (that i s , after 
passing through a film of thickness x). W must be given by 
1 
W = E^ [ £ g ( N , E , x , £ ) d £ . (20) 
O t l . O O 
This integral may be reduced by integration by parts and then evaluated numeri-
cally. The result is conveniently expressed in terms of the normalized mean 
The English translation of Makhov's paper incorrectly omits the negative 




I = E /E . (21) 
^ x o 
Makhov evaluated this expression for a number of cases and determined that, 
for the substances shown in Table 1, the mean energy could be expressed by 
I = exp(-AxS) (22) 
with a maximum error of two per cent over the range 0 < x < 2. Here a and s 
are constants, also given in Table 1. Both are equal to or slightly less than one, 
The absorption of energy from the beam is now easily computed. Con-
tinuing with normalized variables, the energy remaining in the beam at depth 
x is 77(x) £ (x), so the fractional energy absorbed w(x) is 
w(x) = 1 - 77 (x) £ (x) 
= 1 - expf-x15) exp(-AxS) . (23) 
The relative energy loss per unit depth z = xX is 
dw dw dx 
dz dx dz 
(24) 
using the chain rule. 
~ = [exp(-xP)] [exp(-AxS)][pxP~1+ ASxS X] (25) 
Using typical values A = 1, p = 2, S = l , 
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dw 2 
— = (exp - x )(exp - x)(2x + 1) (26) 
Since x < < 1 in the region of interest, the Auger escape volume, the first two 
terms of the Maclaurin expansion for the exponential are sufficient. Recall that 
X = CE and typically n = 1.5. With z << X, 
dw 1 ^ (27) 
PS W rr— I I \ / 
d z CE C E 
o o 
The absolute energy absorption per unit depth z is 
N zN 
N E f L - JL + o 
o o dz C £ 0 . 5 c 2 £ 2 
o o 
and this expression is seen to be proportional to N , as expected, but the abso-
lute energy less per unit depth decreases as the energy of the primary beam is 
increased. The beam is seen to "pass on through" the escape volume more 
easily as the primary energy is increased. The macroscopic model is therefore 
similar to the microscopic model in that both predict that the Auger yield will 
decrease with energy at sufficiently high beam energies. The exact behavior 
of Auger yield with primary beam energy depends on the individual ionization 
cross sections involved. 
Since the above discussion has been quite extended, a summary is 
worthwhile. 
1. Consideration of the scattering and energy loss equations of Everhart and 
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Hoff shows that angular deflection of the primary beam is important. 
2. Jonker shows that electrons with energies in regions n and HI of Figure 2 
are isotropically distributed. The energetic secondary source function is 
thus isotropic. 
3. The secondary electron cascade results in a distribution of secondaries in 
, 2 
energy as 1/E . 
4. Makhov's work shows that while most primary electrons pass through the 
Auger escape region, most do lose a portion of their energy in the escape 
region. That essentially all of the electrons have suffered some energy loss, 
means that essentially all of the electrons are scattered within the escape 
volume. The energy loss within the escape region decreases at high beam 
energies which means that, when the behavior of Auger electron yield with 
energy is accounted for, the Auger response will decrease at sufficiently 
high beam energies. 
5. The measured Auger response as a function of incidence angle does not 
follow the Bishop and Riviere theory, Equation 9, although some peaking at 
grazing angles is often noted. Thus a combination of oriented and isotropic 
sources is necessary to account for the observed behavior as a function of 
incidence angle. 
The backscattered flux of electrons expresses the influence of the substrate 
on the generation of Auger electrons. The best available data are by Bishop, 
45 
who performed Monte Carlo calculations on electron scattering in thick targets. 
A screened Rutherford cross section was used to represent elastic scattering 
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and inelastic scattering was represented by a continuous loss Bethe equation, 
similar to Equation 10. The backscatter coefficient 77 and the energy distribu-
tion of these electrons are of interest. Table 2, taken from Bishop, shows the 
variation of the backscatter coefficient with atomic number for 10 keV and 30 keV 
electrons at normal incidence. For a given primary energy, n is seen to in-
crease with atomic number. For a given atomic number, 71 decreases with 
primary energy at low atomic numbers but increases at higher atomic numbers. 
Bishop measured for carbon n = . 06 at 30 keV and . 07 at 10 keV. The present 
author obtained . 08 at 1800 eV and 0.1 at 600 eV. Thus the general behavior of 
the backscatter coefficient holds over a wide energy range. 
The mean energy loss for backscattered electrons varies smoothly with 
atomic number, decreasing with higher atomic number. Bishop calculated a 
mean energy loss of 45% of the primary energy for carbon and 25% for silver at 
30 keV. He remarked that both calculated and experimental values are similar 
at 10 keV, so it may be assumed that the same behavior is present at lower 
primary energies. Summarizing, materials with higher atomic number back-
scatter more electrons, and these backscattered electrons have suffered less 
mean energy loss. 
Backscattered electrons may be included in both models in a straight-
forward fashion. Bishop calculates that the most probable angle for the back-
scattered electrons from a normal beam is 135 with respect to the incident 
beam. The Bishop and Riviere model applies the Worthington-Tomlin cross 
section across the energy distribution of the backscattered electrons and corrects 
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Table 2. Experimentally Determined Electron Backscatter 
45 
Coefficients. From Bishop. 
_Z lOkeV 30keV 
6 0.072 0.060 
13 0.171 0.155 
22 0.268 0.254 
29 0.339 0.319 
47 0.420 0.420 
79 0.501 0.521 
for the implied path length. This result varies from about 1.1 for a low atomic 
number (Z = 6) to 1.9 for a moderate atomic number (Z = 29), and increases 
little for higher atomic numbers. The macroscopic model utilizes the backscatter 
coefficient and mean energy from the calculations by Bishop to describe an iso-
tropic source. 
The above discussion has shown the need to consider the source function 
carefully when interpreting Auger spectra. A useful, and general, method of 
handling the source function description is to postulate a set of elementary source 
functions which can be summed, with appropriate weighting functions, to form an 
approximation to the source function of the experiment. The following postulated 
set is based on the theoretical models for the interaction of the electron beam 
with the solid, and on experimental results in the literature and obtained in this 
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work. 
The source function is defined when the energy distribution of the electron 
flux incident on each elemental volume of the Auger escape region is known. The 
source function is written as the weighted sum of primary electrons, energetic 
secondaries, and backscattered electrons. Strictly speaking, these sources are 
sufficient (more than necessary), and therefore not independent; for example, 
there is strong correlation between the number of secondaries and the back-
scattered flux for any given material, since both quantities are the result of the 
scattering properties of the material. Thus there is no unique description of the 
source function. On the other hand, the variety of materials encountered in prac-
tical Auger spectroscopy is so great that having these source functions is useful 
and convenient, since each function is closely related to well known material 
characteristics. 
The primary electron flux is characterized by an energy distribution equal 
to that of the incident beam, that is , N electrons per second with energy E . 
o o 
The angular distribution varies with path length in the solid. Through the first 
few monolayers the beam is oriented the same as the incident beam. The beam 
spreads out because of scattering until, at some characteristic distance, it may 
be considered isotropic. For convenience this characteristic distance may be 
taken equal to X, the characteristic penetration depth computed by Equation 16. 
Notice that this spreading of the beam may take place completely within the Auger 
escape region for grazing incidence beams. Essentially no spreading takes place 




The energetic secondaries have an energy distribution proportional to 1/E . 
While these secondaries are initially oriented in the same general direction as 
the primary creating them, scattering soon results in an isotropic distribution. 
For convenience the angular distribution is therefore taken as isotropic. 
The number of electrons in this secondary cascade must be estimated. The 
behavior of Auger yield as a function of incident beam angle suggests that this 
source is of the same order of magnitude as the primary beam for a homogeneous 
specimen. Wolff sets the total energy between 100 eV and E equal to the primary 
43 
beam energy. Following his example, the energy distribution becomes 
2 
N E / [ E ln(E /100 eV)] amperes/eV o o o 
and the distribution extends from 100 eV to E . This is obviously only an educa-
ted guess which will be refined by later work. The nature of the distribution, 
increasing at lower energy, means that the source will be more important for 
ionizations requiring less energy. Also, this source will not be as important 
when glancing incident beams suffer significant reflection off of the top monolayer, 
because the origin of the secondary cascade is the inelastic scattering of the 
primary beam within the solid. 




N = 1000 N /(E"in 10) dE (29) 
s J «~ o 
100 
N = 9N /In 10 = 3.9 N . (30) 
s o o 
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The backscattered flux is characterized by mean energy, rather than actual 
45 
energy distribution, because the former is available from Bishop and the latter 
39 
is not generally available. Meyer and Vrakking have reported some results on 
backscattered energy distribution but the additional accuracy is probably not 
warranted by the additional complexity. This mean energy is shown in Figure 33, 
taken from Bishop. This source may be regarded as originating from an isotropic 
emitter in the substrate, with amplitude given by the backscattering coefficient 
times the primary beam amplitude. 
A typical total source function is shown in Figure 34. The backscattering 
coefficient was assumed to be 0.2 and the mean energy of the backscattered 
electrons was taken as 70% of the primary beam energy. This source function 
must be multiplied by the Auger electron yield and integrated over the Auger 
escape region which is bombarded, taking into account the escape probability 
for each elemental volume. This calculation yields the number of emitted Auger 
electrons; multiplication by detector efficiency gives the measured Auger current. 
Auger Electron Yield 
This section describes the relationship between the source functions, the 
energetic electrons in the solid, and emission of Auger electrons by an atom. 
The probability that these Auger electrons will escape the solid with their energy 
intact is discussed in the following section. This treatment of Auger yield con-
siders three factors: ionization cross section, numerical density, and the in-
fluence of chemical bonding. 
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(atoms) determine the probability P that an electron passing through a layer in 
the normal direction will cause an ionization. The cross section normally has 
2 
units cm and the numerical density of the scattering centers in the layer has 
-2 
units cm . The probability is given by the product 
P = $N . (31) 
This relationship holds for layers sufficiently thin so that the atoms scatter 
incoherently and there is no multiple scattering of the primary electron. The 
cross section is determined for layers a monolayer or less thick. Since the 
15 2 
numerical density of a monolayer is approximately 10 atoms/cm , and the 
— 19 2 
cross section is of the order of 10 cm , the probability of an ionization by a 
primary electron of typical energy passing through a monolayer is very small. 
The cross section $ is obviously a function of both the energy of the pri-
mary electron, the source electron, and the binding energy of the shell electron, 
the ejected electron. This functional dependence is simplified by introducing the 
normalized energy variable U, 
U = E / E ^ (32) 
where E is the binding energy of the shell electron and E is the kinetic energy 
of the source electron. The approximation used for computing <£ in the Auger 
literature is the Worthington-Tomlin approximation, as described by Bishop and 
5 
Riviere. Other available approximations have recently been discussed by Meyer 
39 \ 
and Vrakking. The expression given by Bishop and Riviere is 
I l l 
— IS 2 2 
$ = 1 . 3 x 1 0 b ( l /UEl ) ln{4U/[1.65 + 2.35 exp(l-U)] }cm (33) 
where F. is expressed in electron volts, and b is a parameter assigned the 
value 0.35 for K shell electrons and 0.25 for L shell electrons. This formula 
was the basis of the probability of ionization curve shown, without a scale factor, 
in Figure 4. 
The most relevant comment about this expression for ionization cross 
section is that reported Auger yields as a function of primary beam energy typi-
cally show a behavior similar to Figure 4 but the maximum occurs at a higher 
value of U. The implication is that other factors, besides the ionization cross 
section, enter into the Auger yield as a function of primary beam energy. The 
primary factor is the scattering of the primary electrons and the resultant 
secondary sources. Another factor is likely the approximate nature of the cross 
section expression. 
The numerical density N is for one monolayer, as stated above. The exten-
sion of Equation 31 to a specimen made up of many monolayers requires that the 
scattering of the primary beam be taken into account. Consider the case of a 
monolayer adsorbate on a substrate, with the problem being to compute the prob-
ability of ionization as the primary electron passes through the adsorbate mono-
layer at other than normal incidence. As discussed in the previous section, 
Bishop and Riviere modify their probability equation, similar to Equation 31, by 
esc <f> where rf is the angle of incidence of the primary beam. This results in a 
singularity at grazing incidence. This singularity is not observed in practice. 
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Grazing incidence corresponds to many monolayers when measured along the path 
of the Incident electron. The angular scattering of the beam must be included in 
the model to achieve agreement with experiment. 
Another ramification of Equation 31 is that single crystal specimens may 
show different yields for source electrons which see different densities along 
various crystallographic axes. This effect was not observed in this work, how-
ever. The specimens were amorphous, with the exception of the silicon used in 
the oxidation work; also one would expect the isotropic nature of the source func-
tions to reduce any crystallographic influence in single crystal specimens. 
To compute the total number of ionizations per second, one multiplies the 
source function, with units electrons per second, by the ionization probability 
P. P describes the probability that an electron passing through a layer in the 
normal direction will cause an ionization. Some method must be specified to 
handle the effect of an angular distribution in the source functions. Consider the 
secondary and backscattered source functions first. These are specified as iso-
tropic. This means that these sources are independent of the incident direction 
of the primary beam, as long as there is not significant reflection of the beam 
at grazing angles. Therefore the effect of these sources is the same as a flux 
of electrons normal to the layer, with the appropriate amplitude weighting func-
tion. The weighting function is set equal to one in this work; on the other hand, 
Bishop and Riviere argue that V2 be used to account for the longer paths of 
electrons traveling in directions other than normal to the layer. The rationale 
behind the choice of one as the weighting function is that the source function 
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itself should relate the number of energetic electrons within the layer to the 
primary beam characteristics, with material characteristics as parameters. 
The primary electron flux is not an isotropic source until it has passed 
through a considerable amount of material. This source is relatively more 
important at grazing angles; however, scattering of the beam prevents one from 
having a singularity at grazing incidence. Reference to the figures in the cali-
bration spectra section shows that there is considerable variation in the Auger 
response as a function of incidence angle. Thus one must rely on calibration 
spectra taken at the desired angle of incidence. These calibration spectra deter-
mine the angular weighting function to be applied to the primary beam source in 
each case. 
The final implication of Equation 31 is that the Auger response should be 
linear in coverage for sub-monolayer absorbate coverages. This result has 
39 been verified by a number of workers, most recently by Meyer and Vrakking. 
The expression for ionization cross section shows no dependence on atomic 
number or on the chemical state of the atom. The dependence on atomic number 
has been suppressed, or compensated for, by the introduction of the normalized 
energy variable U. The influence of chemical state has been largely unexplored. 
There is some evidence that the chemical state has a non-trivial influence on the 
39 
probability of Auger emission. This dependence arises when the remainder 
of the Auger process is considered. Given a vacancy at the IL^ level, the prob-
ability that neutralization will be by the. Auger process must be known. Bishop 
and Riviere consider photon production as the only alternative to Auger 
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neutralization. They compute the probability of photon production as approximately 
0. 03 for both K and L shell ionizations. Bishop and Riviere, Meyer and Vrakking, 
and others following the same theory therefore take the probability of Auger emis-
sion as essentially the same as K or L shell ionization. 
On the other hand, work in the field of electron stimulated desorption, a 
subject discussed in the following chapter, has shown that the neutralization of a 
vacancy may result in a metastable state, rather than a direct return to the ground 
state via an Auger neutralization of the lower vacancy and some other relaxation 
process for the upper level vacancy. Electron stimulated desorption of the atom 
itself is an alternative to Auger neutralization. Both of these alternative neutrali-
zation processes are sensitive to chemical bonding. Experimental evidence of the 
influence of chemical state is scarce and difficult to obtain because one needs an 
independent method of determining the concentration of the species in question, 
besides the Auger technique. Meyer and Vrakking used ellipsometry to determine 
adsorbate coverages and correlated these results with the indicated Auger yield. 
They found that the response for oxygen, when in the form of adsorbed water vapor, 
is about one half as great as when in the form of SiO . One might explain this 
Li 
difference as resulting from scattering of emitted Auger electrons by the hydrogen 
atoms in the adsorbed water case. However, the scattering cross section of 
hydrogen should be very small because of its low atomic number and size. Further-
more, there was no variation in relative yield with emission angle reported by 
Meyer and Vrakking. Meyer and Vrakking chose to explain the variation in yield 
with a shielding argument, which states that the hydrogen atoms are arranged so 
; 
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as to shield the oxygen atoms from the source electron beam. This argument is 
not valid for the same reason: hydrogen is not an effective scatterer of energetic 
primary electrons, and in no case is one monolayer going to attenuate the primary 
beam by a factor of two. A more plausible explanation is excitation of a metastable 
state or desorption of the water vapor as competing processes. 
A similar phenomenon was noted in this work. Graphite was studied in an 
unbaked vacuum chamber. The partial pressure of water vapor was therefore in 
—8 
the low 10 torr range. One would expect, based on experience, a fractional 
monolayer of water vapor adsorbed on the graphite. The water vapor coverage 
can not be computed from available adsorption data because this was not a single 
crystal specimen; indeed, the specimen was graphite adsorbed on a graphite sub-
strate. The oxygen Auger peak was barely visible in the spectrum. The Auger 
indicated coverage was less than 0. 01 monolayers. On the other hand, mass 
spectroscopy showed that water vapor was being desorbed from the surface in 
substantial amounts. While these results are obviously qualitative, they do sug-
gest that competing neutralization processes should be studied further. Electron 
stimulated desorption and this experiment are discussed further in the following 
chapter. 
Two conclusions from this section deserve reiteration. First , Auger emis-
sion is linear with density for monolayer, or less, coverages, where the layer is 
measured in a plane normal to the direction of the source electron. Secondly, the 
ionization cross section is an important factor in determining the energy depen-
dence of Auger yield, but it is not the only factor. The influence of scattering of 
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the source electrons must also be considered. 
Escape Probability 
The problem of computing the probability of escape for an Auger electron 
is one of the most important facing the Auger process theorist, and is also one 
of the most difficult. One would like to know the probability that an electron, 
excited to some energy level at a given point within the solid, will escape the 
solid without suffering a significant energy loss. The allowable energy loss is a 
function of the true shape of the Auger peak. The extent to which observed Auger 
peak shapes are influenced by random losses is not well established. It is true 
that many Auger peaks are broadened on the low energy side, for example, carbon 
and silicon. On the other hand, there was no experimental evidence obtained in 
this work that the observed peak shape is affected by random scattering, although 
the amplitude obviously is changed. For example, the silicon peak is merely 
attenuated when there is a graphite overlayer. Thus the problem is to explain 
the attenuation of Auger current by the host solid as a function of the energy of 
the Auger electron. The possible theoretical approaches will be described first, 
and then the empirical approach. 
The most basic approach is to list each of the possible interactions, e. g., 
intraband transitions, interband transitions, Umklapp processes, e tc . , compute 
the transition probabilities, and sum the effects. Tharp and Amelio have 
studied the interactions of slow electrons with a solid on this basis. While these 
studies are instructive in the nature of the electron-solid interaction, they have 
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not yet yielded numerical data which can be used to deduce the composition of a 
specimen, given its Auger spectrum. Obviously, mathematical complexity forces 
the use of simplifying assumptions in the description of each process, and the 
relative weighting assigned to each process must be experimentally determined. 
The nature of the slow electron-solid interaction may be summarized as 
follows. The range of electron energies under consideration is from 50 eV to, 
say, 500 eV. The penetration of the slow electron through the solid is very 
slight because of large cross sections for both elastic and inelastic scattering. 
These cross sections have a maximum near 100 eV, but vary slowly with energy. 
These cross sections are botla qualitatively and quantitatively different from 
47 those of high energy electrons and X rays. Lander has shown that the elastic 
cross section for electrons with energies similar to 100 eV is of the same magni-
tude as the area occupied by tlie atom in the lattice. Therefore a single monolayer 
is an efficient scatterer of Auger electrons. This is in agreement with measured 
escape depths for Auger electrons; these depths are a few monolayers, two to 
four being the typical range. Multiple scattering is likely, which implies that the 
angular distribution of Auger electrons which escape the solid is likely to be 
isotropic. Inelastic cross sections are also significant in this energy range. 
Lander reports energy losses as high as 50 per cent per atomic layer in this 
energy range. These heavy energy losses, coupled with the elastic scattering, 
lead to the small escape depths for Auger electrons. 
Another approach would be to use the Bethe energy loss equation, Equation 
10, which is a differential equation expressing the mean energy loss of an electron 
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passing through a solid. There are two objections to this method. The assumpt-
ions on which the equation is based are valid only if the energy E is large com-
pared to the binding energies of the outer shell electrons of the atom. Everhart 
40 
and Hoff quote values above 1000 eV as being acceptable, which is outside the 
range of interest. A more basic objection is that one is trying to relate a change 
in mean energy, over the ensemble of electrons passing through the solid, to the 
probability that an electron will lose more than some specified amount of energy 
while transversing a particular path. Thus, one needs the distribution of energies 
after having the electrons transverse a path. The Bethe equation only gives the 
change in the mean of this distribution. 
The work of Makov does give the energy distribution for electrons having 
passed through a solid. Unfortunately these results are based on measurements 
of electrons in the kilovolt energy range and do not scale to energies of concern. 
For example, for the 92 eV silicon Auger electron, the characteristic distance 
X is about two angstroms. The energy distribution for electrons passing through 
a solid of thickness X shows essentially no electrons which have lost less than 
25 per cent of their energy. Thus the escape depth for silicon Auger electrons 
would be less than a monolayer by this theory, an unrealistically low number. 
For silicon the formula for X is based on measurements for electrons with ener-
gies greater than 1000 eV. The necessary measurements for lower energy elec-
trons are very difficult and have not been performed. Since the formula is a fit 
to experimental results , there is indeed no reason to expect it to apply for an 
energy range an order of magnitude lower. 
119 
The most fruitful approach is to use available theory to formulate a quali-
tative model and then to quantify the model with experimental data. The three 
factors to be considered are the energy of the Auger electron, the scattering 
characteristics of the solid, and the angular distribution of the electrons which 
escape the solid without significant energy loss. 
Five papers have made significant contributions in this area. Palmberg 
24 
and Rhodin made the first measurements of escape depth by correlating low 
37 36 
energy electron diffraction and Auger yield measurements. Gallon and Seah 
ifi 
have recently reported additional measurements of escape depth. Harris repor-
ted both theoretical and experimental work on escape depth and the angular distri-
39 
bution of Auger electrons. Meyer and Vrakking have also made measurements 
of the angular distribution of the Auger electrons. 
The theory is based on the assumption that the loss of Auger electrons by 
inelastic scattering per unit path length s is independent of the path length, per se, 
but is dependent on the energy of the Auger electron and the constituents of the 
solid. If this loss per unit path length is called k, then k is a function of the 
material and the energy E of the Auger electron, but not of path length s. The 
transmission factor T is then given by 
T = exp(-ks). (34) 
The fraction l A is called the inelastic mean free path in the literature. 
The relationship between path length s and depth z in the material must be 
must be known for the Auger electron. If elastic collisions are assumed 
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unimportant, then a geometric argument shows that 
s = z sec 8 (35) 
where 9 is the angle of emission with respect to the surface normal. This 
lfi Sfi 
assumption is used by Harris and Seah. 
47 
There are two objections to this assumption. First , the work of Lander 
showed that elastic collisions are important in the energy range about 200 eV. 
The justification for ignoring elastic collisions in this energy range is based on 
40 
extrapolation of formulas, such as presented by Everhart and Hoff, which are 
valid only at keV energies. By comparison, the conclusions of Lander are based 
on low energy electron diffraction studies within the energy range of interest. 
39 
Second, the experimental work of Meyer and Vrakking did not show a strong 
variation with angle as the detector position was changed. A strong variation in 
T occurs for values of 0 close to 90 degrees when Equation 35 is used. On the 
other hand, the inclusion of elastic scattering in the model results in a more 
isotropic like angular distribution. 
The model utilized in this work is based on the above arguments. Consider 
the simplest possible relationship 
s = a z (36) 
a > 1 (37) 
where a i s , at most, a function of energy and material. This function is attrac-
tive for several reasons. It preserves the exponential relationship between the 
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depth of the emitting atom and the probability of transmission. This exponential 
no 
relationship has been experimentally verified by Seah. The inclusion of the 
parameter QL offers a mechanism by which the mean free path 1/k may be longer 
than the mean escape depth l/kot. Finally, it yields an isotropic distribution of 
Auger electrons, since the emission distribution is assumed to be isotropic. 
Therefore, the transmission factor is 
T=exp( -kaz ) . (38) 
The fraction l/k& is the "film thickness" reported by Seah. Palmberg and 
24 36 
Rhodin and Seah have performed experiments on a few materials to determine 
representative escape depth data. These experiments are based on sequentially 
covering the substrate by an evaporated adsorbate. These experiments are 
characterized by significant scatter in the data because of the difficulty in accu-
rately measuring the deposited film thickness and the tendency of many evapo-
rated materials to form uneven layers. Therefore, the realistic approach is to 
make a best estimate of l A a based on the available theoretical and experimental 
information, recognizing this estimate will be improved in time. This estimate 
is shown as the interpolation line of Figure 35. The data points are from Sean's 
work on a variety of materials . Seah explains the experimental procedures and 
causes for the data spread in considerable detail; the interested reader is referred 
to his work for further discussion. 
The film thickness l / k a i s expressed in monolayers rather than angstroms. 
This is an attempt to account for material effects, since the Auger electron will 
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Figure 35. Film Thickness l/k*(, from Seah. Interpolation Line 
has been Added to Seah's Data for Use in Calculations. 
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see roughly the same numerical density of scattering centers per monolayer with 
different materials. The limited amount of data available does not justify a more 
detailed accounting of material effects. 
Detector Efficiency 
The acceptance angle of the analyzer, transmission factor of the analyzer, 
misplacement of specimen, modulation voltage on the analyzer, and gain of the 
amplifiers determine the sensitivity of the retarding grid analyzer system. Know-
ledge of these factors enables one to quantitatively compare spectra from different 
spectrometers. 
The acceptance angle of the analyzer used in this work is 27/3 steradians. 
The transmission factor for the grid system is 0.52. Comparison with other 
spectrometers will require correction for the relative acceptance angle and 
transmission factor. 
Misplacement of the specimen will affect both the sensitivity and the reso-
lution of the spectrometer. Specimen placement is particularly important when 
using a grazing incidence electron gun because the bombarded area tends to be 
rather large as the beam intersects the surface at grazing angles. The tolerance 
on specimen position is larger when using a normal incidence gun; a few milli-
meters or so from the optimum position is satisfactory. This inherent tolerance 
of the analyzer is used up by the spread of the grazing incidence beam. Sufficient 
care was exercised in this work to obtain spectra not limited by specimen 
misplacement. 
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A second form of specimen placement problem occurs when the specimen 
is rotated to obtain a desired primary beam incidence. The two electron guns 
utilized were mounted at right angles so that, when the specimen is in its stan-
dard position, the incident beam angles are </> = 90 and 6 - 0 . Other incidence 
angles are obtained by rotating the specimen. Rotating the specimen obviously 
changes the location of the analyzer relative to the emitting surface. Knowledge 
of the angular distribution should allow one to compute the effective acceptance 
angle, but in practice there are instrumental problems which complicate the 
issue. These include shadowing by the specimen holder and shadowing by the 
drift tube of the normal incidence electron gun. Therefore, the correction factor 
utilized in this work was determined by measuring the slow secondary peak ampli-
tude as the specimen was rotated. A maximum of 45 rotation is sufficient to 
realize all incidence angles with the orthogonal electron guns. Over this angular 
range it is known that the slow secondary peak if independent of the primary beam 
incidence angle. Figure 36 shows the resulting correction factor. Multiplication 
of the measured peak height by this correction factor yields the peak height which 
would have been obtained with an analyzer centered around the surface normal. 
The data on which this figure is based were taken on a graphite specimen with 
2000 eV beam energy. Essentially the same results were also obtained on 
molybdenum and at lower beam voltages. All data reported in this work have 
been modified by this correction factor. 
The amplitude of the perturbation voltage placed on the retarding grid also 
affects the calibration of spectra. The procedure adopted in this work was to 
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Figure 36. Correction Factor for Auger Peak Height to Account for 
Specimen Rotation. 
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limit the perturbation amplitude to that range where the amplitude of the Auger 
peak was proportional to the square of the perturbation amplitude. For peaks 
with energies less than 100 eV, the perturbations used were less than 1 volt RMS; 
for the 100-200 eV range, amplitudes less than 2 volts RMS were normally used; 
and, for energies greater than 200 eV, amplitudes were less than 3 volts RMS. 
Whenever accurate peak amplitude data were required, the effect of perturbation 
amplitude was checked by using a lower amplitude and noting whether the square 
law behavior was followed. The trade-off is always between resolution and sensi-
tivity: the lower perturbation amplitudes give a more highly resolved peak and 
better adherence to the square law behavior, but at a sacrifice in signal to noise 
ratio. 
The scale factor for Auger spectra taken in this work reflects the pertur-
bation voltage and electronic amplification used. Other factors, such as the 
influence of primary beam current, beam energy, or angle of incidence must be 
accounted for separately. The scale factor is shown on the spectra as the distance 
between two arrowheads. Since these spectra are derivative plots, the scale fac-
tor applies to height of the peak, with the absolute position in the ordinate direc-
tion unimportant. The primary beam energy, beam current, angle of incidence, 
and the specimen type are listed on each spectra for reference purposes. A nor-
malized peak height is obtained by dividing by the primary beam current. 
There is a one to one correspondence between retarding potential, expressed 
in volts, and electron energy, expressed in electron volts, with the retarding grid 
analyzer. Therefore, the analyzer collector current may be written as a function 
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of energy E from Equation 5 as 
di(E ) d2i(E ) 2 
i(E) = i(E ) + ° A sin OJt + s 5 - — (1 - cos 2wt) (39) 
o an. ,_^ 4 
dE 
where a sinusoidal perturbation is assumed. If G(E) represents the Auger spec-
2 
trum, with units amperes per eV , then 
d2i(E ) 
G(E) = y~ . (40) 
dE2 
2 , 
The coefficient associated with cos(2cot) is A G(E)/4; this coefficient is the 
quantity measured by the synchronous detector (lock-in amplifier). Therefore, 
if 1(2 ufc) represents the second harmonic current, coherent with the reference 
signal, measured by the synchronous detector, the Auger spectrum is given by 
G(E) = 4I(2o;t)/A2 (41) 
where A is the amplitude of the perturbation, measured in volts. The gain of the 
—8 
preamplifier-synchronous detector used in this work is 1 volt dc output per 10 
amperes RMS coherent input, with the total voltage gain of the pair set at x l . 
The maximum gain is limited only by noise considerations; it is approximately 
xlOOO. For a three second time constant on the output filter, the output noise is 
about 0.1 volt. This thermal noise is sufficiently low so that the system becomes 
shot noise limited when the primary beam is turned on. If the perturbation ampli-
tude A is measured in volts RMS, then a one volt output from the synchronous 
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detector corresponds to 2$2 x 10 /A amperes per eV , when the voltage 
KM.b 
gain is set at x l . 
Surface Morphology 
This last section of the sequence describing basic factors is concerned with 
surface morphology, that i s , the structure of the surface. The previous sections 
have assumed a specimen composed of idealized monolayers. It was assumed that 
the solid-vacuum interface was accurately described by a plane. This condition 
will be relaxed and the effect of having a rough surface will be examined. 
The most obvious influence of a rough surface is on scattering of the primary 
beam, particularly at grazing incidence. Protuberances on the surface will shadow 
the remaining surface. TMs effect can be quantitatively important when the sha-
d owed area becomes an appreciable portion, say 10%, of the total surface area. 
Electron microscopy must foe used to estimate the shadowed area for any given 
angle of incidence. Once the average height, width, and density of the particles, 
or protuberances is known., it is only a geometry problem to estimate the portion 
of the surface shadowed. 
Scanning electron microscopy was used to determine the morphology of the 
transistor wafer specimens examined by the Auger technique. These surfaces 
were smooth, that is , feataireless, within the 150 angstrom resolution of the 
microscope except when silicon carbide particles were present. This case is 
discussed in Chapter VII. The effect of shadowing was important at grazing 
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incidence in this case because the protuberances, the silicon carbide particles, 
were of a different composition than the remainder of the surface, which was 
silicon or silicon dioxide. Thus, quantitative interpretation of spectra requires 
a knowledge of the spatial distribution of the constituents. 
A second aspect of the scattering problem is that often at grazing angles 
enough of the primary beam is reflected back out of the specimen that the Auger 
source function is reduced. Specular reflection of the primary beam was noted 
on both graphite and silicon specimens at angles greater than 83 degrees from the 
surface normal. This behavior is analogous to the scattering of electromagnetic 
48 
waves from rough surfaces, where the Rayleigh criterion shows that a surface 
behaves as if it were smooth as either the ratio of protuberance height to wave-
length becomes small, or the angle of incidence becomes grazing. 
The quantitative effects of scattering the beam back out of the solid at graz-
ing angle are difficult to estimate since the degree to which the beam interacts 
with the solid is not known. That is , the ionization effectiveness of these electrons 
scattered back out of the specimen is not known. When treating the scattering 
problem with normal incidence, it was reasonable to separate scattering pheno-
mena into two classes: elastic and inelastic. The separate effects of these scat-
tering events are summed over the path of the electron in the solid. The treatment 
of the grazing incidence case is more difficult since the reflected electron is likely 
to suffer only one collision with the solid; both the angular deflection and energy 
loss of this one collision must be modeled. This modeling problem was not solved 
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in this work. Rather than estimate the effects of grazing angle scattering analyti-
cally, measurements of the Auger response as a function of incidence angle were 
made close to grazing incidence. These results were shown in the section on 
calibration spectra. The result of these measurements is that the reflection of 
the primary beam is important only at angles greater than 80 degrees from the 
surface normal. 
An attempt was made to correlate secondary emission and absorbed speci-
men current with Auger response a t grazing incidence. Qualitative correlation 
was achieved, in that the specimen current decreased and the secondary emitted 
current increased as the incidence angle became grazing. Specimen current 
decreasing implies less interaction of the beam with the solid. Secondary current 
shows two opposing effects. The smaller interaction of the beam with the solid 
reduces secondary current. On the other hand, the secondaries are created in 
a region where their escape probability is much higher as the incidence angle 
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becomes grazing. Thus the secondary emission ratio is increased at grazing 
incidence. The net result is that tfee Auger response decreases more rapidly than 
secondary current but less rapidly than specimen current as the incidence angle 
is made grazing. 
The final observation of the nature of primary beam scattering at grazing 
incidence is that the scattering of tfee beam is not due to the "potential" of the 
specimen, where "potential" refers to the bias voltage applied to a metallic speci-
men or the average potential of an insulator specimen as defined by the energy of 
emitted secondary electrons. Bias voltages to both conductor and insulator 
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specimens were varied over the range from -150 volts to +150 volts and there 
was no change in the Auger spectrum amplitude or shape. The implication is that 
the scattering is of the Rutherford type, that is , deflection of the electron because 
of the strong electrostatic field close to the nucleus. 
Calculation Techniques 
Two problems will be discussed in this section. The first is to compute the 
expected Auger peak amplitudes from the available theory, given a hypothetical 
specimen. The second is to interpret experimental results, given relevant cali-
bration curves. In the latter case the majority of the factors influencing the Auger 
spectrum are determined experimentally, and it is only necessary to analytically 
account for a few of the factors. 
Calculations of expected Auger current have been published by Bishop, 
5 39 37 
et a l . , by Meyer, et a l . , and by Gallon, among others. The calculation for 
the model proposed in this work will be outlined, because it serves as a useful 
summary to the previous sections. However, the utility of the model is not in 
computing a priori Auger spectra but rather in interpreting experimental results 
with the aid of calibration experiments. 
1. Partition the surface volume according to the expected constituents; for exam-
ple, one monolayer of graphite on a molybdenum substrate, 
2. Compute the source functions. For example, let the primary beam be one 
microampere, 1000 eV, at normal incidence. The primary source function 
will be the beam passing through the Auger escape volume. This will be 
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12 
~6.2 x 10 electrons per second at 1000 eV. The backscatter coefficient 
for molybdenum is , by interpolation of Table 2, about 0.4. The mean energy 
loss for these electrons is 0.275 E , by Figure 33. The backscatter source 
12 
becomes 2.48 x 10 electrons per second at 725 eV. The secondary source 
distribution, using the formula shown in Figure 34, is 
12 
2 . 7 X 1 0 X 1000 /electrons/second 
E2 V eV 
These sources will be integrated with respect to energy in a later step. Let 
the total source function be S(E). 
3. The probability of ionization is , from Equation 31, 
P(E) = 0 (E) N (42) 
where the numerical density of atoms N in each monolayer must be computed 
separately for each constituent. 
4. The number of ionizations per second within each monolayer for the given 
source functions is 
E 
P ° 
| P(E)S(E) dE 
o 
5. Any correction for alternative neutralization processes is now applied. If all 
ionizations result in Auger emissions, the number of Auger electrons gene-
rated within each monolayer is known. 
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6. The escape probability is computed next. The transmission factor for Auger 
electrons generated at depth z is , by Equation 38, exp(-kaz). This factor 
is used to compute an equivalent, isotropic, radiator of Auger electrons. 
Figure 35 gives (l/ka) = 4 monolayers for the 272 eV carbon Auger electrons. 
Therefore,the top monolayer of graphite is equivalent to an isotropic radiator 
N , having no attenuation, with source strength 
SL 
1 
N = exp(-z/4)dz = 0,88 monolayers (43) 
L Jo 
For a 186 eV molybdenum Auger electron, the characteristic film thickness 
is 3.4 monolayers, from Figure 35. The molybdenum extends from the bottom 





exp(-z/3.4)dz = 2.25 monolayers. (44) 
1 
7. The integral of step 4 gives the number of Auger emissions per second for a 
monolayer, given the source function. The number of Auger electrons from 
carbon leaving the specimen surface per second is, therefore, 
0.88 
E 
° P(E) S(E) dE 
0 
and these are assumed to be isotropically oriented. Multiplication by the 
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acceptance factor of the analyzer and the transmission factor of the analyzer 
gives the number of Auger electrons collected per second. The acceptance 
angle of the retarding field analyzer used is 2^/3 steradians. Since an iso-
tropic source radiates into 4TTsteradians and the transmission factor for the 
grid system is 0.52, the collector current I should be 
E 
I = (27r/l2Tr)(0.52)(0.88 f °P(E)S(E)dE) (45) 
c ij 
o 
for the 272 eV carbon peak. A similar calculation must be made for the 
molybdenum peak. 
8. The Auger spectrum is the derivative of the energy distribution, so the shape 
of the energy distribution peak determines the height of the Auger peak. I 
of step 7 gives the total current in the energy distribution peak. Once the 
peak shape is ascertained, either by assumption or by reference to standards, 
the Auger peak height is determined. 
The more realistic problem is that of interpreting Auger spectra from com-
plex specimens, specimens with many constituents. The accuracy of these inter-
pretations is improved with the use of calibration spectra. The most useful cali-
bration spectra are those of pure substances, that is , uncontaminated, taken under 
similar experimental conditions to those of the unknown specimen. Any ancillary 
data, such as electron micrographs or mass spectroscopy, that can be obtained 
should also be utilized. Since the specimen cannot be analyzed exactly using Auger 
spectroscopy, the goal is to minimize the uncertainty in interpretation by using as 
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much information as is available. 
Given the reference spectra and the spectrum for the specimen, the inter-
pretation technique is outlined below. 
1. Partition the surface volume according to qualitative interpretation of the 
Auger spectrum and other knowledge of the specimen. For example, an Auger 
spectrum showing carbon and molybdenum would be modeled as a layer of 
graphite on the molybdenum, if the molybdenum was not expected to contain 
significant quantities of carbon as a bulk impurity. The interpretation problem 
is now reduced to estimating the thickness of the carbon layer. 
2. Continuing with the carbon-molybdenum example, use the carbon reference 
spectrum to obtain the Auger peak height per unit of beam current for a bulk 
specimen. For the 272 eV carbon Auger electron, the equivalent radiator for 
a bulk specimen is 
oo 
N = f exp(-z/4) dz = 4 monolayers, (46) 
E j0 
2 
from Figure 35. From Figure 30 the Auger peak height is 0.80 amperes/eV 
for a 1200 eV, one microampere primary beam at normal incidence. Thus 
. 2 
the carbon Auger peak height is 0.20 amperes/eV for a one monolayer 
(N = 1) radiator and the given source function. 
lii 
3. Correct for different source strengths utilized in the reference and specimen 
spectra. Peak heights are linear in primary beam current. If the angle of 
incidence and primary beam energy are the same for both the reference and 
r 
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specimen spectra, correct only for the difference in the backscatter source 
using the mean energy loss, backscatter coefficient, and ionization cross 
section. If the primary beam energy is also different, then correction of the 
secondary source and ionization cross section is also necessary. Finally, if 
the angle of incidence is different, correction for the relative influence of the 
different sources is necessary. After correcting for the different source 
strengths, the peak height per equivalent monolayer radiator on the unknown 
specimen is known. 
4. The number of equivalent monolayers of carbon is obtained from the Auger 
spectrum of the specimen, using the results from step 3. Let N (specimen) 
be the radiating strength of the unknown layer, expressed in monolayers. Then 
the coverage z is determined from 
N (specimen) = f exp(-z/4) dz (47) 
E J 
0 
5. A check is available by using the calibration spectrum for the substrate. Pro-
ceed through steps 2, 3, and 4 to obtain the radiating strength for the moly-









Any significant difference suggests that the assumed partition of the surface 
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volume in step 1 is in er ror . 
Two examples of the problem of estimating source functions conclude this 
section and the chapter. Additional examples follow in later chapters. The first 
example is a contaminated molybdenum surface, a specimen holder, which was 
studied as a function of primary beam energy. Figure 37 shows the peak heights 
of the principal constituents of the spectrum. Carbon, as graphite, nitrogen, and 
oxygen are the main contaminants. Note that the nitrogen peak height was multi-
plied by ten in making Figure 37. Since the molybdenum was from high purity 
stock, one would conclude that the contaminants are localized on the surface. 
Therefore, the contaminants form a film on a molybdenum substrate. The scat-
tering properties of the molybdenum determine the source functions for the Auger 
escape volume. Molybdenum is an efficient backscatterer of the primary beam. 
Thus, we expect the secondary electron and backscattered electron sources to be 
relatively important compared to the primary beam flux. The secondary and back-
scattered electrons should increase in importance with higher beam energy. This 
is observed in the figure, because the peak heights increase monotonically with 
energy up to 2250 eV, the highest primary energy studied. The decrease in 
response at high energy, evident in the graphite response shown in Figure 30, is 
not seen. Whereas molybdenum has a high backscatter coefficient, ~ 0.4, which 
remains constant with energy, graphite has a low backscatter coefficient, ~ 0 . 1 , 
which decreases with energy. The primary beam penetrates deeply into the graphite 
and "never comes back." Thus the secondary and backscattered electrons are not 
relatively as important in the pure graphite sample. 
1.0 
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Figure 37. Auger Peak Heights of a Contaminated Molybdenum Sample 
as a Function of Primary Beam Energy. 
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The graphite layer thickness will now be est imated. This r equ i r e s a calcu-
lation of the source functions. We must compare the strength of the source func-
tions for the molybdenum subs t ra te with a graphite subs t ra te , and thereby compute 
the sensit ivi ty for carbon on molybdenum. Notice that only a calculation of relat ive 
s t rengths is neces sa ry . The s imples t procedure is to refer the individual source 
s t rengths to the p r i m a r y beam source: N electrons per second at E . This source 
is the s ame for both subs t ra t e s . 
The secondary electron source i s a lso the same for both subs t r a t e s . It i s 
distributed in energy according to 
N E 
o o 
E 2 ln(E /100) 
and depends on the choice of E . Let the p r i m a r y beam energy be specified as 
1200 eV. The distribution in energy i s removed by refer r ing the source to p r i m a r y 
b earn energy; that i s , by computing the number of electrons at E requi red to cause 
the same number of ionizations as the distr ibution. F rom Equation 31 the number 
of ionizations per second within a monolayer from the p r imary beam source is 
N P(E ). 
o o 
The number of ionizations per second in a monolayer from the secondary 
source is 
1200 1200 N 
P(E) — 2 dE = 0.7 N P(E ) (49) 
100 E * < V 1 0 0 > 
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where the integral was evaluated numerically. 
The backscattered source must also be considered. The normalized energy 
variable U is given by 
U = E / E ^ = 1200/283 = 4.25 (50) 
for carbon and the primary beam energy utilized. The graphite substrate is 
characterized by a backscatter coefficient of 0 .1 , as previously discussed, and 
a mean energy loss of 0.45 E , from Figure 33. The molybdenum substrate is 
characterized by a backscatter coefficient of 0.4 and a mean energy loss of 0.275 E . 
Thus, the backscattered electrons from the graphite substrate will cause 0.1 N P 
(0.55 E ) ionizations per second within a monolayer and the backscattered electrons 
from the molybdenum substrate will cause 0.4 N P(0.725 E ) ionizations per second. 
Evaluation of the expression for the ionization cross section, Equation 33, shows 
that 
P(0.55 E ) ~ P(0.725 E ) = 1.1 P(E ) (51) 
for the case where U = 4.25. Therefore, the contribution from the backscattered 
electrons is 0.11 N P(E ) for the graphite substrate and 0.44 N P(E ) for the 
o o o o 
molybdenum substrate. 
The comparison between the substrates may now be made. The number of 
ionizations per second in the monolayer on the molybdenum substrate is 2.14 
N P(E ), and on the graphite substrate, 1.81 N P(E ). Therefore, the response 
of a carbon film on molybdenum should be 2.14/1. 81 times as great as on graphite. 
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Figure 37 shows that the carbon peak height was approximately 0.45 pico-
2 
amperes/eV per microampere of beam current for this specimen at 1200 eV beam 
energy. Reference to Figure 30 shows that a one monolayer radiator yields 0.80/4 
2 
0.80/4 = 0.20 picoamperes/eV per microampere beam current at 1200 eV. There-
fore, a monolayer radiator on molybdenum should yield 
(2.14/1.81)0.20 = 0.235 picoamperes/eV2 . (52) 
Thus, the observed carbon peak height is equal to 0.45/0.235 monolayers radiating 
strength. The actual thickness z of the film is , from Equation 47, given by 
o 
z 
N = 0.45/0.235 = f ° exp(-z/4) dz. (53) 
E Jo 
Evaluation of the integral yields 
z = 2.60 monolayers. (54) 
o 
The second example is also a contaminated molybdenum spectrum. This 
specimen was studied as a function of angle of incidence of the primary beam. 
Only one beam energy, 1200 eV, was used. Figure 38 shows the molybdenum and 
carbon peak heights as a. function of angle. The essentially identical behavior of 
the carbon and molybdenum peaks shows the influence the scattering properties of 
the substrate has on the Auger response of the surface film. Compare the angular 
behavior shown here of carbon on molybdenum with that shown in Figure 29, which 
is carbon on a graphite substrate. Carbon on graphite shows a maximum at about 
20 and then drops off at grazing angles. Carbon on molybdenum shows no drop 
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Figure 38. Auger Peak Heights of a Contaminated Molybdenum Sample 
as a Function of Primary Beam Angle of Incidence. 
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CHAPTER V 
STUDY OF WAFER SURFACES WITH AUGER SPECTROSCOPY 
This chapter is a survey of Auger spectroscopy findings from the study of 
transistor wafers taken from various stages of a commercial manufacturing pro-
ce s s . Chapters VI and VH explore in detail the most interesting findings of this 
study. 
The first section of this chapter explains the decision to concentrate on oxide 
surfaces in the study. The second section presents Auger spectra from typical 
oxide surfaces. The natural constituents, silicon, oxygen, and dopants, are dis-
cussed, as are the various contaminants. The effect of the primary beam on the 
oxide is also discussed. The third section explores an alternative technique for 
detection of materials easily desorbed by the electron beam and difficult to detect 
by Auger spectroscopy. The final section of this chapter introduces some of the 
charging artifices noted during the study and relates these to those noted in the 
critique of the literature presented in Chapter n . These charging artifices are 
discussed in detail in Chapter VI. The nature of the principal contaminant, carbon, 
is discussed in greater detail by Chapter VII. 
Oxide Surfaces 
The manufacture of a transistor or integrated circuit is a complex process. 
Even a simple breakdown of the process will involve thirty or forty steps. Any 
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decision to select a few of these steps for detailed study reflects the background 
and prejudices of the worker. The author visited three different commercial 
facilities during preliminary phases of the work and talked to a number of manu-
facturing personnel. The importance of oxide covered surfaces was a common 
thread through most of the process steps for silicon devices. In fact, the ease of 
formation and stability of silicon dioxide is the motivation for using silicon rather 
than germanium in the great majority of semiconductor devices. 
Silicon dioxide is used as a mask for diffusions in the manufacturing process, 
as an electrical insulator in completed devices, and as a passivation and protective 
coating on completed devices. For example, a typical impurity diffusion operation 
begins by growing a thermal oxide over the entire wafer. Photolithography forms 
a pattern of "windows" which expose the underlying silicon surface. The diffusion 
of impurities takes place through these windows, with the remainder of the surface 
shielded by the oxide. As another example, silicon dioxide is used as an electri-
cal insulator in integrated circuits and as the gate insulation in MOS transistors. 
Silicon dioxide, along with silicon nitride, is also used as an overcoating to electri-
cally stabilize silicon p-n junctions and protect the device against the inward diffu-
sion of unwanted impurities from the environment. 
Given that silicon dioxide is an important constituent of contemporary semi-
conductor devices, the question remains as to the best method for its study. At 
least three methods have merit: (1) controlled experiments to study silicon dioxide 
per se, (2) analysis of completed semiconductor devices which are electrically 
defective, and (3) study of wafers taken from manufacturing steps in which silicon 
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dioxide is important. The third method was selected because it is the method which 
will lead to any on-line monitoring technique utilizing Auger spectroscopy and it is 
the method least explored in the literature. The desire for on-line monitoring tech-
niques has been voiced by many manufacturing personnel and was the motivation 
20 
for Tharp*s work. 
Auger Spectra of Typical Wafer Oxides 
This section is a summary of Auger spectroscopy findings from oxide cov-
ered wafers taken from a commercial manufacturing line. An effort by Dr. L. N. 
20 
Tharp preceded the work reported in this dissertation. Tharp studied wafers 
taken from a commercial line after final polishing, first oxidation, a photoresist 
removal, base diffusion, emitter diffusion, and metalization. Based on Tharp's 
results, the study was specialized for this dissertation to wafers taken after first 
oxidation, base diffusion, and emitter masking. 
Three conclusions are presented in this section: (1) the oxide surface displays 
silicon and oxygen clearly, but dopants are seen only if the doping level is high or 
the surface very clean, (2) the surface displays certain contaminants, carbon being 
the principal one, and (3) electron beam induced charging artifices, desorption of 
adsorbates, and chemical reactions are important when interpreting spectra. Auger 
spectra from three typical wafers, one each after first oxidation, base diffusion, 
and emitter masking, will now be discussed. These wafers were NPN power t ransis-
ters and were all selected from the same line. 
The first spectrum is from a wafer taken after first oxidation. Figure 39 
shows the spectrum for this N type oxide. Silicon is seen in the form of SiO with 
the principal peak at 77 eV. Carbon is the main contaminant, with a trace of sul-
fur. Notice that there is no evidence of silicon carbide. The carbon peak has the 
form characteristic of graphite with the maximum at 250 eV, and there is no peak 
at 89 eV which would indicate silicon in the form of SiC. The graphite coverage 
will now be computed using the techniques introduced in Chapter IV. 
This is the interpretation problem, the easier of the two calculations des-
cribed in the last chapter. It is easier, and more accurate, because reference 
spectra are available for each of the bulk materials in the spectrum in question, 
Figure 39. The first step is to postulate the spatial distribution of the constituents. 
In this case the carbon will be assumed to be a uniform layer on top of the SiO?. 
The second step is to compute source strengths since the scattering properties 
of SiO determine the response of the graphite layer. Corrections must be made 
in the carbon sensitivity both for the backscattered source and the increased impor-
tance of the primary source at grazing incidence. 
The first comparison is made between a graphite substrate and a SiO sub-
Li 
strate, both at normal incidence. This comparison will determine the correction 
for the backscattered source. The primary source contributes N P(E ) ionizations 
per second in a monolayer in both substrates. Since the primary beam energy E 
is the same (1200 eV) as in the contaminated molybdenum example of the last sec-
tion of Chapter IV, the evaluation of the secondary source strength made there also 
applies here. The result was that the secondaries contribute 0.7 N P(E ) ioniza-
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Figure 39. Auger Spectrum of Commercial Wafer After Fi rs t Oxidation. 
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a backscatter coefficient of 0 .1 for graphite at 1200 eV, with mean energy loss 
0.45 E , and 0.2 for S i O , with mean energy loss 0. 38 E . The mean energy loss 
o z o 
figures a r e obtained f rom Figure 33 and the backscat ter coefficients a r e extrapolated 
from Table 2. Evaluation of the ionization c r o s s section at the appropriate values of 
normalized energy U gives 0 .11 N P(E ) ionizations pe r second for graphite and 
0.22 N P(E ) ionizat ions p e r second for SiCL. The total number of ionizations 
o o 2 
per second per monolayer for graphite i s thus 1.81 N P(E ) and for SiO it i s 
1.92 N P(E ) . There fo re , the inc rease in sensit ivi ty for carbon on SiO a s com-
pared with graphite i s 1 . 9 2 / 1 . 8 1 . 
The influence of the p r imary source at grazing incidence will now be de te r -
2 
mined. The response of SiO at normal incidence i s 8 p icoamperes /eV per 
microampere beam c u r r e n t , from Figure 27, and 12 p icoamperes /eV at 15 . 
Thus the total source s t rength at 15 is 50% g rea t e r than at 90 in SiO . The num-
z 
ber of ionizations p e r second in a monolayer on SiO at 15 is therefore 
1.5 x 1.92 N P(E ) = 2 .88 N P(E ). (55) 
o x o o o 
Notice that this r e q u i r e s the p r imary source to inc rease from N P(E ) to 1.96 
o o 
N P(E ) ionizations p e r second as the angle is changed from 90 to 15 . 
, 2 
The radiat ing s t rength of graphite i s 0.20 p icoamperes /eV per mic roampere 
beam cur ren t , per monolayer , at 1200 eV p r imary beam energy and normal inci-
dence (Figures 29 and 35) on graphi te . Therefore on SiO the radiation strength is 
Li 
2 
(2 .88 /1 .81) 0 . 2 0 = 0.32 p icoamperes /eV (56) 
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per mic roampere beam cur ren t . This is the sensitivity for graphite to be used in 
in terpret ing Figure 39. As stated before, the sensitivity for SiO is 12 p i c o a m p e r e s / 
2 
eV for Figure 39. 
The third step i s to measure the peak heights from the spec t rum. The scale 
2 
factor shown on Figure 39 i s 408 p icoamperes /eV and the beam cu r r en t shown is 
85 m i c r o a m p e r e s . Therefore, a unit deflection corresponds to 408/85 p i c o a m p e r e s / 
2 
eV per mic roampere beam cur ren t . Since the silicon peak at 77 eV is 1.25 units 
high, the silicon peak height is 
2 
(408/85) 1.25 = 6. 0 p icoamperes /eV (57) 
per mic roampere cu r ren t . Similarly, the carbon peak height i s 
(408/85)(1.5)(l/20) = 0.36 p icoamperes /eV 2 (58) 
where the 1/20 factor accounts for the increased amplification used in the la t ter 
portion of the spec t rum. 
The fourth, and final, step is to compute the coverage. Recall that for the 
272 eV Auger electron (carbon) the equivalent radia tor is 
N E = 
exp(-z/4)dz = 4 monolayers (59) 
0 
2 
for a bulk specimen. Each monolayer radiat ing strength is 0.32 p icoamperes /eV 
2 
in this example. The observed peak height i s 0.36 picoamperes/eV . Therefore , 




4 x 0.32 picoamperes/eV = exp(-z/4)dz (60) 
J0 
z 
0.36 picoamperes/eV = f °exp(-z/4)dz (61) 2 
0 
Notice that the limits of integration are expressions of monolayer coverage. Since 
the integral in Equation 60 is simply 4, we divide Equation 61 by Equation 60. 
The result is particularly convenient to use. 
z 
0.36/(4 x 0.32) = - exp(-z/4) I ° (62) 
'o 
Thus, the observed peak height is divided by the bulk response (the response per 
equivalent monolayer multiplied by the number of equivalent monolayers in the 
bulk specimen), and this result is equal to the antiderivative evaluated between the 
limits of integration. Equation 62 may be simplified to read 
0.36/1.28 = 1 - 0.72 = 1 - exp(-z /4) . (63) 
Evaluation of the exponential yields 
z = 1 . 3 monolayers. (64) 
Since the only other significant constituent is the SiO itself, the consistency 
of the calculation can be estimated by checking the SiO response. The equation 
Ct 
analogous to Equation 62 is 
oo 
6. 0/12. 0 = - exp(-z/2.4) I (65) 
• z 
where z expresses the depth, in monolayers, at which the SiO begins. Analo-
O di 
gous to Equation 63 we have 
0.5 = exp(-z /2.4) (66) 
and the result is 
z = 1 . 7 monolayers (67) 
The discrepancy in the location of the graphite - SiO interface can be either 
Li 
in the initial assumption that the graphite was in the form of a uniform layer, or 
it can in the details of the calculation. Notice that the result of Equation 67 could 
be "adjusted" by changing the mean escape depth used for the 77 eV silicon Auger 
electrons. The value used, 2.4 monolayers, was determined from Figure 35 and 
the comments made in describing the figure certainly apply here. 
A number of base diffusion oxides were also studied. These were similar 
in nature to the above discussed oxide. The only significant difference was the 
indication of boron at 179 eV. Boron, of course, is used as a P type dopant. An 
example of a P type oxide showing the boron dopant was given in the section on 
calibration spectra in Chapter IV; see Figure 21 and the associated discussion. 
The next example is a wafer taken after base diffusion which shows signifi-
cant silicon carbide. Approximately one third of the wafers studied had a silicon 
carbide indication, although few were as contaminated by silicon carbide as this 
example. Figure 40 is the Auger spectrum of the wafer. The wafer was rinsed 
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Figure 40. Auger Spectrum of Commercial Wafer after Base Diffusion, 
Showing Silicon Carbide Contamination. 
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no other treatment. In particular it was not subjected to heat treatment or elec-
tron bombardment before this spectrum was recorded. Thus, the SiC indication 
is representative of the wafer as removed from the process line, since it received 
* 
no treatment known to form SiC after removal from the line. 
Identification of SiC is made in the following way. The broad peak at 90 eV 
could be the result of Si, SiO, SiC, or some combination of these. Only a higher 
resolution spectrum in the low energy range would say specifically. However, 
the large oxygen peak and the fact that the wafer was subjected to an oxidizing step 
as part of the diffusion process suggest that SiO is not the only contributor to the 
90 eV peak. Similarly, the presence of oxygen suggests that Si is not the princi-
pal contributor. Thus a process of elimination and the characteristic carbide shape 
of the carbon peak lead to SiC. An equivalent coverage for the SiC can not be com-
49 puted because it exists as particles, rather than as a smooth layer in the fashion 
50 
of graphite. Experience though has shown that the peak height in the figure 
corresponds to fairly heavy coverage. An estimate of the magnitude of the SiC 
coverage can be made in the following way. The sensitivity of silicon in SiC, at 
. 2 
normal incidence and 1150 eV, is 3.9 picoamperes/eV per microampere beam 
. 2 
current, from Figure 28. The 90 eV peak in Figure 40 is 2.35 picoamperes/eV 
per microampere beam current. The corresponding numbers for the carbon peak 
2 2 
are 0.5 picoamperes/eV for bulk SiC and 0.12 picoamperes/eV for Figure 40. 
The shape of the carbon peak, with the maximum at approximately 260 eV, is that 
Formation of SiC is discussed in Chapter VII. 
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of carbide, not graphite. Thus the entire carbon peak may be allocated to SiC. 
This peak height is about one fourth that of a bulk specimen. One fourth of the 
2 
bulk silicon, as SiC, peak is 0.975 picoamperes/eV ; the implication is that a 
little less than one half of the 90 eV peak is due to SiC. The remainder is likely 
SiO. If one assumes the scattering properties of SiC are similar to those of SiO 
and Si02 , the constituents of the substrate, then of the order of one fourth of the 
surface is covered by SiC particles. 
Two spectra, Figures 41 and 42, are from the final wafer considered in 
this sequence of examples. The emitter masking operation was completed before 
this wafer was removed from the line. The next process step would have been the 
emitter diffusion. Figure 41 is the Auger spectrum for a transistor which showed 
little SiC contamination but substantial graphite coverage. The silicon (as SiO ), 
carbon (as graphite), and oxygen peaks dominate the spectrum, as expected. The 
minor peak at 107 eV belongs to the silicon complex. There is a minor inflection 
at 150 eV likely caused by sulfur, and there is another minor inflection at 179 eV, 
which is interpreted as boron. A distinct oxygen ionization loss peak is seen at 
460 eV; such loss peaks a re discussed in Chapter VI. 
Figure 42 shows the Auger spectrum of a second transistor on the same wafer. 
The primary difference between the two transistors is that this unit shows a definite 
indication of SiC both witii the 89 eV silicon peak and the shape of the carbon Auger 
peak. The remaining interpretations are identical. 






PRIMARY BEAM ENERGY' 1100 «V 
PRIMARY BEAM CURRENT^ 390 ft A 
ANGLE OF INCIDENCE = 90 * 
SPECIMEN > F-9 I TRANSISTOR OXIDE 
100 200 300 400 500 600 
ENERGY (ELECTRON VOLTS) 
700 800 900 
Figure 41. Auger Spectrum of Commercial Wafer after Emitter Masking, 
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Figure 42. Auger Spectrum of Commerc ia l Wafer after Emit te r Masking, 
Showing Silicon Carbide Contamination. 
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1. Silicon, oxygen, and carbon are the three constituents always seen in the Auger 
spectrum. The following section on electron desorption techniques will show 
that hydrogen is also present. 
2. Carbon exists both in the form of graphite and silicon carbide on commercial 
oxide surfaces. Some wafers showed no silicon carbide and others, supposedly 
identical, showed substantial SiC. Furthermore, there was a varying amount 
from transistor to transistor on several wafers studied in detail. Generally 
speaking, the amount of SiC found increased with the number of processing 
steps which had been completed. For example, almost all emitter masked 
wafers showed SiC contamination and almost none of the wafers taken after 
first oxidation showed it. Data presented in Chapter VII will show that the 
amount of SiC actually varies across a single transistor on a wafer. 
3. The dopants, phosphorus and boron, may occasionally be seen but the indica-
tion is always small and unambiguous interpretation difficult. 
4. Sulfur, and sometimes chlorine, are the two principal trace contaminants 
found. 
5. Oxygen loss peaks are found and should not be confused with Auger peaks. 
Loss peaks are discussed in the following chapter. 
Concluding this section is an introduction to electron beam induced pheno-
mena associated with Auger spectroscopy. The first phenomenon is that of the 
primary beam causing atoms or molecules, adsorbed on the specimen surface, to 
leave the surface either by diffusing into the solid or, in the more likely case, 
escaping into the vacuum. The most common example is that of the electron beam 
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sputtering sodium off of silicon surfaces. The only example noted in this work 
occurred when the vacuum system was not baked and therefore the water vapor 
—8 
pressure was in the 10 torr range. Presumably an appreciable amount of water 
vapor would then be adsorbed on specimen surfaces, particularly SiO . The ten-
dency of the Auger spectra then was for all of the peaks, except oxygen, to in-
crease with exposure to the electron beam. The implication is that the electron 
beam was causing desorption of H O , and hence reducing the oxygen indication, 
and thereby exposing the underlying surface to vacuum and increasing the Auger 
electron escape probability for the underlying surface region. Electron stimulated 
desorption can be a very useful analytical phenomenon when the desorbed species 
are identified with a mass spectrometer. This technique is the subject of the 
next section. 
The second phenomenon of interest is the ability of the electron beam to 
promote chemical reactions on the surface. The principal reaction noted in this 
w ork was the reduction of silicon dioxide. While it is known that the electron beam 
g 
will reduce silicon dioxide, the actual reactions are not well understood. Care-
ful measurements in this work indicate that two possibilities exist, depending on 
the presence of carbon as graphite. When carbon as graphite is present, the elec-
t ron beam will reduce silicon dioxide and form silicon carbide. The fate of the 
excess oxygen, whether it desorbed into the vacuum or diffused into the remaining 
oxide, was not determined. When carbon is not present, the electron beam will 
reduce silicon dioxide to form what is believed to be silicon monoxide. Again the 
fate of the excess oxygen was not determined. These reactions are discussed in 
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more detail in Chapter VII. 
The final phenomenon of interest is the ability of the electron beam to 
cause charging artifices. These artifices are discussed somewhat in the final 
section of this chapter and then the entirety of Chapter VI is devoted to them. 
Electron Stimulated Desorption and Mass Spectroscopy 
This section briefly describes a technique which is actually closely related 
to Auger spectroscopy, although at first glance it does not appear to be. The 
method consists of determining the mass of atoms removed from the surface by 
the action of an electron beam. The beam used for Auger spectroscopy was also 
used for this electron stimulated desorption work. A quadrupole mass spectrome-
ter performed the mass analysis. The most important characteristic of electron 
stimulated desorption is that the technique is highly selective; that is , only certain 
adsorbates will be removed from certain substrates. Therefore, electron stimu-
lated desorption is not a general analytical technique for surface studies. It is , 
however, complementary to Auger spectroscopy when the primary goal is detection 
of certain contaminants, and the lack of absolute calibration of coverage can be 
accepted. 
52 
The recent review paper by Madey and Yates serves as a reference for 
the following description of electron stimulated desorption phenomena. 
1. (Utility) Electron stimulated desorption of adsorbates and detection by a mass 
spectrometer is a useful surface analysis technique for elements of low or 
zero (H, He) Auger sensitivity. It is also useful when the primary beam 
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causes rapid desorption of the material (e .g . , Na on SiOJ . It is particularly 
useful when both circumstances apply. Auger spectroscopy and electron 
* 
stimulated desorption are complementary, for they utilize competing physical 
processes: Auger neutralization of primary beam ionized atoms can prevent 
their escape from the surface. Therefore, materials with low cross sections 
for Auger neutralization will likely be desorbed. 
2. (Technique) The surface to be analyzed is bombarded by a primary beam of 
electrons. While previous workers used beams with less than 500 eV energy, 
the author utilized the same primary beam as used for Auger spectroscopy. 
The primary beam energy ranged from 900 eV to 2300 eV. The principal 
effect of increased energy was higher efficiency. The primary beam ionizes 
atoms adsorbed on the surface of the solid and often the resulting field repels 
the ion from the surface. If the ion is not neutralized before it moves a 
characteristic distance from the solid, it will escape completely and thereby 
be desorbed. An ion neutralized before moving the characteristic distance 
away from the surface will return. A third possibility is that the ion will move 
sufficiently far away to escape but will then be neutralized. In this case it will 
escape as a neutral atom rather than as an ion. The mass spectrometer is 
placed with a line-of-sight view of the emitting surface. The mass spectrometer 
determines the mass of the ion or atom and thereby allows an identification of 
* 
The two techniques are complementary because materials not detected by 
one are likely detected by the other. The two phenomena are competing because 
both require an initial ionization by the primary beam and if one form of neutrali-
zation takes place, the other form does not. 
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the species to be made. 
3. (Mass Spectrometry) The mass spectrometer utilized herein is composed of 
three portions: (1) an ionizer to ionize neutrals, (2) a mass filter which passes 
only ions of a selectable mass-to-charge ratio, and (3) a collector system 
which forms a signal proportional to the number of ions passed by the filter. 
The ionizer can be turned off to allow analysis of incoming ions. The ionizer 
potentials prevent incoming ions from reaching the mass filter, so only neu-
trals in the ionizer volume are analyzed when the ionizer is on. However, 
residual gas atoms £ar outnumbered incoming neutrals from the bombarded 
surface with the experiment geometry necessary in this work. Thus, only 
residual gas analysis was possible with the ionizer activated. Only desorbed 
ions are analyzed witih the ionizer turned off. The acceptance angle for de-
sorbed ions cannot be computed exactly because of the presence of the ionizer 
structure in front of the mass filter; but 0. 001 steradians is an order of magni-
tude estimate. Obviously, only a small fraction of the desorbed ions are ana-
lyzed. An electron multiplier provides suitable sensitivity when primary 
beams of 100 microamperes or more are used. The first dynode of the electron 
multiplier is biased negatively to collect positive ions and accelerate the result-
ing secondary electrons down the multiplier chain. Therefore, only positive 
ions are measured by the spectrometer. 
4. (Sensitivity) Electron stimulated desorption techniques can not be absolutely 
calibrated at this t ime, because the ion transmission probability is not known 
for the mass filter; tbie angular distribution of emitted ions is not known, and 
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absolute ionic desorption cross sections are not known. Thus, the quadrupole 
mass spectrometer samples a small unknown fraction of the emitted ions. 
However, the ion current is proportional to the bombarding electron current 
and to the coverage of the particular species; coverage is the number of atoms 
or molecules of the species per unit area in the top monolayer of the substrate-
adsorbate system. Unfortunately, as far as quantitative analysis of the chemi-
cal constituents of a surface i s concerned, the desorption cross section varies 
by orders of magnitude even between different binding states of a particular 
adsorbate on a solid. The sensitivity variation between different elements is 
often many orders of magnitude. 
5. (Applications) Only certain adsorbate-substrate combinations are sensitive 
to electron stimulated desorption. This selectivity to binding mechanism is 
a natural result of the desorption process. Neither thermal heating by the 
beam nor direct energy transfer from the electron to desorbed atom are 
important at the power and energy levels employed. The outer layer of atoms, 
the adsorbate, is attracted to the remainder of the solid, the substrate,by an 
electrostatic force. Nuclear forces give the net force function a repulsive 
nature at very small substrate-ads or bate spacing. The adsorbate will reside 
in the minimum of resulting potential energy-spacing function. Ionization of 
the adsorbate atom will cause many potential energy-spacing functions to be-
come repulsive in nature. Thus, the ion will be accelerated away from the 
surface. The ion will escape if it acquires sufficient kinetic energy before 
neutralization. The nature of the binding of adsorbate to substrate determines 
i 
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whether or not ionization will cause the atom to be accelerated away from the 
surface. Furthermore, the nature of binding determines the probability of 
neutralization by an electron from the substrate. This neutralization is often, 
but not always, by an Auger process. The one type of binding that has suffi-
ciently efficient neutralization to prevent observation of electron stimulated 
desorption is the metal adsorbate on metal substrate system. On the opposite 
end of the spectrum is strong ionic bonding. The lack of available electrons 
for neutralization gives r ise to appreciable sputtering by the electron beam 
and subsequent damage to the substrate. Most systems, though, shown an 
intermediate desorption cross section so that adsorbate atoms are removed 
but little damage is done to the substrate. In summary, electron stimulated 
desorption is applicable to certain binding states for adsorbate-substrate 
systems where neutralization is not excessively probable. 
The possibility of analyzing desorbed neutrals will be considered first. As 
mentioned above, the geometry of the experiment often prevents a conclusive 
experiment using residual gas analysis. Figure 43 shows the difficulty. The solid 
lines indicate the partial pressures of the constituent gases with the electron gun 
turned off. Excitation of the electron gun gives rise to the partial pressures indi-
cated by the dashed lines. H , CO, and C0 9 are greatly increased by turning the 
Li Li 
gun on. The important point is that identical spectra were obtained when the beam 
was incident on the SiO surface of a commercial wafer, the molybdenum specimen 
holder, the pyrex viewing window of the vacuum system, and the stainless steel 
drift tube of the electron gun assembly. Thus, the residual gas spectrum is not 
Page missing from thesis 
sensitive to the bombarded surface. Rather, it is sensitive to the residual gases 
of the system and the presence of a heated filament. Approximately one half of the 
increase in the H , CO, and CO partial pressures occurs when the filament is 
heated and the remainder when the beam potential is applied. In contrast, mass 
spectrometry of desorbed ions is sensitive only to the bombarded specimen surface, 
Graphite is an illustrative example and will be the first considered for the 
ion analysis technique. Then a "clean" oxide, fabricated in the vacuum system, 
and the "dirty" oxide of a commercial wafer will be compared. 
Figure 44 shows a representative electron stimulated ion mass spectrum 
for a graphite specimen. The most significant feature of the spectrum is the large 
peak at mass 19, identified as H O . One might reasonably ask why this mass 19 
peak is not associated with fluorine. The answer is there are a number of circum-
+ + 
stances which point to H O . The source reaction for H O is a classic ion-
O O 
molecule reaction, 
H+ + H20 -> H 3 0
+ . (68) 
The electron beam is an efficient ionizer of physically adsorbed gases, which is 
the situation for water vapor on graphite. Water vapor, of course, is one of the 
primary residual gases in the vacuum system and is known to adsorb on most sur-
faces in vacuum. The H O peak is always correlated with the H O partial pressure 
of the residual gas. The H O peak is also correlated with the mass 16, oxygen, 
o 
mass 17, OH, and mass 1, hydrogen peaks. These are all products of the disso-
ciation of the water molecule. The only obvious missing peak is that of the parent, 
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Figure 44. Ion Mass Spectrum for Graphite Specimen. 
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mass 18 for H O . Apparently dissociation of the H O molecule is much more 
Li Li 
likely on the surface than simple ionization of the molecule. The mass 18 peak 
grew when the graphite specimen was heated while bombarded, but it remained 
insignificant compared to masses 1, 16, 17, and 19. This family of masses 
dominated all surfaces studied, which included graphite (carbon), transistor 
oxides (SiO ), and molybdenum. One would not expect to find fluorine as a domi-
nant peak on all of these surfaces. Finally, fluorine was not found in the residual 
gas spectra or in the Auger spectra for the various surfaces. In summary, there 
is no supporting evidence for the mass 19 peak to be fluorine, whereas there is 
considerable evidence for it to be H O . 
o 
Interpreting the remaining peaks in Figure 44 is more straightforward. 
Sodium, mass 23, and potassium, masses 39 and 41, are two interesting contam-
inants from a semiconductor point of view. Chlorine, masses 35 and 37, is another 
common surface contaminant and may have been in the form of NaCl. Potassium 
and chlorine have two peaks each because of their isotopes. The ratio of peaks for 
chlorine (mass 35: 75%, 37: 25%) and for potassium (39: 93%, 41: 7%) is approxi-
mately correct. Sulfur, mass 32, is the other principal contaminant seen in the 
ion spectrum. The peaks at masses 13, 14, 15, 26, 27, and 29 are most likely 
C H type ions. 
x y ^ 
Comparison of the ion spectrum with the Auger spectrum for the same sur-
face can be made with Figure 45, the Auger spectrum for the same specimen. Sul-
fur and chlorine are clearly shown in the Auger spectrum, along with the dominant 
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Figure 45. Auger Spectrum of Graphite Specimen Used for Ion Mass 
Spectrum of Figure 44. 
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some difficulty. Sodium is not seen. Potassium has its principal low voltage 
Auger peak at 252 eV, and so would be obscured by the carbon peak. Hydrogen, 
of course, has no Auger peak. In this particular case, all of the surface contami-
nants found in the Auger spectrum are also seen in the ion specimen, but not vice-
versa. 
Figure 46 shows an ion mass spectrum for a silicon dioxide surface which 
should be "clean." This surface was described in Chapter IV in reference to 
Figure 21. Silicon in the form of SiO , oxygen, a minor trace of imbedded argon, 
and the dopant boron a r e ihe only constituents of the Auger spectrum. The ion mass 
spectrum is dominated by the water peaks, masses 1, 16, 17, and 19 and by adsor-
bed residual gases CO and CO which contribute the mass 12, 28, and 44 peaks. 
The only unexpected component is a trace of potassium, mass 39. This trace of 
potassium is attributed to the graphite specimen, discussed above, which was in 
the vacuum system with the SiO specimen and studied before it. It is not unlikely 
that a small amount of potassium was removed from the graphite surface by the 
electron beam and was deposited on the SiO surface a few centimeters away. 
It is interesting to compare the ion mass spectrum of the clean oxide with 
that of a typical commercial wafer oxide, shown in Figure 47. The water and CO 
peaks still dominate but tfee trace contaminants are much more numerous. The 
potassium peak is an order of magnitude greater and there is a new, substantial, 
sodium peak, at mass 23.. There are also hydrocarbon peaks at masses 27 and 29. 
Mass 31 may be either a hydrocarbon or the phosphorus which was used as a dopant. 
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Figure 47. Ion Mass Spectrum of Commercial Oxide Surface. 
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worst case estimate of the sensitivity of electron stimulated desorption for 
sodium on SiO . 
Li 
Sodium was not detected in any of the Auger spectroscopy studies of SiO . 
z 
The signal to noise ratio, relative to a monolayer coverage of graphite, always 
exceeded 200:1 when a ten second time constant filter was used. Since the Auger 
sensitivity of sodium is about one half that of carbon, the sodium coverage was 
always less than 0. 01 monolayers. Now the signal to noise ratio for sodium in 
the ion spectrum of Figure 47 exceeded 10:1 when using a one second time con-
stant filter. Therefore, the minimum detectable sodium concentration, using 
-3 
electron stimulated desorption, is at least 10 monolayers and may be much 
better. A feasible way to increase the minimum detectable coverage by an order 
of magnitude would be to increase the filter time constant to 100 seconds for the 
mass 23 peak. This peak would then require about 15 minutes to scan. 
The final portion of this section is a summary of the utility of ion mass 
spectroscopy to the Auger spectroscopist. The utilization of electron stimulated 
desorption techniques will certainly grow as they become better understood. 
1. Electron stimulated desorption techniques are generally complementary to 
Auger spectroscopy, both in the nature of the physics and in implementation 
of the instrumentation. Auger neutralization is one of the primary competing 
processes to desorption. Thus, roughly speaking, adsorbate-substrate systems 
with high Auger cross sections will exhibit low desorption cross sections, and 
vice-versa. Only the presence of a mass spectrometer with a line of sight 
view of the bombarded surface is required. There is no reason why mass 
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spectrometry and Auger spectroscopy can not be performed simultaneously. 
2. Electron stimulated desorption and mass spectroscopy exhibit useable sensi-
tivity to sodium, a difficult contaminant to detect with Auger spectroscopy. 
While qualitative at this time, the sensitivity of ion mass spectroscopy to 
sodium could be calibrated for the important SiO -Na system. 
Li 
3. Electron stimulated desorption techniques easily detect potassium, an element 
whose Auger peak is often masked by the carbon Auger peak. The minimum 
of the potassium peak occurs at 252 eV, just where carbon, in the form of 
graphite, exhibits a maximum. The combined spectra are difficult to separate, 
particularly when there is substantial carbon and a trace of potassium. 
4. Electron stimulated desorption techniques detect hydrogen, an element not 
seen by Auger spectroscopy. Detection of hydrogen is useful because it allows 
other elements in an Auger spectrum to be associated with their likely parent 
compound. For example, oxygen seen in an Auger spectrum might be associ-
ated with water vapor, H O , when H is found in the ion mass spectrum. 
Similarly, CI might be associated with HC1. 
5. Electron stimulated desorption techniques often provide unambiguous inter-
pretation of Auger spectra. For example, consider a small Auger peak at 
approximately 180 eV. Is it to be interpreted as boron, 179 eV, or chlorine, 
183 eV? If the specimen were a boron doped transistor oxide, this would be 
a difficult decision (Figure 41 is such a case). If the ion mass spectrum shows 
no chlorine, then the best interpretation is boron. 
6. Electron stimulated desorption techniques are sensitive to binding mechanisms 
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of adsorbates to substrates. The ion mass spectra of this section show 
distinct differences in the water complex, masses 1, 16, 17, 18, and 19, for 
three different substrates: graphite, a "dry" oxide grown in pure O , and a 
"wet" commercial oxide grown in a H O-O mixture. Although these differences 
are difficult to explain in detail at this time, it is likely they will prove useful 
and be explained in the future. 
Artifices Noted in the Oxide Studies 
A number of anomalies appeared in the first spectra taken on commercial 
oxide covered wafers. These problems seemed to occur randomly, so the initial 
approach was to select those spectra which appeared free of anomalies. This was 
not a very satisfying solution, of course. Biasing the specimen a few tens of volts 
off of ground was soon discovered as an empirical cure. Varying the residual 
magnetic field by Helmholtz coils was another empirical cure. At the beginning 
of this work there was no explanation for the causes of these anomalies other than 
that they were connected with "charging" of the oxide (insulator) surface. Biasing 
the specimen was universally adopted as the cure for charging problems, since it 
removed the most obvious faults. Spectra with no peaks or a very noisy back-
ground were discarded. This was the state of the art when the initial wafers were 
studied in this work. 
Problems still remained in studying oxide surfaces with Auger spectroscopy, 
but they were much more subtle than those described in the previous paragraph. 
Seemingly reproducible, stable, peaks were found on biased specimens which re -
quired unusual interpretations. Naturally,- the critic of prior work can not say 
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absolutely that the published interpretations are in error , since the individual 
specimens can not be studied again with the improved methods presented in 
Chapter VI. However, for many of the interpretations there is no supporting evi-
dence and many of the questionable peaks were duplicated, and shown to be artifices, 
on other insulator surfaces. Additionally, peaks were found where no known Auger 
peak is located. These peaks had to be ignored in the interpretations. 
The critique in Chapter n of previous interpretations is obviously based on 
the experience gained throughout the experimental work for this dissertation, even 
though the justification for each of the criteria used in Chapter n lies in the basic 
theory of the Auger effect. In reality it was the difficulty of explaining results 
from biased specimens that forced a serious evaluation of the charging problem. 
The first quantity studied in this evaluation was specimen current. The unusual 
variations in speciment current, both synchronously and asynchronously with the 
retarding potential sweep, forced additional study of the secondary emission yield 
for the oxide surface. This in turn led to a study of the nature of the slow secondary 
peak for an oxide specimen. The nature of the slow secondary peak and the 
behavior of specimen current are two valuable indicators of the charge state on an 
oxide covered specimen. Chapter VI, the following chapter, is a very complete 
description of the charging problem on oxide covered specimens. Each of the 
phenomena found in this study is described, its effect on the Auger spectrum is 
shown, and a method of preventing or detecting it is given. 
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CHAPTER VI 
ARTIFICES ON OXIDE SURFACES 
The previous chapters have pointed out that many anomalies are possible 
when using Auger spectroscopy to study practical insulator surfaces. This chap-
ter is an attempt to categorize these difficulties, present a qualitative model for 
their origin, and give a method of detecting or eliminating each. Silicon dioxide 
will be the insulator of interest, but the discussion should also apply to other 
electrical insulators. 
Five specific problems associated with charging of oxide surfaces are 
discussed in the following sections. As an introduction to these discussions, a 
comment will be made based on experience in studying a variety of insulator 
samples. Specimens may be classed according to the distance an electron must 
travel to reach an electrical contact after entering the solid. Insulator specimens 
in the form of a thin film, a few hundred angstroms thick, on a conducting sub-
strate behave well with few charging problems. They are similar to conductors 
or semiconductors. Insulator specimens in the form of a film of micron thickness 
will support a significant voltage drop between the contact and surface. The charg-
ing problems associated with these specimens are difficult but can be handled. 
Insulator specimens of millimeter thickness are extremely difficult to handle. 
The magnitude of the charging problem is thus correlated with the difficulty a 
charge distribution an. the surface has in communicating with the electrical contact 
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to the specimen. 
The first section discusses simple charging to a uniform potential by an 
oxide surface. This is a simple case to handle. The second section discusses 
the case when the surface does not charge to a uniform potential, but instead 
charges to different potentials in different regions. The third section discusses 
the situation when the charge state of an oxide is not constant in time, with 
emphasis on the correlation between charge state and retarding potential of the 
energy analyzer. The fourth section is concerned with loss peaks and charge 
states which behave in a fashion similar to loss peaks. The fifth section considers 
electrical breakdown of oxide films and the final section is a compilation of the 
tests and rules introduced in this chapter. 
Simple Charging to an Uniform Potential 
Two conditions are necessary for Auger spectroscopy to be successful on 
oxide surfaces. The charge distribution must reach a steady state, that is , it 
must be constant in t ime. The charge distribution must also be such that the 
potential in the Auger escape volume is uniform. If the charge distribution is 
constant throughout data accumulation, then it is possible to deduce the potential 
in the Auger escape volume if, and only if, the potential is uniform through this 
volume. It is convenient to consider the Auger escape volume as a thin planar 
film residing on a substrate, the remainder of the specimen. In this section we 
shall assume that the potential is uniform over the film and consider only the pos-
sible potential variation as one passes through the film and into the solid. 
If the potential in the Auger volume is found and is uniform over the volume, 
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then the spectrum can be interpreted by merely considering the potential difference 
between the escape volume and the electrical contact to the specimen to be part of 
the retarding potential. If the potential is not uniform, then the measured spectrum 
is the summation of spectra from each little volume characterized by some poten-
tial . Such data is of little use. On the other hand, if the potential changes during 
the run, then a variety of artifices are introduced. 
A model for the electronic band structure and the nature of the interaction 
between the primary beam electron and the oxide will now be introduced. The 
mechanism by which a steady state charge distribution is achieved will be des-
cribed and compensation for the resulting surface potential is illustrated. Finally, 
the nature of the slow secondary peak of a charged insulator surface is explained. 
The oxide formed during device fabrication is typically a glassy, amorphous 
solid with only short range order. Nevertheless, a simple energy band structure 
will be postulated, with the many defects of the solid giving r ise to states, or 
t raps, in the energy gap. The energy gap is taken as 8 eV and the barr ier between 
the valence band in the silicon substrate and the conduction band in the oxide is 
taken as 4.25 eV. Excess silicon in the oxide will act as a donor when ionized by 
electron bombardment. Sodium and other ionic impurities will act as donors acti-
vated by thermal energy. Traps from other defects presumably can be ionized 
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either way and can act as recombination centers. Given this model, the process 
by which the incident primary electron disturbs the charge distribution in the oxide 
may be traced. 
The energetic primary electron creates a cascade of fast secondaries as 
179 
it suffers inelastic collisions. These fast secondaries in turn lose energy in 
collisions until the majority off those which escape the region possess energies 
of the order of ten electron volts above the top of the valence band. The incident 
primary electron loses its energy, more or less uniformly along its path, while 
traveling a distance similar to the transverse path length discussed in Chapter IV. 
This distance is a few hundred angstroms for 1 keV primaries and a few thousand 
angstroms for 5 keV pr imar ies . Most of the secondaries in the cascade have 
energies which place them in tfae conduction band of the oxide. It should be recog-
nized that the primary beam really creates hole-electron pairs . However, the 
mobility-lifetime product of tfee electrons is greater than that of the holes, so the 
dominant free charge car r ie rs a r e electrons. 
The mechanisms by which conduction band electrons can be scattered, lose 
energy, and eventually return fto the valence band are of interest. Conduction band 
electrons are primarily scattered by lattice vibrations and ionized impurities. 
Electron-phonon interactions axe the primary cause of inelastic scattering at room 
temperature in a clean oxide. Finally, recombination takes place primarily at the 
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traps caused by imperfections in the solid. 
Secondary yield, or emission ratio, is the number of electrons emitted 
from the surface per incident pr imary electron. A hypothetical secondary yield 
as a function of primary beam energy curve is shown in Figure 48. The two ener-
gies where the yield is one a re noted as E and E . Most materials, particularly 
J. tL 
oxides, will have a maximum yield greater than one so that E and E exist. If 
J. Ci 
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Figure 48. Secondary Electron Yield as a Function of Primary Beam 
Energy for a Typical Specimen. 
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some steady state potential. The abscissa of the plot is then equal to the product 
of the electron charge and the difference in potential between the electron gun 
cathode and the surface of the specimen. As is well known, there are two stable 
states. If the initial primary beam, energy is less than E , the specimen collects 
negative charge, as the yield is less than one; the surface charges to the cathode 
potential and beam current to the specimen goes to zero. If the initial beam energy 
is greater than E , the specimen charges so that the effective beam energy is E ; 
the net current to the specimen goes to zero although both the primary beam and 
emitted secondary currents continue to flow. The above situation is realized if 
the distance through the oxide from the bombarded surface to the electrical contact 
is infinite. The situation is modified by the extent to which charge can flow from 
the bombarded region to the contact and the potential drop caused by this charge 
flow. 
The physical origin of the secondary yield curve is straightforward. The 
secondary cascade grows in number as the primary energy is increased from zero. 
However, the observed secondary emission is the product of the secondary electron 
generation function and the transport function which carries the secondary from 
its point of creation to the emission surface. As the beam energy is further in-
creased, the secondaries are created more deeply in the solid and the transport 
function decreases, reducing the net yield. 
Figure 49 illustrates the types of charge flow in and out of an imaginary 
Gaussian surface. The net charge flow must be zero in the steady state. One 
manner of satisfying this requirement is to have the secondary emission ratio one; 
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Figure 49. Schematic Representation of Charge Flow Through a 
Gaussian Surface. 
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the electron and hole flux to the contact may then be zero. In general, the secon-
dary emission ratio will be different from one and some charge flow between the 
oxide and contact will exist. 
The ideal charge flow condition for Auger spectroscopy is the situation 
which balances the potential in the Auger escape volume with that of the contact. 
Following MOS terminology, this is the "flat band" condition. It is illustrated 
in Figure 50 for SiO with a silicon contact. 
Consider a net flow of charge into the oxide from the left, given by the 
primary beam current minus the emitted secondary current. The steady state 
criterion requires some charge flow through the right side of the slow secondary 
creation region to the contact. The case of a small net electron flow to the con-
tact will be considered first. 
A small net electron flow from the oxide to the contact implies that the 
secondary yield is slightly less than one. There is a high concentration of elec-
trons in the conduction band in the slow secondary creation region compared to 
the remainder of the oxide; these conduction band electrons result from primary 
beam ionizations. The consequence is a diffusion of electrons to the right towards 
the contact. Some of these however will be trapped in the oxide and give r ise to a 
fixed negative charge distribution. Thus, a potential barr ier will be created 
opposing the diffusion flux. If the oxide is thin, the amount of trapping is small 
* 
and the band bending is minimal. This is the case when the oxide is barely 
*~~ 
The term "minimal" is obviously qualitative. A "minimal" potential 
drop across the oxide would be one sufficiently small to neglect, e .g . , the order 






ELECTRON L •0 
©©©©© 




U— SLOW SECONDARY ESCAPE 
1 REGION 
U— SLOW SECONDARY 
CREATION REGION 




thicker than the secondary creation region. As a consequence, thin oxides behave 
well with no charging problems. 
Consider now the case when a small negative flow from the contact to the 
slow secondary creation region is required. This is the case when the yield is 
slightly greater than one. The barr ier , 4.25 eV for valence band electrons, 
obviously precludes much injection from the silicon into the oxide. The alternative 
is to have a net flow of holes to the right, from the secondary creation region to 
the contact. The mobility of holes is low in the oxide and their lifetime short. 
To affect a hole current requires an electrostatic driving field. Since the secon-
dary yield was postulated as greater than one, the surface region charges positively 
until equilibrium is established by hole current to the contact. Only a small hole 
current is allowable if the potential drop is to be minimal. 
The surface will charge negatively with respect to the contact whenever a 
significant electron flow from the surface to the contact is required, or when the 
distance for electron flow through the oxide is great. In either case the traps be-
come negatively charged to a significant degree and the barr ier prevents any 
diffusion current from flowing. A driving field is obtained when the secondary 
yield is significantly less than one. The surface volume charges negatively until 
a sufficient electrostatic field is established to drive the electrons to the contact 
and restore equilibrium. The surface potential is negative of the order of tens 
of volts compared to the contact, 
The requirement for a significant electrostatic driving field to move charge 
across the oxide to the contact prevents space charge neutrality in the slow 
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secondary creation region. Space charge neutrality will only exist, even approxi-
mately, in the slow secondary region when the required voltage drop across the 
oxide is of the order of a volt or less. 
The case when the secondary yield is significantly greater than one, and 
the oxide thick, requires a significant hole flux to the contact, implying a positive 
potential in the slow secondary creation region with respect to the contact. This 
is illustrated in Figure 51. The surface region is of the order of tens of volts 
positive with respect to the contact. There is a net positive charge in the secon-
dary creation region which gives rise to the electric field and potential gradient 
shown. Notice that the potential variation through the Auger escape region is very 
slight, a fortuitous circumstance indeed. 
The electrostatic field required across the oxide depends on the amount of 
charge transported through the oxide and the distance it must travel. These argu-
ments suggest two rules for Auger spectroscopy of oxide surfaces. These will 
help prevent charging problems; rules introduced later in this chapter will be also 
concerned with detection of charging problems. 
1. (Prevention) Minimize oxide thickness, if allowable by other require-
ments of the experiment. A smaller driving field will be required to 
establish an equilibrium condition. 
2. (Prevention) Chose a primary beam energy close to E ? , as defined in 
Figure 48. Having the secondary yield approximately one minimizes the 
net current to be transported through the oxide. 
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Figure 51. The Electronic Band Structure in SiO When the Surface is 
Charged Positively with Respect to the Contact. 
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* 
that the most stable charge state is that of the surface very slightly positive with 
respect to the contact. It was also found that in general small contact currents 
are associated with stable charge states. These empirical rules are justified by 
the above model. 
The statement was made at the beginning of this section that if the potential 
over the Auger escape region were uniform and stable, it could be measured and 
the spectrum compensated for the shift in the energy axis. This process will now 
be described. 
Figure 52 is a spectrum, as recorded, for the oxide on a transistor wafer 
after the emitter masking step. The slow secondary peak is seen to begin at 52 eV. 
These slowest secondaries to escape the solid are characteristic of the potential 
in the Auger escape region. These secondaries entered the analyzer with 52 eV 
of energy. If they left the solid with essentially no kinetic energy, the 52 eV repre-
sents a potential drop of 52 volts between the analyzer and specimen surface. Now 
the carbon peak i s located at 324 eV; since the re was a 52 volt drop between the 
analyzer and specimen surface, the kinetic energy of the Auger electron as it left 
the solid was 
324 - 52 = 272 eV. (69) 
The work function effect of the analyzer is the same on both the slow secondaries 
* 
The advantage of having the emitting surface slightly positive with respect 
to the contact and the remainder of the specimen is described in a following section 
on time varying charge states. 
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Figure 52. Example of Determination of Surface Potential 
from the Auger Spectrum. 
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and the Auger electrons, so it is ignored. As another example, the corrected 
energy of the sulfur peak is 152 eV, and the corrected energy of the other peaks 
may be obtained similarly. If the slow secondary peak is not shown, it is neces-
sary to use an unambiguous peak, such as carbon, as a reference. Unless noted 
otherwise, the energy axis correction was made on all spectra in this work before 
reproduction. 
Two comments may be made about the spectrum of Figure 52. The speci-
men contact was biased at -50 volts during the run. This biasing often improves 
the stability of the charge state, as explained in a later section of this chapter. 
The net difference in potential between the Auger escape region and the contact 
was -2 volts. The primary beam energy was 1200 eV; the effective energy, deter-
mined by the potential drop between the cathode and specimen surface, was there-
fore 1148 eV. This energy is very close to E , so the secondary yield was close 
to one. This is a desirable operating state. 
The second comment concerns the width of the slow secondary peak for 
this thick oxide specimen. If one defines a full width at half height, indicated in 
the figure as the energy difference between points A and B, it is found to be about 
15 eV in this spectrum. Similar measurements on a graphite specimen and a 
molybdenum specimen gave 5 eV and 7 eV, respectively. If the measurement is 
made on a thin oxide on a conducting substrate, a width of 5 to 7 eV is found. 
This width of the secondary peak for a thick oxide indicates a change in potential 
through the secondary escape region. Since the Auger escape region is only a 
fraction of the slow secondary escape region, it is possible to have negligible 
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potential variation (less than one volt) through the Auger region, but significant 
(ten or more volts) variation through the secondary region. 
Obviously the observed secondary peak is a summation of electrons of 
different energies excited from different depths. Any barrier at the surface, an 
accelerating one from a positively charged surface or a decelerating one from a 
negatively charged surface, will drastically alter the observed energy distribution 
of the escaping secondaries. Correlating the slow secondary peak shape with a 
quantitative description of the potential variation through the escape region would 
be very difficult and was not attempted. 
Another example of the degree to which the slow secondary energy distri-
bution may be altered by potential variations inside the secondary escape region, 
and yet the potential within the Auger escape region remain well defined, is given 
in Figure 53. This specimen was a wafer taken after base diffusion. The speci-
men bias was -150 volts; the energy axis is not corrected. The initial r ise of the 
slow secondary peak is at 120 eV, implying that the Auger escape region is 30 
volts more positive than the contact. The full width at half height, the energy 
difference between points A and B in the figure, is approximately 30 eV. The 
Auger peaks show normal resolution, so one would conclude that the potential 
variation through the Auger escape region must be less than a volt or so. If the 
Auger peak locations are measured with respect to the initial r ise at 120 eV, they 
are found at the correct energies. An example of distinct domain formation is 
shown in Figure 54. The specimen was a bulk polycrystalline silicon carbide sam-
ple. Silicon carbide is a semiconductor, but the long path length to the contact, 
n 
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Figure 53. Auger Spectrum and Secondary Peak from an Oxide Surface. 
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about 1 centimeter, caused a surface charging problem. The slow secondary peak 
is shown for three runs. Run No. 1 was made with a 4 millimeter spot diameter. 
Three peaks, labeled A, B, and C, are seen. The primary beam was then reduced 
to a 2 millimeter spot diameter,, with correspondingly less total current. Only 
peak C remains in curve No. 2. The curve was stable in time, being reproduced 
several times. The primary beam was then returned to its original 4 millimeter 
diameter for run No. 3. Peaks. A and B returned essentially as they were origi-
nally. The implication is that peaks A and B are associated with the region 
irradiated in runs 1 and 3 but not irradiated in run 2. 
The specimen contact bias in Figure 54 was -150 volts. The initial r ise 
in runs 1 and 3 is at 142 eV, showing a positively charged surface with respect to 
the contact, and the initial r ise during run 2 is at 153 eV, showing a negatively 
charged region. Such a variance is not at all unusual with semiconductor or 
insulator specimens. 
A comment about the effect of carbon deposits and particles on the charging 
problem is worthwhile to interject at this point. It is well known that the electron 
9 
beam will decompose carbon bearing gases on a surface in a vacuum system. 
This problem is particularly apparent in the scanning electron microscope. The 
-5 
vacuum in the typical scanning microscope is only of the order of 10 torr during 
operation. One particular specimen in this research was scanned for ten minutes 
and then returned to the Auger spectrometer. Enough carbon was deposited on the 
specimen so that no Auger peaks from the substrate were visible. Thus, it is 
obvious that many monolayers of carbon may be deposited quickly in the scanning 
194 
NO. I 
142 4mm SPOT, 390/1A BEAM 
NO. 2 
C 
) \ f -2mm SPOT,~IOO/uA BEAM 
f 4mm SPOT, 330pA BEAM 
V 
i i i i 
PRIMARY BEAM ENERGY > 
PRIMARY BEAM CURRENT' 
ANGLE OF INCIDENCE ' 









100 200 300 400 500 600 
ENERGY (ELECTRON VOLTS) 
700 800 900 
Figure 54. Example of Charge Domain Formation on an Oxide Surface. 
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microscope. These deposits are a function of electron beam exposure and are 
not uniform across the surface. Since carbon is characterized by a much lower 
secondary yield than most insulators, it is not surprising that carbon deposits 
charge to a different potential than the remaining insulator surface. Images 
formed in the scanning microscope by collecting the slow secondaries, the typical 
method, will be affected by the irregularly charged carbon deposits. This is a 
well known rule of thumb in scanning microscopy. However, this rule of thumb 
does not apply to most situations in Auger spectroscopy. Pressures are a factor 
4 
of 10 lower in Auger spectrometer vacuum systems, and carbon build-up is not 
normally observed in such clean systems. The residual carbon found on typical 
specimens is a monolayer or so thick, not tens of monolayers. Such monolayer 
coverages on Auger specimens will not cause charging problems by supporting a 
significant potential difference. On the other hand, the presence of distinct par-
ticles, with thicknesses of the order of a hundred angstroms or more, can cause 
charging problems. Thus, one must be careful when attributing charging problems 
to "carbon.M 
Splitting of Auger Peaks 
The two conditions necessary for successful Auger spectroscopy of insulator 
films are that the charge state be constant in time and that it be uniform across the 
irradiated surface of the film.. Conditions which violate the spatial uniformity c r i -
terion will now be considered. 
The previous section showed that the surface potential is determined by the 
magnitude and polarity of the charge to be transported across the oxide in the steady 
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state, and by the distance the charge travels through the oxide. The surface 
potential in the Auger region is primarily determined by the conditions prevailing 
in the immediate interior of the solid. Thus, one would expect a variation in sur-
face potential if the oxide varies in thickness across the irradiated region. A 
significant change in the density of traps across the irradiated region will also 
affect the surface potential. Neither of these conditions can be changed by the 
spectroscopist; he can only decrease the primary beam diameter, so that the 
remaining Auger escape region has a more uniform potential. 
The remaining factor influencing the surface potential is the current den-
sity of the primary beam. A constant current density across the beam, like that 
given by the Pierce gun, will give rise to a uniform potential in the Auger escape 
region if the oxide thickness and trap density are constant across the irradiated 
portion. Two more miles for successful study of oxide surfaces, therefore, 
follow. 
3. (Prevention) Use a primary electron beam with as small a diameter 
as possible, so as to minimize the effects of oxide variations. 
4. (Prevention) Use a primary beam with a constant current density. 
This insures that all portions of the oxide under the irradiated region 
have the same current flow through them. 
The formation of distinct domains, each with its characteristic potential, 
is an interesting phenomena. Each domain will contribute a distinct spectrum, 
shifted in energy witih respect to each other, to the composite spectrum for the 
specimen. The overlapping of the peaks in the composite spectrum causes the 
"split" appearance. The potential can also vary continuously across a surface 
which charges nonuniformly. If the potential variation is only a few volts, the 
composite spectrum appears to have lost resolution. If the variation in potential 
is greater, no distinct peaks appear in the composite spectrum. 
Time Varying Charge States 
Conditions which violate the criterion of a steady state charge distribution 
will now be discussed. Artifices caused by a time varying charge state may con-
veniently be divided into those which are synchronized to the retarding potential 
sweep and those which are asynchronous. The retarding potential analyzer has a 
distinct disadvantage in that the electrons with insufficient energy to climb the 
barr ier are reflected back to the specimen surface. Obviously, the number r e -
turned varies during the sweep of the energy axis in recording a spectrum. The 
resulting change in charge state of the surface is synchronized to the sweep. This 
problem will be studied first. 
Recall that the retarding grid analyzer uses a negative potential applied to 
a grid to prevent electrons of insufficient energy from reaching the collector. 
The grids are spherical and the specimen is positioned so that electrons emitted 
from the specimen travel on radial paths with respect to the grids. If there are 
no residual electrostatic or magnetic fields in the analyzer other than the radial 
retarding field, and there should be no other such fields, then the electrons repel-
led by the retarding grid are returned towards the specimen surface from which 
they originated. The action of the ideal retarding grid is that of an 180 elastic 
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collision. Since most secondary electrons have initial kinetic energies of an 
electron volt or more, one would expect the returned electrons to re-enter the 
solid. This behavior may be contrasted with thermionic emission, where the 
average energy of the emitted electron is a fraction of an electron volt and the 
tendency is to form a space charge and a "virtual cathode." Space charge forma-
tion was not noted under normal operating conditions in this work. 
The majority of the electrons emitted from the surface have energies less 
than 100 eV, as was illustrated in Figure 2. The secondary yield for such slow 
secondaries returned to the specimen is a small fraction of one. Therefore, 
there are really two electron fluxes impinging on the specimen: the primary beam 
and the reflected secondaries. The problem is to compute the potential of an insu-
lator as the retarding grid potential is swept from zero to a high negative value. 
This is accomplished by constructing a secondary yield plot for the sum of the 
two incident fluxes, with retarding potential as a parameter. 
Consider the situation shown in Figure 55. Assume for the moment that 
the secondary yield curve, curve A, is for a conductor. A primary beam of elec-
trons with energy E is directed at the surface. The secondary yield is 6 . For 
each primary electron bombarding the surface, 6 electrons leave the surface. 
According to Figure 2 the great majority of these are slow secondaries. Define 
an energy E characteristic of the secondary electrons. It will be a low energy, 
s 
in the neighborhood of 50 eV. Some K6 of these electrons will be returned to the 
surface by the retarding grid. The function K is the product of two factors 
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Figure 55. Secondary Yield Curves and Operating Points in a System with 
a Retarding Potential Analyzer. 
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where k expresses the fraction of the secondaries repelled by the retarding grid, 
and k expresses the fraction of those repelled electrons which actually return to 
bombarded area of the specimen. If there are no stray fields in the spectrometer 
and the grids a re perfectly spherical, e tc . , k is one. When the retarding potential 
is zero, k is zero; k is almost one if the retarding potential is greater than, say, 
100 volts. The K6 electrons characterized by energy E have a secondary yield 
P s 
6 , so K6 6 leave the surface. The process continues, but the remaining terms 
are small enough to neglect. The above terms may be summed to give the net 
electron current I into the specimen surface, per incident primary. e 
I = 1 - 6" + K6 - K6 6 = 1 - fi [1 - K(l -6 )] (71) 
e p p p s p X s / J 
The effective secondary yield 5u for primaries of energy E is defined by the 
expression 
^ = 6 [ l - K ( l - 6 s ) ] . (72) 
The effective secondary yield i s always positive and less than 6 , since K is less 
IT 
than one and 5 is a small positive number less than one. The factor multiplying 
s 
6 in the effective secondary yield expression is approximately constant for retard-
ing potentials greater than 100 volts. It is independent of E , if E is greater than 
100 eV, because the normalized energy distribution function for secondaries is 
unchanged at higher primary energies. Thus, we can define the effective secondary 
yield as a constant fraction of the original secondary yield over the above domain. 
This curve, B, is shown in the figure for a typical value of k and 6 . The effective 
X fa 
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secondary yield for smaller values of retarding potential lies between the two 
curves shown. For example, when the retarding potential is zero, the effective 
secondary yield is the original secondary yield, curve A of the figure, since no 
electrons are repelled back to the specimen by the retarding grid. 
Insulator specimens have an effective secondary yield defined in the same 
manner. In addition, the insulator specimen must have a stable charge state. 
When the specimen is isolated, we know there are two stable states: (1) the speci-
men charges negatively to cathode potential, or (2) the surface potential adjusts 
itself so that the effective secondary yield is one, and the derivative of the secon-
dary yield with respect to incident electron energy is negative. Obviously, if the 
initial stable state is E , point U in Figure 55, when the retarding potential is 
zero, the stable state will change to E , point Y, as the retarding grid is made 
o 
negative and electrons repelled back to the specimen. When an insulator specimen 
has some charge flow between the surface and electrical contact, the stable state 
will s tar t at E and move towards E as the retarding potential is increased. If 
the insulator is a very thin film, then one observes a small shift in surface poten-
tial to point V; if the film is thick, then the shift in surface potential will be greater 
to point X. Finally, if the specimen is a conductor, the surface potential will r e -
main constant, and only the secondary yield will change so that the operating point 
moves from U to Z. 
Let us next consider the influence of the stray field factor k and the 
behavior of specimen current, current to the specimen contact, as the retarding 
potential is swept. The discussion associated with Figure 55 showed that there 
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will be a significant sMft in surface potential with a thick insulator as the retard-
ing potential is swept. Such a change in potential would make Auger spectroscopy 
impossible with a retarding grid analyzer. Equation 72 for the effective secondary 
yield reduces to 6^ = 6 if K is zero. This can be accomplished by having kf, the 
fraction of the electrons repelled by the retarding grid which actually return to 
the specimen surface from which they originated, be zero. The convenient method 
is to apply a bias potential to the specimen. The first grid of the analyzer and the 
vacuum chamber walls are at ground potential. A bias potential of a few tens of 
volts i s sufficient to cause a significant deflection in the paths of the slow secon-
daries, which constitute the bulk of the emitted current. Slow electrons repelled 
by the analyzer are deflected enough by non-radial field components from the bias 
that miss the specimen as they return. 
Idealized specimen current curves as a function of retarding potential for 
a conductor specimen a re shown in Figure 56. Bias potential is a parameter. 
Let us assume the primary beam current is one microampere and consider the 
case when the bias potential is zero. Then kf is one. Given a secondary yield of 
two, the specimen current is +1 microampere when k = 0 and - 1 microampere 
when k = 1. The principal effect of a positive bias potential is to change the net 
retarding potential so that the slow secondaries never escape the specimen region 
because of the potential barr ier . Application of a negative bias results in a strong 
scattering of the repelled slow secondaries. Effectively k is zero until energetic 
secondaries are returned at high retarding potentials. 
An understanding of specimen current, as a function of retarding potential, 
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Figure 56. Specimen Current as a Function of Retarding Potential 
for Different Specimen Bias Potentials. 
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for insulator specimens requires a more exact model for the action of the retard-
ing grid system. The ideal retarding grid is a 180 elastic scatterer for electrons 
on a radial path. The real retarding grid system is constructed with grids which 
are made of wire with a finite diameter and finite spacing. The result is a retard-
ing potential with local variations. Rather than having a scattering angle of 180 
+ 0 , the real grid system scatters the incident electrons into a sector about 
V 
180 . The size of this sector is proportional to the numerical difference between 
the incident electron energy, expressed in electron volts, and the retarding grid 
potential, expressed in volts. While the repelled electrons may return to the 
specimen, they will not return to their point of origin. This effect is important 
with insulator specimens, since the local surface potential is determined by the 
number and energy of the electrons incident upon the region. 
Figure 57 shows the Auger spectrum for a wafer with a thick oxide. The 
wafer contained a large number of transistors. The electron beam covered one 
of these transistors for this spectrum. Superimposed on the Auger spectrum is 
a recording of specimen (wafer) current as a function of retarding potential, with 
retarding potential and electron energy being numerically equal. The wafer was 
biased at -75 volts. The clean slow secondary peak in the Auger spectrum shows 
that the Auger escape region is characterized by one potential, -73 volts, or +2 
volts with respect to the specimen contact. The carbon peak occurs at 345 eV on 
the uncorrected energy axis. 
345 - 73 = 272 eV (73) 
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Figure 57. Specimen Current and Auger Spectrum for a Commercial 
Oxide Specimen. 
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This is the correct energy, indicating that the surface potential was stable as the 
retarding grid potential was swept. 
Specimen current is constant at approximately - 60 microamperes in the 
I 
low energy region, below 73 eV where no secondaries are returned to the specimen. 
The effective secondary yield in this energy region is 0. 83. The specimen current 
becomes increasingly negative as the retarding potential returns secondaries to 
the region bombarded by the pirimary beam. The effective secondary yield de-
creases to 0. 67 at 120 volts retarding potential. As the retarding potential is 
increased further, the retarding grid system scatters them towards other portions 
of the specimen. Figure 58 i s a photograph of a wafer specimen. A typical region 
bombarded by the primary beam is shown as the small circle added to the photo-
graph. Since the diameter of the wafer and holder is about 3.75 centimeters, the 
repelled electrons will still be returned on a path striking the specimen even though 
they will not hit the region bombarded by the primary beam. The oxide outside the 
primary beam impact area however will see only these low energy electrons. The 
energy of these repelled secondaries is less than E in Figure 48. Therefore, the 
oxide will charge negatively. The less charge flow there is between the surface 
and the electrical contact, the more negative will the potential be. As the scattering 
of the grid system'becomes greater at higher retarding potentials, the charging of 
the oxide becomes greater and the result is that the slow secondaries are deflected 
away from the specimen altogether. The constant specimen current, -80 micro-
amperes in this example, at Mgh retarding potentials is the sum of -60 micro-
amperes into the primary beam bombardment area and -20 microamperes into the 
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Figure 58. Photograph of Typical Commercial Wafer in Specimen Holder. 
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metal specimen holder. This behavior of the specimen current with retarding 
potential was noted consistently on oxide covered wafers. The observed behavior 
of specimen current for conductor specimens was essentially that portrayed in 
Figure 56, with the primary variance being the degree of deflection away from the 
specimen provided by negative bias. 
One criterion for successful Auger spectroscopy is , again, that the poten-
tial be constant throughout the recording of the spectrum. The effect of specimen 
bias is to hold specimen current constant as the retarding potential is varied. The 
potential barr ier caused by a positive bias limits the emission of slow secondaries, 
as indicated in Figure 56. A negative bias, on the other hand, deflects away the 
secondaries returned by the retarding grid because of non-radial field components. 
Experimentally it is found that negative bias leads to a more stable charge state. 
Specimens with only a thin oxide are stable with a few tens of volts negative bias, 
whereas some thick oxide samples required -150 volts. It is occasionally possible 
to obtain a stable charge state with zero bias, but the variation of specimen current 
with retarding potential is much larger than that of the example in Figure 57. 
5. (Prevention) Use a negative bias of a few tens of volts when studying 
oxide covered specimens so as to deflect slow secondaries repelled by 
the analyzer. 
6. (Detection) Monitor specimen current as the retarding potential is 
swept. Be suspicious of charge states which are accompanied by larger 
than usual variations in specimen current. 
Summarizing, it is possible for the electron current into the Auger escape 
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region to either increase or decrease with retarding potential. The slow secon-
daries are scattered more at high retarding potentials, reducing the electron flux 
to the specimen. On the other hand, an increasing electron flux results from the 
more energetic secondaries repelled at high retarding potentials. Finally, the 
surrounding portions of the oxide may charge negatively and cause an additional 
scattering of repelled electrons. 
Several types of artifices caused by time varying charge states will now 
be illustrated. The most obvious possibility, that the potential changes in the Auger 
escape region during a run is illustrated in Figure 59. The slow secondary peak is 
well shaped and the individual Auger peaks show normal resolution, indicating uni-
formity of potential across the region. However, the Auger peaks do not occur at 
the proper energy, measured from the beginning of the slow secondary peak. The 
carbon peak if located 260 eV above the start of the slow secondary peak. The sur-
face potential shifted 12 volts as the retarding potential was swept from 122 volts 
out to higher values. The potential stabilized by the time the carbon peak was 
reached because the oxygen peak occurs 238 eV higher than carbon, which is approxi-
mately correct. 
A second type of artifice occurs asynchronously with respect to the sweep 
when portions of the oxide on the periphery of the primary beam bombardment area 
charge negatively to some high potential. This is equivalent to having a second 
charge domain, except that the total primary current into the negatively charged 
domain is small, so that the secondary peak is comparable to Auger peaks in magni-
tude. Two such peaks appear at 520 eV and 720 eV in Figure 59. One characteristic 
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Figure 59. Example of Peaks in j^uger Spectrum from Charged Region. 
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of these peaks is that they tend to move slowly to higher energy levels. The 
relaxation time for fixed charge in an oxide is very long, often hours or even days. 
These domains appear to accumulate fixed negative charge, with the rate of increase 
becoming less in time. For example, the potential might change at a rate of -0 .01 
volts per second after a few minutes exposure to the beam, and at a considerably 
slower rate after longer exposure times. 
Figure 60 shows a sequence of Auger spectra for an oxidized transistor 
wafer. The movement of the charge peak to higher energy levels is easily seen. 
The charge peaks shown in these two examples are similar in size to the Auger 
peaks. Occasionally the charge peaks will be much larger than the Auger peaks. 
In these cases their detection is easy. Besides noting any movement in the-location 
of a peak in the spectrum with t ime, the best method for detecting these artifices 
is move the beam to a slightly different position on the specimen. If the Auger 
spectrum is run immediately on the new position, the charge peak will either not 
appear or there will be a detectable difference in its energy level. 
A third type of artifice occurs synchronously with the retarding potential 
sweep. It was noted above that specimen current could either increase or decrease 
as the retarding potential increases. Figure 61 shows thatjt is possible for the 
charge state to change very quickly. The process causing the abrupt change in speci-
men current is apparently regenerative because the electrometer was slew rate 
limited during the transition. Furthermore, the potential in the Auger escape region 
changed because the abrupt changes in specimen current are correlated with "peaks" 
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Figure 60. Auger Spectra Showing Movement of Charge Peak in Spectrum. 
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Figure 61. Auger Spectrum and Specimen Current Plot Showing Effect 
of Abrupt Change in Specimen Current on Auger Spectrum. 
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current to the electrometer and an increase in electron current to the analyzer. 
This abrupt change in background current was detected and appears in the spectrum 
with a characteristic non-symmetrical shape. The peak at 535 eV is of the same 
nature. Whereas both of these peaks appear as negative excursions in the Auger 
spectrum associated with decreases in specimen electron current, the positive 
jump in the spectrum at 215 eV is associated with an increase in specimen electron 
current. 
Detection of artifices caused by time varying charge states may be sum-
marized in the following additional rules. 
7. (Detection) Look for any abrupt change in specimen current as a sign 
of an unstable charge state. In general, the specimen current function 
should be smooth with continuous derivatives. 
8. (Detection) Repeat the retarding potential sweep several times so 
that any movement in the peaks may be detected. 
9. (Detection) Record the Auger spectrum for two adjacent regions on 
the specimen. Any significant change in the spectrum is likely to be 
caused by a charged region. 
10. (Detection) Record the slow secondary peak. In addition to having 
the correct shape and reasonable width, the energy axis should be 
correct when measured from the initial r ise of the slow secondary 
peak. The carbon peak is a convenient measuring point. 
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Loss Peaks 
Loss peaks were mentioned in Chapter I as one of the common non-Auger 
constituents of electron energy distributions and Auger spectra. This section will 
illustrate the presence of loss peaks in spectra and also show that certain charging 
artifices can cause similar peaks in an Auger spectrum. These artifices may be 
called "pseudo-loss" peaks because of their similar behavior as the primary beam 
energy is changed. Recognition of pseudo-loss peaks as such, and not as true loss 
peaks, is important as pseudo-loss peaks are symptomatic of spatial irregularities 
in surface charging, whereas true loss peaks are normal contributors to Auger 
spectra. 
A true loss peak is formed when electrons having a characteristic energy 
undergo a characteristic energy loss before escape from the solid and collection by 
the energy analyzer. For example, consider again the situation shown in Figure 1. 
Let the excitation source be a primary beam electron. This primary electron 
creates a vacancy by exciting an electron, No. 1 in the figure, to some higher 
energy state. The energy loss by the primary electron depends on the state to 
which electron No. 1 is excited. In a solid there is a high density of available states 
in the conduction band and, in addition, the typical conduction band is only a few 
electron volts wide. Thus the primary which excites an electron from a low level 
to the conduction band loses a characteristic amount of energy; that is , the mean 
energy loss is precisely defined and the variance of the process is small. Primary 
electrons which undergo this loss process and then are elastically scattered out of 
the solid constitute an ionization loss peak in the spectrum. Ionization loss peaks 
216 
are not a major feature of electron energy distributions because of the great number 
of even higher energy states available to the excited electron. Electrons excited in-
to the energy continuum of the solid do not contribute to discrete peaks in the energy 
spectrum. 
The ionization loss peak for oxygen, in the form of SiOQ, was occasionally 
observed in this work. Two conditions are necessary for observation: the surface 
has to be relatively free of contamination and the primary beam energy has to be 
adjusted so that the ionization loss peak is not obscured by an Auger peak. The 
small number of primaries losing a characteristic energy in the ionization process, 
and suffering no other inelastic collision, necessitates both conditions. The signal 
to noise ratio for the oxygen loss peak was typically only five to one. A monolayer, 
or so, of carbon proves to be an efficient scatterer of the loss peak electrons. Any 
substantial Auger peak will overshadow the loss peak. Figure 62 shows an Auger 
spectrum from a SiO surface with only light carbon contamination. The above fea-
tures of the oxygen loss peak are exemplified in this spectrum. The binding energy 
for atomic oxygen is 532 eV. One would not expect such a deep level to be affected 
by chemical bonding. Thus the upper edge of the loss peak in the energy distribution 
should appear approximately 532 eV below the primary beam energy. The conduction 
band edge is approximately 4 eV above the Fermi level in SiO . Thus an improved 
estimate is 532 eV + 4 eV below the primary beam energy. When the oxygen loss 
peak was observed above the noise level in Auger spectra, the upper edge was ob-
served 536 + 5 eV below the primary beam energy. The uncertainty is the result 
of random noise in the spectrum and of measuring the primary beam energy with an 
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Figure 62. Auger Spectra Showing Pseudo-loss Peaks. 
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analog meter. 
Figure 63 shows the carbon ionization loss peak. The specimen was 
graphite so there was no contamination problem. Notice that the loss peak has the 
same general shape as the Auger peak, a statement which is also true of the oxygen 
loss peak. Apparently, the distribution of states which determines the shape of the 
ionization loss peak is similar to that which determines the Auger peak shape. The 
calculation of the expected value of the upper energy edge of the carbon ionization 
loss peak is similar to that made for oxygen. Here the binding energy of the K shell 
electron is 283.8 eV and the observed edge is at 289 eV. 
The obvious test for a loss peak is to observe whether or not the energy of 
the peak exactly follows changes in primary beam energy. The oxygen loss peak 
was observed with beam energies from 1000 eV to 1300 eV, the range over which 
stable charge states were obtained with thick oxides. The energy of the loss peak 
was always approximately 536 eV below the primary beam energy. 
The previous section described the process by which regions on the peri-
phery of the primary beam bombardment area will charge to a high negative poten-
tial because of bombardment by slow secondaries repelled by the analyzer. The 
slow secondaries emitted from these charged regions appear as peaks in the energy 
distribution, with energy corresponding to the potential of the charged region. This 
potential is often an appreciable fraction of cathode potential. The exact potential 
assumed by the region in question depends on the energy distribution of the repelled 
secondaries and the relative number of primaries incident on the region. What is 
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Figure 63. Auger Spectrum Showing True Loss Peak for Carbon. 
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cathode potential and remain stable in time. Changes in beam potential cause a 
similar, but not identical, change in the potential of the charged region. For 
example, with a true loss peak an increase of 100 eV in beam energy will cause 
the loss peak to move 100 eV higher in the spectrum. With a charging artifice, a 
pseudo-loss peak, the resulting increase may be only 75 eV. Therefore, the iden-
tification of true loss peaks requires an exact measurement of the change in beam 
potential and the resulting change in peak location^ 
Figure 62 shows pseudo-loss peaks occurring in the two spectra, taken on 
the same specimen but with different beam energies. Specimen current was stable 
and the slow secondary peak was satisfactory on both runs. It is seen that a pseudo-
loss peak may have substantial height and appear similar to true Auger peaks. The 
two spectra shown in this figure were taken from a sequence of curves run over a 
three day span. The principal pseudo-loss peak varied from 325 eV to 362 eV below 
the primary beam energy over the sequence of runs. The lower curve was taken with 
a net accelerating potential of 1100 volts for the primaries; the upper curve was taken 
with 1250 volts. The principal pseudo-loss peak appears at 0.705 of primary energy 
in the lower curve and 0.715 in the upper. Thus the tendency is to hold constant the 
percentage of beam energy by the pseudo-loss peak. 
Two techniques are therefore available for identifying true loss peaks and 
preventing pseudo-loss peaks. Continuing the list, 
11. (Detection) Change the primary beam energy by 100 eV and observe 
changes in the Auger spectrum. Peaks which follow exactly the beam 
energy are probably true loss peaks. The amplitude of these peaks is 
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normally small compared to the dominant Auger peaks. Peaks which 
do not follow exactly are pseudo-loss peaks; they may have amplitudes 
comparable to the dominant Auger peaks. 
12. (Detection, Prevention) Change primary beam focus and location on 
the specimen slightly. Pseudo-loss peaks will change energy signifi-
cantly or disappear altogether. 
The rationale behind the second test is the following. Formation of a pseudo-
loss peak required a delicate balance between the slow secondaries and the primaries 
bombarding the region. Changes in beam focus, particularly achievement of a sharp 
cut-off on the current density profile of the beam, will reduce or eliminate a pseudo-
loss peak. Other transistors on the same wafer as the one examined in the sequence 
of runs for Figure 62 were also studied. As an example, on the adjacent transistor 
to the unit studied in Figure 62, the principal pseudo-loss peak was present 392 eV 
below primary beam energy. Since the primary beam was the same in both cases, 
the difference in energy is attributable to the difference in electron paths and 
differences in oxide thickness. 
Noise 
Noise is the final charging artifice described in this chapter. Noise refers 
to random fluctuations in the Auger spectrum which are caused by electrical break-
down of the oxide. Noise is a difficult problem to handle because of its transient 
nature; it typically occurs in short bursts separated by long periods of stability. 
While it is easily recognized by its nonperiodic behavior, there is no easy prevention 
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and obtaining a complete "clean" spectrum of an oxide surface can become a test 
of patience. 
Electrical breakdown of an oxide covered wafer is a possibility whenever 
the surface charges to an appreciable fraction of cathode potential. A simple esti-
mate of the electric field in the oxide shows that breakdown is likely. Assume, 
for example, that the surface has charged to -600 volts with respect to the contact, 
9 
and that the oxide is 6000 angstroms thick. The electric field strength is then 10 
volts/meter if the potential gradient is uniform. This field strength is equal to 
55 
the dielectric strength of a wet thermal oxide on silicon. 
The breakdown process causes a time varying surface potential. The num-
ber of slow secondaries emitted from the breakdown region varies rapidly and 
results in a perturbation of the collector current in the analyzer. The perturbation 
amplitude is often so significant that the noise level in the Auger spectrum is sub-
stantially increased. If the duration of the breakdown is brief, a spurious peak is 
created. A longer duration breakdown results in a noisy spectrum. Figure 64 
shows two spectra taken from the same transistor on a commercial wafer. The 
lower trace is marred by noise from oxide breakdown. The beam position was 
changed slightly to take the upper spectrum. The upper trace appears satisfactory. 
Detection of electrical breakdown is simple if analyzer collector current 
is monitored in real time by an oscilloscope. Figure 65 shows typical waveforms 
during normal operation and also during an oxide breakdown. These waveforms 
were monitored after a tuned ampilifier in the preamplifier and before the synchronous 
detector. Therefore, the breakdown appears as a ringing waveform rather than a 
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Figure 64. Auger Spectra Showing Increased Noise from Oxide Breakdown. 
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Figure 65. Preamplifier Output Waveforms with no Oxide Breakdown (top) 
and with Oxide Breakdown (bottom). 
sequence of impulses. Notice that the breakdown waveform was driven completely 
off scale. 
Prevention of oxide breakdown is difficult since the spectroscopist can 
not really ascertain the charge state of the surrounding oxide about the primary 
beam bombardment area. Damage to the oxide is apparently permanent; that is , 
the oxide will not support an electric field after breakdown, because the noise 
level will decrease and often disappear in time if the beam position is not disturbed. 
This discussion is the basis for the final rule for studying oxide surfaces. 
13. (Detection) Monitor the analyzer collector current waveform so that 
oxide breakdowns are detected. Wait for the oxide to become "quiet" or 
move to a new position if noise persists . 
Summary of Techniques for Prevention and Detection of Charging Artifices 
The techniques described in this chapter are gathered together in this 
section for convenient reference. 
1. (Prevention) Minimize oxide thickness, if allowable by other require-
ments of the experiment. A smaller driving field will be required to 
establish an equilibrium condition. 
2. (Prevention) Chose a pr imary beam energy close to E2 , as defined in 
Figure 48. Having the secondary yield approximately one minimizes the 
net current to be transported through the oxide. 
3. (Prevention) Use a primary electron beam with as small a diameter 
as possible, so as to minimize the effects of oxide variations. 
4. (Prevention) Use a primary beam with a constant current density. 
This insures that all portions of the oxide under the irradiated region 
have the same current flow through them. 
5. (Prevention) Use a negative bias of a few tens of volts when studying 
oxide covered specimens so as to deflect slow secondaries repelled by 
the analyzer. 
6. (Detection) Monitor specimen current as the retarding potential is 
swept. Be suspicious of charge states which are accompanied by larger 
than usual variations in specimen current. 
7. (Detection) Look for an abrupt change in specimen current as a sign 
of an unstable charge state. Jh general, the specimen current function 
should be smooth with continuous derivatives. 
8. (Detection) Repeat the retarding potential sweep several times so 
that any movement in the peaks may be detected. 
9. (Detection) Record the Auger spectrum for two adjacent regions on 
the specimen. Any significant change in the spectrum is likely to be 
caused by a charged region. 
10. (Detection) Record the slow secondary peak. In addition to having the 
correct shape and reasonable width, the energy axis should be correct 
when measured from the initial r ise of the slow secondary peak. The 
carbon peak is a convenient measuring point. 
11. (Detection) Change ttie primary beam energy by 100 eV and observe 
changes in the Auger spectrum. Peaks which follow exactly the beam 
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energy are probably true loss peaks. The amplitude of these peaks is 
normally small compared to the dominant Auger peaks. Peaks which 
do not follow exactly are pseudo-loss peaks; they may have amplitudes 
comparable to the dominant Auger peaks. 
12. (Detection, Prevention) Change primary beam focus and location on 
the specimen slightly. Pseudo-loss peaks will change energy significantly 
or disappear altoge'ther. 
13. (Detection) Monitor the analyzer collector current waveform so that 
oxide breakdowns a r e detected. Wait for the oxide to become "quiet" or 
move to a new position if noise persists . 
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CHAPTER VH 
THE NATURE OF CARBON ON SILICON DIOXIDE 
The various sources and forms of carbon on silicon dioxide surfaces are 
discussed in this chapter with emphasis on the results of studying commercial 
50 
semiconductor wafers. Carbon exists both as graphite, a porous, layered 
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material , and as silicon carbide, a hard material distributed on the surface as 
discrete particles. The first section will describe the sources of graphite on sur-
faces and the second section describes the sources of silicon carbide. The third 
section discusses removal techniques for carbon, and the fourth section gives 
three examples of commercial wafer surface characteristics, with electron micro-
graphs of the same regions studied by the Auger spectroscopy. 
Sources of Graphite on Silicon Dioxide Surfaces 
There are three sources for the graphite detected by Auger spectroscopy on 
most specimens. The vacuum system contributes graphite by the decomposition 
of residual carbon bearing gases. Exposure to the atmosphere results in the adsorp-
tion of carbon dioxide and carbon monoxide on many specimens. Finally, chemical 
treatments and handling will leave carbon residues. These sources will be discussed 
with particular reference to silicon and silicon dioxide specimens. 
Tfee residual gas of the vacuum system must always be considered as a source 
of carbon. Molecules containing carbon will adsorb on the specimen surface to some 
5£ 
degree. Either the action of the electron beam or heat can decompose the molecule; 
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the carbon atoms form graphite and, typically, the remainder of the molecule is 
volatile and returns to the residual gas. Carbon monoxide and carbon dioxide are 
principal residual gases in an ion pumped vacuum system (Figure 9 showed a typi-
cal residual gas spectrum in the baked vacuum system). Therefore, one should 
establish the influence of the primary electron beam and heat treatment on graphite 
coverage before attributing the carbon to any other source. 
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Coad, et al. and Joyce and Neave have studied electron beam assisted 
adsorption on silicon surfaces. Their general result is that graphite growth is 
proportional to carbon bearing gas partial pressure and to electron beam exposure. 
On the other hand, graphite deposition was not a problem in this work. The standard 
procedure in this work was to compare the last data with the first data taken on any 
particular spot. In no case did a graphite peak increase in height during data col-
1 ection, although conversion of graphite to carbide was noted in experiments 
deliberately run for extended periods of time. 
This lack of electron beam assisted adsorption is attributed to the low carbon 
monoxide and dioxide partial pressures achieved. A specimen would be introduced 
into the vacuum chamber, the chamber pumped down, and then baked. An initial 
data run was quickly made to establish the general characteristics of the sample. 
During this time the electron gun would complete its outgassing and the total system 
-9 
pressure dropped to the low 10 torr range. Thus the partial pressure of carbon 
monoxide and dioxide was on t3ie 10 torr range when data for publication was 
collected. Often the electron beam was shifted to an adjoining spot for final data 
collection to insure that the beam had not affected the specimen in any way. 
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The effect of heat on the formation of graphite is more difficult to describe. 
21 
Chang performed an experiment in which a cleaned silicon surface was subjected 
to a six hour, 200 C vacuum system bake. His heaters were programmed to turn 
—fi 
off if the gas pressure rose above 2 x 10 torr; presumably the pressure did rise 
to this pressure during the bake. This treatment resulted in a one half monolayer 
of graphite on the silicon surface. This rate of deposition is dependent on the 
residual gas composition, which was not stated. Thus it is not possible to use 
his results directly to determine the amount of graphite from the system bake. 
Another complicating factor is that the rate of deposition is very dependent on the 
temperature achieved by the specimen; temperatures quoted in the literature nor-
mally refer to the set point on the heater control and do not necessarily reflect 
* 
actual specimen temperature. These factors perhaps explain why graphite 
deposition of the magnitude noted by Chang was not a problem in this work. 
Several experiments indicated that vacuum system baking, of the temperature 
and time employed in this work, does not contribute to significant (> ^monolayer) 
graphite deposition. Several wafers were studied in two vacuum chambers: the 
system utilized for the majority of this work and a second system equipped with a 
turbomolecular pump so that no baking was required. The spectra were qualita-
tively the same from both systems. Exact comparison was not possible because 
of experimental details. 
* 
The oven used on the vacuum system for this work was somewhat inefficient; 
even though the set point was 200 C, it is not certain that the actual specimen tem-
perature was this high since the set point was measured by a thermostat mounted 
near the heater elements, and was reached only near the end of the bake. 
/ 
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Two samples were chemically cleaned in this work in such a manner as to 
remove surface graphite, although both contained silicon carbide on the surface. 
One was a silicon dioxide surface and the other was bulk silicon carbide. Both 
were subjected to the standard bake and their spectra showed no graphite. The 
detectable limit, however, was only about one tenth of a monolayer because of the 
presence of the carbide peak. 
In another experiment a silicon monoxide surface and an aluminum oxide 
surface were studied before and after system baking. For the aluminum oxide 
surface baking increased the sulfur peak, a contaminant, by 30% and the chlorine 
peak, another contaminant, by 25%. By comparison, the graphite peak increased 
12% and the oxygen peak decreased by 30%. The decrease in oxygen is attributed 
to desorption of water vapor and, perhaps, carbon dioxide. Since adsorbed gases 
mask the other surface contaminants, baking should increase contaminant peak 
heights. The behavior of the silicon monoxide specimen was similar. Baking in-
creased the graphite peak 13% but decreased the oxygen peak by 25%. Thus 
adsorbed gases containing oxygen, primarily water vapor, mask the surface before 
baking. Mild baking does not increase the graphite contamination per se, but rather 
removes adsorbed gases which mask graphite and the remainder of the surface con-
stituents. In summary, with the experimental procedures followed in this work, 
baking the vacuum system does not contribute more than about a tenth of a mono-
layer of graphite to the surface. This amount is only a small fraction of that found 
on most specimens. 
The effect of atmospheric exposure was studied on two specimens. A copper 
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specimen, prepared by Dr. John Carden, was cleaned by heating to 800 C for 
three minutes in a high vacuum. A residual carbon peak equivalent to about 1/10 
monolayer surface coverage remained. There were also small sulfur, chlorine, 
nitrogen, and antimony peaks and a substantial oxygen peak. Exposure to the atmos-
phere and pumping down, without a bake, tripled the carbon peak, doubled the oxygen 
peak, and increased the sulfur and nitrogen peaks. The antimony peak was slightly 
o 
decreased, as was the copper peak. Mild heating, of the order of 400 C for a few 
minutes, removed the sulfur, chlorine, nitrogen, and carbon peaks, while returning 
the oxygen peak to its original height. This experiment indicates that exposure to 
the atmosphere causes the adsorption of a number of gases on the surface but that 
these can be removed by heating the surface. The quantitative effects of atmos-
pheric exposure depend on the specimen surface, as does the effectiveness of mild 
heating at removing these gases. 
The second specimen studied was a silicon dioxide surface grown within the 
vacuum system. This surface was free of observable carbon (<0. 05 monolayer of 
graphite). The system was backfilled to atmospheric pressure with dry oxygen and 
pumped down using the full complement of pumps but no bake. There was no obser-
vable carbon on the surface afterwards. The experiment was repeated with dry 
nitrogen and the result was the same. On the other hand, when the specimen was 
exposed to the atmosphere, about one-half monolayer of graphite remained on the 
surface after pumping. This result is similar to the one-fourth monolayer of 
21 
graphite Chang found on silicon after atmospheric exposure. Thus one concludes 
that atmospheric exposure is more detrimental with respect to graphite deposition 
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than the mild baking utilized in this work. 
The principal source of graphite is the residue from chemical treatment of 
21 
the surface. Dust and grease from handling are secondary sources. An example 
of the effect of chemical treatment is given by Figure 66. This specimen was a 
commercial wafer taken from the line after the base diffusion. The silicon dioxide 
was removed by an HF etch and then re-etched with ultrasonic agitation. The speci-
-9 
men was pumped to the low 10 torr range without a bake. Obviously, a significant 
graphite residue remained on tbe surface. Utilizing a 5% enhancement of the carbon 
peak by backscattering from the silicon substrate (i. e . , the increased backscattering 
from silicon, as compared to graphite, increases the Auger yield of the surface 
carbon film by 5%), the graphite peak corresponds to 1.7 monolayers. Such a sig-
nificant coverage is not the result of atmospheric exposure or effects of the vacuum 
system. Whether the graphite was a residue of the etching process, per se, or 
whether the graphite was present on the oxide (which it almost certain was) and was 
not removed by the etching, however, was not determined. 
Consider now the oxygen and silicon peaks. The specimen was subjected to 
the atmosphere about one hour before pump down. Therefore, one would expect an 
oxide film on the silicon. Figure 66 indicates that this oxide is similar to silicon 
monoxide rather than silicon diotxide. The silicon peak is definitely shifted to a lower 
energy than the pure silicon peak. Furthermore, the peak height is too small for it 
to be pure silicon. That is , the peak is not sufficiently large for the specimen to 
consist of 1.7 monolayers of graphite on a pure silicon substrate. If one uses 10 
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Figure 66. Auger Spectrum of HF Etched Silicon Wafer. 
235 
for silicon monoxide (an estimate from interpolating between the sensitivity of 
silicon in silicon dioxide and in elemental silicon), the peak height for silicon in 
Figure 66 agrees with the calculated value. Obviously, the oxide is not silicon 
dioxide because the 75 eV peak is insignificant. Also, the oxygen peak shows a 
2 
sensitivity equivalent to about 0. 08 picoamperes/eV per microampere beam current 
for a bulk specimen. This is a factor of four below the sensitivity shown by oxygen 
2 
in silicon dioxide (0.32 picoamperes/eV per microampere beam current at 1175 eV, 
from Figure 21). Thus the oxide formed was not silicon dioxide, but rather was 
similar to silicon monoxide. 
One final source of graphite on a semiconductor wafer deserves mention 
A silicon dioxide specimen with less than half a monolayer of graphite was subjected 
-5 
to an oil diffusion pumped system, with a pressure of about 10 torr , and was 
thereby coated with about three monolayers of graphite. This coverage was present 
even where the specimen had not been subjected to electron bombardment during 
the diffusion pumped time. Since the specimen had less than a half monolayer of 
graphite on the surface before exposure to the oil diffusion pumped system, the 
effect of the diffusion pumped system is clear. 
Sources of Silicon Carbide on Semiconductor Surfaces 
Silicon carbide is a technically important contaminant on semiconductor 
surfaces because it will affect subsequent processing steps. As shown by scanning 
electron microscope micrographs in this section, silicon carbide forms particles 
on the surfaces of silicon and silicon dioxide. Several methods of forming silicon 
carbide particles on semiconductor surfaces are described in this section. 
The formation of silicon carbide particles on a pure silicon surface by heat 
49 
treatment in ultra high vacuum was described by Henderson, Marcus, and Polite. 
The carbide resulted from the chemical reaction of a carbon-containing adsorbate 
with a pure silicon substrate. Silicon carbide was formed over the temperature 
range of 800 -1100 C. Above 1100 C the carbon was apparently absorbed by the 
silicon because silicon carbide was not formed on the surface. The particles were 
found to be approximately 400 angstroms in diameter with a surface density as high 
9 
as 6 x 10 per square centimeter. Elements of this experiment were repeated in 
this work and the experiment was extended to include silicon dioxide substrates and 
formation of silicon carbide at atmospheric pressure by heating a carbon (graphite) 
contaminated silicon surface. 
The initial experiment described concerned the formation of silicon carbide 
by heating graphite contaminated silicon in high vacuum. Figure 67 shows the Auger 
spectrum of the initial surface, a graphite contaminated silicon wafer. Evaluation 
of the graphite coverage requires the use of Figure 27 to obtain the scattering 
characteristics of the substrate at the 14 incidence angle. The response of the 
silicon reference specimen was 34 picoamperes/eV at 14 compared with 18 pico-
2 
amperes/eV at normal incidence. Therefore a thin graphite layer should have an 
Auger peak height enhanced by (34/18) = 1.89, relative to normal incidence. The 
increased backscattering of the silicon substrate, compared to a graphite substrate, 
results in a further increase of 5%. Since at 1200 eV bulk graphite, which is equiva-
lent to 4. 0 monolayers unattenuated emission strength, corresponds to 0.80 pico-
2 
amperes/eV , each equivalent monolayer of graphite under these conditions should 
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Figure 67. Auger Spectrum of Graphite Contaminated Wafer. 
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give r i se to (0.80/4)(l. 89)(1. 05) = 0.40 picoamperes/eV peak height in the Auger 
spectrum. 
Unfortunately, a malfunction in the signal channel of the synchronous detec-
tor makes exact calibration of this, and several other, spectra impossible. This 
malfunction was not discovered until sometime after the sequence of experiments 
was finished and the specimens had been examined in the scanning electron micro-
scope. However, since the only consequence of the malfunction is that the gain 
factor of the detector is not known exactly, the data is presented and an estimated 
scale factor is shown. This estimate is based on comparison of spectra from 
similar specimens taken with and without the malfunction present. This estimate 
does lead to a consistent interpretation; that is , the calculated silicon peak height, 
based on the calculated graphite coverage, agrees with the observed silicon peak. 
Using the estimated scale factor, the graphite coverage on the specimen of 
Figure 67 was 2.2 monolayers. This carbon came from previous chemical treat-
ment, handling, and atmospheric exposure, since the vacuum system was not baked 
for this study. The carbon peak shows the characteristic graphite shape and the 
silicon peak is characteristic of silicon. Notice that the oxygen peak is almost 
insignificant. Considering the shape of the silicon peak and the small size of the 
oxygen peak, it appears almost as if the graphite layer hindered oxidation of the 
surface by the atmosphere (the wafer was etched for 1000 seconds in 25% HF and 
then exposed to the atmosphere for about an hour before pump down). The speci-
men was heated to 950 C for 2000 seconds in the high vacuum system by electron 
bombardment on the rear of the specimen holder. The background pressure rose 
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to a maximum of 2 x 10 to r r during heating. Figure 68 shows the Auger spectrum 
of the resulting surface. The carbon peak is now characteristic of carbide, with 
no graphite present. Notice tfoat the oxygen peak is absent, presumably because 
61 
oxygen (or SiO) evaporation. The silicon peak now displays a distinctive silicon 
carbide shape, but its energy, 90 eV, suggests that it is a combination of pure 
2 
silicon and silicon carbide. T2ae silicon peak height is 22.8 picoamperes/eV per 
microampere of beam current, which is about two thirds the response of pure sili-
con under these conditions. Since silicon carbide is known to form particles on the 
silicon surface, electron microscopy must be employed to determine the topology 
of the surface before further interpretations can be made. 
Figure 69 shows two scanning micrographs of the specimen after heating. 
The top, high magnification, micrograph was taken at the same angle of incidence, 
14 , as the Auger spectrum of Figure 68. Silicon carbide particles are clearly 
visible on the surface. The bottom, low magnification, micrograph shows a more 
or less uniform distribution of particles over the surface. The particles shown in 
the top micrograph have diameters of the order of 4000 angstroms, somewhat 
1 arger than the particles reported by Chang. 
The problem of interpreting the carbide peak in Figure 68 will now be con-
2 
sidered. The carbide peak height is 0.24 picoamperes/eV per microampere beam 
current. These particles a r e larger than the primary beam penetration length at 
1200 eV, so the bulk silicon carbide calibration spectrum is used. Figure 28 shows 
. 2 
the response of silicon carbide's carbon peak is 0.50 picoamperes/eV per micro-
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Figure 68. Auger Spectrum of Graphite Contaminated Wafer after Heating 




Figure 69. Scanning Micrographs of Graphite Contaminated Wafer after 
Heating in High Vacuum. Top Micrograph has Magnification 
of 19,200 and the Bottom Micrograph has Magnification of 2000. 
242 
a bulk specimen, yet the area occupied by silicon carbide particles in the micro-
o n 
graph taken at 14 is only about 10%. The explanation of this discrepancy is given 
by Figure 70 which shows a transmission micrograph of a plastic replica of the 
surface. This technique offers substantially greater resolution than the scanning 
micrograph. A great number of smaller particles, with diameters of the order of 
400 angstroms, are now visible. These smaller particles contribute to the large 
carbide peak height. 
The same basic experiment was performed on a graphite contaminated 
silicon dioxide surface. The specimen was a NPN power transistor taken from the 
line after base diffusion. The initial Auger spectrum, not shown, displayed a 
graphite carbon peak equivalent to about two monolayers coverage, and a small 
77 eV silicon peak characteristic of silicon dioxide and the corresponding oxygen 
peak at 510 eV. The specimen was heated to 1000 C in the ultra high vacuum, again 
by electron bombardment of the back side of the specimen holder. The Auger spec-
trum of the resulting surface is shown in Figure 71. The silicon peak is now at 
89 eV, indicating silicon carbide. Interestingly enough the carbon peak shape is 
still similar to graphite, rather than carbide. The interpretation of the graphite-
like carbon peak is that only a portion of the graphite on the surface was converted 
to silicon carbide. This figure shows that it is possible to detect graphite covered 
silicon carbide by the 89 eV silicon peak, rather than by the carbon peak shape. 
Figure 72 shows a transmission micrograph of a plastic replica of the heated 
surface. The significant difference between this oxide surface and the silicon surface 
is that silicon carbide is formed more slowly on silicon dioxide, since carbon must 
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Figure 70. Transmission Micrograph of Plastic Replica of Graphite 
Contaminated Wafer Surface after Heating. Magnifi-
cation is 20,500. 
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Figure 71. Auger Spectrum of Graphite Contaminated Commercial Oxide 
Surface after Heating in High Vacuum. 
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Figure 72. Transmission Micrograph of Plastic Replica of Graphite 
Contaminated Oxide Surface after Heating. Magnifi-
cation is 20,500. 
reduce the oxide before forming silicon carbide. This reduction requires a 
significant amount of energy and proceeds slowly. The basic reaction therefore is 
energy 
Si0 2 + C -> SiC + O . (74) 
The ultimate fate of the oxygen was not determined, but probably depends on the 
atmosphere surrounding the specimen. If the reaction were carried out with a high 
partial pressure of oxygen, one would expect the oxygen to remain adsorbed on the 
silicon, as in the case of oxidation. In a high vacuum, on the other hand, one would 
expect the oxygen to be volatile and escape to the vacuum. 
Other sources of energy besides heating will promote the reaction described 
by Equation 74. One such source is the primary electron beam used in electron 
58 
excited Auger spectroscopy. Harris and others have noted that the primary beam 
would decompose adsorbed carbon bearing gases and thus form a graphite layer on 
the surface. Maintenance of a sufficiently low partial pressure of CO and CO„ pre-
vented this problem in the work, but other chemical reactions caused by the primary 
beam were noted. 
An example of the reduction of silicon dioxide and the formation of silicon 
carbide by the electron beam is shown in the Auger spectra, Figure 73, of the base 
region of a NPN power t ransis tor . The beam current employed for these spectra is 
not known exactly because of a difficulty in the electrometer which was not discovered 
until the experiment was completed. Thus, the scale factor was estimated by com-
parison with similar samples. With the estimated scale factor the initial graphite 
coverage was 2.6 monolayers. Since the area of the incident beam was approximately 
247 
OXYGEN LOSS 









PRIMARY BEAM ENEROY > 1100 «V 
PRIMARY BEAM CURRENT'-300 pA 
ANOLE OF INCIDENCE ' 90 ' 
SPECIMEN < F-3 TRANSISTOR OXIDE 
100 200 300 400 500 600 
ENERGY (ELECTRON VOLTS) 
700 800 900 
Figure 73. Auger Spectra Showing the Formation of SiC by Electron 
Bombardment of Graphite Contaminated Oxide. 
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10 square millimeters, the current density was about 30 microamperes per square 
millimeter. The 100 minute total exposure is seen to convert a substantial portion 
of the graphite to carbide. Notice that the boron peak, the dopant for the base, is 
enhanced by the bombardment. Whether this enhancement was the result of remov-
ing the graphite from a portion of the surface, or of electron induced segregation 
of the boron at the surface, was not determined. Notice also that the oxygen peak 
is only slightly enhanced, 17%, by the conversion of graphite to carbide. This 
could be either the result of a net removal of oxygen from the surface region, thus 
compensating for the reduced masking by graphite, or it could be the result of the 
long escape depth, five monolayers, for 510 eV electrons. Again, the exact cause 
was not determined. The obvious experiment, that of using a mass spectrometer 
to monitor the evolution of gas from the surface, is very difficult because of the 
desorption of gases from the electron gun. This problem was discussed in Chapter V 
in the section on electron stimulated desorption. 
The reduction of oxidized silicon by the electron beam will take place even if 
no carbon is present. The clean silicon dioxide grown within the vacuum system, 
and described in Chapter IV in the section on calibration spectra, was subjected to 
electron bombardment for several hours with a current density of about 30 micro-
amperes per square millimeter. The original surface, with Auger spectrum shown 
in Figure 21, was substantially altered by the electron bombardment, as is 
shown in Figures 74 and 75. Figure 74 shows the full spectrum, whereas Figure 75 
is an expanded view of the silicon peak. The 90 eV peak, characteristic of silicon 
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Figure 75. Expanded View of Silicon Peak of Silicon Dioxide after 
E lec t ron Bombardment. 
characteristic of silicon dioxide. This spectrum is interpreted as a film of silicon 
monoxide on a silicon dioxide substrate. The thickness of this film could be deter-
mined if the sensitivity of silicon monoxide were accurately known, which unfortu-
nately it is not. As a final note9 the reduction of the oxygen peak because of the 
electron bombardment was 13%. This should correspond to the reduced oxygen 
content in the silicon monoxide film, compared to silicon dioxide. 
Another source of energy for the reduction of silicon dioxide and the forma-
tion of silicon carbide is ion bombardment. Argon ion bombardment was found to 
reduce silicon dioxide and also form silicon carbide on silicon dioxide, silicon 
monoxide, and silicon surfaces in this work. One experiment, on a silicon surface, 
will be described in greater detail. In this experiment a graphite contaminated P 
type specimen, similar to that described by the Auger spectrum of Figure 67, was 
argon ion bombarded as a cleaning operation. The surface was ion bombarded with 
1700 volt ions for three hours with a current density of 20 microamperes per square 
-4 
centimeter. The argon pressure was 2 x 10 torr . An Auger spectrum taken at 
this point was essentially identical to Figure 76, except that the argon peak was a 
factor of four larger. The surface was then heated to 750 C for 1000 seconds in 
the high vacuum to drive off most of the argon. The Auger spectrum of the surface 
after heating is shown in Figure 76. The carbide-like carbon peak was unchanged 
by this heating. Mild heating i s thus seen to be effective at removing argon from 
the surface. 
The silicon peak in Figure 76 has approximately one half the height of a bulk 
specimen peak. The carbide and oxygen peaks indicate that both silicon carbide and 
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Figure 76. Auger Spectrum of Graphite Contaminated Silicon Surface 
after Argon Ion Bombardment. 
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silicon monoxide likely remain on the surface, and the response of silicon in these 
forms is much less than as pure silicon. Notice that the 75 eV silicon peak, charac-
teristic of silicon dioxide, is again insignificant. 
Since the Auger spectrum of the original, unbombarded surface, was free 
of any sign of silicon carbide, either at 89 eV or in the shape of the carbon peak, 
ion bombardment i s seen to be another way in which silicon carbide may be formed 
from graphite and a surface containing silicon. It should be remarked that further 
ion bombardment removed the silicon carbide, so ion bombardment remains a viable 
surface cleaning technique. 
The Removal of Carbon from Semiconductor Surfaces 
The previous two sections of this chapter have described the sources of 
graphite and carbide on silicon semiconductor surfaces. This section will describe 
a sequence of experiments aimed at determining what treatments will successfully 
21 
remove carbon from silicon surfaces. The first portion of the section is devoted 
to graphite, the latter portion to silicon carbide. 
A sequence of commercial wafers was studied in an attempt to ascertain sur-
face treatments capable of removing graphite. The specimens were NPN power 
transistors removed from a commercial manufacturing line after the base diffusion. 
Each of the wafers studied before treatment displayed the characteristic one to two 
monolayers of graphite. This is , the wafers as removed from the manufacturing line 
were uniformly coated with a layer of graphite. These wafers, some after an initial 
Auger study, were subjected to a variety of chemical treatments and then studied with 
Auger spectroscopy. Of the chemical techniques studied, only strong oxidation was 
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successful at removing all of the graphite layer, although a methanol and distilled 
water treatment may also be adequate. The presence of silicon carbide prevented 
complete evaluation of the effectiveness of the methanol and distilled water treatment. 
The first surface treatment considered in greater detail is chemical etching. 
A mild HF etch was prepared with approximately 0.25 cc of concentrated HF in 50 
cc of distilled water. One half of an oxidized wafer was dipped in this etch for 60 
seconds and then the entire wafer was rinsed in distilled water and blown dry. The 
graphite coverage was approximately two monolayers and there was some indication 
of SiC in the shape of the carbon peak. No difference in the graphite level could be 
detected between the two halves in the Auger spectra. Another similar wafer was 
treated with a stronger HF etch, in this case a 1.8 molar etch. The etching rate of 
55 
this solution is 2.7 angstroms per second and one half of the wafer was etched for 
25 seconds. The entire wafer was then rinsed in distilled water and blown dry. The 
graphite coverage, as usual, was approximately two monolayers. Again no difference 
could be detected between the two halves in the Auger spectra. Finally, an oxidized 
wafer was completely stripped of oxide by HF and then further etched in a 1.8 molar 
solution for several minutes with ultrasonic agitation. The Auger spectrum of this 
wafer was shown in Figure 66. Even through this strong etching the graphite layer 
remained present. 
The conclusion drawn from these experiments is that the graphite layer 
remains on the surface even while the underlying oxide is etched away. The graphite 
is present before treatment, as shown by the experiments in which only one half of 
the wafer was treated, and these treatments neither increase nor decrease the 
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coverage. The ability of the graphite layer to "ride along" on the surface while 
the underlying layer is removed was also noted in RF sputtering experiments in 
this work aimed at cleaning silicon surfaces prior to oxidation. Several silicon 
specimens with natural oxides were sputtered in an argon plasma. Different argon 
pressures and bias potentials on the specimen were tried. In all cases the oxide 
was removed but not the graphite layer . The graphite peak height would neither 
increase nor decrease as the oxide was removed. That the graphite was merely 
remaining in place, and not being deposited by the sputtering process, was shown 
by a separate experiment on aluminum. In this case RF sputtering did remove 
carbon completely and the surface remained free of graphite during subsequent 
sputtering. Since the same well controlled plasma was used in both cases, the 
implication is that the sputtering process is not a source of graphite. Graphite is 
simply very tenacious on silicon and the oxides of silicon. 
A rinse in methanol and distilled water was tried on one oxidized wafer. 
This wafer was described in connection with Figure 40. The Auger spectra in this 
case showed no graphite explicitly but did show SiC, so the detection limit for 
graphite is an appreciable fraction of a monolayer. It is the opinion of some in the 
semiconductor community that this treatment, or a variation of it, may be effective 
56 
at removing carbon in the form of graphite. Limitations on time prevented a more 
complete evaluation of the technique in this work. 
Oxidation was the third basic treatment studied. A mild oxidizing agent, 
concentrated H O , was evaluated first . One half of an oxidized wafer was dipped 
^ di 
in the H O solution for five minutes. The results of the Auger study were essentially 
256 
identical with the etching experiments. No difference in the two halves could be 
detected as both showed a monolayer or so of graphite. 
Strong oxidation was tried next. This was accomplished by heating the 
wafer resistively in an oxygen atmosphere in the vacuum system. Figure 77 shows 
the Auger spectrum of the specimen before oxidation. The surface is seen to con-
sist of SiO and a heavy coverage of graphite (3.2 monolayers). The graphite layer 
is so thick that the low energy, 76 eV, silicon Auger electrons are almost completely 
attenuated. Figure 78 shows two spectra taken after oxidation treatments. The 
upper spectrum is after 120 seconds at 875 C in an atmosphere of pure oxygen. 
The indicated graphite coverage is 0.5 monolayers after this oxidation. Notice that 
there is little indication of SiC, either in the form of a peak at 89 eV or in the shape 
of the carbon peak. The specimen was then oxidized for an additional 300 seconds, 
this time at 950 C. The graphite coverage is reduced to less than a tenth of a 
monolayer but now there is a substantial indication of SiC. The presence of SiC is 
indicated both fay the 89 eV peak and by the shape of the carbon peak. Silicon carbide 
o o 49 
is formed at a significant rate at 950 C but at a much lower rate at 875 C. Notice 
also that the carbide is formed even when an oxidizing atmosphere is present. 
Whether or not it is formed is strictly a function of the presence of graphite and the 
proper temperature range. Therefore, we see that thermal oxidation can be an 
efficient means of removing graphite. The only precaution necessary is to limit the 
temperature range so that SiC is not formed. A final comment is that the carbon was 
not simply diffusing into the oxide in this experiment. The experiment was repeated 
—fi 
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Figure 77. Auger Spectrum of Graphite Contaminated Oxide before 
Thermal Oxidation in the Vacuum System. 
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Figure 78. Auger Spectra of Graphite Contaminated Oxide Surfaces 
after Thermal Oxidation Treatments in Vacuum System. 
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this case there was no detectable reduction in the graphite coverage except to the 
extent that SiC was formed at the higher temperature range. 
Argon ion bombardment was the final technique studied for the removal of 
graphite from silicon surfaces. While very slow, ion bombardment is an effective 
means of cleaning silicon. Unfortunately, the technique can not be used on heavily 
oxidized surfaces because of charging. The natural oxide on silicon is thin enough 
so that charging is not a problem. The surface which served as the silicon standard 
in the calibration spectra section of Chapter IV was prepared in this way. 
Silicon carbide was noted on a number of wafers and was formed by some of 
the heat treatments, as discussed above. None of the wet chemical treatments tried 
for graphite removal showed any effect on SiC. Only argon ion bombardment removed 
silicon carbide particles. This was discovered when ion bombardment of silicon sur-
faces was found to form SiC when substantial graphite is present. Only after the 
graphite has been removed is the carbide removed by bombardment. Finally, it has 
o 
been reported in the literature that heat treatment at temperatures above 1100 C 
49 
removes SiC by dissolving the carbide into the bulk silicon. ' Technical difficulties 
prevented heat treatment at this high a temperature in this work. However, extensive 
heat treatment at 1000 C was carried out on SiC contaminated oxide surfaces in the 
high vacuum. In no case was the carbide peak reduced by the heat treatment. 
Unless, of course, some auxiliary technique such as electron bombardment 
is employed to maintain charge neutrality. 
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Combined Electron Microscopy and Auger Spectroscopy of Commercial Wafers 
This section presents electron micrographs and Auger spectra from three 
commercial wafers which were studied in detail. In each case the micrographs 
and Auger spectra are from the same area of the wafer. Since the electron micro-
scopy and Auger spectroscopy were performed on different instruments, the sub-
ject area was marked with silver paint dots around the periphery so that the same 
region was studied in each case. The spatial resolution of the combined study is 
only that of the Auger spectrometer, a millimeter or so in this case; for each 
region selected the Auger spectrum is the average over the region. Thus the spa-
tial resolution of the material analysis (Auger spectroscopy) is a millimeter but 
the spatial resolution of the topographic analysis (electron microscopy) is that of 
the scanning electron microscope or the transmission electron microscope, which-
ever was used. However, in this case little information is lost because the material 
of interest, silicon carbide, is in the form of particles and is therefore obvious in 
the micrographs. The situation would be very different if both graphite and silicon 
carbide had the same morphology on silicon surfaces. 
The geometry of the study is illustrated in Figures 79 and 80. Recall from 
Figure 58 in Chapter VI the mounting procedure for commercial wafers. The photo-
graphs of Figures 79 and 80 were taken with the specimen mounted in the vacuum 
system. Since the specimen surface can not be seen directly, it was necessary to 
use a small mir ror mounted on the analyzer for viewing the surface. The small 
size and low intensity of the image account for the low resolution of the photographs. 








Figure 79. Fluorescence of Commerc ia l Wafer under Electron Bombardment. 
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Figure 80. Fluorescence of Different Regions of a Transistor. 
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be seen around most of the periphery of the wafer. The diameter of the opening in 
the ring is approximately three centimeters. Each of the square patterns is one 
NPN power transistor. The thin white line between each square is the scribe line. 
The pair of "E" shaped patterns on each transistor is the emitter region; the emitter 
appears light against the dark base region in Figure 79a. One of the transistors 
has an elliptical bright spot on it. This is the fluorescence caused by the primary 
beam striking the specimen. The beam in this case is covering most of a t ransis-
tor. The remainder of the photograph was taken by reflecting light from a flash-
light off of the analyzer and onto the specimen. Since the brightness of the 
fluorescence i s much less than that obtainable from a flashlight, a double exposure 
was used to create this image. 
Figure 79b is an expanded view of one transistor. This image was formed 
completely by fluorescence from the primary beam. The beam was expanded to 
cover an area approximately equal to two transistors in this case. Notice that the 
gray scale of this image is inverted from that of Figure 79a. Silicon reflects light 
better than the thick oxides on these t ransis tors . Since this wafer was removed 
after emitter masking, the emitter areas are silicon and by base and collector 
regions are oxide covered. Therefore, in the upper image the emitter appears 
white against a dark background. However, silicon dioxide fluoresces much more 
than silicon or, for that matter, silicon monoxide or silicon carbide. Therefore, 
* 
The relative fluorescence of silicon, silicon monoxide, silicon carbide, 
and silicon dioxide was determined, qualitatively, by observation with the eye 
of the fluorescence of bulk specimens when bombarded by a 300 microampere, 
1200 eV, normal incidence beam. 
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in the lower image the emitter appears dark against a white background. Notice 
there is an eliptical shadow in the center of the transistor of Figure 79b. This is 
silicon monoxide, and perhaps silicon carbide, formed from previous electron 
bombardment. This darkening of the fluorescence of silicon dioxide is observed 
after a few minute electron bombardment and serves as a convenient indicator of 
damage to the surface by the primary beam. It is actually a more sensitive indi-
cator than the appearance of the SiO or SiC peaks in the Auger spectra. The dark-
ening seen in Figure 79b does result in an observable peak at 90 eV in the Auger 
spectra, but the eye can detect the darkening from far less damage. 
Figure 80 shows photographs of a transistor discussed in detail later in 
this section. Figure 80a is a double exposure using fluorescence. The whole tran-
sistor was first illuminated with the primary beam and then the bright spot was 
formed by focusing the beam on the emitter. It is seen that the spot overlaps the 
base and collector regions somewhat. About one half of the spot is on the emitter 
region. One would like to be able to focus the beam separately on each portion of 
the transistor. This overlap will cloud interpretation of the spectra, but it could 
not be avoided with the equipment used in this work. Figure 80b shows the beam 
on the collector oxide between two transistors. Notice the extensive damage to the 
base region from prior bombardment. 
The first wafer discussed in greater detail is that of Figure 39 in Chapter V. 
This wafer was removed from the line after the collector oxide was grown, but before 
base masking. This is an N type oxide. The Auger spectrum showed no SiC contami-
nation. Thus, this specimen serves as a control to indicate surface morphology in 
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the absence of SiC. Figure 81 is a scanning electron micrograph of the surface. 
The surface appears very smooth to the scanning scene. The only features of the 
micrograph are 60 Hz hum bars and random noise. A plastic (negative) replica 
was also made of the surface. Figure 82 is a transmission micrograph of the 
replica. The surface of Figure 82 is from a similar, but not identical, region of 
the specimen as that of Figure 81. A minor amount of surface roughness is seen 
with the improved resolution of the transmission scope. The prominent features 
of the transmission micrograph correspond to indentations of the surface. The 
resolution of the transmission scope, compared to the scanning scope, is evident 
in the two figures since both are at approximately the same magnification. The 
indentations of the surface are 500 angstroms in diameter, or smaller. This is 
a measurement of the area of the indentation, not the depth. 
Scanning and transmission micrographs were also made on a second surface 
free of SiC in the Auger spectrum. This surface was the silicon dioxide grown in 
the vacuum system and discussed in the calibration spectra section of Chapter IV. 
These micrographs, not presented here, were equivalent to Figures 81 and 82. 
The second wafer to be discussed also was removed from a NPN transistor 
line, but a different one from the transistors shown in Figures 79 and 80. This 
wafer was removed after emitter masking. The Auger spectra showed varying 
indications of SiC across the wafer. Figure 83 is a transmission micrograph of 
a plastic replica. A number of particles are seen on the surface. Since this replica 
is a negative, representative particles and indentations are identified on the figure. 
Notice there is a cluster of particles in the lower right hand corner. The overall 
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Figure 81. Scanning Micrograph of Commercial Oxide Surface Free 
of SiC Contamination. Magnification is 18,700. 
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Figure 82. Transmission Micrograph of Plastic Replica of Commercial 
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Figure 83. Transmission Micrograph of Plastic Replica of Commercial 
Oxide Surface Showing some SiC Contamination. Magnification 
is 20,500. 
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coverage by particles is fairly small though. Figure 84 is another transmission 
micrograph of the plastic replica. Even fewer particles are seen in this portion 
of the surface. The number and size of the indentations remains constant and 
similar to Figure 82, the uncontaminated oxide. Finally, Figure 85 is yet another 
transmission micrograph of the replica, this time showing a higher density of par-
ticles and made at higher magnification than Figures 83 and 84. 
The variance in the number of particles seen in these micrographs is at t r i -
buted both to a natural variation across the wafer as a whole and to variations across 
each transistor. The transistors on this wafer were much smaller than those in 
Figure 79. Thus, the beam covered most of a transistor. As the beam was moved 
about it was variously distributed between emitter region and base oxide. The next 
example shows there may be significant variations in SiC particle density between 
emitter and base regions. Thus, different positions would show different particle 
densities. 
A representative Auger spectrum for the surface is shown in Figure 86. The 
spectrum is characteristic of silicon dioxide, with a small indication of SiC at 89 eV. 
Notice that the carbon peak is in the form of graphite, not SiC. Thus, the surface 
has some SiC and is covered overall by a graphite layer. This spectrum shows that 
a small number of SiC particles can be detected in the presence of graphite by look-
ing for the 89 eV peak. That the 89 eV peak is truly at 89 eV is shown in the next 
figure, Figure 87, which has an expanded energy scale. The 75 eV silicon peak from 
the SiO serves as a reference mark. The SiC peak is located 14 eV higher in energy. 
LA 
The stability of the charge state was assured by the techniques of Chapter VI and the 
Transmission Micrograph of Plastic Replica of Commercial 
Oxide Surface Showing Less SiC Contamination Than in 
Figure 83. Magnification is 20, 500. 
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Figure 85. Transmission Micrograph of Plastic Replica of Commercial 
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Figure 86. Auger Spectrum of Silicon Carbide Contaminated 
Commercial Oxide. 
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Figure 87. Expanded View of Silicon Peak in Auger Spectrum of SiC 
Contaminated Commercial Oxide. 
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remaining peaks of the SiO complex occur at their correct energy. The good 
signal to noise ratio in this figure shows that a significantly smaller coverage of 
SiC could be detected with this technique. 
The final example considered is a transistor from the wafer pictured in 
Figure 80. These were large NPN power transistors, removed from the line after 
emitter masking. An Auger spectrum for the entire transistor was shown in 
Figure 64 in Chapter VI. This spectrum showed an indication of SiC. Figure 88 
is an expanded energy scale spectrum with the beam localized on the collector oxide. 
Although the signal to noise ratio is not as good as that of the previous example, the 
SiC indication is still clear. The same area bombarded by the primary beam in 
taking this Auger spectrum is shown in the scanning micrograph of Figure 89a. Only 
a few particles, the white dots in this low magnification micrograph, are seen. The 
collector-base step is the diagonal line in the upper right hand corner; the collector 
covers the majority of the micrograph. Some of the SiC indication in the Auger 
spectrum for the collector oxide is attributed to beam overlap into the base region, 
which contained a greater amount of SiC. 
The lower micrograph, Figure 89b, shows basically emitter region, with the 
emitter-base step being the diagonal line across the upper right hand portion of the 
micrograph. The emitter region contains a great number of particles and the base 
regions contain some, but far less . Some of the larger particles are probably "dust 
and dirt" but the smaller, more numerous particles are SiC. This interpretation is 
verified by the Auger spectrum taken with the beam centered on the emitter. This 
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Figure 88. Expanded View of Silicon Peak of Auger Spectrum of Collector 




Figure 89.. Scanning Micrographs of SiC Contaminated Transistor. 
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Figure 90. Expanded View of Silicon Peak of Auger Spectrum of 
Emitter Region of Transistor. 
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the indication is not even larger is due to the beam overlap onto the base region 
where the SiC particle density is less . The conclusion reached from this corre-
lated Auger spectroscopy and electron microscopy is that the SiC coverage is pro-
portional to the number of etchings and diffusions an area has received. Thus the 
emitter has more than the base, which in turn has more than the collector. 
The final figure, Figure 91, shows scanning micrographs of particularly 
large particles which are believed to the SiC. The upper micrograph, Figure 91a, 
is from the emitter region of the transistor just discussed. Notice that the particles 
appear to grow out of the surface; this is one basis for interpreting them as SiC. 
The lower micrograph is from a graphite contaminated silicon specimen which was 
ion bombarded and heated to purposely form SiC. Although the particle in the lower 
micrograph is somewhat smaller (notice the difference in magnification) the mor-
phology is the same. The indentations of the lower surface are the result of exten^ 
sive ion bombardment. 
In summary, these three examples illustrate a general result noted in the 
study of SiC on commercial wafers: that the SiC contamination increases with pro-
cess steps and the availability of elemental silicon. Thus SiC is a particular problem 
after emitter masking because of the accumulation of graphite,to be converted to SiC, 
and the presence of exposed silicon to form the SiC. 
For practical purposes SiC is formed from graphite and silicon over the 
temperature range 900 C to 1100 C. Thus, prevention of SiC contamination may be 
affected by limiting the temperature range of the processing steps, which may be 
















Figure 91. Scanning Micrographs of Particles Believed to be Silicon Carbide. 
Magnification as 9010 for the Top Micrograph and 31, 000 for the 
Bottom Micrograph. 
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experiments of this chapter showed that the most effective way of removing graphite 
o 
is by oxidation. Graphite is; effectively removed by thermal oxidation in the 800 C 
temperature range, which i s less than the temperature range for the formation of 
SiC. Therefore, a short exposure to an oxidizing atmosphere may prove useful 
in diffusion work where SiC particle formation proves to be a problem. 
The electrical effects of graphite and SiC were not determined explicitly in 
this work, but some comments on their likely effect may be made. Graphite, per 
se, probably does not affect processing steps because it is normally present in one 
or two monolayer thicknesses and forms a uniform layer on the surface. Additionally 
it is very porous, and therefore would not be expected to affect diffusion or oxidation 
processes. On the other hand, the presence of graphite at an interface, e .g . , 
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Si-SiO , SiO -metal, e tc . , eould very well introduce trapping centers and there-
fore would affect the electrical performance of the device. Field effect devices 
would be particularly susceptible to charge in such trapping centers. 
The primary effects of SiC are likely in affecting the manufacturing process 
because of the particle nature of SiC. Silicon carbide is not at all porous; it acts 
like a barrier to diffusion and oxidation. Thus SiC particles will cause irregularities 
in the diffusion profile. This effect will become more critical as geometries are 
made smaller and emitter diffusions become shallower. The size of the particles 
noted in this work was sufficient to also materially affect oxidation processes in thin 
oxide MOS devices. 
CHAPTER Vm 
SUMMARY AND RECOMMENDATIONS FOR FURTHER WORK 
The objectives of the research were to affect an improvement in Auger 
spectroscopy as an analytical tool and to apply the spectroscopy to surface contami-
nation on typical semiconductor devices. This chapter is a summary of the accom-
plishments of the research and recommendations for further work. 
The first three chapters of this dissertation introduce the reader to the Auger 
effect and Auger spectroscopy. The emphasis in the remainder of the work is placed 
on Auger spectroscopy and, in particular, on the application of Auger spectroscopy 
to the study of contamination found on commercial semiconductor wafers. Previous 
efforts by others at applying Auger spectroscopy to semiconductor wafers are 
reviewed with a critique of interpretations of spectra taken on oxide surfaces. 
The theory necessary for quantitative interpretation of Auger spectra is 
developed in the fourth chapter. The factors contributing to the fingerprint of each 
element are described first, for it is the fingerprint of the element which allows 
identification to be made and the nature of the chemical bonding to often be deter-
mined. Calibration spectra for Si, SiO, SiO , SiC, and C are presented. These 
spectra allow each substance to be identified and, in most cases, analyzed quan-
titatively. Basic quantitative considerations for Auger spectroscopy are then 
outlined and the two existing models for quantitative interpretation described. It 
is pointed out that a model containing both isotropic and oriented sources is necessary 
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to explain the response of Auger spectra as the primary beam angle of incidence 
is varied. Each of the four quantities contributing to Auger peak height—the source 
functions, Auger electron yield, Auger electron escape probability, and detector 
efficiency—are then discussed in detail and a new model for quantitative interpre-
tation of Auger spectra is formulated. The final section of the fourth chapter out-
lines the calculations necessary both to predict Auger peak height a priori with the 
new model and to interpret peak heights with the model using calibration spectra. 
Techniques necessary to successfully perform Auger spectroscopy on oxide 
surfaces are described in the sixth chapter. These techniques are for the detection 
and prevention of charging artifices. This compilation is a vital contribution to 
those interested in studying commercial semiconductor wafers with Auger spectros-
copy for they allow the spectroscopist to take and interpret reliable data from oxide 
covered surfaces. Thus, the fourth and sixth chapters constitute a contribution to 
the improvement of Auger spectroscopy as analytical tool, both for general appli-
cations and for the specific application of studying oxide covered semiconductor 
wafers. 
The achievements of the study of commercial semiconductor wafers are 
outlined in the fifth chapter. Representative spectra from oxide covered surfaces 
are presented and quantitatively interpreted. The effects of the primary electron 
beam are described and electron stimulated desorption is shown to be a comple-
mentary technique to Auger spectroscopy. One particular aspect of the commercial 
wafer results, the nature of carbon on semiconductor surfaces, is expanded in the 
seventh chapter. Sources for the two principal forms of carbon, graphite and 
silicon carbide, are described, as a r e removal techniques for each. It is noted 
that electron and ion bombardment will reduce Si00 and form SiC when graphite 
is present. Electron bombardment was also found to reduce SiO with no graphite 
present. The nature of SiC as a contaminant on commercial wafers was explored 
with the aid of electron microscopy. Generally speaking, the concentration of SiC 
increases with the number of processing steps completed and the availability of 
elemental silicon. Finally, some of the possible effects of graphite and SiC 
contamination are presented. 
Two subjects explored in this dissertation definitely merit further study. 
These are the details of the interpretation calculation and the effects of graphite 
and silicon carbide on semiconductor surfaces. 
In one sense Chapter IV is an outline of the calculations necessary for 
quantitative interpretation of Auger spectra. Though the outline is complete in 
that all significant factors are described, many details need to be added and esti-
mates improved. The whole subject of moderate energy (~ 1000 eV) electron-solid 
interactions deserves further work. The electron transmission experiments of 
Mahkov offer a valuable guide in designing experiments in this energy range. These 
can be coupled with experimental determination of Auger response as a function of 
primary beam angle to yield a more complete understanding of these interactions. 
Auger electron escape depth also needs to be determined for a greater number of 
materials and energies so that a comprehensive theory may be developed. In sum-
mary, the Auger process actually offers an ideal tool for studying electron-solid 
interactions. Until these studies are complete, though, improved interpretations of 
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Auger spectra from general specimens will be difficult. 
The effects of graphite and silicon carbide on semiconductor surfaces also 
merit further work. These effects can be both electrical, e .g . , introducing states 
in the energy gap, or physical, as in the case of altering diffusion profiles. The 
electrical effects of tSiese contaminants could be determined by fabricating MOS 
interfaces with and without contamination and then using capacitance-voltage 
analysis techniques. The effects of silicon carbide on diffusion could be determined 
by correlating electron microscopy of a contaminated area and standard wet chem-
istry profile analysis of the same area. 
Finally, a number of interesting surface science observations were made 
during the course of the work. These observations were not pursued in the research 
reported in this dissertation for they were tangential to the objectives of the work. 
However, they do offer worthwhile starting points for future work. 
The subject of oxidation of silicon should be studied in detail using Auger 
spectroscopy because of the capability of separating the various oxidized states. 
On a number of occasions an indication of SiO was obtained when SiO was expected. 
Li 
The role of SiO in the formation of SiO is one interesting topic in this subject. 
Another is the role of graphite as a possible inhibitor of oxidation. 
Quantitative calibration of electron stimulated desorption is another worth-
while subject. An alternative technique for surface analysis would allow the Auger 
yield from adsorbed gases to be determined with greater precision. This would be 
an interesting study because it would show the influence of binding, the forces 
holding the atom or molecule to the surface, on Auger neutralization probability. 
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Two analytical instruments have also been suggested by the work. The 
first of these is a cathodoluminescence attachment for the scanning electron 
microscope for detection of SiC particles. This device would utilize the great 
difference in fluorescence between SiO and SiC to detect the presence of SiC. 
The second instrument is also an attachment to the scanning microscope. This 
is an improved voltaga contrast display based on the theory developed in Chapter VI 
for determination of surface potential. Both of these instruments are still in 
preliminary stages of development. 
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