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For a solid lattice, we rederive the CSL noise total energy gain of a test mass starting
from a Lindblad formulation, and from a similar starting point rederive the geometry factor
governing center of mass energy gain. We then suggest that the geometry factor can be used
as a way to distinguish between low temperature cantilever motion saturation arising from
CSL noise, and saturation arising from thermal leakage.
I. INTRODUCTION
There has been much recent activity, both theoretical and experimental, involving the use of
optomechanical systems to search for the noise postulated in Continuous Spontaneous Localization
(CSL) models of state vector reduction [1–10]. An important observation made by Nimmrichter,
Hornberger, and Hammerer [2] is that the center of mass diffusion rate for the cantilever involves
a geometry dependent factor µ˜(~k) that is defined as the Fourier transform of the classical mass
density ρ˜(~x). Application of this geometry dependent factor to enhance the sensitivity of cantilever
experiments by use of layered structures has been proposed by Carlesso, Vinante, and Bassi [10].
In deriving this factor, the authors of [2] assume that the cantilever is a homogeneous rigid body
in which excitation of internal degrees of freedom by the CSL noise can be neglected. However,
solids are actually lattices of molecules connected by intermolecular force “springs”, in which
internal excitations take the form of phonon emission/absorption. Calculations of heating of solids
by CSL noise via phonon excitation have been done by Adler and Vinante [11] and Bahrami [12],
in both the white and colored noise cases. These show that in the white noise case the heating rate
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2depends only on the system massM , and all dependence on the internal structure, which is present
for colored or non-white noise, drops out. In particular, there is no geometry dependent factor
governing the total energy excitation giving the heating rate for white noise. One also obtains the
same heating rate for a Fermi liquid [13]. In the colored noise case, a similar result is obtained,
which additionally depends on the noise spectrum, but there is no geometry dependence [14]. The
aim of this paper is to show how the geometry dependent factor of [2] arises when the phonon
physics of realistic, non-rigid solids is taken into account, by separating the lattice displacements
used in [11], [12] into center of mass and purely internal displacements.
The paper is organized as follows. In Sec. 2 we repeat the calculation of the total heating
rate done in [11], by a different method that starts from the Lindblad equation for the density
matrix . In Sec. 3 we again start from the same Lindblad equation, and by separating the lattice
displacements into center of mass and internal components, give a lattice physics derivation of the
geometry factor of [2] in the white noise case. Using this split, we show that the total energy
excitation splits cleanly into a center of mass excitation, which is modulated by the absolute value
squared of the geometry factor, and an internal energy excitation, which for large bodies accounts
for most of the total energy excitation. In Sec. 3 we propose using the geometry factor and
the associated CSL layering effect as a way of experimentally distinguishing at low temperatures
between genuine CSL noise effects, and thermal leakages which can simulate CSL noise.
II. LINDBLAD EQUATION DERIVATION OF THE TOTAL PHONON HEATING
RATE
In this section we calculate the total heating rate from phonon emission. Instead of using the
methods of [11–13], we follow [10] and start from the CSL Lindlad type master equation, with the
caretˆdenoting operators,
dρˆ(t)
dt
= −
i
~
[Hˆ, ρˆ(t)] + L[ρˆ(t)] , (1)
where Hˆ is the Hamiltonian describing free evolution of the system, and
L[ρˆ(t)] = −
λ
2r2Cπ
3/2m2N
∫
d3z[Mˆ(~z), [Mˆ (~z), ρˆ(t)]] (2)
governs the CSL action on the system, with mN the nucleon mass, λ the noise coupling, and rC
the noise correlation length. Assuming a mass-proportional CSL noise coupling, Mˆ is defined by
Mˆ(~z) =
∫
d3x exp
(
(~z − ~x)2
2r2C
)
ρˆ(~x) ,
3ρˆ(~x) =
∑
ℓ
mℓδ
3(~x− xˆℓ) .
(3)
Here the sum over ℓ runs over all atoms of the system with mass mℓ and position operator xˆℓ.
Introducing Fourier transforms via
(2π)−3/2r−3C exp(−~x
2/(2r2C )) = (2π)
−3
∫
d3k exp(−r2C
~k2/2− i~k · ~x) , (4)
and
µˆ(~k) =
∫
d3x exp(−i~k · ~x)ρˆ(~x) =
∑
ℓ
mℓ exp(−i~k · xˆℓ) , (5)
a simple calcuation shows that L can be rewritten as
L[ρˆ(t)] = −
λr3C
2π3/2m2N
∫
d3k exp(−r2C
~k2)[µˆ(~k), [µˆ†(~k), ρˆ(t)]] . (6)
Let us now apply Eq. (6) to calculate the CSL energy gain rate Γ :
Γ ≡ Tr
(
Hˆ
dρ(t)
dt
)
= Tr
(
HˆL[ρˆ(t)]
)
= −
λr3C
2π3/2m2N
∫
d3k exp(−r2C~k
2)Tr
(
Hˆ [µˆ(~k), [µˆ†(~k), ρˆ(t)]]
)
,
(7)
where we have substituted Eq. (1). Exploiting cyclic invariance of the trace, the CSL energy gain
takes the form
Γ = −
λr3C
2π3/2m2N
∫
d3k exp(−r2C~k
2)F (~k) , (8)
where
F (~k) = Tr
(
ρˆ(t) [µˆ†(~k), [µˆ(~k), Hˆ ]]
)
. (9)
The next step is to evaluate the double commutator appearing in Eq. (9) by introducing
phonon physics, following the exposition in the text of Callaway [15]. We consider the simplest
case of a monatomic lattice with all mℓ equal to mA, independent of the index ℓ, and write the
atom coordinate ~ˆxℓ as
~ˆxℓ = ~Rℓ + ~ˆuℓ , (10)
with ~Rℓ the equilibrium lattice coordinate and with ~ˆuℓ the lattice displacement induced by the
noise perturbation. Writing
∑
ℓ
mℓe
−i~k·~ˆxℓ = mA
∑
ℓ
e−i
~k·~Rℓe−i
~k·~ˆuℓ , (11)
4we note that since the Gaussian in Eq. (7) restricts the magnitude of ~k to be less than of order of
r−1c , with rc ∼ 10
−5cm, whereas the magnitude of the lattice displacement is much smaller than
10−8cm, the exponent in e−i
~k·~ˆuℓ is a very small quantity. So we can Taylor expand to write
e−i
~k·~ˆuℓ ≃ 1− i~k · ~ˆuℓ . (12)
Since this expression appears in a commutator, the leading term 1 does not contribute to the energy
gain rate. We now substitute the expression [15] for the lattice displacement in terms of phonon
creation and annihilation operators,
~ˆuℓ =
Ω
8π3
(
~N
mA
)1/2∑
j
∫
d3q
(2ωj(~q))1/2
[
~e (j)(~q)ei~q·
~Rℓ aˆj(~q) + ~e
(j)∗(~q)e−i~q·
~Rℓ aˆ†j(~q)
]
, (13)
where the sum on j runs over the acoustic phonon polarization states, and where Ω and N are
respectively the lattice unit cell volume, and the number of unit cells. The Hamiltonian Hˆ as well
as µˆ(~k) can be expressed in terms of creation and annihilation operators of phonon modes [15],
Hˆ =
NΩ
(2π)3
∫
d3p
∑
i
~ωi(~p)aˆ
†
i (~p)aˆi(~p). (14)
By imposing the commutation relations for the phonon operators
[
aˆj(~q), aˆ
†
j(~p)
]
= (2π)3δijδ
3(~q −
~p)/(NΩ), one finds that
F (~k) = −
~
2mAΩ
2(2π)3
∑
l,l′
∫
d3p
∑
i
∣∣∣~k · ~e (i)(~p)∣∣∣2 (e−i(~k+~p)·(~Rl−~Rl′ ) + e−i(~k−~p)·(~Rl−~Rl′ )) . (15)
Exploiting the relation ∑
ℓ
e±i(~q−
~k)·~Rℓ =
8π3
Ω
δ3(~q − ~k) , (16)
and taking into account the standard normalization of the Dirac delta:[
δ3(~q ± ~k)
]2
= δ3(~q ± ~k)
∫
d3x
(2π)3
ei(~q±
~k)·~x = δ3(~q ± ~k)
NΩ
(2π)3
, (17)
F (~k) reduces to
F (~k) = −~2M~k 2, (18)
where we employed the fact that ~k · ~e (j)(~k) selects only the longitudinal acoustic phonon, thus
giving
∑
i
∣∣∣~k · ~e (i)(~k)∣∣∣2 = ~k 2, and we introduced the total mass M = NmA.
By merging Eq. (18) with Eqs. (7)–(9), one finds the expression for the CSL energy gain,
Γ =
3
4
~
2λM
m2Nr
2
c
, (19)
where we used
∫
d3ke−
~k2~k2 = 32π
3/2. As emphasized in the Introduction, this formula depends
only on the total mass M and has no geometry dependent factor.
5III. LATTICE DERIVATION OF THE CSL GEOMETRY FACTOR
A salient feature of the calculation of the preceding section is that there has been no separation
of the center of mass displacement from the total site displacements ~ˆuℓ. Phonon excitations, as
defined by Eq. (13), include both internal and center of mass displacements, and the energy
production rate of Eq. (19) is the sum of the center of mass and the internal energy production
rates.
In this section we isolate the center of mass excitation energy and the excitation of internal
degrees of freedom. Our starting point is Eqs. (5) and (6), which express L in terms of the Fourier
transform of the mass density operator. Substituting Eq. (10) into Eq. (5), we get
µˆ(~k) =
∑
ℓ
mℓ exp(−i~k · ~Rℓ) exp(−i~k · ~ˆuℓ) . (20)
Expanding the second exponential on the right as in Eq. (12), we get
µˆ(~k) ≃ .....− i
∑
ℓ
mℓ exp(−i~k · ~Rℓ)~k · ~ˆuℓ , (21)
where .... denotes c-number terms that do not contribute to the commutator in Eq. (6). We now
use the transformation to center of mass and internal coordinates given in [16], denoting by N the
total number of atom sites ℓ (for a monatomic lattice, N is equal to the number of unit cells N
introduced earlier)
M =
N∑
ℓ=1
mℓ ,
~ˆX =
N∑
ℓ=1
mℓ~ˆuℓ/M ,
~ˆuℓ =~ˆξℓ + ~ˆX , ℓ = 1, ..., N − 1 ,
~ˆuN = ~ˆX −
N−1∑
ℓ=1
mℓ~ˆuℓ/mN . (22)
Under this transformation, the operator part of µˆ(~k) splits into mutually commuting center of mass
6and internal pieces,
µˆ(~k) =µˆ(~k)cm + µˆ(~k)int ,
µˆ(~k)cm =− i
N∑
ℓ=1
mℓ exp(−i~k · ~Rℓ)~k · ~ˆX ,
µˆ(~k)int =− i
N−1∑
ℓ=1
[exp(−i~k · ~Rℓ)− exp(−i~k · ~RN )mℓ/mN ]~k · ~ˆξℓ .
(23)
Defining the c-number geometry factor µ˜(~k) by
µ˜(~k) =
N∑
ℓ=1
mℓ exp(−i~k · ~Rℓ) , (24)
we see that µˆ(~k)cm is given by the geometry factor times −i~k · ~ˆX,
µˆ(~k)cm = µ˜(~k)(−i~k · ~ˆX) . (25)
As shown in [16], under the transformation of Eq. (22), the kinetic energy part of Hˆ splits into
a center of mass part and an internal part, and since the potential energy part of Hˆ is a function
of the internal coordinates only, we have
Hˆ =Hˆcm + Hˆint ,
Hˆcm =− ~
2
~ˆ∇2X
2M
,
Hˆint =− ~
2
N−1∑
ℓ=1
~ˆ∇2ξℓ
2mℓ
+
~
2
2M
(
N−1∑
ℓ=1
~ˆ∇ξℓ
)2
+ V (~ˆξ1, ..., ~ˆξN−1) .
(26)
Note that Hˆint is not diagonal in the internal coordinates, which is why a center of mass separation
is not made when introducing phonons; the phonon transformation of Eq. (13) is constructed to
diagonalize the harmonic approximation to the lattice Hamiltonian. Corresponding to the splitting
of Hˆ in Eq. (26), the rates of increase of the center of mass and internal energy are given by
Γcm =Tr
(
HˆcmL[ρˆ(t)]
)
,
Γint =Tr
(
HˆintL[ρˆ(t)]
)
.
(27)
7Combining this with Eqs. (6) and (23), and using the cylic property of the trace to throw the
commutators onto the Hamiltonian factor, we get
Γcm =−
λr3C
2π3/2m2N
∫
d3k exp(−r2C
~k2)|µ˜(~k)|2Tr
(
[~k · ~ˆX, [~k · ~ˆX, Hˆcm]]ρˆ(t)
)
,
Γint =−
λr3C
2π3/2m2N
∫
d3k exp(−r2C~k
2)Tr
(
[µˆ†(~k)int, [µˆ(~k)int, Hˆint]]ρˆ(t)
)
.
(28)
The double commutator in Γcm is easily evaluated to give the c-number
[~k · ~ˆX, [~k · ~ˆX, Hˆcm]] = −~
2~k2/M , (29)
and using Trρˆ(t) = 1 we get for the center of mass energy excitation
Γcm =
λr3C~
2
2Mπ3/2m2N
∫
d3k exp(−r2C
~k2)~k2|µ˜(~k)|2 . (30)
If the geometry factor µ˜(~k) were equal to M , this would reduce to Eq. (19), but Eq. (24) implies
that in general |µ˜(~k)| ≤M , so the center of mass energy excitation is always smaller than the total
energy excitation. We do not attempt to evaluate Γint from Eq. (28); the simplest way to calculate
it is from the difference Γ− Γcm, both terms of which are given by relatively simple formulas.
Defining the classical mass density by
ρ˜(~x) =
N∑
ℓ=1
mℓδ
3(~x− ~Rℓ) , (31)
the geometry factor can be written as
µ˜(~k) =
∫
d3x exp(−i~k · ~x)ρ˜(~x) , (32)
that is, it is the Fourier transform of the classical mass density. The formula of Eq. (32) is used in
[2] and [10] to calculate µ˜(~k) for various cantilever geometries.
IV. USE OF THE GEOMETRY FACTOR TO DISTINGUISH CSL NOISE FROM
THERMAL LEAKAGE
We conclude by noting that the geometry factor dependence of the center of mass excitation
energy may give a way of distinguishing between low temperature thermal saturation resulting
from CSL noise, and thermal saturation resulting from thermal leakage. It seems plausible that
thermal saturation resulting from thermal leakage will only depend on the mass ratios of different
8materials in the cantilever test mass, and not on the precise test mass geometry. Moreover, this
is an assumption that can be tested in auxiliary experiments in which a large thermal leakage is
introduced to the cantilever. On the other hand, as shown in [10], the CSL noise sensitivity of
the cantilever is strongly dependent on the geometry of the test mass; by constructing the test
mass from alternating layers of different materials the CSL sensitivity can be enhanced. Thus by
performing a cantilever experiment with several test masses with identical mass ratios of materials
(and hence, under the assumption made above, with identical sensitivities to thermal leakage),
but different layering geometries with significantly different CSL noise sensitivities, it should be
possible to distinguish a true CSL signal from a thermal leakage background.
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