Cycle-Counting is the following communication complexity problem: Alice and Bob each holds a permutation of size n with the promise that there will be either a cycles or b cycles in the product of these two permutations. They want to distinguish the two cases. We show a quantum/nondeterministic lower bound of Ω(
There are other problems related to the Cycle-Counting problem. For example, we show that a nondeterministic/randomized lower bound of Ω(n) for the In-Same-Cycle problem from [9] could be obtained by a reduction from a special instance of the cycle counting problem (say, separating 1 cycle and 3 cycles). The lower bound nearly matches the lower bound in [9] up to a multiplicative constant, but conceptually easier to get. Furthermore, the same lower bound of Ω(n) could be obtained for the One-Cycle problem and the Bipartiteness problem as well. The One-Cycle problem is to decide if the product of two permutations is one cycle or more than one cycle. It was used by Raz and Spieker [15] to show a separation between log-rank and nondeterministic lower bound, by showing a nondeterministic lower bound of Ω(n log log n). Our lower bound is only Ω(n) but the proof is much easier. The Bipartiteness problem is to decide if a graph split into Alice and Bob's hand is bipartite or not. A deterministic bound of Θ(n log n) was proved for general graphs by Hajnal et al. [8] . Here we show that even for graphs of maximum degree 3, a lower bound of Ω(n) could also be proved for nondeterministic/randomized protocols.
Besides communication complexity, we consider the streaming model as well. In streaming model, the input of a graph is represented by a sequence of edges in arbitrary order. The streaming complexity is the minimal amount of memory used by the algorithm if the algorithm only reads the input once sequentially. A lot of graph properties are studied in the streaming model. For example, Bar-Yossef et al. [4] counted triangles in a graph; Feigenbaum et al. [7] gave approximation algorithms for matching, diameter and distance problems; and Feigenbaum et al. [6] discussed lots of graph properties including connectivity, bipartiteness, diameter and girth. For every problem discussed in this paper, the lower bound of the communication complexity implies the same lower bounds on the streaming complexity, because Alice can run the streaming algorithm on the first half on input and send the configuration of the machine to Bob, after that Bob can continue the execution on the second half and output the result. Our lower bound of approximating the girth in the streaming model improves the result in [6] when the girth is large. And we also prove the linear lower bound again for the connectivity and bipartiteness problems.
The lower bound for Cycle-Counting is obtained by reduction from a variant of the inner product modulo m problem. The problem could be briefly described as computing the inner product modulo m of two vectors in Z n m , where Alice holds one of them, and Bob holds the other. The m = 2 case for this problem is well studied, and a lower bound of Ω(n) is known [14] . We are here to show a Ω(n log p(m)) nondeterministic/randomized lower bound for general m, where p(m) is the smallest prime factor of m. And this bound is tight for the case when m is prime (p(m) = m). We will use the discrepancy method to prove its randomized lower bound, and by investigating the relationship between discrepancy and largest monochromatic rectangles, the nondeterministic lower bound could also be obtained in the same way.
Furthermore, we know that the discrepancy method could also imply quantum communication complexity lower bounds [13] . In quantum settings, Alice and Bob have quantum computers and infinite shared entangled pairs of qubits, and they want to compute the function f with error by exchanging quantum bits. And we denote the quantum communication complexity of f (the minimum amount of qubits exchanged) by Q * (f ). Since we can use quantum bits to generate random bits,
, which means that we can get randomized/deterministic lower bounds by quantum lower bounds. Thus in the rest of the paper, we will only talk about quantum and nondeterministic lower bounds.
Results
In this section, we formally define all the problems, and state all the theorems only in the communication complexity model although each lower bound implies a same result in the streaming model. The central problem is the following Cycle-Counting problem.
Definition 1 (CC n,a,b ). Let π, σ be permutations in symmetric group S n with the promise that σ • π has either a cycles or b cycles (a < b). The Cycle-Counting problem is a communication complexity problem that Alice holds π and Bob holds σ, and they want to return 0 for a cycles case or return 1 for b cycles case.
Definition 9 (IP m,n , IP 01 m,n and IP 01 * m,n ). The inner product problem ( IP m,n ) is a communication complexity problem that Alice holds x ∈ Z n m and Bob holds y ∈ Z n m , and they want to return the value of the inner product x, y = n i=1 x i y i mod m. In the reduction we need two promised variants of IP m,n : IP 01 m,n is the IP m,n problem with the promise that x, y is either 0 or 1; and IP 01 * m,n is the IP 01 m,n problem with the promise that y ∈ (Z * m ) n , where Z * m the the primitive residue class modulo m (the set of integers relatively prime to m).
The Inner Product problem on the binary field (m = 2 case) is well studied. It is known that Q * 1/3 (IP 2,n ) = Ω(n) [13] , and D(IP p,n ) = Ω(n log p) for prime p [5] , where
However, what we actually need for this paper is the IP 01 * m,n problem. The problem looks classic but the authors of the paper failed to find a reference for the lower bound. So the proof for the following theorem is claimed in the paper to be "new" with conservation.
Theorem 10. The quantum/nondeterministic lower bound of IP 01 m,n is Ω(n log p(m) − log(m)), and the lower bound of IP 01 * m,n is Ω(n log(p(m) − 1) − log m), where p(m) the smallest prime factor of m.
Since IP 01 m,n is a special case of IP m,n , so the lower bound of IP 01 m,n also holds for IP m,n . Reduction from Set-Disjointess [3, 12, 16 ] is a powerful tool to prove a strong communication lower bound in the random world. However, Q(Set-Disjointess) is much lower for quantum protocols. We hope that the strong quantum lower bounds of more problems can be proved by reduction from Theorem 10.
The Cycle Counting Problem and Its Variants
In this section we show the reduction from the inner product problem to the cycle counting problem, and its variants.
The Cycle Counting Problem
We are going to prove the following theorem in this subsection.
Theorem 11 (Theorem 2 Restated). Let p(x) denote the smallest prime factor of x, the following statements hold for the communication complexity of Cycle-Counting,
Proof. We here use the reduction from IP 01 * m,n to CC m(n+1),1,m to show the lower bound. Let (x, y) be an input of the IP 01 * m,n problem where x = (x 1 , x 2 , . . . , x n ) and y = (y 1 , y 2 , . . . , y n ),
. According to the definition of IP 01 * m,n , we have y i is relative prime to m for i ∈ [n]. Thus by Euclid algorithm we know that there is a y
We are going to construct a bipartite (black vertices on one side and white ones on another) graph G = V, E as shown in Figure 1 , where
Alice holds the edges from black vertices to white vertices, and Bob holds the edges from white vertices to black vertices. That is, the edge set Alice holds is {(v 2i,j , v 2i+1,(j+x i ) mod m )}, and the edge set Bob holds is {(v 2i+1,j , v (2i+2) mod (2n+2),(j×y i ) mod m )}. Each row represents an element of Z m . The in-degree and out-degree of each vertex are both exactly 1, thus this bipartite graph is a union of two permutations.
Imagining that we traverse the graph starting from vertex v 0,t , we will reach the 0-th layer again after following 2(n + 1) edges. And the row reached will be Since x 1 y 1 +x 2 y 2 +...+x n y n is promised to be 0 or 1 modulo m, we know that we will reach either v 0,t or v 0,(t+1) mod m . That is, there will be either m cycles or a single cycle. By distinguishing these two cases, we can know the answer for IP 01 * m,n , so
Having proved a lower bound for CC n,1,m , we reduce CC n,1,b−a+1 to CC n+a−1,a,b . Let (π, σ) be an input of the CC n,1,b−a+1 problem. We are going to construct an input (π , σ ) for CC n+a−1,a,b . We define π , σ ∈ S n+a−1 , s.t. π (i) = π(i) and σ (i) = σ(i) for 1 ≤ i ≤ n, and Thus,
). We leave the proof for the upper bounds in Appendix A.
Other Variants
For the In-Same-Cycle problem and the One-Cycle problem, one can easily observe that the reduction we used to get a lower bound of CC n,1,3 is also a reduction for both In-Same-Cycle and One-Cycle.
For the Bipartiteness problem, the proof is almost the same as the proof of the lower bound of Cycle-Counting n,1,3 , but we add an edge between (0, 0) and (0, 1) (the bold edge in the Figure 2 ). We know that a graph is bipartite if and only if there are no odd cycles in the graph. If the inner product is 0, the graph has of 3 even cycles, and the bold edge does not contribute to Bipartiteness. If the inner product is 1, after walking 2(n + 1) steps from (0, 0) we reach (0, 1), then we go back to (0, 0) by the bold edge, so it contains an odd cycle of length 2n + 3, which means the graph is not bipartite. Therefore, the quantum/nondeterministic communication complexities of In-Same-Cycle, Bipartiteness and One-Cycle are all Ω(n). Thus Corollary 5 and 8 follow.
The Lower Bound for Inner Product over Z m
In this section we prove an Ω(n log p(m)) lower bound for IP 01 m,n , and an Ω(n log(p(m) − 1)) for IP 01 * m,n . The main idea of the proof is to give an upper bound on the discrepancy of the two problems. This could be done by first upper bounding the discrepancy by the sum of the norms of several matrices formed by applying characters of Z m on the communication matrix. Then, we show that the norm of these matrices could be computed by hand in a nice form, thus implying a communication lower bound by the relation between discrepancy of the communication matrix and quantum communication complexity. We also show that, by the relation of largest monochromatic rectangle and discrepancy, we can have the same bound for nondeterministic communication complexity. The basics of representation theory and matrix analysis are used in this section.
It is worth noting that we use "excess count", a quantity used in multi-color discrepancy, to bound the binary discrepancy here. And we just used the idea, but not the multi-color discrepancy itself. The reason we use this "excess count" but not to bound binary discrepancy directly is because the distribution we use here is not uniform on the result, but uniform on each each non-star entry in the IP 01 m,n problem (i.e. the numbers of 0's and 1's in the communication matrix are not the same), thus the binary discrepancy is hard to compute without the help of this quantity. In other words, we are proposing here a hard distribution and an easy way to compute discrepancy under this very distribution for the promised problem IP 01 m,n .
Preliminaries
Notations. In the next subsections, we denote the multiplicative group of nonzero complex numbers by C × . G is always a finite Abelian group (e.g. Z m ). We denote G X×Y (or C X×Y ) the set of matrices on G (or C) coordinated by X × Y . We use x, y to denote the inner product over Z m for x, y ∈ Z n m .
Group and Representation Theory. We define a character of G to be a homomorphism The following properties could be found on any algebra book, or in particular in [1] .
Proposition 12. The following properties holds for Abelian group G of order m:
1. All the characters of G form a groupĜ, andĜ is an isomorphism of G.
Assuming the order of
3. For any χ = χ 0 , a∈G χ(a) = 0.
4. χ(a) = χ(−a), where χ(a) is the conjugate of χ(a).
Matrix Analysis. For an n dimensional vector x = (x 1 , x 2 , · · · , x n ) T , we define its 2 -norm Number Theory. We will use ϕ(m) to denote the Euler function of m, which is defined to be the number of positive integers less than or equal to m that are co-prime to m. For integer m = p
The Discrepancy Method
The discrepancy method is a method to derive the communication complexity lower bound by giving an upper bound for a value called discrepancy defined below.
Definition 14 (Discrepancy).
Let f : X × Y → {0, 1} be a function, R be a rectangle, and µ be a probability distribution on X × Y . Denote disc µ (R, f ) = | (x,y)∈R µ(x, y)(−1) f (x,y) |, and
The discrepancy is widely used in proving communication complexity lower bound [3, 21, 14] , with many many applications. It was also used to prove the quantum lower bound [13, 18] , and could be phrased in the following theorem.
Theorem 15 ([13]
). For any function f and any distribution µ, we have
.
If the communication complexity problem is with promise, the discrepancy method still works if µ(x, y) = 0 on (x, y) which is not in the promise.
We can use discrepancy to bound the quantum lower bound. Similarly, we can use the weight of the largest monochromatic rectangle to bound the nondeterministic lower bounds.
Definition 16. Let f : X × Y → {0, 1} be a function, and µ be a probability distribution on X × Y . We define the weight of the largest monochromatic rectangle filled with b to be
The following theorem will relate nondeterministic communication complexity and the size of largest monochromatic rectangle [14, Proposition 2.15].
Lemma 17. For any b ∈ {0, 1}, we have the nondeterministic communication complexity of f : X × Y → {0, 1} satisfies
In this paper, we are going to use the discrepancy of a function to bound the weight of largest monochromatic rectangle.
Lemma 18. For any function
Proof.
In this paper, we also need some tools from discrepancy on non-binary functions. The following concept of excess count has been used in [2] to give a definition of a value called strong multi-color discrepancy, which gives a lower bound for randomized communication complexity for multi-valued functions.
Definition 19 (Excess Count). Let M ∈ G X×Y be a matrix. We define the excess count for an element g ∈ G in a rectangle S × T ⊆ X × Y as
And the excess count for an element g is defined as the maximum value among all possible rectangles
Furthermore, the strong multi-color discrepancy is upper bounded by another value called weak multi-color discrepancy. We phrase the relationship between strong and weak multi-color discrepancy in terms of excess count in the following lemma.
Lemma 20 (Lemma 2.9 of [2] ). For matrix M ∈ G X×Y and any S × T ⊆ X × Y , we have
We are going to phrase the above lemma in terms of matrix norms.
Lemma 21 can be proved by Lemma 20 and
We put the proof details in Appendix B.
Lower
We define matrices Φ ∈ (Z m ) m n ×m n by Φ(x, y) = x, y and Φ * ∈ (Z m ) m n ×ϕ(m) n by Φ * (x, y * ) = x, y * to be the communication matrices of IP m,n on Z n m × Z n m and Z n m × (Z * m ) n , respectively, where x, y ∈ Z n m and y * ∈ (Z * m ) n . We first state the lemmas we need to get a lower bound of IP 01 m,n and IP 01 * m,n with the proof delayed to Appendix B.
Lemma 22. Let χ ∈ Z m , χ = χ 0 be an order d character of Z m , we have
Lemma 23. In Φ, the number of 0's is at least m 2n−1 and the number of 1's is at least ϕ(m)·m 2n−2 .
In Φ * , the number of k's is m n−1 · ϕ(m) n for k = 0, 1, · · · , m − 1.
By combining the above lemmas with Lemma 21, we have the following theorem. Proof. Let µ be the distribution uniformly distributed on the coordinates (x, y) ∈ Z n m × Z n m where x, y ∈ {0, 1}, and let µ * be the distribution uniformly distributed on the coordinates (x, y * ) ∈ Z n m × (Z * m ) n where x, y * ∈ {0, 1}. We are going to give upper bounds for disc µ (IP 01 m,n ) and disc µ * (IP 01 * m,n ) to obtain lower bounds for their communication complexity. We know µ(x, y) = α is the same for all (x, y) satisfying x, y ∈ {0, 1}. So we can bound the discrepancy of IP 01 m,n by the excess of Φ in the following way:
By Lemma 22 we know that for χ with order d the norm of χ(Φ) is
. Since d is an order and χ = χ 0 we know d|m and d = 1. So we have the norm of χ(Φ) satisfies
And by Lemma 23 we know that α ≤ 1/m 2n−1 , thus
By Theorem 15,
For IP 01 * m,n , we can also bound disc µ * (IP 01 * m,n ) by χ(Φ * ) in the same way, yielding a bound of
which in turn means
For the nondeterministic lower bound, we first show that by Lemma 18, we have
and mono for any b ∈ {0, 1},
We repeat it n 2 r m times, so the probability of discovering at least one circle is
This is the probability for a fixed r, we need to average over all the possible r,
Pr[Step 1b returns 1]
Here the last step is because f (l + 1) ≥ m/2 as discussed. If we repeat the whole procedure 16(l + 2) times, we will see that
Thus it completes the proof.
B Proof of Lemma 21, Lemma 22 and Lemma 23
Proof of Lemma 21. By using 1 S and 1 T to denote the indicator vector of S and T (i.e. 1 S (x) = 1 ⇐⇒ x ∈ S), we have
Combine the above inequality with Lemma 20 we know
Proof of Lemma 22. Actually, we can write out all the singular values of χ(Φ). First, let H ∈ (Z m ) m×m be the matrix where H(u, v) = χ(uv) for u, v ∈ Z m . We want to show that χ(Φ) = H ⊗ H ⊗ · · · ⊗ H = H ⊗n . This is because for x, y ∈ Z n m , we have
Second, we want to know the singular values of H. So we examine H † H as following,
So it is not difficult to write out Proof of Lemma 23. First, we count the number of 0's in Φ.
When m is a prime power, assume that m = p α for some prime p, then for a fixed y, let d = gcd(m, y 1 , y 2 , . . . , y n ). Since m = p α , we know d|y i for all i. w.l.o.g., we assume gcd(m, y 1 ) = d. For a fixed tuple x 2 , x 3 , · · · , x n , we want to know how many different values of x 1 could satisfy the following equation.
x i y i ≡ 0 (mod m).
We know the solutions to the above equation is the same as the following one.
Since At last, counting the number of k's in Φ * is the same as counting the number of 1's in Φ. We have ϕ(m) n y's, and each y corresponds to m n−1 x's.
