1. Introduction. The topic of fluctuations of partial sums of independent random variables has received considerable attention in recent years (see [l; 2; 3; 5; 6]). In this paper we investigate still another fluctuation problem, namely, that of the number of changes of sign in the sequence of partial sums of random variables. Some results already obtained in this direction can be found in [l] . The precise statement of the problem on change of sign that we consider here is given at the beginning of §3.
In §2, we develop the analytical tools which are needed for §3. We wish to point out one aspect of the analysis to which only minor attention has been paid. That is, up to a point the results are far more general than the arguments normally used to derive them. Let us consider a simple example. This will help to illustrate the point of view adopted in §2. This example arises in the evaluation of the distribution of the number of positive partial sums 50 = 0, Si, Si, ■ • • , Sn of a sequence {Xk} of independent, identically distributed random variables. Considerable attention is given to this problem in the references listed above.
Let A be the space of functions 00 00 <t>= E Akem with ||</>||= E \ Ak\ < °°, fc=-CO k =-CO and let co 0 <b+ = E Ake*', 4r = E A**'.
i-l *-oo Let A+ and A" denote the space of functions <f>+ and <j>~, respectively, as <f> ranges over A. The elements of A+ are bounded and analytic in t in the upper half-plane, and the elements of A~ are bounded and analytic in t in the lower half-plane. For a fixed element yp in A, we now define the sequence {<£&} by Since 0=<£++$_, Equation (1.2) can be rewritten
A typical argument goes as follows: the function on the left in (1.3) is analytic and bounded in the upper half-plane while the function on the right is analytic and bounded in the lower half-plane. Since the only bounded entire function is a constant, each side of (1.3) is a constant. By the definition of +, the constant must be zero. This means
If we put P = (l-s$)<f> and Q=(l-us\[/)4>, then P-1 is in A+ and Q -1 is in A~. It is possible to find an explicit solution to (1.2) on the basis of (1.4). In fact, (see [2; 3] )
At any rate, it is easy to show that (1.4) uniquely determines <£. Let us now note the triviality (for \s\ sufficiently small)
Actually, (1.5) contains as much information as (1.4) in the sense that it uniquely determines P and Q. However, relation (1.5) is extremely general and the method we have used above to derive (1.5) from (1.2) is completely beside the point. In fact, using (1. Thus, P-1 is in A+ and Q-1 is in A~, and (1.5) is true simply if i/Q is in A.
Only the boundedness and linearity of + and the fact that <j)~=(f>-<p+ is necessary to derive (1.5). We interpret this observation to mean that unique-GLEN BAXTER [August ness of the solution of (1.5) is the crucial question in this example. In general we would not expect an equation like (1.5) to uniquely determine P and Q.
In the next section, we construct a two dimensional analogue of (1.5) in a quite generalized setting. We then give a condition to insure uniqueness of the factors.
2. A two-dimensional identity. Let A denote a commutative Banach algebra of elements cj> on which a bounded, linear operator + is defined taking A into A. Define #_ = 0-<£+ and let A+ and A~ denote, respectively, the totality of elements <j>+ and (f>~ as cj> ranges over A. Since + is a bounded operator, -will also be a bounded operator. Let N be the maximum of the bounds of + and -.
For the arbitrary but fixed elements fa, fa, fa, and fa, in A, we define four We now define two matrices P and () which will be important in all considerations to follow. Let L^, p22J L 0 1 JU *J 
We can summarize these results into the following theorem: Theorem 1. For sufficiently small | s\, the matrices P and Q defined in (2.4) and (2.5) satisfy
where 1/(1 -si//i) is defined by its geometric power series in s. Moreover, P^ and Qn are power series in s with constant terms btj such that P,y-8<y is in A+ and Qij -Sii is in A~.
The matrix on the right in (2.6) will be denoted by E.
We now place the following condition (U) on the operator +: if Pa and qtj are power series in s with positive radius of convergence having constant terms 5,,-, if £</-8,7 has coefficients from A+ and g,y-8,7 has coefficients from A~, and if for some nonempty range 0^ | s\ <e, (2.7) (pnXqn)-1 -E, then pa is identically P,y and g,-y is identically ();y-In other words, 7i has a unique factorization of the type (2.7). The following lemma contains a useful sufficient condition for (U) to obtain. For more general results of this type in a slightly different setting see Wiener [4] . Lemma 1. If + is an idempotent operator, then condition (U) holds in A.
Proof. First, we remark that for any ip in A, (\(/~)+ = 0. This comes directly from the equality \p+= (\f/++\[/~)+= (\p+)+ + (4'~)+ = ip+ + (ip~)+. We now write (2.7) in the form (2.8) (pi}) = E(qi}) = (Eij)(qi}).
In some neighborhood of 5 = 0, £<y is a convergent power series in 5 with constant term 5,-y. Let The proof of Lemma 1 follows by induction. It would be very nice indeed at this point to write out explicit closed formulas for the elements P,y and Qa in terms of \pi (i= 1,2,3,4) . Unfortunately, we have not been able to do this. In fact even for the special operator + defined in §3 we have not succeeded in doing this. Surprisingly enough, however, the results above are sufficiently powerful to enable one to compute in a few examples. Wendel [5] has also used the Banach-algebra approach to fluctuation problems. The demonstration of (3.6) for n = K is analogous to the induction step shown above. Thus, (3.5) and (3.6) are valid for all n. To finish the proof of Lemma 2 we merely state without proof that The convergence of 4> and x for |s| <1 and |w| <1 is immediate from (3.7) and (3.8).
At this time we summarize our results into a theorem. Proof. Relation (3.3) holds in the neighborhood of s = 0. Taking determinants of both sides of (3.3), we find (3.10)
I i>| I Q-i| = I pq-i\ = 1.
Because of the special properties of the + operator defined in (3.2) for the functions of type (3.1), A+ and A~ are both closed under multiplication. This implies that \P\ and |(?_1| are power series in 5 with coefficients from A+ and A", respectively.
It is well-known (see, for example, [6] , or [7, Chapter IV, Theorem 6.2]) that (3.10) uniquely determines \P\ and {Q-1] in this case. Necessarily |P| = \Q~l\ =1. Thus, 0.11) o-'-r e" ~Q"l It follows from (3.11) and Lemma 2 that the elements of P and Q~* converge and have the appropriate form for all \s\ <1 and \u\ <1. Since the elements of the matrix on the right in (3.3) also converge for s| <1 and \u\ <1, (3.3) must hold for all |.s| <1 and \u\ <1. The uniqueness of matrices P and Q which satisfy (3.9) follows directly from the uniqueness of matrices P and Q which satisfy 
