Multi-period-ahead forecasts of returns' variance are used in most areas of applied finance where long horizon measures of risk are necessary. Yet, the major focus in the variance forecasting literature has been on one-period-ahead forecasts. In this paper, we compare several approaches of producing multi-period-ahead forecasts within the GARCH and RV families -iterated, direct, and scaled short-horizon forecasts. We also consider the newer class of mixed data sampling (MIDAS) methods. We carry the comparison on 30 assets, comprising of equity, Treasury, currency, and commodity indices. While the underlying data is available at high-frequency (5-minutes), we are interested at forecasting variances 5, 10, 22, 44, and 66 days ahead. The empirical analysis, which is carried in-sample and out-of-sample with data from 2005 to 2018, yields the following results. For GARCH, iterated GARCH dominates the direct GARCH approach. In the case of RV, the direct RV is preferred to the iterated RV. This dichotomy of results emphasizes the need for an approach that uses the richness of high-frequency data and, at the same time produces a direct forecast of the variance at the desired horizon, without iterating. The MIDAS is such an approach and, unsurprisingly, it yields the most precise forecasts of the variance, in and out-ofsample. More broadly, our study dispels the notion that volatility is not forecastable at long horizons and offers an approach that delivers accurate out-of-sample predictions.
Introduction
In the extensive volatility literature, models are most often selected on the basis of their one-period-ahead forecast accuracy. This is true for the traditional ARCH/GARCH models of Engle (1982) and Bollerslev (1986) , and the newer realized volatility (RV) approach of Andersen and Bollerslev (1998) .
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Financial decision-making, however, often calls for multi-period forecasts of return volatility, commonly extending from one week to several months into the future, depending on the application at hand (e.g., portfolio allocation, option pricing, risk management, or regulatory supervision) and the asset class of interest (e.g., equities, currencies, commodities, or Treasuries). As the underlying returns data are available at daily or intra-daily frequency, the question arises what is the best approach to construct multi-period volatility forecasts.
In this paper, we undertake a comprehensive empirical examination of multi-period forecasts of asset return volatility. Implicitly, we ask whether there is a "preferred" way to obtain multi-period forecasts of volatility -across asset classes and forecasting horizons? We carry this comparison within the framework of GARCH and RV forecasting models that are extensively used in academic and applied work. These approaches are known to produce precise one-period-ahead volatility forecasts (Hansen and Lunde (2005) and Andersen et al. (2003) ). Yet, much less is known about their multi-period-ahead performance. In fact, the common belief is that volatility is difficult to forecast at horizons longer than ten days or so (West and Cho (1995) , Christoffersen and Diebold (2000) , Corsi (2009) ). As we will see below, the perspective that we offer is markedly more optimistic: long-horizon volatility is more forecastable than previously suggested at horizons as long as three months.
There are various ways to approach a multi-period forecasting problem. Two widely used methods are the so-called "direct" and "iterated" approaches (Marcellino et al. (2006) ). In the context of volatility forecasting, the direct approach involves estimating volatility at a specific horizon, say, monthly or quarterly frequency, and then using it to form direct predictions of volatility over the next period. The iterative approach is to first estimate a daily autoregressive volatility model and then iterate over the daily forecasts to obtain monthly or quarterly predictions. The direct and iterated approaches can be implemented when volatility is measured within either the GARCH or RV framework.
A more recent method to obtain multi-period volatility forecasts is the mixed-data sampling (MIDAS) approach introduced by Ghysels et al. (2005 Ghysels et al. ( , 2006a . A MIDAS method uses daily volatility estimates to produce directly multi-period volatility forecasts. It can be viewed as a middle ground between the direct and the iterated approaches as it combines the forecasting model and the long-horizon method into one step and offers a convenient way of obtaining multi-period-ahead forecasts of volatility. An advantage of the MIDAS is that one can use a flexible parametric approach to parsimoniously specify the weights on the lagged regressors. Two weight specifications that we will use are the exponential Almon and Beta weights, whose parameters are estimated from the data, as in Ghysels et al. (2005 Ghysels et al. ( , 2006a . One can also adopt a more restricted version of MIDAS, where the weighting scheme is preset to fit a linear regression framework, as in the HAR model of Corsi (2009) . While other parametric specifications have been used, in this paper we focus on the exponential Almon, Beta, and HAR MIDAS specifications.
Yet another, perhaps less satisfactory, method to come up with multi-period forecasts is to scale up the estimated or forecasted daily variance by the horizon of interest. Despite the fact that implicit in the "scaling-up" approach is the strong and empirically untenable assumption that returns are i.i.d., its simplicity is one of the reasons it is popular among practitioners and extensively used in risk management platforms.
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We compare three GARCH methods -direct, iterated, and scaled-up -three RV methods -direct, iterated, and scaled-up -and three MIDAS -exponential Almon, Beta, and HAR -multi-period volatility forecasts. We do so using data of 30 futures contracts of assets from the following classes: US and Japan equity indices, interest rates, currencies, energies, metals, food, grains, and livestock. We have five-minute returns of these contracts and compute realized volatilities, i.e. the sum of intra-daily squared returns. The horizons of interest are weekly (5 days ahead), bi-weekly (10 days ahead), monthly (22 days ahead), bi-monthly (44 days ahead), and quarterly (66 days ahead). To our knowledge, such a study has not been carried out in the volatility literature.
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Comparing various multi-period variance forecasts necessitates a loss function that penalizes deviations of predictions from realizations and a test for predictive accuracy. As a loss function, we choose the maximum likelihood-based QLIKE, following Patton (2011) who shows that it is a consistent in the context of comparing volatility forecasts. 4 We use the Diebold and Mariano (1995) and West (1996) test for predictive accuracy to formally gauge the superiority of one forecast over another.
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Our study yields the following in-sample and out-of-sample results. First, the iterated GARCH yields more precise in-sample forecasts than the direct GARCH method. For instance, at the 22-day horizon, the iterated GARCH produces the lowest QLIKE in about 83% of the assets. The direct GARCH is superior in only 7% of the assets, while in the remaining 10% the scaled-up method dominates. The same ranking holds true across horizons which leads us to conclude that, when volatility is modeled with a GARCH model, the iterated approach yields the best multi-period forecasts. Our results are consistent with those of Sheppard (2018) who considers various ways of filtering innovations to squared daily returns in the context of iterated and direct GARCH forecasts.
Second, within the class of autoregressive RV models, the direct RV yields the most precise in-sample forecasts. In 77% of the assets, it produces the lowest QLIKE at the 22-day horizon. The superiority of direct RV forecasts holds true all the way up to 66 days. In contrast to the GARCH results, RV iterated performs particularly poorly and has a higher QLIKE than even the scaled-up RV approach. Hence, we find that when autoregressive RV models are used to forecast the variance, the direct approach produces the best multi-period forecasts.
Third, the MIDAS models yield the most precise multi-period volatility forecasts insample across all approaches, including GARCH and RV. At the 5-day horizon, a MIDAS approach is the best forecast in 80% of the assets. Even at the 66-days horizon, a MIDAS has the lowest QLIKE in 63% of the cases. Furthermore, MIDAS specifications with flexible weights produce forecasts superior to those with preset weights. The difference 4 Patton (2011) shows that the QLIKE is comparable and sometimes dominates the mean square forecasting error (MSE), while the mean absolute forecasting error (MAE) and other measures are not consistent.
5 While the Diebold-Mariano-West test can be generalized and modified to account for parameter uncertainty and uncertainty stemming from a number of implicit choices made by the researcher when formulating a forecast, it remains the most widely used metric for predictive accuracy. The approaches by Ghysels and Hall (1990) , Hoffman and Pagan (1989) and West (1996) explicitly address parameter uncertainty. Giacomini and White (2006) propose a test that can be viewed as a generalization, or a conditional version of West's 1996 test. Rather than comparing the difference in average performance, Giacomini and White (2006) consider the conditional expectation of the difference across forecasting models. This conditioning approach allows not only for parameter uncertainty (as in West (1996) ) but also uncertainty in a number of implicit choices made by the researcher when formulating a forecast, such as what data to use, the windows of in-sample estimation period, the length of the out-of-sample forecast, among others.
in performance is more noticeable at short horizons, which is surprising as Corsi (2009) proposed his linear model specification in the context of one-day-ahead forecasts. These results emphasize the benefit of using MIDAS with flexible weights, estimated from the data, as in Ghysels et al. (2006a) . Finally, the above results are also confirmed out-of-sample. Namely, iterated GARCH dominates direct GARCH, direct RV dominates iterated RV, and MIDAS with flexible weights produces the best overall out-of-sample forecast. These findings hold across assets at all horizons.
The paper is organized as follows. In section 2, we introduce the direct, iterated, and MIDAS multi-period forecasts. Section 3 discusses the loss function that the Diebold and Mariano (1995) and West (1996) test uses to evaluate the forecasts at various horizons. Section 4 presents the empirical results. In section 5, we conclude by offering directions for further research.
Multi-Period Variance Forecasts
The five minute log return for each asset is r i,t−1/m i ,t = log(P i,t ) − log(P i,t−1/m i ) where m i is the number of times we observe a five-minute return of asset i in day t. For instance, for the future on the S&P500 index we have on average about 268 five-minute returns within a trading day. 6 We drop the asset-specific subscript i to economize on notation when it is not necessary and write r t−1/m,t .
We define daily log returns as r t = log(P t /P t−1 ) for the 30 indices that we consider.
From T daily returns, we obtain
j=0 r t−j , where τ k = 1, . . . , T k . The long-horizon returns are computed without overlap in order to avoid mechanical serial correlation. We focus on multi-day returns sampled at the 5-day (R τ 5 , i.e. weekly), 10-day (R τ 10 , i.e. bi-weekly), 22-day (R τ 22 , i.e. monthly), 44-day (R τ 44 , i.e. bi-monthly), and 66-day (R τ 66 , i.e. quarterly) horizon.
We use increments of quadratic variation, Q t , as a measure of variance for day t, consistent with the recent volatility forecasting literature (Andersen and Bollerslev (1998) We consider the following information sets in forming the variance forecasts. The history of daily returns at time t is I r t = {r t , r t−1 , r t−2 , . . . , r 0 } and the history of kperiod, non-overlapping returns is I
Similarly, we have information sets based on realized variances. The history of daily realized variances is collected in IQ t = Q t ,Q t−1 ,Q t−2 , . . . ,Q 0 and the history of k-day realized variance is
Note that we can use the information in I r t (IQ t ) to construct the information in I R τ k (IQ τ k ) by summing the returns (realized variances) at the appropriate horizon. As we make it clear below, the data in I R τ k and IQ τ k is used to form the direct forecasts (section 2.1) whereas I r t and IQ t is the basis for the iterated forecasts (section 2.2).
Direct GARCH and RV Forecasts
The direct GARCH and direct RV approaches that we consider are both autoregressive in nature and produce a one-period-ahead forecast of the k-period return variance. They use the data in the coarser information sets, I R τ k and IQ τ k . The main difference between them is that GARCH is constructed with k-period returns, while RV necessitates k-period realized variances.
Direct GARCH (GARCH-D):
The direct GARCH is perhaps the simplest to implement. It involves estimating a GARCH(p,q) model of k-period returns in I R τ k , and then constructing a one-step-ahead forecast of k-period return variance. We denote this forecast by
where θ GARCH−D are the parameters of the model. GARCH models are simple, parsimonious and are known to produce accurate short-horizon forecasts (Hansen and Lunde (2005) ). In a multi-period-ahead setting, the direct approach is likely to produce robust estimates which do not display a bias. However, given that the sample of non-overlapping k-period returns is small, they are subject to considerable estimation error.
In our empirical exercise, we fit a GARCH(1,1) model on the demeaned k-period returns. We also have results from more general GARCH(p,q) models, where p and q are chosen by either the Akaike Information Criterion (AIC) and Bayes Information Criterion (BIC). However, the AIC-and BIC-chosen models fail to beat the GARCH(1,1) out-ofsample. This finding confirms that the Hansen and Lunde (2005) results hold at horizons longer than one-period ahead. Hence, we use the GARCH(1,1) in our analysis.
Direct RV (RV-D):
We use the time series of k-day realized variance, IQ τ k , to estimate a simple AR(p) model. We then construct a one-step ahead forecast of the k-period return variance, which is denoted
where θ RV −D are the parameters of the autoregressive model. To keep with the spirit of simplicity and robustness, we use an AR(1) model in the empirical implementation. 
Iterated GARCH and RV Forecasts
In the iterated forecasts, we use daily returns or realized variance in the finer information sets, I r t and IQ t , to formulate iterated forecasts of the daily variance k-periods forward which are then aggregated to the horizon of interest. Since we are using daily data to estimate the underlying forecasting model, parameter uncertainty will be less of an issue than in the direct method, which would in turn increase forecast precision. However, since we are iterating the forecasts and summing them, model mis-specification errors might increase with the horizon. Hence, in general this method is thought of being bias-prone.
Iterated GARCH (GARCH-I):
We start off with daily returns, which are then demeaned, and used to estimate a GARCH(1,1) model. The estimates of the daily GARCH are then iterated to produce daily k-periods forward forecasts, V GARCH−I T +j|T , for j = 1, . . . , k. We then construct the variance forecast over k periods as
Results from a more general ARMA(p,q) model yield comparable in-sample and somewhat worse outof-sample results.
Note that this forecast uses information at time T and the forecasts for days T + 1, T + 2, ..., T + k would have to be iterated from the one-period daily forecasting model.
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Iterated RV (RV-I): We fit an AR(1) model on the daily quadratic variance estimates in IQ t .
9 The estimated autoregressive model is iterated forward to produce daily k-periods forward forecasts of the quadratic variance, V
RV −I
T +j|T , for j = 1, . . . , k. Similarly to the GARCH approach, we then sum the variance over k periods as
Scaled GARCH and RV Forecasts
We also consider a scaled version of the GARCH and RV approaches. Scaling involves estimating a daily volatility forecasting model up to time T , using it to form a one-period forecast and scaling it by the horizon k. This forecasting method assumes that log returns are i.i.d. Christoffersen and Diebold (2000) and Diebold et al. (1998) , among others, document that this method is not appropriate in forecasting long-horizon volatility. However, its prominence in applied work is undisputed, largely due to J.P.Morgan/Reuters's 1996 widely adopted Riskmetrics approach and the suggestions in the Basel agreements.
Scaled GARCH (GARCH-S):
We start from the GARCH(1,1) estimates of the GARCH-I model. However, instead of iterating forward the forecasts, we simply construct the variance forecast over k periods as V
.
Scaled RV (RV-I):
In a similar fashion, starting from the AR(1) estimates of the RV-I model, we construct the variance forecast over k periods as the scaled one-period forecast, or:
MIDAS Volatility Forecasts
The idea behind the mixed-data sampling (MIDAS) approach is to use daily data and directly produce a multi-step ahead forecast. In the volatility forecasting context, the MIDAS predictors are daily quadratic variances in I Q t while the quantity to predict is the k-period variance, Q τ k . Since the MIDAS approach is relatively new, we describe it more in detail. We start by formulating a MIDAS forecasting regression:
where
is a parsimonious weighting function parameterized by a low-dimensional parameter vector θ k , and j max is a truncation value. The regression involves data sampled at different frequencies, since the realized volatility in equation (1) is measured at horizons ranging from five to 66 days, whereas the regressors are lags of the daily realized variances, Q t−j . To make things more concrete, let's assume we are interested in forecasts at the monthly horizon. Then equation (1) relates the realized variance over, say, the month of December, 2010 with past daily realized variances up to the last day of November, 2010. The weights placed on the predictive lagged realized variances are estimated in-sample, and can be used to form a pseudo out-of-sample forecast.
The intercept µ k , slope φ k , and weighting scheme parameters θ k are estimated with nonlinear least squares. As noted before, the lag coefficients b k (j, θ k ) are parameterized to be a low-dimensional function of underlying parameters θ k . Without this parametric restriction, the number of parameters associated with the forecasters would proliferate significantly, leading to in-sample over-fit and poor out-of-sample forecasts. A suitable parameterization of b k (j, θ k ) circumvents the problem of parameter proliferation, and is one of the most important ingredients in a MIDAS regression.
The weights b k (j, θ k ) are scaled to add up to unity. This restriction allows us to estimate the parameter φ k , which captures the overall predictability. In a volatility forecasting context, it is useful to ensure that b k (j, θ k ) are non-negative. This second restriction guarantees that the volatility forecasts themselves are non-negative. We consider three parameterizations of b k (j, θ k ) that meet these restrictions. They can be written as
where f (j, θ k ) is a positive function. Note that the parameters of the weights are horizonspecific, which is crucial as the volatility at different periods might have different dynamics.
We consider three specifications of f (j, θ k ) -the "Beta lag", the "exponential Almon lag", and the HAR weights -which have been suggested in prior literature (Ghysels et al. (2005) , Ghysels et al. (2006a) , and Corsi (2009)). Appendix A discusses the three specifications in detail. In the exponential and Beta lag, there are two parameters that can be estimated from the data, or
10 The estimation of the MIDAS parameters is straightforward, either with non-linear least squares of quasi-maximum likelihood.
The HAR specification features three parameters and imposes a step-wise function on the daily lagged realized volatility (Corsi (2009) ). There are two important differences between the former approaches and HAR weights. First, HAR weights are imposed a priori, rather than being estimated from the data. Corsi (2009) suggests a "one day, one week, one month" step function and argues that it works well empirically to forecast the volatility of stock returns. Another crucial difference is that the HAR weights are not horizon specific. The same lag structure is imposed on volatility forecasts at 5-day and 44-day horizons, which is clearly a limitation. By contrast, the parameters θ k of the Beta lag and exponential Almon lag are estimated for each horizon and there is no a priori reason for them to be equal across horizons. Hence, the weights on the lags in (2) will also differ across horizons. However, the HAR is simple to estimate as it is a linear regression model.
To sum up, we consider three MIDAS weighting functions when constructing our variance forecasts which make use of the information set in I Q t :
We can think of the mixed-data regression (1) as combining the attractive features of the iterated and direct forecasts. Notice that we can vary the forecast horizon by changing k, whereas the predictive variables remain the same and allow us to explore the richer information set I Q t . This is not true for the direct approach, where the predictive variables change with the horizon and forecasts are formed using information set I R τ k or I Q τ k . In the MIDAS forecasts, it is not the regressors that change but the estimated shape of the lag function b k , thus changing the weights placed on the predictive variables. Moreover, we form direct forecasts of future volatility at horizon k without iterating over forecasts. This is in contrast with the iterated approach. Therefore, the MIDAS approach allows us to side-step the iteration and aggregation issues associated with iterated forecasts as well as the inefficient use of lagged information that is characteristic of the direct approach.
While the MIDAS approach to formulate forecasts is quite general, we focused on regression (1) for several reasons. First, we could have extended the number of regression to include not only daily realized variances but other volatility forecasts such as daily squared returns, daily absolute returns, daily range measures (high-low), and others, as done in Forsberg and Ghysels (2006) and Ghysels et al. (2006a) . We could have also used 5-minute squared or absolute returns from the raw data, as in Ghysels et al. (2006a) . We settled on the daily realized variances as MIDAS predictors in order to make this forecast as directly comparable as possible with the RV forecasts. Moreover, the comparison of the squared daily return predictors to other predictors at shorter horizons have already been investigated extensively in Forsberg and Ghysels (2006) and Ghysels et al. (2006a) . MIDAS regressions typically do not exploit an autoregressive scheme, so that Q t is not necessarily related to lags of the left hand side variable. Instead, MIDAS regressions are first and foremost regressions and therefore the selection of the right hand side variables amounts to choosing the best predictor of future volatility from the set of several possible measures of past fluctuations in returns. In other words, MIDAS is a reduced-form forecasting device rather than a model of conditional volatility.
It should also be noted that there are other successful MIDAS regression specifications. One recent example is Bollerslev et al. (2018) who propose a MIDAS type approach which exploits similarities in volatilities among more than fifty commodities, currencies, equity indices, and fixed-income instruments spanning more than two decades. What sets apart their approach is that their MIDAS type regressions exploit these similarities through panelbased joint estimation. In this paper we do not use panel data regression methods that take advantage of cross-asset similarities.
Comparing the Forecasts
For each horizon k, we consider nine variance forecasts:
. Hence, we need a method of ranking them and choosing the "best" one. To do that, we address three related issues. First, since the true k-period volatility that we are forecasting is unobservable, we will need to proxy for it. Second, in evaluating the forecasts, we have to agree on an appropriate loss function. Given the first issue, we require a loss function that produces robust rankings of the forecasts even in the absence of true volatility. Finally, we need to test whether two forecasts are statistically different from each other. We address these issues below.
Proxy for Unobservable Long-Horizon Volatility
As the true volatility is unobservable, we use the daily realized variance Q t from 5-minute returns as a proxy for the population variance.
11 The multi-day realized variances Q τ k are obtained as non-overlapping sums of Q t . Despite the use of high-frequency data, the estimated Q τ k will be a potentially noisy proxy of the true underlying volatility at that horizon. We have to keep that in mind when ranking the forecasts which makes choosing the appropriate loss function that much more important.
Ranking the Forecasts
The complication that arises in the context of ranking volatility forecasts is that volatility itself is not directly observable, but is rather estimated with noise. Ranking forecasts in the presence of imperfect volatility proxies has been studied by Patton (2011) who concludes that some loss functions preserve the ranking of the volatility forecasts.
We focus on the QLIKE criterion, which Patton (2011) shows being one of the few consistent loss functions, meaning that the ranking is robust to the use of an imperfect volatility proxy rather than the true volatility. The other robust loss function is the MSE.
However, as noted by Patton (2011) and several authors before him, the MSE is more affected by extreme observations than is the QLIKE. 12 The consistency and robustness to outliers of the QLIKE ensures that the error introduced from using a proxy rather than the true volatility does not change the ranking of our forecasting methods.
Using Q s , we compute the feasible QLIKE at horizon k for a given model F which generates forecasts V F s,k as
where s denotes the time of the forecast in the appropriate units. 13 We rank the forecasts using the average QLIKE as an estimate of E QLIKE(V F s,k , Q s ) . The lower is the average QLIKE, the more precise is the forecast.
Testing the Forecasts
Consider two competing volatility forecasts, F 1 and F 2, for a given asset and horizon. We use Diebold and Mariano (1995) and West (1996) (DMW) to test the null hypothesis that the two forecasts deliver the same expected QLIKE, and hence are statistically indistinguishable.
If model F 1 is associated with a lower QLIKE, we test H 0 against the one-sided alternative hypothesis
The DWM test of the null (4) can be conducted with a Wald test that E(d s,k ) = 0 versus the alternative E(d s,k ) < 0.
12 An older version of this paper reported results with the MSE. The results from that loss function are available upon request.
13 That is, for the scaled and iterated approach that use daily information sets s equals T + k, whereas for the direct and MIDAS approaches s equals T k + 1. The forecasts are sampled at the same times τ k .
The DMW test can be carried out "in-sample", by estimating the model parameters over the entire sample, or "out-of-sample", by expanding an initial subsample and recursively estimating the parameters to produce forecasts, as in West (1996) . We implement the DMW both in-sample and out-of-sample, as the two approaches have their own advantages, see Hansen and Timmermann (2015) .
Data and Results
This section contains the empirical analysis. After a brief description of the data in Section 4.1, we present the results of the in-sample exercise in Section 4.2 and those of the out-ofsample analysis in Section 4.3.
Data
We obtain data on 30 future contracts across eight asset classes: currencies, interest rates, stock indices, energy, metals, food and fiber, grains and oil seeds, life stock and meat. These assets span the four broad investable types of securities, namely, currencies, bonds, equities, and commodities. The data source is DTN IQFeed, an online provider of live and historical financial market data.
14 The series start between September 2005 and February 2008, and all end on October 2018. The exact starting dates and further details are collected in Table  A .1. The futures prices of each contract are sampled at five minute intervals, and are then used to construct daily log returns and realized variance series as described above.
In-sample Results
We use the entire sample to produce forecasts with the nine approaches -three GARCH, three RV, and three MIDAS -and compute average QLIKE loss functions for each asset at a given horizon. We then rank the average QLIKE loss functions and use the DMW test to answer the following questions. First, we compare the performance of direct versus iterated 14 The raw data take the form of continuous futures contracts. This is necessary in order to ensure that returns are correctly calculated. Prices are back-adjusted to create a continuous contract. This works by removing price gaps caused by a contract roll. The process starts at the end of the price series, and works its way back. This leaves current prices intact. Prices prior to the last roll date are adjusted.
forecasts within a category of forecasting approaches. In other words, we rank the three GARCH forecasts and test the first-best versus the second-best. Second, we discuss the performance of the scaled-up forecast in a category as it is often used in risk management and the finance industry. Within the GARCH category, we report the performance of the scaled-up daily GARCH forecast related to the Direct GARCH and Iterated GARCH. We do the same comparisons for the RV models. Table 1 contains the results of the comparison within the group of the three GARCH models (Panel A) and three RV models (Panel B). All results are reported separately for the 30 assets and across the 5 horizons we consider. For a given asset-horizon combination, the number in the table refers to the best model, or the model with the lowest average insample QLIKE loss function. Entries in bold indicate that the best model's average QLIKE is significantly lower (at the 5% c.l.) than the second best model's average QLIKE, using the one-sided test outlined in Section 3.3. The bottom rows report the list of models and the fraction a given model is the best across assets for a given horizon, and across all horizons.
In Panel A of Table 1 , we note that at the 5-day horizon, model 2 (namely, Iterated GARCH) is the best performing model in 57% percent of the assets and model 1 (Direct GARCH) is the best performing model in 23% of the cases. The Iterated GARCH is most frequently the best performing model at longer horizons as well; at 22-days, it dominates in 87% of the assets. Across horizons and assets, the Iterated GARCH dominates in 73% of the cases. Its performance is statistically significant particularly for currencies and interest rates.
Hence, the approach that uses the wealth of daily information to generate daily GARCH forecasts, which are then iterated, delivers the bests forecasts. In about 50% of these cases, or 35% of the overall combinations, the iterated GARCH's average QLIKE is statistically lower than that of the second best model. While there is a significant cross-sectional dependence across assets, we take the fractions to be a useful way of summarizing the overall performance of a model. The Direct and Scaled-up GARCH deliver rather comparable performances, ranking first in 23% and 20% at a 5-day horizon, respectively, and 13% and 14% across horizons. The takeaway from Panel A of Table 1 is that Iterated GARCH forecasts dominate Direct and Scaled-up GARCH forecasts at all horizons that we consider. The latter two are comparable in forecasting accuracy.
Turning now to the RV models in Panel B of Table 1, the evidence is completely different. At 5-day horizon, model 4 (Direct RV) is the best performing model in 90% of the assets and in 83% of the assets, its average QLIKE is statistically significantly lower (at the 5% level) than that of the second best RV model, according to the DMW test. Looking across assets, the average QLIKE is statistically significantly lower than the second best RV model for all currencies, interest rates, energy, metals, grains, livestock, and most of food. The superior forecasting performance of the Direct RV model persists at longer horizons as well, although there is a systematic downward trend: at 10-days, it is the best model in 83% of the assets, while at 66-days, it dominates other RV models in 70% of the cases. The iterated RV performs particularly poorly at all horizons. It is clearly dominated by the Direct RV and by the Scaled-up RV model, which does better at longer horizons.
The picture that emerges from this table is quite surprising. Iterated GARCH produces better variance forecasts than Direct GARCH and, at the same time, Direct RV is the superior forecasting method to Iterated RV. These results seem to suggest two things. First, an approach that uses the wealth of daily information, as in the Iterated GARCH, delivers a superior performance. But then, why isn't the Iterated RV model also superior to the Direct RV? We conjecture that the autoregressive nature of the Iterated RV model is not flexible enough to capture the variance dynamics. In the forecasting context, the misspecification of the one-period model, while iterated forward, results in biased forecasts.
To test this conjecture, we extend the comparison to MIDAS models, which use daily forecasting information but also offer a flexible weighing scheme to directly forecast the realized variance at the horizon of interest. Hence, we expect the MIDAS approach to be less prone to aggregation of forecasting errors due to misspecification. We jointly compare the forecasting performance of the MIDAS, GARCH, and RV approaches. To be precise, we rank the average QLIKE of all nine models and carry a DMW test for the best model (the one with the lowest average QLIKE) against the model from the other two approaches with the lowest QLIKE. In other words, we ask if there is a best approach to forecast volatility.
In Table 2 , we report the results of the rankings and tests for all 30 assets across the 5 horizons. We estimate the MIDAS models with non-linear least squares and a truncation j max of 126 days. The model with the lowest average QLIKE is displayed. The format is the same as that of Table 1, including the rows that report the fraction a given model is the best across assets. At the 5-day horizon, MIDAS models produce the lowest average QLIKE in 87% of the assets. In 80% of the assets, the difference between the lowest average QLIKE of a MIDAS model and the average QLIKE of the best model among the other two groups (GARCH and RV) is statistically significant at the 5% level. MIDAS models generate the best forecasts across all assets and in particular for currencies, interest rates, energy, metals, and food. Even at the 66-day horizon, MIDAS models delivers the best forecast in 73% of the cases. Across all horizons, a MIDAS model has the lowest average QLIKE in 80% of the assets.
It is worth noting that the Iterated GARCH model also yields precise forecasts for some assets. Specifically, it has the lowest average QLIKE in 11% of the cases, across horizons.
In most of those cases, however, its average QLIKE was not statistically different from the second best model (which most often was a MIDAS). Surprisingly, the autoregressive RV approaches to forecast variances, both direct and integrated, did not fair well in this comparison. Hence, it is clear that while daily lagged variances can forecast future realized variance at long horizons, they have to be used within the MIDAS framework.
In Table 2 , we notice a difference in performance within MIDAS models. The Exponential Almon lag specification does particularly well at short horizons. At the 5-and 10-day horizons, it is the best model for 53% and 57% of the assets, respectively. At a 66-day horizon, the Beta lag specification does best in 37% of the assets. The Corsi (2009) HAR specification does best at 22-day horizons. This is surprising as the HAR weights were conceived to forecast variances one-day-ahead and, hence, we expected this model to do well at short horizons. Overall, the Exponential Almon and Beta weights do better than the HAR, which is to be expected as the parameterized weights of these models are estimated from the data, whereas the HAR is specified a priori.
To illustrate the benefit of estimating the MIDAS weights from the data as opposed to setting them a priori, we plot in Figure 1 the estimated exponential Almon and Beta MIDAS weights against the predefined HAR MIDAS weights that underly the MIDAS volatility forecasts for one asset, the Euro/USD futures. In the plots on the left, we display the estimated MIDAS exponential Almon (top) and Beta (bottom) weights as well as the HAR weights for 5-day horizon forecasts. The exponential Almon and Beta weights are remarkably similar, which implies that both functions do equally well at capturing the forecasting relation at 5-day horizons. The HAR weights are somewhat different. Importantly, by construction, the HAR weights do not change with the forecasting horizon, while the estimated exponential Almon and Beta weights are horizon-specific. The two plots on the right in Figure 1 display the estimated Almon and Beta weights for 66-day horizon forecasts. They are markedly different than the 5-day weights. As we are forecasting the variance at a different horizon, there is no reason for the weight placed on past observations to be the same across horizons. The optimizer in the 66-day horizon case has chosen parameters that place most of the weight on observations with lags of less than 10 days. The HAR weights are unchanged and are significantly different from the optimal MIDAS weights. Not surprisingly, as we saw in Table 2 for the Euro/USD futures, the optimal MIDAS weights produce lower QLIKE than the HAR MIDAS weights.
Out-of-sample Results
We construct the out-of-sample (OOS) exercise as follows. We estimate a volatility forecasting model for a given asset and horizon with an initial estimation subsample ending in December 2013. We use the estimates to form (pseudo) OOS volatility forecasts for the first 5, 10, and 22 days of 2014. Then, we expand the estimation subsample by the number of days corresponding to the forecasting horizon, re-estimate the model, and produce a new OOS forecast at all horizons. We limit the longest OOS horizon to 22 days, which gives us 57 non-overlapping, out-of-sample observations over which we compute the average QLIKE and conduct the DMW test.
15 This is essentially the OOS procedure used by West (1996) which is by now standard in the forecasting literature. Table 3 displays the OOS results in a format identical to Table 1 . In Panel A, we sort the average QLIKE of the three GARCH approaches and report the best one along with significance at the 5% level. The OOS results are more nuanced. The Direct and Iterated GARCH perform equally well and are the best model in about a quarter of the assets across horizons. The Scaled-up GARCH performs surprisingly well and has the lowest OOS average QLIKE in the remaining 50% of the assets. We can clearly see that, within the GARCH approach, the scaled up daily forecasts perform as well as or better than the direct and iterated approaches.
The picture is markedly different when we turn to the results from the RV models, in Panel B of Table 3 . The best performing RV approach is the direct one across horizons and nearly all assets. The forecasts from the iterated and scaled up RV approaches yield significantly higher QLIKEs. These OOS results confirm and are even more clear than the in-sample results for RV in Panel B of Table 1 . The conclusion from this panel is that, when we use autoregressive RV models to forecast future variance, the direct approach is the one to use.
We compare the OOS forecasting performance of all nine models, including the three MIDAS ones, in Table 4 . At the 5-day horizon, a MIDAS volatility model produces the best forecast in 77% of the assets. This is an impressive OOS performance, despite the fact that the number is somewhat less than the 87% percent observed in-sample (Table 2) . And similarly to the in-sample results, the exponential Almon lag performs best across all MIDAS models: it yields the lowest QLIKE in 43% of the assets, which is slightly less than the 53% observed in-sample. While the Beta lag model is overall dominated by the exponential Almon lag, it does particularly well for equities at 22-day horizons.
It is important to point out that, compared to MIDAS and GARCH, the autoregressive RV models do not produce accurate OOS forecasts. Among the GARCH models, the scaledup version continues to dominate particularly at long horizons. However, it is not clear to what extent these results are driven by small sample artifacts. After all, we only have 57 22-day OOS forecasts to compute the average QLIKE. From that perspective, the in-sample results might be equally, if not more, information about the relative rankings of the forecasts, as argued by Hansen and Timmermann (2015) .
The overall message that emerges, in-sample and out-of-sample, is that the exponential Almon lag MIDAS model produces the lowest average QLIKE and thus the best forecasts, across assets and at most horizons.
Conclusion
To the question whether there is a preferred way to obtain multi-period volatility forecasts across assets, our answer is, yes, MIDAS type models. Furthermore, MIDAS specifications with flexible weights produce forecasts superior to those with preset weights.
The long-horizon forecasting aspect of our research is related to recent work in macroeconomics comparing various approaches of multi-period forecasts. Marcellino et al. (2006) compute direct and iterated forecasts of a multitude of macroeconomic variables and conclude that the iterated forecasts dominate the direct ones. McCracken and McGillicuddy (2018) revisit the Marcellino et al. (2006) analysis by including more recent data and find that direct forecasts dominate iterated onces especially during the Great Moderation period of 1984 to 2008. The lack of a consistent empirical finding is not surprising as the relative performance of one forecasting method over another hinges on the trade-off between bias and estimation variance.
16 Specifically, if the one-period model is known (no model uncertainty) and we are strictly concerned with parameter uncertainty, then iterating over the one-period forecast produces more efficient parameter estimates and more precise multi-period forecasts. However, in the more realistic case of misspecification in the one-period model (model uncertainty), directly forecasting the variance at the horizon of interest is more robust to biases arising from the misspecification. Because model uncertainty might lead to severe forecasting biases, the theoretical papers on the subject seem to favor direct over iterated multi-period forecasts (Bhansali (1999 ), Ing (2003 , and Chevillon and Hendry (2005) ).
We contribute in three aspects to this literature. First, the above studies are almost exclusively based on autoregressive models. Here, we introduce MIDAS as an alternative approach that is not autoregressive, is flexible and parametrically parsimonious, and yields good in and out-of-sample results. Second, the focus of these papers is on macroeconomic long-horizon forecasts, while in the current work, we are interested in long-horizon variance forecasts. Finally, we demonstrate that MIDAS variance forecasts are a useful middle-ground between the direct and iterated approaches. The ability of the MIDAS framework to produce a direct prediction of the long-horizon variance using higher frequency predictors can also be seen in the context of Merton (1980) who argued that high-frequency sampling is a dominant factor in volatility measurement and forecasting. This is also a feature of the iterated GARCH and RV approaches which use as forecasters daily squared returns or realized variances. However, unlike the iterated approaches, in a MIDAS the forecasted variable is the long-horizon variance, which allows us to side-step the need of aggregating the forecasts and introducing bias.
The insights from our data-driven exercise are of value especially because of the lack of theoretical guidance on long-horizon forecasting. Generally speaking, empirical results are conditional on the sample at hand and the design of the out-of-sample experiment. In our case, however, the findings are remarkably consistent across asset classes, horizons, and in and out-of-sample. At the very least, they speak to the method that should be used in multi-period volatility forecasts. More generally, our results might provide guidance for future theoretical work on long-horizon volatility forecasting.
16 See Findley (1983) , Findley (1985) , Lin and Granger (1994) , Clements and Hendry (1996) , Bhansali (1999) , Chevillon and Hendry (2005) , and Marcellino et al. (2006) for further details.
A MIDAS Weights: Various Specifications
We summarize the various weights specifications discussed in the paper.
Exponential:
This function, first proposed by Ghysels et al. (2005) , guarantees that the weights are positive (which in turn ensures that the forecasted volatility is also positive) and that they add up to one. Also, the functional form in equation (6) can produce a wide variety of shapes for different values of the two parameters, and it is parsimonious, with only two parameters to estimate. Finally, as long as the coefficient θ 2,k is negative, the weights go to zero as the lag length increases. The speed with which the weights decay controls the effective number of observations used to estimate the conditional volatility.
We do not impose this constraint in the estimation.
2. Beta:
where: f (z, a, b) = z a−1 (1−z) b−1 /β(a, b) and β(a, b) is based on the Gamma function, or
. Specification (7) was introduced in Ghysels et al. (2002) and further explored in Ghysels et al. (2006b) . One appealing feature is positivity of the coefficients, which is necessary for a.s. positive definiteness of the forecasted volatility. For θ 1,k = 1 and θ 2,k > 1 one has a slowly decaying pattern typical of volatility filters, which means that only one parameter is left to determine the shape, whereas in the case of θ 1,k = θ 2,k = 1 we obtain equal weights, which corresponds to a rolling estimator of the volatility (French et al. (1987) , Ghysels et al. (2005) ). The flexibility of the Beta function is well known and is often used in Bayesian econometrics to impose flexible, yet parsimonious prior distributions. The function can take many shapes, including flat weights, gradually declining weights as well as hump-shaped patterns. We impose no constraints when estimating the Beta specification. 
where 1 {.} is a dummy variable that equals to one if j is within a given range, and zero, otherwise. This is a step function, with steps at 1 day, two to five days, and six to 22 days. Beyond 22 daily lags, the weights are zero. Notice that the shape of the function does not depend on the horizon, k. The MIDAS HAR model can be written as a linear regression, where the three regressors are the realized variance of the last day, the realized variance over days 2 to 5, and the realized variance over days 6 to 22
as in the original Corsi (2009) paper. Hence, the parameters can be estimated by OLS. While there are technically four parameters, φ k , θ 1 , θ 2 , and θ 3 , the constraint that the θs sum up to unity insures identification. ) and three RV models (Panel B) for the 30 assets and 5 horizons. The Direct GARCH is 1, the Iterated GARCH is 2, and the Scaled GARCH is 3. The Direct RV is 4, the iterated RV is 5, and the Scaled RV is 6. The exact definition of these models is in section 2. For a given asset-horizon combination, the number refers to the best model based on the QLIKE criterion. All tests are in-sample. The bottom rows report the list of models and the fraction of assets a given model is the best across assets for a given horizon, and across All horizons. Entries in bold indicate that the best model's QLIKE is significantly lower (at the 5% c.l.) than the second best model's QLIKE, using the one-sided test outlined in Section 3.3. This table reports the results of the test for the best model against the best model of the other two groups, for the 30 assets and 5 horizons. The Direct GARCH is 1, the Iterated GARCH is 2, the Scaled GARCH is 3; the Direct RV is 4; the Iterated RV is 5; the Scaled RV is 6; the Beta MIDAS is 7; the exponential Almon MIDAS is 8; and the HAR MIDAS is 9. The exact definition of these models is in section 2. For a given asset-horizon combination, the numbers in the leftmost panel report the best model based on the QLIKE criterion. All tests are in-sample. The rightmost panel reports the list of models by group, and the fraction of assets a given model is the best for a given horizon, and across all horizons. In bold, we report the sum of these fractions across the models of the same group (GARCH, RV, or MIDAS). Entries in bold indicate that the best model's QLIKE is significantly lower (at the 5% c.l.) than the QLIKE of the best model of the other two groups, using the one-sided test outlined in Section 3.3. ) and three RV models (Panel B) based on the out-of-sample exercise outlined in Section 4.3, for the 30 assets and 5 horizons. The Direct GARCH is 1, the Iterated GARCH is 2, and the Scaled GARCH is 3. The Direct RV is 4, the iterated RV is 5, and the Scaled RV is 6. The exact definition of these models is in section 2. For a given asset-horizon combination, the number refers to the winning model based on the QLIKE criterion. The bottom rows report the list of models and the fraction of assets a given model is the winner across assets for a given horizon, and across All horizons. Entries in bold indicate that the best model's QLIKE is significantly lower (at the 5% c.l.) than the second best model's QLIKE, using the one-sided test outlined in Section 3.3. This figure displays the optimal weights from Table 2 for the MIDAS models of predicting the realized variance of the USD/Euro exchange rate future contract at the 5-day (left plots) and 66-day (right plots). The top plots display the optimal weights of the MIDAS-Exponential and MIDAS-HAR models, whereas the bottom plots display the optimal weights of the MIDAS-Beta and MIDAS-HAR models. 
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