We are concerned with the issue of quantization of a scalar field in a diffeomorphism invariant manner. We apply the method used in Loop Quantum Gravity. It relies on a specific choice of scalar field variables referred to as the polymer variables. The quantization, in our formulation, amounts to introducing the 'quantum' polymer *-star algebra and looking for positive linear functionals, called states. Assumed in our paper homeomorphism invariance allows to determine a complete class of the states. Except one, all of them are new. In this letter we outline the main steps and conclusions, and present the results: the GNS representations, characterization of those states which lead to essentially self adjoint momentum operators (unbounded), identification of the equivalence classes of the representations as well as of the irreducible ones. The algebra and topology of the problem, the derivation and all the technical details are contained in the paper-part II. *
Motivation
The phrase "background independent theory" means in Physics a theory defined on a bare manifold endowed with no extra structure like geometry or fixed coordinates. A prominent example is the theory of matter fields coupled to Einstein's gravity. In the case of a background independent classical theory it is natural to assume the background independence in a corresponding quantum theory. A profound polemic devoted to that issue can be found in recent paper of Smolin [1] . 1 The canonical formulation of the field theory relies on the 3 + 1 decomposition of space-time into the 'space' M and 'time' R. Then, the background independence implies invariance with respect to the diffeomorphisms of M . The invariance concerns in particular any matter fields in question: they have to be quantized in an often new, background independent way.
In this letter and the accompanying paper [2] we are concerned with the issue of a diffeomorphism invariant quantization of a scalar field. We follow the approach introduced by Thiemann [3] . It was motivated by and suited to be compatible with Loop Quantum Gravity [5] (LQG itself is not in the scope of this paper). Later, that approach was called the polymer representation in [4] . 2 It consists in a specific choice of scalar field variables -the polymer variables-as the starting point for a quantization. The quantization, in our formulation, amounts to introducing the 'quantum' polymer *-star algebra and looking for its representations. We focus here on the so called GNS representations defined by a positive linear functional, called a state. An assumption of the homeomorphism invariance actually allows to derive a class of the states. In this letter we outline the main steps and conclusions of the derivation and present the results: the unique class of states on the polymer *-algebra which satisfy our assumptions. We also present the representations they define and characterize those states which lead to essentially self adjoint momentum operators (unbounded). We identify the equivalence classes of the representations as well as irreducible ones. The technical and detailed derivation of the results is contained in [2] . The problem we have addressed and the methods we have used were inspired by the previous study [7, 8] of representations of the Sahlmann quantum holonomy-flux algebra in LQG.
Classical polymer Lie algebra A cl
The classical scalar field in the canonical approach consists of a pair of fields (φ, π) defined on a N -real dimensional manifold M , where: φ ∈ C ∞ (M, R) where C ∞ (M, R) stands for the space of the smooth real valued functions defined on M , whereas π, called canonical momentum, is a scalar density of the weight 1. The momentum π can be expressed by a functionπ : U → R defined on an arbitrary region U ⊂ M equipped with coordinates (x 1 , ..., x N ). The function, however, depends on the coordinates in 1 As far as we are concerned, it is conceivable, that a background independent quantum theory can be derived even from a background dependent framework. Another possibility is, that the classical limit of the theory (the classical GR for example) has more symmetries (the diffeomorphisms) then the underlying quantum theory. Therefore, we are not in the position to claim that every background dependent approach to a quantization of a background independent theory is wrong. Nonetheless, the first thing one should do is to try without introducing extra structures. 2 The reason for that name, is that the polymer excitations of the quantum scalar field serve as a toy model of the genuinely polymer, supported on graphs excitations of quantum geometry [6, 5] . the following way: if (x ′1 , ..., x ′N ) is another coordinate system defined on U , then the corresponding momentum functionπ ′ is such that at every
The fields φ and π are called canonically conjugate in the sense od the Poisson bracket, that is usually wrote as {φ(x),π(y)} = δ x (y).
That Poisson bracket will be encoded in the Lie bracket of a Lie algebra. A choice of those functions of the fields (φ, π) which next will be turned into quantum operators directly, is crucial for the quantization procedure. They will be polymer variables defined below.
A polymer position variable h k,x is labelled by a point x ∈ M and a number k, as the evaluation function (scaled and exponentiated),
A polymer momentum variable π U is labelled by a region U ⊂ M ,
where the integral is well defined because π has the properties of a signed measure.
The polymer position and, respectively, momentum variables span a polymer Lie algebra (A cl , {·, ·}, 3 :
where U is some suitably fixed family of sets (to be specified later), and the Lie bracket is the Poisson bracket
3 Quantum polymer *-algebra A Now, we will turn the polymer position and momentum variables into quantum operators. Heuristically, we just want replace all the h k,x and π U variables by quantum operatorsĥ k,x andπ U . We express that well understood procedure by a mathematically complete definition. First, consider the complexification (A C cl , {·, ·}), of the polymer Lie algebra (A cl , {·, ·}). Next, consider the huge space,
where
It has the natural structure a complex, associative (that is with an operation of multiplication) algebra defined by the complex vector space structure and the operation ⊗.
There is also naturally defined anti-isomorphism-convolution · * in it, such that (a 1 ⊗ · · · ⊗ a n ) * = a n ⊗ · · · ⊗ a 1 ,
where¯is the complex conjugation. Next, consider the following subset of 'relations'
and the corresponding double sided ideal 4 J they generate. Notice, that J is preserved by the convolution · * , hence · * passes to the quotient ∞ n=0 (A C cl ) ⊗n /J (and is denoted by the same symbol · * ).
Finally, define:
We will be using the following notation: an element [a 1 ⊗ · · ·⊗ a n ] ∈ A corresponding to a 1 ⊗ · · · ⊗ a n ∈ e ⊗A C cl , where a 1 , . . . , a n ∈ A C cl will be denoted byâ 1 . . .â n , in particular
Therefore indeed, the elements of the polymer *-algebra A can be thought of, as polynomials in all the quantum position polymer variablesĥ k,x and all the quantum momentum polymer variablesπ U .
The only non-vanishing commutators between the generators of A are,
for every U ∈ U, x ∈ M and k = 0. Notice, that the zeroth order polynomials in the quantum polymer position and momentum variables are also contained in A. The are elements of the subspace C ⊂ e ⊗A C cl . In particular, the element 1 ∈ C, defines an element1 ∈ A, the unity of the polymer *-algebra A.
States on A: the nature of the problem
A complete quantization of the polymer variables amounts to finding a representation of the polymer *-algebra A in the algebra of operators defined in a Hilbert space. In this paper we will be concerned with so called 'GNS representations' defined by so called 'states' on A. Recall, that a state on a unital (containing an element1 such that 1A = A = A1 for every A ∈ A) * -algebra A is a linear functional
such that for every A ∈ A A * A ≥ 0, and 1 = 1.
Using the common jargon, the number A is referred to as the 'expectation value'. The difficulty in defining a state on the polymer *-algebra A just by assigning a number to a general product of the generators (the products of the quantum momenta (positions) only are included in the case n = 0 (m = 0)),
and attempting to extend that assignment by the linearity to the entire A consists in the both:
• satisfying identities in the algebra -all of them have to pass to the expectation values,
• ensuring the positivity.
Examples of the identities are:
as well as the commutation relations (16) and obviously the commutativity of the quantum polymer position (momentum) variables among themselves. Nonetheless, there is a quite simple example of a state:
Example [3, 4] Going back to the definition (3) of the polymer position variable, it is reasonable to assume about an eventual representation of the polymer *-algebra A, that for each point x ∈ M , the given family of the classical variables e ikφ(x) correspond to a 1dimensional group of unitary operators. In terms of a state · on the polymer *-algebra A, it is equivalent to assuming that every productĥ k,xĥk ′ ,x will be indistinguishable
for every A, B ∈ A, x ∈ M and k, k ′ = 0, where, exclusively in this equality, we also defineĥ 0,x =1.
The following properties
together with the condition (21) define a unique state · on the polymer *-algebra A. This state is well known, and used in LQG for the description of the scalar field interacting with the quantum geometry.
Thus far we have not specified the labelling family U, and Example above is not sensitive on a choice we make.
Henceforth, we will be assuming that U consists of all the subsets of M which are simultaneously: open, bounded and triangulable (later in this section the last condition will be strengthen).
The diffeomorphisms of M act naturally on the classical fields (φ, π), and that action passes to the polymer *-algebra A. Given a diffeomorphism ϕ : M → M , the corresponding automorphism ϕ * : A → A acts on the generators of A by the action of ϕ on the labelling elements and subsets of M ,
Obviously, the state in Example is invariant with respect to that action,
The action (24) of the diffeomorphisms naturally extends to the action of homeomorphisms of M in A. The state (21, 22, 23) is also homeomorphism invariant.
In the view of the symmetries of the state (21, 22, 23) it is natural to ask if there are other homeomorphism invariant states defined on the polymer *-algebra A. Derivation of such states was the main goal of the current and the coming paper [2] . We discuss the results below whereas the details and exact proofs will be published in the second paper.
Homeomorphism invariant states on A: properties
A first surprising consequence of assuming the homeomorphism invariance of a state · on the polymer *-algebra A, is that for arbitrary quantum polymer momentum variablê π U and every homeomorphism ϕ : M → M , necessarily the following identity holds (π U −π ϕ(U ) ) * (π U −π ϕ(U ) ) = 0 (26) (the momenta are real, hence the * does not change them, but we put it to emphasis the relation with (18).) The careful analysis of the equality (26) allows us to determine for every n-tuple of the quantum polymer momentum variablesπ U 1 , . . . ,π U k ∈ A, a possible expectation value of the product up to a constant factor, namely
where χ E (U i ) stands for the Euler characteristic of the set U i , and the constant a n depends only on n.
The sequence of constants (a n ) ∞ n=1 in (27) can not be defined arbitrarily, as we attempt to construct a state, because of the inequalities (18). A somewhat formal, at a first sight, but quite convenient way of translating (18) into a condition on the sequence (a i ) ∞ i=1 , is by using polynomials defined on R. Let C[t] be the space of all the polynomials (includding the 0th-order ones) with complex coefficients, defined on R. It has the natural *-algebra structure with · * being the complex conjugation. The statement is, that the infinite sequence of the numbers (a i ) ∞ i=1 defined by (27) satisfies all the inequalities implied by the condition (18) imposed on the subalgebra of the polymer *-algebra A generated by all the quantum polymer momentum variables, if and only if there is a state µ on the *-algebra C [t] , such that for every n ∈ N,
where t : R → R is the identity function t(t ′ ) = t ′ . This formulation of the conditions on the sequence (a i ) ∞ i=1 is particularly helpful in constructing solutions. In fact, each probability measure dµ defined on R such that every polynomial is integrable, defines a state on C[t] and, in the consequence, a solution of the positivity condition, a n = R dµ t n .
(29)
The state in Example also corresponds to a measure, namely to the Dirac delta supported at 0 ∈ R.
On the other hand, combining the necessary homeomorphism invariance condition (26) with the commutation relations (16) allows to determine the expectation values for products involving the quantum polymer position variables, and in particular, for arbitrary product n i=1ĥ k i ,x i m j=1 π U j of the quantum polymer position and momentum variables (including the degenerate case n i=1ĥ
The second case above takes place for example, when the product involves the quantum polymer momentum variables only, or if
In conclusion, we have formulated above the sequence of conditions necessary for a state · defined on the polymer *-algebra A to be homeomorphism invariant: (27), the existence of a state µ on the polynomial algebra such that (28), and finally (30). If we additionally assume that the state · satisfies the condition (21), then, the state is determined by the state µ induced on the polynomial algebra C[t]. Notice, however, that the existence of the considered state · has been being assumed.
The existence of the homeomorphism invariant states
The existence statement we formulate now has a conditional character. The unconditional existence statement we make next, will apply after imposing the semi-analyticity condition on the subsets U ⊂ M used to label the momenta. Let us begin with the conditional statement:
There exists a homeomorphism invariant state · on the polymer *-algebra A different the the state introduced in Example, if and only if it is true that for every finite sequence of balls 5 
where given a subset U ⊂ M , 1 U stands for the characteristic function, and the coefficients m 1 , . . . , m n are integers. Moreover, if the state above exists, then the conditions (27, 28, 30, 21) uniquely define a state · for every given state µ.
The family U of the subsets U Im M labelling the momenta has been defined at the beginning of this section. If we strengthen one of the defining conditions, and use instead the family U sa of all the open, bounded and semi-analytic subsets (assume for the simplicity M = R N ) [9] then all the considerations presented above continue to be true (The only add we have to make is defining the homeomorphism invariance appropriately -see below). Moreover, it is easy to prove that for the semi-analytic balls the implication (33) is true! Therefore, the conclusions of existence statement made above also becomes true unconditionally.
Using the semi-analytic sets breaks the usual diffeomorphism symmetry. However, the group of the so called [8] semi-analytic diffeomorphisms which preserve U (sa) is considerably larger then the group of the analytic diffeomorphisms. In particular, the group has local degrees of freedom, in the sense that for every point x ∈ M and its neighborhood U ′ , there is a semi-analytic diffeomorphism of R N which moves x, but restricted to R N \ U ′ is the identity map. It is not hard to generalize the definition of the semi-analyticity to a manifold M . It gives rise to exactly the category of manifolds which are used in LQG.
Denote by A (sa) the polymer *-algebra corresponding to the labelling set U sa . Of course A (sa) ⊂ A. The homeomorphism invariance of a state on A (sa) we need for our arguments to continue to be true in the semi-analytic case is defined as follows. For every homeomorphisms ϕ : M → M ,
and there may be a non-empty intersection ϕ(A (sa) ) ∩ A. Then, a state ∠· defined on the polymer *-algebra A (sa) is called homeomorphism invariant if
for every homeomorphism ϕ and every A ∈ ϕ(A (sa) ) ∩ A.
The corresponding GNS representations
The states constructed in Sections 5 and 6 are finally used to find representations of the polymer *-algebra A (sa) . We will skip here the GNS construction and directly introduce the resulting representations. Consider the vector space Cyl ⊗ C[t] (the algebraic tensor product) where the second factor is the space of polynomials of one real variable familiar from Section 5 (see it for the notation), and Cyl is the set of the finite formal linear combinations of elements |k labelled by all the maps k : M → R of a finite support,
Behind the states we introduced in the previous section there is a single underlying representation ρ of the polymer *-algebra A (sa) in the vector space Cyl ⊗ C[t] and a family of unitary (possibly degenerate) forms. The representation is defined by the following action of the generators:
where 1 {x} is the characteristic function of the 1-element set {x}, and the sum in the second equation has only finitely many non-zero terms. 6 Now, we relate ρ with the state · on the algebra A (sa) defined by: (the conditions (27, 28, 30, 21) ) and a fixed state µ on the polynomial algebra C[t]. We introduce a positive definite hermitian form (·|·) µ in the vector space Cyl ⊗ C[t], and quotient the vector space by the subspace of the 'zero norm' states. The hermitian form is the tensor product (·|·) Cyl ⊗ (·|·) C[t] hermitian form. In Cyl, the form (·|·) Cyl is defined by
The hermitian form (·|·) C[t] in the vector space C[t], on the other hand, is defined by a state µ on the *-algebra algebra C[t], namely (P (t)|Q(t)) C[t] = µ(P (t)Q(t)).
The resulting unitary Hilbert space is the completion of the unitary space
J µ = {P (t) : µ(P (t)P (t)) = 0},
and the representation ρ induces the representation ρ µ in H µ . The representation ρ µ is related with the state · µ defined by µ and the conditions (27, 28, 30, 21) in the familiar way
where 1 ∅ is the identically zero function on M and 1 C[t] is the identically 1 function on R, and moreover the vector used to define the state is a cyclic vector, i.e.
In [2] we have also analyzed properties of the representation ρ µ of the polymer *algebra A (sa) . As it has been already mentioned, for every quantum polymer position variableĥ k,x , the operator ρ µ (ĥ k,x ) is unitary in H µ . If we fix x ∈ M and vary k ∈ R including k = 0, the corresponding operators ρ µ (ĥ k,x ) form a 1-dimensional unitary group. Given a quantum polymer momentum variableπ U labelled by U such that χ E (U ) = 0, the operator ρ µ (π U ) is essentially self adjoint provided the state µ is defined by a measure on R (see (28, 29) ) such that C[t] is dense in L 2 (R, µ). Let us consider that class of states. Given two measures µ 1 and µ 2 , the corresponding representations are equivalent, if and only if the measures are equivalent (meaning: the families of the measure zero sets coincide). Finally, given a measure µ on R, the corresponding representation ρ µ is irreducible if and only if µ is the Dirac measure supported at an arbitrary appoint t 0 ∈ R. In that case case, H µ = Cyl, and ρ(π U )|k = x∈U k(x)|k + t 0 χ E (U )|k .
In particular, the previously known representation corresponding to the state defined in Example of Section 5 is defined by µ being the Dirac delta supported at t 0 = 0.
