Twenty-one ͗110͘ symmetric tilt grain boundaries ͑GB's͒ are investigated with atomistic simulations, using an embedded-atom method ͑EAM͒ potential for a low stacking-fault energy fcc metal. Lattice statics simulations with a large number of initial configurations are used to identify both the equilibrium and metastable structures at 0 K. The level of difficulty in finding the equilibrium structures is quantitatively assessed. The stability of the structures at an elevated temperature is investigated by Monte Carlo annealing. A form of GB dissociation is identified in a number of the boundaries. These structures are used to develop a dislocation model of GB dissociation by stacking-fault emission. Also, an attempt is made to apply the structural unit model ͑SUM͒ to the simulated boundaries and problems that are encountered for GB structures in low stacking-fault energy metals are enumerated and discussed. ͓S0163-1829͑96͒01734-1͔
I. INTRODUCTION
The atomic structure of grain boundaries ͑GB's͒ has been the subject of intense interest for many years. A primary reason is the influence atomic structure has on many GB properties such as segregation, 1 GB diffusion, 2 GB mobility and sliding, 3 precipitation, 4 corrosion, 5 intergranular fracture, 6 etc., which in turn, may have a significant impact on the macroscopic properties of the material. The structure of GB's is a function of five macroscopic geometrical degrees of freedom ͑DOF͒, which are thermodynamic state variables, 7 in addition to the conventional state variables temperature, pressure, and bulk composition. The five DOF can be defined as the rotation axis ĉ, the rotation angle , and the boundary plane unit normal n . If ĉ is perpendicular to n , the GB is called a tilt boundary ͑see Fig. 1͒ . If, in addition, n is the same in both grains then the GB is a symmetric tilt boundary. Although tilt GB's occupy only an infinitely small portion of the five-dimensional geometric GB phase space, 8 they are frequently observed experimentally, which suggests that they are energetically favored over other types of GB's. 9 In this research we focus on symmetric tilt GB's with a ͗110͘ tilt axis. A set of 21 different boundaries, listed in Table I , are simulated using an embedded atom method ͑EAM͒ potential for a low stacking-fault energy ͑SFE͒ fcc metal. The computational procedure that is employed ͑Sec. II͒ allows both the equilibrium and metastable structures of each boundary at 0 K to be found. The stability of these structures at an elevated temperature is also investigated.
Results from the simulations are presented in Sec. III. First, several general results, including the GB energies, multiplicity of structures, and the stability of the structures, for all 21 boundaries are given. A new quantity called the ''accessibility'' of a structure is also introduced. Next, the 0 K equilibrium structures for each of the 21 boundaries are presented. Two of these boundaries have unusual structures with atomic relaxations along the tilt axis. The equilibrium structures for six boundaries simulated with a high-SFE EAM potential are also shown for comparison.
The 0 K equilibrium structures are used to discuss two main topics: GB dissociation by the emission of stacking faults ͑Sec. IV A͒ and the structural unit model ͑SUM͒ description of GB structures ͑Sec. IV B͒. Several recent studies 10 ,11 of GB's in low-SFE fcc metals have detected GB structures that have a width of about 1 nm. Similar wide GB structures are found in our research and are used to develop a model of GB dissociation by stacking-fault emission. Two examples of the application of this model are presented. The SUM was developed from a detailed study 12 of the atomic structures of several ͗110͘ symmetric tilt GB's simulated using a pairwise potential for a fcc metal with a fairly high SFE. Although the SUM has been widely used for describing GB structures in many materials, it is not found to be useful for the low-SFE structures. Possible reasons for problems with the SUM description are discussed. Finally, the main conclusions are summarized in Sec. V.
II. PROCEDURE A. Computational cell and border conditions
The simulations are performed using computational cells containing a bicrystal with a boundary plane at its center. The geometry and dimensions of the computational cells are shown in Fig. 1 . Atomic positions in the bicrystals are generated from geometrical coincident site lattice ͑CSL͒ constructions. Three-dimensional Born-von Karman periodic border conditions 13 are employed to eliminate surface effects. The periodic borders generate a second GB with the same misorientation and boundary plane at the sides of the computational cell in the n direction. Since there are no fixed regions in the cell, rigid-body translations ͑RBT's͒ between the two crystals are free to occur if they are energetically favorable. The shape of the cell is not permitted to change during the simulations. It is noted that these border conditions cannot be used for all types of GB's. When periodic border conditions are used and the shape of the computational cell is not permitted to change, RBT's at the two boundaries in the cell occur in opposite directions. In some boundaries, such as asymmetric GB's, this can result in the creation of different structures at the two boundaries. For ͗110͘ symmetric tilt GB's, however, the structures of the two boundaries are identical.
Although periodic border conditions eliminate surface effects, the computational cells must still be large enough to prevent interactions between the two parallel boundaries and other finite-size effects. The crystals are from 4.1 to 6.4 nm wide for the cells used in this research. The atomic relaxations that occur at the boundary during a simulation may reduce the periodicity of the GB structure. To allow for such relaxations, at least six CSL periods in the ĉ direction along the tilt axis and two in the (n ϫĉ) direction are used. With these minimum dimensions, the cells contain a total of 6336 to 10 640 atoms depending on the boundary.
The periodic borders of the cell parallel to the boundary plane are permitted to move during the simulations to allow for volume expansion at the boundary. The periodic borders perpendicular to the boundary plane are kept immobile to counteract the interfacial free energy of the GB and maintain the correct equilibrium lattice constant in the bulk crystal regions. These border conditions result in a constant zero pressure in the computational cell during the simulations. This procedure has been shown 14 to yield results equivalent to using mobile borders and much larger bulk crystal regions that require longer computation times.
A separate set of simulations are used to calculate the equilibrium lattice constants at both 0 and 800 K. These simulations use a computational cell containing a perfect crystal with 500 atoms. Lattice statics simulations are used to find the 0 K lattice constants and Monte Carlo simulations are used to find the lattice constants at 800 K. Unlike the GB simulations, all of the periodic borders are permitted to move so that a crystal can reach its equilibrium lattice spacing at zero pressure.
B. Interaction potentials
The atomic interactions are calculated with potentials based on the EAM formalism. 15 EAM potentials have the functional form 
where F i is the embedding energy associated with placing an atom into the total electron density N i due to all the atoms in the system. The term ⌽ i j (R i j ) is a pairwise core-core interaction function. The total electron density at a site i is given by
where j (R i j ) is the radial electron density function of atom j at a distance R i j . To model a particular element, the three functions F, ⌽, and are fitted to experimental values and in some cases, first-principles results. 16 Since the electron density functions are assumed to be radially symmetric, EAM potentials are best suited to modeling elements whose bonding is primarily nondirectional, such as metals that crystallize in the fcc structure. Without the embedding energy term, EAM potentials are functionally equivalent to radially symmetric pair potentials. EAM potentials are more sensitive to changes in atomic coordination than pair potentials because of the embedding energy. Coordination effects can be very important when the local density deviates from the ideal value, such as at surfaces and GB's. When the coordination is reduced, bond lengths shorten, resulting in more densely packed structures than are found with pair potentials that ignore coordination effects. Despite the additional complexity of the EAM potentials they are still relatively fast to compute with, allowing for simulations with the large numbers of atoms required to study GB's. The EAM potentials have been used successfully in a wide range of applications. 17 In this research, an EAM potential is used to represent an fcc metal with a low SFE. EAM potentials naturally tend to underestimate the SFE because of their functional form. 18 It is possible to force EAM potentials to fit the correct SFE of a material, but this may be at the expense of other properties. Except where noted otherwise, the simulations are performed with an EAM potential for nickel. 19 Although the experimental SFE of Ni is high ͑128 mJ m Ϫ2 ), 20 the SFE for the EAM Ni potential ͑14 mJ m Ϫ2 ) is closer to the experimental SFE of silver ͑22 mJ m Ϫ2 ). 20 Thus, the simulations with this potential are interpreted as describing a generic fcc metal with a low SFE. Although only a few pure metals, such as silver, gold, and copper, have low SFE's, it has been found that alloying generally lowers the SFE in most materials. 21 Also, low SFE's are found in many common engineering materials such as austenitic stainless steels. For comparison, a few additional simulations are performed using an EAM potential for aluminum which has a much higher SFE ͑104 mJ m Ϫ2 ).
22
Simulations on ͓110͔ tilt boundaries in aluminum have been performed previously 12 using a pairwise potential. This so-called DRT potential for aluminum 23 contains long-range Friedel oscillations that have significant amplitudes even at large interatomic distances. Due to the Friedel oscillations, the SFE varies with the cutoff radius. For cutoffs greater than 15a 0 , where a 0 is the lattice constant, the SFE converges to about 105 mJ m Ϫ2 . 24 For faster computations a much smaller cutoff of 1.6a 0 was used in Ref. 12 . For this cutoff radius the SFE appears to be much higher, around 200 mJ m Ϫ2 . Despite the differences in their SFE's and functional forms, the EAM and DRT potentials for aluminum produce very similar structures which are discussed in Sec. III B 7.
C. Lattice statics simulations
Relaxed 0 K GB structures are found with lattice statics simulations. Lattice statics is an energy minimization technique that finds the nearest local energy minimum for a given initial configuration. There are, however, no assurances that the equilibrium configuration of atoms corresponding to the global energy minimum has been reached. To improve the changes of finding the structure with the lowest GB energy, i.e., the structure that is in equilibrium at 0 K, a number of different initial configurations are used. The other structures that are found that have higher GB energies are metastable at 0 K. There are different ways to generate initial configurations, including using random MC configurations 25 and the procedure used here, which is based on varying the RBT of the bicrystal. The RBT vector t, can be separated into a two-component in-plane translation p i Ј , and a volume expansion perpendicular to the boundary e. 26 The range of unique in-plane translations is defined by the cell of nonidentical displacements ͑CNID's͒. 27 The CNID is divided into a grid of points so that the in-plane translation is sampled uniformly. The displacement-shift-complete ͑DSC͒ lattice is used as the basis of the grid, since the density of the DSC lattice is related to the size of the CNID for tilt boundaries. 28 A grid spacing of 0.25 DSC vectors or (a 0 /8)͓110͔ in the ĉ direction along the tilt axis is used for each boundary. The grid spacing in the (n ϫĉ) direction varies from 0.5 to 3.0 DSC vectors, depending on the boundary. The origin of the grid in the plane of the boundary is shifted slightly off a coincidence lattice site to break the initial symmetry of the bicrystal. The initial value used for the RBT normal to the boundary plane e is 0 nm or, to speed up the volume relaxation, 0.02 nm. These grid spacings result in a set of 24-108 initial configurations for each boundary, as shown in the third column of Table I . If a large number of structures exist for a boundary, they can only be found by using a large number of initial configurations. The lattice statics simulations employ the conjugate gradient minimization technique 29 and are terminated when the maximum change in the atomic positions from one step to the next is less than 10 Ϫ7 nm.
D. Monte Carlo annealing
Lattice statics simulations generate GB structures that correspond to local energy minima at 0 K. The GB energy, or the relative depth of each minimum, is also determined. These simulations cannot, however, provide any information about the heights of the energy barriers separating the minima. The thermal fluctuations that are present at elevated temperatures may be sufficient to overcome these energy barriers and allow a structure to relax to a lower energy structure. If this is true, then the structure is not physically significant since it will be unstable at elevated temperatures. Thus, with lattice statics alone it is not possible to determine if the structures found are physically significant at elevated temperatures. To test the stability of the 0 K GB structures against thermal fluctuations, they are annealed with Monte Carlo ͑MC͒ simulations. In this context, a stable structure is defined as one in which the atomic positions do not change after MC annealing. If the average coordinates of even a single atom have changed from the initial structure, 30 that structure is said to be unstable.
Monte Carlo simulations statistically sample different atomic configurations at a given temperature. Thermal fluctuations are implicitly included in these different configurations, and as a result it is possible for MC simulations to overcome the energy barrier between different structures. The length of time that a system spends in a particular structure is proportional to exp(ϪE/kT), where E is the internal energy and kT has its usual significance. A system will move between its various structures but only the structures with the lowest energies are found with any appreciable frequency. If the energy barriers between the structures are high enough, relative to the thermal fluctuations (kT), the time it takes to move from one low-energy structure to another approaches infinity. Thus, it is possible for a system to be trapped in a structure that is not the equilibrium structure. Monte Carlo simulations can be used to anneal a structure for a certain length of time at a given temperature to test its stability. A MC anneal of 10 4 steps per atom, with an additional 10 3 steps per atom for the initial equilibration, at a temperature of 800 K is used to test the stability of the structures in this research. It is anticipated that the number of stable structures generally decreases as the annealing time and/or temperature is increased.
III. RESULTS

A. General results
Grain-boundary energies
A total of 21 ͗110͘ symmetric tilt boundaries spanning the entire range of unique tilt angles have been investigated. Using the standard CSL notation, the boundaries and their tilt angles are listed in the first two columns of Table I . The perfect crystal orientations corresponding to the ⌺ϭ1/(001)/0°and ⌺ϭ1/(110)/180°''boundaries'' are included as the end points of this tilt-angle range. The GB energy is plotted in Fig. 2 as a function of the tilt angle for the 0 K equilibrium structure of each boundary. This range of boundaries is unique in that there are two deep cusps in the GB energy for high-angle boundaries. The cusps are for the ⌺ϭ11/(113)/50.48°and ⌺ϭ3/(111)/109.47°coherent twin boundaries. An earlier investigation 31 of the variation of GB energies for a wide range of boundaries found that, in general, the energies of high-angle boundaries are fairly uniform with only shallow energy cusps. In contrast to the majority of the boundaries investigated, the same two deep cusps were found in ͗110͘ symmetric tilt boundaries for several fcc metals. The same cusps have also been found in experimental measurements of GB energies in aluminum. 32 A larger number of GB's would be required to identify conclusively any shallower cusps in Fig. 2 .
Multiplicity of structures and accessibility
A large number of relaxed structures are found for most of the boundaries as shown in the fourth column of Table I . It is important to note that these structures are not symmetry related 26 but are unique structures with different GB energies. The range of GB energies covered by the different structures of a particular boundary can be small, especially when there are only a few structures, but it is often quite large. The range of GB energies for three boundaries are shown along the horizontal axes in Fig. 3 . The highest GB energy for the ⌺ϭ27/(115)/31.59°boundary ͓Fig. 3͑a͔͒ is only 40 mJ m Ϫ2 higher than the lowest energy. Much wider ranges of 140 and 270 mJ m Ϫ2 are found for the ⌺ϭ19/(116)/26.53°͓Fig. 3͑b͔͒ and ⌺ϭ17/(223)/86.63°͓ Fig. 3͑c͔͒ boundaries, respectively. The different structures of these boundaries are far from being energetically degenerate.
The number of structures found is roughly proportional to the area of the CNID for each boundary. As the size of the CNID decreases the variation of the GB energy with changes in the RBT must also decrease. 33 Thus, it is expected that boundaries with smaller CNID's will have fewer structures. This may explain why the multiplicity of structures found for tilt boundaries is usually larger than it is for twist boundaries which typically have much smaller CNID's.
Although it may be possible to find a large number of structures when using a minimization technique such as lattice statics, it is generally expected that the majority of the initial configurations will relax to the equilibrium structure. Thus, it is often assumed that only a small number of initial configurations are required to find the equilibrium structure of a boundary and that using a larger number of initial configurations will only result in more metastable structures being found. To investigate the validity of this assumption, the accessibilities of the 0 K equilibrium structures are examined. We define the accessibility of a final structure as the percentage of the set of initial configurations that relax to that structure. The accessibilities of the structures for the three boundaries in Fig. 3 are plotted along the vertical axes. For some boundaries, such as the ⌺ϭ17/(223)/86.63°GB ͓Fig. 3͑c͔͒, the equilibrium structure is the most accessible. For the majority of the boundaries, however, the accessibility of the equilibrium structure is 15% or less. The accessibility of the 0 K equilibrium structure for each boundary is shown in the penultimate column of Table I . One extreme case is the ⌺ϭ27/(115)/31.59°boundary ͓Fig. 3͑a͔͒, where only one out of the set of 72 initial configurations relaxed to the equilibrium structure. If a smaller set of initial configurations had been used, it is very unlikely that this structure would have been found. It is possible that structures with even lower energies may be found if a larger set of initial configurations are used. If such structures are found, they must have very small accessibilities. It should be noted that the accessibility is strictly defined only for a given set of initial configurations and may change slightly if a different set is used. The accessibility of structures is a very important consideration when using an energy minimization technique such as lattice statics.
Stability of structures at an elevated temperature
The stability of the structures against thermal fluctuations at an elevated temperature is investigated by annealing them with Monte Carlo simulations. With only one exception, the 0 K equilibrium structure for each boundary remained stable during the annealing. The exception is the 0 K equilibrium structure of the ⌺ϭ57/͑227͒/44.00°boundary which relaxed to the metastable structure with the second lowest-energy at 0 K. This is an indication of a possible GB phase change that occurs at elevated temperatures. The stability of the 0 K equilibrium structures found is not a guarantee that other structures with even lower energies do not exist. Many of the 0 K metastable structures that are unstable at higher temperatures, however, relaxed to the 0 K equilibrium structures, so it appears likely that they are in fact the equilibrium structures for these boundaries. In the ⌺ϭ27/(115)/31.59°b oundary ͓Fig. 3͑a͔͒, for example, all three of the 0 K metastable structures relaxed to the equilibrium structure.
In most boundaries, however, some of the 0 K metastable structures remain stable during the annealing. For example, six of the seven structures for the ⌺ϭ17/(223)/86.63°b oundary ͓Fig. 3͑c͔͒ remained stable. The number of structures that remained stable for each boundary is given in the last column of Table I . Over half of the boundaries had three or more stable structures and one, the ⌺ϭ43/(556)/99.37°b
oundary, had as many as 15 stable structures. Even at a temperature of 800 K, the thermal fluctuations were not large enough to overcome many of the energy barriers separating the different GB structures. Thus, GB's in real materials and those simulated with elevated temperature techniques such as MC, can be trapped in metastable structures. With anneals of different times or at different temperatures, the number of structures that are stable against thermal fluctuations will most likely change.
B. Equilibrium structures
Identification of grain boundary structures
To simplify comparison of GB structures, a standard procedure is used so that they may be uniquely characterized. After a computational cell has been relaxed with lattice statics or Monte Carlo simulations, the atoms are partitioned into GB and bulk-crystal regions. The bulk-crystal regions contain all atoms that are part of a contiguous array of tetrahedra. The tetrahedron is the smallest of five random closepacked structural units ͑SU's͒ that were discovered 34 in close-packed liquids. It is also the smallest SU that completely tiles the perfect crystal in a ͗110͘ projection. It is formed by two nearest-neighbor atoms in one (220) plane and an additional nearest neighbor in the (220) planes both above and below the first. The A SU, three of which are shown in Fig. 4͑a͒ for the ⌺ϭ1/(001)/0°perfect crystal orientation, is comprised of two tetrahedral units with two atoms in common on the middle (220) plane. To differentiate the GB region from the bulk-crystal regions, a line is drawn wherever the atoms cannot be grouped into tetrahedral units. A line is also drawn if there is a sharp change in the orientation of the tetrahedral units, such that the tiling pattern is disrupted. The change from the bulk crystal to the GB region is often not very sharp. Following the limit used in Ref. 34 , distortions of up to 15% in a tetrahedral unit's nearestneighbor distances are allowed in the bulk-crystal regions. Atoms in the GB region are further divided into SU's that are consistent with the SU's of other nearby boundaries, if pos- sible. To reduce the number of distinct SU's, distortions exceeding 15% are occasionally permitted in the SU's of the GB region. The flexibility with which SU's can be defined has been explored previously. 35 The 0 K equilibrium structures for each of the 21 boundaries are characterized using this procedure. The boundaries are divided into four tilt-angle ranges based on similarities between their structures. The ⌺ϭ73/(1,1,12)/13.44°and ⌺ϭ43/(556)/99.37°boundaries are discussed in a separate section ͑Sec. III B 6͒ on structures that have relaxations along the ͓110͔ tilt axis. Finally, six additional structures simulated with a high-SFE potential are presented for comparison in Sec. III B 7. potential that has a low stacking-fault energy. The GB region is outlined and separated into structural units as discussed in Sec. III B 1. he 0 K equilibrium structures for seven boundaries with tilt angles between ϭ0°and 50.48°are shown in Figs. 4͑a͒-4͑g͒. The structures are viewed along the ͓110͔ tilt axis and the atoms in two consecutive (220) planes perpendicular to this axis are shown as black or white. There are three primary SU's found in these boundaries: ͑1͒ the A SU from the ⌺ϭ1/(001)/0°perfect crystal orientation ͓Fig. 4͑a͔͒; ͑2͒ the C SU from the ⌺ϭ11/(113)/50.48°boundary ͓Fig. 4͑g͔͒; and ͑3͒ the D SU from ⌺ϭ3/(111)/109.47°b oundary ͓Fig. 4͑m͔͒. As is discussed in more detail in the next section, the D SU is closely related to a Shockley partial dislocation and is frequently found terminating a ribbon of intrinsic stacking fault. This is seen in the ⌺ϭ33/(118)/20.05°͓Fig. 4͑b͔͒ and ⌺ϭ19/(116)/26.53°͓ Fig. 4͑c͔͒ boundaries where two stacking faults extend from each C SU. The presence of stacking faults indicates that the GB dislocation cores are not localized in these boundaries. In the ⌺ϭ9/(114)/38.94°͓Fig. 4͑e͔͒ and ⌺ϭ57/(227)/44.00°͓ Fig. 4͑f͔͒ boundaries there are also two D SU's associated with C SU's but since they are next to each other and closer to the C SU, separate stacking faults are not observed. In the ⌺ϭ57/(227)/44.00°boundary there are three plain C SU's and a fourth with D SU's that is shifted to one side by GB steps consisting of distorted A SU's.
The ⌺ϭ27/(115)/31.59°boundary ͓Fig. 4͑d͔͒ is unique in that it does not contain any D SU's or stacking faults, and the B SU that is found in this boundary is not found in any other boundary. The B SU is labeled as a primary SU to simplify comparison with boundary structures that are found in higher-SFE metals that are discussed in Sec. III B 7. This is a so-called centered boundary 12 because its CSL is basecentered orthorhombic and the base-centered plane is parallel to the boundary plane. Centered boundaries have two CSL sites in each boundary period with one site displaced by (a 0 /4)͓110͔ along the tilt axis with respect to the other. The structure of this boundary should have two half-periods that are identical, except for the (a 0 /4)͓110͔ displacement, in each boundary period. The period of the structure in Fig.  4͑d͒ , however, is equal to the full boundary period. The sym-
metry of the centered CSL is destroyed at the boundary by local atomic relaxations. The stacking faults originate from boundary planes formed by C and, in some cases, AЈ SU's. The C SU's are spaced as widely as possible by the stacking faults and their associated D SU's. As the tilt angle increases, the ratio of D SU's to C SU's increases. When the ratio is greater than one, AЈ SU's are also found. Each AЈ SU shifts a D SU and stacking fault down by one ͕111͖ plane. The AЈ SU's keep the D SU's and stacking faults as widely spaced as possible. As a result of the stacking faults emanating from the boundary planes, the boundaries in this range do not have the narrow structures that are typically observed in high-angle boundaries. A more detailed analysis of these structures is given in Sec. IV A. he 0 K equilibrium structures for six boundaries with tilt angles between ϭ141.06°and 180°are shown in Figs. 4͑p͒-4͑u͒. There are four primary structural SU's found in these boundaries: ͑1͒ the A SU from the ⌺ϭ1/(001)/0°perfect crystal orientation ͓Fig. 4͑a͔͒; ͑2͒ the AЈ SU from the ⌺ϭ1/(110)/180°perfect crystal orientation ͓Fig. 4͑u͔͒; ͑3͒ the E SU from the ⌺Ϫ9/(221)/141.06°boundary ͓Fig. 4͑p͔͒; and the EЈ SU that is found only in the ⌺ϭ73/(661)/166.56°boundary ͓Fig. 4͑t͔͒. In the ⌺ϭ27/(552)/148.41°boundary ͓Fig. 4͑c͔͒ there are groups of two right-handed E SU's and two lefthanded E SU's separated by A SU's. The second E SU in each group is highly distorted. The A SU's are also tilted ͑one to the left and one to the right͒. The ⌺ϭ19/(331)/153.47°͓Fig. 4͑t͔͒ and ⌺ϭ33/(441)/159.95°͓ Fig. 4͑s͔͒ boundary structures are similar with just a different ratio of E to A SU's. These structures are perhaps best viewed in terms of microfaceting along two asymmetric boundary plane orientations. One facet has the plane orientation ͑110͒ 1 ʈ(111) 2 , while the other has (111) 1 ʈ(110) 2 ; the subscripts indicate the facet plane in grain 1 and grain 2. Microfaceting to asymmetric orientations, where one or both interfaces are on a low-index plane, has also been observed experimentally. 11 The ⌺ϭ73/(661)/166.56°boundary does not fit the same pattern as the other boundaries in this range. The E SU's are no longer at an angle to one side or the other, but are rotated by Ͼ90°so that they point straight up and down. In this new orientation they are labeled EЈ SU's. Also, the A SU's have been replaced by the AЈ SU's from the ⌺ϭ1/(110)/180°perfect crystal orientation.
Structures with relaxations along the tilt axis
The 0 K equilibrium structures of the ⌺ϭ73/(1,1,12)/13.44°and ⌺ϭ43/(556)/99.37°boundaries are unusual in that there are significant relaxations along the direction of the tilt axis that disrupt the continuity of the (220) planes perpendicular to this direction. To visualize these structures, projections along two orthogonal directions in the plane of the boundary are shown. The projections in Figs. 5͑a͒ and 5͑c͒ are along the tilt axis ĉ, while the projections in Figs. 5͑b͒ and 5͑d͒ are along the (n ϫĉ) direction ͑see Fig. 1͒ . The (220) planes are viewed edge-on in the (n ϫĉ) projection and the ĉ axis points towards the top of the page. It has been argued 37 on symmetry grounds that only relaxations along the tilt axis that result in continuous planes across the boundary should produce stable structures. For the ͓110͔ tilt boundaries this implies that the only RBT vectors permitted must have a component along the tilt axis with a magnitude of
As shown in Figs. 5͑b͒ and 5͑d͒ , the translation along the tilt axis for the ⌺ϭ73/(1,1,12)/13.44°and ⌺ϭ43/(556)/ 99.37°boundaries has a magnitude of 0.37(a 0 ͱ2/4) and 0.44(a 0 ͱ2/4), respectively. Thus, it appears that it is possible to have stable structures with relaxations along the tilt axis that disrupt the continuity of the (220) planes across the boundary. Even though only two out of the 21 boundaries investigated have 0 K equilibrium structures of this type, they are also found in 0 K metastable structures of several boundaries. Many of these metastable structures remained stable during the MC annealing which indicates that they are not simply artifacts of the lattice statics simulations.
In Figs. 5͑a͒ and 5͑c͒, SU's are drawn and labeled as they would be if there were no relaxations along the tilt axis. These structures are consistent with the structures of nearby boundaries; compare Figs. 5͑a͒ to 4͑b͒, and Figs. 5͑c͒ to 4͑l͒. Occasionally a structure that has relaxations along the tilt axis is found to have the same ĉ projection as another structure for the same boundary in which the (220) planes are continuous. In such situations the arrangement of the GB dislocations in the boundary is identical and only the dislocation core structures are different. In several of these cases, the structure with the relaxations along the tilt axis has the lower GB energy. This is another indication that these are real GB structures and not artifacts of the lattice statics simulations.
The (n ϫĉ) projections show that the relaxations along the tilt axis are different for each structure of this type. There are, however, some groups of structures that appear to have similar relaxations along the tilt axis. The structures in Fig. 5 are typical of two such groups. Segments of the (220) planes at the boundary in Fig. 5͑b͒ appear to be rotated approximately 45°clockwise about the (n ϫĉ) axis. When viewed at a glancing angle from one side, the (220) planes in Fig. 5͑d͒ appear to split in two as they enter the boundary region. They combine with planes that have split from the opposite side to exit the boundary region as (220) planes again. Further analysis of these complicated three-dimensional structures is needed.
No experimental observations of structures of this type have been reported. This is not surprising in view of the nature of high-resolution electron microscopy ͑HREM͒ experiments. In standard HREM experiments, only a twodimensional projection of the GB structure along the tilt axis is observed. Three-dimensional information can only be inferred from comparisons with simulated GB structures. Stereo-HREM, where the GB structure is imaged along two or more different axes in the boundary plane, is necessary to observe these structures experimentally. Other than viewing along the tilt axis, it is very difficult to find a specimen orientation where the GB is edge-on and both crystals are being viewed along a low-index direction. Currently available instruments do not have the point-to-point resolutions required to image the closely spaced atomic columns in higher-index planes. 38 
High stacking-fault energy structures
For comparison with the GB structures that are found with the low-SFE potential, the boundaries in the first-tiltangle range are simulated again using an EAM potential for aluminum 22 with a high SFE. The 0 K equilibrium structures of the six boundaries in this range are shown in Figs. 6͑a͒-6͑f͒ . There are three primary SU's found in these boundaries: ͑1͒ the A SU from the ⌺ϭ1/(001)/0°perfect crystal orientation ͓Fig. 4͑a͔͒; ͑2͒ the B SU from the ⌺ϭ27/(115)/31.59°boundary ͓Fig. 6͑c͔͒; and ͑3͒ the C SU in the ⌺ϭ11/(113)/50.48°boundary ͓Fig. 6͑f͔͒. These SU's are identical to the SU's labeled with the same letters in Fig.  4 .
The ⌺ϭ33/(118)/20.05°͓Fig. 6͑a͔͒ and ⌺ϭ19/(116)/26.53°͓Fig. 6͑b͔͒ boundaries are composed of A and B SU's. The ⌺ϭ9/(114)/38.94°͓Fig. 6͑d͔͒ and ⌺ϭ57/(227)/44.00°͓Fig. 6͑e͔͒ boundaries are composed of B and C SU's. The GB dislocation cores are localized in these boundaries and no stacking faults are present.
IV. DISCUSSION
A. Grain-boundary dissociation by the emission of stacking faults
Energetics and observations of grain-boundary dissociation
The forms of GB dissociation that have been recognized previously 39 have one thing in common; the grain between the newly formed boundaries is free of residual defects from the dissociation process. The GB's in range 2 of Fig. 4 that have tilt angles between 50.48°and 109.47°are examples of a newly identified type of GB dissociation. 40 These boundaries have dissociated by emitting stacking faults that terminate in a wall of partial dislocations forming a second boundary plane. The new grain that is formed contains many stacking faults as a result of the dissociation process. Since there is an excess energy associated with the stacking faults in the new grain, this form of GB dissociation is only energetically favorable if the following inequality is true:
The interfacial free energy associated with the original boundary between grains 1 and 2 is ␥ 1/2 . The interfacial free energies of the two new boundaries between grains 1 and 3 and 3 and 2 are given by ␥ 1/3 and ␥ 3/2 , if they are isolated from each other. The excess free energy per unit volume of the new grain due to the stacking faults, with respect to a defect-free crystal, is F XS . The energy associated with the interaction between the stress fields of the two new boundaries, separated by a distance L, is given by the function (L). To first order, (L) can be assumed to be positive and to decay exponentially with L. 10 Since F XS is positive, because of the SFE, the width of the dissociation L must be finite. With this finite dissociation, wide or so-called threedimensional GB structures are formed. The term threedimensional has been used to distinguish these structures from the more typical narrow or two-dimensional high-angle FIG. 6 . Equilibrium structures of six ͗110͘ symmetric tilt boundaries simulated with an EAM potential that has a high stacking-fault energy. The GB region is outlined and separated into structural units as discussed in Sec. III B 1.
GB structures. These wide structures generally do not have relaxations along the tilt axis and should not be confused with the structures discussed in Sec. III B 6. The ⌺ϭ43/(556)/99.37°GB structure in Figs. 5͑c͒ and 5͑d͒, however, falls into both categories.
Many examples of these wide GB structures have recently been observed. Table II summarizes a number of simulations and experiments that have been performed on ͗110͘ tilt grain boundaries with tilt angles between 50.48°and 109.47°in five fcc metals. The SFE for the metal used in each experiment and for the potential employed in each simulation is given in the first column. The last column indicates if dissociated GB structures were found. For SFE's below about 80 mJ m Ϫ2 , GB dissociation was observed in all cases regardless of the metal or potential utilized. This is an indication that this mode of GB relaxation may be fairly common in low-SFE fcc metals. Although there have been many observations of these dissociated GB structures, there has not been a completely adequate model to explain this mode of GB dissociation. In the earliest observations, the presence of stacking faults in these structures was not recognized. In a paper on Cu boundaries, 41 the structures were described in terms of plane coalescence. Rigid-body translations were used to describe a boundary of this type observed in Au. 42 Another study of GB's in Au was the first to describe the boundaries as having emitted stacking faults. 43 In a detailed study of the ⌺ϭ3/(112)/70.53°boundary in Ag ͑Ref. 44͒ and Cu, 45 the presence of stacking faults was recognized but the structures were described as containing a new GB phase-the 9R phase. This fcc polytype has a stacking fault on every third ͕111͖ plane, such that a total of nine ͕111͖ planes are required before the stacking sequence repeats. This is the structure found in the new grain in Fig. 4͑i͒ between the two boundary planes. The polytype description can in principle be generalized to other boundaries but, since the spacing of the stacking faults is a function of the tilt angle, a different polytype is required to describe each boundary. For this reason, the polytype description is not useful as a general model of this form of GB dissociation. A new model has been presented, 40 and is discussed in more detail below, that is based on the language of GB dislocation theory.
Dissociated secondary grain-boundary dislocation model
The dissociated GB structures shown in Figs. 4͑h͒-4͑l͒ can be understood by first treating the boundaries as being vicinal to either the ⌺ϭ11/(113)/50.48°͓Fig. 4͑g͔͒ or ⌺ϭ3/(111)/109.47°͓Fig. 4͑m͔͒ boundaries. As Fig. 2 demonstrates, these two coherent twin boundaries have much lower GB energies than their neighboring boundaries and are thus singular boundaries. Vicinal boundaries are GB's that are in the vicinity of such singular boundaries. 46 Any misorientation deviation between vicinal and singular GB's is accommodated by an array of secondary grain-boundary dislocations ͑SGBD's͒ in the structure of the singular boundary. A deviation in the boundary plane orientation is accommodated by steps or microfacets in the plane of the singular boundary. In this way, vicinal GB's can maintain the lowenergy structure of the singular GB except for steps or microfacets and SGBD's. This is the model of vicinal highangle boundaries from GB dislocation theory. This theory is also the basis of the structural unit model ͑SUM͒ of GB structures that is discussed in Sec. IV B.
The structures in Figs. 4͑h͒-4͑l͒ are unique because the microfacets are SU's from a second singular boundary and the distortion of the SU's is reduced by dissociation of the SGBD's. Partial dislocations are emitted from the boundary forming planar defects in the perfect crystal. The partial dislocations are Shockley partials, so that relatively low-energy intrinsic stacking faults are formed. The Shockley partials are stacked in an array to one side of the original boundary creating a second boundary. Two examples are given in the following sections to illustrate this GB dissociation mechanism in more detail. 
Example 1: vicinal ⌺‫°84.05/)311(/11؍‬boundary
The ⌺ϭ33/(225)/58.99°boundary ͓Fig. 4͑h͔͒ is vicinal to the ⌺ϭ11/(113)/50.48°͓Fig. 4͑g͔͒ singular boundary. The 8.51°change in the tilt angle ⌬ between the two boundaries is accommodated by SGBD's. The modified Read-Shockley-Frank formula 47 for symmetric tilt GB's is
where d is the repeat period of the boundary and b SGBD is the total Burgers vector of the SGBD's required to produce the change ⌬. For this example, the total Burgers vector required is b SGBD ϭ(2a 0 /11)͓113͔ or two DSC vectors of the ⌺ϭ11/(113)/50.48°boundary. The ͑225͒ average boundary plane is found by introducing microfacets of a second singular boundary, ⌺ϭ3/(111)/109.47°, into the ͑113͒ plane. This faceting must be consistent with the repeat period of the ⌺ϭ33/(225)/58.99°boundary, while maintaining the lowenergy structures of the two boundaries. The required facets can be calculated from the period vector along (n ϫĉ), since it gives both the repeat period of the boundary and the boundary plane orientation. For the ⌺ϭ33/(225)/58.99°b oundary the period vector is (a 0 /2)͓554͔, while it is (a 0 /2)͓332͔ for the ⌺ϭ11/(113)/50.48°boundary, and (a 0 /2)͓112͔ for the ⌺ϭ3/(111)/109.47°boundary. Since the last two boundaries are centered, there are two SU's in each period. Thus, the period vectors of the SU's, which are (a 0 /4)͓332͔ and (a 0 /4)͓112͔, are the minimum length microfacts that maintain the low-energy structure of these boundaries. One period of the ⌺ϭ33/(225)/58.99°GB can be separated into one and a half periods of the ⌺ϭ11/(113)/50.48°GB and a microfacet of half a period of the ⌺ϭ3/(111)/109.47°GB:
͓112͔. ͑6͒ Figure 7͑a͒ shows this relationship graphically on the ⌺ϭ11/(113)/50.48°boundary. The grid is the DSC lattice for this boundary. Unless the period vector for the microfacet is equal to a CSL vector, the RBT vector and thus the structure of the original boundary is not the same on both sides of the microfacet. The SU in Fig. 7͑a͒ above the microfacet is different from the C SU's below the microfacet. The change in the RBT vector introduced by the microfacet can be exactly compensated by inserting two (a 0 /11)͓113͔ DSC vectors at the microfacet. This is also the SGBD content required to change from the ⌺ϭ11 misorientation to the ⌺ϭ33 misorientation as calculated above. Figure 7͑b͒ shows how the addition of the SGBD's cancels the change in the RBT vector, so that the structure is the same both above and below the microfacet. For simplicity, the change in the misorientation caused by the SGBD's is not shown.
If the cores of the SGBD's at the microfacets are highly localized, the C SU's above the SGBD's are compressed while those below are expanded normal to the boundary plane. The structure shown in Fig. 7͑b͒ has been relaxed by hand so that the SGBD cores are highly localized. Distortion icinal boundary: ͑a͒ addition of steps or microfacets, ͑b͒ addition of SGBD's, and ͑c͒ dissociation of the SGBD's forming stacking faults and a second boundary plane. The structure in ͑a͒ is unrelaxed while the structures in ͑b͒ and ͑c͒ are relaxed by hand. The grid is the DSC lattice of the ⌺ϭ11/(113)/50.48°singular boundary.
of the C SU's is energetically unfavorable. The distortion can be reduced if the SGBD cores dissociate and emit a partial dislocation, leaving the remaining partial at the original boundary plane. The emitted partial dislocation is repelled from the boundary and moves through the perfect crystal to one side creating a planar defect in its wake. A relatively low-energy intrinsic stacking fault is formed if the burgers vector of the partial is (a 0 /6)͓112͔. The effect of this dissociation is shown in Fig. 7͑c͒ which was also relaxed by hand. The structure in Fig. 7͑c͒ is identical to the simulated structure in Fig. 4͑h͒ except for the width of the dissociation.
The row of emitted partial dislocations creates a second boundary to the right-hand side of the original. The bending of the ͕111͖ planes as they cross each boundary can be estimated from Eq. ͑5͒ using the Burgers vectors of the two partials. Since the boundaries are no longer symmetric this equation is not strictly valid, but it provides a good approximation. This bending increases the angle of the ͕111͖ planes closer to the ideal 20°at the C SU's and Ϫ39°at the D SU's, further reducing the distortions of these low-energy SU's. The bending, however, also decreases the ͕111͖ interplanar spacing in the region between the two boundaries. If the boundary planes are inclined by a few degrees from the original symmetric orientation, the ͕111͖ planes return to their normal interplanar spacing. This asymmetric orientation has been observed in Cu with both simulations and experiments. 48 An additional set of SGBD's is required to produce asymmetric tilt GB's. For boundary plane inclinations close to the symmetric orientation, these additional SGBD's do not affect the GB dissociation. These structures were observed in Cu for GB's with inclinations of up to 20°. 48 In our simulations, the orientation of the boundary plane was fixed by the border conditions so no asymmetric orientations were permitted.
Example 2: vicinal ⌺‫°74.901/)111(/3؍‬boundary
A second example is the ⌺ϭ17/(334)/93.37°GB shown in Fig. 4͑l͒ which is vicinal to the ⌺ϭ3/(111)/109.47°͓ Fig. 4͑m͔͒ singular boundary. For a ⌬ of Ϫ16.1°, the total Burgers vector of the SGBD's required is b SGBD ϭϪ(2a 0 /3)͓111͔. The ͑334͒ average boundary plane is found by introducing ͑113͒ microfacets in the ͑111͒ plane. The period vector of the ⌺ϭ17/(334)/93.37°GB a 0 ͓223͔, is separated into two and one-half periods of the ⌺ϭ3/(111)/109.47°GB and a microfacet of half a period of the ⌺ϭ11/(113)/50.48°GB. The reaction is given by
To minimize the distortions of the D SU's, the SGBD's dissociate and two partial dislocations are emitted from the boundary for each C SU. The (a 0 /4)͓332͔ facets may also be divided into two smaller facets given by the reaction
This occurs by the introduction of AЈ SU's that separate the two emitted partial dislocations, along with their stacking faults, as far from each other as possible along the boundary plane.
Either the vicinal ⌺ϭ11/(113)/50.48°or vicinal ⌺ϭ3/(111)109.47°description can be used for any ͓110͔ tilt boundary between these two singular boundaries. It is likely that this mode of GB dissociation occurs in other boundaries as well. Recently, 49 a wide GB structure was reported for a ⌺ϭ3 asymmetric ͗211͘ tilt boundary in copper. This structure is more complicated than the ͗110͘ tilt boundary structures discussed above and a detailed analysis is needed, but it appears that it was produced by the same type of GB dissociation. In this boundary the emitted partial dislocations are not Shockley partials, and the defects in the newly formed grain are not intrinsic stacking faults. Instead, partial dislocations create planar defects that rearrange the atoms in the new grain such that regions of the bcc structure are formed. Since the energy of the bcc structure is not much higher than the energy of the fcc structure in Cu, it is possible to satisfy the inequality in Eq. ͑4͒. Further study is required to determine the singular boundary to which this boundary is vicinal.
B. Structural unit model description of grain-boundary structures
The structural unit model 12, 50 is widely used [51] [52] [53] to analyze and predict the atomistic structures of GB's. This model describes the structures of boundaries in a given misorientation range, such as the ͗110͘ symmetric tilt boundaries. Although it has never been proven, it is widely believed that the SUM description applies to GB's in all materials. There are several known geometric limitations that restrict the types of boundaries to which the SUM may be applied. These geometric restrictions, which do not include the ͗110͘ symmetric tilt boundaries, are discussed in more detail elsewhere. 12, 54 Many of the GB structures originally used in the development of the SUM were simulated with the DRT pair potential for aluminum 23 which has a high SFE. The results from our simulations are used to investigate the applicability of the SUM to low-SFE GB structures.
Structural unit model background
The SUM is used to relate the structures of GB's in a specified misorientation range, i.e., boundaries that have the same rotation axis and average plane orientation. Grain boundaries that have a structure characterized by a repeating sequence of only one type of SU are called favored boundaries. The structures of the GB's between two favored boundaries are predicted to be composed of a combination of the two SU's from the favored boundaries. The ratio and arrangement of the SU's in the nonfavored boundaries are also predicted by the SUM. The ratio of the two different SU's is determined from the period vectors of the SU's and the nonfavored boundary. The SU's are predicted to be arranged in a line on the boundary plane in such a way that the minority SU's are always as far apart as possible. Given the structures of the favored boundaries that delimit a misorientation range, the structure of any nonfavored boundary in this range is predicted by the SUM.
A set of GB structures that follow the predictions of the SUM is shown in Fig. 6 . There are three favored boundaries: ͑1͒ the ⌺ϭ1/(001)/0°perfect crystal orientation ͓Fig. 4͑a͔͒ with the A SU; ͑2͒ the ⌺ϭ27/(115)/31.59°boundary ͓Fig. 6͑c͔͒ with the B SU; and ͑3͒ the ⌺ϭ11/(113)/50.48°bound-ary ͓Fig. 6͑f͔͒ with the C SU. These three boundaries delimit two misorientation ranges: 0°-31.59°and 31.59°-50.48°. The structures of the ⌺ϭ33/(118)/20.05°͓Fig. 6͑a͔͒ and ⌺ϭ19/(116)/26.53°͓Fig. 6͑b͔͒ nonfavored boundaries in the first misorientation range are composed of the ratio and arrangement of A and B SU's predicted by the SUM. The structures of the ⌺ϭ9/(114)/38.94°͓Fig. 6͑d͔͒ and ⌺ϭ57/(227)/44.00°͓Fig. 6͑e͔͒ nonfavored boundaries in the second misorientation range are composed of the predicted ratio and arrangement of B and C SU's. Several of these same boundaries have been simulated previously with the DRT pair potential for aluminum and were used in the original development of the SUM. 12 The structures shown in Fig.  6 are very similar to the structures found in the earlier simulations even though two different potentials are involved. The only significant difference between the two sets of structures is in the location of the middle atom in the B SU. 55 In the earlier simulations this atom is not centered on the boundary plane, but is located close to a perfect crystal lattice site on one side of the boundary, making the B SU asymmetric.
The SUM is closely related to the dislocation model of GB's. 35, 56, 57 In the dislocation model, low-angle boundaries are created by networks of primary GB dislocations ͑GBD's͒. Large-angle boundaries with misorientations close to singular boundaries are described as having a network of SGBD's superimposed on the structure of the singular boundary. The singular boundaries can be equated with the favored boundaries in the SUM. Neither model can predict a priori which boundaries will be favored. In the SUM the nonfavored boundaries are composed of two different SU's. For low-angle boundaries, the majority SU's are the perfect crystal structure and the minority SU's are primary GBD's. In high-angle boundaries the majority SU's contain the dislocation core structure of the nearest favored boundary and the minority SU's are SGBD's of that boundary. The difference between these two models is that the SUM gives the atomic arrangements corresponding to the cores of the GBD's and SGBD's, while the dislocation model makes no predictions about the core structures. Even though the total dislocation content of a GB can always be determined from a geometric dislocation model, the atomistic structure of the dislocation cores cannot always be predicted from the SUM, as is shown in the next section.
Application to equilibrium structures
In contrast to the structures in Fig. 6 , the same six boundaries simulated with the low-SFE potential in Figs. 4͑b͒-4͑g͒, do not fit the predictions of the SUM. The ⌺ϭ1/(001)/0°͓Fig. 4͑a͔͒ and ⌺ϭ11/(113)/50.48°͓Fig. 4͑g͔͒ boundaries are favored and the A and C SU's are found in the boundaries throughout this range, but their ratios and arrangement do not follow the predictions of the SUM. Also, there are other structural elements such as the B and D SU's and stacking faults emanating from the C SU's that are required to fully characterize these boundary structures. Similar deviations from the predictions of the SUM are apparent in the other ͗110͘ tilt boundaries in Fig. 4 . The ⌺ϭ11/(113)/50.48°͓Fig. 4͑g͔͒ and ⌺ϭ3/(111)109.47°͓ Fig. 4͑m͔͒ boundaries are favored and delimit another misorientation range. The C and D SU's from the favored boundaries are found in the nonfavored boundaries in this range but there are also AЈ SU's and stacking faults. If the ⌺ϭ9/(221)/141.06°͓Fig. 4͑p͔͒ boundary is considered to be favored, even though the E SU has two different orientations, then along with the ⌺ϭ3/(111)/109.47°boundary a third misorientation range is formed. Other authors have defined favored boundaries using different but closely related SU's to improve the agreement of the SUM with experimentally observed GB structures in SrTiO 3 , 58 although this is not permitted in the original SUM. If one allows for the two E SU orientations, the nonfavored boundaries in this range do follow the predictions of the SUM. The ⌺ϭ9/(221)/141.06°and ⌺ϭ1/(110)/180°͓Fig. 4͑u͔͒ boundaries delimit a fourth misorientation range. The E SU's are found in some of the nonfavored boundaries but only with A SU's that do not belong to this range. Similarly, AЈ SU's are found in the ⌺ϭ73/(661)/166.56°nonfavored boundary ͓Fig. 4͑t͔͒ but only with EЈ SU's. Finally, the GB structures in Sec. III B 6 that have relaxations along the tilt axis cannot be explained with the SUM.
Although the 0 K equilibrium structures cannot be explained using the SUM, there are selected 0 K metastable structures that do fit the SUM predictions. A set of metastable structures were found for the GB's in range 1 that are identical to the structures in Fig. 6 . Most of these structures had very high GB energies and four of the six were not stable at 800 K. For example, in the ⌺ϭ33/(118)/20.05°GB, the metastable structure that fits the SUM has a GB energy that is 152 mJ m Ϫ2 or 17% higher than the equilibrium structure. Thus, the GB structures predicted by the SUM may exist, but they are not necessarily the equilibrium structures or even stable at elevated temperatures.
Multiplicity of structures in the structural unit model
As discussed in Sec. III A 2, large number of different structures are found for many boundaries. The SUM has been expanded to include two conditions under which such a multiplicity of structures can be produced. 52 The first condition applies when one or both of the favored boundaries for a misorientation range have more than one structure. The different favored boundary structures produce more than the normal two SU's for a misorientation range. The nonfavored boundaries can have multiple structures comprised of combinations of the different SU's. Only one structure was found for both the ⌺ϭ1/(001)/0°and ⌺ϭ11/(113)/50.48°favored boundaries in our simulations and thus, the first condition for a multiplicity of structures is not satisfied. The second condition concerns the RBT vectors of the favored boundaries. If the RBT vectors are different, then their SU's could be incompatible. Two additional SU's that are compatible with the ones from the favored boundaries, but may not themselves be found in any favored boundaries, can appear in the misorientation range. The four SU's create two independent series of boundary structures. The structures of the ⌺ϭ1/(001)/0°and ⌺ϭ11/(113)/50.48°favored boundaries in range 1 have identical in-plane RBT vectors.
Thus, neither of the two conditions in the SUM provide an explanation for the multiplicity of structures found in range 1. The results are similar for the other tilt-angle ranges.
Possible reasons for problems with the structural unit model description
The SUM has been successful in explaining the structures found in at least some ͗110͘ symmetric tilt boundaries. Despite this, we have shown that it does not apply to the GB structures in Fig. 4 for some of the same boundaries. There are three possible reasons for this inconsistency: ͑1͒ differences in the computational procedure, ͑2͒ differences in the type of potential used, and ͑3͒ differences in the properties of the elements being simulated.
Most of the applications of the SUM have been to simulated GB structures, due to the difficulty of observing experimentally the structures of a range of boundaries. The vast majority of these simulations have used some form of energy minimization technique. The effect of different minimization routines is expected to be negligible compared to the effect of different sets of initial configurations. As shown in Sec. III A 2, it is very important when using an energy minimization technique to start with a large number of initial configurations since the accessibility of the 0 K equilibrium structures is often not very large. Earlier simulations generally used a relatively small number of initial configurations, presumably due to the limited computational power available at the time. In our simulations, the 0 K metastable structures that did fit the SUM often had fairly large accessibilities. For example, in the ⌺ϭ27/(115)/31.59°GB, the metastable structure that fits the SUM has an accessibility of 45%, versus just 1% for the equilibrium structure ͓see Fig. 3͑a͔͒ . Thus, using a small number of initial configurations may result in finding only the structures that fit the SUM, even though they are not the equilibrium structures. Other procedural differences, including using constant pressure conditions instead of constant volume and differences in the sizes of the computational cells, are not expected to be significant. 59 All of the early simulations on GB structure were performed with pairwise potentials. These potentials tend to underestimate the importance of coordination effects in metals. As a result, GB structures simulated with pair potentials have large variations in the local density. This is typified by rigid GB structures, where there is little atomic relaxation from the perfect crystal lattice positions and voids are formed in the boundaries. In EAM potentials, on the other hand, the dominant term is the embedding energy which is a function of the electron density. Structures simulated with EAM potentials tend to have more extensive atomic relaxations and smaller voids in the boundaries. An example of this difference is found in the B SU of the ⌺ϭ27/(115)/31.59°bound-ary ͓Fig. 6͑c͔͒ in aluminum. When simulated with an EAM potential the middle atom is located at the center of this SU which minimizes local density fluctuations. In the same SU simulated with the DRT pair potential this atom is located on one side, nearly at a perfect crystal lattice position, breaking the mirror symmetry of the GB structure. 12 While making the local density on one side nearly ideal, this creates a large void in the GB. Simulations using pair potentials, with their more rigid boundary structures, tend to have a better agreement with the SUM. There are, however, a few examples of structures that fit the SUM that have been simulated with EAM-type potentials. 53 Probably the most important difference is in the properties of the elements that are being simulated. Both the earlier simulations and the structures in Fig. 6 are for aluminum, whereas the structures in Fig. 4 are for a low-SFE fcc metal. The low SFE favors a greater delocalization of the GBD's resulting in the wider structures that are found. Other material properties such as the elastic constants may also play an important role in determining the structures of some boundaries. Some of the effects of delocalization of the GBD's on the SUM have been pointed out previously. 35, 60 If the delocalization is not too severe it simply results in distortions of the SU's. To reduce the distortions, nonfavored boundaries, which are called multiple unit reference structures ͑MURS͒, 56 can be used as additional delimiting boundaries to make the misorientation ranges smaller. The predictive value of the SUM is reduced by the use of MURS because a larger number of delimiting boundaries are required for the same misorientation range, but the distortion of the SU's is reduced. The structures in Fig. 4 demonstrate that in some materials, delocalization can become large enough that different modes of GB relaxation produce structures with lower GB energies than are possible with a SUM-type structure. These relaxation modes can include faceting, introduction of GB steps, changes in the RBT vector and GB dissociation. The SUM cannot predict for what boundaries these different modes of GB relaxation will occur or describe the structures when they do.
Despite the problems illustrated above, the SUM has been found to be useful for describing GB structures in many materials. Even when the detailed predictions of the SUM do not hold, such as for the structures in Fig. 4 , there are still SU's in the boundaries. Some of these characteristic lowenergy arrangements of atoms are found in many different boundaries, often beyond the range allowed in the SUM. There may not even be a favored boundary for some frequently occurring SU's. The GB structures formed by these SU's are more like the structures in the original polyhedral unit model 61 than the SUM.
V. CONCLUSIONS
Twenty-one ͗110͘ symmetric tilt GB's are investigated with atomistic simulations using an embedded-atom method ͑EAM͒ potential for a low stacking-fault energy ͑SFE͒ fcc metal. The computational procedure involves the use of a large number of initial configurations with different rigidbody translation vectors. This procedure allows for both the 0 K equilibrium and metastable structures to be found with lattice statics simulations. The stability of these structures at an elevated temperature is also investigated by MC annealing. The following conclusions are reached from these simulations. ͑1͒ The 0 K equilibrium structures are often difficult to find with an energy minimization technique. The accessibility of the equilibrium structures, which is the percentage of the initial configurations that relax to those structure, is less than 15% for over half of the boundaries investigated. Many of these equilibrium structures would not have been found if a smaller number of initial configurations had been used.
͑2͒ Most tilt boundaries have a large multiplicity of structures. Seventeen of the 21 boundaries have four or more structures at 0 K. The number of structures appears to be related to the size of the cell of non-identical displacements for each boundary.
͑3͒ Many 0 K metastable structures remain stable at elevated temperatures. At a temperature of 800 K, over half of the boundaries investigated have three or more stable structures. The energy barriers separating different GB structures are often too high to be overcome by thermal fluctuations. Thus, in elevated temperature simulations, as well as in real materials, a multiplicity of structures may exist that cannot be ignored.
͑4͒ Grain-boundary structures in low-SFE materials may be quite wide due to delocalization or dissociation of the primary or secondary GB dislocations. These structures tend to have stronger local atomic relaxations than are found in GB's in higher-SFE materials. The atomic relaxations also tend to make the local density more uniform, such that voids are not found in the boundaries.
͑5͒ Some 0 K equilibrium structures are found that have local atomic relaxations along the tilt axis that disrupt the continuity of the planes perpendicular to this direction. Although it had been previously argued that such structures should not be stable, many did remain stable during MC annealing at 800 K.
The 0 K equilibrium structures are used in discussions of two main topics: GB dissociation by the emission of stacking-faults and the usefulness of the structural unit model ͑SUM͒ in describing GB structures in low-SFE fcc metals. Several conclusions are reached from these discussions.
͑1͒ The simulated GB's with tilt angles between 50.48°a nd 109.47°have dissociated by emitting stacking faults. Similar GB structures have been observed experimentally in several boundaries in three low-SFE fcc metals.
͑2͒ This form of GB dissociation may occur in GB's that are vicinal to singular boundaries. The secondary GB dislocations in the vicinal boundary dissociate by emitting Shockley partial dislocations. The partial dislocations move to one side of the original boundary plane, thereby creating stacking faults and a second boundary plane.
͑3͒ This type of GB dissociation is unlike previously recognized types, since the newly formed grain is not free of residual defects from the dissociation process. The two boundaries are not free to move apart indefinitely because of the excess free energy per unit volume associated with these defects.
͑4͒ The SUM is not found to be useful for describing the GB structures found in low-SFE fcc metals. The extensive local atomic relaxations and delocalized or dissociated GB dislocations result in 0 K equilibrium structures that are produced by modes of GB relaxation that are incompatible with the SUM description.
͑5͒ The GB structures that are predicted from the SUM are found in some of the boundaries, but these structures typically have high GB energies. The other 0 K metastable structures that are found, cannot be predicted using the conditions in the SUM for a multiplicity of structures.
͑6͒ The SUM has been widely used to describe and predict GB structures in many materials. Even when the predicted structures are not found, there are still SU's in the boundaries. The GB structures formed by these SU's, however, are more like the structures in the original polyhedral unit model than the SUM.
