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ABSTRACT
This report documents the technical progress of researches under National
Aeronautics and Space Administration Grant NSG-3048, entitled "Alternatives
for Jet Engine Control", during the thirteen —month period from October 1, 1982
to October 31, 1983. NASA Technical Officer for the work was Dr. Bruce
Lehtinen, at Lewis Research Center. Dr. Michael K. Sain was director of the
investigation at the University of Notre Dame.
The principal new activities since the previous report have involved the
initial testing of an input design method for choosing the inputs to a non—
	
^•^	 linear system so as to aid the approximation of its tensor parameters, and
the beginning of order reduction studies designed to remove unnecessary
1i
monomials from tensor models. Mr. Daniel Bugajski is reporting this work,
	
;;,!	 the first part of which appears in the following pages.
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CHAPTER I
INTRODUCTION
f u 	Inherent in the design of any control. scheme is a model of the physical
(	 system or plant. The plant itse.fi can be modelled in basically two ways.
F
First, laws of nature can be applied to the system in question. Many of these
models are time tested and still. considered an adequate representation. Ex-
amplee are the laws governing the mechanics of rigid bodies, and the set of
equations governing the response of electric circuits. Or, second, if the
system is far too complex for the relative simplicity of familiar equations,
FL	
or if the governing scientific laws are too complicated to implement, system
r	 identification via excitation of the plant and measurement of the response can
I+	 be performed [1]. It is this modelling technique we address here.
In the case of a linear approximation, this identification can be carried
out wlthouf much computational difficulty. Unfortunately, because of system
nonlinearities, in many instances the linear approximation, while adequate,
leaves much room for improvement. In these cases, a model containing para-
meter estimates of higher degree terms (squared terms, cubic terms, and so
forth) is an answer to characterizing the system nonlineariti.es.
11
r	 Methods of calculating nonlinear models through the use of tensor alge-
LL 	
braic ideas have been studied [ 2], and results have been good for academic ex-
amples [21 as well as for models of NASA's QCSE (Ouiet, Clean, Shorthaul, Ex-
perimental) jet engine ( 3]. As we shall see, the tensor approach is invalu-
able in that nonlinear problems are solved using linear techniques. A chal-
lenge of this tensor method, as with all general nonlinear methods, 1s the
I
problem of complexity. Obviously the size of the model will increase with the
4
f^	 ^1
; f 	 f l
z	
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addition of states or ccatrol Inputs; however a very noticeable increase in
model size accompanies any increase in the degree of approximation. Pre-
sently, typical problems using square or cubic ser • .es approximations can be
handled quite capably. As the need or desire to expand to fourth degree mo-
dels, and beyond, surfaces, computational constraints will need increasing at-
tention. Upper limits on addressable storage must be considered; and most ma-
trix software routines have a vague upper limit on dimensions beyond which
calculation becomes unreliable. In lieu of computational limitations, we can
call on simple intuition to cite some disadvantages in the use of large mo-
dels. A first obvious observation maintains that a model containing redundant
	
Lu	 information or one retaining useless information offers no advantages over the
s n
	
I 1A	 same model with the extrano:_us data disregarded. Both of these faults, how-
ever, are likely to occur as model size increases. A second, less compelling
P
reason is that large models are simply more cumbersome than smaller, compact
	
	 A
N
models.	
,
In light of the above motives, clearly a scheme to reduce full size mo-
dels could be nothing but beneficial to the modelling problem. This work then
opens a pathway to the identification of such reduced systems by making use of
a simple idea involving the comparison of squared errors. Finally, it is
worth mentioning that state reduction is not addressed here, but rather re-
duction via the omission of selected terms in the series approximation 1s con-
sidered.
A brief review of the contents of the remaining chapters is appropriate.
hapter II presents some informal mathematical background. Among the items
Lecussed are (1) overall problem formulation, (2) input design, (3) the sin-
3ti
gular value ducom?osition. Chapter III briefly summarizes the software pack-
age and the logical flow of each phase of the mode llingIsimulatlon procedure.
In Chapter IV the scheme for model reduction Is presented and discussed. It
will be shown how the reduction method fits well into the present identifica-
tion technique. Sample reductions and verifications are presented in Chapter
V as a few example problems are studied. Finally, Chapter VI draws some con-
clusions and offers some pertinent suggestions.
f44{
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CHAPTER 11
PROBLEM BACKGROUND
The intent of this chapter is to provide a brief presentation of some of
the principles on which the work in the following chapters is founded. The
purpose here i.s not to relay detailed theory, but the material presented will
be sufficient enough to gain a proper understanding of the problem.
The model structure formation, by means of a symmetric tensor method, is
discussed in the first section along with a few ideas concerning the actual
calculation of the model. Following this, the next section summarizes an in-
formation theoretic approach to input design used in the parameter identifica-
tion. The final section presents an overview of the skif;ular value decompo-
sition because of its importance in the calculation of the model.
2.1 WDEL STRUCTURE
In a most general form, a nonlinear ordinary differential equation in x
with input u can be written
x ® f(x,u)
where x is a real n-vector and u is a real m-vector.
Now suppose a Taylor series expansion is performed around some operating
point (x,u), then (2)
x - f(x,u) - f(x,u)
r	 Of
	 (x-x)
ax
(x,u)
	
+ of	 (u-u)	 I
au (x,u)
4
5	
n	 _
+	
_
ei (x-x )T a
2
"ft	 (x-x)
	2 1
= 1	 ax2
I(x,u)
	
n 	 2
{	 ei (x-x)T a"fi	 (u-u)
	
i°1	 axau
(X,U)
	
n	 _ 2	 _
	
+ 1 Z ei ( U—u)T 
a^fi	
(u^--U)
2 i. = 1	 au2 	 _
(X, U)
+
0
where ei ° 1	 F ith position.
0
0
l: 
I£ the operating point (x,u) is taken as a reference, then
X ° X - X,
u°u -u,
end if
X ° £(x,u),
then
 f(—x,—U).
Substituting these into the expansion expression, we obtain
	
x ° of	 + of	 u
ax
	
_	 " __
	
—X. *j)	 (x,u)
6z
+ 1	 ei xTa fL
	
x
2 1=1	 2x2
(x, u)
n2
4.	 ei XT 2 " f f	 u
i= 1	 axau
(X, U)
n
+ 1	 ei UT 2^2fi	 u
2 i= 1	 2u2
(x, u)
It is at this point where tensor algebra becomes important. Specifical-
ly the bilinear symmetric tensor product, v , (4) is used to form the products
of the higher degree terms. If x e X and u e U ; then
V: X x X+ X V X
V X x U+ X V U
V U x U+ U V U
We use these to write the differential equation as follows
x - Llox + Lolu + L20 (x V X) + Lll (x v u) + L02 (u V u) + ...
where the Lij make up the model. Note that the first and second subscripts
correspond to the number of times x and u respectively are used in the sym-
metric tensor products associated with a given model partition Li.). Simpli-
fying the differential equation again
m m
x '•	 Lij (x v x v x... )	 (u V u v u...) .
i.0 J=0
i times	 j times
_..
	
"`,cam ,.	 ^ -,'.	 •'
7Finally
x L z
where
L = ( 1, 10 LOl L20 L 11 L02 L30 ...
and z is a stacked vector of tensor term products:
x
u
x v x
Z =	 x v u
u v u
x v x v x
It is interesting to note that the vector z is already reduced in one
sense. Because of the properties of symmetric tensor algebra, redundant cross
products are eliminated. For example
x v u- u v x,
x v x v u= x v u v x= u v x v x.
Thus, when x and u have dimension greater than one, cross products of indivi-
dual elements contain redundancies and are hence eliminated. Some example in-
stances are
xlx2 ° x2x1+
x 1 x 2x3 ° x1x3x2
° x2xlx3
= x2x3x1
° x3x1x2
° x3x2xl +
^I P
x l x 2 u l = x1u1x2
8
^'	 = x2xlul
C	 = x2ulxl
?li	
a u1x1x2
u1x2x1 .
The ex1 .7ting software package includes an efficient ordering algorithm [2,3)
which insures that redundant products are not calculated. It is clear that a
significant amount of reduction in size, and hence, calculation is inherent is
the use of symmetric tensor algebra.
We can now address the question concerning the calculation of the model,
L, given a "black box" system. In our case the black box consists of a QCSEE
digital simulation routine or a system of mathematical equations that repre-
sent a physical system.
Recall the equation
x(t) = L z(t)
where x(t) is a vector of state derivatives and z(t) is a vector of tensor
terms. Because L is the unknown, obviously we must know (or estimate) the
values of x(t) and z(t) to identify the parameters contained in L. To get a
reliable determination of how x and z change with time, the system is per-
turbed from an equilibrium state, (x,u), to a trajectory (x,u) where [5)
X = X - X
U ° U - U.
The values of x(t) and u(t) and estimates of x(t) are then sampled and stored.
From x ( t) and u(t), z(t) is formed. The problem now appears:
,I
a,G'll i
9
r
xl(tl)	 z1(t2) . . . xl(th)	 fzl(tl)	 Z1(t2) . . . zl(th)
x2( t l)	 x2(t2) . . . x2Cth)'	 II Z2(tl)	 Z2(t2) . . . z2(th)
= L
i	 xn(tl)	 xn(t2) . . . xn(th) 	 zp(tl)	 zp(t2) . . . zp(th)
where h is the number of samples and p is the number of terms in the nonlinear
approximation; p is dependent on the number of states, n, the number of in-
puts, m, and the degree o.f approximation. We shall write this as X = LZ.
Fortunately, a very good routine for solving a problem of this form
exists in the SPEAKEASY library of the IBM 370/3033. Using a singular value
decomposition, discussed later, of Z, a least squares problem is solved [6]
and L is calculated. The model then is ready for verification by means of
digital simulation and comparison with true system solutions.
2.2 INPUT DESIGN
From the preceding section, it is clear that the model L is dependent on
the excitation, (x(0),u(t)). Improper choice of perturbation might translate
to an insufficient excitation of the nonlinearities, instability, or singu-
larity. A careful method for choosing inputs coule decrease the likelihood
of encountering these defects. With this, the chance of identifying a "good"
model, one with strong tracking ability and an acceptable region of stability,
is then increased. In addition to better models, the capability of an input
selection routine eliminates the need for an exhaustive search of input para-
meters.
10
For the purpose of this work, the theoretical detail of an input opti-
mization derivation is not required. It is the intent here merely to present
the basic members in the cost function calculation. For a theoretical and
mathematical treatment, the reader is directed to [7]. The basic idea for the
optimization comes from [8] and leads to the introduction of Fisher's Informa-
tion Matrix, M. It is desired to get, in some sense, the minimum of a measure
of M-1 . The formulation of Fisher ' s Information Matrix has its roots in pro-
bability, and many probabilistic rules and simplifications are used to express
each element of M as
N
Mij^ [	 y(k)]T R-1[ 28 y(k)
k 0	 aeij
where
	
1	 1,2 .... np,
j	 1,2,...np,
and
N is the number of observation points,
y(k) is the model output sequence,
0 is a vector of parameters to be identified,
R is the covariance matrix of the measurement of y(k).
Now for our problem let
y = L z,
or for the discrete case
y(k) = L z(k).
Recall that 8 is a vector of parameters to be identified, that is, each ele-
ment of L. The partial derivatives can then be found. If
y	 =	 L	 z,
	
1--i	 L'.j u
	nxl	 nxp pxl
then the partial derivative of y - Lz with respect to some element of L, say
Rij, is an nxl matrix with zeros in all but the i-th position where the entry
is simply the j-th entry of z, zj. Now let
rl
`(
	
11
r ll	 r12 •	 rin
r 21	 r22 . . . r2n
a	 R-1
J
rnl	 rn2 • • • rnn )
a
	
	
upon the calculation of each Mij and the building of M, the following observe-
tion is made (7]
E
MAR-1®M
where M is symmetric and its upper triangular portion is shown in Figure 2.1.
Now that we have determined that M and hence M are calculable, their role
in the cost function is examined. The objective function chosen is
min tr(M-1).
We use a property of the Kronecker product (9] to obtain
M-1 = R o M-1.
Another property allows
tr(M-1) = tr(R)tr(M-1)•
But if M is an invertible matrix,
tt(M-1)
	
	
^ 1
i=1 li
where the Xi are the eigenvalues of M. Finally
tr(M" 1 ) = tr(R)( 1 1 ).
i= 1 Xi
It is worthwhile to note that, following from the above discussion, there
are essentially two ways to generate the objective value; the eigenvalues of M
or the inverse of M must be calculated. In the case of real, symmetric
matrices, these are similar in software requirements. Because we only need
the trace, and not the entire inverse, we choose the eigenvalue approach.
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This distinction becomes more important with increasing model size, which
grows factorially with n, m, and degree of approximation. Despite the fact
that matrix inversion is less acceptable, the current software makes provi-
aions for both methods, for purposes of generality.
2.3 SINGULAR VALUE DECOMPOSITION
The discussion now turns to a brief presentation of the singular value
decomposition (SVD). In this research effort, the SVD serves the important
purpose of calculatica of the generalized inverse of a matrix when the model
Is to be determined. The reader is directed to [10,11,12] for more formal and
theoretically based discussions concerning the SVD and its computational im-
plications and interpretations.
j	 We first present the defining theorem of the SVD. If A is nxm with rank
P, then there exist orthonormal matrices U (nxn) and V (mxm) such that
'rz	 A = USVT
where
T indicates transposition
and
S tnxm) is a "diagonal" matrix with diagonal elements si,
si > 0 1 - 1,2,...P
al
 - 0 1 - (P+1) ... min(n,m) .
The columns of U are the left singular vectors and are the orthonormal eigen-
vectors of AA*. The columns of V are the right singular vectors and are the
orthonormal eigenvectors of A*A. As expected the diagonal elements of S are
the singular values. The non-zero elements of (s i ) are the positive square
roots of the eigeovalues of A*A (or AA*). This may seem to suggest a simple
a
^t
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way to calculate the singular values. This Is not true, however, when finite
precision arithmetic is involved. Because of the usually inexact represents-
tions due to truncation or rounding of aumbere in a digital computer, the
calculation of the eigenvalues of A*A can often lead to incorrect results
concerning matrix rank 1 11,12).
Fortunately, SVD algorithms do exist that are computationally sound and
not hindered by the above fault. Those that are generally considered among
the best are the versions developed by Argonne National Laboratories. These
include the SVD subroutine used by the SIMEQUAT algorithm of the SPEAKEASY li-
brary, IBM system 370/3033. The SIMEQUAT routine solves for the minimal solu-
tion x to the equation Ax-b. It does this by decomposing A and then finding
the generalized inverse, A l , (or A- 1 if A is square) of A. Given the general-
ized inverse, the problem becomes trivial. If
A = USVT
then
AI = VSIUT
and
x=AIb
becomes
:c = VSIUTb.
Despite the existence of other methods for calculating the generalized in-
verse, AI , the SVD remains the best. This is so because in problems where ma-
trix rank is involved, as it is for matrix inversion, the SVD is the most re-
liable method of rank determination [11,121.
Finally, the concept of condition number is introduced. Very simply the
condition number, k, is the ratio of the largest singular value to the smal-
I
1tU	 1
}
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lest noa-zero singular value. That is
i	 k	 max st
j	 min Si
i^
	
	
There is a lot of abstract theory involving the interpretation of the condi-
tion number, but for the purposes herein, we will regard the condition number
r( '	as a measure of "nearness to singularity".
2.4 REMARKS
This chapter presents the major Ideas Involved in the present modelling
scheme. A sound, qualitative understanding of section one is most important,
since throughout the remainder of this thesis, references Lo these ideas will
be made. In section two, a summary derivation of the input design is pre-
sented. Here we are concerned not with mathematical rigor but rather with the
idea that an input can be designed at all. We shall see the importance of
this Aesign when the examples are discussed.	
I
g^
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r
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	 CHAPTER III
SOFTWARE OVERVIEW
i
	
	 The Intent of this chapter is simply to present the logical flow of the
software package. This includes both the modelling and the simulation seg-
I.	
meats. Most of the CATNAP [3] software still exists, although in a more flex-
i
ible form. In addition, software has been added to provide for the Input op-
ftimization as well as for the model reduction test as presented in Chapter IV.
The interactive modelling and simulation packages make use of two computers.
f
They are the IBM 370/3033 and the DEC PDP 11/44.
'iII
`	
t
3.1 MODELLING	 i
The modelling segment of the present soft ware package ties together each
of the three ideas found in Chapter II. The IBM 370/3033 computer is used
L
I 	 here in light of its computational power and its extensive support software
libraries.. The routine SUPRVIZE is an IBM command language (CLIST) program
which governs the entire modelling segment. It is in SUPRVIZE that necessary
libraries are made accessible and control is passed from loader routine to
identification routine.
+fi
L	 The first major duty of SUPRVIZE is compilation and execution of the pro-
L
per loader routine. The loader routine (usually written in extended precision
f FORTRAN) has the chore of set up for identification and/or optimization. It
i
is first determined whether a reduced model is to be identified. If so, a set
of column numbers corresponding to the column numbers of the full model is
I
	
	
i`
j ^1	 read from the data set REDUCE. The products that correspond to these column
(]	 numbers are omitted from further calculation. Then if an optimization is de-
^ f	sired, the proper arrays are initialized and the minimization routine is
f: l	 16
.
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called. The minimization routine is supplied by IMSL (International Mathe-
matica l
 and Statistical Libraries) available on the IBM 370/3033. The IMSL
routine requires a user supplied subroutine which calculates the cost func-
tion. In our case the cost function is computed using the elgenvalues of
Fisher ' s Information Matrix as discussed in Section 2.2. Following the de-
termination of inputs ( whether by optimization or by user choice), the loader
routine excites the oystem and forms the tensor term and state derivative
matrices via sampling. These two matrices are loaded into the data seL TEMP-
FILE for later use.
After termination of the loader execution, the next duty of SUPRVIZE is
to invoke the high level language SPEAKEASY (6). The routines written In
SPEAKEASY have two tasks: model calculation, and reduction test, if desired.
As we have mentioned in Section 2.1, the model is calculated using a least
squares approximation and singular value decomposition in the SIMEQUAT func-
tion of the SPEAKEASY library. Following output of the model parameters, the
model is stored in data set MODEL. Now the reduction test can be performed.
After completion of the test, if model reduction/re-optimization is desired, a
set of column numbers is written to the data set REDUCE. SPEAKEASY is then
exited and control is passed back to SUPRVIZE.
f ^^
zy{
In
The final tasks of SUPRVIZE
user is prompted for a model nam
sets). The model then is stored
given name. If another model is
Otherwise, unnecessary data sets
Figure 3.1 for a flow diagram of
are simple. If the model is to be kept, the
and storage area ( one of two partioned data
in the desired partioned data set with the
to be identified, the procedure restarts.
are deleted and modelling is complete. See
the entire modelling scheme.
IL
sis
Figure 3.1. Logical Structure of Modelling Scheme
.s
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3.2 SIMULATION
Simulation of the nonlinear models can take place on either the IBM
370/3033 or the DEC PDP 11/44. For bulk tabular verification, the IBM
370/3033 is generally preferred due to its computational speed. Plot capa-
bility is handled with SAS (Statistical Analysis Software). For plot compari-
son, though, it is preferred to use the DEC POP 11/44. While computationally
slower than the IBM, the DEC machine has high speed CRT plot capability with a
hard copy unit for instant quality plots.
Simulation on the IBM 370/3033 is governed by the CLIST program COMPARE.
COMPARE has several duties, the first of which is compilation of the simula-
tion routine. The simulation routine (usually written in single precision
FORTRAN) has the chore of solving the true system and integrating one or two
models for a specified time interval. Furthermore, the simulation routine
i
stores the data in the case that plotting is desired, and performs an error
N
analysis between the models (if two models are simulated simultaneously). The
t
error criteria is a simple ratio of mean square errors of the two models for
each state.
After the simulation routine has been compiled, control passes back to
COMPARE where the set up for simulation takes place. If a bulk tabular simu-
lation is desired, COMPARE compiles and runs a short program that builds any
specified table and stores it in data set SIMPNT. Upon exit from COMPARE,
SIEIPNT can be copied to a partitioned data set, TABLES, which acts as a li-
brary of simulation tables. If. the desired simulation table is already built,
COMPARE will ask for its name along with the names of the desired models.
Following this, execution of the simulation routine is started. If the simu-
lation is at a single point, the user is prompted for the input parameters.
d.
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Otherwise, the table is read for the Input parameters of each simulation.
I
iAfter all simulations have been completed, control Is passed back to COMPARE.
If plotting is desired, control is passed to the SAS plotting routine. Other-
1.	 wise the option to do another simulation is made. If simulation is complete,
COMPARE is exited. See Figure 3.2 for the logical flow of simulation on the
IBM 370/3033.
For simulation on the PDP 11/44, the models must first be transferred via
'.t magnetic tape from the IBM 370/3033.
	 Once the model is on the DEC machine,
.l t,
'j an updated version of the CATNAP simulation routine is used.	 See Section 3.3 1	 l^'
of [31 for an explanation of this simulation structure. 	 Here we list only ms-
jor changes to the old CATNAP software. 	 They are
'Y 1)	 comparison ability between any two models and the true solution (as
ti
opposed to strictly true solutions, linear model and some nonlinear -y
1^
	
1
model),
s
sk 2)	 instead of a separate Versatec hard copy routine, a hard copy unit
which transfers the CRT image to paper is used, t
i
the	 now	 f	 square3)	 	 error criteria is	 the ratio o	 mean 	  errors,
4 4)	 abilit) to blow up a portion of any plot for closer ins pection of
y l
model trajectories.
i	 t
In the writing of the current software, every effort was made to keep the
programs general and flexible. See [151 for current IBM 370/3033 software
listings. See also [161 for current listings of PDP 11/44 software.
10
(o.
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Figure 3.2. Logical Struction of Simulation on IBM 370/3033
CHAPTER IV
MODEL REDUCTION
In Chapter II some mathematical ideas were set forth that are at the cen-
ter of the entire problem of nonlinear modelling via tensor parameterization.
It is hoped in any -: nlinear modelling exercise that the addition of higher
degree terms will benefit the model in that the system nonlinearities will be
more easily characterized by these higher degree terms or combinations there-
of. But these models with the obvious advantage of higher degree lead us to a
challenge. This challenge is the dimension or size of the model, p, and the
arrays associated with its computation. Figure 4.1 shows how the size of
model increases with the Increase of the three determining factors, number of
states, number of controls and degree. As the model gets larger, several is-
sues may need to be examined, such as addressable storage limits, limits on
computational reliability, and time of computation. Clearly a way of making
the models easier to handle is very desirable. In short, if modelling is to
proceed to higher degree terms, the models must have unnecessary monomials
eliminated. It is to this end that we devote the remainder of this chapter to
the introduction of one such size reduction method.
4.1 REDUCTION TECHNIQUE
As mentioned in past chapters, the model is calculated using a least
squares approximation given times series state derivative data and time series
tensor product data. Because this calculation uses a least squares approxima-
tion, and a truncation of the series approximation there will be an inherent
error in the model. We can characterize the error, E, as
E o X - L Z.
22
number number degree of model
of states of controls approximation size
2 2 1 2 x 4
2 2 2 2 x 14
2 2 3 2x 34
2 2 4 2x 69
2 3 1 2 x 5
2 3 2 2x 20
2 3 3 2x55
2 3 4 2 x 125
2 4 1 2 x 6
2 4 2 2 x 27
2 / 3 2x83
2 . 4 2 x 209
3 2 1 3 x 5
3 2 2 3 x 20
3 2 3 3x55
3 2 4 3 x 125
3 3 i 3x6
3 3 2 3x 27
3 3 3 3 x 83
3 3 4 3 x 209
3 4 1 3 x 7
3 4 2 3x35
3 4 3 3 x 119
3 4 4 3 x 315
4 2 1 4 x 6
4 2 2 4x27
4 2 3 4x83
4 2 4 4 x 209
4 3 1 4 x 7
4 3 2 4x35
4 3, 3 4 x 119
4 3 4 4 x 315
4 4 1 4 x 8
4 4 2 4x 44
4 4 3 4 x 164
4 4 4 4x474
23
Figure 4.1. Variation of Model Sizes with Various Parameters
t
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Because X and Z are time series data, E will become a time series matrix of
state derivative errors. This simple calculation will become the base for the
reduction method.
The idea of using n error matrix analysis is a modified	 y	 approach from a
treatment of nonlinear model reduction given by A.A. Desrochers 113).	 i
	
j	 Desrochers poses the problem with only a linear control input and in discrete
time
x(k+l) = A F(k) + B u(k)
	
L	 where	 x is a state vector,
	^^7{	 u is an input,	 j
	
t;	 A and B constitute the model,
F is q-vector of states and state combinations, that is, F(k) i^
	^ I	 F(x(k)).
To determine which columns l of A are most dominant, a modified state error 	 j
}	 J
vector e is formed
e'j (k) - x(k+l) - [A(,J)B] F(j,k) j
Note that the error is modified in the sense that it is formed using only one
term at a time in addition to the control input. The state error vectors are 	 !'
then squared and summed for all h time points
k'	 q	 i
h-1 -T
ej (k) ej(k).
k=0
Based on this squared error number, the most important terms can be kept and
4
	
ff
the others discarded.
:i
Now in our more general problem, we have nonlinear input terms in addi-
tion to the linear terms, and we choose to test the effect of all terms in-
r!
1Henceforth, given a matrix A, we denote the Sj -th element as A(i,j),	 the i-th
column of A as A(,i), and the i-th row as A(i,).a 1
f. !Q,
i
'i
Y	 e
q^q
G'
i
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eluding those corresponding, to the linear control inputs. (Recall Desrochers
decided to keep all linear controls.) Our test error matrix E j is
Ej = X - L1 Zj ,	 j = 1,2,...,p
where	 Ej is the time series error matrix with the j-th term removed,
p is the number of terms in the approximation,
Li is the model with the j -th column removed,
Zj is the time series tensor term data with the j-th row removed.
Note that now, in addition to the error incurred by the averaging of the least
squares algorithm, there is error due the loss of the j-th term. We see that
each column of E j is the error vector at a certain time. Then we can use the
same squared error calculation,
h-1 T
Z ei(k) ej(k)	 j = 1,2,...,p
k=0
where E j = [ej (0) j ej (1) I ... I ej(h-1)), to determine the effect of a cer-
tain term on the model. The influence of a term on the model is measured by
checking the difference of the squared error of the full model and the squared
error of the model shortened by that term. As an aside, it is interesting to
note a philosophical difference between the problem formulation of Desrochers
and this problem formulation. Desrochers chose to pick a significant term by
including only that term in the error test. On the other hand, our reduction
test checks a term's significance when that term is removed.
A simple example here will illustrate the calculations. Suppose we have
a two state, one control system which we sample for four time points and cal-
culate a linear approximation. Let
X
 = [
1 2 3 4^
2	 3	 4	 1
and
I^ and
Z= 0 1 2 3
1 2 3 0^
2 3 0 1
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L
 - [
1 2 3]
2 -1	 4
First we calculate the state error matrix E of the full model, E 	 X - LZ,
E
	 r
-7	 -12	 -5	 5
L-5	 -9	 3	 -9
Now calculate the squared error for the full model, T,
3
	
T	 Z ET (,k) E (, k ) - 1-7	 -517
k=0	 [-5
+ [-12 -9J_12]
9.1
+ [-5	 31 r-51L 3J
+ [-5	 -91 r _5 1L 9J
- 439.
Following this calculation, we start checking the errors of the shortened
models. We want first to calculate E 1 which is the state error matrix with
the first term of the model, x1, and its corresponding data removed. Accord-
ing to the method, the first row of z is removed, the first column of L is
removed, and the error calculations are repeated:
E i
	2	 3	 41
2	 1	 3	 1
- [-1 4] [2 3 0 01]
	
 -11	 -3	 1[-7
-5	 -7	 7	 -3
3	 r
	
1'1	 Z E 1(,k) E 1(, k ) _ [ -7	 -517k=0
	 [-5
[-11 -71
[--ill7
+ [-3	 71 r-31L 7J
27
^	 + I1	 -3] r- 3
11
I`  J
- 312.
Then the relative error due to term xl is T - Y1 = 312-439 = -127.
Now we repeat the calculations for the removal of the second term in the
model, x2. Here
l	 E21	 2	 3	 4
	
[2	 3	 4	 1]
l i
[21
	
2	 4
]
	 [2
^ 	 v -5	
-8	 1
6	 -11 0
Cs The squared error number, T2,
_ !
	
3	 T
'f	 !i	 T2	 E2(,k) E2(,k) - 332,
E	 k=0
._	 and the relative error is 332-439 = -107.
r	 Finally the last term, corresponding to u, is checked. Thus
p (	 E3 = [-1	 -3	 -5	 - 1 1
3	 3	 3	 5
3
}	 1'3	 E3(,k) E3(,k) = 88,
4 r
	 k=0
r	 and the relative error is 88-439 = -351.
In most cases, examination and comparison of the computed relative errors
will give a fair indication of which terma in the model are the most influ-
ential. Sometimes this is not the case and we must extend this squared error
concept to look at more data. The extension is a simple and informative one.
' Lt Recall that each error matrix, E and the Ed's, is a time series matrix
representation of the errors in the states. For example, in the previous
1 2 31
3 0 1
9
-21
28
example the time series error in the first state of the full model is
E(1,) _ 1-7	 -12	 -5	 -51,
the first row of E. Now use the squared error calculat..on for each individual
state to get
h-1
Y E(i,k) E(i,k)	 1
k=0
This says Chat the error in the i-th state, ^ i , is the sum of the squares of
each of the entries of the i-th row of E. Furthermore note that the error in
the entire system, y , is the sum of the *i's. That is
(n)
y =	 L	 ^'il
i=1
and for the reduced cases
n
T R 	 fti,
i=1
where 9 is the number of the term removed from the model. Wit
tional calculations, now, we can compare not only the entire s
(the T - ` Z ), but also the errors in the states ^i - Vgi.
To illustrate these calculations, we return to the exampl
with the full model. The error in the first state is
3
I E(l,k)E(l,k)
k=0
_ (-7) 2 + (-12) 2 + (-5) 2 + (-5)2
= 243,
and the error in the second state is
3
y2 - E E(2,k)E(2,k)
k=0
(-5) 2 + (-9) 2 + (3) 2 + (-9)2
29
- 196.
Thus
T = *1 + '2 - 243 + 196 - 439.
After removing the first term in the model, the error in the first state
is
3
'11 =	 X E1(l,k)EI(l,k)
k=0
= (-7) 2 + (- 11 ) 2 + (-3 ) 2 + (1)2
180,
and the error in the second state is
3
X12 - Z EI(2,k)E1(2,k)
k=0
_ (-5) 2 + (-7) 2 + (7) 2 + (-3)2
= 132.
So
T! - '11 + x'12 = 180 + 132 = 312.
Now, as we calculated before, the change in the overall error is 4' 1 - T
-127. In addition to this we check the change in the state errors. That is,
'11 - *1 - 180 - 243 = -63
and
*12 - k - 132 - 196 - -64.
Now, repeat the calculations when only the second term of the model is re-
moved.
3
X21 - E E20,k)E20,k)
k-0
_ (-5) 2 + (-8) 2 + (1) 2 + (-2)2
- 94
d
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3
k2 - Z E2(2,k)E2(2,k)
k®0
(-6) 2 + (-11) 2 + (0)2 + (-9)2
238.
Then	 T2 - kl + ' 22 = 94 + 238 = 332,
T2 - W = 332 - 439 = -107,
and
x'21 - *1 - 94 - 243	 -149
*22 - k - 238 - 196 = 42.
Finally, the third term is removed and the calculations are performed. We
get
x'31-36
x'32 ° 52
and T3 m 88, eo W3 - T - -351.
Also	 x'31 - 'Y1 = -207
x'32 - V2 = •-144,
which finishes the computation.
Arranging this data in a table will make it readable and usable. See
Figure 4.2 for the reduction data of the sample problem. Naturally, as the
model increases in size, the testing will Ivcrease to include all terms in
the model, approximation. These, then, are the simple calculations concerning
the reduction method. When a reduction is done in the following chapter, an
explanation of how to use these numbers will be presented.
Assume for now that the above test has indicated a set of terms are
likely candidates for removal. There are several steps that can now be taken.
s
`9i
31^
Full model system error: 439
Full model state errors: 243	 196
Term: xl
Change in system error: -127
Change in state errors: -63	 -64
i
Term: x2
Change in system error: -107
Change in state errors: -149	 42
Term: ul
Change in system error: -351 	 {
Change in state errors: -207	 -144	 1I
Figure 4 . 2 Reduction Data for Sample Exercise
i
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One option Is to remove those terms from the model and retain the remainder of
the terms thus producing the reduced model. This, although simple, is not a
i
4
	 logical choice. For when we omit terms io a model, we are overlooking some
f	 dynamics. Regardless of their significance, these lost dynamics may be
i	 modelled adequately using the remaining terms, if they are given a chancre.
Bence, it is advantageous to regenerate the derivative and tensor data fol-
lowed by a re-calculation of the now reduced model. But, by removing terms,
we have changed the model structure and, intuitively, the system will need to
be excited differently. Therefore, it would be a further advantage if a new
t'
{{
	 input is designed.
The decision to re-optimize after terms are omitted seems sound, but it
is by no means trivial. It was argued that a new input design is the sensible
i
next step after the decision is made as to which terms are kept. But if the
F	 input changes (due to the optimization), the full model associated with this
{	 new excitation may contain influential terms at those places we have already
:i
made unavailable by reduction. Because of this difficulty, an assumption is
{°I	 made. It is assumed that a relatively insignificant term will remain rela-
tively insignificant if the change in input excitation is not extreme. To en-
?	 sure that the change in excitation is not too great, terms are not discarded
ts [ .
Kl
	
	
in large groups. This is so, because it is hypothesized that a large change
in model structure (that is, many terms removed) will cause the optimum input
to move farther away from the present input parameters. Furthermore, the in-
put optimization routine converges to a local minimum which will usually en-
sure the parameters do not move too much. To summarize, problems in reduction
I if	 may be encountered if there is significant change between the input parameters
of the model to be reduced and the input parameters of the reduced model.
7a
E
^I
l
t
i	
,
r^r
r
',1i
F
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As a result of the previous discussion, we have made f minor rule for re-
duction. It claims that terms to be omitted should not be discarded in large
groups. There is another rule implicit in the preceding paragraph which is
worth stating. The model. to be reduced must have been identified at an Input
parameter set which is locally optimum. If it Is not, optimization for the
reduced model may change the input parameters significantly, and we have
already argued that. it general, this is not desired.
It is worthwhile to pause here to make some obs e rvations. First, by way
of reasoning, a "multiple pass" reduction method has evolved. That is, an op-
t i.mum input is chosen, the model is calculated, and the least significant
terms in the model are determined. These terms are removed from further cal-
culation, and an optimum input is re-chosen, the model is re-calculated, and
so on. Obviously this process has a limit, and as the model becomes smaller,
more care must be taken when choosing terms to be omitted. In some cases, the
final pass is obvious. In these iartanres, the reduction test will indicate
th_: all remaining terms are relatively significant. In other cases, the
final pass is not so clear. Usually after a few passes, the model is ade-
quately shortened, and the reduction test may indicate only a single term or
two to be insignificant. It is in these cases that care must be taken when
omitting terms. This is intuitively sensible since, as a model is made smal-
ler, the dynamics in a single term are harder pressed to appear in the remain-
ing terms. Because of this, model performance may suffer. It is in such
cases that after a model has been reduced, some sample simulations should be
run to check if model performance is still acceptable. If it is not, then the
previous step was the final one. Otherwise reduction can continue. A second
observation is that in requiring only a small change in input parameter design
c
i
--1
kid
c
I
i
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from step to step in the reduction process, we have taken advantage of the
fact that the IMSL optimization routine yields a local minimum. While it
would be more advantageous to have a global minimization routine if full model
identification was being done, in the case of iteratively reducing models, the
local optimization is actually more desirable.
Returning to the reduction method, we can use the rules from the previous
arguments to state the scheme in full:
a) identify a model at an input which is locally optimum,
b) determine a set of terms which seem to be the least significant.
c) remove the terms lit the set and re-optimize,
d) identify reduced model,
e) model simulation to teat performance,
f) if reduction data indicates more insignificant terms, go to
step b), otherwise stop.
This simple method works quite well as the examples in the following chapter
will show.
4.: REMARKS
This chapter summarizes the present reduction method, including demon-
stration of the calculations and a step by step outline of the technique.
Difficulties arising from the combination of input design and term removal
are discussed and a suitable compromise is obtained by the application of some
basic rules. The following chapter contains concrete examples where the
qualitative ideas of this chapter become clearer.
ill.
f	 I,
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CHAPTER V
	
1 1	 EXAMPLE REDUCTIONS
!	 It is Ln this chapter that a few examples are studied to illustrate the
power and usefulness of the model reduction method presented in the previous
i
chapter. The first two systems were initially investigated in (2). The first
system is a two state, two control input ser. of nonlinear differential equa-
tions. The second system 1s a three state, three control set of strictly
Fe y
ll	 polynomic nonlinear differential equations. The final, system is a three
state, two input example. The first system will be modelled and reduced for
second and third degree approximations. The other two examples will demon-
strate second degree reductions.
- E_l
The true test of a model's validity is borne out in simulation. There-
r.
fore much of the chapter is comprised of simulation data tables and plots.
}
	
_	 With this in mind, we establish two general criteria for judging a reduced
i
.`	 model. They are:
	
Ky j	 a) the reduced model should approximate the full model of like degree of
approximation,
b) the reduced model should outperform the full model of less degree.
Both of these are sensible goals and the examples herein do well with respect
to them. Finally, it is worth restating a weak assumption necessary for model
reduction. This is that the model should be an acceptable representation of
the ny6tcu. iris is fairly obvious: since the motivation of a reduced model
Is to approximate the full model, we would hope the full model accurately de-
i
i
scribes the true system.
5.1 TWO STATE SYSTEM
The first system is given by the following equations
35
g"fi= "• ^'
i
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2ul
xl = u2cosh(xlx2) - e	 sinh(2xl) - 3sinh(x2),
ulu2	 ul
x2 = e	 slnh(xl) - e ulcosh(xl 2 ) + sinh(x2).
These equations were studied in depth to demonstrate the power of the input
I^
optimization in identifying models that improve in quality as the degree of
approximation increased. This study appears in Appendix A. It is from this
report that "good" second and third degree models are taken as starting points
for the reduction.
5.1.1 DEGREE TWO APPROXIMATION
For this system, the point of expansion is the origin because it is a
^;	
stable equilibrium point. In the case of a second degree expansion, 14 model
_q t	parameters corresponding to the tensor products
6	 xl, x2, ul, u2s x lx ls x lx2, x2x2.
`li_:	 xlul, x 1 u2, x2ult x 2u2, ulul,
'•	 ulu2, u2u2
must be identified.
Now, to begin the reduction, a good full model that is locally optimum is
necessary. The first appendix gives us such a model. That particular second
degree model was identified using an initial state perturbation vector of
xO - (0.005, -0.005).
In addition the excitation for each input was taken to be a sum of two sinu-
soids1.
ul(t:) = 0.025sin(2xt • Ql) + 0.025sin(2nt•201),
77 p-
	
u2(t)
	
0.025sin(2nt • W + 0.025sin(2nt•202)•
In this case 0 = (01, 02) was determined by optimization to be (0.7418,
0.9022) given the starting values (0.75, 1.0). The system was run for 4
seconds and 100 samples were taken at evenly spaced intervals.
Fg	
fJ
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Given this locally optimum model, the reduction test can be performed.
See Figure 5.1.1 for the full model and its reduction test. The decision as
to which terms should be omitted (or equivalently which terms should be kept)
must now be made. Upon inspection of the reduction test, it should be noted
that with the removal of any term, the change in the squared error number may
increase or decrease significantly, or stay about the same. In this particu-
lar application, we choose to ignore the sign of the square error numbers and
look upon their magnitudes as quantifiers of the effect of a term on the
model. This is reasonable since removal of a term with a large change in
squared error (either an increase or decrease) will most likely cause a large
change in model performance. This, then, directs our attention to the terms
with small changes in their errors. These terms are in some sense the least
significant, so it is hoped that removal of them will have the least effect on
	
I
	
model performance.
	
I 1
	
As a conservative first attempt, it is decided that error changes (both
system and state errors) with magnitudes less than about 4 will be omitted.
The set of these terms is
xlxl, xlx2, x2x2, xlu2, x2ul, x2u2, ulu2.
Equivalently, the terms kept are
xl, x2, ul, u29 x lu l, ulul-
Note that all linear terms were kept. In general, saving the linear terms is
desired, since they hold the good local behavior.
Now, an input optimization is performed using only the six significant
terms given by the reduction test The system is again perturbed with ini -
	
^^
	
tial conditions
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ENTER I141TIAL CONDITION: FOR THE 2 STATES:
	
0,0050	 -0.0050
ENTER SAMP'LINIG PARAMETERS:
APPROXIMATION! DEGREE
i SAMPLE POINTS
INTERVAL BETWEEN SAMPLES
INTEGRATION: SiEPSIZE
2 100	 0,0400	 010050
SHOULD THE EXCITATION! DE SINUSOIDAL OR COSINUSOIDAL?CS/Cl:
IDENTIFICATION WILL DE DONE WITH SINES,
EI4TER THE NUMBER OF (CO ) SINUSOIDS PER INPUTS
2
ENTER THE	 4 INITIAL INPUT AMPLITUDES:
0,249999999999999996E-01 0.249999999999999996E-01
ENTER THE 2 FREQUENCY WEIGHTS:
	
0.7418	 0,9022
SHOULD THE IDENTIFICATION BE PERFORMED USING DATA THAT IS REDUCED?IY/Nl:
N
ENTER OPTIMIZATION OPTION:
1 - 140 OPTIMIZATIONS
2 - AMPLITUDES ONLY
3 - FREQUENCIES 014LY
4 - INITIAL CONDITIONS ONLY
5 - AMPLITUDES AND FREQUENCIES
6 - AMPLITUDES AND INITIAL CONDITIONS
7 - FREQUENCIES AND INITIAL CONDITIONS
8 - AMPLITUDESY FREQUENCIES? AND INITIAL CONDITIONIS
1
DO YOU WISH TO NORMALIZE THE DATA?CY/NI:
Y
THE HATRIX OF SAMPLED MONOMIAL TERMS
HAS 14 ROWS AND 100 COLUMNS,
NUMBER OF TIMES COST FUNCTION WAS EVALUATED:
	
0
WOULD YOU LIKE TO SEE PLOTS OF THE INPUTS'?
IF SOY LINE UP THE CARRIAGE.
N
TSO SPEAKEASY III PI+ 7:15 PM FEBRUARY 22Y 1984
:_SIZE=500iGET IDENTiIIF_IdTiOUIT
EXECUTI014 STARTED
h)RTITION NUMBER :.
PRTITION (A 2 B 2 AF:R;i'i
Figure 5.1 . 1a Full. Second Degree Model and Reduction Test (First Pass)
-20000 -2,	
ORIGINAL 4 >`.'_.:-
5998	 9998
9978
'_'	
OF, POOR QUALITY
,,,WITH EIGc-hlVALUES:
VALUES (A VECTOR WITH 2 COMPONENTS)
-.50055+.863781 -,SOOJJ-,o63lE1
39
PARTITION NUMBER 2.
PRTITION (A 2 BY 2 ARRAY)
6,7287E-4 .99934
-1.0003	 -3.5733E-5
PARTITION NUMBER 3.
PRTITION (A 2 BY 3 ARRAY)
	
.0019401 -.080981
	 .034007
.0052751
	 9,3470E-4 -3.8931E-4
PARTITION NUMBER 4.
PRTITION (A 2 BY 4 ARRAY)
-4.0686	 -.0062571 -.030538 -.024848
-.018969 -.011543 -.01223
	 -.011688
PARTITION NUMBER 5.
PRTITION (A 2 BY 3 ARRAY)
-.033944	 -6.0501E-4 .0049369
-.99912	 .0066456	 8.6412E-5
S (A 14 COMPONENT ARRAY)
9.7385 6.5841 6,4438 5,5233 3.802
1,5919 1.1872 ,83463 ,51123 .74939
THE MAXIMUM SINGULAR VALUE:
MAX = 9.7385
THE MINIhUM NONZERO SINGULAR VALUE:
MIN = .51123
,.,AND THEIR RATIO:
RTIO = 19.049
3.1743 2.3796 2,1075 1.8207
WANT TO TRY REDUCTION TEST?CY/NI: Y
FULL SYSTEM ERROR:	 195.7138
FULL STATE ERRORS:	 171,4433	 24,2706
TERM:	 X1. COLUMN 4:
	 1.
CHANGE IN SYSTEM ERROR:	 187.8448
CHANGE IN STATE ERRORS: 	 145,1516	 42.6933
TERM:	 X2. COLUMN 4:
	 2.
CHANGE IM SYSTEM ERROR: 	 90.6012
CHANGE IN STATE ERRORS:	 82.8124
	
7,7588
TERM:	 U1. C111-UMN 8:	 3.
CHANGE IN SYSTEM ERROR:	 8.0872
CHANGE IN STATE ERRORS:	 0.0621	 8,0251
TERM:	 U2. COLUMN 4:	 4.
CHANGE IN SYSTEM ERROR:
	 39.0776
CHANGE IN STATE ERRORS:	 39.0775	 0.0001
TERM:
	
X1.X1. COLUMN B:	 5.
CHANGE IN SYSTEM ERROR:	 0.0306
Figure 5.1.1b Full Second Degree Model and Reduction Test (First Pass)
.1 1
.1 .1 1,!77c-	 i ..	 _ .	 .
Ultl l,li :J"L i'. l^W
	 4^
OF POOR
	
q0
QU^L17'1',
CHANGE IN STATE ERRORS: -0, 3 •^•;•" 0,073%,
TERM; X1.?:2.	 COUJMP t:	 b.
CHANGE IN SYSTEM ERROR: -2.0355
CHANGE IN STATE ERRORS: -..^..0145 -0.01.11
TERM: X2.X2.	 COLUMN B:	 7.
CHANGE IN SYSTEM ERROR: -0,6560
CHANGE IN STATE ERRORS: -0.6514 -0.0046
TERM: X1,U1,	 COLUMN 0:	 8,
CHANGE IN SYSTEM ERROR: -122,4182
CHANGE IN STATE ERRORS: -122,3798 -0.0354
TERM: X1.U2,	 COLUMN 0:	 9.
CHANGE IN SYSTEM ERROR: -0.0639
CHANGE IN STATE ERRORS: 0,0211 -0.0849
TERM: X2,U1,	 COLUMN S:	 10.
CHANGE IN SYSTEM ERROR: 0,9927
CHANGE IN STATE ERRORS: 0.9675 0.0253
TERM: X2,U2,	 COLUMN 4:	 11,
CHANGE IN SYSTEM ERROR: 0,2700
CHANGE IN STATE ERRORS: 0.1913 0.0787
TERM: U1.U1,	 COLUMN 0:	 12,
CHANGE IN SYSTEM ERROR: -15.4397
CHANGE IN STATE ERRORS: 0.2414 -15,6811
TERM:	 U1.U24 COLUMN 4: 13.
CHANGE IN SYSTEM ERROR:	 -0.0333
CHANGE IN S1ATE ERRORS:	 -0.0192	 -0.0141
TERM:	 U2.U2. COLUMN 0: 14.
CHANGE IN SYSTEM ERROR:	 -0.1777
CHANGE IN STATE ERRORS:	 -0.1797	 0.0019
DO YOU WANT TO IISCARD ANY TERMS AND RE-OPTIMIZETIY/N3: Y
HOW MANY TERMS WILL DE KEPT? 6
ENTER THE COLUMN NUMBERS OF COLUMNS WHICH ARE TO DE KEPT.
WHEN ASKEDr ENTER A AS AN ARRAY.
A = ARRAY(6:1r2r3r4r8r12)
MANUAL MODE
SPACE USED 63 K NOW, 72 K PEAKY SIZE	 500 K
DO YOU WISH TO SAVE THIS MODEL?EY/N3:N
DO YOU WISH TO IDENTIFY ANOTHER MODEL?IY/N3:Y
Figure S.l.lc Full Second Degree Model and Reduction Test (First Pass)
r
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x0 = (0.005, -0.005).
The control inputs are again given by
ul(t) - 0.025sin(2nt • $l) + 0.025sin(2nt•2m1),
u2(t) = 0.025sin(2nt • 02) + 0.025sin(27it • 2k ).
Now as starting frequencies for the optimization, we use the frequency set de-
termined by the first pass optimimation, ^ = (0.7418, 0.9022). The optimum
frequencies are computed to be ¢ = (0.6499, 0.9014). Note that there is not
much change in the optimum frequencies which is what we desire. The model is
re-calculated and the reduction test again performed. See Figure 5.1.2 for
the "second pass" output. Inspection of the reduction data indicates that the
remaining terms are all fairly significant. So the model given in Figure
5.1.2 is the final reduced model. It contains 6 terms of a possible 14; a 57%
reduction. Furthermore, by taking all the partial derivatives, the exact
second degree approximation would be
	
r-2	 -3	 0	 1
LlO 
-II., 
LO1 =
	
 1	 1	 -1	 0
0	 0	 0
L20
0	 0	 0
	
-4	 0	 0	 0
Lll
	
0	 0	 0
n	 n	 0^
L02 =I
-1	 0	 0
Obviously, the reduction method singled out the appropriate columns to be
kept. In addition the error teat for the individual states indicates the
correct insignificant entries in each column. The reduction method seems to
Ir
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ENTER INITIAL CONDITIONS FOR THE 2 ST4TES:
	
0.0050	 -0.00'.10
ENTER SAMPLING PARAMETERS;
APPROXIMATION DEGREE
f SAMPLE POINTS
INTERVAL BETWEEN SAMPLES
INTEGRATION STEPSIZE
	
2 100	 0.0400
	
010050
SHOULD THE EXCITATION DE SINUSOIDAL OR COSINUSOIDAL?CS/C];
IDENTIFICATION WILL BE DONE WITH SINES.
ENTER THE NUMBER OF (CO)SINUSOIDS PER INPUT;
	
2	 2
	
ENTER THE	 4 INITIAL INPUT AMPLITUDES;
0.249999999999999996E-01 0.249999999999999996E-01
ENTER THE 2 FREQUENCY WEIGHTS:
	
0.7418	 0.9022
SHOULD THE IDENTIFICATION BE PERFORMED USING DATA THAT IS REDUCED?DY/N7:
Y
ENTER OPTIMI
1 -2
3
4 -
5-
6-
7-
B-
3
IES
CONDITIONS
CONDITIONS
r AND INITIAL CONDITIONS
ENTER THE TRACE OF THE COVARIANCE MATRIX:
0.999999999999999954E-06
ENTER THE OPTIMIZATION METHOD; 	 lr2r3 OR 4
ENTER 8 OF SIGNIFICANT DIGITS FOR CONVERGENCE,
MAXIMUM i OF FUNCTION CALLSr
AND THE ZXMIN OPTION t (Orlr2r3)
2	 200	 2
10 CALLS OF FCN.....
THE PARAMETERS:
I 0.6872968D+00	 0.9476237D+00
THE CONDITION NUMBER:	 0.126D+05
OBJECTIVE FUNCTION VALUE: 0.1975D+00
20 CALLS OF FCN.....
Tur eeentwrTrPgt_
0.678229311+00 	0.9468474D+00
THE CONDITION NUMBER: 	 0.11811+05
'	 p OBJECTIVE FUNCTION VALUE: 0.1918D+00
30 CALLS OF FCN.....
- THE PARAMETERS:
0.6495584D+00	 0.8921068D+00
THE CONDITION NUMBER: 	 0.107D+05
p OBJECTIVE FUNCTION VALUE: 0.1745D+00
Figure 5.1.2a Reduced Second Degree Model and Reduction Test (Second Pass)
?71
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tl
r
40 CALLS OF FCN..,.
THE PARAMETERS:
0.6 .19863 .111+00 0.9013517D+OO
THE CONDITION NUMBER: 0.1041,+05
OBJECTIVE FUNCTION VALUE: 0.171911+00
50 CALLS OF FCN.....
THE PARAMETERS:
0.6498652D+00 0.9013841D+00
THE CONDITION NUMBER: 0.10411+05
OBJECTIVE FUNCTION VALUE: 0.17;91'+00
60 CALLS OF FCN..,..
THE PARAMETERS!
0.6 .1986530+00 0.90_J842D+00
THE CONDITION NUMBER: 0.10.111+05
OBJECTIVE FUNCTION VALUE: 0.1719D+00
CONVERGENCE WAS ACHIEVED AND 110 ERRORS OCCURRED.
DO YOU WISH TO 14ORMALIZE THE DATATCY/N3:
Y
THE MATRIX OF SAMPLED MONOMIAL TERMS
HAS	 6 ROWS AND 100 COLUMNS,
NUMBER OF TIMES COST FUNCTION WAS EVALUATED:	 63
THE OPTIMUM FREQUENCIES ARE:
FREO(1)= 0.650	 FREQ(2)= 0.901	 FREQ(3)= 0.000
WOULD YOU LIKE TO SEE PLOTS OF THE INPUTS^;
IF SO1 LINE UP THE CARRIAGE.
N
TSO SPEAKEASY III PI+ 7:33 PM FEBRUARY 221 1984
:-SIZE=500;GET IDENT;IDENT!QUIT
EXECUTION STARTED
COLSKEPT (A 6 COMPONENT ARRAY)
	
.1	 2	 3	 4	 8	 12
PARTITION NUMBER 1.
PRTITION (A 2 BY 2 ARRAY)
-2.003 -3.0012
	
.9999
	
100001
...WITH EIGENVALUES:
VALUES (A VECTOR WITH 2 COMPONENTS)
	
.:.ii ^ru l'°6'.•9i	 .5014F,_.gt,3pi
PARTITION NUMBER 2.
PRTITION (A 2 BY 2 ARRAY)
2.3743E-4 .9991
	
-1.0005	 -1.S637c"-5
Figure 5.1.2b Reduced Second Degree Model and Reduction T4
FPARTITION HUMPER 3,
G^iITiOV! (A 2 PY 7 ARRAY
0 0 0
PARTITION NUMBER 4.
PRTITION (A 2 BY 4 ARRAY)
-4,0049	 0	 0	 0
	
,016344 0	 0	 0
PARTITION NUMBER 5.
PRTITION (A 2 BY 3 ARRAY)
	
-.016019 0	 0
-.99954	 0	 0
S (A 6 COMPONENT ARRAY)
7.3342 2.012
	 2,2395 4,5216 5.5657 6,1157
THE MAXIMUM SINGULAR VALUE:
14AX = 7,3342
THE MINIMUM NONZERO SINGULAR VALUES
MIN = 2.012
,,.AND THEIR RATIO:
RTIO = 3.6452
WANT TO TRY REDUCTION TEST?IY/N7: Y
FULL SYSTEM ERROR:
	 200.9931
FULL STATE ERRORS:	 176.7734	 24.2198
TERM:	 X1, COLUMN 6:	 1.
CHANGE IN SYSTEM ERROR:	 236,6909
CHANGE IN STATE ERRORS:	 194,4798	 42,2111
TERM: X2.	 COLUMN t:	 2,
CHANGE IN SYSTEM ERROR: 67.8517
CHANGE IN STATE ERRORS: 60,9716 6,8801
TERM: U1.	 COLUMN #:	 3,
CHANGE IN SYSTEM ERROR: 11.0693
CHANGE IN STATE ERRORS: 0.0157 11,0535
TERM: U2,	 COLUMN 6:	 4,
CHANGE IN SYSTEM ERROR: -16,1350
CHANGE IN STATE ERRORS: -16.1348 -0,0002
TERM: X1,U1.	 COLUMN 6:	 8,
CHANGE IN SYSTEM ERROR: -120.4635
CHANGE IN STATE ERRORS: -120,5174 0.0539
TERM: U1.U1.	 COLUMN 6:	 12.
CHANGE IN SYSTEM ERROR: -15,9942
CHANGE IN STATE ERRORS: 0,2470 -16,2412
DO YOU WANT TO DISCARD ANY TERMS AND RE-OPTIMIZE?CY/N7: N
MANUAL MODE
SPACE USED 43 K NOWT 47 K PEAKY SIZE 500 K
DO YOU WISH TO SAVE THIS MODEL?CY/N]:N
DO YOU WISH TO IDENTIFY ANOTHER MODEL?[Y/N]:N
Figure 5.1.2c Reduced Second Degree Model and Reduction Test (Second Pass)
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have done about as well as could be expected. The true proof of a model's
validity though lies in its simulation.
For the purpose of model verification, simulation consists of the excita-
tion of the true system and the model at points about the point of identifica-
tion. The control input excitation in this case is a single cosinusoid. That
is
ui(t) = oicos(2ut-^i)
	
i = 1,2,...,m.
i
Furthermore, an initial condition for each state is required. The true system
and each model are run for a specified time and sampled at evenly spaced
points throughout the interval. If two models are simulated simultaneously,
a mean square error ( with respect to the true solution) analysis is performed.
The error criterion, then, is just the ratio of the mean square errors of the
^	 two models for each state. For the following simulations, the error ratio is
MSE(MODELli)
Ri = MSE(LINEARi)	
1
where in this case MODELl i
 refers to the i-th state of the six term reduced
model. Obviously then, we desire the error ratios to be less than one. But,
the following tabular data will show for some cases the error ratio between
two models becomes very large. In these simulations it is necessary to check
the normalized error data and closely examine the graphical output. Most of
the time the large numbers are due to the fact that one model's trajectory
lies on top o f the true solution trajector y. Des pite the fact that the other
model may also be very close to the true solution, the error ratio becomes
large.
Recall that two goals were set for performance evaluation of reduced
models. The first is to outperform models of lesser degree, and the second is
A:'
46
to approximate full model behavior. Tables 5.1.1 through Table 5.1.8 addrc
the first criterion. In each of these tables, the heading MODELI refers to
the reduced second degree model.. The first three tables (Table 5.1.1 through
Table 5.1.3) originally appear in 121 and test the model performance very
close to the identification point. Note that throughout the trio of tables,
according to the error ratios, the reduced model, seems to be outperformed when
the input amplitudes are zero. This behavior of the error criterion was ex-
plained above and a representative plot set is given in Figure 5.1.3. 1
 Repre-
sentative plot sets of the simulation data tables follow each table. Note
that even with the loss of terms, the second degree model exhibits exceptional
behavior over the linear approximation. In Table 5.1.4, the model's region of
validity is tested farther away from the origin as the input amplitudes are
increased substantially crer those in previous tables. Table 5.1.5 gives a
set of simulations whose initial state conditions are (-0.01, -0.01), and
whose input amplitudes and frequencies are randomly chosen in the ranges
(-0.2, 0.2) and (l, 6) res pectively. The following three tables (Tables 5.1.6
through Table 5.1.8) test the low frequency and d.c. behavior of the models.
Table 5.1.6 has various small frequencies and steps. Note that it was pre-
viously determined in (21 that the true system is unstable in the first state
when excited with steps of magnitude more than 0.1. Table 5.1.7 is another
random table of smaller steps .hose initial state conditions are in the range
(-0.01, 0.01) and whose amplitudes are in the range (-0.025, 0.025). Table
5.1.8 has some larger steps with the initial state conditions randomly chosen
in the range (-0.05, 0.05) and input amplitudes also randomly chosen in the
range (-0.075, 0.075).
1•	 lIn all plots, if a curve is indistinguishable, it over-lays another curve.
0
i
1
1
1
1
1
1
1
1
1
1
2
y,
I
ca'U.
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#	 t't_t.ti.}.#t..{.{.fit:{.#.##:.t#.#..}..}.#.t.Att:t.##' fi .
PROBLEM SUNHAR'i
CONFIGURATION: TRUE rLINEARYMODELI
d OF TERMS IN MODEL 1: 	 6
DEGREE OF APPROXIMATION: 2
SIMULATION WITH COSINE
tt'+k^F4^kM:4.k.t kkkM:kffi k'Mt+k^ #+kt^k.t^kk.t#M##%Ykktk.^
	6 INITIAL. CONDITIONS
	
AMPLITUDES
	
FREQUENCIES
	
ERROR RATIOS
01001 0.001
0.001 0401
S	 0.001 0.001
1	 0.001 0.001
5	 01001 0.001
i	 0.001 0.001
7	 0,001 0.001
3	 0.001 0.001
0.001 01001
7	 06001 -04001
L	 04001 -0.001
01001 -0.001
S	 01001 -01001
1	 0.001 -0.001
01001 -0.001
5	 01001 -0.001
7	 01001 -0.001
3	 0.001 -01001
9	 -01001 -0,:.01
7	 '--0.001 -0.001
-V,VV1 -V,VV1
-0.001 -0.001
-0.001 -01001
-00001 -0.001
-01001 -00001
-0.001 01001
-01001 01001
-01001 06001
-04001 0.001
-01001 01001
-0.001 01001
-01001 0.001
-01001 0.001
-0.001 01001
01000 0.000
0,050 0.050
0,050 -0.050
••0.950 -0,050
-0.050 0,050
0,150 0,150
0.150 -0.150
-0,150 -0.1500
-0,150 0,150
0.000 0.000
0,050 0,050
0.050 -0.050
-01 050 -0,050
-0,050 0,050
0.150 0,150
0.150 -0,150
-0,150 -0.150
-0,150 0,150
01000 01000
0,050 0,050
0,050 -0.050
-04050 -0.050
-0,050 0,050
0.150 0.150
0,150 -0,150
-00i50 -01150
-0,150 0,150
01000 0.000
0.050 0,050
0,050 -0.050
-0,050 -0,050
-0,050 0,050
0,150 0.150
0,150 -0,150
-0.150 -0,150
-0.150 0.150
0.75 1,00
0.75 1,00
0.75 1.00
0.75 1,00
0,75 1.00.
0.75 1.00
0.75 1.00
0.75 1.00
0.75 1.00
0,75 1.00
0.75 1,00
0,75 1.00
0.70 1100
0.75 1.00
0.75 1,00
0.75 1,00
0.75 1:00
0.75 1.00
0.75 1100
0,75 1.00
0,75 1.00
0,75 1.00
0,75 1.00
0,75 1,90
0175 1,00
0.75 1,00
0,75 1.00
0.75 1.00
0.75 1,00
0:75 1.00
0.75 1.00
0,75 1.00
0,75 1,00
0.75 1.00
0,75 1.00
0,75 1.00
0.748E+06 0,606E+06
0.408E-05 0.549E-04
0.26°F-05 0,452E-04
.1.-01E-05 0,362E-0'1
0.638E-05 0,729E-04
0 .257E-03 0,162F.-02
0,258E-03 0,237E-02
0,485E-03 0,318E-02
0.702E-03 0,367F.-02
0.588Ei07 0,759E+07
0.277E-05 0.335E-04
0,218E-05 0,374E-04
0.121E-05 0,19.1E-04
0.545E-05 0,568E-04
0<320E-03 0,160E-02
0.285E-03 0,251E-02
0,501E-03 0.362F_-02
0,719E-03 0.371E-02
0.748E+06 0,606E+06
0.206E-05 0,256E-04
0.190E-05 0,330E-04
0,870E-06 0,148E-04
0,582E-05 0,560E-04
0,353E-03 0,202E-02
0,295E-03 0,259E-02
0,632E-03 0,387E-02
0.759E-03 0,384E-02
7,568E+07 0.759E+07
0,381E-05 0.432E-04
0,240E-05 0.409E-0A
0.187E-05 0,259E-04
0,673E-05 0,729E-04
0,286E-03 0,174E-02
0,267E-03 0,244E-02
0,53A'-03 0,340E-02
0.74iE-03 0.379E-02
Table 5.1.1 Simulation Table for 'Linear Model versus Second Degree
Reduced Model
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48	 f,
C0NPRRATIVE SOLUTION PL01S:	 5TRTE a I
--- TRUE •-•°^^ N00EL 1, 1NERR	 ----- MODEL hEDCOEG2
	TIME (SEC"	 e10••-2
C0NPRRN71VE 5 0 L U T 10N F L 0 T 5:	 5TRTE a 2
-- TP. US
	
-	 110 DEL L114 ERP	 N 0 0 E L RE000EG2
TIME l5E CI	 .10.•-2
Figure 5.1.3 Simulation Number 10 of Table 5.1.1
aC ONP RRRT IVE 5 0 L U T ION PL0T5: 	 51RTE • I
--- TRUE °.-.... MODEL LINE RR	 - N00EL AE000EGZ
i
q
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50
+'100Y #
ODELI
b
0,
0,
0,
0,
0,
0,
0,
0,
0.
0,
0,
0.
0,
0,
0,
0.
0.
St INITIAL CONDITIONS AMPLITUPES FREQUENCIES
1 0.005 0.005 0.000 01000 0.75 1,00
2 0.005 0.005 0,050 0.050 0,75 1.00
3 0,005 0,005 0.050 -0.050 0.75 1.00
4 0.005 0,005 -0,050 -0,050 0.75 1,00
0,005 0.005 -0,050 0,050 0.75 1,00
6 0,005 0.005 0.150 0,150 0.75 1.00
7 0.005 0.005 0.150 -0.150 0.75 1.00
6 0,005 0.005 -0.150 -0.150 0.75 1.00
9 0.005 0.005 -0.150 0.150 0,75 1.00
10 0.005 -0,005 0.000 01000 0,75 1,00
11 0.005 -0,005 0.050 0.050 0,75 1.00
12 0.00c -0.005 0,050 -0,050 0.75 1.00
13 0,005 -?,005 -0,050 -0.050 0,75 1,00
14 0,005 -0.005 -0,050 0,050 0.75 1.00
15 0,005 -0,005 0.150 0,150 0,75 1.00
16 01005 -01005 0.150 -0.150 0,75 1.00
17 0.005 -0,005 -0.150 -0,150 0.75 1.00
18 0.005 -01005 -0.150 0,150 0.75 1,00
19 -0.005 -0.005 0,000 0.000 0,75 1,00
20 -0.005 -0,005 0,050 0.050 0,75 1.00
21 -0.005 -0.005 0.050 -0,050 0,75 1,00
22 -0,005 -0.005 -0,050 -0,050 0,75 1.00
23 -0,005 -0,005 -0,050 0,050 0.75 1.00
24 -0.005 -0,005 0,150 0,150 0,75 1.00
25 -0.005 -0.005 0.150 -0,150 0.75 1.00
26 -0,005 -04005 -0,150 -0.150 0.75 1,00
27 -0,005 -0,005 -0.150 0.150 0,75 1.00
28 -0,005 0,005 00000 01000 0.75 1.00
29 -0.005 0,005 4.050 0,050 0.75 1,00
30 -01005 0,005 J1050 -0.050 0,75 1,0C
31 -0,905 0,005 -0.050 -0,050 0,75 1,00
32 -0.005 0,005 -0,050 0.050 0,75 1,00
33 -00005 01005 0,150 0,150 0.75 1,00
34 -0,005 0.005 0.150 -0,150 0,75 1,OC
35 -0>005 0,005 -0,150 -0,150 0.75 1,0C
36 -0.005 0,005 -0,150 0.150 0.75 1,00
ERROR RATIOS
, 891.
2E-04 0,170E
OE-05 0,811E
8E-04 0,159E
K-05 0,116E
3E-03 0.103E
5E-03 0,203E
9E-03 0.208E
9E-03 0,344E
4E+04 0,818E
9E-05 0,217E
2E-05 0,396E
6E-0.5 0.172E
2E-05 0,327E
4E-03 0.219E
1E-03 0.270E
8E-03 0,413E
QE-03 0,359E
891,
1E-05 0,225E
2E-05 0.181E
8E-05 0,531E
9E-05 0.332E
5E-03 0.305E
4E-03 0,31AE
'1E-02 0,553E
15E-03 0,429E
^4E+04 0,818E
5E-05 0,703E
^3E-05 0.574E
6E-05 0,499E
'6E-05 0,115,E
^3E-03 0,152E
i4E-03 0,237E
14E-03 0,299E
'AE-03 0,401E
Table 5.1.2 Simulation Table for Linear Model versus Second Degree
Ruduced Model
51
C0NPARAT I V E 50LUT ION PLO T 5:
	 5T A T 	 a I
-- TRUE - •- --- I'IODEL L,,IIEAR	
— 1100EL RE000E02
TIME [SECI	 •10•x-2
C Oil PRRAT I V E 5 0 L U T 10N PL075:
	 5TRTE a 2
-- TRUE -- - 	 II CI D EL LINEAR	
-- M 0 0 E L RE0CDE62
TIME (SEEI	 a10..-2
Figure 5.1.5 Simulation ,lumber 29 of Table 5.1.2
a
AMPLITUDES	 FREOUENCIE5
0,000 04000 0,75 1,00
01050 01050 0,75 1,00
0,050 -0,050 0.75 1.00
-0,050 -0,050 0.75 1,00
-0,050 0050 0,75 1,00
0,150 0,150 005 1,00
0,150 -0,150 0,75 1.00
-0,150 -0,150 0,75 1,00
-0.150 0,150 0,75 1.00
0.000 01000 0.75 1,00
0,050 0.050 0,75 1,00
0,050 -0,050 0,75 1.00
-0,050 -0.050 0.75 1,00
-0,050 0,050 0,75 1,00
0,150 0.150 0,75 1,00
0,150 -0,150 0.75 1.00
-0,150 -0,150 0,75 1,00
-0,150 0.150 0,75 1.00
06000 01000 0.75 1.00
0,050 0,050 0,75 1.00
0,050 -0,050 0.75 1,00
-0,050 -0,050 0.75 1.00
-0,050 0,050 0,75 100
0.150 0,150 0.75 1.00
0.150 -0.150 0.75 1.00
-0.150 -0,150 0.75 1,00
-01150 01150 0,75 1,00
0,000 01000 0,75 1,00
0,050 00050 0,75 1,00
0,050 -0,050 0,75 1,00
-0,050 -0,050 0.75 1.00
-0,050 0.050 0,75 1,00
0.150 0,150 0.75 1,00
0,150 -0,150 0,75 1.00
-0,150 -0,150 0,75 1,00
-0,150 0,150 0,75 1.00
ERROR RATIOS
0,
0,
0.
0.
V.
0,
0.
0,
0.
0.
0.
0.
0.
00
0.
0.
0,
0.
0,
0	 42,4
9E-04 0.446E-03
OE-04 0,166E-03
4E-04 0,507E-03
3E-04 0.20EE-03
M-03 0,692E-03
OE-03 0.178E-02
OE-03 0.126E-02
OE-03 0.334E-02
514,
3E-05 0.229E-04
1E-05 0.635E-04
9E-05 0,365E-04
OE-05 0,173E-04
9E-03 0,267E-02
2E-03 0,306E-02
3E-03 0 486E-02
9E-03 0.354E-02
0	 42.4
3E-04 0.148E-03
4E-05 01265E-04
5E-04 0,289E-03
OE-05 0.283E-04
8E-02 0.476E-02
6E-03 0.403E-02
5E-02 0,816E-02
5E-02 0.507E-02
514,
5E-04 0 120E-03
9E-05 0.972E-04
4E-05 0.105E-03
6E-04 0.192E-03
6E-03 0,132E-02
7E-03 0,237E-02
5E-03 0,257E-02
3E-03 0,437E-02
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PROBLEM SUMMARY
CONFIGURATIONS TRUE Y L I NEAR YMODEL I
4 OF TERMS IN MODEL 12	 6
DEGREE OF APPROXIMATION' 2
SIMULATION WITH COSII4E
K^ 1'^#:C^WI k:k`kW M.:YN^^^^^^Y^^^.k#:^:Y k#1%'Y^WW:1 ^N
58 INITIAL CONDITIONS
1 01010 0,010
2 0.010 0,010
3 0.010 0.010
4 0.010 0.010
4 5 01010 0.0106 0.010 0.010
7 04010 04010
a 0.010 00010^M1
9 0.010 01010
10 01010 -01010
S 11
12
0.010
0,010
-01010
-0.010
13 01010 -01010
14 01010 -01010
15 0.010 -01010
16 01010 -01010
g 17 0.010 -0010
18 01010 -01010
19 -01010 -0,010
` 20 -00010 -0.010
21 -0.010 -01010
22 -0.010 -0,010t'
1 3 -0.010 -01010
4 -0.010 -00010
^5 -0.010 -01010
26 -0,010 -0.010
27 -0.010 -0.010
28 -0.010 00010
29 -01010 01010
' 30 -0.010 0010
'
31 -0.010 01010
32 -0010 0010
33 -01010 0.010
34 -01010 01010
35 -0:010 0,010
i! i
y
36 -01010 0.010
V
•3	 v
Table 5.1.3 Simulation Table for Linear Model versus Second Degree
Reduced Model
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TRUE ..••..... It 0 0 E L L 1 11 E A M 	 — It 0 0 E L It E 0 C 0 E G2
I I ME	 15EC 1	
- 10 ---2
COMFRRRT'VE 501-1.17ION PLOT5:
	
5 T A 7 E a 2
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	 it 0 0 E L LINEAR 	 H 0 0 E L RECCOEG2
TINE  I S E C 1	 .10,2
Figure 5.1.6 Simulation Number 14 of Table 5.1.3
####k###tb####1t##y###'###############'#9.^..^,
PROBLEM SUMMARY
CONFIGURATION! TRUE.LINEARrMODELI
t OF STATES! 2
# OF INPUTS! o
1 OF TERMS IN MODEL 1!	 6
DEGREE OF APPROXIMATION! 2
SIMULATION WITH COSINE
Si INITIAL CONDITIONS	 AMPLITUDES	 FREQUENCIES	 ERROR RATIOS
0.025 0,025 01100 0,100 2100 1.00 0.566E-03 0,231E-02
0.025 0.025 01100 -0.100 2.00 1.00 0,497E-03 0,240E-02
0,025 0,025 -01100 01100 2.00 1.00 0,469E-03 0.195E-02
0,025 0,025 -01100 -01100 2.00 140 0,414E-03 0.224E-02
0.025 -0,025 01100 01100 2,00 1,00' 0,181E-03 0,866E-03
0.025 -0.025 0,100 -01100 2,00 1100 0,204E-03 0,111E-02
0,025 -0,025 -0,100 0,100 2,00 1,00 0,255E-03 0,115E-02
0,025 -0,025 -0.100 -01100 2,00 1,00 0,275E-03 0,148E--02
-0.025 0,025 01100 0400 2.00 1,00 0.205E-03 0,862E-03
-0,025 0,025 01100 -0.100 2.00 1,00 0,151E-03 0,792E-03
-0,025 0,025 -00100 0,100 2,00 1.00 0.170E-03 0,806E-03
-0.025 0,025 -0.100 -01100 2,00 1.00 0.136E-03 0,850E-03
-0,025 -0,025 01100 01100 2.00 1,00 0,868E-03 0.359E-02
-0,025 -0,025 01100 -01100 2,00 1,00 0.906E-03 0.442E-02
-00,025 -0,025 -0.100 0,100 2,00 1.00 0.107E-02 0,424E-02
-0,025 -0,025 -0,100 -0,100 2.00 1,00 0,104E-02 0,514E-02
0,025 0,025 0,200 0,200 2,00 1.00 0.11.2E-02 0,513E-02
0.025 0,025 0,200 -0,200 2.00 1,00 0.778E-03 0:474E-02
0.025 0,025 -0,200 0,200 2,00 1,00 0,124E-02 0,610E-02
0,025 0,025 -0,200 -0,200 2,00 1,00 0.912E-03 0,616E-02
0,025 -0.025 0,200 0.200 2.00 1,00 0,295E-02 0.101E-01
0,025 -0,025 01200 -0,200 2,00 1.00 0.297E-02 0.109E-01
0,025 -0,025 -0,200 0.200 2100 1.00 0,402E-02 0,126E-01
01025 -0,025 -0,200 -0,200 2,00 1.00 0,380E-02 0.135E-01
-0.025 0,025 0,200 0,200 2100 1,00 0,188E-02 0,759E-02
-0.025 0.025 0,200 -0.200 2,00 1,00 0,155E-02 0.7555'-02
-0,025 0.025 -0,200 0,200 2,00 1,00 0.237E-02 0,9315-02
-0,025 0,025 -0,200 -0,200 2,00 1,00 0,195E-02 0.950E-02
-0,025 -0,025 0,200 0,200 2.00 1,00 0,618E-02 0,170E-01
-0,025 -0,025 0,200 -0,200 2,00 1,00 0,620E-02 0.186E-01
-0,025 -0,025 -0.200 0,200 2.00 ,1.00 0:782E-02 0,204E-01
-0.025 -0.025 -0,200 -0,200 2,00 1100 0,734E-02 0,219E-01
0,025 0.025 0,300 0.300 2,00 1.00 0,873E-02 0,347E-01
0,025 0,025 0,300 -0.300 2100 1400 0.776E-02 0,348E-01
0,025 01025 -0.300 0,300 2.00 1,00 0,111E-01 0,411E-01
0.025 0,025 -01300 -0,300 2.00 1,00 0.940E-02 0.415E-01
0,025 --0,025 0,300 0,300 2,00 1,00 0,173E-01 0,500E-01
0,025 -0,025 0.300 -0.300 2.00 1,00 0.169E-01 0.521E-01
0,025 -0,025 -01300 01300 2,00 1.00 0,218E-01 0,589E-01
0,025 -0.025 -0,300 -0.300 2.00 1,00 0,200E-01 0,603E-01
-0,025 0,025 0,300 0,300 2,00 1,00 0,131E-01 0,43"E-01
-0,025 0,025 0,300 -0,300 2.00 1,00 0,121E-01 0.441E-01
-0,025 0,025 -0,300 0,300 2100 1,00 0,164E-01 0,510E-01
-0,025 0,025 -0,300 -0,300 2,00 1,00 0,143E-01 0,515E-01
-0,025 -0,025 0,300 0,300 2.00 1,00 0,249E-01 0.627E-01
-0,025 -0,025 01300 -01300 2,00 1,00 0,244E-01 0,654E-01
-0.025 -0,025 -0.300 0,300 2,00 1.00 0,305E-01 0.729E-01
-0.025 -0.025 -0,300 -0,300 2100 1.00 0,81E-01 0.746E-01
Table 5.1.4 Simulation Table for Linear Model versus Second Degree
Reduced Model
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--- TRUE .. --R00E.L LINEAR	 — H00EL RE 0C 0E G2
I IflE	 1 $ E C I	 .10••-2
C 0 N P RRAT I V E 50LU7 ION PL0T5:
	 57ATE a 2
	
--- TRUE -°••°. HODEL LINEAR
	 — N 0 0 E L RE0C DE G2
TIME 15EC1	 •10••-2
Figure 5.1.7 Simulation Number 13 of Table 5.1.4
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ERROR RATIOS
2E-04 0.315E
3E-04 0,417E
3E-03 0.215E
2E-03 0,648E5E-05 0.408E
3E-04 0,970E
7E-04 0,216E
1E-03 0.137E
BE-02 0,974E
2E-03 0.125E
7E-02 0.193E
5E-02 0,233E
2E-03 0.170E
9E-02 0.263E
2E-03 0,193E
SE-02 0,644E
2E-05 0.265E
1E-03 0,296E
9E-05 0.733E
5E-04 0,322E
,2E-02 0,182E
@E-04 0.900E
7E-03 0,274E
3E-05 0.115E
'3E-04 0.177E
3E-03 0,101E
iOE-04 0.201E
,7E-02 0.281E
'7E-03 0,590E
9E•-03 0.193E
i5E-02 0,738E
9E-03 0.111E
0.
0,
. n
PROBLEM SUMMARY
CONFIGURATION: TRUErLINEARrMODELI
I OF STATES: 2
4 OF INPUTS: 2
f OF TERMS IN MODEL 1: 6
DEGREE OF APFROXIMATION: 2
SIMULATION WITH COSINE
######################## ################
S4 INITIAL CONDITIONS AMPLITUDES FREQUENCIES
1 -01010 -01010 0.063 0.055 4,69 4.66
2 -01010 -01010 0,043 -0,012 3,36 2,29
3 -0.010 -06010 01059 01081 3,58 4,77
4 -0.010 -01010 0,067 0,082 4.97 5.24
5 -0,010 -0,010 -0,042 0,173 5.87 4,31,
6 -0.010 -0,010 0.049 -04198 2.12 5,51
7 -01010 -01010 -0.005 -0.040 2,4e 3,10
8 -0.010 -0,010 0,103 0,079 4.07 3.78
9 -0.010 -0.010 -0.187 0.065 5.84 3.48
10 -0.010 -01010 -0.103 -0,082 2,89 5.00
11 -0,010 -00010 -0,118 -0,043 5.59 4.14
12 -0.010 1.0.010 -0,125 -0,078 3,19 5.85
13 -01010 -01010 0,115 0.147 2,82 2,01
14 -01010 -01010 0,130 0,130 5.05 4,39
15 -0,010 -0,010 0,057 0.023 4.98 5.54
16 -04010 -0,0 1 '' -0.166 0,114 5.58 5,28
17 -0.010 -010' -0.040 0,139 2,05 3.28
18 -0.010 -0.0iJ -0,168 0,194 3.39 3,24
19 -01010 -00010 -0,027 0.115 5.56 2.10
20 -0,010 -0.010 0,034 0,006 4.25 3,58
21 -01010 -01010 0.116 -0,065 4,40 4.95
22 -06010 -0.010 -0.023 0,051 4.27 5.32
23 -01010 -0.010 -0.063 -0.001 5.37 5,00
24 -06010 -01010 -0430 -0.147 2,15 3,09
25 -0.010 -00010 0,020 -0,065 3.54 4,47
26 -01010 -0.010 -0,097 0,032 3,19 4.95
27 -01010 -0.010 -0,058 0,180 5.16 3,63
28 -0.010 -0.010 0,133 0.065 3,05 5,04
29 -01010 -06010 -0,080 -0,162 4.83 4,07
30 -0.010 -04010 -0,117 -0.120 4,92 4.56
31 -0.010 -00010 -0,173 0,055 5.83 4.55
32 -0.010 -00010 -0,099 -0,175 5.73 3.93
33 -00010 -01010 -0,170 -04059 5,33 5,72
34 -00010 -00010 -0.156 -0,110 2,92 5,00
35 -04010 -04010 0.195 -0,107 3.34 4,82
36 -00010 -0.010 0.144 0,068 6.00 4,36
37 -01010 -0.W) -0.156 0,093 2,65 4,60
38 -0.010 -06010 0.100 -0,092 3,88 2,31
39 -0.010 -0,010 -0,079 0.075 5.94 4,18
40 -0.010 -0,010 -0,073 -0,002 2,60 5,73
41 -01010 -01010 0,077 0.133 4.96 4,84
42 -00010 -04010 0,013 0,005 2.41 5,93
43 -01010 -01010 0,150 -0,060 4,77 2,51
44 -00010 -00010 0488 -0.194 2,34 2,22
45 -00010 -01010 0,086 0,174 5,03 3.62
46 -0.010 -0.010 0.098 -0,073 3.39 5,24
47 -0.010 -06010 -0,007 -0,163 4,80 2,32
48 -01010 -0.010 0,034 -1;,121 5.38 3.06
49 -0.010 -0410 0,138 -0:062 4.12 5,88
50 -01010 -0,010 -00019 -0.159 5,45 3,55
Table 5.1.5 Simulation Table for Linear Model versus Second Degree
Reduced Model
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COMPRRRTIVE SOLUTION PLOTS;	 STATE a I
--- TRUE ......•••• MODEL LINERR	
— MODEL REOCOEG2
COMP RRRT I V E 50 L U T 10N PLOTS:	 57RTE a 2
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ERROR RATIOS
e PROBLEM SUMMARY
r CONFIGURATION:	 TRUEYLINEARrMODEL1
1 OF STATES: 2
t OF INPUTS: 2
i OF TERMS IN MODEL 1: 6
DEGREE OF APPROXIMATION: 2
SIMULATION WITH COSINE
Fi
S1 INITIAL CONDITIONS AMPLITUDES FREQUENCIES
,1 0.001 -0.001 0,010 -01075 0100 0.00
01001 -0.001 0,010 -0.075 0,01 0101
3 0.001 -01001 0.010 -0.075 0,02 0.02
n 4 01001 -01001 0.010 -01075 0.05 0,05,
r ! 5 01001 -00001 -0,050 0,050 0100 0100
6 0,001 -0.001 -0,050 0,050 0.01 0101
7 01001 -0,001 -0,050 0,050 0,02 0.02
B 01001 -0.001 -0,050 0,050 0105 0,05
9 01001 -01001 -0,075 04010 0,00 0100
10 0.001 -0.001 -0.075 0,010 0.01 0101
11 0,001 -0,001 -0.075 0,010 0,02 0,02
s 12 61881 -01001 -0.075 01010 0105 0105
13 6.661 -0,001 -0.075 -0.075 0.00 0400
14 01001 -01001 -0,075 -0.075 0101 0,01
15 00001 -01001 -0,075 -0.075 0.02 0,02
16 01001 -0.001 -0,075 -0.075 0.05 0105
5 17 0.010 -0.010 0.010 -0.075 0100 0600
t 18 01010 -01010 0,010 -0,075 0.01 0,01
19 01010 -0.010 0.010 -0,075 0.02 0,02
i i 20 0.010 -01010 0,010 -01075 0,05 0.05
21 01010 -0.010 -0,050 0.050 0,00 0,00
22 0.010 -04010 -0,050 0,050 0.01 0101
f .	 f 23 01010 -00010 -0,050 0,050 0,02 0.02
-'9	 1 24 01010 -01010 -0,050 0.050 0,05 0105
;j 25 01010 -01010 -04075 0.010 0100 0100
26 01010 -0010 -0.075 0,010 001 0,01`
27 01010 -01010 -0,075 0.010 0.02 0102
(l 28 01010 -0.010 -0.075 0,010 0.65 0,05t ^
29 01010 -00010 -0,075 -0,075 0100 0100
30 00010 -00010 •-0,075 -0,075 0101 0101
31 0010 -0.010 -01075 -0075 002 002
',fl 32 0.010 -01010 -01075 -0,075 0105 0,05
Table 5.1.6 Low Frequency Table for Linear Model versus Second Degree
Reduced Model
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C0hPRRRT I V E 50LUT ION P L 0 T 5: 	 5T R T 	 • 1
--- 
TRUE - ........ 1100EL LINERR	 - MOOEL REDCOE02
C0MPRRRT I V E 5 0 L U T 1ON PLO 7 5:
	 5T R T 	 • 2
--- TRUE ..... 	 N00EL LINERR
	 - M00EL RE000E02	
,^
ti
^I
GO
YMODELI
11	 6
ON1 2
INE
:GNFIGURA
t
OF
St INITIAL CONDITIOA'S
1 -0,003 0.010
2 0,001 -0.002
3 0,008 0.003
4 0.010 -0.003
5 -0,009 0.002
6 0.008 01002
7 0.005 0,005
8 0,007 0.009
9 -0.005 -0,004
10 0.009 -0,000
11 04006 -04005
12 -0,007 -0,003
13 0,000 -0.001
14 -01010 0,008
15 0,009 -01005
16 -0,004 -0,001
17 0.001 -0,007
18 0,001 0,003
19 0.005 -0.004
20 0,009 01009
21 -0,008 0,003
22 -04009 01008
23 -0.003 -0.007
1 0.008 -0.002
25 01003 01000
26 0.000 -0.005
VI
0,
0,
0.
0,
0.
0,
0,
0,
0.
0,
0,
V,wl V,
0.003 0,
-0,010 0.
--0.002 0.
-0,009 0,
-0,008 0.
0.005 -0.
-0,006 0,
-0,008 0,
0.000 0,
-0,005 0.
-0.008 -0.
-0.007 -0,
-0.006 -0,
-0,008 0,
-0.005 0.
-0,004 0.
-0,004 -0,
0,003 -0,
•-0.007 -0.
0.007 -0,
AMPLITUDES
0.010 -0,021
-0.006 -0.015
0.002 0.023
0,015 -0,022
0,010 0.003
-0,006 -0,013
0,012 -0,002
04016 00011
-0,002 0,002
-01008 -0.018
-0.012 0.011
-0.004 -0,014
-0,008 -0,007
-0.015 0,003
-0,002 0,004
-0.001 0.006
-0.005 -04008
01009 01008
0.009 -0.024
0.002 0.016
0.006 -0,00_3
0,021 0,023
-0.002 -0,021
-0,011 0,016
-0.02" 0.001
00014 -0.024
0.014 -0,024
-0,011 0,024
0.016 0,014
-0.019 01010
-0,025 0.022
0.009 -0.024
0,020 0,021
-0,021 -0,009
-0,011 -0.005
-0.017 0.003
0,007 0.006
-0,017 0,018
-0.016 00018
0.019 0.012
0,020 0.017
0.014 -0,012
0.022 0.006
-0.017 -0.012
0,007 -0,007
-0.005 0.003
0,020 -0.022
0.015 -0.004
-01001 00011
-0,006 0,001
FREGUENCIES
0.00 0.00
0,00 0.00
0,00 0.00
0.00 0.00
0,00 0.00
0,00 0,00
0,00 0,00
0.00 0.00
0,00 0,00
0.00 0.0C
0,00 0.00
0,00 0.00
0,00 0100
0,00 0.00
0,00 0.00
0.00 0.00
0.00 0.00
0,00 0.00
0.00 0.00
0.00 0,00
0,00 0,00
0,00 0.00
0.00 0,00
0.00 0.00
0,00 0.00
0.00 0.00
0,00 0.00
0.00 0.00
0.00 0.00
0.00 0.00
0,00 0.00
0,00 0.00
0.00 0.00
0.00 0,00
0,00 0.00
0.00 Ot00
0,00 0,00
0.00 0.00
0.00 0,00
0,00 0.00
0.00 0.00
0,00 0,00
0.00 0.00
0,00 0,00
0,00 0,00
0,00 0.00
0,00 0.00
0.00 0.00
0.00 0.00
0.00 0,00
ERROR RATIOS
Table 5.1.7 Step Response Table for Linear Model versus Second Degree
Reduced Model
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{
TIME
	 ISECI
C0KPaHRTIVE 5 0 L U T 1 0 N PL015:
	 57RTE a 2
--- TRUE -•-•°^• MODEL LINERR
	 — M 0 0 E L RE 0C 0E 02
i
TIME (SEC)	 .10,2
Figure 5.1.10 Simulation Number 35 of Table 5.1.7
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0,
0,45
0.61
0.33
0.35
0.58
0.26
0.39
0.72
0,62
0,64
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0.
0,
0,
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0,
0.
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0.
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0,
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0,
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0.
0,
S1 I1•I T TIAL CONDITIONS AMPLITUDES FREQUENCIES
1 -0,022 0,031 -0.062 -0,034 0.00 0.00
2 01010 01011 0,005 -0.050 0,00 0000
3 -0.044 -0,004 0.055 0,063 0100 0.00
4 0.015 -0,046 -0.007 0.042 0.00 0100
5 0,019 0.042 0,038 -0,049 0,00 0,00
6 0.023 -0.029 0.068 0,027 0100 0100
7 0.048 0,035 -0,027 -0,052 0.00 4,00
8 -0,006 0,016 0.024 -0,027 0000 0,00
9 0.026 -0.043 0,049 0444 0100 0600
14 0.018 -0.016 0,054 v,071 0100 4.00
11 0,029 0042 -01018 0.066 0000 0000
12 01011 -0,001 0,049 -0,064 0400 0.00
13 -4.027 0.022 -4.003 -0,045 0,00 0600
14 -0.028 0.030 0.033 0,029 0.00 0400
15 -0,025 -0,002 0,068 0,056 0100 0.00
16 0.006 0,01.4 -0,015 -0.014 0.00 0000
17 0.011 -01001 -0,036 -0.057 0.00 0.00
18 0.011 -00405 04070 0404 0.04 0,00
19 0,021 -04044 01010 -0,010 0100 0,00
20 -0.026 0,030 -0,013 0,053 0100 0.00
21 0.035 -0,021 01008 01059 0000 0.00
22 -0.024 -0.040 -0,018 -0,046 0.00 0,00
23 0.047 0,036 -0,022 0,064 0.00 0100
24 -0.027 -0,018 -0,018 0,047 0,00 0,00
25 -06038 01015 -0.014 0,012 0.00 0,00
26 -0.004 0,050 0,070 -04068 0.00 0,00
27 -0.008 0.026 0,050 -0.020 0100 0100
28• -0,036 0,020 -0.064 0,041 0100 0100
I 29 -	 000 0.047 0,021 0,070 0,00 0600
30 .027 -0,004 -00033 -0,005 0.00 0,00
31 -0.25 0.435 0,047 -0,012 0,00 0600
32 0,029 -0,024 0.062 -0,020 0600 0100
[ 33 0.041 -0,03P -0,014 -0,053 0.00 0,00
34 -0,042 0,018 -0,016 -0.069 0,00 0100
35 0,038 -0.006 0,022 0.063 0.00 0.00
36 0,049 -0,015 0,075 0005 0.00 0,00
37 0,012 -0,036 -0.033 0.053 0,00 0100
38 -0.017 -0.006 0.023 -0.033 0,00 0600
39 -4,039 -0.043 -0.049 0,037 0.00 0101?
40 -04006 0,007 -0,055 0.067 0.00 0,00
41 0.022 0,015 0.040 -0.011 0.00 0100
C 42 0.030 -06011 0,030 0,016 0.00 0600
43 01009 -01018 0,043 -0,026 0000 0100
44 0,015 0,001 -0,015 -0.009 0,00 0.00
45 0,034 0,042 0.063 0,003 0,00 0.00
46 0,007 -0,047 0.007 0,032 0100 0.00
L.! 47 0.008 -0,038 0,042 0,071 0100 0.04
•18 -0.036 0,018 -0,074 0.031 4,00 0600
49 0.026 0,017 0,061 0,006 0600 0.00
50 -4429 0,038 -0,023 -0.055 0100 0000
ERROR RATIOS
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I OF TERMS IN MODEL 12	 6
DEGREE OF APPROXIMATION] 2
SIMULATION WITH COSINE
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Table 5.1.8 Step Response Table for Linear Model versus Second Degree
Reduced Model
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Figure 5.1.11 Simulation Number 48 of Table 5.1.8
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From the tables and plots it is obvious that the second degree reduced
mode] performs very well with respect to the linear model. Clearly, the loss
of the eight terms in the model has not caused model performance to deterior -
ate significantly. In order to better check the redu A model's degradation
of tracking ability, it is compared against the full second degree model.
Tables 5.1.9 through 5.1.13 and the corresponding plots will show that good
model behavior is preserved despite the loss of more than half the full
model's terms. In each case now, we do not expect to, outperform the full
model, rather we just hope to approximate it. The error ratio, now
MSF.(MODEL2i)
Fi MSE(AODELli)
(where MODELI and MODEL2 refer to the full and reduced models resp-etively) is
expected to be around unity. This may or may not be true, again dependiiij , on
the relative closeness of a model's solution to the true solution, so we rely
on the graphical data. Table 5.i.9 is a table of simulations close to the
orif 4.n. The error ratics meet their expectation and the plots in Figures
5.1.12 and 5.1.13 present typical curves. Table 5.1.10 moves the excitation
parameters farther away from the origin. Figure 5.1.14 gives a representative
set of plots, and Figure 5.1.15 is a blow up of Figure 5.1.14 to give a better
look at the reduced model performance. Tables 5.1.11 and 5.1.2 are tables
with constant initial state conditions and randomly chosen frequency and am -
plitude paSrs. Table 5.1.11 has amplitudes in the range (-0.05, 0.05), and
Table 5.1.12 has amplitudes in the range (-0.25, 0.25). Both have frequencies
chosen from the range (2,6). Finally, Table 5.1.13 tests the low frequency
and d.c. behavior of the full and reduced second degree models.
From all of the results presented so far it appears the model reduction
technique is working quite well as both criteria for judging reduced models
4
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############################### #########
PROBLEM SUMMARY
CONFIGURATION:	 TRUEYMODEL1ri:ODEL2
# OF STATES: 2
# OF INPUTS: 2
b OF TERMS IN MODEL 1: 14
DEGREE OF APPROXIMATION: 2
# OF TERMS IN MODEL 2: 6
DEGREE OF APPROXIMATION: 2
SIMULATION WITH COSINE
S# INITIAL CONDITIONS	 AMPLITUDES FREGUENCIES ERROR RATIOS
1 01001 0.001 0.000	 00000 0,75 1.00 0,713 0.722
2 0.001 00001 0,050	 0,050 0,75 1.00 0,765 0.834
3 01001 0.001 0,050 -0,050 0,75 1.00 0,278 0,475
4 01001 0,001 -0,050 -0,050 0,75 1.00 0,486 0.641
5 0,001 0.001 -0.050	 0,050 0,75 1,00 2.40 2,95	 1
6 01001 0.001 0,150	 0.150 0.75 1.00 0,523 04686
7 01001 01001 0,150 -0.150 0,75 1.00 0.661 0,762
8 0.001 01001 -0,150 -0,150 0.75 1.00 0.582 0,705
9 01001 01001 -00150	 04150 0,75 1,00 1,15 0,944
10 0.001 -0.001 06000	 0.000 0,75 1.00 1.18 1.26
11 0,001 -0,001 0.050	 0,050 0,75 1.00 0,554 0,738
12 0,001 -0,001 0.050 -0,050 0,75 1.00 0,219 0.369	 S
13 0.001 -0,001 -0,050 -0.050 0,75 1,00 0.246 0,426
14 0.001 -01001 -0,050	 0.050 005 1,00 2,52 3,07
15 0,001 -0.001 0.150	 0.150 0,75 1,00 0,561 0,706
16 01001 -0,001 0,150 -0,150 0,75 1,00 0.654 0,754
17 04001 -01001 -0.150 -0.150 0,75 1,00 0,608 0,720
18 0,001 -01001 -0.150	 0,150 0,75 1,00 1.11 0,928
19 -01001 -0,001 01000	 01000 0.75 1.00 01899 06910
20 -0.001 -0,001 0.050	 0,050 0,75 1,00 0,397 0.596-
21 -0.001 -01001 0,050 -0,050 0.75 1.00 0,219 0,369
22 -0,001 -0.001 -01050 -00050 0,75 1,00 0,159 0,308
	
A
23 -01001 -0.001 -0.050
	
0,050 0.75 1,00 3.30 3,71	 B'
24 -0.001 -01001 0.150	 0.150 0,75 1,00 0,572 0,711
25 -0.001 -0,001 0.150 -0,150 0,75 1,00 0.667 0,758
26 -0.001 -01001 -0,150 -0.150 0,75 1.00 0,616 0.724
	
E
27 -01001 -0,001 -0,150	 0.150 0175 1400 1,10 0.926
28 -00001 01001 01000
	 0.000 0.75 1.00 1,03 1610
29 -01001 0,001 0,050	 0.050 0.75 1.00 0,605 0,715
30 -0.001 04001 0,050 -0,050 0.75 1,00 04286 0.489
31 -04001 A 1001 -0.050 -0,050 0,75 1,00 0,345 0.493
32 -0,001 0,001 -0.050
	
0,050 0.75 1.00 3119 3,47
33 -0.001 01001 0,150	 0.150 0.75 1100 0.536 0,692
34 -01001 01001 0.150 -0.150 0,75 1,00 0,675 0,766
35 -0.001 0.001 -4,150 -0,150 0.75 1,00 06591 0,710
36 -0.001 00001 -0,150	 0.150 0,75 1,00 1,14 0,942
Table 5.1.9 Simulation Table for Second Degree Full Model versus Second
Degree Reduced Model
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Figure 5.1.12 Simulation Number 32 of Table 5.1.9
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S! INITIAL CONDITIONS
0
.025 0, 0
d	 0.025 0.025
^
4	 0,025 0,0;3
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	 .
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AMPLITUDES
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CONFIGURATIOM
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! OFfTERMBNF'UTS'
DEGREE OF APPROXIIMATIO' 14DE TGREEOFMS IN MODEL	 69111ULATIONF^^T^r(FITION; 2y*'tHwwr.^.... .
FREQUENCIES
0	 2 00
	
ERROR RATIOS
0	 2.00 1.00
	 1'10	 1-21
0	 2.00 1,00	 1.^0
	
1,22
4	 2,00 1 ,00	 0.8761-2202.00 1 : 00	 0,855	 936
2.00 1'00
	
0,889
	 0.939
	
2x44 1,
	
0.978	
0.987
2.00 1x40	 0.99?
	
0,930
2.00 1.00
	
1,o0
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2.40 1 '	 0,717
	Lo
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2,00 1,00	 0. 729	 0,736
	
	 '
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	 . 1.00	 0.900
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2.00 1 00	 0.929	 0,951
1,
	
2,00 1.00
	 0-6
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Figure 5.1.14 SimulaAon Number 19 of Table 5.1.10
ff
n
a
^f
f
c
Nf
w°
N
f
70
t
C0MPRRRT I V E 50LUT ION PL015:	 5T R I E c 1
--- 1RUE ......•... MODEL FULLOEG2 — HOOF.L REOCOEGJ.
TIME (SEC)	 .10 , 2
C 0 H P A 5 R T I V E 50LUT 1011 PLO T 5:
	 57R 7  o 2
--- TRUE •••••"'•' M00EL F U L L 0 E 6 2 — M 0 0 E L RE000E02
i
TIME I S E C I	 X10	 2
Figure 5.1.15 Expanded Section of Figure 5.1.14
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CONFIGURAT
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DEGRE
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DEGRE
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IiMODEL2
L 11	 14
TION1 2
L 2; 6
TION: 2
SO INITIAL CONDITIONS 	 AMPLITUDES
	
FREQUENCIES	 ERROR RATIOS
P
0.050 -0,050 -0.032 -0,049 5.26 3.68 0.140 0,120
0.050 -0.050 0.004 0.046 2,40 4.77 0.320E-01 0.898E-02
0.050 -0,050 -0.049 0.018 4.96 3.33 0.325 0,315
0,050 -0,050 0.043 -0.045 3.45 2.92 0.238 0,224
0,050 -0050 -0,034 -0,019 4.41 3.60 0,165 0.146
0.050 -0,050 0,027 -0,021 2.51 3.71 0,104 0.818E-01
0,050 -0,050 0.020 0,028 5.60 2,OB 0.647E-01 0,409E-01
0.050 -0.050 -0.027 -0,033 5471 4.73 0.104 0.819E-01
0.050 -0,050 -0,017 -0,019 5159 3.19 0.527E-01 0,284E-01
0.050 -00050 0,024 0,015 2.76 4.47 ,887E-01 0,657E-01
0.050 -0.050 0,027 -0,022 2,53 2,19 0,924E-01 0.766E-01
0.050 -0.056 00010 04011 3,50 3,39 0,374E-01 0,103E-01
0.050 -6.050 0.027 -0,025 2,38 4,15 0,103 0.801E-01
0,050 -0,050 -0.041 0,024 3.52 2,87 0,227 0.211
0.050 -0.050 0,045 0,049 3.51 2,91 0,279 0.267
0,050 -0,050 -0.006 0446 3,72 5.72 0.325E-01 0,934E-02
0,050 -0,050 -0.006 0,026 5.79 5,32 0.322E-01 0.89BE-02
0.050 -6 050 -0,025 -0,027 4.14 5,40 0,942E-01 0,717E-01
0,050 -0.050 -0,021 -0,010 241 4,65 0,671E-01 0,432E-01
0,050 -0,050 -0,043 --0.017 3,74 2,51 0,257 0,243
0.050 -0,050 -0,011 -0,022 2,57 3.82 0.387E-01 0,145E-01
0.050 -0,050 0.037 0,035 3.59 4.53 0,195 0.179
04050 -00050 0,002 0.002 3,50 2.78 0,327E-01 0,890E-02
0,050 -0,050 0.028 -0,000 2.30 3.67 0.113 0.907E-01
0.050 -0,050 0.019 -0,044 3.94 4.39 0,463E-01 0,258E-01
0.050 -06050 6.011 01041 4.97 2,41 0,378E-01 0,140E-01
0,050 -0,050 -0.011 -0,036 2.82 3,91 0.385E-01 0,147E-01
0.050 -0;050 -0,044 -0,040 2,59 4,69 0.258 0,244
0.050 -0.050 0,020 0.030 5.93 2.33 0,626E-01 0,387E-01
0,050 •0,050 -0.012 0410 5.89 4.09 0,404E-01 0,160E-01
0,050 --0.050 0.019 -0,006 2.21 5,51 0.60BE-01 0.365E-01
0.050 -0.050 -0,07 0,021 4,14 5.40 04215 0.199
01050 -00050 -0,038 -0.008 3.60 4.82 0,205 01188
0.050 -0.050 0,040 -0,26 3.98 4.82 0.224 0,207
0,050 -0,950 -0,002 -0,009 3.32 5.85 0,325E-01 0.875E-02
0,050 -0,650 -0,044 0,026 4,93 2,49 0,264 0,250
0,050 -0,050 -0,041 -0.015 3.00 2.84 0.230 0,204
0.050 -0,050 -0,023 0,021 3,49 2,71 0,770E-01 0,533E-01
0,050 -0,050 0.007 -0.038 3,21 3.53 0.298E-01 0.968E-02
0,050 -0.050 0.045 0,000 4.74 3.60 0,276 0.263
01050 -01050 0,046 -0,007 3,70 4,53 0,293 0,280
0.050 -0.050 0.017 0,019 2,83 3.44 0.538E-01 0.297E-01
0.050 -0.050 0,045 0.030 4,70 2.79 0.278 0,265
0,050 -0,050 0.009 -01017 5.55 5.42 0.370E-01 0,161E-01
0,050 -0.050 -0.020 -0.047 5,28 3.08 4,633E-01 0,396E-01
0.050 -0.050 -0438 0,048 4,37 4433 0.321 0,308
0.050 -0,050 0.033 -0.009 2.36 3,31 0.153 0,134
0,050 -0.050 0.015 -0.007 5.22 4,14 0,486E-01 0,240E-01
0.050 -0,050 --0.033 0,020 5,43 2,44 0.156 0.136
0.050 -0.050 -0,028 0.029 3.16 3.97 0.111 0.889E-01
Table 5.1.11 Simulation Table for Second Degree Pull Model versus Second
Degree Reduced Model
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Figure 5.1.16 Simulation Number 13 of Table 5.1.11
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EM SUMMARY
TRUErMODELIPMODEL2
STATES: 2
INPUTS! 2
MS IN MODEL 1: 14
APPROXIMATION: 2
IS IN MODEL 2:	 6
APPROXIMATION! 2
ION WITH COSINE
St INITIAL CONDITIONS AMPLITUDES FREQUENCIES ERROR RATIOS
1 0,075 0,075 -0,249 0,243 4,40 2.12 1.03 0,983
2 0.075 0,075 -0,041 0,179 5.70 5.30 2.45 3191
3 0.075 0,075 -0.147 0,192 3.09 3,27 1.69 1.61
4 0,075 0,075 -0,205 -0,164 2.82 3,50 1.13 1.11
5 0.075 0,075 -0,090 0,082 3.86 5,54 2.03 2,22
6 0.075 0,075 -0,171 0.070 3,41 5.45 1.23 1.24
7 0.075 0,075 -0.155 0,162 4.59 2.50 1,34 1,36
8 0,075 0,075 -0,108 •0,171 2,41 2.67 1.62 1.63
9 0.075 0.075 0,017 0.066 5,82 2.42 3,33 6,46
10 0,075 0,075 -0,186 0,180 4.91 5,17 1.29 1,27
11 01075 01075 0.140 0.106 3.55 4.25 1,46 1.49
12 0,075 0,075 -0,035 -0,145 2.02 4.44 3,36 5.78
13 0.075 0,075 -0,055 -0.145 5.69 4.90 3,01 4,06
14 0,075 0,075 -0,024 0,070 4.27 2.63 3,31 6105
15 0.075 0,075 -0.114 0,154 3,72 5.06 1.70 1,79
16 0.075 0.075 -0085 06086 4457 3,16 2,13 2,37
17 0.075 0,075 0.129 -0,134 3,34 3,57 1,75 1,84
18 0.075 0.075 0.120 -0.122 3,43 5.18 1.61 1.67
19 0,075 0.075 -0.069 0.096 5.64 4.58 2.52 3.03
20 0.075 0.075 0,217 0.223 5.8B 2.14 1.11 1,07
21 0.075 0.075 -0.006 -0.234 5.06 3.57 3.58 8191
22 •0.075 0,075 -0,175 0,074 4,13 3.97 1,24 1,22
23 0,075 0,075 0.160 0.179 2,63 4.95 1,33 1,34
24 0.075 0,075 -0.240 0,035 5.84 2.90 143 0,997
25 0,075 0.075 -0.117 -0.124 4.33 2.47 1,65 .1.72
26 0.075 0.075 ••0,179 -0,058 4.63 4,11 1,20 1,20
27 0,075 0.075 -0.091 -0,241 4.40 5.94 2.23 2.52
28 0.075 0.075 0.184 0,223 3,83 4,44 1.22 1.20
29 0.075 0,075 -0.056 0.249 5.96 5,37 2,84 4,15
30 0.075 0,075 0.225 0.106 3.39 4,23 1,07 1.04
31 0.075 0.075 -0,054 0,023 2,73 2,81 2,93 3,66
32 0,075 0,075 0,036 -0.195 3444 3.B8 2.65 4,45
33 0,075 0,075 -0.034 0,220 2.20 5,13 3.52 6,72
34 0,075 0.075 -0,239 -0,235 3,23 2,52 1,06 1.01
35 0075 0,075 -0.182 -0,139 5.47 2.94 1,20 1.20
36 0,075 0,075 -0.129 -0,062 4,81 3,67 1.50 1,54
37 0,075 0,075 00131 01013 4.82 4.70 1.47 1,52
38 0.075 0,075 -0,163 0,170 5.15 2.38 1,29 1.31
39 0.075 0.075 0.158 -O,1S6 5,27 2,75 1,33 1.35
40 0.075 0,075 -0.031 -0,045 5.50 2,12 3,26 5.50
41 0,075 0,075 -0,193 0.187 3.34 5,53 1.17 1,16
42 0,075 0,075 -0,037 -0.024 3.35 4,16 3,20 5.06
43 0.075 0,075 0,220 -0,098 3,94 4.60 1108 1 05
44 0.075 0,075 0,144 -0,205 3,16 3,83 1,41 1,46
45 0.075 0,075 0,157 0,196 3,77 4,01 1,22 1.24
46 0,075 0,075 0.126 0,131 4,21 2,40 1.55 1.60
47 0,075 0.075 -0.226 0,020 2,30 5,98 1,07 1,04
48 0,075 0.075 -0,170 -0,087 5.25 4,87 1.25 1,25
49 0,075 0,075 0,216 0,148 2,21 5,99 1.10 1407
50 0.075 0,075 -0,197 -0.218 4.06 2,30 1,17 1,15
r
,
Table 5.1.12 Simulation Table for Second Degree Full Model versus Second
Degree Reduced Model
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Figure 5.1.17 Simulation Number 1 of Table 5.1.1
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PROBLEM SUMMARY
CONFIGURATION! TRUEYMODELIYMODEL2
# OF STATES. 2
0 OF 5RU75: 2
# OF TERMS IN MODEL 1: 14
DEGREE OF APPROXIMATION: 2
I OF TERMS IN MODEL 2: 	 6
DEGREE OF APPROXIMATION: 2
SIMULATION WITH COSINE
S1 INITIAL CONDITIONS AMPLITUDES FREQUENCIES ERROR RATIOS
1 04001 -0,001 0,050 -0,075 0,00 0,00 0,312 0,318
2 0,001 -0.001 0,010 -0,075 0,01 0.01 0,300 0.307
3 01001 -01001 0,010 -0,073 0,02 0.02 0:260 0,274
4 0.001 -04001 0,010 -0.075 0.05 0.05 0,210 0.232
5 01001 -01001 -0,056 0,050 0000 0,00 1.67 1.74
6 0.001 -0.001 -0.050 0.050 0.01 0,01 1,73 1,80
7 0,001 -01001 -0,050 0,050 0.02 0,02 1.99 2,03
8 0,001 -0.001 -0.050 0,050 0.05 0005 3.13 1,52
9 01001 -0,001 -0,075 01010 0,00 0100 1,20 1,23
01001 -0.00i -0,075 0,010 0001 0.01 1,23 1,26
11 01001 -0,001 -0.075 0.010 0.02 0,02 1.34 1,35
12 0.001 -0 „01 -0,075 0.010 0,05 0,05 1181 1,07
13 0,001 -0,001 -0,075 -0,075 0,00 0,00 0,694 0.682
14 00001 ••06001 -0,075 -0,075 0,01 0101 0.713 0,695
15 01001 -01001 -0.075 -0.075 042 0.02 0,783 0.754
16 0,001 -01001 -0.075 -0.075 0.05 0,05 0,907 0.774
17 0,010 -01010 0,°.40 -0.075 0,00 0,00 0,310 0,316
18 0.010 -01010 0,010 -0,075 0,01 0.01 0,298 0,305
19 01010 -01010 0,010 -0,075 0,02 0,02 0.258 0,271
20 0.010 -0.010 0,010 -0,075 0.05 0005 0,208 0,229
21 0.010 -01010 -0,050 0,050 0100 0.00 1.67 1,13
22 01010 -01010 -0,050 04050 0,01 0.01 1.72 1,79
23 0.010 -01010 -0.050 0.050 0,02 0102 1.98 2.02
24 0,010 -01010 -0:0x0 04050 0.05 0,05 Z,OB 1.53
25 0410 -0.010 -01075 0,010 0,00 0.00 1,21 1,24
26 01010 -01010 -01075 0.010 0.01 0.01 1,23 1,26
27 01010 -01010 -0.075 0,010 0.02 0.02 1.34 1136
2B 01010 -01010 -0,075 0,010 0,05 0105 1183 1,08
29 01010 -0.010 -0,075 -0,075 0.00 0000 0.697 0.683
30 0.010 -01010 -0,075 ••0.075 0.01 0,01 0016 01696
31 00010 -0.010 -0.075 -0,075 0,02 0,02 0,787 0,756
32 01010 -0.010 -0,075 -0,075 0105 0.05 0.915 0.772
Table 5.1.13 Low Frequency Table for Second Degree Pull Model versus
Second Degree Reduced Model
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were met. But, in this case the full model has only fourteen terms which is
not unreasonably large. The true usefulness of the reduction method will ap-
pear when used on models with many nonlinear terms. With this in mind, the
third degree approximation of this same two state system is studied.
5.1.2 DEGREE THREE APPROXIMATION
in this example, the third degree approximation now has 34 terms corre-
sponding to the products
xl, x2, u l, n2, x lx l, x l x2, x2x2,
x l u l, x lu2, x 2u1, x211 21 'u l u l, ulu2,
u2c2v x lx lx l, x lY lx2, xlx2x2,
x 2x 2x2, x 1x 1 u 1, x1xlu2, x lx 2u l. xlx2112P
x2x 2u 1, x 2x2 112, x l u l ul, x 1 u 1 u2. xlu2u2,
x l u l u l, x2u l u2, x2u2 u2, ul u lul, ululu2,
ulu2u2, u2u2u2.
The appendix contains the locally optimum, third degree model to be used as
the starting model for tire reduction. See Figure 5.1.19 for the original
third degree model and the "first Pass" reduction: test. Note the model is
identified using initial state conditions (0.001, •-0.001). It also uses as
control input excitations the ^e sum of two sinusoids, although witO differ-
ent amplitudes and frequencies,
ul(t) = 0.055sin(2mt • $1) + 0.055sin(27t•2$1)
112(t) = 0.0325sin(2irt • ¢2) + 0.0325sin(2nt•2W
where ;h 1 = 0.5090 and ¢2 = 2.0098.
Directing our attention to the reduction test and the terms with chan^:a
in errors of magnitude Us,, than 4, it is found that 18 terms can be omiUr 3;
The remaining 16 terms are
I,
^1 4
P
t^
k 
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ENIEP: INITIAL CONDITIONS FOR THE 2 SLATES:
	
010010	
-010010
ENTER SAIIPLII46 PARAMETERS:
APPROXIMATION DEGREE
t SAMPLE POINTS
INTERVAL BETWEEN SAMPLES
INTEGRATION STEPTZE
	
3 100	 0.0400	 010050
SHOULD THE EXCITATION HE SINUSOIDAL OR COSINUSOIDAL?CS/CJ:
IDENTIFICATION WILL BE DONE WITH SINES.
ENTER THE NUMBER OF (CO)SINUSOIDS PER INPUT:
	
2	 2
	
ENTER THE
	
4 INITIAL INPUT AMPLITUDES:
0.550000000000000002E-01 0.325000000000000002E-01
ENTER THE 2 FREQUENC" WEIGHTS:
	
0.5040	 2.009B
SHOULD THE IDENTIFICATION BE PERFORMED U9II4G DATA THAT IS REDUCED?CY/NO:
N
ENTER OPTIMIZATION GPTION:
1 - NO OPTIMIZATIONS
2 - AMPLITUDES ONLY
3 - FREQUENCIES ONLY
- INITIAL CONDITIONS ONLY
	 )
5 - AMPLITUDES ANDFREQUENCIES
6 - AMPLITUDES AND INITIAL COEDITIONS
7 - FREQUENCIES AND INITIAL CONDITIONS
8 - AMPLITUDESP FREQUENC'.ESP AND INITIAL CONDITION'S
DO YOU WISH TO NORMALIZE THE DATA?CY/NO:
Y
THE MATRIX OF SAMPLED MONOMIAL TERMS
HAS 34 ROWS AND 100 COLUMNS.
NUMBER OF TIMES COST FUNCTION WAS EVALUATED: 	 0
WOULD YOU LIKE TO SEE PLOTS OF THE INPUTS?
IF SOP LINE UP THE CARRIAGE.
N
TSO SPEAKEASY III PI+ 9:57 PM FEBRUARY 22P 1984
:-SIZE=5009GET IDENT;IDENT;QUIT
EXECUTION STARTED
PARTITION NUMBER 1.
PRTITION (A 2 BY 2 ARRAY)
Figure 5.1.19a Full Third Degree Model and Reduction Test (F
-1.9977 -3.0008 OF, POOR QLY.Li i"'d
yuc	
1.0002
ITH ErGENVAL.UES:
!'AWES (A VFCTOR WITH
2 COMPONENTS)
-."l9B7.1+,86767i
	
-.4987.1-.867671
PARTITION NUMBER 2
PRTITION (A 2 BY
,
 2 ARRAY)0019891
	 •99779
-1,0001
	
-6,2231E-7
PARTITION NUMBER 3.
PRTITION (A 2 B1 3 ARRAY)
-.19024
	
-,012365
	
- 0034771
.036033
	
,0022184
	 1,5017E-4
PARTITION NUMBER 4,
P'E'TITION (A 2 BY 4 ARRAY)
-4,0692
	 ,026129
	 027909 •• ,0078805
	
.021083
	 002591
	
,0026825 ,0035398
PARTITION NUMBER 5.
PRTITION (A 2 BY 3 ARRAY)
	
-,0039675
	 0071601 -,012386
	
-.99787
	
,0010537
	 7,4681E-4
PARTITION NUMBER 6,
PKTITION (A 2 BY 4 ARRAY)
70548 1.6627 3,3163,78087
-.2223 -.6684 -1.2624 -.3395
PARTITION NUMBER 7,
F;RTITION (A 2 BY 6 ARRAY)
62148
	
-.61366
	
-,25223
	
-.7645,
	 o
	
-.28909
	
-r 025264 -.05473
	
-.058202 -.048646 -,0056896
FAFRTITIIONN(AB2 BY ARRAY)
-3,5488 -.10233
	
.41411
	
.16518
	 036846 ,075615	-.17155	 96002 -,044252 -,055923 -,035393 -,013022
PARTITION NUMBER 9,
PRTITION (A 2 BY 4 ARRAY)
-.18738
	
-,032069 -.0251
	
-.019747
-.51749
	
-,016328 -.019048 -,0011802
A COMPONENT
12.5819,SF8
	 7.
ARRAY)
	
7 	 6,0242
	
2,6574
	 2.5454
	 2.1057
	 1,0416
	 1.5116
	 1,47?
	
3,1931
	 2,9268
	
1.1668
4 9
	
.35004
	 ,3 218
	
.201711
	
.18144
	
.11866	
1.897
	 13138
.094429 .063016
	
.0239	 ,;3451
THE MAXIMUM SINGULAR VALUE;
	
03934 ,04 849
MAX = 12.581
THF. MINIMUM NOMZERO SINGULAR VALUE:td IN = .023934
AND THEIR RATIO:
RTIO = 525.67
Figure 5.1.196 Full Third Degree 
Model 
and Reduction Test (First Pass)
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TERM : X2.	 COLUMN is	 2.
IM CHANGE SYSTEM ERROR: -18.8934
CHANGE IN STATE ERRORS: -16.9980 -1,8954
TERM: U1.	 COLUMN 1:	 3.
CHANGE IN SYSTEM ERROR: -25.4317
CHANGE IN STATE ERRORS: 0.0450 -25.4766
TERM: U2.	 COLUMN S:	 4,
CHANGE IN SYSTEM ERROR: 14.0826
CHANGE IN STATE ERRORS: 14,0826 -010000
TERM: X1,X1.	 COLUMN 8:	 5.
CHANGE IN SYSTEM ERROR: 12,2573
CHANGE IN STATE ERRORS: 11.6348 0.6225
TERM: Xi.X2.	 COLUMN 1:	 6.
CHANGE IN SYSTEM ERROR: -0.9152
CHANGE IN STATE ERRORS: -0,8697 -0.0455
TERM: X.2.X2.	 COLUMN 4:	 7.
CHANGE IN SYSTE:i ERROR: 0.2715
CHANGE IN STATE ERRORS: 0,2671 0,0044
TERM: X1,1J1.	 COLUMN 8:	 B.
CHANGE IN SYSTEM ERROR: 48,0619
CHANGE IN STATE ERRORS: 48.0063 0.0556
TERM: XI,U2.	 COLUMN f:	 9.
CHANGE IN SYSTEM ERROR: -0,0250
CHANGE IN STATE ERRORS: -0.0373 0,0123
TERM' X2,U1.	 COLUMN B:	 10,
CHANGE IN SYSTEM ERROR: -0,3615
CHANGE IN STATE ERRORS: -0.3495 -0,0120
TERM: X2.U2.	 COLUMN 8:	 11.
CHANGE IN SYSTEM ERROR: -0,0061
CHANGE IN STATE ERRORS: -0,0176 0,0114
TERM: U1.U1.	 COLUMN 9:	 12,
CHANGE IN SYSTEM ERROR: -30,3638
CHANGE IN STATE ERRORS: -0,0343 -30.3290
TERM: J1,U2,	 COLUMN 4:	 13.
CHANGE IN SYSTEM ERROR: -0.0164
CHANGE IN STATE ERRORS: -0,0046 -0.0119
TERM: U2,U2.	 COLUMN t:	 14.
CHANGC: IN SYSTEM ERROR: 0.377:'
C"4NGE IN STATE ERRORS! 0.3599 0.0173
TERM: X1.X1,X1,	 COLUMN t:	 15.
CHANGE IN SYSTEM ERROR: -	 '.9061
CHANGE IN STATE ERRORS: -27.9561 -1.9520
Figure 5.1,19c Full Third Degree Model and Reductic
WidIT 10 TRY REEDUCTION TEST?CY/:II: Y
FULL q STEM ERROR:	 206.5798
FULL STATE ERRORS:	 152.02:,1	 56.5547
TERM:	 X1. COLUMN I:	 1,
CHANGE IH SYSTEI4 ERROR: 	 273,2620
CWIGE IN STATE ERRORS: 	 226.0011	 47.2809
80
Bl
TERM: X1. 'XI .X2.	 COLOR{II E:	 16
CHANGE IN SYSTEM ERROR: 13617:15
CHANGE III STATE ERRORS: 122,0539 1?	 v676
TERM: X1.X2.X2.	 COLUMN 1	 17,
CHANGE IN SYSTEM ERROR: -77.4448
CHANGE IN STATE FRRORS: -75.6628 -1.7920
TERM: X2,X2.X•2,	 COLUMN 1:	 18,
CHANGE IN SYSTEM ERROR: 79.0131
CHANGE IN STATE ERRORS: 69,5179 9.4952
TERM: X1,X1.U1.	 COLUMN t:	 19.
CHANGE IN SYSTEM ERROR: 7.9639
CHANGE IN STATE ERRORS: 7.8924 0.0715
TERM: X1.X1.U2.	 COLUMN 1:	 20,
CHANGE IN SYSTEM ERROR: 1.3980
CHANGE IN STATE ERRORS: 1.5089 -0.1109
TERM: X1.X2.U1.	 COLU1414 1:	 21,
CHANGE IN SYSTEM ERROR: 1,7702
CHANGE IN STATE ERRORS: 146526 0.0976	 }
TERM: X1.X2.U2.	 COLUMN 1:	 22.
CHANGE IN SYSTEM ERROR: 2.6437 r
CHANGE IN STATE ERRORS, 2,5047 0.1390
TERM: X,2,X2,U1,	 COLUMN t:	 23,
CHANGE IN SYSTEM ERROR: 2,3302
CHANGE IN STATE ERRORS: 2.7091 -0,3789	 J
TERM: X2.X2,U2.	 COLUMN t:	 24,
CHANGE IN SYSTEM ERROR: 5,6993
CHANGE IN STATE ERRORS: 5,7065 -0,0071
TERM: X1,U1,U1.	 COLUMY is	 25, !
CHANGE IN SYSTEM ERROR! 57.3052
CHANGE IN STATE ERRORS: 39.0436 -0,7364	 1
I
TERM: X1.U1.U2.	 COLUMN 1':	 26,
CHANGE IN SYSTEM ERROR: -2.3094
CHANGE IN STATE ERRORS: 0.0114 -2.3206
TERM: X1,U2,U2.	 COI.UM4 -t:	 27,
CHANGE IN SYSTEM ERROR: -8.9562
CHANGE IN STATE ERRORS: -8,6700 -0,2852
TERM: X2.U1.U14	 COLUMN t:	 28.
CHANGE IN SYSTEM ERROR: 1.1869
CHANGE IN STATE ERRORS: 0.7543 0.4325
TERM: X2.U1,U2,	 COLUMN 1:	 29.
CHANGE IN SYSTEM ERROR: -0,0037
CHANGE IN STATE ERRORS: 0,?052 -4`.2090
TERM: X2.U2.U2,	 COLUMN t:	 30,
CHANGE IN SYSTEM ERROR: 2.7262
CHANGE IN STATE ERRORS: 2,737 0.1524
TERM: U1,U1.U1.	 COLUMN t:	 31.
CHANGE IN SYSTEM ERROR: -20,7670
CHANGE IN STATE ERRORS: -2.2527 -18,5142
TERM: U1.U1,U2.	 COLUMN 1:	 32,
CHANGE IN SYSTEM ERROR: 0,2494
CHANGE IN STATE ERRORS: 0,2183 0.0311
Figure 5.1.19d	 Full Third Degree Model
,
and Reduction Test (First Pass)
?- -.t1,:p.., ,..
TERM:
CHiiiIGE
U1. U2, U2,	 COLUI11.111.1
	 S1'S TTM	 ERROR: -0 "1957
CHANGE IM STATE ERRORS: -0.2063	 -0,1694
TERM: U2. U2. U2.	 COLUMN 1:	 34,
CHANGE I14 SYSTEM ERROR! 0.2591
CHANGE IN	 STATE ERROR, :., 0.2608	 -0.0018
DO YOU WANT TO DISCARD ANY TER145 AND RE-OPTIMIZE?C'!/N7: Y
HOW MANY TERMS WILL BE KEPT? 16
E14TER THE COLUMN NU14BERS OF COLUMNS WHICH ARE TO DE KEPT.
ENTRY OF COLUMN NUMBERS WILL TAKE PLACE IN BLOCKS OF 10.
WHEN ASKEDr ENTER A AS AM ARRAY WITH A MAXIMUM OF TEN ELEMENTS.
A = ARRAY(10:1r2r3Y4Y5Y6r12Y15r16Y17)
A = ARRAY(6:16Y19Y24Y25r27r31)
MANUAL MOOE
SPACE USED 113 K NOWT 136 K PEAKY SIZE 	 500 K
DO YOU WISH TO SAVE THIS MODEL?IY/N7:N
DO YOU WISH TO IDENTIFY ANOTHER MODEL?CY/N1:N
Figure 5.1.19e Full Third Degree Model and Reduction Pest (First Pass)
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x l> x2, tit, u2, x l x l , x l e l, ulul,
x l x l x l, x lx l x 2 , x 1 x 2x 2, x2x2x2,
x l x l u l, x 2x 2 u 2 , x l u l u l, xlu2u2,
ululul.
These terms are kept and a new local optimum is found. Opzimizati n over fre-
quencies yielded ^l = 0.3950 and ¢2 = 1.3506. See Figure 5.1 . 20 for L:•e
"second pass". Note that the IMSL optimization routine ended with a " term:. ­ l
error". This error ( IER = 130) is an IMSL provided error check to insure that
roundoff error does not become excessive. Note further that a FORTRAN error
message summary is provided. In this instance error 208 was encountered 34
times. Error 208 is an underflow error and indicates that an internal vari-
able was less than 10-78 . The standard fixup is to set that variable to zero,
which is perfectly acceptable.
The "second pass" reduction test indicates that another 3 terms are I	 s
fairly insignificant.	 This brings the total number of terms to 13. 	 They are j
xl, x2,	u l,	 u2, x l u i,	 ulul,
xlxlxl,	 x l x l x 2, x2x2x 2,	 x l x l u l, IL
x2x2 u2, x l x l u l, ululul•
Again, only these 13 terms are kept and a locally optimum frequency set
S
is determined.	 The model is identified and a reduction test performed. 	 (See
'!( Figure 5 . 1.21 for this " third pass".)	 The reduction test indicates that term
19 ( xlxlul) could be removed, but after execution of the "fourth pass", them
II
U
model simulations showed that the 12 term model was not acceptable.	 So the 13
term model is the final model, and the final reduction is 21 terms removed out
34;	 62%of a possible
	
a	 reduction.
ENTER OPTI
12
3
4
5
6
7
B
3
IES
CONDITIONS
CONDITIONS
r AND INITIAL CONDITIONS
1.•	 ..w.ux.r. i - .:`	 S	 ^^..	 •	
........wv„-cpR-r..rrTRI°.y
ENTER INITIAL COMDI'fIOMS FOR THE 2 STATE'S:
	
0.0010	 -010010
ENTER SAMPLING PARAMETERS:
APPROXIMATION DEGREE
4 SAMPLE POINTS
INTERVAL BETWEEN S6MPLES
INTEGRATION STEPSIZE
	
3 100	 010400	 0.0050
SHOULD THE EXCITATION BE SINUSOIDAL OR COSINUSOIDAL?CS/C3:
IDENTIFICATION WILL BE DONE WITH SINES.
ENTER THE NUMBER OF (CO)SINUSOIDS PER INPUT:
	
2	 2
	
ENTER THE	 4 INITIAL INPUT AMPLITUDES:
0.550000000000000002E-01 0.325000000000000002E-01
ENTER THE 2 FREQUENCY WEIGHTS:
	
0.5090
	
2.0098
SHOULD THE IDENTIFICATION BE PERFORMED USING DATA THAT IS REDUCED?IY/I47:
Y
84
ENTER THE TRACE OF THE COVARIANCE MATRIX:
0.999999999999999954E-06
ENTER THE OPTIMIZATION METHOD: 1r2r3 OR 4
4
ENTER # OF SIGNIFICANT DIGITS FOR CONVERGENCEr
MAXIMUM 0 OF FUNCTION CALLS,
AND THE ZXMIN OPTION # (Orlr20)
2	 200	 2
10 CALLS OF FCN.....
	
j	 THE PARAMETERS:
0.5253147D+00 0.2009603D+01
THE CONDITION NUMBER: 0.15211+10
OBJECTIVE FUNCTION VALUE: 0.5532D+04
	
L:	 20 CALLS OF FCN.....
THE PARAMETERS:
0.525461211+00 0.2008699D+01
	
[	 THE CONDITION NUMBER: 0.15211+10
	
{	 OBJECTIVE FUNCTION VALUE: 0.5516D+04
30 CALLS OF FCN.....
THE PARAMETERS:
0.5199821D+00 0.1989839D+01
THE CONDITION NUMBER: 0.145 â+10
OBJECTIVE FUNCTION VALUE: 0.5316D+04
DFigure 5.1.20a Reduced Third Degree Model and Reduction Test (Second Pass)
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40 CALLS OF FCN.....
THE PIiRAMETERS:
0.5039730+00  0,189030511+01
THE CONDITION NUMBER: 01.1230+10
OBJECTIVE FUNCTION VALUE: 0.4721D+04
50 CALLS OF FCN.....
THE PARAMETERS:
0.4076332D+00 0.1414816D+01
THE CONDITION NUMBER: 0.470D+09
OBJECTIVE FUNCTION VALUE: 0.2133D+04
43* TERMINAL ERROR - 	 (IER = 130) FROH IMSL ROUTINE ZXNIN
00 YOU WISH TO NORMALIZE THE DATA?I'f/N7:
Y
THE MATRIX OF SAMPLED M0140MIAL TERMS
HAS 16 ROWS AND 100 COLUMNS.
NUMBER OF TIMES COST FUNCTION WAS EVALUATED:
THE OPTIMUM FREDUENCIES ARE:
FREG(1)= 0.39S 	 FREO(2)= 1.351	 FREG(3)=
WOULD YOU LIKE TO SEE PLOTS OF THE INPUTS?
Ci	 IF SOY LINE UP THE CARRIAGE.
11	 N
MESSAGE SUMMARY:MESSAGE NUMBER - COUNT
208
	
34
j	 TSO SPEAKEASY III PI+ 10:59 PM FEBRUARY 22Y 196;
:-SIZE=500;GET IDENTiIDENTiGUIT
EXECUTION STARTED
COLSKEPT (A 16 COMPONENT ARRAY)
1	 2	 3	 4	 5	 8	 12 15 IS 17 18 19
PARTITION NUMBER 1.
PRTITION (A 2 BY 2 ARRAY)
-1.9999 -3.0002
1.0011 .99978
...WITH EIGENVALUES:
VALUES (A VECTOR WITH 2 COMPONENTS)
-.50005+.86841i -.50005-.86841i
k ^^
52
0.000
24 25 27 31
PARTITION NUMBER 2.
PRT11ION (A 2 BY 2 ARRAY)
6.5116E-4 .99902
	
-.99644	 -.0013677
PARTITION NUMBER 3.
PRTITI.ON (A 2 BY 3 ARRAY)
	
-.028226 0	 0
	
-.093347 0	 0
Figure 5.1.20b Reduced Third Degree 1'todel and Reduction Test (Second Pass)
FULL SYSTEM ERROR:
	 138.4610
FULL STATE ERRORS:	 70,3943 68.0666
I ' TERM: X1.	 COLUMN 4:	 1,
a	 ! CHANGE IN SYSTEM ERROR: 105,5239
CHANGE IN STATE ERRORS: 109.8157 -4.2910
TERM: X2,	 COLUMN is	 2.
" CHANGE IN SYSTEM ERROR: 234.7848
r	 ! CHANGE IN STATE ERRORS: 194.0638 40.7210
TERM: UL	 COLUMN 4.	 3,
CHANGE IN SYSTEM" ERROR: -41,7820
CHANGE IN STATE ERRORS: -0,0060 -41,7761
TERM: U2.	 COLUMN R:	 4.
CHANGE IN SYSTEM ERROR: -16,5398
ff
i;
Figuxe 5.1.20c Reduced Third I)egree Model and Reduction Test (Second Pass)
1
:i
r
	
86	 1
Fi,RTITIOH 0 1JOPER 4,
FRTTTION (A 2 BY •1 riRRi Y)
-4.036".	0	 0	 0
	
-.062668 0
	 0	 0
FARTIFION NUMBER 5.
PRTITION (A 2 BY 3 ARRAY)
	
-,0022205 0	 0
-1.0093
	 0	 0
PARTITION NUMBER 6,
FRTITION (A 2 BY 4 ARRAY)
-.91373 .39023 .40494 -.40803
.48991 -1.1593 -,11776 ,55633
PARTITION NUMBER 7.
FRTITION (A 2 BY 6 ARRAY)
	
.11824	 0	 0	 0
	
.58555	 0	 0	 0
PARTITION NUMBER B.
FRTITION (A 2 BY 6 ARRAY)
	
-3.9208	 0	 .028512 0
	
,48114	 0	 .12065
	 0
FARTITION NUMBER 9.
FRTITIOfV (A 2 BY 4 ARRAY)
	
-,058225 0	 0	 0
	
-,57913	 0	 0	 0
8 (A 16 COMPONENT ARRAY)
11,449	 7.1423	 6,0617	 5,0361
	
1.1688	 1,1436	 8219	 56891
THE MAXIMUM SINGULAR VALUE:
MAX = 11,449
THE MINIMUM NONZERO SINGULAR VALUE:
MIN = .034909
...AND THEIR RATIO:
RTIO = 327.96
0	 .049393.
0	 .62134
0	 0
0	 0
2.7425	 2.088	 1,9426	 1.3796
.31614	 ,17437
	 .084745 ,034909
WANT TO TRY REDUCTION TEST?IY/NI: Y
f41 1
CHA"IBC IM STATE ERRORS: °16,5602 V.J2J'I
TURN: XI.X1,	 COLUMN it	 5.
CHANGE IM SYSTEM ERROR: 3.0913
CHANGE IN STATE ERRORS: 0,0624 3,0289
TERM: XI.U1.	 COLUMN #:	 8.
CHANGE. IN SYSTEM ERROR: 113,9193
CHANGE IN STATE ERRORS: 114.6507 -0.731'1
TERM: U1.U1,	 COLUMN 9:	 12,
CHANGE IN SYSTEM ERROR: -19.9546
CHANCE IN STATE ERRORS: -0.0270 -19,9276
TERM: X,1,X1.X1,	 COLUMN t:	 15.
CHANGE IN SYSTEM ERROR: 4,4767
CHANGE IN STATE ERRORS: 15.1272 -10.6505
TERN: X1.X1.X2.	 COLUMN is	 16,
CHANGE IN SYSTEM ERROR: -2.5463
CHANGE IM STATE ERRORS: 5.6283 -8.1746
TERM: XI.X2.X,2.	 COLUMN t:	 17,
CHANGE IN SYSTEM ERROR: -1.4812
CHANGE IN STATE ERRORS: -3.6453 2,1641
TERM: X2.X2.X2.	 COLUMN #:	 18.
CHANGE IN SYSTEM ERROR: 2.7722
CHANGE IN STATE ERRORS: -7,2'330 10.0051
TERM: XI.X1.U1.	 COLUMN #:	 19,
CHANGE IN SYSTEM ERROR: 7.1812
CHANGE IN STATE ERRORS: -0,6173 7.7985
TERM:	 X2.X2.U2. COLUMN #: 24.
CHANGE IN SYSTEM ERROR:	 -6.0369
CHANGE IN STATE ERRORS: -0.9311 -5.1057
TERM: XI,U1.U1,	 COLUMN #:	 25.
CHANGE IN SYSTEM ERROR: 9.4809
CHANGE IN STATE ERRORS: 11.9710 -2.4901
TERM: X1.U2.U2.	 COLUMN 4:	 27,
CHA14GE IN SYSTEM ERROR: -1.2075
CHANGE IN STATE ERRORS: 0,1620 -1.3695
TERM: U1,U1.U1.	 COLUMN #:	 31.
CHANGE IN SYSTEM ERROR: -24,7955
CHANGE IN STATE ERRORS: 0,7590 -25.5545
DO YOU WANT TO DISCARD ANY TERMS AND RE-OPTIMIZE?CY/N7: Y
HOW MANY TERMS WILL BE KEPT? 13
ENTER THE COLUMN NUMBERS OF COLUMNS WHICH ARE TO BE KEPT.
ENTRY OF COLUMN NUMBERS WILL TAKE PLACE IN BLOCKS OF 10.
WHEN ASKED+ ENTER A AS AM ARRAY WITH A MAXIMUM OF TEN ELEMENTS,
A = ARRAY(1y2r3,4v8,12v15y16r18r19)
A = ARRAY(24r25r31)
MANUAL MODE
SPACE USED 70 K NOWY 81 K PEAK, SIZE 	 500 K
DO YOU WISH TO SAVE THIS MODEL?1Y/N7:N
DO YOU WISH TO IDENTIFY ANOTHER MOI1EL'f1Y/NO:N
Figure 5.1.20d Reduced Third Degree Model and Reduction Test (Second Pass)
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ENTER TNIThiL CONDITIONS FOR THE 2 STATES:
	
010010	 -0.0010
ENTER SAMPLING PARAMETERS:
APP'ROY,IMA1'ION DEGREE
I SA14PLE POINTS
INTERVAL BETWEEN SAMPLES
INTEGRATION STEPSIZE
	
3 100	 0.0400	 0.0050
SHOULD THE EXCITATION BE SINUSOIDAL OR COSINUSOIDAL?CS/C]:
IDENTIFICATION WILL DE DONE WITH SINES,
E14TER THE NUMBER OF (CO)SINUSOIDS PER INPUT:
	
2	 2
	ENTER THE	 4 INITIAL INPUT AMPLITUDES:
0,550000000000000002E-01 0.325000000000000002E-01
ENTER THE 2 FREQUENCY WEIGHTS:
	
0.3950	 1.3506
SHOULD THE IDENTIFICATION BE PERFORMED USING DATA THAT IS REDUCED?CY/N7:
Y
^I
ENTER Or- IIMIZAT ION O'rT1ON:
1 1 •• NO OPTIMIZATIONS
2 - AMPLITUDES ONLY
3 - FREQUENCIES ONLY
.r 4 - INITIAL CONDITIONS ONLY
J , 5 - AMPLITUDES AND FREQUENCIES
6 - AMPLITUDES AND INITIAL CONDITIONS
7 - FREQUENCIES AND I14ITIAL CONDITIONS
8 - AMPL'ITUDESr FREOUENCIESr	 AND INITIAL CONDI'CCJNS
3
ENTER THE TRACE OF THE COVARIANCE MATRIX:
0.999999999999999954E-06°rr
ENTER THE OPTIMIZATION METHOD: 	 112r3 OR 4
4
ENTER 4 OF SIGNIFICANT DIGITS FOR CONVERGENCEr
MAXIMUM 4 OF FUNCTION CALLSr
AND THE ZXNIN OPTION A (Orlr2r3)
;x 2	 200	 2
^•L 10 CALLS OF FCN,....THE PARAMETERS:
'.? 0.3986263D+00	 0.1343124D+01
THE CONDITION NUMBER: 	 0.40011r08
OBJECTIVE FUNCTION VALUE: 041685D+03
20 CALLS OF FCN,...
' THE PARAMETERS:
0.3991B3BD+00	 0.1352194D+01
THE CONDITION NUMBER:	 0.397D+08
OBJECTIVE FUNCTION VALUE: 0,1681D+03
30 CALLS OF FCN.,..._
THE PARAMETERS:
Sjf 0,3991642D+00	 0.1352155h+01
THE CONIITION NUMBER:	 0.397D+08
OBJECTIVE FUNCTION VALUE: 0,16B1D+03
^IY.
Figure 5.1.21a Reduced Third Degree Model and Reduction Test (Third Pass)
40 CALLS OF FCN.....
THE PARAMETERS:
0,399150511+00 0,13521101,+01
THE CONDITION NUMBER:
	
0,39711108
OBJECTIVE FUNCTION VALUE: 0.16810+03
CONVERGENCE WAS ACHIEVED AND NO ERRORS OCCURRED.
DO YOU WISH TO NORMALIZE THE DATA?L"Y/H7:
Y
THE MATRIX OF SAMPLED MONOMIAL TERMS
HAS 13 ROWS AND 100 COLUMNS.
NUMBER OF TIMES COST FUNCTION WAS EVALUATED:
	 48
THE OPTIMUM FREQUENCIES ARE:
FREU(1)= 0,399	 FREU(2)= 1.352	 FREO(3)= 0.000
WOULD YOU LIKE TO SEE PLOTS OF THE INPUTS?
IF SOY LINE UP THE CARRIAGE,
N
MESSAGE SUMMARY: MESSAGE NUMBER - COUNT
	
208	 55
TS0 SPEAKEASY III FI+ 11:30 PM FEBRUARY 22Y 1964
:-SIZE=500;GET IDENT;IDENV QUIT
EXECUTION STARTED
COLSKEPT (A 13 COMPONENT ARRAY)
1	 2	 3	 4	 8	 12 15 16 18 19 24 25 31
PARTITION NUMBER 1.
PRTITION (A 2 BY 2 ARRAY)
-1.9999 -2.9999
.99957 .99945
...WITH EIGENVALUES:
VALUES (A VECTOR WITH 2 COMPONENTS)
-.50021+.865821 -.50021-4865821
PARTITION NUMBER 2.
PRTITIGN (A 2 BY 2 ARRAY)
6.3827E-4 .99898
-.99649
	 -,0014354
PARTITION NUMBER 3.
PRTITION (A 2 BY 3 ARRAY)
0 0 0
0 0 0
PARTITION NUMBER 4,
PRTITION (A 2 SY 4 ARRAY)
-4.0226	 0	 0	 0
-.026954 0	 0	 0
Figure 5.1.21b Reduced Third Degree Model and Reduction Test (Third Pass?
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It	 PARTITION NUMBER 5,
f	 FRTITION (A 2 BY 3 ARRAY)
-6.5226E-4 0
	
0
-1,0026	 (1	 0
PARTITION NUMBER 6.
PRTITION (A 2 BY •1 ARRAY)
-1,2411 .15993 0	 -.5407
-.26768 -.91146 0	 ,77552
PARTITION NUMBER 7,
PRTITION (A 2 BY 6 ARRAY)
-.063216 0	 0	 0
	
.20884	 0	 0	 0
PARTITION NUMBER S.
PRTITION (A 2 BY 6 ARRAY)
-4.0074 0	 0	 0
	
.27416 0	 0	 0
PARTITION NUMBER 9.
PRTITION (A 2 BY 4 ARRAY)
-.078589 0	 0	 0
-.66691	 0	 0	 0
0	 .073678
0	 .68143
0	 0
0	 0
S (A 13 COMPONENT ARRAY)
9.8648 7.1115 6.0903 4.7378 2.4718 1,9875 1.3949 1,2823 1.1637
r'	 .95869 .56438 .26112 .16092
;L	 MARE=MAXIB6M SINGULAR VALUE:
4	 THE MINIMUM NONZERO SINGULAR VALUE:
MIN = .16092
...AND THEIR RATIO:
RTIO = 61.303
WANT TO TRY REDUCTION IEST?CY/N]: Y
FULL SYSTEM ERROR:	 133.9531
FULL STATE ERRORS:	 70.3439	 63.6092
TERM:	 X1. COLUMN 4:	 1.
CHANGE IN SYSTEM ERROR:	 121.0994
CHANGE IN STATE ERRORS:	 85,4754	 35,6240
TERM:	 X2. COLUMN 1:	 2.
CHANGE IN SYSTEM ERROR:	 222,9544
CHANGE IN STATE ERRORS:	 220,0404	 2.9140
TERM:	 U1. COLUMN 1:	 3.
CHANGE IN SYSTEM ERROR:	 -37.8873
CHANGE IN STATE ERRORS:	 -0.0055	 -•37.8818
TERM:	 U2. COLUMN 8:	 4.
CHANGE IN SYSTEM ERROR:	 -15,6390
CHANGE IN STATE ERRORS: 	 -15,6634	 0,0243
TERM:
	
X1.U1, COLUMN S:	 B.
CHANGE IN SYSTEM ERROR:	 123.9281
Figure 5.1.21c Reduced Third Degree Model and Reduction Test (Third Pass)
W11
TERM:	 X1.U1.U1, COLUMN 6: 25>
CHANGE IN SYSTEM ERROR: 	 7.7140
CHANGE IN STATE ERRORS: 	 7,756',
TERM:	 UI.U1.U1. COLUMN 8: 31,
CHANGE IN SYSTEM ERROR: 	 -25,859;
CHANGE IN STATE ERRORS: 	 0.959;
DO YOU WANT TI DISCARD ANY TERNS Al
MANUAL RODE
SPACE USED 62 K NOWT 71 K PEAKY
DO YOU WISH TO SAVE THIS MODEL^EY/1
DO YOU WISH TO IDENTIFY ANOTHER NO]
Figure 5.1.21d Reduced Third Degre
Or POOR QUALIV
CHi!0GE 'N STATE ErRORS:
	
I:i...:'i
TERM:	 U1,U1, COLUMN 2
CHANGE 111 SYSTEM ERROR: -27,7j5Q
CHA14GE IN STATE ERRORS: -0.0110	 -27.5438
TERM: X1,Y,1,X1,	 COLUM14 1:	 15,
CHANGE IN SYSTEM ERROR: 15.9879
CHANGE 114 STATE ERRORS: 15-.2055	 0,7824
TERN: ):I.X1.X2.	 COLUMN S:	 16,
CHANGE 114 SYSTEM ERROR: 16.6559
CHANGE IN STATE ERRORS: 0,5196	 16,1362
TERM:	 X2.X,24X2, COLUMN 1: 18,
CHANGE I14 SYSTEM ERROR:
	
-8,7379
CHANGE IN STATE ER^ORS: 	 -4.3799	 -4.3580
TERM:	 X,1,X1.U1, COLUMN 6: 	 19,
CHANGE IN SYSTEM ERROR: 1.9149
CHANGE IN STATE ERRORS: 0.4854	 1,4295
TERM: X2.X2.U2.	 COLUMN 8:	 24.
CHANGE IN SYSTEM ERROR: -5,8952
CPA14BE IN STATE ERRORS: -1,3748	 -4,5234
k
y
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Now all that remains is simulation to bear out the model's validity.
First we test against the full second degree model and the error ratio for
each state is the mean square of the reduced third degree over the mean square
error of the full second degree. In each of the following tables MODELI is
the second degree model and MODEL2 is the reduced third degree. The first two
tables (Table 5.1.14 and Table 5.1.15) and their corresponding plots display
the behavior when excitation parameters are chosen close to the origin. The
following three tables stretch the initial conditions and amplitudes farther
from the origin. From this set of data, it is clear that the reduced third
degree model outperforms the full second degree. Table 5.1.19 is a table in-
cluding randomly chosen amplitudes and frequencies. The corresponding figures
(Figures 5.1.29 and 5.1.30) show a worst case and a typical plot of model be-
havior. The final two tables show the low frequency and d.c. behavior of the
two models. Again a definite improvement is observed.
Now, comparison against the full degree three model is in order. The er-
r.,r ratios for each state are now the mean square error of the reduced model
over the mean square error of the full third degree approximation. The first
table (Table 5.1.22) and itn corresponding set of plots (Figure 5.1.34) show
the typical comparison of model behavior near the origin. The next two tables
move the control amplitudes farther out. Throughout these tables, the reduced
model behavior is quite good and sometimes even better than that of the full
model, but the reduced model went unstable as the amplitudes reached t0.6,
while the full model remained stable and did well (see the appendix). Table
5.1.25 is another random table with amplitudes in the range (-0.4, 0.4) and
frequencies in the range (2,6). Table 5.1.26 is a low frequency table and
Table 5.1.27 is a table of random steps. In these cases, we note that re-
in
in
R I,Ii
Er
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PROBLEM SUMMARY
CONFIGURATION! TRUEYMODELIYMODEL2
4 OF TERMS IN MODEL 11 14
LlE0"EF OF AP'P'ROXIMATION: 2
1 OF ILPMS I14 MODEL 21 13
DEGREE OF >.PPROX.IMATION: 3
St INITIAL CONDITIONS AMPLITUDES FREQUENCIES ERROR PATIOS
1 01001 01001 0.000 0,000 0.75 1.00 0,1.18E-01 0.133E-01
0,001 01001 0,050 0,050 0,75 L00, 0,226 04394
0.001 01001 0.050 -0,050 0475 1,00 0,197 0.419
4 0,001 0,001 -0,050 -0,050 0.75 1,00 0,279 00639
5 0.001 0,001 -0,050 0,050 0,75 1,00 0.61.1 1.21
6 0.001 01001 0,150 0.150 0.75 1,00 0,149 0,947E-01
7 01001 0.00? 0,150 -0.150 0.75 1,00 0.205 0.114
0 0.001 01001 -0,150 -0.150 0,75 1,00 0,141 0,879E-01
9 01001 0.001 -0,150 0,150 0.75 1.00 01181 0.105
i0 0.001 -0.001 02000 0.000 0.75 1,00 0.149E-01 0,107E-01
11 01001 -0.001 0.050 0.050 0.75 inUV 0,421 0,509
12 0,001 -01001 0.050 -0,050 0.75 1,00 0:208 0,415
13 0.001 -0.001 --0,050 -0,050 0.75 1.00 0,385 0,686
14 0.001 -01001 -0.050 0,050 0.75 1.00 0.705 1,57
15 01001 -01001 0,150 0,150 0.75 1,00 0,144 0.929E-01
16 0,001 -0.001 0.150 -0.150 0.75 1.00 0,185 01108
17 01001 -0.001 -0,150 -0.150 0.75 1.00 0.134 0,852E-01
18 01001 -0.001 -01150 01150 0.75 1.00 01168 0,101
19 -0,001 -0,001 01000 0,000 0.75 1,00 0.187E-01 0.168E-01
20 -0.001 -01001 0,050 0.050 0.75 1.00 0.323 0,647 
21 -01001 -0.001 0,050 -01050 0,75 1,00 0,238 0,472
-01001 -0,001 -0,050 -0.050 0.75 1.00 0.401 0,907 
23 -01001 -0,001 -0,050 0,050 0,75 1.00 0.850 L90
24 -01001 -01001 0,150 0,150 0.75 1.00 0.141 0,919E-01
25 -01001 "0.001 0.150 -0.150 0.75 1.00 0.180 0.105
26 -01001 -•01001 -0.150 -0,150 0.75 1,0 0.132 0,844E-01
27 -0,001 -0,001 -0.150 0.150 0.75 1.00 0.161 0.992E-01
28 -0.001 04001 01000 0.000 0.75 1.00 0.131E-01 0,943E-02
29 -04001 0,001 0.050 0,050 0,75 1.00 0,229 0428
30 -0.001 0,001 04050 -0,050 005 1,00 0,222 0,475
31 -0.001 0,001 -0.050 -0.050 0,75 1,00 01319 0.737
32 -0.001 0.001 -0,050 0,050 0,75 1.00 0.753 1,421
33 -0401 01001 01150 0.150 0.75 1.00 0.147 0.939E-01
34 -0.001 0.001 0,150 -0.150 0.75 1,00 0.200 01111
35 -0.001 0,001 -0.150 -0.150 0,75 1.00 0.139 0.871E-01
36 -0.001 0 001 -0,150 0.150 0.75 1,00 0,173 0•103
Table 5.1.14 Simulation Table for Second Degree Full Model versus Third
Degree Reduced Model
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CO RP RRRI I V E 5 0 L U T 10N PL0T5: 	 5TR7E • I
--- 
TRUE -• .... IIOOEL F U L L 0 E 02 — N00EL R E 0 C 0E03
TINE (SECI	 .10..-2
CONP R R R T I V E 30L •UT ION PL0T5:	 5TRTE n 2
--- TRUE ••°°- NOBEL FULLOEG2 — NOBEL REOCOEG3
TINE ISECI	 .10..-2
Figure 5.1.22 Simulation Number ^ of Table 5.1.14
r.
..I
x
1	 95OF POOR QUALITY.
L 0NPNNRT I V E 5 0 L U T 10N PL0T5: 	 STNTE e I
--- TNUE -•••°^•• N 0 0 E L FULLOE02 — NOOEL 8E000EG3
TINE (SECT	 •10..-2
C O N P F N N T I V E 50 L U T I O N PLOTS: 	 STATE a 2
--- TRUE ......... N CI D EL FULL 0E02 — N 0 0 E L NE0C0E03
TINE 15EC1	 .10..-2
Figure 5.1.23 Simulation Number 33 of Table 5.1.14
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PROBLEM SUIII1ARY
CONFIGURATION: TRUEYMODELIYMODEL2
14
2
13
: 3
St INITIAL CONDITIONS AMPLITUDES FREQUENCIES ERROR RATIOS
1 0.005 0.005 0.000 0.000 0.75 1.00 0,101E-01 0.899E-02
2 0.005 0,005 0,050 0.050 0.75 1.00 0,164 0,221
3 0.005 0,005 0,050 -0,050 0,75 1,00 0,154 0.345
4 01005 0.005 -0,050 -0,050 0.75 1.00 0,966E-01 0.226
5 0.005 0,005 -0.050 0.050 0.75 1.00 0,344 01681
6 0,005 0,005 0,150 01150 005 1,00 0,155 0,954E-01
7 0.005 0,005 0.150 -0,150 0,75 1.00 0,260 0,133
8 0,005 0,005 -01150 -01150 0.75 1.00 0,153 0,929E-01
9 0,005 0,005 -0,150 0,150 0.75 1.00 0,227 00118
i0 0,005 -0,005 0.000 0.000 0.75 1.00 0,206E-01 0,148E-01
11 0.005 -04005 0,050 0,050 0,75 1,00 0.564 1.19
12 0,005 -0.005 0.050 -0.050 0,75 1.00 0,176 0.296
13 0,005 -0,005 -0.050 -0,050 0.75 1,00 0,446 0,980
14 0,005 -0,005 -0,050 0,050 0.75 1,00 0,515 1,28
15 0.005 -0,005 0.150 04150 0.75 1.00 0,136 0.8?8E-01
16 0.005 -0,005 0,150 -0,150 0.75 1.00 01158 0,100
17 0.005 -0,005 -04150 -0,150 0,75 1.00 0,126 0,813E-01
18 0.005 -0,005 -0,150 0.150 0,75 1.00 0,158 0,966E-01
19 -0.005 -0,005 04000 0,000 0,75 1,00 0.344E-01 0.306E-01
20 -0.005 -0,005 0,050 0,050 0.75 1.00 0.316 0,595
21 -0,005 -0.005 0,050 -0,050 0.75 1,00 0.300 0.458
22 -0,005 -0.005 -0,050 -0,050 0.75 1,00 0,272 0.415
23 -0,005 -0,005 -0,050 0,050 0.75 1.00 0,447 1.26
24 -0.005 ••0,005 0.150 0.150 0.75 1.00 0,124 0,849E-01
25 -01005 -01005 0.150 -0,150 0,75 1.00 01139 0,895E-01
26 -0.005 -0,005 -0,150 -0,150 0.75 1.00 0,116 0,770E-01
27 -0,005 -0.005 -0,150 0,150 0.75 1,00 0,128 0,876E-01
28 -0.005 0,005 0.000 01000 0,75 1.00 0.106E-01 0,761E-02
29 -0.005 01005 0,050 0,050 0,75 1.00 0,127 0.251
30 -0.005 00005 0,050 -0,050 0.75 1,00 0,246 0,560
31 -0,005 0.005 -0.050 -0,050 0,75 1.00 0,202 0,476
32 -01005 0,005 -0,050 0,050 0,75 1.00 0,777 1,05
33 -0,005 0,005 0,150 OtI50 0,75 1,00 0,149 0,946E-01
34 -0,005 0,005 0.150 -0.150 0,75 1,00 0,234 0,117
35 -0,005 0.005 -0,150 -0.150 0,75 1,00 0,146 0,907E-01
36 -0.005 0,005 -01150 01150 0.75 1,00 0.180 0,107
S	 "
i
Table 5.1.15 Simulation Table for Second Degree Pull Model versus Third
Degree Reduced Model
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TIME
	 [SEC)	 •10-^-2
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a
C 0 M P A R A T I V E 5 0 L U T ION P1-075:
	
STATE a 2
--- TRUE '^°°° MODELL FULLOE02 — NOOEI-. REOC 0EG5
TIME 15EC1	 .10.,r-2
Figure 5.1.24 Simulation Number 18 of Table 5.1.15
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PR
CONFIGURATI
I
4 OF
#k^11tk^ #'4::Y1 ^'Ki'k H^YN'%.B k#'4
H SUMMARY
TRUEYMODEL17MODEL2
STATES: 2
INPUTS) 2
S IN MODEL 1: 14
APPROXIMATION: 2
S IN MODEL 2: 13
APPROXIMATION: 3
Si INITIAL CONDITIONS 	 AMPLITUDES
	
FREQUENCIES	 ERROR RATIOS
0,025 0,025 0,100 0.100 2.00 1.00
0,025 0,025 0.100 -01100 2,00 1.00
0,025 0.025 -01100 0.100 2,00 1,00
0,025 0,025 -0,100 -0,100 2.00 1,00
0.025 -0,025 0,100 0.100 2.00 1,00
0,025 -0,025 0.100 -0,100 2,00 1.00
0,025 -0.025 -0.100 01100 2.00 1,00
0,025 -0,025 -01100 -01100 2.00 1,00
-0,025 0,025 0.100 0.100 2100 1600
-0,025 0.025 0.100 -01100 2,00 1,00
-0,025 0.025 -04100 0,100 2.00 1.00
-0,025 0.025 -01100 -0,100 2,00 1,00
-01025 -0.025 01100 04100 2.00 1.00
-0,025 -0.025 01100 -01100 2,00 1,00
-0,025 -0,025 -0.100 01100 2.00 1,00
-0,025 -0.025 -00100 -01100 2,00 1.00
0425 0,025 0,200 0,200 2.00 1,00
0.025 0.025 04200 -01200 2,00 1.00
0,025 0.025 -01200 0,200 2.00 1,00
0.025 0.025 -0.200 -0.200 2,00 1,00
0,025 -0.025 0,200 04200 2,00 1.00
0,025 -0,025 0,200 -0,200 2,00 1.00
0,025 -0.025 -0,200 0.200 2.00 1.00
0,025 -0425 -0.200 -0,200 2,00 1,00
-0,025 0,025 0.200 0.200 2.00 1,00
-0,025 0,025 0.200 -0.200 2,00 1400
-0,025 0,025 -0.200 0.200 2,00 1.00
-0.025 0.025 -0,200 -0,200 2,00 1.00
-0,025 -0,025 0,200 0,200 2.00 1,00
-0.025 -0,025 0.200 -0,200 2.00 1,00
-0,025 -04025 -0,200 0,200 2,00 1.00
-0,025 -0,025 -0,200 -0.200 2,00 1.00
0,025 0,025 0,300 0.300 2.00 1100
0,025 0,025 0,300 -0,300 2.00 1.00
0.025 0,025 -01300 06300 2,00 1,00
0.025 0,025 -01300 -0.300 2.00 1.00
0,025 -0,025 0,300 0.300 2,00 1,00
0,025 -0,025 0,300 -0,300 2.00 1,00
0,025 -0,025 -0.300 0,300 240 140
0.025 -0.025 -0,300 -0.300 2,00 1,00
-0.025 0,025 0,300 0.300 2.00 1,00
-0.025 0,025 01300 -01300 2,00 1,00
-0.025 0,025 -0,300 0,300 2.00 1,00
-0.025 0,025 -0.300 -01300 2.00 1,00
-0,025 -0425 0,300 0.300 2.00 1,00
-0,025 -0,025 0,300 -0,300 2.00 1,00
-0.025 -0,025 -0,300 0,300 2,00 1,00
-0,025 -0,025 -0,300 -0.300 2100 1.00
0.518E-01
0,384E-01
0.181E-01
0,234E-01
0.143E-01
0,682E-02
0.576E-01
,569E-01
0.391E-01
0.385E-01
0.432E-01
0,541E-01
0,836E-02
0,644E-02
0,217E-01
0.256E-01
0,476E-01
0,446E-01
0,143
0,179
0.348E-01
0,326E-01
0,900E-01
0,745E-01
0.363E-01
0.389E-01
0,109
0.12?
0,252E-01
0.238E-01
0.567E-01
0.615E-01
0,552E-01
0.
0.
0.
0
0
0
01
0
0.
0
01
0
0,
0
0,
0,
0
0.
0,
0.
0.
01
0.
0,
0.
0,
0,
0
0.
0
0
0.
0
0.
0
0
0
0.238E-01
0.495E-01
0,531E-01
0.232E-01
0,231E-01
0.501E-01
0,537E-01
0.226E-01
0.221E-01
0.443E-01
0.478E-01
Table 5.1.16 Simulation Table for Second Degree Full Model versus Third
Degree Reduced Model
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Figure 5.1.2. Simulation Number 26 of Table 5.1.16
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P
	CONFIGURAT
	
YMODEL2
	
4 OF
	
1:	 14
DEGREE
	
ON: 2
2:	 13
ON: 3
E:
10
I (^
S4 INITIAL C014DITI0145
1 0.025 0.025
2 0.025 0,025
3 0.025 0,025
4 0,025 0.025
5 0.025 -0,025
6 0,025 -0.025
7 0,025 -0.025
B 0.025 -0,025
9 -0,025 0.025
10 -0. 025 0,025
11 -0,025 0.025
12 -0,025 01025
13 -0,025 -0,025
14 -0:025 -0,025
15 -0.025 -0,025
16 -0.025 -0,025
17 0,025 0.025
18 0.025 0.025
19 0.025 0,025
20 0,025 0,025
21 0,025 -0,025
22 0.025 -0,025
23 0.025 -0,025
24 0.025 -04025
25 -0.025 0,025
26 -0.025 0,025
27 -0.025 0,025
28 -0,025 0,025
29 -0,025 -0,025
30 -0.025 -0.025
31 -0.025 -0.025
32 -0.025 -0,025
AMPLITUDES
0.400 0.400
01400 -0.400
-0.400 0,400
-0.400 -0,400
0,400 0.400
0,400 -0.400
-0,400 0.400
-0,400 •0.400
0,400 01400
0,4;'0 -0, 400
-01400 01400
-0,400 -0.400
0,400 0,400
0.400 -0,400
-0,400 0,400
-0.400 -0.400
0.500 01500
0.500 -0.500
-01500 0.500
-0,500 -0.500
0.500 0,500
0.504 -0,500
-0.500 0,500
-00500 -0.500
0,500 0,500
0.500 -01500
-0,500 0.500
-0.500 ••0.500
0.500 0.500
01500 -0.500
-0.500 0,500
-0.500 -0,500
FREQUENCIES
2.00 1.00
2.00 1.00
2.00 1.00
2,00 1,00
2.00 1.00
2,00 1.00
2,00 1,00
2.00 I.00
2.00 1,00
2.00 1,0v
2,00 1,00
2.00 1.00
2,00 1.00
2,00 1.00
2,00 1,00
2.00 1.00
2.00 1.00
2,00 1,00
2.00 1.00
2,00 1,00
2,00 1,00
2.00 1,00
2.00 1,00
2,00 1.00
2.00 1.00
2,00 1.00
2,00 1,00
2,00 1.00
2,00 1.00
2.00 1.00
2,00 1.00
2,00 1.00
ERROR RATIOS
0.518E-01 0.282E-01
0,566E-01 0,295E-01
0,103	 0,583E-01
01109 0.631E-01
0,485E-01 0,303E-01
0,497E-01 0,309E-01
0,865E-01 0.578E-01
0.922E-01 0,630E-01
0.472E-01 0,280E-01
0.50!E-01 0.290E-0i
0,902E-01 0,563E-01
0,957E-01 0.612E-01
0,439E-01 0,298F.-01
0,442E-01 0,300E-01
0,760E-01. 0.553E-01
0,832E-01 0,609E-01
0,26BE-01 0.158E-01
0.333E-01 0,198E-01
0,60BE-01 0,450E-01
0,676E-01 0,536E-01
0.231E-01 0.147E-01
0,271E-01 0,175E-01
0.483E-01 0,399E-01
0.572E-01 0.504E-01
0,235E-01 0.143E-01
0,285E-01 0.175E-01
0.522E-01 0,411E-01
0,600E-01 0,504E-01
0,194E-01 0.122E-01
0.223E-01 0.140E-01
0,394E-0 0,336E-01
0,493E-01 0.451E-Oi
Table 5.1.17 Simulation Table for Second Degree Pull Model versus Third
Degree Reduced Model
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51 INITIAL CONDITI "NS	 AHPLITUDES
	
FREQUENCIES	 ERROR RATIOS
1^lL
li
1.1
0,075 0,075 01100 0.100 0.50 1.50 0,473E-02 0.661E-02
0.075 0,075 0,100 -00100 0.50 1,50 0,444E-02 0,617c-02
0,075 0.075 -01100 01100 0,50 1,50 0,103 0.996E-01
0.075 0.075 -0.100 -01100 0.50 1,50 0,994E-01 0,919E-01
0.075 -0.075 0.100 0.100 0.50 1,50 0,665E°02 0.692E-02
0,075 -0.075 01100 -0.100 0.50 1.50 0.635E-•02 0,695E-02
0.075 -0.075 -01100 0.100 0.50 1,50 0,172E-02 0,224E-02
0.075 -0,075 -0,100 -01100 0,50 1,50 0.165E-02 0.173E-02
-0.075 0,075 01100 0,110 0,50 1,50 0,231E-01 0.286E-01
-0.075 0,075 0.100 -0.100 0.50 1,50 0,242E-01 0,296E-01
-0,075 0 ; 075 -0,t	 0 0,100 0,50 1,50 0,854E-02 0.107E-01
-0,075 0,075 -0.100 -01100 0.50 1,50 0.465E-02 0,103E-01
-0.075 -0.075 00100 0:100 0,50 1,50 0.42BE-01 0.405E-01
-0,075 -0.075 0,100 -01100 0.50 1,50 0,429E-01 0.416E-01
-0.075 -0.075 -0.100 01100 0.50 1,50 0.302E-01 0.290E-01
-0,075 -0.075 -0.100 -0.100 0.50 1,50 0,290E-01 0,279E-01
0.075 0.075 0,200 0.200 0.50 1,50 0,655E-02 0,752E-02
0,075 0,075 0,200 -0,200 0,50 1.50 0.787E-02 0.110E-01
0,075 0.075 -0,200 0.200 0,50 1,50 0,344E-01 0,371E-01
0.075 0,075 -0.200 -0.200 0.50 1,50 0,231E-01 0.216E-01
0.075 -0,075 0,200 0,200 0.50 1,50 0,168E-01 0.182E-01
0.075 -0,075 0,200 -0,200 0.50 1,50 0,150E-01 0,179E-01
0,075 -0.075 -0.200 0.200 0,50 1,50 0.130E-01 0.148E-01
0.075 -0.075 -0,200 -04200 0.50 1,50 0,154E-01 0.151E-01
-0,075 0,075 0,200 0,200 0.50 1,50 0,263E-02 0,599E-02
-0,075 0.075 0,200 °• 0,200 0.50 1,50 0,168E-01 0,237E-01
-0,075 0.075 -0,200 04200 0,50 1,50 0,836E-02 0.152E-01
-0,075 0,075 -0.200 -0.200 0.50 1,50 0.722E-02 0,114E-01
-0.075 -0,075 0,200 0,200 0,50 1,50 0.575E-01 0.606E-01
-0.075 -0.075 0,200 -0,200 0,50 1,50 0,566E-01 0,628E-01
-0,075 -0,075 -0,200 04200 0.50 1,50 0.751E-01 0 J 95E-01
-0,075 -0:075 -0.200 -0,200 0.50 1,50 0.781E-01 0,829E-01
0,075 0,075 0.300 0.300 0.50 1,50 0,201E-01 0,343E-01
0.075 0,075 0.300 -0,300 0,50 1.50 0,52BE-01 0.469E-01
0,075 0.0' 1 5 -0,300 0,300 0,50 1,50 0.385E-01 0.479E-01
0,075 0,075 -0.300 -0.300 0.50 1,50 0.267E-01 0,351E-01
0,075 -0,075 0.300 01300 0.50 1,50 0,498E-01 0,573E-01
0.075 -0,075 0.300 -0,300 0.50 1,50 0,379E-01 0.445E-01
0.075 -0,075 -0.300 0,300 0,50 1,50 0,697E-01 0,751E-01
0,075 -0,075 -0,300 -0,300 0.50 1,50 0,830E-01 0.895E-01
-0.075 0,075 0.300 0,300 0.50 1,50 0.272E-01 0,362E-01
-0,075 0,075 0,300 -0,300 0,50 1.50 0.296E-01 0.330E-01
-0,075 0,075 -0.300 0,300 0,50 MO 0,197E-01 0,356E-01
-0.075 0,075 -0,300 -0,300 0.50 1,50 0.254E-01 0.426E-01
-0,075 -0,075 0,300 0.300 0,50 1,50 0,113 0.128
-0,075 -0,075 0,300 -0.300 0.50 1,50 0.969E-01 0,115
-0,075 -0,075 -0,300 0,300 0150 1150 0,168 0.204
-0,075 -0.075 -0,300 -0,300 0.50 1,50 01180 0,223
Table 5.1.18 Simulation Table for Second Degree Full Model versus Third
Degree Reduced Model
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Figure 5.1.27 Simulation Number 2 of Table 5.1.18
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Figure 5.1.28 Simulation Number 46 of Table 5.1.18
^1	 7
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!J
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CONFIGURATIO
II
I OF T
DEGREE
10F 1
AEGREE
SIMUL
* ****T**Vk%k *
^%k1W kkY^^^^F^kV#x
Y
DELIPMOHL22
2
EL It 14
ATIONI 2
EL ? 1 13
ATIONI 3
S1 INITIAL CONDITIONS	 AMPLITUDES
	
FREQUENCIES	 ERROR RATIOS
0,050 -0,050 -0,107 0.251 3.43 3,75 0.127 01111
0,050 -0,050 -0,015 -0,088 2,63 2,13 • 0.661E-02 0,642E-02
0,050 -0,050 -0,020 0,172 4.05 4.91 0.705E-02 0,623E-02
0,050 -0,050 0,217 0.223 4.82 2.08 0.558E-01 0.309E-01
0.050 -0,050 0,364 0,141 4.84 3.37 0,863E-01 0.576E-01
0.050 -01050 -04304 -0,014 4,12 4.32 0.794E-01 0.454E-01
0,050 -0,050 0,127 0.265 3,32 5,34 0,177E-01 0,125°_-01
0,050 -0,050 0,152 -0.298 3.54 4,50 0,224E-01 0,167E-01
0.050 -0,050 -0,256 04238 2.49 2.46 0,289 01181
0.050 -0.050 -0.335 -0.342 4.35 4.70 0.95BE-01 0.606E-01
0,050
-0,050' -0,072 -01094 4.14 4. 101 0,271E-02 0.433E-02
0,050 -0,050 0,072 0.193 2.90 2.63 1.79 2.44
0,050 -0,050 -0,281 0.078 4.69 2,89 0,727E-01 0,410E-01
0.050 -0.050 -0.196 0,292 4.07 2.98 0,442E-01 0.267E-01
0,050 -0,050 0,382 -0.203 4.92 3.21 0.865E-01 0,616E-01
01050 -0,050 0,060 0.090 4.93 5,41 0,128E-01 0,150E-01
0,050 -0,050 0.022 -0,083 3.92 5.43 0.627E-02 0,462E-02
0.050 -0,050 0,396 -0.391 4,76 5,05 0.108 0.748E-01
0.050 -0,050 -0,191 -0,309 4,58 5,53 0.405E-01 0.251E-01
0,050 -0,050 -0,316 -0,241 2.B6 2,39 0.737E-01 0,454E-01
0.050 -0,050 -0.317 -0.052 3.77 2,47 0:781E-01 0.462E-Oi
0.050 -0,00 0,161 -0.124 4,16 4.24 0,178 0.117
0,050 -0,050 0.140 -0,246 5.05 2,81 0:225E-01 0,152E-01
0,050 -0,050 -0,125 -0.047 5,44 3,97 0,247E-01 0,169E-01
0.050 -0.050 0,335 0.397 3,21 4.90 0,644E-01 0,395E-01
0,050 -0,050 -0.054 -0.218 5.31 3,38 0.236E-02 0.361E-02
0,050 -01050 -0.319 0.077 5.57 4,00 0,805E-01 0.482E-01
0,050 -0,050 -0.139 -0.229 2,30 3,57 0.231E-01 0,161E-01
0,050 -0.050 0.280 0.128 2,23 2.41 0.i16 0.637E-01
0,050 -0,050 0.055 0.124 5,93 3.36 0.179E-02 0.28E-02
0.050 -0.050 0,141 -0.087 2.91 3,16 0,382E-01 0,284E-01
0,050 -0.050 -0.037 0,369 2,31 2.37 0,325 0,232
0,050 -0.050 0,143 -0,014 4.99 3,11 0.317E-01 0,205E-01
0,050 -0,050 -0,350 0,139 5,40 3,31 0,646E-01 0,545E-01
0,050 -0,050 0,084 0.307 4.11 4.78 0.167E-01 0,238E-01
0.050 -01050 -0,361 -0.371 3,00 4,89 0.680E-01 0,442E-01
0,050 -0,050 -0.201 0,400 4.80 2.85 0,416E-01 0,241E-01
0.050 -0,050 -0,133 -0,185 5.11 3.50 0.259E-01 0,176E-01
0,050 -01050 0,017 0.260 2.38 3.32 0,378E-02 0.430E-02
0,050 -0.050 0.123 0,256 4,66 2.12 0.260E-01 0,188E-01
0.050 -0.050 0,020 -0.138 4,99 5.66 0,101E-01 0.B75E-02
01050 -00050 0,100 -0,381 4.90 3,79 0,456E-02 0,789E-02
0.050 -0,050 -0.292 0.090 5,01 3.90 0,750E-01 0,431E-01
0,050 -0,050 0,129 -0.155 2.80 2,16 0,190E-01 0,153E-01
0.050 -0,050 0,130 -0.330 3.10 5,11 0,143E-01 0,103E-01
0,050 -0,050 -0,350 0,296 2.07 3.35 0,626E-01 0.37.7E-01
0,050 -0.050 0,201 -0.091 5,22 3,65 0,527E-01 0,300E-01
0,050 -0.050 -0.027 -0.011 4.76 2,88 0,458E-02 0,326E-02
01050 -00050 0.265 0,019 2.02 3,20 0,618E-01 0.333E-01
0.050 -0,050 -0,119 0,171 4,24 2,59 0,197E-01 0.140E-01
Table 5.1.19 Simulation Table for Second Degree Full Model versus Third
Degree Reduced Model
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Figure 5.1.29 Simulation Number 12 of Table 5.1.19
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Figure 5.1.30 Simulation Number 46 of Table 5.1.19
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Le 5.1.20 Low Frequency Table for Second Degree Full Model versus
Third Degree Reduced Model
108
CONFIGURA
	
?MODEL2
14
2
13
3
12
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
19
20
21
22
23
24
25
26
27
28
29
30
31
32
S1 INITIAL CONDITIONS
0.001 -00001
0.001 -01001
01001 -0.001
0.001 -0.001
0.001 -01001
0.001 -0.001
01001 -0.001
01001 -0.001
01001 -0.001
01001 -0.001
0 1 001 -0,001
01001 -0.001
01001 -01001
01001 -01001
01001 -0.001
0,001 -0.001
01010 -0.010
01010 -01010
0.010 -0.010
0.010 -01010
0.010 -0.010
0.010 -01010
0.010 -01010
0.010 -01010
01010 -01010
0.010 -04010
0.010 -01010
0.010 -01010
0.010 -01010
0.010 -0.010
01010 -01010
0.010 -0.010
AMPLITUDES
0,010 -0,075
04010 -0,075
0,010 -0,075
0,010 -0.075
-0.050 0,050
-0,050 0,050
-0.050 0.050
-01050 01050
-0.075 0.010
-0,075 0.010
-0:075 0,010
-0.075 0,010
-0.075 -0,075
-0,075 -0.075
-0.075 -0.075
-0,075 -0,075
0.010 -0.075
0.010 -0,075
0.010 -0,075
0.010 -0.075
-0.050 0,050
-0.050 0.050
-0.050 0,050
-00050 0,050
-0.075 0.010
-0,075 0.010
-0,075 0,010
-0.075 0.010
-0,075 -0.075
-0,075 -0,075
-0,075 -0,075
-0,075 -0,075
FREQUENCIES
0.00 0,00
0,01 0.01
0.02 0,02
0,05 0,05
0.00 0,00
0.01 0.01
0.02 0.02
0,05 0,05
0.00 0.00
0.01 0.01
0.02 0.02
0.05 0,05
0.00 0.00
0.01 0.01
0.02 0.02
0.05 0.05
0.00 0.00
0.01 0.01
0,02 0.02
0.05 0.05
0.00 0,00
0.01 0.01
0.02 0.02
0.05 0,05
0.00 0,00
0.01 0.01
0.02 0.02
0.05 0.05
0.00 0.00
0.01 0.01
0.02 0.02
0,05 0,05
ERROR RATIOS
0,304	 0,161
0,259	 0.140
0.180	 0.111
0,993E-01 0.767E-01
0,748E-01 0.220E-01
0,658E-01 0,212E-01
0.348E-01 0,121E-01
0,587E-01 0,179E-01
0,974E-01 0.226E-01
0,880E-01 0,230E-01
0,659E-01 0,203E-01
0.833E-01 0.145E-01
0,118 0,527E-01
0,970E-01 0.469E-01
0,586E-01 0,367E-01
0.345E-01 0.114E-01
0,305	 0,160
0.260	 0,139
0,180	 01110
0,101 0.760E-01
0.6P9E-01 0,207E-01
0,55dE-01 0,190E-01
0,294E-01 0,105E-01
0,502E-01 0.169E-01
0,912E-01 0,215E-01
0,820E-01 0.217E-01
0,604E-01 0.186E-01
0,749E-01 0,134E-01
01118 0,528E-01
0,966E-01 0,468E-01
0,564E-01 0,355E-01
0,341E-01 0.102E-01
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Figure 5.1.31 Simulation Number 3 of Table 5.1.20
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Figure 5.1.32 Simulation Number 21 of Table 5.1.20
tAh^K^Y
VIGIIRATION: TRUEYMODELIFMODEL2
1 OF STATES: 2
1 OF INPUTS: 2
1 OF TERMS IN MODEL 1: 14
DEGREE OF APPROXIMATION: 2
1 OF TERMS IN MODEL 2: 13
DEGREE OF APPROXIMATION: 3
III
Sn
t
LJ
S1 INITIAL CONDITIONS AMPLITUDES FREQUENCIES ERROR RATIOS
1 0.000 01010 -0,022 -0,008 0.00 0.00 4,29 7.10
2 -0.006 0,004 0.008 -0.011 0.00 0,00 0.721 0,424
3 0,009 0,006 -0.010 0,017 0,00 0100 1,15 0,737
4 0.006 01010 0.022 -0,010 0,00 0100 0,756E-02 0,405E-02
5 0,006 -04001 -04019 -0.003 0100 0,00 3,59 4.02
6 -0.004 0.001 -0.021 -0,005 0100 0100 6,46 10.7
7 0,006 0.003 0.012 0.016 0,00 0,00 1.96 1.79
8 -0.009 -0,003 -0.021 0,024 0400 0.00 4,47 4,25
9 -0,000 0,003 0.004 0,003 0100 0400 0,340E-01 0,194E-01
10 -0.000 0.002 -0,009 -0,013 0.00 0,00 0,432 0,334
11 01009 0,001 0.0i1 0 1 0ii 0100 0 1 00 0,70' .1,706
12 0.002 -0.008 0,017 0,002 0100 0100 0,117E-01 0,466E-02
13 0.005 -0,008 -01019 -0.010 0,00 0,00 217.1 3,75
14 -01004 -01005 0,022 -0,018 0.00 0.00 0.237E-02 0,146E-02
15 -0,007 0,007 -0,001 -01020 0100 0,00 35,1 41.4
16 -0,010 0,005 -0.005 -0,006 0100 0,00 0,275 0.199
17 -0,007 0.006 -01018 0.009 0100 0100 5,37 5.41
19 -01001 -0.004 0.015 0,021 0000 0,00 4.07 5.92
19 0,008 -0,005 0.007 0,017 0.00 0,00 4.12 3.51
20 0.003 -0.003 -0.016 -0.008 0.00 0,00 1,32 1,15
21 0.004 -0,003 0,019 0,006 0,00 0100 0.391E-02 0.151E-02
22 -0.003 0,006 -0.010 0,007 0100 0.00 1,25 0.789
23 0.007 -0,002 0.014 -0.012 0100 0.00 0.575E-01 0,309E-01
24 -04003 -0,004 0.010 -01009 0,00 0100 0,258 0.142
25 -01000 -0.009 -0,001 -0.013 0,00 0100 46.4 21,0
26 -0,009 0.007 0.007 -0,015 0.00 0100 0,887 0.556
27 -0,002 0,002 -0,006 -0.023 0.00 0.00 40,2 34.2
28 0,009 0,002 -0.012 0.012 0.00 0,00 1,59 1.07
29 -0,006 -0,007 -0,003 0,006 0100 0100 0,956 0,616
30 0,004 -0,000 -01000 -0.009 0,00 0.00 18.9 11.0
31 0,001 -0.007 0,022 0.014 0,00 0100 0,395E-01 0.19BE-01
32 0.008 -01002 0,004 0,024 0100 0100 2,89 1,93
33 0,001 -0,007 -01023 0.018 0400 0100 4.64 3.78
34 0,003 -0,005 -0,024 0,024 0000 0.00 2139 1.48
35 -04001 -0,007 0,017 0,012 0000 0 .100 0,242 01119
36 -0,010 -01006 0,015 0.014 0100 0.00 1.88 1,49
37 -0.009 -0,006 -0,004 0,002 0,00 0100 0.637 0,415
38 01001 01008 -0.005 0.020 0100 0.00 0,743 0,449
39 01000 -01001 -0,004 0.025 0,00 0,00 0,592 0,376
40 0,003 -01009 -0.011 0.009 0100 0.00 1.26 0.832
41 -0.000 0,004 0.011 -0.006 0.00 0.00 0.362 0,192
42 0.008 -0.005 -01010 01010 0.00 0100 1,16 0,742
43 -0.009 -0.008 0,012 -0.021 0.00 0.00 0,236E-01 0.14BE-01
44 0.003 -0.007 -01021 0,015 0.00 0100 6.64 8,19
45 0,001 0,007 -0,016 0.012 0100 0100 3.74 3,24
46 -0.008 0.004 0,005 0,015 0.00 0100 13,7 14,6
47 -0.001 -0,002 01015 0.010 0,00 0100 0,892 0,469
48 -0,007 0,009 0,018 -01002 0100 0.00 0,176E-01 0.819E-02
49 0,006 -0.005 0.004 0,008 0.00 0,00 2,03 1,60
50 -0.006 0,003 -0.011 -0,021 0.00 0100 4,09 4.17
Table 5.1.21 Step Response Table for Second Degree Full Model versus
Third Degree Reduced Model
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CONFI
	
PMODEL2
i
34
614: 3
21	 13
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*Yi:****
Si INITIAL CONDITIONS
	 AMPLITUDES
	
FREOUENCIE5	 ERROR RATIOS
h
01001 0.001 01000 01000 0.75 1.00 0.240E-01 0.241E-01
01001 0.001 0.050 0,050 0.75 1.00 0,487 1.65
01001 01001 0.050 -0,050 0.75 1,00 0,859 2.27
01001 0.001 -0,050 -0,050 0.75 1.00 0,497 2.30
01001 01001 -0,050 0,050 0.75 1,00 0,711 2,00
O.001 01001 0.150 0.150 0,75 1,00 1111 27,6
0,001 0 4 00 1 01150 -0.150 0,75 1.00 18,1 64.9
01001 0,001 -0.150 -h.l 0 0,75 1.00 16,8 41,7
0.001 0.001 -0.150 0,150 0,75 1,00 8.19 16,0
01001 -0.00i 0,000 0.000 0.75 1.00 0.239E-•01 9.195-01
01001 -01001 0.050 0.050 0.75 1.00 0.758 4.16
0,001 -0.001 0.050 -0,050 0.75 1.00 1.08 3.70
0,001 -01001 -0.050 -0.050 0,75 1,00 0.805 5,26
0.001 -01001 -01050 01050 0.75 1,00 0,782 3.35
01001 -0,001 0,150 0,150 0.75 1.00 13,4 32.5
01001 -0.001 0,150 -0.150 0.75 1.00 17,5 61.3
01001 -0.001 -0.150 -0,150 0.75 1,00 20,1 4B.9
0.001 -0,001 -0,150 0,150 0,75 LOO 6.44 17,4
-0,001 -01001 01000 0.000 0,75 1.00 0,378E-01 0.382[-01
-01001 -01001 0.050 0,050 0.75 1.00 0.870 5,98
-01001 -01001 0.050 -0.050 0.75 1.00 1,14 4,57
-0.001 -01001 -0.650 -01050 0.75 1o00 0,903 6.05
-04001 -01001 -0.050 01050 0.75 1.00 0,726 3.25
-01001 -01001 0,150 0,150 0.75 1.00 14.6 34,9
-01001 -0.001 0,150 -0.150 0.75 1.00 16.9 57,9
-01001 -01001 -0.150 -0.150 0,75 1,00 21,0 50.9
-0.001 -0,001 -0,150 0.150 0.75 1.00 8,19 16.8
-01001 0,001 0,000 0.000 0,75 1.00 0,183E-01 0.149E-01
-01001 01001 04050 0.050 0.75 1.00 0.556 2,50
-0.001 01001 0,050 -0,050 0.75 1.00 0.938 2.89
-01001 0,001 -0,050 -0.050 0,75 L 00 0.573 2,74
-0,001 00001 -0.050 0,050 0,75 1.00 0,671 2.05
-0.001 0.001 0,150 0,150 0,75 1,00 12.2 30.0
-0.001 01001 0,150 -0,150 0.75 1400 17,6 61,3
-0.001 01001 -0,150 -0,150 0.75 1,00 17,6 43,6
-0,001 0,001 -0.150 00150 0175 1.00 7,94 15.5
Table 5.1.22 Simulation Table for Third Degree Pull Model versus Third
Degree Reduced Model
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COMPARATIVE SOLUTION PLOTS: 	 STATE a 1
--- TRUE -•-°•-• MODEL FULLDE03 — MODEL REDCOEG3
TIME IOECI	 .ION.-2
	COMPARATIVE SOLUTION PLOTS:	 STATE a 2
--- TRUE ......••.. MODEL FULLOEG3 — MODEL REOCDEG3
TIME (SEC)	 .IO..-2
Figure 5.1.34 Simulation Number 7 of Table 5.1.22
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2,00
2,00
2.00
'1,00
2.00
2,00
2.00
2.00
2,00
2.00
2,00
ERROR RATIOS
0,116	 0,110
0,955E-01 0,938E-01
0,395E-01 0,592E-01
0,526E-01 0.726E-01
3,75 5,24
2.30 3,56
7.59 15.9
8.40 20.1
0.187 0,211
0.190 0,203
0.205 0.277
0.283 0,358
3.41 10.5
2,79 iJ•5
4.50 6,16
5,34 8,27
1.51 3,20
1,55 3.60
7.07 6.06
8.44 7.37
14.3 4,16
13.0 3,88
8,03 3,34
8,31 3.71
2,99 3.69
8.96 4.57
i0.7 5.07
3,00 1.77
2.92 1.73
3,61 1.98
3,99 2.26
5.33 1,34
9.18 1.70
	
4.30	 0.9
	
4,58	 0,9
	
4,54	 1,
	
5.23	 L
	
4,19	 It
	
5.08	 1.
	
6,03	 1,
	
7,12	 1,
	
2,05	 067
	
2.49
	 0.5
	2,88 	 1,
1
1
1
1
1
1
1
1 OF I
SO 114ITIAL CONDITIONS	 AMPLITUDES
1 0,025 0,025 01100 0.100
2 0,025 0.025 01100 -01100
3 0.025 0425 -01100 01100
4 0,025 0.025 -0.100 -01100
5 0,025 -0,025 01100 O.J00
6 0,025 -0.025 04100 -0.100
7 0,025 -0,025 -0.100 01100
8 0.025 -0,025 °01100 -01100
9 -0,025 0.025 0,100 01100
10 -0,025 0,025 01100 -01100
it -0.025 0,025 -01100 04100
12 -0,025 0,025 -0,100 -0,100
13 -0.025 -0.025 0.100 0.100
14 -0.025 -0,025 01100 -0.100
15 -0.025 -0,025 -01100 0,100
16 -0,025 -0,025 -01100 -0.100
17 0.025 0,025 0,200 0,200
IB 0.025_ 0,025 0,200 -0.200
19 0,025 0,025 -0.200 0.200
20 0.025 0.025 -0,200 -0,200
21 0.025 -0,025 0.200 0,200
22 0,025 -0,025 0,200 -0,200
23 0,025 -0,025 -0,200 0,200
24 0,025 -0,025 -0,200 -0,200
25 -0.025 0,025 0,200 0,200
26 -0,025 0.025 0.200 -0,200
27 -0,025 0,025 -0.200 0,200
28 -0,025 0.025 -0,200 -0,200
29 -0,025 -0,025 0.200 0,200
30 -0,025 -0,025 0,200 -0,200
31 -0,025 -0,025 -0.200 0,200
32 -0,025 -0,025 -04200 -0,200
33 0.025 0,025 0.300 0,300
34 0,025 0,025 0,300 -0,500
35 0,025 0,025 -0,300 0.300
36 0.025 0.025 -0,300 -0,300
37 0,025 -0,025 0.300 0,300
38 0,025 -0,025 0,300 -0,300
39 0,025 -0,025 -0.300 0,300
40 0.025 -0,025 -0,300 -0,300
41 -0,025 0,025 0,300 0,300
42 -0,025 0,025 0.300 -0,300
43 -0.025 0,025 -0,300 0,300
44 -0,025 0,025 -0,300 -01300
45 -0,025 -0,025 0,300 0.300
46 -0.025 -0.025 0,300 --'%300
47 -0,025 -0,025 -0.300 0,300
48 -0.025 -0.025 -0.300 -0,300
34
3
13
1 3
Table 5.1.23 Simulation Table for Third Degree Full Model versus Third
Degree Reduced Model
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Figure 5.1.36 Simulation Number 44 of Table 5.1.23
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Figure 5.1.37 Expanded Section of Figure 5.1.36
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CONFIGURATION: TRUEYMODELIYMODEL2
9 OF STATES: 2
9 OF TERMS IN MODEL 1: 34
DEGREE OF APPROXIMATION: 3
i OF TERMS IN MODEL 2: 13
DEGREE OF APPROXIMATION: 3
51 INITIAL CONDITIONS AMPLITUDES FRFOUENCILS ERROR RATIOS
1 0.025 0.025 0.400 0.400 2.00 1.00 2.12 0.478
2 0.025 0.025 0.400 -0.400 2.00 1.00 2.71 0.497
3 0.025 0.025 -0.400 0.400 2.00 1.00 4.32 0.698
4 0.025 0.025 -0.400 -0.400 2.00 1.00 4.94 0.816
5 0.025 -0.025 0.400 0.400 2.00 1400 1.84 0.395
6 0.025 -0.025 0.400 -0.400 2.00 1.00 2.07 0.399
7 0.025 -0.025 -0.400 0.400 2.00 1.00 2.57 0.555
B 0.025 -0.025 -0.400 -0.400 2.00 1.00 3.06 0.648
9 -0.025 0.025 0.400 0.400 2.00 1.00 1.82 0.417
10 -0.025 0.025 0.400 -0.400 2100 1.00 2.17 0.429
11 -0.025 0.025 -0.400 0.400 2.00 1.00 3.17 0.606
12 -0.025 0.025 -0.400 -0.400 2100 1.00 301 0.709
13 -0.025 -0.025 0.400 0.400 2.00 1.00 1.26 0.334
14 -0.025 -04025 0.400 -0.400 2.00 1.00 1.34 0.333
15 -0.025 ••0.025 -0.400 0.400 2.00 1.00 1.70 0.467
16 -0.025 -0.025 -0.400 -0.400 2.00 1400 2.03 0.549
17 0.025 0.025 ?.500 0.500 2.00 1.00 0.307 0.110
0.025 0.025 0.500 -0.500 2.00 1.00 0.418 0.132
.I	
18
19 0.025 0.025 -0.500 0.500 2.00 1.00 0.919 0.231
20 0.025 0.025 -0.500 -0.500 2.00 1.00 0.951 0.299
{	 21 0.025 -0.025 0.500 0.500 2.00 1.00 0.318 0.801E-01
22 0.025 -0.025 0.500 -0.500 2.00 1.00 04410 0.920E-01
23 0.025 -0.025 -0.500 0.500 2.00 1.00 0.723 0.165
24 0.025 -0.025 -0.500 -0.500 2.00 1.00 0.875 0.224
25 -0.025 0.025 0.500 0.500 2.00 1.00 0.268 0.894E-01
26 -0.025 0.025 01500 -0.500 2.00 1.00 0.380 0,106
27 -0.025 0,025 -0.500 0.500 2.00 1.00 0.787 0.192
28 -0.025 0.025 -0,500 -0,500 2.00 1,00 0,875 0.255
29 -0,025 -0,025 0,500 0,500 2.00 1.00 0.254 0.596E-01
30 -0,025 -0.025 0.500 -0,500 2,00 1,00 0,317 0.665E-01
31 -0,025 -0.025 -0,500 0,500 2.00 1,00 0.518 0.127
;^	 32
;.-3J
-0,025 -0,025 -0.500 -0.500 2.00 1.00 0.678 04181
'	 Table 5.1.24 Simulation Table for Third Degree Full Model versus Third
Degree Reduced Model
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COMFRMRT IVE SOLUTION PLOTS:	 STATE a I
TRUE  ....... —MODEL FULLOE03 — MOOEL REOCUEG5
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r^:^kk^l k^.^^:k;i ^^Y#^^'k'M.^^?k'N Yak Y^f:+Y^Y^ ^^ AW8 ^W1'^ ^. Y
PROBLEM SUMMARY
CONFIGURATION: TRUEYMODEL1rMODEL2
8 OF STATES: 2
1 OF INPUTS: 2
1 OF TERMS IN MODEL 1: 34
DEGREE OF APPROXIMATION: 3
1 OF TER14S IN MODEL 2: 13
DEGREE OF APPROXIMATION: 3
SIMULATION WITH COSINE
:4^ Y:B:f:^4^'k•:kN8:8;kW:0'^ f:#:# *1:^*#N+Y^^W 4 M// Y• k>k:f::kk;Y
121
till
S1 INITIAL CONDITIONS AMPLITUDES FREQUENCIES ERROR RATIOS
1 -0.050 -0.050 -0.401 0.128 4.13 2.26 1.41 0.465
2 -0.050 -0,050 0.160 0.133 4.63 2.84 0.557 0.503
3 -0.050 -0,050 0.442 -0.320 2.12 3.38 0.685 0.273
4 -0,050 -0.050 -04085 -0,051 3,16 2,36 0,273E-01 0.420E-01
5 -0.050 -0.050 0.182 0,441 4.01 3,72 2.41 2.10
6 -0,050 -0,050 0.027 0.306 2.59 3.58 0.16BE-01 0.195E-01
7 -0,050 -0.050 0.027 0,054 2.65 4401 01190 0,214
o
-
A 05A -0,050 0,179 0:325 4,01 2,25 0,274 0,233
9 -0.050 -0,050 -0,315 -0,431 3,6B 4,00 1,09 0,677
10 -0.050 -0.050 0.244 0.131 3,03 2.65 1.57 1104
11 -0.050 -0.050 0.233 0,208 4.29 5,54 1.01 0.664
12 -0.050 -0,050 -0,308 0.001 4,98 3,72 1,62 0,799
13 -0.050 -0,050 -0.368 0,140 5,56 2,95 i.48 0,572
14 -0,050 -0,050 -0.084 -0,285 5,38 3,84 0.376E-02 0,143E-01
15 -0.050 -0450 0,299 -04147 3.14 2,88 1.57 0,807
16 -0,050 -0,050 0,319 -0,159 5.56 5,36 0.821 0.537
17 -0.050 -0,050 -0,318 0.363 4.84 5,60 0.937 0.472
18 -0.050 -0,050 -0,239 -0,343 3,87 4,33 0.765 0,572
19 -0.050 -0,050 -0,173 0,414 4.25 4,06 1.96 1,85
20 -0.050 -0.050 -0,347 -0,064 3,40 4.48 1,51 0.635
21 -0.050 -0,050 0.267 0.438 4.00 2,39 0,548 ^.322
22 -0,050 -0,050 0,423 0.153 2.08 3,57 1.22 0.365
23 -0.050 -0.050 0,041 0,365 5.66 3,23 0,85BE-02 0.103E-01
24 -0.050 -0.050 -0,262 0,126 2.67 5,00 1,33 0,813
25 -0,050 -0,050 -0.127 -0.433 4,19 2.07 0.576E-01 0.790E-01
26 -0.050 -0,050 -0.225 0,329 4.35 3,19 0.555 0.392
27 -0,050 -0,050 0.020 -0,008 3,14 2,91 0,260 0.294
28 -0,050 -0,050 0.402 0,083 5.20 4.54 1,50 0,509
29 -0.050 -0,050 0.370 -0,295 5,56 2,06 1,27 0,492
30 -0.050 -0,050 -0,105 -0,250 2,30 3.72 0,250E-01 0,414E-01
31 -0.050 -0.050 0.151 -0,268 4,92 4,63 1,34 1,48
32 -01050 -01050 -0,078 -0.270 4,08 4,69 0.391E-01 0,887E-01
33 -0.050 -0,050 0,066 -0,307 5,55 2.45 0,127E-02 0,506E-02
34 -0.050 -0,050 0,394 0,139 2,89 5.62 1,38 0.475
35 -0,050 -0,050 0,386 -0,324 2.09 4,98 1.07 0.374
36 -0,050 -01050 0,251 -0,342 4.71 5,03 1.29 0.857
37 -0.050 -01050 0,336 0,368 3.66 2.50 1103 0,467
38 -0.050 -0.050 -0.429 -0,317 3.12 2.35 1,07 0,358
39 -0.050 -0.050 -0,418 0,328 5,15 3,49 1.14 0,393
40 -0,050 -0,050 0.133 -0.319 3,00 3.39 0.719 04937
41 -0,050 -0,050 -0.096 0,362 4.70 4,08 0,928E-01 0,168
42 -0.050 -0.050 -0;156 -04370 2.46 4,10 0.870E-01 0,872E-01
43 -0.050 -0.050 0,334 -0,431 3.13 4,73 0.800 0.367
41 -0,050 -0.050 -0.202 0,151 2,74 3.98 0,884 0,696
45 -0.050 -0.050 -0,449 -0,062 2,25 2.36 1,45 0.365
Table 5.1.25 Simulation Table for Third Degree Full Model versus Third
^q	 Degree Reduced Model
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Figure 5.1.39 Simulation Number 3 of Table 5.1.25
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COMPRRHTIVE 50LUIION PLOTS: 	 5T R I  n 1
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Table 5.1.26 Low Frequency Table for Third Degree Full Model versus
Degree Reduced Model
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^;k8::4 }:^A'^Y'Y'k^YB MN'kl ^^:y^8:k1:W.N':k^'Y8''d:B:A'1:'kA$1'.1'kY
C014FIGURATION: TRUE Y MODEL I Y MODEL2
1 OF STATES: 2
1 OF INPUTS: 2
1 OF TERMS IN MODEL 1: 34
DEGREE OF APPROXIMATION: 3
1 OF TERMS IN MODEL 2: 13
IiFORFF OF APPROXIIIATIONI 3
'v ,
^J w
S1 INITIAL CONDITIONS AMPLITUDES FREQUENCIES ERROR RATIOS
1 0.001 -0.001 0.010 -0.075 0100 0.00 1142 0.534
2 0.001 -0.001 0.010 -0.075 0.01 0.01 1.16 0.492
3 0.001 -0.001 0.010 -0.075 0.02 0,02 0.771 0.467
4 01001 -01001 0,010 -0.075 0,05 0.05 0.496 0,209
5 01001 -01001 -0,050 0,050 0100 0100 0.122E-01 0,311E-02
6 01001 -0.001 -0,050 0.050 0101 0.01 0,961E-02 0.274E-02
7 04001 -01001 -0.050 0,050 0.02 0.02 0,337E-02 0.117E-02
8 01001 -01001 -0,050 0,050 0,05 0,05 0,245E-02 0.229E-02
9 01001 -01001 -0,075 0,010 0.00 0100 0,272E-01 0.671E-02
10 0,001 -0.001 -0,075 0.010 0,01 0,01 0,228E-01 0,627E-02
11 0.001 -01001 -0.075 0,010 0.02 0.02 0.129E-01 0,433E°02
12 01001 -0.001 -0,075 0410 0.05 0.05 0,791E-02 0,473E-02
13 0.001 -01001 -0.075 -0,075 0,00 0.00 0.541E-01 0.335E-01
1 .1 0.001 -01001 -0,075 -0.075 0.01 041 0,426E-01 0,267E-01
15 0.001 -0.001 -0,075 -0.075 0,02 0.02 0,219E-01 0,164E-01
16 0.001 -0.001 -0.075 -0,075 0,05 0.05 0,839E-02 0,656E-02
17 01010 -0,010 0,010 -0.075 0.00 0.00 1,48 0,538
18 0,010 -0,010 0.010 -0.075 0.01 0.01 1,20 0.495
19 0.010 -01010 0.010 -0,075 0,02 0,02 0.791 0,468
20 0.010 -0.010 0,010 -0.075 0,05 0.05 0,504 0.208
21 0.010 -01010 -0,050 0,050 0.00 0100 0,110E-01 0,293E-02
22 0.010 -0.010 -0,050 0,050 0.01 0401 0.858E-02 0,256E-02
23 01010 -0.010 -0,050 0,050 0.02 0,02 0,283E-02 0,102E-02
24 06010 -0,010 -0.050 0,050 0,05 0.05 0.213E-02 0.215E-02
25 0.010 -01010 -0.075 0.010 0100 0100 0.246E-01 0.629E-02
26 0,010 -0.010 -0,075 0,010 0101 0,01 0,206E-01 0,584E-02
27 0.010 -0.010 -0.075 0,010 0.02 0,02 0,116E-01 0.392E-02
28 0.010 -01010 -0,075 0,010 0:05 0.05 0,696E-02 0,430E-02
29 0,010 -0.010 -0,075 -0,075 0100 0,00 0,530E-01 0.333E-01
30 01010 -01010 -0.075 -0.075 041 0101 0,417E-01 0.264E-01
31 01010 -01010 -0,075 -0,075 0,02 0,02 0,205E-01 0,155E-01
32 0410 -0.010 -0.075 -0,075 0,05 0.05 0,779E-02 0,599E-02
OF. Po0R QJ t	 124
1
^j	 CC, IIF nR H 	 C 5 0 L U T 10N PLOTS:	 STFiIE •	 I
7r, F.E	 ':EL FULLOEG3 — MODEL RE000E03
1
Ifi:
((I
ri
^' U
e'
COMPRRRTIVE SOLUTION PLOTS:
	 STRTE a 2
	
'1--- TRUE .......... MODEL FULLOEGS — MODEL REOCDEG3
TINE
	
ISECI	 x10wu-.2.
m
P
h
W
F'
6
H
M
Fi€
c
°
r
m
yr
v
u
m°
w'
a
m
a
r
^r
125
COMPRRRTIVE SOLUTION PLOTS:	 STRTE v 1
--- TRUE -•°°^- MODEL FULLDEG3 — MODEL REOCDE63
Tltl g (SEC)	 •IOuv-2
COMPRRRTIVE SOLUTION PLO15:
	
STATE • 2
--- TRUE -°°- ... MODEL FULLOE03 — MODEL REUCOEG3 	 r
CONFIGURATION: TRUEYMO DELI YMODEL2
1 OF STATES:
1 OF INPUTS: 2
1 OF TERMS IN MODEL 11 34
DEGREE OF APPROXIMATION: 3
9 OF TERMS IN MODEL 2: 13
DEGREE OF APPROXIMATION! 3
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S1 INITIAL CONDITIONS AMPLITUDES FREQUENCIES ERROR RATIOS
1 01000 0.010 -0.022 -0,008 0.00 0.00 0.105 0,383E-01
2 -01006 0.004 0.008 -0.011 0,00 0.00 6,67 9118
3 0,009 0.006 -0.010 0.017 0.00 0,00 0.119 0,446E-01
4 0.006 0.010 0.022 -0.010 0.00 0.00 0,136 0,6.14E-01
5 0.006 -0.007 -0,018 -00003 0.00 0100 0,137 0,478E-01
6 -0.004 0,001 -0,021 -0,,005 0.00 0.00 0.144 0.457E-01
7 0.006 0.003 0.012 0.018 4.00 0.00 42.3 10.4
8 -0.009 -0.003 -0.021 0.024 0.00 0.00 0.510E-01 0.179E-01
9 -0.000 0.003 0,004 0,003 0100 0.00 0,273 0.107
10 -0,000 0.002 -01009 -01013 0000 0.00 0,346 0,153
11 0,009 0,001 0.011 01011 0.00 0,00 19,5 7.18
i2 0,002 •-0,008 0,017 0,002 0000 0,00 1.40 2,19
13 0.005 -0.008 -0,019 -01010 0,00 0,00 0,115 0.398E-01
1a -0.004 -0.005 0.022 -0,018 0.00 0.00 0.288E-01 0,143E-01
15 -0.007 0.007 -0,001 -01020 0.00 0,00 8,16 4,11
15 -0.010 0.005 -0.005 -0.006 0,00 0404 0,740 0,245
17 -0.007 0.006 -01016 0.009 0.00 0000 0.137 0,439E-01
18 -0,001 -0100 .1 0.015 0.021 0000 0.00 17,3 5,51
19 0,008 -0.005 0.007 0,017 0.00 0.00 1518 8009
20 0.003 -0,003 -0,016 -0,008 0,00 0.00 0,137 0.460E-01
21 0,004 -0.003 01019 01006 0,00 0.00 0.553 1.47
22 -0,003 0,006 -0.010 0.007 0,00 0,00 0.227 0.749E-01
23, 0.007 -0.002 0.014 -0,012 0100 0100 2.91 2.87
2 .1 -0,003 -0.004 0.010 -0.009 0100 0,00 5,69 9.72
25 -01000 -0,009 -0,001 -00013 0100 0,00 5.21 2.40
26 -0,009 0,007 0.007 -0,015 0100 0100 7.88 9,36
27 -0.002 0,042 -0,006 -0,023 0.00 0,00 6,99 3.40
28 0,009 0.002 -0.012 0,012 4000 0,00 0,133 0.486E-01
29 -0,006 -0.007 -0,003 4,006 0.00 0,00 0,592 0,231
30 0,004 -04000 -01000 ••01009 0,00 0.00 5.78 2.41
31 0.001 -0.407 0.022 0,014 0100 0400 9,40 7.24
32 0,008 -0,002 0,004 0,024 0000 0100 1.27 0,539
33 0,001 -0.007 -0,023 0,018 0.00 0400 0,633E-01 0,225E-01
34 0,003 -0,005 -0.024 0.024 0.00 0.00 0,464E-01 0,163E-01
35 -0,001 -0,007 0.017 0,012 0600 0.00 5,05 1.29
36 -0,010 -0,006 0,015 0,014 0100 0,00 7,37 2,39
37 -0,009 -01006 -0,004 0,002 0.00 0.00 0,429 0.167
38 01001 0.008 -0,005 0,020 0,00 4400 0,201 0,740E-01
39 0.000 -01001 -0.004 0,425 0.00 0.00 0,155 0,613E-01
40 0,003 -0,009 -01011 01009 0.00 0100 0.174 0,6.17E-01
41 -0.000 0.004 0.011 -0,006 0.00 0.00 4,88 6.83
42 01008 -01005 -0.010 0,010 0100 0.00 0,185 0.678E-•01
43 -01009 -01008 0,012 -0,021 0.00 0.00 0.824 0,566
44 0.003 -4,007 -0.021 0,015 0400 0,00 0,780E-01 0.27BE-01
45 0.001 0,407 -4.016 0,012 0100 0,00 0,117 0.401E-01
46 -0,008 0.004 0.005 0.015 0100 0400 7.61 3.71
47 -0,001 -4,002 0.015 0,010 0100 0,00 3,31 1,07
•18 -0.007 0.009 0.018 -0.002 0>00 0,00 1.11 0.993
49 0.006 -01005 0100.1 01008 0100 0.00 39.4 27.1
G -01?06 0.003 -0.011 -0,021 0.00 0100 2.60 1.68
Table 5.1.27 Step Response Table for Third Degree Pull Model versus Third
Degree Reduced Model
TIME (SEC)	 .10...2
P	
e
m
m'
w'
a
m
i
127
g3
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Figure 5.1.42 Simulation Number 13 of Table 5.1.27
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duced model behavior is actually batter than the full model behavior. So a
compromise between the full and reduced models is met, the full model is
stable for bigger amplitudes (that is, a lamer region of stability), but the
reduced model has better low frequency behavior. It is not the purpose here
to resolve this decision, but rather to demonstrate that a sign'_ficantly re -
duced model can approximate the full model without much loss of higher degree
dynamics. Indeed, this was shown.
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