One of the most challenging tasks of the post-genome-wide association studies (GWAS) research era is the identification of functional variants among those associated with a trait for an observed GWAS signal. Several methods have been developed to evaluate the potential functional implications of genetic variants. Each of these tools has its own scoring system which forces users to become acquainted with each approach to interpret their results. From an awareness of the amount of work needed to analyze and integrate results for a single locus, we proposed a flexible and versatile approach designed to help the prioritization of variants by aggregating the predictions of their potential functional implications. This approach has been made available through a web interface called DSNetwork which acts as a single-point of entry to almost 60 reference predictors for both coding and non-coding variants and displays predictions in an easy-to-interpret visualization. We confirmed the usefulness of our methodology by successfully identifying functional variants in four breast cancer susceptibility loci. DSNetwork is an integrative web application implemented through the Shiny framework and available at:
Introduction

1
Since 2006, thousands of susceptibility loci have been identified through genome-wide 2 association studies (GWAS) for numerous traits and complex diseases, including breast 3 cancer [MacArthur et al., 2017] . GWAS build on the concept of linkage disequilibrium 4 (LD) to identify statistical associations between genetic variants and diseases [Visscher 5 et al., 2017] . While this approach is powerful for locus discovery, it cannot distinguish 6 between truly causal variants and non-functional highly correlated neighboring variants.
7
Thus, for the vast majority of these loci, the causal variant(s) and their functional 
18
In recent years, efforts have been made towards the aggregation of many different 19 functional annotations resulting from these scoring methods in a single integrative value 20 called metascore [Feng, 2017 , Ionita-Laza et al., 2016 , an approach which seems to yield 21 better performances than any predictor individually [Dong et al., 2015] . Although these 22 methods demonstrate themselves to be useful, they have some limitations, notably they 23 are not directly comparable to each other and their prediction results are sometimes 24 contradictory.
25
In order to allow a quick survey of a wide range of predictors for a given list of 26 variants and assist in the interpretation of the resulting prediction scores, we propose a 27 flexible and integrative method capable of gathering information from multiple sources 28 in an easy-to-interpret representation rather than a static new metascore. For this 29 purpose, we created a single-point of entry fetching predictors for coding and 30 non-coding variants and presenting them as a network, where the nodes represent the 31 variants of interest and the edges the linkage disequilibrium between variants. The 32 network is built with the aim of rendering the predictor results easier to peruse during 33 analyses involving multiple variants, and therefore, assist in the variant prioritization 34 process in the context of fine-mapping analyses.
35
This approach has been made available through a web interface called DSNetwork at: 36 http://romix.genome.ulaval.ca/dsnetwork.
37
Materials and methods
38
Annotations retrieval
39
Variant annotations and scoring data are fetched on-the-fly from MyVariant.info 40 high-performance web services [Xin et al., 2016] using their third-party R package. LINSIGHT , BayesDel [Feng, 2017] and predictions and sequence 45 constraint data [di Iulio et al., 2018] which can be used as a proxy to score functionality 46 and the consequences of mutations. BayesDel, LINSIGHT and Context-Dependent
47
Tolerance scores were extracted from a local copy. LD data are computed from 1000
48
Genomes Phase 3 [1000 Genomes Project Consortium et al., 2015 .
49
Visual integration
50
Once fetched for the variants of interest, prediction results are displayed as a network, 51 whose components, namely the edges and nodes, are used to convey different types of 52 information in an easy-to-comprehend way.
53
Nodes correspond to annotated variants and their color scheme displays prediction 54 scores as a pie chart, where each slice represents the score of a variant for a particular 55 predictor. For each predictor, the selected variants are ranked according to their 56 deleteriousness and the rankings are reflected using a color gradient, ranging from green 57 to red, where a red slice indicates a variant more likely to be damaging with regard to a 58 particular predictor. The edges between the nodes can be used to map Linkage 59 Disequilibrium (LD) levels between two variants. LD (squared correlation r 2 ) is based 60 on a user-chosen 1000 genomes population and is represented by an absolute color 61 gradient ranging from yellow to red. Red indicates a high disequilibrium.
62
In addition to standard individual predictors, our approach includes overall measures 63 called "metascores". We provided two types of metascores. The first type consists in an 64 average ranking of all selected predictors, which enables a quick visualization of the Figure 1 illustrates some networks related to 71 the case studies which will be detailed hereafter. 
Implementation
73
The DSNetwork was created using the Shiny framework [Chang et al., 2017] . This tool 74 provides the users with deleteriousness predictions for a selected set of coding and 75 non-coding human variants (hg19 build) and generates a set of prioritized results for 76 further analysis. These prediction scores are recovered from several trusted sources and 77 presented in a user-friendly web interface. The interface is organized in three sections, 78 namely Input, Selection and Visualization, as illustrated and described in Figure 2 . For 79 complete user guide, see S1 File. Case studies
81
We chose to demonstrate the utility of DSNetwork in the context of the functional 82 analysis of four breast cancer susceptibility loci identified through the latest published 83 breast cancer association study (full description in [Michailidou et al., 2017] variants and 4 as non-synonymous variants. We focused our analysis on the regulatory 108 variants.
109
Based on the deleteriousness scores available for this subset of variants, a quick 110 overview of variant nodes has allowed to easily identify rs2992756 as the best candidate. 111 Indeed, the node for this variant contained the largest proportion of red, indicating a 112 good ranking for most of the scoring approaches (Figure 3 .A). To confirm this 113 observation, we used the relative metascore visualization (Figure 3 .B). nodes has allowed to easily identify two variants, rs42334486 and rs7554973 as the best 124 candidates. Indeed, the nodes for these variants contained the largest proportion of red, 125 indicating a good ranking for most of the scoring approaches (Figure 4.A) . The 126 visualization of the mean ranking confirms rs4233486 as the most credible candidate 127 among the CRVs (Figure 4.B) . This observation is in accordance with results from
128
Michailidou et al. [Michailidou et al., 2017] , which demonstrated, using reporter assays, 129 that the presence of the risk T-allele of this variant within a putative regulatory element 130 (PRE) reduce CITED4 promoter activity. analysed by [Michailidou et al., 2017] . They demonstrated, using reporter assays, that 152 these variants, incorporated in a construct, significantly increased PIDD1 promoter 153 activity.
154
A quick overview of the relative and absolute metascores visualization allowed to 155 easily prioritize the 19 CRVs ( Figure 6 A and B) . First, the prioritised list based on the 156 metascores confirms the selection of these five variants as functional credible SNPs. 
