Abstract A non-linear Optimal Power Flow (OPF) algorithm is presented which allows to solve the KarushKuhn-Tucker (KKT) optimality conditions using a pure Newton-Raphson solution procedure. The method is similar to interior point algorithms. However, due to a simple transformation, the variable space becomes unlimited (Unlimited Point) and variables do not need to be forced to stay within the feasible region during all OPF iterations as is the case for interior point algorithms. As a consequence only a pure Newton-Raphson iterative process to algebraically transformed KKT conditions is applied.
Introduction
The mathematical formulation of the Optimal Power Flow (OPF) problem is a well known optimization problem. In general mathematical terms is can be formulated as follows:
Minimize

F(x)
subject to g(x) = 0
(1) and h(x) L 0 An optimal solution to this problem must satisfy the Karush-Kuhn-Tucker optimality conditions. The optimality conditions for (1) Due to the fact that (3) can be highly non-linear, the solution of (3) is done by iteratively solving approximations to slightly modified versions of (3).
In this paper we concentrate on the solution of the OPF problem by the class B approach. Some of the concepts presented here can also be applied to the LP/QP optimization problem part of class A algorithms.
OPF Class B approaches
In contrast to class .4 OPF algorithms, class B OPF algorithms do not approximate the original OPF problem (1): They solve the KKT-optimality conditions (3). The main problem is the high non-linearity and dimensionality of the equality and inequality functions which must be satisfied. The complementarity condition (fourth condition in (3)) together with the need to have positive p-Lagrange multipliers are particularly difficult to handle. Solution methods for (3) have in common that they use in some form a method similar to a Newton-Raphson method. This method, however, can be applied only to a well determined set of non-linear equations. In order not to loose the strengths of the Newton-Raphson solution methodology two solution approaches can be seen in the literature: The first is called 1.1.1 Class B.l: Penalty approach
The Karush-Kuhn-Tucker (KKT) theorem [11 says that if i is the relative extremum of 3(x) which satisfies at the same time all constraints of (l), vectors x,c must exist which satisfy the following system of equations:
B.l, the second B.2.
Class B.l is the so-called Newton-approach [4] where the objective function is augmented by adding the inequality constraints as penalty terms (wTh2(x)):
In (4) the term h2(x) indicates that each individual element of h ( z ) is squared. 0-7803-3713-1/97 $10.00 0 1997 IEEE For such an optimization problem the KKT-conditions represent a well determined set of equations which can be solved with a Newton-Raphson solution method. If one could know beforehand which inequality constraints are binding at the optimal solution, very high weights w, would be used for the corresponding binding hf ( 5 ) -terms.
Those inequality constraints which are not binding would ideally get a weight 20, of zero.
The difficulty is that in general one cannot assume that the binding constraints are knowns beforehand. Thus, solution algorithms have built-in heuristic logic to dynamically determine from a Newton-Raphson iteration to the next how to set the weights. The trick is to select how hard (large w,) or how soft (small w,) the inequality constraints are modelled.
Class B.2: Interior point
Interior point (IP) algorithms have their origin in the solution of LP problems [j, 61. Today the so-called primaldual solution method seems to be the favorite implementation. This method combines both the primal and the dual LP problems into one single problem formulation. The class of primal-dual interior point algorithms use a modified version of a Newton-Raphson solution algorithm. The modification of a Newton-Raphson includes the following points which are common to all interior point algorithms: 1. Functional inequalities which are limited from above are converted to equality constraints by introducing slack variables z which are limited from below. 
3.
Mathematicians have shown that the LP problem will converge to the optimal solution when a) a logarithmic barrier function term is added to the original objective function,
when b) the KKT-optimality conditions are formulated for this modified optimization problem, c) these KKToptimality conditions are solved using a Newton-Raphson procedure with step length control to remain with all limited variables within the feasible space and d) the barrier factor < is gradually decreased toward zero following heuristic rules.
The step length control and the rules to choose the decrease of the barrier parameter 5 are heuristic and are the major drawback of interior point methods.
Recently, the original LP based interior point methodology has been generalized to the class of linear complementarity problems [7] as follows:
In [7] and [8] it is shown that the solution to this problem includes many versions of the primal-dual LP and QP problem interior point solution methods provided the matrix M is a positive semidefinite matrix. Equation (8) does not include the barrier parameter of the interior point methodology. It is only the solution process for (8) which leads to the use of the barrier parameter. This is a distinct conceptual difference from the interior point methodology and will be used in the approach of this paper. It is also important to understand that, when adding the logarithmic penalty terms to an LP or QP objective function, the barrier parameter comes into (8) only in the terms z,y, = < V i (i = 1 ... n). (8) describes the optimality conditions at the optimal solution where C must be zero.
Primal-Dual interior point based solution methods have been applied to the KKT-conditions (3) of non-linear OPF-problem formulations [9, 10, 11, 12, 13, 14, 151. A11 these approaches solve a linear system of equations per Newton-Raphson step. Each of these linear systems is conceptually similar to (8) . From iteration to iteration, however, parts of the matrix M and the vector q change.
A11 methods use heuristics to decrease the barrier parameter < from one iteration to the next; all methods use step length control to remain with all inequality constrained variables in the feasible space.
In the following a new approach is presented which takes advantage of the strenghts of both the "Newton approach" and the primal-dual interior point algorithms, while avoiding the main disadvantages of these methods: The problem of determining the barrier parameter (IP), the weights wi (Newton method) and the problem of satisfying feasibility after each Newton-Raphson step (IP).
Unlimited point algorithm
Transformed KKT optimality conditions
In this section the general non-linear OPF optimization problem is solved by an integrated method. The solution to the problem is based exclusively on a Newton-Raphson solution algorithm (no LP, QP or other formulation is required). The underlying principle of the method is the solution of transformed optimality conditions by means of the Newton-Raphson approach. This method combines ideas from both Class B.l and Class B.2 OPF solution approaches.
Assume that the functional inequality constraints have been reformulated as equality constraints, (5) and (6). Solving ( 5 ) for the variables z and replacing them into the fourth optimality condition of (3) yields:
Optimality is reached only when among other conditions the pi and z, values are 2 0. These conditions, however, can be eliminated by performing a variable transformation such that both the original pi and the original ii variables remain in the positive variable space. The fact that the pi and the zi variables must be positive or zero can be used to replace all occurrences of pi in the optimality conditions by positive expressions p:s and all occurrences of z, by positive expressions 2 :
with s # 0 and T # 0 (T and s integer).
Applying these steps to the optimality conditions (3) the following transformed optimality conditions result:
The following problems have been solved with these transformed optimality conditions:
There is no explicit inequality in the optimaiity condit ions.
The problem of maintaining feasibility during the solution process is eliminated. The individual transformed variables pi and zi are unlimited and can be either positive or negative during the iterations and also at the final solution. The goal of this algorithm is the solution of the transformed optimality conditions as presented in (11). This solution is achieved by a simple Newton-Ftaphson algorithm as derived in the following subsection using no logarithmic barrier parameter and no step length control to stay within the feasible space (note: the feasible space is infinite for all variables). All known "tricks" to solve non-linear equations by a Newton-Raphson method can be used (for example, a damped Newton-Raphson). 
An upper index of indicates a numerically given variable of the iteration. In this system of equations (13) certain variables can be easily eliminated (e.g. Az and also Ap). This would lead to a much smaller linear system. However, the main issue of this paper is to explain the concept and not algorithmic speed-up efforts.
This sparse linear system of equations can be solved by any robust sparse linear system solver algorithm. In the actual computer implementation a public-domain package Comparing this algorithm to the previously discussed methods, the main Newton-Raphson step of this method has many similarities with the primal-dual interior-point algorithms. The main difference is the non-existence of either a feasibility region based stepcontrol or a barrier parameter (. Also, no logarithmic barrier objective function is needed in the derivation of the approach. When comparing the matrices to the class B.l algorithms many almost identical terms can be detected. 
4.
If all absolute values of the right hand sides of the linear system (12) are below a given tolerance STOP, otherwise go to step 2.
Simulation results
The concepts as presented in section 2 are mathematically straightforward. However, their implementation leads to several practical problems. One problem is the inclusion of all possible inequality constraints from the beginning into the problem formulation. Due to the fact that only a few inequality constraints become binding the computational effort of including all constraints is much too high. Also, simulation results have shown that for certain networks convergence robustness degrades if too many "inactive" inequality constraints are included in the actual solution process. This problem has been avoided as follows:
First, a power flow is executed using the same algorithm, however, with no degree of freedom. Next, the iterative OPF solution process is started with a set of "critical" inequality constraints which includes all lower and In Table 1 , the columns have the following meaning in order: Total number of buses; total active/reactive load power; total number of branches (lines and transformers); number of variables 5 and X (i.e. the total number of unknowns z and number of equality constraints g(z)); initial number of inequality constraints after a regular power flow; final number of inequality constraints at the last , OPF iteration; the Newton-Raphson damping parameter a (identical for all iterations); number of binding inequality constraints at bus maximum voltage and at generator bus reactive power maximum; at generator bus reactive power minimum; active power losses in MW after the initial power flow (i.e. the initial losses of the optimization); active power losses in MW at the optimum; total CPU time in seconds on a 167 MHz Sun Ultra Sparc (including data read phase and print-out of important parameters). Table 2 compares the solution accuracy of the obtained OPF solutions with a run with an extreme choice T = 5 , s = 5 with the most robust choice of T = 2, s = 1. Tables 5 and 6 show the complete right-hand-side mismatch convergence for the 118 bus network for different choices of T and s. The columns indicate: YewtonRaphson iteration number; maximum mismatch of the total right hand side; maximum absolute mismatch of c' of (13) ; maximum absolute mismatch in (13) of 61, of 62, of 6 3 ; value of the objective function; number of upper and lower reactive power inequality constraints added to the original set of inequality constraints.
Comparing these two tables 5 and 6, Table 6 shows overall faster convergence (T = 2 and s = 2). However, in general the convergence after iteration 9 is not as monotonic as with T = 2 and s = 1 ( Table 5 ).
The key point of the algorithm is that convergence is obtained without limits on any transformed variables. Table  7 shows the convergence of transformed p t , transformed 2, and the corresponding untransformed p;' (s=l) and z:' (r=2) for three selected upper bus voltage limit inequality constraints.
The buses and the related inequality constraints shown are of a different nature: The first eight columns in Table  7 show the convergence of these values for the limited quantity VMaz at bus 37 and VM,, at bus 4. These two inequality constraints become binding at the optimum. The next four columns represent the convergence of these values for the limited quantity V , a z at bus 1. This limit does not become binding in the optimum.
The first two binding inequality constraints behave differently: In the first case, the 2, value tends towards a slightly negative vaiue, whereas in the second case, the value zt becomes slightly positive.
One of the key feature of convergence is shown with the plot of the original, untransformed variables p:" (s=l) and (r=2) will be much nearer to zero than the untransformed, original variables (for example 0.14 = 0.0001).
This effect is also clearly shown in the third inequality of Table 7 where the transformed p,-values goes near, but not very near to zero. The untransformed, original PI' (s=l), however, is very near to zero at the optimal solution.
Conclusions
In this paper the KKT-optimality conditions are transformed to a set of optimality conditions represented by a well determined set of equations. All inequality constraints are eliminated. This is achieved by transforming all occurrences of variables which must be positive in the optimum to expressions of new variables which can only be positive for real variables. These new variables, however, are unlimited in the space of real numbers. The algorithm to solve this transformed set of non-linear equations is the standard Newton-Raphson algorithm. Once the solution is obtained the original variables can easily be obtained by applying the transformation rule again. Table 7 : Convergence for selected transformed and untransformed variables for 118 bus system (T = 2, s = 1) This Unlimited Point method has many similarities with the Newton-approach. It is also conceptually very similar to interior point algorithms. Its main advantage is, however, that its solution process is neither based on heuristics for the determination of binding inequality constraints, nor is it required to have intermediate feasible solutions.
The method has been applied to various networks and performance results indicate the same properties as published for interior points methods: the computational time increases only linearly with network problem size.
The Unlimited Point algorithm is very general and could be applied to any smooth non-linear optimization problem. However, in this paper, the method is successfully applied only to the OPF domain. The application of the method to other optimization domains remains to be investigated.
