Abstract In this paper, a bivariate integer-valued autoregressive model with periodic structure is introduced and studied in some detail. The model can be view as a generalization of the one considered in Pedeli and Karlis (2011) 
Introduction
Periodically correlated processes play an important role in the analysis of a variety of data sets drawn from different areas such as economy ( [10] , [7] , and [6] ), hydrology ( [23] , [22] , [21] , and [24] ), and signal processing ( [8] ) just to mention a few. Further examples can be viewed in [15] and [12] and the references therein. It is worth to mention that a large part of the literature on this topic is devoted to the continuous-valued Periodic AutoRegressive Moving Average (PARMA) models which are extensions of the commonly used ARMA models, having parameters which vary periodically in time. In contrast, however, the analysis of (univariMagda Monteiro Escola Superior de Tecnologia e Gestão deÁgueda and CIDMA, Universidade de Aveiro, Portugal, e-mail: msvm@ua.pt Manuel G. Scotto Departamento de Matemática and CIDMA, Universidade de Aveiro, Portugal, e-mail: mscotto@ua.pt Isabel Pereira Departamento de Matemática and CIDMA, Universidade de Aveiro, Portugal, e-mail: isabel.pereira@ua.pt ate) periodically correlated time series of counts has not received much attention in the literature. The work in [15] introduced the periodic integer-valued autoregressive model of order one driven by a periodic sequence of independent Poissondistributed random variables. The authors analyzed basic probabilistic and statistical properties of this models, namely the existence and uniqueness of a periodically stationary and causal process, its second-order structure, and issues related with parameter estimation. An application of the model proposed by [15] for the analysis of the number of hospital admissions per week caused by influenza can be found in [16] . In [11] was introduced a general class of periodic non-negative integer-valued moving average processes driven by a sequence of periodic integer-valued random variables with regularly varying tails. The authors analyzed some extremal properties related with this class of processes.
A related important problem which has not been addressed yet is the development of the bivariate integer-valued autoregressive model with periodic structure. This work aims at giving a contribution towards this direction. Many phenomena have in their essence a periodic structure and there are several potential applications for this class of models. For instance, these models can be applied in the environmental area, to model the monthly number of fires in neighbor counties; in epidemiological area, in the analysis of monthly (or daily) number of infections of different diseases related to each other, or in economy through the analysis of the monthly number of short term unemployed and long term unemployed or the monthly number of arrival flights and departure flights from an airport.
The literature on bivariate (and also multivariate) time series models for counts based on thinning operators is still in its infancy. An important contribution was made by Franke and Subba Rao in [5] who introduced the multivariate integervalued autoregressive (MINAR) model of order one based on the binomial thinning operator, while a multivariate generalized INAR of order p was proposed by Latour in [14] in which matrices operate on vectors using the generalized thinning operator. More recently, Pedeli and Karlis introduced, in [17] , the bivariate INAR (BINAR) model of order one with bivariate Poisson and bivariate negative binomial innovations. Pedeli and Karlis's model is defined as
where the (binomial) thinning operator " • " is defined as
Bernoulli random variables with success probability α j ∈ [0, 1], for j = 1, 2. Furthermore, the authors assumed that all thinning operations are performed independently of each other and of (Z Z Z t ) ≡ (Z Z Z t : t ∈ IN) and that the thinning operations at each time t and Z Z Z t are independent of (X X X s ) for s < t. Moreover, (Z 1,t , Z 2,t ) are assumed to be independent IN 2 -valued random pairs. The authors illustrated the performance of the BINAR(1) model through an empirical application to the joint modeling of the number of daytime and nighttime road accidents in the Netherlands for the year 2001. It is important to refer that in Pedeli and Karlis' model the autoregression matrix A A A is diagonal which means that there is no cross-autocorrelation in the counts; see also [18] for further details. A bivariate INAR model that accounts for cross-autocorrelation in the counts has been recently proposed by Boudreault and Charpentier in [2] . In order to also account for negative correlation between the time series, Karlis and Pedeli introduced in [13] a family of bivariate INAR(1) processes where negative cross-correlation is introduced through the innovations in terms of appropriate bivariate copulas. Extensions for bivariate INAR(1) models with positively correlated geometric marginals can be found in [20] . Bivariate INMA models based on the binomial thinning operator and non cross-autocorrelation in the count were proposed by Quoreshi, in [19] and by Brännäs and Quoreshi [3] who report an application to the number of transactions in intra-day data of stock.
In this work, the model proposed by Pedeli and Karlis, in [17] , is generalized by assuming periodic time-varying parameters and periodic bivariate sequences of innovations, i.e., expression (1) takes the form
with φ j,t = α j,i , for t = i + kT (i = 1, . . . , T ), j = 1, 2, and k ∈ IN 0 . In this framework, the thinning operator is defined as
where (U m,t (φ j,t )) is a periodic sequence of independent Bernoulli random variables with success probability P(U m,t (φ j,t ) = 1) = φ j,t . Note that by the properties of the binomial thinning operator
It is assumed that (Z Z Z t ) forms a periodic sequence of independent random vectors with mean δ δ δ t := [δ 1,t δ 2,t ] being δ j,t = λ j,i and covariance matrix Σ Σ Σ t t t where σ 2 j,t = υ j,i λ j,i , with υ j,i > 0, σ 12,t := ϕ i , for j = 1, 2, and t = i + kT (i = 1, . . . , T, k ∈ IN 0 ). Furthermore, for each t, Z j,t is assumed to be independent of X j,t−1 and φ j,t • X j,t−1 . To avoid ambiguity T is taken as the smallest positive integer satisfying (2) .
Throughout the rest of the work the model in (2) will be referred to as periodic bivariate integer-valued autoregressive model of order one (PBINAR(1), in short) with period T ∈ IN. Basic probabilistic and statistical properties of the PBINAR(1) model will be studied in some detail in the subsequent sections. Moreover, parameter estimation and forecasting will be also discussed.
The rest of the paper is organized as follows: in Section 2, we demonstrate the existence and uniqueness of a periodically stationary and causal PBINAR(1) process satisfying (2) . Furthermore, expressions for the mean, variance, and autocovariance function are also derived. Parameter estimation is covered in Section 3. Forecasting is addressed in Section 4. In Section 5.2 we present a simulation study with a comparison between the different predictors referred in the previous section. Finally, concluding remarks are given in Section 6.
Basic properties of the PBINAR(1) model
The analysis of the existence and uniqueness of a periodically stationary and causal PBINAR(1) process follows easily by the arguments given by Pedeli and Karlis in [17] , section 2, since (X X X t ) with t = i + kT (i = 1, . . . , T ) is a strictly stationary process. By iterating the equation in (3) and after rearranging some terms, it follows by Proposition 2.1 in [15] that for i = 1, . . . , T the stationary distribution of (X j,i+kT ) is given by that of
with
t,m for t > m, satisfying that for i = 1, 2, . . . , T, and k ∈ N 0 , β
T,a and
The series on the right-hand side of (4) converges almost surely and also in L 2 .
From the representation in (4) the mean and autocovariance function of (X X X t ) can be obtained.
Lemma 1.
The mean value, variance and autocovariance structure of (X j,t ), for j = 1, 2 and t = i + kT with i = 1, 2, . . . , T, (T ∈ IN), and k ∈ N 0 are given by 1. Mean value:
2. Variance:
= 0 is adopted. 3. Autocovariance structure:
Proof. The results follows by straightforward, although tedious, calculations. We skip the details.
Remark: The mean µ j,i and ω i can be calculated through the expressions
and
respectively.
Note that the probability generating function (pgf) of X X X t , for t = i + kT , takes the form
where G i;Z 1 ,Z 2 represents the pgf of Z Z Z i+kT . The expression in (5) reduces to
as k tends to infinity.
Remark: For the particular case in which Z Z Z i+kT (i = 1, . . . , T ) follows the bivariate Poisson distribution (Johnson et al., 1997, p. 125)
where
Parameters ϕ i represent the covariance between the two time series within the ith period, for i = 1, . . . , T . The previous remark lead us to the following result.
Theorem 1. The marginal distribution of (X X X i+kT ) for i = 1, . . . , T and k ∈ IN 0 is bivariate Poisson with parameters (µ 1,i , µ 2,i , ω i ) if and only if (Z Z Z i+kT ) is bivariate Poisson with parameters (λ 1,i , λ 2,i , ϕ i ).
Parameter estimation
Consider a finite time series (X X X 1 , . . . , X X X NT ) from the PBINAR(1) model in (2) . Let
. . , λ 1,T ), for j = 1, 2 and ϕ ϕ ϕ = (ϕ 1 , . . . , ϕ T ) be the vector of unknown parameters. Without loss of generality it is assumed that X 0 = x 0 . Note that the transition probabilities in this case take the form
with y y y :
, and L := min(y 1 − m 1 , y 2 − m 2 ). The CML-estimatorθ θ θ of θ θ θ is obtained by maximizing the conditional log-likelihood function
Numerical maximization is straightforward with standard statistical packages. Note that from Theorem 2.2. in [1] , since (X X X t ) is a Markov chain, under standard assumptions, we can obtain asymptotically normality of the CML-estimators.
Theorem 2. The CML-estimatorθ θ θ of θ θ θ is asymptotically normal, i.e,
where I(θ θ θ ) is the Fisher information matrix.
The choice of the joint distribution for the innovation bivariate process determines the properties of the underlying bivariate process. In the univariate case, the most frequently distributions assumed to the innovation process are the Poisson distribution and the negative binomial distribution. The first is appropriate for modeling equidispersed data and has the advantage of the stationary distribution has a closed form, also a Poisson distribution, while the second is adequate to model overdispersed count data. In the standard bivariate INAR model presented in [17] , the bivariate distributions assumed for the innovation process were the bivariate Poisson and the bivariate negative binomial. In the periodic case we will also give emphasis to these two distributions.
Innovations with periodic bivariate Poisson distribution
In the case of the PBINAR with periodic bivariate Poisson distribution for the innovation process, the transition probabilities is given by
In this case, from the partial derivatives of first order the following system is obtained
. . , T . Analytical estimates for the above system cannot be found. Thus, to solve this system numerical procedures have to be employed. In order to find standard errors for the parameter estimates associated to the Theorem 2, the diagonal entries of the Hessian matrix are related to the expressions below and all other entries are calculated in a very straightforward manner:
for i = 1, . . . , T . The second derivates in order to α 2 2,i and λ 2 2,i are as in (8) and (9) with (2, 0) and (1, 0) replaced by (0, 2) and (0, 1). In the case of α 2 2,i , x 1,i−1+nT has to be replaced by x 2,i−1+nT in (8).
Innovations with periodic bivariate negative binomial distribution
The case of the PBINAR with periodic bivariate negative binomial innovations is more flexible than the periodic Poisson BINAR(1). The transition probabilities is given by
where λ 1,i , λ 2,i , β i > 0, for all i ∈ {1, 2, · · · , T , are the parameters associated with the periodic negative binomial bivariate distribution of the innovations. λ 1,i and λ 2,i are the mean of each component in season i and β i is, for each season, the parameter associated with the overdispersion that this distribution allows. In fact, the variance, σ 2 j,i is equal to λ j,i (1 + β i λ j,i ). The covariance between the two components, in each season i, is ϕ i = λ 1,i λ 2,i β i , i = 1, · · · , T , which only allows for positive correlation.
In this case the expressions of the partial derivatives of the log likelihood do not have a simple form as in the previous subsection.
Forecasting
In this section we consider the forecasting of future values X X X i+NT +h of the periodic Poisson BINAR(1) process given past observations up through time i + NT , for i = 1, . . . , T . Throughout the rest of the section it shall be assumed that h = j + kT , for j ∈ {1, . . . , T }. First note that by iterating equation (3) it follows that X m,i+NT +h can be expressed as
As in the univariate case,
Moreover, V 1, j+i+kT and V 2, j+i+kT are independent of X 1,i+NT and X 2,i+NT , respectively with joint pgf
Furthermore, it is assumed that Z Z Z i+kT follows the bivariate Poisson distribution in (7) with parameters (δ 1,t , δ 2,t , ψ t ) such that for t = i + kT , δ 1,t = λ 1,i , δ 2,t = λ 2,i and ψ t = ϕ i . In this case, the joint pgf above takes the form
Note that the expression in (10) is the joint pgf of the bivariate Poisson distribution in (7) with parameters (ν 1,i , ν 2,i , ν 3,i ), being
j+i, j µ 2,i ;
Thus, the distribution of (X 1,i+NT +h , X 2,i+NT +h ) given (X 1,i+NT , X 2,i+NT ) is the convolution of two binomial distributions, with parameters (X 1,i+NT , β
j+i, j (β (2) T,T ) k ) respectively, with the bivariate distribution which has the joint pgf given in (10).
The discussion above leads to the following result.
Theorem 3. For the bivariate Poisson periodic model X X X i+NT +h |X X X i+NT , h = j + kT , for j ∈ {1, 2, . . . , T } and k ∈ IN 0 , the following properties hold:
a) The pgf of X X X i+NT +h |X X X i+NT is given by
j+i, j ω i . e) As k → +∞, X X X i+NT +h |X X X i+NT has a bivariate Poisson distribution with parameters (µ 1,<i+ j> , µ 2,<i+ j> , ω <i+ j> ).
To make a h-step ahead prediction we use the mode of the distribution of X X X i+NT +h |X X X i+NT or the mean, median and mode of the marginal distributions of each component of X X X i+NT +h |X X X i+NT . The median and mode are considered estimates coherent with the model whereas the mean is considered an incoherent estimate since may not produce an integer value.
Throughout the analysis it shall be assumed that T = 4. The simulation study contemplates the following combination of α's, λ 's and ϕ's: α α α 1 = (0.5, 0.9, 0.3, 0.8), α α α 2 = (0.85, 0.4, 0.7, 0.2), λ λ λ 1 = (4, 2, 8, 5), λ λ λ 2 = (1.5, 5, 3, 10) and ϕ ϕ ϕ = (1, 1.5, 2.3, 3.8).
We simulated times series of length n = NT = 500, 1200, 2000 with 200 independent replicates. Figure 1 shows the plots of a particular realization of the PBINAR model with dimension 1200 and Figure 2 presents the sample means, sample variances and sample covariance for each season. 
Estimation
For the simulated model, and all replicates, the CML estimates of the parameters were calculated and the results are summarized in Table 1 . Note that the estimates were calculated through numerical procedures that need initial values to start the optimization procedure. In this case we used the CML estimates for the parameters α's and λ 's from each marginal PINAR model obtained by the use of the bissection method which does not require initial values. The initial values for the covariance parameters of the innovation bivariate process were found through the use of sample covariance of each season combined with the first equation of the third point of Lemma 1. The results obtained with these initial values were similar to those obtained by the use of the true values of the parameters as initial values in the optimization procedure.
Figures 3-5 display boxplots of the biases of the estimates for α α α j and λ λ λ j for j = 1, 2, and ϕ ϕ ϕ. Table 1 , it can be observed that the standard errors of the estimators rapidly decrease to zero as n increases with special emphasis to the parameters related to the binomial thinning and the parameters associated with the average of the innovations. Furthermore, Figures 3-5 reveal that the estimates of α α α 1 and α α α 2 , componentwise, tend to be biased to the left and negatively skewed which implies that the CML estimation has a tendency of underestimating the α α α's mainly in the case of small sample sizes. It also can be seen that CML estimation has a better performance componentwise, regardless the component of the bivariate model, for both α and λ , when thinning parameter is superior to 0.5. For ϕ ϕ ϕ's this tendency is less obvious and is related with the magnitude of both thinning parameters. As expected, however, both the bias and skewness approach zero as the sample size increases. This is in agreement with the asymptotic properties of the CML estimators, namely unbiasedness and consistency.
Prediction
To compare and analyze the different predictors previously mentioned in section 4 the realizations of the PBINAR model were used to make h-step ahead predictions, from one to twenty. ConsiderX i,t+h ,m i,t+h andmo i,t+h respectively the estimators of the mean, median and mode of the marginal conditional distribution X i,n+h |X i,n .
(a) (b) Fig. 3 Boxplots for (a) the biases of the CML estimatorsα α α 1 and (b) the biases of the CML estimatorsα α α 2 . In (a), from left to right the first three boxplots display the biases ofα 1,1 for n = 500, 1200, 2000. The subsequent three boxplots show the same information forα 1,2 , the next three forα 1, 3 , and the last three boxplots forα 1, 4 . The boxplots in (b) show the same information for the four components ofα α α 2 .
In addition to these estimators was also used the mode of the joint conditional distribution X X X n+h |X X X n ,m m mo o o t+h .
In the different predictors the CML estimates were plugged-in in the prediction probability functions. To assess the performance of each estimator with the increase of dimension different measures were used. For the conditional mean is was considered the square root of the mean squared error (RMSE) while the mean absolute error (MAE) was used to evaluate the performance of the conditional median. For the conditional marginal mode and the mode of the joint distribution the loss func-(a) (b) Fig. 4 Boxplots for (a) the biases of the CML estimatorsλ λ λ 1 and (b) the biases of the CML estimatorsλ λ λ 2 . In (a), from left to right the first three boxplots display the biases ofλ 1,1 for n = 500, 1200, 2000. The subsequent three boxplots show the same information forλ 1,2 , the next three forλ 1, 3 , and the last three boxplots forλ 1, 4 . The boxplots in (b) show the same information for the four components ofλ λ λ 2 .
tion everything or nothing (LFEN) was used to evaluate their performance. This last function is defined by
where m represents the number of replicates and Fig. 5 Boxplots for the biases of the CML estimatorsφ ϕ ϕ. From left to right the first three boxplots display the biases ofφ 1 for n = 500, 1200, 2000. The subsequent three boxplots show the same information forφ 2 , the next three forφ 3 , and the last three boxplots forφ 4 .
In order to compare the performance of the different predictors it was used the measure mean percentage absolute error (MPAE) given by
where m represents the number of replicates and H the number of predictions and X * i,t+h represents one of the predictors used according to the methodology. Table 2 presents a summary of the measures used to compare the predictors in the considered scenario.With the increase of n the measures RMSE, MAE and LFEN tend to decrease and the comparison of MPAE between predictors allows us to conclude that the mode of the joint conditional distribution of X X X n+h |X X X n is the one that has a better performance for all dimensions that were used. Figure 6 presents the h-step-ahead predictive marginal distributions for each component, P(x k,T +h |x k,T ), k = 1, 2 and h = 1, 2, 3, 4 for the same particular realization of PBINAR used in Figure 1. For each component, 1 and 2 , the mode for the first season is respectively 9 and 11, for the second season is 10 and 9, for the third season is 11 and 9 and for the fourth season is 13 and 11. Figure 7 shows the h-step-ahead joint predictive distribution P((x 1,T +h , x 2,T +h )|(x 1,T , x 2,T )), h = 1, 2, 3, 4. For the first season the mode is (10, 11) , for the second season this pair is (11, 9) , for the third season is (10, 9) and in the last season is (11, 9) . 
Conclusions
In this article, a family of bivariate integer-valued autoregressive model of order one with periodic structure was proposed. This family is a generalization of the Fig. 7 Plots for the h-step-ahead joint predictive distribution P(x x x T +h |x x x T ), h = 1, 2, 3, 4 BINAR model of Pedeli and Karlis (2011) . Likelihood-based estimators for model parameters were derived and their asymptotic properties obtained and prediction was also adressed.
As referred throughout, an important limitation of Pedeli and Karlis' model is that the autoregression matrix is diagonal which means that it causes no crossautocorrelation in the counts. This is also true for the PBINAR model. Therefore, extensions for PBINAR models accounting for cross-autocorrelation is also an impeding problem. Moreover, similar to what happens with conventional PARMA models, PBINAR models can have an inordinately large number of parameters. Therefore, the development of procedures for dimensionality reduction remains an important topic for future work. 
