The technique of surrogate data has been used as a method to test for membership of particular classes of linear systems. We suggest an obvious extension of this to classes of nonlinear parametric models and demonstrate our methods with respiratory data from sleeping human infants. Although our data are clearly distinct from the different classes of linear systems we are unable to distinguish between our data and surrogates generated by nonlinear models. Hence we conclude that human respiration is likely to be a nonlinear system with more than two degrees of freedom with a limit cycle that is driven by high dimensional dynamics or noise.
Introduction
Nonlinear measures such as correlation dimension, Lyapunov exponents, and nonlinear prediction error are often applied to time series with the intention of identifying the presence of nonlinear, possibly chaotic behavior (see e.g. [Casdagli et al., 1996; Schmid & Dünki, 1996; Vibe & Vesin, 1996] and the references therein). Estimating these quantities and making uneqivocal classifications can prove difficult and the method of surrogate data [Theiler et al., 1992] is often employed to provide some rigor and certainty. Surrogate methods procede by comparing the value of (nonlinear) statistics for the data and the approximate distribution for various classes of linear systems and by doing so one can test if the data has some characteristics which are distinct from stochastic linear systems. Surrogate analysis provides a regime to test specific hypotheses about the nature of the system responsible for data, nonlinear measures provide an estimate of some quantitative attribute of the system. Surrogate analysis enables us to test whether the dynamics are consistent with linearly filtered noise or a nonlinear dynamical system. Surrogate data analysis is not, however, entirely straightforward. Thieler's original work on surrogate methods [Theiler et al., 1992] , suggested a "hierarchy" of hypotheses that should be tested with a "battery" of test statistics. More recent work [Theiler, 1995; Theiler & Rapp, 1996] has demonstrated that not all test statistics are equally good. Furthermore, not all hypotheses are as straightforward, or interesting, as they may appear. It is possible that one of the surrogate generating algorithms is flawed [Schreiber & Schmitz, 1996] and the choice of test statistic and surrogate generation algorithm should be made very carefully [Theiler & Prichard, 1996] .
Existing surrogate methods are largely nonparametric and concerned with rejecting the hypothesis that a given data set is generated by some form of linear system. We suggest a new type of surrogate generation method which is both parametric and nonlinear. Identifying a given time series as either chaotic or simply nonlinear is beyond the scope of this paper. We address the simpler set of hypotheses that the data is consistent with a noise driven nonlinear system of a particular form. We model the data using methods described in [Judd & Mees, 1995; Small & Judd, 1998a] and generate noise driven simulations from that model. Using correlation dimension (or another nonlinear statistic) we are then able to determine which properties are common to both data and model. This paper briefly reviews recent progress with surrogate data methods and attempts to produce reliable evidence for the presence of nonlinearity in noisy, experimental data. We introduce a new type of parametric surrogate generation, based on nonlinear modeling. We consider the effectiveness of various test statistics, including measures such as correlation dimension.
First we discuss surrogate data techniques; the existing methods, our nonlinear modeling approach, and suitability of test statistics. We then introduce correlation dimension, we discuss some pitfalls of the Grassberger-Procaccia algorithm [Grassberger & Procaccia, 1983a , 1983b and the benefits of Judd's method [Judd, 1992 [Judd, , 1994 , and consider the appropriateness of correlation dimension as a test statistic. Finally we present some numerical results of applying our methods to experimental recordings of infant respiration.
Surrogate Data
Surrogate data techniques can be used to test specific hypotheses: Is the data temporally correlated; is the data linearly filtered noise; is the data linear? We employ the surrogate data methods described by Theiler et al. [1992] , Theiler [1995] , Theiler and Rapp [1996] and Theiler and Prichard [1996] . In general, the principle of surrogate data is the following. One first assumes that the data comes from some specific class of dynamical system (possibly fitting a parametric model to the data). One then generates surrogate data from this hypothetical system and calculates various statistics of the surrogate and original data. The surrogate data will give the expected distribution of statistic values and one can check that the original has a typical value. If the original data has atypical statistics, then we reject the hypothesis that the system that generated the original data is of the assumed class. One always begins with simple assumptions and progresses to more sophisticated models if the data is inconsistent with the surrogate data.
After reviewing the traditional surrogate generation methods and introducing our nonlinear surrogates we consider necessary and desirable attributes of a test statistic.
Traditional surrogate data
Different types of surrogate data are generated to test membership of specific dynamical system classes, referred to as hypotheses. The three types of surrogates described by Theiler et al. [1992] , referred to as algorithms 0, 1 and 2, address the three hypotheses: (0) linearly filtered noise; (1) linear transformation of linearly filtered noise; (2) monotonic nonlinear transformation of linearly filtered noise. 2 Each of these hypotheses should be rejected for data generated by a nonlinear system. However, rejecting these hypotheses does not necessarily indicate the presence of a nonlinear system, only that it is unlikely that the data is generated by a monotonic nonlinear transformation of linearly filtered noise. The system could, for example, involve a non-monotonic transformation or non-Gaussian or state dependent noise.
In the case of a periodic signal it would be useful to be able to determine the presence of temporal correlation between cycles. In recent papers Theiler [1995] and Theiler and Rapp [1996] address this problem and propose that a logical choice of surrogate for strongly periodic data, such as epileptic electroencephalogram signals, should also be periodic. To achieve this they decompose the signal into cycles, and shuffle the individual cycles.
Theiler's hypothesis for strongly periodic signals is rather simple, but in many ways powerful. Theiler proposes that surrogates generated by shuffling the cycles addresses the hypothesis that there is no dynamical correlation between cycles. In some respect this algorithm is analogous to algorithm 0, except that it tests temporal correlation between cycles, not data points. In other studies we have examined the correlation between cycles directly, by reducing each cycle to a single measurement [Small et al., 1996; Small et al., 1998a] . It is then possible not only to test algorithm 0 type hypotheses but also algorithm 1 and 2. However, reducing each cycle to a single measurement can result in substantial loss of information. Furthermore this technique addresses a slightly different hypothesis, for this reason we do not consider such a procedure here.
For this study we address a hypothesis of the type described in [Theiler, 1995; Theiler & Rapp, 1996] . Unlike epileptic electroencephalogram signals (which have regular sharp spikes) many data sets do not have a convenient point at which to break the cycles. It is important to separate the cycles at points which will not introduce nondifferentiability that is not present in the original data. For our data we split the data at maximum and minimum value, as respiratory data has reasonably flat peaks and troughs. We also split mid inspiration (inhalation) as the gradient is fairly constant over this part of the respiratory cycle.
Noise driven nonlinear system surrogates
Hypothesis testing with surrogate data is, essentially a modeling process. To test if the data is consistent with a particular hypothesis one first builds a model that is consistent with that hypothesis and has the same properties as the original data, then one generates surrogate data from the model and checks that the original data is typical under the hypothesis by comparing it to the surrogate data. For surrogates generated by algorithm 0, 1 or 2 the model used is linear. Each of these surrogate tests addresses a hypothesis that the data is either linear, or some (linear, or monotonic nonlinear) transformation of a linear process. Although nonlinear, the hypothesis addressed by shuffling cycles is that there is no long term temporal structure.
To address the hypothesis that the data comes from a noise driven nonlinear system, we build a nonlinear model and generate surrogate data (noise driven simulations). The nonlinear model that we build from the data is a cylindrical basis model by the methods of Judd and Mees [1995] and Small and Judd [1998a] . Cylindrical basis models are a generalization of radial basis models that allow for a variable embedding. Cylindrical basis models are used because they are known to be effective in modeling a variety of nonlinear dynamical systems and the authors have at their disposal a sophisticated software implementation of this modeling method. The hypothesis we wish to test is that the data is consistent with a nonlinear system that can be described by a cylindrical basis model and that the data of such a system can be modeled adequately using the algorithms we use. Rejection of the hypothesis could imply that the data cannot be described by a cylindrical basis model, or that the modeling algorithm failed to build an accurate model. We return to discuss this hypothesis in Sec. 3.3.
Building a nonlinear model of data is a decidedly nontrivial process. We present a concise description of the form of the model, for more information see the references. From a scalar time series y t we build a model of the form
where v t is a d-dimensional time lag embedding (we briefly cover our embedding procedure in Sec. 3.1) of the scalar time series and t are Gaussian random variates. Observe that by using a time-delay embedding the only new component of v t+1 that the model needs to predict is y t+1 . The function f is of the form
, where a 0 , b i , σ j and λ j are scalar constants, µ j are arbitrary points in R d and P j are projections onto arbitrary subsets of coordinate components. Such a model is called a cylindrical basis model, the projections P j are the distinction between this and a standard radial basis model. 3 The conclusions that can be drawn from testing with these nonlinear models are several. The surrogate data can indicate that our data is not consistent with a nonlinear system of the type generated by our modeling procedure. Furthermore, this is a test of the modeling procedure itself. If the hypothesis cannot be rejected on the basis of our analysis then this will indicate that the model we have built is an accurate model of the data, with respect to correlation dimension. Failure to reject the null hypothesis can indicate successful and accurate modeling of the data. Even if correlation dimension cannot distinguish between data and surrogate, other measures, for example largest Lyapunov exponent, may.
In the next section we elaborate on some of these concerns. We will discuss the implications of using nonlinear modeling in Sec. 3.3, after discussing test statistics in general and correlation dimension in particular.
Test statistics
To compare the data to its surrogates a suitable test statistic must be selected. A useful statistic must measure a nontrivial invariant of a dynamical system that is independent of the way surrogates are generated.
In a recent paper Theiler and Prichard [1996] suggest that there are two fundamentally different types of test statistics: pivotal; and nonpivotal. A test statistic T is pivotal if the probability distribution of T is the same for all processes F consistent with the hypotheses. Otherwise it is nonpivotal. Similarly there are two different types of hypotheses: Those that are simple hypotheses; and composite hypotheses. A hypothesis is simple if the set of all processes consistent with the hypothesis F φ is singleton. Otherwise the hypothesis is composite and the problem is not only to generate surrogates consistent with F (a particular process) but also to estimate F ∈ F φ .
Theiler argues that it is highly undesirable to use a nonpivotal test statistic if the hypothesis is composite. In the case when the null hypothesis is composite one must specify F -unless the test statistic T is pivotal, in which case the distribution of T is the same for all F ∈ F φ . In cases when nonpivotal statistics are to be applied to composite hypotheses (as most interesting hypotheses are) Theiler suggests that a constrained realization scheme be employed. 4 That is, instead of generating surrogates that are typical realizations of a model of the data, ensure that the surrogates are realizations of a system consistent with the hypothesis that gives identical estimates of the parameters (of that system) to the estimates of those parameters from the data. In other words, ifF ∈ F φ is the process estimated from the data z, and z i is a surrogate data set generated from F i ∈ F φ thenF i ∈ F φ the process estimated from z i must be the same asF .
For example, let φ be the hypothesis that z is generated by linearly filtered iid (independently and identically distributed) noise. Surrogates for z could be generated by estimating (or even guessing) the best linear model (from z) and generating realizations from this assumed model, these surrogates would be nonconstrained. Constrained realization surrogates can be generated by shuffling the phases of the Fourier transform of the data (this produces a random data set with the same power spectra, and hence autocorrelation as the data). Autocorrelation, nonlinear prediction error or rank distribution statistics (standard deviation or higher moments) would be nonpivotal test statistics, the probability distribution of statistic values would depend on the form of the noise source and type of linear filter. However, correlation dimension or Lyapunov exponents would be pivotal test statistics, the problem is to be able to produce a pivotal estimate of these quantities. The probability distribution of these quantities will be the same for all processes so exactly what estimate one makes of the linear model and iid noise source is not important. For a more complete discussion see [Theiler & Prichard, 1996] .
It is also necessary that a test statistic not be invariant with respect to a given hypotheses. That is, we do not want that for every data set z and every realization z i of any
The test statistic must measure something which is independent of the surrogate generation method.
Unfortunately not all interesting test statistics are pivotal and constrained realization schemes can be extremely nontrivial. 5 Furthermore the nonlinear surrogate generation method we introduce in Sec. 2.2 is a parametric modeling method that utilizes a stochastic search algorithm -it is definitely not a constrained realization method, and no related constrained method seems evident. 6 In the next section we introduce our test statistic. We have chosen to use correlation dimension because it is a measure of great significance and has been the subject of much attention. We describe correlation dimension and some theoretical concerns of dimension estimation.
Dimension Estimation
In this section we discuss our correlation dimension estimation algorithm and our reasons for using it. First we will discuss dimension estimation in general. Dimension estimation is logically, and operationally, divided into two steps; embedding the observed time series and estimation of dimension from the embedded structure of the data.
Embedding
Attractor reconstruction using the method of time delays is now widely applied, we will briefly mention our selection of embedding strategies.
An embedding depends on two parameters, the lag τ and the embedding dimension d e . For an embedding to be suitable for successful estimation of dimension, one must choose suitable values of these parameters. Takens embedding theorem [Noakes, 1991; Takens, 1981] and more recently the work of Ding et al. [1993] give sufficient conditions on d e . Unfortunately, the conditions require prior knowledge of the fractal dimension of the object under study.
In practice one could guess a suitable value for d e by successively embedding in higher dimensions and looking for consistency of results; this is the method that is generally employed. However, other methods, such as the false nearest neighbor technique [Farmer et al., 1983; Theiler, 1990] , are now available to suggest the value of d e . For the data used in our studies the false nearest neighbor technique suggested that an embedding dimension of three or four would be sufficient. Using this knowledge we repeated the dimension estimation procedure described below for increasing values of d e , starting at d e = 3.
There are two main methods [Rapp, 1994] for choosing an appropriate value of the lag τ ; the first zero of the autocorrelation function [Albano et al., 1988 [Albano et al., , 1991 and the first minimum of the mutual information [Abarbanel et al., 1993; Fraser & Swinney, 1986; Martinerie et al., 1992] . The rationale of both of them, however, is to choose the lag so that the coordinate components of v t are reasonably uncorrelated while still being "close" to one another. When the data exhibits strong periodicity a value of τ that is one quarter of the period generally gives a good embedding. This lag is approximately the same as the time of the first zero of the autocorrelation function. This choice of lag is extremely easy to calculate and for the data sets that we consider it also seems to give much more reliable results than the mutual information criterion.
Dimension
Let {v t } N t=1 be an embedding of a time series in R de . Define the correlation function, C N (ε), by
Here I(X) is a function whose value is 1 if condition X is satisfied and 0 otherwise, and · is the usual distance function in R de . One expects that
where d c is the dimension of the object. It is natural to define the correlation dimension d c by
The curious normalization of C N (ε) is chosen so that rather than C N (ε) being an estimate of the average volume of an object within a radius ε of a point, it is instead an estimate of the probability that two points chosen at random on the object are within a distance ε of each other. The reason for choosing the probability rather than the volume is that the concept of dimension still makes sense, indeed generalizes, to situations where the sample points v i are not distributed uniformly within the object. A discussion of the general situation is beyond the scope of this paper, see [Judd, 1992] .
The method most often employed to estimate the correlation dimension is the GrassbergerProcaccia algorithm. In this method one calculates the correlation function and plots log C N (ε) against log ε. The gradient of this graph in the limit as ε → 0 should approach the correlation dimension. Unfortunately, when using a finite amount of data the graph will jump about irregularly for small values of ε. To avoid this, one instead looks at the behavior of this graph for moderately small ε. A typical correlation integral plot will contain a "scaling region" over which the slope of log C N (ε) remains relatively constant. A common way to examine the slope in the scaling region is to numerically differentiate the plot of log ε against log C N (ε). This ought to produce a function which is constant over the scaling region, and its value on this region should be the correlation dimension (see Fig. 1 ).
Unfortunately, as Judd [1992] points out there are several problems with this procedure. The most obvious of these is that the choice of the scaling region is entirely subjective (Fig. 1) . For many data sets a slight change in the region used can lead to substantially different results. Judd demonstrates that for many objects, including many fractals, a better description of C N (ε) is that for ε less than some ε 0
where q(ε) is a polynomial of order t, the topological dimension of the set. The Grassberger-Procaccia method assumes that C N (ε) ∝ ε dc , but this new method allows for the presence of a further polynomial term that takes into account variations of the slope within and outside of a scaling region. This new method dispenses with the need for a scaling region and substitutes a single scale parameter ε 0 , which has an interesting benefit. For many natural objects the dimension is not the same at all length scales. If one observes a large river stone its surface at it largest length scale is very nearly two dimensional, but at smaller length scales one can discern the details of grains which add to the complexity and increase the dimension at smaller scales. Consequently, it is natural to consider dimension d c as a function of ε 0 and write d c (ε 0 ). By allowing our dimension to be a function of scale we produce estimates that are both more accurate and more informative. We avoid some of the approximation necessary to define correlation dimension as a single number and we can extract more detailed information about the changes in dimension with scale.
Correlation dimension as a test statistic
Correlation dimension, as we have defined it, is a function of ε 0 (see Figs. 5 and 6 for examples of correlation dimension curves). There are several obvious ways to compare these curves. On many occasions, however, it is sufficient to compare the value of dimension for some fixed values of ε 0 , and this is the method we used. Other possibilities include the mean value of the dimension estimate, or the slope of the line of best fit. More sophisticated methods are statistical tests such as the χ 2 test or the Kolmogorov-Smirnov statistic applied to the distribution of inter point distances to determine if the distributions are the same. Correlation dimension is a very complicated statistic. When using correlation dimension to test composite hypotheses we would want to ensure that it is pivotal or asymptotically pivotal. Since correlation dimension is a measure of the complexity and the number of active degrees of freedom of a system this is a relatively simple matter.
7 Correlation dimension will be pivotal provided all F ∈ F φ have the same number of degrees of freedom. However, one must ensure that the estimation algorithm provides an accurate estimate of correlation dimension.
The linear systems are all forms of filtered noise, and effectively infinite dimensional. This relieves the concerns raised by Schreiber and Schmitz [1996] , since if the test statistic is pivotal it does not matter if the power spectrum of surrogate and data are not identical (this is only a requirement of a constrained realization scheme). The correlation dimension estimates of a monotonic nonlinear transformation of linearly filtered noise will have the same probability distribution regardless of exactly what the power spectrum is (see [Small & Judd, 1998b] ).
For more complicated hypotheses such as those addressed by nonlinear models it is only slightly more complicated. If F φ is the set of all noise driven processes then d c (ε) will not be pivotal. However, if we restrict ourselves to Fφ ⊆ F φ where T is pivotal on Fφ then the problem is resolved. To do this we simply rephrase the hypothesis to be that the data is generated by a noise driven nonlinear function (modeled by a cylindrical basis model) of dimension d. For example this allows us to test if the data is generated by a periodic orbit with 2 degrees of freedom driven by Gaussian noise.
Application
In this section we present an application of our methods. We attempt to detect the presence of nonlinearity and classify the nonlinearity in breathing dynamics. First we discuss our data. We then compare breathing dynamics to linear systems. Following this, we compare the breathing dynamics to nonlinear dynamical systems by fitting a nonlinear model to the data. For a more detailed discussion of the data and the physiological implications of our surrogate tests see [Small et al., 1998b] .
Experimental data inductive plethysmography
Using standard noninvasive inductive plethysmography techniques we obtained a measurement proportional to the cross-sectional area of the chest or abdomen, which is a gauge of the lung volume. The present study collected measurements of the crosssectional area of the abdomen of infants during natural sleep. The study was approved by the Princess Margaret Hospital ethics committee. Thirteen healthy infants were studied at age one month, in the sleep laboratory at Princess Margaret Hospital. A further nine infants were studied at age two months. Eight of the infants were studied at both ages. All 24 observations used in this study are 180 seconds of data sampled at 50 Hz using a 12 bit analogue to digital convertor.
From measurements of electroencephalogram, electromyogram and electrooculogram, sleep stage was determined using standard polysomnographic criteria [Anders et al., 1971] . During quiet sleep (stages 3-4) breathing often appears relatively regular. The possibly chaotic features of most interest are the small variations from this regular periodic behavior. Because we wish to observe such fine detail we did not filter signals. Filtering methods, such as linear filters and singularvalue decomposition methods [Pilgram et al., 1995] , can remove some features that we wish to observe. Furthermore, filtering has been shown in some cases to lead to erroneous identification of chaos [Mees et al., 1987; Palus & Dvorak, 1992] .
Computational scheme
For each data set we generate 30 surrogates according to each of the three linear algorithms. We generate a further 30 surrogates from cycle shuffled surrogates split at peak, trough and mid inspiration (a total of 180 surrogates for each data set). We then build a cylindrical basis model of each data set and generate 30 noise driven simulations (the noise were Gaussian random variates with standard deviation equal to 10%, 20%, 30%, and 60% of the standard deviation of the modeling prediction error).
This produces a further 120 surrogates for each data set.
For each surrogate we estimate the correlation dimension using τ = 1 4 (quasi-period), and d e = 3, 4, 5 (that is, we generate 3 estimates of d c (ε 0 ) for each surrogate). From each ensemble of surrogates we estimate the mean and standard deviation of the values of d c (ε 0 ) for each embedding dimension (d e = 3, 4, 5). We reject the associated hypothesis if the correlation dimension of the data is more than four standard deviations from the mean for at least one value of d e and one value of ε 0 for which both data and surrogates converged. We fail to reject the corresponding hypotheses if the correlation Fig. 2 . Surrogate data. Sections of three surrogates generated by the traditional techniques -algorithms 0, 1 and 2, a shuffled cycle surrogate (cycles split at peaks) and a section of a surrogate data set generated from a cylindrical basis model. Also shown is a section of the real data used to generate these surrogates. There are obvious similarities between the true data and the nonlinear surrogate, whilst the other surrogates are obviously different. Here we compare the correlation dimension estimate for a fixed value of cutoff (log(ε0) = −1.5) for one of our data sets (marked with the * on the x-axis) and 100 surrogates (drawn as a histogram). There is a clear difference between the correlation dimension of the data and that of the surrogates.
dimension of the data is within three standard deviations of the mean for all values of ε 0 and d e for which both converged. Figure 2 gives an example of surrogates generated by each of the methods discussed in this paper from a representative data set. By comparing the value of dimension obtained from our data and surrogates consistent with each of the three linear hypotheses we were able to reject all three hypotheses (see Fig. 3 for an example of such a calculation). For every data set data and surrogate were significantly different for each of these linear hypotheses for at least one of d e = 3, 4, 5. This conclusion is supported by Pilgram's [1995] work with respiratory traces during REM sleep. By rejecting these hypotheses we may make two important observations. Firstly, the data is not a monotonic nonlinear transformation of linearly filtered noise. And secondly, correlation dimension alone is sufficient to distinguish between our data and data consistent with these hypotheses.
Linear surrogates
These results, however comforting, are not particularly surprising. Our data is regular and periodic, and the surrogates are not.
Cycle randomized surrogates
Similarly we generated surrogates according to Theiler's cycle randomizing method [Theiler, 1995; Theiler & Rapp, 1996 ] to test for any temporal correlation between cycles.
To split the cycles we first must decide on an appropriate place to break them. Three obvious candidates are at the peak and trough values (where the data is relatively flat) and mid inspiration (where the gradient is steep and almost constant). Figure 4 illustrates these three different methods for a relatively regular data set (irregular data results in more nonstationary surrogates). Figure 5 shows calculation of dimension estimates for such surrogates. There is a clear rejection Cycle shuffled − minimum 500 Cycle shuffled maximum1000 500 Cycle shuffled mean value1000 500 Cycle shuffled minimum1000 Fig. 4 . Cycle shuffled surrogates. Examples of cycle shuffled surrogates and the data used to generate them. The three surrogates have had the cycles split at the peak, mid-inspiration (upwards movement), and at the trough. Note that the data is slightly more stationary than the surrogates. These surrogates are typical of those generated from this data set. In many other data sets however the stationarity was more pronounced in the surrogates whose cycles were split at the troughs. Most data sets exhibited greatest nonstationarity in surrogates generated by splitting at the peaks. The degree of stationarity is reflected in the correlation dimension estimates (see Fig. 5 ).
of the hypothesis that there is no temporal correlation between cycles. Shuffling the cycles produces surrogates that are often nonstationary and are distinguishable from cursory examination. We are unable to reject the hypothesis that the system is a noise driven (or chaotic) periodic orbit. The dimension estimates for cycle shuffled surrogates in Fig. 5 are typical of those produced by cycle shuffled surrogates. In almost all cases the dimension of the data was significantly lower than that of the surrogates. For 23 of our 24 data sets, data and surrogate were significantly different for each of these linear hypotheses for at least one of d e = 3, 4, 5. This would suggest that shuffling the cycles has increased the dimension of the time series, replacing deterministic behavior with stochastic.
Nonlinear surrogates
For each set of data we have calculated its correlation dimension. Using a modeling algorithm described elsewhere [Judd & Mees, 1995; Small & Judd, 1998a] we constructed a cylindrical basis model of the data. Section 2.2 describes the functional form of these models, the model selection algorithm is particularly complex and is described in the above references. The embedding parameters utilized in these models are the same as those described in Sec. 3.1. We build cylindrical basis models with a time delay embedding using d e = 4 and τ = 1 4 (quasi-period) ≈ (first zero of autocorrelation). The models are built for an increasing number of basis functions (increasing n) until eventually a model is selected which minimizes the description length of the data. A detailed discussion of description length is well beyond the scope of this paper, it is simply a measure of the compression one gains when expressing the data in terms of a given model and model prediction errors. For a detailed discussion of this subject see [Rissanen, 1989; Judd & Mees, 1995] .
These models will (typically) produce free run predictions (iterated predictions without noise) that exhibit periodic (or almost periodic) orbits. The addition of dynamic noise will produce simulations (iterated predictions with noise) that exhibit behavior similar in appearance to the experimental data. Figure 2 gives an example of some data generated by the methods we use. From each model we generate surrogates as described in Sec. 2. We then Fig. 4 . In each figure the solid line is the correlation dimension estimate for the data, whilst the dotted lines are estimates for 30 surrogates. The cutoff scale log(ε0) is plotted against correlation dimension estimate dc(ε0). Note that in each case the correlation dimension estimates are significantly higher for the surrogates -indicating an increase in complexity with cycle randomization. In all our calculations the surrogate dimension estimates are highest when the surrogates are most nonstationary. The most stationary surrogates appear reasonable to cursory inspection, but yield clearly distinct dimension estimates.
calculated the correlation dimension curve for each set of surrogate data for each of d e = 3, 4, 5.
The results (for example, see Fig. 6 ) of these calculations fall into two very distinct categories. For most of the data sets (22 out of 24) the surrogates very closely resemble the true dimension estimate whilst for some the data and the surrogates appear to be very different. Upon a closer examination of the time series, it appears that the model fails to produce accurate surrogates only when the data set is significantly nonstationary. Hence when the data is sufficiently stationary the modeling algorithm produces surrogate data which are indistinguishable (according to the method of surrogate data, with respect to correlation dimension) from the true data.
Discussion
Many previous studies of respiration, and other physiological phenomena, have used dimension estimates. The conclusions reached have been as diverse as the applications. Based on the results we have obtained it is possible to conclude that chaotic motion in this system is highly likely. This conclusion is perhaps misguided. As Rapp [1994] observes, to attempt to conclude that a phenomena is chaotic is both difficult and very often irrelevant. Storella and R 5 . In each figure the solid line is the correlation dimension estimate for the data, whilst the dotted lines are estimates for 30 surrogates. The cutoff scale log(ε0) is plotted against correlation dimension estimate dc(ε0). The first set indicated a close agreement between data and surrogate. The second set of calculations indicated very clear distinction. Hence the first data set is indistinguishable (according to correlation dimension) from a noise driven periodic orbit, whilst the second fails to produce particularly strong similarities. We are unable to reject the hypothesis consistent with the noise driven nonlinear model surrogates in the first data set. For almost any value of ε0, comparison of the value of dc(ε0) of the data and the surrogates would also lead to these conclusions. Simulations from the model of the second data set had a fixed point, the models of the first data set had a periodic orbit. et al. [1996] give an interesting example of the advantages of nonlinear over linear measures for heart rate variability data. We have applied the techniques of surrogate analysis and correlation dimension estimation to demonstrate a method which if applied cautiously can aid in identifying nonlinearity in experimental data.
By applying the method of surrogate data we have demonstrated that the correlation dimension is related to the data from which we estimate it in a nontrivial way. The surrogates produced by algorithms 0, 1, and 2 are clearly inadequate. These simple surrogates confirm that our data is not generated by linearly filtered noise. Similarly the surrogates produced by shuffling the cycles are different from the data. This produces a more substantial result; there is significant temporal correlation between cycles. We have constructed our own surrogates using a nonlinear modeling process and compared surrogate and data to test the accuracy of the model. For the majority (22 of 24) of our data sets we found that the data and nonlinear surrogates were indistinguishable according to correlation dimension. For those data sets that were distinguishable from their surrogates we found that there were several possible reasons for this. Usually, if the data is nonstationary the model will simply fail to produce surrogates that are close enough to the data. The model will be stationary and periodic, whilst the data is not.
Occasionally, with nonstationary data the model failed to produce even periodic surrogates. If this is the case then the model will generally have a stable fixed point. In these cases the dimension estimates of data and surrogate are obviously different and a better model is required. The fact that this modeling algorithm fails in cases where the data is not stationary is not particularly surprising since both modeling and dimension estimation algorithms require stationarity. Perhaps with improved modeling techniques similar results could be obtained in these cases.
Even if both data and surrogate are stationary the dimension estimates of the surrogates may still be different from that of the data. In all these cases however this has been found to be a problem with the level of dynamic noise introduced to the model to generate the surrogates. By changing the noise level the dimension will also change, effectively moving the dimension estimate vertically. Since, in these cases, the shape of the dimension estimate curves are approximately the same, by altering the noise level it is possible to produce surrogate estimates that are indistinguishable from the data. In all cases however the dynamic noise is substantially less than the model's root mean square prediction error. Hence, the level of noise required to be unable to reject the surrogate data is, perhaps, an indication of the relative proportion of dynamic and observational noise in the system. That is, we can distinguish between random behavior within the system and experimental error.
Hence our calculations have demonstrated that the respiration of infants in quiet sleep can be modeled well with cylindrical basis methods. That is, we may conclude that the behavior is similar to a noise driven periodic orbit. Furthermore the cylindrical basis surrogates confirm that the periodic orbit associated with this behavior has two degrees of freedom, as suggested by our initial dimension estimates and the observed increase of dimension in the cycle shuffled surrogate data sets.
Conclusion
We have suggested an extension of surrogate generation techniques to nonlinear parametric modeling. By applying traditional surrogate tests as well as building nonlinear models one has a powerful aid for classifying the dynamics underlying a time series.
When extending the linear nonparametric surrogate tests suggested previously to the case of nonlinear parametric modeling it is necessary to ensure that the test statistic employed is suitably pivotal (see [Small & Judd, 1998b] for a more detailed discussion of this point). Dynamic measures such as correlation dimension ensure "pivotalness" provided the hypothesis is restricted to a particular class of dynamical system. We applied our methods to respiratory data recorded from 15 sleeping infants and are able to conclude that it is likely that the respiratory system is a nonlinear system with more than 2 degrees of freedom with a limit cycle that is driven by high dimensional dynamics or noise.
