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Introduction
The field of multimedia information retrieval has seen a phenomenal growth in the last decade. The need for methods that can automatically generate content indices for video and audio documents has brought together researchers from many disciplines including image and speech processing, machine learning and pattern recognition, natural language processing, and information retrieval.
Researches from Spoken Document Retrieval community are trying to deal with the problem by reducing it to indexing and retrieval of transcripts obtained by passing audio files trough Automatic Speech Recognizers. An example of work of this type is the work by Coden and Brown [I] who have been investigating the use of IBM ViaVoice speech recognition software by building a special acoustic model for broadcast news with the goal of finding collateral information pertinent to a live news broadcast in real time. These efforts have shown the pos-1051-465V02 $17.00 Q 2002 IEEE 285 sibility of applying automatic speech recognition technology to audio broadcasts to perform indexing and retrieval with a good degree of success. However, the success of many of these methods depends upon a number of factors tied with the size and quality of transcription.
The goal of the paper is to present a novel approach for indexing of transcripts based on Chi-square similarity measure [2] and assess its performance through comparison with well-known similarity measures such as Cosine, Dice, and Jaccard. We use the proposed similarity measure in a clustering algorithm to segment an archive of audio news broadcasts. Obtained results show that the suggested similarity measure is robust enough to be used for poorly transcribed speech segment for multimedia indexing applications.
Measuring similarity betwe en transcripts
The most popular techniques employed for measuring proximities between documents might be divided in three major groups: Vector Space Models (VSM), Latent Semantic Indexing (LSI), and Adaptive Strategies (AS) such as probabilistic, neural networks, genetic algorithms, etc. In our paper we are dealing with approaches related to VSM [3] .
The VSM is one of the first formal models used for processing of textual documents. According to it, we first determine a vocabulary of basic terms, which are assumed to be orthogonal, and then consider vector representation of documents, where the elements of vectors are weights of the vocabulary terms in respect to every document. There are a number of methods that have been designed for word weighting [4, 51 . The basic idea of most popular term weighting techniques consists in binding Lerm Pequency U, which shows the number of occurrences of a term within a text, with inverse document fiequency (idJJ that concerns about term occurrences across a collection of texts [3] . The intuitive meaning of idfis that terms, which rarely occur over a collection of texts, are more valuable. In our current work we have applied the Okapi method [5] , which is a modification of tpidfweighting method.
In order to get more accurate weights, documents first pass through stemming and stopping preprocessing stages. The goal of stopping procedure is to remove the most common words like articles, prepositions and some other non-informative words. The goal of stemming algorithm is to reduce each remaining word to its stem form.
Once the vector representation of documents is given, it is possible to evaluate distances or similarities between them. The most popular similarity measures applied for these purposes are Cosine, Dice, and Jaccard. The basic idea behind all these techniques consists in calculating similarities on the base of cooccurring words. The similarity values range from 0.0 to 1 .O with 1 .O indicating identical vectors.
Common problems with spoken document
In general, automatically transcribed text suffers from several additional problems not present in traditional text retrieval systems. The most important problems are listed below:
0 Transcription errors -the occurrence of inappropriate, erroneous words in a transcript; P Ill-defined boundaries between different topics -appearance of not related passages in a document;
Implied knowledge -very typical for conversational speech and broadcast reports. It is supposed that people to whom information is addressed are aware of the subject of the discussion; 0 Shori length documents -documents containing 15-20 word length passages significantly restrict the recognition capabilities of the applied techniques; 0 Topic confusion (or overlapping topics) -when a document contains passages related to totally distinct topics. 0 Mixture of the above mentionedproblems. In our approach, based on Chi-square similarity measure we tried to diminish maximally the impact of the mentioned above: problems.
Chi-square similarity measure
Most of the well-known document similarity measure functions, being very sensitive to presence of co-occurring words, pay less attention to informative aspects of the words appearing in the document. Since co-occurrence of words does not always mean that matching documents are devoted to the same topic, ignorance of this fact can lead to topic confusion that we frequently observe while searching Internet or databases. In order to fill this gap, we have designed a new Chi-square similarity measure [2] that includes the following major steps:
1. Transcripd intersection: Determine the intersection through common words between matching transcripts.
2. Information contribution: Evaluate the amount of information contributed by every matching document to the intersection.
3. Informative closeness: Assess informative closeness of overlapping words; 4. Similarity measure : Calculate the similarity of matching documents.
Transcript Intersection
In our approach we make an assumption that the amount of information contained in a document could be evaluated via summing the amount of information contained in the document words. Similarly, the amount of information contained in some part of a document might be evaluated via summing the amount of information contained in the corresponding words. We assume that the amount of information conveyed by a word can be represented by means of the weight assigned to it. In our approach we use the Okapi technique [ 5 ] , which has proved to be efficient in a number of applications [6, 7J.
Let us suppose that CW(w, I W , E D,) is the weight of a word w k in a document D, . Then, in accordance to the made assumption, we can calculate the weight of a document and weights of any of its parts via applying the formula (1).
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To obtain common words between documents, we consider the fact that not all words in documents are equally informative. Furthermore, we take into account the rather high probability for erroneous words found in automatically transcribed documents. Thus, we first sort all words in transcripts by their weights and retain only those whose weights are greater than some preset threshold (this threshold has been determined empirically). These words are the only words considered for co-occurrence. By doing this we make a tacit assumption that there is a little chance for erroneous words to appear in a text in systematic way and as a result they should get less weight and, in general, not appear in the top of the sorted words. Our assumption is based on empirical observations where we have noticed that a speech recognizer rarely makes the same error across different speakers.
Information contribution
As the words appearing in the intersection of documents generally convey different amount of information with respect to the documents to which they belong, we estimate the amount of information conveyed by every document to the intersection (2):
It is easy to derive from @) the following inequality, which will be generally true when D, f D, .
/NTER(D,,D,) # INTER(D,,D,) ( 3 )
The formula (2) is to calculate the amount of information contributed by every matching document to the intersection. The information contribution measure will be used in the document similarity measure.
Informative Closeness
Having determined the common words, we next evaluate informative closeness of the words appearing in intersection. This is done by representing the matching documents via their histograms. To evaluate informative similarity of the words belonging to the intersection in respect to matching documents, we apply Chi-square technique in a slightly reverse way. To carry out this step, we use the assumption that words w, of the document 0, with the corresponding weights CW(wk 1 wk E D,) constitute the set of words with the expected distribution of weights, and, the same words wk but belonging to the document D, with the weights CW(w; I w; E 0,) constitute the set of words with the observed distribution of weights.
Finally, we assume that null hypothesis, stating that two sets fit each other with some value of significance, is true. Thus, we can determine the significance value making our hypothesis true.
Through calculating by formula (4) x 2 values for observed and expected sets of words, and matching their values with the critical values for x 2 through the standard table, we can easily find a significance value &hat will make our null hypothesis true. Now having all necessary components we can calculate the similarity between two matching documents applying the formula (5):
(4)
Obviously, for similarities (5) 
Experiments with four similarity measures
The experiments with Chi-square similarity measure showed its robustness and high performance. In our experiments we obtained an average precision above 90% for topic related clusters containing transcripts with WER around 60-70% [2] . Our experiments also showed that Chi-square similarity measure handles difficulties connected with "topic confusion" better than its counterparts. For example, the passages like: are usually confusing for considered similarity measures as they find a high similarity between the passage and the documents discussing other defense activities of Mr.Clinton or Mr.Cohen.
To compare the performances of four similarity measures -Ch-square, Cosine, Dice, and Jaccard, we selected 11 arbitrary topics and applied the clustering algorithm described in [2] to 350 manually marked transcripts obtained from LDC [8] . As a result, the similarity measures produced distinguishing number of clusters per topic. Analysis of clusters showed that the Chi-square similarity measure has a tendency for more detailed and more accurate analysis of documents and can produce additional subtopics. In 54.5% of cases Chi-square similarity measure outperformed both Cosine and Dice similarity functions, with the difference varying between 9 and 40 percents. In 45.5% of cases all three functions showed the same results. Comparison of Chi-square with the Jaccard similarity function showed that in 72.7% of cases these two functions give the same precision. In 9.1% of cases Chi-square outperformed Jaccard and in 18.2% of cases Jaccard outperformed Chi-square with the difference in precision varying between 2 and 26 percents. A histogram in Figure 1 presents the average precision of clusters in respect to the selected topics. However, our analysis showed that in some cases application of the Jaccard similarity measure can lead to production of unreasonable number of clusters which reduces its general performance. The histogram in Figure 2 presents a distribution of the average number of clusters obtained per topic over the experiment. 
Summary
A new Chi-square similarity measure and the analysis of its performance has been presented in the paper. The suggested similarity measure is designed to cope with imperfectly transcribed documents. A performance analysk showed that Chi-square similarity measure produces higher precision compared with Cosine and Dice and compatible results when compared with the Jaccard similarity measure. In general the Chi-square similarity measure showed higher robustness compared with all matching similarity measures.
