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Abstract
Let k be a C1-'eld of characteristic zero. Let A be an a%ne algebra of dimension d¿ 2 over
k. In this set up, Suslin proved that the free module Ad is cancellative (in other words, stably
free A-modules of rank d are free). In this note we show that, in fact, all 'nitely generated
projective A-modules of rank d are cancellative.
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1. Introduction
Let A be a commutative Noetherian ring. A 'nitely generated projective A-module
P is said to be cancellative if An ⊕ P ∼= An ⊕ Q implies P ∼= Q.
It is easy to see that projective A-modules of rank one are always cancellative. If A
is a ring of (Krull) dimension one and P is a projective A-module of (constant) rank r
then, by a result of Serre [6], P  Ar−1 ⊕ L where Ar−1 denotes the free A-module of
rank r−1 and L denotes a projective A-module of rank 1. As a consequence, projective
modules over one dimensional rings are always cancellative. Therefore, while dealing
with “Cancellation Problem”, we always assume that dim (A)¿ 2 and rank(P)¿ 2.
A classical result of Bass [1] asserts that every 'nitely generated projective A-module
of rank¿ dim A is cancellative. Since tangent bundles of real n-spheres are stably trivial
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but not trivial for n = 1; 3; 7, it follows that this result of Bass is the best possible
result in general. However, if A is an a%ne algebra over an algebraically closed 'eld,
then a result of Suslin [9] (proved earlier, in the special case of a two-dimensional
a%ne algebra, by Murthy–Swan [5, Theorem 4]) says that projective A-modules of
rank=dim A are also cancellative. Subsequently, Mohan Kumar et al., proved a similar
result in the case of an a%ne algebra over a 'nite 'eld [4, Corollary 2.5].
Now suppose that A is an a%ne algebra of dimension d over an in'nite perfect 'eld
k. Assume that k is a C1-'eld and d!∈ k∗. In this set up, a result of Suslin implies
that the free module Ad is cancellative (see [10, Theorem 2.4]). Since algebraically
closed 'elds and 'nite 'elds are C1-'elds, in view of this result of Suslin and above
cancellation theorems, it is natural to ask:
Let A be an a5ne algebra of dimension d over a perfect 6eld k. Assume that k is
C1 and d!∈ k∗. Are all projective A-modules of rank d cancellative?
In this paper we essentially settle this question in the a%rmative. More precisely,
we prove:
Theorem 4.1. Let k be a C1-6eld of characteristic zero. Let A be an a5ne algebra
of dimension d¿ 2 over k. Then all 6nitely generated projective A-modules of rank
d are cancellative.
2. Preliminaries
All rings considered in this paper are commutative Noetherian with unity. All pro-
jective modules considered are 'nitely generated and of constant rank.
In this section we assemble a few de'nitions and state some results for later use.
We 'rst set up some notation which will be used throughout the paper. Let A be a
ring.
An : the free A-module of rank n.
GLn(A) : the group of all n× n invertible matrices over A.
SLn(A) : the group of all n× n matrices over A of determinant 1.
eij(a); i = j : an n× n matrix with (i; j)th entry a and all other entries 0.
Eij(a) : In + eij(a); a∈A. Eij(a) is called an elementary matrix.
En(A) : the subgroup of SLn(A) generated by the elementary matrices
Denition 2.1. Given a projective A-module P and an element p∈P, we say that p
is unimodular in P if there exists an A-linear map  :P  A such that (p) = 1. The
set of all unimodular elements of P is denoted by Um(P).
It is easy to see that P has a unimodular element if and only if P  A⊕ P1.
Let {e1; e2; : : : ; en} denote the standard basis of the free module An. Then, using this
basis, we write elements of An as row-vectors (of length n) and identify GLn(A) with
AutA(An). An element [a1; : : : ; an]∈An is unimodular if there exist b1; : : : ; bn ∈A such
that
∑n
i=1 aibi = 1.
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We write Umn(A) for Um(An) and refer to elements of Umn(A) as unimodular rows
of length n.
Let I be an ideal of A. For n¿ 3, let E1n(A; I) denote the subgroup of En(A) generated
by E1i(a); 26 i6 n; a∈A and Ej1(x); 26 j6 n; x∈ I .
Let GLn(A; I) denote the kernel of the canonical map GLn(A) → GLn(A=I). For
n¿ 3, we denote E1n(A; I) ∩ GLn(A; I) by En(A; I).
We denote by Umn(A; I), the set of I -unimodular rows of length n over A (i.e.
unimodular rows of the type [a1; : : : ; an]; 1− a1 ∈ I; ai ∈ I; 26 i6 n).
For n¿ 3, MSEn(A; I) will denote the orbit set Umn(A; I)=En(A; I). We write
MSEn(A) for MSEn(A; A).
Remark 2.2. Let A be a ring and let I be an ideal of A. Let B=Z⊕ I (with obvious
ring structure on B). Then, for n¿ 3, the canonical ring morphism B → A gives rise
to a map En(B; I) → En(A; I), a surjective map Umn(B; I)  Umn(A; I) and hence a
surjective map MSEn(B; I) MSEn(A; I).
Now we state some results which are needed for our main theorem. We begin with
the following theorem of van der Kallen [3, Theorem 3.21].
Theorem 2.3 (Excision). Let n¿ 3. Let A be a ring and let I be an ideal of A. Then
the canonical maps MSEn(Z⊕ I; I)→ MSEn(A; I) and MSEn(Z⊕ I; I)→ MSEn(Z⊕ I)
are bijective.
The following result is due to Vaserstein [13, Theorem].
Theorem 2.4. Let B be a ring and let [b0; b1; : : : ; bn]∈Umn+1(B); n¿ 2. Let d be a
positive integer. Then
[bd0 ; b1; : : : ; bn] ≡ [b0; bd1 ; : : : ; bn] (mod En+1(B)):
The following corollary is a consequence of (2.3) and (2.4).
Corollary 2.5. Let A be a ring and let I be an ideal of A. Let [a0; a1; : : : ; an] be an
element of Umn+1(A; I); n¿ 2. Let d be a positive integer. Then
[ad0 ; a1; : : : ; an] ≡ [a0; ad1 ; : : : ; an] (mod En+1(A; I)):
Now we state a result of Suslin [8, Theorem 2] (the special case, namely n=2 had
been proved earlier by Swan–Towber [12]).
Theorem 2.6. Let A be a ring and let [a0; a1; : : : ; an] be a unimodular row over A.
Then there exists ∈ SLn+1(A) with [an!0 ; a1; : : : ; an] as the 6rst row.
The following result of Suslin [9, Lemma 2] is a generalisation of (2.6)
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Proposition 2.7. Let A be a ring and let P be a projective A-module of rank d. Let
(c; p1)∈A ⊕ P be a unimodular element. Suppose that P=cP is a free A=Ac-module
of rank d and that p1 ∈P=cP can be extended to a basis of P=cP. Then there exists
an A-automorphism  of A⊕ P such that  (cd; p1) = (1; 0).
To state next result, we need the following de'nition.
Denition 2.8. A 'eld k is said to be a C1-'eld, if for every homogeneous polynomial
F(X1; : : : ; Xn) of degree d with coe%cients in k, the equation F(X1; : : : ; Xn) = 0 has a
nontrivial solution in kn if n¿d.
It is easy to see that an algebraically closed 'eld is C1. A 'nite 'eld is a C1-'eld
(Chevalley’s theorem). An extension of transcendence degree 1 of an algebraically
closed 'eld is C1 (Tsen’s theorem). If k is a C1-'eld, then cohomological dimension
of k6 1.
The following cancellation theorem can be deduced from [10, Theorem 2.4].
Theorem 2.9. Let k be a C1-6eld of characteristic 0. Let A be an a5ne k-algebra of
dimension d¿ 2. Let [a0; a1; : : : ; ad] be a unimodular row over A and let r be a positive
integer. Then there exists #∈Ed+1(A) such that [a0; a1; : : : ; ad]# = [cr0; c1; : : : ; cd]. As
a consequence, every stably free A-module of rank d is free.
Let Q be a projective A-module. Given an element $∈Q∗ and an element q∈Q,
we de'ne an endomorphism $q as the composite
Q
$→ A 1→q−→ Q:
If $(q) = 0, then $2q = 0 and 1 + $q is a (unipotent) automorphism of Q. By a
transvection, we mean an automorphism of Q of the type 1 + $q where $(q) = 0
and either $ is unimodular in Q∗ or q is unimodular in Q. We denote by E(Q) the
subgroup of AutA(Q) generated by all transvections of Q.
Remark 2.10. Under the identi'cation of GLn(A) with AutA(An), since Eij(a) can be
regarded as a transvection of An, it follows that En(A) is a subgroup of E(An). If n¿ 3,
then, by a result of Suslin [7, Corollary 1.2, Lemma 1.3], En(A) = E(An).
For a projective A-module Q, the existence of a transvection presupposes that Q has
a unimodular element. Now suppose that Q=A⊕P and let $∈P∗. Then we can regard
$ as an element of Q∗ by putting $(1; 0) = 0. Let q= (1; 0). Then &$ = 1 + $q is a
transvection of Q = A ⊕ P such that &$(a; p) = (a + $(p); p). Similarly, for p1 ∈P,
'p1 (a; p) = (a; p+ ap1) is a transvection of Q. Conversely, any transvection ( of Q
gives rise to a decomposition Q=A⊕P such that ( is either &$; $∈P∗ or 'p1 ; p1 ∈P.
Remark 2.11. Let A be a ring and let P be a projective A-module of rank d. Let s
be a non-zero-divisor of A and let F be a submodule of P such that (1) F is free
of rank d and (2) sP ⊂ F . Therefore sF∗ ⊂ P∗ ⊂ F∗. In this set up, with the
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notation as in (2.10), if p∈F , then 'p ∈E(A ⊕ F) ∩ E(A ⊕ P) and if ∈F∗, then
&s ∈E(A⊕F)∩E(A⊕P). Hence, if d¿ 2 and if we identify Ed+1(A) with E(A⊕F),
then E1d+1(A; As) can be regarded as a subgroup of E(A⊕ P).
Apart from having such an explicit description, transvections have the following
lifting property (see [2, Proposition 4.1]).
Proposition 2.12. Let A be a ring and let I be an ideal of A. Let P be a projective
A-module. Then any transvection &˜ of P=IP can be lifted to a (unipotent) automor-
phism & of P. In particular, if P=IP is free of rank n, then any element of En(A=I)
can be lifted to an automorphism of P. Moreover, if the map Um(P) to Um(P=IP)
is surjective, then the map E(P) to E(P=IP) is surjective.
We conclude this section by stating a classical result of Bass [1].
Theorem 2.13. Let A be a ring of (Krull) dimension n and let P be a projective
A-module of rank ¿ n + 1. Then E(A ⊕ P) acts transitively on Um(A ⊕ P). Hence
every projective A-module of rank ¿ n+ 1 is cancellative.
Remark 2.14. Let A; P be as in (2.13) and let (a; p)∈A⊕P be a unimodular element.
With the notation as in (2.10), Bass proved that there exists *∈E(A ⊕ P) such that
(1) *((a; p)) = (1; 0) and (2) * is a product of transvections of the type 'p1 ; p1 ∈P
and &$; $∈P∗.
3. Symplectic forms with values in a line bundle
We 'rst recall some preliminary facts about symplectic modules (with values in
a line bundle). Though results in this section are believed to be known (atleast to
experts), due to lack of suitable references, we reprove them.
Let A be a ring and L be a projective A-module of rank 1.
For a projective A-module P, we denote by P∨ the A-module HomA(P; L) and by
P∗ the A-module HomA(P; A). SL(P) will denote the group of A-linear automorphisms
of P of determinant 1.
Note that the canonical map P → (P∨)∨ is an isomorphism. Given projective
A-modules P;Q and an A-linear map & :Q → P, &∨ will denote the canonical map
from P∨ to Q∨. & is a spilt monomorphism if and only if &∨ is surjective. In parti-
cular, since L∨ = A, if  :L → P is an A-linear map then  is a split monomorphism
if and only if ∨ is a unimodular element of (P∨)∗.
An L-valued bilinear map 〈; 〉L :P × P → L is called alternating if
〈p;p〉L = 0; ∀p∈P:
An L-valued alternating bilinear form 〈; 〉L induces a homomorphism * :P → P∨
(de'ned as *(p)(q) = 〈p; q〉L) such that * + *∨ = 0. Conversely, if 2∈A∗, then a
homomorphism * :P → P∨ with the property * +*∨ = 0 gives rise to an L-valued
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alternating form on P. An L-valued alternating form 〈; 〉L on P is called non-degenerate
if the induced homomorphism from P to P∨ is an isomorphism.
An L-valued symplectic A-module is a pair (P; 〈; 〉L) where P is a projective A-module
and 〈; 〉L :P×P → L is a non-degenerate L-valued alternating bilinear form. If (P; 〈; 〉L)
is an L-valued symplectic A-module then the rank of P is even say 2m and the deter-
minant of P is Lm upto an isomorphism.
Let P be a projective A-module of (constant) rank 2 and suppose ∧2(P) = L. Then
the non-degenerate L-valued alternating form
〈; 〉L :P × P → L; 〈p; q〉L = p ∧ q
induces an (L-valued) symplectic structure on P.
To avoid making the notation cumbersome, when there is no scope for confusion,
we will denote an L-valued non-degenerate alternating bilinear form by 〈; 〉 irrespective
of the base module.
If (P; 〈; 〉) and (Q; 〈; 〉) are two L-valued symplectic modules then non-degenerate
alternating bilinear forms on P and Q will give rise (in a canonical manner) to an
L-valued non-degenerate alternating bilinear form on P ⊕ Q and we denote the sym-
plectic module thus obtained by (P ⊥ Q; 〈; 〉).
There is a unique L-valued non-degenerate alternating bilinear form 〈; 〉 on the mod-
ule A ⊕ L (upto scalar multiplication by elements of A∗), namely 〈(a1; l1); (a2; l2)〉 =
a1l2− a2l1 and hence in the sequel it will be understood that any form we are consid-
ering on A⊕L is this form. Moreover, in the case L=A, we denote by H (A) the corre-
sponding symplectic module and de'ne, inductively, H (An+1)=H (A) ⊥ H (An); n¿ 1.
An isometry of the L-valued symplectic module (P; 〈; 〉) is an automorphism - of P
such that 〈p1; p2〉= 〈-(p1); -(p2)〉; p1; p2 ∈P.
We denote by Sp(P; 〈; 〉) the group of isometries of (P; 〈; 〉). Sp(P; 〈; 〉) is a subgroup
of SL(P) and it coincides with SL(P) when rank(P)=2. Therefore, the groups SL(A⊕L)
and Sp(P; 〈; 〉) can be identi'ed with subgroups of Sp(A⊕ L ⊥ P; 〈; 〉).
Let (P; 〈; 〉) be an L-valued symplectic A-module and let * :P → P∨ be the induced
isomorphism. It is easy to see that u∈P is unimodular if and only if the A-linear map
*(u) :P → L is surjective.
Let  :L → P be an A-linear map. Then ∨*∈P∗. Let v∈P be such that ∨*(v)=0.
Let l∈L, and let f∈L∗.
Let -(l;; v) :P → P be the map de'ned by
-(l;; v)(p) = p+ (〈p; v〉) + ∨*(p)v+ (〈p; (l)〉):
Then, since for l1; l2 ∈L we have 〈(l1); (l2)〉 = 0, -(l;; v) ∈ Sp(P; 〈; 〉). Moreover,
-−1(l;; v) = -(−l;;−v) = -(−l;−;v) and &-(l;; v)&
−1 = -(l;&;&(v)) for an element & in
Sp(P; 〈; 〉).
Similarly, let 1(f;;v) :P → P be the map de'ned by
1(f;;v)(p) = p+ (〈p; v〉) + ∨*(p)v+ f〈p; v〉v:
Then, since for l1; l2 ∈L we have f(l1)l2 = f(l2)l1, 1(f;;v) ∈ Sp(P; 〈; 〉). Moreover,
1−1(f;;v) = 1(−f;;−v) = 1(−f;−;v) and &1(l;; v)&
−1 = 1(f;&;&(v)) for an element & in
Sp(P; 〈; 〉).
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An isometry -(l;; v) (or 1(f;;v)) is called a symplectic transvection if either  :L → P
is a split monomorphism (equivalently ∨ is a unimodular element of (P∨)∗) or v∈P
is unimodular. We denote by ESp(P; 〈; 〉) the subgroup of Sp(P; 〈; 〉) generated by
symplectic transvections. Note that ESp(P; 〈; 〉) is a normal subgroup of Sp(P; 〈; 〉).
The above de'nition of symplectic transvection is slightly more restrictive than the
one given by Bass.
When L= A and (P; 〈; 〉) = H (An), we denote ESp(P; 〈; 〉) by Ep2n(A).
We begin with a result which is a symplectic version of (2.12)
Lemma 3.1. Let A be ring and I be an ideal of A. Let L be a projective A-module
of rank 1 and (P; 〈; 〉) be an L-valued symplectic A-module. If the map from Um(P)
to Um(P=IP) is surjective, then the map ESp(P; 〈; 〉)→ ESp(P=IP; 〈; 〉) is surjective.
Proof. Let “bar” denote reduction modulo I . First note that, since P  P∨, the map
Um(P) → Um( PP) is surjective if and only if the map Um((P∨)∗) → Um(( PP∨)∗) is
surjective. Therefore, under the hypothesis, any split monomorphism from PL to PP can
be lifted to a split monomorphism from L to P.
Let ′ ∈Hom( PL; PP); y∈ PP be such that (′)∨ P*(y) = 0. Let l′ ∈ PL; f′ ∈ ( PL)∗.
Assume that ′ : PL → PP is a split monomorphism. Then, by the hypothesis, there
exists a split monomorphism  :L → P which is a lift of ′. Let v˜∈P be a lift of y,
l∈L be a lift of l′ and f∈L∗ be a lift of f′.
Then ∨*(v˜)= c∈ I . Since ∨ is a unimodular element of (P∨)∗ and * :P →P∨ is
an isomorphism, there exists w∈P such that ∨*(w)=1. Let v= v˜−cw. Then v is also
a lift of y and ∨*(v) = 0. Therefore, as  :L → P is a split monomorphism, -(l;; v)
(respectively 1(f;;v)) is a symplectic transvection of (P; 〈; 〉) which is a lift of the
symplectic transvection -(l′ ; ′ ;y) (respectively 1(f′ ; ′ ;y)) of (P=IP; 〈; 〉). The case where
y∈Um(P=IP) can be proved by similar methods. Hence the lemma follows.
Let (P; 〈; 〉) be an L-valued symplectic A-module and let  :P →P∨ be the induced
isomorphism. Let l1 ∈L; q∈P; f∈L∗; 4∈Hom(L; P).
If  :L → A⊕L⊕P is a map given by (l)= (0; l; 0) and v=(0; l1; q) is an element
of A⊕ L⊕ P, then -(−l1 ;;v) is a symplectic transvection of (A⊕ L ⊥ P; 〈; 〉) such that
-(−l1 ;;v;)((a; l; p)) = (a; l+ al1 + 〈p; q〉; p+ aq).
Similarly, if  :L → A ⊕ L ⊕ P is a map de'ned as (l) = (−f(l); 0; 4(l)) and v
denotes the element (1; 0; 0), then 1(f;;v)((a; l; p)) = (a+f(l) + 4∨ (p); l; p− 4(l)).
In what follows we will use the following additional notation:
We denote a symplectic transvection (a; l; p) → (a; l + al1 + 〈p; q〉; p + aq) of
(A ⊕ L ⊥ P; 〈; 〉) by #(l1 ;q). We denote by (f;4) a symplectic transvection (a; l; p) →
(a+ f(l) + 4∨ (p); l; p− 4(l)).
Theorem 3.2. Let A be a ring of dimension d and let I be an ideal of A. Let L be
a projective A-module of rank 1 and let (P; 〈; 〉) be an L-valued symplectic A-module
of rank ¿d. Let (a; l; p)∈Um(A ⊕ L ⊕ P) be such that (a; l; p) ≡ (1; 0; 0) (mod I).
Then there exists an element ' of ESp(A⊕L ⊥ P; 〈; 〉) such that ' ≡ Id (mod I) and
'(a; l; p) = (1; 0; 0).
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Proof. Since rank(L ⊕ P)¿d, by a theorem of Bass [1], there exist l1 ∈L; q∈P
such that (l + al1; p + aq) is a unimodular element of L ⊕ P. Therefore, there exist
g∈L∗; 6∈P∗ such that g(l + al1) + 6(p + aq) = 1. Let  :P →P∨ be the induced
isomorphism. Then, as  (q)∈P∨, 7 = g (q)∈P∗ and 7(p + aq) = −g(〈p + aq; q〉).
Therefore, g(l+ al1 + 〈p; q〉) + 8(p+ aq) = 1 where 8= 6+ 7.
Let 9 = 8 −1 and  = 9∨. Since 9∈ (P∨)∗,  is a map from L to P such that
 ∨ = 9. Since a ≡ 1 (mod I), a= 1− d; d∈ I . Let f = dg∈L∗; 4 = d ∈Hom(L; P).
Note that 4∨ = d9 = d8.
Let '1 = #(−l1 ;−q)(f;4)#(l1 ;q). Then, since #(−l1 ;−q) = #
−1
(l1 ;q) and 4; f ≡ 0 (mod I),
'1 ≡ Id (mod I). Moreover, '1(a; l; p)=(1; l2; p2) where l2; p2 ≡ 0 (mod I). Therefore
#(−l2 ;−p2) ≡ Id (mod I) and #(−l2 ;−p2)(1; l2; p2) = (1; 0; 0). Let ' = #(−l2 ;−p2)'1. Then
' ≡ Id (mod I) and '(a; l; p) = (1; 0; 0) and we are through.
As a consequence of (3.2), we get the following result which is a generalisation of
[10, Lemma 2.1].
Corollary 3.3. Let A be a ring of dimension d and let I be an ideal of A. Let L be
a projective A-module of rank 1 and let (P; 〈; 〉) be an L-valued symplectic A-module
of rank ¿d. Then the canonical map from Sp(P; 〈; 〉) ∩ ESp(A ⊕ L ⊥ P; 〈; 〉) to
Sp(P=IP; 〈; 〉) ∩ ESp(A=I ⊕ L=IL ⊥ P=IP; 〈; 〉) is surjective.
In particular, If dim(A) = 2 = rank(P) and P=IP is free, then any element of
SL2(A=I) ∩ Ep4 (A=I) can be lifted to an element of SL(P).
Proof. Let &′ ∈ Sp(P=IP; 〈; 〉) be such that (IdA=I⊕L=IL; &′) is an element of ESp(A=I ⊕
L=IL ⊥ P=IP; 〈; 〉). Let (′= (IdA=I⊕L=IL; &′). Since rank(P)¿d=dim(A), the canonical
map Um(A ⊕ L ⊕ P) → Um(A=I ⊕ L=IL ⊕ P=IP) is surjective. Therefore, by (3.1), (′
can be lifted to an element (˜ of ESp(A⊕ L ⊥ P; 〈; 〉). Let (˜(1; 0; 0) = (a; l; p). Then,
since (a; l; p) ≡ (1; 0; 0) (mod I), by (3.2), there exists ' of ESp(A⊕ L ⊥ P; 〈; 〉) such
that ' ≡ Id (mod I) and '(a; l; p) = (1; 0; 0).
Let (1 =Q(˜. Then, since ' ≡ Id (mod I), (1 ∈ESp(A⊕ L ⊥ P; 〈; 〉) is a lift of (′
such that (1(1; 0; 0) = (1; 0; 0). Hence, for every l∈L,
l= 〈(1; 0; 0); (0; l; 0)〉= 〈(1; 0; 0); (1(0; l; 0)〉:
Therefore, there exist f∈L∗; 4∈HomA(L; P) such that (1(0; l; 0) = (−f(l); l; 4(l)).
Since (1 is a lift of (′, it follows that f(l)∈ I; 4(l)∈ IP ∀l∈L. Therefore, the element
(f;4) ∈ESp(A ⊕ L ⊥ P; 〈; 〉) is such that (f;4) ≡ Id (mod I). Hence, ( = (f;4)(1 is
a lift of (′.
Now ((1; 0; 0) = (1; 0; 0) and for l∈L,
((0; l; 0) = (f;4)(−f(l); l; 4(l)) = (−f(l) + f(l) + 4∨ (4(l)); l; 4(l)− 4(l)):
It is easy to see that 4∨ (4(l)) = 0. Therefore ((0; l; 0) = (0; l; 0);∀l∈L.
Since ( preserves the symplectic form, the above arguments show that, for q∈P,
((0; 0; q) = (0; 0; &(q)); &∈ Sp(P; 〈; 〉). From the construction of ( it is obvious that
& is a lift of &′ and &∈ Sp(P; 〈; 〉) ∩ ESp(A⊕ L ⊥ P; 〈; 〉).
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4. Main theorem
In this section we prove the main theorem.
Theorem 4.1. Let k be a C1-6eld of characteristic 0. Let A be an a5ne algebra of
dimension d¿ 2 over k. Then every projective A-module of rank d is cancellative.
Proof. In view of (2.13), to prove the result it is enough to show that if P is a
projective A-module of rank d and (a; p)∈A⊕ P is a unimodular element, then there
exists an A-automorphism ( of A⊕ P such that ((a; p) = (1; 0).
Without loss of generality, we can assume that A is reduced. Let J be an ideal
of A de'ning the singular locus of Spec(A). Since char. k = 0, J is an ideal of height
¿ 1.
Let t ∈A be a non-zero-divisor such that Pt is free (of rank d). Without loss of
generality, we may assume that t ∈ J . Let F = Ad be a free submodule of P such that
Ft =Pt and let s= tl be such that sP ⊂ F . Let (e1; e2; : : : ; ed) denote the standard basis
of Ad.
Since s is a non-zero-divisor in A, dim A=As6d − 1. Hence, by (2.13), the map
Um(A ⊕ P) to Um(A=sA ⊕ P=sP) is surjective. Therefore, by (2.13) and (2.12), there
exists *1 ∈E(A⊕ P) such that, if *1(a; p) = (b′; q), then 1− b′ ∈As; q∈ sP ⊂ F .
Let q =
∑d
i=1 biei. Then [b
′; b1; : : : ; bd] is a unimodular row over A. Hence, as 1−
b′ ∈As, the row [b′; sb1; : : : ; sbd] is unimodular over A. Therefore, by Swan’s version of
Bertini theorem [11, Theorems 1.3 and 1.4], there exist fi ∈A; 16 i6d such that, if
b=b′+
∑d
i=1 sbifi, then A=Ab is a smooth a%ne algebra over k of dimension 6d−1.
Let (e∗1 ; : : : ; e
∗
d) be the (dual) basis of F
∗ and let i = fie∗i ∈F∗. Then, by (2.11),
&si is an element of E(A⊕P) such that &si(b′; q)= (b′+ sbifi; q). Hence, it follows
that there exists *2 ∈E(A ⊕ P) such that *2(b′; q) = (b; q). Note that 1 − b∈As and
A=Ab is smooth (of dimension 6d− 1).
Let “bar” denote reduction modulo Ab. Since Ab+As=A and Fs=Ps, the inclusion
F ⊂ P gives rise to the equality PF = PP. In particular PP is free of rank d¿ 2 with a
basis e1; : : : ; ed and Pq is a unimodular element of PP.
If d=2 then, as A=Ab smooth of dimension 6 1, by [10, Propositions 1.4 and 1.7],
there exist =′ ∈ SL2(A=Ab)∩Ep4 (A=Ab) and c1; c2 ∈A such that, if q1 = c21e1 + c2e2 ∈F ,
then =′( Pq) = q1. Note that F=bF = P=bP. Therefore, by (3.3), =′ has a lift =∈ SL(P).
If d¿ 3 then, by (2.9) (and (2.10)), there exists =˜∈E( PP) and ci ∈A; 16 i6d such
that, if q1 = cd1e1 +
∑d
i=2 ciei ∈F , then =˜( Pq) = q1. By (2.12), =˜ can be lifted to an
automorphism = of P. Thus, in either case, there exists an automorphism = of P,
ci ∈A; 16 i6d and an element p1 of P such that =(q)=q1−bp1, where q1 = cd1e1 +
· · ·+ cded.
= induces an automorphism *3 = (IdA; =) of A⊕P. Let *4 be the transvection 'p1
of A⊕ P. Then (*4)(*3)(b; q) = (b; q1). Note that q1 = cd1e1 + · · ·+ cded.
Since Ab+As=A, there exist x; y∈A such that sx+by=1. Let ai = sxci; 16 i6d.
Then ai − ci ∈Ab. Let q2 = ad1e1 +
∑d
i=2 aiei ∈ sF . Then q2− q1 = bp2; p2 ∈F . Let *5
be the transvection 'p2 of A⊕ P. Then *5(b; q1) = (b; q2).
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Since 1 − b∈As; ai ∈As; 16 i6d, q2 = ad1e1 +
∑d
i=2 aiei and (b; q2) is a uni-
modular element of A⊕ P, the row [b; a1; : : : ; ad]∈Umd+1(A; As). Therefore, by (2.5),
[bd; a1; : : : ; ad] ≡ [b; ad1 ; : : : ; ad] (modEd+1(A; As)).
Since Ed+1(A; As) ⊂ E1d+1(A; As), by (2.11), there exists *6 ∈E(A ⊕ P) such that
*6(b; q2) = (bd; q3) where q3 =
∑d
i=1 aiei.
Since P=bP is free of rank d and, by (2.9), every stably free A=Ab-module of rank
¿d − 1 is free, q3 ∈P=bP can be extended to a basis of P=bP. Therefore, by (2.7),
there exists an automorphism  of A⊕ P such that  (bd; q3) = (1; 0). Let
(=  *6*5*4*3*2*1:
Then ((a; p) = (1; 0). Thus the theorem is proved.
Remark 4.2. Let A be an a%ne algebra of dimension d¿ 2 over an in'nite perfect
'eld k. Assume that cohomological dimension of k6 1 and d!∈ k∗. Then the proof of
(4.1) also shows that projective A-modules of rank d are cancellative. Note that there
exist 'elds of characteristic 0 and of cohomological dimension 6 1 which are not C1.
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