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PREFACE 
The present thesis entitled ""Optimization Techniques in Sample 
surveys" is submitted to the Aligarh Muslim University, Aligarh (INDIA), to 
suplicate the degree of Doctor of Philosophy in Operations Research. It 
consists of the research work carried out by me in the department of 
Statistics & Operations Research A.M.U., Aligarh, (India). 
In the development of theory underlying statistical methods, one is 
frequently faced with optimization problems. Attempts have therefore been 
made to find optimization techniques that have wider applicability and can 
easily be implemented with the available computing power. One such 
technique that has the potential for increasing the scope of application of 
statistical methodology is mathematical programming. In this thesis an 
attempt has been made to formulate and solve some optimization problems 
arising in sample surveys using optimization techniques such as Lagrange 
multipliers technique, Kuhn-Tucker necessary and sufficient conditions and 
mathematical programming, specially the dynamic programming technique. 
This thesis consists of five chapters. Chapter I provides an 
introduction to sample surveys and optimization techniques. 
Ill 
Chapter-II deals with the problem of optimum stratification. For 
stratified sampling to be efficient the strata should be as homogeneous as 
possible with respect to the main study variable. In other words the stratum 
boundaries are so chosen that the stratum variances are as small as possible. 
This could be done efficiently when the frequency distribution of the main 
study variable is known. Usually this frequency distribution is not known 
but it is possible to approximate it from the past experience and prior 
knowledge about the population. In this chapter the problem of optimum 
stratification is formulated as a Nonlinear Programming Problem (NLPP) 
assuming lognormal frequency distribution of the main study variable. The 
formulated NLPP is separable with respect to the decision variables and can 
be treated as a multistage decision problem. A procedure is developed using 
dynamic programming technique to work out the optimum stratum 
boundaries. These stratum boundaries are optimum in the sense that they 
minimize the sampling variance of the stratified sample mean under Neyman 
allocation. A computer program in C + + is also developed for the 
procedure. This computer program is executed to work out the optimum 
strata boundaries for a given lognormal distribution to provide a numerical 
example. 
IV 
This chapter is based on my research paper entitled "Optimum strata 
boundaries for lognormal study variable" submitted for publication in 
Journal of Applied Mathematics and Computing, Sunmoon University Asan, 
Chungnam, KOREA. 
In general in stratified sample survey a single allocation is used to 
obtain «/, for all the strata. But sometimes there are valid reasons like 
homogeneity of strata, variations in the size of strata, lack of knowledge 
about the true values of stratum variances etc. due to which only a particular 
type of allocation is advisable in a particular group of strata. In such 
situations it would be reasonable to divide the strata into mutually exclusive 
and exhaustive groups and use different allocations in different groups 
according to the prevailing situations. Such an allocation, which uses 
different type of allocations for different groups of strata, may be called a 
"Mixed allocation". 
Chapter-Ill comprises of the formulation and solution of the mixed 
allocation problem, using dynamic programming technique for a fixed 
budget of the survey as well as for fixed precision of the estimate. 
In the multivariate survey where more than one uncorrelated 
characteristics are to be measured on the selected units of the sample one 
allocation which is optimum for a particular characteristic may be far fi*om 
optimum for others. Thus to obtain an allocation which is optimum for all 
characteristics, in some sense, we need a compromise criterion that suits 
well to all characteristics. An allocation based on a compromise criterion 
may be called a compromise allocation. 
This chapter is based on my two research papers entitled "Mixed 
allocation using dynamic programming technique-I" and "Mixed allocation 
using dynamic programming technique-II" accepted for publication in the 
journal Pure and Applied Mathematika Sciences, Saharanpur, INDIA. 
Park et. al. (2007) suggested a compromise allocation that uses 
Neyman allocation with an estimator of pooled standard deviation of 
combined strata that are known to have equal standard deviations and the 
proportional allocation together for a univariate stratified population. 
In Chapter-IV the idea of pooling the standard deviations is first 
extended to obtain a compromise allocation in a stratified population having 
more than three strata out of which more than two strata have the same 
stratum variance and there is more than one group of strata with this 
characteristics property. This phenomenon is termed as "multiple pooling". 
Later the case of multiple pooling is extended to multivariate stratified 
population. 
VI 
This chapter is based on my research paper entitled "An optimum 
multivariate stratified sampling design: Method of pooled variances" 
presented in 61^* annual conference of Indian statistical agricultural society 
held at Birsa Agricultural University, Ranchi, INDIA in 30'*' Nov-2"'' Dec 
2007. 
Later on after a thorough revision this paper has been submitted for 
publication to Communications in Statistics - Simulation and Computing, 
Mc-Master University, Hamilton, CANADA. 
In Chapter-V the problem of determining the fixed cost multiple 
response optimal stratified sampling design is worked out by using the 
compromise criterion proposed by Chatterjee (1967). The problem is 
formulated as a Mathematical Programming Problem (MPP) with a strictly 
concave objective function and a single linear cost constraint. Kuhn and 
Tucker optimality conditions, that are necessary as well as sufficient for the 
formulated problem, are used to work out a solution. This chapter is based 
on my research paper entitled "On multiple response stratified random 
sampling design" presented in National Conference in Statistics, held during 
22-23'^ '* Feb. 2008 at Department of Statistics, University of Jammu. A 
numerical example is also presented to illustrate the necessary computational 
details. 
vii 
This paper has been submitted for publication to the Journal of 
Statistical Sciences, Kolkata, INDIA. 
At the end of this thesis a comprehensive list of references arranged in 
alphabetical order is provided. 
Vl l l 
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CHAPTER! 
INTRODUCTION 
1.1 Sample Surveys: A sample survey is a method of collecting 
information about the population characteristics by observing a 
selected part of it called sample. The observation of all the units of 
the population is known as complete enumeration or census. 
Complete enumeration involves large amount of money, man-
power and time. There are many situations with limited resources 
where complete enumeration is not possible, and we are bound to 
take the help of sampling. On the other hand there are situations 
where sampling can not give the required results and we are bound 
to apply census. 
1.2 Sampling v/s Census: A census or complete enumeration is 
that in which all the elements consisting the population are studied 
and conclusion are drawn there from. On the other hand in a 
sample survey only a selected portion of the population, called 
sample, is studied and the estimates for population characteristics 
are constructed on the basis of the results obtained from a sample. 
A sample is expected to be a true representative of the population. 
Sampling makes it possible to estimate the population total, 
average, proportion and many other population parameters while 
the size of survey operations are considerably reduced. 
A sample survey is less costly than a complete census and it 
takes less time to collect and process the data from a sample than 
that from a census. The results of a carefully planned and well 
executed sample survey are expected to be more accurate than 
those of complete census because due to the bulk of the data in 
census the chances of error in computations are much more than 
sample data. A complete census ordinarily requires a huge and 
unwieldy organization and therefore many types of errors creep in, 
that cannot be controlled effectively. In a sample survey the 
volume of work is reduced considerably and it becomes possible to 
employ persons of high caliber, train them suitably and supervise 
their work effectively. In sample surveys it is also possible to make 
a valid estimate of the margin of error, and hence to achieve the 
desired accuracy of the results. 
Recent developments in the sample survey methodology 
have made the sampling procedures more realistic and reliable. The 
objective of the sampling procedures is to obtain maximum 
information about the phenomenon under study with the minimum 
use of money, time and energy. 
^i.iX.^^^ 
1.3 Errors in Sample Surveys: The error that arises due to the 
fact that only a sample being used to estimate the population 
parameters is termed as the sampling error. A sample with the 
smallest sampling error will always be considered a good 
representative of the population. This error can be reduced by 
increasing the size of the sample (number of units selected in the 
sample). However, in census, there is no sampling error. Errors 
other than sampling error are called non-sampling errors. 
Nonsampling errors may be classified as (i) Response error and (ii) 
Nonresponse error. They may occur in the following situations: 
i) Failure to measure some of units in the selected 
sample (Nonresponse error) 
ii) Observational errors due to defective measurement 
technique (Response error) 
iii) Errors introduced in editing, coding and tabulating the 
results (Response error) 
Non-sampling errors are present in both the census and the 
sample survey. In practice, the census results may suffer from non-
sampling errors although these may be free from sampling error. 
The non-sampling error is likely to increase with the increase in 
sample size, while sampling error decreases with increase in 
sample size. 
1.4 Random and Non-Random Sampling: A sampling 
procedure which satisfies the following properties is termed as 
Random or Probability Sampling: 
(i) A set of distinct samples Si,S2>S3, Sn are defined. 
(ii) Each possible sample S, is assigned a known 
probability of selection Ji,;i=l,2,3,...,n. 
(iii) The sampling procedure is capable of selecting any 
one of the possible samples S, with its assigned probability 
Ji, 
(iv) The estimate constructed from any specified sample is 
unique. 
A sampling procedure, which does not satisfy the above 
properties, is termed as nonrandom or non-probability sampling. 
For a sampling procedure having the above properties, we 
can calculate the frequency distribution of the estimates if the 
procedure is repeatedly applied to the same population. A sampling 
theory can then be developed for such procedures. 
Non-probability sampling methods can also give usefiil 
results under favorable conditions but they are not amenable to the 
development of sampling theory. 
In this thesis hereafter by sampling we mean random 
sampling. 
1.5 Sampling With and Without Replacement: Sampling 
"without replacement", means that the unit once selected in the 
sample is not available for subsequent draws. An unbiased random 
selection of individuals is important so that in the long run, the 
sample represent the population truly. However, this does not 
guarantee that a particular sample is a good representative of the 
population. In a with replacement sampling the units once selected 
are replaced hence they are available for further selections. Usually 
a with replacement sampling provides less information about the 
population as compared to without replacement sampling. In this 
manuscript, hereafter, only sampling without replacement is 
considered. 
1.6 Various Sampling Designs: 
1.6.1 Simple Random Sampling: The simplest of the 
sampling designs is the simple random sampling. A simple 
random sampling is that in which all possible samples of a 
fixed size have equal chance of being selected. 
1.6.2 Stratified Random Sampling: Stratification is the 
process of grouping members of a heterogeneous population 
into relatively homogeneous subgroups before sampling. 
These subgroups are called strata, the strata should be 
mutually exclusive and exhaustive. Simple random samples 
are drawn from each and every stratum to construct an 
estimate of the over all population parameters. 
1.6.3 Cluster Sampling: Clustering is the process of 
grouping a population into homogenous subgroups called 
clusters. A simple random sample of clusters is obtain and 
each and every unit of the selected cluster is measured and 
estimates of population parameters like population mean and 
total are constructed. This is known as cluster sampling. It is 
generally increases the variability of sample estimates above 
that of simple random sampling, depending on how the 
clusters differ between themselves, as compared with the 
within cluster variation. 
1.6.4 Systematic Sampling: In systematic sampling to 
obtain a sample of size n a random number / is selected out 
of 1,2,..., k. The systematic sample of size n will then 
consists of the units at serial numbers 
i,i + k,i + 2k,...,i + {n-\)k in the sampling frame. Where k 
(assumed to be an integer), called the sampling interval, is 
N 
the ratio of population size to the sample size that is A: = — . 
n 
Using this procedure each element in the population 
has a known and equal probability of selection. This makes 
systematic sampling more efficient (if variance within 
systematic sample is more than variance of population) and 
much less expensive to carry out. 
If the population size is not an integer multiple of k 
then the population units may be arranged in a circular 
manner. Let k be the nearest integer to the sampling interval. 
The same procedure of the sample selection may be applied 
going round the circle until the sample of required size is 
obtained. This is known as circular systematic sampling. 
1.6.5 Two Stage Sampling: In two stage sampling first the 
population is divided into larger units called first stage units 
(fsu). These first stage units are then again divided into 
smaller units called second stage units (ssu). First a random 
sample of fsu is obtained and then from each selected fsu a 
random sample of ssu is obtained to construct the estimates 
of the population parameters. 
The fsu may or may not be of equal size. This method 
can be extend to multistage sampling by dividing ssu in 
further smaller units called third stage units and so on. 
1.6.6 Ratio and Regression Methods of Estimation: 
Some times the characteristics under study may be highly 
correlated to any other characteristics called auxiliary 
characteristics, on which data are easily available. The 
knowledge of auxiliary information can be used to increase 
the precision of estimates by using Ratio and Regression 
methods of estimation. 
1.6.7 Two Phase Sampling or Double Sampling: In 
sampling surveys, a number of sampling techniques require 
information about an auxiliary variable (say x) to increase 
the efficiency of the estimator population parameters of the 
variable (say ;;) the main variable. There may be cases 
where such auxiliary information is not available but can be 
obtained relatively easily. It may be suitable to draw a 
relatively large preliminary sample and enumerate it for the 
auxiliary variable x only, and then draw either an 
independent sample and measure both x and _y or a sub-
sample of the first sample for measuring the main variable j^ 
only. This technique of taking samples in two phases is 
known as double sampling or two-phase sampling. 
For want of space and time it is not possible to present 
detailed account of all the sampling designs in this thesis. 
Emphasis is thus given to stratified random sampling which is the 
most popular of all sampling designs. 
1.7 Stratified Random Sampling: Where the population 
embraces a number of distinct categories, the frame can be 
organized by these categories into separate "strata." A sample is 
then selected fi-om each "stratum" independently, producing a 
stratified sample. The two main reasons for using a stratified 
sampling design are (a) to ensure that particular groups within a 
population are adequately represented in the sample, and (b) to 
improve efficiency by gaining greater control on the composition 
of the sample. In the second case, major gain in efficiency can be 
achieved by varying the sampling fraction from stratum to stratum. 
A sampling fraction is the ratio of the sample size to the population 
size. The sample size is usually proportional to the relative size of 
the strata. However, if variances differ significantly across strata, 
sample sizes should be made proportional to the stratum standard 
deviation. 
The practical implementation of stratified sampling needs 
the solution to the following three basic problems. 
(i) How many strata should be there, that is the 
determination of the number of strata. 
(ii) The determination of the strata boundaries. 
(iii) The determination of the sample sizes from various 
strata. 
1.7.1 Number of Strata: For a heterogeneous population, 
the application of simple random sampling fails to give 
precise results. Thus the efficiency after stratification 
increases with the increase in the number of strata. But this 
increasing trend becomes marginal after a certain stage. The 
precision is inversely proportional to the square of the 
number of strata (See Cochran (1977) Section 5 A. 8). 
10 
1.7.2 Strata Boundaries: We have to fix the strata 
boundaries such that the stratum variance should be 
minimum in each strata. Ekman (1959) determine the 
boundary point of the strata with weighted stratum width as 
constant. Dalenius and Hodge (1959) had taken equal 
intervals on the cumulative function of the square root of the 
frequencies. 
In this manuscript the problem of selecting the 
optimum strata boundaries is formulated as a mathematical 
programming problem and a solution procedure is proposed 
that uses dynamic programming technique. The basic 
consideration involved in the formation of strata is that the 
strata should be internally as homogenous as possible, that is 
stratum variances are as small as possible. If the distribution 
of the study variable is available the strata should be created 
by cutting this distribution at suitable points. Otherwise 
some auxiliary variable whose distribution is known may be 
used as stratification variable. 
1.7.3 The Problem of Allocation: Univariate Case: In 
stratified random sampling the population is divided into 
strata and then independent simple random samples are 
11 
drawn from each and every stratum to construct the 
estimates of the population parameters. 
The primary objective of a sampler is to select the 
samples from each stratum such as the sampling variance of 
the estimate of the population parameter is minimum for a 
fixed budget or the total cost of survey is minimum for the 
fixed precision of the estimate. This problem is called the 
problem of allocation in sampling literature. 
1.8 Multivariate Stratified Sampling: In a multivariate 
stratified sampling more than one (say p) characteristics are 
defined on each unit of a stratified population. 
The problem of optimum allocation in multivariate stratified 
sampling has drawn the attention of researchers for a long time 
starting apparently with Neyman (1934). It is feh that unless the 
strata variance for various characteristics are distributed in the 
same way, the classical Neyman allocation based on the variances 
of a single character is not of much use because an allocation 
which is optimum for one characteristics may not be acceptable for 
others. Due to this fact there is no unique or even widely accepted 
solution to the problem of optimum allocation in multivariate 
stratified sampling. One way to resolve this problem is to search 
12 
for a compromise allocation, which is in some sense optimum for 
all the characteristics. 
1.9 Optimum Allocation in Multivariate Sampling: In 
multivariate optimum allocation the problem has more than one 
objective functions. One way to solve this problem is to optimize 
the most important objective and put tolerance limits on the others 
and treat these as constraints of the problem. Another way to 
handle this type of problem is to construct a single objective by 
combining all objectives by assigning them weights according to 
their importance. (See Ignizio (1994) chapter 13). 
Cochran (1977) suggested the use of the average of 
individual optimum allocations in surveys of specialized types 
where the correlation among the charateristics may be high and the 
individual allocations may differ relatively little. 
Many other authors proposed several criteria to workout 
compromise allocations. Some of them will be discussed in 
subsequent chapters of this thesis. 
1.10 Optimization Techniques: Optimization is the act of 
obtaining the best possible result under given circumstances. The 
aim of all decisions in our life is to maximize the gain or profit, or 
13 
minimize the cost or loss in any type of process or production. 
Optimization problem can be defined as the maximization or 
minimization of a function of several variables (called decision 
variables). This function may be unconstrained or it may be 
subjected to certain constraints on the decision variables in the 
form of equation or inequalities. If the function is unconstrained 
the optimization is called unconstrained optimization otherwise it 
is called constrained optimization. Over 200 years ago differential 
calculus was first used to solve certain optimization problems 
arising in geometry and physics. Later on Lagrange developed his 
famous Lagrange Multipliers technique to solve the optimization 
problems involving constrained maxima or minima. It is more 
difficult and great computational efforts are required if the 
variables are restricted to be non-negative and some of the 
constraints are in the form of inequalities. Hadley (1964) discussed 
the difficulties involved in the process of solving such problems. 
The above mentioned techniques are known as classical 
optimization techniques. These techniques have limitations and can 
not be applied successfully to every optimization problem. Thus 
they are mainly of theoretical interest. However, in some simple 
situations the result given by these methods are optimal and 
practically acceptable. Constrained optimization problem of real 
14 
life are not usually solved by the classical optimization methods, it 
is generally solve by mathematical programming techniques. The 
constrained optimization problem may also be known as 
Mathematical Programming Problem (MPP). 
Mathematical programming problems may be classified into 
two broad categories (i) Linear Programming Problem (LPP) where 
all the involved functions are linear and (ii) Nonlinear 
Programming Problem (NLPP) where all the involve functions are 
not linear. 
There are other types of MPPs such as Geometric 
programming problem, Quadratic programming problem. 
Stochastic Programming, Convex Programming, Integer 
Programming, Separable Programming, Multiobjective 
Programming etc etc. Not all mutually exclusive. 
1.11 Nonlinear Programming Techniques: A nonlinear 
programming problem is more difficult to solve as compared to 
LPP. Researchers have identified special cases for study. Like 
simplex method of LPP there is no single method that can solve 
each and every NLPP. Particular methods are developed by 
exploiting some special features of the specific NLPP. 
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1.12 The Kuhn-Tucker Necessary Conditions: Nonlinear 
programming problems (NLPPs) are the problems involving 
equations and inequalities in constraints over a set of unknown real 
decision variables, with an objective function of the decision 
variables to be maximized or minimized, where some or all of the 
constraints and/or the objective function are nonlinear. 
The Kuhn-Tucker (1951) conditions (also known as the K-T 
conditions) are necessary conditions to be satisfied by the optimal 
solution to a nonlinear programming problem under certain 
regularity conditions called constraint qualification. These 
conditions are generalization of Lagrange multipliers technique. 
Consider the NLPP 
^'Maximize fix). Subject to g/(x) ^0;/ = \,2,...,mandx > 0 " 
Let X be the optimal solution to given NLPP. There exists a 
vector u such that the following necessary conditions hold: 
V;f^(/,M*)<0 
X V^^(X ,M ) = 0 
V„(/>(x*,«*)>0 
u V„^(x ,w ) = 0 
/ > 0 
16 
u*>0 
where <^(x,u) = f(x) + u (g{x))and V^^ & V„^ represent the 
gradient vectors of ^ with respect to the components of x and u 
respectively. If the above six conditions are sufficient also and we 
<•> * 
are able to find an x satisfying them, then x will solve the NLPP. 
1.12.1 Conditions for the Sufficiency of Kuhn-Tucker 
Necessary Conditions: In the NLPP 
Maximize f(x). 
Subject to giix)>0,i = 1,2,...,m 
and x>Q 
with /(x) and g/(x) differentiable, let the objective 
function /(x) be pseudo concave and the constraints g/(x) 
be quasi-concave. Suppose x satisfies the Kuhn-Tucker 
conditions, then x is optimal for the NLPP. 
One of the greatest challenges in NLP is that usually these 
problems have a number of "local optima" out of these to identify 
the "global optimum" is a difficult task. 
1.13 Dynamic Programming Technique: The term was 
originally used by Bellman (1957) to describe the process of 
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solving problems where one needs to find the best decisions one 
after another. Bellman's contribution is remembered in the name of 
the Bellman equation, a central result of dynamic programming 
which restates an optimization problem in recursive form. 
Dynamic programming is a mathematical technique often 
useful for making a sequence of interrelated decisions. It provides a 
systematic procedure for determining the combination of decisions 
which maximizes overall effectiveness. 
In contrast to linear programming, there does not exist a 
standard mathematical formulation of the dynamic programming 
problem. Rather, dynamic programming is a general type of 
approach to problem solving, and the particular equations used 
must be developed to fit each individual situation. Therefore, a 
certain degree of ingenuity and insight into the general structure of 
dynamic programming problems is required to recognize when a 
problem can be solved by dynamic programming procedures, and 
how it would be done. These abilities can probably best be 
developed by an exposure to a wide variety of dynamic 
programming applications and a study of the characteristics which 
are common to all of these situations. 
The basic features which characterize dynamic programming 
problems are as follows: 
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(1) The problem can be divided up into stages, with a 
policy decision required at each stage. 
(2) Each stage has a number of state associate with it. 
(3) The effect of the policy decision at each stage is to 
transform the current state into a state associated with the 
next stage. 
(4) Given the current state, an optimal policy for the 
remaining stages is independent of the policy adopted in 
previous stages. 
(5) The solution procedure begins by finding the optimal 
policy for each state of the last stage. 
(6) A recursive relationship is available which identifies 
the optimal policy for each state with n stages remaining, 
given the optimal policy for each state with (n-1) stages 
remaining. 
(7) Using this recursive relationship, the solution 
procedure moves backward stage by stage-each time finding 
the optimal policy for each state of that stage-until it finds 
the optimal policy when starting at initial stage. 
1.14 Dynamic Programming in Sample Surveys: The problem 
of deriving statistical information on population characteristics, 
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based on sample data, can be formulated as an optimization 
problem in which we wish to minimize the cost of the survey, 
which is a function of the sample size, size of the sampling unit, 
the sampling scheme and the scope of the survey, subject to the 
restriction that the loss in precision arising out of making decisions 
on the basis of the survey results is within a certain prescribe limit. 
Or alternatively, we may maximize the precision of the estimate, 
subject to the restriction that the cost of the survey is within the 
given budget. Thus we are interested in finding the optimal sample 
size and the optimal sampling scheme which will enable us to 
obtain estimates of the population characteristics with prescribed 
properties. 
Many of such problems have the essential features of the 
problems that can be handle using dynamic programming 
technique. In the subsequent chapters of this thesis dynamic 
programming technique is used to solve the problems arising in 
univariate as well as multivariate stratified random sampling. 
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Chapter-2 
^®42Umutn/ St/uUa/ 
CHAPTER-2 
Optimum Strata Boundaries for Log-normal Study 
Variable 
2.1 Introduction: The use of stratified sampling in sample 
survey needs the solution of the following three basic problems: 
(i) the determination of the number of strata 
(ii) the determination of the strata boundaries 
(iii) allocation of sample sizes to various strata 
Given the number of strata, this chapter addresses the second 
problem. The basic consideration involved in the determination of 
optimiam strata boundaries (OSB) is that the strata should be 
internally as homogenous as possible, that is, the stratum variance 
at should be as small as possible. When a single characteristic x 
is under study and the distribution of the study variable is 
available, the OSB can be determined by cutting the range 
[xo,x^] of this distribution at suitable points x-[,X2,..;Xi_\, where 
L is the number of strata. The problem of determining the OSB was 
first discussed by Dalenius (1950) when the study variable itself is 
used as stratification variable. He presented a set of minimal 
equations whose solution could provide the OSB. Unfortunately 
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these equations could not usually be solved because of their 
implicit nature. Attempts have been made by several authors to 
obtain the OSB using various methods. Given the number of strata, 
Dalanius and Gumey (1951) suggested that the strata boundaries 
should be determined such that the products Wf^afj remain 
constant. Mahalonobis (1952) and Hansen and Hurwitz (1953) 
have suggested that the strata boundaries should be determined 
such that Wh/^h remain constant. Ayoma (1954) suggested an 
approximate rule and recommended to make strata of equal width. 
Given the number of strata, the equations for determining the best 
stratum boundaries under proportional and Neyman allocation have 
been first discussed by Dalenius (1957). Ekman (1959) determined 
the strata boundaries with constant ^/,(^/, -JC/,_i). Dalenius and 
Hodges (1959) recommended to construct the equally spaced strata 
boundaries on the cumulative ^Jf(x) scale, where f(x) denote the 
frequency function of x. Sethi (1963) proposed a method to work 
out the boundaries given by the calculus equations 
- = ^^ !^^  for a standard 
continuous distribution resembling the study population. 
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In a comparison on some of the classical approximate 
methods for working out OSB, the method of Ekman, and Dalenius 
and Hodge work consistently well (See Cochran (1961), Hess et. 
al. (1966), Murthi (1967)). But the later is more convenient and 
easier to apply (See Nicoloni (2001)). Unnithan (1978) suggested 
an iterative method using Shanno's Modified Newton method for 
determining the OSB that leads to a local minimum of the variance 
for Neyman allocation provided a suitable initial solution is 
chosen. The procedure is proved to be faster than the Dalanius and 
Hodges iterative procedure. Later on Unnithan and Nair (1995) 
gave a method of selecting an appropriate starting point for 
Modified Newton's method that may lead to a global minimum of 
the variance. 
Lavallee and Hidiroglou (1988) proposed an algorithm 
to construct stratum boundaries for a power allocated stratified 
sample of non-certainty sample units. Hidiroglou and Srinath 
(1993) presented a more general form of the algorithm, which 
by assigning different values to operating parameters yields a 
power allocation, a Neyman allocation, or a combination of 
these allocations. Sweet and Sigman (1995a, b) and Rivest 
(2002) reviewed these methods and confined their discussion to 
the use of the Lavallee and Hidiroglou algorithm with 
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Neyman allocation. Detlefsen and Veum (1991) investigated the 
Lavallee and Hidiroglou algorithm for several strata and 
observed that the algorithm's convergence was slow or non-
existent. They also found that different starting points leads to 
different OSBs for the same population. 
Niemiro (1999) proposed a random search method for the 
stratification problem but the algorithm did not guarantee a global 
optimum. Furthermore, it may go wrong for large populations, as it 
requires too many iteration steps (See Kozak (2004)). 
Nicolini (2001) suggested a method, named Natural Class 
Method (NCM), as an alternative to the popular Dalenius and 
Hodges method but neither method was proved to be more efficient 
than other. 
Rivest (2002), and Lednicki and Wieczorkowski (2003) 
presented a method of stratification using the simplex method of 
Nelder and Mead (1965). Later Kozak (2004) presented the 
modified random search algorithm as a method of the optimal 
stratification. The Kozak algorithm was faster and efficient as 
compared to Rivest, and Lednicki and Wieczorkowski but does not 
guarantee a global optimum. 
Buhler and Deutler (1975) formulated the problem of 
determining OSB as an optimization problem and developed a 
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computational technique to solve the problem using dynamic 
programming. This approach is also used by Lavallee (1987, 1988) 
for determining the OSB which would divide the population 
domain of two stratification variables into distinct subset such that 
the precision of the estimate is maximum. 
Khan, et. al. (2002) considers the problem of finding OSB as 
an equivalent problem of determining Optimum Strata Width 
(OSW). The authors formulated the problem of OSW as a 
Mathematical Programming Problem (MPP). They solved the MPP 
using a dynamic programming technique that gives exact solution, 
if the frequency distribution of the study variable is known and the 
number of strata is fixed in advance. Khan, et al. (2002) applied the 
technique to work out OSB for the populations having uniform and 
right triangular distributions. Later Kan, et. al. (2005) extended the 
mathematical programming approach for determining the OSB for 
an exponential study variable. 
In this chapter the use of dynamic programming technique is 
extended to determine the OSB for the standard log-normal study 
variable imder Neyman allocation. In Section 2.2, the detail of the 
formulation of the problem as an MPP is provided. The solution 
procedure using dynamic programming technique is discussed in 
Section 2.3. The computational detail of the solution procedure is 
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illustrated with the help of a numerical example in Section 2.4. 
This chapter is based on my joint paper Nand et. al. (2007). 
2.2 Formulation of the Problem: Let X be the study variable 
with distribution function F(x). a<x<b. To estimate the 
population mean // by a stratified sample, the values of X are 
partitioned into L strata defined by [a,x\\,{x\,X2\,:;{xL-\^^\ such 
that 
a = Xo<x\ <X2 <,...,<xi_x <xi=h. (2.1) 
Suppose that from stratum h(h = l,2,...,L), which contains 
Nf, units, a sample of size «/, is obtained. Let Xfy- denote the value 
of the j (j = 1,2,..., n/j) unit in the h"' stratum. Then the stratified 
L 
mean Jc^ ^ = ^WfjXfj is an unbiased estimate of the population 
h=l 
mean ^ with a variance 
L Jur. 1 A 
h=l 
^ _ 1 (2.2) 
Nh _ \ "h 
Where W";, = - 7 and x;, = — ^ ^hj • 
^ "hM 
For the h''' stratum we have 
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Wf, = P dF{x)dx, 
Using the above given values of W^,/j.^ and crj^, the RHS of 
(2.2) can be expressed as a function of Xf, and w/j, that is , 
If w/j are fixed, the objective of the optimum stratification is 
to determine stratum boundary points {x\,...,xi_\) such that 
V{xgi) is minimum. Further, if the sampling fractions nfj/Nfj are 
small or the sampling is with replacement and the population mean 
is estimated under Neyman allocation , then the 
problem of determining OSB reduces to 
Minimize Tj^h^h \a = Xo<x^<X2 <,...,< xi_i <xi=b (2.3) 
If f(x) denote a frequency function of X and XQ and xi are 
the smallest and largest values of the study variable X in the 
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population then the problem (2.3) is equivalent to the problem of 
determining the strata boundaries by cutting up the range 
xi-xo=d(say) (2.4) 
at (L-1) intermediate points xi <X2 <...,<xi_i such that 
L 
^W^aff is minimum. Now Wfj,(j}j and jUfj can be expressed as: 
h=l 
Wh = t'' f{x)dx, (2.5) 
''h=^P ^ V ( ^ K - / ^ ^ (2.6) 
and Mh=^P ^AM (2.7) 
Using (2.5), (2.6) and (2.7) W^, <T^  and /i/j could be expressed as 
a function of jc/,and x^_\ only and the problem (2.3) reduces to 
L 
Minimize Y^fhi^h-h^hX 
h=l 
Subject to a = XQ < x\ < X2 ^,..;^ xi_i <xi=b 
(2.8) 
Define yh-^h~^h~\^^ ^^ the width of the 
h^^ (h = l,2,.-,L) stratum. 
With the above definition of yfj, the range of the distribution 
given in (2.4) may be expressed as the function of the stratum 
width as: 
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L L 
h=l h=\ 
Jh 
(2.9) 
The k stratification point x^; (A: = 1,2,...,/,-!) now may 
be expressed as: 
Xk =^0+.yi+>'2+ + yk 
which is a function of the (A: -1) stratum boundary and k^ 
stratum width. 
Adding (2.9) as a new constraint, the problem (2.8) can be 
treated as an equivalent problem of determining OSW as: 
L 
Minimize X A ( > ' / J ' ^ / I - I ) ' 
h=\ 
L 
subject to ^y^=d, )• (2.10) 
h=\ 
and y^>0; h = \,2,...,L. 
Initially, XQ is known. Therefore, the first term, that is 
/iCvi'^o) ^^ the objective function of MPP (2.10) is a function of 
y\ alone. Once y\ is known, the next stratification point 
X\=XQ+ y\ will be known and the second term in the objective 
function /2(y2'^l) ^i^l become a function of y2 alone. Thus, 
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expressing the objective function as a function of y/j alone, we 
may rewrite the MPP (2.10) as: 
L 
Minimize "^fhiyhX 
h=\ 
L 
subject to '^yfj=d, [ (2.11) 
and yfj>0; h = 1,2,..., L 
When the study variable has a standard log-normal 
frequency function, the formulation of the problem of determining 
OSW may be expressed as an MPP as in given in the next Section 
2.2.1. 
2.2.1 OSW for Log-normal Distribution: The log-normal 
distribution is a positively skewed distribution, the 
distribution is concentrated around the left end, closest to 
zero. Surveyors may use the log-normal distribution for a 
positive valued study variable that might increase without 
limit, such as the value of securities (financial applications) 
or properties (real estate applications) or the failure rate of 
electronic parts (engineering applications). 
A variable X is log-normally distributed if Y = \n(X) is 
normally distributed where "In" stands for the natural 
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logarithm. The general formula for the probability density 
function of the log-normal distribution is 
(x - 0)a^2n: 
(2.12) 
where a is the shape parameter, 9 is the location parameter 
and m is the scale parameter. 
With 0 = 0 and m = l (2.12) gives the standard log-normal 
density as 
., , exp[-(lnx)2/(2o-2))] 
xa-\j27r (2.13) 
Using the definition (2.5), (2.6) and (2.7) of Wfj,jUfj and 
CT^ , it can be seen that 
(2.14) 
f,2\ 
/"A^-exp 2 
1 (TV2 
r_2 a -lnfa_i) 
(TV2 
N\ 
/y 
^ / lnfa+x,_i )^ / I n ^ 
) ) 
(2.15) 
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^ 
1 
2I, •'I 0-V2 J I C7V2 yy 
-lext(2cT^L/[^^"^^^"^-'^ _^^/2cr2-ln(^/7-l) 
0-V2 
yy 
'e./M>^^i|-i)]-../^"^^^-')' 
1 
V crv2 y V crV2 y 
X l /I q^-ln(y/;+x/;_i) 
0-V2 - ^ ^ ) 
(2.16) 
Note that an error function is used to counter the integration 
with log-normal density function. The probability that a log-
normal variate assumes a value in the range [21,22] is given 
by: 
1 f 2^ 
=^ exp 
0 ^ Jzi ^ ITT •'^ 1 V J 
dx=^[erf(z2)-erfizO]. (2.17) 
Common properties of the error function include: 
erfi-z) = -erf(z), erf{0) = 0, erf{<x,) = l, erf(-<x>) = -\ 
Using (2.14) and (2.16) the MPP (2.11) may be expressed as: 
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Minimize ^• 
h=l 
sqrt 1 --exp(2o-^ler/ hor'^-\n{yh+Xh-.\) ayfl 
f^.2 
-erf lor -ln(x;,_i) 
0-V2 
2 1 - " ^ 0-V2 J n 0-V2 j 
l" 2Y 
-exp 
. 2 , 
erf o- -lnCF/,+x;,_i) 
0-V2 
- 4 ^ ; 
subject to ^yh-d^ 
h=\ 
and yf,>0;h = \,2,...,L. 
(2.18) 
2.3 The Solution Using Dynamic Programming Technique: 
The MPP (2.18) is a multistage decision problem in which the 
objective function and the constraints are separable functions of 
yft- Thus the dynamic programming technique can be used to 
obtain a solution. 
Consider the foUowmg subproblem for first k (<L) strata 
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Minimize ^fhiyh) 
h=l 
k 
subject to Yjyh=dk 
h=\ 
and yh>0; h = \,2,...,k 
(2.19) 
where d/^ <d is the total width available for division into k strata 
or the state value at stage k. Obviously dj^=d for k = L. 
The transformation functions are given by 
dk=yi+y2+-+yk^ 
dk-\ =y\ +>'2 +-+>'A:-i = 4 -yk^ 
dk-2 =y\+y2 +-+;^/t-2 = 4 - 1 -yk-\^ 
d2=yi+y2=d3-y3 
and di =d2-y2 
Let f{k,di^) denotes the minimum value of objective function of 
(2.19), that is, 
f(k,di,) = min k k ^ffiMl Y^yh^^k andyh>0;h = \,2,-,k 
With the above definition of f{k,dk)^ the MPP (2.19) is 
equivalent to finding f{L,d) recursively by finding f{k,d]^) 
k = \,l,-,L ;0<dk<d. 
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Now 
f{k,dk) = mm 
k-\ k-l 
fkiyk)+ Y.fkiyk)\ Y.yh = /^t -yk^ 
h=\ h=\ 
andyfj >0;h = \,2,...,k-\ 
For a fixed value of yj^;0<yi^ <di^. 
f{k,dk) = fkiyk) + fnin 
'k-\ k-\ 
Y.fkiyk)\ Y.yh=dk-yk^ 
and y}j>0;h = 1,2,..., k-\ 
Using the principle of optimality of dynamic programming, 
we get the recursive relation 
f{k,dk)= min [fkM + f{k-ldk-yk)lk>2 (2.20) 
0<yk<dk 
For the first stage (k=l): 
(2.21) 
Where yi = di is the optimum width of the first stratum. The 
procedure for obtaining the OSWs may be described as follows. 
The relations (2.20) and (2.21) are solved recursively for 
each k = \,2,-,L and 0<_y^ <c/^, and f{L,d) is obtained. From 
f{L,d) the optimum width of L'^ stratum, yi, is obtained. 
From/(Z, - 1 , c/- 3^ 2, j the optimum width of (L-1)"' stratum yi-\, 
is obtained and so on until y^ is obtained. 
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A computer programme has been developed in C++ for the 
described procedure when X follows the standard log-normal 
distribution. The programme is presented in Section 2.5. 
2.4 A Numerical Example: Let X follows the standard log-
normal distribution and the interval for stratification is [0.00001, 
13.00001]. We have 
a = A:O= 0.00001,6 = X2: =13.00001 and a - l . This implies that 
d = xi-x^=l'i. With the above values MPP (2.18) takes the form 
. , r , | - l = x p ( 2 ) ( e . / ( 2 z M ^ t £ t l ) ^ 
^2-In(xft_,)^V 
Minimize ^ 
-erf 
1 
V2 
1 
rni 
-erf 
erf\ 42 
V2 , 
subject to Y^yh=^X 
h=\ 
and yfj>0; h = l,2,-,L. 
Also 
^k-i =xo + y\+y2+- + yk-\=^^ 
(2.22) 
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: 0.00001 ^-^i +>'2 +... + yk_i 4_,+0.00001 
= dk-yk +0-00001 
Substituting this value of x^_i in (2.22) and using (2.21) and 
(2.20). The recurrence relations for solving MPP (2.22) are 
obtained as: 
For the first stage ^ = 1: 
f{l,di) = Sqrh _ie.p(2)[../(^zl=ti|M0l)).,./(V5))] 
- exp 
(2.23) 
at yi=di. 
and for the stages k>2: 
f{k,dk)^ min 
Sqrt 
- - e x p 
-er f 
(2)(- / [ 2-\n{dk +0.0001 ) V2 
L 2 V 
erf 
2-\n{dk - yk +0.00001 )" 
\n{dk +0.00001 ) 
-erf 
1 
V2 
^ In {dk - yk +0-00001 ) 
V2 
exp 
2 12 
er f \n(dk +0.00001 ) V2 
erf l-ln(c?^ - yk +0.00001 ) V2 
+ f(k-\,dk-yk) 
(2.24) 
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Tablel: OSW and OSB for standard log-normal study variable 
No. of 
strata 
L 
2 
3 
4 
5 
6 
Optimum 
Strata widths 
>'* =2.23652 
^2 =10.76348 
>-*= 1.30859 
;;2= 2.35085 
>'3 =9.34056 
;v* =0.95459 
>;2 =1.25278 
>;3 =2.53417 
;>;4 =8.25846 
;;* =0.76589 
>;2= 0.84332 
73=1.36367 
y\=1.61\A\ 
75=7.40571 
7* =0.64767 
72=0.63431 
73=0.90957 
7^=1.44256 
75=2.65047 
76=6.71542 
Optimum Strata 
boundaries 
* * 
xi =^0+71 = 2.23653 
X*=A:O+7* =1.30860 
X2 =^1 +>'2 =3.65945 
^l*=^0+>'*= 0-95460 
X2 = 1^* +y*2= 2.20738 
^3 =^2+73=4.74155 
^l*=^0+>'* =0-76590 
X2=x*+72 =1.60922 
X3=x*2+y*2= 2.97289 
xJ=X3+7^=5.59430 
1^* = ^ 0 + 3^1* = 0.64768 
X2 =x\ +y2 =1.28199 
^3 =x2+y*2 =2.19156 
* * * 
X4 =X3 +74 =3.63412 
X5 =.^4+>'5 =6.28459 
Optimum value of 
the objective 
function 
/(2,13) = 0.8569355124 
/(3,13) = 0.5773613579 
/(4,13) = 0.4358095763 
/(5,13) = 0.3501356776 
/(6,13) = 0.2926636591 
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Solving the recursive equations (2.23) and (2.24) by 
executing the computer programme given in Section 2.5 the OSWs 
are obtained. The values of optimum strata widths yf, and the 
optimum strata boundaries given by Xf^ =^/,-i + yf, with the values 
L 
of the objective function "Zfhiyh) for 2, 3, 4, 5 and 6 strata are 
presented in Table!. 
2.5 The Computer Program in C++: 
#include "iostream.h" 
#include "math.h" 
#include "assert.h" 
#include "conio.h" 
#include "stdio.h" 
//#include "erfunc.h" 
typedef double Number; 
//#include <math.h> 
//#include<iostream.h> 
Number erff(Number x); 
double geterf(double x) { 
// Number erff(Number); 
// Number erffc(Number); 
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// Number x; 
// cout«"\n\n Enter x.\n"; 
// c o u t « "\n Wanna check? Note that erf(0) = 0, and erf(infhity) = 
l,\n"; 
// c o u t « "\n erf(-x) = - erf(x), erfc(x) = 1 - erf(x), erfc(-x) = 2 -
erfc(x) \n"; 
// cin » x; 
return erff(x); 
} 
/:|i^l|t:|l%:(il|ti|tl(c:|Elici|c:|c#:|tl|ci|c!|c:|c%!|c:|c:(c:|c:|t:|cl|c%:|i:|c:|!l|c:|c:|ti|!4<^%i|!>|:%i|<!|(>|(!|!i|<i|<>l<>|!>l<!|t>|!>l< 
^p T ^h ^ ^ V T ^h ^ ^r ^ ^ ^ ^r ^ ^ 
Returns the error function 
erf(x) = 2*(int_0^x e'^ {-t^ 2} dt)/sqrt(pi). 
C.A. Bertulani May/15/2000 
Number erff(Number x) 
{ 
Number gammp(Number a, Number x); 
return x < 0.0 ? -gammp(0.5,x*x): gammp(0.5,x*x); 
} 
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/^:if If if Hf^illft * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
ifififif*^ii),*ic**if**** 
Returns the complementary error function 
erfc(x)= l-erf(x) 
= 2*(int_x^infmity e^{-t^2} dt)/sqrt(pi). 
C.A. Bertulani May/15/2000 
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * i f * * * * * * * * * * * i f * * * * * 
****if******if***^ 
Number erffc(Number x) 
{ 
Number gammp(Number a, Number x); 
Number gammq(Number a, Number x); 
return x < 0.0 ? 1.0+gammp(0.5,x*x): gammq(0.5,x*x); 
} 
/***************************************************** 
**i^****^i*^i*ii**** 
Returns the imcomplete gamma function 
P(a,x) = (int_0^x e^{-t} t^{a-l} dt)/Gamma(a) , (a > 0). 
C.A. Bertulani May/15/2000 
********************************* *ilf*ilf*il,if Hi if ilt***** ****** 
***************/ 
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Number gammp(Number a, Number x) 
{ 
void gcf(Number *gammcf, Number a, Number x, Number *gln); 
void gser(Number *gamser. Number a, Number x. Number *gln); 
Number gamser,gammcf,gln; 
if (x < 0.0 II a <= 0.0) cerr« "Invalid arguments in routine 
gammp"; 
if(x<(a+1.0)){ 
gser(&gamser,a,x,&gln); 
return gamser; 
} else {/* Use the continued fraction representation */ 
gcf(&gammcf,a,x,&gln); /* and take its complement. */ 
return 1.0-gammcf; 
} 
} 
^1f***1fii*ir^f**iiif*if ************************************** 
**************** 
Returns the imcomplete gamma function 
Q(a,x)=l-P(a,x) 
= (int_x^infmity e^{-t} t^{a-l} dt)/Gamma(a), (a > 0). 
C.A. Bertulani May/15/2000 
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^flf^iif^m^tif^t^iif^^f if ^f*it:*^i**it:iit**********************if * * * * * * * 
Number gammq(Number a, Number x) 
{ 
void gcf(Number *gammcf, Number a, Number x, Number *gln); 
void gser(Number *gamser, Number a, Number x, Number *gln); 
Number gamser,gammcf,gln; 
if (x < 0.0 II a <= 0.0) cerr « "Invalid arguments in routine 
gammq"; 
if (x < (a+1.0)) {/* Use the series representation */ 
gser(&gamser,a,x,&gln); 
return 1.0-gamser; /* and take its complement. */ 
} else { /* Use the continued fraction representation. */ 
gcf(&gammcf,a,x,&gln); 
return gammcf; 
} 
} 
^iHf*if*^iif*iliiHi**ifiifiHfii^imiit*************************iiii***** 
Returns the imcomplete gamma function P(a,x) evaluated by its 
series 
representation as gamser. 
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Also returns ln(Gamma(a)) as gin. 
C.A. Bertulani May/15/2000 
:|lti|'*4<i|:i|<i|<*i|!i|!>l'>l<=t=i|=4!*!|!!|<*4<i|<%i|<^4<!|:!|t!|:t*i|::|c:|!i|c:|c!|c:|c4ci|Ei|ii|El|c:|c:|c:|c:|c:|ci|ci|t:|c:)ii|il|i 
#defineITMAX100 
#defme EPS 3.0e-7 
void gser(Number *gamser, Number a, Number x. Number *gln) 
{ 
Number gamma_ln(Number xx); 
intn; 
Number sum,del,ap; 
* gln=gamma_ln(a); 
if(x<=0.0){ 
if (x < 0.0) cerr « "x less than 0 in routine gser"; 
*gamser=0.0; 
return; 
} else { 
ap=a; 
del=sum=1.0/a; 
for(n=l;n<=ITMAX;n++) { 
++ap; 
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del *= x/ap; 
sum += del; 
if (fabs(del) < fabs(sum)*EPS) { 
* gamser=sum*exp(-x+a* log(x)-(* gin)); 
return; 
} 
} 
cerr « "a too large, ITMAX too small in routine gser"; 
return; 
} 
} 
#undef ITMAX 
#undefEPS 
i^r ^ ^T ^F ^ vr ^h ^r ^ ^F ^h ^F V ^r T ^r T T ^ T ^r V V ^ V ^ ^ T ^ ^ ^ ^ ^ ^ ^ ^ *r ^ V ^ ^ ^r ^F T* T V ^h T* V V ^ V V 
^ ^ V ^h ^r ^ T V ^ T* ^ ^ ^ ^ V ^ 
Returns the imcomplete gamma function Q(a,x) evaluated by its 
continued fraction representation as gammcf 
Also returns ln(Gamma(a)) as gin. 
C.A. Bertulani May/15/2000 
•l^1H^1|.^^1^iHl.1^^^^^1^•l^1^1^j 
#defme ITMAX 100 /* Maximum allowed number of iterations. */ 
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#define EPS 3.0e-7 /* Relative accuracy */ 
#define FPMIN l.Oe-30 /* Number near the smallest representable 
*/ 
/* floating point number. */ 
void gcfi(Number *gammcf, Number a, Number x, Number *gln) 
{ 
Number gamma_ln(Number xx); 
int i; 
Number an,b,c,d,del,h; 
*gln=gamma_ln(a); 
b=x+1.0-a; /* etup fr evaluating continued fracion by modified 
Lent'z */ 
c=1.0/FPMIN; /• method with b_0 = 0. */ 
d=1.0/b; 
h=d; 
for (i=l;i<=ITMAX;i-H-) {/* Iterate to convergence. */ 
an = -i*(i-a); 
b += 2.0; 
d=an*d+b; 
if (fabs(d) < FPMIN) d-FPMIN; 
c=b+an/c; 
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if (fabs(c) < FPMIN) c=FPMIN; 
d=1.0/d; 
del=d*c; 
h*=del; 
if (fabs(del-l.O) < EPS) break; 
} 
if (i > UMAX) cerr « "a too large, UMAX too small in gcf'; 
*gammcf=exp(-x+a*log(x)-(*gln))*h; /* Put factors in front. */ 
} 
#undefITMAX 
#undefEPS 
#undef FPMIN 
y:|i**:|c:|(:ic:|c*!tc%:|<:|<:|c4!*>|!l|c:|ci|ci|ci|c:|<:|c«!|c:|c:|c«s|:>|:i|<«*>|c*:|!**>l<i|<i|c*!|!i|c*:|c«**i|<*:|<:|< 
Returns the value of ln[Gamma(xx)] for xx > 0 
Number gamma_ln(Number xx) 
{ 
Number x,y,tmp,ser; 
static Number cofI6]={76.18009172947146,-86.50532032941677, 
24.01409824083091,-1.231739572450155, 
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0.1208650973866179e-2,-0.5395239384953e-5}; 
intj; 
y=x=xx; 
tmp=x+5.5; 
tmp -= (x+0.5)*log(tmp); 
ser=l.000000000190015; 
for (j=0u<=5u-H-) ser += cof[j]/++y; 
return -tmp+log(2.5066282746310005 *ser/x); 
} 
/t!|cl|l:|c4c*«%«:|c:|c!|c:|I**I|e«:|c:|c4c4::|c^|c4::|c:ic!|c:|c:|c«:|c4c!)lN:>|t*t**t**>|!*>|c*>l<>|cl|E>|II|c*I|c 
«i|l:|c*i|c:|e:|cl|c**l|l!|c:|ll|c:|c:|ty 
/•Program written by Niraj Nand using the error function written 
byC.A 
Bertulani 
in Normal distribution*/ 
//#defme PI 3.141592654 
# define v 0.19947114020071633897 //l/(2sqrt(2*PI)) 
# define x 0.15915494309189533577 // 1/(2*PI) 
# define z 100 //(refine to 5 dp) 
// g is the distance and s is intial value xO 
# define g 13 
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# defines.00001 
# define w 2 // Number of stages 
Recursive 
function receives the parameter k and dk,yk to calculate f. 
*/ 
double RootVal(int k, double d, double y); // calculates the value of 
the minimal elements 
double Minimum(double vail,double val2){if(vall<=val2) (return 
vall;}else{retum 
val2;}}// returns minimum of 2 numbers 
double fun(int,int,double ,int,int ,bool); 
// 
const double inc = 0.001; //PRECISION AMMOUNT 
const double inc2 = 0.00001; //PRECISION AMMOUNT 
const double prec = 1/inc; 
const int stages = 8; 
const int points = 1000 ; //Keep this to be 1/inc 
const int factor =4; 
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//When passing parameter to function . n = your value divid by inc 
to make it precise. 
// eg. function(3,l) will be passed as function(3,1000) 
int ylimits[10];//stores the 3 dp values for refining 
double minkf2[stages][g*points*z+l];//stores minimum f to 6dp 
double dk2[stages][g*points*z+l];//stores minimum d for the 6dp 
calculations 
void main() 
{ 
//initialize minkf 
cout«"Initializing points ...."«endl; 
for (int i=0; i < stages;i-H-) 
for(intj=0-o<(g*points+l);j++) 
minkf2[i][j]= -9999; 
for (int k=0; k < stages;k++) 
for(int l=0;l<g*points*z+l;H-+) 
minkf2[k][l]=-9999; 
cout«"Initialiation 
complete"«endl«endl«"CalcuIating...."«endl«endl; 
double f=fun(w,g*points,inc ,0,g*points ,true);//f= 
printf("\nf(w,g): %.10f \n" ,f); 
float d6,d5,d4,d3,d2,dl, y6,y5,y4,y3,y2,yl; 
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int temp; 
//backward calculation for the 3 dp results 
d6 = g; 
y6 = dk2[6][g*points]; 
d5=d6-y6; 
temp = d5*points; 
y5=dk2[5][temp]; 
d4=d5-y5; 
temp = d4*points; 
y4=dk2[4][temp]; 
d3=d4-y4; 
temp = d3*points; 
y3=dk2[3][temp]; 
d2=d3-y3; 
temp = d2*points; 
y2=dk2[2][temp]; 
dl=d2-y2; 
yl=dl; 
printfi("\nd6: %f y6: %f',d6,y6); 
printf("\nd5: %f y5: %f',d5,y5); 
printf("\nd4: %f y4: %f •,d4,y4); 
printf("\nd3: %f y3: %f',d3,y3); 
printf("\nd2: %fy2: %f',d2,y2); 
printf("\ndl: %f yl: %f',dl,yl); 
//setup the limits for the 6dp calculations 
temp = y6*points*z; 
ylimits[6] = temp; 
temp = y5*points*z; 
ylimits[5] = temp; 
temp = y4*points*z; 
ylimits[4] = temp; 
temp = y3*points*z; 
ylimits[3] = temp; 
temp = y2*points*z; 
ylimits[2] = temp; 
temp = yl*points*z; 
ylimits[l] =temp; 
printf("\n\nRefining.. An"); 
f==fun(w,g*z*points,inc2 ,ylimits[w]- factor*z,ylimits[w]+ factor*z 
,false);// 
printf("\n\nAccurate values derved after refming\n"); 
printf("\nf(w,g): %.10f V ,f); 
//Backward calucation for the 6 dp 
52 
d6=g; 
y6 = dk2[6][g*points*z]; 
d5=d6-y6; 
temp = d5*points*z; 
y5=dk2[5][temp]; 
d4=d5-y5; 
temp = d4*points*z; 
y4=dk2[4][temp]; 
d3=d4-y4; 
temp = d3*points*z; 
y3=dk2[3][temp]; 
d2=d3-y3; 
temp = d2*points*z; 
y2=dk2[2][temp]; 
dl=d2-y2; 
yl=dl; 
printf("\nd6: %f y6: %f',d6,y6); 
printf("\nd5: %f y5: %f',d5,y5); 
printf("\nd4: %f y4: %f',d4,y4); 
printf("\nd3: %f y3: %f',d3,y3); 
printf("\nd2: %f y2: %f •,d2,y2); 
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printf("\ndl: %f yl: %f',dl,yl); 
getchO; 
} //end main 
double RootVal(int k, double d, double y)//calculate the root value 
of the current distribution 
{ 
double rtval; 
double calc; 
//calc=v*(d-y-s)*exp(-1 *pow((d-y-s),2)/2)*geterf((d-s)/sqrt(2))-
v*(d-s)*exp(-l*pow((d-s),2)/2)*geterf((d-s)/sqrt(2))-v*(d-y-
s)*exp(-l *pow((d-y-s),2)/2)*geterf((d-y-s)/sqrt(2)) + v*(d-s)*exp(-
l*pow((d-s),2)/2)*geterf((d-y-s)/sqrt(2)) + w * pow((geterf((d-
s)/sqrt(2))- geterf((d-y-s)/sqrt(2))),2) - x* pow((exp(-l*pow((d-y-
s),2)/2) -exp(-l *pow((d-s),2)/2)),2); 
calc=((-l*0.5*exp(2)*(geterf((2-log(d+s))/sqrt(2))-geterf((2-log(d-
y+s))/sqrt(2))))*(0.5*(geterf((log(d+s))/sqrt(2))-geterf((log(d-
y+s))/sqrt(2))))-pow((0.5*exp(0.5)*(geterf((l-log(d+s))/sqrt(2))-
geterf((l-log(d-y+s))/sqrt(2)))),2)); 
if(calc<0) 
{ 
// cout«"\nError: Negative RootVn"; 
//rtval = -1; 
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} ! ( ' Y > 
else ' \^ v^ 
{ 
calc = sqrt(calc); 
} 
rtval = calc; 
return rtval; 
} 
// 
double fun(int k,int n,double incf,int minYk,int maxYk,bool 
isFirstRun)//this functions performs the same actions as "function", 
//it only defers in terms of the iterations of the for loop. 
{ 
assert (k>=l); //Abort if k is negative 
double dblRetVal; 
double d =n*incf; //d value for the function 
double y; 
double min; 
double val; 
double miny; 
int col; 
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i f (k=l ) //base case 
{ 
y = d; 
dblRetVal = RootVal(k,d,y); 
} 
else 
{ 
for(int i=tnmYk;i<=maxYk;i-H-)//iterate over the interval allowed 
to calculate the 6dp results. 
{ 
y = i*incf;//this sets to precission of y to 6dp 
double root; 
root = RootVal(k,d,y); //calculate the root. 
if(root != -1) //if root is valid 
{ 
col =n-i;//get the current d value 
if(minkf2[k-l][col]=-9999) {//check if the result has been 
previously calculated 
if(isFirstRun){ 
val = root+ fiin((k-l),col,incf,0,col,true);//if not, calculate the resuh 
} 
else{ 
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val = root+ fun((k-l),col,mcf,ylimits[k-l]-
factor*z,ylimits[k-l]+ factor*z,false);//if not, calculate the result 
} 
} 
else 
val = root+ minkf2 [k-1] [col] ;//if result exists, use it for calculations 
} 
if(i=minYk) 
{ 
min =val;//base case 
} 
else 
{ 
min - Minimum(min,val);//get the minimum if the result and the 
current mininmum 
} 
if(min = val){miny^;}//get the position of the current minimum 
}//end for 
dblRetVal = min; 
}//end else 
//store the f and the d value of the minimum calculated. 
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col = n; 
minkf2[k][col] = dblRetVal; 
dk2[k][col]=ininy; 
return dblRetVal; 
}//end function 
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Chapter-3 
^}fUxed' S^UocaUan/ 
CHAPTER-3 
MIXED ALLOCATION USING DYNAMIC PROGRAMMING 
TECHNIQUE 
3.1 Introduction: Consider a stratified population with L strata. 
The following symbols refer to stratum h 
Nh 
^ N 
size of the stratum 
stratum weight (population of the units falling 
k 
in the /i"" stratum, where A'^  = ^ A /^,, is the over 
h=\ 
all population size) 
1 ^h 
Yfj = — X-^/y stratum mean, where y/jjis the value of they"" 
unit of the h"' stratum ; j=l,2,...,iV;, ; 
h=l,2,...,L. 
Y=-^=l^i:i:yhJ=T;i:N,Y, = l^W,Y, over all 
h=lj=\ h=] h=\ 
population mean. 
1 ^h 
Sh = ^ {y^j - Yh) stratum variance. 
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Let random sample of size «;, be drawn from the h"' stratum 
and c;, denotes the per unit cost of measurement in the h'^ 
stratum;/z = l,2,...,^. The sample mean of rif^ units selected from 
the Nu units of the h-th stratum is given by ;;;, = — T!^/?/ • 
It is well known that the stratified sample mean 
L 
y^f = ^  Wfjyfj is an unbiased estimate of the over all population 
h=\ 
mean Y and has a sampling variance 
L f 
h=\ 
Assuming a linear cost function, the total cost of the survey 
may be expressed as 
I 
C = Co + X ^h^n (3-2) 
where CQ is the constant overhead cost. 
Before drawing a sample the sampler has to fix the number 
of units «/j to be drawn from the h-th stratimi according to some 
reasonable criterion. In sampling literature this problem is called an 
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allocation problem. In stratified sampling the following three 
allocations are widely used. 
(i) Equal Allocation: If the population is approximately 
homogenous and the variations between the strata 
sizes are small then equal allocation may be used. In 
n this allocation n^=— for all h, where n is the total 
sample size. Viy^^) given by (3.1) under equal 
allocation is 
y^si)equal= t[^-jryi^l- (3-3) 
(ii) Proportional Allocation: If the strata sizes are more 
variable then proportional allocation may be used. In 
this allocation n^j a Nfj 
=> nh = nWfi;h = 1,2,.., L. 
Viy^i) under proportional allocation is given by 
Viyst)proportional = I [^~] ^h ^l • (3.4) 
(iii) Optimum Allocation: If the true values of the strata 
standard deviations S^ are available then optimum 
allocation is advisable. Stuart (1954) used Cauchy-
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Schwarz inequality to show that in stratified random 
sampling with a linear cost function V{yst) i^  
minimum for fixed cost and the cost is minimum for 
fixed value of Viy^t) when n^aW^S^f-yJ^. 
If the cost is fixed then the problem of optimum allocation 
may be given as the following Mathematical Programming 
Problem (MP?) 
Minimize V{y^i)= ^ 
Subject to CQ + ^ c/jW/j < C 
h=\ 
and njj >0; h = \,2,-L 
(3.5) 
If the variance is fixed then the problem of optimum 
allocation may be given as: 
Minimize C =CQ + ^ c/jW;, 
h = \ 
Subject to V(ygt)<v 
and n^ >0; h - \,2,...L 
(3.6) 
where v is the prescribed upper limit for V{yst)- The values of 
nfj;h = l,2,-,L, that solve both MPP (3.5) and (3.6) are: 
62 
rtft = n— ; h = 1,2,...,L (3.7) 
When the cost is fixed the total sample size n is given by 
(C-co) 
n = 
( L 
h=\ 
(3.8) 
When the variance is fixed n is given by 
f L Y i A 
_U=l A/?=l 
n = 
"ij^tyi (3.9) 
(See Cochran (1977)). 
In practice there are certain limitations in using the optimum 
allocation. The most severe of all is the absence of the knowledge 
of the true values of the stratum variances .S^. If Sfl are not known, 
one can substitute their sample estimates sf for them. The 
corresponding optimum allocation, known as the modified 
optimum allocation, is 
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.^^Co^^^^VVf^. ,^12 , . . .Z (3.10) 
h=l 
Unfortunately, in general, there is no guarantee that this 
modified optimum allocation is really optimum. At times it proves 
to be even less efficient than proportional allocation (See Sukhatme 
et. al. (1984)). Therefore, even if the estimates of 5^ are available 
it is not always advisable to use the modified optimum allocation. 
In general a single allocation is used to obtain «;, for all the 
strata. But sometimes there are valid reasons like homogeneity of 
strata, variations in the size of strata, lack of knowledge about the 
true values of stratum variances etc. due to which only a particular 
type of allocation is advisable in a particular group of strata. In 
such situations it would be reasonable to divide the strata into 
mutually exclusive and exhaustive groups and use different 
allocations in different groups according to the prevailing 
situations. Such an allocation, which uses different type of 
allocations for different groups of strata, may be called a "Mixed 
allocation". 
Clark and Steel (2000) used a similar idea in two-stage 
stratified sampling. Ahsan et. al. (2005) although formulated the 
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problem of working out the mixed allocation as an MPP but used 
the Lagrange multipliers technique to solve it that could not take 
into account the non negativity restrictions of the MPP. 
In this chapter a solution procedure is developed for solving 
the problem of mixed allocation as an MPP using Dynamic 
Programming Technique because it can take care of the non 
negativity restrictions as well. This chapter is based on my research 
papers Ansari et. al. (2008 a, b). 
3.2 The Problem: To have a clear understanding of the problem 
of mixed allocation the formulation of the problem as given by 
Ahsan et. al. (2005) has been given in the following. 
Let the L strata of a stratified population be divide into k 
groups Gi, G2,..., Ok, and the group Gj; j=l,2,...,k consists of Lj, 
K 
strata where X ^ / ~ ^ • 
For some valid reasons, as discussed in Section 3.1 without 
loss of generality it can be assumed that the first L] strata constitute 
the group Githe next L2 strata constitute G2, and so on ... the last 
Lk strata constitute Gk. under this scheme , the 7''' group Gj; 
j=l,2,...,k will consist of Lj strata from stratum number 
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(H ] J 
^Lj +lto stratum number ^Lj . In order to use different 
l , /= l J i = \ 
allocations in different groups we define 
Hfj=ajj3h; helfj = l,2,-,k (3.11) 
where Ij ; j=l,2,...,k is the set of indices of the strata constituting 
the group Gj, fifj;hslj;j = 1,2,—,k are known constants 
depending upon the type of allocation to be used in the group Gj 
and a; >0;j = \,2,...,k are the decision variables that are to be 
determined. 
For example if in any particular group Gp , equal allocation 
is to be used then P^=\;hel p 
Proportional allocation in the group Gq may be achieved by 
letting Ph=Wh\h&Iq 
Optimum allocation in the group Gr may be achieved by 
letting ^ 9 ; , = ^ ; / I € / , 
Some other allocations are also used in literature such as the 
allocations proportional to Wf^Y^ or PF;,/?/,, where Rfj-,h = 1,2,...,L 
denotes the range of h''' stratum (See Murthi(1967)). Then fift may 
be taken as /?/, = W^Yfj or ^f, = W^R^ accordingly. 
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It is to be noted that under the above scheme 
^j = 
/•= 1 ;•= 1 / = 1 
yj = 1,2,-, k (3.12) 
It can be verified that If-nl^ =<p ; r^s and 
k 
KjIj={\,2,...,L] 
The problem of finding the mixed allocation defined in 
(3.11) that minimize V{y^() given by (3.1) for fixed cost C given 
by (3.2) may be expressed as the MPP 
/ 2 2 
Minimize K ( « ; , ) = y ^ ^ ^ A 
h = \ "/» 
subject to X /^j"/i - ^0 
nfj = ajj3^ •,helj;j = l,2,...,k; 
and 0< rift <Nf,;h = l,2,...,L J 
(3.13) 
Where from the expression of V{yst) the terms independent 
of nh are dropped and CQ=C -CQ. 
Ahsan et. al. (2008) also formulated the problem of finding 
mixed allocation for fixed precision as 
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Minimize C{n}j)= ^Cf^n^ 
/j = l 
subject to 
h = l "^ 
nfj = ajj3h;he Ij\ j= 1,2,...^ 
«^>0; h = l2,...,L 
(3.14) 
i Wusi 
where V^Q = ^  + S~77"^ '^^ '^  ^0 = C*-CQ 
/j=l A^A 
Note that in MPP (3.13) CQ is a Icnown constant similarly in 
MPP (3.14) the tolerance Hmit VQ has a known value fixed 
according to the required precision of the estimate y^t. 
Substituting the values of n^ from (3.11) MPP (3.13) and 
MPP (3.14) may be expressed as: 
Minimize F(aj)=Y, Z ^^ ^^ 
j=\helj "^jfih 
k k 
subject to Z Z ^fhPh ^ Q 
j=\helj 
and ai>0 ; j = 1,2,...,k 
(3.15) 
and 
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Minimize f{aj)=Y, Y^^j^hPh 
7=1 h^Ij 
subject to Y. 11 -^T ^ ^0 
and aj>0 ; j = 1,2,..., k 
(3.16) 
respectively. 
3.3 Solution Using Dynamic Programming Tecfainiques: In 
this section solution procedures have been developed for solving 
MPP (3.15) and (3.16) using dynamic programming technique. 
3.3.1 The Fixed Cost Mixed Allocation: Consider the r"' stage 
sub problem of MPP (3.15) for the first r(<k) groups. 
Minimize l^fji^j) 
r 
subject to J ] gj (aj) < C^ 
and aj>0 ; j -1,2,...,r 
(3.17) 
where 
fjiccj)= j ; ^ ^ , g ^ . ( a ^ . ) = t^jChh^Co;j = \,2,...,r. 
Cr < Co is the available budget for measurements of the selected 
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units from the first r groups. With the above definition of C, we 
have 
Cr = Co for r=k 
also Cr=g\{ax) + g2ia2) + ... + gr{0Cr) 
Cr-\=gM{) + g2{a2) + ... + gr-\{0Cr-\) = Cr-gr{ar) 
C2=gl (a i ) + g2(a2) = C3-g3(a3) 
and C i = g i ( a i ) = C2-g2(«2) 
If / {r,Cj.) denotes the minimum value of the objective 
function of sub problem (3.17), then 
tfj (^j)-tgj («;)=<^r andaj>0-j = lX...,r 
7=1 7=1 
(3.18) 
For first stage (r=l) 
/ ( l . C | ) = 
wlsl^ 
heh ^h 
C, 
at a\ = _ , (3.19) 
and for r > 2 
70 
f(r,Cr)= min 
0<g,(^,)<C, 
hel. 
Ur 
+ / ( r - l , C , - g , ( a , ) ) 
(3.20) 
Expression (3.20) gives the required recurrence relation. 
From / (A:,C) the optimum value of a^ is obtained from 
/ (A:-l,C-gjt(Q^A:)) the optimum value of a^_i, is obtained and 
so on until a\ is determined. 
After obtaining aj\j = \,l,...,k the values of ny^ are 
obtained by using (3.11). 
3.3.2 Mixed Allocation for Fixed Precision: Since linear 
constraints are easy to handle letting x;- — , MPP (3.16) may be 
0C\ 
restated as: 
Minimize f{Xj)=Y, S 
and 
ChPh 
j-\helj ^J 
subject to X Z a ^ '^0 
y=i hsij Ph 
xj>0 ; j = 1,2,..., k 
(3.21) 
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That gives us an MPP with a nonlinear objective function 
and a single linear constraint. This problem is similar to (3.15) thus 
its solution can be obtained by proceedings on similar lines. 
Consider the r"' stage sub problem of (3.21) for the first r(<k) 
groups 
Minimize ^ fj (xj) 
;=1 
,(>•) subject to ^gj{xj)<v^ 
7=1 
and Xj>0 ; j = \,2,...,r 
(3.22) 
2o2 
where fj(xj) = f '-^ ,gjixj) = f ^^xj 
flBlj ^J heli Ph 
VQ{< VQ) is the available tolerance at the r"" stage. 
Thus 
and 
"^0 - "^0 far r=k 
and VQ^ =g\{xx) + g2{x2) + - + gr{Xr) 
^0 ^^ =S\(xi) + g2(x2) + - + gr-\(Xr-\) = y^^^-gr(Xr) 
^?^ = ^1 (^ 1) + ^ 2 (^ 2 ) = ^ ^0^ - g3 ix3 ) 
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and v^^ = gi (xj) = vj^^ - g2 (x2) 
If / y',yQ j denotes the minimum value of the objective 
flmction of subproblem (3.23), then 
/ (r,vJ'->)= Min X / y i^jYtsj {xj)= v^Q^andxj > 0 ; ; = l,2,...,r feasible Xj [^  y^j y^j 
for the first stage (r = 1) 
(3.23) 
/(>.-r)=/.k")-^.=-^ (1) (3.24) 
Using (3.24) and (3.23) for first stage (r = 1) 
/ U')-yhen L Ph 
\ 
yhel\ ) 
c^t x,= ^-^— (3.25) 
and for r > 2 we have the recurrence relation 
A^'Y- mm { 
(3.26) 
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From / (A:,VO) the optimum value of xj^ is obtained from, 
/ {k-\,VQ -gj^ix]^)) the optimum value of X]^_\, is obtained and 
so on until x\ is determined. 
After obtainingx;;7 = l,2,...,r; a; =— are computed and 
nfj may be obtained using (3.11). 
3.4 Numerical Examples: 
Example 1: The data of Ahsan et. al. (2005) are used here to 
illustrate the application of dynamic programming technique to 
work out the mixed allocation. In stratification with seven strata the 
value of Nh, Sh and Ch are given in Table 3.1. 
The total available budget of the survey C = 4500 units, 
which includes an overhead cost CQ = 500 units. This gives the 
total available amount for measurements 
CQ=C-CQ= 4500-500 = 4000 units. 
Strata 1, 2 and 3 constitute the first group Gi in which equal 
allocation is to be used. 
Strata 4 and 5 constitute the second group G2 in which 
proportional allocation is to be used. 
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Strata 6 and 7 constitute the third group G3 in which 
optimum allocation is to be used. 
This gives I,={1,2,3}, l2={4,5} and l3={6.7} 
It can be seen that 7, ; j=l,2,3 are mutually exclusive and 
exhaustive. 
Table 3.1; Values of Nh, Sh and Ch for seven strata 
Stratum No. h 
1 
2 
3 
4 
5 
6 
7 
Stratum size Nh 
472 
559 
425 
218 
233 
328 
265 
Estimated 
stratum S.D. Sh 
5.237 
5.821 
5.238 
25.528 
22.232 
15.129 
40.125 
Per units cost 
of measurement 
Ch 
6 
8 
7 
12 
11 
10 
15 
In group Gi consisting of strata 1, 2 and 3 equal allocation is 
proposed as these strata are relatively more homogenous as 
compared to the others and strata sizes do not differ widely. 
Proportional allocation is proposed in group G2, consisting of 4 and 
5 because they have relatively smaller size among the remaining 
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four strata hence the cost of measurement is expected to be reduced 
due to the use of proportional allocation. In group G3, consisting of 
the strata 6 and 7 optimum allocation is used due to the large 
variation in the estimated stratum standard deviations. 
For the values given in Table 3.1 the over all optimum 
allocation has been worked out as 
* * 4> <l< * III if 
n\ = 35, «2 = 40, «3 = 29,«4 = 56, ^ 5 = 55,^6 = 55, and n-j = 96 
with V 
( 1 \^ 
U=i ^(45.757) ^Qg234 (3.27) 
°P^- Co 4000 
The application of the mixed allocation to various groups of 
the strata according to the given scheme may be achieved by letting 
/?;, = 1/or/ ;e/ i = {1,2,3}, 
and Ph = -^T^ for h^I^ = {6,7} 
as discussed in Section 3.2. 
In Table 3.2 the values of W^s^/ ^fj and c^fifj are tabulated. 
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2 2 
^ > • / / • 
Table 3.2: Values of W^sy p^ and c^Pf^ - -^ 
h 
1 
2 
3 
^/. 
0.189 
0.224 
0.170 
Sh 
5.237 
5.821 
5.238 
WhSh 
0.990 
1.304 
0.89 
^R 
0.980 
1.700 
0.792 
ch 
6 
8 
7 
Ph 
1 
1 
1 
4 
5 
0.087 
0.093 
25.528 
22.232 
2.221 
2.067 
4.933 
4.272 
12 
11 
0.087 
0.093 
6 
7 
0.131 
0.106 
15.129 
40.125 
1.982 
4.25 
3.928 
18.088 
10 
15 
0.627 
1.098 
W^sl/Ph 
0.980 
1.700 
0.792 
3.472 
56.701 
45.935 
102.636 
6.270 
16.470 
22.74 
ChPh 
6 
8 
7 
21 
1.044 
1.023 
2.067 
6.270 
16.470 
22.740 
with the above values the problem of mixed allocation given in 
(3.15) becomes: 
,^. . . 3.472 102.636 22.740 Minimize + H 
a\ «2 «3 
subject to 21a, + 2.057^2 + 22.74^3 < 4000 
and a;; j - 1,2,3 
(3.28) 
Using (3.19) 
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, , , _ ^ 21x3.472 72.912 , C, 
Using (3.20) 
^(2,C,) = i 2 ^ . '^"2 
C(r2 C2 - 2.067 ^2 
Minimizing /(2,C2) with respect to ^2 by differenciating 
and equating to zero we get: 
102.636 _ 72.912x2.067 
al (C2 - 2.067 «2)^ 
10.1309 This gives 0^ 2 = C2 = 0.3050C2 
. ^/^ ^ ^ 102.636 72.9309 533.8354 
and/(2 , C2) = + = 
•^  ^  ^' 0.3050 C2 0.3696 C2 C2 
Using recurrence relation (3.20) 
^i, ^ . II.IA 533.8354 /(3,C3)= + 
^3 C3-22.74 0:3 
22.74 _ 533.8354x22.74 
al (Cj-22.14 a^f 
or 0:3 = - ^ ^ ^ ^ C 3 =0.0218 C3 
•^  218.6170 -^  ^ 
^ ^ /, ^ X 22.74 533.8354 2101.6863 
Thus / 13, C3) = + = 
^ ^^  0.0218 C3 0.5043 C3 C3 
Putting C3 = Co = 4000 we get 
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^3 =0.0218 C3 =87.2 
Thus C2 =C3-22.74^3 =2017.072 
and a2 =0-3050 C2 =615.2070 
Finally Q =C2 - 2.067 «2 =745.4392 
and ax=^ =35.4971 
' 21 
Using (3.11) the values of n^ are obtained as 
„, =a j ^, = 35.4971x1.00 « 35 
„2 = « ! /92= 35.4971x1.00 «35 
„3 =Qrj ;93= 35.4971x1.00 « 35 
«4=«2 A =615.2070x0.087 =53.523 «54 
«5 =«2 y^ 5= 6152070x0.093 =57.2142 «57 
„^ =a2 fie = 87.2 X 0.627 = 54.6744 « 55 
«7 =«3 y97= 87.2x1.098 =95.7456 «96 
The above values are same as worked out by Ahsan et. al. 
(2005). 
As discussed by Ahsan et. al. (2005) this mixed allocation 
may be used without any significant loss in the precision of the 
estimate. 
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Example 2: With the same data as given in Table 3.1 it is assumed 
that the tolerance limit for precision of the estimate is fixed at 
VQ = 0.6 
The constructions of groups are also same as in Example 1 
and the same allocations are applied to the three groups. 
The over all optimum allocation for fixed precision is given 
by 
« , = f e ^ ^ ^ # % ^ \ ; . = l,2,...,L (3.29) 
(See Cochran (1977)). 
Substituting VQ=V-(- ^ " in (3.29) we get 
„ ^ ^ f e W M W 3 . , = i,2,...,Z (3.30) 
^0 
For the given data, using (3.30), the rounded off optimum 
allocation for fixed precision with VQ = 0.6 is worked out as: 
ff if if. if. if. ifi if 
«1 =31, ni =35, «3 =26, n^ =49, n^ =48, ^5 =46 and n-j =84 
with the total cost of survey 
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C = ^Cfjrifj = 3504 units. 
h=\ 
(3.31) 
r2 2 The values of Wf^sfj IP^ and c/jy^ /, are given in Table (3.2). 
With the values obtained in Table 3.2 the MPP (3.21) takes 
the form: 
,,. . . 21 2.067 22.74 
Minimize 1 1 
subject to 3.472x1 +102.636x2 +22.74;c3 <0.6 
and x ;>0 ;7 = 1,2,3 
(3.32) 
Using (3.25) 
/ U'V-21x3.472 wO) 
^0 
Using (3.26) 
/ (2,vf) = 2.067 72.912 / 2 ) 
^2 v^"^-102.636x2 
Minimizing /(2,C2) with respect to ^2 ^y differentiating 
and equating to zero we get: 
2.067 72.912x102.636 
^2 (v'^^^-102.636x2)^ 
1.4377 (2) 
or xo = v\ ' 
234.0664 ^ 
= 0.006142 K (2) 0 
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This gives 
2.067 
• + 
72.9309 
0.006142 v^ ^^  0.369610 v^^^ 
533.80271 
.,(2) 
Now / W)-22.74 533.80271 +- ,(3) 
^3 1/^^^-22.74x3 
22.74 _ 533.80271x22.74 
xf (v(^^-22.74x3)2 
X3 = 
_ 4.768648 (3) 
218.61469^^ 
= 0.02183 vj^^ 
and 
/ .^ •'?')= 22.74 + 533.80271 2101.6887 0.02183 i/J^ ^ 0.503972 »/J^ ^ 
Substituting VQ = 0^ = ^-^ we get 
,(3) 
X3 =0.02183 v/J-(3) = 0.0130878 
and subsiquently 
v/(2) =0.6-0.2976165 
X2 =0.006142 v^  (2) 
vj'^ =0.3023835-0.19056155 
xi = 0.288 v}^ (1) 
= 0.3023835 
= 0.0018572 
= 0.111768 
= 0.0321891 
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This gives a\ = — =31.066416 
a2 = — = 538.44497 
X2 
and ^3 = — =76.407035 
^3 
Using (3.11) the values of the mixed allocation are given as 
/7j = /72 = «3 = «! = 31.066416 «31 
«4 = ^2 A = 538.44497 x 0.087 = 46.844712 « 47 
"5 =ct2 fi5= 538.44497 x 0.093 = 50.075382 « 50 
«6 = ^3 /^^ =76.407035x0.627 = 47.9021 « 48 
«7 =a2 Pi= 76.407035 x 1.098 = 83.894924 « 84 
and the total cost of the survey 
7 
C = Yu^h^h = 3505 units. (3.33) 
h=\ 
Since there is no significant difference in the total cost of the 
survey given in (3.31) and (3.33) the Mixed Allocation can be used 
without any substantial increase in the total cost of the survey for 
fixed precision also. 
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Chapter-4 
St/uUifled' SatnfdUif 
esmtv: 
Method op9>ooJteJ, 
va/Uances/ 
CHAPTER-4 
AN OPTIMUM MULTIVARIATE STRATIFIED SAMPLING 
DESIGN: 
METHOD OF POOLED VARIANCES 
4.1 Introduction: In stratified random sampling with L strata, 
let the sampler decides to draw a stratified random sample of size 
L 
«= ^«;,;/i = l,2,..,Z, where w/^ ;/2 = 1,2,..,Z,denotes the number of 
h=\ 
units drawn from the h"" stratum. The problem of determining the 
values of nfj;h = 1,2,.., Z that minimize the variance of the estimate 
for a fixed cost or minimize the total cost of the survey for a fixed 
precision of the estimate is known as the problem of allocation. 
The allocation obtained by using either of the above criteria is 
known as optimum allocation. The concept of optimum allocation 
was first given by Neyman (1934). Mahalonobis (1944) introduced 
the cost function. Stuart (1954) used Cauchy's inequality to obtain 
the optimum allocation. 
In the multivariate survey where more than one uncorrelated 
characteristics are to be measured on the selected units of the 
sample one allocation which is optimum for a particular 
characteristic may be far from optimum for others. Thus to obtain 
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an allocation which is optimum for all characteristics, in some 
sense, we need a compromise criterion that suits well to all 
characteristics. An allocation based on a compromise criterion may 
be called a compromise allocation. 
Various authors suggested different compromise criteria to 
work out a compromise allocation. Among them are Peter and 
Bucher (undated), Geary (1949), Dalenius (1957), Ghosh (1958), 
Yates (1960), Aoyama (1963), Folk and Antle (1965), Kokan and 
Khan (1967), Chatterjee (1967,1968), Arvanitis and Afonja (1971), 
Ahsan and Khan (1977, 1982), Bethal (1985), Chromy (1987), 
Melaku and Sadasivan (1987), Bankier (1988), Bethal (1989), 
Kreienbrock (1993), Jahan et. al. (1994), Khan et. al. (1997), Khan 
et. al. (2003), Ahsan et. al. (2005) and many others. 
Park et. al. (2007) suggested a compromise allocation that 
uses Neyman allocation with an estimator of pooled standard 
deviation of combined strata that are known to have equal standard 
deviations and the proportional allocation together for a univariate 
stratified population. 
In this chapter the idea of pooling the standard deviations is 
first extended to obtain a compromise allocation in a stratified 
population having more than three strata out of which more than 
two strata have the same stratum variance and there are more than 
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one group of strata with this characteristics property. This 
phenomenon is termed as "multiple pooling". Later the case of 
multiple pooling is extended for multivariate stratified population. 
This chapter is based on my research paper entitled "An 
optimum multivariate stratified sampling design: Method of pooled 
variances" presented in 61 '^ annual conference of Indian statistical 
agricultural society held at Birsa Agricultural University, Ranchi 
during 29* Nov-1""^ Dec 2007. (See Ansari et. al. (2008c)) 
This paper has been submitted for publication to 
Communications in Statistics - Simulation and Computing, Mc-
Master University, Hamilton, CANADA. 
4.2 Formulation of The Problem- The Univariate case: In 
L 
Stratified random sampling y^i = ^^hyh i^  an unbiased 
h=\ 
_ L _ 
estimator of the over all population mean ^ = ^ ^h^h ^'^h a 
h=\ 
sampling variance 
h=\ "h h=\ ^h 
The allocation that minimizes V{y^f) for a fixed total 
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sample size is the solution of the following MPP. 
Minimize V{y,t) = X ^^^ - t ^^ ^^ 
^h h^\ ^h 
subject to X «/i ^ " 
and nil ^0;h = l,2,..L 
(4.1) 
The terms under the second summation in the objective 
function F(J5j,)may be dropped from minimization because they 
are independent of nfj and we get the MPP (4.1) as 
Minimize f{nh)=Yp^ 
L 
subject to ^nif<n \ (4.2) 
h=\ 
and nfj>0;h = \,2,..L 
4.2.1 The Proposed Solution: Park et. al. (2007) used the 
approach outlined in Section 1 to work out a compromise 
allocation for the univariate stratified case with only three 
strata in which first and second strata have equal stratum 
2 2 variance, that is S\ =82- In the following the case of more 
than three strata with multiple pooling is discussed. 
In the absence of the knowledge of the true values of 
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the strata standard deviations their estimates are used to 
work out an optimum allocation. If we have the additional 
information that some of the strata standard deviations have 
equal value then this information could be used to improve 
the precision of the estimate y^f of the population mean Y. 
Park et. al. (2007) also showed that if the differences 
between unequal strata standard deviations are large, then 
the estimator based on the compromise allocation is more 
efficient than that using proportional allocation. 
First, draw preliminary samples of sizes «^ from the 
//"• stratimi to estimate the unknown 5/,. The strata with 
equal 5/, are then combined into a single stratum and the 
samples sizes are allocated by Neyman allocation using the 
pooled variance. Then the sample size allocated to the 
combined stratum is reallocated to its constituent strata using 
proportional allocation. 
Consider a stratified population with L strata where 
some of the strata (say k) are known to have equal variances. 
Without loss of generality, we can assume that they are the 
first k (<L) strata, that is, 5] =^2 =.... = 5;^. These strata 
when combined into a single stratum will have an estimated 
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standard deviation Sp^^i given by 
^pool M 
. h=\ 
1/2 
; h = \,2,..,k (4.3) 
Where n'fj and s^ denote the preUminary sample sizes 
and the estimates sample standard deviations for the h"' 
stratum based on the preliminary sample. The size of the 
preliminary sample may be worked out using the criterion 
given by Sukhatme et. al. (1970). 
The compromise allocation is then given by 
'''="71 
( k \ 
U=i ) Wh 
\ 
\h=\ ) h=k+\ h=\ 
= n 
iWh)(spool) 
X^h [SpoolI + l^^h^h 
\h=\ J h=k+] 
• h = \,2,..,k (4.4) 
"^  ="ri—A— 
Kh=l 
L 
z 
h=k+\ 
; h = k + \,k-¥2,..,L 
where n denote the total sample size. 
Now consider the case when there are more than one 
89 
group of strata with equal strata standard deviations. That is, 
we have the case of multiple pooling. Let there be / such 
groups of strata. Consider the following situation. 
The stratum standard deviations S^;h = \,2,..,L be 
unknown but (i) their estimates are available from a 
preliminary samples of sizes rif^ and (ii) it is known that 
some of the strata have equal stratum standard deviations 
There are / groups G\,G2,..,Gi having equal stratum 
standard deviations within group and an {l + Y)th group 
G(/+i) consisting of the strata with unequal standard 
deviations. 
Group Gj consist of mj ;i = l,2,...,l strata with equal 
standard deviations. For / = / +1, the group Gn+n consists 
of /W(/+i) strata with unequal strata standard deviations. The 
pooled standard deviation for the /"" group Gj;/= 1,2,..,/ is 
given by 
1/2 
^pool j 
heMj 
1 = 1,2,..,/ (4.5) 
where Mf, / = 1,2,..,/, denote the set of w,- indices of the 
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strata constituting the group G, and n'^ and Sfj;h = l,2,...,L 
are preliminary sample size and the estimated standard 
deviations respectively, based on the preliminary sample. 
The proposed compromise allocation using (4.4) are 
then given by 
heM, hiM, 
^j ^h^h • / = (/ + ]) 
[spool] Z^A+ Yj^h^h ' 
hsM, h^M, 
4.3 A Numerical Example: A simulation study has been carried 
out to illustrate the computational details of a univariate population 
with multiple pooling. Consider a stratified population with five 
strata (L=5). The data are generated via website 
"http://w'ww.alewand.de/statlabneLi/'stattab.htm" for three 
independent normal populations with the specifications. 
Table 4.1: Stratum standard deviations (Sfj) and stratum 
weights (Wfj) for five strata with preliminary sample sizes («/,) 
h 
Sh 
Wh 
n'h 
1 
15 
0.197 
15 
2 
15 
0.191 
14 
3 
25 
0.219 
22 
4 
40 
0.185 
28 
5 
25 
0.208 
21 
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As Si = S2 = 15 and S3 = S5 = 25 we have: 
For group Gi: mi =2, Mj = {1, 2} 
G2:m2 = 3, M2={3, 5} 
G3:m3= 1,M3= {4} 
The sample data are generated through a computer program 
using the model 
yfjj = S^Z/ji +Yh;i = 1,2,..-, A^ /j andh = 1,2,-, L 
where y/jj denote the value of the /"' observation in /?"' stratum for 
the characteristics and Z/jj are the values of the randomly selected 
standard normal variate Z. 
The sample values of stratum standard deviations are worked 
out as 
si =15.0988 S2 = 10.0282 53 = 23.2814 
54=37.4376 and 55 =24.8519 
Using the sample standard deviations the Neyman allocation 
for n= 100 are 
« i= 13.4692* 14 «2 =8.6734*9 
/73 =23.0876*23 ^4 =31.3625*31 
and ^5= 23.4073* 23 
From the available data the sampling variances of the 
estimates of the population mean (fpc ignored) is obtained as 
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F(;;,,) = 5.4919. 
Assuming that the true strata standard deviations Sh are 
unknown but the information about the equality of some of the 
standard deviations are available as given in Table 4.1. 
The pooled standard deviations are worked out as follows. 
nl/2 
fe-lMi+(n;,9-lM7 
^pool 1 
"31+"32-2 
(15 -1)(15.0988)^ + (14 -1)(10.0282)^ 
15 + 14-2 
12 
14x227.9774 + 13x100.5648 
15 + 14-2 
3191.6836 + 1307.3424 
27 
1/2 
1/2 
= [166.6306} 
= 12.9085 
,1/2 
^ pool 2 
1/2 
te-l>33+("35-l>35 
«33 + «35 - 2 
(22-l)(23.2814)^+(21-l)(24.8519)^ 
22 + 21-2 
1/2 
21x542.0236 + 20x617.6169 
41 
-\\/2 
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11382.4950 + 12352.3380 
41 
1/2 
= [578.8984]'^ ^ 
= 24.0603 
The rounded off compromise allocation obtained by 
averaging the values of 
heM, hiM, 
= ni \^^'^ ^ ;/ = (/ + !) 
^pool,] lJVh+ Zj^h^h 
heM, hiM, 
«1 =11.4507 «11 n2=11.1017 «11 
/73= 23.7264 *24 ^4 =31.1867 «31 
and nj = 22.5345 « 23 
The available information gives the sampling variances of 
the estimates of the population mean (fpc ignored) as 
F(3;,,) = 5.4276. 
For the sake of comparison the variances imder proportional 
allocation are also worked out as follows. 
Under proportional allocation for n=100 
«i=20 «2=19 «3=22 /74=18 «5=21 
The variance imder proportional allocation for the given data 
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is V{y,t) = 5.1544. 
Table 4.2: Relative efficiencies as compared to proportional 
allocation 
Variance under different allocation 
Neyman 
allocation 
5.4919 
Proposed 
compromised 
allocation 
5.4276 
Proportional 
allocation 
5.7544 
Relative Efficiencies as 
compared to proportional 
allocation 
Neyman 
allocation 
1.04789 
Proposed 
compromised 
allocation 
1.0602 
Table 4.2 verifies that the proposed compromise allocation is 
more efficient as compared to the Neyman and proportional 
allocations under the stated conditions. 
4.4 The Multivariate Case: For multivariate case when the 
population means Yj;j = \2,..,p of p characteristics are of 
interest, the MPP (4.2) forj"' characteristics can be expressed as: 
Minimize fi(f^h)-\, 
h=\ "/^  
L 
subject to '^nfj<n J- (4.6) 
h=\ 
and «/j >0;/2 = l,2,..Z, 
Where, in/y («/,), suffix j " has been introduced to represent 
they"" characteristic and Sj^j denote the stratum variance in the h' ih 
95 
stratum for theT"* characteristic. 
4.4.1 The Solution Procedure: In this section the idea of 
pooling of the standard deviations is extended to the 
multivariate case where populations with L strata in which p 
characteristics are defined on each unit.. The situation where 
multiple pooling for a particular characteristic could be done 
has also been taken into account. First we combine the strata, 
that are known to have equal standard deviations into single 
stratum, and the pooled standard deviations are worked out 
using the estimated standard deviations. The sample sizes are 
then allocated according to the Neyman allocation using the 
pooled standard deviations. The sample sizes allocated to the 
combined stratum are then reallocated to its constituents 
strata according to the proportional allocation. 
Assume that 
(a) the stratum standard deviations 
Sj^;j = \,2,..p;h = \,2,..,L be unknown but (i) their 
estimates are available from a preliminary samples of sizes 
n'jf, and (ii) we have the prior knowledge that some of the 
strata have equal stratum standard deviations 
(b) for the j"" characteristics there are /,- groups 
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Gj\,Gj2,..,Gji having equal stratum standard deviations 
and an (/.• -\-\)th group G.(/ +)) consisting of the strata with 
no information about the equahty of standard deviations. 
(c) rriji denote the number of strata in the group 
Gji;{ = 1,2,..,Ij that is, group G,/ consists of w,/ strata 
with equal standard deviations. For / = / .• +1, the group 
Gjn +1) consists of w.(/ ^n strata with unequal strata 
standard deviations. 
For they"" characteristic the number of pooling will be 
/; and the pooled standard deviations using (4.3) are given 
by 
^ J pool, 
heMj, 
1/2 
i = \,2,..,lj 
where Mjj;j = \,2,..,pi = \,2,..,lj, denote the set of mjf 
indices of the strata constituting the group G .7 and n'jfi and 
Sjfj are preliminary sample size and the estimated standard 
deviations respectively, based on the preliminary sample. 
The proposed multivariate compromise allocation 
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n !h = n-
using (4.4) are then given by 
pool, 
•'^  "sjpool, Yj^h^ Y^h^jh 
h&Mj, hiMj, 
= n 
^jpool, Z^/»+ H^hS 
heMj, hiMjj 
jh 
•,j = \,2,..,p ; / = l,2,..,/y, 
;j = \,2,-,P ; i = {lj+l) 
4.5 A Simulation Study: A simulation study has been carried 
out to illustrate the computational details of a multivariate 
population with multiple pooling. Consider a stratified population 
with five strata (L=5) in which three characteristics are defined on 
each unit (p=3). The data are generated via website 
"http://\vw^.alc\vand.de/staTtahncii stattab.htm" for three 
independent normal populations with the specifications. 
Table 4.3: Stratum standard deviations (Sjfj) for three 
characteristics and five strata 
Stratum^ 
Characteristics J' 
j=l 
j=2 
j=3 
h=l 
25 
22 
15 
h=2 
10 
05 
15 
h=3 
10 
15 
25 
h=4 
35 
07 
40 
h=5 
10 
05 
25 
A s Si2 = Si3 = Si5 - 10, S22 = S25 = 5, 
S31 = 832= 15 and S33 = S35 = 25 w e have 
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For group Gn: mn = 3, Mn = {2, 3, 5}, /] =\,andl\ +1 = 2 
For group G21: m2i = 2, M21 = {2, 5} /2 = \,and /2 +1 = 2 
For group G31: m^x =2 , M31 = {1, 2} 
G32: m32 = 3,M32= {3, 5} /3 -2,andl2 +1 = 3 
Table 4.4: Strata Means (F^;,) 
Stratum-> 
Characteristics >l 
j=l 
J-2 
j=3 
h=l 
10 
25 
45 
h=2 
12 
28 
40 
h=3 
08 
17 
50 
h=4 
06 
25 
38 
h=5 
14 
30 
52 
It is also assumed that the stratum weights W^ are known as: 
^1 =0.197 PF2 =0.191 ^3=0.219 ^4=0.185 ^^5= 0.208 
The preliminary samples sizes n'jfj used to estimate 5.7,are 
given in Table 4.5. 
Table 4.5: Preliminary Sample Sizes («/;,) 
Stratum-> 
Characteristics 4 
j=l 
j=2 
j=3 
h=l 
24 
40 
15 
h=2 
13 
09 
14 
h=3 
15 
30 
22 
h=4 
33 
12 
28 
h=5 
15 
09 
21 
The sample data are generated through a computer program 
using the model 
99 
yjhi = ^ jh'^hi + ^jh5' = 1'2,.-, A /^7;^  = 1,2,.",^ a«^ 7 = 1,2,-,P 
,"> Where >>.;,,• denote the value of the / observation in k 
stratum for the / ' ' characteristics and Z^i are the values of the 
randomly selected standard normal variate Z. 
The sample values of stratum standard deviations are 
summarized in Table 4.6. 
Table 4.6: Sample 
Stratum->• 
Characteristics 4 
ri 
j=2 
j=3 
h=l 
21.1413 
22.3244 
15.0988 
standard deviations {s^f) 
h=2 
8.6060 
4.6048 
10.0282 
h=3 
9.6656 
16.9006 
23.2814 
h=4 
30.1319 
5.1111 
31A316 
h=5 
8.8185 
4.4331 
24.8519 
Using the sample standard deviations the usual Neyman 
allocation for n=100 are given in Table 4.7. 
Table 4.7: Neyman allocation for n=100 
Stratum-> 
Characteristics 4^  
j=l 
j=2 
j=3 
Average over j 
Average 
(rounded off) 
h=l 
27.1607 
40.0917 
13.4692 
26.9072 
27 
h=2 
10.7194 
8.0716 
8.6734 
9.1548 
9 
h=3 
13.8047 
33.7405 
23.0876 
23.5443 
23 
h=4 
36.3534 
9.7442 
31.3625 
25.8200 
26 
h=5 
11.9617 
8.4059 
23.4073 
14.5916 
15 
100 
From the available data the sampling variances of the 
estimates of the population means of the three characteristics (fpc 
ignored) are obtained as 
Fi(J;,,) =2.5569, ^2(3^,,) = 1.4985, F3(J,,) = 5.4919, 
respectively. 
Assuming that the true strata standard deviations Sjh are 
unknown but the information about the equality of some of the 
standard deviations are available as given in Table 4.1. 
The pooled standard deviations are worked out as follows. 
_r(»i2 -1>21 +(^13 -1>31 +(^15 - l> lV '^^ 
^ ' "12+"13+ "15-3 
(13 -1)(8.6060)^ +(15-1)(9.6656)^ +(15-1)(8.8185)^ 
13 + 15 + 15-3 
1/2 
12 X 74.0632 +14 x 93.4238 +14 x 77.7659' 
13 + 15 + 15-3 
1/2 
888.7584 + 1307.9332 + 1088.7226 
40 
1/2 
= [82.1354]^^^ 
= 9.0629 
^Ipool ] fe2-0^22+(>^25-l>25 
"22 + "25 - 2 
1/2 
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(9 -1)(4.6048)^ + (9 -1)(4.4331)^ 
9 + 9-2 
1/2 
8x21.2042 + 8x19.6524 
16 
1/2 
169.6336 + 157.2192 
16 
nl/2 
= [20.4283]' 
= 4.5198 
|l/2 
^2) pool ] ( "32 - l>31+fe2 - l>32 /731+/732-2 
1/2 
(15-1) (15.0988)- + (14 - l)(l 0.0282)^ 1/2 
15 + 14-2 
14x227.9774 + 13x100.5648 
15 + 14-2 
1/2 
3191.6836 + 1307.3424 
27 
1/2 
= [l66.6306f^^ 
= 12.9085 
^3 pool 2 ~ 
fe3-l>33+("35-l>35 
"33 + "35 - 2 
1/2 
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(22-l)(23.2814)^+(21-l)(24.8519y 
22 + 21-2 
1/2 
21x 542.0236 + 20x 617.6169" 
41 
1/2 
11382.4950 + 12352.3380 
41 
1/2 
= [578.8984^^ 
= 24.0603 
The rounded off compromise allocation obtained by 
averaging the values of 
pool, 
riih =n-
^^ "sjpool, Y^h+ H^h^Jh 
= n 
WfjSjfj 
^ J pool, Y^h+ H^hSjh 
over j , are given in Table 4.8. 
; j = \,2,..,p ; i = \,2,-Jj 
;j = \,2,..,p ; / = (/y+l) 
Table 4.8: The Rounded off Compromise allocation 
Stratum-> 
Characteristics >!' 
.1=1 
}=2 
.i=3 
Average over / 
Compromise 
allocation 
(rounded off) 
h=l 
27.1497 
40.0851 
11.4507 
26.2285 
26 
h=2 
11.2841 
7.8686 
11.1017 
10.0848 
10 
h=3 
12.9386 
33.7350 
23.7264 
23.4667 
23 
h=4 
36.3387 
9.7426 
31.1867 
25.7560 
26 
h=5 
12.2887 
8.5686 
22.5345 
14.4639 
15 
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The available information give the sampling variances of the 
estimates of the population means of the three characteristics (fpc 
ignored) as 
Viiy,,) = 2.0632 ^2(5^,,) = 0.9420 ^3(5;,,) = 5.4276 
respectively. 
For the sake of comparison the variances under proportional 
allocation are also worked out as follows. 
Under proportional allocation for n=100 
«j=20 «2=19 «3=22 ^4=18 «5=21 
The variances of the characteristics under proportional 
allocation for the given data are 
n(y,t) = 3.0991 F 2 a , ) = 1.7344 F3(>;,,) = 5.7544 
respectively. 
These computations are summarized in the Table 4.9 
Table 4.9: Sampling variances of the estimates under different 
allocations 
j 
1 
2 
3 
Sampling variances Vj {y^^) under different 
allocations 
Neyman 
2.5569 
1.4985 
5.4919 
Proposed 
Compromise 
2.0632 
0.9420 
5.4276 
Proportional 
3.0997 
1.7344 
5.7544 
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The relative efficiencies as compared to proportional 
allocation are given in Table 4.10. 
Table 4.10: Relative cfflciencies as compared to proportional 
allocation 
j 
1 
2 
3 
Neyman allocation 
1.2023 
1.1574 
1.04789 
Proposed 
Compromise 
allocation 
1.5024 
1.8412 
1.0602 
Table 4.8 verifies that the author's proposed compromise 
allocation is more efficient as compared to the Neyman and 
proportional allocations under the stated conditions. 
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Chapter-5 
CHAPTER-5 
A MULTIPLE RESPONSE STRATIFIED RANDOM 
SAMPLING DESIGN 
5.1 Introduction: In many sample surveys more than one 
population characteristics are to be estimated. In such cases, 
associated with each sampled population unit, we have a p-
component response vector that is the vector of response variables. 
Where 'p' denotes the number of population characteristics to be 
estimated. An optimum multiple response stratified sampling 
design is that which select the sample sizes from various strata to 
minimizes the cost of the survey subject to the preassigned upper 
bounds on the sampling variances of the estimates or minimizes the 
sampling variances of the estimates for a fixed budget. This 
problem is called the problem of allocation, the later is a more 
practical situation. Unfortimately to minimize all the sampling 
variances of the estimates, of the p-component population 
parameter, simultaneously is not possible because an allocation that 
is optimal for one characteristic is generally far from optimal for 
others if the characteristics are not highly correlated (See Cocharan 
(1977)). To solve this problem one has to use an allocation that is 
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optimal in some sence for all the characteristics. In other words we 
have to work out the optimum allocation according to some 
compromise criterion. Neyman (1934), Peter and Bucher (undated), 
Geary (1949), Dalenius (1957), Ghose (1958), Yates (1960), Folk 
and Antle (1965), Chatterjee (1967), Cochran (1963), Kokan and 
Khan (1967), Chromy (1987), Bethal (1985, 1989), Khan, et. al. 
(1997), Jahan, et. al. (1994), Khan, et. al. (2003) and many other 
authors either developed new criterion or explored the already 
existing criteria further to work out a compromise optimal 
allocation. 
In present chapter the problem of determining the fixed cost 
multiple response optimal stratified sampling design is worked out 
by using the compromise criterion proposed by Chatterjee (1967). 
The problem is formulated as a Mathematical Programming 
Problem (MPP) with a strictly concave objective function and a 
single linear cost constraint. Kuhn and Tucker optimality 
conditions, that are necessary as well as sufficient for the 
formulated problem, are used to work out a solution. This chapter 
is based on my research paper entitled "On multiple response 
stratified random sampling design" presented in National 
Conference in Statistics, held during 22-23"' Feb. 2008 at 
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Department of Statistics, University of Jammu. A numerical 
example is also presented to illustrate the necessary computational 
details. Later on the paper was submitted for publication to the 
Journal of Statistical Science, Kolkata, INDIA (See Ansari et. al. 
(2008d)). 
5.2 The Problem: Let C be the fixed cost available for the 
sample survey, c/j be the per unit cost of measurement of all the p 
characteristics in the h"^ stratum and «/jy be the usual individual 
optimum allocation. Chatterjee (1967) showed that the relative 
increase Ej in the variance of the estimate yj^t of the population 
mean Yj of the f^ characteristic due to the use of a nonoptimum 
allocation rih may be expressed as 
P 1 ^(^hinhj-nhf 
Ei=-L ;y=l,2,...,/7 (5.1) 
^ h=\ "/» 
He worked out the compromise allocation nh by minimizing the 
P L 
total relative increase E= ^Ej for fixed cost C = ^Cf^rif^ using 
j=\ h=l 
Lagrange multipliers technique. Khan, et. al. (1997) formulated this 
problem as an integer nonlinear programming problem and used 
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dynamic programming technique to obtain an integer optimum 
solution through a computer programme. 
The problem of determining the fixed cost multiple response 
optimal stratified sampling design is given as 
* x2 ^ 
Minimize E- > £ ,• = — > 
j=\ "- h=\ ^h 
L 
Subject to ^Ch^h-^ 
and w/z^O ;h=l,2,...L 
(5.2) 
The constraints rifj < Nfj;h = \,2,...,L are introduced to avoid the 
problem of oversampling. 
The objective function can be expanded as 
p L 
c 
J_ 
c 
J_ 
c 
P L ^ 2 PL P L ^ 
j=\h=\ j=\h=\ 
h=l h=l"h j=\ 
+ yh.+. IPhnh + l^^K (5.3) 
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P *2 
Where k^ =c/, 5]n, . ,/?/, ^ pcfj;h=l,2,..L 
;=1 
(5.4) 
and AT = ^ ^ ^^hi^h is ^ ^^  constant term 
h=\j=\ 
In the expression (5.3) C and A^  are known constants and 
can be dropped from the objective function and the MPP (5.2) may 
be restated as 
^ ku ^ 
Minimize ^-^^^Ph^h 
Subject to ^CfjUfj-C <0 
h=\ 
nh<Nh 
and nh>0 ;h=l,2,....Z 
or 
^ ku ^ 
Maximize fin^) = - X UPhf^h 
h=\"h h=l 
L 
subject to girth ) = C-Y,Chnh^O 
h=\ 
and "A - 0 h = \,2,...,L 
(5.5) 
Note that in NLPP (5.5) the constraints nh<Nh;h = 1,2,...,Z 
are ignored. For large strata these constraints are seldom violated. 
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When strata sizes are small they may be violated and create the 
problem of oversampling. In such cases we may fix rig = A^^ for 
h = q if ng>Ng in the final solution and resolve the MPP (5.5) 
with (L-1) strata only. 
5.3 The Solution Procedure: We know that if x is the optimal 
solution to the MPP 
' Maximize f{x), subject to g(x) > 0 and x>0" (5.6) 
(where g(x) is a vector function of the constraints having m 
components) then according to Kuhn and Tucker (1951), there 
exist a vector u such that 
VJ{x ,u)<q 
X V ;^(.(JC ,M ) = 0 
u V^„(x ,M ) = 0 
X* >q 
u*>0 
(5.7) 
Where ^(x,u) = f(x) + u g(x) (5.8) 
and V^^ and V„^ represent the gradient vectors of ^ with respect 
to the components of vectors X and u respectively. 
Il l 
If the conditions (5.7) are sufficient also and we are able to 
find an x satisfying them, then x will solve the MPP (5.5). 
For the MPP (5.5) the Kuhn-Tucker conditions are sufficient 
also because the objective function /(«;,) is strictly concave and 
the constraint gi(n^) >0,i = 1,2,...,/w are linear. For LPP (5.5) the 
function ^ is defined as 
'P(n,ii) = f{n)+ug(n) 
(5.9) 
h=\ 
where n = («i,n2 v,"/,)^^ the vector of decision variables (sample 
sizes). 
This gives the six Kuhn-Tucker conditions as: 
<0 kfj 
-f-Ph-uCh 
( \ 
— -Ph-uch 
;h = l,2,...L 
L 
h=\ 
= 0 
C-Y^Chnh>Q 
h=\ 
f L \ 
u 0 
V h=\ J 
«/j>0 ;h = l,2,...L 
u>0 
(5.10) 
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According to Kuhn-Tucker theory, when the numerical 
values of k}j, p^, Cf^ and C are available and we can find 
* , * • 
n ={n\,n2,:.,ni) and u satisfying (5.9), the values of 
«/, •,h = l,2,...,L will solve the MPP (5.5) and consequently MPP 
(5.2). 
5.4 A Numerical Example: The following example shows the 
application of the proposed approach. The data used is from Khan, 
et. al. (1997). 
In a stratified population with three strata and two variables, 
the values of Nfj,W^, S}^\,Si^2 ^^^ ^h ^^ ^ ^^  given in Table 5.1. 
The total cost C of the survey is fixed as 100 units. 
Table 5.1: Data for three strata and two characteristics 
h 
1 
2 
3 
f^h 
18 
27 
15 
Wh 
0.30 
0.45 
0.25 
^hx 
2.0 
4.0 
20.0 
Sh2 
1.5 
2.0 
35.0 
Ch 
3 
4 
5 
Using (5.4) the values of k^i and Ph',h-1,2and3 are obtained as: 
k^=\S,k2= 160, and k-^ = 2600 •,pi=6, p2=^ and p^ = 10 
The MPP (5.5) thus becomes 
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Maximize f{n^) = - 15 160 2600^ 
— + + 
«! «2 "3 
Subject to g(nfj; = 100 - 3ni - 4«2 - 5^3 > 0 
«;, > 0 •,h = 1,2, and 3 
+ (6ni +8«2+10n3) 
Using (5.9) 
(«,") = - . , o 1A \ flS 160 2600Y (6«] +8«2 +10«3)+ — + + 
V"\ "2 "3 j 
(5.11) 
+ M ( 1 0 0 - 3 « , - 4 « 2 - 5 « 3 ) 
where n = («i,«2>"3)-
The six Kuhn-Tucker necessary and sufficient conditions for 
the MPP (5.10) will then be 
/' 
. 15 . 
- 6 + ^r--3M 
o 160 , 
ni 
,A 2600 ^ 
-10 + r - -5M 
"3 *^  
<0 (0 
y 
« , ( - 6 + ^ - 3 M ) + /72(-8 + ^ - 4 M ) + « 3 ( - 1 0 + ^ - 5 M ) = 0(/7) 
"1 «2 «3 
( 1 0 0 - 3 n i - 4 « 2 - 5 « 3 ) > 0 
M(100-3ni-4n2-5M3) = 0 
«;j>0 •,h = \,2and3 
u > 0 
(///•) 
(/v) 
(v) 
(v/) 
(5.12) 
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For obtaining a solution to (5.12) we proceed as follows. 
Let «i 5tO,«2 ' 'O, n^^O 
(5.11) ( i i ) ^ 
- 6 + ^ - 3 M = 0 
,n 2600 . . 
-10 + — r — 5 M = 0 
«3 
Further let M = 0, then 
15 (5.13)=> - 6 + ^  = 0 or ni=1.5811 
(5.13) 
« i 
- 8 + ^  = 0 or ^2 =4.4721 
"2 
-10 + ^ ^ = 0 or 7^3 =16.1245 
"3 
Since 
(100-3/7, -4«2 -5«3)=100-3xl.5811-4x4.4721-5xl6.1245 
- -3.2542 < 0 
condition (5.12) (iii) is violated. 
when M ^ 0, (5.12) ( iv)^ (100 - 3«, - 4«2 - 5«3) = 0 
or 3«, +4«2+5«3 =100 (5.14) 
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Solving (5.13) and (5.14) as four simultaneous equations in four 
variables ni,n2,nj and u we get the unique solution as: 
«i=1.5313,«2 =4.3313,«3 =15.6167 and M = 0.1323 (5.15) 
The solution (5.15) satisfies all the K-T conditions from 
(5.12) (i) to (5.12) (vi) hence it provides an optimal solution to the 
NLPP(5.11). 
Theoretically this solution is optimal but infeasible because 
W3 > A^ 3 =15 For practical implementation we need integer values 
of sample sizes n\,n2 andn^. The rounded off integer values are 
«1 = 2,«2 = 4 and «3 = 16. As 7V3 = 15 we have «3 > A^ 3 and the 
problem of oversampling occurs in the third stratum. As discussed 
in Section 5.2 we can now fix n^ = A^3 that is «3 = 15 and resolve 
the NLPP (5.5) for two variable «i andn2 only. 
This gives the following NLPP 
Maximize f{n\, «2) = ~ fl5 160^ 
— + — + 
l"l "2 ) 
Subject to g(n^ j = 25 - 3A7I - 4«2 ^ 0 
and n\,n2^0 
(6«,+8«2) 
(5.16) 
Note that available cost is also reduce to 100 -15 x 5 = 25. 
Define ^(«i,n2,v) = / («i ,«2) + vg("i,«2) 
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(6^1 +8«2)+ (\5 160"! 
— + — + v(25-3«i -4«2) 
The six necessary as well as sufficient Kuhn-Tucker conditions for 
MPP (5.16) are 
^ 15 ^ 
_6 + 4 -3v 
_8 + — - - 4 v 
«2 . 
15 
<0 
160 
(0 
«l(-6 + — - 3 v ) + n2(-8 + ^ - - 4 v ) = 0 07) 
«1 "2 
( 2 5 - 3 « , - 4 « 2 ) ^ 0 (m) 
v(25-3«i-4n2) = 0 (/v) 
ni,n2>0 (v) 
an<^ V > 0 (v/) 
(5.17) 
Let «i ^0,«2 '^O, 
(5.17)(ii)3> 
- 6 + - ^ - 3 v = 0 
"1 
- 8 + l ^ - 4 v = 0 
(0 
(") 
(5.18) 
With v = 0 (5.18) (i) gives «i =1.5811 and (5.18) (ii) gives 
«2 =4.4721 
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The rounded off integer solution is thus given by 
«i =2,«2 =4 and riT, -\5 withC= ^Cf^nf^ =97 and we have a 
h=\ 
left-over cost of 100-97=3 units. As discussed in Khan, et. al. 
(2003) this left-over cost can be utilized optimally by increasing 
«,* by 1 this gives the optimal solution as 
«] =3, W2=4 a/7i/ 173 =15 with C= 2JC;,«;J =100. 
h=\ 
5.5 Discussion: For the data given in table 5.1 the individual 
optimal allocations worked out by the usual method is 
il^-
^2 1^ 
6 2 
,14 18, 
This gives the Cochran (1963) rounded off compromise 
allocation given by the formula 
1 ^CW,S,j/^ 
nfj=- > ;— ; h=1.2,..L 
as ni=2, n2=4andns=16 
(5.19) 
which is infeasible because «3 > A^3 and ^Cf^nfj > 100. 
h=\ 
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Further it can be seen that the rounded off compromise 
allocation worked out by using the formula of Chatterjee (1967), 
that is 
nh= ^ ''^"7' •,h = \,l,...,L (5.20) 
also gives the same allocation and hence is infeasible. 
The author's approach gives a feasible as well as an optimal 
solution for the problem of determining the fixed cost multiple 
response optimal stratified sampling design. 
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