Abstract. We introduce a Bayesian model for inferring mixtures of subspaces of different dimensions. The key challenge in such a model is specifying prior distributions over subspaces of different dimensions. We address this challenge by embedding subspaces or Grassmann manifolds into a sphere of relatively low dimension and specifying priors on the sphere. We provide an efficient sampling algorithm for the posterior distribution of the model parameters. We also prove posterior consistency of our procedure. The utility of this approach is demonstrated with applications to real and simulated data.
Introduction
The problem of modeling manifolds has been of great interest in a variety of statistical problems including dimension reduction [6, 11, 32] , characterizing the distributions of statistical models as points on a Riemannian manifold [2, 13, 31] , and the extensive literature in statistics and machine learning on manifold learning [9, 18, 29] . A generalization of the manifold setting is to model unions and intersections of manifolds (of possibly different dimensions), formally called stratified spaces [7, 15, 20] . Stratified spaces arise when data or parameter spaces are characterized by combinations of manifolds such as the case of mixture models. One of the most important special cases arises when the manifolds involved are all affine subspaces or linear subspaces. Mixtures of linear subspaces have been suggested in applications such as tracking images [23, 35] , quantitative analysis of evolution or artificial selection [22, 26] , and applications in communication and coding theory [3, 37] . In this paper we provide a model for the simplest instance of inferring stratified spaces, estimating mixtures of linear subspaces of different dimensions.
The idea of dimension reduction via projections onto low-dimensional subspaces goes back at least to Adcock [1] and Edgworth [12] , with methodological and foundational contributions by R. A. Fisher [14] ; see [9] for an excellent review. It is very interesting that in 1922 Fisher suggested that the statistical setting where the number of variables is greater than the number of observations, p n could be addressed by reducing the dimension of p to very few p * summaries of the data where p * < n. The summaries in this setting were linear combinations of the variables. This idea of dimension reduction has been extensively used statistics ranging from classical methods such as principal components analysis (PCA) [24] to a variety of recent methods, some algorithmic and some likelihood based, that fall under the category of nonlinear dimension reduction and manifold learning [6, 9, 11, 18, 29, 32] . A challenging setting for both algorithmic and probabilistic models in this setting is where the data are being generated from multiple populations inducing a mixture distribution. It is particularly challenging when the mixtures are of different dimensions.
In many applications a useful model for the observed high-dimensional data assumes the data is concentrated around a lower-dimensional structure in the high-dimensional ambient space. In addition, it is often the case that the data is generated from multiple processes or populations each of which has low-dimensional structure. In general, the degrees of freedom or number of parameters of the processes capturing the different populations need not be equal. In this paper, we address this problem of modeling data arising from a mixture of manifolds of different dimensions for the restricted case where the manifolds are linear subspaces.
The most recent work that offers both estimators and provides gaurantees on estimates for inferring mixtures of subspaces has been limited to equidimensional subspaces [27, 30] . A Bayesian procedure for mixtures of subspaces of equal dimensions was developed in Page et al. [30] . A penalized loss based procedure was introduced in Lerman and Zhang [27] to learn mixtures of K-flats. There are significant difficulties in extending either approach to subspaces of different dimensions. The key difficulty in extending either approach is addressing the singularity introduced in moving between subspaces of different dimensions when one parameterizes a subspace as a point on the Grassmann manifold and uses the natural geodesic on this manifold. This difficulty appears in the Bayesian approach as requiring the posterior samples to come from models of different dimensions which will require methods such as reversible jump MCMC which may cause mixing problems. The difficulty is immediate in the penalized loss model as the loss is based on a distance to subspaces and if the dimensions of the subspaces vary the loss based procedure becomes very difficult.
The key idea we develop in this paper is that subspaces of different dimensions 1, 2, . . . , m can be embedded into a sphere of relatively low dimension S (m−1)(m+2)/2 where chordal distances on the sphere can be used to compute distances between subspaces of differing dimensions [8] . This embedding removes the discontinuity that occurs in moving between subspaces of different dimensions when one uses the natural metric for a Grassmann manifold. The other tool we make use of is a Gibbs posterior [25] which allows us to efficiently obtain posterior samples of the model parameters.
The structure of the paper is as follows. In Section 2 we state a likelihood model for a mixture of k subspaces each of dimension d k . In Section 2.2 we define the embedding procedure we use to model subspaces of different dimensions and specify the model with respect to the likelihood and prior. In Section 3 we provide an algorithm for sampling from the posterior distribution. For some of the parameters standard methods will not be sufficient for efficient sampling and we use a Gibbs posterior for efficient sampling. In Section 4 a frequentist analysis of the Bayesian procedure is given that proves posterior consistency of the procedure. In Section 5 we use simulated data to provide an empirical analysis of the model and then we use real data to show the utility of the model. We close with a discussion.
Notations. The Grassmann manifold or Grassmannian of d-dimensional subspaces in R m will be denoted Gr(d, m). The Stiefel manifold of m×d matrices with orthonormal columns will be denoted V(d, m) and when d = m we write O(d) for the orthogonal group. We use boldfaced uppercase letters, e.g., U, to denote subspaces and the corresponding letter in normal typeface, e.g., U , to denote the matrix whose columns form an orthonormal basis for the respective subspace. Note that U ∈ Gr(d, m) and U ∈ V(d, m). A subspace has infinitely many different orthonormal bases, related to one another by the equivalence relation U = U X where X ∈ O(d). We identify a subspace U with the equivalence class of all its orthonormal bases {U X ∈ V(m, d) :
In this article, the dimension of the ambient space m will always be fixed but our discussions will often involve multiple copies of Grassmannians Gr(d, m) with different values of d. We will use the term 'Grassmannian of dimension d' when referring to Gr(d, m) even though as a manifold,
Mixtures of linear subspaces
2.1. Likelihood specification. We consider the data X = (x 1 , . . . , x n ) drawn in an independent and identically distributed manner from a mixture of K subspaces where each observation x i is measured in the ambient space R m . We assume that each population is concentrated near a linear subspace U k which we represent with an orthonormal basis
We first state the likelihood of a sample conditional on the mixture component. Each mixture component is modeled using a d k -dimensional normal distribution to capture the subspace and a m − d k -dimensional normal distribution to model the residual error or null space:
where U k is the orthonormal basis for the kth component and is modeled by a multivariate normal with mean µ k and covariance Σ k and V k is the basis for the null space ker(U k ) which models the residual error as multivariate normal with variance σ 2 k I. We are estimating affine subspaces so the parameter θ k serves as a location parameter for the component and by construction θ k ∈ V k . Also note that without loss of generality we can assume that Σ k is diagonal since we may diagonalize the covariance matrix Σ k = Q k D k Q T k and rotate U k by Q k resulting in a parameterization that depends on U k and a diagonal matrix. Combining the distributions for the null space and subspace gives the observed distribution in ambient space which can be stated as either equivalent distributions
It will be convenient for us to use the second parameterization for our likelihood model.
Given the above likelihood model for a component we can specify the following mixture model
where w = (w 1 , . . . , w K ) is a probability vector and we assume K components. We will use a latent or auxiliary variable approach to sample from the above mixture model and specify a Kdimensional vector z with a single entry of 1 and all other entries of zero, δ ∼ Mult(1, w). The conditional probability of x given the latent variable is
2.2.
Prior specification and the spherical embedding. The parameters in the likelihood are for each component (θ k , Σ k , σ 2 k , U k , µ k , d k ) and the mixture weights w. Again we fix the number of mixtures as K. We will need to specify priors for each of these parameters. For some of these parameters straightforward conjugate priors exist: the location parameter θ k is normal, the variance terms Σ k and σ 2 k are Gamma, and the mixture weights are Dirichlet. A prior distribution for each triple (U k , µ k , d k ) is less obvious.
The inherent difficulty in sampling the triple is that we do not want to fix the dimension of the subspace d k , we want to consider d k as random. We can state the following joint prior on the triple
where etr is the exponential trace operator. 
We need to place priors on Grassmanians of different dimension d k . The key tool we use to specify such a prior is the embedding of Gr(d k , m) into S (m−1)(m+2)/2 , an appropriately chosen sphere 1 in R m(m+1)/2 , as proposed in Conway et al. [8] . This embedding allows us to embed subspaces of different dimension into the same space and measure distances between the embedded subspaces as a function of only the ambient (embedded) space. We will use this embedding to place a prior on U k which implicitly specifies a prior on d k . This embedding will have some very nice properties in terms of prior specification and computation.
The following theorem states that embedding the Grassmanian into a sphere allows us to measure distances between subspaces.
Theorem 2.1 (Conway-Hardin-Sloane 1996). The representation of a subspace U ∈ Gr(d, m) by its projection matrix P U gives an isometric embedding of Gr(d, m) into a sphere of radius
The embedding procedure proceeds in the following steps: (1) given a basis U k compute the projection matrix P k = U T k U k , (2) take all the entries of P k in the upper triangle (or lower triangle) as well as all the elements in the diagonal except for one as a vector in R m(m+1)/2−1 . The sum of all the entries on the vector will be a constant, this is a result of the orthogonality of U k , which means that all the subspaces of dimension k lie on the same sphere. The key observation by Conway et al. [8] was that if the extra coordinate is included, thus embedding into R m(m+1)/2 , the subspaces are still embedded into spheres and each of these spheres are cross sections of a higher-dimensional sphere which we denote as S (m−1)(m+2)/2 . The sphere S (m−1)(m+2)/2 is centered at ϕ 
The 0-dimensional subspace is embedded at the origin 0 ∈ R m(m+1)/2 . The radius of S (m−1)(m+2)/2 is m(m + 1)/8. In summary,
Grassmann manifolds are embedded into cross-sections of S (m−1)(m+2)/2 where the projection matrix corresponding to the pre-image has an integer valued trace. The geodesic distance along the surface of the sphere,
, where θ 1 , . . . , θ d are the principal angles between the subspaces. We illustrate the embedding for two projection matrices in Figure 2 .1. The representation of Grassmannians as points on S (m−1)(m+2)/2 has several useful properties. 1. An illustration of the spherical embedding for subspaces from Gr(1, 2) into R 2 on the left, and of Gr(k, 2), k = 0, 1, 2 on the right. Images of the embedding are in black, and the center of the sphere is in red. The coordinates for the embedding into R 2 is the first column of the projection matrix. By including the last entry in the diagonal of the projection matrix, we obtain coordinates for the embedding into R 3 . Gr(0, 2) and Gr(2, 2) are trivial sets giving 0 3 and I 3 as their projection matrices. They act as poles on the sphere with coordinates (0, 0, 0) and (1, 0, 1).
Sphere interpretation: The sphere S (m−1)(m+2)/2 provides an intuitive way to sample subspaces of different dimensions by sampling from S (m−1)(m+2)/2 . Under the projective distance, the sphere also has an intuitive structure. For example, distances between subspaces of different dimensions can also be computed as the distance between points on the sphere, these points will be on different cross-sections. Under the projective distance, the orthogonal complement of a subspace U is the point on S (m−1)(m+2)/2 that maximizes the projective distance. Further, the projection matrix is always invariant to the representation U . Differentiable: The projective distance however is square differentiable everywhere, making it more suitable in general for optimization problems. This is not the case for distances like geodesic distance or the Asimov-Golub-Van Loan distance where maximizing the distance between a set of subspaces will result in distances that lie near non-differentiable points [8] . This numerical instability can lead to sub-optimal solutions. Ease of computation: The projective distance is easy to compute via principal angles, which are in turn readily computable with singular value decomposition [19] . Working with the embedding requires only a relatively small number of coordinates -in fact only quadratic in m or m(m + 1)/2. Furthermore one can exploit many properties of a sphere in Euclidean space in our computations. For example sampling from a sphere is simple. The number of required coordinates is small compared to alternative embeddings of the Grassmannian, see [21] . In contrast the usual Plücker embedding requires a number of coordinates that is m d , i.e., exponential in m. Moreover the Plücker embedding does not reveal a clear relationship between Grassmannians of different dimensions, as there is using the spherical embedding.
We will place a prior on projection matrices by placing a distribution over the lower half of S (m−1)(m+2)/2 , points on S (m−1)(m+2)/2 corresponding to cross-sections where the subspace corresponding to the pre-image has dimension d < m(m + 1)/4. We only consider the lower half since we assume the model to be low-dimensional. The prior over projection matrices imples a prior over U k and d k . A point drawn from S (m−1)(m+2)/2 may not correspond to a subspace, recall only points with integer trace have subspaces as a pre-image. We address this problem by the following procedure: given a sampled point q ∈ S (m−1)(m+2)/2 we return the closest point p ∈ S (m−1)(m+2)/2 that is the pre-image of a subspace. The following theorem states the procedure. Theorem 2.2. Given a point q ∈ S , the point p that minimizes the geodesic distance on S , d S (q, p), subject to
can be found by the following procedure
Proof. In the case where the point q ∈ S is already on a cross-section of the sphere corresponding to Gr(d, ), the eigendecomposition will return exactly d non-zero eigenvalues. The eigenvectors give a basis for the subspace that is embedded into the point q. Similarly when the point q is between cross sections corresponding to Grassmannians, the above algorithm minimizes the Euclidean distance between the point p and q, and therefore minimizes the distance on S .
The full model is specified as follows for each
where equation (2.3) corresponds to sampling from a distribution P supported on the lower half of the sphere S (m−1)(m+2)/2 a projection matrix P k that corresponds to a subspace and computing the dimension d k as the trace of the subspace and computing the subspace U k from the projection and equation (2.4) corresponds to sampling from a normal distribution subject to the projection constraint U T k θ k = 0.
Posterior sampling
In this section we provide an efficient algorithm for sampling the model parameters from the posterior distribution. Sampling directly from a joint posterior distribution of all the parameters is intractable and we will use Markov chain Monte Carlo methods for sampling. For most of the parameters we can sample from the posterior using a Gibbs sampler. This is not the case for sampling from the posterior distribution over projection matrices with prior P on the sphere S (m−1)(m+2)/2 . The prior P should place more mass on cross-sections of the sphere corresponding to lower dimensions d k . Sampling efficiently from a joint distribution on d k , P k is difficult. We will address this problem by using a Gibbs posterior [25] to sample the projection matrices. We first state the Gibbs posterior we use to sample U k and θ k efficiently and the rationale for this form of the posterior. We then close with the sampling algorithm for all the model parameters.
It is not obvious how to place a prior on the sphere S (m−1)(m+2)/2 that will allow for efficiently sampling. We can however follow the idea of a Gibbs posterior to design an efficient sampler. The idea behind a Gibbs posterior is to replace the standard posterior which takes the form of posterior ∝ prior × likelihood with a distribution based on a loss or risk function that depends on both the data as well the parameter of interest in our case the loss function is given by
where e ik is the residual error for the ith sample given by the k-th subspace with the error defined by our likelihood model. The above loss function corresponds to computing for each sample the residual error to the closest subspace weighted by the dimension of the subspace. The penalty weighting the dimension of the subspace enforces a prior that puts more mass on subspaces of lower dimension. Given the likelihood or loss function we state the following Gibbs posterior
where ψ is a chosen temperature parameter. A Gibbs posterior is simply a loss oriented alternative to the likelihood based posterior distribution. Traditionally it is used to account for model misspecification. Here the Gibbs posterior is used to avoid overfitting by arbitrarily increasing the dimension of the subspace and for computational efficiency in sampling.
3.1. Sampling U [1:K] and θ [1:K] from the Gibbs posterior. In this subsection we outline our procedure for sampling from the model parameters U [1:K] and θ [1:K] using a Metropolis-Hastings algorithm which is effectively a random walk on the sphere. We first state a few facts that we will use. First recall that there is a deterministic relation between U k and P k , so given a P k we can compute U k . Also recall that a point sampled from S m is not the pre-image of a subspace. Given a point s 0 k ∈ S m we denote the subspace corresponding to this point as P k = ϕ −1 (s 0 k ), this is the closest projection matrix to s 0 k corresponding to a subspace. The procedure to compute P k from s 0 k is given in Theorem 2.2. We obtain U k correspond to the top d k eigenvectors of P k where d k is the trace of P k .
We now state two procedures. The first procedure initializes the parameters U [1:K] and θ [1:K] . The second procedure computes the -th sample of the parameters.
The first procedure which we denote as Initialize(U [1:K] , θ [1:K] ) proceeds as follows: 1. Draw σ ∼ S K , the symmetric group of permutations on K elements.
. The first step permutes the order we initialize the K components.
Step (a) samples a point from a multivariate normal with the dimension of the sphere. In Step (b) we normalize the sampled point, recenter it, and embed it onto the sphere S m(m+1)/2 . In Step (c) we compute the projection matrix by computing the closest subspace to the embedded point computed in Step (b). Given the projection matrix we compute the dimension in Step (d) and the basis of the subspace in Step (e).
Steps (e) and (f) we compute the θ parameters.
The second procedure which we denote as Update U ( )
computes the -th sample as follows:
1. Draw σ ∼ S K , the symmetric group of permutations on K elements.
For
σ(i) ; (i) compute the acceptance probability
(o) compute the acceptance probability
otherwise.
Many steps of this procedure are the same as the first procedure with the following exceptions. In Steps (a) and (k) we are centering the random walk to the previous values of z σ(i) and β σ(i) respectively.
Step (g) updates the set of K projection matrices by replacing the i-th projection matrix in the set with the proposed new matrix.
Step (h) is analogous to Step (g) but for the set of θ vectors. In
Step (j) we update the subspace and in
Step (p) we update the θ vector.
Sampling algorithm.
We now state the algorithm we use to sample from the posterior. To simplify notation we work with precision matrices J k = Σ −1 k instead of the inverse of covariance matrices for each mixture component. Similarly, we work with the precision of the k-th component γ k instead of the inverse of the variance, γ k = σ −2 k . The follow procedure provides posterior samples:
(a) for i = 1, . . . , n and k = 1, . . . , K, compute
(b) for i = 1, . . . , n, set
where
and n k = #{i : δ i = k}; (e) update for k = 1, . . . , K, and each γ
(f) update for k = 1, . . . , K, and j k = 1, . . . , d
where (u) j denotes the jth element of the vector u; (g) draw
The update steps for µ, σ 2 , Σ are (d), (e), (f) respectively and are given by the conditional probabilities given all other variables. Steps (a), (b), and (c) assign the latent membership variable to each observation based on the distance to the K subspaces. We set the parameter κ very large which effective assigns membership of each x i to the subspace with least residual error.
When drawing from the Gibb's posterior distribution via a Metropolis-Hastings algorithm, the proposal distribution and temperature are adjusted through a burn-in period. In the first stage of burn-in, the proposal variance parameter τ = 1 is fixed, while temperature is selected by a decreasing line search on a log-scale grid, from 10 −20 to 10 20 until the acceptance ratio reaches the 10%-90% range. With temperature fixed, the proposal variance τ is adjusted until the acceptance ratio falls in the 25%-45% range during the burn-in period. Thinning was applied in that every third draw of the sampler was kept, this was determined from autocorrelation analysis.
Posterior consistency
In this section, an asymptotic analysis of our model is given which provides some theoretical guarantees for our estimation procedure. There is extensive literature on posterior consistency of Bayesian models [17] . However, extending standard results to our specific model is non-trivial. Let M be the space of all the densities in R m and f 0 be the true data generating density. We first define some notion of distances and neighborhoods in M. A weak neighborhood of f 0 with radius is defined as
where C b (R m ) is the space of all continuous and bounded functions on R m . The Hellinger distance
Denote U (f 0 ) an -Hellinger neighborhood around f 0 with respect to d H . The Kullback-Leibler (KL) divergence between f 0 and f is defined to be
with K (f 0 ) denoting an -KL neighborhood of f 0 .
Let Π s be a prior on the sphere S (m−1)(m+2)/2 which can be taken to be the uniform distribution or the von Mises-Fisher distribution. By projecting the samples from Π s onto the cross-sections of the sphere, Π s induces a prior distribution on the subspaces basis U which we denote by Π U . Note that our model induces a prior Π on M. Assume the true density f 0 follows the following the regularity conditions, i.e., (i) f 0 (x) is bounded away from zero and bounded above by some constant M for all x ∈ R m ; (ii) | log(f 0 (x))f 0 (x) dx| < ∞; (iii) for some δ > 0, [log(f 0 (x)/f δ (x))]f 0 (x) dx < ∞, where f δ (x) = inf y:|y−x|<δ f 0 (y); (iv) there exists α > 0 such that |x| 2(1+α)m f 0 (x) dx < ∞. We will show that the posterior distribution Π( · | x 1 , . . . , x n ) concentrates around any true density f 0 as n → ∞. The following theorem is on weak consistency.
is a weak neighborhood of f 0 with radius and P f ∞ 0 represents the true probability measure for (x 1 , x 2 , . . . ).
Proof. A result due to [33] states that if Π assumes positive mass to any Kullback-Leibler neighborhood of f 0 , then the resulting posterior is weakly consistent. Therefore, one needs to show for all > 0,
Note that Π(d i = m) > 0 for any i = 1, . . . , K. Then one has
Therefore it suffices to show that Π(K (f 0 ) | U 1 , . . . , U K ) > 0 where U 1 , . . . , U K are the bases of the respective m-dimensional subspaces U 1 , . . . , U K . We will show that there exists K large enough such that given m-dimensional subspaces U 1 , . . . , U K , the following mixture model assigns positive mass to any KL neighborhood of f 0 ,
. . , U K have the same dimension m and U 1 , . . . , U K are a choice of orthonormal bases on the respective subspaces, then an infinite-dimensional version of our model can be given by
with parameters Γ = (U, θ, Σ 0 , σ, P ). The prior for P can be given by a Dirichlet process prior whose base measure has full support in R m while the priors of the rest parameters (U, θ, Σ 0 , σ) can be given the same as those of our model. By Theorem 3.1 of [30] or Theorem 2 of [36] , there exists an open subset P of the space of all the probability measures on R m such that for for all > 0, any P ∈ P such that
We will first show that for any > 0 there exists K large enough and
Let L be some large enough number. We first partition R m into L m + 1 sets. Let
Pick µ j ∈ A i 1 ,...,im where j = 1, . . . , L m and let w j = P (A i 1 ,...,im ). Approximating the integral by the finite sum over the cubes in R m , for all > 0, there exists L large enough such that
. . , θ K in the neighborhood of θ, Σ 1 , . . . , Σ K be in the neighborhood of Σ 0 , and σ 1 , . . . , σ K in the neighborhood of σ, then by the continuity of 
. . , σ K corresponding to any P ∈ P, one looks at
By the continuity of the log function, one has
where δ ( ) → 0 when → 0. Note that our prior assigns positive mass to arbitrary neighborhood of By (4.7) , (4.8) and the continuity of the model, our assertion follows.
In proving the following strong consistency theorem, we assume that the parameters σ 2 i , σ 2 and the diagonal elements of Σ i (i = 1, . . . , K) follow i.i.d. truncated Gamma priors supported on some bounded interval [0, M ] for some large enough constant M .
is a neighborhood of f 0 with radius with respect to the Hellinger distance.
Proof. By Theorem 4.1, the true density f 0 is in the weak support of our model. Then by a result due to [5] (also see Theorem 2 in [16] ), for all > 0 if we can construct sieves D δ,n ⊆ M with δ < such that the metric entropy log N (δ, D δ,n ) ≤ nβ for some β < 2 /2 and Π(D c ,n ) ≤ C 1 exp(−nβ 1 ) with some constants C 1 and β 1 . Then the posterior distribution Π( · | x 1 , . . . , x n ) is strongly consistent at f 0 . Denote
where σ 2 ij is the jth diagonal element of Σ i which we assume to be diagonal in our model. Let
where K n ,θ n ,μ n , M and h n are some sequences depending on n. Let D δ,n = {f (x, Θ) : Θ ∈ Θ n } where f (x, Θ) is given by (4.6) for any Θ. We need to verify the metric entropy and the prior mass of D δ,n . Let
Note that posterior consistency with respect to the Hellinger distance is equivalent to posterior consistency with respect to the L 1 -distance due to the equivalence of the two distances. For
By the proof of Lemma 5 of [36] , one has for the first term of the above expression
where λ 1 ( Σ 1 j ) is the smallest eigenvalue of Σ 1 j . Therefore combining all the terms above
Without loss of generality, assume det(
We take δ = /2. We first partition [0, 1] Kn into N w grid points. With a choice of the grid points given in Lemma 1 in [16] , the number grid points needed for
Note that the number of balls of radius δR used to cover a Euclidean ball centered at the origin of radius R in R m is bounded by (3/δ) m . Therefore, the number of balls of radius [2πλ 1 ( Σ 
Note that µ 1 j and µ 2 j do not necessarily have the same dimension. We view them as elements in R m by filling the last m − d i j , i = 1, 2, elements with 0. Then one can show that 
Note that for Θ ∈ Θ n , all the eigenvalues of Σ lie in the interval [h 2 n , M 2 ]. We divide the m-dimensional cube [h 2 n , M 2 ] m into smaller cubes such that there are N λ grid points for the m eigenvalues λ = (λ 1 , . . . , λ m ) of Σ. Note that for any Σ 1 whose eigenvalues fall into one of the cubes in the grid, one can always find Σ 2 such that Σ 
Then from the above inequality and (4.10), one has
We divide the range of each of the eigenvalues [h 2 n , M 2 ] into L equidistant intervals and let λ jl = h 2 n (1 + /2 m+3 ) 2l j /m where j = 1, . . . , m and 1 ≤ l j ≤ L. We pick L to be the smallest integer which satisfies h 2 n (1 + /2 m+3 ) 2l j /m ≥ M 2 . We pick the jth eigenvalue of Σ 1 j and Σ 2 j to be in some interval [λ j(l−1) , λ jl ] and satisfying the ordering on the eigenvalues. Then one has
and the metric entropy of
Lettingθ n =μ n and combining all the terms above on the entropy numbers, the metric entropy number of D n, is bounded by
n, and h n = c 3 n −1/b for some constants b > 0 and c 1 , c 2 and c 3 small enough. Then one has log N (δ, D δ,n ) ≤ nβ.
It remains to verify the condition that the prior mass outside D δ,n is exponentially small given our priors on the parameters and the above choice of K n ,θ n , h n and M. We assume multivariate normal priors (with diagonal covariance matrices) for θ and µ, thus with a choice ofr n ,μ n , one can show that using changing of variables and Mill's inequality, the tail P ( θ ≥θ n ) decays exponentially. The elements σ 2 1 , . . . , σ 2 K , σ 2 and the variance (i.e., diagonal) terms of Σ j , j = 1, . . . , m, are assumed to follow the i.i.d. Gamma priors with density b a /Γ(a)x −a−1 exp(−b/x) and hyperparameters a and b. Then by direct calculation of the integrals,
n ) ≤ c 4 exp(−c 4 n + log n), which decays exponentially fast.
Results on real and simulated data
We use two data analysis examples to illustrate the utility of our model. In the first example, we generate synthetic data with simple geometric structure to contrast the performance of our method with two classic clustering algorithms, k-means clustering and a Gaussian mixture model. In the second example, we demonstrate superior classification accuracy as compared to supervised classification models and a Gaussian mixture model on three data sets from the UCI machine learning repository [4] .
Simulated data.
A simple example of a stratified space that is a mixture of subspaces is a line puncturing a plane. We will use this geometric example to illustrate our model. We compare three methods the mixture of subspaces model, a mixture of normals, and K-means clustering.
The mixture model for a line intersecting a plane in R 3 comprises two components: subspace U 1 corresponding to a line and subspace U 2 corresponding to the plane. Although simple, this example can be challenging situation to infer. To contrast the mixture of subspace model with a mixture of normals we consider the line and plane with different levels of thickening in the ambient space. The idea is that the performance of the mixture of Gaussians should catch up to the performance of the mixture of subspaces as the subspaces become thicker. The data is specified by the following distribution with the following five values for the precision parameter of the isotropic noise around the subspaces, ν = [10, 5, 1, 0.5, 0.2]:
where TGa (1, 1, ν) is a left truncated Gamma truncated at precision ν. Given these parameters for the two mixture components we specify the following two conditional distributions
. We generated 500 observations from both the line and the plane, see Figure 5 .1. For each of the five variance levels, ten data sets were generated, and a holdout set of 50 observations from the line and plane.
In Table 5 .1 the range of assignment accuracy is reported for each method on the holdout set of the ten runs. was held from each class. Note that K-means performs poorly and as the precision parameter decreases the Gaussian mixture model catches up to the subspace model. For the subspace model we set the temperature parameter for the Gibbs posterior was set to 10 −6 , and acceptance rates between 38% and 48% were achieved for the subspace and affine mean parameters. 
Synthetic Data

Real data.
The utility of the model on real data was examined on three data sets from the UCI Data Repository: the Statlog Vehicle Silhouettes data [34] , the Wisconsin Breast Cancer data [28] , and the Statlog Heart data [10] . The statistical problem underlying all these data is classification, for example in the Wisconsin Breast Cancer data the objective is to classify a tumor as benign or malignant based on ten features of the biopsy taken from the tumor. We compared three classification procedures: logit and multinomial logit models, our mixture of subspaces, and a Gaussian mixture model. Our model and the Gaussian mixture model do not use the class labels in inferring a classifier. A point of interest is that our model does as well or better than the logit models which use both the response variable and the covariates to fit the model. For our model we set the temperature parameter in the Gibbs posterior by tuning it during the burn-in period to obtain an acceptance ratio in the range of 20-40%. An alternative idea is to use cross-validation to set this parameter. This would however be computationally very costly. To compute predictive accuracy we use the MAP estimate from our MCMC to classify a new point.
Predicting on a 10% hold out of the data, the percentage of correctly predicted classifications is given in the following table. The Heart Data Set contains 270 observations of two classes with 13 covariates, the Vehicle Data Set contains 846 observations of four classes on 18 covariates, and the Breast Cancer Data Set contains 569 observations of two classes on 30 covariates. Each of the models predicted ten different hold out samples, and the intervals given are the range of those ten different predictions. See Table 5 .2 for the results. Table 5 .2. Range of cluster assignment accuracy for the three data sets using the three classifiers on the left-out-data.
Another benefit of our model is that we can estimate the dimension of the linear subspace that each class is concentrated around. This is not something that can be done using either the mixture models proposed in either the Bayesian or penalized cost methods for mixture of subspaces [27, 30] , since the classes are all assumed to have the same dimension. In Table 5 .2 we state posterior probabilities for the dimension of each class in our mixture model for each of the three data sets.
Discussion
We present a method for learning or inferring mixtures of linear subspaces of different dimensions. The key idea in our procedure was using the observation that subspaces of different dimensions can be represented as points on a sphere is very useful for inference. The utility of this representation is that sampling from a sphere is straightforward, there exists a distance between subspaces of different dimensions that is differentiable and can be computed using principal angles, we avoid MCMC algorithms that jump between models of different dimensions. We suspect that this idea of embedding or representing models of different dimensions by embedding them into a common space with a distance metric that allows for ease of computation and sampling as well as nice analytic properties may also be of use in other settings besides subspaces. Scaling our estimation procedure to higher dimensions and more samples will require greater computational efficiency and an EM-algorithm for this model holds promise. It is also of interest to examine if we can replace the Gibbs posterior with an efficient fully Bayesian procedure.
