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ON THE COMPOSITION OF TWO SPHERICAL TWISTS
FEDERICO BARBACOVI
Abstract. Spherical functors provide a formal way to package autoequivalences of
enhanced triangulated categories. Moreover, E. Segal proved that any autoequivalence
of an enhanced triangulated category can be realized as a spherical twist.
When exhibiting an autoequivalence as a spherical twist, one has various choices
for the source category of the spherical functor. We prove that, in the DG setting,
given two spherical twists there is a natural way to produce a new spherical functor
whose twist is the composition of the spherical twists we started with, and whose source
category semiorthogonally decomposes into the source categories for the two spherical
functors we began with.
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1. Introduction
In [Seg18], Segal proved that every autoequivalence of a triangulated category can
be realized as a spherical twist around a spherical functor. The construction of the
spherical functor is explicit, but, as pointed out in ibidem, the source category for this
functor is not optimal, in the sense that it could be larger than needed. The author
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gives a way to overcome the problem in the case of autoequivalences with a section, i.e.
an autoequivalence F : C → C together with a natural transformation σ : id → F . An
example of a such a functor is the spherical twist around a spherical object, as introduced
in [ST01]. If X is a smooth projective variety of dimension n over a field k, given an
object E ∈ Db(Coh(X)) such that RHomX(E,E) = k ⊕ k[−n] and E ⊗ ωX ≃ E, we
can define an autoequivalence TE : D
b(Coh(X)) → Db(Coh(X)) such that for every
F ∈ Db(Coh(X)), the object TE(F ) fits in a distinguished triangle
RHomX(E, F )⊗ E F TE(F ).
In the setting of spherical functors, the functor TE can be realized as the spherical twists
around the spherical functor F : Db(pt) → Db(Coh(X)) that sends k to E. It is clear
that in this case Db(pt) is the nicest category we can look for, and indeed it coincides
with the idempotent completion of DσTE as defined in [Seg18].
Assume now that we have two spherical objects E1, E2 ∈ D
b(Coh(X)), we know
that the autoequivalence Φ = TE2 ◦ TE1 can be realized as a spherical twists around a
spherical functor, therefore it’s natural to ask ourselves what is this functor and what
is the best source category for it. As we are dealing with two objects, one might expect
the homomorphisms between them to play a role in the description of the functor Φ.
This expectation is indeed correct, but, as it turns out, we only need a subalgebra R of
the endomorphisms algebra REndX(E1 ⊕E2). Namely, we will use
R = k ⊕ RHomX(E2, E1)⊕ k,
where the two copies of k act as scalar multiples of the identities.
In order to state our results, we will put ourself in the general setting of spherical func-
tors. In [AL17], the authors formalized the concept of spherical functors concentrating
themselves on functors induced by tensor product with a bimodule. To get started, we
will translate the familiar concept of spherical twists around spherical objects in the
language of ibidem, and we will prove
Theorem A (Theorem 3.2.1). Let C be a small DG-category over a field k. Let E1, E2 be
two d-spherical objects. Then, the smooth and proper DG-algebra R = k⊕RHomC(E2, E1)⊕
k gives a source category for a spherical functor
D(R) D(C)
f
whose twist is given by the composition tE2 ◦ tE1, and whose cotwist is given by −
L
⊗R
R∗[−1− d], which induces Serre duality on D(R)c up to shift.
The previous result generalizes to the composition of n spherical twists around spher-
ical objects, but instead of proving this generalization by hand, we will obtain it as a
corollary of a more general theorem we prove in Subsection 4.1.
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After dealing with two spherical objects, we will be ready to tackle the general case.
We put ourselves in the same situation as in [AL17], we consider three small DG-
categories A,B, C and two perfect bimodules M ∈ D(A − C) = D(A−Mod− B),
N ∈ D(B−C), and we look for a spherical functor whose twist gives the composition of
the twists associated to −
L
⊗A M and −
L
⊗B N .
Recall that given two DG categories A, B, and a bimodule ϕ ∈ A−Mod− B, fol-
lowing [KL15] we can define the gluing of these DG categories, which is an extension of
the upper triangular DG category (
A ϕ
0 B
)
as defined in [Tab07].
Proceeding along the lines we drew in the example of two spherical objects, we obtain
Theorem B (Theorem 4.1.2). Let A,B and C be three small DG-categories over a field
k, and M ∈ D(A− C), N ∈ D(B − C) be two spherical bimodules. Then, there exists a
spherical R − C bimodule P , where R = B ×ϕ[1] A, ϕ = RHomC(N,M), such that the
twist around P is given by the composition tN ◦ tM .
Remark 1.0.3. In [AL19, Section 7.2], to provide an example of a non split Pn functor
the authors perfomed a construction similar to the one above considering a Pn functor
F and gluing it with the zero functor.
As a corollary to the previous theorem, we get that if the bimodules RHomC(M,N)
and RHomC(N,M) are zero, then tM ◦ tN ≃ tN ◦ tM .
To conclude, in the last section we deal with the case of P-twists around P-objects.
Acknowledgments. I would like to thank my advisor Ed Segal for many helpful con-
versations. I would also like to thank Rina Anno and Timothy Logvinenko for reading
carefully the paper and providing useful feedback. This work was supported by the ERC
grant BG-BB-AS.
2. Generalities
In this section we briefly recall the notions and results we need. Moreover, we prove a
few technical results regarding semiorthogonal decompositions of triangulated categories
and of gluing of DG-categories. All functor throughout will be covariant.
2.1. DG-categories. For what follows, our main reference is [AL17]. To ease the read-
ing, we will use almost the same notations as in ibidem, with some small differences.
As stated in the introduction, our aim is to talk about spherical functors and give a
construction to produce the composition of two twists around two spherical functors as
a single twist. Even though spherical twists were first introduced as autoequivalences
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of triangulated categories, [ST01], it turns out that the correct setup for such objects
is that of DG-categories. In particular, one can make a choice when passing from the
triangulated to the DG world. Namely, whether working with DG-enhancements or
Morita enhancements. We will take the second approach. Let A be a small triangu-
lated category and let A be a small DG-category over a field k. A right DG-module
over A is a functor Aop →Mod− k, where Mod− k is the DG-category of complexes
of vector spaces over k. An example of right DG-module is given for any a ∈ A by
ha(−) = HomA(−, a). The DG-functor a 7→ h
a is called the Yoneda embedding. For
simplicity, we will denote HomMod−A(−,−) = HomA(−,−). We say that a module
S ∈Mod−A is acyclic if for every a ∈ A the complex S(a) is acyclic. The full subcat-
egory of acyclic modules is denoted by Acycl(A). We define the derived category of A
as the Verdier quotient
D(A) = H0(Mod−A)
/
H0(Acycl(A)) ,
where given a DG-category C, H0(C) is the category with the same objects as C and
with morphisms
HomH0(C)(M1,M2) = H
0(HomC(M1,M2)) M1,M2 ∈ H
0(C).
Working with the derived category of a DG-category, as for any derived category, is not
easy in general. Indeed, the morphisms are constructed as roofs, which makes it difficult
to deal with them. For this reason, we give the following
Definition 2.1.1. Given a right A-module P , we say that it is h-projective if we have
HomH0(Mod−A)(P, S) = 0 for any acyclic module S ∈ Mod-A. The full subcategory of
h-projective modules will be denoted by P(A).
We have the following semiorthogonal decomposition1
H0(Mod−A) = 〈H0(Acycl(A)), H0(P(A))〉,
and therefore we get an exact equivalence
D(A) ≃ H0(P(A)), (1)
which gives us a model to work when dealing with the derived category. In order to
define Morita enhancements, we need to give the following
Definition 2.1.2. Let T be a triangulated category admitting infinite direct sums. An
object T ∈ T is called compact if the canonical morphism
HomT (T,
⊕
i
Qi)
⊕
i
HomT (T,Qi)
1See Definition 2.3.1.↑
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is an isomorphism for any family Qi. The full subcategory of compact objects is denoted
by T c.
Example 2.1.3. Let X be a separated, finite type scheme over a field k. Then if we
let Dqc(X) be the unbounded derived category of complexes of OX modules with quasi
coherent cohomologies, we have Dqc(X)
c = Perf(X), where a complex is said to be
perfect if it is locally quasi isomorphic to a bounded complex of locally free sheaves of
finite rank. If X is in addition smooth, we also have Perf(X) = Db(Coh(X)).
We are now ready to give
Definition 2.1.4. We call A a Morita enhancement of A if there exists an exact equiv-
alence D(A)c ≃ A .
It is worthy to explain why we make this choice. A reference fow what follows is
[Toe¨11]. Given a DG-functor f : A → B, the induced functor f∗ :Mod−B →Mod−A
preserves acyclicity, and therefore it induces a functor D(B)
f∗
−→ D(A). We say that f
is a Morita equivalence if f∗ is an exact equivalence. It is interesting to investigate the
category Mrt(DG − Cat), which is the localisation of the category of DG-categories
by Morita equivalences. It turns out that we have an equivalence Mrt(DG − Cat) →
Ho(DG − Catkctr), where the right hand side is the localisation by quasi equivalences
of the category of DG-categories whose homotopy category is Karoubi closed2. One
might be worried that the restriction to Karoubi closed triangulated categories is a
great loss. For us it is not, as we are mainly intersted in triangulated categories as
Dqc(X) and D
b(Coh(X)). which are Karoubi closed (at X is Noetherian). Now, given
M ∈Mod−A, we say that this module is perfect if it’s a compact object in the derived
category. Then, the above equivalence is given by associating to every DG-category A
the category PPerf(A) of h-projective, perfect modules.
Remark 2.1.5. Another possible way to enhance triangulated categories is that of consid-
ering DG-enhancements. A DG-category E is called a DG-enhancement of a triangulated
category T if there exists an isomorphism of triangulated categories H0(E) ≃ T . Of
course, this does only make sense for those DG-categories such that H0(E) is a triangu-
lated category. These are called pretriangulated DG-categories. We refrain from giving
a complete definition because we are not going to work in this setup, but we notice
that, thanks to (1), we have an equivalence D(A)c = H0(PPerf (A)) and therefore A is
a Morita enhancement of A if and only if PPerf(A) is a DG-enhancement of A .
As we are working with derived categories of modules, a straightforward way to in-
duce morphisms between their derived categories is to use bimodules. Given two DG-
categories A and B, an A − B bimodule is a functor A ⊗k B
op → Mod − k, where
2A triangulated category is said to be Karoubi closed if every idempotent morphism splits.↑
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A⊗k B
op is the tensor product of DG-categories. We will denote the category of A− B
bimodules as A−Mod− B.
Example 2.1.6. For a DG-category A, the diagonal bimodule is given by
aAb = HomA(b, a).
Notice that we have equivalences of DG-categories
DGFun(Bop,Mod−Aop) ≃ DGFun(A⊗k B
op,Mod− k) ≃ DGFun(A,Mod− B),
where DGFun(−,−) is the category of DG-functors between two DG-categories. There-
fore, given an object a ∈ A, for any M ∈ A−Mod−B we get a B-module as M(a,−).
Similarly, for an object b ∈ B we getM(−, b) ∈Mod−Aop. Thanks to this observation,
given a bimodule M as above, we can define a functor
Mod−A Mod− B
S S ⊗A M,
where
S ⊗A M :=
⊕
a∈A
S(a)⊗k M(a,−) /∼
with relations given by
(s · α)⊗ t = s⊗ (α · t) s ∈ S(a′), t ∈M(a,−), α ∈ a′Aa.
As h-projective resolutions exists by (1), we can derive such functor and we get a functor
D(A)→ D(B), S 7→ S
L
⊗A M .
Definition 2.1.7. A bimodule M ∈ A−Mod− B is called A-perfect if for any b ∈ B
the module M(−, b) is A-perfect. Similarly, we define B-perfectness and A and B h-
projectivity.
Remark 2.1.8. As we are working over a field k, for any DG-category A the diagonal
bimodule has a functorial h-projective resolution A, the bar resolution, [Kel94]. More-
over, any h-projective A − B bimodule is automatically A and B h-projective. Using
these facts and [AL17, Corollary 2.6], we get for any bimodule M ∈ A −Mod − B a
functorial h-projective resolution A⊗A M ⊗B B, which is also A and B h-projective.
One of the main reasons to use Morita enhancements is that PB−Perf(A − B), i.e.
h-projective, B − perfect, A − B bimodules, is a natural DG-enhancement of the set
HomMrt(DG−Cat)(A,B). In particular, elements of DB−Perf(A − B) can be thought of
as Morita quasifunctors A → B, and for any M ∈ DB−Perf(A − B) the exact functor
underlying the Morita quasifunctor is given by −
L
⊗A M .
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Now that we have introduced our functors, we will state some adjunction properties.
To be able to do so, we need to introduce one last notion. Given M ∈ Mod − A,
the A-dual of M is defined as the Aop-module that assigns to any a ∈ A the com-
plex HomA(M, aA) and is denoted by M
A. This constrution gives rise to the dualizing
functor3 (Mod−A)op →Mod−Aop, M 7→ MA.
Remark 2.1.9. Introducing the notion of semifree DG-module, one can prove that the
dualizing functor induces a quasi equivalence
PPerf(A)op PPerf(Aop).
In the following, we will often use that the dual of a h-projective, perfect module is still
h-projective and perfect.
We can derive the above functor and obtain the derived dualizing functor, which
will be denoted by (−)A˜. Notice that the above construction could be performed with
bimodules, resulting in bimodules rather than modules.
Remark 2.1.10. As for standard modules, we have adjunctions
−⊗AM ⊣ HomB(M,−) (2)
M ⊗B − ⊣ HomAop(M,−). (3)
Notice that thanks to Remark 2.1.8, we know that to compute derived tensor products
with bimodules we can use h-projective resolutions. In particular, using the above
adjunctions, we get that a bimodule M ∈ A−Mod− B is
• A-perfect if and only if S
L
⊗B − preserves compactness;
• B-perfect if and only if −
L
⊗A S preserves compactness.
We are now ready to state
Proposition 2.1.11 ([AL17, Lemma 2.1, Corollary 2.2]). Let M ∈ A−Mod−B be A
and B perfect, then we have the following isomorphisms of functors
D(Aop)→ D(Bop) : M A˜
L
⊗A − ≃ RHomAop(M,−)
D(B)→ D(A) : −
L
⊗B M
B˜ ≃ RHomB(M,−)
D(A)→ D(A) : id
∼
−→ (−)A˜A˜
D(B)→ D(B) : id
∼
−→ (−)B˜B˜
3Notice that we are not describing the action on morphisms. To make things work, it is necessary
to introduce a sign twist, see [AL17].↑
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Moreover, we have the following adjunctions
−
L
⊗B M
A˜ ⊣ −
L
⊗A M (4)
−
L
⊗A M ⊣ −
L
⊗B M
B˜ (5)
Making use of the above adjunctions we can give
Definition 2.1.12. The A and B trace maps are the counits of (2), (3) evaluated at
the diagonal bimodules,
trA : M ⊗B M
A → A
trB : M
B ⊗A M → B.
The A and B action maps are the units of (2), (3) evaluated at the diagonal bimodules,
actA : A → HomB(M,M)
actB : B → HomAop(M,M).
The derived trace and action maps are the maps induced by the above ones in the derived
category, and they coincide with the units and counits of the adjunctions (4), (5) under
the isomorphism given in the above proposition.
As we will need to work with h-projective resolutions, we want to give lifts of the
above maps to maps between modules. From now on, we will consider only modules of
the form A⊗A ⊗M ⊗B B, which are h-projective by Remark 2.1.8. We will denote the
full subcategory of h-projective A− B bimodules of the above form as P(A− B).
As the dualization functors don’t preserve the subcategory P(A− B), when we want
to lift the previous derived maps, we need to fix resolutions. Following [AL17], for any
M ∈ P(A− B) the h-projective resolutions we choose for MA and MB are respectively
MhA := B ⊗B M
A ⊗A A M
A,
MhB := A⊗A M
B ⊗B B M
B.
Definition 2.1.13. Let M ∈ P(A− B). The homotopy A trace map is defined as the
composition
M ⊗B M
hA M ⊗B M
A ⊗A A A.
trA
trA⊗id
Similarly for the homotopy B trace map.
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Definition 2.1.14. Let M ∈ P
B−Perf
(A− B). The homotopy A action map is a fixed
map A
actA−−→M ⊗B M
hB such that the following diagram commutes up to homotopy4
M ⊗B M
hB M ⊗B M
B ⊗A A HomB(M,M)⊗A A
A.
actA actA⊗id
Similarly for the homotopy B action map.
Definition 2.1.15. Given M ∈Mod−C, N ∈Mod−C, we define the evaluation map
as
N ⊗C M
C HomC(M,N)
ev
sending for any c ∈ C
n⊗ ϕ→ (m→ nϕ(m)) n ∈ Nc, ϕ ∈ HomC(M, Cc).
Remark 2.1.16. Notice that the evaluation map is a quasi isomorphism when M is C
h-projective and C perfect.
2.1.1. Functors between derived categories. In the previous paragraphs we introduced
functors between derived categories of DG-categories. All of them were constructed
using a bimodule and deriving a functor that existed at the level of the category of
modules. We now want to explain two other constructions which will turn out to be
useful later on and that let us induce functors between derived categories starting with
DG-functors.
Definition 2.1.17. Given a DG-functor F : D1 → D2 we define
ResF :Mod−D2 −→Mod−D1, M 7→ (X 7→ M(F (X))) ,
IndF :Mod−D1 −→Mod−D2, M 7→M ⊗D1 FD2,
where
a(FD2)b = HomD2(b, F (a)).
The functor ResF clearly brings acyclic modules to acyclic modules, and therefore
descends to a functor between derived categories. We will write LIndF for the derived
functor of IndF and MF = ResF (M). We have
5
Proposition 2.1.18 ([KL15, Proposition 3.9]). The functor LIndF is left adjoint to the
functor ResF , and both functors commute with arbitrary direct sums.
4The existence of such map follows from the fact that A is h-projective, and that the composition of
the horizontal maps in the diagram is a quasi isomorphism as M is h-projective and B-perfect.↑
5This is not the full statement, we are quoting only the part we will need.↑
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Let us assume we have a DG-functor G : D2 → D1 and that we have natural isomor-
phisms of chain complexes
HomD2(FX, Y ) ≃ HomD1(X,GY ).
Even though this hypothesis is very strong and is hardly satisfied in general, it will be
in our setup. We have
Proposition 2.1.19. We have an adjunction ResF ⊣ ResG at the level of derived cate-
gories. In particular, in this case we have LIndG ≃ ResF .
Proof. Notice that the right adjoint to ResF exists by Brown representability, [Nee96].
Let us call it S. Then, for any X ∈ D2, N ∈ D(D1), we have
HomD(D2)(h
X , S(N)) ≃HomD(D1)(ResF (h
X), N)
≃HomD(D1)(h
G(X), N)
≃HomD(D2)(h
X , NG),
where we used
HomD2(F−, X) ≃ HomD1(−, GX).
Therefore, we get an isomorphism S(N) ≃ NG from the Yoneda lemma. The second
statement follows from the uniqueness of the adjoint. 
In the following, if we have a bimodule M ∈ D1 −Mod − D2, and we have two
DG functors Fi : Ci → Di, then we put the subscript to the left or to the right of M
depending on where we are restricting. Hence, we have
F1M ∈ C1 −Mod−D2 MF2 ∈ D1 −Mod− C2 F1MF2 ∈ C1 −Mod− C2.
2.2. Spherical functors. We now introduce the main object of study of this paper.
Given an A − B bimodule which is A and B perfect, we know that the functor f =
−
L
⊗A M : D(A) → D(B) has left and right adjoint, which we will denote by f
L,fR.
Moreover, we know that all these functors are induced by modules. Therefore, it makes
sense to give the following
Definition 2.2.1. The twist associated to f is the endofunctor tf of D(B) defined as
the cone of the unit
ffR id tf .
The cotwist associated to f is the endofunctor cf of D(A) defined as the shifted cone of
the counit
cf id f
Rf
To get a functorial construction of the cones, we can take the cones of the map between
the bimodules inducing the above functors. We give the following
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Definition 2.2.2. The bimodule M is called a spherical bimodule, and the functor f is
called spherical, if all the following hold
• t is an autoequivalence of D(B);
• cf is an autoequivalence of D(A);
• the natural morphism fLtf [−1]→ f
LffR → fR is an isomorphism;
• the natural morphism fR → fRffL → cff
L[1] is an isomorphism.
The reason why we chose the above setup is that in this situation the following holds
Theorem 2.2.3 ([AL17, Theorem 5.1]). If any two conditions of Definition 2.2.2 are
satisfied, then all four are satisfied.
2.3. Semiorthogonal decompositions.
2.3.1. Triangulated categories. Let T be a triangulated category and F , G be two full
triangulated subcategories. We give the following
Definition 2.3.1. We say that F and G give a semiorthogonal decomposition (SOD
for short) of T if for any F ∈ F , G ∈ G we have
HomT (G,F ) = 0,
and for any T ∈ T there exists a distinguished triangle
TG T TF ,
where TF ∈ F , TG ∈ G . In this case, we write T = 〈F ,G 〉.
Remark 2.3.2. The existence of a SOD implies the existence of a left adjoint for the
inclusion iF : F →֒ T and a right adjoint for the inclusion iG : G →֒ T . We will call
these adjoints the projection functors.
Definition 2.3.3. We say that a SOD has a left gluing functor if there exists a functor
φ : F → G such that there exist natural isomorphisms
HomT (F [−1], G)
∼
−−−→
ψF,G
HomG (φ(F ), G) F ∈ F , G ∈ G .
We say that it has a right gluing functor it there exists a functor φ : G → F such that
there exist natural isomorphisms
HomT (F,G[1])
∼
−−−→
ψF,G
HomF (F, φ(G)) F ∈ F , G ∈ G .
We will suppress the dependence of ψ on F and G from now on.
Notice that when we have a SOD with a left gluing functor objects T ∈ T are in
bijection with triples (M,N, µ) where M ∈ F , N ∈ G , and µ : φ(M) → N is a
morphism in G . The bijection sends T ∈ T to (TF , TG , µT ), where TF ∈ F and TG ∈ G
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are the image of the left, right respectively, adjoint to the inclusion of F and G , and
µT : φ(TF )→ TG is the map corresponding to the structure morphism
6
TF TG [1].
Semiorthogonal decompositions are very important because they let us decompose
a general triangulated category into smaller pieces which are in general easier to un-
derstand. In particular, we want to investigate the relation between a SOD and the
subcategory of compact objects. We will call a triangulated category T closed under
arbitrary direct sums cocomplete.
Lemma 2.3.4. Let T be a cocomplete triangulated category and assume we have a
semiorthogonal decomposition T = 〈F ,G 〉, where F and G are cocomplete. Further-
more, assume that there exists a left gluing functor φ : F → G . If φ preserves compact
objects, then the inclusion and projection functors preserve compactness, and we have
T c = 〈F c,G c〉.
Remark 2.3.5. Notice that we know that there exists a distinguished triangle
iG i
R
G
id iF i
L
F
.
In particular, as iL
F
commutes with arbitrary direct sums being a left adjoint, and as iF
and iG are fully faithful, both projection functors commute with arbitrary direct sums.
Proof. For any T ∈ T there is a distinguished triangle
TG T TF
with TF ∈ F , TG ∈ G . We aim to prove that T is compact if and only if TF is compact
in F and TG is compact in G . Assume T is compact, then as G
⊥ = F and F is
cocomplete, we readily obtain that TF is compact. Let now Gi ∈ G be a subset of
objects, i ∈ I. If we apply the functor HomT (−,⊕i∈IGi) to the distinguished triangle
above, we get the distinguished triangle
HomT (TF ,
⊕
i∈I
Gi) HomT (T,
⊕
i∈I
Gi) HomT (TG ,
⊕
i∈I
Gi).
As T is compact, we have the isomorphism
HomT (T,
⊕
i∈I
Gi) ≃
⊕
i∈I
HomT (T,Gi).
6This is the content of [KL15, Lemma 2.5].↑
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Moreover, as TF is compact, G is cocomplete, and φ preserves compactness, we have
HomT (TF ,
⊕
i∈I
Gi) ≃ HomG (φ(TF [1]),
⊕
i∈I
Gi)
≃
⊕
i∈I
HomG (φ(TF [1]), Gi)
≃
⊕
i∈I
HomT (TF , Gi).
Therefore, we also get
HomT (TG ,
⊕
i∈I
Gi) ≃
⊕
i∈I
HomT (TG , Gi),
i.e. TG is compact. Conversely, let us assume that TF and TG are compact. Let Ti,
i ∈ I, be objects in T , and let TF ,i, TG ,i be their projections in F and G respectively.
Then, applying the functor HomT (TG ,−) to the distinguished triangle
7
⊕
i∈I
TG ,i
⊕
i∈I
Ti
⊕
i∈I
TF ,i,
and using that G ⊥ = F , we get
HomT (TG ,
⊕
i∈I
Ti) ≃
⊕
i∈I
HomT (TG , Ti).
Applying the functor HomT (TF ,−) to the same distinguished triangle, we get
HomT (TF ,
⊕
i∈I
TG ,i) HomT (TF ,
⊕
i∈I
Ti) HomT (TF ,
⊕
i∈I
TF ,i).
As TF is compact, and F is cocomplete, we have the isomorphism
HomT (TF ,
⊕
i∈I
TF ,i) ≃
⊕
i∈I
HomT (TF , TF ,i).
Moreover, again using that TF is compact, G is cocomplete, and φ preserves compact-
ness, we get
HomT (TF ,
⊕
i∈I
TG ,i) ≃ HomG (φ(TF [1]),
⊕
i∈I
TG ,i)
≃
⊕
i∈I
HomG (φ(TF [1]), TG ,i)
≃
⊕
i∈I
HomT (TF , TG ,i),
7Here we are using that the projection functors commute with arbitrary direct sums.↑
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and therefore
HomT (TF ,
⊕
i∈I
Ti) ≃
⊕
i∈I
HomT (TF , Ti).
This isomorphism, together with the one for TG , implies
HomT (T,
⊕
i∈I
Ti) ≃
⊕
i∈I
HomT (T, Ti),
i.e. T is compact. 
With a similar proof, one can prove
Lemma 2.3.6. Let T be a cocomplete triangulated category and assume we have a
semiorthogonal decomposition T = 〈F ,G 〉, where F and G are cocomplete. Further-
more, assume that there exists a right gluing functor φ : G → F . If φ commutes with
arbitrary direct sums, then the inclusion and projection functors preserve compactness
and T c = 〈F c,G c〉.
For an example of a subcategory of a triangulated category whose inclusion doesn’t
preserve compact objects, see Example 2.3.12.
2.3.2. Gluing of DG-categories. In [KL15], the authors defined the gluing of two DG-
categories A, B along an A− B bimodule. This is an extension of the upper triangular
DG-category associated to the same datum, as defined in [Tab07]. We now briefly
explain the definition of the gluing of two DG-categories, directing the interested reader
to [KL15] for a detailed treatment. The gluing of two DG-categories A and B along an
A−B bimodule ϕ will be denoted by B×ϕA. For simplicity, we will write R = B×ϕA.
Its objects are given by triples (MB,MA, µ), where
MB ∈ B, MA ∈ A, µ ∈ Z
0 (ϕ(MA,MB)) ,
and the morphisms are given by
HomR(M,N) = HomB(MB, NB)⊕HomA(MA, NA)⊕ ϕ(NA,MB)[−1],
with a suitable choice of differential and composition law. Here we set
M = (MB,MA, µ), N = (NB, NA, ξ).
Remark 2.3.7. It is worthy to remark that as complex of vector spaces, we have a
distinguished triangle
HomR(M,N)→ HomB(MB, NB)⊕ HomA(MA, NA)→ ϕ(NA,MB),
where the morphism is given by (fB, fA) 7→ fA ◦ µ− ξ ◦ fB.
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Let us denote
iB : B −→ R, MB 7→ (MB, 0, 0)
iA : A −→ R, MA 7→ (0,MA, 0)
the embedding functors, and
iLB : R −→ B, (MB,MA, µ) 7→MB
iRA : R −→ A, (MB,MA, µ) 7→MA
their left and right adjoint respectively. We denote
I1 = LIndiB , I2 = LIndA,
IR1 = ResiB , I
R
2 = ResiA.
We use the functors I1, I2 to embed the categories D(B), D(A) in D(R). We have
Proposition 2.3.8 ([KL15, Proposition 4.6]). There exists a semiorthogonal decompo-
sition
D(R) = 〈D(B), D(A)〉 (6)
with right gluing functor given by −
L
⊗A ϕ : D(A) → D(B). Moreover, for any DG-
module F over R there is a distinguished triangle
FiB I
L
1 F FiA
L
⊗A ϕ,
where IL1 is the left adjoint of I1.
Remark 2.3.9. Notice that as −
L
⊗A ϕ commutes with arbitrary direct sums, the hy-
potheses of Lemma 2.3.6 are satisfied, and therefore we also get a semiorthogonal de-
composition
D(R)c = 〈D(B)c, D(A)c〉.
Our aim is now to prove that there exists a semiorthogonal decomposition
D(R) = 〈D(A), D(B)〉.
We still use the functor I1 to embed D(B). However, to embed D(A) we use the functor
IR3 = ResiRA . As the technical hypothesis of Proposition 2.1.19 is satisfied, we have an
adjunction IR2 ⊣ I
R
3 .
Proposition 2.3.10. There exists a semiorthogonal decomposition
D(R) = 〈D(A), D(B)〉 (7)
with left gluing functor given by −
L
⊗A ϕ[−1] : D(A)→ D(B).
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Proof. First of all, we have to prove that I3 is fully faithful. However, as we have the
adjunction IR2 ⊣ I
R
3 , we have
IR2 I
R
3 = ResiAResiRA = id,
and therefore the morphism id → IR2 I
R
3 is an isomorphism, i.e. I
R
3 is fully faithful.
Secondly, we need to prove semiorthogonality. We have
IR1 I
R
3 = ResiBResiRA = 0,
from which it follows D(A) ⊂ D(B)⊥. As D(A) is left admissible and D(B) is right
admissible, by [BK89] we know that there exists a semiorthogonal decomposition
D(R) = 〈D(A), ⊥D(A) ∩D(B)⊥, D(B)〉.
However, as IR2 ⊣ I
R
3 , being in
⊥D(A) is equivalent in being in KerIR2 , which in turn is
equivalent to being in I2(D(A))
⊥. Thus, by the above proposition, we have ⊥D(A) ∩
D(B)⊥ = 0, and we get the desired SOD. To prove the statement regarding the left gluing
functor, notice that we have to compute IL1 I
R
3 [−1]. Thanks to the above proposition,
we know that for any module F over R there exists a distinguished triangle
FiB I
L
1 F FiA
L
⊗A ϕ,
thus it’s enough to compute IR1 I
R
3 and I
R
2 I
R
3 . We know that I
R
2 I
R
3 = id, and I
R
1 I
R
3 = 0,
therefore IL1 I
R
3 = −
L
⊗A ϕ, which proves the claim. 
Remark 2.3.11. If the bimodule ϕ is B-perfect, we can apply Lemma 2.3.4 and get an
SOD
D(R)c = 〈D(A)c, D(B)c〉.
Example 2.3.12. We now give an example to show that the hypotheses in Lemma 2.3.4,
Lemma 2.3.6 are not redundant. Consider the upper triangular DG algebra
R =
(
k V
0 k
)
where V = k[q], with q a variable of degree 1 and differential d(q) = 0. We make V act
as qn 7→ λn ∈ End(k), where λ ∈ k×. To make things clear, we will denote the top left k
as k1, and the bottom right k as k2. From Proposition 2.3.10, we know that there exists
a SOD8
D(R) = 〈D(k1), D(k2)〉
with left gluing functor given by −
L
⊗k V [−1] : D(k1)→ D(k2). As V is not perfect, the
remark above doesn’t apply, and we can’t deduce a SOD of compact objects. Indeed,
8Notice that we necessarily need to use this SOD, as by Remark 2.3.9 the one of Proposition 2.3.8
always induces a SOD of compact objects.↑
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such a decomposition can’t exists as we will prove that the inclusion of D(k1) doesn’t
preserve compact objects. Consider the module k1 ∈ D(k1) as a module over R via the
projection map R→ k1. As a module over k1, this module is compact. Let us consider
the module
⊕
n≥0 k2 ∈ D(k2) as a module over R. Then, we have
HomD(R)(k1,
⊕
n≥0
k2) ≃ HomD(k2)(
⊕
n≥0
k2,
⊕
n≥0
k2) ≃
∏
n≥0
(⊕
n≥0
k2
)
,
whereas ⊕
n≥0
HomD(R)(k1, k2) ≃
⊕
n≥0
HomD(k2)(
⊕
n≥0
k2, k2) ≃
⊕
n≥0
(∏
n≥0
k2
)
,
proving that k1 is not compact in D(R).
Example 2.3.13. Let us consider the DGA R with trivial differential arising as the path
algebra of the quiver
•1 •2
V
where V is a vector space concentrated in degree 0, and dimkV < +∞. Then, R is an
upper triangualar DG algebra, in the sense that
R =
(
k V
0 k
)
with multiplication
(λ, v, µ)(ξ, w, ν) = (λξ, λw + vν, µν).
To help following the different actions that will appear, we will denote k1 the field acting
at the first vertex via the inclusion
k →֒
(
k 0
0 0
)
,
whereas we will denote k2 the field acting at the second vertex via the inclusion
k →֒
(
0 0
0 k
)
.
Every module M over R splits as a sum of two vector spaces M = M1 ⊕M2 together
with a structure morphism
M1 ⊗k V →M2
that induces the action of R. Then, if we use SOD (6) we get
D(R) = 〈P1, P2〉
where
P1 = k ⊗k1 R = k1 ⊕ V
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and
P2 = k ⊗k2 R = k2.
Therefore, we get the SOD in terms of the projectives at the vertices. Instead, if we use
(7), we get
D(R) = 〈S2, S1〉
where
S2 = k2
with action given by R→ k1, and
S1 = k1,
with the action given by R → k2 Thus, we get the SOD in term of the simples at the
vertices.
Remark 2.3.14. The existence of the above SODs is motivated by [HLS16, Theorem
3.15] and the discussion preceding it. Let us explain the difference between (6) and (7).
This is best understood looking at modules over rings. Assume we have two rings R
and A, and two morphisms i : A → R, g : R → A such that gi = idA. Starting from
an A-module NA we can produce two different R-modules. Namely, we can consider NA
with the structure of R-module induced by g, i.e. we restrict the action, or we could also
consider the R-module NA⊗AR. In this case we are inducing the action via i. The first
construction corresponds to the functor Resg, while the second one corresponds to Indi.
Hence, in (6) we are inducing9 the R module structure, whereas in (7) we are restricting
it.
To conclude, we explain how to modify the previous arguments to obtain similar
decompositions for D(Rop) as we will need this to prove perfectness of some modules.
The adjunctions between the inclusion functors get reversed when we pass to Rop, and
therefore iA will now have a left adjoint and iB will have a right adjoint. Keeping the
same notation as above, the proof of Proposition 2.3.8 goes through, and we get a SOD
D(Rop) = 〈D(Aop), D(Bop)〉
with embedding functors given by I2 and I1, and right gluing functor given by
10−
L
⊗Bop ϕ.
As the right gluing functor commute with arbitrary direct sums, Lemma 2.3.6 applies
and we get
D(Rop)c = 〈D(Aop)c, D(Bop)c〉.
Notice that the projection from D(Rop) to D(Bop) is IR1 = ResiB . Whereas, for any
T ∈ D(Rop) we have a distinguished triangle
iAT = I
R
2 (T ) I
L
2 T iBT
L
⊗Bop ϕ
9The functor IndF is indeed called the induction functor.↑
10We are thining of ϕ as a Bop −Aop bimodule.↑
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which is obtained applying IR2 to the distinguished triangle
I1I
R
1 id I2I
L
2 .
3. Spherical objects
In this section we deal with the easier case of spherical objects. We first go through
the example of a single spherical object for illustrative purposes. Then, we give a first
example of the general construction we will perform in the following section applied to
the case of two spherical objects.
3.1. One spherical object. Let C be a small DG-category. Notice that every module
E ∈ D(C) can be considered E as a ⋆k−C bimodule, where ⋆k is the DG-category with a
single object such that Hom⋆k(⋆k, ⋆k) = k, where k sits in degree 0. For such a bimodule
being ⋆k-perfect means that, for every c ∈ C, the complex E(c) is bounded and has finite
dimensional cohomologies.
Recall that for a bimodule E ∈ D(⋆k − C) = D(⋆k −Mod − C) we denote E
C˜ the
derived C-dual bimodule, and E ⋆˜k the derived ⋆k-dual bimodule. However, notice that
every ⋆k-module is h-projective, therefore E
⋆˜k ≃ E⋆k . In particular, for every c ∈ C we
have E ⋆˜k(c) ≃ E⋆k(c) = E(c)∗, where (−)∗ stands as the dual vector space.
For any E ∈ D(C) we will denote Hom•C(E,E) =
⊕
i∈ZHomC(E,E[i])[−i] the graded
algebra underlying RHomC(E,E).
Definition 3.1.1. Let E ∈ D(C), we say that E is a d-spherical object if the following
four conditions are satisfied:
(1) E is both ⋆k and C perfect;
(2) Hom•C(E,E) ≃ k[t] /(t
2) , deg(t) = d, as graded algebras;
(3) we have an isomorphism of bimodules E C˜ ≃ E⋆k [−d] in D(⋆k − C).
Remark 3.1.2. The previous definition is modelled on the definition of a spherical object
in [ST01]. In particular, if X is a smooth projective variety of dimension d and we
consider an enhancement Dqc(X) ≃ D(C), then D
b(X) ≃ D(C)c, and a d-spherical
object E ∈ D(C) corresponds to a spherical object EX ∈ D
b(X) as defined in [ST01].
For a proof of this fact, see Lemma 3.1.5.
Given E a d-spherical object, we have a functor
D(⋆k) = D(Vect) D(C)
f=−
L
⊗⋆kE
that, thanks to the perfectness assumptions, has left and right adjoint, see Proposition 2.1.11.
Explicitly, the right adjoint to the functor −
L
⊗⋆k E is given by
fR(S) = RHomC(E, S) ≃ S ⊗C E
C˜.
20 FEDERICO BARBACOVI
Moreover, thanks to the isomorphism E C˜ ≃ E⋆k [−d], we get fL = −
L
⊗C E
⋆k ≃ −
L
⊗C
E C˜[d] = fR[d]. Let us now consider the twist around the functor f , that we will denote
by tf . As we saw, this is the endofunctor of D(C) associated to the bimodule given by
the cone
cone
(
E C˜
L
⊗⋆k E C
trC
)
,
where C is the diagonal bimodule. Notice that E C˜⊗⋆kE is perfect on both sides. Indeed,
E is ⋆k − C perfect, and E
C˜ ≃ E⋆k [−d] is C − ⋆k perfect. Hence, being the diagonal
bimodule perfect, the bimodule representing tf is perfect on both sides. Thus, tf has a
left and a right adjoint. The following is very well known, but for completness we give
a full proof.
Proposition 3.1.3. The functor tf is an equivalence and f is a spherical functor.
Proof. To prove that tf is an equivalence let us consider Ω = {E} ∪ E
⊥, where
E⊥ = {S ∈ D(C) : RHomC(E, S) ≃ 0}.
Then, Ω is a spanning class for D(C). Indeed, if an element S is in Ω⊥, then it is right
orthogonal to E. However, this would imply RHomC(S, S) ≃ 0 as E
⊥ ⊂ Ω, which means
S ≃ 0. If S is in the left orthogonal to Ω, then, using Proposition 2.1.11, we have11
0 ≃ RHomC(S,E) ≃ RHomC(S, ⋆k
L
⊗⋆k E)
≃ RHom⋆k(S
L
⊗C E
⋆k , ⋆k)
≃ RHom⋆k(S
L
⊗C E
C˜ [d], ⋆k)
≃ RHomC(E, S)
∗[−d],
which implies that S is in the right orthogonal to E, and therefore S ≃ 0 once more.
Notice that tf (E) ≃ E[1 − d] and tf |E⊥ = id. Therefore, tf is fully faithful on Ω, and
this implies that tf is fully faithful [Huy06, Proposition 1.49]. Let R be the right adjoint
to tf . Then, if R(S) ≃ 0, we get
0 ≃ RHomC(E,R(S)) ≃ RHomC(E[1− d], S)
0 ≃ RHomC(T,R(S)) ≃ RHomC(T, S),
where T ∈ E⊥. As Ω is a spanning class, we get S ≃ 0, which implies that tf is an
equivalence, [Huy06, Lemma 1.50]. To conclude that f is spherical, it is enough to notice
11Here we denote with ⋆k both the DG-category and the right DG-module over ⋆k that sends the
unique object to k in degree 0.↑
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that the cotwist is represented by the cone
cone
(
k HomC(E,E)
)
[−1] ≃ k[−d − 1],
which implies cf = [−1− d]. 
Remark 3.1.4. Let us notice that tf preserves the subcategory D(C)
c. Indeed, this follows
from E being ⋆k − C perfect, and the fact that for any S ∈ D(C)
c, being E d-spherical,
we get RHomC(E, S) ∈ D(⋆k)
c = Db(Vectf).
Lemma 3.1.5. If X is a smooth projective variety of dimension d and R is a DG algebra
such that D(R) ≃ Dqc(X), then a d-spherical object E ∈ D(C) corresponds to a spherical
object EX ∈ D
b(X).
Proof. First of all, notice that considering DG algebras is not restrictive as X always
has a single compact generator by [BvdB03]. Moreover, we know that R is smooth by
[Lun10], and that is proper because X is proper. In particular, by [Shk07] we know that
D(R) has Serre duality given by tensoring with R∗. This will be useful later.
Now recall that an object EX ∈ D
b(X) is called a d-spherical object if EX⊗ωX ≃ EX ,
and there is an isomorphism of graded algebras
Hom•X(EX , EX) ≃ k[t]
/
(t2)
where deg(t) = d.
Now take EX ∈ D
b(X) a d-spherical object. The corresponding module E ∈ D(R)
is clearly perfect. Thus, we have to check that it is also a ⋆k perfect ⋆k − R bimodule.
However, as R is smooth and proper, a module is perfect over R if and only if it is
perfect as a k module. Hence, E is ⋆k perfect.
Now notice that by definition we have S(EX) ≃ EX [d], where we denote S the Serre
duality functor on Db(X). Through the equivalence this means E
L
⊗R R
∗ ≃ E[d]. As E
and R are ⋆k − R perfect, we get
E⋆k [−d] ≃
(
E
L
⊗R R
∗
)⋆k
(8)
≃ (R∗)∗
L
⊗R E
R˜
≃R
L
⊗R E
R˜
≃ER˜,
where in (8) we used [AL17, Lemma 2.12]. This is the third and last condition we had
to check.
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Viceversa, let E ∈ D(R) be a d-spherical object. Then, for any perfect R-module M
we have an isomorphism
RHomR(E,M) ≃ M
L
⊗R E
R˜
≃ M
L
⊗R E
⋆k [−d] (9)
≃ (M R˜)R˜
L
⊗R E
⋆k [−d] (10)
≃
(
E[d]
L
⊗R M
R˜
)⋆k
(11)
≃ RHomR(M,E[d])
∗
where in (9) we used that M is perfect, and therefore M ≃ (M R˜)R˜; in (10) we used
that ⋆k duals and derived ⋆k duals are isomorphic, together with [AL17, Lemma 2.12];
in (11) we used that E[d]
L
⊗R M
R˜ is just a complex of vector spaces, thus its ⋆k dual is
the dual as a complex of vector spaces. This implies the Serre duality statement. 
Remark 3.1.6. Notice that the isomorphism
RHomC(S,E) ≃ RHomC(E, S)
∗[−d] S ∈ D(C)
proved in Proposition 3.1.3 holds for every S ∈ D(C), while the isomorphism
RHomC(E,M) ≃ RHomC(M,E[d])
∗ M ∈ D(C)c
proved in the above lemma holds only for M compact. The second isomorphism is
a consequence of the first. Indeed, as E is d-spherical, for every M ∈ D(C)c we have
RHomC(E,M) ∈ D(⋆k)
c = Db(Vectf), and therefore RHomC(E,M) ≃ (RHomC(E,M)
∗)∗.
3.2. Two spherical objects. Let’s now move on to the case of two spherical objects.
The aim of this section is to prove
Theorem 3.2.1. Let C be a small DG-category over a field k. Let E1, E2 be two d-
spherical objects. Then, the smooth and proper DG-algebra R = k⊕RHomC(E2, E1)⊕ k
gives a source category for a spherical functor
D(R) D(C)
f
whose twist is given by the composition tE2 ◦ tE1, and whose cotwist is given by −
L
⊗R
R∗[−1− d], which induces Serre duality on D(R)c up to shift.
Example 3.2.2. Before going into the proof of the above result, let us give a geomet-
ric example. We thank Timothy Logvinenko for explaining it to us. Let X be a
smooth projective variety, and consider two spherical objects E, F ∈ Db(X) such that
Hom•Db(X)(E, F ) = HomDb(X)(E, F [1]) = C
2. Consider U ∈ Db(P1 × X) the universal
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family that parametrises non zero extensions of F by E up to the action of C×. This
object has the property that its fibre over any p ∈ P gives the corresponding extension of
F by E. Considering U as a Fourier Mukai kernel, we get a functor Φ : Db(P1)→ Db(X)
which is spherical, and whose twist is the composition tE ◦ tF . This is an example of
the above theorem because the algebra in this case is k ⊕ k2[−1] ⊕ k, which is the en-
domorphism algebra of the object OP1(−1) ⊕ OP1 in D
b(P1), and therefore we have an
equivalence
D(k ⊕ k2[−1]⊕ k) ≃ D(P1)
under which the functor f of Theorem 3.2.1 gets identifed with Φ.
Let E1, E2 ∈ D(C) be two d-spherical objects. In order to carry on with our construc-
tion, we need to replace them with h-projective bimodules. Notice that this won’t affect
the final result, as the twist around a bimodule depends only on its quasi-isomorphism
class. We can replace Ei with ⋆k ⊗⋆k Ei ⊗C C, where ⋆k and C are the bar-resolutions
of the diagonal bimodules. However, in this case we have ⋆k ≃ ⋆k, and it’s enough to
consider Ei⊗C C. With abuse of notation, we will still call Ei the h-projective resolutions
of the modules we started with. Recall the definition of EhCi = ⋆k ⊗⋆k E
C
i ⊗C C.
We consider the DG-algebra12
R = k ⊕ (E1 ⊗C E
hC
2 )⊕ k,
and we notice that the C-module E1⊕E2 has a structure of left ⋆R module, where ⋆R is
the DG-category with one object and endomorphism DG-algebra R. Indeed, we have a
map
R k ⊕ (E1 ⊗C E
C
2 )⊕ k k ⊕HomC(E2, E1)⊕ k EndC(E1 ⊕ E2),
where
E1 ⊗C E
C
2 HomC(E2, E1)
is the evaluation map, and we make the first copy of k act as k · idE1 and the second as
k · idE2 .
Remark 3.2.3. By definition the DGA R is a model for the DGA k⊕RHomC(E2, E1)⊕k.
Moreover, as E1⊗C E
hC
2 is perfect on both sides, and k is smooth as a DGA, we get that
R is a smooth DGA.
We can define a functor
Mod− ⋆R = ModR Mod− C,
−⊗R(E1⊕E2)
where ModR is the category of DG-modules over R. The bimodule E1⊕E2 is C perfect
because it is the sum of two C perfect bimodules. As R is smooth and proper, a DG
module over R is perfect if and only if it is perfect as a complex of vector spaces. As E1
12Notice that this is indeed a DGA, as E1 ⊗C E
hC
2
is a k − k bimodule.↑
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and E2 are ⋆k perfect, E1 ⊕ E2 is ⋆k perfect, and thus it is ⋆R perfect. If we derive the
functor we constructed above, we get the functor
D(R) D(C),
f=−
L
⊗R(E1⊕E2)
whose right adjoint is given by13
fR = RHomC(E1 ⊕E2,−) ≃ −⊗C
(
EhC1 ⊕ E
hC
2
)
,
where the isomorphisms are in D(R).
Given a complex of DG-modules, we will denote by {−} its convolution. For more
details on complexes in DG-categories, see [AL17, §3]. Notice that if we denote
S = k ⊕ k ⊂ R, V = E1 ⊗k E
hC
2 ⊂ R,
then there is an exact sequence of R− R bimodules of the form
0 R ⊗S V ⊗S R R⊗S R R 0
g
where
g(r ⊗ v ⊗ r′) = rv ⊗ r′ − r ⊗ vr′.
This follows from the presentation of R as a tensor algebra over S: R = TSV = S ⊕ V
as V ⊗S V = 0. Then, the bimodule representing ff
R is given in D(C − C) by{ (
EhC1 ⊕ E
hC
2
)
⊗S V ⊗S (E1 ⊕E2)
(
EhC1 ⊕E
hC
2
)
⊗S
deg.0
(E1 ⊕E2)
α
}
,
where α = id⊗ g ⊗ id.
Remark 3.2.4. Notice that there are no derived tensor products because of the copies of
R that appeared in the exact sequence. Namely, we have(
EhC1 ⊕E
hC
2
) L
⊗R R⊗S R
L
⊗R (E1 ⊕ E2) ≃
(
EhC1 ⊕E
hC
2
)
⊗S (E1 ⊕ E2) ,
and similarly for the other term.
Now, we can notice that(
EhC1 ⊕E
hC
2
)
⊗S V ⊗S (E1 ⊕ E2) ≃ E
hC
1 ⊗k V ⊗k E2,(
EhC1 ⊕E
hC
2
)
⊗S (E1 ⊕ E2) ≃ E
hC
1 ⊗k E1 ⊕ E
hC
2 ⊗k E2,
13In this case, as we are considering h-projective, perfect modules, and ⋆k ≃ ⋆k, there would be no
need to consider EhCi , as E
C
i is already C − ⋆k h-projective, see Remark 2.1.9. However, as this is a
particular case, we prefer to employ EhCi to get accostumed to the technicalities we will have to deal
with in the general case.↑
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and therefore the bimodule representing ffR is given by{
EhC1 ⊗k V ⊗k E2 E
hC
1 ⊗k E1 ⊕E
hC
2 ⊗k E2
α
}
.
Let now
EhC1 ⊗k E1 ⊕E
hC
2 ⊗k E2 C,
β=tr⊕tr
then the bimodule representing the cone of ffR → id is given by{
EhC1 ⊗k V ⊗k E2 E
hC
1 ⊗k E1 ⊕E
C
2 ⊗k E2 C
α β
}
.
As we have V = E1 ⊗C E
hC
2 , the above bimodule is given by{
EhC1 ⊗k E1 ⊗C E
hC
2 ⊗k E2 E
hC
1 ⊗k E1 ⊕ E
hC
2 ⊗k E2 C
γ β
}
,
where γ = (tr ⊗ id) − (id ⊗ tr). However, we know that this bimodule represents the
composition tE2 ◦tE1 , where we are writing tEi for the twist around the functor −
L
⊗⋆k Ei.
Therefore, we get tf ≃ tE2 ◦ tE1 . Let us now compute the cotwist around f . To compute
the bimodule representing the cotwist, we have to compute the R −R bimodule
Cf =
{
R
deg.0
(E1 ⊕ E2)⊗C
(
EhC1 ⊕E
hC
2
)act }
.
Clearly, we have
H•(Cf) =
(
k[−d]⊕H•(E2 ⊗C E
hC
1 )⊕ k[−d]
)
[−1].
Moreover, notice that we have a map
(E1 ⊕E2)⊗C
(
EhC1 ⊕ E
hC
2
)
k[−d]⊕E2 ⊗C E
hC
1 ⊕ k[−d] =: M,
g
which is given by the maps Ei⊗C E
hC
i → k[−d] that exist as Ei⊗C E
hC
i are DG modules
with highest cohomology group given by k[−d]. We endow the moduleM with an R−R
bimodule structure as follows. We have an obvious action
R⊗k M E1 ⊗C E
hC
1 ⊕ E2 ⊗C E
hC
1 ⊕ k[−d],
to get the one onM we use the map E1⊗CE
hC
1 → k[−d]. Similarly, as we have an action
M ⊗k R k[−d]⊕ E2 ⊗C E
hC
1 ⊕E2 ⊗C E
hC
2 ,
composing with the map E1⊗CE
hC
1 → k[−d] we get an action onM . With this bimodule
structure, g becomes a map of bimodules. Moreover, the composition g ◦act is zero, and
in cohomology H•(M) is the cone of act. Thus, we get Cf ≃M [−1] in D(R−R). Now
recall that we have an isomorphism of bimodules E⋆1 [−d] ≃ E
C˜
1 . In particular, we can
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fix a lift of this isomorphism to a quasi isomorphism EhC1 → E
⋆k
1 [−d]. Using this quasi
isomorphism, we get a quasi isomorphism
E2 ⊗C E
hC
1 (E
hC
2 )
C ⊗C E
hC
1 (E
hC
2 )
C ⊗C E
⋆k
1 [−d]
(
E1 ⊗C E
hC
2
)⋆k [−d],f g
where f is the composition of the maps
E2 (E
C
2 )
C (EhC2 )
C,
(EhC2 →E
C
2 )
C
which are both quasi isomorphism as E2 is h-projective and C perfect, and g stays a quasi
isomorphism because (EhC1 )
C is C h-projective being EhC1 a C perfect and h-projective
module. In particular, we get a map14
M R∗[−d],
which induces an isomorphism in cohomology. We claim that also the two R−R structure
coincides. This is a simple but long computation. Thus the cotwist around f is given
by −
L
⊗R R
∗[−d − 1]. In [Shk07], under the assumption that R is a smooth and proper
DG-algebra, it is proven that this functor (up to shift) gives Serre duality on D(R)c.
Moreover, it is also proven that R∗ admits an inverse bimodule, and therefore the cotwist
around f is an equivalence. This concludes the proof of Theorem 3.2.1.
The above theorem generalizes to n spherical objects. One could prove this general-
ization by hand, but we refrain to do so, and we get it as a corollary in Subsection 4.1.
Remark 3.2.5. As we will see in Subsection 4.3, the fact that the cotwist induces Serre
duality up to shift is a formal consequence of the property E C˜i ≃ E
⋆k
i [d]. However, here
we wanted to outline the explicit quasi isomorphism between the bimodule representing
the cone and R∗[−1 − d].
4. The general case
4.1. Bimodules on DG-categories. Let nowA, B and C be three small DG-categories
over a field k, and letM ∈ D(A−C), N ∈ D(B−C) be two perfect, spherical bimodules.
We want to realize the composition of the twists around N and M , i.e. the autoequiv-
alence tN ◦ tM of D(C), as a twist around a spherical functor. For technical reasons, we
replace M and N with their h-projective resolutions A ⊗A M ⊗C C and B ⊗B N ⊗C C
since the beginning. By abuse of notation we will still denote them M and N . This
won’t affect our construction, as the twist around a module depends only on it’s quasi-
isomorphism class. Next, we consider the DG-category B×ϕ[1]A associated to B, A and
the bimodule
ϕ(b, a) = a
(
M ⊗C N
hC
)
b
.
14Notice that we are identifying the ⋆k dual with the dual as a vector space.↑
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For simplicity, we will denote R = B ×ϕ[1] A. Notice that we have a morphism of
bimodules
ψ : M ⊗C N
hC M ⊗C N
C HomC(N,M).
ev
Therefore, if we set φ the bimodule HomC(N,M), we get a DG functor
R B ×φ[1] A
(b, a, µ) (b, a, (ψ[1])(µ)).
F
In particular, we get an R− C bimodule as
R B ×φ[1] A Mod− C
(b, a, µ) cone
(
(ψ[1])(µ) : bN [−1]→ aM
)
.
F
The fact that this association can be made into a DG functor is proved in [KL15,
Proposition 4.10]. We will denote this bimodule as P .
Recall the definition of the inclusion functors
iB : B −→ R, MB 7→ (MB, 0, 0)
iA : A −→ R, MA 7→ (0,MA, 0)
and
iLB : R −→ B, (MB,MA, µ) 7→MB
iRA : R −→ A, (MB,MA, µ) 7→MA
their left and right adjoint respectively. Notice that using these maps another way to
describe P is as the convolution
 iRBN [−1] iRAM
deg.0
ξ

 , (12)
where ξ is the morphism of bimodules that to any couple (b, a, µ) ∈ R, c ∈ C assigns
the morphism
b(N [−1])c aMc.
(ψ[1])(µ)
In particular, as the bimodules in (12) are C h-projective, this implies that P is C
h-projective being the cone of two h-projective modules15.
Then, we have
iAP =M, iBP = N,
15Notice that P is the dg cone of this morphism and not only quasi isomorphirc to the cone. If this
wasn’t the case, the claim would not be true.↑
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and P is the left R module given by the structure morphism
M ⊗C N
hC ⊗B N M ⊗C C M
id⊗trNC
We have a functor
D(R) D(C).
f=−
L
⊗RP
Our aim is to prove that the twist around this functor is given by the composition tN ◦tM .
Remark 4.1.1. We are using B ×ϕ[1] A because we need a resolution of the diagonal
bimodule in terms of the bimodules A, B and ϕ. However, once the result is established,
one could replace the source category with the derived category of B ⊔ϕ A as defined in
[Tab07]. With this change made, the bimodule we tensor with becomes N ⊕M .
The bimodule P is clearly C-perfect, as it is pointwise the cone of C-perfect modules,
but it’s not clear whether it is R perfect in general. We will prove it is, but for now let
us go on.
The following R−R bimodule16{
R⊗A ϕ⊗B R R⊗B R⊕R⊗A R
deg.0
g
}
,
with g(r ⊗ v ⊗ r′) = rv ⊗ r′ − r ⊗ vr′, is quasi-isomorphic to the diagonal bimodule R.
This follows from [KL15, Proposition 4.9] together with the observations that
• as ϕ is h-projective, the tensor products on the left don’t need to be derived;
• we have an isomorphism of bimodules
RiA ≃ iRAA
that implies that RiA is right A h-projective;
• given x = (b, a, µ) ∈ R and b′ ∈ B, we have
x (RiB)b′ = HomB(b
′, b)⊕ (ϕ(b′, a)[1]) [−1].
Notice that µ ∈ Z0(ϕ(b, a)[1]) ≃ Z0(HomMod−B(h
b, ϕ(−, a)[1])), and therefore
when we vary x ∈ R we can consider the datum of the various µ’s as a morphism
of R− B bimodules
µ : iLBB iRAϕ[1]. (13)
An inspection of the differentials tells us that we have an isomorphism of bimod-
ules
RiB ≃ cone
(
iLB
B
−µ
−→ iRAϕ[1]
)
[−1]. (14)
16From now on, we will suppress the restriction functors whenever possible to ease the notation.↑
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Thus RiB is right B h-projective, and the tensor products on the right don’t need
to be derived.
Moreover, notice that the modules in the previous convolution are right R h-projective.
For the modules in degree zero this follows from the isomorphisms of bimodules we
explained above and the adjunction between extension/restriction of scalars. For the
module in degree −1 this follows from the fact that, as ϕ is h-projective, by [AL17,
Proposition 2.5] the bimodule R ⊗A ϕ is h-projective, and therefore R ⊗A ϕ ⊗B R is
right R h-projective.
As we have already noticed, P is C h-projective. Therefore, we have P C˜ = P C, and
(P C)iA = (iAP )
C =MC , (P C)iB = N
C.
Using the above convolution, we get
P ≃ R⊗R P ≃
qis
{
R⊗A ϕ⊗B N R⊗A M ⊕R⊗B N
deg.0
g⊗id
}
,
Notice that another application of [AL17, Proposition 2.5] shows that all the bimodules
in the previous convolution are h-projective (as bimodules). In particular, we see that
ffR is represented by the bimodule
P C
L
⊗R P ≃
qis
P C
L
⊗R R
L
⊗R P ≃
qis
{
NC ⊗A ϕ⊗B M N
C ⊗B N ⊕M
C ⊗C M
deg.0
γ
}
,
where γ = tr⊗ id− id⊗ tr.
The above convolution is quasi isomorphic to the convolution{
MhC ⊗A M ⊗C N
hC ⊗B N M
hC ⊗A M ⊕
deg.0
NhC ⊗B N
γ
}
,
where γ = tr ⊗ id − id ⊗ tr. If we now consider the bimodule representing the cone of
ffR → id, we get{
MhC ⊗A M ⊗C N
hC ⊗B N M
hC ⊗A M ⊕N
hC ⊗B N C
deg.0
γ β
}
in D(C −C), where β = tr⊕ tr. Therefore, we get tf = tN ◦ tM . Our aim is now to prove
the following
Theorem 4.1.2. Let A,B and C be three small DG-categories over a field k, and M ∈
D(A − C), N ∈ D(B − C) be two spherical bimodules. Then, P is a spherical R − C
bimodule, where R = B ×ϕ[1] A, ϕ = RHomC(N,M), such that the twist around it is
given by the composition tN ◦ tM .
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Remark 4.1.3. Notice that as RHomC(N,M) is only defined up to quasi isomorphisms,
also R is only defined up to a quasi equivalence. However, as the statement of the
theorem concerns P as an element of D(R− C), this doesn’t create any problem.
Before going into the proof, notice that as a corollary to the previous theorem, we
readily get
Corollary 4.1.4. Keep the setting as above. If the two bimodules RHomC(N,M) and
RHomC(M,N) are zero, then we have an isomorphism of functors
tN ◦ tM ≃ tM ◦ tN .
Let us notice that our assumption in the previous corollary implies the assumption
of [AL17, Theorem 6.1]. Therefore, the above corollary does not give any new insight
on when two spherical twists commute with each other. Nevertheless, in our setting the
proof is a straightforward consequence of the computation we did previously, whereas in
the general setting it is more involved.
The rest of this section completes the proof of the above theorem. Taking back from
where we left with our construction, we have to prove that P is R-perfect and that f is
spherical.
Lemma 4.1.5. The bimodule P is R-perfect.
Proof. Recall the definition of
I1 = LIndiB , I2 = LIndiA ,
IR1 = ResiB , I
R
2 = ResiA ,
with adjunctions Ii ⊣ I
R
i . Moreover, recall that we have SODs
D(Rop) = 〈D(Aop), D(Bop)〉, D(Rop)c = 〈D(Aop)c, D(Bop)c〉.
In particular, for any module T ∈ D(Rop) there are two distinguished triangles
I1(TiB) T I2I
L
2 T
TiA I
L
2 T M ⊗C N
hC ⊗B TiB [1],
where IL2 ⊣ I2. To prove that P is R perfect, we have to prove that the functor
P
L
⊗C − ≃ P ⊗C − : D(C
op) D(Rop)
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brings compact objects to compact objects. Let S ∈ D(Cop)c and set T = P ⊗C S. Then,
we have the following distinguished triangles
I1(N ⊗C S) T I2I
L
2 T
M ⊗C S I
L
2 T M ⊗C N
hC ⊗B N ⊗C S[1].
Now, as N andM are perfect on both sides, we get that N⊗CS andM⊗CS are compact.
Moreover, as M is A-perfect and NhC is C-perfect, M ⊗C N
hC is A-perfect. Thus, the
functor M ⊗C N
hC ⊗B − preserves compactness, and we get that I
L
2 T is compact. Using
the SOD cited above, we get that T is compact, as required. 
To prove that f is spherical, as the assumptions of Theorem 2.2.3 are satisfied, we can
prove that the canonical morphism fLtf → f
LffR[1]→ fR[1] is an isomorphism. First
of all, recall that the bimodule P is quasi isomorphic to{
R⊗A ϕ⊗B N R⊗B N ⊕R⊗A M
deg.0
g⊗id
}
. (15)
In order to go, on we need a more explicit description of this convolution. Notice that
we have isomorphisms of bimodules
R⊗A ϕ⊗B N ≃ iR
A
M ⊗C N
hC ⊗C N,
R⊗A M ≃ iRAM.
(16)
Using this description, the map g takes the form
 iRAM ⊗C NhC ⊗B N iRAM ⊕R⊗B N
deg.0
(f1,f2)

 , (17)
where17
f1 = id⊗ tr
N
C : iRAM ⊗C N
hC ⊗C N iR
A
M,
f2 = i⊗ id : iRAM ⊗C N
hC ⊗B N R⊗B N,
i : iR
A
M ⊗C N
hC = iR
A
ϕ RiB .
17We are denoting trN
C
the composition
(
C → C
)
◦ trN
C
for simplicity.↑
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We have already noticed that the bimodules in (15) are h-projective. This means that
to compute RHomRop(P,R) we can use (15), and in particular the more explicit version
(17). Applying the functor HomRop(−,R), we get that the derived R dual of P is
18

HomRop(R⊗B N,R)
⊕
HomRop(iR
A
M,R)
deg.0
HomRop(iRAM ⊗C N
hC ⊗B N,R)


=

 NB ⊕HomAop(M,R)deg.0 HomAop(M ⊗C NhC ⊗B N,R)β⊕α

 , (18)
where
α = HomAop(f1, id), β = HomRop(f2, id).
Let us investigate β a bit more. In the case N = B we consider only the dual map of i,
and we have
BiLB ≃ iBR ≃ HomR
op(RiB ,R) HomRop(iRAϕ,R).
−◦i
However, this map would send b ∈ B to the multiplication on the right by b, and given
s ∈ ϕ, the multiplication s ·b ∈ R still belongs to ϕ. Therefore, the previous map factors
as
BiRB HomRop(RiB ,R) HomRop(iRAϕ,R)
HomAop(ϕ, ϕ)iLB HomRop(iRAϕ, iRAϕ).
actA
−◦i
−◦i
i◦− (19)
If N is general, a similar reasoning applies. Namely, we have an isomorphism
HomRop(R⊗B N,R) ≃ HomBop(N,B)iLB ,
and therefore the map
HomRop(R⊗B N,R) HomRop(iRAϕ⊗B N,R)
−◦f2
sends f : N → B to the map
HomRop(iRAϕ⊗B N,R) ∋
(
s⊗ n s · f(n)
)
s ∈ ϕ, n ∈ N.
18To pass from the first line to the second, we use isomorphisms (16) and the adjunction between
extension and restriction of scalars.↑
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In particular, as s · f(n) ∈ ϕ ⊂ R, we get a factorization
HomRop(R⊗B N,R) HomRop(iRAϕ⊗B N,R)
HomRop(iRAϕ⊗B N, iRAϕ)iLB .
−◦f2
−◦f2
i◦− (20)
Bearing this in mind, recall that we have the quasi isomorphisms
MA ⊗A R HomAop(M,R)
(M ⊗C N
hC ⊗B N)
A ⊗A R HomAop(M ⊗C N
hC ⊗B N,R).
qis
qis
Moreover, we have a quasi isomorphism
NhB ⊗B N ⊗C M
hA ⊗A R (M ⊗C N
hC ⊗B N)
A ⊗A R,
NB ⊗B (N
hC)C ⊗C M
A ⊗A R N
B ⊗B (M ⊗C N
hC)A ⊗A R
qis
qis
qis
qis
where19
• the left vertical map is constructed as the composition
N
(NC)C (NhC)C,
qisqis
qis
(NhC→NC)C
where the bottom map is a quasi isomorphism as it is the dual of a quasi isomor-
phism between h-projective, perfect C modules, see Remark 2.1.9;
• the bottom map, and the right vertical map are the maps
NB ⊗B ϕ
A HomBop(N,ϕ
A) (ϕ⊗B N)
A,
ev adj
and similarly for (NhC)C ⊗C M
A → ϕA.
What we want to do now is to find a map
NhB
iLB
⊕MhA ⊗A R N
hB ⊗B N ⊗C M
hA ⊗A R
19The fact that these maps are quasi isomorphisms is [AL17, Lemma 2.12], together with the fact
that we are tensoring them with h-projective modules.↑
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such that the diagram
NhB
iLB
⊕MhA ⊗A R N
hB ⊗B N ⊗C M
hA ⊗A R
NB
iL
B
⊕ HomAop(M,R) HomAop(M ⊗C N
hC ⊗B N,R)
qis qis
−(α⊕β)
(21)
commutes up to homotopy and a sign20. By (18) and the fact that action map and trace
map are dual to each other up to homotopy, it is clear that as a lift for the restriction
to MhA ⊗A R we can take
MhA ⊗A R N
hB ⊗B N ⊗C M
hA ⊗A R.
α˜=actNC ⊗id
For what concerns the action on NhB, notice that we have to complete the diagram
NhB
iL
B
NhB ⊗B N ⊗C M
hA ⊗A R
NB
iLB
HomAop(M ⊗C N
hC ⊗B N,R).
qis
−β
However, the description (20) we gave of β tells us that we have to lift the action map
for ϕ. In particular, notice that we have
iAR ≃ cone
(
AiRA
µ′
−→ ϕiLB [1]
)
[−1],
where µ′ is defined similarly to µ in (13). Therefore, if we write
NhB ⊗B N ⊗C M
hA ⊗A R ≃
qis{
NhB ⊗B N ⊗C M
hA
iA
deg.0
NB ⊗B N ⊗C M
hA ⊗A M ⊗C N
hC
iB
[1]
−id⊗µ′
}
,
20Here the vertical maps are the composition of the resolution maps together with the map con-
structed above. In particular, they are quasi isomorphisms. The minus sign comes from the convention
for the use of the cube lemma, [AL17, Lemma 3.6]. In particular, notice that all our diagrams and
cubes are indexed on {−1, 0}n for some n, where the (0, . . . , 0) position is occupied by the element to
which all the arrows converge.↑
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we can consider the map
0 NhB
iL
B
[1]
NhB ⊗B N ⊗C M
hA
iA
NhB ⊗B N ⊗C M
hA ⊗A M ⊗C N
hC
iLB
[1],
−β˜=−(id⊗ actMC ⊗ id) ◦ (id⊗ act
N
B )
id⊗µ′
which induces a map
NhB
iLB
NhB ⊗B N ⊗C M
hA ⊗A R.
β˜
This map gives the desired lift, and thus we can consider the diagram
NhB
iLB
⊕MhA ⊗A R N
hB ⊗B N ⊗C M
hA ⊗A R
NB
iL
B
⊕HomAop(M,R) HomAop(M ⊗C N
hC ⊗B N,R),
qis
β˜⊕α˜
qis
−(β⊕α)
which commutes up to homotopy and a sign.
Now that we have constructed diagram (21), we know that P R˜ is given in D(C − R)
by 
 NhBiLB ⊕MhA ⊗A Rdeg.0 N
hB ⊗B N ⊗C M
hA ⊗A R
−(β˜⊕α˜)

 .
Applying Proposition 2.3.10, we get a SOD
D(R) = 〈D(A), D(B)〉.
Indeed, we can notice that any T ∈ D(R) is identified by its two restrictions TiA , TiB ,
and its structure morphism
TiA ⊗A ϕ→ TiB .
Therefore, if we want to understand P R˜, it is enough to understand its restrictions and
its structure morphism. Notice that Res is an exact functor that preserves acyclicity,
therefore it can be applied term by term to a convolution. The A part is easy, as we
have that P R˜iA is given by{
MhA
deg.0
NhB ⊗B N ⊗C M
hA−α˜
}
≃ T−1N ⊗C M
hA
where T−1N is the bimodule representing t
−1
N . Therefore, we have P
R˜
iA
≃ T−1N ⊗C M
hA.
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The B part is more involved. Let T−1M be the bimodule representing t
−1
M . Then, we
know that T−1N
L
⊗C T
−1
M is represented by{
C
deg.0
NhB ⊗B N ⊕M
hA ⊗A M N
hB ⊗B N ⊗C M
hA ⊗A M
F1 F2
}
where F1 = (act
N
C , act
M
C ) and F2 = (act
N
C ⊗ id) ⊕ (−id ⊗ act
M
C ). Tensoring the above
bimodule with NhC we get
 NhCdeg.0
NhB ⊗B N ⊗C N
hC
⊕
MhA ⊗A M ⊗C N
hC
NhB ⊗B N ⊗C M
hA ⊗A M ⊗C N
hCF1⊗id F2⊗id

 .
Notice that the above convolution can be obtained as the (shifted) convolution of the
diagram
NhC NhB ⊗B N ⊗C N
hC
MhA ⊗A M ⊗C N
hC NhB ⊗B N ⊗C M
hA ⊗A M ⊗C N
hC.
actNC ⊗id
actMC ⊗id −id⊗act
M
C ⊗id
actNC ⊗id⊗id
Consider the cube
0 NhB
NhC NhB ⊗B N ⊗C N
hC
0 NhB
MhA ⊗A M ⊗C N
hC NhB ⊗B N ⊗C M
hA ⊗A M ⊗C N
hC
id
id⊗actNB
actNC ⊗id
actMC ⊗id
−id⊗actMC ⊗id
F
actNC ⊗id⊗id
where F = (id ⊗ actMC ⊗ id) ◦ (id ⊗ act
N
C ). By the cube lemma, [AL17, Lemma 3.6],
the (shifted) convolution of this cube is still quasi isomorphic to the convolution of the
above diagram (the “back” square convolves to zero). If we now choose to split the cube
taking the top and bottom square, we can notice that as N is spherical the top square
convoles to zero, while the bottom square convolves to{
NhB ⊕MhA ⊗A M ⊗C N
hC NB ⊗B N ⊗C M
hA ⊗A M ⊗C N
hC
deg.0
F3
}
,
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where F3 = (act
N
C ⊗ id)⊕
(
(id⊗ actMC ⊗ id) ◦ (id⊗ act
N
C )
)
. Taking into account the shift,
we get that the above bimodule is quasi isomorphic to the restriction of P R˜ to B shifted
by −1. Therefore, we get P R˜iB ≃ T
−1
N
L
⊗C T
−1
M ⊗C N
hC[1].
Summing up, we have proved
P R˜iA ≃ T
−1
N ⊗C M
hA,
P R˜iB ≃ T
−1
N
L
⊗C T
−1
M ⊗C N
hC [1],
where the isomorphisms are in D(C − C). From the decompositions we gave, it is clear
that the structure morphism is
T−1N ⊗C M
hA ⊗A M ⊗C N
hC T−1N
L
⊗C T
−1
M ⊗C N
hC[1],
id⊗σM⊗id
where σM is given by
C MhA ⊗A M T
−1
M .
σM
Finally, in D(C − R) we have(
TM
L
⊗C TN
L
⊗C P
R˜
)
iA
≃ TM
L
⊗C TN
L
⊗C T
−1
N ⊗C M
hA ≃ MhC[1]
(
TM
L
⊗C TN
L
⊗C P
R˜
)
iB
≃ TM
L
⊗C TN
L
⊗C T
−1
N
L
⊗C T
−1
M ⊗C N
hC[1] ≃ NhC[1]
and under these isomorphisms, which are induced by fLtf → f
LffR[1] → fR[1], the
structure morphism becomes
MhC ⊗A M ⊗C N
hC NhC.
trMC ⊗id
Therefore, we get that the functor is spherical.
4.2. Many spherical objects. We now generalize Theorem 3.2.1 to the case of n spher-
ical objects. To get the correct source category we use Remark 4.1.1. We put ourselves
in the same situation as in Subsection 3.2 with any number of d-spherical objects. As-
sume we replaced them with h-projective resolutions. Using inductively Theorem 4.1.2,
we get that the functor tEn ◦ · · · ◦ tE1 can be realized as the twist around the functor
D(R) D(C),
−
L
⊗R(En⊕···⊕E1)
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where the DG-category R is the DG-category with objects {1, . . . , n}, and morphisms21
HomR(i, j) =


0 i < j
k i = j
HomC(Ei, Ej) i > j
.
Therefore, we see that D(R) = D(R), where22
R =
n⊕
i=1
k ⊕
⊕
j>i
HomC(Ej , Ei),
and the functor can be rewritten as
D(R) D(C).
−
L
⊗R(En⊕···⊕E1)
Using this new description, we get that the cotwist around the functor is given by
−
L
⊗R R
∗[−d− 1], which induces Serre duality on D(R)c up to shift.
Remark 4.2.1. In this case, the semirothogonal decomposition arising from Proposition 2.3.10
gives us an interpretation of the category D(R) as that of “modules over the path alge-
bra of a quiver with relations”. Indeed, one can think of a quiver with n-vertices and
arrows from i to j labelled by HomC(Ei, Ej) whenever i > j, 0 if i < j and by k if i = j.
We draw the example n = 4
•4 •3 •2 •1
4.3. P-objects. In this section we consider the case of P-objects. We do this for two
reasons. First, the cotwist in this case can be interpreted as a Serre functor on an
appropriate subcategory. Second, for the case of P1 objects we will draw a comparison
between our construction and the construction given in [Seg18].
Let C be a small DG category over a field k. Pn objects were first introduced in
[HT06], where it was proven that given a Pn-object P in the derived category of a
smooth projective variety X , one can construct an autoequivalence of Db(X) called the
P-twist around P . We now adapt the definition of Pn objects to the setup of DG-
categories so that we can also construct the mentioned autoequivalence. We will not go
through the proof, as the modifications needed are the same we dealt with in the proof
of Proposition 3.1.3.
Recall the notation Hom•C(E,E) =
⊕
n∈ZHomC(E,E[n])[−n] for any E ∈ D(C).
21We think of the object i as the one corresponding to the i-th copy of the category ⋆k, which has
one object and DG-endomorphism algebra isomorphic to k.↑
22Here the i-th copy of k acts on E1 ⊕ · · · ⊕ En as k · idEi .↑
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Definition 4.3.1. An object P ∈ D(C) is said to be a Pn-object if the following condi-
tions are sastisfied:
(1) Hom•C(P, P ) ≃ k[t] /t
n+1 as a graded algebra, with t a generator of degree 2;
(2) we have an isomorphism of bimodules P C˜ ≃ P ⋆k [−d];
(3) when considered as a ⋆k − C bimodule, P is both ⋆k and C perfect.
Remark 4.3.2. A remark similar to Remark 3.1.2 applies, and in particular if X is a
smooth projective variety such that D(C) ≃ Dqc(X), then an object P ∈ D(C) is a P
n-
object if the corresponding EX ∈ D
b(X) is a Pn-object. The proof of this last statement
is the same as that of Lemma 3.1.5.
Then, if P is a Pn-object, we can construct the P-twist around it. In [Seg18], under a
technical assumption, the author proved that any P-twist around a P-object P can be
realized as the twist around the functor
D(k[t]) D(C),
fP=−
L
⊗P
where k[t] acts via k[t]→ k[t] /tn+1 = Hom•C(P, P ).
Remark 4.3.3. Notice that ⋆k perfectness implies ⋆k[t] perfectness, where ⋆k[t] is the DG
category with one object and DG endomorphism algebra k[t], with deg(t) = 2. Indeed,
k[t] is smooth, and therefore every finitely generated module is perfect. Now, if P is ⋆k
perfect, then for any c ∈ C the DG-module P (c) is bounded complex of finite dimensional
vector spaces over k, and thus finitely generated over k[t], which means that P is ⋆k[t]
perfect. Moreover, as we have an isomorphism P C˜ ≃ P ⋆k [−d], we get that P C˜ is C − ⋆k[t]
perfect, and the same holds true for P ⋆k . In particular, both the left and right adjoint
to −
L
⊗C P preserve compactness.
It was proven in [HK19] that the technical assumption is always satisfied, and therefore
we can realize the P-twist as a spherical twist. Assume we have a sequence of Pn objects,
P1, . . . , Pd ∈ D(C) and that we have replaced them with their h-projective resolutions
k[t]⊗k[t] Pi⊗C C. We can apply Theorem 4.1.2 and realize the composition of the twists
around the functors fi := fPi as the twist around the spherical functor
D(R) D(C),
f=−
L
⊗R(Pd⊕···⊕P1)
where R is given by the DGA23
d⊕
i=1
k[t]⊕
⊕
j>i
HomC(Pj , Pi).
23Here the i-th copy of k[t] acts on Pi.↑
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We now proceed in analyzing the cotwist associated to f . Notice that the bimodule
representing the cotwist associated to f is computed as shifted cone
Cf = cone(R (P1 ⊕ · · · ⊕ Pd)⊗C (P
hC
1 ⊕ · · · ⊕ P
hC
d ))[−1].
As we have cone (k[t]→ k[t] /tn+1 ) ≃ k[t][−2n − 1], and
HomC(Pi, Pj) ≃
qis
HomC(Pj, Pi)
∗[−2n],
as a graded vector space we have
H•(Cf) ≃
d⊕
i=1
k[t][−2n− 1]⊕
⊕
j>i
H•(HomC(Pj, Pi))
∗[−2n].
Unfortunately, as k[t] is infinite dimensional, we have k[t]∗ = kJt−1K, where t−1 is a
formal variable of degree −2, and t acts as multiplication by t−1. Therefore, the bimodule
representing the cotwist has not the same cohomologies as R∗[−1−2n], in contrast with
what happened for spherical objects. However, we can notice it is not that far from
it. Indeed, if we consider the case d = 1 and we focus on the subcategory of torsion
modules, then we know that it is generated by k = k[t] /(t) . Then, we have
k
L
⊗k[t] k[t]
∗ = cone
(
kJt−1K[−2]
t
−→ kJt−1K
)
≃ k[−1],
and tensoring with k[t][−1] has the same effect as tensoring with k[t]∗. In fact, for purely
formal reasons, we have that the cotwist around f induces, up to shift, a Serre functor
on the essential image of fL restricted to D(C)c. Indeed, for anyM,T ∈ D(C)c we have24
RHom(fLM, (cf ◦ f
L) T [1]) ≃ RHom(fLM, (fL ◦ tf ) T [−1]) ≃
RHom(M, (f ◦ fL ◦ tf)T [−1]) ≃
cone (RHom(M,T [−1])→ RHom(M, tfT [−1])) ≃
cone
(
RHom(M,T [−1])→ RHom(t−1f M,T [−1])
)
≃
RHom((f ◦ fL)M,T ) ≃
RHom(T [−2n], (f ◦ fL)M)∗ ≃
RHom(fL T [−2n], fLM)∗,
where in the second to last isomorphism we used that the Pi are P
n objects and that
fL(M) is perfect, as fL preserve compactness. Notice that a similar computation holds
also in the setting of spherical objects in DG-categories. However, in that case we were
able to prove that the cotwist is Serre duality on the subcategory of compact objects.
This is because the DG-algebra was proper, therefore with the essential image of the
right adjoint, which is contained in the subcategory of torsion modules, we were able
24We drop the subscript of the category when writing Hom’s.↑
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to generate the whole subcategory of compact objects. For Pn objects instead, the
subcategory of torsion modules doesn’t generate the subcategory of compact objects.
4.4. 2-spherical objects vs P1-objects. It was proven in [HT06] that given a 2-
spherical object E ∈ D(C), the square of the spherical twist around E is isomorphic
to the P-twist around E, which we will denote PE. This was generalized to the setting
of spherical functors and P1 functors in [AL19, Proposition 7.2]
Assume once again we replaced E with an h-projective resolution. We proved that the
square of the spherical twist around E can be realized as the twist around the spherical
functor
D(R) D(C),
f=−
L
⊗R(E⊕E)
where R = k ⊕ HomC(E,E)⊕ k.
It is natural to ask ourselves how this functor is related to the functor
D(k[t]) D(C),
f†=−
L
⊗k[t]E
where k[t] acts as k[t] → k[t] /t2 = Hom•C(E,E). First of all, let us notice that by the
definition of the DG-algebra R, every DG-module M splits as the direct sum of two
graded vector spaces M = M1 ⊕M2, together with a structure morphism
M1 ⊗k HomC(E,E) M2.
µM
Therefore, we can define two R DG-modules as follows
P1 = k ⊕ HomC(E,E) µ1 = id
P2 = 0⊕ k µ2 = 0,
and we can notice that, as a right R DG-module, we have R = P1 ⊕ P2.
Remark 4.4.1. The motivation behind these definitions is that R can be thought of as
the path algebra of the quiver
•1 •2
where the arrows from left to right are indexed by the graded vector space HomC(P, P )
and every point has cycles indexed by k.
Let us now define a functor
D(R) D(k[t])
g
as follows, we define it on P1 and P2 as G(Pi) = k[t], and we make it act on morphisms
between P2 and P1 as
g((1, 0)) = 1 g((0, 1)) = t
where HomR(P2, P1) = HomC(E,E) = k ⊕ k[−2]. Notice that the endomorphisms rings
of P1 and P2 are given by scalars, while there are no morphisms between P1 and P2,
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therefore the action of G here is fixed. As P1 and P2 generate the category D(R), this
defines the desired functor. Let us notice that we have f †g(P1) = E, f
†g(P2) = E, and
therefore we have f †g = f . We now want to define a right adjoint gR for g. Bearing in
mind Remark 4.4.1, we compute what should be morphisms to gRk[t] from P1 and P2,
where gR is the desired adjoint. We have
k[t] = Homk[t](k[t], k[t]) = HomR(P1, g
Rk[t]),
k[t] = Homk[t](k[t], k[t]) = HomR(P2, g
Rk[t]),
therefore we define
gRk[t] = k[u]⊕ k[u],
with structure morphism given by making (1, 0) act as the identity and (0, 1) as mul-
tiplication by u. Notice that here u has degree 2. On morphisms gR acts sending t to
multiplication by u. As k[t] generates the category D(k[t]), to prove that gR is right
adjoint to g we need only to prove the adjointness property for k[t]. However, this fol-
lows from the definition of gR, thus we are done. As all the functors f, g, f † have right
adjoints and f = f †g, we have fR = gR(f †)R, and therefore
ffR = f †ggR(f †)R.
We aim to prove that the counit ggR → id is an isomorphism. It is enough to check it on
k[t]. By definition, gRk[t] = k[u] ⊕ k[u] with the structure morphism described above.
Notice that we have an exact sequence
P2 ⊗k k[u][−2] P1 ⊗ k[u] g
Rk[t],
h1 h2
where
h1 = 0⊕ k[u][−2] k[u]⊕ k[u]⊕ k[u][−2]
h2 = k[u]⊕ k[u]⊕ k[u][−2] k[u]⊕ k[u].


0
−u
1



1 0 0
0 1 u


If we now map this through g, we get
ggRk[t] = cone
(
k[t, u][−2] k[t, u]
t−u
)
≃ k[t].
Indeed, (−u, 1) = −u(1, 0) + (0, 1), and via g this map is sent to −u⊗ 1 + t⊗ 1, which
corresponds to t− u. Thus, it follows ggR
≃
−→ id and we get
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Proposition 4.4.2. We have an isomorphism of functors ffR
≃
−→ f †(f †)R that induces
a commutative diagram of triangles
ffR id T 2E
f †(f †)R id PE,
and therefore we get an isomorphism of functors T 2E ≃ PE.
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