In this paper, we give an application of the recently developed Very Weak Bernoulli condition for amenable groups. The setting for the application is an attractive particle system with the usual lattice replaced by a general countable amenable group.
Introduction.
We consider probability measures on X = {0, 1} G which are invariant under the natural right action of the group G. Two such measures μ and v are isomorphic if there exists an /: ({0, \} G , μ) -• ({0, 1} G , v) which is bijective a.e. and measurepreserving and which commutes with the action of G. A Bernoulli Shift is a stationary process which is isomorphic to an i.i.d. process. For the case G = Z, it was proven by Ornstein [6] that entropy is a complete invariant for Bernoulli Shifts. In this work, a number of important properties of a finite state discrete time (G = Z) stationary process were introduced, namely Finitely Determined (FD), Very Weak Bernoulli (VWB), and Weak Bernoulli (WB). This work together with [10] shows that FD and VWB are equivalent to being a Bernoulli Shift. While these are also all implied by the WB condition, they do not imply it The fact that a Bernoulli Shift is not necessarily WB might seem strange but is partially explained by the fact that WB is not an isomorphism invariant. An example of such a process is given in [13] . The equivalence of Bernoulli and VWB allowed researchers to prove that a number of concrete systems were in fact Bernoulli Shifts.
After this, further equivalent but useful concepts were introduced, namely that of Thouvenot's extremality [11] and that of ε-block independence [12] . Later on, it was natural to extend as much as possible the Bernoulli theory to the group Z d and ultimately to amenable groups. Kieffer [4] succeeded in obtaining a Shannon-McMillan theorem in the amenable group setting. (This was later improved to a pointwise theorem for certain Folner sequences in [8] .) Recently, the theorem that entropy is a complete invariant for Bernoulli Shifts was generalized to the case where the group acting is a general countable, discrete, amenable group [7] . (In fact, they handle the broader class of unimodular amenable groups "with a good entropy theory"; this includes most naturally occurring unimodular amenable groups.)
It is fairly straightforward to extend the definition of VWB to the group Z d . In [3] , analogues of extremality and ε-block independence for Z d are used. The concept of extremality for an amenable group is also used in [7] . [9] ).
In another recent paper [2] , the notion of VWB for the group Z d is extended to a general countable amenable group. This condition, although much more complicated than FI, is equivalent to Bernoulli and moreover is similar in spirit to the VWB condition for Z d . In this work is the idea of ordering a series of blocks inside a larger Folner block.
The purpose of this paper is to give an application of this new VWB condition for amenable groups. We show that a large collection of Markov processes (whose state space is the collection of 0, 1 configurations on a countable, discrete, amenable group) are Bernoulli Shifts. These results generalize the results in [14] to the amenable group context providing at the same time an application of the new VWB condition for amenable groups. In order to do this, we introduce a condition called Time Folner Independence (Definition 2.5.1) which is stronger than VWB, but weaker than Folner Independence. This condition makes sense only for amenable groups with a distinguished time direction (i.e., for groups of the form G x Z where G is amenable).
An example of a discrete amenable group is the integer Heisenberg group: the group of all 3x3, upper triangular, unipotent matrices (with integer entries). This group is the same as Z Systems defined below can still be thought of as being defined on the usual lattice Z 3 . However, the usual additive translation invariance is replaced by some more complicated notion of invariance.
We now introduce the specific processes which we will analyze. We will consider Probabilistic Cellular Automata (PCA). These will be discrete time Markov processes with state space X = {0, 1} G , the set of configurations of 0's and Γs on a countable amenable group G. The transitions will be governed by a family of functions where B = sup φr, η) < 1/2 xeG, ηex and c(x, η) is, for fixed x, a continuous function of η where X is given the product topology. The reason for having the 1/2 bound rather than the more natural bound of 1 is explained later. The evolution of our process is defined as follows. If the state of the system is η, then at the next stage each lattice point x in G switches its value independently with probability c(x, η). In particular, this yields a product measure at the next stage, which we denote by Tη. We can then evolve any initial distribution v, and we denote this evolved measure by Tv where Tv = J χ Tηdv(η). The measure μ is called stationary if Tμ = μ.
We note that X has a natural partial order defined on it: η <δ if η(x) <δ(x) for all xeG. Heuristically, one has that 0's attract 0's and Γs attract Γs. In this paper, we deal exclusively with attractive systems.
There is another characterization of attractiveness which will be useful for us later. We say that a function / from X to R is increasing if η •< δ implies that f(η) < f{δ). Let Jί denote the collection of increasing continuous functions on X. This then allows us to place a natural partial order on P(X).
The fact that •< is a partial order on P(X) is easily verified, as is the continuity of •< with respect to the weak topology in that v n < μ n for all n, v n -> v and μ n -• μ imply that v < μ.
We now present an alternative definition of attractiveness in the following proposition (see [5] ). PROPOSITION 
A PCA (IPS) is attractive if and only if v < μ implies Tv <Tμ.
In the attractive context, there are two distinguished stationary distributions which might reduce to the same one. The next proposition deals with one of these. The analogous result holds when 0 is replaced by 1. For the proof, see [5] . We denote by v_ the stationary distribution whose existence is guaranteed by the above proposition. Similarly, if we start with the configuration of all Γs, we denote the limiting stationary distribution by v. The reason why we take 1/2 as a uniform bound on the spin rates is that Proposition 1.3 and 1.4 become false otherwise, which one can see by taking c(x, η) = 1.
We only consider spin rates which are translation invariant in an appropriate sense. We first note that G acts canonically on itself by right translations. Next, G acts canonically on X on the right by (*/#)(•*) = ηixg" 1 )-Finally, G acts on the collection of spin rates on the right by c(x, η)g = c(xg, ηg). We only consider spin rates which are fixed under this action, i.e., are (right) translation invariant.
Letting v_ be the stationary process with stationary distribution v_, we have that v_ is a process indexed by GxZ which is (right) translation invariant whose proof we leave to the reader. Our main theorem is THEOREM 1.
y_ is a Bernoulli Shift
In §2 we develop the notion of Time Folner Independence and prove that it implies VWB (Theorem 2.5.2). In §3, we prove Theorem 1.5 using Theorem 2.5.2. 2.1. Preliminaries. We recall the ^-metric: Let X = {X^iei and Y = {Y ι }iei be finite processes (i.e., processes with |/| < oc) and let m be any coupling of X with Y. We define 
Time Fβlner
We say that a property of finite subsets of G holds "for all sufficiently invariant subsets" if: there exists (F, δ) such that it holds for all (F, £)-invariant subsets. Recall also that dpK denotes the set of all aeG such that FanKφ0^FaΠ (G\K). . We say that a stationary Gprocess X is Fery Weαfc Bernoulli if, for all ε > 0, there exists a disjoint ε-quasi-tiling system A\, ... , A k , such that for all sufficiently invariant finite sets K c G, there exists an ordered disjoint ε-quasitiling A\, ... , A m of AT such that for all p = 1, ... , m, the process X-j is ε-process independent of Xψ , where /^ := A\ U U A p _\.
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An ordered disjoint ε-quasi-tiling with this property will be said to be ε-almost independent under X. Let G be a countable, discrete, amenable group with identity element e.
Let K c G x Z be finite and nonempty. For -oo < a < b < oc, define 
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where | | denotes cardinality.
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If A and B are sets, then we define AAB := (A\B) u (#V4). Proof. We may assume that ζ < 2. Choose δ > 0 such that 4v/2M < C. Let K c G x Z be ({^} x Z^1, <5)-invariant. We will show that K is (ζ, N) 
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Since K is a union of sets of the form Kf x {/} , it follows that A is (N, ε) -wίde, i.e., for all finite the process X\(A x Zf) is ε-process independent of X\S.
is a disjoint ζ-quasi-tiling system for G if L c G x Z is finite and ζ-cylindrical; if\intvl(L)\<N; and if for some ΪQ G intvl(L), L/ is disjoint ζ-quasi-tilable by stf , then L is disjoint λ-quasi-tilable by sf x intvl(L).
Recall (Definition 2.1.3) the definition of Very Weak Bernoulli. We now come to the main result of this section: THEOREM 
If X is Time Folner Independent, then X is Very Weak Bernoulli
Proof. Let ε > 0 be given. We wish to find a disjoint ε-quasi-tiling system satisfying the condition of Definition 2.1.3.
Choose N as in Definition 2.5.1. Let λ := ε/3. Choose ζ as in Lemma 2.4.1. We may assume that ζ < ε/3.
By [1, Lemma 3.4], we may choose in G a disjoint ζ-quasi-tiling system si such that every A e si is (N, ε)-wide (Definition 2.5.1). We will verify that si x Z^ is a disjoint ε-quasi-tiling system, satisfying the requirements of Definition 2.1.3.
Choose a finite subset F C G and η > 0 such that any (F, η)-invariant subset of G is disjoint C-quasi-tilable by right translates of elements of s/ . We may assume that η < ε/3. By Lemmas 2. We in fact sometimes simply refer to the proofs in this paper explaining the necessary modifications. Let {Γ/}/ez denote the stationary process with stationary distribution y_. So Y/(JC) is the value of the process at time i and location x. Let {^}/>o denote the process {Yi}i>o conditioned on η at time 0.
Let G be a countable, discrete, amenable group with identity ele ment e. Proof. This is proved exactly as is Lemma 4.2 in [14] . D
To prove Theorem 1.5, we first deal with finite range spin rates (defined below) and then extend to infinite range spin rates. We prove this by showing that y_ has the Time Folner Independent property and then invoking Theorem 2.5.2. Proof. This is proved exactly as is Proposition 4.3 in [14] . There are three minor changes one must make. The place where the pointwise ergodic theorem is used is replaced by the mean ergodic theorem which is really all that is needed. (It is not known if every amenable group admits a Folner sequence for which the pointwise ergodic theorem holds. However, the mean ergodic theorem is valid. This also explains why the statement here is slightly weaker than that of Proposition 4.3.) One must also show that a d-limit of mixing measures is mixing and that a direct product of two mixing measures is ergodic. However, these facts are proved in the same way as they are for Z-actions. D We can assume that e e K and K = K~ι. In the above case, we say that {c(x, η)} has finite range K (although K is not unique).
If {/i, ... , l m } c G x Z, we let σ(l\, ... , l m ) denote the sub σ-field on {0, l} GxZ generated by these m points and let j/(σ(/i, ... , l m )) denote the collection of 2 m atoms generating this sub σ-field. Proof. This is proved along the same lines as Theorem 4.6 in [14] , but we provide the proof. We demonstrate the Time Folner Independence property and then apply Theorem 2.5.2. Let ε > 0. By Proposition 3.2, there is an integer b such that, for all sufficiently invariant F c G, there is a set E (depending on F) of ^-measure at most ε such that
