Abstract: Left invertibility preservers on Mm,n(R), m ≥ n, that preserve either semipositivity of matrices or the subset of minimally semipositive matrices are studied. We prove that such maps cannot be degenerate. We also highlight the structure of nonsingular subspaces of dimension in M (R).
Introduction
An m × n matrix A with real entries is said to be semipositive if there exists a x ≥ such that Ax > , where the inequalities are understood componentwise. This is equivalent to saying that there exists a x > such that Ax > . A is said to be minimally semipositive if it is semipositive and no proper m × p submatrix of A is semipositive. It is known that an m × n matrix A is minimally semipositive if and only if it has a nonnegative left inverse (See Theorem 3.6, [6] and Theorem 2.3 and Corollary 2.4, [13] ).
For a eld F, denote by Mm,n(F) the set of all m × n matrices with entries from F. When m = n, this will be denoted by Mn (F) . A linear preserver ϕ is a linear map ϕ : Mm,n(F) −→ Mm,n(F) that preserves a certain property or a relation S. There are two types of preservers: One, in which ϕ(S) = S (these are called onto preservers) and the other in which ϕ(S) ⊂ S (called into preservers). There is a vast literature on both these type of problems.
Let us recall that a square matrix X is called monomial if it is nonnegative and every row and column of X contains exactly one nonzero entry. Equivalently, X is monomial if it is the product of a positive diagonal matrix and a permutation matrix. It can be proved that X is monomial if it is nonnegative, invertible and X − is nonnegative. X is said to be row positive if X is nonnegative and each row of X has at least one nonzero entry. Recently, in [3] , Dorsey et al proved the following (Theorems 2.4, 2.11, [3] ): 1. Let L(A) = XAY for some X ∈ Mm and Y ∈ Mn. Then L is an into preserver of semipositivity if and only if X is row positive and Y is inverse nonnegative or −X is row positive and −Y is inverse nonnegative. L is an onto preserver of minimal semipositivity if and only if X and Y are monomial or −X and −Y are monomial (Theorem 2.4, [3] ). 2. Let L(A) = XAY for some X ∈ Mm and Y ∈ Mn. Then L is an into preserver of minimal semipositivity if and only if X is monomial and Y is inverse nonnegative or −X is monomial and −Y is inverse nonnegative.
L is an onto preserver of minimal semipositivity if and only if X and Y are monomial or −X and −Y are monomial (Theorem 2.11, [3] ). In view of the above statements, a natural question is whether every into preserver of semipositivity is necessarily of the form XAY for some matrices X and Y, possibly with additional properties on X and Y. In [3] , the authors conjectured that if L is an invertible linear map on M (R) and is an into preserver of semipositivity, then it is necessarily of the form XAY for some invertible row positive X and inverse nonnegative Y. We prove that any (left) invertibility preserving linear map on Mm,n(R), m ≥ n, that preserves the subset of minimally semipositive matrices is of the form XAY, where X is monomial and Y is inverse nonnegative or −X is monomial and −Y is inverse nonnegative and is therefore necessarily invertible. Moreover, such a map is an onto preserver of minimal semipositivity if and only if X and Y are both monomial or −X and −Y are both monomial. We also prove that any invertibility preserving map that preserves semipositivity is of the form XAY with X row positive and Y inverse nonnegative. In view of the discussion in the following paragraph, we see that any invertibility preserving map L on Mn(R) will always be of the form TAT − or TA t T − for all values of n except n = , , and will be of the form XAY for some invertible matrices of appropriate sizes in the rectangular case, except when n = , , . There is an additional possibility of the map being degenerate when n = , , .
It was proved way back in 1959 by Marcus and Purves [7] that any invertibility preserving linear map on Mn(C) is always an inner automorphism or an anti-inner automorphism. Over an arbitrary eld F, any bijective, unital, invertibility preserving map on Mn(F) is either an inner automorphism (TAT − ) or an anti-inner automorphism (TA t T − ). Notice that in studying invertibility preserving maps, there is no loss in assuming that the map ϕ is unital; for otherwise, one can replace the map by the map A → ϕ(I) − ϕ(A). The above result is also true without the bijectivity condition, if one assumes that the map preserves invertibility in both directions. It is also known that when n = , and , there are invertibility preserving linear maps on Mn(R) that are not standard. Characterizing linear maps preserving invertibility was solved in its full generality only recently. It was proved by C. de Seguins-Pazzis [9] that: If can have dimension at most n and that any nonsingular subspace of Mn(C) is at most one dimensional. It is also known that Mn(R) contains an n-dimensional nonsingular subspace if and only if n = , , . This can be related to the existence of nite dimensional real division algebras of dimensions , and (Refer [9] for details).
Recall that an m × n matrix A is minimally semipositive if and only if A has a nonnegative left inverse. However, a map on Mm,n(R), that preserves full column rank matrices may not necessarily preserve the subset of those matrices with nonnegative left inverses. We therefore ask the following question rst. Question 1.1. Suppose L is a (left) invertibility preserver on Mm,n(R) that preserves the subset of those matrices with a nonnegative left inverse. What can we say about the structure of L?
The second question is the following. Question 1.2. Suppose L is a (left) invertibility preserver on Mm,n(R) that preserves semipositivity of matrices. What can we say about the structure of L?
In [8] , the authors generalized the results of [9] to rectangular matrices using a di erent approach, where invertibility preservers are replaced by full-rank preservers. In particular, their result says the following: 
such that ϕ(A) = Φ(Ax).
The last map will exist only for n = , and . In all other cases, a preserver of full-rank matrices is necessarily a standard map. We prove our main results in the next section. Our results show that if L is a (left) invertibility preserver on Mm,n(R), m ≥ n, that preserves either minimimally semipositive matrices or semipositive matrices, L is always a standard map; that is, L cannot be degenerate. This justi es the assumptions on the structure of the maps considered in Theorems 2.4 and 2.11 of [3] .
Main Results
We deal with the square matrix case rst.
The square matrix case
Before proving our rst result, we recall a de nition, state the Krein-Rutman theorem as well as another useful result, all of which will be used in the theorem that follows. 
Theorem 2.2. (Theorem 2.3.4 (b), [5]) Let A ∈ Mn(R) be given. Then, there is a real orthogonal matrix Q ∈ Mn(R) such that Q t AQ is a real upper quasitriangular matrix with the following properties: (i) its × diagonal blocks display the real eigenvalues of A; (ii) each of its × diagonal blocks has a conjugate pair of non-real eigenvalues (but no special form); (iii) the ordering of the diagonal blocks may be prescribed in the following sense: If the real eigenvalues and conjugate pairs of non-real eigenvalues of A are listed in a prescribed order, then the real eigenvalues and conjugate pairs of non-real eigenvalues of the respective diagonal blocks A , . . . , Am of Q t AQ are in the same order.
We now state below the nite dimensional version of the Krein-Rutman theorem. We restrict our attention to the nonnegative orthant R n + of R n and state only that statement that is used here.
Theorem 2.3. (Theorem 3.2, Chapter 1, [1]) Let A be a nonnegative matrix. Then The spectral radius ρ(A) is an eigenvalue of A.
We now present our rst result.
Theorem 2.4. There are no degenerate preservers of minimal semipositivity on Mn(R) for n = , , .
Proof. We know that a degenerate preserver ϕ is of the form ϕ(A) = Φ(Ax) for some bijective linear isomorphism Φ from R n to some nonsingular subspace V of dimension n of Mn(R) and some nonzero x ∈ R n or ϕ(A) = Φ(A t x) for some bijective linear isomorphism Φ from R n onto some nonsingular subspace V of dimension n of Mn(R) and some nonzero x ∈ R n .
Consider the sequence An = ( − /n)I. For each n, An is minimally semipositive and An → I. By continuity of ϕ,
, where Φ and x are as described in the previous paragraph. From unitality of the map ϕ and the fact that Φ(x) belongs to a nonsingular subspace V, it follows that I = ϕ(I) = Φ(x) ∈ V. Now let B be some other minimally semipositive matrix and consider a sequence (Bn) of minimally semipositive matrices that converges to the matrix
Since V is a nonsingular subspace, it follows that for every real number α, the matrix I + αϕ(B) ∈ V and is nonsingular.
Choose We now prove that if L is an invertibility preserver on Mn(R) that preserves semipositivity, then L cannot be a degenerate map.
Theorem 2.5. Suppose L is a unital invertibility preserver on Mn(R). If L preserves semipositivity of matrices, then L cannot be a degenerate map.
Proof. We only need to consider the case when n = , and , as degenerate maps occur only for such n. Suppose L(A) = Φ(Ax) for some bijective linear isomorphism Φ from R n onto some nonsingular subspace V of Mn(R) and some nonzero vector x ∈ R n . Choose an invertible semipositive matrix A ∈ Mn(R). Then 
Further reductions
Theorem 2.4 implies that the only invertibility preserver that maps the subset of minimal semipositive matrices into itself is of the form A → TAT − or A → TA t T − , possibly with additional structure on the matrix T. We now discuss further possible structure of the above map. The n = case is simple as the structure of minimal semipositive matrices can be easily written down. Proof. The rst statement does not require proof. For the converse, take A to be the minimally semipositive matrix
, where x and y are positive numbers. Then it is easy to see that minimal semipositivity of TAT − forces T to be a monomial matrix with both nonzero entries having the same sign.
We now consider the case n ≥ . The proof uses the following interesting result due to Harary and Minc [4] . 
From this, we see that P t TD = D P t T. Setting P := P t , we get (PT)D = D (PT).
Before proceeding further, let us recall that a convex cone K in R n is said to be proper if it is closed, pointed with respect to the cones K and K . It is well known that the only automorphisms of the nonnegative orthant are monomial matrices. We now have the following theorem.
Theorem 2.9. If the matrix T in the converse part of Theorem 2.8 is nonnegative, then there exist two simplicial cones K and K in R n
+ such that T is an automorphism with respect to these cones.
Proof. Suppose that the matrix T in Theorem 2.8 is nonnegative. Set
Since P is a permutation matrix and T is an invertible nonnegative matrix, we see that the matrix T is invertible and nonnegative, and therefore row positive. This, in turn implies that T as well as T − are semipositive, as the matrices D and D are nonnegative and monomial. It now follows from Theorem 4.1 of [11] that there exists polyhedral cones K and K such that T (K ) = K . Since T is invertible, both these cones are simplicial. In this case, T can be written as the sum of n rank one projectors, each of which maps K into K (Refer Lemma 4.3, [10] ). Since K and K are proper cones contained in R n + , each of these rank one projectors are nonnegative matrices and so they can be expressed as xy t for some nonnegative orthogonal vectors x and y (Refer Corollary 4.7, [10] ). A similar conclusion holds for T − . Thus, if T is nonnegative, then T is semipositive and nonsingular and there exist two simplicial cones K and K in R n + such that T is an automorphism with respect to K and K . It follows that T is also an automorphism with respect to these simplicial cones K and K as P is a permutation matrix.
The following observation is quite useful. 
The rectangular matrix case
Recall that an m × n matrix A with m ≥ n is semipositive if and only if every n × n submatrix is semipositive. If, in addition, rank(A) = r, then there is an r × r submatrix A of A which is inverse nonnegative. We state these below.
Theorem 2.12. Let A be an m × n matrix with m ≥ n.
A is semipositive if and only if every n × n submatrix is semipositive (Theorem 4.3, [6]). 2. If A is minimally semipositive, then
A has an n × n submatrix that is inverse positive [12] .
We now prove that there are no degenerate preservers of minimal semipositivity in Mm,n(R), m ≥ n and n = , , . Proof. Consider the sequence of matrices An =
, which is a full-rank matrix. Note that
where V is an m-dimensional full-rank subspace of
Mm,n(R). It follows that ϕ(A) ∈ V.
Consider some other minimally semipositive matrix B and get a sequence (Bn) of minimally semipositive matrices that converges to B. Then, arguing as above, we see that ϕ(B) ∈ V. It follows that for every real number α, ϕ(A) + αϕ(B) ∈ V and so has full column rank. Since both ϕ(A) and ϕ(B) have nonnegative left inverse, it follows from Theorem 2.12 (ii) that ϕ(A) and ϕ(B) will both have an inverse nonnegative submatrix of size n × n, which we may assume is the rst n × n submatrix in both these matrices. Let A and B be these n × n submatrices of ϕ(A) and ϕ(B), respectively. Then there will exist a real number α such that A + α B is singular. This will then reduce the row rank and hence the column rank of ϕ(A) + α ϕ(B) by at least . This proves that there cannot be any degenerate preserver of minimal semipositivity in this case too.
Therefore, any linear map ϕ on Mm,n(R), n = , or , that preserves the set of minimally semipositive matrices is necessarily of the form ϕ(A) = XAY for some invertible matrices X and Y and is therefore invertible. Moreover, X will be monomial and Y will be inverse nonnegative or −X will be monomial and −Y will be inverse nonnegative (See for example, Theorem 2.11, [3] ). We mention here that if L is a full column rank preserver on Mm,n(R), m > n that preserves semipositivity, then L is necessarily of the form L(A) = XAY for invertible matrices X and Y of appropriate sizes; in other words, such a map cannot be degenerate. The proof technique is similar to that of Theorem 2.13 and uses Theorem 2.12 (1). We skip the proof. We summarize what we have proved so far in the following theorem. Proof. The proofs of the rst three statements follow from Observation 2.10 and Theorems 2.4 and 2.11 of [3] . In the fourth statement, if the map L preserves semipositivity, then X has to be row positive and Y has to be inverse nonnegative. L will preserve minimal semipositivity only when X is also inverse nonnegative, which is the same as saying that X is monomial.
Remark 2.16. If L(A) = TA t T − with T nonnegative preserves minimally semipositive matrices, then L need not preserve semipositivity. This is because the transpose map A → A t need not preserve semipositivity.
The structure of nonsingular subspaces
Although we have answered the questions we intended to do so, an alternate argument can be given in the case n = , as the generating elements of the two-dimensional nonsingular subspaces of M (R) can be written down. The structure of two-dimensional subspaces of M (F) when the eld F has characteristic not equal to was studied by Corbas and Williams [2] . Since R has characteristic , their results apply to M (R). In particular, they prove that up to congruence by nonsingular matrices, there are only seven -dimensional subspaces of M (R) (See Theorems 1 and 2 and Corollary 1 in [2] ). We enumerate the generating elements of these subspaces below.
1. and .
2. δ and .
3. and + β − β , β ≠ .
4. − and .
5
. α −α δ and + β − β , in one-one correspondence with real numbers of the form α − δβ for each δ ∈ R * (R * ) .
6. and − .
7. δ and − .
Of these, it is obvious to see that the subspaces generated by elements of (1), (3), (4) and (6) will not be nonsingular. The subspace generated by (2) will be nonsingular when δ < , whereas the subspace generated by (7) will be nonsingular when δ > . In case of the subspace generated by (5), it will be a two dimensional subspace when α − δβ ≠ for each δ ∈ R * (R * ) , which in turn forces β ≠ and δ < . This subspace will be nonsingular with the additional conditions, namely, β ≠ ± , α ≠ , α + δ ≠ . Let us denote the nonsingular subspaces generated by elements of (2), (5) and (7) by V , V and V , respectively. If ϕ is a degenerate preserver on M (R), then by discussing various possible cases of nonsingular subspaces, it can be easily veri ed that there are no such maps.
We justify below using calculations with the three nonsingular subspaces of dimension listed above, that any invertibility preserving map L on M (R) that preserves semipositivity is necessarily of the form L(A) = TAT − for some monomial matrix. Recall that any invertibility preserving map L that maps minimally semipositive matrices into itself is of the form L(A) = TAT − , and so is unital. This, in turn, implies that while considering semipositivity preservers of such maps, we can assume that the map is unital. Notice that unitality of the map L rules out the subspaces V and V as far as degenerate maps are concerned. We thus have to consider only the subspace V . The following theorem proves that even V is not possible, thereby proving that there are no degenerate invertibility preservers on M (R) that preserve semipositivity. Proof. We only need to prove that the map is not degenerate, as the conclusion will then follow from Theorem 2.4 of [3] . From the discussion in the previous paragraph, we need only consider the -dimensional 
Concluding remarks
We have considered (left) invertibility preservers on Mm,n(R), m ≥ n, that also preserve either semipositive matrices or the subset of minimally semipositive matrices. Our results show that such a map is always standard, thereby justifying the assumptions on the structure of the maps considered in Theorems 2.4 and 2.11 of [3] . We also bring out the structure of -dimensional nonsingular subspaces of M (R) and its connections with the above questions. To the best of our knowledge, this has not appeared in a manuscript form in connection with the above problem thus far.
