Summary. We extend the positive real balancing procedure for passive linear systems to the nonlinear systems case. We show that, just like in the linear case, model reduction based on this technique preserves passivity.
Introduction
Positive Real Balancing for linear systems is an attractive tool for passivity preserving model reduction [Ant05] . The method deals with the class of passive linear systems. It combines the useful properties of the balancing technique with the passivity theory. The latter provides a particular pair of energy functions to be balanced. The balanced form of the energy functions reveal the positive real singular values. They measure the energetic importance of the states. The less important states are omitted to obtain a reduced order system. If the full order system were passive then the reduced model would be passive too [Ant05] . The idea in this paper is to extend this method to the case of passive nonlinear systems. It is motivated by the wide range of applications such as power systems stability analysis and controller design, see e.g. [Giu05] . We use the nonlinear balancing method developed in [Sch93, Sch94] in combination with the passivity theory in [Wil72, vdS00] . In this case, the positive real singular values are nonlinear positive functions of the state, having the same significance as in the linear case, i.e. measure the energetic importance of the states. In Section 2, a brief overview of the passivity and positive realness properties is given and the energy functions, the available storage and the required supply, will be defined. Section 3 shortly reviews the positive real balancing procedure for linear systems and the properties of the reduced model. Section 4 presents the energy functions as the solutions of a Hamilton Jacobi equation. Section 5 is an adaptation of the nonlinear balancing procedure to the positive real systems case. We define the positive real singular value functions. The outcome of it is used in Section 6, where the truncation itself is done and the reduced system will pe proved to be passive. Some conclusions and future work make up Section 7. The nonlinear systems we treat are given in the state space representation as:
where
x is called the state vector, u is the input and y is the output of the system. f , g, h are smooth nonlinear vectorfields depending on the state vector x. n is called the dimension of system (1). The input u will be considered to have finite energy, i.e. u ∈ L 2(R p ).
Passivity, Energy Functions and Positive Realness
In this section, we give a brief overview on the dissipativity theory as in [Wil72, Wil71, vdS00] . A function w : R p × R p → R will be called the supply rate. The dissipativity property is defined with respect to the supply rate w. 
For our purpose, from the set of storage functions satisfying the definition or (2), two particular types of storage functions are of interest: the available storage and the required supply.
Definition 3 [Wil72, vdS00] The available storage function of a system (1) is the energy function:
The required supply function of system (1) is the energy function:
S a(x) represents the maximal amount of energy that can be extracted from the terminals of the system when starting at the initial state x 0. Sr(x) represents the minimal amount of energy required to be supplied to the system in order to reach x 0 from the equilibrium. The property of the system being reachable from x 0 is a condition for the existence and nonnegativity of the energy functions defined above. 
Combined with Lemma 4, we obtain: 
Linear Systems Case
A linear system is a particular case of system (1), given as:ẋ = Ax + Bu, y = Cx + Du, where A, B, C, D are constant matrices of appropriate dimensions. The system is assumed to be reachable and observable (minimal) and R = D + D T > 0. Then, strict positive realness, can be studied with the Kalman-Yakubovitch-Popov lemma, see e.g. [Ant05]. The energy functions are quadratic and related to a pair of matrices called the positive real Gramians of the system.
