We present a 2-approximation algorithm for the problem of finding the maximum weight K-colorable subgraph in a given chordal graph with node weights. The running time of the algorithm is O(K(n+m)), where n and m are the number of vertices and edges in the given graph.
Introduction
The maximum K-colorable subgraph problem is as follows: the input is a graph G = (V, E) and an integer K ≥ 1 and the goal is to find a maximum cardinality subset V ⊆ V such that the subgraph induced by V is K-colorable. In other words, we wish to color a maximum number of nodes such that no two adjacent vertices receive the same color. When K = 1, this is the same as the maximum independent set problem, which cannot be approximated in polynomial time within a factor of n 1− , for any fixed > 0, unless NP=P [13] . Clearly, the hardness result holds for our problem. The problem has been studied by restricting to special graph classes. For the case of interval graphs, Yannakakis and Gavril [12] showed that the problem can be solved in linear time. They also presented a polynomial time algorithm for the weighted version of the problem (see also [4] ).
We study the problem restricted to chordal graphs. A graph is chordal, if every cycle of length at least four has a chord, that is, an edge which is not part of the cycle but connects two vertices in the cycle. Chordal graphs are an important subclass of perfect graphs and generalize interval graphs [7] . The problem finds applications in register allocation [9] (see also [8, 3] ). We consider the node-weighted version of the problem, wherein each node is associated with a positive real weight and the goal is to maximize the total weight of the chosen subset V . Frank [6] designed a linear time algorithm for the case of K = 1 (i.e., the maximum weight independent set problem). Yannakakis and Gavril [12] showed that the unweighted problem can be solved in polynomial time for any fixed K; however, they showed that the problem is NP-hard for arbitrary K.
To the best of our knowledge, approximation algorithms have not been considered even for the unweighted version of the above problem, when K is arbitrary. We present an algorithm for the weighted version of problem with an approximation ratio of 2. The running time of the algorithm is O(K(n + m)), where n and m are the number of vertices and edges in the graph.
Our algorithm and analysis are inspired from two prior results. First, Farber [5] gave an alternative linear time algorithm for finding a maximum weight independent set in chordal graphs based on the primal-dual approach; this problem is equivalent to the case of K = 1 in our problem. Our algorithm can be seen as extension of his algorithm to the case of arbitrary K. Secondly, we observe that the maximum K-colorable subgraph problem (for arbitrary graphs) reduces to the following problem: the input is a graph G = (V, E) and a partition of V into disjoint sets V 1 , V 2 , . . . , V and the goal is to choose a maximum cardinality set V ⊆ V such that V is an independent set in G and additionally, V includes at most one vertex from each set V j . The reduction is as follows. Let the input to the maximum K-colorable subgraph problem be G = (V, E) on n vertices, given by v 1 , v 2 , . . . , v n . Construct a new graph G = (V , E ) on N = Kn vertices. The vertex set V is given by V = {(v, c) : v ∈ V and 1 ≤ c ≤ K}. Two vertices (v, c) and (v , c ) are adjacent in G , if c = c and (v, v ) ∈ E. The set V is partitioned into = n many disjoint sets corresponding to the vertices of G so that
It is clear that solutions of the maximum K-colorable instance corresponds to solutions of the new problem instance, and vice versa. In the weighted version of the new problem, each vertex is associated with a positive real weight and the aim is to maximize the total weight of the chosen set V . Notice that when each V i contains exactly one vertex, the problem is the same as the maximum weight independent set problem. Motivated by certain scheduling issues, Berman and DasGupta [2] studied the above problem restricted to interval graphs (under the name job interval selection problem-JISP) and presented a 2-approximation algorithm for the weighted version (see also [1] ). We extend the analysis of Berman and DasGupta to the more general case of chordal graphs and obtain an approximation algorithm with the same ratio of 2. By combining the above reduction and the extended algorithm, we get the claimed 2-approximation algorithm for the maximum K-colorable subgraph problem on chordal graphs. In the paper, we present the combined algorithm and analysis. While our algorithm can also be analyzed using a primal-dual argument similar to Farber's, we present a more direct analysis of the algorithm.
The 2-Approximation Algorithm
In this section, we present a 2-approximation algorithm for the problem of finding the maximum weight K-colorable subgraph for chordal graphs. The algorithm goes via perfect elimination orderings of chordal graphs. Definition 2.1 (PEO) Let G = (V, E) be a graph with n vertices. An ordering τ of the vertices v 1 , v 2 , . . . , v n is called a perfect elimination ordering, if for any v j , the set of neighbors of v j appearing to the right of v j in τ form a clique, i.e., for any 1 ≤ j ≤ n and a, b > j,
It is well-known that a graph is chordal if and only if it has a perfect elimination ordering [7] . Moreover, given a chordal graph, such an ordering can be found in linear time using the Lex-BFS algorithm [10] or the maximum cardinality search algorithm [11] , i.e., the algorithms run in time O(n + m), where n and m are the number of vertices and edges in the given graph.
Algorithm
We now describe the claimed 2-approximation algorithm. Let G = (V, E) be the input chordal graph on n vertices and let K be the number of allowed colors. For each v ∈ V , let w(v) denote
For all i ≤ n and j ≤ K, set Marked(i, j) = f alse. 
Analysis
In this section, we analyze the algorithm presented in the previous section. It is easy to see that the algorithm outputs a proper K-coloring of the vertices in U , namely no two adjacent vertices in U are assigned the same color and a vertex is assigned at most one color. We next discuss the approximation ratio achieved by the algorithm and then consider its time complexity.
Our goal is to show that the algorithm has an approximation ratio of 2. Let X any subset of V such that the subgraph induced by X is K-colorable. We shall prove two claims regarding the given solution X and the solution U computed by the algorithm: (i) 2 × VAL ≥ w(X); (ii) w(U ) ≥ VAL. It follows that 2w(U ) ≥ w(X). Since X was an arbitrary feasible solution, we have that U is a 2-approximate solution.
Lemma 2.2 2 × VAL ≥ w(X).
Proof: Let X = {x 1 , x 2 , . . . , x } be the given solution and c 1 , c 2 , . . . , c be a K-coloring of the vertices in X. Denote this coloring by C. We can visualize the given solution X and its coloring C by placing pebbles on the matrix M . Let r 1 , r 2 , . . . , r denote the rows corresponding to the vertices x 1 , x 2 , . . . , x , respectively. 
The lemma follows from the two claims. We proceed to prove the two claims.
Let us prove claim (a). Consider any cell r, c . Clearly, the cell can be associated with only pebbles placed in row r or column c. It is easy to see that the cell r, c is associated with at most one pebble placed in the row r, since a row cannot contain two pebbles. We shall prove that the cell can be associated with at most one pebble from the column c. We consider two cases: Suppose some pebble p d is placed on the cell r, c itself. Now if r, c is associated with some other pebble p i placed in the same column c, it means that the corresponding vertices v r and x i are adjacent; this would contradict the fact that C is a proper coloring. Thus the cell r, c cannot be associated with any other pebble placed in column c. Now suppose, no pebble is placed on the cell r, c . By contradiction, assume that the cell r, c is associated with two pebbles p i and p j placed in column c. Then, i > r and j > r and moreover, v r ∈ Γ(v i ) and v r ∈ Γ(v j ). By the perfect elimination ordering property of τ * , it follows that v i and v j are adjacent. This contradicts the hypothesis that C is a proper coloring of vertices in X.
We now turn to claim ( 
It follows that the claim is true is both the cases.
Lemma 2.3 w(U ) ≥ VAL.
Proof: The proof has a flavor similar to that of Lemma 2.2. Let the solution computed by the algorithm be U = {u 1 , u 2 , . . . , u s }. Let c 1 , c 2 , . . . , c s be the colors assigned by the algorithm to the vertices u 1 , u 2 , . . . , u s , respectively. Let r 1 , r 2 , . . . , r s be the rows corresponding to the vertices u 1 , u 2 , . . . , u s , respectively. We can imagine the solution U and its coloring by placing s pebbles on the matrix. ( D(r d , c d ) ).
We now prove claim (b). Take any cell r, c having value M [r, c] > 0. Consider the processing of this cell in the second phase. If the cell is not marked, then we assign the color c to r. This means that a pebble is placed in the cell r, c , with which the cell gets associated. On the other hand, if the cell is marked, then it is clearly associated with some pebble (for instance, the pebble that caused the cell to get marked for the first time).
Time This way, the number of lookups for cell r, c can be reduced to 1+|Γ(v r )|. Clearly, the dominating factor is |Γ(v r )|. Summing up this over all the cells yields:
where m = |E| is the number of edges in the graph. Processing the Kn cells of the matrix M takes time O(Kn). Thus, the total time taken by the first phase is O(K(n + m)). A similar argument shows that the second phase can also be implemented in time O(K(n + m)). So, the overall time complexity of the algorithm is O(K(n + m)).
We have proved the following theorem.
Theorem 2.4 There exists a 2-approximation algorithm for the maximum weight K-colorable subgraph problem for chordal graphs. The running time of the algorithm is O(K(n + m)), where n and m are the number of vertices and edges in the given graph and K is the number of colors allowed.
As noted in the introduction, when K = 1, the problem is the same as the problem of finding maximum weight independent set. Notice that in Lemma 2.2, when K = 1, a cell can be associated with at most one pebble of the given solution X. This means that the lemma can be refined as VAL ≥ w(X). As a result, we see that the algorithm produces an optimal solution. Thus, we get a linear time optimal algorithm for the problem of finding maximum weight independent set in chordal graphs. The resulting algorithm is equivalent to Farber's algorithm [5] for this problem.
