One problem that has plagued Genetic Programming (GP) and its derivatives is numerical constant creation. Given a mathematical formula expressed as a tree structure, the leaf nodes are either variables or constants. Such constants are usually unknown in Symbolic Regression (SR) problems, and GP, as well as many of its derivatives, lack the ability to precisely approximate these values. This is due to the inherently discrete encoding of GP-like methods which are more suited to combinatorial searches than real-valued optimization tasks. Previously, several attempts have been made to resolve this issue, and the dominant solutions have been to either embed a real-valued local optimizer or to develop additional numerically oriented operators. In this paper, an entirely new approach is proposed for constant creation. Through the adoption of a robust, real-valued optimization algorithm known as Differential Evolution (DE), constants and GP-like programs will be simultaneously evolved in such a way that the values of the leaf nodes will be approximated as the tree structure is itself changing. Experimental results from several SR benchmarks are presented and analyzed. The results demonstrate the feasibility of the proposed algorithm and suggest that exotic or computationally expensive methods are not necessary for successful constant creation.
INTRODUCTION
Given a set of numerical inputs and outputs, one frequently wants to find a mathematical formula which adequately models the provided data. The term given to this task is Symbolic Regression (SR) and a widely used method to discover such expressions is the paradigm of Evolutionary Algorithms (EAs). A tree structure is generally utilized to evaluate the performance or quality of an expression and the nodes of the tree represent functions, variables, and constants. As SR has become increasingly popular, the need to model more complex functions has naturally occurred and in addition to synthesizing an expression, numerical constants must be approximated as well. A novel method which was developed just for SR with numerical constants is introduced and evaluated in this paper using Prefix Gene Expression Programming (PGEP) and Differential Evolution (DE). Although the PGEP notation is used to represent the mathematical formulas, the method is generally applicable to other Genetic Programming (GP) paradigms. That is, as long as a well-defined method exists to convert a linear encoding to a valid tree structure, this new method is easily adapted.
Originally proposed by Xin Li [1] , Prefix Gene Expression Programming (PGEP) is an adaptation of the Gene Expression Programming (GEP) algorithm invented by Cândida Ferreira [2] . GEP is also an extension of two more traditional Evolutionary Algorithms (EAs) which are Genetic Programming (GP) [3] and Genetic Algorithms (GAs) [4] . Unlike its ancestors, GEP and thus PGEP as well, do not suffer from a constrained search space. That is, GAs and GP do not have separate genotypes (genetic makeup) and phenotypes (body and behavior). In the case of GAs, binary or real-valued linear representations of a fixed-length are standard where GP uses tree structures composed of discrete symbols. GP is then more suited to handle dynamic or not so well-defined problems where GAs lend themselves to problems of a more static nature, e.g., parameter optimization. GEP combines the desirable aspects of both GAs and GP by adopting a fixed-length, linear genotype and a tree based phenotype. This has the effect of separating the genotype search space from the phenotype solution space. In addition, this permits GEP to utilize the more efficient linear operators of GAs instead of the tree based operations required by GP.
Unfortunately, one consequence of separating the genotype from the phenotype requires that the hierarchy and proximity of genes be maintained, otherwise crossover operations will be more harmful than helpful. The major difference between PGEP and GEP, is that PGEP exploits an encoding which is more resistant to the destructive forces of linear crossover operations. The preservation of good structural encodings yields better performance as convergence is increased and good building blocks are more likely to be exchanged as a whole. Yet in light of these advantages, the discrete encoding of PGEP is not well suited to accommodate unknown numerical terms. In other words, given the essential components or minimalistic building blocks which can include numbers, PGEP is unable to synthesize mathematical expressions which require the approximation of numerical constants to a high precision.
In this paper, a new type of genotype for PGEP is proposed. This new genotype maintains the linear and fixedlength aspects of the original PGEP, and replaces the original symbolic representation with a real-valued one. But with this new encoding comes the need for an alternative approach to drive the combinatorial search of PGEP. A robust and powerful real-valued optimizer called Differential Evolution (DE) which was also inspired by GAs is recruited. PGEP expressions are then evolved by interpreting realvalued parameters as discrete integer values which are in turn converted to PGEP program components. Numerical constants exist in the same representation, are stored after the encoded PGEP expression, extracted when needed, and then incorporated into the expression.
The remainder of this paper is organized as follows: Section 2 introduces all related work which includes PGEP, DE, and existing constant creation techniques. Section 3 then presents the combined Differential Evolution-Prefix Gene Expression Programming (DE-PGEP) algorithm in detail. The set of benchmark problems used to evaluate DE-PGEP is described in Section 4.1. The experimental results are presented in Section 4.2, an analysis of DE-PGEP appears in Section 4.3, and example solutions are presented and critiqued in Section 4.4. Section 5 summarizes the research and gives a brief overview of the direction of future work.
RELATED WORK

Prefix Gene Expression Programming
Recently devised, Prefix Gene Expression Programming (PGEP) is an Evolutionary Algorithm (EA) which although extremely simple in structure and function, provides for an efficient yet powerful approach to the evolution of computer programs. Applied to areas such as symbolic regression [1] , text summarization [5] , and classification rule mining [6] , PGEP has consistently outperformed both traditional machine learning techniques and other existing EAs. Borrowing the fixed-length linear encoding scheme from Genetic Algorithms (GAs) and adopting the ramified non-linear tree structures of Genetic Programming (GP), PGEP has successfully separated the genotype from the phenotype through a static ontological process. This precise translation from the linear genotype (chromosome) to a hierarchical realization of the phenotype (expression tree), permits PGEP to maintain the advantages of an easily modifiable and unconstrained autonomous genome, while reaping the benefits of adaptable structures that allow for sophisticated behavior [7] .
An example of a linear PGEP chromosome with a fixed- Figure 1 (c). A chromosome is composed of uniquely indexed elements called genes, each of which belongs to the gene set G. In the case of Figure  1 where Q denotes the square root and ÷ represents division, G = {+, −, * , ÷, sqrt, a, b, c, d, 0.14, 3.61, 5.79}. Typically G can be divided into two disjoint subsets, which in the case of Figure 1 are the terminal set T = {a, b, c, d, 0.14, 3.61, 5.79} and the function set F = {+, −, * , ÷, sqrt}. As just demonstrated, T usually consists of the input variables (attributes) and selected constants, where F contains all the functions (operators) with an arity greater than or equal to one.
By adopting a prefix notation encoding scheme, PGEP allows for the seamless and unambiguous translation from the chromosome to the expression tree [1] . The chromosome in Figure 1 (b) may then be converted to the expression tree in Figure 1 (a) by iterating over genes of the chromosome and filling out the expression tree in a depth-first fashion. During this translation process, the expression tree continually grows by branching out according to the arity of the encountered genes. Thus when any terminal gene is encountered, the appropriate branch of the expression tree naturally terminates, and trees of various sizes, shapes, and complexities are produced. It can also be seen in Figure 1 that the encoded expression naturally terminates within the provided bounds. This is the preferred behavior which only results in "junk" or superfluous genes that are ultimately harmless and thus ignored. On the other hand, a branch of the expression tree may also terminate prematurely. Situations such as this can be easily avoided by first subjecting a chromosome to an arity check. Any illegal chromosomes may then be either repaired, discarded, or penalized. To obtain a more thorough understanding of the original PGEP algorithm, the interested reader may wish to consult [1] .
Differential Evolution
Differential Evolution (DE) is an example of a global, derivative-free optimization algorithm that combines a multipoint based search with a generate-and-test paradigm [8] .
Similar to other EAs, DE adopts a generational approach and maintains a constant sized population of solutions encoded as fixed-length, real-valued vectors. Exploration of the search space is conducted by means of innovative trial vectors which are the result of perturbations and combinations of other vectors. One noteworthy advantage of the DE algorithm is that the step-size is dynamic in nature [8] . That is, the magnitude of movements throughout the search space are free to increase or decrease automatically. In fact, since the step-size is determined with respect to a small subset of the population, it is not abnormal for the step-size to vary between generations or even during a single generation. This greatly decreases the likelihood that the DE algorithm will get stuck in a local optimum as it has the ability to escape when necessary. Adopting the original notation and terminology from [8] , the classic version of DE is now introduced in more detail.
At any given generation g, the N p sized population Px,g is defined according to Equation 1 where i denotes the i th vector xi,g of Px,g, j denotes the j th parameter xj,i,g of xi,g, and D is the number of parameters in xi,g.
When g = 0, the initial population Px,0 is randomly initialized according to Equation 3 where bj,L and bj,U respectively represent the initial lower and upper bounds of xj,i,0, and randj(0, 1) returns a uniformly distributed random number from [0, 1).
For g > 0, an intermediate population Pv,g is generated by the differential mutation operator defined in Equation 4 .
In Equation 4, xr0,g is known as the base vector where xr1,g and xr2,g are called the difference vectors. The indices of these vectors are randomly selected such that i = r0 = r1 = r2 as this prevents degenerate vector combinations, i.e., xi,g = vi,g. Commonly referred to as the scaling factor, F ∈ (0, 1+) "amplifies" or "dampens" the perturbation by dynamically adjusting the step-size. After mutation, a trial population Pu,g is produced using the uniform crossover operator defined in Equation 5 .
This operation combines xi,g with vi,g to yield ui,g by using the crossover probability Cr ∈ [0, 1] to approximate the fraction of parameters that ui,g inherits from vi,g [8] . Similar in purpose to the mutually exclusive indices in differential mutation, j rand forces innovation by guaranteeing that ui,g = xi,g. Finally, DE utilizes the local, greedy, and reproductionless selection strategy described in Equation 6 .
Here, f is the objective function and the optimization task is to find a vector x * such that f (x * ) = 0.0, i.e., the goal is to find a global optimum x * which minimizes f (x * ). Although less strict, it is often more convenient to establish an error threshold ǫ where any x * which satisfies f (x * ) ≤ ǫ is also optimal. An optimization task is then considered a success when x * is found or a failure if gmax is achieved.
Constant Creation
Probably one of the most widely used applications of GP and its extensions like PGEP has been to that of Symbolic Regression (SR). Given a training set consisting of several input(s) and the corresponding output, the goal is to construct a symbolic expression for an unknown mathematical function which adequately models the training data. PGEP attempts to solve such problems by automatically synthesizing a computer program using an evolutionary inspired approach, e.g., survival of fittest and natural selection. Originally identified by Koza [3] as a weakness of GP, the inability to discover good numerical constants has in the past prevented GP from being successfully applied to more complex, real-world SR problems. To demonstrate, recall the trivial example in Figure 1 . Unless it was known that 5.79 was needed, PGEP would also have to evolve an approximate value of the constant.
The first attempt to deal with the problem of constant creation was appropriately presented in [3] . Named the emphermal random constant and denoted by ℜ, this new terminal was used to introduce a pool of randomly generated constants into the initial population. By making many constants available to the evolutionary process, new constants can be assembled with traditional arithmetic operators and exchanged between chromosomes. That is, the values of constants are not explicitly manipulated, and instead, multiple constants are combined. Thus, as the evolutionary process progresses, better constants are expected to be emerge while the less useful constants will likely vanish. Other more sophisticated proposals have followed and most of these methods can be organized into three general categories.
Embedded Optimizers
The first category employs a second optimization algorithm which is embedded inside the GP-like environment for a localized search. This approach then uses the optimization algorithm of choice to "tweak" the values of the constants. Probably the most relevant literature to this work is [9] . There, DE was shown to significantly improve the performance of Gene Expression Programming (GEP) on two SR problems with real-valued constants. An additional gene called the Random Number Generator (RNG) was included in the terminal set and independent instances of this gene were introduced into a GEP population, both initially and via mutation. For each chromosome in the GEP population, a separate DE population was initialized with the constants in the chromosome as a seed. The DE algorithm was then invoked for a fixed number of generations in order to improve the chromosome. As anticipated, the number of times the RNG gene appeared in a chromosome would vary, and this quantity conveniently defined the dimensions of the corresponding DE vectors. Although the basic idea is the same, it will be seen later on that the method proposed in this paper drastically differs in the details.
A very similar technique is described in [10] , but instead of DE, a bit-based GA was used. Unlike the previous work, only SR problems with integer coefficients were considered. Other embeddable alternatives include: a gradient based search [11] , a moving least squares algorithm [12] , and a simulated annealing inspired algorithm [13] . To some de-gree, these types of searches seem restrictive as the optimization of constants occurs within the context of a single chromosome. Such techniques may produce deceptive solutions, i.e., the constants are optimal but the structure and makeup of the chromosome are not. This appears to stand in stark contrast to the improvisational search that evolutionary algorithms are so well known for. There is also reason for concern as none of the previous authors have demonstrated how well the solutions generalize on a testing set. Finally, assuming that these methods are applied at every generation and to all chromosomes in a population, they can quickly become rather computationally expensive. But to be fair, [9] and [10] explored various levels of interleaving and [9] also presented the best and worst solutions.
Special Operators
The collection of research belonging to the second category primarily focuses on numerically oriented operators. In [7] , each chromosome in a GEP population was given its own fixed-length array of real-valued constants and the constants are inserted into an expression tree via indices, i.e., a single gene ci in T for the i th associated constant. In order to introduce some variation into the constants, a numerical mutation operator was devised. Complementing this new operator, transposition and recombination operators were also developed to respectively "shuffle" constants about the chromosome and "circulate" constants throughout the population. Assuming that small improvements in the fitness are caused by minor changes in the constants, [14] introduced two different types of mutation, uniform and creep. Adopting a global table of sorted constants, indices into this table were then allowed to be mutated instead of the actual constants. Similar to the work in [14] , Li et al [15] proposed greedy, elitist, and temporal extensions to one of or both mutation operators.
Unconventional Methods
Much of the remaining attention given to the area of constant creation has focused on methods which are best described as unconventional. For example, a novel digit concatenation approach driven by Grammatical Evolution (GE) was evaluated in [16] . As opposed to some of the other methods reviewed, the digit concatenation approach promotes incremental improvements while still permitting the quick generation of numerically distant constants. It also has the advantage of being extremely easy to integrate into the GE algorithm. Preferring to avoid the noise introduced by non-optimal numerical constants, Keijzer [17] took a considerably different approach and focused on estimating the general shape of a function. This was accomplished by a Linear Scaling (LS) technique which performs a linear regression on the output of the evolved program with respect to the training set. Unfortunately, this last method does not appear to be universally applicable as a linear relationship is assumed.
DE-PGEP
The original motivation behind the development of the PGEP algorithm was to combat the disruptive nature of crossover [1] , i.e., crossover has the tendency to destroy good building blocks. PGEP mitigated the affects of this phenomenon by a adopting a prefix notation encoding scheme which preserves both the hierarchy and proximity of genes in the expression tree. This simple, but fundamental improvement was significant as GEP almost exclusively relied on linear crossover operations which exchange contiguous segments of genetic material between chromosomes [7] .
In this paper, the continuous linear crossover operations in PGEP are replaced with a purely mutation based approach. The mechanism by which programs will be automatically synthesized is DE and this will also conveniently allow for the creation of numerical constants. This proposed method is not exotic, does not introduce any specialized operators, and does not incur the overhead of an embedded optimizer. While the user is still required to specify an arbitrary number of constants, a simple suggestion is given to estimate this quantity.
Many researchers have investigated the feasibility of DE for problems that are discrete or combinatorial in nature [8] , but there is only one known piece of work that explores DE as a means to synthesize symbolically encoded computer programs. Mainly, [18] recruited DE to drive a Grammatical Evolution (GE) algorithm which was accordingly named Grammatical Differential Evolution (GDE). Here, a similar approach is adopted, but various aspects differ. Moreover, GDE failed to utilize the inherent numerical representation of DE for the purposes of constant creation.
Any continuous DE vector xi,g can be easily and consistently mapped to a discrete vector wi,g. This is accomplished by the simple formula appearing in Equation 7 .
The search is constrained by a repair operation and thus it can be safely assumed that Equation 7 always yields a valid index. A trial vector ui,g is repaired by the formula in Equation 8 where |G| denotes the number of genes in G, ⌊uj,i,g⌋ is the floor of uj,i,g, and % is the common residue.
uj,i,g = (⌊|uj,i,g|⌋ %|G|) + (|uj,i,g| − ⌊|uj,i,g|⌋)
Since the user-defined gene set G remains fixed throughout the entirety of a PGEP run, a unique integer index from [0, |G| − 1] may be assigned to every gene g ∈ G at the onset of a DE-PGEP run. Each parameter wj,i,g of wi,g may then be interpreted as the gene with the appropriate index. This exactly defines a PGEP chromosome which can be converted to an expression tree using the aforementioned method. Therefore, if the user-defined length of all PGEP chromosomes is l, then D will be equal to l. As a result, a many-to-one mapping is established between a DE vector and a linear PGEP chromosome.
One subtle, but interesting consequence of this mapping is that any value in the half-closed interval [⌊|xj,i,g|⌋ , ⌈|xj,i,g|⌉) is equivalent with respect to the final outcome, i.e., the same index is realized and thus the same gene is selected. Representations like this have been termed redundant. With redundancy, a new and fundamentally different type of mutation is now possible. Prevalent in nature, neutral mutations produce genotypical differences without affecting phenotypical behavior [19] . Or in other words, the genetic material is manipulated without adversely affecting the quality of an individual. Extending this idea to artificial search spaces, formations termed neutral ridges appear and "drifting" along these neutral ridges allows access to previously unreachable areas of the search space [20] . Conceivably preventing stagnation and increasing performance [19, 20] .
Next, in order to accommodate numerical constants, a predefined number of genes c1, . . . , cm are added to T . Each such terminal will represent a distinct constant which resides at or near the end of xi,g, and thus D will now be equal to l + m. Furthermore, when a chromosome ai,g is expanded into an expression tree ti,g, the value of each constant is retrieved from xi,g. Specifically, for k = 0, . . . , m−1, the value of all c k+1 in ti,g is c k,i,g = x l+k,g . That is, the terminals c1, . . . , cm are simply placeholders and the actual constants are substituted into the expression tree at the time of evaluation. This not only ensures that a local pool of reusable constants is available to each chromosome, but it also contributes to the specialization of constants within the context of a single chromosome. By virtue of Equations 4 and 5, constants with the same parameter index j influence each other's values. So even though the constants may appear in different positions and quantities in their respective expression trees, the interplay between incompatible constants is essential for variation. With this in mind, we can see that the positions and quantities of all genes are determined in a similar manner, and therefore the constant creation process has both local and global qualities.
For future reference, we will denote the two sub-vectors of xi,g as ei,g and ci,g as these respectively represent the expression vector and the associated array of constants. The relationship between xi,g and its two sub-vectors ei,g and ci,g is now more clearly defined in Equation 9 .
Recalling Equation 3, the task of vector initialization must also be addressed. For ei,g the bounds are simply defined by the user-defined gene set G, but for ci,g a good set of upper and lower bounds is problem dependent and most likely unknown in advance. Therefore without any additional information, the recommendation in [8] is followed and the complete initialization bounds are defined in Equation 10 .
In some cases, the initialization bounds just defined can be problematic. If the global optimum is not contained inside the initialization bounds, far initialization has occurred and a great deal of computational effort may be required just to reach the general vicinity of the optimum [8] .
EXPERIMENTS
Benchmarks
In order to evaluate the performance of DE-PGEP, a collection of SR problems which have become the standard benchmarks for constant creation have been assembled. The aim was to construct a diverse set of benchmarks which included functions varying in complexity, shape, and type. In addition, SR problems with different constants, both small and large were sought. The selected problems appear in Equations 11-13 and the citations in which a problem appears are displayed immediately to the left of the functions. [3, 7] : f1(x) = 2.718x 2 + 3.141636x (11) [9, 13, 15] : f2(x) = x 3 − 0.3x 2 − 0.4x − 0.6 (12) [14, ?] : f3(x) = 0.3x sin (2πx) (13) Of all the benchmarks, the 2 nd degree polynomial in Equation 11 is the easiest and its rational coefficients, from left to right, are similar to Euler's number and π. Although not exceedingly difficult, the 3 rd degree polynomial in Equation 12 can be considered slightly more difficult than Equation 11 as more constants need to be approximated. Since Equation 13 becomes increasingly difficult as the interval under consideration is widened, a couple of different instances of this same problem are investigated too.
To make it possible to compare DE-PGEP to other existing constant creation techniques, we have adopted the common root mean squared error (RMSE) fitness function which is defined in Equation 14 .
The terms in Equation 14 are as follows: f (xi,g) is the fitness of xi,g, p is the program (chromosome) which xi,g encodes, n is the size of the training set, pj is the actual output of p on the j th training case, and tj is the target output for the j th training case. Compatible with the selection strategy in Equation 6 , the RMSE defines an objective function for a minimization task. In this case, the task is to evolve a solution which minimizes the error on a training set. Displayed in Table 1 are brief summaries of the training and testing sets. For future reference, ID introduces an unique identifier for each training/testing set pair which is denoted by α. Interval, Size, and Sample columns respectively represent the intervals on which the samplings occurred, the size of the sampled sets, and how the sets were sampled. In the case of the sampling method, Random denotes a uniform random sampling from the specified interval and a number denotes the distance between regularly spaced points on the interval. Although there is no complete agreement on the ideal gene set for benchmarking these problems, we will generally adopt the dominant operators appearing in the cited works. The generic gene sets that appear in Equations 15 and 16 will be those utilized throughout the remainder of this paper. G1 = {+, −, * , ÷, x, c1, . . . , cm} (15) G2 = {+, −, * , ÷, sin, cos, exp, ln, sqrt, x, c1, . . . , cm} (16) Besides the common mathematical operators, +, −, * , and ÷ 1 , there are several new operators which may require some clarification. First off, in Equation 16 , sin and cos represent the trigonometric sine and cosine operators. Furthermore, exp, sqrt, and ln in Equation 16 are the operators which represent the exponential function, square root 2 , and natural logarithm 3 , respectively. Finally, x is the only input variable, and c1, . . . , cm are the constant terminals introduced in Section 3 where m may vary from experiment to experiment. In Table 2 , various control parameters are present and identified by the appropriate column header. The first column, ID, represents a unique control parameter combination and is denoted by β. Table 3 contains an overview of the results obtained from performing several selected experiments. Due to the stochastic behavior of DE-PGEP, 40 independent attempts were made per experiment. Each row presents the results obtained for a single experiment and it is divided in half where the upper entries reflect the results obtained during training and the lower entries express the generalization abilities during testing. The first column, Env., indicates the environment of the experiment, i.e., a tuple of the equation, the training and testing sets, and a control parameter combination. From this point on, any Min. column refers to the chromosome with the best fitness value obtained in and over all runs during training, i.e., it had the lowest error on the training set indicating it was the fittest chromosome overall. Similarly, every Max. column refers to the chromosome which achieved the worst fitness during training but was still the best fitness obtained in a single run, i.e., it was the chromosome with the highest error on the training set signifying it was the least fit best chromosome encountered.
ID
Results
The Fitness of Best Chromosomes column spans several columns and contains quantities which are expressed in the best fitness values obtained in one or more attempts during training. Max. and Min have already been described, and the two remaining columns, Avg. and Std. Dev., simply report the average and standard deviation of the best fitness values recorded in each and over all 40 trials. The Expression Length column presents the size(s) of the corresponding expressions, i.e., Min. and Max. are the sizes of the overall best and worst programs, and Avg. is the average size of the best programs evolved in each run. Quantities which represent the number of constants appearing in the program(s) are also presented in the Ratio of Constants column. That is, Min., Max., and Avg., detail the number of unique to total constants utilized in the overall fittest program, overall least fit program, and averages of all best programs, respectively. Since each Min. column is expressed in terms of the training set, one will immediately be able to tell whether or not the supposedly fittest chromosome has overfit the training data.
Through an inspection of the results presented in Table  3 , we can observe some very interesting things about the behavior of the DE-PGEP:
• From both a training and testing perspective, DE-PGEP is very consistent in the results it produces. Combined with the large number of independent runs and the very small standard deviation, one can conclude that the final results are reproducible and not just coincidental.
• Furthermore, the least fit solutions are generally not exceedingly bad, i.e., the overall worst solutions are in most cases good approximations as well, but they are still not as precise as the fittest solutions.
• As the number of employed operators increased, it was empirically determined that m needed to be increased too. Although not conclusive, a recommendation based on some observations will be made: m should be equal to the number of operators plus the number of input variables. That is, the additional diversity afforded by a larger pool of constants seems helpful when more functionality distinct operators are made available.
Analysis
Even though DE-PGEP utilizes a uniform crossover operator, it is significantly different from most crossover operators employed by GP, GEP, or PGEP. As a refresher, the GP crossover operators typically swap sub-trees between two tree-based chromosomes and GEP/PGEP linear crossover operators exchange contiguous segments of genes between two chromosomes. Now in DE-PGEP, the uniform crossover operator is discrete in nature and only swaps neighboring parameters by chance if Cr is low. So from a GP/GEP/PGEP perspective, the uniform crossover operator with a low application probability clearly resembles that of point mutation. In some sense then, Cr can be viewed as the probability of mutation and F can be seen as the magnitude of the mutation. Yet, the magnitude of mutation has no real parallel in GP/GEP/PGEP.
Additionally, the uniform crossover operator only manipulates one individual directly where a single crossover in GP/GEP/PGEP almost always modifies two. The product of a mutation and crossover operation here can be much more subtle and not nearly as exact. Due to neutral mutations, there is no guarantee that any immediate affects of the operations will be noticeable. It may not be until several generations in the future, after more and more mutations are compounded, that a noticeable difference in the phenotype takes effect [19] . Finally, even though the realvalued representation of DE increases the size of the search space, "flattening" occurs because of redundancy and vast plateaus may appear [19] . The transformed landscape may then explain the viability of differential mutation as search operator for DE-PGEP.
Upon close inspection of the control parameter combinations in Table 2 , it can be seen that Cr is always equal to 0.1. This was empirically determined and anything above 0.3 was consistently useless. Thus, when D = 74, approximately only 7 to 8 parameters are independently adopted into the trial vector. Furthermore, since a vector encodes a variable length program, short programs will be affected less and possibly preserved in their entirety. In this case, the majority of mutations will then occur in the unused parameters which are generally known as introns. While introns do not directly contribute to the fitness of the vector, these parameters can be used to alter other vectors by way of differential mutation. That is, other vectors may encode longer programs and therefore the introns can influence other vectors without being explicitly enabled. This is very different from GEP/PGEP where introns are present, but are only activated or deactivated when an actual crossover or mutation occurs.
Intuitively, a higher Cr paired with a moderate F , will generally yield more genotypical differences. So as Cr increases, more phenotypical differences can occur, presumably resulting in a more chaotic and less successful search. The parameter combinations must then try to maintain a balance between chaos and order. If not, the search will deteriorate and good results like those observed here will be illusive. Also, it was continuously observed that as the gene set increased in size, F needed to be increased as well. This is understandable as a larger scaling factor is required to cycle through the available genes and find good or useful innovations.
Examples of Solutions
Presented in its unsimplified form, Equation 17 is the best program evolved for Equation 11 with a size of 17 and a training fitness of 8.238 × 10 −4 . Once simplified into Equation 18, it is immediately apparent that this program is a very good approximation. In fact, it is almost a perfect solution as the training fitness is 9.140 × 10 
Instead of evolving just two constants with the exact values, DE-PGEP utilizes three out of the five uniquely available constants and reuses one of them three times. Although it may not be the most intuitive solution, the idea of using many similar terms to build up good solutions is reasonable and the desired approach. For completeness, this particular solution was obtained using (11, α1, β1) . Appearing in Equation 19 is the best solution attained using (12, α2, β2) . In its original and unmodified form, the size of the expression tree is rather large, 43 to be exact, and the composition of the expression is somewhat irregular. That is, instead of utilizing the available constants in a conservative manner, five unique constants appear a total of 16 times throughout the expression tree. Still, by observing the simplified solution in Equation 20 , it can be easily seen that this solution is almost perfect.
f2(x) ≈ c3 * x + c1 + c0 + c0 − x * x + c3 + c0 + x + c0 − c0 + c4 * c1 + c2+
where c0 = 0.349331, c1 = −0.049276, c2 = 0.017816, c3 = 0.505355, c4 = 0.361927 (19) = x 3 − 0.300055 * x 2 − 0.400035 * x − 0.598397 (20) Shifting our attention to the next benchmark function, the best solution discovered for Equation 13 is presented in Equation 21 . Unmodified, the original solution has a size of 23 and a training fitness of 3.245 × 10 −3 . Initially it appears that this function does not even closely resemble that of the target function. But upon evaluation on the testing set, a fitness of 3.436 × 10 −3 is achieved. This solution is a remarkably good approximation given its structure and composition. A simplified and possibly more understandable version of this solution is presented in Equation 22. 
Utilizing otherwise unnecessary operators like exp, ln, and sqrt, DE-PGEP is still able to evolve good constants given the most promising, if not ideal, chromosome. Besides the convoluted appearance of this solution, the rather large values of the constants do however demonstrate that the default initial bounds are not too restrictive, i.e., larger constants are still attainable if needed. For those interested, this solution was obtained using (13, α3, β3 ).
When considering a wider window, Equation 13 becomes less predictable. But surprisingly, even the unsimplified expression in Equation 23 is very similar in structure to the target function. More interestingly though, the simplified version in Equation 24 is very different from that of Equation 22 which was trained with the exact same control parameters, but on a narrower interval. That is, Equation 24 was discovered with (13, α4, β3) and not (13, α3, β3 ).
f3(x) ≈ −0.300998 * x * sin x/ cos ln(−5.645193)
= 0.300998 * x * sin(6.276440 * x) (24)
CONCLUSIONS & FUTURE WORK
A significantly different approach to Symbolic Regression (SR) with a seamlessly integrated constant creation mechanism has been proposed. Abandoning the discrete genotype used by Prefix Gene Expression Programming and adopting a continuous genotype, has permitted the use of a robust real-valued optimization algorithm known as Differential Evolution (DE). This conveniently allows for expressions and constants to co-exist in the same vector-based representation and be evolved simultaneously. Impressive performance was consistently obtained on four experimental benchmarks, selected solutions were critiqued, and various aspects of redundant representations and neutral mutations were briefly introduced and related to the proposed method called Differential Evolution-Prefix Gene Expression Programming (DE-PGEP). Future work will primarily focus on applying DE-PGEP to real-world problems and exploring more of the consequences, implications, and advantages of redundancy and neutral mutations.
