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Introduction and Motivation
Divisor addition and reduction is one of the fundamental operations required for a number of problems and applications related to hyperelliptic curves. The group law of the Jacobian can be realized by this operation, and as such, applications ranging from computing the structure of the divisor class group to cryptographic protocols depend on it. Furthermore, the speed of algorithms for solving discrete logarithm problems on hyperelliptic curves, particularly of medium and large size genus, depend on a fast computation of the group law. There has been a great deal of work on finding efficient algorithms for this operation (see for instance [5] ).
Cantor's algorithm [2] is a generic algorithm that allows this operation to be explicitly computed. It works by first adding the two divisors and subsequently reducing the sum. One drawback of this approach, and most algorithms derived from it, is that one has to deal with intermediate operands of double size. That is, while the basis polynomials of the two starting divisors and the final reduced divisor have degree at most g, where g is the genus of the curve, the divisor sum has a basis consisting of two polynomials whose degree is usually as large as 2g, and reduction only gradually reduces the degrees back down to g. This greatly reduces the speed of the operation, and it is highly desirable to be able to perform divisor addition and reduction without having to compute with quantities of double size.
The group operation of the class group of positive definite binary quadratic forms, composition and reduction, suffers from the same problem of large intermediate operands. In 1988, Shanks [13] devised a solution to this problem, an algorithm he called NUCOMP. The idea behind this algorithm is to stop the composition process before completion and apply a type of intermediate reduction before computing the composed form. Instead of using the rather expensive continued fraction algorithm that produces the aforementioned intermediate operands of double size, the reduction is performed using the much less costly extended Euclidean Algorithm. The coefficients are only computed once the form is reduced or almost reduced. As a result, the sizes of the intermediate operands are significantly smaller, and the binary quadratic form produced by NUCOMP is very close to being reduced.
In [11] , van der Poorten generalized NUCOMP to computing with ideals in the infrastructure of a real quadratic number field by showing how the relative generator corresponding to the output can be recovered. Jacobson and van der Poorten [6] presented numerical evidence for the efficiency of their version of NUCOMP. They also sketched an adaptation of this method to arithmetic in the class group and infrastructure of a hyperelliptic curve. Their computational results indicated that their version of NUCOMP was more efficient than Cantor's algorithm for moderately small genera (between genus 5 and 10), and that the relative efficiency improved as both the genus and size of the ground field increase. However, a formal analysis and description of NUCOMP in the hyperelliptic curve setting was not provided.
Shanks's formulation of NUCOMP, as well as the treatments in [11] and [6] , are based on the arithmetic of binary quadratic forms. In [8] , the authors described NUCOMP in terms of ideal arithmetic in real quadratic number fields. They provided a clear and complete description of NUCOMP in terms of continued fraction expansions of real quadratic irrationalities and, in addition, showed how to optimize the formulas in this context.
In this paper, we provide a unified description of NUCOMP for divisor arithmetic on the three different possible models of a hyperelliptic curve: imaginary, real, and unusual [3] . We generalize the results in [8] , describing and deriving NUCOMP in terms of continued fraction expansions in all three settings. Furthermore, we explain NUCOMP purely in terms of divisor arithmetic, also incorporating the infrastructure arithmetic of a real hyperelliptic curve. Our formulation of NUCOMP is complete and somewhat simpler than that in [6] , and its relation to Cantor's algorithm is more clear. In addition, we prove its correctness and a number of related results, including the fact that the output is in most cases reduced, and is in the worst case only one step away from being reduced. The end result, supported by computational results, is that our improved formulation of NUCOMP offers performance improvements over Cantor's algorithm for even smaller genera than indicated in [6] .
We begin in Sec. 2 with an overview of continued fractions, and explain divisor arithmetic on hyperelliptic curves and its connection to continued fractions in Sec. 3-Sec. 5. Based on this foundation, we describe divisor addition and reduction as well as NUCOMP in Sec. 6-Sec. 10 . We conclude with numerical results in Sec. 11, including a discussion of the efficiency of our two different versions of NUCOMP as given in Sec. 9.
Continued Fraction Expansions
For brevity, we write the symbolic expression s 0 + 1
as [s 0 , s 1 , . . . , s n , α n+1 ]. If we wish to leave the end of the expression undetermined, we simply write [s 0 , s 1 , . . . ].
Let k be any field, k[t] the ring of polynomials in the indeterminate t with coefficients in k, and k(t) the field of rational functions in t with coefficients in k. It is well-known that the completion of k(t) with respect to the place at infinity of k(t) (corresponding to the discrete valuation "denominator degree minus numerator degree") is the field k t −1 of Puiseux series in t −1 ; that is, any non-zero element in k t for all i ≥ 0. The following result is also well-known:
with αF = 0 and gcd(E, F ) = 1. If
then E/F is a convergent in the regular continued fraction expansion of α.
Throughout this paper, we reserve the symbols q i andq i for the quotients of a regular continued fraction expansion; for arbitrary partial quotients, we use the symbol s i . To distinguish expansions of rational functions from those of Puiseux series, we henceforth use the convention that partial quotients and convergents relating to expansions of rational functions are equipped with a "ˆ" symbol, whereas quantities pertaining to expansions of Puiseux series do not have this symbol.
One of the main ideas underlying NUCOMP is to approximate the regular continued fraction expansion of a Puiseux series by that of a rational function "close" to it. We then expect the convergents, and hence the two expansions, to agree up to a certain point: Theorem 2.1. Let α ∈ k t −1 andα ∈ k(t) be non-zero, and writeα = E/F with E, F ∈ k[t]. Letq i (0 ≤ i ≤ m) andr i (−1 ≤ i ≤ m) be the sequences of quotients and remainders, respectively, obtained by applying the Euclidean Algorithm toα; that is,r −2 = E,r −1 = F,r i−2 =q iri−1 +r i witĥ
, then the first n + 2 partial quotients in the regular continued fraction expansions of α andα are equal.
Proof. Let α = [q 0 , q 1 , . . . , q m , . . .] be the regular continued fraction expansion of α. The regular continued fraction expansion ofα is obviouslyα =
are the i-th convergents of α andα, respectively. We wish to prove that q i =q i for 0 ≤ i ≤ n + 1.
Suppose n as in the statement exists. If n = −1, then 2 deg(r
Since the r i are decreasing in degree for −1 ≤ i ≤ m, we have 2 deg(r n−1 ) > 2 deg(r n ) > deg(F 2 (α −α)), so q i =q i for 0 ≤ i ≤ n by induction hypothesis, and we only need to show q n+1 =q n+1 .
A simple induction argument yieldsr i = (−1) i−1 (Â i F −B i E) for −2 ≤ i ≤ m, so by assumption and Eq. (2.4),
It follows again from Eq. (2.4) that
Since gcd(Â n+1 ,B n+1 ) = 1, Lemma 2.1 implies thatÂ n+1 /B n+1 = A j /B j for some j ≥ 0. If j < n + 1, then [q j+1 , . . . , q n+1 ] = 0 which is a contradiction. If j > n + 1, then similarly [q n+2 , . . . ,q j ] = 0, again a contradiction. Thus,Â n+1 /B n+1 = A n+1 /B n+1 , and hence q n+1 =q n+1 .
Let E, F ∈ k[t] be non-zero, and assume that deg(E) > deg(F ). Consider again the regular continued fraction expansion of the rational function E/F = [q 0 ,q 1 , . . . ,q m ], where m ≥ 0 is again minimal with that property.
This continued fraction expansion corresponds to the Euclidean algorithm applied to E and F. We define
Thenq i and b i+1 are the quotients and remainders, respectively, when dividing b i−1 by b i . We have 6) and the b i strictly decrease in degree for −1 ≤ i ≤ m+1. Then m is minimal such that b m+1 = 0, so b m = gcd(E, F ). As before, denote byÂ i /B i = [q 0 ,q 1 , . . . ,q i ] the i-th convergents ofφ 0 for 0 ≤ i ≤ m. The quantitiesÂ i ,B i can be computed recursively bŷ
Then induction yields a i = (−1)
i−1Â
i−1 for −1 ≤ i ≤ m + 1; in particular, we see that the a i increase in degree for −1 ≤ i ≤ m + 1. We also obtain
We require the following basic degree properties later on: 
Hyperelliptic Curves
We employ an algebraic framework of hyperelliptic curves based on the treatments of function fields given in [12] , [17] , and [4] , as opposed to a more geometric treatment. Let k be a finite field of order q. Following [3] , we define a hyperelliptic function field of genus g ∈ N to be a quadratic extension of genus g over the rational function field k(u), and a hyperelliptic curve of genus g over k to be a plane, smooth a , absolutely irreducible, affine curve C over k whose function field k(C) is hyperelliptic of genus g. The curve C and its function field are called imaginary, unusual, or real, if the place at infinity of k(u) is ramified, inert, or split in k(C), respectively. Then C is of the form
where f, h ∈ k[u], h = 0 if k has odd characteristic, h is monic if k has even characteristic, and every irreducible factor in k[u] of h is a simple factor of f ; in particular, f is squarefree if k has odd characteristic. Then the function field of C is k(C) = k(u, v) and its maximal order is the integral domain
, the coordinate ring of C over k. The different signatures at infinity can easily be distinguished as follows:
(1) C is imaginary if deg(f ) = 2g + 1, and if deg(h) ≤ g if k has characteristic 2; (2) C is unusual if the following holds: if k has odd characteristic, then deg(f ) = 2g + 2 and sgn(f ) is a non-square in k, whereas if k has characteristic 2, then deg(h) = g + 1, deg(f ) = 2g + 2 and the leading coefficient of f is not of the form e 2 + e for any e ∈ k * . (3) C is real if the following holds: if k has odd characteristic, then deg(f ) = 2g + 2 and sgn(f ) is a square in k, whereas if k has characteristic 2, then deg(h) = g + 1, and either deg(f ) ≤ 2g + 1, or deg(f ) = 2g + 2 and the leading coefficient of f is of the form e 2 + e for some e ∈ k * .
In some literature sources, unusual curves are counted among the imaginary ones, as there is a unique place in k(C) lying above the place at infinity of k(u) for both models. Note also that an unusual curve over k is real over a quadratic extension of k; whence the term "unusual".
It is well-known that the places of k(u) are given by the monic irreducible polynomials in k[u] together with the place at infinity of k(u). Define S to be the set of places of k(C) lying above the place at infinity of k(u), and write S = {∞} if C is imaginary or unusual, and S = {∞ 1 , ∞ 2 } if C is real. Then the places of k(C) are the prime ideals lying above the places of k(u) (the finite places) together with the elements of S (the infinite places). To every place p of k(C) corresponds a normalized additive valuation ν p on k(C) and a discrete valuation ring O p = {α ∈ k(C) | ν p (α) ≥ 0}; for brevity, we
where P is the unique place of k(u) lying below p. For any place p of k(C), denote by k(C) p the completion of k(C) with respect to p. Then it is easy to see that the completions k(C) S of k(C) with respect to the places in S are, respectively,
where k = k(sgn(v)) is a quadratic extension of k. For C imaginary or unusual, the embedding of k(C) into k(C) S is unique, whereas for the real case, we have two embeddings of k(C) into k u −1 . Here, we number the indices so that ν 1 (v) ≤ ν 2 (v), and choose the embedding with deg(α) = −ν 1 (α) for all α ∈ k(C).
To unify our discussion over all hyperelliptic models, we henceforth interpret elements in k(C) as series in powers of u −1 , where in the imaginary case, the exponents of these powers are half integers. All degrees of function field elements are then taken with respect to u; more exactly, we set
is the conjugate of α. Note that for imaginary curves, deg(α) can be a half integer. The following properties are easily seen: The norm map extends naturally to all finite divisors D S via Z-linearity, and we can now define the norm of any divisor D to be
for all places p of k(C). With this notation, we see that k[C] is the set of all α ∈ k(C) with div(α) S ≥ 0 and its unit group k[C]
* consists of exactly those α ∈ k(C) with div(α) S = 0.
b An equivalent geometric definition of a divisor (defined over k) that is frequently used in the literature on hyperelliptic curves is as follows: it is a formal sum D = P P ν P (D)P that is invariant under the Galois action of k, where P runs through all the points on C with coordinates in some algebraic closure of k. The degree of D is then simply 
Abelian group whose order h is the (degree 0 divisor) class number of C.
Recall that the conjugation map on k(C), arising from the hyperelliptic involution on C, maps each element α = a + bv ∈ k(C) with a, b ∈ k(u) to α = a − b(v + h). This map thus acts on all the finite places of k(C) as well as on S via ∞ = ∞ if C is imaginary or unusual and ∞ 1 = ∞ 2 if C is real. This action extends naturally to the groups D, D 0 , P, and hence to Pic
, and P S = P ∩D S . By Proposition 14.1, p. 243, of [12] , there are exact sequences
where * /k * . For completeness, if C is imaginary or unusual, simply define the regulator of C to be R = 1.
A
. Let I denote the group of non-zero fractional k[C]-ideals, H the subgroup of I of non-zero principal fractional k[C]-ideals (which we write as (α) for α ∈ k(C) * ), C = I/H the ideal class group of k(C), and h = |C| the ideal class number of k(C). There is a natural isomorphism
with inverse
The conjugate f of a fractional ideal f is the image of f under the conjugation map. If f is non-zero, then the norm N (f) of f is simply N (Φ −1 (f)), the norm of the finite divisor corresponding to f under Φ −1 , with Φ given by Eq. (3.4). Note that ff is the principal fractional ideal generated by N (f).
The isomorphism Φ extends to an isomorphism from the factor group D S /P S onto the ideal class group C (see p. 401 of [4] and Theorem 14.5, p. 247, of [12] ). Thus, we have h = Rh /f by Eq. (3.3) . The Hasse-Weil bounds (
2g imply h ∼ q g , and for real curves, we generally expect that h is small and hence R ≈ h. The isomorphism Φ in Eq. (3.4) can further be extended to the group D 0 , or a subgroup thereof, as follows.
Imaginary Curves
Since 
Real Curves
If C is real, then deg(∞ 1 ) = deg(∞ 2 ) = 1, so every degree 0 divisor of k(C) can be uniquely written in the form We conclude this section with the observation that the choice of the transcendental element u determines the signature at infinity (ramified, inert, or split) and hence the set S of places lying above infinity. So the ideal class group C, its order h , and the regulator R depend on the model of C (imaginary, unusual, or real), whereas the genus g, the divisor groups D, D 0 and P, as well as the degree 0 divisor class group Pic 0 and its order h are model-independent.
Reduced Ideals and Divisors
Some of the material in this and the next section can be found in [2] , [5] , and [7] . As before, let C : and Q divides f +hP −P 2 . Here, S and Q are unique up to factors in k * and P is unique modulo Q. For brevity, write a = S(Q, P ). An ideal a = S(Q, P ) is primitive if S ∈ k * , in which case we simply take S = 1 and write a = (Q, P ). A primitive ideal a is reduced if deg Q ≤ g. The basis Q, P of a primitive ideal a = (Q, P ) is adapted if deg(P ) < deg(Q) and reduced if C is real and deg(P −h−v) < deg(Q) < deg(P +v); the latter is only possible if C is real. In practice, it is common to have reduced divisors given in adapted form for imaginary and unusual curves and in reduced (or possibly adapted) form for real curves.
A Up to now, we have only defined the notions of reduced and semi-reduced for finite divisors. We simply extend this notion to arbitrary degree 0 divisors of k(C) by declaring a degree 0 divisor D to be (semi-)reduced if D S is (semi-)reduced. We then say that a semi-reduced divisor D is in adapted or reduced form if D S is given by an adapted or reduced basis, respectively.
We would like to represent degree 0 divisor classes via reduced divisors. In the imaginary case, this is well-known, but we repeat it briefly here for completeness; for the other two hyperelliptic curve models, it is less simple. In particular, for the unusual case, reduced divisors need not exist in some c For geometric and ideal-independent definitions of the notions of semi-reduced and reduced divisors, see for example [2] or [5] .
divisor classes, so we will have to allow divisors D with deg(D S ) = g + 1 when representing elements in Pic 0 . For simplicity, we will say that a degree 0 divisor D in a given class C ∈ Pic 0 has minimal norm if D is semi-reduced and deg(N (E)) ≥ deg(N (D)) for every semi-reduced divisor E ∈ C. We will see that if C is imaginary, unusual with g even, or real, then D will always be reduced, otherwise (C unusual and g odd), we have deg(N (D)) ≤ g + 1.
Imaginary Curves
Here, it is well-known that reduced divisors are pairwise inequivalent (see [2] ), and every degree 0 divisor class in Pic 0 , and hence every ideal class in C, has exactly one reduced representative.
Unusual Curves
Again, reduced degree 0 divisors are pairwise inequivalent, and every degree 0 divisor class contains at most one reduced divisor. Those classes that do not contain any reduced divisor contain exactly q + 1 pairwise equivalent semi-reduced divisors D with deg(D S ) = g + 1 (see p. 183 of [1] ). Note that this can only occur if g is odd, so in this case, the norm of a reduced divisor must have degree ≤ g−1. Hence if g is even, then in complete analogy to the imaginary case, every divisor class does in fact have a unique representative. In order to represent divisor classes without reduced divisors, i.e. with q + 1 pairwise equivalent divisors of minimal norm of degree g + 1, for g odd, a fast equivalence test or a systematic efficient way to identity a distinguished divisor of minimal norm in a given degree 0 divisor class are required.
Real Curves
By Proposition 4.1 of [10] , every degree 0 divisor class of k(C) contains a unique
Using these reduced representatives for arithmetic in Pic 0 is somewhat slower that for imaginary curves, so we concentrate instead on reduced divisors
By the Paulus-Rück result cited above, these divisors are pairwise inequivalent, so every degree 0 divisor class of k(C) contains at most one such reduced divisor.
Rather than examining degree 0 divisor classes, we now consider ideal classes of k(C). Recall that the isomorphism Φ defined in Eq. (3.4) can be extend to an isomorphism from the set {D ∈ D 0 | ν 1 (D) = 0} onto I. For any non-zero fractional ideal f, set D(f) = Φ −1 (f) to be the divisor with no support at ∞ 1 corresponding to f; note that f is reduced if and only if D(f) is reduced. Let C be any ideal class of k(C), and define the set
By our above remarks, all the divisors in R C are reduced and pairwise inequivalent even though the corresponding ideals are all equivalent. Since the basis polynomials of a reduced divisor or ideal have bounded degree, R C is a finite set.
We now fix any reduced ideal a ∈ C; for example, if C is the principal ideal class, then we always chose a = (1) to be the trivial ideal. Then for every b ∈ C, there exists α ∈ k(C) * with b = (α)a; if a = (1), then α is in fact a generator of b. By multiplying α with a suitable power of a fundamental unit of k(C), or equivalently, adding a suitable multiple of R(∞ 1 − ∞ 2 ) to its divisor, we may assume that −R < ν 1 (α) ≤ 0, or equivalently, 0 ≤ deg(α) < R. Then we define the distance of the divisor D(b) (with respect to D(a)) to be δ(D(b)) = deg(α). It follows that the set R C is ordered by distance, and if we set D 1 = D(a) and r C = |R C |, then we can write
The set R C is called the infrastructure of C; we will motivate this term later on. Note that if C is the principal class and b ∈ C, D(b) and D(b) both belong to R C , and
Reduction and Baby Steps
We continue to assume that we have a hyperelliptic curve C given by Eq. (3.1). Our goal is to develop a unified framework for reduction on all hyperelliptic curves. We begin with the standard approach for reduction on imaginary curves -which we however apply to any hyperelliptic curveand then link this technique to the traditional continued fractions method for real curves.
Starting with polynomials R 0 , S 0 such that deg(R 0 ) < deg(S 0 ) and
produces a sequence of semi-reduced, pairwise equivalent divisors
To avoid the costly full division in the expression for S i+1 , we can rewrite Eq. (5.1) as follows. Given S 0 and R 0 , generate S 1 and R 1 using Eq. (5.1) and s 1 = (R 0 − h)/S 1 . Then for i ∈ N:
Note that s i+1 and R i+1 are simply obtained by applying the division algorithm, i.e.
Similar to [2] and [15] , we derive the following properties.
Lemma 5.1.
unless C is real, E j+1 is the first of divisor of minimal norm. We have
yielding (b) and (c). Now (d) can easily be derived from (b) and (c). To see (e), note that if deg(R
note that by the assumptions on sgn(f ), there can never be cancellation in the numerator of S i+1 in the case where deg(R i ) = g + 1), and if deg(
In either case, deg(S i+1 ) has the same parity as deg(S i ), so (e) is obtained by induction, since deg(S 0 ) was assumed to be even if C is unusual.
If C is imaginary, or C is unusual with deg(S j ) ≤ g, then E j+1 is the unique reduced divisor in the class of D 1 . If C is unusual and deg(S j ) = g + 1, (g odd), then the other q semi-reduced divisors equivalent to E j+1 whose norm have degree g + 1 can be obtained from E j+1 as follows (see also [1] for the case where q is odd).
Proposition 5.1. Let C given by Eq. (3.1) be unusual of odd genus g and E = (S, R) a semi-reduced divisor with deg(R) ≤ deg(S) = g + 1. Then the q + 1 divisors in the divisor class of E whose norm have degree g + 1 are given by E and E a = (S a , R a ) for a ∈ F q where
Proof. Since E a = E +div((R a +v)/S) for all a ∈ F q , all E a are equivalent to E. Furthermore, deg(R a ) ≤ g + 1 and hence deg(S a ) = g + 1, since the conditions on sgn(f ) prevent cancellation of leading terms in the numerator of S a . So it only remains to show that E and and all the E a are pairwise distinct. To that end, we prove that equality among any two of these q + 1 divisors leads to a sequence of divisibility conditions that yield a singular point on C. So fix a ∈ F q and suppose that E a = E or E a = E b for some b ∈ F q \{a}. We first claim that S a and S differ by a constant factor in F q .
(5.5) This is clear if E a = E, so suppose E a = E b with b ∈ F q , b = a. Then S a and S b differ by a constant factor, and
we see that S a and S must also differ by a constant factor in F q . Next, we claim that
Then S a and S b differ by a constant factor, so by Eq. (5.5), both differ from S by a constant factor. Now a simple calculation yields
Since a = b and S divides the left hand side of this equality, S must again divide 2R − h.
Our next assertion is that
By Eq. (5.4) and Eq. (5.6),
2 divides the left hand side of this equality. Invoking Eq. (5.6), we obtain Eq. (5.7).
Our fourth and final claim is that
where f denotes the derivative of f with respect to u; similarly for R .
To prove this claim, we simply observe that taking derivatives in Eq. (5.7)
Eq. (5.8) now follows from Eq. (5.6). Now let r be a root of S in some algebraic closure of k. Then Eq. (5.6)-Eq. (5.8) easily imply that (r, −R(r)) is a singular point on C, a contradiction. So no two among the divisors E and E a (a ∈ F q ) can be be equal, proving the proposition.
We now relate Eq. (5.1) to a regular continued fraction expansion, which is the usual approach to reduction on real curves. Let P, Q ∈ k[u] with Q non-zero and Q dividing f + hP − P 2 , and let s 0 , s 1 , . . . be a sequence of polynomials in k [u] . Set P 0 = P, Q 0 = Q, and
] for all i ≥ 0. Thus, Eq. (5.9) determines a continued fraction expansion of φ 0 in the completion k(C) S . It is clear that Eq. (5.9) defines a sequence D i = (Q i−1 , P i−1 ) of semi-reduced divisors with corresponding primitive ideals a i . The operation D i → D i+1 is referred to as a baby or reduction step e . Set θ 1 = 1 and
e Note that Eq. (5.4) is a special case of Eq. (5.9), with s i = a ∈ Fq. However, in this case, the recursion only alternates between E and Ea.
Then a i+1 = (φ
i )a i and hence a i = (θ i )a 1 , for i ∈ N. Therefore, the ideals a i are all equivalent, so baby steps preserve ideal equivalence.
If we choose s i in Eq. (5.9) to be s i = q i = φ i , i.e. the quotient in the regular continued fraction expansion of φ 0 in k(C) S , then we have the baby steps
It is now easy to deduce that if j is as in part (d) of Lemma 5.1 and S i , R i are defined as in Eq. (5.1), then 
We now see that for all hyperelliptic curves, there exists an index l ≥ 0 such that Eq. (5.11) repeatedly applied to D 1 = (Q 0 , P 0 ) produces a reduced divisor D l+1 , if one exists, after l ≤ (deg(Q 0 ) − g)/2 steps. If C is unusual, g is odd, and the class of D 1 contains no reduced divisor, then Eq. (5.11) produces a divisor D l+1 whose norm has degree g + 1 after l ≤ (deg(Q 0 ) − g − 1)/2 steps. In the imaginary and unusual scenarios, we have l = j with j as in part (d) of Lemma 5.1; for C real, we have l = j + 1. For 0 ≤ i < l, Eq. (5.11) is equivalent to
Again, the recursion in Eq. (5.13) can be made more efficient for i ≥ 1, i.e. for all but the first baby step. Given Q 0 and P 0 , we compute Q 1 and P 1 using Eq. (5.13). Then for i ∈ N:
(5.14)
As before, the first line in Eq. (5.14) is equivalent to applying the division algorithm in order to compute polynomials q i and r i such that
Suppose now that C is real. If we repeatedly apply Eq. (5.11), or equivalently, Eq. (5.14), starting with a reduced divisor D 1 = D(a) for some reduced ideal a of k(C), then we can generate the entire infrastruc-
In particular, θ r C is a fundamental unit of k(C) of positive degree, and deg(θ r C ) = R is the regulator of k(C).
We conclude this section by showing how to compute the distances δ i = δ(D i ). By Eq. (5.10), the distance satisfies
is non-zero, and δ i+1 = g + 1 if D i = 0, in which case C is the principal class.
Giant Steps and the Idea of NUCOMP
As before, let C be given by Eq. (3.1), and let D = (Q , P ), D" = (Q , P ) be two semi-reduced divisors of k(C). Then it is well-known that there exists a semi-reduced divisor D = (Q, P ) in the divisor class of the sum D + D that can be computed as follows.
1)
Since S tends to have very small degree (usually S = 1), we expect deg Q ≈ deg Q + deg Q ; in particular, even if D and D have minimal norm, then D will generally not have minimal norm. We now apply repeated baby steps as in Eq. (5.14) to P 0 = P and Q 0 = Q until we obtain a divisor of minimal norm. The first divisor thus obtained is defined to be D ⊕ D .
Imaginary Curves
Here, D ⊕ D is the unique reduced divisor in the class of D + D , and the algorithm above is Cantor's algorithm [2] . Thus, the group operation on Pic 0 can be performed efficiently via reduced representatives.
Unusual Curves
In this case, if g is even, then everything is completely analogous to the imaginary setting. However, if g is odd, then D ⊕ D may or may not be reduced, so the set of reduced divisors is no longer closed under the operation ⊕ . However, as mentioned earlier, if we could either perform fast equivalence testing, or efficiently and systematically identify a distinguished divisor D with deg(D S ) = g + 1 in every divisor class that contains no reduced divisor, then we could perform arithmetic in Pic 0 via these distinguished representatives plus reduced representatives if they exist.
Real Curves
Suppose D and D are reduced, and
In particular, if C is the principal ideal class, then D ⊕ D ∈ R C , and we have
Here, distances in the principal class are taken with respect to D 1 = 0, and distances in C with respect to some some suitable first divisor. The "error term" δ in Eq. (6.2) is linear in g and hence very small compared to the two distances δ(D ) and δ(D ). The quantity δ in Eq. (6.2) can be efficiently computed as part of the giant step.
Suppose now that D = (Q , P ) and D = (Q , P ) are two divisors of minimal norm. A giant step as described above finds the divisor D ⊕ D in two steps. First set D 1 = (Q, P ) with P and Q given by Eq. (6.1); Q and P have degree approximately 2g, i.e. double size. Then apply repeated baby steps as in Eq. (5.14) to D 1 until the first divisor D l+1 = D ⊕ D of minimal norm is obtained; by Lemma 5.1, we have l ≤ g/2 for all three curve models, so this takes at most g/2 such steps. The reduction process produces a sequence of semi-reduced divisors D i+1 = (Q i , P i ), 0 ≤ i ≤ l, via the continued fraction expansion of φ = (P + v)/Q = [q 0 , q 1 , . . . , q l , φ l+1 ]. It slowly shrinks the degrees of the Q i and P i again to original size, reducing them by about 2 in each step by Lemma 5.1. The obvious disadvantage of this method is that the polynomials Q i , P i have large degree while i is small, and are costly to compute.
NUCOMP is an algorithm for computing D ⊕ D that eliminates these costly baby steps on large operands. The idea of NUCOMP is to perform arithmetic on polynomials of much smaller degree. Instead of computing Q as well as the Q i and P i explicitly via the continued fraction expansion of φ, one computes sequences of polynomials a i , b i , c i , and d i such that
Only two basis coefficients Q n+2 and P n+2 are evaluated at the end in order to obtain a divisor D n+3 . Here, the value of n is determined by the property that a n , b n , c n , and d n have approximately equal degree of about g/2. More exactly, we will have l = n + 2 or n + 3, i.e.
The key observation is thatφ = U/(Q /S), with U as given in Eq. (6.1), is a very good rational approximation of φ = (P +v)/Q, and that the continued fraction expansion ofφ 
NUCOMP
Let D = (Q , P ) and D = (Q , P ) be two divisors of minimal norm, and let P, Q, S, U be defined as in Eq. (6.1). We assume that
The first inequality in Eq. (7.1) is equivalent to deg(P + v) ≤ g + 1, and holds if D is given in adapted or reduced form. While it can always be achieved by reducing P modulo Q, for example, we will see that this will generally not be necessary, i.e. usually NUCOMP outputs a divisor D = (Q,P ) that again satisfies f deg(P ) ≤ g + 1. The second inequality in Eq. (7.1) is no great restriction, since if deg(Q) ≤ g + 1, then D = (Q, P ) is at most one baby step away from having minimal norm, so one would simply compute D ⊕ D using one of the recursions in Section 5 and not use NUCOMP in this case. We now define
C is unusual (since sgn(P ) ∈ k and sgn(v) / ∈ k can never cancel each other), and M ∈ {g, g + 1} if C is real. Furthermore, if D is given in adapted or reduced form, then M = deg(P + v).
The quantity
will play a crucial role in our discussion. Since D is of minimal norm, we have deg(Q ) ≤ M for all hyperelliptic curve models, so N ≥ deg(Q )/2 > 0. Furthermore, N < deg(Q /S) by the second inequality in Eq. (7.1), so N < g + 1. Usually, we expect N to be of magnitude g/2.
Let Q /SU = [q 0 ,q 1 , . . . ,q m ] be the regular continued fraction expansion of Q /SU, where as usual, m ≥ 0 is minimal. Setting E = Q /S and F = U, Eq. (2.5) defines sequences a i , b i for −1 ≤ i ≤ m, i.e. 
f If C is unusual, g is odd, and deg(Q) = g + 1, then we expect deg(P ) ≤ g + 2. However, in this situation, it suffices to assume deg(P ) ≤ g + 2 as well. In order to avoid having to distinguish between too many different cases, we will henceforth ignore this scenario.
for 0 ≤ i ≤ m + 1. To facilitate the computation ofP i ,Q i , we proceed as in [8] and introduce two more sequences of polynomials c i , d i , −1 ≤ i ≤ m + 1 as follows. 
7)
for −1 ≤ i ≤ m + 1. Using induction simultaneously on both formulas, we obtainQ
9)
for 0 ≤ i ≤ m + 2.
As outlined above, we wish to determine a point up to which the divisors D i+1 = (Q i , P i ) with P 0 = P , Q 0 = Q, and P i , Q i given by Eq. (5.13) or equivalently, by Eq. (5.11) or Eq. (5.14) are identical to the divisorŝ D i+1 = (Q i ,P i ) withP i ,Q i given by Eq. (7.5) or equivalently, by Eq. (7.9) and Eq. (7.10). Clearly,D 1 = D 1 by definition, so our goal is to find a maximal index n ≥ −1 that guarantees Q i =Q i and P i =P i , and hence D i+1 =D i+1 , for 0 ≤ i ≤ n + 2 (see Theorem 7.1). Such an index will have to satisfy n ≤ m to ensure that the polynomialsQ i ,P i as given in Eq. (7.5) are in fact defined. Our next task will then be to see how many baby steps if any we need to apply to the last divisor D n+3 = (Q n+2 , P n+2 ) to obtain the divisor D ⊕ D .
Theorem 7.1. Let D = (Q , P ), D = (Q , P ) be two divisors, and let P and Q be given by Eq. (6.1). Set P 0 =P 0 = P, Q 0 =Q 0 = Q, and define P i , Q i (i ∈ N) by Eq. (5.11),P i ,Q i (1 ≤ i ≤ m + 2) by Eq. (7.5), and b i (−1 ≤ i ≤ m + 1) by Eq. (7.4). Then there exists n ∈ Z, −1 ≤ n ≤ m, such that deg(b n ) > N, with N as in Eq. (7.3). Furthermore,
Proof. We already observed that deg(b −1 ) = deg(Q /S) > N, so since deg(b i ) decreases as i increases, there must exist n ≥ −1 with deg(b n ) > N. Since deg(b m+1 ) = −∞ < N, we must have n ≤ m. So n as specified above exists and all the quantitiesq i−1 ,P i ,Q i above are in fact well-defined.
Set φ = (P + v)/Q andφ = SU/Q . Then φ = [q 0 , q 1 , . . .] with q i = (P i + v)/Q i is the continued fraction expansion of φ in a suitable field of Puiseux series; also, recall thatφ = [q −1 ,q 0 , . . . ,q m ] whereq −1 = 0. We wish to apply g Theorem 2.1 to φ andφ. Since φ −φ = (P + v)/Q, we have b
, so ther i are the remainders when applying the Euclidean algorithm to E = U and F = Q /S. By Theorem 2.1, Eq. (7.11) implies that q i =q i−1 for 0 ≤ i ≤ n + 1. Now P 0 =P 0 , Q 0 =Q 0 , and inductively by Eq. (5.11) and Eq. (7.5),
Corollary 7.1. With the notation of Theorem 7.1, we have
g Although the degrees in Theorem 2.1 are taken with respect to u 1/2 if C is imaginary, the statement still holds if degrees are taken with respect to u as is done here, since this only changes both sides of the degree inequality in Theorem 2.1 by a factor of 2. Since deg(b i ) is a decreasing sequence for −1 ≤ i ≤ m + 1, there exists a unique index n with −1 ≤ n ≤ m such that 12) with N as in Eq. (7.3). By Corollary 7.1, D i =D i for 1 ≤ i ≤ n + 3.
Giant Steps With NUCOMP
We now show that D n+3 is at most one baby step away from being reduced if C is imaginary or real, and always has minimal norm if C is unusual. Furthermore, D n+2 never has minimal norm. Note that this implies that if D n+3 actually has minimal norm, then
Substituting Eq. (7.7) and Eq. (7.8) into Eq. (7.9) yieldŝ
for 0 ≤ i ≤ m + 2. For brevity, we define sequences of rational functions u i , v i , w i via
for −1 ≤ i ≤ m + 1, where as before,
Note that u i decreases and w i increases in degree as i increases. Furthermore, u i , v i , w i satisfy the following properties:
Lemma 8.1. Let N and n be given by Eq. (7.3) and Eq. (7.12), respectively, and define
Then we have the following:
Proof. Since deg(h − 2P ) ≤ g + 1, (a) can be derived using Lemma 2.2 (e) and (b), since 
for 0 ≤ i ≤ m + 1, whence follows (b). For (c), we note that
We then see from Eq. (7.2) and Eq. 
Corollary 8.1. Let N and n be given by Eq. (7.3) and Eq. (7.12), respectively. Then the following holds.
Proof. Parts We now determine how to obtain the divisor D ⊕ D using NUCOMP. First, we recall that Eq. (7.5), or equivalently, Eq. (7.10) and Eq. (7.9), define a sequence of divisorsD i+1 = (Q i ,P i ) for 0 ≤ i ≤ n + 2. If C is imaginary or real and deg(Q n+2 ) = g + 1, then we define the divisor D n+4 = (Q n+3 , P n+3 ) where
with e n+2 = 1 if C is real , 0 if C is imaginary ,
(8.5) so P n+3 and Q n+3 are obtained by applying Eq. (5.13) to P n+2 =P n+2 and Q n+2 =Q n+2 . For brevity, we define the integer
Then we can determine D ⊕ D as follows.
Proposition 8.1. Let N, n, and K be given by Eq. (7.3), Eq. (7.12), and Eq. (8.6), respectively. Then the following holds.
Proof. Note that deg(P +v 
We now give upper bounds on the index n of Eq. (7.12). 
If K is even, then as before, deg(b n+1 ) < N, which holds if and only if deg(Q n+2 ) < M, or equivalently, deg(Q n+2 ) ≤ g. Thus, D n+3 is reduced, and we simply use M ≥ g to obtain n < K/2 − 1 and hence n ≤ (K − 4)/2. Suppose now that K is odd. Then all the claims in Theorem 8.1 except for the bounds on n follow from Proposition 8. . This degree will generally be equal to g if C is imaginary, unusual with g even, or real, and tends to be equal to g + 1 if C is unusual and g odd. In the latter case, we expect that the norm of D ⊕ D again has degree g + 1. We thus obtain the following Corollary: Corollary 8.2. Let N, n and K be defined by Eq. (7.3), Eq. (7.12) and Eq. (8.6), respectively, and assume that
• deg(Q ) = deg(Q ) = g if C is imaginary, unusual with g even, or real.
• deg(Q ) = deg(Q ) = g + 1 if C is unusual and g odd.
Then the following holds: Proof. Since deg(Q ) = deg(Q ), g has the same parity as K. If g is even, or g is odd and C is imaginary or real, then deg(Q ) = deg(Q ) = g, so K = g. The bounds on n for these cases now again follow immediately from Theorem 8.1. If g is odd and C is unusual, then K = 2(g + 1)
In all three cases of Corollary 8.2, as pointed out in Sec. 6, D ⊕ D is reached after at most g/2 steps; these are all NUCOMP steps except in case (c), where all but the last step are NUCOMP steps and the last step is a baby step.
Finally, recall our assumption Eq. (7.1) that deg(P + v) ≤ g + 1. We argue that if D ⊕ D = (Q,P ), then we generally have deg(P ) ≤ g + 1 as well if C is imaginary or real. IfP = P n+3 , then we saw that deg(P n+3 − h − v) ≤ g, so deg(P ) ≤ g if C is imaginary and deg(P ) ≤ g + 1 if C is real. Suppose now thatP =P n+2 , so deg(Q n+2 ) ≤ g, implying deg(u n+1 ) ≤ g by Eq. (8.3) and Lemma 8.1. Since gcd(Q /S, U ) is very likely to have small degree (usually the gcd is 1), it is highly improbable that b n+1 = 0. Therefore,q n+1 is defined, and from part (a) of Lemma 2.2 and the definition of u i , we see that
It follows from Eq. (5.13) and part (a) of Corollary 8.1 that
Sinceq n+1 , as the partial quotient of a continued fraction expansion, is expected to have degree 1, we obtain deg(P n+2 ) ≤ g + 1 with high probability.
Note that if C is unusual, then we may have deg(P n+2 ) ≤ g + 2, but all the proofs in Sec. 8 can be easily adjusted to work for this case under the assumption deg(P ) ≤ g + 2. We omit the details of this reasoning.
If we impose stronger conditions than Eq. (7.1) on P , thenP need not satisfy the same conditions. For example, if D is given in adapted form, then D ⊕ D will usually not be in adapted form. Similarly, if C is real and D is in reduced form, then D ⊕ D will generally not be in reduced form. In this case, if the application requires the basisQ,P to be of a particular form, then a suitable multiple ofQ will need to be added toP . However, we point out that in many applications, the above question does not even play a role. For example, if we apply NUCOMP repeatedly to a starting divisor D = (Q , P ), say to generate a "scalar product" D ⊕ D ⊕ · · · ⊕ D computed as part of a cryptographic protocol, then it is sufficient to ensure that deg(P ) ≤ g + 1 once at the beginning of the computation.
NUCOMP Algorithms
The basic strategy of the NUCOMP algorithm is as follows. Suppose we are given two divisors D = (Q , P ) and D = (Q , P ) of minimal norm with deg(P ) ≤ g + 1; for reasons of efficiency, we will also input the polynomials R = (f + hP − P 2 )/Q and R = (f + hP − P 2 )/Q . Begin by computing S, U as in Eq. 
this is what we referred to as"NUCOMP steps" in the previous section. Finally, recover P n+2 and Q n+2 using Eq. (7.10) and Eq. (7.9) and, if necessary, apply one iteration of Eq. (5.14) to P n+2 , Q n+2 to obtain D ⊕ D . We describe this method in algorithmic form below.
There is an alternative version of this algorithm that is aimed at keeping the size of the intermediate operands low. In the context of binary quadratic forms, this idea is originally due to Atkin. Instead of computing all four sequences, we only compute b i , a i for −1 ≤ i ≤ n + 1. Then compute c n+1 , d n and d n+1 using Eq. (7.7) and Eq. (7.8), and finally, P n+2 and Q n+2 using Eq. (7.10) and Eq. (7.9). Since N ≈ g/2, we expect b n and b n+1 to have approximate degree g/2. By Lemma 2.2 (e), we thus also expect deg(a n+1 ) ≈ g/2, and Eq. (7.7) and Eq. (7.8) 
Algorithm 9.2. NUCOMP (small operands) Input: (Q , P , R ), (Q , P , R ) with Q R = f + hP − P 2 and Q R = f + hP − P 2 , representing two semi-reduced divisors D and D of minimal norm.
(iv)Q :=R +q(P − P ),R :=Q. 
An Extra Reduced Divisor
For real curves, if D n+3 is not reduced, then one can compute an alternative reduced divisor different from D n+4 under certain circumstances. Let C be a real hyperelliptic curve, and deg(P − h − v) ≤ g; this is the case, for example, if D is given in reduced form. If L is as in Eq. .6) is odd and deg(b n+1 ) = N ; note that in this case, b n+1 = 0, soq n+1 and b n+2 are defined. So suppose that this is the case, and define a new divisorD n+4 = (Q n+3 ,P n+3 ) as follows:
i.e.D n+4 is obtained by applying Eq. (7.5) toD n+3 = (Q n+2 ,P n+2 ) (or alternatively, by using Eq. (7.10) and Eq. (7.9) with i = n + 3). We provê D n+4 is a reduced divisor that is almost always different from D n+4 .
Proposition 10.1. Let C be real, deg(P − h − v) ≤ g,D n+3 not reduced, andD n+4 = (Q n+3 ,P n+3 ) be given by Eq. (10.1). ThenD n+4 is reduced.
Before we can prove thatD n+4 = D n+4 almost always, we first require a lemma.
Lemma 10.1. Under the assumptions of Proposition 10.1, we have
Proof. Analogous to Eq. (8.1), we can derive
for 0 ≤ i ≤ m + 1. Using Lemmas 2.2 and 8.1, we obtain
It follows that Proof. Recall that Eq. (8.5) yielded deg(
Thus, by Lemma 10.1, deg(P n+3 + v) ≤ g < deg(P n+3 + v). It follows that deg(P n+3 ) = deg(P n+3 ) = g + 1 and P n+3 = P n+3 . NowP n+3 − P n+3 = sQ n+2 with s =q n+1 − q n+2 . Since deg(Q n+2 ) = g + 1, we must have s ∈ F * q . By way of contradiction, assume thatD n+4 = D n+4 = 0. Then Q n+3 andQ n+3 differ by a factor in k * , and Q n+3 dividesP n+3 − P n+3 = sQ n+2 . Since s ∈ F * q , we see that Q n+3 dividesQ n+2 . By Eq. (8.5) and Eq. (10.1), we havê
Let r be a root of Q n+3 in some algebraic closure of k. Then we can use reasoning analogous to the proof of Proposition 5.1 to infer that (r, −P n+3 (r)) is a singular point on C, a contradiction.
Remark 10.1. Letâ n+3 , a n+4 andâ n+4 be the reduced ideals corresponding toD n+3 , D n+4 , andD n+4 , respectively. Then (Q n+2 )a n+4 = (P n+3 + v)â n+3 and (Q n+2 )â n+4 = (P n+3 + v)â n+3 . If we now take distances with respect to some starting divisor and set δ n+4 = δ(D n+4 ) and δ n+4 = δ(D n+4 ), then we have δ n+4 =δ n+4 + δ with
and deg(Q n+3 ) ≥ 1, we have δ ≤ 2(g + 1)− (g + 1)− 1 = g. In summary, 1 ≤ δ ≤ g, so D n+4 andD n+4 are not far from each other in the infrastructure of the appropriate ideal class. In general, we expect deg(Q n+3 ) = g and hence δ = 1, so D n+4 andD n+4 are neighbors.
Numerical Results
The following numerical experiments were performed on a Pentium IV 2.4 GHz computer running Linux. We used the computer algebra library NTL [14] for finite field and polynomial arithmetic and the GNU C++ compiler version 3.4.3.
Binary Exponentiation
In order to test the efficiency of our versions of NUCOMP, we implemented routines for binary exponentiation using Cantor's algorithm in Eq. (6.1), NUCOMP (Algorithm 9.1), and NUCOMP with small operands (Algorithm 9.2). All three algorithms were implemented using real, imaginary, and unusual curves defined over prime finite fields F p and characteristic 2 finite fields F 2 n . Table 11 .1-11.5 contain the ratio of runtimes for binary exponentiation using Algorithm 9.1 (NUCOMP using recurrences to compute c i and d i ) divided by the runtime using Algorithm 9.2 (NUCOMP using formulas to compute the final values of c i and d i ). For each genus and field size listed, 1000 binary exponentiations were performed with random 100-bit exponents. The same 1000 exponents were used for both algorithms and for all genera and finite field sizes. The divisors produced by NUCOMP were normalized; adapted basis was used for imaginary and unusual curves and reduced basis was used for real curves [5] . The data clearly show that Algorithm 9.1 is more efficient that Algorithm 9.2 for g < 10 approximately, but that Algorithm 9.2 is ultimately more efficient as g grows. Table 11 .6-11.10 contain the ratio of runtimes for binary exponentiation using Cantor's algorithm as compared to that using the faster of Algorithm 9.1 or Algorithm 9.2. Again, for each genus and field size listed, 1000 binary exponentiations were performed with random 100-bit exponents. The same 1000 exponents were used for both algorithms and for all genera and finite field sizes. The data clearly show that NUCOMP outperforms Cantor's algorithm except for very small genera and finite field sizes, and that its relative performance improves as both the genus and finite field size increase. The findings are consistent with those presented in [6] , but our improved versions of NUCOMP presented here out-perform Cantor's algorithm for even smaller genera and finite field sizes than in [6] . 
Key Exchange
We also ran numerous examples of the key exchange protocols described in [7] , again using both real and imaginary curves and F p (p prime) and F 2 n as base fields. The genus of our curves ranged from 2 to 6 and the underlying 512 . Assuming only generic attacks with square root complexity, these curves offer 80, 112, 128, 192, and 256 bits of security for cryptographic protocols based on the corresponding discrete logarithm problem. NIST [9] currently recommends these five levels of security for key establishment in U.S. Government applications. Although the use of curves with genus 3 and larger for cryptographic purposes is questionable, we nevertheless included times for higher genus as our main goal is to provide a relative comparison between our formulation of NUCOMP with Cantor's algorithm.
For curves defined over F p , we chose a random prime p of appropriate length such that p g had the required bit length, and for curves over F 2 n we chose the minimal value of n with gn greater than or equal to the required bit length. For each genus and finite field, we randomly selected 2000 curves and executed Diffie-Hellman key exchange twice for each curve, once using Cantor's algorithm and once using our version of NUCOMP (Algorithm 9.1). We used Algorithm 9.1 as opposed to Algorithm 9.2, because our previous experiments indicated that it is more efficient for low genus curves. The random exponents used had 160, 224, 256, 384, and 512 bits, respectively, ensuring that the number of bits of security corresponds to the five levels recommended by NIST (again, considering only generic attacks). In order to provide a fair comparison, the same sequence of random exponents was used for each run of the key exchange protocol. Table 11 .11 contains the average CPU time in seconds for each version of the protocol using real and imaginary curves over F p and F 2 n . The columns labeled "Cantor" contain the runtimes when using Cantor's algorithm, and those labeled "NC" the runtimes when using NUCOMP. The times for any precomputations, as described in [7] , are not included. We also give the ratios of the average time spent for key exchange using NUCOMP versus that using Cantor's algorithm in Table 11 .12. Clearly, in almost all cases, NUCOMP offers a fairly significant performance improvement as opposed to Cantor's algorithm, even for genus as low as 2.
Conclusions
Our results indicate that NUCOMP does provide an improvement for divisor arithmetic in hyperelliptic curves except for the smallest examples in terms of genus and finite field size. They also show that both versions of NUCOMP, Algorithm 9.1 and Algorithm 9.2, are useful. Nevertheless, a careful complexity analysis and further numerical experiments are required to compare NUCOMP and Cantor's algorithm more precisely.
There are a number of possible improvements to NUCOMP that need to be investigated. For example, our remarks at the end of Sec. 8 indicate that basis normalization need not be done when NUCOMP is used as a component for binary exponentiation, because the degree ofP will generally be at most g + 1 at the end of NUCOMP. Not performing normalization saves one division with remainder at the cost of the inputs to subsequent applications of NUCOMP having slightly larger degrees. In addition, the results in Sec. 10 indicate that in some cases, it is possible to perform one extra NUCOMP step to guarantee that the output of NUCOMP is reduced without having to perform a continued fraction step. Further investigation and analysis is required to determine which of these options is the most efficient in practice.
Our data also indicate that using NUCOMP is more efficient than Cantor's algorithm for cryptographic key exchange using low genus hyperelliptic curves, for both imaginary and real models, However, explicit formulas based on Cantor's algorithm have been developed for divisor arithmetic on curves of genus 2, 3, and 4 (see [5] for a partial survey and references). NU-COMP, as presented in this paper, is generic in the sense that it works for any genus and as such does not compete in terms of performance with these explicit formulas. Given that NUCOMP out-performs Cantor's algorithm, it is conceivable that some of the ideas used in NUCOMP can be applied to improve the explicit formulas. This, as well as the open problems mentioned above, is the subject of on-going research.
