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Abstract
We consider the Laplacian in a curved two-dimensional strip of constant
width squeezed between two curves, subject to Dirichlet boundary condi-
tions on one of the curves and variable Robin boundary conditions on the
other. We prove that, for certain types of Robin boundary conditions, the
spectral threshold of the Laplacian is estimated from below by the low-
est eigenvalue of the Laplacian in a Dirichlet-Robin annulus determined
by the geometry of the strip. Moreover, we show that an appropriate
combination of the geometric setting and boundary conditions leads to
a Hardy-type inequality in infinite strips. As an application, we derive
certain stability of the spectrum for the Laplacian in Dirichlet-Neumann
strips along a class of curves of sign-changing curvature, improving in this
way an initial result of Dittrich and Krˇ´ızˇ [9].
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1 Introduction
The Laplacian in an unbounded tubular region Ω has been extensively studied
as a reasonable model for the Hamiltonian of electronic transport in long and
thin semiconductor structures called quantum waveguides. We refer to [10, 29]
for the physical background and references. In this model, it is more natural to
consider Dirichlet boundary conditions on ∂Ω corresponding to a large chemical
potential barrier (cf [17, 20, 10]).
However, Neumann boundary conditions or a combination of Dirichlet and
Neumann boundary conditions have been also investigated. We refer to [27, 28]
for the former and to [9, 30, 25] for the latter. Moreover, these types of boundary
conditions are relevant to other physical systems (cf [13, 8, 21]).
Although we are not aware of any work in the literature where more general
boundary conditions have been considered in the case of quantum waveguides, it
is possible to think also of Robin boundary conditions as modelling impenetrable
walls of Ω in the sense that there is no probability current through the bound-
ary. Furthermore, Robin boundary conditions may in principle be relevant for
different types of interphase in a solid.
Moreover, the interplay between boundary conditions, geometry and spectral
properties is an interesting mathematical problem in itself. To illustrate this, let
us recall that it has been known for more than a decade that the curved geometry
of an unbounded planar strip of uniform width may produce eigenvalues below
the essential spectrum. We refer to the pioneering work [17] of Exner and Sˇeba
and the sequence of papers [20, 32, 10, 25, 4] for the existence results under
rather simple and general geometric conditions.
However, it has not been noticed until the recent letter [9] of Dittrich and
Krˇ´ızˇ that the existence of eigenvalues in fact depends heavily on the geomet-
rical setting provided the uniform Dirichlet boundary conditions are replaced
by a combination of Dirichlet and Neumann ones. In particular, the discrete
spectrum may be eliminated provided the Dirichlet-Neumann strip is “curved
appropriately”, i.e., the Neumann boundary condition is imposed on the “locally
shorter” boundary curve.
Recently, it has also been shown that the discrete spectrum may be elimi-
nated by adding a local magnetic field perpendicular to a planar Dirichlet strip
[11, 3], by embedding the strip into a curved surface [24] or by twisting a three-
dimensional Dirichlet tube of non-circular cross-section [12].
The aim of the present paper is to examine further the interplay between
boundary conditions, geometry and spectral properties in the case of Ω being
a planar strip with a combination of Dirichlet and (variable) Robin boundary
conditions on ∂Ω. Our main result is a lower bound to the spectral threshold
of the Laplacian in a (bounded or unbounded) Dirichlet-Robin strip. This en-
ables us to prove quite easily non-existence results about the discrete spectrum
for certain waveguides, and generalize in this way the results of Dittrich and
Krˇ´ızˇ [9]. Moreover, we show that certain combinations of boundary conditions
and geometry lead to Hardy-type inequalities for the Laplacian in unbounded
strips. These inequalities are new in the theory of quantum waveguides with
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combined boundary conditions. As an application, we further extend the class
of Dirichlet-Neumann strips with empty discrete spectrum.
2 Scope of the paper
In this section we precise the problem we deal with in the present paper and
state our main results.
2.1 The model
Given an open interval I ⊆ R (bounded or unbounded), let Γ ≡ (Γ1,Γ2) : I →
R
2 be a unit-speed C2-smooth plane curve. We assume that Γ is an embedding.
The function N := (−Γ˙2, Γ˙1) defines a unit normal vector field along Γ and
the couple (Γ˙, N) gives a distinguished Frenet frame (cf [23, Chap. 1]). The
curvature of Γ is defined through the Serret-Frenet formulae by κ := det(Γ˙, Γ¨);
it is a continuous function of the arc-length parameter. We assume that κ is
bounded. It is worth noticing that the curve Γ is fully determined (except for its
position and orientation in the plane) by the curvature function κ alone (cf [26,
Sec. II.20]).
Let a be a given positive number. We define the mapping
L : I × [−a, a]→ R2 : {(s, t) 7→ Γ(s) +N(s) t} (1)
and make the hypotheses that
‖κ‖∞ a < 1 and L is injective. (2)
Then the image
Ω := L(I × (−a, a)) (3)
has a geometrical meaning of an open non-self-intersecting strip, contained be-
tween the parallel curves
Γ± := L(I × {±a})
at the distance a from Γ, and, if ∂I is not empty, the straight lines L− :=
L({inf I} × (−a, a)) and L+ := L({sup I} × (−a, a)). The geometry is set in
such a way that κ > 0 implies that the parallel curve Γ+ is locally shorter
than Γ−, and vice versa. We refer to [12, App. A] for a sufficient condition
ensuring the validity of the second hypothesis in (2).
Given a bounded continuous function α˜ : Γ+ → R, let −∆κ,α denote the
(non-negative) Laplacian on L2(Ω), subject to uniform Dirichlet boundary con-
ditions on the parallel curve Γ−, uniform Neumann boundary conditions on
L− ∪ L+ (i.e. none if ∂I is empty) and the Robin boundary conditions of the
form
∂u
∂N
+ α˜ u = 0 on Γ+ , (4)
where u ∈ D(−∆κ,α). Hereafter we shall rather use α := α˜
(L(·, a)), a function
on I. Notice that the choice α = 0 corresponds to uniform Neumann boundary
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conditions on Γ+ and α → +∞ approaches uniform Dirichlet boundary condi-
tions on Γ+; for this reason, we shall sometimes use “α = +∞” to refer to the
latter. The Laplacian −∆κ,α is properly defined in Section 3 below by means
of a quadratic-form approach.
2.2 A lower bound to the spectral threshold
If the curvature κ is a constant function, then the image Ω can be identified
with a segment of an annulus or a straight strip. We prove that, in certain
situations, this constant geometry minimizes the spectrum of −∆κ,α, within all
admissible functions κ and α considered as parameters.
More precisely, let us denote by D(r) the open disc of radius r > 0 and let
A(r1, r2) := D(r2) \ D(r1) be an annulus of radii r2 > r1 > 0. Abusing the
notation for κ and α slightly, we introduce a function λ : (−a, a) × R → R by
means of the following definition:
Definition 1. Given two real numbers α and κ, with κ in (−1/a, 1/a), we
denote by λ(κ, α) the spectral threshold of the Laplacian on
Aκ :=
{
A(|κ|−1 − a, |κ|−1 + a) if κ 6= 0 ,
R× (−a, a) if κ = 0 ,
subject to uniform Dirichlet boundary condition on

∂D(κ−1 + a) if κ > 0 ,
R× {−a} if κ = 0 ,
∂D(|κ|−1 − a) if κ < 0 ,
and uniform Robin boundary conditions of the type (4) (with α constant and N
being the outward unit normal on ∂Aκ) on the other connected part of the
boundary.
The most general result of the present paper reads as follows:
Theorem 1. Given a positive number a and a bounded continuous function κ,
let Ω be the strip defined by (3) with (1) and satisfying (2). Let α be a bounded
continuous function. Then
inf σ(−∆κ,α) ≥ λ(inf κ, inf α) provided κ ≤ 0 or α ≤ 0. (5)
The lower bound λ(κ, α) as a function of curvature κ for certain values of α
is depicted in Figure 1. We prove the following properties which are important
for (5):
Theorem 2. λ satisfies the following properties:
(i) ∀κ ∈ (−1/a, 1/a), α 7→ λ(κ, α) : R→ R is continuous and increasing,
(ii) ∀α ∈ R, κ 7→ λ(κ, α) : (−1/a, 1/a)→ R is continuous,
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Figure 1: Dependence of the lower bound λ(κ, α) on the curvature κ for a = 1
and different values of α. (All curves meet at κ = 1/a, the small gap for the
curve with α = +∞ is due to a numerical inaccuracy.)
(iii) ∀α ∈ R, κ 7→ λ(κ, α) : (−1/a, 0]→ R is increasing,
(iv) ∀α ∈ (−∞, 0], κ 7→ λ(κ, α) : (−1/a, 1/a)→ R is increasing,
(v) ∀α ∈ R, lim
κ→−1/a
λ(κ, α) = ν(α), lim
κ→1/a
λ(κ, α) = ν(+∞),
where ν(α), with α ∈ R ∪ {+∞}, denotes the first eigenvalue of the Laplacian
in the disc D(2a), subject to uniform Robin boundary conditions of the type (4)
if α ∈ R (with α constant and N being the outward unit normal on ∂D(2a)) or
uniform Dirichlet boundary conditions if α = +∞.
Of course, ν(+∞) = j20,1/(2a)2, where j0,1 denotes the first zero of the Bessel
function J0, and ν(0) = 0.
Theorem 1 is a natural continuation of efforts to estimate the spectral thresh-
old in curved Dirichlet tubes [2, 14]. More specifically, in the recent article [14],
Exner and the present authors establihed a lower bound of the type (5) for the
case α = +∞, i.e. for pure Dirichlet strips (the results in that paper are more
general in the sense that the tubes considered there were multi-dimensional and
of arbitrary cross-section). Namely,
inf σ(−∆κ,+∞) ≥ λ
(‖κ‖∞,+∞) ,
where λ(κ,+∞) is the spectral threshold of the Dirichlet Laplacian in Aκ. It
is also established in [14] that κ 7→ λ(κ,+∞) is an even function, decreasing
on [0, 1/a), reaching its maximum π2/(2a)2 for κ = 0 (a straight strip) and
approaching its infimum ν(+∞) as κ → 1/a (a disc). The style and the main
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idea (i.e. the intermediate lower bound (14) below) of the present paper are
similar to that of [14]. However, we have to use different techniques to establish
the properties of λ (Theorem 2), and consequently (5).
2.3 A Hardy inequality in infinite strips
Theorem 1 is optimal in the sense that the lower bound (5) is achieved by a strip
(along a curve of constant curvature). On the other hand, since the minimizer
is bounded if the curvature is non-trivial, a better lower bound is expected to
hold for unbounded strips. Indeed, in certain unbounded situations, we prove
that the lower bound of Theorem 1 can be improved by a Hardy-type inequality.
Let us therefore consider the infinite case I = R in this subsection. Let α0
be a given real number. If κ is equal to zero identically (i.e. Ω is a straight
strip) and α is equal to α0 identically, it is easy to see that
σ(−∆0,α0) = σess(−∆0,α0) =
[
λ(0, α0),∞
)
. (6)
Although the results below hold under more general conditions about vanish-
ing of κ and the difference α−α0 at infinity (cf Section 7 below), for simplicity,
we restrict ourselves to strips which are deformed only locally in the sense that κ
and α− α0 have compact support. Under these hypotheses, it is easy to verify
that the essential spectrum is preserved:
σess(−∆κ,α) =
[
λ(0, α0),∞
)
. (7)
A harder problem is to decide whether this interval exhausts the spectrum of
−∆κ,α, or whether there exists discrete eigenvalues below λ(0, α0).
On the one hand, Dittrich and Krˇ´ızˇ [9] showed that the curvature which is
negative in a suitable sense creates eigenvalues below the threshold λ(0, 0) in
the uniform Dirichlet-Neumann case (i.e. in the case α = 0 identically). For in-
stance, using, in analogy to [9], a modification of the “generalized eigenfunction”
of −∆0,α0 corresponding to λ(0, α0) as a test function, it is straightforward to
extend a result of [9] to the case of uniform Robin boundary conditions:
Proposition 1. Let I = R. If α(s) = α0 for all s ∈ R and
∫
R
κ(s) ds < 0, then
inf σ(−∆κ,α0) < λ(0, α0) .
In particular, Proposition 1 together with (7) implies that the discrete spectrum
of −∆κ,α0 exists if the strip is appropriately curved and asymptotically straight.
Notice also that the discrete spectrum may be created by variable α even if Ω
is straight (cf [15, 16] for this type of results in a similar model).
On the other hand, Dittrich and Krˇ´ızˇ [9] showed that the spectrum of −∆κ,0
coincides with the interval (7) with α0 = 0 provided the curvature κ is non-
negative and of compact support. More precisely, they proved that
inf σ(−∆κ,0) ≥ λ(0, 0) provided κ ≥ 0 , (8)
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which implies the result in view of (7). Of course, not only the lower bound (8)
is contained in our Theorem 1, but the latter also generalizes the former to
variable Robin boundary conditions:
Corollary 1. Let I = R and assume that κ and α− α0 have compact support.
Under the hypotheses of Theorem 1,
σ(−∆κ,α) = σess(−∆κ,α) =
[
λ(0, α0),∞
)
if κ ≥ 0 , α0 ≤ α ≤ 0 .
Apart from this generalization, Theorem 1 provides an alternative and, we
believe, more elegant, proof of (8). Indeed, the proof of Dittrich and Krˇ´ızˇ in [9]
is very technical, based on a decomposition of −∆κ,0 into an orthonormal basis
and an analysis of solutions of Bessel type to an associated ordinary differential
operator, while the proof of Theorem 1 does not require any explicit solutions
whatsoever.
Furthermore, we obtain a stronger result, namely, that a Hardy-type in-
equality actually holds true in positively curved Dirichlet-Robin strips:
Theorem 3. Let I = R. Given a positive number a and a bounded continuous
function κ, let Ω be the strip defined by (3) with (1) and satisfying (2). Let α
be a bounded continuous function such that α0 ≤ α ≤ 0. Assume that κ is
non-negative and that either one of κ or α− α0 is not identically equal to zero.
Then, for any s0 such that κ(s0) > 0 or α(s0) > α0, we have
−∆κ,α ≥ λ(0, α0) + c
(ρ ◦ L−1)2 (9)
in the sense of quadratic forms ( cf (30) below). Here c is a positive constant
which depends on s0, a, κ and α, ρ(s, t) :=
√
1 + (s− s0)2 and L is given by (1).
It is possible to find an explicit lower bound for the constant c; we give an
estimate in (29) below.
Theorem 3 implies that the presence of a positive curvature or of suitable
Robin boundary conditions represents a repulsive interaction in the sense that
there is no spectrum below λ(0, α0) for all small potential-type perturbations
having a sufficiently fast decay at infinity. This provides certain stability of the
spectrum of the type established in Corollary 1.
Moreover, in the uniform Dirichlet-Neumann case, we use Theorem 3 to show
that the spectrum is stable even if κ is allowed to be negative:
Corollary 2. Given a positive number a and a bounded continuous function κ
of compact support, let Ω be the strip defined by (3) with (1) and satisfying (2).
Assume that
|κ−| ≤ ε with ε ≥ 0 ,
while κ+ is independent of ε and not identically equal to zero. Then there exists
a positive number ε0 such that for all ε ≤ ε0 we have
σ(−∆κ,0) = σess(−∆κ,0) =
[
λ(0, 0),∞) .
Here ε0 depends on a, κ+ and I.
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Corollary 2 follows as a consequence of (7) and the Hardy inequality (32)
below. This generalizes a result of [9] to strips with sign-changing curvature.
2.4 Contents
The present paper is organized as follows.
In the following section we introduce the Laplacian −∆κ,α in the curved
strip Ω by means of its associated quadratic form and express it in curvilinear
coordinates defined by (1). We obtain in this way an operator of the Laplace-
Beltrami form in the straight strip I × (−a, a).
In Section 4 we show that the structure of the Laplace-Beltrami operator
leads quite easily to a “variable” lower bound (14), expressed in terms of the
function λ of Definition 1. We call this lower bound “intermediate” since this
and Theorem 2 imply Theorem 1 at once.
In Section 5 we prove Theorem 2 using a combination of a number of tech-
niques, such as the minimax principle, the maximum principle, perturbation
theory, etc.
Section 6 is devoted to infinite strips, namely, to the proofs of Theorem 3
and its Corollary 2. The former is based on an improved intermediate lower
bound, Theorem 2 and the classical one-dimensional Hardy inequality.
In the closing section we discuss possible extensions and refer to some open
problems.
3 The Laplacian
The Laplacian−∆κ,α is properly defined as follows. We introduce on the Hilbert
space L2(Ω) the quadratic form Qκ,α defined by
Qκ,α[u] :=
∫
Ω
|∇u(x)|2 dx+
∫
Γ+
α˜(σ) |u(σ)|2 dσ ,
u ∈ D(Qκ,α) :=
{
u ∈ W 1,2(Ω) ∣∣ u(σ) = 0 for a.e. σ ∈ Γ−} ,
(10)
where u(σ) with σ ∈ Γ+ ∪ Γ− is understood as the trace of the function u on
that part of the boundary ∂Ω (cf Remark 1 below). The associated sesquilinear
form is symmetric, densely defined, closed and bounded from below (the latter
is not obvious unless α˜ ≥ 0, but it follows from the results (14) and (17) be-
low). Consequently, Qκ,α gives rise (cf [22, Sec. VI.2]) to a unique self-adjoint
bounded-from-below operator which we denote by −∆κ,α. It can be verified
that −∆κ,α acts as the classical Laplacian with the boundary conditions de-
scribed in Section 1 provided Γ is sufficiently regular.
It follows from assumptions (2) that L : I×(−a, a)→ Ω : {(s, t) 7→ L(s, t)} is
a C1-diffeomorphism. Consequently, Ω can be identified with the Riemannian
manifold I × (−a, a) equipped with the metric Gij := (∂iL) · (∂jL), where
i, j ∈ {1, 2} and the dot denotes the scalar product in R2. Employing the
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Frenet formula N˙ = −κ Γ˙, one easily finds that (Gij) = diag(g2κ, 1), where
gκ(s, t) := 1− κ(s) t (11)
is the Jacobian of L.
It follows that gκ(s, t) ds dt is the area element of the strip, L
2(Ω) can be
identified with the Hilbert space
L2
(
I × (−a, a), gκ(s, t) ds dt
)
(12)
and −∆κ,α is unitarily equivalent to the operator Hκ,α on (12) associated with
the quadratic form
hκ,α[ψ] :=
∥∥g−1κ ∂1ψ∥∥2κ + ∥∥∂2ψ∥∥2κ +
∫
R
α(s) |ψ(s, a)|2 gκ(s, a) ds ,
ψ ∈ D(hκ,α) :=
{
ψ ∈W 1,2(R× (−a, a))∣∣ ψ(s,−a) = 0 for a.e. s ∈ R} .
(13)
Here ‖ · ‖κ stands for the norm in (12) and ψ(s,±a) means the trace of the
function ψ on the part of the boundary I ×{±a} (cf Remark 1 below). In fact,
if the curve Γ is sufficiently smooth, then Hκ,α acts as the Laplace-Beltrami
operator −G−1/2∂iG1/2Gij∂j , where (Gij) = (Gij)−1 and G := det(Gij), but
we will not use this fact. Finally, let us notice that the first assumption of (2)
yields
0 < 1− ‖κ‖∞ a ≤ gκ(s, t) ≤ 1 + ‖κ‖∞ a < 2
uniformly in (s, t) ∈ I × (−a, a), and that is actually why we can indeed write
W 1,2
(
I × (−a, a)) instead of W 1,2(I × (−a, a), gκ(s, t) ds dt) in (13).
Remark 1. The traces of ψ ∈ W 1,2(I × (−a, a)) on the boundary of the
strip I × (−a, a) are well defined and square integrable (cf [1]). In particular,
the boundary integral appearing in (13) is finite (recall that α is assumed to be
bounded). To ensure that the traces and the boundary integral appearing in (10)
are well defined too, it is sufficient to notice that one can construct traces of
u ∈ W 1,2(Ω) to Γ+∪Γ− by means of the diffeomorphism L, the trace operator for
the straight strip I× (−a, a) and inverses of the boundary mappings L(·, {±a}).
The latter exists due to the second hypothesis in (2), which is in fact a bit
stronger than an analogous assumption in the uniform Dirichlet case [10, 14]
(there it is enough to assume that L ↾ I × (−a, a) is injective). In this context,
one should point out that the approach used by Daners in [6] makes it possible
to deal with Robin boundary conditions with positive α on arbitrary bounded
domains, without using traces.
4 An intermediate lower bound
In this section, we derive the central lower bound of the present paper, i.e. in-
equality (14) below, and explain its connection with Definition 1.
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Neglecting in (13) the “longitudinal kinetic energy”, i.e. the term ‖g−1κ ∂1ψ‖κ
in the expression for hκ,α[ψ], and using Fubini’s theorem, one immediately gets
inf σ(Hκ,α) ≥ inf
s∈I
λ
(
κ(s), α(s)
)
, (14)
where λ(κ, α) denotes the first eigenvalue of the self-adjoint one-dimensional
operator Bκ,α on
Hκ := L2
(
(−a, a), (1− κ t)dt)
associated with the quadratic form
bκ,α[ψ] :=
∫ a
−a
|ψ′(t)|2 (1− κ t)dt+ α |ψ(a)|2 (1 − κ a) ,
ψ ∈ D(bκ,α) :=
{
ψ ∈W 1,2((−a, a)) ∣∣ ψ(−a) = 0} . (15)
With a slight abuse of notation, we denote by κ ∈ (−1/a, 1/a) and α ∈ R given
constants now. One easily verifies that
(Bκ,αψ)(t) = −ψ′′(t) + κ
1− κ t ψ
′(t) ,
ψ ∈ D(Bκ,α) =
{
ψ ∈W 2,2((−a, a))
∣∣ ψ(−a) = 0 & ψ′(a) + αψ(a) = 0} .
(16)
Note that the values of ψ and ψ′ at the boundary points of (−a, a) are well
defined due to the Sobolev embedding theorem.
Bκ,α is clearly a positive operator for α ≥ 0. Furthermore, using the ele-
mentary inequality |ψ(a)|2 ≤ ε ∫ a−a |ψ′(t)|2dt + ε−1 ∫ a−a |ψ(t)|2dt with ε > 0, it
can be easily shown that
λ(κ, α) ≥ −α2 (1 + |κ| a)
2
(1− |κ| a)2 , (17)
i.e., Bκ,α is bounded from below in any case. This and (14) prove that Hκ,α
(and therefore −∆κ,α) is bounded from below a fortiori.
Using coordinates analogous to (1) and the circular (respectively straight)
symmetry, it is easy to see that Bκ,α is nothing else than the “radial” (respec-
tively “transversal”) part of the Laplacian on L2(Aκ) if κ 6= 0 (respectively
κ = 0) in Definition 1. (We refer to [14, Lemma 4.1] for more details on the par-
tial wave decomposition in the case α = +∞.) This shows that the geometric
Definition 1 of λ and the definition via (15) are in fact equivalent.
In view of (14), it remains to establish the monotonicity properties of λ
stated in Theorem 2 in order to prove Theorem 1. This will be done in the next
section.
5 Dirichlet-Robin annuli
Using standard arguments (cf [19, Sec. 8.12]), one easily shows that λ(κ, α), as
the lowest eigenvalue of Bκ,α, is simple and has a positive eigenfunction. We
denote the latter by ψκ,α and normalize it to have unit norm in the Hilbert
space Hκ.
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5.1 Dependence on α
The first property of Theorem 2 follows directly from the variational definition
of λ(κ, α). In detail, using ψκ,α+δ with any δ > 0 as a test function for λ(κ, α),
we get
λ(κ, α) ≤ λ(κ, α+ δ)− δ ψκ,α+δ(a)2 (1 − κ a) < λ(κ, α + δ) , (18)
i.e. α 7→ λ(κ, α) is increasing. Note that the strict monotonicity is a consequence
of the fact that ψκ,α+δ ∈ D(Bκ,α+δ); indeed, ψκ,α+δ(a) = 0 would imply that
ψ′κ,α+δ(a) = 0 also, giving a contradiction. Using now ψκ,α as a test function
for λ(κ, α+ δ), we get
λ(κ, α + δ) ≤ λ(κ, α) + δ ψκ,α(a)2 (1− κ a) −−−→
δ→0
λ(κ, α) , (19)
which, together with (18), gives the continuity of λ in the second variable.
5.2 Dependence on κ
Not all of the other properties of Theorem 2 are so obvious from the variational
definition of λ(κ, α) via Bκ,α because the Hilbert space Hκ depends on κ. To
overcome this, we introduce the unitary transformation
Uκ : Hκ → H0 :
{
ψ 7→ (1 − κ t) 12ψ} (20)
and the unitarily equivalent operator Bˆκ,α := UκBκ,αU
−1
κ associated with the
transformed form bˆκ,α[·] := bκ,α[U−1κ ·]. Given any φ ∈ D(bˆκ,α), we insert ψ =
U−1κ φ into (15), integrate by parts and finds
bˆκ,α[φ] =
∫ a
−a
|φ′(t)|2dt−
∫ a
−a
κ2
4(1− κ t)2 |φ(t)|
2dt+
(
α+
κ
2(1− κ a)
)
|φ(a)|2 .
(21)
We also verify that
(Bˆκ,αφ)(t) = −φ′′(t)− κ
2
4(1− κ t)2 φ(t) ,
φ ∈ D(Bˆκ,α) =
{
φ ∈W 2,2((−a, a))
∣∣ φ(−a) = 0
& φ′(a) +
(
α+ κ2(1−κ a)
)
φ(a) = 0
}
.
(22)
It is important to notice that while D(Bκ,α) is not invariant under Uκ, one still
has D(bˆκ,α) = D(bκ,α).
5.2.1 Continuity
Following [22, Sec. VII. 4], κ 7→ bˆκ,α forms a holomorphic family of forms of
type (a) and κ 7→ Bˆκ,α forms a self-adjoint holomorphic family of operators of
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type (B). In particular, κ 7→ λ(κ, α) is continous, which proves (ii) of Theorem 2.
Moreover, denoting by φκ,α := Uκψκ,α the eigenfunction of Bˆκ,α corresponding
to λ(κ, α), we get that κ 7→ φκ,α is continous in the norm of H0. In view of (20),
it then follows that also κ 7→ ψκ,α is continuous in the norm of H0.
5.2.2 Monotonicity
Since the function f : κ 7→ κ1−κ t is increasing on (−1/a, 1/a) for any t ∈ [−a, a],
one easily verifies Theorem 2.(iii) by means of the variational definition of λ(κ, α)
via Bˆκ,α and an argument similar to that used in Section 5.1.
However, the above argument fails to prove (iv) of Theorem 2 because −f2
is decreasing on [0, 1/a), so that one gets an interplay between the increasing
boundary term and decreasing potential in (21) for positive curvatures. There-
fore we come back to the initial operator (16) and calculate the derivative of
κ 7→ λ(κ, α):
Lemma 1. ∀κ ∈ (−1/a, 1/a), ∀α ∈ R,
∂λ
∂κ
(κ, α) =
∫ a
−a
ψκ,α(t)ψ
′
κ,α(t)
1− κ t dt . (23)
Proof. Throughout this proof, we omit the dependence of λ and the correspond-
ing eigenfunction on α.
We write the eigenvalue equation for Bκ,α with ψκ and λ(κ) as
− [ψ′κ(t) (1− κ t)]′ = λ(κ)ψκ(t) (1− κ t) (24)
and consider the analogous equation at κ + δ, with δ ∈ R \ {0} so small that
|κ+δ| a is less than 1. Multiplying (24) by ψκ+δ, integrating by parts, combining
the result with the result coming from analogous manipulations applied to the
problem at κ+ δ, dividing by δ, integrating by parts once more and using the
eigenvalue equation for Bκ,α, we arrive at
λ(κ+ δ)− λ(κ)
δ
∫ a
−a
ψκ(t)ψκ+δ(t) (1 − κ t) dt
= λ(κ+ δ)
∫ a
−a
ψκ(t)ψκ+δ(t) t dt
−
∫ a
−a
ψ′κ(t)ψ
′
κ+δ(t) t dt− αaψκ(a)ψκ+δ(a)
=
[
λ(κ+ δ)− λ(κ)] ∫ a
−a
ψκ(t)ψκ+δ(t) t dt+
∫ a
−a
ψ′κ(t)ψκ+δ(t)
1− κ t dt .
Letting δ go to zero yields the desired result by means of the continuity of
κ 7→ λ(κ) and κ 7→ ψκ established in Section 5.2.1.
Lemma 1 yields (iv) of Theorem 2 whenever the integral on the right hand
side of (23) is positive. In particular, this is the case when ψ′κ,α is non-negative:
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Lemma 2. ∀κ ∈ (−1/a, 1/a), ∀α ∈ (−∞, 0],
t 7→ ψκ,α(t) : (−a, a)→ R is increasing.
Proof. Throughout this proof, we omit the dependence of λ and the correspond-
ing eigenfunction on κ and α.
Since ψ is a positive eigenfunction and ψ(−a) = 0, respectively ψ′(a) =
−αψ(a), we know that ψ′(−a) > 0, respectively ψ′(a) ≥ 0. Recall also that
ψ(a) > 0. We claim that ψ′ > 0 on (−a, a).
Case λ < 0. The eigenvalue problem for (16) implies that if ψ′(t) = 0 for
some t ∈ (−a, a), then ψ′′(t) > 0, i.e. ψ has a local minimum at t. Consequently,
if there exists a t1 ∈ (−a, a) such that ψ′(t1) = 0, then, since ψ′(−a) > 0,
there must also be a t2 ∈ (−a, t1) such that ψ has a local maximum at t2, a
contradiction.
Case λ > 0. The eigenvalue problem for (16) implies that if ψ′(t) = 0 for
some t ∈ (−a, a], then ψ′′(t) < 0, i.e. ψ has a local maximum at t. Consequently,
if there exists a t1 ∈ (−a, a) such that ψ′(t1) = 0, then, since ψ′(a) ≥ 0, there
must also be a t2 ∈ (t1, a] such that ψ′(t2) = 0 and ψ′ < 0 on (t1, t2), i.e. ψ
does not have a local maximum at t2, a contradiction.
Case λ = 0. Integrating (24), we get ψ′(t) = −α 1−κa1−κ t ψ(a) > 0 for all
t ∈ [−a, a] (the equality would imply a trivial eigenfunction).
5.2.3 Boundary values
Using the geometrical meaning of λ(κ, α) (cf Definition 1) and since Aκ con-
verges (e.g., in the sense of metrical convergence [31]) to the disc D(2a) with
the central point removed as |κ| → 1/a, the limits in Theorem 2.(v) are natural
to expect. We prove each of them separately.
The negative limit The limit value for λ(κ, α) as ε := −(κ−1 + a)→ 0 fol-
lows from Flucher’s paper [18], where an approximation formula for eigenvalues
in domains with spherical holes is found. The only difference is the fact that in
our case the boundary of the domain also changes as ε goes to zero. We over-
come this complication by transforming the eigenvalue problem for the Laplacian
on Aκ into 

−∆u = λε(αε)u in A
(
ε(2a+ ε)−1, 1
)
,
u = 0 on ∂D(ε(2a+ ε)−1) ,
∂u
∂N
+ αε u = 0 on ∂D(1) ,
(25)
where λε(αε) := (2a+ε)
2λ(−(a+ε)−1, α), αε := (2a+ε)α and N is the outward
unit normal on ∂D(1). By the minimax principle,
λε
(
α−(sgnα)ε0
) ≤ λε(αε) ≤ λε(α(sgnα)ε0)
for any fixed ε0 ∈ (ε, 2a), where λε(α±ε0) denotes the eigenvalue of the prob-
lem (25) with αε being replaced by α±ε0 . Then it is clear that λε(αε) →
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(2a)2ν(α) as ε→ 0 because it is true for λε(α±ε0) by [18] and ε0 can be chosen
arbitrarily small.
The positive limit If α > 0, the limit value for λ(κ, α) as κ−1 → a could be
derived by means of a paper by Dancer and Daners, [5], where they study do-
main perturbations for elliptic equations subject to Robin boundary condtions.
However, since they restrict to positive α and we do not know about a similar
perturbation result for α < 0, we establish the limit value by rather elementary
considerations.
Assuming κ 6= 0, the eigenvalue problem for Bκ,α is explicitly solvable in
terms of the Bessel functions J0 and Y0 (cf [34, Chap. 7]) and the eigen-
value λ(κ, α) is then determined as the smallest (in absolute value) zero λ of
the implicit equation
J0
(√
λ(1 + κa)/κ
) [√
λY1
(√
λ(1− κa)/κ)+ αY0(√λ(1− κa)/κ)]
= Y0
(√
λ(1 + κa)/κ
) [√
λJ1
(√
λ(1 − κa)/κ)+ αJ0(√λ(1− κa)/κ)] . (26)
Although the case λ(κ, α) = 0 should be treated separately, a formal asymptotic
expansion of (26) around
√
λ = 0 also gives the correct condition for a zero
eigenvalue:
λ(κ, α) = 0 ⇐⇒ κ = α (1− κ a) log 1− κ a
1 + κ a
. (27)
In particular, the condition yields that for any α < −1/(2a) there always ex-
ists κ0 ∈ (0, 1/a) such that λ(κ0, α) = 0. This and the properties (i), (ii) and (iv)
of Theorem 1 imply that limκ→1/a λ(κ, α) > 0 for any α ∈ R. We also know
that the limit is bounded because λ(κ, α) < λ(κ,+∞) by the minimax principle
and λ(κ,+∞) tends to the first eigenvalue of the Dirichlet Laplacian in the disc
D(2a), i.e. ν(+∞) ≡ j20,1/(2a)2, as κ → 1/a by known convergence theorems
(cf one of [31, 33, 7]). Applying the limit to (26), we get a bounded value on
the right hand side, while the left hand side admits the asymptotic expansion
−
√
λ
pi J0(
√
λ 2a)
[√
λ (1− κ a)/(2κ)]−1+O(κ−1 − a). That is, √λ 2a necessarily
converges to the first zero of the Bessel function J0 as κ→ 1/a.
6 Infinite strips
Let I = R throughout this section. The proof of Theorem 3 is based on the
following two lemmata.
Firstly, Theorem 2 implies:
Lemma 3. Assume the hypotheses of Theorem 3. Then the function µ : R→ R
defined by
s 7→ µ(s) := λ(κ(s), α(s)) − λ(0, α0)
is continuous, non-zero and non-negative.
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Hereafter we shall use the same notation µ for the function µ⊗1 on R× (−a, a).
Secondly, we shall need the following Hardy-type inequality for a Schro¨dinger
operator in a strip with the potential being a characteristic function:
Lemma 4. For any ψ ∈ W 1,2(R× (−a, a)),∫
R×(−a,a)
ρ−2 |ψ|2 ≤ 16
∫
R×(−a,a)
|∂1ψ|2 +
(
2 + 64/|J |2) ∫
J×(−a,a)
|ψ|2 ,
where ρ(s, t) :=
√
1 + (s− s0)2, J is any bounded subinterval of R and s0 is the
mid-point of J .
This lemma can be established quite easily by means of the classical one-
dimensional Hardy inequality
∫
R
x−2|v(x)|2 dx ≤ 4 ∫
R
|v′(x)|2 dx valid for any
v ∈ W 1,2(R) with v(0) = 0 and Fubini’s theorem; we refer the reader to [12,
Sec. 3.3] or [24, proof of Lem. 2] for more details.
6.1 Proof of Theorem 3
Let ψ belong to the dense subspace of D(hκ,α) given by C
∞-smooth functions
on R × (−a, a) which vanish in a neighbourhood of R × {−a} and which are
restrictions of functions from C∞0 (R
2). Assume the hypotheses of Theorem 3 so
that the conclusions of Lemma 3 hold. Let J be any closed subinterval of R on
which µ defined in Lemma 3 is positive.
The first step is to come back to the intermediate lower bound (14); we also
use the definition of λ via (15), but we do not neglect the “longitudinal kinetic
energy”:
hκ,α[ψ]− λ(0, α0) ‖ψ‖2κ ≥
∥∥g−1κ ∂1ψ∥∥2κ + ∥∥µ1/2ψ∥∥2κ
≥
∥∥g−1κ ∂1ψ∥∥2κ + ǫ (1− ‖κ‖∞a) minJ µ
∫
J×(−a,a)
|ψ|2 .
Here ǫ ∈ (0, 1] is arbitrary for the time being. Applying Lemma 4 to the last
integral, we arrive at
hκ,α[ψ]− λ(0, α0) ‖ψ‖2κ
≥
(
1
1 + ‖κ‖∞a −
16 ǫ (1− ‖κ‖∞a) minJ µ
2 + 64/|J |2
) ∫
R×(−a,a)
|∂1ψ|2
+
ǫ (1− ‖κ‖∞a) minJ µ
2 + 64/|J |2
∫
R×(−a,a)
ρ−2 |ψ|2 .
Choosing now ǫ as the minimum between 1 and the value such that the first
term on the right hand side of the last estimate vanishes, we finally get
hκ,α[ψ]− λ(0, α0) ‖ψ‖2κ ≥ c
∥∥ρ−1ψ∥∥2
κ
(28)
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with
c := min
{
(1− ‖κ‖∞a) minJ µ(
2 + 64/|J |2) (1 + ‖κ‖∞a) ,
1
16 (1 + ‖κ‖∞a)2
}
. (29)
In view of Section 3, we conclude that (28) is equivalent to
Qκ,α[u]− λ(0, α0) ‖u‖2L2(Ω) ≥ c
∥∥(ρ ◦ L)−1u∥∥2
L2(Ω)
(30)
for all u ∈ D(Qκ,α), which is the exact meaning of (9).
6.2 Proof of Corollary 2
Let ψ be as in the previous section. The present proof is based on an algebraic
comparison of hκ,0[ψ] − λ(0, 0)‖ψ‖2κ with hκ+,0[ψ]− λ(0, 0)‖ψ‖2κ+ and a usage
of (28).
For every (s, t) ∈ R× (−a, a), we have
1− fε(s) ≤ gκ(s, t)
gκ+(s, t)
≤ 1 + fε(s) with fε(s) := ε a χI(s)
1− ‖κ+‖∞a ,
where χI denotes the characteristic function of the set I × (−a, a). Hereafter
we assume ε ≤ (1 − ‖κ+‖∞a)/(2a) so that the lower bound is greater or equal
to 1/2. Using the same notation fε for the functions fε ⊗ 1 on R× (−a, a), we
have
hκ,0[ψ]− λ(0, 0)‖ψ‖2κ
≥
∫
R×(−a,a)
(1 + fε)
−1 g−1κ+ |∂1ψ|2
+
∫
R
ds
(
1− fε(s)
) ∫ a
−a
dt gκ+(s, t)
(|∂2ψ(s, t)|2 − λ(0, 0) |ψ(s, t)|2)
− λ(0, 0)
∫
R×(−a,a)
2fε gκ+ |ψ|2 .
Recalling the definition of λ via (15) and Lemma 3, it is clear that the term in
the second line after the inequality sign is non-negative. Consequently,
hκ,0[ψ]− λ(0, 0)‖ψ‖2κ ≥
1
2
(
hκ+,0[ψ]− λ(0, 0)‖ψ‖2κ+
)
− λ(0, 0)
∫
R×(−a,a)
2fε gκ+ |ψ|2 .
Using (28) with α being equal to 0, with κ being replaced by κ+ and with s0
being from the support of κ+, we finally obtain
hκ,0[ψ]− λ(0, 0)‖ψ‖2κ ≥
∥∥w1/2ψ∥∥2
κ
, (31)
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where
w(s, t) :=
c/4
1 + (s− s0)2 − λ(0, 0)
ε a χI(s)
1− ‖κ+‖∞a
is positive for all sufficiently small ε. Equivalently,
−∆κ,0 ≥ λ(0, 0) + w ◦ L−1 (32)
in the sense of quadratic forms on L2(Ω). This concludes the proof of Corol-
lary 2.
7 Remarks and open questions
It follows immediately from the minimax principle that the lower bound of The-
orem 1 also applies to other boundary conditions imposed on L±, e.g., Dirichlet,
periodic, certain Robin, etc.
Of course, it is also possible to impose Robin boundary conditions on Γ−
instead of Dirichlet. Then the lower bound of the type (14) still holds and
the problem is translated to the study of properties of the first eigenvalue in a
Robin-Robin annulus. The techniques of the present paper will also apply to
certain values of the parameters in such a case. However, we refrained from
doing so to keep the statement of results as simple as possible.
It follows from Theorem 2 that ν(α) gives a uniform lower bound to the
spectral threshold of −∆κ,α provided α ≤ 0 or κ ≤ 0. We conjecture this to
be always the case, but were not able to prove it in general. In this context, it
would be desirable to prove that κ 7→ λ(κ, α) does not possess local minima for
any α ∈ R.
We proved the fact that κ 7→ λ(κ, α) is increasing on (0, 1/a) only for non-
positive α. It is clear from the limiting Dirichlet problem (cf [14]) that this
property will not hold for large positive α. However, formula (23) suggests that
this is still true for small values of α. Numerical results show (cf Figure 1) that
the critical value is approximately 0.78 for a = 1.
To transfer the numerical results of Figure 1 for different values of a, it is
sufficient to notice that λ scales as: λ(κ, α; a) = a−2λ(κa, αa; 1).
Proposition 1 contains just one example of sufficient condition which guaran-
tees the existence of discrete eigenvalues in infinite curved strips. Further results
can be obtained in the spirit of [9, 25]. An open question is, e.g., whether the
discrete spectrum exists for certain strips with κ > 0 and α > 0. Let us recall
that this is always the case for α = +∞.
For simplicity, we assumed that κ and α − α0 had compact support when
we considered infinite strips. However, the claim of Corollary 1 holds whenever
the essential spectrum (7) is preserved, and this might be checked under much
less restrictive conditions about the decay of κ and α − α0 at infinity. For
instance, modifying the approach of [25], it should be enough just to require
that the limits at infinity are equal to zero. In fact, Theorem 3 holds without
any condition about the decay of κ and α − α0 at infinity, but it is of interest
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only in the case the essential spectrum does not start above λ(0, α0). In any
case, a fast decay of curvature at infinity is needed to prove Corollary 2; namely,
κ(s) = O(s−2) as |s| → ∞. This quadratic decay is related to the decay of the
Hardy weight in Theorem 3, which is typical for Hardy inequalities involving
the Laplacian, and cannot be therefore improved by the present method.
Under suitable global geometric conditions about the reference curve Γ, the
intrinsic distance |s− s0| which appears in the function ρ of Theorem 3 can be
estimated by an exterior one. For instance, if Γ is an embedded unit-speed curve
with compactly supported curvature, then it is easy to see that there exists a
positive number δ such that
∀s, s′ ∈ R, δ |s− s′| ≤ |Γ(s)− Γ(s′)| ≤ |s− s′| .
Corollary 2 extends the class of strips from [9] with empty discrete spectrum.
An open question is to decide whether an analogous result holds for other α
satisfying α0 ≤ α ≤ 0.
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