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A DICTIONARY APPROACH TO REACTION-DIFFUS ION 
SYSTEMS WITH NONLINEAR DIFFUSION 
COEFFICIENTS 
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Abstract--A numerical method is introduced to solve a general class of time-dependent and steady-state 
nonlinear eaction diffusion equations, where the diffusion coefficient is a function of the dependent 
variables, arising in the biological and physical sciences. The method represents an extension of the 
author's work on such systems with constant diffusion coefficients and is based on a technique, the random 
choice method, developed for hyperbolic onservation laws. The problem of oxygen diffusion in a spherical 
cell with the Michaelis-Menten oxygen uptake kinetics with a nonlinear diffusion coefficient is examined 
numerically. 
1. INTRODUCTION 
The dictionary approach was developed by Sod [1] for application to problems in combustion. This 
method is generally applicable to a large class of reaction~tiffusion systems. This grew from earlier 
work [2] in which a random choice method was introduced for the study of 1-dimensional l minar 
flame propagation. In that method, the flow field is decomposed into normal modes which consist 
of elementary waves and steady-state (flame) profiles. The steady-state profiles are sampled to 
provide left and right states for the Riemann problems olved in the random choice method. The 
diffusion and reaction terms are taken into account simultaneously in the steady-state flame profile, 
thereby preserving the natural balance that exists between these two processes. 
This method was extended by Sod [1] to multiple space dimensions through operator splitting. 
However, for many reactive flows, this can be very expensive. In that approach, the sampled values 
from the 1-dimensional steady-state flame profiles are compiled in a dictionary. Each set of entries 
in this flame dictionary is the result of a detailed 1-dimensional steady-state calculation including 
the full chemistry. For a given set of reactions, the expense associated with the establishment of 
the dictionary is incurred only once. The number of entries depends on how complex the reaction 
is. The method was developed for situations where solutions to problems with the same chemical 
properties and different hydrodynamics and geometries were sought. It is demonstrated in Ref. [1] 
that the flame dictionary method when compared with a standard numerical method in one space 
dimension isnearly 4 orders of magnitude faster. In multiple space dimensions, the speed advantage 
of the dictionary approach over more standard methods is even more pronounced. 
In Ref. [3] the method is extended to a spherical (or cylindrical) coordinate system with radial 
(or axial) symmetry. The method was successfully applied to a reaction-diffusion system in biology, 
governing the oxygen diffusion in a spherical cell with the Michaelis-Menten oxygen uptake 
kinetics. 
In the above work it was assumed that the diffusion coefficients were constant throughout the 
problem. However, in many reaction-diffusion systems arising in the biological and physical 
sciences the diffusion coefficients may be functions of the dependent variables. For example, in 
combustion the mass (binary) and thermal diffusion coefficients may depend on the pressure, 
temperature and concentration of the chemical species [4] and, similarly, in plasma physics the 
mass and thermal diffusion coefficients may be functions of density and temperature [5-7]. For 
flow through a porous medium, the hydraulic onductivity of Darcy's law is a function of fluid 
density [8]. The tendency for groups to avoid crowding can be approximated by a nonlinear 
diffusion term [9-12]. 
In this paper the dictior~ary method is extended to treat the case of nonlinear diffusion 
coefficients. This method is used to reexamine the problem of oxygen diffusion in a spherical cell 
with the Michaelis-Menten uptake kinetics with a nonlinear diffusion coefficient. 
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2. REVIEW OF THE RANDOM CHOICE METHOD WITH A 
CONSTANT D IFFUSION COEFF IC IENT 
Consider the system of quasi-linear equations 
c3,v + 0zF(v) = v c3~v + Q(v), (1) 
along with the initial condition 
v(x, 0) = f(x), (2) 
where v = (v~ . . . .  , vp), v = diag(v I . . . . .  Vp) with v i t> 0, i = 1 . . . . .  p, Q is the vector of source terms 
and the Jacobian of F, denoted by A(v)-= [a0(v)] = (dFi/~v~), has real and distinct eigenvalues. 
When v = 0 and Q = 0, equation (1) reduces to the system of hyperbolic onservation laws: 
~,v + ~xF(v) = 0. (3) 
The random choice method was introduced by Glimm [13] for the construction of solutions of 
systems of nonlinear hyperbolic onservation laws. This construction was the basis for the existence 
theorem in the large, with restrictions on the type of systems allowed and on the size and variation 
of the initial data. The random choice method was developed for hydrodynamics by Chorin [14, 15] 
and further developed by Colella [16], Glaz and Liu [17] and Sod [1-3, 18-22]. 
The numerical method decomposes a general flow field into normal modes which consist of 
elementary waves for equation (3) and steady waves for equation (1). It is in the same spirit as 
the method developed by Liu [23, 24] using boundary-value problems rather than initial-value 
problems to obtain the steady waves. In essence, the method is the random choice method using 
piecewise steady-state profiles rather than piecewise constant profiles. 
Using operator splitting to treat the chemical reactions and the heat transfer in separate steps 
may result in the violation of the conservation laws. This can manifest itself in the form of 
oscillations which is remedied by choosing the time step small enough so that all changes occur 
gradually. This is often a costly remedy to the problem introduced by operator splitting. An 
advantage of our method is that the reaction and diffusion terms remain coupled. 
The homogeneous part of equation (1) is the system of hyperbolic onservation laws (3) and in 
the steady-state equation (1) reduces to the following system of ordinary differential equations: 
t3xF(v ) = v0~v + Q(v). (4) 
We shall use the steady-state equation obtained by omitting the advection terms in equation (1), 
vtg~v + Q(v) = 0. 
Consider, first, the case where vj . . . . .  vp =-- v. Divide time into intervals of length k and space 
into intervals of length h. Let u7 approximate the solution v(ih, nk) to equations (1) and (2), where 
i=0,+l ,  +2 . . . .  andn=0,1 ,2  . . . . .  
Given the approximate solution u~ for each grid point i, consider the sequence of two-point 
boundary-value problems, one for each interval [ih, (i + 1)h], 
and 
2 s v~xv,+Q(v~)=0, ih <~x <~(i + l)h, (5a) 
v~(ih) = u7 (5b) 
v~((i + 1)h) = u~+ ,, 
where v~(x) denotes the solution to equation (5a) on the interval [ih, (i + l)h]. 
Rather than considering the Cauchy problem (3) with initial conditions 
v(x, nk)=v~(x), ih <x  <( i+ l)h, 
we consider equation (3) with the piecewise constant initial conditions 
v(x, nk)=uT+l/2, i h<x<( i+ l )h ,  
where 
(5c) 
(6) 
uT+ ,,~ = v?((i + ~)h), (7) 
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i.e. v~(x) sampled at the midpoint of the interval [ih, (i + 1)h]. This defines a sequence of Riemann 
problems that are centered at the actual grid points ih. If the Courant-Friedrichs-Lewy (CFL) 
condition is satisfied, 
k 1 
~< (8) 
h 22i(v)' 
for all eigenvalues 2i(v), i = 1 . . . . .  p, of A(v), then the waves generated by the individual Riemann 
problems, one for each grid point ih, will not interact. Hence, the solutions to the different Riemann 
problems can be combined by superposition i to a single exact solution, denoted by vC(x, t), defined 
for nk <. t <. (n + l)k.  
Let ~n denote an equidistributed random (or quasi-random) variable in the interval (_l,½) 
[14, 16, 19, 22]. Define the approximate solution at the next time level by 
u7 +~ = ve((i + ~n)h, (n + 1)k). 
If ~, < 0, then u7 ÷J takes the sampled value from the Riemann problem on the left, while, if ~, > 0, 
then u7 +~ takes the sampled value from the Riemann problem on the right. 
The presence of the diffusion term in equation (1) places an additional requirement on the time 
step k. This is established by Sod [2] using the random walk solution to the diffusion equation, 
where the condition 
h 2 
k = - -  (9) 
8v 
was obtained. 
A problem is introduced when the values of v~ . . . . .  Vp in v are different. The time step 
requirement (9) gives rise to 
h 2 h 2 
8vl 8vp' 
which is impossible to satisfy unless different grid spacings are used for each different value of 
vj , j  = l . . . . .  p. Without loss of generality, assume that v~ <~ v2... <. vp. Let Gj denote the set of grid 
points and hj denote the grid spacing associated with the j th equation in system (1) and vj, 
j = 1 . . . . .  p. Let u~.i denote thejth component of uT, where the subscript i denotes the ith grid point 
on the grid Gj, j = 1 . . . . .  p. 
To advance the solution from u7 at time nk to time (n + l)k, the two-point boundary-value 
problem (5a) for system (4) is solved on the finest grid G~ with spacing h~, where the other 
components u"  j = 2, 3, , p, are evaluated on the grid G 1 by interpolating using a cubic spline j , l ,  • * • 
(see Fig. 1). Once the two-point boundary-value problem is solved, the values uT, i+ ~/2 are obtained 
as in the case where vt . . . . .  Vp = v. A Riemann problem is solved on each grid Gj for each 
component where necessary values from the other grids are obtained by interpolation from the 
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Fig. 1. Construction of a two-point boundary-value problem for a general constant v. 
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Fig. 2. Construction f Riemann problems for a general constant v.
solution of the two-point boundary-value problem (see Fig. 2). The values u j" + i are obtained by 
sampling where the same equidistributed random variable ~, is used for each grid Gj. 
The solution of the two-point boundary-value problem (5a) can, and often is, the most expensive 
part of the algorithm described in this section. However, only the solution at the midpoint of the 
interval, equation (7), is required. 
Suppose that there are two vectors u L = (UjL) and Uu = (UjR) such that u L <~ u n <~ Uu, Vi and 
n/> 0, i.e. IdjL ~ Ujni ~ HjU , j = l . . . . .  p. Choose numbers hi, j = 1 . . . . .  p, by 
Uju - UjL 
h, -  Uj_  1 , 
where the Njs are positive integers. Define u~= u jL+( l -  1)hi, l = 1 . . . . .  Nj and j = l . . . . .  p. 
Consider the two-point boundary-value problem given by equation (5a) and the boundary 
conditions 
D )T (10a) v'(ih) = (UDL, . . . . .  UpL p 
and 
VS((i + 1)h) = (uDR,,..., UpRpD )T, (10b) 
where Lj, R ju{ l ,2  . . . . .  Nj}, j= l  . . . . .  p. Let v~(x) denote the solution to this two-*point 
boundary-value problem, and define 
v~/Z(L, . . . . .  Lp, R, . . . . .  Rp) = v~((i + ½)h), 
i.e. the two-point boundary-value problem (5a) is solved with all relevant combinations of 
D for the boundary-value vectors (5b) and (5c). The solutions to these two-point components uj~ 
boundary-value problems form the basis of the dictionary, which is a 2p-dimensional table. 
In the case where p = 1 we solve equation (5a) with boundary values 
vS( ih )=u D, and vs ( ( i+ l )h )=uD,  
where we have dropped the subscript j indicating the component and Ll, Rl ~ {1, 2 . . . . .  Ni } with 
L, ~< R~ (due to symmetry). The solution to this two-point boundary-value problem, sampled at 
the midpoint of the interval, is denoted by v]/2(L,, Ri). 
This can be expensive. However, in practice, as will be seen in later sections the numbers Nj, 
j = 1 . . . . .  p, are very small [1]. 
To retrieve information from this dictionary, two index vectors are introduced. One, denoted 
by I L, for the left boundary condition (5b) and the other, denoted by I R, for the right boundary 
condition. Given values of vS(ih) and ¢((i + 1)h), satisfying UL ~< ¢(ih), ¢((i + 1)h) ~ UR, define 
I L = Int((Nj - 1){[v~(ih) - UjL)]/(UjR -- UjL)}) + 1 
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and 
IJ ~ = Int((Nj - 1) {[v~((i + 1)h) - ujL]/(uy~ - ujL)}) + 1, 
j = 1 . . . . .  p, where Int(z) is a function yielding the integer part of a real number z. Clearly, 
1 ~< I~, /jR ~< Nj, for j = 1 , . . . ,  p. Define 
IJ L+=I~+I '  i f l L<Nj  
I~, if I~ = Nj, 
and 
/jR + = /jR+ 1, i f I~<Nj  
I~, i f  I~ :  Nj ,  
for j = 1 , . . .  ,p. In this case, uP~L <<. v~(ih) <~ U~zc+ and u~ <<. v~((i + 1)h) -< D • "~ Ujl~+, J = 1 . . . . .  p. 
~J .  ~ J J  
We shall use the volume weighting method to interpolate values in this 2p-dimensional 
dictionary. The volume V of the 2p-dimensional cell bounded by u~, u~+, u~ and uDR+ is 
p 
v= H  ll) 
j=]  
where, if I~ + = I~ then uj~+ - u~ is replaced with 1, which reduces the dimension by one, and 
similarly if I~ + =/jR. 
Define ~ = {IJ', I~ + } and ~j  = {I~, I~ + } for j = 1 . . . . .  p. Define the partial volume 
V(L , , . . . , Lp ,  R , , . . . ,  Rp) 
= [v](ih) - uDL,]' ' '[VSp(ih) -- D s • D UpL. ][vl((t + 1)h) -- u~. , ] ' " [v~( ( i  + 1)h) - UpR. ], (12) 
for Lj~ ~ and Rj.~ ~y. Let L~ = .Wj/Ly and R~ = ~f lR j , j  = 1 . . . . .  p. The interpolated value of the 
solution of the two-point boundary-value problem sampled at the midpoint, denoted by v'. ~/2 is 
1 
vs'l/2=VLl2l'''e.~ 2 E "'" ~ v//2(L~ . . . . .  Lp, R~,. . . ,R~,)V(LI  . . . . .  Lp, R, . . . . .  Rp). (13) 
LpE~p RI e,,~ l Rp~p 
The number of multiplications involved in the implementation of the dictionary method is (2p) 3. 
Returning to the case where p = 1, this dictionary is 2-dimensional as depicted in Table 1 and 
the volume weighting method reduces to the area weighting method. 
In this case I~ = 1, IlL + = l + 1, I~ = r and I~ + = r + 1. We see that using equation (11), V = h~, 
and using equation (12), 
V(I,  r)  = {v~(ih) - [u~ + (1 - 1)h,]} {v~((i + l)h) - [u~ + (r - l)h~]}, 
V(l ,  r + 1) = {v' ( ih)  - [u D + (l -- 1)h,]}[u D + rh, - v'((i + l)h)], 
V( I  + 1, r) = [UL D + lh, - v~(ih)]{v~((i + 1)h) - [u D + (r - 1)h,]} 
1 
2 
l 
v'(ih) --, 
1+I  
Ni 
Table 1. Dictionary and volume weighting interpolation with p = 1 
u~ 
u.~ +h~ 
u~ + (1 -- 1)h I
u~ + th~ 
u~ 
vS((i + l )h) 
2 . . .  r / r+ 1 N t 
uL ° + h , . . .  ue ° + (r - 1)h, u~ + rh t . . . .  u~ 
v/2(l, r) 
V(l,r) L V(l,r +1) 
V(l + l , r)  ~'*V(l + l , r  +1) 
v~/2(l + 1,r) 
vl/2(l, r + 1) 
V~'l/2(l,  + 1, r,r + 1) 
v~/2(l + 1,r + 1) 
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and 
V(I + 1, r + 1) = [UL D + lh~ - vS(ih)][u~ + rh~ - vs((i + 1)h)]. 
Using equation (13) the interpolated value v~''2(l , /+ 1, r, r + 1) becomes 
v~'l/Z(l, l + 1, r, r + 1) = [vln(l, r )V ( l  + 1, r + 1) + v~/2(l, r + 1)V(I + 1, r) 
+ v~/2(l+ l , r )V ( l , r  + 1) + v~/Z(l + l , r  + l )V( l , r ) ] /V.  
3. D ICT IONARY METHOD FOR NONLINEAR D IFFUSION COEFF IC IENTS 
Consider a scalar equation of the form 
I 
O,v = -~ ~,(r2v (v )~,v ) + Q (v ), 
which may be written in the form 
2v(v) 
Otv - -  _ _  
r 
along with the initial condition 
where v (v)> 0. The term 
O,v = v (v )~v + V'(V)(OrV) 2 + Q (V) (14) 
2v(v) 
- -  ~r v, 
r 
which arises from writing the Laplacian operator in spherical coordinates, can also be viewed as 
an advection term. This approach is fundamental to the removal of the singularity at r = 0. 
The homogeneous equation obtained by omitting the reaction and diffusion terms becomes 
2v (v) 
O,v - - -  O,v = 0 (16) 
r 
which is formally a hyperbolic equation with wave speed 
2v (v) 
r 
The steady-state part of equation (14) is 
2v (v) 
- - -  ~,v = v(v)a~v + v'(v)(O,v) z + Q(v).  
r 
However, as described in Section 2, we shall consider the steady-state equation omitting the 
advection term: 
v(v)O~v + v'(v)(3,v) z + Q(v)  = 0. (17) 
Again, divide time into intervals of length k. Since the diffusion coefficient is a function of v, we 
see from equation (9) that the grid spacing will not be uniform. Consider the initial boundary-value 
problem given by equations (14) and (15) on the interval [0, 1]. Let r0 = 0 (the left endpoint of the 
interval), then define points [using equation (9)] ri+~= r i + hi, where 
hi = ~ (18) 
and u7 is the approximate solution corresponding to v(ri, nk), with n=0,1  . . . .  and 
i = 0, 1 . . . . .  .IV, - 1. The number N, is an integer such that rN, ~< 1 < ru, + ~. With this mapping the 
last grid point may not correspond to the right endpoint of the interval. This will be addressed 
in Section 4 in conjunction with the boundary condition treatment. 
v (x, 0) =f (x ) ,  (15) 
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The grid must be redefined after the completion of each step in time. The values of the 
approximate solution on the new grid are obtained from a spline interpolation polynomial using 
the values of the approximate solution on the old grid. 
Assume the diffusion coefficient v(v)= v(uT) on the interval [r, r~+~], for i = 0, 1 . . . . .  iV,-  1, 
i.e. v(v) is piecewise constant. Given the approximate solution u~' for each grid point r~, consider 
the sequence of two-point boundary-value problems: 
V(UT)O~V -F v'(uT)(~rV)2 + Q(v)=O,  ri <~ r <~ ri+l, 
v(r,) = u7 
and 
(19a) 
(19b) 
v (rt+ l) = uT+ l- (19c) 
Let vS(r) denote the function that is the solution to equation (19a) on each subinterval. 
Consider the hyperbolic equation 
2v(uT) 
OtV - -  OfF = O, r i <~ r <~ ri+ 1, (20) 
r 
along with the piecewise constant initial condition 
where 
v (r, nk) = u']+ I/2, r, ~< r ~< ri+ 1, (2l) 
i.e. v'(r) sampled at the midpoint of the interval [ri, ri+ j]. This defines a sequence of Riemann 
problems given by equations (20) and (21) that are centered at the grid point ri. If the CFL 
condition is satisfied, then the waves generated by the individual Riemann problems, one for each 
grid point r ,  will not interact. Hence, the solution to the different Riemann < problems can 
be combined by superposition into a single exact solution, denoted by /)e(r, t), defined for 
nk <~ t <~ (n + 1)k. 
Let ~, denote an equidistributed random variable in the interval l 1 n ( -5 ,  5) and ¢~ map ¢, onto the 
interval 
2 ' " 
Define the approximate solution at the next time interval by 
uT+ l = vO(ri + ~7, (n + 1)k). 
The solution to equation (20) on the interval 
r i -  ~-~ ~<r ~<ri+~ 
is constant along the curves 
for r satisfying 
and 
r 2 
~- t = const, (22) 
4v(uT_O 
ri -- P-~--)- <~ r < ri, 
r 2 
- -  + t = const, (23) 
4v(uT) 
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r, +(~ 
rZ ~t= C ns t  
4v(  u,~ 1 } r 2 
4v(u~) 
I t = (n+l )k  
+ t = COhSt  
t t=nk  
r, + h i 
2 
Fig. 3. Riemann problem with a piecewise constant diffusion coefficient v. 
for r satisfying 
hi 
r i<r<~r i+~.  
Follow the appropriate curve passing through the point ((ri+¢7),(n + 1)k) to the point of 
intersection with the line t = nk, which we denote by (?, nk). If r i+ ~7 < ri and the curve (22) 
intersects the line r = ri before intersecting the line t = nk the path is refracted and from the point 
of intersection with the line r = r~ the curve (23) is followed to its intersection with the line t = nk 
(as depicted in Fig. 3). However, since the left and right states are constant, we merely need to 
determine if the point of intersection of the curve (22) with the line t = nk, denoted by (7, nk), lies 
to the left or right of the point (r, nk). We see that 
= x/(ri+ 37) 2 + 4v(uT_ ~)k 
and the approximate solution becomes 
" 7<r l  U n+l  ~ Ui - l /2 '  
un+ 1,2' ~ 2> r i " 
Suppose v(v )=0 for some values of v, so that the equation is transformed from parabolic to 
hyperbolic. In the case where v(v) = 0 for some value in the range of v, v(v) is replaced with 
v(v) + E, where E = O(h). With this choice, using equation (9), 
h 2 
k = ~ = O (h). 
The extension of the method to systems follows directly from Section 2. Also this method may 
be used to solve reaction-diffusion systems in several space dimensions using a modified fractional 
step approach (see Sod [1] for complete details). 
The dictionary techniques described in Section 2 must be modified. For a scalar equation with 
a constant diffusion coefficient he dictionary is represented by a 2-dimensional table. 
Without a loss of generality, assume 0 ~< v (r, t) ~< 1. Define 
1 
h,. Nv_ l ,  
where N is a positive integer, Consider a sequence of diffusion coefficients v (jhv), j = O, 1 . . . . .  N,. 
For each j consider the dictionary, established as in Section 2, where the diffusion coefficient 
in equation (19a) is replaced with v(jh~). There is a total of Nv+ 1 2-dimensional tables. 
If a diffusion coefficient v(uT) in equation (19a) lies between two successive values, i.e. 
v(j'hv) <<. v(u'I)< v ( ( j '+  l)hv) for some j ' ,  then the appropriate sampled value is obtained by 
interpolation between the two tables (see Fig. 4). 
The dictionary for the case where p > 1 is as described in Section 2, where because of the 
nonlinear diffusion coefficients the dictionary is 3p-dimensional (not 4p-dimensional since the 
diffusion coefficients are assumed to be piecewise constant). 
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El j'+l~h,,] / 
/ 
v( j 'hv )  " / 
u(O) / / 
Fig. 4. Dictionary structure with a nonlinear diffusion coefficient v and with p = 1. 
4. BOUNDARY CONDIT IONS 
Consider the boundary condition 
0rv (0, t) = 0 (24) 
and the singularity at r = 0. Approximate the boundary condition (24) by a forward divided 
difference (see Sod [22]) 
n n 
u I - -u  0 
h0 ' (25) 
sampling yields the approximate solution at the next time interval u7 +] from which, using 
expression (25), u~ +1 is obtained. 
Consider the boundary at r = 1 with a boundary condition of the form 
~v (1, t) + v (v (1, t)) t3,v (1, t) = ~ (t), (26) 
where ~ is a constant. An additional problem arises due to the nonuniform grid. The last grid 
point may not correspond to the right boundary r = 1. Consider the point ru. and a false point 
ru.+l = ru. + hu., where ru. ~< 1 < ru, + 1, is depicted in Fig. 5. In this setting h~, = 1 -  ru. and 
hu. = h~. + h+. Let u~ denote the approximation to v(1, nk). Given u~ we shall now describe 
C.A,M.W.A.  13/9-1 l - -D  
- D+ 
I- % -r- -I 
n ~ U n 
UN N+I 
I-- 
,- *N~ 
2 , 
Fig. 5. Dirichlet boundary condition with h~...~ ihu.. 
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how the boundary condition (26) is satisfied and u~ +1 is computed, v (v) is constant in the interval 
(ru,, ru,+l ) with value v(u"u,). Approximate c~ r by a first-order forward divided difference and 
replace v(u"r) with V(U"N,) in condition (26): 
uT~°+, - u~ O~U"r+V(U"N.) E+- " - T(nk). 
Solving for uTv.+l, 
U n hNn u.+~ = u~ + ~ [7 (nk) - ~u"r], (27) 
which gives the right boundary value for equation (19a) on the interval [rN,, rN,+ j]. The solution 
to this two-point boundary-value problem sampled at the midpoint of the interval gives the right 
state for the Riemann problem centered at the point rN,, which upon sampling yields u "÷j The N n • 
solution at the time level t = (n + 1)k is then mapped onto the new grid. 
To obtain u9 +l consider equation (26), where 0, is approximated by a first-order backward 
divided difference: 
U% +1 U n+l  
- -  Nn+l-- 7((n + l)k). n+l  ~u"~ +1 + v(uu. +,) hL +, 
Solving for u9 + 1, 
~,((. + 1)k)-~ v("~"+~') 
[l~l n + l 
O~ ..~_ V ~ Nn + l ! 
huo +, 
Suppose the boundary condition at r = 1 is of the form 
_ _  un+l  
Nn +1 
v(1, t) = IXr(t). 
If, using the notation of the above case, 
hu ~<-h-~, 
then the midpoint of the interval [ru,, rN.+ 1] lies to the right of the boundary r = 1, as depicted 
in Fig. 6. In this case the two-point boundary-value problem (19a) is not solved by the sampled 
value is taken to be ur(nk). 
If 
hu.  
hN.> T,  
then the midpoint of the interval [rN. , rN. + 1] lies to the left of the boundary r = 1, as depicted in 
Fig. 6. In this case, the two-point boundary-value problem (19a) is solved over the interval [rN,, 1] 
_l_  h+ 
D /7 
I.,t N t 'gN + 1 
I - " ' IV  n - I 
2 
1 Fig. 6. Dirichlet boundary condition with h~. > 5hN.. 
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with left and right boundary values uTv, and Ur(nk), respectively. This solution is sampled at 
hN, 
rN, +-~- 
(which is not the midpoint of [rN., 1] but the midpoint of [ru., rN.+ 1]). 
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5. NUMERICAL RESULTS 
As an example consider the initial boundary-value problem describing the diffusion and 
Michaelis-Menten type reaction [25] of a concentration P(R, ~) in a spherical cell with spherical 
symmetry: 
c~P = ~-5 c~R(R2D(P)~3R P) 
VP 
Km+P' 0~<R ~<R0, z ~>0, (28a) 
0RP=0 at R=0,  r>~0, (28b) 
D(P)ORP=M(Po-P) at R=R o, z>lO, (28c) 
and 
P(R, 0)=0, 0~<R<R0, (28d) 
where R is the spatial coordinate measuring the distance from the center of the cell, z is the 
time coordinate, D is the diffusion coefficient (assumed to be concentration dependent) in the cell, 
V is the maximum reaction rate, Km is the Michaelis-Menten constant, R0 is the radius of the cell, 
M is the permeability ofthe cell membrane atR = R 0 and P0 is the concentration in the bulk phase. 
This problem arises in the diffusion of oxygen in a spherical cell, which is assumed to consist 
of a surface membrane and protoplasm and when external diffusion effects are neglected. Enzymes 
are compartmentalized in the protoplasm and act as a catalyst for the metabolic reaction which 
provides the energy for the cell. The oxygen, acting as a substrate for the metabolic reactions, plays 
a central role [3]. 
There is experimental evidence that the diffusion coefficients of oxygen, for example, are not 
constant for many biological media. Many forms of concentration-dependent iffusion coefficients 
have been suggested by Crank [26] (see also Murray [27]). In this example we select 
D (P) = D O exp(fP/Po), 
where Do > 0 and ~ are constants. 
Introduce the dimensionless variables 
P rDo R VR~ Km 
V=~o, t - -R2 ,  r=-~,  Ct=p-----~o, km=-~o, 
MRo 
S-  
Do ' 
where S denotes the Sherwood number. With this choice of dimensionless variables, the nonlinear 
concentration-dependent iffusion coefficient becomes 
v (v) = C ~'. (29) 
and the initial boundary-value problem (28a) for v (r, t) becomes 
and 
- - -  = O~<r~<l ,  t />O,  (30a)  O,v r ~rV Or(V(V)OrV) k,, + v' 
a,v=0 at r=0,  z>10, (30b) 
v(v)Orv=S(1-v) at r= l ,  t>.O (30c) 
v(r,O)=O, O~<r~<l. (30d) 
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Fig. 7. Transient and steady-state dimensionless concentration profiles for dimensionless maximum 
reaction rates ~t = 0.5 ( ), ct = 5.0 ( - - )  and c~ = I0.0 ( - - - - - - ) .  
We choose parameters consistent with Sod [3], km = 0.03119 and b = 0.5. The dimensionless 
maximum reaction rate, ~, and the dimensionless permeability of the cell membrane at r = !, S, 
take on values, ct =0.5, 2.5, 5.0, 10.0 and S= 1.5, 5.0, 10.0, 15.0. 
The variable grid spacing was chosen with the time step k = 5.0 × 10 4. The size of the dictionary 
is given by N D = N,. = I1. 
Figure 7 depicts the transient and steady-state concentration profiles for different values of the 
dimensionless maximum reaction rate, c~ = 0.5, 5.0, 10.0. In this case the Sherwood number, S, is 
10.0. The diffusion of the concentration is reduced as ct increases. This is because as the substance 
enters the cell [see boundary condition (30c)] it is consumed by the Michaelis-Menten reaction with 
larger values ofu. It is further observed that as ~ increases the time at which steady state is achieved 
(denoted by t = + oo) decreases. 
Figure 8 depicts transient and steady-state concentration profiles for different values of 
1.0 
i 
~ ~  ------ ------- 
>....._~. i j .  
- - "  [ r I c . .~ J~. .~  I 
0.0 0.2 0.4 0.6 0.8 '1.0 
Fig. 8. Transient and steady-state dimensionless concentration profiles for Sherwood numbers 
S = 1.5 ( ), S = 5.0 (-----) and S = 15.0 (------). 
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the Sherwood number, S = 1.5, 5.0, 15.0. In this case 0t = 2.5. As S increases the diffusion of the 
substance is accelerated. This is because more of the substance is being diffused into the cell [see 
boundary condition (30c)]. As a result, the time at which the concentration achieves steady-state 
decreases.as S increases. Furthermore, the steady-state profile increases as S increases, i.e. if S~ > $2 
denote two Sherwood numbers, then the corresponding steady-state concentration profiles satisfy 
Vs,(r, + ~)  > Vs2(r, + oo) for every 0 ~< r ~< 1. 
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