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Abstract
Learning deep networks which can resist large varia-
tions between training and testing data are essential to build
accurate and robust image classifiers. Towards this end, a
typical strategy is to apply data augmentation to enlarge
the training set. However, standard data augmentation is
essentially a brute-force method which is inefficient, as it
performs all the pre-defined transformations to every train-
ing sample. In this paper, we propose a principled approach
to train networks with significantly improved resistance to
large variations between training and testing data. This is
achieved by embedding a learnable transformation module
into the introspective network [14, 18, 20], which is a con-
volutional neural network (CNN) classifier empowered with
generative capabilities. Our approach alternatively syn-
thesizes pseudo-negative samples with learned transforma-
tions and enhances the classifier by retraining it with syn-
thesized samples. Experimental results verify that our ap-
proach significantly improves the ability of deep networks
to resist large variations between training and testing data
and achieves classification accuracy improvements on sev-
eral benchmark datasets, including MNIST, affNIST, SVHN,
CIFAR-10 and miniImageNet.
1. Introduction
There has been rapidly progress on vision classification
problem due to advances in convolutional neural networks
(CNNs) [19, 17, 31, 32, 8, 9]. CNNs are able to produce
promising performance given sufficient training data. How-
ever, when the training data is limited and unable to cover
all the data variations in the testing data (e.g., the training
set is MNIST, but the testing set is affNIST), the trained net-
works generalize poorly on the testing data. Consequently,
how to learn deep networks which can resist large variations
between training and testing data is a significant challenge
for building accurate and robust image classifiers.
To address this issue, a typical strategy is to apply data
augmentation to enlarging the training set, i.e., applying
various transformations, including random translations, ro-
tations and flips as well as Gaussian noise injection, to the
Figure 1. Illustration of the intuition of our ITN framework. ITN
enhances the discriminators by generating additional variations in
the training step.
existing training data. This strategy is very effective in im-
proving the performance, but it is essentially a brute-force
method which is inefficient, as it exhaustively performs all
these transformations to every training samples. Neither is
it theoretically well formulated.
It is clear that we can synthesize extra training sam-
ples using generative models. But, how can we generate
synthetic samples which are able to improve the robust-
ness of CNNs to large variations between training and test-
ing data? In this paper, we achieve this by embedding
a learnable transformation module into introspective net-
works (INs) [14, 18], a CNN classifier which is also gen-
erative. We name our approach introspective transforma-
tion network (ITN) and we train by the reclassification-by-
synthesis algorithm. This alternatively synthesizes samples
with learned transformations and enhances the classifier by
retraining it with synthesized samples. The intuition of our
approach is illustrated in Figure 1. Similar to the adversar-
ial training [22], we use a min-max formulation to learn our
ITN, where the transformation module transforms the syn-
thesized pseudo-negative samples to maximize their varia-
tions to the original training samples and the CNN classifier
is updated by minimizing the classification loss of the trans-
formed synthesized pseudo-negative samples. The transfor-
mation modules are learned jointly with the CNN classifier,
which augments training data in an intelligent manner by
narrowing down the search space for the variations.
Our proposed framework is general, which can also work
with other generative models, such as generative adversar-
ial networks (GANs) [6, 23, 1, 7, 26, 30, 11, 37]. But we
1
ar
X
iv
:1
80
5.
06
44
7v
2 
 [c
s.C
V]
  3
 A
pr
 20
19
choose introspective networks in our approach rather than
GANs, due to the following reasons. First, INs can quanti-
tatively prevent generating bad samples as they have a qual-
ity control mechanism in the generation process. Instead
of directly decoding the latent vectors in GANs, INs itera-
tively refine the generated samples until they satisfy the cri-
teria. Second, INs avoid adversarial training, which allows
them to generate samples more stably than GANs. To ver-
ify our choice w.r.t. generative models in our framework,
i.e., INs rather than GANs, we also implement auxiliary
classifier GANs (AC-GANs) [25] under our framework,
named auxiliary classifier generative adversarial transfor-
mation networks (AC-GATNs). AC-GAN is adopted since
our framework requires the generative models have the abil-
ity to generate class dependent samples to enhance the clas-
sifier. We quantitatively and qualitatively compare ITN and
AC-GATN in Section 4.1 to evidence the benefits of choos-
ing introspective networks for building robust image classi-
fiers.
The main contribution of the paper is that we propose a
principled approach that endows classifiers with the ability
to resist larger variations between training and testing data
in an intelligent and efficient manner. ITN has the ability to
efficiently generalize beyond the training set. Experimen-
tal results show that our approach achieves better perfor-
mance than standard data augmentation on both classifica-
tion and cross-dataset generalization. Furthermore, we also
show that our approach has great abilities to resist different
types of variations between training and testing data.
2. Related Work
In recent years, a significant number of works have
emerged focus on resisting large variations between train-
ing and testing data. The most widely adopted approach is
data augmentation that applies pre-defined transformations
to the training data. Nevertheless, this method lacks effi-
ciency and stability since the users have to predict the types
of transformations and manually applies them to the train-
ing set. Better methods have been proposed by building
connections between generative models and discriminative
classifiers [5, 21, 34, 13, 36]. This type of methods cap-
ture the underlying generation process of the entire dataset.
The discrepancy between training and test data is reduced
by generating more samples from the data distribution.
GANs [6] have led a huge wave in exploring the genera-
tive adversarial structures. Combining this structure with
deep CNNs can produce models that have stronger gen-
erative abilities. In GANs, generators and discriminators
are trained simultaneously. Generators try to generate fake
images that fool the discriminators, while discriminators
try to distinguish the real and fake images. Many varia-
tions of GANs have emerged in the past three years, like
DCGAN [26], WGAN [1] and WGAN-GP [7]. These
GANs variations show stronger learning ability that en-
ables generating complex images. Techniques have been
proposed to improve adversarial learning for image genera-
tion [30, 7, 2] as well as for training better image generative
models [26, 11].
Introspective networks [33, 18, 14, 20] provide an al-
ternative approach to generate samples. Introspective net-
works are closely related to GANs since they both have gen-
erative and discriminative abilities but different in various
ways. Introspective networks maintain a single model that
is both discriminative and generative at the same time while
GANs have distinct generators and discriminators. Intro-
spective networks focus on introspective learning that syn-
thesizes samples from its own classifier. On the contrary,
GANs emphasize adversarial learning that guides genera-
tors with separate discriminators. The generators in GANs
are mappings from the features to the images. However, In-
trospective networks directly models the underlying statis-
tics of an image with an efficient sampling/inference pro-
cess.
Our approach ITN is built upon introspective learning,
but our focus is to address the large variations between
training and testing data. ITN works in a similar way as data
augmentation, however, data augmentation is a exhaustively
searching method. ITN forms a natural min-max problem
that searches samples more efficiently and effectively than
standard data augmentation.
3. Method
We now describe the details of our approach in this
section. We first briefly review the introspective learning
framework proposed by [33]. This is followed by a detailed
mathematical explanation of our approach. In particular, we
focus on explaining how our model generates unseen exam-
ples that complement the training dataset.
3.1. Background: Introspective Learning
We only briefly review introspective learning for binary-
class problems, since the same idea can be easily extended
to multi-class problems. Let us denote x ∈ Rd as a data
sample and y ∈ +1,−1 as the corresponding label of x.
The goal of introspective learning is to model positive sam-
ples by learning the generative model p(x|y = +1). Using
Bayes rule, we have
p(x|y = +1) = p(y = +1|x)p(y = −1)
p(y = −1|x)p(y = +1)p(x|y = −1),
(1)
where p(y|x) is a discriminative model. For pedagogical
simplicity, we assume p(y = 1) = p(y = −1), hence this
equation can be further simplified as:
p(x|y = +1) = p(y = +1|x)
p(y = −1|x)p(x|y = −1). (2)
The above equation suggests that a generative model for
the positives p(x|y = +1) can be obtained from the dis-
criminative model p(y|x) and a generative model p(x|y =
−1) for the negatives. However, to faithfully learn p(x|y =
+1), we need to have a representative p(x|y = −1), which
is very difficult to obtain. A solution was provided in [33]
which learns p(x|y = −1) by using an iterative process
starting from an initial reference distribution of the nega-
tives p0(x|y = −1), e.g., p0(x|y = −1) = U(x), a Gaus-
sian distribution on the entire space Rd. This is updated by
pt+1(x|y = −1) = 1
Zt
qt(y = +1|x)
qt(y = −1|x)pt(x|y = −1), (3)
where qt(y|x) is a discriminative model learned on a
given set of positives and a limited number of pseudo-
negatives sampled from pt(x|y = −1) and Zt =∫ qt(y=+1|x)
qt(y=−1|x)pt(x|y = −1)dx is the normalizing factor.
It has been proven that KL(p(x|y = +1)||pt+1(x|y =
−1)) ≤ KL(p(x|y = +1)||pt(x|y = −1))) (as long
as each qt(y|x) makes a better-than-random prediction,
the inequality holds) in [33], where KL(·||·) denotes the
Kullback-Leibler divergences, which implies pt(x|y =
−1) t=∞→ p(x|y = +1). Therefore, gradually learning
pt(x|y = −1) by following this iterative process of Eqn.(3),
the samples drawn from x ∼ pt(x|y = −1) become indis-
tinguishable from the given training samples.
3.2. Large Variations Resistance via Introspective
Learning
Introspective Convolutional Networks (ICN) [14] and
Wasserstein Introspective Neural Networks (WINN) [20]
adopt the introspective learning framework and strengthen
the classifiers by a reclassification-by-synthesis algorithm.
However, both of them fail to capture large data variations
between the training and testing data, since most of the gen-
erated pseudo-negatives are very similar to the original sam-
ples. But in practice, it is very common that the test data
contain unseen variations that are not in training data, such
as the same objects viewed from different angles and suf-
fered from shape deformation.
To address this issue, we present our approach building
upon the introspective learning framework to resist large
data variations between training and test data. Arguably,
even large training sets cannot fully contains all the possi-
ble variations. Our goal is to quickly generate extra training
samples with beneficial unseen variations that is not cov-
ered by the training data to help classifiers become robust.
We assume that we can generates such training samples by
applying a transformation function T (· ;σ) parametrized
by learnable parameters σ to the original training samples.
Let us denote g(· ;ψ) as the function that maps the sam-
ples x to the transformation parameters σ, where ψ is the
model parameter of the function g. The generated sam-
ples still belong to the same category of the original sam-
ples, since the transformation function T only changes the
high-level geometric properties of the samples. The outline
of training procedures of ITN is presented in Algorithm 1.
We denote S+ = {(x+i ,+1), i = 1...|S+|} as the posi-
tive sample set, Tt(S+) = {(xTi ,+1), i = 1...|S+|, xTi =
T (x+i ;σt)} as the transformed positive sample set at the
tth iteration with transformation parameter σt and S−t =
{(x−i ,−1), i = 1...|S−|} as the set of pseudo-negatives
drawn from pt(x|y = −1). We then will describe the detail
of the training procedure.
Discriminative model We first demonstrate the ap-
proach of building robust classifiers with given σt. For a
binary classification problem, at the tth iteration, the dis-
criminative model is represented as
qt(y|x; θt) = 1
1 + exp(−y ft(x; θt)) (4)
where θt represents the model parameters at iteration t,
and ft(x; θt) represents the model output at the tth itera-
tion. Note that, qt(y|x; θt) is trained on S+, T (S+;σt) and
pseudo-negatives drawn from pt(x|y = −1). In order to
achieve stronger ability for resisting unseen variations, we
want the distribution of T (S+;σt) to be approximated by
the distribution of pseudo negatives pt(x|y = −1), which
can be achieved by minimizing the following Wasserstein
distance [7]:
D(θt, ωt) = ExT∼T (S+;σt)[Wt(ft(x
T ; θt);ωt)]−
Ex−∼S−t [Wt(ft(x
−; θt);ωt)]+
λExˆ∼Xˆt [‖∇xˆWt(ft(xˆ; θt);ωt)− 1‖22],
(5)
where Wt(·;ωt) represents the function that computes the
Wasserstein distance and ωt is the function parameter at the
tth iteration. Note that the input of the function Wt(·;ωt) is
the ft(·; θt). Each xˆ in the set Xˆt is computed with the for-
mula xˆ = xT + (1− )x−, where  samples from uniform
distribution U(0, 1), xT ∈ T (S+;σt) and x− ∈ S−t . The
term λExˆ∼Xˆt [‖∇xˆWt(ft(xˆ; θt);ωt) − 1‖22] is the gradient
penalty that stabilizes the training procedure of the Wasser-
stein loss function.
The goal of the discriminative model is to correctly clas-
sify any given x+, xT and x−. Thus, the objective function
of learning the discriminative model at iteration t is
min
θt,ωt
J(θt) +D(θt, ωt), (6)
where J(θt) = E(x,y)∼S+∪S−t ∪T (S+;σt)[−log qt(y|x; θt)].
The classifiers obtain the strong ability in resisting unseen
variations by training on the extra samples while preserving
the ability to correctly classify the original samples.
Algorithm 1 Outline of ITN Training Algorithm
1: Input: Positive sample set S+, initial reference distri-
bution p0(x|y = −1) and transformation function T
2: Output: Parameters θ, ω and ψ
3: Build S−0 by sampling |S+| pseudo-negatives samples
from p0(x|y = −1)
4: initialize parameters θ, ω and ψ, set t = 1
5: while not converge do
6: for each x+i ∈ S+ and x−i ∈ S−t do
7: Compute transformation parameters σi =
g(x+i ;ψ)
8: Choose i ∼ U(0, 1) and compute xˆi =
iT (x+i ;σi) + (1− i)x−i
9: end for
10: Compute θ, ω by Eqn.(6)
11: Compute ψ by Eqn.(8)
12: Sample pseudo-negatives samples Zt = {zti , i =
1, ..., |S+|} from p0(x|y = −1)
13: Update all samples in Zt by Eqn.(12)
14: Augment pseudo-negatives sample set S−t =
S−t−1 ∪ {(zti ,−1), i = 1, ..., |S+|} and t = t + 1
15: end while
Exploring variations. The previous section describes
how to learn the robust classifiers when the σt is given.
However, σt is unknown and there are huge number of pos-
sibilities for selecting σt. Now, the problem becomes how
do we learn the σt in a principled manner and apply it to-
wards building robust classifiers? We solve this issue by
formulating a min-max problem based upon Eqn.(6):
min
θ,ω
max
σ
J(θ, σ) +D(θ, ω, σ), (7)
Here, we rewrite J(θ) and D(θ, ω) in Eqn.(5) and Eqn.(6)
as J(θ, σ) and D(θ, ω, σ), since σ is now an unknown vari-
able. We also subsequently drop the subscript t for nota-
tional simplicity. The inner maximization part aims to find
the transformation parameter σ that achieves the high loss
values. On the other hand, the goal of the outer minimiza-
tion is expected to find the the model parameters θ that en-
ables discriminators to correctly classify xT and ω allows
the negative distribution to well approximate the distribu-
tion of T (S+;σt) . However, directly solving Eqn.(7) is
difficult. Thus, we break up this learning process and first
find a σ∗ that satisfies
max
σ
E(xT ,y)∼T (S+;σ)[− log(q(y|xT ))]+
ExT∼T (S+;σ)[W (f(xT ; θ);ω)]+
λExˆ∼Xˆ [‖∇xˆW (f(xˆ; θ);ω)− 1‖22]
(8)
where θ and ω are fixed. Then, θ and ω are learned by
Eqn.(6) by fixing σ = σ∗. Empirically, the first term in
Eqn.(8) dominates over other terms, therefore we can drop
the second and third terms to focus on learning more robust
classifiers. The purpose of empirical approximation is to
find the σ∗ that make xT hard to classify correctly. Instead
of enumerating all possible examples in the data augmenta-
tion, Eqn.(8) efficiently and precisely finds a proper σ that
increase the robustness of the current classifiers.
The parameter σ is learned with function g(· ;ψ). We
have σ = g(x;ψ) + ζ, where ζ is random noise follows
the standard normal distribution. The function parameter
ψ is learned by optimizing Eqn.(8). Notably, following the
standard backpropagation procedure, we need to compute
the derivative of the transformation function T in each step.
In other words, the transformation function T (·;σ) need to
be differentiable with respect to the parameter ψ to allow
the gradients to flow through the transformation function T
when learning by backpropagation.
Generative model Now we describe the detailed
method for generating S−t . In the discriminative models, the
updated discriminative model p(y|x) is learned by Eqn.(6).
The updated discriminative model is then used to compute
the generative model by Eqn.(3) in section 3.1. The genera-
tive model is learned by maximizing the likelihood function
p(x). Note that learning the generative models is redun-
dant since the update at each iteration only involves pseudo-
negatives samples instead of the full generative model.
Let us denote the initial reference distribution by p−0 (x)
and pn(x|y = −1) as p−n (x) for simplicity. Following
standard introspective learning, we approximate samples
drawn from latest negative distribution by first sampling
from p−0 (x) and iteratively update them to approach desired
samples. With p−0 and Eqn.(3), we have
p−n (x) = (
n−1∏
t=1
1
Zt
qt(y = +1|x)
qt(y = −1|x) )p
−
0 (x), (9)
where Zt indicates the normalizing factor at the tth it-
eration. The random samples x are updated by increas-
ing maximize the log likelihood of p−n (x). Note that
maximizing log p−n (x) can be simplified as maximizing∏n−1
t=1
qt(y=+1|x)
qt(y=−1|x) since Zt and p
−
0 are fixed in Eqn.(9).
From this observation, we directly learn a model ht(x) such
that
ht(x) =
qt(y = +1|x)
qt(y = −1|x) = exp(ft(x; θt)) (10)
Taking natural logarithm on both side of the equation above,
we get lnht(x) = ft(x; θt). Therefore, log p−n (x) can be
rewritten as
log p−n (x) = log(
n−1∏
t=1
1
Zt
qt(y = +1|x)
qt(y = −1|x) )p
−
0 (x)
= C
n−1∑
t=1
ft(x; θt) p
−
0 (x),
(11)
where C is a constant computed from the normalizing fac-
tors Zt. This conversion allows us to maximize log p−n (x)
by maximizing
∑n−1
t=1 ft(x; θt). By taking the derivative of
log p−n (x), the update step∇x is:
∇x = λ∇(
n−1∑
t=1
ft(x; θt)) + η, (12)
where η ∼ N(0, 1) is the random Gaussian noise and λ is
the step size that is annealed in the sampling process. In
practice, we update from the samples generated from previ-
ous iterations to reduce time and memory complexity. An
update threshold Tu is introduced to guarantee that the gen-
erated negative images are above certain criteria, which en-
sures the quality of negative samples. We modify the up-
date threshold Tu proposed in [20] and keep track of the
ft(x; θt) in every iteration. In particular, we build a set D
by recording E[ft(x; θt)], where x ∈ S+ in every iteration.
We form a normal distribution N (a, b), where a and b rep-
resents mean and standard deviation computed from set D.
The stop threshold is set to be a random number sampled
from this normal distribution. The reason for this threshold
is to make sure the generated negative images are close to
the majority of transformed positive images in the feature
space.
3.3. Multi-class Classification
When dealing with multi-class classification problems, it
is necessary to adapt the above reclassification-by-synthesis
scheme to the multi-class case. We can directly follow the
strategies proposed in [14] and extend ITN to deal with
multi-class problems by learning a single CNN classifier
with the softmax function. Therefore, under multi-class set-
tings the discriminative model is represented as:
qt(y = k|x; θt) = exp(ft(x; θ
k
t ))
n∑
i=1
exp(ft(x; θit))
, (13)
where n is the number of total classes, ft(x; θkt ) represents
the model output of the kth class at the tth iteration. The
objective function of the multi-class discriminative model
is same as Eqn.(6) and the J(θt) is rewritten as:
J(θt) = E(x,y)∼S+∪T (S+;σt)[−log qt(y|x; θt)]+
E(x,y)∼S−[log(1 + exp(1 + ft(x; θkt )))].
(14)
4. Experiments
In this section, we demonstrate the ability of our algo-
rithm to resist large variations between training and testing
data through a series of experiments. First, we show the
strong classification performance of ITN on MNIST and
affNIST datasets. Following that we present a series of
analyses of resisting ability of ITN, where experiments and
analyses of our choice w.r.t generative models are also in-
cluded. Then, we verify the performance of ITN on SVHN,
CIFAR-10 and a more challenging dataset, miniImageNet.
Finally, we illustrate the flexibility of our architecture by
addressing different types of unseen variations.
Experiment Setup Following the setup used in WINN
[20], all experiments are conducted with a simple CNN ar-
chitecture [20] unless otherwise specified. We name this
simple CNN architecture, B-CNN for notational simplic-
ity. B-CNN contains 4 convolutional layers, each having
a 5 × 5 filter size with 64 channels and stride 2 in all lay-
ers. Each convolutional layer is followed by a batch nor-
malization layer [10] and a swish activation function [27].
The last convolutional layer is followed by two consecu-
tive fully connected layers to compute logits and Wasser-
stein distances. The optimizer used is the Adam optimizer
[15] with parameters β1 = 0 and β2 = 0.9. Our method
relies on the transformation function T (·) to convert the
original samples to the unseen variations. In the follow-
ing experiments, we demonstrate the ability of ITN to resist
large variations with spatial transformers (STs) [12] as our
transformation function unless specified. Theoretically, STs
can represent all affine transformations, which gives more
flexible ability for resisting unseen variations. More impor-
tantly, STs are fully differentiable, which allows learning by
standard backpropagation.
Baselines B-CNN mentioned above is our baseline
model in this section. Following [14] and [20], we compare
our method against B-CNN, DCGAN [26], WGAN-GP [7],
ICN [14] and WINN [20]. Since DCGAN and WGAN-GP
are generative models, to apply them for classification, we
adopt the same strategy used in [14]. The strategy makes
the training phase become a two-step implementation. We
first generate negative samples with the original implemen-
tation. Then, the generated negative images are used to
augment the original training set. We train the B-CNN
on the augmented training set. We denote these two GAN
based classification method DCGAN+B-CNN and WGAN-
GP+B-CNN. Like our method ITN, they are built upon the
baseline B-CNN. We denote them ICN (B-CNN), WINN
(B-CNN) and ITN (B-CNN). All results reported in this sec-
tion are the average of multiple repetitions.
4.1. MNIST & affNIST
MNIST is a benchmark dataset that includes 55000,
5000 and 10000 handwritten digits in the training, valida-
tion and testing set, respectively. The affNIST dataset is
a variant from the MNIST dataset and it is built by apply-
ing various affine transformations to the samples in MNIST
dataset. To be consistent with the MNIST dataset and for
the purpose of the following experiments, we reduce the
size of training, validation and testing set of the affNIST
Figure 2. Images generated by ITN. Each row from top to bottom
represents the images generated on MNIST, affNIST, SVHN and
CIFAR-10 dataset.
dataset to 55000, 5000 and 10000, respectively. Some sam-
ples generated by ITN are shown in Figure 2.
Comparing against standard data augmentation We
compare ITN with other baselines + standard data augmen-
tation. The data augmentation we applied in the following
experiments is the standard data augmentation that includes
affine transformations, such as rotation, translation, scaling
and shear. The range of the data augmentation parameters
are equivalent to the learned σ in Eqn.(8), which ensures
the fair comparison between ITN and data augmentation.
As shown in Table 1, ITN outperforms all other methods
with data augmentation.
Method MNIST AffNIST
B-CNN (/w DA) 0.57% 1.65%
DCGAN+B-CNN (/w DA) 0.57% 1.63%
WGAN-GP+B-CNN (/w DA) 0.56% 1.56%
ICN (B-CNN) (/w DA)) 0.56% 1.54%
WINN (B-CNN) (/w DA) 0.52% 1.48%
ITN (B-CNN) 0.49% 1.42%
ITN (B-CNN) (/w DA) 0.47% 1.09%
Table 1. Testing errors on MNIST and affNIST datasets, where /w
DA represents the method is trained with standard data augmenta-
tion.
Combining with standard data augmentation We in-
vestigate the compatibility of our framework with standard
data augmentations. As shown in the Table 1, combining
data augmentation and ITN leads to performance improve-
ments. This result shows the practicability of our frame-
work as it can be jointly applied with standard data augmen-
tation to enhance discriminators without contradictions.
Choice w.r.t. generative models We implement our
framework by using AC-GAN as the generative model and
name it AC-GATN. AC-GAN has the ability to generate
class dependent samples, which is required in our frame-
work. The loss function of AC-GAN is replaced with the
Figure 3. Testing errors of AC-GATN (B-CNN) and ITN (B-CNN)
on the MNIST dataset.
Figure 4. Samples generated by AC-GATN (B-CNN) and ITN (B-
CNN) on the MNIST dataset.
loss function from WGAN-GP to directly compare it with
ITN. All experimental settings are same for the purpose of
a fair comparison. The results shown in Figure 3 clearly
illustrate that under our framework, using INs as the gener-
ative model achieve better performance than using GANs.
By visualizing the generated samples from AC-GATN and
ITN (shown in Figure 4), both AC-GATN and ITN gener-
ate clear and sharp images. However, samples generated by
AC-GATN clearly have lower quality on average in terms of
the human justification as some of them are close to other
objects in the dataset, i.e. the number 3 is close to number 6
in epoch 100. These lower quality samples can mislead the
classifier and lead to performance decrease. Consequently,
we choose INs rather than GANs in our approach. We will
provide more comparisons of AC-GATN and ITN on other
datasets in the supplementary material.
Effects of the update threshold Tu The update thresh-
old Tu introduced in INs quantitatively controls the quality
of samples in the generation process. In Table 2 , we present
the results of ITN on MNIST dataset with different thresh-
olds to explore the relationship between samples quality
and threshold. Not surprisingly, we observe that the per-
formance of ITN drops when increasing the threshold. By
visualizing the samples generated by different thresholds, it
is clear that the performance drops due to the decrease in the
quality of generated samples (Fig. 5). Although our perfor-
mance drops with the increase of the threshold, in a certain
range (< 5e− 3), our result is still better than others shown
in Table 1, which shows that our approach tolerates samples
of low qualities in some extend.
Tu 1e-3 (default) 5e-3 1e-2 5e-2 1e-1
ITN error 0.49% 0.51% 0.67% 0.78% 0.92%
Table 2. Testing errors of ITN (B-CNN) with various thresholds
on MNIST dataset.
Figure 5. Samples generated by ITN with different thresholds Tu.
The number below each sample represents the threshold.
Method Error
B-CNN (/w DA) 40.74%
DCGAN+B-CNN (/w DA) 38.51%
WGAN-GP+B-CNN (/w DA) 36.29%
ICN (B-CNN) (/w DA) 35.79%
WINN (B-CNN) (/w DA) 33.53%
ITN (B-CNN) 31.67%
ITN (B-CNN)(/w DA) 21.31%
Table 3. Testing errors of the cross dataset generalization task.
Cross dataset generalization We further explore the
ability of ITN to resist large variations. We design a chal-
lenging cross dataset classification task between two signif-
icantly different datasets (i.e., cross dataset generalization).
The training set in this experiment is the MNIST training
data while the testing set is the affNIST testing data. Even
though the training and testing samples are from “different
datasets”, we believe it is reasonable to consider the training
and testing samples are still from the same underlying dis-
tribution. From this perspective, the difficulty of this task is
how to overcome such huge data discrepancy between train-
ing and testing set since the testing set includes much more
variations. As shown in the Table 3, ITN outperforms other
methods with standard data augmentation.
Limited training data Another way to evaluate the abil-
ity of resisting variations is to reduce the amount of training
samples. Intuitively, the data variations between the training
and testing sets increase when the number of testing data re-
mains the same while the number of samples in the training
set shrinks. Thus, we implicitly increase the variations be-
tween the training and testing data by reducing the number
of samples in the training data. The purpose of this experi-
ment is to demonstrate the potential of ITN to resist unseen
variations from a different perspective.
We design a new experiment where the training set is the
MNIST dataset with only 0.1%, 1%, 10% and 25% of the
whole training set while the testing set is the entire MNIST
testing set. The reduced training set is built by randomly
sampling data from the MNIST training data while keep-
ing the number of data per class same. As shown in Ta-
ble 4, our method has better results on all tasks, which are
consistent with the previous results. The constantly supe-
rior performance of ITN over data augmentation indicates
its effectiveness.
Method 0.1% 1% 10% 25%
B-CNN (w/ DA) 18.07% 4.48% 1.24% 0.83 %
DCGAN+B-CNN (w/ DA) 16.17% 4.13% 1.21% 0.81 %
WGAN-GP+B-CNN (w/ DA) 15.35% 3.98% 1.18% 0.79 %
ICN (B-CNN) (w/ DA) 15.12% 3.74% 1.09% 0.80 %
WINN (B-CNN) (w/ DA) 14.64% 3.66% 1.00% 0.77 %
ITN (B-CNN) 12.85% 3.18% 0.93% 0.73%
ITN (B-CNN) (w/ DA) 11.57% 2.78% 0.89% 0.65%
Table 4. Testing errors of the classification results with limited
training data, where 0.1% means the training data is randomly se-
lected 0.1% of the MNIST training data while the testing data is
the entire MNIST testing data.
4.2. SVHN, CIFAR-10 and miniImageNet
SVHN [24] is a dataset that contains house numbers im-
ages from Google Street View. There are 73257 digits for
training, 26032 digits for testing in SVHN dataset. The
CIFAR-10 dataset [16] consists of 60000 color images of
size 32× 32. This set of 60000 images is split into two sets,
50000 images for training and 10000 images for testing. In
this section, we also use ResNet-32 [8] as a baseline back-
bone to validate the performance of our framework with
deeper network architectures, following the setting in [20].
ITN outperforms other methods on SVHN and CIFAR-10
datasets as shown in Table 5. Some samples generated by
ITN are shown in Figure 2.
Method SVHN CIFAR-10
B-CNN (w/DA) 7.01% 24.35%
ResNet-32 (w/DA) 4.03% 7.51%
DCGAN + ResNet-32 (w/DA) 3.87% 7.17%
WGAN-GP + ResNet-32 (w/DA) 3.81% 7.05%
ICN (ResNet-32) (w/DA) 3.76% 6.70%
WINN (ResNet-32) (w/DA) 3.68% 6.43%
ITN (ResNet-32) 3.47% 6.08%
ITN (ResNet-32) (w/DA) 3.32% 5.82%
Table 5. Testing errors on SVHN and CIFAR-10 datasets.
Extending to more challenging dataset We further
verify the scalability of ITN by evaluating our pro-
posed method on a new dataset named miniImageNet [35,
28]. MiniImageNet dataset is a modified version of the
ILSVRC-12 dataset [29], in which 600 images for each of
100 classes were randomly chosen to be part of the dataset.
All images in this dataset are of size 84× 84 pixels. The re-
sults are shown in Table 6 and ITN shows consistent better
performance than all other comparisons.
Method Error
ResNet-32 (w/DA) 35.25%
DCGAN + ResNet-32 (w/DA) 33.06%
WGAN-GP + ResNet-32(w/DA) 33.42%
ICN (ResNet-32) (w/DA) 32.87%
WINN (ResNet-32) (w/DA) 32.18%
ITN (ResNet-32) 31.56%
ITN (ResNet-32) (w/DA) 29.65%
Table 6. Testing errors on the miniImageNet dataset.
4.3. Beyond Spatial Transformer
Even though we utilize STs to demonstrate our ability
to resist data variations, our method also has the ability to
generalize to other types of transformations. Our algorithm
can take other types of differentiable transformation func-
tions and strengthen the discriminators in a similar man-
ner. Moreover, our algorithm can utilize multiple types
of transformation functions at the same time and provide
even stronger ability to resist mixed variations simultane-
ously. To verify this, we introduce another recently pro-
posed work, Deep Diffeomorphic Transformer (DDT) Net-
works [3, 4]. DDTs are similar to STs in a way that both of
them can be optimized through standard back-propagation.
We replace the ST modules with the DDT modules
and check whether our algorithm can resist such type of
transformation. Then, we include both STs and DDTs in
our model and verify the performance again. Let MNIST
dataset be the training set of the experiments while the test-
ing sets are the MNIST dataset with different types of trans-
formation applied. We introduce two types of testing sets in
this section. The first one is the normal testing set with ran-
dom DDT transformations only. The second one is similar
to the first one but includes both random DDT and affine
transformations. The DDT transformation parameters are
drawn from N(0, 0.7 × Id) as suggested in [3], where
Id represents the d dimensional identity matrix. Then the
transformed images are randomly placed in a 42 × 42 im-
ages. We replicate the same experiment on the CIFAR-10
dataset.
Agnostic to different transformation functions We
can observe from Table 7 that ITN-V1 (B-CNN) improves
the discriminator performance by 4.35% from WINN (B-
CNN) on MNIST with random DDT transformations and
by 21.81% on CIFAR-10 dataset. In other words, ITN suc-
cessfully resists DDT type of variations by integrating with
DDT transformation function. Together with results from
Table 1, we see that ITN has the ability to combine with dif-
MNIST CIFAR-10
DDT DDT + ST DDT DDT + ST
B-CNN 17.75% 55.11% 76.14 % 78.01 %
WGAN-GP+B-CNN 17.53% 53.24% 75.93% 77.02 %
WINN (B-CNN) 17.20% 52.43% 75.43 % 76.92 %
ITN-V1 (B-CNN) 12.85 % 40.60% 53.62% 63.56 %
ITN-V2 (B-CNN) 9.41% 34.37% 45.26% 56.95 %
Table 7. Testing errors of the classification results under different
testing data transformations. ITN-V1 represents ITN with DDT
transformation function and ITN-V2 represents ITN with DDT
and ST transformation functions together.
ferent types of transformation function and resists the cor-
responding type of variations.
Integrating multiple transformation functions An-
other important observation from Table 7 is that ITN-V2 (B-
CNN) can utilize multiple transformations at the same time
to resist a mixture of corresponding variations. Compar-
ing against ITN-V1 (B-CNN), ITN-V2 (B-CNN) reduces
the testing errors by 6.23% on MNIST dataset with random
DDT + ST type of variations. Additionally, it reduces the
testing errors by 6.61% on CIFAR-10 dataset.
More importantly, the performance of ITN does not de-
grade when the model has transformation functions that
does not match the type of variations in the testing data, e.g.
ITN-V2 (B-CNN) on testing data with DDT only. From this
observation, we conclude that applying extra transforma-
tions functions in the ITN will not degrade the performance
even though the testing data does not have such transforma-
tions. The reason to this observation is that ITN generates
different transformations in every iterations, which helps it
avoid over-reliance on a particular transformation. After
correctly classifying original samples and transformed sam-
ples, ITN can model more complicated data distributions
than other methods.
Ideally, we always want to apply the class of transforma-
tion functions that covers all possible data variations in the
testing data. But we don’t know the types of transformation
exist in the testing data in practice. Therefore a combination
of common transformation functions is a general approach
to resist the unknown variations in the testing data.
5. Conclusion
We proposed a principled and efficient approach that en-
dows the classifiers with the ability to resist larger varia-
tions between training and testing data. Our method, ITN,
strengthens the classifiers by generating unseen variations
with various learned transformations. Experimental results
show consistent performance improvements not only on the
classification tasks but also on the other challenging classi-
fication tasks, such as cross dataset generalization. More-
over, ITN demonstrates its advantages in both effectiveness
and efficiency over data augmentation. Our future work in-
cludes applying our approach to large scale datasets and
extending it to generate samples with more types of vari-
ations.
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