We derive the weak limit of a linear viscoacoustic model in an acoustic liner that is a chamber connected to a periodic repetition of elongated chambers -the Helmholtz resonators. As model we consider the time-harmonic and linearized compressible Navier-Stokes equations for the acoustic velocity and pressure. Following the approach in Schmidt et al., J. Math. Ind 8:15, 2018 for the viscoacoustic transmission problem of multiperforated plates the viscosity is scaled as δ 4 with the period δ of the array of chambers and the size of the necks as well as the wall thickness like δ 2 such that the viscous boundary layers are of the order of the size of the necks. Applying the method of two-scale convergence we obtain with a stability assumption in the limit δ → 0 that the acoustic pressure fulfills the Helmholz equation with impedance boundary conditions. These boundary conditions depend on the frequency, the length of the resonators and through the effective Rayleigh conductivity -that can be computed numerically -on the shape of their necks. We compare the limit model to semi-analytical models in the literature.
3 Proof of the weak convergence to the limit 9 3.1 Weak convergence in the resonator array . . . . . . . . . . . . . . . . 10 3.2 Weak convergence in the pattern below aperture . . . . . . . . . . . . 14 
Introduction
The noise emission from aircraft gas turbines, car engines and several other industrial applications is a matter of high concern. Its reduction is of major public interest since it affects health and life of the community. This noise reduction is also of major industrial interest. Especially, nowadays combustion processes create acoustic sources of higher intensity in aircraft engines, which in their turn create acoustic instabilities around particular frequencies and may even harm the live time of the gas turbine. Engineers study liners, which are perforated wall segments, that are able to suppress thermo-acoustic instabilities and can provide a substantial amount of acoustic damping. An important type of acounstic liner for aero-engine inlet and exhaust ducts constitues of a array of small cells called Helmholtz resonators. Each of the Helmholtz resonators -the name goes back to H. Helmholtz [19] consists of a rigid chamber filled with air that is connected to the surrounding by a hole of a perforated plate, that is called orifice or even neck. When excited with a fluctuating external pressure, that comes e. g., from the combusion process, the mass of the air inside and around the orifice moves agains the large volume of compressible air inside the cavity, while viscous effects cause dissipation of energy. This can be modeled as a mass-spring-damping system. The damping of this system is relatively small except for frequencies close to the resonance frequencies of the liner where it becomes considerably large. The resonance frequencies and damping properties depend mainly on the geometrical parameters of the resonators. For a small Helmholtz resonator the first resonance frequency -the Helmholtz resonance -can be approximated by a simple formula [19] of Helmholtz that has been justified by a mathematical analysis of the spectrum of the Laplace operator by Schweizer [49] as well as by an asymptotic analysis of the Green's function of the Helmholtz equation [2] . It is based on the observation that the pressure is almost uniform inside the resonator and therefore the formula does not depend on the shape of the resonator, especially, if it is elongated or of compact size. The simple formula has been improved by a so-called end-correction [32, 24] of the aperture thickness. For elongated resonance chambers approximations of each resonance frequency can be obtained as solutions of a nonlinear equations using semi-analytical formulas for the behaviour of the pressure around the hole and in the chamber [36] . For an effective damping a large number of Helmholtz resonators are arrayed. Due to the high number of resonators and the involved smaller geometrical scales a direct numerical computations, e. g., with the finite element method, would be not feasible. One is therefore interested in equivalent problems in the domain above the resonators and multiperforated plate. To predict the frequency dependent damping properties of array of Helmholtz resonators impedance boundary conditions has been proposed that depend on one complex function of the frequency -the (normalized specified) acoustic impedance. First, such a semi-analytic formula for the impedance has been introduced by Guess[18] that depends again on the end-correction of the aperture thickness, to which nonlinear terms for high sound amplitudes can be added [25, 53] that are especially important close to resonance as well as terms in presence of a gracing flow [26, 43, 48] . The impedance of an array of Helmholtz resonators is also computed numerically by coupling the instationary viscous Navier-Stokes equations in frequency domain in some region around the orifice with the Euler equation away from it by Lidoine et al. [30] . A similar approach in time-domain on meshes refined close to the orifices is used in [54] where only close to the orifices viscosity is considered. However, it is not clear what is a good choice of the "viscous" region. In this contribution, we present an asymptotic homogenization of an array of Helmholtz resonators of depth L, of small period δ and of even smaller diameter of the orifices that is of the order δ 2 taking the viscosity scaled like δ 4 into account. In this way the respective dominant behaviour in three different geometric scales is considered. We derive impedance boundary conditions applying the method of two-scale convergence [35, 1] to the three different scales of the problem. To justify the weak convergence to the limit the stability estimate of the δ-dependent problem has to assumed. The impedance boundary conditions is expressed in terms of the effective Rayleigh conductivity of a perforated plate [46] (see [6, 5] for zero viscosity) and in terms of the reactance of the chambers that depends above all on their depths. The effective Rayleigh conductivity is the Rayleigh conductivity [38, 39] of one hole, which describes the ratio of the fluctuating volume flow through the hole to the driving pressure difference across the hole, divided by the area of one periodicity cell of the array. The effective Rayleigh conductivity depends on the geometrical parameters, especially, size and shape of the necks of the Helmholtz resonators and the distance between two resonators, as well as the physical parameters, especially the acoustic viscosities and the excitation frequency. Asymptotic homogenization for periodic transmission problems were performed for the Stokes equation with three scales [44] , with two scales for the Helmholtz equation [8] , using the periodic unfolding method [31] and the method of matched asymptotic expansion [14, 12] , also with impedance boundary conditions in the holes [51] . Asymptotic homogenization for locally periodic transmission problems, where microstructures has finite size, and that takes the singular behaviour at the end of the microstructure into account, was derived and justified for the Laplace equation [34, 15] and the Helmholtz equation [50] . The article is subdivided as follows. In Sec. 2 we define the model problem of the viscous acoustic equations in terms of the acoustic velocity and pressure and the equivalent impedance boundary conditions on the array of resonators for the velocity and pressure. We also give as main result the weak convergence of the velocity and the pressure to their limits that fullfill a Helmholtz problem with the derived equivalent impedance boundary condition. For this result the assumption of an a priori stability result is needed that shall be proved in a forthcoming article. Sec. 3 is dedicated to the proof of the weak convergence to a limit using two-scale convergence step by step in different asymptotic regions where finally the limit model including impedance boundary conditions is obtained. Finally, in Sec. 4, the equivalent impedance boundary conditions are studied numerically and compared with the established model of Guess [18] , both locally based on the reactance and resistance curves and resonance frequencies as well as macroscopically based on the dissipation behaviour of an array of Helmholtz resonators in a duct.
Description of the problem and main results

Description of the problem
We consider a three-dimensional domain Ω that is open, simply connected and bounded with smooth boundary ∂Ω. For the sake of simplicity we consider that Ω is included in the half-space R 2 × R + such that its boundary ∂Ω gives a non-empty intersection with the plane {x 3 = 0}. We consider the surface Γ as a parallelepipedic subset of ∂Ω ∩ {x ∈ R 3 , x 3 = 0}. We extend then the domain Ω to a domain containing an array of Helmholtz resonators. We assume this array to be periodic, i. e., there exists two fixed vectors a 1 and a 2 such that the centered parallelogram A spanned by the vectors a 1 and a 2 is of area equal to 1, and there exists δ > 0 such that the set centers of apertures of resonators is given by (see Fig. 1a )
For simplicity, we assume that there exists
and δ is chosen such that L 1 /δ and L 2 /δ are positive integers, i. e., the number of Helmholtz resonators is equal to L 1 L 2 /δ 2 . To define the resonator chamber we introduce its cross section A C ⊂ A that is a two-dimensional smooth open and simplyconnected domain, and two constants d 0 , h 0 > 0. For (n 1 , n 2 ) ∈ Z 2 such that 
, and extending the domain Ω by the union of all resonsators we obtain the computational domain Ω δ whose closure is defined by
On the domain Ω δ we introduce the acoustic equations in the framework of Landau and Lifschitz [28] as a perturbation of the Navier-Stokes equations around a stagnant uniform fluid with mean density ρ 0 . We consider time-harmonic velocity v δ and acoustic pressure p δ (the time regime is exp(−iωt), ω > 0), which are solutions of the coupled system with the speed of sound c, and the kinematic and secondary viscosities ν(δ), ν (δ) > 0 that we scale with the characteristic size of the holes δ 2 as
where ν 0 , ν 0 are independent of δ. In this way the thickness of the boundary layer of the acoustic velocity at the rigid wall [3, 4, 7, 23, 47] -that is of order O( ν(δ)) -is of the order of characteristic size of the holes δ 2 (see Fig. 1(b) ). Moreover, the source term f is independent of δ and compactly supported in Ω away from its boundary. Similar equations have been studied for a stagnant flow [22, 23, 28, 42] and for the case that a mean flow is present [4, 21, 22, 33, 41] . Finally, we embed the domain Ω δ and the associate linear Navier-Stokes problem (2.5) in a family of problems that are δ-dependent.
In the following, we define the effective Rayleigh conductivity of a single hole that will be used then to define impedance boundary conditions for the limit of (v δ , p δ ) for δ → 0.
Effective Rayleigh conductivity
To relate the pressure jump on different sides of a single hole to pressure and velocity profiles and eventually the flux through the hole we consider as characteristic problem an instationary Stokes system in scaled coordinates [46] :
with the family of surfaces
and the rescaled extended aperture domain Ω := ∪ S∈R + Ω(S) connecting two halfspaces (see Fig. 2 
Due to the scaling all other holes are moved towards infinity and canonical problem considers the dominant phenomena on the scale of one hole, that is viscosity and incompressibility of the acoustic velocity that is with the acoustic pressure nonstationary.
The well-posedness of the characteristic problem is stated in the following
. Proof. First we lift the condition for the pressure at infinity with a cut-off function
We decompose then the pressure p as p = Θ+p and seekp in the classical space L 2 ( Ω). The variational formulation associated to (2.7) is: find (v,p) ∈ (H 1 0 ( Ω)) 3 ×L 2 ( Ω) such that for any (w, q) ∈ (H 1 0 ( Ω)) 3 × L 2 ( Ω),
where the sesquilinear forms a and b are given by
ρ0 Ω q div v dz, and the antilinear form by
The formulation (2.8) has a saddle-point structure. The sesquilinear form a is continuous and elliptic on (H 1 0 ( Ω)) 3 . The sesquilinear form b defines a surjective operator
with closed range. Following the theory of saddle-point problems [11] and in view of Theorem 1.1 of the works of Brezzi [10] , problem (2.8) admits a unique solution (v,p) ∈ (H 1 0 ( Ω)) 3 × L 2 ( Ω), and, hence, (2.7) has a unique solution.
Following the formulation of the Rayleigh conductivity K R [38, 39] which describes the ratio of the fluctuating volume flow to the driving pressure difference, we introduce the effective Rayleigh conductivity k R [6, 46] as
Proposition 2.2. The above defined effective Rayleigh conductivity k R is well defined, i. e., the integral of the normal flux of v on Γ ± (S) tends to a finite, non-zero quantity as S tends to infinity. Moreover Re(k R ) > 0 and Im(k R ) < 0.
Proof. Taking the conjugate of (3.21a) leads to
Multiplying this equation with v and integrating over the domain Ω(S) leads to
Let us treat now the two scalar product terms using the Gauss' theorem. Using (3.21b) leads to
Using (3.21d) (which is also valid for the conjugate complex), the definition of the effective Rayleigh conductivity stated by (2.9) and the spherical harmonic decompositions of p and v leads to
Similarly, the study of the L 2 -scalar product between ∆ z v and v leads to
Taking then the limit in (2.10) as S → ∞ leads to
and therefore Re(k R ) > 0 and Im(k R ) < 0.
Weak convergence to a limit problem with impedance boundary conditions
As δ tends to 0, we expect that the solution (v δ , p δ ) tends to a finite, non-trivial limit solution (v 0 , p 0 ) in the half-space Ω, and we expect this limit term to be solution of an inviscid Helmholtz problem posed on Ω.
Definition 2.3 (Limit problem). We define the limit problem (v 0 , p 0 ) as solution of Figure 2 : An extended neck domain in the original coordinates x (left), in rescaled coordinates z := δ −2 (x − x δ Γ ) (middle) and the limit of the latter when δ → 0 (right).
Note that, problem (2.11) is equivalent to a problem for the limit pressure p 0 ∈ H 1 (Ω) only, that is given by
It is also equivalent to a problem for the limit velocity v 0 ∈ H(div, Ω) ∩ H(curl, Ω) only that is
div v 0 follows. The nature of the boundary condition on Γ depends on the value of sin ωL c 1. If sin ωL c = 0, i. e., if ω c corresponds to a characteristic wavelength of the one-dimensional Helmholtz problem in a domain of size L, then the boundary condition on Γ becomes v 0 · e 3 = 0, therefore v 0 · n = 0 on the whole boundary ∂Ω.
2.
A contrario, if sin ωL c = 0, the right-hand side does not vanish, and denoting here by n := −e 3 the unit outward normal vector on Γ, one gets the impedance condition 14) and this equation gives an acoustic impedance Z(ω) of the same nature as the one derived by Rienstra and Singh [43, Eq. (14) ].
We give the existence and uniqueness result of the limit problem:
Lemma 2.4 (Existence and uniqueness of the limit problem). Let f ∈ H(div, Ω). Then, the limit problem (2.11) is well-posed, i. e., admits a unique solution
where Λ is a subset of πc L N. This lemma will be proved later in Section 3.6. We give now the main theoretical result of this paper.
Theorem 2.5 (Weak convergence to the limit problem). Let ω ∈ Λ with the set Λ in Lemma 2.4, f ∈ H(div, Ω) and there exist two constants C Ω > 0 and δ 0 > 0 such that for all δ ∈ (0, δ 0 ) it holds for the solution
In a forthcoming articlewe shall prove the estimate (2.15).
Remark 2.6. The following study is done on a flat interface Γ for simplicity. For slow varying interfaces, the upcoming limit model can be derived using an appropriate variable change that flattens the surface. For the example of a cylindrical array of Helmholtz resonators, as it can be seen on Fig. 3 , such a variable change has been used in a previous work [46] .
Proof of the weak convergence to the limit
In this section, we derive the limit problem (2.11) on Ω using the two-scale convergence. To do so, we show that, up to a subsequence, (v δ , p δ ) converges weakly in H(div, Ω) × H 1 (Ω) to a limit (v 0 , p 0 ) that satisfies an Helmholtz-∇ div equation with radiation conditions. To obtain this result we prove the weak convergence of v δ in each subpart of Ω δ , i. e., the domain Ω not including the interface Γ, the array of resonator chambers, the two-semi infinites strips of the pattern B δ and the array of resonator apertures, where matching conditions and finally impedance conditions follow. From this stability result, we defive another a priori error estimate on what we will call the extended Helmholtz resonator array. We first extend the Helmholtz resonator Figure 3 : A cylindrical liner for which in the limit δ → 0 the same impedance boundary conditions appear as for the considered flat surface.
Let ω ∈ Λ, and let the assumption estimate (2.15) holds. There exists two constants C H > 0 and δ 0 > 0 such that, for any δ ∈ (0, δ 0 ), the estimate
holds.
Proof. Let ω ∈ Λ, and let the assumption estimate (2.15) holds. Taking the square of this estimate, and using that the union of allΩ δ
In the following, we use the estimate of this Lemma in each subsection: the array of Helmholtz resonators, the array of patterns below apertures, the array of apertures and the array of patterns above apertures.
Weak convergence in the resonator array
In this section, we consider for each δ > 0,
At the first glance, we have to study positions x depending on δ, since the location of each Helmholtz resonator depends on δ. However, later we will see how to separate these dependencies. Due to the geometrical assumption on the array of Helmholtz resonators, for each x in the array of Helmholtz resonators, there exists a center of aperture of one resonator, which we call resonator position
. We introduce the two-dimensional point y ∈ A C , that we identify with abuse of notation to the threedimensional point (y, 0), such that
i. e., x = x δ Γ + (0, 0, x 3 ) + δy. Using the coordinate (y, x 3 ) means to stretch the resonator Ω δ H (x δ Γ )in the transverse plane (e 1 , e 2 ), and in this plane only. The stretched resonator chamber is denoted by
In the following, we introduce the five-dimensional functions V δ and P δ , depending on the resonator position x δ Γ , the slow longitudinal variable x 3 and the fast transverse variable y, by
Considering the linearized Navier-Stokes problem (2.5) with the Laplace operator written as ∆ = ∇ div − curl curl and applying the anisotropic coordinate change, we obtain the system
The estimate (3.1) of the Lemma 3.1 is equivalent to state in rescaled coordinates that
The main idea is to extend the functions (V δ , P δ ) discrete with respect to x δ Γ ∈ Γ δ to functions still denoted by (V δ , P δ ) and continuous with respect to x ∈ Γ by the following
3) is then extended naturally on x Γ ∈ Γ (the parameter x δ Γ is only playing a parameter), and the discrete error estimate (3.4) is extended to a continuous error estimate
, independent of δ → 0 even the domain Ω δ C enlarges for decreasing δ. Then, for any fixed ε > 0 and for any δ < ε, the sequence
) therefore we can extract a subsequence that we still denote by (V δ , P δ ) that converges to a limit
Combining the lower semi-continuity of the weak limit stated by the Theorem 2.2.1 of the book of Evans [16] with the estimate (3.5), we find
This motivates us to take the scalar product of (3.3) with test functions (W, Q) with Q independent of the fast transverse variable y. Then, integrating by parts equation (3.3) leads to
Then, using the weak convergence of (
The arbitrary choice of W leads to
and gives a posteriori that V ε 0 (x Γ , ·) is also independent of y and is directed among the e 3 direction, i. e., there exists a scalar function V ε 0,3 independent of y such that
Taking then the equation (3.7b), we deduce that
is solution of an homogeneous one-dimensional Helmholtz equation. Derivation of the boundary condition at x 3 = −L is done as follow: we take a particular test function W depending on (
so there exists a scalar function V ε 0 depending only on the resonator position such that
The next point is to derive a limit problem on the domain Ω C := lim ε→0 Ω ε C = A C × (−L, 0). To do so, using the lower semi-continuity of the weak limit (V ε 0 , P ε 0 ) with the a priori estimate (3.5), it holds
This error estimate combined to (3.8) leads to
Extending (V ε 0 , P ε 0 ) on A × (−L, 0) using formula (3.8) and using this last error estimate leads to, for 2 √ ε < L,
). There exists then a subsequence that we still denote by (V ε 0 , P ε 0 ) that weakly converges to a limit (V 0 , P 0 ) ∈ L 2 (Γ; H(div; Ω C ) × H 1 ( Ω C )). We have two small quantities, δ and ε, and we want to make these two quantities tending to 0. To do so, we will make a diagonal construction of (V δ , P δ ) to (V 0,3 e 3 , P 0 ) by the following
using the energy estimate (3.5) for any δ ε 1 , so there exists a sequence (V δ (1) n , P δ (1) n ) n∈N that weakly converges to (V ε1 , P ε1 ) L 2 Γ; (H(div; Ω ε1 C )) × H 1 ( Ω ε1 C ) . We consider the sequence of decreasing indices (δ
. We consider the sequence of decreasing indices (δ
n ) n∈N such that δ (2) 0 ε 3 . Finally due to the extraction process, it holds that
) . We consider the sequence of decreasing indices (δ (k+1) n ) n∈N such that δ (k+1) 0 ε k+2 . Finally due to the extraction process, it holds that
We finally take the sequence (V δ (n) n , P δ (n) n ). By property of the intermediate sequence (V εn 0 , P εn 0 ), (V δ (n) n , P δ (n) n ) weakly converges to (V 0 , P 0 ) in L 2 (Γ; H(div, K))×L 2 (Γ; H 1 (K)) for any K ⊂ Ω C whose minimal to the boundary {x 3 = 0} is positive. Using (3.8) , we obtain the following
(3.9)
Conclusion: Using the weak convergence of (V δ , P δ ) to (V 0 , P 0 ) and (3.9), we get the following limit interface conditions:
(3.10)
Weak convergence in the pattern below aperture
Again we consider for each δ > 0 and any x ∈ Ω δ \ Ω the unique corresponding resonator position
. Then we define the zone below aperture as
, and the rescaled zone below aperture (see Fig. 4 ) for the variable change
where B d (x 0 , r) denotes the d-dimensional ball centered at x 0 and of radius r. Here, we are interested in the behaviour of the solution (v δ , p δ ) solution of (2.5) in the resonator array, close to the apertures. To do so, we introduce the five-dimensional
Then, in view of estimate (3.1) of Lemma 3.1, the rescaled functions (Ψ δ − , Φ δ − ) satisfy the following estimate for almost all resonators
We extend again this discrete error estimate into a continuous error estimate on L 2 (Γ; L 2 (B δ − )). This error estimate allows us to give some results about the rescaled functions. For the rescaled pressure Φ δ − , using the Cauchy-Schwartz inequality and the error estimate (3.12) leads to
and this quantity tends to 0 as δ → 0, so that the gradient of Φ δ − (x Γ , ·) tends to 0 almost everywhere in (−∞, 0) × A C . It remains to check that the average of Φ δ − remains uniformly bounded as well. This can be checked using again the energy estimate (3.12) and using that
We can then extract a subsequence (that we still denote by Φ δ − ) that converges to a constant. Using
for almost every (y 1 , y 2 ) ∈ A C and the first line of (3.10), we obtain that
Similarly, for the rescaled velocity Ψ δ − , using the Cauchy-Schwartz inequality and the error estimate (3.12) leads to
and this quantity tends to 0 as δ tends to 0. Using the Gauss theorem on B δ − gives
where n δ − (y) is the unit outward vector of B δ − , i. e., n δ − (y) = (y 1 , y 2 , −(y 3 + δh 0 )) |(y 1 , y 2 , −(y 3 + δh 0 ))| .
Using then
and using the second line of relation (3.10) gives
Weak convergence in the apertures
For each δ > 0, we consider x ∈ Ω δ and corresponding resonator position x δ Γ ∈ Γ δ such that one of the three following conditions is satisfied:
i. e., the distance from x to the neck Ω δ N (x δ Γ ), above and below the aperture, is at most 2δ 3 2 . We introduce then the domain Ω δ A (x δ Γ ) as the union of the neck Ω δ N (x δ Γ ) and the two half-spheres of diameter 2δ 3 2 , see Fig. 2(a) , and we introduce the variable change x = x δ Γ + δ 2 z, i. e., it is equivalent to introduce the variable change y = δz in Section 3.2. As x describes Ω δ A (x δ Γ ), z describes the domain Ω(2δ −1/2 ) that tends to the unbounded domain Ω as δ tends to 0, see Fig. 2 (b) and Fig. 2(c) . We also introduce the five-dimensional functions v δ and p δ by
The scale change for the velocity v δ is due to the following: for y ∈ Γ δ − ( √ δ), i. e., for z ∈ Γ − (1/ √ δ), using the variable change y = δz leads to
We consider the linearized Navier-Stokes problem (2.5) and we apply the isotropic coordinate change. Similarly to the derivation of problem (3.3), we obtain the following system
to the rescaled part of the boundary of Ω δ in the vicinity of the neck centered at x δ Γ (depicted in blue on Fig. 2(b) ), and tends to ∂ Ω as δ tends to 0. Again, in view of estimate (3.1) of Lemma 3.1, the rescaled functions (v δ , p δ ) satisfy the following estimate for almost all resonators
We extend then the discrete problem (3.17) into a continuous problem on the resonator position x Γ ∈ Γ and the error estimate (3.18) into an L 2 (Γ; L 2 ( Ω(2δ −1/2 ))) estimate. The sequence v δ is bounded in L 2 (Γ; H(div, D) ∩ H(curl, D)) for any bounded open set D included in Ω and for any δ such that D ⊂ Ω(2δ −1/2 ), then we can extract a subsequence (still denoted by v δ ) that converges weakly in L 2 (Γ; H(div, D)∩H(curl, D)).
Taking iteratively D = D n := Ω A ∩ B(0, 2 n ), we state that v δ admits a subsequence that converges weakly to a function v −2 in L 2 (Γ; H(div, Ω) ∩ H(curl, Ω)), the subscript "−2" relates to the shift in δ for the function v δ . We deduce moreover from the first line of (3.18) and using the lower semi-continuity that div v −2 = 0 in Ω. Similarly, the sequence p δ is bounded in L 2 (Γ; V(D)) for any bounded open set D included in Ω and for any δ such that D ⊂ Ω(2δ −1/2 ), where
then doing a similar construction, this sequence admits a subsequence that converges weakly to ∇ z p 0 in V( Ω). Using then the weak convergence in the continuity equation (3.17a), we get that the weak limit (v −2 , p 0 ) is solution of the following instationary Stokes problem
Note that this problem can be written equivalently with a curl z curl z operator instead of the − ∆ z operator, since div z v −2 (x Γ , ·) = 0. Taking the divergence gives that p 0 (x Γ , ·) is an harmonic function on Ω, so that its behaviour towards infinity is described using spherical functions [20] . Then, following an expansion of v −2 as a sum of spherical functions and functions that are exponentially decaying with respect to the distance to the boundary ∂ Ω, the only spherical harmonics on a half-sphere that lead to v −2 (x Γ , ·) ∈ H(div, Ω) ∩ H(curl, Ω) are the spherical harmonics that admit a behaviour at most constant towards infinity, the constants at both sides of the wall can be different. Therefore, we seek for two functions c m and c j defined on Γ such that
completed by Dirichlet jump conditions at infinity
where the half-spheres Γ ± (S) for S > 0.5d 0 are given by
and are depicted on Fig. 2(c) . Let us take S > 0.5d 0 . We denote by Ω(S) the subdomain of Ω that is delimited by Γ − (S) and Γ + (S). Since the function v is divergence-free in Ω(S) and its trace vanishes on ∂ Ω, it turns out immediately that
where n is the unit outward normal vector. Following the formulation of the Rayleigh conductivity K R [38, 39] which describes the ratio of the fluctuating volume flow to the driving pressure difference, we introduce the effective Rayleigh conductivity k R as 
For the rescaled velocity v δ , we use relations (3.14) , (3.16) and (3.20) , coupled with the definition of the effective Rayleigh conductivity k R , to obtain
Using the solution representation (3.20) , we obtain the following relation
For the rescaled pressure p δ , we use relations (3.13) and (3.20) to obtain
Using the again the solution representation (3.20) , we obtain the following relation
Weak convergence in the pattern above aperture
Similarly to the formal derivation in the pattern below aperture in Section 3.2, for each δ > 0 we consider x ∈ Ω and and corresponding resonator position
. Then we define the zone above aperture
and the rescaled zone below aperture (see Fig. 5 ) for the variable change y = δ −1 (x − x δ Γ ). Here, we are interested in the behaviour of the solution v δ , p δ ) solution of (2.5) in the domain Ω, close to the apertures. To do so, we introduce the five-dimensional functions Ψ δ + and Φ δ + by 
We extend again this discrete error estimate into a continuous error estimate on L 2 (Γ, L 2 (B δ + )). This error estimate allows us to give some results about the rescaled functions. For the rescaled pressure Φ δ + , using the Cauchy-Schwartz inequality and the error estimate (3.27) 
and this quantity tends to 0 as δ → 0, so that the gradient of Φ δ + (x Γ , ·) tends to 0 almost everywhere in A × (0, ∞). It remains to check that the average of Φ δ + remains uniformly bounded as well. This can be checked using again the energy estimate (3.27) and using that
for almost every y ∈ Σ δ + ( √ δ) and (3.25) , we obtain that
Similarly, for the rescaled velocity Ψ δ + , using the Cauchy-Scwhartz inequality leads to
and this quantity tends to 0 as δ tends to 0. Using the Gauss theorem on B δ + gives
Since A is a parallelogram driven by the two vectors (a i ) i∈{1,2} , we call Γ A,i the edge of A such that Γ A,i +a i is also one edge of A. Then, for x Γ ∈ Γ and y ∈ Γ Ai ×(0, ∞), we consider the point x := x Γ + δy + δa i that corresponds locally to a common boundary of the two semi-infinite strips centered respectively at x Γ and x Γ + δa i :
Since both the norms of div Ψ δ + and curl Ψ δ + are decaying to 0 using (3.27), the norm of the gradient of each component of Ψ δ + also tends to 0 as δ tends to 0. Using
we deduce that
Using finally (3.24), we obtain
Weak convergence in the macroscopic region
Now, we are interested in the behaviour of the solution (v δ , p δ ) of (2.5). Using the assumption estimate (2.15), there exists a subsequence that weakly converges to a limit
The weak convergence applied to the continuity equation (2.5b) gives immediately the second line of (2.11). Multiplying the momentum equation (2.5a) by a test function w ∈ H(div; Ω) ∩ H(curl; Ω) such that w = 0 on ∂Ω and using the Gauss theorem leads to
Using then the weak convergence associated to the boundness of the norms δ 2 curl v δ
and div v δ L 2 (Ω) leads to the first line of (2.11). Next point is to derive the boundary condition. The easiest part is to derive the boundary condition on ∂Ω \ Γ. Indeed, the trace operator
is a lower semi-continuous operator, and since v δ weakly converges to v 0 in H(div; Ω), one has v 0 · n L 2 (∂Ω\Γ) lim inf δ→0 v δ · n L 2 (∂Ω\Γ) = 0.
Determination of the boundary condition on Γ is more involved, and need the matching with the solution in the pattern above apertures. Indeed, for a particular resonator position x Γ ∈ Γ, we consider the domain O δ
We can moreover see that the point y := δ −1 x − x Γ belongs to B δ + . Then, similarly to the writing of the conditions (3.13) and (3.14), we get the matching
√ δ e 3 d(y 1 , y 2 ).
(3.31)
The right-hand sides of (3.31) are treated using (3.28) and (3.30), respectively. The left-hand sides are treated using the L 2 weak convergence of v δ · e 3 and p δ to v 0 · e 3 and p 0 respectively and using an elliptic regularity result. Therefore, it holds
where the function V 0 (x Γ ) is still unknown. It can still be eliminated so that the first line of (2.11) is also proved as well.
Uniqueness of the limit
We recall here the statement of the Lemma 2.4 about the existence and uniqueness of the limit problem (2.11): let f ∈ H(div; Ω), then there exists a unique solution
Proof of Lemma 2.4. Due to the equivalence of problems (2.11) and (2.12) , and since div f ∈ L 2 (Ω), we seek for a solution p 0 ∈ H 1 (Ω) of this problem. Multiplying the first line of (2.12) by a test function q ∈ H 1 (Ω) and integrating by parts, the variational formulation associated to this problem is: find p 0 ∈ H 1 (Ω) such that, for any q ∈ H 1 (Ω),
where p 0 , q H 1 (Ω) (respectively p 0 , q L 2 (Ω) ) is the inner scalar product of p 0 and q in H 1 (Ω) (resp. in L 2 (Ω)), and b Γ (p 0 , q) is the boundary operator given by Since Im(k R ) > 0 and all other quantities of the expression c ωa C cos ωL c − 2 k R sin ωL c are real-valued, that expression never vanishes. The subspace H 1 (Ω) is compactly embedded in L 2 (Ω) by the Rellich-Kondrachov theorem, cf. Chapter 2 of the book of Braess [9] . Similarly, the trace operator γ 0 : u → u |Γ is a continuous operator from H 1 (Ω) to H 1 /2 (Γ), and again the subspace H 1 /2 (Γ) is compactly embedded into L 2 (Γ).
Hence the left-hand side of the variational formulation (3.33) can be written under the form (I + K)p 0 , q H 1 (Ω) , where the operator I is the identity operator and the operator K defined by
is compact. Hence, the sum I + K is a Fredholm operator of index 0 [45] , i. e., the dimension of its kernel coincides with the co-dimension of its range, and by the Fredholm alternative uniqueness implies existence. Assume now that (I + K)p 0 , q H 1 (Ω) = 0 for any test function q ∈ H 1 (Ω). From now on, we consider two different cases, depending on the nature of the operator b Γ :
1. sin ωL c = 0, i. e., ω ∈ πc L N. In that case, the problem admits a unique solution when ω 2 c 2 is not an eigenvalue of the −∆ operator in Ω. We denote then by Λ the subset of πc L N such that ω 2 c 2 is also an eigenvalue of the −∆ operator in Ω.
2. sin ωL c = 0, i. e., ω ∈ πc L N. In that case, taking the particular test function q = p 0 and then the imaginary part of (I + K)p 0 , p 0 H 1 (Ω) , we find that Im b Γ (p 0 , p 0 ) = 0. Hence p 0 vanishes on Γ. Due to the boundary condition on Γ, also ∇p 0 · n vanishes on Γ. Using then the unique continuation theorem on elliptic operators [37] (see also Section 4.3 of the book of Leis [29] ), we deduce that p 0 vanishes in whole Ω and therefore existence and uniqueness of a solution p 0 of (2.12) follow.
Existence and uniqueness of Lemma 2.4 states that the whole sequence (v δ , p δ ) weakly converges to (v 0 , p 0 ) is H(div, Ω) × H 1 (Ω), and not only a subsequence.
Numerical simulations
In this section we describe first how we compute numerically the effective Rayleigh conductivity k R (Section 4.1), study the normalized specified acoustic impedance as a function of frequency (Section 4.2) and the frequency-dependent disspation in a waveguide predicted by the derived model (Section 4.3) in comparison with existing models in the literature. We consider an array of Helmholtz resonators in a cylindrical duct of fixed geometric mean δ = √ δ 1 δ 2 = 8.5 mm of longitudinal and azimuthal inter-hole distances δ 1 and δ 2 (the model depends on δ, not on δ 1 and δ 2 separately). The aperture of the Helmholtz resonator is a cylinder of diameter d δ = 1 mm and height h δ = 1 mm. The relative area of each resonator chamber is a C = 0.9 such that the area of cross section is a C δ 2 = 65.025 mm 2 . We show results for different resonator depths L. For all computations we consider the following physical parameters. The mean density of the air is ρ 0 = 1.2252 kg m −3 , the speed of sound is c = 340.45 m s −1 and the viscosity is ν = 14.66 × 10 −6 m 2 s −1 , see Tables A.3, A.4 and A.7 of Lahiri [27] for mean pressure p = 101.325 kPa and temperature T = 288.15 K.
Numerical computation of the effective Rayleigh conductivity
In this section, we describe how to compute numerically approximations of the solution (v, p) of the characteristic problem (2.7) around one hole and from this an approximations to the effective Rayleigh conductivity. For this we consider the truncated domains Ω(S) of radius S where we have to impose additional boundary conditions at the half spheres Γ ± (S). It can be justified similarly to a previous study of a macroscopic problem with boundary layer effects [15] that acoustic velocity profile functions satisfies the decay condition ∇v n → 0 when |z| → ∞. Hence, we consider the truncated characteristic problem with homogeneous Neumann boundary conditions for v S on
∇v S n = 0, on Γ ± (S), The truncated characteristic problem is well-posed which can be similarly shown as the well-posedness of (2.7) (see proof of Proposition 2.1).
Proposition 4.1. There exists a unique solution (v S , p S ) ∈ H 1 ( Ω(S)) 3 × L 2 ( Ω(S)) of (4.1).
Following the formulation of the effective Rayleigh conductivity k R defined by (2.9), we introduce the approximate effective Rayleigh conductivity k R (S) as
We obtain an even more accurate approximation by computing k R (S) for several values of S and an extrapolation for S → ∞ with a polynomial in 1/S. In the examples in this section we computed for S = 40, 45, 50, 55, 60.
Study of the acoustic impedance and local resonance frequency
Following the works of Webster in the 1910s [55] , the thesis of C. Lahiri [27] and the references within, the normalized specified acoustic impedance ζ is defined by
Note that on our definition there is a complex conjugate and a change of sign as it was stated in our previous work [46] . For the impedance boundary condition given by the third line of (2.11) and by identification, the normalized specified acoustic impedance for array of Helmholtz resonators is given by
the subscript AHM-3v stands for the proposed three-scale asymptotic homogenization method with viscosity. We compare formula (4.3) with the most recent analytic formula taking into account viscosity (in a stagnant flow) in the acoustics literature, that is the formula of Guess [18] ζ GUE = (1 + i)
extended by a correction 1−ε for thickness of the side walls of the resonance chamber [26] .
In view of (4.3) we choose ε = a C . Here, σ := πd 2 δ /(4δ 2 ) designates the porosity of the periodic array of apertures which takes value σ = 0.011 in our study. Moreover, δ COR stands for the so-called end-point corrector for which different formulas exist in literature. We will use in our study the end-point corrector δ COR = 8d δ /(3π) of Morse [32] that takes the value δ COR = 0.849 mm and of Ingard [24] based of a series expansion that takes the value δ COR = 0.709 mm (when respecting the interaction with chamber walls through the parameter a C ). Note that Ingard's approximate formula δ COR = 8d δ /(3π) 1−1.25 σ/π(1+1/ √ a C ) with two terms gives δ COR = 0.720 mm and so almost the same value, and, hence, we use only Ingard's original formula. The end-point correction δ COR = 8d δ /(3π)(1−0.7 √ σ) used by Guess [18] seems to neglect the interaction with the chamber walls at all and we do not take it into account in the study.
As for the formula of Guess the normalized specified acoustic impedance ζ AHM-3V of our approach is a combination of an impedance of the aperture and a reactance of the Helmholtz resonator, where normalized specified acoustic resistance and reactance denote the real and imaginary part of the acoustic impedance ζ, respectively. Hence, the resistance Re(ζ AHM-3V ) is -as for Guess' model -independent of the resonator chamber depth L. For Guess' model it is even independent of the choice of the endpoint correction. It admits a pole when ωL c is a multiple of π, i. e., when L corresponds to a multiple of λ 2 , when denoting by λ := 2πc ω the characteristic one-dimensional wavelength in the Helmholtz resonator. For the resonator depth L = 100 mm in our study the poles of the impedance are multiples of 1702 Hz. Moreover, the resistance Re(ζ CKR-V ) is a positive quantity since Im(k R ) < 0 thanks to Proposition 2.2, which is also the case for Guess' model. In Figure 6 and in Figure 7 we plot the reactance Im(ζ) for a resonator depth L = 100 mm and the resistance Re(ζ) (that is independent of L) for our model in comparison with the formula of Guess with end corrections by Morse and Ingard as functions of the frequency. The reactance curve of our model is close to the one of Guess for both end-point corrections, and closest to the end-point correction of Ingard. However, the resistance curves differ from Guess' formula. The difference in resistance is the higher the lower is the frequency, for 367 Hz it is 19.1% and for 1800 Hz only 1.27%. We observe that the resistance Re(ζ CKR-V ) tends for ω → 0 to a positive constant, that is Re(ζ AHM-3V ) = 0.1947 in our study, where ζ GUE of Guess' model tends to zero. Though, the low-frequency behaviour of Guess' model seems to be unphysical, which is most likely based on the wrong assumption that the quantity ν/ω is uniformly In the view of the works of Panton and Miller [36] the resonance frequencies are the roots of Im(ζ). Guess' model predicts the first resonance frequency with 5 Hz lower using Morse' end-correction and 4 Hz higher using Ingard's end-correction than AHM-3v. The second resonance frequency predicted by Guess' model is 2 Hz lower using Morse' end-correction and 5 Hz higher using Ingard's end-correction than our model.
Dissipation by an array of Helmholtz resonators in a duct
Now, we simulate the transmission of a liner in an acoustic test duct (see [40] for fundamentals of duct acoustics) with circular cross-section with a radius R d = 70 mm (see Fig. 8 ). The geometrical setting is similar to previous studies [27, 46] on the duct DC006, where we replace the side chamber by an array of Helmholtz resonators. We call therefore the setting DC006 . This array of Helmholtz resonators has a total length Z = 69 mm and the other geometrical parameters were described in the beginning of this section. We model the array by the impedance boundary conditions in (2.12) and compare it to the boundary conditions according to Guess We use the formulation for the acoustic pressure, see (2.12) , with a source term corresponding to an incoming field p inc (r, θ, z) = exp(iωz/c) from the left. The scattered field is computed numerically using the mode matching procedure as described in a previous work [52] with N = 5 radial modes. We computed the eigenmodes numerically using the C++ Finite Elements Library CONCEPTS [17, 13] .
We are interested in the energy dissipation of the liner that is defined as
where T is the total transmitted energy and R is the total reflected energy. The energy dissipation is a global measure that depends on the damping properties of the array of Helmholtz resonators as well as on wave profile and macroscopic geometric settings. We plot in Fig. 9 and at 533 Hz for L = 50 mm. The amplitude at the first energy dissipation maximum is the higher the smaller the resonator chamber depth L. Independent of the latter the energy dissipation goes to 0 when decreasing the frequency to 0.
There is a first minimum of energy dissipation at 851 Hz for L = 200 mm and at 1702 Hz for L = 100 mm where the resonator chamber depth coincides with λ/2, where again λ is the wave-length. Here, the energy dissipation is 0 as the impedance boundary conditions becomes acoustic hard-wall conditions, i. e., Dirichlet boundary conditions for the normal component of the velocity, and the incident field is passing the liner entirely transmitted. These frequencies correspond to poles of Im(ζ CKR-V ) and are equal with those predicted by the model of Guess' regardless of the choice of end-correction. The second maxima of energy dissipation follows shortly the first minimum. It is observed at 930 Hz for L = 200 mm and at 1793 Hz for L = 100 mm, and, hence, again shortly below the second resonance frequencies which are at 933 Hz for L = 200 mm and at 1799 Hz for L = 100 mm. Another energy dissipation minimum is observed for L = 200 mm at 1702 Hz followed by a maximum at 1750 Hz, which is again shortly below the third resonance frequency 1749 Hz. We plot in Fig. 10 the energy dissipation curves for resonator chamber length L = 100 mm in frequency windows around the first and second maximum, this for the proposed method AHM-3v together with those using the model of Guess with endcorrectors of Morse and Ingard. The vertical lines correspond to the respective resonance frequencies (see Table 1 ), i. e., to the roots of the reactance Im(ζ) of the respective impedance. The observed energy dissipation maxima are very close for the Figure 10 : Numerically computed average dissipation for the liner configuration DC006 for the model AHM-3v and the models from Rienstra and Guess close to the first (left) and second (right) resonance frequencies (see Table 1 ) that are shown by vertical lines. The diameter of the hole is d δ = 1 mm and the resonator depth is L = 100 mm. different models (see Table 1 ), for Guess' model with Ingard's correction it is only about 2, Hz lower for the first and about 4 Hz higher for the second maximum than the proposed model AHM-3v. The predicted energy dissipation at the first maximum is around 3 % lower for Guess' model with Ingards end corrector and around 5 % lower with Morse' end corrector than for the proposed model AHM-3v. This seems to be the consequence of the difference in resistance of the formulas. Around the second dissipation maxima the dissipation curves of the different models are very close confirming that prediction of the first maximum is most severe.
Conclusion
We presented impedance boundary conditions that can be used to predict the damping properties as well as the resonance frequencies of periodic arrays of elongated Helmholtz resonators for low acoustic amplitudes in a stagnant gas. Considering a period δ that is small in comparison to the wave-length and even smaller diameter of the orifices, scaled as δ 2 , and small viscosity that is scaled like δ 4 we obtain a nontrivial limit for δ → 0, in difference to an homogenization with only two geometric scales, cf. [8, 51] . In this way the dominating effects are considered on each geometric scale, that are viscous effects and incompressible acoustic velocity around each hole, only incompressibility in an intermediate zone above and below the perforated plate, one-dimension wave-propagation inside the resonance chamber and pure acoustics wave-propagation away from the perforated plate. The separation of the scales give a choice of the viscous region, in difference to the approach by Lidoine et al. [30] . It turns out that the impedance boundary conditions depend mainly on effective Rayleigh conductity of the multiperforated plate [46] and the reactance of the resonance chambers. The effective Rayleigh conductivity can be approximately computed by discretizating of a canonical problem in two half spaces separated by an wall of finite thickness except for a single hole, where the infinite domain has to be truncated. The derivation of the impedance boundary conditions is based on the two-scale convergence [35, 1] , which is to our knowledge the first time applied to a periodic transmission problem. The application of the two-scale convergence makes the proof of convergence less technical in comparison to the method of matched asymptotic expansions or the method of multiscale analysis, where viscous boundary layers and the singular behaviour close to all edges of the geometry have to be considered. However, the justification is based on a stability assumption for the δ-dependent problem that shall be proved in a forthcoming article.
In numerical simulations we have compared the derived impedance and computed dissipation with an established model [18] of the acoustics community. The approach allows to integrate further effects as nonlinear convection for higher sound amplitudes or a gracing or bias flow.
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