Abstract-Gray codes for vector spaces are considered in two graphs: the Grassmann graph, and the projective-space graph, both of which have recently found applications in network coding. For the Grassmann graph, constructions of cyclic optimal codes are given for all parameters. As for the projective-space graph, two constructions for specific parameters are provided, as well some nonexistence results. Furthermore, encoding and decoding algorithms are given for the Grassmannian Gray code, which induce an enumerative-coding scheme. The computational complexity of the algorithms is at least as low as known schemes, and for certain parameter ranges, the new scheme outperforms previously known ones.
Examples of such -analogs structures are codes and anticodes in the Grassmann graph [11] , [27] , Steiner systems [1] , reconstruction problems [34] , and the middle-levels problem [7] . But what has begun as a purely theoretical area of research has recently found an important application to network coding, starting with the work of Koetter and Kschischang [19] , and continuing with [8] , [9] , [13] , [14] , [29] [30] [31] , [33] .
In this paper, we study -analogs of Gray codes, which are Hamiltonian circuits in the projective-space graph, and -analogs for constant-weight Gray codes, which are Hamiltonian circuits in the Grassmann graph. For the former, we present nonexistence results (both for cyclic and noncyclic codes), as well as constructions for specific parameters based on the middle-levels problem discussed in [7] . For the latter, we provide constructions for cyclic optimal Gray codes for all parameters, as well as encoding and decoding functions. The construction has many degrees of freedom, resulting in a large number of Gray codes, which we bound from below.
As a side effect of the Gray-code construction and the encoding and decoding algorithms we provide, we obtain an enumerative-coding scheme for the Grassmannian space. A general enumerative-coding algorithm due to Cover [4] was recently used as the basis for an enumerative-coding scheme specifically designed for the Grassmannian space by Silberstein and Etzion [28] , who provided encoding and decoding algorithms with complexity , where denotes the number of operations required for multiplying two numbers with digits each. Another work by Medvedeva [22] suggested only a decoding algorithm with complexity . We provide encoding and decoding algorithm that not only arrange the subspaces in a Gray code, but also operate in time, the same complexity as the algorithms of [28] . We provide another decoding algorithm of complexity , which outperforms the decoding algorithm of [28] when (for example, when for some ), and outperforms the decoding algorithm of [22] when . The paper is organized as follows. In Section II, we provide the basic definitions and notation used throughout the paper. In Section III, we construct Grassmannian Gray codes, as well as provide encoding and decoding functions. We continue in Section IV by studying subspace Gray codes. We conclude in Section V with a summary and open problems.
II. PRELIMINARIES
Throughout the paper, we shall maintain a notation consisting of uppercase letters for vector spaces, sometimes with a superscript indicating the dimension. We shall denote vectors by 0018 -9448 © 2013 IEEE lower-case letters, and scalars by Greek letters. For a vector space over some finite field , we let denote the dimension of . For two subspaces, and , will denote their sum. If that sum happens to be a direct sum, we will stress that fact by denoting it as . For a vector , we shall denote the space spanned by as . Let be some fixed -dimensional vector space over . For an integer , we denote by the set of all -dimensional subspaces of . Definition 1: The Grassmann graph is defined by the vertex set , and two vertices are connected by an edge iff . It is easy to verify that the graph metric for has the distance function (1) This is the -analog of the Johnson metric over constant-weight binary vectors. If are two binary vectors of length , each with weight , i.e., , then the Johnson distance is defined by where is a bit-wise AND.
More generally, (1) is a special case of the injection distance (see [29] ) This is the -analog of the asymmetric Hamming distance defined for as
The -number of is defined as By abuse of notation, we denote
The Gaussian coefficient is defined for , , and as
It is well known that the number of -dimensional subspaces of an -dimensional space over is given by . Furthermore, the Gaussian coefficients satisfy the following recursion:
as well as the symmetry for all integers (for example, see [32] ).
Another graph of interest is the following. 
III. GRASSMANNIAN GRAY CODES
In this section, we will study Grassmannian Gray codes. We will first describe a construction, and later introduce and analyze encoding and decoding algorithms. These algorithms may be used as an enumerative-coding scheme.
A. Construction
The construction we describe is recursive in nature. We will be constructing an -Grassmannian Gray code by combining together an -code with an -code. We start by introducing two useful lemmas. , the last subspace in , we need both a nonempty intersection of as well as a nonempty intersection of i.e., with the first equivalence class induced by the first subspace . Since, by Lemma 6, has a nonempty intersection with at least two equivalence classes induced by , we can always find a suitable set of representatives.
We now construct the auxiliary sequence as follows:
. . .
In a more concise form, is a sequence of length in which the th element is the subspace We now turn to use the code . Let us choose an arbitrary index , and denote , where the indices are taken modulo . We observe that is a -dimensional subspace. Since contains all the -dimensional subspaces of , let be the index such that . Finally, we also choose an arbitrary index . We now construct the code by inserting a shifted version of into the auxiliary as follows:
Theorem 7: The sequence of subspaces from Construction A is a cyclic optimal -Grassmannian Gray code. Proof: We start by showing that the subspaces in the code are all distinct. We first note that the subspaces in are distinct from those in , since all the former intersect in a -dimensional subspace, while all the latter intersect in a -dimensional subspace. To continue, the subspaces of are distinct by virtue of being a Grassmannian Gray code. Finally, we show that the subspaces of are distinct. Assume
Then, Since is a Grassmannian Gray code, we must have . We thus have Since the vectors were chosen from distinct equivalence classes, we again must have . Hence, all the subspaces of are distinct.
Next, we show that any two subspaces which are adjacent in the list, intersect in a -dimensional subspace. This is certainly true for adjacent subspaces in since they form an -Grassmannian Gray code. For , we have and so the intersection is -dimensional. Furthermore, and intersect in a -dimensional subspace, since they come from a -Grassmannian Gray code. Since, by construction, we have Let , , and , be as in (2) . We can also easily verify that at the insertion points of into , we have and thus, all adjacent subspaces in the sequence are also adjacent in the graph . This also proves the code is cyclic. Finally, to show that the code is optimal we need to show that it contains all the -dimensional subspaces of . Since and are optimal, we have Theorem 8: For every and there exists a cyclic optimal -Grassmannian Gray code. Proof: Because of the recursive nature of Construction A, the only thing we need to prove is that the basis for the recursion exists. This is trivially true since -Grassmannian Gray codes and -Grassmannian Gray codes which are cyclic and optimal are the unique sequence of length 1 containing the full vector space, and the trivial space of dimension 0, respectively.
We can get a lower bound on the number of distinct -Grassmannian Gray codes that result from this construction, thus getting a lower bound on the number of such codes in general. The counting requires the following lemma. We are now ready to state the lower bound on the number of distinct -Grassmannian Gray codes resulting from Construction A. We note that codes which are cyclic shifts of one another are still counted as distinct codes.
Theorem 10: The number of distinct -Grassmannian Gray codes resulting from Construction A is lower bounded by Proof: Let us denote the number of -Grassmannian Gray codes by . If either or , then , which agrees with the claimed lower bound. Let us therefore consider the case of . During the construction process, we first choose an -code, which can be done in ways. We then need to choose the vectors to obtain the subspaces . For , we can arrange the subspaces in ways. For subsequent values of , , we can choose the first subspace in one of ways, according to Lemma 9. The rest of the subspaces may be chosen arbitrarily in any one of ways. Finally, for , both the first subspace and last subspace are chosen from a set of subspaces. At the worst case, we can choose them both in one of ways, and the rest of the subspaces in . We then choose an -code, which can be done in ways. We rotate and insert it into the code constructed so far. However, since we already count cyclic shifts of codes as distinct, we shall assume we do not rotate it, to avoid overcounting. We, thus, only have to choose where to insert it, in one of ways. Combining all of the above, we reach the recursion Solving the recursion, with the base cases of and , gives the desired lower bound.
B. Algorithms
We now describe algorithms related to Grassmannian Gray codes. The algorithms we consider are as follows.
1) Encoding-Finding the th element in the code.
2) Decoding-Finding the index in the list of a given element of the code. We will specialize Construction A to allow for simpler algorithms.
We require some more notation. Throughout this section, we denote by the th standard unit vector, i.e., the vector all of whose entries are 0 except for the th one being 1. The length of the vector will be implied by the context. The entries of a length vector will be indexed by . The identity matrix will be denoted by , and the all-zero matrix by . A -dimensional subspace of an -dimensional space can be represented by a matrix whose rows form a basis for . Many choices for such a matrix exist, and we shall be interested in a unique one. We will first describe the reduced row echelon form matrix, which is known to be unique, and then transform it to obtain our representation.
In a reduced row echelon form matrix, the leading coefficient of each row is 1, and it is the only nonzero element in its column. Furthermore, the leading coefficient of each row is strictly to the right of the leading coefficient of the previous row.
Assume is a matrix of rank in reduced row echelon form,
. We denote the set of indices of columns containing leading coefficients as . We apply the following simple recursive transformation to : If then is the degenerate empty matrix with 0 rows. Otherwise, assume
. If the last column of is all zeros, then , where is the matrix obtained from by deleting the last column. If the last column of is not all zeros, let be the index of the first row from the bottom which does not contain a zero in the last column. We multiply the th row by a scalar such that its last entry is 1. We then subtract suitable scalar multiples of the th row from other rows of so that the resulting matrix has a single nonzero entry in the last column (a 1 located in the th row). We then delete the th row and the last column to get the matrix . We recursively take , append a column of 0s to its right, and reinsert the th column which we previously removed. The result is defined as . Example 11: Let be the 3 5 reduced row echelon form matrix where the entries are from . We then have
It is easily seen that is in row echelon form, but not in reduced row echelon form, i.e., the leading coefficient of each row is nonzero (but not necessarily 1), the entries below a leading coefficient are 0 (but not necessarily 0 above it), and the leading coefficient of each row is strictly to the right of the leading coefficient of the previous row. We note that . Thus, for a -dimensional subspace , and the unique reduced row echelon form matrix whose rows form a basis for , we shall call the canonical matrix representation of . To avoid excessive notation, we shall refer to both the subspace and its canonical matrix as . We say is simple if
We now start with specializing Construction A. First, during the construction we require a choice of and . We choose both to be simple subspaces.
Next We also note, that in the last case, where the vector is appended as another row to the generating matrix, the vector is inserted between the correct rows such that the resulting matrix is canonical.
The decoding function, is defined as the reverse of the encoding function, i.e., for all . To describe the decoding function we need some preparation work. Assume the input to the decoding function is a -dimensional subspace , which will also denote a canonical matrix whose row span is . Since is simple, checking whether amounts to checking whether the last column of contains only 0s. If this is not the case, then , and by construction there is a unique row with a nonzero entry in the last coordinate. We denote this row , and its last coordinate must be 1. Furthermore, we remove this row and the last column from and denote the resulting canonical matrix by . Finally, like before, let be elements of .
With this notation, we can now easily find that or , , otherwise,
where We also note that in the case of , when applying to we remove the last column of , which is an all-zero column.
C. Complexity Analysis
The goal of this section is to bound the number of operations required to perform the encoding and decoding procedures described in the previous section.
For our convenience, we assume throughout this section that integers are represented in base . Thus, multiplying and dividing by amount to simple shift operations on the list of digits.
Another simplification is enabled by the following lemma. In light of Lemma 13, we will assume throughout that , and in particular, that .
An important ingredient in the analysis is the complexity of multiplying two numbers, each with digits. We denote this number as . Using the Schönhage-Strassen algorithm, we have (for example, see [18] ). We can alternatively use the more recent algorithm due to Fürer [12] , for which . We also note that division of two numbers with digits each also requires operations [18] . We now turn to the analysis of the decoding algorithm. We observe that all the integers involved require at most digits to represent. As a first step, we compute . It was shown in [28] that the complexity of this is . 1 As was also shown in [28] , from this Gaussian coefficient we may derive and by (4) (5) with additional operations. As we examine the algorithm as given in (3), even though it is presented as a recursive algorithm, it is a tail recursion, and so, may be considered as an iterative process. At the beginning of each iteration, we check the last column of the matrix to see if it is all 0s. This takes time. For the second case of (3), when , we delete the last column, taking time. For the third case of (3), we need to compute and from , taking operations. Multiplication by amounts to a simple shift operation, and addition and subtraction of numbers with digits takes time. We note that finding the numbers for is easily seen to take at most time. Deleting a row and a column takes time. Finally, we note that the sole purpose of the modulo operation is to transform a possible outcome into which may be done in time (since we have already computed ).
The total number of operations for the last case of the decoding procedure is therefore bounded by . Since the total number of rounds is at most , the entire algorithm may be run in time . The same analysis holds for the encoding algorithm.
Theorem 14: The computation complexity of the encoding and decoding algorithms is . The complexity of the algorithms from [28] is the same as those presented in this paper. However, the algorithms here also provide a Gray ordering of the subspaces. We also mention [22] , in which only a decoding algorithm was suggested, without Gray coding, achieving complexity of . We can, however, improve the complexity of the decoding procedure for a certain asymptotic range of by changing the 1 To be more precise, it was shown in [28] that computing takes operations. To facilitate a comparison with the complexity analysis we perform, and by taking due to Lemma 13, we may rewrite the result of [28] as . We will implicitly perform this translation whenever comparing with [28] , and later, with [22] .
way we compute (3). We start by changing the way we compute the Gaussian coefficients. By definition, Our strategy to compute this value is to compute separately the numerator and denominator, and then perform division. To compute the numerator, we partition the parentheses into pairs and compute their product, partition the results into pairs, and so on. For ease of presentation, we can assume is a power of 2 to avoid rounding, and this has no effect on the overall complexity. Initially, each of the numbers in the numerator may be represented by digits in base . Thus, the total number of operations to compute the numerator is where the last inequality is due to the fact that is a nondecreasing function. The same analysis applies to the denominator. Finally, we need to divide the numerator and denominator, each with at most digits, thus requiring additional operations. It follows that computing requires . The analysis of the remaining part of the algorithm is nearly the same. The only difference is that we do not use (4) and (5) at every iteration. Instead, whenever we find ourselves in the third case of (3) we compute the necessary Gaussian coefficients from scratch. We now make the crucial observation that the algorithm takes at most iterations, at most of which take the third case of (3). Thus, the total number of operations for a decoding procedure is . Theorem 15: The decoding algorithm may be run using operations. We note that when (for example, when for some ) the decoding algorithm we presented outperforms the decoding algorithm of [28] , including the decoding algorithm of [28] for the smaller range of . Furthermore, when , the decoding algorithm we presented outperforms the decoding algorithm of [22] .
IV. SUBSPACE GRAY CODES
This section is devoted to study of subspace Gray codes. Unlike optimal Grassmannian Gray codes, which exist for all parameters, the case of subspace Gray codes appears to be more complicated. We begin with a nonexistence result, and then continue to constructing subspace Gray code for a limited set of cases.
A. Nonexistence Results
The next theorem shows that for half of the parameter space, optimal subspace Gray codes do not exist. . By the definition of the code, every time an -dimensional subspace appears in the sequence, it is followed by an -dimensional subspace or an -dimensional subspace, except if it is the last in the sequence and the code is not cyclic. Since the code is optimal, all subspaces appear and so we must have (6) If the code is cyclic, a stronger inequality must hold, since the last subspace is followed by the first subspace, and so (7) However, (8) for all , and thus, (7) never holds, and no cyclic optimal code exists.
Continuing with the noncyclic case, in light of (8), the only way for (6) to hold is that Using (8), we therefore need (9)
When
, and for all , we have and so the RHS of (9) is not an integer. When , for similar reasons, the RHS of (9) is not an integer except when , but then Finally, when ,
becomes
We observe that For , we have Thus, to complete the proof we only need to check the case of , for which we find that
We note that there does indeed exist an optimal noncyclic -subspace Gray code:
B. Constructions
We now turn to the question of whether cyclic optimal -subspace Gray codes exist when is odd. The answer is trivial when . We also answer this in the positive for the cases of by using the -analog solution to the middle-level problem given in [7] . We first describe the -analog of the middle-level problem, and then show how a solution there gives a cyclic optimal subspace Gray code.
Let be an odd positive integer, and let be a vector space over . We consider the following graph : the vertex set of the graph is , and two vertices and are connected by an edge iff or . An -subspace Gray code for the middle levels is a Hamiltonian path in , and it is cyclic if it is a Hamiltonian circuit.
Etzion [7] proved the following theorem. Theorem 17 [7] : For any , a power of a prime, there exists a cyclic optimal -subspace Gray code for the middle levels. Using Theorem 17, we can prove the following theorem. Theorem 18: For any , a power of a prime, there exists a cyclic optimal -subspace Gray code. Proof: Let be the code guaranteed by Theorem 17, where We note that is even. Since this code contains all the subspaces in the middle levels, the only two vertices of not covered are , the entire space, and , the 0-D trivial subspace.
Since is cyclic, let us assume, without loss of generality, that . We now pick an arbitrary odd integer , and construct the sequence We contend that is a cyclic optimal -subspace Gray code. Trivially, contains all the subspaces of exactly once. Furthermore, since originally iff is even, and iff is odd, the resulting sequence is indeed a cyclic subspace Gray code.
For the construction of -subspace Gray codes, we require a more in-depth view of Etzion's construction from [7] . Let be a vector of length over . It is easy to see that this is indeed an equivalence relation, and the equivalence classes were called necklaces in [7] . As also noted in [7] , if then the size of any equivalence class is , and in particular, does not depend of . Etzion proved the following two theorems, which will be the starting point for our next construction.
Theorem 19 [7] The sequence clearly satisfies the requirements of Theorem 21. Let be the cyclic -subspace Gray code constructed in Theorem 21 using . It is easily seen that contains all of the subspaces of except for and , the trivial 0-D subspace. We use a series of subsequence reversals, similar to the above reversal, to make room to insert and . The code is comprised of subsequence blocks of the form , There are such blocks, each of length . We now zoom in on the first two blocks, and . First, in the block , we reverse the order of the third, fourth, and fifth elements, thus obtaining
We do the same in and obtain . We note that except for and , any two adjacent elements in the sequence are also adjacent in . Next, in the combined two blocks , we reverse the sequence of elements starting from and ending with , and then insert and to obtain
It is now easy to verify that describes a path in , and that replacing the first two blocks in with gives which is indeed a cyclic optimal -subspace Gray code. We remark in passing that the choices for which subsequences to reverse in the proof were made specific for ease of presentation. A similar more general construction can be described, in which the reversal process allows for more choices of reversal positions.
V. CONCLUSION
We studied optimal Gray codes for subspaces in two settings: the Grassmann graph, and the projective-space graph. In the first case, we were able to construct cyclic optimal Gray codes for all parameters using a recursive construction. In addition, simple recursive encoding and decoding functions were provided. These algorithm induce an enumerative-coding scheme, which is at least as efficient as known schemes, and for certain parameters, surpasses them.
In the case of the projective-space graph, it was shown that there are no optimal Gray codes (cyclic or not) in the projectivespace graph of even dimension. For odd dimensions, we were able to show a construction for dimensions 3 and 5, which are derived from constructions for the middle-levels problem of the same dimension.
Some related open questions arise. The first is whether there exist cyclic optimal subspace Gray codes for all even dimensions. The second question is whether a reverse connection exists which derives optimal codes for the middle-levels problem from a subspace Gray code. Even in three dimensions the answer to the latter is not clear.
We also note that Gaussian coefficients obey another recursion, namely, While Construction A uses the former, it is unclear whether a different construction may use the latter, perhaps resulting in other more efficient enumerative-coding schemes.
