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Abstract
We consider the problem of positioning text or symbol labels associated with graphical features of two dimensional maps
(geographical or technical) or drawings. In many practical applications each graphical feature may have more than one label. The
need for assigning multiple labels is necessary to display different attributes of an object. Even though many algorithms exist for the
labeling problem, very little work has been directed towards positioning multiple labels per graphical feature in a map or drawing.
We refer to this problem as the Multiple Label Placement (MLP) problem. In this paper we present a model and expand the rules
that govern a good assignment of several labels per graphical feature. In addition we introduce techniques to solve this problem.
We have applied these techniques to drawings of graphs, and we present very encouraging experimental results.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
Traditionally, the labeling problem has been central in the framework of automated cartography. Progress has been
made towards automating the label placement process in map production [1,4,8–10,13,14,17,19,21,22,24,28,30,34].
For a comprehensive bibliography on labeling see [31]. Today, due to the significant growth in the area of information
visualization the labeling problem may be seen through a wider scope. Labels are textual descriptions, and thus another
means to convey information or clarify the meaning of complex structures. The problem of automatic label placement
is important [3], and has applications in many areas including Cartography [4], GIS [16] and Graph Drawing [5].
In map production the need for multiple labels usually arises when a graphical feature covers a large area of a map.
It is mostly related to labeling linear graphical features (e.g., streets, rivers or boundary lines of areas). For example, if
the graphical feature to be labeled is a road in a map, a text label with the name of this road must be placed in regular
intervals. This problem is referred to as the street signing problem (i.e., one street sign close to each intersection). The
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display of more than one attribute of a graphical feature is required.
Many algorithms exist for the labeling problem, however very little work has been directed towards positioning
many labels per graphical feature in a map or drawing [15,17,33]. In existing automated name placement systems for
geographic maps simple techniques have been utilized to address the multiple labels per graphical feature problem
[15,17]. Specifically, each feature to be labeled is partitioned into as many pieces as the number of labels for that
feature. Then, labeling algorithms for single label per graphical feature may be applied to the new set of partitioned
graphical features. In many applications, this straightforward approach presents some difficulties. For example, it
might be necessary or preferable to position labels that are associated with the same graphical feature next to each
other (e.g., two labels assigned to an edge must be close to the source node of the edge). This is often the case when
labels describe more than one attribute of the same feature. Furthermore, the feature to be labeled might be a point or
an area. Then, we must partition the solution space and assign one label to each of the partitions. However, efficiently
partitioning the solution space is as hard as solving the original labeling problem.
Even when we need to place more than one label associated with a linear graphical feature in regular intervals from
each other, this approach seems weak. Since, by splitting the features beforehand we eliminate solution space that
otherwise could be used to position a label.
One can avoid the situations described in the previous paragraph by allowing each of the labels to be placed in any
legible label position of the associated graphical feature. An iterative approach based on existing labeling algorithms
that assign one label per graphical feature can be used to produce a solution. This can be done by applying these
algorithms as many times as the number of labels per graphical feature. This scheme presents a new challenge: most
labeling algorithms are based on local and exhaustive search. Thus, their performance (running time and quality of
solutions) is sensitive to the size of the graphical features to be labeled and to the density of the drawing. Clearly, if
each graphical feature in a drawing is associated with i labels, then the size of the problem is i times larger. Therefore,
the above techniques might be slow even for small instances.
We will refer to the labeling problem where each graphical feature has many labels as the MLP (Multiple Label
Placement) problem. Next, we present a model and reconsider the label quality rules for the MLP problem. We present
a score of techniques for solving variations of the MLP problem. We have implemented two of these techniques and
our experimental results show that they are very successful.
We start in Section 2 by giving a characterization of the MLP problem. In Section 3 we present techniques to
solve the MLP problem. We conclude in Section 4 where we present experimental results for some of the techniques
presented here.
2. The MLP problem
MLP is the problem of assigning text or symbol labels to a set F of graphical features of a drawing, such that we
communicate the information for each graphical feature in F by positioning the labels in the most appropriate place.
Good label placement aids in conveying the information that labels represent and enhances the aesthetics of the
input map or drawing. A critical task in the labeling process is to decide the best position for a label with respect to
its corresponding graphical feature.
What constitutes a good label assignment has its roots in the art of cartography. For many centuries cartographers
have perfected the art of placing labels on maps.
2.1. Search space
It is difficult to quantify all the characteristics of a good label placement, because they reflect human visual per-
ception and intuition. It is trivial to place a label when its associated object is isolated. The real difficulty arises when
the freedom to place a label is restricted by the presence (in close proximity) of other objects of the drawing. Then,
we must consider not only the position of a label with respect to its associated object, but also how it relates to other
labels and objects in the surrounding area.
In a successful label assignment, labels must be positioned such that they are legible and follow basic aesthetic
quality criteria [20,32]: labels must not obscure other labels or graphical features. A label must be easily identified
with exactly one graphical feature. The position of each label must eliminate any ambiguity with respect to which
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all legible positions.
In the production of geographical maps, we rank label positions according to rules developed through years of
experience with manual placement. These rules typically capture the aesthetic quality of label positions. When the
graphical objects to be labeled belong to a technical map or drawing, then, usually, a different set of rules govern
the preferred label positions. These rules depend on the particular application. It is important to emphasize here that
for drawings other than geographical maps, the user must be able to customize the rules of label quality to meet
specific needs and/or expectations. Therefore, any successful labeling algorithm must have the capability of taking
into account the user’s preferences.
Some additional considerations have to be taken into account with respect to the quality of a label assignment, when
graphical features have many labels. Specifically, we must take into account how labels for the same graphical feature
influence each other. For example, many times each of the labels corresponds to some attribute of a graphical feature
and the relative position of a label with respect to other labels of the same graphical feature reveals that attribute. Next
we present some constraints that may be used to ensure that each label is unambiguous, easily read and recognized,
when more than one label is associated with a graphical feature. These constraints can be divided into three general
categories: (i) proximity, (ii) partial order, and (iii) priority. In order to illustrate the three different sets of constraints
we will use as an example the labeling of a single edge (s, t) with two labels ls and lt . Label ls is associated with the
source node and label lt is associated with the target node, as shown in Fig. 1(a).
Proximity. Label ls (resp. lt ) must be in close proximity with the source (resp. target) node to avoid ambiguity.
Therefore, it is necessary to define a maximum distance from the source (resp. target) node that label ls (resp. lt ) may
be positioned. When edge (s, t) is associated with exactly one label, then that label may be located anywhere inside
the solution space. If there are more than one label associated with (s, t), then each label must be positioned inside an
area that is a subset of the solution space.
In Fig. 1 we illustrate the importance of the proximity constraints. For example the label assignment in Fig. 1(a) is
a preferable assignment. The assignment in Fig. 1(b) does not convey clearly the meaning of the labels, because they
are very close to the target node; hence by observing the picture we cannot establish with certainty that the source
label is associated with the source node. In Fig. 1(c) the proximity constraint is that the distance between the source
(resp. target) node and its label must be at most half the length of the edge. This implies that the source (resp. target)
label must be inside the source (resp. target) region. The defined proximity constraints in Fig. 1(c) are too restrictive,
since the defined regions do not intersect. One could define more relaxed proximity constraints, as shown in Fig. 1(d),
where intersecting of different regions is allowed. In practice the latter is preferable since it increases the labeling
Fig. 1. (a) A preferable label assignment. (b) A misleading label assignment. (c) Defining strict proximity constraints. (d) Defining relaxed proximity
constraints.
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solution space and improves the possibility for finding a labeling assignment, especially in cases where the drawing
is crowded.
Partial Order. A label associated with the source (resp. target) node must be closer to the source (resp. target) node
than any other label to avoid ambiguity. Thus, in many cases, it is appropriate to define a partial order between labels
of the same graphical feature according to some invariant (e.g., x or y axis, distance from a fixed point).
In Fig. 2(c) we present an example where the absence of a partial order rule produces a misleading label assignment,
since by simply looking at the picture we associate the target (resp. source) label to the source (resp. target) node. In
Figs. 2(a) and 2(b) the additional condition that a label associated with the source node must be closer to the source
node than the label associated with the target node ensures the correct interpretation of the label assignment. If we
define restrictive proximity constraints, as shown in Fig. 1(c), then a partial order constraint is not necessary. However,
if we relax the proximity constraints, as shown in Fig. 1(d), then we need to define a partial order constraint in order
to avoid misleading labeling assignments.
Priority. In many cases, it is impossible to assign all labels associated with a graphical feature, due to the density of
the drawing. Then, the user might prefer to have the important labels assigned first, and then assign the rest of the
labels if there is available space.
These three sets of constraints present a succinct framework for a good label assignment with respect to the MLP
problem.
2.2. A formal definition
First, we introduce some terminology specific to the MLP problem. Let Γ be a drawing and F a set of graphical
features to be labeled in Γ :
• M :F →N is a function that returns the number of labels associated with the input graphical feature. M(f ) is
equal to the number of labels associated with f in F .
• Λ is the set of all label positions for all graphical features to be labeled.
• Λf is the set of all label positions for f .
K.G. Kakoulis, I.G. Tollis / Computational Geometry 35 (2006) 143–161 147• Λif is the set of all label positions for the ith label of f .
• λ :F ×K→ Λ is a function that assigns to graphical feature f in F a label position from Λ, and λ(f, i) = λif ∈
Λif , where K⊆N .
The MLP problem can be viewed as an optimization problem, since the objective is a label assignment that yields
minimum total cost. Each label position that is part of a label assignment is associated with a cost. COST :F ×K×
Λ →N is a function that gives the cost of assigning label λif to graphical feature f in the final label assignment.
The cost function evaluates the quality of a label assignment. Each assigned label has a penalty associated with
it, which is based on: (i) a set of labeling quality rules [20,32], (ii) priority, proximity and partial order criteria, (iii)
relative position of assigned labels (e.g., intersection of two assigned labels). For each label position the cost associated
with priority, proximity and labeling quality rules can be calculated independently of the final label assignment.
However, the cost associated with partial order and the relative position of assigned labels may be calculated only
after the final assignment is known.
Let b(f, i, k) be the penalty, with respect to priority, proximity and labeling quality rules, for assigning label k as
the ith label to graphical feature f . Also, let p(f1, i1, k1, f2, i2, k2) be the penalty with respect to the relative position
of labels k1 and k2. Then:
COST(f, i, k) = b(f, i, k) +
∑
g∈F, g =f
M(g)∑
j=1
∑
l∈Λjg
p(f, i, k, g, j, l)P (g, j, l),
where
P(g, j, l) =
{
1, if λ(g, j) = l,
0, otherwise.
The last condition guarantees that only labels assigned to a final label assignment affect the cost with respect to the
labeling quality.
The MLP Problem.
Instance: Let F be a set of graphical features of a drawing Γ .
Question: What label assignment minimizes the following function:
∑
f∈F
M(f )∑
i=1
∑
k∈Λif
COST(f, i, k)P (f, i, k),
where
P(f, i, k) =
{
1, if λ(f, i) = k,
0, otherwise
and ∑
k∈Λif
P (f, i, k) = 1, f ∈ F and 1 i M(f ).
3. Algorithms for the MLP problem
As defined above, the MLP problem is NP-hard even if each graphical feature is associated with only one label
[14,23,25,26]. Hence, in the following sections we focus on two sets of heuristics, iterative and flow-based, to solve
the MLP problem.
3.1. Iterative techniques
First we present a simple iterative approach to solve the problem of assigning multiple labels to each graphical
feature of a drawing. For simplicity, let us assume that each graphical feature is associated with the same number of
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graphical feature. Therefore, one could solve the MLP problem by applying these algorithms as many times as the
number of labels per graphical feature. This method consists of a main loop, and we execute the loop as many times
as the number of labels per graphical feature. In particular, at the ith execution of the loop, we assign the ith label to
each graphical feature. An algorithmic scheme of this technique can be realized in the following way:
Algorithm 1.
INPUT: A drawing Γ , a set of graphical features F in Γ to be labeled, and a number N of labels for each graphical
feature f in F .
OUTPUT: A label assignment.
1. For i = 1 to N do:
1.1. Assign the ith label to each graphical feature in F , using for example one of the algorithms in
[4,7,8,10,13,14,17,19,21,22,30,34].
This technique can take into account all three sets of constraints: (a) proximity (by considering only the label
positions that respect the proximity rules), (b) partial order (by eliminating from the set of potential label positions,
after each execution of the loop, the label positions that do not respect the partial order) and (c) priority (by selecting,
if possible, the label position of highest priority among the available label positions). Thus, it leads to very practical
solutions for the MLP problem. One can refine this technique by first finding a set of label positions before entering
the loop, and then executing inside the loop only the step of positioning labels. The refinement works because the
cited labeling algorithms produce a label assignment from an initial finite set of discrete potential label positions. The
refined algorithm is as follows:
Algorithm 2.
INPUT: A drawing Γ , a set of graphical features F in Γ to be labeled, a number N of labels for each graphical feature
f in F .
OUTPUT: A label assignment.
1. Find an initial set of label positions L.
2. For i = 1 to N do:
2.1. Assign the ith label to each graphical feature in F from the set L of potential labels using for example
[4,7,8,10,13,14,17,19,21,22,30,34].
2.2. Remove potential label positions from L that overlap already assigned labels.
Even though this technique is very attractive, especially because it can be realized by using existing labeling
algorithms, it presents some challenges that have to be addressed. Labeling techniques based on local or exhaustive
search first create an initial label assignment where conflicts between labels are allowed. Then conflicts are resolved
by repositioning assigned labels until all conflicts are resolved, or no further improvement can be achieved. When
applying these techniques in the context of Algorithm 2 we can either apply repositioning only for labels assigned in
the current run of the loop or for any assigned label (even in previous runs of the loop).
If we allow repositioning of labels assigned in previous runs of the loop, then such techniques are slow. In addition,
Christensen et al. [4] have noted that simulated annealing does not produce significantly better solutions or faster
convergence, if it is applied after obtaining an initial label assignment produced by some labeling technique rather
than randomly. This leads us to believe that even for small inputs simulated annealing will be inadequate to address
the problem of assigning more than one label per graphical feature using the above iterative methods.
On the other hand, if we do not allow repositioning of labels assigned in previous runs of the main loop of Algo-
rithm 2, then the performance of algorithms based on local or exhaustive search will deteriorate, since these algorithms
converge to a solution through trial and error (conflicts are resolved by repositioning assigned labels until all conflicts
are resolved, or no further improvement can be achieved). This iterative approach is especially suited for the label-
ing algorithms presented in [21,22], because they first find a set of label positions, and then they produce a label
assignment in a single step without any repositioning of labels (see Figs. 3 and 4).
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Fig. 4. A hierarchical drawing with 2 labels per edge, positioned by Algorithm 2.
3.2. A flow-based technique
Next we consider a technique for assigning label positions in a non-iterative fashion. The technique is an extension
of the labeling algorithms presented in [21,22]. It solves the MLP problem by reducing it to an assignment problem.
First, a set of label positions for each graphical feature is constructed. Then we reduce and partition the label positions
into subsets or clusters, such that each remaining label position is a member of exactly one cluster. We construct
each cluster so that a label position of a cluster overlaps all other label positions of the same cluster. In addition, a
label position that belongs to a cluster cannot overlap label positions of another cluster. Finally, graphical features
are matched to these clusters, such that, in the final label assignment, at most one label position from each cluster is
assigned to a graphical feature. Therefore, a final label assignment will be free of overlaps.
In order to define a cluster, we introduce an equivalence relationR. We denote with xRy that x and y are members
of the same equivalence class in R. Next we give the definition of the equivalence relation R.
Definition 1. For any label positions x, y in Λ, if xRy then ∀z, where z is a label position in Λ, z overlaps x if and
only if z overlaps y as well.
Now we can define a cluster.
Definition 2. The label positions that belong to an equivalence class in R are set to form a cluster.
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The equivalence relation R restricts the number of qualified label positions that can be included in a cluster (class
of R). Please notice that by the definition of the equivalence relation, a cluster either contains one label with no
overlaps or several label positions, if and only if, all the label positions overlap each other. In addition, a label position
cannot overlap label positions that do not belong to the same cluster. Therefore, we have the following:
Fact 1. In a label assignment with no overlaps there can be at most one label position from each cluster.
In [21,22] techniques for producing these clusters are presented. In [21] the clusters of label positions are formed
by construction and each cluster has at most size two. In [22] the clusters of label positions are formed by reducing an
initial set of label positions.
After creating the clusters of overlapping label positions, the MLP problem is formulated as follows:
The reduced MLP problem. Assign to each graphical feature the maximum number of labels, such that at most one
label from each cluster is part of the solution.
We solve this problem using flow techniques: first we create a bipartite matching graph Gm(Vf ,Vc,Em) in the
following way:
• Each graphical feature to be labeled is represented by a node in Vf .
• Each group (cluster) of overlapping labels is represented by a node in Vc .
• Edges in Em connect each graphical feature to those clusters that contain label position) for that graphical feature.
Next we transform the matching graph Gm to a flow graph Gflow(s, t,Vf ,Vc,Ef ). Gm is converted to an st-graph
by introducing two nodes s and t . Node s is connected to each node in Vf , and node t is connected to each node in
Vc , as shown in Fig. 6.
Finally we assign capacities to each edge of the flow graph Gflow in the following way:
• Each edge of the original matching graph has capacity one.
• Each edge (c, t) of Gflow incident to the target node has capacity one.
• Each edge (s, v) incident to the source node has capacity equal to the number of labels associated with the
graphical feature of the input graph that is represented by node v in Gm.
Clearly a maximum flow of graph Gflow will produce a maximum cardinality label assignment with respect to
the set of labels encoded in the matching graph. Sophisticated techniques can solve the maximum flow problem in
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O(nm logn) time [2], where n is the number of vertices and m is the number of edges of the flow graph. Thus, we
have the following theorem:
Theorem 1. A maximum flow of the flow graph Gflow produces a maximum cardinality label assignment for the
reduced MLP problem, such that at most one label position from each cluster is part of the label assignment.
The key observation is that we require each label position of a cluster to overlap all other label positions of the same
cluster. We achieve that either by carefully constructing an initial set of label positions [21], or by reducing an initial
set of label positions, such that we construct a maximum number of minimum size clusters of overlapping labels [22].
We summarize this technique in the following algorithm:
Algorithm 3.
INPUT: A drawing Γ , a set of graphical features F in Γ to be labeled, a number M(f ) of labels for each graphical
feature f in F .
OUTPUT: A label assignment free of overlaps.
1. Find a set of label positions for each graphical feature in the drawing.
2. Group overlapping label positions into clusters.
3. Create matching graph Gm.
4. Augment graph Gm to a flow graph Gflow.
5. Assign capacities to each edge of Gflow.
6. Assign cost to edges of Gflow.
7. Find the maximum flow minimum cost of graph Gflow.
8. Assign labels according to the results of Step 7.
The two most time consuming steps of the above algorithm are the detection of overlaps between label positions
and the matching produced by running a maximum flow minimum cost algorithm on the flow graph (see Figs. 5 and 7).
Clearly the time required for those two steps depends highly on the size of the initial set of label positions. Therefore,
the performance of the above algorithm is closely related to the size of the initial set of label positions.
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One point that we must emphasize is that the framework we have just described can take into account the cost of
a label assignment with respect to priority, proximity and aesthetic criteria. Since the final label assignment is free of
overlaps (from each cluster at most one label position will be part of the final solution), we may assume that there
is no cost associated with the relative position of any pair of assigned labels. Each edge in the bipartite graph Gm
connects a graphical feature to a label position of that feature inside some cluster. We include the cost of label position
l of graphical feature f as the weight of edge (f, l) in the matching graph. Then, by assigning to edges incident to
source and target nodes weight equal to zero we can find a maximum cardinality minimum cost label assignment for
the reduced MLP problem by solving the maximum flow minimum cost problem for the flow graph Gflow (see [2] for
efficient techniques for solving the flow problem). Hence we have the following:
Theorem 2. The maximum flow minimum cost solution of graph Gflow produces an optimal label assignment (free of
overlaps) for the reduced MLP problem with respect to the number of label positions encoded in the matching graph.
Notice that the above theorem holds only for the reduced MLP problem. This is so because in order to form the
clusters we consider only a subset of the solution space.
4. Experimental results
We have implemented Algorithms 2 and 3 on top of the Graph Layout Toolkit [29] in C++. We ran experiments
on graphs taken from the set of graphs used in [6]. In our implementation the graphical features to be labeled are
edges and nodes of graph drawings. We ran both algorithms on the same number of graphs with circular, hierarchical,
orthogonal, and force-directed style drawings. All graphs have been drawn using the algorithms implemented in GLT.
We ran the experiments on a SPARC 5 Unix based machine.
In our implementation the construction of an initial set Λ of label positions, the grouping of the overlapping labels
in Λ, and the formation of the matching graph have been produced according to the methods described in [22]. We
use the maximum flow minimum cost algorithm from LEDA [27] to find the label assignment for both algorithms.
In the implementation of Algorithm 2 we construct a flow graph such that each edge incident to the source node
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has capacity 1. At the end of each run of the loop we remove the assigned labels along with the potential labels
that overlap, we update the clusters of overlapping labels and we reconstruct the flow graph. In addition, we do not
reposition any of the assigned labels. Algorithm 3 has been implemented exactly as described in this paper. To detect
overlaps of labels we first partition the drawing into smaller chunks using a quadtree data structure and then use a
plane sweep technique to find overlaps. In the final label assignment produced by our techniques, each assigned label
does not overlap any other label, edge, or node. For the experiments, labels are rectangles, parallel to the horizontal
axis, and each graphical feature (edge or node) is associated with the same number of equal sized labels.
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We ran two sets of experiments: (i) Labels are square, and in successive runs of the algorithms we increase the size
of the square; (ii) Labels are rectangles of fixed height, and in successive runs of the algorithms we increase only the
width of the label. Furthermore, we ran experiments and collected data for one up to five labels per graphical feature.
We were more interested on how the success rate (percentage of labels assigned to graphical features) was decreasing
as we were increasing the size and the number of the labels. All drawings are grid drawings, that is, nodes and bends
have integer coordinates. The label size is with relation to the grid-size. For example, a label with width 20 is a label
with width equal to 20 grid units (for reference, most nodes are 20 by 20 squares).
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In Figs. 8 through 17 we present the results of our experiments for circular, symmetric, and orthogonal drawings
with 30 and 60 nodes. The plain lines represent the results after running Algorithm 2. The marked lines represent the
results after running Algorithm 3. In Figs. 8 through 13 the top plots show the success rate of the algorithms (the size
of the labels is represented in the x-direction, and the percentage of assigned labels is represented in the y-direction).
The bottom plots show the running time of the same set of experiments that are represented in the corresponding top
plots. Once the size of the labels increases beyond a certain threshold, the labeling quality deteriorates gracefully. The
performance of our techniques is much better for rectangular than for square labels, as expected. The algorithms run
slower for smaller size labels because the initial set of label positions is much larger for smaller size labels.
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If each graphical feature is associated with exactly one label, then both algorithms produce the same result. This
is expected, since they run the same code. If each graphical feature is associated with more than one label, then the
results of both labeling algorithms are similar with respect to the success rate of assigning labels, even though the flow
method produces a slightly better quality of label assignments. One might have expected from Algorithm 3 to produce
better results since it solves the problem in one global step. Apparently, this is not the case, since Algorithm 2 makes
more efficient use of the initial set of label positions. Specifically, at each run through the loop the labeling algorithm
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uses the entire set of potential labels, i.e., all but those already assigned and the labels they overlap. Thus, it maximizes
the reuse of labeling space each time it runs through the loop. In Algorithm 3 though, in order to form the matching
graph we must a priori remove some of the potential labels. Finally, if labels for the same graphical feature have equal
size, then Algorithm 3 is preferable since it is faster. If labels have variable size or strict partial order constraints, then
Algorithm 2, which is more flexible, will be the appropriate choice.
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5. Conclusions
In this paper we have examined a variation of the labeling problem where graphical features of maps and draw-
ings are associated with more that one label. Existing techniques were simple and worked only in the framework of
automated cartography. We have presented a model for the MLP problem, along with rules that assure a good label as-
signment. Furthermore, we introduced two algorithms for the MLP problem. Our techniques are efficient as indicated
by our experimental results.
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Fig. 15. Experimental results for orthogonal drawings of 30 nodes and on the average 36 edges with rectangular labels.
A considerable amount of time is spent in detecting overlaps. We have implemented a simple plane sweep to detect
overlaps. It will be an interesting problem to find efficient techniques that detect overlaps of label positions similar to
the techniques in [11,12] that detect intersections of rectangles parallel to the axis or the techniques of [18] that detect
intersections between convex polygons.
160 K.G. Kakoulis, I.G. Tollis / Computational Geometry 35 (2006) 143–161Fig. 16. Experimental results for orthogonal drawings of 60 nodes and on the average 79 edges with square labels.
Fig. 17. Experimental results for orthogonal drawings of 60 nodes and on the average 79 edges with rectangular labels.
Acknowledgements
We would like to thank an anonymous referee whose comments improved our paper and U. Dog˘rusöz for helpful
discussions.
K.G. Kakoulis, I.G. Tollis / Computational Geometry 35 (2006) 143–161 161References
[1] J. Ahn, H. Freeman, A program for automatic name placement, Cartographica 21 (2 & 3) (1984) 101–109.
[2] R.K. Ahuja, T.L. Magnanti, J.B. Orlin, Network Flows: Theory, Algorithms, and Applications, Prentice-Hall, Englewood Cliffs, NJ, 1993.
[3] B. Chazelle, et al., Application challenges to computational geometry: CG impact task force report, in: B. Chazelle, J.E. Goodman, R. Pol-
lack (Eds.), Advances in Discrete and Computational Geometry, in: Contemporary Mathematics, vol. 223, American Mathematical Society,
Providence, RI, 1999, pp. 407–463.
[4] J. Christensen, J. Marks, S. Shieber, An empirical study of algorithms for point feature label placement, ACM Transactions on Graphics 14 (3)
(1995) 203–232.
[5] G. Di Battista, P. Eades, R. Tamassia, I.G. Tollis, Graph Drawing, Prentice-Hall, Upper Saddle River, NJ, 1999.
[6] G. Di Battista, A. Garg, G. Liotta, R. Tamassia, E. Tassinari, F. Vargiu, An experimental comparison of four graph drawing algorithms,
Computational Geometry 7 (5–6) (1997) 303–325.
[7] S. Doddi, M.V. Marathe, A. Mirzaian, B.M. Moret, B. Zhu, Map labeling and its generalizations, in: Proc. 8th ACM-SIAM Sympos. Discrete
Algorithms, 1997, pp. 148–157.
[8] J.S. Doerschler, H. Freeman, A rule based system for dense map name placement, Communications of ACM 35 (1) (1992) 68–79.
[9] R. Duncan, J. Qian, A. Vigneron, B. Zhu, Polynomial time algorithms for three-label point labeling, Theoretical Computer Science 296 (1)
(2003) 75–87.
[10] L.R. Ebinger, A.M. Goulete, Noninteractive automated names placement for the 1990 decennial census, Cartography and Geographic Infor-
mation Systems 17 (1) (1990) 69–78.
[11] H. Edelsbrunner, A new approach to rectangle intersections, Part I, Internat. J. Comput. Math. 13 (1983) 209–219.
[12] H. Edelsbrunner, A new approach to rectangle intersections, Part II, Internat. J. Comput. Math. 13 (1983) 221–229.
[13] S. Edmondson, J. Christensen, J. Marks, S. Shieber, A general cartographic labeling algorithm, Cartographica 33 (4) (1997) 321–342.
[14] M. Formann, F. Wagner, A packing problem with applications to lettering of maps, in: Proc. 7th Annual ACM Sympos. Comput. Geom., 1991,
pp. 281–288.
[15] H. Freeman, An expert system for the automatic placement of names on a geographic map, Information Sciences 45 (1988) 367–378.
[16] H. Freeman, Computer name placement, in: J.D. Maguire, M.F. Goodchild, D.W. Rhind (Eds.), Geographical Information Systems: Principles
and Applications, Longman, London, 1991, pp. 445–456.
[17] H. Freeman, J. Ahn, On the problem of placing names in a geographical map, International Journal of Pattern Recognition and Artificial
Intelligence 1 (1) (1987) 121–140.
[18] P. Gupta, R. Janardan, M. Smid, Efficient algorithms for counting and reporting pairwise intersections between convex polygons, Information
Processing Letters 69 (1999) 7–13.
[19] S.A. Hirsch, An algorithm for automatic name placement around point data, The American Cartographer 9 (1) (1982) 5–17.
[20] E. Imhof, Positioning names on maps, The American Cartographer 2 (2) (1975) 128–144.
[21] K.G. Kakoulis, I.G. Tollis, An algorithm for labeling edges of hierarchical drawings, in: G. Di Battista (Ed.), Graph Drawing (Proc. GD ’97),
in: Lecture Notes in Computer Science, vol. 1353, Springer-Verlag, Berlin, 1998, pp. 169–180.
[22] K.G. Kakoulis, I.G. Tollis, A unified approach to labeling graphical features, in: Proc. 14th Annual ACM Sympos. in Computational Geometry,
1998, pp. 347–356.
[23] K.G. Kakoulis, I.G. Tollis, On the complexity of the edge label placement problem, Computational Geometry 18 (2001) 1–17.
[24] K.G. Kakoulis, I.G. Tollis, A unified approach to automatic label placement, International Journal of Computational Geometry and Applica-
tions 13 (1) (2003) 23–60.
[25] T. Kato, H. Imai, The NP-completeness of the character placement problem of 2 or 3 degrees of freedom, in: Record of Joint Conference of
Electrical and Electronic Engineers in Kyushu, 1988, pp. 11–18 (in Japanese).
[26] J. Marks, S. Shieber, The computational complexity of cartographic label placement, Technical Report 05-91, Harvard University, 1991.
[27] K. Mehlhorn, S. Näher, LEDA: a platform for combinatorial and geometric computing, Communications of the ACM 38 (1995) 96–102.
[28] S.-H. Poon, C.-S. Shin, T. Strijk, A. Wolff, Labeling points with weights, in: Proc. 17th European Workshop on Computational Geometry
(CG’O1), Berlin, 26–28 March 2001, pp. 97–100.
[29] Graph Layout Toolkit and Graph Editor Toolkit User’s Guide and Reference Manual, Tom Sawyer Software, Oakland, CA, USA, 1992–2005,
http://www.tomsawyer.com.
[30] F. Wagner, A. Wolff, Map labeling heuristics: Provably good and practically useful, in: Proc. 11th Annual ACM Sympos. Comput. Geom.,
1995, pp. 109–118.
[31] A. Wolff, T. Strijk, The map-labeling bibliography, http://www.math-inf.uni-greifswald.de/map-labeling/bibliography, 2003.
[32] P. Yoeli, The logic of automated map lettering, The Cartographic Journal 9 (2) (1972) 99–108.
[33] B. Zhu, C.K. Poon, Efficient approximation algorithms for multi-label map labeling, in: A. Aggarwal, C. Pandu Rangan (Eds), Proc. 10th
Annual International Symposium on Algorithms and Computation (ISAAC’99), vol. 1741, Chennai, India, 16–18 December 1999, pp. 143–
152.
[34] S. Zoraster, The solution of large 0–1 integer programming problems encountered in automated cartography, Operation Research 38 (5) (1990)
752–759.
