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Abstract—We analyse the spectral efficiency performance and
limits of orthogonal frequency-division multiple access (OFDMA)
cognitive radios (CRs) with imperfect availability of cross-link
knowledge. In particular, in contrast to the conventional ‘average’
and ‘worst’ cases of channel estimation error in the literature,
we propose a stochastic approach to mitigate the total imposed
interference on primary users. Channel-adaptive resource alloca-
tion algorithms are incorporated to optimize the cognitive system
functionality under transmit and interference power constraints.
An expression for the cumulative density function (cdf) of the re-
ceived signal-to-interference-plus-noise ratio (SINR) is developed
to evaluate the average spectral efficiency. Analytical derivations
and results are confirmed through computer simulations.
I. INTRODUCTION
Dynamic spectrum management (DSM) has attracted a lot
of attention recently as measurements by spectrum regulators
have shown that the radio frequency (RF) band is severely
underutilized.
According to the Office of Communications (Ofcom) recent
measurements [1], the spectrum is severely under-utilized as
a result of rigid and inefficient management policies, and that
90% of locations have around 100 MHz of spectrum available
for other services. Flexible spectrum-sharing for supporting
CR and spectrum co-existence is a priority issue to overcome
the current capacity crunch and thus enabling the deployment
of long term evolution (LTE)-advanced and beyond wireless
systems.
In recent years, a significant effort has been made to-
wards improving the spectral efficiency of cellular networks
in order to meet the growing demand and sophistication of
wireless applications. Several spectral-efficient technologies,
such as cross layed design [2], machine-to-machine (M2M)
communications, small-cell (SC) solution, massive multiple-
input multiple-output (MIMO), and cognitive radio (CR) -
each with respective advantages and challenges - are promising
candidates in this direction [3], [4]. The term CR can be de-
fined as an intelligent radio system that has the ability to sense
the primary service behaviour and surrounding environment
and adjust its spectrum usage and parameters based on the
observed information [5], [6].
Three main paradigms have been proposed for cognitive
radio in regards to the unlicensed users access to the primary
frequency band: (i) underlay spectrum access where secondary
users silently coexist with primary users, provided they satisfy
an interference limit set by a regulatory authority (ii) overlay
spectrum access in which secondary users are only allowed
to access the vacant parts of the primary spectrum, and (iii)
hybrid spectrum access, a combination of the two former
strategies in which the secondary users sense the primary
spectrum and adjust their transmission parameters based on
the detection, whilst avoid imposing harmful interference to
the primary users [7]. In this paper, we consider underlay
spectrum-sharing, where robust interference management is
critical for tackling any harmful cross-service interference.
Orthogonal frequency-division multiplexing (OFDM) has
emerged as a prominent radio access technology for new
generation of wireless communication systems including LTE
and LTE-advanced [8],[9]. Unilike CDMA [10], OFDM-based
multi-user applications, multiple-access can be accommo-
dated through orthogonal frequency-division multiple-access
(OFDMA) technique [11]. In OFDMA systems, different
subcarriers may be assigned to different users in order to
exploit the channel quality random variations of users across
each subcarrier. OFDMA technology is considered as a de
facto standard for CR networks due to its inherent advantages
in terms of flexibility and adaptability in allocating spectrum
resources in shared-spectrum environments [12].
Radio resource allocation (RRA) plays a significant role
in optimizing the overall spectral efficiency of conventional
OFDMA systems [13]. In addition, adaptive RRA is an active
area of research in the context of OFDMA-based CR networks
with the aim of achieving a balance between maximizing the
cognitive network performance and minimizing the inflicted
interference on the licensed users. Suboptimal and optimal
power allocation policies are studied in [14], where the aggre-
gate capacity of the CR system is maximized under a primary
receiver (PRx) interference limit. In [15], a queue-aware RRA
algorithm is proposed to maximize the fairness in OFDMA-
based CR networks subject to a total power constraint at the
base station. A Lagrangian relaxation algorithm is adopted in
[12] to probabilistically allocate resources based on the avail-
ability of the primary frequency band via spectrum sensing.
Most of the RRA algorithms on CR networks in the
literature assume perfect channel state information (CSI) be-
tween the cognitive transmitter (CTx) and PRx, and few have
considered imperfect cross-link CSI. However, due to tech-
nical reasons such as estimation errors and wireless channel
delay, obtaining perfect cross-link CSI is difficult in practical
scenarios. In [16] and [17], the ergodic capacity is derived
over fading channels with imperfect cross-link knowledge,
however, the analysis is carried out for a single cognitive
user (CU). Furthermore, due to noisy cross-link information,
2it is unrealistic to assume that the secondary network strictly
satisfies a deterministic interference constraint. The authors in
[18] propose a RRA algorithm for maximizing instantaneous
rate in downlink OFDMA CR systems subject to satisfying a
collision probability constraint. However, [18] only considers
the individual impact of probabilistic interference constraint
per subcarrier. Motivated by the above, we thoroughly inves-
tigate different scenarios by analysing the impact of deter-
ministic and probabilistic interference constraints depending
on perfect and noisy cross-link knowledge. In particular, we
develop novel RRA algorithms under ‘average case’, ‘worst
case’, and ‘probabilistic case’ scenarios of channel estimation
uncertainty for multi-user OFDMA CR networks.
On the other hand, to the best of authors’ knowledge, en-
hancing the average spectral efficiency of multi-user OFDMA-
based CR systems has not been addressed in the literature. In
this work, by exploiting the advantages of channel adaptation
techniques, we propose novel joint power, subcarrier, and
rate allocation algorithms for enhancing the average spectral
efficiency of downlink multi-user adaptive M-ary quadrature
amplitude modulation (MQAM)/OFDMA [19], [20] CR sys-
tems. Given the received power restrictions on the CTx in
order to satisfy the primary network interference limit and
the cognitive network power constraint, the CTx transmit
power is a function of the cognitive-cognitive direct-link
and cognitive-primary cross-link fading states. We develop
a cumulative distribution function (cdf) of the CR’s received
signal-to-interference-plus-noise ratio (SINR) to evaluate the
average spectral efficiency of the adaptive MQAM/OFDMA
CR system.
The main novelties and contributions of this paper are
summarized as follows:
1) The comprehensive problem of power, rate, and sub-
carrier allocation for enhancing the average spectral ef-
ficiency of downlink multi-user OFDMA CR systems
subject to satisfying total average transmission power and
peak aggregate interference constraint has been studied.
2) A closed-form expression for the cdf of the OFDMA
CR’s received SINR is derived under limitations im-
posed on the CTx through the power and interference
constraints. Consequently, an upper-bound expression for
average spectral efficiency of the adaptive multi-user
MQAM/OFDMA CR system is formulated.
3) The critical issue of violating interference limits associ-
ated with imperfect cross-link CSI availability is exam-
ined by carrying out the analysis for the ‘average case’,
‘worst case’, and ‘probabilistic case’ scenarios of channel
estimation error.
4) The impact of deterministic and probabilistic interference
constraints on the system performance is considered with
perfect and imperfect cross-link CSI. In particular, we
propose a new low-complexity deterministic formulation
for the probabilistic cross-link interference.
The organization of this paper is as follows: Section II
presents the network model and operation assumptions. In Sec-
tion III, the resource allocation problem for enhancing average
spectral efficiency of the adaptive multi-user MQAM/OFDMA
under perfect cross-link CSI subject to power and deterministic
interference constraints is developed. In Section IV, under
noisy cross-link knowledge, the impact of ‘average case’ and
‘worst case’ of channel estimation error based on a posterior
distribution of the perfect channel conditioned on its estimate
is examined. Section V investigates the performance under a
collision probability constraint with imperfect cross-link CSI
and proposes a deterministic formulation of the probabilistic
aggregate cross-link interference. In all of the RRAs derived
in the paper, optimal power, rate, and subcarrier assignments
are obtained. Illustrative numerical results for various scenar-
ios under consideration are provided in Section VI. Finally,
concluding remarks are presented in Section VII.
II. SYSTEM MODEL AND PRELIMINARIES
In this section, the multi-user OFDMA CR network model,
wireless channel, and operation assumptions are introduced.
Further, interference management schemes and spectral effi-
ciency of the adaptive MQAM/OFDMA system under consid-
eration are studied.
A. Network Architecture and Wireless Channel
We consider an underlay shared-spectrum environment, as
shown in Fig. 1, where a cognitive network with a single CTx
and n = 1, ..., N cognitive receiver (CRx)s coexist with a
primary network with a primary transmitter (PTx) and m =
1, ...,M PRxs. The cognitive network can access a spectrum
licensed to the primary network with a total bandwidth of B
which is divided into K non-overlapping sub-channels subject
to not violating the imposed interference constraint set by a
regulatory authority. The sub-channel bandwidth is assumed
to be much smaller than the coherence bandwidth of the
wireless channel, thus, each subcarrier experiences frequency-
flat fading. Let Hssn,k(t), H
ps
n,k(t), and H
sp
m,k(t), at time t,
denote the channel gains over subchannel k from the CTx
to nth CRx, PTx to nth CRx, and CTx to mth PRx. The
channel power gains |Hssn,k(t)|2, |Hpsn,k(t)|2, and |Hspm,k(t)|2
are assumed to be ergodic and stationary with continuous prob-
ability density functions (pdf)s f|Hss
n,k
(t)|2(.), f|Hps
n,k
(t)|2(.),
and f|Hsp
m,k
(t)|2(.), respectively. In addition, the instantaneous
values and distribution information of secondary-secondary
channel power gains is assumed to be available at the CTx
[17]. In this work, we consider different cases with perfect
and noisy cross-link knowledge between CTx and PRxs.
Each sub-channel is assigned exclusively to at most one
CRx at any given time, hence, there is no mutual interference
between different cognitive users [21]. It should also be noted
that by utilizing an appropriate cyclic prefix, the inter-symbol-
interference (ICI) can be ignored [22]. The received SINR of
cognitive user n over sub-channel k at time interval t is
γn,k(t) =
Pn,k|Hssn,k(t)|2
σ2n + σ
2
ps
(1)
where Pn,k is a fixed transmit power allocated to cognitive
user n over sub-channel k, σ2n is the noise power, and σ
2
ps is
the received power from the primary network. Without loss
of generality, σ2n and σ
2
ps are assumed to be the same across
3all users and sub-channels [23, 24]. We define Υn,k(t) as a
vector containing γn,k(t) of all time intervals. For the sake of
brevity, we henceforth omit the time reference t.
Due to the impact of several factors, such as channel
estimation error, feedback delay, and mobility, perfect cross-
link information is not available. With noisy cross-link CTx to
PRxs knowledge, we model the inherent uncertainty in channel
estimation in the following form
Hspm,k = Hˆ
sp
m,k +∆H
sp
m,k (2)
where over subcarrier k, Hspm,k is the actual cross-link gain,
Hˆspm,k is the channel estimation considered to be known,
and ∆Hspm,k denotes the estimation error. H
sp
m,k, Hˆ
sp
m,k, and
∆Hspm,k are assumed to be zero-mean complex Gaussian
random variables with respective variances δ2Hsp
m,k
, δ2
Hˆsp
m,k
, and
δ2∆Hsp
m,k
[16, 25]. For robust receiver design, we consider
the estimation Hˆspm,k and error ∆H
sp
m,k to be statistically
correlated random variables with a correlation factor ρ =√
δ2
∆Hsp
m,k
/(δ2
∆Hsp
m,k
+ δ2
Hsp
m,k
), where 0 ≤ ρ ≤ 1.
B. Interference Management
In a shared-spectrum environment, and particularly for
delay-sensitive services, the licensed users’ quality of service
(QoS) is highly dependent to the instantaneous received SINRs
of cognitive users. In order to protect the licensed spectrum
from harmful interference we pose a deterministic peak total
interference constraint between CTx and primary users
N∑
n=1
K∑
k=1
ϕn,k(Υ)Pn,k(Υ)|Hspm,k|2 ≤ Imth, ∀m ∈ {1, ...,M}
(3)
where Υ is a matrix containing all of Υn,k, ∀n ∈ {1, ..., N}
and ∀k ∈ {1, ...,K}, further, ϕn,k(Υ) is the time-sharing
factor (subcarrier allocation policy), Pn,k(Υ) is the allocated
transmit power, and Imth denotes the maximum tolerable inter-
ference threshold.
However, as a consequence of uncertainties about the
shared-spectrum environment and primary service operation,
it is unrealistic to assume that the CTx always satisfies the
deterministic peak total interference constraint. In practical
scenarios, probability of violating the interference constraint
is confined to a certain value that satisfies the minimum
QoS requirements of primary users. Probabilistic interfer-
ence constraint is particularly critical for robust interference
management given noisy cross-link knowledge. To improve
overall system performance and to mitigate the impact of
channel estimation errors, the following allowable probabilistic
interference limit violation is considered
P
(
N∑
n=1
K∑
k=1
ϕn,k(Υ)Pn,k(Υ)|Hspm,k|2 > Imth
)
≤ ǫm
, ∀m ∈ {1, ...,M} (4)
where P(.) denotes probability, and ǫm is the collision
probability constraint of mth PRx.
Fig. 1: Schematic diagram of the shared-spectrum OFDMA system.
For simplicity purposes, channels of a single cognitive user are drawn.
On the other hand, mitigating the interference between
neighbouring cells is a vital issue due to the increasing
frequency reuse aggressiveness in modern wireless commu-
nication systems [26]. As a remedy to inter-cell interference,
and to maintain effective and efficient power consumption,
we impose a total average transmit power constraint on the
cognitive network as follows
N∑
n=1
K∑
k=1
EΥ
{
ϕn,k(Υ)Pn,k(Υ)
}
≤ Pt. (5)
where Ex(.) denotes the expectation with respect to x, and Pt
denotes the total average transmit power limit.
C. Spectral Efficiency
The focus of this work is mainly on optimal power, rate,
and subcarrier allocation for enhancing the average spectral
efficiency of the adaptive MQAM/OFDMA CR network. In
a multi-user scenario, various subcarriers may be allocated to
different users. In other words, users may experience different
channel fading conditions over each sub-channel. Therefore,
any efficient resource allocation scheme in OFDMA must be
based on the sub-channel quality of each user. Furthermore,
in a shared-spectrum environment, satisfying the interference
constraints is an important factor in allocating resources.
Employing square MQAM with Gray-coded bit mapping,
the approximate instantaneous bit-error-rate (BER) expression
for user n over subcarrier k is given by
ξbn,k(Υ) =
4
log2(Mn,k(Υ))
(
1− 1√
Mn,k(Υ)
)
×Q
(√
3Υn,k
Mn,k(Υ)− 1
)
(6)
where Mn,k(Υ) denotes the constellation size vector of
MQAM which each element is a function of the instantaneous
received SINR of the cognitive user n over subcarrier k, and
Q(.) represents the Gaussian Q-function.
4The aggregate average spectral efficiency of the adaptive
multi-user MQAM/OFDMA system per subcarrier per user
over the fading channel is defined as
ASE =
N∑
n=1
K∑
k=1
EΥ
{
log2 (Mn,k(Υ)ϕn,k(Υ))
}
. (7)
In order to evaluate the ASE, the distribution of the received
SINR, a function of secondary-secondary and secondary-
primary channels, must be developed.
III. DETERMINISTIC INTERFERENCE CONSTRAINT WITH
PERFECT CROSS-LINK CSI
The objective of this paper is to maximize the aggregate
average spectral efficiency of cognitive users while satisfy-
ing total transmission power and peak maximum tolerable
interference constraints. In this section, we solve the resource
allocation problem with the perfect cross-link knowledge and
deterministic interference constraint.
A. Problem Formulation
Mathematically, the optimization problem can be stated as
follows.
Problem O1:
max
ϕn,k(Υ),Pn,k(Υ)
N∑
n=1
K∑
k=1
EΥ
{
log2(Mn,k(Υ))ϕn,k(Υ)
}
(8a)
s. t.:
N∑
n=1
K∑
k=1
EΥ
{
ϕn,k(Υ)Pn,k(Υ)
}
≤ Pt (8b)
N∑
n=1
K∑
k=1
ϕn,k(Υ)Pn,k(Υ)|Hspm,k|2≤Imth, ∀m∈{1, ...,M}
(8c)
N∑
n=1
ϕn,k(Υ) = 1, ∀k∈{1, ...,K} (8d)
ϕn,k(Υ) ∈ {0, 1}, ∀n ∈ {1, ..., N}, ∀k ∈ {1, ...,K} (8e)
ξbn,k(Υ) ≤ ξ, ∀n ∈ {1, ..., N}, ∀k ∈ {1, ...,K} (8f)
where ξ denotes the common BER-target.
In the adaptive multi-user MQAM/OFDMA CR system
under consideration, different transmit power and constellation
sizes are allocated to different users and subcarriers. Using
the upper-bound expression for the Gaussian Q-function, i.e.,
Q(x) ≤ (1/2) exp(−x2/2), the instantaneous BER for user
n over subcarrier k, subject to an instantaneous constraint
ξbn,k(Υ) = ξ can be expressed as
ξbn,k(Υ) ≤ 0.3 exp
(
−1.5Υn,k
Mn,k(Υ)− 1
Pn,k(Υ)
min
(
Pt
K ,
Im
th
Nspm
)). (9)
where Nspm =
∑K
k=1 |Hspm,k|2. With further manipulation, for a
BER-target ξ, the maximum constellation size for user n over
subcarrier k is obtained as
M∗n,k(Υ) = 1 +
ζΥn,kPn,k(Υ)
min
(
Pt
K ,
Im
th
Nspm
) (10)
where
ζ =
−1.5
ln(ξ/0.3)
. (11)
According the constraints (8b) and (8c) in the optimization
problem O1, the cumulative density function (cdf) of γn,k can
be written
Fγn,k(Γ) = P
(
Pt|Hssn,k|2
K(σ2n + σ
2
ps)
≤ Γ, I
m
th|Hssn,k|2
Nspm (σ2n + σ
2
ps)
≤ Γ
)
.
(12)
The probability expression in (12) can be further simplified
by considering the cases
Pt|H
ss
n,k|
2
K(σ2n+σ
2
ps)
S I
m
th|H
ss
n,k|
2
Nspm (σ2n+σ
2
ps)
and
conditioning on Nspm
1−P
(
Pt|Hssn,k|2
K(σ2n + σ
2
ps)
> Γ,
Imth|Hssn,k|2
Nspm (σ2n + σ
2
ps)
> Γ
)
=
1−


P
(
|Hssn,k|2 >
KΓ(σ2n + σ
2
ps)
Pt
)
Nspm ≤
ImthK
Pt
P
(
|Hssn,k|2 >
Nspm Γ(σ
2
n + σ
2
ps)
Imth
)
Nspm >
ImthK
Pt
.
(13)
Lemma 1: For large values of K , given complex Gaussian
random variables Hspm,k with means µHspm,k and equal
variance δ2Hsp
m,k
for all k ∈ {1, ...,K}, the non-central
Chi-square random variable Nspm =
∑K
k=1 |Hspm,k|2 can
be approximated as a Gaussian random variable with
respective mean and variance µNspm = δ
2
Hsp
m,k
[
2K+µ
′
]
and
δ2Nspm =δ
4
Hsp
m,k
[
4K+4µ
′
]
, where µ
′
=
∑K
k=1(
µ
H
sp
m,k
δ
H
sp
m,k
)2.
Proof 1: We can write Hspm,k = δHspm,kG
sp
m,k, where G
sp
m,k ∼
CN(
µ
H
sp
m,k
δ
H
sp
m,k
, 1). Assuming equal variance for random variables
Hspm,k,
∑K
k=1 |Gspm,k|2 is a non-central Chi-Square random
variable with degree of freedom 2K and non-centrality pa-
rameter µ
′
=
∑K
k=1(
µ
H
sp
m,k
δ
H
sp
m,k
)2. For large values of K , central
limit theorem (CLT) can be invoked to show that the non-
central Chi-Square random variable
∑K
k=1 |Gspm,k|2, can be
approximated as a Gaussian random variable as follows
K∑
k=1
|Gspm,k|2 ∼ N
(
2K+µ
′
, 4K+4µ
′
)
. (14)
Hence, Nspm =
∑K
k=1 |Hspm,k|2 can be approximated by
Nspm =
K∑
k=1
|Hspm,k|2 ∼ N
(
µNspm , δ
2
Nspm
)
(15)
where µNspm = δ
2
Hsp
m,k
[
2K+µ
′
]
and δ2Nspm = δ
4
Hsp
m,k
[
4K+4µ
′
]
.
Denoting the pdf of Nspm with fNspm (.), and the cdfs of |Hssn,k|2
and Nspm with F|Hssn,k|2(.) and FN
sp
m
(.), respectively, we write
the cdf of γn,k as
Fγn,k(Γ) = 1−A−B, (16)
5A =
∫ ImthK
Pt
0
P
(
|Hssn,k|2>
KΓ(σ2n + σ
2
ps)
Pt
)
fNspm (N
sp
m )dN
sp
m
=P
(
|Hssn,k|2>
KΓ(σ2n + σ
2
ps)
Pt
)∫ ImthK
Pt
0
fNspm (N
sp
m ) dN
sp
m
= P
(
|Hssn,k|2>
KΓ(σ2n + σ
2
ps)
Pt
)
P
(
Nspm ≤
ImthK
Pt
)
=
(
1− F|Hss|2
(
KΓ(σ2n + σ
2
ps)
Pt
))
FNspm
(
ImthK
Pt
)
(17)
and
B=
∫ ∞
Im
th
K
Pt
P
(
|Hssn,k|2>
Nspm Γ(σ
2
n+σ
2
ps)
Imth
)
fNspm (N
sp
m ) dN
sp
m .
(18)
Recall that the cdf of a Normally-distributed random vari-
able X with mean µ and standard deviation σ is given by
FX(x) =
1
2
[
1 + erf
(
x−µ
2σ2
)]
, and the cdf of an Exponentially-
distributed random variable Y is computed by FY (y) =
1−e−y/µ, where µ is the mean. Suppose that |Hssn,k|2 follows
an exponential distribution with mean µ|Hss
n,k
|2 , hence, the
integrals in (17) and (18) can be simplified to (19) and
(20), respectively. Finally, a closed-form expression for cdf
of γn,k is developed in (21). Trivially, through respective
differentiation of (21), the pdf of γn,k is obtained in (22).
B. Obtaining Solutions
It can be observed that the optimization problem, O1, is con-
vex with respect to the transmit power Pn,k(Υ), however, it is
non-convex with respect to ϕn,k(Υ) as the time-sharing factor
only takes binary values. To obtain a sub-optimal solution for
problem O1, we employ the Lagrangian dual decomposition
algorithm. By applying dual decomposition, the non-convex
optimization problem, O1, is decomposed into independent
sub-problems each corresponding to a given cognitive user.
The Lagrangian function of problem O1 is expressed as
1
L(ϕn,k(Υ), Pn,k(Υ), λ(Υ), µ, η(Υ)) =
K∑
k=1
N∑
n=1
EΥ
{
log2

1 + ζΥn,kPn,k(Υ)
min
(
Pt
K ,
Im
th
Nspm
)

ϕn,k(Υ)
}
−
K∑
k=1
λk(Υ)
(
N∑
n=1
ϕn,k(Υ)− 1
)
− µ
(
EΥ
{
ϕn,k(Υ)Pn,k(Υ)
}
− Pt
)
− η(Υ)
(
K∑
k=1
N∑
n=1
ϕn,k(Υ)Pn,k(Υ)|Hspm,k|2 − Imth
)
(23)
where µ, η(Υ), and λk(Υ) are the non-negative Lagrangian
multipliers. Define
l(ϕn,k(Υ), Pn,k(Υ), λ(Υ), µ, η(Υ)) =
1For simplicity, the analysis is carried out for a single primary receiver.
K∑
k=1
N∑
n=1
log2

1 + ζΥn,kPn,k(Υ)
min
(
Pt
K ,
Im
th
Nspm
)

ϕn,k(Υ)
−
K∑
k=1
λk(Υ)
(
N∑
n=1
ϕn,k(Υ)− 1
)
− µ
(
ϕn,k(Υ)Pn,k(Υ)− Pt
)
− η(Υ)
(
K∑
k=1
N∑
n=1
ϕn,k(Υ)Pn,k(Υ)|Hspm,k|2 − Imth
)
. (24)
Note that the variation of the Lagrangian function,
L(ϕn,k(Υ), Pn,k(Υ), λ(Υ), µ, η(Υ)), in (23) with respect
to the optimization parameters, ϕn,k(Υ) and Pn,k(Υ),
is equal to zero if and only if the derivative of
l(ϕn,k(Υ), Pn,k(Υ), λ(Υ), µ, η(Υ)) with respect to ϕn,k(Υ)
and Pn,k(Υ) is equal to zero [27].
Based on the Karush-Kuhn-Tucker (KKT) necessary con-
ditions theorem, the optimum solutions
(
P ∗n,k(Υ), ϕ
∗
n,k(Υ)
)
must satisfy the following conditions:
∂l(ϕn,k(Υ), Pn,k(Υ), λ(Υ), µ, η(Υ))
∂Pn,k(Υ)
{
= 0, Pn,k(Υ) > 0
< 0, Pn,k(Υ) = 0
(25)
∂l(ϕn,k(Υ), Pn,k(Υ), λ(Υ), µ, η(Υ))
∂ϕn,k(Υ)


< 0, ϕn,k(Υ) = 0
= 0, ϕn,k(Υ)∈(0, 1)
> 0, ϕn,k(Υ) = 1
(26)
λk(Υ)
(
N∑
n=1
ϕn,k(Υ)− 1
)
= 0 (27)
µ
(
EΥ
{
ϕn,k(Υ)Pn,k(Υ)
}
− Pt
)
= 0 (28)
η(Υ)
(
K∑
k=1
N∑
n=1
ϕn,k(Υ)Pn,k(Υ)|Hspm,k|2 − Imth
)
= 0 (29)
The Lagrangian dual optimization problem associated with
(23) is given by
min
λ(Υ),µ,η(Υ)
(F (λ(Υ), µ, η(Υ)) , s.t.:λ(Υ), µ, η(Υ) ≥ 0 (30)
where F (λ(Υ), µ, η(Υ)) denotes the Lagrangian dual function
formulated below
F (λ(Υ), µ, η(Υ)) =
N∑
n=1
fn(ϕn,k(Υ), Pn,k(Υ)) +
K∑
k=1
λk(Υ)
+ µPt + η(Υ)I
m
th (31)
where
fn(ϕn,k(Υ), Pn,k(Υ)) =
max
ϕn,k(Υ),Pn,k(Υ)
(
K∑
k=1
log2
(
1 +
ζΥn,kPn,k(Υ)
min
(
Pt
K ,
Im
th
Nspm
)
)
ϕn,k(Υ)
−
K∑
k=1
λk(Υ)ϕn,k(Υ)− µ
K∑
k=1
ϕn,k(Υ)Pn,k(Υ)
6A=
1
2
exp
(
−KΓ(σ2n + σ2ps)
Ptµ|Hss
n,k
|2
)[
1 + erf
( ImthK
Pt
− µNspm√
2δ2
Nspm
)]
(19)
B=
∫ ∞
Im
th
K
Pt
exp
(
−Nspm Γ(σ
2
n+σ
2
ps)
µ|Hss
n,k
|2I
m
th
)
exp
(
−(Nspm −µNspm
)2
2δ2
N
sp
m
)
√
2πδ2
Nspm
dNspm ≈
1
2
exp
(
Γ(σ2n + σ
2
ps)(−2µNspm µ|Hssn,k|2Imth + δ2Nspm Γ(σ2n + σ2ps))
2µ2Hss
n,k
Imth
2
)
[
1− erf
(µ|Hss
n,k
|2I
m
th
(
−µNspm + I
m
thK
Pt
)
+ δ2Nspm Γ(σ
2
n + σ
2
ps)√
2µ|Hss
n,k
|2I
m
thδNspm
)]
. (20)
Fγn,k(Γ) ≈
1− 1
2
exp
(
−KΓ(σ2n + σ2ps)
Ptµ|Hss
n,k
|2
)[
1 + erf
( ImthK
Pt
− µNspm√
2δ2
Nspm
)]
− 1
2
exp
(
Γ(σ2n + σ
2
ps)(−2µNspm µ|Hssn,k|2Imth + δ2Nspm Γ(σ2n + σ2ps))
2µ2Hss
n,k
Imth
2
)
[
1− erf
(µ|Hss
n,k
|2I
m
th
(
−µNspm + I
m
thK
Pt
)
+ δ2Nspm Γ(σ
2
n + σ
2
ps)√
2µ|Hss
n,k
|2I
m
thδNspm
)]
. (21)
fγn,k(Γ) ≈
K(σ2n + σ
2
ps) exp
(
−KΓ(σ
2
n+σ
2
ps)
Ptµ|Hss
n,k
|2
)(
erf
(
Im
th
K
Pt
−µ
N
sp
m√
2δ2
N
sp
m
)
+ 1
)
2Ptµ|Hss
n,k
|2
+
(σ2n + σ
2
ps)δNspm exp
(
−
Imth
2K2µ|Hss
n,k
|2−2I
m
thKµNspm
µ|Hss
n,k
|2Pt+2K(σ
2
n+σ
2
ps)PtδNspm
Γ+µ2
N
sp
m
µ|Hss
n,k
|2P
2
t
2µ|Hss
n,k
|2P
2
t δNspm
)
√
2πImthµ|Hssn,k|2
−
0.5(σ2n + σ
2
ps)(I
m
thµNspm µ|Hssn,k|2 − (σ2n + σ2ps)δNspm Γ) exp
(
(σ2n + σ
2
ps)Γ((σ
2
n + σ
2
ps)δNspm Γ− 2ImthµNspm µ|Hssn,k|2)
2Imth
2µ|Hss
n,k
|2
2
)
×

erf


(
Imthµ|Hssn,k|2
(
ImthK
Pt
− µNspm
)
+ (σ2n + σ
2
ps)δNspm Γ
)
√
2δ2
Nspm
Imthµ|Hssn,k|2

− 1


Imth
2µ2|Hss
n,k
|2
(22)
− η(Υ)
K∑
k=1
ϕn,k(Υ)Pn,k(Υ)|Hspm,k|2
)
. (32)
To find the optimum solution of problem (32), we differentiate
fn(ϕn,k(Υ), Pn,k(Υ)) with respect to ϕn,k(Υ)Pn,k(Υ)
∂fn(ϕn,k(Υ), Pn,k(Υ))
∂(ϕn,k(Υ)Pn,k(Υ))
=
ζΥn,k
min
(
Pt
K
,
Im
th
N
sp
m
)
ln(2)

1 + ζΥn,kPn,k(Υ)
min
(
Pt
K
,
Im
th
N
sp
m
)


− µ− η(Υ)|Hspm,k|2. (33)
Applying the KKT conditions yields the optimal potential
power allocation policy for Lagrangian multipliers µ and η(Υ)
P ∗n,k(Υ) =
[
1
ln(2)(µ+ η(Υ)|Hspm,k|2)
−
min
(
Pt
K ,
Imth
Nspm
)
ζΥn,k
]+
(34)
where [x]+ , max{x, 0}. The solution in (34) can be
considered as a multi-level water-filling algorithm where each
subcarrier has a distinct water-level for a given user. Note that
the water levels determine the potential optimum amount of
power that may be allocated to nth CRx over subcarrier k.
The result in (34) can be used to find the optimal subcarrier
allocation strategy. By differentiating fn(ϕn,k(Υ), Pn,k(Υ))
with respect to ϕn,k(Υ) we have
∂fn(ϕn,k(Υ), Pn,k(Υ))
∂ϕn,k(Υ)
=
ζΥn,kP
∗
n,k(Υ)
min
(
Pt
K
,
Im
th
N
sp
m
)
ln(2)

1 + ζΥn,kP∗n,k(Υ)
min
(
Pt
K
,
Im
th
N
sp
m
)


+
ln

1 + ζΥn,kP∗n,k(Υ)
min
(
Pt
K
,
Im
th
N
sp
m
)


ln(2)
− λk(Υ). (35)
7By substituting the optimal power policy (34) in (35) and by
applying the KKT conditions, the optimal subcarrier allocation
problem is formulated as:
n∗ = argmax(Λ(Υn,k)) , ∀n ∈ {1, ..., N} , ∀k ∈ {1, ...,K}
(36)
where n∗ is the optimal CRx index, and
Λ(Υn,k) =
ζΥn,kP∗n,k(Υ)
min
(
Pt
K
,
Im
th
N
sp
m
)
ln(2)

1 + ζΥn,kP∗n,k(Υ)
min
(
Pt
K
,
Im
th
N
sp
m
)


+
ln

1 + ζΥn,kP∗n,k(Υ)
min
(
Pt
K
,
Im
th
N
sp
m
)


ln(2)
.
(37)
The optimal subcarrier allocation policy is therefore achieved
by assigning the kth subcarrier to the user with the high-
est value of Λ(Υn,k) for all corresponding γn,k. To en-
sure optimality, λk(Υ) should be between first and second
maximas of Λ(Υn,k). If there are multiple equal maxi-
mas, the time-slot can be identically shared among the re-
spective users. Substituting (34) and (37) in (32), derives
fn(ϕn,k(Υ), Pn,k(Υ)), therefore, the solution for (31) can be
obtained. To compute the solution for the non-differentiable
dual problem in (30), different optimization algorithms can
be applied, including subgradient, ellipsoid, and cutting-plane.
In this work, we use the subgradient-based method to update
the values of the coefficients λk(Υ), µ, and η(Υ), in order to
determine the optimal solution to (30).
The subgradient method has been widely used for solving
Lagrangian relaxation problems. The master problem sets the
user resource allocation prices, and in order to update the
dual variables, in every iteration of the subgradient method,
the algorithm repeatedly finds the maximizing assignment
for the sub-problems individually. For any optimal pair of
(ϕ∗n,k(Υ), P
∗
n,k(Υ)), the dual variables of problem (31) are
updated using the following iterations
µi+1 = µi − τ i1
(
Pt −
N∑
n=1
K∑
k=1
EΥ
{
ϕ∗n,k(Υ)P
∗
n,k(Υ)
})
(38)
ηi+1(Υ) = ηi(Υ)− τ i2
×
(
Imth −
N∑
n=1
K∑
k=1
ϕ∗n,k(Υ)P
∗
n,k(Υ)|Hspm,k|2
)
(39)
where for the iteration number i, τ i1 and τ
i
2 are the step sizes.
The initial values of dual multipliers and step size selection
are important towards obtaining the optimal solution, and can
greatly effect the optimization problem convergence.
The potential optimum continuous-rate adaptive constella-
tion size vector for user n over subcarrier k is written as
M∗n,k(Υ) =
max
(
1,
ζΥn,k
ln(2)min
(
Pt
K ,
Im
th
Nspm
)
(µ+ η(Υ)|Hspm,k|2
)
. (40)
Algorithm 1 Subgradient-based method; ASE∗, M∗n,k(Υ),
ϕ∗n,k(Υ), and P
∗
n,k(Υ), are the optimal values of ASE,
Mn,k(Υ), ϕn,k(Υ), and Pn,k(Υ), respectively.
1) Assign initial values to λk(Υ), µ, η(Υ), τ
i
1, and τ
i
2, ∀n ∈
{1, ..., N}, and ∀k ∈ {1, ...,K}, respectively.
2) Calculate Pn,k(Υ) and ϕn,k(Υ), ∀n ∈ {1, ..., N}, and
∀k ∈ {1, ...,K}, using (34) and (36), respectively.
3) Update λk(Υ), µ, η(Υ), τ
i
1, and τ
i
2, for any n ∈
{1, ..., N}, and k ∈ {1, ...,K}, according to (38) and
(39).
4) Repeat steps 2 and 3 until convergence.
5) Determine P ∗n,k(Υ) and ϕ
∗
n,k(Υ), using (34) and (36),
respectively.
6) Based on the obtained result from step 5, calculate
M∗n,k(Υ) using (10), hence, compute ASE
∗ according
to (7).
Note that the aforementioned expression serves as an upper-
bound for practical scenarios where only discrete-valued con-
stellation sizes are applicable. Nevertheless, the real-valued
M∗n,k(Υ) in (40) may be truncated to the nearest integer. The
corresponding maximum aggregate average spectral efficiency
of the adaptive MQAM/OFDMA system is thus derived below
ASE∗ =
N∑
n=1
K∑
k=1
EΥ
{
log2
[
max
(
1,
ζΥn,k
ln(2)min
(
Pt
K ,
Im
th
Nspm
)
(µ+ η(Υ)|Hspm,k|2)
)]
ϕ∗n,k(Υ)
}
.
(41)
According to (40), no transmission takes place, i.e.,
M∗n,k(Υ) = 1, when P
∗
n,k(Υ) = 0. Consequently, the
optimized cut-off threshold, dictated by the channel quality,
power constraint, and interference constraint, is given by:
Υthn,k =
ln(2)(µ+η(Υ)|Hmsp|
2) min
(
Pt
K
,
Im
th
N
sp
m
)
ζ .
IV. INTERFERENCE CONSTRAINT WITH AVERAGE
CASE/WORST CASE IMPERFECT CROSS-LINK CSI
Due to technical reasons such as estimation errors and
wireless channel delay, perfect channel information is not
available. In shared-spectrum environments, controlling the
interference on the primary receivers is highly dependent on
the accuracy of the cross-service channel estimation. Here, we
assume that imperfect cross-link knowledge between CTx and
PRxs is available at the secondary transmitter. The interference
management at the cognitive base station is based on the noisy
estimation of CTx and PRx channel-to-noise-plus-interference
ratio (CINR) by Hˆspm,k in (2). As previously mentioned, by
considering the ‘correlated case’ of the estimation Hˆspm,k
and error ∆Hspm,k random variables, we derive a posterior
distribution of the actual channel conditioned on its estimate,
to facilitate robust and reliable interference management.
The maximum achievable aggregate spectral efficiency in
bits per second per Hertz (bps/Hz), for the cognitive radio
8system operating under peak aggregate interference constraint
and total average transmit power constraint, for a given BER-
target quality, with noisy cross-link CSI, is the solution to the
following optimization problem.
Problem O2:
max
ϕn,k(Υ),Pn,k(Υ)
N∑
n=1
K∑
k=1
EΥ|hˆsp
{
log2(Mn,k(Υ))ϕn,k(Υ)
}
(42a)
s. t.: constraints in (8b), (8d), (8e), and (8f),
N∑
n=1
K∑
k=1
ϕn,k(Υ)Pn,k(Υ)|Hspm,k|Hˆspm,k|2≤Imth, ∀m∈{1, ...,M}
(42b)
where hˆsp is defined as a vector containing Hˆspm,k of all
time intervals. The objective of this section is to devise an
estimation framework by employing a posteriori pdf of the
channel estimation error given the channel estimation. This
general framework enables us to formulate the ‘average case’
and ‘worst case’ scenarios of the channel estimation error.
A. Analysis for the Average Case of Estimation Error
Proposition 1: Given Hˆspm,k and ∆H
sp
m,k are statistically
correlated random variables with a correlation factor ρ =√
δ2
∆Hsp
m,k
/(δ2
∆Hsp
m,k
+ δ2
Hsp
m,k
), where 0 ≤ ρ ≤ 1, hence,
cov(Hˆspm,k,∆H
sp
m,k) = δ
2
∆Hsp
m,k
2. The posterior distribution of
∆Hspm,k given Hˆ
sp
m,k is a complex Gaussian random variable
with respective mean and variance of
µ∆Hsp
m,k
|Hˆsp
m,k
= E∆Hsp
m,k
|Hˆsp
m,k
(∆Hspm,k|Hˆspm,k)
= E∆Hsp
m,k
(∆Hspm,k) +
cov(∆Hspm,k, Hˆ
sp
m,k)
δ2
∆Hsp
m,k
+ δ2
Hsp
m,k
×
(
Hˆspm,k − EHˆspm,k (Hˆ
sp
m,k)
)
= ρ2Hˆspm,k (43)
and
δ2
∆Hsp
m,k
|Hˆsp
m,k
= var(∆Hspm,k|Hˆspm,k)
= δ2∆Hsp
m,k
[
1− cov
2(∆Hspm,k, Hˆ
sp
m,k)
δ2
∆Hsp
m,k
δ2
Hˆsp
m,k
]
= (1− ρ2)δ2∆Hsp
m,k
. (44)
Using (2), the interference constraint in (42b) for the
‘average case’ of estimation error can be written as
N∑
n=1
K∑
k=1
ϕn,k(Υ)Pn,k(Υ)
×
(
|Hˆspm,k +∆Hspm,k|Hˆspm,k|
)2
≤ Imth. (45)
With further analysis, the above is reduced to
N∑
n=1
K∑
k=1
ϕn,k(Υ)Pn,k(Υ)
2
var(x) denotes the variance of x and cov(y, z) is defined as the
covariance of y and z.
(
|Hˆspm,k|Hˆspm,k +∆Hspm,k|Hˆspm,k|
)2
≤ Imth (46)
where Hˆspm,k|Hˆspm,k is a constant. Thus, by substituting the
expectation in (43), we have
N∑
n=1
K∑
k=1
ϕn,k(Υ)Pn,k(Υ)
(
|Hˆspm,k + ρ2Hˆspm,k|
)2
≤ Imth. (47)
By adopting a similar approach to that in the previous
section, we employ the Lagrangian dual optimization method
to obtain ASE∗ for the ‘average case’ scenario. The potential
optimum power allocation policy for user n and subcarrier k
is given by
P ∗n,k(Υ) =[
1
ln(2)(µ+ η(Υ)|Hˆspm,k(1 + ρ2)|2)
−
min
(
Pt
K ,
Imth
Nspm
)
ζΥn,k
]+
(48)
where in the ‘average case’, Nspm =
∑K
k=1(|Hˆspm,k(1 + ρ2|)2.
The optimal subcarrier allocation policy is the solution to the
following problem
n∗ = argmax(Λ(Υn,k)) , ∀n ∈ {1, ..., N} , ∀k ∈ {1, ...,K}
(49)
where n∗ is the optimal CRx index, and
Λ(Υn,k) =
ζΥn,kP
∗
n,k(Υ)
min
(
Pt
K
,
Im
th
N
sp
m
)
ln(2)

1 + ζΥn,kP∗n,k(Υ)
min
(
Pt
K
,
Im
th
N
sp
m
)


+
ln

1 + ζΥn,kP∗n,k(Υ)
min
(
Pt
K
,
Im
th
N
sp
m
)


ln(2)
.
(50)
Subsequently, the optimal continuous-rate solution for the
constellation size of user n over subcarrier k is derived
M∗n,k(Υ) =
max
(
1,
ζΥn,k
ln(2)min
(
Pt
K ,
Im
th
Nspm
)
(µ+ η(Υ)|Hˆspm,k(1 + ρ2)|2)
)
.
(51)
Hence, the following maximum aggregate average spectral
efficiency for the spectrum-sharing system under imperfect
cross-link CSI knowledge for the ‘average case’ of estimation
error can be achieved based on the optimal power, rate, and
subcarrier allocation policies
ASE∗ =
N∑
n=1
K∑
k=1
EΥ|hˆn,k
{
log2
[
max
(
1,
ζΥn,k
ln(2)min
(
Pt
K ,
Im
th
Nspm
)
(µ+η(Υ)|Hˆspm,k(1+ρ2)|2)
)]
ϕ∗n,k(Υ)
}
(52)
where the optimized cut-off SINR is expressed as: Υthn,k =
ln(2)min
(
Pt
K
,
Im
th
N
sp
m
)
(µ+η(Υ)|Hˆsp
m,k
(1+ρ2)|2)
ζ .
9B. Analysis for the Worst Case of Estimation Error
To derive the interference constraint for the worst case
scenario, we must obtain a formulation for the upper-bound
of ∆Hspm,k. Recall that ∆H
sp
m,k is a Gaussian random variable.
Therefore, we proceed by bounding the channel estimation
error with a certain probability. By employing the Chebyshev’s
inequality, for any Y > 0, we have
P
(
|∆Hspm,k|Hˆspm,k| ≤ Ω
)
︸ ︷︷ ︸
pr
≥ 1− 1
Y 2
(53)
where
Ω = E∆Hsp
m,k
|Hˆsp
m,k
(∆Hspm,k|Hˆspm,k)
+ Y
√
var(∆Hspm,k|Hˆspm,k)). (54)
With further manipulation, for a given probability of error, pr,
the following holds
Ω =
√
var(∆Hspm,k|Hˆspm,k)
1− pr + E∆Hspm,k|Hˆspm,k(∆H
sp
m,k|Hˆspm,k).
(55)
The interference constraint for the ‘worst case’ scenario of
estimation error is expressed as
N∑
n=1
K∑
k=1
ϕn,k(Υ)Pn,k(Υ)|Hˆspm,k +Ω|2 ≤ Imth. (56)
Utilizing one-level dual decomposition method, and by
applying KKT conditions, the optimum adaptive power allo-
cation scheme for user n over subcarrier k is derived as
P ∗n,k(Υ) =[
1
ln(2)(µ+ η(Υ)|Hˆspm,k +Ω|2)
−
min
(
Pt
K ,
Imth
Nspm
)
ζΥn,k
]+
(57)
where in the ‘worst case’, Nspm =
∑K
k=1 |Hˆspm,k + Ω|2. To
derive the optimal subcarrier allocation policy, the following
maximization problem is formulated
n∗ = argmax(Λ(Υn,k)) , ∀n ∈ {1, ..., N} , ∀k ∈ {1, ...,K}
(58)
where the optimal cognitive user index, n∗, can be obtained
by substituting (57) in (50) and thus solving the optimization
problem in (58). The optimal continuous-rate solution for the
constellation size of user n over subcarrier k is derived
M∗n,k(Υ) =
max
(
1,
ζΥn,k
ln(2)min
(
Pt
K ,
Im
th
Nspm
)
(µ+ η(Υ)|Hˆspm,k +Ω|2)
)
.
(59)
The maximum aggregate average spectral efficiency for the
adaptive MQAM/OFDMA system under imperfect cross-link
CSI availability for the ‘worst case’ of estimation error with
a given probability of error, pr, is expressed as
ASE∗ =
N∑
n=1
K∑
k=1
EΥ|hˆn,k
{
log2
[
max
(
1,
ζΥn,k
ln(2)min
(
Pt
K ,
Im
th
Nspm
)
(µ+ η(Υ)|Hˆspm,k +Ω|2)
)]
ϕ∗n,k(Υ)
}
(60)
where the optimized cut-off SINR is expressed as: Υthn,k =
ln(2)min
(
Pt
K
,
Im
th
N
sp
m
)
(µ+η(Υ)|Hˆsp
m,k
+Ω|2)
ζ .
V. PROBABILISTIC INTERFERENCE CONSTRAINT
In a practical spectrum-sharing system, the collision tol-
erable level is confined by a maximum collision probability
allowed by the licensed network. The collision tolerable level
is highly dependent on the primary service type. For example,
in case of real-time video streaming, a high collision prob-
ability is not desirable, however, delay-insensitive services
can tolerate higher packet loss rates. In this section, we
consider an underlay spectrum-sharing scenario where the
primary users can tolerate a maximum collision probability
εm, ∀m ∈ {1, ...,M}. We derive optimal power, rate, and
subcarrier allocation algorithms for the multi-user OFDMA
CR system under noisy cross-link CSI availability subject to
satisfying the imposed peak aggregate power and collision
probability constraints. The maximization problem can be
formulated as follows.
Problem O3:
max
ϕn,k(Υ),Pn,k(Υ)
N∑
n=1
K∑
k=1
EΥ|hˆsp
{
log2(Mn,k(Υ))ϕn,k(Υ)
}
(61a)
s. t.: constraints in (8b), (8d), (8e), and (8f),
P
(
N∑
n=1
K∑
k=1
ϕn,k(Υ)Pn,k(Υ)|Hspm,k|Hˆspm,k|2 > Imth
)
≤ ǫm
, ∀m ∈ {1, ...,M} (61b)
We proceed by deriving a posteriori distribution of the actual
cross-link given the estimated channel gains.
Proposition 2: The posterior distribution of the actual chan-
nel Hspm,k given the estimation Hˆ
sp
m,k is a complex Gaussian
random variable with respective mean and variance of
µHsp
m,k
|Hˆsp
m,k
= EHsp
m,k
|Hˆsp
m,k
(Hˆspm,k +∆H
sp
m,k|Hˆspm,k)
= EHˆspm,k|Hˆ
sp
m,k
(Hˆspm,k|Hˆspm,k)
+ E∆Hsp
m,k
|Hˆsp
m,k
(∆Hspm,k|Hˆspm,k) = (1 + ρ2)Hˆspm,k (62)
and
δ2
Hsp
m,k
|Hˆsp
m,k
= var(Hˆspm,k +∆H
sp
m,k|Hˆspm,k)
= var(Hˆspm,k|Hˆspm,k) + var(∆Hspm,k|Hˆspm,k)
+ 2cov(∆Hspm,k|Hˆspm,k, Hˆspm,k|Hˆspm,k)
= (1 − ρ2)δ2∆Hsp
m,k
. (63)
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Fig. 2: Approximated Model and Empirical Data cdfs, obtained from Monte-Carlo simulations.
Assuming equal variance δ2
Hsp
m,k
|Hˆsp
m,k
across all users and
subcarriers, the collision probability constraint in (61b) can
be expressed as
P
(
δ2
Hsp
m,k
|Hˆsp
m,k
N∑
n=1
K∑
k=1
ϕn,k(Υ)Pn,k(Υ)|Ξm[k]|2 > Imth
)
≤εm
(64)
where Ξm[k] is a complex Gaussian random variable with
variance of one and mean of
µΞm[k] =
∣∣∣∣∣
µHsp
m,k
|Hˆsp
m,k
δHsp
m,k
|Hˆsp
m,k
∣∣∣∣∣
2
. (65)
It should be noted that in contrast to the sum of
equal-weighted Chi-Square random variables in Lemma 1,
(64) includes a sum of non-equal-weighted Chi-Square ran-
dom variables. In general, obtaining the exact distribu-
tion of the linear combination of weighted Chi-Square ran-
dom variables is rather complex. Although several approx-
imations have been proposed in the literature, e.g., [28,
29, 30], most are not easy to implement. In this work,
we propose a simple approximation based on the mo-
ments of δ2
Hsp
m,k
|Hˆsp
m,k
∑N
n=1
∑K
k=1ϕn,k(Υ)Pn,k(Υ)|Ξm[k]|2.
Consider the following equality
δ2
Hsp
m,k
|Hˆsp
m,k
N∑
n=1
K∑
k=1
ϕn,k(Υ)Pn,k(Υ)|Ξm[k]|2=
K∑
k=1
βmk |Ξm[k]|2
(66)
where βmk =
∑N
n=1 δ
2
Hsp
m,k
|Hˆsp
m,k
ϕn,k(Υ)Pn,k(Υ).
Proposition 3: The distribution of the sum of non-
equal-weighted non-central Chi-Square random variables, i.e.,∑K
k=1 β
m
k |Ξm[k]|2, is similar to that of a weighted non-central
Chi-Square-distributed random variable ξχ2D(δ
′
), where δ
′
, D,
and ξ are respectively the non-centrality parameter, degree of
freedom, and weight of the new random variable:
δ
′
=
K∑
k=1
µΞm[k] (67)
D = 2K (68)
ξ =
∑K
k=1 β
m
k (2 + µΞm[k])
2K +
∑K
k=1 µΞm[k]
. (69)
To investigate the above similarity, or the accuracy of the
proposed approximation, we compare the cdf of the proposed
Chi-Square distribution with that of (66), using Monte-Carlo
simulations. The results in Fig. 2 illustrate that the approxi-
mation is accurate over a wide range of practical values for
K over randomly-distributed - e.g., Chi-Square or Gamma -
weights βmk . Now (64) can be simplified to:
P
(
δ2
Hsp
m,k
|Hˆsp
m,k
N∑
n=1
K∑
k=1
ϕn,k(Υ)Pn,k(Υ)|Ξm[k]|2 > Imth
)
≈ Pr(ξχ2D(δ
′
) > Imth). (70)
According to [30], since the non-centrality parameter is small
relative to the degree of freedom, we can approximate the
non-central Chi-Square distribution with a central one using
the following
P(ξχ2D(δ
′
) > Imth) ≈ P(χ2D(0) >
Imth/ξ
1 + δ′/D
). (71)
The right hand side (RHS) of (71) can be formulated using
the upper Gamma function [31] as
P(χ2D(0) >
Imth/ξ
1 + δ′/D
) =
Γ(K,
Imth/ξ
2(1+δ′/D)
)
Γ(K)
(72)
where Γ(., .) is the upper incomplete Gamma function, and
Γ(.) is the complete Gamma function.
Proposition 4: For all integer valuesK 6= 1, and all positive
Imth/ξ
1+δ′/D
- this condition is always true because, Imth, δ
′
βmk , and
K are positive; consequently, ξ, δ
′
, and D are also positive -
the deterministic inequality
δ2
Hsp
m,k
|Hˆsp
m,k
K∑
k=1
(2 + µΞm[k])
N∑
n=1
ϕn,k(Υ)Pn,k(Υ)
≤ K I
m
th
(K!)1/K ln
(
1− (1− εm)1/K) (73)
satisfies the probabilistic inequality (64). Therefore, the con-
straint (64) can be replaced by (73).
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Proof: The proof is given in the Appendix A.
To obtain ASE∗ for the probabilistic interference con-
straint and ‘probabilistic case’ of estimation error scenario,
we employ the Lagrangian dual optimization method as in the
previous sections, where
αk = δ
2
Hsp
m,k
|Hˆsp
m,k
(2 + µΞm[k]) (74)
and
Imth =
K Imth
(K!)1/K ln
(
1− (1 − εm)1/K) . (75)
Therefore, by solving the Lagrangian optimization problem
the following potential optimal power allocation solution can
be obtained for user n over subcarrier k
P ∗n,k(Υ) =
[
1
ln(2)(µ+ η(Υ)αk)
−
min
(
Pt
K ,
Im
th
Nˆspm
)
ζΥn,k
]+
(76)
where Nˆspm in the ‘probabilistic case’ is derived in Appendix
A, Section C. The optimal subcarrier allocation policy is the
solution to the following problem
n∗ = argmax(Λ(Υn,k)) , ∀n ∈ {1, ..., N} , ∀k ∈ {1, ...,K}
(77)
where n∗ is the optimal CRx index, and
Λ(Υn,k) =
ζΥn,kP
∗
n,k(Υ)
min
(
Pt
K
,
Im
th
Nˆ
sp
m
)
ln(2)

1 + ζΥn,kP∗n,k(Υ)
min
(
Pt
K
,
Im
th
Nˆ
sp
m
)


+
ln

1 + ζΥn,kP∗n,k(Υ)
min
(
Pt
K
,
Im
th
Nˆ
sp
m
)


ln(2)
.
(78)
By employing the sub-gradient method in Algorithm 1, the
Lagrangian multipliers µ and η(Υ) can be updated by
µi+1 = µi − τ i1
(
Pt −
N∑
n=1
K∑
k=1
ϕ∗n,k(Υ)P
∗
n,k(Υ)
)
(79)
ηi+1(Υ) = ηi(Υ)− τ i2
×
(
Imth−δ2Hsp
m,k
|Hˆsp
m,k
K∑
k=1
(2+µΞ[k])
N∑
n=1
ϕ∗(Υ)P ∗n,k(Υ)
)
.
(80)
Subsequently, optimal expressions are derived for the con-
stellation size and hence aggregate spectral efficiency under
collision probability constraint and imperfect cross-link CSI:
M∗n,k(Υ) = max
(
1,
ζΥn,k
ln(2)min
(
Pt
K ,
Im
th
Nˆspm
)
(µ+ η(Υ)αk)
)
,
(81)
ASE∗ =
N∑
n=1
K∑
k=1
EΥ|hˆn,k
{
log2
[
max
(
1,
ζΥn,k
ln(2)min
(
Pt
K ,
Im
th
Nˆspm
)
(µ+ η(Υ)αk)
)]
ϕ∗n,k(Υ)
}
(82)
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Fig. 3: Probability density functions of the received SINR for
OFDMA users in a given subcarrier k under different average power
constraint values. System parameters are: K = 64, k = 16, Ith = 5
Watts.
where the optimized cut-off SINR threshold is computed by:
Υthn,k =
ln(2)min
(
Pt
K
,
Im
th
Nˆ
sp
m
)
(µ+η(Υ)|Hˆsp
m,k
+Ω|2)
ζ .
The methodologies for deriving the expressions of the
cdf of the received SINR given the estimation, for different
‘average case’, ‘worst case’, and ‘probabilistic case’ scenarios
of estimation error, are elucidated in Appendix B.
VI. DISCUSSION OF RESULTS
In this section, we examine the performance of the OFDMA
CR network operating under total average transmit power and
deterministic/probabilistic peak aggregate interference con-
straints with perfect/imperfect cross-channel estimation using
the respective optimal resource allocation solutions. In the
following results, perfect CSI knowledge of the cognitive user
link is assumed to be available at the CTx through an error-free
feedback channel. Thus, |Hssn,k|, ∀{n, k}, are drawn through a
Rayleigh distribution. Further, the secondary-secondary power
gain mean values, µ|Hss
n,k
|2 , ∀{n, k}, are taken as Uniformly-
distributed random variables within 0 to 2. It should be noted
that the sub-channels are assumed to be narrow-enough so
that they experience frequency-flat fading. Interfering cross-
channel values, Hspm,k, ∀{m, k}, are distributed according to
a complex Gaussian distribution with mean 0.05 and vari-
ance 0.1. For the inaccurate cross-link CSI case, the channel
estimation and error for all sub-channels are taken as i.i.d
zero-mean Normally-distributed random variables. In addition,
the AWGN power spectral density is set to -174 dBm. The
total average power constraint is imposed on the system in
all cases. Discrete-rate cases with real-valued MQAM signal
constellations, i.e., log2(M) ∈ {2, 4, 6, 8, 10} bits/symbol, are
also considered for practical scenarios. All results correspond
to the scenario with three cognitive receivers and a single
primary receiver, hence, the subscript m is hereafter omitted.
The approximated probability distributions of the received
SINRs for cognitive users in a randomly taken subcarrier, i.e.,
here k = 16, under different total average power constraint
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Fig. 4: Optimal and dual values versus the number of iterations
using the sub-gradient method. Results for the case with deterministic
interference constraint and perfect cross-link CSI knowledge. System
parameters are: K = 64, Pt = 30 Watts, Ith = 10 Watts, ξ = 10
−2.
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Fig. 5: ASE performance versus the tolerable interference power
threshold level with different values of Pt and K. Results for the
case with deterministic interference constraint and perfect cross-link
CSI knowledge. System parameters are: Ith = 10 Watts, ξ = 10
−2.
limits Pt is plotted in Fig. 3. For a fixed interference constraint
of Ith = 5 Watts, it can be observed that the probability of
higher received SINR improves as the value of Pt increases.
For example, for user 3, the probability of receiving γ3,16 = 10
dB is 54.5% higher as the value of Pt is increased from 20 to
30 Watts.
Fig. 4 illustrates the evolution of the optimal and dual
values using the sub-gradient method over time. The results
correspond to the maximum deliverable ASE for the case with
deterministic interference constraint and perfect cross-link CSI
knowledge. The iterative sub-gradient algorithm converges
quickly and typically achieves a lower-bound at 96.5% of the
optimal value within 12 iterations. It can easily be shown that
the proposed dual decomposition algorithm converges fast for
different parameters of system settings.
Fig. 5 shows the achievable ASE of the adaptive
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Fig. 6: ASE performance using the proposed RRA algorithm versus
Ith constraint for different BER-target values. Results correspond to
the case with deterministic interference constraint and perfect cross-
link CSI. System parameters are: K = 64, Pt = 30 Watts.
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Fig. 7: Achievable ASE with imperfect cross-link CSI and ‘average
case’ of estimation error against ρ for different values of Pt. System
parameters are: K = 64, Ith = 25 Watts, ξ = 10
−2, δ2
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MQAM/OFDMA CR system versus CTx-PRx interference
power threshold levels under total average power and deter-
ministic interference constraints with perfect cross-link CSI
knowledge. As expected, greater ASE values are achieved for
higher maximum tolerable interference since Ith limits the
cognitive users’ transmit power. The improved performance
however approaches a plateau in the high Ith region as the Pt
threshold becomes the dominant power constraint. Note that
the improved performance by increasing Ith comes at the cost
of increased probability for violating the primary users’ QoS.
Further, imposing a higher maximum peak average power
setting enhances the achievable ASE in high Ith region - Pt,
for the particular values taken in this example, achieve the
same ASE over small Ith settings. Moreover, increasing the
number of subcarriers results in higher attainable performance.
Achievable ASE performance under different maximum
tolerable interference thresholds for respective values of BER-
target with perfect cross-link CSI availability is shown in Fig.
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Fig. 9: Achievable ASE with imperfect cross-link CSI and ‘proba-
bilistic case’ of estimation error against ǫ with Ith. System parameters
are: K = 64, Pt = 40 Watts, ξ = 10
−3, ρ = 0.5, δ2
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6. It can be seen that the system performance is improved
under less stringent QoS constraints. For example, a 26.9%
gain in ASE performance is achieved by imposing ξ = 10−2
in comparison to ξ = 10−3. However, the gap in performance
becomes less significant for lower BER-target regimes.
System performance with noisy cross-link CSI and ‘average
case’ of estimation error versus the correlation factor between
estimation and error variables ρ is depicted in Fig. 7. It
can be seen that a higher correlation factor increases the
maximum likelihood between true and estimated interfering
channels, hence, the probability of violating the interference
constraint on average is improved and in turn a lower ASE for
the cognitive system is realized. Further, the achievable ASE
with imperfect cross-link CSI knowledge and ‘worst case’ of
estimation error against ρ for different probabilities of channel
estimation error bound pr is studied in Fig. 8. Apart from the
effect of ρ on the performance, higher values of pr increase the
robustness of the interference management scheme but come at
the cost of lower achievable spectral efficiencies. The results
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Fig. 10: Performance under imperfect cross-link CSI for different
cases of estimation error against Ith. System parameters are:K = 64,
Pt = 45 Watts, ξ = 10
−2, pr = 0.95, ρ = 0.2, ǫ = 5%, δ2
Hˆ
sp
k
= 0.1.
indicate that the improved ASE performance by decreasing
pr in the lower half region (i.e., pr ≤ 0.5) is not significant
yet it may cause critical interference to the primary service
operation. For example, given ρ = 0.5, varying the value of
pr from 0.5 to 0.1 results in a 40% increase in the probability
of error bound violation but only provides an effective gain of
2.3% in the cognitive system performance.
The achievable performance with imperfect cross-channel
information and ‘probabilistic case’ of estimation error ver-
sus the collision probability ǫ with respective Ith values is
illustrated in Fig. 9. Increasing the maximum probability of
violating the interference constraint set by the a regulatory
authority significantly improves the spectral efficiency of the
cognitive network. The tradeoff is however the degradation
of the primary service operation which is deemed highly
undesirable in practical scenarios.
System performance with noisy cross-link CSI for different
‘average case’, ‘worst case’, and ‘probabilistic case’ of estima-
tion error is demonstrated in Fig. 10. The results show that the
‘probabilistic case’ with 5% collision probability outperforms
the achievable ASE under the ‘worst case’ scenario with an
error bound of pr = 0.5. For example, given Ith = 6 Watts,
the ‘probabilistic case’ achieves a 26.7% gain in ASE over the
‘worst case’. Further, employing the ‘average case’ provides
higher spectral efficiencies. For instance, a 7.0% increase in
performance in achieved utilizing the ‘average case’ over the
‘probabilistic case’. For high values of Ith, the total average
power constraint becomes the dominant limit and therefore
the performance under different cases of estimation error
eventually converge. Note that the ‘average case’ controls the
interference based on the average error estimation, therefore,
it cannot mitigate the potential instantaneous interference
violations. On the other hand, implementing the ‘worst case’
can guarantee that the interference constraints are obeyed
at any given time, thus, preserving the primary users’ QoS.
The proposed ‘probabilistic case’ of estimation error provides
an optimal trade-off between the achievable performance of
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particular, the ‘probabilistic case’ is advantageous in terms
of performance and flexibility over the conventional ‘average
case’ and ‘worst case’ scenarios.
VII. CONCLUSIONS
In this paper, we have studied the spectral efficiency per-
formance of adaptive MQAM/OFDMA underlay CR networks
with certain/uncertain interfering channel information. We
derived novel RRA algorithms to enhance the overall cognitive
system performance subject to satisfying total average power
and peak aggregate interference constraints. The proposed
framework considers both cases of perfect and imperfect
cross-link CSI knowledge at the cognitive transmitter. In the
latter, different ‘average case’, ‘worst case’, and ‘probabilistic
case’ scenarios of channel estimation error were modeled and
analysed. To compute the aggregate average spectral efficiency,
we developed unique approximated distributions of the re-
ceived SINR for given users over different sub-channels in
the respective cases under consideration. Through simulation
results we studied the achievable performance of the cognitive
system using our proposed RRA algorithms. By adapting the
power, rate, and subcarrier allocation policies to the time-
varying secondary-secondary fading channels and secondary-
primary interfering channels, a significant gain in the spectral
efficiency performance of the cognitive system can be realized,
whilst controlling the interference on the primary service
receivers. Furthermore, the impact of parameters uncertainty
on overall system performance was investigated. In particular,
simulation results were provided for different cases of error
estimation. It was understood that the ‘average case’ results
in higher cognitive system performance, however, comes at
the cost of potential instantaneous interference violations.
Subsequently, the ‘worst case’ can guarantee that the power
constraints are obeyed at all times, yet it does not result
in desirable cognitive performance. In contrast, the proposed
‘probabilistic case’ in this paper, which was derived as a
low complexity deterministic constraint, provided an optimal
trade-off between the achievable performance of the cognitive
network and preserving the QoS of the primary users. In
summary, the ‘probabilistic case’ can replace the conventional
‘average case’ and ‘worst case’ scenarios in practical situations
as a result of enhanced performance and flexibility.
APPENDIX A
PROOF OF PROPOSITION 4
For a Chi-Square random variable χ2D, with a degree of
freedom 2K , the probability
P(ξχ2D(δ
′
) > Imth) ≈ P(ξχ2D(0) >
Imth/ξ
1 + δ
′
/D
), (83)
can be formulated using the upper gamma function [32] as
Pr(χ2D(0) >
Imth/ξ
1 + δ
′
/D
) =
Γ(K ,
Imth
2ξ(1+δ
′
/D)
)
Γ(K)
. (84)
By defining
xy =
Imth
2ξ(1 + δ
′
/D)
, (85)
and using the results from [32], we have
Γ(K , xy) = y
∫ ∞
x
e−t
y
dt, (86)
where y = 1/K . Given 1/(KΓ(K)) = 1/Γ(K+1), and using
the corollary of [32], we can derive the following equalities
Γ(K , xy)
Γ(K)
=
y
∫∞
x e
−tydt
Γ(K)
=
∫∞
x e
−tydt
Γ(K + 1)
. (87)
The upper-bound of (87) can be expressed as
Γ(K , xy)
Γ(K)
=
∫∞
x e
−tydt
Γ(K + 1)
≤ 1− [1− e−ϑxy ]1/y. (88)
The expression in (88) is valid for all positive x, if and only
if,
0 ≤ ϑ ≤ min{1, [Γ(K + 1)]−1/K}. (89)
Thus, for all K ≥ 1,
ϑ = (Γ(K + 1))−1/K . (90)
Subsequently, from (64), (88), and (90),
Γ(K , xy)
Γ(K)
≤ εm (91)
and by replacing (87) in (91), we have
1− [1− e−ϑxy ]1/y ≤ εm. (92)
With further manipulation, it can be shown that
xy = − ln(1−
K
√
1− εm)
(Γ(K + 1))−1/K
. (93)
Replacing (85) in (93) we have:
Imth
2ξ(1 + δ
′
/D)
≤ − ln(1−
K
√
1− εm)
(Γ(K + 1))−1/K
, (94)
Finally, by replacing (67), (68), and (69) in (94), we have:
δ2
Hsp
m,k
|Hˆsp
m,k
K∑
k=1
(2 + µΞm[k])
N∑
n=1
ϕn,k(Υ)Pn,k(Υ)
≤ K I
m
th
(K!)1/K ln
(
1− (1 − εm)1/K) . (95)
APPENDIX B
RECEIVED SINR CDF DERIVATION
To derive the cdf of the received SINR given the estimation,
Fγn,k|Hˆspm,k
(γn,k|Hˆspm,k), for different ‘average case’, ‘worst
case’, and ‘probabilistic case’, scenarios.
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A. ‘Average Case’
The random variable Hspm,k|Hˆspm,k, given the ‘average case’
of estimation error, is a complex Gaussian random variable
with mean zero and variance δ2
Hˆsp
m,k
(1 + ρ2)2. Using Lemma
1, Nspm =
∑K
k=1 |Hspm,k|Hˆspm,k|2 can be approximated by
Nspm =
K∑
k=1
|Hspm,k|2 ∼ N
(
µNspm , δ
2
Nspm
)
(96)
where µNspm = 2Kδ
2
Hˆsp
m,k
(1 + ρ2)2 and δ2Nspm =
4Kδ4
Hˆsp
m,k
(1+ρ2)4. By replacing these new parameters in (21),
Fγn,k|Hˆspm,k
(γn,k|Hˆspm,k) can be obtained under the ‘average
case’ of estimation error.
B. ‘Worst Case’
To derive the distribution of the received SINR given the
estimation, for the ‘worst case’ of estimation error, we invoke
Lemma 1. In this case, the random variable Hspm,k|Hˆspm,k is a
complex Gaussian random variable with mean
√
δ2
∆H
sp
m,k
(1−ρ2)
1−pr
and variance δ2
Hˆsp
m,k
(1 + ρ2)2. Hence, the random variable
Nspm =
∑K
k=1 |Hspm,k|Hˆspm,k|2 can be estimated as
Nspm =
K∑
k=1
|Hspm,k|Hˆspm,k|2 ∼ N
(
µNspm , δ
2
Nspm
)
(97)
where µNspm = δ
2
Hˆsp
m,k
(1 + ρ2)2
[
2K + µ
′
]
and δ2Nspm =
δ4
Hˆsp
m,k
(1 + ρ2)4
[
4K + 4µ
′
]
and µ
′
=
∑K
k=1 |δ2∆Hsp
m,k
(1 −
ρ2)/(1 − pr)δ2
Hˆsp
m,k
(1 + ρ2)2|. Using the parameters of Nspm
in (21) yields the distribution of the received SINR given the
estimation for this case.
C. ‘Probabilistic Case’
For the ‘probabilistic case’ of estimation error, invoking
Lemma 1 and using (73),
Nˆmsp =
K∑
k=1
δ2
Hsp
m,k
|Hˆsp
m,k

2 +
∣∣∣∣∣
µHsp
m,k
|Hˆsp
m,k
δHsp
m,k
|Hˆsp
m,k
∣∣∣∣∣
2


=
K∑
k=1
(1 − ρ2)δ2∆Hsp
m,k

2 +
∣∣∣∣∣ (1 + ρ
2)Hˆspm,k√
(1− ρ2)δ∆Hsp
m,k
∣∣∣∣∣
2


(98)
is a Normally-distributed random variable with mean µNˆmsp
=
2Kδ2
Hˆsp
m,k
(
1 + ρ2
)2
+ 2K
(
1− ρ2)2 δ2∆Hsp
m,k
and variance
δ2
Nˆmsp
= 4Kδ4
Hˆsp
m,k
(
1 + ρ2
)4
. Hence, by replacing Nˆmsp and
Imth with N
sp
m and I
m
th, respectively, and applying the analysis
in (11)-(20), Fγn,k|Hˆspm,k
(γn,k|Hˆspm,k) can be developed for the
collision probability constraint with ‘probabilistic case’ of
estimation error.
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