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1 Einfu¨hrung
1.1 Einleitung
Diese Arbeit stellt eine neue Methodik zur Bestimmung von Wandadmittanzen
fu¨r die Innenraumakustik vor. Aus der Sicht der Akustik sind Admittanzen
Kenngro¨ßen angrenzender Wa¨nde, mit denen die dynamischen Randeigenschaften
durch ihr Reflexions- und Absorptionsvermo¨gen quantifiziert werden ko¨nnen.
Im Gegensatz zu lokal arbeitenden Methoden, die seit Jahrzehnten Stand der
Technik sind, sieht dieser Ansatz im Wesentlichen eine Identifikation diskreter
Admittanzparameter fu¨r den gesamten Rand eines akustischen Raumes mit
beliebig komplizierter Geometrie vor.
Diese globale Bestimmung von Wandadmittanzen erfolgt in zwei Schritten, ei-
ner Messung des Schallfeldes und einer Berechnung der Admittanzwerte aus
den gewonnenen Messdaten. Zuna¨chst muss neben der Messung der Geometrie
des Raumes ein durch eine bekannte Quelle angeregtes Schallfeld mit Mikro-
fonarraymessungen gescannt werden. Ein Programmcode verarbeitet dann die
Frequenzverla¨ufe der aufgenommenen Messdaten. Das Ergebnis ist die Admit-
tanz, eine Verteilung diskreter Systemparameter entlang der Wandgeometrie.
Die Entwicklung und die Untersuchung der dem Code zugrunde liegenden Me-
thoden nehmen den Hauptteil dieser Arbeit ein. Die umgesetzten Algorithmen
sind inverse Formulierungen deterministischer Diskretisierungen des akustischen
Randwertproblems mit Admittanzrandbedingungen. Dabei werden Ansa¨tze auf
der Basis der Randelementemethode (engl. Boundary Element Method, kurz
BEM) und die Methode der Finiten Elemente (engl. Finite Element Method, kurz
FEM) untersucht.
Mit einfachen, fiktiven Modellen generierte Messdaten wird die Funktionsweise
und mit experimentell erworbenen Messdaten die Anwendbarkeit der entwickelten
Algorithmen untersucht und bewertet.
1.2 Motivation
Die Akustik befasst sich allgemein mit der Entstehung und der Ausbreitung von
Schall. Aufgrund der Einflu¨sse, die angrenzende Wa¨nde auf die Schallausbreitung
haben, ist die Wechselwirkung von Schall mit Wa¨nden ebenfalls Gegenstand der
Akustik. Die Bestimmung von Wandadmittanzen ist daher ein wichtiges Problem
der Akustik. Die dynamische Kopplung des Fluides mit der Struktur ist besonders
signifikant fu¨r die Schallausbreitung in geschlossenen Ra¨umen. Durch die globale
Bestimmung von Wandadmittanzen auf der Basis einfacher Messungen kann
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ein erheblicher Fortschritt in der Entwicklung schalloptimierter Ra¨ume erzielt
werden. Hinreichend genau identifizierte Admittanzverteilungen ermo¨glichen
Schallfeldsimulationen unter Beru¨cksichtigung dynamischer Wandeigenschaften.
Das noch im Ausblick stehende Ziel ist die Optimierung eines Raumes hinsichtlich
seiner akustischen Eigenschaften. Beeinflussbar sind diese Eigenschaften durch
Geometrie sowie Material- und Oberfla¨cheneigenschaften der Wa¨nde. Der An-
wendungsfall fu¨r das hier betrachtete Problem der Admittanzidentifikation ist
demnach, ein Soll-Schallfeld bei gegebener Raumgeometrie zu generieren und so
die Material- und Oberfla¨chenauslegung aus den ermittelten Wandadmittanzen
ableiten zu ko¨nnen.
Zur Gestaltung der Raumakustik von Ra¨umen mit hohen Anforderungen bezu¨glich
ihrer Klangqualita¨t, wie Konzert- und Operationssa¨le oder Fahrzeuginnenra¨ume,
reicht in vielen Fa¨llen die Betrachtung der einfach zu messenden Nachhallzeit
nicht aus, besonders im Niedrigfrequenzbereich. Dafu¨r ist die Anordnung schall-
absorbierender und -reflektierender Fla¨chen sehr wichtig fu¨r die Wahrnehmung
beispielsweise erwu¨nschter Kla¨nge oder unerwu¨nschten La¨rms. Selbst bei der
aktuellen Problematik des Dresdner Kulturpalastes ko¨nnte die globale Admit-
tanzidentifikation zur Verbesserung der Akustik bei niederfrequenter Anregung
beitragen. Damit ko¨nnten definierte Reflexionsfla¨chen und Oberfla¨chen der Sei-
tenwa¨nde und Decken auf der Basis bestimmter Admittanzverteilungen ausgelegt
und positioniert werden.
Die Qualita¨t des durch Audioanlagen produzierten Schalls hat eine hohe Prio-
rita¨t in der Fahrzeugindustrie. Die Akustik in Fahrzeugen ist aber neben der
Ausfu¨hrung und Platzierung der Lautsprecher auch von der Geometrie des In-
nenraumes, den unterschiedlichen Oberfla¨chen sowie von zusa¨tzlichen sto¨renden
Fahrgera¨uschen abha¨ngig. Das letztendliche Klangempfinden wird also durch das
Zusammenwirken dieser Eigenschaften bestimmt.
Die Schallquellen sind zweifelsohne wichtig fu¨r die Akustik. Fu¨r unterschiedliche
Anwendungen wurden dafu¨r verschiedene akustische Identifikationsmethoden
entwickelt. Dagegen existieren bisher sehr wenige Ansa¨tze zur Bestimmung des
in Ra¨umen global wirkenden Schallabsorbtionsverhaltens, worin die Motivation
fu¨r diese Arbeit liegt.
Um die Schallausbreitung in Ra¨umen fu¨r unterschiedliche Zwecke durch Vera¨nde-
rungen der Randeigenschaften zu modifizieren wird bisher auf verschiedene Art
und Weisen vorgegangen. Auf messtechnisch erlangte Erfahrungen zuru¨ckzu-
greifen ist Stand der Technik. Diese Herangehensweise ist aber – wenn auch
meistens ausreichend – empirisch und mitunter nicht effizient. Lokale Mess-
methoden zur groben Abscha¨tzung des Absorptionsverhaltens bei senkrechtem
Schalleinfall unterstu¨tzen diese Herangehensweise. Ebenfalls werden Schallfelder
mit ungenu¨gender Information u¨ber die Dynamik der berandenden Strukturen
simuliert. Die Wa¨nde werden dabei als schallhart angenommen.
In dieser Arbeit wird nun ein numerischer, auf dem akustischen Randwertproblem
basierender Ansatz vorgestellt, welches einen in Abbildung 1.1 angedeuteten stati-
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Abbildung 1.1: Schematische Darstellung des gekoppelten akustischen Fluid-Struktur-
Problems (links), sowie die reduzierte Betrachtung desselben als innenraum-akustisches
Problem mit einem Strukturrand, der in Bereiche lokaler Admittanzparameter aufgeteilt
ist (rechts). Infolge stationa¨rer Anregungen breiten sich Wellen unterschiedlicher La¨nge
in den verschiedenen Medien aus.
ona¨ren Schwingungszustand im Ko¨rper und in dem vom Ko¨rper eingeschlossenen
Gas oder der Flu¨ssigkeit voraussetzt. Wie auf der rechten Seite in Abbildung
1.1 dargestellt ist, kann dabei das Randwertproblem der Innenraumakustik die
dynamischen Eigenschaften des gesamten Randes durch die Einfu¨hrung von
Admittanzparametern beru¨cksichtigen. Es wird dabei vorausgesetzt, dass die
Struktur des Ko¨rpers die eingeschlossene Luft oder das Wasser anregen kann,
aber nicht umgekehrt. Man spricht dabei von einer einseitigen Kopplung zwischen
Fluid und Struktur, welches eine entscheidende Eigenschaft der zu bestimmenden
Admittanzen mit sich bringt: Die Admittanzen werden durch eine lokale Randbe-
dingung in das innenraum-akustische Randwertproblem eingebracht. Wie diese
Abbildung verdeutlicht, a¨ußert sich die Lokalita¨t dieser Randbedingung in einer
diskreten Aufteilung des Randes in Bereiche, denen jeweils ein unabha¨ngiger
Admittanzparameter zugeordnet wird. Mit dieser Kopplungsformulierung kann
also eine lokale Wechselwirkung zwischen Fluid und Struktur beschrieben werden.
Dieser Zusammenhang muss aber von einer beidseitigen Anregung von Struktur
und Fluid, wie es bei einer vollen Kopplung der beiden Medien der Fall ist,
unterschieden werden. Das linke Bild in Abbildung 1.1 verdeutlicht, wie sich
die Schwingungen nicht nur im Fluid (beispielsweise Luft) sondern auch in der
Struktur des Ko¨rpers ausbreiten. Der Ko¨rper- und der Luftschall sind entlang
der Verbindungsfla¨chen miteinander gekoppelt, so dass Schallwellen von dem
einen in das andere Medium in beiden Richtungen transmittieren ko¨nnen. Das
Randwertproblem einer vollen Kopplung besteht daher aus akustischen und
vibroakustischen Gleichungen sowie Kopplungsbedingungen, welche die sich im
Ko¨rper ausbreitenden Schwingungen an der Oberfla¨che mit der Schallausbrei-
tung im Fluid nichtlokal verkoppelt. Wegen der frequenzabha¨ngigen, wesentlich
ho¨heren modalen Dichte und kleineren Wellenla¨ngen im Ko¨rper im Vergleich
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zu der modalen Dichte in Gasen beziehungsweise Flu¨ssigkeiten und dem damit
verbundenen notwendigerweise feineren Modellierungsaufwand ist die Lo¨sung
eines vollgekoppelten Struktur-Fluid-Problems sehr aufwendig. Auch die absor-
bierenden Eigenschaften von Oberfla¨chenschichten sind schwierig zu modellieren.
Wa¨hrend also eine volle Kopplung nichtlokale Admittanzverla¨ufe mit sich bringt,
beschra¨nkt sich die einseitige Kopplung auf die Bestimmung einer Verteilung lokal
arbeitender Admittanzen. Das u¨ber die Struktur gekoppelte Schwingungsverhalten
von einem Admittanzstu¨ck zu einem anderen wird dabei nicht beru¨cksichtigt.
Somit zielen die hier vorgestellten Ansa¨tze zur globalen Admittanzbestimmung
darauf ab, eine im Allgemeinen nichtlokale Kopplungsadmittanz mit einer Rand-
verteilung lokaler Admittanzparameter zu approximieren.
Aus der Sicht des Fluids sind die dynamischen Eigenschaften einer Struktur
Tra¨gheit, Elastizita¨t und Da¨mpfung. Diese Eigenschaften wirken auf eine Schall-
welle, die auf eine Oberfla¨che einer Struktur trifft, reflektierend und absorbierend.
Mithilfe der akustischen Wandadmittanz oder ihrer Inversen, der akustischen
Wandimpedanz, lassen sich also diese Eigenschaften fu¨r die Akustik bei ein-
seitiger Kopplung von Struktur und Fluid quantifizieren. Beide Gro¨ßen sind
komplexwertig. Die lokale Impedanz ist der Quotient aus Randschalldruck und
Randnormalenschnelle. Je nachdem, ob die Wandeigenschaft fu¨r einen lokalen
Schalleinfall oder fu¨r ein Schallfeld in einem Raum betrachtet wird, hat man
es mit einem einzelnen Admittanzparameter oder der Verteilung eines ganzen
Parametersatzes zu tun.
Fu¨r den Spezialfall vorwiegend senkrecht einfallender Wellen ko¨nnen mit dem
Kundtschen Rohr gemessene Impedanzwerte [26] herangezogen werden. Deren
Real- und Imagina¨rteile sind jeweils proportional zur Absorption des Schalls
und zum Vermo¨gen, potentielle Energie aufzunehmen und wieder abzugeben.
Schallwellen kurzer Wellenla¨nge werden hauptsa¨chlich absorbiert und reflektiert,
ohne dynamische Reaktion mit der Wand – also mit rein reellen Impedanzen.
Daher sind Absorptionsgradmessungen bei ho¨heren Frequenzen und fu¨r diese
einfachen Schallfelder ausreichend.
1.3 Problemstellung und Lo¨sungsansatz
In Ra¨umen komplizierter Geometrie des Strukturrandes ergibt sich fu¨r die Akus-
tik infolge stationa¨rer niederfrequenter Anregung folgende Problemstellung: In
Ra¨umen mit ausschließlich schallharten Wa¨nden breiten sich infolge stationa¨rer
Anregungen stehende Druckwellen aus. Die Phasen des Schalldrucks an zwei
Positionen im selben Raum sind entweder gleich oder genau entgegengesetzt.
Schwingungsknoten pra¨gen sich aus. Wie das in geschlossenen Ra¨umen aber
oft der Fall ist, werden auf Wa¨nde treffende Schallwellen teilweise absorbiert
sowie infolge einer dynamischen Anregung der Wand phasenversetzt reflektiert.
Dies fu¨hrt zu ra¨umlich stetig vera¨nderlichen Phasenverla¨ufen des Schalldrucks.
Es ko¨nnen sich keine Schwingungsknoten mehr ausbilden. Diese Wellen nennt
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man auch wandernde Wellen. Die Aussagekraft von Simulationen komplizierter
Schallfeldprobleme ohne Kenntnis der Wandadmittanzen ist somit fraglich.
Mit der Idee der vollsta¨ndigen Bestimmung einer Admittanzverteilung auf der
Strukturoberfla¨che stellt sich die vorliegende Arbeit dieser Herausforderung. Die
Verwendbarkeit lokal gemessener Admittanzwerte als Parameter fu¨r mehrdimen-
sionale Simulationsrechnungen wird durch diese Arbeit in Frage gestellt.
Wie bereits angedeutet, wird eine Methodik aufgegriffen und weiterentwickelt,
um eine Admittanzverteilung aus Schalldruckmessungen durch Mikrofone zu
bestimmen. Dieser Lo¨sungsansatz sieht im Detail zuna¨chst vor, dass das Fluid
im Raum in einen stationa¨ren Schwingungszustand versetzt wird. Um die oft
schwierig zu messende Anregung u¨ber Strukturoberfla¨chenschnellen zu vermeiden,
kann das Fluid vorzugsweise durch unidirektionale, einfach quantifizierbare, innere
Schallquellen angeregt werden.
Fu¨r eine Abscha¨tzung der Admittanzverteilung aus den Messdaten der Mikrofone
mu¨ssen numerische Algorithmen aufgestellt werden, die auf dem Randwertpro-
blem der linearen Akustik im Frequenzbereich beruhen. Das akustische Randwert-
problem besteht aus der Helmholtz-Gleichung, der Admittanzrandbedingung
inklusive der Anregung u¨ber eventuelle Strukturrandschnellen und gegebenenfalls
aus Quelltermen. Die normale Lo¨sung dessen ist das Schalldruckfeld. Bei kompli-
zierten Raumgeometrien muss das Randwertproblem fu¨r diese Lo¨sung diskretisiert
werden. Dafu¨r werden die BEM und die FEM verwendet. Aufgrund dessen, dass
diese deterministischen Verfahren im Gegensatz zu stochastischen Verfahren
nur fu¨r Probleme mit eindeutigen Verteilungen der Schwingungsenergien auf
benachbarte Schwingungsmoden anzuwenden sind, weisen sie modellabha¨ngige
Obergrenzen fu¨r die modale Dichte auf. Dieser Sachverhalt begrenzt die Anwen-
dung auf den unteren Frequenzbereich.
Aus dem Lo¨sungsansatz ergeben sich folgende Arbeitsschritte. Die Bestimmung
einer Verteilung von Admittanzparametern aus diskreten Schalldruckmessungen
stellt ein inverses akustisches Problem dar [23]. Die BE-basierte inverse Formulie-
rung fu¨hrt dabei auf schlecht konditionierte lineare Gleichungssysteme, wa¨hrend
fu¨r das mit Finiten Elementen diskretisierte inverse Problem ein nichtlineares
Optimierungsproblem aufgestellt wird. Auf die schlecht konditionierten linearen
Gleichungssysteme werden Regularisierungsmethoden angewendet, um physika-
lisch plausible Lo¨sungen zu produzieren. Wahrscheinlichkeitstheoretische und
gradientenbasierte globale Suchverfahren werden untersucht, um ausgehend von
ungenauen Startwerten das nichtlineare System der FE-basierten Admittanzbe-
stimmung zu lo¨sen. So unterschiedlich die Algorithmen sind, unterscheiden sich
auch die Lo¨sungen der BE- und der FE-basierten Implementierung. Wa¨hrend
die nichtlineare Optimierung die Wandadmittanzen als Parameter direkt zum
Ergebnis hat, wird bei der BE-basieren Lo¨sung in einem ersten Schritt der Rand-
druck, dann die Randschnelle und zuletzt die knotenbasierten Admittanzwerte
durch Bildung von Quotienten ermittelt. In der Arbeit wird die Numerik der
inversen Problemstellungen zur Bestimmung akustischer Admittanzen hergeleitet
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und untersucht.
1.4 Aufbau der Arbeit
Im na¨chsten Kapitel wird zuna¨chst auf den Stand der Technik der Admittanz-
bestimmung eingegangen. Darauf folgt eine Zusammenstellung der notwendigen
physikalischen Annahmen fu¨r die verwendete Innenraumakustik. Aus den sich
damit ergebenden analytischen Grundgleichungen wird das akustische Randwert-
problem im Frequenzbereich unter Beru¨cksichtigung dynamischer Randbedin-
gungen entwickelt. Dafu¨r wird die lokale Admittanzrandbedingung verwendet.
Ausgehend von einer vollen Kopplung des Fluides und der umliegenden Struktur
wird deren Bedeutung erla¨utert. Die numerischen Methoden zur Lo¨sung des
Randwertproblems werden in Grundzu¨gen erkla¨rt. Die Angabe analytischer Ab-
strahllo¨sungen, welche als Quellterme fu¨r innere Schallquellen verwendet werden,
runden den Grundlagenteil ab.
Nach einer ausfu¨hrlichen Erkla¨rung der Bedeutung der in der lokalen Randbe-
dingung enthaltenen und zu identifizierenden Wandadmittanz wird in Kapitel 3
das Verfahren und die beiden Algorithmen zur Admittanzbestimmung vorgestellt.
Zuna¨chst wird auf den auf Randelementen basierenden inversen Algorithmus
und die Lo¨sung des daraus resultierenden schlecht konditionierten linearen Glei-
chungssystems eingegangen. Danach folgt die nichtlineare Optimierungsaufgabe
zur Ermittlung der den gemessenen Schallfeldern bestmo¨glich entsprechenden
Admittanzparametersa¨tze. Die Zielfunktion und ihre erste und zweite Ableitungen
werden mithilfe der Methode der Finiten Elemente analytisch und rechenzeitef-
fektiv fu¨r den Optimierungsalgorithmus bereitgestellt.
In Kapitel 4 werden die entwickelten Algorithmen zuna¨chst anhand numerischer
Beispiele getestet. Der Vorteil fiktiver Modelle besteht darin, a¨ußere Einflu¨sse auf
die Numerik der Algorithmen und algorithmen-interne Parameter separat testen
zu ko¨nnen. Die in diesem Kapitel untersuchten Einflu¨sse sind der Messumfang,
die Diskretisierungsfeinheit der Randadmittanzverteilung, Messungenauigkeiten
und regularisierende Parameter der inversen Algorithmen. Ein Experiment zur
Admittanzbestimmung wird hier ebenfalls vorgestellt. Die mit den inversen
Algorithmen gewonnenen Lo¨sungen sollen die messtechnische Anwendbarkeit
der Algorithmen, deren Potential und die Robustheit gegenu¨ber sa¨mtlichen
Unsicherheitsquellen untersuchen. Dieses Kapitel wird mit einer Auswertung der
Ergebnisse der repra¨sentativen fiktiven und realen Testbeispiele abgeschlossen,
wodurch ein Vergleich und eine Bewertung des gesamten Verfahrens mo¨glich ist.
Im letzten Kapitel werden die Ergebnisse der Arbeit zusammengefasst. Die
Erkenntnisse werfen weitere Fragen auf, fu¨r deren Bearbeitung einige Ideen in
einem Ausblick vorgeschlagen werden.
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Hier werden die fu¨r diese Arbeit wichtigsten Grundlagen der Akustik zusammen-
gefasst. Zuna¨chst folgen die physikalischen Annahmen, die fu¨r die mathematische
Beschreibung der Zusammenha¨nge notwendig sind.
Es werden die Grundgleichungen fu¨r Struktur und Fluid beschrieben. Dabei
erfolgt eine Beschra¨nkung auf harmonische Anregungen, so dass stationa¨re einge-
schwungene Zusta¨nde im Frequenzbereich berechnet werden ko¨nnen. Es schließt
sich eine Zusammenstellung der unterschiedlichen Kopplungen der beiden Felder
und der daraus resultierenden Bedingungen an den U¨berga¨ngen an. Es folgen
analytische Freifeldlo¨sungen von Abstrahlproblemen im ein-, zwei- und dreidimen-
sionalen Raum. Diese beno¨tigt man fu¨r die Beru¨cksichtigung innerer Schallquellen
und zu Validierungszwecken.
Fu¨r die Berechnung von mehrdimensionalen akustischen Problemen komplexer
Geometrien ist eine numerische Lo¨sung des Feldproblems notwendig. Fu¨r die
Numerik erfolgt die Diskretisierung der sich ergebenden Feldgleichungen durch
die Finite-Elemente-Methode und die Randelementemethode. Dafu¨r existiert in
Abha¨ngigkeit von der Elementgro¨ße und einer maximalen modalen Dichte des
Raumes eine obere Grenzfrequenz. Ausgehend von der schwachen Formulierung
des akustischen Randwertproblems und unter Beru¨cksichtigung von Quellter-
men werden die wichtigsten Schritte zur Herleitung der FEM und der BEM
zusammengefasst.
Danach wird auf die Implementierung der Diskretisierungsverfahren eingegangen.
Erfolgreiche Konvergenzuntersuchungen und Lo¨sungen fu¨r vorgestellte analytische
Aufgaben sichern die Plausibilita¨t der Verfahren, inklusive der Mo¨glichkeit der
Beru¨cksichtigung innerer Schallquellen u¨ber die partikula¨re Lo¨sung der inhomo-
genen Helmholtz-Gleichung.
2.1 Identifikation von Admittanzparametern
2.1.1 Stand der Technik
Bisher konnten die Auswirkungen des Absorptions- und Reflexionsverhaltens
von Wandstrukturen in Ra¨umen mit komplizierten geometrischen Details nur
experimentell bestimmt werden. Absorption kann lokal bestimmt werden [8],
auch mit dem Einfluss nicht senkrecht einfallender Schallwellen [19]. Zu der
Bestimmung dieser Eigenschaften fu¨r den gesamten Rand einer komplizierten
Geometrie ist kein weiterer Ansatz bekannt. Quantifiziert man diese Eigenschaften
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durch Admittanzparameter und misst diese, sind durch die Wa¨nde geda¨mpfte
Schallfelder in Innenra¨umen realita¨tsnah simulierbar.
Die Admittanz ist ein Teil einer Randbedingung des akustischen Randwertpro-
blems. Da sie auf der Basis von Schalldruckmessungen abgescha¨tzt werden soll,
la¨sst sich diese globale Admittanzbestimmung als inverses akustisches Problem
klassifizieren.
Die meisten in der Akustik angewandten inversen Methoden wurden entwickelt,
um Schallquellen zu orten und zu quantifizieren. Diese Methoden ko¨nnen in
vier Gruppen eingeteilt werden. Das sind die Techniken der Nearfield Acoustics
Holography (NAH) [60, 54, 41, 57], die Inverse Randelemente Methode (IBEM)
[58, 6, 29, 52, 44, 12] und die Helmholtz Equation Least Squares methods (HELS)
[59, 63, 64], sowie das Verfahren des Beamformings [27, 9]. Letzteres wird fu¨r die
Ortung von Schallquellen von nahezu ebenfla¨chigen Strukturoberfla¨chen verwen-
det. Wegen zu minimierender akustischer Ru¨ckkopplungen ist dieses Verfahren
aber nur fu¨r Abstrahlungen von Schallquellen in den Halbraum geeignet, nicht
fu¨r Innenra¨ume.
Alle Verfahren basieren auf Druck- oder Schnellemessungen oder aus einer Kombi-
nation dieser Gro¨ßen. Es gibt auch Vero¨ffentlichungen u¨ber inverse Methoden der
Schallquellenortung auf der Basis von Finiten Elementen [13, 31]. Die Verfahren
haben gemein, dass sie meist zu schlecht gestellten linearen Gleichungssystemen
fu¨hren, die nur mit Regularisierungstechniken sinnvoll gelo¨st werden ko¨nnen.
Das wohl bekannteste Verfahren der Bestimmung von Wandimpedanzen bezie-
hungsweise Wandadmittanzen ist das schon erwa¨hnte eindimensionale Verfahren
des Impedanzrohres [26]. Der Artikel von Takahashi u. a. [53] pra¨sentiert ebenfalls
ein lokales Messverfahren, dass allerdings diverse Umgebungseinflu¨sse auf die
Absorptionseigenschaften ebener Materialen zula¨sst oder untersucht.
Auch wenn die damit bestimmten Impedanzen fu¨r senkrechten Schalleinfall
ziemlich genau sind, ist deren Anwendung in der lokalen Admittanzrandbedingung
fu¨r mehrdimensionale Probleme wegen der Komplexita¨t der sich ausbildenden
Schallfelder fraglich. Es ist auch versta¨ndlich, dass solche lokalen Methoden nicht
fa¨hig sind, den Einfluss kleiner geometrischer Unstetigkeiten in der Oberfla¨che
der Struktur zu spezifizieren. Bru¨el & Kjær bestimmen lokal Absorptionsgrade
unter Beru¨cksichtigung auch schra¨g einfallender Wellen. Ebenfalls besteht oft
das Problem der Zuga¨nglichkeit, was lokale Admittanzbestimmung in vielen
Anwendungsfa¨llen praktisch unmo¨glich macht.
Um durch Strukturschnellen quantifizierbare Schallquellen und Randbedingungen
reaktiver Wa¨nde zu rekonstruieren, wandten bereits Kim und Kim [30] eine BE-
basierte NAH-Methode auf ein zwei-dimensionales rechteckiges Gebiet an. Die
Reaktivita¨t und die Absorptionscharakteristika der Wa¨nde wurde dabei ebenfalls
durch lokale Admittanzen beru¨cksichtigt. Trotzdem wurden die Schallquellen
und die Admittanzen auf der Basis einer Feldmessung des Schalldrucks auf
der gesamten Oberfla¨che der Kavita¨t bestimmt. Dafu¨r wurde zuna¨chst das
Dirichlet-Problem gelo¨st. Aus dem daraus resultierenden Schalldruck und der
8
2.1 Identifikation von Admittanzparametern
Oberfla¨chen-Schallschnelle konnten relativ genau knotenbasierte Admittanzwerte
bestimmt werden, welche das Ergebnis der Strukturschnelle gegenu¨ber einer
Schallquellenidentifikation ohne beru¨cksichtigte Admittanz sichtlich verbesserten.
Marburg und Hardtke [22, 37] haben auf dem selben BE-basierten Ansatz eine
globale Rekonstruktion akustischer Admittanzen untersucht. Sie haben den Algo-
rithmus an einfachen dreidimensionalen Modellen angewendet. Außerdem wird
deutlich, dass es fu¨r die Admittanzbestimmung vorteilhaft ist, eine Anregung der
Struktur auszuschließen und stattdessen das Schallfeld durch innere Quellen zu
erzeugen.
Schneider [50] fu¨hrte vollgekoppelte Struktur-Fluid-Rechnungen fu¨r den schallto-
ten Raum der Technischen Universita¨t Dresden durch, wobei er die Geometrie
der Absorberkeile vollsta¨ndig beru¨cksichtigte und deren Absorptionscharakte-
ristik in einem weiteren Schritt durch Admittanzen ausdru¨ckte. Er verglich
die Simulationsergebnisse der vollen Kopplung, welche nach Anwendung des
Schurkomplementes eine vollbesetzte Kopplungsadmittanz-Matrix produziert,
mit den Ergebnissen einer akustischen Rechnung auf der Basis einer einseitigen
Kopplung und unter Verwendung einer lokaler Admittanzrandbedingung. Die
dafu¨r beno¨tigte, am gesamten Rand konstante Admittanz bestimmte er ebenfalls
u¨ber eine Schalldruckmessung im Feld. Er konnte zeigen, dass sich die Verwend-
barkeit lokaler Admittanzwerte fu¨r die Elemente der damit diagonalbesetzten
Kopplungsadmittanz-Matrix als Approximation der im Allgemeinen vollbesetzten
Matrix mit steigender Frequenz verbessert.
Eine an die Herangehensweisen von [30, 22, 37] angelehnte Idee wurde in [3, 5]
pra¨sentiert, welche eine Methode der Schallfeldrekonstruktion auf der Basis
von Dirichlet-Moden darstellt. In einem zweiten Schritt sollte die Admittanz
aus der lokalen Randbedingungsformulierung identifiziert werden. Die Moden,
welche die Lo¨sung der Eigenwertaufgabe auf der Basis einer Finite-Elemente-
Diskretisierung des Dirichlet-Problems sind, zeigten sich allerdings in ihrer
Verwendung als Basisfunktionen fu¨r das inverse Problem der Rekonstruktion von
Admittanzrandbedingungen als ungeeignet.
Mit dem in [2] vorgestellten Ansatz wurde die Idee der globalen Rekonstruk-
tion lokaler Admittanzwerte in geschlossenen Gebieten weiterverfolgt. Das in-
verse Problem basiert dabei informationsverlustfrei auf dem vollsta¨ndigen FE-
Gleichungssystem, das die Admittanzrandbedingung beinhaltet. Ebenfalls stehen
Schalldruckmessungen dabei fu¨r die Identifikation der Admittanzen zur Verfu¨gung.
Da sich das FE-basierte Gleichungssystem nicht explizit nach den Admittanz-
parametern umstellen la¨sst, muss eine nichtlineare Optimierung durchgefu¨hrt
werden. Ein rechenaufwendiges hybrides Optimierungsverfahren wird verwendet.
Es besteht aus einem genetischen Algorithmus fu¨r die Grobsuche und einem
Newton-Verfahren fu¨r die verfeinerte Suche. Um das Potential dieses Verfahrens
zu verstehen, wurden Untersuchungen an ein- und zweidimensionalen Modellen
durchgefu¨hrt.
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2.1.2 Einordnung der Admittanzbestimmung als inverses Problem
In den folgenden Kapiteln werden verschiedene Verfahren zur globalen Bestim-
mung akustischer Admittanzwerte auf der Basis verschiedener Algorithmen vor-
gestellt.
Eine Messung durch Simulation zu ersetzen verlangt zwei Dinge: ein Modell des
Systems, welches untersucht wird und die physikalische Theorie, die die Parameter
des Modells mit den Parametern der Messung verlinkt. Dabei beinhaltet das
Modell neben Geoemtrie und Materialeigenschaften auch die Anregung. Sind
also alle diese Eigenschaften bekannt, ko¨nnen Messergebnisse durch Simulation
vorherbestimmt werden. In den Kapiteln 2.2 und 2.3 wird die Mathematik dafu¨r
bereitgestellt.
Diese Lo¨sung (engl./math. normal solution) wird in der Theorie inverser Pro-
bleme auch Vorwa¨rtslo¨sung des Randwertproblems genannt. Im Gegensatz dazu
besteht das inverse Problem selbst darin, Teile des Ergebnisses der Messung
zu kennen und daraus Parameter des untersuchten Systems herzuleiten. In der
Unvollsta¨ndigkeit des Wissens u¨ber das Ergebnis liegt die Hauptschwierigkeit
inverser Probleme. Dabei hilft oft nur ein gewaltiger Messaufwand. Zusa¨tzlich sind
im Allgemeinen verschiedene Parameter des Systems unterschiedlich empfindlich
und stabil gegenu¨ber den Messgro¨ßen.
Viele Formulierungen inverser Probleme fu¨hren zu nichtlinearen Optimierungs-
aufgaben. So ist beispielsweise die von Fritze [14] durchgefu¨hrte Struktur-Design-
Optimierung bezu¨glich einer minimalen Schallabstrahlung ein inverses Problem
in der Akustik. In dieser Arbeit wird ebenfalls ein Algorithmus vorgestellt, der
einer Lo¨sung eines nichtlinearen Optimierungsverfahrens bedarf.
Zuna¨chst werden aber inverse Ansa¨tze zur Admittanzrekonstruktion diskutiert,
die auf lineare Gleichungssysteme fu¨hren. Es existieren inverse Aufgaben in der
Akustik, bei denen ebenfalls schlecht gestellte lineare Gleichungssysteme gelo¨st
werden mu¨ssen. Da ist beispielsweise die Schallquellen-Identifikation zu nennen,
deren Algorithmen vorwiegend auf der Methode der Randelemente basieren
[51, 58] . Die Schwierigkeit bei diesen Verfahren zeigt sich in der schlechten
Kondition und Unterbestimmtheit der zu lo¨senden Gleichungssysteme.
2.2 Das (vibro-)akustische Randwertproblem
Das Schalldruckfeld in Fluiden wird oft durch Strukturschwingungen verursacht.
Somit sind fu¨r akustische Simulationen ebenfalls Berechnungen der Schwingungen
der Struktur notwendig.
Fu¨r die mathematische Behandlung des Ko¨rper- und Fluidschalls werden im
Folgenden die notwendigen Gleichungen zusammengestellt. Die Herleitung der
strukturmechanischen Gleichungen kann man zum Beispiel in Go¨ldner [18] nach-
lesen. Eine ausfu¨hrliche Herleitung der akustischen Wellengleichung und der
Helmholtz-Gleichung ist in Anhang A zu finden.
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2.2.1 Grundgleichungen der Vibroakustik
Fu¨r die hier vorgestellten Gleichungen werden folgende Annahmen getroffen.
An jedem Ort ~x im Gebiet Ωs des homogenen Kontinuums der Struktur wird
isotropes und hyperelastisches Material mit spannungsfreier Bezugsplatzierung
angenommen. In der linearisierten Kinematik der Verzerrungen, also fu¨r kleine
Verschiebungsgradienten, gelten die Verschiebungs-Verzerrungs-Beziehungen
~~ = 12
[
~∇~u+ (~∇~u)T ] (2.1)
fu¨r die Verknu¨pfung der sechs unabha¨ngigen Komponenten des symmetrischen
Verzerrungstensors ~~ mit dem Verschiebungsfeld ~u. Weiterhin werden die sechs
Gleichungen der Kompatibilita¨tsbedingung
~∇×~~× ~∇ = 0 (2.2)
beno¨tigt, um aus dem Verzerrungsfeld das Verschiebungsfeld durch Integration
berechnen zu ko¨nnen. Die lokale Impulsbilanz fu¨r das kinetische Gleichgewicht
ist
~∇ · ~~σ + ρs~b = ρs ~¨x , (2.3)
mit dem Spannungstensor ~~σ, der spezifischen Massekraft ~b, der Dichte der
Struktur ρs und der Volumenkraft ρs~b. Das verallgemeinerte Hooksche Gesetz
~~σ = λ spur{~~}~~I + 2µ~~ (2.4)
beschreibt das elastische isotrope Materialverhalten. Darin sind λ, µ die Lame´-
Konstanten und ~~I der Einheitstensor.
Nach Elimination von Spannung und Verzerrung kann man mit der Gleichheit
der Beschleunigungen ~¨x = ~¨u aus (2.1), (2.2), (2.3) und (2.4) die Hauptgleichung
der Elastodynamik formulieren:
µ∆~u+ (λ+ µ)~∇(~∇ · ~u) + ρs~b = ρs ~¨u . (2.5)
Wird ein Ko¨rper zeit-harmonisch angeregt, kann der Separationsansatz
~u = <{~¯u(~x,ω) e−iωt} (2.6)
auf die Verschiebung ~u angewandt werden. Damit wird die orts- und frequenz-
abha¨ngige Verschiebungsamplitude ~¯u eingefu¨hrt, mit der Kreisfrequenz ω.
Reduziert man die Hauptgleichung (2.5) um die zeitliche Abha¨ngigkeit e−iωt, so
ist das gleichbedeutend mit dem U¨bergang in den Frequenzbereich. Die Haupt-
gleichung der Strukturdynamik im Frequenzbereich stellt
µ∆~¯u+ (λ+ µ)~∇(~∇ · ~¯u) + ω2 ρs ~¯u = −ρs~bs ~x ∈ Ωs (2.7)
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dar.
2.2.2 Grundgleichungen der linearen Akustik
Ein Fluid kann ein Gas oder eine Flu¨ssigkeit sein. Das Fluid ist homogen, isotrop
und reibungsfrei. Es wird mit seiner mittleren Dichte ρf0 und der Schallgeschwin-
digkeit c charakterisiert. Akustik bedeutet kleine Druckschwankungen um einen
statischen Druckwert. Die Helmholtz-Gleichung ist eine partielle Differentialglei-
chung, welche akustische Feldprobleme fu¨r Fluide infolge stationa¨rer dynamischer
Anregung beschreibt.
Fu¨r deren Herleitung beno¨tigt man zuna¨chst die Wellengleichung, eine partielle
Differentialgleichung im Zeitbereich. Die Wellengleichung beruht auf kontinuums-
mechanischen Axiomen, linearisierenden Vereinfachungen und einem Materialge-
setz fu¨r isentrope Zustandsa¨nderung. In der Akustik muss das Fluid den beiden
Axiomen der Masse- und der Impulserhaltung gehorchen. Die Erhaltungssa¨tze in
integraler Form nennt man auch Reynoldsche Transporttheoreme. Ausfu¨hrliche
Herleitungen der Kontinuita¨tsgleichung und der Euler-Gleichung aus diesen
Erhaltungssa¨tzen ko¨nnen in den Kapitel A.2 und A.3 des Anhangs nachvollzogen
werden.
Obwohl die Feldgro¨ßen Funktionen von Raum- beziehungsweise Eulerschen
Koordinaten ~x sind sei hier vorweggenommen, dass die Erhaltungssa¨tze unter
Verwendung materieller Zeitableitungen D/Dt (basierend auf Lagrangeschen
Koordinaten) aufgestellt werden. Die Verwendung unterschiedlicher Koordinaten-
systeme fu¨hrt unter anderem zum Auftreten konvektiver Terme bei der Zeitablei-
tung. Auf eine Beachtung des Drehimpulssatzes kann man dabei verzichten, da
die Scherkra¨fte beziehungsweise die Schubspannungen in dem Fluid aufgrund der
Reibungsarmut vernachla¨ssigbar sind.
Die Masse kann als Volumenintegral u¨ber die Dichte des Fluids ρf aufgefasst
werden. Aus dem Masseerhaltungssatz
M˙(t) = DDt
(∫
ρf (~x,t) dv
)
= 0 , (2.8)
erha¨lt man die Kontinuita¨tsgleichung, die nicht nur integral u¨ber das ganze Gebiet
sondern auch lokal gilt:
∂ρf
∂t
∣∣∣
~x
+ ~∇ · (ρf ~v) = 0 . (2.9)
Mit dieser Gleichung werden die beiden Feldgro¨ßen Dichte und Schallschnelle
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~v(~x,t) des Fluids in Relation gebracht. Mit dem Impulserhaltungssatz
~˙P (t) = ~F res (2.10)
D
Dt
(∫
ρf ~v dv
)
= −
∫
p d~A (2.11)
kommt eine weitere Feldgro¨ße ins Spiel: der Schalldruck p(~x,t). Impuls- und
Masseerhaltungssatz fu¨hren unter Anwendung des einfachen Gaussschen Integral-
satzes und einiger weiterer Umformungen zur Euler-Gleichung, hier in lokaler
Form dargestellt
ρf
∂~v
∂t
∣∣∣∣
~x
+ ρf (~v · ~∇)~v + ~∇p = ~0 . (2.12)
In der Akustik werden kleine Sto¨rungen der Feldgro¨ßen angenommen: also kleine
Gro¨ßen p˜, ρ˜f und ~˜v schwanken um den statischen Druck pstat, die mittlere Dichte
ρf0 sowie die zur weiteren Vereinfachung zu Null gesetzten Fließgeschwindigkeit
~v0 = ~0). Unter Anwendung dieser Vereinfachungen (Schwankung um Mittelwerte
und kleine Ausschla¨ge) ergeben sich die linearisierte Kontinuita¨tsgleichung
∂ρ˜f
∂t
∣∣∣
~x
+ ~∇ · (ρf0 ~˜v) = 0 (2.13)
und die linearisierte Euler-Gleichung
ρf0
∂~˜v
∂t
∣∣∣∣
~x
+ ~∇p˜ = ~0 . (2.14)
Mithilfe der konstitutiven Beziehung
p˜ = c2ρ˜f (2.15)
entsteht ein Zusammenhang zwischen Druck- und Dichteamplitude fu¨r das Fluid.
Es wird die Schallgeschwindigkeit c fu¨r den Fluidschall eingefu¨hrt. Fu¨r diesen
einfachen Zusammenhang sind einige das Fluid betreffende Annahmen notwendig.
Zum einen erfolgt die Schallausbreitung ausschließlich u¨ber Kompressionsdruck-
wellen mit einer Ausbreitungsgeschwindigkeit, die der Schallgeschwindigkeit
c =
√
K
ρf0
(2.16)
entspricht. Dabei ist K der Kompressionsmodul fu¨r das Fluid. Zum anderen
nimmt man eine Ausbreitung des Schalls mit kleinen Amplituden und niedrigen
Frequenzen an, so dass die dabei entstehende Wa¨rmeentwicklung vernachla¨ssigbar
ist. Damit kann eine reversible adiabatische, also eine isentrope Zustandsa¨nderung
angenommen werden [11].
Die Akustik wird also mit drei Gleichungen (2.13), (2.14) und (2.15) fu¨r drei
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Feldgro¨ßen p˜, ρ˜f und ~˜v beschrieben. Leitet man (2.15) bei festgehaltenen Eu-
lerschen Koordinaten zweimal partiell nach der Zeit ab, ersetzt die einfache
partielle Ableitung der Dichteamplitude durch den zweiten Summanden der linea-
risierten Kontinuita¨tsgleichung (2.13) und ersetzt die damit entstehende partielle
Zeitableitung der Schnelle mit Hilfe (2.14), gelangt man zur Wellengleichung
∆p˜ = 1
c2
∂2p˜
∂t2
, (2.17)
einer partiellen Differentialgleichung fu¨r die Schalldruckamplitude.
Mit einem zeitharmonischen Ansatz wird der U¨bergang der Wellengleichung in den
Frequenzbereich erreicht. Der Separationsansatz trennt die Schalldruckschwan-
kung p˜ in ein Produkt aus orts- und frequenzabha¨ngiger Schalldruckamplitude
und einen zeitabha¨ngigen Term:
p˜ = <{p(~x) e−iωt} . (2.18)
p(~x) ist hier, im Gegensatz zum ort- und zeitabha¨ngigen Druck p(~x,t) des Impul-
serhaltungssatzes (2.11) und der Euler-Gleichung (2.12) aus dem Grund einer
Syntaxvereinfachung, die Druckamplitude.
Setzt man den Separationsansatz (2.18) in die Wellengleichung (2.17) ein, fu¨hrt
einen Koeffizientenvergleich durch und fu¨r den Quotienten ω/c die Wellenzahl k
ein, gelangt man fu¨r ein quellfreies Gebiet zur homogenen Helmholtz-Gleichung
∆p(~x) + k2 p(~x) = 0 ~x ∈ Ωf , (2.19)
welche eine partielle gewo¨hnliche Differentialgleichung darstellt. Der Quellterm qˆ
zur Beru¨cksichtigung von Schallquellen und -senken fu¨hrt zu einer Inhomogenita¨t
der Helmholtz-Gleichung:
∆p(~x) + k2 p(~x) = −qˆ ~x ∈ Ωf . (2.20)
2.2.3 Akustisch-Vibroakustische Kopplung im Frequenzbereich
Fu¨r die Berechnung solcher Feldprobleme sind neben den beschreibenden Diffe-
rentialgleichungen immer Randbedingungen notwendig. Bei aneinander liegenden
Feldern kommen Bedingungen fu¨r die Kopplung dazu.
Nach dem Beginn einer zeitharmonischen Anregung klingen die durch die An-
fangsbedingungen verursachten transienten Schwingungserscheinungen infolge
Da¨mpfung ab. Auf die Darstellung der transienten Lo¨sung wird hier verzichtet,
da hier nur der eingeschwungene Zustand interessiert.
Fu¨r den Fall, dass Bewegungen im angrenzenden Fluid Ωf vernachla¨ssigbar sind,
ko¨nnen zur Ko¨rperschallberechnung fu¨r den Spannungsvektor ~t = ~ns · ~~σ auf dem
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Rand Γ1 sowie fu¨r die Verschiebung ~us auf dem Rand Γ2 Werte vorgeben werden:
~t(~x) = ~t0(~x) ~x ∈ Γ1 , (2.21)
~us(~x) = ~us0(~x) ~x ∈ Γ2 . (2.22)
Hierbei ist ~ns der aus der Struktur herauszeigende Normalenvektor am Rand.
Mit diesen Randbedingungen und der Hauptgleichung (2.7) kann man eine
Randwertaufgabe fu¨r zeitharmonisch angeregte Ko¨rper zusammensetzen. Die
lokale Formulierung mit der Differentialgleichung ermo¨glicht auch nur eine lokale
Randbedingungsformulierung. Der inhomogene Term ρs~bs(~x), ~x ∈ Ωs in (2.7)
beschreibt dabei die Wirkung der Volumenkra¨fte.
Umgibt nun ein Fluid mit vernachla¨ssigbarer Grundstro¨mung den schwingenden
Ko¨rper und die Schwingungen von Ko¨rper und Fluid beeinflussen sich gegenseitig,
dann ko¨nnen die gekoppelten Differentialgleichungen (2.7) und (2.19) verwendet
werden. Kopplungsbedingungen auf dem Rand Γc zwischen den Doma¨nen Ωs
und Ωf werden dafu¨r beno¨tigt. Mit den Normalenkomponenten der Strukturver-
schiebung us(~x) = ~n(~x) · ~us(~x), der Strukturschnelle vs(~x) = −iω us(~x), und
der Fluidschnelle vf (~x) = ~n(~x) · ~vf (~x) ergibt sich zum einen die Stetigkeit der
Schnellen auf dem Rand
vs(~x) = vf (~x) ~x ∈ Γc . (2.23)
Weiterhin ist da das lokale Kra¨ftegleichgewicht aus der lokalen Anwendung der
Impulsbilanz auf ein Randstu¨ck mit einer Dicke, die zu Null geht:
~t(~x) = −~n(~x) p(~x) ~x ∈ Γc . (2.24)
Hiermit wird ein Normalenvektor ~n = −~ns an der Koppelstelle definiert, der aus
dem akustischen Gebiet heraus in die Struktur zeigt.
Mit der ersten Bedingung wird die Kontinuita¨t der Bewegung, mit der zweiten
die Kontinuita¨t zwischen Normalspannung und Schalldruck am Rand gesichert.
Diese Kopplung von Struktur und Fluid nennt man auch volle, beidseitige oder
starke Kopplung [14].
In der Lo¨sung gekoppelter Probleme werden aber Kopplungsbedingungen auch
anders umgesetzt und fu¨hren zu schwach-gekoppelten Systemen [36]. Ist die
Tra¨gheit des Fluids wegen seiner geringen Masse bezu¨glich des anliegenden
Ko¨rpers zu vernachla¨ssigen, so dass es den Ko¨rper nicht in Schwingung versetzt,
nur umgekehrt, dann spricht man von einer einseitigen Kopplung von Struktur
und Fluid. Dabei geht man im Allgemeinen davon aus, dass in einem ersten
Schritt die Strukturschwingung mit der Randwertaufgabe, bestehend aus (2.7),
(2.21) und (2.22), berechnet wird. Dessen Lo¨sung am Rand Γc wird dann in einem
zweiten Schritt fu¨r die Berechnung des Schalldrucks in Ωf unter Verwendung
der Helmholtz-Gleichung und folgenden Randbedingungen verwendet. Die
mo¨glichen Randbedingungen fu¨r die Helmholtz-Gleichung sind namentlich
Dirichlet, Neumann, Sommerfeld und Robin.
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Bei bekannter Schalldruckamplitude p0 am Rand a¨ußert sich die Kopplungsbe-
dingung (2.24) in der Dirichlet-Bedingung
p(~x) = p0(~x) ~x ∈ Γc = Γ1 . (2.25)
Bei bekannter Strukturnormalenschnelle vs0(~x) = −iω(~n(~x) · ~us0(~x)) am Rand
fallen die Kopplungsbedingung (2.23) und die Randbedingung (2.22) zusammen
und werden zu einer natu¨rlichen beziehungsweise dynamischen Randbedingung
vf (~x) = vs0(~x) ~x ∈ Γc = Γ2 , (2.26)
der Neumann-Bedingung des akustischen Problems.
Bei einem akustischen Gebiet ohne vollsta¨ndige Strukturumrandung spricht man
von einem Außenraumproblem. Die dreistufige Sommerfeld-Bedingung
1. p(~x) erfu¨llt Helmholtz-Gleichung
2. p(~x) = O
(
r(1−d)/2)
)
3. ∂p(~x)
∂r
− ikp(~x) = o
(
r(1−d)/2
)
 ~x ∈ Ωf ⊂ R
d (2.27)
sorgt dabei fu¨r das Einhalten des Abklingverhaltens des Schalls fu¨r gro¨ßer wer-
denden Abstand r, weg vom abstrahlenden Ko¨rper ins Unendliche. Jedoch nur
bei einer Dimemsion d > 1 des Raumes Rd klingt der Schall ab, nicht so im
eindimensionalen Fall.
Eine weitere lokale Randbedingungsart ist mo¨glich, die sogenannte Robin-
Bedingung:
~n(~x) · ~vf (~x) = ~n(~x) · ~vs(~x) + Y (~x) p(~x) ~x ∈ Γ3 . (2.28)
Sie a¨hnelt der Neumann-Bedingung. Lediglich ein zum Druck proportionaler
zusa¨tzlicher Term mit der akustischen Wandadmittanz Y kommt dazu. Die-
ser lokale Parameter ist im Allgemeinen komplexwertig und ermo¨glicht es mit
dem Rand Γ3 dynamische Eigenschaften wie Tra¨gheit, Elastizita¨t und Da¨mp-
fung abzubilden. U¨berfu¨hrt man die linearisierte Euler-Gleichung (2.14) in den
Frequenzbereich, indem a¨quivalent zu (2.18) ein harmonischer Ansatz
~˜vf = ~vf e−iωt (2.29)
fu¨r die Fluidschnelle angenommen wird, ergibt sich die Euler-Gleichung im
Frequenzbereich
iω ρf0 ~vf = ~∇p , (2.30)
und damit ein direkter Zusammenhang zwischen Fluidschnelleamplitude und
Druckgradient. In Normalenrichtung am Rand folgt daraus
iω ρf0 vf =
∂p
∂n
, (2.31)
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womit man die Robin-Bedingung (2.28) auch als eine sogenannte gemischte
Randbedingung
vs(~x) =
1
iωρf0
∂p(~x)
∂n
− Y p(~x) ~x ∈ Γ3 (2.32)
interpretieren kann, da mit ihr zwei Terme des Schalldrucks in nullter und erster
Ableitung kombiniert werden.
2.2.4 Analytische Freifeldlo¨sungen in der Akustik
Wegen ihrer Entsprechung als Greensche Funktion, die im folgenden Kapitel 2.3
bei den Randelementen verwendet wird, und der Verwendung der Freifeldlo¨sungen
als inhomogene Anteile der Helmholtz-Gleichung (2.20) wa¨hrend des Rekon-
struktionsprozesses, werden in diesem Teilkapitel fu¨r die Dimension d = 1,2,3 des
Raumes Rd die einfachsten Abstrahllo¨sungen im Freifeld zusammengefasst. Fu¨r
diese Abstrahlung in das Unendliche muss der Schalldruck die Sommerfield-
Bedingung (2.27) erfu¨llen.
Eindimensionales Abstrahlproblem
Obgleich diese Arbeit Admittanzrekonstruktionen in zwei- und dreidimensionalen
Gebieten vorschla¨gt, soll fu¨r das weitere Versta¨ndnis u¨ber lokale Admittanzen
und der damit durchgefu¨hrten Quantifizierung dynamischer Wandeigenschaften
zuna¨chst das eindimensionale Abstrahlproblem in das Unendliche mit der im
Kapitel 3.1.1 behandelten Analogie verknu¨pft werden. Das akustische dynamische
Randwertproblem des eindimensionalen Raumes wird mit der gewo¨hnlichen
Helmholtz-Differentialgleichung
p′′(x) + k2p(x) = 0 x ∈ Ωf ⊂ R1 (2.33)
und Randbedingungen nullter Dimension an den beiden Enden beschrieben.
Die Schallquelle ist dafu¨r durch eine Neumann-Randbedingung mit einer Struk-
turschnelle vs1 an einem der beiden Enden gegeben. Die Abstrahlcharakteristik
nach (2.27) la¨sst sich wegen des Nichtabklingens der Schallamplituden in einem
Gebiet endlicher La¨nge nur durch eine vollabsorbierende Randbedingung erzeugen.
Volle Absorption an dem zweiten Ende wird mit einer Admittanzrandbedingung
erfu¨llt, die dem Reziprok der Kennimpedanz von Luft entspricht [11]:
Y2 = (ρf0 c)
−1 (2.34)
Nach [35] ist die eindimensionale Lo¨sung der Helmholtz-Gleichung mit diesen
Randbedingungen folgende:
p(x,k) = −ρf0 c vs1 ei k x . (2.35)
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Offensichtlich ist die Amplitude des Schalldrucks wegunabha¨ngig. Die Wellen
laufen von einem zum anderen Ende des Gebietes, ohne reflektiert zu werden.
Zweidimensionale Abstrahllo¨sung eines Monopols
Die Lo¨sung der zweidimensionalen inhomogenen Helmholtz-Gleichung fu¨r das
Abstrahlverhalten eines Monopols kann ebenfalls analytisch hergeleitet werden
[25]. Der Schalldruck als Funktion des Abstandes r vom Mittelpunkt des Monopols,
der durch eine u¨ber den Umfang (Radius r0) konstante Schallschnelle vf (r0)
gegeben ist, zeigt mit der Konstanten s = iρf0c folgenden Verlauf:
p(k,r) = 12s k vf (r0)
H10(kr)
H11(kr0)
r ∈ Ωf ⊂ R2 . (2.36)
Er besteht im Wesentlichen aus den Hankel-Funktionen 1. Gattung nter Ordnung
H1n. Weil im Weiteren eine Schnellerandbedingung zu berechnen ist, sei hier der
Druckgradient der Abstrahllo¨sung angegeben. Mithilfe der Euler-Gleichung im
Frequenzbereich (2.30) bekommt man den Druckgradienten in Polarkoordinaten
~∇p = ∂p
∂r
~er +
1
r
∂p
∂ϕ︸︷︷︸
=0
~eϕ
= −12s k
2 vf (r0)
H11(k r)
H11(k r0)
~er .
(2.37)
Dreidimensionale Abstrahllo¨sung eines Monopols
Fu¨r eine Kugel, die infolge einer u¨ber die Oberfla¨che konstanten Schallschnelle
vf (r0) in den dreidimensionalen Freiraum abstrahlt, ist der Schalldruck als
analytische Lo¨sung der inhomongenen Helmholtz-Gleichung (2.20) angebbar
[38]:
p(k,r) = ρf0 c vf (r0)
r0
r
i k r0
1− i k r0 e
i k(r−r0) r ∈ Ωf ⊂ R3 . (2.38)
Der Druck-Gradient von p in Kugelkoordinaten ergibt sich zu
~∇p = ∂p
∂r
~er +
1
r
∂p
∂θ︸︷︷︸
=0
~eθ +
1
r sin θ
∂p
∂φ︸︷︷︸
=0
~eφ
= ρf0 c vf (r0)R
i k r0
1− i k r0 e
−i k r0 e
i k r
r
(i k − 1
r
)~er .
(2.39)
Die Schallschnelle vf (~x) auf ~x ∈ Γ erha¨lt man wieder u¨ber die Euler-Gleichung
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im Frequenzbereich, Gleichung (2.30):
vf (~x) = −vf (r0) r
2
0
r3
1− i k r
1− i k r0 e
i k (r−r0) (~n · ~r) mit r = |~x− ~xK | . (2.40)
2.3 Diskretisierung des akustischen Randwertproblems
2.3.1 Das Randwertproblem im Frequenzbereich
Ausgehend von einer einseitigen Kopplung von Struktur und Fluid kann also
die Akustik des Raumes mit dem Randwertproblem beschrieben werden, das
aus der homogenen Helmholtz-Gleichung (2.19) beziehungsweise der inhomoge-
nen Helmholtz-Gleichung (2.20) bei Quelltermen und ihren Randbedingungen
besteht. Das Ergebnis ist das Skalarfeld des komplexen Schalldrucks p(~x).
In Abbildung 2.1 sind die Admittanz Y und die Strukturschnelle vs angedeutet.
In diesem Sinne wird fu¨r das Innenraumproblem die Robin-Randbedingung (2.28)
verwendet, die diese beiden Gro¨ßen beru¨cksichtigt. Offensichtlich schließt diese
Bedingung bei verschwindender Admittanz die Neumann-Randbedingung (2.26)
mit ein. Die gemischte Randbedingung kann so fu¨r den gesamten Rand Γ3 ≡ Γ
verwendet werden.
Y
vs
Γ
Ωf
p(~x)
Q
pΓ
~n
Abbildung 2.1: Skizze mit den dem akustischen Randwertproblem des Innenraums
zugrunde liegenden Gro¨ßen.
In der Skizze wird deutlich, dass der Normalenvektor ~n, so wie er in der gemisch-
ten Randbedingung (2.32) verwendet wird, aus dem Gebiet des Fluids heraus
zeigt. Diese Randbedingung verknu¨pft lokal den Druck pΓ am Rand mit der
Schallschnelle und dem Admittanzparameter.
Sind innere Schallquellen Q vorhanden, die in ihrer ra¨umlichen Dimension klein
genug gegenu¨ber der charackteristischen Wellenla¨nge des Mediums in Ωf sind, so
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verwendet man deren Abstrahllo¨sungen als partikula¨re Anteile der Gesamtlo¨sung
der Gleichung (2.20).
2.3.2 Schwache Formulierung des akustischen Randwertproblems
Die Diskretisierung des akustischen Randwertproblems ist notwendig fu¨r die
Lo¨sung der inversen Aufgabe. Sie beginnt mit einer sogenannten schwachen
Formulierung der partiellen Differentialgleichung [38]. Das Wichtigste wird im
Folgenden zusammengefasst.
Die schwache Formulierung ermo¨glicht fu¨r die Differentialgleichung eine gewichtete
Lo¨sung im integralen Mittel. Dabei wird die linke Seite der Helmholtz-Gleichung
(2.19) mit der Gewichtsfunktion χ(~x) multipliziert. Ein Gebietsintegral dieses
Produktes wird gebildet und zu Null gesetzt:∫
Ωf
χ(~x)
[
∆p(~x) + k2p(~x)
]
dΩf (~x) = 0 . (2.41)
Mithilfe einer mehrdimensionalen partiellen Integration (ein Sonderfall des Gauß-
schen Integralsatzes) kann die doppelte partielle Ableitung des Schalldrucks (∆p)
darin um eine Ableitung reduziert werden:∫
Ωf
~∇χ · ~∇p− k2 χp dΩf =
∫
Γ
χ~∇p · ~ndΓ . (2.42)
Ersetzt man darin mithilfe der Euler-Gleichung im Frequenzbereich (2.30) noch
~∇p · ~n auf dem Rand, bekommt man folgende Integralgleichung∫
Ωf
~∇χ · ~∇p− k2 χp dΩf = s k
∫
Γ
χvf dΓ . (2.43)
An diese Gleichung schließt sich die Diskretisierung mittels der Methode der
Finiten Elemente an.
Fu¨r die Methode der Randelemente ist allerdings die Anwendung einer weiteren
partiellen Integration auf Gleichung (2.43) und die Einfu¨hrung der Greenschen
Freifeld-Funktion G notwendig, um die schwache Formulierung in die Form einer
reinen Randintegralgleichung zu bringen. Nach der zweiten partiellen Integration
bleibt ein Gebietsintegral, mit dem Helmholtz-Operator angewandt auf die
Gewichtsfunktion, u¨brig
−
∫
Γ
p ~∇χ · ~n dΓ +
∫
Ωf
p
(
∆χ+ k2 χ
)
dΩf = s k
∫
Γ
χvf dΓ . (2.44)
Die Greensche Funktion G(~x,~y) lo¨st folgende Differentialgleichung
∆G(~x,~y) + k2G(~x,~y) = −δ~y(~x,~y) ~x,~y ∈ Ωf ⊂ Rd , (2.45)
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und ist damit auch Fundamentallo¨sung der inhomogenen Helmholtz-Gleichung.
G(~x,~y) ist die Schalldruckverteilung fu¨r Punktquellen mit dem Ursprung bei ~y.
δ(~x,~y) bezeichnet die Dirac-Funktion, die den Wert unendlich am Ort ~y hat:
δ~y(~x,~y) =
{
+∞ ~x = ~y
0 sonst
. (2.46)
Die mit dem Schalldruck formulierten Abstrahlungslo¨sungen (2.35), (2.36) und
(2.38) entsprechen der Greenschen Funktionen in den drei Raumdimensionen.
Fu¨r zwei- und dreidimensionale Ra¨ume geben diese Formeln den Schalldruck
infolge der Freifeldabstrahlung von Kreis und Kugel mit endlichen Radien an.
Wird G(~x,~y) als Gewichtsfunktion χ(~x) gewa¨hlt, la¨sst sich damit das Gebietsin-
tegral in (2.44) durch die Eigenschaften der Dirac-Funktion
∫
Ωf
δ~y(~x,~y) dΩf (~x) = c¯(~y) =

1 ~y ∈ Ωf\Γ
(0,1) ~y ∈ Γ
0 ~y /∈ Ωf
(2.47)
auflo¨sen und es bleibt∫
Γ
p(~x)∂G(~x,~y)
∂n(~x) dΓ(~x) + c¯(~y)p(~y) = s k
∫
Γ
G(~x,~y) vf (~x) dΓ(~x) (2.48)
u¨brig. Gleichung (2.48) ist die sogenannte Darstellungsformel. Befinden sich zu-
dem alle ~y auf Γ3, bekommt man eine reine Randintegralgleichung, die sogenannte
Kirchhoff-Helmholtz-Integralgleichung. Der Faktor c¯ kann auf zwei Wegen
bestimmt werden. Zum einen geschieht das anhand der Kru¨mmung des Randes
Γ3 am Ort ~y. Ist der Rand am Ort ~y eben, so nimmt c¯(~y) den Wert 0,5 an. Bei
einer programmtechnisch besser umsetzbaren Variante wird die Darstellungs-
formel fu¨r den Spezialfall einer Wellenzahl von k = 0 und einer Anhebung des
Drucks um p0 6= 0 betrachtet. So kann c¯(~y) direkt aus dem linken Integral der
Darstellungsformel berechnet werden.
2.3.3 Erweiterung der schwachen Formulierung um Quellterme
Lautsprecher sind Schallquellen im Inneren des Gebietes. Die von den Quellen
erzeugten Schallfelder sind physikalisch als Freifeldlo¨sungen zu interpretieren und
Lo¨sungen der inhomogenen Helmholtz-Gleichung (2.20). Voraussetzung dafu¨r ist
ein vernachla¨ssigbar kleines Volumen des Ko¨rpers der Quelle. Gemeint ist, dass der
Ko¨rper die Ausbreitung der Wellen im Gebiet durch sein Volumen nicht beeinflusst.
Selbstversta¨ndlich existiert dadurch eine Untergrenze fu¨r die Wellenla¨nge und ein
Mindestabstand von der Quelle. Das steht aber der Anwendung der im Folgenden
vorgestellten, wellenbasierenden deterministischen und damit ebenfalls obere
Grenzfrequenz verlangenden Verfahren nicht im Wege.
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Befinden sich Schallquellen in einem akustischen Raum, der zusa¨tzlich durch
Schwingungen der angrenzenden Struktur – beispielsweise ausgedru¨ckt durch
Neumannsche Randbedingungen – angeregt wird, kann die Gesamtlo¨sung als
Summe der homogenen und partikula¨ren Lo¨sung
p = ph + pp beziehungsweise vf = vhf + vpf (2.49)
zusammengestellt werden. Da nun aber die Integralgleichungen der FEM (2.43)
und der BEM (2.48) fu¨r die Lo¨sungen der homogenen Helmholtz-Gleichung
aufgestellt werden, substituiert man in diesen Gleichung p mit ph und vf mit vhf
bei vorhandenen Quellen und kann dann diese homogenen Lo¨sungen durch die
Differenzen der Gesamtlo¨sungen und der partikula¨ren Lo¨sungen ersetzen. Fu¨r
die FEM ist das∫
Ωf
~∇χ(~x) · ~∇
[
p(~x)− pp(~x)
]
− k2 χ(~x)
[
p(~x)− pp(~x)
]
dΩf (~x)
= s k
∫
Γ
χ(~x)
[
vf (~x)− vpf (~x)
]
dΓ(~x) (2.50)
und fu¨r die BEM∫
Γ
[
p(~x)− pp(~x)
]
∂G(~x,~y)
∂n(~x) dΓ(~x) + c¯(~y)
[
p(~y)− pp(~y)
]
= s k
∫
Γ
G(~x,~y)
[
vf (~x)− vpf (~x)
]
dΓ(~x) . (2.51)
2.3.4 FE-Diskretisierung nach GALERKIN
An dieser Stelle erfolgt die Diskretisierung des Randwertproblems im Frequenz-
bereich auf Basis der homogenen Helmholtz-Gleichung sowie bei vorhandenen
Quellen der inhomogenen Helmholtz-Gleichung. Dafu¨r werden Strukturschnellen
und Admittanzwerte am Rand vorgegeben.
Wenn nun der komplette Rand zu Γ ≡ Γ3 u¨bergeht, ersetzt man in Gleichung
(2.43) beziehungsweise bei vorhandenen Quellen in Gleichung (2.50) mittels der
Robin-Bedingung (2.28) die Normalenschallschnelle vf (~x) und erha¨lt∫
Ωf
~∇χ · ~∇p− k2 χp dΩf = s k
∫
Γ3
χ (vs + Y p) dΓ3 bzw.∫
Ωf
~∇χ · ~∇(p− pp)− k2 χ (p− pp) dΩf = s k
∫
Γ3
χ (vs + Y p− vpf ) dΓ3 .
(2.52)
Nach Galerkin werden fu¨r den Schalldruck und die Gewichtsfunktion die gleichen
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Ansatzfunktionen φl verwendet. Fu¨r die Strukturschnelle werden die Anteile der
Ansatzfunktionen φl auf dem Rand eingesetzt, wenn auch ein konstanter Verlauf
u¨ber jede Elementoberfla¨che auf dem Rand erzwungen wird. Die normierte Admit-
tanz Y˜ = ρf0cY bekommt durch elementrandweise konstante Ansatzfunktionen
einen konstanten Wert. Folgende Ansa¨tze sind fu¨r den Druck und die Schnel-
le knotenbezogen darstellbar, fu¨r die Admittanz allerdings elementrandweise
aufzustellen:
p(~x) =
N∑
l=1
φl(~x) pl ~x ∈ Ωf (2.53)
χl(~x) = φl(~x) ~x ∈ Ωf (2.54)
~vs(~x) =
Nr∑
k=1
φ¯l(~x)~vsk ~x ∈ Γ3 (2.55)
Y˜ (~x) =
Ne∑
m=1
φ˜m(~x) Y˜m mit ~x ∈ Γ3 (2.56)
φ˜m(~x) =
{
1 ~x ∈ Element m
0 sonst
.
Damit entsteht nach Aufteilung in schalldruckabha¨ngige und -unabha¨ngige Terme
folgendes Matrizengleichungssystem
(K − ikD − k2M)p = s kF vs (2.57)
mit
der Steifigkeitsmatrix K kij =
∫
Ωf
~∇φi(~x) · ~∇φj(~x)dΩf (~x) ,
der Massenmatrix M mij =
∫
Ωf
φi(~x)φj(~x)dΩf (~x) ,
der Da¨mpfungsmatrix D dij =
∫
Γ3
φi(~x)
[
φ˜m(~x) Y˜m
]
φj(~x)dΓ3(~x) ,
und der Randmassenmatrix F fij =
∫
Γ3
φi(~x)φj(~x)dΓ3(~x) .
Die Matrizen sind unter den Vorgaben alle symmetrisch und schwach besetzt.
Die Da¨mpfungsmatrix ist zudem komplex, aber wegen ihrer Symmetrie nicht
hermitisch.
Sind innere Schallquellen vorhanden, erweitert sich Gleichung (2.57) zu
(K − ikD − k2M)p = s kF (vs − vpf ) + (K − k2M)pp . (2.58)
23
2 Ausgewa¨hlte Grundlagen
Der partikula¨re Knoten-Schalldruck pp ist durch die Freifeldlo¨sung berechenbar,
beispielsweise fu¨r Monopolquellen mit (2.36) in zweidimensionalen oder mit (2.38)
in dreidimensionalen Gebieten. Die partikula¨re Fluidschnelle vpf an den Knoten
am Rand kann man mit der Euler-Gleichung aus der Normalenableitung der
Abstrahllo¨sung gewinnen; fu¨r Monopole mit (2.37) beziehungsweise (2.40).
Da die meisten Randknoten zwei- und dreidimensionaler FE-Netze und ihre
kontinuierlichen Ansatzfunktionen mehr als einem finiten Element zugeordnet
sind, beziehen sich im Allgemeinen mindestens zwei elementrandweise definierte
Admittanzwerte auf einen Knoten. Aus diesem Grund la¨sst sich nur eine implizite
Admittanzabha¨ngigkeit der Da¨mpfungsmatrix schreiben.
Schallquelle als partikula¨rer Anteil der Lo¨sung
Die Schwingungen eines Lautsprechers ko¨nnen u¨ber Neumann-Randbedingungen
beru¨cksichtigt werden. Dafu¨r muss aber das Gebiet Ω um das Volumen des
Lautsprechers verju¨ngt und unter Beru¨cksichtigung des neu entstandenen Randes
vernetzt werden. Damit kann dann eine Oberfla¨chenschwingung des Lautspre-
chers zum Beispiel durch Strukturschnellen ausgedru¨ckt werden, wodurch das
Randwertproblem der Innenraumakustik aus homogener Helmholtz-Gleichung
und Randbedingungen besteht.
Die erwa¨hnten Quellterme wurden eingefu¨hrt, weil die Behandlung innerer Schall-
quellen u¨ber eine partikula¨re Lo¨sung Vorteile hat. Die FE-Vernetzung des Volu-
mens kann ohne Ru¨cksicht auf die Position des Lautsprechers erfolgen. So erfolgt
auch eine erhebliche Reduktion des Freiheitsgrades.
Bei niedrigen Frequenzen weisen die meisten Lautsprecher eine unidirektionale
Abstrahlcharakteristik des Monopols auf. Die akustische Monopolquelle kann
mit der Quellsta¨rke q des Kugelstrahlers nullter Ordnung quantifiziert werden
[11]. Die Gleichung zur Berechnung des Schalldrucks aus der Quellsta¨rke hat eine
singula¨re Stelle genau im Mittelpunkt der Quelle. Daher ist eine Implementierung
des Monopols als Kugelstrahler mit endlich großem Radius numerisch stabiler.
Deshalb muss fu¨r die Implementierung in den FE-Code noch Folgendes beru¨cksich-
tigt werden. Fu¨r die Quelle ist zu gewa¨hrleisten, dass sich Knoten des FE-Netzes
und beliebige weitere Orte, an denen der Schalldruck im Innenraum interessiert,
in ausreichend großer Entfernung vom Mittelpunkt der Quelle befinden.
Diese Hinweise fu¨r die programmtechnische Umsetzung innerer Kugelschallquellen
treffen auf die Randelementeberechnung, deren Diskretisierung im folgenden
Kapitel behandelt wird, ebenfalls zu.
2.3.5 BE-Diskretisierung mit dem Kollokationsverfahren
Fu¨r die Diskretisierung am Rand erweist sich der integrationsfreie Summand
in (2.48) als ungu¨nstig. Daher wird eine weitere Integration mit einer weiteren
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Testfunktion auf Gleichung (2.48) angewendet. In dieser Arbeit kommt die Me-
thode der Kollokation zur Diskretisierung in der Implementierung zum Einsatz
[38]. Dabei wird die Dirac-Funktion fu¨r einen Kollokationspunkt am Ort ~zl als
Testfunktion verwendet∫
δ~zl(~y,~zl)
[
Glg. (2.48)
]
dΓ3(~y) . (2.59)
Dieses a¨ußere Integral ist analytisch bekannt. Die O¨rtlichkeiten sa¨mtlicher Kollo-
kationspunkte werden außerdem so gewa¨hlt, dass sie mit denen der Knoten der
Ansatzfunktionen φl (analog zu dem Ansatz (2.53), nur auf den Rand beschra¨nkt)
in den Orten ~zl zusammenfallen. Fu¨r die Diskretisierung der Randschnelle wird
wie bei der FEM der Ansatz (2.55) mit den Funktionen φ¯l verwendet. Die Ansatz-
funktionen haben im Allgemeinen die Eigenschaft, dass sie den Wert 1 genau an
der Stelle der Knoten annehmen. Mit diesen Eigenschaften ko¨nnen N Gleichungen
fu¨r N Kollokationspunkte aufgestellt werden. In Matrizenschreibweise ergibt das
H p = Gvf (2.60)
und bei vorhandenen Quellen
H
[
p− pp
]
= G
[
vf − vpf
]
(2.61)
mit dem Einfach- und dem Doppelschichtpotential G und H. Deren ljte Matrix-
elemente ergeben sich durch
glj = s k
∫
Γ3
G(~x,~zl)φ¯j(~x)dΓ3(~x) und
hlj = c¯(~zl)δlj +
∫
Γ3
∂G(~x,~zl)
∂n(~x) φj(~x)dΓ3(~x) .
Die Matrizen sind quadratisch, nicht symmetrisch, nicht positiv definit, nicht
hermitisch. Fu¨r die Kollokation werden in dieser Arbeit diskontinuierliche Ele-
mente mit linearen Ansatzfunktionen verwendet. Da bei diesen Elementen die
Interpolationsknoten innerhalb der Elemente liegen, wird keine Stetigkeit der
Randdrucklo¨sung u¨ber Elementgrenzen entlang unebener Randgeometrien er-
zwungen. So sind auch die Geometriefaktoren c¯ fu¨r die Randknoten in (2.60)
beziehungsweise (2.61) eindeutig bestimmbar. Ein weiterer Vorteil dieses Element-
typs liegt darin, dass eine explizite Darstellung der Admittanz nach Einbringen
der gemischten Randbedingung (2.28) mo¨glich wird:[
H −GY
]
p = Gvs (2.62)
und mit Quellen [
H −GY
]
p = G
[
vs − vpf
]
+H pp . (2.63)
Dabei belegen N Knotenwerte der Admittanz die Elemente der Diagonalmatrix
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Y . Bei bekannter Admittanzverteilung kann damit der Randschalldruck aus
gegebener Anregung berechnet werden.
Der Druck an einem beliebigen Ort ~xk im Inneren des Gebietes ergibt sich aus
der Darstellungformel (2.48) mit einem Geometriefaktor c(~xk) = 1:
p(~xk) = sk
∫
Γ
G(~xk,~y) vf (~y) dΓ(~y)
−
∫
Γ
p(~y)∂G(~xk,~y)
∂n(~y) dΓ(~y), ~y ∈ Γ, ~xk ∈ Ωf\Γ. (2.64)
In diskretisierter Form ist das
p(~xk) = gT (~xk)vf − hT (~xk)p (2.65)
beziehungsweise
p(~xk)− pp(~xk) = gT (~xk)
[
vf − vpf
]
− hT (~xk)
[
p− pp
]
(2.66)
bei vorhandenen Quellen im Inneren.
Offensichtlich wird der Druck an einem inneren Punkt aus Normalenrandschnelle
und Randschalldruck berechnet. Das setzt die Berechnung dieser Gro¨ßen vor-
aus, was im Fall des Vorwa¨rtsproblems wie zuvor beschrieben mit bekannten
Randbedingungen erfolgt.
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3.1 Einleitung in die Thematik
3.1.1 Zur Bedeutung der akustischen Wandadmittanz
Die soeben vorgestellte gemischte Randbedingung (2.28) fu¨r die Helmholtz-
Gleichung beinhaltet also den Admittanzparameter Y . An der Formulierung
(2.32) der Randbedingung ist zu erkennen, dass nur die Normalenkomponente des
Druckgradienten fu¨r die Admittanz signifikant ist. An Ra¨ndern eindimensionaler
Gebiete entspricht die Normalenrichtung der Richtung des Gradienten. Die
Wellenausbreitung erfolgt ausschließlich in dieser Richtung.
Eindimensionale Wellenausbreitung liegt auch in du¨nnen starren Rohren vor.
Dafu¨r ist das Kundtsche Rohr ein gutes Beispiel [26]. Die damit gemessene Impe-
danz Z ist ein frequenzabha¨ngiger Wert fu¨r auf die Oberfla¨che des Testmaterials
senkrecht einfallende Schallwelle.
Die lokale Wandimpedanz ist komplex
Z = <{Z}+ i={Z} . (3.1)
Der Realteil der Impedanz dru¨ckt Resistanz aus, also Energieverlust durch
Absorption [45]. Wa¨hrend der Imagina¨rteil fu¨r die Reaktanz steht, also ein Maß
fu¨r die speicherbare Energie beziehungsweise fu¨r die Menge an kinetischer Energie,
die mit der Schallwelle heran transportiert wird und zwischenzeitlich in der Wand
als potentielle Energie gespeichert werden kann, bevor sie wieder in kinetische
Energie konvertiert wird.
Die akustische Wandadmittanz ist das direkte Reziprok der Impedanz:
Y = 1
Z
= <{Y }+ i={Y } . (3.2)
Ihr Realteil ist ein Maß fu¨r die Konduktanz (Leitfa¨higkeit) der Wand fu¨r akustische
Energie, wa¨hrend mit ihrem Imagina¨rteil die akustische Suszeptanz (Blindleitwert)
quantifiziert werden kann. Teilt man den Imagina¨rteil durch die Kreisfrequenz ω,
bekommt man ein Maß fu¨r die Nachgiebigkeit.
Um die Bedeutung der Admittanz zu verstehen, eignet sich eine Betrachtungswei-
se aus Sicht der Strukturelastik fu¨r ein admittanzbehaftetes Ende eines Rohres.
U¨ber das analytische Aufstellen der gekoppelten Gleichungen einer eindimensiona-
len Struktur-Fluid-Kopplung verdeutlicht [36] die Mo¨glichkeit, die dynamischen
Eigenschaften eines Masse-Feder-Da¨mpfer-Elementes (MFD) am Rand des Fluids
durch einen Admittanzparameter Y zusammenfassen zu ko¨nnen. Abbildung 3.1
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⇒
c1
b1
m1
Y1
A1
Ωf Ωf
Abbildung 3.1: MFD-Ersatzmodell (links) fu¨r die Deckfla¨che eines langen (starren)
Zylinders mit Admittanzrandbedingung (rechts).
zeigt, wie Tra¨gheit, Elastizita¨t und Da¨mpfung der Struktureinheit einem komple-
xen akustischen Randparameter zugeordnet werden ko¨nnen. Wie in [36] erla¨utert
wird, kann die Admittanz dafu¨r durch die Masse m1 sowie die Da¨mpfungs- und
Steifigkeitskonstanten b1 und c1 des MFD wie folgt ausgedru¨ckt werden:
Y1 =
−iωA1
−ω2 m1 − iω b1 + c1
beziehungsweise
= ω
2 b1 A1
(c1 − ω2 m1)2 + ω2 b21
+ i ωA1 (ω
2 m1 − c1)
(c1 − ω2 m1)2 + ω2 b21
(3.3)
Dabei ist A1 der Querschnitt des Rohres.
Wollte man die theoretisch vollsta¨ndig absorbierende Seite durch ein MFD mit
der Masse m1, der Da¨mpfungskonstante b1 und der Federsteifigkeit c1 darstellen,
ko¨nnte man u¨ber die Analogie der lokalen Admittanz nach Gleichung (3.3) und
(2.34) zeigen, dass volle Absorption fu¨r folgende Bedingungen erfu¨llt ist:
b1 = Aρf0 c1 und c1 = ω
2 m1 . (3.4)
Wa¨hrend also am zweiten Rand die Da¨mpfungskonstante dem Reziprok der auf
die Fla¨che A bezogenen Kennimpedanz von Luft entspricht, verhalten sich die
Federsteifigkeit und die Masse des entsprechenden MFD so, dass sich das MFD
in der Na¨he seiner Resonanz befindet.
Des Weiteren kann festgestellt werden, dass die Admittanzrandbedingung eine
Randbedingung ist, die nur lokal wirkende dynamische Eigenschaften des Randes
beru¨cksichtigt. Anhand eines Gedankenexperiments u¨ber eine Struktur-Fluid-
Kopplung wird die Bedeutung der Lokalita¨t der hier verwendeten Admittanz-
Randbedingung ersichtlich. Abbildung 3.2 zeigt ein mit Ωf gekennzeichnetes
eindimensionales Fluid, dass mit zwei Massen m1, m2 gekoppelt ist. Diese beiden
Massen sind wiederum u¨ber Federn und Da¨mpfer mit einer weiteren Masse mb
verbunden. Die Kopplungsfla¨chen sind im Sinne der eindimensionalen Betrachtung
gleich groß, A1 = A2 = A. Mit den dynamischen Gleichgewichtsbedingungen an
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x l
m1 m2
c1
b1
c2
b2
p1 p2
v1 v2
u1 u2
F1 F2
ub
mb
Ωf
b
A1
b
A2
Abbildung 3.2: Darstellung eines eindimensionalen Fluids mit Masse-Feder-Da¨mpfer-
Elementen an den Enden sowie einer zusa¨tzlichen Masse mb.
den drei Massen im Frequenzbereich
(c1 − ω2m1 − iωb1)u1 − (c1 − iωb1)ub = F1 −Ap1,
(c2 − ω2m2 − iωb2)u2 − (c2 − iωb2)ub = −F2 +Ap2 und[
c1 + c2 − ω2mb − iω(b1 + b2)
]
ub = (c1 − iωb1)u1 + (c2 − iωb2)u2
(3.5)
und nach Reduktion um die Verschiebung ub der Masse mb mithilfe der dritten
Gleichung erha¨lt man zwei Gleichungen fu¨r die Freiwerte p = [p1,p2]T und
u = [u1,u2]T des Drucks und der Verschiebung an den Kopplungsstellen. Zwei
weitere Gleichungen entstehen aus Randgleichungen der allgemeinen Lo¨sung
p(x) = K1 ei k x +K2 e−i k x (3.6)
der eindimensionalen Helmholtz-Gleichung. Dabei werden die Koeffizienten K1
und K2 zuna¨chst mithilfe der Euler-Gleichung im Frequenzbereich (2.31) durch
die Randschnellen v1 und v2 berechnet:
−i kK1 + i kK2 = i ρf0 ω v1
i kK1 ei k l − i kK2 ei k l = i ρf0 ω v2 .
(3.7)
Des Weiteren kann Gleichung (3.6) nur fu¨r die Dru¨cke an den Ra¨ndern geschrieben
werden:
p1 = K1 +K2
p2 = K1 ei k l +K2 e−i k l .
(3.8)
Nach Elimination der Koeffizienten K1 und K2 durch Zusammenfu¨hren der
Gleichungen (3.7) und (3.8) hat man mit zwei Gleichungen einen Zusammen-
hang zwischen den Randschnellen und den Randdru¨cken, der sich analog der
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diskretisierten Version der Randelementeformulierung (2.60) darstellen la¨sst:
ei k l + e−i k l
ei k l − e−i k l
− 2
ei k l − e−i k l
− 2
ei k l − e−i k l
ei k l + e−i k l
ei k l − e−i k l
[p1p2] = [ρf0 c 00 ρf0 c] [v1v2]
H p = Gvf .
(3.9)
Koppelt man diese vier u¨brigen Gleichungen u¨ber die Bedingungen (2.23) und
(2.24) und arrangiert sie in eine der BE/FE-Diskretisierung fu¨r ein vollgekoppeltes
Randwertproblem einer Fluid-Struktur-Kopplung kompatiblen Matrizenschreib-
weise, so bekommt man folgendes Gleichungssystem[
H −GCfs
−Csf A
] [
p
u
]
=
[ 0
f
]
. (3.10)
A ist die dynamische Steifigkeitsmatrix der FE-Diskretisierung der Struktur;
wa¨hrend f = [F1,− F2]T die Kraftanregungen zusammenfasst. Die C-Matrizen
beinhalten Terme, die aus der Kopplung entstehen.
Wendet man auf (3.10) das Schur-Komplement an und kondensiert damit die
Verschiebungsfreiwerte, erha¨lt man folgende Gleichung fu¨r die Freiwerte des
Randschalldrucks
H p−G
[
CfsA
−1Csf
]
p =
[
GCfsA
−1] f . (3.11)
Dabei entsteht ein Matrizenprodukt CfsA−1Csf , das zur sogenannten Kopp-
lungsadmittanzmatrix Y c zusammengefasst werden kann:
Y c =
−iωA
N
 d2 − w22db −w1w2db
−w1w2
db
d1 − w
2
1
db
 (3.12)
mit
d1 = −ω2 m1 − iω b1 + c1 w1 = −iωb1 + c1
d2 = −ω2 m2 − iω b2 + c2 w2 = −iω b2 + c2
db = −ω2 mb − iω (b1 + b2) + (c1 + c2) N = d1 d2 − d1 w
2
2
db
− d2 w
2
1
db
.
Offensichtlich ist Yc vollbesetzt. Das ist auf die dynamische Verknu¨pfung der
Kopplungsstellen 1 und 2 u¨ber die Massen zuru¨ckzufu¨hren. Wenn allerdings die
Masse mb unendlich groß wird, wird dieser Pfad der Verknu¨pfung unterbrochen.
Im Gleichungssystem a¨ndert sich in diesem Fall die Kopplungsmatrix. Sie wird
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diagonal:
lim
mb→∞
Y c =
 −iωA−ω2 m1 − iω b1 + c1 0
0 −iωA−ω2 m2 − iω b2 + c2
 . (3.13)
Die Diagonalelemente dieser Matrix sind dem in Gleichung (3.3) vorgestellten
Zusammenhang des MFD zur lokalen Admittanz a¨quivalent.
An diesem Fallbeispiel kann man verallgemeinernd schlussfolgern, dass das Auf-
heben jeglicher Kopplung innerhalb der Struktur – also eine Lokalisierung der
auf das Fluid wirkenden dynamischen Eigenschaften der Strukturrandes – zu
einer Diagonalisierung der Kopplungsadmittanz fu¨hrt. Bei den im Folgenden in
dieser Arbeit benutzten deterministischen Diskretisierungsverfahren FEM und
BEM werden u¨ber die Verfahren nach Galerkin beziehungsweise der Kollokation
nur lokale Ansatzfunktionen verwendet, wodurch auch nur lokale Admittanzen
mo¨glich sind. Wie in Abbildung 3.3 zu sehen ist, kann das zuvor in Abbildung
1.1 dargestellte Prinzip der Diskretisierung des Randes Γ in lokale Admittanzpa-
rameter somit als Aufteilung des Randes in einzelne, zueinander ungekoppelte,
dynamische Schwingungselemente verstanden werden. Die Verwendung solcher lo-
kaler Admittanzwerte impliziert daher die Einschra¨nkung der Anwendung der im
Folgenden vorgestellten Verfahren zur Admittanzabscha¨tzung auf eine mo¨glichst
schwache Strukturkopplung.
~n
Q
Γ
Ωf
Abbildung 3.3: Verdeutlichung des Prinzips der lokalen Admittanzrandbedingung
anhand diskret verteilter, ungekoppelter Masse-Feder-Da¨mpfer-Elemente.
Es gibt Bemu¨hungen, nichtlokale Randbedingungen durch alternative Ansa¨tze
fu¨r FEM-Techniken zu verwenden. Bekannt ist das DtN-Verfahren, welches u¨ber
den gesamten Rand definierte globale Ansatzfunktionen analog zu Fourier-
Reihen verwendet. Dafu¨r wurden bisher nur Lo¨sungen fu¨r Außenraumprobleme
mit einfachen Geometrien wie Kugel oder Ellipsoide gefunden [17].
In mehrdimensionalen Gebieten ko¨nnen Schallwellen auch schra¨g auf den Rand
eintreffen, wodurch deutlich wird, dass u¨ber die Admittanz-Bedingung (2.32)
nur die Normalenkomponente der einfallenden Welle mit dem Rand in Wech-
selwirkung tritt. Nur Reflexion und Absorption der Normalenkomponente des
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Druckgradienten ko¨nnen damit beru¨cksichtigt werden. Dagegen beinhaltet die
Definition des winkelabha¨ngigen Absorptionsgrades α
α(Z,ϑ) = 4<{Z} cosϑ
1 + 2<{Z} cosϑ+ |Z|2 cos2 ϑ (3.14)
eine Abha¨ngigkeit von dem Einfallswinkel ϑ der ankommenden Schallwelle [11].
Die Mo¨glichkeit einer Integration des Absorptionsgrades in das akustische Rand-
wertproblem fu¨r mehrdimensionale Ra¨ume ist allerdings nicht bekannt.
Die lokalen Admittanzwerte an Randstu¨cken lassen sich also nur fu¨r Gebiete
einfacher Geometrien, fu¨r die analytische Lo¨sungen existieren, mit physikalisch
vorstellbaren Werten vergleichen. Sie ko¨nnen aber u¨ber eine inverse akustische
Aufgabe fu¨r akustische Probleme komplizierter Geometrien global identifiziert
werden, auch wenn sie dann mo¨glicherweise keinen physikalischen Analogien
genu¨gen. Vorausgesetzt, dass im Sinne einer einseitigen Kopplung die Ru¨ckkopp-
lung der Fluidschwingungen auf die Struktur vernachla¨ssigbar ist, ko¨nnen dann
Kopplungsadmittanzmatrizen, selbst bei vorhandener Anregung der Struktur,
mit diesen lokalen Werten approximiert werden. Die Beru¨cksichtigung von Admit-
tanzen in numerischen Modellen sollte die Genauigkeit akustischer Simulationen
verbessern.
3.1.2 Konzept der Admittanzbestimmung
In Kapitel 2 wurden die Lo¨sungen der admittanz- und quellbehafteten Innen-
raumakustik behandelt. Dieses Kapitel wendet sich der Thematik der globalen
Identifikation einer Admittanzverteilung zu. Die Rekonstruktion verlangt eine
Mikrofonmessung des Schallfeldes, das sich infolge einer zu messenden stationa¨r
abstrahlenden Schallquelle auspra¨gt.
Abbildung 3.4 zeigt den sequentiellen Ablauf der Rekonstruktion. Bei der Mes-
sung des Schalldrucks ist darauf zu achten, dass die zeitliche Abstimmung der
Schalldru¨cke und der Anregungen durch Strukturschnellen vs und Schallquellen
Q registriert wird, weil man neben den Betra¨gen auch die Phasenverla¨ufe fu¨r die
Bestimmung der komplexen Admittanzen beno¨tigt. Der Signalanalysator erzeugt
aus den Zeitverla¨ufen der Dru¨cke komplexe Frequenzspektren fu¨r die Mikrofon-
schalldru¨cke p, die Strukturschnelle vs am Rand sowie die Quellsta¨rke q. Wie
am Ende des Kapitels 3 erkla¨rt wird, werden diese registrierten Frequenzverla¨ufe
zur Verwendung im Rahmen der inversen Admittanzbestimmung vorkonditio-
niert. Dies geschieht durch ra¨umliche Gla¨ttung beziehungsweise Mittelung von
U¨bertragungsfunktionen zwischen der Quellsta¨rke und den Mikrofonschalldru¨cken.
Dadurch werden die Einflu¨sse in Folge von sto¨rendem Signalrauschen und von Un-
sicherheiten in der Erfassung der ra¨umlichen Verteilung der Mikrofone reduziert.
Mit diesen Daten kann dann die inverse Rechnung fu¨r die Parameterbestimmung
durchgefu¨hrt werden.
Das Ergebnis ist eine globale Verteilung lokaler Admittanzparameter, mit der die
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Abbildung 3.4: Schematischer Ablauf der globalen Admittanzbestimmung und Simu-
lation mit der approximierten Admittanzrandbedingung.
im vorhergehenden Kapitel beschriebene Kopplungsadmittanzmatrix approximiert
wird. Auf diese Weise erfolgreich bestimmte Admittanzrandbedingungen sollten
fu¨r Schallfeldsimulationen mit beliebigen Anregungen in den gemessenen Ra¨umen
anzuwenden sein.
3.2 BE-basierte Admittanzbestimmung
3.2.1 Theorie der inversen BE-Formulierung
Wie bereits in den Arbeiten [37] und [22] aus einer Randelementediskrektisie-
rung der Innenraumakustik hergeleitet wurde, kann der Randschalldruck und
die Normalenschnelle am Rand durch Innenschalldru¨cke ausgedru¨ckt werden,
ohne die Randbedingungen zu kennen. Fu¨r lokale Randbedingungen ko¨nnen
dann Knotenwerte fu¨r die Admittanz aus dem Quotienten der Schnelle und des
Drucks berechnet werden. Fu¨r N Knoten am Rand lautete die Gleichung (2.60)
beziehungsweise (2.61) der BEM
Hp = Gvf ~x ∈ Γ
H
[
p− pp
]
= G
[
vf − vpf
]
mit Quelltermen.
(3.15)
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Das Dirichlet-Problem ergibt unter Verwendung der Inversen von G die Fluid-
schnelle am Rand vf :
vf = G−1Hp ~x ∈ Γ
vf − vpf = G−1H
[
p− pp
]
mit Quelltermen.
(3.16)
Der Schalldruck pm an den Koordinaten ~xk des kten Mikrofons kann u¨ber die
diskrete Form der Darstellungsformel (2.48) in numerischer Genauigkeit der BEM
mit den Randschalldru¨cken verknu¨pft werden, ohne die Admittanzrandbedingung
zu kennen. Nach Einordnen der Nm Zeilenmatrizen gT (~xk) und hT (~xk) der
diskretisierten Darstellungsformel (2.65) beziehungsweise (2.66) in die Matrizen
G und H ko¨nnen Nm dieser Gleichungen fu¨r genauso viele Innenschalldru¨cke pm
in folgender Matrixschreibweise zusammengefasst werden:
pm = Gvf −Hp und
pm − ppm = G
[
vf − vpf
]
−H
[
p− pp
]
mit Quelltermen.
(3.17)
Mit Gleichung (3.16) kann die Spaltenmatrix der Fluidschnelle vf eliminiert
werden, so dass das Gleichungssystem
pm =
[
GG−1H −H
]
p und
pm − ppm =
[
GG−1H −H
] [
p− pp
]
mit Quelltermen
(3.18)
entsteht, womit die inneren Schalldru¨cke ausschließlich aus den Randdru¨cken
berechnet werden ko¨nnen.
Der Kern des auf der Basis von Randelementen formulierten inversen Problems ist
die Lo¨sung des im Allgemeinen schlecht gestellten Gleichungssystems (3.18). Seine
Lo¨sung ergibt den Randschalldruck. Zum einen sind es die Messungenauigkeit der
Mikrofone (Rauschen) und zum anderen die oft auftretende Unterbestimmtheit
des Gleichungssystems, welche die Kondition verschlechtern. Ist ein Gleichungs-
system unterbestimmt, existiert keine optimale Lo¨sung mit minimalem Fehler
im Sinne des Fehlerquadratminimums mehr. Das Gleichungssystem hat mehr als
eine Lo¨sung und es la¨sst sich lediglich eine Lo¨sung minimaler Norm finden.
Wenn also mit (3.18) und (3.16) der Druck p sowie die Schnelle vhf am Rand
aus Innendru¨cken berechenbar sind, so la¨sst sich jetzt fu¨r jeden Knoten eine
Admittanz bestimmen. Aus der Robin-Randbedingung (2.28) folgt mit den
Normalenschnellen vf (~x) = ~n(~x) ·~vf (~x) und vs(~x) = ~n(~x) ·~vs(~x) die Admittanz
an jedem Knoten
Y (~x) = vf − vs
p
. (3.19)
Sind innere Schallquellen vorhanden, so ko¨nnen diese u¨ber den additiven Zusam-
menhang der homogenen und partikula¨ren Lo¨sung nach Gleichung (2.49) wie
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folgt beru¨cksichtigt werden:
Y (~x) = vf − vs
p
=
vf − vs − vpf + vpf
p
=
vhf − vs + vpf
p
.
Dabei sind vs und vpf gegeben. Dieser inverse Ansatz wurde in Fortran 90
implementiert und nutzt das Programm Akusta [34, 39, 40] zur Berechnung der
Matrizen.
Neben der Berechnung des Randdrucks durch Gleichung (3.18) gibt es noch die
Mo¨glichkeit, die Randschnelle direkt aus den Messdru¨cken zu berechnen:
pm(~y) =
[
G−HH−1G
]
vf (~x) ~x ∈ Γ, ~y ∈ Ω
pm(~y)− ppm(~y) =
[
G−HH−1G
][
vf (~x)− vpf (~x)
]
mit Quelltermen.
(3.20)
Diese Variante wird durch Ersetzen des Drucks in (3.17) bei Verwendung des
Neumann-Problems der Grundgleichung der BEM (3.15) ermo¨glicht. Der Vorteil
dessen ko¨nnte sein, dass die Fehlerfortpflanzung beim Bestimmen der Schnelle
durch Bildung des Druckgradienten umgangen werden ko¨nnte. Großer Nachteil
dieser Methode ist aber, dass nicht nur die Inverse von G, sondern auch die von H
berechnet werden muss. In [42] wurde dieser Ansatz mit einem zweidimensionalen
Randelementeprogramm mit Matlab untersucht. Ein direkter Vergleich zu der
zuvor beschriebenen Variante wurde nicht durchgefu¨hrt.
3.2.2 Lo¨sung des schlecht konditionierten linearen Gleichungssystems
Das Gleichunggssystem
Das lineare Gleichungssystem (3.18) kann mit
phm = Qp
h (3.21)
vereinfacht werden. Wegen der impliziten Frequenzabha¨ngigkeit von Q muss das
Gleichungssystem (3.18) fu¨r einzelne Wellenzahlen separat gelo¨st werden. Das
Einfachschichtpotential G in Q =
[
GG−1H −H
]
muss vollsta¨ndig invertiert
werden. Dafu¨r wird sich des Gaußschen Eliminationsverfahrens bedient. Die
Matrix Q ist weiterhin rechteckig, mit der Gro¨ße NmxN . Man definiert das
Residuum
r = Qph − phm . (3.22)
Es ist zu erwarten, dass weniger Mikrofone als Knoten auf dem Rand vorhanden
sind. Infolge dessen wa¨re Gleichung (3.21) unterbestimmt und besa¨ße keine ein-
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deutige Lo¨sung. Um die Unterbestimmtheit zu verhindern, mu¨ssen entweder sehr
viele Schalldruckmessungen vorliegen, oder es wird auf ein Verfahren zur Gene-
rierung zusa¨tzlicher virtueller Schalldruckwerte zuru¨ckgegriffen. Eine Mo¨glichkeit
wird in Kapitel 3.4.2 dargelegt.
Fu¨r die numerische Na¨herungslo¨sung des u¨berbestimmten Gleichungssystems und
den erwartungsgema¨ß mit konditionsverschlechterndem Rauschen beeintra¨chtig-
ten Messdru¨cken phm werden im Folgenden verschiedene Verfahren vorgestellt.
Methode der kleinsten Fehlerquadrate
Ein Standardverfahren fu¨r u¨berbestimmte Gleichungssysteme ist die Methode
der kleinsten Quadrate (engl. method of least squares)
min
ph
‖r‖22 . (3.23)
Dieser Lo¨sungsansatz fu¨hrt zur Gaußschen Normalform
QH Qph = QH phm . (3.24)
U¨ber die Zuverla¨ssigkeit dieser Methode bezu¨glich einer physikalisch sinnvollen
Lo¨sung kann bei schlecht konditionierten u¨berbestimmten Gleichungssystemen in
vielen Fa¨llen keine Aussage getroffen werden. Deshalb werden Regularisierungs-
methoden zur Reduktion des Lo¨sungsraumes um unphysikalische Anteile hoher
Oszillationen eingesetzt. Es gibt direkte und iterative Regularisierungsalgorith-
men.
Direkte Regularisierung
Das Verfahren der direkten Regularisierung verlangt im Sinne der Singula¨rwert-
zerlegung (engl. Singular Value Decomposition, SVD) die vollsta¨ndige Berechnung
der Eigenwerte λj und Eigenvektoren vj und uj der konjugiert komplexen Pro-
dukte QH Q beziehungsweise QQH . Die zugeho¨rigen Singula¨rwerte σj der Matrix
Q sind die quadratischen Wurzeln der Eigenwerte σj =
√
λj .
Bei Benutzung dieser Eigenvektoren kann die Lo¨sung der Quadratmittelmetho-
de (3.23) fu¨r u¨berbestimmte Systeme als Superposition der N Singula¨rmoden
formuliert werden:
ph =
N∑
j=1
uj · phm
σj
vj . (3.25)
Dabei werden die Singula¨rmoden nach der Gro¨ße der Singula¨rwerte absteigend
sortiert.
Die Konditionszahl cond(Q) von Q kann durch den Quotienten aus gro¨ßtem und
kleinstem Singula¨rwert approximiert werden. Große Konditionszahlen sprechen
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fu¨r schlecht gestellte Matrizen. Die Konditionszahl von QH Q ist das Quadrat
von cond(Q). Ist cond(Q) groß, so ist die Konditionszahl der Matrix der Nor-
malengleichung daher sehr viel gro¨ßer. Hohe Oszillationen in den Eigenvektoren
sehr kleiner Singula¨rwerte versta¨rken messrauschenbedingte Abweichungen der
Mikrofonschalldru¨cke pm in der Spaltenmatrix phm fu¨r die Lo¨sung der Norma-
lengleichung 3.25. Aus diesen Gru¨nden wird die direkte Lo¨sung der Gaußschen
Normalengleichung fu¨r u¨berbestimmte Gleichungssysteme modifiziert, indem die
Moden hoher Oszillation unterdru¨ckt werden, um eine physikalisch sinnvolle
Lo¨sung zu erzeugen.
Eine Variante, diesen Einfluss zu reduzieren, ist die abgeschnittene Regularisierung
(engl. Truncated Singular Value Decomposition, kurz TSVD). Dabei wird ein
Rang r¯ < N definiert, der stark oszillierende Moden kleiner Singula¨rwerte dem
Nullraum zuordnet und sie damit von der Superposition (3.25) ausschließt:
ph =
r¯∑
j=1
uj · phm
σj
vj . (3.26)
Eine weitere Variante ist die Regularisierung nach Tikhonov [20]:
min
α,ph
{
‖r
∥∥2
2 + α
2‖phm
∥∥2
2
}
. (3.27)
Dabei bezeichnet α den Regularisierungsparameter. Mit einem optimal gewa¨hlten
Parameter αopt kann ein Kompromiss aus Regularisierungsfehler r und Sto¨rfehler
in der Lo¨sung ph gefunden werden. In der Gaußschen Normalform ergibt sich[
QH Q+ α2opt I
]
ph = QH phm . (3.28)
Die Lo¨sung la¨sst sich als Superposition der mit den sogenannten Filterfaktoren
fj gewichteten Singula¨rmoden
ph =
N∑
j=1
fj
uj · phm
σj
vj und fj =
σ2j
σ2j + α2
(3.29)
ausdru¨cken.
Es sind drei Methoden bekannt, um eine optimale Regularisierung zu bestimmen.
Das ist zum einen der probabilistische Ansatz der Bayesian-Methode. Mit diesem
Verfahren kann ein optimaler Parameter auf der Basis einer a priori festgelegten
wahrscheinlichkeitstheoretischen Verteilung der rechten Seite phm und der Lo¨sung
ph bestimmt werden.
Ein weiteres Verfahren ist das L-Kurven-Kriterium gemeinsam mit der Picard-
Bedingung [20, 58]. Mit der L-Kurve wird ein optimaler Kompromiss zwischen der
Norm des Residuums ‖r‖22 und der Lo¨sungsnorm ‖ph‖22 anhand eines Diagramms
bestimmt. Die L-Kurve zeichnet die Sto¨rung der Lo¨sung u¨ber dem Residuum der
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Gleichung doppelt-logarithmisch als Funktion des Regularisierungsparameters α
fu¨r Tikhonov beziehungsweise des Ranges r¯ fu¨r TSVD auf. Bei u¨berbestimm-
ten Gleichungssystemen mit verrauschten Eingangssignalen zeigt diese Kurve
einen Knick fu¨r α = αopt beziehungsweise r¯ = r¯opt. Mit diesem Wert erha¨lt
man einen optimalen Kompromiss der beiden Normen und damit eine optimale
Regularisierung des schlecht konditionierten Gleichungssystems.
Bevor man dieses Verfahren anwendet, sollte mithilfe der diskreten Picard-
Bedingung untersucht werden, ob eine physikalisch sinnvolle, regularisierte Na¨he-
rungslo¨sung ph fu¨r das schlecht konditionierte Problem existieren kann [20]. Die
Picard-Bedingung ist dann erfu¨llt, wenn die Betra¨ge der Fourier-Koeffizienten
uj phm schneller abfallen als die Singula¨rwerte σj bei steigendem Index j. Anhand
dieser Verla¨ufe kann ein Rang r¯0 bestimmt werden, der sto¨rungsinduzieren-
de, hoch oszillierende Moden kleiner Singula¨rwerte dem Nullraum (engl. null
space) zuordnet. Diese Moden werden dadurch aus der folgenden Bestimmung
optimaler Regularisierungen mit den Methoden TSVD und Tikhonov vorweg
ausgeschlossen.
Abbildung 3.5 zeigt zwei exemplarische Picard-Diagramme fu¨r eine Matrix
mit einer reinen und einer rauschenbehafteten rechte Seite. Dabei erkennt man,
dass im Falle des Rauschens nur die Moden der acht gro¨ßten Singula¨rwerte σj
verwendbar sind, wa¨hrend fu¨r ein rauschfreies Signal ungefa¨hr die ersten 20 der
32 Moden des relativ schlecht konditionierten Gleichunggsystems benutzt werden
ko¨nnen.
j
j
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Abbildung 3.5: Beispiele von Picard-Diagrammen fu¨r Schalldruckmessdaten pm ohne
und mit Rauschen [21].
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Abbildung 3.6: Ein Beispiel fu¨r den Verlauf einer L-Kurve fu¨r die Bestimmung des
optimalen Regularisierungsparameters αopt der Tikhonov-Regularisierung im Knick
des L [1].
Fu¨r das Beispiel mit rauschenbehafteter rechten Seite ist der Verlauf einer L-
Kurve fu¨r eine Tikhonov-Regularisierung in Abbildung 3.6 zu sehen. Er ist
typisch fu¨r ein Problem mit ausgepra¨gtem Rauschen auf der Anregung. Man
sieht, dass sich die Lo¨sung fu¨r α→ 0 der Lo¨sung der Fehlerquadratmittelmethode
mit einem Residuum gro¨ßer Null anna¨hert. Die Moden kleiner Singula¨rwerte
haben ha¨ufige Vorzeichenwechsel, die dem Rauschen entsprechen. Werden diese
Moden mit in die Lo¨sung genommen, verschlechtert sich das Residuum ohne
merkliche Verbesserung der Lo¨sungsnorm schlagartig.
Wie sich das Pha¨nomen der L-Kurve bei verschiedenen inversen Problemen
verha¨lt, fu¨r die es mitunter nicht mo¨glich ist, eine physikalische Entsprechung zu
finden, ist schwer vorherzusagen. Durchaus existiert fu¨r solche Probleme auch
eine optimale Regularisierung. Deren Parameter werden ad hoc bestimmt.
Da fu¨r die Lo¨sung des linearen Gleichungssystem des BE-basierten inversen
Problems keine Wahrscheinlichkeitsverteilung bekannt ist, werden optimale Regu-
larisierungsparameter anders bestimmt. Pra¨gt die L-Kurve einen offensichtlichen
Knick aus, wird dieses Kriterium verwendet. Wenn nicht, werden die Parameter
in Zehnerpotenzen erho¨ht und die Ergebnisse auf ihre physikalischen Sinnhaftig-
keiten u¨berpru¨ft.
Bei einem unterbestimmten Gleichungssystem, also bei weniger Mikrofonmess-
stellen als Randknoten, zeigt sich die Lo¨sung des Fehlerquadratminimums kaum
verbesserungsfa¨hig durch eine Reduzierung um einige der Singula¨rmoden, deren
Anzahl so schon kleiner als der Lo¨sungsvektor lang ist. w
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Iterative Regularisierung
Fu¨r dreidimensionale Systeme nimmt das lineare Gleichungssystem schnell eine
Gro¨ße an, bei der die Berechnung aller Eigenwerte fu¨r QH Q mit der Singula¨rwert-
zerlegung fu¨r die vorgestellten direkten Verfahren sehr aufwendig wird. Iterative
Methoden sind dafu¨r zu bevorzugen. Bei diesen Methoden wird die Matrix des
Gleichunggsystem nur u¨ber Matrix-Vektor-Produkte mit Q und QH angetastet.
Sie produzieren eine Reihe von Vektoren, die zur Lo¨sung des Fehlerquadrat-
minimums (3.24) konvergieren. Im Vergleich zur Gaussschen Normalform des
Fehlerquadratminimums (3.28) sieht ein Iterationsschritt fu¨r iterative Verfahren
prinzipiell so aus:
phj+1 = α
2
j Q
H q + (I − α2j QH Q)phj . (3.30)
Die Vektoren phj ko¨nnen als Regularisierungslo¨sungen aufgefasst werden, wobei
hier der jte Iterationsschritt einen Regularisierungsparameter darstellt.
Fu¨r die Lo¨sung linearer Gleichungssysteme gibt es zwei Klassen iterativer Me-
thoden. Das sind stationa¨re iterative Verfahren und iterative Regularisierungs-
methoden. Stationa¨re Verfahren sind zum Beispiel die Jacobi-Methode und das
Gauss-Seidel-Verfahren. Diese Methoden funktionieren allerdings nur fu¨r wenige
Matrizen-Klassen. Iterative Regularisierungsmethoden sind beispielsweise das
Landweber-Verfahren und Krylov-Unterraum-Methoden wie das konjugierte
Gradientenverfahren (engl. Conjugate Gradient method, kurz CG), Varianten
des CG wie das auf die Normalengleichung angewandte konjugierte Gradienten-
verfahren (CGNE) und ein iterativer CG-Regularisierungsalgorithmus (ICGR)
sowie die General Minimal RESidual Methode (GMRES) [28]. Diese Verfahren
sind im Allgemeinen fu¨r eine breitere Spanne von Matrizenklassen anwendbar.
Bei der Lo¨sung schlecht-konditionierter Gleichungssysteme weisen sie aber das
Pha¨nomen der Semi-Konvergenz auf. Das heißt, dass eine optimale regularisierte
Lo¨sung schon nach wenigen Iterationen erreicht wird. Wenn die Iteration aller-
dings nicht angehalten wird, konvergiert dieses Verfahren durch Abweichungen
in den Messwerten zur stark gesto¨rten Lo¨sung des Fehlerquadratminimums.
Iterative Regularisierungsmethoden werden bereits in der Bildbearbeitung und
der Schallquellenidentifikation mit NAH verwendet [55, 56, 54]. In diesen Arbeiten
zeigt sich die Schwierigkeit dieser Verfahren: ein sinnvolles Abbruchkriterium fu¨r
die Iteration zu definieren. Zudem wurden diese Verfahren bisher fast ausschließ-
lich an reellen Gleichungen angewendet.
Bei der Anwendung der iterativen Verfahren CGNE und ICGR auf die Gleichungs-
systeme der BE-basierten Randschalldruckbestimmung konnten im Rahmen dieser
Arbeit keine geeigneten Abbruchkriterien gefunden werden, so dass ausschließ-
lich die direkten Regularisierungsmethoden truncated und Tikhonov mit dem
Kompromiss der vollsta¨ndigen Berechnung der Singula¨rwertzerlegung eingesetzt
wurden.
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3.3 FE-basierte Admittanzbestimmung als nichtlineares
Optimierungsproblem
3.3.1 Die akustische Optimierungsaufgabe
In den meisten Fa¨llen einer Rekonstruktion von Systemparametern ergibt sich im
Gegensatz zu dem im letzten Kapitel vorgestellten Verfahren ein mathematisches
Konstrukt, welches sich nicht explizit nach den Unbekannten umstellen la¨sst.
Gemeint sind nichtlineare Gleichungssysteme. Diese mu¨ssen mit nichtlinearen
Optimierungsalgorithmen gelo¨st werden.
Bei vielen Optimierungsaufgaben wird eine skalare Zielfunktion gewa¨hlt, die
von den unbekannten Parametern abha¨ngt und ein zu findendes Optimum fu¨r
eine Kombination von Parameterwerten aufweist. Je nach der Beschaffenheit der
Gleichungen, mit denen die Zielfunktion berechnet wird, besitzt sie ein mehr
oder weniger kompliziertes Zielfunktionsgebirge. Ihr Wert fu¨r einen optimalen
Parametersatz ist oft ein globales Minimum. Um das Optimum fu¨r ungu¨nstige
Funktionsverla¨ufe dennoch abscha¨tzen zu ko¨nnen, ko¨nnen regularisierende Terme,
wie sie bereits in Kapitel 3.2.2 fu¨r lineare Gleichungssysteme vorgestellt wurden,
die Zielfunktion erweitern.
Des Weiteren wird ein Optimierungswerkzeug beno¨tigt. Die Klassifizierung der
Optimierungsverfahren ist nicht trivial. In [24] werden lokale, globale und mittlere
Suchmethoden unterschieden. Als globale Suchmethoden kommen in dieser Ar-
beit ein direktes Verfahren, der genetische Algorithmus, und ein approximatives
gradientenbasiertes Verfahren zum Einsatz. Zur Verbesserung der Ergebnisse des
genetischen Algorithmus wird ein lokales gradientenbasiertes Verfahren 2. Ord-
nung eingesetzt. Gegenu¨ber den im letzten Kapitel vorgestellten, auf lineare
Gleichungssysteme fu¨hrenden Verfahren hat ein Optimierungsansatz folgenden
generellen Vorteil: Die Zielfunktion und die Parameter, von denen die Zielfunktion
abha¨ngt, bleiben unabha¨ngig von dem gewa¨hlten Diskrektisierungsverfahren und
dessen Feinheit. So ist die Anzahl unbekannter Variablen frei wa¨hlbar, auch wenn
eine obere Grenze durch die Funktionstu¨chtigkeit des Verfahrens gegeben ist.
Bei zu vielen unbekannten Parametern kann die Zielfunktion, welche im Idealfall
ein dominierendes globales Minimum aufweist, zu einem flachen Gebirge mit
zu vielen lokalen Minima entarten. Dies verschlechtert die Bedingungen fu¨r
den gewa¨hlten Optimierungsalgorithmus. Falls zudem ungenaue Startwerte und
unsichere Messdaten vorliegen, wird es noch schwieriger das globale Minimum zu
lokalisieren.
Somit sollte man in der Verteilung der Randsegmente fu¨r jeweils einen komplexen
Admittanzparameter darauf achten, dass nicht zu viele Unbekannte entstehen.
Bei erfolgreicher Rekonstruktion ko¨nnen Rechnungen mit feineren Randstu¨ck-
Verteilungen auf Basis der selben Messungen folgen.
Das Ziel ist es also, ein Optimierungsverfahren zu wa¨hlen, welches in vertretbarem
rechnerischem Aufwand einen Parametersatz fu¨r die Admittanzparameter findet,
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mit dem das globale Minimum der Zielfunktionen so gut wie mo¨glich gefunden
wird.
3.3.2 Spezifikation relevanter funktionaler Abha¨ngigkeiten
Wie das Schalldruckfeld mit der FEM berechnet werden kann, wurde in Kapitel
2 beschrieben. Der Schalldruck ist demnach von folgenden Parametern abha¨ngig:
– Eigenschaften des Fluids (mittlere Dichte ρf0 , Schallgeschwindigkeit c),
– Geometrie des Raumes (Gebiet Ω des d-dimensionalen Feldproblems),
– stationa¨rer Schwingungszustand infolge einer harmonischen Anregung u¨ber
Randstrukturschnellen vs oder innere Schallquellen Q sowie
– den absorbierenden und reaktiven Eigenschaften des Randes, hier quantifi-
ziert durch Ny lokale Admittanzwerte
Y = [Y1, . . . , YNy ]T . (3.31)
Diese Abha¨ngigkeiten des Druckes lassen sich funktional durch
p = f(fh, ~x, vs,Q,Ω, ρf0 , c,Y ) (3.32)
ausdru¨cken. fh ist dabei die harmonische Frequenz fh = ω/(2pi). Zudem wird fu¨r
die inverse Aufgabe angenommen, dass das Fluid homogen ist und die ra¨umliche
Ausdehnung sowie die Anregung bekannt sind und sich u¨ber die Zeit nicht
vera¨ndern.
Bei der Identifikation der Ny komplexen Admittanzparameter wird im Experi-
ment gleichzeitig die Anregung und der Schalldruck pm an Nm ausgewa¨hlten
Positionen ~xk (k = 1, . . . ,Nm) mit Mikrofonen gemessen. Bei den meisten im
Folgenden vorgestellten inversen Ansa¨tze wird eine Lo¨sung fu¨r jeden diskreten
Frequenzschritt bestimmt, so dass die Vera¨nderlichkeit der Nm Schalldru¨cke
bezu¨glich der inversen Aufgabe nur von ihren Koordinaten und den gesuchten
Admittanzparametern abha¨ngt:
pm(~xk) = f(~xk,Y ) k = 1, . . . ,Nm . (3.33)
3.3.3 Zielfunktionale fu¨r das inverse akustische Problem
Eine einfache Form der Zielfunktion fu¨r das inverse akustische Problem wird u¨ber
die Methode der kleinsten Quadrate gewonnen. Die Methode besteht aus einer
reellen Zielfunktion, die von reellen Parametern abha¨ngt. Dafu¨r wird ein neuer
Parametersatz doppelter La¨nge eingefu¨hrt, bei dem die komplexen Admittanzpa-
rameter (3.31) in ihre Real- und Imagina¨rteile getrennt und auf das Reziprok der
Kennimpedanz ρf0c normiert werden:
y =
[
y1, . . . , y2Ny
]
= ρf0c
[
<{Y1},={Y1}, . . . ,<{YNy},={YNy}
]T
. (3.34)
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Um einer Matrix-Schreibweise na¨her zu kommen, werden auch die gemessenen
Dru¨cke und die mit dem Berechnungsmodell berechneten Werte (3.33) in den
Spaltenmatrizen
pm =
[
pm(~x1), . . . , pm(~xNm)
]T und
f(y) =
[
f(~x1,y), . . . , f(~xNm ,y)
]T (3.35)
angeordnet. Damit erha¨lt man die Summe der quadrierten Residuen zwischen
gemessenen und berechneten Dru¨cken
Nm∑
k=1
(
pm(~xk)− f(~xk,y)
)2 = ∥∥pm − f∥∥22 . (3.36)
Mit der Spaltenmatrix der komplexen Residuen
q(y) = pm − f(y) (3.37)
kann die Summe der Fehlerquadrate auch als hermitesche Sesquilinearform q∗ q
mit dem adjungierten Operator ∗ geschrieben werden. Die Zielfunktion des
Zielfunktionals ist damit das Minimum der Summe der Fehlerquadrate (3.34):
F(y) = min
y
∥∥pm − f(y)∥∥22 = miny q∗ q , (3.38)
eine reelle, skalare und von den Admittanzparametern abha¨ngende Funktion.
Fu¨r die programmtechnische Umsetzung ist es sinnvoll, die Zielfunktion zu
normieren. Eine Normierung auf die gemessenen Dru¨cke bringt
Fnorm(y) = min
y
{∥∥pm − f(y)∥∥22∥∥pm‖22
}
= min
y
q∗ q
p∗m pm
. (3.39)
Nichtlineare Probleme ko¨nnen durch zusa¨tzliche Terme regularisiert werden:
Fregul(y) = min
y
{∥∥pm − f(y)∥∥22∥∥pm‖22 + α∥∥y˜0 − y∥∥22
}
. (3.40)
Bei dieser Variante wird mit einem nicht einfach zu bestimmenden Regularisie-
rungsparameter α und Startwerten y˜0 versucht, dass sich die Lo¨sung fu¨r die
Admittanzwerte nicht zu sehr von den Startwerten entfernt. Wenn nur eine
ungenaue Information u¨ber die Intervalle vorliegt, in denen sich die optimalen
Parameter bewegen, werden die Startwerte Null oder Eins gesetzt.
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Eine weitere Variation ist die Prox-Regularisierung [47, 48]
Fprox(y) = min
y → yι
{∥∥pm − f(yι)∥∥22∥∥pm‖22 + α∥∥yι − yι−κ∥∥22
}
, (3.41)
mit der Zwischenlo¨sung yι−κ einer um κ Schritte zuru¨ckliegenden Iteration
wa¨hrend des Optimierungsprozesses. Je nach dem wie gut die Zielfunktion gewa¨hlt
wurde und die Eigenschaften des physikalischen beziehungsweise mathematischen
Problems beschreibt, liegt κ meist zwischen 1 und 3.
Wenn man eine feine Admittanzverteilung hat und trotzdem das Schwanken
der zu rekonstruierenden Admittanzwerte innerhalb bestimmter Randstu¨cke ver-
ringern mo¨chte, kann man die Unterschiede der Admittanzwerte benachbarter
Elemente mit einem weiteren Term im Zielfunktional bestrafen. Fu¨r ein zweidi-
mensionales Gebiet hat der Rand eine eindimensionale Ausdehnung. Dafu¨r sa¨he
das Zielfunktional so aus
Fstraf(y) = min
y
{∥∥pm − f(y)∥∥22∥∥pm‖22 + σ¯2
Ny∑
i=2
ξi(yi − yi−1)H(yi − yi−1)
}
. (3.42)
Die Parameter σ¯ und ξi sind globale sowie lokale Wichtungsfaktoren, mit denen
eine Regularisierung durch Gla¨ttung schon innerhalb des Optimierungsablaufes
realisiert werden kann. Die Bildung des Gradienten der Straffunktion davon ist
trivial.
Neben den vorgestellten Zielfunktionalen sind auch Frequenzansa¨tze denkbar,
mit denen eine Optimierungsaufgabe fu¨r ein Frequenzintervall gelo¨st wird. Diese
Ansa¨tze haben die Eigenschaft, dass sie zum einen gla¨ttend auf die Frequenz-
verla¨ufe der abzuscha¨tzenden Admittanzen wirken, und dass zum anderen durch
die gemessenen Schalldruckspektren wesentlich mehr Information fu¨r vergleichs-
weise nicht viel mehr unbekannte Parameter in der Zielfunktion enthalten ist.
Dabei werden stetige Verla¨ufe der einzelnen Admittanzwerte vorausgesetzt, bei-
spielsweise
ypoly = y0 + y1
fh
f0
+ y2
(
fh
f0
)2
+ y3
f0
fh
. (3.43)
So kann eine Zielfunktion aufgestellt werden, die die harmonisch berechneten, von
den Admittanzparametern und der Frequenz abha¨ngigen Schalldru¨cke integriert:
Ffreq(y0,y1,y2,y3) = min
ypoly
Nfreq∑
l=1
∥∥pm(fhl)− f(y0,y1,y2,y3, fhl)∥∥22 . (3.44)
Wenn schon u¨ber solch einen Frequenzansatz nachgedacht wird, liegt eine modale
Berechnung der Zielfunktion nahe. Im Anhang C werden auf [10] aufbauende
U¨berlegungen zu einem Frequenzansatz mit einem inversen Pade´-via-Lanczos-
Algorithmus zusammengefasst.
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3.3.4 Zielfunktion und ihre 1. und 2. Ableitung mit Finiten Elementen
An dieser Stelle wird die Zielfunktion aus den Gleichungen der Methode der
Finiten Elemente hergeleitet. Durch Einfu¨hrung der Systemmatrix
G = K − k2M − i kD(y) (3.45)
ko¨nnen die im Kapitel 2.3.4 vorgestellten FE-Matrizengleichungen (2.57) und
(2.58) jeweils als folgendes lineares Gleichungssystem
G(y)p(y) = b (3.46)
dargestellt werden. Die harmonische Lo¨sung dieses Gleichungssystems sind die
Knotendru¨cke in p.
Fu¨r die im Kapitel 3.3.3 vorgestellten Zielfunktionen werden die admittanz-
abha¨ngigen Schalldru¨cke f(y) an den Mikrofonpositionen von (3.35) aus den
Knotendru¨cken mit einer Bestimmungsmatrix Em berechnet
f(y) = Em p(y) . (3.47)
Zuna¨chst muss das Element gefunden werden, in dem sich ~xk befindet, da die
Ansatzfunktionen elementweise implementiert werden. Das geschieht am Beispiel
von Tetraederelementen mit den Koordinaten ~xτ der vier Eckknoten u¨ber eine
automatisierte Suche nach dem Tetraeder, welches folgende Bedingung erfu¨llt:
4∑
τ=1
~xτ ατ = ~xk ,
4∑
τ=1
ατ = 1 , 0,0 < ατ < 1,0 ∀τ . (3.48)
Damit diese Bedingung eindeutig ist, sind Tetraeder mit ungekru¨mmten Kanten
und linearen Ansatzfunktionen fu¨r die Geometrie notwendig. So sind bei der
Wahl von Lagrangeschen Ansatzfunktionen zweiter Ordnung subparametrische
Elemente zwingend notwendig.
Kommerzielle Programme berechnen den Schalldruck durch Interpolieren aus den
Knotenwerten des entsprechenden Elementes. Das reicht fu¨r die Darstellung von
Schallfeldern und Frequenzverla¨ufen von Vorwa¨rtslo¨sungen meist aus [7, 61]. Fu¨r
die inversen Untersuchen, die den Hauptinhalt dieser Arbeit betreffen und im
folgenden Kapitel vorgestellt werden, sind behebbare systematische Fehlerquellen
zu minimieren oder im optimalen Fall zu eliminieren. Es wird die Genauigkeit
der Ansatzfunktionen der Finiten Elemente erreicht.
Die Berechnung des Schalldrucks p am Ort ~xk erfolgt u¨ber den Ansatz (2.53).
Die elementweise Formulierung
pk(~xk) =
Ne∑
l=1
φl
(
~sk(~xk)
)
pl (3.49)
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verdeutlicht die Summe des Schalldrucks u¨ber die Ne Knoten des entsprechenden
Elements. Die Formfunktionen φl(~x) sind Funktionen der Koordinaten ~s des
Referenzelementes. Unter der Bedingung gerader Kanten des Elementes sind
diese lokalen Koordinaten implizit durch den geometrischen Ansatz
~xk =
Neck∑
τ=1
φ˜τ (~sk) ~xeckτ (3.50)
mit den linearen Ansatzfunktionen φ˜τ und den Koordinaten ~xeckτ der Neck
Eckknoten gegeben. Fu¨r ein tetraedrisches Element la¨sst sich Gleichung (3.50) in
das analytisch lo¨sbare lineare Gleichungssystem
[~x3 − ~x1 ~x4 − ~x1 ~x2 − ~x1]~sk = ~xk − ~x1 (3.51)
fu¨r die Referenzkoordinaten ~sk des Punktes umstellen. Die numerischen Indizes
beziffern dabei die vier Eckknoten des Tetraeders. Die Bestimmungsmatrix Em
aus Gleichung (3.47) wird fu¨r jede Mikrofonposition zeilenweise mithilfe der
beiden Gleichungen (3.49) und (3.51) aufgestellt.
Quadratische Ansatzfunktionen fu¨r die Geometrie wu¨rden auch auf eindeutig
lo¨sbare, aber nichtlineare Gleichungssysteme zur Bestimmung der lokalen Koor-
dinaten im Referenzelement fu¨hren. Wegen der Nichtlinearita¨t und des geringen
Gewinns an Genauigkeit in der Approximation der Geometrie wurden sie nicht
benutzt.
Effiziente Berechnung des Gradienten der Zielfunktion
Unter Zuhilfenahme adjungierter Operationen kann der Gradient der Zielfunktion
analytisch so berechnet werden, dass neben Matrix-Vektor-Produkten nur zwei
lineare Gleichungssyteme der Gro¨ße N zu lo¨sen sind.
Zuna¨chst soll eine vereinfachte Syntax die Ableitungen nach den iten und jten
Admittanzparametern von (3.34) festgelegt werden:
∂[ ]
∂yi
= [ ],i und
∂[ ]
∂yj
= [ ],j ; i,j = 1, . . . ,2Ny .
Damit la¨sst sich die erste Ableitung der Zielfunktion (3.38) bei Beachtung der
Produktenregel und der Rechenregeln fu¨r adjungierte Operatoren wie folgt schrei-
ben:
F,i(y) = q∗,i q + q∗ q,i
= (q∗ q,i)
∗ + q∗ q,i .
(3.52)
Weil die gemessenen Schalldru¨cke keine Funktion der Parameter sind, ist die
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Ableitung des Residuums in (3.52) einfach
q,i = −Em p,i , (3.53)
mit p,i aus der Ableitung des Gleichungssystems (3.46) [33]
G,i p+Gp,i = 0 (3.54)
Gp,i = −G,i p (3.55)
p,i = −G−1G,i p . (3.56)
Wenn nun die hermitische Sesquilinarform q∗ q,i = u(i) gesetzt wird, bekommt
man mit den Gleichungen (3.56) und (3.53) fu¨r den Gradienten folgenden Aus-
druck:
F,i(y) = u∗(i) + u(i) mit u(i) = q∗EmG−1G,i p . (3.57)
So umgeht man die Bildung des Gradienten der Inversen der Systemmatrix G.
Invertierung und Ableitung werden getrennt.
Das ableitungsfreie Produkt q∗EmG−1 vor der Klammer wird nun zu dem
Adjungierten einer Spaltenmatrix z zusammenfasst und nach zwei weiteren
Operationen in eine lineare Gleichung fu¨r z umgestellt:
z∗ = q∗EmG−1 / ·G (3.58)
z∗G = q∗Em[
G∗ z
]∗ = [E∗m q]∗
G∗ z = E∗m q . (3.59)
Der adjungierte Operator transponiert eine reelle Matrix, wa¨hrend eine komplexe
Matrix durch ihn hermitisch transponiert wird. Also kann z mit der hermitisch
transponierten Systemmatrix berechnet werden:
GH z = ETm q . (3.60)
Falls ein gradientenbasiertes Optimierungsverfahren zur Lo¨sung des inversen Pro-
blems in jedem Iterationsschritt neben der Zielfunktion den Gradienten verlangt,
sind nur die zwei linearen Gleichungssysteme (3.46) und (3.60) zu lo¨sen, un-
abha¨ngig von der Anzahl Admittanzparameter. Die Ableitung der regularisierten
Zielfunktion (3.40) ist trivial.
Es ist noch das Produkt aus der Ableitung der Systemmatrix und des Drucks
selbst, G,i p in Gleichung (3.57), zu bilden. Nach (3.45) ist nur die Da¨mpfungs-
matrix D in G admittanzabha¨ngig. Die durch (2.56) bestimmte lokale Randbe-
dingung legt fest, dass jede sich auf dem Rand befindende Elementfla¨che einem
u¨ber diese Fla¨che konstanten Admittanzwert zugeordnet ist. Fu¨r den durch
(3.34) definierten Parametersatz der Admittanzwerte sind fu¨r die Real- und die
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Imagina¨rteile zu unterscheiden:
G,i p = k
Neri⋃
l=1
er
F l
er
p l
{
·(−i) fu¨r yi =ˆ Realteil
·1 fu¨r yi =ˆ Imagina¨rteil.
(3.61)
Neri ist die Anzahl Elementra¨nder des Randstu¨cks des iten Admittanzparameters
auf Γ. Das Produkt
er
F l
er
p l aus Elementrandmassenmatrix und berechneten Knoten-
Schalldru¨cken des lten Elementrandes wird mit dem Superpositions-Operator
⋃
in eine Spaltenmatrix der La¨nge N zusammengefasst.
Daraus resultiert die analytisch berechenbare Ableitung der Zielfunktion:
F,i(y) = ∂F(y)
∂yi
= uH(i) + u(i) = 2<{u(i)} mit u(i) = zH G,i p . (3.62)
Analog folgt die Ableitung der normierten Zielfunktion (3.39)
Fnorm,i (y) = ∂F
norm(y)
∂yi
=
2<{u(i)}
pHm pm
. (3.63)
Die HESSE-Matrix der Zielfunktion
Gradientenbasierte Optimierungsverfahren zweiter Ordnung verlangen in jedem
Iterationsschritt neben dem Gradienten auch die zweite Ableitung der Zielfunktion,
die Hesse-Matrix. Die Berechnung der Hesse-Matrix der auf der vorgestellten
FE-Diskretisierung basierten Zielfunktion des akustischen inversen Problems wird
im Folgenden hergeleitet.
Das ij-te Element der Hesse-Matrix gewinnt man durch eine weitere Ableitung
des Gradienten (3.52):
∂2F(y)
∂yi ∂yj
= F,ij(y) = q∗,ij q + q∗,i q,j + q∗,j q,i + q∗ qij
= q∗,i q,j +
[
q∗,i q,j
]∗ + q∗ q,ij + [q∗ q,ij]∗ . (3.64)
Wegen der Multiplikation zweier Ableitungen des Residuums q im ersten bezie-
hungsweise zweiten Summanden sind alle 2Ny Ableitungen u¨ber die Lo¨sungen
der Gleichungen (3.53) und (3.55) bereitzustellen. Fu¨r den dritten, und damit
auch den vierten Summanden muss (3.54) noch einmal nach yj partiell abgeleitet
werden, man erha¨lt
G,ij p+G,i pj +G,j p,i +Gp,ij = 0 . (3.65)
Damit ergibt sich die zweite Ableitung des Druckes
p,ij = G
−1[−G,ij p−G,i pj −G,j p,i] (3.66)
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und das Produkt
q∗ q,ij = q
∗EmG
−1[G,ij p+G,i p,j +G,j p,i] . (3.67)
Das Produkt q∗EmG−1 in (3.67) wurde schon fu¨r den Gradienten berechnet.
Da G nur linear von i- und jten Admittanzwerten abha¨ngt, entfa¨llt die zweite
Ableitung der Systemmatrix, G,ij = 0. Weiterhin behandelt man die Matrix-
Vektor-Produkte erster Ableitungen wie (3.61):
G,i p,j = k
Neri⋃
l=1
er
F l
∂
er
p l
∂yj
{
·(−i) fu¨r yi =ˆ Realteil
·1 fu¨r yi =ˆ Imagina¨rteil.
(3.68)
Es zeigt sich fu¨r einen Iterationsschritt, dass außer der Lo¨sung der beiden linearen
Gleichungssysteme (3.46) und (3.60), die fu¨r die Berechnung der Zielfunktion
und ihres Gradienten notwendig sind, noch 2Ny weitere Gleichungssysteme (3.55)
gelo¨st werden mu¨ssen.
Die Bestimmung der Hesse-Matrix ko¨nnte ebenfalls mit dem diskreten Ver-
fahren der finiten Differenzen erfolgen. Diese aufwendigere Lo¨sung wurde nicht
implementiert, da fu¨r jeden Parameter zwei weitere Gleichungssysteme zu lo¨sen
wa¨ren.
3.3.5 Zur Lo¨sung des nichtlinearen Optimierungsproblems
Die Lo¨sung der FE-basierten inversen Aufgabe erfolgt u¨ber eine nichtlineare
Optimierung, da sich das FE-Gleichungssystem nicht explizit nach den gesuchten
Admittanzen umstellen la¨sst. Wegen der Frequenzabha¨ngigkeit der Admittanz-
werte und der Da¨mpfungsmatrix wird das Vorwa¨rtsproblem und das inverse
Problem auch mit dem FE-Ansatz fu¨r diskrete Frequenzen gelo¨st. Eine modale
Superposition der Lo¨sung des quadratischen Eigenwertproblems eignet sich nicht,
da es fu¨r jeden Frequenzschritt separat zu lo¨sen wa¨re.
Das nichtlineare Problem, eine Minimierung fu¨r die admittanz-abha¨ngige Zielfunk-
tion zu finden, bedarf Optimierungsverfahren, die eine globale Suche unterstu¨tzen.
Im Allgemeinen liegen Startwerte vor, die weit vom globalen Optimum entfernt
sind. Um sich bei der Suche nicht in lokalen Minima des 2Ny-dimensionalen
Zielfunktionsgebirges zu verfangen, kommen direkte Verfahren und Verfahren
mit probabilistischen Ansa¨tzen in Frage. Wenn man die Admittanzbestimmung
auf ein Problem anwendet, bei dem man von kontinuierlichen Frequenzverla¨ufen
der Admittanzwerte ausgeht, kann natu¨rlich die Lo¨sung yinv bei einer diskreten
Frequenz als Startvektor fu¨r die Optimierung bei dem na¨chsten Frequenzschritt
benutzt werden. Die Festlegung von Intervallen fu¨r diese Startwerte ist dabei fu¨r
mo¨gliches Versagen bei bestimmten Frequenzen angebracht, um ein Divergieren
zu verhindern.
In der ersten Phase der nichtlinearen Berechnungen wurde der von MathWorks
mit Matlab zur Verfu¨gung stehende genetische Algorithmus (GA) benutzt. Der
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GA ist ein direktes Optimierungsverfahren, mit dem eine globale Suche nach
dem Minimum der Zielfunktion mo¨glich ist. Er erlaubt ungenaue Startwerte
fu¨r die Admittanzparameter. Liegt sein Ergebnis in dem konvexen Bereich des
globalen Minimums der Zielfunktion, kann ein Verfahren, dass nach dem Prinzip
der lokalen Approximation arbeitet, das absolute Minimum sehr schnell erreichen.
Hierfu¨r wurde das schnell konvergierende Newton-Verfahren verwendet. Es ist
ein gradientenbasiertes Verfahren 2. Ordnung, welches sich die erste und zweite
Ableitung zu Hilfe nimmt. Die erste Ableitung ist der Gradient der Zielfunktion,
die zweite Ableitung die Hesse-Matrix. Im vorigen Kapitel wurde gezeigt, wie
deren Berechnung effizient analytisch erfolgen kann.
In der zweiten Phase wurde der LBFGS-Algorithmus (engl. Limited memory
Broyden-Fletcher-Goldfarb-Shanno) mit einer Implementierung von Jorge No-
cedal angewendet [43]. Dieses Verfahren kann als Quasi-Newton-Verfahren
eingeordnet werden. Erste Ergebnisse der Anwendung dieses Verfahrens auf einen
fiktiven 3D-Innenraum wurden in [4] pra¨sentiert. Zielfunktion und Gradient wer-
den außerhalb der LBFGS-Routine in jedem Iterationsschritt i mehrfach berechnet
und durch reverse communication dem Optimierungsalgorithmus zur Verfu¨gung
gestellt, um einen hinreichend steilen Abstieg zu finden. Der Algorithmus appro-
ximiert die Hesse-Matrix selbst und gewa¨hrleistet damit Konvexita¨t in na¨chster
Umgebung der momentanen Konfiguration des Lo¨sungsvektors yi. Der LBFGS
wurde fu¨r Optimierungsprobleme mit einer großen Parameteranzahl entwickelt.
Auch mehr als 1000 Unbekannte sind denkbar. Weitere effiziente Eigenschaften
sind die im Algorithmus verankerte Limitierung des Speicherbedarfes und die
automatische Schrittweitenbestimmung. Natu¨rlich ha¨ngt die Anwendbarkeit auch
von der Qualita¨t des Zielfunktionsgebirges und der Genauigkeit der Gradien-
tenberechnung ab. In Kapitel (3.3.4) wurde gezeigt, dass die Berechnung zweier
linearer Gleichungssysteme ausreicht, um die Zielfunktion und den gesamten
Gradienten analytisch zu berechnen. Stattdessen wu¨rde mit der Methode der
Finiten Differenzen der Aufwand der Gradientenberechnung mit dem Faktor 4Ny
fu¨r 2Ny unbekannte reelle Admittanzwerte steigen.
Fu¨r die Berechnung mu¨ssen zuna¨chst im Programm die Systemmatrizen bereit
gestellt werden. Die gesamte dynamische Steifigkeitsmatrix des FE-Gleichungs-
systems (2.57) ist komplex-symmetrisch und du¨nn besetzt. Zwei Gleichungssys-
temlo¨ser und zugeho¨rige Abspeicherungsarten der Matrizen wurden verglichen,
ein direkter und ein iterativer Lo¨ser.
Fu¨r die direkte Lo¨sung werden Routinen der Lapack-Bibliothek verwendet. Dafu¨r
muss die Bandstruktur der Matrizen mit doppelter Bandbreite im Speicher vorlie-
gen, da die Lapack-Lo¨ser nur von reell-symmetrischen und konjugiert-komplexen
Matrizen die Symmetrie ausnutzen. Dennoch ko¨nnen Bandbreitenoptimierer zu-
vor die Konnektivita¨t der Finiten Elemente so verbessern, dass die Matrizen eine
einigermaßen schmale Bandbreite bekommen. In dieser Arbeit wird ein Programm
der Sparspak-Bibliothek dafu¨r benutzt [16].
Als iterativer Gleichungssystemlo¨ser kommt der GMRES-Algorithmus (engl. Ge-
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neralized Minimal RESidual) zum Einsatz. Der GMRES ist ein Verfahren aus der
Klasse der Krylow-Unterraum-Verfahren. Entsprechende Fortran-Routinen
aus der Sparskit-Bibliothek wurden zu diesem Zweck fu¨r die komplexen Glei-
chungssysteme umgeschrieben [49]. Der GMRES ist speziell geeignet fu¨r nicht-
symmetrische, du¨nn besetzte Matrizen wie die der FE-Diskretisierung der Innen-
raumakustik. Die unvollsta¨ndige LU-Faktorisierung (engl. Incomplete Left Upper
factorization with Truncation mechanism, kurz ILUT) dient als Vorkonditionierer.
In Abha¨ngigkeit von dem Aufwand, der in die ILU gesteckt wird, konvergiert der
GMRES in wenigen Iterationen zu einer ausreichenden Genauigkeit. Der GMRES
beno¨tigt dabei wesentlich weniger Rechenzeit als der ILUT. Die schwach besetzte
Systemmatrix wird dafu¨r im speicher-effizienten CSR-Format (engl. Compressed
Sparse Row) abgespeichert.
Ein entscheidender Vorteil des vorkonditionierten GMRES in der Anwendung
auf das vorgestellte inverse akustische Problem der Admittanz-Approximation
ist folgende Tatsache. Es wurde gezeigt, dass zwei lineare Gleichungssysteme
pro Iterationsschritt zu lo¨sen sind. Nun ist die Matrix des einen G und die des
anderen die Hermitische von G. Da
ILUT{GH} ≡ ILUT{G}H (3.69)
gilt, genu¨gt eine unvollsta¨ndige LU-Zerlegung fu¨r die beiden Gleichungssysteme.
In Tabelle 3.1 sind der beno¨tigte Speicher und die CPU-Zeit fu¨r vergleichbare
Toleranzen der beiden Gleichungssytemlo¨ser am Beispiel eines mit 10-Knoten-
Tetraedern vernetzten und gerechneten Rohres mit quadratischem Querschnitt
gegenu¨bergestellt. Dieser Vergleich fu¨hrte dazu, dass fu¨r die dreidimensionalen
Rechnungen der vorkonditionierte GMRES-Algorithmus verwendet wurde.
Tabelle 3.1: Speicher und CPU-Zeitbedarf direkter und iterativer Lo¨sungen der linearen
Gleichungssysteme des inversen Problems im Vergleich.
Modell 12158 Knoten, 2,2 GB RAM fu¨r vollst. G
GS-Lo¨ser direkt, vollst. LU PGMRES
Speicherart Bandstruktur CSR
Bibliothek Lapack, Sparspak Sparskit modifiziert
optim. Bandbreite 587
Nicht-Nullen 317720
RAM fu¨r G 217,5 MB (9,66 %) 4,8 MB (0,21 %)
CPU-Zeit fu¨r 1 GS ≈ 7 sec ≈ 5 sec
CPU-Zeit fu¨r 2 GS ≈ 14 sec ≈ 6 sec
51
3 Globale Bestimmung akustischer Wandadmittanzen
3.4 Eigenschaften und Optimierung der Admittanzabscha¨tzung
3.4.1 O¨rtliche Verteilung der Mikrofone und der Schallquelle
Die Messung des Schallfeldes geschieht u¨ber eine Vielzahl von Mikrofonen und
ist aufwendig. Um diesen Aufwand in Grenzen zu halten, wird eine Umverteilung
der Mikrofone in Randna¨he vorgeschlagen, die bereits in [29] im Rahmen einer
Schallfeldrekonstruktion aus Schalldruckmessungen im Inneren untersucht wurde.
Dort wird gezeigt, wie sich die Verteilung der Mikrofone auf die Singularita¨t der
U¨bertragungsmatrix einer inversen Formulierung auswirkt. Nicht nur den Infor-
mationsgehalt reduzierende Abha¨ngigkeiten werden durch eine optimale, meist
unregelma¨ßige Anordnung verringert. Die Anordnung in der Na¨he des Randes,
an welchem das Schallfeld beeinflussende unbekannte Parameter sitzen, bewirkt
ebenfalls eine Reduktion der Singularita¨t der inversen U¨bertragungsmatrizen und
damit ihrer Konditionen u¨ber den gesamten Frequenzbereich.
Abbildung 3.7 verdeutlicht schematisch die Verbesserung der Numerik durch
eine Optimierung der Schallfeldabtastung. Die randnahe Mikrofonverteilung wird
in den in dieser Arbeit vorgestellten theoretischen und praktischen Beispielen
der Identifikation von Wandadmittanzen als optimal vorausgesetzt und in dieser
Weise angewendet. Die Abbildung zeigt auch, dass die Quelle nicht in die Na¨he
von Mikrofonen oder den Wa¨nden selbst platziert werden sollte, denn die Lo¨sung
eines quellbelegten Innenraumproblems ist nur in hinreichend großer Entfernung
zu einer inneren Schallquelle unbeeintra¨chtigt von Singularita¨tsproblemen.
3.4.2 Konditionierung der Schallfeld-Messdaten
Um hochfrequente, zu dem Aliasing-Fehler fu¨hrende Sto¨rungen zu verhindern,
werden die gemessenen Zeitverla¨ufe der Mikrofon-Schalldru¨cke vor der diskreten
Γ
Y
vs
Mikrofone
Q
⇒
Γ
Y
vs
Mikrofone
Q
Abbildung 3.7: Schematische Darstellung der Verbesserung der numerischen Kondition
durch Positionsoptimierung der Mikrofonverteilung und der Schallquelle.
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Fourier-Transformation mittels Fast Fourier Transform (FFT) tiefpassgefiltert
[46].
Eine weitere Konditionierung der zu messenden Eingangsgro¨ßen fu¨r die inversen
Ansa¨tze der Admittanzabscha¨tzung wird vorgeschlagen. Anstelle die gemessenen
Frequenzspektren einer Schallsta¨rke oder eines Randschnelleverlaufes der Anre-
gung sowie der simultan aufgenommenen Mikrofonschalldru¨cke zu verwenden
kann die Linearita¨t des akustischen Systems im Sinne einer Mittelung zeitver-
setzt gemessener U¨bertragungsfunktionen zwischen diesen Signalen ausgenutzt
werden. Durch diese Mittelwertbildung erfahren die Vergro¨ßerungsfunktionen
und die wichtigen Phasenfrequenzga¨nge der im interessierenden Frequenzbereich
gro¨ßtenteils koha¨renten U¨bertragungsfunktionen eine Gla¨ttung im Zeitverlauf
der Signale auftretender Messschwankungen.
Zusa¨tzlich wird eine Minderung der Einflu¨sse messtechnischer Ungenauigkeiten –
wie beispielsweise die durch die Positionsbestimmung der Mikrofone verursachten
Ungenauigkeiten – auf der Basis einer ra¨umlichen Gla¨ttung vorgeschlagen. Dabei
ko¨nnen die aus den U¨bertragungsfunktionen bestimmten Schalldruckspektren an
den Nm Mikrofonpositionen mit folgender Formel modifiziert werden:
p˜ml(~xl) =
Nm∑
k=1
pmk e−β |
~xk−~xl|2
Nm∑
k=1
e−β |~xk−~xl|2
, l = 1, . . . ,Nm . (3.70)
Das Optimum fu¨r den Parameter β zu finden gestaltet sich schwierig. Prak-
tisch wird β im Laufe vorla¨ufiger Testrechnungen bei einzelnen Frequenzen in
Zehnerpotenzen zwischen beispielsweise 10−4 und 104 1/m2 variiert und anhand
geeigneter Kriterien zur Bewertung der Lo¨sung der Admittanz ein Optimum fu¨r
weitere Frequenzen festgelegt.
3.4.3 Admittanzbestimmung aus Messungen mit unterschiedlicher Anregung
Sowohl im niederfrequenten als auch im hochfrequenten Bereich geht man mit
den Annahmen u¨ber lokale Randbedingungen und einseitige Kopplung davon aus,
dass sich in Ra¨umen mit zeitkonstanten physikalischen Eigenschaften des Randes
das Schallfeld nur mit der Anregung vera¨ndern kann. Bei hohen Frequenzen
sind die Schallfelder diffus, wa¨hrend sich bei einer breitbandigen Anregung im
niederfrequenten Bereich die Schwingungen auf die einzelnen angeregten Moden
verteilen. Damit la¨sst sich eine Anregungsunabha¨ngigkeit der abzuscha¨tzenden
Admittanzverteilung schlussfolgern.
Dieser Zusammenhang begru¨ndet die Mo¨glichkeit, bei unterschiedlicher Anregung
die gleichen Admittanzverla¨ufe zu messen. In Abbildung 3.8 ist eine dreifache
Positionierung der Schallquelle zur Bildung von Mittelwerten fu¨r die Admittanz-
bestimmung aus drei Messungen schematisch dargestellt. Die Mittelwertbildung
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ist auch dadurch motiviert, dass von einem anregungsabha¨ngigen Einfluss der
einzelnen lokalen Admittanzrandbedingungen auf die Schallfelder auszugehen
ist. Es wird vermutet, dass die Kondition der Matrizen des linearen Gleichungs-
systems des BE-basierten inversen Algorithmus bei vera¨nderlicher Anregung
unterschiedlich sensitiv reagieren. Auch wenn das nicht im Detail untersucht
wurde ist es ebenfalls denkbar, dass das multidimensionale Gebirge der Zielfunk-
tionen der FE-basierten inversen nichtlinearen Optimierungsaufgabe aufgrund
einer Anregungsvera¨nderung numerisch gu¨nstigere Formen annehmen kann.
⇓ ⇓ ⇓
Mittelwert
Q1 Q2
Q3
Yinv(Q1) Yinv(Q2) Yinv(Q3)
Abbildung 3.8: Wiederholte Messung bei A¨nderung der Anregung fu¨r eine Mittelung
der Admittanzen.
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4.1 Vorbetrachtungen
4.1.1 Das Problem des inverse crime bei theoretischen Testrechnungen
Wa¨hrend im letzten Kapitel das Verfahren der globalen Admittanzbestimmung
mit seinen zwei sich stark unterscheidenden Algorithmen vorgestellt wurde, folgen
in diesem Kapitel ausgewa¨hlte Untersuchungen der Funktionsweise der Ansa¨tze.
Die Untersuchungen erfolgen repra¨sentativ an zwei fiktiven Modellen und anhand
von Messdaten eines real durchgefu¨hrten Experimentes.
Bei den beiden erdachten Modellen sind die gemischten Randbedingungen vorge-
geben und sollen mit den vorgestellten inversen Methoden rekonstruiert werden.
Solche Modelle haben den entscheidenden Vorteil, dass die verschiedenen Unsi-
cherheiten in den Rekonstruktionsvorga¨ngen getrennt untersucht werden ko¨nnen.
So ist es mo¨glich, einzelne Fehlerquellen zu isolieren und damit die Verfahren
durch gezielte Sensitivita¨tsanalysen zu testen.
Die inversen Rechnungen sind plausibel, wenn man das sogenannte inverse
crime ausschließen kann [62]. Inverse crime tritt auf, wenn das selbe numerische
Modell fu¨r das Synthetisieren sowie fu¨r das Invertieren von Daten gebraucht wird.
Dabei kann es vorkommen, dass mo¨gliche Unsicherheiten der Numerik durch die
Invertierung derselben aufgehoben werden und damit unbeachtet bleiben.
In dieser Arbeit wird das inverse crime durch folgende Maßnahmen ausgeschlossen.
Im Rahmen der Rekonstruktion vorgegebener Admittanzen fiktiver Modelle
wird bei einem Rohr die Vorwa¨rtslo¨sung der FE-Rechnung mit der analytisch
bekannten Lo¨sung des eindimensionalen Randwertproblems abgeglichen [35].
Bei einem dreidimensionalen Modell sichert eine Konvergenzbetrachtung der
Vorwa¨rtslo¨sungen der FEM und BEM die plausiblen Lo¨sungen der Verfahren.
Zusa¨tzlich werden unterschiedliche Diskretisierungsmethoden und Vernetzungen
fu¨r die Vorwa¨rtsrechnung zum Generieren der synthetischen Messdaten und die
inverse Rechnung benutzt. Da außerdem die generierten Messdaten noch durch
ku¨nstliches Messrauschen verfa¨lscht werden, kann in den folgenden Beispielen
von einer inverse crime-freien Anwendung der inversen Algorithmen ausgegangen
werden.
Mit den beiden fiktiven Innenra¨umen wird sicher gestellt, dass die vorgegebenen
und innerhalb der inversen Aufgabe zu rekonstruierenden Verteilungen lokaler
Admittanzwerte der Lokalita¨t der Randbedingungen des diskretisierten Randwert-
problems aus Kapitel 2.3.1 entsprechen. Demgegenu¨ber ist es denkbar, dass die
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Admittanzen benachbarter Randstu¨cke eines realen Raumes durchaus gekoppelt
sind und durch lokale Admittanzwerte schon vom Ansatz her nur approximiert
werden ko¨nnen. Daher kann eine Untersuchung der Algorithmen mit numerischen
Modellen zwar die Mathematik der Ansa¨tze pru¨fen. Die praktische Anwendbarkeit
ha¨ngt allerdings auch von der Genauigkeit der Ansa¨tze ab, die die physikalischen
Gegebenheiten versuchen abzubilden. Schließe man also in den Begriff inverse
crime die Physik mit ein, so muss man sich im Klaren daru¨ber sein, dass dieser
Tatbestand bei der Vorgabe lokaler Randbedingungen nicht verhindert wird.
Mit diesem Wissen werden die in Kapitel 3.2 und 3.3 vorgestellten inversen
Verfahren an zwei Modellbeispielen und an einer realen Holzbox experimentell
erworbenen Messdaten untersucht.
4.1.2 Systemunsicherheiten und Auswahl der Testbeispiele
Der Erfolg und die Qualita¨t der Admittanzbestimmung ha¨ngen von folgenden
Faktoren ab:
– Geometrie und Vernetzung des Modells,
– Materialeigenschaften und allgemeine Randbedingungen,
– die Positionen der Mikrofone beziehungsweise Mikrofon-Arrays,
– der Ort der Schallquelle sowie Genauigkeit des mathematischen Modells
zur Quantifizierung ihrer Abstrahlcharakteristik,
– die Genauigkeit der Positionsbestimmung der Mikrofone und der Schall-
quelle,
– die Messung der Strukturschwingung des Randes zur Bestimmung der
Anregung u¨ber Randbedingungen,
– die numerische Genauigkeit der FE- und BE-Diskretisierungen,
– das Signalrauschen der Mikrofone und der Schallquellenmessung,
– die Reduktion einer sich meist kontinuierlich vera¨ndernden Admittanzver-
teilung zu o¨rtlich konstanten Admittanzwerten einer diskreten Anzahl von
Randstu¨cken und dabei Verwischung feiner geometrischer Details und
– die durch die lokale Admittanzrandbedingung verursachte Vernachla¨ssigung
strukturdynamischer Transferpfade.
Folgende ausgewa¨hlte Eigenschaften der Admittanzbestimmung sollen auf ihre
Einflu¨sse anhand von Beispielrechnungen untersucht werden:
– der durch eine Anzahl vorhandener Mikrofone bestimmte und frequenz-
abha¨ngige notwendige Messumfang,
– die Feinheit der o¨rtlichen Diskretisierung der Admittanzverteilung bezu¨glich
des Messumfangs,
– die Sensitivita¨t bezu¨glich Rauschen auf dem gemessenen Schalldruck und
– die Anwendbarkeit auf messtechnisch erworbene Schalldruckdaten.
Das erste sich daraus ergebende Beispiel ist ein zweidimensionales Modell eines
Rohres mit zu rekonstruierenden Admittanzen an den Rohrenden. Anhand dessen
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wird das Verhalten der Zielfunktion des FE-basierten inversen Algorithmus
bezu¨glich einer abnehmenden Kenntnis u¨ber das Schallfeld untersucht.
Es folgen verschiedene Untersuchungen an einem Wu¨rfel. Auf die Vorstellung
des Modells mit seiner Admittanzverteilung, den BE- und FE-Vernetzungen und
der effektiven Generierung der Messdaten folgen ausgewa¨hlte Ergebnisse von
Rechnungen, die die Funktionsweise des BE- und des FE-Ansatzes angewandt
auf dieses dreidimensionale Modell erkla¨ren. Dabei werden das Verha¨ltnis des
Messumfangs zur Anzahl unbekannter Randgro¨ßen, die Entwicklung im Frequenz-
bereich und die Empfindlichkeit der Rekonstruktion auf ku¨nstlich zugefu¨gtes
Messrauschen betrachtet.
Abschließend wird ein Experiment zur Admittanzbestimmung vorgestellt. Neben
der Messdatenerfassung wird auf Modellgenerierung und auf die Anwendung des
FE-basierten inversen Verfahrens eingegangen. Aufgrund der schon am fiktiven
Modell des Wu¨rfels festgestellten hohen Instabilita¨t der Admittanzbestimmung
des BE-basierten Algorithmus werden keine Ergebnisse an der Box mit diesem in-
versen Ansatz dargestellt. Durch diese erstmalige Anwendung auf reale Messdaten
aufgeworfene Problemstellungen werden diskutiert.
4.2 Admittanzrekonstruktion eines Rohres mit FE-Ansatz zur
Abscha¨tzung des Messumfangs
4.2.1 Das zweidimensionale FE-Modell
In diesem ersten Unterkapitel wird der FE-basierte Rekonstruktionsalgorithmus
an einem eindimensionalen akustischen Problem ausprobiert [2]. Es wird ein
Einblick u¨ber den Informationsgehalt und die Beschaffenheit der Zielfunktion des
FE-basierten Optimierungsverfahrens gegeben.
So wird das nichtlineare Problem der Admittanzrekonstruktion eines zweidimen-
sionalen Modells eines Rohrs untersucht, um das Verhalten der Zielfunktion (3.52)
bei hauptsa¨chlich gerader Wellenausbreitung zu verstehen und um spa¨ter die
gewonnenen Erkenntnisse u¨ber die Eigenschaften auf Probleme mit komplexeren
Geometrien extrapolieren zu ko¨nnen.
Wenn ein Rohr bezogen auf die Wellenla¨nge einen verha¨ltnisma¨ßig du¨nnen Quer-
schnitt hat, erfolgt die Schallausbreitung vorwiegend la¨ngs des Rohres. Die
Zielfunktion kann fu¨r dieses eindimensionale Problem mit den Randbedingungen
l }
y2vs1; y1
{
Abbildung 4.1: Zweidimensionales FE-Modell eines Rohres mit Darstellung der ge-
mischten Randbedingungen, Anregung am linken Rand mit vs1, normierte Admittanzen
y1 und y2.
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an den beiden Rohrenden schnell u¨ber die gewo¨hnliche Differentialgleichung der
eindimensionalen Helmholtz-Gleichung analytisch berechnet werden. Dennoch
kommt das numerische Verfahren einer zweidimensionalen Finite Elemente Dis-
kretisierung zum Einsatz. So wird das Rohr von l = 3,4 m La¨nge und 20 cm
Breite mit 68 acht-knotigen subparametrischen Serendipity-Elementen vernetzt,
siehe Abbildung 4.1. Um dennoch den eindimensionalen Charakter der Aufgabe
beizubehalten, werden fu¨r die Zielfunktion lediglich die Admittanzwerte an den
Rohrenden als unbekannt und die Rohrwand als schallhart mit der Admittanz
Y = 0,0 angenommen. So ist die Zielfunktion von zwei komplexen Admittanzpa-
rametern abha¨ngig.
Im Beispiel ist das Rohr mit Luft gefu¨llt. Dessen Dichte und Schallgeschwindigkeit
bekommen die Werte ρf0 = 1,3 kg/m3 und c = 340,0 m/s. Die Luft wird mit der
konstanten Strukturschnelle vs1 = 1,0 mm/s angeregt. Die zu identifizierenden
Admittanzen an den Rohrenden werden von Null verschieden und frequenzu-
nabha¨ngig angenommen. Sie erhalten die auf das Reziprok der Schallkennimpe-
danz ρf0c von Luft normierten Werte y1 = 0,10 + 0,05i und y2 = 0,7 + 0,3i. Nach
dem eingefu¨hrten Parametersatz (3.34) sind so vier reelle Parameter fu¨r Ny = 2
zu identifizieren:
y =
[
<{y1},={y1},<{y2},={y2}
]T
. (4.1)
Der Einfluss der Mikrofonanzahl auf die Zielfunktion und die dadurch bedingte
Fa¨higkeit der Rekonstruktion stehen im Vordergrund dieser Untersuchung. Die
Schalldruckdaten an den Mikrofonpositionen werden u¨ber die Vorwa¨rtslo¨sung
eines feiner vernetzten, hier nicht dargestellten FE-Modelles gewonnen. Der
inverse Algorithmus verarbeitet diese Schalldru¨cke sowie die Anregung ohne
zusa¨tzlich generiertes Rauschen.
4.2.2 Optimierungsverfahren und Testkonfigurationen
Fu¨r dieses Problem wurden ein zweidimensionales Finite-Elemente-Programm in
Matlab implementiert und die Optimierungswerkzeuge dieser Software genutzt.
Fu¨r die Diskretisierung der Galerkin-Gleichungen werden isoparametrische
Serendipity-Viereck-Elemente mit biquadratischen Lagrange-Ansatzfunktionen
ohne Mittenknoten fu¨r den Druck verwendet. Das FE-Netz ist in Abbildung
4.1 zu sehen. Die Rand- und Gebietsintegrale werden mit dem Gaußschen
Integrationsverfahren numerisch berechnet [7].
Fu¨r die Rekonstruktion der akustischen Admittanzen an den beiden Rohrenden
wird ein hybrides Optimierungsverfahren zur Lo¨sung der Zielfunktion (3.52)
verwendet. Dabei wird der genetische Algorithmus (GA) mit dem gradientenba-
sierten Newton-Verfahren kombiniert. Die Startwerte der Admittanzparameter
wurden fu¨r den GA bei dem Beispiel im gesamten Frequenzbereich auf Null
gesetzt. Allerdings dauert dieses stochastische globale Suchverfahren aufgrund
sehr vieler Zielfunktionsberechnungen relativ lange. Setzt man die Population und
58
4.2 Admittanzrekonstruktion eines Rohres mit FE-Ansatz zur Abscha¨tzung des Messumfangs
die maximale Anzahl von Generationen auf ausreichend große Werte, kann der
GA das konvexe Gebiet des globalen Minimums lokalisieren. Der Ergebnisvektor
wird als Startvektor fu¨r das Newton-Verfahren verwendet. Dieses gradientenba-
sierte Verfahren zweiter Stufe konvergiert dann in wenigen Iterationsschritten
sehr schnell zum globalen Minimum. Fu¨r jeden Iterationsschritt des Newton-
Verfahrens sind neben der Zielfunktion der Gradient und die Hesse-Matrix zur
Verfu¨gung zu stellen.
Das Zielfunktional fu¨r beide Optimierungsverfahren und zuzu¨glich die erste
und zweite Ableitung fu¨r das Newton-Verfahren werden u¨ber die in Matlab
implementierten Gleichungen (3.38),(3.62) und (3.64) berechnet. Ein direkter
Gleichungslo¨ser lo¨st die linearen Gleichungssysteme unter Ausnutzung der durch
einen Bandbreitenoptimierer optimierten schmalen Bandbreite.
Es findet ein Vergleich von vier Mikrofonset-Konfigurationen statt. Wie in Ab-
bildung 4.2 zu sehen ist, werden Messungen auf der Basis von 12, 7, 3 und 2
Nm = 12 Nm = 7
Nm = 3 Nm = 2
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Abbildung 4.2: Relativer Gesamtfehler der rekonstruierten Admittanzwerte nach
Gleichung (4.2) fu¨r vier Sets mit 12, 7, 3 und 2 Mikrofonen.
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Mikrofonen in Vorbereitung auf die inverse Aufgabe mithilfe der Vorwa¨rtsrech-
nung simuliert. Bei dem verwendeten zweidimensionalen FE-Modell passt bei
circa 850 Hz eine Halbwelle quer zur Hauptausbreitungsrichtung in das Rohr.
Daru¨ber wird eine Wellenausbreitung in mehr als einer Dimension wahrscheinli-
cher. Deshalb wird in einem Frequenzbereich von 5 bis maximal 900 Hz in 5 Hz
Schritten gerechnet.
4.2.3 Der minimal notwendige Messumfang
Die Rekonstruktion der Admittanzen an den Enden des Rohres eignet sich fu¨r die
Untersuchung des nichtlinearen Optimierungsverfahrens anhand einer einfachen
Zielfunktion, die von nur vier reellen Unbekannten Parametern abha¨ngt: die
Real- und Imagina¨rteile der beiden Admittanzwerte. Schon bei mehr als zwei
Unbekannten la¨sst sich die Zielfunktion in Form eines Funktionsgebirges schwer
grafisch darstellen. Neben dem existierenden globalen Minimum ist von der
Existenz weiterer lokaler Minima auszugehen, fu¨r welche die Parameter nicht
dem Optimum entsprechen. Ein globales Suchverfahren ist daher sinnvoll.
Bei dem mehrdimensionalen Zielfunktionsgebirge dieser Aufgabe dominiert Kon-
vexita¨t. Es hat ein globales Minimum von Null bei den meisten Frequenzen, weil
es nicht durch Messrauschen verfa¨lscht wird. Deshalb kann davon ausgegangen
werden, dass der oben beschriebene, aufwendige hybride Optimierungsalgorithmus
das globale Minimum findet.
Die Gu¨te der Rekonstruktion in Abha¨ngigkeit der abnehmenden Information u¨ber
den Schalldruck wird mit dem relativen linearen Fehler ηy der rekonstruierten
reellen Admittanzwerte yi im Vergleich zu den vorgegebenen Parametern y˜i
ausgedru¨ckt:
η =
2Ny∑
i=1
|y˜i − yi|
2Ny∑
i=1
|y˜i|
. (4.2)
Real- und Imagina¨rteile der Admittanzwerte werden dabei als reelle Parameter
behandelt.
Im oberen linken Diagramm der Abbildung 4.2 sieht man, dass 12 Mikrofone bei
weitem ausreichen, um die beiden komplexen Admittanzen an den Rohrenden
u¨ber den gesamten Frequenzbereich zu rekonstruieren. Offensichtlich weist die
Zielfunktion ein globales Minimum auf, das gefunden werden konnte. Lediglich fu¨r
sehr kleine Frequenzen ist die Wellenla¨nge λ zu groß, um eine detektierbare Welle
zu bilden. Das fu¨hrt zu einem Informationsverlust innerhalb der Zielfunktion.
In den Fa¨llen mit sieben, drei und zwei Messpunkten versagt der hybride Op-
timierungsalgorithmus mit abnehmender Mikrofonanzahl ha¨ufiger. Mit großer
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Gewissheit kann als Ursache dafu¨r angenommen werden, dass lineare Abha¨ngig-
keiten der Schalldruckdaten der Mikrofone zu Informationsverlust und damit zu
schlechten Konditionen der Zielfunktionen fu¨hren.
Der Fall mit zwei Mikrofonen entspricht prinzipiell dem Aufbau eines Impe-
danzrohres, mit dem die Impedanz an einer Seite des Rohres bestimmt werden
kann. Es ist bekannt, dass bei der Messung mit dem Impedanzrohr der Abstand
der beiden Mikrofone fu¨r eine maximale Auflo¨sung λ/4 gesetzt werden sollte.
Wie unten rechts in Abbildung 4.2 zu sehen ist, treten bei einem Vielfachen der
halben Wellenla¨nge besagte lineare Abha¨ngigkeiten auf, die die Information fu¨r
ein gutmu¨tiges Zielfunktionsgebirge verringern.
Wenn man also die Mo¨glichkeit ausnutzt, die Mikrofone in Abha¨ngigkeit von
den gewu¨nschten Frequenzen zu positionieren, kann damit gezeigt werden, dass
nicht wie mit einem Impedanzrohr die Impedanz beziehungsweise Admittanz
einer Seite sondern beider Rohrenden bestimmt werden kann.
4.3 BE- und FE-basierte Admittanzrekonstruktion an einem
Wu¨rfelmodell
4.3.1 3D-Modell, Vernetzung und Simulation der Messdaten
In diesem Abschnitt wird das inverse Verfahren auf seine Fa¨higkeiten bei der
Anwendung auf dreidimensionale Ra¨ume u¨berpru¨ft. Untersuchungen anhand
eines Wu¨rfelmodells werden vorgestellt. Neben dem Verhalten der Lo¨sungen in
Bezug auf vera¨nderliche Messumfa¨nge besteht hier ebenfalls die Mo¨glichkeit,
den Einfluss unterschiedlich vieler Randsegmente und damit die Anzahl Unbe-
kannter bei gleich bleibendem Messumfang zu vergleichen. Der BE- sowie der
FE-Algorithmus werden separat untersucht und vergleichen. Der BE-Ansatz
weist auch bei stark u¨berbestimmten Fa¨llen Probleme bei der Admittanzbe-
stimmung auf, obwohl die Rekonstruktion des Randschalldrucks ausreichend gut
funktioniert. Aus diesem Grund finden die Untersuchungen bei Messrauschen
Tabelle 4.1: Frequenzverla¨ufe der vorgegebenen normierten Admittanzen der Wu¨rfel-
fla¨chen entsprechend Abbildung 4.3.
(a) (b) (c) ρf0 c Y
Ny 3 6 24
Se
gm
en
te 1 1; 2 1 bis 8 0,0
2 3; 5 9 bis 16 0,012 (fh/700 Hz) + 0,2i
3 4; 6 17 bis 24 0,553 (fh/700 Hz)2
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Abbildung 4.3: Aufteilung der Innenseiten des Wu¨rfels in Segmente fu¨r jeweils einen
Admittanzparameter.
und starker Unterbestimmtheit ausschließlich mit dem Optimierungsalgorithmus
des FE-Ansatzes statt.
Zuna¨chst wird das Modell des Wu¨rfels mit den definierten Fla¨chensegmenten
mit je einem bestimmten Admittanz-Frequenzverlauf vorgestellt. Der Wu¨rfel hat
eine Kantenla¨nge von einem Meter. Der akustische Innenraum dieser fiktiven
Struktur ist mit Luft gefu¨llt (Dichte 1,3 kg/m3, Schallgeschwindigkeit 340,0 m/s).
Jeweils zwei der sechs Seitenfla¨chen wurde ein u¨ber die Fla¨che konstanter, willku¨rli-
cher Admittanzwert zugewiesen. Die teilweise frequenzabha¨ngigen Werte sind
in Tabelle 4.1 aufgefu¨hrt. Eine Visualisierung der Aufteilungen der Randstu¨cke
fu¨r 3, 6 und 24 unbekannte Admittanzparameter pro diskreter Frequenz ist in
Abbildung 4.3 zu sehen.
Die fiktiven Mikrofonschalldru¨cke wurden an unterschiedlich und dennoch relativ
regelma¨ßig verteilten Positionen mithilfe der Vorwa¨rtsrechnungen generiert. Abbil-
dung 4.4 stellt die verschiedenen Mikrofonverteilungen fu¨r Nm = 3, 6, 24 und 96
dar. Die Mikrofone befinden sich alle in einem Abstand von 5 cm von den Wa¨nden.
Kleine Abweichungen aus regelma¨ßigen Anordnungen der Mikrofone verhindern
dabei Symetrieerscheinungen, deren ungu¨nstige Einflu¨sse auf die Kondition der
inversen Probleme bereits in Kapitel 4.2 diskutiert wurden. Die drei Mikrofo-
ne der ersten Konstellation befinden sich jeweils in den Umgebungen eines der
drei Randsegmente fu¨r Ny = 3, siehe Abbildung 4.3 (a). Fu¨r Nm = 6 sitzt
ein Mikrofon anna¨hernd mittig vor jedem der sechs Wu¨rfelseiten, fu¨r Nm = 24
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Abbildung 4.4: Punktdarstellung von vier Messaufnehmersets mit 3, 6, 24 und 96
Mikrofonen.
sind es vier Mikrofone senkrecht vor jeder Seite und fu¨r Nm = 96 jeweils 16
nahezu gleichverteilt vor den Fla¨chen. Um das Verhalten der Rechnung mit dem
FE-basierten inversen Ansatz bezu¨glich unterschiedlicher Kombinationen aus Ny
und Nm zu untersuchen, werden die drei Admittanzverteilungen mit diesen vier
Mikrofonsets rekonstruiert.
Die Schalldru¨cke pm an den Mikrofonpositionen werden aus BE- sowie FE-
Vortwa¨rtsrechnungen extrahiert. Die Positionen der Mikrofone, der Ort und
die Sta¨rke der Schallquelle sowie die Geometrie des kubischen Raumes gehen
unverfa¨lscht in die Rechnung ein. Die Monopol-Schallquelle liegt im Mittelpunkt
des Wu¨rfels, also bei ~xM = [0,5 0,5 0,5]Tm bezu¨glich des Koordinatenursprungs
in einer der Wu¨rfelecken. Ihre Quellsta¨rke ist durch einen Kugelstrahler mit
einer unidirektionalen Fluidschnelle von vf (r = R, fh) = 1,0 mm/s bei dem Radius
R = 0,05 m gegeben.
Die Vorwa¨rts- und die inversen Berechnungen erfolgen mit FE- und BE-Modellen
(Außenansicht siehe Abbildung 4.5 (a)), welche die in Abbildung 4.5 (b) und
(c) dargestellten implementierten Elementtypen verwenden. Das sind das 10-
knotige subparametrische Finite Element mit Lagrangeschen Ansatzfunktionen
zweiter Ordnung und daneben das dreieckige Randelement mit Darstellung der
Geometrie-Ecken-Knoten (◦) und der Knoten der bilinearen diskontinuierlichen
Ansatzfunktionen (•).
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(a) (b) (c)
Abbildung 4.5: Außenansicht der Vernetzungen des Wu¨rfels (a) sowie die verwendeten
Finite-Elemente- (b) und Randelemente-Typen (c).
Fu¨r die Modellbildung mit finiten Elementen und Randelementen ist in Abbildung
4.6 verdeutlicht, dass die Integration einer inneren Schallquelle als partikula¨rer
Anteil der Differentialgleichung zu einer erheblichen Reduktion des Freiheitsgrades
fu¨hrt und eine anregungsunabha¨ngige Vernetzung ermo¨glicht. Das BE-Netz ohne
Vernetzung der inneren Schallquelle (d) bringt im Vergleich zum Modell mit
Quelle (c) eine Reduktion des Freiheitsgrades um circa 12 % mit sich. Das FE-
Netz ohne Schallquelle (b) hat knapp 60 % weniger Knoten als das FE-Netz mit
der Kugelschallquelle als Teil des Randes Γ (a).
Mit dem Frequenzverlauf eines Schalldruckpegels an einem Ort B mit ~xB =
[0,50 0,85 0,85]Tm in Abbildung 4.7 wird zum einen gezeigt, dass die imple-
mentierten dreidimensionalen Randelemente und Finite Elemente Verfahren im
(a) (b)
(c) (d)
Abbildung 4.6: Ausschnitte aus den FE-Modellen (a) mit und (b) ohne Schallquelle,
Ausschnitte aus den BE-Modellen (c) mit und (d) ohne Schallquelle.
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Abbildung 4.7: Konvergenzkontrolle der FE- und BE-Vorwa¨rtsrechnungen anhand des
Schalldruckpegels am Ort B (~xB = [0,50 0,85 0,85]Tm), bei einer Anregung durch die
Monopolquelle in der Mitte des Wu¨rfels.
betrachteten Frequenzbereich konvergent sind. Weiterhin la¨sst sich gut zeigen,
wie Komplexwertigkeiten der Admittanzrandbedingungen die Position der Reso-
nanzen im Frequenzbereich im Vergleich zur rein reellen Admittanzen verschieben
ko¨nnen. Die hohe, von 0 auf 21 Hz verschobene Resonanz resultiert bei diesem
Beispiel aus dem, im Vergleich zu praktisch messbaren Werten, relativ hohen
Imagina¨rteil in der Admittanzverteilung (vgl. Tabelle 4.1).
Exemplarische Schallfelder sind in Abbildung 4.8 fu¨r eine Frequenz von 350 Hz
dargestellt. Falls innere Schallquellen in ihrer ra¨umlichen Ausdehnung verglichen
zur Wellenla¨nge klein genug sind, ko¨nnen deren Abstrahllo¨sungen als partikula¨re
Anteile der partiellen Differentialgleichung beru¨cksichtigt werden und liefern
im Vergleich zur Implementierung als Randbedingung Ergebnisse hinreichender
Genauigkeit in ausreichender Entfernung vom Kugelstrahler.
Mit dem Vergleich der unterschiedlichen Modellrechnungen anhand einzelner
Frequenzverla¨ufe und Schallfelder bei bestimmten Frequenzen wird festgestellt,
dass die Verfahren plausible Lo¨sungen liefern und fu¨r das inverse Problem der
Rekonstruktion von Admittanzen verwendet werden ko¨nnen. Um dennoch mit
den vollsta¨ndig simulierten Beispielen dem in Kapitel 4.1.1 erwa¨hnten Problem
des inverse crime zu entkommen, wurden fu¨r sa¨mtliche BE-basierte inverse
Rechnungen die Mikrofonschalldru¨cke pm mit FEM generiert. Fu¨r das nichtli-
neare Optimierungsverfahren des inversen FE-basierten Problems wurden die
Schalldru¨cke an den Mikrofonen mit BEM simuliert. Der verfahrensspezifische
Unterschied der beiden Methoden sollte dafu¨r genu¨gen.
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Abbildung 4.8: Schnitt durch die Schalldruckfelder der Vorwa¨rtslo¨sungen am Wu¨rfel
bei 350 Hz: FE- und BE-Rechnungen mit dem Monopol als Randbedingung sowie als
inhomogener Anteil. Die Lo¨sungen a) bis d) sind mit Abbildung 4.6 den 4 Berechnungs-
modellen zugeordnet.
4.3.2 Randdruck- und Admittanzrekonstruktion mit dem BE-basierten Ansatz
Zum Berechnungsmodell
In diesem Unterkapitel werden fu¨r das Verfahren signifikante Zwischenschritte
und die Ergebnisse der Anwendung des inversen Problems mit Randelementen auf
das Wu¨rfelmodell zusammengefasst. Die zu rekonstruierende Admittanzverteilung
wurde im vorigen Kapitel durch Tabelle 4.1 und Abbildung 4.3 (a) vorgestellt. Die
Anregung erfolgt durch den sich in der Mitte des Wu¨rfels befindenden Monopol.
Dessen Freifeldabstrahllo¨sung geht als partikula¨rer Anteil in das Randwertproblem
des Innenraumes ein.
Wie bereits erwa¨hnt, ist das erste Ergebnis des inversen BE-Verfahrens der
Knotenschalldruck am Rand Γ, wa¨hrend die Admittanzverteilung erst in einem
zweiten Schritt aus dem Druck an jedem Knoten einzeln berechnet wird. Das
verwendete Randelementenetz weist 616 diskontinuierliche Dreieckselemente mit
insgesamt 1848 Knoten auf. N = 1848 ist damit die Anzahl der zu bestimmenden
Schalldru¨cke und Admittanzwerte.
Fu¨r zwei theoretische Mikrofonset-Konfigurationen wurde der Schalldruck an den
Messpunkten fu¨r die in Abbildung 4.4 dargestellte Konfiguration mit Nm = 96
Mikrofonen und eine nicht dargestellte Konfiguration mit Nm = 4000 zufalls-
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verteilten Mikrofonen simuliert. Bei letzterer Konfiguration befinden sich die
Innendruck-Messpunkte mindestens 5 cm von der Innenwand des Wu¨rfels und min-
destens 10 cm von dem Monopol entfernt. Nach Gleichung (3.18) liefert das erste
Set mit nur 96 Messstellen starke Unterbestimmtheit und das Set mit 4000 Mi-
krofonen ein u¨berbestimmtes Gleichungssystem. Die Berechnung des Randschalls
aus den Innendru¨cken erfolgt u¨ber die Methode des Fehlerquadratminimums mit
eingebauten Regularisierungsverfahren. Fu¨r u¨berbestimmte Probleme versuchen
diese Methoden Lo¨sungen zu produzieren, die die Residuen der Gleichungssysteme
minimieren.
Die im Folgenden vorgestellten Zwischenergebnisse der Lo¨sung der schlecht-
gestellten Gleichungssysteme zeigen sich in Form von Picard-Diagrammen und
L-Kurven. Es soll hier vorweggenommen werden, dass diese Methoden zur Bestim-
mung optimaler Regularisierungslo¨sungen am besten bei Systemen funktionieren,
deren schlechte Kondition vorwiegend durch rauschenbehaftete Eingangssignale
bedingt ist.
Picard-Diagramm
Fu¨r die Rekonstruktion des Schalldruckes an den Wu¨rfelseiten werden direkte
Regularisierungsmethoden zur Lo¨sung von Gleichung (3.18) angewendet. Die in
Kapitel 3.2.2 beschriebenen Verfahren zur Lo¨sung des im Allgemeinen schlecht kon-
ditionierten Gleichungssystems beruhen auf einer vollsta¨ndigen Singula¨rwertzerle-
gung. Liegen die Singula¨rwerte und ihre Moden vor, kann die Picard-Bedingung
zur U¨berpru¨fung der Mo¨glichkeit einer physikalisch sinnvollen Existenz einer
regularisierten Schalldrucklo¨sung abgefragt werden.
In Abbildung 4.9 sind zwei fu¨r den Großteil des gesamten Frequenzbereiches
typische Picard-Diagramme mit den Singula¨rwerten und Fourier-Koeffizienten
Nm = 4000, N = 1848 Nm = 96, N = 1848
j j
σj
|uj q|
|uj q|/σj
σj
|uj q|
|uj q|/σj
0 1000 2000 0 20 40 60 80 100
104
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100
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10−4
100
10−1
10−2
10−3
Abbildung 4.9: Repra¨sentative Picard-Diagramme der Gleichungssysteme der inversen
BE-basierten Aufgabe am Wu¨rfel, ohne Rauschen, 307 Hz: ein u¨berbestimmter Fall (links)
und ein unterbestimmter Fall (rechts).
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zu sehen. Im Vergleich zu den Verla¨ufen in Abbildung 3.5 wird die Problematik
der schlechten Kondition der Gleichungssysteme des u¨ber- und des unterbestimm-
ten Falles deutlich, selbst mit den rauschfreien Eingangsgro¨ßen der simulierten
Schallmessdru¨cke. Die Singula¨rwerte fallen mit zunehmendem Index j stetig ab.
Die Fourier-Koeffizienten uj q oszillieren dagegen um mehrere Zehnerpotenzen,
selbst bei den unverrauschten Beispielrechnungen. Bei Nm = 4000 erkennt man
ebenfalls eine Tendenz des Abfallens der Koeffizienten, wenn auch nur weit unter
den ersten 1000 Singula¨rwerten. Eine physikalisch sinnvolle Lo¨sung scheint dem-
nach mithilfe der Regularisierung aus dem u¨berbestimmten Fall berechenbar zu
sein.
Bei dem Fall mit Nm = 96 Mikrofonen fehlt das starke Abfallen der Singula¨rwerte
fu¨r j → Nm. Fu¨r den N = 1848 großen Lo¨sungsvektor der Randschalldru¨cke
ph kann von den wenigen Moden also keiner weggelassen werden. Die Picard-
Diagramme dienen hier vorwiegend dazu, ein Gefu¨hl fu¨r die Beschaffenheit der
Gleichungssysteme zu entwickeln. Fu¨r die Bestimmung optimaler Regularisie-
rungsparameter αopt fu¨r Tikhonov und optimaler Ra¨nge r¯ < N fu¨r TSVD wird
das L-Kurven-Kriterium verwendet.
L-Kurven
Die beiden direkten Regularisierungsmethoden, die hier zum Einsatz kommen,
sind die abgeschnittene Singula¨rwertzerlegung (TSVD) und die Tikhonov-
Regularisierung. Aus dem hohen Schwanken der Fourier-Koeffizienten in den
Picard-Diagrammen in Abbildung 4.9 la¨sst sich vermuten, dass sinnvolle Re-
gularisierungskriterien fu¨r TSVD und Tikhonov schwierig zu bestimmen sein
werden.
Das Regularisierungswerkzeug von Hansen [21] wird fu¨r die automatisierte Be-
stimmung optimaler Regularisierungsparameter anhand des L-Kurven-Kriteriums
verwendet. In Abbildung 4.10 sind repra¨sentativ L-Kurven der Rechnungen bei
zwei Frequenzen und den zwei Messschalldrucksets dargestellt, rechts fu¨r das
TSVD-Verfahren und links fu¨r Tikhonov. Der fu¨r jede der sechs L-Kurven
aufgefu¨hrte relative lineare Fehler ηp
ηp =
|phvorw − phinv|
|phvorw|
(4.3)
indiziert, wie sehr man den Lo¨sungen vertrauen kann. Weicht ηp fu¨r TSVD und
Tikhonov bei dem selben Problem stark ab, sind beide regularisierte Lo¨sungen
anzuzweifeln.
Bei 450 Hz und Nm = 4000 pra¨gen sich scharfe Knicke in den L-Kurven fu¨r TSVD
und Thikonov aus (Abb. 4.10 oben), die die Bestimmung optimaler Kompromisse
fu¨r die Normen der Lo¨sung und des Residuums ermo¨glichen. Im Gegensatz zu die-
ser Frequenz entwickeln sich bei 307 Hz und bei gleichem Messaufwand L-Kurven
mit keinen scharfen Knicken (Abb. 4.10 Mitte). Ein optimaler Rang und ein
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Abbildung 4.10: Repra¨sentative L-Kurven der TSVD (links) und der Tikhonov-
Regularisierung (rechts) der inversen BE-Rechnung am Wu¨rfel: Nm = 4000 (450 Hz),
Nm = 4000 (307 Hz) und Nm = 96 (307 Hz).
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optimaler Regularisierungsparameter ko¨nnen nur noch abgescha¨tzt werden. Auch
die voneinander abweichenden Werte der relativen Fehler ηp der Lo¨sungsvektoren
weisen auf unsichere Ergebnisse hin. Im unterbestimmten Fall von nur Nm = 96
fu¨r N = 1848 Randschalldru¨cke pra¨gt sich kein L aus. Der fehlende Knick ist ein
Zeichen dafu¨r, dass durch Regularisierungsparameter gro¨ßer Null kein optimaler
Kompromiss zwischen Gleichungs- und Lo¨sungsnorm existiert. Die anhand der
Picard-Diagramme getroffenen Annahme wird damit besta¨tigt, dass alle der 96
Singula¨rmoden verwendet werden mu¨ssen. Wie im Folgenden dargestellt wird, lie-
fert die Gausssche Normalengleichung des Fehlerquadratminimums ausreichend
gute Ergebnisse fu¨r den rekonstruierten Randschalldruck.
Rekonstruktion des Randschalldrucks
Das BE-basierte inverse Verfahren sieht zuna¨chst als Lo¨sung die Knotendru¨cke
vor. In Abbildung 4.11 werden zwei nach Gleichung (3.18) rekonstruierte Vertei-
lungen des Randschalldruckes bei 307 Hz der Vorwa¨rtslo¨sung gegenu¨bergestellt.
Die Vorwa¨rtslo¨sung basiert, genauso wie die Simulation der Innendru¨cke, auf
den durch Tabelle 4.1 gegebenen Admittanzwerten und einer FE-Rechnung. Das
Randelementenetz umfasst 616 diskontinuierliche Elemente mit insgesamt 1848
Knoten. Fu¨r die mit dem Postprocessor des Finite Elemente Programms Ansys er-
zeugten grafischen Darstellungen in Abbildung 4.11 wurden diese Knotenlo¨sungen
auf die geometrischen Eckknoten der Dreieckselemente extrapoliert.
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Abbildung 4.11: Amplitude des rekonstruierten Randschalldrucks 307 Hz aus u¨berbe-
stimmter (b) und unterbestimmter (c) Rechnung im Vergleich zur Lo¨sung der Vorwa¨rts-
rechnung (a).
In diesem grafischen Vergleich zeigt sich, dass die inverse Lo¨sung basierend
auf dem u¨berbestimmten Problem mit Nm = 4000 Messpunkten gut mit der
Vorwa¨rtslo¨sung u¨bereinstimmt. Selbst die Fehlerquadratminimum-Lo¨sung des
stark unterbestimmten Problems weist eine hinreichend gute A¨hnlichkeit zur
Referenz auf. Es hat sich dabei herausgestellt, dass eine Regularisierung durch
Abschneiden hochfrequenter Moden in den unterbestimmten Fa¨llen die Lo¨sung
des Fehlerquadratminimums nicht verbessern kann. Die beiden hellen Ecken in
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der Darstellung der unterbestimmten Lo¨sung sind dadurch bedingt, dass der Wert
der Druckamplitude das bei allen drei Bildern fu¨r einen deutlicheren Vergleich
gewa¨hlte Intervall verla¨sst.
Rekonstruierte Admittanzverteilung
Bei dem BE-basierten inversen akustischen Problem werden aus dem rekon-
struierten Randschalldruck zuna¨chst mit Gleichung (3.16) Knotenwerte fu¨r die
Schnelle am Rand ermittelt. Die Schnelle ha¨ngt u¨ber die Normalenableitung
mit dem Randdruck zusammen. Bei der Berechnung der Randschnelle durch die
Bildung der Ableitung werden die Ungenauigkeiten in der Lo¨sung des Schall-
drucks in Randna¨he versta¨rkt weitergegeben. Mit Gleichung (3.19) ergeben sich
die Admittanzwerte an den diskontinuierlichen Knoten des Randelementenetzes.
Bei der Frequenz von 307 Hz ist fu¨r den Realteil der Admittanz das Ergebnis
aus dem Rekonstruktionsversuch basierend auf den mit Nm = 4000 Mikrofonen
berechneten Randdru¨cken in Abbildung 4.12 (c) zu sehen. Die weißen Stellen
dieser grafischen Darstellung zeigen Bereiche, in denen die Werte fu¨r die normier-
te Admittanz außerhalb des fu¨r alle drei Darstellungen gemeinsam gewa¨hlten
Intervalls liegen. Im Vergleich zur Verteilung der gegebenen Admittanzen sie-
he Abbildung 4.12 (a) gelingt es offensichtlich nicht, diese Vorgabe auch nur
anna¨hernd zu rekonstruieren. Dafu¨r ist die durch Ableitungs- und Bruchbildung
der Gleichungen (3.16) und (3.19) versta¨rkte Fehlerfortpflanzung verantwortlich.
X
Y
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−0,100
−0,023
0,043
0,109
0,175
0,241
(a) (b) (c)
Abbildung 4.12: Normierte Realteile der Admittanzen bei 307 Hz: vorgegebene Ver-
teilung (a), auf der Basis des Randschalldrucks aus der Vorwa¨rtsrechnung (b) und der
u¨berbestimmten inversen Rechnung mit Nm = 4000 Mikrofonen (c).
Das Bild (b) in Abbildung 4.12 zeigt die Admittanzverteilung, die aus dem
Schallfeld der Vorwa¨rtslo¨sung berechnet wurde. Signifikante Abweichungen treten
sogar hier auf. Vor allem an Wandstu¨cken, in dessen Umgebung die Schalldruck-
amplitude sehr kleine Werte annimmt (vergleiche dazu Abbildung 4.11). Da der
Schalldruck in Gleichung (3.19) im Nenner steht, zeigt die Admittanzbestimmung
an diesen Stellen Probleme mit numerischen Singularita¨ten.
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Diese Admittanzbestimmung erweist sich bereits an theoretischen Beispielen und
ohne Verfa¨lschung der Innenschalldru¨cke durch Rauschen also numerisch instabil.
Da die BE-basierte Methode sogar bei offensichtlich stark u¨berbestimmten Fa¨llen
Probleme bei der Rekonstruktion der Admittanzen aus den doch einigermaßen gut
rekonstruierten Randschalldru¨cken aufweist, finden die folgenden Untersuchungen
des minimalen Messaufwandes und Verhalten bei Messrauschen unter Benutzung
des FE-basierten Algorithmus statt.
4.3.3 Admittanz-Randdiskretisierung mit dem FE-basierten inversen Problem
In diesem Abschnitt wird an dem Modell des Wu¨rfels der Einfluss der Diskreti-
sierungsfeinheit der Admittanzverteilung untersucht. Es kommt der FE-basierte
Optimierungsalgorithmus zum Einsatz. Wegen der Mo¨glichkeit der vernetzungs-
unabha¨ngigen Reduktion der Anzahl Unbekannter bei dem FE-Ansatz wird
angenommen, dass der Messaufwand bezu¨glich der Innendruck-Messpunkte eben-
falls reduzierbar ist. Das wa¨re ein bedeutender Unterschied zum BE-Ansatz.
In den folgenden theoretischen Untersuchungen an dem Wu¨rfelmodell ist die mit
Tabelle 4.1 gegebene Verteilung unterschiedlich vieler Admittanzparameter zu
rekonstruieren. Es werden die in Abbildung 4.4 dargestellten Messpositionensets
mit Nm = 3, 6, 24 und 96 Mikrofonen verwendet. In diesem Test werden die gene-
rierten Schalldruckamplituden an den Mikrofonpositionen mit BEM-Rechnungen
generiert und nicht durch Rauschen verfa¨lscht.
In Abbildung 4.13 sind zuna¨chst fu¨r die Kombination aus Ny = 24 unbekannten
Admittanzwerten und Nm = 24 Mikrofonen die Realteile der rekonstruierten
Admittanzen auf der Oberfla¨che des Wu¨rfels im Vergleich zu den gegebenen
Verteilungen bei drei Frequenzen dargestellt, welche unterschiedliche Lo¨sungs-
qualita¨ten repra¨sentieren. Fu¨r die Darstellung entspricht die Orientierung des
Wu¨rfels dem oberen Teilbild in Abbildung 4.3 (c). Das Zielfunktional ha¨ngt von
48 reellen Randparametern ab. Dieser Parametersatz wird aus 24 komplexen
Schalldru¨cken bestimmt.
Um einzuscha¨tzen, wie gut die Admittanzen rekonstruiert wurden, vergleicht
man die Verteilungen der Graustufen. Die Frequenzen liegen im niederfrequenten
Bereich zwischen 300 und 500 Hz. Die Gu¨te der Admittanzergebnisse variiert
erheblich. Bei 307 Hz wurde offensichtlich die Verteilung der Admittanzen genau
getroffen. Die LBFGS-Optimierung hat das globale Minimum der Zielfunktion
gefunden. Bei 450 Hz ist trotz geringer Abweichungen eine erfolgreiche Tendenz
der Rekonstruktion zu erkennen. Der Algorithmus hat bei 494 Hz Probleme, die
gesuchte Verteilung der Admittanzen zu finden. Selbst negative Werte treten
dabei in der Lo¨sung auf.
Diese Ergebnisdarstellung ist stichprobenartig und zeigt aber, dass der Optimie-
rungsalgorithmus mit Innenschalldruckdaten von nur 24 Mikrofonpositionen eine
Verteilung von 24 Admittanzparametern rekonstruieren kann.
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Abbildung 4.13: Realteile der rekonstruierten Admittanzverteilungen (rechts) fu¨r 24
Mikrofone und 24 Admittanzsegmente im Vergleich zu den gegebenen Verteilungen
(links).
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Einen Eindruck u¨ber das Gelingen und Versagen der Rekonstruktion im gesamten
Frequenzbereich bekommt man, wenn man die Summe der relativen Fehler nach
Gleichung (4.2) in Abbildung 4.14 betrachtet. Im Diagramm sind die Frequenz-
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Abbildung 4.14: Summe der relativen Fehler bei Nm = 24.
verla¨ufe der Rekonstruktionsfehler von 3, 6 und 24 komplexen Admittanzwerten
aus einer simulierten Messung mit Nm = 24 Mikrofonen dargestellt. Man kann
hiermit folgende Schlussfolgerungen treffen: Fu¨r alle drei Diskretisierungen des
Randes fa¨llt es der Optimierung fu¨r sehr tiefe Frequenzen schwer, die Admit-
tanzen zu bestimmen. Die Zielfunktion scheint aufgrund schwach ausgepra¨gter
Wellenformen bezu¨glich der einzelnen Randstu¨cke nicht genug Information zu
beinhalten. Ab 100 Hz funktioniert das Modell fu¨r Ny = 3 wegen großer U¨berbe-
stimmtheit sehr gut. Eine zu erwartende Verschlechterung fu¨r gro¨ßer werdende
Anzahl Unbekannter ist zu erkennen.
Bei einzelnen Frequenzen zwischen 150 Hz und 400 Hz versagt die Rekonstruktion
relativ unabha¨ngig von der Randdiskretisierung gleichermaßen. Wie bereit am
Beispiel des Rohres in Kapitel 4.2 gezeigt wurde, ko¨nnen mit dem Abstand der
Mikrofone korrelierende Vielfache der halben Wellenla¨ngen der entsprechenden
Frequenzen zu Informationsverlust fu¨hren und damit der Grund fu¨r das Versagen
sein. Bei 190 Hz beispielsweise versagt die Lo¨sung fu¨r Ny = 6 und Ny = 24
Admittanzwerte; der Abstand in etwa gegenu¨berliegender Mikrofone entspricht
dabei der halben Wellenla¨nge von 90 cm. Bei circa 240 Hz und 340 Hz wiederholt
sich dieses Pha¨nomen qualitativ, wofu¨r sich allerdings die Zuordnung der Ursache
fu¨r das Versagen anhand bestimmter Mikrofonabsta¨nde der Konstellation mit
24 Mikrofonen schwierig gestaltet. Interessant ist auch das erho¨hte Versagen bei
Frequenzen oberhalb 600 Hz. Man kann dafu¨r nur die Annahme treffen, dass fu¨r
diese Frequenzen mit Wellenla¨ngen ku¨rzer als 60 cm vier Mikrofone vor jeder der
sechs Seiten des Einheitswu¨rfels das Schallfeld nicht ausreichend abdecken.
Um zu sehen, wie sich dieses Gesamtergebnis aus den Abweichungen der einzelnen
Admittanzen ergibt, wird ein weiterer Fehler definiert. Die lokalen Admittanzen
nehmen mitunter den Wert Null an und eignen sich daher nicht als Bezugsgro¨ße.
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Der lokale relative Fehler fu¨r den iten Wert des Vektors der reellen Admittanzpa-
rameter (3.34) sei
ηi(fh) =
∣∣y˜i(fh)− yi(fh)∣∣
max
fh
{∣∣y˜i(fh)∣∣} . (4.4)
Darin werden die Betra¨ge der linearen Abweichungen der reellen normierten
Admittanzparameter (Real- und Imagina¨rteil getrennt) auf den maximalen Ad-
mittanzwert der vorgegebenen Verteilung bei jeder Frequenz bezogen. Der Fehler
(4.4) wird fu¨r die Skalierung der Graustufen in den folgenden Abbildungen 4.16
und 4.18 sowie den Abbildungen in Anhang D benutzt.
In Abbildung 4.16 sieht man Frequenzverla¨ufe der einzelnen Fehler. Damit be-
kommt man einen U¨berblick daru¨ber, wie sich der Fehler der mit 24 Mikrofonpo-
sitionen rekonstruierten einzelnen Admittanzwerte im gesamten Frequenzbereich
a¨ndert. Dargestellt sind die Fehler der Real- und Imagina¨rteile. Die Admittanzen
ko¨nnen mithilfe von Abbildung 4.3 den drei Randdiskretisierungen Ny = 3, 6
und 24 o¨rtlich zugeordnet werden. Die Beschriftung S.1 bis S.6 der Ordinaten
der Fehler-Diagramme in Abbildung 4.16 stehen fu¨r die sechs Seiten des Wu¨rfels
in der Anordnung der Segmente bei Ny = 6 in Abbildung 4.3 (b).
In Abbildung 4.15 sind die Frequenzverla¨ufe der durchlaufenen Iterationen des
LBFGS-Algorithmus und die resultierenden minimalen Werte der Zielfunktio-
nen in jeweils einem Diagramm fu¨r die drei Diskretisierungen dargestellt. Bei
dieser Untersuchung ohne Verfa¨lschung der mit BEM generierten Messdaten
ist versta¨ndlich, dass in numerischer Genauigkeit der Diskretisierungsmethoden
BEM und FEM ein globales Minimum mit dem Wert Null fu¨r die Zielfunktion
nach Gleichung (3.39) existiert.
Die Zielfunktionsverla¨ufe und die Graustufenbilder zeigen fu¨r jedes Ny wie schon
in Abbildung 4.14 Probleme bei ganz niedrigen Frequenzen, und zwar entlang des
ganzen Randes. Im generellen Vergleich der Iterationsverla¨ufe in den Diagrammen
der Abbildung 4.15 zeigt sich, dass der Algorithmus fu¨r mehr Unbekannte bei
gleicher Anzahl Messdaten langsamer konvergiert. Einige Ausreißer der maximal
durchlaufenen Iterationen vor allem bei ho¨heren Frequenzen korrelieren mit hohen
Zielfunktionswerten und indizieren ein Versagen des LBFGS. Dagegen deutet eine
Konvergenz zu einem großen Fehler mit wenigen Iterationsschritten auf lokale
Minima hin. Ha¨ufige Fehlermeldungen der line search-Methode innerhalb des
LBFGS sind, dass die Forderungen nach einem minimalen Funktionsabfall und
bestimmter Kru¨mmung nicht erfu¨llt werden. Dies passiert vermutlich infolge
flacher Zielfunktionsgebirge und fu¨hrt zu schlechter Konvergenz.
Wie in den Graustufenbildern der lokalen Admittanzwertfehler in Abbildung 4.16
zu sehen ist, treten neben versagten Ergebnissen teilweise scheinbar erfolgreich
rekonstruierte Abschnitte bei vereinzelten Frequenzen auf. Die Rekonstruktions-
ergebnisse bei diesen Frequenzen sind daher mit Bedacht zu sehen und mit der
maximalen Iterationsanzahl und den erreichten Zielfunktionswerten zu verglei-
chen. Der lokale Fehler nach Gleichung (4.4) verschwindet dann fu¨r vorgegebene
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Abbildung 4.15: Zielfunktionswerte und Anzahl der Iterationsschritte des LBFGS-
Algorithmus der Rechnungen mit den drei Diskretisierungsfeinheiten Ny = 3, 6 und 24
auf der Basis des Mikrofonsets Nm = 24.
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Abbildung 4.16: Die relativen Fehler ηi(fh) nach Gleichung (4.4) der rekonstruierten
Admittanzparameter i = 1, . . . ,Ny der drei Diskretisierungsfeinheiten Ny = 3, 6 und 24
auf der Basis des Mikrofonsets Nm = 24.
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Null-Admittanzen und ist nur im Vergleich zum Ergebnis des gesamten Randes
zu interpretieren.
Die Frequenzdarstellungen der Fehlerverteilungen fu¨r Nm = 3, 6, 24 und 96 Mi-
krofone in der Kombinationen mit Ny = 3, 6 und 24 Admittanzparametern (aber
maximal so viele Parameter wie Innendruckmesspositionen vorhanden sind) befin-
den sich im Anhang D. Es zeigt sich das erwartete Ergebnis der Rekonstruktion.
Der Fehler steigt mit steigender Frequenz und sinkender Mikrofonanzahl.
Oder anders ausgedru¨ckt, die Admittanzverteilung kann mit einem ho¨heren Mess-
aufwand sicherer rekonstruiert werden. So kann man anhand der Diagramme
in Abbildung 4.16 feststellen, dass sich das inverse FE-basierte Verfahren als
nichtlineares Optimierungsverfahren fu¨r den gro¨ßten Teil des unteren Frequenz-
bereiches verwenden la¨sst, wenn U¨ber- oder Gleichbestimmtheit der Verha¨ltnisse
zwischen den komplexen rauschfreien Schalldruckwerten der Mikrofone und den
komplexen Unbekannten der Admittanzen gewa¨hrleistet ist.
4.3.4 Messschwankungssensitivita¨t des FE-Ansatzes
Das Modell und Generieren ku¨nstlichen Messrauschens
In diesem Abschnitt wird der FE-basierte Algorithmus auf sein Verhalten bezu¨g-
lich ku¨nstlich aufgebrachtem Messrauschen an dem im letzten Unterkapitel
vorgestellten Wu¨rfel getestet. Dafu¨r wird der ite simulierte Messdruck durch
p˜mi = pmi + ζi rand1 |pmi| e(rand2 i 2pi) (4.5)
verfa¨lscht. Hier sind rand1 und rand2 gleichverteilte Zufallszahlen zwischen −1,0
und 1,0. Der Faktor ζ wird fu¨r die Simulation von circa 3 dB Rauschpegel auf den
Wert 0,3 und fu¨r 6 dB den Wert 0,6 gesetzt, so dass die Schalldru¨cke zwischen
−3,1 dB bis +2,3 dB beziehungsweise −8,0 dB bis +4,1 dB von den exakten
Werten abweichen.
Fu¨r dieses Beispiel wird ebenfalls das Modell des Einheitswu¨rfels aus Kapitel
4.3.1 verwendet. Dabei beschra¨nkt sich diese Untersuchung auf die Kombination
aus Nm = 96 Mikrofonpositionen fu¨r Ny = 24 Admittanzwerte. Das entspricht
einem stark u¨berbestimmten Problem.
Die Anwendung des Gla¨ttungsalgorithmus (3.70) soll die hochfrequenten Schwan-
kungen der verfa¨lschten Messdru¨cke minimieren. Fu¨r die Optimierung wird das
regularisierende Zielfunktional (3.40) ausgewa¨hlt. Fu¨r die Gla¨ttung und die
Regularisierung werden verschiedene Parameter β und α ausgewa¨hlt.
Ergebnisse
Zuna¨chst sieht man den summierten relativen Fehler nach Gleichung (4.2) in
Abbildung 4.17. Die Summe der Fehler verdeutlicht eine allgemeine Verbesserung
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Abbildung 4.17: Summe der relativen Fehler fu¨r Ny = 24 und Nm = 96 nach Gleichung
(4.2).
des Rekonstruktionsvermo¨gens des Algorithmus fu¨r steigende Frequenzen. Dieser
Effekt ha¨ngt vermutlich mit steigenden Gradienten der Zielfunktion ab. Er steht
natu¨rlich der durch die FE-Vernetzung bedingten Konvergenzabnahme wegen zu
hoher modaler Dichte fu¨r ho¨hrere Frequenzen gegenu¨ber, wodurch modellbedingte
Schwa¨chen bei Frequenzen ho¨her als die dargestellten zu erwarten sind. Auch ist
die Auflo¨sung der charakteristischen Welle des Schallfeldes mit mindestens 5 bis
6 Messpositionen ab einer bestimmten Frequenz nicht mehr gewa¨hrleistet.
Um eine Vorstellung zu gewinnen, wie gut oder schlecht sich die einzelnen
Admittanzparameter bei mit ku¨nstlichem Rauschen beaufschlagten Mikrofon-
schalldru¨cken rekonstruieren lassen, werden zusa¨tzlich die lokalen Fehler nach
Gleichung (4.4) beurteilt.
Der Einfluss des Rauschens wird anhand der lokalen und summierten relativen
Fehler (4.4) und (4.2) beurteilt. Fu¨r 3 dB sowie 6 dB Rauschen findet man eine
Auswahl der Ergebnisse der lokalen Fehlerfrequenzverla¨ufe fu¨r verschiedene Kom-
binationen aus den Parametern β der gla¨ttenden Vorkonditionierung und der
Regularisierung α im Anhang D, Abbildungen D.4 und D.5.
Abbildung 4.18 zeigt eine Auswahl der Rekonstruktionsergebnisse aus mit Rau-
schen versehenen Schalldru¨cken im Vergleich zur Rechnung mit unverfa¨lschten
Schalldru¨cken. Der Effekt des Rauschens, der zu einer Versta¨rkung der Oszillation
der u¨ber die Oberfla¨che des Wu¨rfels verteilten Admittanz fu¨hrt, ist offensichtlich.
Des Weiteren stellt man fest, dass die Imagina¨rteile etwas schlechter rekonstruiert
werden als die Realteile. Warum das so ist, kann zum jetzigen Stand der Arbeit
nicht beantwortet werden. Mo¨glicherweise liegt die Ursache in der Ergebnisdar-
stellung mit dem lokalen Fehler nach Gleichung (4.4). Eine Fehlerdarstellung
fu¨r die Admittanzen, die durchaus Null annehmen ko¨nnen, ist nicht trivial. In-
teressanter Weise la¨sst sich im Vergleich zu der rauschfreien Lo¨sung erkennen,
dass der Optimierungsalgorithmus bei ganz tiefen und bei hohen Frequenzen mit
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Abbildung 4.18: Relative Fehler von Ny = 24 rekonstruierten Admittanzwerten mit
Nm = 96 Mikrofonen und 0 sowie 3 und 6 dB Rauschpegel.
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verrauschten Daten die 48 reellen Admittanzwerte besser identifizieren kann als
ohne Rauschen.
4.3.5 Vergleich der BE- und FE-Ansa¨tze im Frequenzbereich
Als letztes der theoretischen Modellbeispiele werden in diesem Kapitel die beiden
sich im Ansatz stark unterscheidenden Algorithmen anhand einer einheitlichen
Lo¨sungsdarstellung fu¨r die Admittanz verglichen. Dafu¨r ist die Oberfla¨che des
Wu¨rfels mit 1 m Kantenla¨nge in acht Segmente zu je einem bestimmten Admittanz-
Frequenzverlauf eingeteilt. Die ra¨umliche Aufteilung der Segmente und die Fre-
quenzverla¨ufe sind in Abbildung 4.19 zu sehen. Schallgeschwindigkeit und mittlere
Dichte sind hier ebenfalls auf c = 340,0 m/s und ρf0 = 1,3 kg/m3 gesetzt. Die Anre-
gung erfolgt auch u¨ber die Volumenschallquelle in der exakten Mitte des Wu¨rfels
mit der frequenzunabha¨ngigen Quellsta¨rke q = (1,0 mm/s) 4pi (0,05 m)2.
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Abbildung 4.19: Der Wu¨rfel mit einer Aufteilung von acht Randsegmenten (Ny = 8)
und den vorgegebenen Verla¨ufen normierter Admittanzen fu¨r den inversen BE-FE-
Vergleich.
Um die Ergebnisse der BE-basierten inversen Rechnung mit den Ergebnissen
der FE-basierten Rechnung vergleichbar zu machen, wurden Mittelwerte fu¨r die
Knotenwerte der Admittanzen der BE-Rechnung innerhalb jedes der durch den
inversen FE-Ansatz vorgegebenen Randsegmente gebildet. Die Abbildung 4.20
zeigt die Frequenzverla¨ufe der Realteile der acht rekonstruierten Admittanzwerte
im Vergleich zu den vorgegebenen Verla¨ufen. Die Rekonstruktionsergebnisse der
Imagina¨rteile verlaufen a¨hnlich. Eine Abbildung davon befindet sich im Anhang
E.
Die mit den beiden Verfahren dargestellten Lo¨sungen haben nicht die gleichen Vor-
aussetzungen. Es findet ein Vergleich eines inversen BE-Problems mit Nm = 1734
Innenschalldru¨cken fu¨r N = 1650 Knotenwerte fu¨r die Wandadmittanz und eines
inversen FE-Problems mit nur Nm = 84 Innendru¨cken fu¨r Ny = 8 Admittanzpa-
rameter statt. Mit dieser Selektion der gerechneten Modellkonstellationen lassen
sich die Verfahren gut einordnen. Neben dem Vergleich der Ergebnisse ohne
Rauschen (links in den beiden Abbildungen) sind auf den rechten Seiten die
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Lo¨sungen mit ku¨nstlichem Rauschen (≈ 5 dB) beaufschlagten Messdaten zu sehen.
Aufgrund großer Schwankungen dieser Ergebnisse wurden gleitende Mittelwerte
fu¨r jedes Frequenzspektrum der Admittanzwerte gebildet.
Um u¨berhaupt die Lo¨sungen der Verfahren vergleichen zu ko¨nnen, wurden aus
der knotenbasierten Lo¨sung der inversen BE-basierten Methode innerhalb jedes
der acht Segmente Mittelwerte der normierten Admittanz gebildet. Zu diesem
Beispiel ist zu erwa¨hnen, dass durch die o¨rtliche Mittelwertbildung die Eigen-
schaft der feinen Admittanzdiskretisierung des BE-Ansatzes verwischt wird und
dessen Ergebnis auf das Niveau der hier grob gewa¨hlten Diskretisierung der
FE-Optimierung gebracht wird. Auf der anderen Seite werden dadurch die hohen
o¨rtlichen Schwankungen der Admittanzrekonstruktion, so wie sie in Kapitel 4.3.2
festgestellt wurden, gegla¨ttet.
Der Vergleich fa¨llt aus zweierlei Gru¨nden zugunsten des FE-basierten Algorithmus
aus. Erstens zeigen die FE-Lo¨sungen wesentlich glattere Frequenzverla¨ufe, die
die gegebenen Verla¨ufe ohne und bei Vorhandensein von Abweichungen in den
Messwerten verha¨ltnisma¨ßig gut nachbilden. Lediglich bei niedrigen Frequenzen
zeigt die Optimierung der inversen FE-Methode gro¨ßere Ausreißer. Bei der zuerst
gerechneten diskreten Frequenz wird die Optimierung mit einem Startvektor
y0(fhi=1) = 0 begonnen. Bei den darauf folgenden Frequenzen werden die Lo¨sun-
gen der vorhergehenden Optimierungen verwendet, also y0(fhi) = yinv(fhi−1).
Zweitens ist zu bedenken, dass fu¨r die BE-Rechnung Innenschalldruckdaten an
1650 virtuellen Mikrofonpositionen mehr als fu¨r die FE-Rechnung zur Verfu¨gung
stehen. Eine nicht dargestellte BE-basierte inverse Rechnung mit 84 Mikrofonen
versagt bei der Lo¨sung des stark unterbestimmten linearen Gleichungssystems.
4.3.6 Auswertung der inversen Rechnungen am Wu¨rfel
Die Untersuchungen an dem fiktiven Modell des Wu¨rfels geben einen Eindruck
u¨ber die Fa¨higkeit der hergeleiteten Algorithmen fu¨r das inverse Problem der
Admittanzrekonstruktion im dreidimensionalen Raum. Das BE- und das FE-
Verfahren wurden untereinander verglichen, auf den Einfluss von Messrauschen
getestet und zur Fortsetzung der Untersuchungen der Minimierung des Messauf-
wandes in 3D verwendet. Mit beiden Methoden wurde versucht, Admittanzwerte
bei diskreten Frequenzen zu ermitteln.
Die Schalldru¨cke an theoretischen inneren Mikrofonpositionen wurden mit den
Vorwa¨rtslo¨sungen des jeweils anderen Diskretisierungsverfahrens simuliert, um
das Problem des inverse crime auszuschließen. Die Integration der Volumenschall-
quelle als partikula¨rer Anteil der Helmholtz-Gleichung wurde u¨berpru¨ft und
erfolgreich in den inversen Berechnungen als solche eingesetzt.
Das BE-basierte Verfahren erwies sich in der Rekonstruktion des Schalldruckver-
laufes am Rand als zuverla¨ssig, sowohl in der u¨ber- als auch unterbestimmten
Rechnung. Die Lo¨sung ist allerdings wegen der Verwendung unbewiesener Metho-
den zur Bestimmung optimaler Regularisierungsparameter nicht trivial. Dennoch
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Abbildung 4.20: Die Realteile der rekonstruierten normierten Admittanzfrequenzspek-
tren, Vergleich der inversen BE-Lo¨sung (Nm = 1734, randnah verteilt) und der inversen
FE-Lo¨sung (Nm = 84, randnah verteilt) mit den vorgegebenen Verla¨ufen, Mikrofondaten
ohne und mit 5 dB Rauschen.
83
4 Anwendungsbezogene Untersuchung der globalen Admittanzbestimmung
fu¨hren – geradezu unabha¨ngig vom Umfang der Messdaten – kleinste Abweichun-
gen im rekonstuierten Randdruck zu unakzeptabel großen Schwankungen in den
u¨ber die lokale gemischte Randbedingung berechneten Werten der Wandadmit-
tanz.
Wie bereits bei eindimensionaler Wellenausbreitung am Beispiel des Rohres gezeigt
wurde, ist das FE-basierte Optimierungsverfahren im Stande, mit relativ wenigen
Messpunkten auszukommen. Zudem ermo¨glicht diese Methode eine Reduktion un-
bekannter Admittanzparameter; angepasst an die Geometrie, die zu bestimmende
Admittanzverteilung und die vergleichsweise sehr geringe Anzahl Mikrofone. Eine
Verringerung der Zahl der Unbekannten bei gleichem Messumfang verbesserte
das Ergebnis. Die FE-Methode scheint Probleme bei sehr niedrigen Frequenzen
aufzuweisen. Die Ursache liegt bei der geringen Information im Schallfeld des
Raumes, in dem sich weniger als eine halbe Wellenla¨nge ausbreitet. Unter der
Voraussetzung, dass die Admittanzverla¨ufe stetig in ihren Frequenzverla¨ufen
sind, erweist sich die Verwendung einer inversen Admittanzlo¨sung yinv bei einer
Frequenz als Startvektor fu¨r die benachbarte diskrete Frequenz fu¨r das globale
Suchverfahren des LBFGS als hilfreich fu¨r die Suche des globalen Minimums des
Zielfunktionials.
Bei der FE-basierten Untersuchung des Einflusses von Rauschen offenbart sich
eine mit der Frequenz zunehmende Verbesserung der Admittanzrekonstruktion
im Großteil des untersuchten Frequenzbereiches. Der Line-Search-Algorithmus
des LBFGS versagt aber zunehmend bei ho¨heren Frequenzen, offensichtlich
bedingt durch die im Vergleich zum flachen mehrdimensionalen Zielfunktions-
gebirge eingestellten Toleranzen fu¨r den minimalen Zielfunktionsabfall und die
Kru¨mmungsbedingung des Gradienten. Die obere Grenze ist unabha¨ngig davon
durch die Dichte der Schalldruckmessverteilung sowie den Konvergenzbereich der
FE-Vernetzungen gegeben.
Es la¨sst sich festhalten, dass die Sensitivita¨t der Admittanzrekonstruktion ge-
genu¨ber vielen Einflussfaktoren bei dem Umstieg von ein- beziehungsweise zwei-
dimensionalen Aufgaben zu dreidimensionalen Fa¨llen signifikant steigt. Wa¨hrend
die BE-basierte Methode nur relativ stabil in der Rekonstruktion von Rand-
schalldruckverteilungen ist, zeigt die FE-basierte Optimierung ein wesentlich
stabileres Verhalten in der Admittanzrekonstruktion bei fallender Mikrofonanzahl
und steigendem Messrauschen.
Der rechenzeittechnische Aufwand der beiden Verfahren ist erwa¨hnenswert. Bei
dem inversen BE-Verfahren muss bei jeder Frequenz eine Matrix der Gro¨ße
NxN invertiert und bei Verwendung der direkten Regularisierungsmethoden eine
vollsta¨ndige Singula¨rwertzerlegung fu¨r die regularisierte Lo¨sung durchgefu¨hrt
werden.
Demgegenu¨ber werden viele Gleichungssysteme (zwei pro Iterationsschritt) wa¨h-
rend des nichtlinearen gradientenbasierten Optimierungsalgorithmus berechnet.
Eigenschaften der inversen FE-Rechnung werden erfolgreich ausgenutzt, um die
Rechnung auf niedrigere Zeiten als die der BE-basierten Rechnung zu trimmen.
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Der adjungierte Operator ermo¨glicht dabei eine schnelle Zielfunktions- und Gra-
dientenberechnung innerhalb des so schon sehr effizienten LBFGS-Algorithmus,
wa¨hrend zusa¨tzlich die Schwachbesetztheit der FE-Matrizen ausgenutzt wird.
Rauschen auf den Schalldru¨cken sowie der Einfluss des Messumfangs wurden
getestet. In realen Messungen existieren wesentlich mehr Unsicherheitsquellen.
Aufgrund der doch sehr vielfa¨ltigen Abha¨ngigkeiten des Gelingens der Admit-
tanzbestimmung ist der Test an einem praktischen Fall notwendig.
4.4 Experimentelle Admittanzbestimmung in einer Holzbox
4.4.1 Geometrie- und Messdatenerfassung
Aufbau
Die Entwicklung globaler Identifkationsverfahren zur Bestimmung von Admittanz-
verteilungen verlangt nach einer praktischen Anwendung. Dieses Kapitel stellt
ein in Zusammenarbeit mit der Firma Bru¨el & Kjær durchgefu¨hrtes Experiment
vor, an welchem die Anwendbarkeit der Ansa¨tze untersucht wird.
Abbildung 4.21: Außenansicht der Box mit Kennzeichnung der inneren Abmessungen.
Zur Behandlung einer verha¨ltnisma¨ßig einfachen Geometrie wurde eine Holzbox
konstruiert, an der die Messungen stattfanden. Eine Außenansicht der qua-
derfo¨rmigen Holzbox ist in Abbildung 4.21 zu sehen. Ihre inneren Ausdehnungen
sind darauf skizziert. Die Box besteht aus circa 25 mm dicken, mit Standardwin-
keln zusammengeschraubten Sperrholz-Platten. Sie steht ohne weiteres Funda-
ment auf den Fußboden. Drei der Seitenfla¨chen und die Decke des Inneren der
Box wurden mit Basotect-Schaum verkleidet. Nach Angaben des Herstellers soll
der Schaum eine konstante Dicke von 30 mm haben. Mit einem Deckel ist die Box
fu¨r die Innenraummessung verschließbar. Ein Loch von circa 10 cm Durchmesser
an der Hinterseite ermo¨glicht den Kabelzugang fu¨r Sensoren und Schallquelle.
Die Kabel verschließen das Loch nicht luftdicht.
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(a) (b)
Abbildung 4.22: Blick in die offene Box mit 3D-Positionssystemtechnik (a) sowie
Schallquelle und Zweilagen-Mikrofonarray wa¨hrend der Messung (b).
Mit einem handlichen, fu¨r ho¨herfrequente Anwendungen gedachten Zweilagen-
Array mit 128 Mikrofonen wurde das Schallfeld abgetastet. Die beiden Lagen
haben einen Abstand von 30 mm zueinander, wa¨hrend die Mikrofone jeder Lage
in einem Raster von 31 mm Abstand zueinander angeordnet sind.
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Abbildung 4.23: Real- und Imagina¨rteile der mit dem Impedanzrohr durch Bru¨el
& Kjær bestimmten normierten Admittanzen zweier Basotect-Proben verschiedener
Dicke.
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Eine Volumenschallquelle erzeugt in der geschlossenen Box den Schall. Wie in
Abbildung 4.22 (b) zu sehen ist, werden mithilfe von Stativen das Array und die Vo-
lumenschallquelle positioniert. Mithilfe einer Infrarot-3D-Positionssystemtechnik
werden die wichtigsten Geometriedaten des Boxinneren sowie die Positionen der
Schallquelle und des Mikrofonarrays gemessen und bezu¨glich eines ortsfesten
Kooridnatensystems abgespeichert, siehe Abbildung 4.22 (a).
Der in der Box verbaute Basotect-Schaum zeigt eine Dickenschwankung um
bis zu 3 mm. Durch Bru¨el & Kjær wurden die Admittanzen des Schaums mit
dem Impedanzrohr, also bei senkrechtem Schalleinfall, bestimmt. Dabei wurden
zwei Exemplare der Dicken 32 mm (Probe A) und 29 mm (Probe B) gemes-
sen. In Abbildung 4.23 sind die Frequenzverla¨ufe der Real- und Imagina¨rteile
der normierten Admittanzen dargestellt. Wie in den Diagrammen zu sehen ist,
fu¨hren die unterschiedlichen Dicken des Schaums zu mit der Frequenz steigenden
Abweichungen in den Admittanzwerten.
Schallerzeugung
Die Luft in der Box wird mit einer OmniSourceTM Type 4295 Volumenschallquelle
angeregt, die bis u¨ber den untersuchten Frequenzbereich hinaus eine weitestgehend
omnidirektionale Abstrahlcharakteristik hat [15]. Diese Eigenschaft ermo¨glicht
es, die Quelle in der Implementierung als Monopol zu beru¨cksichtigen und die
Lo¨sung ihrer Abstrahlung in den Freiraum u¨ber den partikula¨ren Anteil in die
Gleichung einzupflegen.
In Abbildung 4.24 ist die verwendete Volumenschallquelle in der Draufsicht und
im Querschnitt dargestellt. Zur Messung der Schallsta¨rke q befinden sich zwei
Mikrofone innerhalb des Austrittsrohres in der Na¨he der O¨ffnung. Dabei ist
∆ der Abstand der Mikrofone A und B mit 20 mm. Mikrofon B befindet sich
l = 30 mm hinter der O¨ffnung. Die O¨ffnung hat den Radius Ro¨ = 19 mm und den
Kreisquerschnitt S = pi R2o¨.
l ∆
A
B
R
o¨
Abbildung 4.24: Die OmniSourceTM in der Seitenansicht mit Montage am Stativ und
im Querschnitt.
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Nach [15] wird das U¨bertragungsfrequenzspektrum Hqpmi aus dem Autospektrum
Cqq und dem Kreuzspektrum Cqpmi fu¨r die U¨bertragung von der Schallsta¨rke q
der OmniSourceTM zum iten Arraymikrofon ermittelt:
Cqq =
(
S
ρf0c
)2 Caa cos2(kl) + Cbb cos2 (k(l + ∆))
sin2(k∆)
· −2<{Cab} cos(kl) cos
(
k(l + ∆)
)
sin2(k∆)
Cqpmi =
S
ρf0c
Capmi cos(kl)− Cbpmi cos
(
k(l + ∆)
)
i sin(k∆)
Hqpmi =
Cqpmi
Cqq
. (4.6)
Das Signal eines Pseudozufallsrauschens wird erzeugt, welches u¨ber einen circa
3 m langen Plastikschlauch zur OmniSourceTM weitergeleitet wird. Das Auto-
spektrum Cqq der Schallsta¨rke ist in Abbildung 4.25 zu sehen. Aufgrund der
Austrittsimpedanz des Rohres zeigt das Spektrum rohrtypische Resonanzen.
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Abbildung 4.25: Gemessenes Autospektrum der Schallsta¨rke an der O¨ffnung der
OmniSourceTM infolge eines Pseudo-Random-Noise-Signales.
Die inverse Aufgabe ist so implementiert, dass nicht U¨bertragungsfunktionen
sondern die Schalldru¨cke an den Arraymikrofonen und fu¨r die Volumenquelle
ein Monopol mit einer bestimmten Schallschnelle auf einem endlichen Radius
vorgegeben werden mu¨ssen. Im Modell wird daher eine pulsierende Kugel mit
dem Mittelpunkt im Zentrum der O¨ffnung der OmniSourceTM mit einem Radius
R = 2 cm definiert, an dem eine u¨ber die Frequenz einheitliche Normalenschnelle
von vf0 = 1 m/s anliegt. Der Schalldruck der Arraymikrofone wird direkt aus der
gemessenen U¨bertragungsfunktion Hqpmi und der Schallsta¨rke q des Monopols
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berechnet:
pmi = Hqpmi q mit q = vf0 4pi R
2 , i = 1, . . . ,Nm. (4.7)
Datenerfassung
Aus den auf den 131 Kana¨len liegenden Zeitverla¨ufen der Schalldruckdaten der
Quelle und des Mikrofonarrays wurden in dem Pulse Signalanalysator 128
U¨bertragungsfunktionen berechnet und abgespeichert. Die FFT erfolgt dabei mit
einer Abtastfrequenz von fs = 4096 Hz, woraus das Spektrum bis fmax = 800 Hz
in M f = 1 Hz Schritten extrahiert wird. Mit einer U¨berlappung von 66,67%
der Zeitintervalle wurden die 128 U¨bertragungsfunktionen aus 73 Auto- und
Kreuzspektren innerhalb von ungefa¨hr 30 Sekunden gemittelt. Abbildung 4.26
zeigt beispielhaft eine der in der Box aufgenommenen U¨bertragungsfunktionen
sowie ihre Koha¨renz. Anhand der Koha¨renz wurde ein unteres Frequenzlimit von
20 Hz fu¨r die Aufgabe der Admittanzidentifikation festgelegt.
Fu¨r die Messung wurde die Schallquelle mithilfe des Stativs in ausreichend großer
Entfernung von den Wa¨nden in der Box positioniert. In der Abbildung 4.22 (b)
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Abbildung 4.26: Darstellung einer typischen U¨bertragungs- und Koha¨renzfunktion.
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ist die Volumenschallquelle an der Position wa¨hrend der Messung zu sehen. Das
Schallfeld wurde dabei mit 87 Positionen des Mikrofonarrays abgetastet. Das
Array befand sich dabei durchschnittlich in 8,0 cm Entfernung von der Wand.
Ein Skelettmodell der Box mit den 87 Arraypositionen und der Monopolquelle
sieht man in Abbildung 4.27 (a). Mit diesem hohen Messaufwand gelang es,
die Oberfla¨che mit dem fu¨r den tiefen Frequenzbereich relativ kleinen Array
weitestgehend komplett abzudecken. Aufgrund der hohen Mikrofondichte des
Zweilagenarrays wurden dadurch 11136 U¨bertragungsfunktionen aufgenommen,
wodurch fu¨r die inverse Aufgabe Nm = 11136 Mikrofonschalldru¨cke generiert
werden ko¨nnen.
4.4.2 Bestimmung der BE- und FE-Berechnungsmodelle
Fu¨r die Berechnung wird aus den gemessenen Ortskoordinaten der Box ein verein-
fachtes Geometriemodell erstellt, welches dann mit Hilfe des Vorprozessors von
Ansys vernetzt wird. Wegen dem Kabelloch verletzt die Box die grundsa¨tzliche
Voraussetzung eines vollsta¨ndig geschlossenen Innenraumes. In dem Modell wird
zuna¨chst angenommen, dass dieser Luftspalt durch entsprechende zu bestimmende
Admittanzwerte am Loch mit beru¨cksichtigt wird.
XY
Z
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Abbildung 4.27: Visualisierung der 87 Mikrofon-Array-Positionen und des Kugel-
strahlers (a) und Außenansicht auf 40 der Ny = 79 Admittanzrandstu¨cke der inversen
FE-Rechnung (b).
In Abbildung 4.27 (b) sieht man eine Ansicht des Geometriemodells von außen.
Der Rand ist in 79 Fla¨chen aufgeteilt. 40 Fla¨chenstu¨cke davon sind in der
Modellansicht zu sehen. Diese Aufteilung des Randes wird fu¨r die FE-basierte
nichtlineare Optimierung verwendet, so dass fu¨r jede gerechnete Frequenz Ny = 79
komplexe Parameter identifiziert werden mu¨ssen. Bei der BE-basierten Methode
entspricht die Anzahl unbekannter Admittanzparameter der Knotenanzahl.
Zwei unterschiedlich feine Vernetzungen des akustischen Raumes der Box wurden
mit dem Vernetzer von Ansys erzeugt (vgl. Abbildung 4.28). Die Randelemen-
temodelle mit diskontinuierlichen bilinearen Dreieckselementen werden direkt
aus den Geometriedaten des FE-Netzes mit den subparametrischen 10-knotigen
Tetraederelementen extrahiert. Das feinere FE-Netz hat Nel = 21199 Elemente
und N = 30913 Knoten, das grobe Netz dagegen nur Nel = 8373 Elemente
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Abbildung 4.28: Außenansicht auf die groben (a) und die feinen Vernetzungen (b) der
FE- sowie BE-Modelle.
und N = 12773 Knoten. Das feinere BE-Netz hat N = 2634 Randelemente
mit Nre = 7902 Knoten, wa¨hrend das grobe BE-Netz lediglich Nre = 1582
Randelemente mit N = 4746 Knoten besitzt.
Zur Konvergenzuntersuchung dieser Netze wurde das Schallfeld bei Annahme
von Neumann-Randbedingungen – also schallharten Wa¨nden – simuliert. Das
Diagramm in Abbildung 4.29 vergleicht die Lo¨sungen fu¨r das Schalldruckspektrum
der beiden FE-Vorwa¨rtsrechnungen repra¨sentativ an den Koordinaten eines
der 11136 Mikrofonpositionen. Diese Rechnungen produzieren bis etwa 500 Hz
in numerischer Genauigkeit vergleichbare Spektren, weshalb ein konvergentes
Verhalten der Lo¨sung angenommen werden kann. Die hier nicht dargestellte
Untersuchung der BE-Rechnung bei Verwendung der diskontinuierlichen linearen
Dreieckselemente erbrachte ein vergleichbares Konvergenzverhalten. Im Sinne
der vielfachen Rechendauer der inversen Algorithmen im Vergleich zur einfachen
Vorwa¨rtsrechnung werden die inversen Berechnungen mit den gro¨beren BE-
und FE-Netzen durchgefu¨hrt. Bei der inversen BE-Methode entspricht also die
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Abbildung 4.29: Ein exemplarisches Amplitudenspektrum des Schalldrucks – Vergleich
der FE-Vorwa¨rtsrechnungen bei angenommener Neumann-Randbedingung mit dem
Messergebnis (grobes (a) und feines (b) Netz, vgl. Abbildung 4.28).
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Anzahl unbekannter Admittanzparameter Ny = 4746 der Anzahl Randknoten
des gro¨beren BE-Netzes.
Abbildung 4.29 vergleicht weiterhin die simulierten Amplitudenspektren mit dem
sich u¨ber Gleichung (4.7) aus der gemessenen U¨bertragungsfunktion bestimmten
Spektrum. Der Einfluss der Da¨mpfung auf die Akustik wird dadurch verdeutlicht.
Daher muss die Da¨mpfung durch Admittanzrandbedingungen in der Simulation
beru¨cksichtigt werden.
4.4.3 Inverse Berechnungen zur Bestimmung von Randschalldruck- und
Admittanzverteilung
In diesem Abschnitt werden ausgewa¨hlte Ergebnisse vorgestellt, welche die generel-
len Charaktere der auf die Box angewandten inversen Berechnungen verdeutlichen.
Fu¨r das Optimierungsverfahren der inversen FE-Rechnung wurden die mit dem
Impedanzrohr gemessenen Daten als Startwerte fu¨r die mit Basotect-Schaum
verkleideten Wa¨nde der Box benutzt.
Der erste Teil der Randschalldruckberechnung der inversen BE-Methode wird
auf die erworbenen Messdaten angewendet. N = 4746 Knotendruckwerte werden
dabei aus den Nm = 11136 Mikrofon-Schalldru¨cken berechnet. Die Rechnung mit
diesem sequentiell implementierten Verfahren dauert fu¨r jede Frequenz u¨ber zwei
Stunden. Den Hauptteil der Zeit nehmen die vollsta¨ndigen Berechnungen der
Inversen von G und die Singula¨rwertzerlegungen ein.
In Abbildung 4.30 ist der Randschalldruck infolge der Nm Mikrofondaten fu¨r
142 Hz sichtbar. Die Lo¨sung des inversen BE-basierten Ansatzes befindet sich
in Teilbild (a). Der Randdruck entsteht dabei durch Lo¨sung des linearen Glei-
chungssystems (3.18). Dafu¨r wurde die TSVD-Regularisierung nach Gleichung
(3.26) verwendet, wobei u¨ber das L-Kurven-Kriterium automatisch ein optimaler
Rang von r¯ = 1472 bestimmt wurde. Anhand des Graustufenbildes la¨sst sich
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Abbildung 4.30: Oberfla¨chengrafik der Schalldruckamplitude der inversen BE- (a) und
FE-Rechnung (b) infolge der Monopolanregung mit vf0 = 1 m/s bei 142 Hz.
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erkennen, dass die Regularisierung eine physikalisch sinnvolle Druckverteilung
bei der Frequenz produzieren kann.
Im Teil (b) der Abbildung 4.30 ist der Randschalldruck der Vorwa¨rtslo¨sung
basierend auf den durch die inverse FE-basierte Optimierung bestimmten Ad-
mittanzparametern bei 142 Hz dargestellt. Im Vergleich zur BE-Lo¨sung ist der
Randschalldruck wesentlich verschieden. Er weist fu¨r diese Frequenz zu starke
Gradienten entlang des Randes auf, was auf starke Schwankungen der bestimm-
ten Admittanzwerte zuru¨ckzufu¨hren ist. Die Vermutung wird getroffen, dass
die BE-Lo¨sung die tatsa¨chliche Randdruckverteilung besser als die FE-Lo¨sung
rekonstruiert.
Mit dem inversen FE-basierten Algorithmus wurde ein Frequenzspektrum von 20
bis 400 Hz in 2 Hz Schritten gerechnet. Trotz hoher U¨berbestimmtheit des Pro-
blems und der dadurch angenommenen verbesserten Kondition des nichtlinearen
Problems konvergiert der LBFGS zu Gro¨ßenordnungen von durchschnittlich 10−1
bis 100 fu¨r das von 2Ny = 158 reellen Admittanzwerten abha¨ngige Zielfunktional
(3.40) mit einem Regularisierungsparameter α = 10−4. Aufgrund der Kondition
des nichtlinearen Problems la¨sst sich offensichtlich keine bessere U¨bereinstimmung
der Messwerte und der admittanzabha¨ngigen Druckwerte in der Zielfunktion
finden.
Die Menge der Lo¨sung von 79 komplexen Admittanzspektren la¨sst sich nicht
sinnvoll darstellen. Von vier ausgewa¨hlten Stu¨cken des Boxrandes sind in Ab-
bildung 4.31 repra¨sentative Frequenzintervalle der Admittanzen zwischen 20
und 400 Hz zu sehen. Aufgrund des Ergebnisses der Konvergenzuntersuchung
der verwendeten FE-Vernetzung sind die Spektren dieser Ergebnisse bis ma-
ximal 300 Hz realistisch. Inwieweit das Frequenzintervall plausibler Lo¨sungen
durch bestimmte Eigenschaften der inversen Aufgabe, wie beispielsweise die Art
und Weise der Schallfeldabtastung, weiterhin dezimiert wird, bleibt anhand der
Admittanzbestimmung auf der Basis nur einer Messung unbeantwortet.
Die vier Randstu¨cke decken Bereiche des Inneren der Box ab, an denen absorbie-
render Schaum angebracht ist. Im Vergleich zu den mit dem Impedanzrohr gemes-
senen normierten Werten (Abbildung 4.23) schwanken deren Admittanzverla¨ufe
sta¨rker. Die Real- und Imagina¨rteile nehmen u¨ber das untersuchte Frequenzin-
tervall Werte an, die sich nicht mit den Werten aus der Impedanzrohrmessung
vergleichen lassen.
Wie dargestellt ist, befinden sich zwei Segmente davon jeweils in der Mitte der
Ru¨ck- und Oberseite. Negative Werte in den Real- und Imagina¨rteilen der Admit-
tanzen dieser Segmente deuten darauf hin, dass die Boxwa¨nde zu Schwingungen
angeregt werden. Die beiden Segmente na¨her an einer Kante weisen etwas geringe-
re Schwankungen auf. Daraus kann die Vermutung aufgestellt werden, dass diese
Bereiche weniger stark u¨ber den Luftschall zu Strukturschwingungen angeregt
werden.
Die in Abbildung 4.31 dargestellten Ergebnisse verdeutlichen das generelle Pro-
blem mit der Genauigkeit einzelner Werte in der globalen Bestimmung der großen
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Abbildung 4.31: Vier der mit der FE-Optimierung abgescha¨tzten 79 Admittanzspek-
tren: Real- (links) und Imagina¨rteile (rechts) der normierten Admittanzen zweier mittiger
(oben) und zweier kantennaher (unten) Randfla¨chen.
Menge von 79 komplexen akustischen Admittanzen. Auch wenn zu diesem Zeit-
punkt nur gewisse Vermutungen zur Bewertung einzelner Ergebnisse des inversen
Problems der Admittanzbestimmung getroffen werden ko¨nnen, la¨sst sich die
Behauptung aufstellen, dass die sicherlich unzureichende aus der Schallfeldabtas-
tung gewonnene Druckinformation zu unempfindlich auf gro¨bere Abweichungen
einzelner Admittanzparameter ist.
4.4.4 Simulation mit den identifizierten Admittanzen bei anderer Anregung
Es wurde eine weiteres Experiment in der Box mit vera¨nderter Anregung durch-
gefu¨hrt, um eine Simulation, welche die zuvor identifizierten Admittanzwerte
yinv der inversen FE-Rechnung benutzt, mit den Messergebnissen vergleichen
zu ko¨nnen. Aufgrund der Verteilung der akustischen Energie auf die im Fre-
quenzbereich stationa¨r angeregten Moden wird angenommen, dass die Admit-
tanzverteilung unabha¨ngig von der Anregung sein muss. Wenn sich zudem die
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Sensitivita¨t des Schalldrucks bezu¨glich der Admittanzrandbedingung im Vergleich
zum inversen Problem gegensa¨tzlich verha¨lt und dadurch gro¨ßere Abweichungen
in der grob bestimmten Admittanzverteilung sich weniger stark auf das Schall-
feldergebnis im Inneren der Box auswirken, sollte mit der zweiten Messung die
Admittanzbestimmung verifizierbar sein.
Die Schallquelle wurde dafu¨r 81,1 cm von der ersten Position entfernt positioniert,
ebenfalls in ausreichend großer Entfernung von allen Wa¨nden. Der berechnete
Schalldruck wird mit dem Druck aus den gemessenen U¨bertragungsfunktionen
Hqpm und einer Rechnung mit schallhart angenommenen Wa¨nden verglichen.
Die Schallsta¨rke wurde fu¨r alle drei Rechnungen auf q = 0,0016pi m3/s mit der
Oberfla¨chenschnelle vf0 = 1 m/s einer pulsierenden Kugel mit dem Radius R =
2 cm gesetzt. Abbildung 4.32 zeigt die Frequenzspektren der Druckamplitude
an einer Mikrofonposition im Inneren der Box zwischen 20 und 200 Hz in 2 Hz
Schritten. Das Mikrofon hatte einen Abstand von 92,4 cm zu der momentanen
und 42,5 cm zu der ersten Position der Schallquelle und einen Mindestabstand
von 30,1 cm zu den Boxwa¨nden. Wie im unteren Frequenzbereich bis circa 150 Hz
zu sehen ist, produziert das Admittanzergebnis des inversen Problems eine in
der Na¨he von Resonanzen wesentlich bessere Drucklo¨sung als eine Rechnung
mit Null-Admittanzen. Oberhalb 150 Hz divergiert die Schalldruckamplitude der
inversen Lo¨sung gegenu¨ber dem Verlauf der Messung zunehmend.
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Abbildung 4.32: Repra¨sentatives Ergebnis der Schalldrucksimulation unter Verwen-
dung der berechneten Admittanzwerte (Y inv) im Vergleich zu den aus der gemessenen
U¨bertragungsfunktion gewonnenen (Hqpm) und den mit Neumann-Randbedingung
(Neum.) simulierten Dru¨cken bei Anregung u¨ber die Volumenschallquelle an der zweiten
Position mit q = 0,0016pim3/s.
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4.4.5 Auswertung und Fehleranalyse
Auswertung
Die Admittanzspektren in den Abbildungen 4.23 und 4.31 zeigen, dass sich mit
dem Impedanzrohr gemessene Admittanzen des Schaumes bei senkrechtem Schal-
leinfall nicht vergleichen lassen mit den Lo¨sungen des inversen Problems der
globalen Admittanzbestimmung an der Box. Dabei stehen senkrechter Schallein-
fall und Messungen von Schaumproben im Impedanzrohr gegenu¨ber beliebigen
Schalleinfallswinkeln sowie Vor-Ort-Messungen an den mit Schaum bestu¨ckten
unstarren Wa¨nden der Holzbox.
Im Vergleich der BE- und der FE-basierten Methode anhand des Randschall-
drucks schneidet die inverse BE-Methode mit physikalisch plausibleren Amplitu-
denverteilungen besser ab. Trotz hoher Schwankungen in den mit der inversen
FE-Optimierung identifizierten Frequenzverla¨ufen der Admittanzen zeigen die
Verla¨ufe der Randstu¨cke a¨hnlicher dynamischer Eigenschaften fu¨r Frequenzen
unter 200 Hz vergleichbare Werte. Negative Werte lassen darauf schließen, dass
die Wa¨nde durch den Schall in der Box angeregt werden.
Die Verifikation der identifizierten Admittanzen anhand eines Innendruckver-
gleichs von Simulation und Messung fu¨hrt zu der Annahme, dass das globale
Verfahren im Stande ist, anregungsunabha¨ngige Admittanzwerte zu finden. Unter-
halb 150 Hz wird der Innenschalldruck in ausreichend großer Entfernung besonders
in der Umgebung von Resonanzen mit guter Genauigkeit reproduziert.
Fu¨r ho¨here Frequenzen divergiert der auf den identifizierten Admittanzen ba-
sierte simulierte Innendruck zunehmend von den gemessenen Amplitudenfre-
quenzga¨ngen. Diese Tatsache deutet auf verfahrensbedingten Ursachen hin. Eine
ist die numerische Genauigkeitsgrenze des Zielfunktionals bei sehr vielen Unbe-
kannten. Des Weiteren sollte die gewa¨hlte Schallfeldabtastung sowie die Diskre-
tisierungsfeinheit des Admittanzmodells und des FE-Netzes frequenzabha¨ngig
angepasst werden.
Die Admittanz – ein Verha¨ltnis aus Schnelle und Druck am Rand – ist bezu¨glich
der Schalldruckmessung stark sensitiv. Demgegenu¨ber wirkt sich diese Eigen-
schaft des inversen Problems auf das normale Problem der Schallfeldsimulation
bei Verwendung der identifizierten Admittanzwerte positiv aus und ist relativ
unempfindlich auf deren Abweichungen.
Fehleranalyse
Die durchgefu¨hrten Berechnungen basieren auf einem vereinfachten Modell des
Innenraumes der Box. Der Schlauch der Volumenschallquelle, die Kabelbu¨ndel
der Sensoren sowie die beiden Stative werden in dem Modell nicht beru¨cksichtigt,
obwohl diese Gera¨tschaften das Volumen des akustischen Gebietes vera¨ndern.
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Weiterhin verletzt die O¨ffnung fu¨r die Kabelzufu¨hrung die getroffene Annahme
eines geschlossenen Innenraumes. Der Raum außerhalb der Box wird in der
durchgefu¨hrten Berechnung nicht beru¨cksichtigt. Der Querschnitt der O¨ffnung
wird durch die durchgefu¨hrten Kabel und den Schlauch mitbestimmt. Auch bei
tiefen Frequenzen werden durch dieses Loch Schallwellen transportiert. Um mit
dem Innenraummodell dennoch sinnvoll zu rechnen, sollte das Modell an die
Geometrie besser angepasst werden. Es ist denkbar, dass sich die O¨ffnungsad-
mittanz um Gro¨ßenordnungen von den Admittanzen der restlichen Wandteile
unterscheidet. Schon fu¨r Vorwa¨rtslo¨sungen kann so ein abrupter U¨bergang fu¨r
Schwierigkeiten sorgen. Es wird angenommen, dass dieses Problem die so schon
ungu¨nstige Kondition der inversen Aufgabe der Admittanzapproximation weiter
verschlechtert.
Die zum Teil hohen negativen Werte der Admittanzen der mittig auf den Wa¨nden
gelegenen Randsegmente implizieren, dass die Boxwa¨nde durch den Luftschall
zum Schwingen angeregt wurden. Das stellt von der unterliegenden Definition
der einseitigen Kopplung von Struktur und Fluid kein Problem dar, da diese
Bewegung durch die Admittanzwerte abgefangen wird.
Im Rahmen der numerischen Genauigkeiten und der Modellvereinfachung la¨sst
das starke Schwanken der Admittanzen auf eine geringe Sensitivita¨t des Zielfunk-
tionals bezu¨glich der vielen Admittanzparameter schließen. Ebenfalls wird das
Modell durch die grobe Aufteilung der Oberfla¨che des inneren Randes der Box in
79 Segmente jeweils konstanter dynamischer Eigenschaften vereinfacht, wodurch
ein mit der Frequenz steigender Fehler in die Aufgabe impliziert wird. In wieweit
die lokale Admittanzrandbedingung mit dieser groben o¨rtlichen Wanddiskretisie-
rung die induzierten Strukturschwingungsmoden unzureichend abbildet bleibt
fu¨r nachfolgende Untersuchungen offen.
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5.1 Diskussion der Ergebnisse
Beurteilung der globalen Admittanzbestimmung
Die Bestimmung von lokalen Admittanzen aus Schalldruckmessungen heraus
ist als inverses Problem einzuordnen. Im Kundtschen Rohr kann eine lokale
Admittanz mit zwei Mikrofonen bei senkrechtem Schalleinfall ermittelt werden.
Die in der Arbeit vorgestellte Bestimmung einer Verteilung lokaler Admittanz-
parameter auf der gesamten Oberfla¨che eines Innenraumes sieht ebenfalls eine
Schalldruckmessung vor, allerdings fu¨r Schallfelder auch mit schra¨g auf die Ober-
fla¨che einfallenden Wellen und umfangreicher Mikrofonarraymessung fu¨r die
Schallfeldabtastung. Der messtechnische und der rechnerische Aufwand der glo-
balen Admittanzbestimmung erweist sich als wesentlich ho¨her als der Aufwand
bei lokalen Messverfahren. Ihr Vorteil liegt aber in der Mo¨glichkeit, den Einfluss
aller lokalen Admittanzen auf das gesamte Schallfeld zu beru¨cksichtigen.
Wie sich allgemein in der Anwendung des inversen Verfahrenes auf dreidimen-
sionale Probleme herausstellt, weicht die Admittanzlo¨sung entlang des Randes
bezu¨glich der tatsa¨chlichen Werte erheblich ab. Die durch die Mikrofonmessung im
Inneren eingebrachte Information u¨ber das Schallfeld reicht aus, um eine Tendenz
der Admittanzen zu berechnen, nicht aber um einzelne Parameter mo¨glichst genau
zu bestimmen. Dennoch ko¨nnen durch Einbringen dieses groben Ergebnisses in
die akustische Randwertaufgabe mit Admittanzrandbedingungen physikalisch
plausible Schallfelder simuliert werden. Allerdings scheint dabei die Genauigkeit
des Schalldruck mit der Entfernung vom Rand zuzunehmen. Um die Lo¨sungen von
Schallfeldsimulationen bis in Randna¨he zu verbessern, ist u¨ber frequenzabha¨ngi-
ge Anpassungen der Schallfeldabtastung sowie der Admittanzdiskretisierung
bezu¨glich Strukturoberfla¨chen- beziehungsweise Geometriediskontinuita¨ten nach-
zudenken.
Der Erfolg der globalen Admittanzidentifikation ist von methodischen und mess-
technischen Eigenschaften abha¨ngig. Zwei Ansa¨tze wurden fu¨r das inverse Pro-
blem entwickelt. Sie basieren auf den Gleichungen einer BE- und einer FE-
Diskretisierung des akustischen Randwertproblems. Diese deterministischen Ver-
fahren beschra¨nken die Anwendung auf fu¨r die Ra¨ume verha¨ltnisma¨ßig niedrige
Frequenzen. Im Gegensatz zu Absorptionsgraden fu¨r die Quantifizierung des
ho¨herfrequenten Energietransports an Wa¨nden sind akustische Admittanzen
beziehungsweise Impedanzen auch nur bei niedrigen Frequenzen interessant. Die
zwei inversen Ansa¨tze werden anhand ihrer mathematischen Formulierungen,
ihrer Lo¨sungsalgorithmen und deren Eigenschaften, ihrer Anforderungen an
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den Messumfang sowie ihrer unterschiedlichen Lo¨sungsqualita¨ten im Folgenden
verglichen.
Vergleich der Methoden anhand der Ansa¨tze
Der Kern der BE-basierten inversen Formulierung liegt in einem linearen Glei-
chungssystem, mit dem der Druck an den Randknoten aus den mit Mikrofonarrays
gemessenen Innenschalldru¨cken ohne Kenntnis der Randbedingung berechnet
werden kann. Aus dem Randschalldruck la¨sst sich dann mit der Euler-Gleichung
und der Robin-Randbedingung an jedem Knoten ein lokaler Admittanzwert
berechnen. So muss prinzipiell nur ein lineares Gleichungssystem pro Frequenz-
schritt gelo¨st werden, um das inverse Problem der Admittanzbestimmung zu
bewa¨ltigen.
Dagegen ist das Gleichungssystem der FE-Diskretisierung ausschließlich implizit
von der Admittanz abha¨ngig. Aus diesem Grund werden Zielfunktionale u¨ber
Fehlerquadrate der gemessenen und der admittanzabha¨ngigen Innenschalldru¨cke
mit zusa¨tzlichen Regularisierungstermen aufgestellt. Die Zielfunktionale ermo¨gli-
chen eine vernetzungsunabha¨ngige Aufteilung des Randes in Segmente konstanter
Admittanzparameter, wodurch die Anzahl unbekannter Parameter fu¨r das jewei-
lige Modell reduziert werden kann. Je komplizierter der Verlauf der Admittanzen
auf dem Rand erwartet wird, umso umfangreicher sollte auch die Verteilung von
Admittanzparametern sein. Natu¨rlich steigt damit auch die Anforderung an das
Optimierungsverfahren zur Lo¨sung dieses nichtlinearen Systems.
Auch wenn eine Diskretisierung mit Randelementen wesentlich kleinere System-
matrizen gegenu¨ber der FEM produziert und deren inverse Formulierung auf ein
lineares Gleichungssystem fu¨hrt, werden diese Vorteile durch die Vollbesetztheit
der Matrizen und die dadurch aufwendige Gleichungssystemlo¨sung in ihrer Aus-
wirkung auf die Rechenzeit relativiert. Die direkte Admittanzabha¨ngigkeit des
FE-basierten nichtlinearen Systems ist im Gegensatz zur Admittanzberechnung
aus der BE-basierten Randdruckberechnung u¨ber die Robin-Randbedingung
vermutlich von Vorteil. Eine zunehmende Verfeinerung der Admittanzverteilung
wirkt sich aber nachteilig auf die Kondition des dadurch immer flacher werden-
den multidimensionalen Zielfunktionsgebirges aus. Wegen fehlender Kenntnis
u¨ber mo¨gliche Intervalleinschra¨nkungen der vielen Admittanzparameter mu¨ssen
rechenaufwendige globale Suchverfahren eingesetzt werden.
Wenn ausreichend umfangreiche Innenschalldruckmessungen vorausgesetzt werden
ko¨nnen, wird sich der inverse BE-basierte Ansatz aufgrund der Knotenlo¨sungen
prinzipiell eher fu¨r die Bestimmung von Admittanzverteilungen in Ra¨umen mit
vielen unterschiedlichen Absorptions- und Reflexionseigenschaften eignen. Dage-
gen ermo¨glicht die FE-basierte Optimierung eine diskretisierungsunabha¨ngige
Reduktion der Anzahl zu bestimmender Admittanzparameter. Diese Eigenschaft
ist vorteilhaft fu¨r Ra¨ume mit wenigen, einfach strukturierten Oberfla¨chenberei-
chen, da durch die Erho¨hung des Verha¨ltnisses zwischen Messumfang und Anzahl
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der Unbekannten die Kondition des nichtlinearen Problems verbessert werden
kann.
Zu den Lo¨sungsalgorithmen und deren Implementierung
Die Berechnung der Matrizen sowie die Algorithmen der Vorwa¨rts- und der
inversen BE- und FE-Rechnungen wurde mit der Programmiersprache Fortran
90 umgesetzt. Die FE-Netze werden mit Ansys erstellt. Die Randelemente
ergeben sich direkt aus den Elementra¨ndern der FE-Netze, die sich auf dem
Rand befinden. Der Rand sowie das Gebiet dreidimensionaler Probleme werden
mit drei-knotigen Dreieckselementen mit bilinearen Ansa¨tzen und zehn-knotigen
subparametrischen Tetraeder-Elemente mit triquadratischen Ansa¨tzen vernetzt.
Innere Schallquellen werden u¨ber deren meist analytisch bekannte Abstrahllo¨sun-
gen in den Freiraum als partikula¨re Anteile in das Randwertproblem integriert.
Bei einer Anregung ausschließlich u¨ber Quellterme wird damit eine anregungsun-
abha¨ngige Vernetzung erzielt.
Das lineare Gleichungssystem des BE-basierten Ansatz erweist sich als schlecht
konditioniert und bedarf der Anwendung von Regularisierungstechniken. In
dieser Arbeit kommen die direkten Regularisierungsmethoden Tikhonov und
abgeschnittene Singula¨rwertzerlegung mit automatisierter Regularisierung anhand
des L-Kurven-Kriteriums zum Einsatz.
Fu¨r die im Allgemeinen ungenauen Startwerte des FE-basierten nichtlinearen
inversen Problems werden zwei globale Suchverfahren eingesetzt. Das sind zum
einen ein hybrides Verfahren bestehend aus einem genetischen Algorithmus fu¨r
die Grobsuche und dem gradientenbasierten Newton-Verfahren fu¨r die Feinsuche
und zum anderen die sehr effektiv arbeitende gradientenbasierte Methode des
Limited memory Broyden-Fletcher-Goldfarb-Shanno-Algorithmus (LBFGS) mit
ihrer probabilistischen Eigenschaft eines vollwertigen globalen Suchverfahrens.
Um die Berechnung der ersten und zweiten Ableitungen der admittanzabha¨ngigen
Zielfunktionen fu¨r die gradientenbasierten Suchverfahren zu beschleunigen, wird
mit Hilfe des adjungierten Operators die Ableitung und die Invertierung der Sy-
stemmatrizen getrennt. Zudem wird die Schwachbesetztheit der FE-Matrizen fu¨r
den vorkonditionierten iterativen Gleichungssystemlo¨ser GMRES ausgenutzt. Da-
durch wird es beispielsweise mo¨glich, dass die Zielfunktion und der gesamte Gradi-
ent mit nur einer unvollsta¨ndigen LU-Zerlegung und zwei GMRES-Berechnungen
fu¨r den LBFGS zur Verfu¨gung gestellt werden ko¨nnen.
Die Algorithmen wurden sequentiell implementiert. Entsprechend ist zu den
Rechenzeiten der beiden Algorithmen bei Gleichheit der Anzahl Randelemente
und FE-Elementra¨nder auf dem Rand zu sagen, dass die FE-basierte Optimierung
wesentlich weniger Zeit beno¨tigt als der BE-basierte Algorithmus. Dabei steht
die durch die erwa¨hnten Verfahren beschleunigte nichtlineare Optimierung trotz
ihres meist schlechten Konvergenzverhaltens aufgrund der schlechten Kondition
des nichtlinearen Problems dem geringeren Freiheitsgrad und der aufwendigen
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Invertierung des Einfachschichtpotentials und der aufwendigen Singula¨rwertzerle-
gung des BE-Ansatzes gegenu¨ber. Das Formelwerk und die Lo¨sungsalgorithmen
der beiden Ansa¨tze sind in Anhang B in einer Tabelle zusammengefasst.
Beurteilung der Methoden anhand der theoretischen Beispiele
Um das Verfahren der globalen Admittanzbestimmung auf seine Funktionstu¨chtig-
keit zu testen, wurden die inversen Algorithmen auf zwei theoretische Beispiele
angewendet. Die Untersuchungen zeigen, dass die BE-basierte Methode sinnvolle
regularisierte Lo¨sungen fu¨r den Randschalldruck produzieren kann, selbst fu¨r
stark unterbestimmte Gleichungssysteme. Im Gegensatz dazu erwies sich die Be-
rechnung von Knotenwerten fu¨r die Admittanz – das Verha¨ltnis aus Randschnelle
und Randdruck – mit diesem Verfahren als sehr empfindlich gegenu¨ber geringen
Abweichungen im Druckverlauf.
Die nichtlineare Optimierung der FE-basierten Methode hingegen zeigte Stabilita¨t
bei der Admittanzrekonstruktion, wenn frequenzabha¨ngig genu¨gend Mikrofon-
messstellen fu¨r die gewa¨hlte Oberfla¨chendiskretisierung bezu¨glich der Anzahl
der Admittanzparameter gewa¨hrleistet waren. Selbst bei ku¨nstlich beigefu¨gtem
Messschwanken konnten sinnvolle ra¨umliche Verteilungen und Frequenzspektren
fu¨r die Admittanz rekonstruiert werden.
Welche Kriterien im Stande sind, die Qualita¨t der Admittanzbestimmung mit den
beiden Methoden positiv zu beeinflussen und den Frequenzbereich der Anwend-
barkeit zu erweitern, ko¨nnte durch weitere Rekonstruktionsbeispiele untersucht
werden. Vermutlich sollte dabei der Fokus auf den Einflu¨ssen der Modellbil-
dung, der Optimierung der Schallfeldabtastung und den Unsicherheiten in der
Positionsbestimmung der Mikrofone liegen.
Erfahrungen aus der praktischen Anwendung des inversen Problems
Bei dem Praxistest des inversen FE-Algorithmus an der Box wurde festgestellt,
dass das Zielfunktional eingeschra¨nkt durch die Nachkommastellengenauigkeit
des Rechners und durch die in der Messung festgelegte Schallfeldabtastung nicht
empfindlich genug gegenu¨ber den vielen Admittanzparametern ist. Ausgewa¨hlte
Frequenzverla¨ufe der Admittanzen zeigen dennoch nachvollziehbare Tendenzen
bei niedrigen Frequenzen. Außerdem wird verdeutlicht, dass die vermeintlich
ungenau identifizierten Admittanzen bei der Schallfeldsimulation mit vera¨nderter
Anregung den Schalldruck im Inneren in der Na¨he der ersten drei bis vier
Resonanzstellen ziemlich gut trifft. Allerdings fu¨hren die stark oszillierenden
Admittanzverteilungen zu unphysikalischen Randschalldruckverteilungen mit
fu¨r die jeweiligen Frequenzen zu hohen Druckgradienten entlang des Randes.
Demnach sinkt der Fehler des simulierten Drucks mit steigender Entfernung vom
Rand.
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Das inverse BE-Verfahren besta¨tigt, dass es den Randschalldruck analog zu
etablierten Schallquellidentifikationstechniken relativ gut bestimmen kann. Nur
ist es nicht genau genug fu¨r eine Berechnung von sinnvollen Knotenwerten fu¨r
die Admittanz. Das Randdruckergebnis der inversen BE-basierten Rechnung
wa¨re demnach hinreichend genau fu¨r die Erweiterung der Schalldruckdaten einer
FE-basierten nichtlinearen Optimierung.
5.2 Ausblick
Aus diesen Ergebnissen lassen sich folgende Aufgabeninhalte ableiten, die sich an
die vorliegende Arbeit anschließen ko¨nnen. Zuna¨chst sollte der gewa¨hlte Ansatz
der globalen Admittanzbestimmung im Hinblick auf sein zugrunde liegendes
akustisches Randwertproblem mit einseitiger Struktur-Fluid-Kopplung und lo-
kaler Admittanzrandbedingung untersucht werden. Dies ko¨nnte in Ra¨umen mit
unterschiedlich nichtlokalem Schwingungsverhalten der Wa¨nde getestet werden.
Auch ist eine Erweiterung der Admittanzbestimmung auf Außenraumprobleme
mit entsprechend vera¨ndertem Randwertproblem interessant.
Fu¨r die Lo¨sung der auftretenden Probleme mit den schlechten Konditionen der
linearen und nichtlinearen Gleichungssysteme werden verschiedene Methoden vor-
gestellt. Zur Verbesserung der Kondition wird eine Optimierung der den inversen
Berechnungen vorausgehenden Messung vorgeschlagen. Dafu¨r kann anhand von
theoretischen Beispielmodellen der Einfluss modifizierter Schallfeldabtastungen
vorgenommen werden.
Die durchgefu¨hrten Untersuchungen der beiden Ansa¨tze und deren Verhalten bei
unterschiedlichen Messumfa¨ngen, Messrauschen und Modellfeinheiten sowie deren
generelle praktische Anwendbarkeit sollten durch weitere Sensitivita¨tsanalysen
erga¨nzt werden. Die Genauigkeiten des Geometriemodells und der Positionsbe-
stimmung der Mikrofone und Schallquellen sowie Unstetigkeiten geometrischer
Eigenschaften und in der Admittanzverteilung sind voraussichtlich signifikant fu¨r
die Qualita¨t der Lo¨sungen des inversen akustischen Problems.
Es gibt verschiedene Mo¨glichkeiten, auch die Berechnungsseite der Admittanzbe-
stimmung zu verbessern. Einmal ko¨nnen Parallelisierungen mehrerer Bereiche
des noch sequentiellen Programmcodes die Rechenzeiten erheblich verku¨rzen.
Zudem ko¨nnten die Vorteile der BE-basierten und der FE-basierten Methode
kombiniert werden, indem das Zielfunktional der nichtlinearen Optimierung mit
dem Zwischenergebnis des inversen BE-Algorithmus – dem Randschalldruck –
erweitert wird.
Ein weiterer Ansatz ist denkbar. Dabei wird das Schallfeld neben Druckmessungen
auch durch Messungen des Vektorfeldes der Schallschnelle mit entsprechenden
Sensoren gescannt. Mit der Kombination von Druck- und Schnelledaten ko¨nn-
te sich die Kondition der anzupassenden inversen Algorithmen und damit die
Lo¨sungsqualita¨t der sehr sensitiven Parameter der Admittanzbestimmung im
Bezug auf den Messaufwand verbessern.
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Zuletzt sei noch erwa¨hnt, dass das eigentliche Ziel der Optimierung der Raum-
akustik mit der im Anhang F vorgestellten Schallfeldoptimierung erreicht werden
kann. Dabei wu¨rde eine identifizierte Admittanzverteilung als Basis dafu¨r die-
nen, die Akustik bezu¨glich bestimmter Kriterien durch einzelne vera¨nderliche
Admittanzwerte zu optimieren.
5.3 Zusammenfassung
Die Arbeit leistet einen wissenschaftlichen Beitrag fu¨r die numerische Akustik
von Innenra¨umen, motiviert durch das praktische Interesse, Absorption und
Reflexion von Schallwellen an Wa¨nden raumspezifisch quantifizieren und da-
mit u¨berhaupt beru¨cksichtigen zu ko¨nnen. Sie beruht auf einer neuen Idee zur
Bestimmung akustischer Randadmittanzen zur Quantifizierung dieser Eigenschaf-
ten im Frequenzbereich. Das Besondere daran ist die vollsta¨ndige Identifikation
einer Verteilung von Admittanzparametern auf der gesamten Oberfla¨che akusti-
scher Ra¨ume beliebiger Geometrie. Durch den globalen Ansatz kann Absorption
und Reflexion auch von schra¨g auf die Wa¨nde einfallenden Schallwellen in den
Admittanzen beru¨cksichtigt werden.
Ausgangspunkt fu¨r die globale Admittanzbestimmung sind partielle Messungen
der Schalldruckfelder mit Mikrofonen. Da die Admittanzen aus dem Schall-
druckfeld, welches die normale Lo¨sung des sogenannten Feldproblems darstellt,
bestimmt werden, ist die entwickelte Methodik als inverses aktustisches Problem
einzuordnen. Sie beschra¨nkt sich auf die Akustik von Innenra¨umen gefu¨llt mit
grundstro¨mungsfreien, leichten Fluiden.
Die Methode der Admittanzbestimmung sieht zuna¨chst vor, dass die Geometrie
des Raumes aufgenommen wird. Angepasst an die charakteristischen Wellenla¨ngen
wird daraus ein mo¨glichst feines Innenraummodell erstellt. Des Weiteren wird
das Fluid in dem Raum in stationa¨re Schwingungen angeregt. Ort und Ampli-
tude sa¨mtlicher schwingender Wa¨nde und mo¨glicher innerer Schallquellen sind
hinreichend genau zu bestimmen. Das dadurch erzeugte Schallfeld wird durch
Mikrofone an ausgewa¨hlten Stellen im Inneren des Raumes gemessen und bildet
so die Eingangsdaten fu¨r die in der Arbeit entwickelten inversen mathematischen
Formulierungen.
Der Lo¨sungsansatz fu¨r die Admittanzbestimmung besteht darin, inverse Formulie-
rungen des akustischen Randwertproblems aufzustellen. Das druckbasierte akusti-
sche Randwertproblem im Frequenzbereich besteht aus der Helmholtz-Gleichung
sowie der lokal wirkenden Admittanzrandbedingung. Es wird eine einseitige Kopp-
lung zu der Struktur, die das akustische Gebiet einschließt, angenommen. Zur
Anwendbarkeit der Algorithmen auf die Akustik in Ra¨umen beliebiger Geo-
metrie im unteren Frequenzbereich wird das Randwertproblem deterministisch
diskretisiert. Finite-Elemente(FE)- und Randelemente(BE)-Diskretisierungen
werden hergeleitet, die zu zwei unterschiedlichen inversen Formulierungen fu¨hren.
Die deterministischen Verfahren beschra¨nken die Anwendung auf den unteren
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5.3 Zusammenfassung
Frequenzbereich, in dem komplexe Wandadmittanzen beziehungsweise Wandim-
pedanzen einen besonders großen Einfluss auf die Wellenausbreitung in Ra¨umen
haben.
Zur Untersuchung der inversen Ansa¨tze werden sie fu¨r zwei- und dreidimensionale
Ra¨ume implementiert. Einflu¨sse auf das Admittanzergebnis wie Messrauschen,
Messumfang und Modellfeinheit anhand von Rekonstruktionsaufgaben theoretisch
entwickelter Raummodelle werden getrennt untersucht.
Des Weiteren wird ein Experiment zur Beurteilung der praktischen Anwend-
barkeit vorgestellt. Dabei werden die inversen Algorithmen auf die in einer
Holzbox mit Mikrofonarraymessungen aufgenommene Daten angewendet. Deren
Admittanzlo¨sung wird fu¨r eine Schallfeldsimulation bei gea¨nderter Schallanre-
gung verwendet und mit den Messungen verglichen. Damit kann fu¨r niedrige
Frequenzen das Gelingen des Verfahrens der globalen Admittanzbestimmung
verifiziert werden.
Diese Arbeit ero¨ffnet eine neue Sichtweise auf die Bestimmung von Wandadmit-
tanzen, insofern dass sie einen Gegensatz zu vorhandenen lokalen Messmethoden
bildet. Durch den globalen Ansatz wird Absorption und Reflexion auch bei
schra¨gem Schalleinfall beru¨cksichtigt. Grenzen der Anwendbarkeit der vorge-
stellten Ansatzes der Identifikation lokaler Admittanzparameter bei nichtlokalen
Effekten werden anhand einer Gegenu¨berstellung der einseitigen und der vollen
Kopplung von Struktur und Fluid angedeutet.
Inverse Probleme sind im Rahmen der Schallquellenortung Stand der Technik
in der Akustik. Deren mathematische Lo¨sungsalgorithmen wurden in dieser
Arbeit auf den BE-basierten Ansatz der Admittanzbestimmung angewendet.
Die sta¨rker werdende Fehlerfortpflanzung bei der Berechnung vom gemessenen
Innenschalldruck u¨ber Randschalldruck und Randschnelle zur Wandadmittanz
werden bei diesem Ansatz deutlich.
Aus der Vielfalt der Mathematik der nichtlinearen Optimierung werden effektive,
teilweise gradientenbasierte Werkzeuge ausgewa¨hlt und mit im Rahmen der FE-
Diskretisierung mo¨glich gemachten schnellen analytischen Berechnungen von
Ableitungen verknu¨pft, womit die Bestimmung von auf eine sinnvolle Anzahl
reduzierten Admittanzparametern mo¨glich wird.
Mit diesem Stand der Entwicklung hat diese Arbeit vorwiegend einen wissen-
schaftlichen Nutzwert erreicht, obgleich die Idee der Admittanzbestimmung durch
wirtschaftliches Interesse motiviert wird. Die genaue Bestimmung von Admit-
tanzen mit einem globalen Identifikationsverfahren gestaltet sich schwierig. Das
Potential dieses Ansatzes ist aber erkennbar und verlangt nach weiteren Untersu-
chungen zur Verbesserung der Ergebnisse und zur Erweiterung des anwendbaren
Frequenzbereiches, um das Verfahren der Praxis na¨her zu bringen.
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A Herleitung der Kontinuita¨ts- und der EULER-Gleichung
A.1 Grundlagen
Die Masse- und Impulserhaltungssa¨tze werden in integraler Form und damit als
(einfache) Reynoldsche Transporttheoreme formuliert. Die Dichte ρf wird in
der Akustik mit Eulerschen oder Raumkoordinaten beschrieben, da nicht die
Dichte eines Materieteilchens, sondern die Dichte am Ort interessiert. Auf der
Basis Lagrangescher Betrachtungsweise verlangen Masse- und Impulserhaltung
allerdings materielle Zeitableitungen da die Gleichungen materiegebunden aufge-
stellt werden mu¨ssen. So kann die Stetigkeit u¨ber Gebietsgrenzen sich im Raum
bewegender Gebiete hinweg gewa¨hrleistet werden.
Die materielle Zeitableitung einer von Lagrangeschen Koordinaten ~X abha¨ngi-
gen Funktion ist
Df( ~X,t)
Dt =
∂f( ~X,t)
∂t
∣∣∣∣ ~X . (A.1)
Bei der materiellen Zeitableitung einer von Eulerschen Koordinaten ~x abha¨ngi-
gen Funktion, wie die der Dichte, ensteht neben der partiellen Ableitung nach
der Zeit noch ein konvektiver Term:
Df(~x,t)
Dt =
∂f(~x,t)
∂t
∣∣∣∣
~x
+ ∂f(~x,t)
∂xk
∂xk
∂t
. (A.2)
A.2 Masseerhaltung
Die Masse ist das Integral der Dichte u¨ber das Volumen
M(t) =
∫
ρf (~x,t)dv , (A.3)
mit dem totalen Differential dv des Raumes in Eulerschen Koordinaten. Die
Erhaltung der Masse u¨ber die Zeit ist
M˙ = DMDt =
D
Dt
∫
ρfdv = 0 (A.4)
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M˙ =
∫
D
Dt (ρfdv) (A.5)
=
∫
Dρf
Dt dv + ρf
D(dv)
Dt . (A.6)
In Gleichung (A.6) kann die materielle Zeitableitung der Dichte im ersten Sum-
manden des Integranden durch partielle Ableitungen ausgedru¨ckt werden. Im
Tensorkalku¨l ist das
Dρf
Dt =
∂ρf
∂t
∣∣∣∣
~x
+ ∂ρf
∂xk
∂xk
∂t
= ∂ρf
∂t
∣∣∣∣
~x
+ ρf,kvk (A.7)
= ∂ρf
∂t
∣∣∣∣
~x
+ ~∇ρf · ~v .
Dabei ensteht eine ortsfeste – mit festgehaltenen Eulerschen Koordinaten –
partielle Zeitableitung sowie ein konvektiver Term infolge der Zeitabha¨ngigkeit der
Eulerschen Koordinaten. ~v sei hier die Geschwindigkeit in Euler-Koordinaten.
Die materielle Zeitableitung des ra¨umlichen Differentials dv im zweiten Summan-
den von Gl. (A.6) kann unter Verwendung des Jacobi-Operators j = |xk,K | und
dem Zusammenhang der totalen Differentiale der Volumen in Eulerschen und
Lagrangeschen Koordinaten
dv = j dV (A.8)
wie folgt umgestellt werden:
D(dv)
Dt =
D
Dt (j dV ) =
Dj
Dt dV + j
D(dV )
Dt︸ ︷︷ ︸
=0
= DjDt dV . (A.9)
Der Jacobi-Operator ist die Determinante des Deformationsgradienten. Die
materielle Zeitableitung des Jacobi-Operators in (A.9) wiederum ist durch
partielle Erweiterung in ein Produkt aus zwei Faktoren umstellbar:
Dj
Dt =
D|xk,K |
Dt =
∂j
∂(xk,K)
D(xk,K)
Dt . (A.10)
Der erste Faktor der rechten Seite von Gleichung (A.10) kann in
∂j
∂(xk,K)
= ∂j
∂
(
∂xk
∂XK
) = j ∂XK
∂xk
= jXK,k (A.11)
umgeformt werden. Hier ist XK,k die Inverse des Deformationsgradienten. Die
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allgemeine Gu¨ltigkeit dieser Gleichung soll am Beispiel
∂j
∂
(
∂x1
∂X1
)
gezeigt werden.
Im drei-dimensionalen euklidischen Raum ist der Jacobi-Operator
j =| ∂xk
∂XK
| =
∣∣∣∣∣∣∣
∂x1
∂X1
∂x2
∂X1
∂x3
∂X1
∂x1
∂X2
∂x2
∂X2
∂x3
∂X2
∂x1
∂X3
∂x2
∂X3
∂x3
∂X3
∣∣∣∣∣∣∣ (A.12)
= ∂x1
∂X1
∂x2
∂X2
∂x3
∂X3
− ∂x1
∂X1
∂x3
∂X2
∂x2
∂X3
− ∂x2
∂X1
∂x1
∂X2
∂x3
∂X3
+ ∂x2
∂X1
∂x3
∂X2
∂x1
∂X3
+ ∂x3
∂X1
∂x1
∂X2
∂x2
∂X3
− ∂x3
∂X1
∂x2
∂X2
∂x1
∂X3
.
Die Ableitung davon ist
∂j
∂
(
∂x1
∂X1
) = ∂x2
∂X2
∂x3
∂X3
− ∂x3
∂X2
∂x2
∂X3
. (A.13)
Die rechte Seite in (A.13) ergibt sich ebenfalls mit
j
∂X1
∂x1
,
da
∂( ∂x1
∂X1
)
∂( ∂x1
∂X1
)
= 1 = ∂x1
∂X1
∂X1
∂x1
ist. Der zweite Faktor der rechten Seite von Gleichung (A.10) kann unter Ver-
wendung der Vertauschbarkeit der Ableitungen wie folgt umgestellt werden.
D(xk,K)
Dt =
D
(
∂xk
∂XK
)
Dt =
∂
∂XK
(Dxk
Dt
)
= ∂vk
∂XK
= vk,K =
∂vk
∂xl
∂xl
∂XK
= vk,lxl,K
(A.14)
Mit den Gleichungen (A.11) und (A.14) kann Gleichung (A.10) weiter umgestellt
werden
Dj
Dt =
∂j
∂(xk,K)
D(xk,K)
Dt = j
∂XK
∂xk
∂vk
∂xl
∂xl
∂XK
= j ∂vk
∂xk
= j vk,k , (A.15)
Mit Gleichung (A.15) und der Umkehrung von (A.8)
dV = j−1dv (A.16)
kann die materielle Zeitableitung des totalen Differentials des Gebietes dv auf-
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gelo¨st werden:
D(dv)
Dt = j vk,k j
−1dv = vk,k dv . (A.17)
Mit den Zusammenha¨ngen der materiellen Zeitableitungen des totalen Differen-
tials des Volumen dv nach Gleichung (A.17) kann der Masseerhaltungsatz von
Gleichung (A.6) zu
M˙ =
∫ [Dρf
Dt + ρf vk,k
]
dv =
∫ [
ρ˙f + ρf ~∇ · ~v
]
dv = 0 (A.18)
vereinfacht werden, der sogenannten Kontinuita¨tsgleichung. Mit Gleichung (A.7),
der materiellen Zeitableitung der Dichte ausgedru¨ckt mit partiellen Ableitungen
und basierend auf Eulerschen Koordinaten sowie mit
ρf,k vk + ρf vk,k = (ρf vk),k (A.19)
kann der Satz der Masseerhaltung (A.18) auch in
M˙ =
∫ [
∂ρf
∂t
∣∣∣
~x
+ (ρfvk),k
]
dv =
∫ [
∂ρf
∂t
∣∣∣
~x
+ ~∇ · (ρf ~v)
]
dv = 0 (A.20)
umgewandelt werden. Nach kontinuumsmechanischen Regeln gilt der Satz auch
lokal:
ρ˙f + ρf ~∇ · ~v = ∂ρf
∂t
+ ~∇ · (ρf ~v) = 0 . (A.21)
A.3 Impulserhaltung
Der Impuls ist ein Volumenintegral u¨ber Dichte und Geschwindigkeit
~P (t) =
∫
ρf (~x,t)~vdv . (A.22)
Die Impulserhaltung
~˙P = ~F res (A.23)
ist eine materielle Zeitableitung des Impulses
~˙P = D
~P
Dt =
D
Dt
∫
ρf ~vdv =
∫
D(ρf~vdv)
Dt =
∫
D(ρfdv)
Dt ~v + ρfdv
D~v
Dt . (A.24)
Mit der Masseerhaltung (A.5)∫
D(ρfdv)
Dt = M˙ = 0 (A.25)
kann der erste Term rechts in Gleichung (A.24) gestrichen werden und man erha¨lt
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folgende Form der Impulserhaltung
P˙ =
∫
ρf
D~v
Dt dv . (A.26)
Hierin ist die materielle Zeitableitung der Geschwindigkeit darstellbar als
Dvl
Dt =
∂vl
∂t
∣∣∣∣
~x
+ ∂vl
∂xk
∂xk
∂t
= ∂vl
∂t
∣∣∣∣
~x
+ vl,k vk
= ∂vl
∂t
∣∣∣∣
~x
+ ~∇vl · ~v
D~v
Dt =
∂~v
∂t
∣∣∣∣
~x
+ ~∇~v · ~v
= ∂~v
∂t
∣∣∣∣
~x
+ (~v · ~∇)~v . (A.27)
Die Summe der resultierenden Kra¨fte reduziert sich in der Akustik auf Randkra¨fte,
mit dem Normalenvektor n senkrecht auf der Oberfla¨che Γ. Er fu¨hrt zu dem
Minuszeichen, da er aus dem Gebiet herauszeigt:
~F res = −
∫
p d~A (A.28)
= −
∫
p ~n dΓ (A.29)
Mit dem Gaußschen Integralsatz la¨sst sich Gleichung (A.29) in ein Gebietsinte-
gral
~F res = −
∫
~∇p dv (A.30)
umwandeln. Setzt man (A.26), (A.27) und (A.30) in (A.23) ein, bekommt man den
Satz der Impulserhaltung mit eingebautem Masseerhaltungssatz als sogenannte
Euler-Gleichung in integraler∫ [
ρf
∂~v
∂t
∣∣∣∣
~x
+ ρf (~v · ~∇)~v + ~∇p
]
dv = 0 (A.31)
und lokaler Form
ρf
∂~v
∂t
∣∣∣∣
~x
+ ρf (~v · ~∇)~v + ~∇p = 0 . (A.32)
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B Vergleich der Algorithmen der beiden inversen Ansa¨tze
Tabelle B.1: U¨bersicht der FE- und BE-basierten Algorithmen der Admittanzbestim-
mung in dreidimensionalen Ra¨umen.
Diskr. FEM BEM
Netzgeom. FE-Netz (Ansys) BE-Netz (Rand des FE-Netzes)
Elementtyp Tetraeder Lagrange quadr. diskontinuierlich bilinear
Matrizen M , K, F G(f), H(f)
Anregung
vs b = iρ0ckFvs f = Gvs
Quelle b = −iρ0ckFvpf f = −Gvp
f
+Hpp auf Γ
pp, vp
f
+[K − k2M ]pp
beides b = iρ0ckF [vs − v
p
f
]
f = G[vs − vpf ] +Hpp auf Γ+[K − k2M ]pp
vorwa¨rts
GS(e)
[H −GY ]p = f (1)
[K − k2M − ikD(Y )]p = b pi = ppi + gT (vs − vpf )
−(hT − gTY )p+ hT pp (2)
gegeben normierte Fla¨chenstu¨ck-Admittanzwerte y¯ = ρ0cY¯ → Y (Γ)
Lo¨sung
∗p ∈ Ω (1) p ∈ Γ (TFQMR, GMRES)
direkt (Lapack) o. CSR+GMRES ∗∗(2) p = [. . . pi . . .]T ∈ Ω\Γ
invers
Innen- experimentell: Mikrofonarray-Messung, oder simuliert aus
druck p˜m = p von BEM∗∗ p˜m = Emp mit p von FEM∗
Glgn:
F(y¯) = ‖p˜m − pm(y¯)‖2 →min! Yinv(~x) = vrel(
~x)
p(~x)
nichtlineare Optimierung mit vrel = vhf − vs + vpf
vhf = G
−1H[p− pp] on Γ
mit Regularisierung: und p aus schlechtkond. lin. GS
F(y¯) = ‖p˜m − pm(y¯)‖2 + α‖y¯ − y¯0‖2 p˜m − ppm = (FG−1H −K)(p− pp)
Lo¨sung nichtlineare Optimierung: Regularisierung d. lin. GS:
GA+Newton, LBFGS TSVD, Tikhonov
Ergebnis y¯inv p dann vf dann Y inv an Knoten
Postpr. o¨rtliche Gla¨ttung und Gla¨ttung im Frequenzbereich
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C Frequenzansatz mit inversem Pade´-via-Lanczos-Algorithmus
Dieser auf einer FE-Diskretisierung basierende Frequenzansatz wurde von Daniel
Kreuter im Rahmen seiner Diplom-Arbeit untersucht. Die Idee dabei ist es, zwei
unterschiedliche Eigenschaften zu ermo¨glichen:
1. Ein Frequenzansatz fu¨r die im Allgemeinen frequenzabha¨ngigen diskreten
Admittanzen in ausgewa¨hlten Frequenzintervallen erzeugt statische Matri-
zen, mit denen eine auf ausgewa¨hlten und iterativ berechneten Krylov-
Unterraum-Moden basierende modale superpositionierte Lo¨sung erzielt
werden kann.
2. Die Pade´-Approximation soll dabei die Gro¨ße des Gleichungssystems auf
die Anzahl der Randknoten, u¨ber die eine Strukturschnelle aufgebracht
wird, und auf die Anzahl der Knoten, an denen der Schalldruck gemessen
wird, verringern.
Ausgang ist [K − k2M − ikD(y)]p = b mit b = kiρf0cFvs und y = ρf0cY
(normiert, Menge der Admittanzparameter). Nun mit einem Ansatz fu¨r die
Admittanz in einem Wellenzahlintervall y = y0 + kry1 + 1kry2 und dim(r) = 1m
folgt
[K − k2M − ik(y0 + kry1 +
1
kr
y2)F ]p = b (C.1)
[(K − i 1
r
y2F )− k2(M + iry1F )− ik(y0F )]p = b (C.2)
[K˜ − k2M˜ − ikD˜]p = b (C.3)
Substitution 1: k = k˜ + k0
[K˜ − (k˜2 + 2k˜k0 + k20)M˜ − i(k˜ + k0)D˜]p = b (C.4)
[(K˜ − k20M˜ − ik0D˜)− k˜2(M˜)− ik˜(D˜ − 2ik0M˜)]p = b (C.5)
[K¯ − k2M¯ − ikD¯]p = b (C.6)
mit
• K¯ = K¯(y0,y1,y2), aber dafu¨r regula¨r und somit invertierbar,
• M¯ = M˜(y1),
• D¯ = D¯(y0,y1) und
• alle k-unabha¨ngig.
⇒ inv(K¯) ist in jedem Iterationsschritt notwendig! Substitution 2 ermo¨glicht
fu¨r den gesamten Optimierungsdurchlauf mit Lanczos-Pade´ die einmalige In-
vertierung der Matrix, da diese unabha¨ngig von k und y ist.
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Substitution 2: λ = 1
k
[K˜ − k2M˜ − ikD˜]p = b | · 1
k2
(C.7)
[ 1
k2
K˜ − M˜ − i 1
k
D˜]p = b 1
k2
Subst.: λ = 1
k
(C.8)
[M˜ − λ2K˜ − iλD˜]p = −λ2b (C.9)
[M˜ − λ2K˜ − iλD˜]p = −λiρf0cFvs (C.10)
⇒ M˜ ist regula¨r und damit invertierbar. Außerdem, falls ein Ansatz y =
y0 + 1kry2 ohne linearem Glied gewa¨hlt wird, ist M˜ komplett y-unabha¨ngig! So
ist pro Frequenzintervall nur zu Beginn der Optimierungsaufgabe einmalig eine
Inverse zu bilden, die in jedem Iterationsschritt wiederverwendet werden kann.
Vorgehensweise:
1. Approximationsfehler Pade-via-Lanczos am Vorwa¨rtsproblem
⇒ Bestimmung der Intervallgrenzen um Entwicklungsstelle
2. Messungenauigkeit (Standartabweichung)
⇒ Bestimmung der Anzahl Messungen pm(ki) im Frequenzintervall (ist
durch die FFT festgelegt)
⇒ damit y0,y2 aus u¨berbestimmtem Gleichungssystem
3. Literatur: Pade-Erweiterung fu¨r vibro-akustische Frequenzlo¨sung mit BEM
[10]
Dieses Verfahren hat sich aufgrund folgender Ursachen als ungeeignet fu¨r die
Admittanzbestimmung erwiesen:
• Die Mikrofone mu¨ssen auf den Knoten des FE-Netzes liegen.
• Die Reduktion funktioniert nur und ist auch nur effektiv fu¨r eine sehr geringe
Anzahl Mikrofone und kleine Bereiche der Anregung u¨ber Strukturschnellen.
• Fu¨r die Admittanzen werden innerhalb des Frequenzintervalls stetige Verla¨ufe
vorausgesetzt, was die Anwendung auf praktische Probleme durchaus ein-
schra¨nken kann.
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D Fehler der Admittanzrekonstruktionen am Wu¨rfelmodell in
den Kapiteln 4.3.3 und 4.3.4
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Abbildung D.1: Relative Fehler von Ny = 24 rekonstruierten Admittanzwerten mit
zwei verschiedenen Mikrofonsets, siehe Abbildungen 4.3 (c) und 4.4 (ohne Regularisierung,
ohne Gla¨ttung, Ergebnis bei diskreten Frequenzen alle 11 Hz)).
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Abbildung D.2: Relative Fehler von Ny = 6 rekonstruierten Admittanzwerten mit
drei verschiedenen Mikrofonsets, siehe Abbildungen 4.3 (b) und 4.4.
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Abbildung D.3: Relative Fehler von Ny = 3 rekonstruierten Admittanzwerten mit vier
Mikrofonsets (zwei Seiten pro Admittanz-Randstu¨ck, siehe Abbildungen 4.3 (a) und 4.4.
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Abbildung D.4: Relative Fehler von Ny = 24 Admittanzwerten mit Nm = 96
Mikrofonen und 3 dB ku¨nstlichem Messrauschen fu¨r verschiede Kombinationen aus
Regularisierungs- und Gla¨ttungsparameter (Zielfunktional (3.40) und Gleichung (3.70)).
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Abbildung D.5: Relative Fehler von Ny = 24 Admittanzwerten mit Nm = 96
Mikrofonen und 6 dB ku¨nstlichem Messrauschen fu¨r verschiede Kombinationen aus
Regularisierungs- und Gla¨ttungsparameter (Zielfunktional (3.40) und Gleichung (3.70)).
123
E Rekonstruierter Imagina¨rteil der Admittanz aus Kapitel 4.3.5
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Abbildung E.1: Die Imagina¨rteile der rekonstruierten Admittanzwerte (normiert),
Vergleich der inversen BE- (Nm = 1734) und der inversen FE-Lo¨sung (Nm = 84) mit
den vorgegebenen Verla¨ufen, Mikrofondaten ohne und mit 5 dB Rauschen.
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F Zielfunktionale einer FE-basierten Design-Optimierung
Erfolgreich bestimmte Admittanzverteilungen ko¨nnen fu¨r eine anschließende
Schallfeldoptimierung verwendet werden. Am Beispiel einer Reduktion der Schall-
druckamplitude infolge der Modifikation der Admittanz eines ausgewa¨hlten
Randstu¨cks soll der Vorgang im Folgenden vorgestellt werden.
Die Lo¨sung der Admittanzbestimmung sei
yinv =
[
<{y1},={y1}, . . . ,<{yl},={yl}, . . . ,<{yNy},={yNy}
]T
. (F.1)
Dann kann die Aufgabe gestellt werden, einen optimalen Admittanzwert yl fu¨r das
lte Randstu¨ck zu bestimmen, fu¨r den der Schallpegel an den Koordinaten ~xk eines
einzelen Position oder im gesamten Raum minimiert wird. Die Nebenbedingung
ist, dass die u¨brigen bestimmten Admittanzwerte unvera¨ndert verwendet werden.
Fu¨r eine Pegel-Minimierung an dem Ort ~xk kann man folgendes Zielfunktional
aufstellen:
Fopt1(yl) = min
yl
∥∥− f(~xk,yl)∥∥22 . (F.2)
Dabei wird der Schalldruck f(~xk,yl) mit Gleichung (3.33) berechnet. Der Gradient
dieser Zielfunktion ist, wie in Kapitel 3.3.4 beschrieben, bestimmbar.
Falls es im gesamten Raum leiser werden soll, kann ein Zielfunktional aus der
Definition der potentiellen Energie des Innenraumes aufgestellt werden. Bei einem
stationa¨ren akustischen Schwingungszustand wird nach [32] (Kapitel 8, Seite 201)
die potentielle Energie in einem Innenraum mit
Epot(~x,k) =
V
4 ρf0 c2
|p|2av mit |p|2av = 1
V
∫
Ωf
∣∣p(~x)∣∣2 dΩf (F.3)
na¨herungsweise fu¨r die Wellenzahl k festgelegt. |p| ist dabei der Betrag der
Amplitude, also reellwertig, und V ist das Volumen des Gebietes Ωf . Mit dem
diskretisierenden Ansatz der FEM
p(~x) =
∑
i
pi φi(~x) (F.4)
und dem Gebietsintegral
Mij =
∫
Ω
φiφjdΩ (F.5)
mit dem man die Elemente der Massenmatrix berechnen kann, la¨sst sich die
potentielle Energie durch die Schalldruckamplituden p an den Knotenpunkten
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wie folgt bestimmen:
Epot(k) ≈ 14ρf0c2
pT M p (F.6)
Die Zielfunktion bei Verwendung der potentiellen Energie kann dann
Fopt2(yl) = min
yl
∥∥pT M p∥∥22 (F.7)
sein. Die analytische Bildung des Gradienten fu¨r diese Zielfunktion ist ebenfalls
mo¨glich.
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