Abstract. Recommendation technologies have traditionally been used in domains such as E-commerce and Web navigation to recommend resources to customers so as to help them to get the pertinent resources. Among the possible approaches is collaborative filtering that does not take into account the content of the resources: only the traces of usage of the resources are considered. State of the art models, such as sequential association-rules and Markov models, that can be used in the frame of privacy concerns, are usually studied in terms of performance, state space complexity and time complexity. Many of them have a large time complexity and require a long time to compute recommendations. However, there are domains of application of the models where recommendations may be required quickly. This paper focuses on the study of how these state of the art models can be adapted so as to be anytime. In that case recommendations can be proposed to the user whatever is the computation time available, the quality of the recommendations increases according to the computation time. We show that such models can be adapted so as to be anytime and we propose several strategies to compute recommendations iteratively. We also show that the computation time needed by these new models is not increased compared to classical ones; even so, it sometimes decreases.
Introduction
Web personalization alleviates the burden of information overload by tailoring the information presented to users based on their needs and preferences. In recent years, personalized search has attracted interest in the research community as to provide more effective and efficient information access. Web personalization has applications in various domains such as E-commerce to recommend products to customers or Web navigation to recommend resources to a particular user, named active user.
Recommender systems are a means to perform Web personalization, they generally fall into three categories of content-based systems [1] which make recommendations based on semantic content of data, knowledge-based systems [2] which make recommendations based on knowledge about the active user and pre-established heuristics and collaborative-filtering systems [3] which make recommendations by examining past interactions of the active user with the system, called traces of usage.
In this paper, we are especially interested in Web navigation and E-commerce. In that case, collaborative filtering (and usage analysis) seems to be the most appropriate 2 approach for several reasons. First, resources do not have to be tagged: only the id of each resource has to be known, that is an advantage when the set of resources is large and evolves over time, which is the case on the Web. Second, no a priori information has to be known about users (no demographic information, no predefined preferences, etc.). The only information available is the trace of usage of users for the resources. In that case recommender systems perform Web log or usage traces, analysis.
Nowadays, privacy concerns have to be considered by recommender systems [4] . To face this problem, we propose here to store the traces of usage without any information about the corresponding users. More specifically, these traces are stored under the form of anonymous sequences of navigation, privacy is thus respected. The set of sequences of navigation stored is named training dataset. Let us notice that there several ways to store navigation sequences so as they are anonymous (on multiple databases for example), the way we choose to store them is the simpler one.
To perform recommendations by using collaborative filtering, data mining techniques are classically used to discover usage patterns that will be exploited to compute predictions. Techniques such as similarity between users or resources [5] , Markov models of sequential navigation [6] , or sequential association mining [7] have been proposed in the literature. All these approaches have an off-line part that computes a model/representation of the training dataset that aims at discovering usage (navigation) patterns. In the on-line part, the algorithm exploits the usage patterns from the off-line part and the information available about the active user is used to compute the interest of each resource for him/her. In our case, the only information available about the active user is reduced to his/her active session of navigation, as his/her past navigations are stored anonymously in the training dataset.
Among the possible approaches, as the past navigations of each user are stored anonymously, no similarity between users can be computed, thus the approach based on such information cannot be investigated. In the same way, the popular item-based approach that exploits similarities between resources [5] cannot be exploited neither. Indeed, in such an approach the set of resources cannot evolve and votes or ratings on the resources have to be given by users, which is not our case. However, Markov models and association mining approaches can deal with anonymous navigations and do not require any votes, they can thus be used to compute recommendations.
In the frame of E-commerce or Web navigation, a few amount of time may be available to compute predictions. Indeed, when a user goes on a web page, the recommender has to present him/her the list of recommendations right away, when the page he/she wants to consult appears (the recommendations can then be changed). Most of recommendation algorithms either run to completion or provide no solution at all. However, computing the optimal recommendation set may require a large amount of computation time and an answer may be required at any moment. Anytime algorithms have the advantage to provide an answer (here a recommendation) whenever the algorithm is stopped and the quality of results improves regularly as computation inria-00430595, version 1 -9 Nov 2009 3 time increases. The answer generated by anytime algorithms is an approximation of the optimal answer.
In this article, we are thus interested in anytime privacy-compliant recommendation algorithms in order to match specificities of E-commerce or Web navigation. More specifically, we focus on classical recommendation algorithms that are originally not anytime, and we study how they can be adapted so as to be anytime and thus recommend resources whatever computation time is available.
The second section presents the way recommender systems compute the recommendations. In the third and fourth sections, the two recommendation algorithms we are interested in (sequential association-rules and Markov models) are presented and strategies to make such systems being anytime are put forward. In the fifth section, conclusion and perspectives are detailed.
Recommender Systems
The recommendation problem is typically formulated as a prediction task in which a prediction model is built according to the prior training dataset and then the model is used in conjunction with the active user dynamic profile to predict the level of interest (score) of the active user for each resource.
The profile of the active user is made up of the resources he/she has consulted in the active session (as no additional information is known about the user). However, as a session may be long and as the resources that have been consulted early in the session may be less useful than the resources consulted recently, most of the models use a sliding time window that contains the last n resources the active user has consulted. These last n resources approximate his/her dynamic profile. From now on, the dynamic profile of the active user will be called active profile.
The recommendation problem can be viewed as follows: given the past consultations of the user, his/her active profile ap, what is/are the most pertinent resource(s) r m to recommend? The resource(s) to be recommended are the ones with the highest score that maximize the following equation:
Where (S(r m |ap)) is the score of the resource r m given the active profile ap. The literature is usually interested in the way to estimate S(r m |ap). In this article, we focus on the way classical approaches can be adapted so as to be anytime. The approaches we are interested in are sequential association-rules and Markov models as they are the most popular data mining approaches and they can be used on anonymous data. Moreover, these algorithms can be used to compute recommendations without requiring the active user is identified. The framework of association rules (AR) was introduced into the data mining community by Agrawal et al [8] . Association rules were used to capture relationships among items based on patterns of co-occurrence across transactions.
Sequential Association-Rules (SAR) are an evolution of AR, in which the order of the items is considered. The framework of SAR mining was introduced by Agrawal et al [7] to capture ordered relationships between items.
A SAR is an expression of the form X ⇒ Y , where X (called the antecedent) and Y (the consequent) are sequences of resources. Usually X ⇒ Y is considered as a SAR if both its support and confidence are above two thresholds that have to be fixed. Support is defined as the number of transactions that contain both X and Y and confidence is the number transactions that contain both X and Y divided by the number of transactions that contain X (confidence can be viewed as the conditional probability of Y given X).
In the frame of usage mining [9] , SAR refer to resource associations and capture resource dependencies in sessions of navigation. A SAR means that, when users have consulted the sequence of all resources in X, they usually consult Y . Here, as the goal is to predict the next resource to be seen, Y is made up of a single resource. In SAR, resources can be either contiguous or non-contiguous [10, 11, 12] .
The off-line part of SAR based recommender systems searches all the SAR according to their support and confidence. A large variety of algorithms for mining SAR have been published in the literature, as Apriori [13] and DIS [14] algorithms. These algorithms are incremental and SAR made up of k + 1 resources are deduced from the SAR of k resources.
Score Computation
To compute predictions in the on-line part, a score has to be assigned to each resource r m . SAR based recommender systems exploit the sequence of resources in the active profile of the user, and compare it to the antecedents of the SAR from the off-line part. The rules that match the active profile of the user are then used to compute the score of each resource. A rule that matches the active profile (called a matching rule) is a rule with an antecedent that is a subsequence of the active profile (ap). Let SubSeq be the function mapping ap to the list of sub-sequences of ap. The resources (r m ) that are consequence of the matching rules are then candidates to be recommended.
To compute the score of each resource S(r m |ap), the confidence of each matching rule (confidence(X ⇒ r m )) is used. In the case that several matching rules have the same consequence, several policies are used in the literature:
-The max policy: given a resource r m , the recommendation algorithm searches the SAR that have r m as consequence, with an antecedent X that matches the active profile of the user (X ∈ SubSeq(ap)). Among these SAR, the one with the highest
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confidence for resource r m is retained and the confidence of this SAR is assigned to the score of r m [15, 16] :
-The sum policy: as for max policy, all the SAR with consequent r m and that have an antecedent that matches the active profile, are retained. The sum of the confidence values over these SAR is computed and then assigned to the score of the resource r m . This strategy enables to give more weight to the resources that are associated with more rules [17] .
These works mainly focused on the way to evaluate the "final" score of each resource, by using matching rules. However, they do not focus on the exact way to integrate these rules so as to make the recommender anytime. Some other works have been interested in anytime recommenders, however they only focus on the off-line part, for example [18] has been interested in anytime SAR mining in peer-to-peer systems.
Anytime SAR based recommenders
A SAR-based recommender is basically not anytime: the recommender searches all the matching rules (X ⇒ r m ) with X ∈ SubSeq(ap), then it computes the score for each resource r m according to these matching rules and the policy chosen (max policy or sum policy). Some works have been interested in the way to store rules to improve the access and computation time to construct the recommendation list. For example [19] proposes to store rules in a navigational pattern tree; even so the computation of the recommendation list may take time. To reduce this time, we propose to implement anytime SARbased recommender systems. Let us notice that when anytime algorithms run to completion, recommendations are similar to the ones computed by classical approaches.
We propose here three strategies for one anytime rule-based recommender.
Small Antecedent First Strategy (SAF)
The SAF strategy is based on the following hypothesis: Hypothesis 1: The probability that a resource is the consequence of a SAR with an antecedent made up of only few resources is higher than the probability that a resource is the consequence of a SAR that has an antecedent with a larger number of resources. In other words, given a resource r m and X 1 , X 2 two sequences of resources (with cardinals |X 1 | and |X 2 |) with X 1 ∈ SubSeq(ap), X 2 ∈ SubSeq(ap) and |X 1 | |X 2 |. Then, the probability that the rule (X 1 ⇒ r m ) exists is greater than the probability that the rule (X 2 ⇒ r m ) exists.
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6 An anytime algorithm has to assign a score to each resource early in the process and then refines these scores if time is available. The SAF strategy we propose first assigns to each resource its confidence a priori. Let us recall that the confidence of a SAR can be viewed as the conditional probability of the consequence given the antecedent. Thus, in the case the antecedent is empty, the confidence is the probability a priori of the consequence. If the algorithm has to stop at this step, recommendations can be presented as a score is assigned to each resource, the probability a priori of a resource is a first approximation of the "final" score of each resource. Second, based on the hypothesis 1, the algorithm uses SAR in the list of matching rules with antecedents of size k = 1 so as to refine the score of each resource. The probability of finding a corresponding SAR is still relatively high and the score of each resource is a better approximation of the "final" score than at the end of the preceding step. The algorithm then iterates on the value of k, by increasing k. At each step k, SAR with an antecedent of size k are used and scores are updated.
Based once more on hypothesis 1, we can notice that the probability that a SAR matches the active profile decreases as the value of k increases. Thus, if there is no time left to compute iterations with high values of k, the score of each resource may be even so a good approximation of the "final" score.
Whenever the algorithm stops, a score is assigned to each resource, and recommendations can be performed, by using Equation (1) .
With the SAF strategy, the SAR have to be accessed both via the consequenceresource and the size of the antecedent. We thus propose to store the whole list of SAR in several lists of SAR: one list for each consequence-resource and for each size of antecedent, as presented in Figure 1 . Fig. 1 . Lists of SAR stored so as to be managed by the SAF strategy During the score estimation, given the consequence-resource r m and the size of the antecedent k, the system traverses the corresponding SAR list L rm,k to find the SAR that match the active profile. 7 In the literature, some works store the set of rules in a tree that requires less storage space. Such trees are not optimal for the SAF strategy. Indeed, the access has to be made on the consequence of the rules. We can thus imagine to store rules so as the consequence of the rules are stored at depth 1 in the tree, the last element of the antecedents is stored at depth 2, etc. However, as the algorithms have to perform breadth-first traversal, a classical tree cannot be used as traversal will take time.
The advantage of the SAF strategy is that a score is assigned to each resource early in the process (hypothesis 1). However, this score may not be a reliable approximation of the "final" score, whatever is the policy used (max policy or sum policy).
What about the computation time of such an anytime recommender? Usual rulebased recommenders systematically traverse once the whole set of SAR. Concerning the anytime SAF version, if a pointer is placed on each list, that memorize the last SAR used; then if time is available, this algorithm also traverses the whole set of rules (all the lists) once, thus computation time is similar to the classical one.
Highest Confidence First Strategy (HCF)
The HCF strategy is based on the following hypothesis: Hypothesis 2: The SAR with the highest confidence for a given consequenceresource is a good approximation of the "final" score of a given resource.
With the HCF strategy, the SAR with the highest confidence have to be accessed first to have a good approximation of the final score as early as possible.
SAR have thus to be accessed according to the consequence-resource and their confidence value, the storage has to be different from the one of the SAF strategy ( Figure  1 ). We propose to create one SAR list for each consequence-resource, the elements of a list being ordered according to their confidence value, whatever is the size of the antecedent, as presented in Figure 2 . Fig. 2 . Lists of SAR stored so as to be managed by the HCF strategy When the max policy is chosen, the algorithm considers one list after the other (each list corresponds to one resource). When a SAR in a given list matches the active profile, the algorithm stops the evaluation of the score of the resource and evaluates the inria-00430595, version 1 -9 Nov 2009 8 score of another resource. In that case, the algorithm cannot be considered as anytime as the "final" score of each resource is directly found. Indeed, when a matching SAR is found, it is the one that maximizes the confidence, thus it is the one that will be retained by the policy. However, in the case the sum policy is chosen, in the first step the algorithm searches the first SAR that matches the active profile, for each resource (as for the max policy). Then, the score of each resource can be refined step by step while traversing the rest of the lists. This strategy has the advantage of having a good estimation of the "final" score once a matching rule is found. However, as the highest confidence usually corresponds to a SAR with a large antecedent (see Hypothesis 3 below), and as the probability the active profile matches a SAR with a large antecedent is low (Hypothesis 1), then the computation time required to assign a score to a resource may be large.
In the case the max policy is used, the algorithm traverses at worst all the lists once (if pointers on lists are stored), thus computation time is similar. However, in many cases a matching rule will be found before the list is completely traversed, thus computation time is lower. In the case of the sum policy, the lists are at worst entirely traversed once. Computation time is thus similar to classical ways to compute scores.
Small Antecedent and Highest Confidence First Strategy (SAHCF)
The SAHCF strategy is based on an additional hypothesis: Hypothesis 3: The highest confidence of a resource r m is usually provided by a SAR with a large antecedent.
This hypothesis 3 is mixed with the two previous strategies: the SAHCF strategy tends to assign a score to a resource as early as possible in the process (SAF strategy) while using SAR with the highest confidence first. One list is thus constructed for each resource and for each size of antecedent (as in Figure 1 ) and the elements of each list are ordered according to their confidence value (as in Figure 2) .
If the max policy is chosen: in the first step the confidence value of the first matching SAR with an antecedent of size 1 (lists L * 1 in Figure 1 ) is assigned to the score of the resource. These lists are no more considered when a matching SAR is found. In the second step, the lists L * 2 are traversed and the step ends when one SAR matches, etc. The hypothesis 3 is not used with the max policy as the traversal of a list is stopped when a matching SAR is found.
When the sum policy is chosen, the hypothesis 3 is used: at the end of the first step, a matching SAR is found for each resource (on lists L * 1 ). The question is then: does the second step focus on the rest of lists L * 1 or does it first search a matching rule in lists L * 2 ? Following the hypothesis 3, matching SAR are first searched in lists L * 2 , L * 3 , etc. then, traversal of lists L * 1 are ended.
Compared to the SAF strategy, SAHCF runs more quickly in the case of max policy as the maximal confidence is found early in the process for each list with antecedents inria-00430595, version 1 -9 Nov 2009 9 of size k. In the case of sum policy, the process has similar computation time (still in the case of the use of pointers) and has a better estimation of the "final" score earlier in the process as high confidence values are integrated first in the score.
Markov Models
We focus now on the well-known Markov-based recommender systems and study how they can be adapted to provide recommendations whatever is the time allowed to the recommender.
k order Markov Models
A k-order Markov model (KMM) assumes that the consultation of a resource by the active user is influenced by only and exactly the last k resources he/she has accessed, the resources he/she has consulted before these k resources are considered as noninformative. A Markov Model is a set of conditional probabilities P (r m |X), where X is a sequence of resources and X will be called the antecedent, as in the SAR framework. A KMM is thus a set of conditional probabilities where the size of the antecedents is exactly k. These probabilities are learnt during the off-line part, on the training dataset.
On the on-line part, a KMM-based recommender computes the score of a resource to be consulted by the active user given the sequence of his/her exactly k previously accessed resources. The active profile of the user is in that case approximated by the sequence of these k resources. The score of a resource is in that case its conditional probability. Given the set of conditional probabilities, the probability of a resource r m is the one among the conditional probabilities that has an antecedent equal to the active profile of the user.
The resources that are recommended are the ones that have the highest probability. Obviously, the higher the value of k is, the most accurate the probabilities are (in the case of no sparse data problem), and it has been shown [20] that, when applied to recommender systems, the accuracy of KMM increases with the value of k.
However, the higher the value of k is, the larger the number of states to be stored is and the lower the coverage is (cf hypothesis 1: the probability that the active profile of size k perfectly matches one antecedent in the model is low in the case of high values of k).
Markov models are a popular approach used in recommenders, due to their accuracy. A recommender based on Markov models of order k cannot be adapted so as to be anytime as the probability of a resource is directly known: either the sequence of the k last resources the active user has consulted matches the antecedent of one of the conditional probabilities, or it does not. In the case it matches, the probability of each resource is known right away.
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All kth order Markov Models
To cope with the coverage problem of KMM, All-kth-order Markov Models (AKMM) have been proposed in [6] . In AKMM, various KMM of different order k are trained and used to make predictions.
The AKMM are based on the following hypothesis: Hypothesis 4: The larger the sequence of navigation used to compute prediction is, the more accurate the probability is. It has been shown that this hypothesis is true in the case of KMM (see section 4.1.
Following hypothesis 4, predictions are thus first computed by using a k-order MM. This step leads to an accurate recommendation as predictions are made by using a large sequence of navigation. If no prediction can be performed (as the coverage in that case is low), a k − 1 order KMM is used, etc. The value of k is iteratively decreased until a recommendation can be made. The coverage of AKMM is thus highly increased. In AKMM, all sequences of navigation (with their corresponding conditional probability) are stored, whatever is their size (in the limit of k).
The drawback of AKMM is their state space complexity: the number of states dramatically increases with the value of k. However, some works have been interested in the way to store this model to decrease the space complexity. [21] for example stores navigational patterns in a suffix tree and at each node, the conditional probability of this node given its parent node is stored. AKMM also suffer from time complexity: predictions are first computed with a KMM of order k (hypothesis 4). Due to the coverage problem of high values of k (hypothesis 1), the order of the model is frequently decreased, and of course it takes time. Consequently, if a small time is available to compute predictions, in some cases, no recommendation can be proposed to the user. In the frame of the storage of navigation patterns in a tree, [22] proposes a real-time recommender algorithm: all navigation patterns are stored in the tree (the tree evolves as new user navigations arrive), confidence and support are computed when traversing the tree to find candidate patterns to compute predictions, that takes time. Moreover, the "final" score of a resource is computed before computing the one of the following resource, the recommendation is thus not anytime.
Anytime All kth order Markov Model
We propose to adapt the AKMM so as it is anytime. This strategy is based on a hypothesis 1: the probability that the active profile of size k perfectly matches one antecedent in the model is high in the case of low values of k)
Given this hypothesis, we thus propose to inverse the way to use k (the order of the models) by increasing its value instead of decreasing it step by step. Recommendations are first computed with a low order KMM (a 0-order KMM for example, that corresponds to the probability a priori of the resources). The use of such a model guarantees a high coverage value. Then if time is available, predictions are refined by using higher-order KMM. At an iteration value k, the recommender searches, in the set of conditional probabilities, the antecedents of size k that match the active profile of size k. If a match is found, the recommender replaces the score of each resource (computed inria-00430595, version 1 -9 Nov 2009 11 during iteration step k − 1) by the new scores (from iteration step k). Let us notice that at a step value k. The replacement of the score values between two steps guarantees that recommendations will be similar to the ones made with classical AKMM.
Such an approach makes the recommendation process anytime: in the first iteration step, an a priori probability is assigned to each resource, recommendations can be made at this step. Then these probabilities are refined if time is available.
Let us notice that the HCF strategy proposed in section 3.3 cannot be applied on AKMM. Indeed, with AKMM the iterations have to be done on the size of the antecedent, thus matching cannot be dependent on the conditional probability.
The computation time of this anytime model is similar to the one of the classical AKMM. Furthermore, the time required to run to completion may be lower than for classical AKMM. In the case of a high value of k, the probability that the active profile matches an antecedent of size k is low, then classical AKMM may have to iterate many times until recommendations can be performed (with a low value of k). At the opposite, the anytime recommender may run more quickly: at a step k, if no antecedent matches the active profile, the recommender can stop. Indeed, if the active profile of size k does not match any antecedent, thus no antecedent of size greater than k can match the active profile of size greater than k. Thus, the highest value k with a matching antecedent can be reached in a lower number of iterations than with classical AKMM.
Conclusion and Perspectives
Data mining approaches are classically used in recommender systems based on collaborative filtering. This article studies the way recommender systems, that use data mining techniques, can be adapted to be anytime. To this end, the frame of this article is first presented: Web recommender systems that deal with privacy concerns. After having presented classical recommender systems, we present why they cannot guarantee to provide recommendations in the case few computation time is available.
We propose several strategies, based on various hypothesis, to compute iteratively recommendations, thus they can be presented to the user, whatever is the time allowed to the recommender. We show that these strategies and these anytime recommenders, have a computation time similar to the one of classical approaches and the computation time until completion is even decreased in some cases.
As a future work, we intend to evaluate the evolution of the quality of recommendations according to the number of iterations, and the strategy used. In addition, we will study how such recommenders can also be incremental and take advantage of the recommendations made at the preceding step to compute recommendations to make in one step.
