Leaf area index (LAI) has frequently been measured in the field using traditional optical methods such as digital hemispherical photography (DHP). However, in the DHP retrieved LAI, there is always contribution of woody components due to the difficulty in distinguishing woody and foliar materials. In addition, the leaf angle distribution which strongly affects the estimation of LAI is either ignored while using the convergent angle 57.5°, or inversed simultaneously with LAI using multiple directions. Terrestrial laser scanning (TLS) provides a 3-dimensional view of the forest canopy, which we used in this study to improve LAI estimation by directly retrieving leaf angle distribution, and subsequently correcting foliage clumping and woody effects. The leaf angle distribution was retrieved by estimating the angle between the leaf normal vectors and the zenith vectors. The clumping index was obtained by using the gap size distribution method, while the woody contribution was evaluated based on an improved point classification between woody and foliar materials. Finally, the gap fraction derived from TLS was converted to effective LAI, and thence to LAI. The study was conducted for 31 forest plots including deciduous, coniferous and mixed plots in Bavarian Forest National Park. The classification accuracy was improved by approximately 10% using our method. Results showed that the clumping caused an underestimation of LAI ranging from 1.2% to 48.0%, while woody contribution led to an overestimation from 3.0% to 31.9% compared to the improved LAI. The combined error ranged from −46.2% to 32.6% of the leaf area index (LAI) measurements. The error was largely dependent on forest types. The clumping index of coniferous plots on average was lower than that of deciduous plots, whereas deciduous plots had a higher woody-tototal area ratio. The proposed method provides a more accurate estimate of LAI by eliminating clumping and woody effects, as well as the effect of leaf angle distribution.
Introduction
Leaf area index (LAI), defined as one-sided leaf area per unit ground surface area (Chen and Black, 1992) , is one of the primary variables to characterize canopy structure (Chen et al., 1997) . LAI influences many biological and physical processes, such as photosynthesis, respiration, transpiration, and light and rain interception (Asrar et al., 1984; Burstall and Harris, 1983; Chen and Cihlar, 1996) . LAI plays a key role in the exchange of energy and mass between the canopy and atmosphere and is a key vegetation structure variable determining ecosystem functioning (Béland et al., 2011) . Consequently it is regarded as one of the essential biodiversity variables capturing major dimensions of biodiversity change (Pettorelli et al., 2016; Skidmore et al., 2015) . Therefore, an accurate and efficient estimation of LAI is of key importance for physiological, ecological and climatological studies .
There are two main categories of methods to derive in situ LAI: direct and indirect ones . Direct methods consist of leaf collection such as destructive sampling and litterfall collection, and point contact sampling . Destructive sampling is dependent on extrapolation using allometric methods which are not easy in heterogeneous forests (Chen and Cihlar, 1995b) . The use of litterfall collection is limited to deciduous forests (Neumann et al., 1989) . The point contact method determines LAI from the mean contact number of a thin probe that passes through the canopy at a known inclination and azimuth angle (Wilson, 1960) . This method requires many insertions into the canopy, which is impractical in forest stands due to the height of the trees and the high density of leaves (Chen and Cihlar, 1995b) . In addition, the application of direct methods is generally laborious and time-consuming (Eschenbach and Kappen, 1996) . Indirect methods using optical instruments such as LI-COR LAI-2000, TRAC or digital hemispherical photography (DHP) have been widely used for the estimates of LAI (Chen, 1996; Chen et al., 2006; Jonckheere et al., 2004; Schleppi et al. 2007 ). These instruments and models are less laborious and can be readily applied across larger reference sites , and also the theories behind these techniques are mature (Chen et al., 2006; Weiss et al., 2004) . Among them, DHP has the advantage of providing a permanent 2-dimensional record of canopy structure (Danson et al., 2007) . Various studies have used DHP as validation for gap fraction and LAI measurements (Hopkinson and Chasmer, 2009; Korhonen et al., 2011; Morsdorf et al., 2006) . However, the LAI directly obtained from DHP or other optical instruments is, in fact, a plant area index (PAI) which consists of both woody and leaf components. The differentiation between the green and non-green vegetation versus the background (sky or soil) is rather unreliable, since the radiometric information from the images is affected by light and shadow conditions within a forest . In addition, all these methods require information on the distribution of leaf angles within the canopy to estimate LAI . Different models have been used to estimate LAI by simplifying the leaf angle distribution (e.g. spherical distribution, planophile distribution), which may introduce errors when characterizing the whole plant canopy (Ma et al., 2017a) .
Terrestrial laser scanners (TLS) are capable of yielding detailed 3dimensional canopy structure information when data are collected with a high point density (Van der Zande et al., 2011) . Because TLS is an active sensor, the data can be collected without sun illumination, and the shadow can be avoided (Woodhouse et al., 2011) . In addition, nonphotosynthetic materials such as trunks and branches can be differentiated Zheng et al., 2016; Zhu et al., 2018) , so LAI is retrieved instead of PAI. A number of studies have investigated the application of TLS to estimate LAI using different methodological approaches (Danson et al., 2007; Hosoi and Omasa, 2006; Jupp et al., 2009; Moorthy et al., 2008) . One group is based on voxelization of the point cloud (Béland et al., 2011; Hosoi and Omasa, 2006) , another on point-based methods using data from a single scan (Danson et al., 2007; Jupp et al., 2009; Li et al., 2017) . The main advantage of voxel-based methods is that no assumptions about leaf spatial distribution are required, so underestimation caused by nonrandom foliage distribution can be avoided (Hosoi and Omasa, 2006) . However, voxel-based approaches are computationally expensive and convoluted by the voxel size which can significantly affect the results (Béland et al., 2014; Cifuentes et al., 2014; Li et al., 2017) . In comparison, point-based approaches are more efficient by avoiding data acquisition and registration of multiple scans .
In order to obtain LAI using point-based approaches, the penetration rate of the pulses through the canopy layer (gap fraction) needs to be converted using gap fraction theory based on the Beer-Lambert law (Nilson, 1971) as:
where P(θ) is the gap fraction at the viewing zenith angle θ, G(θ) is the fraction of the leaf area projected on a plane normal to the zenith angle θ (Ross, 2012) , and LAI e is effective leaf area index. G(θ)/cos(θ) is called the extinction coefficient, or k, which is determined by the direction of incoming beams and the foliage inclination angle distribution. The leaf area index derived optically from gap fraction was described as "effective LAI (LAI e )" (Chen and Black, 1992) . The conversion from LAI e to LAI is needed for two main reasons: (1) the gap fraction theory for LAI e estimation is based on the assumption of a random foliage distribution, (2) LAI e does not account for the contribution of non-photosynthetic materials (i.e. stems, branches) (Moorthy et al., 2008) . Therefore, this initial estimate of LAI needs to be corrected by taking into account the error caused by foliage clumping and the contribution of woody materials (Chen and Cihlar, 1996) . Zhao et al. (2012) presented a method using TLS to retrieve the clumping index in a conifer forest which was correlated with that of hemispherical photos (R 2 = 0.866). Li et al. (2017) estimated the clumping index of 35 deciduous trees and achieved a strong correlation (R 2 = 0.76) between TLS-based LAI measurements and destructively sampled LAI measurements. Zheng et al. (2016) separated photosynthetic canopy components from non-photosynthetic active components using TLS. Their study showed that non-photosynthetic components contributed from 19% to 54% to LAI measurements depending on forest density. Zhu et al. (2018) developed a method based on the adaptive radius near-neighbor search to discriminate foliar and woody materials in a mixed natural forest. However, the influence of both foliage clumping and woody contribution on LAI measurements has not yet been explored.
This paper aims to improve the estimation of LAI from TLS in a mixed natural forest. Firstly, the leaf angle distributions of both deciduous and coniferous forests are estimated to derive the extinction coefficient k. Secondly, the clumping index Ω quantifying the effect of foliage clumping is calculated by adapting the gap size distribution method (Chen and Cihlar, 1995b) to TLS data. Lastly, the classification method (Zhu et al., 2018) was further improved by adding an additional feature (viz. zenith angle) to obtain the woody-to-total area ratio.
Materials and methods

Study area
The study area is located in the Bavarian Forest National Park (BFNP) in southeastern Germany. The natural forest ecosystems of the BFNP vary according to altitude: there are spruce forests on peat bogs and cold depressions in the valleys, mixed mountain forests on the hillsides and mountain spruce forests in the high elevations (Heurich et al., 2010) . Data from DHP and TLS were acquired in July 2016 for 31 plots consisting of 8 European beech (Fagus sylvatica) plots, 8 Norway spruce (Picea abies) plots and 15 mixed plots (Fig. 1 ). The land cover map with the classification of the deciduous, coniferous and mixed forest was provided by the BFNP (Silveyra Gonzalez et al., 2018) .
At least 4 hemispherical photos in each plot at the height of 1.3 m were taken and processed using the Hemisfer software (Hemisfer, Swiss Federal Institute for Forest, Snow and Landscape Research WSL, Switzerland, 2016) . At the zenith angle of 57.5˚, the relationship between LAI and gap fraction becomes insensitive to the leaf angle distribution (Wilson, 1960) . Hemispherical photos were stratified into 5 rings with a step of 13˚so that the zenith of 57.5˚was close to the midpoint of ring 5 (52˚-65˚). An automatic thresholding method was applied using the algorithm of Nobis and Hunziker (2005) after a gamma correction (γ = 2.2) (Moeser et al., 2014) . The gap fraction was calculated as the proportion of sky pixels to total pixels within analysis rings, and LAI e was derived from the gap fraction based on a constant extinction coefficient (Lang, 1987) . The gap size distribution method (Chen and Cihlar, 1995b) was applied to estimate the clumping index (Ω) and the corrected value of LAI (Thimonier et al., 2010) . DHP measurements were used as a comparison in this paper, although they do not necessarily represent the 'ground truth'.
Terrestrial laser scanning data
The terrestrial laser scanner RIEGL VZ-400 (RIEGL Laser Measurement Systems, Horn, Austria) is a time-of-flight scanner. It is equipped with a shortwave infrared (1550 nm) laser. The laser beam has a footprint diameter of 7 mm as it leaves the device with a divergence of 0.35 mrad. At a distance of 30 m, the footprint is around 1.8 cm. The system has a range accuracy of 5 mm, an effective measurement rate of 122,000 meas./s, and a maximum range of 160 m at 20% reflectance. The data were acquired in its long-range mode with an angular step of 0.04˚. A single scan was carried out in the center of each plot. The zenith angle of the TLS was from 30˚to 130˚, and the azimuth angle was from 0˚to 360˚.
Leaf area index estimation
The model for calculating leaf area index in a given direction is (Chen, 1996; Nilson, 1971 ):
where α is the woody-to-total area ratio, θ is the laser zenith angle, P(θ) is the canopy gap fraction in direction θ, G(θ)/cos(θ) is the extinction coefficient k, where G(θ) is the fraction of the leaf area projected on a plane normal to the zenith angle θ (Ross, 2012) , and Ω is the clumping index.
Point cloud preprocessing
The point cloud data were imported into LAStools (LAStools, rapidlasso, 2017) to classify ground returns from non-ground returns (LASground). Ground returns were used to produce the digital elevation model (DEM) to which all return heights were normalized. After normalization, the elevation value of a point indicated the height from the ground to that point. A threshold of 1.3 m was used to separate canopy returns and below-canopy returns to coincide with the height at which the hemispherical photographs were taken. Laser beams were stratified into 3 zenith zones: 30˚-39˚, 39˚-52˚and 52˚-65˚to coincide with the rings of the hemispherical photographs. The gap fraction and LAI for the whole canopy were then calculated by averaging those of the 3 zenith zones taking into account of their solid angle.
Gap fraction estimation
A "weight all return" method which considers all returns in each pulse was used to approximate the gap fraction for each zenith ring (Calders et al., 2014 (Calders et al., , 2018 Lovell et al., 2011) .
where P(θ) is the gap fraction at the viewing zenith angle θ, NR is the number of returns detected for each pulse from the canopy, and N total is the total number of outgoing laser pulses. 1/NR is a weighted sum of all returns from the canopy. It produced a near unbiased estimate of gap fraction (Armston et al., 2013) .
Extinction coefficient estimation
The extinction coefficient k (θ) is expressed in terms of G(θ), which is the mean projection of a unit leaf area on a plane perpendicular to the direction of the laser beam :
Assuming that leaves are uniformly distributed with respect to the azimuth, G(θ) can be expressed as (Hosoi and Omasa, 2006) : S(θ,θ L ) is the absolute value of the cosine of the angle between the direction of the incident laser beam and the direction of the normal to the leaf surface, θ L is the leaf inclination angle, and g(θ L ) is the distribution function of leaf inclination angle. To measure the actual distribution of leaf inclination angle, Eq. (5) can be expressed as (Hosoi and Omasa, 2006) :
where q is the leaf inclination angle class, and T q is the total number of leaf inclination angle classes. This method does not take into account the azimuth angle because it assumes that leaves are uniformly distributed with respect to the azimuth (Hosoi and Omasa, 2006) .
Following the method used by Béland et al. (2011) , the leaf angle measurements were divided equally into 9 classes (q) of 10˚each (from 0˚to 90˚). For each class, the leaf inclination angle θ L of class q is the midpoint angle. g(q) is then the number of samples within the class centered at θ L over the total number of samples.
Before estimating the leaf inclination angle, TLS data were firstly gridded at a grid size of 0.02 m using the software "R" (Jakubowski et al., 2013; R Core Team, 2016) . This grid size was large enough to maintain an approximately constant point density while small enough not to remove too many points (Ma et al., 2017b) . For an average leaf size of 40 cm 2 , there were around 10 points on a single leaf. Deciduous leaves were approximated as planes, and normals (normal vectors) to the planes were estimated (Hosoi and Omasa, 2007; Zhu et al., 2015) . Then the distribution of leaf inclination angle was obtained from the angle between the normal and the zenith. The shoots of needles were also found to form planes as can be seen in Fig. 2 . Rochdi et al. (2006) evaluated a simplified flat shoot parameterization for radiative canopy modeling, indicating that the simple flat leaf model can be substituted for the detailed shoot model when modeling the total bidirectional reflectance and the canopy hemispherical reflectance and transmittance within homogeneous canopies. Likewise, the leaf zenith angle can be estimated by using the simple flat leaf model to approximate planes from the point cloud data. Therefore, the same method to approximate the leaves as planes was applied to needles leaves, and the leaf angle distribution at the shoot level was estimated accordingly.
Clumping index estimation
The gap size distribution method (Chen and Cihlar, 1995b) developed for optical instruments has been adapted to TLS data at the individual tree level . In this study, the gap size distribution method was assessed at the plot level for both deciduous and coniferous trees. In order to apply the gap size distribution method, the point cloud data were first converted to the Andrieu projection (Andrieu et al., 1994; Zhao et al., 2011) . This projection has been evaluated for eLAI estimation with a good accuracy (Zhao et al., 2011) . The laser beams with returns and without returns were assigned values of 1 and 0 respectively. The clumping index Ω is calculated as follows (Chen and Cihlar, 1995a; Leblanc et al., 2002) :
where F m (0,θ) is the measured total canopy gap fraction, while F mr (0,θ) is the gap fraction for a canopy with randomly positioned elements (Leblanc et al., 2002) . For a canopy with a random distribution, the theoretical gap size distribution function F(λ,θ) can be expressed as (Chen and Cihlar, 1995a ):
where λ is the gap size, L p (θ) is the projected LAI, which can be estimated from -ln[F m (0,θ)], and W p (θ) is expressed as Li et al., 2017) :
The measured gap size distribution F m (λ,θ) can be obtained by sorting the measured gaps in the order of the gap size. A four-connected neighborhood components algorithm (Haralick and Shapiro, 1992) was used to detect all gaps in each zenith layer. The measured gap size distribution F m (λ,θ) was compared with the first estimate of the theoretical gap size distribution function F(λ,θ) to remove largest gaps. Then an improved F(λ,θ) is obtained, and the same gap removal process was iterated until F mr (λ,θ) is brought to the closest agreement with F (λ,θ) (Chen and Cihlar, 1995b ).
Classification of foliar and woody materials
Based on the method used by Zhu et al. (2018) to separate the foliar material from woody material, the Random Forests algorithm (Breiman, 2001) was employed for classification which has been widely applied in forest applications (Bigdeli et al., 2015; Koenig et al., 2015) , as it can handle high data dimensionality with highly correlated features and is both fast and insensitive to overfitting (Belgiu and Drăguţ, 2016) . Both geometric and radiometric features were extracted from the point cloud data. The radiometric features comprised Rigel's apparent reflectance (AP) and mean AP which was corrected for the range effect, Rigel's deviation and mean deviation of local points. The geometric features consisted of the most commonly used height-related features (Koenig et al., 2015) , and local dimensionality features (Li et al., 2018) expressing how the local points were distributed (Chi-Keung and Medioni, 2002) . To estimate the local dimensionality features, a local covariance matrix of each point was calculated. The eigenvalues (λ) were ordered so that λ 1 > λ 2 > λ 3 . The following features were calculated to describe the local dimensionality (Demantke et al., 2011) .
where α 1D , α 2D and α 3D represent the likelihood that the shape of the local points of the given point is linear, planar and random, respectively. In addition to these features, the inclination angle and mean inclination angle of local points were also included as a feature in the classification, as leaves had different inclination angles from stems. Stems tend to have large inclination angles close to 90˚, whereas leaves tend to have small inclination angles smaller than 90˚, especially for deciduous trees.
The validation was performed by randomly selecting 30 points per plot which were visually identified into two classes (viz. wood and foliage) Zhu et al., 2018) . Woody and foliar points can be easily identified in the point cloud visualization (Fig. 3 ). An overall accuracy was calculated for each plot to assess the classification.
Statistical analysis
The estimated variables were tested against the measured variables based on the coefficient of determination (r 2 ), the root mean square error (RMSE), normalized RMSE, and normalized bias. 
where y i and ′ y i are the measured and estimated values for sample i, and y and n are the mean and the number of samples, respectively.
The error of LAI estimates of each plot caused by foliage clumping and woody material was calculated as:
where LAI after is LAI estimates after correction, and LAI before is LAI estimates before correction. In order to analyze the factor that contributes to the variation of the error, a linear correlation test was performed (Pearson, 1896) . Fig. 4 shows the correlation of DHP and TLS-derived gap fraction. The correlation between the two estimates was significant with an r 2 value of 0.96 and an nRMSE value of 0.17. TLS underestimated the gap fraction compared to DHP with an nBias value of -0.12.
Results
Gap fraction estimation
Effective leaf area index estimation
Estimates of effective LAI at 57.5˚were compared between the TLS and DHP measurements (Fig. 5) . A significant correlation ( r 2 = 0.76) indicated that TLS measurements were in a good agreement with DHP.
Estimates of the inclination angle for deciduous trees (mostly European beech) are shown in Fig. 6a . The stems and branches of the beech trees had large angles close to 90˚, while leaves were shown to have low zenith angles (i.e. leaves perpendicular (horizontal) to the stems with a classic planophile distribution). The planophile distribution is confirmed in Fig. 7a which shows the planophile leaf inclination angle distribution closely matches the map of the leaf inclination angle in Fig. 6a .
Estimates of the inclination angle for coniferous trees are displayed in Fig. 6b . Again, stems were shown to have large inclination angles close to 90˚. However, branches had much lower angles than those of deciduous trees, as they were growing in a horizontal direction, while shoots of coniferous trees had large inclination angles (erectophile). This demonstrated the effectiveness of the method for the inclination angle estimation. Fig. 7b shows that leaf angle distribution for coniferous trees were erectophile with most of the points having large inclination angles.
In Fig. 8 , LAI e estimated from DHP and TLS was compared. There was a good agreement ( r 2 = 0.88, nRMSE = 0.15) between these two measurements. On average, estimates from TLS were higher than those from DHP (nBias = 0.03).
Clumping index estimation
Estimates of the clumping index derived from DHP and TLS were strongly correlated, with an r 2 value of 0.89 (Fig. 9 ). On average, the clumping index of coniferous plots was lower than that of deciduous plots for both TLS and DHP measurements.
A comparison of the PAI after correcting for clumping derived from DHP and TLS is detailed in Fig. 10 . A significant relationship between these two estimates was obtained with an r 2 value of 0.84 and an nRMSE value of 0.15. explained the most variance when classifying foliar and woody materials, followed by mean AP, mean deviation and two geometric features.
Classification of foliar and woody materials
The overall accuracy of the classification for each plot without and with using zenith angle as a feature is presented in Fig. 11 . For most of the plots, adding zenith angle improved the accuracy.
In Fig. 12 , it is further shown that compared to the method not including the zenith angle as a feature, our method improved the classification accuracy by 10% (median value), demonstrating the significance of zenith angle in separating woody and foliar components.
In Fig. 13 the final classification results for a deciduous and a coniferous plot are presented.
The median, the 25th and 75th percentiles of the woody-to-total area ratio of deciduous, mixed, and coniferous plots are shown in Fig. 14. Deciduous plots had a higher woody-to-total area ratio than mixed and coniferous plots.
Contribution of clumping and woody material to the estimation of leaf area index
Foliage clumping caused up to 48.0% underestimation of LAI, with a higher error for coniferous plots than deciduous plots (Fig. 15 ). Woody material contributed from 3.0% to 31.9% to the overestimation of LAI depending on the forest type (Fig. 16 ). Combining these two factors, the error of the LAI estimate ranged from −46.2% to 32.6% (Fig. 17) .
A Pearson's correlation demonstrated that both canopy cover and stand height had statistically significant effects on the woody-to-total area ratio and clumping index with a P value smaller than 0.05 (Table 2) . Woody-to-total area ratio and clumping index increased with increasing canopy cover and stand height.
Discussion
In this study, we were able to show that the estimation of LAI using TLS on the plot level can be considerably improved by taking into account foliage clumping and woody material. The combined errors of these two factors caused the error ranging from −46.2% to 32.6% at the plot level, with an overall mean of 5.4%. The foliage clumping alone caused an underestimation of 14.2% and the woody material led to an overestimation with a mean value of 17.1%. Moreover we show that the leaf angle distribution of both deciduous and coniferous plots can be estimated from TLS. 
Table 1
Feature importance value derived from Random Forests (α 1D and α 3D : the likelihood that the shape of the local points is linear and random respectively). Fig. 11 . Classification accuracy for each plot without and with using zenith angle. In order to obtain accurate estimates of LAI on a plot basis, it is important to calculate and analyze these two factors separately. The clumping index estimated from TLS was in a good accordance with that from DHP at the plot level. The clumping index of coniferous plots on average was lower than that of deciduous plots for TLS measurements. For the same LAI, deciduous forests intercept and reflect more solar radiation than coniferous forests because deciduous forests are less clumped than coniferous forests . Regarding the woody contribution, deciduous forests had a higher woody-to-total area ratio, indicating that the woody contribution could cause more error in deciduous forests than in coniferous forests. The combined errors (Fig. 17) show that in contrast to other plots of the same forest type, the LAI of two coniferous plots was overestimated, the LAI of one deciduous plot was underestimated and that of two mixed plots was underestimated. They main reason was that the clumping index of the two coniferous plots was rather low, and that of the deciduous plot and the two mixed plots was relatively high. The results show that canopy cover and the height of a plot had a positive correlation with woody-to-total area ratio and clumping index, indicating that as the stand becomes denser and taller, the woody area increases more quickly than leaf area, and leaves become more clumped. However, we noted that due to the occlusion and the angle limitation of the TLS, the top of the trees in the center of the plot had lower point density. The woody area could, therefore, be overestimated at the top of the trees, and this should be further investigated.
Our analysis showed that estimates from TLS were in a good agreement with those from digital hemispherical photography, which is considered the standard for estimating LAI Schleppi et al., 2007) . Nonetheless, we do not have a real ground truth for validation, which gives us no choice but to use DHP. In spite of the drawbacks of DHP, we show that these very different techniques generated similar results, especially LAIe (r 2 = 0.88), PAI (r 2 = 0.84) and the clumping index (r 2 = 0.89), indicating that the TLS methods show a high degree of robustness.
The difference between TLS and DHP is a relative value, which does not indicate one technique is more accurate than the other. DHP essentially is a 2D passive sensor, so it has its own intrinsic problems when estimating LAI. In term of image acquisition, it is affected by the exposure, the unevenness of the sky lighting, and unevenness of foliage lighting caused by shadow and direct sunlight (Rich, 1988) . When there is direct sunlight, the plant materials cannot be differentiated from the sky which may cause significant underestimation of LAI. In addition, in 2D images, the problem of occlusion is more noticeable than with TLS. Errors could be further introduced by image processing, especially the threshold used to distinguish plants from canopy openings. The images in our study as well as many other studies were taken in different sunlight conditions from site to site. The use of the threshold to differentiate vegetation pixels from sky pixel becomes crucial in the classification. An automatic thresholding method by Nobis and Hunziker (2005) was applied in this study. It improved the accuracy of results, especially in comparison with single manual thresholding. Nonetheless, some errors could still be detected in the images. In comparison, TLS allows a clear distinction between the vegetation (return) and sky (no return). No threshold is needed. Moreover, as mentioned in the introduction, DHP requires information on the distribution of leaf angles within the canopy to estimate LAI. The leaf angle distribution which strongly affects the estimation of LAI is either ignored while using the convergent angle 57.5°, or simultaneously inverted with LAI using multiple directions (Ma et al., 2017a) , while we have shown that using TLS, the leaf angle distribution could be obtained for both deciduous and coniferous trees in our study area. Therefore, we believe that TLS in theory provides a robust and probably more accurate estimation of LAI compared to optical instruments. However, further study is needed.
The classification from DHP is not reliable for validation since the radiometric information from the images is affected by the shadow and light conditions in the forest. Therefore, the visual interpretation was performed to validate the classification of foliar and woody materials. Subtracting leaf-off returns from leaf-on returns can provide accurate estimates of wood-to-total area ratio (Clawges et al., 2007) , while this approach requires both leaf-off and leaf-on returns, which is not practical for evergreen vegetation such as coniferous forests. Destructive sampling would be a more accurate way to obtain LAI for validation . However, at the plot level, it is very costly and timeconsuming and has rarely if ever been undertaken in the tall forest due to the practical challenges (Chen and Cihlar, 1995b; Eschenbach and Kappen, 1996) . Litterfall collection is limited to deciduous forests, while destructive sampling of a sampling plot involves up-scaling and the assumption of lateral homogeneity of the stand which is best met in homogeneous young conifer stands or grasslands .
TLS underestimated gap fraction by 12% compared to DHP. This result is due to the limitation of the TLS, the zenith angle between 0-30°c ould not be scanned. This field of view usually has a larger gap fraction, which can be observed from the first rings in DHP. The first two rings had a larger gap fraction than the rest. This further caused the overestimation of the canopy cover and hence the underestimation of the gap fraction.
The underestimation of gap fraction consequently led to the overestimation of LAI e by TLS. However, the normalized bias and r 2 value were lower than that for the gap fraction. These differences can be attributed to the measurements of LAI e from two different methods (Hosoi and Omasa, 2006; Thimonier et al., 2010) . The estimation of LAI e from DHP was based on Lang (1987) who calculated LAI based on a linear regression of mean contact number against zenith ring angle, while the estimation of LAI e from TLS was directly calculated from gap fraction and extinction coefficient (Zheng et al., 2017) . The gap fraction and extinction coefficient were also estimated directly from TLS data.
Estimates of the inclination angle for European beech (Fagus sylvatica) showed a clear distinction between foliar and woody materials. Leaves had much lower inclination angles than stems and branches, which was the reason why the mean zenith angle as a feature for classification accounted for 0.34 of the total importance. The leaf angle followed a planophile distribution (Fig. 5 ). This distribution was observed by Wagner and Hagemeier (2006) in their study of the same species. Pisek et al. (2013) also demonstrated that a planophile or a plagiophile distribution appears to be a more appropriate assumption for modeling radiation transmission through temperate and boreal deciduous stands. It was shown that stems of Norway spruce had large inclination angles. However, branches had much lower angles than those of deciduous trees, since they are growing in a horizontal direction. By contrast, leaves had large inclination angles as they were dropping from the branches. The leaf angle followed an erectophile distribution, which is the typical observation of coniferous trees (Sandmeier and Deering, 1999a, b; Schlerf et al., 2007) .
The 'importance value' of the Random Forests algorithm demonstrated that the mean zenith angle was the most important feature to differentiate foliar and woody materials. The analysis confirmed that the zenith angle significantly improved the classification accuracy by 10% (median value) compared to the adopted method for our sample plots Zhu et al., 2018) . Leaves and wood showed different zenith angles, especially in deciduous plots. For conifers, the differences of zenith angle were more prominent between shoots and branches, as shoots had a large zenith angle, whereas the differences between shoots and stems were not as distinguishable as those in deciduous plots. In mixed plots, either stems (deciduous) or branches (coniferous) could be discriminated from leaves using zenith angle. Combined with the other features, especially the radiometric features and local dimensionality features, the woody material was effectively separated from the foliar material. However, leaf zenith angle as a feature for classification is clearly species dependent, even for different deciduous species, (Raabe et al., 2015; Wagner and Hagemeier, 2006) , Table 2 Linear correlation test between canopy cover, stand height and woody-totalarea ratio, clumping index.
Woody-to-total area ratio Clumping index Canopy cover r = 0.72, P < 0.05 r = 0.93, P < 0.05 Stand mean height r = 0.85, P < 0.05 r = 0.51, P < 0.05 and may in the future be used as a metric to further improve the classification accuracy of individual tree species. The stem angle does not vary between species, while the leaf angle varies, though it should be noted that some species have larger zenith angles in the upper layers (Béland et al., 2011) . The classification between foliar and woody components could be further improved by using a multi-wavelength laser scanner. In a recent paper, Li et al. (2018) showed value of dual-wavelength spectral scanning in separating foliar and woody components by combining geometric and radiometric attributes. Instead of the intensity of a single wavelength, a normalized ratio of two wavelengths could be obtained. The use of the combination of two bands could potentially tackle the most intractable problems caused by the variation of the incidence angle and partial hits, as long as the intensity of both wavelengths is similarly affected by these effects (Gaulton et al., 2013; Hancock et al., 2017) .
Some of the methods used in this study may potentially be applied to airborne LiDAR data. Ma et al. (2017a) retrieved leaf angle distribution from airborne LiDAR data. The leaf angles of coniferous trees were simulated by approximating individual shoots with a cylinder geometric model. The Ma et al. (2017a) model was not applicable to the coniferous trees in our study area, because the shoots clump together into plane shapes. However, their study demonstrated that airborne LiDAR could also be used to retrieve leaf angle distribution at the shoot or branch scale. The upscaling of the approach to estimate woody-tototal area ratio is more problematic, since most of the features for classification between woody and foliar material require many points on a single leaf, whereas the distance between two consecutive points from most current airborne LiDAR is usually larger than the size of a single leaf size. In addition, the footprint size of airborne LiDAR is also larger than the size of a single leaf, so the features for classification such as the zenith angle and the local dimensionality features cannot be estimated. Finally, an element clumping index may be estimated from airborne LiDAR, since the scale of element clumping is larger than the shoot (Chen, 1996) . Exhaustive experiments and analysis with simulated and actual airborne LiDAR data are necessary to study the effects of point density and footprint size beyond conjecture.
