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Abstract
This paper presents a computationally efficient homogenization method for transient heat conduction problems. The notion of
relaxed separation of scales is introduced and the homogenization framework is derived. Under the assumptions of linearity
and relaxed separation of scales, the microscopic solution is decomposed into a steady-state and a transient part. Static
condensation is performed to obtain the global basis for the steady-state response and an eigenvalue problem is solved to obtain
a global basis for the transient response. The macroscopic quantities are then extracted by averaging and expressed in terms
of the coefficients of the reduced basis. Proof-of-principle simulations are conducted with materials exhibiting high contrast
material properties. The proposed homogenization method is compared with the conventional steady-state homogenization
and transient computational homogenization methods. Within its applicability limits, the proposed homogenization method
is able to accurately capture the microscopic thermal inertial effects with significant computational efficiency.
Keywords Homogenization · Inclusions · Non-homogeneous media · Model reduction · Transient
1 Introduction
With the advent of micro-fabrication technologies [1], the
demand for miniature devices utilizing heterogeneous mate-
rials is steadily increasing. These devices encompass a
variety of applications, ranging from electronic machin-
ery [2,3] to a special class of engineered materials called
thermal meta-materials [4] which can be used to harvest
thermal energy [5–7], manipulate heat flux [8,9], as well
as to perform thermal cloaking [10–12]. In order to design
these components, it is important to correctly simulate and
capture the underlying physics. Usually, an energy balance
equation is solved to capture the heat transfer using a numer-
ical method such as finite elements [13]. However, a high
contrast in material properties, a complex topology and time
varying thermal loads render the coefficients in the energy
balance equation highly oscillatory, which an excessively a
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very fine discretization in both space and time. Consequently,
simulations become computationally intractable.
The homogenization of heterogeneous medium [14–
18] introduces the concept of an equivalent homogeneous
macroscopic medium, representing an effective behavior of
the microscopic medium with highly variable coefficients.
Homogenization enables reduction of the computational
cost, since an approximate response can be captured with
a coarser discretization. It is achieved by solving a two-scale
problem in a coupled manner, which requires the solution of
the energy balance equation at the microscale, usually using
a representative volume element (RVE), associated to each
macroscopic material point, followed by an averaging proce-
dure to extract homogenized effective macroscopic quantities
that are used in the energy balance equation at the macroscale.
To include transient terms in the energy balance equation, cer-
tain conditions on the material properties and loading should
hold [19–22], which requires a proper definition of the sepa-
ration of scales. For heat conduction problems, separation of
scales is defined based on the characteristic diffusion times
tk associated to each k-th material constituent and the char-
acteristic loading time T .
For the homogenization of transient diffusion problems,
the ratios between the different characteristic diffusion times
and the loading time determines if the microscale and the
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macroscale are separated or not. A full separation of scales
indicates that the characteristic macroscopic loading time
scale is much larger than all the microscopic characteris-
tic diffusion times, independently of the ratios between the
characteristic diffusion times of the different microstruc-
tural constituents. In such regimes, transient effects are
negligible at the microscale and it is appropriate to use a
steady-state energy balance equation at the microscale. This
assumption has been widely used in the literature, see for
example [19,22–27]. The macroscopic thermal gradient is
then the only conjugate quantity for the macroscopic heat
flux and the macroscopic heat capacity can be calculated
using the rule of mixtures. For a linear material model, in the
regime of full separation of scales, the microscopic analysis
and averaging performed only once to recover the (constant)
effective macroscopic quantities.
However, when the microscopic characteristic diffusion
times are of the same order of magnitude as the charac-
teristic macroscopic loading time scale, the assumption of
full separation of scales is no longer valid and the macro
and microscale phenomena are coupled. In such regimes,
significant transient effects are present at the microscale, in
some or all microstructural constituents, which must be taken
into account when homogenization is performed. If steady-
state is assumed in such regimes, the microscopic transient
effects, due to so-called microscale thermal inertia [28], will
not be captured in the homogenized macroscopic descrip-
tion. Taking into account the transient microscale effects,
the energy balance equation with the transient term should
be solved at both scales. Homogenization in such transient
regimes for thermal diffusional [28–31] and mechanical
vibration [32–35] problems have already been developed.
Since, the microscopic problem has to be solved at each
macroscopic material point in time, the homogenization in
transient regimes comes with a substantially higher com-
putational cost. The present work aims at reducing the
computational cost for homogenization in such transient
regimes.
A reduced order model based on sub-structuring tech-
nique such as Craig–Bampton mode synthesis [36] was
proposed for the homogenization of mechanical acoustic
meta-materials [37]. It makes use of material linearity and
the relaxed separation of scales. Substructuring of a mechan-
ical system involves the division of the whole structure into
smaller sub-structures with connected boundaries. Each sub-
structure boundary is assumed to experience a rigid body
motion and the dynamic effects only exist internally. If
the boundary of the substructure is also dynamic then the
substructuring provides a stiffer approximation [37]. For
the homogenization of transient mechanical problems, the
relaxed separation of scales implies that the matrix remains
quasi-static under transient loading conditions and only the
inclusions experience dynamic effects [32]. In the context
of computational homogenization, when relaxed separation
of scales is satisfied, each microscopic domain attached to a
macroscopic material point is assumed to be a substructure
attached to the macroscopic domain.
Similarly, in transient heat conduction problems, the
relaxed separation of scales constitutes a thermal diffusion
phenomenon in which the matrix remains in steady-state
under transient thermal loads and only the inclusions exhibit
transient heat diffusion. Assuming linear material properties
and relaxed separation of scales, an additive decomposition
is performed to compute the microscopic steady-state and
transient response, separately. The reduced basis is obtained
using a static condensation for the steady-state part and
an eigenvalue problem is solved for the transient part. To
benefit from the model reduction, the microscopic problem
is projected on the reduced basis subspace, which yields
an evolution equation for the microscale thermal inertia
in terms of the coefficients of the reduced basis. These
evolution equations for the amplitudes of the reduced vari-
ables, together with the macroscopic energy balance and the
effective homogenized constitutive equations give rise to an
enriched continuum description at the macroscale. This arti-
cle deals with the model reduction at the microscale and
compares the proposed formulation with a conventional tran-
sient computational homogenization scheme [28,29]. The
solution of the macroscale enriched continuum, emerging
from the model reduction at the microscale, and the compar-
ison to direct numerical simulations are beyond the scope
of this contribution and will be addressed in the future
work.
A related paper has been published in [38], which focuses
primarily on the error analysis for the model reduction in
transient computational homogenization. However, in that
work no discussion is made on the separation of scales and
the limitations it imposes on reduced order computational
homogenization. To the best of authors’ knowledge the novel
aspects of the current work, in the context of computational
homogenization for transient heat conduction problems,
are:
• Introduction of the relaxed separation of scales.
• A model reduction technique for the microscale which
leads to an enriched continuum formulation at the
macroscale.
1.1 Outline
In this article, the homogenization framework is derived in
Sect. 2; the notion of the separation of scales is here defined,
the generalized Hill–Mandel condition, upscaling, and down-
scaling relations are presented. In Sect. 3, a computational
method combined with model reduction is developed. Sec-
tion 4 presents the proof-of-principle numerical examples.
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The paper ends with concluding remarks and future perspec-
tives.
1.2 Symbols and notations
Macroscopic quantities are represented with a bar on top:
for example a scalar, a vector and a second-order tensorial
macroscopic quantity are written as a, a, and A, respec-
tively. Microscopic quantities are represented without a bar
on top, a microscopic scalar, vector and second-order tenso-
rial quantity are written as a, a and A. The same cartesian
basis is adopted at the macro and micro scales. The dot prod-
uct between two vectors and between a second-order tensor
and a vector is represented as a · b := ai bi and A · a :=
Ai j a j ei , respectively. A tensorial dyadic product is denoted
with a⊗b := ai b j ei ⊗e j and A⊗a := Ai j ak ei ⊗e j ⊗ek . The
gradient of a scalar and a vector is defined as ∇a := ∂a/∂xi ei
and ∇a := ∂ai/∂x j ei ⊗ e j . Similarly, the divergence oper-
ates as ∇ · a := ∂ai/∂xi and ∇ · A := ∂ Ai j/∂xi e j . For
linear algebra operations, columns are represented with a
tilde underneath a lowercase letter e.g. a
˜
and matrices are
represented with a bar underneath an uppercase letter e.g. A .
A tensorial product between two column arrays of vectors is
defined as a
˜
T ⊗b
˜
, where
⊗ :=
⎡
⎢
⎢
⎢
⎢
⎣
⊗ 0 · · · 0
0 ⊗ ...
...
. . .
0 0 · · · ⊗
⎤
⎥
⎥
⎥
⎥
⎦
. (1)
The microscopic domain and its boundary are represented by
 and ∂, respectively. The volume average of a microscopic
quantity • is defined as
〈•〉 := 1
V
∫

• d, (2)
where V = ∫

d is the volume of the microscopic domain
. Acronyms RTH, CTH and SSH are used for reduced tran-
sient computational homogenization (present contribution),
conventional transient homogenization (i.e. without model
reduction) and steady-state computational homogenization,
respectively. The material with the lowest characteristic dif-
fusion time is called “fast” and the material with large
characteristic diffusion time is called “slow”.
2 Homogenization framework
In this section, the relaxed separation of scales is defined
for heat conduction problems. The energy balance equations
at the micro and macroscales are presented and finally, the
downscaling and upscaling relations are derived.
2.1 Separation of scales
The separation of scales in homogenization of transient dif-
fusion problems is defined in terms of the characteristic
diffusion times that are linked to the loading conditions,
material properties and characteristic length scales. In this
work, a two-phase periodic medium is considered in which
the connected phase is the matrix and the embedded partic-
ulates are the inclusions. The characteristic diffusion times
for the matrix tm and inclusions ti are defined as
tm := l
2
m
Dm , and ti :=
d2
Di , (3)
where lm and d are the characteristic lengths, e.g. the spacing
between the inclusions and the inclusion diameter, respec-
tively, and Dm and Di are the thermal diffusivity coefficients
of the matrix and inclusions, respectively. The characteristic
loading time T is the inverse of the ratio of the rate of change
of the macroscopic temperature field ˙¯θ with respect to the
macroscopic temperature θ¯
T ∼ 1
ω
:=
( ˙¯θ
θ¯
)−1
, (4)
where ω is the (angular) loading frequency. Different rela-
tions between tm, ti and T define different separation of
scales regimes. For the development of the reduced com-
putational homogenization and comparison to conventional
methods a few separation of scales regimes are defined here.
Full separation of scales: In a full separation of scales
regime the characteristic diffusion times at the microscale
are much smaller than the characteristic loading time T , i.e.
the material constituents reach steady-state instantly
T  (tm ∼ ti ), or T  (tm < ti ), or T  (tm > ti ).
(5)
The ratio between the characteristic diffusion times of dif-
ferent constituents does not matter in this case. Under
these conditions, the classical steady-state homogenization
is sufficient to capture the heat diffusion phenomena in a
heterogeneous medium. For example, the homogenization
procedure adopted in [24] assumes a steady-state microscale
model for the simulation of refractory bricks used in a furnace
lining. The macroscopic heat flux is obtained through the
computational homogenization and the heat storage capacity
is obtained by using the rule of mixtures.
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Non-separating scales: In these regimes, the microscopic
diffusion times of the matrix, the inclusions or both are of
the same order of magnitude as the macroscopic loading
time. As a consequence, transient phenomena are active at
the microscale. Some of these regimes can be represented
as
T ∼ tm ∼ ti , (6a)
(T ∼ tm) > ti , (6b)
(T ∼ ti ) > tm . (6c)
In (6a) both the matrix and the inclusions are transient, in
(6b) the matrix is more transient than the inclusion and (6c)
shows the regime in which the inclusions experience more
transient effects than the matrix. The energy balance equa-
tion with the transient terms has to be used at the microscale
to capture thermal inertia accurately. For example in [28],
a sintering problem is solved using transient computational
homogenization, the material properties and the loading con-
ditions were such that they are adequately represented by
the separation of scales regime of Eq. (6c). Therefore, both
the macroscopic heat flux and the rate of change of the
macroscopic internal energy are calculated by computational
homogenization; if the rule of mixture would have been used
instead, it would entail significant errors.
Relaxed separation of scales: This intermediate regime is
characterized by specific material properties: a fast matrix,
i.e. it attains the steady state almost instantaneously, and
slow inclusions. It can be defined as
(T ∼ ti )  tm . (7)
This is a limiting case of the regime given by Eq. (6c) and
represents no or negligible transient effects in the matrix.
Heterogeneous materials operating in this regime are charac-
terized by a high conductivity and low heat storage capacity
in the matrix and low conductivity and high heat storage
capacity in the inclusions. Since the evolution of the temper-
ature field in the matrix is different from that in the inclusions,
the microscopic temperature field can be decomposed into
steady-state and transient parts. To capture the micro iner-
tia effects, the transient balance of energy has to be solved
at the microscale and both, the macroscopic heat flux and
rate of change of macroscopic internal energy, must be com-
puted/upscaled using computational homogenization.
2.2 Energy balance equation at themacro and
microscales
To model the transient heat conduction at the macroscale, the
energy balance equation with the transient term is used
∇ · q + ˙ = 0, (8)
where q and ˙ are the macroscopic heat flux and the rate
of change of macroscopic internal energy. The constitutive
forms for q and ˙ are yet unknown, and in the computational
homogenization are obtained through an upscaling proce-
dure. The macroscale problem is complemented by boundary
and initial conditions as given by the particular problem at
hand. To capture the thermal inertia effects, the transient
energy balance equation is considered at the microscale as
well
∇ · q + ˙ = 0, (9)
where q and ˙ are the microscopic heat flux and the rate
of change of the microscopic internal energy. The constitu-
tive relations, for each microscale constituent, are assumed
to be known and may in general be non-linear. In the present
work only linear micro-constituent materials will be con-
sidered to facilitate the application of the model reduction.
For the microscopic heat flux, Fourier’s law q = −λ∇θ is
used and for the internal energy  the constitutive relation
 = ρcθ applied. In this work, an isotropic material behav-
ior is assumed for simplicity, even though the methodology
would be directly applicable to general anisotropic materials
as well. To ensure consistent scale transition in computational
homogenization, specific types of boundary conditions are
required at the microscale, which will be defined through the
downscaling procedure.
2.3 Downscaling
The microscopic temperature field is defined as a first order
Taylor’s approximation around a macroscopic point x
θ(x, x, t) := θ¯ (x, t)+∇θ¯ (x, t) · (x − x)+ θ˜ (x, x, t), (10)
where x denotes the position vector at the microscale and θ˜
represents the higher order term in the expansion which are
the fluctuations in the temperature field at the microscale.
These fluctuations arise due to the difference in material
properties between the constituents subjected to transient
loading conditions. The microscale is positioned relative to
the macroscopic point such that 〈x − x〉 = 0.
Downscaling is a procedure to transfer information from
the macroscale to the microscale. In the first-order com-
putational homogenization, both the macroscopic tempera-
ture and its gradient are transferred to the microscale and
assumed to be constant over the considered microstructure
domain. The downscaling relations in transient computa-
tional homogenization provide two constraints to be satisfied:
1. The average of the microscopic temperature field should
be equal to the macroscopic temperature field at the
123
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macroscopic point x
θ¯ (x, t) = 〈θ(x, x, t)〉 , (11)
which by using Eq. (10) and 〈x − x〉 = 0, requires the
average of the fluctuation field at the microscale vanish
〈θ˜〉 = 0. (12)
2. The average of the microscopic temperature gradient field
should be equal to the macroscopic temperature field
∇θ¯ (x, t) = 〈∇θ(x, x, t)〉 . (13)
It is obtained by taking the gradient of the microscopic
temperature field, in Eq. (10), and averaging it over the
microscopic domain
〈∇θ 〉 = ∇θ¯ +
〈
∇θ˜
〉
, (14)
where the identity ∇(x − x) = I is used. To fulfill the
condition in Eq. (14), the average of the gradient of the
fluctuation field has to be zero 〈∇θ˜〉 = 0, which after
applying Gauss’s divergence theorem, is written as
∫
∂
θ˜n da = 0, (15)
where n is the unit-normal outward vector on the micro-
scopic boundary ∂ with infinitesimal surface area da.
Constraint (12) enforces the macroscopic temperature θ¯ (x, t)
to be the reference temperature in the microscopic domain
and constraint (15) requires specific types of boundary con-
ditions to be used at the microscale. Typical choices for these
boundary conditions adopted in the literature are (i) zero
fluctuation boundary conditions or (ii) periodic fluctuation
boundary conditions. Now that, the microscopic temperature
field and the downscaling relations are defined, the upscaling
relations are established next.
2.4 Upscaling
Upscaling is performed to transfer information from the
microscale to the macroscale through an averaging proce-
dure. For transient computational homogenization, a gener-
alized Hill–Mandel condition is used [28,29], which states
that the volume average of the virtual power at the microscale
is equal to the virtual power (per unit of volume) at the asso-
ciated macroscopic point x
−∇δθ¯ · q + δθ¯ ˙ = 〈 − ∇δθ · q + δθ ˙〉 . (16)
Substitution of the perturbation of the microscopic tempera-
ture field (10) and its gradient in the right hand side of Eq. (16)
provides
− ∇δθ¯ · q + δθ¯ ˙ =
〈
−
(
∇δθ¯ + ∇δθ˜
)
· q
+
(
δθ¯ + ∇δθ¯ · (x − x) + δθ˜
)
˙
〉
.
(17)
Expanding and rearranging the above expression for δθ¯ and
δθ˜ gives
− ∇δθ¯ · q − δθ¯ ˙ = 〈 [−∇δθ¯ · (q + (x − x)˙) + δθ¯ ˙]
+
[
−∇δθ˜ · q + δθ˜ ˙
]〉
. (18)
The last term in Eq. (18) is the weak form of the microscopic
balance of energy with admissible temperature fluctuation
field δθ˜ , which by using integration by parts and the diver-
gence theorem can be written as
〈
− ∇δθ˜ · q + δθ˜ ε˙
〉
=
〈
δθ˜ (∇ · q + ˙)
〉
−
∫
∂
δθ˜q · n da.
(19)
The first term in the right hand side of the above equation is
the balance of energy at the microscale (9) which is satisfied
by the microscale solution and therefore equals zero. The
second term is also zero when appropriate boundary condi-
tions are used, as discussed at the end of the previous section,
for more details see [24]. Finally, Eq. (18) reduces to
−∇δθ¯ · q + δθ¯ ˙ = −∇δθ¯ · 〈q − (x − x)˙〉 + δθ¯ 〈˙〉 , (20)
from where the macroscopic heat flux is recognized as
q = 〈q − (x − x)˙〉 , (21)
and the rate of change of the macroscopic internal energy as
˙ = 〈˙〉 . (22)
The second term in Eq. (21) is the moment of the rate of
change of the microscopic internal energy, which is respon-
sible for transferring the microscale thermal inertia to the
macroscale. It also carries the information about the size
of the microscale, which makes transient computational
homogenization sensitive to the microscale size. In the limit,
when the RVE size is vanishingly small, the transient effects
disappear and a classical SSH result q = 〈q〉 is obtained.
Substituting the definition of the microscopic tempera-
ture field (10) into the constitutive Eq. (22) reveals that it is
also a function of the macroscopic temperature gradient i.e.
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,  = (θ¯,∇θ¯ ). This non-local dependence is not present
in classical irreversible thermodynamics and requires a non-
local thermodynamic description at the macroscale. In the
gradient enriched thermodynamics, an additional dissipation
term is added in the entropy inequality at the macroscale,
upon averaging the (classical) dissipation at the microscale
and applying proper boundary conditions, which can be rec-
ognized as the second term in the expression of macroscopic
flux in Eq. (21). For a more detailed analysis of the emerging
macroscopic thermodynamics in computational homoge-
nization of transient dissipative phenomena the reader is
directed to the recent articles on the topic [39,40]. Also
in [41], a thermodynamical model including temperature gra-
dients is developed and rationalized using homogenization
of heterogeneous media. However a steady-state assumption
was made in that case. For a general analysis of extended
thermodynamic theories the reader is directed to the review
article [42].
Converting the volume integrals of Eqs. (21) and (22)
into boundary integrals using the divergence theorem and the
microscopic energy balance (9), allows to write the macro-
scopic heat flux as
q = 1
V
∫
∂
qn(x − x) da, (23)
and the rate of change of macroscopic internal energy as
˙ = − 1
V
∫
∂
qn da, (24)
where qn = q · n is the normal outward heat flux at the
boundary of the microscopic domain. Once qn is known,
the macroscopic quantities are obtained. Next, the solution
procedure will be discussed, along with the model reduction
to obtain qn .
3 Model order reduction
In this section, first the balance of energy at the microscale,
Eq. (9), is written in a discrete form using the finite ele-
ment formulation. Next, the reduced basis is obtained for the
steady-state and transient parts of the microscopic response.
The macroscopic constitutive equations and the microscopic
balance of energy are then written in terms of the coeffi-
cients of the reduced variables leading to a thermal enriched
continuum resulting from the model reduction. Finally, the
guidelines to identify the transient reduced basis are dis-
cussed.
4 3
1 2
Tied (dependent) nodes ‘t’.
Retained (independent) nodes ‘r’.
Prescribed nodes ‘p’.
Free nodes ‘f ’.
Matrix
Inclusion
T
R
B
L
Fig. 1 Discretized microscopic domain. The total set of DOFs are first
divided into tied (dependent) and retained (independent) parts and then
the retained DOFs are further subdivided into the prescribed and free
parts (this figure is for illustrative purpose only; calculations were per-
formed on a material and geometry conforming mesh)
3.1 Microscale discrete problem
The semi-discrete form of the balance of energy at the
microscale reads
K θ
˜
+ C θ˙
˜
= −q
˜
n, (25)
where K and C are thermal conductivity and capacity matri-
ces, respectively, θ
˜
is the column of nodal temperature values
and −q
˜
n is the incoming heat flux. The constraints following
from Eqs. (12) and (15) are applied using the master-slave
approach [43]. The periodic boundary conditions are applied
by setting the fluctuation fields on opposite sides of the micro-
scopic domain to be equal i.e. θ˜ R = θ˜ L and θ˜T = θ˜ B , where
R denotes right, L—left, T —top and B—bottom boundary
of the unit cell as shown in Fig. 1. Inserting θ˜ R = θ˜ L and
θ˜T = θ˜ B in Eq. (10) provides the constraint equations
θ L − θ R = ∇θ¯ · (xL − x R),
θ B − θT = ∇θ¯ · (x B − xT ). (26)
For temperature independent material properties, constraint
(12) can be applied by prescribing the microscopic temper-
ature θ(x, x, t) at a point in the microscopic domain to be
equal to the macroscopic temperature θ¯ (x, t). Here, this point
is chosen arbitrarily to be node 1 at position x1. Then by
applying (26) to the corner nodes 1, 2, 3 and 4, the tempera-
ture at these nodes is fully prescribed and given by
θ
˜
p = I
˜
p θ¯ + ∇θ¯ · (x
˜
p − I
˜
p x1), (27)
where p = {1, 2, 3, 4} and I
˜
p is a column of ones with
dimension (p × 1). The set of the corner nodes thus will be
called “prescribed”. The constraint Eq. (26) can then also be
written in a discrete setting in terms of the prescribed corner
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nodes as
θ
˜
R = θ
˜
L + I
˜
θ2 − I
˜
θ1,
θ
˜
T = θ
˜
B + I
˜
θ4 − I
˜
θ1,
(28)
where I
˜
is a column of ones. In Eq. (28), the temperature
fields on the left hand side are dependent on the tempera-
ture fields on the right hand side. To apply these boundary
conditions, the microscopic degrees of freedom (DOF) are
first split into tied (dependent) t and retained (independent)
r DOFs. The retained DOFs are then further subdivided into
prescribed p (nodes 1, 2, 3, 4) and free f parts as shown
in Fig. 1. Following the master-slave implementation pro-
cedure, a matrix of tying relations M is created from the
constraint Eq. (28), which eliminates the tied DOFs by map-
ping the complete set of DOFs to the retained DOFs only
θ
˜
=
[
θ
˜
t
θ
˜
r
]
= M θ
˜
r , (29)
where θ
˜
t are the temperature values of the tied DOFs and θ
˜
r
are the temperature values of the retained DOFs. The con-
straints are applied by substituting the expression of θ
˜
from
(29) into (25), and pre-multiplying it with M T , giving
M T K M θ
˜
r + M T C M θ˙
˜
r = −M T q
˜
n, (30)
which reduces the dimensionality of the problem to the
retained DOFs only
∗
K θ
˜
r + ∗C θ˙
˜
r = −q
˜
r
n, (31)
where
∗
K , and
∗
C are the reduced thermal conductivity and
capacity matrices, respectively, and q
˜
r
n is the column of the
incoming reaction heat fluxes at the retained DOFs. In the
subsequent text the superscript ‘r ’ will be dropped from
θ
˜
r and q
˜
r
n for brevity.
3.2 Microscale model reduction
To calculate the macroscopic quantities q and ˙, the expres-
sions given in (23) and (24) are used. These expressions
contain the incoming heat flux qn . In a discrete setting, the
incoming (reaction) heat flux at the prescribed nodes can be
post-processed once the solution of the microscale problem
is available. After further partitioning the system of Eq. (31)
into the prescribed and free parts, it reads as
⎡
⎣
∗
K pp
∗
K p f
∗
K f p
∗
K f f
⎤
⎦
[
θ
˜
p
θ
˜
f
]
+
⎡
⎣
∗
C pp
∗
C p f
∗
C f p
∗
C f f
⎤
⎦
[
θ˙
˜
p
θ˙
˜
f
]
=
[
−q
˜
p
n
0
˜
f
]
.
(32)
Solving this system for each macroscopic point x in time
is a computationally expensive task, especially for a large
macroscopic problem with a complex microstructural topol-
ogy that usually requires a fine discretization in space and
time. Therefore, a reduced model is sought which approxi-
mates the solution with a fewer DOFs only. The incoming
heat flux q
˜
p
n can then be written in terms of the coefficients of
the reduced basis, making the homogenization process com-
putationally efficient. To perform the model reduction at the
microscale, the microscopic temperature field θ is decom-
posed into its steady-state θss and transient θtr parts
θ = θss + θtr . (33)
This additive split is always warranted for linear problems in
the relaxed separation of scales regime, where the transient
temperature field in the inclusions evolves independently of
the temperature field in the matrix. This decomposition is
also advantageous because the reduced global bases for the
steady-state and transient parts are calculated separately, and
later a linear superposition is performed to reconstruct the
total microscopic temperature field.
3.2.1 Steady-state contribution
The steady-state part of the microscale solution θss represents
very slow time variations, where the microscale still follows
the macroscale instantaneously. In the physical sense, this is
a microscale that reaches steady-state very quickly. To obtain
the steady-state response, the discrete system (32) is written
in terms of θss only
∗
K ppθ
˜
p + ∗K p f θ
˜
f
ss +
∗
C pp θ˙
˜
p + ∗C p f θ˙
˜
f
ss
= −q
˜
p
ss, (34)
∗
K f pθ
˜
p + ∗K f f θ
˜
f
ss +
∗
C f p θ˙
˜
p + ∗C f f θ˙
˜
f
ss
= 0
˜
f . (35)
Equation (34) provides the steady-state reaction fluxes q
˜
p
ss at
the prescribed DOFs and (35) is the evolution equation for
the steady-state part of the microscopic temperature field at
the free DOFs. Imposing the steady-state assumption on (35)
requires to fulfill the following constraint
∗
C f p θ˙
˜
p + ∗C f f θ˙
˜
f
ss
= 0
˜
f , (36)
which provides the steady-state response θss in terms of the
prescribed temperature field θ
˜
p as
[
θ
˜
p
θ
˜
f
ss
]
=
[
I pp
S
]
θ
˜
p, (37)
where S = −( ∗K f f )−1 ∗K f p and I pp is the unit diagonal
matrix with dimension (p × p). The columns of S can be
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interpreted as the steady-state reduced basis for each θ in
θ
˜
p
. To obtain the steady-state reaction fluxes in terms of the
temperature at the prescribed DOFs, the constraint (36) is
projected on the prescribed DOFs by premultiplying it with
S T and the taking transpose of the expression i.e.
∗
C p f S θ˙
˜
p + S T ∗C f f S θ˙
˜
p = 0
˜
p, (38)
and then added to Eq. (34) which yields
q
˜
p
ss = −Kss θ
˜
p − Css θ˙
˜
p, (39)
where the steady-state conductivity Kss and capacity Css
matrices are defined as
Kss :=
∗
K pp + ∗K p f S ,
Css :=
∗
C pp + 2 ∗C p f S + S T ∗C f f S . (40)
The steady-state contribution does not capture the thermal
inertia and microscale size effects. The transient contribution
will therefore be added next.
3.2.2 Transient contribution
The transient part of the microscopic solution is described
through the reduced basis vector 
˜
k and the corresponding
reduced degrees of freedom ηk , where k = 1, 2, . . . , Nq and
Nq  N , with Nq as the number of the reduced degrees of
freedom and N the total number of the degrees of freedom of
the original problem. The transient part of the microscopic
solution can then be written as
[
θ
˜
p
θ
˜
f
tr
]
=
[
0 pq
∗

]
η
˜
, (41)
where 0 pq is a (Np × Nq) matrix of zeros,
∗
 is the matrix
combining all the reduced basis vectors and η
˜
is the column
of the coefficients of the reduced basis. The energy balance
Eq. (9) is a parabolic partial differential equation, which has
a natural solution that decays exponentially in time i.e. θ
˜
=

˜
k exp(−αk t), substituting this expression in the free part of
(32)
∗
K f f θ
˜
f + ∗C f f θ˙
˜
f = 0
˜
f , (42)
provides
(
∗
K f f − αk ∗C f f )
˜
k = 0
˜
. (43)
Since the transient heat problem at the microscale is linear,
Eq. (43) can be solved as a classical eigenvalue problem lead-
ing to the eigenvalues αk and eigenvectors 
˜
k . It is a standard
procedure used in model reduction and stability analyses of
time integration schemes for transient diffusion problems see
i.e. [13,44,45]. Provided that K f f is semi-positive definite
and
∗
C f f is positive definite, the eigenvectors 
˜
k are orthog-
onal and the corresponding eigenvalues αk are real and can
be arranged in a diagonal matrix α
α =
⎡
⎢
⎣
α1 0 0
0
. . . 0
0 0 αNq
⎤
⎥
⎦
. (44)
When the eigenvalue problem (43) is solved, the number
of eigenvectors is the same as the number of DOFs in the
original discrete system of equations and at this point no
reduction has been performed. The reduction from the full
transient basis  to the reduced basis
∗
 is performed by
selecting a limited set of eigenvectors, based on criteria pro-
posed at the end of this section. In heat conduction problems,
the eigenvectors are the temperature distributions inside the
domain and the corresponding eigenvalues are the inverse
of decay/rise times i.e. τ k = 2π/αk [44]. Normalizing the
eigenvectors 
˜
k with respect to the capacity matrix,
(
˜
k)T
∗
C f f 
˜
k = 1, (45)
yields the eigenvalues as
(
˜
k)T
∗
K f f 
˜
k = αk . (46)
Now that the the transient reduced basis
∗
 is identified
through the eigenproblem analysis, it can be used for model
reduction of the free part of the discrete system of Eq. (32).
Substituting Eq. (41) in (32) yields
∗
K f f
∗
η
˜
+ ∗C f f ∗η˙
˜
= 0
˜
f , (47)
providing a set of decoupled ordinary differential equations
(ODE). Using the normalization conditions (45) and (46)
Eq. (47) takes the form
αη
˜
+ η˙
˜
= 0
˜
. (48)
Equation (48) represents the transient evolution of the micro-
scopic solution in terms of the variables η
˜
, which in this form
it is not influenced by the macroscale excitation. Next, the
microscale steady-state and transient responses will be cou-
pled through linear superposition.
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3.2.3 Linear superposition
The microscopic steady-state and transient temperature
fields, given by Eqs. (37) and (41) are superposed to obtain
the total response
[
θ
˜
p
θ
˜
f
]
=
[
θ
˜
p
θ
˜
f
ss + θ
˜
f
tr
]
=
[
I pp 0pk
S
∗

]
[
θ
˜
p
η
˜
]
. (49)
The right-hand side of this expression resembles the Craig–
Bampton reduction matrix as originally proposed in [36] in
the context of structural dynamics. Substituting (49) into (32)
yields a set of coupled equations
∗
K p f
∗
η
˜
+ ∗C p f ∗η˙
˜
+ ∗K ppθ
˜
p + ∗K p f S θ
˜
p + ∗C pp θ˙
˜
p
+ ∗C p f S θ˙
˜
p = −q
˜
p
n , (50)
∗
K f f
∗
η
˜
+ ∗C f f ∗η˙
˜
+ ∗K f pθ
˜
p + ∗K f f S θ
˜
p
+ ∗C f p θ˙
˜
p + ∗C f f S θ˙
˜
p = 0
˜
f . (51)
Equation (50) relates the incoming heat flux at the prescribed
nodes to the temperature at the prescribed nodes θ
˜
p and
the coefficients η
˜
(i.e. macroscale variables) of the tran-
sient reduced basis. Equation (51) is the microscale evolution
equation for η
˜
in terms of θ
˜
p
. Premultiplying Eq. (47) with
S T and using the expression for the steady-state reduced
basis S = −( ∗K f f )−1 ∗K f p provides the expression for the
first term in Eq. (50) as
∗
K p f
∗
η
˜
= S
˜
T
∗
C f f
∗
η˙
˜
. Adding the
constraint (38) to (51) and then rearranging for η˙
˜
, θ
˜
p and ˙θ
˜
p
,
allows to write the heat fluxes at the prescribed nodes as
q
˜
p
n = − η˙
˜
− Kss θ
˜
p − Css ˙θ
˜
p, (52)
where the matrix  is defined as
 := S T ∗C f f ∗ + ∗C p f ∗. (53)
 provides the coupling between microscopic transient
effects and the macroscopic quantities through η
˜
. Equa-
tion (51) is projected onto the orthogonal basis by premulti-
plying it with  T
∗
 T
∗
K f f
∗
η
˜
+ ∗ T ∗C f f ∗η˙
˜
+ ∗ T ∗K f pθ
˜
p + ∗ T ∗K f f S θ
˜
p
+ ∗ T ∗C f p θ˙
˜
p + ∗ T ∗C f f S θ˙
˜
p = ∗ T 0
˜
f . (54)
Using
∗
K f p = − ∗K f f S cancels out the third and the fourth
terms in the above equation and finally using the normaliza-
tion conditions (45) and (46) leads to
αη
˜
+ η˙
˜
= − T θ˙
˜
p. (55)
Unlike Eq. (48), the above equation is coupled to the
macroscale through  T θ˙
˜
p
, which is the forcing term for this
ordinary differential equation and that serves as the input
from the macroscale in terms of the prescribed temperature
field θ
˜
p
. Next, the expression for q
˜
p given by Eq. (52) is
used to express the homogenized macroscopic constitutive
Eqs. (23) and (24) in terms of the coefficients of the steady
state and transient reduced bases i.e. θ
˜
p and η
˜
.
3.3 Macroscopic quantities
In the discrete form, the boundary integral of the macroscopic
heat flux (23) reads,
q = 1
V
(x
˜
p)T q
˜
p
n , (56)
where x
˜
p = (x
˜
p − I
˜
p x), and the discrete form of the rate
of change of the macroscopic internal energy (24) is written
as
˙ = − 1
V
(I
˜
p)T q
˜
p
n . (57)
Substituting the expression for the reaction heat flux at the
prescribed part of the boundary q
˜
p
n from Eq. (52) in Eq. (56)
and using the discrete form of the prescribed temperature
field, given by Eq. (27), the macroscopic heat flux q is written
as
q = −a
˜
T η˙
˜
− bθ¯ − B · ∇θ¯ − c ˙¯θ − C · ∇ ˙¯θ, (58)
where
a
˜
= 1
V
(x
˜
p)T  , (Column of Nq 1st-order tensors)
b = 1
V
(x
˜
p)T
[
Kss I
˜
p] , (1st-order tensor)
B = 1
V
[
(x
˜
p)T Kss
]
⊗x
˜
p , (2nd-order tensor)
c = 1
V
(x
˜
p)T
[
Css I
˜
p] , (1st-order tensor)
C = 1
V
[
(x
˜
p)T Css
]
⊗x
˜
p . (2nd-order tensor)
(59)
Similarly, substituting the expression for the reaction heat
flux from Eq. (52) in (57) and using the discrete form of the
prescribed temperature field, given by Eq. (27), leads to the
expression for the rate of change of the macroscopic internal
energy
˙ = d
˜
T η˙
˜
+ eθ¯ + e · ∇θ¯ + f ˙¯θ + f · ∇ ˙¯θ, (60)
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d
˜
= 1
V
(I
˜
p)T  , (Column of Nq scalars)
e = 1
V
(I
˜
p)T
[
Kss I
˜
p] , (Scalar)
e = 1
V
(I
˜
p)T
[
(x
˜
p)T Kss
]
, (1st-order tensor)
f = 1
V
(I
˜
p)T
[
Css I
˜
p] , (Scalar)
f = 1
V
(I
˜
p)T
[
(x
˜
p)T Css
]
. (1st-order tensor)
(61)
The evolution of the microscopic (modal) DOFs η
˜
can also be
expressed in terms of θ¯ and ∇θ¯ using Eq. (55) in conjunction
with Eq. (27)
αη
˜
+ η˙
˜
= −V
(
d
˜
T ˙¯θ + a
˜
T · ∇ ˙¯θ
)
. (62)
For the selected microscopic RVE, with known (constant)
material properties, the calculation of, the steady-state basis,
the eigenvectors 
˜
k
, decay times τ k and the coefficients in
Eqs. (59) and (61) are performed in an off-line stage once
and for all. The online stage consists of the solution of only
the macroscopic enriched continuum equations which are
specialized in the following subsection.
3.4 Thermal enriched continuum atmacroscale
Together, the energy balance equation at the macroscale
(8), the constitutive equation for the macroscopic heat flux
(58), the constitutive equation for the rate of change of
macroscopic internal energy (60) and the evolution equa-
tion for η
˜
(62) constitute an enriched continuum model at the
macroscale
∇ · q + ˙ = 0
q = −a
˜
T η˙
˜
− bθ¯ − B · ∇θ¯ − c ˙¯θ − C · ∇ ˙¯θ
˙ = d
˜
T η˙
˜
+ eθ¯ + e · ∇θ¯ + f ˙¯θ + f · ∇ ˙¯θ
αη
˜
+ η˙
˜
= −V
(
d
˜
T ˙¯θ + a
˜
T · ∇ ˙¯θ
)
(63)
The modal amplitudes η
˜
, can be considered at the macro-
scopic description as internal variables which are responsible
for the representation of the lagging behavior due to thermal
inertia. To solve the system of Eq. (63) different solution
schemes can be adopted. For example, η
˜
can be condensed
out at the macroscopic integration points leading to a single
field (macroscopic temperature θ¯ ) solution scheme, or both
η
˜
and θ¯ can be solved as macroscopic degrees of freedom,
which leads to a multi-field solution scheme. The solution of
the enriched macroscale continuum is not the scope of the
present paper, but will be provided in future work instead.
3.5 Identification of transient reduced basis
Here, we discuss the selection of the transient reduced basis
∗
 from the complete basis  obtained by solving the eigen-
value problem (43). Since the right-hand side of Eq. (62) acts
as the forcing term for each k-th equation, the variable ηk cor-
responding to a higher value of the coupling term dk or aki
will have a higher amplitude. This information is exploited
to identify the eigenvectors with a significant contribution
to the thermal inertia at the macroscale, whereas the other
eigenvectors can be neglected in the analysis. The eigenvec-
tors associated to dk with relatively high contribution are
identified using
Edk = |dk |/max |dk |, (64)
and the eigenvectors associated to aki with relatively high
contribution are identified by,
Eaki = ||a
k ||/max |aki |, (65)
Then, a reduced transient eigenbasis
∗
 can be obtained by
requiring a minimum threshold ε
∗
d
˜
= {
˜
k ∈  : Edk ≥ ε}, (66a)
∗
a
˜
i = {
˜
k ∈  : Eaki ≥ ε}, (66b)
∗
 = ∗d
˜
∪ ∗a
˜
i . (66c)
4 Numerical examples
In this section, numerical examples are presented for a
microstructure with randomly distributed circular inclusions.
First, the steady-state and the transient reduced basis are
identified, then the identification criteria for the transient
reduced basis are assessed by analyzing the ηk evolution
and the error norms. The temperature profile and the macro-
scopic quantities computed with the proposed reduced order
homogenization method are compared with the conventional
steady-state and transient computational homogenization.
Finally, an analysis is performed for different separation of
scales regimes and microscale domain sizes, which explores
the range of validity of the proposed reduced order homog-
enization.
4.1 Problem settings
A microscopic domain, shown in Fig. 2, with monodispersed
circular inclusions is generated using a level set based ran-
dom sequential adsorption method [46]. The inclusions are
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l
d
Fig. 2 A microscopic domain (RVE) with monodispersed circular
inclusions; l is the characteristic size of the RVE and d the diameter
of the inclusion
allowed to cross the RVE boundary under the applied peri-
odicity constraint. The RVE is discretized with a periodic
finite mesh, which ensures that opposite sides of the domain
have corresponding nodes to match periodicity. The default
parameters used in the numerical examples are provided in
Table 1. A high contrast two phase material is considered in
the simulations, such that the ratio between the diffusivity of
the matrix and the inclusion is Dm/Di = 105. The micro-
scopic domain is excited by the macroscopic temperature θ¯
and its gradient ∇θ¯ oscillating in time as
θ¯ (x, t) = θ¯max sin(ωt)
∇θ¯ (x, t) = (∇θ¯ )max sin(ωt) (67)
where ω = 2π/T is the angular frequency and T is the total
loading time. In the simulations, one period of the loading
cycle has been considered. Note, that the default material
parameters, microscopic length scales and the characteristic
loading time satisfy the relaxed separation of scales as pre-
sented in Sect. 2. The RVE is discretized with three-node
linear triangular finite elements with a finer mesh inside
the inclusion. The time integration is performed using a
backward-Euler scheme with a time step size of t =
10−3T . Finally, a non-dimensional problem is solved, in
which the total time is normalized with respect to the char-
acteristic diffusion time of the inclusion i.e. tˆ = t/ti ,
the lengths are normalized with respect to the characteris-
tic length of the RVE i.e. lˆ = x/l, and the temperature
is normalized with the maximum attainable temperature in
the microscopic domain i.e. θˆ = θ/θmax, where θmax =
θ¯max +∇θ¯max · xmax and xmax = [l, l]. Next, we identify the
steady-state and transient reduced basis.
4.2 Reduced basis identification
The reduced bases are computed during an off-line stage,
which consists in performing the static condensation, solving
an eigenvalue problem and computing the coefficients given
in Eqs. (59) and (61).
4.2.1 Steady-state basis
The steady-state part of the microscopic temperature field
θss is given by Eq. (37), where each column S
˜
k of S is
a load case constituting the steady-state global basis. The
corresponding prescribed temperature degrees of freedom in
θ
˜
p are the coefficients. The size of the steady-state reduced
basis is dependent on the type of boundary conditions used at
the microscale. If, for example, zero fluctuations boundary
condition is applied to all nodes on the boundary to fulfill
the scale transition relations then the size of the steady-state
reduced basis will be equal to the number of nodes on the
RVE boundary and the corresponding coefficients will be the
Table 1 Default parameters
used in the simulation Parameter Symbol Value Units
RVE length l 1.0 (mm)
Inclusion diameter d 0.3 (mm)
Matrix volume fraction V fm 0.4349
Inclusion volume fraction V fi 0.5651
Matrix diffusivity Dm 1 × 105 (m2/s)
Inclusion diffusivity Dm 1 (m2/s)
Matrix characteristic time tm = l2/Dm 1 × 10−5 (s)
Inclusion characteristic time ti = d2/Di 0.09 (s)
Number of elements 20620 TRI3
Number of nodes 10484
Total loading time T 0.1ti (s)
Loading frequency ω 1
Maximum macroscopic temperature (normalized) θmax 30 (K)
Maximum macroscopic temperature gradient (normalized) ∇θ¯max [3, 3] (K/m)
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Fig. 3 The steady-state part of
the temperature field θss
decomposed into its reduced
basis S and corresponding
coefficients θ p
S1 S2 S3
θss = S θp = θ1+ θ2+ θ4
1.20−1.2
Φ1 Φ5 Φ41 Φ42
Φ47 Φ113 Φ119
θtr =
∗
Φη = η1+ η5+ η41+ η42+
η47+ η113+ η119
−7 0 7
Fig. 4 The transient part of the temperature field θtr decomposed into its reduced basis  and corresponding coefficients η
prescribed temperature degrees of freedom at all the nodes
of the RVE boundary. For the periodic boundary conditions,
as used in this work, θ
˜
p includes the temperature values of
the three prescribed nodes, i.e. which are defined at nodes
1, 2 and 4 and the size of the steady state reduced basis con-
sequently equals three corresponding to the three load cases
to be solved. For the considered microstructural model, the
steady-state response is decomposed into its reduced basis
and corresponding coefficients as shown in Fig. 3.
4.2.2 Transient basis
To identify the transient basis, an eigenvalue problem is
solved for the first 200 eigenvectors  , through which the
transient reduced basis
∗
 is identified. The size of the tran-
sient reduced basis depends on the micro-structure topology
and material contrast between the matrix and the inclusions.
It is selected by the criteria provided in Eq. (66) based on
the relative contribution of the coupling terms d
˜
and a
˜
.
The transient response θtr is decomposed into its reduced
basis,
∗
 = {
˜
1,
˜
5,
˜
41,
˜
42,
˜
47,
˜
113,
˜
119} ∈  and
corresponding coefficients, as shown in Fig. 4. Since the
relaxed separation of scales is satisfied, the eigenvectors have
non-negligible contributions only inside the inclusions. In
general, when using a reduced basis description for the tran-
sient analysis of a heat conduction problem, only the first or
first few consecutive eigenvectors with the lowest eigenval-
ues are commonly used [13]. This is different in the current
analysis, where based on the coupling terms d
˜
and a
˜
, eigen-
vectors {
˜
41,
˜
42,
˜
47,
˜
113,
˜
119}, with high eigenvalues
have also been selected, which are significantly important for
capturing the effect of the microscale thermal inertia at the
macroscale. This will be verified in the following by assess-
ing the evolution of the ηk fields, and comparing the error
norms with respect to the reference CTH solution.
The evolution of η
˜
is obtained by time integration of
Eq. (55) for the given θ¯ and ∇θ¯ . Seven ηk with the highest
amplitude are shown in Fig. 5. These ηk values correspond
to the reduced transient basis shown in Fig. 4, selected by
the criteria (66). The selected eigenvectors, even these with
higher eigenvalues, are important for an adequate approxima-
tion of the macroscopic quantities q and ˙. Next, we perform
an error analysis to verify this assertion.
Considering the computational transient homogeniztaion
(CTH) solution as the reference one, the selection crite-
ria for the reduced transient basis
∗
 can be verified using
a-posteriori error measures. To evaluate the effect of the addi-
tion of each new eigenvector on the accuracy of the micro-
scopic temperature field θRTH calculated with the reduced
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Fig. 5 The time evolution of the ηk coefficients acting on the transient
reduced basis
∗

transient homogenization (RTH), it is enriched sequentially
with Nq eigenvectors i.e. ,
θRTHq = θss+θtr = S θ
˜
p+
∑Nq
k=1 
˜
kηk , Nq = 1, 2, 3, . . . , 200.
(68)
A time averaged L2 error norm with respect to the reference
CTH solution can be written as
εθNq =
1
T
∫
T
||θCTH(t) − θRTHNq (t)||L2
||θCTH(t)||L2
dt, Nq = 1, 2, 3, . . . , 200.
(69)
Figure 6a shows that the decrease in the error εθNq only occurs
with the addition of particular eigenvectors, which are exactly
the ones identified by criterion (66) and shown in Fig. 4.
Similarly, an error measure is formulated for the macroscopic
quantities, in this case for the rate of change of macroscopic
internal energy as
ε˙Nq =
||˙CTH − ˙RTHNq ||L2
||˙CTH||L2
, Nq = 1, 2, 3, . . . , 200. (70)
The accuracy of the macroscopic quantity ˙ also increases
only with the addition the dominant eigenvectors indicated
by the criteria in Eq. (66). This a-posteriori analysis is carried
out for validation purposes only. Because of its associated
computational costs, it is not recommended to be used in an
actual multi-scale analysis.
4.3 Homogenization results
Next, we compare the microscopic temperature field and the
macroscopic quantities computed with the proposed reduced
transient homogenization (RTH), method the conventional
steady-state (SSH) and the transient computational homoge-
nization (CTH) methods.
4.3.1 Microscopic temperature field
In this article, conventional transient homogenization (CTH)
is considered as the reference solution, which is proven
against DNS in the literature, for example see [28,29]. There-
fore, we chose not to repeat the validation of CTH against
DNS. In general, homogenization methods require the solu-
tion of the primary variable at the microscale and then
averaging is performed to obtain macroscopic quantities.
To calculate the temperature fields in SSH and CTH stan-
dard finite element computations (with periodic boundary
conditions) on the microstructural domain (RVE) are per-
formed. For computing the temperature field in RTH, first the
η
˜
variables are solved using Eq. (62), then the total micro-
scopic response is obtained by substituting η
˜
and θ
˜
p into
Eq. (49). Figure 7 shows the temperature profiles at time
Fig. 6 a Time averaged L2 error
norm for the microscopic
temperature field. b L2 error
norm for the rate of change of
macroscopic internal energy ˙.
The error is computed relative to
the reference CTH solution for
the sequential enrichment of the
microscopic transient basis by
addition of extra eigenvectors
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θss = S θp θtr =
∗
Φη θRTH θCTHθSSH
= + = ≈
-1 0 1 [θ/θmax]
Steady-State
Homogenization
(Erroneous Method)
Reduced Transient Homogenization (Proposed Method)
Conventional Transient
Homogenization
(Expensive Method)
Fig. 7 Non-dimensional temperature fields computed with the SSH (left), RTH (center) and CTH (right) at time step t = 156t
step t = 156 × t[s] for RTH in the center, SSH on the left
and CTH on the right. The RTH response is further decom-
posed into its steady-state θss and transient θtr parts. The
steady-state RTH part is equal to the SSH full microscopic
response θSSH (i.e. computed using steady-state assumption
at the microscale). The steady-state approximation is not able
to capture the transient effects and be used in the transient
regimes represented by Eqs. (6) and (7). The RTH properly
accounts for the transient and inertial effects and the result-
ing solution field is approximately equal to the reference, but
computationally expensive, CTH response. Next, we com-
pare the effective macroscopic quantities calculated with the
different homogenization methods.
4.3.2 Effective macroscopic quantities
The effective macroscopic quantities are post-processed from
the microscopic temperature field. The procedure for the
evaluation of the effective quantities differ for the different
homogenization schemes. In the SSH and CTH schemes, the
computation of θ
˜
f and post-processing to obtain q
˜
p
n follows
from the solution of the finite element system of equations
and (32), respectively. For calculating the macroscopic heat
flux q, in both SSH and CTH, Eq. (56) is used. For calcu-
lating the rate of change of the macroscopic energy ˙ for
CTH, expression (57) is utilized. Since in SSH transient iner-
tia effects are disregarded, following the work of [24], the rule
of mixtures for the effective thermal capacity is used. In RTH,
once the coefficients terms in (59) and (61) are calculated,
the macroscopic heat flux q and the rate of change of the
macroscopic internal energy ˙ are computed directly using
(58) and (60), respectively. The expressions for the macro-
scopic quantities used in different homogenization schemes
are summarized in Table 2. As shown in Fig. 8, the effective
macroscopic quantities calculated with the proposed RTH
method approximate very well the reference solution cal-
culated with the CTH method. This indicates that the RTH
method adequately captures the macroscopic phenomena.
The macroscopic heat flux calculated with SSH is nearly
equal to the one calculated with the transient homogeniza-
tion methods, which implies that for the considered example,
the difference 〈˙(x − x)〉 is negligible compared to 〈q〉.
Indeed, due to the “fast” connected matrix, the heat flux
reaches a steady-state almost instantaneously when the tem-
perature changes at the prescribed part of the boundary. When
some transient phenomena in the matrix are not negligible,
for example in the regime given by Eq. (6c), the difference
〈˙(x − x)〉 becomes significant. However, such regimes are
outside the limits of applicability of RTH; this limitation is
further examined in Sect. 4.4. In SSH, the rate of change of
the macroscopic internal energy ˙ is overestimated due to the
use of the rule of mixtures. The thermal inertia, due to the
slow transient inclusions, results in a lagging behavior which
is well captured by CTH and the proposed RTH method.
4.3.3 Computational costs
In RTH, the solution of the microscale problem is obtained in
two steps; an off-line step and an on-line step. In the off-line
step, the eigenvalue problem is solved and the coefficients
(59) and (61) are calculated and stored. In the on-line step,
evolution of the modal coefficients is obtained by solving
(62) and subsequently used to extract the effective quantities.
In CTH, the solution to the microscale problem is obtained
by an on-line step, only involving the solution of the sys-
tem of Eq. (32). Comparison between the computational
times for CTH and RTH, should be made only for the on-
line solution stage corresponding to the costs of computing
the effective quantities for a macroscopic point, since the
RTH off-line stage and storage of the coefficients is done
once and for all on beforehand. Figure 9 shows the compu-
tational times, as a function of the number of the underlying
microscopic problems (in a two-scale macroscopic simula-
tion this corresponds to an increasing number of elements
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Table 2 Expressions for the
effective macroscopic quantities
in different homogenization
schemes
Quantity RTH CTH SSH
q −a
˜
η˙
˜
− bθ¯ − B · ∇θ¯ − c ˙¯θ − C · ∇ ˙¯θ 〈q − ˙(x − x)〉 〈q〉
˙ d
˜
η˙
˜
+ eθ¯ + e · ∇θ¯ + f ˙¯θ + f · ∇ ˙¯θ 〈˙〉 θ˙〈ρc〉
Fig. 8 Comparison of a
effective macroscopic heat flux
q and b effective rate of change
of macroscopic internal energy
˙ computed with the CTH, RTH
and SSH method
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Fig. 9 CPU time as a function of the number of microscopic prob-
lems solved with with computational expensive CTH and the proposed
reduced order RTH method
at the macroscale). The simulations were performed on a
computer with a core-i5@3.2 GHz processor and 8 Gb RAM
using Matlab 2018b. The computational gain with RTH is sig-
nificant. The ratio between the simulation times using CTH
and RTH was approximately 2.5 × 107 in all cases. Consid-
ering the resulting high accuracy, as shown in Fig. 6, and
the computational gain observed here, RTH is qualified for
replacing CTH in the regimes where it is applicable. To prop-
erly assess the limits of applicability of RTH the separation
of scales due to changes in material properties and the size
of microscopic domain are scrutinized next.
Table 3 Material properties used to achieve different scale separation
regimes
Scale separation regime Di (m2/s) Dm (m2/s)
T ∼ tm ∼ ti (6a) 1 5
(T ∼ tm) > ti (6b) 1 × 10−3 1
(T ∼ ti ) > tm (6c) 1 1 × 102
4.4 Applicability limits of RTH
Performing RTH for mechanical problems [37] is equiva-
lent to substructuring in structural dynamics systems [36],
in which the boundary of each substructure is assumed to
accommodate a rigid body motion with respect to the load-
ing conditions, for which neglecting the dynamic effects of
the boundary may lead to a too stiff mechanical response.
Similar phenomena are observed here for heat conduction
problems, i.e. when the combination of material properties
of the microscale constituents and the loading conditions do
not satisfy the relaxed separation of scale, pushing RTH out-
side its applicability limits, as illustrated in the following.
4.4.1 Scale separation regimes
To perform this analysis, only the material properties are
varied to achieve different scale separation regimes in Eq. (6).
These material properties are given in the Table 3.
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Fig. 10 Comparison of the time evolution of the macroscopic quantities, effective heat flux—first row and the rate of change of internal energy—
second row, calculated using RTH and CTH with different material properties leading to different separation of scales regimes as shown in Table 3
Fig. 11 Effect of RVE size lˆ on
the time averaged a macroscopic
heat flux and b the rate of
change of macroscopic internal
energy calculated with the SSH,
CTH and RTH methods
(a) (b)
When significant transient phenomena exist in the matrix,
represented by Eqs. (6a) and (6b), the results are shown in
Fig. 10a, b. In this case, the proposed RTH method over-
or underestimates the macroscopic quantities as compared
to CTH. However, when the matrix is comparatively less
transient, as in Eq. (6c), RTH approximation becomes bet-
ter again.
123
Computational Mechanics
4.4.2 Size effect
To obtain non-zero time averaged macroscopic quantities,
the normalized loading frequency is changed to ω = 0.25.
The effect of the non-dimensional microscopic length lˆ on
the time-averaged macroscopic quantities can be seen in
Fig. 11. As discussed earlier, the SSH method relies on the
steady-state assumption at the microscale and is therefore
unable to capture the size effects; the SSH response remains
constant as the RVE size increases. Both CTH and RTH
methods capture the size effect, however as the RVE size
increases the characteristic diffusion time of the matrix also
increases, which leads to a “stiff” response and RTH becomes
slightly less accurate compared to the reference CTH solu-
tion.
5 Conclusions and perspectives
A reduced model for the homogenization of transient
heat conduction problems was developed. It is based on
the relaxed separation of scales, under material linearity,
in which the matrix always remains in steady-state and
only inclusions experience transient effects. The effective
macroscopic quantities for transient homogenization were
obtained using the extended Hill–Mandel condition adopted
for the transient thermal problems. The main contribu-
tion of this work is the development of a model reduction
approach at the microscale, where the microscopic solu-
tion and the macroscopic quantities are represented in terms
of the steady-sate and transient reduced bases along with
their corresponding coefficients. This reduced homogeniza-
tion technique adequately captures microscopic transient
effects in its target regime of scale separation. Signifi-
cant computational gain was observed as compared to the
conventional transient homogenization scheme. In future
work, the enriched continuum formulation resulting from
the reduced transient homogenization procedure will be
used to solve macroscopic boundary value problems. A
reduced model for coupled thermo-mechanical problems
can also be formulated in which both the thermal and
mechanical problems can be solved with a similar reduced
approach.
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