This preprint is in final form. It appeared in: J. Approx. Theory 159 (2009), pp. 224-242. In the Chung-Yao construction of poised nodes for bivariate polynomial interpolation [4], the interpolation nodes are intersection points of some lines. The BerzolariRadon construction [1, 8] seems to be more general, since in this case the nodes of interpolation lie (almost) arbitrarily on some lines. In 1982 Gasca and Maeztu conjectured that every poised set allowing the Chung-Yao construction is of BerzolariRadon type. So far, this conjecture has been confirmed only for polynomial spaces of small total degree n ≤ 4, the result being evident for n ≤ 2 and not hard to see for n = 3 . For the case n = 4 two proofs are known: one of J. R. Busch [2] , and another of J. M. Carnicer and M. Gasca [3]. Here we present a third proof which seems to be more geometric in nature and perhaps easier. We also present some results for the case of n = 5 and for general n which might be useful for later consideration of the problem.
Introduction
This paper originated from a joint effort to deal with the GC n -conjecture, due to Gasca and Maeztu [5] , see section 3. It deals with the construction of fundamental polynomials for bivariate polynomial interpolation, for special configurations of the interpolation nodes.
We start with some general notation. Let Π n denote the space of algebraic polynomials p = p(x, y) in two variables, of total degree less than or equal to n. For interpolation, we use a set X s = {(x 1 , y 1 ), (x 2 , y 2 ), . . . , (x s , y s )} ⊂ R 2 (1.1) of s different nodes, the interpolation nodes.
Definition 1.1
The interpolation problem ( Π n , X s ) is called poised (or unisolvent), if for any data {c 1 , . . . , c s } there is a unique polynomial p ∈ Π n satisfying the interpolation conditions p(x j , y j ) = c j , i = 1, . . . , s .
(
1.2)
Since dim Π n = n+2 2
, by choosing a polynomial basis the above conditions
give a system of s linear equations with n+2 2
unknowns-the coefficients of the polynomial with respect to the basis chosen. The poisedness means that this system has a unique solution for any right-hand side of the system of equations. This implies the following necessary condition of poisedness:
In this latter case, the linear system is unisolvent for arbitrary values c j , j = 1, . . . , N , if and only if the corresponding homogeneous system has no solution except the trivial one:
The interpolation problem ( Π n , X N ) with a set of nodes X = X N = {(x j , y j )} N j=1 ⊂ R 2 , and N = Consequently, we shall also refer to the set X as being (Π n -)poised.
Since the number of unknowns in the system equals the number of equations, the condition of unique solvability of the homogeneous equations is in turn equivalent to the general solvability of the corresponding inhomogeneous system with any right-hand side values. In particular, all N fundamental polynomials do exist, see our discussion below concerning independence of nodes.
Two basic tools frequently used in proving the implication (1.3) are now presented. Here, for a polynomial p ∈ Π n and a line ℓ we denote by p ℓ the restriction of p to ℓ. Also, we use the same letter ℓ for a polynomial ℓ ∈ Π 1 and for its zero set which is the line defined by the equation ℓ(x, y) = 0. Proposition 1.3 Suppose that p ∈ Π n , and consider n+1 distinct points (x j , y j ), j = 0, . . . , n, on some line ℓ. Then the following hold. (ii) p ℓ = 0 =⇒ p = ℓ · q with q ∈ Π n−1 .
Proof. We include the proof of this standard and well-known result for the sake of completeness.
(i) Suppose without loss of generality that ℓ is given by an equation y = k x + b, and consider the polynomial r(x) = p(x, k x + b). This is a univariate polynomial of degree at most n, and it represents the restriction of p(x, y) to ℓ. From r(x j ) = 0, j = 0, . . . , n, we conclude that r ≡ 0.
(ii) Here we have p(x, k x + b) ≡ 0. Let p(x, y) = i+j≤n a ij x i y j . Then we get p(x, y) = p(x, y) − p(x, k x + b) = i+j≤n a ij x i y j − (k x + b) j .
The terms in square brackets vanish for j = 0, and are divisible by y −(k x+b) for j ≥ 1, due to the identity α j − β j = (α − β)
For a more general version of this proposition allowing for multiplicities of points, see [6, Lemma 4] .
Note that part (i) of this proposition tells that bivariate polynomials behave on lines like univariate polynomials. Also in extending the proof of part (ii) we readily get the following: If p ∈ Π n vanishes at all points of an algebraic curve given by y = s(x), where s(x) is a univariate polynomial of degree k, then p(x, y) = y − s(x) q(x, y) for some q ∈ Π n−k .
Next we study the concept of linear dependence and independence of nodes, with respect to a given polynomial space. Here, fundamental polynomials play At this point we are ready to understand the background of the Gasca-Maeztu conjecture (also known as GC n -conjecture; see Conjecture 3.1). It originated from the idea to have fundamental polynomials which are products of linear polynomials, as it always happens to be in univariate polynomial interpolation. So, given a point A = (x k , y k ) ∈ X s , we would like to find n linear polynomials ℓ
is a fundamental polynomial for A in Π n . In this case we will say that the point A uses the lines ℓ Definition 1.6 Given a Π n -poised set X s , we say that a point A ∈ X s uses a line ℓ, if ℓ is a factor of the fundamental polynomial p ⋆ A,Xs .
If for a Π n -poised set X = X N , each point A ∈ X N has a fundamental polynomial of the form (1.6), then we say that X N satisfies the Chung-Yao geometric characterization (see Definition 2.4). Also, the Bezout-type proposition 1.3 implies that if X N is Π n -poised, then at most n + 1 points are on a line ℓ. And if there is a line ℓ containing n + 1 points Y = {y 1 , y 2 , . . . , y n+1 } ⊂ X N , then each point A ∈ X N \ Y must use this line for its fundamental polynomial. The GC n -conjecture claims that for each configuration of nodes X N satisfying the Chung-Yao geometric characterization, there is such a line containing a maximal number of nodes. The conjecture is verified so far only for n ≤ 4.
In this paper we reconsider the problem, and after an introductory section dealing with Berzolari-Radon and Chung-Yao constructions of poised sets, we present-in section 3-some basic preliminaries for point sets satisfying the geometric characterization property introduced by Chung and Yao. These are used for a new proof of the conjecture for n = 4, in section 4. We do not have a proof for higher orders n, but in section 5 we present a few results which might be useful to get closer to a solution.
Construction methods for poised sets
There are two standard constructions of poised sets, one by Berzolari [1] and Radon [8] , and the other one by Chung and Yao [4] , which we want to describe briefly. 
The Berzolari-Radon construction.
This is the most general construction we know of, and it is described by the following result.
Proposition 2.1 Consider n + 1 lines ℓ k , k = 1, 2, . . . , n + 1, and a set X containing N = n+2 2 = (n+1) + n + · · · + 1 nodes such that
Then X is Π n -poised.
Proof. In order to apply Proposition 1.2, let us assume that the set X is of the above form, and that p ∈ Π n vanishes on X. Since p vanishes on the n + 1 nodes on ℓ 1 , we may conclude from Proposition 1.3 that p = ℓ 1 q n−1 with q n−1 ∈ Π n−1 . Furthermore, p vanishes on the n nodes on ℓ 2 , but because of (2.1), these points do not lie on ℓ 1 , so q n−1 has to vanish at these points. Therefore, again by Proposition 1.3, we have p = ℓ 1 ℓ 2 q n−2 with q n−2 ∈ Π n−2 . Continuing this argument yields p = ℓ 1 ℓ 2 . . . ℓ n q 0 with q 0 ∈ Π 0 , i. e., a constant. Since the last remaining point does not lie on any of the lines ℓ 1 , . . . , ℓ n , the fact that p vanishes at this point implies q 0 = 0 and thus p ≡ 0.
We shall call a set X satisfying (2.1) a B-R poised set (compare Figure 1 ).
This result has the following two immediate extensions.
Corollary 2.2 Consider m lines ℓ k , k = 1, 2, . . . , m, for some m ≤ n, and a set X containing (n+1) + n + · · · + (n+2−m) nodes such that
Then any polynomial p ∈ Π n vanishing on X satisfies p = ℓ 1 . . . ℓ m q for some q ∈ Π n−m .
Corollary 2.3
Consider m lines ℓ k , k = 1, 2, . . . , m, for some m ≤ n, and a set X containing n 1 + n 2 + · · · + n m nodes with n k ≤ n+2−k, such that
Then the set X is Π n -independent.
Proof. Indeed, X can easily be extended to a B-R poised set.
Consequently, we shall call a set X satisfying (2.3) a B-R subset for Π n . Conditions (2.1)-(2.3) are referred to as B-R conditions.
It is worth noting that if no node in X is an intersection point of the lines, then these conditions are verifiable at first glance. In this case, the set X is denoted as a plain B-R set (or subset) for Π n .
2.2 The Chung-Yao condition GC n .
The second construction of poised sets we want to describe caused Chung and Yao to introduce the following condition of geometric characterization (GC n ).
elements is said to satisfy the geometric characterization GC n if for each A ∈ X, there exist (at most) n lines ℓ
Consequently, X is Π n -poised, and the fundamental polynomials are given by
It is immediate that GC n is equivalent to the condition that each fundamental polynomial is the product of linear factors, and this readily yields the following result.
Lemma 2.5 Assume that X ⊂ R 2 with #X = N satisfies GC n . Then for each node, there is a unique set of (exactly) n lines containing all the other nodes; in particular, each of these lines contains at least two nodes.
Proof. Since we can write down the fundamental polynomial for each node in X, we may conclude from Proposition 1.5 that the set is poised. This implies in particular that the fundamental polynomials are unique up to constant factors. Therefore, for each A ∈ X, the set of lines constituting p ⋆ A is unique and their number has to equal n-since otherwise, the degree of p ⋆ A would be less than n, and we could multiply this polynomial with any line not containing the node A to obtain a different p ⋆ A . Also, uniqueness implies that each line has to contain at least two nodes, since otherwise, this line could be rotated around the (single) node contained in it, again generating a different p ⋆ A .
We present two straightforward examples of lattices satisfying GC n .
The Chung-Yao natural lattice.
Choose any n + 2 (different) lines in the plane with the property that no two lines are parallel, and no three lines intersect in one point. Then the set X of intersection points of these lines consists of exactly n+2 2 elements, and each A ∈ X is lying on exactly two of these lines. Consequently, all the other points are contained in the remaining n lines, i. e., X satisfies GC n (compare Figure 2 ).
The Newton lattice.
Here, we define X = (j, k) ∈ N 2 0 : j + k ≤ n (or the image of this set under some affine transformation of the plane). Considering three families of lines, namely,
where k = 0, . . . , n in each case, we see that X consists of the intersection points of these three families of lines, namely, (compare Figure 3) . The fundamental polynomials are given by
It is worth mentioning that while the Chung-Yao construction can be seen as a generalization of the Lagrange formula, where the fundamental polynomials are products of linear factors, the Berzolari-Radon construction rather extends the concept of the Newton formula, where we construct a basis of polynomials with increasing degree as products of linear factors (see [5] , [7] ).
Note that both the Chung-Yao natural lattice and the Newton lattice are special cases of the Berzolari-Radon construction.
The Gasca-Maeztu conjecture
The Gasca-Maeztu conjecture, also known as the GC n -conjecture, states the following.
If a set X of nodes in R 2 satisfies GC n , then there is a line passing through n + 1 nodes of X .
So far, this has been verified only for n ≤ 4. For n = 1, there is nothing to show. For n = 2, the conjecture says that if five points are contained in two lines, then three of them have to be on one line, which is obvious. The case n = 3 will be shown at the end of this section. For the case n = 4 , two proofs are known; one is by J. R. Busch [2] and the other by J. M. Carnicer and M. Gasca [3] . We shall present a third proof which seems to be somewhat easier and more geometric.
Actually, the Gasca-Maeztu conjecture states that every Chung-Yao poised set is at the same time B-R poised. Indeed, assuming that the conjecture is true, consider a set X satisfying GC n and let ℓ 1 be a line passing through n + 1 nodes of X. Then it suffices to verify that X ′ := X \ ℓ 1 satisfies GC n−1 . This follows from the fact that, in view of Proposition 1.3, all the nodes of X
), and then we have for p ∈ Π n that
where γ is chosen such that p(A) = 0. According to the Lagrange formula (1.5), p is a linear combination of the fundamental polynomials of those nodes in X where p does not vanish. Since by construction, p vanishes on N ℓ 1 ,...,ℓ k and on X ∩ k j=1 ℓ j , we can write
where
. By definition, each fundamental polynomial in this sum uses all the ℓ j , therefore p and thus p ⋆ A,X uses all the ℓ j , which is a contradiction to A ∈ N ℓ 1 ,...,ℓ k .
Finally, note that
. Therefore we have for p ∈ Π n that p X\X ′ = 0 implies (3.4) which establishes one direction of (3.2). The other direction is trivial.
The special case k = 1 of this result has already been shown by Carnicer and Gasca:
Assume that X satisfies GC n . For a given line ℓ , define N ℓ to be the set of all nodes in X which neither lie on ℓ nor use ℓ. Then the following hold.
(i) If ℓ passes through at most n nodes in X, then N ℓ is nonempty, and it is Π n−1 -dependent. Moreover, for no element A ∈ N ℓ there is a fundamental polynomial p
Proposition 3.4 Assume that X satisfies GC n with n ≥ 2 . If a line ℓ containing n nodes of X is being used by n−1 2 + 1 nodes, then there is a line with at least n + 1 nodes.
In particular, this means: (n = 3) If X satisfies GC 3 , and a line with 3 nodes is being used by at least 2 nodes, then there is a line with at least 4 nodes. (n = 4) If X satisfies GC 4 , and a line with 4 nodes is being used by at least 4 nodes, then there is a line with at least 5 nodes. (n = 5) If X satisfies GC 5 , and a line with 5 nodes is being used by at least 7 nodes, then there is a line with at least 6 nodes.
(The cases n = 3 and 4 can already be found in [3] .)
Proof. Consider the set N ℓ defined above and let µ = #N ℓ . By assumption, we have µ ≤ n+2 2
− n − n−1 2 + 1 = 2 n − 1 . Corollary 3.3 tells us that N ℓ is Π n−1 -dependent, but a set of at most 2 n − 1 points is Π n−1 -dependent (if and) only if n + 1 points are on a line (see [6] for a more general result in this direction). To see this, it suffices to note that if at most n points are on a line, the set is a B-R subset for Π n−1 (compare Corollary 2.3) and therefore is Π n−1 -independent. This can be shown by induction on n, starting with a line containing the maximal number of nodes and verifying that the remaining points satisfy the conditions for n − 1.
Lemma 3.5 Assume that X satisfies GC n . If at least 3 nodes are on a line, then through each of them, there is a line that is used by at least 2 nodes.
Proof. Consider a line ℓ containing at least 3 elements of X , and a node A ∈ X ∩ ℓ . Each of the other n+2 2 − 1 elements of X uses a line containing A and some other node of X. But since ℓ contains at least three nodes, there are at most n+2 2 − 2 different such lines, so at least one line has to be used more than once. Now we can prove the Gasca-Maeztu conjecture for n = 3. Assume that X satisfies GC 3 , but no 4 points of X are collinear. Then for each A ∈ X, the remaining 9 points are on three lines, each line containing exactly three nodes. So every line used by some node contains three nodes. By Lemma 3.5, there exists a line that is used by two nodes, which by Proposition 3.4 implies that there is a line with 4 nodes, and we have a contradiction. Since our proof essentially works by contradiction, it will be convenient to say that a set X has the property GC − n if it satisfies GC n but there is no line passing through n + 1 points of X . (Note that the Gasca-Maeztu conjecture thus simply states that there exists no set X with the property GC − n .) We begin our proof by first describing the possible configurations in the case of GC − 4 and then stating and proving two auxiliary results.
Assume that X is a set of
The ≥ indicates that the line may pass through extra nodes contained in other lines. Such nodes are intersection points of lines, and we call them primary for the line for which they are counted, and additional for the other(s). Note that the lines marked with "=" cannot have additional nodes. If X contains such intersection points, then the assignment of the nodes to the lines is not unique, and we can switch between the two configurations by choosing a different assignment.
Lemma 4.1 Assume that X satisfies GC − 4 . If a line is used by two nodes, it has to contain four nodes.
Proof. Suppose to the contrary that two nodes A and B share a line with at most 3 nodes. If A uses configuration 4 + 4 + 3 + 3, we have
Assuming w. l. o. g. that ℓ ≥3 =: ℓ =3 is the common line, then 
By assumption, ℓ ≥2 is the common line, containing two primary and at most one additional node, so
Again, q has to vanish at all the 4, 4 and 4 primary nodes of the lines ℓ =4 , ℓ ′ =4 and ℓ ′′ =4 , except at B itself and possibly one additional node on ℓ ≥2 . This means we again have three lines with (at least) 4, 3 and 2 primary nodes on them where q ∈ Π 3 vanishes, so necessarily
which again contradicts p ⋆ B (B) = 0 .
We mention here that this is a modification of a result in [2] , where instead of the condition GC − For the second auxiliary statement, we consider three sets of four collinear points each, where no point is an intersection point of the lines. That is, we consider three lines ℓ k , k = 1, 2, 3, together with three sets of nodes
We are interested in those lines passing through one point each of the three sets X i , i = 1, 2, 3 ; let us denote the set of such lines by L = L ℓ 1 ,ℓ 2 ,ℓ 3 . It is worth mentioning that the case of 12 distinct lines is actually possible, as the proof will show; this can also be seen from Figure 4 .
Instead of showing this Proposition directly, we use the duality principle of planar geometry and prove the dual statement. To this end, assume without loss of generality that the initial three lines as well as all the lines through any two points of X do not pass through the origin. Consider the one-toone correspondence between the lines not passing through the origin and the points different from the origin given by
We call the line on the left and the point on the right dual to each other, and we denote by ℓ * the point dual to the line ℓ and by (a, b) * the line dual to the point (a, b). Then we immediately obtain
In our situation, let us denote the dual points of the three original lines by (a k , b k ) := ℓ * k , k = 1, 2, 3 . The twelve points correspond to twelve lines, i. e.,
where for each k , the four lines in X * k meet in the point (a k , b k ) . Furthermore, no line from X * passes through two of these points (4.1) (since no point from X lies on two of the original lines). Finally, the set L * is the set of points where three lines of X * , one each from the X * k , meet. Now the dual of Proposition 4.2 reads as follows. Proof. It suffices to prove this dual statement, and we shall do so by establishing a slightly more general result, making use of the projective space P 2 . This means that we allow some sets of coincident lines to be replaced by sets of parallel lines, being coincident in P 2 at a point on the line at infinity. We begin our proof by assuming that, after applying an appropriate linear transformation in P 2 , the first two coincidence points are (1, 0, 0) and (0, 1, 0) , and the third one is different from (0, 0, 1) . After this step, we shall return to R 2 . Notice that in P 2 , the line at infinity z = 0 does not belong to X * , since it passes through (1, 0, 0) and (0, 1, 0) , and this would contradict (4.1). Therefore all P 2 -lines in X * correspond to lines in R 2 . The first two coincidence points being (1, 0, 0) and (0, 1, 0) means that the first two sets of coincident lines X * 1 and X * 2 consist of parallels to the x-and the y-axis, respectively. If the three original intersection points have been collinear, then the third of these is now also on the line at infinity, and X * 3 consists of four parallel lines; otherwise, these four lines meet at some finite point (α, β) in R 2 . Furthermore, because of (4.1), none of the four lines in X * 3 may be parallel to the x-or the y-axis.
Thus our problem is reduced to the following somewhat simpler situation in R 2 . We have 16 points of intersection of the first two sets of lines, namely,
where we may assume that x 1 < · · · < x 4 and y 1 < · · · < y 4 . We need to show that the four coincident or parallel lines of the third set X * 3 can pass through at most 12 of these points; and if there are indeed 12 points, then four of them belong to a horizontal line, a vertical line, or a line from X As the 16 points of R form a rectangular grid, we can distinguish 12 boundary points and 4 interior points. A line that is neither horizontal nor vertical can pass through at most 2 of the boundary points; therefore, at most (4 × 2 =) 8 of the triple intersection points can be boundary points of R. Together with the four interior points, this establishes already the upper bound of 12 triple intersection points.
If there are indeed 12 triple intersection points, then each line in X * 3 has to contain two boundary points, and together they have to contain the four interior points. Let us assume that none of the lines in X * 3 contains four points of R, then each of these lines has to contain exactly one of the inner points, and thus the position of (α, β) determines the four lines. We distinguish five cases: If (α, β) is a finite point, it suffices to consider the four cases depicted in Figure 5 because of symmetry; otherwise X * 3 consists of parallel lines, which A line passing through (α, β) and two boundary points of R necessarily uses one of the four points (x k , y 1 ), k = 1, . . . , 4. This determines the four lines, and therefore these points are 4 triple intersections points contained in the line y = y 1 , as claimed. It is straightforward to construct a grid R that actually does allow for 12 triple intersection points in this way.
A line passing through (α, β) and two boundary points of R has to use one boundary point with y ∈ {y 1 , y 2 } and the other with y ∈ {y 3 , y 4 }. But the four lines through (α, β) and the four interior points cannot meet the points (x 1 , y 2 ) and (x 4 , y 2 ), so the four lines have to use the four points (x k , y 1 ), k = 1, . . . , 4, which lie on the line y = y 1 . V. X * 3 consists of parallel lines. Again by symmetry, we may assume without loss of generality that the lines have positive slope, and then the reasoning is the same as in case I. Also in this case, it is easy to construct an example with 12 triple intersection points: Choose the lines in X * 1 and X * 2 to be equidistant, then the 16 points form a regular grid, and let X
and p
since these polynomials have the desired properties, and characteristic polynomials are essentially unique. By Proposition 3.4, it follows that no other node besides A, B, and C is using any of the lines ℓ =4 , ℓ ′ =4 and ℓ ′′ =4 . Therefore each of the remaining 12 nodes uses four lines, three of which belong to
. This yields 12 × 3 = 36 uses of lines in L. By Lemma 4.1 and Proposition 3.4, each of these lines is used either only once, or it contains four nodes and then is used at most three times. Since we know from Proposition 4.2 that #L ≤ 12, we must have #L = 12 and each line is used three times and thus contains 4 nodes. This is only possible if each line in L runs through one of A, B, and C. Furthermore, by Proposition 4.2, #L = 12 implies that 4 lines in L meet in one of the twelve nodes different from A, B, and C. Of these four lines, at most three can run through one of A, B, or C, which is a contradiction.
Case II. All nodes in X use the configuration 4 + 4 + 3 + 3 . By Lemma 3.5, there exist lines that are used by at least two nodes. So let us consider two nodes A and B that share a line. By Lemma 4.1, this shared line contains 4 nodes, let us denote it ℓ * =4 . Then the characteristic polynomials for A and B have the form
Here we may assume that the primary nodes of the lines with subscript "≥ 3" do not lie on another line within the same formula: It cannot be on an "= 4" line, since else, this were a line with 5 nodes; and if it lies on the other "≥ 3" line, we can reassign the node to this other line and obtain the configuration discussed in Case I.
A C B ℓ * =4 Fig. 6 . Configuration of the 15 nodes.
Next we claim that necessarily B ∈ ℓ =4 . Obviously, we have B / ∈ ℓ * =4 . Assume that B ∈ ℓ ≥3 \ ℓ =4 , then we have
where q vanishes at 4, 3, and 2 nodes of the lines ℓ =4 , ℓ ≥3 , and ℓ ′ ≥3 , respectively. (Note that by our assumptions, none of these nodes can also be on "earlier" lines.) But this implies that q = γ ℓ =4 ℓ ≥3 ℓ We shall prove this lemma below, but we use it here already to complete our argument.
Denote the intersection point of ℓ =4 and ℓ ′ =4 by C ∈ X and note that the number of distinct lines containing C and some other node of X is at most 10 : 4 lines through the four nodes on ℓ * =4 , the 2 lines ℓ =4 and ℓ ′ =4 meeting three other nodes each, and 4 lines through the remaining four nodes.
Each of the 14 nodes different from C uses at least one line through C. Since there are at most 10 such lines two of which, namely ℓ =4 and ℓ ′ =4 , are used by at most two nodes each, there is a third line that is used at least twice. By Lemma 4.1, this line contains 4 nodes, namely, C and 3 others. This reduces the maximum number of distinct lines through C to 8.
Counting again the lines and their uses, we have now two lines (ℓ =4 and ℓ ′ =4 ) being used at most twice and a third line being used at most three times by Proposition 3.4. So we have at most 5 lines left which are used by 7 nodes, i. e., there is another shared line which again contains 4 nodes, C and three others, and which is used at most three times. This in turn reduces the maximum number of distinct lines through C to 6.
Once more counting the lines and their uses, we have now two lines (ℓ =4 and ℓ ′ =4 ) being used at most twice and two more lines being used at most three times each. Each of these four lines contains C and three other nodes, so there are 2 nodes left. These can be on one line through C which thus contains three nodes, or on two lines containing two nodes each. In either case, again by Lemma 4.1, these line(s) cannot be used several times, which gives us at most 2 + 2 + 3 + 3 + 1 + 1 = 12 uses of lines through C which is insufficient. (ii) By symmetry, it suffices to consider ℓ =4 , say, which is used by A and contains B. The set N ℓ =4 is a subset of the set Y consisting of the 4 nodes on ℓ * =4 and the 6 nodes on ℓ ≥3 and ℓ ′ ≥3 . So we have 10 points on three lines, distributed as 4 + 3 + 3. If one of the 3 + 3 nodes on ℓ ≥3 and ℓ
is a subset of 4 + 3 + 2 points. According to the remark immediately following (4.2), these assignments are primary, so N ℓ =4
is a B-R subset and thus Π 3 -independent, which contradicts Corollary 3.3. Now assume that 2 of the 4 nodes on ℓ *
is a subset of 2+3+3 , 1+3+4 , or 0+4+4 points (depending on whether 0 , 1 , or 2 of the remaining nodes on ℓ * =4 are secondary nodes on ℓ ≥3 and/or ℓ ′ ≥3 ). In the third situation (0 + 4 + 4), we can reassign the nodes such that the whole set forms a 4 + 4 + 4 + 2 configuration, which brings us back to Case I and the lemma is not applicable. In the first two situations (2 + 3 + 3 or 1 + 3 + 4), N ℓ =4 is again a B-R subset and thus Π 3 -independent, which contradicts Corollary 3.3. Consequently, in addition to A, at most one more node may use ℓ =4 (and this other node actually has to lie on ℓ * =4 ).
5 Steps towards the case n = 5 Theorem 3.2, Proposition 3.4, and Lemma 3.5 have the strong advantage of being independent of n. Propositions 4.2 and 4.3 can at least be extended to the case n = 5 by considering three sets of five collinear points each, where no point is an intersection point of the lines. That is, we consider three lines ℓ k , k = 1, 2, 3, together with three sets of nodes
We are interested in those lines passing through one point each of the three sets X i , i = 1, 2, 3 ; let us denote the set of such lines again by L = L ℓ 1 ,ℓ 2 ,ℓ 3 . Again, the proof will show that the case of 19 distinct lines is actually possible, which can also be seen from Figure 7 . The equivalent dual statement is the following. Proof. We proceed in complete analogy to the proof of Proposition 4.3. Using a transition through the projective plane, we may assume that the first two sets X * 1 and X * 2 consist of horizontal and vertical lines, respectively.
Our problem is then reduced to the following situation in R 2 . We have 25 points of intersection of the first two sets of lines, namely,
where we may assume that x 1 < · · · < x 5 and y 1 < · · · < y 5 . We need to show that the five coincident or parallel lines of the third set X * 3 can pass through at most 19 of these points; and if there are indeed 19 points, then five of them belong to a horizontal line, a vertical line, or a line from X * 3 .
As the 25 points of R form a rectangular grid, we can distinguish 16 boundary points and 9 interior points. A line that is neither horizontal nor vertical can pass through at most 2 of the boundary points; therefore, at most (5 × 2 =) 10 of the triple intersection points can be boundary points of R. Together with the nine interior points, this establishes already the upper bound of 19 triple intersection points.
To show the remaining statement, let us assume that there are indeed 19 triple intersection points, and that none of the lines in X * 3 passes through 5 of these. We saw before that the 19 points necessarily contain the 9 interior points, and that each line in X * 3 has to contain 2 boundary points. Consequently, four of these lines have to pass through two interior points each, and the fifth line through the ninth point. Again we consider first a finite intersection point (α, β), where by symmetry, it suffices to distinguish the four cases shown in Figure 8 , and then a fifth case where the five lines in X * 3 are parallel. Recall that the five lines have to pass through all nine interior points. The line running through (x 2 , y 2 ) has to pass through (x 1 , y 1 ) in order to meet two boundary points. Consequently, the line through (x 3 , y 4 ) has to pass through (x 2 , y 1 ). But now there is no extra boundary point left for the line through (x 3 , y 3 ), which forces this point to lie on the line through (x 1 , y 1 ) and (x 2 , y 2 ). Note that this implies that (α, β) has to be on the diagonal edge of the triangle IV. Then the line through (x 4 , y 3 ) has to meet (x 1 , y 2 ) in order to meet two boundary points. This means that neither the line through (x 3 , y 4 ) nor the line through (x 4 , y 3 ) can meet a second interior point, which contradicts the consideration above. V. X * 3 consists of parallel lines. Again by symmetry, we may assume without loss of generality that the lines have positive slope, and then the reasoning is the same as in Case I. Again in this case, it is easy to construct an example with 19 triple intersection points: Choose the lines in X * 1 and X * 2 to be equidistant, then the 25 points form a regular grid, and let X * 3 consist of five diagonal lines containing 3 + 4 + 5 + 4 + 3 = 19 grid points.
