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DISSIPATION-INDUCED INSTABILITIES IN MAGNETIZED FLOWS
Oleg N. Kirillov UDC 531.3, 532.5, 537.6
Abstract. We study local instabilities of a dierentially rotating viscous ow of electrically conducting
incompressible uid subject to an external azimuthal magnetic eld. The hydrodynamically stable ow
can be destabilized by the magnetic eld both in the ideal and in the viscous and resistive system giving
rise to the azimuthal magnetorotational instability. A special solution to the equations of the ideal magne-
tohydrodynamics characterized by the constant total pressure, the uid velocity parallel to the direction of
the magnetic eld, and by the magnetic and kinetic energies that are nite and equal|the Chandrasekhar
equipartition solution|is marginally stable in the absence of viscosity and resistivity. Performing a local
stability analysis we nd the conditions when the azimuthal magnetorotational instability can be interpreted
as a dissipation-induced instability of the Chandrasekhar equipartition solution.
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1. Introduction
Dynamics of a ow of a viscous and electrically conducting incompressible uid that interacts with the
magnetic eld is described by the Navier-Stokes equation for the uid velocity u which is coupled with
the induction equation for the magnetic eld B [14]
@u
@t
+ u  ru  1
0
B  rB + 1

rP   r2u = 0;
@B
@t
+ u  rB  B  ru  r2B = 0: (1.1)
In the equations (1.1) the total pressure is denoted by P = p + B
2
20
, p is the hydrodynamic pressure,
 = const is the density,  = const is the kinematic viscosity,  = (0)
 1 the magnetic diusivity,  the
conductivity of the uid, and 0 the magnetic permeability of free space. In addition, the incompressible
ow and the solenoidal magnetic eld full the constraints:
r  u = 0; r B = 0: (1.2)
Let in the steady-state the background ow be dierentially rotating in a gap between the radii R1
and R2 > R1 with the angular velocity prole 
(R) that depends only on the radial coordinate R in
the cylindrical coordinate system (R;; z). Let the background magnetic eld have only an azimuthal
component with the radial prole B0(R), and let the hydrodynamic pressure depend only on R:
u0(R) = R
(R) e; p = p0(R); B0(R) = B
0
(R)e: (1.3)
,.
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In 1956 Chandrasekhar [12] observed that, particularly, 
 =
B0
R
p
0
and P = constant represent an
exact stationary solution of the equations (1.1) and (1.2) in the ideal case, i.e. when  = 0 and  = 0.
On this solution the uid velocity at every point is parallel to the direction of the magnetic eld at that
point [14]. Besides, their relative magnitudes are such that the kinetic and magnetic energies are equal:
(
R)2
2 =
(B0)
2
20
. This equipartition solution of ideal magnetohydrodynamics was proven by Chandrasekhar
to be marginally stable [12, 14]|a bit surprisingly, as he admitted in his memoirs [15]: \One nice result
which nevertheless came out at this time was the proof of the stability of the equipartition solution.
Wentzel and Goldberger checked my analysis as I could not quite believe the result myself."
Let us introduce the Alfven angular velocity [47]
!A =
B0
R
p
0
(1.4)
as well as the hydrodynamic Rossby number
Ro :=
R
2

@R
 (1.5)
and the magnetic Rossby number [31]
Rb :=
R
2B0R
 1@R(B
0
R
 1); (1.6)
where @R =
@
@R . The Chandrasekhar equipartition solution implies that [34, 35]

 = !A ; Ro = Rb =  1: (1.7)
The latter equality follows from the condition of the constant total pressure and from the fact that in the
steady-state the centrifugal acceleration of the background ow is compensated by the pressure gradient:
R
2 = 1@Rp0. Note that Ro =  1 corresponds to the velocity prole 
(R)  R 2 whereas Rb =  1
corresponds to the magnetic eld produced by an axial current I isolated from the uid [35]: B0(R) =
0I
2R .
Note that the Chandrasekhar equipartition solution belongs to a wide class of exact steady-state
solutions of the equations of ideal magnetohydrodynamics (MHD)|the solutions with constant total
pressure|see [7] and [22] for recent achievements in this eld.
In the absence of the magnetic eld the rotational ow of the ideal uid is stable with respect to
axisymmetric perturbations if and only if Ro >  1 (the Rayleigh criterion [50]). Otherwise, it becomes
centrifugally unstable via a steady-state bifurcation [29]. Note that the ideal ow with the Keplerian
rotation prole, i.e. with 
(R) / R 3=2, is hydrodynamically stable because Ro =  34 >  1.
According to the Michael's criterion [45], the rotational ow of the ideal and perfectly conducting uid
subject to the azimuthal magnetic eld, is stable with respect to axisymmetric perturbations, if
 := Ro  RbN2 >  1; (1.8)
where
N =
!A


: (1.9)
Obviously, inequality (1.8) is valid for Chandrasekhar's equipartition solution (1.7).
Nonaxisymmetric instabilities of the rotating ow of inviscid and perfectly conducting uid were studied
in [3], [47], and [64]. In the short-wavelength approximation it was found that in the limit of innitely large
axial and azimuthal wavenumbers of the perturbation, the hydrodynamically stable ow is destabilized
by a weak azimuthal magnetic eld, if
N2 <  4Ro
n2
; (1.10)
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where n  1 is the azimuthal wavenumber and Ro < 0. Moreover, in the limit n ! 1 the growth rate
of the perturbation tends to the Oort's value j
Roj [47]. Therefore, in the case of ideal magnetohydro-
dynamics, i.e. when  = 0 and  = 0, the hydrodynamically stable ows with  1 < Ro < 0, including
the Keplerian ow with Ro =  34 , can suer from the azimuthal magnetorotational instability (AMRI)
when the condition (1.10) is fullled. Again, the Chandrasekhar equipartition solution (1.7) violates the
instability condition (1.10) already at n > 2.
The physical mechanism of non-axisymmetric AMRI in the ideal MHD case is destabilization of slow
magneto-Coriolis waves [64], quite similar to the axisymmetric standard magnetorotational instability of
Velikhov and Chandrasekhar [2, 13, 60] that takes place in the magnetized rotating ow subject to the
axial magnetic eld [28, 29].
Both standard and azimuthal magnetorotational instabilities are considered as the most probable can-
didates to the role of triggers of turbulence in accretion disks, protoplanetary systems and even in stars
and planetary interiors [2, 3, 35, 52, 53]. Standard magnetorotational instability is relative to the insta-
bilities arising in the articial space tethered systems, such as couples of tethered satellites or even rings
of connected satellites orbiting a planet [2, 4, 41]. On the other hand, the azimuthal magnetorotational
instability has an analog in viscoelastic instability in rotating polymer ows in the limit of innite re-
laxation time of the complex uid [48, 49]. Both analogies are possible because the magnetic eld lines
that are frozen into the perfectly conducting uid by the Alfven theorem `reinforce' the uid and make it
eectively a complex or non-Newtonian uid [14]. The analogies not only allow one to understand better
the instability mechanism existing in seemingly non-related applications but also open a way to study
magnetohydrodynamical instabilities in the compact laboratory experiments with polymer uids [8].
Realistic modeling of astrophysical phenomena where magnetorotational instabilities play a crucial part
requires taking into account dissipative eects of dierent physical nature [46]. Although the particular
dissipative mechanisms can be rather weak, their relative strengths may dier by orders of magnitude.
The latter circumstance makes numerical computations expensive because of the necessity to deal with
multiple scales and to resolve ne structures. By this reason laboratory experiments with electrically
conducting media, such as liquid metals or plasmas, in magnetic elds are being developed worldwide in
order to supplement the numerical and theoretical studies of magnetorotational instabilities [17, 23, 57].
At the moment, an evidence of helical and azimuthal magnetorotational instability was demonstrated in
the laboratory experiments with the Couette-Taylor ow of a liquid metal with specic velocity proles in
the helical (i.e. axial plus azimuthal) or pure azimuthal magnetic eld [51, 54]. Liquid metals are materials
characterized by a very small ratio of viscosity of the uid to its electrical resistivity. The ratio, which
is called the magnetic Prandtl number

Pm = 

is typically of order 10 6   10 5 in these materials.
By this reason, the onset of the standard magnetorotational instability requires very high rotation speeds
of the cylinders of the Couette-Taylor cell that make sustaining the laminar ow in the absence of the
magnetic eld problematic [23]. The same material property of the liquid metals prevents destabilization
of Keplerian ows in the successful experiments with the azimuthal or helical magnetic elds where the
azimuthal component is created by an isolated from the uid axial current [23]. Indeed, at Rb =  1 the
range of hydrodynamically stable ows that are susceptible to destabilization by the azimuthal or helical
magnetic eld is limited by the Rossby numbers from Ro =  1 to Ro = 2  2p2, which does not contain
the Keplerian prole with Ro =  34 [30, 42]. Therefore, the existing liquid metal experiments require
further improvements in order to be able modeling the astrophysically relevant instabilities in the lab [23].
Recent letter [31] demonstrated a possibility to destabilize a hydrodynamically stable Couette-Taylor
ow of a liquid metal in the case when the constraint Rb =  1 is relaxed. Physically this can happen due
to the contribution to the azimuthal eld from the electrical currents through the liquid metal in addition
to the eld created by an isolated axial current [34, 35]. A remarkably simple instability condition was
found in [31] that relates the hydrodynamic and magnetic Rossby numbers in the limit of vanishing Pm:
Rb >  1
8
(Ro + 2)2
Ro + 1
; (1.11)
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which implies destabilization of the Keplerian ow when Rb > Rbcrit =  2532 , i.e. when the radial
prole of the azimuthal eld is slightly atter than R 1. Note how dramatically dierent are conditions
for destabilization of a Keplerian ow by the azimuthal magnetic eld in the case of ideal MHD when
non-axisymmetric instability can happen already at Rb =  1 and in the viscous and resistive case with
Pm 1 when there exists a critical steepness Rbcrit >  1 for the radial prole of the magnetic eld.
The discrepancy between the stability thresholds of an ideal system without dissipation and that of
the system with the dissipation included in the limit when the dissipation tends to zero is a universal
phenomenon that is known in many areas of physics and engineering for decades [27]. In plasma physics
and magnetohydrodynamics it has already lead to rather radical conclusions [46]: \A great deal of time was
wasted analyzing ideal MHD equilibria which could never be reached as the limit of a resistive equilibrium
with small but non-zero resistivity. The result has been an imprecision in the conceptualizations which
is likely to be very dicult to sharpen up. It is perhaps the reason that theory is taken more as a
decoration to experiments, at the present time, than as a guide to where to go next with them." The
same phenomenon is known in hydrodynamics, e.g. for the baroclinic instability [37, 58], Benjamin-
Feir modulational instability [11, 32] and instability of a stably stratied shear ow [59]. In mechanical
engineering this eect is known since 1952 as the Ziegler paradox [63], where it was recognized as the
problem of the \greatest theoretical interest" [9].
In 1956 Bottema [10, 27] discovered a link between the Ziegler paradox and the singularity \Whitney
umbrella" on the boundary of the asymptotic stability domain of a dissipative system. After the 1971
work by Arnold [1] on generic singularities in the multiparameter families of matrices the researchers in
applications gradually accepted this point of view and developed methods of investigation of the destabi-
lization paradox and dissipation-induced instabilities in systems with multiple damping mechanisms via
perturbation of multiple eigenvalues, index theory and exploitation of the fundamental symmetries of the
ideal system [6, 26, 27, 33, 40, 43, 44]. Note that the role of mutual strengths of dierent dissipation
mechanisms on stability thresholds was emphasized already in the works by Smith [55] and Kapitsa [24]
on rotor dynamics in the 1930s.
In a recent work [35] rst indications were obtained that the azimuthal magnetorotational instability
can be caused by a dissipative perturbation of the Chandrasekhar equipartition solution of ideal MHD. In
the present paper we pursue this idea further by re-deriving the WKB equations of the problem, writing
the corresponding algebraic eigenvalue problem, which determines the dispersion relation of the ideal
system, in the Hamiltonian form and then studying systematically its non-Hamiltonian perturbation by
the viscous and resistive terms. We nd the conditions when the azimuthal MRI is indeed a dissipation-
induced instability of the Chandrasekhar equipartition solution or its extensions.
2. Geometrical optics equations
Linearizing equations (1.1)-(1.2) in the vicinity of the stationary solution (1.3) by assuming general
perturbations u = u0 + u
0, p = p0 + p0, and B = B0 +B0 and leaving only the terms of rst order with
respect to the primed quantities, we nd [35, 38]:
@tu
0 + u0  ru0 + u0  ru0   10 (B0  rB0+B0  rB0)  r2u0 =
 1rp0   10r(B0 B0);
@tB
0 + u0  rB0 + u0  rB0  B0  ru0  B0  ru0   r2B0 = 0; (2.1)
where the perturbations full the constraints
r  u0 = 0; r B0 = 0: (2.2)
Introducing the gradients of the background elds represented by the two 3 3 matrices
U(R) =ru0 = 

0@ 0  1 01 + 2Ro 0 0
0 0 0
1A ; B(R) =rB0 = B0R
0@ 0  1 01 + 2Rb 0 0
0 0 0
1A ; (2.3)
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we write the linearized system of magnetohydrodynamics in the form [35]
@t + U + u0  r  r2   10 (B +B0  r)
B  B0  r @t   U + u0  r  r2

u0
B0

+
r


p0 + 10 (B0 B0)
0

= 0: (2.4)
We seek for solutions of the linearized equations (2.4) in the form of the `geometrical optics' asymptotic
series with respect to the small parameter , 0 <  1 [33]:
u0(x; t; ) = ei(x;t)=
 
u(0)(x; t) + u(1)(x; t)

+ u(r)(x; t);
B0(x; t; ) = ei(x;t)=

B(0)(x; t) + B(1)(x; t)

+ B(r)(x; t);
p0(x; t; ) = ei(x;t)=
 
p(0)(x; t) + p(1)(x; t)

+ p(r)(x; t); (2.5)
where x is a vector of coordinates,  is a real-valued scalar function that represents the phase of oscil-
lations, and u(j), B(j), and p(j), j = 0; 1; r are complex-valued amplitudes with the index r denoting
residual terms.
Following [16, 18, 39] we assume that  = 2~ and  = 2~. Substituting expansions (2.5) in (2.4) and
collecting terms at  1 and 0, we arrive at the two systems of equations [35]
@t+ (u0  r)   10 (B0  r)
 (B0  r) @t+ (u0  r)

u(0)
B(0)

=  r

p(0) + 10 (B0 B(0))
0

; (2.6)
i

@t+ (u0  r)   10 (B0  r)
 (B0  r) @t+ (u0  r)

u(1)
B(1)

+ ir

p(1) + 10 (B0 B(1))
0

+

@t + U + u0  r+ ~(r)2   10 (B +B0  r)
B  B0  r @t   U + u0  r+ ~(r)2

u(0)
B(0)

+r

p(0) + 10 (B0 B(0))
0

= 0: (2.7)
From the solenoidality conditions (2.2) it follows that
u(0)  r = 0; r  u(0) + iu(1)  r = 0;
B(0)  r = 0; r B(0) + iB(1)  r = 0: (2.8)
The dot product of the rst of the equations in the system (2.6) with r under the constraints (2.8)
yields
(r)2
 
p(0)

+
1
0
(B0 B(0))
!
= 0: (2.9)
Consequently, if r 6= 0, then
p(0) =   1
0
(B0 B(0)): (2.10)
Under the condition (2.10) the equation (2.6) has a nontrivial solution if the determinant of the 6 6
matrix in its left-hand side is vanishing. This gives us two characteristic roots corresponding to the two
Alfven waves [19, 20, 38] that originate the following two Hamilton-Jacobi equations for the phase :
@t+

u0  B0p
0

 r = 0: (2.11)
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The characteristic roots

 u0  B0p0

 r are triple and semi-simple with the eigenvectors0BBBBBB@
0
0
1p
0
0
0
1
1CCCCCCA ;
0BBBBBB@
0
1p
0
0
0
1
0
1CCCCCCA ;
0BBBBBB@
1p
0
0
0
1
0
0
1CCCCCCA : (2.12)
On the surface
B0  r = 0 (2.13)
the triple Alfven roots merge into a semi-simple characteristic root of multiplicity 6 [19, 20, 38]. Then,
D
Dt
= 0; (2.14)
where DDt := @t+u0 r is the derivative along the uid stream lines. Taking the gradient of (2.14) yields
r@t+r(u0  r) = @tr+ (u0  r)r+ UTr
= DDtr+ UTr = 0: (2.15)
Similarly,
r(B0  r) = (B0  r)r+ BTr = 0: (2.16)
With the use of the relations (2.10), (2.13), (2.14) we simplify the equations (2.7) as 
D
Dt + ~(r)2 + U

u(0)   10 (B +B0  r)B(0) =   i

p(1) + 10 (B0 B(1))

r; 
D
Dt + ~(r)2   U

B(0) + (B  B0  r)u(0) = 0: (2.17)
Eliminating pressure in the rst of Eqs. (2.17) via multiplication of it by r and taking into account the
constraints (2.8), we transform this equation into 
D
Dt + ~(r)2 + U

u(0)   10 (B +B0  r)B(0)
= rjrj2 
h 
D
Dt + U

u(0)   10 (B +B0  r)B(0)
i
r; (2.18)
in accordance with the standard procedure described, e.g., in [61]. Dierentiating the rst of the identities
(2.8) yields
D
Dt
(r  u(0)) = Dr
Dt
 u(0) +r  Du
(0)
Dt
= 0: (2.19)
On the other hand, from the third of the identities (2.8) it follows that
(B0  r)(r B(0)) = ((B0  r)r) B(0) +r  (B0  r)B(0) = 0: (2.20)
Using the identities (2.19) and (2.20), we re-write Eq. (2.18) as follows 
D
Dt + ~(r)2 + U

u(0)   10 (B +B0  r)B(0)
= rjrj2 
h
Uu(0)   10BB(0)
i
r+ 10 rjrj2 ((B0  r)r) B(0)   rjrj2 DrDt  u(0): (2.21)
With the identities (2.16) and (2.15) the equation (2.21) and, consequently, the rst of the equations
(2.17) transforms into  
D
Dt + ~(r)2 + U

u(0)   10 (B +B0  r)B(0)
=r rjrj2 
h
Uu(0)   10BB(0)
i
  10 rjrj2BTr B(0) + rjrj2UTr  u(0)
= 2r(r)
T
jrj2
h
Uu(0)   10BB(0)
i
: (2.22)
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Denoting k =r, we deduce from the phase equation (2.15) that
Dk
Dt
=  UTk: (2.23)
Similarly, the transport equations for the amplitudes (2.17) take the nal form
Du(0)
Dt
=  

I   2kk
T
jkj2

Uu(0)   ~jkj2u(0) + 1
0

I   2kk
T
jkj2

B +B0  r

B(0);
DB(0)
Dt
= UB(0)   ~jkj2B(0)   (B  B0  r)u(0): (2.24)
where I is a 3  3 identity matrix. Recall that the equations (2.23) and (2.24) are valid under the
assumption that the condition (2.13) is fullled.
The local partial dierential equations (2.24) are equivalent to the transport equations derived in
[33{35]. In case of ideal MHD when viscosity and resistivity are zero, the equations (2.24) exactly
coincide with those of the work [38] and are equivalent to the transport equations derived in [21, 61]. In
the absence of the magnetic eld these equations can be treated as ordinary dierential equations with
respect to the convective derivative DDt and thus are reduced to that of the work [18] that considered
stability of the viscous Couette-Taylor ow. Note that the same form of the amplitude equations (with
the dierent matrix U) appears in the studies of elliptical instability in [39] and of three-dimensional local
instabilities of more general viscous and inviscid basic ows in [16].
3. Dispersion relation of the amplitude equations
Let the orthogonal unit vectors eR(t), e(t), and ez(t) form a basis in a cylindrical coordinate system
moving along the uid trajectory. With k(t) = kReR(t) + ke(t) + kzez(t), u(t) = uReR(t) + ue(t) +
uzez(t), and with the matrix U from (2.3), we nd
_eR = 
(R)e; _e =  
(R)eR: (3.1)
Hence, the equation (2.23) in the coordinate form is
_kR =  R@R
k; _k = 0; _kz = 0: (3.2)
According to [18] and [21], in order to study physically relevant and potentially unstable modes we
have to choose bounded and asymptotically non-decaying solutions of the system (3.2). These correspond
to k  0 and kR and kz time-independent. Note that this solution is compatible with the constraint
B0  k = 0 following from (2.13).
Denoting  = kzjkj 1, where jkj2 = k2R + k2z , and nd that kRk 1z =
p
1  2 1 we write the
local partial dierential equations (2.24) for the amplitudes in the coordinate representation. Then,
the equations for the axial components are separated from the equations for the radial and azimuthal
components. The latter are as follows [34, 35]: 
@t +
@ + ejkj2u(0)R   22
u(0)   B00R@B(0)R + 22 B00RB(0) = 0; 
@t +
@ + ejkj2u(0) + 2
(1 + Ro)u(0)R   20 B0R (1 + Rb)B(0)R   10 B0R @B(0) = 0; 
@t +
@ + ejkj2B(0)R   B0R @u(0)R = 0; 
@t +
@ + ejkj2B(0)   2
RoB(0)R + 2RbB0R u(0)R   B0R @u(0) = 0: (3.3)
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We look for a solution to Eqs. (3.3) in the modal form: u(0) = bue
t+im, B(0) = p0 bBe
t+im
and introduce the viscous and resistive frequencies, the modied azimuthal wavenumber, and the hydro-
dynamic and magnetic Reynolds numbers [34, 35]:
! = ejkj2; ! = ejkj2; n = m

; Re =


!
; Rm =


!
: (3.4)
We write the amplitude equations (3.3) in the matrix form
Az = z; (3.5)
where z = (buR; bu; bBR; bB)T and A = A0 +A1 with [31, 34, 35, 56]
A0 =
0BB@
 in 2 inN  2N
 2(1+Ro)  in 2(1+Rb) N inN
inN 0  in 0
 2Rb N inN 2Ro  in
1CCA ; A1 =  
0BB@
1
Re 0 0 0
0 1Re 0 0
0 0 1Rm 0
0 0 0 1Rm
1CCA : (3.6)
The solvability condition written for the above system of algebraic equations yields the dispersion relation
p() := det(A  I) = 0; (3.7)
where I is the 4 4 identity matrix, and p() is a complex fourth-order polynomial
p() = (a0 + ib0)
4 + (a1 + ib1)
3 + (a2 + ib2)
2 + (a3 + ib3)+ a4 + ib4: (3.8)
In the particular case when ! = 0, ! = 0 the coecients of the dispersion relation (3.7) exactly
coincide with those derived in the works [21, 47]. In the absence of the magnetic eld, the dispersion
relation (3.7) reduces to that derived in the narrow-gap approximation in [36] for the nonaxisymmetric
perturbations of the hydrodynamic Couette-Taylor ow.
4. Hamiltonian formulation
The matrix A0 in (3.6) corresponds to the ideal system whereas A1 is its perturbation by the viscous
and resistive terms. We would like to reformulate the eigenvalue problem for the matrix A = A0+A1 as
a problem on the spectrum of Hamiltonian system under a dissipative perturbation [44].
Let us rst introduce a Hermitian matrix
G =
0BB@
0  i 0 iN
i 0  iN 0
0 iN 4Ro Rbn  i iN 0 i 0
1CCA : (4.1)
Then, the matrix H0 =  iGA0 is Hermitian too. Indeed,
H0 =
0BBB@
 2(N2Rb Ro 1) in(N2 + 1)  2N(1+Rb Ro)  2inN in(N2 + 1) 2 2inN  2N
 2N(1+Rb Ro)  2inN 2(N
2Rb+N2+2Rb 3Ro)
 in(N
2 + 1)
2inN  2N  in(N2 + 1) 2N2
1CCCA : (4.2)
Consequently, the eigenvalue problem
A0z = z
can be written in the Hamiltonian form with the Hamiltonian H0 [33, 62]:
H0z = i
 1Gz: (4.3)
The fundamental symmetry
A0 =  G 1A0TG; (4.4)
where the overbar denotes complex conjugation, implies the symmetry of the spectrum of the matrix A0
with respect to the imaginary axis [33, 62].
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Fig. 1. Frequencies and growth rates of the roots (5.3) and (5.4) of the dispersion relation
(5.2) under the constraint Ro = RbN2 when (a) N = 0:8, (b) N = 1, and (c,d) N = 1:2.
The full eigenvalue problem (3.5) is thus a dissipative perturbation of the Hamiltonian eigenvalue
problem (4.3)
(H0 +H1)z = i
 1Gz; (4.5)
where H1 =  iGA1 is a complex non-Hermitian matrix
H1 =
0BB@
0 1Re 0   NRm
  1Re 0 NRm 0
0   NRe 4iRo RbnRm 1Rm
N
Re 0   1Rm 0
1CCA : (4.6)
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a) b)
Fig. 2. (a) The planar stability diagram of the ideal system under the constraint  :=
Ro RbN2 = 0 with the boundary (5.5) is a cross-section of the full stability diagram (b)
with the boundary (5.6) that has a Swallowtail singularity at n = 1, N = 1, and  = 0.
5. Local linear stability of the ideal system
The ideal system (4.3) without viscosity and resistivity has the following characteristic polynomial
p() = 4 + 4in3 +
 
2N2n2   6n2 + 4 + 42 (5.1)
+ 4in
 
2 + (n2   2)(N2   1)+ n2(N2   1)  4 + (n2   4)(N2   1) ;
where  = Ro  RbN2.
The dispersion relation corresponding to (5.1) possesses a compact representation [21, 34, 35, 47, 64]
4((i  n)2   n2N2) + 4(i  n+ nN2)2   ((i  n)2   n2N2)2 = 0: (5.2)
If  = 0, i.e. Ro = RbN2, then the equation (5.2) simplies and its roots are
1;2 =  i(n+ 1) i
p
N2(n+ 1)2 + 1 N2; (5.3)
3;4 =  i(n  1) i
p
N2(n  1)2 + 1 N2: (5.4)
These roots are shown in Fig. 1 for dierent values of N. For 0  N < 1 the eigenvalues are imaginary and
simple at all 0 < n  2; at n = 0 there exists a double zero eigenvalue with the Jordan block and a pair of
simple imaginary eigenvalues, Fig. 1(a). At N = 1 there exist a double zero eigenvalue which is semi-simple
at all 0  n  2 but n = 1 where it has a Jordan block of order 2. The other two eigenvalue branches
are formed by simple imaginary eigenvalues, Fig. 1(b), and correspond to N = 1 and Ro = Rb, which
includes the Chandrasekhar equipartition solution. At N > 1 a bubble of complex-conjugate eigenvalues
originates, Fig. 1(c,d), if n belongs to a region bounded by the curve
N =
1p
1  (n  1)2 (5.5)
that is shown in Fig. 2(a).
At the boundary (5.5) the eigenvalues are double imaginary with the Jordan block of order 2. Therefore,
at its intersection the marginal stability is lost via the Hamilton-Hopf bifurcation, Fig. 1(c,d). At N = 1
and n = 1, the double eigenvalue with the Jordan block is zero. Its splitting at the xed N = 1 and at the
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Fig. 3. (a) At N = 1 the instability domain (light grey area) of the ideal system with
the boundary (5.7) and the boundaries (6.3) of the instability domains of the dissipative
system with Re = Rm that tend to that of the ideal system when Rm!1. (b) At N = 1
the instability domain of the ideal system (light grey) in comparison with the instability
domain of the dissipative system (dark grey) at Re = 106, Rm = 10, and Pm = 10 5 show
the dissipation-induced instability.
varying n is linear with respect to n, which is degenerate because it happens along a tangent direction to
the stability boundary. Note that such type of splitting as well as the corresponding metamorphoses of
the eigenvalue curves shown in Fig. 1 where described analytically in [25, 33].
In Fig. 2(a) only part of the stability diagram of the polynomial (5.1) is shown under the constraint
 = 0. To get an idea what happens when  6= 0 we consider the discriminant set of the polynomial (5.1):
45 + (N2n2   4N2 + 16)4 + (8N4n2 + 12N2n2   12N2 + 24)3
+ (2N6n4   8N6n2 + 2N4n4   22N4n2 + 22N2n2   12N2 + 16)2
+ 4(N2   1)(N6n4   2N4n4 + 5N4n2   3N2n2   1)
+ N2n2(N2   1)2(N4n4   4N4n2 + 2N2n2 + 1) = 0: (5.6)
Equation (5.6) denes a singular surface in the space of parameters n, N, and  with the Swallowtail
singularity at n = 1, N = 1, and  = 0, Fig. 2(b). The smooth parts of the surface correspond to double
imaginary eigenvalues with the Jordan block of order two; at the two cuspidal edges the eigenvalues are
triple imaginary with the Jordan block of order 3.
For the Chandrasekhar equipartition solution we have N = 1 and  = Ro   Rb = 0. Therefore, it
is instructive to consider the cross-section of the full stability diagram shown in Fig. 2(b) by the plane
N = 1. From (5.6) we derive the boundary in the (n; ) plane:
n =
1
4
q
 22   40 + 16 2
p
(   8)3: (5.7)
The result we plot in Fig. 3(a), where the planar instability domain of the ideal system is shown in light
grey. Notice stabilization at n = 0 when  >  1 in accordance with the Michael criterion [45]. On the
other hand the branch of the stability boundary at n > 1 has the following asymptotic representation at
11
Fig. 4. Frequencies and growth rates of the roots of the dispersion relation (5.2) under the
constraint N = 1 when (a) Ro =  0:75 and Rb =  1 ( = 0:25), (b) Ro =  0:75 and
Rb =  0:75 ( = 0), and (c,d) Ro =  0:75 and Rb =  0:7 ( =  0:05).
 !  1:
n = 2
p  +O

1p 

; (5.8)
in full agreement with the threshold of azimuthal magnetorotational instability (1.10) in the ideal case
[47, 64].
The line  = 0, which the equipartition solution belongs to, is in the stability domain of the ideal system,
Fig. 3(a). The corresponding curves of imaginary eigenvalues are shown in Fig. 4(a) and demonstrate
crossing at n = 1 where there exist a pure imaginary eigenvalue, a simple zero eigenvalue, and a double
zero eigenvalue with the Jordan block of order 2. At  > 0 the crossing transforms into the avoided crossing
shown in Fig. 4(b) with all the eigenvalues imaginary (marginal stability). At  < 0 the eigenvalue curves
merge with the origination of the bubble of complex eigenvalues, see Fig. 4(c,d). The instability takes
place through the Hamilton-Hopf bifurcation at the threshold (5.7).
12
Fig. 5. Frequencies and growth rates of the dissipative system at Re = 106, Rm = 10,
Pm = 10 5, and Ro =  0:75, Rb =  0:7, N = 1. Enlarging the interval of instability due
to imperfect merging of modes in the presence of non-equal Re and Rm.
Re λ
Im λIm λ
n
Re λ
n
a) b) c)
Fig. 6. Frequencies and growth rates of the dissipative system at Re = 106, Rm = 10,
Pm = 10 5, Ro =  0:75, Rb =  0:75, N = 1. Avoided crossing of the frequencies and
positive growth rates of the equipartition solution.
6. Azimuthal MRI at low Pm as a dissipation-induced instability
Let us consider the inuence of viscosity and resistivity of the uid on the threshold of instability of
the ideal system. First of all we observe that in case when Ro = RbN2 and Re = Rm, the roots of the
characteristic polynomial (3.7) can be found explicitly
1;2 =  i(n+ 1)  1
Rm
 i
p
N2(n+ 1)2 + 1 N2; (6.1)
3;4 =  i(n  1)  1
Rm
 i
p
N2(n  1)2 + 1 N2: (6.2)
This means that at Pm = 1 the pure imaginary eigenvalues (5.3) and (5.4) are shifted by the dissipation to
the left in the complex plane (asymptotic stability). Moreover, dissipation makes the domain of instability
smaller when the hydrodynamic and magnetic Reynolds numbers are equal.
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Fig. 7. Frequencies and growth rates of the dissipative system at Re = 106, Rm = 10,
Pm = 10 5, Ro =  0:75, Rb =  0:76, N = 1. Dissipation-induced instability in the area
of parameters that was stable in case of the ideal system.
We demonstrate this by applying the Bilharz criterion [5] to the polynomial (3.7) and assuming Re =
Rm, N = 1, and  = Ro  Rb in order to obtain the stability boundary
43 +

n2 + 12 + 9
Rm2

2 + 2

10n2 + 6 + 3n
2
Rm2
+ 9
Rm2
+ 3
Rm4


+

4 + 1
Rm2

(n+ 1)2 + 1
Rm2

(n  1)2 + 1
Rm2

= 0: (6.3)
As is seen in Fig. 3(a) the planar stability domain of the system with dissipation at Pm = 1 is smaller
than the instability domain of the ideal system and tends to it with the increase in Rm when the magnetic
Reynolds number tends to innity.
What happens with the stability threshold of the ideal system when the proportion between the viscosity
and resistivity is smaller than 1 and, especially, when Pm  1? In Fig. 3(b) we plot the domain of
instability (dark grey) of the viscous and resistive system with N = 1 and Re Rm so that Pm = 10 5.
The domain in light grey is a part of the instability region of the ideal system shown in light grey
in Fig. 3(a). The dark grey area in Fig. 3(b) indicates instability for the values of parameters that
correspond to the marginally stable ideal system. The line  = 0, which the Chandrasekhar equipartition
solution belongs to, is intersecting the domain of dissipation-induced instability. With the Pm kept xed
and Re and Rm increasing to innity, the domain of dissipation-induced instability extends and tends
to some limit. For example, at Ro =  34 the dierence  := Ro   Rb cannot increase beyond the value
 34+ 2532 = 132 = 0:03125. The latter can be reached only in the inductionless limit Pm = 0 [31, 34, 35]. The
eigenvalues of the dissipative system shown in Fig. 5-7 illustrate the extension of the domain of marginal
stability under the inuence of two dierent dissipative mechanisms: viscosity and resistivity. Contrary
to the case when the coecients of viscosity and resistivity are equal, the prevalence of resistivity over
viscosity indeed causes the azimuthal magnetorotational instability at the region of parameters where in
the ideal system AMRI is prohibited. In particular, non-equal viscosity and resistivity destabilize the
Chandrasekhar equipartition solution. It would be interesting to perform a further study of this eect
using the fundamental symmetry of the Hamiltonian system in order to classify the modes of the ideal
system and to understand how the modes with positive and negative symplectic sign [33, 62] react on
viscous and resistive perturbations. We leave this for a future work.
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