We studied the physical properties of the intracluster medium in the virialization region of a sample of 320 clusters (0.056 < z < 1.24, kT ∼ > 3 keV) in the Chandra archive. With the emission measure profiles from this large sample, the typical gas density, gas slope and gas fraction can be constrained out to and beyond R 200 . We observe a steepening of the density profiles beyond R 500 with β ∼ 0.68 at R 500 and β ∼ 1 at R 200 and beyond. By tracking the direction of the cosmic filaments approximately with the ICM eccentricity, we report that galaxy clusters deviate from spherical symmetry, with only small differences between relaxed and disturbed systems. We also did not find evolution of the gas density with redshift, confirming its self-similar evolution. The value of the baryon fraction reaches the cosmic value at R 200 : however, systematics due to non-thermal pressure support and clumpiness might enhance the measured gas fraction, leading to an actual deficit of the baryon budget with respect to the primordial value. This study has important implications for understanding the ICM physics in the outskirts.
INTRODUCTION
Exploring the virialization region of galaxy clusters is vital to our understanding of large scale structure formation, offering a direct view of cluster growth. This topic has recently raised the attention of the scientific community, since an accurate measurement of the mass and baryonic fraction of cluster outskirts can provide constraints on cosmological parameters, and allow us to test the validity of the CDM framework (e.g. Reiprich et al. 2013) .
Nevertheless, the outskirts remain a relatively unexplored territory, bearing the signature of a complex physics such as ongoing accretion processes, significant departures from virialization and hydrostatic equilibrium (Lau et al. 2009 ), clumping of the gas (Morandi & Cui 2014) . These effects may bias, in turn, the measurements of cluster masses, thus limiting the use of galaxy clusters as a high-precision cosmological proxy. Hence a deeper understanding of the state of the intracluster gas in cluster outskirts is required.
Observations are very challenging in cluster outskirts, since the X-ray surface brightness drops below the background level at large radii. Thanks to its low particle background from its low orbit, Suzaku observations have extended X-ray measurements of the intracluster medium ⋆ E-mail: andrea.morandi@uah.edu (ICM) profiles out to and beyond R200, where R200 is the radius within which the mean total density is 200 times the critical density of the Universe. Initial results were surprising, revealing significant departures from the theoretical predictions. These observations showed that, at large clustercentric radii (R ∼ > R200), the observed entropy profiles becomes flatter (e.g., Bautz et al. 2009; Kawaharada et al. 2010) , and the observed gas fraction exceeded the cosmic baryon fraction of the universe (Simionescu et al. 2011) . Suzaku measurements call for appreciable gas clumpiness in the outskirts, inferred from its effects on thermodynamic profiles (Walker et al. 2013) or from the high values, larger than the cosmic baryon fraction, of the gas mass fraction towards the virial radius. However, difficulties arise in modeling out point sources and/or galactic foreground with the limited angular resolution (∼ 2 arcmin) of Suzaku at the level required for measuring the extremely low surface brightness in the cluster outskirts. In particular, the Suzaku point-spread function and the stray light can cause significant contamination from the brightness in the central regions to large radii. Moreover, Suzaku observations have been mostly performed along narrows arms, which might reflects preferential directions connected with the large-scale structure (e.g., in the direction of filaments). Therefore, it is possible that the aforementioned measurements are not representative of the cluster as a whole.
Independent ROSAT PSPC observations (with low background and large field of view) have shown the steepening of the gas density profile at large radii, but at the level considerably larger than those inferred from the Suzaku observations (the ICM slope β = 0.890 ± 0.026 at R200, Eckert et al. 2012) .
In this respect, independent measurements with Chandra with respect to Suzaku can shed light on systematic uncertainties in the current measurements (e.g., Ettori & Balestra 2009b; Moretti et al. 2011) : indeed, despite its higher particle background, Chandra provides a superior angular resolution which is fundamental in order to: i) remove emission from unrelated sources, e.g. point sources; ii) to constrain the emission of clusters out to the virial radius, especially for higher-redshift cool-core clusters, for which there might be a non-negligible contribution from the bright cluster core to the emission in the outer volumes and from secondary scatter by sources outside the field of view. Note that the properties of the particle background are well known via the stowed background observations, with uncertainties in the background across its spectrum which are within ∼ < 2 percent (Hickox & Markevitch (2006) and see also discussion in Sun et al. (2009) ).
This data analysis project represents a follow-up of our previous works on studying cluster thermodynamic properties, including emission measure, gas density, and gas fraction, out to R200 (Morandi et al. 2013b; Morandi & Cui 2014) . Indeed, when data of sufficient depth are available, we have shown that Chandra can accurately measure the surface brightness and temperature of clusters out to R200 Morandi et al. 2013b; Cui 2014, e.g., in Abell 1835 and Abell 133) . The Chandra's superior angular resolution enables robust identification and removal of point sources from the X-ray images, while minimizing the contribution from the bright cluster core to the emission in the outer volumes -both challenging tasks for Suzaku -and to provide an independent confirmation of the Suzaku results. Observational constraints on the gas clumping factor inferred from the inhomogeneities of the X-ray surface brightness are also significantly smaller than those inferred from the Suzaku measurements (C ∼ 1.5 − 2 at R200, Eckert et al. 2013a; Morandi et al. 2013b; Morandi & Cui 2014) ; the gas density slope reaches β ∼ 0.9 at R200, in good agreement with the predictions of hydrodynamical simulations, but steeper than the values inferred from recent Suzaku observations (Bautz et al. 2009; Kawaharada et al. 2010 ).
At present, Suzaku has mainly studied high mass clusters to the virial radius, primarily at low redshift, given its large PSF (∼ 2 ′ ), which limits the size of the annuli used in the spatially resolved spectral analysis, reducing the angular resolution of the temperature and entropy profiles (Bautz et al. 2009; Urban et al. 2013) . It is clearly important to study clusters at higher redshift to investigate e.g. the evolution of the thermal properties of the ICM, and with independent X-ray observatories.
In order to study the physical properties of the ICM in the virialization region we exploit the large archival dataset of Chandra clusters. We study the surface brightness profiles of a sample of 320 clusters (0.056 < z < 1.24) with kT ∼ > 3 keV, observed with Chandra. We stacked 1 the emission measure profiles EM ∝ n 2 e dl of the cluster sample to detect a signal out to and beyond R200. We then measured the average emission measure, gas density and scatter in cluster outskirts. This pioneering work for the Chandra archive follows the original idea successfully applied in ROSAT (Eckert et al. 2012 , see also Dai et al. 2007) ; and with the Sunyaev Zeldovich maps (Plagge et al. 2010; Planck Collaboration et al. 2013) , which allowed to detect the physical properties beyond R200.
The paper is organized as follows. In §2 we present the cluster sample, in §4 we describe the X-ray analysis and in §5 we discuss the systematics in the data analysis. The results on the gas density and gas mass fraction are presented in §6 and §7. In §8 we summarize our conclusions. Throughout this work we assume the flat ΛCDM model, with matter density parameter Ωm = 0.3, cosmological constant density parameter ΩΛ = 0.7, and Hubble constant H0 = 100h km s −1 Mpc −1 where h = 0.7. Unless otherwise stated, we report the errors at the 68.3% confidence level.
CLUSTER SAMPLE
The sample we chose for this analysis is composed of 320 clusters from the Chandra archive (Table 1) , with redshift range z = 0.056 − 1.24 (the sample median redshift is ∼ 0.4) and temperatures kT ∼ > 3 keV (the sample median temperature is ∼ 7 keV). These sources have been observed with the ACIS-I imaging array. These clusters have been selected because the X-ray observations encompass R200 of each cluster, hence they are suitable for observations of cluster outskirts. Moreover, source-free regions of the cluster observation are always present, allowing measurements of the local background ( Figure 1 ). The modeling of the background is indeed crucial for robust measurements of the physical parameters in the outer regions.
This sample encompasses most of the clusters from large samples studied in previous works, including e.g. Vikhlinin et al. (2006) , Maughan et al. (2008) , Cavagnolo et al. (2009 ), Ettori et al. (2009a and McDonald et al. (2013) .
Although the sample was selected based on the quality of the existing observations and hence might be subject to selection effects, for the purpose of this work we did not require that the sample be complete, given the high level of self-similarity of the cluster outskirts. The X-ray properties of the galaxy clusters in our sample are presented in Table  1 , while the number of net counts per bin for each cluster and the distribution of total net X-ray counts are shown in Figure A1 . Table 1 . Table 1 is published in its entirety in the electronic edition of the Monthly Notices of the Royal Astronomical Society. A portion is shown here for guidance regarding its form and content. In the present table we report the X-ray properties of the galaxy clusters in our sample. For each object different columns report the cluster name, the redshift z, the exposure time texp, the identification number of the Chandra observations, the spectroscopic temperature Tew in the radial range 0.15 − 0.75 R 500 , the centroid shift (in units of R 500 ), and a flag for the presence or not of a cooling core (labeled CC and NCC, respectively 
THE SELF-SIMILAR MODEL: MEASURING THE PHYSICAL PARAMETERS
Stacking the emission measure of a cluster population is possible thanks to the high level of self-similarity of the cluster outskirts. In this respect, the self-similar model (see, e.g., Kaiser 1986) gives a simple picture of the process of cluster formation in which the ICM physics is driven by the infall of cosmic baryons into the gravitational potential of the cluster DM halo. Power law scaling relations are expected under simplified models in which clusters are self-similar objects, having formed in single monolithic gravitational collapses and whose ICM is heated only by the shocks associated with the collapse. The underlying idea is that gravity is the only responsible for the observed values of the different physical properties of galaxy clusters; hence clusters are identical objects when scaled by their mass or temperature .
Numerical simulations confirm that the DM component in clusters of galaxies, which represents the dominant fraction of the mass, has a remarkably self-similar behavior; however the baryonic component does not show the same level of self-similarity. For instance, deviation of the L − T relation in clusters with respect to the theoretical value predicted by the previous scenario suggest that some energetic mechanism, in addition to gravity, such as (pre)-heating and cooling (Borgani et al. 2005; Bryan 2000; Morandi & Ettori 2007; Sun 2012) intervene to break the expected self-similarity of the ICM in the innermost regions. Consequently, the comparison of the self-similar scaling relations to observations allows us to evaluate the importance of the effects of non-gravitational processes on the ICM physics. While the central regions of clusters often exhibit complicated physical phenomena, such as AGN heating and cooling flows, the underlying physics of the outskirts is relatively simple, gravity-dominated and hence nearly selfsimilar.
Assuming the spherical collapse model for the DM halo and the equation of hydrostatic equilibrium to describe the distribution of baryons into the DM potential well, in the self-similar model the cluster mass at an overdensity ∆ (e.g. ∆ = 500, 200) and temperature are related by:
where
z , accounts for evolution of clusters in an adiabatic scenario (Kaiser 1986 ). So we have
. By setting fz ≡ Ez(∆z/∆) 1/2 (e.g. Ettori et al. 2004) , from the previous equations we can easily obtain the following relations:
From the previous equation it follows that:
assuming that all clusters have the same gas mass fraction fgas. Note that our sample is characterized by a relatively narrow temperature range (larger than 3 keV), such that the physical parameters of the clusters in our sample should show little dependence on gas fraction. The electron density ne(r) can be finally inferred by deprojecting the stacked Xray emission measure profile (Equation 3) via the spherical onion peeling method (Morandi et al. 2013a ). Figure 1 . Distribution of the clusters in our sample in a temperature versus redshift diagram. The dashed line marks the region of the plot corresponding to 10 arcmin (the ACIS-I Chandra fov is 16 × 16 arcmin). Note the some clusters, e.g. A133, A644, A2029, A1650 and A85, at low redshift (∼ 0.05), are characterized by values of R 200 larger than the fov of Chandra. These clusters have a large number of mosaic observations covering the outskirts. The blue and red dots correspond to clusters classified as cool core and non-cool core, respectively (see §4.4).
In our work we have considered all the physical quantity at fixed overdensity (∆z = ∆), i.e. fz = Ez in the above equations.
In order to infer R500 from the observables quantities, we rely on the existence of low-scatter scaling relations between the total thermal energy YX = Mgas TX and the total mass, as predicted by self-similar theory and confirmed by high-resolution cosmological simulations . In this respect we used the YX −M relation measured for the Sun et al. (2009) (4) with B = 0.571. Hence we recovered R500.
We point out that we determined TX in the radial range 0.15 − 0.75 R500 ( §4.2), while the previous relation has been calibrated in the range 0.15 − 1 R500. Our choice is motivated by the fact that this is a straightforward measurement for our intermediate and high-z clusters because exposures were designed to provide a sufficient statistical accuracy to infer the spectral temperature in the aforementioned radial range. We correct our TX measurements in order to match the definition employed in Equation 4 via mock simulations by assuming our average gas density profile ( §6) and the average temperature profile as measured by Vikhlinin et al. (2006) . This correction is 0.96 ± 0.02. R500 and YX were computed iteratively, measuring the temperature in the aperture 0.15 − 0.75 R500 and the gas mass within R500, computing a new YX , and hence estimating a new value of R500.
In order to infer R∆ (∆ = 500, 200, 100) from the known value of R500, we apply the following statistical method. First, we assumed a NFW distribution with parameters (c, R200); second, we inferred a value of the concentration parameter via the c−Mvir relation of Duffy et al. (2008) based on the results from numerical simulations. This provides an estimate of R∆ for given value of R500. For our sample we have R500 = (0.65 ± 0.01)R200 and R100 = (1.36 ± 0.01)R200
The gas fraction within an overdensity ∆ can be computed directly from the gas density profiles:
with x = R/R∆.
X-RAY ANALYSIS
Description of the X-ray analysis methodology can be found in Morandi et al. (2013b) . Here we briefly summarize the most relevant aspects of our data reduction and analysis.
X-ray data reduction
All data were reprocessed from the level 1 event files using the CIAO data analysis package -version 4.6.1 -and the calibration database (CALDB 4.6.3) distributed by the Chandra X-ray Observatory Center. Note that the ACIS QE contamination model, which has been released in CALDB and is associated with the deposition of one or more materials on the ACIS detectors or optical blocking filters, is the latest available (version N0009). We analyzed 613 datasets, corresponding to 320 galaxy clusters, retrieved from the NASA HEASARC archive with a total exposure time ∼ 20 Ms for the whole sample. All the observations are carried out by using the ACIS-I CCD.
We reprocessed the level-1 event files to include the appropriate gain maps and calibration products. As part of the data reduction, corrections were made for afterglows, charge transfer inefficiency (CTI), bad pixels and solar flares. We used the acis process events tool to check for the presence of cosmic-ray background events, correct for spatial gain variations due to charge transfer inefficiency and recompute the event grades. Then we filtered the data to include the standard events grades 0, 2, 3, 4 and 6 only, and therefore we filtered for the Good Time Intervals (GTIs) supplied, which are contained in the flt1.fits file.
A careful screening of the background light curve is necessary to discard contaminating flare events. A common way of removing these periods of particle background flares is to create a lightcurve of the local background, once point sources of high and variable emission are excluded. The lightcurve is then created by using the tool dmextract. In order to clean the datasets of periods of anomalous background rates, we used the deflare script, so as to filter out the times where the background count rate exceed ±3σ of the mean value. Most observations were taken in VFAINT mode, and in this case we applied VFAINT cleaning to both the cluster and blank-sky observations. Finally, we filtered the ACIS event files on energy selecting the range 0.3-12 keV, so as to obtain a level-2 event file.
Point sources and extended substructures were detected and removed using the script wavedetect, which provides candidate point sources, and the result was then checked through visual inspection.
X-ray surface brightness analysis
We produced X-ray images from the level-2 event file. Our goal is indeed to measure the emission measure and the gas density profile in a non-parametric way from the surface brightness. Multiple observations were reduced individually to apply the correct calibration to each dataset. The cluster surface brightness profile is obtained from merged images. The X-ray images were extracted from the level-2 event files in the energy range 0.7 − 2.0 keV. This energy band was chosen in order to: i) maximize the S/N in the outskirts of the clusters, and ii) minimize the dependency of the cooling function on the temperature and metallicity. Concerning the latter point, the integrated cooling function in the (0.7 − 2) keV band is approximately given by Λ(T ) ∝ T −α , with −0.02 α 0.2 for T ∼ > 2 keV (in all the clusters the temperature is not expected to fall below ∼2 keV), such that systematic uncertainties in the estimated projected temperature have a negligible impact on the gas density. In particular, we point out that we inferred the density profiles out to R100 from the stacked emission measure profiles.
We then corrected the images by the exposure maps to remove the vignetting effects. We created an exposurecorrected image from a set of observations using the merge obs tool to combine the ACIS-I observations. All maps were checked by visual inspection at each stage of the process.
Next, we determined the centroid (xc, yc) of the surface brightness image by locating the position where the derivatives of the surface brightness variation along two orthogonal (e.g., X and Y) directions become zero.
Since for all the clusters the field-of-view encompasses the X-ray boundary (R100), the emission does not extend across the entire detector, and we have a sufficiently large region to obtain a local background. In all the clusters the local background was measured from a region beyond 1.5 R200, where the surface brightness was approximately constant, i.e. it has reached the background level.
The local background is a combination of a particle component that is not vignetted, and a sky component that is vignetted. To determine the surface brightness of the cluster and of the local soft X-ray background, an accurate procedure consists of subtracting the non-vignetted particle component as measured from Chandra observations in which the ACIS detector was stowed, after rescaling the stowed background to match the 9.5 − 12 keV cluster count rate of the observations (where the Chandra effective area is negligible and thus very little cluster emission is expected). Indeed, although the particle background flux may vary with time, Hickox & Markevitch (2006) has shown that the spectral distribution of the particle background is remarkably stable, even in the presence of changes in the overall flux, and that the ratio of soft-to-hard (2-7 keV to 9.5-12 keV) count rates remains constant to within ∼ < 2 percent in time. We verified that all our sources are characterized by remarkably stable background by comparing the spectra of the local background and of the blank sky fields.
In order to correct for vignetting, a common approach is to divide the counts image by an exposure map, weighted according to a specific model for the incident spectrum, to rescale all parts of the image to the same relative exposure. Nevertheless, since the exposure map is both energy and position dependent, we cannot assume the same exposure map for source and background emission. Our model of the desired source surface brightness SX,s breaks down the observed emission S X,obs into four components:
where SX,s(x) is the source surface brightness in the pixel x = (x, y), S X,bkg is the cosmic X-ray background (CXB) background and S X,pb is the (time dependent) particle background. Cs(x, E) and C bkg (x, E) refer to the exposure maps for source and background, respectively. SX,r(x, E) refers to the readout artifact background. We simulated, re-normalized and accounted for this readout background using the make readout bg routine (see Hickox & Markevitch (2006) for further details).
The radial surface brightness profile is thus derived with the exposure correction and particle background subtraction using the scaled stowed background. The region where the CXB is more dominant than the cluster emission can be determined from the flattened portion at the outer region of the surface brightness profile. We applied a direct subtraction of the CXB+particle background by means of Equation 6. In order to calculate C bkg (x, E), we modeled the soft CXB component by an absorbed power law with index 1.4 and two thermal components at zero redshift, one unabsorbed component with a fixed temperature of 0.1 keV and another absorbed component with a temperature derived from spectral fits (∼ 0.25 keV, Sun et al. 2009) .
The boundary radius of the X-ray and surface brightness analysis corresponds to a ratio of source to background flux ∼ 15-40 percent at R200. Thus, a careful analysis of the systematics and how these uncertainties propagate into the determination of the physical parameters is required ( §5.2).
With robust background subtraction and modeling, from the X-ray images we measure the emission measure profile EM ∝ n 2 e dl and calculated the median distribution to compute stacked profiles. We then scaled the emission measure profiles and the deprojected density profiles for the clusters in our sample. A self-similar scaling was applied to the emission-measure profiles, i.e. each profile was rescaled by the quantity E 3 z (kT /10 keV) 1/2 ( §3), following their evolution with redshift and dependency on the cluster mass, since the profiles is expected to show a remarkable level of self-similarity outside of the core (R > 0.2R200). From the deprojection of the median emission measure profile we then recover the expected density profile.
X-ray spectral analysis
The global temperatures have been recovered by fitting spectra from different observations simultaneously. The spectral analysis was performed by extracting the source spectra from circular annuli around the centroid of the surface brightness and by using the CIAO specextract tool from each observation. The spectral fit was performed by simultaneously fitting an absorbed thermal emission model in the energy range 0.7-7 keV and in the region 0.15 − 0.75 R500. We used the XSPEC package (Arnaud 1996, version 12.8.2) to perform the spectral fit. We adopted the APEC emissivity model (Foster et al. 2012 ) and the AtomDB (version 2.0.2) database of atomic data, and we employed the solar abundance ratios from Asplund et al. (2009) . We also used the Tuebingen-Boulder absorption model (tbabs) for X-ray absorption by the ISM. Free parameters in the APEC model are temperature, metal abundance, normalization. We fixed the hydrogen column density NH to the Galactic value by using the Leiden/Argentine/Bonn (LAB) HI-survey (Kalberla et al. 2005) . The redshift to the value obtained from optical spectroscopy. We also group photons into bins of at least 20 counts per energy channel and applying the χ 2 -statistics. We analyzed the observations individually to check for consistency before jointly fitting multiple datasets referring to a single cluster. The background spectra have been extracted from regions of the same exposure for the ACIS-I observations, for which we always have some areas ( ∼ > R100) free from source emission.
We also checked for systematic errors due to possible source contamination of the background regions, which has been estimated by considering the predictions of the surface brightness from hydrodynamical numerical simulations including cooling, star formation and supernovae feedback (Roncarelli et al. 2006 ). The contamination is always of the order a few percent, and this translates into a negligible bias of the determination of the spectral global temperature.
We finally validated the method to recover the global temperature for each cluster by creating a mock spectrum via a single-temperature absorbed thermal model with parameters fixed to those from the aforementioned spectral analysis, and then adding a background spectrum from a region free of the source emission. We thus repeated the spectral analysis on the mock datasets and we found a very good agreement between input and recovered spectral parameters.
In the appendix we present a comparison between spectral temperatures and metallicities recovered via the AtomDB databases 2.0.2 and 1.3.1, via different models of X-ray absorption by the ISM, and by accounting also for the molecular and ionized hydrogen in the hydrogen column densities.
Morphological type classification
In this section we describe how the clusters were classified based on their morphological type, i.e. based on the presence of a cool core and/or dynamical state of clusters. Dividing the data into these subsamples allows us to investigate the effect of cool cores and morphological disturbance on a clusters position with respect to the mean relation.
We adopted the centroid shift method as our method to infer to the dynamical state of clusters (Maughan et al. 2008) . Centroid shifts have been measured from the variation of the centroid of cluster emission within apertures of increasing radii Ri, which have similarly been previously used to infer the emission measure. The centroid shift, w, was defined as the standard deviation of these centroids in units of R500.
Centroid shifts were measured from exposure-corrected images in order to eliminate the effects of vignetting. We masked out point sources, chip gaps and all the substructures which have been similarly excluded in recovering the emission measure profile. This generates a 2D mask I(x − xc, y − yc), with xc, yc being the centroid as determined in §4.2. We then symmetrized this mask, i.e. I(x − xc, y − yc) = I(−x + xc, −y + yc), in order to remove any spurious dependency of the centroid shifts on the adopted masking, i.e. a perfect azimuthally symmetric source must generate a zero centroid shift regardless of the adopted mask. This definition adds the benefits to robustly relate w to the global dynamical state of clusters, while eliminating the impact of point sources, chip gaps and substructures similarity masked in the emission measure profiles.
The measured centroid shifts are summarized in Table  1 . The errors quoted for the w are the statistical uncertainties on a standard deviation calculated from n measurements (w 2/(n − 1)). Objects with center shift parameter w > 0.01R500 are classified as morphologically disturbed.
Next, systems are classified as cool cores (CC) or non-cool cores (NCC) on the basis of density E −2 z ne,0 at 0.03 R500. The threshold we use to define a cool core systems is E −2 z ne,0 > 1.5×10 −2 cm −3 . We compared our definition of CC systems with Cavagnolo et al. (2009) in §C, whose sample shares 93 objects in common with ours. They use the entropy threshold K0 = 30 − 50 keV cm 2 to approximately demarcate the division between CC and NCC.
Note that centroid shifts and central density are broadly anti-correlated (Figure 2 ), being both a proxy of the dynamical state of a cluster, i.e. cool-core system have larger central density and overall more relaxed dynamical state.
We finally measured the flattening and orientation of the X-ray surface brightness. We computed the moments of the surface brightness within a circular region of radius R500 centered on the centroid of the X-ray image (see Morandi et al. (2010) for further details on this method). This allows us to estimate the ICM eccentricity on the plane of the sky and the orientation (position angle) of an elliptical X-ray surface brightness distribution. We use this position angle as a proxy of the direction of the large-scale filament (see discussion in §6.3).
ANALYSIS OF THE SYSTEMATICS IN THE
DATA ANALYSIS
Validation of the stacking method
We validated our stacking method via simulations of mock datasets including systematics. From the rescaled emission measure, averaged on the whole sample, we created mock azimuthally-averaged source brightness images SX,s(r) for each observation, according to the observation aspect information. We then used blank-sky fields to produce realistic backgrounds S bkg X (x) for each observation. We extracted background images from the blank-field background data provided by the ACIS calibration team in the same chip regions as in the observed cluster. The blank-sky observations event files underwent a reduction procedure consistent with that applied to the cluster data, after being reprojected onto the sky according to the observation aspect information by using the reproject events tool. We then added these background images to the source brightness. In order to estimate the contribution of the particle background, we used stowed background observations, renormalized to match the blank-sky count rate at high energy (9.5-12 keV). We point out that in this way we capture biases due both possible spatial variation of the CXB and temporal variations of the particle background spectrum. We finally applied the whole procedure described in §4.1 (Equation 6) on the mock observations. A comparison between the true and measured emission measure profile reveals that the distribution of the residual (normalized by the measurement uncertainties) follows the expected Gaussian distribution with zero mean, with reduced χ 2 of the order of the unity. This indicates that the measurement errors fairly represent the error budget and our recovered physical parameters are not significantly biased.
Systematics in background modelling
Accurate measurements of the ICM in the cluster outskirts require an accurate knowledge of the components of the Xray background, and an accurate understanding of how the uncertainties of the background modeling propagate on the desired physical parameters.
For more details and a thorough validation of the method to gauge statistical and systematic errors, we refer the reader to Morandi & Cui (2014) . Here we briefly outline the key aspects.
The cosmic X-ray background (CXB) consists of the local hot bubble emission, the thermal emission of the galactic halo and the contribution of unresolved point sources (mostly AGNs). The latter component is modeled as a power law with index 1.4. When analyzing regions of finite size we must account for Poisson fluctuations of these unresolved point sources. The expected deviation from the average value for a given observed solid angle Ω resolved to a threshold flux S thres is:
where dN /dS is the cumulative flux distribution of point sources as employed by Moretti et al. (2003) . The threshold flux S thres has been calculated by determination of the local flux limit to which we can robustly identify a point source, commonly known as sensitivity map (see, e.g., Ehlert et al. 2013 , for further details on the method). Our joint Chandra observations of the outskirts allow the CXB to be resolved to a threshold flux S thres ∼ 10 −15 erg cm −2 s −1 deg −2 in the soft band. Solving Equation 7, this translates into an error in the range ∼ <3% on the surface brightness in the outer volumes for the average emission measure, while it becomes negligible in the inner volumes. If we consider the subsample of clusters at higher redshift (z > 0.3), this error becomes appreciable ( ∼ < 10 percent in the outer volumes).
We point out that the previous analysis does not take into account the possible systematics due to variation of the PSF across the ACIS-I detector, the PSF being about one order to magnitude larger (∼ 10 − 20 arcsec) at the edges of the CCD with respect to the aimpoints (∼ 1 arcsec); neither it accounts for the different contamination of the galaxy cluster signal in detecting point sources across the CCD. Indeed, the signal of point sources near the edge of the field would be diluted on larger angular scales due to the larger Chandra PSF, but at the same time would be less contaminated by the cluster signal, the cluster center being observed customarily near the center of the CCD. The first (second) effect would make more difficult (easier) to detect point sources with respect to the CCD center via the wavelet decomposition algorithm described in §4.1. In order to gauge the impact of these systematics we perform Monte Carlo (MC) simulations of the point sources as employed by Moretti et al. (2003) , which should account for most of the CXB background. We then added particle and galactic background, which has been convolved with the Chandra PSF at the position (x, y) of the CCD. We finally added mock cluster signal (see §3 for details on the mocks). For each MC simulation we extracted point source by mimicking the procedure of wavelet detection algorithm. This allow us to estimate the bias (downwards) due to the aforementioned systematics, which is ∼ < 3%(4%) on the gas density at R200(R100).
We then estimated further systematics in the data analysis due to background subtraction. For this purpose, we use stowed background and local background taken from sourcefree regions of the cluster observations in order to model the contribution of the CXB and particle background, respectively. The two major sources of systematic uncertainties are: i) the renormalizion of the stowed background to match the cluster count rate at high energy (9.5-12 keV) due to Poisson errors; and ii) uncertainties in the particle background across its spectrum. Note that the properties of the particle background are well known via the stowed background observations, with uncertainties in the background across its spectrum which are within ∼ < 2 percent (Hickox & Markevitch (2006) and see also discussion in Sun et al. (2009) ).
Finally, we estimated the uncertainty in our measurements due to soft X-ray background variations across the field of view. We divided the regions used to obtain the background model into independent subregions with different azimuthal direction with respect to the cluster center. We implemented a bootstrap approach, where we randomly picked these background subregions, allowing repetitions, and re-determined the background level via Equation 6. We repeated this procedure 10 5 times, and determined the distribution of the average background. The uncertainties due to CXB fluctuations are always smaller than the statistical error bars determined by assuming that the soft X-ray background is spatially constant.
All the aforementioned uncertainties on the background modelling (cosmic X-ray background, particle background, soft X-ray background variations and unresolved point sources) have been propagated in recovering the desired physical parameters, by means of MC randomizations of the background including both statistical and systematic uncertainties.
The impact of undetected clumps, gas inhomogeneities and multi-temperature distribution
The CDM scenario predicts a picture where clumps at subvirial temperature are infalling along filaments and accreting onto the cluster outskirts. Given the low signal-to-noise, low sensitivity/integration time and/or poor spatial resolution of the X-ray telescopes, it might be impossible to mask out cold substructures e.g. in the X-ray analysis, and they might remain undetected. A cold phase (T ∼ < 1 keV) of the ICM would also coexist in the outskirts with the hot ICM at virial temperatures ( ∼ > 2 − 4 keV), leading to a multiphase structure of the ICM. The presence of a multiphase structure of the ICM will bias the spectroscopic temperatures and gas density. Spectral temperature measurements indeed customarily hinge on a single-temperature absorbed thermal model, since the data quality is in general not sufficient to constrain a multitemperature model, especially in the outskirts where the signal is overwhelmed by the noise. The presence of undetected dense and cold clumps at temperatures 0.5 ∼ < kT ∼ < 2 keV in the ICM will typically enhance the X-ray emission, since the instrument is very sensitive to the low energy features of these clumps whose exponential bremsstrahlung cutoff will be at energies ∼ kT /(1 + z). Therefore, besides upon the dynamical state of the cluster, the impact of dense clumps will also depend on the redshift of the observation, the Chandra effective area being small for photon energies smaller than 0.7 keV. Thus, if this dense clumps at subvirial temperatures are very cold ( ∼ < 1 keV), high-z clusters might be less biased by the presence of a gas at low temperatures, but at the same time it will be more difficult to detect these substructures given the cosmological dimming. Shallow observations are also more prone to be biased by undetected clumps. In Figure 3 we present the bias on the gas density due to undetected substructures at subvirial temperatures.
The qualitative picture emerging by this toy model is that the presence of undetected substructures might bias upwards the measured gas density, with a magnitude larger for shallow observations and low redshifts. Nevertheless, by dividing our sample into two subsamples, clusters with total net counts smaller and larger than the median value of Figure 3 . Bias (upwards) on the gas density at R 500 due to undetected substructures at subvirial temperatures T∼ 0.4 keV and 0.6 keV. The plotted redshift corresponds to the range where the subclumps fall below the detection threshold of the observation ( §5.2), i.e. they are undetected. We assumed a background level of 2 × 10 −11 erg cm −2 s −1 deg −2 in the soft band, a filling factor of 1% for these subclumps, a cluster temperature of 4 keV and self-similar gas density profile for both cluster and subclumps. The solid (dashed) line refers to an observation time of 100 (10) ks.
the whole sample, respectively, and repeating our stacking procedure, we do not find any significant difference in the recovered physical parameters, which might arise given the different impact of substructures upon the observation time. While the superb angular resolution of Chandra is essential for detecting small-scale clumps and distinguishing the Xray emissions arising from clumps and diffuse components, we caution the reader that it possible we might actually missing some substructures even in deep observations, given their low signal-to-noise in the outskirts, which could enhance the X-ray emission and hence the gas density.
Moreover, inhomogeneities in the gas distribution can also lead to the overestimate of the observed gas density (Nagai & Lau 2011; Zhuravleva et al. 2013; Roncarelli et al. 2013 ), which in turn introduces biases in global cluster properties, such as the gas mass fraction (Battaglia et al. 2013) and the low-scatter X-ray mass proxy, such as YX ≡ MgasTX (Khedekar et al. 2013) . At R200 hydrodynamical simulations predict a gas clumping factor in the range ∼ 1.3 − 2 (Nagai & Lau 2011; Zhuravleva et al. 2013; Battaglia et al. 2013) . Gas clumping factor inferred from these simulations is in reasonable agreement with observations (Morandi et al. 2013b; Morandi & Cui 2014) . If they are not properly understood and modeled, these non-equilibrium processes can limit the use of galaxy clusters as cosmological probes.
Finally, in order to understand how a multiphase structure of the ICM can bias X-ray observations, we present a simple toy problem and we analyze the effect of multitemperature distribution on the physical observables (i.e. X-ray spectroscopic temperature and gas density). A cold Figure 4 . Bias on the gas density due to a multi-temperature gas distribution of the ICM. We fitted an absorbed thermal emission model at a single emission temperature Tspec on mock spectra of a two-phase plasma at temperatures T hot and T cold and in pressure equilibrium, with gas mass fraction of the cold gas component µ. We assume that the gas mass-weighted temperature of this two-phase plasma (as measured e.g. by SZ) is constant, i.e. Tmw = 4 keV. The left (right) panel refers to an observation redshift of 0.05 (1).
phase of the ICM would systematically bias down X-ray spectroscopic temperatures with respect to the average (gas mass-weighted) temperature e.g. probed through SZ. We consider a two-phase gas at temperatures T cold and T hot , with gas masses m cold and m hot , respectively, and in pressure equilibrium. Hence the gas mass-weighted temperature Tmw reads:
We generated mock spectra of the previous plasma by means of absorbed APEC emission models at temperatures T hot and T cold , and under the boundary condition that gas mass-weighted temperature (Equation 8) is constant, i.e. Tmw = 4 keV. The hydrogen column density NH is fixed to 10 20 cm −2 . The current emission model is then folded through response curves (ARF and RMF) of Chandra.
Since Tmw is constant, the problem to recover the spectral temperature Tspec of the two-phase plasma is fully described via two independent variables, e.g. T cold and µ, while T hot is a dependent variable which can be inferred via Equation 8. Thus, Tspec = Tspec(T cold , µ), where we measured the spectral temperature by fitting an absorbed APEC emission models at a single-temperature Tspec on the mock spectra of the two-phase plasma. The final goal is to infer the bias on the gas density, which arises since the spectroscopic temperature Tspec is then used to convert observed X-ray counts into an emission measure (and thus gas density) via a single-temperature absorbed thermal model. In Figure 4 we present the results of the bias on the gas density for a grid of values of T cold and µ.
We can observe that the gas density on the two-phase plasma is biased with respect to the true density. Since the primary emission mechanism in X-ray clusters is thermal bremsstrahlung and emission lines, the spectral fit is indeed guided, primarily, by the exponential bremsstrahlung cutoff at high energies, the iron line at energies ∼ 7/(1 + z) keV, and the lower energy ( ∼ < 2 keV) emission lines. Complications arise since the true spectrum of the astrophysical source must be convolved with the instrumental response of the X-ray telescope. Chandra effective area, for example, is small for photon energies smaller than 0.6 keV or greater than 7 keV. Hence, the presence of a cool phase at temperature 0.5 ∼ < T ∼ < 2 keV in the ICM will typically bias down the spectroscopic temperature (single-temperature absorbed thermal model), since the instrument is very sensitive to the low energy features, such as low energy emission lines. In Figure 4 we can see that the gas density is biased upwards as long as ∼ T cold /(1 + z) ∼ > 0.25 keV, a with non-negligible dependency on the observation redshift, µ and T cold . Counterintuitively, for low temperatures ∼ T cold /(1 + z) ∼ < 0.25 keV and larger values of the cold phase fraction µ ∼ > 0.2, the measured gas density is biased downwards of ∼ 0−20%. This is due to the fact that most of the emission captured by the X-ray telescope arises from the hot phase of the ICM, with temperature T hot ∼ > Tmw for T cold /(1 + z) ∼ < 1 keV. On the contrary, most the emission of the cold phase would be at very low energies, where the Chandra effective area is small, and related to emission lines rather than bremsstrahlung. This bias is increasing for higher observation redshifts.
A multiphase structure of the ICM would retain signatures of the 'melting pot' in the virialization region, where infalling clumps of matter and gas are predicted to have, typically, higher density and cooler temperature than their surroundings. Current measurements via X-ray telescopes, which customarily hinge on a single-temperature absorbed thermal model, can be thus biased. Future instruments (e.g., the upcoming Astro-H and an envisaged Athena-like mission) will have enough collecting area and spectral resolution to better distinguish multi-temperature structures spectrally. Moreover, more detailed simulations (e.g. hydrodynamical simulations) including these effects might be needed to address the impact of these biases.
Other sources of systematics
We checked the effect of the presence of a temperature profile on the measured emission measures. The conversion from ACIS-I count rate to emission measure has been determined via an absorbed thermal emission model folded with the AICS-I response. This conversion factor was inferred for each cluster by using the global spectroscopic temperature in the range 0.15 − 0.75 R200 rather than the temperature profile. As we previously ( §4.2) pointed out, the conversion from ACIS-I count rate to emission measure is highly insensitive to the temperature (for T > 2 keV). The conversion factor changes at most by 8% for low-temperature (T ∼ 3 keV) clusters, which translates into a bias ∼ < 4% on the gas density, while it is negligible ( ∼ < 1%) for hot (T ∼ > 6 keV) systems. To further check the effect of the presence of a temperature profile on the measured stacked emissivity and hence gas density, we generated mock event files for each cluster under these assumptions: i) the gas density distribution for each cluster is self-similar and fixed to that measured via our stacking method as described in §4.2; ii) we assume the expression for the self-similar temperature profile that Vikhlinin et al. (2006) showed to reproduce well the temperature gradients in nearby relaxed systems, with normalization fixed to the spectral temperature of each source. We repeated the stacking procedure described in §4.2 by assuming first isothermality and then by accounting for the temperature profile. We verified that the recovered physical parameters are biased downwards in a negligibly way ( ∼ < 2% for the emission measure) by our method.
As a further test, we compared our gas mass at R500 (recovered via deprojection of individual emission measure profiles) with the results of Maughan et al. (2008) , whose sample shares 95 objects in common with ours. We also compared with Martino et al. (2014) , whose sample contains 32 objects in common with us. We found no significant differences between the recovered gas masses (Appendix D). We point out that these individual gas masses profiles have been recovered only for the purpose of this comparison, since we actually use stacked profiles across the paper.
Next, we compared the stacked emission measure profile by using median and weighted average of the emission measure profiles, and we did not find any statistically significant difference for R ∼ > 0.05R200. Similar conclusions hold for the gas density ( Figure 5 ). This is a consequence of the fact that the errors (measurement and systematic) are symmetric. However, a weighted-average would significantly underestimate the final uncertainties on the stacked emission measure, since it accounts only for the measurement errors but it neglects the intrinsic scatter of the emission measure profiles. Hereafter, we will refer to the results recovered via the median of the emission measure profiles.
Finally, we estimated the bias due to uncertainty in the M500 − YX,500 relation ) on the desired physical parameters due to the presence of non-thermal pressure. The latter can indeed bias downwards the hydrostatic masses through which the M500 − YX,500 relation has been calibrated. We define the mass bias b between the true and hydrostatic mass M hydro , with both masses defined at a fixed density contrast of 500. Hence we have that Mtrue = M hydro /(1 − b). We further assume an universal gas density profile as determined in our work ( §6), and the expression for the self-similar temperature profile from Vikhlinin et al. (2006) . Thus, by changing the bias parameter b and correcting accordingly the normalization of the M500 − YX,500 relation, we can infer the R500 = R500(T, b) relation from Equation 4, which can adequately described by the following expression:
The bias on the true gas density becomes ne,true/ne,meas ≃ (R500(b)/R500,meas) −α . Note that the bias parameter b refers to the non-thermal pressure support at R500, since the M500 − YX,500 relation has been calibrated at this overdensities. For larger radii we do not expect a larger impact of the non-thermal pressure, since we used the YX,500 estimator in order to infer R500; hence R200 and R100 have been statistically determined by assuming an NFW distribution for the total matter ( §3). From Equation 9 and for b ∼ 0.1 (see, e.g. Mahdavi et al. 2008; ) the presence of non-thermal pressure can bias upwards the gas density of ∼ 15(25)% at R500(R200).
THE OUTSKIRTS OF CLUSTER: GAS DENSITY
Results for the gas density, gas density slope β = −1/3 d log(ne)/d log(r) and gas fraction fgas(< R) = Mgas(< R)/Mtot(< R) for our sample are presented in Table 2. We divided the data into subsamples to investigate the dependency on the redshift z, cluster temperature T , cluster morphological type (relaxed/unrelaxed). We conventionally defined relaxed (unrelaxed) system with w < 10 −2 (w > 10 −2 ). We remember that the centroid shifts and central density are anti-correlated (Figure 2 ), being both a proxy of the presence of a cool-core: thus the chosen threshold of w roughly demarcates the division between CC/NCC.
The quoted uncertainties reflect the total error budget (measurement error + intrinsic scatter) by means of MC randomizations.
In order to gauge the bias implicit in our spherical modeling, we further repeated the X-ray analysis by restricting the stacking procedure ( §4.2) in two sectors (f1 and f2 in Table 2 ). The sector f2 has position angle fixed to the major axis of the X-ray brightness distribution and with an aperture of 60 degrees, i.e. encompassing the cosmic filament (see §4.4 for further discussion), while the other (f1) characterizes the remaining volumes of the cluster. A straight line is drawn between the data points for each cluster for a better visualization of the profiles. The thick black solid line represents the median emission measure profile. Right: average gas density profile for the whole sample. The points with errorbars represent the median values, while the red points represent the weighted average profile. Note that the errorbars refer to the errors on the median emission measure profiles, while the gray shaded region refers to the intrinsic scatter (68.3% confidence level), which amounts to ∼ 20% (∼ 30%) at R 500 (R 500 ). The long dashed line represents the predictions from the hydrodynamic numerical simulations of Roncarelli et al. (2006) , while the green triangles represents the universal gas density profile from Eckert et al. (2012) based on ROSAT data. Table 2 . Gas density, gas density slope β = −1/3 d log(ne)/d log(r) and gas fraction at different overdensities. The quoted errors refer to the errors on the median emission measure profiles. Notes on the sample symbols: all: whole sample; T 1 : kT < 6 keV; T 2 : 6 < kT < 8 keV; kT > 8 keV; z 1 : z < 0.3; z 2 : 0.3 < z < 0.6; z 3 : z > 0.6; w 1 : w < 10 −2 ; w 2 : w > 10 −2 ; f 1 : excluding the filament; f 2 : including only the filament. While the quoted errors refer to the errors on the median, we also report the value of the intrinsic scatter for the whole sample at R 500 (R 200 , R 100 ): for ne we have ∼ 20%(30%, 38%); for β we have ∼ 8%(12%, 15%); for fgas we have ∼ 15%(25%, 28%).
Gas density slope and normalization
Our analysis on these clusters ( Figure 5 ) reveals that the self-similar model is a tenable across a wide redshift and mass range. Different from some recent Suzaku results, and confirming previous evidence from ROSAT and Chandra (Vikhlinin et al. 1999 Eckert et al. 2012) , our average emission measure profile translates into a steep density profiles. We observe a general trend of steepening in the radial profile of the gas density beyond 0.3 R200, with β ∼ 0.940 ± 0.018 at R200. This steepening is in agreement with previous works by ROSAT (Vikhlinin et al. 1999 ), but at odds with some recent Suzaku X-ray observations, where the electron density decreases steadily with radius, approximately following a power-law model with β ∼ 0.7 (Simionescu et al. 2011; Kawaharada et al. 2010) . By using the centroid shift as a proxy of the dynamical state of clusters and the presence of a cool-core (Figure 2) , we did not detect any systematic difference between cool-core/relaxed (w < 10 −2 ) and non-cool core/unrelaxed (w > 10 −2 ) clusters at R500 ( Figure 6 on the right). We found that NCC clusters do not have on average a higher density than CC systems, which might arise due to larger clumping factor and/or merging events in disturbed objects. In this respect Eckert et al. (2012) noted a clear distinction between the two classes in cluster outskirts across all radii, out to R200, in moderate disagreement with the present analysis. As pointed out by Eckert et al. (2012) , this difference in their analysis could be explained by an inaccurate determination of R200 for unrelaxed clusters in the sample. Indeed, they use the R200 − T scaling relation computed under the assumption of hydrostatic equilibrium. On the contrary, in order to compute R200, in the present analysis we used the YX,500 − M500 relation, which should be nearly insensitive to differences between relaxed and unrelaxed objects .
We also do not detect evolution of the normalization of the gas density; however, we find hints of evolution of the slope of the recovered density profile slope at R200 is β = 1.004 ± 0.064 (1.079 ± 0.127, 0.943 ± 0.036) for z < 0.3 (0.3 < z < 0.6, z > 0.6, Figure 6 on the left). This difference can be the result of the evolution of energy feedback processes from e.g. AGNs, supernovae and star formation as a function of the redshift. Note that current Suzaku and ROSAT constraints are limited to very low redshift, due to their poor spatial resolution. In this respect, Eckert et al. (2012) performed a stacking of the density profiles of a sample of ∼ 30 clusters at low redshift observed through ROSAT, finding β = 0.890 ± 0.026 at R200, in agreement within 1.7σ with our results on the low-redshift subsample.
A posteriori, our findings on different subsamples suggest that our assumption of self-similarity holds for the ICM in the virialization region in clusters, regardless their dynamical states, temperature and redshift.
Finally, at R500 the intrinsic scatter of the density profiles is ∼ 20%, in agreement with previous studies Eckert et al. 2012) . At R200, the electronic density inferred on the whole sample is E −2 z ne = (4.780 ± 0.199) × 10 −5 cm −3 , with an intrinsic scatter of ∼30%: this value is in agreement with previous ROSAT measurements, i.e. E −2 z ne = (4.6 ± 0.5) × 10 −5 cm −3 , with a 25% scatter (Eckert et al. 2012 ).
Comparison with simulations
Comparing our Chandra density profile with numerical simulations including cooling, star formation and supernovae feedback (Roncarelli et al. 2006) , we found that the latter fail to reproduce the observed shape of the density profile, predicting density profiles that are significantly too steep and with lower normalization compared to the data ( Figure 5 ). This might indicate that non-gravitational effects are important well outside the core region, whereas in the above simulation Roncarelli and collaborators did not include AGN feedback and/or preheating. Indeed, recent works (Mathews & Guo 2011) indicate that feedback mechanisms may be responsible for the deficit of baryons in cluster cores, smoothing the accretion pattern and leading to a flatter gas distribution. This is in agreement with the findings of Morandi & Cui (2014) ; Eckert et al. (2013a) , who also argued for an entropy excess significantly beyond R500, although we caution the reader that we do not have spectroscopic radial temperature/entropy profiles to independently validate this scenario.
The normalization of simulations is also too small: it is indeed well known that these simulations overpredict the stellar fraction in clusters (Kravtsov & Borgani 2012) . This large reservoir of cold baryons in simulations might potentially explain the discrepancy in the X-ray gas density normalization between the present observations and simulations. Consequently, a detailed treatment of gas cooling, star formation, AGN feedback, and consideration of gas clumping is required to have realistic models of the outer regions of clusters.
Alternatively, it is possible that X-ray are strongly biased by the presence of a cold phase and/or clumpy gas distribution, or undetected substructures, enhancing the Xray emission and hence the gas density. The CDM scenario indeed predicts a picture where clumps at subvirial temperature are infalling along filaments and accreting onto the cluster outskirts. Given the low signal-to-noise and/or poor spatial resolution of the X-ray/SZ telescope, it might be impossible to mask out these substructures e.g. in the X-ray analysis, and they might remain undetected. While Roncarelli and collaborators eliminated in the simulations the densest clumps (the one per cent of the volume that corresponds to the densest SPH particles) that dominate the density and surface brightness in the outskirts, this empirical method might not fully capture the procedure of masking bright isolated regions from the analysis of observed clusters. This procedure indeed depends on the particulars of the observations, e.g. integration time, X-ray luminosity of the cluster and clumps versus the CXB, redshift of the observation, the value of the Galactic neutral hydrogen absorption, spatial resolution of the X-ray telescope (see §5.3 and Figure 3 for further discussion).
We then compared our observational results with the properties of simulated galaxy clusters produced with the adaptive mesh refinement code ENZO (Vazza et al. 2013) . We report that the gas density profiles of simulations is roughly in agreement with observations for R ∼ > R500, the former predicting a slope of ∼ 0.97 at the virial radius (see Eckert et al. 2012) . A reasonable agreement with theoretical expectations is found when we compare our findings with the hydrodynamical numerical simulations of galaxy cluster for- Figure 6 . Slope of the gas density β = −1/3 d log(ne)/d log(r) (left panel) and electron density ne as a function of the radius for different populations of the cluster sample. The solid/dashed lines represent the median values for the different subsamples, while the 1-σ errors for the total sample are represented by the gray shaded region. The panels at the bottom represent the fractional variation of the profiles of the subsamples with respect to the whole sample. In order to improve the readability of the figures, we interpolated the data via a least-squares constrained spline approximation so as to have continuous functions. mation that include radiative cooling, star formation, metal enrichment and stellar feedback from Nagai et al. (2007a) . These simulations indicate gas density profiles with β ∼ 0.9 at R200.
Unveiling the ongoing large-scale structure formation scenario
Since baryons in the outskirts bear the signature of the continuous three-dimensional accretion from surrounding filaments, measuring the magnitude of non-equilibrium processes such as clumpy gas distribution, the presence of substructures, asphericity in the gas distribution and complex accretion patterns provides a neat way to assess the virialization degree achieved by the ICM. In particular, numerical simulations indicate that the infall of material into the most massive dark matter haloes is not spherical but is expected to be preferentially funneled through the cosmic filaments where the clusters are embedded. The cluster mass haloes would indeed acquire most of their mass from major mergers along the filaments, hence leading to an alignment between the major axis of the host halo and the large-scale filament (Brunino et al. 2007) . Therefore an ellipsoidal gas and DM distribution appears to be a direct outgrowth the ongoing accretion scenario (Limousin et al. 2013) , retaining the fingerprints of the topology of the cosmic structures. Independent X-ray observations confirmed that there is a substantial alignment between the major axis of the brightness distribution and the large-scale filament (Morandi & Cui 2014) . Motivated by this cosmic structure formation scenario, we use the position angle via the moments of the surface brightness distribution ( §4.4) as a proxy of the direction of the large-scale filament where the cluster is embedded.
In order to gauge the bias implicit in our spherical modeling, we repeat the X-ray stacking analysis extracting surface brightness profiles for the 0.7 − 2 keV band for two sectors excluding and encompassing the cosmic filament (f1 and f2, respectively). With respect to the azimuthallyaveraged density profile, the sector f1 (f2) shows a density lower (higher), the net effect being to systematically shifting downwards (upwards) the gas density profile, with a slope which is flatter when the filament is included ( Figure  6 ). The difference in gas density normalization between the two sectors is ∼ 30% at R100. Thus, beyond R500, galaxy clusters deviate significantly from spherical symmetry, with only small differences between relaxed and disturbed systems, with the gas located mostly along preferential directions (i.e., filaments).
In light of our hypothesis that the elongation of the ICM tracks the large-scale filament, the gas density along the directions of filaments where the cluster accretes clumpy and diffuse materials would then be enhanced in qualitative agreement with our analysis. The bias on the X-ray emissivity due to subclumps falling into the DM potential well under the pull of gravity should be also more pronounced along the direction of the cosmic filaments, if these substructures remain undetected in the X-ray analysis. In this respect, as previously pointed out also by Eckert et al. (2012), we argued that the shallow density profiles observed in some clusters by Suzaku might be induced by observations in preferential directions (e.g. along filaments), since some these observations have been carried along narrow arms, and do not reflect the typical behavior of cluster outer regions.
Finally, we point out that that in Figure 6 the differences between the f1 and f2 sectors originate also within R500, in regions where you should naively expect a negligible impact due to the cosmic filaments. Remembering that we recovered the emission measure profiles in circular annuli, this trend in these inner volumes is probably due to (mostly) triaxial gas distribution and not to the real presence of filaments. It is indeed well known that the ICM distribution follows isopotential surfaces approximated by concentric ellipsoids of decreasing axial ratio towards the outer volumes, the dynamics of the gas being driven by the gravitational potential well of the DM (Morandi et al. 2010; . However, in the virialization region (R ∼ > R500) the isopotential surfaces of the ICM are expected be nearly spherical, and any differences between the f1 and f2 sectors must genuinely originate from the impact of the cosmic filaments rather from triaxiality.
GAS FRACTION
We studied the hot gas mass fraction fgas(< R) = Mgas(< R)/Mtot(< R) via stacking of our archival Chandra data. We present X-ray measurements of the hot gas fraction out to R100 by addressing the impact of dynamical state, temperature cluster, evolution with z and asphericity.
In Figure 7 we present gas fraction profiles for the whole sample and for different subsamples. We then compare our measure gas fraction with the existing literature out to R500. The value of fgas,500 = 0.130 ± 0.002 at R500. We compare our gas fraction to previous studies of fgas using hydrostatic mass estimates. We used the results from the samples of relaxed clusters by Vikhlinin et al. (2006) and Ettori et al. (2009a) . The former measured fgas,500 = 0.110±0.003 for 10 relaxed clusters observed with Chandra spanning a redshift range z = 0.02 − 0.23; the latter fgas,500 = 0.106 ± 0.044 via 52 X-ray luminous galaxy clusters observed with Chandra in the redshift range 0.3 − 1.27. These results are in marginal disagreement with our determination of the gas fraction at R500. This stems mostly from the more recent Chandra calibrations adopted in the present work, which lead to a lower spectral temperature profile (by ∼ 10 − 15%) and hence to higher values of the gas fraction. Alternatively, our sample selection criteria could have some ramifications for the measurement of fgas, since we are focusing on luminous and massive objects. Indeed the gas fraction is expected to be slightly larger for luminous objects , while the aforementioned samples includes less massive systems as well. Our results are also in agreement with the determination of the gas fraction from Eckert et al. (2013b) via ROSAT X-ray and Planck Sunyaev-Zeldovich (SZ) observations (fgas,500 = 0.132 ± 0.005).
With galaxy clusters at the crossroads of cosmology and astrophysics, here we discuss the implications of our findings for the use of the gas mass fraction as both cosmological and astrophysical probe. 
Implications for cosmological studies
A number of studies have resolved the hot gas mass fraction from X-ray observations in galaxy clusters to place constraints on the cosmological parameters, in particular Ωm, ΩΛ, and the ratio between the pressure and density of the dark energy, w (Allen et al. 2008; Ettori et al. 2009a ). This hot gas accounts for most of the baryons in clusters: the remaining baryons are in stars and intracluster light (ICL), and account for a few percent of the total mass (Lin et al. 2003) . The underlying idea of this cosmological test is that massive galaxy clusters are relatively wellisolated and gravity-dominated structures, where baryons and dark matter have accreted from very large regions of ∼10 comoving Mpc.
Therefore, their relative baryon budget fgas should be representative of the cosmic value Ω b /Ωm = 0.167 ± 0.006 predicted by the cosmic nucleosynthesis (light element formation during the Big Bang) and standard inflationary cosmology, as inferred from the WMAP 9-year data (Bennett et al. 2013) . Hence the baryon fraction can be a precise proxy of both the mean dark matter and dark energy density of the Universe.
Gas mass fraction measurements are complementary to (and competitive with) cosmological constraints using Type Ia supernovae (SNe Ia) and anisotropies of the cosmic microwave background . However, they rely on the key assumptions that the hot gas fraction within a given radius is independent of redshift; can be converted to the universal fraction by correction factors which measure the "baryon depletion" from cosmological simulations and the fraction of baryons in stars and galaxies (not directly constrained via X-ray observations); and can be measured reliably.
In order to understand how biases on the hot gas fraction fgas, stellar fraction fstars and depletion parameter b (the parameter used to convert the hot gas fraction to the cosmic ratio) propagate into the determination of, e.g. Ωm, we can reverse-engineer the total matter content using the observed baryon fraction in clusters:
with fstars ∼ 0.12 (Gonzalez et al. 2013) . After correcting the hot gas fraction for the baryons in stars, our reconstructed average baryon fraction increases with radius and reaches the value f b,100 = 0.177 ± 0.005, slightly larger than the primordial value.
We point out that in our stacking analysis we assume a priori that the gas fraction, and hence the gas densities, do not depend on the system temperature (Equation 3). This hypothesis is verified a posteriori in light of a lack of dependency of the gas fraction on the cluster temperatures. This is probably explained by the relatively narrow temperature range spanned in our sample ( ∼ > 3 keV), such that the clusters in our sample should show little dependence of the physical properties on the global temperature. Indeed, while the gas fraction in groups and intermediate mass clusters implies an increasing trend of the cumulative gas mass fraction with temperature , it is less clear whether such a trend persists for relatively massive objects. Measurements by Vikhlinin et al. (2006) and Allen et al. (2008) are both consistent with being constant with cluster temperature, for objects with kT > 5 keV, in agreement with our findings. Note that most of the clusters (264 out of 320) in our sample have temperatures greater than 5 keV. This trend is also confirmed by the level of the intrinsic scatter of fgas (∼ 15% at R500, ∼ 25% at R200), which does not appear to depend on the selected subsamples.
Our results also demonstrates that, when computed within the whole cluster virialization region, there is no relevant dependency of the gas fraction on cluster dynamical state at radii larger than R500. These results are in tension with the findings of Eckert et al. (2013b) , who finds significant differences between the baryon fraction of relaxed, coolcore (CC) systems and unrelaxed, non-cool core (NCC) clusters out to R200. This difference might arise since they explicitly use hydrostatic equilibrium (by combining the pressure from SZ Planck data with the gas density from ROSAT) to calculate total masses, which can bias upward the gas mass especially in unrelaxed systems (Battaglia et al. 2013; Roncarelli et al. 2013) .
Appreciably high fgas (larger than the cosmic value) towards the virial radius have been also reported in recent studies based on Suzaku data (e.g., Simionescu et al. 2011) , calling for a significant clumpy distribution of the ICM and the presence of non-thermal pressure support, in moderate disagreement with the present analysis. In this respect, understanding the unbiased value of the baryonic budget in clusters has clearly important ramifications in the use the hot gas fraction as a potential standard candle for the cosmology. For example, Ettori et al. (2009a) found a tension between the inferred value of Ωm (jointly constrained with ΩΛ) via the hot gas fraction in X-ray clusters (Ωm = 0.32 +0.03 −0.02 ) and the value from WMAP 5-year data (0.279 ± 0.013), with the former exceeding the latter. If the WMAP best-fit results are assumed to fix the cosmological parameters, this tension is expected to arise from biases due to non-thermal pressure support and ICM clumpiness.
We finally observe no evolution of the gas fraction with redshift. Measurements of the apparent lack of evolution of the cluster X-ray gas mass fraction has been used to probe the acceleration of the Universe, through the dependence of fgas on the assumed distances to the clusters (Ettori et al. , 2009a . This assumption has never been tested observationally. Our results suggest, for the first time, that this assumption in tenable for cosmological purposes.
Implications for the cluster astrophysics
The nearly closed-box nature of deep potentials of massive galaxy clusters makes them ideal laboratories to study nongravitational processes, in particular galaxy feedback from supernovae and AGNs, operating during galaxy formation and their effects on the surrounding intergalactic medium. In the literature there has been a long-standing debate on the baryon content of clusters, where most of the studies indicate that the cluster baryon budget is typically lower than the cosmic baryon fraction Allen et al. 2008; Ettori et al. 2009a) , although other analyses find that the baryon content is consistent with the cosmic ratio at R500 (Miller et al. 2012; Landry et al. 2013) . A possible explanation of the observed deficit of baryons was that nongravitational processes associated with galaxy formation, feedback from supernovae, AGN, star formation, or galactic winds may push the ICM towards the cluster outskirts (R ∼ R200, see, e.g. Metzler & Evrard 1994; Bialek et al. 2001; McCarthy et al. 2007; Sun et al. 2009 ). Nevertheless, we stress that current studies are mostly limited to the inner volumes of the clusters (R ∼ < R2500 − R500), because of the very low surface brightness of the X-ray signal in the outskirts.
As previously pointed out, we do not observe evolution of the gas fraction with redshift and an overall baryon budget slightly larger than the cosmological value within R100. This might dispel questions which arose in the literature on the whereabouts of these putative missing baryons. This also confirms that the most massive clusters, which are relatively well-isolated and gravity-dominated structures, should retain all their gaseous matter. Moreover, while any feedback process will be more significant in the inner regions of lowmass systems when compared to the binding energy of the gas ), we checked that in the outskirts there seems to be no particular dependency on the cluster temperature or dynamical state. A posteriori, these findings suggest that our assumption of self-similarity holds for the ICM in the virialization region in clusters, regardless their dynamical states and mass.
We point out that an additional baryonic component might not be detected, raising the possibility that a nonnegligible fraction of baryonic mass may be hidden in a form that is difficult to measure, such as cool gas. As we observed in §6.2, the presence of dense and cold clumps at temperatures kT ∼ < 1 keV in the ICM might remain undetected, since their exponential bremsstrahlung cutoff will be at energies ∼ kT /(1 + z) below the energy threshold of the X-ray detector (∼ 0.5 keV for Chandra). Moreover, if the multiphase structure of the ICM turns out to be important as numerical simulations suggest (see, e.g., Rasia et al. 2014), we might actually underestimate baryons due to the single-temperature modelling of the ICM ( §6.2). In this respect, Afshordi et al. (2007) stacked the SZ effect signals of WMAP observations of a large sample of massive clusters to constrain the thermal energy of the ICM. With the aid of hydrodynamic simulations, they converted this thermal energy into an estimate of the hot gas fraction of clusters, and found fgas,200 = 0.109±0.013. This implies a deficit (∼ 35%) of baryons from the hot ICM (without correcting for fstars), calling for a cool phase of the ICM. This effect could be competitive with the enhancement of the gas fraction due to inhomogeneities of the gas distribution (∼ C 0.5 ∼ 1.2 − 1.4, see Roncarelli et al. (2013) ; Battaglia et al. (2013) and below discussion).
We also observe that the gas faction along the direction of the filaments is systematically higher (∼ 10 − 15%) than the remaining volume. This picture is supported by our analysis of azimuthal variations of the gas density in cluster outskirts ( §6.3), which suggests that even CC clusters exhibit significant departures from spherical symmetry around R200. Consequently, a full azimuthal coverage is required to study the baryon budget of cluster outer regions.
Next, we investigated the biases on our gas fraction measurements due to the effects of inhomogeneities of the gas distribution ("clumpiness") and non-thermal pressure. For the former bias, observations and simulations show that the gas clumping factor C lies in the range ∼ 1.3 − 2 at R200 (Nagai & Lau 2011; Morandi et al. 2013b; Morandi & Cui 2014) , which will bias upwards the gas mass fraction of about C 0.5 ∼ 1.2−1.4 (Battaglia et al. 2013; Roncarelli et al. 2013; Morandi et al. 2013b; Morandi & Cui 2014) . For the latter bias, our measurements are also affected by violation of hydrostatic equilibrium ( §5.2). A bias b ∼ 0.1 translates into a bias (upwards) of ∼ 14% of the gas fraction at R200. We stress that the real challenge in future gas fraction measurements will be to account for these systematics, since nowadays X-ray studies customarily hinge on the assumptions of hydrostatic equilibrium, single-temperature spectral models and homogeneous distribution of the gas density. If these estimates of the biases due to non-thermal pressure and in particular clumpiness are correct, we might non-negligibly overestimate the gas fraction, leading to an actual deficit of baryons in clusters with respect to the cosmic value. However, this deficit might be dispelled if we change the cosmology from WMAP to Planck, as we discuss below.
Finally, we observe that the differences between the WMAP 9-year and our cosmological parameters affect the estimates of the gas mass fraction through the variation of the angular diameter distance dang (fgas ∝ dang(H0, Ωm, ΩΛ, w) 3/2 ). If we assume the WMAP 9-year parameters, high-z clusters will have a slightly larger ( ∼ < 2 percent) gas fraction.
Moreover, we analyzed the effects of changing the cosmology from WMAP to Planck. Plank data seem to suggest an higher value of the total matter density of the Universe ( ∼ > 0.3) and a lower value of the Hubble constant with respect to WMAP (Planck Collaboration et al. 2013) . This translates into a lower value of the cosmic baryon fraction Ω b /Ωm = 0.155 ± 0.003. On the other hand, the net effect of switching from WMAP to Planck cosmology is to increase the measured gas fractions by (d ang,Plank /dang,WMAP) 3/2 ∼ 1.05 for high-z systems, and stellar fractions by (d ang,Plank /dang,WMAP) ∼ 1.03. Clearly, the most striking effect of the use of the Planck cosmological parameters is to increase the baryon content within R100 (see also Gonzalez et al. 2013 ).
SUMMARY AND CONCLUSIONS
Cluster outskirts are the regions where the transition between virialized cluster gas and accreting material from the large-scale structure occurs. In this paper, we have presented our analysis of a sample of 320 clusters (z = 0.056 − 1.24) from the Chandra archive, focusing on the properties of the gas in cluster outskirts.
We have exploited the large archival dataset of Chandra clusters to trace the gas density and gas fraction of the intracluster gas out to R100. We measured the median of the distribution of the (renormalized) emission measure profiles EM (R/R200) to detect signal in the outer volumes and measured the typical gas density, gas slope and gas fraction. We investigated the evolution of the physical properties as a function of dynamical state, redshift, cluster temperatures, as well as their azimuthal variation. Finally, we compared our average density and gas fraction with the results of numerical simulations.
In tension with some recent Suzaku results, and confirming previous evidence from ROSAT and Chandra, we observe a steepening of the density profiles beyond R500. We report that galaxy clusters deviate significantly from spherical symmetry, but with negligible differences between relaxed and disturbed systems. Thus, our findings on different subsamples suggest that our assumption of self-similarity holds for the ICM in the virialization region in clusters, regardless their dynamical states, temperature and redshift.
Comparing our results with numerical simulations, we find that the latter simulations fail to reproduce the gas distribution, even well outside cluster cores. Simulations including cooling and star formation convert a large amount of gas into stars, which results in a low gas density and gas mass fraction with respect to the observations. We then measured the hot gas fraction in galaxy clusters observed with Chandra out to R100. After converting the hot gas fraction to the total baryon budget in clusters, we measured a value of the baryon fraction which slightly exceeds the cosmic baryon fraction. However, a careful analysis of the systematics due to non-thermal pressure and clumpiness suggest that we might non-negligibly overestimate the total baryon budget, leading to an actual deficit of baryons in clusters with respect to the cosmic value.
This study has important implications on our knowledge of the state of the gas in cluster outskirts, and promises to help advance cosmological studies based on the cluster growth over cosmic time in the coming decade.
FUTURE WORKS
Our work opened the way to a novel method, the stacking the X-ray signal of cluster outskirts, exploiting the high level of self-similarity of the cluster outer volumes. The total exposure time is ∼ 20 Ms for the whole sample, which is one order of magnitude larger than the deepest Chandra observations (e.g. compared to the 2 Ms of A133, see Vikhlinin et al. in prep.) , and 2-3 order of magnitudes larger than an average X-ray observation. Clearly, the most striking ramification of this analysis is the ability to greatly exploit the Chandra database, while no single observation could achieve the same scientific goals.
In future papers will use the stacking approach to infer constraints on the cosmological parameters via the analysis of the X-ray in the outskirts (Morandi et al. in prep.) . This novel approach will pin down the cosmological parameters, in particular Ωm and w (the ratio between the pressure and density of the dark energy), with a greatly improved accuracy with respect to the current analyses of clusters, characterized by relatively smaller samples and limited to the interiors of the sources (e.g. out to R2500, R500). We plan to use the X-ray stacked data to improve further our understanding of how the integrated Compton parameter scales with total cluster mass and the corresponding Compton SZ parameter from Planck, when available; and to constrain the temperature and the metallicity profiles in the outer regions, in order to understand the thermodynamic of the outer regions. sentation of our work. A.M. gratefully acknowledges the hospitality of the Harvard-Smithsonian Center for Astrophysics. A.M. and M.S. acknowledge support from Chandra grants GO2-13160A, GO2-13102A, and NASA grant NNX14AI29G.
APPENDIX A: DISTRIBUTION OF THE X-RAY COUNTS IN THE SAMPLE
We present the number of net X-ray counts per annulus for our sample. We also show the distribution of the number of net X-ray counts for whole dataset.
APPENDIX B: SPECTRAL TEMPERATURES DEPENDENCY ON ATOMIC DATABASE AND ABSORPTION
We present a comparison between spectral temperatures and metallicities recovered via the AtomDB databases 2.0.2 and 1.3.1, and via different models of X-ray absorption by the ISM (Figure B1 ). Note that in our work we adopted the APEC emissivity model (Foster et al. 2012 ) and the AtomDB (version 2.0.2) database of atomic data, and we employed the solar abundance ratios from Asplund et al. (2009) . We also used the Tuebingen-Boulder absorption model (tbabs) for X-ray absorption by the ISM.
Finally, we discuss the bias due to our choice to fix the hydrogen column density NH to the Galactic value by using the Leiden/Argentine/Bonn (LAB) HI-survey (Kalberla et al. 2005 ). This radio surveys measure the hydrogen column density from the HI-21 cm line, only providing the neutral hydrogen along the line of sight, while the molecular and ionized hydrogen is not accounted for. Willingale et al. (2013) provided a method to account for the molecular hydrogen via the dust extinction measured in the B and V bands, and by using X-ray afterglows of gamma ray bursts. Although the neutral hydrogen usually contributes most of the total hydrogen for NH ∼ < 10 21 cm −2 , the impact of molecular hydrogen should be important for larger column densities. For each cluster, we performed mock simulations of absorbed spectra by assuming the our average gas density profile ( §6), the average temperature profile as measured by Vikhlinin et al. (2006) and hydrogen column density values including both neutral (from the aforementioned radio surveys) and molecular hydrogen (as determined by Willingale et al. 2013 ). These mock spectra have been then fit by fixing the hydrogen column density to the Galactic value as determined by the HI-survey (Kalberla et al. 2005) . For NH ∼ < 6 × 10 20 cm −2 , the bias (upwards) on the recovered spectral temperature is ∼ < 1 − 2%, which translates into a bias of similar magnitude (downwards) on the gas density ne,200. However, for NH > 10 21 cm −2 the bias is appreciable ( ∼ > 10%). Note that most of the clusters (290 out of 320) have column densities smaller than 6×10 20 cm −2 , while only 3 clusters have NH > 10 21 cm −2 . Hence the overall systematics on the gas density recovered via stacking is estimated ∼ < 2% at R200.
APPENDIX C: DEFINITION OF COOLING CORE SYSTEMS
We classify clusters as cool cores on the basis of density E −2 z ne,0 at 0.03 R500. The threshold we use to define a cool core systems is E −2 z ne,0 > 1.5×10 −2 cm −3 . We compared our definition of cool core systems with Cavagnolo et al. (2009) , whose sample shares 93 objects in common with ours. They use the entropy threshold K0 = 30 − 50 keV cm 2 to approximately demarcate the division between CC and NCC. In Figure C1 we present a comparison between the two definitions of cooling core cluster, along with the definition of cool core based on the cooling time. As shown in Figure C1 , our definition of cool cores is roughly agrees with the definition of Cavagnolo et al. (2009) , while the definition based on cooling time falls in between. In the end, our conclusions on Figure A1 . Left panel: number of net X-ray counts per annulus in the energy range 0.7-2.0 keV for the 320 clusters of our sample. The shaded gray band represents the measured total background in each annulus. Central panel: distribution of total net X-ray counts for the 320 clusters used in this work. For all the panels blue and red curves (dots) correspond to clusters classified as cool core and non-cool core, respectively (see §4.4). the CC/NCC classification are not sensitive to our definition of cool cores.
APPENDIX D: COMPARISON OF MGAS,500 WITH THE LITERATURE
We compared our gas mass at R500 (recovered via deprojection of individual emission measure profiles) with the results of Maughan et al. (2008) , whose sample shares 95 objects in common with ours, and with Martino et al. (2014) , whose sample contains 32 objects in common with us ( Figure D1 ). We found no significant differences between the recovered gas masses ( §D), with a scatter of ∼ 5%. We performed the comparison at the same R500 from the literature, and the gas mass has been recovered from individual gas density profile rather than the stacked profiles. Table 1 . The X-ray properties of the galaxy clusters in our sample. For each object different columns report the cluster name, the redshift z, the exposure time texp, the identification number of the Chandra observations, the spectroscopic temperature Tew in the radial range 0.15 − 0.75 R 500 , the centroid shift (in units of R 500 ), and a flag for the presence or not of a cooling core (labeled CC and NCC, respectively). 
