If you are planning to use this case study in class, we suggest the following order of activities for students: first reading Sections 1 -3, then discussing the ethical questions that arise (Section 4 has some questions that may help guide this discussion), and finally reading our ethical analysis in Section 5.
Provocation
<iframe src="//encore.noise.gatech.edu/task.html" width="0" height="0" style="display: none"> </iframe> Anyone who administers a web page can copy-paste the above snippet into the source code of the page.
It comes from the Encore project at the Network Operations and Internet Security Lab at Princeton, formerly at Georgia Tech. Its effect is to inject an invisible element into the page, which will then instruct the visitor's browser to download and execute a piece of code. 2 The code in question performs censorship measurement: it further instructs the visitor's browser to access content from one of various potentially filtered websites -again invisibly -and report back to the research team's server whether or not the access attempt was successful. By aggregating data from visitors to websites that deploy this measurement code snippet and inferring these visitors' locations based on their IP addresses, researchers can obtain an accurate and up-to-date view into web filtering worldwide. world, and more.
The most intrusive of these studies, technologically speaking, are those that exploit unpatched security flaws to turn users' devices into observation points. A well-known one is Spamalytics, a study where researchers took over control of a botnet -a network of machines infected with malware and controlled by a single operator -to modify and study the spam campaigns that originated from the infected machines. 6 In another instance, an anonymous researcher or researchers created a botnet named Carna by infiltrating over 400,000 devices such as routers whose default passwords hadn't been changed, and used it to study essentially the entirety of Internet-connected devices. 7 8
Other studies are non-intrusive: they simply eavesdrop on network traffic without interfering with devices. In computer networking, analyzing traffic data for improving performance and testing new protocols is standard practice, and arguably essential. Such studies typically make use of data provided by Internet Service Providers (ISPs) that can be staggeringly large in size. For example, a 2014 study of IPv6 adoption utilized (among others) a dataset of traffic statistics that covered an estimated 33-50% of all internet traffic for 2013. 9 This type of research generally looks at network traffic in the aggregate rather than the behavior of individual users or devices, but there are exceptions. One study used traffic metadata of millions of users, including a campus network, to study the economics of online advertising. 10 They did this by inferring what information is collected about individuals by advertisers as well as how expensive the ads being shown to them were, and analysing the relationship between the two.
Peer-to-peer networks are particularly amenable to non-intrusive study. Since such networks are designed to route information among peers rather than to and from designated servers, a researcher can simply set up one or more peers and hop on board, without needing any special privileges such as A burgeoning category of research lies in between these two in terms of intrusiveness: methods that use active probing of devices in some way but not exploitation of any security holes. These techniques are both technically and ethically fascinating, and include the Encore study.
An archetypal example of active probing is network scanning for security assessment of networks 14 ;
the ZMap research tool allows performing fast scans on an Internet-wide scale. 15 Network scanning has a long history, but a variety of new techniques are stealthier. Idle port scanning uses "side-channel attacks" to bounce traffic off an Internet-connected device to make measurements of other devices. 16 These side-channel attacks are different from exploitation of security bugs: the researcher doesn't take control over devices in any way; the bugs that allow side channels are common to many different implementations, and may be inherent to the protocol specification.
Encore similarly makes use of unintended effects that are inherent in the architecture of web rather than a bug in any specific browser. The "same-origin policy" is intended to quarantine content from different domains even when they are loaded side-by-side on the same page, but there are limits to the effectiveness of this protection. Recent research at Princeton created an interesting twist to Encore's research methodology, showing how to deploy these measurements through online advertisements. 17 The researcher simply purchases ad impressions -available cheaply by the thousands -and delivers 
The Program Committee's reaction
Which of the research projects we've looked at should be considered human-subjects research?
Questions of this sort have long been contentious in computer science. Human-subjects research at institutions that receive federal funding in the United States is subject to Institutional Review Board (IRB) oversight. IRBs approve research proposals based on efforts to account for and mitigate risk to participants; typically research that poses little risk to individual human subjects is categorized as "exempt" from extensive oversight. In practice, however, much of such computer science research has operated without IRB involvement. Historically computer science and engineering has considered itself to be researching human-less systems, and university IRBs are typically geared toward regulating biomedical and social science research. When IRBs encounter computer science research there is often mutual confusion.
Acknowledging that there are ethical concerns whether or not human subjects are involved, researchers have sought an alternative way to ensure that published research is justifiable on scientific ethics grounds. Several sub-communities including computer security, networking, and Internet measurement -which collectively encompass all of the research described above -appear to be converging on conference program committees as the oversight mechanism. What's a program committee? The most prestigious research in computer science is published in the proceedings of conferences rather than journals; each iteration of each conference selects a program committee to carry out peer review. On the other hand, the system has numerous shortcomings, some inherent and others potentially fixable. First, the review happens after the research is complete. Unlike IRBs, there is no process for advance or continual review. The uncertainty induced by the potential rejection of research by program committees might lead to researchers abandoning some research ideas or entire areas of research -especially research that pursues methodological innovation -even if, on balance, the research would have been found to be ethically acceptable if it had proceeded. In cases where the putative harm arises from conducting the research rather than its publication, the retrospective ethical review in fact fails to prevent that harm.
Second, program committees are composed of domain experts and rarely include any members with scholarly expertise in research ethics or ethics in general. Third, since they are formed and disbanded for each conference, they have essentially no capacity for institutional memory -whether about specific research projects or about decision-making critieria and procedures. Unsurprisingly, they have operated, at least so far, without consistency in ethical standards and with ad-hoc decision-making processes; indeed, to our knowledge, not a single one has published rules or guidelines for what qualifies as ethical research as part of the call for papers!
The Encore paper was submitted to ACM SIGCOMM 2015, a prestigious conference on computer networking. After heated debate, the committee accepted the paper for publication, but with a "signing statement" at the top of the paper, an unprecedented move. 33 The committee's ethical objections stemmed from several arguments, outlined in the public review of the paper. 34 First, third-party requests used for ad tracking, the committee held, at least notionally reflect the user's intent, whereas Encore's requests do not. Second, users downloading censored URLs 
Ethical analysis
There are several analytical frameworks for scientific ethics and regulation. For example, the Belmont Report 35 concerns scientific and medical research involving human subjects, and established "respect for persons," "beneficence" and "justice" as the guiding principles of research ethics. The Common Rule 36 is the federal regulation that tasks IRBs with reviewing research to ensure it meets those principles. The Menlo Report 37 builds on the Belmont Report and translates the scientific ethics research principles into the computer science and network engineering domain. There are many other frameworks and guidelines for this type of research. 38 In our analysis here we'll roughly follow the Menlo report in terms of structure and the set of principles used.
Who are the stakeholders?
Any Trying to identify the stakeholders immediately reveals a conflict. Ethics guidelines typically recommend something akin to the following from the Menlo report: "it is first necessary to perform a systematic and comprehensive stakeholder analysis." Yet the worldwide scale of Encore means that analyzing all potential stakeholders individually is infeasible. Worse, the principle is inherently at odds with the goal of scalability in computer science and engineering. Scalability is a goal that the Encore authors emphasize; in this context, it means that the team is able to expand the set of measurement targets by simply adding more machine resources and without multiplying the researcher effort required. 39 The dogma of computer science (and the technology industry) enshrines scalability as a virtue. Web companies regularly advertise their ratio of users to engineers, which can be over a million. 40 The Menlo report briefly acknowledges the issue, stating: "Even a simple link traffic characterization study could involve millions of computers used by humans who are not themselves the direct subjects of research." This tension is a theme to which we will repeatedly return.
Is Encore human-subjects research?
Unsuspecting Internet users across the globe generate research data for the Encore project. Does the reliance on these humans mean that the Encore project constitutes human-subjects research in the traditional sense, analogous to fields such as medical research or psychology? While networking researchers typically see themselves as conducting research on technical systems, the Internet is more properly understood as a sociotechnical system in which humans and technology interact.
Experiments on the Internet will likely also include data collection about human behavior, or affect their environment.
Neither the Princeton nor the Georgia Tech IRB considered Encore to be human-subjects research.
39 There are other, related, meanings of the word scalability. In particular, it can refer to the ability of a computer system to handle greater and greater loads by adding proportionally many computing units in parallel. This sense of the term is simply a sound engineering principle. 40 Under a narrow interpretation, the data that Encore collects is not about the individual but rather about the behavior of censorship systems. On the other hand, the definition stems from medical and behavioral research, and probably did not anticipate the investigator's actions causing other partiesin Encore's case, the censor -to collect data about the individual. The Menlo Report advises the investigator to "Respect individuals who are not targets of research yet are impacted" and says that "human subject research should now be considered as "human-harming research" -so the internet users may not be subjects per se, but they can still experience harm due to the research being Garfinkel is a proponent of the view that much of computer security research should be viewed as human-subjects research. 43 He proposes what he calls the human test: "would the experiment be useful if the data were generated by a random process and not by a human?" It is not obvious how to apply this test to Encore. If it were practically possible -which, unfortunately, it is not -to replace the humans whose devices are used by Encore for measurement by robots that visit websites in a random fashion, Encore would work very well, and in some ways better than it currently does since biases in measurement times and so on would be minimized.
Beneficence
The principle of Beneficence concerns the goal of the welfare of research participants and the balancing of probable harms. Ideally, this would require a systematic identification of the probability and magnitude of risk as well as benefits for the stakeholders, a subsequent iterative analysis of minimizing risk and maximizing benefits through the research design, as well as plans to mitigate identified risks and any unforeseen harms that materialize.
Identifying Potential Benefits and Harms
Due to Encore's global scale, it will be tough for a small research group to adhere fully to the requirements of Beneficence. For example, before risks and harms can be identified, they must first be defined. However, due to the complex, dynamic, and innovative nature of the Internet, it is difficult to define the harms for each Internet user concretely, or even for regional groups of Internet users. The norms and attitudes of identified stakeholders with regards to accessing censored content differ greatly around the world, as well as the type of content that is censored, or the enforcement actions that can be triggered. These are influenced by political, religious, historical and other social factors and are difficult -if not impossible -to quantify into a solid assessment of risks for each individual user. 45 Illuminating censorship techniques enhances the ability to create effective censorship circumvention tools. 46 A view of Internet censorship as harmful to citizens subjected to it is implicit in much of censorship measurement research. Censorship is seen as being in opposition to human rights -the freedom of speech and more specifically the freedom to seek, receive, and impart information. 47 Computer scientists and engineers also have technical concerns: architecting networks to allow censorship and filtering by governments and intermediaries violates the "end-to-end" principle, a key design philosophy of the Internet. As far back as the year 2,000, Clark and Blumenthal warned that as the end-to-end design erodes, the "Internet might lose some of its key features, in particular its ability to support new and unanticipated applications." 48 Internet engineers also raised this concern, among others, in response to the Stop Online Piracy Act and PROTECT IP Act bills in the United States that proposed to allow the government to block copyright-infringing websites: "Censorship of Internet infrastructure will inevitably cause network errors and security problems. This is true in China, Iran
Data & Society Research Institute www.datasociety.net and other countries that censor the network today; it will be just as true of American censorship." 49 An unequivocally negative view of censorship is not universally held. Bambauer argues that "widespread censorship on-line is not necessarily bad" and that the legitimacy of censorship should be
assessed not by what is blocked but rather the transparency and accountability of decision-making regarding censorship. 50 At any rate, scholars have raised critical questions about data science, especially "big data" 52 , that apply to censorship measurement as well. For example, since some types of censorship are much easier to detect than others, measurement results may produce a biased picture of the state of censorship and the direction it is moving in. Moreover, stripped of cultural and political context, data is hard to interpret. For instance, it may be easy to find correlations between Internet filtering and news events, but causal attribution is far trickier. Similar concerns have been raised in the field of international development. 53 Censorship measurement researchers should be aware of this debate.
To conclude the discussion of benefits let's recall the principle of Justice, which entails that burdens as well as benefits be fairly and equitably distributed. For example, participants in a study who run the risk of harm should also benefit in the longer run from the research findings. From the Menlo report:
"Each person deserves equal consideration in how to be treated, and the benefits of research should be fairly distributed according to individual need, effort, societal contribution, and merit".
Harm: does Encore present more than minimal risk?
Data & Society Research Institute www.datasociety.net
The Encore paper itself considers harm primarily in terms of a comparison between Encore usage and regular web browsing. This type of comparison is captured in the notion of "minimal risk" as defined by the Common Rule 54 : "minimal risk means that the probability and magnitude of harm or discomfort anticipated in the research is not greater in and of itself than those encountered during daily life or during the performance of routine physical and psychological examinations or tests". 55 The authors argue that normal web browsing exposes users to the same risks that Encore does, saying "the prevalence of malware and third-party trackers itself lends credibility to the argument that a user cannot reasonably control the traffic that their devices send" and "laws against accessing filtered content vary from country to country, and may be effectively unenforceable given the ease with which sites (like Encore) can request cross-origin resources without consent."
It is true that the average web user today is not in position to effectively control third-party requests that their browser makes. Tracking technologies often go to great lengths to be stealthy and publishers are often oblivious to the tracking technologies deployed on their properties. 56 Furthermore, online trackers make requests to yet other third parties, just as Encore does. In fact, these "chains" of trackers can be half-a-dozen (or more) deep. 57 While these trackers may not necessarily make requests to censored domains, they beget other risks such as exposing users to surveillance agencies that monitor Internet traffic. 58 59 Finally, advertisements themselves -and not just advertising networks -can make cross-origin requests to arbitrary domains. The bar to serving ads is much lower than the bar to becoming an advertising network.
However, there are several caveats to this argument and nuances that we should note. First, current
Data & Society Research Institute www.datasociety.net online tracking practices are deeply at odds with users' expectations. 60 61 62 According to Nissenbaum's theory of contextual integrity, "what people care most about is not simply restricting the flow of information but ensuring that it flows appropriately". 63 According to the Association of Internet
Researchers (AoIR)'s ethical guidelines, researchers must ask "What are the ethical expectations users attach to the venue in which they are interacting, particularly around issues of privacy?" 64 Arguably, both Encore and much of third-party tracking today equally flout these expectations. In such an environment, there is a risk of an "ethical race to the bottom." Credentialed researchers and respected academic organizations should arguably not participate in and facilitate a race to the bottom even if advertisers feel obliged to do so -their tools may be similar, but their ethical obligations need not be.
Second, the probability and magnitude of harm may depend on the type of censored website. information". 66 On the other hand, we do know that the NSA monitored visits to porn websites as part of a plan to "discredit radicalizers". 67 Third, the focus on harm to individuals doesn't account for other types of harms that might result. For example, the authors argue that "more widespread measurements like Encore become, the less risky they are for users" by making cross-origin requests to censored domains a commonplace occurrence.
On the other hand, the censors might conceivably respond by shutting down Internet connectivity altogether.
Mitigating Harm
The Encore researchers limited the set of URLs that the script induced users to measure. All such
URLs came from the list that Herdict asks its users to test. The current version of Encore tests only Twitter, Facebook, and YouTube, the rationale being that these domains are accessed regularly and automatically by most users' web browsers in the course of normal web browsing. In the section on informed consent, transparency and accountability below, we discuss other (actually used as well as potential) methods to mitigate harm.
The need for harm mitigation should inform the research design process, especially in research areas The SIGCOMM program committee reviewing the Encore paper stated that the main ethical concern with the research would be mitigated if those who deployed Encore obtained informed consent from users. The authors argue against both the feasibility and desirability of obtaining informed consent and provide three related arguments. First, they say that it would be impractical since it would require teaching users "nuanced technical concepts... across language barriers" which would "dramatically reduce the scale and scope of measurements". The challenges of communicating the necessary technical information to a global set of participants again highlights the tension between the scalability imperative and established ethical norms. Second, they argue that Encore with informed consent would be essentially equivalent to existing alternatives (such as, presumably, Herdict), forfeiting the benefits of the novel measurement architecture. Third, they say that informed consent may even increase risk to users by removing plausible deniability. However, we must consider that if there is no rule of law or guarantee of a fair trial with an independent judiciary in the censoring country, plausible deniability may not help a defendant much. ) . The focus appears to be on legal compliance over ethical obligation.
There are several possibilities for strengthening notice. The notice and opt-out link provided to users could be more prominent, perhaps in the style of the EU "cookie law" notices. Encore could require website operators who deploy it to give the same type of notice. Encore's FAQ could be expanded to include an explanation of the risks and benefits of the research as well as the technical concepts necessary to fully understand these.
Legal compliance
Laws and policies regarding censorship and accessing unlawful or undesirable content on the Internet vary widely across jurisdictions; sometimes they may not be codified into law or be subject to interpretation by political officials. While the Encore team is based in the U.S., the measurement actions are triggered in browsers of Internet users worldwide, which makes the issue of jurisdiction unclear.
In terms of compliance with United States law, Encore appears to be in the clear. U.S. cybersecurity law expert Jonathan Mayer notes that "While the scope of computer abuse law remains deeply "unambiguously abide by these guidelines" since "both measurement approaches take advantage of known, intentional software functionality." He continues, "As for respecting system owner preferences, the main deployment of both platforms is accompanied by a straightforward opt-out mechanism. If a system's owner revokes permission, research data collection immediately terminates." 70 A global study of internet censorship law and policies -as well as other applicable bodies of law such as privacy and data protection law -would be a near impossible task for a legal researcher, let alone a team of computer scientists. Enumerating all possible (albeit remote) legal risks to Encore users is similarly infeasible. For example, the Falun Gong organization is banned in China; perhaps visits to their website may be interpreted as support for their cause. 71 Or perhaps Encore measurements are interpreted to constitute an act of espionage by helping a foreign power to map the national filter.
Since a thorough worldwide legal study is infeasible, Encore researchers cannot be certain that the measurements they induce do not constitute a violation of any local law. Ethicists would advise not putting people in a position where they could be perceived to have broken a law. In exceptional cases, however, researchers could develop an ethical justification that a law (or a type of law) is not in the public interest. The researchers must then demonstrate that they accept responsibility for their actions and the consequences, and have the necessary mitigation strategies in place [Menlo Report, p. 14].
In conclusion, Encore makes for a fascinating case study that presents a thick web of considerations and no easy answers. While the scale of today's Internet and datasets is giddying to researchers and companies alike, the ethical responsibility that comes with it is rather sobering. Our analysis reveals a complex interplay between the technical design of the experiment and its potential risks and benefits.
As of this writing, Encore is very recent work; and there is an ongoing debate about its ethics, the Data & Society is a research institute in New York City that is focused on social, cultural, and ethical issues arising from datacentric technological development. To provide frameworks that can help address emergent tensions, D&S is committed to identifying issues at the intersection of technology and society, providing research that can ground public debates, and building a network of researchers and practitioners that can offer insight and direction. To advance public understanding of the issues, D&S brings together diverse constituencies, hosts events, does directed research, creates policy frameworks, and builds demonstration projects that grapple with the challenges and opportunities of a data-saturated world.
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