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Abstract
Rademacher and Gaussian complexities are successfully used in learning theory for measuring the capacity of the class of
functions to be learnt. One of the most important properties for these complexities is their Lipschitz property: a composition of a
class of functions with a fixed Lipschitz function may increase its complexity by at most twice the Lipschitz constant. The proof of
this property is non-trivial (in contrast to the case for the other properties) and it is believed that the proof in the Gaussian case is
conceptually more difficult than the one for the Rademacher case. In this paper we give a detailed proof of the Lipschitz property
for the general case of a symmetric complexity measure that includes the Rademacher and Gaussian complexities as special cases.
We also consider the Rademacher complexity of a function class consisting of all the Lipschitz functions with a given Lipschitz
constant. We show that the complexity of the class is surprisingly low in the one-dimensional case.
Finally, we introduce a relaxation of the definition of Rademacher complexity to Rademacher Free Complexity and show that
not only can this complexity replace the standard definition in the key theorem, but also the bounds for composed function classes
are tighter.
c© 2007 Elsevier B.V. All rights reserved.
Keywords: Lipschitz functions; Rademacher complexity; Empirical complexity
1. Introduction
An important problem in learning theory is to choose a function from a given class of functions (pattern functions)
which best imitates (fits) the underlying distribution (for example, has the smallest error for a classification problem).
Usually we do not know the underlying distribution and we can only assess it via a finite sample generated by
this distribution. For this strategy to succeed we usually require that the difference between the sample and true
performance is small for every function in the class (if the sample size is sufficiently large). This property is referred
to as uniform convergence over the class of functions.
If a set is so rich that it always contains a function that fits any given random data set, then it is unlikely that the
chosen function will fit a new data set even if drawn from the same distribution, a phenomenon often referred to as
overfitting. The ability of a function class to fit different data is known as its capacity. Clearly the higher the capacity
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of the class the greater the risk of overfitting the particular training data and identifying a spurious pattern. The critical
question is how one should measure the capacity of a function class. Two measures, successfully used in learning
theory, are the Rademacher and Gaussian complexities.
The definition rests on the intuition that we can evaluate the capacity of a class of functions by its ability to fit
random data, in the Rademacher case these are random ±1 variables while in the Gaussian case they are zero mean
Gaussian variables with variance 1. A key property that is required for the application of these complexities in learning
theory is the relation between the complexity of a class of functions and its composition with a fixed Lipschitz function.
In this paper we provide a simple proof of this property which is generalised to complexities defined by a general
symmetric distribution. This setting demonstrates the generality of the approach as well as opening up the possibility
of considering alternative complexity measures. We do not provide concrete applications as our aim is to illuminate
the underlying proof strategy.
Finally, we introduce Rademacher Free Complexity a relaxation of the definition of Rademacher complexity that
can take the place of Rademacher complexity in the key theorem, and at the same time ensures tighter bounds for
composite function classes such as that afforded by composition with a Lipschitz function.
2. Definitions
We first give the definition for Rademacher complexity, which can then be readily generalised for an arbitrary
complexity.
Definition 2.1 (Rademacher Complexity). Let X be an input space, D be a distribution on X , and F be a real-valued
function class defined on X . Let S = {x1, . . . , xl} be a random sample generated (independently) by D. The empirical
Rademacher complexity of F for the given sample S is the following random variable:
Rˆl(F) = Er
[
sup
f ∈F
2
l
∣∣∣∣∣ l∑
i=1
ri f (xi )
∣∣∣∣∣
]
,
where r = {r1, . . . , rl} are iid {±1}-valued random variables with equal probabilities for +1 and −1 and the
expectation is taken with respect to r .
The Rademacher complexity of F is
Rl(F) = ES
[
Rˆl(F)
]
= ESr
[
sup
f ∈F
2
l
∣∣∣∣∣ l∑
i=1
ri f (xi )
∣∣∣∣∣
]
.
Definition 2.2 (Gaussian Complexity). We get the definition of the Gaussian complexity if in Definition 2.1 we
substitute independent Gaussian N (0, 1) random variables g1, . . . , gl for the Rademacher±1-valued random variables
r1, . . . , rl . The empirical Gaussian complexity and the Gaussian complexity are usually denoted by Gˆl(F) and Gl(F)
respectively.
The relation between these complexities (Rademacher and Gaussian) is discussed in [2]. Note also further
refinements in bounding error rates can be obtained by so-called local Rademacher complexities that restrict the
class of functions over which the sup is taken to those with low empirical error rates [1].
Definition 2.3. Let X be an input space, D be a distribution on X , and F be a real-valued function class defined on
X . Let S = {x1, . . . , xl} be a random sample generated (independently) by D. The empirical µ-complexity of F for
the given sample S is the following random variable:
Cˆµl (F) = Er
[
sup
f ∈F
2
l
∣∣∣∣∣ l∑
i=1
ri f (xi )
∣∣∣∣∣
]
,
where r = {r1, . . . , rl} are iid random variables generated by µ, and the expectation is taken with respect to r .
The µ-complexity of F is
Cµl (F) = ES
[
Rˆl(F)
]
= ESr
[
sup
f ∈F
2
l
∣∣∣∣∣ l∑
i=1
ri f (xi )
∣∣∣∣∣
]
.
If µ is clear from the context we use Cˆl and Cl in place of Cˆ
µ
l and C
µ
l respectively.
234 A. Ambroladze et al. / Theoretical Computer Science 382 (2007) 232–246
We now formulate a result that shows the importance of these notions. It bounds the error of pattern functions in
terms of their empirical fit and the Rademacher complexity of the class. We formulate the result in the form more usual
for applications: instead of the input space X we consider the sample space Z := X × Y (for example Y = {1,−1}
in the case of binary classification), and instead of the functions F = { f } on X we consider (loss) functions H = {h}
defined on Z . A function h(x, y) can be defined, for example, as some ‘soft’ thresholding at zero of a function y f (x).
Theorem 2.4. Fix δ ∈ (0, 1) and let H be a class of functions mapping from Z to [0, 1]. Let z1, . . . , zl be drawn
independently according to a probability distribution D. Then with probability at least 1 − δ over random draws of
samples of size l, every h ∈ H satisfies:
ED[h(z)] ≤ Eˆ[h(z)] + Rl(H)+
√
ln(2/δ)
2l
≤ Eˆ[h(z)] + Rˆl(H)+ 3
√
ln(2/δ)
2l
, (1)
where ED[h(z)] is the true expectation of h(z) and Eˆ[h(z)] is the corresponding empirical one.
The idea behind this result is that if we manage to find a function h ∈ H with a small empirical expectation (the
empirical loss is small) then the theorem guarantees (with high probability) that the same h will provide a small value
for the true loss (under the assumption that the Rademacher complexity of the pattern functions is small).
In complexity estimations (Rademacher or Gaussian) one uses different properties of the complexity function. In
Section 3 we formulate the most important properties. Their proofs are relatively straightforward from the definition
of complexity except for one: the Lipschitz property that states that the composition of a class of functions with a
fixed Lipschitz function may increase its complexity by at most twice the Lipschitz constant.
The proof of this property presented in the literature is quite non-trivial and uses different approaches for the
Rademacher and Gaussian cases (see [5], Th. 4.12 and Th. 3.17). It is also believed (see [5], Th. 4.12) that the proof in
the Rademacher case is conceptually more simple. In Section 6 we give a detailed proof of the Lipschitz property for
the general case. We formulate this general result in Section 3 where we also discuss the importance of the Lipschitz
property in complexity estimations for different function classes.
In Section 4 we discuss the following related question: let H = {h} be a set of Lipschitz functions defined on
some space X . We assume that the corresponding Lipschitz constants are uniformly bounded by some quantity. We
can assume that this quantity is 1 (this means that the functions {h} are contractions); otherwise we could divide each
function h ∈ H by that quantity. Such function classes often arise in applications. We ask the following question:
what is the Rademacher complexity for the class H consisting of all contractions defined on the input space X? (To
avoid unbounded function classes giving infinite Rademacher complexity, we need to normalise H in some way; one
possible normalisation in the case X = [0, 1] is to assume that h(0) = 0 for all h ∈ H . This makes H uniformly
bounded on [0, 1].) It turns out that in the one-dimensional case (X = [0, 1]) this complexity is surprisingly small and
is at most twice the Rademacher complexity of a single function h(x) = x . (See Theorem 4.3 for the details).
This problem statement is in some sense the opposite of that in Section 3: in that section we take a class of functions
F and compose each function f ∈ F with a fixed Lipschitz function φ (again we can assume that φ is a contraction).
Then the Rademacher complexity of the function class φ ◦ F is at most twice the Rademacher complexity of the class
F . In contrast to this, in Section 4 we take the class of all contractions H , say on [0, 1], which can be considered as the
compositions h ◦ I of the contractions h ∈ H with a single function I (x) = x (the identity mapping). It turns out that
even in this case the Rademacher complexity of the composition class is at most twice the Rademacher complexity of
the original function I (x). Note that the function I (x) is an element of the class H and the above result says that the
Rademacher complexity of the whole class H is at most twice the Rademacher complexity of one of its elements.
3. Lipschitz property for Rademacher and general complexities
We start this section by giving an example about using the Lipschitz property for estimating the Rademacher
complexity of the class H in Theorem 2.4.
Often in practise h(x, y) (h ∈ H ) is defined as some ‘soft’ thresholding at zero of a function y f (x) ( f ∈ F), say
h(x, y) = A(y f (x)), where the function A is a ‘smooth’ version of the Heaviside function: one takes A(t) to be a
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continuous function on R such that A(t) > 0 if t > 0, A(t) = 0 if t < −γ (for some γ > 0) and A(t) is linear on
the interval [−γ, 0]. Evidently the function A is a Lipschitz function (with the Lipschitz constant 1/γ ), and here one
has to make use of the property that a composition of a class of functions with a fixed Lipschitz function increases
the Rademacher complexity of the class by at most twice the Lipschitz constant. The Rademacher complexity of the
class of functions {y f (x), f ∈ F} (defined on Z = X × Y ) is the same (easy to see from the definition) as the
Rademacher complexity of the class { f, f ∈ F} (defined on X ). It remains to estimate the Rademacher complexity of
the class { f : f ∈ F}. In a particular but important case (for example when working with kernel methods) when { f }
are linear functions defined on the unit ball, the Rademacher complexity can be bounded by 2/
√
l (for more details
see [8] Chapter 4).
Here we have described one application of the Lipschitz property to bounding the Rademacher complexity. For
many other interesting applications of this property we recommend Bartlett and Mendelson [2].
Now we formulate some useful properties for the Rademacher complexity. (Many of these properties are also true
for the Gaussian complexity Gˆl ; the others hold for Gˆl with an additional factor ln l. (see [2] for the details):
Theorem 3.1. Let F, F1, . . . , Fn and G be classes of real functions. Then:
(1) If F ⊆ G, then Rˆl(F) ≤ Rˆl(G).
(2) Rˆl(F) = Rˆl(conv F).
(3) Rˆl(cF) = |c|Rˆl(F) for every c ∈ R.
(4) If A : R −→ R is a Lipschitz with constant L and satisfies A(0) = 0, then Rˆl(A ◦ F) ≤ 2L Rˆl(F).
(5) Rˆl(F + h) ≤ Rˆl(F)+ 2
√
Eˆ[h2]/ l for any function h.
(6) For any 1 ≤ q ≤ ∞, let LF,h,q = {| f − h|q , f ∈ F}. If || f − h||∞ ≤ 1 for every f ∈ F, then
Rˆl(LF,h,q) ≤ 2q
(
Rˆl(F)+ 2
√
Eˆ[h2]/ l.
)
(7) Rˆl(
∑n
i=1 Fi ) ≤
∑n
i=1 Rˆl(Fi ).
Here conv(F) means the convex hull of F and A ◦ F = {A ◦ f, f ∈ F}, where A ◦ f denotes the composition of
A and f .
The proofs of these results, with the exception of (4), are all relatively straightforward applications of the definition
of empirical Rademacher complexity. The proof of (4) has traditionally been made using Gaussian complexity and
relies on a more general result known as the Gaussian comparison theorem (see [5] for more details, with some
additional extensions in [9]). Restricting to the Gaussian approach more general forms of the theorem can be proven
that have additional applications in learning (see chapter 3 of [3] for example).
Here we present the result in the general complexity measure setting and give a direct proof in Section 6.
Theorem 3.2. Let µ be an arbitrary symmetric distribution on R with zero mean. Let Cˆl = Cˆµl denote the
corresponding empirical complexity for this distribution (as defined in Definition 2.3). Let A : R −→ R be a Lipschitz
function with constant L satisfying A(0) = 0. Then for any real-valued function class F we have:
Cˆl(A ◦ F) ≤ 2LCˆl(F).
If the function A is an odd function (A(−t) = −A(t)) then we can drop the factor 2 in the last theorem. Note that
[7, Lemma 5] proved a result that can be shown to imply our result for the case of Rademacher complexity.
Theorem 3.3. Let µ be an arbitrary symmetric distribution on R with zero mean. Let Cˆl = Cˆµl denote the
corresponding empirical complexity for this distribution (as defined in Definition 2.3). Let A : R −→ R be an
odd (A(−t) = −A(t)) Lipschitz function with constant L. Then for any real-valued function class F we have:
Cˆl(A ◦ F) ≤ LCˆl(F).
Note that the only condition on µ in the above theorems of having zero mean is necessary to make the notion of
complexity meaningful. If the mean of µ is different from zero then even a single function which is an identical
constant has a big complexity, which does not go to zero as the sample size goes to infinity. Clearly this is
unreasonable.
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Table 1
Supremum of all possible r = {−1, 1}3 and the functions of the
classes F and A ◦ F
r1 r2 r3 sup1≤i≤3〈r, fi 〉 sup1≤i≤3〈r, φi 〉
1 1 1 2 2
1 1 −1 0 2
1 −1 1 2 2
1 −1 −1 2 2
−1 1 1 2 2
−1 1 −1 2 2
−1 −1 1 0 2
−1 −1 −1 2 2
(In the above theorems we assume that the expectation integral of Definition 2.3 is bounded for any choice of
f ∈ F and any choice of points x1, . . . , xl ).
The assertions in the last two theorems trivially hold for the non-empirical complexity (Cl ) as well.
3.1. Example
Ledoux and Talagrand [5] give an example to show the constant 2 is necessary but make use of different contraction
functions for each index or point. We now give an example that shows even without this restriction a constant greater
than 1 is required. The example introduces a particular example satisfying the conditions of Theorem 3.2 for which
Cˆl(A ◦ F) = 43 LCˆl(F).
We consider samples of l = 3 elements S = {x1, x2, x3} and the function class F = { f1, f2, f3} formed by
f1 = [0, 1, 1]
f2 = [−1, 1, 0]
f3 = [−1, 0,−1].
In addition, we consider A to be the absolute value A(x) = |x |. Note that in this case, L = 1. Therefore, the class Φ
resulting from the combination of A and F is
φ1 = [0, 1, 1]
φ2 = [1, 1, 0]
φ3 = [1, 0, 1].
Table 1 contains the supremum of the scalar product between all possible r = {−1, 1}3 and the functions of the classes
F and A ◦ F .
The empirical Rademacher complexities of both classes can be easily computed by averaging the last two columns
in Table 1. Then the quotient between complexities yields
Cˆl(A ◦ F)
Cˆl(F)
=
8·2
8
6·2
8
= 4
3
. (2)
In our experiments (see the description below) we have always reached a quotient less than or equal to 4/3. These
experiments encourage us to formulate the following conjecture.
Conjecture 3.4. The factor 2 in Theorem 3.2 can be replaced by the factor 43 .
The remainder of this section is devoted to presenting a more exhaustive example that supports this conjecture.
Let us consider a space of hypothesis H ≡ {−1, 0, 1}3. This H is formed of 27 different hypotheses. Now we
define a parameter n as the number of hypotheses in the function class and construct all possible M(n) = (27n )
function classes {Fnm}M(n)m=1 formed by sampling without replacement n elements fromH.
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Fig. 1. Maximum value of the quotient between empirical Rademacher Complexities for the absolute value.
Fig. 2. Maximum value of the quotient between empirical Rademacher Complexities for the hinge function.
For every possible value of n we compute q(n) given by
q(n) = max
1≤m≤M(n)
[
Cˆl(A ◦ Fnm)
Cˆl(Fnm)
]
where A denotes the absolute value.
Fig. 1 shows the value of q(n) for all possible values of hypothesis set size. The maximum value achieved is 4/3,
what is certainly below the expected 2, but consistent with the conjecture.
We have repeated the experiment for the case of A equal to the hinge function instead of the absolute value. Fig. 2
displays the values of q(n) for all possible hypothesis sets. In this case the maximum value achieved is 7/6, which
falls below the bound proposed in the conjecture.
4. Rademacher complexity of Lipschitz functions
Learning requires us to place a bias on the function class that we select in order to be able to infer from a good fit to
a finite sample that the selected function will with high probability generalise well to new data. Hence, the challenge
facing the practitioner is to build in sufficient bias to ensure that learning can be achieved with limited data, but not so
much that the required functionality has been eliminated from the class.
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Learning theorists aim to allow practitioners as much flexibility as possible while still guaranteeing good learning
properties. Low Rademacher complexity bounds provide the guarantee that good generalisation will result from fitting
a function to a small sample. In this section we will show that a very general class of functions from the reals that
possesses this property, hence enabling practitioners to learn from very diverse data sets. The only restriction that will
be placed on the functions is that they should have bounded Lipschitz constant.
Let X = [0, 1] ⊂ R. Our aim is to estimate the Rademacher complexity of the set of all Lipschitz functions on [0, 1]
with Lipschitz constant at most L . This set is of course not uniformly bounded (contains all the constant functions, for
example), which makes its Rademacher complexity infinite. To make these functions uniformly bounded we request
that each function vanishes at some point on [0, 1]. (This makes the function class uniformly bounded; one could
demand this property instead.) It turns out that the Rademacher complexity of this class is very small and can be
compared with the Rademacher complexity of a single function. We formulate Theorems 4.1 and 4.2 for the empirical
Rademacher complexity Rˆl(H) and we estimate (the non-empirical complexity) Rl(H) in Theorem 4.3.
Theorem 4.1. Let H be the class of Lipschitz functions with Lipschitz constants at most L on the interval ∆ = [0, 1]
and vanishing at some point of this interval. Then for any set of points {x1, . . . , xl} ⊂ ∆ we have
Rˆl(H) ≤ 2L Rˆl(11),
where 11 is the function identically equal to 1 on ∆.
If we consider the class of functions vanishing at the origin we gain a factor 2:
Theorem 4.2. Let H be the class of Lipschitz functions with Lipschitz constants at most L on the interval ∆ = [0, 1]
and vanishing at the point 0. Then for any set of points {x1, . . . , xl} ⊂ ∆ we have
Rˆl(H) ≤ L Rˆl(11),
where 11 is the function identically equal to 1 on ∆.
In the above theorems we have compared the Rademacher complexity of the whole class H with the one of a single
function 11. In the next theorem we make comparison with the function which is the identity mapping I (x) = x :
Theorem 4.3. Let H be the class of Lipschitz functions with Lipschitz constants at most L on the interval ∆ = [0, 1]
and vanishing at the point 0. Then for any symmetrical distribution D on ∆ = [0, 1] (symmetrical with respect to the
middle point 1/2) we have
Rl(H) ≤ 2LRl(I ),
where I is the identity mapping I (x) = x.
Note that in Theorem 4.3 the function I (x) is an element of the class H , and the theorem says that the Rademacher
complexity of the whole class H is at most twice the Rademacher complexity of one of its elements. This result can
be viewed also in another way: composing all the functions h ∈ H with a single function I (x) = x (which does
not change h) may increase the Rademacher complexity (compared with the Rademacher complexity of the single
function I (x)) by at most twice the Lipschitz constant L . It is interesting to compare this result with Theorem 3.2.
To estimate the Rademacher complexity in the right-hand sides of the last three theorems we can use property
(5) of Theorem 3.1, where we take F containing only the identically zero function. This gives that Rˆl(F) = 0 and
consequently Rˆl(h) ≤ 2/
√
l if h ≤ 1 on [0, 1].
The authors do not know the answer to the following question:
Question. Is it possible to drop the factor 2 in Theorem 4.1?
For higher dimensional input spaces [6] give both bounds on the Rademacher complexity and algorithms for
implementing learning using these function classes.
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5. Rademacher free complexity
The word “free” stands for the fact that we drop the absolute value sign in the Definition 2.1 of Rademacher
Complexity:
Definition 5.1 (Rademacher Free Complexity). Let X be an input space, D be a distribution on X , and F be a real-
valued function class defined on X . Let S = {x1, . . . , xl} be a random sample generated (independently) by D. The
empirical Rademacher Free Complexity of F for the given sample S is the following random variable:
Rˆ∗l (F) = Er
[
sup
f ∈F
2
l
l∑
i=1
ri f (xi )
]
,
where r = {r1, . . . rl} are iid {±1}-valued random variables with equal probabilities for+1 and−1 and the expectation
is taken with respect to r .
The Rademacher Free Complexity of F is
R∗l (F) = ES
[
Rˆ∗l (F)
]
= ESr
[
sup
f ∈F
2
l
l∑
i=1
ri f (xi )
]
.
Note that Rˆl(F) = Rˆ∗l (F ∪ −F).
This definition is used implicitly by [7] within the proofs of their results. We feel justified in giving the definition
explicitly as the properties that can be derived are of interest in their own right. We begin by showing that the
Rademacher Free Complexity is always non-negative.
Theorem 5.2. For an arbitrary function class F we have:
Rˆ∗l (F) ≥ 0, R∗l (F) ≥ 0.
Proof. The proof of Theorem 5.2 follows from a simple observation. Consider that if sup
f ∈F
2/ l
l∑
i=1
ri f (xi ) is negative,
say −10, for some {r1, . . . , rl}, then the same supremum will be at least +10 for {−r1, . . . ,−rl}. 
Note that the Rademacher Free Complexity is smaller than the original Rademacher Complexity. In some
cases it can even be much smaller; for example, when the class F consists of a single function, the Rademacher
Free Complexity is zero, whereas the original Rademacher Complexity is positive. A remarkable fact is that the
Rademacher Free Complexity can still substitute the Rademacher Complexity in the error bounds of Theorem 2.4:
Theorem 5.3. Fix δ ∈ (0, 1) and let H be a class of functions mapping from Z to [0, 1]. Let z1, . . . , zl be drawn
independently according to a probability distribution D. Then with probability at least 1 − δ over random draws of
samples of size l, every h ∈ H satisfies:
ED[h(z)] ≤ Eˆ[h(z)] + R∗l (H)+
√
ln(2/δ)
2l
≤ Eˆ[h(z)] + Rˆ∗l (H)+ 3
√
ln(2/δ)
2l
, (3)
where ED[h(z)] is the true expectation of h(z) and Eˆ[h(z)] is the corresponding empirical one.
For the proof see Section 6 below.
A natural question arises here: Does the Rademacher Free Complexity have all the nice properties of Theorem 3.1
enjoyed by the Rademacher Complexity? The answer is yes! More than that, — some of these properties improve
significantly for the Rademacher Free Complexity. For example in property (4) we get rid of the “annoying” factor 2,
and we can substitute this constant by 1; the order is restored: If we compose a class of functions with a contraction
(with constant L) then the complexity decreases with the same constant L , in line with our intuition. In (5) we get
Rˆ∗l (F + h) ≤ Rˆ∗l (F), — the Rademacher Free Complexity simply ignores the constant term h. In (6) we have even
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two improvements: We drop the factor 2 and we drop the additive term containing h; we get only 2Rˆ∗l (F) left in the
right-hand side of the inequality of (6).
Theorem 5.4. Let F, F1, . . . , Fn and G be classes of real functions. Then:
(1) If F ⊆ G, then Rˆ∗l (F) ≤ Rˆ∗l (G).
(2) Rˆ∗l (F) = Rˆ∗l (conv F).
(3) Rˆ∗l (cF) = |c|Rˆ∗l (F) for every c ∈ R.
(4) If A : R −→ R is Lipschitz with constant L and satisfies A(0) = 0, then Rˆ∗l (A ◦ F) ≤ L Rˆ∗l (F).
(5) Rˆ∗l (F + h) = Rˆ∗l (F) for any function h.
(6) For any 1 ≤ q ≤ ∞, let LF,h,q = {| f − h|q , f ∈ F}. If ‖ f − h‖∞ ≤ 1 for every f ∈ F, then
Rˆ∗l (LF,h,q) ≤ q Rˆ∗l (F).
(7) Rˆ∗l (
∑n
i=1 Fi ) ≤
∑n
i=1 Rˆ∗l (Fi ).
For the proof see Section 6.
The introduction of free complexity not only simplifies and tightens the properties listed in Theorem 3.1 for
Rademacher Complexity, but also makes it quite natural and straightforward to extend the techniques to demonstrate
additional properties. Here we show that the inf and sup of function classes have simple bounds on their complexity.
Theorem 5.5. Let H = sup Fi or H = inf Fi then
Rˆ∗l (H) ≤
∑
i
Rˆ∗l (Fi ).
For the proof see Section 6 below.
Note that in [4] a similar result is proved for the original Rademacher Complexity, but this introduces an extra
factor 2 that can be avoided.
6. Proofs
Proof of Theorem 3.2. Our proof is inspired by the proof of Theorem 4.12 from [5], but we tried to simplify it
and added some new components making it universal for arbitrary distribution µ. Without loss of generality we can
assume L = 1 for the Lipschitz constant. This means that the function A is a contraction: |A(t)− A(s)| ≤ |t − s|. Fix
{x1, . . . , xl}. For simplicity of notations we denote f (xi ) = fi . So now if r = (r1, . . . , rl) denote the i.i.d. random
variables generated by µ, then we have to prove that
Er
[
sup
f ∈F
∣∣∣∣∣ l∑
i=1
ri A( fi )
∣∣∣∣∣
]
≤ 2Er
[
sup
f ∈F
∣∣∣∣∣ l∑
i=1
ri fi
∣∣∣∣∣
]
. (4)
Denote the left-hand side of the last inequality by L (do not mix up with the Lipschitz constant, which, by our
assumption, is now 1) and the right-hand side by R. We can assume that the function class F is closed with respect
to the negation ( f ∈ F =⇒ − f ∈ F), otherwise adding the set {− f } to F = { f } can only increase L and leaves R
unchanged. We also assume that the identically zero function also belongs to F . This does not change R and does not
change L (since A(0) = 0).
Denote A+(t) = A(t), A−(t) = −A(−t) and denote A± = {A+, A−}. We introduce the following quantity:
M := Er
[
sup
f ∈F,A∈A±
∣∣∣∣∣ l∑
i=1
ri A( fi )
∣∣∣∣∣
]
.
It suffices to show that L ≤ M and M ≤ R. The first inequality is evident. We need to prove that M ≤ R. Since F
is closed with respect to negation, we can drop the absolute value sign in the expression for R. The same we can do
in the expression for M (introducing A− served this purpose). So, what we need to prove now is:
Er
[
sup
f ∈F,A∈A±
l∑
i=1
ri A( fi )
]
≤ 2Er
[
sup
f ∈F
l∑
i=1
ri A( fi )
]
. (5)
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Evidently, for each fixed r = (r1, . . . , rl) we have
sup
f ∈F,A∈A±
l∑
i=1
ri A( fi ) ≤ sup
f ∈F
l∑
i=1
ri A+( fi )+ sup
f ∈F
l∑
i=1
ri A−( fi ).
(Here we use the fact that the identically zero function belongs to F , which makes positive both terms in the right-hand
side of the last inequality.)
It is this last inequality where the factor 2 comes from in Theorem 3.2.
Now in order to prove (5) it suffices to prove that
Er
[
sup
f ∈F
l∑
i=1
ri A( fi )
]
≤ Er
[
sup
f ∈F
l∑
i=1
ri fi
]
(6)
for arbitrary compression A with A(0) = 0.
The main idea now is the following : Instead for proving (6) immediately, we introduce an intermediate expression
Er
[
sup f ∈F
∑l
i=1 ri Ai ( fi )
]
, where each Ai is either A or the identical mapping I (t) = t . If all the Ai are A, we get
the left-hand side of (6), and if all the Ai are I we get the right-hand side. Now reducing the number of Ai ’s equal to
A one-by-one (induction principle), we show that on each step we increase the value of Er
[
sup f ∈F
∑l
i=1 ri Ai ( fi )
]
.
It is enough to show the first step: Prove that
Er
[
sup
f ∈F
(r1A1( f1)+ r2A2( f2)+ · · · rl Al( fl))
]
≤ Er
[
sup
f ∈F
(r1 f1 + r2A2( f2)+ · · · rl Al( fl))
]
. (7)
A first naive attempt fails:[
sup
f ∈F
(r1A1( f1)+ r2A2( f2)+ · · · rl Al( fl))
]

[
sup
f ∈F
(r1 f1 + r2A2( f2)+ · · · rl Al( fl))
]
.
Next attempt: Group (r1, r2, . . . , rl), r1 ≥ 0, with (−r1, r2, . . . , rl). Here, to start with, we make an extra
assumption that the measure µ is symmetric. (For a technical simplicity you can even imagine that µ is a discrete
measure.) Later we comment on the case when µ is not necessarily symmetric. So we have to prove that
sup
f ∈F
(r1A1( f1)+ r2A2( f2)+ · · · + rl Al( fl))+ sup
f ∈F
(−r1A1( f1)+ r2A2( f2)+ · · · + rl Al( fl))
≤ sup
f ∈F
(r1 · f1 + r2A2( f2)+ · · · + rl Al( fl))+ sup
f ∈F
(−r1 · f1 + r2A2( f2)+ · · · + rl Al( fl)). (8)
To prove the last inequality it suffices to show that for each couple of functions { f +, f −} ⊂ F there is another
couple of functions {g+, g−} ⊂ F such that
(r1 · A( f +1 )+ r2A2( f +2 )+ · · · + rl Al( f +l ))+ (−r1 · A( f −1 )+ r2A2( f −2 )+ · · · + rl Al( f −l ))
≤ (r1 · g+1 + r2A2(g+2 )+ · · · + rl Al(g+l ))+ (−r1 · g−1 + r2A2(g−2 )+ · · · + rl Al(g−l )).
The choice g+ = f +, g− = f − gives
A( f +1 )− A( f −1 ) ≤ f +1 − f −1 .
The choice g+ = f −, g− = f + gives
A( f +1 )− A( f −1 ) ≤ f −1 − f +1 .
Due to the compression property of A, at least one of the last two inequalities is true, namely, the one for which the
right-hand side is non-negative. This proves (8).
Now integrating both sides of (8) over the domain [0,∞) × (−∞,∞)l−1 with respect to the measure dµ(r1) ×
· · · × dµ(rl) we get (7). 
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Proof of Theorem 3.3. We need to prove that
Er
[
sup
f ∈F
∣∣∣∣∣ l∑
i=1
ri A( fi )
∣∣∣∣∣
]
≤ Er
[
sup
f ∈F
∣∣∣∣∣ l∑
i=1
ri fi
∣∣∣∣∣
]
. (9)
We assume again that F is closed with respect to negation (this does not change (9)). The expressions inside the
absolute value signs on both sides of (9) are odd functions in f . This means that we can drop the absolute value signs.
The rest follows from (6).
Theorem 3.3 is proved. 
Proof of Theorem 4.2. Without loss of generality we can assume that L = 1. Fix {x1, . . . , xl} ⊂ ∆ = [0, 1], 0 ≤
x1 ≤ x2 ≤ · · · ≤ xl ≤ 1. Fix r = (r1, . . . , rl), ri = ±1, i = 1, . . . , l. It can be shown that the class H in the theorem
is compact in the uniform (L∞) metric. This means that the supremum in the definition of the Rademacher complexity
is achieved for some function h(x) (depending on (r1, . . . , rl) and {x1, . . . , xl}). Then −h(x) also provides the same
supremum. So we can assume that
sup
f ∈H
∣∣∣∣∣ l∑
i=1
ri f (xi )
∣∣∣∣∣ = l∑
i=1
rih(xi ).
In particular, we have that
l∑
i=1
rih(xi ) ≥
l∑
i=1
ri f (xi ), ∀ f ∈ H. (10)
Denote d1 = x1 − 0, d2 = x2 − x1, . . . , dl = xl − xl−1. We have
di ≥ 0,
l∑
i=1
di ≤ 1. (11)
Due to the Lipschitz condition (with L = 1) we have |h(x1)| ≤ d1. Consider the quantity sgn(r1+ · · · + rl), where
sgn(x) = 1 if x > 0, sgn(x) = −1 if x < 0 and sgn(0) = 0. If sgn(r1 + · · · + rl) > 0, then we must have h(x1) = d1
in order to guarantee (10) (otherwise we could lift the function h(x) on the interval [x1, 1]; the new function still will
be Lipschitz with constant 1, but this lift would increase the left-hand side in (10)). If sgn(r1 + · · · + rl) < 0, then we
must have h(x1) = −d1. If sgn(r1 + · · · + rl) = 0, then the lifting of h(x) up (or down) on the interval [x1, 1] does
not effect the left-hand side in (10). So we can assume that
h(x1) = d1sgn(r1 + · · · + rl).
Now having fixed h(x1) we can show in the same way that
h(x2) = h(x1)+ d2sgn(r2 + · · · + rl) = d1sgn(r1 + · · · + rl)+ d2sgn(r2 + · · · + rl).
In general for i = 1, . . . , l we have
h(xi ) = d1sgn(r1 + · · · + rl)+ · · · + di sgn(ri + · · · + rl).
The last equality gives an expression for the left-hand side in (10) only in terms of r = (r1, . . . , rl) (recall that
d1, . . . , dl are fixed):
l∑
i=1
rih(xi ) = r1[d1sgn(r1 + · · · + rl)] + r2[d1sgn(r1 + · · · + rl)+ d2sgn(r2 + · · · + rl)]
+ · · · + rl [d1sgn(r1 + · · · + rl)+ d2sgn(r2 + · · · + rl)+ · · · + dlsgn(rl)]. (12)
The expectation of the last expression is exactly the empirical Rademacher complexity. In order to estimate this
expectation we denote ml−i+1 := Er [ri (ri + · · · + rl)]. Evidently it depends only on the index l − i + 1. Then for the
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Rademacher complexity we get from (12) that (now we write hr instead of h to indicate the dependence of h on r ):
Er
[
l∑
i=1
rihr (xi )
]
= d1ml + [d1ml + d2ml−1] + · · · + [d1ml + d2ml−1 + · · · + dlm1]
= d1[l · ml ] + d2[(l − 1) · ml−1] + · · · + dl [1 · m1]. (13)
Now we will show that m1, . . . ,ml constitute the central (middle) elements in the Pascal triangle made of binomial
coefficients (here each line should be divided 2 powered by the index of the line):
1
1 1
1 2 1
1 3 3 1
1 4 6 4 1
1 5 10 10 5 1
· · · · · · · · ·
It is enough to calculate Er [r1 · sgn(r1 + · · · + rl)] (since l is an arbitrary positive integer). The expression
r1 · sgn(r1 + · · · + rl) is an even function in r = (r1, . . . , rl), so we can assume r1 = 1.
Er [r1 · sgn(r1 + · · · + rl)] = Er [1 · sgn(1+ r2 + · · · + rl)]
= Er [sgn(1+ r2 + · · · + rl) | |r2 + · · · + rl | > 1] · Prob{|r2 + · · · + rl | > 1}
+ sgn(1+ 0) · Prob{r2 + · · · + rl = 0} + sgn(1+ 1) · Prob{r2 + · · · + rl = 1}
+ sgn(1− 1) · Prob{r2 + · · · + rl = −1}. (14)
Note that if |r2 + · · · + rl | > 1 then sgn(1 + r2 + · · · + rl) = sgn(r2 + · · · + rl). Now taking into account that
sgn(r2+· · ·+ rl) is an odd function in r = (r1, . . . , rl), we get that the first term in the right-hand side of (14) is zero.
Note also that by our definition: sgn(1− 1) = sgn(0) = 0, so even the last term in the right-hand side of (14) is zero.
Consequently from (14) we get:
Er [r1 · sgn(r1 + · · · + rl)] = 1 · Prob{r2 + · · · + rl = 0} + 1 · Prob{r2 + · · · + rl = 1}. (15)
To evaluate the last expression we consider two cases:
Case 1: l is even: l = 2t . In this case the equality r2 + · · · + rl = 0 is impossible, so
Er [r1 · sgn(r1 + · · · + rl)] = Prob{r2 + · · · + rl = 1}
= number of different (t − 1)− tuples out of 2t − 1 points
= 1
22t−1
(
2t − 1
t − 1
)
. (16)
Case 2: l is odd: l = 2t + 1. In this case the equality r2 + · · · + rl = 1 is impossible, so
Er [r1 · sgn(r1 + · · · + rl)] = Prob{r2 + · · · + rl = 0}
= number of different t − tuples out of 2t points = 1
22t
(
2t
t
)
. (17)
Now returning to the equality (13) we will prove that
lml ≥ (l − 1)ml−1 ≥ · · · ≥ 1 · m1. (18)
It suffices to prove that
(i + 1)mi+1
imi
≥ 1, i = 1, . . . , l − 1. (19)
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This is easy to do using (16) and (17). If i = 2t (i is even) then using binomial formula we get
(i + 1)mi+1
imi
= 2t + 1
2t
> 1. (20)
In the case of odd i , i = 2t + 1, we get
(i + 1)mi+1
imi
= 1. (21)
The last two equations give (19), so (18) is proved. Now (18) together with (11) show that the right-hand side
of (13) will achieve its maximum if we take d1 as big as possible, namely if we take d1 = 1, which gives that
x1 = x2 = · · · = xl = 1. And the Rademacher complexity in this case will be maximal if |h(1)| is as big as possible.
Due to the Lipschitz condition (with constant L = 1) the maximal value for |h(1)| is 1. We can take h(1) = 1 for
all r = (r1, . . . , rl). Evidently the Rademacher complexity in this case (x1 = x2 = · · · = xl = 1) is the same as the
Rademacher complexity of the identical one function 1[0,1] (for arbitrary choice of {x1, . . . , xl} ⊂ [0, 1].
Theorem 4.2 is proved. 
Proof of Theorem 4.1. Evidently, Theorem 4.2 will stay true if instead of demanding that the functions vanish at
x = 0 we demand that they vanish at x = 1. Now, any function h(x) which vanishes at some point x0 ∈ [0, 1] can
be written as h(x) = h1(x) + h2(x), where h1(x) coincides with h(x) on [0, x0] and is identically zero on [x0, 1],
and h2(x) coincides with h(x) on [x0, 1] and is identically zero on [0, x0]. Evidently h1(x) vanishes at x = 1 and
h2(x) vanishes at x = 0. If, in addition, h(x) is a Lipschitz function with constant L , then both h1(x) and h2(x) are
Lipschitz functions with the same constant. Finally, Theorem 4.1 follows from Theorem 4.2 and Theorem 3.1 (part
(7)). 
Proof of Theorem 4.3. We have 1[0,1](x) = I (x)+ (1− I (x)) on [0, 1]. Theorem 3.1 (part (7)) gives that
Rl(1[0,1]) ≤ Rl(I )+ Rl(1− I ).
Since the distribution D is symmetric and the two functions I (x) and 1 − I (x) are reflections of each other in the
vertical line x = 1/2, we get that Rl(I ) = Rl(1− I ). This together with the last inequality proves Theorem 4.3. 
Proof of Theorem 5.3. We start by formulating McDiarmid’s inequality (see [8], Theorem 4.5): Let X1, . . . , Xl be
independent random variables taking values in a set A, and assume that f : Al −→ R satisfies
sup
x1,...,xl ,xˆi∈A
∣∣ f (x1, . . . , xl)− f (x1, . . . , xˆi , xi+1, . . . , xl)∣∣ ≤ ci , 1 ≤ i ≤ l.
Then for all  > 0:
P { f (X1, . . . , Xl)− E f (X1, . . . , Xl) ≥ } ≤ exp
(
−22∑l
i=1 c2i
)
.
For a fixed f ∈ F we have
ED[ f (z)] ≤ Eˆ[ f (z)] + sup
h∈F
(
EDh − Eˆh
)
.
We now apply McDiarmid’s inequality bound to the second term on the right-hand side in terms of its expected value.
Since the function takes values in the range [0, 1], replacing one example can change the value of the expression by at
most 1/ l. Substituting this value of ci into McDiarmid’s inequality, setting the right-hand side to be δ/2, and solving
for , we obtain that with probability greater than 1− δ/2
sup
h∈F
(
EDh − Eˆh
)
≤ ES
[
sup
h∈F
(
EDh − Eˆh
)]
+
√
ln(2/δ)
2l
giving
ED[ f (z)] ≤ Eˆ[ f (z)] + ES
[
sup
h∈F
(
EDh − Eˆh
)]
+
√
ln(2/δ)
2l
.
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We must now bound the middle term of the right-hand side.
ES
[
sup
h∈F
(
EDh − Eˆh
)]
= ES
[
sup
h∈F
ES˜
[
1
l
l∑
i=1
h(z˜i )− 1l
l∑
i=1
h(zi )
∣∣∣∣∣ S
]]
≤ ESES˜
[
sup
h∈F
1
l
l∑
i=1
(h(z˜i )− h(zi ))
]
= Er,S,S˜
[
sup
h∈F
1
l
l∑
i=1
ri (h(z˜i )− h(zi ))
]
= Er,S,S˜
[
sup
h∈F
(
1
l
l∑
i=1
rih(z˜i )+ 1l
l∑
i=1
−rih(zi )
)]
≤ Er,S,S˜
[
sup
h∈F
1
l
l∑
i=1
rih(z˜i )
]
+ Er,S,S˜
[
sup
h∈F
1
l
l∑
i=1
−rih(zi )
]
(due to symmetry of the distribution)
= Er,S,S˜
[
sup
h∈F
1
l
l∑
i=1
rih(z˜i )
]
+ Er,S,S˜
[
sup
h∈F
1
l
l∑
i=1
rih(zi )
]
= Er,S˜
[
sup
h∈F
1
l
l∑
i=1
rih(z˜i )
]
+ Er,S
[
sup
h∈F
1
l
l∑
i=1
rih(zi )
]
= 2Er,S
[
sup
h∈F
1
l
l∑
i=1
rih(zi )
]
= ErES
[
sup
h∈F
2
l
l∑
i=1
rih(zi )
]
= ES[Rˆ∗l ] = R∗l .
Finally, with probability greater than 1−δ/2, we can bound the Rademacher Free Complexity in terms of its empir-
ical value by a further application of McDiarmid’s theorem for which ci = 2/ l. (In fact here we apply the inequality
P {E f (X1, . . . , Xl)− f (X1, . . . , Xl) ≥ } ≤ exp
(
−22∑l
i=1 c2i
)
which is also true. We get this inequality if we apply the original inequality to the function− f + 2E f .) The complete
results follow. 
Proof of Theorem 5.4.
(1) This is evident from the definition.
(2) The expression
l∑
i=1
ri f (xi ) is a linear function in f . So the supremum is always taken on as a vertex of a convex
region.
(3) This is evident for c > 0, and also for c = −1. Now for any negative c < 0 we can apply this assertion twice
using c = |c| · (−1).
(4) This follows from the proof of equation (6) in the proof of Theorem 3.2.
(5) sup f ∈F+h
l∑
i=1
ri f (xi ) ≤ sup f ∈F+h
l∑
i=1
ri f (xi ) +
l∑
i=1
rih(xi ). Taking expectation over Er = (r1, . . . , rl) (the
expectation of the second term is zero) gives: Rˆl(F + h) ≤ Rˆl(F). Setting here −h instead of h we get
Rˆl(F − h) ≤ Rˆl(F). Setting again F + h instead of F we get Rˆl(F) ≤ Rˆl(F + h). All this includes the
assertion (5).
(6) This follows from (5), (4) and the fact that the function xq is a Lipschitz function on the interval [−1, 1] with the
Lipschitz constant q (this is the derivative of xq at x = 1).
(7) This is a trivial consequence of the supremum function properties. 
246 A. Ambroladze et al. / Theoretical Computer Science 382 (2007) 232–246
Proof of Theorem 5.5. It suffices to give the proof for two classes F1 = F and F2 = G. We use the following
equality:
sup(a, b) = 1
2
(a + b)+ 1
2
|a − b|,
from which it follows that
h(Ex) = sup( f (Ex), g(Ex)) = 1
2
( f (Ex)+ g(Ex))+ 1
2
| f (Ex)+ g(Ex)|.
Now
Rˆ∗l
({
1
2
( f (Ex)+ g(Ex))+ 1
2
| f (Ex)− g(Ex)|
}
f,g
)
= 1
2
Rˆ∗l
({( f (Ex)+ g(Ex))+ | f (Ex)− g(Ex)|} f,g)
≤ 1
2
Rˆ∗l (F + G)+
1
2
Rˆ∗l
({| f (Ex)− g(Ex)|} f,g)
(use Theorem 5.4 (4) with A(t) = |t |)
≤ 1
2
Rˆ∗l (F + G)+
1
2
Rˆ∗l (F − G)
(use Theorem 5.4 (3) and (7))
≤ 1
2
[
Rˆ∗l (F)+ Rˆ∗l (G)+ Rˆ∗l (F)+ Rˆ∗l (G)
]
= Rˆ∗l (F)+ Rˆ∗l (G). 
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