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RELATIVE CHOW STABILITY AND EXTREMAL
METRICS
REZA SEYYEDALI
Abstract. We prove that the existence of extremal metrics im-
plies asymptotically relative Chow stability. An application of this
is the uniqueness, up to automorphisms, of extremal metrics in any
polarization.
1. Introduction
On a compact Ka¨hler manifold M , extremal metrics are introduced
by Calabi as canonical representations in Ka¨hler classes ([3]). Extremal
metrics are critical points of Calabi functional
Cal(ω) =
∫
M
S(ω)2ωn
restricted to a given Ka¨hler class, where S(ω) is the scalar curvature
of ω. Extremal metrics are generalization of constant scalar curvature
Ka¨hler (cscK) metics . There is a deep relationship between the exis-
tence of canonical metrics on polarized manifolds and the concept of
stability. It was conjectured by Yau ([35]), Tian ([34]) and Donaldson
([8]) that the existence of cscK metrics (and more generally extremal
metrics) in a polarization is equivalent to the stability of the polarized
manifold. The link between the existence and stability is provided by
projective embeddings.
Let (M,L) be a polarized manifold. For any k ≫ 0 using sections
of H0(M,Lk), there exist embeddings of M into complex projective
spaces. For any hermitian metric h on L such that ω =
√−1 ∂¯∂ log h is
a Ka¨hler form onM , one can use L2-orthonormal bases ofH0(M,Lk) to
embedM into complex projective spaces. For any such embedding, the
pull back of the Fubini-Study metric to M rescaled by a factor of k−1
is a Ka¨hler metric in the class of 2πc1(L). In [33], Tian proved that this
sequence of rescaled metrics converges to ω. In [6], Donaldson proved
that if ω has constant scalar curvature and Aut(M,L)/C∗ is discrete,
then there exists unique ”balanced” embedding ofM into complex pro-
jective spaces using sections of H0(M,Lk) for k ≫ 0. These balanced
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embeddings are zeros of some finite dimensional moment maps and are
essentially unique. Moreover by pulling back Fubini-Study metrics to
M using these embedding and rescaling by a factor of k−1, we get a
sequence of Ka¨hler metrics in the class of 2πc1(L) that converges to
the cscK metric. An immediate consequence of Donaldson’s theorem is
the uniqueness of constant scalar curvature Ka¨hler metrics in the class
of 2πc1(L) under the discreteness assumption for Aut(M,L)/C
∗.
On the other hand, a result of Zhang([38]), Luo([18]), Paul ([26])
and Phong and Sturm ([27]) gives a geometric invariant theory (GIT)
interpretation balanced embeddings. They show that the existence of
a unique balanced metric on Lk is equivalent to the Chow stability
of (M,Lk). Therefore, by Donaldson’s theorem, the existence of cscK
metrics implies asymptotically Chow stability of (M,L) under the dis-
creteness assumption. Later, Mabuchi showed that under vanishing
of some obstructions, one can drop the discreteness assumption ([19],
[21]). These obstructions appear if the action of the automorphism
group of M on the Chow line is non-trivial. In that case, any one
parameter subgroup of automorphisms of M that acts nontrivially on
the Chow line destabilizes the Chow point. Therefore, the Chow point
fails to be semi-stable. So, it is natural to study only those one pa-
rameter subgroups that are perpendicular, in some appropriate sense,
to the group of automorphisms of M . In analogy to the Kempf-Ness
theorem, Sze´kelyhidi introduced the notion of relative stability in [32].
Our main theorem is to prove that the existence of extremal Ka¨hler
metrics implies asymptotically relative Chow stability in the sense of
[20] and [32]. The main theorem of this article is the following.
Theorem 1.1. Let (M,L) be a polarized manifold and T ⊂ Aut0(M,L)
be a maximal torus. Suppose that there exists a T -invariant extremal
Ka¨hler metric ω∞ in the class of 2πc1(L). Then there exists a positive
integer r only depends on (M,L) and a sequence of T -invariant rela-
tively balanced metrics ω˜k on (M,L
rk) for k ≫ 0 such that the sequence
of rescaled metrics ωk :=
1
rk
ω˜k converges to ω∞ in C
∞−topology.
Similar to the case of trivial automorphism group, we have the fol-
lowing.
Corollary 1.1. Let (M,L) be a polarized manifold. If there exists an
extremal Ka¨hler metric ω∞ in the class of 2πc1(L), then (M,L
rk) is
relatively Chow stable for k ≫ 0.
This problem was studied by Mabuchi in [19]-[23]. Mabuchi proved
that the existence of extremal metrics implies a weaker version of rel-
ative Chow stability. However, this weaker version of relative Chow
3stability does not satisfy the uniqueness condition and therefore does
not imply the uniqueness of extremal metrics. A different approach to
the problem is taken by Sano and Tipler ([30]). They introduced the
notion of σ- balanced metrics and studied its relation to modified K-
energy. It was pointed out to the author by C. Tipler that their notion
of σ-balanced coincides with the notion of relatively balanced. It is
a consequence of their moment map interpretation of the σ-balanced
metrics. Different proofs of Theorem 1.1 are given in recent papers of
Mabuchi ([24]) and Sano and Tipler ([31]) independently. A closely
related result is proved by Hashimoto ( [12], [13]).
Theorem 1.1 has some interesting applications. One can prove the
uniqueness of extremal metrics modulo automorphisms in any polar-
ization using approximation by relatively balanced metrics. This was
conjectured by X. X. Chen for general Ka¨hler classes and was proved
by Berman and Berndtsson ([2]). Another application of Theorem 1.1
is a generalization of the result of Apostolov-Huang on the splitting of
extremal metrics on products ([1]).
In order to prove Theorem 1.1, following [6], we construct a se-
quence of almost relatively balanced metrics that converges to the ex-
tremal metric ω∞. Our main tools are the asymptotic expansions for
the Bergman kernel ([4], [37]) and the operatorHk◦Qk (See [10, Lemma
2], (4.1) and Def. 4.1.) A crucial fact is that we can construct functions
Fl such that the matrix Qk(Fl) induces a holomorphic vector field on
PN that is almost tangent to M ⊂ PN (See (2.7) and Theorem 4.6.)
The next step is to perturb these almost relatively balanced metrics
to obtain genuine solutions. In order to do that, we use the lower
bound for the derivative of the moment map restricted to complement
of holomorphic vector fields. This was done in [21] (c.f. [28]).
Here is the outline of the paper: In section 2, we review basic defi-
nitions and properties of balanced and relatively balanced metrics. In
Section 3, we review the linearization of the problem. It is essentially
to find a lower bound for the derivative of the moment map. In section
4, we construct approximate solutions to the equation (4.7). Section 5
is devoted to construct almost relatively balanced metrics. We prove
Theorem 1.1 in Section 6. Some applications of Theorem 1.1 is dis-
cussed in Section 7.
Acknowledgements: I am sincerely grateful to Vestislav Apostolov
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Ga´bor Sze´kelyhidi, and Carl Tipler for many helpful discussions and
suggestions.
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2. Balanced metrics
2.1. Holomorphic vector fields. Let (M,L) be a polarized manifold
of complex dimension n. Let ω ∈ 2πc1(L) be a Ka¨hler metric on M .
A holomorphic vector field on M is a (1, 0)-vector field X on M that
can be written in any local coordinate z1, . . . , zn as X =
∑n
i=0 fi
∂
∂zi
for
some holomorphic functions f1, . . . , fn. A real vector field Xr is called
holomorphic if it is a real part of a holomorphic vector field X , i.e.
2Xr = X + X¯. Note that in this case, X = Xr −
√−1JXr, since X is
a (1, 0)-vector. We have the following.
Proposition 2.1. ([14, Corollary 4.6]) Let X be a holomorphic vector
field on M . The following are equivalent.
• X can be lifted to a holomorphic vector field on L.
• The zero locus of X is non-empty.
• There exists a function f : M → C such that ∂¯f = ιXω. Such a
function f , if exists, is unique up to a constant. The function
f is called a holomorphy potential for X.
We denote the set of holomorphic vector fields satisfying the above
equivalent conditions by g. Let A˜ut(M) be the group of automorphisms
of M that lift to L. Let G = A˜ut0(M) be the connected component of
the identity. There is a natural identification between the Lie algebra
of G and g. We use g for the the Lie algebra of G as well.
Definition 2.1. A holomorphic vector field X on M is called Hamilton-
ian with respect to ω if X has a real holomorphy potential, i.e. there
exists a function H :M → R such that ∂¯H = ιXω.
Proposition 2.2. ([14]) A holomorphic vector field X is Hamiltonian
with respect to ω if and only if there exists H : M → R such that
dH = ιXrω, where Xr is the real part of X.
Proof. Let Xr be the real part of X . Then Let X = Xr −
√−1JXr.
Let f = u+
√−1v be a holomorphy potential for X . We have
2ιXrω − 2
√−1ιJXrω = 2ιXω = 2∂¯f = (du− Jdv) +
√−1(Jdu+ dv).
Here J is the almost complex structure. Therefore,
2ιXrω = du− Jdv.
This implies that ιX1ω is exact if and only if v is constant. 
Corollary 2.3. Let X be a Hamiltonian vector field with respect to
ω, Xr be its real part and H ∈ C∞(M) be a Hamiltonian for X. Let
φ : M → R such that ωφ = ω +
√−1 ∂¯∂φ is a Ka¨hler form. Suppose
5that dφ(Xr) = 0. Then X is Hamiltonian with respect to ωφ. Moreover,
the function Hφ = H − 12〈∇ωH,∇ωφ〉ω is a Hamiltonian for X with
respect to ωφ.
Proof. In this proof, all inner products and gradients are with respect
to ω. Since H is a Hamiltonian for X with respect to ω, we have
dH = 2ιXrω. Hence, ∇H = 2JXr and therefore, we have
〈∇H,∇φ〉 = 2dφ(JXr) = 2ιJXrdφ.
Thus,
d〈∇H,∇φ〉 = 2d(ιJXrdφ) = 2LJXrdφ = −2ιXr
√−1 ∂¯∂φ.
Therefore,
dHφ = dH − 1
2
d〈∇H,∇φ〉 = ιXrω + ιXr
√−1 ∂¯∂φ = ιXrωφ.

Extremal metrics are critical points of Calabi functional
Cal(ω) =
∫
M
S(ω)2ωn
restricted to a given Ka¨hler class, where S(ω) is the scalar curvature
of ω. A straightforward calculation shows that a Ka¨hler metric ω is
extremal if and only if the vector field J∇ωS(ω) is a (real) holomorphic
vector field. It is equivalent to the existence of a holomorphic vector
field X onM satisfying ∂¯S = ιXω. Since S(ω) is a real-valued function,
the holomorphic vector field X is Hamiltonian with respect to ω.
2.2. Fubini-Study metrics on complex projective spaces. In this
subsection, we fix some of notations that we use in the paper. We start
with some basic facts about complex projective spaces and Fubini-
Study metrics. Tangent vectors to PN are given by pairs {(z, v)|z ∈
C
N+1 − {0}, v ∈ CN+1} modulo an equivalence relation ∼ defined as
follows:
(z, v) ∼ (z′, v′) if z′ = λz and v′−λv = µz for some λ ∈ C∗ and µ ∈ C.
For a tangent vector [(z, v)], the Fubini-Study metric is defined by
(2.1) ‖[(z, v)]‖2 = v
∗vz∗z − (z∗v)2
(z∗z)2
.
The Fubini-Study metric defined by (2.1) is a Ka¨hler metric. We denote
the coresponding Ka¨hler form by ωFS. There is a natural action of
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U(N + 1) on PN that preserves ωFS. This action is Hamiltonian and
the moment map is given by
(2.2) µ(z) =
zz∗
z∗z
=
(
ziz¯j
|z|2
)
∈ √−1u(N + 1).
For any A ∈ √−1u(N + 1), we define a holomorphic vector field ξA on
PN by
(2.3) ξA(z) = [z, Az].
Holomorphic vector field ξA is Hamiltonian with respect to ωFS and
the associated Hamiltonian function is given by
(2.4) H(A) = tr(Aµ).
Moreover, the Hamiltonian H(A) satisfies the following normalization
condition: ∫
PN
H(A)ωNFS = 0.
The following is straightforward.
Lemma 2.4. (c.f. [10, Lemma 11]) For any A,B ∈ √−1u(N + 1) we
have
HAHB + 〈ξA, ξB〉FS = Tr(ABµ).
2.3. Balanced metrics and Chow stability. For the polarized man-
ifold (M,L), denote the space of positive hermitian metrics on L by
KL and the space of hermitian inner products on H0(M,Lk) by Kk.
Definition 2.2. For any positive hermitian metric h ∈ KL, define the
Ka¨hler form ωh =
√−1 ∂¯∂ log h.
• Any h ∈ KL defines an L2 hermitian inner product Hilbk(h) on
H0(M,Lk) as follows:
Hilbk : KL → Kk h 7→ Hilbk(h)
〈s, t〉Hilbk(h) =
Nk + 1
V
∫
M
〈s(x), t(x)〉hωnh ,
where Nk + 1 = dim(H
0(M,Lk)) and V =
∫
M
ωnh .
• Given H ∈ Kk, we define FSk(H) as the unique metric on Lk
such that
Nk∑
i=0
‖si‖2FSk(H) = 1,
7where s0, . . . , sNk is an orthonormal basis for H
0(M,Lk) with
respect to H . This defines a map FSk : Kk → KL.
The Aubin-Yau functional I : KL → R is defined using the varia-
tional formula,
(2.5)
d
dt
I(g(t)) =
1
V
∫
M
ϕ˙t ω
n
gt
,
where gt = e
ϕtg0 is a smooth path in KL and ωgt =
√−1 ∂¯∂ log gt. This
functional is unique up to a constant which can be fixed by choosing a
reference metric g0 in KL. By restricting the functional −I to FSk(Kk),
we obtain functionals Lk : Kk → R defined by
(2.6) Lk(H) = −I ◦ FSk(H).
Lemma 2.3. Let Ht = e
tδHH be a path in Kk, where δH is a hermitian
matrix. We have
d
dt
∣∣∣
t=0
Lk(Ht) =
∫
M
Tr(δH [〈si, sj〉FS(H)])ωnFS,H,
where s0, . . . , sNk is an orthonormal basis for H
0(M,Lk) with respect
to H and ωFS,H =
√−1 ∂¯∂ log FSk(H).
Let h be a hermitian metric on L and ω = ωh be the corresponding
Ka¨hler metric. For the rest of this section, we fix k ≫ 0 and an
orthonormal basis s0, . . . sN for H
0(M,Lk) with respect to L2(hk, ω).
Here, N + 1 = Nk + 1 = dimH
0(M,Lk). Using this basis, we have an
embedding ι : M → PN . We denote the pull back of the Fubini-Study
Ka¨hler on PNk to M and the Fubini-Study hermitian metric on OPN (1)
to Lk by ωFS and hFS respectively. Note that hFS = FSk ◦ Hilbk(h)
and ωFS =
√−1 ∂¯∂ log hFS,k.We can identify the space of Fubini-Study
metrics Kk on H0(M,Lk) with
SL(N + 1,C)
SU(N + 1)
∼=
√−1su(N + 1).
Thus, we can consider the functional Lk as a functional on
√−1su(N+
1). More precisely, we define F : √−1su(N + 1)→ R by
(2.7) F(A) = Lk(exp(A)), A ∈
√−1su(N + 1).
Using the embedding ι : M −→ PN , we have the following exact
sequence of holomorphic vector bundles over M
0→ TM → ι∗TPN → Q→ 0.
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Let N ⊂ ι∗TPN be the orthogonal complement of TM with respect
to the Fubini-Study metric on PN . Then as smooth vector bundles, we
have
ι∗TPN = TM ⊕N .
We denote the projections onto the first and second component by πT
and πN respectively.
Lemma 2.5. [27, Lemma 3.1] Let A ∈ √−1su(N + 1). Define
fA(t) = F(tA).
Then we have:
f˙A :=
d
dt
fA(t) =
∫
M
tr(Aµ)σ∗tω
n
FS,
f¨A :=
d2
dt2
fA(t) =
∫
M
‖πN ξA‖2FS σ∗tωnFS.
Here σt(z) = exp(tA)z, for any z ∈ PN
Definition 2.4. An embedding ι : M → PN is called balanced if there
exists a constant C such that∫
M
ziz¯j
|z|2 = Cδij .
The hermitian metric ι∗hFS on ι
∗OPN (1) and the Ka¨her form ι∗ωFS on
M are called balanced as well.
Note that Lemma 2.3 implies that balanced metrics on Lk are exactly
critical points of the functional Lk. The existence of balanced metrics
is closely related to Chow stability. Next, we define Chow stability.
Definition 2.5. Let M ⊂ PN be a n dimensional projective sub-variety
of degree d. Let
Z = {P ∈ Gr(N − n− 1,PN)|P
⋂
M 6= ∅}.
Then Z is a hypersurface of degree d in Gr(N−n−1,PN ) and therefore
there exists fM ∈ H0(Gr,O(d)) such that Z = {fM = 0}. The point
Chow(M) = [fM ] ∈ P(H0(Gr,O(d))) is called the Chow point of M .
We sayM ⊂ PN (or equivalently (M,OPN (1)|M)) is Chow stable if [fM ]
is stable under the action of SL(N + 1) on P(H0(Gr,O(d))).
By a theorem of Zhang ([38]), the existence of balanced metrics is
equivalent to (poly) stability of the Chow point of ι : M → PN .
9Theorem 2.6. ([38], [18], [26], [27]) Let ι : M → PN be a smooth
projective sub-variety. The Chow point of M is stable if and if there
exists σ ∈ SL(N + 1,C), unique up to SU(N + 1), such that∫
σM
ziz¯j
|z|2 = Cδij .
2.4. Relatively balanced metrics and stability. In the case that
the automorphism group of M is not discrete, it stabilizes the Chow
point of (M,L). Therefore, if the group A˜ut(M) acts on the Chow line
non-trivially, then the Chow point is strictly un-stable. So, in this case
it is natural to only consider the subgroup in SL(N + 1,C) that is
”perpendicular to the image of A˜ut(M) in SL(N + 1,C). This leads
to the notion of relative stability of the Chow point ([32], [19]). As
before, let G = A˜ut0(M) be the connected component of the identity
in A˜ut(M). For the rest of this article, we fix a maximal compact torus
T ⊂ G. Let TC be the complexification of T in G. We denote the Lie
algebras of T and TC by t and tC respectively. By replacing L with
a sufficiently high power of L, if necessary, we may assume that the
group G acts on L and therefore it induces an action on H0(M,Lk).
We can decompose H0(M,Lk) into eigenspaces of TC. More precisely,
let χ be a character of TC. Define,
E(χ) = {s ∈ H0(M,Lk)| t.s = χ(t)s, for all t ∈ TC}.
Therefore, there exist mutually distinct characters χ0, . . . , χr of T
C
such that
(2.8) H0(M,Lk) =
r⊕
i=0
E(χi),
Moreover,
∏r
i=0 χ
ni
i = 1, where ni = dimE(χi).
Definition 2.6. (c.f. [1, pp.154-155]) An ordered basis s = (s0, . . . , sNk)
for H0(M,Lk) is compatible with respect to the torus T if for any
0 ≤ i ≤ r, {sn0+...ni−1 , . . . sn0+...ni−1} is a basis for E(χi). We denote
the set of all ordered bases of H0(M,Lk) compatible with respect to
the torus T by BTk .
Fix an ordered basis s = (s0, . . . , sNk) ∈ BTk . Using s, one can iden-
tify P(H0(M,Lk)∗) and GL(H0(M,Lk)∗) with PNk and GL(Nk +1,C)
respectively. This identification also induces a linearized action of G
on PNk . Denote the induced representation of G in SL(Nk + 1) by
Rs : G→ SL(Nk + 1)
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and the Lie algebra representation of g in sl(Nk + 1) by
TRs : g→ sl(Nk + 1) = su(Nk + 1)⊕
√−1su(Nk + 1).
We denote the the orthogonal projection of TRs(X) on
√−1su(Nk+1)
by Rs. Therefore,
(2.9) Rs : g→
√−1su(Nk + 1).
Define
(2.10) SCT = {diag(A0, . . . Ak) ∈
r∏
i=0
GL(ni,C)|
r∏
i=0
det(Ai) = 1},
(2.11)
SCT⊥ = {diag(A0, . . . Ak) ∈ SCT |
r∏
i=0
det(Ai)
1+log|χi(t)| = 1 for all t ∈ TC}.
The subgroup SCT is the centerlizer of Rs(T
C) in SL(Nk+1,C). Denote
the Lie algebras of SCT and S
C
T⊥
by sCT and s
C
T⊥
respectively. It is useful
to define
sT :=
√−1su(Nk + 1)
⋂
sCT .
Note that SCT and S
C
T⊥
do not depend on the choice of s ∈ BTk and only
depend on the splitting (2.8).
Definition 2.7. For the ordered basis s, we denote the image of Rs in√−1su(Nk + 1) by Vs, i.e.
(2.12) Vs = {A ∈
√−1su(Nk + 1)|A = Rs(X), for some X ∈ g}.
Note that Vs is exactly the set of all matrices A ∈
√−1su(Nk + 1)
such that ξA is a holomorphic vector field on P
Nk tangent to M . We
also define the orthogonal complements of Vs in
√−1su(Nk + 1) with
respect to the Killing form as follows:
(2.13) V ⊥s = {B ∈
√−1su(Nk + 1)|tr(AB) = 0, for allA ∈ Vs}.
it is more convenient to work in a T -invariant setting.
Definition 2.8. Let s ∈ BTk . We denote the intersection of Vs and
sT :=
√−1su(Nk + 1)
⋂
sCT by Vs(T ). We also denote the orthogonal
complements of Vs(T ) in sT by Vs(T )
⊥.
Next, we define relative Chow stability.
Definition 2.9. ([32], [19].) We say that the polarized manifold (M,Lk)
is relatively Chow stable with respect to the maximal torus T if there
exists an ordered basis s ∈ BTk such that the Chow point of ιs : M →
11
PNk is GIT (geometric invariant theory) stable under the action of the
group SC
T⊥
.
The following Kempf-Ness type theorem is the analouge of Zhang’s
theorem in the relative case.
Proposition 2.7. ([32], [20]) The Chow point of (M,Lk) is relatively
stable with respect to the maximal torus T if and only if there exists
an ordered basis s for H0(M,Lk) such that
∫
ιs(M)
ziz¯j
|z|2 ω
n
FS induces a
holomorphic vector field on PNk tangent to ιs(M).
Aa an immediate consequence, the relative Chow stability does not
depend on the choice of the maximal torus T . Proposition 2.7 inspires
the following definition.
Definition 2.10. Let (M,L) be a polarized manifold. Suppose that
ι : M → PNk is a Kodaira embedding using global sections of Lk. The
embedding is called relatively balanced if the hermitian matrix∫
ι(M)
ziz¯j
|z|2 ω
n
FS
induces a holomorphic vector field X on PNk tangent toM . The metric
ι∗ωFS is called a relatively balanced metric on (M,L
k). We also call
the pair (ι∗ωFS, X) a relative balanced pair for (M,L
k).
Remark 1. The definition of relatively balanced metrics in [20] is stated
differently. However, it is not hard to show that it is the same as our
definition.
One can see that relatively balanced metrics on (M,Lk), if exist,
are essentially unique. The proof of the following can be found in
[1, Lemma 2]. It can be also concluded from uniqueness in relative
stability (c.f. [32, Thm. 3.5]).
Proposition 2.8. Suppose ω1 and ω2 are relatively balanced metrics
on (M,Lk). Then there exists Φ ∈ A˜ut0(M) such that Φ∗ω1 = ω2.
3. Eigenvalue estimate
In this section, we obtain a lower bound for the second derivative of
the functional F defined in (2.7). It is the same as derivative of the
moment map µD introduced by Donaldson in [6]. In order to do this,
we follow the argument of Phong and Sturm [28] and Mabuchi [21].
The main result of this section is Theorem 3.2.
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Let ω0 be a T -invariant Ka¨hler metric on M in the class of 2πc1(L)
and h0 be a positive hermitian metric on L such that
√−1 ∂¯∂ log h0 =
ω0.
Let s(k) = (s
(k)
0 , . . . s
(k)
Nk
) ∈ BTk be a sequence of ordered orthonormal
bases with respect to Hilbk(h0). Such bases give embeddings ιk :M −→
PNk . Note that by pulling back the FS metric on OPNk (1) to Lk we
obtain hFS,k := FSk(Hilbk(h0)). By definition hFS,k = FSk(Hilbk(h0))
is the unique metric on Lk such that∑
|s(k)i |2hFS,k = 1.
We denote the associated Ka¨hler form on M by ωFS,k .Through this
section, we fix the ordered bases s(k) and associated embeddings ιk :
M −→ PNk . We often denote the image ofM under this embeddings by
M itself. We have a sequence of moment maps µk : P
Nk → √−1u(Nk+
1) for the action of U(Nk + 1) on P
Nk . Note that the restriction of µk
to M is given by
(3.1) (µk)ij = 〈s(k)i , s(k)j 〉FSk(Hilbk(h)).
Lemma 3.1 (c.f. [9], Lemma 15). Let
µ¯k =
∫
M
〈s(k)i , s(k)j 〉hFS,kωnFS,k = D(k)δij +M (k)ij ,
where D(k) is a scalar and M (k) is a trace-free hermitian matrix. Then
D(k) =
Vk
Nk
→ 1, ∥∥M (k)∥∥
op
= O(k−1) as k →∞.
Recall that we have the following exact sequence of vector bundles
over M
0→ TM → ι∗kTPNk → Q→ 0.
Let N ⊂ ι∗kTPNk be the orthogonal complement of TM . Then as
smooth vector bundles, we have
ι∗kTP
N = TM ⊕N .
We denote the projections onto the first and second component by πT
and πN respectively.
The notion of R-boundedness is introduced by Donaldson in [8].
Definition 3.1. Let R be a real number with R > 1 and a ≥ 4 be a fixed
integer and let s = (s0, ..., sN) be an ordered basis for H
0(M,Lk). We
say s has R-bounded geometry if the Ka¨hler form ω˜ = ι∗sωFS satisfies
the following conditions
• ‖ω˜ − ω˜0‖Ca(ω˜0) ≤ R, where ω˜0 = kω0.
13
• ω˜ ≥ 1
R
ω˜0.
Note that the first condition implies that ω˜ ≤ (R+ 1)ω˜0. Therefore, ω˜
is uniformly equivalent to ω˜0 independent of k.
For the rest of this section, let s = (s0, . . . , sN) ∈ BTk be a ba-
sis of H0(M,Lk) with R-bounded geometry. Using the embedding
ιs : M → PNk , we can define Fubini-study metrics on M , Lk and
ι∗TPNk . Therefore, we have the sub bundle N ⊂ ι∗PNk and corre-
sponding projections πT and πN on TM and N respectively.
Theorem 3.2. For any R > 1, there are positive constants C and ǫ
such that, if the basis s = (s0, ..., sN) ∈ BTk has R-bounded geometry,
and if ‖µ¯(s)‖
op
≤ ǫ, then
Ctr(A2) ≤ k2 ‖πN ξA‖2 ,
for all A ∈ Vs(T )⊥ (Definition 2.8).
For any s, define the L2-orthogonal complement of Vs(T ) by
Ws(T ) = {B ∈ sT |
∫
M
〈ξA, πT ξB〉ω0ωn0 = 0, for allA ∈ Vs(T )}.
Note that Theorem 3.2 will follow from the following.
(3.2) ‖A‖2 ≤ cRk ‖ξA‖2 ,
(3.3) c
′
R ‖πT ξA‖2 ≤ k ‖πN ξA‖2 , for A ∈ Ws(T ).
For a proof of (3.2), we refer the reader to [28, p. 703-705 ] (Proposition
3.3 below). We will prove (3.3) in Proposition 3.5. Assuming these, we
give the proof of Theorem. 3.2.
Proof of Theorem 3.2. Proposition 3.3 and Proposition 3.5 imply that
(3.4) ctr(B2) ≤ k2||πN ξB||2, for all B ∈ Ws(T ).
Given A ∈ Vs(T )⊥, there exist A1 ∈ Vs(T ) and A2 ∈ Ws(T ) such
that A = A1 + A2 since Vs(T ) ⊕Ws(T ) = sT . By definition, we have
tr(AA1) = 0 and πN ξA1 = 0. Hence,
k2 ‖πN ξA‖2 = k2 ‖πN ξA1 + πN ξA2‖2 = ‖πN ξA2‖2
≥ Ctr(A22) = Ctr((A−A1)2)
= Ctr(A2) + Ctr(A21)− 2Ctr(AA1) = Ctr(A2) + Ctr(A21)
≥ Ctr(A2).

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Proposition 3.3. ([28, p. 703-705 ]) Under the assumptions of The-
orem 3.2, there exists a positive constant cR such that for any A ∈√−1su(N + 1), we have
‖A‖2 ≤ cRk ‖ξA‖2 ,
where ‖.‖ in the right hand side denotes the L2- norm with respect to
the Ka¨hler form ω˜ on M and Fubini-Study metric on the fibers.
Remark 2. Proposition 3.3 holds even if Aut(M,L) is not discrete.
Proposition 3.4. ([28, p.705-708]) For any holomorphic vector field
V on PN , we have
cR |πNV |2 ≥
∣∣∂(πNV )∣∣2 .
Proposition 3.5. ([28, p. 705-708] and [21]) Under the assumptions of
Theorem 3.2, there exists a constant cR such that for any A ∈ Ws(T ),
we have
cR ‖πT ξA‖2 ≤ k ‖πN ξA‖2 .
Proof. We follow the argument of Phong and Sturm [28] and Mabuchi
[21]. Let λ be the first nonzero eigenvalue of ∆∂¯ on Γ
T = ΓT (M,TM)
with respect to the metric ω0 on M and TM , where Γ
T (M,TM) is
the space of T -invariant vector fields on M . Let ΓTH be the sub-space
of smooth T -invariant vector fields W such that ∂¯f = ιWω0 for some
f : M → C. Therefore, an argument similar to the one given in [28, p.p.
708-710] implies that
λ ‖W‖2L2(ω0) ≤
∥∥∂W∥∥2
L2(ω0)
,
for any W ∈ ΓT0 . Here,
ΓT0 = {W ∈ ΓTH |
∫
M
〈W,X〉ω0ωn0 = 0, ∀X ∈ ΓTH
⋂
g = tC}.
Hence,
λ ‖W‖2L2(ω˜0) = λ
∫
|W |2ω˜0 ω˜n0 = λkn+1
∫
|W |2ω0 ωn0 ≤ kn+1
∫ ∥∥∂W∥∥2
ω0
ωn0
= k
∫ ∥∥∂W∥∥2
ω˜0
ω˜n0 = k
∥∥∂W∥∥2
L2(ω˜0)
.
Therefore, there exists a positive constant cR depends on R and inde-
pendent of k, such that for any ω˜ having R-bounded geometry and any
W ∈ ΓT0 , we have
cR ‖W‖2L2(ω˜) ≤ k
∥∥∂W∥∥2
L2(ω˜)
.
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For A ∈ Ws(T ), we have πT ξA ∈ ΓT0 (c.f. [28, p. 710]). Hence,
cR ‖πT ξA‖2L2(ω˜) ≤ k
∥∥∂(πT ξA)∥∥2L2(ω˜) .
Applying Proposition 3.4 implies that
c ‖πT ξA‖2L2(ω˜) ≤ k
∥∥∂(πT ξA)∥∥2L2(ω˜) = k ∥∥∂(πN ξA)∥∥2L2(ω˜)
≤ cRk ‖πN ξA‖2L2(ω˜) .

4. Asymptotic Expansions
The main goal of this section is to construct approximate solutions
to the equation (4.7). It is done in Theorem 4.6. In order to construct
such approximate solutions, we first construct approximate solutions
for the equation Hk(Qk(F )) = Hk(A) (c.f. (4.1) and Definition 4.1).
Then we use the fact that the maps
Hk :
√−1u(Nk + 1)→ C∞(M,R)
are injective. We are also need a uniform lower bound for ||Hk||op.
Unfortunately there is no positive c,M such that
ck−M tr(A2) ≤ ||Hk(A)||2L2.
A simple example is CP1 (c.f. [16]). However, if we restrict the domain
of Hk to Qk(W ) for a finite dimensional subspace W ⊂ C∞(M), then
we can obtain a uniform lower bound for ||Hk||op (Proposition 4.4).
4.1. A lower bound on Hamiltonians. Let h be a positive hermit-
ian metric on L and ω =
√−1 ∂¯∂ log(h) be the corresponding Ka¨hler
form. Let s(k) = (s
(k)
0 , . . . , s
(k)
Nk
) be a sequence of ordered orthonormal
basis for H0(Lk) with respect to Hilbk(h). Such bases give embeddings
ιk : M −→ PNk . Therefore, we have sequences hFS,k := FSk(Hilbk(h))
and ωFS,k of hermitian metrics and Ka¨hler forms respectively. We also
have a sequence of maps Hk :
√−1u(Nk + 1)→ C∞(M) given by
(4.1) Hk(A) = tr(µkA) =
∑
i,j
Aij〈s(k)j , s(k)i 〉FSk(Hilbk(h)).
Definition 4.1. Let f ∈ C∞(M,R) and s(k) = (s(k)0 , . . . , s(k)Nk) be an or-
thonormal basis forH0(M,Lk) with respect to Hilbk(h).DefineQk(f) ∈√−1u(Nk + 1) by (
Qk(f)
)
ij
=
∫
M
f〈s(k)i , s(k)j 〉hkωn.
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Note that our definition is slightly different from the one in [10].
Similar calculation as in [10] concludes the following proposition.
Proposition 4.1 ( [10], Lemma 15). We have an asymptotic expansion
Hk(Qk(f)) ∼ f + q1(f)k−1 + q2(f)k−2 + · · · .
The expansion is uniform if f varies in a compact set in C∞−topology.
It is also uniform with respect to the Ka¨hler metric ω.Moreover, q1(f) =
−2∆f.
Proof. The kernel Kf,k(x) is defined in [25] as follows (See also [10]):
Kf,k(x) =
∑
i,j
∫
M
f(y)〈si(y), sj(y)〉hk〈sj(x), si(x)〉hkdvolω(y).
Ma and Marinescu proved that there is an asymptotic expansion
(4.2) Kf,k = k
nf + kn−1q˜f,1 + · · · ,
where q˜f,i are smooth functions on M. In particular q˜f,1 = S(ω)f −
2∆f. Moreover, the expansion is uniform if f and ω vary in compact
sets. Applying Catlin-Tian-Yau-Zelditch asymptotic expansion for the
Bergman kernel ρk(h) and Ma-Marniscu expansion (4.2), we have
Hk(Qk(f)) = ρk(h)
−1Kf,k = (1− S(ω)k−1 + · · · )(f + q˜f,1k−1 +O(k−2))
= f +
(
q˜f,1 − S(ω)f
)
k−1 +O(k−2) = f − 2f∆fk−1 +O(k−2).
The first equality holds since FSk(Hilbk(h)) = ρk(h)
−1hk and
Hk(Qk(f)) =
∑
i,j
( ∫
M
f〈si, sj〉hkωn
)〈sj, si〉FSk(Hilbk(h)).

Proposition 4.2. Let W ⊂ C∞(M,R) be a finite dimensional sub-
space. There exists a constant c depends only on W such that∣∣tr(Qk(f)2)− kn ‖f‖2L2∣∣ ≤ ckn−1 ‖f‖2L2 ,
for any f ∈ W.
Proof. By definition, we have
tr(Qk(f)
2)
=
∑
i,j
∫
M
∫
M
f(x)f(y)〈si(x), sj(x)〉hk〈sj(y), si(y)〉hkdvolω(x)dvolω(y)
=
∫
M
f(x)Kf,k(x)dvolω(x) = k
n
∫
M
f 2ωn +O(kn−1).
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Therefore, uniformity of the asymptotic expansion (4.2) concludes the
proposition. 
Definition 4.2. Let X be a holomorphic vector field on M . Suppose
that X is Hamiltonian with respect to ω. We define the normalized
Hamiltonian HX by
∂¯HX = ιXω,
∫
M
HXω
n = 0.
Note that if A = Rk(X) ∈ Vk is the corresponding hermitian matrix
in
√−1su(Nk + 1), then Hk(A) is a Hamiltonian for X with respect
to ωFS,k. However, it does not necessarily satisfy any normalization on
M . On the other hand the sequence of metrics k−1ωFS,k converges to
ω ([33]). Therefore, we expect a relationship between HX and Hk(A).
We have the following asymptotic expansion.
Proposition 4.3. Let X be a Hamiltonian holomorphic vector field on
M and let
A = Rk(X) ∈ Vk
be the corresponding hermitian matrix in
√−1su(Nk + 1) (c.f. (2.9)).
Define cA(k) =
1
V
∫
M
Hk(A)ω
n. Then we have the following asymptotic
expansion.
Hk(A− cA(k)I) ∼ k
(
HX + k
−2h2(X) + · · ·
)
which holds in C∞ and is uniform if Xvaries in a compact set. More-
overe,
∫
M
hiω
n = 0 and there exist a constant c independent of k such
that
(4.3) |cA(k)| ≤ ck−n+22 tr(A2) 12 .
Proof. Without loss of generality, we may assume that X belongs to
the unit ball {ξ ∈ g| ∫
M
‖ξ‖2ω ωn ≤ 1}. We know that
ωFS,k = kω +
√−1 ∂¯∂ log ρk(ω)
= kω +
√−1 ∂¯∂ log(1 + a1k−1 + a2k−2 + . . . )
= kω + ∂¯(k−1∂a1 + . . . )
= kω + ∂¯(k−1θ1 + . . . ),
where θ1 = ∂a1, . . . . By definition of Hk(A) (c.f. (4.1)), we have
∂¯Hk(A) = ιXωFS,k = kιXω + k
−1ιX
√−1 ∂¯∂a1 + . . .
= ∂¯
(
kHX + k
−1θ1(X) + . . .
)
= k∂¯
(
HX + k
−2b2 + . . . ).
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Define hi = bi − 1V
∫
M
biω
n. Hence, we have
∂¯Hk(A− cA(k)I) = ∂¯Hk(A) = k∂¯
(
HX + k
−2h2 + . . . ).
On the other hand Lemma 3.1, Proposition 3.3 and (4.1) imply that∣∣∣∣∫
M
Hk(A)ω
n
∣∣∣∣ = ∣∣∣∣∫
M
tr(µkA)ω
n
∣∣∣∣
=
∣∣∣∣tr(( ∫
M
µkω
n − I)A)∣∣∣∣
≤ ck−n
∣∣∣∣tr(( ∫
M
µkω
n
FS,k − I
)
A
)∣∣∣∣
≤ ck−n+22 tr(A2) 12
≤ c(
∫
M
‖X‖2 ωn) 12 .
We have used the facts that ‖ω − k−1ωFS,k‖ = O(k−2) and tr(A) = 0.
Note that Proposition 3.3 implies that
tr(A2) ≤ ck
∫
M
‖X‖2ωFS,k (kω)n ≤ ckn+2
∫
M
‖X‖2ω ωn.

Remark 3. It is straightforward to show that there exist real numbers
c0(A), c1(A), . . . independent of k such that the following asylumptotic
expansion holds.
(4.4) cA(k) ∼ c0(A) + k−1c1(A) + · · · .
In the next Proposition, we prove a uniform lower bound for ||Hk||op
restricted to ”uniformly finite dimensional subspaces”.
Proposition 4.4. Let W ⊂ C∞(M,R) be a finite dimensional sub-
space. There exists a constant c only depends on W such that for any
Hamiltonian holomorphic vector field X on M, f ∈ W and k ≫ 0, we
have
ck−ntr((Qk(f)− k−1A)2) ≤ ||Hk(Qk(f)− k−1A)||2L2 ,
where A = Rk(X) ∈ Vs(k) is the corresponding hermitian matrix in√−1su(Nk + 1)..
The first step is to prove the following Lemma.
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Lemma 4.5. There exists a positive constant c such that such that for
any Hamiltonian holomorphic vector field X on M, λ ∈ R and k ≫ 0,
we have
ck−ntr((Qk(λHX)− k−1A)2) ≤ ||Hk(Qk(λHX)− k−1A)||2L2,
where A = Rk(X) ∈ Vs(k) and HX is the normalized Hamiltonian of
X.
Proof. Using equivariant Riemann-Roch, along the line of calculation
in [8, Section 2.2], one can prove that
tr(A2) =
∫
M
H2Xω
nkn+2 +
∫
M
(
H2XS(ω) + ‖X‖2
)
ωnkn+1 +O(kn).
Let f ∈ C∞(M,R) and X be a holomorphic vector field such that∫
M
H2Xω
n = 1. Proposition 4.1 and 4.3 imply that we have the following
asymptotic expansion.
Hk(Qk(f)− k−1A) = f −HX + (q1(f)− c(A))k−1 + . . . .
Here, c0(A) is defined by (4.4). On the other hand, by definition of
Qk(f), we have
k−n−1tr(Qk(f)A) = k
−n−1tr(A
∫
M
f〈si, sj〉hkωn)
= k−n−1tr(A
∫
M
fρk(h)〈si, sj〉hFSωn)
= k−n−1
∫
M
fρk(h)tr(µkA)ω
n = k−n−1〈f, ρk(h)Hk(A)〉
= 〈f,HX〉+ k−1〈f, S(ω)HX〉+O(k−2).
Therefore,
k−ntr((Qk(f)− k−1A)2) = k−ntr((Qk(f)2) + k−n−2tr(A2)− 2k−n−1tr(Qk(f)A)
= ‖f −HX‖2 +
(∥∥(f −HX)2S(ω)∥∥+ ‖X‖2 − 2 ∫
M
f∆fωn
)
k−1 +O(k−2).
Define
φ(t) = k−ntr((Qk((1 + t)HX)− k−1A)2),
ψ(t) =
∥∥Hk(Qk((1 + t)HX)− k−1A)∥∥2L2 .
Note that φ(0) = ‖q1(HX)− c0(A)‖ k−2 +O(k−3) and ψ(0) = O(k−2),
since
2
∫
M
HX∆HXω
n =
∫
M
‖∇HX‖2 ωn = ‖X‖2L2 .
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Therefore, there exist positive constants c1 and c2 such that
φ(0)− c1ψ(0) ≥ c2.
Here, we use the fact that there exists a constant c such that
min
X
‖q1(HX)− c0(A)‖L2 ≥ c > 0.
Let Φ(t) = φ(t)− c1ψ(t). We have
Φ(t) = (1− c1)t2 ‖HX‖2 +O(k−1) = (1− c1)t2 +O(k−1).
Therefore, for k ≫ 0, we have
Φ(0) ≥ c2, |Φ′(0)| ≤ c3k−1, Φ′′(t) ≥ 1− c1
4
.
Hence,
Φ(r) = Φ(0) + rΦ′(0) +
∫ r
0
∫ t
0
Φ′′(s)ds
≥ (c2 − rk−1c3 + 1− c1
4
r2) ≥ 0.
Note that the quadratic c2−rk−1c3+ 1−c14 r2 is always positive for k ≫ 0.

Proof of Proposition 4.4. Fix a Hamiltonian holomorphic vector field
X on M such that
∫
M
H2Xω
n = 1. Define
W˜ = {g ∈ W +Ker(D∗D)|
∫
M
gHXω
n = 0}.
Therefore, for any g ∈ W˜ , we have
〈Hk(Qk(g)), Hk(Qk(λHX)− k−1A)〉L2 = 〈g, (λ− 1)HX〉L2 +O(k−1)
= O(k−1),
k−ntr
(
Qk(g)(Qk(λHX)− k−1A)
)
= k−ntr
(
Qk(g)(Qk(λHX)
)
− k−n−1tr(
(
Qk(g)A)
)
= 〈g, λHX − ρk(h)HX〉L2 +O(k−1) = O(k−1).
Thus, there exists a constant c such that
(4.5)
∣∣〈Hk(Qk(g)), Hk(Qk(λHX)− k−1A)〉L2∣∣ ≤ ck−1 ‖g‖L2 (|λ|+ 1),
(4.6) k−n
∣∣∣tr(Qk(g)(Qk(λHX)− k−1A))∣∣∣ ≤ ck−1 ‖g‖L2 (|λ|+ 1).
For f ∈ W, there exists λ ∈ R and g ∈ C∞(M,R) such that f =
g + λHX , and
∫
M
gHXω
n = 0. Therefore,
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∥∥Hk(Qk(f)− k−1A)∥∥2L2 = ∥∥Hk(Qk(g)) +Hk(Qk(λHX)− k−1A)∥∥2L2
≥ c
(
‖Hk(Qk(g)‖2L2 +
∥∥Hk(Qk(λHX)− k−1A))∥∥2L2 )
≥ c
(
‖g‖2L2 + k−ntr((Qk(λHX)− k−1A)2))
)
≥ c
(
k−ntr(Qk(g)
2) + k−ntr((Qk(λHX)− k−1A)2)
)
≥ ck−ntr((Qk(g + λHX)− k−1A)2)
= ck−ntr((Qk(f)− k−1A)2)
The first inequality follows from (4.1) and the last inequality follows
from (4.6).

4.2. Constructing approximate solutions for equation (4.7). For
a given holomorphic vector field X on M , we would like to find F = Fk
satisfying the equation
(4.7) ξQk(F ) = k
−1X.
We also like to have a nice asymptotic expansion for F . Suppose A =
A(k) ∈ √−1su(Nk + 1) be the corresponded matrices representing the
holomorphic vector field X , i.e. Rk(X) = A(k). Therefore (4.7) is
equivalent to the equation
(4.8) Qk(F ) = k
−1A+ λI.
for some λ ∈ R.
Definition 4.3. For a Ka¨hler metric ω and holomorphic vector field X ,
Hamiltonian with respect to ω, we define fi(X,ω) recursively as follows:
f0(X,ω) = HX ,
f1(X,ω) = −q1(f0),
...
fl(X,ω) = hl −
l∑
i=1
qi(fl−i),
...
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Here q1, q2 . . . , h2, h3 . . . are given by Proposition 4.1 and Proposition
4.4. We also define functions Fl(X,ω) by
Fl(X,ω) = HX +
l∑
j=1
k−jfj(X,ω)
We prove in Theorem 4.6 that Fl(X,ω) are indeed approximate so-
lutions for the equation (4.7).
Remark 4. Since maps Qk : C
∞(M) → √−1u(Nk + 1) have large
kernels, we can not expect to obtain unique solutions for the equation
(4.7). A crucial fact is that Qk are asymptotically invertible” with
inverse Hk in the sense of Prop. 4.1. Suppose that F is a solution to
the equation (4.7) and has an asymptotic expansion F =
∑∞
i=0 k
−ifi.
Therefore, we have
Qk(
∞∑
i=0
k−ifi) = k
−1A(k) + λI.
Applying the map Hk, we obtain
Hk(Qk(
∞∑
i=0
k−ifi)) = k
−1Hk(A) + λ.
Applying Prop. 4.1 and 4.3, we have
0 = Hk(Qk(
∞∑
i=0
k−ifi))− k−1Hk(A− cA(k)I)
=
∞∑
i=0
k−ifi + q1(
∞∑
i=0
k−ifi)k
−1 + q2(
∞∑
i=0
k−ifi)k
−2 + · · ·
− (HX + k−2h2 + k−3h3 + · · · )
= (f0 −HX) + (f1 + q1(f0))k−1 + (f2 + q1(f1) + q2(f0)− h2)k−2
+ (f3 + q1(f2) + q2(f1)− h3)k−3 + · · · .
Now we can solve for fi by setting all coefficients on the right hand
side equal to 0. Therefore F =
∑∞
i=0 k
−ifi solves the equation (4.7)
formally. That is the motivation for defining fi in Definition 4.3.
The series
∑∞
i=0 k
−ifi does not converge necessarily. However, The-
orem 4.6 shows that the finite sums
Fl(X,ω) = HX +
l∑
j=1
k−jfj(X,ω)
are approximate solutions for the equation (4.7).
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Theorem 4.6. Let X ∈ g be Hamiltonian with respect to ω . Let
A = A(k) ∈ √−1su(Nk + 1) be the corresponded matrices. Then there
exist constants ck ∈ R such that for any positive integer l, we have
tr
((
Qk(Fl(X,ω))− k−1A(k)− ckI
)2)
= O(k−l−1+n).
Moreover, for holomorphic vector field Y and smooth function ϕ on M
satisfying dϕ(Xr) = dϕ(Yr) = 0, we have
Fl(X + k
−1Y, ω + k−1
√−1 ∂¯∂ϕ) = Fl(X,ω) + k−1(HY − 1
2
〈∇ϕ,∇HX〉ω)
+O(k−2).
Proof. By Prop. 4.1 and 4.3, we have
Hk(Qk(f)) ∼ f + q1(f)k−1 + q2(f)k−2 + · · · ,
Hk(A− cA(k)I) ∼ k(HX + k−2h2 + · · · ),
Therefore,
Hk(Qk(Fl(X,ω))− k−1Hk(A− cA(k)I)
= (f0 −HX) + (f1 + q1f0)k−1 + · · · (fl − hl +
l∑
i=1
qi(fl−i))k
−l +O(k−l−1)
= O(k−l−1).
Since both Hk(Qk(f)) and Hk(AcA(k)I) have complete asymptotic ex-
pansion, there exists positive cm such that∣∣∣∣∣Hk(Qk(
l∑
i=0
k−ifi))− k−1Hk(A− cA(k)I)
∣∣∣∣∣
Cm
≤ cmk−l−1.
Applying Prop. 4.4 to the finite dimensional subspace
W := span{fi(X)|X ∈ g, 1 ≤ i ≤ l},
we have
tr
((
Qk(
l∑
i=0
k−ifi))− k−1A− k−1cA(k)I
)2)
≤ ck−l+1+n.
For the second part, note that the asymptotic expansions in 4.1 and
4.3 are uniform with respect to ω. Therefore, the coefficients fj(X,ω)
are smooth with respect to X and ω. This implies that
fj(X + k
−1Y, ω + k−1
√−1 ∂¯∂ϕ) = fj(X,ω) +O(k−1).
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On the other hand, f0 = f0(X + k
−1Y, ω + k−1
√−1 ∂¯∂ϕ) is the nor-
malized Hamiltonian of X + k−1Y with respect to the Ka¨hler metric
ω + k−1
√−1 ∂¯∂ϕ. By definition,
∂¯f0 = ιX+k−1Y (ω + k
−1
√−1 ∂¯∂ϕ),∫
M
f0(ω + k
−1
√−1 ∂¯∂ϕ)n = 0.
Hence, Corollary 2.3 implies that
∂¯f0 = ιX+k−1Y (ω + k
−1
√−1 ∂¯∂ϕ)
= ιX(ω + k
−1
√−1 ∂¯∂ϕ) + k−1(ιY (ω)) +O(k−2)
= ∂¯(HX + k
−1(HY − 1
2
〈∇ϕ,∇HX〉) +O(k−2)).
Now ∂∂¯−lemma and the normalization condition for f0 conclude the
proof.

5. Constructing approximate solutions
The goal of this section is to construct a sequence of ”almost” rel-
atively balanced embeddings. More precisely, for any positive integer
q, we construct hermitian metrics h(k) on L and orthonormal bases
s(k,q) = (s
(k,q)
0 , ..., s
(k,q)
N ) for H
0(M,Lk) with respect to Hilbk(h(k)) such
that
µ¯(s(k,q)) ∈ Vs(k,q) mod k−q−1.
Note that µ¯(s(k)) is given by
µ¯(s(k,q))ij =
∫
M
〈s(k,q)i , s(k,q)j 〉hFSωnFS,
where hFS = FSk(Hilbk(h(k))) and ωFS =
√−1 ∂¯∂ log hFS. By defini-
tion of hFS, we have hFS = ρk(ω(k))
−1h(k)k. Let ω(k) =
√−1 ∂¯∂ log h(k).
Therefore,
µ¯k(s
(k,q))ij =
∫
M
ρ−1k 〈s(k,q)i , s(k,q)j 〉h(k)k
(
kω(k)−√−1 ∂¯∂ log ρk)
)n
=
∫
M
kn
ρk
(ω(k)− k−1√−1 ∂¯∂ log ρk)n
ω(k)n
〈s(k,q)i , s(k,q)j 〉h(k)kω(k)n,
where ρk = ρk(ω(k)) is the k
th Bergman kernel of ω(k).
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Definition 5.1. For a Ka¨hler metric ω on M , define
ρ˜k(ω) =
kn
ρk(ω)
(ω + k−1
√−1 ∂¯∂ log ρk(ω))n
ωn
.
An easy consequence Catlin-Tian-Yau-Zelditch expansion ([33], [4],
[37], [17]) is the following.
Lemma 5.1. For any Ka¨hler metric ω on M we have the following
asymptotic expansion which holds in C∞,
ρ˜k(ω) ∼ 1 + a1(ω)k−1 + a2(ω)k−2 + · · · ,
where a1(ω) = −S(ω). Here S(ω) is the scalar curvature of ω. More-
over, the expansion is uniform with respect to ω.
Note that if ω is T -invariant, then ρ˜k(ω) is T -invariant and therefore
ai(ω) ∈ (C∞(M))T . Here (C∞(M))T is the space of T -invariant smooth
functions on M .
Proposition 5.2. Let ω∞ be a T -invariant extremal metric in the
class 2πc1(L) and let X∞ be the corresponded extremal vector field,
i.e. ∂¯S(ω∞) = ιX∞ω∞. Let l be a fixed large integer. Then there exists
smooth functions ϕ1, ϕ2, · · · ∈ (C∞(M))T and holomorphic vector fields
X1, X2, · · · ∈ tC such that for any positive integer q, we have
ρ˜k(ω(k)) + k
−1Fl(X(k), ω(k)) = 1 + c1k
−1 + · · · cqk−q +O(k−q−1),
where c1, . . . cq are constants, Fl is defined in Definition 4.3 and
ω(k) = ω∞ + k
−1
√−1 ∂¯∂ϕ1 + · · ·+ k−q
√−1 ∂¯∂ϕq,
X(k) = X∞ + k
−1X1 + · · ·+ k−qXq.
Proof. First note that the extremal vector field X∞ ∈ tC, since ω∞ is
T -invariant and tC is a maximal torus in g. Applying Lemma 5.1, there
exists T -invariant functions a1(ω∞), a2(ω∞), . . . such that
ρ˜k(ω∞) = 1 + a1(ω∞)k
−1 + a2(ω∞)k
−2 + · · · .
Moreover, a1 = −S(ω∞). By definition of extremal metrics, the gradi-
ent of a1 is −X∞. Note that the normalized Hamiltonian of X∞ with
respect to ω∞ is
H∞ := HX∞ = S(ω∞)− s¯,
where s¯ = 1
V
∫
M
S(ω∞)ω
n
∞ is the average of the scalar curvature. It
is well known that the kernel of Lichnerowicz operatorD∗D consists of
Hamiltonian functions on M whose gradient is a holomorphic vector
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field. Therefore extremality of ω∞ implies that a1 ∈ Ker(D∗D). Then
we have,
ρ˜k(ω∞) + k
−1Fl(X∞, ω∞)
= 1− S(ω∞)k−1 +O(k−2) + k−1(HX∞ +O(k−1))
= 1− S(ω∞)k−1 +O(k−2) + k−1((S(ω∞)− s¯) +O(k−1))
= 1 + s¯k−1 + · · · .
Note that s¯ is a topological constant only depends on the Ka¨hler class
c1(L). The linearization of scalar curvature at ω∞ is given by
L(ϕ) = D∗Dϕ− 1
2
〈∇ϕ,∇H∞〉ω∞ .
Thus,
S(ω∞ + k
−1
√−1 ∂¯∂ϕ1)
= S(ω∞) + k
−1(D∗Dϕ1 − 1
2
〈∇ϕ1,∇H∞〉) +O(k−2).
On the other hand, applying Theorem 4.6 to holomorphic vector field
X1 ∈ tC and ϕ1 ∈ (C∞(M))T , we have
F l(X∞ + k
−1X1, ω∞ + k
−1
√−1 ∂¯∂ϕ1)
= S(ω∞)− s¯+ k−1(f1(X∞, ω∞) +HX1 +
1
2
〈∇ϕ1,∇H∞〉) +O(k−2).
Thus,
ρ˜k(ω∞ + k
−1
√−1 ∂¯∂ϕ1) + k−1Fl(X∞ + k−1X1, ω∞ + k−1
√−1 ∂¯∂ϕ1)
= 1 + s¯k−1 + (a2(ω∞)−D∗Dϕ1 + f1(X∞, ω∞) +HX1)k−2 +O(k−3).
Since the image of D∗D is the orthogonal complement of Hamiltonians
and D∗D preserves (C∞(M))T , we can choose ϕ1 ∈ (C∞(M))T and
X1 ∈ tC such that
D∗Dϕ1 +HX1 = a2 + f1 −
1
V
∫
M
(a2 + f1)ω
n
∞.
This implies that
ρ˜k(ω∞ + k
−1
√−1 ∂¯∂ϕ1)+k−1Fl(X∞ +X1, ω∞ + k−1
√−1 ∂¯∂ϕ1)
= 1 + s¯k−1 + c2k
−2 +O(k−3),
for a constant c2. We can complete the proof using induction. Suppose
we have chosen ϕ1, . . . ϕq ∈ (C∞(M))T and holomorphic vector fields
X1, . . .Xq ∈ tC such that for
ω(k) = ω∞ + k
−1
√−1 ∂¯∂ϕ1 + · · ·+ k−q
√−1 ∂¯∂ϕq,
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X(k) = X∞ + k
−1X1 + · · ·+ k−qXq,
we have
ρ˜k(ω(k))+k
−1Fl(X(k), ω(k)) = 1+c1k
−1+· · · cqk−q+bk−q−1+O(k−q−2),
where c1, . . . , cq are constants and b ∈ (C∞(M))T . Using linearization
of the scalar curvature at ω∞, there exist polynomials S1, . . . , Sq+1 in
ϕ1, . . . , ϕq and their covariant derivatives such that
S(ω(k)+k−q−1
√−1 ∂¯∂ϕq+1) = S(ω∞) + k−1S1 + k−2S2 + · · ·+ k−qSq
+ k−q−1(Sq+1 +D∗Dϕq+1 − 1
2
〈∇ϕq+1,∇H∞〉) +O(k−q−2).
For example
S1 = D∗Dϕ1 − 1
2
〈∇ϕ1,∇H∞〉,
S2 = D∗Dϕ2 − 1
2
〈∇ϕ2,∇H∞〉+ a quadratic term in ϕ1.
The same argument can be applied to all other coefficients of ρ˜k. Thus,
ρ˜k(ω(k)+k
−q−1
√−1 ∂¯∂ϕq+1)
= ρ˜k(ω(k)) + k
−q−1(−D∗Dϕq+1 + 1
2
〈∇ϕq+1,∇H∞〉) +O(k−q−2).
On the other hand Theorem 4.6 implies that
Fl(X(k) + k
−q−1Xq+1, ω(k) + k
−q−1
√−1 ∂¯∂ϕq+1)
= Fl(X(k), ω(k)) + k
−q−1(HXq+1 −
1
2
〈∇ϕq+1,∇H∞〉) +O(k−q−2).
Hence,
ρ˜k(ω(k) + k
−q−1
√−1 ∂¯∂ϕq+1)
+ k−1Fl(X(k) + k
−q−1Xq+1, ω(k) + k
−q−1
√−1 ∂¯∂ϕq+1)
= ρ˜k(ω(k)) + k
−1Fl(X(k), ω(k))
+ k−q−1(−D∗Dϕq+1 +HXq+1) +O(k−q−2)
= 1 + c1k
−1 + · · · cqk−q
+ k−q−1(−D∗Dϕq+1 +HXq+1 + b) +O(k−q−2).
Now, we can choose ϕq+1 ∈ (C∞(M))T and Xq+1 ∈ tC such that
D∗Dϕq+1 −HXq+1 = b−
1
V
∫
M
bωn∞.

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Corollary 5.3. Let l be fixed large integer and q ≤ l−n−1
2
be any positive
integer. Let s(k,q) = (s
(k,q)
0 , . . . , s
(k,q)
Nk
) be orthonormal ordered bases
with respect to L2(h(k)k, ω(k)n), where ω(k) is given in Proposition 5.2
and h(k) is a corresponding hermitian metric on L. Then there exist
B(k) ∈ Vs(k,q)(T ) and constants c(k) such that∥∥µ¯(s(k,q))− B(k)− c(k)I∥∥
op
= O(k−q−1),
for k ≫ 0.
Proof. For simplicity we drop all superscripts (k, q) in the proof. By
Definition 5.1, we have
µ¯(s(k,q))ij =
∫
M
〈si, sj〉hFSωnFS =
∫
M
ρ˜k(ω(k))〈si, sj〉h(k)kω(k)n.
On the other hand, Proposition 5.2 implies that there exist smooth
function ǫk = O(1) and constants c1, . . . , cq such that
ρ˜k(ω(k)) + k
−1Fl(X(k), ω(k)) = 1 + c1k
−1 + · · ·+ cqk−q + ǫkk−q−1.
Let c1(k) = 1 + c1k
−1 + · · ·+ cqk−q. Hence,
µ¯(s(k,q))ij = −k−1
∫
M
Fl(X(k), ω(k))〈si, sj〉h(k)kω(k)n
+ c1(k)
∫
M
〈si, sj〉h(k)kω(k)n + k−q−1
∫
M
ǫk〈si, sj〉h(k)kω(k)n
= −k−1(Qk)ij + c1(k)δij + k−q−1
∫
M
ǫk〈si, sj〉h(k)kω(k)n,
where Qk = Qk(Fl(X(k), ω(k))). Define the matrix E by
Eij =
∫
M
ǫk〈si, sj〉h(k)kω(k)n.
Then
µ¯(s(k,q)) + k−1Qk − c1(k)I = k−q−1E.
Let A(k) ∈ Vs(k,q)(T ) ⊂
√−1su(Nk+1) be the associated matrices to
holomorphic vector fields X(k) and let B(k) = −k−1A(k). Therefore,
Theorem 4.6 implies that there exists a constant c2(k) such that
‖Qk −A(k)− c2(k)I‖2 := tr
((
Qk −A(k)− c2(k)I
)2)
= O(k−l−1+n).
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Let c(k) = c1(k) + c2(k). Thus,∥∥µ¯(s(k,q))−B(k)− c(k)I∥∥
op
≤ ∥∥µ¯(s) + k−1Qk − c1(k)I∥∥op
+
∥∥k−1Qk +B(k)− c2(k)I∥∥op
≤ k−q−1 ‖E‖op + k−1 ‖Qk − A(k)− c2(k)I‖op
≤ k−q−1 ‖E‖op + k−1tr
(
(Qk − A(k)− c2(k)I)2
) 1
2
≤ k−q−1 ‖E‖op +O(k
−l−3+n
2 )
≤ ck−q−1 ‖E‖op ,
since q ≤ l−n−1
2
. On the other hand, an argument of Donaldson ([6,
Prop. 27], [9, Lemma 15]) implies that
‖E‖op ≤ ‖ǫk‖C0 = O(1).
This concludes the proof.

6. proof of the Theorem 1.1
In order to prove the main theorem, we follow [21] and [29].
As before let G = A˜ut0(M) be the group of Hamiltonian automor-
phisms of M . Let T be a maximal compact torus in G and TC be
its complexification in G. Suppose that ω∞ is a T -invariant extremal
metric on M in the class of 2πc1(L). The following two lemmas are
straightforward from the formalism of relative stability developed in
[32].
Lemma 6.1. For any s ∈ BTk , we have
µ¯k(s) ∈ sT .
Here sT =
√−1su(Nk + 1)
⋂
sCT (c.f. (2.10)).
Lemma 6.2. Let σ ∈ ST and sσ = σ.s(k), i.e. sσi =
∑Nk
j=0 σijsj. Then
Vsσ(T ) = Vs(k)(T ).
For large positive integers l and q, Proposition 5.2 implies that
there exists ϕ1, . . . , ϕq ∈ (C∞(M))T and holomorphic vector fields
X1, . . . , Xq ∈ tC such that
ρ˜k(ω(k)) + k
−1Fl(X(k), ω(k)) = constant +O(k
−q−1).
Here ω(k) = ω∞ +
∑q
i=1 k
−i
√−1 ∂¯∂ϕi and X(k) = X∞ +
∑q
i=1 k
−iXi.
Let h(k) be a hermitian metric on L such that
√−1 ∂¯∂ log h(k) = ω(k).
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Let s(k,q) = (s
(k,q)
0 , . . . , s
(k,q)
Nk
) be a sequence of L2(h(k)k, ω(k))-orthonormal
ordered bases. Therefore, Corollary 5.3 implies that∥∥µ¯(s(k,q))− B(k)− c(k)I∥∥
op
= O(k−q−1) for k ≫ 0,
where B(k) ∈ Vs(k,q)(T ) and c(k) is constant.
Let r ≥ 4 be an integer. From now on, we fix integers l and q satis-
fying n+4+r
2
≤ q ≤ l−n−1
2
. We also fix L2(h(k)k, ω(k))−orthonormal
ordered bases s(k,q). To simplify the notation, we let s(k) = s(k,q).
Since, the L2 norms on H0(M,Lk) are T -invariant, we may assume
that s(k) = (s
(k,q)
0 , . . . , s
(k,q)
Nk
) are compatible with the splitting (2.8)
and provide orthogonal bases on each E(χi).
The proof of the following can be found in [8].
Lemma 6.3. ([6, Prop. 27], [29, Lemma 3]) Let r ≥ 4 be an in-
teger. There exists C = Cr > 0 with the following properties. Let
A ∈ √−1su(Nk + 1), with ‖A‖op ≤ 1 and, for |t| ≤ 110 with k ≫ 0, let
σt = e
tA and ω˜∞ = kω∞. Then∥∥ι∗s(k)σ∗t ωFS,PNk − ω˜∞∥∥Cr(ω˜∞) ≤ Ct+O(k−1).
Moreover,∥∥k−1ι∗s(k)σ∗tωFS,PNk − ω∞∥∥Cr(ω∞) ≤ Ck r+22 t+O(k−1).
Proof of Theorem 1.1. In the following proof, we fix a large k and the
embedding ιs(k) : M → PNk . Let A ∈ Vs(k)(T )⊥ such that ‖A‖ =
1 and let σt = e
tA. By definition A ∈ √−1su(Nk + 1)
⋂
sCT and is
prependicular to Vs(k)(T ). Therefore, tr(A) = tr(AB(k)) = 0. Define
fA(t) = F(tA) (c.f. (2.7)). Thus Lemma 2.5 and Corollary 5.3 imply
that∣∣∣f˙A(0)∣∣∣ = ∣∣∣∣∫
M
tr(Aµk)ω
n
FS
∣∣∣∣ = |tr(Aµ¯k)| = ∣∣∣tr(A(µ¯k − B(k)− c(k)I))∣∣∣
≤
√
Nk + 1 ‖A‖ ‖µ¯k −B(k)− c(k)I‖op(6.1)
≤ Ck n2−q−1.
Here, µk = µk(s(k)) = µ(s
(k,q)) and µ¯k =
∫
M
µ(s(k,q))ωnFS.
On the other hand, Lemma 6.3 implies that there exists δ > 0 such
that ι∗s(k)σ
∗
t ωFS has 2-bounded geometry for |t| ≤ δ and k ≫ 0. There-
fore, Lemma 2.5, Lemma 6.2 and Theorem 3.2 imply that there exists
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for |t| ≤ δ, we have
f¨A(t) =
∫
M
‖πN ξA‖2FS ι∗s(k)σ∗tωnFS = ‖πN ξA‖2L2(ι∗
s(k)
σ∗t ωFS)
≥ ck−2 ‖A‖2 = ck−2.(6.2)
Let δk = k
− r+4
2 δ. Since q ≥ n+r+4
2
+ 2, then (6.1) and (6.2) imply that
for k ≫ 0, the function fA(t) is decreasing on (−∞,−δk) and increasing
on (δk,∞). Note that f¨A(t) ≥ 0 for all t ∈ R. Therefore,
fA(t) > fA(0), for any t such that |t| ≥ δk.
Note that
fA(δk)− fA(0) =
∫ δk
0
∫ t
0
f¨A(s)dsdt+ f˙A(0)δk
≥ ck−2 δ
2
k
2
− Ck−3− r+42 δk > 0.
This implies that fA(t) archives its absolute minimum on [−δk, δk].
Hence, for any A ∈ Vs(k)(T )⊥ with ‖A‖ = 1, there exists tA ∈ [−δk, δk]
such that fA(t) ≥ fA(tA) for all t ∈ R. Therefore, we have
F(A) ≥ inf{fB(t)|B ∈ Vs(k)(T )⊥, ‖B‖ = 1, |t| ≤ δk} ≥ −C.
Thus restriction of F to Vs(k)(T )⊥ has a minimum at B ∈ Vs(k)(T )⊥.
Note that
‖B‖op ≤ ‖B‖ ≤ δk.
Let σ = eB. Then, for any A ∈ Vs(k)(T )⊥, we have
tr(A
∫
M
σ∗(µωn)) = 0.
Lemma 6.3 and 6.1 imply that
∫
M
σ∗(µωn) ∈ sT . Therefore,∫
M
σ∗(µωn) ∈ Vs(k)(T ).
Therefore, ω˜k := ι
∗
s(k)σ
∗ωFS,PNk is relatively balanced. Moreover, Lemma
6.3 implies that∥∥k−1ω˜k − ω∞∥∥Cr(ω∞) ≤ Ck r+22 δk +O(k−1) = O(k−1).
This shows that the sequence of rescaled relative balanced metrics ωk :=
k−1ω˜k converges to ω∞ in C
r-norm. 
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7. Applications
7.1. Uniqueness of extremal metrics. By a conjecture of X. X.
Chen extremal metrics in any Ka¨hler class, if exist, are unique up
to automorphisms (c.f. [5]). The conjecture was proved by Berman-
Berndtsson ([2]). Using approximation with relative balanced metrics,
one can give another proof for the uniqueness in any polarization.
Theorem 7.1. (Berman-Berndtsson, [2]) Let (M,L) be a polarized
manifold. Let ω∞, ω
′
∞ be extremal Ka¨hler metrics in the class of
2πc1(L). Then there exists an automorphism Φ ∈ A˜ut0(M) such that
ω′∞ = Φ
∗ω∞.
Proof. Theorem 1.1 implies that there exists sequences of relatively
balanced metrics ωk and ω
′
k such that ωk → ω∞ and ω′k → ω′∞ in C∞.
The uniquness of relatively balanced metrics implies that there exists
a sequence of automorphisms Φk ∈ A˜ut0(M) such that ω′k = Φ∗kωk
(Proposition 2.8). An easy linear algebra argument implies that Φk
has a convergent subsequence since ωk and ω
′
k are convergent. This
concludes the proof

7.2. Asymptotically Chow poly-stability of cscK polarizations.
In [19], Mabuchi introduced an obstruction to asymptotic Chow semi-
stability. Then he proved that if such obstructions vanish, then a polar-
ization that admits a cscK metric is asymptotically Chow poly-stable.
Mabuchi’s result can be proved as an application of Theorem 1.1. The
obstruction to asymptotically semi stability introduced by Mabuchi is
technical and is related to the isotropy action for (M,L) ([19, p.p. 463-
464]). However, one can see that it is equivalent to the fact that the
center of G = A˜ut0(M) acts on the Chow line of (M,L
k) trivially for
k ≫ 0. On the other hand, a theorem of Futaki ([11, Proposition 4.1,
Theorem 1.2]) implies that it is equivalent to triviality of the action of
the group G on the Chow line of (M,Lk). First we prove the following
Lemma.
Lemma 7.2. Suppose M ⊂ PN is relatively balanced. If it is not
balanced, then its Chow point is unstable.
Proof. Let
A :=
∫
M
ziz¯j
|z|2 ω
n
FS.
It induces a one parameter subgroup σt = e
−tA in SL(N + 1). Since
M ⊂ PN is relatively balanced, σt(M) and therefore, σt gives a one
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parameter subgroup of automorphisms of M . Define
f(t) = F(tA).
A theorem of Zhang([37]) implies that
f(t) = log
‖σtfM‖
‖fM‖ ,
where fM ∈ H0(Gr(N−n−1,PN ),O(d)) is the Chow point ofM ⊂ PN
and ‖‖ is a norm defined on H0(Gr(N − n − 1,PN),O(d)) (c.f. [27]).
Kempf-Ness implies thatM is Chow semi-stable only if f(t) is bounded
from below.
On the other hand, the change of variable formula for integrals im-
plies that
f ′(t) = Tr
(
A
∫
σt(M)
ziz¯j
|z|2 ω
n
FS
)
= Tr
(
A
∫
M
ziz¯j
|z|2 ω
n
FS
)
= Tr(A2).
Therefore, f(t) = Tr(A2)t + c which is not bounded from below if
A 6= 0. Therefore, the Chow point of M is strictly unstable.

Theorem 7.3. (Mabuchi, [21, Main Theorem]) Let (M,L) be a po-
larized manifold. Assume that M admits a constant scalar curvature
Ka¨hler metric in the class of 2πc1(L). If the group G = A˜ut0(M) acts
on the Chow line of (M,Lk) trivially for k ≫ 0, then (M,Lk) is Chow
poly-stable for k ≫ 0
Proof. By Theorem 1.1, there exists a sequence of relatively balanced
metrics on (M,Lk) for k ≫ 0. The group G = A˜ut0(M) acts on
the Chow line of (M,Lk) trivially for k ≫ 0 and therefore dose not
destabilizes the Chow point of (M,Lk) for k ≫ 0. Hence Lemma
7.2 implies that these relatively balanced metrics are indeed balanced
for k ≫ 0. This implies that (M,L) is asymptotically Chow poly-
stable. 
7.3. Extremal metrics on products. By a result of Yau ([36]), any
Ka¨hler-Einstein metric on the product of compact complex manifolds
is a product of Ka¨hler-Einstein metric on each factor. It was gen-
eralized to extremal Ka¨hler metrics on product of polarized compact
complex manifolds by Apostolov and Huang ([1, Theorem 1]). They
used the notion of relatively balanced metrics introduced by Mabuchi
and proved the splitting result under some mild conditions on auto-
morphism group. They also prove that one can drop the condition in
presence of Theorem 1.1.
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Theorem 7.4. (Apostolov-Huang, [1]) Let M1, · · ·Mr be compact pro-
jective manifolds polarized by ample holomorphic line bundles L1, · · ·Lr
respectively. Suppose ω∞ is an extremal Ka¨hler metric on M in the
class of 2πc1(L), where M = M1 × · · · ×Mr and L = L1 ⊗ · · · ⊗ Lr.
Then there exist extremal metrics ω∞,i on Mi in the class of 2πc1(Li)
such that ω∞ is the Riemanian product of ω∞,1, · · ·ω∞,r.
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