Computing in the traditional sense involves inputs with strings of numbers and symbols rather than words, where words mean probability distributions over input alphabet, and are different from the words in classical formal languages and automata theory. In this paper our goal is to deal with probabilistic finite automata (PFAs), probabilistic Turing machines (PTMs), and probabilistic context-free grammars (PCFGs) by inputting strings of words (probability distributions). Specifically, (i) we verify that PFAs computing strings of words can be implemented by means of calculating strings of symbols (Theorem 1); (ii) we elaborate on PTMs with input strings of words, and particularly demonstrate by describing Example 2 that PTMs computing strings of words may not be directly performed through only computing strings of symbols, i.e., Theorem 1 may not hold for PTMs; (iii) we study PCFGs and thus PRGs with input strings of words, and prove that Theorem 1 does hold for PCFRs and PRGs (Theorem 2); a characterization of PRGs in terms of PFAs, and the equivalence between PCFGs and their Chomsky and Greibach normal forms, in the sense that the inputs are strings of words, are also presented. Finally, the main results obtained are summarized, and a number of related issues for further study are raised. P r rej M (cxy) = 0, P r acc M (cxy) = 0, P r rej M (acx) = 0, P r acc M (acx) = 0, P r rej M (bac) = 0, P r acc M (bac) = 1, P r rej M (bcx) = 0, P r acc M (bcx) = 1,
Introduction
Computing in the traditional sense involves inputs with strings of numbers and symbols rather than words, and even in those nontraditional models of computation such as molecular, stochastic, analog, and quantum computing [1, 20, 18, 31, 8, 7, 14, 35] , the inputs still are strings of numbers and symbols instead of words. In this paper, words mean probability distributions over input alphabet, and are different from the words in classical formal languages and automata theory [17] that indeed represent strings of input symbols. Motivated by the idea of computing with words (CW, for short) proposed and advocated recently by Zadeh [37] [38] [39] , in this paper our goal is to deal with probabilistic finite automata (PFAs), probabilistic Turing machines (PTMs), and probabilistic context-free grammars (PCFGs) by inputting strings of words (probability distributions).
As a methodology, computing with words likely provides a foundation for a computational theory of perceptions on how machines make perception-based rational decisions in an environment of imprecision, uncertainty, and partial truth. Since CW was put forward, this issue has received extensive attention in the research community, and indeed there have been considerable discussions and much literature on linguistic variables and their applications to approximate reasoning, but most of these are irrelevant to the formal theory of computing. Recently, Ying [36] took a different viewpoint, in contrast with the conventional idea of CW. In Ying's view, the basic starting point is to deal with fuzzy finite automata and fuzzy pushdown automata by extending their inputs to include strings of fuzzy subsets of input alphabet. Those fuzzy subsets of input alphabet are indeed possibility distributions over input alphabet, and therefore can be viewed as words. Then, in [34] , we continued to develop and deepen this formal aspect of CW by elaborating on fuzzy Turing machine with input strings of words and the equivalences between fuzzy computational models, in the sense that the inputs are of strings of words instead of symbols. Hence, to a certain extent, a formal aspect of CW has been given preliminary consideration [36, 34] .
In [36, 34] words, as some fuzzy constraint variables, are treated as possibility distributions. However, words are sometimes processed necessarily as probabilistic constraint variables, because describing the real-world also needs probabilistic methods, and, in essence, probability theory has been being employed with remarkable success in those fields in which the systems are mechanistic; for example, statistical mechanics, quantum mechanics, communication systems and evolutionary programming, and related fields. Naturally, probabilistic models of computation, such as probabilistic automata, probabilistic Turing machines, and probabilistic grammars, are suitable formal computational models for words with probability.
With the motivation stated above, the present paper is to study PFAs, PTMs, and PCFGs in the sense that the inputs are strings of words. PFAs [28, 23, 29] , as the simplest models of probabilistic computation, are a generalization of deterministic finite automata, and have significant applications to other disciplines such as reliability, learning theory and pattern recognition, and stochastic networks [28, 12, 31] . Though (1-way) probabilistic finite automata recognizes only regular languages under the acceptance way of boundederror probability [28, 23, p. 160] , two-way probabilistic automata can recognize non-regular languages [11] . As well, PFAs can be viewed as an especial case of quantum finite automata [19, 2, 3, 5, 15, 24, 25] . PTMs [9, 30, 10, 13, 22] , a generalized type of deterministic Turing machines, serve as a formal model for randomized algorithms [20] and the study of the potentials and limitations of computing, and lay an important foundation for the modern Church-Turing thesis and computational complexity [22] . As well, the underlying models of quantum computation-quantum Turing machines [8, 7] can be thought of as generalizations of PTMs to a certain extent. PCFGs are widely studied [6, 12, 32, 33] and significantly applied to the analysis of programming languages, automatic parses, error correctors [4, 33] , and frequently used in syntactic pattern recognition [12] and computational linguistic, as well as speech recognition and understanding [21] . Considering these key roles played by the three models of computation, from theoretical study to practical applications, we hence choose them as the underlying formal models for inputting strings of words.
The major technical contributions of this paper are twofold. On the one hand, we study PFAs, PTMs, and PCFGs with the inputs to be strings of words that are probability distributions over input alphabets. In particular, we discover that PTMs computing strings of words may not be derived from computing strings of symbols, while we demonstrate such a property does hold true for PFAs and PCFGs computing strings of words. Also, we find that the computational complexity of these computational models for computing strings of words likely increases exponentially in comparison with computing strings of symbols. On the other hand, we may provide a formal approach to CW in the sense of probability, as fuzzy finite automata and fuzzy Turing machines with input strings of words investigated in [36, 34] . As well, we briefly compare our results obtained in this paper with those in [36, 34] . It is worth mentioning that these established models may have applications in other fields, for example, syntactic pattern recognition and programming languages.
The remainder of the paper is organized as follows. In Section 2, we deal with PFAs with input strings of words. Specifically, we can derive the probability for PFAs computing strings of words by means of calculating these probabilities of PFAs recognizing strings of symbols (Theorem 1), and thus shows that PFAs for inputting strings of words can be transferred to PFAs computing the conventional strings of symbols, at the expense of more steps of computation, which may be called computation tractability.
In Section 3, we elaborate on PTMs with input strings of words. We first define a general type of PTMs, in which every move is allowed to have multiple choices, and different computations for a fixed input may have distinct numbers of steps, while in standard PTMs [13, 22, 20] , each move has only two choices and all computations for a given input have the same length. Then we discuss the computation tractability of PTMs with input strings of words, corresponding to Theorem 1, and we find that PTMs computing strings of words may not be processed by means of calculating all strings of symbols (Example 2). This is a negative result, revealing a characteristic of PTMs for inputting strings of words different from others with input strings of words such as PFAs and PCFGs.
In Section 4, we consider PCFGs and PRGs with input strings of words. The computation tractability theorem (Theorem 2) for PCFGs and thus PRGs with strings of words is proved. As well, we demonstrate a characterization of PRGs in terms of PFAs, and the equivalence between PCFGs and their Chomsky and Greibach normal forms, in the sense that the inputs are strings of words.
Finally, in Section 5 we summarize the main results obtained, and briefly compare them with those in [36, 34] , as well as present a number of related issues for further study.
Notations we use in this paper will be explained when they first arise.
Probabilistic finite automata with input strings of words
In this section, we consider the issue of (1-way) PFAs with input strings of words, as a start of investigating probabilistic models for inputting strings of words.
Definition 1.
A probabilistic finite automaton (PFA) A is 5-tuple A = (Q, , , q 0 , F ) where Q is a finite set of states, is the finite input alphabet, q 0 is the initial state viewed as a probability distribution over Q (e.g., q 0 = q i ∈Q a i q i with a i = 1 and a i ∈ (0, 1]), F ⊆ Q is the accepting states, and is the probabilistic transition function, that is, :
for any p ∈ Q and ∈ .
In particular, if the range of is {0, 1} and q 0 ∈ Q, then the above defined PFA is a deterministic finite automaton (DFA).
The language recognized by above PFA A is defined to be a function L A : * → [0, 1] as follows: for any x = 1 2 . . . k ∈ * , where * stands for the set of all strings over , containing empty string ,
where
. . , m }, according to Zadeh's opinion [38] , can be defined as a probability distribution W over , and it is denoted by
where W ( i ) = a i , i = 1, 2, . . . , m. The set of words over is denoted by D( ). Notably, according to Zadeh [38] , possibility distributions are represented as the form W = a 1 / 1 + a 2 / 2 + · · · + a m / m which is different from the above representation for probability distributions. As we indicated above, in this paper, words are viewed as probability distributions.
We now consider the inputs to be strings of words instead of symbols, that is, strings of probability distributions over input alphabet. First we extent from
Furthermore, for any string of words W 1 W 2 · · · W k ∈ D( ) * ,
To simplify the computation of L A (W 1 W 2 · · · W k ), we hope to derive L A (W 1 W 2 · · · W k ) by computing L A ( 1 2 . . . k ). Indeed, we have the following result that may be called computation tractability.
Theorem 1. For any PFA A = (Q, , , q 0 , F ), and any string of words W = W 1 W 2 · · · W k , we have
Proof. For any strings of words
Remark 1. Let us observe the time complexity for a PFA computing strings of words in comparison to computing strings of symbols. For any PFA A = (Q, , , q 0 , F ) and any string x ∈ * with length |x| = n, then from Eq. (1) the steps of computing L A (x) (time complexity) is at most T A (n) = (n + 1)|Q| n+1 relying on n but independent of x. In contrast, if the input is a string of words, say W = W 1 W 2 · · · W n ∈ D( ) * , then from Theorem 1 it follows readily that the steps of computing L A (W ) is at most and possibly (n + 1)| | n T A (n), which shows that the time complexity of computing strings of words may increase exponentially when it is compared with computing strings of symbols, in case | | > 1.
We now describe an example to illustrate the application of Theorem 1.
Example 1.
Let A = (Q, , , q 0 , F ) be a PFA, where Q = {q 1 , q 2 , q 3 }, = {a, b}, q 0 = 1 2 q 1 + 1 2 q 3 , F = {q 3 } and is defined as follows:
Let the probability distributions W 1 , W 2 over {a, b} be defined as:
Then, by Theorem 1 we obtain that
Remark 2. Due to the potential of applications of probabilistic pushdown automata (PPAs) [12] , a natural issue is to deal with PPAs with input strings of words and establish the relation between PPAs and PCFGs in the sense that the inputs are strings of words. However, with regard to our purposes of this paper principally centering on PFAs, PTMs and PCFGs with input strings of words, the details will be processed in other place. To conclude this section, we would like to propose a problem: whether Theorem 1 holds true for two-way PFAs [11] ?
Probabilistic turing machines with input strings of words
PTMs were first considered by De Leeuw et al. [9] , Santos [30] , and Ellis [10] . Then Gill, Simon, and others (see [22] ) studied the computational complexity of PTMs. In this section, we focus on PTMs with input strings of words. More specifically, we define a general type of PTMs, and consider the inputs into PTMs to include strings of words. In particular, we obtain a negative result corresponding to Theorem 1; that is to say, Theorem 1 (Eq. (3)) may not hold true if the underlying models of computation are PTMs rather than PFAs.
In spite of the different variants of PTMs defined in the literature, they intrinsically coincide in spirit. A simple version of PTMs [22, 13] that are convenient for the study of polynomial time randomized complexity classes is with coin-flipping states, more specifically, states in which (1) every step of the computation can only have two outcomes, that is, every configuration has at most two next configurations with respective probabilities p and 1−p; (2) all computations on the same input end with the same number of steps; (3) and every computation ends with either reject or accept. Thus, for a probabilistic Turing machine to be coin-flipping it is defined usually as the range of its transition function being {0, 1 2 , 1}. In reality, we call such a type of models to be standard PTMs, which is frequently considered, for example, in the study of randomized algorithms and computational complexity [20, 22, 13] .
In the present paper, we define a quite general form of PTMs, which generalize deterministic TMs (DTMs) and are formally analogous to nondeterministic Turing machines [17] .
Formally, a DTM (two-way and one-tape) is a system denoted by M = (Q, , , , q 0 , q a , q r ), where Q is the finite set of states; is the finite set of input symbols; is the finite set of tape symbols, containing and an identified blank symbol # / ∈ as well as other allowable tape symbols; q 0 , q a , q r in Q are the starting, accepting, and rejecting states, respectively; and that describes the dynamics (the computation) of the machine is a mapping from Q × to Q × × {L, R} where L and R decide the directions for the read-write tape-head to move. However, it is possible that (q, x) may be undefined for some (q, x) ∈ Q × , which results in the machine halting with neither accepting nor rejecting configurations.
A configuration or instantaneous description of a TM M is described by a string as 1 q 2 for q ∈ Q and 1 2 ∈ * where * denotes the set of all these finite strings over including empty string , the leftmost and the rightmost symbols in configuration 1 q 2 are not the blank #, and the read-write tape-head is scanning the leftmost symbol of 2 or the blank # in case 2 = . The moves of the read-write tape-head depend on the transition function . In fact, may be equivalently described as a program that is defined to be made up of those program lines or called instructions of the form:
In case (q, x) is undefined, then a halting instruction results. The way the program works is that on each machine cycle, the machine looks through the list of program lines in an orderly way, searching for a line q, x, ., ., . , such that the current state is q and, the symbol being scanned by the read-write tape-head is x. If a program line for instance q, x, q , x , L is found, then it is executed, that is, the current control state q is changed to q , the read symbol is rewritten by x and, the read-write tape-head moves left. As we know, a program contains a definite starting instruction, but it is not intrinsic for our discussion, since we can formally add such an instruction as
where q s denotes a starting state different from those in Q; , a special tape symbol, lies in the left of the input strings. If so, the initial configuration for inputting w is thus as q 0 w.
More clearly, we describe a move of the above TM M from a configuration c 1 to another one, say c 2 , which is denoted by c 1 → M c 2 , by dividing it into three cases:
To define the language recognized by the above machine M, we denote by C a (M), C r (M), and C h (M) the sets of accepting configurations, rejecting configurations, and halting configurations, respectively, which are defined as:
Denote → * M to be the reflexive and transitive closure of → M . Then the languages accepted and rejected by Turing machine M, are respectively the sets
In the model described above, if the program is probabilistic, and the changed states, the rewritten symbols and the moved directions have multiple choices with respective probabilities, then we are led to defining naturally a PTM, which is formally described as follows.
Definition 2.
A PTM is a system M = (Q, , , , q 0 , q a , q r ), where q 0 , q a , q r ∈ Q are the starting, accepting, and rejecting states, respectively, and
is the transition function satisfying that for all (q, x) ∈ Q × , it is either
Intuitively, (q, x, q , x , d) represents the probability that the current control state q and the tape symbol x being scanned are capable of turning to state q and rewriting tape symbol x , together with moving left (when d = L) or right (when d = R).
The definitions of configurations, halting configurations, accepting configurations, and rejecting configurations of PTMs are similar to those of deterministic TMs present as in Eqs. (3)-(5), defined as:
x, ·, ·, ·) = 0} stands for the set of all pairs (q, x) such that in current state q ∈ Q − {q r , q a } and tape symbol x, the machine will halt with neither accepting nor rejecting state. Actually, accepting and rejecting configurations represent also a kind of "halting configurations'', which means that when the machine moving to accepting or rejecting configuration, a process of computation will halt. But here they are phrased with only distinct names for the convenience of further statement.
The actions of the PTMs defined above are able to be described equivalently with a probabilistic program, and such a probabilistic program consists of some probabilistic program lines or called probabilistic instructions of the form
for 1 j k i , where L ij (p ij ) denotes just a mark, the subscript i coincides with that of state q i , and k i is the number of all program lines relating to their current state q i , p ij = (q i , x, q , x , d) stands for the probability explained above.
On PTM M, a move from configuration c 1 to another c 2 by performing a probabilistic program line L ij (p ij ) is thus denoted by
and the corresponding probability P r(c 1
In general, a configuration c 1 moving to another c 2 is simply denoted by c 1 → M c 2 , and its probability can be defined in terms of the transition function in the following way:
in which each different configuration pair (c 1 , c 2 ) is associated with a certain probabilistic instruction L ij (p ij ), but i is the same since their current state is exactly q i . Intuitively, for any starting configuration c 0 = q 0 x where x is an input string, all possible moves of the machine will then form a configuration tree in which c 0 is viewed as the root and the halting, accepting, and rejecting configurations as leaves. Therefore, each computation is a path from the root to a leaf. For the details, we will describe them in Example 2. More formally, a computation for inputting string w ∈ * of length k with time t (k) and space s(k) is defined as a path of transitions described by:
→ M c m , and the corresponding probability denoted by P r(c 0
is equal to the product of all probabilities for those related moves, i.e.,
We denote by → * M the reflexive and transitive closure of → M ; that is, c 1 → * M c 2 stands for all allowable paths from c 1 to c 2 , and therefore its probability P r(c 1 → * M c 2 ) is the sum of those probabilities for all allowable different paths from c 1 to c 2 . In particular, for natural number t, we use
to represent all those allowable distinct paths from c 1 to c 2 in exact ts steps, i.e., containing t's edges, and the corresponding probability is denoted by P r(c 1 → * ,t M c 2 ). Then the languages accepted and rejected by the above PTM M are, respectively, defined as two functions P r acc M and P r rej M from * to [0, 1]: for any w ∈ * ,
P r
Remark 3. In a standard PTM M (coin-flipping moves) with input alphabet and initial state q 0 as described above, since all computations for each given input w ∈ have the same number of computation steps, for example, denoted by N(w), we have
Our main purpose is to deal with the general PTMs M defined above with input strings of words, so, we need consider the devices established above by inputting strings of words instead of symbols. Recall that D( ) denotes the set of words (probability distributions over ). Letting M = (Q, , , , q 0 , q a , q r ) be a PTM, we first generalize transition function to : Q × (D( ) ∪ ) × Q × × {L, R} → [0, 1] in a natural way: for any W ∈ D( ), and any q i , q k ∈ Q, y ∈ , d ∈ {L, R},
and the corresponding probabilistic instruction for inputting word W is denoted by
where L ij (W, p ij ) is only a mark implying certain connection to q i and word W, p ij = (q i , W, q j , y, d), 1 j k i (W ) and k i (W ) is the number of all different pairs (q m , y, d) satisfying (q i , W, q m , y, d) = 0 for given pair (q i , W ). In case (q i , W, q m , y, d) = 0 for any pair (q m , y, d), then it yields a halting instruction. Now for any , ∈ (D( ) ∪ ) * and q ∈ Q, the form q is called a configuration with words; furthermore, the sets of accepting, rejecting, and halting configurations with words are correspondingly defined respectively as:
·, ·, ·) = 0}, and, (q, X, ·, ·, ·) = 0, similar to that indicated above, represents (q, X, q , y, d) = 0 for any pair (q , y, d) ∈ Q × × {L, R}.
A configuration with words c 1 moving to another, say c 2 in one step via performing a probabilistic instruction: L ij (W, p ij ) : q i , W, q k , y, d , is denoted as
and the corresponding probability is as
Generally, a configuration with words c 1 moving to another c 2 is still denoted by c 1 → M c 2 as that used above for moving conventional configurations, and its probability is as follows: for any W 1 , W 2 ∈ D( ) ∪ , , ∈ (D( ) ∪ ) * , and y ∈ ,
notably, in which W 1 , W 2 , besides being some words, can also be replaced by any tape symbols belonging to . Given a string of words W = W 1 W 2 · · · W m where W i ∈ D( ), i = 1, 2, . . . , m, a computation in t steps for inputting W is a path with t's edges by performing some sequence of probabilistic instructions L i k j k (W s k , p i k j k ) and passing successively some configurations with words c k , k = 1, 2, . . . , t, described in the following form: M) is an accepting configuration with words, and the probability is
Let → * M denote the reflexive and transitive closure of → M . Then c 0 → * M c s represents the set of all allowable different paths from configurations with words c 0 to c s , and its probability P r(c 0 → * M c s ) is the sum of those probabilities for all different computations (paths) from c 0 to c s . For natural number t, c 0 → * ,t M c s stands for the set of all allowable paths from c 0 to c s in exact ts steps. Therefore, the accepting and rejecting probabilities for computing string of words W 1 W 2 · · · W m are defined, respectively, as:
where P r(q 0 W 1 W 2 · · · W m → * ,t M c a ) represents the sum of probabilities for all computations of input W 1 W 2 · · · W m halting in the same accepting configuration c a in exact ts steps; the analogous explanation is suitable to P r(q 0 W 1 W 2 · · · W m → * ,t M c r ).
Remark 4.
As mentioned in Remark 3, on a standard PTM M with input alphabet and starting state q 0 , all computations for each given input w ∈ * have the same number of computation steps, which is denoted by N(w). A question naturally raised is that on a standard PTM, if all computations for each input string of words instead of symbols have the same number of computation steps? It may be worth considering, since this is also a new feature of PTMs with input strings of words.
From the viewpoint of computational complexity concerned with time measure, if for every input string of length n, PTM M makes at most T (n) moves before arriving at all halting, accepting, or rejecting, and there is at least a computation for some string of length n whose number of steps is T (n), then M is said to be of time complexity T (n). If a PTM M = (Q, , , , q 0 , q a , q r ), is of time complexity T (n), then from Eqs. (10), (12) and (13) it is easy to see that when the input is some string W 1 W 2 · · · W k of words, the number of computation steps likely exceed | | k T (k), where notation |X| denotes the number of elements in set X. Therefore, the time complexity for TM M = (Q, , , , q 0 , q a , q r ) with input strings of words, of time complexity T (n), is not smaller than | | n T (n).
As in the case of probabilistic automata (Theorem 1), we hope that the computations of P r acc M (W 1 W 2 · · · W m ) and P r rej M (W 1 W 2 · · · W m ) could be processed in terms of computing P r acc M ( 1 2 · · · m ) and P r rej M ( 1 2 · · · m ) for all possible i ∈ , i = 1, 2, . . . , m; more exactly, we hope to have the following equalities called computational tractability as in Section 2:
Nonetheless, unfortunately, the above Eqs. (14) and (15) may not hold for some PTMs, and some input strings of words. Now we describe an example in detail to verify this conclusion, while the example also serves to show the formulation of PTMs together with related concepts defined above. The computations for input strings abc, aac, bac, and bbc are depicted by the following Fig. 1 (a) for all x, y ∈ . Set words W 1 , W 2 (probability distributions over ) as:
On the other hand, by means of Eqs. (10) and (11) some of probabilistic instructions (with words) that will be used are as follows:
The computation for input string of words W 1 W 2 W 3 is visualized by Fig. 2 as follows.
By combining Fig. 2 we obtain that
So, we show that
which shows that Eq. (14) may not hold. If exchanging the accepting and rejecting states in above PTM, then it also shows that Eq. (15) does not hold.
Remark 5. Example 2 shows that Eqs. (14) and (15) may not hold, which implies an essential difference of PTMs from PFAs since analogous conclusion does hold for PFAs (Theorem 1). We may see this result by intuition. Indeed, in the right-hand formula of Eq. (12), the machine M, before some inputted words not being scanned, may attains a final accepted configuration, whereas, in the right-hand ones of Eq. (14), we know that all these inputted words likely have a certain influence on the value, so it is possible to make the right-hand formulae of Eqs. (12) and (14) unequal by taking appropriate words W i . Similar analysis can be applied to Eqs. (13) and (15) . Exactly, Example 2 has verified these observations. Naturally, We may ask under what conditions Eqs. (14) and (15) hold true?
Probabilistic context-free grammars with input strings of words
In this section, we will deal with PCFGs and PRGs with input strings of words. First let us recall briefly several conventional grammars.
In general, a grammar is denoted by a quadruple G = (V , T , P , S), where V and T are finite sets of variables and terminals, respectively, with V ∩ T = ∅; P is a finite set of productions, each of which is of the form → where , are strings of symbols from (V ∪ T ) * , and = , S in V is a special variable called the start symbol. Such a grammar is unrestricted on P called type 0 grammar that produces the same languages as those by Turing machines, that is, recursively enumerable languages. In particular, some constraints imposed on P follow the classification of grammars as follows:
Type 1 grammar (context-sensitive): The productions are restricted as 1 
Type 2 grammar (context-free). The permissible productions are the forms of A → , where A ∈ V , ∈ (V ∪ T ) * with = ε. Type 2 grammars have the same production power as non-deterministic pushdown automata, and, as was known, they generate context-free languages.
Type 3 grammar (regular). The allowable productions are of the forms A → aB or A → a, where a ∈ T , A, B ∈ V . Type 3 grammars, i.e., regular grammars familiar to us, are exactly equivalent to finite-state automata, generating regular languages.
Formally to define the language generated by a grammar G = (V , T , P , S), we first define two relations ⇒ G and ⇒ * G between strings in (V ∪T ) * . If → ∈ P , then 1 2 ⇒ G 1 2 for any 1 , 2 ∈ (V ∪T ) * , and, we call that 1 2 derives directly 1 2 in grammar G. ⇒ * G is the reflexive and transitive closure of ⇒ G . For simplicity, we use ⇒ and ⇒ * for ⇒ G and ⇒ * G , respectively, if there is no confusion. More specifically, if 1 , 2 , . . . , m ∈ (V ∪ T ) * , and, i ⇒ i+1 , i = 1, 2, . . . , m − 1, then we say 1 ⇒ * m or 1 derives m in grammar G.
The language generated by G is a subset of T * , that is,
Definition 3.
A probabilistic grammar is a system G = (V , T , P , S), where V , T , P and S are the same as type 0 grammar above, but the expressions for the form of productions i → j are endowed with certain probability as p ij ( i → j ) ∈ (0, 1], representing the probability of i producing j , where p ij like L ij in probabilistic program lines is just a mark standing for certain production. Furthermore, if i → j ∈ P , then for all those productions of the form with i in left side, i → j (1 j k i ) satisfying
where notably j = i as indicated above.
For convenience, we directly represent a production with the form of p ij ( i → j ). For ( , ) ∈
⇒ to stand for directly deriving by applying a production p ij ( i → j ) in P.
Generally, a derivation from to consists of some direct derivations, represented as
in which the productions p i s j s (s = 1, 2, . . . , k) are successively used, and
may be a multi-set, 1 and the probability is k s=1 p i s j s . In this section, we focus mainly on PCFGs and PRGs for inputting strings of words.
Definition 4.
A PCFG is a system G = (V , T , P , S), where V, T, and S are the same as above, but the productions are only the form
where A i ∈ V and j ∈ (V ∪ T ) * .
Definition 5.
A PRG is a system G = (V , T , P , S), where V, T, and S are the same as above, but the productions are only the form
where a ∈ T , A i ∈ V , and A j ∈ V ∪ { }. Remark 6. Two simplification types of CFGs are Chomsky normal form (CNF) and Greibach normal form (GNF) [17] . Concerning PCFGs, the equivalences still hold [12, Theorems 6.2 and 6.3]. More specifically, a PCFG G = (V , T , P , S) is of Chomsky normal form, if the productions are of the form p ij (A i → A j A k ) or p ij (A i → a j ) where A i , A j , A k ∈ V , and a j ∈ T ; G is of Greibach normal form if the productions are of the form p ij (A i → a j j ) where a j ∈ T , A i ∈ V and j ∈ V * . In light of [12] it was verified that every PCFG is equivalent to a CNF and a GNF.
For the sake of generality, we here consider general PCFGs with input strings of words, and therefore demonstrate that each PCFG is equivalent to a CNF and a GNF, in the sense that the probability for generating each string of words is equal.
For any ∈ (V ∪ T ) * and A i ∈ V , a derivation from A i to is the form
which can be equivalently depicted by a deriving tree (see [17] for example). It is worth noting that two derivations from A i to are different if and only if they have distinct trees of derivation, and equivalently, their sets of productions used are unequal, which is able to be equivalently characterized by leftmost derivation, as well. A derivation from A i to is called to be leftmost, if every direct derivation in the derivation rewrites the leftmost variable. For instance, in Eq. (20), 1 and 2 satisfies that 1 = wA i 2 1
For any A i ∈ V , and ∈ (V ∪ T ) * , in light of [17, 33] , the number of different derivations from A i to is equal to that of different leftmost derivations from A i to . Now we consider PCFGs G = (V , T , P , S). Suppose that the set of words to be computed is as
For any words W i ∈ W (i = 1, 2, . . . , m) , and any production p ij (A i → j ) ∈ P where we assume j = a 1 1 a 2 2 · · · a k k , a j ∈ T , and j ∈ V * (j = 1, 2, . . . , k) , then we can generalize the productions to productions with words in the following manner:
where the subscript j s in p ij s corresponds to j s = t 1 1 t 2 2 · · · t k k for some t 1 , t 2 , . . . , t k ∈ T , and due to Eq. (18) there is at least j corresponding to j = a 1 1 a 2 2 · · · a k k , l = 1, 2, . . . , l(p ij , W), and l(p ij , W) is the number of different productions with words yielded by production p ij (Eq. (18)) together with W. We now provide an example to illustrate the formulation of these concepts, and a more detailed one is referred to Example 4. where W 1 = 0.1\a + 0.9\b, W 2 = 0.7\a + 0.3\b. Then by Eq. (21) it yields the following productions with words:
We denote by P W the set of productions with words for PCFG G defined above.
Binary relation ⇒ over (V ∪ T ) * can be extended to (D(T ) ∪ V ) * . For any , ∈ (D(T ) ∪ V ) * , and
· · · W k k represents that A i derives directly with words A 1 1 W 2 2 · · · W k k in one step by applying production with words p W il (A i → W 1 1 W 2 2 · · · W k ) ∈ P W , and the corresponding probability is naturally as:
. For any A i ∈ V , and ∈ (D(T ) ∪ V ) * , a derivation with words from A i to is represented as
for some natural number k and p W i l j l ∈ P W , k = 1, 2, . . . , k, and the probability denoted by P r ( (A i , ) ), is as
in which, notably, the productions with words used may be a multi-set, denoted by P ( (A i , )),
Two derivations with words 1 (A i , ) and 2 (A i , ) are different if and only if P ( 1 (A i , )) = P ( 2 (A i , )).
To define the probability of A i deriving W, we further recall leftmost derivation (or called left canonical derivation in terms of [33] , which is exactly the same as the leftmost derivation defined above, that is, every direct derivation with words rewrites the leftmost variable. Remark 7. As pointed out above, by virtue of [17] or Theorem 2 in [33] , the number of distinct derivations with words from S to W is exactly equal to the number of different leftmost derivations with words from S to W. It is worth indicating that though this conclusion in [17] and [33] is in the case of the generated strings to be those strings of terminals instead of words, there is without any essential difference for the case of strings of words at this point.
For convenience, we denote by D(A i , ) the set of all different leftmost derivations with words from A i to . In particular, D(A i , w) represents the set of all leftmost derivations from A i to w in the usual way, where w ∈ T * is a string of symbols. So, the probability of A i deriving with words to , denoted by P r(A i ⇒ * ), is defined as the sum of those probabilities for all distinct leftmost derivations with words, that is,
Therefore, for any string of words W = W 1 W 2 · · · W k ∈ D(T ) * , the probability of W being generated by PCFG G, denoted by P r G (W ), is as:
Similar to Theorem 1, we hope to calculate P r G (W ) by means of computing P r G (t 1 t 2 · · · t k ) for all t 1 , t 2 , . . . , t k ∈ T . Actually, we have the following theorem.
Before proving this theorem, we first need to give two notations. Let t = t 1 t 2 · · · t m ∈ T * and W =
. . , t m } for l = 1, 2, . . . , k − 1, and j ∈ V * , j = 1, 2, . . . , k; and
Then, we call (t) and (W ) to be (t, W )-equivalent, and denote it by (t) ∼ (W ).
For any (S, W ) ∈ D(S, W ), where W = W 1 W 2 · · · W m ∈ D(T ) * , it is, for example, as follows:
where p W i l j l (A i l → j l (W )) (l = 1, 2, . . . , k) are productions with words, and j l (W ) ∈ (D(T ) ∪ V ) * , and it is easy to know that p W i l j l is yielded from some production of the form p i l s (A i l → j l (t)) for some t = t 1 t 2 · · · t m ∈ T * , where j l (t) ∼ j l (W ). Now for any t = t 1 t 2 · · · t m ∈ T * , if there exist s l (l = 1, 2, . . . , k) such that p i l s l (A i l → j l (t)) ∈ P , then we obtain a leftmost derivation from S to t, (S, t), and denote it by (S, t) (S, W ). Indeed, there is a 1-1 correspondence between D(S, W ) and D(S, t) established in this manner.
Lemma 1. For any
Proof. Assume that (S, W ) is described by Eq. (27) . Set J ( (S, W )) = {t = t 1 t 2 · · · t m : t i ∈ T , i = 1, 2, . . . , m, there are s l , such that p i l s l (A i l → i l (t)) ∈ P , l = 1, 2, . . . , k}.
In light of the definition of p W i l j l (A i l → j l (W )), with Eq. (27) we have
Lemma 2. For any t = t 1 t 2 · · · t m ∈ T * and any W = W 1 W 2 · · · W m ∈ D(T ) * ,
Proof. Suppose (S, t) ∈ D(S, t), and (S, t) is as follows:
for some p i l j l (A i l → j l (t)) ∈ P , l = 1, 2, . . . , k. By replacing j l (t) and l (t) with j l (W ) and l (W ), respectively, then (S, W ) ∈ D(S, W ) and (S, W ) (S, t), so Lemma 2 is proved.
Proof of Theorem 2. With Lemmas 1 and 2, we have that
Because PRGs, Chomsky PCFGs, and Greibach PCFGs are also special PCFGs, we have: Corollary 1. Let G = (V , T , P , S) be a PRG, Chomsky PCFGs, or Greibach PCFGs. For any W = W 1 W 2 · · · W m ∈ D(T ) * , then
Now we discuss a characterization of PRGs in terms of PFAs and the equivalence between a PCFG and its CNF or GNF. We need two results mentioned in Remark 6, which was shown by Fu [12] :
Theorem 3 (Fu [12] ). (1) For any PRG G = (V , T , P , S), there exists a PFA A with the input alphabet = T such that for any w ∈ T * ,
(2) For any PCFG G = (V , T , P , S), there are a Chomsky PCFG G 1 and a Greibach PCFG G 2 with the same set of terminals T, such that for any w ∈ T * , P r G (w) = P r G 1 (w) = P r G 2 (w).
Corollary 2.
(1) For any PRG G = (V , T , P , S), there are a PFA A with the input alphabet = T such that for any W ∈ D(T ) * ,
(2) For any PCFG G = (V , T , P , S), there are a Chomsky PCFG G 1 and a Greibach PCFG G 2 with the same set of terminals T, such that for any W ∈ D(T ) * ,
Proof. The proof of (1) is direct from Theorem 1, Theorem 3 (1), and Corollary 1; the proof of (2) is straightforward by Theorems 2, 3 (2), and Corollary 1.
In practice, as pointed out in the literature (see [33, p. 368, lines 11-15] , for instance), most grammars are unambiguous; that is, there is only one leftmost derivation from start symbol to each string belonging to the language generated by an unambiguous grammar. Furthermore, similar to the issue of computational complexity, the expected derivation length denoted by EDL(A) of a derivation beginning with nonterminal A, which was defined in [33] , is the expected number of steps in a derivation beginning in A and ending with a terminal string. From the preceding discussion it is clear to see that the expected number of steps in a derivation ending with strings of words are without essential change, which is to a certain extent different from the issue of computation complexity of PTMs with input strings of words.
Remark 8.
A probabilistic language over an alphabet T is a pair L, f where L is a language generated by a conventional grammar with terminal set T, and f is a function from T * to [0, 1] satisfying: f (x) = 0 if x / ∈ L; and x∈L f (x) = 1. A probabilistic context-free language over alphabet T is a function P r G : T * → [0, 1] for some PCFG G defined above. As is well-known, L = {a n b n : n 0} is a context-free language [17] . If the function over {a, b} * is defined as (a n b n ) = 1 e·n! , then L, is a probabilistic language. However, in [6] , Booth and Thompson showed that is not a probabilistic contextfree language, that is to say, there is no PCFG G with terminal set {a, b} satisfying: P r G = . Here, we may raise whether there is a PCFG G with terminal set {a, b} and some words over the terminal set (i.e., probability distributions), say W 1 , W 2 , such that P r G (x) = 0 for x / ∈ L, and P r G (W n 1 W n 2 ) = 1 e·n! ? We take it into account as an interesting problem and leave it open here.
As an illustration for the formulation of PCFGs for inputting strings of words, we describe an example to close this section. Suppose that the set of words W = {W 1 , W 2 } is defined as follows: W 1 = 0.1\a + 0.5\b + 0.4\c; W 2 = 0.4\a + 0.3\b + 0.3\c. Then in terms of Eq. (21), P W , the set of productions with words, is derived as follows: As well, we can directly compute P r G (W 1 W 2 ): P r G (W 1 W 2 ) = P r(A 1 ⇒ A 2 )P r(A 2 ⇒ W 1 A 1 )P r(W 1 A 1 ⇒ W 1 A 2 P r(W 1 A 2 ⇒ W 1 W 2 ) = 0.8 × 0.3 × 0.8 × 0.12 = 0.02304. P r G (accc) = P r(A 1 ⇒ aA 1 A 1 A 2 )P r(aA 1 A 1 A 2 ⇒ aA 2 A 1 A 2 )P r(aA 2 A 1 A 2 ⇒ aA 2 A 2 A 2 ) ×P r(aA 2 A 2 A 2 ⇒ acA 2 A 2 )P r(acA 2 A 2 ⇒ accA 2 )P r(accA 2 ⇒ accc) = 0.2 × 0.8 × 0.8 × 0.4 × 0.4 × 0.4 = 0.008192 and it is easy to see that P r G (x) = 0 in case |x| = 4 but x = accc. Then with Theorem 2, we have P r G (W 1 W 2 W 1 W 2 ) = P r G (accc)W 1 (a)W 2 (c)W 1 (c)W 2 (c) = 0.008192 × 0.1 × 0.3 × 0.4 × 0.3 = 0.0000294912.
By direct calculation, we can also obtain that
2 ) = 0.02 × 0.8 × 0.8 × 0.12 × 0.16 × 0.12 = 0.0000294912, from which we may see the computation tractability that Theorem 2 brings.
Concluding remarks
In this paper, we have considered some basic probabilistic models of computation by inputting strings of words, and some new conclusions have been discovered. Specifically, (i) we studied PFAs with input strings of words, and verified that PFAs computing strings of words can be implemented by means of calculating strings of symbols (Theorem 1); (ii) we defined a general type of PTMs and elaborated on PTMs with input strings of words, and particularly demonstrated that PTMs computing strings of words cannot be directly performed through only computing strings of symbols; (iii) we studied PCFGs and thus PRGs with input strings of words, and proved that Theorem 1 does hold for PCFRs and PRGs (Theorem 2, Corollary 1); and we presented a characterization of PRGs in terms of PFAs and the equivalence between PCFGs and their Chomsky and Greibach normal forms, in the sense that the inputs are strings of words. Furthermore, some related problems are raised: (1) does Theorem 1 hold true for two-way PFAs (Remark 2)? (2) can the conventional PTMs by Gill [13] preserve that all computations for a fixed input string of words have the same length (Remark 4)? (3) under what conditions does Theorem 1 hold true for PTMs (Remark 5)? and (4) the question that was addressed in Remark 8.
In [36, 34] , fuzzy finite automata, fuzzy Turing machines, fuzzy regular grammars, and fuzzy contextfree grammars with input strings of words (possibility distributions over input alphabet) were investigated, and it was demonstrated that computation tractability theorems for fuzzy finite automata, fuzzy regular grammars, and fuzzy context-free grammars hold true, but it may not hold for fuzzy Turing machines. In this paper, we dealt with these problems in the sense of probability, and from the results we demonstrated it can be seen that there are somewhat analogies between probabilistic and fuzzy models of computation with input strings of words.
In reality, there are many significant computational models such as probabilistic neural networks [31] , residuated lattice-valued automata [26, 27] , quantum automata [2, 3, 5, 14, 19, 25] , quantum sequential machines [15, 24] , quantum Turing machines [8, 7, 14] , quantum neural networks [16] , and quantum circuits [35] , in which the inputs still remain strings of symbols, so, these models with input strings of words are worth considering, especially the computational complexity and the equivalences between models in the sense that the inputs are strings of words, containing the equivalences between probabilistic neural networks and PFAs, as well as between quantum Turing machines and quantum circuits.
