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Combined Cooling, Heating, and Power (CHP) systems have been widely
recognized as a key alternative for electric and thermal energy generation because of their
outstanding energy efficiency, reduced environmental emissions, and relative
independence from centralized power grids. The systems provide simultaneous onsite or
near-site electric and thermal energy generation in a single, integrated package. As CHP
becomes increasingly popular worldwide and its total capacity increases rapidly, the
research on the topics of CHP performance assessment, design, and operational strategy
become increasingly important. Following this trend of research activities to improve
energy efficiency, environmental emissions, and operational cost, this dissertation
focuses on the following aspects: (a) performance evaluation of a CHP system using a
transient simulation model; (b) development of a dynamic simulation model of a power
generation unit that can be effectively used in transient simulations of CHP systems; (c)
investigation of real-time operation of CHP systems based on optimization with respect
to operational cost, primary energy consumption, and carbon dioxide emissions; and (d)

development of optimal supervisory feed-forward control that can provide realistic realtime operation of CHP systems with electric and thermal energy storages using shortterm weather forecasting. The results from a transient simulation of a CHP system show
that technical and economical performance can be readily evaluated using the transient
model and that the design, component selection, and control of a CHP system can be
improved using this model. The results from the case studies using optimal real-time
operation strategies demonstrate that CHP systems with an energy dispatch algorithm
have the potential to yield savings in operational cost, primary energy consumption, and
carbon dioxide emissions with respect to a conventional HVAC system. Finally, the
results from the case study using a supervisory feed-forward control system illustrate that
optimal realistic real-time operation of CHP systems with electric and thermal energy
storages can be managed by this optimal control using weather forecasting information.

Key words: CHP, transient simulation, power generation unit, optimization, real-time
operation, feed-forward control, energy storage systems

ACKNOWLEDGEMENTS

I would like to express my deepest gratitude to my advisor, Dr. Rogelio Luck for
his continuous support and guidance, which made my doctoral program and dissertation
process a highly productive and enjoyable experience. I have been amazingly fortunate
to have an advisor who gave me the freedom to explore on my own and who helped me
develop solid research skills and interdisciplinary backgrounds. I am also very grateful
for having an exceptional doctoral committee and wish to thank Dr. Louay Chamra,
Dr. Pedro Mago, Dr. Kalyan Srinivasan and Dr. Keith Walters for their continual support
and encouragement. My special thanks also go to Dr. Sundar Krishnan for his advising
and helping on the engine modeling. Finally, I would like to thank my parents for their
vast support and constant encouragement.

ii

TABLE OF CONTENTS

ACKNOWLEDGEMENTS ................................................................................................ ii
LIST OF TABLES ............................................................................................................. vi
LIST OF FIGURES ......................................................................................................... viii
NOMENCLATURE ......................................................................................................... xii
CHAPTER
I.

INTRODUCTION .............................................................................................. 1
1.1 Obstacles in CHP Evaluation, Design, and Operation ................................ 4
1.2 Typical Building CHP System Configuration ............................................ 6
1.3 Objective of the Dissertation ...................................................................... 7

II.

LITERATURE REVIEW .................................................................................... 9
2.1 Performance Evaluation of CHP Systems .................................................. 9
2.1.1 CHP Evaluation based on Field Test Results ................................... 9
2.1.2 CHP Evaluation using Thermodynamic Analyses .......................... 10
2.1.3 CHP Evaluation using Transient Simulation Models ..................... 12
2.2 Optimization of CHP systems ................................................................... 14
2.2.1 Design of CHP Systems .................................................................. 14
2.2.2 Optimal Operating Strategy of CHP Systems ................................. 17
2.2.3 Optimal Operation of CHP Systems with Energy Storages............ 18

III.

TRANSIENT SIMULATION OF A BUILDING CHP SYSTEM................... 21
3.1 Building and Weather Data ....................................................................... 22
3.1.1 Micro-CHP Demonstration Facility at MSU .................................. 23
3.1.2 Weather Data .................................................................................. 24
3.2 Micro-CHP Technology............................................................................ 26
3.2.1 Power Generation Unit ................................................................... 27
3.2.2 Electricity Generation and Distribution System ................................... 28
3.2.3 Thermally-Activated Components .................................................. 28
iii

3.3 Load Estimation using a Building Model ................................................. 30
3.3.1 TRNSYS Building Model ............................................................... 31
3.3.2 Electric Load Estimation................................................................. 32
3.3.3 Heating and Cooling Load Estimation ............................................ 34
3.4 TRNSYS Simulation of a Building Micro-CHP....................................... 39
3.4.1 Simulation of Micro-CHP System .................................................. 40
3.4.2 Simulation Results .......................................................................... 41
IV.

MODELING AND UNCERTAINTY ANALYSIS OF A POWER
GENERATION UNIT ............................................................................ 45
4.1 Introduction ............................................................................................... 45
4.2 Compression Ignition Engine Model ........................................................ 48
4.3 Dynamic Uncertainty Analysis ................................................................. 53
4.3.1 Sensitivities of Cylinder Pressure ................................................... 53
4.3.2 Uncertainty Magnification Factors (UMF) ..................................... 56
4.3.3 Overall Uncertainty in Cylinder Pressure and Estimated
Uncertainties in Important Variables ...................................... 58
4.3.4 Uncertainty Percentage Contributions (UPC) ................................. 60
4.4 Results from Dynamic Uncertainty Analyses ........................................... 61
4.4.1 Uncertainty Analysis Results with Variable
Gamma Assumption................................................................ 61
4.4.2 Uncertainty Analysis Results with Constant
Gamma Assumption................................................................ 65

V.

REAL-TIME OPERATION OF A BUILDING CHP SYSTEM USING
AN OPTIMIZATION ALGORITHM .................................................... 71
5.1 Description of an Optimization Algorithm ............................................... 72
5.1.1 Description of the Network Flow Model ........................................ 73
5.1.2 Objective Functions based on Operational Cost, PEC,
and CDE .................................................................................. 74
5.1.3 Energy Flow Constraints................................................................. 76
5.1.4 Energy Efficiency Constraints ........................................................ 78
5.2 Fuel-to-Electric-Energy Conversion Constraint for PGUs ....................... 80
5.2.1 Fixed-Point Iteration Method .......................................................... 80
5.2.2 Direct Fuel-to-Electric-Energy Conversion Method ...................... 82
5.3 Implementation of the Algorithm: A Case Study of the micro-CHP
Demonstration Facility at MSU ......................................................... 86
5.3.1 Electric, Cooling, and Heating Load Demand ................................ 86
5.3.2 Input Data for the Algorithm .......................................................... 90
5.3.3 Baseline Operation of the CHP system ........................................... 91
5.3.4 Simulation Results .......................................................................... 92
iv

5.4 Implementation of the Algorithm: A Case Study of CHP
Performance based on Operational Cost, PEC, and CDE ................. 95
5.4.1 Input Data for the Algorithm .......................................................... 95
5.4.2 Simulation Results .......................................................................... 98
VI.

SUPERVISORY FEED-FORWARD CONTROL FOR
REAL-TIME CHP OPERATION ........................................................ 108
6.1 Supervisory Control Strategy .................................................................. 109
6.2 Description of an Optimal Control Algorithm ........................................ 110
6.2.1 Network Flow Model .................................................................... 111
6.2.2 Objective Function ........................................................................ 114
6.2.3 Energy Flow Constraints............................................................... 115
6.2.4 Energy Conversion and Efficiency Constraints ............................ 117
6.3 Input Data for the Algorithm .................................................................. 119
6.4 Simulation Results .................................................................................. 122
6.4.1 Single-Day Simulation Results ..................................................... 122
6.4.2 Single-Year Simulation Results .................................................... 127

VII.

SUMMARY, CONCLUSIONS, AND FUTURE WORK .............................. 132
7.1 Summary and Conclusions ..................................................................... 132
7.2 Future Work ............................................................................................ 139

REFERENCES .............................................................................................................. 141

v

LIST OF TABLES

1.1

Installed CHP Capacities (IEA, 2008b) .................................................................... 3

2.1

Characteristics and parameters of prime movers in CHP systems
(Wu and Wang, 2006) ..................................................................................... 16

3.1

Energy Distribution for IC Engines (ASHRAE, 2008) .......................................... 28

3.2

Power Usage of Equipment .................................................................................... 33

4.1

Estimated Uncertainty for Experimental Variables and Model Parameters ........... 59

5.1

Information of PGUs............................................................................................... 84

5.2

Building Electric Energy Usage.............................................................................. 87

5.3

Electric Energy Usage of Auxiliary Cooling Components ..................................... 87

5.4

Electric Energy Usage of Auxiliary Heating Components ..................................... 87

5.5

Summary of Input and Efficiency Constraint Information for the Algorithm ........ 91

5.6

Operational conditions for each baseline case ........................................................ 92

5.7

Description of the simulated building used in EnergyPlus ..................................... 96

5.8

Electricity and Natural Gas Prices used in the Simulation ..................................... 96

5.9

Site-to-Primary Energy Conversion Factor ............................................................ 97

5.10 CO2 Emission Conversion Factors for Electricity and Natural Gas ....................... 97
5.11 Conversion and Efficiency Constraints .................................................................. 98
5.12 Total Operational Cost per Year ($/year) ............................................................. 100
vi

5.13 Total Primary Energy Consumption (PEC) per Year (kWh/year) ........................ 100
5.14 Total Carbon Dioxide Emissions (CDE) per Year (tons/year) ............................. 100
5.15 Percentage of Coal in the Fuel Mix used to Generate Electricity
(EPA’s Power Profiler) ................................................................................. 100
5.16 Site Energy Consumption (kWh/year) .................................................................. 101
6.1

Description of the DOE Benchmark Small Office Building Model ..................... 119

6.2

Cost, Site-to-Primary Energy Conversion Factors, and Emission Conversion
Factors for Electricity and Natural Gas for the City of Chicago, IL............. 119

6.3

Conversion and Efficiency Constraints ................................................................ 120

6.4

Total Operational Cost ($/day) on a Winter Day .................................................. 124

6.5

Total Primary Energy Consumption (kWh/day) on a Winter Day ....................... 124

6.6

Total Carbon Dioxide Emissions (tons/day) on a Winter Day ............................. 125

6.7

Total Energy Stored in EES and TES (kWh/day) on a Winter Day ..................... 125

6.8

Total Operational Cost ($/day) on a Summer Day ............................................... 126

6.9

Total Primary Energy Consumption (kWh/day) on a Summer Day ..................... 126

6.10 Total Carbon Dioxide Emissions (tons/day) on a Summer Day ........................... 126
6.11 Total Energy Stored in EES and TES (kWh/day) on a Summer Day ................... 127
6.12 Total Operational Cost ($/year) ............................................................................ 127
6.13 Total Primary Energy Consumption (kWh/year) .................................................. 127
6.14 Total Carbon Dioxide Emissions (tons/year) ........................................................ 128
6.15 Total Energy Stored in EES and TES (kWh/year)................................................ 128
6.16 Site Energy Consumption (kWh/year) .................................................................. 130
vii

LIST OF FIGURES

1.1

CHP versus Separate Heat and Power (SHP) production (EPA, 2008) .................. 2

1.2

Current and projected CHP capacities in 2015 and 2030 (IEA, 2008b) ................. 4

1.3

Schematic of a Building CHP system ..................................................................... 7

3.1

(a) Side view of building (generator and mechanical room) and
(b) internal view of mechanical room ............................................................ 22

3.2

Layout of demonstration facility at MSU ............................................................. 23

3.3

TMY2 ambient temperature profile ...................................................................... 25

3.4

TMY2 relative humidity profile............................................................................ 25

3.5

Schematic of micro-CHP system at MSU ............................................................ 26

3.6

Building model in TRNSYS ................................................................................. 32

3.7

Schematic of micro-CHP system at MSU ............................................................ 33

3.8

Yearly estimated heating load profile ................................................................... 34

3.9

Yearly estimated cooling load profile ................................................................... 35

3.10

Estimated heating load profile on a day in winter ................................................ 36

3.11

Estimated cooling load profile on a day in summer ............................................. 36

3.12

Temperature changes inside a building................................................................. 38

3.13

Micro-CHP model in TRNSYS ............................................................................ 40

viii

3.14

Air temperatures and flowrates for wood shop and office areas
on a day in winter .......................................................................................... 42

3.15

Air temperatures and flowrates for wood shop and office areas
on a day in summer ........................................................................................ 42

3.16

Weekly total power consumption by micro-CHP system in summer ................... 43

3.17

Comparison of weekly cost in summer ................................................................. 44

4.1

Ratio of specific heats (γ) as a function of temperature with
T1 = 500 K, T2 = 1000 K, and T3 = 2000 K ................................................... 50

4.2

Crank angle-resolved sensitivities (in kPa/unitsxi, where unitsxi are the
appropriate units for the variable xi) of cylinder pressure to
different engine variables .............................................................................. 55

4.3

Crank angle-resolved uncertainty magnification factors (UMF) of
cylinder pressure for different engine variables ............................................ 57

4.4

Simulated and measured crank angle-resolved cylinder pressure histories
(with variable gamma assumption) and respective uncertainty intervals ...... 62

4.5

Comparison of experimentally derived and simulated (Wiebe function)
crank angle-resolved mass burned fraction histories
(with variable gamma assumption) ................................................................ 64

4.6

Uncertainty Percentage Contribution(UPC) values for important
experimental variables and model parameters (with variable
gamma assumption) vs. crank angle .............................................................. 65

4.7

Simulated and measured crank angle-resolved cylinder pressure histories
(with constant gamma assumption: γ = 1.35) and respective
uncertainty intervals....................................................................................... 67

4.8

Uncertainty Percentage Contribution (UPC) values for important
experimental variables and model parameters (with constant
gamma assumption: γ = 1.35) vs. crank angle ............................................... 68

4.9

Simulated and measured crank angle-resolved cylinder pressure histories
(with constant gamma assumption: γ = 1.4) and respective
uncertainty intervals....................................................................................... 69
ix

4.10

Uncertainty Percentage Contribution (UPC) values for important
experimental variables and model parameters (with constant
gamma assumption: γ = 1.4) vs. crank angle ................................................. 70

5.1

Logical diagram of the optimal energy dispatch algorithm .................................. 72

5.2

Network flow model of a typical CHP system ..................................................... 73

5.3

Fuel-to-electric-energy conversion efficiency of the 15 kW
engine-generator package .............................................................................. 82

5.4

Fuel-to-electric-energy conversion of the 15 kW engine-generator
package .......................................................................................................... 83

5.5

Linear interpretation of fuel energy and power output data ................................. 84

5.6

Straight line relation between fuel energy and power output ............................... 85

5.7

Estimated cooling load profile on a day in summer (August) .............................. 88

5.8

Estimated heating load profile on a day in winter (January) ................................ 89

5.9

Estimated cooling and heating load profile on a day in mid-season (April) ........ 89

5.10

Partitioned energy supply based on the cost optimization .................................... 93

5.11

Optimal cost compared with the cost of baseline operational conditions ............. 94

5.12

Percentage variation of operational cost, PEC, CDE for the city of
Columbus, MS ............................................................................................. 102

5.13

Percentage variation of operational cost, PEC, CDE for the city of
Minneapolis, MN ......................................................................................... 103

5.14

Percentage variation of operational cost, PEC, CDE for the city of
San Francisco, CA ....................................................................................... 104

5.15

Percentage variation of operational cost, PEC, CDE for the city of
Boston, MA.................................................................................................. 105

5.16

Percentage variation of operational cost, PEC, CDE for the city of
Miami, FL .................................................................................................... 106
x

6.1

Supervisory control strategy of a building with a CHP system .......................... 110

6.2

Network flow model of a typical CHP system with EES and TES .................... 111

6.3

Feed-forward control loop for a CHP system with EES and TES ...................... 113

6.4

Actual and predicted energy loads on a winter day obtained
using EnergyPlus ......................................................................................... 123

6.5

Actual and predicted energy loads on a summer day obtained
using EnergyPlus ......................................................................................... 123

6.6

Percentage variation of operational cost for CHP systems with and
without energy storages with respect to a conventional
HVAC system .............................................................................................. 129

6.7

Percentage variation of PEC for CHP systems with and without
energy storages with respect to a conventional HVAC system ................... 129

6.8

Percentage variation of CDE for CHP systems with and without
energy storages with respect to a conventional HVAC system ................... 130

xi

NOMENCLATURE

a

Fuel-to-electric-energy conversion parameter

AHU

Air handling unit

ATDC

After top dead center

Aw

Instantaneous surface area available for heat transfer

b

Fuel-to-electric-energy conversion parameter

bc

Cylinder bore

BTDC

Before top dead center

c

Average specific heat

cel

Cost of electricity imported from the electric grid

cel_ex

Cost of electricity sold to the electric grid

cf_PGU

Cost of fuel used by the PGU

cf_boiler

Cost of fuel used by the boiler

CDE

Carbon dioxide emissions

CHP

Combined cooling, heating, and power for buildings

COP

Coefficient of performance

CN

Cetane number of the fuel

Ea

Apparent activation energy

Eloss_total

Total energy loss of the system

Eloss_PGU

Energy loss of the PGU

Eloss_boiler

Energy loss of the boiler

Eloss_cool

Energy loss of the CHP cooling components
xii

Eloss_heat

Energy loss of the CHP heating components

Erequired

Total energy required for the system

ECFCDE

Emission conversion factor for electricity

ECFPEC

Site-to-energy conversion factor for electricity

EES

Electric energy storage

EG

Electric grid

Elbuilding

Electric energy consumption in the building

Elcomp

Electric energy consumption by the auxiliary CHP components

Eld

Electric energy required for the system

Elexcess

Excess electric energy produced by the PGU

Elfacility_bp

Electric energy that bypasses the EES

Elgrid

Electric energy imported from the electric grid

Elpgu

Electric energy output of the PGU

Elstored

Electric energy stored in the EES in time step tn

f

Residual exhaust gas fraction

FAs

Stoichiometric fuel-air ratio

Fboiler

Fuel energy consumption of the boiler

Fpgu

Fuel energy consumption of the PGU

FCFCDE

Emission conversion factor for fuel

FCFPEC

Site-to-energy conversion factor for fuel

h

Heat transfer coefficient

IVC

Intake valve close

lc

Length of the connecting rod

LHV

Lower heating value

LP

Linear Programming

m

Wiebe function parameter

mb

Mass of the building
xiii

mi

Mass of air trapped in the cylinder

MILP

Mixed integer linear programming

MINLP

Mixed integer nonlinear programming

n

Wiebe function parameter

Ne

Engine speed in rev/sec

P

Cylinder pressure

PEC

Primary energy consumption

PGU

Power generation unit (also referred as prime mover)

PIVC

Cylinder pressure at IVC

Pm

Motoring pressure

P0

Initial cylinder pressure

PSOI

Cylinder pressure at SOI

r

Compression ratio

ri

Volumetric compression ratio

sc

Stroke

SEC

Site energy consumption

SOI

Start of injection

T

Gas temperature in the cylinder

Tamb

Ambient air temperature

Tavg

Average temperature

Tb

Spatial average temperature inside the building

TIVC

Gas temperature at IVC

T0

Initial gas temperature

TSOI

Gas temperature at SOI

Tw

Cylinder wall temperature

TES

Thermal energy storage

TDC

Top dead center
xiv

Q

Rate of heat transfer

Qboiler

Thermal energy produced by the boiler

Qc

Heat release during the combustion process

Qcool

Cooling energy produced by the cooling components

Qcool_bp

Cooling energy that bypasses the TES

Qcool_d

Cooling energy required for the building

Qheat

Heating energy produced by the heating components

Qheat_bp

Heating energy bypassed the TES

Qheat_d

Heating energy required for the building

Qht

Heat transfer through the cylinder walls

Qrcv

Recovered waste heat from the PGU

Qstored

Thermal energy stored in the TES in time step tn

Qt

Total chemical energy released during the combustion process

V

Cylinder volume

Vd

Displacement volume

V0

Initial cylinder volume

UMF

Uncertainty magnification factor

Up

Mean piston speed

UPC

Uncertainty percentage contribution

Utotal

Total heat transfer coefficient

W

Average in-cylinder gas velocity in m/s

xb

Mass burned fraction

y

Instantaneous stroke

Symbols
γ

Ratio of specific heats

Δt

Dynamic time lag
xv

ηboiler

Boiler thermal efficiency

ηcool_comp

Cooling components thermal efficiency

ηees

Efficiency of the EES

ηel_PGU

Fuel-to-electric-energy conversion efficiency of the PGU

ηheat_comp

Heating components thermal efficiency

ηth_PGU

Fuel-to-thermal-energy conversion efficiency of the PGU

ηtes

Efficiency of the TES

θ

Crank angle

θid

Ignition Delay in crank angle degrees

θSOI

Start of injection crank angle

τ

Time constant

Φ

Phase lag

φ

Fuel-air equivalence ratio

ω

Frequency

xvi

CHAPTER I
INTRODUCTION

Traditional power plants convert about 30 % of the fuel’s available energy into
electric power (EPA, 2008). The majority of the fuel energy content is lost at the
generation facility through waste heat. Further energy losses occur in the transmission
and distribution of electric power to individual users. Inefficiencies and environmental
issues associated with conventional power plants provide the thrust for developments in
“onsite and near-site” power generation. Combined Cooling, Heating, and Power (CHP)
systems1 have the potential to increase resource energy efficiency and to reduce air
pollutant emissions dramatically. CHP systems produce both electric and usable thermal
energy onsite or near site, converting 75 - 80 % of the fuel source into useful energy
(International Energy Agency (IEA), 2008a). In Figure 1.1, the United States (U.S.)
Environmental Protection Agency (EPA) (2008) states that “CHP typically requires only
¾ the primary energy separate heat and power systems require.” IEA (2008b) reports
that potential for carbon dioxide emissions reductions from these technologies are
significant: “CHP can reduce CO2 emissions arising from new generation in 2015

1

CHP originally stand for Combined Heat and Power. In the literature, CHP is also referred by various
names for slightly different applications such as CCHP (Combined Cooling, Heating, and Power), BCHP
(Building Cooling, Heating, and Power), DER (Distributed Energy Resources), and cogeneration.
Throughout the study, CHP is used to refer to applications of Combined Cooling, Heating, and Power for
Buildings.

1

by more than 4 % (170 Mt2/year), while in 2030 this saving increases to more than 10 %
(950 Mt/year) - equivalent to one and a half times India’s total annual emissions of CO2
from power generation.” By 2030 CHP has the potential to reduce CO2 emissions in the
U.S. by 70 Mt/year for buildings and 80 Mt/year for industries (McKinsey & Company,
2007). In Europe, CHP has been estimated to have 15 % of greenhouse gas emissions
reductions (57 Mt) between 1990 and 2005 (IEA, 2008b).

Note: Assumes national averages for grid electricity and incorporates electricity transmission losses.

Figure 1.1 CHP versus Separate Heat and Power (SHP) production (EPA, 2008)

2

Megaton (Mt) is one million tons. Gas emissions are often expressed in terms of megatons.

2

IEA (2007) reports that currently CHP produces approximately 9 % of global
power generation. The global capacity of CHP is estimated at around 330 GWe3 (IEA,
2008b). The total installed CHP capacities of 37 countries are listed in Table 1.1.
According to IEA (2008b)’s scenario, the G8+5 countries4 has potential to raise their
CHP capacity almost 430 GWe in 2015, and over 830 GWe in 2030. In the U.S., the
increase of total CHP capacity by 2015 is estimated in the range from 48 - 88 GWe (IEA,
2007) to 110 - 150 GWe (Hedman, 2007). European CHP potential studies indicate that
the total capacity of CHP in Europe can be raised to within the range of 150 - 250 GWe
(IEA, 2007) by 2025. Current and projected CHP capacities for the G8+5 countries are
presented in Figure 1.2.
Table 1.1 Installed CHP Capacities (IEA, 2008b)
Country
Australia
Austria
Belgium
Brazil
Bulgaria
Canada
China
Czech Republic
Denmark
Estonia
Finland
France
Germany

Capacity
(MWe)
1,864
3,250
1,890
1,316
1,190
6,765
28,153
5,200
5,690
1,600
5,830
6,600
20,840

Country
Greece
Hungary
India
Indonesia
Ireland
Italy
Japan
Korea
Latvia
Lithuania
Mexico
Netherlands
Poland

3

Capacity
(MWe)
240
2,050
10,012
1,203
110
5,890
8,723
4,522
590
1,040
2,838
7,160
8,310

Country
Portugal
Romania
Russia
Singapore
Slovakia
Spain
Sweden
Taiwan
Turkey
United Kingdom
United States

Capacity
(MWe)
1,080
5,250
65,100
1,602
5,410
6,045
3,490
7,378
790
5,440
84,707

Gigawatt-electric (GWe) is one billion watts of electric capacity.
The G8+5 countries consist of G8 (Group of Eight) nations including Canada, France, Germany, Italy,
Japan, Russia, the United Kingdom and the United States and 5 nations of the leading emerging economies
including Brazil, China, India, Mexico and South Africa.
4

3

Figure 1.2 Current and projected CHP capacities in 2015 and 2030 (IEA, 2008b)

1.1

Obstacles in CHP Evaluation, Design, and Operation
To take advantage of the potential of CHP systems discussed above, there are

several obstacles to be overcome. The first problem arises when evaluating existing CHP
systems. Without proper performance evaluations, improvement in the system design and
operation cannot be estimated. Performance evaluation studies have been carried out
based on field tests (see Section 2.1.1) and although this process is very accurate, it has
several limitations: (a) complicated data acquisition systems need to be installed; (b)
year-round field test data is required; and (c) each study is limited to a specific system.
On the other hand, computer-based simulations can be used to predict system
performance. A valid transient simulation of a CHP model can provide accurate
4

performance evaluation with (a) relatively simple implementation; (b) time-efficient
yearly-simulation using statistical yearly weather data; and (c) straightforward
modifications for different sizes and types of CHP systems in different climate
conditions.
The second problem arises when designing CHP systems. Choosing sizes and
types of components for a high-quality system configuration is cumbersome in practice
because of the complexity of component matching and operating environment (see
Section 2.2.1). Several constraints need to be considered when determining appropriate
types and sizes of the power generation units (PGUs)5 and thermally activated
technologies (TATs) for a building CHP system. The matching factors include (a) electric
and thermal energy requirements for a building determining the size of the PGUs and
TATs; (b) power-to-heat ratio requirements determining the type of the PGUs; and (c)
costs of fuel and electricity determining the size and type of the PGUs. To overcome this
problem, one needs to have a good understanding of the mechanism of PGUs and TATs
and the building dynamics. It is also required to have a methodical yearly cost, energy,
and environmental-effect analysis of the total system.
The last problem appears when operating CHP systems. Several operating modes
are possible in CHP operation (see Section 2.2.2) because the systems have several
different energy supply sources, e.g., electricity supplied from the grid and/or PGUs and
thermal energy supplied from the PGUs and boiler. The building energy requirements
also need to be considered to determine an optimal operating mode. However,
determining an optimal operating mode can be problematic. An optimization scheme
5

The power generation units are also referred as prime movers in the literature.

5

should balance cost savings, real energy savings based on primary energy consumption
(PGU)6, and net emission of pollutants. When electric and thermal energy storage
systems are used in a CHP system, it is necessary to use an efficient optimization scheme
with a quick response time and an effective control strategy for real-time operation (see
Section 2.2.3).

1.2

Typical Building CHP System Configuration
A description of a typical CHP system for a building has been illustrated in this

section. It is worthwhile to note that this description is used as a foundational concept to
track the energy flows of the system throughout the dissertation. A typical CHP system
for a building consists of a power generation unit (PGU) working together with HVAC
components, such as absorption chillers, cooling towers, and air handling units (AHUs).
A variety of PGUs can be used in CHP systems: micro-turbines, internal combustion (IC)
engines, fuel cells, etc. Figure 1.3 illustrates a schematic of a CHP system. As shown in
the figure, Fuel (FPGU) is supplied to the PGU, and it produces electric energy (ElPGU) and
rejects heat as a byproduct, normally wasted in many applications. This electric energy is
used to power appliances and lights in the building (Elbuilding) and to operate auxiliary
cooling and heating components (Elcomp). If the PGU does not generate enough electricity
to satisfy the demand, the difference (Elgrid) can be imported from the electric grid (EG).
ElPGU and Elgrid can be stored using batteries and super-capacitors, when necessary.
6

EIA (2009) defines that primary energy is “energy in the form that it is first accounted for in a statistical
energy balance, before any transformation to secondary or tertiary forms of energy” and primary energy
consumption is “consumption of primary energy.” They define it in terms of site energy consumption:
“primary energy consumption is the amount of site consumption, plus losses that occur in the generation,
transmission, and distribution of energy.” Site energy consumption is “the Btu value of energy at the point
it enters the home, building, or establishment, sometimes referred to as delivered energy” (EIA, 2009).
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If there is excess electricity (Elexcess), it can be exported or sold to the EG. The recovered
waste heat (Qrcv) from the PGU is used to produce cooling or heating (Qcool or Qheat) to
satisfy the building cooling and heating loads. If the heat recovered from the PGU is not
enough to fulfill the thermal energy requirements of the building, a boiler is used to offset
the deficit heat (Qboiler). Qrcv and Qboiler can be stored in the thermal energy storages if
necessary.
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Power
Generation
Unit (PGU)

Fuel
(FPGU)

Elgrid

+
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ElPGU

Cooling
Components

Qrcv
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+
Fuel
(Fboiler)

Elbuilding
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Heating
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Qboiler

Building

Qheat

(AHU)

Figure 1.3 Schematic of a Building CHP system

1.3

Objective of the Dissertation
Based on the problems addressed in Sections 1.1 and 1.2, the objective of this

dissertation is to perform a transient CHP simulation for CHP performance evaluation
and to develop an optimal control algorithm for real-time operation of CHP systems. To
fulfill the objective, the following topics for each chapter have been addressed in this
dissertation:
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•

Chapter III focuses on modeling using a transient simulation software, TRNSYS
to evaluate a CHP performance;

•

Chapter IV demonstrates the development of a dynamic PGU model that can be
readily incorporated into the transient CHP simulation environment;

•

Chapter V investigates the development of an energy dispatch algorithm to
provide optimized CHP operation with respect to the operational cost, PEC, or
CDE;

•

Chapter VI develops an optimal supervisory feed-forward control algorithm that
provides realistic real-time operation of CHP systems with electric and thermal
energy storages using short-term weather forecasting.
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CHAPTER II
LITERATURE REVIEW

The benefits and potentials of CHP systems are discussed in Chapter I. The
obstacles to be overcome so as to maximize the potentials of CHP systems are also
addressed in Section 1.1. The purpose of this chapter is to describe the relevant research
on the topics of performance evaluation and optimization of CHP systems.

2.1

Performance Evaluation of CHP Systems
As discussed in Chapter I, the total number of CHP system installations is

increasing worldwide. Consequently, optimal design and operation are becoming
important issues. CHP performance evaluation is a necessary process to attain
economically and environmentally feasible solutions in CHP design and operation. A
detailed literature review on the topics of CHP evaluation using field test results,
thermodynamic analyses, and transient simulation models is given in the following
sections.
2.1.1

CHP Evaluation based on Field Test Results
Recently, several case studies have been conducted to evaluate CHP systems

based on the field test results from the economical and technical point of view. Jablko et
al. (2005) made a comparison of technical and economical aspects of micro-CHP using
9

several types of cogeneration systems, e.g., fuel cells, Stirling engines, and combustion
engines. The results from their simulation show that most cogeneration systems are not
better than a conventional condensing boiler for a single-family home with a heat demand
of approximately 20,000 kWh per year and 150 m2 area. However, they provide an
interesting analysis which shows that a CHP system can be more economical in some
scenarios, e.g., when the price of gas and electricity are increased by 10 %. Peacock and
Newborough (2005) have evaluated the performance of CHP systems with Stirling
engines and fuel cells based on heat and power demand data recorded on a 1-min time
base across a full year. They estimated that the annual cost / CO2 savings are
£ 90 / 574 kg CO2 for a 1 kW Stirling engine system and £ 142 / 892 kg CO2 for a
prospective 1 kW fuel cell system when compared to a conventional system. De Paepe et
al. (2006) have performed experiments with several types of cogeneration system, e.g.,
gas engines, Stirling engines, and fuel cell, and concluded that although technologies of
CHP components are mature enough, it is still not attractive in the market because of high
initial and maintenance costs. Kuhn et al. (2008) presented an overview on selected
micro-CHP technologies including Stirling and steam machines. They assessed CHP
performance based on the field tests in Germany, the UK and some other European
countries.
2.1.2

CHP Evaluation using Thermodynamic Analyses
Both first- and second-law based thermodynamic analyses are fundamental tools

to evaluate energy system performance. The exergy analysis is a useful tool in
performance assessments of CHP systems and permits meaningful comparisons of
different CHP systems based on their merits (Kanoglu and Dincer, 2009). Several CHP
10

performance evaluations using the first and second law of thermodynamics have been
presented in the literature. Hasan and Goswami (2003) performed an exergy analysis of a
combined power and refrigeration cycle driven by a solar heat source. They stated that
increasing the heat source temperature does not necessarily result in higher exergy
efficiency, as is the case for first law efficiency. Silveira and Tuna (2004) suggested a
new methodology that provides the minimum Exergetic Production Cost based on the
second law of thermodynamics for cogeneration plants. They claimed that “the
development of an economic optimization method associated with thermodynamics
analysis, overcoming the initials complexities, appears as a powerful tool for a better
conception of the investments and operations conditions of the proposed cogeneration
system.” Jalalzadeh-Azar (2004) presented a thermodynamic analysis of a CHP system
for a hypothetical commercial building in Atlanta, Georgia, USA. In his paper, the
economical benefits of electric-load-following and thermal-load-following operational
modes for CHP operation have been evaluated. He concluded that the thermal-loadfollowing model was found to be superior to the other previously studied model from
first-law thermodynamic standpoint. Moran et al. (2008) demonstrated an economical
analysis using thermodynamic models of micro-CHP systems with a natural gas internal
combustion engine and a diesel engine. According to their results, both systems have
similar performance, and total efficiencies of the order of 80 % can be obtained in cooler
months. They further stated that there is a limit in fuel price that economically prevents
the use of CHP systems. Kanoglu and Dincer (2009) presented performance assessment
of various building cogeneration systems using energy and exergy efficiencies. They
stated that “the diesel-engine and geothermal systems appear to be thermodynamically
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more attractive, in that they have higher exergy efficiencies, than steam-turbine and
gas-turbine systems.”
2.1.3

CHP Evaluation using Transient Simulation Models
Evaluating the performance of CHP system using transient simulation models can

be very effective and time-efficient. This approach can provide accurate performance
evaluation with (a) relatively simple implementation; (b) time-efficient yearly-simulation
using annual weather data; and (c) straightforward modifications for different sizes and
types of CHP systems in different climate conditions. There have been many studies of
CHP performance evaluation using transient simulation models in the literature.
Hadzikadunic et al. (2002) demonstrated how a CHP system can be modeled using a
dynamic simulation tool, MODELICA / DYMOLA, and showed that the simulation can
deliver accurate results compared to measurements. Using a commercially available
software package, Nayak and Radermacher (2004) modeled and simulated a 27 MW
CHP plant with 10,000 tons of cooling capacity used to provide heating, cooling and
electricity to the University of Maryland campus. Two gas turbines are used in the
topping cycle to produce 22 MW of electric power at full load and a backpressure steam
turbine is used to supply steam to the campus at about 963 kPa and generate an additional
5.5 MW of electric power in this process. Two simulation models have been used in the
simulation to show potential energy and cost savings for the existing plant: The first
model adds inlet air-cooling using either an absorption or electric chiller to increase
electrical power output during hot weather; the second model uses economizers to
provide free cooling and reduce the usage of the electric and stream driven chillers. The
results from both simulations showed substantial energy and cost savings.
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McNeill et al. (2007) presented the detailed simulation analyses to investigate the impact
of utilizing hybrid cogeneration systems. In their study, DOE-2.2 simulation software
was utilized to develop a model of a hybrid cogeneration system that combines liquid
desiccant, absorption chiller, natural gas turbine cogeneration system with thermal
storage. An effective and efficient approach to assess performance of residential
cogeneration systems was presented in the final report of Annex 42 by the International
Energy Agency’s Energy Conservation in Buildings and Community Systems
Programme (2008). The objectives of Annex 42 are
•

to develop simulation models that advance the design, operation, and analysis of
residential cogeneration system;

•

to apply these models to assess the technical, environmental, and economic
performance of the technologies.

They reported that Annex 42 focused on natural-gas-fired cogeneration devices with
electrical outputs that varied from under 1 kW to 15 kW and successfully developed
models with sufficient precision and resolution for simulating proton exchange
membrane fuel cells (PEMFC), solid oxide fuel cells (SOFC), Stirling engines, and
internal combustion engines. These models were independently implemented into source
code for four widely used building simulation tools (ESP-r, EnergyPlus, TRNSYS and
IDA-ICE) and validated empirically using the measured data gathered by Annex 42.
These new models were exercised in the building simulation tools to assess the
performance of specific prototype, early-market, and in some cases, hypothetical
cogeneration devices and applications.
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In the transient energy simulation, time interval and the number of time steps play
a critical role. Hawkes and Leach (2004) emphasized that fine temporal precision
(e.g., 5-minute precision energy demand data) is required in modeling to adequately
capture the specific characteristics of residential energy demand and the technical
qualities of solid oxide fuel cell and Stirling engine micro-CHP systems. The results of
their analysis show that in some cases optimal design generation capacity of CHP system
is reduced by more than half between analyses using 1-hour precision and 5-minute
precision energy demand data. They also show that total CO2 emissions reduction is
overestimated by up to 40 % using coarse precision data.

2.2

Optimization of CHP systems
To improve energy efficiency, cost, and emissions of CHP systems, optimization

processes are essential in system design and operational strategy development.
Optimization processes and techniques used in CHP design and operational strategy in
the literature are discussed in the following sections.
2.2.1 Design of CHP Systems
Design of CHP systems involves selection of the type and size of components,
e.g., prime movers, energy storages, heat exchangers, absorption chillers, etc. The
selection process must take into consideration the efficiencies of individual components,
the system operating mode, and the building demand for power, heating, and cooling
(Robert et al., 2002; Action Energy, 2004; Sayane and Shokrollahi, 2004; Zogg and
Brodrick, 2005). A well designed CHP system should balance cost savings, real energy
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savings based on primary energy consumption, and net emission of pollutants
(Mago et al., 2009).
Proper selection of PGUs in CHP systems is critical for economical operation,
high energy efficiency, and low emissions. Options in PGUs include reciprocating
internal combustion engines, steam turbines, gas turbines, micro-turbines, Stirling
engines and fuel cells. The advantages, drawbacks, and analyses of PGU technologies are
often discussed in many literatures (COGEN Europe, 2001; WADE, 2003; Resource
Dynamics Corporation, 2001; NREL, 2003). Wu and Wang (2006) summarized the
characteristics and parameters of PGUs that can be used for CHP systems in Table 2.1.
These characteristics for each PGU described in Table 2.1, such as capacity range and
power-to-heat ratio, are important factors to determine the optimal size and type of a
PGU for a specific application.
Once the type of a PGU is selected, it is important to determine a rational capacity
to maximize availability of the PGU. This is a complicated task because it is necessary to
take into account the systems’ annual operational strategies that consider the variations of
electric and thermal energy demands and the deviations of electricity and fuel prices
throughout the year (Yokoyama et al., 1994). This problem can be effectively dealt with
using an optimization programming technique such as linear programming (LP).
Yokoyama et al. (1994) proposed an optimal planning method for determining the sizes
of cogeneration plants under consideration for their annual operational strategies. They
demonstrated that sizes of PGUs can be effectively determined using mixed-integer linear
programming (MILP) in an example of a gas turbine CHP plant. In the same manner,
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Beihong and Weiding (2006) develop an optimal sizing method to determine the size of a
gas turbine cogeneration plant using mixed integer nonlinear programming (MINLP).
They applied their method to a cogeneration plant used for a hospital in Shanghai, China
to show the effectiveness of their method. Ren et al. (2008) demonstrated that a MINLP
model of a CHP plant can be effectively used to determine the optimal size of a PGU and
storage tank for residential CHP systems.
2.2.2

Optimal Operating Strategy of CHP Systems
CHP systems can be controlled by several possible operation modes. Two of the

simplest operation modes consist in running the prime mover in accordance to either
electrical or thermal demand. Cardona and Piacentino (2003, 2006) and Jalalzadeh-Azar
(2004) have performed analysis on the operation of CHP systems that follow the thermal
load (FTL) and follow the electric load (FEL) and have discussed the effectiveness of
these operation modes. Salem et al. (2000) and Li et al. (2004) also used these two
operating modes to analyze the economics of CHP systems. Mago et al. (2009) also
evaluated CHP systems with respect to cost, primary energy consumption, or air
pollutants using these simple operating modes. However, these basic operation modes do
not provide optimal operation of CHP systems. Yokoyama et al. (1994) stated that the
simple operational strategies may not result an economically feasible solution because the
operation of cogeneration system is subjected not only to the variation of load demands,
but also to the fuel prices and variation of load demands. Sundberg and Henning (2002)
addressed the influence of fuel price to operate CHP systems in an economically optimal
condition. Chao-zhen et al. (2008) emphasized the importance of the studies on the
energy load demands from the CHP facility to determine an optimal operation strategy.
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An optimal operation strategy can be effectively determined using a mathematical
programming technique with the objective of minimizing the operational cost of a energy
system. The efficacy of using LP to identify the most cost-effective operation of CHP
systems has been demonstrated in the following studies. Yokoyama et al. (1994)
demonstrated that an optimal operation planning can be achieved using MILP.
Sakawa et al. (2002) formulated operational planning problems of district heating and
cooling plants as mixed binary linear programming problems and demonstrated the
economical feasibility and efficiency of the proposed method. Lahdelma and Hakonen
(2003) modeled the hourly CHP operation as an LP problem to obtain cost-efficient
solutions using their proposed Power Simplex algorithm. Rong and Lahdelma (2005)
proposed the specialized Tri-Commodity Simplex algorithm to minimize the energy
production and purchase costs as well as CO2 emission costs of CHP systems.
In the past, the majority of the work on the optimization of CHP operation
focused mainly on energy cost as discussed above. Recently, Mago et al. (2009)
introduced different perspectives for evaluating CHP system operation. In their work,
they demonstrate that CHP systems can be evaluated based on Primary Energy
Consumption (PEC), operational cost, and carbon dioxide emissions (CDE) reduction for
different climate conditions. This simple but noteworthy idea provides an opportunity to
modify CHP operation to better address energy and environmental conservation issues.
2.2.3

Optimal Operation of CHP Systems with Energy Storages
Thermal energy storages (TESs) are often used to help manage peak energy

demand for better performance and economy. According to Haeseldonckx et al. (2007),
the use of thermal storage tanks prolongs the yearly operation time of a CHP facility and
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allows the power generation unit to operate more continuously. In their investigation, it is
shown that a small TES reduces CO2 emissions to about a third of the reference case
without a heat buffer. Wang and Ma (2008) suggested that a proper optimization scheme
is required when a system includes thermal energy storages. They state that “the
optimization related to the systems without storage is a quasi-steady, single-point
optimization, while the optimization associated with the systems with storage is the
dynamic optimization determining a trajectory of setpoints.” Modified linear
programming has been used in many previous studies to operate TESs effectively
although nonlinear or dynamic programming techniques can also be used. The reason is
that nonlinear or dynamic programming techniques may take relatively longer time or
may not converge when a large number of variables are used. Yokoyama and Ito (1996)
presented a revised decomposition method for solving large-scale MILP problems with
block angular structure to efficiently conduct the operational planning of TESs.
Henze et al. (2008) developed an optimization strategy for a chilled water plant using a
thermal storage system: mixed integer programming is used to optimize the chiller
dispatch, and dynamic programming is accommodated to optimize the charge/discharge
strategy of the TES system. Ren et al. (2008) developed a mixed integer nonlinear
programming model to operate CHP plant with a thermal storage tank.
In addition to thermal storages, electric energy storages (EESs) are also
considered in CHP systems. Different types and sizes of EESs can be used in the system
depending on electric energy requirements of a building; for instance a single supercapacitor (SC) can be used to store up to 15 kW of electric energy with greater than 95 %
efficiency and a superconducting magnetic energy storage (SMES) system can be used to
19

store over 100 MW of electric energy with approximately 90 % efficiency (European
Commission, 2001; Sels et al., 2001). Sels et al. (2001) discussed a variety of EES
technology and describe their advantages and drawbacks. The European Commission
(2001) provided a technical and economical overview of various energy storages, such as
electric, mechanical, and thermal energy storages, and discusses potential usage in the
sustainable energy systems for distributed or decentralized energy supply.
The literature review on the topics of performance assessment and optimization of
CHP systems was performed in this chapter. This review provides a thorough
understanding of the published work and the current research trends and helps to justify
the contribution of this dissertation work which is to perform a transient CHP simulation
for CHP performance evaluation and to develop an optimal control algorithm for realtime operation of CHP systems.
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CHAPTER III
TRANSIENT SIMULATION OF A BUILDING CHP SYSTEM

Dynamic simulations of energy systems become an important issue as the efforts
to increase total system efficiency and to reduce environmental pollution extend
worldwide. Wischhusen and Schmitz (2004) state that “dynamic simulations of energy
systems are essential when it comes to transient analysis and design of complex plants.”
There have been many studies on steady-state models following load profiles that
demonstrate the economic advantage of CHP systems (see Section 2.1.2). However, there
has not been much work using dynamic simulation of CHP systems, which include the
transient response of the building and the CHP components. A good design of a CHP
system requires having a good understanding on the dynamic lag of the building and the
nature of cost variation of a system. In this chapter, the results from the dynamic
simulation of the micro-CHP7 test facility at Mississippi State University (MSU) have
been presented. The simulation results show that the dynamic lag of the building was
shown to correspond to a system time constant of four hours for a first order system with
sinusoidal input. Furthermore, it has been demonstrated that an economical analysis can
be readily incorporated as part of the dynamical simulation. Both the dynamic lag and

7

Large-scale applications of combined heating and power (CHP) have been demonstrated to be successful
and now some researchers and engineers are trying to apply the same concepts in residential and small-size
commercial application. Such systems are called micro-CHP and typically handle electrical loads of less
than 15 kW.
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the time varying cost analysis can be used to improve the design, component selection,
and control of a micro-CHP system taking into account weather information and the cost
of fuel and electricity.

3.1

Building and Weather Data
A building is modeled in TRNSYS based on specifications of a test facility at

MSU. This model along with the input weather data is used to estimate the cooling and
heating loads of the test facility. Many issues such as wall types, orientation, location,
and infiltration need to be addressed in order to obtain a realistic building model. The
exterior and interior views of the mechanical room in the test facility building are shown
in Figure 3.1.
(a)

(b)

Figure 3.1 (a) Side view of building (generator and mechanical room) and
(b) internal view of mechanical room
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The detailed building specifications and weather data of the test facility are presented in
the following sections.
3.1.1

Micro-CHP Demonstration Facility at MSU
The MSU micro-CHP facility is located in Starkville, MS, U.S.A. (latitude

33.4° N and longitude 88.8° W). This building is divided into two-zones, a wood
workshop area and an office area. The total area and height of the building is
approximately 279 m2 (3000 ft2) and 3 meters (10 ft), respectively. The micro-CHP
system provides the electrical power and space conditioning to both areas, and its
components are placed in the mechanical room and outside of the building. A floor plan
of the building is given in Figure 3.2.

Mechanical Room

Wood Shop
2000 sqft

Office
1000 sqft

Figure 3.2 Layout of demonstration facility at MSU
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The detailed building specifications also include geometric and material
information (e.g., size and type of walls and windows), internal heat generation due to the
equipment, occupancy schedules, and estimated infiltration of the test facility.
Stone (2006) provides detail information of installation and instrumentation of microCHP demonstration facility at MSU.
3.1.2

Weather Data
Local weather information is required as an input to the dynamic building model.

For instance, the solar radiation and convection by the surrounding air are dominant
factors in simulating the heat transfer of the building. Ground temperature information is
also required in order to include the effect of the heat transfer between the ground and the
building. The inputs needed for the building simulation are ambient temperature, solar
radiation, wind speed, humidity, and ground temperature. Since the on-site weather
information is not currently available, the typical meteorological year (TMY) data for
Meridian, MS, U.S.A., located approximately 100 miles away from the site, is used in the
simulations. The TMY data (NREL, 1996) is collected by the National Renewable
Energy Laboratory (NREL) and is readily available to be used in a computer simulation.
Yearly profiles of ambient temperature and relative humidity based on the TMY2 data for
Meridian, MS, U.S.A are shown in Figures 3.3 and 3.4. In Figure 3.3 it is seen that the
maximum and minimum temperatures in Meridian are around 37 °C in July and -9.4 °C
in February. Throughout the year, the area is quite warm; even in winter, the ambient
temperature can go up to 20 °C. It is expected that in the summer the cooling load will be
significant. It is even possible that some cooling will be required during the winter
season. The average yearly relative humidity is high with a value of about 74 percent.
24

Temperature (deg C)

40
30
20
10
0
-10
0

1

2

3

4

5

6

7

8

9

10

11

12

Month
Figure 3.3 TMY2 ambient temperature profile
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Figure 3.4 TMY2 relative humidity profile
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3.2

Micro-CHP Technology
A Micro-CHP system consists of a power cogeneration system interacting with

thermally-activated components. A variety of power cogeneration systems can be used in
a micro-CHP system: microturbines, internal combustion engines, fuel cells, Stirling
engines etc. Similarly, a variety of thermally-activated components, e.g., absorption
chiller and thermal storage, can be integrated into a micro-CHP system.
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Figure 3.5 Schematic of micro-CHP system at MSU
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Micro-CHP and Bio-fuel Center (2005a; 2005b) provides a detailed technical
description and analysis of the operation of several cogeneration systems and thermally
activated components that may be used in CHP systems. In the test facility, a fourcylinder internal combustion engine with a 15 kW generator is operated to generate
electric and thermal energy, and a 10 ton absorption chiller is used for space cooling. A
schematic of the system at MSU is given in Figure 3.5. Detailed information of each
component for cogeneration, heating, and cooling are described in the following sections.
3.2.1

Power Generation Unit
A four-cylinder natural gas (NG) internal combustion engine is used to produce

the shaft work. A generator converts the shaft work into the electric energy. In addition, it
also produces thermal energy which is wasted in many applications. The temperatures of
the coolant in the jacket and exhaust gas are about 90.6 °C and 621 °C at the rated output,
respectively. If the torque of the engine is lowered to meet a decreased demand of electric
load, the temperatures of the coolant and exhaust gas will be decreased. This results in a
less efficient heat recovery process as well as reduced fuel and thermal efficiency of the
engine. However, it is possible to operate the engine at the rated power (15 kW) and
produce excess electricity which can be delivered to the grid (sold to the electrical
company). An economic analysis is necessary to make the best decision.
ASHRAE (2008) provides the typical energy distribution for internal combustion
engines, and it is shown in Table 3.1. In the event the engine is off and space cooling or
heating is demanded, a boiler is operated to provide heating energy to an absorption
chiller cycle for cooling or to an air handling unit (AHU) for direct space heating.
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Table 3.1 Energy Distribution for IC Engines (ASHRAE, 2008)
Percentage (%)
33
30
30
7

Shaft Work
Heat Energy Rejected by Jacket Water
Heat Energy Rejected by Exhaust Gas
Energy Loss by Convection and Radiation

3.2.2

Electricity Generation and Distribution System
A 15 kW generator is connected to the engine to generate the electricity. The

engine is operated at constant speed (i.e., 1800 rpm) to provide 60 Hz of electric power
frequency which is the standard in the U.S. The torque of the engine, however, varies as
the demand of the electric load changes in time. The electricity produced by the generator
is used for the operation of the shop and office appliances and also for powering the
pumps and other auxiliary equipment used to operate the thermally activated components.
Since the profiles of electric loads can vary depending on building usage, several possible
scenarios can be made. In this simulation, the engine will be operated only when there is
an electric demand. In the event the cogeneration system cannot provide enough
electricity to the building, power can be imported from the grid to offset the deficit. On
the other hand, excess electricity from the cogeneration system can be sold to the grid or
stored in batteries.
3.2.3

Thermally-Activated Components
While a conventional CHP (Combined Heating and Power) system uses the

excess thermal energy only for space heating, a recent interpretation of CHP (Cooling,
Heating and Power) system includes the use of HVAC components for both heating and
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cooling throughout the years (Midwest CHP Application Center, 2005). This modern
view of CHP can significantly increase the total efficiency of the system.
According to the U.S. Department of Energy's Distributed Energy Program
(2006), thermally activated technology (TAT) is “a diverse portfolio of equipment that
transforms heat for useful purposes such as heating, cooling, humidity control, thermal
storage, and shaft/electrical power.” They further states that TATs are essential to be
integrated to CHP systems in order to result maximized energy savings and economic
return. TAT systems are also used to reduce seasonal peak electric demand and future
electric and gas grids to operate with more level loads. Wu and Wang (2006) specify that
major TATs include absorption chillers, adsorption chillers and desiccant dehumidifiers.
They state that TATs can be driven by steam, hot water or hot exhaust gas derived from
PGUs. Therefore, the proper sizes and types of TATs are required to be integrated with
PGUs because they have their own suitable working temperature, e.g., a single-effect
absorption chiller can be used with IC engines which can provide hot water with a
temperature range of approximately 80 °C and a triple-effect or double-effect absorption
chiller can be used with micro-turbine which can provide steam with a temperature range
of approximately 320 °C.
The engine depicted in Figure 3.5 rejects the thermal energy through the engine
coolant and exhaust gas. This waste heat is recovered using two heat exchangers attached
to the coolant jacket and exhaust gas pipes. Water is heated through the heat exchangers
and then pumped to a 378.5-liter (100-gallon) tank. The temperature of the water in the
tank may not be high enough for the generation cycle of the absorption chiller and air
heating system. Thus, a boiler is used to achieve the water temperature required by the
29

generator (i.e., 88 °C in this system). When heating is required, the boiler can be used to
increase the water temperature in the heating coils of the AHU.
A 10-ton water fired single-effect absorption chiller is used to cool the building.
A solution of lithium bromide and water are used as the working fluid in this device. The
recovered heat from the cogeneration system is used in the generator to separate
refrigerant (water) from the solution. Latent heat from condensation of the refrigerant is
rejected at the cooling tower. Heat of absorption in the absorber is also rejected to the
cooling tower. The condensed refrigerant arrives to the evaporator which extracts energy
from a chilled water loop used to supply water at 7 °C for space cooling. The refrigerant
is combined with the absorber (lithium bromide), and the solution is returned to the
generator. Yazaki Energy Systems, Inc. (2006) provides detailed information and
specifications of the chiller used in the demonstration facility. Several hot water pumps,
valves, and AHUs are used to operate the system as shown in Figure 3.5.

3.3

Load Estimation using a Building Model
IEA’s Energy Conservation in Buildings and Community Systems Programme

(2008) stated that evaluating the performance of cogeneration devices serving residential
buildings requires both accurate models and accurate, temporally resolved, discretionary
occupant-driven electric and thermal energy consumption profiles. In the computer-based
energy system simulations for building applications, accurate energy demands either
from measurements or building models are essential. Although the energy demands for a
building can be precisely measured, this process requires a year-long data collection
period. On the contrary, a building requires a relatively simple model and time-efficient
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implementation. A realistic building model requires careful consideration of the envelop
components (walls and windows) as well as of the complex and dynamic interactions of
the building with its indoor and outdoor environment (Hong et al., 2000). Relatively
sophisticated public-domain and commercial building simulation codes such as
EnergyPlus and TRNSYS are available to predict the cooling and heating energy
requirements for a building. Hong et al. (2000) provided a detailed overview on building
simulation.
3.3.1

TRNSYS Building Model
A building is modeled in TRNSYS based on specifications of the

demonstration facility at MSU. This model along with the input weather data is used to
estimate the cooling and heating loads of the test facility. Many issues such as wall types,
orientation, location, and infiltration need to be addressed in order to obtain a realistic
building model. Figure 3.6 depicts the dynamic model generated in TRNSYS using the
detailed information obtained from the demonstration building. In Figure 3.6, several
icons are connected to the building icon. They provide annual weather data, ground
temperature, and control signals to the building module. The building icon is called
Type 56 Multizone building which can models thermal behavior of a building having
several thermal zones. Because of the complexity of the module, this component is
characterized in the preprocessor program called TRNBuild. User supplied information to
generate the building module is listed below.
•

Orientation

•

Input of zones (e.g., number of zones, zone volume and capacitance)
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•

Input of walls (type and size of walls)

•

Input of windows (type and size of windows)

•

Estimated infiltration

•

Ventilation (air change rate)

•

Internal gains (e.g., equipment and occupancy schedule)

•

Humidity

Figure 3.6 Building model in TRNSYS

3.3.2

Electric Load Estimation
Demand profile of the electric load for a typical building can be estimated based

on scheduled usage of appliances and lights in a day. In the micro-CHP facility, the
electricity usage of appliances, lights, and micro-CHP components are listed in Table 3.2.
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While the shop and office appliances and the lights require 2.8 kW, the microCHP components require 7.03 kW. The micro-CHP components are operated when the
heating or cooling load is demanded from the building. An electric load profile of a
typical day in summer can be estimated as shown in Figure 3.7.
Table 3.2 Power Usage of Equipment
Component
Hot Water Pump
Chilled Water Pump
Cooling Tower Pump
Heat Recovery Pump
Absorption Chiller
Cooling Tower Fan
Office Fan-coil Unit
Shop Fan-coil Unit
Shop Lights
Office Lights
Additional Equipment
Total

Electrical Draw
1.5 kW
750 W
1.12 kW
750 W
210 W
1.5 kW
200 W
1 kW
1.2 kW
600 W
1 kW
9.83 kW

12

Electric Load (kW)

10
8
6
4
2
0
0

2

4

6

8

10

12

14

Time (h)
Figure 3.7 Schematic of micro-CHP system at MSU
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3.3.3

Heating and Cooling Load Estimation
Heating and cooling load profiles cannot be accurately estimated without using

actual information of weather, infiltration, or heat generation due to human occupancy
and appliances. In the work presented in this chapter, TRNSYS is used to estimate the
heating and cooling loads of the test facility. In TNRSYS, the TMY2 weather data is
provided to the building model. TRNBuild, a building visual interface in TRNSYS, is
used to characterize the multi-zone building model using the specifications of the test
facility. The demand profiles of yearly heating and cooling loads estimated in TRNSYS
are shown in Figures 3.8 and 3.9.
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Figure 3.8 Yearly estimated heating load profile
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Figure 3.9 Yearly estimated cooling load profile

As seen from the weather pattern in Meridian discussed in the section 3.1.2, more
energy is required for space cooling than for heating. A particular day in winter and
summer is picked to examine the heating and cooling load profiles represented in Figures
3.10 and 3.11. Sudden drops of cooling and heating energy are examined in the figures.
Since the building is used as a wood working shop as well as an office, the heating and
cooling systems are scheduled to be operational between 6 am to 6 pm. Figures 3.10 and
3.11 show that the heating and cooling load profiles are followed by the transient
response of the building and weather patterns of each season.
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Figure 3.10 Estimated heating load profile on a day in winter
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Figure 3.11 Estimated cooling load profile on a day in summer
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In Figure 3.10, the building is cold in the early morning and thus more energy is required
to heat up the space at the beginning of the working hours. Solar radiation peaks at about
12 pm resulting in less energy usage at around 3 pm due to the dynamic lag in the
response of the building. When compared to a simple first order system, a dynamic time
lag of Δt = 3 hrs can be shown to correspond to a time constant τ = 4 hrs. This follows
from the simple relationship for first order systems driven by sinusoidal inputs which
show that
Φ

atan

·

(3.1)

where ω = 2π / 24 hrs is the frequency, and Φ = Δt · ω is the phase lag (Franklin et al.,
2002). The plot in Figure 3.11 represents the opposite effects of the plot in Figure 3.10.
As the building is heated up by the weather and internal heat gains, more energy is
provided to the building for space cooling. As seen in Figure 3.11, the daily peak cooling
load during summer is about 43,000 kJ/h (3.5 ton). It is evident that the cooling
components (such as 10-ton absorption chiller) are oversized. The absorption chiller is
oversized because of the unavailability of smaller size chillers in the market.
This time constant information can be effectively used in the modeling and design
of buildings and control systems. A building shown in Figure 3.12 can be modeled as a
first-order lumped system with total heat transfer coefficient Utotal, mass mb, and average
specific heat c. The heat balance equation of a building can be written as
(3.2)
where Tb is the spatial average temperature inside the building.
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Tb

Tamb
Q

Figure 3.12 Temperature changes inside a building
The rate of heat transfer can be expressed as
(3.3)
where Tamb is the ambient air temperature. The heat balance equation becomes
(3.4)
Then the first-order differential equation is
(3.5)
Therefore, the time constant (τ) is determined as
(3.6)
Temperatures can be expresses as perturbations about an average temperature:
Δ

(3.7a)

Δ

(3.7b)
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Substituting the above temperatures and Equation (3.6) into Equation (3.5) yields:
Δ

Δ

Δ

(3.8)

The time constant (τ) is found to be 4 hrs from the heating and cooling load profiles in
this study.

3.4

TRNSYS Simulation of a Building Micro-CHP
TRNSYS (2006) is a transient simulation program used to design and validate

new energy concepts and applications, e.g., solar systems, low energy systems, HVAC
systems, renewable energy systems, and cogeneration systems. This software includes a
building visual interface called TRNBuild which allows users to input data for multi-zone
buildings.
TRNSYS is chosen in this research because of following reasons:
1. The source code of the kernel and component modules is open to the end users, so
that it can be easily modified to the user’s specific needs.
2. Since TRNSYS is structured based on DLLs (Dynamic Link Libraries), the users
can easily create and custom their component modules using any common
programming languages (e.g., C, C++, FORTRAN, etc.).
3. TRNBuild allows users to simulate multi-zone building with the specific building
structure information, such as environmental weather (e.g., ambient temperature,
humidity, and solar radiation), geometric and material information (e.g., size and
type of walls and windows), internal heat generation due to the equipment,
occupancy schedules, and estimated infiltration and ventilation. In addition, using
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a multi-zone building module, daily and yearly heating and cooling loads can be
estimated for buildings.
In the following section, simulation of micro-CHP system and simulation results
are discussed.
3.4.1

Simulation of Micro-CHP System
Each component shown in Figure 3.5 has been analyzed and modeled through

TRNSYS. The graphical representation of the dynamic model is shown in Figure 3.13.

Figure 3.13 Micro-CHP model in TRNSYS
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Each icon in Figure 3.13 represents a module containing detailed information of
the corresponding component in the micro-CHP facility. For instance, the water and air
flowrates have been specified according to the current operation of the facility, and the
size and characteristics of each component (e.g., rated power, thermal capacity, fluid
properties, thermostat settings, volumetric capacitances, etc.) have been set according to
individual manufacturers’ specifications.
3.4.2

Simulation Results
The results of the air temperatures and flowrates for the wood shop and office

areas on a day in winter and summer are obtained from the dynamic simulation. The
temperatures of thermostats for both areas are set at 20 °C for winter and 22 °C for
summer.
The heating and cooling systems are scheduled to be turned on between 6 am to
6 pm. Figures 3.14 and 3.15 show the results of the simulation. Figure 3.10 shows the
heating energy requirement decreases with time. Figure 3.14 confirms that the air
flowrates (heating energy) are very active at the beginning of the day and sparse at
around 6 pm to maintain the set temperature of 20 °C. This implies that the heating
components supply adequate heating energy to both areas. The air temperatures for both
areas, as shown in Figure 3.15, remain close to 22 °C while the cooling energy is
supplied to the areas. These results agree with Figure 3.10 because as the time draws
close to 6 pm, the AHUs are increasingly active to sustain the set temperature of 22 °C.
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Figure 3.14 Air temperatures and flowrates for wood shop and office areas on a day in
winter
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Figure 3.15 Air temperatures and flowrates for wood shop and office areas on a day in
summer
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Natural gas fuel consumption of the micro-CHP system is obtained from the
TRNSYS dynamic simulation in Figure 3.13. Fuel consumption is the sum of an amount
of natural gas consumed by the engine and boiler. The weekly fuel consumption of the
micro-CHP system in summer is presented in Figure 3.16. Based on the fuel consumption
of the natural gas (NG) engine and boiler, cost of the micro-CHP system has been
evaluated and shown in Figure 3.17. Economics of a micro-CHP system using a diesel
engine is also evaluated and presented in Figure 3.17. The residential price of natural gas
in the U.S. is about 0.424 dollars per cubic meter (12 dollars per cubic feet). The
commercial diesel price in the U.S. is approximately 0.74 dollars per liter (2.80 dollars
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Figure 3.16 Weekly total power consumption by micro-CHP system in summer
8

The fuel prices were obtained in August 2007 from Energy Information Administration (EIA).
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Figure 3.17 Comparison of weekly cost in summer
Figure 3.17 illustrates that the total weekly cost of the micro-CHP system using the diesel
engine is approximately a hundred dollars more than the total weekly cost of the microCHP system using the natural gas engine. The main reason is that the cost of diesel was
higher at the time of this analysis than the cost of natural gas.
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CHAPTER IV
MODELING AND UNCERTAINTY ANALYSIS OF
A POWER GENERATION UNIT

The role of power generation units (PGUs) in CHP systems is very important as
addressed in Section 1.2 and 2.2 since the overall efficiency of the system greatly
depends on the efficiency of PGUs. Consequently, a PGU model has a vital role to play
in the transient simulations. Because of its complexity and nonlinear nature, detailed
PGU models are required in the transient simulation. In this chapter, one of the
commonly-used PGUs is chosen to be modeled: a dynamic internal combustion (IC)
model that can be readily incorporated into the transient CHP simulation environment.
A dynamic uncertainty has been performed to validate this combustion model to
experimental cylinder pressure and heat release histories for diesel combustion.

4.1

Introduction
Diesel engine combustion is a complex thermo-chemical process that depends on

several engine parameters, operating conditions and fuel properties. Although complex
multidimensional CFD models provide detailed predictions of the combustion process,
simple, empirically based combustion models are often preferred because they provide
quick and useful results from parametric studies to guide engine design and development.
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Single zone combustion simulations that utilize Wiebe functions to model heat release or
mass burn histories have been used routinely to perform parametric studies on engine
combustion processes without resorting to detailed experiments that are both expensive
and time-consuming (Brandstatter, 1980; Ghojel, 1982; Miyamoto et al, 1985). The
compromise in using these simplified models in comparison with detailed
multidimensional CFD models is that the details of the fluid mechanics and combustion
thermochemistry are replaced with engine-specific semi-empirical correlations. These
correlations are known to be of limited accuracy and are usually valid only in a specified
region of engine operation. An important knowledge gap in using standard engine
combustion models (both multidimensional and empirical) is the lack of quantitative
uncertainty estimates of the resulting predictions. To improve the confidence and
accuracy of predictions from all combustion models, it is essential to quantify the
uncertainties of important model parameters and understand their individual impacts on
the overall uncertainties in model predictions.
To optimize engine performance while minimizing pollutant emissions, several
novel combustion strategies such as low temperature combustion and homogeneous
charge compression ignition (Kimura et al., 1999; Christenssen and Johansson, 2000;
Upatnieks and Mueller, 2005) have been proposed. A major challenge with these new
combustion strategies is lack of combustion control. It is also increasingly evident that
dedicated control algorithms will be needed to ensure adequate control of these advanced
combustion modes. Predictive single zone combustion models based on Wiebe functions,
when validated with experimental data, will be particularly suitable for control
algorithms. In view of the immediate relevance of predictions from single zone
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combustion models, detailed sensitivity and uncertainty analyses of such combustion
models is clearly necessary.
Cylinder pressure and heat release (or mass burn) histories are the usual
predictions sought from single zone combustion models. Uncertainty and sensitivity
analyses will identify the most sensitive experimental variables and model parameters
and quantify the effects of their uncertainties on cylinder pressure histories. For example,
the phasing of the cylinder pressure curve affects the net work (torque at a constant
engine speed) output of the engine, and the rate of pressure rise directly influences the
apparent heat release rate (and mass burned fraction) during the combustion process.
Therefore, it is very important even in simple combustion models to predict both cylinder
pressure and heat release (and mass burned fraction) histories and their phasing with
respect to top dead center (TDC) accurately. It is well documented in the open literature
that the most important parameter that affects heat release rate estimates and cylinder
pressure predictions is the ratio of specific heats, γ (Brunt and Emtage, 1997; Brunt and
Platts, 1999; Depcik et al., 2007). The main objective of this chapter is to develop a
detailed dynamic uncertainty analysis framework to obtain quantitative error bounds for
cylinder pressure predictions from a simple first-order Wiebe function-based combustion
model and compare them to experimental pressure histories with the associated
uncertainty bounds. It is expected that these quantitative uncertainty-based comparisons
of cylinder pressure histories will be a significant improvement over the current practice
of simple qualitative matching of predicted and measured cylinder pressure histories.
These uncertainty estimates will enable the researcher to identify and improve the
precision of the most sensitive parameters and experimental input variables for the
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combustion model. In addition, the dynamic uncertainty analysis presented in this chapter
can be applied to other (more detailed) engine combustion models and heat release
analyses of experimental cylinder pressure data to quantify the most critical parameters
affecting model predictions or derived quantities (e.g., heat release rates and mass burned
fractions).

4.2

Compression Ignition Engine Model
A single-zone thermodynamic model of a compression ignition engine model is

presented below. The objective is to develop a simulation that predicts cylinder pressure
histories and provides a framework for the dynamic uncertainty analysis, which will be
described in subsequent sections. Following a finite heat release model (Heywood, 1998;
Ferguson and Kirkpatrick, 2001), the contents of an engine cylinder are modeled as a
closed system. Applying energy conservation to the cylinder, the rate of change of
cylinder pressure (P) with respect to crank angle (θ) can be expressed as a function of the
cylinder volume (V), the ratio of specific heats (γ), the rate of chemical heat release
during the combustion process (Qc), and the rate of heat transfer through the cylinder
walls (Qht):
1

(4.1)

In some studies in the past, to obtain approximate crank-resolved pressure
histories, the ratio of specific heats (γ) has often been assumed constant during different
stages of the engine cycle (with typical values of 1.4 during compression and 1.35 during
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combustion). The errors associated with this approach of assuming constant γ will be
discussed later in this chapter.
For more accurate analyses, the ratio of specific heats is usually modeled as a
function of temperature and can be determined, for example, using Zucrow and
Hoffman’s equation (1976). This function, illustrated in Figure 4.1, has been used in
several engine combustion analyses (e.g., Hayes et al., 1986; Rocco, 1993; Brown, 2001).
For simplicity, a quadratic interpolation for γ shown in Equation (4.2) is used to study
how the error in γ propagates through the different terms in Equation (4.1). The quadratic
interpolation is chosen because it captures the essential dependence of γ on temperature
using a small number of parameters allowing for a fast and efficient implementation of
the engine model. The quadratic interpolation equation is given by
·

·

(4.2)

The values of c1, c2, and c3 can be computed by solving three simultaneous
equations obtained by evaluating Equation (4.2) at three fixed temperatures with
corresponding values of γ. These three γ values (γT1 = 1.389 at T1 = 500 K, γT2 = 1.336 at
T2 = 1000 K, γT3 = 1.298 at T3 = 2000 K) are chosen as the variables to be perturbed in
the uncertainty analysis with variable gamma. Changing the values of γT1, γT2, and γT3 will
result in new values for c1, c2, and c3 used in the engine model. Figure 4.1 shows that
gamma fit obtained by the quadratic interpolation equation adequately follows the
behavior of the Zucrow and Hoffman’s ratio of the specific heats in the temperature
region of interest.
Using the three gamma parameters, the sensitivity analysis can be performed
effectively. For instance, a study can be conducted to determine how a 2 % error in the
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first gamma parameter (γT1) , which corresponds to 500 K, propagates throughout the
equations and contributes the final uncertainty in the in-cylinder pressure.

Ratio of specific heats

1.45

Zucrow and Hoffman's equation
Quadratic interpolation γ(T)
Positive 2% error in γT1
Negative 2% error in γT1

1.4

1.35

1.3

1.25
500

1000

1500

2000

Temperature (K)

Figure 4.1 Ratio of specific heats (γ) as a function of temperature with T1 = 500 K,
T2 = 1000 K, and T3 = 2000 K
The cylinder volume can be expressed by
(4.3)

1

where Vd is the displacement volume, r is the compression ratio, sc is the stroke, and y(θ)
is the instantaneous stroke given by the following equation.
.

2

2

sin θ

2

cos

(4.4)

where lc is the length of the connecting rod.
To evaluate pressure histories from Equation (4.1), it is necessary to have specific
sub-models for the chemical heat release rate and heat transfer rate. The chemical heat
release rate is calculated using the mass burn rate in Equation (4.5).
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(4.5)
where Qt is the total chemical energy released during the combustion process given by
1

·
1

(4.6)

·

and xb is the mass burned fraction, which is expressed in terms of the following Wiebe
function:

1

(4.7)

In Equation (4.6), mi is the total mass trapped in the cylinder (equals the mass of
in-cylinder mixture at intake valve closure or IVC), f is the residual exhaust gas fraction
(taken as 0.05 in the current study), φ is the fuel-air equivalence ratio, FAs is the
stoichiometric fuel-air ratio, and LHV is the lower heating value of the fuel.
In Equation (4.7), m and n are Wiebe function parameters, θSOI is the start of injection
crank angle, θid is the ignition delay in crank angle degrees, and θd is the combustion
duration in crank angle degrees. The ignition delay (θid) can be calculated using
Hardenberg and Hase (1979) correlation as follows:

0.36

0.22

·

1

1
17190

21.2
12.4

.

(4.8)

where Up is the mean piston speed (Up = 2 · Ne · sc , where Ne is engine speed in rev / sec,
and sc is the stroke), Ea is an apparent activation energy for the fuel autoignition process
(Ea = 618840 / (CN+45), where CN is the cetane number of the fuel), TSOI is the gas
temperature at start of injection (SOI) and PSOI is the cylinder pressure at SOI. The
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conditions at SOI (TSOI and PSOI) are calculated using polytropic relations for the
compression process:
·

(4.9)

·

(4.10)

where ri is the volumetric compression ratio from IVC to SOI.
The rate of heat transfer between the in-cylinder gas mixture and the cylinder
walls is evaluated as follows:
·

·

(4.11)

2 ·

where T is the mean gas temperature in the cylinder, Tw is the cylinder wall temperature,
Aw is the instantaneous surface area available for heat transfer, and h is the heat transfer
coefficient which can be determined using Woschni’s correlation (1967):
3.26

.

.

.

.

(4.12)

where w is the average in-cylinder gas velocity in m/sec, which is calculated from the
following expression:
2

(4.13)

In Equation (4.13), Vd is the displacement volume, P0, V0, and T0 are the initial pressure,
volume, and temperature, and Pm is the motoring pressure at a given crank angle, which
is obtained by assuming a polytropic compression process from IVC.
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4.3

Dynamic Uncertainty Analysis
The main objective of the dynamic uncertainty analysis of the Wiebe function-

based combustion model is to determine the effect of uncertainties in various
experimental variables and model parameters on the overall uncertainty in model
predictions, specifically the uncertainty in cylinder pressure histories. In general, cylinder
pressure at a given crank angle is a function of multiple variables as evident from the
terms in Equation (4.1). In this work, for performing the dynamic uncertainty analysis,
the cylinder pressure is expressed as
,

,

,

(4.14)

where, Pk is the cylinder pressure at crank angle k and x indicates the different
experimental variables and model parameters on which Pk depends. To begin the
uncertainty analysis, the sensitivity of cylinder pressure to different variables is
determined. Then, these sensitivities are used to estimate uncertainty magnification
factors (UMF) that provide some indication of which variables are likely to be important,
even before the uncertainty analysis is completed. Subsequently, the sensitivities are
used to determine uncertainties in the crank angle-resolved cylinder pressure history due
to each variable. Finally, the uncertainty percentage contributions (UPC) of different
variables are quantified.
4.3.1

Sensitivities of Cylinder Pressure
The sensitivity of cylinder pressure to each variable xi is defined as the partial

derivative of Pk taken with respect to xi:
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1, 2,

,

(4.15)

The sensitivities can be evaluated at crank angle k as follows
∆
∆

(4.16)

where, Pok is the nominal solution and Pk ( xi + Δxi ) is the perturbed solution from the
numerical solver. In the present study, the nominal solution refers to the cylinder
pressure evaluated at any given crank angle using the Wiebe function-based combustion
model assuming no uncertainty in any experimental or model variable. The perturbed
solution refers to the cylinder pressure evaluated while accounting for a perturbation Δxi
in the variable xi. In this study, the perturbation is taken as the estimated uncertainty in
the variable xi.
Figure 4.2 illustrates the crank angle-resolved sensitivities of cylinder pressure to
eleven experimental and model variables such as engine speed (Ne), cylinder wall
temperature (Tw), compression ratio (rc), start of injection (θSOI), initial pressure (P0) and
temperature (T0), γ values (γT1, γT2, and γT3) used in the quadratic interpolation equation
(Equation (4.2)), mass of air trapped in the cylinder (mi), and ignition delay (θid). As
shown in Figure 4.2, cylinder pressure is extremely sensitive to trapped mass (please note
that for clear presentation, the curve shown is one-hundredth of the actual sensitivity) and
also quite sensitive to other variables such as γT1, γT2, and γT3 between -15° ATDC and
15° ATDC, i.e., as the piston approaches TDC. Cylinder pressure sensitivity to rc is
much weaker while negative sensitivity is observed for θSOI and θid. On the other hand,
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Figure 4.2 Crank angle-resolved sensitivities (in kPa/unitsxi, where unitsxi are the
appropriate units for the variable xi) of cylinder pressure to different engine
variables
cylinder pressure sensitivities are virtually negligible for Ne, Tw, P0, and T0. These trends
may be explained when it is noted that trapped mass directly affects the total chemical
energy released during the combustion process (see Equation (4.6)), thus influencing
cylinder pressures near TDC. Start of injection and ignition delay are usually relevant
near TDC and both variables affect cylinder pressure through Equation (4.7);
consequently, cylinder pressure sensitivities to both θSOI and θid are very similar (and
negative). Sensitivities of cylinder pressure to γT1, γT2, and γT3 peak in succession because
as the combustion process progresses, the average cylinder gas temperature increases
from the 500-1000 K region to the 1000-2000 K region. However, cylinder pressure
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appears most sensitive to γT1 and γT2, while the sensitivity to γT3 is significantly lower.
Despite the wealth of preliminary information on sensitivities in Figure 4.2, this figure
does not present a complete picture of which variables might actually affect the overall
uncertainties in cylinder pressure histories. For example, from Figure 4.2, one may be
tempted to conclude that since the sensitivity of cylinder pressure to rc is very small, the
compression ratio may not be a very important contributor to the overall uncertainty in
cylinder pressure. Nevertheless, this is not the case, and it will be shown later that
compression ratio does affect cylinder pressure uncertainties significantly.
4.3.2

Uncertainty Magnification Factors (UMF)
After determining the sensitivities, the uncertainty magnification factors can be

calculated even before the uncertainty analysis is performed to find the uncertainty
percentage contributions. The uncertainty magnification factor ([UMFk]i) with respect to
variable xi at crank angle k is determined as follows:
(4.17)
where,

/

can be calculated using Equation (4.16). From Equation (4.17), the

UMF with respect to variable xi at a given crank angle can be interpreted as the
normalized sensitivity of cylinder pressure Pk to xi. Therefore, the crank angle-resolved
UMF profile with respect to variable xi provides some idea about how the uncertainty of
cylinder pressure may get magnified (or diminished) as the dependence of Pk on xi varies
as a function of crank angle. The crank angle-resolved UMF of cylinder pressure for
eleven different variables is shown in Figure 4.3. The UMFs of γT1 and γT2 (and to a lesser
extent γT3) exhibit significant variations indicating that the effects of initial uncertainties
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Figure 4.3 Crank angle-resolved uncertainty magnification factors (UMF) of cylinder
pressure for different engine variables
in these variables on the predicted cylinder pressure history may get compounded
(magnified) as the combustion process progresses. Compared to the sensitivities shown in
Figure 4.2, the non-zero UMFs for P0, T0, rc, and Ne imply that the influence of initial
uncertainties in these variables on cylinder pressure predictions can become more (or
less) significant; however, this behavior still does not mean that these variables will be
the predominant factors affecting pressure predictions. Cylinder wall temperature (Tw), on
the other hand, exhibits very low values of both sensitivity and UMF, thus indicating the
relative insignificance of uncertainties in Tw on cylinder pressure predictions. It is also
interesting to note that the UMFs of trapped mass and ignition delay remain zero
throughout the combustion process. This trend indicates that while cylinder pressure
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predictions may be quite sensitive to uncertainties in trapped mass and ignition delay as
evident from Figure 4.2, the effects of these uncertainties may not be magnified during
the combustion process.
4.3.3

Overall Uncertainty in Cylinder Pressure and Estimated Uncertainties in
Important Variables
Once the sensitivities are available, following the procedures outlined in the

guidelines (ISO, 1993; ANSI/ASME, 2005) to the expression of uncertainty in
measurement, the overall uncertainty U Pk in cylinder pressure Pk at crank angle k can be
determined as follows:

(4.18)

where, U xi are the estimated uncertainties in the variable xi. The uncertainties for each
variable can be estimated based on many factors such as expected measurement errors in
experimental variables (obtained from instrument manufacturers), approximation errors
in model parameters, conceptual errors in model equations, and engineering judgment.
Additional information for estimating uncertainties can be found in ISO, 1993; Coleman
and Steele, 1999; and ANSI/ASME, 2005. The nominal values of twenty two
experimental and model variables used in the present uncertainty analysis and their
estimated uncertainties are listed in Table 4.1. In the table, several experimental
variables such as air flow rate, fuel flow rate, engine speed are estimated to have about
1 percent uncertainty. Other variables such as initial pressure P0 and initial temperature
T0 at the start of computation (at IVC) were obtained from the measured pressure and
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Table 4.1

Estimated Uncertainty for Experimental Variables and Model Parameters

Parameter
Initial Pressure (Po)
Initial Temperature (To)
Engine Speed (Ne)
Cylinder Wall Temperature (Tw)
Compression Ratio (rc)
Air Mass Flow Rate ( m& a )
Fuel Mass Flow Rate ( m& f )

Nominal Value
181 kPa
348 K
1700 rpm
420 K
14.5
0.0657 kg/sec

Estimated Uncertainty*
5.43 kPa (3%)
6.96 K (2%)
17 rpm (1%)
21 K (5%)
0.5075 (3.5%)
6.57E-4 kg/sec (1%)

1.43E-3 kg/sec

1.43E-5 kg/sec (1%)

Stoichiometric Fuel-Air Ratio (F/As)
Lower Heating Value (LHV)
Cylinder Bore (bc)
Cylinder Stroke (sc)
Connecting Rod Length (lc)
Start of Injection (θSOI)
Intake Valve Close (IVC)
Burn Duration (θd)
Wiebe efficiency factor (m)
Wiebe form factor (n)
1st Gamma Value (γT1)
2nd Gamma Value (γT2)
3rd Gamma Value (γT3)
Trapped mass (mi)
Ignition delay (θid)

0.0697
43000 kJ/kg
0.13716 m
0.16510 m
0.26162 m
22 deg BTDC
37 deg ABDC
23 deg
1.832
1
1.389
1.336
1.298
4.656E-3 kg
-

6.97E-4(1%)
1000 kJ/kg
1.3716E-5 m (0.01%)
1.6510E-5 m (0.01%)
2.6162E-5 m (0.01%)
0.5 deg
0.5 deg
0.5 deg
0.01832 (1%)
0.01 (1%)
0.04167 (3%)
0.04008 (3%)
0.03894 (3%)
2.328E-4 kg (5%)
1 deg

*

The values within parentheses refer to uncertainties expressed as percentage of nominal values.

temperature in the intake manifold; consequently, the uncertainties in these variables
were estimated by combining measurement errors in intake manifold parameters and the
expected errors in attributing these values at IVC. Standard engine geometry details such
as bore, stroke, and connecting rod length were assumed to have 0.01 percent uncertainty,
except compression ratio, which is usually more difficult to measure accurately, which
was assumed to have 3.5 percent uncertainty. Uncertainties in model parameters were
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assigned based on best engineering judgment and previous modeling experience:
stoichiometric fuel-air ratio (1 %), cylinder wall temperature (5 %), lower heating value
(1000 kJ/kg), gamma values γT1 (3 %), γT2 (3 %), and γT3 (3 %) in the quadratic
interpolation equation (Equation (4.2)) for gamma. Crank angle-resolved variables such
as θSOI, IVC, θd were all assumed to have an estimated uncertainty of 0.5 crank angle
degrees since the shaft encoder used for crank angle measurements had resolution of
0.5 degrees. Special mention must be made of the rationale behind the choices for
estimated uncertainties in trapped mass and ignition delay. The nominal value of mass
trapped in the cylinder at IVC was calculated using the ideal gas equation of state with P0
and T0. The conceptual error in estimating trapped mass with these initial values and the
ideal gas equation was assumed to be 5 percent. As will be shown later, any uncertainty
in the trapped mass calculations profoundly affects the overall uncertainty in cylinder
pressure predictions. For ignition delay, on the other hand, a modest uncertainty of
1 crank angle degree was considered reasonable since different ignition delay correlations
yield different ignition delay values.
4.3.4

Uncertainty Percentage Contributions (UPC)
Once the uncertainties of P are obtained from Equation (4.18), the uncertainty

percentage contribution (UPC) can be calculated for each parameter using the following
equation:

(4.19)
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The UPC for each parameter provides the percentage contribution of the uncertainty in
each parameter to the overall uncertainty in predicted cylinder pressures.

4.4

Results from Dynamic Uncertainty Analyses
In this section, the single-zone, Wiebe function-based combustion model is

validated with experimental cylinder pressure and heat release histories for diesel
combustion. Subsequently, UPC results from the dynamic uncertainty analyses are
presented for two different scenarios: (1) Allowing gamma to vary during the combustion
process, and (2) Assuming gamma remains constant throughout the simulation. Model
parameters that affect overall predicted pressure uncertainties significantly are identified
for both scenarios and the validity of assuming constant gamma values for Wiebe
function-based combustion models and standard heat release analyses of measured
cylinder pressure data are examined.
4.4.1

Uncertainty Analysis Results with Variable Gamma Assumption
Figure 4.4 shows the validation of the cylinder pressure history predicted by the

single zone combustion model with the experimentally measured cylinder pressure
history. Also shown in this figure are crank angle-resolved uncertainty intervals of
predicted cylinder pressures and estimated uncertainty intervals of measured cylinder
pressures. The uncertainty in predicted cylinder pressure at any crank angle was obtained
from Equation (4.18) and included contributions from all experimental variables and
model parameters discussed in Table 4.1. Average cylinder pressure data over 150
engine cycles was obtained on a single-cylinder compression ignition engine at half load
(21 kW) and engine speed of 1700 rpm (Krishnan, 2001).
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Figure 4.4 Simulated and measured crank angle-resolved cylinder pressure histories
(with variable gamma assumption) and respective uncertainty intervals
Observing the experimental (measured) pressure curve, a few low frequency oscillations
are evident near TDC. These oscillations arise due to reflections of pressure waves in a
connecting passage (which was necessary to mount the pressure transducer) between the
combustion chamber and the pressure transducer. Results from the uncertainty analysis
show that most of the measured cylinder pressure values are within the predicted
uncertainty intervals for the simulated pressure curve, especially during the combustion
process (between 15° BTDC and 15° ATDC). However, some measured cylinder
pressure values between 30° and 15° BTDC barely fall within the uncertainty intervals
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for the simulated pressure curve. This is attributable to possible errors in phasing the
physical TDC of the engine with “TDC pulse” of the crank angle encoder (Lapuerta et
al., 2000). The current approach of quantitative matching of simulated and measured
cylinder pressure curves within predicted uncertainty intervals has not been adopted in
previous research efforts to the best knowledge of the author. This method is valuable
because it provides quantitative bounds that are especially useful in experimental
validation of results from any combustion model. It is important to establish a
satisfactory Wiebe function-based combustion model that faithfully reproduces the
experimentally observed combustion rates. For this purpose, the mass burned fraction
curves derived from the experimental pressure data and predicted from the single-zone
Wiebe function-based combustion model are shown in Figure 4.5. It is clear that the
simulated mass burned fraction curve adequately captures the main features of the
experimental curve such as start and end of combustion, overall combustion rate, and
combustion duration. The mass burned fraction results validate the overall combustion
model, thus providing greater confidence in the dynamic uncertainty analysis results.
The UPC values of important experimental variables and model parameters, which
significantly contribution to the overall uncertainty in predicted cylinder pressure
histories are plotted as a function of crank angle in Figure 4.6. The results in Figure 4.6
illustrate that compression ratio (rc), trapped mass (mi), 1st gamma value (γT1),
2nd gamma value (γT2), ignition delay (θid), and initial pressure (Po) all contribute
significantly to the overall uncertainty in predicted cylinder pressures over the entire
region of interest (30° BTDC to 30° ATDC).
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Figure 4.5 Comparison of experimentally derived and simulated (Wiebe function) crank
angle-resolved mass burned fraction histories (with variable gamma
assumption)
On the other hand, initial temperature (T0), start of injection (θSOI), and 3rd gamma value
(γT3) have very small UPC values (less than 5 percent) while engine speed and cylinder
wall temperature have virtually zero UPC values at all crank angles. Of all the significant
contributors, γT1 appears to be the most important, amounting to as high as 90 percent of
the overall uncertainty early in the combustion process and never decreasing below
15 percent. As the combustion progresses, rc, θid, and γT2 become more significant with
peak UPC values of about 20, 10, and 40 percent, respectively. Both mi and P0 have
increasing UPC values after TDC and yet during the combustion process, with peak
values of about 25 and 10 percent, respectively. Overall, it is clear from the UPC values
presented in Figure 4.6 (and the UMF values presented in Figure 4.3) that γT1 and γT2
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must be determined carefully since both values influence the γ value at any crank angle,
which in turn, directly affects the predicted cylinder pressure through Equation (4.1).
In addition, it is important to minimize the uncertainties in rc, mi, and θid to reduce the
overall uncertainty in predicted cylinder pressure histories.
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Figure 4.6 Uncertainty Percentage Contribution(UPC) values for important
experimental variables and model parameters (with variable gamma
assumption) vs. crank angle
4.4.2

Uncertainty Analysis Results with Constant Gamma Assumption
While it is evident from the foregoing discussion that it is important not only to

allow γ to vary during the combustion process but to obtain precise curve fit parameters
for γ as a function of temperature, in many first-order combustion models used in the
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engines research community, it is not too uncommon to encounter constant γ
assumptions. Consequently, it is pertinent to investigate the effect of uncertainties in
different engine variables on the overall uncertainty in cylinder pressure predictions with
constant γ assumptions. Typical γ values for most analyses are taken for air as the
working fluid and are usually set at 1.4 for low temperature conditions (e.g., during
compression) and 1.35 at higher temperatures (e.g., during combustion). In the following
paragraphs, the cylinder pressure histories and UPCs obtained with γ = 1.35 and γ = 1.4
throughout the simulation (compression and combustion) are presented.
Results with γ = 1.35
Figure 4.7 shows simulated and measured pressure histories with the associated
uncertainty intervals for γ = 1.35. With this value for γ, the simulated pressures are under
predicted between 30° BTDC and 5° BTDC such that the measured pressure values in
this region lie outside the uncertainty intervals in the simulated pressures. Obviously, the
match between measured and simulated pressures in this region leaves much to be
desired. On the other hand, the peak pressures match more closely and are well within
the uncertainty intervals. Since the assumption of γ = 1.35 is more valid during
combustion than during compression, the predicted pressures are closer to the measured
values during the combustion process near TDC. However, comparing the uncertainty
intervals for simulated pressures in Figures 4.4 and 4.7, it is clear that the overall
uncertainties associated with the assumption of γ = 1.35 are much higher throughout the
region of interest but especially pronounced near TDC. Ideally, it is desirable to ensure
that predicted pressures match very closely with measured pressures and the associated
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uncertainties in both pressure curves remain small. In Figure 4.7, while the peak
pressures match reasonably well, the fact that the uncertainties associated with predicted
pressures are very large indicates that this match is still not acceptable.
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Figure 4.7 Simulated and measured crank angle-resolved cylinder pressure histories
(with constant gamma assumption: γ = 1.35) and respective uncertainty
intervals
The crank angle-resolved UPC values for all important experimental variables and model
parameters with γ = 1.35 are given in Figure 4.8. Of all these variables, the γ value has
the highest UPC value at nearly 95 percent before combustion begins and never decreases
below 70 percent at any time during the combustion process. Only rc, θid, and mi have
non-negligible peak UPC values but still θid becomes important only during near TDC
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and mi reaches its peak UPC value well after the combustion process is completed. None
of the UPC values of other variables ever reaches a peak value of 20 percent. From these
results, it is evident that the assumption of γ = 1.35 shifts most of the contribution in the
overall predicted pressure uncertainties to γ, while suppressing the contributions from
other variables.
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Figure 4.8 Uncertainty Percentage Contribution (UPC) values for important
experimental variables and model parameters (with constant gamma
assumption: γ = 1.35) vs. crank angle
Results with γ = 1.4
The simulated and measured pressure histories and UPC results with the
assumption of γ = 1.4 are presented in Figures 4.9 and 4.10. The simulated cylinder
pressure trends for γ = 1.4 are quite different from those for γ = 1.35. While the match
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between simulated and measured pressures was better for the latter during the combustion
process (near TDC), for γ = 1.4, the predicted pressures are closer to the measured values
during compression and early in the combustion process. The reason for this trend is the
fact that γ = 1.4 is more representative of γ values for temperatures encountered during
compression while the assumption of γ = 1.35 is more suitable for combustion
temperatures. On the other hand, for γ = 1.4, the peak pressures are clearly over-predicted
and the measured peak pressures do not fall within the predicted uncertainty intervals
near TDC. Similar to the results shown in Figure 4.7, the overall uncertainties in
predicted pressures are much higher than the values observed for the variable γ
assumption (see Figure 4.4).
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Figure 4.9 Simulated and measured crank angle-resolved cylinder pressure histories
(with constant gamma assumption: γ = 1.4) and respective uncertainty
intervals
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Figure 4.10 Uncertainty Percentage Contribution (UPC) values for important
experimental variables and model parameters (with constant gamma
assumption: γ = 1.4) vs. crank angle
Figure 4.10 shows the UPC values for the assumption of γ = 1.4 for all engine variables
considered in the previous analyses. Again, similar to the UPC results shown in Figure
4.8, γ remains the most dominant contributor to the overall uncertainty in predicted
cylinder pressures throughout the region of interest, attaining peak values as high as 95
percent and minimum values around 68 percent. Otherwise, the uncertainty percentage
contributions from rc, θid, and mi for γ = 1.4 are very similar to the values obtained for
γ = 1.35. Consequently, similar to γ = 1.35, the assumption of γ = 1.4 is also not adequate
to obtain reasonable predictions of cylinder pressure histories due to the essential
dependence of γ on temperature, which varies significantly during combustion.
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CHAPTER V
REAL-TIME OPERATION OF A BUILDING CHP SYSTEM USING
AN OPTIMIZATION ALGORITHM

In this chapter, an energy dispatch algorithm for real-time operation of building
CHP systems is described based on an optimization scheme that minimizes the
operational cost, primary energy consumption (PEC), and carbon dioxide emissions
(CDE). A deterministic network flow model of a typical CHP system is developed as
part of the algorithm. Linear programming (LP) is used in this study because it can be
effectively implemented to optimize the real-time CHP operation within the required time
constraint. Other nonlinear or dynamic programming techniques can also be considered
but their implementation may be cumbersome and time-consuming when a large number
of variables used. It is worthwhile to note that the proposed LP algorithm can provide an
optimized operational mode within a required time (e.g., 5 minutes) using a personal
computer.
Two sets of results are presented in the later sections. The first set of results is
based on simulations of a case study on the operation of an existing micro-CHP system.
The results demonstrate the economical advantages resulting from optimal operation and
the feasibility of the algorithm. The second set of results is obtained from simulations of
CHP operation for different climate conditions using three specific optimization modes,
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i.e., operational cost, PEC, and CDE. The results illustrate the effectiveness of a CHP
system in five selected cities.

5.1

Description of an Optimization Algorithm
A methodology of optimizing system operation based on operational cost,

primary energy consumption, and carbon dioxide emissions is presented in this section.
An optimal energy dispatch algorithm which identifies an optimal operating mode has
been developed to operate the CHP system. A logical diagram of the optimal energy
dispatch algorithm is shown in Figure 5.1.
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Figure 5.1 Logical diagram of the optimal energy dispatch algorithm
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Detailed descriptions of the network flow model and associated optimization
scheme are presented in the following sections.
5.1.1

Description of the Network Flow Model
A network flow model for a CHP system has been developed based on the flow

diagram depicted in Figure 1.3. The network flow model for a typical CHP system is
illustrated in Figure 5.2.
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Figure 5.2 Network flow model of a typical CHP system

Network flow models are commonly used to help set up linear programs (Ahuja et
al., 1993). The advantage of using a network flow model is that it effectively illustrates
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the interactions between the energy flows, energy supply and demand, and efficiency
constraints. In addition, the network flow model facilitates setting up the objective
function and constraints for the LP problem. The nodes in this network represent sources
of energy and energy demand points. Arcs of this network demonstrate how the energy
flows. Node 1 is a “conceptual” node introduced to represent the total energy required for
the system. Node 12 is also a “conceptual” node used to represent the total energy loss in
the system.

5.1.2

Objective Functions based on Operational Cost, PEC, and CDE
The objective function used in minimizing the total operational cost of running

the CHP system while satisfying the total energy demand can be expressed as

_

_

(5.1)
_

Variables Elgrid(t), FPGU(t) and Fboiler(t) represent the electric energy from the EG, the fuel
energy for the PGU, and the fuel energy to operate the boiler in time period t. The term
cel represents the cost of purchasing one kWh of electricity, cf_PGU represents the cost of
fuel that is used to produce one kWh of energy in the PGU, and cf_boiler represents the cost
of fuel that is used to produce one kWh of energy in the boiler. Variable Elexcess represents
the amount of electric energy sold back to the EG in period t, and cel_ex represents the
selling price per kWh of electricity. There is an upper bound on the values for the
decision variables FPGU and Fboiler. These bounds are equal to the maximum amount of
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energy that can be produced in a time period by the PGU and boiler, respectively, due to
their production capacity. There is no such limit on the amount of electricity that can be
purchased from the grid. The model will identify the amount of energy to be produced by
each energy source so as to optimize the cost of operation.
The objective function for the algorithm shown in Equation (5.1) can be modified
to minimize the amount of PEC and CDE to satisfy the total energy demand. PEC is
defined as the amount of site energy consumption, plus losses that occur in the
generation, transmission, and distribution of energy. The objective function minimizing
PEC can be expressed as

_

(5.2)
_

where ECFPEC and FCFPEC are the site-to-primary energy conversion factors for
electricity and fuel, respectively. The amount of CDE per year can be determined using
the emission conversion factors for electricity and natural gas. Then the objective
function minimizing CDE can be expressed as

_

(5.3)
_

where ECFCDE and FCFCDE are the emission conversion factors for electricity and fuel,
respectively.
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It is important to mention here that the energy sold back to the grid is not
considered explicitly in the performance indices for Equations (5.2) and (5.3). However,
electricity may still be sold back to the grid as the optimization constrains do allow for
this possibility. If electricity is sold back to the grid, then the PEC and CDE associated
with the electricity sold back to the grid can be discounted from the final optimized
values from Equations (5.2) and (5.3).
5.1.3

Energy Flow Constraints
The energy flow constraints are formulated in this section based on the network

flow model shown in Figure 5.2. These constraints ensure that the flow of energy coming
into a node is equal to the demand plus the flow leaving the node. In Node 1, the total
energy required for the system, Erequired, at a given time t can be determined as
_

(5.4)

where, Elgrid is the electric energy purchased from the EG, FPGU is the fuel energy
supplied to the PGU, Fboiler is the fuel energy supplied to the boiler, Elexcess is the electric
energy sold or imported to the EG, Eloss_total is the total energy loss of the system.
Inequality constraints are used in Equation (5.4) to consider cases in which producing
more energy by the PGU or purchasing more energy from the EG can be more
economical than providing the exact amount of energy required for the facility, e.g.,
when the electricity is relatively more expensive than the fuel and the electric load for the
facility is higher than the cooling or heating loads, it is possible that producing the exact
amount of electric energy and excess cooling energy by the PGU costs less than other
operating modes. The energy flow constraint of the PGU in Node 3 is determined as
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0

_

(5.5)

where, ElPGU is the electric energy produced by the PGU, Qrcv is the thermal energy
recovered by the PGU, and Eloss_PGU is the energy loss in the PGU. In Node 4, the energy
flow constraint of the boiler is
0

_

(5.6)

where, Qboiler is the thermal energy produced by the boiler, and Eloss_boiler is the energy
loss in the boiler system. The electric energy provided from the EG and PGU is used to
provide the electric energy to the facility through Node 5. The energy flow constraint for
Node 5 is expressed as
0

(5.7)

where, Elfacility is the electric energy provided to the facility. Note that Elfacility includes the
electricity requirements for both building and auxiliary cooling and heating components.
In Node 6, the energy flow is formulated as
_

0

_

(5.8)

where, Qth_cool and Qth_heat are the thermal energy provide to the cooling and heating
components, respectively. The energy flow through the HVAC cooling and heating
components in Node 7 and 8 are determined in the following Equations:

_
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_

0

(5.9)

_

0

_

(5.10)

where, Qcool and Qheat are the cooling and heating energy provided to the building,
respectively; Eloss_cool and Eloss_heat are the total energy loss in the auxiliary cooling and
heating components, respectively. The electric, cooling, and heating energy demands are
shown in Node 9, 10, and 11. The energy constraints are formulated as
(5.11)

_

(5.12)

_

(5.13)

where, Eld is the electric energy required for the facility and Qd_cool and Qd_heat are the
cooling and heating energy demands of the building. As discussed above, inequalities
shown in Equations (5.11), (5.12), and (5.13) represent that it is possible to provide more
energy then what the system needs. Note that the total energy required for the system
(Erequired) is equal to the sum of the demands for electric, cooling, and heating (Eld,
Qd_cool, and Qd_heat, respectively). The total energy losses in the system is determined as
(see Node 12)

_

5.1.4

_

_

_

_

Energy Efficiency Constraints
The energy efficiency constraints are formulated in this section. The fuel-to-

electric-energy conversion efficiency constraint for the PGU is determined as
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(5.14)

·

_

(5.15)

where, ηel_PGU is the fuel-to-electric-energy conversion efficiency9 of the PGU. The fuelto-thermal-energy conversion efficiency, ηth_PGU, is expressed as
·

_

(5.16)

Of course, the energy loss in the PGU is then

_

1

_

_

·

(5.17)

The energy efficiency constraint for the boiler can be formulated as
·

(5.18)

where, ηboiler is the thermal efficiency of the boiler. The energy loss in the boiler is then

_

1

·

(5.19)

The total efficiencies of cooling and heating components (ηcool and ηheat, respectively) are
determined as
·

_

(5.20)

·

_

(5.21)

9

In the literature, ηel_PGU is often called the thermal efficiency for applications such as internal combustion
engines. However, this definition is not applicable in the CHP applications since the wasted thermal energy
can be recovered. The definition of thermal efficiency is needed to be re-defined. In this study, the fuel-toelectric-energy conversion efficiency is used to refer the thermal efficiency of the PGU (ηel_PGU). The fuelto-thermal-energy conversion efficiency is used to refer the waste heat recovery from the PGU (ηth_PGU).
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The energy losses in the cooling and heating components are then

5.2

_

1

·

_

(5.20)

_

1

·

_

(5.21)

Fuel-to-Electric-Energy Conversion Constraint for PGUs
In the literature, it is common to encounter energy simulations that use a constant

fuel-to-electric-energy efficiency for the PGUs (constant-ηel_PGU) such as internal
combustion (IC) engines. However, in order to be realistic the fuel energy used in the
PGU (FPGU) must correspond to the efficiency level at the power output of the PGU
(ElPGU) at each time step of the simulation. Ren et al. (2008) presented a method to
evaluate varying efficiencies with respect to power outputs by linearly interpolating the
load factors of 25 %, 50 %, 75 %, and 100 %. This interpolated efficiency curves were
handled using mixed integer nonlinear programming (MINLP) to find corresponding
efficiencies for power outputs required by the system. A nonlinear programming
technique still requires a large amount of computational time due to a significant number
of function evaluations before convergence. To evaluate varying efficiencies in real-time
operation, more efficient and effective methods are required. Two approaches to handle
varying fuel-to-electric-energy efficiency in the LP simulations are presented in the
following sections.
5.2.1

Fixed-Point Iteration Method
A methodology using fixed-point iterations is described in this section to

determine the correct fuel-to-electric-energy conversion efficiency (ηel_PGU) at each time
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step. An example of a 15 kW engine-generator package is demonstrated below to
illustrate the methodology. The fuel-to-electric-energy conversion efficiency of the
15 kW engine-generator package shown in Figure 5.3 has been evaluated based on the
experimental measurements of fuel consumption of the unit on site at the Mississippi
Micro-CHP and Bio-fuel Center.
A quadratic regression is used to determine the fuel-to-electric-energy conversion
efficiency (ηel_PGU) as
_

0.0011

0.0287

0.0699

(5.22)

This nonlinear constraint can be handled in the optimization using fixed-point
iterations. Basically, an initial fuel-to-electric-energy conversion efficiency is assumed.
Then the resulting power output (ElPGU) from the LP through Equation (5.22) is used to
obtain a corrected fuel-to-electric-energy conversion efficiency that in turn is used in a
new LP simulation. This process is continued until the efficiency converges to a fixed
value within a predetermined tolerance level. The entire process is repeated for each time
step. Other nonlinear programming techniques can also be used but their implementation
may be cumbersome due to the large number of variables used (i.e., 18 variables are used
in the model). However, this process still requires a large number of function evaluations
to converge.
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Figure 5.3 Fuel-to-electric-energy conversion efficiency of the 15 kW engine-generator
package

5.2.2

Direct Fuel-to-Electric-Energy Conversion Method
A more effective and time-efficient approach is proposed in this section to handle

the nonlinear constraint in the optimization for real-time operation. The first step of this
approach is to determine the relation between the fuel energy (fuel consumption ∗ LHV
of fuel) and power output of the PGU. The experimental measurements of fuel
consumption of the unit on site at the Mississippi Micro-CHP and Bio-fuel Center are
plotted in Figure 5.4. The linear curve fit illustrated in Figure 5.4 shows that a straight
line can be used to obtain a fairly good approximation relating the fuel energy to the
power output.
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Figure 5.4 Fuel-to-electric-energy conversion of the 15 kW engine-generator package
A variety of PGUs with a reciprocating internal combustion engine have also been
examined to determine if there is a common functional relation between the fuel energy
and power output of PGUs. Five sets of data for PGUs with a wide range of rated power
from several different manufacturers are presented in Figure 5.5. Both axes are
normalized by the largest values of each data set. The information from the PGUs for
each data set is summarized in Table 5.1. Figure 5.6 shows that the relationship between
the fuel energy and the power output can be accurately modeled using a straight line. A
typical plot of the fuel energy (FPGU) versus power output (ElPGU) for a PGU can then be
illustrated as shown in Figure 5.6.
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Figure 5.5 Linear interpretation of fuel energy and power output data

Table 5.1 Information of PGUs
Rated Power Output
(kW)
11

Manufacturer

Generator Set Model

Engine Model

Mitsubishi

M 11-60SP T2

S3L2-W262D

44

Yanmar

HY44

4TNV98T

100

Perkins

HP-100

1104C 44TAG2

500

Caterpillar

C15 ACERT

CAT® C15 ATAAC

1000

Cummins

OC1000 PM

QST30-G4
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Fuel Energy, FPGU (kW)

FPGU = a·ElPGU + b

0

Power Output, ElPGU (kW)

Figure 5.6 Straight line relation between fuel energy and power output
The fuel-to-electric-energy conversion of a PGU can be expressed as
·

0
(5.23)

0

0

Conventional LP requires continuous linear constraints. However, this simple
discontinuous constraint can be solved by searching two convex subsets, i.e., running two
LP simulations, e.g., one simulation for each of the two cases presented in
Equation (5.23). The union of the two convex subsets encompasses the entire domain of
interest. Since two LP simulations are required for each time step, 2n (n = number of time
step) simulations are necessary. The optimal solution can be determined by selecting the
smallest total operational cost of the 2n total operational costs obtained by applying LP to
each subset. This type of programming scheme is commonly used in mixed-integer linear
programming (MILP) (Bixby et al., 1999). Similar schemes considering on-off
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constraints have been used for optimizing the operation of district heating and cooling
plants (Sakawa et al., 2002) and of CHP system (Li and Huang, 2008).

5.3

Implementation of the Algorithm: A Case Study of the micro-CHP
Demonstration Facility at MSU
The optimal energy dispatch algorithm described in Section 5.1 has been applied

to the micro-CHP demonstration facility at MSU. In the demonstration facility, a fourcylinder internal combustion (IC) engine with a 15 kW generator is used as a PGU and is
operated to generate electric and thermal energy, and a 10 ton absorption chiller is used
for space cooling. Detailed description of the facility is presented in Chapter II.
A scenario for the operation of the facility on a particular day in summer has been
performed to examine the performance of the optimal energy dispatch algorithm.
The load demand profiles, input and constraint information for the algorithm, and the test
results of the algorithm are presented in the following sections.
5.3.1

Electric, Cooling, and Heating Load Demand
The electric load demand of the micro-CHP system at MSU is estimated based on

scheduled usage of appliances, lights, and CHP components in a day. While the shop and
office appliances and the lights in the building require 2.8 kW, the micro-CHP cooling
and heating components require 7.03 kW and 3.45 kW, respectively. The micro-CHP
components are operated to offset the cooling and heating loads imposed on the building.
The power consumptions of appliances, lights, and cooling and heating components are
presented in Tables 5.2, 5.3, and 5.4.
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Table 5.2 Building Electric Energy Usage
Component
Shop Lights
Office Lights
Additional Equipment
Total

Electrical Draw (kW)
1.20
0.60
1.00
2.80

Table 5.3 Electric Energy Usage of Auxiliary Cooling Components
Component
Hot Water Pump
Chilled Water Pump
Cooling Tower Pump
Heat Recovery Pump
Absorption Chiller
Cooling Tower Fan
Office Fan-coil Unit
Shop Fan-coil Unit
Total

Electrical Draw (kW)
1.50
0.75
1.12
0.75
0.21
1.50
0.20
1.00
7.03

Table 5.4 Electric Energy Usage of Auxiliary Heating Components
Component
Hot Water Pump
Heat Recovery Pump
Office Fan-coil Unit
Shop Fan-coil Unit
Total

Electrical Draw (kW)
1.50
0.75
0.20
1.00
3.45

Heating and cooling load profiles cannot be accurately estimated without using
actual information of weather, infiltration, or heat generation due to human occupancy
and appliances. In this case study, TRNSYS which is a transient simulation program is
used to estimate the cooling and heating loads of the demonstration facility. TRNBuild, a
building visual interface in TRNSYS, is used to characterize the multi-zone building
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model using the specifications of the test facility. The multi-zone building model includes
geometric and material information (e.g., size and type of walls and windows), internal
gains (following the equipment and occupancy schedules), local weather information
(e.g., ambient temperature, relative humidity, and solar radiation) in TMY2 data, and
estimated infiltration of the test facility. Particular days in summer, winter, and midseason are selected to examine the cooling and heating load profiles. The load profiles are
depicted in Figures 5.7, 5.8, and 5.9. Sudden increases and drops of cooling and heating
energy are examined in Figures 5.7 and 5.8 due to the internal heat gains (e.g., from
occupants, lighting, and office equipment) during the office hours between 7 am to 6 pm.
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Figure 5.7 Estimated cooling load profile on a day in summer (August)
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Figure 5.8 Estimated heating load profile on a day in winter (January)
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Figure 5.9 Estimated cooling and heating load profile on a day in mid-season (April)
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5.3.2

Input Data for the Algorithm
The costs of fuel and electricity are used as inputs to the algorithm. Electricity

price of about 10 cents per kWh, which is about the national average in the U.S., is used
in the simulation as well as a residential natural gas price of about 0.494 dollars per cubic
meter (14 dollars per thousand cubic feet). The NG price is converted to 0.0463 dollars
per kWh. In the simulation, the fixed-point iteration method described in Section 5.2.1 is
used to evaluate the fuel-to-electric-energy conversion efficiency (ηel_PGU) shown in
Equation (5.22). ASHRAE (2008) provides the typical energy distribution for internal
combustion engines. It suggests that 30 % of the fuel energy is converted to heat energy
rejected through the coolant and another 30 % of the fuel energy is rejected as heat
through the exhaust gas. The total efficiency of heat exchangers for the coolant and
exhaust gas is estimated to be 0.85, and the fuel-to-thermal-energy conversion efficiency
(ηth_PGU) (i.e., total heat recovered from the engine) is then calculated to be
(30 % + 30 %) * (0.85) = 51 %. The boiler thermal efficiency (ηboiler) is given as 90 %.
The total efficiency of the cooling components (ηcool) can be estimated by considering the
COP of an absorption chiller and the efficiency of an air handling unit. The total
efficiency of cooling components is estimated as 0.7. The total efficiency of the heating
components (ηheat) is estimated 0.85 which is an efficiency of the air handling unit. The
thermal energy losses due to energy transport/transmission in the network are neglected
in this simulation because the pipes are well insulated in the facility. In case these losses
are not negligible, they can be added to the total efficiencies of the cooling and heating
components (ηcool and ηheat). The summary of input and efficiency constraint information
for the algorithm used in the scenario is listed in Table 5.5.
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Table 5.5 Summary of Input and Efficiency Constraint Information for the Algorithm
Input

Cost ($ / kWh)

Cost of electricity imported from EG, cel

0.10

Cost of NG, cf_PGU and cf_boiler

0.0463

Cost of electricity exported to EG, cel_ex

0.02

Efficiency Constraint
Fuel-to-electric-energy conversion efficiency of NG engine, ηel_PGU

Equation (5.22)

Fuel-to-thermal-energy conversion efficiency of NG engine, ηth_PGU

0.51

Efficiency of the boiler, ηboiler

0.90

Total efficiency of the cooling components, ηcool

0.70

Total efficiency of the heating components, ηheat

0.85

5.3.3

Baseline Operation of the CHP system
Results from a few baseline cases outlining different possible operating conditions

for the CHP system can be considered to assess the performance of the optimal energy
dispatch algorithm. The operational conditions for the baseline cases are as follows:
Condition A: The engine provides satisfactory amount of cooling energy required
for the facility, and if the engine cannot provide enough electric
energy demand, the difference is imported from the grid.
Condition B: The engine provides satisfactory amount of electric energy required
for the facility, and if the engine cannot provide enough heat
required by the absorption chiller to satisfy the cooling energy
demand, the difference is covered by energy from the boiler.
Condition C: Electric and cooling energy demands are satisfied by using energy
from the grid and boiler, respectively. In this case, the engine is not
used.
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The cost of each condition can be easily evaluated using the energy flow relations and the
efficiency of each component for the energy requirements of the facility. The operational
conditions are summarized in Table 5.6.
Table 5.6 Operational conditions for each baseline case
Condition
A
B
C

5.3.4

Importing electricity
from the grid
possibly on
off
on

Engine
operation
on
on
off

Boiler
operation
off
possibly on
on

Simulation Results
The LP problem discussed in Section 5.1 has been implemented using the cooling

energy demand shown in Figure 5.7 throughout a particular day in summer. In this case
study, only cost optimization has been performed using Equation (5.1). The simulation
lasts 24 hours with time steps of one minute. The simulation results of the optimization
with the nonlinear efficiency constraint are presented in Figures 5.10 and 5.11. The
optimal input energy distribution, i.e., the electric energy imported from the grid, fuel
energy supplied into the engine, and fuel energy supplied into the boiler, are presented in
Figure 5.10. It is seen from Figure 5.10 that the engine is operated between 7 am and 6
pm, and only imported electricity and fuel into the boiler are used in the remaining time.
This is expected as the efficiency of the engine would be very low if operated in the early
morning and evening hours on a summer day when the energy demand is low.
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Figure 5.10 Partitioned energy supply based on the cost optimization
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Figure 5.11 Optimal cost compared with the cost of baseline operational conditions

Based on this energy partition, the rate of total optimal energy cost is shown in
Figure 5.11. The optimal cost is compared to the cost of baseline operational conditions
described in Section 5.3.3. Cost A, B, and C are calculated based on Conditions A, B,
and C, respectively. The results in Figure 5.11 show that the optimal energy cost is
indeed lower than the baseline cases throughout the day. As expected the optimal cost
follows the path of Cost C in the morning and evening. As described in Table 5.6, Cost
C is evaluated based on electric energy imported from the grid and fuel energy consumed
by the boiler. It is interesting to see that the optimal cost follows the path of Cost A after
7 am and switch to the path of Cost B between around 10:30 am and 6 pm. As described
in Table 5.6, Cost A is evaluated based on fuel energy consumed by the engine and extra
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electricity imported from the grid, and Cost B is evaluated based on fuel energy
consumed by the engine and boiler. Of course, these results are expected from the results
of the energy partition shown in Figure 5.10.

5.4

Implementation of the Algorithm: A Case Study of CHP Performance based
on Operational Cost, PEC, and CDE
Optimization of CHP systems operation commonly focuses only on energy cost.

Different algorithms have been developed to attain optimal utilization of CHP units by
minimizing the energy cost in CHP systems operation. However, other outcomes
resulting from CHP operation such as primary energy consumption and emissions of
pollutants should also be considered during CHP systems evaluation as one would expect
these outcomes can be subject to regulation. In this case study, an optimization of the
operation of CHP systems for different climate conditions based on operational cost,
primary energy consumption (PEC), and carbon dioxide emissions (CDE) has been
performed using an optimal energy dispatch algorithm. The fuel-to-electric-energy
conversion constraint is determined using the direct conversion method proposed in
Section 5.2.2. In the next sections, the simulation results for the selected cities including
Columbus, MS; Minneapolis, MN; San Francisco, CA; Boston, MA; and Miami, FL are
presented.
5.4.1

Input Data for the Algorithm
The energy load profiles of a building depend on the climate conditions. Cities

with different climate conditions were selected to obtain different building electric,
cooling, and heating load profiles. These cities are: Columbus, MS; Minneapolis, MN;
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San Francisco, CA; Boston, MA; and Miami, FL. The reference building described in
Table 5.7 was simulated using the software EnergyPlus10 to obtain the hourly electric,
cooling, and heating loads for the selected cities. The reference building uses electricity
from the grid to satisfy the electric demand and natural gas to satisfy the heating demand.
The electric demand includes the electricity needed for lights, equipment, and to power
the vapor compression system to satisfy the cooling demand. The vapor compression
system of the reference case was assumed to have a coefficient of performance of 3.5.
Table 5.7 Description of the simulated building used in EnergyPlus
Orientation
Building type
Area
Glass area
People
Occupancy schedule
Electric equipment
Equipment schedule
Lights
Lights schedule
Thermostat schedule:
For heating
For cooling

Aligned with North
General Offices
464.5 m2 (15.24 m x 30.48 m)
30 % in each wall (windows and door)
18 for weekdays, 0 for weekend
Untila (fractionb): 6 (0), 7 (0.1), 8 (0.5), 12 (1), 13(0.5), 16(1),
17 (0.5), 18 (0.1), 24 (0)
3,749 W
Same as for occupancy
5,017 W
Untila (fraction b): 6 (0.05), 7 (0.2), 17 (1), 18 (0.5), 24 (0.05);
for weekends 24 (0.05)
Untila (set point c, °C): 6 (18), 22 (22), 24 (18)
Untila (set point c, °C): 6 (28), 22 (24), 24 (28)

a. Until: indicates the hour of the day until the specified fraction is considered.
b. Fraction: indicates the fraction of the total value of the variable that is considered in the calculation for
that specific period of time.
c. Set point: indicates the temperature to be considered as the thermostat set point for that specific period
of time.

In this study, natural gas was used as fuel for both PGU and boiler. The costs for
electricity and natural gas for the cities described above are shown in Table 5.8.

10

Detailed information of EnergyPlus can be found at the website of U.S. Department of Energy:
http://apps1.eere.energy.gov/buildings/energyplus/

96

The site-to-primary energy conversion factors for electricity and natural gas to evaluate
the PEC are presented in Table 5.9. The CDE conversion factors for electricity and
natural gas for the cities described above are listed in Table 5.10. The information in
Table 5.8, 5.9 and 5.10 is obtained using EPA’s Target Finder11.
Table 5.8 Electricity and Natural Gas Prices used in the Simulation

Columbus, MS
Minneapolis, MN
San Francisco, CA
Boston, MA
Miami, FL

Electricity ($/kWh)*
0.078
0.074
0.119
0.108
0.076

Natural Gas ($/kWh)*
0.028
0.034
0.028
0.039
0.037

* Values obtained in August 2008.

Table 5.9 Site-to-Primary Energy Conversion Factor
Fuel Type
Electricity
Natural Gas

Conversion Factor*
3.336
1.047

* Values obtained in August 2008.

Table 5.10 CO2 Emission Conversion Factors for Electricity and Natural Gas

Columbus, MS
Minneapolis, MN
San Francisco, CA
Boston, MA
Miami, FL

Electricity (tons/year-kWh)*
0.000749
0.000826
0.000439
0.000455
0.000662

Natural Gas (tons/year-kWh)*
0.0002
0.0002
0.0002
0.0002
0.0002

* Values obtained in August 2008.

11

Target Finder is a web-based software tool to help “architects and building owners set aggressive,
realistic energy targets and rate a building design's estimated energy use” (EPA). This program is
developed by U.S. Environmental Protection Agency (EPA) and is available at:
http://www.energystar.gov/index.cfm?c=new_bldg_design.bus_target_finder
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A 10 kW generator set was used in the simulation. The fuel-to-electric-energy conversion
of the PGU is determined using Equation (5.23) based on the information of fuel
consumptions at the given power output which can be found in the manufacturers’
specification. The fuel-to-electric-energy conversion is then
2.67 ·

11.43

0
(5.24)

0

0

The same approach presented in Section 5.3.2 is used to estimate efficiencies for each
component. A summary of the conversion and efficiency constraint information for the
algorithm used in the simulation is listed in Table 5.11.
Table 5.11 Conversion and Efficiency Constraints

Fuel-to-electric-energy conversion parameter
Fuel-to-electric-energy conversion parameter
Fuel-to-thermal-energy conversion efficiency of PGU
Boiler efficiency
Total efficiency of the cooling components
Total efficiency of the heating components

5.4.2

Symbol
a
b

ηth_PGU
ηboiler
ηc_comp
ηh_comp

Value
2.67
11.43
0.51
0.9
0.7
0.85

Simulation Results
The results obtained from the LP model described in Section 5.2 are presented in

this section. Simulations with a time step of one hour were performed to optimize CHP
operation with respect to the cost, PEC, and CDE for the selected cities. The results of the
total annual operational cost, PEC, and CDE are presented in Tables 5.12, 5.13, and 5.14,
respectively. The results were obtained using three different objective functions with
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respect to the operational cost, PEC, and CDE shown in Equations (5.1), (5.2), and (5.3),
respectively, in each simulation for each city. Table 5.15 shows the percentage of coal in
the fuel mix used to generate electricity in the evaluated cities. The information in Table
5.15 is obtained using EPA’s Power Profiler12. Tables 5.14 and 5.15 demonstrate that for
the reference case, the higher the amounts of coal in the fuel mix of the region the higher
the carbon dioxide emissions. From Table 5.15 it can also be observed that CHP systems
reduce the CDE for Columbus, Minneapolis, and Miami, but increase the CDE while San
Francisco and Boston. The reduction on emissions strongly depends on the site energy
consumption (SEC) and the emission conversion factors for electricity and natural gas for
each location. Table 5.16 shows the SEC for the reference building and the CHP for the
different optimization modes. Table 5.16 demonstrates that when a CHP system is used
the site energy consumption always increased. These results agree with the results
presented by Fumo et al. (2008) that proved that the SEC always increase for CHP
applications. For the evaluated cities, the lowest SEC increase is obtained when the CHP
system is optimized based on cost with the exception of San Francisco. However, for
some cities the highest increase is obtained for CDE optimization (Columbus, Miami, and
Minneapolis) while for San Francisco the highest increase is obtained for cost
optimization. Boston is the only city that shows the highest increase in SEC when the
CHP is optimized based on PEC.

12

Power Profiler from EPA provides information on the air emissions attributable to the electricity used in
residential or business buildings during one year. This web-based program is available at:
http://www.epa.gov/cleanenergy/energy-and-you/how-clean.html/
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Table 5.12 Total Operational Cost per Year ($/year)

Reference
Cost
Optimized
PEC
based on
CDE

Columbus,
MS
4,336

Minneapolis,
MN
5,059

San Francisco,
CA
5,329

Boston,
MA
5,998

Miami,
FL
4,447

4,583

5,416

4,633

6,063

6,132

4,599
4,676

5,614
5,997

4,839
5,186

6,099
6,099

6,275
6,289

Table 5.13 Total Primary Energy Consumption (PEC) per Year (kWh/year)

Reference
Cost
Optimized
PEC
based on
CDE

Columbus,
MS
183,492

Minneapolis,
MN
204,621

San Francisco,
CA
151,131

Boston,
MA
180,584

Miami,
FL
195,218

180,647
180,041
181,300

199,946
193,611
197,209

156,782
149,949
153,574

174,360
173,452
177,740

197,255
190,517
190,536

Table 5.14 Total Carbon Dioxide Emissions (CDE) per Year (tons/year)

Optimize
d based
on

Reference
Cost
PEC
CDE

Columbus,
MS
40.7
37.0
36.5
36.3

Minneapolis,
MN
47.8
44.1
40.7
39.9

San Francisco,
CA
20.3
27.0
23.1
22.2

Boston,
MA
26.3
28.5
29.1
28.1

Miami,
FL
38.7
38,2
36.7
36.6

Table 5.15 Percentage of Coal in the Fuel Mix used to Generate Electricity (EPA’s
Power Profiler)

Miami, FL
Boston, MA
San Francisco, CA
Columbus, MS
Minneapolis, MN

Coal in the fuel mix (%)
26
15
13
66
73
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Table 5.16 Site Energy Consumption (kWh/year)

Columbus, MS Optimize
d w.r.t.
Minneapolis,
MN

San Francisco,
CA

Optimize
d w.r.t.

Optimize
d w.r.t.

Boston, MA

Optimize
d w.r.t.

Miami, FL

Optimize
d w.r.t.

Reference
Cost
PEC
CDE
Reference
Cost
PEC
CDE
Reference
Cost
PEC
CDE
Reference
Cost
PEC
CDE
Reference
Cost
PEC
CDE

Grid Electricity
50,941
22,116
19,267
15,362
46,177
31,360
19,613
11,871
43,229
14,789
27,848
36,241
44,786
26,531
22,252
32,029
58,519
20,006
10,913
10,600

Natural Gas
12,943
102,069
110,568
124,215
48,305
91,049
122,429
150,534
6,610
102,622
54,487
31,206
29,777
82,000
94,765
67,710
0
124,655
147,193
148,208

Total
63,884
124,185
129,835
139,577
94,482
122,409
142,042
162,405
49,839
117,411
82,335
67,447
74,563
108,531
117,017
99,739
58,519
144,661
158,106
158,808

Figures 5.12 trough 5.16 show the variation of the operational cost, PEC, and
CDE with respect to the reference case, for the different optimization modes for the cities
of Columbus, Minneapolis, San Francisco, Boston, and Miami, respectively. It is
important to mention here that in all figures, a negative number implies a reduction while
a positive number implies an increase. In general there is not a common trend among the
three optimization modes presented in this paper. Optimizing one variable may reduce or
increase the other two variables. This can be attributed to the variation of the building
loads, electricity and fuel costs, and the carbon dioxide emission factors for the different
cities evaluated in this investigation.
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PEC Variation

CDE Variation

50
40
Variation (%)

30
20
10

5.7

6.06

7.85

0
-1.55

-1.88

-1.2

-10

-9.24 -10.31 -10.79
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Cost Optimization

PEC Optimization

CDE Optimization

Figure 5.12 Percentage variation of operational cost, PEC, CDE for the city of
Columbus, MS
Figure 5.12 illustrates that for the city of Columbus the variation on operational
cost, PEC, and CDE are similar for all the optimization modes. The operational cost
always increases independently of the optimization mode used. Naturally, optimizing the
cost yields the lowest increase in cost compared with the reference case (5.7 %).
However, the PEC and CDE decreases with respect to the reference case for the different
optimization modes. The highest PEC and CDE reduction are 1.88 % and 10.79 %,
respectively. Since Columbus has a high percent of coal in the fuel mix (66 %) and a high
emission conversion factor for electricity (0.000749 tons/year-kWh), changing electricity
to natural gas helps reduce the emissions of carbon dioxide. In general, for Columbus,
any optimization mode yields reduction of PEC and CDE while increasing the
operational cost. However, it is important to mention here that if the CHP system can
102

reduce PEC and emissions by 1.9 % and 10.8 %, respectively, increasing the cost in not
more than 8 %, it is still a viable option for this city.
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Figure 5.13 Percentage variation of operational cost, PEC, CDE for the city of
Minneapolis, MN
Figure 5.13 shows that for the city of Minneapolis the variation of the operational
cost, PEC, and CDE are different depending on the optimization mode used. Similar to
Columbus, the operational cost always increases independently of the optimization mode
used. This is due to the low cost of electricity for this location. As expected, optimizing
the cost yields the lowest increase in cost compare with the reference case (7.05 %).
However, the PEC and CDE decreases with respect to the reference case. The highest
PEC and CDE reduction are 5.38 % and 16.51 %, respectively. Since Minneapolis has the
highest percent of coal in the fuel mix (73.5 %) and the highest emission conversion
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factor for electricity (0.000826 tons/year-kWh) among the evaluated cities, changing
electricity to natural gas help reduce the emissions of carbon dioxide.
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Figure 5.14 Percentage variation of operational cost, PEC, CDE for the city of
San Francisco, CA
Figure 5.14 illustrates the optimization results for the city of San Francisco. The
operational cost always decreases independently of the optimization mode used. This is
due to the high electricity price and the low natural gas price for this city. On the other
hand, the carbon dioxide emissions always increase for the different optimization modes.
Since San Francisco presents a low amount of coal (13 %) in the fuel mix and the lowest
emissions conversion factor for electricity (0.000439 tons/year-kWh) among the
evaluated cities, changing electricity for natural gas produces more carbon dioxide
emissions for this specific region. The only PEC reduction is achieved when the system is
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optimized based on PEC (0.78 %). However, this value is almost negligible. For the
other two-optimization modes, the PEC increases with respect to the reference case. For
San Francisco, it is clear that the system must be optimized based on PEC or CDE but not
based on cost, since the CDE increases by 38 % with respect to the reference case.
According to the results, if emissions of pollutants is critical for this location, for the
analyzed building, CHP systems should not be used. Optimizing the system based on
CDE still increases the CDE by 9.1 % while increasing the PEC by 1.6 % and decreasing
the cost by 2.7 %.
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Figure 5.15 Percentage variation of operational cost, PEC, CDE for the city of Boston,
MA
Figure 5.15 shows the results for the city of Boston. The operational cost as well
as the CDE increase while the PEC decreases for all the optimization modes. Since the
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electricity and natural gas prices are high for this city changing electricity to natural still
gives higher operational cost than the reference building. However, this cost increase is
not higher than 2 % with respect to the reference case. Since Boston has a low site
energy-to-emission conversion factor (0.000455 tons/year-kWh) and only 15 % of the
fuel mix is coal, changing electricity to natural gas produces more carbon dioxide
emissions for this specific region. It is interesting that when the system attains the highest
reduction of PEC (3.95 %) it also shows the highest increase of CDE (10.42 %). CHP
operation in Boston has to be carefully analyzed, since even though it reduces the PEC it
also increases the emissions and slightly the operational cost. For this city the CHP
system have to be optimized based on CDE since it give the lowest increase of CDE
reducing the PEC (1.6 %) and increasing the cost in less than 1.7 %.
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Figure 5.16 Percentage variation of operational cost, PEC, CDE for the city of Miami,
FL
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Figure 5.16 illustrates the optimization results for the city of Miami. This city is
an interesting case, since there is no heating load for the building. From Figure 5.16 it can
be observed that the operational cost always increases independently of the optimization
mode used. This can be explained since the cost of electricity for Miami is relatively low
compared to the cost of natural gas. Therefore, choosing electricity over natural gas
increases the cost of operation. On the other hand, the CDE is reduced for all the
optimization modes. Since Miami has relatively high site energy-to-emission conversion
factor for electricity (0.000662 tons/year-kWh), changing electricity to natural gas helps
reduce the pollutants that come from the electricity production. The PEC is reduced when
the CHP system is optimized based on PEC and CDE, but it increases when it is
optimized based on cost. According to the results, the CHP operational cost for Miami is
approximately 40 % more than the cost of the reference building. This high operating
cost may discourage the use of these systems for the evaluated building for this location.
However, the PEC as well as the CDE can be reduced using a CHP system.
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CHAPTER VI
SUPERVISORY FEED-FORWARD CONTROL FOR
REAL-TIME CHP OPERATION

In Chapter V, an energy dispatch algorithm for real-time operation of building
CHP systems is introduced. This algorithm provides an optimal operating mode with
respect to operational cost, primary energy consumption (PEC), or carbon dioxide
emissions (CDE). In this chapter, a modified version of this algorithm that can handle
CHP systems with electric and thermal energy storages is developed. This modified
algorithm features a supervisory feed-forward control for real-time CHP operation using
short-term weather forecasting. The advantages of the proposed control scheme for CHP
operation are (a) relatively simple and efficient implementation allowing realistic realtime operation , (b) optimized CHP operation with respect to operational cost, PEC, or
CDE, and (c) increased site-energy consumption (SEC) resulting in less dependence on
the electric grid. In the feed-forward portion of the control scheme, short-term electric,
cooling, and heating loads are predicted using the U.S. Department of Energy (DOE)
benchmark small office building model. The results are demonstrated in the following
sections to present the potential saving of operational cost, PEC, and CDE from using the
control system for a CHP system with electric and thermal energy storages.
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6.1

Supervisory Control Strategy
In this section, the model-based supervisory control algorithm shown in Figure

6.1 is described. Wang and Ma (2008) state that models can be used to predict the system
energy and environment performance, as well as the system response to the changes of
control settings. They also specify that the optimization technique seeks the energy or
cost-efficient control settings (i.e., operation mode) to minimize the system energy input
or operation cost while still maintaining the satisfied indoor environment. As illustrated
in Figure 6.1, a building model is used to estimate cooling and heating energy demand
based on the weather forecasting and internal heat gain information. An energy dispatch
algorithm has been developed using linear programming to perform the optimization.
This algorithm is based on an energy flow diagram, shown in Figure 1.3, used to track the
energy flows of a typical CHP system. The costs of fuel and electricity are fed to the
algorithm as inputs. A detailed description of the energy dispatch algorithm is presented
in Section 6.2. An operating signal as an output of the optimization process is relayed to
the CHP components to provide the required amount of cooling and heating energy to the
air handling units. When the required amount of thermal energy is guaranteed, the
building climate control system acts as a local process control loop to sustain the desired
indoor condition. The building climate control can be achieved using proportionalintegral-derivative (PID) control, on-off control, or other state-of-the-art control schemes.
A realistic building model requires careful consideration of the envelop
components (walls and windows) as well as of the complex and dynamic interactions of
the building with its indoor and outdoor environment (Hong et al., 2000). Relatively
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sophisticated public-domain and commercial building simulation codes such as
EnergyPlus and TRNSYS are available to predict the cooling and heating energy
requirements for a building. Hong et al. (2000) provide a detailed overview on building
simulation.
Costs of fuel
and electricity

CHP System Control
Weather and
building
information

Building
Model

Energy
demand

Energy
Dispatch
Algorithm

CHP
Components

Thermal energy supply
Building Climate Control
Desired
Temp., T*

Air
Handling
Unit

Controller

+
-

Building

Actual
Temp., T

Figure 6.1 Supervisory control strategy of a building with a CHP system

6.2

Description of an Optimal Control Algorithm
In this study, an energy-based network flow model is used in conjunction with

linear programming (LP) to determine the optimal control signals for the CHP
components. A network flow model for a CHP system with electric and thermal energy
storages (EES and TES, respectively) has been developed based on the flow diagram
depicted in Figure 1.3. Detailed descriptions of the network flow model and associated
optimization scheme are presented next.
110

6.2.1

Network Flow Model
The network flow model for a CHP system with electric and thermal energy

storages at a given time step is shown in Figure 6.2. The nodes in this network represent
sources of energy and energy demand points. Arcs in the network represent energy flows.

Supply Nodes

From previous time step
Elstored Qstored

Elexcess
2
Elgrid
Erequired

1

FPGU
Fboiler

Elfacility_bp

11

-Eld

Elgrid
ElPGU

3

Demand Nodes

5

Qrcv
Qboiler

6

Elees

Elfacility

7
Qth_cool_bp
Qth_cool

Qtes

8

4

Qth_heat
Qth_heat_bp

Eloss_PGU

Qcool

12

-Qd_cool

9
Eloss_cool

Qheat

13

-Qd_heat

10
Eloss_heat

Eloss_boiler

14

Eloss_total

Elstored Qstored
To next time step
Node 1: Total energy required
Node 2: Electric Grid (EG)
Node 3: Power Generation Unit (PGU)
Node 4: Boiler
Node 5: Electric energy provided from PGU and EG
Node 6: Thermal energy provided from PGU and boiler
Node 7: Electric energy storage (EES)

Node 8: Thermal energy storage (TES)
Node 9: CHP cooling components
Node 10: CHP heating components
Node 11: Electric energy demand
Node 12: Cooling energy demand
Node 13: Heating energy demand
Node 14: Total energy loss

Figure 6.2 Network flow model of a typical CHP system with EES and TES

Nodes 1 is a “conceptual” node introduced to represent the total energy required
for the system. Node 14 is also a “conceptual” node used to represent the energy loss in
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the system. Node 7 and 8 are the electric and thermal energy storages, respectively. The
excess electric and thermal energy from a previous time step can be used at the current
time step. Similarly excess energy from the current time step can be transferred to the
following time step.
When determining the amount of energy generated from a PGU or boiler and the
amount of energy stored in the TESs for the real-time operation of a CHP system, it is
necessary to use an efficient optimization scheme with a quick response time and an
effective control strategy. A feed-forward control has been adopted in this research to
enhance the short-term thermal energy management of the system. Feed-forward control
is an approach commonly used to reduce the influence of known disturbances (Astrom,
1989). When a disturbance, i.e., a weather change in this case, can be predicted and fed
forward to the control loop, corrective action can be initiated in advance. Figure 6.3
illustrates the feed-forward control system based on short-term forecasting. The feedforward control scheme consists of several layers of the network flow model shown in
Figure 6.2, i.e., each time step represents a network flow “layer”. Using this predictive
layer methodology, a predictive trajectory of setpoints for the CHP components can be
recalculated at each time step. The predicted disturbances (i.e., pre-determined energy
demands from a building model based on building information and weather forecasting)
are fed to the future time step, t2 to tn. The actual electric and thermal energy
requirements are used in the demand nodes in time step t1.
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From previous time step
Qstored Elstored
Time Step t1

Time Step t2
Total
energy
required

Energy supply nodes
Actual energy demand nodes
Estimated energy demand nodes
Thermal energy storage nodes
Electric energy storage nodes
Incremental thermal energy stored
Incremental electric energy stored
Total
energy loss

Time Step tn

Figure 6.3 Feed-forward control loop for a CHP system with EES and TES

The number of time steps (n) and the time interval between each time step are determined
by considering the reliability of the weather forecast information and the building model.
The number of layers and the size of the time step can have a detrimental effect on the
real-time operation of the control system because the time required to obtain an optimal
solution increases exponentially with the number of variables used in the LP optimization
process. In the current research we have considered weather forecasts ranging from
30 minutes to an hour and time intervals of 5 to 10 minutes. Hawkes and Leach (2004)
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pointed out that fine temporal precision (e.g., 5-minute precision energy demand data) is
required in modeling. From the author’s experience, a time interval of 10 minutes is
reasonable choice for the proposed algorithm in this study. Using a time window of
an hour and a time interval of 10 minutes results in 6 layers or time steps; if a time
window of two hours is used, then 12 layers will be needed.
6.2.2

Objective Function
The three objective functions used in minimizing the operational cost, PEC, and

CDE of running the CHP system are described in Chapter V. The same objective
functions are used in this control algorithm (see Section 5.1.2). The objective functions
are shown in Equations (6.1), (6.2), and (6.3).

_

_

(6.1)
_

_

(6.2)
_

_

(6.3)
_
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where,

Elgrid(t) is the electric energy imported from the EG,
FPGU(t) is the fuel energy for the PGU,
Fboiler(t) is the fuel energy to operate the boiler,
Elexcess(t) is the electric energy sold back to the EG
cel(t) is the cost of purchasing one kWh of electricity,
cf_PGU(t) is the cost of fuel used to produce one kWh of energy in the PGU,
cf_boiler(t) is the cost of fuel used to produce one kWh of energy in the boiler,
cel_ex(t) is the selling price per kWh of electricity,
ECFPEC is the site-to-primary energy conversion factors for electricity,
FCFPEC is the site-to-primary energy conversion factors for fuel,
ECFCDE is the emission conversion factors for electricity,
FCFCDE is the emission conversion factors for fuel.

6.2.3

Energy Flow Constraints
Similar manner used to determine the energy flow constraints in Section 5.1.3 is

used in this section. The main difference is that the network flow model includes EES
and TES as shown in Figure 6.3 and each network flow model is connected through EES
and TES node as illustrated in Figure 6.4. The energy flow constraints are determined in
Equations (6.4) through (6.16).

_
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(6.6)
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0
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_
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_
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(6.12)
(6.13)

_

_

_

(6.10)

_

(6.14)

_

(6.15)

_

_

_

(6.16)

The total energy required for the system (Erequired) is defined by Equation (6.4). Note that
Erequired for a given time window as shown in Figure 6.3 is equal to the sum of the
demands for electric, cooling, and heating (Eld, Qd_cool, and Qd_heat, respectively) minus
the total energy losses in the system. Inequality constraints are used in Equations (6.4),
116

(6.13), (6.14), and (6.15) to consider cases in which producing more energy by the PGU
or purchasing more energy from the EG can be more economical than providing the exact
amount of energy required for the facility, e.g., when the electricity is relatively more
expensive than the fuel and the electric load for the facility is higher than the cooling or
heating loads, it is possible that producing the exact amount of electric energy and excess
cooling energy by the PGU costs less than other operating modes. The electric and
thermal energy flows can bypass the EES and TES (i.e., Elfacility_bp, Qcool_bp, and Qheat_bp)
when energy accumulation is not required. In Equations (6.7) and (6.8), variables of
Elstored and Qstored are used to represent incoming energies (incoming arrows) that were
stored in a previous time step or energy stored in the current time step made available to
the next time step (outgoing arrows).
6.2.4

Energy Conversion and Efficiency Constraints
An effective and time-efficient approach is proposed in Section 5.2.2 to determine

the fuel-to-electric-energy conversion constraint in the LP formulation. The conversion
equation is expressed as
·

0
(6.17)

0

0

where, a and b are the fuel-to-electric-energy conversion parameters that can be obtained
from the manufacturers’ specifications (see in Section 5.2.2). This simple discontinuous
constraint can be solved by searching two convex subsets, i.e., running two LP
simulations. The union of the two convex subsets encompasses the entire domain of
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interest. Since two LP simulations are required for each time step, 2n (n = number of time
step) simulations are necessary in the feed-forward control loop shown in Figure 6.3.
The same equations shown in Section 5.1.4 are used to determine the energy
efficiency constraints for each component. The constraint equations are
(6.18)

·

_

·

(6.19)

·

_

(6.20)

·

_

(6.21)

where, ηth_PGU is the fuel-to-thermal-energy conversion efficiency of the PGU, ηboiler is
the fuel-to-thermal-energy conversion efficiency of the boiler, and ηcool_comp and ηheat_comp
are the total efficiency of HVAC components for cooling and heating. The efficiency
constraints of EES and TES can be determined using Equations (6.22) and (6.23).
1

_

1

_

(6.22)

1
1

where, ηees and ηtes are the efficiencies of electric and thermal energy storages,
respectively.
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(6.23)

6.3

Input Data for the Algorithm
The U.S. Department of Energy (DOE) benchmark small office building model13

using the EnergyPlus14 simulation program was used to estimate the electric, cooling, and
heating energy loads for the control system simulation. In this case study, this building
model is assumed to be in the city of Chicago in Illinois. Detailed information of the
building model is described in Table 6.1. Torcellini et al. (2008) provides detailed
description of the DOE commercial building benchmark models.
Table 6.1 Description of the DOE Benchmark Small Office Building Model
Building type
Area
Glass area
People
Occupancy schedule
Electric equipment
Equipment schedule
Lights
Lights schedule
Thermostat schedule
a

Small Office (located in Chicago, IL)
511 m2 (Floor to ceiling height: 3.1 m)
60 m2 (21.2 % of wall area)
28 (18.58 m2/per)
Untila (fraction)b: 7(0), 8(0.1), 9(0.2), 11(0.5), 15(0.7),
16(0.8), 17(0.7), 19(0.5), 21(0.3), 24(0)
8.07 (W/m2)
Untila (fraction)b: 7(0.2), 8(0.4), 9(0.7), 18(0.9), 20(0.8),
21(0.7), 22(0.4), 24(0.2)
10.76 (W/m2)
Untila (fraction)b: 7(0.05), 8(0.2), 9(0.5), 18(0.9), 20(0.6),
21(0.5), 22(0.2), 24(0.05)
Cooling: Untila (set point, °C)c: 6(33), 21(24), 24(33)
Heating: Untila (set point, °C)c: 6(13), 21(21), 24(13)

Until: indicates the hour of the day until the specified fraction is considered.
Fraction: indicates the fraction of the total value of the variable that is considered in the calculation for
that specific period of time.
c
Set point: indicates the temperature to be considered as the thermostat set point for that specific period of
time.
b

In this study, natural gas was used as fuel for both the PGU and the boiler. The
costs, site-to-primary energy conversion factors, and emission conversion factors for
13

Other commercial building benchmark models are available at:
http://www.eere.energy.gov/buildings/highperformance/benchmark.html
14
EnergyPlus information is available at: http://www.eere.energy.gov/buildings/energyplus/
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electricity and natural gas used in this simulation are presented in Table 6.2. The
emission conversion factors for electricity in Chicago, IL is relatively high compared to
other cities in the U.S. The reason is that the percentage of coal in the fuel mix used to
generate electricity in the city of Chicago, IL, is about 72.8 %15. The higher the amount
of coal in the fuel mix of the region, the higher the carbon dioxide emissions.
Table 6.2 Cost, Site-to-Primary Energy Conversion Factors, and Emission Conversion
Factors for Electricity and Natural Gas for the City of Chicago, IL

Electricity
Natural Gas

Cost
($/kWh)*
0.10
0.0376 a

Site-to-primary energy
conversion (kWh/kWh)*
3.336
1.047

Emission conversion
factors (tons/year-kWh)*
0.000701
0.0002

a

Natural gas price of $11.02/MBtu is converted in $/kWh.
* Values obtained in November 2008 from EPA’s Target Finder.

A 15 kW generator set is used in the simulation. The fuel-to-electric-energy
conversion of the PGU is determined using Equation (6.17) based on the information of
fuel consumptions at given power outputs shown in Figure 5.4. The fuel-to-electricenergy conversion for a 15 kW generator set is then
2.97 ·

11.66

0
(6.24)

0

0

ASHRAE (2008) provides the typical energy distribution for internal combustion
engines. It suggests that 30 % of the fuel energy is converted to heat energy rejected
through the coolant and another 30 % of the fuel energy is rejected as heat through the
exhaust gas. The total efficiency of heat exchangers for the coolant and exhaust gas was
15

This percentage coal-in-the-fuel-mix information is obtained using Power Profiler from EPA.
Power Profiler is available at: http://www.epa.gov/cleanenergy/energy-and-you/how-clean.html
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estimated to be 0.85. Then the total fuel-to-thermal-energy conversion efficiency of PGU
(ηth_PGU) (i.e., total heat recovered from the engine) was determined to be 51 %. The
boiler thermal efficiency (ηboiler) was assumed to be 90 %. The total efficiency of the
cooling components (ηcool_comp) was estimated by considering the COP of an absorption
chiller and the efficiency of an air handling unit. The total efficiency of cooling
components was estimated as 0.7. The total efficiency of the heating components
(ηheat_comp) was estimated as 0.85 which is the efficiency of the air handling unit. The
thermal energy losses due to energy transport/transmission in the network are neglected
in this simulation because the pipes are well insulated in the facility. In case these losses
are not negligible, they can be added to the total efficiencies of the cooling and heating
components (ηcool_comp and ηheat_comp). The efficiencies of EES and TES (ηees and ηtes)
were estimated as 0.9 and 0.95, respectively (European Commission, 2001; Sels et al.,
2001). A summary of the conversion and efficiency constraint information for the
algorithm used in the simulation is listed in Table 6.3.

Table 6.3 Conversion and Efficiency Constraints
Fuel-to-electric-energy conversion parameter of PGU
Fuel-to-thermal-energy conversion efficiency of PGU
Boiler efficiency
Total efficiency of the cooling components
Total efficiency of the heating components
EES efficiency
TES efficiency
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Symbol
a
b

ηth PGU
ηboiler
ηc comp
ηh comp
ηees
ηtes

Value
2.97
11.66
0.51
0.9
0.7
0.85
0.9
0.95

6.4

Simulation Results
Single-day and year simulations have been performed using the control algorithm

presented in Section 6.2 to demonstrate the feasibility of the algorithm. A time interval of
10 minutes between the time steps is used throughout the simulations while a time
window of an hour is used for the feed-forward control loop, i.e., 6 time steps in each
time window. The results from the simulation of CHP operation with electric and
thermal energy storages are compared to those from the simulation of CHP operation
without energy storages in the remaining sections of this chapter. These results are also
compared to the results from the simulation with a reference conventional HVAC system
(i.e., a system with vapor compression system for cooling and boiler for heating) in the
following sections.
6.4.1

Single-Day Simulation Results
Simulations during winter and summer days have been performed with a 15 kW

generator set to examine the feasibility of the algorithm for real-time operation. In the
simulation, actual and predicted electric and thermal energy loads obtained from the
EnergyPlus model of the DOE benchmark small office building described in Section 6.3
have been used in the feed-forward control loop to predict energy accumulation in the
EES and TES. The “predicted” energy load is taken to be the load profile from another
day with similar weather conditions to that of the day for the “actual” energy load. The
actual and predicted energy required by the building on a day in winter and summer are
illustrated in Figures 6.4 and 6.5. In actual real time implementation, the actual and
predicted energy loads should be evaluated based on current weather condition at a given
time and weather forecasting information.
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Figure 6.4 Actual and predicted energy loads on a winter day obtained using EnergyPlus
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Figure 6.5 Actual and predicted energy loads on a summer day obtained using
EnergyPlus
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The LP model illustrated in Section 6.2 has been simulated based on the energy
loads described in Figures 6.4 and 6.5. The results have been obtained using three
different objective functions with respect to the operational cost, PEC, and CDE in the
algorithm in each simulation. The results of the total operational cost, PEC, and CDE on
a day in winter are presented in Tables 6.4, 6.5, and 6.6, respectively. The total energy
stored in the electric and thermal energy storages on a day in winter is shown in
Table 6.7. The results in Table 6.4 show that the CHP system with energy storages on a
winter day saves about 10.8 % of operational cost while the CHP system without energy
storages reduces the operational cost by 4.4 % compared to the cost of the reference
conventional system.

Table 6.4 Total Operational Cost ($/day) on a Winter Day

Optimized
based on

CHP system with EES and TES

CHP system without energy storages

Reference

32.31

32.31

Cost

28.82 (10.8 % saving)

30.90 (4.4 % saving)

PEC

29.04 (10.1 % saving)

32.64 (1.0 % increasing)

CDE

29.30 (9.3 % saving)

32.64 (1.0 % increasing)

Table 6.5 Total Primary Energy Consumption (kWh/day) on a Winter Day

Optimized
based on

CHP system with EES and TES

CHP system without energy storages

Reference

1030.40

1030.40

Cost

881.23 (14.5 % saving)

962.90 (6.6 % saving)

PEC

879.96 (14.6 % saving)

943.21 (8.5 % saving)

CDE

882.80 (14.3 % saving)

943.21 (8.5 % saving)
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Table 6.6 Total Carbon Dioxide Emissions (tons/day) on a Winter Day

Optimized
based on

CHP system with EES and TES

CHP system without energy storages

Reference

0.212

0.212

Cost

0.177 (16.5 % saving)

0.196 (7.5 % saving)

PEC

0.176 (17.0 % saving)

0.184 (13.2 % saving)

CDE

0.176 (17.0 % saving)

0.184 (13.2 % saving)

Table 6.7 Total Energy Stored in EES and TES (kWh/day) on a Winter Day

Optimized
based on

Cost
PEC
CDE

Electric energy stored
125.98
103.28
118.08

Thermal energy stored
147.02
132.41
129.66

The results of the total operational cost, PEC, and CDE on a day in summer are
presented in Tables 6.8, 6.9, and 6.10, respectively. The total energy stored in the electric
and thermal energy storages on a day in summer is shown in Table 11. In Table 6.8, both
CHP systems with and without energy storages increase the operational cost about 3.8 %
and 5.1 % respectively compared to the cost resulting from using the reference system.
The reason is that the conventional HVAC system has much higher efficiency than the
cooling system for the CHP systems, i.e., a COP of conventional HVAC system used in
this simulation is 3.05 while a COP of 0.7 is used for the single effective absorption
chiller in the CHP systems. The results of the PEC and CDE optimization in Tables 6.9
and 6.10 show that although the CHP system with energy storages do not yield savings
on the operational cost at all, it still can reduce a significant amount of the PEC and CDE
on a summer day (e.g., up to 11.8 % and 19.3 % respectively). The results in Table 6.11
show that the amount of energy stored in the thermal energy storage on a summer day is
relatively smaller than that on a winter day (see Table 6.7). In Tables 6.6 and 6.10, it is
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interesting to observe that on a day in summer the CHP systems reduce emissions more
than on a day in winter even if the results for the operational cost and PEC are opposite in
Tables 6.4 and 6.5 against the corresponding results in Tables 6.8 and 6.9, respectively.
The reason is that in summer, the reference conventional system consumes more
electricity for cooling while the CHP systems use natural gas for cooling, i.e., an increase
of electricity usage can cause an increase in emissions when the source used to generate
electricity contains a high emission factor (see Table 6.2).
Table 6.8 Total Operational Cost ($/day) on a Summer Day

Optimized
based on

CHP system with EES and TES

CHP system without energy storages

Reference

31.08

31.08

Cost

32.27 (3.8 % increasing)

32.66 (5.1 % increasing)

PEC

32.34 (4.1 % increasing)

32.74 (5.3 % increasing)

CDE

32.49 (4.5 % increasing)

32.74 (5.3 % increasing)

Table 6.9 Total Primary Energy Consumption (kWh/day) on a Summer Day
CHP system with EES and TES
Reference 1036.80
Optimized
based on

CHP system without energy storages
1036.80

Cost

914.59 (11.8 % saving)

926.70 (10.6 % saving)

PEC

914.45 (11.8 % saving)

925.03 (10.8 % saving)

CDE

917.59 (11.5 % saving)

925.03 (10.8 % saving)

Table 6.10 Total Carbon Dioxide Emissions (tons/day) on a Summer Day

Reference
Cost
Optimized
PEC
based on
CDE

CHP system with EES and TES

CHP system without energy storages

0.218

0.218

0.176 (19.3 % saving)
0.176 (19.3 % saving)
0.176 (19.3 % saving)

0.179 (17.9 % saving)
0.178 (18.3 % saving)
0.178 (18.3 % saving)
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Table 6.11 Total Energy Stored in EES and TES (kWh/day) on a Summer Day

Optimized
based on

6.4.2

Electric energy stored

Thermal energy stored

Cost

111.33

28.05

PEC
CDE

113.49
101.20

24.68
21.44

Single-Year Simulation Results
A single-year simulation is necessary to evaluate the performance of an energy

system for a building, since the weather greatly affects the energy consumption and
emission rate throughout the year. The LP simulations illustrated in Section 6.2 have been
performed based on the energy loads obtained from EnergyPlus. The results of the total
annual operational cost, PEC, and CDE for a year are presented in Tables 6.12, 6.13, and
6.14, respectively. The yearly total energy stored in the electric and thermal energy
storages is shown in Table 6.15.
Table 6.12 Total Operational Cost ($/year)
CHP system with EES and TES
Reference 17,005
Optimized
based on

CHP system without energy storages
17,005

Cost

16,653 (2.1 % saving)

16,810 (1.1 % saving)

PEC

16,700 (1.8 % saving)

16,985 (0.1 % saving)

CDE

17,077 (0.4 % increasing)

17,260 (1.5 % increasing)

Table 6.13 Total Primary Energy Consumption (kWh/year)
CHP system with EES and TES
Reference 555,768
Optimized
based on

CHP system without energy storages
555,768

Cost

514,830 (7.4 % saving)

521,400 (6.2 % saving)

PEC

513,544 (7.6 % saving)

518,630 (6.7 % saving)

CDE

529,180 (4.8 % saving)

532,230 (4.2 % saving)
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Table 6.14 Total Carbon Dioxide Emissions (tons/year)

Optimized
based on

CHP system with EES and TES

CHP system without energy storages

Reference

115.67

115.67

Cost

104.25 (9.9 % saving)

105.76 (8.6 % saving)

PEC

107.29 (7.2 % saving)

107.64 (6.9 % saving)

CDE

103.70 (10.3 % saving)

104.35 (9.8 % saving)

Table 6.15 Total Energy Stored in EES and TES (kWh/year)

Optimized
based on

Electric energy stored

Thermal energy stored

Cost

45,142

84,511

PEC
CDE

27,314
15,202

80,196
87,667

Figures 6.6, 6.7 and 6.8 show the variation of the operational cost, PEC, and
CDE of the CHP systems with and without energy storages with respect to the
reference HVAC system, respectively. It is important to mention here that in all
figures, a negative number implies a reduction while a positive number implies an
increase from the reference case. Figure 6.6 illustrates that the operational cost up to
2.1 % can be saved when the CHP system with energy storages is used instead of a
conventional HVAC system for a building. In Figure 6.7, it is seen that the PEC can
be reduced up to 7.6 % by the CHP system with energy storages when using the PEC
optimization mode. The results in Figure 6.8 indicate that using the CHP system with
energy storages can decrease the CDE up to 10.3 % while the CHP system without
energy storage can decrease the CDE up to 9.8 %.
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Figure 6.6 Percentage variation of operational cost for CHP systems with and without
energy storages with respect to a conventional HVAC system
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Figure 6.7 Percentage variation of PEC for CHP systems with and without energy
storages with respect to a conventional HVAC system
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Table 6.16 Site Energy Consumption (kWh/year)

CHP system
with energy
storages

CHP system
without energy
storages

Optimized
w.r.t.

Optimized
w.r.t.

Grid Electricity

Natural Gas

Total

Reference

149,140

55,608

204,752

Cost

92,682

196,416

289,098

PEC

87,970

210,197

298,167

CDE

97,302

195,396

292,698

Reference

149,140

55,608

204,752

Cost

96,682

189,943

286,625

PEC

82,820

231,463

314,283

CDE

93,614

210,061

303,675

The site energy consumption (SEC) for the reference system and the CHP for the
different optimization modes is presented in Table 6.16. It shows that the CHP systems
increase the SEC considerably when compared to the reference system, i.e., the CHP
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systems utilize less electricity but more natural gas compared to the reference system.
An increase of the SEC in CHP systems can be interpreted as increasing decentralization
of energy conversion. These results agree with the results shown in Figures 6.7 and 6.8 in
that the CHP systems provide significant reduction on PEC and CDE by reducing usage
of electricity and increasing natural gas consumption.
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CHAPTER VII
SUMMARY, CONCLUSIONS, AND FUTURE WORK

7.1

Summary and Conclusions
This dissertation first introduced the potential of CHP systems to increase

resource energy efficiency and to reduce carbon and air pollutant emissions in Chapter I.
It further described the current status and near-future estimation of global CHP capacity.
It indicated that the total CHP capacity can be increased up to 830 GWe in 2030, which is
more than double amount of the current world capacity (i.e., approximately 330 GWe).
Followed by this opening, obstacles that may diminish the potential of CHP were
discussed on the topics of the performance evaluation, system design, and operational
strategy of CHP systems. The objectives were set up to overcome portions of these
obstacles. These objectives of this dissertation are to perform a transient CHP simulation
for CHP performance assessment and to develop an optimal control algorithm for realtime operation of CHP systems. A literature review on the topics of performance
evaluation and optimization of CHP systems was performed in Chapter II to ensure a
thorough understanding of the published work and the current research trends and to
justify the contribution of this dissertation work.
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Chapter II focused on using a transient simulation software, TRNSYS, to model
and evaluate the performance of a CHP system. The transient response of a small
building interacting with the CHP system was simulated. A dynamic building model
based on the detailed specifications of the test facility at MSU has been created in
TRNSYS. Heating and cooling load profiles have been estimated using this model along
with TMY2 weather data. As expected from the weather pattern, the energy requirement
for space cooling is larger than the energy requirement for space heating. The
cogeneration and thermally activated components have also been modeled in TRNSYS.
The results of the simulation illustrate that CHP performance evaluation can be
performed using a transient simulation model. The dynamic response of the building was
shown to follow the weather patterns, especially solar radiation. In particular where the
solar radiation peaked at about 12 pm, this resulted in less energy usage at around 3 pm
due to the dynamic lag in the response of the building. This dynamic lag was shown to
correspond to a system time constant of four hours for a first order system with sinusoidal
input. The time constant can be used to develop a first order model of a building. The
results also demonstrate that an economical analysis can be readily incorporated as part
of the dynamical simulation. These results on the dynamic lag and economics can be used
to improve the design, component selection, and control of a micro-CHP system taking
into account weather information and the cost of fuel and electricity.
Chapter IV demonstrated the development of a dynamic power generation unit
model that can be readily incorporated into the transient CHP simulation environment.
A first order Wiebe function-based model for diesel engine combustion was developed
and comprehensive sensitivity and dynamic uncertainty analyses were performed on the
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combustion model after it was validated with experimental results from a single-cylinder
diesel engine. The sensitivities, uncertainty magnification factors (UMF), and uncertainty
percentage contributions (UPC) of twenty two different experimental variables and model
parameters were investigated for both constant and variable specific heat ratio (γ)
assumptions. The results from these analyses lead to the following salient conclusions:
1. The Wiebe function-based combustion model with a quadratic interpolation
equation for γ as a function of gas temperature provided reasonable predictions of
cylinder pressure and mass burned fraction histories.
2. Trapped mass (mi) and parameters in the quadratic interpolation equation for γ
(γT1, γT2, and γT3) showed the highest crank angle-resolved sensitivities for
predicted cylinder pressures while start of injection (θSOI) and ignition delay (θid)
showed negative sensitivities.
3. The highest UMF values were observed for γT1, γT2, and compression ratio (rc)
while the UMFs for γT3, initial pressure (P0), initial temperature (T0) θSOI, and γT3
were much lower; however, the UMFs for mi and θid were virtually negligible
throughout the combustion process.
4. For the variable γ scenario, γT1 was the most dominant contributor to the overall
uncertainty in predicted cylinder pressures providing UPC values as high as
90 percent but γT2, rc, mi, and θid also had significant UPC values. However, for
both γ = 1.35, and γ = 1.4 assumptions, γ turned out to be the most important
uncertainty percentage contributor bar none. Consequently, it is critical to
determine these variables (especially γ) with the minimum possible uncertainty.
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5. Many variables including engine speed (Ne) and cylinder wall temperature (Tw)
did not yield significant values for sensitivities, UMF or UPC throughout the
combustion duration for all cases investigated in this study.
6. The results presented in this paper provide a fundamental framework for
performing dynamic uncertainty analyses on all crank angle-resolved
experimental data and predictions from any type of combustion model.
Crank angle-resolved uncertainty intervals of cylinder pressure obtained from dynamic
uncertainty analyses clearly reinforce the need to include quantitative bounds for
validation of pressure predictions from all combustion models, instead of merely
commenting on the “goodness” of predictions qualitatively.
Chapter V investigated the development of an energy dispatch algorithm to
provide optimized CHP operation with respect to the operational cost, Primary Energy
Consumption (PEC), or Carbon Dioxide Emissions (CDE). The linear programming
(LP) model was formulated based on an intuitive network model of a CHP system. LP
was used to optimize the CHP operation instead of dynamic or nonlinear programming
since the simple nature of LP can provide a time efficient solution which is critical for
real-time system operation. Two approaches to handle the nonlinear fuel-to-electric
energy conversion efficiency of the power generation units, e.g., internal combustion
engines, were proposed for the real-time operation environment. In the first case study,
the energy dispatch algorithm was implemented in simulations on a model of the microCHP system at MSU. The results from the simulations were compared to the results from
a few baseline cases outlining different possible operation conditions. It was seen that
the algorithm provided the optimal cost throughout the simulation period. The results
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also demonstrated that the fuel-to-electric-energy conversion efficiency can be
determined within the algorithm using a fixed-point iteration procedure through the
nonlinear efficiency function. Finally the results from the case study illustrate the
potential economical gain resulting from optimizing the operation of the CHP system. In
the second case study, the energy dispatch algorithm was implemented in simulations of
CHP operation for different climate conditions based on operational cost, PEC, and CDE
reduction using an optimal energy dispatch algorithm. Cities with different climate
conditions were selected to obtain different building electric, cooling, and heating load
profiles. These cities are: Columbus, MS; Minneapolis, MN; San Francisco, CA; Boston,
MA; and Miami, FL. The results demonstrated that CHP systems increase the site energy
consumption (SEC) with respect to the reference building. For the evaluated cities, the
lowest SEC increase was obtained when the CHP system was optimized based on cost
with the exception of San Francisco. However, for some cities the highest increase was
obtained for CDE optimization (Columbus, Miami, and Minneapolis) while for
San Francisco the highest increase was obtained for cost optimization. Boston is the only
city that showed the highest increase in SEC when the CHP was optimized based on
PEC. The lowest increase was 29 % for Minneapolis when the CHP system was
optimized based on cost and the highest increase was 171 % for Miami when the system
was optimized based on CDE. For the reference case, it can be concluded that the higher
the amount of coal in the fuel mix of the region the higher the carbon dioxide emissions.
The reduction on emissions strongly depends on the site energy consumption and the
emission conversion factors for electricity and natural gas for the different location.
Depending on the emission conversion factor for electricity, substituting electricity by
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natural gas is not always beneficial for all locations. This is the case of San Francisco and
Boston that have low emission conversion factors. However, for Columbus, Minneapolis,
and Miami that present relatively high emission factors, substituting electricity by natural
gas is beneficial and reduces the carbon dioxide emissions. The results for the different
locations demonstrated that in general there is not a common trend among the three
optimization modes presented in this study. Optimizing one parameter may reduce or
increase the other two parameters. This can be attributed to the variation of the building
loads, electricity and fuel costs, and the carbon dioxide emission factors for the different
cities evaluated in this investigation. The only cities that showed reduction of PEC while
also reducing the CDE are Columbus, Minneapolis, and Miami. For these cities the
operational cost always increases when compared to the reference case. On the other
hand, for San Francisco and Boston, CHP systems increase the CDE. Each city has to be
analyzed separately in order to determine if the use of CHP systems is beneficial or not
for this specific location. Regardless of whether CHP systems increase the cost of
operation, as long as primary energy savings and reduction of carbon dioxide are
guaranteed, the use of CHP systems should be considered.
Chapter VI introduced an energy dispatch algorithm for real-time CHP operation
capable of handling a variety of optimization modes/criteria including operational cost,
PEC, and CDE. The energy dispatch algorithm featured a supervisory feed-forward
control for real-time CHP operation using short-term weather forecasting to manage
electric and thermal energy generation and to plan energy storage for short term usage. A
detailed building model simulated through a building simulation program such as
EnergyPlus was required to estimate accurate electric, cooling, and heating loads used for
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the electric and thermal energy management for the system. The direct fuel-to-electricenergy conversion method described in Chapter V was used in this algorithm. This
method is an effective and time-efficient approach to handle the nonlinear fuel-to-electric
energy conversion efficiency of the power generation units, e.g., internal combustion
engines, for the real-time operation environment. This approach can be readily
implemented in the LP model using available manufacturers’ data. It is worthwhile to
note that this LP algorithm can provide an optimized operational mode within a required
time (e.g., 5 minutes) using a personal computer. Single-day simulations and single-year
simulations for each optimization mode were performed for the city of Chicago, IL. The
results indicated that CHP systems with an energy dispatch algorithm have the potential
to realize savings in operational cost, PEC, and CDE with respect to a conventional
HVAC system, i.e., with a vapor compression system for cooling and a boiler for heating.
The results in Table 6.4 through 6.11 showed that the optimized CHP operation can result
in significant cost-savings on a winter day compared to a conventional system. However,
CHP operation was not cost-wise attractive on a summer day. It was also observed that
in both winter and summer days a significant amount of the PEC and CDE can be
reduced using the optimized CHP systems instead of the conventional system. The
single-year simulations also demonstrated that even when the optimized CHP operation
cannot provide significant savings on operational cost, it can still yield significant
reduction of the PEC and CDE throughout a year, i.e., the CHP system with energy
storages can save the PEC up to 7.6 % and the CDE up to 10.3 % compared to those of
the reference conventional system. This was due to the fact that the optimized CHP
systems increased the SEC about 30 % with respect to the reference system. Overall
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results showed the potential saving of operational cost, PEC, and CDE using the control
system for a CHP system with electric and thermal energy storages.

7.2

Future Work
Since this dissertation discusses about a broad range of topics, a diversity of

development and improvement can be made within the applications. In Chapter III, a
transient simulation model of a CHP system was implemented into a building/energysystem simulation tool, TRNSYS. The results from this simulation must be validated
using the experimental results. Currently, experimental data in the micro-CHP
demonstration facility at MSU is being collected. After validating the model, it can be
modified and calibrated for a variety range of different applications to assess their system
performance.
In Chapter IV, a dynamic model of a power generation unit was developed. This
model can be further modified to evaluate performance using different type of fuels, such
as natural gas and bio-fuels. This model can be also implemented in TRNSYS and
integrated to the CHP transient model developed in Chapter III to simulate CHP systems
in more realistic manner.
In Chapter V and VI, optimal energy dispatch algorithms were developed to
operate the CHP system in real-time. These algorithms can be further implemented in
TRNSYS and evaluated to examine the feasibility of the algorithms in a realistic
operation environment. The CHP transient model developed in Chapter III can be
subjected to test the feasibility of the algorithms in TRNSYS. In other words, the control
system loop including a controller, building model and weather information can be
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implemented completely in TRNSYS environment to demonstrate the effectiveness of the
algorithm.
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