INTRODUCTION
To date, worms and other widespread network-based attacks have gained unauthorized access to many organizations' hosts by exploiting known vulnerabilities. For example, the Code Red worm, that spread in July and August 2001, exploited a known buffer overflow vulnerability on thousands of hosts that were running Microsoft servers [CCZ02, SPW02] . The damage could have been avoided if the host administrators had installed the software patch that was announced by Microsoft approximately one month before the worm was released.
There are two important and complementary approaches to protecting systems from network attacks: reactively detecting an attack that has occurred and proactively preventing an attack from occurring. Intrusion Detection Systems (IDS) try to reactively detect attacks by monitoring suspicious activity on the host (e.g., [GJM02] ) or on the network (e.g., [KVVK02] ). Such an IDS is a crucial component for protecting a system against unknown vulnerabilities or known vulnerabilities that-for various administrative reasons-cannot immediately be repaired. However, current IDS technology may be easy to overcome [WS02] and detecting a worm after it has infected the host might be too late [SPW02] . Thus, in the case of known vulnerabilities that can be patched, it is preferable to proactively immunize the system as soon as a patch is available.
In this paper we outline our vision for an Intrusion Prevention Infrastructure (IPI), depicted in Fig. 1 . We envision an infrastructure that as soon as a new vulnerability is published, detects the vulnerability on every system host, estimates the vulnerability threat with respect to the site security priorities, and aids the administrator in repairing the vulnerability. The infrastructure core is a vulnerability database which provides a vulnerability definition that facilitates and integrates the other infrastructure components: a compiler that generates audit scripts from the vulnerability specification, an audit tool that uses those scripts, a site-customizable threat analyzer, and a repair tool that derives repair options from the vulnerability definition. This paper focuses on two IPI components: the vulnerability database, with its language for defining vulnerabilities, and the threat analyzer. More particularly, we make the following contributions:
PIK 27 (2004) 4
Rubin, Alderman, Vernon Foundations for Intrusion Prevention
Vulnerability semantics (Section 3). We propose a formal language for vulnerability definition. The language core comprises two sets of attributes: the presence attributes define the characteristics of a vulnerable host and the threat attributes define the severity of the vulnerability and the difficulty of exploiting it. Since our language is formal, it facilitates unambiguous vulnerability definition and accurate audit; since it is simple, repair options can be derived from the vulnerability description by nullifying the presence or threat conditions. Unlike other languages (e.g., [MIb] ), our attributes do not rely on specific host or operating-system features, so they support an efficient audit. At the same time, our language enables threat definition that depends on the host configuration. For example, one can define a conditional threat: "if file F exists, the threat is high, else the threat is low".
Threat analyzer (Section 4). We develop a site-customizable threat analyzer that ranks vulnerabilities according to the site security preferences. Our first threat measure is the attack severity, a quantitative measure of the resources a vulnerability exposes. To identify these resources, the analyzer uses both the vulnerability semantics and the audit results; to quantify them, it uses a resource ranking which is customized according to the site security preferences. The second threat measure is the attack difficulty, an estimate of the attacker ability to launch a successful attack. We split the difficulty definition into two components. The inherent component represents the vulnerability difficulty by comparing the vulnerability to others that are similar. The site-specific difficulty reflects the difficulty of exploiting the vulnerability on a particular host.
IPI case study (Section 5). We study the IPI feasibility, its necessity, and its impact on security. We partially implemented the IPI audit and threat tools, and we used the tools to conduct a long term experiment on a real site. Our site has 1500 hosts, maintains strong configuration management (only software that is authorized by the site administrator can be installed), and has a security officer who devotes his entire time to ensuring the site security. The results demonstrate the IPI's capability of finding long-lived vulnerabilities, even for a site with such a high security awareness. The study demonstrates the value of a sitecustomizable threat analyzer for consistently measuring threat levels over a long period of time. The threat analyzer measures both the impact of repairing vulnerabilities and the threat levels of vulnerabilities that were not repaired because they are allowed by the site security policy.
BACKGROUND AND MOTIVATION
The motivation for the IPI stems from three observations. First, new vulnerabilities are published on a daily basis. Second, the vast majority of the exploits target known vulnerabilities with available patch. Third, to the best of our knowledge, there have not yet been developed a vulnerability specification language that facilitates automated audit, threat analysis, and repair.
The Rate of New Vulnerabilities
One reason that vulnerability prevention is a challenging task is the rapid rate at which new vulnerabilities are reported. To quantify this rate, and to learn about the magnitude of the threat, we analyze more than more than 6000 vulnerabilities that were published in the ICAT database [Th] between the years 1999 and 2003 (Fig. 2 ).
On average, 1,320 new vulnerabilities were published in each of the last three years-that that is, an average of 3.6 new vulnerabilities per day. Furthermore, remote (network-exposed) 
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As other researchers found [HCDA04] , we observed that, at least until today, worms and viruses exploited known vulnerabilities (Fig. 3) . While the Nimda worm (CVE-2000-0884   1 ) exploited a vulnerability that was known for more than 120 days, Sasser (CAN-2003-0533   1 ) exploited a vulnerability that was known only for 17 days. Furthermore, recent advances in binary analysis [Ha04] indicate that an exploit can be found hours after a vulnerability and its corresponding patch were announced. These two observations lead to the following conclusions. An accurate and efficient IPI is needed to help system administrators to rapidly test for and repair newly published vulnerability. Tests are needed each time a vulnerability is published, a new operating system or service is installed, or host reconfigurations are performed. In such circumstances, the IPI audit tool must have low false positives rate and the repair tool must cause minimal disruption to host and network operations.
Imprecise Vulnerability Definition
To facilitate audit and repair, the IPI requires precise vulnerability definition. We demonstrate that a natural-language vulnerability definition-used by all contemporary vulnerability databases-lacks the ability to unambiguously define a vulnerable host and the vulnerability threat.
Consider the natural language description from the ICAT database [Th] :
Guestbook vulnerability (CAN-1999-1053 [MIa] ). The guestbook.pl is a CGI script that enables visitors to sign an online guest book. A security hole, when guestbook.pl is run on Apache 1.3.9 and possibly other versions, enables users to insert, instead of their names, shell commands-called ServerSide Includes (SSI). Consequently, attackers can execute arbitrary commands on the host. However, such commands will be executed only if the Apache web server enables SSI, and guestbook.pl is configured to accept HTML tags. This description leads to three possible definitions of a vulnerable host. A first definition could be: (i) the Apache web server is running, (ii) the Apache web server is configured to enable SSI, (iii) at least one user is using the guestbook.pl script, and (iv) HTML tags are enabled in that guestbook.pl script. A second, broader definition can ignore the third and the fourth conditions. After all, since any user at any time can install the guestbook.pl script, a host can be viewed as vulnerable even if the script is not currently installed. Lastly, one might claim that the Guestbook vulnerability represents a family of vulnerabilities which can be described by a third definition broader than the first and narrower than the second-conditions (i), (ii), and (iii'): there exists a script accessible by Apache that does not sanitize SSI directives in its input.
Natural language description is not only ambiguous with respect to the presence of the vulnerability, but also imprecise with respect to the vulnerability threat. First, the commands the attacker inserts are executed under the privileges of the web server account. If Apache is running with 'root' privileges, the threat is higher than if it is running with 'nobody' privileges. Second, the threat depends on the conditions that define the presence of the vulnerability. Guestbook poses an immediate threat according to the first and third definitions above, but only a potential threat according to the second definition.
The Guestbook description lacks two other important properties a vulnerability definition must possess. First, a definition must facilitate accurate audit. We cannot use a vague phrase like 'possible other versions' to implement an accurate audit procedure. Second, to facilitate rapid repair, the definition must include simple and accurate repair options.
VULNERABILITY SEMANTICS
The goal of the vulnerability semantics is to unambiguously define a vulnerable host, the vulnerability threat, and the vulnerability repair options. We observed that of those depends not only on the vulnerability itself but also on the environment in which the vulnerability is found. For example, the threat from the Guestbook vulnerability is low if the vulnerable host is behind a firewall. Hence, the semantics specifies how various attributes influence the meaning of the vulnerability while the audit tool and threat analyzer fill in the attributes with values. For example, the semantics specifies that the threat depends on the account that runs the Apache process, while the audit tool determines who the account owner is ('root' vs. 'nobody').
To achieve flexibility in definition, the vulnerability semantics contains four attribute sets. The identification attributes specify key characteristics of the vulnerability in a human-readable form. The presence attributes define sufficient and necessary conditions to determine whether a host is vulnerable. The threat attributes define system resources the vulnerability compromises and the difficulty of exploiting the vulnerability. Lastly, the repair attributes define how to immunize a vulnerable host; this set is beyond the scope of this paper.
Vulnerability Identification
This is a set of attributes that provides a human-readable description of the vulnerability; it is not a complete set of properties that characterize a vulnerable host. The attributes in this set are (Table 1) : (i) Name: provides a vulnerability-unique identifier (e.g., CVE name [MIa] ) (ii) Operating System: provides a list of operating systems that are known to be vulnerable; (iii) Vulnerable Unit: provides a list of the software components that should be repaired; (iv) Configuration: provides an informal description of configuration settings of the vulnerable units, like Apache with SSI turned on; and (v) Protocol/Port: specifies the name and RFC number of the vulnerability's application-level protocol (e.g., HTTP/2616) and the port number the vulnerability uses. The port is either an integer (e.g., 21 for FTP), or the word 'any' if the protocol standard does not dictate a specific port. In the latter case, we also specify the default port (e.g., 80 for HTTP).
Presence Semantics
The vulnerability presence semantics has two components. The first is a set of predicates, the condition set, that specifies necessary, sufficient, and verifiable conditions that must hold in order for a host to be vulnerable. The second is a set of verification hints the audit tool can use to verify these conditions.
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Foundations for Intrusion Prevention Predicate Evaluated to true if and only if Type serviceRunning() the service specified by the Protocol attribute is running. access (application, p) application is accessible using the service specified by the Protocol attribute given the predicate p is true. login (user,password) login with the pair (user,password) succeeded.
Func.
content(file, regExp) regular expression regExp is found in file. version() < v
version of the network service package is smaller than v.
Other binary operators (e.g., =, > , ≤ ) are supported. package() = name the name of the software package that provides the network service is name.
Config.
hostResponse (com, regExp) after the host executes command com the response contains the regular expression regExp. netResponse (msg, regExp) after the host receives the message msg the response contains the regular expression regExp. Func. + Config.
Condition Sets
Out of the hundreds of vulnerabilities we reviewed, 90% of them can be defined using the predicates in Table 2 . We use predicates that assert configurational properties only, functional properties only, or both.
Since audit tools usually use a functional test-a test that uses the means the attacker uses [De] -to verify functional predicates, using functional predicates in the vulnerability presence definition is preferable. When this is not feasible, because a functional test is either unsafe (e.g., requires buffer overflow exploitation) or inefficient, configurational predicates can be used. For example, the most efficient way to verify that the SSH service enables Kerberos authentication is by checking the SSH configuration file (P 4 in SSH in Table 4 ). To facilitate flexible and efficient audit, we permit two condition sets; in the WebSitePro vulnerability (Table 4) we specified two (logically equivalent) sets, and the audit tool can select the set that it believes is more efficient to check.
The condition set relies on the assumption that the site uses an official software release. If the site changed the software (e.g., by modifying the version number, service banner, etc.), we classify such changes as user software that is not widely distributed and is not covered by the standard IPI audit.
Verification Hints
To help the audit tool verify the predicates in the condition set, we add verification hints to the vulnerability presence definition. We define two categories of verification hints: informational and logical.
An informational hint suggests the location of a resource that the audit tool can use to verify predicates. For example, H 3,UNIX in the Guestbook definition (Table 1) points to the Apache configuration file required by predicate P 3 (an additional hint can be provided for a Windows machine). A logical hint specifies either a netResponse or a hostResponse predicate ( Table 2 ) that can be used to verify the predicates in the condition set. For example, to verify P 1 and P 2 in Perl-In-CGI (Table 4) , the audit tool can use H 1,2,UNIX that specifies a netResponse predicate that if it holds, P 1 and P 2 hold too. Note that H 1,2,UNIX is a sufficient hint only (denoted using →): if it fails, P 1 and P 2 may still be true. We can specify necessary and sufficient hints (denoted using ↔); for example, H 2,3,UNIX in LPRng (Table 4 ) specifies a hostResponse predicate that holds if and only if both P 2 and P 3 hold. To increase the audit flexibility, it is possible to specify more than one hint for predicates. For example, H 2,3,UNIX (a UNIX dependent hint) and H 2,3 (a general hint) can be used to verify P 2 and P 3 in the SSH example (Table 4) .
There is no clear border between necessary-and-sufficient hints and predicates in the condition set; the vulnerability definer has the power to "upgrade" such hints into predicates. However, our guideline is to leave the condition set, to the extent possible, host and operating system independent. 
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Resources associated with user accounts. The strings 'PA' and 'NPA' distinguish between privileged accounts (e.g., root or administrator) and regular user accounts. 'SA' denotes an account of the owner of the vulnerability network service (e.g., SA=root if the web server is running with the root privileges).
UserName is used to specify a specific user account (e.g., 'john' or 'guest').
File
A regular expression for a set of files or directories.
HostIp(.RFC)
Denotes the physical device associated with an IP address HostIp (e.g., a workstation, a printer). RFC is optional and specifies the protocol of the compromised service (e.g., 2616 for HTTP). root_directoy
The root directory associated with the vulnerability network service (e.g., root directory of a web server).
Denotes compromised data about users' files, or directories.
config_file
Denotes the configuration file of a vulnerable network service.
Threat Semantics
The threat semantics has two components: the vulnerability severity and the vulnerability difficulty. A novel feature of our semantics is the use of the same predicates that define presence to define the threat attributes.
Vulnerability Severity
The vulnerability severity is the extent to which an attacker gains unauthorized privileges on various system resources. Hence, the Exposed Resources attribute specifies privileges on resources that the attacker gains. In the Telnet example (Table 1) , the attacker gains Confidentiality, Integrity and Availability (CIA) privileges (i.e., reading, modifying, and blocking access, respectively) to all resources associated with a particular non-privileged user. In WebSitePro (Table 4) , the attacker gains only confidentiality privileges to the directory names of the web server.
We used the resources listed in Table 3 to define hundreds of vulnerabilities. Besides facilitating the customizable threat model, our exposed resources approach has two other advantages. First, it enables us to specify resources in a fine-grained manner. For example, <CIA,john> specifies CIA privileges of the account with the name john, while <CIA,/home/john/* > specifies CIA privileges to all files under the directory '/home/ john'. Second, using presence predicates to express conditions on the exposed resources attribute increases our definition expressiveness. In Guestbook, it is not clear whether Apache versions other than 1.3.9 are vulnerable too (Section 2.2). So, we put the version predicate in the exposed resources attribute rather than in the condition set ( Table 1 ). The result is a vulnerability presence definition that captures various valuable hosts (not only those with Apache 1.3.9), but reflects the differences in the vulnerability threat based on the version number. As more knowledge becomes available, the definitions may change.
Attack Difficulty
Our difficulty definition is based on two observations. First, like other attributes in the semantics, the vulnerability difficulty is also host dependent. For example, it is difficult to exploit a host behind a firewall. Second, some vulnerabilities are intrinsically more difficult to exploit than others. The Guestbook can be exploited by any user familiar with a few UNIX commands, whereas exploiting a buffer overflow on an SNMP daemon (e.g., CAN-2002-0017) requires programming and network expertise.
The Expected Time to Exposure (ETE) attribute-which captures the host-dependent difficulty-is the time it takes for a host to become exploitable. In most cases, a vulnerable host, one for which all presence predicates hold, is also exploitable and the ETE is 0 (e.g., LPRng in Table 4 ). However, there are cases where additional user activity is required before a host becomes exploitable and then the ETE gets a non-zero value. For example, a user must install the guestbook.pl script before the Guestbook attack can take place. In such cases, the attribute value is 'timeUntil(user-activity-description)=default' ( Table 1) . The IPI database contains the default value for the timeUntil predicate, but the administrator can customize the value according to her familiarity with her system.
The Expected Time to Attack (ETA) attribute-which captures the intrinsic vulnerability difficulty-is the expected time until an attacker gains unauthorized privileges, given that the host is exploitable (i.e., no more user activity is required for the host to become exploitable). In the case of LPRng (Table 4) , the ETA is the time it takes to develop code that exploits the buffer overflow. For password sniffing (Telnet in Table 1) , it is the time it takes to login after a user/password pair is known, which is essentially zero. For Guestbook (Table 1) , it is the time until the guest book owner will upload the guest book and the attacker code will be executed (estimated as a week). We give examples of assigning the ETA value to the vulnerabilities we found in Section 5.1.
The vulnerability definer assigns both the ETA and ETE values (e.g., 1, 7 days). These values can be conservative, and can be refined from measures of exploit activity on the Internet (e.g., [BAMF01] ). However, the thorough investigation of how to assign and update these values is left for future work. In any case, it is important to be consistent, and to assign similar values to vulnerabilities with similar difficulties.
Repair Semantics
The Repair semantics contains attributes that define alternatives for immunizing a host that has the vulnerability. These attributes are not given in the examples specifications, and their complete description is beyond the scope of this paper.
We note however, that since the condition set specifies the necessary and sufficient conditions for a host to be vulnerable, a repair action should nullify at least one of the conditions. Indeed, most vulnerability databases define several repair operations that one can view as rendering our presence predicate false: applying an available software patch, upgrading to a newer non-vulnerable version of the service, or changing one of the service configuration parameters (e.g., changing the Apache configuration file so that server side Includes are not enabled, which nullifies P 3 , see Table 4 ). This observation makes it easier to present to the system administrator the repair options, as we illustrate in Section 5.2. 3 To conserve space we use the shorthand < to denote 'all versions smaller than', alternatively in reality all versions can be specified.
THREAT ANALYSIS
In the previous section we presented the threat semantics for defining the vulnerability threat. Here, we discuss how the threat analyzer uses the semantics to estimate the severity of the vulnerability threat according to the site security priorities.
Ranking Severity
We assign to every resource in the system (e.g., file, host, printer) an exposure cost that represents the damage to the organization if the resource is compromised (e.g., the cost for the company if its front web page is hacked). We assume that the audit tool reveals the exposed resources of each vulnerability, so we can map each exposed resource to its cost. We define the total severity of the vulnerability threat as the total cost of the resources the vulnerability exposes. More formally, the total severity of vulnerability v, TS v , is defined as:
where h is a system host (e.g., server, printer), <P,R> is a privileges-resource pair (Section 3.3.1) the attacker gains after exploiting v on h, and EC is the site Exposure-Cost function which maps the exposed resource <P,R> on the host h to its exposure cost. The following properties make TS v a good candidate for measuring severity:
1. The EC map counts for both the type of the vulnerable host and the resources the vulnerability exposes. This enables threat definition that is relative to both the vulnerability characteristics and the type of the vulnerable host. For example, EC can assign a higher cost to resources on an AFS server than to resources on a user workstation, so the threat of a given vulnerability is higher on the AFS server. 2. Since TS v sums the costs over all hosts, it concisely shows to the administrator the benefit from repairing a single host or a set of hosts. 
Building an Exposure Cost Map
We build the EC map by (i) qualitatively ranking sets of hosts according to the site security priorities, (ii) qualitatively ranking sets of exposed resources according to the site security priorities, and (iii) combining and quantifying the two rankings in a consistent way.
The IPI has a repository of rankings for hosts and exposed resources; any host ranking can be combined with any resource ranking. So, the administrator can select the rankings that come close to her system characteristics, refine them, and quickly To rank hosts, we create the Hosts partial order which qualitatively ranks sets of hosts according to their exposure cost as defined by the site security priorities. Such a simple qualitative ranking-that fits many organizations-is illustrated in Fig. 4a . The ranking contains three levels, where the organizations' servers have the highest exposure cost and the employees' workstations the lowest.
To rank resources, we create the Exposed Resources (ERs) partial order which ranks sets of exposed resources according to the site security priorities, without considering the resource host component. For example, a site that emphasizes confidentiality and integrity can rank exposed resources using the ERs from Fig. 4b . At the lowest cost level, the site ranks availability and integrity of files (i.e., vulnerabilities that expose those files) in public directories. Next, the site ranks vulnerabilities that compromise non-privileged accounts. Since, according to the site policy, compromising user's private files is equivalent to compromising the user's account, the site ranks also into the second level vulnerabilities that expose either confidentiality or integrity (but not availability) of files in private directories. Last, the site assigns the highest exposure cost to vulnerabilities that expose privileged accounts, or expose the confidentiality or integrity of files which do not fall under the previous categories.
Both Hosts and ERs are neither unique nor as detailed as possible. As the system administrator becomes more familiar with the process, he can further partition the Hosts or ERs. For example, he can add more server levels to Hosts, or move a specific exposed resource, like the availability of the company's main web page, to a higher level in ERs.
The next step is to build the product partial order: Hosts×ERs = HostsERs. HostsERs preserves the consistency of both Hosts and ERs. But, it may not reflect exposure rankings that depend on a combination of hosts and resources. For example, servers are considered more valuable than user workstations, and in many cases compromising a non-privileged account on a server may cause the same damage as compromising a privileged account on the server. Hence, the administrator can move the exposure level of non-privileged accounts on servers to a higher level in the HostsERs order (Fig. 4c) .
Note that the modified HostsERs (Fig. 4c) 'breaks' the consistency of the ERs partial order. That is, it is no longer true that the cost of any privileged account vulnerability is higher than any non-privileged account vulnerability. However, the HostsERs helps to maintain the consistency of both Hosts and ERs in the majority of the cases. The administrator will override the consistency only when security priorities dictate the inconsistency. In a realistic case, where Hosts and ERs contain many more sets of hosts and resources, it is difficult to build an EC function which is consistent with both. In such cases, the importance of the HostsERs order and the methodology to consistently build it from a product of two partial orders increases.
Since every level in both Hosts and ERs represents the same exposure cost, it makes sense to assign to each level in HostsERs the same cost too. A consistent way to do so is to assign higher exposure costs to higher levels in HostsERs. For example, we assign exposure costs with different orders of magnitude to each level in the HostsERs from Fig. 4c . As we demonstrate in Section 5, such a simple scheme is very effective in pinpointing vulnerabilities with high severity.
Ranking Difficulties
To quantify attack difficulty, we use a sum of the ETE and ETA values. Other (e.g., non-linear [ODK99] ) measures are left for future work.
To account for visibility (i.e., firewall), the vulnerabilities could again be partitioned (within each difficulty ranking) by their visibility ranking. If there are many firewalls, the system administrator could assign a "trustworthiness" rating to the users of each firewalled subnet, where this rating is used as a multiplier for the expected time to attack (ETA) measure defined for the wide area Internet. Fig. 4 Building severity cost function.
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PILOT STUDY
We investigate two questions regarding the IPI. First, to what extent the IPI is needed. Second, to what extent the threat model can express the site security prioritie and whether such a model is useful as a quantitative security measure. To answer the first question, we test whether a repeated-audit approach is capable of identifying security holes in a site with high security awareness. To answer the second question, we perform a field test of our threat model.
Experimental Methodology
We simulated the IPI, over a period of six months, on a site that contains more than 60 dedicated servers, and almost 1500 hosts running a variety of operating systems. The site administrators monitor mailing lists and web sites for security issues, and apply security patches as quickly as possible. Most importantly, the site security practices emphasize strong configuration management (SCM)-all software installations are identical and users cannot install their own software on their workstations. Under SCM settings, the administration can focus security efforts on a (relatively) small set of software packages, so it is relatively easy to identify and patch vulnerabilities. Finding long-lived vulnerabilities in such a situation points to the necessity of the IPI.
We used Nessus [De] to audit the system over a period of six months. During the first five months we did not share the audit results with the administrators, but we modeled the vulnerabilities using our presence semantics and semi-automatically applied our threat analysis:
1. We analyzed each vulnerability Nessus reported and expressed its presence using our predicates (Section 3.2). Then, we analyzed the Nessus script that attempts to identify the vulnerability. If the script did not verify all the predicates in the condition set, we classified this Nessus alarm as a false positive and removed the alarm from the audit results. For each vulnerability, we also specified the repair options we derived from the predicates (Section 3.4). 2. We assigned exposed resources (Section 3.3.1) to each vulnerability. According to our difficulty definition, we assigned an ETA value (intrinsic difficulty) to each vulnerability: 30 days to exploits that require large computational effort (e.g., dictionary attack), 7 days to vulnerabilities that require considerable programming effort (e.g., buffer overflows without a known exploit), and 1 day to exploits that are easily found on the web (e.g., buffer overflow with a known exploit) 2 . 3. We removed from the audit results all vulnerabilities that cannot be exploited due to site firewall protection. 4. Together with the system administrators we built the Hosts, the ERs, and the final HostsERs partial orders; an order that is similar in nature to the one illustrated in Fig. 4 . Then, we calculated the total threat (TS v ) of each true positive vulnerability.
The prioritized audit report for the fifth month was presented to the system administrators. To measure the impact of the audit results on the site security, we performed one additional audit a month later. We believe that the IPI eliminates these types of false positives. First, inaccurate tests are less likely to happen because the IPI audit stems from a precise semantics (Table 2) . Second, configuration predicates, that are verified using a host-based audit daemon, eliminate false positives that require host configuration information. Lastly, we indent to incorporate firewall information into the threat analyzer (Fig. 1) .
Results
Fig. 5 presents the severe vulnerabilities found during our six month audit. To maintain the site confidentiality, we do not specify the vulnerability names or the HostsERs partial order. Three observations should be noted:
1. Vulnerabilities of which the system administrator was unaware did pop up, even though the system used SCM. CVE-2, CVE-3, CVE-7, and CAN-1 appeared in the fifth month. During the experiment period CVE-6 appeared, was fixed (without the use of the audit results) and reappeared. 2. High severity vulnerabilities could pass undetected even in a site that used SCM. Between the first and second months, the administrator removed a severe vulnerability (CVE-1) from almost all hosts. This system repair was done without any audit information and reduced the severity level of the vulnerabilities in the system by two orders of magnitude. Nevertheless, two servers and three user workstations were inadvertently left exposed to CVE-1. During this time, despite CVE-1 existence on only a few machines, it imposed a risk that was an order of magnitude higher than all the other vulnerabilities combined. CVE-1 and other undetected vul- nerabilities (e.g., CAN-2, CVE-5) were fixed only after the administrator got the audit results.
Our threat analysis accurately captured the security notion of the system administrator. After the administrator fixed the majority of the vulnerabilities in the audit report (Table 5) , the total severity level dropped one order of magnitude (between the fifth and the sixth months in Fig. 5 ), a decrease that was confirmed by the system administrator. The administrator reviewed the raw Nessus report and assured us that the vulnerabilities in Table 5 were the most severe ones.
Other state of the art audit tools do not capture this major change in the threat level. For example, the Nessus report after the fifth month included 'high severity' vulnerabilities on 45 hosts and the sixth month report included 44. Due to vulnerable hosts that popped up before the sixth month audit (CVE-4 and CVE-8), the number of vulnerable hosts remained almost the same. However, the severity of the threat was reduced considerably because the administrator considered the vulnerabilities that were fixed (i.e., CVE-1) much more severe than the vulnerabilities that popped up. Table 5 presents the prioritized audit report (of the fifth month) our threat analyzer produces from the audit results. A few observations should be noted.
1. The severity of privileged-account vulnerabilities is not always higher than that of non-privileged-account ones. The severity of CVE-3, a non-privileged-account vulnerability found on three sensitive servers, is higher than CVE-5, a privileged-account vulnerability found only on user workstations. 2. Not all vulnerabilities with the same exposed resources (e.g., privileged account) have the same severity. Although CVE-1, CVE-5, and CAN-1 have the same exposed resources, their severity levels are considerably different. 3. Our audit report includes precise repair options that are derived from the vulnerability presence definition.
The above two sets of observations reveal the advantages of the proposed IPI. First, the IPI is based on the frequent-audit approach which is necessary to identify severe vulnerabilities even in a site that uses strong configuration management. Second, because our threat definition is based on exposed resources and because our threat analysis is sensitive to the number and type of vulnerable hosts, we can accurately capture the administrator security preferences. The analysis not only enables us to differentiate between vulnerabilities that traditionally had the same severity level (e.g., CVE-1 and CVE-5), but it also demonstrates that sometimes the severity of 'highly severe' vulnerabilities is actually less severe than that of 'less severe' ones. Last, our precise presence definition not only facilitates accurate audit, but it also helps to identify repair options.
RELATED WORK
Vulnerability databases. There are several vulnerability databases that contain hundreds [CE,De] to thousands [Th,Se,In] of vulnerability descriptions. These databases primarily use a natural language (i.e., English) to describe vulnerabilities. As we illustrate in the Section 2.2, such descriptions are subject to different interpretations by different people. Furthermore, a natural language description is difficult to use by programs that can automate the audit, repair, and threat analysis processes. In contrast, our language is formal, so it enables unambiguous vulnerability definition and facilitates the use of automatic tools.
Vulnerability definitions and languages. Cuppens et al.
[CO00] propose a formal language to describe vulnerabilities. However, they focus on vulnerability composition to detect a series of exploits that form a significant attack [CM02] . Their language does not include semantics that support accurate audit or repair of a vulnerability and is limited in the threat characterization for each vulnerability.
Parallel to our work, MITRE corporation is developing the Open Vulnerability Assessment Language (OVAL) [MIb] . OVAL uses SQL to define a host-dependent test that determines whether or not a host is vulnerable. Unlike OVAL, our higher-level definition supports threat analysis and vulnerability repair in addition to testing for the presence of the vulnerability. Furthermore, our presence attributes facilitate a network-based audit technique that is host independent. Quantitative threat analysis. Existing databases and audit tools specify, for each vulnerability, a fixed quantitative threat level like high, or low (the CERT database uses fixed numeric ratings). As far as we can tell, the meaning of these different levels is not precisely defined in any of these tools and there are inconsistencies among the tools (e.g., the threat of CVE-2000-0614 is high by ICAT [Th] but medium by ISS [In] ). In our threat model, the threat level depends on the identity of the resources the vulnerability exposes rather than on a fixed value given by the vulnerability definer. This means that (i) a vulnerability can yield different threat levels when found on different vulnerable hosts (e.g., web server vs. user workstation), and (ii) different vulnerabilities that expose the same resources have the same threat level.
Ortalo et al. [ODK99] define a vulnerability threat based on the difficulty of exploiting the vulnerability; they assign a fixed difficulty level to each vulnerability. Our threat definition is broader: it is based on the resources the vulnerability exposes in addition to the vulnerability difficulty. Furthermore, our difficulty definition is customizable: it takes into account site-dependent factors such as host configuration and firewall protection.
Audit and testing technologies. Two types of audit technologies have been developed: (i) host configuration checkers that search for host configuration flaws that might be exploited by attackers [FPA98,FS90,KS94,Or99,SSH93,ZL96], and (ii) remote network-based vulnerability scanners that test for vulnerabilities exclusively using the network protocols [De, Mu95, In, To] . Since neither of these techniques alone can conclusively identify all vulnerabilities, these tools produce many false positives.
To increase accuracy, the IPI audit methodology is based on precise semantics, and uses information from both host and network audit techniques.
CONCLUSION
Much remains to be done: automating the audit and repair processes, extending the threat model to fully support difficulty and visibility site-dependent parameters, and developing the vulnerability semantics to support all these activities. Building a robust IPI is a significant challenge, and we hope that the vision we have outlined here will inspire both academics and industry professionals to continue this work.
