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Multi-band effects on Fulde-Ferrell-Larkin-Ovchinnikov (FFLO) states of a Pauli-limiting
two-band superconductor are studied theoretically, based on self-consistent calculations of the
Bogoliubov-de Gennes equation. First, we examine the phase diagrams of two-band systems with a
passive band in which the intraband pairing interaction is absent and superconductivity is induced
by a Cooper pair tunneling from an active band. It is demonstrated that the temperature of the
Lifshitz point at which three second-order transition lines meet is independent of the Cooper pair
tunneling strength. The BCS-FFLO critical field becomes lower than the Lifshitz point with in-
creasing the interband tunneling strength, and the resultant phase diagram is qualitatively different
from that in a single-band superconductor. We also study the thermodynamics of Pauli-limiting
two-band superconductors with comparable intraband pairing interactions. As a consequence of
a competing effect between two bands, the FFLO phase is divided into two phases: Q1- and Q2-
FFLO phases. The Q1-FFLO is favored in a high field regime and the Q2-FFLO becomes stable in
the lower field. In a particular case, the latter is further subdivided into a family of FFLO states
with rational modulation lengths, leading to a devil’s staircase structure in the field-dependence of
physical quantities. The critical field, above which the FFLO is stabilized, is lower than that in a
single band superconductor, while the temperature of tricritical Lifshitz point is invariant under the
change of two-band parameters.
PACS numbers: 74.20.-z, 74.25.Dw, 74.81.-g
I. INTRODUCTION
There have been intensive interests in the realization
of Fulde-Ferrell-Larkin-Ovchinnikov (FFLO) states in su-
perconductors under a high magnetic field, since the first
theoretical prediction.1,2 Studies on FFLO states have
been expanded into various fields, ranging from con-
densed matter3 and cold atoms4–9 to neutron stars.10
Although several candidates for FFLO superconductors
have already been proposed by numerous works, direct
evidence of FFLO states has not been observed in exper-
iments.
In a Pauli-limited superconductor, the transition from
the Bardeen-Cooper-Schrieffer (BCS) state to the FFLO
state is considered as the second-order transition accom-
panied by the Jackiw-Rebbi soliton11 which neatly ac-
commodates Pauli paramagnetic moment.12 The soliton
provides a generic key concept for commonly understand-
ing the essential physics of FFLO phases in a single-
band superconductor, incommensurate structures,13,14
and fermionic excitations bound at topological defects
of a superconductor through pi-phase shift of the back-
ground fields.15
Multi-band effects originating from multiple sheets of
Fermi surfaces have recently been observed in a variety
of superconductors, such as MgB2, iron-based supercon-
ductors, and Sr2RuO4.
16,17 Among them, strong Pauli
effects have been reported in iron-pnictides.18–24 It is now
recognized that multi-band effects are crucial to under-
stand unconventional superconductivity. Nevertheless,
in contrast to extensive studies in single-band supercon-
ductors,3 the structure and thermodynamic stability of
FFLO phases in multi-band systems have not been clar-
ified so far other than a few exception.25–27
The Pauli-limiting field Hp for a single-band system is
given by µBH
single
p = ∆0/
√
2, which depends only on the
gap, ∆0, at T = 0 and H = 0. This formula is easily
extended to a two-band case as
µBH
two
p =
√√√√1
2
(
N (1)F
NF
[
∆
(1)
0
]2
+
N (2)F
NF
[
∆
(2)
0
]2)
, (1)
where N (γ)F (∆(γ)0 ) is the density of states (gap) for the
γ band (γ = 1 or 2) and we introduce NF = N (1)F +N (2)F .
When the major gap ∆
(1)
0 dominates the minor gap ∆
(2)
0
(∆
(1)
0  ∆(2)0 ), the Pauli-limiting field in the case of
two-band systems, µBH
two
p '
√
N (1)F /NF
[
∆
(1)
0 /
√
2
]
, is
smaller than µBH
single
p = ∆
(1)
0 /
√
2. For N (2)F  N (1)F ,
Eq. (1) reduces to µBH
two
p ' ∆(2)0 /
√
2 = µBH
(2)
p <
µBH
(1)
p with H
(γ)
p being the Pauli-limiting field for the γ
band. These two limiting cases show that the FFLO re-
gion could become enlarged towards the lower field. This
simple consideration motivates us to look into the Pauli
paramagnetic effects in multi-band superconductivity.
The FFLO states are Cooper pairing states with a fi-
nite center-of-mass momentum Q. The nonzero center-
of-mass momentum generates a spatial modulation of
Cooper pair amplitudes in real space, e.g., ∆(z) ∝
sin(Qz). The modulation period 2pi/Q is determined by
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2competing effect between spin paramagnetism and super-
conductivity. For a single-band case, the analytic form
of the modulation length is derived in Ref. 12. At zero
temperature, the modulation length depends on the am-
plitude of the pair potential at zero field, the Fermi wave-
length of background electrons, and an external field. In
the case of a two-band superconductor, each band has its
own favorable value of the modulation period, 2pi/Q(1)
and 2pi/Q(2). The competing and synergetic effect arises
from a coherent coupling of two bands having two mod-
ulation periods 2pi/Q(1) and 2pi/Q(2) through interband
Cooper pair tunneling, which makes the phase diagram
of FFLO states rich and complex. We also note that
multi-band effects might be accompanied by exotic su-
perconductivity.28–32
In the previous work,27 it is found that in a Pauli-
limiting two-band superconductor, the coherent coupling
of two bands through the interband Cooper pair tunnel-
ing gives rise to a devil’s staircase structure in the field
dependence of physical quantities and a rich FFLO phase
diagram. In this paper, we more extensively investigate
the thermodynamic stability and electronic structures of
Pauli-limiting two-band superconductors in a wide re-
gion of parameters. Based on self-consistent calculation
of the Bogoliubov-de Gennes (BdG) equation, we first
start to examine the phase diagram of a simplest two-
band superconductor with a passive band in which the
pairing interaction is absent and the superconductivity
is induced by the Cooper pairing transfer from the ac-
tive band. The resultant phase diagram is accompanied
by the positive slope of the BCS-FFLO phase boundary
line, TLO(H),
dTLO(H)
dH
> 0. (2)
This is contrast to the phase boundary in a single-band
superconductor, dTLO/dH < 0 (see the solid line of Fig. 1
and Refs. 3 and 33). We investigate the phase diagram in
the more general case that two bands with comparable in-
traband interactions are coherently coupled through the
Cooper pair tunneling. It is demonstrated that the se-
quence of FFLO phases with rational modulation length
is widely observed when the tunneling rate is present.
For all parameters used in the current work, the tri-
critical Lifshitz point “L” is found to be a fixed point,
TL/Tc = 0.56 · · · .
This article is organized as follows. In the next section,
we introduce the BdG equation for a multi-band system.
The details of the derivation are supplemented in Ap-
pendix A. In Appendix B, we also describe the way to nu-
merically solve the BdG equation with a periodic bound-
ary condition. The analytic form for the phase bound-
aries between superconducting states and normal states
is derived in the latter half of the section. In Sec. III,
we consider a two-band superconductor with a passive
band, where the interaction for intraband Cooper pair-
ing formation is absent in the second (passive) band and
the superconductivity is induced by the Cooper pair tun-
neling from the first (active) band. In Sec. IV, we show
the numerical results on FFLO states of Pauli-limiting
two-band superconductors, where both the bands have
intraband pairing interaction. Finally, Sec. V is devoted
to summary.
II. FORMULATION
A. Multi-band Bogoliubov-de Gennes equation
We start from the second-quantized microscopic
Hamiltonian with multiple bands under a uniform ex-
ternal magnetic field. The Hamiltonian is given as
H = H0 +Hint, (3)
where the single-particle Hamiltonian and interaction
Hamiltonian are
H0 =
∑
γ,σ,σ′
∫
drψ(γ)†σ (r)ξ
(γ)
σ,σ′
(r)ψ
(γ)
σ′ (r), (4)
Hint =
∑
γ,γ′
gγγ′
∫
drψ
(γ)†
↑ (r)ψ
(γ)†
↓ (r)ψ
(γ′)
↓ (r)ψ
(γ′)
↑ (r).
(5)
The sums of σ, σ′ are taken for up- and down-spins ↑
, ↓, and electron bands are denoted by γ = 1, 2, . . . , N .
The single-particle Hamiltonian density ξ(γ)
σ,σ′
is a (σ, σ′)
component of a two-dimensional matrix ξ(γ),
ξ(γ)(r) = ε(γ)(r)12 − µ(γ)B H · σ, (6)
with ε(γ)(r) = ~
2
2M
(γ)
e
(−i∇+A)2−µγ . The creation and
annihilation field operators, ψ
(γ)†
σ and ψ
(γ)
σ , are defined
for each band and spin state. The electron mass and ef-
fective Bohr magneton in the γ band are denoted as M
(γ)
e
and µ
(γ)
B , respectively. The n-dimensional unit matrix is
denoted as 1n. We assume the effective coupling of elec-
trons in the bands γ and γ′ as gγγ′ = gγ′γ(≤ 0). Here A
is a vector potential, µγ is a chemical potential of the γ
band, and H is an external magnetic field coupled with
spins through σ = (σx, σy, σz), where σα (α = x, y, z)
are 2× 2 Pauli matrices.
Employing the mean field approximation and follow-
ing the usual procedure,34 we have the following BdG
equation for the quasiparticle wavefunction ϕ
(γ)
ν (r) =
[u
(γ)
ν (r), v
(γ)
ν (r)]T,
K(γ)(r)ϕ(γ)ν (r) = E(γ)ν ϕ(γ)ν (r), (7)
where the 2× 2 BdG matrix is
K(γ)(r) =
[
ε(γ)(r)− µ(γ)B H ∆(γ)(r)
∆(γ)∗(r) −ε(γ)(r)− µ(γ)B H
]
. (8)
3Equation (7) is self-consistently coupled with the pair
potential,
∆(γ)(r) =
∑
γ′
∑
|E(γ′)ν |<Ec
gγγ′u
(γ′)
ν (r)v
(γ′)∗
ν (r)f(E
(γ′)
ν ),
(9)
where f(E) = 1/
(
eE/kBT + 1
)
is the Fermi distribution
function at a temperature T . Here, we assume that H is
fixed to the z axis without loss of generality. The detailed
formalism is explained in Appendix A.
In this formalism, we take account of multi-band effects
through the gap equation (9). The coupling constants,
gγγ , lead to the formation of intraband Cooper pairs, and
gγγ′ (γ 6= γ′) induces the interband Cooper pair tunnel-
ing. Hence, in the case of nonzero gγγ′ (γ 6= γ′), multiple
electron bands are coherently coupled with each other
through the interband Cooper pair transfer. This multi-
band effect is crucial for the sequence of FFLO phase
transitions discussed in Sec. IV.
For simplicity and to stay in a minimal model, we
consider a one-dimensional system along the z direction.
Throughout this paper, the effective masses M
(γ)
e , and
the effective Bohr magnetons µ
(γ)
B of electrons in each
band are set to be the same, Me ≡ M (1)e = M (2)e and
µB = µ
(1)
B = µ
(2)
B , respectively. Since we are interested
in the strong Pauli paramagnetic limit, the vector poten-
tial A is supposed to be spatially uniform, neglecting the
orbital repairing effect.33 Note that the orbital depairing
effect can be suppressed in low-dimensional superconduc-
tors.35,36
We numerically solve the self-consistent equations (7)
and (9). We consider a one-dimensional modulation of
the pair potential with the period L,
∆(γ)(z + L/2) = eiχ∆(γ)(z), (10)
where χ = pi (2pi) corresponds to FFLO (BCS)
states. The period L determines the FFLO modulation
wavenumber Q,
Q ≡ 2pi/L. (11)
This imposes the periodic boundary condition on the
quasiparticle wave functions,
ϕ(γ)ν (z + pL/2) = e
ikReiχσz/2ϕ(γ)ν (z), (12)
where k = 2piqLNL is the Bloch vector and R denotes the
Bravais lattice vector R = pL/2 in the one-dimensional
system, which satisfies kR = pipq/NL with p, q,NL ∈ Z.
We numerically diagonalize the BdG equation (7) with
the periodic boundary condition by using an finite ele-
ment method implemented with the Gauss-Lobatto dis-
crete variable representation. The details are described
in Appendix B.
Using the self-consistent solutions, we evaluate the
thermodynamic potential Ω ≡ 〈HMF〉 − TS,
Ω =Econd +
∑
γ
∑
|E(γ)ν |<Ec
[
E(γ)ν f(E
(γ)
ν )
∫
dr
∣∣∣u(γ)ν (r)∣∣∣2
− kBT ln
(
1 + e−E
(γ)
ν /kBT
)]
. (13)
where Econd = −
∑
γ,γ′ gγγ′
∫
drΦ∗γ(r)Φγ′(r), with
Φγ(r)≡
∑
|E(γ)ν |<Ec u
(γ)
ν (r)v
(γ)∗
ν (r)f(E
(γ)
ν ). The thermo-
dynamic potential in Eq. (13) is calculated for both BCS
and FFLO states under a fixed H and T . And the mod-
ulation period L in equilibrium is determined so as to
minimize Ω(Q) with respect to the FFLO modulation Q.
The other physical quantities are also calculated. The
magnetization density is defined as
M(z) = M (1)(z) +M (2)(z), (14)
where we introduce the magnetization in the γ band as
M (γ)(z) =
∑
|E(γ)ν |<Ec
[
|u(γ)ν (z)|2f(E(γ)ν )
− |v(γ)ν (z)|2f(−E(γ)ν )
]
. (15)
B. Analytic derivation of critical field Hc2
The boundary between normal and superconducting
states, Hc2(T ), can be analytically derived in multi-band
systems. The FF and LO states are energetically de-
generate on the boundary. Therefore, to determine the
Hc2(T ) line, we assume the pair potential ∆
(γ)(r) to be
the FF state, which is given by
∆(γ)(z) = ∆˜(γ)eiQz, (16)
where ∆˜(γ) = ∆˜(γ)(H,T ) (∈ R) is a constant and Q
denotes the modulation wavenumber of the FF state.
The BdG equation (7) can be transformed to the
particle-hole symmetrized form,
K(γ)(z)ϕ(γ)ν (z) = E˜
(γ)
ν ϕ
(γ)
ν (z), (17)
where E˜
(γ)
ν = E
(γ)
ν + µ
(γ)
B H and
K(γ)(z) = ε(γ)(z)σz + σxe
−iQzσz∆˜(γ). (18)
The symmetrized BdG matrix (18) satisfies
CK(γ)(z)C−1 = −K(γ)(z) with C = −iσyK, where
K is the complex conjugate operator. This implies
that the positive energy solution E˜
(γ)
ν > 0 with
[u
(γ)
ν (z), v
(γ)
ν (z)]T in Eq. (17) is mapped to the negative
energy solution E˜
(γ)
ν < 0 with Cϕ(γ)ν (z). Then the gap
equation (9) is reduced to
∆(γ)(z) '
∑
γ′
gγγ′
∑
0<E˜
(γ′)
ν <Ec
u(γ
′)
ν (z)v
(γ′)∗
ν (z)
×
[
f(E˜(γ
′)
ν − µBH)− f(−E˜(γ
′)
ν − µBH)
]
,
(19)
4where Ec  µBH is considered for the upper bound for
the summation.
We carry out the U(1) transformation of the quasi-
particle wavefunction as ϕ˜
(γ)
ν (z) = [u˜
(γ)
ν (z), v˜
(γ)
ν (z)]T =
U(Q)ϕ
(γ)
ν (z), where U(Q) = exp [−i(Q/2)zσz]. The
U(1) transformation reduces the BdG matrix (18) to
K˜
(γ)
(z,Q) = U(Q)K(γ)(z)U†(Q). The transformed
BdG matrix satisfies [K˜
(γ)
(z,Q),−i ddz12] = 02, where
0n is a n-dimensional zero matrix. The operators
K˜
(γ)
(z,Q) and −i ddz12 have the simultaneous eigen-
states. The eigenstates can be expressed as ϕ˜
(γ)
k (z) =
exp(ikz)ϕ
(γ)
k /
√
Z, where Z =
∫
dz is constant, and
ϕ
(γ)
k = [u
(γ)
k , v
(γ)
k ]
T satisfies the normalization condition,
|u(γ)k |2 + |v(γ)k |2 = 1. Then, Eq. (17) is recast into
K
(γ)
Q (k)ϕk = E˜
(γ)(k,Q)ϕk, (20)
where
K
(γ)
Q (k) =
[
ε
(γ)
Q (k) ∆˜
(γ)
∆˜(γ) −ε(γ)−Q(k)
]
, (21)
with ε
(γ)
Q (k) =
~2
2Me
(k+Q2 )
2−µγ . Finally, the eigenenergy
E˜(γ)(k,Q) is calculated as
E˜(γ)(k,Q) =
~2
2Me
kQ± E(γ)(k,Q), (22)
with
E(γ)(k,Q) =
√
ε
(γ)
Q (k)ε
(γ)
−Q(k) +
(
~2kQ
2Me
)2
+
[
∆˜(γ)
]2
.
(23)
The corresponding eigenstates are given as
u
(γ)
k =
√√√√1
2
[
1 +
ε
(γ)
−Q(k) +
~2
2Me
kQ
E˜(γ)(k,Q)− ~22Me kQ
]
, (24)
v
(γ)
k =
√√√√1
2
[
1− ε
(γ)
Q (k)− ~
2
2Me
kQ
E˜(γ)(k,Q)− ~22Me kQ
]
. (25)
Using these eigenenergies and eigenfunctions, the pair
potential (19) becomes
∆(γ)(z) = −
∑
γ′
gγγ′
∑
E˜(γ′)
+ ∆(γ
′)(z)
2Z
F (γ′)(k,Q), (26)
F (γ)(k,Q) = 1− f
(γ)
+ − f (γ)−
E(γ)(k,Q) , (27)
where f
(γ)
± = f(E˜
(γ)(k,Q) ± µBH) and
∑+
E˜(γ′) means
summation in 0 < E˜(γ
′)(k,Q) < Ec. During the
calculation, positive sign is taken for E˜(γ)(k,Q) in
Eq. (22). Then the reduced gap equation for ∆ =
[∆(1),∆(2), . . . ,∆(N)]T is expressed in the N -dimensional
matrix form as
[1N − IN (Q)] ∆ = 0, (28)
with [IN (Q)]γγ′ = gγγ′I(γ
′)(Q) and I(γ)(Q) =
− 12
∫ kc
−kc
dk
2piF (γ)(k,Q). We here replace Z−1
∑
0<E<Ec
by
∫ kc
−kc
dk
2pi in the thermodynamic limit. To have a non-
trivial set of ∆, we have the condition,
det [1N − IN (Q)] = 0. (29)
The analytical phase boundary Hc2(T ) for N -band sys-
tem is obtained from Eq. (29) for various Q’s.
In the present paper, we consider the case of N = 2.
Then, Eq. (29) can be written as[
1− g11I(1)(Q)
] [
1− g22I(2)(Q)
]
− g12g21I(1)(Q)I(2)(Q) = 0. (30)
To derive the Hc2(T ) line, we vary Q (> 0) and H (> 0)
so as to find the set of parameters (Q,H) which satisfy
Eq. (30) under a fixed temperature T . The highest value
of H gives the phase boundary Hc2(T ) at a fixed temper-
ature T . In a similar manner, we derive the BCS-normal
boundary from Eq. (30) with Q = 0. The point at which
two boundaries meet corresponds to the tricritical point,
the Lifshitz point “L”.
III. TWO-BAND SYSTEMS WITH A PASSIVE
BAND: THE CASE OF g22 = 0
Let us start from a simplest, yet nontrivial two-band
case with a passive band. This corresponds to the case
of g22 = 0 and the intraband interaction in the second
band is absent. In such a case, the superconductivity in
the second (passive) band is induced by Cooper pair tun-
neling from the first (active) band through the interband
interaction g12 = g21. We study the phase diagram for
various g12’s. This gives a first step to understand the
thermodynamic properties of FFLO phases in multi-band
superconductors.
Figure 1 shows the phase diagram in an H-T plane for
three sets of parameters: (i) The single-band case (g12 =
g22 = 0) and two-band cases with a passive band, (ii) Γ =
(g12/g11, g22/g11, µ2/µ1) = (0.1, 0.0, 0.5) and (iii) Γ =
(0.8, 0.0, 0.5). Using the self-consistent solutions under
the parameter sets of (ii) and (iii), we estimate ∆
(2)
0 /∆
(1)
0
as ∆
(2)
0 /∆
(1)
0 ' 0.10 and ∆(2)0 /∆(1)0 ' 0.49, respectively.
The gap amplitude of the γ band at zero temperature
and zero magnetic field is denoted by ∆
(γ)
0 .
The inset of Fig. 1 shows the spatial profile of the pair
potential ∆(γ)(z) and the magnetization density M (γ)(z)
at the filled (red) circle in the main frame of Fig. 1 with
the parameter set of the case (iii). The pair potential
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FIG. 1: (color online) Phase diagram for the case of two-band
systems with g22 = 0. (i) The solid (black) line corresponds to
the phase boundaries in a single-band superconductor (g12 =
g22 = 0), (ii) the dashed (blue) line is the two-band case with a
passive band Γ = (0.1, 0.0, 0.5) and (iii) the dash-dotted (red)
line is the case of Γ = (0.8, 0.0, 0.5), where ∆
(2)
0 /∆
(1)
0 ' 0.10
(0.49) in the former (latter) case. The temperature of the
Lifshitz point, “L”, is a fixed point TL/Tc = 0.56 · · · , which
is independent of the interband coupling g12 = g21. The inset
shows the spatial profile of the pair potential in the top row
and the magnetization in the bottom row at (T,H) marked
as a filled (red) circle in the case (iii). The solid (red) lines
and the dashed (blue) lines correspond to the quantities of
the first and second band, respectively.
shows that the energy gap of the second band has a fi-
nite amplitude, implying that the Cooper pairs are trans-
ferred from the active band even if the intraband inter-
action in the second band is absent. The transferred
Cooper pairs also affect back to the electrons in the first
band through the Cooper pair tunneling from the passive
band. We found the enhancement of the gap amplitude
in the first band by increasing the interband interaction.
As shown in Fig. 1, the phase boundary between BCS
and FFLO phases shifts to lower fields as the interband
interaction increases. It is important to mention that
the Lifshitz point, “L”, at which three second-order phase
boundaries meet shifts to the lower field as |g12| increases,
while the temperature of the Lifshitz point, TL, is un-
changed by the parameter g12. We numerically confirm
that TL is invariant under any parameter changes includ-
ing intraband interaction g22. It is found that the phase
boundary, HLO(0), between BCS and FFLO states, at
the zero temperature sharply varies as a function of the
interband coupling g12, while the magnetic field of the
Lifshitz point, HL(TL), is relatively insensitive to g12.
This leads to the positive slope of the phase boundary,
dTLO(H)/dH > 0, in the large interband interaction
regime, where TLO(H) is the BCS-FFLO transition line.
This feature indicates that the interband interaction sta-
bilizes the FFLO states even in the lower field regime.
Note that all the phase boundaries in Fig. 1 are of the
second order.
IV. TWO-BAND SYSTEMS WITH g22 6= 0
In this section we set the intraband interaction in the
second band to be finite, g22 6= 0. In this case, the elec-
trons in both the two bands essentially contribute to the
superconducting state and the bands are coherently cou-
pled to each other through the Cooper pair tunneling
with g12 = g21 6= 0. Before going further, let us review
the analytic result of the magnetic field H dependence of
the FFLO wavenumber Q in a single-band case.12 By in-
troducing a parameter k ∈ [0, 1), H and Q are expressed
with the analytic form,
h(k) ≡ µBH
∆0
=
2
pi
E(k)
k
, (31)
q(k) ≡ ~vFQ
∆0
=
pi
kK(k)
, (32)
where ∆0 is the pairing amplitude at (H,T ) = (0, 0), vF
is the Fermi velocity, and K(k) and E(k) are the com-
plete elliptic functions of the first and second kinds, re-
spectively.
Although the equations (31) and (32) are derived from
a single-band Hamiltonian, it is applicable to a two-band
system when the interband coupling |g12| is small. We
here define two coherence lengths, ξ
(γ)
0 , defined in each
electron band,
ξ
(γ)
0 k
(γ)
F =
2µγ
∆
(γ)
0
, (γ = 1, 2), (33)
where k
(γ)
F =
√
2Meµγ/~2 is the Fermi wavenumber of
the γ band. Let us here introduce the averaged variables
of various quantities. The averaged gap at (H,T ) = (0, 0)
is ∆¯0 = (∆
(1)
0 + ∆
(2)
0 )/2, the averaged chemical potential
is µ¯ = (µ1 + µ2)/2, and the averaged coherence length is
defined as
ξ¯ =
√
2µ¯
∆¯0
√
~2
Me
, (34)
where the last equation is analogous to Eq. (33). Using
these expressions, Q(γ) and H(γ) are characterized as,
µBH
(γ)
∆¯0
=
∆
(γ)
0
∆¯0
h(k), (35)
Q(γ)ξ¯ =
∆
(γ)
0
∆¯0
√
µ¯
µγ
q(k). (36)
In this analysis, we can divide the parameter space into
the two cases such that the ratio of the FFLO wavenum-
ber in the high field limit denoted as R is bigger or
6 0
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 2
 3
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FIG. 2: (color online) Field-dependence of the FFLO modu-
lation number Q(H), based on the single-band analysis. The
left (right) figure corresponds to the case R > 1 (< 1).
smaller than 1. From Eqs. (35) and (36), R is defined as
R ≡ lim
H→Hc2(0)
(k→0)
Q(1)
Q(2)
= lim
H→Hc2(0)
(k→0)
dQ(1)/dH(1)
dQ(2)/dH(2)
=
√
µ2
µ1
,
(37)
where Hc2(0) is the critical field at T = 0. In the present
model, Hc2(0) diverges.
Without loss of generality, in this paper, we con-
sider ∆
(1)
0 > ∆
(2)
0 so that H
(1)
cr > H
(2)
cr , where H
(γ)
cr =
limk→1H(γ) in (35). In such a situation, if R > 1, the
curves, Q(1)(H) and Q(2)(H), are crossed at certain H,
as shown in the left panel of Fig. 2. For the case of
R < 1, Q(1)(H) and Q(2)(H) are never crossed in all
H’s as shown in the right panel of Fig. 2. The detailed
structures on the two cases, R ≷ 1, are described in the
following two subsections.
A. R > 1 case
1. Phase diagram
Let us consider the R > 1 case where the FFLO
modulation wavenumbers Q(γ)’s in the single-band anal-
ysis have a crossing point at a certain magnetic field
(left panel of Fig. 2). Using the self-consistent solu-
tion of the BdG equation (7) and gap equation (9) with
Γ = (0.1, 0.6, 2.0), we estimate the ratio of the order pa-
rameters at T = 0 and H = 0 as ∆
(2)
0 /∆
(1)
0 ' 0.31.
Then the ratio of the FFLO wavenumber is found to be
R = √2. The ground state is determined by minimizing
the thermodynamic potential in Eq. (13) with respect to
the FFLO modulation period L = 2pi/Q.
The resulting phase diagram is displayed in Fig. 3. In
the low temperature regime, the FFLO phase is divided
into two regions in terms of Q. In Fig. 3, the phase in the
high field regime is referred to as the Q1-FFLO phase and
in the lower field regime as the Q2-FFLO phase. Since
the second band has the smaller gap, |∆(2)| < |∆(1)|, the
second band becomes passive in the high field regime.
The Q1-FFLO phase originates from the first band and
its field-dependence is understandable with the single-
band picture. The detailed structure will be discussed
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FIG. 3: (color online) Phase diagrams for Γ = (0.1, 0.6, 2.0),
where R = √2 and ∆(2)0 /∆(1)0 ' 0.31. The FFLO phase is
separated to two regions in the low temperature regime, Q1-
and Q2-FFLO phases. In the high temperature regime, it is
ambiguous wether the state is Q1- or Q2-FFLO. The inset
shows the phase diagram for a single-band superconductor.
below. In the lower field regime, however, the gain of
the condensation energy in the second band becomes
more important, compared with that in the higher field.
Since both bands form FFLO states with comparable
amplitudes of the pair potentials, each band has the fa-
vored FFLO modulation wavenumbers as described in
Eqs. (35) and (36). The coherent interband coupling with
g12 = g21 6= 0 induces frustration of two FFLO modula-
tion wavenumbers, Q(1) and Q(2). The competing effect
gives rise to emergence of new FFLO phase, that is, the
Q2-FFLO phase. The frustration is never seen in the
case of single-band superconductors and the Q2-FFLO
is peculiar to multi-band systems. In the high temper-
ature region, the phase boundary between the Q1- and
Q2-FFLO phases is indistinguishable. In Fig. 3, the thick
(thin) line indicates the second-order (first-order) phase
transition. The BCS, Q1-FFLO, and Q2-FFLO phases
are separated via the first-order phase transition, which
is contrast to the second-order BCS-FFLO transition in
single-band superconductors.
The thermodynamic potential Ω(Q) for various H’s is
shown in Fig. 4. As H increases, the global minimum
of Ω(Q) shifts from Q2-FFLO phases to the Q1-FFLO
phase. The Q1- and Q2-FFLO phases are stabilized with
either the condition Q ' Q(1) or Q ' Q(2), respectively.
Since Q(1) 6= Q(2), the transition becomes the first order.
It is found that there are many local minima in Ω(Q)
in Fig. 4. To understand the local minima, let us consider
the simplified pair potential, ∆(γ)(z) ∝ sin Q˜(γ)z. Since
two bands are coherently coupled through the interband
tunneling, the pair potentials have to satisfy the periodic
boundary condition given by Eq. (10) with χ = pi. Then
Q˜(1) and Q˜(2) satisfy the condition
Q = Q˜(1)/(2n1 + 1) = Q˜
(2)/(2n2 + 1), (38)
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FIG. 4: (color online) Thermodynamic potential Ω as a func-
tion of the FFLO modulation wavenumber Q at T = 0 for
various magnetic fields, µBH/∆
(1)
0 = 0.586 (i), 0.591 (ii),
0.597 (iii), 0.602 (iv), 0.726 (v), 0.753 (vi), and 0.780 (vii).
The parameters are same as which in Fig. 3. The inset shows
the enlarged plot of Ω(Q) in the smaller Q region. The (red)
filled circles show the global minima of Ω(Q).
with nγ ∈ Z. In Fig. 4, the local minima in the low Q’s
in the low fields correspond to the cases of n2 = 1, 2, . . .
and n1 = 0. In the current case (R > 1), all the states
with nonzero n2 are energetically unstable, relative to the
n2 = 0 Q2-FFLO state.
2. Pair potentials and local magnetization
Figures 5(a1)-(c1) show the spatial profiles of the pair
potentials and Figs. 5(a2)-(c2) are the magnetizations of
the ground states under various H’s. Here, Figs. 5(c1)
and 5(c2) correspond to the local minimum with the
largest Q at the critical field shown in the curve (vi)
in Fig. 4. The pair potential and magnetization density
of the local minimum with the second largest Q are dis-
played in (b1) and (b2) of Fig. 5. The data in Figs. 5(a1)
and 5(a2) illustrate the global-minimum state with the
largest Q in the curve (ii).
To understand the spatial profiles of ∆(γ), we here
carry out the Fourier expansion of the pair potential,
∆(γ)(z) =
∑
mγ∈N ∆˜
(γ)
mγ sin [qγ(2mγ + 1)z] where N =
{0, 1, 2, . . . }. The periodic boundary condition (10) im-
poses the following condition on qγ : Q(2m − 1) =
q1(2m1 − 1) = q2(2m2 − 1), where m,mγ ∈ N and Q
is an FFLO wavenumber. Then the Fourier expansion of
the pair potential is given for the first and second bands
as
∆(γ)(z) =
∑
m∈N
∆˜(γ)m sin [(2m+ 1)Qz] . (39)
Due to the symmetry of the pair potential in FFLO
states, the Fourier components only take odd numbers,
2m+ 1. The Fourier components of the pair potential is
given by
∆˜(γ)m =
4
L
∫ L/2
0
∆(γ)(z) sin [(2m+ 1)Qz] dz. (40)
Similarly, the magnetization density is expanded in terms
of the Fourier series as
M (γ)(z) = M (γ)ave +
∑
m∈N
M˜ (γ)m cos [2 (m+ 1)Qz] , (41)
with an average value of the magnetization,
M (γ)ave =
2
L
∫ L/2
0
M (γ)(z)dz. (42)
The Fourier components are given by
M˜ (γ)m =
4
L
∫ L/2
0
M (γ)(z) cos [2 (m+ 1)Qz] dz. (43)
The Fourier components defined in Eqs. (40) and (43)
are displayed in the bottom of Fig. 5. From the Fourier
components in Figs. 5(a3)-(c3) and Figs. 5(a4)-(c4), these
states are found to be purely sinusoidal states with a
single modulation wavenumber Q. The other local min-
ima in Fig. 4 are classified as the Q2-FFLO states with
n2 > 0. These states can not be the ground state in
the case of R > 1, while they have the lowest energy in
the case of R < 1. Hence, the detailed structures of the
Q2-FFLO states with n2 > 0 are described in Sec. IV B.
The Fourier components in Fig. 5 indicate that the
pair potentials and the magnetizations are well described
with a sinusoidal form with a single FFLO modulation
wavenumber. To understand this, let us first clarify the
Q(H) curve in the case of a single-band superconductor.
In a single-band superconductor, the BCS-FFLO phase
transition occurs at the critical field µBH = (2/pi)∆0.
The critical field is associated with the one-soliton for-
mation energy and an isolated kink state of ∆(z) is char-
acterized by ∆(z) =
∑
m∈N ∆˜m sin[Q(2m + 1)z] with
∆˜m = ∆0/(2m + 1).
12 The higher Fourier components
with m ≥ 1 immediately disappear as H increases and
the spatial modulation of ∆ results in a sinusoidal form
∆(z) ∝ sin(Qz). The field dependence of Q in the single-
band case is described with Eqs. (31) and (32). The slope
of Q with respect to H in the limit of H →∞ is obtained
as
lim
H→∞
~vFQ/∆0
µBH/∆0
= lim
k→0
pi/[kK(k)]
2E(k)/[pik]
= 2. (44)
This indicates Q ∼ 2µBH/~vF in the limit of the high
magnetic field.
In the case of two-band superconductors with ∆
(1)
0 >
∆
(2)
0 , electrons in the second band feel the relatively high
magnetic field even in the vicinity of the phase boundary
between BCS to Q2-FFLO phases. Therefore, the higher
Fourier components never appear. Since pair potentials
in two bands are coherently coupled through the inter-
band Cooper pair tunneling, the pair potential in the first
band is also pulled into a sinusoidal form by the effect of
the second band.
Figure 6 shows the field dependence of the FFLO
wavenumber Q and the spatially averaged magnetization
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FIG. 5: (color online) Spa-
tial profiles of the gap for
µBH/∆
(1)
0 = 0.591 (a1), 0.753
(b1), and 0.753 (c1) at T =
0. The corresponding magne-
tization densities are displayed
in (a2), (b2), and (c2). (c1)
and (c2) correspond to the
Q1-FFLO state and the oth-
ers are identified as the Q2-
FFLO states. The param-
eters are same as those in
Fig. 3. The bottom panels
show their Fourier components
where δM (γ) = max[M (γ)] −
M
(γ)
ave .
Mave ≡M (1)ave +M (2)ave. The resulting Q(H) curve fits well
with the Q(1) and Q(2) curves obtained from the single-
band analysis in Eqs. (35) and (36). The ground state
in low magnetic field is identified as the Q2-FFLO state
with n2 = 0 whose Q(H) follows the Q
(2) curve, while
it turns to the Q1-FFLO state with Q(H) ∼ Q(1)(H)
in the higher field regime. Figure 6 clearly indicates that
the transition from Q2- to Q1-FFLO phases is of the first-
order. The transition between BCS to Q2-FFLO state is
also of the first-order, as shown in Fig. 6. By lowering
the magnetic field, the transition occurs and Q drops to
zero around µBH ≈ 0.588∆(1)0 .
As shown in Fig. 6, the net magnetization jumps at
 0
 0.5
 1
 1.5
 0
 0.0 5
 0.1
0.6 0.7 0.8
 0.7 4
 0.7 5
 0.7 6
 0
 0.0 2
 0.0 4
 0.0 6
 0.58  0.585  0.59
(a)
(b)
n2=34
56
FIG. 6: (color online) (a) FFLO wavenumber Q and (b) spa-
tially averaged magnetization, M and M (γ), as a function of
H at T = 0. The other parameters are same as those in Fig. 3.
The (black) thin lines indicate the Q(γ)(H) curves obtained
from the single-band analysis. The lines at lower Q corre-
spond to the family of the Q2-FFLO, Q
(2)/(2n2 + 1), with
n2 ∈ N. The symbol “×” (“+”) indicates the local minimum
state whose thermodynamic potential is lower (higher) than
that in the BCS state. The right panels show the detailed
structures in the lower H region.
each critical field. These jumps manifest the onset of
the Q2- and Q1-FFLO phases and might be observable
in experiments. In Fig. 6, it is also found that the net
magnetization in the second band decreases at the crit-
ical field µBH ≈ 0.75∆(1)0 between Q2- and Q1-FFLO
phases, while the total magnetization increases. This is
also observed in the case of R < 1.
As seen in Fig. 3, the phase boundary between the Q1-
and Q2-FFLO states are indistinguishable in the high
temperature region of the phase diagram. This is be-
cause the two local minima originated from Q(1) and
Q(2) merge into the same value with increasing the tem-
perature, as shown in Fig. 7. The Q2-FFLO state with
n2 = 0 can be continuously connected to the Q1-FFLO
state with n1 = 0 if they share the same Q. Note here
that, as discussed later, this is different from the case
of R < 1 in which the family of the Q2-FFLO states
with n2 > 0 becomes the ground state and successive
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FIG. 7: (color online) Thermodynamic potential Ω as a func-
tion of the FFLO modulation wavenumber Q at µBH/∆
(1)
0 =
0.74 for various temperatures, T/Tc = 0 (i), 0.03 (ii), 0.06 (iii),
and 0.09 (iv). Each plot is scaled by i×5×10−5 (i = 0, 1, 2, 3)
for visibility. The inset shows the calculated points in the
phase diagram in Fig. 3.
9first-order transitions occur.
3. Energy spectra and density of states
Let us confirm the realization of the Q2-FFLO states
from the perspective of the energy spectra. Figure 8
illustrates the energy spectra and the density of states
(DOS) of three FFLO states. The corresponding pair
potentials are displayed in Fig. 5. The energy spectra
in the first and second bands are plotted in Figs. 8(a1)
and 8(a2), respectively. The (red) solid line corresponds
to the Q1-FFLO state and the other lines depict the Q2-
FFLO states for various H’s. The energy spectrum of
the first-band is qualitatively unchanged by the magnetic
field, which always opens a finite energy gap at the Fermi
level.
The band structures around Ek = −µBH in Figs. 8(a1)
and 8(a2) are interpreted as the lattice formation of the
Jackiw-Rebbi solitons bound at the FFLO nodes.11 In
the case of the Q2-FFLO with n2 = 0, as shown in
Fig. 8(a2), the energy dispersion of the soliton band does
not cross the Fermi level. As H increases, however, the
FFLO modulation period L = 2pi/Q shortens and thus
the dispersion of the Jackiw-Rebbi soliton band becomes
dispersive. As shown in Fig. 6(a), Q jumps at the crit-
ical µBH/∆
(1)
0 ≈ 0.75 between the Q2- and Q1-FFLO
phases. In the Q1-FFLO phase, the Jackiw-Rebbi soli-
ton band crosses the Fermi level. These features are also
confirmed in the DOS of the second band (blue lines) dis-
played in Figs. 8(b1)-(b3), where the zero-energy DOS is
absent in the Q2-FFLO states in Figs. 8(b2) and 8(b3).
The change of low-energy structures implies that the Q2-
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FIG. 8: (color online) Energy spectra of the first band (a1)
and the second band (a2). The (red) solid line (i) corresponds
to Q1-FFLO states at µBH/∆
(1)
0 = 0.753. The (blue) dash-
dotted line (ii) and the (green) dotted line (iii) correspond to
Q2-FFLO states with n2 = 0 at µBH/∆
(1)
0 = 0.753 and 0.591,
respectively. The density of states in (i)-(iii) are displayed in
(b1)-(b3), respectively. The other parameters are same as
those in Fig. 3.
FFLO states gain the condensation energy at low tem-
peratures and thus they can be stable relative to the Q1-
FFLO state.
Since the soliton band is occupied (unoccupied) by
only up-spin (down-spin) electrons in the low tempera-
ture regime, paramagnetic moments are accumulated by
the FFLO nodal planes. Hence, the spatial oscillation of
magnetization density in Figs. 5(a2), 5(b2), and 5(c2), re-
flects the FFLO modulation period L and Jackiw-Rebbi
soliton states in the low temperatures, which might be
detectable in experiments.
B. R < 1 case
1. Phase diagram
Let us now turn to the case of R < 1 where Q(2) is
always bigger than Q(1). The resulting phase diagram is
shown in Fig. 9. Here, we take the two sets of parameters:
Γ = (0.0625, 0.5, 0.2) and Γ = (0.1, 0.6, 0.5). Using the
former (latter) set, the ratio of the pair potential at T = 0
and H = 0 is estimated as ∆
(2)
0 /∆
(1)
0 ' 0.60 (0.53). Then
the ratio of the wavenumbers is R = √0.2 and √0.5, re-
spectively. For both the sets of parameters, the region
of high fields and low temperatures is occupied by two
FFLO phases, the Q1- and Q2-FFLO phases. In con-
trast to the case of R > 1, however, the Q2-FFLO phase
is further divided into a family of the Q2-FFLO states
through successive first-order phase transitions. The de-
tailed structures will be discussed below. We here cal-
culate the physical quantities in both the cases, which
yield qualitatively same behaviors. In this paper, there-
fore, we focus on the results with the set of parameters,
Γ = (0.0625, 0.5, 0.2). The more information of the latter
case can be found in Ref. 27.
In Fig. 10 we illustrate the thermodynamic potential
Ω for various H’s as a function of the FFLO wavenum-
ber Q. In Fig. 10, the data (i)-(iii) show Ω(Q) in the
vicinity of the phase boundary between the BCS and Q2-
FFLO phases, and (iv)-(vi) are in the higher field regime
around the boundary between Q2- and Q1-FFLO phases.
There exist several local minima in Ω(Q). In the lower
field regime, the FFLO phase with small Q’s can be the
ground state, while the value of Q in the ground state
successively jumps to larger values with increasing H.
Figures 11(a1)-(c1) show the spatial profile of the pair
potentials and the corresponding magnetization densi-
ties are displayed in Figs. 11(a2)-(c2). The correspond-
ing Fourier components are displayed in the bottom. As
seen in Figs. 11(c1) and 11(c2), the pair potentials of
two bands yield a simple sinusoidal modulation, and the
spatial oscillations are characterized by a single FFLO
modulation wavenumber, corresponding to the Fourier
component with mγ = 0 in Eq. (40). Similarly, the spa-
tial modulation ofM (γ)(z) is composed of a single Fourier
component with m = 0 in Eq. (43). It turns out that the
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FIG. 9: (color online) Phase diagrams for Γ =
(0.0625, 0.5, 0.2) in the main frame and for Γ = (0.1, 0.6, 0.5)
in the inset. The former (latter) case corresponds to R =√
0.2 (
√
0.5) and ∆
(2)
0 /∆
(1)
0 ' 0.60 (0.53). The FFLO phase
is separated by the first-order transition to Q1- and Q2-FFLO
states. The Q2-FFLO phase is divided into a family of the
Q2-FFLO states through the first-order transitions.
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FIG. 10: (color online) Thermodynamic potential Ω(Q) at
T = 0 for µBH/∆
(1)
0 = 0.509 (i), 0.516 (ii), 0.525 (iii), 0.605
(iv), 0.625 (v), and 0.646 (vi). The set of parameters are
Γ = (0.0625, 0.5, 0.2). The left panel is an enlarged plot of
the low field region. The (red) filled circles denote the global
minima of Ω(Q).
modulation wavenumber Q coincides with the modula-
tion wavenumber favored by the first band, Q(1). In this
sense, we refer to this state as the Q1-FFLO state. This
state corresponds to the local-minimum state with the
largest value of Q in Fig. 10. The Q1-FFLO state always
occupies the high field region of the phase diagram, re-
gardless of R > 1 and R < 1 (see Figs. 3 and 9) and the
parameters (g12/g11, g22/g11).
2. Pair potentials and local magnetization
Figures 11(b1) and 11(a1) illustrate the spatial pro-
files of the pair potential which correspond to the local
minima with the second and third largest Q in Fig. 10,
respectively. The corresponding magnetization densities
are displayed in Fig. 11(b2) and (a2). It is seen from
Figs. 11(b3) and 11(a3) that ∆(γ)(z) is composed of mul-
tiple wavenumbers, (2m + 1)Q (m = 1, 2, . . . ), in addi-
tion to Q. In the case of Fig. 11(b1), the wavenum-
ber 3Q of ∆(γ)(z) is favored by the pair potential of
the second band ∆(2), namely, 3Q ' Q(2). Since the
two bands are coherently coupled through the inter-
band Cooper pair tunneling and ∆(1) favors the rela-
tively longer modulation period, the extra Fourier com-
ponent with Q then mixes the longer modulation period
in ∆(γ)(z), which is favored by the first band ∆(1). As a
result, the spatial modulation of Fig. 11(b1) is described
as ∆(γ)(z) ≈ ∆˜(γ)0 sin(Q(2)z/3) + ∆˜(γ)1 sin(Q(2)z). We re-
fer to this state as the Q2-FFLO state with n2 = 1 (see
Fig. 10). Similarly, ∆(γ)(z) in the case of Fig. 11(a1) is
composed of mainly two Fourier components, Q and 5Q,
where the shorter period 5Q ' Q(2) is favored by the
second band. The FFLO state in Fig. 11(a1) is identified
as the Q2-FFLO state with n2 = 2.
Note that in low temperatures, the modulation of the
magnetization density reflects the spatial oscillation of
∆(γ)(z) in the FFLO states. As seen in Fig. 11(c4), the
spatial modulation of the magnetization density in the
Q2-FFLO state is expressed by a single Fourier compo-
nent with 2Q. In Fig. 11(b4) and (a4), we show the
Fourier components of M (γ)(z) in Q2-FFLO states with
n2 = 2 and n2 = 1, where the spatial modulation con-
sists of multiple Fourier components. This feature in Q2-
FFLO states is qualitatively different from the single-Q
behavior in the Q1-FFLO state. Hence, the multiple-Q
modulations in the magnetization density manifest the
stability of the Q2-FFLO states.
Let us now consider the transition from Q2- to Q1-
FFLO states. The field-dependence of the FFLO mod-
ulation wavenumber, Q, is displayed in Fig. 12(a). The
corresponding phase diagram in Fig. 9 indicates that in
the higher magnetic field regime, the Q1-FFLO state is
a ground state. This is because the minority pair po-
tential, ∆(2), becomes passive in the high field regime
and the FFLO modulation is determined by the major-
ity band. Hence, the field-dependence of Q follows the
curve Q(1)(H) which is obtained from the single-band
analysis in Eqs. (35) and (36). In the lower field regime
where the pair potential in the second band is compet-
itive to that of the first band, the frustration between
Q(1) and Q(2) gives rise to anomalous field-dependence
of the FFLO modulation wavenumber Q. In the case of
R < 1 which we consider, the FFLO wavenumber fa-
vored by the second-band, Q(2), is always larger than
Q(1), as shown in Fig. 2(b). Hence, as discussed above,
the lower field region is occupied by a family of the Q2-
FFLO states, whose pair potentials are characterized by
multiple wavenumbers, (2m + 1)Q (m = 0, 1, . . . ), with
Q ' Q(2)/(2n2 + 1). As illustrated in Fig. 12(a), the
magnetic field drives successive first-order phase transi-
tion among Q2-FFLO phases with different n2’s, which
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FIG. 11: (color online) Spa-
tial profiles of the gap for
µBH/∆
(1)
0 = 0.514 (a1), 0.555
(b1), and 0.706 (c1) at T =
0. The corresponding magne-
tization densities are displayed
in (a2), (b2), and (c2). (c1)
and (c2) correspond to the Q1-
FFLO state. (a1) and (a2) il-
lustrate the Q2-FFLO states
with n2 = 2 and (b1) and (b2)
correspond to the Q2-FFLO
states with n2 = 1. The pa-
rameters are same as which in
Fig. 9. The bottom panels
show their Fourier components
where δM (γ) = max[M (γ)] −
M
(γ)
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FIG. 12: (color online) (a) FFLO wavenumber Q and (b) spa-
tially averaged magnetizations M and M (γ) as a function of
H for Γ = (0.0625, 0.5, 0.2) and T = 0. The (black) thin lines
indicate the Q(H) curve obtained form the single-band analy-
sis. We also depict the curves Q2(H)/(2n2+1), corresponding
to the family of the Q2-FFLO. The symbol“×” (“+”) denotes
the local minimum state whose thermodynamic potential is
lower (higher) than that in the BCS state. The right panels
illustrate the detailed structures in the lower H region.
are accompanied by the jump of the Q value. The tran-
sition from Q2- to Q1-FFLO phases is also of the first-
order. As seen in Fig. 12, the field-dependence of the net
magnetization clearly indicates the successive first-order
transitions. The so-called devil’s staircase37,38 is pecu-
liar to FFLO phases in multi-band superconductors and
might be detectable in experiments.
Note that although there exist more steps in the
µBH/∆
(1)
0 . 0.5 of Fig. 12(b), further calculations in the
lower field region are technically difficult. This is because
Q2-FFLO states with an infinitely large n2 are compet-
ing to the spatially uniform BCS state. We find that the
thermodynamic potential of the BCS state is still higher
than that of Q2-FFLO states around µBH/∆
(1)
0 ∼ 0.5.
Therefore, the critical field below which the BCS state is
stabilized will be located in the region of H
(2)
p . H .
0.5∆
(1)
0 /µB, where H
(2)
p =
1√
2
∆
(2)
0
µB
denotes the Pauli-
limiting field in the second band and µBH
(2)
p /∆
(1)
0 ' 0.42
with the parameters of Fig. 12.
3. Energy spectra and density of states
Finally, to explain the thermodynamic stability of Q2-
FFLO states relative to the Q1-FFLO state, we illustrate
in Fig. 13 the quasiparticle energy spectra and DOS of
the Q1-FFLO state and Q2-FFLO states with n2 = 1 and
n2 = 2. Similarly with the case of R > 1 in Sec. IV A,
the dispersion of the Q1-FFLO state crosses the Fermi
level, while the Q2-FFLO states open a finite energy gap
around the Fermi level.
In the case of the n2 = 2 Q2-FFLO state, as shown
in Fig. 11(a3), ∆(γ)(z) is composed of two modulation
periods 2pi/Q and 2pi/(5Q), ∆(γ)(z) ≈ ∆˜(γ)0 sin(Qz) +
∆˜
(γ)
2 sin(5Qz). The FFLO state with the short period
2pi/(5Q) is accompanied by a finite zero energy density
of states.12 The mixing of the Fourier component with
the longer modulation period 2pi/Q, however, folds back
the original band into the small reduced Brillouin zone
with the 1/5 size. As a result, the band gap opens around
the Fermi level in the reduced Brillouin zone of the mi-
nor band (Fig. 13(a2)), resulting in the gain of condensa-
tion energy. The multiple-band structure appears around
E ∼ −0.2∆(1)0 , µBH, and −∆(1)0 in the Q2-FFLO states
with n2 = 1 and n2 = 2. This helps the stability of the
Q2-FFLO states in the lower field regime, compared with
the Q1-FFLO state with a finite zero energy DOS.
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FIG. 13: (color online) Energy spectra of the first band (a1)
and the second band (a2) for Γ = (0.0625, 0.5, 0.2). The (red)
line (i) corresponds to Q1-FFLO states at µBH/∆
(1)
0 = 0.706.
The (blue) dash-dotted line (ii) and (green) dotted line (iii)
illustrate the Q2-FFLO states with n2 = 1 at µBH/∆
(1)
0 =
0.555 and with n2 = 2 at 0.514, respectively. The corre-
sponding density of states to the cases (i)-(iii) are displayed
in (b1)-(b3).
V. CONCLUSIONS
We have studied multi-band effects on superconduc-
tivity under an external magnetic field. We have here
focused on Fulde-Ferrell-Larkin-Ovchinnikov (FFLO)
states in two-band systems. Extending the basic the-
ory based on the Bogoliubov-de Gennes equation to a
multi-band system, we have developed the formalism to
calculate analytic phase boundaries between supercon-
ducting states and the normal state.
We have first examined the phase diagram in a two-
band system with a passive band, where intraband inter-
action in the second band is absent. As the interband
interaction increases, the critical field, HLO(T ), above
which the FFLO state is stable, decreases and becomes
lower than the tricritical Lifshitz point. This indicates
that the BCS-FFLO phase boundary line TLO(H) yields
a positive slope, dTLO(H)/dH > 0, contrast to that in
a single-band superconductor, dTLO(H)/dH < 0.
12 We
have numerically checked that the temperature at the
Lifshitz point is invariant with respect to interband and
intraband interactions.
For a two-band superconductor where intraband inter-
actions are present in both bands, there are two different
FFLO modulation wavenumbers, Q(1) and Q(2), which
are favored by the first and second bands, respectively.
The competing effect between two length scales 2pi/Q(1)
and 2pi/Q(2) plays an important role in the FFLO states
of multi-band superconductors, giving rise to the exis-
tence of two FFLO phases: Q1-FFLO and Q2-FFLO
phases. In this paper, we divide the parameter region into
two cases: R ≡ limH→Hc2(0)Q(1)/Q(2) > 1 and R < 1.
In both cases, it has been demonstrated that the phase
diagram in the low temperature and high field region is
occupied by the Q1-FFLO phase, whereas the Q2-FFLO
becomes stable in the lower field regime around the Pauli-
limiting fields. In the case of R > 1, the spatial modula-
tion of the pair potential in the Q1 and Q2-FFLO phases
is well characterized by a single modulation wavenum-
ber Q ' Q(1)(H) and Q ' Q(2)(H), respectively. The
transition from the BCS to Q2-FFLO phase is of the
first order. With increasing an applied field, the Q2-
FFLO phase undergoes the first-order transition to the
Q1-FFLO phase in the low temperature regime, while
the transition becomes ambiguous in high temperatures.
In the case of R < 1, the Q2-FFLO phase is divided
into a family of the Q2-FFLO states, where the FFLO
modulation is composed of multiple wavenumbers. The
transitions between all the superconducting phases are of
the first order. The field-dependence of the FFLO mod-
ulation wavenumber and net magnetization is accompa-
nied by the devil’s staircase, which clearly indicates the
successive first-order transitions between the Q2-FFLO
substates.
Recently, strong Pauli-limited superconductivity
has been reported in an Iron-based superconductor,
KFe2As2.
20,23 It is known that KFe2As2 has α-, β-,
ζ-, and -bands, where the -band has a relatively
larger Fermi velocity than that in other bands and
∆
()
0 > ∆
(α)
0 ∼ ∆(β)0 ∼ ∆(ζ)0 .39 The FFLO modu-
lation wavenumbers in each band are estimated as
Q(α) ∼ Q(β) ∼ Q(ζ) < Q().27 This corresponds to
the case of R > 1 in the present context. Hence, it is
inferred that the Q2-FFLO phase appears in the low
temperature and high field regime and with increasing
the magnetic field, it undergoes the first-order transition
to the Q1-FFLO phase. Note that the generalized
WHH approach recently makes the Pauli-limit effect of
KFe2As2 questionable.
40 To fully understand the phase
diagram of KFe2As2, however, we must take account
of orbital depairing effect which induces vortices. In a
single-band superconductor, the formation of vortices is
competitive to the stability of the FFLO state.15,33,41–45
The study on the interplay of vortices with Q1- and
Q2-FFLO states remains in the future work.
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Appendix A: BdG equation
In this Appendix, we describe the details on the deriva-
tion of the BdG equation (7) and gap equation (9). Let us
start from the second-quantized microscopic Hamiltonian
with multiple bands under a uniform external magnetic
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field, which is presented in Eqs. (3)-(5). Employing the
mean field approximation, the Hamiltonian reduces to
Hint ' Econd +
∑
γ
∫
dr
[
∆(γ)∗(r)ψ(γ)↓ (r)ψ
(γ)
↑ (r) + h.c.
]
(A1)
where Econd = −
∑
γ,γ′ g
−1
γγ′
∫
dr∆(γ
′)∗(r)∆(γ)(r). Here,
∆(γ) denotes the pair potential defined by
∆(γ)(r) ≡
∑
γ′
gγγ′
〈
ψ
(γ′)
↓ (r)ψ
(γ′)
↑ (r)
〉
. (A2)
From now on, without loss of generality, H is fixed to
the z axis: H = (0, 0, H). The second term of Eq. (6)
becomes −µ(γ)B Hσz, and the single-particle Hamiltonian
density (6) becomes diagonal.
It is convenient to introduce the following spinor no-
tation: Ψ(γ)(r) = [ψ
(γ)
↑ (r), ψ
(γ)†
↓ (r)]
T, where T means
transposition. The mean-field Hamiltonian in Eq. (A1)
is rewritten as follows:
HMF = E′cond +
∑
γ
∫
drΨ(γ)†(r)K(γ)(r)Ψ(γ)(r), (A3)
where the BdG Hamiltonian density is given by
K(γ)(r) =
[
ε(γ)(r)− µ(γ)B H ∆(γ)(r)
∆(γ)∗(r) −ε(γ)(r)− µ(γ)B H
]
. (A4)
We introduce the following Bogoliubov transformation,
Ψ(γ)(r) =
∑
ν
U (γ)ν (r)η
(γ)
ν
=
∑
ν
[
u
(γ)
ν (r) −v(γ)∗ν (r)
v
(γ)
ν (r) u
(γ)∗
ν (r)
]
η(γ)ν , (A5)
with quasiparticle basis, η
(γ)
ν = [η
(γ)
↑,ν , η
(γ)†
↓,ν ]
T. With the
transformation, the mean-field Hamiltonian (A4) with
the BdG matrix is diagonalized to
HMF = E′cond +
∑
σ,ν,γ
E(γ)σ,νη
(γ)†
σ,ν η
(γ)
σ,ν . (A6)
The creation and the annihilation operators of the
quasiparticles, η
(γ)†
σ,ν and η
(γ)
σ,ν , satisfy fermionic anti-
commutation relations. The quasiparticle wave function
in the matrix form U (γ)ν (r) satisfies the orthonormal con-
dition, ∫
drU (γ)†ν (r)U
(γ)
ν′ (r) = δν,ν′12, (A7)
and the completeness condition,∑
ν
U (γ)ν (r)U
(γ)†
ν (r
′) = δ(r − r′)12. (A8)
By substituting Eq. (A5) to Eq. (A3) and using Eqs. (A6)
and (A8), we derive the following Bogoliubov-de Gennes
(BdG) equation
K(γ)(r)U (γ)ν (r) = U (γ)ν (r)
[
E
(γ)
↑,ν 0
0 −E(γ)↓,ν
]
. (A9)
The BdG matrix K(γ)(r) described above yields dou-
ble eigenstates for spins. To see this, we set the eigen-
function of up spin states with an eigenvalue E
(γ)
↑,ν as
ϕ
(γ)
↑,ν(r) = [u
(γ)
ν (r), v
(γ)
ν (r)]T. Then, the corresponding
BdG equation is given by K(γ)(r)ϕ(γ)↑,ν(r) = E(γ)↑,νϕ(γ)↑,ν(r).
It is found that the BdG equation (A9) simultane-
ously has eigenstates for down spins of ϕ
(γ)
↓,ν(r) =
[−v(γ)∗ν (r), u(γ)∗ν (r)]T with the eigenvalue of −E(γ)↓,ν :
K(γ)(r)ϕ(γ)↓,ν(r) = −E(γ)↓,νϕ(γ)↓,ν(r). Therefore, once one
solves the BdG equation for the quasiparticle ϕ
(γ)
ν (r) =
[u
(γ)
ν (r), v
(γ)
ν (r)]T and E
(γ)
ν ,
K(γ)(r)ϕ(γ)ν (r) = E(γ)ν ϕ(γ)ν (r), (A10)
then the solution gives the eigenstate for both spin states
with positive and negative energies.
One can realize that the BdG equation (A10) is the
same form as that in a single band superconductor.
Multi-band effects appear through the pair potential
∆(γ)(r). The gap equation is derived by substitut-
ing Eq. (A5) to Eq. (A2) and replacing variables in
Eq. (A10),
∆(γ)(r) =
∑
γ′,ν
gγγ′
[
u(γ
′)
ν (r)v
(γ′)∗
ν (r)f(E
(γ′)
↑,ν )
− v(γ′)∗ν (r)u(γ
′)
ν (r)f(−E(γ
′)
↓,ν )
]
(A11)
=
∑
γ′,ν
gγγ′u
(γ′)
ν (r)v
(γ′)∗
ν (r)f(E
(γ′)
ν ), (A12)
where f(E) = 1/(eβE +1) is the Fermi distribution func-
tion with inverse temperature β = 1/(kBT ) and kB is
the Boltzmann constant. Here, we utilize the following
relations, 〈η(γ)σ,νη(γ)σ′,ν′〉 = 〈η(γ)†σ,ν η(γ)†σ′,ν′〉 = 0, 〈η(γ)†↑,ν η(γ)↑,ν′〉 =
f(E
(γ)
↑,ν )δν,ν′ , and 〈η(γ)↓,νη(γ)†↓,ν′ 〉 = f(−E(γ)↓,ν )δν,ν′ . The de-
rived gap equation (A12) has a finite energy cutoff Ec in
numerics,
∆(γ)(r) =
∑
γ′
∑
|E(γ′)ν |<Ec
gγγ′u
(γ′)
ν (r)v
(γ′)∗
ν (r)f(E
(γ′)
ν ).
(A13)
In the case of a single-band superconductor with a spa-
tially uniform gap ∆s, the gap equation reduces to
1
|g11| =
1
2pi
∫ kc
0
dk√
(k2 − µ1)2 + ∆2s
, (A14)
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where kc =
√
2MeEc/~2. This gives the relation between
the cutoff energy and physical quantities such as the in-
traband coupling constant g11 and the pair potential ∆s
at T = 0 and H = 0. Hence, we estimate the amplitude
of the intraband coupling constant g11 from Eq. (A14)
with the energy cutoff Ec, the chemical potential µ1, and
the pair potential ∆s at T = 0 and H = 0.
Appendix B: Solving the BdG equation with a
periodic boundary condition
1. BdG equation with a periodic boundary
condition
We start by considering a periodic boundary condition,
∆(r +R) = eiχ(R)∆(r), (B1)
where χ(R) ∈ R. The Bravais lattice vector is defined as
R = n1a1 + n2a2 + n3a3 with nj ∈ Z and the primitive
vectors of the lattice, aj (j = 1, 2, 3). We assume that
the phase factor χ(R) yields additivity, χ(R) + χ(R′) =
χ(R+R′). For simplicity, we do not take account of the
local gauge transformation, which implies that χ(R) is
independent of r.
The BdG equation is
H(r)ϕµ(r) = Eµϕµ(r), (B2)
where the matrix is given by
H(r) =
[
(r) ∆(r)
∆(r) −∗(r)
]
. (B3)
Let us now consider the periodic boundary condi-
tion for the BdG equation given by TR[H(r)ϕµ(r)] =
EµTRϕµ(r), where the translational operator, TR, obeys
TRTR′ = TR′TR = TR+R′ . It is obvious from (B1)
that the periodicity of the BdG matrix (B3) is ex-
pressed as the U(1) gauge transformation, TR[H(r)] =
U(R)H(r)U(R), where U(R) = eiχ(R)σz/2 yields addi-
tivity, U(R) + U(R′) = U(R + R′) and is supposed to
be [U(R)]4 = 1. In addition, the eigenfunction of the
BdG equation, ϕµ, is the simultaneous eigenfunction of
the translation operator,[H(r), U(R)†TR] = 0. (B4)
Using the Bloch vector k = m1N1 b1 +
m2
N2
b2 +
m3
N3
b3 with
the reciprocal lattice vectors bi = 2piijk(aj × ak)/[ai ·
(aj×ak)], we obtain the periodic boundary condition on
the quasiparticle wavefunction as
ϕµ(r +R) = U(R)e
ik·Rϕµ(r). (B5)
We here impose the Born-von Karman boundary condi-
tion, ϕµ(r+Njaj) = ϕµ(r), where Nj ∈ Z and mj ∈ Z.
In the current problem, we set R = L/2 in Eq. (B1).
The phase shift is taken to be χ = pi for FFLO states
and χ = 2pi for spatially uniform BCS states. Then, the
periodic boundary condition on the quasiparticle wave-
function is recast into
ϕµ
(
z +
L
2
)
= eik·Reiχσz/2ϕµ(z), (B6)
where the Bloch vector is taken to be k = 2pimzˆ/(LNL)
with NL ≡ Nj/2 and −NL ≤ m < NL. We numerically
solve the resulting one-dimensional BdG equation with
the periodic boundary condition in Eq. (B6) using the
finite-element method with the Gauss-Lobatto discrete
variable representation
2. Finite element method with the Gauss-Lobatto
discrete variable representation
Here we describe the details about how to numerically
solve the BdG equation (B2) with the periodic bound-
ary condition in Eq. (B6). In order to map the BdG
equation into the eigenvalue equation, we apply the the
finite (FE) element method implemented with the Gauss-
Lobatto discrete variable representation (DVR).46
a. Finite-element method with a periodic boundary
condition
For simplicity, let us consider the following differential
equation in the coordinate space, q∈ [RL, RR],
H(q)Ψ(q) = EΨ(q). (B7)
Without loss of generality, H(q) is composed of spatial
derivatives and potential terms as H(q) = a d
2
dq2 + V (q).
The eigenfunction Ψ(q) obeys the periodic boundary con-
dition,
Ψ(q = RL) = SΨ(q = RR), (B8)
where S ∈ C and |S| = 1.
We start by dividing the continuous variable q into
the N intervals, where the i-th interval is defined as
q ∈ [qi, qi+1] with the N + 1 discrete grids {qi}i=0,...,N
(q0 < q1 < q2 < · · · < qN ). Each interval is further di-
vided into sub grids labeled by α = 1, . . . ,M as {qiα} (see
Fig. 14). In order to represent wave functions in each
interval, we define the set of finite-element basis func-
tions, {fi,α(q)}i=1,...,N , which are identically zero out-
side a given interval: fi,α(q) = 0 for q /∈ [qi, qi+1]. The
index α = 1, . . . ,M denotes the local basis function in
each interval and represents the DVR grids.47–49 Follow-
ing Ref. 46, we introduce the boundary condition on
fi,α=1(qi) = 1, fi,α=M (qi+1) = 1, (B9)
and for α = 2, . . . ,M − 1
fi,α(qi) = fi,α(qi+1) = 0. (B10)
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FIG. 14: Grids used in the FE-DVR method.
It is convenient to construct the set of the orthonormal
basis functions, {χi,α(q)}, from {fi,α(q)}, which obeys
the condition,∫ RR
RL
χ∗i,α(q)χj,β(q)dq = δi,jδα,β . (B11)
We expand the eigenfunction Ψ(q) in terms of the basis
functions,
Ψ(q) =
∑
i,α
Ci,αχi,α(q). (B12)
Since the eigenfunction must be continuous across each
interval, the coefficients for i = 2, . . . , N − 1 are required
to satisfy the following conditions
Ci,M = Ci+1,1, (B13)
for i = 2, . . . , N − 1 and
C0,α = SCN,α. (B14)
This indicates that the coordinate q ∈ [RL, RR] is di-
vided into (M − 1)×N + 1 grid points. Each grid qiα is
accompanied by the local basis functions χi,α(q).
b. The Gauss-Lobatto discrete variable representation
We now explicitly define the local basis functions,
{fi,α(q)}, that is, {χi,α}. Following Ref. 46, the DVR
is implemented to the finite-element method. The dis-
crete grids in each interval, {qiα}, are chosen to be a set
of Gauss-Lobatto quadrature points.
In the interval of q¯ ∈ [−1,+1], the Gauss-Lobatto
quadrature rule turns the integral of an arbitrary func-
tion G(q¯) over the continuous variable q¯ to the summa-
tion on the discrete grids q¯α,
∫ +1
−1 G(q¯)dq¯ ≈G(−1)w¯1 +∑M−1
α=2 G(q¯α)w¯α+G(+1)w¯M , which gives an exact result
if the function G(q¯) is a polynomial of degree ≤2M − 3.
In contrast to the Gauss-Legendre quadrature, the end-
points are constrained to q¯α=1 = qi and q¯α=M = qi+1.
The points and weights (q¯α, w¯α) are chosen to be the α-
th zeroth of the first derivative of the (M − 1)-th degree
Legendre polynomials, dPM (q¯)/q¯, and
w¯α =

2
M(M − 1) , for α = 1,M ;
2
M(M − 1)[PM−1(q¯α)]2 , otherwise.
(B15)
Using the Gauss-Lobatto quadrature points and weights,
we now define the grid points qiα and the weights w
i
α in
each interval as
qiα =
(qi+1 − qi)q¯α + (qi+1 + qi)
2
, (B16)
wiα =
qi+1 − qi
2
w¯α. (B17)
Now let us construct the DVR basis functions based on
the Gauss-Lobatto quadrature, where arbitrary functions
given at each FE-DVR grids {qiα} are interpolated by
Lagrange polynomials,
fi,α(q) =

∏
β 6=α
q − qiβ
qiα − qiβ
, qi ≤ q ≤ qi+1;
0, q /∈ [qi, qi+1].
(B18)
The set of the basis functions is localized at each FE-
DVR grid,
fi,α(q
j
β) = δi,jδα,β , (B19)
and obeys the orthogonal condition with the accuracy
of the Gauss-Lobatto quadrature,
∫ RR
RL
fi,α(q)fj,β(q)dq ≈
wiαδi,jδα,β .
We can now construct the set of orthonormal functions,
{χi,α(q)}, from the local basis functions, {fi,α(q)}, which
allows to expand the eigenfunction Ψ(q). The basis func-
tions are continuous in each interval, q ∈ [qi, qi+1], while
the continuity at the interval boundaries is ensured by
introducing the so-called “bridge” function, {χi,α}. The
normalized bridge function at the grid qiα = q
1
1 and q
N
M
is defined as
χi,α(q) =
fN,M (q) + f1,1(q)√
wNM + w
1
1
. (B20)
The bridge functions for interval boundaries with i 6= 1
and α = M are given by
χi,α(q) =
fi,M (q) + fi+1,1(q)√
wiM + w
i+1
1
. (B21)
For each FE-DVR grid except for the boundaries, the
orthonormal functions χi,α are obtained by normalizing
the local basis function {fi,α} as
χi,α(q) =
fi,α(q)√
wiα
. (B22)
The set of the functions in Eqs. (B20)-(B22) satisfies the
normalization condition in Eq. (B11)
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c. Implementation of the FE-DVR method
By expanding the eigenfunction Ψ(q) in terms of the
FE-DVR functions χi,α, as shown in Eq. (B12), the origi-
nal equation can be mapped onto the eigenvalue problem.
Since χi,α is localized at each FE-DVR grid, the potential
term V (q) is diagonalized as∫ RR
RL
χi,α(q)V (q)χj,β(q) = δi,jδα,βV (q
i
α). (B23)
The matrix elements of the second derivative term for
i = 2, . . . , N − 1 are evaluated in terms of the FE-DVR
basis as∫ RR
RL
χi,α(q)
(
− d
2
dq2
)
χj,β(q)dq
= Diαβδi,j + Liα,Mδi,j+1δβ,M + U iM,βδi,j−1δα,M
+ δi,1δj,Nδβ,M L˜α + δi,Nδj,1δα,M U˜β , (B24)
where the diagonal elements for α = β = M are given by
Diα,β =
M∑
β=1
[
wiγ
W iM
f ′i,M (q
i
γ)f
′
i,M (q
i
γ)
+
wi+1γ
W iM
f ′i+1,1(q
i+1
γ )f
′
i+1,1(q
i+1
γ )
]
, (B25)
otherwise
Diα,β =
wiβ√
W iαW
i
β
f ′i,α(q
i
α′)f
′
i,β(q
i
β′). (B26)
The other elements are
Li6=1α,M =
M∑
γ=1
wiγ√
W iαW
i−1
M
f ′i,α(q
i
γ)f
′
i,1(q
i
β), (B27)
U i 6=NM,β =
M∑
γ=1
wi+1γ√
W iMW
i+1
β
f ′i+1,1(q
i+1
γ )f
′
i+1,β(q
i+1
γ ).
(B28)
and Li=1α,M = 0 and U i=NM,β = 0. The elements L˜α and U˜β
are obtained with the phase factor in Eq. (B8) as
L˜α = S
M∑
γ=1
w1γ√
W 1αW
N
M
f ′1,α(q
1
γ)f
′
1,1(q
1
γ), (B29)
U˜β = S∗
M∑
γ=1
w1γ√
WNMW
1
β
f ′1,1(q
1
γ)f
′
1,β(q
1
γ). (B30)
We here set W iα = w
N
M + w
1
1 for (i, α) = (N,M) and
(1, 1) and W iα = w
i
M + w
i+1
1 for i 6= 1, N and α = M ,
otherwise W iα = w
i
α. The first derivatives of the local
basis functions fi,α(q) at quadrature points, f
′
i,α(q
i
β) ≡
dfi,α(q)/dq|q=qiβ , are given by
f ′i,α(q
i
β) =

1
qiα − qiβ
∏
γ 6=α,β
qiβ − qiγ
qiα − qiγ
, for α 6=β;
1
2wiα
(δα,M − δα,1), for α=β.
(B31)
In the FE-DVR method, non-zero Hamiltonian matrix
elements are composed of only the gradient terms and
the potential terms is fully diagonalized. The number of
non-zero elements, Nmat, are determined by the number
of DVR grids in each interval, M ; Nmat ∼ M2. This
drastically reduces the number of non-zero elements in
the standard DVR method47–49 with Nmat ∼ (NM)2.
Hence, the FE-DVR method is accompanied by the
sparse matrix and convenient for the implementation of
the Lanczos/Arnoldi algorithm and massive parallel com-
putation.50
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