Learning rates in stochastic neural network training are currently determined a priori to training, using expensive manual or automated iterative tuning. This study proposes gradient-only line searches to resolve the learning rate for neural network training algorithms. Stochastic sub-sampling during training decreases computational cost and allows the optimization algorithms to progress over local minima. However, it also results in discontinuous cost functions. Minimization line searches are not effective in this context, as they use a vanishing derivative (first order optimality condition), which often do not exist in a discontinuous cost function and therefore converge to discontinuities as opposed to minima from the data trends. Instead, we base candidate solutions along a search direction purely on gradient information, in particular by a directional derivative sign change from negative to positive (a Non-negative Associative Gradient Projection Point (NN-GPP)). Only considering a sign change from negative to positive always indicates a minimum, thus NN-GPPs contain second order information. Conversely, a vanishing gradient is purely a first order condition, which may indicate a minimum, maximum or saddle point. This insight allows the learning rate of an algorithm to be reliably resolved as the step size along a search direction, increasing convergence performance and eliminating an otherwise expensive hyperparameter.
in Artificial Neural Network training. With the ability to conduct line searches in this environment, it is possible to automatically resolve step sizes (learning rates) adaptively, as determined by cost function characteristics. To this end, we introduce the various concepts needed for our study.
Cost Functions and Gradients
Machine learning models are often posed with objective functions of the form
where x ∈ R d is a vector of parameters, {t 1 , . . . , t k } is a training set, and (x; t) is a loss quantifying the performance of parameters x on training sample t. The exact gradient w.r.t. x is then computed by back-propagation [47] ∇L
For large M , the exact gradient can become computationally demanding to compute. Instead, a (mini-)batch sample, B ⊂ {1, . . . , M } of size |B| M is selected from the training set to compute an approximate loss function
and approximate stochastic gradient
with expectation E[L(x)] = L(x) and E[g(x)] = ∇L(x) [45] . Usually, the batch or mini-batch is drawn uniformly and independently from M , but it has been noted that mini-batch sampling may lead to the non-convergence of certain algorithms [4] , which can be rectified using stratified or active mini-batch sampling [50] . In addition to cost, mini-batch sampling may alleviate the presence of some local minima, as neural network objective functions have been reported to be multimodal [11, 17, 10, 40] and therefore aid convergence [39] . Hence, since L may be non-differentiable due to discontinuities, we weaken the notion of gradients or derivatives to associated derivative and associated gradient [48, 44] as defined in Definitions 1 and 2.
Notation: Explicit dependency on variables are occasionally omitted e.g. L instead of L(x). Sequences are denoted by subscripts e.g. g i , denoting the i th iterate. Entry-wise products also known as the Hadamard or Schur products [12] are explicitly denoted using .
Definition 1 Let f : X ⊂ R → R be a piecewise smooth real univariate stepdiscontinuous function that is everywhere defined. The associated derivative f (x) for f (x) at a point x is given by the derivative of f (x) at x when f (x) is differentiable at x. The associated derivative f for f (x) non-differentiable at x, is given by the left-sided derivative of f (x) when x is associated with the piecewise continuous section of the function to the left of the discontinuity, otherwise it is given by the right-sided derivative.
Definition 2 Let f : X ⊂ R n → R be a piecewise continuous function that is everywhere defined. The associated gradient g(x) for f (x) at x is given by the gradient of f (x) at x when f (x) is differentiable at x. The associated gradient g(x) for f (x) non-differentiable at x is defined as the vector of partial derivatives with each partial derivative as defined in Definition 1.
It follows from Definitions 1 and 2 that the associated gradient reduces to the gradient for everywhere differentiable functions. Derivative and gradient is from here on taken to imply respectively associated derivative and associated gradient. Directional derivative denotes a derivative or gradient vector projected along a direction. Gradient vectors are assumed to be column vectors and the vector transpose is indicated by superscript T.
Optimization Formulations: Smooth Case Using Full Batch
In general there are three formulations to define the solution or candidate solutions to an optimization problem using (1) and (2) , namely:
1. Formulation 1: direct minimization of (1) [15, 3, 44] , 2. Formulation 2: finding stationary points of (2), known as the optimality criterion [15, 3, 44] , and 3. Formulation 3: finding non-negative gradient projection points, x nngpp , [48, 44] , as defined by the non-local optimality condition in Definition 3.
Definition 3 Suppose that f : X ⊂ R n → R is a real-valued function for which the associated gradient field ∇f (x) is uniquely defined for every x ∈ X. Then, a point x nngpp ∈ X is a non-negative associated gradient projection point (NN-GPP) if there exists a real number r u > 0 for every u ∈ {y ∈ R n / y = 1} such that ∇f T (x nngpp + λu)u ≥ 0, ∀ λ ∈ (0, r u ].
The non-negative associated gradient projection point is named after the directional derivative ∇f T (x nngpp + λu)u that is required to be non-negative for all multi-dimensional directions u, where the gradient is evaluated away from x nngpp at x nngpp + λu.
Formulations 1-3 are well illustrated by the univariate loss function F (x) depicted in Figure 1 (a) with (b) loss derivative function:
1. Formulation 1: x 2 is the minimum of F (x). 2. Formulation 2: The only stationary point (candidate minimum) is x 2 , since the necessary condition F (x 2 ) = 0 holds. The candidate solution is an actual minimum if in addition to F (x 2 ) = 0 the following holds F (x 2 ) > 0, which together forms the sufficiency conditions for x 2 to be a local minimum. incides with x nngpp = x 2 , at which which the derivative is also zero (Formulation 2) and the function value is a minimum (Formulation 1). Non-negative gradient projection points (NN-GPP) are defined using a non-local optimality formulation that requires all directional derivatives of points in a non-empty ball, x−x nngpp , which is then projected onto the derivative evaluated at the point in the ball F (x).
Formulation 3:
The only non-negative projection point is x 2 , consider the point
Hence, any point x ∈ B µ (x) results in a non-negative directional derivative. Note that neither x 1 or x 3 is a non-negative projection point, since there are points to the right of x 1 that result in negative directional derivatives (d > 0 while F (x) < 0) and there are points to the left of x 3 that result in negative directional derivatives (d < 0 while F (x) > 0). The non-negative projection point x 2 defines a local minimum without having to compute second order information [48, 44] , as positive directional derivative implies increase in function along that direction.
Consider Figures 2(a) and (b) for the application of Formulations 1-3 to the actual loss function of the full training set of the Glass1 dataset [36] , for step length α along the steepest descent direction, −g(x 0 ), evaluated at x 0 . Figure 2 (a) depicts the actual univariate loss function along the search (descent) direction, i.e.
along the search direction depicted in Figure 2 (b). The minimum, stationary point and non-negative projection point is at α = 2.5.
Formulations 1-3 have been shown to be equivalent [48] , when restricting (1) to the class of convex functions. Formulation 1 is solved by direction minimization of (1), while formulation 2 requires the roots of (2) to be computed. Formulation 3 is solved by finding sign changes along directional derivatives of descent directions from negative to positive until no more descent directions remain. Note sign changes from negative to positive along a search direction implies a minimum without requiring the directional derivative to be zero at the minimum. This distinction is important when considering discontinuous loss functions that occur when conducting mini-batch sampling. The problem is constructed using the full training data of the Glass1 dataset [36] (for details see Section 3.5). The local minimum is indicated as a black dot in (a), while the stationary point and non-negative projection point are indicated by a black point in (b).
Optimization Formulations: Discontinuous Case Using Sub-Sampled Mini-Batches
In the case of randomly sampling a new mini-batch at every approximate loss evaluation and gradient, L(x) and g(x), discontinuities occur between evaluations. These are stochastic in nature, resulting in spurious local minima being found at discontinuities. Additionally, the probability of a stationary point (g(x) = 0) existing at a full-batch minimum, x * , is low, since sub-sampled losses might have gradients close to, but not equal to zero. Although the NN-GPP definition is robust to the presence of discontinuities [48, 44] , the stochasticity introduced due to continually sampling different mini-batches causes the locations of NN-GPPs to no longer be unique. We therefore relax and generalize its definition to the Stochastic NN-GPP as follows:
Definition 4 Suppose that f : X ⊆ R p → R is a real-valued function for which the associated gradient ∇f (x) is uniquely defined for every x ∈ X. Then, a point x snngpp ∈ X is a stochastic non-negative associated gradient projection point (SNN-GPP) if there exists a real number r u > 0 for every u ∈ {y ∈ R p / y = 1} such that
with a non-zero probability.
Therefore, every NN-GPP is also a SNN-GPP, as a NN-GPP satisfies the above definition with probability 1. However, the stochastic nature of the loss results in all SNN-GPPs of a given neighbourhood on the loss surface being contained in a ball with radius smaller than r u . Thus, we defined ball, B as follows:
Definition 5 Consider a mini-batch sub-sampled loss function L(x), of a continuous, smooth and convex full-batch loss function L(x), such that E[L(x)] = L(x) and E[g(x)] = ∇L(x) [45] . The minimum of the full-batch loss is x * . Due to the variance of L(x) at full-batch minimum x * , there exists a ball,
that contains all the stochastic non-negative gradient projection points (SNN-GPPs).
To illustrate these concepts, reconsider the Glass1 dataset [36] , with the exception of sampling using mini-batches with stochastic sub-sampling to compute the loss function and gradients. Figures 3(a) and (b) show the function values and directional derivatives along the steepest descent direction for different mini-batch sizes P ∈ [10, 30, 50] and compares these to the full dataset (All Data).
Firstly, it is evident that the loss function and directional derivative along the search direction are both discontinuous as a result of sampling induced discontinuities. The equivalence between Formulations 1-3 having been addressed in the previous section when using the full batch, the differences between Formulations 1-3 are now quantified when using stochastically sub-sampled batches to approximate the loss function and directional derivative along a search direction, as depicted in Figures 3(a) and (b). It is evident that defining the solution as the minimum of (1) is both problematic and not representative of the underlying solution as shown by (All Data). Similarly, considering Formulation 2 requires the directional derivative to be zero, which evidently does not exist and also for which the point with smallest directional derivative is not necessarily a good approximation to the All Data solution. Evidently SNN-GPPs are significantly better approximations to the All Data solution. SNN-GPPs are localized in a ball around the All Data solution, due to the stochastic nature of the problem. The larger the batch size the smaller the ball radius as indicated by the vertical dotted lines in Figure 3 (b) for the corresponding P values averaged over 100 reconstructions.
In addition, we count the average number of local minima and SNN-GPPs over 100 reconstructions of the line search F (α) over 0 ≤ α ≤ 10. For each run along the search direction, 100 steps are taken in increments of 0.1, where a function value and gradient evaluation is performed at each increment. The local minima and SNN-GPPs are then counted within the given range as depicted in Figure 3 (c) for the Glass1 dataset. The shaded region gives an indication of the standard deviation and the solid line denotes the mean. When the full dataset is considered, both the number of local minima and SNN-GPP are one and equal to the single local minimum located at α = 2.5. It is clear, that the SNN-GPPs indicate only one solution for a much smaller batch size than the minimum of the function. Overall the number of solutions for SNN-GPPs are around half the local minima present in the loss function using single sample mini-batches. In addition to the number of solutions, the spatial location of the solutions along the line search is quantified in Figure 3 Evidently, as the sample size increases, the number as well as location of the minima become consistent. Variance in the directional derivative is far less affected by mini-batch sampling than the loss function, making strategies that sensibly rely on gradient or derivative information better suited for line searches, albeit that the variance has implications for exact and inexact search strategies.
Evidently, SNN-GPPs are better generalizers to the All Data solution than the minimum of the approximated loss function. The implication is that line searches that aim at finding SNN-GPPs should perform better than line searches that aim to minimize along a search direction. Away from the domain of SNN-GPPs, sign changes are negligibly scarce in the directional derivative and instead are centered around the All Data solution in a ball, B , due to the stochastic nature of the problem. This has implications primarily for exact line searches, where we can only expect to resolve SNN-GPPs to within B .
Related Work
Supervised machine learning is often divided into "noisy" stochastic optimization problems [9] related to very small batch samples (typically a single data point) and batch averaged approximation regimes that utilize larger batch sizes. As demonstrated in this paper, both problems are discontinuous, with the size of the discontinuities decreasing as the batch size increases. Additional approaches to reduce the discontinuity size include dynamic sample sizes i.e. increasing the sample size as the optimizer converges [9] that results in a smooth and continuous function in the limit of maximum sample size i.e. full batch. As dynamic sub-sampling requires the sample size to grow to the limit of the full batch it is not well suited for mini-batch applications with memory constrained datasets. As demonstrated in this study, the generalization of the optimization problem to find SNN-GPPs allows for a framework that is well suited for stochastic or active subsampling [50] over the entire optimization run. Active sub-sampling [50] is another approach to reduce the discontinuity size, in which the training data is split into additional datasets based on their error and then effectively sub-sampled stochastically. Active sub-sampling [50] can also address the non-convergence issues [4] of well known machine learning optimizers such as Adam [22] . Global optimization strategies such as particle swarm optimization [13] , genetic algorithms [32] and Bayesian combined genetic programming approaches [31] are useful in the context of highly non-linear and multi-modal problems while only relying on loss function evaluations. However, these methods are well-known to be computationally demanding.
Stochastic gradient algorithms were introduced by Robbins-Monro [38] , and include developments by Nesterov's dual averaging method [34] . Subgradient methods introduced by Shor [42, 41] are closely related to stochastic gradient algorithms. In fact, stochastic gradient descent (SGD) is a classical subgradient method i.e. steepest descent with a fixed learning rate [7] . In turn, subgradient methods are closely related to the newly coined proximal-gradient methods [7] . All these methods make use of a priori selected step sizes that are either constant or follow some schedule with known convergence characteristics. These learning rate parameters remain the most sensitive to successful configuration [6] and are currently determined either by the user on a "trial and error" basis, or by computationally expensive automated means [43, 5, 6, 18 ]. An attempt to incorporate an adaptive learning rate using an inexact line search strategy based on the Wolfe conditions requires dynamic sub-sampling that iteratively increases to the batch size from small to the full batch size [9] to finally ensure a smooth and continuous problem that has well-known convergence characteristics. Another approach has been to conduct probabilistic line searches in a Bayesian optimization framework [29] . All the approaches discussed so far are referred to as function minimizers i.e. they aim to find the minimum function value of the loss function.
Mini-batch of sub-sampling have seen limited application of line search as they perform poorly or do not converge since the underlying assumptions on which the line searches were developed do not apply for stochastic sub-sampling. Theoretical developments of convergence proofs and estimating theoretical convergence rates include the well-known linear convergence rate of gradient descent methods for strongly-convex loss functions. Sub-linear convergence rates are achieved when f is only convex [21] . A number of alternatives to strong convexity have been presented that include error bounds [28] , essential strong convexity [26] , weak strong convexity [16] , restricted Secant inequality [51] , quadratic growth with the Mangasarian-Fromovitz constraint qualification [2] , Polyak-Lojasiewicz condition [21] and associated derivative descent sequences [48] . In line with the discontinuous nature of the stochastic loss function, associated derivative descent sequences are not based on assumptions of Lipschitz continuity or convexity but only assumes associated derivative unimodal functions with convergent subsequences.
An alternative to function minimizers are gradient-only optimization strategies that solves for SNN-GPPs as defined by the gradient-only optimization problem [48, 44] . SNN-GPPs were specifically proposed to define solutions for discontinuous functions. In this study we consider line searches specifically developed to find SNN-GPPs. We base our convergence proofs on associated derivative descent sequences.
Contribution
The gradient-only optimization problem which solves SNN-GPPs [48, 44] is a generalized problem, which applies from full batch training (or conventional minimization problem) to mini-batch training (or discontinuous optimization problem). In practice SNN-GPPs have been resolved using gradient-only line search (GOLS) strategies [48, 44] . In this paper we adopt this approach to automatically and adaptively determine the learning rates during supervised mini-batch neural network training, and demonstrate its effectiveness and generality by comparing GOLS to minimization line search strategies over a large number of ANN problems.
Method
As the emphasis of this study is on resolving the step size and not the implications of search directions, we restrict ourselves to the mini-batch stochastic gradient descent algorithm. We consider exact and inexact line searches that rely on both loss function values [15, 3, 44] and gradients-only line search strategies [48, 44] . Additional benefits for considering line searches to resolve the step size include the potential to consider higher order algorithms such as conjugate gradient and Quasi-Newton approaches to resolve curvature information regarding the problem [15, 3, 44 ].
Stochastic Gradient Descent with Line Search Strategies
Consider stochastic gradient descent (SGD) algorithm as outlined:
Algorithm 1: SGD Stochastic gradient descent 1 Select starting point, x 0 , and set n = 0. 2 Evaluate L(xn) and g(xn). 3 Define the search direction, dn = −g(xn). 4 Assign step length, αn. 5 Define x n+1 = xn + αndn. 6 n = n + 1, 7 Continue when stop criterion and limit on number of iterations have not been met else stop. 8 Repeat steps 2 to 8.
Line searches allow for the step size α n to be resolved along a search direction d n from a starting point x n , which requires resolving α for the univariate function
with associated directional derivative along the search direction d n ,
Typically line searches are minimizers i.e. find
arg min
which defines functional value based line searches. Alternatively, line searches can be used to find SNN-GPPs i.e.
to form the class of gradient-only line search strategies. For both approaches the desired points can be resolved within a small tolerance to give an exact line search, or approximately, which results in inexact line searches.
Exact line searches: Function Value based Golden Section (GS) and Bisection Gradient-only Line Search (B-GOLS)
Function value based line searches were developed for twice differentiable smooth loss functions with the assumption that the bracketing phase only bounds one minimizer. Similarly, B-GOLS was initially developed to bound a single SNN-GPP for static discontinuous functions. As a result of the stochastic nature of the loss function the usage of an exact line search is a misnomer as the minimum or sign change is assumed to occur in a non-zero n-dimensional ball that is an implied dense set. Here, exact line search implies converging to a likely minimizer or SNN-GPP within this n-dimensional ball. The exact line search strategies are considered for comparative purposes in this study.
Exact line searches first bracket a candidate solution and then refine the interval to find the minimum or SNN-GPP [3] . Refinement of a minimum requires significantly more computation than isolating a SNN-GPP as illustrated in Figures 4 (a) and (b). Four points forming three intervals are required to isolate a local minimum [15, 3, 44] ). The optimal reduction is Golden Section reduction that reduces the interval by 38% per iteration [15, 3, 44] . Isolating a SNN-GPP is equivalent to isolating the directional derivative from negative to positive along the search direction which can be done using bisection i.e. three points forming two intervals that reduces the interval by 50% per iteration [44] . Pseudo-code B-GOLS to find SNN-GPP is included in Appendix A. It is important to note that finding only a sign change from negative to positive in the directional derivative along the search direction enhances the robustness of gradient-only approaches against noise, since magnitude variations in directional derivatives are ignored for this exact line search. For both the GS and B-GOLS the step size for the location of minima and SNN-GPP were resolved to a tolerance of 10 −12 . Inexact line searches define ranges for acceptable steps that are not:
1. too small by defining a lower bound for the steps, and 2. not too large by defining an upper bound for the steps.
Ensuring that large enough step sizes are taken is usually enforced by backtracking from large step sizes until an acceptable step size has been found. Alternatively, step sizes are advanced from small to larger ones until the largest acceptable step size has been found. The chosen function value based inexact line search (ARLS) is based on the practical and robust Armijo's Rule [3] that defines an upper bound to a domain of acceptable steps
with 0 ≤ p ≤ 1. For p = 0 any value below the level-set F (0) is allowed, and for p = 1 the step-size for convex functions is reduced to 0. As a guideline p = 0.2 is preferred. In this study, a robust implementation of Armijo's Rule is realized that ensures the largest feasible step size is taken as the update step. If the initial step is acceptable the step size is increased until the condition is not satisfied and the largest acceptable step taken as the step. Should the initial step fail Armijo's rule, then the step size is reduced using backtracking until the first acceptable step size. This selective employment of advancement or backtracking ensures the largest steps are taken. In this light, increases and decreases of the step size were made with a factor of 2.
A gradient-only line search that allows for sampling beyond the actual SNN-GPP is simply, any α that satisfies:
with 0 ≤ r ≤ 1. Here, r = 0 implies any update that reduces the magnitude of the directional derivative, whereas r = 1 implies only derivative descent updates i.e. updates for which the directional derivative is negative at the update. Hence, I-GOLS may be sensitive to variance in gradient magnitude. The algorithmic details of this method are given in Appendix B.
As loss functions exist that have unbounded solutions we impose a maximum step size limit α max on both ARLS and I-GOLS, in addition to a minimum step limit α min given by
α min = 10 −8 .
The inexact line search strategies require an initial step size. For the very first iteration, this initial guess for α is set to α min . In subsequent iterations the initial guess is set to be the resolved step size of the previous iteration, α n−1 .
Theoretical Basis
Before we present proofs of convergence of associated derivative descent sequences for descendible functions, we present definitions for associate derivative (weakly) unimodal functions. Associate derivative unimodal functions include discontinuous functions with finite discontinuities but excludes piece-wise linear functions. 
In this study we limit the functions to the class of descendible associated derivative multivariate functions, which includes a number of piece-wise smooth step discontinuous functions but excludes piece-wise linear continuous functions. Note 1 Performing exact gradient-only line searches result in strict associated derivative descent sequences, whilst our proposed inexact line search may or may not depending on the chosen parameter values. Although we consider parameter values in this study for which strict associated derivative descent sequences do not hold, the generated subsequences are convergent for the problems considered in this study. Proof. It follows our assertion that f is a descendible associated derivative multivariate function given by Definition 7, that every derivative descent subsequence {x {k} } converges. Now let {x {k} m } be a convergent subsequence of {x {k} } and let x m * be its limit. Suppose, contrary to the second assertion of the theorem, that x m * is not a SNN-GPP as defined in Definition 3 of f . Since we assume that x m * is not a SNN-GPP, and by Definition 6, there exists a x m * + λu for λ = 0 ∈ R and u ∈ {y ∈ R n : y 2 = 1} such that g(x m * + δu)u < 0, which contradicts our assumption that x m * is the limit of the subsequence {x {k} m }. Therefore, for x m * to be the limit of an associated derivative descent subsequence {x {k} m }, x m * ∈ B as defined in Definition 5, which completes the proof.
Specific classes of descendible functions can be defined that include descendible associated derivative unimodal multivariate functions. The class of associated derivative unimodal multivariate functions can be relaxed to descendible associated derivative weakly unimodal multivariate functions Definition 9 A multivariate function f : X ⊂ R n → R is descendible associated derivative according to Definition 7 and weakly unimodal if the set of SNN-GPP forms a dense set.
We consider the latter class of descendible associated derivative weakly unimodal multivariate functions as an appropriate definition for a large class of machine learning loss functions.
Numerical Studies

Diverse Toy Classification Datasets
In the numerical investigations we consider 22 classification problem datasets that cover from 150 to 70 000 observations per dataset. Our earliest dataset was made available in 1936 and the latest in 2016. The datasets vary in input features from 4 to 784 and classes from 2 to 29. This range in characteristics gives the selected problems a large variety of cost function landscapes for the different optimization algorithms to navigate. The primary aim of our numerical studies is to demonstrate that the performance trends observed are general across vastly different datasets, and representative of ANN problems with non-convex, discontinuous cost function landscapes. Details concerning the datasets are given in Table 1 and the corresponding neural network architectures implemented for the different datasets are given in Table 2 . Fully connected neural network layers with one, as well as two hidden layers were considered for all of the datasets but one. For the two hidden layer case, each hidden layer was given the same number of nodes, as shown in Table 2 . This results in a total of 43 classification problems to be solved. We consider all four optimizers outlined, namely the minimizing line searches (GS and ARLS) and the gradient-only line searches (B-GOLS and I-GOLS). All optimizers are run for 3000 iterations, while the mini-batch size remains constant at 10 data points over all datasets. The mini-batch size is chosen arbitrarily in this case, though arguably all datasets have different characteristics and therefore the optimal mini-batch size to allow for comparable variance between datasets as well as optimizing for computational performance may vary [37, 25] . However, this is outside of the scope of this study.
For all the given datasets, the data was split into training, validation and test datasets such that the ratios between the training dataset to the validation and test datasets are 3:1 respectively. The data is split into three datasets in order to show consistency between the different fractions of the data, should a validation set be selected for a stop criterion and a test set used to evaluate the generality of the model. It is therefore desirable to observe as much consistency as possible between validation and test datasets. The loss function expressed by Equation (16) was used to determine the training as well as validation and test dataset errors, using the network in its current configuration at a given iteration. The optimization runs of 3000 iterations are repeated 10 times using exactly the same starting points, determined by generating values between [−0.1, 0.1] for each of the neural network weights [36] . This ensures that initially all sigmoid activation functions are in their sensitive domain.
As some methods in this study use function values and other use gradients, a common convention is defined to compare the relative computational cost of the different types information used. Towards this aim, results are given as a function of function evaluations, where one function value evaluation equates to one function evaluation and one gradient evaluation equates to two function evaluations. A function value evaluation is simply a forward pass to determine the error from the cost function, whereas a gradient evaluation on its own consists of both a forward and a backward pass via backpropagation, thus having twice the computational cost of a function value evaluation. For fair comparison, the number of function evaluations are reported for the different methods and their performances based thereon.
Variational Auto Encoder Training
A separate example is included that demonstrates the performance of I-GOLS in the context of training a variational auto-encoder. The code is written using Pytorch and was sourced from Zou [53] , based on the work of Kingma [23] . It was subsequently modified to include and use I-GOLS in SGD. The parameters of I-GOLS were kept the same as discussed previously and the activation functions were again chosen to be sigmoids.
In this investigation we compare I-GOLS to three instances of SGD with fixed step sizes of α n = 1 · 10 −6 , α n = 1 · 10 −5 and α n = 1 · 10 −4 . These learning rates were manually chosen and selected such that one learning rate is too high, one appropriate and one too low, each separated by an order of magnitude.
Results
The results are split into different error plots for the training, validation and test datasets respectively. This shows the effectiveness of the different methods during training, and displays the consistency of obtained solutions to the unseen data. It is important to note here, that since the optimizers operate only on the training data, their specific performances are gauged on the training data errors. The validation and test dataset error plots give indications on the generalization of the network configurations found. Generalization is linked to the characteristics of the individual dataset (noise, data overlap etc.) and therefore should not be over-emphasised in determining an optimizers performance. This trait underlines the importance of considering a multitude of datasets for determining optimizer performance in this study. However, the trends of validation and test error can give insight into the behaviour of different optimizers and therefore should still be considered. Figure 6 shows the error plots as averaged over all the given datasets for the single hidden layer networks. The solid lines indicate the average errors as defined by the cost function for the different line search algorithms in terms of the number of function evaluations. The shadings surrounding the average error plots indicates the standard deviation of the errors. The standard deviations are large in Figure 6 , as the datasets considered exhibit a wide range of different characteristics, with varying minimum errors and convergence rates. The exact line search algorithms require more function evaluations per iteration than the inexact line searches, as expected. The gradient-only based line searches also require more function evaluations than the equivalent function value based methods. Therefore the question is whether the performance of the gradient-only methods outweighs their added computational cost.
Averaged results
Consider the case of GS in the single hidden layer average results in Figures 6(a)-(c) . Though the training error GS does not progress as far down as that B-GOLS, the validation and test errors are comparatively lower. This may indicate an ability to find better local minima. However, this trend is not general, as can be seen in the case of the double hidden layer networks in Figures 6(d) Between the inexact line searches it is clear, that I-GOLS is superior. Function value based ARLS fails to converge to a useful solution within the given number of iterations. The gradient only based I-GOLS produces comparable performance to B-GOLS at an order of magnitude lower number of function evaluations. This is consistent over all three average error plots, demonstrating the ability of I-GOLS to be competitive over both differing datasets as well as network architectures.
Examples of individual best performances for different methods
Within the dataset pool there were isolated incidences where different methods performed better than their averages reflect. In some cases the performance could be deemed better for given methods than the rest. This performance was measured by considering training, validation and test errors obtained at the respective computational cost, with a bias towards the errors. If the errors for the different methods were comparable, the best performer is the method with the least computational cost. However, if a clear minimum in error was achieved by a given method in the set number of iterations, that method was considered to be the best performer regardless of its computational cost. Given here are some examples of such cases and the number of their occurrences. Figure 7 gives an example where GS was effective in finding local minima. It is clear, that this particular problem is prone to overfitting, as the training error continues to decrease while that of the validation and test datasets exhibits a minimum and sharp increase as training continues. In the training data error plot in Figure 7(a) , the convergence rate of GS is comparable to that of B-GOLS, albeit that it does not progress as far down in error as B-GOLS for the same number of iterations. This is not so evident in Figure 7 , but can be deduced from Figures 7(b) and (c), where the GS plot ends early. However, the resulting validation and test error minima are on average an error value of 0.8 lower. Similar cases occurred for 3 out of the total of 43 problems, and only on those using single hidden layer networks. [36] using the single hidden layer architecture, an example of a dataset where the function value based Golden-Section method was the best performer.
Golden Section as best performer (3 out of 43 cases)
Bisection
Gradient-Only Line Search as best performer (6 out of 43 cases) Figure 8 shows an example of B-GOLS being the most effective in training. This problem exhibits the characteristic where the cost function has a large flat plane to traverse over at an error value around 5. However, after this obstacle has been overcome, convergence is more rapid. It is here where B-GOLS performed the best. Its convergence rate post flat plane is the fastest, obtaining the lowest training as well as validation and test errors for the given number of iterations. The improvement over its nearest rival, I-GOLS is an error value around 0.4. Examples such as these indicate that there are problems which require more accurate resolution of the SNN-GPP in order to progress effectively. However, more iterations would be required in such cases in order to determine the absolute performance of the methods. Training had not yet been completed, thus it is possible that I-GOLS, though slower in convergence after traversing the flat plane, would be computationally cheaper in finding a good SNN-GPP. This would require further investigation. Nevertheless, given the number of fixed iterations, there were 6 datasets on which B-GOLS marginally better than the rest. [36] , an example of the inexact gradient-only line search method as the best performer.
Overall, I-GOLS is the most efficient in progressing training relative to computational cost. As confirmed in the averaged error plots, it is able to reach comparable validation and test error values at an order of magnitude lower function evaluation counts. However, in some cases its performance was considerably better than that of the rest. Figure 9 shows a case where the progress made is both more efficient as well as superior in convergence. For the given dataset the method progresses quickly towards a good SNN-GPP, causing the error to drop rapidly after overcoming an initial flat plane. In training, the obtained error is 5 orders of magnitude lower than the nearest competitor B-GOLS. This improvement is more pronounced with 9 orders of magnitude for the validation and test dataset errors. This indicates that I-GOLS was superior in training, as well as finding a generalized solution over B-GOLS and GS. This is one of the more extreme examples. However, in the majority of cases the method was capable of returning comparable or better errors than the remaining methods at a order of magnitude lower computational cost, which held for 34 out of 43 of the examined problems.
This shows that the method, though inexact, is capable of reliably traversing the different features of various cost functions relating to a range of datasets and neural network architectures.
Comparing step size characteristics of the Glass1 and Cancer1 datasets
Other matters of interest are the resolved step sizes at every iteration of the different line search methods. Figures 10(a) -(f) show the average step sizes, training errors as well as validation errors over 10 runs for the Glass1 and Cancer1 datasets with the double hidden layer architecture. Figure 10(a) shows how the step sizes on average vary during an optimization run for the different line search methods on the Glass1 problem. The function value based ARLS produces very small step sizes and therefore does not progress throughout the cost function, as has been previously observed. The GS method is more effective as it produces step sizes with a reasonable magnitude. However, these seem to vary around a mean value. Conversely, I-GOLS and B-GOLS show a distinct variation in step sizes as a function of iterations, first increasing by an order of magnitude into the range of α n = 10 1 before 1000 iterations are reached, then slowly decreasing to a range of α n = 10 0 . This behaviour is matched to the shape of the error graphs, where a flat plane is overcome. As this plane is being traversed, the step size is increased. However, once this is overcome, the step size decreases as the optimization methods move along presumably more detailed features in the cost function. This is confirmation that GOLS are able to adjust the step size according to true trends of the discontinuous cost function. It would be difficult to manually pre-empt the requirement of, and determine a learning rate schedule to mimic this behaviour.
From this analysis it is also evident, that I-GOLS is more aggressive than B-GOLS, resulting in larger step sizes. However, this does not negatively impact optimization, as the training and validation errors in Figures 10(b) and (c) show I-GOLS to be the overall best performer. Similarly, in the Cancer1 problem in Figures 10(d) -(f), the step sizes of I-GOLS are 4 orders of magnitude larger than those of B-GOLS, ending at step sizes just under α n = 10 7 . In this case the gradients decrease towards the end of training, causing I-GOLS to increase the step size to move along the cost function. These large step sizes still relate to good performance on the training loss as depicted in Figure 10 (e). In terms of validation error, depicted in Figure 10 (f), a decrease in generalization is observed due to over-fitting of a too flexible neural network for the given data characteristics. However, in the context of training on the data and architecture given, it is evident that I-GOLS remains the best performer.
For the two considered datasets the step sizes exhibited very different nonlinearly changing behaviour as a function of the number of iterations. It is practically intractable to determine an equivalent step size rule a priori for the given datasets, as it would require a substantial effort by the user to establish. This underlines the importance of resolving the step size automatically on an iteration basis via effective line search strategies.
The poor performance of ARLS can be attributed to local minima that result from the discontinuous loss function, in particular, positive jump discontinuities [48] . This significantly hampers the growing of the step size from its conservative initial guess. In the case of GS, an exponential bracketing strategy is used, which is less prone to this problem. It is the magnitude of the parameters in the bracketing strategy that aids the progress. The discontinuities cause the bracketing strategy to fall short of encompassing a true minimum. However, if a few probing iterations do not encounter an increasing jump discontinuity, a certain interval may already be defined and subsequently refined to an arbitrary step size therein. Statistically, this makes GS perform similarly to a fixed learning rate, dependent on the magnitude of the parameters chosen for the initial bracketing strategy. However, it is not able to reliably adjust the step size according to features in the cost function.
Conversely, both B-GOLS and I-GOLS is capable of adjusting the step size to the required magnitude within a single optimization iteration, as can be seen for both investigated cases in Figure 10 (a) and (d). Both gradient based methods converge to similar magnitude step sizes initially. It is in the latter stages of training for the Cancer1 dataset that the two methods diverge in step size.
Analysis of iterative performance of line search methods
It is evident, that there are different computational costs associate with the different investigated line search methods. To quantify this, we counted the average number of function evaluations per iteration and summarize them in Table 3 . To give context, a single iteration of SGD with a constant learning rate consists of 2 function evaluations, since a gradient computation is required. Function value based line search methods are on average close to half as expensive as the gradientonly based methods. This is due to the added cost of computing the gradient. The inexact methods offer about an order of magnitude computational savings over their exact equivalents. Though comparing function evaluations gives an indication of computational cost of the methods, it does not give a basis for comparison of the iterative efficiency of the respective exact and inexact line search methods. We therefore count the number of "information calls", where a function value and gradient evaluation each constitute a single information call. On this basis the respective exact and inexact line search methods perform very similarly, having similar number of information calls. This shows that algorithmically the methods are comparable. Thus the difference between them is simply a function of the information paradigms used. Even with the added computational cost of the gradient-only line searches, the information gain is substantial enough to offset its cost. Due to the stochastic nature of the loss function it seems more reasonable to consider inexact rather than exact strategies. An exact line search strategy wastes computational resources resolving the accuracy to a bound that is smaller than the variance in the solution due to stochastic subsampling. Gradient-only based I-GOLS is able to bypass discontinuities by observing consistent gradient trends in the loss function, while requiring less gradient evaluations than B-GOLS. It is therefore a plausible method to efficiently resolve the learning rate in the context of discontinuous loss functions, as a result of stochastic data sub-sampling, to sufficient accuracy. [24] . The gradient-only inexact line search is compared to three instances of SGD with different constant learning rates that were determined manually by the user.
Investigation on a Variational Autoencoder example
The resulting training loss and corresponding step sizes for the variational autoencoder (VAE) example are given in Figure 11 . The training loss in Figure 11 (a) shows the performance of the different training methods. The fixed learning rates α n = 1 · 10 −3 and α n = 1 · 10 −5 are too large and too small respectively. This is indicated by the errors "flat-lining" or decreasing very slowly. However, a fixed step size of α n = 1 · 10 −4 shows marked improvement in the decrease of the training error. This demonstrates the sensitivity of this problem to the learning rate: It is necessary to determine the value to within an order of magnitude in order to have satisfactory training performance. The convergence of I-GOLS is superior to that of the fixed step size of α n = 1 · 10 −4 .
Recall that these learning rates were manually assigned by the user. In the case of I-GOLS in Figure 11 (b), the step size is immediately and automatically adjusted from the initial guess to a range predominantly between α n = 1 · 10 −3 and α n = 10 −4 . As training progresses, the step size range slowly decreases with subsequent epochs towards α n = 10 −4 . This occurs entirely without modification to the parameters in I-GOLS or any other form of user intervention, showing that the SNN-GPP definition has made I-GOLS an effective line search strategy. Arguably one can also use iterative hyperparameter optimization methods [6] to resolve a constant step size for this problem. However, these methods require more than 5 guesses to find an appropriate constant learning rate, making I-GOLS superior in terms of computational cost. In addition, should a problem require an adaptive learning rate, as pointed out, I-GOLS is able to resolve this on an iteration by iteration basis.
The "manual" optimization process was spread over a range of 3 orders of magnitude and showed the sensitivity therein. Gradient-only based I-GOLS is capable of a step size range over 15 orders of magnitude and was immediately able to resolve a competitive learning rate automatically. This practical example confirms the utility of I-GOLS search in eliminating the learning rate hyperparameter from neural network training while using stochastic sub-sampling.
Conclusion
Data sub-sampling is readily used to optimize the weights for neural networks, as it speeds up the optimization process for large datasets and allows for memory constrained devices such as GPUs to be more readily employed. The added benefit of adding variance to the function values and gradients, allows optimization strategies to move beyond "weak" local minima or "weak" SNN-GPPs in the loss function. This comes at the cost of introducing discontinuities to the loss function that introduces sampling local minima which significantly hampers a function value based minimization line searches. This is evident by the poor performance of both the exact and inexact function value based line searches in our investigations. Both methods are hampered by the multi-modal nature of the objective function used in training.
In turn, sampling discontinuities do not manifest so readily as SNN-GPPs which are solved for using gradient-only line search (GOLS) strategies. This study demonstrated that in the context of discontinuous loss functions due to stochastic data sub-sampling, the learning rate in steepest gradient descent can be reliably resolved using exact or inexact gradient-only line search strategies over 22 different datasets used in shallow, deep, and variational autoencoder neural network architectures.
Currently, learning rates or learning schedules in ANN training are either selected a priori and manually adjusted until settings are found that are deemed acceptable by the user, or expensively solved at the global hyperparameter level. This study demonstrated that line searches can be reliably performed to resolve step sizes in discontinuous loss functions as seen in Neural Network training, alleviating the need for a priori determined step sizes or step size rules.
The usage of robust line searches may have significant implications for conjugate gradient and Quasi-Newton philosophies to be applied to ANN training. Dominic Kafka, Daniel N. Wilkê
for a single hidden layer network and
l0 ), (15) for a double hidden layer network. The number of nodes in the respective hidden layers is given by Mn, n ∈ [1, 2] . The nodal activation function is denoted by h and W represents the nodal weights between different layers, where W (c) , c ∈ [1, 2, 3] denotes the set of weights connecting sequential layers in the network between the input layer and the output layer in a forward direction. Thus the single hidden layer network has two sets of weights and the double hidden layer network has three respectively [8] .
The nodal weights W are optimized to a configuration which best captures the relationship between the input and output of the data. The cost-function used is the mean least squared error, determined over every b in batch size P and every class k ∈ K according to the Proben1 dataset guidelines [36] as:
whereŶ(W) is the current output of the current network configuration, manipulated as a function of the weights, and Y is the target output of the corresponding training dataset samples.
