Construction de quasimodes de Rayleigh à grande durée de vie  by Gamblin, Didier
Journal of Functional Analysis 236 (2006) 201–243
www.elsevier.com/locate/jfa
Construction de quasimodes de
Rayleigh à grande durée de vie
Didier Gamblin
LAGA, Institut Galilée, Université Paris 13, UMR 7539 CNRS, France
Reçu le 14 février 2005 ; accepté le 2 février 2006
Communiqué par Richard B. Melrose
Abstract
For the Neumann problem in linear elasticity at the exterior of a convex body with analytic boundary in
two dimension, we know that exists exactly two sequences of resonances z±
k
(called Rayleigh resonances),
such that |z±
k
| e−Cz±k . If the boundary is close enough to a circle and analytic in a wide enough
complex band, we construct quasimodes associated to these resonances as far as possible from the obstacle.
We study the exponential decay of these quasimodes according to the geometry of the obstacle.
© 2006 Elsevier Inc. All rights reserved.
Résumé
Nous savons que pour le système de l’élasticité à l’extérieur d’un obstacle compact convexe à bord ana-
lytique en dimension deux avec condition de Neumann sur le bord, il existe exactement deux suites de
résonances z±
k
(appelées résonances de Rayleigh), vérifiant |z±
k
| e−Cz±k . Nous construisons des qua-
simodes associés à ces résonances le plus loin possible de l’obstacle dans le cas où le bord de l’obstacle est
analytique assez loin dans le complexe et assez proche d’un cercle. Nous étudions ensuite les propriétés de
décroissance exponentielle de ces quasimodes par rapport à z±
k
, en fonction de la géométrie de l’obstacle.
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Soit O ⊂ R2 un compact strictement convexe à bord Γ analytique et son complémentaire
Ω = R2 \O. Notons e l’opérateur d’élasticité
eu = μ0u+ (λ0 +μ0)∇(∇ · u), u = t (u1, u2),
où les constantes de Lamé λ0 et μ0 vérifient
μ0 > 0, λ0 +μ0 > 0.
Considérons e dans Ω avec des conditions de Neumann sur le bord Γ
(Bu)i :=
2∑
j=1
σij (u)νj = 0, i = 1,2, sur Γ
où σij (u) = λ0∇ · uδij + μ0(∂xj ui + ∂xi uj ) est le tenseur des contraintes et ν la normale exté-
rieure à Ω sur Γ .
Pour l’équation des ondes élastiques à l’extérieur d’un obstacle régulier avec condition de
Neumann sur le bord, en dimension quelconque, M. Taylor [17] a étudié mathématiquement la
propagation des singularités. Trois types de rayons peuvent propager les singularités. D’une part
les rayons classiques se réfléchissant au bord de l’obstacle suivant les lois de l’optique géomé-
trique et propageant les singularités aux vitesses c1 = √μ0 et c2 = √λ0 + 2μ0. D’autre part
les rayons de Rayleigh propageant les singularités dans le bord de l’obstacle à la vitesse plus
lente cR . On rappelle que cR < c1 < c2 et cR = c1s0 où s0 est l’unique zéro dans ]0,1[ de la
fonction de Rayleigh
R(s) = (s2 − 2)2 − 4(1 − s2)1/2(1 − c21c−22 s2)1/2.
Ce qui fait que même un obstacle strictement convexe est captif pour le problème de Neumann
du point de vue de la propagation des singularités. Ce qui n’est pas le cas pour le problème de
Dirichlet.
D’abord M. Ikehata et G. Nakamura [7] dans le cas de la sphère de R3 puis M. Kawashita
[8] pour un obstacle à bord C∞ quelconque en dimension impaire, ont montré que l’énergie
locale de l’équation des ondes élastiques pour le problème de Neumann n’a pas la propriété de
décroissance uniforme lorsque t → ∞. Ces phénomènes correspondent à l’existence d’ondes de
Rayleigh se propageant au bord de l’obstacle et on s’attendait à ce que cela crée des résonances
convergeant rapidement vers l’axe réel.
P. Stefanov et G. Vodev [13] ont commencé par montrer que dans le cas de la boule de R3
il existe une suite de résonances convergeant exponentiellement vite vers l’axe réel. Ils ont en-
suite montré que la convergence était polynomiale, d’abord dans le cas d’un obstacle strictement
convexe à bord C∞ de R3 [14], puis pour un obstacle à bord C∞ quelconque en dimension
impaire d’espace [15]. J. Sjöstrand et G. Vodev [10] ont donné l’asymptotique de la fonction
de comptage des résonances de Rayleigh dans un domaine proche de l’axe réel de la forme
Λ := {λ ∈ C | |λ|  |λ|−δ, λ  C0} (δ, C0 > 0) pour une classe d’obstacles incluant le
cas strictement convexe et en toute dimension d’espace autre que 4. Puis G. Vodev [18] a
étendu le résultat obtenu dans le cas de la boule de R3 à toute dimension impaire d’espace,
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l’obstacle est à bord analytique. L’argument de Stefanov et Vodev est basé sur une estimation
à-priori du prolongement méromorphe de la résolvante tronquée et une application du principe
de Phragmen–Lindelöf. L’existence de quasimodes contredit alors l’absence de résonance près
du réel.
En reprenant l’idée de Stefanov et Vodev, mais en appliquant le principe du maximum dans
des petits voisinages d’un quasimode, S.-H. Tang et M. Zworski [16] ont montré, pour des
perturbations du Laplacien et en toutes dimensions d’espace, que près d’un quasimode réel,
pourvu qu’il soit assez grand, existait au moins une résonance. Cela permet d’obtenir des ren-
seignements sur la densité des résonances, ce que n’obtenaient pas Stefanov et Vodev, et cela
permet également d’étendre les résultats de ces derniers à la dimension paire. Ensuite, Stefa-
nov [11] a précisé les résultats de Tang et Zworski en traitant le cas des quasimodes multiples
et plus généralement des clusters de quasimodes. Il montre que près de chaque groupe de
quasimodes existent au moins autant de résonances (comptées avec multiplicité) qu’il y a de
quasimodes.
Stefanov a exploité ce résultat [12] pour minorer la fonction de comptage des résonances de
Rayleigh (près du réel) pour un obstacle quelconque en dimension 3 par la fonction de comptage
dans le cas convexe (voir [10]). Dans le cas d’un obstacle strictement convexe à bord analytique
en dimension 2 l’auteur [2] a localisé les résonances de Rayleigh dans des boules exponentielle-
ment petites (en fonction de la partie réelle des résonances) en construisant des quasimodes avec
erreurs exponentiellement petites, localisés au voisinage de l’obstacle. Dans [4] l’auteur a calculé
le taux de décroissance exponentielle de la partie imaginaire des résonances de Rayleigh créées
par une boule en dimension 2 et 3. Pour cela il a calculé exactement les fonctions résonantes
associées puis a étudié leurs propriétes de décroissance exponentielle en fonction de la partie
réelle des résonances.
Le présent travail consiste à étendre la construction de quasimodes faite dans [2] loin de
l’obstacle et à étudier les propriétés de décroissance exponentielle de ces quasimodes en fonction
de la géométrie de l’obstacle. La motivation est la suivante. A la lumière des travaux d’Helffer
et Sjöstrand [6] nous pensons que c’est ce qui permettra de calculer le taux de décroissance
exponentielle de la partie imaginaire des résonances de Rayleigh (voir aussi [3]).
Introduisons l’opérateur de Dirichlet–Neumann N (λ) défini par :
N (λ) :Hs(Γ ) 
 f → Bv|Γ ∈ Hs−1(Γ ),
où Hs(Γ ) désigne les espaces de Sobolev usuels sur Γ et v est solution du problème⎧⎨⎩
(e + λ2)v = 0 dans Ω ,
v = f sur Γ ,
v: λ-sortante.
Rappelons que la fonction v est dite λ-sortante si pour r0  1 nous avons
v||x|r0 = R0(λ)g||x|r0
où g appartient à L2comp(Ω), est à support indépendant de λ, et R0(λ) est la résolvante libre
sortante de −e dans R2 ; c’est-à-dire que R0(λ) appartient à L(L2(Ω),L2(Ω)) pour λ < 0.
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opérateur pseudodifférentiel analytique à grand paramètre λ ayant pour variété caractéristique
Σ = {ζ ∈ T ∗Γ | cR · ‖ζ‖ = 1}, où cR est la vitesse de Rayleigh. C’est l’existence de cette variété
caractéristique qui génère les résonances convergeant rapidement vers l’axe réel. Dans le cas de
la dimension 2, Σ est simplement la réunion de deux courbes fermées Σ+ et Σ−, ce qui explique
la simplicité du problème en dimension 2 par rapport aux dimensions supérieures.
Dans la Section 1, puisque O est strictement convexe, nous définissons des coordonnées
d’Euler–Gauss dans Ω , c’est-à-dire que l’une des variables, que l’on note θ , est l’angle polaire
de la normale au bord Γ , et l’autre, que l’on note r , représente la distance à Γ . Par le théorème de
Rouché nous étendons ensuite ces coordonnées aussi loin que l’on veut dans le complexe pourvu
que Γ soit analytiquement assez proche d’un cercle.
Dans la suite, certaines variétés sont vues comme des sous-variétés du revêtement universel
des complexifiés de Γ ou Ω ou des fibrés cotangents de ces revêtements.
Dans la Section 2 on construit quatre lagrangiennes complexes Λ±j de dimensions 2 incluses
respectivement dans p−1j (1) (p1(x, ξ) = c21|ξ |2 et p2(x, ξ) = c22|ξ |2 désignent les valeurs propres
du symbole principal semi-classique de −h2e) et dont la projection sur T ∗Γ est Σ±. (Dans ces
expressions, Γ et Σ± désignent les complexifiés de leurs versions réelles.) Ces lagrangiennes
sont formées de courbes du champ hamiltonien complexe Hpj . Σ étant incluse dans la zone
elliptique, si l’on veut que la trace sur le réel de la projection canonique d’une de ces courbes
du champ hamiltonien soit assez loin de Γ , il faut qu’elle soit issue d’un point (x, ξ) de T ∗Γ
où x est assez loin du réel. On a donc besoin de supposer que Γ est analytique dans une bande
complexe assez large (on peut en préciser la largeur en fonction des vitesses cR , c1 et c2), et
donc d’étendre les coordonnées d’Euler–Gauss assez loin dans le complexe (voir Section 1).
On montre l’existence de sous-variétés H±j de Λ±j de dimension 1 sur lesquelles la projection
canonique Π est singulière. Les caustiques Π(H±j ) = C±j sont des variétés complexes de di-
mension 1. Dans le cas où Γ est un cercle de rayon R, la trace de C±j sur le réel est un cercle,
noté Γj , concentrique à Γ et de rayon cj c−1R R. Définissons alors des couronnes Ω˜j assez fines
contenant Γj . Si Γ est une perturbation analytique d’un cercle, la trace de C±j sur le réel est un
ensemble fini de points non vide. Ces points sont dans Ω˜j pourvu que Γ soit assez proche du
cercle de rayon R. Soit K un compact de Ω contenant Ω˜1 et Ω˜2. On construit ensuite quatre
lagrangiennes sortantes Λ±j,s incluses dans Λ
±
j et contournant H±j . La restriction de Π à ces
lagrangiennes est alors régulière et injective et on a Π(Λ±j,s) ∩ R2 ⊃ K \ Ω˜j . On relève ensuite
ces lagrangiennes sortantes. On note Λ±,relj,s les lagrangiennes sortantes relevées.
Rappelons brièvement la construction BKW faite dans [2]. Nous construisons deux solutions
BKW u± du système {
(−h2e − 1)u = 0 près de Γ ,
Bu = 0 sur Γ
qui décroissent exponentiellement près du bord de l’obstacle. (Ici Γ est en fait remplaçé par son
revêtement universel.) La solution BKW u± que l’on obtient vit à la fois sur les deux lagran-
giennes Λ±,rel1,s et Λ
±,rel
2,s . Elle est de la forme
u±(r, θ;h) = u1,±(r, θ;h)eiφ±1 (r,θ)/h + u2,±(r, θ;h)eiφ±2 (r,θ)/h
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uj,±(r, θ;h) =
∑
k0
u
j,±
k h
k
est un symbole analytique.
Pour obtenir cela nous faisons une construction BKW en deux temps en se ramenant à un pro-
blème de Dirichlet à l’aide de l’opérateur de Dirichlet–Neumann. Γ étant supposé analytique, il
est analytique dans une certaine bande complexe B autour du réel. Près de la variété caractéris-
tique Σ±, l’opérateur N(h) := hN (h−1) est alors un opérateur pseudo-différentiel analytique.
Nous montrons que les valeurs propres de son symbole principal ne se croisent pas au voisinage
du complexifié de Σ±. Cela nous permet de diagonaliser N(h) près du complexifié de Σ± et de
construire une solution BKW V ± de l’équation N(h)V = 0, qui vit dans le complexifié de Σ±.
On obtient
V ±(θ;h) = v±(θ;h)e±ic−1R
∫ θ
0 R(s) ds/h
où v±(θ;h) est un symbole analytique dans une bande B .
On construit ensuite une solution BKW du problème de Dirichlet suivant{
(−h2e − 1)u = 0 près de Γ ,
u = V ± sur Γ .
On diagonalise pour cela le système dans Ω et la condition de Dirichlet au bord n’est pas dé-
couplée mais devient une perturbation O(h) d’une condition de Dirichlet découplée. (C’est lié
au fait que la solution u± que l’on construit vit à la fois sur les deux lagrangiennes.) On adapte
ensuite à notre cas la démonstration du Théorème 9.3 dans [9].
Dans la Section 3 nous expliquons pourquoi cette construction s’étend à un domaine complexe
contenant K \ Ω˜1 \ Ω˜2 (voir la Proposition 3.3).
Dans la Section 4 nous construisons, comme dans [2], des quasimodes à partir de la construc-
tion BKW dans un domaine complexe contenant K \ Ω˜1 (voir la Proposition 4.2). Rappelons
brièvement ce que l’on fait dans [2]. On obtient une condition de quantification comme condi-
tion de recollement de la solution u± :
d(h)+ c−1R (Γ )/h = k2π, k ∈ Z,
où d(h) est un symbole analytique réel. On montre que la condition de quantification est vérifiée
pour un symbole analytique réel de la variable 1/k (k ∈ N∗)
hk = (Γ )2πcR k
−1 +
∑
j2
ej k
−j .
Après ressommation des symboles analytiques on obtient donc des fonctions u±(h) puis l’on
construit des quasimodes (2π périodiques en la variable angulaire pour h ∈ {hk, k ∈ N∗}) expo-
nentiellement proches de u±(h).
Rappelons que lorsque k est assez grand il existe deux résonances de Rayleigh zk,+ et zk,−
exponentiellement proches de 1/hk (voir [2]).
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Dans la Section 5 nous étudions les propriétés de décroissance exponentielle (par rapport à h)
des quasimodes (+ et −). Nous obtenons les résultats principaux suivants :
• Dès que l’on décolle du bord de l’obstacle les quasimodes deviennent exponentiellement
petits et la composante du quasimode qui vit sur la lagrangienne associée à la plus grande des
deux vitesses d’onde est exponentiellement petite par rapport à la composante du quasimode
qui vit sur la lagrangienne associée à la plus petite des deux vitesses d’onde. Le taux de
décroissance exponentielle du quasimode est donc donné par la valeur de φ±1 . Et c’est
pourquoi notre construction de quasimodes est valable dans K \ Ω˜1.
• Dans le cas du cercle : On calcule explicitement φ±1 . φ±1 augmente du bord de l’obstaclejusqu’au cercle Γ1 puis devient constante. Le quasimode oscille uniquement dans la variable
angulaire du bord de l’obstacle jusqu’à Γ1. Après Γ1 il oscille suivant des rayons (ce sont les
courbes du champ ∇φ±1 ) tangents à Γ1 et qui recouvrent l’extérieur de Γ1 (voir la Fig. 1). Il
est très intéressant de constater que ces quasimodes ont les mêmes propriétés de décroissance
exponentielle que les vraies fonctions résonantes (voir [4]).
• Dans le cas d’une perturbation analytique d’un cercle : φ±1 croît du bord de l’obstaclejusqu’à la couronne Ω˜1. Après Ω˜1 la situation est très différente de celle du cas du cercle :
φ±1 est constante sur un nombre fini ( 4) de rayons. Ces rayons sont des courbes du champ
∇φ±1 et correspondent au domaine d’annulation de ∇φ±1 (voir la Fig. 2). Le minimun de
φ±1 sur toute courbe du type r = C (où C est une constante) est atteint sur l’un au moins de
ces rayons. Donc les quasimodes décroissent exponentiellement jusqu’à Ω˜1, et après Ω˜1 les
quasimodes sont concentrés sur certains rayons où la décroissance exponentielle s’arrête.
Nous calculons le minimum de φ±1 après Ω˜1 (atteint sur l’un au moins des rayons) en
fonction des zéros d’une certaine fonction faisant intervenir le rayon de courbure dans le
complexe. (Voir la Proposition 5.6.) Nous montrons que le double du minimun de φ±1
après Ω˜1 est la partie imaginaire d’une action sur une courbe fermée dans le complexe (voir
la Proposition 5.8).
Nous pensons que c’est cette quantité qui donnera le taux de décroissance exponentielle de
la partie imaginaire des résonances de Rayleigh. En tout cas c’est exactement ce que l’on
obtient pour le cas du cercle dans [4].
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Fig. 3. Cas de l’ellipse.
Nous précisons ensuite les rayons dans le cas de l’ellipse (voir la Fig. 3 et la Proposi-
tion 5.12).
1. Coordonnées d’Euler–Gauss
1.1. Dans Ω
Γ peut être vue comme l’enveloppe des droites d’équation x1 cos θ + x2 sin θ = p(θ) où p est
analytique et 2π périodique. Γ a alors pour représentation paramétrique :{
x1Γ (θ) = p(θ) cos θ − p′(θ) sin θ,
′x2Γ (θ) = p(θ) sin θ + p (θ) cos θ.
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ment convexe, R(θ) > 0.
La longueur de Γ vaut
(Γ ) =
2π∫
0
√(
x′1Γ (θ)
)2 + (x′2Γ (θ))2 dθ =
2π∫
0
R(θ)dθ.
Γ est un cercle de rayon R si et seulement si p(θ) + p′′(θ) = R, c’est-à-dire si p(θ) = R +
α cos θ + β sin θ . (Le centre de Γ est alors (α,β).)
Soit l’application f : (r, θ) → (x1Γ (θ), x2Γ (θ))+r(cos θ, sin θ) ;O étant strictement convexe,
pour tout (x1, x2) dans Ω il existe (r, θ) dans ]0,+∞[×R tel que
f (r, θ) = (x1, x2) et r = d
(
(x1, x2),Γ
)
,
θ étant unique modulo 2π .
Puisque
df =
(
cos θ −(r +R(θ)) sin θ
sin θ (r +R(θ)) cos θ
)
, Jac(f ) = r +R(θ) ; R(θ) > 0,
donc Jac(f ) = 0 et f est un difféomorphisme local.
En fait f est un revêtement universel.
On a
t (df )−1 = 1
r +R(θ)
(
(r +R(θ)) cos θ − sin θ
(r +R(θ)) sin θ cos θ
)
donc
∂x1 = cos θ ∂r −
sin θ
r +R(θ) ∂θ et ∂x2 = sin θ ∂r +
cos θ
r +R(θ) ∂θ .
Si (ξ1, ξ2) sont les coordonnées duales de (x1, x2) le symbole matriciel de −e est
μ0
(
ξ21 + ξ22
)
I + (λ0 +μ0)(ξiξj )ij
et a pour valeurs propres
p1(x, ξ) = c21|ξ |2 et p2(x, ξ) = c22|ξ |2.
Si (ρ, η) sont les coordonnées duales de (r, θ) les valeurs propres du symbole principal matriciel
de −e dans les coordonnées d’Euler–Gauss sont alors
c21
(
ρ2 + η
2
2
)
et c22
(
ρ2 + η
2
2
)
.(r +R(θ)) (r +R(θ))
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Bu|Γ = 0 où B = B0(θ)∂r +B1(θ)∂θ
avec
B0(θ) = −
(
(λ0 +μ0) cos2 θ +μ0 12 (λ0 +μ0) sin 2θ
1
2 (λ0 +μ0) sin 2θ (λ0 +μ0) sin2 θ +μ0
)
et
B1(θ) = 1
R(θ)
(
1
2 (λ0 +μ0) sin 2θ −λ0 cos2 θ +μ0 sin2 θ
−μ0 cos2 θ + λ0 sin2 θ − 12 (λ0 +μ0) sin 2θ
)
.
1.2. Dans le complexe
Dans le cas où Γ est une perturbation analytique d’un cercle on peut étendre les coordonnées
d’Euler–Gauss dans le complexe. On obtient cela par une application du théorème de Rouché.
Pour un nombre a > 0 on notera Ba la bande complexe Ba = {θ ∈ C | |(θ)| < a}.
Proposition 1.1. Soit R > 0 ; supposons que p soit analytique dans la bande Ba+δ , δ > 0, et
que p −R soit assez petit dans Ba+δ ; alors l’application
f : A := {r ∈ C | r > −R/2} ×Ba → f (A),
(r, θ) → (x1Γ (θ), x2Γ (θ))+ r(cos θ, sin θ)
est un revêtement universel. Plus précisément, pour (x1, x2) appartenant à f (A) il existe une
seule solution dans A modulo (0,2π) de l’équation f (r, θ) = (x1, x2).
Preuve. Pour (r, θ) dans A, Jac(f ) = 0, donc f est un difféomorphisme holomorphe local.
Soit (x1, x2) dans f (A), on considère maintenant l’équation
f (r, θ) = (x1, x2). (1)
En éliminant r + p(θ) dans (1) on obtient l’équation d’inconnue θ
x1 cos θ − x2 sin θ + p′(θ) = 0, (2)
r est ensuite déterminé de façon unique.
(x1, x2) ∈ f (A) donc il existe (r0, θ0) ∈ A tel que (x1, x2) = f (r0, θ0) ; donc
x21 + x22 =
(
r0 + p(θ0)
)2 + p′(θ0)2. (3)
On en déduit, à l’aide des inégalités de Cauchy, que si p −R est assez petit
∣∣x21 + x22 ∣∣ R2 et x21 + x22 /∈ R−.8
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Il existe α dans C (unique modulo 2π ) tel que
cosα = x1√
x21 + x22
et sinα = x2√
x21 + x22
.
L’équation (2) s’écrit alors
sin(θ − α)+ 1√
x21 + x22
p′(θ) = 0. (4)
Lorsque p = R (cas du cercle) les solutions de (4) sont θ = α (2π) et θ = α + π (2π). Si l’une
des solutions est dans Ba , elles y sont toutes ; par conséquent elles y sont toutes. A chacune de
ces deux familles de solutions correspond un unique r tel que (r, θ) soit solution de (1). Mais si
l’on veut que (r, θ) appartienne à A, d’après (3) on a r +R =
√
x21 + x22 , et donc la seule solution
possible est θ = α(2π). Finalement Eq. (1) admet une infinité de solutions dans A, mais r est
unique et θ est unique modulo 2π .
On étudie maintenant le cas général. Notons gp(θ) le membre de gauche de Eq. (4) ; on le
notera gR(θ) lorsque p = R est constant.
∣∣gp(θ)− gR(θ)∣∣= 1√
|x21 + x22 |
∣∣p′(θ)∣∣ 2√2
R
∣∣p′(θ)∣∣. (5)
Le membre de droite de (5) est aussi petit que l’on veut dans Ba+δ/2 pourvu que p−R soit assez
petit dans Ba+δ ; il en est donc de même pour le membre de gauche, et ceci indépendamment de
(x1, x2) dans f (A), ce qui est essentiel. Soit donc (x1, x2) dans f (A) ; il existe (r0, θ0) dans A
solution de (1). Indépendamment de (x1, x2), si p − R est assez petit, d’après (3) cosα et sinα
sont respectivement proches de cos θ0 et sin θ0. On peut donc supposer que θ0 est dans Ba+δ/4.
Soit γ le cercle de centre α et de rayon min(δ/4,π/2) ; si p −R a été choisi assez petit, puisque
gR(θ) = sin(θ − α) on peut affirmer que le long de γ on a :
∣∣gp(θ)− gR(θ)∣∣< ∣∣gR(θ)∣∣. (6)
D’après le théorème de Rouché, gp et gR ont le même nombre de zéros à l’intérieur de γ . Fina-
lement, à l’intérieur de γ , Eq. (2) admet une unique solution appartenant à l’ensemble {θ0 + nπ ,
n ∈ Z}. En appliquant le théorème de Rouché de la même façon près des points α + π on ob-
tient une seule solution de Eq. (2) proche de ces points ; mais dans ce cas, de la même façon
que pour le cas p = R, le r correspondant ne vérifie pas r > −R/2. En appliquant encore le
même théorème sur des cercles de la bande complexe, assez éloignés des points α(π) pour que
l’inégalité (6) soit vérifiée, on montre qu’il n’y a pas d’autres solutions dans A de Eq. (1) que les
nombres (r0, θ0 + 2nπ) (n ∈ Z). 
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2.1. Construction de C-lagrangiennes
Nous allons construire quatre C-lagrangiennes Λ±j de dimension 2 incluses respectivement
dans p−1j (1) et dont la projection sur T ∗Γ est Σ± (ici Γ et Σ± désignent les complexifiés
de leurs versions réelles). Localement dans les coordonnées (θ, η), Σ± a pour équation η =
±c−1R R(θ) (voir Section 3). On va montrer que la restriction à Λ±j de la projection canonique Π ,
est singulière sur une sous-variété H±j de dimension 1.
On considère
Λ±0j :=
{
(x1, x2, ξ1, ξ2) ∈ T ∗C2 | r = 0, θ ∈ B, ρ = i
√
c−2R − c−2j , η = ±c−1R R(θ)
}
où B est une bande complexe autour de l’axe réel.
Soit la 1-forme canonique ω = ξ1 dx1 + ξ2 dx2 ; dans les coordonnées (r, θ, ρ, η), ω = ρ dr +
η dθ . Si l’on pose σ = dω on a σ |
Λ±0j
= 0 et Λ±0j est une sous-variété de dimension 1 sur C
incluse dans l’hypersurface p−1j (1).
Hpj = c2j (2ξ1∂x1 + 2ξ2∂x2) ne s’annule pas sur p−1j (1). On définit donc maintenant
Λ±j :=
{
e
tHpj (ν)
∣∣ ν ∈ Λ±0j , t ∈ C},
Hpj est tangent à p
−1
j (1) donc on a Λ
±
j ⊂ p−1j (1) ; de plus Hpj est transverse à Λ±0j donc la
dimension de Λ±j est 2 ; et σ |Λ±j = 0 donc Λ
±
j est une C-lagrangienne. Voir par exemple [5] où
cela est fait dans le cas réel.
Les courbes de Hpj sont les droites d’équations :⎧⎪⎪⎪⎨⎪⎪⎪⎩
x1(t) = x1(0)+ 2c2j ξ1(0)t,
x2(t) = x2(0)+ 2c2j ξ2(0)t,
ξ1(t) = ξ1(0),
ξ2(t) = ξ2(0),
Λ±j est donc une famille de droites passant par les points de Λ
±0
j et paramétrée par θ ; puisque
ξ1 = ρ cos θ − sin θ
r +R(θ)η et ξ2 = ρ sin θ +
cos θ
r +R(θ)η,
ces droites ont pour équations :⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
x1(t) = p(θ) cos θ − p′(θ) sin θ + 2c2j t (i cos θ
√
c−2R − c−2j ∓ c−1R sin θ),
x2(t) = p(θ) sin θ + p′(θ) cos θ + 2c2j t (i sin θ
√
c−2R − c−2j ± c−1R cos θ),
ξ1(t) = i cos θ
√
c−2R − c−2j ∓ c−1R sin θ,
ξ2(t) = i sin θ
√
c−2R − c−2j ± c−1R cos θ.
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par :
cosh(aj ) = cj c−1R et sinh(aj ) = cj
√
c−2R − c−2j , j = 1,2.
Les courbes ont alors pour équations :⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
x1(t) = p(θ) cos θ − p′(θ) sin θ ∓ 2cj t sin(θ ∓ iaj ),
x2(t) = p(θ) sin θ + p′(θ) cos θ ± 2cj t cos(θ ∓ iaj ),
ξ1(t) = ∓c−1j sin(θ ∓ iaj ),
ξ2(t) = ±c−1j cos(θ ∓ iaj ),
Λ±j est paramétrée par (θ, t) où t est unique et θ est unique modulo 2π .
Nous allons voir si Λ±j se projette bien dans l’espace des configurations. Au voisinage de tout
point de Λ±j , Π |Λ±j : (θ, t) → (x1, x2) a pour jacobien∣∣∣∣∣−R(θ) sin θ ∓ 2cj t cos(θ ∓ iaj ) ∓2cj sin(θ ∓ iaj )R(θ) cos θ ∓ 2cj t sin(θ ∓ iaj ) ±2cj cos(θ ∓ iaj )
∣∣∣∣∣= −4c2j
(
t + i
2
c−1j sinh(aj )R(θ)
)
.
Il s’ensuit que le jacobien de Π |Λ±j est nul pour
t = − i
2
c−1j sinh(aj )R(θ). (7)
Il existe donc une sous-variété H±j de Λ±j qui est de dimension 1 et sur laquelle la projection
canonique Π est singulière.
On note C±j = Π(H±j ) la caustique.
2.2. Etude de la caustique
On montre que pour une perturbation analytique d’un cercle, les caustiques sont des graphes
de fonctions holomorphes. Leur trace sur le réel est un cercle dans le cas où Γ est un cercle et
un ensemble de points isolés non vide quand Γ n’est pas un cercle.
2.2.1. Généralités
C±j a pour équations :{
x1C (θ) = p(θ) cos θ − p′(θ) sin θ ± i sinh(aj ) sin(θ ∓ iaj )R(θ),
x2C (θ) = p(θ) sin θ + p′(θ) cos θ ∓ i sinh(aj ) cos(θ ∓ iaj )R(θ).
(8)
On obtient {
x′1C (θ) = − sin(θ ∓ iaj )(cosh(aj )R(θ)∓ i sinh(aj )R′(θ)),
x′ (θ) = cos(θ ∓ iaj )(cosh(aj )R(θ)∓ i sinh(aj )R′(θ)).2C
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cosh(aj )R(θ)∓ i sinh(aj )R′(θ)
est proche de cosh(aj )R pour θ dans la bande B , donc est non nulle. Donc (x′1C (θ), x
′
2C (θ)) =
(0,0) et localement C±j est le graphe d’une fonction holomorphe.
2.2.2. Trace de la caustique sur le réel
Si Γ est le cercle de rayon R et de centre (α,β), p(θ) = R + α cos θ + β sin θ et la caustique
a pour équations : {
x1C (θ) = α + cosh(aj )R cos(θ ∓ iaj ),
x2C (θ) = β + cosh(aj )R sin(θ ∓ iaj ),
(x1C (θ), x2C (θ)) appartient à R2 lorsque (θ) = ±aj . La trace de la caustique sur R2 est alors le
cercle de centre (α,β) et de rayon cosh(aj )R = cj c−1R R.
Proposition 2.1. Si Γ est un cercle de rayon R, la trace de la caustique C±j sur R2 est un cercle
concentrique à Γ de rayon cj c−1R R. On le note Γj .
Si Γ est une perturbation analytique d’un cercle, analytique dans la bande Baj+δ , et n’est
pas un cercle, la trace de la caustique C±j sur R2 est un ensemble de points isolés non vide. De
plus C+j ∩ R2 = C−j ∩ R2 pour j = 1,2.
Preuve. Le cas du cercle a déjà été traité ; étudions maintenant le cas d’une perturbation d’un
cercle.
D’abord, puisque localement C±j est le graphe d’une fonction holomorphe Θ(z), localement
C±j ∩R2 est un ensemble de points isolés ou une courbe. Cela vient du fait que Θ est analytique
en la variable z, et de la propriété des zéros isolés.
Supposons maintenant qu’au voisinage d’un point de R2, C±j ∩ R2 soit une courbe γ . Soit
θ0 tel que (x1C (θ0), x2C (θ0)) appartienne à γ . Alors (x′1C (θ0), x
′
2C (θ0)) doit être colinéaire à un
vecteur réel ; donc (θ0) = ±aj . On a maintenant besoin d’une partie du lemme suivant ; plus
loin il sera utile dans sa totalité.
Lemme 2.2. Supposons que p soit analytique dans la bande Baj+δ , δ > 0, et considérons la
fonction Kj définie par
Kj (x) = cosh(aj )p(x + iaj )− sinh(aj )p′(x + iaj ).
Si Γ n’est pas un cercle, les zéros de la fonction Kj dans l’intervalle [0,2π[ sont en nombre fini
supérieur ou égal à quatre.
Preuve du lemme. p est analytique dans Baj+δ et 2π -périodique, donc elle est développable en
série de Fourier et sa série de Fourier converge dans Baj+δ . On a
p(θ) = R +
∑
αk coskθ + βk sin kθ
k1
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en série de Fourier et après calculs on obtient :
Kj (x) =
∑
k2
(
cosh(aj ) sinh(kaj )− k sinh(aj ) cosh(kaj )
)
(−αk sinkx + βk coskx).
Pour k  2 posons
t (y) = cosh(y) sinh(ky)− k sinh(y) cosh(ky).
On a
t ′(y) = (1 − k2) sinh(y) sinh(ky).
Si y > 0, t ′(y) < 0, et t (0) = 0 ; donc si y > 0, t (y) < 0. On en déduit que pour k  2 :
cosh(aj ) sinh(kaj )− k sinh(aj ) cosh(kaj ) < 0.
En particulier, le coefficient de Fourier de degré k0 de Kj est non nul. Kj n’est donc pas
constante. Comme Kj est analytique, elle admet un nombre fini de zéros dans [0,2π[.
De plus, les coefficients de Fourier de degré 0 et 1 deKj sont nuls doncKj s’annule au moins
quatre fois en changeant de signe dans [0,2π[. 
Fin de la preuve de la Proposition 2.1. On doit avoir ((x1C (θ0)),(x2C (θ0))) = (0,0) avec(θ0) = ±aj ; donc on obtient successivement
(cos(θ0)x1C (θ0 ± iaj )+ sin(θ0)x2C (θ0 ± iaj ))= 0,
(cosh(aj )p(θ0 ± iaj )∓ i sinh(aj )p′(θ0 ± iaj ))= 0,
± cosh(aj )p(θ0 ± iaj )− sinh(aj )p′(θ0 ± iaj ) = 0,
cosh(aj )p(θ0 + iaj )− sinh(aj )p′(θ0 + iaj ) = 0
la dernière égalité étant due au fait que p est réelle sur R, donc pour z dans Baj+δ , p(z¯) = p(z).
D’après le Lemme 2.2 θ0 ne peut prendre que des valeurs isolées ; il s’ensuit que localement
C±j ∩ R2 ne peut être une courbe, c’est donc un ensemble de points isolés. Montrons maintenant
qu’il est non vide.
(x1C (θ), x2C (θ)) appartient à R2 si et seulement si{(cos(θ)x1C (θ)+ sin(θ)x2C (θ)) = 0,
(− sin(θ)x1C (θ)+ cos(θ)x2C (θ)) = 0
cela donne {C1(θ,θ) = 0,
C2(θ,θ) = 0
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C2(θ,θ) := sinh(θ)p(θ)+ cosh(θ)p′(θ)∓ sinh(aj ) cosh(aj ∓ θ)R(θ).
Dans la suite, lorsque u(θ) est holomorphe u′(θ) désigne ∂θu(θ).
∂θC2 = cosh(aj ) cosh(aj ∓ θ)R(θ)± sinh(aj ) cosh(aj ∓ θ)R′(θ) > 0
dans le cas d’une perturbation d’un cercle.
C2(θ,0) = ∓ sinh(aj ) cosh(aj )R(θ)
est du signe ∓ et
C2(θ,±aj ) = cosh(aj )p′(θ ± aj )∓ sinh(aj )p′′(θ ± aj ) = ±K′j (θ).
D’après le Lemme 2.2, Kj est analytique et a au moins quatre zéros dans [0,2π[, donc il existe
deux nombres réels ω1 et ω2 tels que K′j (ω1) = K′j (ω2) = 0, Kj est strictement croissante sur[ω1,ω2] et Kj (ω1) < 0 <Kj (ω2).
Pour θ dans ]ω1,ω2[, C2(θ,0) et C2(θ,±aj ) sont alors de signes opposés et t →
C2(θ, t) est strictement monotone sur [−aj , aj ], donc il existe un unique nombre k(θ) ap-
partenant à [−aj , aj ] et vérifiant C2(θ, k(θ)) = 0. La fonction k ainsi définie est régulière.
limθ→ω1
k(θ) = limθ→ω2 k(θ) = ±aj
donc on a
limθ→ω1
C1
(θ, k(θ))= ±Kj (ω1) et limθ→ω2 C1(θ, k(θ))= ±Kj (ω2).
Ces quantités étant de signes opposés, il existe ω0 dans ]ω1,ω2[ tel que
C1
(
ω0, k(ω0)
)= 0 = C2(ω0, k(ω0)).
De plus, d’après (8) on a
(
x1C+
j
(θ), x2C+
j
(θ)
)= (x1C−
j
(θ), x2C−
j
(θ)
)
.
Cela permet d’affirmer que C−j = C+j et donc en particulier C+j et C−j ont la même trace sur R2.
Ce qui termine la preuve. 
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Soit Dθ l’image par Π de la courbe du champ hamiltonien Hpj passant par le point θ de
Λ±0j ; Dθ a pour équations :{
x1(t) = p(θ) cos θ − p′(θ) sin θ ∓ 2cj t sin(θ ∓ iaj ),
x2(t) = p(θ) sin θ + p′(θ) cos θ ± 2cj t cos(θ ∓ iaj ),
(x1(t), x2(t)) appartient à R2 si et seulement si{(cos(θ)x1(t)+ sin(θ)x2(t)) = 0,
(− sin(θ)x1(t)+ cos(θ)x2(t)) = 0,
c’est-à-dire {
cosh(θ)p(θ)− sinh(θ)p′(θ)+ 2cj sinh(aj ∓ θ)(t) = 0,
sinh(θ)p(θ)+ cosh(θ)p′(θ)± 2cj cosh(aj ∓ θ)(t) = 0. (9)
• Si θ = ±aj , t est déterminé de façon unique.
• Si θ = ±aj , deux cas se présentent :
– Si cosh(aj )p(θ ± iaj )∓ sinh(aj )p′(θ ± iaj ) = 0, il n’y a pas de solution en t .
– Si cosh(aj )p(θ ± iaj )∓ sinh(aj )p′(θ ± iaj ) = 0, (t) est unique et (t) est quel-
conque.
On en déduit immédiatement la proposition suivante :
Proposition 2.3.
• Si θ = ±aj , Dθ ∩ R2 est réduit à un point.
• Si θ = ±aj et Kj (θ) = 0, Dθ ∩ R2 est vide.
• Si θ = ±aj et Kj (θ) = 0, Dθ ∩ R2 est une droite paramétrée par (t) et dirigée par
ξ(θ ± iaj ) = ±c−1j (− sin(θ), cos(θ)).
Dès que Γ est un cercle la fonction Kj est nulle ; de plus, si θ = ±aj , on a
(t) = −1
2
c−1j sinh(aj )R
et alors le point correspondant avec (t) = 0 appartient à Γj . L’étude de la caustique, le
Lemme 2.2 et la Proposition 2.3 impliquent alors :
Corollaire 2.1. Lorsque Γ est un cercle, pour tout θ vérifiant θ = ±aj , Dθ ∩R2 est une droite
tangente à Γj .
Lorsque Γ est une perturbation analytique d’un cercle sans être un cercle, il existe un nombre
fini supérieur à quatre de valeurs de θ dans [0,2π[ ± iaj telles que Dθ ∩ R2 soit une droite.
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x1 = p(θ) cos θ − p′(θ) sin θ ∓ 2cj t sin(θ ∓ iaj ),
x2 = p(θ) sin θ + p′(θ) cos θ ± 2cj t cos(θ ∓ iaj ). (10)
En éliminant t on obtient que (x1, x2) appartient à Dθ si et seulement si
cos(θ ∓ iaj )x1 + sin(θ ∓ iaj )x2 = cosh(aj )p(θ)∓ i sinh(aj )p′(θ).
En posant
cosα = x1√
x21 + x22
et sinα = x2√
x21 + x22
où α appartient à R, l’équation devient
cos(θ − α ∓ iaj )− 1√
x21 + x22
(
cosh(aj )p(θ)∓ i sinh(aj )p′(θ)
)= 0. (11)
Supposons que p(θ) = R ; Eq. (11) devient
cos(θ − α ∓ iaj ) = 1√
x21 + x22
cosh(aj )R.
• Si R 
√
x21 + x22 < cosh(aj )R, c’est-à-dire si (x1, x2) est dans Ω et à l’intérieur de C±j ∩R2,
on pose
1√
x21 + x22
cosh(aj )R = cosh(ω) où ω > 0.
Modulo 2π , les solutions sont alors θτ = α ± iaj + τ iω où τ ∈ {−1,1}. Pour que (10) soit
vérifiée, t est ensuite déterminé de façon unique en fonction de θ ; on obtient les solutions
tτ = − i2c
−1
j R
(
sinh(aj )± τ
√
cosh2(aj )−
(
r +R
R
)2)
. (12)
• Si
√
x21 + x22 = cosh(aj )R, c’est-à-dire si (x1, x2) appartient à C±j ∩ R2, modulo 2π , la so-
lution unique et double est θ = α ± iaj . Dans ce cas,
t = − i
2
c−1j sinh(aj )R.
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√
x21 + x22 > cosh(aj )R, c’est-à-dire si (x1, x2) est à l’extérieur de C±j ∩ R2, on pose
1√
x21 + x22
cosh(aj )R = cos où  ∈
]
0,
π
2
[
.
Modulo 2π , les solutions sont alors θτ ′ = α+ τ ′ ± iaj où τ ′ ∈ {−1,1}. Puis on obtient les
solutions
tτ ′ = − i2c
−1
j R sinh(aj )∓
τ ′
2
c−1j R
√(
r +R
R
)2
− cosh2(aj ). (13)
On a en particulier la proposition suivante :
Proposition 2.4. Lorsque Γ est un cercle, Ω ⊂ Π(Λ±j ) pourvu que B = Baj+δ avec δ > 0.
En perturbant le cas du cercle, à l’aide du théorème de Rouché, on obtient la proposition
suivante :
Proposition 2.5. Soit une couronne T incluse dans Ω et contenant le cercle Γj (c’est-à-dire
C±j ∩ R2 dans le cas où p = R). Si p − R est assez petit dans Baj+δ en fonction de l’épaisseur
de T , on a C±j ∩ R2 ⊂ T et Ω \ T ⊂ Π(Λ±j ).
Preuve. Soit (x1, x2) dans Ω . Il existe r0  0 et α0 dans R tels que
x21 + x22 =
(
r0 + p(α0)
)2 + p′(α0)2
donc si p −R est assez petit,
x21 + x22  p(α0)2 
R2
4
.
Notons gp(θ) le membre de gauche de Eq. (11). On déduit de l’inégalité précédente
∣∣gp(θ)− gR(θ)∣∣= 1√
x21 + x22
∣∣cosh(aj )(R − p(θ))± i sinh(aj )p′(θ)∣∣
 C
R
(∣∣R − p(θ)∣∣+ ∣∣p′(θ)∣∣) (14)
où C > 0 est une constante indépendante de (x1, x2).
• Supposons que √
x21 + x22 <
cosh(aj )
R, où 0 < η < aj .cosh(η)
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|θ1 − θ2| = 2ω > 2η.
Choisissons η > kε + 8/k où ε > 0 et k > 0, et considérons γ le cercle de centre θ1 et de
rayon kε. On a alors ω > kε, γ est donc inclus dans Baj et n’a qu’un seul zéro de gR dans
son intérieur (θ1). Remarquons que l’on peut choisir η aussi petit que l’on veut ; il suffit en effet
de choisir k grand, puis ε petit en fonction de k. Maintenant on va estimer |gR(θ)| sur γ .
Tout d’abord, si z ∈ [−π/2,π/2], on a
|sin z| =
√
sin2 z+ sinh2(z) |z|
2
et pour |u| = kε on obtient :
∣∣gR(θ1 + u)∣∣= ∣∣cos(u± iω)− cosh(ω)∣∣= 2∣∣∣∣sin(iω ± u2
)
sin
(
u
2
)∣∣∣∣
 1
4
(η − kε)kε > 2ε > ε.
Le membre de droite de (14) est inférieur à ε pourvu que p−R soit assez petit, donc sur γ , on a∣∣gp(θ)− gR(θ)∣∣< ∣∣gR(θ)∣∣.
D’après le théorème de Rouché gp a donc un unique zéro simple à l’intérieur de γ .
De la même façon, on montre que gp n’a pas d’autres zéros dans Baj+δ que ceux proches de
θ1 (modulo 2π ), puisque θ2 n’est pas dans Baj+δ .
• Supposons que √
x21 + x22 >
cosh(aj )
cos(η′)
R, où 0 < η′ < π
2
.
Soit θ1 = θ± et θ2 = θ∓ les solutions de l’équation gR(θ) = 0 ; on a |θ1 − θ2| = 2 > 2η′.
Choisissons η′ > kε + 8/k où ε > 0 et k > 0, et considérons γ le cercle de centre θ1 et de
rayon kε. On a alors  > kε, et gR a un unique zéro dans l’intérieur de γ . Pour |u| = kε on
obtient :
∣∣gR(θ1 + u)∣∣= ∣∣cos(u±)− cos()∣∣= 2∣∣∣∣sin( ± u2
)
sin
(
u
2
)∣∣∣∣
 1
4
(η′ − kε)kε > 2ε > ε.
On conclut de même par le théorème de Rouché que si p−R est assez petit gp a un unique zéro
simple à l’intérieur de γ . De même, on montre que gp n’a pas d’autres zéros dans Baj+δ que
ceux proches de θ1 et θ2 (modulo 2π ).
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la forme
T =
{
(x1, x2) ∈ Ω
∣∣∣ cosh(aj )
cosh(η)
R <
√
x21 + x22 <
cosh(aj )
cos(η′)
R
}
où 0 < η < aj et 0 < η′ < π/2. Montrons que C±j ∩ R2 ⊂ T .
Soit (x1, x2) appartenant à C±j ∩ R2, les zéros de gp sont doubles ; en effet, il existe θ dans
Baj+δ tel que {
x1 = p(θ) cos θ − p′(θ) sin θ ± i sinh(aj ) sin(θ ∓ iaj )R(θ),
x2 = p(θ) sin θ + p′(θ) cos θ ∓ i sinh(aj ) cos(θ ∓ iaj )R(θ).
On en déduit
− sin(θ ∓ iaj )x1 + cos(θ ∓ iaj )x2 = ±i sinh(aj )p(θ)+ cosh(aj )p′(θ)∓ i sinh(aj )R(θ)
= cosh(aj )p′(θ)∓ i sinh(aj )p′′(θ)
c’est-à-dire g′p(θ) = 0. Evidemment gp(θ) = 0 ; θ est un zéro double de gp , donc (x1, x2) appar-
tient à T .
La proposition est démontrée. 
Remarque. On peut même montrer que Ω ⊂ Π(Λ±j ).
2.4. Construction de lagrangiennes sortantes contournant H
Soit K un compact de Ω et Ω˜j une couronne contenant Γj . Nous allons construire quatre
lagrangiennes complexes Λ±j,s incluses respectivement dans Λ
±
j et contournantH±j , telles que la
restriction de Π à ces lagrangiennes soit régulière et injective et telles que Π(Λ±j,s) ⊃ K \ Ω˜j ,
pourvu que Γ soit assez proche d’un cercle.
Π(Λ±j,s) contourne la caustique C±j ; nous faisons un choix de contournement de la caus-
tique C±j lié au choix de construire les quasimodes des états résonants des résonances à partie
imaginaire positive.
Soit  > 0 assez petit et A > 2 ; on définit L,A la courbe du plan complexe paramétrée de
la façon suivante :
L,A(x) = −ix, 0 x  12c
−1
j sinh(aj )R − 2,
L,A(x) = − i2c
−1
j sinh(aj )R + 2eix,
π
2
 x  π,
L,A(x) = − i2c
−1
j sinh(aj )R + x, −A x −2,
puis le domaine du plan complexe D,A = {t ∈ C | d(t,L,A) < }.
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(t)





−A −2 0
t = − i2c−1j sinh(aj )R
DA,


On considère les lagrangiennes suivantes :
Λ±j,s =
{
e
tHpj (ν)
∣∣ ν ∈ Λ±0j , t ∈D,A}.
Soit la couronne
Ω˜j =
{
(x1, x2) ∈ Ω
∣∣∣ cosh(aj )
cosh(η)
R <
√
x21 + x22 <
cosh(aj )
cos(η′)
R
}
et le disque K de centre O et de rayon
cosh(aj )
cos(η′′)
R où 0 < η < aj et 0 < η′ < η′′ <
π
2
;
on a la proposition suivante :
Proposition 2.6. Si  est choisi assez petit en fonction de η′, et A choisi assez grand en fonction
de η′′, et si p −R est assez petit dans Baj+δ , la restriction de la projection canonique Π à Λ±j,s
est régulière et injective, et Π(Λ±j,s) ⊃ K \ Ω˜j .
Preuve. d(− i2c−1j sinh(aj )R,D,A) =  donc, si p − R est assez petit (par rapport à ), pour
tout θ dans Baj+δ , − i2c−1j sinh(aj )R(θ) n’appartient pas à D,A, donc Π |Λ±j,s est régulière.
Soit (x1, x2) vérifiant √
x21 + x22 <
cosh(aj )
cosh(η)
R,
gp a un unique zéro (modulo 2π ) dans Baj+δ et il est proche de θ1 (voir la démonstration de
la Proposition 2.5). La valeur de t correspondante est donc proche de celle obtenue dans le cas
du cercle qui appartient à L,A, elle appartient donc à D,A pourvu que ε soit choisi assez petit.
(x1, x2) appartient donc à Π(Λ± ).j,s
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cosh(aj )
cos(η′)
R <
√
x21 + x22 <
cosh(aj )
cos(η′′)
R où 0 < η′ < η′′ < π
2
.
Dans Baj+δ , gp a deux zéros (modulo 2π ) θ1p et θ2p respectivement proches de θ1 et de θ2.
Dans le cas où p = R, les valeurs de t correspondantes, que l’on note t1 et t2, vérifient (t1) < 0
et (t2) > 0. Si  est choisi assez petit en fonction de η′, et A choisi assez grand en fonction
de η′′, t1 appartient à L,A. Il s’ensuit que si ε est assez petit, la valeur de t correspondant à θ1p
appartient à D,A, et celle correspondant à θ2p n’appartient pas à D,A. Donc (x1, x2) appartient
à Π(Λ±j,s), et finalement K \ Ω˜j ⊂ Π(Λ±j,s).
Soit (x1, x2) appartenant à Π(Λ±j,s). Il existe donc θ0 dans Baj+δ et t0 dans D,A tels que
(x1, x2) = Π(θ0, t0). Dans le cas où p = R on a :
x21 + x22 = R2 + 4c2j t20 + 4icj sinh(aj )Rt0
= cosh2(aj )R2 + 4c2j
(
t0 + i2c
−1
j sinh(aj )R
)2
. (15)
Puisque t0 appartient à D,A, ∣∣∣∣t0 + i2c−1j sinh(aj )R
∣∣∣∣>  (16)
donc (x1, x2) n’appartient pas à C±j . De plus
(x21 + x22) (cosh2(aj )−(2cjR + sinh(aj )
)2)
R2 > 0
pourvu que  ait été choisi assez petit. Dans la suite, pour z dans C \ R−, notons √z la racine
carrée de z dont la partie réelle est positive. Soit alors α dans C tel que
cosα = x1√
x21 + x22
et sinα = x2√
x21 + x22
et ω dans C tel que
cosh(aj )√
x21 + x22
R = cosω ;
les solutions de Eq. (11) sont alors θτ = α± iaj + τω, où τ ∈ {−1,1}. D’après (16), ω = 0 (2π).
Plus précisément
sin2 ω = x
2
1 + x22 − cosh2(aj )R2
x2 + x2 =
4c2j
x2 + x2
(
t0 + i2c
−1
j sinh(aj )R
)2
1 2 1 2
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 et de (x1, x2).
On contrôle donc bien la distance entre les deux solutions θτ ; on peut donc comme dans la
Section 2.3, appliquer le théorème de Rouché, et montrer que dans le cas où p − R est assez
petit, Eq. (11) admet au plus deux solutions dans Baj+δ proches de θτ . L’une est θ0. Les deux
valeurs de t correspondantes sont alors proches de celles obtenues dans le cas où p = R, et donc
une seule de ces deux valeurs, c’est-à-dire t0, appartient à Dτ . En effet :
• Dans le cas où p = R, d’après (15), la somme des deux solutions en t est t0 + t ′0 =
−ic−1j sinh(aj )R ; donc, comme Dτ n’est pas symétrique par rapport à − i2c−1j sinh(aj )R,
seule t0 appartient à Dτ .
• Et dans le cas général, cette propriété reste vraie, car on contrôle bien la différence entre t0
et t ′0 dans le cas où p = R : d’après (16) |t0 − t ′0| > 2. 
2.5. Relèvement des lagrangiennes sortantes et construction des phases φ±j
On va relever les lagrangiennes Λ±j,s (via les coordonnées d’Euler–Gauss) afin que la projec-
tion dans l’espace des configurations de ces lagrangiennes soit un ouvert contractile.
Précisons le lien entre les coordonnées euclidiennes et celles d’Euler–Gauss dans le cotangent.
On considère l’application g : (r,α,ρ, η) → [f (r,α), t(df )−1(r,α)(ρ, η)]. Si l’on suppose que
p est analytique dans la bande Baj+δ et que p − R est assez petit dans cette bande, d’après la
Proposition 1.1, on obtient que g est définie sur
A := {r ∈ C | r > −R/2} ×Baj+δ,
que g est un difféomorphisme local et que tout (x1, x2, ξ1, ξ2) appartenant à g(A) admet un
unique antécédent (r,α,ρ, η) (modulo (0,2π,0,0)) par g appartenant à A.
Ceci nous permet de préciser le lien qu’il y a entre les courbes de Hpj (r,α,ρ,η) et celles de
Hpj (x1,x2,ξ1,ξ2).
Les courbes de Hpj (r,α,ρ,η) relèvent les courbes de Hpj (x1,x2,ξ1,ξ2) ; plus précisément si γ est
une courbe de Hpj (r,α,ρ,η), g(γ ) est une courbe de Hpj (x1,x2,ξ1,ξ2) et si Υ est une courbe de
Hpj (x1,x2,ξ1,ξ2) alors g−1(Υ ) est une réunion de courbes disjointes de Hpj (r,α,ρ,η) et g−1(Υ ) 
γ × Z, où γ est une courbe de Hpj (r,α,ρ,η).
On va maintenant relever par g les lagrangiennes sortantes Λ±j,s . Posons Λ
rel,±
j,s = g−1(Λ±j,s)
et Λ±,rel0,j = g−1(Λ±0j ). Remarquons que pour tout ν dans Λ±,rel0,j on a
e
tHpj
(
ν + (0,2π,0,0))= etHpj (ν)+ (0,2π,0,0).
D’après la Proposition 2.6 on obtient alors que la restriction de la projection canonique Π à
Λ
rel,±
j,s réalise un difféomorphisme de Λ
rel,±
j,s sur Π(Λ
rel,±
j,s ). Il existe donc des fonctions ψ
±
1,j et
ψ±2,j holomorphes sur Π(Λ
rel,±
j,s ) telles que
Λ
rel,± = {(r,α,ψ± (r,α),ψ± (r,α)), (r, α) ∈ Π(Λrel,±)}.j,s 1,j 2,j j,s
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tiles, alors Π(Λrel,±j,s ) est contractile. Λ
rel,±
j,s étant une lagrangienne, il existe des fonctions φ
±
j
holomorphes sur Π(Λrel,±j,s ) telle que
Λ
rel,±
j,s =
{(
r,α, ∂rφ
±
j (r, α), ∂αφ
±
j (r, α)
)
, (r, α) ∈ Π(Λrel,±j,s )}.
De plus, d’après la Proposition 2.6, Π(Λ±j,s) contient K \ Ω˜j .
Puisque Λ±j,s ⊂ p−1j (1), on obtient la première partie de la proposition suivante :
Proposition 2.7. Il existe des fonctions φ±j , j = 1,2, holomorphes Π(Λrel,±j,s ), domaine conte-
nant la variété relevée de K \ Ω˜j , telles que
c2j
[(
∂rφ
±
j
)2 + 1
(r +R(θ))2
(
∂θφ
±
j
)2]= 1 (17)
et
∂rφ
±
j (0, θ) = i
√
c−2R − c−2j et ∂θφ±j (0, θ) = ±c−1R R(θ). (18)
Les fonctions φ±j vérifiant ces trois conditions sont entièrement déterminées à une constante
près.
De plus pour j = 1,2 on a
φ±j (r, θ + 2π)− φ±j (r, θ) = ±c−1R (Γ ),
et donc φ±j est 2π -périodique en la variable θ .
Fin de la preuve. La condition (18) détermine φ±j (0, θ) à une constante près. φ
±
j (0, θ) vérifiant
(18) étant donnée, si φ±j vérifie (17), sa valeur est imposée sur les projections des courbes du
champ hamiltonien Hpj issues de Λ
±0
j . D’où l’unicité à une constante près de φ
±
j vérifiant (17)
et (18).
∂rφ
±
j et ∂θφ
±
j sont 2π -périodiques en la variable θ ; on en déduit les égalités suivantes :
φ±j (r, θ + 2π)− φ±j (r, θ) = φ±j (0, θ + 2π)− φ±j (0, θ) =
2π∫
0
∂θφ
±
j (0, θ) dθ
= ±c−1R (Γ ).
En prenant la partie imaginaire on obtient la fin de la proposition. 
3. Construction BKW complexe
Dans cette section nous étendons la construction BKW complexe faite seulement près du
bord de l’obstacle dans [2]. Nous utilisons les notions de symboles analytiques et d’opérateurs
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tiques utiles ici sont rappelées par l’auteur dans [2].
Notons N(h) := hN (h−1). D’après le travail de Vodev [18], dans lequel est traité le cas
analytique, près de Σ , N(h) est un opérateur h-pseudodifférentiel analytique, que l’on notera
Ne(h).
On peut calculer son symbole principal n0 au voisinage de Σ , dans les coordonnées (θ, η),
qui ont l’avantage d’être globales sur le revêtement de T ∗Γ .
Dans ces coordonnées la zone elliptique E (qui contient Σ ) est caractérisée par η2/
R(θ)2 > c−21 . Si l’on pose
ζ1 =
√
η2
R(θ)2
− c−21 et ζ2 =
√
η2
R(θ)2
− c−22 ,
on obtient
det
(
n0(θ, η)
)= −c41( η2R(θ)2 − ζ1ζ2
)−1
η4
R(θ)4
R
(
c−11
R(θ)
η
)
, (19)
où R est la fonction de Rayleigh, et
Tr
(
n0(θ, η)
)= (c−22 ζ1 + c−21 ζ2)(c−21 c−22 + (ζ2 − ζ1)2 η2R(θ)2
)−1
. (20)
On rappelle queR admet comme unique zéro dans ]0,1[ le nombre c−11 cR et queR′(c−11 cR) = 0.
De même R(−c−11 cR) = 0 et R′(−c−11 cR) = 0. On retrouve que le déterminant s’annule sur la
variété Σ = {(θ, η) ∈ T ∗(Γ ) | η2 = c−2R R(θ)2}.
Si l’on suppose que Γ est analytique dans la bande complexe Ba2+δ (δ > 0) et que p −R est
assez petit dans Ba2+δ , alors Ne(h) reste un opérateur h-pseudodifférentiel analytique dans un
voisinage du complexifié Σ = {(θ, η) ∈ T ∗(Γ ) | θ ∈ Ba2+δ et η2 = c−2R R(θ)2}. Le déterminant
de n0(θ, η) s’annule sur le complexifié de Σ .
La matrice 2 × 2 n0(θ, η) admet deux valeurs propres a1(θ, η) et a2(θ, η). D’après (19), (20)
et le fait que ±c−11 cR est un zéro simple de la fonction holomorphe R, pour (θ, η) dans un
voisinage du complexifié de Σ , on a
a1(θ, η) = a˜1(θ, η)
(
c2Rη
2 −R(θ)2) où a˜1(θ, η) = 0 et a2(θ, η) = 0. (21)
Posons ψ(θ) = ψ±(θ) = ±c−1R
∫
R(θ)dθ . ψ est telle que
det
(
n0
(
θ, ∂θψ(θ)
))= 0.
Posons alors
N
ψ
e (h) = e−iψ/hNe(h)eiψ/h.
D’après [9] Nψe (h) est aussi un opérateur h-pseudodifférentiel analytique. Notons nψ son sym-
bole et nψ son symbole principal.0
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ψ
0 (θ, η) = n0(θ, η + ∂θψ(θ)) = n0(θ, η ± c−1R R(θ)) est une matrice 2×2 ayant deux valeurs
propres aψ1 et a
ψ
2 . Nous allons montrer que ces valeurs propres ne se croisent pas dans un certain
domaine.
Lemme 3.1. Il existe un voisinage complexe W de 0 et une constante C0 > 0 tels que :
∀(θ, η) ∈ Ba2+δ ×W,
∣∣aψ1 (θ, η)− aψ2 (θ, η)∣∣C0.
Preuve. aψ1 (θ, η) = a˜1(θ, η ± c−1R R(θ))(c2Rη2 ± 2ηcRR(θ)) est aussi proche de 0 que l’on veut
pourvu que W soit un voisinage de 0 assez petit. D’après (20) aψ1 + aψ2 ne s’annule pas dans
Ba2+δ ×W pourvu que W soit assez petit. On en déduit le résultat. 
Ceci permet alors de diagonaliser Nψe (h) et de se ramener à la dimension 1.
D’après (21), pour θ dans Ba2+δ on a aψ2 (θ,0) = a2(θ,±c−1R R(θ)) = 0,
a
ψ
1 (θ,0) = a1
(
θ,±c−1R R(θ)
)= 0 et ∂ηaψ1 (θ,0) = ±2cRR(θ)a˜1(θ,±c−1R R(θ)) = 0.
Les résultats de Sjöstrand sur les symboles analytiques en dimension 1 (voir le Théorème 9.3
dans [9]) nous permettent alors d’obtenir la proposition suivante :
Proposition 3.2. Il existe un symbole analytique classique d’ordre 0
v±(θ;h) =
∑
j0
v±j (θ;h)
dans Ba2+δ tel que
v±0 (θ;h) = 0 et Nψ
±
e (h) v
±(θ;h) = 0 dans Ba2+δ.
Remarque. Puisque ψ− = −ψ+, on a v− = v+.
Soient φ±1 et φ
±
2 les phases construites dans la Proposition 2.7 et vérifiant
φ±1 (0, θ) = φ±2 (0, θ) = ψ±(θ),
avec ψ(θ) = 0 pour θ ∈ R. Il existe alors des symboles uj,± =∑k0 uj,±k hk , j = 1,2, analy-
tiques dans Π(Λ±,relj,s ) tels que⎧⎪⎪⎨⎪⎪⎩
e−iφ
±
1 /h(−h2e − 1)eiφ±1 /h u1,± = 0 dans Π(Λ±,rel1,s ),
e−iφ
±
2 /h(−h2e − 1)eiφ±2 /hu2,± = 0 dans Π(Λ±,rel2,s ),
u1,± + u2,± = v± sur Γ ,
(22)
où Γ désigne ici le complexifié du revêtement universel de Γ . En effet, la Proposition 4.5 dans
[2] donne l’existence de symboles analytiques dans un voisinage complexe du complexifié du
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pour cela on peut appliquer le Théorème 9.3 dans [9].
De plus uj,±0 , j = 1,2, ne s’annule pas dans Π(Λ±,relj,s ) (voir la Proposition 4.7 dans [2]). On
obtient finalement la proposition suivante :
Proposition 3.3. Il existe alors des symboles
uj,± =
∑
k0
u
j,±
k h
k, j = 1,2,
analytiques dans Π(Λ±,relj,s ), u
j,±
0 = 0 dans Π(Λ±,relj,s ) tels que si l’on pose
u±(r, θ;h) = u1,±(r, θ;h)eiφ±1 (r,θ)/h + u2,±(r, θ;h)eiφ±2 (r,θ)/h,
on ait {
(−h2e − 1)u± = r1,±(r, θ;h)+ r2,±(r, θ;h) dans Π(Λ±,rel1,s )∩Π(Λ±,rel2,s ),
Bu±|r=0 = r3,±(θ;h) pour θ ∈ Ba1+δ ,
où e−iφ
±
1 (r,θ)/hr1,±(r, θ;h), e−iφ±2 (r,θ)/hr2,±(r, θ;h) et e−iψ±(θ)/hr3,±(θ;h) sont nuls au sens
des symboles analytiques.
4. Quasimodes de Rayleigh
Dans [2] on obtient une condition de quantification comme condition de recollement de la
solution u± (u±(r, θ + 2π;h) = u±(r, θ;h) formellement) :
d(h)+ c−1R (Γ )/h = k2π, k ∈ Z,
où d(h) est un symbole analytique réel.
On montre que la condition de quantification est vérifiée pour un symbole analytique réel de
la variable 1/k (k ∈ N∗)
hk = (Γ )2πcR k
−1 +
∑
j2
ej k
−j .
Après ressommation des symboles analytiques uj,±(h) et hk on obtient donc des fonctions u±(h)
vérifiant pour h ∈ {hk, k ∈ N∗} et (r, θ) dans Π(Λ±,rel1,s )∩Π(Λ±,rel2,s )⎧⎪⎨⎪⎩
u±(r, θ + 2π;h)− u±(r, θ;h) = O(1)e−C/he−min(φ±1 (r,θ),φ±2 (r,θ))/h,
(−h2e − 1)u± = O(1)e−C/he−min(φ±1 (r,θ),φ±2 (r,θ))/h,
Bu± = O(1)e−C/h sur Γ,
(23)
où C > 0.
Afin de construire des quasimodes qui soient des fonctions exactement 2π -périodiques nous
allons d’abord rappeler un vieux résultat (voir [1]) qui donne sous forme intégrale une solution
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f (z + T )− f (z) = g(z),
où T est un nombre strictement positif fixé et g est analytique.
• Si g = 0 alors f est T -périodique. Les solutions du problème homogène sont donc connues.
• Si g = 0 est analytique dans la bande |z| < a où a > 0, alors on fixe δ > 0 et pour |z| <
a − δ, on considère
(Ig)(z) = i
2T
∫
γ
cotan
(
π
T
· (z− z′ + 0)
)
g(z′) dz′,
où γ est un chemin qui joint le point −i(a − δ) au point i(a − δ) et qui passe par z. On peut
par exemple choisir le segment de droite joignant −i(a − δ) à z augmenté du segment de
droite joignant z à i(a − δ). On intègre donc sur un chemin juste à gauche de z ; c’est bien
défini par déformation de contour et analyticité de l’intégrande.
Ig est analytique en la variable z. En effet fixons z0 ; si l’on choisit un chemin γ0 juste
à gauche de z0, dans un voisinage de z0, Ig est définie par intégration le long de γ0. Ig
est alors analytique au voisinage de z0 car on intègre alors une fonction analytique en le
paramètre z sur un chemin fixe γ0 sur lequel l’intégrande est parfaitement contrôlé.
z → cotan(π/T · (z− z′ + 0)) étant T -périodique on obtient
(Ig)(z+ T )− (Ig)(z) = i
2T
∫
γ˜
cotan
(
π
T
· (z− z′ + 0)
)
g(z′) dz′
où γ˜ est un chemin fermé orienté trigonométriquement et entourant le point z. z′ →
cotan(π/T · (z − z′ + 0)) a un unique pôle dans γ˜ en z′ = z d’ordre 1 et de résidu −T/π .
Par la formule de Cauchy on obtient donc
(Ig)(z+ T )− (Ig)(z) = g(z).
On obtient donc une solution particulière du problème non homogène qui est analytique dans la
bande |z| < a − δ.
On a la propriété suivante :
Lemme 4.1. [2] Soit Ba la bande |z| < a, δ > 0, et g(z;h) une fonction analytique dans Ba .
Si il existe ε > 0 tel que g(z;h) = O(e−ε/h) dans Ba , alors (Ig)(z;h) est analytique et vérifie
(Ig)(z;h) = O(e−ε/h) dans Ba−δ .
Pour h ∈ {hk} on a u±(r, θ + 2π;h) − u±(r, θ;h) = r1(r, θ;h) + r2(r, θ;h) où r1 =
O(1)e−C/he−φ
±
1 /h et r2 = O(1)e−C/he−φ±2 /h. Maintenant posons
rj e
φ±j (r,θ)/h = gj (r, θ;h) =
(
g
j
1
g
j
)
et Igj =
(
Ig
j
1
Ig
j
)
.2 2
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W± = u± − Ig1e−φ±1 − Ig2e−φ±2
on a alors
W±(r, θ + 2π;h) = W±(r, θ;h) et W± = u± +O(1)e−C/he−min(φ±1 (r,θ),φ±2 (r,θ))/h.
Proposition 4.2. Il existe des fonctions W± analytiques dans Π(Λ±1,s) ∩ Π(Λ±2,s ) telles que
pour h ∈ {hk, k ∈ N∗}⎧⎪⎨⎪⎩
W± = u± +O(1)e−C/he−min(φ±1 (r,θ),φ±2 (r,θ))/h,
(−h2e − 1)W± = O(1)e−C/he−min(φ±1 (r,θ),φ±2 (r,θ))/h,
BW± = O(1)e−C/h sur Γ.
Le domaine Π(Λ±1,s)∩Π(Λ±2,s ) contient K \ Ω˜1 \ Ω˜2.
On rappelle que les nombres 1/hk sont exponentiellement proches des résonances de Ray-
leigh (voir [2]).
Remarque. En fait, la construction de quasimodes est valable aussi dans Π(Λ±1,s ), qui contient
K \ Ω˜1 (voir la Section 5.2.1).
5. Décroissance exponentielle des quasimodes
Soit c, c′ et c′′ vérifiant cR < c < c1 < c′ < c′′ < c2. D’après les Propositions 2.6 et 2.7, pour
une perturbation d’un cercle les phases φ±1 et φ
±
2 sont bien définies dans le domaine réel Ωc,c′,c′′
défini par
Ωc,c′,c′′ :=
{
(r,α)
∣∣ 0 r  (c c−1R − 1)R ou (c′c−1R − 1)R  r  (c′′c−1R − 1)R, α ∈ R}. (24)
Nous allons donner une expression de φ±j dans le cas général.
Soit (r,α) appartenant à Ωc,c′,c′′ , on sait d’après les Propositions 2.6 et 2.7 qu’il existe un
unique (θ, t) appartenant à Baj+δ ×D,A et vérifiant
(r,α) = Π(exp(tHpj )(0, θ, i√c−2R − c−2j ,±c−1R R(θ))). (25)
Si l’on note
exp(sHpj )
(
0, θ, i
√
c−2R − c−2j ,±c−1R R(θ)
)= (r(s),α(s), ρ(s), η(s))
puisque
∂ρpj = 2c2j ρ et ∂ηpj =
2c2j η
2(r +R(α))
230 D. Gamblin / Journal of Functional Analysis 236 (2006) 201–243on a
r˙(s) = 2c2j ρ(s) et α˙(s) =
2c2j η(s)
(r +R(α(s)))2 .
On a
φ±j (r, α) = φj (0, θ)+
∫
γ
(
∂rφ
±
j
(
r(s),α(s)
)
r˙(s)+ ∂αφ±j
(
r(s),α(s)
)
α˙(s)
)
ds
où γ est un chemin complexe inclus dans D,A et joignant 0 à t . Et puisque
∂rφ
±
j
(
r(s),α(s)
)= ρ(s) et ∂αφ±j (r(s),α(s))= η(s)
on a
φ±j (r, α) = φ±j (0, θ)+ c2j
∫
γ
(
2ρ(s)2 + 2η(s)
2
(r(s)+R(α(s)))2
)
ds
= φ±j (0, θ)+ c2j
∫
γ
2c−2j ds
(
Λ
±,rel
j,s ⊂ p−1j (1)
)
= φ±j (0, θ)+ 2t.
Or ∂θφ±j (0, θ) = ±c−1R R(θ) et φ±j (0, θ) = 0 pour θ réel, donc à une constante réelle près
φ±j (0, θ) = ±c−1R
∫

R(z) dz
où  est un chemin inclus dans Baj+δ et joignant 0 à θ .
On obtient donc le lemme suivant :
Lemme 5.1. Pour (r,α) dans Ωc,c′,c′′ , soit l’unique (θ, t) dans Baj+δ ×D,A vérifiant
(r,α) = Π(exp(tHpj )(0, θ, i√c−2R − c−2j ,±c−1R R(θ)))
alors à une constante réelle près
φ±j (r, α) = 2t ± c−1R
∫

R(z) dz
où  est un chemin inclus dans Baj+δ et joignant 0 à θ .
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D’après le Lemme 5.1, dans le cas du cercle on a φ±j (r, α) = ±c−1R Rθ + 2t . On peut calculer
explicitement (θ, t) appartenant à Baj+δ ×D,A en fonction de (r,α). Il suffit d’utiliser (12) et
(13) avec τ = ∓1 et τ ′ = ±1 (ce qui assure que (θ, t) appartienne à Baj+δ ×D,A).
• Si 0 r < (cj c−1R − 1)R on a
θ = α ± iaj ∓ i cosh−1
(
cosh(aj )
R
r +R
)
et
t = − i
2
c−1j R
(
sinh(aj )−
√
cosh2(aj )−
(
r +R
R
)2)
d’où
φ±j (r, α) = R
(
±c−1R α + ic−1R cosh−1
(
cj c
−1
R
)− ic−1R cosh−1(cj c−1R Rr +R
)
− i
√
c−2R − c−2j + i
√
c−2R − c−2j
(
r +R
R
)2)
et aussi
∂rφ
±
j (r, α) = ∂rφ±j (r, α) =
√
c−2R
(
R
r +R
)2
− c−2j . (26)
• Si r > (cj c−1R − 1)R on a
θ = α ± cos−1
(
cosh(aj )
R
r +R
)
± iaj
et
t = − i
2
c−1j R sinh(aj )−
1
2
c−1j R
√(
r +R
R
)2
− cosh2(aj )
d’où
φ±j (r, α) = R
(
±c−1R α + ic−1R cosh−1
(
cj c
−1
R
)+ c−1R cos−1(cj c−1R Rr +R
)
− i
√
c−2R − c−2j −
√
c−2j
(
r +R
R
)2
− c−2R
)
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∇φ±j (r, α) = 0 et ∂rφ±j (r, α) = ∂rφ±j (r, α) = −
√
c−2j − c−2R
(
R
r +R
)2
. (27)
Remarques. φ±j est évidemment analytique hors de la caustique Γj . Au voisinage de la caustique
φ±j est de classe C1 mais n’est pas deux fois dérivable.
uj,±eiφ
±
j /h devient exponentiellement petit dès que l’on décolle du bord de l’obstacle. Le taux
de décroissance exponentielle croît du bord Γ jusqu’à la caustique Γj puis est constant après la
caustique.
Avant Γj , uj,±eiφ
±
j /h n’oscille que dans la variable α. Après Γj elle se met à osciller égale-
ment dans la variable r .
• Il est très intéressant de constater que dans le cas du cercle les phases obtenues par la
construction BKW soient exactement les mêmes que celles obtenues par l’auteur (voir [4])
dans le développement asymptotique des fonctions résonantes.
De plus, si 0 r < (c1c−1R − 1)R,
∂rφ±2 (r,α)− ∂rφ±1 (r,α) =
√
c−2R R2
(r +R)2 − c
−2
2 −
√
c−2R R2
(r +R)2 − c
−2
1
=
(√
c−2R R2
(r +R)2 − c
−2
2 +
√
c−2R R2
(r +R)2 − c
−2
1
)−1(
c−21 − c−22
)

(√
c−2R − c−21 +
√
c−2R − c−22
)−1(
c−21 − c−22
)
> 0 (28)
et si (c1c−1R − 1)R  r  (c2c−1R − 1)R on a
∂rφ±2 (r,α)− ∂rφ±1 (r,α) =
√
c−2R R2
(r +R)2 − c
−2
2  0. (29)
Et pour r  (c2c−1R − 1)R la différence φ±2 − φ±1 reste constante.
D’après la Proposition 3.3, u1,±0 ne s’annule pas, et donc u2,±e
iφ±2 /h est exponentiellement
petit devant u1,±eiφ
±
1 /h
.
5.2. Cas général
5.2.1. Prédominance de la phase φ±1
On va voir qu’avec cette expression de φj le cas du cercle se perturbe très bien. On notera φp
et φR respectivement pour φ±j dans le cas perturbé et le cas du cercle. Soit (r,α) dans Ωc,c′,c′′
avec α dans [0,2π[ ; on a
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∣∣∣∣∣2(tp − tR)± c−1R
( θp∫
0
R(z)dz −
θR∫
0
Rdz
)∣∣∣∣∣
 2|tp − tR| + c−1R
∣∣∣∣∣
θp∫
0
(
R(z)−R)dz∣∣∣∣∣+ c−1R
∣∣∣∣∣
θR∫
θp
R dz
∣∣∣∣∣
 2|tp − tR| + c−1R |θp| sup
z∈Baj+δ
∣∣R(z)−R∣∣+ c−1R R|θp − θR|
où (θp, tp) et (θR, tR) sont respectivement les valeurs vérifiant (25) dans le cas perturbé et le cas
du cercle. Pour une perturbation du cercle la quantité
sup
z∈Baj+δ
∣∣R(z)−R∣∣
est aussi petite que l’on veut et d’après les démonstrations des Propositions 2.4 et 2.6 il en est de
même pour les quantités |tp − tR| et |θp − θR| ; et puisque α ∈ [0,2π[ θp est borné. On en déduit
que |φp − φR| est aussi petit que l’on veut pour α dans [0,2π[ et (r,α) dans Ωc,c′,c′′ . Il en est
donc de même pour |φp − φR| et ceci sur Ωc,c′,c′′ tout entier puisque cette dernière quantité
est 2π -périodique en la variable α.
D’une part dans le cas perturbé ∂rφ1(0, α) > ∂rφ2(0, α) donc il existe r0 > 0 tel que
∀α ∈ R, ∀r ∈ ]0, r0], φ±2 (r,α)− φ±1 (r,α) > 0 (30)
et d’autre part pour (r,α) dans Ωc,c′,c′′ avec r > r0, d’après (28) et (29), dans le cas du cercle
on a
φ±2 − φ±1 >C > 0.
Pour une perturbation d’un cercle on peut avoir |φp − φR| <C/2 donc
∀(r,α) ∈ Ωc,c′,c′′ , r > r0, φ±2 (r,α)− φ±1 (r,α) > 0. (31)
D’après (30) et (31) et le fait que u1,±0 ne s’annule pas dans Ωc,c′,c′′ (voir la Proposition 3.3), on
obtient immédiatement la proposition suivante.
Proposition 5.2. Pour tout (r,α) dans Ωc,c′,c′′ (voir (24)) vérifiant r > 0 on a φ±2 > φ±1 et
donc u2,±eiφ
±
2 /h est exponentiellement petit devant u1,±eiφ
±
1 /h
.
Remarque. Il suffira donc simplement de supposer par la suite que p(θ) est analytique dans une
bande Ba1+δ (δ > 0) et que p(θ)−R est assez petit dans cette bande.
234 D. Gamblin / Journal of Functional Analysis 236 (2006) 201–2435.2.2. Minimum de φ±1 après la caustique
Les quantités φ±1 (r,α) et ∂rφ±1 (r,α) étant 2π -périodiques en la variable α, on peut consi-
dérer que φ±1 et ∂rφ±1 sont des fonctions de la variable x.
Soit r1 et r2 vérifiant (c1c−1R − 1)R < r1 < r2. On définit le domaine
Ωr1,r2 :=
{
(x1, x2) | r1  r  r2
} (32)
qui est une zone située après la caustique C±1 ∩ R2.
Lemme 5.3. Dans Ωr1,r2 (voir (32)) on a ∂rφ±1 < 0.
Remarque. Cela signifie que dans le cas d’une perturbation d’un cercle la dernière inégalité est
valable après une zone où sont situés les points caustiques.
Preuve du lemme. Remarquons d’abord que dans le cas du cercle, d’après (27) pour tout r  r1
on a
−∂rφ±1 (r,α)
√
c−21 −
c−2R R2
(r1 +R)2 > 0. (33)
Etudions maintenant le cas général. Soit r vérifiant r1  r  r2 et α dans [0,2π[ ; soit θ vérifiant
(25) on a
∂rφ±1 (r,α) = ρ = (cosαξ1 + sinαξ2) = 
(±c−11 sin(α − θ ± ia1)).
Puisque α, θp et θR varient ici dans un domaine borné on a∣∣∂rφp(r,α)− ∂rφR(r,α)∣∣ c−11 ∣∣sin(α − θp ± ia1)− sin(α − θR ± ia1)∣∣
M|θp − θR| (34)
où M est une constante. Pour une perturbation assez proche d’un cercle le membre de droite de
(34) est inférieur strictement à √
c−21 −
c−2R R2
(r1 +R)2
et donc d’après (33) on a le résultat avec comme restriction α ∈ [0,2π[. Mais ∂rφ±1 étant 2π -
périodique en la variable α on a le résultat pour tout α dans R. 
Lemme 5.4. Soit γ une courbe d’équation r = r0 incluse dans Ωr1,r2 (voir (32)). Si φ±1 |γ
admet un extremum local en x0 alors ∇φ±1 (x0) = 0.
Preuve. Soit x0 appartenant à γ un extremum local de φ±1 |γ . ∇φ±1 (x0) est alors orthogonal
à γ .
Supposons que ∇φ±(x0) = 0.1
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∇φ±1 (x0), est donc tangent à γ . Donc ∂rφ±1 (x0) = 0, ce qui contredit le Lemme 5.3. Donc
∇φ±1 (x0) = 0. 
Lemme 5.5. Lorsque Γ n’est pas un cercle, dans Ωr1,r2 (voir (32)), ∇φ±1 s’annule sur un
nombre fini supérieur ou égal à quatre de rayons d±j joignant la courbe d’équation r = r1 à la
courbe d’équation r = r2. Ces rayons sont des courbes du champ ∇φ±1 , et d+j et d−j sont portés
par la même droite. Le nombre de d+j (et de d−j ) est le nombe de zéros de la fonction K1 dans[0,2π[ (voir le Lemme 2.2).
Dans le cas du cercle ces rayons sont en nombre infini, sont tangents à Γ1, et recouvrent
l’extérieur de Γ1. (Voir les Figs. 1 et 3).
Preuve. Puisque Γ n’est pas un cercle, d’après le Lemme 2.2 la fonction K1 admet n racines
θ1, . . . , θn dans [0,2π[, n 4.
Soit x appartenant à Ωr1,r2 . Il existe un unique (θ, t) modulo (2π,0) dans Ba1+δ ×D,A tel
que
x = Π(exp(tHp1)(x1Γ (θ), x2Γ (θ),∓c−11 sin(θ ∓ ia1),±c−11 cos(θ ∓ ia1))).
∇φ±1 (x) = 0 si et seulement si
ξ = ∇φ±1 (x) = ±c−11
(− sin(θ ∓ ia1)
cos(θ ∓ ia1)
)
appartient à R2, c’est-à-dire si θ = ±a1. Et comme x appartient à R2, θ doit être solution de
l’équation K1(θ) = 0 (voir la Proposition 2.3) donc θ = θj où j ∈ {1, . . . , n} et t doit vérifier
(9) donc
2(t) = −c−11 sinh(a1)p(θj ± ia1)∓ c−11 cosh(a1)p′(θj ± ia1)
= −c−11 sinh(a1)p(θj + ia1)− c−11 cosh(a1)p′(θj + ia1)
:= 2Tj . (35)
On a alors
x = (x1Γ (θj ± ia1), x2Γ (θj ± ia1))± 2ic1Tj (− sin θj , cos θj )
± 2c1(t)(− sin θj , cos θj ). (36)
Lorsque Γ est une perturbation d’un cercle, Tj est proche de −(c−11 /2) sinh(a1)R donc pour que
t appartienne à D,A il faut que 0 < −(t) < A+  et il suffit que 2 < −(t) < A.
On obtient alors que ∇φ±1 s’annule sur les segments de droite d±j , j = 1, . . . , n, dont une
représentation paramétrique (de paramètre (t)) est donnée par (36).
En les points de d±j , ∇φ±1 = ξ supporte d±j donc d±j est une courbe de ∇φ±1 .
Dans l’expression (36), x est réel, et de l’égalité x = x on obtient que d+j et d−j sont portés
par la même droite.
Le cas du cercle se déduit de ce qui précède et du Corollaire 2.1. 
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Proposition 5.6. Soit Ωr1,r2 défini par (32) et a1 = cosh−1(c1c−1R ).
• Si Γ est un cercle de rayon R, on a
φ±1
∣∣
Ωr1,r2
= c−11 R
(
a1 cosh(a1)− sinh(a1)
)
.
• Si Γ est une perturbation analytique d’un cercle sans être un cercle, soit θ1, . . . , θn les zéros
de la fonction K1 dans [0,2π[, n 4 (voir le Lemme 2.2), on a
min
Ωr1,r2
φ±1 = min
j=1,...,nφ
±
1
∣∣
d±j
= min
j=1,...,n
(
−c−11 sinh(a1)p(θj + ia1)+ c−11 cosh(a1)
a1∫
0
p(θj + is) ds
)
(voir les Figs. 1 et 3).
Preuve. φ±1 admet au moins un minimum en un point x0 sur le compact Ωr1,r2 . Soit la courbe
γ d’équation r = r0 et passant par x0. φ±1 |γ admet en x0 un extremum local et d’après le
Lemme 5.4 ∇φ±1 (x0) = 0. D’après le Lemme 5.5 il existe j dans {1, . . . , n} tel que x0 appar-
tienne à d±j .
Il ne reste plus qu’à calculer φ±1 |d±j et la proposition est démontrée.
D’après les Lemmes 5.1 et 5.5 on a
φ±1
∣∣
d±j
= 2(t)± c−1R 
( θj∫
0
R(z)dz+
θj±ia1∫
θj
R(z) dz
)
= 2(t)± c−1R 
( a1∫
0
R(θj ± is)(±i ds)
)
= −c−11 sinh(a1)p(θj + ia1)− c−11 cosh(a1)p′(θj + ia1)
+ c−11 cosh(a1)
a1∫
0
R(θj + is) ds
= −c−11 sinh(a1)p(θj + ia1)− c−11 cosh(a1)p′(θj + ia1)
+ c−11 cosh(a1)
a1∫
0
p(θj + is) ds + c−11 cosh(a1)
a1∫
0
(∂s(p′(θj + is)))ds
= −c−11 sinh(a1)p(θj + ia1)+ c−11 cosh(a1)
a1∫
0
p(θj + is) ds.
Le cas du cercle s’en déduit immédiatement. 
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d’équation r = r0.
Lemme 5.7. Soit γ la courbe d’équation r = r0 avec r1  r0  r2 telle que φ±1 |γ admette un
minimum sur γ ∩ d±j . Si l’on suppose que le zéro θj de la fonction K1 est simple (Γ n’est donc
pas un cercle), alors le minimum est non dégénéré.
Preuve. Soit γ (s) une paramétrisation de γ et s0 tel que {γ (s0)} = γ ∩ d±j . Posons ϕ(s) =
φ±1 (γ (s)).
On a ϕ′(s0) = ∇φ±1 (γ (s0)) · γ ′(s0) = 0 et
ϕ′′(s0) =
(
Hessφ±1
)(
γ (s0)
)
γ ′(s0) · γ ′(s0)+ ∇φ±1
(
γ (s0)
) · γ ′′(s0)
= (Hessφ±1 )(γ (s0))γ ′(s0) · γ ′(s0). (37)
Calculons la matrice hessienne de φ±1 en un point x de Ωr1,r2 (voir (32)).
Il existe un unique (θ, t) modulo (2π,0) dans Ba1+δ ×D,A tel que
x = Π(exp(tHp1)(x1Γ (θ), x2Γ (θ),∓c−11 sin(θ ∓ ia1),±c−11 cos(θ ∓ ia1))),
∇φ±1 (x) = ξ(θ) donc ∂xk ∂xl φ±1 = ∂θ ξl∂xk θ,
ξ = ±c−11
(− sin(θ ∓ ia1)
cos(θ ∓ ia1)
)
donc ∂θ ξ = ∓c−11
(
cos(θ ∓ ia1)
sin(θ ∓ ia1)
)
.
La matrice jacobienne de (θ, t) → (x1, x2) est
J =
(−R(θ) sin θ ∓ 2c1t cos(θ ∓ ia1) ∓2c1 sin(θ ∓ ia1)
R(θ) cos θ ∓ 2c1t sin(θ ∓ ia1) ±2c1 cos(θ ∓ ia1)
)
donc
J−1 = 1−2c21(2t + ic−11 sinh(a1)R(θ))
×
( ±2c1 cos(θ ∓ ia1) ±2c1 sin(θ ∓ ia1)
−R(θ) cos θ ± 2c1t sin(θ ∓ ia1) −R(θ) sin θ ∓ 2c1t cos(θ ∓ ia1)
)
donc
∂x1θ =
∓c−11 cos(θ ∓ ia1)
2t + ic−11 sinh(a1)R(θ)
et ∂x2θ =
∓c−11 sin(θ ∓ ia1)
2t + ic−11 sinh(a1)R(θ)
.
On obtient finalement
Hessφ±1 =
c−21
2t + ic−1 sinh(a )R(θ)
(
cos2(θ ∓ ia1) cos(θ ∓ ia1) sin(θ ∓ ia1)
cos(θ ∓ ia1) sin(θ ∓ ia1) sin2(θ ∓ ia1)
)
.1 1
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iTj (voir (35)). D’après (35) on a
1
2t + ic−11 sinh(a1)R(θ)
= 2(t)− 2iTj − ic
−1
1 sinh(a1)R(θj ∓ ia1)
|2t + ic−11 sinh(a1)R(θ)|2
= 2(t)∓ c
−1
1 sinh(a1)R(θj + ia1)+ ic−11 K′1(θj )
|2t + ic−11 sinh(a1)R(θ)|2
.
On en déduit
Hessφ±1
(
γ (s0)
)= c−31 K′1(θj )|2t + ic−11 sinh(a1)R(θ)|2
(
cos2 θj cos θj sin θj
cos θj sin θj sin2 θj
)
= c
−3
1 K′1(θj )
|2t + ic−11 sinh(a1)R(θ)|2
(
cos θj
sin θj
)
(cos θj sin θj )
et avec (37) on obtient
ϕ′′(s0) = c
−3
1 K′1(θj )
|2t + ic−11 sinh(a1)R(θ)|2
(
γ ′(s0) ·
(
cos θj
sin θj
))2
, (38)
γ est transverse à tous les d±j et d
±
j est dirigé par(−sin θj
cos θj
)
on a γ ′(s0) ·
(
cos θj
sin θj
)
= 0.
θj étant un zéro simple de K1 on a K′1(θj ) = 0. Finalement avec (38) on obtient ϕ′′(s0) = 0. 
Remarque. Génériquement les zéros de la fonction K1 sont simples.
5.2.3. Liens avec la géométrie
Nous allons lier le minimum de φ±1 dans Ωr1,r2 (voir la Proposition 5.6) à la partie imagi-
naire d’une action sur une courbe fermée dans le complexe. Cette courbe est la réunion d’une
courbe incluse dans le complexifié du bord Γ et de la projection d’une courbe du champ hamil-
tonien complexe Hp1 paramétrée par les temps imaginaires purs.
Proposition 5.8. Soit le point du complexifié du bord Γ , xj0 = (x1Γ (θj ± ia1), x2Γ (θj ± ia1)),
et ξj0 tel que (x
j
0 , ξ
j
0 ) ∈ Λ±,01 . Alors
2φ±1
∣∣
d±j
= 
(∫
L
ξ dx
)
où L = L1 ∪L2 est une courbe fermée définie de la façon suivante :
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• L2 est un chemin inclus dans le complexifié du bord Γ et joignant xj0 à xj0 .
2 minΩr1,r2 φ±1 est donc la plus petite des parties imaginaires des actions (lorsque j décrit{1, . . . , n}) définies ci-dessus.
Preuve. Soit x1 ∈ d±j . On sait que x1 = Π(exp(t0Hp1)(xj0 , ξ j0 )) où ξj0 appartient à R2 et t0 =(t0)+ iTj appartient à D,A. On a
φ±1 (x1)− φ±1
(
x
j
0
)= ∫
1
∇φ±1
(
x(s)
) · x′(s) ds
où x(s) = Π(exp(sHp1)(xj0 , ξ j0 )) et 1 est un chemin complexe inclus dans D,A et joignant 0
à t0. Donc
φ±1 (x1)− φ±1
(
x
j
0
)= ∫
2
ξ · dx (= 2Tj )
où 2 est le chemin Π(exp(sHp1)(x
j
0 , ξ
j
0 )), s joignant 0 à t0. On a donc aussi
φ±1 (x1)− φ±1
(
x
j
0
)= ∫
3
ξ · dx
où 3 est le chemin Π(exp(sHp1)(x
j
0 , ξ
j
0 )), s joignant 0 à iTj . On a donc
2φ±1 (x1) = 2φ±1
(
x
j
0
)+ ∫
L1
ξ · dx (39)
où L1 est le chemin Π(exp(sHp1)(x
j
0 , ξ
j
0 )), s joignant 0 à 2iTj . Puisque ξj0 est réel on a
exp(−(t0)Hp1)(x1, ξ j0 ) = (x2, ξ j0 ) où x2 est réel. On a (x2, ξ j0 ) = exp(iTjHp1)(xj0 , ξ j0 ) ; on
en déduit (x2, ξ j0 ) = exp(−iTjHp1)(xj0 , ξ j0 ) et finalement(
x
j
0 , ξ
j
0
)= exp(iTjHp1)(x2, ξ j0 )= exp(2iTjHp1)(xj0 , ξ j0 ) (40)
donc L1 joint x0 à x0.
φ±1 étant réelle sur le bord réel Γ on a 2φ±1 (xj0 ) = φ±1 (xj0 )− φ±1 (xj0 ). De plus
φ±1
(
x
j
0
)− φ±1 (xj0 )= ∫
L2
ξ · dx (41)
où L2 est un chemin inclus dans le complexifié du bord Γ et joignant xj0 à xj0 . De (39), (40) et
(41) on obtient le résultat. 
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Proposition 5.9. θj est un zéro simple de la fonction K1 si et seulement si la droite qui porte les
rayons d+j et d
−
j ne rencontre pas la caustique C±1 ∩ R2.
Preuve. La droite qui porte d+j et d
−
j est paramétrée par Π(exp((s + iTj )Hp1)(xj0 , ξ j0 )), s ∈ R,
où (xj0 , ξ
j
0 ) appartient à Λ
+0
1 avec x
j
0 = (x1Γ (θj + ia1), x2Γ (θj + ia1)). Donc d’après (7) cette
droite rencontre un point de C+1 (rappelons que C+1 ∩ R2 = C−1 ∩ R2) si et seulement si
Tj = 
(
− ic
−1
1
2
sinh(a1)R(θj + ia1)
)
,
ce qui donne
−c−11 sinh(a1)p(θj + ia1)− c−11 cosh(a1)p′(θj + ia1) = −c−11 sinh(a1)R(θj + ia1)
ou encore
cosh(a1)p′(θj + ia1)− sinh(a1)p′′(θj + ia1) = 0
c’est-à-dire K′1(θj ) = 0. 
5.2.4. Cas de l’ellipse
Soit a > b > 0 et Γ l’ellipse d’équations :{
x1Γ (α) = a cosα,
x2Γ (α) = b sinα
dans le repère (O, e1, e2). On note e l’excentricité de l’ellipse.
La tangente Tα à Γ a pour équation b cosαx1 + a sinαx2 = ab, donc la distance de O à Tα
est
ab√
a2 sin2 α + b2 cos2 α
.
Soit θ = (̂ e1, n) où n est la normale extérieure à Γ au point (x1Γ (α), x2Γ (α)) ; on a{
b cosα = cos θ,
a sinα = sin θ
donc
p(θ) = ab√
2 2 2 2
=
√
a2 cos2 θ + b2 sin2 θa sin α + b cos α
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R(θ) = p(θ)+ p′′(θ) = a
2b2
p(θ)3
.
Lemme 5.10. Si l’excentricité de l’ellipse est strictement inférieure à 1cosh(l) , p est analytique
dans la bande Bl = {z ∈ C | |z| < l}.
Preuve. On a successivement
a2 cos2 θ + b2 sin2 θ = a
2 + b2
2
+ a
2 − b2
2
cos(2θ)
= a
2 + b2
2
+ a
2 − b2
2
(
cos(2θ) cosh(2θ)− i sin(2θ) sinh(2θ)).
Pour pouvoir définir une racine carrée de cette expression dans la bande Bl on doit supposer que
cosh(2l)
a2 − b2
2
<
a2 + b2
2
,
c’est-à-dire
a
b
<
1
tanh(l)
ou encore, puisque
e =
√
a2 − b2
a
, e <
1
cosh(l)
. 
On va préciser le Lemme 2.2 dans le cas de l’ellipse.
Lemme 5.11. Pour une ellipse d’excentricité strictement inférieure à c−11 cR , les zéros de lafonction K1 (voir le Lemme 2.2) dans [0,2π[, sont 0, π2 ,π,3π2 .
De plus ces zéros sont simples,
K′1(0) =K′1(π) > 0 et K′1
(
π
2
)
=K′1
(
3
π
2
)
< 0.
Preuve. On rappelle que K1(x) = cosh(a1)p(θ)− sinh(a1)p′(θ) avec θ = x + ia1. Puisque
l’excentricité e < c−11 cR = 1cosh(a1) , d’après le Lemme 5.10 il existe ε > 0 tel que p soit analy-
tique dans Ba1+ε . K1(x) est bien définie et analytique sur R. On a
cosh(a1)p(θ)− i sinh(a1)p′(θ)
= 1
p(θ)
(
cosh(a1)
(
a2 cos2 θ + b2 sin2 θ)− i sinh(a1)(b2 − a2) cos θ sin θ)
= 1 (a2 cos θ cosx + b2 sin θ sinx)
p(θ)
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cosh(a1)p(θ)− i sinh(a1)p′(θ)
)2
= 1|p(θ)|4
(
a2 cos θ cosx + b2 sin θ sinx)2(a2 cos2 θ¯ + b2 sin2 θ¯)
et finalement
((cosh(a1)p(θ)− i sinh(a1)p′(θ))2)= 1|p(θ)|4 2 cosh(a1) sinh3(a1)a2b2(a2 − b2) cosx sinx.
Cette dernière quantité s’annule pour x = nπ2 , n ∈ Z ; donc les zéros de
K1(x) = 
(
cosh(a1)p(θ)− i sinh(a1)p′(θ)
)
sont parmi ces points là. On vérifie ensuite aisément que K1(nπ2 ) = 0 pour tout n dans Z. De
plus on obtient
K′1(0) =K′1(π) =
(
a2 cosh(a1)− b2 sinh(a1)
)−3/2(
a2 − b2)b2 sinh3(a1) > 0
et
K′1
(
π
2
)
=K′1
(
3
π
2
)
= −(a2 cosh(a1)− b2 sinh(a1))−3/2(a2 − b2)a2 sinh3(a1) < 0. 
Proposition 5.12. Si Γ est une ellipse d’excentricité assez petite, dans Ωr1,r2 , φ±1 atteint son
minimum sur les deux rayons issus des points ia1 et π + ia1 du complexifié de Γ , dont les parties
réelles sont les minimums du rayon de courbure. (Voir la Fig. 3.)
Preuve. Il suffit d’appliquer la Proposition 5.6, les Lemmes 5.10 et 5.11 et (38). 
Remarques. Les zéros de la fonction K1 sont les mimimums du rayon de courbure dans le cas
de l’ellipse mais cela n’est pas vrai pour une perturbation du cercle en général.
Avec les Propositions 5.6 et 5.12 on peut calculer le minimun deφ±1 après la zone caustique
Ω˜1 à l’aide d’une intégrale elliptique.
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