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Abstract 
Let A be a commutative algebra over a field of characteristic zero, and A4 be a symmetric 
A-bimodule. Gerstenhaber and Schack have shown that there are Hodge-type decompositions 
NAM) = Ok&,“-&449 H”(A,M) = OkH k*n-k(A,A4) of the Hochschild (co)homology. 
The first summands H,,,_,(A,M),H’,“-‘(A,M) are known to be the Harrison (co)homology 
defined in terms of shuffles. We discuss interpretations of the decompositions in terms of 
k-shuffles and how these relate to versions of the Poincar&-Birkoff-Witt theorem. We then turn 
to a detailed study of how the decomposition behaves with respect to the Gerstenhaber 
operations (cup and Lie products) in cohomology. We show by example that neither product is 
generally graded, but that Fq = @,>, H**‘(A,A) are ideals for both products with 
PJ?uFq c sp+q and CFP,Fql c FP+,. The results for the cup product were conjectured by 
Gerstenhaber and Schack. 
1. Introduction 
Let A be a commutative, unital algebra over a field K of characteristic zero, and 
M a symmetric A-bimodule. Gerstenhaber and Schack [S] and Loday [lo] have 
shown that there are Hodge-type decompositions of Hochschild (co)homology: 
KMM) = Hl,,-l(A,M)OH2,n-2(A,M)O ... OH,,,(A,M), 
WAM) = H’~“-‘(A,M)~H2~“-Z(A,M)~ . . . @fpo(~,M). 
These decompositions are obtained by a family of orthogonal idempotents eik’ in the 
group algebra Q [Y,] of the symmetric group, which acts on the (classical) Hochschild 
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complex. The first summands Hi.,_ ,(A, M), Hi*“-‘(A, M) are known to be the 
Harrison (co)homology. The summands H,, o(A, M), H”*‘(A, M) can be described in 
terms of differential forms and skew multiderivations, respectively. The intermediate 
components have not been well understood. 
The idempotents P,, (k’ = O(ekk’), where 8 is induced by o H (- l)br~, have been used 
by Garsia and Reutenauer [2,3,12,13] to study the combinatorics of free Lie alge- 
bras. In particular, they show that the pjlk’ give projections into the direct summands of 
the symmetric algebra of the free Lie algebra, making explicit the Poincart- 
Birkhoff-Witt theorem. 
In this paper, we use free Lie algebras to study the decompositions of Hochschild 
(co)homology. 
Harrison (co)homology is defined in terms of shuffles. In Section 4, we will see that 
all of the components of the decomposition can be described by generalizing to 
k-shuffles: 
Hk,n-k(A,M) E Hn(Sh:(A) @,M/Shk,“(A) @A Ml, 
Hk~“-k(A, M) E H,(Hom,(Sh: A @*, M)/Hom&hk,+ ’ A @*, M)). (1.1) 
In particular, we have a nice characterization of Or= 1 Hjv”-‘(A, M) as the 
cohomology of the Hochschild n-cochains which vanish on (k + l)-shuffles. Section 
4 is taken from [16]. (1.1) has been shown independently by Ronco [14] and by 
Sletsjnre [ 153. 
In Section 5, we show that the complex C# defining Hk,, _ k(A, A) is the kth shuffle 
power of Ccl,. The same methods are used to show that the etk’ are the projection maps 
for a dual, graded version of the Poincare-Birkhoff-Witt theorem due to Hain [S]. 
This generalizes what Hain has shown for e!,” and gives an intuitive explanation for 
the relationship between the ep’ and the pkk’. 
The Hochschild cohomology H*(A, A) is endowed with two Gerstenhaber opera- 
tions: a graded commutative cup product and a graded Lie bracket. Although the cup 
product is used in Hochschild [9], most of the interesting properties are due to 
Gerstenhaber [4]. In [S], Gerstenhaber and Schack ask if these operations are graded 
with respect to the decomposition, i.e. does one have H(j’uHck’ c H(j+k) and 
[HU’,H(k’] E H(.i+k-i), where Hck’ = 0, Hk*“-k(A, A)? 
In general, the answer to this question is “no”. In Section 8 we will give counter- 
examples. The products are, however, filtered with respect o H’ ‘k) = oj s k H”‘, as 
we will show in Section 6. That is, H(j)u H”“ s H’ ‘j+‘) and [H(j), Hck’] c 
H’ <j + k - ‘). The intuition here is that the projections of fug and [f, g] into 
the smaller components of the decomposition should be viewed as “error terms”. 
We will relate these operations on cohomology to certain operations on words and 
show that the error terms above are related to the “error terms” obtained from writing 
an arbitrary product of Lie elements in terms of symmetrized products of Lie 
elements. 
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Equivalently, one can say that Pq = Orkq H*.‘(A, A) are ideals for the cup 
product and the Lie bracket in H*(A,A), with 
The results for the cup product were conjectured in this form in [6,7]. These results 
generalize the results in [S] for the Harrison component and 9i. 
Somewhat stronger statements can be made for the Harrison component. For 
example, we show that the Htk’ are H”‘-modules under the bracket action. 
In Section 7, we examine the behavior of the Gerstenhaber operations for a (not 
necessarily commutative) algebra with an involution. We obtain a decomposition into 
two parts for which the cup and Lie products are Z/2.??-graded. 
As we were completing the writing of this paper, a paper appeared by Sletsjoe [ 151 
which incorrectly asserts that the Gerstenhaber operations are graded with respect o 
the decomposition. This is discussed at the end of Section 6. 
2. Eulerian idempotents and the decomposition of (co)homology 
In this section, we recall the main results about the idempotents e(nk) and the 
decomposition of the Hochschild (co)homology. 
As in the introduction, let A be a commutative, unital algebra over a field K of 
characteristic zero, and M a symmetric A-bimodule. Define %,A = A @ A@l”, where 
all tensors are taken over K. We will denote a0 @ a, @ ... 0 a, by the shorthand 
u0Cal , . . . , a,]. We have that %*A is a complex with boundary map 
a = 8, : ‘%,A -+ Bn _ 1 A, given by 
i7,(aCa1, ... .a,l) = aa1Caz. ... ,a,1 
n-1 
+ iTl (-l)i,[ul,...,,i,i+l, .‘.a”nl 
+ (-l)“a,a[ar, . . . ,u,-11. 
Note that %,A is a symmetric A-bimodule via multiplication on the left A factor, 
and ii is an A-bimodule map. Since A is commutative and M is a symmetric 
A-bimodule, it follows that the Hochschild homology H,(A, M) is the homology of 
23.+A OA M, and H*(A, M) is the homology of HomA(23,A, M) E Hom,(A @*, M) 
(see Cl, 57,111). We can identify !&A OA M with C,(A, M) = M @ A@“, and 
HomA@* A, M) with C*(A, M) = Hom,(A @*, M). Note that C&I, M) and Co@, M) 
can be identified with M in a natural way, and a, = 0 implies that 
H,(A, M) g H”(A, M) z M. We will be concerned mostly with the case M = A. 
Let .Yn denote the symmetric group on n elements, and let Q [YJ denote the group 
algebra. We define a (left) action of Q [Y”] on A@+‘” by letting 0 E 9, act on 
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h,a2, *..> a,) by b,,;l,q,;l, . . . > a,,). This can be extended to an action on 
‘23,A = A @A@‘” by letting Q![YJ act on the right factor, i.e. a(u[ul, . . . ,a.]) = 
U[U,,l, U,,l, . . . ) u,;FJ. 
The Eulerian idempotents ekkJ E Q [9’J can be defined in a number of ways. The 
simplest definition is a generating function due to Garsia [2]: 
i eik)xk = -$ c (X - d(a))(x - d(a) + 1) ... (x - d(a) + n - l)sgn(a)o, 
k=l * 0.s.v” 
where d(a) = Card{i: Di > cTi+ 1} is the number of descents of CJ. 
In [5, lo] we find that 
id = e!,” + ek2’ + . . . + er), (2.1) 
e(i)@ = dijef), 
n (2.2) 
where 6ij = 0 if i # j and 1 if i = j. That is, the ep’ are orthogonal idempotents. And, 
moreover, 
d eck) = eiki 1 a,. n n 
Combining these properties, we have that 
is a decomposition into subcomplexes. This shows 
Theorem 1 (Gerstenhaber and Schack [S] and Loday [lo]). 
H”(A, M) = @ Hk*“-k(A, M),
k 
where 
&n_k(A,M) = ef,k’ffn(A,M) g H,(hf @ elC_k’A@“), 
HkPnak(A, M) = H”(A, M)eik) g H"(Homk(e(:) A@*, M)), 
H,,,(A,M) = H,-JA,M) and IIZ~*~(A,M) = H”(A,M). 
We follow the notation of Gerstenhaber and Schack [S-7] in indexing the compo- 
nents of the decomposition. This notation differs from that found elsewhere, but it will 
allow us to state some of our results a little more easily. 
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For future reference, let us set 
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Ck,n_k(A, M) = eLk’C,(A, M) r M 0 eik’ A@“, 
Ckvnpk(A, M) = C”(A, M)ekk’ 2 HomK(e$k)A@“, M).
Note that the action of Q[9’J on C”(A, M) is on the right, given by 
(fa)(%, ... 9 a,) =f(o(a1, . . * 3 4). 
3. Free Lie algebras 
Let d = (~~,a~,..., u,} be a finite alphabet, and let Q(&‘) denote the free 
associative algebra generated by d, i.e. the vector space spanned by words with letters 
in JXZ. Then Q (~4) is a Lie algebra under the bracket product defined on words by 
[u, o] = uv - VU. We say that w is a bracketing of letters if w is a letter or if w = [u, v] 
where u and u are bracketings of letters. Let Lie(d) be the span of these, i.e. the 
sub-Lie algebra generated by d. Then Lie(d) can be identified with the free Lie 
algebra generated by d and Q (&) with the enveloping algebra. One version of the 
Poincar&Birkhoff-Witt theorem implies that Q(a) is isomorphic to the symmetric 
algebra of Lie (&). 
Reutenauer [12] introduces the idempotents pp’ and shows that they give the 
projection maps for the natural decomposition of the symmetric algebra of Lie(d). 
The version of these results that we will use first appears in Garsia [2] (see also 
[S]). We begin with some definitions. 
length n. There is a right action of 
(WIWZ 1.. w&s = w,, w,, . . . W,“. 
Consider the symmetrized product 
Let Q[&“] denote the span of words of 
Q[Y,J on Q [&“I defined on words by 
(Pl,P2, ..’ ,Pk)S = j$ 1 po,pol *.. i CT,, P 
. nest 
where Pi E Q (&). Let 
HSk=Span{(P,,P,,...,P,)S: P,ELie(&)} 
and let HSI: = HSk n Q [al”]. One of the main results of [2] is 
Theorem 2. The idempotents pik’ E Q [YI,], defined by 
i pik’xk = ; c (x - d(a))(x - d(a) + 1) ... (x - d(o) + n - l)a, 
k=l . OE9* 
give projections into HS;: 
Q[#‘] = @ HS:, 
kz0 
CP[d"]p~k' = HS;. 
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As mentioned in the introduction, it is known (see [3]) that the idempotents p$) and 
eLk) are mapped to each other by the automorphism 6 : Q [Yn] + Q [Yn] induced by 
ow(-1)“o. 
For convenience, let us set HS s j = @k Ij HSk. We will need the following well- 
known result. 
Lemma 3. For Pi E Lie(d), 
PIP, ... Pk = (Pr,P,, . . ..P.)’ + E 
with EEHSSk_l. 
Of particular importance to us is the case where d = { 1,2, . . . , m}. Then, for n < m, 
a permutation cr = cl fs2 . . . cn can be considered as a word in Q(d). So we can 
consider CP[Y”] as a subspace of Q(d). Then define 
SHS; = Q [Sp,] n HS;. 
Note that this is independent of m. The right action is such that (a1 (TV .. . o&r = (T o z, 
i.e. the right action is just right multiplication. We then have immediately 
Corollary 4. 
Q [YJ pg) = SHS;, 
Q [Sp,] e,) = e(SHSz), 
Now, O[Y”] acts on the right of the complex for Hochschild cohomology, so we 
have an alternative expression for the decomposition: 
Ck*“-k(A, M) = C”(A, M)eik’ = C”(A, M)Q [Yn]eLk’ = C”(A, M)B(SHSi). (3.1) 
4. Generalized Harrison homology 
In this section we study more closely the components of the decomposition in 
Theorem 1. It is known [S] that the components H”“-‘(A,M) and Hi,,_ l(A,M) are 
the Harrison (co)homology groups of A with coefficients in M. We will generalize this 
construction to describe all the components of the decomposition. This section is 
taken from Wolfgang [16]. Theorem 10 has been independently obtained by Ronco 
[14] and by Sletsjae [15]. 
We define a composition of n as a k-tuple of positive integers, p = (pl, p2, . . . , pk), 
such that pi + p2 + ... + pk = n. We refer to k as the number of parts of p, and we 
denote this number by ~c(p). We will use the shorthand p k n for “p is a composition of 
n”. For rr E Y,,, we define the descent set of 0 as D(a) = {i: CJ~ > gi+ I >, and for p k n, we 
define s(p)= {pl,pl +p2,...,p1 +p2 + ... +pk_l). Note that if D(o) C s(p), 
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then a(l) < a(2) < .*. -C ~.@r) and o(pi + 1) < ... < o@i + p2) and so on. Let 
XP = cot,. G S@) c and 2, = CoCOj = stij sgn(a)a. 
When Q[9’,,] acts on the left of A@” as in Section 2, 2, corresponds to the usual 
signed shufle operation, i.e. 
~p(al,a2,...,a,)=(al,...,eP,)l?j(a,,+ I,..., up,+p2)(?j .**lXu,,+ +P*_*+ ,)...) a,). 
Example 5. 
Xc2,2,@, b, c, 4 = (a, b, c, 4 - (a, c, b, d) + (a, c, d, b) 
+ (c, u, b, d) - (c, u, d, b) + (c, d, u, b). 
Let us write 
TA=K@A@A@*@ ... @A@“@ es. 
and set TA, = A@“, TAkk’ = elkjAB”, and TACk) = @,, TAik’. Then tin defines a graded 
commutative product on TA, i.e. for w E ABm, u E A@‘“, w&u = (- 1)““uGw. We can 
extend this to an operation on A @I TA = ‘%&A by 
aCal,..., u,]Gb[bl, . . . , b,] = ub[(q, . . . ,u,)G(bl, . . . , b,)]. (4.1) 
We denote by Shf: the span over Q of the elements Xpa such that JC@) = k and 
rr E 9’“. That is 
Shf: = Q&r: K(P) = k, cr E sp,] c Q[y.]. 
We will refer to the elements of Shf: as k-shuffles. Note that Sh,’ = Q [YJ. If we write 
IA for the augmentation ideal, 
IA = A@ A@‘@ ..+ @A@“@ +.., 
then Shi(TA) = (IA)Gk, i.e. Shz A@‘” = (IA)Gk n A@“. And, similarly, 
Sh:(‘%), A) = A @ Shk,(TA) = (A 0 IA)‘k. 
We note that 
Sh!,+ ’ G Shf, 
since an (I + l)- shuffle can be expanded as a linear combination of I-shuffles. (Here we 
are using the fact that we defined the Shk, to be right ideals in Q [Sp,]). Moreover, we 
have the interesting fact that the map 3 is a derivation for the signed shuffles. 
Proposition 6 (See Loday [ll]). 
a(u[ul, . . . ,u,llijb[bl, . . . , b,]) = 8(u[q, . . . . u.])Ci~ (b[b,, . . . ,b,]) 
+ (- l)“(u[ul, . . . , a.])15 a(b[bl, . . . , b,]). 
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Together with the fact that 8(a[q]) = 0, this implies that 
ash;(A) c Sh:_ ,(A), 
where Shi(A) = Sht %,A. Hence, the Shk,(A) give a filtration of ?8J by subcomplexes, 
2YJ*A = Sh&4) 2 Shi(A) 2 Sh:(A) z .+.. 
It follows that 
M @ Shk, A@* z Shk,(A) aA M 
and 
Hom,(Shk, A@*, M) E Hom,(Shk,(A), M) 
give filtrations of C,(A, M) and C*(A, M) by subcomplexes. 
Harrison homology is defined to be the homology of the complex B3, A/Sh:(A), and 
Harrison cohomology is the homology of the complex of cochains vanishing on 
ShiA@*. Barr [l] shows that these are summands of Hochschild (co)homology by 
showing that (in our notation) e!,” + ... + e!,“’ is an idempotent projecting 8, A onto 
Sh$(A). It follows that 
23,A = ek”23,A 0 Shi(A) (4.2) 
and hence there is a natural isomorphism between Harrison (co)homology and the 
first components of the decomposition of Hochschild (co)homology. 
Proposition 7. As right ideals of Q [&I, 
Sh,k+‘=ker 
Proof. The following lemma is a special case of a result in [3]. 
(4.3) 
Lemma 8 (Garsia and Reutenauer [3]). If p l= n, and K(P) > r then p!‘X, = 0. 
Applying 8, this gives us that ep’Xp = 0 if K(P) = k + 1 and I < k. Hence 
Now we note that 
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since the ep’ are orthogonal idempotents and e!,” + .-a + er) = 1. So to get equality in 
(4.3), it suffices to show that e’“’ E Shk+ ’ n n for s 2 k + 1. We recall an expression for the 
pik’ found in [2]: 
Proposition 9 (Garsia [2]). 
pf’ = m$k( - l)--ky c x,, 
pl=n 
W’=k 
where s(m, k) denotes the Stirling numbers of the jrst kind. 
Applying 8, we obtain ekk’ as a linear combination of k-shuffles. This proves 
Proposition 7. 0 
Theorem 10. 
ii3 Hr.,-A4 Ml s K(C,(A Wshk,’ ‘(4 @A W, 
r=l 
& Hk,n-k 
(A, M) z H,(C*(A, M)/Hom,(Shk,+ ’ A@*, M)), 
r=l 
Hk*“-k(A, M) E H,(HomK(Shf:A@‘,M)/Homx(Sh~l A@‘, M)). 
(4.4) 
(4.5) 
(4.6) 
(4.7) 
Proof. From Proposition 7, we have 
C,(A,M) z C,(A,M)/Shk,+l(A)@AM 
and 
z C* (A, M)/Hom,(Shk,+ 1A@‘, M). 
Taking the homology, we obtain (4.4) and (4.5). The expressions for the individual 
components, (4.6) and (4.7), follow from the orthogonality of the eP’. 0 
Remark 11. Loday [lo] shows that the decomposition of Theorem 1 is valid for any 
functor dop --t K-Module which factors through the category Fin’ of the sets 
[n-J = {0,1,2, . . . , n} with morphisms f: [n] --, [m] such that f(0) = 0. Theorem 10 
relies only on the identity (4.3). If we let Q [Fin’] be the algebra of morphisms of Fin’, 
the identity (4.3) was shown inside Q [YJ c Q [Fin’]. Hence Theorem 10 is also valid 
for any functor dop + K-Module which factors through the category Fin’. 
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5. The dual PoincarC-Birkoff-Witt theorem 
In this section, we study the shuffle powers of TA”’ = eg) TA and e(,“8,A. In 
particular, we will relate the idempotents e, (k) to a dual, graded version of the 
Poincar&Birkoff-Witt theorem due to Hain [S]. 
To shorten the notation, let us write C, for C&A) = 8,A and C(k) for @.e$‘C,. 
Note that H, = H,(A,A) is the homology of C,. 
Gerstenhaber and Schack [7] show that the shuffle product on C, is bigraded in the 
sense that 
Cj,m-jGck,n-k s Cj+k,m+n-j-k. (5.1) 
They obtain this from the fact that sk2) = IF= 1 2’ et) is an algebra map on TA. The 
same proof shows that TAf’&TAg’ s TAt:,$. In particular, 
(TA”)))” c TAck’. (5.2) 
We will show that these spaces are actually equal. 
We have the following generalization of (4.2): 
Proposition 12. 
Shk, TA = (TA”l))‘k 0 Sh:+ ’ TA, 
Shk,(A) = (C,,,)wk @ Shk,' l(A). 
(5.3) 
(5.4) 
Proof. For k = 1, both equations follow from Proposition 7. Note that in this case, 
(5.4) is just (4.2). For the general case, Sh:TA is spanned by elements of the form 
w = u1 UI ... &jvk, with Vi E IA. From the k = 1 case, we can write Ui = vi + uy, with 
vi E TA(‘) and u:’ E ShzTA. Expanding w in terms of these yields 
vi& ..+ &vi + ((k + 1)-shuffles). To see that the sum is direct, note that, by (5.2), 
el) fixes the elements of (TA”‘))‘, and by Proposition 7, ekk’ vanishes on Shk*+ ‘TA. The 
second equation follows by tensoring the first with A. 0 
The comments in the above proof about eB’, together with Proposition 7, give us 
the following theorem. 
Theorem 13. 
-l-A”4 = (TA”‘)~k, 
liik 
C(k) = (c(l)) . 
(5.5) 
(5.6) 
It is also possible to obtain TAck) z (TA(‘))&’ by considering the construction of the 
eik’ in Loday [ll]. With a coproduct induced by “deconcatenation”, TA becomes 
a graded commutative bialgebra, and so there is a convolution product on the 
endomorphisms of TA. Loday defines e’,“’ as the kth convolution power of et) (up to 
N. Bergeron, H.L. Wolfgang/Journal of Pure and Applied Algebra 104 (1995) 243-265 253 
a constant). Writing out the definitions explicitly, one obtains that e(*k) (ai, . . . , a,) is 
given by 
1 
E c 
e’,‘)(ai ,..., Ui,)~ee’,“(Ui,+,,...,Ui,) ... e$‘(u,,_l+l ,..., a,). 
15i,cr,<.. =zi,_,cn 
For any graded vector space V = Vi @ V2 0 ... , the graded symmetric algebra of 
I/ is defined to be 
where S and E give the usual (ungraded) symmetric and exterior algebras, and 
V eYen and V,,,, have the obvious meanings. Then AV is the free graded-commutative 
algebra generated by V. Note that nV possesses two natural gradings, one coming 
from the number of factors and one coming from the sum of the V-degrees of the 
factors. 
It is clear that the shuffle product induces a well-defined map n(TA”‘) + TA. In 
[S], Hain constructs the idempotent e!,“, and shows the following remarkable result. 
Proposition 14 (Hain [8]). The shufJle product induces an isomorphism 
/l(TA”‘) z TA. 
He presents this as a dual, graded version of the Poincar&Birkoff-Witt theorem. If 
A is finite dimensional, this follows by dualizing the usual PBW theorem. 
Note that it follows from (5.5) that this map is onto. 
n(TA”‘) has a direct sum decomposition whose kth term is spanned by products of 
k elements of TA”). It follows from (5.5) that the shuffle product maps this kth term to 
TA@’ = e(*k) TA. So the idempotents e, (k) bear the same relationship to this dual, graded 
PBW theorem as the P,, (k) bear to the PBW theorem discussed in Section 3. 
The shuffle product on C, induces a shuffle product on the homology 
H, = H,(A, A). It follows from (5.1) that this product is bigraded. Let us write Ho, for 
the homology of Ccl,, i.e. H,,, is the sum of the Harrison homology groups. Then the 
shuffle product induces a map 
I -+ H,. (5.7) 
This map, however, might be neither injective nor surjective. In fact, we will see in 
Section 8 that for the dual numbers, the shuffle product of any two elements of the 
Harrison homology is zero. 
Remark 15. The statements above about the decomposition of TA rely only on the 
vector space structure of A. In particular, these comments are valid in the context of 
Hain [S], i.e. bar construction on CDG (commutative differential graded) algebras. 
Hain shows that the map in Proposition 14 is an isomorphism of DG algebras. So 
the comments above yield a Hodge-type decomposition of the homology of such a 
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bar construction, which generalizes the results of [8]. Note that, in contrast to what 
happens for Hochschild homology, Hain shows that the analog of (5.7) is an 
isomorphism. 
6. Gerstenhaber operations on H*(A, A) and ideals 
We now focus our attention on H*(A,A) for A a commutative algebra. In this 
section we construct ideals for the cup product and Lie bracket on H*(A, A). Recall 
that H* = H*(A, A) is the homology of C* = C*(A, A) = Horn&lo’, A). Let us write 
f-g when f and g differ by a coboundary. For f” E C” and gm E C”, define 
pug” E C”+” by 
The important properties of this product are that it induces a product on the 
homology, and that 
f”ug” N (-1)““g”uf”. (6.1) 
So the induced product is graded commutative [4]. 
Gerstenhaber defines, for f” E C” and g”’ E C”, a composition product f” “9” E 
Cntm-l as follows: for i = 1, . . ..a. let 
If m = 0, the above definition holds, with g”( ) interpreted as a fixed element of A, and 
if n = 0, fnoigm is defined to be 0. Then let f” “9” = Cl= i( - l)“- l)(m-l)fn Oigrn. AS 
Gerstenhaber points out, if f and g are cocycles, then fog need not be a cocycle. 
However, defining [f”, g”] =f” “g”’ - (- l)(“- ‘MI- ‘)g”’ cf” yields a well-defined 
graded Lie product on the cohomology. Note that the grading is by degree, which is 
the dimension - 1, i.e. 
[f”,g”] N - (-l)(n-l)(m-l)[gm,fn]. 
Let us write C@) for @ Ck,“-“(A A) and similarly for Hfk’. Gerstenhaber and 
Schack [S] ask how the dec”omposition behaves with respect o the cup and bracket 
products. For the Harrison components, they obtain 
[C(i), C(‘)] c C(l) and hence [H(l), H(l)] E H(l), (6.2) 
(#l))uk 2. H(k) 5 (6.3) 
leading them to ask if these operations are graded with respect o the decomposition, 
i.e. does one have H(j) u Hck’ E H(jtk) and [H(j), Htk)] c H(j + k- ‘)? They also show 
that 0,21 H**’ is an ideal of H* for the cup product by exhibiting it as the kernel of 
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a natural map H*(A, A) + H&(,4, A), the codomain being the Lie algebra cohomol- 
ogy of A considered as a trivial Lie algebra. 
In [6,7], they conjecture that the cup product is not generally graded with respect 
to the decomposition, but that %q = 0, e 4 H**’ form a decreasing filtration of H* by 
ideals, possibly with %pu %q c %p+4. 
We will show H(j) u Htk’ c H( *j + k, and [H(j), Htk)] c H’ 9 + k - l), where 
H’ s k, = ej *kH(j). This implies the conjecture above and that, furthermore, the %p 
are ideals for the Lie bracket and [%p,%q] E %p+4. In Section 8 we will give an 
example where neither product is graded. 
Assume for the moment that n,m 2 1. We will deal with the behavior of Co 
separately in Proposition 31. As in Section 3, we can regard Q [Y’,,] and Q [Y,,,] as 
subspaces of Q (~2) for the alphabet d = { 1,2, . . . , n + m}. Recall from (3.1) that 
Ck,“-k = C”O(SHS;), 
where SHS: is spanned by those symmetrized products of k elements of Lie(d) 
which lie in Q[Yn] c Q(d). Using this characterization of the decomposition, we 
can study the cup and bracket products in terms of some operations on words. 
We begin with the cup product. If v E Sp,,, and k I n, we define u 7 k to be the word 
obtained from u by adding k to each letter of v, e.g. 312 T 4 = 756. Extend this 
definition linearly to all of Q[Y,]. A straightforward application of the definitions 
shows 
Proposition 16. For fE C”, g E C”, w E Q [Y,], v E Q[Y,,J, 
(fe(w))u(gfW)) = (fug)~(w.(v t “)L 
where w.(u t “) is the concatenation of the two words. 
Modulo the coboundaries, we can obtain a somewhat stronger result. 
Lemma 17. 
fug - (fug)O((n + 1) . . . (n + m)l . . . n). 
Proof. This follows from (6.1) and the commutativity of A. 0 
Corollary 18. ForfE C”, g E Cm, w E Q[YJ, v E Q[YJ, 
uww(ge(4) - uug)wwfvSh 
and, more generally, 
whw “’ u(fke(w,)) - (fl U “’ ufk)e((wl,w2f’WL’, ...,wkp “’ wk-l’)s). 
Proposition 19. Iffy C(j), g E C lk), thenfugE C(sj+k). 
256 N. Bergeron, H.L. Worfgng JJoumal of Pure and Applied Algebra 104 (1995) 243-265 
Proof. Since C’(j) = @.C’B(SHSy), it suffices to take f=f’O(w), g = g’O(u) 
where w E SHS;, u E SHS:. Note that v rn E HSk, and thus W.(D f “) E HS cj + I by 
Lemma 3. 0 
Similarly, Corollary 18 can be used to give a new proof of (6.3). 
We now turn to the composition and bracket products. For w E Yn and t’ E .Y,,, we 
define ~j(\t~, V) E Y”+,,_ 1 to be the word obtained from w by substituting the following 
for the letters of w: 
l...j-1 j j+1 . . . n 
1 . . . j-l UT (j-i) j + m . n + m - 1 
Extend this definition bilinearly to allow MI E Q [Yn] and v E Q [Ym]. 
(6.4) 
Example 20. 
c&(3124,21) = 41325 
An elementary computation gives 
Lemma 21. For w E -4”, and v E Ym, the sign of @j(W, v) E Y,,+,- 1 is given by 
(_1~~(_1)~(_1)(w~~’ -l)(m-l)(_l)(j-l)(m-l). 
Proposition 22. Forf~ c”, g E C”, IV E 62 [Ynl, o E Q [ZJ, 
Proof. By linearity, it suffices to consider u’ E Y,,, u E Ym. First consider 
(fu’~k$P)(~l, . ..r~.+,~l) 
Ifj = u’k, then the result of the actions of w and v will yield 
.f(b l,...,bj-l,g(bj,....bj+,-l),bj+,,...,b,+,-l), 
where (bl,...,b,+,_l ) is some permutation of (al, . . . ,an+m_ l). If we group the 
variables together into blocks according to the arguments off, 
b 1 )...> bj-1 ,bj,...,bj+m-l, bj+m r...,b,+m,-l, 
‘- - 
1 j- 1 j j+l ” 
then the numbers w 1, . . . ,j? . . . ,u’, (where j = wk is omitted) give the blocks where 
al, .“, ak~l~ak+m~...~%+m-1 appear, respectively. The variables ak, . , ak+m _ 1 ap- 
pear in the block j, with positions governed by v. The substitution (6.4) comes from 
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relating the block numbers to the indices of bi. This shows that 
fw jk yu = (f’ijg) @j(W, u). Applying the signs of the permutations from Lemma 21, we 
obtain 
(fe(w))~(ge(u)) = C(-l)‘“T1 -‘)(m-i)(-l)w(- ll”(jw) +P) 
=~(-l)‘j-‘““-“if’jg)s(mi(~‘,“)). 0 
Lemma 23. 
[HSk, Lie(d)] c HSk. 
Proof. It is not difficult to show that 
C(pl~‘~~...~pk)~~Q] = 2 (P1,...,[Pi,Q],...,P,)S. 
i=l 
The result follows immediately. 0 
Lemma 24. Jf w E SHS; and v E SHSF, then Qji(w, u) E SHSI:+“-‘. 
Proof. w E Lie(,mZ), so we can assume w.1.o.g. that w is a bracketing of letters. The 
letterj appears only once in this bracket expression, so w can be obtained by starting 
with j and successively bracketing with elements of Lie(d) not containing j. The 
substitution (6.4) replacesj with an element of HSk and these Lie elements with other 
Lie elements. So the result follows from Lemma 23 by induction. 0 
Lemma 25. If w E SHS; and u E SHSF, then @j(W, u) E SHS”zpL>_ ,. 
Proof. It suffices to consider the case MI = (Pl,Pz, . . . ,P,)’ and u = (Q1,Qz, . . . ,Q()“, 
where Pi, Qi E Lie(d). Note that the letters appearing in the different Pi are disjoint. 
In particular, the letter j appears in only one of the Pi. W.l.o.g., say j appears in PI. We 
can write 
where Pi is the result of applying the substitution (6.4) to Pi. Now, 
B,, . . . , P, E Lie(&) since, in these, each letter has been replaced by another letter. 
By the argument in Lemma 24, Pi E HS,. So @j(w,u) is a linear combination of 
products of (k + 1 - 1) elements of Lie(&). Then Lemma 3 implies that it is in 
HS Sk+/-1. 0 
Lemma 26. Zf w E SHS: and u E SHSY, then @j(W, v) E SHS;+“- ‘. 
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Proof. When we take P = 1 in the above proof, we get P”r E HSr = Lie(d). Then 
@j(W, U) E HSk. 0 
Taking Proposition 22 and Lemma 25 yields 
Theorem 27. 
c(j)z c(k), [c(j), c(k)] 5 c( <j + k - 1) 
and hence 
[p H(k)] E H(<j+k-1) 3 
Similarly, using Lemmas 24 and 26 yields stronger results for the Harrison compo- 
nents: 
Theorem 28. 
~‘1’~ c’k’ 
? 
c’k’z c(l), [CC”, c(k)] 5 c(k) 
and hence 
Remark 29. A K-linear map p : A 0 A + A defines an associative product on A if and 
only if [W/J] = 2,~ 0 p = 0. And p is commutative if and only if v is a Harrison cochain. 
Gerstenhaber [4] shows that the coboundary map can be expressed as Sf = [f, - ~1, 
where ,U is the algebra product of A. So Theorem 28 can be viewed as a generalization 
of the fact that the subspaces Ctk’ are actually subcomplexes. 
Remark 30. The fact (6.2) that C”’ and II(‘) are closed under the graded Lie bracket 
shows that C* and H* are graded Lie modules over C(r) and H(r), respectively. 
Theorem 28 shows that the decompositions C* = @ Ctk) and H* = 0 Hck) are direct 
sums of C(l)-modules and H(l)-modules. 
For the sake of completeness, we consider also the products involving Ho = Co: 
Proposition 31. For f E Cck’, g E C’,fug E Cfk’ and [jig1 E Cck-“. 
Proof. Recall that Co r A. Taking the cup product with g is just multiplication by an 
element of A, and it is clear that the decomposition of C* is a decomposition into 
A-modules. 
The bracket product is a little more interesting. Take, by convention, cpi(w, 8) to be 
the word obtained from w by substituting for the letters of w: 
1 . . . j-1 j j+l . . . n 
1 . . . j - 1 (omit) j . . . n - 1 
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Then the proof Proposition 22 is still valid. Here 8 is the “empty word”, i.e. the identity 
of the concatenation algebra Q (~4). For w E Lie(d), “omitting” a letter from 
w yields 0 if IwJ = 1, and 0 otherwise, e.g. a6 - ba H a - a = 0. So if w E SHS:, then 
@j(W,@) E SHS;I :. Since [f,g] =fog for g E Co, this yields the result. •i 
Corollary 32. 9p = 0, z pH**r are ideals for the cup and bracket products, with 
YPV9, c FP+q and [FP,Fq] G FPtq. 
Proof. If f E Hi, *, g E H’*’ with r 2 p, t 2 q, then fvg E @k~i+jHk~i+r+j+r-k, by 
Proposition 19. Now for each k in this sum, k < i +j implies that 
i+r+j+t-kkr+ttp+q.SofvgEF,,+,. Similarly, Theorem 27 implies that 
Cf,sl E ~p+4. Taking q = 0 shows that ;“p is an ideal for either product. IJ 
Remark 33. It is possible to obtain many of the results of this section, including 
Corollary 32, by considering shuffles instead of symmetrized products of Lie elements, 
i.e. using the fact that H’ s k, is the homology of the cochains vanishing on (k + 1)-shuffles. 
There are two problems with this approach. The first is that one loses all information 
about the individual components offvg and [f,g]. The second is that it would be 
difficult to see why the Harrison cochains have stronger properties, e.g. Theorem 28. 
Remark 34. A recent paper by Sletsjoe [151 incorrectly asserts that the Gerstenhaber 
operations are graded with respect o the decomposition. Using methods similar to 
those discussed in the previous remark, he correctly proves the equivalent of Proposi- 
tion 19 and Theorem 27, i.e. if f~ Co’, g E Cck’, then fug E C’ Q + k, and 
[fg]EC(sj+k-l) . He then assumes (incorrectly) that fug and [Lg] are co- 
homologous to their projections into C(j+k) and C(j+k- ‘), respectively. 
From our point of view, the “error terms” projecting into the smaller components 
should seem fairly arbitrary. This is because writing a product of k elements of 
Lie(&) in terms of the HSj generally gives nonzero projections into each of 
HS 1, ... 9 HSk. It turns out that the error terms are not completely arbitrary. In the 
next section, we will see that the error terms for fv g and [f, g] which survive at the 
level of cohomology are in the components of the same parity as (j + k) and 
(j + k - l), respectively. It seems that there are no other restrictions on the error 
terms, but it is difficult to make this statement precise. 
In Section 8, we will give specific examples where the error terms do not vanish at 
the level of cohomology. This shows that the two main theorems of [lS] are false. 
7. Z/2Z-gradings for Gerstenhaber operations 
In [SJ, Gerstenhaber and Schack show that if we define Hceven)(A, ) = 
H’O’(A, A) @ H’2’(A, A) 0 . .. , and similarly for Hcodd), then this yields a Z/2Z-grading 
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for the cup product, i.e. H(even)uHceve”) E Hteven), and so on. In this section, we will 
generalize this result to give Z/2Z-gradings for any algebra with an involution. There 
are analogous shifted gradings for the bracket product. 
Suppose A is a (not necessarily commutative) algebra with involution, i.e. there is 
- 
a linear map (a HCI) with ab = hi and a’ = a. In particular, a commutative algebra 
A possesses the trivial involution (a = a). 
Loday [ 1 l] defines a decomposition of the Hochschild homology H, (A, A) into two 
parts. We will construct an analogous decomposition of the cohomology. 
As in the commutative case, the Hochschild cohomology H” = H”(A,A) is the 
homology of the complex C” = C”(A,A) = Hom&4@“,A) with boundary given by 
SJ= [A - ~1 where p is the algebra product of A (See Remark 29). The definitions 
and basic properties of the cup and bracket products stated at the beginning of 
Section 6 also hold in the noncommutative case, in particular we still have graded 
commutativity of the cup product. 
We define an operation o, on C” by 
For f e C”, g E C”, 
- - 
- - 
=s(u,+,,...,u,+1)f(~,...,~) 
= ((9ufk4l+nJh, ~~‘,~,.nJ. 
Similarly, a straightforward computation shows 
(fbt)“jk?Wm) =(f”n-j+l g)W+m-1. 
In order to get an operation which behaves well with respect o the bracket product, 
we need to introduce some signs. Let y, = (- l)n(“+ l)120,. Then simple computations 
give 
Lemma 35. 
(fYn)~(SYm) = (-l)““(g~f)Yn+m (7.1) 
cuYnL(sYm)l= - CfTdYn+m-1. (7.2) 
Since (Y,)~ = id, the mutually orthogonal maps (1 + y,)/2 are projections onto the 
+ 1 eigenspaces of y,. Hence we have decomposition C” = CT @ C”_, where C”’ are 
the eigenspaces of eigenvalue f 1. From (7.2), we obtain 
[C*+,C*+] E CT, [C*,,C?] E c*,, [C*_,P] c P. (7.3) 
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For the product map p E C’, we have 
@~)(a, b) = % = ab = p(a, b). 
So py2 = -fl. In particular, -p E C*_ . Since Sf = [f, -CL], (7.3) implies that C*, are 
subcomplexes. So we obtain a decomposition of cohomology: 
Theorem 36. 
H”=H;@H”, 
where H*, are the homologies of C*,. 
The cup and bracket products are Z/2E-graded and “shifted” Z/2Z-graded for the 
decomposition in the sense that 
Theorem 37. 
* * * * * H+uH+,H_uH_ G H+, H*,uH*_ E HT. (7.4) 
[H*,,H*,],[H’,H’] E H’, [H*,,H*_] c_ H*,. (7.5) 
Proof. Expression (7.4) follows immediately from (7.1) and the graded commutativity 
of the cup product at the level of homology. Expression (7.5) follows from (7.3) by 
taking the homology. 0 
We now consider the case when A is a commutative algebra with trivial involution 
(ti = a). Then y, is given by an element of Q [Y,,]. Gerstenhaber and Schack [S] show 
that 
1 + Y" - = ei2) + ei4) + . . . . 
2 
Corollary 38. 
H(-‘en)uH@dd) c_ Hk’dd). 
[H (WXI) , H’“““‘], [HW), HW’] G Hbdd), 
CH (even) , HW’] G H(eVen). 
The results for the cup product are in [S]. While they do not state these results for 
the bracket product, they do show (7.2) in this case. 
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8. Examples 
In this section, we provide counterexamples to show that the natural map (5.7) 
LI(H(~,) --f H, need be neither injective nor surjective and that neither of the Gersten- 
haber operations need be graded with respect o the decomposition of cohomology. 
The Hochschild homology of the dual number 9 = K[x]/(x’) is well known: 
Proposition 39. 
H,(9,9) is spanned by 
l[x, . . . ,x1, n odd, 
XL% . . ..xl. n even, n > 0. 
Corollary 40. 
n+l 
H,(CS,CB) = Hk,n-k(9r9) where k = - I I 2 
. 
Proof. This follows from the fact that 9, acts trivially on the basis above (see [ 10,7]). 
A more direct proof can be obtained from observing that [x, . ,. ,x] is a nonzero 
multiple of [(x, x) & ..= &(x,x)] or [(x,x) I% ... IZ (x, x) LJ x], depending on the par- 
ity. Then the result follows from (5.5) since x and (x,x) are fixed by e\l) = id and 
e(:) = (id + (12))/2, respectively. 0 
Proposition 41. 
Hd%% UJ H,I,@, 9) = 0. 
Proof. The Harrison homology is spanned by 1 [x] and x[x, x]. One has immediately 
that 
l[x]&l[x] = l[xlZx] =o, 
x[x,x] Lx[x,x] = x2[(x,x)lL(x,x)] = 0, 
l[x]LiJx[x,x] = x[x,x,x] = a($[x,x,x,x]). 
Hence all of these products vanish in H,. 0 
So the dual numbers provide the example promised in Section 5 of an algebra for 
which the map (5.7) A(H,,,) + H, is neither injective nor surjective. 
In order to show that the cup and bracket products need not be graded with respect 
to the decomposition, we will construct an algebra for which Hz,’ u H2*’ $2 H4” and 
[H2s0, Hz*‘] $ H3vo. 
For any commutative algebra A and symmetric bimodule M, de:) = 0 implies that 
H”v” coincides with the cocycles in C”*‘. Gerstenhaber and Schack [7] show that 
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H”,O(A, M) consists of the skew multiderivations, i.e. those skew cochains which are 
a derivation in each argument. We will construct an algebra with a skew multideriva- 
tion f~ P”(,4,A), for whichfuf and [f,f] have nontrivial projections into H232 
and H’*2, respectively. 
For convenience, we will denotef(a, b) as a pairing {a, b} and consider commutative 
algebras with a pairing which is a skew multiderivation. It is elementary to check that 
for such an algebra the projection offuf onto C2q2 is given by 
(fuf)e$%, b, c, 4 = 3 {a, b) (~4 + 3 {a, c> {b, d} - f {a, 4 (b, c}. 
The projection of [f,f] onto CiV2 is given by 
We begin by taking the free object, F, generated by taking products and pairings of 
the symbols x, y, z, w, subject (only) to the relations that F is commutative and that 
(-,-} is a skew multiderivation. 
Since {-,-} is a derivation in each variable, F is generated as an algebra by 
product-free pairings of x, y, z, w, e.g. (x, (y, z} . In fact, if we take a set of representa- 
tives of these pairings modulo skew-symmetry, then F is freely generated as a com- 
mutative algebra by these. This gives a grading on F as a polynomial algebra. There is 
also a grading coming from the number of pairings, i.e. such that {x, y} {z, w} and 
{x, {y,z}} have degree 2. And F is multigraded by the x,y,z, w-degrees. 
Now let A = F/J, where J is the smallest algebra ideal containing xy, yz, zw which 
is also an ideal for the pairing (so that {-,-} . IS well-defined on the quotient). Note 
that J splits into homogeneous components with respect to any of the notions of 
degree on F. 
Proposition 42. For A andf(a, b) = {a, b} as above, (fuf)eif’ is not a coboundary. 
Proof. For any g E C 3, 
@l)(x, Y, z, 4 = XdY, z, w) + wg(x, y, 4, 
since xy = yz = zw = 0 in A. So it suffices to show that 
(_fufkC’(~~~,z,w) = S{X,Y>{Z,W) + 3{x,z}{~,w} - S{x,w}{~,z} (8.1) 
is not in the algebra ideal generated by x and w. Lifting the problem to F, we need to 
show that no element of J is of the form (fuf)ey’(x, y,z,w) + xu + WV. By the 
remarks above about homogeneity, it suffices to consider the elements of J lying in the 
component of F involving one product, two pairings, and exactly one each of x, y, z, w, 
i.e. the component spanned by {x, y} {z, w}, {x, z> {y, w>, {x, w} {y, z}, and the 12 terms 
x{y, {z, w}>, etc. The elements of J lying in this component are spanned by 
(z, {w, xy> >, {w, (z, xy}}, {{z, w>, xy}, and the analogous expressions generated by the 
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products yz and zw. This reduces the problem to a simple linear algebra question 
which can be verified directly. 0 
Proposition 43. For A, f as above, [A f]ey’ is not a coboundary. 
Proof. For any g E C2, 
(W(x, Y, 4 = +l(Y, 4 - z&G Y). 
Here it suffices to show that 
-f{X,{YJ}} +f{Y,{ZJ}) -5{Z,{.%Yl) 
is not contained in the algebra ideal generated by x and z. 
As in the previous proposition, we can lift the problem to F and take a homo- 
geneous component. But the component involved here is the one involving two 
pairings and exactly one each of x, y, z. This component is spanned by {x, {y, z} }, 
(Y,{z,x>>,{z,{~,Y}>, d 1 1 an c ear y intersects neither J nor the algebra ideal generated 
by x and z. 0 
Remark 44. There are simpler counterexamples for the bracket product. For example 
A = K[x, y, z]/(x, y,z)* withf(x, y) =f(x,z) =f(y, z) = z. Part of the difficulty with 
finding simple counterexamples for the cup product comes from the fact that the map 
(a,b,c,d) I+ {a,b}{c,d} - {a,d}{b,c) 
is always the coboundary of g(a, b, c) = {a, {b, c}}. 
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