(1). Here,  is the time relative to a spike,  is the noise intensity, and Z is PRC [1] . Furthermore, they showed that Eq. (1) holds true for real neurons. Their study has made meaningful progress in relating the neural dynamics to the neural coding for real neurons. However, the STA is the first cumulant of the STE. In order to approximately identify the distribution of STE as a Gaussian, we should determine its second cumulant, called spike triggered covariance (STC).
We derive the relational equation between STC and PRC on the basis of the formulation introduced in [2] and analytically solve it by the expansion used in [3] . The result is
where H x ) in order to extract the neural feature space, which is a low dimensional subspace of the full stimulus space characterizing the stimulus encoded by neurons. The eigenfunctions associated with the positive and negative eigenvalues of ΔC are called the excitatory and suppressive eigenfunction, respectively. In this case, the stimuli in the subspace spanned by excitatory eigenfunctions cause shorter interspike intervals (ISIs) than T , while the stimuli in the subspace spanned by suppressive eigenfunctions cause longer ISIs. Figure 1 shows the STC of a rat hippocampal CA1 pyramidal neuron as calculated by Eq. (2), where the PRC could be estimated by our algorithm [4] . Note that it is difficult to measure the STC for real neurons directly, because the number of neural spikes required for a stable calculation of STC is nearly square of the number required for the STA. Figure 1 suggests that the neural feature space of this rat hippocampal CA1 pyramidal neuron can be described by the four eigenfunctions in Fig. 1b 
