ABSTRACT ResNet can achieve deeper network and higher performance, but there is no good explanation for how identity shortcut connections solve the gradient fading problems. Moreover, it is not reasonable to adopt identity mapping for all layer parameters. In this paper, we first establish a simplified ResNet that is similar to the ResNet in principle, and deduce the back propagation of the networks. Second, according to the back propagation of the simplified ResNet, we indirectly explain how the identity shortcut connections solve the problems of gradient fading in convolutional neural networks. Third, we propose an improved ResNet via adjustable shortcut connections, and design a convex k strategy for the improved ResNet according to the different region parameters changing rules. Experimental results on the CIFAR-10 data set show that the test accuracy of the improved ResNet is 78.63%, which is 2.85% higher than that of ResNet. On the CIFAR-100 data set, the test accuracy of the improved ResNet is 42.53%, which is 3.66% higher than that of ResNet. More importantly, the improved ResNet does not increase the amount of computation compared with the classical ResNet.
I. INTRODUCTION
Deep convolutional neural networks (DCNN) naturally integrate low/mid/high level features and classifiers in an end-to-end multilayer fashion [1] . The major advantages of DCNN are that the entire system alleviates the requirements to manually design a suitable feature extractor, and the features of levels can be enriched by the number of stacked layers [2] . Since the end of the 2012 ImageNet Large Scale Visual Recognition Challenge (ILSVRC2012), AlexNet [3] has been successfully applied to a larger variety of computer vision tasks, such as object detection [4] , [5] , segmentation [6] , [7] , human pose estimation [8] , [9] , video classification [10] - [12] , object tracking [13] , superresolution [14] , and scene parsing [15] .
DCNN has led to a series of breakthroughs for computer vision tasks, but one can not increase the depth of DCNN without limitation. Visual Geometry Group (VGG) [16] , a more deeper network, has been proposed based on AlexNet. The best network depth for VGG is set 16 to 19 layers. When the number of layers in VGG increases, the accuracy gets saturated and then degrades rapidly. This phenomenon is called gradient fading, and indicat that the gradient is gradually decreasing and disappearing in the back propagation of DCNN. Gradient fading is a barrier for building a deeper network [17] , [18] . If each layer in DCNN can be optimized, the error will not be increased in case of increasing the depth of network [19] . Based on the hypothesis, ResNet [20] is proposed via identity shortcut connections which can skip the imperfect training layers by mapping low-level feature directly to high-level feature. To a certain extent, ResNet solves the gradient fading problems of the deep networks. However, there is no enough theoretical explanations for how identity shortcut connections are used to solve the gradient fading problems in [20] . By ignoring Batch Normalization (BN) layers and Rectified Linear Unit (ReLU) layers [21] , the gradient formula between arbitrary higher layer and lower layer is approximately given for explaining how the identity shortcut connections solve the gradient fading problems in [22] . Because the attributions of the input layer, the output layer, and the middle layer are different, and although ReLU can be directly equal to the input itself in the positive half axis, it is zero on the negative half axis. Therefore, the formula can not accurately and comprehensively reflect the working principle of the identity shortcut connections used in ResNet. In addition, the identity shortcut connections are proved to be the best choice for ResNet by comparison with the constant strategy and the exclusive strategy [20] . In fact, the identity shortcut connections only provide a single step for all layer parameters, which is not conducive to the fast convergence of ResNet.
ResNet, which is formed by convolutional layers and subsampling layers, is complex compared with neural network. Therefore, it is very difficult to deduce the back propagation of ResNet directly. Therefore, we simplify ResNet by replacing the convolutional layer and the subsampling layer with a full connection layer. The simplified network is consistent with ResNet in principle, and greatly reduces the difficulty of the back propagation derivation. According to the gradient formula derived from back propagation of the simplified network, we can analyze how the identity shortcut connections solve the gradient fading problems in ResNet accurately and comprehensively. More importantly, we can obtain the change rules of different layer parameters of ResNet according to the formula, which provides the theoretical basis for improving the ResNet.
In this paper, we first simplify ResNet and deduce the back propagation of the simplified ResNet. Then, we get the change rules of different regional parameters of the ResNet according to the new gradient formula. Finally, a convex shortcut connections strategy, which provides the appropriate gradient increment for the parameters of the different layers, is proposed to improve the performance of ResNet. The ResNet with the convex shortcut connections strategy can better solve the gradient fading problems.
II. ANALYSIS OF THE ResNet
ResNet, which is stacked by a set of building blocks, is used to solve the gradient fading problems. A higher performance is achieved by forming a deeper network. The depth of the ResNet has reached an astonishing level of 1001 layers, and of course the depth can also be increased. We focus on the behaviors of the identity shortcut connections in ResNet but not on pushing the state-of-the-art results, so we use a 32 layer ResNet as the research model. In this section, the core components of the ResNet, the building blocks, will be described. Then, we introduce how to make use of the building blocks to form a 32 layer ResNet for CIFAR-10 and CIFAR-100.
A. BUILDING BLOCKS IN ResNet
A building block of two stacked layers is shown in Fig. 1 and defined as:
where x and H (x) are the input and output vectors of the building block. F(x, {W i }) represents the residual mapping to be learned. In Fig. 1 In addition, if the dimensions of x and F are mismatching, a linear projection W s can be used to match the dimensions:
The formulation of F(x)+x can be realized by feedforward neural networks with identity shortcut connections. The identity shortcut connections simply perform identity mapping, and their outputs are added to the outputs of the stacked layers.
B. NETWORK ARCHITECTURES OF ResNet FOR CIFAR-10 AND CIFAR-100
The CIFAR-10 dataset is a standard image classification dataset which consists of 50000 training images and 10000 testing images in 10 classes. The CIFAR-100 is like CIFAR-10, in addition that it has 100 classes containing 600 images. There are 500 training images and 100 testing images per class. The image size of CIFAR-10 and CIFAR-100 is 32 pixels × 32 pixels. Therefore, we build a 32 layer ResNet for two databases at the same time. The 32 layer plain network is first established. The inputs of thr 32 layer plain network are 32 pixels × 32 pixels images, and the kernel size is 3 × 3. Then a stack of 6n layers with 3 × 3 convolutions is used on the feature maps of sizes {32, 16, 8} respectively. The subsampling is performed by convolutions with a stride of 2. The network ends with a global average pooling, a fully-connected layer, and softmax. After getting the 32 layer plain network ( Fig. 2(a) ), a 32 layer ResNet ( Fig. 2(b) ) is established with inserting the identity shortcut connections in every two layers of the plain network. ResNet has exactly the same depth, width, and number of parameters as the plain counterparts. For CIFAR-10 and CIFAR-100, the only difference in their network structures is that the number of neurons in the classification layer.
By forming a deeper network, a higher performance can be achieved in ResNet. However, how identity shortcut connections solve the gradient fading problems has not been properly interpreted in [20] . By ignoring BN layers and ReLU layers, the gradient formula between arbitrary higher layer and lower layer is approximately given for explaining that problems in [22] . Because of different attributions of input layer, middle layer and output layer, the formula can not fully describe the parameter changing process of ResNet. The difficulty of directly deriving the ResNet's back propagation process can be greatly reduced by ignoring the activation layer, but it will inevitably reduce the accuracy of the gradient formula. More importantly, the formula does not point out which layers in ResNet are not easy to be trained. In order to overcome this problem, our idea is to get a complete and accurate gradient ResNet formula. By simlifying ResNet, we can analyze the rules of ResNet's parameters, and design reasonable shortcut strategies according to the rules of parameter changes for improving the performance of ResNet.
III. IMPROVED ResNet NETWORK WITH ADJUSTABLE SHORTCUTS CONNECTIONS
Obtaining the gradient formula for each layer of ResNet is the key to explaining how identity shortcut connections solve the gradient fading problems. However, it is very difficult to directly deduce the back propagation of ResNet, and the formula obtained by omitting the key layer can not exactly explain how the identity shortcut connections solve the gradient fading problems. Therefore, we simplify the complex ResNet into a similar BP network, which is suitable for derivation, to indirectly explain the problem of gradient fading. For the simplified ResNet, we can get a complete and accurate change process of ResNet parameters, and it can greatly reduce the difficulty of derivation of gradient formula. More importantly, it can provide a strong theoretical support for further improvements of ResNet. In Part A, we introduce how ResNet is simplified, and derive the back propagation of the simplified ResNet. Then, how identity shortcut connections solve the gradient fading problems is explained theoretically. In Part B, we propose an improved ResNet via the adjustable shortcut connections. At the same time, we design a convex strategy for the adjustable shortcut connections to improve the performance of ResNet according to the change rules of different region parameters.
A. BACK PROPAGATION OF THE SIMPLIFIED ResNet
Considering the total training errors of a multi-class problem in ResNet, the square of difference between the expected output and the actual output is given by the following equation:
where c represents the number of classifications. y i is the true value of the class tag of the sample, andŷ i is the class label of the sample predicted by the forward propagation network. In order to facilitate the derivation of the ResNet back propagation, we simplify the 32 layers ResNet (Fig. 2(b) ) as follows: 1) the input layer for processing two-dimensional images is simplified to deal with one-dimensional data; 2) the first isolated convolution layer is omitted to maintain the regularity of network structure; 3) all the building blocks are transformed to fully connected layer; 4) the final output layer remains unchanged. The simplified ResNet (16 layers) is shown in Fig. 3 .
In the forward propagation of the simplified ResNet, a set of [x 1 , x 2 , . . . , x m ] comes to the input layer first. Then, [s 1 1 , s 1 2 , . . . , s 1 n ] is generated as the input of the first hidden layer by connecting weight w 1 ij , and s i becomes θ (s i ) by the activation function θ (·) of the first hidden layer. In hidden layers, the identity shortcut connections is added. The input of the l-th hidden layer is
). In the last, the actual outputŷ i is generated in the final layer.
To the back propagation of the simplified ResNet, gradient of L for the final connection weight w 16 ij is calculated as: ∂L
We define δ l i = 
The hidden layers of the simplified ResNet have the same structures, so the connection weights between the remaining hidden layers also have a similar gradient formula.
and
where l = 2, 3, . . . , 13.
In the last, we calculate the gradient of L for the first connection weight w 1 ij .
we denote s 0 i equals to x i , and (12) can be rewritten as:
Therefore, the gradient of the simplified ResNet (16 layers) connection weight can be summed up as:
By using the same method, the gradient formula of the plain network can be calculated as:
are the corresponding symbols of the plain network.
In (15) and (16), the most important difference is the first item. In ResNet, δ 1 i can be rewritten as :
andδ 1 i is calculated as:
indicates that the gradient change of the first connection weight becomes smaller and smaller until it disappears with the increase of the number of network layers. With inserting the identity shortcut connections in ResNet as shown in (17), the parameters of the each layers do not exist the gradient fading problems. We define δ l i as the gradient increments of the l-th connection weight in ResNet, and δ l i can be written as:
where δ l i is the intrinsic factor which helps to solve the problem of gradient fading in deep networks.
B. IMPROVED ResNet VIA ADJUSTABLE SHORTCUT CONNECTIONS WITH THE CONVEX k STRATEGY
How identity shortcut connections solve the gradient fading problems is explained theoretically in part A. However, the study on the ResNet still exists some problems: 1) how to find which layers fail to get the perfect training; 2) what causes the imperfect training of certain layers; 3) how to deal with the imperfect training layers. The idea of solving these problems is to provide different gradient increments for different layer parameters with different changing rules.
By analyzing the forward and backward processes of ResNet, we find that the middle layer's parameters are not easy to be trained. This is dominantly because the first few layers have a strong mapping relationship and can be adjusted by the input layer. The higher layers are easily adjusted under L. The middle layers of the ResNet are very easy to fall into chaos due to the lack of regulation basis. To verify the above point of view, the weights of the first, middle and last layers in the 32 layer DCNN are selected to illustrate the parameter variation of DCNN. The Mean Square Error (MSE) of the initial weight and the stable weight is used for quantitative evaluation of the parameter change. For CIFAR-100, the iteration 1 caffemodel of the DCNN is saved, and the weights of the three different layers are extracted and defined as the initial weights. The iteration 60,000 caffemodel of the DCNN are saved, the weights of three different layers are extracted defined as the stable weights. The MSE of the three weights are 0.1362, 0.0122 and 0.0812 respectively. From the experimental results, the parameters of the two end layers of DCNN change greatly, but the parameters of the middle layers change small. In other words, the parameters of the DCNN middle layers are not easy to be trained compared to the two end layer parameters.
To deal with the imperfect training layers, a shortcut connection with parameter k that is named as adjustable shortcut connection is proposed. The adjustable shortcut connection can be written as:
where k l is used to change the gradient increments of each building block of ResNet. k l should be increased for the poorly trained network layer, and reduced for the easily trained network layer. For ResNet, k l should be increased in the middle layers, the k l should be decreased at two end layers. So, we choose a convex k l strategy for the improved ResNet. The improved ResNet (32 layers) formed by the adjustable shortcut connections is shown in Fig. 4 . The gradient increment of the improved ResNet can be written as:
The improved ResNet is formed by inserting the adjustable shortcut connections. The convex strategy, which is proposed by considering the change rule of ResNet parameters in different region layers, is more suitable for improving the performance of ResNet. At the same time, by comparing (15) and (21), it can be found that the computational complexity of the improved ResNet is almost the same as that of ResNet. Therefore, the improved ResNet can get a better performance than ResNet.
IV. EXPERIMENTS
In the experiments, the CIFAR-10 and CIFAR-100 are used to verify the performances of the improved ResNet. The performances comparison between the improved ResNet and the classical ResNet is carried out in part A. Several different k strategies are compared and analyzed in part B.
All models in this paper can be implemented by Caffe, and are trained with a minibatch size of 128 on Titian X (pascal). The improved ResNet is implemented by the power layer in the Caffe Toolkit. In the power layer, the parameter power is set to 1, the parameter scale is set to k l , and the parameter shift is set to 0. We choose a fixed learning rate of 0.001 for the improved ResNet and the classical ResNet. The purpose of the fixed learning rate is to reduce the effect of the multistep learning rates on model convergence, while highlighting the role of k. The classification accuracy of the CIFAR-10 and CIFAR-100 test dataset is used as a quantitative evaluation index for model performance and k strategy.
A. PERFORMANCES COMPARISON BETWEEN THE IMPROVED ResNet AND THE CLASSICAL ResNet
Based on the 32 layer ResNet(the classical ResNet), we construct the improved ResNet for CIFAR-10 and CIFAR-100 with the convex k l strategy, which is that
In order to analyze the gradient fading problems, the 32 layer DCNN are used as the reference model. All models are iterated 60000 times, and the results are recorded every 100 times.
In Fig. 5 , the test accuracy of the DCNN, the classical ResNet and the improved ResNet are varying from low to high, and gradually tends to be stable. After 50000 iterations, the difference of the three models is obvious. In CIFAR-10, the test accuracy at 60000 iterations of the DCNN, the classical ResNet and the improved ResNet are 69.25%, 75.71% and 78.63%. The accuracy of the improved ResNet is 2.92% higher than that of the classical ResNet, and 9.38% higher than that of DCNN. When the classical ResNet is iterated 100 times, the consumption time is 11.09s. At the same conditions, that of the improved ResNet is 11.17s. In CIFAR-100, the test accuracy at 60000 iterations of the Because CIFAR-100 is more complex than CIFAR-10, the test accuracy of CIFAR-100 is lower than that of CIFAR-10. But the performance of the three models on the CIFAR-10 and CIFAR-100 has not changed. Compared to the classical ResNet, the computational complexity of the improved ResNet is almost same.
B. IMPACT OF DIFFERENT k STRATEGY ON THE IMPROVED ResNet
For a more comprehensive understanding of the performance of the the improved ResNet, six different k strategies are used in the improved ResNet. The first strategy, which is called downward, means that the value of k is chosen in the order from large to small. The second strategy, which is called upward, means that the value of k is chosen in the order from small to large. The third strategy, which is called forward, means that the value of k 1 to k 5 varies from small to large, and the other k l are equal to 1. The fourth strategy, which is called backward, is that the value of k 11 to k 15 is chosen from large to small, and the other k l are equal to 1. The fifth strategy, which is called concave, meaning that the value of k varies from large to small, and then from small to large. The sixth strategy, which is called convex, is that the value of k is chosen from small to large, and then from large to small. Six different k strategies are shown in Fig. 6 . In order to better analyze the six strategies, we use identity strategy as a reference which is used in the classical ResNet. When all models are iterated 60000 times, the classification accuracy of the CIFAR-10 and CIFAR-100 test dataset is used to evaluate the performance of the six different k strategies. The result shown in Table 1 .
From Table 1 , we can see that the improved ResNet with the convex strategy has the highest classification accuracy which is 78.63% in CIFAR-10 and 42.53% in CIFAR-100. Firstly, by comparing the three strategies of identity, forward and backward, it is not difficult to find that reducing the k value at both ends of the ResNet can improve the classification accuracy of the ResNet. In other words, the parameters at both ends of the ResNet do not require too large gradient increments, and they can be well adjusted. Then, by comparing the three strategies of identity, upward and downward, even if the opposite strategy is adopted at the other end, the excessive increase of the k value at both ends of ResNet not only does not increase the classification accuracy but reduce it. This indicates that in any case, do not attempt to increase the k value at both ends of the ResNet. In the last, comparing the three strategies of identity, concave and convex, we find that reducing the k value at both ends of the ResNet at the same time can bring the best performance to the ResNet. That is, to provide a small k value for a layer that can be well trained, and provide a large k value for a layer that is not well trained for yourself. In summary, the convex strategy is more suitable for the improved ResNet.
V. CONCLUSION
By simplifying ResNet and deducing the back propagation of the simplified ResNet, we explain that how the identity shortcut connection solves the problem of gradient fading in ResNet. At the same time, we proposed an improved ResNet via the adjustable shortcut connections. Through studying the back propagation of ResNet and the different region parameters change rules of DCNN, we select a convex k strategy for the improved ResNet. Under the fixed learning rate of 0.001, the test accuracy of the improved ResNet is 2.85% higher than that of the classical ResNet on the CIFAR-10 dataset, and 3.81% on the CIFAR-100 dataset. Therefore, establishing the relationship between DCNN parameters and gradient increments is an effective way to improve the performance of ResNet.
In the future, we will investigate the following two issues: 1) the more reasonable convex k strategies will be studied; 2) the more deeper ResNet will be trained via the adjustable shortcut connections.
