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ABSTRACT 
Given a regular linear matrix pencil AA + B and an ellipse r in the complex 
plane, we describe an algorithm for computing the right invariant subspaces of 
AA + B associated to the eigenvalues inside and outside the ellipse. The algorithm 
builds a particular matrix pencil of order twice the order of the pencil AA + B, to 
which circular dichotomy techniques can be applied efficiently. The algorithm allows 
also the computation of the canonical form of the pencil AA + B. 
1. INTRODUCTION 
Let A and B be two square matrices of order n. Consider the regular 
linear matrix pencil h A + B, and its spectrum A( A + B) defined in the 
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following way 
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h=m~h(A,B) if detA=O, 
A=m65A(A,B) if detA#O, 
AEA(A,B) (A#m) if det(AA+B) =0, 
A\A(A,B) (h#m) if det(hA+B) #O. 
Let r be a Jordan curve that encloses a bounded domain 9 of the 
complex plane. If for A E r we have det( A A + B) # 0, we say that the 
matrix pencil is regular with respect to r and that r realizes a spectrum 
dichotomy of AA + B into two parts: A,,( A, B), the set of eigenvalues 
inside ~3, and Aext( A, B), the set of eigenvalues outside 9. This paper is 
concerned with the study of the spectrum dichotomy when the curve r is an 
ellipse of equation 
(fy+ (E+ (1) 
We assume that a z b, since the case a = b = r leads to the spectrum 
dichotomy with respect to the circle gr of center the origin and radius r, 
which has already been studied in the literature [4, 2, 6, 71. We show in this 
paper that the spectrum dichotomy of the pencil AA + B with respect to the 
ellipse of Equation (1) leads to the spectrum dichotomy of a special pencil of 
order 2n with respect to the unit circle. It is therefore convenient to recall 
briefly the outline of the spectrum dichotomy with respect to the circle gr. 
Assume that the pencil AA + B has no eigenvalues on the circle ‘Z,., that 
is, assume that det(reiqA + B) # 0 (0 < 40 < 27r). Using the Kronecker 
canonical form of regular pencils [3], it is easy to show that there exist four 
matrices T, Q, A,, and B, with T and Q nonsingular such that 
Q and B=T Q 
with ni + n2 = n and A( A, B) = A,,,( A, B) U Aext( A, B): 
1 
kxt( A, B) = -p:]Ai(A,)] < 1 for 
4( A,) ?- 
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A,,( A, B) = { -hk( B,) : I&( B,)l < T for k = 1,. . . , n,}. (3) 
Here hi( A,) and h,(Z?,) denote the eigenvalues of A, and B, respectively. 
Moreover, 
and I,-P=Q-’ (4) 
are projection matrices onto the right eigenspaces of the matrix pencil 
AA + B associated respectively with the eigenvalues outside and inside gr. 
The construction of these projection matrices is based upon the recurrence 
equations of the form Buj_ r + rAuj = fj, j E Z, and the computation of the 
Green matrices associated with these equations. For more details see the 
algorithm developed by Malyshev [6, 71, where the Green matrices G(j). 
j= +0,*1,+2 ,..., which satisfy the conditions 
G(+o) _ G(-0) = 1,. 
BG(j- l) + rAG’j) = 0 for j= -0, f 1, t_ 2, . ..) (5) 
lim ]]G(j’]] = 0 
i+ *” 
have been used and where it was shown that P = G(+‘).’ The computation of 
the projection matrix P in Malyshev’s algorithm is carried out in the 
following way: First the pencil AA + B is normalized by choosing a nonsin- 
gular matrix K such that A,, = ZCA, B, = HI, and A, AZ + BOB,* = I,,. 
Then a sequence of matrices Aj and Bj is constructed using the QR 
decomposition in the following way: 
Bj-l Ajpl 
Aj-r 0 (6) 
’ A few differences between our notation and that used in [71 are worth mentioning. First, 
we are dealing with the pencil AA + B instead of the pencil AB - A used in [7]. This means 
that the roles played by the matrix projectors P and I - P are reversed. Second, the Green 
sequences are not exactly the same. Our Green sequence differs from the one defined in [7] by a 
multiplication on the right by the matrix TQ. Our boundary condition is G(+O) - G(-“) = I 
instead of 6, - G_ 1 = 1. 
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where W is a unitary matrix of order 2n and the letter X stands for a matrix 
created during the decomposition. It can be shown [S, 71 that 
lim ( Aj + Bj)-l Bj = G(+O) = P 
j-3 +m 
(7) 
and that the convergence rate is quadratic. See also the recent work in [l]. 
We now turn back to the spectrum dichotomy with respect to the ellipse 
(1) and assume that the regular pencil AA + B has no eigenvalues on this 
ellipse. As before, it can be shown [3] that there exist four matrices T, Q, A,, 
and B, with T and Q nonsingular such that 
with n1 + n2 = n and 
A( A, B) = Ai,t( A, B) U A,,,( A, B), 
Ad A, B) 
(8) 
(9) 
(10) 
We use in this paper Green matrices of the form 
for k = l,...,n, . (11) 
I 
G’.i’ = j = f0, f 1, + 2 )...) 
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which satisfy the following conditions: 
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G(+o) _ G(-0) = Z2n, 
&y-pl) +g@’ = 0, j = -0, * 1, * 2 )..., (13) 
lim llG(j)ll = 0 
j- *m 
with 
‘a+b \ I a-b \ 
-A -B -A 0 
5/d= 
2 
a+b 
and B= 
2 
a- b * 
\ 
0 -A 
2 I \ 
-sgn(a - b)B 2A 
I 
We show then that it suffices to apply the spectrum dichotomy with respect 
to the unit circle to the matrix pencil 
(a+b \ I a-b \ 
-A -B -A 0 
A 
2 2 
a+b 
+ 
a-b ) (14) 
\ 
0 -A 
2 1 
-sgn(a -b) B 
\ 
2A 
I 
and that the projection matrix onto the right eigenspace of hA + B associ- 
ated with the eigenvalues outside the ellipse (1) is given by 
P = G’,:” + Gi;“. (15) 
The rest of the paper is organized as follows. In Section 2, we show that it 
suffices to consider ellipses as in (1) but where a > b and a2 - b2 = 1. 
Sections 3 and 4 are devoted to the construction of Green matrices in the 
particular cases h(A, B) = Aext(A, B) and A( A, B) = &,(A, B). The gen- 
eral case is treated in Section 5. In Sections 6 and 7 we give some remarks on 
the construction of the decomposition (8) from the projection matrix P and 
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on the criterion for measuring the quality of the dichotomy. Finally, some 
numerical experiments are reported in Section 8. The main theoretical results 
of this paper are due to S. K. Godunov. 
2. THE GENERAL CASE 
We show in this section that without loss of generality we can assume that 
the ellipse (1) is chosen such that a > b and a2 - b2 = 1. Indeed, if a < b 
and if in the equations (13) we make the change of variables b + a and 
a + b, then B + iB, Cl{) -+ (-1)j Gi{), G!$ + (- l)j G@, Gif + 
i( - l)j G$,), and Gf$ -+ -i( - 1)j G$<). Then the third condition in (13) 
remains unchanged. The first condition of (13) becomes 
G$O’ iGc,; ‘) G’,,O) iG& ‘) 
which can also be written in the form 
That is, the first condition of (13) remains also unchanged. Now for j = 
-0, + 1, f 2 )..., the second condition of (13) becomes 
/ \ -A b+u 2 -iB _ GM- 1) - iG$ff 1) 
b+u 
-A 
iG& 1) _ G& 1) 
i 
0 I 0 
+ 
Li I 
b-u 
-A 0 
2 
b-u 
iB -A 
2 
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which can also be written in the equivalent form 
‘a+b \ 
-A -iB 
2 GM- 1) iG!$- 1) 
a+b - 0 -A iG${- 1) G’j- 1) 22 
\ 2 
la-b 
-A 0 
2 
+ 
a-b 
-iB -A 
\ 2 
or 
! 0 
+ 
211 
/ 
a+b 
-- 
2 
‘a-b \ 
-A 0 
2 Gil’ G$$ 
a-b 
-B -A ! i 
G$f,’ G$$ = 
0. (19) 
\ 2 
This shows that the second condition of (13) is recovered with the case 
a > b. 
Assume now that a > b but a2 - b2 = k2 # 1, and that p = (a + 
b)/k > 1. Let us make the change of variables 
A=A, and B’= ;B. 
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Then Z2 - 6” = 1. The first and the third conditions of (13) remain 
unchanged. The second becomes: for j = - 0, &- 1, f 2, ..* 
/ 
f” _g’ 
Gi{- 1) GM- 1) 
0 
\ 
f” ,i GM- 1) G&- 1) 
+ 
-1x 0 
2P 
-I? $4 
\ 
0, (20) 
which can be written as-in (lg)_where a, b, A, and B have been changed 
respectively into a’, b, A, and B: 
i 
;+6 \ 
-A _jj 
2 cl{- 1) G$- 1) 
(i:+6 
---A 
Gi{- 1) G$f,- 1) 
2 I 0 
+ z-6 0 2 
6-6 
-B’ - 
2 
0. (21) 
I 
This m_eans that the projection matrices onto the right eigenspaces of 
AA + B associated with the eigenvalues A outside and inside the ellipse of 
equation 
(22) 
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are identical to the projection matrices P and Z - P onto the right 
eigenspaces of AA + B associated with the eigenvalues outside and inside 
the ellipse of equation (1). 
Therefore we can assume from now on that a and b are of the form 
a = i( p + l/p) and b = i( p - l/p), p > 1. The pencil (14) takes then 
the form 
*(“R ;4B) + 
54 0 \ 
P 
-2B AA 
\ P I 
3. CASE WHERE h(A, B) = &,(A, B) 
(23) 
If A( A, B) = &(A, B), then in view of (8), we can assume that 
A = A, and B = Z,,. This leads us to the eigenvalue problem of the pencil 
We know that the eigenvalues of A, are such that their inverses are outside 
the ellipse 
( ,,pR~:,p))z+ (~(;::,,J=l 
and thus can be written in the form 
(25) 
277j 1 Aj( A,) = Aj = 
1 + q; 
with Inil < - < 1. 
P 
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Before continuing, we give in the following theorem a characterization of 
the matrix A,. 
THEOREM 3.1. There exists a mutrix L such that A, = 2L(Z + L’)-‘. 
The eigenvakes A(L) of L satisfy the inequality 1 A( L)I < l/p < 1. 
Proof. Let us define the matrix L = A,(Znl + dR>-‘, where the 
square root of the matrix I,, - A, 2 is constructed within the branch of the 
function m which is uniquely defined on the complex plane A with the 
two intervals [ - ~0, - 11, [ + 1, + ~1 deleted by the condition that m is 
real and positive in [ - 1, + 11. It is clear that the matrix L commutes with A, 
and therefore L2 = AT(Z,, + dm>-” = (Z”, - d-Xl,, + 
67 I - A )-‘. Hence Znl + L2 = 2(Z,, + dm>-’ and A(Z,, + L2) 
= 2A,(ZnI + dm>-’ = 2L. 
The eigenvalues of L are just $/(l + dq>, where A, are the 
eigenvalues of A,. It follows from (26) that IA(L)1 = 1~~1 < l/p < 1. n 
Using the expression for A,, the eigenvalue problem of the pencil (24) 
reduces to 
iC + D, (27) 
where 
I 
IL 
\ 
-(In, + L”) 
0 
and D = 
P 
PL 
> 
-pn, + L”) p LL 
\ / 
and the problem (13) translates then into the following: Find the Green 
matrix 
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which satisfies the conditions 
G(+kl) _ G(-O.l, = I,,, 
CGWL’) + DG(I.1) = 0 for j= -0, * 1, f 2 )..., (29) 
lim ]lG(j, ‘)I/ = 0. 
j+*m 
The solution is given in the following theorem, whose verification is straight- 
fonvard: 
THEOREM 3.2. The solution of the problem (29) is given by 
P2jL2i(zn1 _ Lz)-’ -P2i-lL?i+1( I,, _ L2)-‘\ 
P 
2j+lL2j+l (I", - L”)-l 
($i> 1) = ( if j = +O, +l, +2 ,..., 
I 
P -2ljlL2ljl+2 I ( n1 
- LZ)_’ 
P -2ljl+1L2ljl+1 1 ( 
_ 
“I L”)-l 
if j= -0, -1, -2,. . . . 
_p21L2j+2( z,, - Lz)-l J 
-P 
-2ljl-lL2ljl+l 1 
( 
_ 
“1 L’)-l 
-P -2ljlLW 1 ( fll 
- p-1 
Notice that for j = +0 we have 
G(+o.‘) = 
(InI - L2)-l 
pL(Z_ - L”)-l 
-iL(I,, - L’)-l 
-L2(Z,, - L’)-l 
(30) 
(31) 
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4. CASE WHERE A( A, B) = A,,,( A, B) 
If A(A, B) = &,(A, B), then in view of (8), we can assume that 
A = Z,,, and B = B,. This leads us to the eigenvalue problem of the pencil 
We know that the eigenvalues of B, are of the form 
1 
with p>lGl> -. 
P 
The eigenvalues 5 of (32) are the roots of the equation 
\ 
A 
-2/$B, 
det - det 
-2B, 
\ 
= 0. 
The eigenvalues ij are thus related to the eigenvalues AjC B,) = t( t$ + l/tj> 
tith p > 1 ,$I > l/p by the equation 
( ijP + l/P)’ 
lij 
whose solution is 
2 ,. 
A. = 6. J 
1 
J 
P2 
or ij = -. 
Cj”P” 
(34 
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Notice that I&l < 1. The Green matrix 
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G(j,2)= (z;;l; x;;;], j= *0,+1,&2,..., (35) 
which satisfies the conditions 
G(+O>2) _ G(-o.2) = Z2,,, 
EG(-“-‘-z) + FG(j.2) = () for j= -0, * 1, f 2 ,...) (36) 
jknm llG(j~2)11 = 0 
with 
E= 
PI, -2B, 
0 PI”, I and F = 
I L”2 0 
P 
-2B, 
\ 
is given in the following theorem, those verification is easy. 
THEOREM 4.1. Let US define the matrix M = - F- ‘E whose eigenvalues 
are of the form A(M) = l/h; w h ere 
problem (36) is then given by 
i is given in (34). The solution of the 
G(jS2) = [$ :;:I) = { “_M_,j, 1;:; ; 1 ;i; ‘;: +:::; 
(37) 
Notice that for j = + 0 we have 
(38) 
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5. THE GREEN MATRICES IN THE GENERAL CASE 
We now study the general case. We assume that the matrices T and Q 
defined in (8) are nonsingular and that the eigenvalues A&B,) are inside the 
ellipse (22); the inverses of the eigenvalues Ai are outside this ellipse. 
We have to find the sequence of Green matrices 
G(j) = j = f0, * 1, * 2 )...) (391 
associated to the pencil (231, and which satisfies the following conditions: 
G(+o) _ G(-0) = I,,, 
&YGCiP 1) + g’G(j’ = 0 for j= -0, + 1, * 2, . ..) (40) 
lim ((G(j)l( = 0 
j- fm 
with 
Using the expressions of A and B defined in (8) and the results of the 
previous two sections, we have the following 
THEOREM 5.1. The sequence of Green matrices (39) that solves (40) is 
given by 
with 
G,!jj,1,2) = (G’{l’ Gi,2j), i j = 1,2, 
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where C[$ ‘) and G$,“) are defined in (30) and (37) respectively. In 
particular we have from (31) 
and 
($0) = 
Q-l 
-L2(z”, - c-l 
0 
thus 
G’,;O’ + G(2;:O) = Q-‘( ‘;’ ;)Q = P. 
(42) 
(43) 
(4) 
And this proves the affirmation (15). 
6. DECOMPOSITION OF THE PENCIL FROM THE 
PROJECTION MATRIX 
We consider once again the pencil h A + B and the corresponding 
decomposition 
Q and B = T Q 
with tzi + n2 = n, det(T) # 0, and det(Q) # 0. The eigenvalues of A, and 
B, are such that l/A&A,) and hj(B,) li e respectively outside and inside the 
ellipse (22). Assume that the projection matrix 
Q (45) 
has already been computed and that we want to compute the above decom- 
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position of A and B. The following theorem gives one way for building the 
matrices T and Q. The matrices A, and B, will be computed up to a 
similarity transformation. 
Consider the singular value decompositions of P and Z - P: 
pQ+ Ov* 
i 1 00’ 
I-P=W 4 0 
i 1 
Z* 
0 0 
(46) 
(47) 
with U = [L’,, &I; W = [W,, W,]; V = [V,, V,]; Z = [Z,, &I; 21 = 
diag(a,, a,, . . . . v~,); A1 = diag(S,, 62, . . ., a,,,); ~~,W~,V~, Zz E Cnx”‘; 
u,, w,,v,, Z, E cnxnz; (TV a ..+ a CT”, > 0; S, > e-e 2 a_ > 0; and U, 
W, W, and Z unitary matrices. Then we have the following 
THEOREM 6.1. Let 0 = [U,, W,]-’ and T’ = [A + (B - A)P]&‘. 
Then 
A=f 
z 0 
Q and B=T’ “’ 
i I 0 Z& 0 (48) 
with 
Al = R,A,R,’ and i, = R,B,R,‘, 
where R, and R, are two square nonsingular matrices. 
Proof. Notice first that 
(49) 
and since P is a projection matrix, P2 = P so 
z,v::v, = z “1 and VT Ulxl = Z,,,. 
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In particular we have 
(I,, - P>W, = W,. Thus 
PU, = U,, and similarly we can show that 
(Vi iW,) = (PUi i(Z - P)W,) 
= (Q-1( ;’ :*) QW,). 
Let us denote by R, the square nonsingular matrix of order ni built from the 
first n, rows of QZJ, and by R, the square nonsingular matrix of order n2 
built from the last n2 rows of QW,. Then 
(U, ;W,) =Q-’ . (50) 
This shows that the matrix (Vi i W,) is nonsingular. Now let us evaluate the 
matrix T=‘AQ-’ using the expressions for T’ and A: 
+-‘A@-’ = Q[A + (B -A)P]-‘T (51) 
But 
Thus 
A+@-A)P=TQ. (52) 
i;-lAo;-’ = @Q-' (53) 
We have from (50) 
222 
so 
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VA@‘= (y Rpl)(; ;,i(“o’ 
= (R~l~lRl ;J. 
We prove in a similar way that 
f-lqj-1 = 
An important particular case is 
in (48) we have then 
and 
Z 
“1 
0 
0 R,lB R 2 2 
0 
R2 1 
(54) n 
when A = I,. From the expression for A 
,--l@l= Al O 
i- I 
0 ‘tl, 
Letting I?, = A; r , we get the following decomposition of B: 
B = 0-l 
(55) 
(56) 
(57) 
(58) 
where the eigenvalues of I?, (g2) are outside (inside) the ellipse (22). 
Another way of decomposing the pencil AA + B, using the QZ algo- 
rithm, is described in [5]. Two block diagonalizing transformations are dis- 
cussed: one based on Sylvester equation and another based on the general- 
ized Schur form. 
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7. QUALITY OF THE DICHOTOMY 
We have shown in the previous sections that the elliptic dichotomy of the 
spectrum of the pencil AA + B uses the unit circular dichotomy of the 
spectrum of the particular pencil (14) of order 2n. We can therefore apply 
Malyshev’s algorithm in the following way: 
1. Initialization: 
a+b 
-A -B 
2 
a+b 
\ 
0 -A 
2 
\ la-b \ 
-A 0 
and So =Z 
2 
a-b ’ 
-B -A 
1 \ 2 
X is a nonsingular matrix chosen in such a way that @+x$ + Bag; = I2n.2 
2. Iteration: Construct the sequence of matrices JZ$ and Sj via the QR 
decomposition in the following way: 
The theory developed for the circular dichotomy tells us that 
lim (3 +Bj))lBj = G(+‘), (59) j--b= 
where G(+‘) is the matrix of order 4n defined in (41). This theory also tells 
us that 
p+ylJ&?j +Bj)-$zfj +q- * =s? 
’ Other choices of 3 arc possible; for example, we can choose K of order n and let 
i 
sib \ 
-KA -KB 
_tq” = 
2 
a+b 
0 -KA 
2 I 
(60) 
The details of the construction of Z ( K) can be found in [7]. 
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with3 
Il(.$ +-+-b$ - G(+O)ll Q C me-2’/IIfl’Il, (62) 
where the constant C does not depend on j. We see from (62) that the norm 
of S’ is an important factor for the convergence of the sequence (Jb; + 
L&~>-~L&~. The smaller the norm of X, the better is the convergence of the 
sequence <s$ + @j)-‘&$ towards G (+O) The norm of Zwill therefore be our .
dichotomy quality criterion. 
We now give a simplified expression for Z Notice first that since SF is 
hermitian, 
II 41 = max 
wd;) 
x, Y llr112 + II yl12 . 
Moreover 
But eiVdo + ~4%‘~ can be decomposed as follows: 
a-b 
- e’cp + - A -e”B 
e”‘do +ao=LZ 
2 
a+b a-b 
-B 
, (- 
eiO + - 
2 2 
A 
(63) 
3 In the case where the normalization ~‘~.a$ +9,,9$ = I,, is not used, this integral 
should be replaced by%‘= (1/27r)J~“(e’W0 +~&,>-‘(zzf~~‘$ +9,&Xe’P?ss, +.c~,J-*~+J. 
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with 
and R= 
e”pP 
\ 
eirp 
i5 In -- 6 zn 
eiv/2 eiv ’ 
-- -- 
\ llz In &i- zn, 
Since 0 and Cl are unitary matrices, we have 
/I 
2 
(eiwo +.Gq- * ; i Ill 
2 
= 5?-*Odiag(&,SY) C! G II ( Ill (65) 
with 
-* 
& = a cos z + ib sin z 
a cos z + ib sin s A + B 
1 I 
-* 
. 
Thus 
a cos z + ib sin z A + B ) 
* 
II 
2 
a cos f + ib sin z (x + eiq12y) 
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a cos z + ib sin z A + B ) 
ll~‘ll 
+- 
4lr 
-* 2 
aces z + ib sin : (x + ~‘~‘~y) dep. II (66) 
In (66), let us change the variable q/2 to 0 in the first integral, and 
q/2 + T to 6 in the second integral. We get4 
IB-‘II 
Q 
2T 
/,‘” I[[( cos 8 + ib sin 6) A + B] - *(x - e”‘y) 11’ de. (67) 
Let 
acostI+ibsinO)A+B]-’ 
X[(acos6+ibsinB)A+B]-*de. (68) 
4 Let A = a cos 0 + ib sin 0. Then ldhl = dw de. This integral can be written 
a.5 
(a + b)A - (u -b&i 
2ab 
where r is the ellipse of equation [(Re A)/a12 + [(am A)/b12 = 1. 
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Then we have 
and thus 
II~II d 2113-111 IlHll. 
227 
(69) 
(70) 
The dichotomy quality may thus also be measured by II H Il. 
8. NUMERICAL EXPERIMENTS 
We illustrate in this section, with the help of two simple examples, the 
algorithm proposed in Section 7. All the experiments have been carried out 
using Matlab (double precision, eps,,,, = 2.22 E-16). 
8.1. Example 1 
We consider the matrix pencil h A + B of order 4 where A is the identity 
matrix I, and B the matrix 
I 2 3 0 7p \ 
BE!_ o 5 -4p 0 
IO ’ 0 1 -2 0 
\-1 0 -3 -51 
in which /3 is a parameter to be varied. Figure 1 shows the evolution of the 
spectral norm o = I(%11 when p takes the values P = 1 + (j - 1) X 0.05, 
,i = 1,2 ).... 
For each value of p we have computed the projection matrix P = Pp 
onto the right eigenspace of hA + B associated with the eigenvalues outside 
the ellipse 
(y+(E+ with a = 1.2 and b = 0.2, 
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and the trace of P, which represents the number of eigenvalues outside this 
ellipse. Figure 1 is composed of three main branches separated by asymptotes 
corresponding to parameters p of the pencil h A + B whose eigenvalues are 
on the ellipse. In the left branch corresponding to 1 < p < 2.17, we have 
P = 0, that is, all the eigenvalues of AA + B are inside the ellipse. In the 
right branch corresponding to 4.23 < /3 < 8, we have P = Id, that is, all the 
eigenvalues of AA + B are outside the ellipse. In the branch corresponding 
to 2.49 < /3 < 3.91, the projection matrix is given in (71) with 11 PII = 5.72 
and trace(P@) = 2. In this case, two eigenvalues of AA + B are outside and 
two inside the ellipse. In the portions of the figure corresponding to 
2.17 < /3 < 2.49 and 3.91 Q /3 Q 4.23, the curve changes very frequently 
(several projectors), so we did not plot the curve in these regions. 
We give now the canonical decomposition (58) of the matrix pencil 
h A + B. We choose the case where P = 3. This case is interesting in that it 
corresponds to the situation where two eigenvalues are inside the ellipse and 
the two remaining ones are outside. The projection matrix P onto the right 
eigenspace of AA + B associated with the eigenvalues outside the ellipse is 
950 
1 
0 
beta 
FIG. 1. o = )/XII versus p for x E 12.17,2.491, y E [X91,4.231. 
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equal to 
l.OOOOE + 00 -1.6oOOE + 00 5.4000E + 00 
-1.1189E 
- 
16 -1.1670~ 
- 
16 -4.6317~ 
- - 
P= 16 -2.3464~ 15 -1.9798E - 16 8.061OE - 17 -9.8142E (71) - 16 
-4.1633~ - 16 1.7143E - 01 -1.1429E - 01 l.OOOOE + 00 
whose rank is equal to 2. The matrices Q and f of Theorem 6.1 are equal to 
9.996OE - 01 -1.6042~ + 00 5.4011E + 00 -2.8107~ - 02 
Q= -2.8107~ - 02 -1.2639E - 01 -3.7539E - 02 -9.996OE - 01 9.553OE - 16 -1.6293~ + 00 5.4855E + 00 4.9613E - 15 (72) 
-1.9931E - 16 -9.6691~ - 01 -2.8718~ - 01 -2.8202~ - 15 
and 
Hence 
1.409OE - 01 -2.1048~ + 00 -9.8422E - 01 3.6740~ - 03 
1.3203~ - 16 -6.9907E - 16 -4.9756~ - 02 -9.5039E - 01 
7.4552~ 18 -9.3736~ 17 1.6752~ 01 -2.8228~ 01 - - - - (73) 
-8.5907~ - 02 5.0261~ - 01 2.7675~ - 02 1.3066~ - 01 
-4.0296~ + 00 1.92558xe + 01 3.5527~ - 15 -1.1102E - 14 
f-'Q-,= -7.4466~ - 01 1.3023~ + 00 1.0270~ - 15 -2.0262~ - 15 1 0522 15 7 5270- 15 l OOOOE+ 00 1 895 ' 6
1.2031~ - 16 -1.2407~ - 15 3.2508~ - 17 l.OOOOE + 00 
I 
(74 
A, = -4.0296E + 00 1.9255E + 01 -7.4466~ - 01 (75) 
l.OOOOE + 00 2.1955E - 14 -4.339lE - 15 -7.1774~ - 16 
fm'B@-' -1.2212E - 15 l.OOOOE + 00 -9.6798~ - 16 -9.4369E - 16 = 
4.7484E - 17 1.2775~ - 16 1.5697E - 01 
-4.0177E - 17 3.7349E - 17 2.2948E - 01 1.4303E - 01 
(76) 
6 
2 
= 1.5697~ - 01 1.0682~ - 02 
2.2948E - 01 (77) 
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Let J?, = i; ’ ; then we have the decomposition 
I 
2.00003 - 01 
2.6361~ - 17 = 
9.0392E - 17 
- l.OOOOE - 01 
=B+A 
with 
_ 
3.00003 - 01 
5.00003 - 01 
1.00003 - 01 
-1.13453 - 15 
0 - 
0 
0 
1.13453 - 15 
-2.06833 - 14 2.1000E + 00 
- 1.2000E + 00 1.8286~ - 16 
-2.OOOOE - 01 2.7729E - 16 
-3.00003 - 01 -5.0000E - 01 
2.06833 - 14 
0 1.8286~ - 16 
0 
0 
llhll = 2.0683E - 14. 
The eigenvalues - 1.50003 - 01 f 2.%8oE - 01 X i of g, are outside the 
ellipse, and the eigenvalues 0.2 and 0.1 of J?, are inside the ellipse. 
8.2. Example 2 
We consider the matrix pencil AA + B of order 20 defined by 
if 1 < i < 10, 
=l if l<i<9, 
if ldi<9, and B = bzj+z,z, = 5 
if lgi,<9, 
otherwise 
I 
b,i_l,zi_l = -$ if 1 d i Q 10, 
bzi.zi+z = -l if lgig9, 
if lgig9, 
bzi,zz-1 = 2 if l<i<9, 
b,,j = 0 otherwise. 
The spectrum of this pencil is plotted in Figure 2. In this example the matrix 
pencil AA + B is fued and we consider a family of ellipses whose major and 
minor semiaxes are respectively given by a = 3t and b = l/t, where t is a 
parameter to be varied. As in the previous example, we have plotted in 
Figure 3 the evolution of w = )1X11 w h en t E [O.l, 11. In each branch of the 
curve, we report the trace of the projection matrix P, which corresponds to 
the number of eigenvalues outside the ellipse. Starting from the left, we have 
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4 
6 
l.e+ll 
1 
+ 
+ 
+ 
+ 
+ 
+ +* +I.++ + 
+ 
+ 
+ 
+ 
+ 
-1.5 -1 -0.5 0 0.5 1 1.5 
FIG. 2. Eigenvdues of the matrix pencil of Example 2. 
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:: 
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il i : : : : : :  i : :  :    i : i : : : i : :  : : : : : 
1 : 
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:: 
I --d. 
FIG. 3. w = llX”11 versus t for x E [0.107,0.116], y E [0.133,0.150], c E 
[0.176,0.1811, d E [0.214,0.231, e E [0.514,0.535, f E [0.641,0.668]. 
b 
12 
\ 
10 
1 
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in the successive branches trace(P) = 12 and 11 PII = II Z - PII = 1.09E + 5; 
trace(P) = 12 and (IP(I = III - PI( = 1.01~ + 5; trace(P) = 10 and (IP(I = 
III - PII = l.!%E + 5; trace(P) = 12 and JIPII = 111 - PII = 2.03~ + 5; 
trace(P) = 10 and l[Pll = )[I - PII = 6.8% + 5; trace(P) = 12 and llP[l = 
III - PII = 8.943 + 4; and finally trace(P) = 10 and /[PII = )IZ - PII = 4.66~ 
+ 4. As in the first example, we did not plot the curve in between the 
asymptotes, since the projector changes very frequently in these regions. 
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