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ABSTRACT 
This research is to address the design optimization of systems for a specified 
reliability level, considering the dynamic nature of component failure rates. In case of 
designing a mechanical system (especially a load-sharing system), the failure of one 
component will lead to increase in probability of failure of remaining components. Many 
engineering systems like aircrafts, automobiles, and construction bridges will experience 
this phenomenon. 
In order to design these systems, the Reliability-Based Design Optimization 
framework using Sequential Optimization and Reliability Assessment (SORA) method is 
developed. The dynamic nature of component failure probability is considered in the 
system reliability model. The Stress-Strength Interference (SSI) theory is used to build 
the limit state functions of components and the First Order Reliability Method (FORM) 
lies at the heart of reliability assessment. Also, in situations where the user needs to 
determine the optimum number of components and reduce component redundancy, this 
method can be used to optimally allocate the required number of components to carry the 
system load. The main advantage of this method is that the computational efficiency is 
high and also any optimization and reliability assessment technique can be incorporated. 
Different cases of numerical examples are provided to validate the methodology.  
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CHAPTER 1 
INTRODUCTION 
1.1 Background 
System design optimization deals with developing efficient engineering systems, 
which should be competitive in terms of cost, performance, and its lifetime value. In the 
current competitive industrial world, almost every industry strive to improve the quality 
of their products with minimum cost and maximum safety. But even though there are lots 
of modern manufacturing tools available, the presence of uncertainties in terms of design 
parameters, material strength, and also some external factors like loads cannot be 
ignored. The assumption of deterministic constraints can be made for the simplified 
computing purpose, but this will certainly have a huge impact when the system is put into 
use. Many researchers are developing methods to incorporate these uncertainties that 
resulted in various probabilistic design methodologies. These methods are applied to 
design the system with given number of components, but have only limited usage. This is 
because in most of the system (parallel or mixed system), the components are linked with 
each other and the failure of one component might lead to redistribution of loads acting 
on the system, resulting in increased probability of failure of the remaining components. 
Most of the developed methods failed to account for this dependent nature of component 
failure probability, which laid the groundwork for this research. 
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1.2 Motivation and Problem Definition 
Load sharing systems are those in which the entire system load is shared among 
components in different proportions to support the working of system [13]. The failure of 
one component will increase the probability of failure of remaining components as the 
load acting on the system gets redistributed and thereby increasing the probability of 
failure of entire system. Several epistemic and aleatory uncertainties exists during the 
design and manufacturing of these systems, which has to be quantified appropriately for 
designing a reliable system. Uncertainties to be considered for efficient design are 
categorized into objective and subjective types [5, 9, 10, 11]. Objective uncertainty 
(Aleatory) exists due to the natural variation in the performance of the system. For 
instance, humidity, temperature, or some material parameters like conductivity are 
examples of aleatory uncertainties. Subjective uncertainty (Epistemic) exists due to lack 
of knowledge and they can be reduced by understanding the design by obtaining more 
data [5]. Hence, developing a good reliability analysis procedure should play a major role 
in system design.  
In case of mechanical systems, the reliability is calculated based on the Stress-
Strength Interference (SSI) theory [8, 12]. According to this SSI model, the reliability can 
be defined as the probability that load or stress acting on the component is lower than the 
strength of the component, which is calculated based on the probability density function 
of stress and strength. 
Several methods have been devised for evaluating the reliability of different types 
of systems. But these methods have been developed by considering the probability of 
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failure of the components to be independent of each other. But in the case of load sharing 
systems with dependent failure rate, using these existing methods may lead to incorrect 
conclusions as the probability of component failure depends on the state of other 
components in the system. Figure 1.1 represents a simple load sharing parallel system 
with two components, C1 and C2, carrying a total load, P.  
 
Figure 1.1: Load Sharing System with Two Components. 
If we assume that the two components are non-identical and component 1 fails 
first, then Figure 1.2 shows the shift in limit state functions due to the redistribution of 
load ‘P’ [13]. 
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Figure 1.2: Limit State Functions of the Components 1 and 2. 
The two points (µ1x and µ2x) from Figure 1.2 represent the optimal value (based 
on functions g1 and g2) for the two load sharing components 1 and 2 respectively [13]. 
But when component 1 fails, the entire load gets shifted to component 2 and the current 
optimal point for the surviving component may not satisfy the system reliability 
requirement. The limit state function of this surviving component would have shifted to a 
new position g21 represented using dotted line in figure 1.2 [13]. Now, the region below 
the function g21 represents the failure region of the entire system. One solution is to 
design each components separately to carry the full load for the given system reliability 
level. But, this solution deviates from the concept of load sharing and will result in 
increased cost of production and wastage of material. So far, many methods have been 
developed with the consideration of functions represented by g1 and g2
 only. We might 
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also end up in a situation where we need to increase the design space in order to achieve 
the required reliability level of the system for some cases. Some methods have been 
developed by considering the dependent failure probabilities, but resulted in high 
computational requirement. 
1.3 Literature Review 
The Reliability-Based Design Optimization (RBDO) method is used to overcome 
the problem in engineering design by considering the stochastic nature of the variables 
and find an optimum design point for each component to satisfy system reliability 
requirement. The main objective of RBDO is to achieve maximum reliability with 
minimum cost. RBDO methods are classified depending on how the reliability analysis is 
incorporated into the optimization process [1, 2]. There are many techniques that have 
been developed and they can be classified into nested double loop method and 
decoupled-loop method. The nested double loop method involves large number of 
computations to solve the problem. This is because, when nested RBDO is used, the 
reliability constraint of the given system can be evaluated after each optimization loop, 
but the computational cost is very high especially when the system is complex.  
The decoupled loop method has less computational work when compared to that 
of nested method. Also, in order to compute the reliability of the system, there are two 
approaches. The first one is to replace the probabilistic constraint in the optimization loop 
with the Taylor series expansion along with updating the gradients of failure probabilities 
after each optimization iteration [2, 17]. The second approach is to use heuristic method 
to increase the component reliability levels until the system reliability target is achieved 
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[3, 4]. Initially, the design is optimized only for the given component reliability target 
and then evaluated to find whether the system level reliability requirement is met. If it is 
not met, then the component reliability targets are increased arbitrarily based on some 
knowledge about the components of the system and then the iteration is repeated until the 
goal is met.  
RBDO using single loop approach (a decoupled loop method) is presented in [5, 
14, 15, 16]. Usually, single loop algorithms have proven to be computationally efficient 
in case of RBDO and are mostly applied to design components for the required reliability 
level [3]. When single loop RBDO method is used, the optimization and reliability 
analysis method is carried out simultaneously to design the system. Single loop 
algorithms are proved to be computationally inexpensive and the accuracy of the solution 
will be reasonable when compared to nested loop methods [5].  
Reliability-Based Design Optimization of load sharing parallel or mixed systems 
is computationally intensive due to the dependence between probabilities of failure of 
components. The problem especially gets intensified in evaluating the probabilistic 
constraints that are incorporated to quantify the uncertainties concerning the materials, 
load, geometry, etc. The Stress-Strength Interference (SSI) theory plays a major role to 
evaluate the system reliability, especially in case of mechanical systems as the stress and 
strength parameters are directly introduced in the model [8].  
An efficient single loop RBDO formulation is developed in [2] which is capable 
of handling both component level reliability as well as system level reliability for 
different types of systems. The authors used a single loop RBDO formulation and an 
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equivalent method that is effective in handling both system level and component level 
reliability constraints. This method helps the user to allocate optimum level of reliability 
for the individual components in order to satisfy both the component as well as the 
system level reliability targets. Various numerical examples are provided to validate the 
developed methodology.  
The method developed in [2] also proved that single loop method is 
computationally efficient way to solve RBDO problem with system reliability constraint. 
But the authors have assumed the probability of failure of the components to be 
independent of each other. When the failure probabilities of components are not 
independent to each other with system consisting of large number of non-identical 
components, then there will be more complexity in arriving at the optimum design [13]. 
Another approach for evaluating the reliability of the system based on the failure 
dependence of the components and redistribution of the load is presented in [8]. The 
authors have considered the varying nature of failure rates with respect to stress and 
strength parameters. The authors took account of the Strength Degradation Path 
Dependence (SDPD) of the various components in a system due to repeated application 
of random load using state probabilities. The Markov chain theory is used to represent the 
various states of the components and Monte Carlo Simulation is used in order to verify 
the proposed models.   
The reliability evaluation of load sharing power system is proposed in [18]. The 
authors developed models considering a number of subsystems and used supplementary 
variable technique in order to estimate the state probabilities of the system. A method for 
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evaluating the reliability of load sharing k out of n: G system with imperfect switching is 
developed in [19]. The authors used Markov theory to develop a reliability model of 
system with exponential lifetime [8].  
The reliability analysis of load sharing system subjected to different load behavior 
is provided in [20]. The authors considered a standby system with two components under 
varying load and used Weibull probability distribution of time to failure to derive models. 
The investigation of load sharing systems is also done in [21, 22] in which the authors 
studied about different methods of computing system reliabilities and the impact of 
different loads on system reliability evaluation methods [20]. 
Most of the research stated above has not considered the failure dependence of 
components. For those that have considered failure dependency, their computational 
requirements were very high. Therefore, an efficient method needs to be developed in 
order to overcome the problem in designing the load sharing system and to find an 
optimum design point for each component that satisfies system reliability requirement.  
Sequential Optimization and Reliability Assessment (SORA) method developed 
by [1] is used in this research to optimally design the load sharing system. Traditional 
Monte Carlo Simulation is more accurate but its computational cost is very high 
especially when the reliability requirement is close to one [5, 23]. Taylor series method 
cannot deal with highly non-linear performance function and also it is too complex to 
handle high dimensional data [5, 26, 27]. The response surface method builds meta 
models using limited amount of samples and replace the true system response [28]. 
Numerical integration using dimension reduction method [29-33] is also applicable for 
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some cases. The Most Probable Point (MPP) evaluation is based on First Order 
Reliability Method (FORM) and there are two approaches. The Reliability Index 
Approach (RIA) is a direct reliability analysis method in which the MPP is obtained by 
formulating an optimization problem, but the convergence of this method is low [6, 34, 
36, 37]. Another method, Performance Measure Approach (PMA) which is an indirect 
method [35, 38] is more robust and efficient than RIA method.   
1.4 Research Organization 
The report is organized as follows. The traditional approaches for reliability based 
design of engineering system and their drawbacks are discussed. Then Reliability-Based 
Design Optimization (RBDO) framework to design the load sharing systems using the 
Sequential Optimization and Reliability Assessment (SORA) method is proposed.  The 
procedure is explained using the First Order Reliability Method (FORM) for reliability 
analysis as it can produce good results with minimum computational requirements which 
will be validated using numerical examples. Also the following assumptions are included 
in our approach for designing the load sharing system. 
1. Failure of components are mutually exclusive, ie., if there are two components in 
the system, these two components cannot fail at the same time. 
2. The time dependent degradation of the component is not considered. Whenever 
the stress exceeds the strength, the component fails immediately. 
3. Only the system level reliability is provided by the customer. 
4. The order in which the components fail is known. 
5. Normality assumption is maintained throughout this report. 
 10 
 
CHAPTER 2 
RELIABILITY-BASED DESIGN OF MECHANICAL SYSTEMS 
Today, a variety of probabilistic design methods have been developed in order to 
aid the efficient design of mechanical systems. The most common methods like robust 
design [39-43] and reliability-based design [44-47] have been in practice for a long time. 
The objective of the reliability-based design is to ensure the satisfaction of the 
probabilistic constraints at the required level whereas the robust design focuses on 
ensuring the system to be working under abrupt input conditions. Both of them can be 
achieved by simultaneously optimizing the mean performance and performance variance. 
The first and foremost task in probabilistic design is uncertainty analysis, which 
gives the knowledge about the impacts of various uncertainties that the system inputs 
have on the output. These characteristics are formulated mathematically and optimization 
is performed in order to obtain the optimum design values for the system to withstand the 
given amount of uncertainties caused by the input variation. 
Having explained about the uncertainties in previous section, one of the most vital 
challenge with probabilistic design optimization is the computational efficiency. The 
evaluation of probabilistic constraints poses a major requirement of high computational 
power, which is very challenging for the implementation of probabilistic design. In order 
to have knowledge about the probabilistic characteristics of the system at a particular 
design point, a large number of iterations of deterministic optimization have to be carried 
out with respect to the nominal point. This can be done by using simulation approaches, 
such as Monte Carlo Simulation (MCS), or by using some deterministic approximation 
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methods for probabilistic constraint analysis. A plenty of research has been conducted 
particularly concentrating on improving the computational efficiency of the probabilistic 
constraints for complex engineering systems. A brief summary of different types of 
system is given below. 
2.1 Series Systems 
In case of series system, the failure of one component will lead to the total system 
failure. The reliability of the system is defined as the probability that component 1 is 
working and component 2 is working and so on to all the components present in the 
system are working. If the reliability of the individual components is denoted by Ri, then 
the reliability of series system with ‘n’ number of components is given by, 
Rseries = ∏ Ri
n
i=1
 (2.1) 
So, for a series system, all the components must be in working condition for the 
system to function. The series configuration of components is shown in Figure 2.1.  
 
Figure 2.1: Series System 
For the series system, if there are 3 components with the reliability of individual 
components being 0.9, then the reliability of the system is 0.73. 
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2.2 Parallel Systems 
In case of parallel system, the system works until all the components fail. The 
reliability of the system is defined as the probability that the component 1 is working 
and/or component 2 is working and/or any component(s) present in the system is 
working. If the reliability of the individual components is denoted by Ri, then the 
reliability of parallel system with ‘n’ number of components is given by, 
Rparallel = 1 − ∏(1 − Ri)
n
i=1
 (2.2) 
So, for a parallel system, atleast one of the components must be in working 
condition for the system to function. The parallel configuration of components is shown 
in Figure 2.2. For the system, if there are 3 components with the reliability of individual 
components being 0.9, then the reliability of the system is 0.99. 
 
Figure 2.2: Parallel System 
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It is to be noted that the reliability of the series system is lower than that of its 
individual components but the reliability of parallel system is higher than that of the 
individual components. Although the parallel system offers higher reliability, it is 
difficult to build the system because of its redundancy in number of components [2].  
2.3 Mixed Systems 
There are some systems in which some components are configured in series while 
others are in parallel configuration. Such systems are called mixed systems. Most of the 
consumer products are mixed system. 
2.4 K out of n: G Systems 
Some systems are designed in such a way that certain components can fail 
without damaging the system but more than ‘n’ components (n>1) need to function well 
for the system to work [48]. Such systems are called k out of n: G systems. Examples of 
this type of system is aircraft engine which requires 2 out of 4 engines to work for the 
aircraft to be stable. 
In the above-mentioned parallel system in section 2.2, the failure of components 
is assumed to be independent of each other. But, for real world applications, especially in 
case of parallel and mixed systems, the failure of components are not independent to each 
other, thereby causing difficulty in obtaining the real estimate of the reliability of the 
system. This causes trouble in optimally designing the components for the given load. 
The probability of failure of the system for dependent component failure is given by, 
Pfsystem =  P(C1)  ∗  P(C2 C1⁄ ) ∗  P(C3 C1, C2⁄ ) … … . . P(Cn C1, C2⁄ , … . Cn−1) (2.3) 
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where, P(Ci) denotes the probability of failure of i
th component. Also if we assume all the 
components have equal chances of being failed initially and then the probability of failure 
of other components gets varied depending on the component that has failed, then the 
evaluation of system reliability increases many fold with increase in number of 
components. 
While most of the research has assumed the failure independence between the 
components, only some research is dedicated to developing methodology to design the 
system with dependent failure rate of components. This is because the computational 
requirement for evaluating probabilistic constraint is high, which becomes much higher 
when we consider system with dependent failure rate between components. One such 
proven methodology that has been used to efficiently deal with probabilistic constraint 
optimization problem is Sequential Optimization and Reliability Assessment (SORA). 
Before explaining about the probabilistic optimization and SORA technique, some useful 
concepts are discussed.       
2.5 Drawbacks with Deterministic Assumption 
Using a deterministic approach in system design and analysis (i.e., if the physical 
parameters like diameter of the rod is assumed to be deterministic say 25cm), this will 
lead to erroneous conclusion because not all the components can be manufactured to the 
exact diameter due to the manufacturing variations. Hence probabilistic approach is 
necessary to accommodate the variations. A large number of important points should be 
considered while designing the system. Though the probability of failure decreases by 
increasing the safety factor, the utilization of safety factor approach does not guarantee 
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zero failure rate [49]. In addition to narrowing down the region of random variables, 
adjusting the mean value of the random variable may also provide assistance in reducing 
the probability of failure [49]. The manufacturing tolerance can also be tightened in order 
to reduce the geometric dimension variation [49]. In the field of engineering design, the 
final aim is to have a better trade-off between system cost and the probability of failure, 
as failure happens at some point of time even for the worst-case design [49]. Hence, it is 
vital to bring the probability theory into system design so as to accommodate for the 
uncertainties in physical parameters that have effects on the performance of the system. 
2.6 Stress-Strength Interference (SSI) Theory 
It is always important to identify and handle the uncertain parameters induced 
during the design or manufacturing process as it is vital for reliability analysis. In case of 
mechanical systems, especially for the reliability analysis, the Stress-Strength 
Interference (SSI) theory aids the purpose [12]. According to this SSI model, the 
reliability can be defined as the probability that load or stress acting on the component is 
lower than the strength of the component, which is calculated based on the probability 
density function of stress and strength. The wide spread application of this SSI model is 
due to the fact that both stress and strength parameters are directly introduced into the 
model which aids the designer during the design and analysis of the mechanical 
components [8].  
The Stress Strength Interference theory is discussed in detail in [12, 50, 51], 
which mathematically represents these parameters by probability distributions. 
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Probability of failure =  Probability (Stress ≥  Strength)  (2.4) 
In mechanical sense, the term stress represents the mechanical force or load that is 
applied on the system, and the term strength denotes the yield strength of the physical 
unit that is subjected to the loads in order to perform its intended function [12]. The 
Figure 2.3 from [12] represents the concept of this stress strength interference theory. 
 
Figure 2.3: Stress-Strength Interference Theory from Huang et al [12]. 
In cases where there is a single parameter of stress (denoted by random variable 
X) and strength (denoted by random variable Y) variables, the reliability can be found by, 
R = P(Stress < Strength) (2.5) 
R = P(X < Y) (2.6) 
R = ∫  
∞
−∞
fy(y) [∫  
y
−∞
fx(x)dx]  dy (2.7) 
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In cases when there are two or more strength and stress parameters, the threshold 
becomes multidimensional, which is termed as the limit state function [12]. The Figure 
2.4 illustrates the concept of the limit state function.  
 
Figure 2.4: Limit State Function from Huang et al [12]. 
It is noted that when the parameters (x1, x2) falls outside the limit state region, the 
component fails. In this case, the probability of failure can be mathematically represented 
by, 
Pf = ∬ f(x1, x2)dx1dx2
 
(x1, x2)∈ F
 (2.8) 
The failure region is denoted by F and the function f(x1, x2) denotes the joint 
probability density function of the random variables x1 and x2.  
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2.7 Reliability-Based Design Optimization 
Having studied about the problems in deterministic approach, uses of probability 
theory, stress-strength interference theory and evaluating the probability of failure from 
the given characteristics, the RBDO problem formulation is discussed in this section. 
In mechanical or construction engineer’s point of view, the Reliability Based 
Design is an important aspect of design optimization, as it plays a critical role in 
maintaining the design feasibility under various uncertainties. A typical RBDO 
formulation considers the uncertainties in the design variables and guarantees the system 
reliability by utilizing the probabilistic constraint functions for the system safety 
requirement [5, 6, 7]. The generic formulation of RBDO is given below.    
Objective: Minimize f(d, μX, μP) (2.9) 
Subject To: Probability [Gi(d, μX, μP) ≥ 0] ≥ Ri (2.10) 
μx
L ≤ μx ≤ μx
U (2.11) 
μp
L ≤ μp ≤ μp
U (2.12) 
dL ≤ d ≤ dU (2.13) 
i = 1,2, … , m (2.14) 
The objective function f(d, μX, μP) given in the above formulation can be 
interpreted as the cost function of the system, evaluated at the means of X and P. The cost 
function can be linear as well as non-linear. In this formulation, ‘d’ denotes the vector of 
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deterministic parameters, ‘X’ represents the vector of random variables and ‘P’ denotes 
the vector of random parameters. The most important part that is a major difference from 
other regular optimization problem is the presence of probabilistic constraint function, 
which ensures the system safety (reliability). The function Gi(d, μX, μP) is the 
performance function of the system that emphasizes the reliability requirement of the 
system. The condition  Gi(d, μX, μP) > 0 denotes the safety region of the system and 
Gi(d, μX, μP) < 0 denotes the failure region of the system. Also, Gi(d, μX, μP) = 0 
represents the limit state surface that represents the boundary between the safe and failure 
region of the system. The variable ‘Ri’ denotes the target reliability of the system.  
The above formulation is for the reliability-based design optimization of a system 
consisting of only one component. If there are more than one component in the system 
that have to be optimally designed, different types of formulation of the probabilistic 
constraint is required based on whether the system is in series configuration, parallel 
configuration or mixed configuration.  
In case of series system, the objective function will be the sum of cost of 
individual components and the probability of failure is given below [1]. 
Pfseries = Prob{⋃ Gi(d, μX, μP) < 0}
i
 (2.15) 
As all the components in the system must be functional for the system to be 
operating, the union of all the performance functions of components is required to be in 
the safe region. But for parallel system, any one component needs to be operating for the 
system to be functional, so the probability of failure is as follows. 
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Pfparallel = Prob{⋂ Gi(d, μX, μP) < 0}
i
 (2.16) 
The mixed system can be represented as a combination of both series and parallel 
system (union and intersection function). 
The above formulation has the assumption that the failure of each component is 
independent of each other, which means that the probability of failure is fixed for each 
component. In the above mentioned parallel system, if there are 2 components, then the 
formulation becomes, 
Pfparallel = P(G1(x) < 0) ∩ P(G2(x) < 0) (2.17) 
In case of load sharing systems in which the failure of one component is 
dependent on the condition of other components, in addition to the above formulation, the 
conditional probability of the components’ condition (working/failed) needs to be 
incorporated in the constraint. Also, when the number of components increase, the 
evaluation of this probabilistic constraint requires great effort in order to obtain the 
optimal design values. 
As stated in [1, 3, 4], the double loop strategy can be employed to solve the 
probabilistic constraints to get accurate results. So far many methods like Fast Probability 
Integration [52] and two point adaptive non-linear approximation [46], have been 
developed in order to improve the efficiency of the double loop strategy as it is 
computationally infeasible for complex systems [44, 45]. Du et al. [53] provided a brief 
review of all the methods and modeling approaches for design under uncertainty. In 
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recent years, the single loop strategy [54, 55, 56] is adopted as it avoids the nested loops 
of reliability assessment and optimization. The reliability constraints are formulated as 
deterministic constraints [54, 57] and approximating the condition of Most Probable 
Point (MPP) increased the computational efficiency. Du and Chen [1] doubted that the 
optimality is not satisfactory in some cases, as the active reliability constraint may not 
converge to the actual MPP, and developed a new probabilistic design method called 
Sequential Optimization and Reliability Assessment (SORA). This method has been 
proved as an efficient method for designing individual components [5, 7, 59] with single 
as well as multiple failure functions for the required reliability level.  
Hence, in order to solve our above-mentioned problem of designing system with 
dependent component failures, an efficient framework is developed using the Sequential 
Optimization and Reliability Assessment (SORA). The details about this methodology 
and its implementation is discussed in next chapter. 
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CHAPTER 3  
SEQUENTIAL OPTIMIZATION AND RELIABILITY ASSESSMENT (SORA) 
APPROACH FOR OPTIMAL SYSTEM DESIGN  
 The Sequential Optimization and Reliability Assessment (SORA) method is 
developed by Du and Chen [1] for solving the problem of design under uncertainty. This 
method has been used extensively for the optimal and computationally efficient design of 
mechanical components. The SORA method has been successfully utilized to solve the 
design optimization of individual component with great efficiency by Zhuang [5] and 
Zhuang et al. [6, 7]. This method is based on serial single loop strategy [54, 55, 56] which 
decouples optimization loop from reliability analysis loop. Also, the method can handle 
both deterministic as well as random variables and parameters very efficiently. Hence, 
this method is extended to solve our design optimization problem of the load sharing 
system with dependent failure probabilities. 
 The SORA method uses a single loop strategy with cycles of deterministic 
optimization followed by reliability assessment. The deterministic optimization is carried 
out first so as to verify the feasibility of the probabilistic constraint and then followed by 
reliability analysis [1, 5, 13]. The advantage of this method is discussed in Du et al. [1]. 
In SORA methodology, the optimization and reliability assessment are decoupled from 
each other which gives the freedom of choosing any optimization technique as well as 
reliability analysis technique appropriately [1, 59].  
 The reliability is evaluated only at the desired level of reliability percentile. 
Usually, if the required reliability level is high (close to 1), the computational 
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requirement will be high as well, because the search region is large and that requires 
more function evaluations. So, it is essential to move the design point to its optimum as 
soon as possible to reduce the necessity for re-locating the most probable point. Hence, in 
order to overcome this problem, percentile formulation is used in SORA method to 
establish equivalence between deterministic optimization and probabilistic optimization 
[1]. The Figure 3.1 from [1] represents the concept of probabilistic constraint boundary 
and deterministic constraint boundary.  
 
Figure 3.1: Deterministic and Probabilistic Constraint Boundary from Du et al [1]. 
In the Figure 3.1, two co-ordinate systems are plotted (design space µ1, µ2 and 
random space X1, X2) for two random design variables. If no uncertainty is considered, 
g(μx1, μx2 ) = 0 will be the constraint boundary for the deterministic design case. If 
uncertainty is considered, Prob{g(μx1, μx2 ) ≤ 0} = R will be the constraint boundary 
[1]. The constraint of the probabilistic design is much stricter than the deterministic 
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design as the reliability achieved by the deterministic design is lower than the 
probabilistic design. In other words, the failure region for probabilistic design is larger 
than that of the deterministic design [1, 59].  
In the Figure 3.1, XMPP is the inverse most probable point obtained by converting 
the x-space into standard normal u-space. The most probable point is the worst case point 
such that if this point satisfies the deterministic constraint, then all the other points will be 
feasible. So the Prob{g(μ1, μ2 ) ≤ 0} = R is equivalent to g(XMPP1, XMPP2 ) = 0, which 
denotes that the evaluation of probabilistic constraint at design point is the same as 
evaluating the deterministic constraint at the inverse most probable point. [1]. It is 
important that if the probabilistic constraint is feasible, the inverse MPP for the design 
variables will be on the deterministic constraint boundary or inside the feasible boundary. 
A brief review of locating the most probable point using First Order Reliability method is 
discussed in section 3.1 
3.1 First Order Reliability Method (FORM) 
Some of the most commonly employed reliability analysis methods are Monte 
Carlo simulation, importance sampling, First Order Reliability Method (FORM), Second 
Order Reliability Method (SORM), and the Response Surface Method [49]. Ref [23] 
provided a summary of some reliability assessment approaches as the design solution 
based on deterministic approach would not be appropriate due to uncertainties. 
Though the traditional Monte Carlo simulation gives accurate reliability estimate, 
the computational effort is high due to large sample data requirement. A number of 
methods have been developed to reduce the computational effort and aim to provide 
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estimates of the integral form of failure probability [49]. In these methods, the joint 
probability density function fx(x) is simplified by transforming the probability density 
function into a standard normal distribution function of the random variables of the same 
dimension. Then, the limit state function g(x) = 0 is approximated by the Taylor series 
expansion and keeping the first few terms of the approximation. Ref [49] provides brief 
explanation about the process involved. If only the linear terms of this approximation are 
included, then it is First Order Reliability analysis Method (FORM) and if the second 
order terms are also included, then it is called as Second Order Reliability analysis 
Method (SORM). The Performance Measure Approach is one such FORM used in this 
research. 
In Performance Measure Approach (PMA), the R-Percentile is assessed by 
employing an optimization problem in u-space to find the MPP of inverse reliability. 
After the random variable x is transformed to independent and standard normal random 
variable u, the mean becomes the origin and the most probable point should be a point on 
the limit state boundary that has distance ‘β’ from the origin. As the output of the 
performance function is assumed to follow normal distribution. Ref [5] gives the relation 
between the probabilistic constraint function and the reliability index as, 
Prob[Gi(d, x, p) ≥ 0] = ∫
1
√2π
∞
0
exp [−
1
2
(t2)] dt (3.1) 
       =  1 − ∅(−βi) (3.2) 
=  ∅(−βi) (3.3) 
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where t =
gi − μgi
σgi
 and βi =
μgi
σgi
 (3.4) 
The value of beta is the reliability index and it can be shown that μgi = βi. σgi, 
when standard deviation is assumed to be constant, then the distance between the mean 
margin and the limit state boundary is given by the reliability index [5]. 
It is to be noted that if most probable point can satisfy the reliability level, then all 
the other points can satisfy the required reliability target. Also, the MPP should be at a 
minimum distance from the origin. Hence, the evaluation of the probabilistic constraint 
becomes an optimization problem in order to find the most probable point [59]. The 
problem formulation is given below.  
Minimize G(u) (3.5) 
S. T:  ||u|| = β (3.6) 
This MPP in u-space is again transformed to x-space using the mean and standard 
deviation of the random variable. Some of the traditional optimization techniques is given 
below. 
3.2 Optimization Techniques 
The Engineering design problems can be mathematically formulated as single-
objective optimization problem or multi-objective optimization problem depending on 
the number of criteria involved. The ultimate aim is to either minimize or maximize the 
objective function subjected to some constraints, though there may be some 
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unconstrained problems as well. The variables can be continuous, discrete (including 
binary) and also, based on the nature of variables, the problem can be formulated as 
either deterministic or stochastic optimization problems [49]. 
The solution methodology for these optimization problems (either constrained or 
unconstrained) can be classified as graphical method, optimality criteria method and 
search methods using algorithms [49]. The Graphical methods does not involve 
numerical algorithms and provides graphical visualization of the problem and the optimal 
solution. The optimality conditions reveals the necessary and sufficient conditions for the 
optimum value, including Lagrange Multipliers, Karush Kuhn Tucker (KKT) conditions, 
but the method is not simple and straightforward. The search methods includes gradient 
based search, line search method etc. The Gradient based approach utilizes search method 
depending upon the gradients of the objective and constraint function and arrives at the 
optimum solution. Steepest descent method, conjugate gradient method, Quasi-Newton 
method and other line search methods like secant method comes under search methods. 
Also, there are some non-gradient approach like genetic algorithm, simulated annealing 
etc. 
3.3 SORA Procedure 
A single SORA cycle consists of an optimization part and reliability assessment 
part. In each cycle, the deterministic optimization problem is solved. The design solution 
is updated and the reliability analysis is carried out to check whether the reliability level 
is satisfied by locating the inverse most probable points. If the reliability requirement is 
not satisfied, then the new inverse MPP’s are used to formulate the constraint function for 
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the next cycle of deterministic optimization. In this new loop, the constraint boundary 
would have been shifted to new location and the MPP will be in the feasible region [59]. 
If not, the cycle is repeated and this method arrives at the optimum design by 
progressively improving the design solution. The detailed flowchart of this methodology 
is represented in Figure 3.2. 
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Figure 3.2: SORA Flowchart for Load Sharing Systems 
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In the flowchart of this methodology, there are two loops, optimization loop and 
reliability assessment loop. Initially, the value of most probable points are not available, 
so the mean of the random design variables and design parameters are selected as XMPP 
and PMPP. So, the value of shifting vector, which will be discussed later, is zero for the 
first cycle. In each cycle of this method, the optimization problem is solved first in order 
to find the value of µx and µp for each component. If we consider only the presence of 
random variables µx, then the problem formulation for first cycle is given as follows. 
Objective: Min ∑ fj(dj, μxj)
T
j=1
    (3.7) 
Subject To:  gi,j(dj, μxj) ≥ 0 (3.8) 
Lb ≤  μxj  ≤  Ub  (3.9) 
Lb ≤  dj  ≤  Ub (3.10) 
i = 1, 2, … , m;   j =  1, 2, … , T; (3.11) 
In the above formulation, the total number of components is denoted as ‘T’, and 
f(dj, μxj) is the objective function that represents the total cost of the system as the sum of 
the cost of individual components. The deterministic design variable is denoted by ‘d’ 
and the mean of the random design variable X is denoted by ‘µx’. The number of 
constraints is denoted by ‘m’. In equation 3.8, gi,j denotes the performance function ‘i’ for 
component ‘j’.  
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Now, for the first cycle, once the deterministic optimization given in the above 
formulation is solved, some of the constraints will be active and the optimum point µx for 
the system will be on the deterministic constraint function boundary. From Figure 3.3 [1], 
it is shown that the actual probability that this design variable µx will be feasible under 
uncertainty is approximately 0.5.  
 
Figure 3.3: Shifting the Constraint Boundary from Du et al [1]. 
Now after the deterministic optimization loop is completed and the optimum is 
found, the reliability assessment is carried out for the solution obtained from the 
optimization phase. Assume that the system has two components with load ‘P’ acting on 
the system is divided equally into ‘P/2’ on the two components and the load gets 
redistributed if component 1 has failed. This forms a simple load sharing parallel system. 
So, the system reliability is as follows. 
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System Reliability = 1 − Prob{both components fail} (3.12) 
Rsystem = 1 − {PfC1 ∗ PfC2/C1} (3.13) 
Where PfC1 denotes the probability of failure of component 1 and PfC2/C1 denotes 
the conditional probability of failure of component 2 given that component 1 has failed. 
In order to find all these probabilities, the PMA optimization, which is a first order 
reliability analysis method is used. 
The x-space is transformed to standard normal u-space based on the mean and 
standard deviation of the random variable X. Then the inverse most probable points for 
the arbitrary component reliability level are located for the constraint gi,j from the 
problem formulation given below. 
Minimize G(u) (3.14) 
S. T:  ||u|| = βcomp (3.15) 
As it is already shown in figure 3.3 that the most probable point will lie in failure 
region and the reliability of this design point is around 0.5. Also the reliability of the 
design point with respect to the constraint gi,j/k, where gi,j/k denotes the performance 
function ‘i’ with component ‘j’ working given that component(s) ‘k’ failed is found 
using, 
Minimize ||u|| (3.16) 
S. T:  Gi,j k⁄ (u) = 0 (3.17) 
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The value of conditional probability can be found from solving the above 
optimization problem. This process is repeated to calculate the conditional probabilities 
for all the components and then the system reliability is measured from equation 3.13. 
If the reliability target is not met, the second cycle of the deterministic 
optimization needs to be implemented. Each active constraint should be modified to shift 
the most probable point at least onto the deterministic boundary. If ‘s’ is denoted as the 
shifting vector, then each limit state function for the next optimization cycle will be as 
follows [1, 13, 59]. 
g(μx − s) ≥ 0 (3.18) 
The shifting vector should ensure the most probable point lies on the deterministic 
boundary and its value can be found from equation 3.13 below from [1, 13, 59]. 
 s = μx − xMPP (3.19) 
The dotted line in Figure 3.3 shows the shifted deterministic boundary for system 
with identical components. The feasible region for the second cycle will be narrower 
when compared to the first cycle of the optimization. The optimum solution is obtained 
for second optimization cycle and reliability is assessed. The results should improve 
drastically from the first cycle. If the required target is not met, the process is continued 
until the objective converges and the reliability target is achieved [1].  
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CHAPTER 4 
 NUMERICAL EXAMPLES 
In order to demonstrate and validate the developed methodology, four numerical 
example cases are discussed in this section. A simple case of a system with two identical 
components is modelled, followed by designing a system with non-identical components 
and finally the formulation for finding the optimum number of components for a system 
is discussed. In all the cases, the component 1 is assumed to fail first. 
4.1 Case 1 - System with Identical Components 
A simple load sharing system consisting of two identical components is 
considered. Figure 4.1 shows two identical I-Beams loaded with a bar at the top. 
Assuming the system to be a machine bed and a load of 600KN is applied at the top 
which splits equally to two beams, so that each beam experiences a load of 300KN.  
 
Figure 4.1: A Simple Load Sharing System 
The beam fails when load exceeds its yield strength and the system fails if both 
components fail. The objective is to design the beams with minimum cost so that the 
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reliability level of system is atleast 99.87%. As the components are identical, Figure 4.2 
represents a single beam and its design parameters.  
 
Figure 4.2: Dimensions of I-Beam from Zhuang [5]. 
 To design the beam, two random variables X1 and X2 needs to be determined [5, 
60, 13]. Due to manufacturing variability, these two variables X1 and X2 are random and 
are normally distributed with σ1 = 2.025 cm and σ2 = 0.225 cm respectively. The length 
of the beam is 200 cm. The maximum bending stress ‘σ’ for each beam is taken as 16 
KN/ cm2. Also, an unshared external axial load ‘Q’ of 50KN acts on each beam. Both the 
vertical and lateral loads are assumed to be normally distributed, i.e., P ~ N(600, 10) KN 
and Q ~ N(50, 1) KN. The target reliability index ‘β’ for the system is 3.0115 
(Probability of failure= 0.0013). Both the components are identical and have same 
performance function (g1(x) = g2(x)).  
 The overall objective of this problem is to reduce the system cost, i.e., the weight 
of the individual components which contributes to overall system cost and on the other 
hand should satisfy the required system reliability level. For simplicity, the beam length 
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and material density are assumed to be constant, so minimizing this function will be 
equivalent to minimizing the cross sectional area of the beam [5]. Now, the objective will 
be to minimize the function, f(x1, x2) = 2x1x2 + x2(x1 − 2x2). The limit state function 
g(x1, x2)  ≥ 0 for each component is the difference between bending threshold and the 
actual bending stress. G(x1, x2) is defined as, 
G(x1, x2)  = σ − (
My
Zy
+
M𝑧
Zz
) 
(4.1) 
 For the purpose of simplicity, the loads P and Q are assumed to be equal to their 
mean value and each component has only one performance function (i =1). As the beams 
are identical and have similar performance functions, the conditional probability 
functions g1/2 and g2/1 will also be the same. These two identical components are taken as 
two different components with same values for the variables for better understanding. 
The problem formulation is as follows. 
Objective: Minimize 2μ1μ2 + μ2(μ1 − 2μ2) +  2μ3μ4 + μ4(μ3 − 2μ4) (4.2) 
S. T: {1 − P[g1(μ1, μ2) < 0] ∗ P[g2 1⁄ (μ3, μ4) < 0]}  ≥ 0.9987 (4.3) 
10 ≤  μ1  ≤  80, 0.9 ≤  μ2  ≤  5 ; 10 ≤  μ3  ≤  80, 0.9 ≤  μ4  ≤  5   (4.4) 
μ1, μ2, μ3, μ4 ≥  0 (4.5) 
μ1 =  μ3 ;   μ2 =  μ4  (4.6) 
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g1(μ1, μ2) =  σ −
0.3(
p
2)μ1 
μ2(μ1 − 2μ2)3  + 2μ1μ2(4μ2
2   + 3μ1
2 − 6μ1μ2)
+
0.3qμ2 
(μ1 − 2μ2)μ23   + 2μ2μ13
 
 
 
(4.7) 
g2(μ3, μ4) =  σ −
0.3(
p
2)μ3 
μ4(μ3 − 2μ4)3  + 2μ3μ4(4μ4
2   + 3μ3
2 − 6μ3μ4)
+
0.3qμ4 
(μ3 − 2μ4)μ43   + 2μ4μ33
 
 
 
(4.8) 
g1/2(μ1, μ2) =   σ −
0.3pμ1 
μ2(μ1 − 2μ2)3  + 2μ1μ2(4μ2
2   + 3μ1
2 − 6μ1μ2)
+
0.3qμ2 
(μ1 − 2μ2)μ23   + 2μ2μ13
 
 
 
(4.9) 
g2/1(μ3, μ4) =  σ −
0.3pμ3 
μ4(μ3 − 2μ4)3  + 2μ3μ4(4μ4
2   + 3μ3
2 − 6μ3μ4)
+
0.3qμ4 
(μ3 − 2μ4)μ43   + 2μ4μ33
 
 
 
(4.10) 
 The probability of failure of the system is nothing but the probability that both 
components fail. For this case, the failure probability should be less than 0.0013 or in 
other words, the reliability should be greater than or equal to 99.87%. In this problem, 
even though the components are identical and has same performance function, they are 
treated as two different components with same values for variables. But the final answer 
for the variables x1, x3 and x2, x4 will be identical. 
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The Genetic Algorithm is used for the Optimization process and Performance 
Measure Approach (PMA) is used for reliability analysis. Using the above discussed 
methodology, the optimum mean values of the design variables is found within few 
iterations. The solution obtained from MATLAB software for each cycle is tabulated in 
Table 4.1. 
Table 4.1: Results for Case 1 
Cycle µ1 µ2 µ3 µ4 Cost Rsystem 
1 31.4745 0.9470 31.4745 0.9470 175.25 0.6583 
2 34.2925 0.9259 34.2925 0.9259 187.07 0.8342 
3 38.4987 1.0298 38.4987 1.0298 233.63 0.9988 
 
The optimum design value for the beam is found to be µ1 = 38.4987cm, µ2 = 
1.0298 cm with total system cost of 233.63 sq.cm. In order to validate the results 
obtained for the given system, the Monte Carlo Simulation is carried out for the given 
performance function by generating random samples from the given distribution. The 
average reliability of the system is found to be 99.80% and the solution is acceptable. If 
the conditional probabilities are not considered, then the actual reliability is only around 
95.2 % which is erroneous due to load sharing property. 
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4.2 Case 2 - System with Identical Components but with Different Performance 
Functions 
There are situations where the manufacturer can afford to produce only one type 
of component which is interchanged for different purposes. In these cases, the design of 
the components in the system is identical but the performance function for each 
component varies depending on the loading condition or location where it is installed for 
usage. The developed methodology can be extended to this type of system with identical 
components but with different performance functions for each component. To validate 
the claim, the same system shown in Figure 4.1 and 4.2 is used but the performance 
function is altered based on the applied load ‘P’. In this case, the load ‘P’ is not equally 
distributed and the load ‘Q’ is acting on only one component and hence the failure 
function will not be the same even though the components are identical. The objective 
function remains the same but the performance function constraint is changed in the 
problem formulation as follows. 
Objective: Minimize 2μ1μ2 + μ2(μ1 − 2μ2) +  2μ3μ4 + μ4(μ3 − 2μ4) (4.11) 
S. T: {1 − P[g1(μ1, μ2) < 0] ∗ P[g2 1⁄ (μ3, μ4) < 0]}  ≥ 0.9987 (4.12) 
10 ≤  μ1  ≤  80, 0.9 ≤  μ2  ≤  5 ; 10 ≤  μ3  ≤  80, 0.9 ≤  μ4  ≤  5   (4.13) 
μ1, μ2, μ3, μ4 ≥  0 (4.14) 
μ1 =  μ3 ;   μ2 =  μ4  (4.15) 
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g1(μ1, μ2) =  σ −
0.3(
2p
3 )μ1 
μ2(μ1 − 2μ2)3  + 2μ1μ2(4μ2
2   + 3μ1
2 − 6μ1μ2)
+
0.3qμ2 
(μ1 − 2μ2)μ23   + 2μ2μ13
 
 
 
(4.16) 
g2(μ3, μ4) =  σ −
0.3(
p
3)μ3 
μ4(μ3 − 2μ4)3  + 2μ3μ4(4μ4
2   + 3μ3
2 − 6μ3μ4)
 
 
(4.17) 
g1/2(μ1, μ2) =   σ −
0.3pμ1 
μ2(μ1 − 2μ2)3  + 2μ1μ2(4μ2
2   + 3μ1
2 − 6μ1μ2)
+
0.3qμ2 
(μ1 − 2μ2)μ23   + 2μ2μ13
 
 
 
(4.18) 
g2/1(μ3, μ4) =  σ −
0.3pμ3 
μ4(μ3 − 2μ4)3  + 2μ3μ4(4μ4
2   + 3μ3
2 − 6μ3μ4)
 
 
(4.19) 
 The reliability of the system should be greater than or equal to 99.87%. This 
problem is also formulated as previous case such that, even though the components are 
identical, they are treated as two different components with same values for variables. 
The final answer for the variables x1, x3 and x2, x4 will be identical. The Genetic 
Algorithm is used for the Optimization process and Performance Measure Approach 
(PMA) is used for reliability analysis. The optimum mean values of the design variables 
is found within a couple of iterations. The solution obtained from MATLAB software for 
each cycle is tabulated in Table 4.2. 
The optimum design value for the beam is found to be µ1 = 40.5532 cm, µ2 = 
1.0902 cm with total system cost of 260.53 sq.cm. The average reliability of the system 
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obtained with Monte Carlo Simulation is 98.92%. If the conditional probabilities are not 
considered, then the actual reliability is only around 94.6% which is erroneous due to 
load sharing property. 
Table 4.2: Results for Case 2. 
Cycle µ1 µ2 µ3 µ4 Cost Rsystem 
1 36.0270 1.0136 36.0270 1.0136 208.92 0.6975 
2 37.0654 1.0141 37.0654 1.0141 221.43 0.8790 
3 40.5532 1.0902 40.5532 1.0902 260.53 0.9989 
 
4.3 Case 3 - System with Non-Identical Components 
Most of the engineering systems consists of components that are non-identical but 
their combined performance is necessary for the system to operate. In these cases, the 
above developed methodology can be used to design the components optimally, ensuring 
the system safety. In order to demonstrate this case, one of the I-Beam in the system 
shown in Figure 4.1 is replaced by a beam of rectangular cross section shown in Figure 
4.3. Also, the external load ‘Q’ is ignored. 
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Figure 4.3: Beam of Rectangular Cross Section 
The geometrical dimensions of this component is given in Figure 4.3. The length 
of the beam is 200cm. The random variables X3 and X4 are normally distributed with σ3 = 
2.025 cm and σ4 = 0.225. The other parameters are also taken to be the same as the I-
Beam, with load ‘Q’ removed. The cost function for rectangular beam is f(x3, x4) = x3.x4. 
The performance function G(x3, x4) is given in equation 4.20.  
G(x3, x4) = σ −
6PL 
4 ∗ x3x42  
 (4.20) 
The complete problem formulation is as follows. 
Objective: Minimize 2μ1μ2 + μ2(μ1 − 2μ2) +  (μ3 ∗ μ4) (4.21) 
S. T: {1 − P[g1(μ1, μ2) < 0] ∗ P[g2 1⁄ (μ3, μ4) < 0]} ≥ 0.9987 (4.22) 
10 ≤  μ1  ≤  80, 0.9 ≤  μ2  ≤  5 ; 1 ≤  μ3  ≤  25, 10 ≤  μ4  ≤  50 (4.23) 
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μ1, μ2, μ3, μ4 ≥  0 (4.24) 
g1(μ1, μ2) =  σ −
0.3(
p
2)μ1 
μ2(μ1 − 2μ2)3  + 2μ1μ2(4μ2
2   + 3μ1
2 − 6μ1μ2)
 (4.25) 
g2(μ3, μ4) =  σ −
300(
p
2) 
μ3μ42  
 (4.26) 
g1/2(μ1, μ2) =   σ −
0.3pμ1 
μ2(μ1 − 2μ2)3  + 2μ1μ2(4μ2
2   + 3μ1
2 − 6μ1μ2)
 (4.27) 
g2/1(μ3, μ4) =  σ −
300p 
μ3μ42  
 (4.28) 
The Genetic Algorithm is used for the Optimization process and Performance 
Measure Approach (PMA) is used for reliability analysis. The optimum mean values of 
the design variables found from MATLAB software for each cycle is tabulated in Table 
4.3. 
Table 4.3: Results for Case 3. 
Cycle µ1 µ2 µ3 µ4 Cost Rsystem 
1 31.4275 0.9307 2.9527 43.6260 214.83 0.6709 
2 32.5215 1.0124 3.7869 44.5877 265.58 0.8542 
3 35.9531 1.1120 4.5016 45.9437 324.28 0.9990 
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The optimum value for the component 1 (I-Beam) is µ1 = 35.9531 cm, µ2 = 
1.1120 cm and for rectangular bar is µ3 = 4.5016 cm, µ4 = 45.9437 cm with total system 
cost of 324.38 sq.cm. The average reliability of the system obtained with Monte Carlo 
Simulation is around 98.86%. If the conditional probabilities are not considered, then the 
actual reliability is only around 93%. 
4.4 Case 4 - Selection of Components Required for the System 
In addition to optimal design of components in a system, the user might be 
interested to know whether to include all the components or else eliminate some 
components so that the system cost could be reduced while the reliability target is still 
attainable. When the system consists of non-identical components, then the cost of each 
components will play a vital role in designing and allocating the number of components 
to the system. For instance, it is efficient to design components with lower cost function 
that perform at the same level than to design the one with higher cost function, provided 
that there is no restriction for the number of components to be manufactured. 
In order to solve this case, a mixed integer programming problem is formulated 
with I-Beam and rectangular box beam used for the previous case. The final solution will 
provide a knowledge whether the system has an optimum cost by including both 
components or by designing any one component to carry full load for the given reliability 
level. The problem formulation is given below. 
Objective: Minimize b1[2μ1μ2 + μ2(μ1 − 2μ2)] +  b2[(μ3 ∗ μ4)] (4.29) 
[b1g1(μ1, μ2) ≥ 0] (4.30) 
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[b2g2(μ3, μ4) ≥ 0] (4.31) 
10 ≤  μ1  ≤  80, 0.9 ≤  μ2  ≤  5 ; 1 ≤  μ3  ≤  25, 10 ≤  μ4  ≤  50   (4.32) 
b1, b2  ∈ [0,1];  μ1, μ2, μ3, μ4 ≥  0  (4.33) 
g1(μ1, μ2) =  σ −
0.3(
p
2)μ1 
μ2(μ1 − 2μ2)3  + 2μ1μ2(4μ2
2   + 3μ1
2 − 6μ1μ2)
 (4.34) 
g2(μ3, μ4) =  σ −
300(
p
2) 
μ3μ42  
 (4.35) 
g1/2(μ1, μ2) =   σ −
0.3pμ1 
μ2(μ1 − 2μ2)3  + 2μ1μ2(4μ2
2   + 3μ1
2 − 6μ1μ2)
 (4.36) 
g2/1(μ3, μ4) =  σ −
300p 
μ3μ42  
 (4.37) 
The reliability assessment is done according to the results of the above 
formulation. In order to keep the system in working condition, either the component 1 
should be designed to carry the entire load or the component 2 should be designed to 
carry the entire load or components 1 and 2 should be combined to carry the entire load 
provided that even if one component fails, the other component holds out. The sum of the 
binary variables gives us the optimum number of components required for the system. 
Also, with the knowledge of these binary variables, the components that are to be 
included in the system can be easily identified. The result is that b1 =1 and b2 = 0 with 
design parameters are µ1 = 53.8166 cm, µ2 = 0.9524 cm, with total system cost of 151.95 
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sq.cm. In this case, the component 1 is optimum to carry the entire load depending on the 
overall cost. But, in terms of K out of n: G system, if it is essential to place at least two 
components, then one more constraint given in equation 4.38 is added to the above 
formulation. 
b1 + b2 ≥ k (4.38) 
If k=2, then b1 =1 and b2 = 1 and both the components are included in our design 
leading to optimum value of µ1 = 35.6959 cm, µ2 = 1.0105 cm for I-Beam and for 
rectangular bar µ3 = 4.6404 cm, µ4 = 45.7061 cm with total system cost of 320.26 sq.cm. 
In systems where the number of components is large, then this method will be helpful in 
selecting the components needed to be included in the system. 
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CHAPTER 5 
CONCLUSIONS AND RECOMMENDATIONS 
 This research proposes a novel approach for the design optimization of load 
sharing systems using Sequential Optimization and Reliability Assessment (SORA) 
framework. The optimal design of the components to satisfy the required system level 
reliability target can be arrived using this method with least computational requirement. 
This is because the objective converges rapidly by employing sequential cycles of 
optimization and reliability assessment. Several numerical examples are provided in 
order to validate this method by designing components for different types of systems. The 
number of function evaluations were less than 1000 for all the four cases of numerical 
examples. Also, the formulation for finding the optimum number of components for a 
given system is discussed at the end.  
 In terms of accuracy of the optimum solution, Monte Carlo Simulation is 
conducted from the given distribution and the reliability level achieved for each case is as 
follows.  
1. Reliability of system with identical components is around 99.80%,  
2. Reliability of system with identical components but with different performance 
function is around 99.52%, 
3. Reliability of system with non-identical components is around 98.86% 
 The solutions obtained for these cases are acceptable as the error percentage is 
low. This error is due to the fact that the cost function and performance function for the 
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components are non-linear. So, the first order approximation during reliability analysis 
leads to loss in accuracy of the result. Also, for a system with non-identical components, 
the convergence of the objective might take a long time with increased cycles of 
optimization and reliability analysis. This drawback may be due to the difference in 
component design variables as well as the constraint and objective functions are non-
linear. So, the activities of the deterministic constraint changes drastically for each cycle 
leading to increased computation. But, sometimes, the results were conservative that led 
to increased system cost rather than allowing the system to fail. This is due to the nature 
of shifting vector strategy, which might have moved the most probable point far inside 
the feasible region than required. Also, this shifting strategy will work reliably only for 
the random variables with normal distribution. If there is a mix of random variables with 
normal distribution and other distributions, or if the random variables are non-normally 
distributed, this method of using FORM with SORA is not applicable. 
 In order to overcome the problems with FORM method, Du [58] proposed saddle 
point approximation method for SORA, which could be tried for our system. Also, there 
is a high need to reduce the curse of dimensionality while formulating the system 
reliability constraint for components with dependent probability of failure. As the number 
of components increase, the conditional probability for each and every components’ 
working or failed state needs to be incorporated, which will increase the computational 
requirement of the single constraint many fold. So, if the system has many constraints, 
the computation will be much complex and also reaching an optimum solution will be 
difficult. Also, as the computational demand of most probable point based approach and 
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the number of random variables are approximately proportional to each other, the random 
variables which are of least importance or inessential for the component design can be 
sorted out by developing methodology using design of experiment (DOE) techniques, 
which might be the objective for future research. This will result in reduced problem size 
and might contribute towards alleviating the curse of dimensionality problem, leading to 
increased computational efficiency.  
 But in case of designing simple system with less number of components or 
designing individual components for the given reliability, this method is reliable as well 
as efficient. Other usefulness with this method is that the design objective is deterministic 
and there is no need to perform probability analysis during the optimization process. 
Also, the reliability is measured only at the desired level (R-Percentile) and the use of 
robust inverse MPP search algorithm will makes it more computationally efficient [1]. 
Finally, the optimum number of components required for the system is found by 
formulating a mixed integer programming problem.  
 
 
 
 
 
 
 
REFERENCES 
50 
 
[1] Du, X., and W. Chen. 2004. Sequential Optimization and Reliability Assessment 
Method for Efficient Probabilistic Design. Journal of Mechanical Design, 126(2), 
225-233. 
 
 
[2] McDonald, M., and S. Mahadevan. 2008. Design Optimization with System-
Level Reliability Constraints. Journal of Mechanical Design, 130. 
 
 
[3] Royset, O. J., and A. Der Kiureghian. 2001. Reliability-Based Optimal Design of 
Series Structural Systems. Journal of Engineering Mechanics, 127(6), 607-614. 
 
 
[4] Royset, O. J., A. Der Kiureghian and E. Polak. 2001. Reliability-Based Optimal 
Structural Design by Decoupling Approach. Reliability Engineering and System 
Safety, 73, 213-221. 
 
 
[5] Zhuang, X. 2012. Product Design Optimization under Epistemic Uncertainty. 
Ph.D. Dissertation, Arizona State University. 
 
 
[6] Zhuang, X., and R. Pan. 2012. A Sequential Sampling Strategy to Improve 
Reliability-Based Design Optimization with Implicit Constraint Functions. 
Journal of Mechanical Design, 134. 
 
 
[7] Zhuang, X., R. Pan, R and X. Du. 2015. Enhancing Product Robustness in 
Reliability-Based Design Optimization. Reliability Engineering and System 
Safety, 138, 145-153. 
 
 
[8] Gao, P., and L. Xie. 2015. Dynamic reliability models of mechanical load sharing 
parallel systems considering strength degradation of components. Journal of 
Mechanical Engineering Science, 229(13), 2484-2495.  
 
 
[9] Beyer, H., and B. Sendhoff. 2007. Robust optimization – A comprehensive 
survey. Computer methods in applied mechanics and engineering 
196(3334):3190–3218. 
 51 
 
[10] Kiureghian, A., and O. Ditlevsen. 2009. Aleatory or epistemic does it matter. 
Structural Safety 31(2):105–112. 
 
 
[11] Samson, S., S. Thoomu, G. Fadel, and J. Reneke. 2009. Reliable design 
optimization under aleatory and epistemic uncertainties. In International Design 
Engineering Technical Conferences and Computers and Information in 
Engineering Conference. 
 
 
[12] Huang, Z., and Y. Jin. 2009. Extension of Stress and Strength Interfernce Theory 
for Conceptual Design-for-reliability. Journal of Mechanical Design, 131. 
 
 
[13] Bala Subramaniyan, A., and R. Pan. 2016. Reliability Based Design 
Optimization of Load Sharing Systems. Industrial and Systems Engineering 
Research Conference (ISERC 2016), Anaheim, California.  
 
 
[14] Liang, J., Z. Mourelatos, and E. Nikolaidis. 2007. A single-loop approach for 
system reliability-based design optimization. Journal of Mechanical Design 
129(12):1215–1224. 
 
 
[15] Shan, S., and G. Wang. 2008. Reliable design space and complete singleloop 
reliability-based design optimization. Reliability Engineering and System Safety 
93(8):1218–1230. 
 
 
[16] Sopory, A., S. Mahadevan, Z. Mourelatos and J. Tu. 2004. Decoupled and single 
loop methods for reliability-based optimization and robust design. In Design 
Engineering Technical Conferences and Computers and Information in 
Engineering Conference. 
 
 
[17] Zou, T., S. Mahadevan and A. Sopory. 2004. A Reliability Based Design Method 
Using Simulation Techniques and Efficient Optimization Approach. Proceedings 
of ASME Design Engineering Technical Conferences and Computer and 
Information in Engineering Conferences, Salt Lake City, Utah. 
 
  
[18] Gupta, R., S.K. Mittal and C.M. Batra. 2007. Reliability parameters of a power 
generating system with shared Load. Journal of Mathematical Statistics, 3: 211. 
 
 52 
 
 
[19] Shao, J., and L.R. Lamberson. 1991. Modeling a shared-load kout-of-n: G 
system. IEEE Reliability Transaction, 40: 205–209. 
 
 
[20] Sergey, V.G., and V.U. Lev. 2014. An Inverse problem of Load Sharing System 
Reliability Analysis: Constructing the Load Function. Journal of Risk and 
Reliability, 1-10. 
 
 
[21] Gurov SV and L.V. Utkin. 2012. Load-share reliability models with the 
piecewise constant load. Int J Reliab Safe, 6(4): 338–353. 
 
 
[22] Gurov SV and L.V. Utkin. 2014. A continuous extension of a load-share 
reliability model based on a condition of the residual lifetime conservation. Eur J 
Ind Eng, 8(3): 349–365. 
 
 
[23] Du, X., and W. Chen. 2000. Towards a better understanding of modeling 
feasibility robustness in engineering design. Journal of Mechanical Design 
122(4):385–394. 
 
 
[24] Kuczera, R., Z. Mourelatos, E. Nikolaidis, and J. Li. 2009. A simulationbased 
RBDO method using probabilistic te-analysis and a trust region approach. In 
International Design Engineering Technical Conferences and Computers and 
Information in Engineering Conference. 
 
 
[25] Mok, C., N. Sitar, and A. Kiureghian. 2002. Improving accuracy of first-order 
reliability estimate by importance sampling simulations. In ModelCARE. 
 
 
[26] Guo, X., K. Yamazaki, and G. Cheng. 2001. A new three-point approximation 
approach for design optimization problems. International Jounal for Numerical 
Methods in Engineering 50(4):869–884. 
 
 
[27] Madsen, H., S. Krenk, and N. Lind. 2006. A single-loop approach for system 
reliability-based design optimization. Journal of Mechanical Design 
129(12):1215–1224. 
 
 
 53 
 
[28] Myers, R., and D. Montgomery. 1995. Response Surface Methodology: Process 
and Product Optimization Using Designed Experiments. New York: Wiley & 
Sons. 
 
 
[29] Lee, I., K. Choi, and D. Gorsich. 2010. Sensitivity snalysis of FORM-based and 
DRM-based performance measure approach (PMA) for reliability-based design 
optimization (RBDO). In International Journal for Numerical Methods in 
Engineering, Volume 82, 26–46. 
 
 
[30] Rahman, S., and H. Xu. 2004. A univariate dimension-reduction method for 
multi-dimensional integration in stochastic mechanics. Probabilistic Engineering 
Mechanics 19(4):393–408. 
 
 
[31] Youn, B., and Z. Xi. 2009. Reliability-based robust design optimization using the 
eigenvector dimension reduction (EDR) method. Structural and Multidisciplinary 
Optimization 37(5):475–492. 
 
 
[32] Youn, B., Z. Xi, and P. Wang. 2008. Eigenvector dimension reduction (EDR) 
method for sensitivity-free probability analysis. Struct Multidisc Optim 37:13– 
28. 
 
 
[33] Youn, B., Z. Xi, L. Wells, and P. Wang. 2006. Enhanced dimension reduction 
(EDR) method for sensitivity-free uncertainty quantification. In Multidisciplinary 
Analysis and Optimization Conference. 
 
 
[34] Yu, X., K. Choi, and K. Chang. 1997. A mixed design approach for probabilistic 
structural durability. Structural and Multidisciplinary Optimization 14(2– 3):81–
90. 
 
 
[35] Youn, B., K. Choi, R. Yang, and L. Gu. 2004. Reliability-based design 
optimization for crashworthiness of vehicle side impact. Struct Multidisc Optim 
26(3–4):272–283. 
 
 
[36] Enevoldsen, I., and J. Sorensen. 1994. Reliability-based optimization in structural 
engineering. Struct. Saf. 15(3):169–196. 
 
 54 
 
 
[37] Yang, R., and L. Gu. 2003. Experience with approximate reliability-based 
optimization methods. Springer-Verlag. 
 
 
[38] Du, L., K. Choi, B. Youn, and D. Gorsich. 2006. Possibility-based design 
optimization method for design problems with both statistical and fuzzy input 
data. Journal of Mechanical Design 128(4):928–935. 
 
 
[39] Taguchi, G., 1993, Taguchi on Robust Technology Development: Bringing 
Quality Engineering Upstream, ASME Press, New York.  
 
 
[40] Phadke, M.S. Quality Engineering Using Robust Design. 1989. Prentice Hall, 
Englewood Cliffs, NJ.  
 
 
[41] Parkinson, A., C. Sorensen, and N. Pourhassan. 1993. A General Approach for 
Robust Optimal Design. ASME Journal of Mechanical Design, 115(1), pp.74-80.  
 
 
[42] Chen, W., J.K. Allen, F. Mistree, and K.L. Tsui. 1996. A Procedure for Robust 
Design: Minimizing Variations Caused by Noise Factors and Control Factors. 
ASME Journal of Mechanical Design, 18(4), pp. 478-485.  
 
 
[43] Du, X. and W. Chen. 2002. Efficient Uncertainty Analysis Methods for 
Multidisciplinary Robust Design. AIAA Journal, 40(3), pp. 545 - 552. 
 
 
[44] Melchers, R.E. 1999. Structural Reliability Analysis and Prediction. John Wiley 
& Sons, Chichester, England.  
 
 
[45] Carter, A. D. S. 1997. Mechanical reliability and design. New York, Wiley.  
 
 
[46] Grandhi, R.V. and L.P. Wang. 1998. Reliability-Based Structural Optimization 
Using Improved Two-Point Adaptive Nonlinear Approximations. Finite 
Elements in Analysis and Design, 29(1), pp. 35-48.  
 
 
 55 
 
[47] Wu, Y.-T. and W. Wang. 1996. A New Method for Efficient Reliability-Based 
Design Optimization. Probabilistic Mechanics & Structural Reliability: 
Proceedings of the 7th Special Conference, pp. 274-277. 
 
 
[48] Liu, H. 1998. Reliability of Load Sharing k out of n:G System: Non-IID 
Components with Arbitrary Distribution, IEE Transaction on Reliability, 47. 
 
 
[49] Chang, K.H. 2015. e-Design: Computer Aided Engineering Design, Elsevier, 
ISBN: 978-0-12-382038-9. 
 
 
[50] Kececioglu, D. 2003. Robust Engineering Design-by-Reliability. DEStech, 
Lancaster, PA. 
 
 
[51] Kapur, C.K., & L.R. Lamberson. 1983. Reliability in Engineering Design. 
Marcel Dekker, New York. 
 
 
[52] Wu, Y.T. 1994. Computational Methods for Efficient Structural Reliability and 
Reliability Sensitivity Analysis. AIAA Journal, 32(8), 1717-1723. 
 
 
[53] Du, X. and W. Chen. 2000. Towards a Better Understanding of Modeling 
Feasibility Robustness in Engineering. ASME Journal of Mechanical Design, 
122(4), pp. 357-583. 
 
 
[54] Chen X. and T.K. Hasselman. 1997. Reliability Based Structural Design 
Optimization for Practical Applications. 38th AIAA/ASME/ASCE/AHS/ASC 
Structures, Structural Dynamics and Materials Conference and Exhibit and 
AIAA/ASME/AHS Adaptive Structural Forum, Kissimmee, Florida.  
 
 
[55] Wu, Y.-T., Y. Shin, R. Sues and M. Cesar. 2001. Safety-Factor based Approach 
for Probabilistic-based Design optimization. 42nd 
AIAA/ASME/ASCE/AHS/ASC Structures, Structural Dynamics and Materials 
Conference and Exhibit, Seattle, Washington.  
 
 
 56 
 
[56] Sues, R.H., and M. Cesare. 2000. An Innovative Framework for Reliability-
Based MDO. 41st AIAA/ASME/ASCE/AHS/ASC SDM Conference, Atlanta, 
GA. 
 
 
[57] Hasofer, A.M. and N.C. Lind. 1974. Exact and Invariant Second-Moment Code 
Format. Journal of the Engineering Mechanics Division, ASCE, 100(EM1), pp. 
111-121. 
 
 
[58] Du, X. 2008. Saddlepoint Approximation for the Sequential Optimization and 
Reliability Analysis. Journal of Mechanical Design, 130. 
 
 
[59] Du, X. A. Sudjianto and W. Chen. 2003. An Integrated framework for 
Optimization under Uncertainty Using Inverse Reliability Strategy. ASME 
International Design Engineering Technical Conferences and the Computers and 
Information in Engineering Conference, Chicago, Illinois. 
 
 
[60] Sanchis, J., M. Martinez, and X. Blasco. 2008. Integrated multiobjective 
optimization and a priori preferences using genetic algorithms. Information 
Sciences 178(4):931–951. 
