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Abstract
Signal detection and estimation theory attempts to recover useful information from data
corrupted by random perturbations. On the other hand, unsupervised learning theory tries
to find unknown patterns in a data set without any preexisting labels. The presented re-
search investigates the application of signal detection, estimation and unsupervised learning
theory to two problems of significant practical interest: robust time synchronization over
packet-switched networks, and passive multiple-input-multiple-output (MIMO) radar net-
works. Under the first topic, we describe new robust clock synchronization algorithms
for IEEE 1588, a widely used time synchronization protocol for packet-switched networks.
In the second topic, we present new target detection algorithms for passive MIMO radar
networks.
The IEEE 1588 Precision Time Protocol (PTP) is a popular time synchronization pro-
tocol used in various packet switched networks. PTP is built upon the classical two-way
message exchange scheme in which a slave node exchanges a series of time synchronization
packets with a master node. The slave node then uses the timestamps from these exchanged
packets to estimate its clock skew and offset relative to the clock of the master. The mes-
sages traveling between the master and slave nodes can encounter several intermediate
switches and routers, accumulating delays at each node. The main factors contributing to
the overall delay are the fixed propagation and processing delays at the intermediate nodes
and the random queuing delays at each such node. Due to the stochastic nature of the
end-to-end delays, the joint recovery of clock skew and offset from the timestamps of the
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exchanged packets can be treated as a statistical estimation problem.
In most practical implementations of PTP, it is assumed that the fixed propagation de-
lays in the forward and reverse paths are identical. The presence of an unknown asymmetry
between the fixed path delays can significantly degrade the performance of clock skew and
offset estimation schemes. In the first part of this dissertation, we employ concepts from
estimation theory and unsupervised learning theory to develop new clock skew and offset
estimation schemes for PTP that are robust against unknown path asymmetries.
We first consider the problem of clock offset estimation when complete information on
the clock skew is available, possibly from synchronous ethernet. We assume the availability
of multiple master-slave communication paths, each with a possibly unknown asymmetry
between the fixed path delays in the two directions. Under this scenario, we describe new
lower bounds on the mean square estimation error for a clock offset estimation scheme and
present a robust clock offset estimation scheme that exhibits performance close to these
bounds. The robust scheme employs the expectation-maximization (EM) algorithm and
unsupervised learning to identify the asymmetric paths while simultaneously providing an
estimate of the clock offset.
Next, we consider the problem of the joint estimation of clock skew and offset, assum-
ing synchronous ethernet is unavailable. We describe new optimum clock skew and offset
estimators when the fixed path delays in the two directions are identical. These optimum
estimators achieve the smallest mean square estimation error among the class of invariant
estimators and exhibit significant performance gains over conventional estimators. Further,
the optimum estimators are useful in developing lower bounds on the mean square estima-
tion error for clock skew and offset estimation schemes when we have multiple master-slave
communication paths, and there is possibly unknown asymmetry between the fixed path
delays.
Finally, for the case of unknown path asymmetries, we present a robust iterative clock
skew and offset estimation scheme that exhibits a mean square estimation error close to the
2
lower bounds when asymmetry is present. The robust scheme approximates the statistical
distribution of the random queuing delays using a Gaussian mixture model and employs
the space-alternating-generalized-expectation-maximization (SAGE) algorithm, an unsu-
pervised learning algorithm and a variant of the EM algorithm, for learning all the unknown
parameters, including clock skew and offset. The robust iterative scheme provides impres-
sive run times since the SAGE algorithm allows us to obtain closed-form update equations
for all unknown parameters, eliminating the need for a numerical solver.
The second topic of this dissertation investigates the problem of target detection in
passive MIMO radar. Passive radar differs from conventional active radar in that it relies
on preexisting signals from non-cooperative transmitters instead of transmitting a known
signal. Although we do not control the transmitters, we usually have prior information
regarding the modulation scheme employed at the non-cooperative transmit stations. The
transmitted signal, however, is not fully known as it still contains unknown information
symbols. By employing concepts from detection and learning theories, we developed new
target detection algorithms for passive MIMO radar that can exploit the available informa-
tion regarding the modulation format of the transmitted signal.
We introduce a relaxation, where we assume the information symbols to be any complex
real numbers as opposed to an actual modulation symbol from a defined finite set. Assuming
the modulation format of the transmitted signal is known, we present new explicit closed-
form expressions for the generalized likelihood ratio tests for target detection in passive
MIMO radar networks. The performance of the generalized likelihood ratio test in the
known modulation format case is often significantly more favorable when compared to the
case that does not exploit this information. Further, the performance improves with an
increasing number of samples per symbol and, for a sufficiently large number of samples
per symbol, the performance closely approximates that of an active radar with a known
transmitted signal. Finally, numerical results indicate that the relaxation causes little loss
at reasonable signal-to-noise ratios.
3
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Chapter 1
Introduction
1.1 Robust Time Synchronization Over Packet-Switched Net-
works
Clock synchronization is a mechanism for providing a standard time to various devices
across a distributed network. It is of critical importance because every aspect of managing,
securing, planning, and debugging a network involves determining when particular events
happen. It should be noted that the rapid growth of the Internet-of-Things (IoT) systems
provide a rapidly increasing number of devices which require clock synchronization [1].
One of the most popular mechanisms for achieving standard time across a network is
to use the Global Positioning System (GPS). Each GPS satellite contains multiple atomic
clocks that contribute exact time data to the GPS signals. GPS receivers decode these
signals, effectively synchronizing each receiver to the atomic clocks. Although GPS-based
timing is very accurate, it may not be feasible to equip every device in a network with a
GPS receiver. Further, GPS-based time synchronization requires line-of-sight between the
device and the GPS satellite, a condition that might not be possible for some devices in the
network. A popular alternative to GPS-based timing is network time distribution. In this
approach, the time from a high-cost, high-stability clock (termed master) is distributed to
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low-cost, low-stability clocks (termed slaves) via an interconnecting network. Several time
synchronization protocols based on network time distribution are available in the literature.
For instance, the Network Time Protocol (NTP) [2] and the IEEE 1588 Precision Time
Protocol (PTP) [3] are widely used in IP networks, while protocols such as the Timing
Protocol for Sensor Networks (TPSN) [4], Lightweight Time Synchronization protocol (LTS)
[5] and Reference Broadcast Time synchronization (RBS) protocol [6] are used in wireless
sensor networks.
The clock time at the slave node is modeled mathematically as a function 𝑐(𝑡) of the
master node’s clock time 𝑡, i.e., 𝑐(𝑡) = 𝜑𝑡+ 𝛿 [7, 8, 9, 10, 11], where 𝜑 denotes the relative
clock skew and 𝛿 denotes the relative clock offset of the slave’s clock time with respect to
the master’s clock time. If the clocks at the slave and master node are synchronized, then
𝑐(𝑡) = 𝑡. However, in practice, these clocks are not synchronized, implying a synchronization
error 𝑒(𝑡) = |𝑐(𝑡) − 𝑡| that can grow over time. Time synchronization protocols must be
utilized to ensure that 𝑒(𝑡) remains small.
PTP is a popular time synchronization protocol currently used in a number of packet-
switched networks, including electrical grid networks [12], cellular base station synchroniza-
tion in 4G Long Term Evaluation (LTE) networks [13], substation communication networks
[14] and industrial control networks [15]. It is cost effective and offers accuracy comparable
to Global Positioning System (GPS)-based timing. Emerging technologies such as Fog Com-
puting and industrial IoT have identified the IEEE 802.1Q amendment for Time-Sensitive
Networking (TSN) as the standard for time-predictable networking [16]. TSN is based on
PTP to provide a global notion of time over the local area network.
A fundamental mechanism common to most synchronization protocols, including PTP,
is the two-way message exchange; which refers to the exchange of synchronization messages
between a pair of nodes to achieve clock synchronization. The slave node exchanges a series
of time synchronization packets with the master node and uses the timestamps of these
exchanged packets to estimate 𝜑 and 𝛿. The messages traveling between the master and
6
slave nodes can encounter several intermediate switches and routers, accumulating delays
at each node. The main factors contributing to the overall delay are the fixed propagation
and processing delays at the intermediate nodes along the network path between the master
and slave, and the random queuing delays at each such node. The problem of estimating 𝜑
and 𝛿 in the presence of the random queuing delays can be treated as a statistical estimation
problem.
The clock skew and clock offset are correctly estimated in PTP (or any time synchroniza-
tion protocol based on the two-way message exchange) only if there is a known relationship
between the unknown fixed path delays in the forward master-to-slave path and the re-
verse slave-to-master path [17]. The presence of an unknown asymmetry between the fixed
path delays could significantly degrade the performance of clock skew and offset estimation
schemes [18]. This unknown asymmetry between the fixed path delays can arise from sev-
eral sources, including delay attacks [18] and routing asymmetry [19]. In the first part of
this dissertation, we look at developing clock skew and offset estimation schemes for PTP
that are robust against unknown path asymmetries, i.e., the performance of the developed
clock skew and offset estimators do not degrade significantly in the presence of unknown
path asymmetries.
In Chapter 2, we study the problem of clock offset estimation in the presence of unknown
path asymmetries, when the clock skew is known, possibly from synchronous ethernet. As-
suming the availability of multiple master-slave communication paths, we use the optimum
vector location parameter estimator developed in [11] to describe new performance lower
bounds on the mean square estimation error for a clock offset estimation scheme with un-
known path asymmetries. We then present a robust clock offset estimation scheme that
exhibits a mean square estimation error close to the lower bounds for several network sce-
narios with unknown path asymmetries. The robust scheme employs the EM algorithm
and unsupervised learning to identify the asymmetric master-slave paths. After identifying
the asymmetric master-slave communication paths, the optimum vector location parameter
7
estimator is employed to obtain the clock offset estimate. This research was published in
[20].
In Chapter 3, we study the problem of clock skew and offset estimation when the
fixed path delays in the two directions are identical. We describe new optimum clock
skew and offset estimation schemes that achieve the smallest mean square estimation error
among the class of invariant estimators1. Further, these estimators are minimax, that is,
they are optimum in terms of minimizing the maximum skew normalized mean square
estimation error over all possible values of the unknown parameters. These estimators
provide useful fundamental limits for evaluating the performance of clock skew and offset
estimation schemes. Simulation results indicate that significant performance gains over
existing estimators are possible via optimum estimation. This research was published in
[21].
In Chapter 4, we study the problem of clock skew and offset estimation when we have
multiple master-slave communication paths, each with a possibly unknown asymmetry be-
tween the fixed path delays in the two directions. We use the optimum estimators de-
veloped in [21] to describe new performance lower bounds on the mean square estimation
error for clock skew and offset estimation schemes. Approximating the probability den-
sity function (pdf) of the random queuing delays by a Gaussian mixture model (GMM),
a universal approximator [22], we present an iterative clock skew and offset estimation
scheme that is robust against unknown path asymmetries. The robust scheme employs
the space-alternating-generalized-expectation-maximization (SAGE) algorithm, an unsu-
pervised learning algorithm and a variant of the EM algorithm, for jointly learning the pdf
of the random queuing delays as well as clock skew and offset. Further, the robust scheme
exhibits a mean square estimation error close to the performance lower bounds for several
network scenarios with unknown path asymmetries.
1The optimum estimators are also applicable when there is a known affine relationship between the fixed
path delays.
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1.2 Passive Radar
Passive radar differs from conventional active radar in that it relies on preexisting signals
from non-cooperative transmitters instead of the transmission of a known signal. Exam-
ples of non-cooperative transmitters include radio transmitters, TV transmitters, cellular
base stations, and other such high power transmitters. The passive radar system is cost
efficient, covert, and suitable for emergencies due to the lack of a transmitter. However,
the lack of a transmitter adds significant computational complexity to the signal process-
ing algorithms needed in the system. Consider a scenario where the passive radar system
utilizes the signals transmitted from a cellular base station for target detection. Although
we do not control the base station, we usually have prior information regarding the po-
sition of the transmitter and modulation format of the transmitted signals used in the
base station. However, the transmitted signal still contains unknown information symbols.
Prior publications available in the literature derived explicit closed-form expressions for
the Generalized Likelihood Ratio Tests (GLRTs) for target detection in Passive MIMO
Radar (PMR) networks [23, 24, 25, 26, 27, 28, 29, 30]. However, they did not consider
the possibility of exploiting the available information regarding the modulation format of
the transmitted signal. In several practical scenarios, the transmitted signal incorporates
either the linear digital modulation format with a known pulse shape or the Orthogonal Fre-
quency Division Multiplexing (OFDM) modulation format. The linear modulation format
is used in technologies such as Wide-band Code Divison Multiple Access (WCDMA) [31]
and Digital Video Broadcasting-Satellite (DVB-S) [32], while technologies such as Digital
Video Broadcasting-Terrestrial (DVB-T) [33], WiMax and Long-Term Evaluation (LTE)
[34] incorporate the OFDM modulation format. In the second part of the dissertation, we
restrict ourselves to scenarios where the transmitted signal incorporates either the linear
modulation format or the OFDM modulation format, and investigate the problem of target
detection in PMR networks when the modulation format of the transmitted signal is known.
We introduce a relaxation, where we assume the information symbols to be a complex
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real numbers as opposed to an actual modulation symbols from a defined finite set. As-
suming the modulation format of the transmitted signal is known, in Chapter 5, we present
explicit closed-form expressions for a useful relaxed version of the GLRT for target de-
tection in PMR networks depending on whether the noise variance is known or unknown.
Simulation results are presented to show that the derived GLRTs that exploit the available
information regarding the modulation format of the transmitted signal perform significantly
better than GLRTs that do not use this information. Further, the performance improves
with an increasing number of samples per symbol and, for a sufficiently large number of
samples per symbol, the performance closely approximates that of an active radar with a
known transmitted signal. Finally, numerical results indicate that the relaxation causes
little loss at reasonable signal-to-noise ratios. This research was published in [35].
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Chapter 2
Robust Clock Offset Estimation for
IEEE 1588 in the Presence of
Unknown Path Asymmetries
In PTP, as with any synchronization protocol based on the two-way message exchange
scheme, the slave node exchanges a series of synchronization packets with its master node
so the packet timestamps can be employed to estimate the clock offset relative to the
master node. The synchronization packets can encounter several intermediate switches and
routers along the network path between the master and the slave node. The main factors
contributing to the overall end-to-end delay for a synchronization packet are the constant
propagation delay over the entire path, the processing delays at the intermediate nodes,
and the random queuing delays at each such node. The problem of estimating the phase
offset of the slave node in the presence of random queuing delays is referred to as the clock
offset estimation (COE) problem.
One of the major hurdles to synchronization accuracy over packet based networks is
the asymmetry of communications delay between the devices for communications in the
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forward and reverse directions. The phase offset can be correctly estimated in PTP (or
any synchronization protocol based on the two way message exchange scheme), only if
the fixed path delays on the master-to-slave and slave-to-master direction are identical,
or there is a prior known affine relationship between the fixed path delays [17]. In the
presence of unknown asymmetric fixed path delays and without other information, it is
not possible to correctly estimate the phase offset from the time-stamps of the exchanged
synchronization messages. Thus, when estimating the phase offset in PTP, it is assumed
that the relationship between the fixed path delays is known. In practice, the typical
assumption is that the delays in two directions are the same which is called symmetric
characteristics.
Asymmetric characteristics can arise in practice in the backhaul networks employed
for connecting cell towers in 4G LTE and in various other network technologies including
cable data networks, direct broadcast satellite (e.g., an IP service using Digital Video
Broadcast (DVB)) and can disrupt the proper functioning of these technologies [19]. This
asymmetry has several sources including different routes being used, variations in cable
length or different link bandwidths. Unknown path asymmetry in PTP can cause significant
performance degradation for a POE scheme. A popular network scenario that can cause
unknown path asymmetry in PTP is “routing asymmetry". In routing asymmetry, the
synchronization packets traverse from the master to slave node along one path and take
a different path when traveling from the slave to master node. Recently there have been
discussions of “delay attacks" [18] which can be applied to encrypted data. These are
another scenario that can cause unknown path asymmetry in PTP. In this chapter, we look
at developing robust COE schemes to combat the problem of unknown path asymmetry in
PTP.
Lamport and Smith [36] developed robust synchronization algorithms for distributed
systems. However, their proposed algorithm can help in maintaining the synchronization of
the system after the various clocks have been already synchronized. Garderer et al. [37, 38]
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studied the various security aspects of clock synchronization in PTP. They proposed an idea
of using a group of masters rather than a single master for synchronizing the slave node.
The proposed POE scheme works in the presence of a master node failure or an asymmetric
communication path between any two master nodes. However, the proposed POE scheme
requires prior information regarding the number of asymmetric communication paths. This
information might not be available in many scenarios.
Sun et al. [39] proposed a robust COE scheme that uses the median of the observed
timing offsets from different master nodes to estimate the clock offset. The proposed COE
scheme is robust to path asymmetry, however there is a loss in performance due to the
significant amount of information being discarded. Song et al. [40] proposed a robust
COE scheme that uses a statistical test to identify the observations from asymmetric net-
work paths. These observations are discarded and the phase offset is estimated from the
remaining observations using the sample mean estimator.
Mizrahi [41, 42] proposed a COE scheme that uses multiple master-slave communication
paths to improve the accuracy of the phase offset estimate. The author also discussed
using multiple master-slave communication paths to help protect against delay attacks (a
special case of unknown path asymmetry). In the proposed COE scheme, the slave node
initially estimates the phase offset corresponding to each master-slave communication path.
A master-slave communication path is identified as attacked, if the difference between its
clock offset estimate and the average of the remaining clock offset estimates is greater than a
certain threshold. The information from paths identified as attacked are discarded and the
clock offset is estimated using information from the unattacked paths. In the above COE
schemes [37]–[42], the information from multiple symmetric master-slave communication
paths are fused using the sample mean estimator. Though asymptotically consistent, the
sample mean estimator might not be the optimal approach for fusing information in many
scenarios with a finite number of observations.
Building on the work of [41, 42], in the presented work, we assume the availability of
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multiple master-slave communication paths. We consider the LTE mobile backhaul network
scenario and assume that fewer than half of the master-slave communication paths have
asymmetric fixed path delays1. Under the stated assumptions, we first derive a lower
bound on the best achievable performance for a shift invariant COE scheme in the presence
of asymmetric master-slave communication paths by extending the work done in [11]. We
then present a novel robust COE scheme to combat unknown path asymmetry in PTP.
We employ the Expectation-Maximization (EM) algorithm to determine the asymmet-
ric master-slave communication paths. The EM algorithm is a general method to find
the maximum-likelihood estimate of the parameters of an underlying distribution from a
given data set which is incomplete or has missing values [43]. The EM algorithm alternates
between performing an expectation (E) step, where we calculate the expected data log like-
lihood using the current estimates for the parameters followed by a maximization (M) step,
which computes the parameter-estimates maximizing the expected log-likelihood found on
the E step. These parameter-estimates are then used in the next E step, and the iteration
continues until the algorithm converges.
In LTE mobile backhaul networks, the background traffic from other users in the net-
work can result in random queuing delays for the synchronization messages exchanged
between the master and slave node. Based on previous simulation studies [44, 45, 46], we
model the pdf of the random queuing delays as a mixture of Gamma random variables,
a very general model. The proposed POE scheme uses the EM algorithm to determine
the asymmetric master-slave communication paths and to estimate the mixture coefficients
describing the pdf of the random queuing delays [47]. Then motivated by [48], we only use
information from the symmetric master-slave communication paths to estimate the clock
offset. We employ the minimax optimum estimator derived in [11] for fusing information
from the symmetric master-slave communication paths. We carry out extensive simulations
to examine the performance of the proposed COE scheme under various scenarios in the
1Either this or some information must be provided to allow the estimator to distinguish between sets of
symmetric master-slave communication paths and sets of asymmetric master-slave communication paths.
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presence of asymmetric master-slave communication paths. Simulation results show that
the proposed COE scheme performs better than the conventional COE schemes available
in the literature and exhibits a mean square estimation error close to the lower bounds in
a wide variety of scenarios.
2.1 Problem formulation
In this section, we briefly describe the two-way message exchange mechanism employed in
PTP, along with the considered problem statement. We assume 𝑁 master-slave commu-
nication paths and perfect frequency synchronization between the master and slave node.
Assuming a total of 𝑃 rounds of two-way message exchanges at each master-slave com-
munication path; the following sequence of messages are exchanged in the 𝑖𝑡ℎ master-slave
communication path during the 𝑗𝑡ℎ round of message exchange. The master node initiates
the exchange by sending a sync packet to the slave at time 𝑡1𝑖𝑗 . The value of 𝑡1𝑖𝑗 is later
communicated to the slave via a follow_up message. The slave node records the time of
reception of the sync message as 𝑡2𝑖𝑗 . The slave node sends a delay_req message to the
master node recording the time of transmission as 𝑡3𝑖𝑗 . The master records the time of
arrival of the delay_req packet at time 𝑡4𝑖𝑗 and this value is later communicated to the
slave using a delay_resp packet. This procedure can be mathematically modeled as [11],
[10] – [?]
𝑢𝑖𝑗 = 𝑑
𝑚𝑠
𝑖 + 𝛿 + 𝑤1𝑖𝑗 , (2.1)
𝑣𝑖𝑗 = 𝑑
𝑠𝑚
𝑖 − 𝛿 + 𝑤2𝑖𝑗 , (2.2)
where 𝑢𝑖𝑗 = (𝑡2𝑖𝑗 − 𝑡1𝑖𝑗) and 𝑣𝑖𝑗 = (𝑡4𝑖𝑗 − 𝑡3𝑖𝑗) in (2.1) and (2.2). 𝛿 denotes the unknown
clock offset between the clocks of the master and slave node, {𝑑𝑚𝑠𝑖 , 𝑑𝑠𝑚𝑖 } denote the unknown
fixed path delays in the master-to-slave path and slave-to-master path directions at the 𝑖𝑡ℎ
master-slave communication path, and {𝑤1𝑖𝑗 , 𝑤2𝑖𝑗} denote the random queuing delays in
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the forward path and reverse path respectively at the 𝑖𝑡ℎ master-slave communication path.
The random queuing delays {𝑤𝑘𝑖𝑗}𝑃𝑗=1 have a pdf given by 𝑓𝑘𝑖(𝑤) for 𝑖 = 1, 2, · · · , 𝑁 and
𝑘 = 1, 2.
Freris et al. [17] provided the necessary conditions for obtaining a unique solution to the
phase offset for synchronization protocols based on the two-way message exchange scheme.
We need to know either one of the fixed delays (either the forward- or reverse fixed path
delay) or have a prior known affine relationship between the fixed delays (see Theorem 4
in [17]). In this paper, we assume the forward- and reverse path fixed delays are equal, i.e.
𝑑𝑚𝑠𝑖 = 𝑑
𝑠𝑚
𝑖 = 𝑑𝑖, where 𝑑𝑖 represents the unknown fixed path delay at the 𝑖
𝑡ℎ master-slave
communication path2. A number of synchronization protocols used in real networks such as
NTP [2], PTP [3], TPSN[4] assume the forward and reverse fixed path delays are identical.
When there is an unknown path asymmetry in the 𝑖𝑡ℎ master-slave communication path,
a finite amount of constant bias is present either in the forward master-to-slave or reverse
slave-to-master network path. This can be modeled as
𝑢𝑖𝑗 = (𝑑𝑖 + 𝛿 + 𝑤1𝑖𝑗 + 𝜏𝑖) , (2.3)
𝑣𝑖𝑗 = (𝑑𝑖 − 𝛿 + 𝑤2𝑖𝑗) , (2.4)
where the variable 𝜏𝑖 denotes the unknown bias which causes the paths to become asymmet-
ric3. As the unknown bias 𝜏𝑖 adds directly to the quantity we want to estimate 𝛿, we call this
a shift-in parameter modification. If the 𝑖𝑡ℎ master-slave communication path is symmetric,
the total forward-path delay, 𝑢𝑖𝑗 has a pdf given by 𝑓𝑢𝑖𝑗 (𝑢𝑖𝑗 |𝑑𝑖, 𝛿) = 𝑓1𝑖(𝑢𝑖𝑗 − 𝑑𝑖 − 𝛿) which
depends on the unknown parameters 𝑑𝑖 and 𝛿. If the 𝑖𝑡ℎ master-slave communication path
is asymmetric, 𝑢𝑖𝑗 has a pdf given by 𝑓𝑢𝑖𝑗 (𝑢𝑖𝑗 |𝑑𝑖, 𝛿, 𝜏𝑖) = 𝑓1𝑖(𝑢𝑖𝑗−𝑑𝑖− 𝛿− 𝜏𝑖). Similarly, the
total reverse-path delay 𝑣𝑖𝑗 has a pdf given by 𝑓𝑣𝑖𝑗 (𝑣𝑖𝑗 |𝑑𝑖, 𝛿) = 𝑓2𝑖(𝑣𝑖𝑗 − 𝑑𝑖 + 𝛿) depending
2We should mention here that the proposed algorithms are applicable when there is a prior known affine
relationship between 𝑑𝑚𝑠𝑖 and 𝑑
𝑠𝑚
𝑖 , i.e., 𝑑
𝑚𝑠
𝑖 = 𝑎𝑑
𝑠𝑚
𝑖 + 𝑐, where the constants 𝑎 and 𝑐 are known.
3If the master-slave path is not attacked, then 𝜏𝑖 = 0.
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on the unknown parameters 𝑑𝑖 and 𝛿.
In this paper, we model the random queuing delays in the backhaul networks as a
mixture of Gamma random variables to allow a very general representation which fits data
from realistic simulations well [46]. This approximation is useful in scenarios where we do
not have complete knowledge of the queuing delay distributions and we want to estimate
with a model with only a few parameters. So we have
𝑓1𝑖(𝑤) =
𝑀𝑖∑︁
𝑘=1
𝛼𝑖𝑘ℎ𝑎1𝑖𝑘,𝑏1𝑖𝑘(𝑤), (2.5)
𝑓2𝑖(𝑤) =
𝐿𝑖∑︁
𝑙=1
𝛽𝑖𝑙ℎ𝑎2𝑖𝑙,𝑏2𝑖𝑙(𝑤) (2.6)
for 𝑖 = 1, 2, · · · , 𝑁 . In (2.5) and (2.6), 𝑀𝑖 and 𝐿𝑖 represent the number of mixture com-
ponents in the queuing delay pdf of the forward- and reverse path at the 𝑖𝑡ℎ master-slave
communication path respectively. ℎ𝑎,𝑏(𝑤) represents a Gamma pdf with shape parameter
𝑎 and scale parameter 𝑏 and is defined as
ℎ𝑎,𝑏(𝑤) =
𝑤𝑎−1
𝑏𝑎Γ(𝑎)
𝑒−
𝑤
𝑏 (2.7)
where Γ(.) is the Gamma function. The variables {𝛼𝑖𝑘}𝑀𝑖𝑘=1 and {𝛽𝑖𝑙}𝐿𝑖𝑙=1 represent the
unknown mixing coefficients at the forward path and reverse path of the 𝑖𝑡ℎ master-slave
communication path respectively with
∑︀𝑀𝑖
𝑘=1 𝛼𝑖𝑘 = 1 and
∑︀𝐿𝑖
𝑙=1 𝛽𝑖𝑙 = 1 and the variables
{𝑎1𝑖𝑘, 𝑏1𝑖𝑘}𝑀𝑖𝑘=1, {𝑎2𝑖𝑙, 𝑏2𝑖𝑙}𝐿𝑖𝑙=1 represent the corresponding unknown shape and scale param-
eters of the Gamma distributions.
Let Θ denote the vector containing the desired parameter to be estimated 𝛿, the set of
unknown fixed delays {𝑑𝑖}𝑁𝑖=1, the set of unknown bias for the master-slave communication
paths {𝜏𝑖}𝑁𝑖=1, the set of unknown mixing coefficients {𝛼𝑖1, · · · , 𝛼𝑖𝑀𝑖}𝑁𝑖=1, {𝛽𝑖1, · · · , 𝛽𝑖𝐿𝑖}𝑁𝑖=1,
the set of unknown Gamma distributions parameters {𝑎1𝑖1, · · · , 𝑎1𝑖𝑀𝑖}𝑁𝑖=1, {𝑏1𝑖1, · · · , 𝑏1𝑖𝑀𝑖}𝑁𝑖=1,
{𝑎2𝑖1, · · · , 𝑎2𝑖𝐿𝑖}𝑁𝑖=1, {𝑏2𝑖1, · · · , 𝑏2𝑖𝐿𝑖}𝑁𝑖=1, and the set of unknown binary state variables {𝜂𝑖}
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defined shortly. We have
Θ = [Ψ,𝛼,𝛽,𝜂], (2.8)
whereΨ = [𝛿, 𝑑1, · · · , 𝑑𝑁 , 𝜏1, · · · , 𝜏𝑁 ,𝑎1, 𝑏1,𝑎2, 𝑏2], 𝛼 = [𝛼11, · · · , 𝛼1𝑀1 , 𝛼21, · · · , 𝛼2𝑀2 , · · · ,
𝛼𝑁𝑀𝑁 ], 𝛽 = [𝛽11, · · · , 𝛽1𝐿1 , 𝛽21, · · · , 𝛽2𝐿2 , · · · , 𝛽𝑁𝐿𝑁 ], 𝑎1 = [𝑎111, · · · , 𝑎11𝑀1 , 𝑎121, · · · , 𝑎12𝑀2 ,
· · · , 𝑎1𝑁𝑀𝑁 ], 𝑏1 = [𝑏111, · · · , 𝑏11𝐿1 , 𝑏121, · · · , 𝑏12𝑀2 , · · · , 𝑏𝑖𝑁𝑀𝑁 ], 𝑎2 = [𝑎211, · · · , 𝑎21𝐿1 , 𝑎221, · · · ,
𝑎22𝐿2 , · · · , 𝑎2𝑁𝐿𝑁 ] and 𝑏2 = [𝑏211, · · · , 𝑏21𝐿1 , 𝑏221, · · · , 𝑏22𝐿2 , · · · , 𝑏2𝑁𝐿𝑁 ]. We have 𝜂 =
[𝜂1, 𝜂2, · · · , 𝜂𝑁 ]. The 𝑖𝑡ℎ element of 𝜂 is 1 if the 𝑖𝑡ℎ master-slave communication path has un-
known asymmetric fixed path delays else it has a value 0 indicating that the 𝑖𝑡ℎ master-slave
communication path has symmetric fixed path delays. Let 𝑢 = [𝑢11, · · · , 𝑢1𝑃 , 𝑢21, · · · , 𝑢𝑁𝑃 ]
and 𝑣 = [𝑣11, · · · , 𝑣1𝑃 , 𝑣21, · · · , 𝑣𝑁𝑃 ] denote the vectors of all the forward path and reverse
path observations at the slave node respectively. The complete set of observations is repre-
sented by y = [u,v]𝑇 .
In our work, we seek an estimator 𝛿(y) of 𝛿 based on the observations y which are
generally effected by all the deterministic parameters inΘ. We characterize the performance
of 𝛿(y) via the conditional mean squared error (MSE) metric defined as 𝐸
{︂[︁
𝛿 − 𝛿(y)
]︁2 ⃒⃒⃒⃒
Θ
}︂
,
where 𝐸 {.} denotes the expectation operator.
2.2 Asymmetry identification and data fusion
In this section, we develop our robust phase offset estimation scheme. First, we present
the minimax optimum approach for fusing information from the symmetric master-slave
communication paths. The approach employs our previous results on symmetric master-
slave communication paths.
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2.2.1 Genie approach
Let us assume that we have prior knowledge of the master-slave communication paths
having asymmetric fixed path delays and the complete knowledge of the forward- and
reverse queuing delay pdfs 𝑓1𝑖(𝑤) and 𝑓2𝑖(𝑤) for all 𝑁 master-slave communication paths
𝑖 = 1, 2, · · · , 𝑁 . As done in previous work [37, 38], we discard observations from the
asymmetric master-slave communication paths. We then employ the minimax optimum
estimator presented in [11] to present an approach which can provide a very useful but
generally unachievable genie lower bound on the performance of estimating 𝛿 in our general
problem. While it is possible to rigorously justify ignoring the asymmetric master-slave
communication paths, for brevity we just provide an intuitive explanation. Consider the
observations in (2.3) and (2.4) for a particular 𝑖 and assume we use the 𝑁 observations
for different 𝑗 to average the noise. Then (2.3) and (2.4) can be expressed in terms of two
generally different noise-free linear equations in the three unknowns 𝜏𝑖, 𝑑𝑖 and 𝛿, suggesting
that this data can’t generally determine all three unknowns. In the case with no asymmetry,
thus 𝜏𝑖 = 0, the data can determine the two other unknowns4. Now if some master-slave
communication paths, for some values of 𝑖, are symmetric then the data at these paths
can be used to provide the value of 𝛿 to the nonsymmetric paths and the data at the
nonsymmetric paths can then determine 𝜏𝑖 and 𝑑𝑖, but the nonsymmetric paths will not
help in estimating 𝛿 and so they can be discarded since this is our interest, estimating 𝛿.
Let us assume that 𝐾 master-slave communication paths, indexed by {𝑛𝑘}𝐾𝑘=1, have
symmetric delays. The observed data from these symmetric master-slave communication
paths can be represented as
𝑦𝐾 = 𝐺𝜃 +𝑤𝐾 , (2.9)
where 𝑦𝐾 = [𝑢𝐾 ,𝑣𝐾 ]𝑇 , 𝑢𝐾 = [𝑢𝑛11, · · · , 𝑢𝑛1𝑃 , 𝑢𝑛21, · · · , 𝑢𝑛𝐾𝑃 ], 𝑣𝐾 = [𝑣𝑛11, · · · , 𝑣𝑛1𝑃 , 𝑣𝑛21,
4If the magnitude of 𝜏𝑖 is small, it may be possible to obtain good performance by modeling it as zero.
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· · · , 𝑣𝑛𝐾𝑃 ], and 𝜃 = [𝛿, 𝑑𝑛1 , · · · , 𝑑𝑛𝐾 ]𝑇 denotes the vector of unknown parameters. In (2.9),
𝑤𝐾 is a random 𝐾𝑃 ×1 vector given by 𝑤𝐾 = [𝑤1𝑛11, 𝑤1𝑛12, · · · , 𝑤1𝑛1𝑃 , 𝑤1𝑛21, · · · , 𝑤1𝑛𝐾𝑃 ,
𝑤2𝑛11, 𝑤2𝑛12, · · · , 𝑤2𝑛1𝑃 , 𝑤2𝑛21, · · · , 𝑤2𝑛𝐾𝑃 ]𝑇 . From (3) and (4), the matrix 𝐺 is given by
G =
⎡⎣ 1𝐾𝑃×1 A𝐾𝑃×𝐾
−1𝐾𝑃×1 A𝐾𝑃×𝐾
⎤⎦ (2.10)
where 1𝐾𝑃×1 represents a vector of size 𝐾𝑃 ×1 with all the elements equal to 1, A𝐾𝑃×𝐾 =
1𝑃×1 ⊗ I𝐾×K, with ⊗ representing the Kronecker delta product, and I𝐾×𝐾 represents an
identity matrix of size 𝐾. The observed data 𝑦𝐾 in (2.9) has a pdf given by
𝑓𝑦𝐾 (𝑦𝐾 |𝜃) = 𝑓𝑤(𝑦𝐾 −𝐺𝜃), (2.11)
where 𝑓𝑤(.) denotes the pdf of 𝑤𝐾 .
From (2.9), we can see the problem of estimating the phase offset 𝛿 (contained in 𝜃) of the
slave node using information from multiple symmetric master-slave communication paths
falls under the class of vector location parameter estimation problems [11]. Guruswamy
et al. [11] derived the minimax optimum estimator for this class. The proposed estimator
is optimum in terms of minimizing the conditional mean-squared estimation error over all
values of the unknown parameters among shift invariant estimators. The minimax optimum
estimator 𝑔(𝑦𝐾) of c𝑇𝜃 is given by
𝑔(𝑦𝐾) =
∫︀
R𝐾+1 [c
𝑇𝜃]𝑓𝑦𝐾 (𝑦𝐾 |𝜃)∫︀
R𝐾+1 𝑓𝑦𝐾 (𝑦𝐾 |𝜃)
, (2.12)
where 𝑐 ∈ R𝐾+1 is a known constant vector.
In this paper, we consider the scenario, where the queuing delays are mutually inde-
pendent and identically distributed. This assumption holds when the network conditions
remain static for all the sync and delay_req packets within an observation window and
consecutive sync and delay_req packets are sufficiently separated in time to ensure that
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dependence is not introduced between the queuing delays. The joint pdf of all the forward
and reverse queuing delays 𝑓𝑤(𝑤) in this scenario is given by
𝑓𝑤(𝑤) =
𝐾∏︁
𝑖=1
𝑃∏︁
𝑗=1
𝑓1𝑛𝑖(𝑤1𝑛𝑖𝑗)𝑓2𝑛𝑖(𝑤2𝑛𝑖𝑗). (2.13)
In our problem, we have 𝜃 = [𝛿, 𝑑𝑛1 , · · · , 𝑑𝑛𝐾 ]T, so we employ c = [1, 0, · · · 0]T in (2.12).
We then obtain the minimax optimum estimator 𝛿(𝑦𝐾) of 𝛿 from the observations 𝑦𝐾 as
𝛿(𝑦𝐾) =
∫︀
𝛿 𝛿Ω(𝛿,𝑢𝐾 ,𝑣𝐾)𝑑𝛿∫︀
𝛿 Ω(𝛿,𝑢𝐾 ,𝑣𝐾)𝑑𝛿
, (2.14)
where Ω(𝛿,𝑢𝐾 ,𝑣𝐾) is defined as follows
Ω(𝛿,𝑢𝐾 ,𝑣𝐾) =
𝐾∏︁
𝑖=1
∫︁
𝑑𝑛𝑖
𝑃∏︁
𝑗=1
[𝑓1𝑛𝑖(𝑢𝑛𝑖𝑗 − 𝛿 − 𝑑𝑛𝑖)𝑓2𝑛𝑖(𝑣𝑛𝑖𝑗 + 𝛿 − 𝑑𝑛𝑖)] 𝑑(𝑑𝑛𝑖).
We refer to the estimator presented in (2.14) as the genie-optimum estimator. The genie
optimum estimator gives us a lower bound on the MSE for a shift invariant COE scheme
in the presence of asymmetric master-slave communication paths. We use this bound to
evaluate the performance of our proposed COE scheme. It may be possible to obtain a
closed form expression for (2.14) for some probability density functions 𝑓1𝑛𝑖(.) and 𝑓2𝑛𝑖(.);
but we usually have to compute it numerically by using standard approximations Riemann
sums.
2.2.2 EM-algorithm
In practice, we have no prior information regarding the asymmetric master-slave commu-
nication paths. It is necessary to identify these paths before applying the phase offset
estimator given in (2.14). In our work, we use the EM algorithm combined with the ran-
dom relaxation proposed in [47] for identifying these paths. For ease of notation, we define
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ℎ𝑎,𝑏(𝑤|𝜃1, 𝜃2) = ℎ𝑎,𝑏(𝑤 − 𝜃1 − 𝜃2), where 𝜃1 and 𝜃2 represent unknown deterministic pa-
rameters. The log-likelihood function of Θ evaluated using the observed data 𝑦 is given
by
𝐿(Θ|𝑦) =
𝑁∑︁
𝑖=1
𝑃∑︁
𝑗=1
𝜂𝑖 ln
[︃
𝑀𝑖∑︁
𝑘=1
𝛼𝑖𝑘ℎ𝑎1𝑖𝑘,𝑏1𝑖𝑘(𝑢𝑖𝑗 |𝛿, 𝑑𝑖, 𝜏𝑖)
𝐿𝑖∑︁
𝑙=1
𝛽𝑖𝑙ℎ𝑎2𝑖𝑙,𝑏2𝑖𝑙(𝑣𝑖𝑗 | − 𝛿, 𝑑𝑖)
]︃
+ (1− 𝜂𝑖) ln
[︃
𝑀𝑖∑︁
𝑘=1
𝛼𝑖𝑘ℎ𝑎1𝑖𝑘,𝑏1𝑖𝑘(𝑢𝑖𝑗 |𝛿, 𝑑𝑖)
𝐿𝑖∑︁
𝑙=1
𝛽𝑖𝑙ℎ𝑎2𝑖𝑙,𝑏2𝑖𝑙(𝑣𝑖𝑗 | − 𝛿, 𝑑𝑖)
]︃
. (2.15)
The maximum likelihood estimate of Θ, denoted by Θ^𝑚𝑙, is obtained by maximizing the
log-likelihood function in (2.15), that is,
Θ^𝑚𝑙 = arg max
Θ
𝐿(Θ|𝑦) (2.16)
s. t. 𝜂𝑖 ∈ {0, 1}.
The integer programming problem presented in (2.16) is computationally intensive to solve
for large values of 𝑁 since the number of possible combinations for {𝜂𝑖} is 2𝑁 . Following
the idea proposed in [47], we introduce a relaxation for (2.16) that replaces each 𝜂𝑖 with
a real valued variable 𝜋𝑖 = Pr(𝜂𝑖 = 1) ∈ [0, 1], which represents the probability of the
𝑖𝑡ℎ master-slave communication path having asymmetric fixed path delays. The integer
programming problem in (2.16) is transformed to
Θ^𝜋 = arg max
Θ𝜋
𝐿(Θ𝜋|𝑦) (2.17)
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where, we have
𝐿(Θ𝜋|𝑦) =
𝑁∑︁
𝑖=1
𝑃∑︁
𝑗=1
ln
[︃
𝜋𝑖
𝑀𝑖∑︁
𝑘=1
𝐿𝑖∑︁
𝑙=1
𝛼𝑖𝑘ℎ𝑎1𝑖𝑘,𝑏1𝑖𝑘(𝑢𝑖𝑗 |𝛿, 𝑑𝑖, 𝜏𝑖)𝛽𝑖𝑙ℎ𝑎2𝑖𝑙,𝑏2𝑖𝑙(𝑣𝑖𝑗 | − 𝛿, 𝑑𝑖)
+ (1− 𝜋𝑖)
𝑀𝑖∑︁
𝑘=1
𝐿𝑖∑︁
𝑙=1
𝛼𝑖𝑘ℎ𝑎1𝑖𝑘,𝑏1𝑖𝑘(𝑢𝑖𝑗 |𝛿, 𝑑𝑖)𝛽𝑖𝑙ℎ𝑎2𝑖𝑙,𝑏2𝑖𝑙(𝑣𝑖𝑗 | − 𝛿, 𝑑𝑖)
]︃
, (2.18)
Θ𝜋 = [Ψ,𝛼,𝛽,𝜋] and 𝜋 = [𝜋1, 𝜋2, · · · , 𝜋𝑁 ].
To facilitate employing the EM algorithm [43], we introduce the latent vector 𝑧 =
[𝑧11, 𝑧12, · · · , 𝑧1𝑃 , 𝑧21, · · · , 𝑧𝑁𝑃 ]T, where 𝑧𝑖𝑗 = 1 indicates that the 𝑗𝑡ℎ two-way timing ex-
change at the 𝑖𝑡ℎ master-slave communication path has asymmetric path delays, while
𝑧𝑖𝑗 = 0 indicates that it had symmetric path delays. The latent vector 𝑟 = [𝑟11, 𝑟12, · · · , 𝑟1𝑃 ,
𝑟21, · · · , 𝑟𝑁𝑃 ]T where 𝑟𝑖𝑗 = 𝑘 indicates that 𝑢𝑖𝑗 is from the 𝑘𝑡ℎ mixture component in the
𝑖𝑡ℎ forward queuing delay pdf with 𝑟𝑖𝑗 ∈ {1, 2, · · · ,𝑀𝑖}. Similarly we introduce the latent
vector 𝑠 = [𝑠11, 𝑠12, · · · , 𝑠1𝑃 , 𝑠21, · · · , 𝑠𝑁𝑃 ]T where 𝑠𝑖𝑗 = 𝑘 indicates that 𝑣𝑖𝑗 is from the
𝑘𝑡ℎ mixture component in the 𝑖𝑡ℎ reverse queuing delay pdf with 𝑠𝑖𝑗 ∈ {1, 2, · · · , 𝐿𝑖}. The
steps of the EM algorithm are described below:
1. Q-step: In this step, we evaluate the expected log-likelihood function 𝑄(Θ𝜋|Θ𝑔𝜋)
averaged over the unknown data {𝑧, 𝑟, 𝑠}, and conditioned on the current estimate
of Θ𝜋 represented by Θ
𝑔
𝜋. We have
𝑄(Θ𝜋|Θ𝑔𝜋) = 𝐸
{︁
𝐿 (Θ𝜋|𝑧, 𝑟, 𝑠, 𝑦)
⃒⃒⃒
y,Θ(𝑔)
}︁
, (2.19)
where 𝐿(Θ𝜋|𝑧, 𝑟, 𝑠, 𝑦) is defined as
=
𝑁∑︁
𝑖=1
𝑃∑︁
𝑗=1
𝑧𝑖𝑗 ln
[︁
𝜋𝑖𝛼𝑟𝑖𝑗𝛽𝑠𝑖𝑗ℎ𝑎1𝑟𝑖𝑗 𝑏1𝑟𝑖𝑗 (𝑢𝑖𝑗 |𝛿, 𝑑𝑖, 𝜏𝑖)ℎ𝑎2𝑠𝑖𝑗 𝑏2𝑠𝑖𝑗 (𝑣𝑖𝑗 | − 𝛿, 𝑑𝑖)
]︁
+(1− 𝑧𝑖𝑗) ln
[︁
(1− 𝜋𝑖)𝛼𝑟𝑖𝑗𝛽𝑠𝑖𝑗ℎ𝑎1𝑟𝑖𝑗 𝑏1𝑟𝑖𝑗 (𝑢𝑖𝑗 |𝛿, 𝑑𝑖)ℎ𝑎2𝑠𝑖𝑗 𝑏2𝑠𝑖𝑗 (𝑣𝑖𝑗 | − 𝛿, 𝑑𝑖)
]︁
. (2.20)
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The expected log-likelihood function 𝑄(Θ𝜋|Θ𝑔𝜋) can then be expressed as
𝑄(Θ𝜋|Θ𝑔𝜋) =
𝑁∑︁
𝑖=1
𝑃∑︁
𝑗=1
𝑀𝑖∑︁
𝑘=1
𝐿𝑖∑︁
𝑙=1
𝑎
(1)
𝑖𝑗𝑘𝑙 ln [𝜋𝑖𝛼𝑖𝑘𝛽𝑖𝑙ℎ𝑎1𝑖𝑘,𝑏1𝑖𝑘(𝑢𝑖𝑗 |𝛿, 𝑑𝑖, 𝜏𝑖)ℎ𝑎2𝑖𝑙,𝑏2𝑖𝑙(𝑣𝑖𝑗 | − 𝛿, 𝑑𝑖)]
+ 𝑎
(0)
𝑖𝑗𝑘𝑙 ln [(1− 𝜋𝑖)𝛼𝑖𝑘𝛽𝑖𝑙ℎ𝑎1𝑖𝑘,𝑏1𝑖𝑘(𝑢𝑖𝑗 |𝛿, 𝑑𝑖)ℎ𝑎2𝑖𝑙,𝑏2𝑖𝑙(𝑣𝑖𝑗 | − 𝛿, 𝑑𝑖)] , (2.21)
where 𝑎(1)𝑖𝑗𝑘𝑙 and 𝑎
(0)
𝑖𝑗𝑘𝑙 are defined as
𝑎
(1)
𝑖𝑗𝑘𝑙 = Prob{𝑧𝑖𝑗 = 1, 𝛼𝑖𝑘 = 𝑟𝑖𝑗 , 𝛽𝑖𝑙 = 𝑠𝑖𝑗 |Θ𝑔𝜋},
=
𝜋𝑔𝑖 𝛼
𝑔
𝑖𝑘𝛽
𝑔
𝑖𝑙ℎ𝑎𝑔1𝑖𝑘,𝑏
𝑔
1𝑖𝑘
(𝑢𝑖𝑗 |𝛿𝑔, 𝑑𝑔𝑖 , 𝜏 𝑔𝑖 )ℎ𝑎𝑔2𝑖𝑙,𝑏𝑔2𝑖𝑙(𝑣𝑖𝑗 | − 𝛿
𝑔, 𝑑𝑔𝑖 )∑︀𝑀𝑖
𝑘𝑖=1
∑︀𝐿𝑖
𝑙𝑖=1
𝛼𝑔𝑖𝑘𝑖𝛽
𝑔
𝑖𝑙𝑖
ℎ𝑎𝑔2𝑖𝑙𝑖 ,𝑏
𝑔
2𝑖𝑙𝑖
(𝑣𝑖𝑗 | − 𝛿𝑔, 𝑑𝑔𝑖 )𝐷𝑘𝑖
and
𝑎
(0)
𝑖𝑗𝑘𝑙 = Prob{𝑧𝑖𝑗 = 0, 𝛼𝑖𝑘 = 𝑟𝑖𝑗 , 𝛽𝑖𝑙 = 𝑠𝑖𝑗 |Θ𝑔𝜋},
=
(1− 𝜋𝑔𝑖 )𝛼𝑔𝑖𝑘𝛽𝑔𝑖𝑙ℎ𝑎𝑔1𝑖𝑘,𝑏𝑔1𝑖𝑘(𝑢𝑖𝑗 |𝛿
𝑔, 𝑑𝑔𝑖 )ℎ𝑎𝑔2𝑖𝑙,𝑏
𝑔
2𝑖𝑙
(𝑣𝑖𝑗 | − 𝛿𝑔, 𝑑𝑔𝑖 )∑︀𝑀𝑖
𝑘𝑖=1
∑︀𝐿𝑖
𝑙𝑖=1
𝛼𝑔𝑖𝑘𝑖𝛽
𝑔
𝑖𝑙𝑖
ℎ𝑎𝑔2𝑖𝑙𝑖 ,𝑏
𝑔
2𝑖𝑙𝑖
(𝑣𝑖𝑗 | − 𝛿𝑔, 𝑑𝑔𝑖 )𝐷𝑘𝑖
with
𝐷𝑘𝑖 =
[︁
𝜋𝑔𝑖 ℎ𝑎𝑔1𝑖𝑘𝑖 ,𝑏
𝑔
1𝑖𝑘𝑖
(𝑢𝑖𝑗 |𝛿𝑔, 𝑑𝑔𝑖 , 𝜏 𝑔𝑖 ) + (1− 𝜋𝑔𝑖 )ℎ𝑎𝑔2𝑖𝑘𝑖 ,𝑏𝑔2𝑖𝑘𝑖 (𝑢𝑖𝑗 |𝛿
𝑔, 𝑑𝑔𝑖 )
]︁
. (2.22)
2. M-step: After we calculate the expected log-likelihood with respect to the unknown
data, we update the value of the vector parameter Θ^𝜋 by maximizing the expected
log-likelihood function 𝑄(Θ𝜋|Θ𝑔𝜋). We have
Θ^𝜋 =
[︁
Ψ^, ?^?,𝛽, ?^?
]︁
= arg max
Θ𝜋
𝑄(Θ𝜋|Θ𝑔𝜋). (2.23)
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We first solve the maximization problem to update ?^?𝑖, we have
𝜕𝑄(Θ𝜋|Θ𝑔𝜋)
𝑑𝜋𝑖
= 0, (2.24)
𝑃∑︁
𝑗=1
𝑀𝑖∑︁
𝑘=1
𝐿𝑖∑︁
𝑙=1
𝑎
(1)
𝑖𝑗𝑘𝑙
𝜋𝑖
− 𝑎
(0)
𝑖𝑗𝑘𝑙
1− 𝜋𝑖 = 0. (2.25)
Solving the above equation, we get the updated estimate of 𝜋𝑖 as
?^?𝑖 =
1
𝑃
𝑃∑︁
𝑗=1
𝑀𝑖∑︁
𝑘=1
𝐿𝑖∑︁
𝑙=1
𝑎
(1)
𝑖𝑗𝑘𝑙. (2.26)
To estimate the mixing coefficient ?^?𝑖𝑘, we introduce the Lagrange multiplier with the
constraint
∑︀𝑀𝑖
𝑘𝑖=1
𝛼𝑖𝑘𝑖 = 1, and solve the equation
𝜕
𝜕𝛼𝑖𝑘
⎡⎣𝑄(Θ𝜋|Θ𝑔𝜋)− 𝜆
⎛⎝ 𝑀𝑖∑︁
𝑘𝑖=1
𝛼𝑖𝑘𝑖 − 1
⎞⎠⎤⎦ = 0. (2.27)
We then have
𝑃∑︁
𝑗=1
𝐿𝑖∑︁
𝑙=1
1
𝛼𝑖𝑘
(︁
𝑎
(1)
𝑖𝑗𝑘𝑙 + 𝑎
(0)
𝑖𝑗𝑘𝑙
)︁
− 𝜆 = 0, (2.28)
𝑃∑︁
𝑗=1
𝐿𝑖∑︁
𝑙=1
(︁
𝑎
(1)
𝑖𝑗𝑘𝑙 + 𝑎
(0)
𝑖𝑗𝑘𝑙
)︁
= 𝜆𝛼𝑖𝑘. (2.29)
Summing over 𝑘 on both sides, we can find the value of 𝜆. We have
𝜆
𝑀𝑖∑︁
𝑘=1
𝛼𝑖𝑘 =
𝑀𝑖∑︁
𝑘=1
𝑃∑︁
𝑗=1
𝐿𝑖∑︁
𝑙=1
(︁
𝑎
(1)
𝑖𝑗𝑘𝑙 + 𝑎
(0)
𝑖𝑗𝑘𝑙
)︁
(2.30)
𝜆 = 𝑃. (2.31)
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So, the updated estimate is given by
?^?𝑖𝑘 =
1
𝑃
𝑃∑︁
𝑗=1
𝐿𝑖∑︁
𝑙=1
(︁
𝑎
(1)
𝑖𝑗𝑘𝑙 + 𝑎
(0)
𝑖𝑗𝑘𝑙
)︁
. (2.32)
Following a similar process for 𝛽𝑖𝑙, we can get the updated estimate of 𝛽𝑖𝑙 as
𝛽𝑖𝑙 =
1
𝑃
𝑃∑︁
𝑗=1
𝑀𝑖∑︁
𝑘=1
(︁
𝑎
(1)
𝑖𝑗𝑘𝑙 + 𝑎
(0)
𝑖𝑗𝑘𝑙
)︁
. (2.33)
Calculating the just described updates for all the 𝑁 master-slave communication
paths, we obtain the updated estimate of ?^? and 𝛽. An updated estimate of Ψ^ can
be obtained by solving the equation
∇Ψ𝑄(Θ𝜋|Θ𝑔𝜋) = 0. (2.34)
In order to solve (2.34), we use the Newton method to get an updated estimate of the
parameter Ψ^. We choose the initial point as Ψ(0) = Ψ^𝑔. The value at the (𝑡 + 1)𝑡ℎ
stage is updated using
Ψ^(𝑡+1) = Ψ^(𝑡) − 𝜅𝑡
[︁
∇2Ψ𝑄(Θ(𝑡)𝜋 |Θ𝑔𝜋)
]︁−1∇Ψ𝑄(Θ(𝑡)𝜋 |Θ𝑔𝜋), (2.35)
where Θ(𝑡)𝜋 = [Ψ^, ?^?,𝛽, ?^?] and 𝜅𝑡 ∈ (0, 1) is the 𝑡𝑡ℎ step-size computed using a back-
tracking line search algorithm. Repeating the calculation in (2.35) until Ψ^(𝑡) con-
verges, we obtain the solution for (2.34).
By iteratively alternating between the E-step andM-step, we obtain the maximum-likelihood
estimate of Θ𝜋. We then classify the paths based on the converged value of ?^?. Specifically,
we declare the 𝑖𝑡ℎ master-slave communication path as having asymmetric fixed path de-
lays if 𝜋𝑖 > 0.5. We discard the information from the master-slave communication paths
identified as asymmetric and use the estimated values of ?^?1, ?^?1, ?^?2, ?^?2, ?^? and 𝛽 in (2.14) to
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estimate the phase offset 𝛿. As our problem is not necessarily convex, proper initialization
of the various parameters is crucial for the EM algorithm to ensure convergence to the
global minimum instead of local minimums.
2.2.3 Initialization for the EM-algorithm
We now present a simple ad-hoc scheme to obtain the initial values of various parameters
(denoted byΘ(0)𝜋 ) for the EM algorithm. We observe from simulations that the proposed ad-
hoc scheme seems to avoid local minimums.
1: Let 𝑃 be the number of message exchanges we propose to use in the IEEE 1588 pro-
cedure (See Section II). Now assume 𝐹 sets of 𝑃 two-way message exchanges. First,
use this data (𝑢𝑖𝑗 and 𝑣𝑖𝑗 from (1) and (2)) to estimate the phase offset and the fixed
path delays for each of the 𝑁 master-slave communication paths using the sample mean
estimator [37] –[42].
2: Using the estimated phase offset and fixed path delays, estimate the 𝑃 ×1 mean vector,
𝐸
{︁
[𝑤𝑘𝑖1, 𝑤𝑘𝑖2, · · · , 𝑤𝑘𝑖𝑃 ]𝑇
}︁
for 𝑘 = 1, 2 and diagonal elements of the 𝑃 ×𝑃 covariance
matrix of [𝑤𝑘𝑖1, 𝑤𝑘𝑖2, · · · , 𝑤𝑘𝑖𝑃 ]𝑇 for 𝑘 = 1, 2 for each of the 𝑖 = 1, 2, · · · , 𝑁 master-
slave forward path and reverse paths. Let {𝜇1𝑖, 𝜎21𝑖} denote the average of the elements
of mean vector and the average of the diagonal elements of the covariance matrix of
the 𝑖𝑡ℎ forward path queuing delays and {𝜇2𝑖, 𝜎22𝑖} denote these same averages for the
reverse-paths5 for 𝑖 = 1, 2, · · · , 𝑁 .
3: By ordering the queuing delays, estimate the 𝑃 × 𝑃 covariance matrix of the forward
path (denoted by S1𝑖) and reverse path queuing delays (denoted by S2𝑖) of the order
statistics for every master-slave communication path.
4: Now with the above data, calculate an improved phase offset estimate (denoted by 𝛿𝑖)
for each master-slave communication path using the POE scheme of [?].
5We assume the queuing delays are independent and identically distributed, so averaging attempts to
find the common values.
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5: Let 𝛿med denote the median of the 𝑁 phase offsets6 and 𝑗med denote the corresponding
index of the master-slave communication path, with 𝑗med ∈ {1, 2, · · · , 𝑁}. Define
𝜎medP =
√︂
𝛾𝑇
(︁
AS−1𝑗medA
𝑇
)︁−1
𝛾, where 𝛾 = [1, 0]𝑇 ,
S𝑗med =
⎡⎣S1𝑗med 0𝑃×𝑃
0𝑃×𝑃 S2𝑗med
⎤⎦ (2.36)
and
A =
⎡⎣1𝑇𝑃×1 1𝑇𝑃×1
1𝑇𝑃×1 −1𝑇𝑃×1
⎤⎦ . (2.37)
6: Set 𝛿(0) to 𝛿med.
7: for 𝑖 = 1 : 𝑁 do
8: Set 𝛼(0)𝑖𝑘 to 1/𝑀𝑖 for 𝑘 = 1, 2, · · · ,𝑀𝑖 (for (5)).
9: Set 𝛽(0)𝑖𝑙 to 1/𝐿𝑖 for 𝑙 = 1, 2, · · · , 𝐿𝑖 (for (6)).
10: We follow the approach given in [46] (see section 5.5 of chapter 5) and obtain the
initial values of
{︁
𝑎
(0)
1𝑖𝑘
}︁𝑀𝑖
𝑘=1
and
{︁
𝑏
(0)
1𝑖𝑘
}︁𝑀𝑖
𝑘=1
(for (5) and (6)) by matching the mean
and variance of the queuing delay distributions. We have
𝜇1𝑖 =
𝑀𝑖∑︁
𝑘=1
𝑎1𝑖𝑘𝑏1𝑖𝑘
𝑀𝑖
, (2.38)
𝜎21𝑖 =
𝑀𝑖∑︁
𝑘=1
(𝑎1𝑖𝑘𝑏
2
1𝑖𝑘 + 𝑎
2
1𝑖𝑘𝑏
2
1𝑖𝑘)
𝑀𝑖
− 𝜇21𝑖. (2.39)
6As fewer than half of the master-slave communication paths have asymmetric fixed path delays, the
median of these 𝑁 phase offsets corresponds to a phase offset estimate from a symmetric master-slave
communication path.
28
The procedure is repeated to obtain
{︁
𝑎
(0)
2𝑖𝑙
}︁𝐿𝑖
𝑙=1
and
{︁
𝑏
(0)
2𝑖𝑙
}︁𝐿𝑖
𝑙=1
from the reverse path
queuing delays7.
11: if
⃒⃒⃒
𝛿med − 𝛿𝑖
⃒⃒⃒
≥ 2𝜎medP then
12: Set 𝜋(0)𝑖 to
8 0.85.
13: Set 𝑑(0)𝑖 to
1
𝑃
∑︀𝑃
𝑗=1
(︀
𝑣𝑖𝑗 + 𝛿
(0) − 𝜇2𝑖
)︀
(From (4)).
14: Set 𝜏 (0)𝑖 to
1
𝑃
∑︀𝑃
𝑗=1
(︁
𝑢𝑖𝑗 − 𝛿(0) − 𝑑(0)𝑖 − 𝜇1𝑖
)︁
(From (3)).
15: else
16: Set 𝜋(0)𝑖 to 0.15 and 𝜏
(0)
𝑖 to 0.
17: Set 𝑑(0)𝑖 to
1
2𝑃
∑︀𝑃
𝑗=1 (𝑢𝑖𝑗 + 𝑣𝑖𝑗)− (𝜇1𝑖+𝜇2𝑖)2 (From (3) and (4)).
18: end if
19: end for
2.2.4 Final Algorithm
The steps of the proposed POE scheme are presented in this section.
1: Initialize the parameter vector Θ𝜋 as Θ
(0)
𝜋 and the present value of the log likeli-
hood LLF𝑝𝑟𝑒𝑠 using (2.18) and Θ
(0)
𝜋 . Initialize the previous value of the log likelihood
LLF𝑝𝑟𝑒𝑣 = −∞ and fix a threshold value 𝜖 to determine when to stop.
2: while |LLF𝑝𝑟𝑒𝑠 − LLF𝑝𝑟𝑒𝑣| ≥ 𝜖 do
3: for 𝑖 = 1 : 𝑁 ; 𝑘 = 1 :𝑀𝑖; 𝑙 = 1 : 𝐿𝑖; 𝑗 = 1 : 𝑃 do
4: compute 𝑎(1)𝑖𝑗𝑘𝑙 and 𝑎
(0)
𝑖𝑗𝑘𝑙 using (2.22) based on current estimate Θ
(𝑔)
𝜋 .
5: end for
6: for 𝑖 = 1 : 𝑁 do
7: update the current estimate of ?^?𝑖 using (2.26).
8: end for
9: for 𝑖 = 1 : 𝑁, 𝑘 = 1 :𝑀𝑖 do
7In our experiments, we observed a unique solution for different initial points for the system of equations
in LTE backhaul network scenarios.
8We choose this value experimentally.
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10: update the current estimate of ?^?𝑖𝑘 using (2.32).
11: end for
12: for 𝑖 = 1 : 𝑁, 𝑙 = 1 : 𝐿𝑖 do
13: update the current estimate of 𝛽𝑖𝑙 using (2.33).
14: end for
15: Update the current estimate of Ψ^ by solving (2.34) and update LLF𝑝𝑟𝑒𝑣 ← LLF𝑝𝑟𝑒𝑠.
16: Update Θ(𝑔)𝜋 based on the updated values of Ψ^, ?^?,𝛽, ?^? and update the log likeli-
hood LLF𝑝𝑟𝑒𝑠 using (2.18) and the updated Θ
(𝑔)
𝜋 .
17: end while
18: Declare the 𝑖𝑡ℎ master-slave communication path as asymmetric if 𝜋𝑖 > 0.5.
19: Discard information from the asymmetric master-slave communication paths and use
the estimates of ?^?1, ?^?1, ?^?2, ?^?2, ?^? and 𝛽 to compute the estimate of phase offset using
(2.14).
2.3 Simulation Results
In this section, we evaluate the performance of the proposed COE scheme under various
network scenarios. We compare the performance of the proposed COE scheme to other
conventional robust COE schemes available in the literature along with the lower bounds
presented in Section 2.2.
2.3.1 Generating the random queuing delays
We follow the approach given in [11] for generating the random queuing delays in the
backhaul networks. We assume a Gigabit ethernet network consisting of a cascade of
10 switches between the master and slave node. Each switch is assumed to be a store-
and-forward switch that implements strict priority queuing. In this paper, we consider
background cross traffic flow models for modeling the background traffic generated by other
users in LTE backhaul networks. In cross traffic flows, fresh background traffic is injected
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at each switch and this traffic exits at the subsequent switch [see 3-switch example in Fig.
2-1]. The arrival times and sizes of background traffic packets injected at each switch were
assumed to be statistically independent of traffic at other switches.
With regard to the packet size distributions of background traffic, we use Traffic Model
1 (TM1) and Traffic Model 2 (TM2) from the ITU-T recommendation G.8261 for cross
traffic flows. For the load factor, i.e., the percentage of the path capacity consumed by
background traffic, we consider values between 20–80% of the path capacity. We assume
that the interarrival times between packets in all background traffic flows follow exponential
distributions, and set the rate parameter of each exponential distribution to obtain the
desired load factor [11]. Empirical pdfs of the queuing delays were obtained using a custom
MATLAB-based network simulator. In our simulations, we consider scenarios where the
distribution of queuing delays in the forward and reverse paths are equal for all the master-
slave communication paths, i.e., 𝑓1𝑖(𝑤) = 𝑓2𝑖(𝑤) = 𝑓𝑤(𝑤).
2.3.2 Approaches from the literature employed for comparison
We now describe the various approaches that we compare in our simulations:
1. Genie optimum approach: In this COE scheme, we have prior knowledge of the asym-
metric master-slave communication paths and we discard information from these
paths. The clock offset 𝛿(y) is then estimated using (2.14). We should mention
here that this approach gives a bound on the best achievable performance for a shift
invariant POE scheme.
2. EM minimax approach-I: In this COE scheme, we assume prior knowledge of the
density functions of the queuing delays. We try to identify the asymmetric master-
slave communication paths using the EM algorithm and fuse information from the
symmetric master-slave communication paths using (2.14).
3. EM minimax approach-II: In this COE scheme, we try to identify the asymmetric
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master-slave communication paths by learning the mixture components of the queuing
delays using the EM algorithm. The information from the symmetric master-slave
communication paths is fused using (2.14).
4. Fault-tolerant algorithm approach: This COE scheme was proposed in [38]. In this
scheme, we have prior knowledge regarding the number of asymmetric master-slave
communication paths (say 𝑀). We first calculate the phase offset estimate for each
individual master-slave communication path (using the sample mean). We then dis-
card the 𝑀 lowest and 𝑀 largest values of the clock offset, and form the estimate of
𝛿(y) from the remaining master-slave communication paths.
5. Median approach: This COE scheme was proposed in [39]. In this scheme, we first
estimate the phase offset for each individual master-slave communication path (using
the sample mean). We then estimate 𝛿(y) as the median of estimated clock offsets
from the 𝑁 master-slave communication paths.
2.3.3 Simulation results
We carried out simulations for various network scenarios under both TM1 and TM2 for dif-
ferent loads and for various sample sizes. The results are presented in Figure 2-3–2-5. In our
simulations, the constant bias magnitude for the asymmetric master-slave communication
path is fixed to 4 𝜇𝑠. The root mean square error (RMSE) performance of the various COE
schemes are presented in Figure 2-3–2-4. We approximate the queuing delay distribution
by a 2-component Gamma mixture. As we can see from the results, the proposed COE
scheme performs quite well under all scenarios and is relatively close to the genie optimum
estimator under both network models. We briefly discuss the results9:
1. In Figure 2-3 and Figure 2-4 , we study the case of 𝑁 = 3 with one master-slave
communication path having asymmetric fixed path delays under TM1 and TM2 for
9We observed similar results for other cases not shown.
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different loads. The proposed COE schemes perform significantly better than the
median and fault tolerant algorithm (FTA) approaches under various loads. We also
observe that there is no noticeable difference in performance between the median and
FTA approaches. This is mainly due to the fact that in both these approaches, the
smallest and largest phase offset estimates are discarded in this particular scenario.
2. In Figure 2-5, we present numerical results comparing the performance of the genie
optimum estimator which does not use information from the asymmteric master-slave
communication paths data to the genie optimum estimator which uses the information
from these paths. We use the theory in [11] to construct the genie COE scheme
which uses the attacked data for estimating the clock offset. We see the performance
of the genie optimum approach is not improved by using the information from the
asymmetric master-slave communication paths.
2.4 Summary
In this chapter, we have provided a useful lower bound on the MSE for a shift invariant
phase offset estimation scheme in the presence of unknown asymmetric path delays and we
show COE schemes that achieve performance close to the bound. In particular, we pre-
sented a robust COE scheme that employs the EM algorithm for identifying the asymmetric
master-slave communication paths along with the minimax optimum approach for fusing
information from the symmetric master-slave communication paths. The proposed scheme
does not require complete information regarding the distributions of the queuing delays,
performs better than the conventional schemes available in the literature and exhibits a
mean square estimation error close to the lower bounds in a number of network scenarios.
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Figure 2-1: Example of a three switch network with cross traffic flows. The solid red lines
indicate network links, dashed blue lines indicate the direction of background traffic flows,
and dotted green line represents the direction of synchronization traffic flow.
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(a) (b)
(c) (d)
Figure 2-2: Empirical pdf of queuing delays under various loads. (a) TM-1 network model.
(b) TM-2 network model. (c) TM-1 network model. (d) TM-2 network model.
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(a) (b)
Figure 2-3: Standard deviation of estimator error with 10 switches and cross traffic flows
under varying load factors in TM1 for number of master-slave communication paths = 3
with one asymmetric master-slave communication path. (a) 40% load. (b) 60% load.
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(a) (b)
Figure 2-4: Standard deviation of estimator error with 10 switches and cross traffic flows
under varying load factors in TM2 for number of master-slave communication paths = 3
with one asymmetric master-slave communication path. (a) 40% load. (b) 60% load.
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(a) (b)
Figure 2-5: Performance comparison of using information from asymmetric master-slave
communication paths in the Genie optimum estimator under different network loads: (a)
TM1 40% load. (b) TM1 60% load.
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Chapter 3
Optimum Invariant Clock Skew and
Offset Estimation for IEEE 1588
A number of time synchronization protocols including PTP, Timing Protocol for Sensor
Networks (TPSN) [4], and Lightweight Time Synchronization (LTS) [5] are built on the
classical two-way message exchange scheme. In these protocols, the slave node exchanges
a series of synchronization packets with the master node and uses the packet timestamps
to estimate the clock skew 𝜑 and the clock offset 𝛿. The messages traveling between the
master and slave nodes can encounter several intermediate switches and routers, accumu-
lating delays at each node. The main factors contributing to the overall delay are: (1)
the fixed propagation and processing delays at the intermediate nodes along the network
path between the master and slave nodes and (2) the random queuing delays at each such
node. This randomness in the overall network traversal time is referred to as Packet Delay
Variation (PDV) [11], and the problem of estimating 𝜑 and 𝛿, while combating the noise in
the observations that occurs due to PDV is called the “Clock Skew and Offset Estimation"
(CSOE) problem.
Previously, assuming complete knowledge of the clock skew and a known affine relation-
ship between the fixed path delays, members of our research team studied estimators for
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clock offset. In particular, Guruswamy et al. [11] developed optimum invariant clock offset
estimators for PTP under the squared error loss function. Further, in [20], we developed
robust clock offset estimation schemes for PTP in the presence of unknown path asym-
metries. To study the CSOE problem, we consider three observation models, namely the
known fixed delays model (K-model), the standard model (S-model) and the multi-block
model (M-model), to describe the observations available to the slave node in our work. Un-
der the K-model, we assume that the fixed delays in both the forward and reverse directions
are known to the slave node, while under the S-model, we assume that the fixed path delays
are unknown, but there is a prior relationship between the fixed path delays. Further, under
the M-model, we assume a prior known relationship between the fixed path delays, as well
additional timestamps that contain the same clock skew, but different clock offsets. For
all the considered observation models, the problem of estimating the clock skew and offset
in the presence of PDV falls under a variant of the location-scale parameter estimation
problem [49], with the unknown clock skew as the scale parameter and the unknown clock
offset as the location parameter. Fixing the loss function as the skew-normalized squared
error loss and assuming complete knowledge of the statistical information describing the
PDV along with unlimited computational complexity, we use invariant decision theory (see
chapter 6 of [49]) to design the optimum invariant CSOE scheme for the considered obser-
vation models. Then, using results from [49, 50, 51], we show that the developed optimum
invariant CSOE schemes are minimax optimum for the skew-normalized squared error loss,
i.e., these estimators minimize the maximum skew normalized mean square estimation error
over all possible values of the unknown parameters.
In this chapter, we focus our numerical results on the LTE backhaul network scenario.
In this scenario, PTP is used to synchronize the cellular base stations using the mobile
backhaul networks. The optimum approaches are general, so they can be applied to other
applications, for example smart grids. In the cellular base station application, the backhaul
networks are leased from commercial Internet Service Providers (ISPs), and the network is
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shared with other commercial and non-commercial users. The background traffic generated
by these users often results in PDV for the synchronization packets. Based on an extensive
study [11] employing a detailed simulation package we built based on the recommendations
by standard committees focused on IEEE 1588, the popular models for the probability
density functions (pdfs) of the random variables describing the PDV that were considered
in the literature (Gaussian, exponential, Weibull, and log-normal [10]) do not always provide
a close match to the queuing delay pdfs[11]. In this chapter, we use the pdfs obtained from
the simulation package to evaluate the performance of the considered clock skew and offset
estimators. Our key new contributions in this paper are as follows:
1. Optimum invariant clock skew and offset estimators: Given the joint pdf of the ran-
dom variables describing the PDV and without complexity limitations, we develop
the optimum invariant clock skew and offset estimators for PTP under the considered
observation models.
2. Minimax optimum clock skew and offset estimators: The developed optimum invariant
estimators are shown to be minimax optimum.
The developed optimum estimators are very useful to understand the possible perfor-
mance when we have the complete statistical information on the queuing delays and unlim-
ited computational complexity. As the previously proposed approaches to solve the IEEE
1588 timing synchronization problem are all invariant, the optimum estimators can provide
useful performance benchmarks for evaluating the performance of these CSOE schemes.
The performance comparison between the realistic schemes and the optimum estimators
are performed off-line, where complexity is not a stringent issue.
To demonstrate the utility of the results given in this paper, we use the developed op-
timum estimators in a limited-information estimator [52] that does not require complete
information on the pdf of the queuing delays but requires unlimited computational com-
plexity. Simulation results indicate that there is no significant loss in performance for the
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limited-information estimator when compared to the optimum scheme. These results illus-
trate how the developed optimum estimator can help us understand the performance loss
due to incomplete knowledge of the queuing delay pdfs. The results can also help in eval-
uating limited complexity approaches. If a designer finds an approach with an acceptable
computational complexity that exhibits performance close to the optimum estimators, they
can use it and know they have near optimum performance. This is precisely the approach
used in communications when comparing to capacity.
Notations: We use bold upper case, bold lower case, and italic lettering to denote
matrices, column vectors and scalars respectively. The notations (.)𝑇 and ⊗ denote the
transpose and Kronecker product, respectively. 𝐼𝑁 stands for a 𝑁 -dimensional identity
matrix and 1𝑁 denotes a column vector of length 𝑁 with all the elements equal to 1.
Further, R denotes the set of real numbers, R+ denotes the set of positive real numbers,
R+0 denotes the set of non-negative real numbers and ℐ𝐴(𝑥) denotes the indicator function
having the value 1 when 𝑥 ∈ 𝐴 and 0 when 𝑥 /∈ 𝐴.
3.1 Signal Model and Problem Statement
Consider a scenario where the slave clock has a clock offset 𝛿 and a clock skew 𝜑 with
respect to its master clock. To help the slave determine 𝛿 and 𝜑, PTP allows a two-way
message exchange between the master and slave node, which we now describe. The master
node initiates a two-way message exchange by sending a sync packet to the slave at time
𝑡1. The value of 𝑡1 is later communicated to the slave via a follow_up message. The
slave node records the time of reception of the sync message as 𝑡2. The slave node sends
a delay_req message to the master node while recording the time of transmission as 𝑡3.
The master records the time of arrival of the delay_req packet at time 𝑡4 and this value is
later communicated to the slave using a delay_resp packet. The relationship between the
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timestamps is given by
𝑡2 = (𝑡1 + 𝑑𝑚𝑠 + 𝑤1)𝜑+ 𝛿, (3.1)
𝑡3 = (𝑡4 − 𝑑𝑠𝑚 − 𝑤2)𝜑+ 𝛿, (3.2)
where 𝑑𝑚𝑠 and 𝑑𝑠𝑚 denote the fixed propagation delays, while 𝑤1 and 𝑤2 model the random
queuing delays. Assuming the values of 𝛿, 𝜑, 𝑑𝑚𝑠 and 𝑑𝑠𝑚 remain constant over the duration
of 𝑃 two-way message exchanges, we can collect the timestamps from multiple two-way
message exchanges to estimate 𝛿 and 𝜑 [7, 8, 9, 10]. We denote these timestamps as
𝑡2𝑖 = (𝑡1𝑖 + 𝑑𝑚𝑠 + 𝑤1𝑖)𝜑+ 𝛿, (3.3)
𝑡3𝑖 = (𝑡4𝑖 − 𝑑𝑠𝑚 − 𝑤2𝑖)𝜑+ 𝛿 (3.4)
for 𝑖 = 1, 2, · · · , 𝑃 . Define 𝑤𝑘 = [𝑤𝑘1, 𝑤𝑘2, · · · , 𝑤𝑘𝑃 ] for 𝑘 = 1, 2 and 𝑡𝑘 = [𝑡𝑘1, 𝑡𝑘2, · · · , 𝑡𝑘𝑃 ]
for 𝑘 = 1, 2, 3, 4. The joint pdf of 𝑤𝑘 is defined as 𝑓𝑤𝑘(𝑤𝑘) = 𝑓𝑘(𝑤𝑘1, 𝑤𝑘2, · · · , 𝑤𝑘𝑃 ) for
𝑘 = 1, 2. We next consider three observation models based on the amount of information
available regarding the fixed path delays.
3.1.1 Known fixed delay model (K-Model)
In this model, we assume complete knowledge of the fixed-path delays 𝑑𝑚𝑠 and 𝑑𝑠𝑚. The
received timestamps shown in (3.3) and (3.4) can be arranged in vector form as follows
𝑦 = 𝑢𝜑+ 𝛿12𝑃 , (3.5)
where we have 𝑦 = [𝑡2, 𝑡3]𝑇 , and 𝑢 = [𝑢1,𝑢2]𝑇 , 𝑢1 = (𝑡1+𝑤1+𝑑𝑚𝑠1𝑇𝑃 ) and 𝑢2 = (𝑡4−𝑤2−
𝑑𝑠𝑚1
𝑇
𝑃 ). Further, we have 𝑓𝑢(𝑢) = 𝑓𝑢1(𝑢1)𝑓𝑢2(𝑢2) with 𝑓𝑢1(𝑢1) = 𝑓𝑤1(𝑢1 − 𝑡1 − 𝑑𝑚𝑠1𝑇𝑃 )
and 𝑓𝑢2(𝑢2) = 𝑓𝑤2(𝑡4−𝑢2− 𝑑𝑠𝑚1𝑇𝑃 ). The unknown parameters in this model are 𝜑 and 𝛿.
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3.1.2 Standard model (S-Model)
Freris et al. [17] provided some necessary conditions for obtaining a unique solution for the
system of equations given in (3.3) and (3.4), when the complete information regarding the
fixed delays is not available. We need to know either one of the fixed path delays (either 𝑑𝑚𝑠
or 𝑑𝑠𝑚), or have a prior known affine relationship between the fixed delays (see Theorem
4 in [17]). Hence, in this model, we assume a prior known affine relationship between the
fixed path delays. Let 𝑑𝑚𝑠 = 𝑑 and 𝑑𝑠𝑚 = 𝑎0𝑑𝑚𝑠 + 𝑐0, where the parameter 𝑑 is unknown,
but the constants 𝑎0 and 𝑐0 are known. The received time stamps shown in (3.3) and (3.4)
can be arranged in vector form as
𝑦 = (ℎ𝑑+ 𝑣)𝜑+ 𝛿12𝑃 , (3.6)
where 𝑣 = [𝑣1,𝑣2]𝑇 , 𝑣1 = (𝑡1 + 𝑤1), 𝑣2 = (𝑡4 − 𝑐01𝑇𝑃 − 𝑤2), ℎ = [1𝑇𝑃 ,−𝑎01𝑇𝑃 ]𝑇 , and
𝑦 = [𝑡2, 𝑡3]
𝑇 . Further, we have 𝑓𝑣(𝑣) = 𝑓𝑣1(𝑣1)𝑓𝑣2(𝑣2) with 𝑓𝑣1(𝑣1) = 𝑓𝑤1(𝑣1 − 𝑡1) and
𝑓𝑣2(𝑣2) = 𝑓𝑤2(𝑡4 − 𝑣2 − 𝑐01𝑇𝑃 ). The unknown parameters in this model are 𝜑, 𝑑 and 𝛿.
3.1.3 Multiblock model (M-Model)
Here we assume, as in the S-model, that there is a prior known affine relationship between
the fixed path delays, i.e., 𝑑𝑚𝑠 = 𝑑 and 𝑑𝑠𝑚 = 𝑎0𝑑𝑚𝑠+𝑐0, where the parameter 𝑑 is unknown,
but the constants 𝑎0 and 𝑐0 are known. Suppose we refer to the set of timestamps obtained
from 𝑃 two-way message exchanges as a block. In this model, we further assume that in
addition to the current block, we have additional timestamps from 𝐵 previous blocks. The
clock offset 𝛿 is modeled as being constant within each block, but varying between different
blocks. However, the parameters 𝑑 and 𝜑 are modeled as constant across all 𝐵 + 1 blocks.
This model is representative of scenarios where changes in the clock skew 𝜑, occur over
longer time scales than changes in the clock offset 𝛿. We denote the timestamps in the past
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blocks using the notation
𝑡2𝑖𝑗 = (𝑡1𝑖𝑗 + 𝑑+ 𝑤1𝑖𝑗)𝜑+ 𝛿𝑗 , (3.7)
𝑡3𝑖𝑗 = (𝑡4𝑖𝑗 − 𝑎0𝑑− 𝑐0 − 𝑤2𝑖𝑗)𝜑+ 𝛿𝑗 (3.8)
for 𝑖 = 1, 2, · · · , 𝑃 and 𝑗 = 1, 2, · · · , 𝐵, and the timestamps in the current block as
𝑡2𝑖 = (𝑡1𝑖 + 𝑑+ 𝑤1𝑖)𝜑+ 𝛿, (3.9)
𝑡3𝑖 = (𝑡4𝑖 − 𝑎0𝑑− 𝑐0 − 𝑤2𝑖)𝜑+ 𝛿 (3.10)
for 𝑖 = 1, 2, · · · , 𝑃 . In (3.10), 𝛿 denotes the clock offset of the current block which we want
to estimate along with the clock skew 𝜑. In (3.8), 𝛿𝑗 denotes the clock offset corresponding
to the 𝑗𝑡ℎ previous block i.e., 𝛿𝐵 corresponds to the clock offset of the ‘oldest’ block.
For notational convenience, we define 𝑡𝑘𝑗 = [𝑡𝑘1𝑗 , 𝑡𝑘2𝑗 , · · · , 𝑡𝑘𝑃𝑗 ] for 𝑘 = 1, 2, 3, 4 and 𝑗 =
1, 2, · · · , 𝐵 and 𝑤𝑘𝑗 = [𝑤𝑘1𝑗 , 𝑤𝑘2𝑗 , · · · , 𝑤𝑘𝑃𝑗 ] for 𝑘 = 1, 2 and 𝑗 = 1, 2, · · · , 𝐵. The complete
set of timestamps from the (𝐵 + 1) blocks can be arranged in vector form as
𝑦 = (ℎ𝑀𝑑+ 𝑧)𝜑+ (𝛿 ⊗ 12𝑃 ), (3.11)
where 𝛿 = [𝛿, 𝛿1, 𝛿2, · · · , 𝛿𝐵]; 𝑦 = [𝑦1,𝑦2]𝑇 with 𝑦1 = [𝑡2, 𝑡21, · · · , 𝑡2𝐵] and 𝑦2 = [𝑡3, 𝑡31, · · · , 𝑡3𝐵];
ℎ𝑀 = [1
𝑇
𝑃 (𝐵+1),−𝑎01𝑇𝑃 (𝐵+1)]𝑇 ; and 𝑧 = [𝑧1, 𝑧11, · · · , 𝑧1𝐵, 𝑧2, 𝑧21, · · · , 𝑧2𝐵]𝑇 with 𝑧1 =
(𝑡1+𝑤1), 𝑧1𝑗 = (𝑡1𝑗+𝑤1𝑗) for 𝑗 = 1, 2, · · · , 𝐵, 𝑧2 = (𝑡4−𝑤2−𝑐01𝑇𝑃 ) and 𝑧2𝑗 = (𝑡4𝑗−𝑤2𝑗−
𝑐01
𝑇
𝑃 ) for 𝑗 = 1, 2, · · · , 𝐵. Further assuming the timestamps across different blocks are inde-
pendent and the time stamps have identical pdfs over all blocks for both the forward and re-
verse path, we have 𝑓𝑧(𝑧) = 𝑓𝑧1(𝑧1)𝑓𝑧2(𝑧2) with 𝑓𝑧1(𝑧1) = 𝑓𝑤1(𝑧1−𝑡1)
∏︀𝐵
𝑗=1 𝑓𝑤1(𝑧1𝑗−𝑡1𝑗)
and 𝑓𝑧2(𝑧2) = 𝑓𝑤2(𝑡4 − 𝑧2 − 𝑐01𝑇𝑃 )
∏︀𝐵
𝑗=1 𝑓𝑤2(𝑡4𝑗 − 𝑧2𝑗 − 𝑐01𝑇𝑃 ). The unknown parameters
in this model are 𝜑, 𝑑 and 𝛿.
Given any of the observation models, the CSOE problem is to estimate 𝜑 and 𝛿 from
45
the received time stamps. We now state all the assumptions made in our work.
Assumption 1: All the queuing delays are strictly positive random variables and have
finite support.
Assumption 2: The queuing delays in the forward and reverse path are independent, the
pdfs of the random variables describing the queuing delays are assumed to be completely
known and we assume unlimited computational complexity.
Assumption 3: For the K-model and S-model, the parameters 𝑑, 𝜑, and 𝛿 are assumed to
be constant over 𝑃 two-way message exchanges.
Assumption 4: In the case of the M-model, we assume the queuing delays across different
blocks are independent from blocks to block and have identical pdfs for each of the (𝐵 + 1)
blocks in both the forward and reverse path. Also, the parameters 𝜑 and 𝑑 are assumed to
be constant over all (𝐵 + 1) blocks, while the clock offset is assumed to be constant for a
block, but is varying from block to block. The value of 𝐵 can be chosen according to the
time interval across which the clock skew 𝜑, can be assumed to be constant.
3.2 Statistical Preliminaries
In this section, we present some important definitions for characterizing the performance
of estimators along with some useful results regarding invariant estimators. It is assumed
throughout this section that the observed data 𝑥 ∈ R𝑁 is characterized by the pdf 𝑓(𝑥|𝜃),
which depends upon the vector of unknown parameters 𝜃 with the corresponding parameter
space Θ ⊆ R𝑀 . Suppose we are interested in estimating a scalar 𝑐𝑇𝜃, where 𝑐 ∈ R𝑀 is
a constant vector. Let 𝜓 denote an estimator of 𝑐𝑇𝜃, 𝜓(𝑥) denote the estimate of 𝑐𝑇𝜃
obtained using the estimator 𝜓 on 𝑥, and 𝐿(𝜓(𝑥),𝜃) denote the considered loss function.
The performance of the estimator 𝜓 can be characterized by [50]:
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1. The conditional risk of an estimator
ℛ(𝜓,𝜃) =
∫︁
R𝑁
𝐿(𝜓(𝑥),𝜃)𝑓(𝑥|𝜃)𝑑𝑥, (3.12)
2. The maximum risk of an estimator
ℳ(𝜓) = sup
𝜃∈Θ
ℛ(𝜓,𝜃), (3.13)
3. The average risk of an estimator
ℬ(𝜓, 𝑝) =
∫︁
𝜃∈Θ
ℛ(𝜓,𝜃)𝑝(𝜃)𝑑Θ, (3.14)
where 𝑝(𝜃) is a prior distribution defined over 𝜃 ∈ Θ.
See Chapter 6 of [49] for definitions of a group, invariant loss function and an invariant
estimator. We now present an important theorem regarding the conditional risk of invariant
estimators.
Theorem 1 (Section 6.2.3, [49]). For an invariant loss function, the conditional risk of an
invariant estimator 𝜓 of 𝑐𝑇𝜃, is constant for all 𝜃 ∈ Θ.
Remark. If 𝜓 is an invariant estimator of 𝑐𝑇𝜃, we have
ℛ(𝜓,𝜃) =ℳ(𝜓) = ℬ(𝜓, 𝑝), (3.15)
for any 𝑝(𝜃) defined over 𝜃 ∈ Θ.
For an invariant loss function, we can construct the optimum (or minimum conditional
risk) invariant estimator using the theory from [49]. An attractive property of optimum
invariant estimators is that they frequently turn out to be minimax optimum [49]. We now
present the definition of a minimax estimator from [50].
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Definition 1 (Minimax estimators). An estimator 𝜓𝑀𝑖𝑛𝑀𝑎𝑥 of 𝑐𝑇𝜃 is said to be a minimax
estimator of 𝑐𝑇𝜃 for the considered loss function, if
ℳ(𝜓𝑀𝑖𝑛𝑀𝑎𝑥) = inf
𝜓
ℳ(𝜓) = inf
𝜓
sup
𝜃∈Θ
ℛ(𝜓,𝜃). (3.16)
In this paper, assuming complete knowledge of the joint queuing delay pdfs and unlim-
ited computational complexity, we use the concepts of invariant estimation theory to design
the optimum invariant CSOE schemes under the considered observation models. As we are
primarily interested in estimating 𝛿 and 𝜑, we consider the skew normalized squared error
loss functions defined by
𝐿1(𝑎𝛿,𝜃) =
(𝑎𝛿 − 𝛿)2
𝜑2
, (3.17)
and
𝐿2(𝑎𝜑,𝜃) =
(𝑎𝜑 − 𝜑)2
𝜑2
(3.18)
for 𝛿 and 𝜑, respectively1. In (3.17) and (3.18), 𝑎𝛿 and 𝑎𝜑 denote estimates of 𝛿 and
𝜑, respectively, 𝜃 = [𝜑, 𝛿] in the case of the K-model, 𝜃 = [𝜑, 𝑑, 𝛿] for the S-model and
𝜃 = [𝜑, 𝑑, 𝛿, 𝛿1, · · · , 𝛿𝐵] for the M-model. We then use results from [49, 51, 50] to show the
derived optimum invariant estimators of 𝛿 and 𝜑 are minimax optimum.
3.3 Optimum Invariant CSOE scheme under K-model
In this section, we apply invariant decision theory to derive an optimum invariant estimator
of 𝜑 and 𝛿 for the K-model assuming complete knowledge of the joint queuing delay pdfs
and unlimited computational complexity. Recall from (3.5), the observations under the
1As seen in equations (3.5), (3.6) and (3.11), the unknown clock skew 𝜑 is multiplied with the random
queuing delays. Hence, we fix our loss function as the skew normalized squared error loss.
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K-model can be represented as
𝑦 = 𝑢𝜑+ 𝛿12𝑃 , (3.19)
where 𝑦 ∈ R2𝑃 , 𝑢 ∈ R2𝑃 , 𝜑 ∈ R+ and 𝛿 ∈ R. Let 𝜃 = [𝜑, 𝛿] denote the vector of unknown
parameters. The parameter space of 𝜃, denoted by Θ, is given by
Θ = {(𝜑, 𝛿) : 𝜑 ∈ R+, 𝛿 ∈ R}. (3.20)
From (3.5), we have 𝑓(𝑦|𝜃) = 1
𝜑2𝑃
𝑓𝑤1
(︁
𝑡2−𝛿1𝑇𝑃
𝜑 − 𝑑𝑚𝑠1𝑇𝑃 − 𝑡1
)︁
𝑓𝑤2
(︁
𝛿1𝑇𝑃−𝑡3
𝜑 − 𝑑𝑠𝑚1𝑇𝑃 + 𝑡4
)︁
,
where the factor 1
𝜑2𝑃
comes from the Jacobian of the transformation of the random variable.
Let ℱ𝐾𝑀𝑜𝑑𝑒𝑙 denote the class of all pdfs 𝑓(𝑦|𝜃) for 𝜃 ∈ Θ. The class of such pdfs is
invariant under the group of location-scale transformations (see Example 5, Section 6.2.1,
[49]) 𝒢𝐾𝑀𝑜𝑑𝑒𝑙, on R2𝑃 , defined as
𝒢𝐾𝑀𝑜𝑑𝑒𝑙 = {𝑔𝑎,𝑏(𝑚) : 𝑔𝑎,𝑏(𝑚) = 𝑎𝑚+ 𝑏12𝑃 ,∀(𝑎, 𝑏) ∈ R+ × R}, (3.21)
where 𝑚 ∈ R2𝑃 , since 𝑦𝑔 = 𝑔𝑎,𝑏(𝑦) has the pdf 1(𝑎𝜑)2𝑃 𝑓𝑢
(︁
𝑦𝑔−(𝑎𝛿+𝑏)12𝑃
𝑎𝜑
)︁
which has the
scale and shift parameters (𝑎𝜑, 𝑎𝛿+ 𝑏) as opposed to the parameters (𝜑, 𝛿) for 𝑓(𝑦|𝜃). This
shows that the group, 𝒢𝐾𝑀𝑜𝑑𝑒𝑙, of induced transformations is given by
𝒢𝐾𝑀𝑜𝑑𝑒𝑙 = {𝑔𝑎,𝑏((𝜑, 𝛿)) : 𝑔𝑎,𝑏((𝜑, 𝛿)) = (𝑎𝜑, (𝑎𝛿 + 𝑏)), ∀(𝑎, 𝑏) ∈ R+ × R}, (3.22)
where 𝜑 ∈ R+ and 𝛿 ∈ R.
Let 𝛿𝐼 and 𝜑𝐼 denote estimators of 𝛿 and 𝜑, respectively and let 𝛿𝐼(𝑦) and 𝜑𝐼(𝑦)
denote the estimates obtained from the received data 𝑦 characterized by the pdf 𝑓(𝑦|𝜃) =
1
𝜑2𝑃
𝑓𝑢
(︁
𝑦−𝛿12𝑃
𝜑
)︁
. The estimators 𝜑𝐼(𝑦) and 𝛿𝐼(𝑦) are invariant under 𝒢𝐾𝑀𝑜𝑑𝑒𝑙 from (3.21)
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if for all (𝑎, 𝑏) ∈ R+ × R
𝛿𝐼(𝑔𝑎,𝑏(𝑦)) = 𝛿𝐼(𝑎𝑦 + 𝑏12𝑃 ) = 𝑎𝛿𝐼(𝑦) + 𝑏, (3.23)
𝜑𝐼(𝑔𝑎,𝑏(𝑦)) = 𝜑𝐼(𝑎𝑦 + 𝑏12𝑃 ) = 𝑎𝜑𝐼(𝑦). (3.24)
Thus the scaling and shifting factors 𝑎 and 𝑏 scale and shift the estimators as one might
expect. Further, the loss functions defined in (3.17) and (3.18) for 𝛿 and 𝜑, respectively,
are invariant under 𝒢𝐾𝑀𝑜𝑑𝑒𝑙 from (3.21), since
(𝛿𝐼(𝑦)− 𝛿)2
𝜑2
=
(︁
𝛿𝐼(𝑔𝑎,𝑏(𝑦))− (𝑎𝛿 + 𝑏)
)︁2
𝑎2𝜑2
, (3.25)
and
(𝜑𝐼(𝑦)− 𝜑)2
𝜑2
=
(︁
𝜑𝐼(𝑔𝑎,𝑏(𝑦))− 𝑎𝜑
)︁2
𝑎2𝜑2
(3.26)
for all 𝑔𝑎,𝑏 ∈ 𝒢𝐾𝑀𝑜𝑑𝑒𝑙. We now present the minimax optimum estimators of 𝛿 and 𝜑 under
the K-model.
Proposition 1. The optimum (or minimum conditional risk) invariant estimators of 𝛿 and
𝜑, denoted by 𝛿𝑀𝑖𝑛𝑅𝑖𝑠𝑘 and 𝜑𝑀𝑖𝑛𝑅𝑖𝑠𝑘, respectively, under 𝒢𝐾𝑀𝑜𝑑𝑒𝑙 defined in (3.21), for the
skew-normalized squared error loss functions defined in (3.17) and (3.18), respectively, are
given by
𝛿𝑀𝑖𝑛𝑅𝑖𝑠𝑘(𝑦) =
∫︀
R+
∫︀
R
𝛿
𝜑3
𝑓(𝑦|𝜃)𝑑𝛿𝑑𝜑∫︀
R+
∫︀
R
1
𝜑3
𝑓(𝑦|𝜃)𝑑𝛿𝑑𝜑, (3.27)
and
𝜑𝑀𝑖𝑛𝑅𝑖𝑠𝑘(𝑦) =
∫︀
R+
∫︀
R
1
𝜑2
𝑓(𝑦|𝜃)𝑑𝛿𝑑𝜑∫︀
R+
∫︀
R
1
𝜑3
𝑓(𝑦|𝜃)𝑑𝛿𝑑𝜑, (3.28)
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respectively, where 𝑓(𝑦|𝜃) = 1
𝜑2𝑃
𝑓𝑤1
(︁
𝑡2−𝛿1𝑇𝑃
𝜑 − 𝑑𝑚𝑠1𝑇𝑃 − 𝑡1
)︁
𝑓𝑤2
(︁
𝛿1𝑇𝑃−𝑡3
𝜑 − 𝑑𝑠𝑚1𝑇𝑃 + 𝑡4
)︁
.
Further, the derived optimum invariant estimators are minimax for the skew-normalized
squared error loss (see Appendix 3.8.1 for proof).
We now present an important result with regards to the mean square estimation error
performance of the minimax optimum estimators when compared to ML estimators. Let
𝛿 and 𝜑 denote estimators of 𝛿 and 𝜑, respectively. The Mean Square estimation Errors
(MSEs) of 𝛿 and 𝜑, denoted by MSE(𝛿) and MSE(𝜑), respectively, are defined as
MSE(𝛿) = 𝐸
{︁
(𝛿 − 𝛿)2|𝜃
}︁
, (3.29)
and
MSE(𝜑) = 𝐸
{︁
(𝜑− 𝜑)2|𝜃
}︁
, (3.30)
where 𝐸{.} denotes the expectation operator and 𝜃 is the vector of unknown parameters.
Proposition 2. Let 𝛿𝑀𝐿𝐸 and 𝜑𝑀𝐿𝐸 denote the ML estimators of 𝛿 and 𝜑, respectively.
Under the K-model, the MSE of 𝛿𝑀𝐿𝐸 is always greater than or equal to the MSE of
𝛿𝑀𝑖𝑛𝑅𝑖𝑠𝑘. Also, under the K-model, the MSE of 𝜑𝑀𝐿𝐸 is always greater than or equal
to the MSE of 𝜑𝑀𝑖𝑛𝑅𝑖𝑠𝑘.
Proof. In the K-model, we have 𝜃 = [𝜑, 𝛿]. Let 𝜑𝑀𝐿𝐸(𝑦) and 𝛿𝑀𝐿𝐸(𝑦) denote the ML
estimates obtained from 𝑦 characterized by the pdf 𝑓(𝑦|𝜃) = 1
𝜑2𝑃
𝑓𝑢(
𝑦−𝛿12𝑃
𝜑 ). We have
𝜃𝑀𝐿𝐸(𝑦) = [𝜑𝑀𝐿𝐸(𝑦), 𝛿𝑀𝐿𝐸(𝑦)]
= argmax⏟  ⏞  
𝜃
logℒ(𝜃|𝑦), (3.31)
where ℒ(𝜃|𝑦) is the likelihood function and is equal to 𝑓(𝑦|𝜃). Let 𝑔𝑎,𝑏 ∈ 𝒢𝐾𝑀𝑜𝑑𝑒𝑙 from
(3.21) and define 𝑦𝑔 = 𝑔𝑎,𝑏(𝑦). From (3.22), the corresponding transformation of the
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parameter vector 𝜃 is given by 𝜃𝑔 = 𝑔𝑎,𝑏(𝜃) = (𝑎𝜑, (𝑎𝛿+𝑏)). From the functional invariance
of ML estimators [53] (see Chapter 7, Theorem 7.2.10), we have 𝜃𝑀𝐿𝐸(𝑦𝑔) = 𝑔𝑎,𝑏(𝜃𝑀𝐿𝐸(𝑦)).
So, we have the following relationship
𝛿𝑀𝐿𝐸(𝑦𝑔) = 𝑎𝛿𝑀𝐿𝐸(𝑦) + 𝑏, (3.32)
and
𝜑𝑀𝐿𝐸(𝑦𝑔) = 𝑎𝜑𝑀𝐿𝐸(𝑦). (3.33)
As this holds true for all 𝑔𝑎,𝑏 ∈ 𝒢𝐾𝑀𝑜𝑑𝑒𝑙 from (3.21), the ML estimators of 𝛿 and 𝜑 are
invariant under 𝒢𝐾𝑀𝑜𝑑𝑒𝑙 as they satisfy (3.23) and (3.24). Hence, for the skew-normalized
loss function defined in (3.17), we have
ℛ(𝛿𝑀𝑖𝑛𝑅𝑖𝑠𝑘,𝜃) ≤ ℛ(𝛿𝑀𝐿𝐸 ,𝜃), (3.34)
since 𝛿𝑀𝑖𝑛𝑅𝑖𝑠𝑘 is the optimum invariant estimator under 𝒢𝐾𝑀𝑜𝑑𝑒𝑙 in (3.21) and achieves
the minimum conditional risk among all estimators that are invariant under 𝒢𝐾𝑀𝑜𝑑𝑒𝑙 (see
Proposition 1). From (3.34), we have
∫︁
R2𝑃
(𝛿𝑀𝑖𝑛𝑅𝑖𝑠𝑘(𝑦)− 𝛿)2
𝜑2
𝑓(𝑦|𝜃)𝑑𝑦 ≤
∫︁
R2𝑃
(𝛿𝑀𝐿𝐸(𝑦)− 𝛿)2
𝜑2
𝑓(𝑦|𝜃)𝑑𝑦, (3.35)
=⇒
∫︁
R2𝑃
(𝛿𝑀𝑖𝑛𝑅𝑖𝑠𝑘(𝑦)− 𝛿)2𝑓(𝑦|𝜃)𝑑𝑦 ≤
∫︁
R2𝑃
(𝛿𝑀𝐿𝐸(𝑦)− 𝛿)2𝑓(𝑦|𝜃)𝑑𝑦, (3.36)
implies
MSE(𝛿𝑀𝑖𝑛𝑅𝑖𝑠𝑘) ≤ MSE(𝛿𝑀𝐿𝐸). (3.37)
Following similar steps, we can show that MSE(𝜑𝑀𝑖𝑛𝑅𝑖𝑠𝑘) ≤ MSE(𝜑𝑀𝐿𝐸).
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3.4 Optimum Invariant CSOE scheme under S-model
In this section, we apply invariant decision theory to derive an optimum invariant estimator
of 𝜑 and 𝛿 under the S-model assuming complete knowledge of the joint queuing delay pdfs
and unlimited computational complexity. Recall from (3.6), the observations under the
S-model can be represented as
𝑦 = (ℎ𝑑+ 𝑣)𝜑+ 𝛿12𝑃 , (3.38)
where 𝑦 ∈ R2𝑃 , 𝑣 ∈ R2𝑃 , 𝜑 ∈ R+ and 𝛿 ∈ R. As the unknown fixed delay 𝑑 is always
non-negative, we have 𝑑 ∈ R+0 . However, it is not possible to design invariant estimators
under this constraint, as we cannot construct a group of transformations for which the class
of pdfs in the S-model is invariant under the constructed group of transformations. Hence,
we assume 𝑑 ∈ R, but later we see this is not a problem as we derive the minimax optimum
estimator in Proposition 3. Let 𝜃 = [𝜑, 𝑑, 𝛿] denote the vector of unknown parameters. The
unrestricted parameter space of 𝜃, denoted by Θ, is given by
Θ = {(𝜑, 𝑑, 𝛿) : 𝜑 ∈ R+, 𝑑 ∈ R, 𝛿 ∈ R}, (3.39)
and the restricted parameter space of 𝜃, denoted by Θ*, is given by
Θ* = {(𝜑, 𝑑, 𝛿) : 𝜑 ∈ R+, 𝑑 ∈ R+0 , 𝛿 ∈ R}. (3.40)
From (3.6), we have 𝑓(𝑦|𝜃) = 1
𝜑2𝑃
𝑓𝑤1
(︁
𝑡2−𝛿1𝑇𝑃
𝜑 − 𝑑1𝑇𝑃 − 𝑡1
)︁
𝑓𝑤2
(︁
𝛿1𝑇𝑃−𝑡3
𝜑 + 𝑡4 − (𝑎0𝑑+ 𝑐0)1𝑇𝑃
)︁
.
Let ℱ𝑆𝑀𝑜𝑑𝑒𝑙 denote the class of all pdfs 𝑓(𝑦|𝜃) for 𝜃 ∈ Θ. The class of such pdfs is
invariant under the group of transformations 𝒢𝑆𝑀𝑜𝑑𝑒𝑙, on R2𝑃 , defined as
𝒢𝑆𝑀𝑜𝑑𝑒𝑙 = {𝑔𝑎,𝑏,𝑐(𝑚) : 𝑔𝑎,𝑏,𝑐(𝑚) = 𝑎(𝑚+ ℎ𝑏) + 𝑐12𝑃 , ∀(𝑎, 𝑏, 𝑐) ∈ R+ × R× R}, (3.41)
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where 𝑚 ∈ R2𝑃 , since 𝑦𝑔 = 𝑔𝑎,𝑏,𝑐(𝑦) has the pdf 1(𝑎𝜑)2𝑃 𝑓𝑣
(︁
𝑦𝑔−(𝑎𝛿+𝑐)12𝑃
𝑎𝜑 − ℎ
(︁
𝑑+ 𝑏𝜑
)︁)︁
which has the parameters (𝑎𝜑, (𝑑+ 𝑏/𝜑), 𝑎𝛿 + 𝑐) as opposed to the parameters (𝜑, 𝑑, 𝛿) for
𝑓(𝑦|𝜃). This shows that the group, 𝒢𝑆𝑀𝑜𝑑𝑒𝑙, of induced transformations on Θ is given by
𝒢𝑆𝑀𝑜𝑑𝑒𝑙 = {𝑔𝑎,𝑏,𝑐((𝜑, 𝑑, 𝛿)) : 𝑔𝑎,𝑏,𝑐((𝜑, 𝑑, 𝛿)) = (𝑎𝜑, (𝑑+ 𝑏/𝜑), (𝑎𝛿 + 𝑐))
∀(𝑎, 𝑏, 𝑐) ∈ R+ × R× R}, (3.42)
where 𝜑 ∈ R+, 𝑑 ∈ R and 𝛿 ∈ R. Thus the transformations modify the three parameters
but the pdf can still be represented in the same general class of pdfs which have some values
for these parameters.
Let 𝛿𝐼 and 𝜑𝐼 denote estimators of 𝛿 and 𝜑, respectively and let 𝛿𝐼(𝑦) and 𝜑𝐼(𝑦)
denote the estimates obtained from the received data 𝑦 characterized by the pdf 𝑓(𝑦|𝜃) =
1
𝜑2𝑃
𝑓𝑣
(︁
𝑦−𝛿12𝑃
𝜑 − ℎ𝑑
)︁
. The estimators 𝜑𝐼(𝑦) and 𝛿𝐼(𝑦) are invariant under 𝒢𝑆𝑀𝑜𝑑𝑒𝑙 from
(3.41), if for all (𝑎, 𝑏, 𝑐) ∈ R+ × R× R,
𝛿𝐼(𝑔𝑎,𝑏,𝑐(𝑦)) = 𝛿𝐼(𝑎(𝑦 + ℎ𝑏) + 𝑐12𝑃 ) = (𝑎𝛿𝐼(𝑦) + 𝑐), (3.43)
𝜑𝐼(𝑔𝑎,𝑏,𝑐(𝑦)) = 𝜑𝐼(𝑎(𝑦 + ℎ𝑏) + 𝑐12𝑃 ) = 𝑎𝜑𝐼(𝑦). (3.44)
Note that, by design, the estimators 𝜑𝐼(𝑦) and 𝛿𝐼(𝑦) are invariant to the parameter 𝑑
(since the changes in 𝑑 in (3.43) and (3.44) do not affect 𝛿𝐼 and 𝜑𝐼), i.e., the estimates, as
well as the performance of the estimators, are not affected by the value of 𝑑. Further, the
skew-normalized loss functions defined in (3.17) and (3.18) for 𝛿 and 𝜑, respectively, are
invariant under 𝒢𝑆𝑀𝑜𝑑𝑒𝑙 from (3.41), since
(𝛿𝐼(𝑦)− 𝛿)2
𝜑2
=
(︁
𝛿𝐼(𝑔𝑎,𝑏,𝑐(𝑦))− (𝑎𝛿 + 𝑐)
)︁2
𝑎2𝜑2
, (3.45)
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and
(𝜑𝐼(𝑦)− 𝜑)2
𝜑2
=
(︁
𝜑𝐼(𝑔𝑎,𝑏,𝑐(𝑦))− 𝑎𝜑
)︁2
𝑎2𝜑2
(3.46)
for all 𝑔𝑎,𝑏,𝑐 ∈ 𝒢𝑆𝑀𝑜𝑑𝑒𝑙. We now present the minimax optimum estimators of 𝛿 and 𝜑 under
the S-model.
Proposition 3. The optimum (or minimum conditional risk) invariant estimators of 𝛿 and
𝜑, denoted by 𝛿𝑀𝑖𝑛𝑅𝑖𝑠𝑘 and 𝜑𝑀𝑖𝑛𝑅𝑖𝑠𝑘, respectively, under 𝒢𝑆𝑀𝑜𝑑𝑒𝑙 defined in (3.41), for the
skew normalized squared error loss functions defined in (3.17) and (3.18) respectively, are
given by
𝛿𝑀𝑖𝑛𝑅𝑖𝑠𝑘(𝑦) =
∫︀
R+
∫︀
R2
𝛿
𝜑2
𝑓(𝑦|𝜃)𝑑(𝑑)𝑑𝛿𝑑𝜑∫︀
R+
∫︀
R2
1
𝜑2
𝑓(𝑦|𝜃)𝑑(𝑑)𝑑𝛿𝑑𝜑, (3.47)
and
𝜑𝑀𝑖𝑛𝑅𝑖𝑠𝑘(𝑦) =
∫︀
R+
∫︀
R2
1
𝜑𝑓(𝑦|𝜃)𝑑(𝑑)𝑑𝛿𝑑𝜑∫︀
R+
∫︀
R2
1
𝜑2
𝑓(𝑦|𝜃)𝑑(𝑑)𝑑𝛿𝑑𝜑, (3.48)
respectively, where 𝑓(𝑦|𝜃) = 1
𝜑2𝑃
𝑓𝑤1
(︁
𝑡2−𝛿1𝑇𝑃
𝜑 − 𝑑1𝑇𝑃 − 𝑡1
)︁
𝑓𝑤2
(︁
𝛿1𝑇𝑃−𝑡3
𝜑 + 𝑡4 − (𝑎0𝑑+ 𝑐0)1𝑇𝑃
)︁
.
Further, the derived optimum invariant estimators are minimax for the skew-normalized
squared error loss in the restricted parameter space Θ* (see Appendix 3.8.2 for proof).
Also, the optimum invariant estimators are optimum in terms of acheiving the lowest MSE
among all estimators invariant under 𝒢𝑆𝑀𝑜𝑑𝑒𝑙 defined in (3.41).
A desirable property of any estimator of 𝛿 and 𝜑 is for it to be asymptotically consistent.
We now present an important result regarding the invariance of asymptotically consistent
estimators.
Proposition 4. Any consistent estimator of 𝜑 and 𝛿 obtained from solving (3.38) is asymp-
totically invariant under 𝒢𝑆𝑀𝑜𝑑𝑒𝑙 defined in (3.41).
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Proof. For any fixed value of 𝑑, a scale or shift transformation on the observations would
lead to corresponding estimates of 𝛿 and 𝜑 obtained from a consistent clock skew and offset
estimator to be scaled or shifted for asymptotically large sample sizes, since any consistent
estimator always converges towards the real value of the parameter. Hence, any consistent
estimator of 𝜑 and 𝛿 obtained from solving (3.38) is asymptotically invariant under 𝒢𝑆𝑀𝑜𝑑𝑒𝑙
defined in (3.41) as they satisfy (3.43) and (3.44).
Remark. For a fixed value of 𝑑, the ML-estimator of 𝜑 and 𝛿 under the S-model is invariant
under 𝒢𝑆𝑀𝑜𝑑𝑒𝑙 defined in (3.41) as any shift or scale transformation of the observations
results in the corresponding transformation of the ML estimate of 𝜑 and 𝛿 (due to the
functional invariance property of ML estimators). Following steps similar to those given in
Proposition 2, we can show that the ML-estimators under the S-model have a MSE greater
than or equal to the optimum invariant estimators under the S-model.
3.4.1 Imprecise Knowledge of Queuing Delay pdfs
We now consider a case where the queuing delay pdfs are not known perfectly. To this end,
we assume that there𝐾 possible pdfs, defined by the set
{︁(︁
𝑓
(1)
𝑤1 (.), 𝑓
(1)
𝑤2 (.)
)︁
,
(︁
𝑓
(2)
𝑤1 (.), 𝑓
(2)
𝑤2 (.)
)︁
,
· · ·
(︁
𝑓
(𝐾)
𝑤1 (.), 𝑓
(𝐾)
𝑤2 (.)
)︁}︁
. We use the idea discussed in [52] along with the proposed optimum
estimator to construct a limited-information estimation scheme. The limited-information
clock skew and offset estimator of 𝜑 and 𝛿 obtained from the observations 𝑦 are given by
𝛿𝑟𝑜𝑏𝑢𝑠𝑡(𝑦) =
∑︀𝐾
𝑘=1 𝑐𝑘(𝑦)𝛿
(𝑘)(𝑦)∑︀𝐾
𝑘=1 𝑐𝑘(𝑦)
, (3.49)
and
𝜑𝑟𝑜𝑏𝑢𝑠𝑡(𝑦) =
∑︀𝐾
𝑘=1 𝑐𝑘(𝑦)𝜑
(𝑘)(𝑦)∑︀𝐾
𝑘=1 𝑐𝑘(𝑦)
, (3.50)
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where 𝛿(𝑘)(𝑦) and 𝜑(𝑘)(𝑦) denote the optimum invariant estimates of 𝛿 and 𝜑 under the 𝑘𝑡ℎ
scenario, obtained using Proposition 3 and the queuing delay pdfs
(︁
𝑓
(𝑘)
𝑤1 (.), 𝑓
(𝑘)
𝑤2 (.)
)︁
. The
weights 𝑐𝑘(𝑦) are based on the likelihood function 𝑓(𝑦|𝜃), and are defined as
𝑐𝑘(𝑦) =
1
(𝜑(𝑘)(𝑦))2𝑃
𝑓
(𝑘)
𝑤1
(︂
𝑡2−𝛿(𝑘)(𝑦)1𝑇𝑃
𝜑(𝑘)(𝑦)
− 𝑑(𝑘)𝑒𝑠𝑡1𝑇𝑃 − 𝑡1
)︂
𝑓
(𝑘)
𝑤2
(︂
𝛿(𝑘)(𝑦)1𝑇𝑃−𝑡3
𝜑(𝑘)(𝑦)
+ 𝑡4 − (𝑎0𝑑(𝑘)𝑒𝑠𝑡 + 𝑐0)1𝑇𝑃
)︂
, (3.51)
where 𝑑(𝑘)𝑒𝑠𝑡 is an estimate of 𝑑 corresponding to the 𝑘
𝑡ℎ scenario and the constants 𝑎0
and 𝑐0 were defined in Section 3.1. To obtain 𝑑
(𝑘)
𝑒𝑠𝑡, we use 𝛿
(𝑘) and 𝜑(𝑘) to calculate
𝑧1 =
(︂
(𝑡2−𝛿(𝑘)1𝑇𝑃 )
𝜑(𝑘)
− 𝑡1
)︂
and 𝑧2 =
(︂
𝑡4 − (𝑡3−𝛿
(𝑘)1𝑇𝑃 )
𝜑(𝑘)
)︂
. We now have
𝑧1 ≈ 𝑑1𝑃 +𝑤1, (3.52)
and
𝑧2 ≈ (𝑎0𝑑+ 𝑐0)1𝑃 +𝑤2. (3.53)
The problem of estimating 𝑑 from 𝑧1 and 𝑧2 falls under the class of location parameter
estimation problems. Hence, we use the optimum invariant location parameter estimator
proposed in [11] to calculate 𝑑(𝑘)𝑒𝑠𝑡, given by
𝑑
(𝑘)
𝑒𝑠𝑡 =
∫︀
R 𝑑𝑓
(𝑘)
𝑤1 (𝑧1 − 𝑑1𝑇𝑃 )𝑓 (𝑘)𝑤2 (𝑧2 − (𝑎0𝑑+ 𝑐0)1𝑇𝑃 )𝑑(𝑑)∫︀
R 𝑓
(𝑘)
𝑤1 (𝑧1 − 𝑑1𝑇𝑃 )𝑓 (𝑘)𝑤2 (𝑧2 − (𝑎0𝑑+ 𝑐0)1𝑇𝑃 )𝑑(𝑑)
. (3.54)
The weights 𝑐𝑘(𝑦) are chosen as a function of likelihood in order to give more weight
to the more plausible models, i.e., we assign higher weight when the assumed pdf of the
queuing delays is judged to be closer to the actual queuing delay pdf. As the estimators
𝛿𝑟𝑜𝑏𝑢𝑠𝑡 and 𝜑𝑟𝑜𝑏𝑢𝑠𝑡 are linear combination of estimates that are invariant under 𝒢𝑆𝑀𝑜𝑑𝑒𝑙
defined in (3.41), the robust clock skew and offset estimators presented in (3.49) and (3.50)
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are invariant under 𝒢𝑆𝑀𝑜𝑑𝑒𝑙.
3.5 Optimum Invariant CSOE scheme under M-model
In this section, we apply invariant decision theory to derive an optimum invariant estimator
of 𝜑 and 𝛿 under the M-model assuming complete knowledge of the joint queuing delay
pdfs and unlimited computational complexity. Recall from (3.11), the observations under
the M-model can be represented as
𝑦 = (ℎ𝑀𝑑+ 𝑧)𝜑+ (𝛿 ⊗ 12𝑃 ), (3.55)
where 𝑦 ∈ R2𝑃 (𝐵+1), 𝑧 ∈ R2𝑃 (𝐵+1), 𝜑 ∈ R+, 𝛿 = [𝛿, 𝛿1, 𝛿2, · · · , 𝛿𝐵] ∈ R𝐵+1 and ℎ𝑀
is a known vector defined in Section 4.1 and is given by ℎ𝑀 = [1𝑇𝑃 (𝐵+1),−𝑎01𝑇𝑃 (𝐵+1)]𝑇 .
Let 𝜃 = [𝜑, 𝑑, 𝛿, 𝛿1, · · · , 𝛿𝐵] denote the vector of unknown parameters. The unrestricted
parameter space of 𝜃, denoted by Θ, is given by
Θ = {(𝜑, 𝑑, 𝛿) : 𝜑 ∈ R+, 𝑑 ∈ R, 𝛿 ∈ R𝐵+1}, (3.56)
and the restricted parameter space of 𝜃, denoted by Θ*, is given by,
Θ* = {(𝜑, 𝑑, 𝛿) : 𝜑 ∈ R+, 𝑑 ∈ R+0 , 𝛿 ∈ R𝐵+1} (3.57)
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From (3.11), the conditional pdf of 𝑦 is given by
𝑓(𝑦|𝜃) = 1
𝜑2𝑃 (𝐵+1)
𝑓𝑧
(︂
𝑦 − (𝛿 ⊗ 12𝑃 )
𝜑
− ℎ𝑀𝑑
)︂
, (3.58)
=
1
𝜑2𝑃 (𝐵+1)
𝑓𝑤1
(︂
𝑡2 − 𝛿1𝑇𝑃
𝜑
− 𝑑1𝑇𝑃 − 𝑡1
)︂
𝑓𝑤2
(︂
𝛿1𝑇𝑃 − 𝑡3
𝜑
+ 𝑡4 − (𝑎0𝑑+ 𝑐0)1𝑇𝑃
)︂
𝐵∏︁
𝑗=1
[︂
𝑓𝑤1
(︂
𝑡2𝑗 − 𝛿𝑗1𝑇𝑃
𝜑
− 𝑑1𝑇𝑃 − 𝑡1𝑖
)︂
𝑓𝑤2
(︂
𝛿𝑗1
𝑇
𝑃 − 𝑡3𝑗
𝜑
+ 𝑡4𝑗 − (𝑎0𝑑+ 𝑐0)1𝑇𝑃
)︂]︂
, (3.59)
where 𝑎0 and 𝑐0 are known constants defined in Section 3.1.
Let ℱ𝑀𝑀𝑜𝑑𝑒𝑙 denote the class of all pdfs 𝑓(𝑦|𝜃) for 𝜃 ∈ Θ. The class of such pdfs is
invariant under the group of transformations 𝒢𝑀𝑀𝑜𝑑𝑒𝑙, on R2𝑃 (𝐵+1), defined as
𝒢𝑀𝑀𝑜𝑑𝑒𝑙 = {𝑔𝑎,𝑏,𝑐(𝑚) : 𝑔𝑎,𝑏,𝑐(𝑚) = (𝑚+ ℎ𝑀𝑏)𝑎+ 𝑐⊗ 12𝑃 ,
∀(𝑎, 𝑏, 𝑐) ∈ R+ × R× R𝐵+1}, (3.60)
where𝑚 ∈ R2𝑃 (𝐵+1), since 𝑦𝑔 = 𝑔𝑎,𝑏,𝑐(𝑦) has a pdf given by 1(𝑎𝜑)2𝑃 (𝐵+1) 𝑓𝑧
(︁
𝑦𝑔−((𝑎𝛿+𝑐)⊗12𝑃 )
𝑎𝜑
−ℎ𝑀
(︁
𝑑+ 𝑏𝜑
)︁)︁
. The corresponding group of induced transformations on Θ, denoted by
𝒢𝑀𝑀𝑜𝑑𝑒𝑙, is given by
𝒢𝑀𝑀𝑜𝑑𝑒𝑙 = {𝑔𝑎,𝑏,𝑐((𝜑, 𝑑, 𝛿)) : 𝑔𝑎,𝑏,𝑐((𝜑, 𝑑, 𝛿)) = (𝑎𝜑, (𝑑+ 𝑏/𝜑), (𝑎𝛿 + 𝑐)),
∀(𝑎, 𝑏, 𝑐) ∈ R+ × R× R𝐵+1}, (3.61)
where 𝜑 ∈ R+, 𝑑 ∈ R and 𝛿 ∈ R𝐵+1. Note the similarity to (3.42).
Let 𝛿𝐼 and 𝜑𝐼 denote estimators of 𝛿 and 𝜑, respectively and let 𝛿𝐼(𝑦) and 𝜑𝐼(𝑦) denote
the estimates obtained from the received data 𝑦 characterized by the pdf 𝑓(𝑦|𝜃) = 1
𝜑2𝑃 (𝐵+1)
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𝑓𝑧
(︁
𝑦−(𝛿⊗12𝑃 )
𝜑 − ℎ𝑀𝑑
)︁
. Let 𝑐 = [𝑐1, 𝑐2, · · · , 𝑐𝐵+1] ∈ R𝐵+1. The estimators 𝜑𝐼(𝑦) and 𝛿𝐼(𝑦)
are invariant under 𝒢𝑀𝑀𝑜𝑑𝑒𝑙 from (4.12), if for all (𝑎, 𝑏, 𝑐) ∈ R+ × R× R𝐵+1,
𝛿𝐼(𝑔𝑎,𝑏,𝑐(𝑦)) = 𝛿𝐼(𝑎(𝑦 + ℎ𝑀𝑏) + 𝑐⊗ 12𝑃 )
= 𝑎𝛿𝐼(𝑦) + 𝑐1, (3.62)
𝜑𝐼(𝑔𝑎,𝑏,𝑐(𝑦)) = 𝜑𝐼(𝑎(𝑦 + ℎ𝑀𝑏) + 𝑐⊗ 12𝑃 )
= 𝑎𝜑𝐼(𝑦). (3.63)
Note that the estimators 𝜑𝐼(𝑦) and 𝛿𝐼(𝑦) are invariant to the parameter 𝑑, i.e., the
estimates, as well as the performance of the estimators, are not affected by the value of
𝑑. Further, the skew-normalized loss functions defined in (3.17) and (3.18) for 𝛿 and 𝜑
respectively, are invariant under 𝒢𝑀𝑀𝑜𝑑𝑒𝑙 from (4.12), since
(𝛿𝐼(𝑦)− 𝛿)2
𝜑2
=
(︁
𝛿𝐼(𝑔𝑎,𝑏,𝑐(𝑦))− (𝑎𝛿 + 𝑐1)
)︁2
𝑎2𝜑2
, (3.64)
and
(𝜑𝐼(𝑦)− 𝜑)2
𝜑2
=
(︁
𝜑𝐼(𝑔𝑎,𝑏,𝑐(𝑦))− 𝑎𝜑
)︁2
𝑎2𝜑2
(3.65)
for all 𝑔𝑎,𝑏,𝑐 ∈ 𝒢𝑀𝑀𝑜𝑑𝑒𝑙. We now present the minimax optimum estimators of 𝛿 and 𝜑 under
the M-model.
Proposition 5. The optimum (or minimum conditional risk) invariant estimators of 𝛿 and
𝜑, denoted by 𝛿𝑀𝑖𝑛𝑅𝑖𝑠𝑘 and 𝜑𝑀𝑖𝑛𝑅𝑖𝑠𝑘, respectively, under 𝒢𝑀𝑀𝑜𝑑𝑒𝑙 defined in (4.12), for the
skew normalized squared error loss functions defined in (3.17) and (3.18) are given by
𝛿𝑀𝑖𝑛𝑅𝑖𝑠𝑘(𝑦) =
∫︀
R+
∫︀
R𝐵+2
𝛿
𝜑2
𝑓(𝑦|𝜃)𝑑𝜃∫︀
R+
∫︀
R𝐵+2
1
𝜑2
𝑓(𝑦|𝜃)𝑑𝜃 , (3.66)
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and
𝜑𝑀𝑖𝑛𝑅𝑖𝑠𝑘(𝑦) =
∫︀
R+
∫︀
R𝐵+2
1
𝜑𝑓(𝑦|𝜃)𝑑𝜃∫︀
R+
∫︀
R𝐵+2
1
𝜑2
𝑓(𝑦|𝜃)𝑑𝜃 , (3.67)
respectively, where 𝑓(𝑦|𝜃) is defined in (3.59). Further, the derived optimum invariant esti-
mators are minimax for the skew-normalized squared error loss in the restricted parameter
space Θ*.
Outline of the Proof. Following steps similar to those in Appendix 3.8.2, we can show
that the right invariant prior, denoted by 𝜋𝑟(𝜃), for 𝒢𝑀𝑀𝑜𝑑𝑒𝑙 defined in (4.13) is given by
𝜋𝑟(𝜃) = ℐR+(𝜑)ℐR(𝑑)ℐR𝐵+1(𝛿). Using the obtained 𝜋𝑟(𝜃) and following similar steps to
those in Appendix 3.8.2, we can obtain the optimum invariant estimators and show that
they are minimax optimum.
3.6 Simulation Results
In this section, we illustrate the performance of the optimum estimators via numerical sim-
ulations in the LTE backhaul network scenario. PTP is sometimes used in conjunction
with Synchronous Ethernet (SyncE) for cellular base station synchronization in 4G LTE
networks. Although the SyncE standards are now mature, much of the deployed base of
Ethernet equipment does not support it [54]. PTP is the primary option for synchroniza-
tion to operators with packet backhaul networks that do not support SyncE [54, 55]. For
simplicity, we assume symmetric network conditions in the forward and reverse paths, i.e.,
𝑓𝑤1(.) = 𝑓𝑤2(.) = 𝑓𝑤(.). Also, we assume the queuing delay samples are independent and
identically distributed.
We follow the approach given in [11] for generating the random queuing delays in LTE
backhaul networks. Specifically, we assume a Gigabit Ethernet network consisting of a
cascade of 10 switches between the master and slave nodes. A two-class non-preemptive
priority queue is used to model the traffic at each switch. The network traffic at the switch
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Traffic Model Packet Sizes (in Bytes) % of total traffic
TM-1 {64, 576, 1518} {80%, 5%, 15%}
TM-2 {64, 576, 1518} {30%, 10%, 60%}
Table 3.1: Composition of background packets in the considered traffic models.
comprises of the lower priority background traffic and the higher priority synchronization
messages. We assume cross-traffic flows, where new background traffic is injected at each
switch and this traffic exits at the subsequent switch. The arrival times and size of back-
ground traffic packets injected at each switch are assumed to be statistically independent.
We use Traffic Model 1 (TM-1) and Traffic Model 2 (TM-2) from the ITU-T specification
G.8261 [56], described in Table 4.1, for generating the background traffic at each switch.
The interarrival times between packets in background traffic are assumed to follow an
exponential distribution, and we set the rate parameter of each exponential distribution
accordingly to obtain the desired load factor, i.e., the percentage of the total capacity con-
sumed by background traffic[11]. The empirical pdf of the PDV in the backhaul networks
was obtained in [11] for different load factors. The timestamps 𝑡1𝑖 and 𝑡3𝑖 are set to 40𝑖 𝜇𝑠
and 40𝑖 𝜇𝑠 + 20𝜇𝑠, respectively, for 𝑖 = 0, 1, · · · , 𝑃 − 1. For a given value of parameters
{𝜑, 𝑑, 𝛿}, the timestamps 𝑡2𝑖 and 𝑡4𝑖 are then generated using the appropriate equations, for
example (3.3) and (3.4), assuming 𝑑𝑚𝑠 = 𝑑 and 𝑑𝑠𝑚 = 𝑎0𝑑+ 𝑐0, where 𝑎0 and 𝑐0 are known
constants.
3.6.1 Considered CSOE schemes
We now briefly describe the various CSOE schemes available in the literature for which we
also evaluate performance:
62
Least Squares Estimate (LSE)
We assume the K-model for this CSOE scheme. In this scheme, we assume prior information
of the mean and variance of 𝑓𝑤(.). We use the least squares estimator to get an estimate
of 𝜑 and 𝛿 from (3.5). It can be shown that the least squares CSOE scheme is invariant
under 𝒢𝐾𝑀𝑜𝑑𝑒𝑙 defined in (3.21).
Local Maximum Likelihood Estimate (LMLE)
We assume the K-model for this CSOE scheme. As discussed in Proposition 2, the ML
estimate under the K-model is obtaining by finding the value of parameter vector that
maximizes the likelihood function (see (3.31)). However, for small values of 𝑃 , the likelihood
function need not always be concave. The likelihood function is shown in Figure 3-1 for
a TM-1 network scenario under 40% load for 𝜑 = 1 and 𝛿 = 0 for different values of 𝑃 .
We see that for small values of 𝑃 , the likelihood function is not necessarily concave and
sometimes it has many local maxima. In our simulations, we use the solution obtained
from the least squares estimate as the initial point in the search for the ML estimate.
The obtained solution is called the Local Maximum Likelihood Estimate since we cannot
guarantee a global maximum.
Remark. We should mention here that we have used the K-model for the least squares and
ML-based CSOE schemes. We conjecture that this provides a lower bound on the perfor-
mance of these CSOE schemes under the S-model, as the presence of additional unknown
nuisance parameters would generally degrade the performance of an estimation scheme.
3.6.2 Performance metric
We now describe the metric used for illustrating the performance of the considered CSOE
schemes. Let 𝛿 and 𝜑 denote estimators of 𝛿 and 𝜑, respectively. The skew Normal-
ized Root Mean Square estimation Error (NRMSE) of 𝛿 and 𝜑, denoted by NRMSE(𝛿)
and NRMSE(𝜑), respectively, are defined as
√
MSE(𝛿)
𝜑 and
√
MSE(𝜑)
𝜑 , respectively, where
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MSE(𝛿) and MSE(𝜑) are defined in (3.29). In our results, we use the NRMSE(𝛿) and
NRMSE(𝜑) metrics to evaluate performance. Also, note that the risk of the estimators 𝛿
and 𝜑 under the skew normalized squared error loss are given by ℛ(𝛿,𝜃) = (NRMSE(𝛿))2
and ℛ(𝜑,𝜃) = (NRMSE(𝜑))2, respectively.
Remark. In scenarios where analytical expressions for the queuing delay pdfs 𝑓𝑤1(.) and
𝑓𝑤2(.) are known, it might be possible to further simplify the integrals in Proposition 1,
3 and 5. However, in the general case of arbitrary queuing delay pdfs 𝑓𝑤1(.) and 𝑓𝑤2(.),
these integrals are computed by approximating them with Riemann summations. In such
cases, the computational complexity associated with the optimum estimators will depend
on the number of bins used in the Riemann summations. Typically, this computational
complexity is significantly higher than that of conventional ML-based estimators. The
performance comparison between the realistic schemes and the optimum estimators can be
performed off-line, where complexity is not a stringent issue.
In this paper, we approximate the integral over R+ using Riemann sums by setting
the width of the Riemann summation bins to 0.01 and the limits of the integral to [0.5, 2].
Also, we approximate the integral over R using Riemann sums by setting the width of the
Riemann summation bins to 0.01 𝜇𝑠 and the limits of the integral to [−20 𝜇𝑠, 20 𝜇𝑠].
3.6.3 Numerical results
Figures 3-2 and 3-3 shows the NRMSE performance for the considered CSOE schemes for
{𝜑, 𝑑, 𝛿} = {1.01, 1 𝜇𝑠, 1.25 𝜇𝑠} with 𝑑𝑚𝑠 = 𝑑 and 𝑑𝑠𝑚 = 𝑑+1 𝜇𝑠 for TM-1 and TM-2 net-
work scenarios. We see that the performance of all the considered CSOE schemes improves
with an increase in the number of two-way message exchanges. Some key observations are
as follows:
1. Performance of minimax optimum estimators: Figure 3-2 compares the performance
of the optimum estimator under the K- and S-models, namely the the minimax opti-
mum estimator under the K-model (Minimax-K ) and the minimax optimum estimator
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under the S-model (Minimax-S ), to the performance of other CSOE schemes available
in the literature. Interestingly, we do not observe a significant loss in performance
of Minimax-S due to the unknown nuisance parameter 𝑑. Further, we observe that
the limited-information estimation scheme described in Section 3.4 (robust-CSOE )
exhibits a performance close to the optimum estimators2 indicating that the limited-
information CSOE scheme is relatively robust to network uncertainties. Figure 3-3
shows us the performance of the minimax optimum estimator under the M-model
(Minimax-M ) for different values of 𝐵 for different network scenarios. We observe a
noticeable gain in performance when estimating 𝜑 by using information from the past
blocks, since the additional timestamps contain information regarding the clock skew
𝜑. Also, we observe a slight gain in performance when estimating the clock offset
𝛿. Although the previous blocks do not provide us information regarding the current
block’s clock offset 𝛿, the additional timestamps help in improving the estimate of 𝜑,
which in turn provides a performance gain when estimating the current block’s clock
offset 𝛿.
2. Performance of the minimax optimum estimators for different values of 𝜑 and 𝛿:
Figure 3-4 shows us the performance of the minimax optimum estimator under the
K-model for different values of 𝜑 and 𝛿. As observed from the results, the performance
of the optimum invariant estimator is independent of the parameter values {𝜑, 𝑑, 𝛿}
since the conditional risk of an invariant estimator is constant (see Theorem 1). Sim-
ilarly, using Theorem 1, we can infer that the performance of the optimum invariant
estimators under the S-model and M-model are also independent of the parameter
values.
3. Effect of width of Riemann summation bins: In our simulation results, we set the
width of the Riemann summation bins to small values to ensure that the additional
2A total of 14 possible pdfs are assumed for the PDV pdf consisting of pdfs corresponding to TM-1 and
TM-2 at {20%, 30%, 40%, 50%, 60%, 70%, 80%} load were assumed available for the limited information
CSOE scheme.
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error introduced due to the Riemann sum approximation is small relative to the esti-
mation error. However, the computational complexity associated with the developed
optimum estimators depends on the total number of bins (or the width of the Riemann
summation bins) used in the Riemann sum approximation. For example, consider
the optimum estimator under the K-model. It is easy to see that when Riemann
sums are used, 𝒪(𝑃 2𝑁𝑏1𝑁𝑏2) multiplications and 𝒪(𝑁𝑏1𝑁𝑏2) additions are required
per estimate, where 𝑁𝑏1 and 𝑁𝑏2 denote the total number of Riemann sum bins uti-
lized in approximating the integral over R+ and the integral over R, respectively. In
Figure 3-5, we compare the performance of the minimax optimum estimator under
the K-model for different values of the width of the Riemann summation bins, when
approximating the integral over R. From Figure 3-5, we do not observe a noticeable
loss in performance when the width of the Riemann summation bins is increased from
0.01 𝜇𝑠 to 0.1 𝜇𝑠. However, there is a significant degradation in the performance of
the optimum estimator when the width of the Riemann summation bins is increased
to 0.5 𝜇𝑠 or higher. For a given bin width, there is always some large value of 𝑃
above which the performance of the minimax optimum estimator does not improve
with an increasing number of two-way message exchanges. Apparently, the error in
approximating the integral is much larger than the estimation error with the exact
integral at such 𝑃 .
4. Effect of unknown path asymmetries: When designing the optimum estimators, we
assumed a prior known relationship between the fixed path delays, 𝑑𝑚𝑠 and 𝑑𝑠𝑚.
We now study the possible performance loss that could occur due to the presence of
unknown path asymmetries. Figure 3-6 compares the performance of the minimax
optimum estimator under the K-model in the presence of such unknown path asym-
metries, namely when the estimator assumes that 𝑑𝑚𝑠 = 𝑑𝑠𝑚 = 𝑑, when the actual
relationship is given by 𝑑𝑚𝑠 = 𝑑 and 𝑑𝑠𝑚 = 𝑑 + 1 𝜇𝑠. From Figure 3-6, we observe
a significant degradation in the performance of the clock offset estimator as well as a
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noticeable degradation in the performance of the clock skew estimator. The loss in
performance follows from [18, 42], where it was shown that the presence of unknown
path asymmetries in PTP can result in significant degradation of the performance of
a clock skew and offset estimation scheme. We note that the loss can be very different
in other cases.
3.7 Summary
In this paper, we have developed optimum invariant estimators for the joint estimation of
clock skew and offset in IEEE 1588 for different observation models assuming knowledge of
queuing delay pdfs and unlimited computational complexity. The performance benchmarks
obtained from the optimum estimators can aid system designers in searching for algorithms
with the desired computational complexity that have near optimum performance. Further,
using the optimum estimator and assuming unlimited computational complexity, we con-
struct robust clock skew and offset estimators for the S-model under scenarios where the
queuing delay pdfs are not entirely known. While these estimators show some potential,
much more study is needed to fully understand their performance. Throughout this paper,
we assumed either the complete knowledge of the fixed delays or a prior known affine rela-
tionship between the fixed path delays. The presence of an unknown asymmetry between
the fixed path delays could significantly degrade the performance of the developed CSOE
schemes. Future work can look into developing low complexity robust clock skew and offset
estimation schemes when there is an unknown asymmetry between the fixed path delays.
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Figure 3-1: Likelihood function for various values of the parameter for TM-1 under 40%
load for 𝜑 = 1, 𝛿 = 0 for different values of 𝑃 .
3.8 Appendix
3.8.1 Proof of Proposition 1
Proof. The optimum invariant estimator of 𝛿 under 𝒢𝐾𝑀𝑜𝑑𝑒𝑙 in (3.21), denoted by 𝛿𝑀𝑖𝑛𝑅𝑖𝑠𝑘,
can be obtained by solving (See Result 3 in Section 6.6.2 of [49])
𝛿𝑀𝑖𝑛𝑅𝑖𝑠𝑘(𝑦) = argmin⏟  ⏞  
𝛿
∫︁
Θ
𝐿1(𝛿(𝑦),𝜃)𝜋
𝑟(𝜃|𝑦)𝑑𝜃
=argmin⏟  ⏞  
𝛿
∫︁
Θ
(𝛿(𝑦)− 𝛿)2
𝜑2
𝜋𝑟(𝜃|𝑦)𝑑𝜃, (3.68)
where 𝜋𝑟(𝜃|𝑦) = 𝑓(𝑦|𝜃)𝜋𝑟(𝜃)∫︀
Θ 𝑓(𝑦|𝜃)𝜋𝑟(𝜃)𝑑𝜃
is the posterior density of 𝜃 based on the right invariant
prior 𝜋𝑟 on Θ (see Section 6.6.1, [49])3. The right invariant prior for the location-scale
group was derived in [49] (see Section 6.6). As 𝒢𝐾𝑀𝑜𝑑𝑒𝑙 from (3.21) is a location-scale
group, the right invariant prior density for 𝒢𝐾𝑀𝑜𝑑𝑒𝑙 is given by 𝜋𝑟(𝜃) = 1𝜑ℐR+(𝜑)ℐR(𝛿). To
3The right invariant prior density need not be an actual density [49] (See section 6.6, page 409).
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Figure 3-2: NRMSE of clock offset and clock skew for various estimation schemes for
{𝜑, 𝑑, 𝛿} = {1.01, 1.0 𝜇𝑠, 1.25 𝜇𝑠}.
find 𝛿𝑀𝑖𝑛𝑅𝑖𝑠𝑘, we differentiate the objective function in (3.68) with respect to 𝛿(𝑦), set the
result equal to zero and solve for 𝛿𝑀𝑖𝑛𝑅𝑖𝑠𝑘. We obtain
𝛿𝑀𝑖𝑛𝑅𝑖𝑠𝑘(𝑦) =
∫︀
R+
∫︀
R
𝛿
𝜑2
𝜋𝑟(𝜃|𝑦)𝑑𝜃∫︀
R+
∫︀
R
1
𝜑2
𝜋𝑟(𝜃|𝑦)𝑑𝜃 =
∫︀
R+
∫︀
R
𝛿
𝜑3
𝑓(𝑦|𝜃)𝑑𝜃∫︀
R+
∫︀
R
1
𝜑3
𝑓(𝑦|𝜃)𝑑𝜃 . (3.69)
Similarly, the optimum invariant estimator of 𝜑 under 𝒢𝐾𝑀𝑜𝑑𝑒𝑙 in (3.21), denoted by
𝜑𝑀𝑖𝑛𝑅𝑖𝑠𝑘, can be obtained by
𝜑𝑀𝑖𝑛𝑅𝑖𝑠𝑘(𝑦) = argmin⏟  ⏞  
𝜑
∫︁
Θ
(𝜑(𝑦)− 𝜑)2
𝜑2
𝜋𝑟(𝜃|𝑦)𝑑𝜃. (3.70)
Using the same derivative-based approach, we obtain
𝜑𝑀𝑖𝑛𝑅𝑖𝑠𝑘(𝑦) =
∫︀
R+
∫︀
R
1
𝜑2
𝑓(𝑦|𝜃)𝑑𝛿𝑑𝜑∫︀
R+
∫︀
R
1
𝜑3
𝑓(𝑦|𝜃)𝑑𝛿𝑑𝜑. (3.71)
69
4 6 8 10 12 14 16
Number of two-way message exchanges
10-7
10-6
10-5
N
R
M
S
E
(δ
) (
in
 s
ec
on
ds
)
B = 0
B = 1
B = 2
(a) NRMSE of clock offset for TM-1 under
40% load
4 5 6 7 8 9 10
Number of two-way message exchanges
10-3
10-2
10-1
N
R
M
S
E
(φ
)
B = 0
B = 1
B = 2
(b) NRMSE of clock skew for TM-1 under
40% load
Figure 3-3: NRMSE of clock offset and clock skew of minimax optimum estimator under
the M-model for {𝜑, 𝑑, 𝛿} = {1.01, 1.0 𝜇𝑠, 1.25 𝜇𝑠} for different values of 𝐵 past observation
windows.
When the class of densities is invariant under the location-scale group, it was shown in
[49] that the optimum invariant estimator of a parameter for an invariant loss function is
also a minimax estimator of the parameter for the considered loss function. As the class
of densities ℱ𝐾𝑀𝑜𝑑𝑒𝑙 is invariant under 𝒢𝐾𝑀𝑜𝑑𝑒𝑙 in (3.21) (a location-scale group), and the
scale invariant loss function is invariant under 𝒢𝐾𝑀𝑜𝑑𝑒𝑙, the optimum invariant estimators
𝛿𝑀𝑖𝑛𝑅𝑖𝑠𝑘 and 𝜑𝑀𝑖𝑛𝑅𝑖𝑠𝑘, are minimax optimum estimators of 𝛿 and 𝜑, respectively, for the
skew-normalized squared error loss functions given in (3.17) and (3.18).
3.8.2 Proof of Proposition 3
Proof. We first calculate the right invariant prior for 𝒢𝑆𝑀𝑜𝑑𝑒𝑙, defined in (3.41), as it is
necessary for deriving the optimum invariant estimator under 𝒢𝑆𝑀𝑜𝑑𝑒𝑙. Let 𝒜 ⊆ Θ and
𝜃0 = (𝜑0, 𝑑0, 𝛿0) ∈ Θ, with Θ defined in (3.39). The right group transformation of 𝒜 by 𝜃0
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Figure 3-4: NRMSE performance of minimax optimum estimator under K-model for dif-
ferent parameter values. We have for case 1, {𝜑, 𝑑, 𝛿} = {1.01, 1.0𝜇𝑠, 1.25 𝜇𝑠}, for case 2.1,
{𝜑, 𝑑, 𝛿} = {1.05, 1.0𝜇𝑠, 1.25 𝜇𝑠} and for case 3, {𝜑, 𝑑, 𝛿} = {0.95, 1.0𝜇𝑠,−1.25 𝜇𝑠}.
is given by [50]
𝒜𝑟0 ={𝜃𝑟0 = (𝜑𝑟0 , 𝑑𝑟0 , 𝛿𝑟0) : 𝜃𝑟0 = 𝑔𝜑,𝑑,𝛿(𝜃0), (𝜑, 𝑑, 𝛿) ∈ 𝒜}, (3.72)
={𝜃𝑟0 = (𝜑𝜑0, 𝑑0 + 𝑑/𝜑0, 𝜑𝛿0 + 𝛿) : (𝜑, 𝑑, 𝛿) ∈ 𝒜}, (3.73)
with 𝑔𝜑,𝑑,𝛿 ∈ 𝒢𝑆𝑀𝑜𝑑𝑒𝑙 from (3.42). The right invariant prior, 𝜋𝑟, on 𝒢𝑆𝑀𝑜𝑑𝑒𝑙 from (3.41) is
obtained by finding the function that satisfies4
∫︁
𝒜
𝜋𝑟(𝜃)𝑑𝜃 =
∫︁
𝒜𝑟0
𝜋𝑟(𝜃𝑟0)𝑑𝜃𝑟0 , (3.74)
for all 𝒜 ⊆ Θ, for all 𝑔𝜑,𝑑,𝛿 ∈ 𝒢𝑆𝑀𝑜𝑑𝑒𝑙 and for all 𝜃0 = (𝜑0, 𝑑0, 𝛿0) ∈ Θ. The right invariant
4The right invariant prior is invariant to the right transformation of the parameters in the parameter
space. Similarly, the left invariant prior can also be constructed. However, we are interested only in the
right invariant prior as it is used in deriving the optimum invariant estimator.
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Figure 3-5: NRMSE performance of minimax optimum estimator under K-model for differ-
ent widths of Riemann summation bins for {𝜑, 𝑑, 𝛿} = {1.01, 1.0𝜇𝑠, 1.25 𝜇𝑠}.
prior for 𝒢𝑆𝑀𝑜𝑑𝑒𝑙 is given by 𝜋𝑟(𝜃) = ℐR+(𝜑)ℐR(𝑑)ℐR(𝛿). To see this, note that∫︁
𝒜
1𝑑𝜃 =
∫︁
𝒜𝑟0
𝑑𝜃
𝑑𝜃𝑟0
𝑑𝜃𝑟0 =
∫︁
𝒜𝑟0
1𝑑𝜃𝑟0 , (3.75)
since the Jacobian of the transformation in (3.73) is given by
𝑑𝜃𝑟0
𝑑𝜃
= det
⎛⎜⎜⎜⎝
⎡⎢⎢⎢⎣
𝜕𝜑𝑟0
𝜕𝜑
𝜕𝜑𝑟0
𝜕𝑑
𝜕𝜑𝑟0
𝜕𝛿
𝜕𝑑𝑟0
𝜕𝜑
𝜕𝑑𝑟0
𝜕𝑑
𝜕𝑑𝑟0
𝜕𝛿
𝜕𝛿𝑟0
𝜕𝜑
𝜕𝛿𝑟0
𝜕𝑑
𝜕𝛿𝑟0
𝜕𝛿
⎤⎥⎥⎥⎦
⎞⎟⎟⎟⎠
= det
⎛⎜⎜⎜⎝
⎡⎢⎢⎢⎣
𝜑0 0 0
0 1/𝜑0 0
𝛿0 0 1
⎤⎥⎥⎥⎦
⎞⎟⎟⎟⎠ = 1. (3.76)
The optimum invariant estimators of 𝛿 under 𝒢𝑆𝑀𝑜𝑑𝑒𝑙 from (3.41), denoted by 𝛿𝑀𝑖𝑛𝑅𝑖𝑠𝑘,
72
5 10 15 20 25 30
Number of two-way message exchanges
10-8
10-7
10-6
10-5
N
R
M
S
E
(δ
) (
in
 s
ec
on
ds
)
Minimax-K with known path symmetry
Minimax-K with unknown path symmetry
(a) NRMSE of clock offset for TM-1 under
40% load
6 8 10 12 14
Number of two-way message exchanges
10-3
10-2
10-1
N
R
M
S
E
(φ
)
Minimax-K with known path symmetry
Minimax-K with unknown path symmetry
(b) NRMSE of clock skew for TM-1 under
40% load
Figure 3-6: NRMSE performance of minimax optimum estimator under K-model in the
presence of unknown path asymmetries for {𝜑, 𝑑, 𝛿} = {1.01, 1.0𝜇𝑠, 1.25 𝜇𝑠}.
can now be obtained by solving
𝛿𝑀𝑖𝑛𝑅𝑖𝑠𝑘(𝑦) = argmin⏟  ⏞  
𝛿
∫︁
Θ
(𝛿(𝑦)− 𝛿)2
𝜑2
𝜋𝑟(𝜃|𝑦)𝑑𝜃, (3.77)
where 𝜋𝑟(𝜃|𝑦) = 𝑓(𝑦|𝜃)𝜋𝑟(𝜃)∫︀
Θ 𝑓(𝑦|𝜃)𝜋𝑟(𝜃)𝑑𝜃
and 𝜋𝑟(𝜃) is the right invariant prior corresponding to
𝒢𝑆𝑀𝑜𝑑𝑒𝑙. To find 𝛿𝑀𝑖𝑛𝑅𝑖𝑠𝑘, we differentiate the objective function in (3.77) with respect to
𝛿(𝑦), set the result equal to zero and solve for 𝛿(𝑦). We have
𝛿𝑀𝑖𝑛𝑅𝑖𝑠𝑘(𝑦) =
∫︀
R+
∫︀
R2
𝛿
𝜑2
𝜋𝑟(𝜃|𝑦)𝑑𝜃∫︀
R+
∫︀
R2
1
𝜑2
𝜋𝑟(𝜃|𝑦)𝑑𝜃 =
∫︀
R+
∫︀
R2
𝛿
𝜑2
𝑓(𝑦|𝜃)𝑑𝜃∫︀
R+
∫︀
R2
1
𝜑2
𝑓(𝑦|𝜃)𝑑𝜃 . (3.78)
Similarly, the optimum invariant estimator of 𝜑 under 𝒢𝑆𝑀𝑜𝑑𝑒𝑙 from (3.41), denoted by
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𝜑𝑀𝑖𝑛𝑅𝑖𝑠𝑘, can be obtained by solving
𝜑𝑀𝑖𝑛𝑅𝑖𝑠𝑘(𝑦) = argmin⏟  ⏞  
𝜑
∫︁
Θ
(𝜑(𝑦)− 𝜑)2
𝜑2
𝜋𝑟(𝜃|𝑦)𝑑𝜃. (3.79)
Solving, we obtain
𝜑𝑀𝑖𝑛𝑅𝑖𝑠𝑘(𝑦) =
∫︀
R+
∫︀
R2
1
𝜑𝑓(𝑦|𝜃)𝑑(𝑑)𝑑𝛿𝑑𝜑∫︀
R+
∫︀
R2
1
𝜑2
𝑓(𝑦|𝜃)𝑑(𝑑)𝑑𝛿𝑑𝜑. (3.80)
Minimaxity of optimum invariant estimators in Θ:
We now show the derived optimum invariant estimators are minimax inΘ for the considered
loss function. Consider a sequence of prior distributions, 𝜋𝑘 for 𝜃, defined on Θ as follows
𝜋𝑘(𝜃) =
ℐ(0,𝑘)(𝜑)ℐ(−𝑘,𝑘)(𝑑)ℐ(−𝑘,𝑘)(𝛿)
𝑁𝑘
, (3.81)
for 𝑘 = 1, 2, · · · , and 𝑁𝑘 =
∫︀
Θ ℐ(0,𝑘)(𝜑)ℐ(−𝑘,𝑘)(𝑑)ℐ(−𝑘,𝑘)(𝛿)𝑑𝜃. The support of 𝜋𝑘 is given
by
Θ𝑘 = {(𝜑, 𝑑, 𝛿) : 𝜑 ∈ (0, 𝑘), 𝑑 ∈ (−𝑘, 𝑘), 𝛿 ∈ (−𝑘, 𝑘)}. (3.82)
The optimal Bayes estimator of 𝛿, denoted by 𝛿𝜋𝑘 , for 𝜋𝑘(𝜃) and the loss function given in
(3.17) is obtained by
𝛿𝜋𝑘 = argmin⏟  ⏞  
𝛿
ℬ(𝛿, 𝜋𝑘)
= argmin⏟  ⏞  
𝛿
∫︁
Θ
(𝛿(𝑦)− 𝛿)2
𝜑2
𝑓(𝑦|𝜃)𝜋𝑘(𝜃)𝑑𝜃∫︀
Θ 𝑓(𝑦|𝜃)𝜋𝑘(𝜃)𝑑𝜃
. (3.83)
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Solving (3.83), we obtain
𝛿𝜋𝑘(𝑦) =
∫︀
Θ𝑘
𝛿
𝜑2
𝑓(𝑦|𝜃)𝑑𝜃∫︀
Θ𝑘
1
𝜑2
𝑓(𝑦|𝜃)𝑑𝜃 . (3.84)
As 𝑘 →∞, we see that Θ𝑘 → Θ, 𝛿𝜋𝑘 → 𝛿𝑀𝑖𝑛𝑅𝑖𝑠𝑘, and
ℬ(𝛿𝜋𝑘 , 𝜋𝑘)→ ℬ(𝛿𝑀𝑖𝑛𝑅𝑖𝑠𝑘, 𝜋𝑘) =ℳ(𝛿𝑀𝑖𝑛𝑅𝑖𝑠𝑘), (3.85)
since 𝛿𝑀𝑖𝑛𝑅𝑖𝑠𝑘 is an invariant estimator of 𝛿 (see (3.15) in Section 4.2). Let 𝛿𝑟 denote an
estimator of 𝛿. For the loss function given in (3.17), we have
ℳ(𝛿𝑟) ≥ ℬ(𝛿𝑟, 𝜋𝑘) ≥ ℬ(𝛿𝜋𝑘 , 𝜋𝑘), (3.86)
since the optimal Bayes estimator for a prior 𝜋𝑘(𝜃) achieves the lowest average risk. Let
𝑘 → ∞, we have ℳ(𝛿𝑟) ≥ lim𝑘→∞ ℬ(𝛿𝜋𝑘 , 𝜋𝑘) = ℳ(𝛿𝑀𝑖𝑛𝑅𝑖𝑠𝑘). Hence, the maximum risk
of any estimator of 𝛿 is greater than or equal to the maximum risk of 𝛿𝑀𝑖𝑛𝑅𝑖𝑠𝑘. Hence,
𝛿𝑀𝑖𝑛𝑅𝑖𝑠𝑘 is a minimax estimator of 𝛿 for the skew-normalized loss function defined in (3.17).
Similarly, we can show that 𝜑𝑀𝑖𝑛𝑅𝑖𝑠𝑘 is a minimax estimator of 𝜑 for the skew-normalized
loss function defined in (3.18).
Minimaxity of optimum invariant estimators in Θ*:
Marchand and Strawderman [51] gave conditions on 𝒢𝑆𝑀𝑜𝑑𝑒𝑙 defined in (3.42), under which
the optimum invariant estimator remains minimax in the restricted parameter space, Θ*
defined in (3.40). If there exists a sequence of functions {𝑔𝑎𝑘,𝑏𝑘,𝑐𝑘}∞𝑘=1 ∈ 𝒢𝑆𝑀𝑜𝑑𝑒𝑙 from
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(3.42), such that
𝑔𝑎𝑘,𝑏𝑘,𝑐𝑘(Θ
*) ⊆ 𝑔𝑎𝑘+1,𝑏𝑘+1,𝑐𝑘+1(Θ*), (3.87)
∞⋃︁
𝑘=1
𝑔𝑎𝑘,𝑏𝑘,𝑐𝑘(Θ
*) = Θ, (3.88)
where 𝑔𝑎𝑘,𝑏𝑘,𝑐𝑘(Θ
*) = {𝑔𝑎𝑘,𝑏𝑘,𝑐𝑘(𝜃) : 𝜃 ∈ Θ*}, then 𝛿𝑀𝑖𝑛𝑅𝑖𝑠𝑘 and 𝜑𝑀𝑖𝑛𝑅𝑖𝑠𝑘 remains minimax
in Θ* for the considered loss functions (See Theorem 1 of [51]). Consider the sequence of
transformations from 𝒢𝑆𝑀𝑜𝑑𝑒𝑙 from (3.42), defined as 𝑔𝑎𝑘,𝑏𝑘,𝑐𝑘 = 𝑔1,−𝑘,0 for 𝑘 = 1, 2, · · · .
We have
𝑔𝑎𝑘,𝑏𝑘,𝑐𝑘(Θ
*) = {(𝜑, 𝑑, 𝛿) : 𝜑 ∈ R+, 𝑑 ≥ (−𝑘/𝜑), 𝛿 ∈ R}, (3.89)
𝑔𝑎𝑘+1,𝑏𝑘+1,𝑐𝑘+1(Θ
*) ={(𝜑, 𝑑, 𝛿) : 𝜑 ∈ R+, 𝑑 ≥ (−(𝑘 + 1)/𝜑), 𝛿 ∈ R}. (3.90)
For this sequence of transformations, (3.87) and (3.88) are satisfied. Hence, the optimum
invariant estimators 𝛿𝑀𝑖𝑛𝑅𝑖𝑠𝑘 and 𝜑𝑀𝑖𝑛𝑅𝑖𝑠𝑘 remain minimax in Θ* for the skew-normalized
squared error loss functions defined in (3.17) and (3.18).
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Chapter 4
Robust Clock Skew and Offset
Estimation for IEEE 1588 in the
Presence of Unknown Path
Asymmetries
In PTP, the slave node exchanges a series of time synchronization packets with the master
node and uses the timestamps of these exchanged packets to estimate 𝜑 and 𝛿. The messages
traveling between the master and slave nodes can encounter several intermediate switches
and routers, accumulating delays at each node. The main factors contributing to the overall
delay are: (1) the fixed propagation and processing delays at the intermediate nodes along
the network path between the master and slave nodes and (2) the random queuing delays
at each such node. This randomness in the overall network traversal time is referred to as
Packet Delay Variation (PDV) [11], and the problem of estimating 𝜑 and 𝛿 in the presence
of the PDV is called the “Clock Skew and Offset Estimation" (CSOE) problem.
The clock skew and offset can be correctly estimated in PTP (or any time synchro-
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nization protocol based on the two-way message exchange scheme such as TPSN and LTS)
only if there is a prior known affine relationship between the unknown fixed path delays
in the forward master-to-slave path and the reverse slave-to-master path [17]. Under this
assumption, we developed the optimum invariant clock skew and offset estimators for PTP
in [21] which provide useful performance bounds for evaluating the performance of a clock
skew and offset estimation scheme. However, the presence of an unknown asymmetry be-
tween the fixed path delays can significantly degrade the performance of clock skew and
offset estimation schemes [18]. This unknown asymmetry between the fixed path delays
can arise from several sources, including delay attacks [18] and routing asymmetry [19].
Assuming complete knowledge of the clock skew [20], we previously developed performance
lower bounds and a robust clock offset estimation scheme for PTP with unknown path
asymmetries. We now look to build on our previous works of [20, 21] to develop joint clock
skew and offset estimation schemes that are robust against unknown path asymmetries.
Lamport and Smith [36] proposed algorithms that are useful in maintaining the synchro-
nization of the system after the clocks of the various devices have already been synchronized.
However, in our work, we develop robust clock synchronization algorithms for PTP. Several
robust clock offset estimation schemes which assume some prior knowledge of the clock
skew, are available in the literature [38, 39, 42]. However, to the best of our knowledge,
there are no clock skew and offset estimation schemes available in the literature that can
handle unknown path asymmetries.
Mizrahi [41, 42] proposed the use of multiple master-slave communication paths to
improve the accuracy of the time synchronization protocols assuming prior information of
the clock skew. Mizrahi [41, 42] also discussed using multiple master-slave communication
paths to help protect against delay attacks (a particular case of unknown path asymmetry).
Following [41, 42], we assume the availability of multiple master-slave communication paths
in our work and further assume that fewer than half of the master-slave communication
paths have an unknown asymmetry between the fixed path delays.
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In our work, we first develop lower bounds on the best possible performance for invariant
clock skew and offset estimation schemes in the presence of possible unknown path asym-
metries. Invariant estimates are a reasonable class of estimators which scale and shift due
to scaling and shifts in the observed timestamps. Most of the employed CSOE estimation
schemes are invariant. When developing the performance lower bounds, we assume prior
knowledge on whether a master-slave communication path has an unknown asymmetry be-
tween the fixed path delays as well as the complete knowledge of the probability density
function (pdf) describing the PDV in the master-slave communication path. The problem
of estimating the clock skew and offset in the presence of PDV falls under a variant of the
location-scale parameter estimation problems [49], with the unknown clock skew as the scale
parameter and the unknown clock offset as the location parameter. Fixing the loss function
as the skew-normalized squared error loss, we use invariant decision theory (see Chapter 6
of [49]) to design the optimum approach for combining the information from the various
master-slave communication paths to estimate the clock skew and offset. Further, we show
the optimum invariant estimators are minimax optimum, i.e., these optimum estimators
minimize the maximum skew normalized mean square estimation error over all parameter
values.
In specific scenarios, the complete information regarding the pdf of the PDV might not
be readily available. To address this issue, we model the pdf of the PDV by a finite mixture
of Gaussian distributions. The Gaussian mixture distribution is a prominent model for
approximating the pdf as it is a universal approximator and can approximate any pdf in a
certain sense [22, 57]. The expectation-maximization (EM) algorithm is a popular iterative
approach for obtaining the maximum-likelihood (ML) estimates of the various parameters
in problems involving mixture distributions [58, 59]. In order to obtain closed form updates,
we employ the space alternating generalized Expectation-Maximization (SAGE) algorithm
[60], a variant of the EM algorithm, for learning the statistical distribution of the random
queuing delays along with the clock skew and offset.
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The performance of the proposed CSOE schemes are evaluated in an LTE backhaul
network scenario [13]. In this scenario, PTP is used to synchronize cellular base station
clocks using mobile backhaul networks. Typically, the backhaul networks are leased from a
commercial Internet Service Provider (ISP), and the network is shared with other commer-
cial and non-commercial users. The background traffic generated by these users results in
PDV for the synchronization packets. The class of empirical pdfs corresponding to the PDV
in this scenario was derived in [11]. We use the empirical pdfs obtained in [11] to evaluate
the performance lower bounds and the robust CSOE scheme. Our key contributions are as
follows:
1. Performance lower bounds for an invariant CSOE scheme in the presence of master-
slave communication paths with unknown asymmetries between the fixed path delays:
Given the pdf of the random variables describing the PDV and prior information
regarding the master-slave communication paths that might have unknown asymme-
tries between the fixed path delays, we develop performance lower bounds on the skew
normalized mean square estimation error for an invariant clock skew and offset esti-
mation scheme. These lower bounds help us in evaluating the performance of clock
skew and offset estimation schemes in the presence of unknown path asymmetries.
2. Robust clock skew and offset estimation scheme: We present an iterative CSOE scheme
that can handle unknown path asymmetries and does not require complete informa-
tion of the pdf describing the PDV in the master-slave communication paths. Nu-
merical results indicate that the proposed scheme exhibits a skew normalized mean
square estimation error close to the performance lower bounds.
Notations: We use bold upper case, bold lower case, and italic lettering to denote matrices,
column vectors and scalars respectively. The notations (.)𝑇 and ⊗ denote the transpose
and Kronecker product, respectively. 𝐼𝑁 stands for a 𝑁 -dimensional identity matrix, 1𝑁
denotes a column vector of length 𝑁 with all the elements equal to 1 and 0𝑁 denotes a
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column vector of length 𝑁 with all the elements equal to 0. Further, R denotes the set
of real numbers, R+ denotes the set of positive real numbers, R+0 denotes the set of non-
negative real numbers and ℐ𝐴(𝑥) denotes the indicator function having the value 1 when
𝑥 ∈ 𝐴 and 0 when 𝑥 /∈ 𝐴.
4.1 Signal Model and Problem Statement
In this section, we briefly describe the two-way message exchange scheme used in PTP
and present the considered problem statement along with the assumptions. We assume the
availability of 𝑁 master-slave communication paths and perfect synchronization between
the clocks of the 𝑁 masters. Recall that the relative clock skew and offset of the slave node
with respect to a master node are denoted by 𝜑 ∈ R+ and 𝛿 ∈ R, respectively. Assume a
total of 𝑃 rounds of two-way message exchanges at each master-slave communication path.
The following sequence of messages are exchanged over the 𝑖𝑡ℎ master-slave communication
path during the 𝑗𝑡ℎ round of message exchanges: The master node initiates the exchange by
sending a sync packet to the slave at time 𝑡1𝑖𝑗 . The value of 𝑡1𝑖𝑗 is later communicated to
the slave via a follow_up message. The slave node records the time of reception of the sync
message as 𝑡2𝑖𝑗 . The slave node sends a delay_req message to the master node recording
the time of transmission as 𝑡3𝑖𝑗 . The master records the time of arrival of the delay_req
packet at time 𝑡4𝑖𝑗 and this value is later communicated to the slave using a delay_resp
packet. The relationship between the received timestamps are given by [7, 8, 9]
𝑡2𝑖𝑗 = (𝑡1𝑖𝑗 + 𝑑
𝑚𝑠
𝑖 + 𝑤1𝑖𝑗)𝜑+ 𝛿, (4.1)
𝑡3𝑖𝑗 = (𝑡4𝑖𝑗 − 𝑑𝑠𝑚𝑖 + 𝑤2𝑖𝑗)𝜑+ 𝛿, (4.2)
for 𝑖 = 1, 2, · · · , 𝑁 and 𝑗 = 1, 2, · · · , 𝑃 . In (4.1) and (4.2), 𝑑𝑚𝑠𝑖 and 𝑑𝑠𝑚𝑖 denote the unknown
fixed propagation delays in the forward and reverse path, respectively, at the 𝑖𝑡ℎ master-
slave communication path. The variables 𝑤1𝑖𝑗 and 𝑤2𝑖𝑗 denote the random queuing delays
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in the forward and reverse path, respectively, during the 𝑗𝑡ℎ round of message exchanges
for the 𝑖𝑡ℎ master-slave communication path. The pdf of {𝑤𝑘𝑖𝑗}𝑃𝑗=1 is denoted by 𝑓𝑘𝑖(.) for
𝑘 = 1, 2 and 𝑖 = 1, 2, · · · , 𝑁 .
Freris et al. [17] provided the necessary conditions for obtaining a unique solution to
the clock skew and offset for protocols based on a two-way message exchange scheme for
a single forward-reverse path pair of timestamps. We need to know either one of the fixed
delays (either the forward-path fixed delay or the reverse-path fixed delay), or have a prior
known affine relationship between the fixed delays (see Theorem 4 in [17]). Synchronization
protocols including PTP [3], NTP [2], TPSN [4] used in real networks generally assume that
the fixed path delays in the forward and reverse paths are equal. In this paper, we classify
a master-slave communication path as being symmetric or asymmetric depending on the
relationship between the fixed path delays. A symmetric master-slave communication path
denotes a path in which the fixed path delays in the forward and reverse paths are equal, i.e.,
𝑑𝑚𝑠𝑖 = 𝑑
𝑠𝑚
𝑖 = 𝑑𝑖, where 𝑑𝑖 denotes the unknown fixed path delay over the 𝑖
𝑡ℎ master-slave
communication path. Similarly, an asymmetric master-slave communication path denotes a
path having an unknown asymmetry between the forward and reverse fixed path delays, i.e.,
𝑑𝑚𝑠𝑖 = 𝑑𝑖 + 𝜏𝑖 and 𝑑
𝑠𝑚
𝑖 = 𝑑𝑖. The parameter 𝜏𝑖 denotes the constant (for all 𝑗) unexpected
asymmetry between the fixed path delays.
Define 𝑤𝑘𝑖 = [𝑤𝑘𝑖1, 𝑤𝑘𝑖2, · · · , 𝑤𝑘𝑖𝑃 ] for 𝑘 = 1, 2, 𝑖 = 1, 2, · · · , 𝑁 and 𝑡𝑘𝑖 = [𝑡𝑘𝑖1, 𝑡𝑘𝑖2, · · · ,
𝑡𝑘𝑖𝑃 ] for 𝑘 = 1, 2, 3, 4, 𝑖 = 1, 2, · · · , 𝑁 . We now introduce a new binary state vector variable
𝜂 = [𝜂1, 𝜂2, · · · , 𝜂𝑁 ], which indicates whether a master-slave communication path is sym-
metric or asymmetric. The 𝑖𝑡ℎ element of 𝜂 is 1 when the 𝑖𝑡ℎ master-slave communication
path has asymmetric fixed path delays, else it has a value of 0. If 𝜂𝑖 = 0, the received
timestamps from the 𝑖𝑡ℎ master-slave communication path can be arranged in vector form
as
𝑦𝑖 = (ℎ𝑑𝑖 + 𝑣𝑖)𝜑+ 𝛿12𝑃 , (4.3)
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where 𝑦𝑖 = [𝑡2𝑖, 𝑡3𝑖]𝑇 , ℎ = [1𝑇𝑃 ,−1𝑇𝑃 ]𝑇 and 𝑣𝑖 = [𝑣1𝑖,𝑣2𝑖]𝑇 with 𝑣1𝑖 = (𝑡1𝑖 + 𝑤1𝑖) and
𝑣2𝑖 = (𝑡4𝑖−𝑤2𝑖). Similarly, when 𝜂𝑖 = 1, the received timestamps from the 𝑖𝑡ℎ master-slave
communication path can be arranged in vector form as
𝑦𝑖 = (ℎ𝑑𝑖 + 𝑔𝜏𝑖 + 𝑣𝑖)𝜑+ 𝛿12𝑃 , (4.4)
where 𝑔 = [1𝑇𝑃 ,0
𝑇
𝑃 ]
𝑇 . The complete set of received timestamps is denoted by 𝑡 = [𝑡11, 𝑡12, · · · , 𝑡1𝑁 ,
𝑡21, 𝑡22, · · · , 𝑡2𝑁 , 𝑡31, 𝑡32, · · · , 𝑡3𝑁 , 𝑡41, 𝑡42, · · · , 𝑡4𝑁 ]. In our work, we seek estimators of 𝛿 and
𝜑 based on the received timestamps 𝑡, when 𝜂 is unknown. We now state the assumptions
made in our work.
Assumption 1: We assume the availability of 𝑁 master-slave communication paths. Fur-
ther, we assume that fewer than half of the 𝑁 master-slave communication paths have an
unknown asymmetry between the fixed path delays, i.e., ||𝜂||1 < 𝑁/2.
Assumption 2: All the queuing delays are strictly positive random variables and have
finite support. Also, the random queuing delays {𝑤𝑘𝑖𝑗}𝑃𝑗=1 are assumed to be independent
and identically distributed. The pdf of the random variables are denoted by 𝑓𝑘𝑖(.) for 𝑖 =
1, 2, · · · , 𝑁 , 𝑘 = 1, 2.
Assumption 3: The unknown fixed delays {𝑑𝑖}𝑁𝑖=1, unknown biases {𝜏𝑖}𝑁𝑖=1, clock skew 𝜑
and the clock offset 𝛿 are assumed to be constant over 𝑃 two-way message exchanges for
each master-slave communication path.
Assumption 4: As very small 𝜏𝑖 will have little impact, we officially define a master-slave
communication path as having an unknown asymmetry (𝜂𝑖 = 1) when |𝜏𝑖| ≥ 𝑑𝜏 , where 𝑑𝜏
can be chosen such that |𝜏𝑖| < 𝑑𝜏 causes little impact.
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4.2 Performance Lower Bounds For a Robust Clock Skew and
Offset Estimation Scheme
In this section, we develop useful performance lower bounds that help in evaluating the
performance of the proposed clock skew and offset estimation schemes that are robust to
unknown path asymmetries. We assume 𝜂 is known and further assume complete knowledge
of the forward- and reverse queuing delay pdfs 𝑓1𝑖(.) and 𝑓2𝑖(.) for all 𝑁 master-slave
communication paths for 𝑖 = 1, 2, · · · , 𝑁 . We use invariant decision theory (see chapter 6
of [49]) to develop the optimum approach for fusing information from the 𝑁 master-slave
communication paths. For ease of notation, we assume the first 𝐾(< 𝑁/2) master-slave
communication paths have an unknown symmetry and the remaining (𝑁−𝐾) master-slave
communication paths have a known asymmetry. Under these assumptions with (4.3) and
(4.4), we obtain
𝑦𝑖 = (ℎ𝑑𝑖 + 𝑔𝜏𝑖 + 𝑣𝑖)𝜑+ 𝛿12𝑃 , (4.5)
for 𝑖 = 1, 2, · · · ,𝐾 and
𝑦𝑖 = (ℎ𝑑𝑖 + 𝑣𝑖)𝜑+ 𝛿12𝑃 , (4.6)
for 𝑖 = 𝐾 + 1, · · · , 𝑁 . The complete set of observations from the 𝑁 master-slave commu-
nication paths can be represented in vector form as
𝑦 = (𝐻𝛾 + 𝑣)𝜑+ 𝛿12𝑁𝑃 , (4.7)
where 𝑦 = [𝑦𝑇1 ,𝑦
𝑇
2 , · · · ,𝑦𝑇𝑁 ], 𝑣 = [𝑣𝑇1 ,𝑣𝑇2 , · · · ,𝑣𝑇𝑁 ] and 𝛾 = [𝑑, 𝜏 ] with 𝑑 = [𝑑1, 𝑑2, · · · , 𝑑𝑁 ]
and 𝜏 = [𝜏1, 𝜏2, · · · , 𝜏𝐾 ]. The matrix 𝐻 is defined as
𝐻 =
[︁
ℎ⊗ 𝐼𝑁 , 𝑔 ⊗ 𝐼𝐾
]︁
. (4.8)
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Let 𝜃 = [𝜑, 𝛿, 𝑑1, 𝑑2, · · · , 𝑑𝑁 , 𝜏1, · · · , 𝜏𝐾 ] denote the vector of unknown parameters. The
parameter space of 𝜃, denoted by Θ, is given by Θ = {(𝜑, 𝛿,𝑑, 𝜏 ) : 𝜑 ∈ R+, 𝛿 ∈ R,𝑑 ∈
R𝑁 , 𝜏 ∈ R𝐾}. From (4.7), the conditional pdf of 𝑦 is given by
𝑓(𝑦|𝜃) = 1
𝜑2𝑁𝑃
𝑓𝑣
(︂
𝑦 − 𝛿12𝑁𝑃
𝜑
−𝐻𝛾
)︂
, (4.9)
=
1
𝜑2𝑁𝑃
𝐾∏︁
𝑖=1
𝑓𝑣𝑖
(︂
𝑦𝑖 − 𝛿12𝑃
𝜑
− 𝑑𝑖ℎ− 𝜏𝑖𝑔
)︂ 𝑁∏︁
𝑖=𝐾+1
𝑓𝑣𝑖
(︂
𝑦𝑖 − 𝛿12𝑃
𝜑
− 𝑑𝑖ℎ
)︂
, (4.10)
where 𝑦𝑖 = [𝑡2𝑖, 𝑡3𝑖]𝑇 and
𝑓𝑣𝑖(𝑣𝑖) =
𝑃∏︁
𝑗=1
𝑓1𝑖 (𝑣1𝑖𝑗 − 𝑡1𝑖𝑗) 𝑓2𝑖 (𝑡4𝑖𝑗 − 𝑣2𝑖𝑗) (4.11)
for 𝑖 = 1, 2, · · · , 𝑁 and 𝑓1𝑖(.) and 𝑓2𝑖(.) denote the pdf of the forward and reverse path
PDV, defined in Section 4.1.
Let ℱ𝑀 denote the class of all pdfs 𝑓(𝑦|𝜃) for 𝜃 ∈ Θ. The class of such pdfs is invariant
under the group of transformations 𝒢𝑀 on the observations 𝑦, on R2𝑁𝑃 , defined as
𝒢𝑀 = {𝑔𝑎,𝑏,𝑐(𝑦) : 𝑔𝑎,𝑏,𝑐(𝑦) = (𝑦 +𝐻𝑏)𝑎+ 𝑐12𝑁𝑃 ,
∀(𝑎, 𝑏, 𝑐) ∈ R+ × R𝑁+𝐾 × R}, (4.12)
where 𝑦 ∈ R2𝑁𝑃 , since 𝑦𝑔 = 𝑔𝑎,𝑏,𝑐(𝑦) has a pdf given by 1(𝑎𝜑)2𝑁𝑃 𝑓𝑣
(︁
𝑦𝑔−((𝑎𝛿+𝑐)12𝑁𝑃 )
𝑎𝜑
−𝐻
(︁
𝛾 + 𝑏𝜑
)︁)︁
. The corresponding group of induced transformations on Θ, denoted by
𝒢𝑀 , is given by
𝒢𝑀 = {𝑔𝑎,𝑏,𝑐((𝜑,𝛾, 𝛿)) : 𝑔𝑎,𝑏,𝑐((𝜑,𝛾, 𝛿)) = (𝑎𝜑,
(𝛾 + 𝑏/𝜑), (𝑎𝛿 + 𝑐)),∀(𝑎, 𝑏, 𝑐) ∈ R+ × R𝑁+𝐾 × R}, (4.13)
85
where 𝜑 ∈ R+,𝛾 ∈ R𝑁+𝐾 and 𝛿 ∈ R.
Let 𝛿𝐼 and 𝜑𝐼 denote estimators of 𝛿 and 𝜑, respectively and let 𝛿𝐼(𝑦) and 𝜑𝐼(𝑦) denote
the estimates obtained from the received data 𝑦 characterized by the pdf 𝑓(𝑦|𝜃) = 1
𝜑2𝑁𝑃
𝑓𝑣
(︁
𝑦−(𝛿12𝑁𝑃 )
𝜑 −𝐻𝛾
)︁
. From (4.13), the estimators 𝜑𝐼(𝑦) and 𝛿𝐼(𝑦) are invariant under
𝒢𝑀 from (4.12), if for all (𝑎, 𝑏, 𝑐) ∈ R+ × R𝑁+𝐾 × R,
𝛿𝐼(𝑔𝑎,𝑏,𝑐(𝑦)) = 𝛿𝐼(𝑎(𝑦 +𝐻𝑏) + 𝑐12𝑁𝑃 ) = 𝑎𝛿𝐼(𝑦) + 𝑐, (4.14)
𝜑𝐼(𝑔𝑎,𝑏,𝑐(𝑦)) = 𝜑𝐼(𝑎(𝑦 +𝐻𝑏) + 𝑐12𝑁𝑃 ) = 𝑎𝜑𝐼(𝑦). (4.15)
In this paper, we consider the skew-normalized squared error loss functions for 𝛿 and 𝜑
defined by (𝛿𝐼(𝑦)−𝛿)
2
𝜑2
and (𝜑𝐼(𝑦)−𝜑)
2
𝜑2
, respectively. The corresponding conditional risk for
𝛿𝐼 and 𝜑𝐼 under the skew normalized square error loss functions are the skew-normalized
mean square estimation errors, defined by
ℛ(𝛿𝐼 ,𝜃) = 1𝜑2
∫︀
R2𝑁𝑃 (𝛿𝐼(𝑦)− 𝛿)2𝑓(𝑦|𝜃)𝑑𝑦, (4.16)
and
ℛ(𝜑𝐼 ,𝜃) = 1𝜑2
∫︀
R2𝑁𝑃 (𝜑𝐼(𝑦)− 𝜑)2𝑓(𝑦|𝜃)𝑑𝑦, (4.17)
respectively. The skew-normalized loss functions for 𝛿 and 𝜑 are invariant under 𝒢𝑀 from
(4.12), since
(𝛿𝐼(𝑦)− 𝛿)2
𝜑2
=
(︁
𝛿𝐼(𝑔𝑎,𝑏,𝑐(𝑦))− (𝑎𝛿 + 𝑐)
)︁2
𝑎2𝜑2
(4.18)
and
(𝜑𝐼(𝑦)− 𝜑)2
𝜑2
=
(︁
𝜑𝐼(𝑔𝑎,𝑏,𝑐(𝑦))− 𝑎𝜑
)︁2
𝑎2𝜑2
, (4.19)
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for all 𝑔𝑎,𝑏,𝑐 ∈ 𝒢𝑀 . We now present the optimum invariant (or minimum conditional risk)
estimators of 𝛿 and 𝜑.
Proposition 6. Assuming knowledge of the paths having an unknown asymmetry and com-
plete knowledge of 𝑓1𝑖(.) and 𝑓2𝑖 for 𝑖 = 1, 2, · · · , 𝑁 , the optimum invariant estimators for
𝛿 and 𝜑, denoted by 𝛿𝑜𝑝𝑡 and 𝜑𝑜𝑝𝑡, respectively, are given by
𝛿𝑜𝑝𝑡(𝑦) =
∫︀
R+
∫︀
R𝑁+𝐾+1
𝛿Γ1(𝜑,𝛿,𝑑,𝜏 ,𝑦)Γ0(𝜑,𝛿,𝑑,𝑦)
𝜑2𝑁𝑃−𝑁−𝐾+3 𝑑𝜏𝑑(𝑑)𝑑𝛿𝑑𝜑∫︀
R+
∫︀
R𝑁+𝐾+1
Γ1(𝜑,𝛿,𝑑,𝜏 ,𝑦)Γ0(𝜑,𝛿,𝑑,𝑦)
𝜑2𝑁𝑃−𝑁−𝐾+3 𝑑𝜏𝑑(𝑑)𝑑𝛿𝑑𝜑
, (4.20)
and
𝜑𝑜𝑝𝑡(𝑦) =
∫︀
R+
∫︀
R𝑁+𝐾+1
Γ1(𝜑,𝛿,𝑑,𝜏 ,𝑦)Γ0(𝜑,𝛿,𝑑,𝑦)
𝜑2𝑁𝑃−𝑁−𝐾+2 𝑑𝜏𝑑(𝑑)𝑑𝛿𝑑𝜑∫︀
R+
∫︀
R𝑁+𝐾+1
Γ1(𝜑,𝛿,𝑑,𝜏 ,𝑦)Γ0(𝜑,𝛿,𝑑,𝑦)
𝜑2𝑁𝑃−𝑁−𝐾+3 𝑑𝜏𝑑(𝑑)𝑑𝛿𝑑𝜑
, (4.21)
respectively, where we have
Γ1(𝜑, 𝛿,𝑑, 𝜏 ,𝑦) =
𝐾∏︁
𝑖=1
𝑓𝑣𝑖
(︂
𝑦𝑖 − 𝛿12𝑃
𝜑
− 𝑑𝑖ℎ− 𝜏𝑖𝑔
)︂
(4.22)
and
Γ0(𝜑, 𝛿,𝑑,𝑦) =
𝑁∏︁
𝑖=𝐾+1
𝑓𝑣𝑖
(︂
𝑦𝑖 − 𝛿12𝑃
𝜑
− 𝑑𝑖ℎ
)︂
. (4.23)
Following a proof similar to that given in [61], we can show the estimators 𝛿𝑜𝑝𝑡 and 𝜑𝑜𝑝𝑡
are minimax optimum, i.e., they minimize the skew-normalized mean square estimation
error (NMSE) over all parameter values. As these optimum estimators achieve the smallest
NMSE among the class of invariant estimators and are minimax optimum, the performance
of these estimators give us useful fundamental lower bounds on the skew-normalized mean
square estimation error for a clock skew and offset estimation scheme.
Remark. It should be noted that we have prior knowledge of the paths having an unknown
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asymmetry delay when evaluating (4.20) and (4.21). As this information is usually not
available, the NMSE performance of (4.20) and (4.21) gives us a lower bound on the smallest
NMSE for an invariant clock skew and offset estimation scheme in the presence of possible
unknown path asymmetries.
4.3 Robust Clock Skew and Offset Estimation Scheme
In this section, we present our robust scheme for jointly estimating the clock skew and
offset in the presence of master-slave communication paths with possible unknown asym-
metries. When developing the performance bounds in Proposition 6, we had assumed prior
information regarding the paths having an unknown asymmetry as well as the complete
knowledge of the distribution of the queuing delays. However in practice, we generally do
not have information regarding the asymmetric master-slave communication paths. Hence,
we attempt to identify these paths when developing a robust clock skew and offset scheme.
Further in some scenarios, we might not have the complete information regarding the pdf
of the random queuing delays, 𝑓1𝑖(.) and 𝑓2𝑖(.) for 𝑖 = 1, 2, · · · , 𝑁 . In this paper, we use the
popular Gaussian mixture model (GMM) [22, 57] for approximating the pdf of the random
queuing delays as1
𝑓1𝑖(𝑤) =
𝑀𝑖∑︁
𝑘=1
𝛼𝑖𝑘𝒫𝜇1𝑖𝑘,𝜎1𝑖𝑘 (𝑤) , (4.24)
𝑓2𝑖(𝑤) =
𝐿𝑖∑︁
𝑙=1
𝛽𝑖𝑙𝒫𝜇2𝑖𝑙,𝜎2𝑖𝑙 (𝑤) , (4.25)
for 𝑖 = 1, 2, · · · , 𝑁 . In (4.24) and (4.25), {𝛼𝑖𝑘}𝑀𝑖𝑘=1 and {𝛽𝑖𝑙}𝐿𝑖𝑙=1 denote the unknown mixing
coefficients in the forward and reverse path at the 𝑖𝑡ℎ master-slave communication path
with 𝑀𝑖 and 𝐿𝑖 denoting the number of assumed mixture components in the forward and
reverse path, respectively. Also, we have 𝛼𝑖𝑘 ∈ [0, 1] and 𝛽𝑖𝑙 ∈ [0, 1] with the constraints
1The GMM is known to be a universal approximator in the sense discussed in [?].
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∑︀𝑀𝑖
𝑘=1 𝛼𝑖𝑘 = 1 and
∑︀𝐿𝑖
𝑙=1 𝛽𝑖𝑙 = 1. Further, 𝒫𝜇,𝜎(.) denotes a normal distribution with mean
𝜇 and standard deviation 𝜎. The variables {𝜇1𝑖𝑘, 𝜎1𝑖𝑘} denote the mean and standard
deviation of the 𝑘𝑡ℎ component in the mixture models in the 𝑖𝑡ℎ forward path and the
variables {𝜇2𝑖𝑙, 𝜎2𝑖𝑙} denote the mean and standard deviation of the 𝑙𝑡ℎ component in the
mixture models in the 𝑖𝑡ℎ reverse path. Further, we assume the availability of the queuing
delay samples in the forward and reverse paths, defined as
?˜?𝑘 = [?˜?𝑘1, ?˜?𝑘2, · · · , ?˜?𝑘𝑁 ] (4.26)
for 𝑘 = 1, 2, where ?˜?𝑘𝑖 = [?˜?𝑘𝑖1, ?˜?𝑘𝑖2, · · · , ?˜?𝑘𝑖𝑃𝑡 ] for 𝑖 = 1, 2, · · · , 𝑁 and 𝑃𝑡 is the total
number of queuing delay samples available.
We should provide some discussion on how we obtain the samples in (4.26). We found
previous work [62, 63, 64, 65, 66] on studying the pdfs of the queuing delays. They used
the timing synchronization they employed, which is similar to ours, to provide all the
unknowns except 𝑤1𝑖𝑗 and 𝑤2𝑖𝑗 . Then they can calculate 𝑤1𝑖𝑗 and 𝑤2𝑖𝑗 from the observed
timestamps 𝑡1𝑖𝑗 , 𝑡2𝑖𝑗 , 𝑡3𝑖𝑗 and 𝑡4𝑖𝑗 . In fact, this is a very well accepted technique for obtaining
the pdfs in the network community [62, 63, 64, 65, 66]. In our work, we can use the
previous synchronization parameters and test that they fit the measured data reasonably
well. If they do, then we can generate a set of samples as in (4.26) using the just described
approach from [62, 63, 64, 65, 66]. Later we provide numerical results indicating slightly
inaccurate previous synchronization parameters still give useful data for (4.26). If the
previous synchronization parameters fail to fit the measured data reasonably well, then we
need to rerun an initialization procedure which will employ a much larger 𝑃 in order to
overcome the lack of samples in (4.26).
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Let Ω denote the vector of unknown parameters defined as
Ω = [Ψ,𝜂,𝛼1, · · · ,𝛼𝑁 ,𝛽1, · · · ,𝛽𝑁 ,𝜇11, · · · ,𝜇1𝑁 ,
𝜎11, · · · ,𝜎1𝑁 ,𝜇21, · · · ,𝜇2𝑁 ,𝜎21, · · · ,𝜎2𝑁 ], (4.27)
where we have Ψ = [𝜑, 𝛿, 𝑑1, · · · , 𝑑𝑁 , 𝜏1, · · · , 𝜏𝑁 ], 𝜂 = [𝜂1, 𝜂2, · · · , 𝜂𝑁 ], 𝛼𝑖 = [𝛼𝑖1, · · · , 𝛼𝑖𝑀𝑖 ]
for 𝑖 = 1, 2, · · · , 𝑁 , 𝛽𝑖 = [𝛽𝑖1, · · · , 𝛽𝑖𝐿𝑖 ] for 𝑖 = 1, 2, · · · , 𝑁 , 𝜇1𝑖 = [𝜇11, · · · , 𝜇1𝑀𝑖 ] for
𝑖 = 1, 2, · · · , 𝑁 , 𝜇2𝑖 = [𝜇21, · · · , 𝜇2𝐿𝑖 ] for 𝑖 = 1, 2, · · · , 𝑁 , 𝜎1𝑖 = [𝜎1𝑖1, · · · , 𝜎1𝑖𝑀𝑖 ] for
𝑖 = 1, 2, · · · , 𝑁 and 𝜎2𝑖 = [𝜎2𝑖1, · · · , 𝜎2𝑖𝐿𝑖 ] for 𝑖 = 1, · · · , 𝑁 . Given Ω, the log-likelihood
function of the observed data 𝑡, ?˜?1 and ?˜?2 is
ℒ(Ω|𝑡, ?˜?1, ?˜?2) =
𝑁∑︁
𝑖=1
𝑃∑︁
𝑗=1
[︃
ln
(︃
𝜂𝑖
(︃
𝑀𝑖∑︁
𝑘=1
𝛼𝑖𝑘𝒫𝜇1𝑖𝑘,𝜎1𝑖𝑘
(︂
𝑡2𝑖𝑗 − 𝛿
𝜑
− 𝑑𝑖 − 𝜏𝑖 − 𝑡1𝑖𝑗
)︃)︃)︃
(︃
𝐿𝑖∑︁
𝑙=1
𝛽𝑖𝑙𝒫𝜇2𝑖𝑙,𝜎2𝑖𝑙
(︂
𝑡4𝑖𝑗 − 𝑑𝑖 + 𝛿 − 𝑡3𝑖𝑗
𝜑
)︂)︃)︃
+ (1− 𝜂𝑖)
(︃
𝑀𝑖∑︁
𝑘=1
𝛼𝑖𝑘𝒫𝜇1𝑖𝑘,𝜎1𝑖𝑘
(︂
𝑡2𝑖𝑗 − 𝛿
𝜑
− 𝑑𝑖 − 𝑡1𝑖𝑗
)︂ )︃ (︃ 𝐿𝑖∑︁
𝑙=1
𝛽𝑖𝑙𝒫𝜇2𝑖𝑙,𝜎2𝑖𝑙
(︂
𝑡4𝑖𝑗 − 𝑑𝑖 + 𝛿 − 𝑡3𝑖𝑗
𝜑
)︂)︃)︃]︃
+
𝑁∑︁
𝑖=1
𝑃𝑡∑︁
𝑗=1
ln
(︃
𝑀𝑖∑︁
𝑘=1
𝛼𝑖𝑘𝒫𝜇1𝑖𝑘,𝜎1𝑖𝑘(?˜?1𝑖𝑗)
)︃
+
𝑁∑︁
𝑖=1
𝑃𝑡∑︁
𝑗=1
ln
(︃
𝐿𝑖∑︁
𝑙=1
𝛽𝑖𝑙𝒫𝜇2𝑖𝑙,𝜎2𝑖𝑙(?˜?2𝑖𝑗)
)︃
− 2𝑁𝑃 ln𝜑. (4.28)
The maximum likelihood method is widely used and has many attractive features including
consistency and asymptotic unbiasedness. Under assumptions 1−3, the maximum likelihood
estimate (MLE) of Ω, denoted by Ω^𝑚𝑙𝑒, is obtained by solving the following constrained
optimization problem.
Ω^𝑚𝑙𝑒 = argmax⏟  ⏞  
Ω
ℒ(Ω|𝑡, ?˜?1, ?˜?2) (4.29)
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such that 𝜂𝑖 ∈ {0, 1} for 𝑖 = 1, 2, · · · , 𝑁, (4.29a)
𝛼𝑖𝑘 ∈ [0, 1] for 𝑖 = 1, 2, · · · , 𝑁,
𝑘 = 1, 2, · · · ,𝑀 ,
𝑀𝑖∑︁
𝑘=1
𝛼𝑖𝑘 = 1, (4.29b)
𝛽𝑖𝑙 ∈ [0, 1] for 𝑖 = 1, 2, · · · , 𝑁 ,
𝑙 = 1, 2, · · · ,𝑀 ,
𝐿𝑖∑︁
𝑙=1
𝛽𝑖𝑙 = 1, (4.29c)
|𝜏𝑖| ≥ 𝑑𝜏 when 𝜂𝑖 = 1, (4.29d)
𝑁∑︁
𝑖=1
𝜂𝑖 ≤ 𝑁/2. (4.29e)
The mixed integer nonlinear programming problem presented in (4.29) is computationally
intensive to solve for large values of 𝑁 as we would have to generally search across 2𝑁
possibilities of 𝜂. In this paper, we use the idea discussed in [67] to solve a relaxed version
of (4.29) and to obtain a robust estimate of the clock skew and offset.
4.3.1 Binary Variable Relaxation and EM algorithm
As the constraints in (4.29a) correspond to binary variables, we relax the problem and intro-
duce real variables with constraints defined as 𝜋𝑖 = Pr(𝜂𝑖 = 1) ∈ (0, 1) for 𝑖 = 1, 2, · · · , 𝑁 .
LetΩ𝜋 = [Ψ,𝜋,𝛼1, · · · ,𝛼𝑁 ,𝛽1, · · · ,𝛽𝑁 ,𝜇11, · · · ,𝜇1𝑁 ,𝜎11, · · · ,𝜎1𝑁 , 𝜇21, · · · ,𝜇2𝑁 𝜎21, · · ·
,𝜎2𝑁 ], where we have 𝜋 = [𝜋1, 𝜋2, · · · , 𝜋𝑁 ]. Replacing the binary variables with the corre-
sponding real variables and dropping the constraints in (4.29d) and (4.29e), we can rewrite
the optimization problem in (4.29) as
Ω^𝜋,𝑚𝑙𝑒 = argmax⏟  ⏞  
Ω𝜋
ℒ𝐸𝑀 (Ω𝜋|𝑡, ?˜?1, ?˜?2) (4.30)
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such that 𝜋𝑖 ∈ (0, 1) for 𝑖 = 1, 2, · · · , 𝑁, (4.30a)
𝛼𝑖𝑘 ∈ (0, 1) with
𝑀𝑖∑︁
𝑘=1
𝛼𝑖𝑘 = 1
for 𝑖 = 1, 2, · · · , 𝑁, (4.30b)
𝛽𝑖𝑙 ∈ (0, 1) with
𝐿𝑖∑︁
𝑙=1
𝛽𝑖𝑙 = 1
for 𝑖 = 1, 2, · · · , 𝑁, (4.30c)
where Ω^𝜋,𝑚𝑙𝑒 denotes the MLE of Ω𝜋 and ℒ𝐸𝑀 (Ω𝜋|𝑡, ?˜?1, ?˜?2), referred to as the incomplete
log-likelihood is defined as
ℒ𝐸𝑀 (Ω𝜋|𝑡, ?˜?1, ?˜?2) =
𝑁∑︁
𝑖=1
𝑃∑︁
𝑗=1
ln
[︃
𝜋𝑖
(︃(︃
𝑀𝑖∑︁
𝑘=1
𝛼𝑖𝑘𝒫𝜇1𝑖𝑘,𝜎1𝑖𝑘
(︂
𝑡2𝑖𝑗 − 𝛿
𝜑
− 𝑑𝑖 − 𝜏𝑖 − 𝑡1𝑖𝑗
)︂ )︃
(︃
𝐿𝑖∑︁
𝑙=1
𝛽𝑖𝑙𝒫𝜇2𝑖𝑙,𝜎2𝑖𝑙
(︂
𝑡4𝑖𝑗 − 𝑑𝑖 + 𝛿 − 𝑡3𝑖𝑗
𝜑
)︂)︃)︃
+ (1− 𝜋𝑖)
(︃(︃
𝑀𝑖∑︁
𝑘=1
𝛼𝑖𝑘𝒫𝜇1𝑖𝑘,𝜎1𝑖𝑘
(︂
𝑡2𝑖𝑗 − 𝛿
𝜑
− 𝑑𝑖 − 𝑡1𝑖𝑗
)︂ )︃
(︃
𝐿𝑖∑︁
𝑙=1
𝛽𝑖𝑙𝒫𝜇2𝑖𝑙,𝜎2𝑖𝑙
(︂
𝑡4𝑖𝑗 − 𝑑𝑖 + 𝛿 − 𝑡3𝑖𝑗
𝜑
)︂)︃)︃]︃
+
𝑁∑︁
𝑖=1
𝑃𝑡∑︁
𝑗=1
ln
[︃
𝑀𝑖∑︁
𝑘=1
𝛼𝑖𝑘𝒫𝜇1𝑖𝑘,𝜎1𝑖𝑘(?˜?1𝑖𝑗)
]︃
+
𝑁∑︁
𝑖=1
𝑃𝑡∑︁
𝑗=1
ln
[︃
𝐿𝑖∑︁
𝑙=1
𝛽𝑖𝑙𝒫𝜇2𝑖𝑘,𝜎2𝑖𝑘(?˜?2𝑖𝑗)
]︃
− 2𝑁𝑃 ln𝜑.
(4.31)
The iterative algorithm for solving (4.30) is next enumerated in steps 1) − 16). The
SAGE algorithm proposed in [60] is used to derive steps 1) − 16), and the details are
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presented in Appendix 3.8.2. The algorithm begins with the current estimates Ω^
′
𝜋 of Ω𝜋
and produces updated estimates of Ω𝜋 as follows:
1. Define 𝐷𝑖𝑗 as
𝐷𝑖𝑗 =
𝑀𝑖∑︁
𝑘𝑐=1
𝐿𝑖∑︁
𝑙𝑐=1
[︃
?^?
′
𝑖?^?
′
𝑖𝑘𝑐𝛽
′
𝑖𝑙𝑐𝒫𝜇′2𝑖𝑙𝑐 ,𝜎′2𝑖𝑙𝑐
(︃
𝑡4𝑖𝑗 − 𝑑′𝑖 +
𝛿
′ − 𝑡3𝑖𝑗
𝜑′
)︃
𝒫
𝜇
′
1𝑖𝑘𝑐
,𝜎
′
1𝑖𝑘𝑐
(︃
𝑡2𝑖𝑗 − 𝛿′
𝜑′
− 𝑑′𝑖 − 𝜏
′
𝑖 − 𝑡1𝑖𝑗
)︃
+ (1− ?^?′𝑖)?^?
′
𝑖𝑘𝑐𝛽
′
𝑖𝑙𝑐𝒫𝜇′2𝑖𝑙𝑐 ,𝜎′2𝑖𝑙𝑐
(︃
𝑡4𝑖𝑗 − 𝑑′𝑖 +
𝛿
′ − 𝑡3𝑖𝑗
𝜑′
)︃
𝒫
𝜇
′
1𝑖𝑘𝑐
,𝜎
′
1𝑖𝑘𝑐
(︃
𝑡2𝑖𝑗 − 𝛿′
𝜑′
− 𝑑′𝑖 − 𝑡1𝑖𝑗
)︃]︃
.
for 𝑖 = 1, 2, · · · , 𝑁 and 𝑗 = 1, 2, · · · , 𝑃 . Then, compute
𝜒
(1)
𝑖𝑗𝑘𝑙 = 𝐷
−1
𝑖𝑗 ?^?
′
𝑖?^?
′
𝑖𝑘𝛽
′
𝑖𝑙𝒫𝜇′2𝑖𝑙,𝜎′2𝑖𝑙
(︃
𝑡4𝑖𝑗 − 𝑑′𝑖 +
𝛿
′ − 𝑡3𝑖𝑗
𝜑′
)︃
𝒫
𝜇
′
1𝑖𝑘,𝜎
′
1𝑖𝑘
(︃
𝑡2𝑖𝑗 − 𝛿′
𝜑′
− 𝑑′𝑖 − 𝜏
′
𝑖 − 𝑡1𝑖𝑗
)︃
(4.32)
and
𝜒
(0)
𝑖𝑗𝑘𝑙 = 𝐷
−1
𝑖𝑗 (1− ?^?
′
𝑖)?^?
′
𝑖𝑘𝛽
′
𝑖𝑙𝒫𝜇′2𝑖𝑙,𝜎′2𝑖𝑙
(︃
𝑡4𝑖𝑗 − 𝑑′𝑖 +
𝛿
′ − 𝑡3𝑖𝑗
𝜑′
)︃
𝒫
𝜇
′
1𝑖𝑘,𝜎
′
1𝑖𝑘
(︃
𝑡2𝑖𝑗 − 𝛿′
𝜑′
− 𝑑′𝑖 − 𝑡1𝑖𝑗
)︃
(4.33)
for 𝑖 = 1, 2, · · · , 𝑁 , 𝑗 = 1, 2 · · · , 𝑃 , 𝑘 = 1, 2, · · · ,𝑀𝑖 and 𝑙 = 1, 2, · · · , 𝐿𝑖.
2. Define ?˜?𝑖𝑗 as
?˜?𝑖𝑗 =
𝑀𝑖∑︁
𝑘𝑐=1
𝐿𝑖∑︁
𝑙𝑐=1
?^?
′
𝑖𝑘𝑐𝛽
′
𝑖𝑙𝑐𝒫𝜇′2𝑖𝑘𝑐 ,𝜎′2𝑖𝑘𝑐 (?˜?1𝑖𝑗)𝒫𝜇′2𝑖𝑙𝑐 ,𝜎′2𝑖𝑙𝑐 (?˜?2𝑖𝑗) .
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for 𝑖 = 1, 2, · · · , 𝑁 and 𝑗 = 1, 2, · · · , 𝑃 . Then, compute
?˜?𝑖𝑗𝑘𝑙 = ?˜?
−1
𝑖𝑗 ?^?
′
𝑖𝑘𝛽
′
𝑖𝑙𝒫𝜇′2𝑖𝑘,𝜎′2𝑖𝑘 (?˜?1𝑖𝑗)𝒫𝜇′2𝑖𝑙,𝜎′2𝑖𝑙 (?˜?2𝑖𝑗) (4.34)
for 𝑖 = 1, 2, · · · , 𝑁 , 𝑗 = 1, 2 · · · , 𝑃𝑡, 𝑘 = 1, 2, · · · ,𝑀𝑖 and 𝑙 = 1, 2, · · · , 𝐿𝑖. In (4.34),
3. For 𝑖 = 1, 2, · · · , 𝑁, 𝑘 = 1, 2, · · · ,𝑀𝑖 and 𝑙 = 1, 2, · · · , 𝐿𝑖, compute:
?^?𝑖 =
1
𝑃
𝑃∑︁
𝑗=1
𝑀𝑖∑︁
𝑘=1
𝐿𝑖∑︁
𝑙=1
𝜒
(1)
𝑖𝑗𝑘𝑙, (4.35)
?^?𝑖𝑘 =
1
(𝑃 + 𝑃𝑡)
⎡⎣ 𝑃∑︁
𝑗=1
𝐿𝑖∑︁
𝑙=1
(︁
𝜒
(1)
𝑖𝑗𝑘𝑙 + 𝜒
(0)
𝑖𝑗𝑘𝑙
)︁
+
𝑃𝑡∑︁
𝑗=1
𝐿𝑖∑︁
𝑙=1
?˜?𝑖𝑘𝑗𝑙
⎤⎦ , (4.36)
𝛽𝑖𝑙 =
1
(𝑃 + 𝑃𝑡)
⎡⎣ 𝑃∑︁
𝑗=1
𝑀𝑖∑︁
𝑘=1
(︁
𝜒
(1)
𝑖𝑗𝑘𝑙 + 𝜒
(0)
𝑖𝑗𝑘𝑙
)︁
+
𝑃𝑡∑︁
𝑗=1
𝑀𝑖∑︁
𝑘=1
?˜?𝑖𝑘𝑗𝑙
⎤⎦ . (4.37)
4. Set ?^?
′
𝑖 = ?^?𝑖, ?^?
′
𝑖𝑘 = ?^?𝑖𝑘 and 𝛽
′
𝑖𝑙 = 𝛽𝑖𝑙 for 𝑖 = 1, 2, · · · , 𝑁, 𝑘 = 1, 2, · · · ,𝑀𝑖 and 𝑙 =
1, 2, · · · , 𝐿𝑖. Recompute 𝐷𝑖𝑗 and ?˜?𝑖𝑗 . Then recompute 𝜒(1)𝑖𝑗𝑘𝑙, 𝜒(0)𝑖𝑗𝑘𝑙 and ?˜?𝑖𝑗𝑘𝑙 using (4.32),
(4.33) and (4.34), respectively.
5. Define 𝐷𝜇1,𝑖𝑘 =
∑︀𝑃
𝑗=1
∑︀𝐿𝑖
𝑙=1
(︁
𝜒
(1)
𝑖𝑗𝑘𝑙 + 𝜒
(0)
𝑖𝑗𝑘𝑙
)︁
+
∑︀𝑃𝑡
𝑗=1
∑︀𝐿𝑖
𝑙=1 ?˜?𝑖𝑗𝑘𝑙 and
𝐷𝜇2,𝑖𝑙 =
∑︀𝑃
𝑗=1
∑︀𝑀𝑖
𝑘=1
(︁
𝜒
(1)
𝑖𝑗𝑘𝑙 + 𝜒
(0)
𝑖𝑗𝑘𝑙
)︁
+
∑︀𝑃𝑡
𝑗=1
∑︀𝑀𝑖
𝑘=1 ?˜?𝑖𝑗𝑘𝑙. For 𝑖 = 1, 2, · · · , 𝑁 , 𝑘 = 1, 2, · · · ,
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𝑀𝑖 and 𝑙 = 1, · · · , 𝐿𝑖, compute
?^?1𝑖𝑘 =𝐷
−1
𝜇1,𝑖𝑘
⎡⎣ 𝑃∑︁
𝑗=1
𝐿𝑖∑︁
𝑙=1
(︃(︂
𝑡2𝑖𝑗 − 𝛿′
𝜑′
− 𝑑′𝑖 − 𝑡1𝑖𝑗
)︂ (︁
𝜒
(1)
𝑖𝑗𝑘𝑙 + 𝜒
(0)
𝑖𝑗𝑘𝑙
)︁
− 𝜒(1)𝑖𝑗𝑘𝑙𝜏
′
𝑖
)︃
+
𝑃𝑡∑︁
𝑗=1
𝐿𝑖∑︁
𝑙=1
?˜?𝑖𝑗𝑘𝑙?˜?1𝑖𝑗
⎤⎦ , (4.38)
and
?^?2𝑖𝑙 =𝐷
−1
𝜇2,𝑖𝑙
[︂ 𝑃∑︁
𝑗=1
𝑀𝑖∑︁
𝑘=1
(︁
𝜒
(1)
𝑖𝑗𝑘𝑙 + 𝜒
(0)
𝑖𝑗𝑘𝑙
)︁(︂
𝑡4𝑖𝑗 − 𝑑′𝑖 +
𝛿
′ − 𝑡3𝑖𝑗
𝜑′
)︂
+
𝑃𝑡∑︁
𝑗=1
𝑀𝑖∑︁
𝑘=1
?˜?𝑖𝑗𝑘𝑙?˜?2𝑖𝑗
]︂
, (4.39)
where
6. Set ?^?
′
1𝑖𝑘 = ?^?1𝑖𝑘 and ?^?
′
2𝑖𝑙 = ?^?2𝑖𝑙 for 𝑖 = 1, 2, · · · , 𝑁 , 𝑘 = 1, 2, · · · ,𝑀𝑖 and 𝑙 = 1, 2, · · · , 𝐿𝑖.
Recompute 𝐷𝑖𝑗 and ?˜?𝑖𝑗 . Then recompute 𝜒
(1)
𝑖𝑗𝑘𝑙, 𝜒
(0)
𝑖𝑗𝑘𝑙 and ?˜?𝑖𝑗𝑘𝑙 using (4.32), (4.33) and
(4.34), respectively.
7. Define 𝐷𝜇1,𝑖𝑘 =
∑︀𝑃
𝑗=1
∑︀𝐿𝑖
𝑙=1
(︁
𝜒
(1)
𝑖𝑗𝑘𝑙 + 𝜒
(0)
𝑖𝑗𝑘𝑙
)︁
+
∑︀𝑃𝑡
𝑗=1
∑︀𝐿𝑖
𝑙=1 ?˜?𝑖𝑗𝑘𝑙 and
𝐷𝜇2,𝑖𝑙 =
∑︀𝑃
𝑗=1
∑︀𝑀𝑖
𝑘=1
(︁
𝜒
(1)
𝑖𝑗𝑘𝑙 + 𝜒
(0)
𝑖𝑗𝑘𝑙
)︁
+
∑︀𝑃𝑡
𝑗=1
∑︀𝑀𝑖
𝑘=1 ?˜?𝑖𝑗𝑘𝑙. For 𝑖 = 1, 2, · · · , 𝑁 and 𝑘 =
1, 2, · · · ,𝑀𝑖, compute
?^?21𝑖𝑘 = 𝐷
−1
𝜇1,𝑖𝑘
⎡⎣ 𝑃𝑡∑︁
𝑗=1
𝐿𝑖∑︁
𝑙=1
?˜?𝑖𝑗𝑘𝑙(?˜?1𝑖𝑗 − ?^?′1𝑖𝑘)2 +
𝑃∑︁
𝑗=1
𝐿𝑖∑︁
𝑙=1
𝜒
(0)
𝑖𝑗𝑘𝑙
(︃
𝑡2𝑖𝑗 − 𝛿′
𝜑′
− 𝑑′𝑖 − 𝑡1𝑖𝑗 − ?^?
′
1𝑖𝑘
)︃2
+𝜒
(1)
𝑖𝑗𝑘𝑙
(︃
𝑡2𝑖𝑗 − 𝛿′
𝜑′
− 𝑑′𝑖 − 𝜏
′
𝑖 − 𝑡1𝑖𝑗 − ?^?
′
1𝑖𝑘
)︃2⎤⎦ , (4.40)
and
?^?22𝑖𝑙 = 𝐷
−1
𝜇2,𝑖𝑙
⎡⎣ 𝑃𝑡∑︁
𝑗=1
𝑀𝑖∑︁
𝑘=1
?˜?𝑖𝑗𝑘𝑙(?˜?2𝑖𝑗 − ?^?′2𝑖𝑙)2
𝑃∑︁
𝑗=1
𝑀𝑖∑︁
𝑘=1
(︁
𝜒
(1)
𝑖𝑗𝑘𝑙 + 𝜒
(0)
𝑖𝑗𝑘𝑙
)︁(︃
𝑡4𝑖𝑗 − 𝑑′𝑖 +
𝛿
′ − 𝑡3𝑖𝑗
𝜑′
− ?^?′2𝑖𝑙
)︃2⎤⎦ .
(4.41)
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8. Set ?^?
′2
1𝑖𝑘 = ?^?
2
1𝑖𝑘 and
?^?
′2
2𝑖𝑙 = ?^?
2
2𝑖𝑙 for 𝑖 = 1, 2, · · · , 𝑁 , 𝑘 = 1, 2, · · · ,𝑀𝑖 and 𝑙 = 1, 2, · · · , 𝐿𝑖. Recompute 𝐷𝑖𝑗 and
?˜?𝑖𝑗 . Then recompute 𝜒
(1)
𝑖𝑗𝑘𝑙, 𝜒
(0)
𝑖𝑗𝑘𝑙 and ?˜?𝑖𝑗𝑘𝑙 using (4.32), (4.33) and (4.34), respectively.
9. Define 𝐷𝑑,𝑖 =
∑︀𝑃
𝑗=1
∑︀𝑀𝑖
𝑘=1
∑︀𝐿𝑖
𝑙=1
(︁
𝜒
(1)
𝑖𝑗𝑘𝑙 + 𝜒
(0)
𝑖𝑗𝑘𝑙
)︁(︂
1
𝜎
′2
1𝑖𝑘
+ 1
𝜎
′2
2𝑖𝑙
)︂
. For 𝑖 = 1, 2, · · · , 𝑁 , com-
pute
𝑑𝑖 = 𝐷
−1
𝑑,𝑖
⎡⎢⎢⎣ 𝑃∑︁
𝑗=1
𝑀𝑖∑︁
𝑘=1
𝐿𝑖∑︁
𝑙=1
⎛⎜⎜⎝𝜒(1)𝑖𝑗𝑘𝑙
⎡⎢⎢⎣
(︂
𝛿
′−𝑡3𝑖𝑗
𝜑′
+ 𝑡4𝑖𝑗 − ?^?′2𝑖𝑙
)︂
𝜎
′2
2𝑖𝑙
+
(︂
𝑡2𝑖𝑗−𝛿′
𝜑′
− 𝜏 ′𝑖 − 𝑡1𝑖𝑗 − ?^?
′
1𝑖𝑘
)︂
𝜎
′2
1𝑖𝑘
⎤⎥⎥⎦
+ 𝜒
(0)
𝑖𝑗𝑘𝑙
⎡⎢⎢⎣
(︂
𝑡2𝑖𝑗−𝛿′
𝜑′
− 𝑡1𝑖𝑗 − ?^?′1𝑖𝑘
)︂
𝜎
′2
1𝑖𝑘
+
(︂
𝛿
′−𝑡3𝑖𝑗
𝜑′
+ 𝑡4𝑖𝑗 − ?^?′2𝑖𝑙
)︂
𝜎
′2
2𝑖𝑙
⎤⎥⎥⎦
⎞⎟⎟⎠
⎤⎥⎥⎦ . (4.42)
10. Set 𝑑
′
𝑖 = 𝑑𝑖 for 𝑖 = 1, 2, · · · , 𝑁 . Recompute 𝐷𝑖𝑗 and ?˜?𝑖𝑗 . Then recompute 𝜒(1)𝑖𝑗𝑘𝑙, 𝜒(0)𝑖𝑗𝑘𝑙
and ?˜?𝑖𝑗𝑘𝑙 using (4.32), (4.33) and (4.34), respectively.
11. Define 𝐷𝜏,𝑖 =
∑︀𝑃
𝑗=1
∑︀𝑀𝑖
𝑘=1
∑︀𝐿𝑖
𝑙=1
𝜒
(1)
𝑖𝑗𝑘𝑙
𝜎
′2
1𝑖𝑘
. For 𝑖 = 1, 2, · · · , 𝑁 , compute
𝜏𝑖 = 𝐷
−1
𝜏,𝑖
⎡⎣ 𝑃∑︁
𝑗=1
𝑀𝑖∑︁
𝑘=1
𝐿𝑖∑︁
𝑙=1
𝜒
(1)
𝑖𝑗𝑘𝑙
⎛⎜⎜⎝
(︂
𝑡2𝑖𝑗−𝛿′
𝜑′
− 𝑑′𝑖 − 𝑡1𝑖𝑗 − ?^?
′
1𝑖𝑘
)︂
𝜎
′2
1𝑖𝑘
⎞⎟⎟⎠
⎤⎥⎥⎦ . (4.43)
12. Set 𝜏
′
𝑖 = 𝜏𝑖 for 𝑖 = 1, 2, · · · , 𝑁 . Recompute 𝐷𝑖𝑗 and ?˜?𝑖𝑗 . Then recompute 𝜒(1)𝑖𝑗𝑘𝑙, 𝜒(0)𝑖𝑗𝑘𝑙
and ?˜?𝑖𝑗𝑘𝑙 using (4.32), (4.33) and (4.34), respectively.
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𝑏𝜑 =
𝑁∑︁
𝑖=1
𝑃∑︁
𝑗=1
𝑀𝑖∑︁
𝑘=1
𝐿𝑖∑︁
𝑙=1
𝜒
(1)
𝑖𝑗𝑘𝑙
[︃
(𝑑
′
𝑖 + 𝜏
′
𝑖 + 𝑡1𝑖𝑗 + ?^?
′
1𝑖𝑘)(𝑡2𝑖𝑗 − 𝛿
′
)
𝜎
′2
1𝑖𝑘
− (𝑡4𝑖𝑗 − 𝑑
′
𝑖 − ?^?
′
2𝑖𝑙)(𝛿
′ − 𝑡3𝑖𝑗)
𝜎
′2
2𝑖𝑙
]︃
+ 𝜒
(0)
𝑖𝑗𝑘𝑙
[︃
(𝑑
′
𝑖 + 𝑡1𝑖𝑗 + ?^?
′
1𝑖𝑘)(𝑡2𝑖𝑗 − 𝛿
′
)
𝜎
′2
1𝑖𝑘
− (𝑡4𝑖𝑗 − 𝑑
′
𝑖 − ?^?
′
2𝑖𝑙)(𝛿
′ − 𝑡3𝑖𝑗)
𝜎
′2
2𝑖𝑙
]︃
, (4.46)
13. Define 𝐷𝛿 =
∑︀𝑁
𝑖=1
∑︀𝑃
𝑗=1
∑︀𝑀𝑖
𝑘=1
∑︀𝐿𝑖
𝑙=1
(︁
𝜒
(1)
𝑖𝑗𝑘𝑙 + 𝜒
(0)
𝑖𝑗𝑘𝑙
)︁ (︂
1
𝜎
′2
1𝑖𝑘
+ 1
𝜎
′2
2𝑖𝑙
)︂
and compute
𝛿 = 𝜑
′
𝐷−1𝛿
⎡⎣ 𝑁∑︁
𝑖=1
𝑃∑︁
𝑗=1
𝑀𝑖∑︁
𝑘=1
𝐿𝑖∑︁
𝑙=1
(︁
𝜒
(1)
𝑖𝑗𝑘𝑙
⎡⎣
(︁
𝑡2𝑖𝑗
𝜑′
− 𝑑′𝑖 − 𝜏
′
𝑖 − 𝑡1𝑖𝑗 − ?^?
′
1𝑖𝑘
)︁
𝜎
′2
1𝑖𝑘
−
(︁
𝑡4𝑖𝑗 − 𝑡3𝑖𝑗𝜑′ − 𝑑
′
𝑖 − ?^?
′
2𝑖𝑙
)︁
𝜎
′2
2𝑖𝑙
⎤⎦+ 𝜒(0)𝑖𝑗𝑘𝑙
⎡⎣
(︁
𝑡2𝑖𝑗
𝜑′
− 𝑑′𝑖 − 𝑡1𝑖𝑗 − ?^?
′
1𝑖𝑘
)︁
𝜎
′2
1𝑖𝑘
−
(︁
𝑡4𝑖𝑗 − 𝑡3𝑖𝑗𝜑′ − 𝑑
′
𝑖 − ?^?
′
2𝑖𝑙
)︁
𝜎
′2
2𝑖𝑙
⎤⎦⎞⎠⎤⎦ . (4.44)
14. Set 𝛿
′
= 𝛿. Recompute 𝐷𝑖𝑗 and ?˜?𝑖𝑗 . Then recompute 𝜒
(1)
𝑖𝑗𝑘𝑙, 𝜒
(0)
𝑖𝑗𝑘𝑙 and ?˜?𝑖𝑗𝑘𝑙 using (4.32),
(4.33) and (4.34), respectively.
15. Define 𝑐𝜑 =
∑︀𝑁
𝑖=1
∑︀𝑃
𝑗=1
∑︀𝑀𝑖
𝑘=1
∑︀𝐿𝑖
𝑙=1(𝜒
(1)
𝑖𝑗𝑘𝑙 + 𝜒
(0)
𝑖𝑗𝑘𝑙)
(︂
(𝑡2𝑖𝑗−𝛿′ )2
𝜎
′2
1𝑖𝑘
+
(𝛿
′−𝑡3𝑖𝑗)2
𝜎
′2
2𝑖𝑙
)︂
, 𝑎𝜑 = 2𝑁𝑃
and 𝑏𝜑 in (4.46) (see at top). Then compute
𝜑 =
√︁
𝑏2𝜑 − 4𝑎𝜑𝑐𝜑 − 𝑏𝜑
2𝑎𝜑
. (4.45)
16. Set 𝜑
′
= 𝜑, and repeat steps 1)− 16).
Since the update equations in steps 1)− 16) employ the SAGE algorithm, they inherit
the desirable property that the likelihood is nondecreasing at each iteration [60]. When
the algorithm converges, we obtain the estimate of the clock skew and offset from Ω
′
𝜋.
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Initial values for the parameters are required to begin the SAGE algorithm. A simple
ad-hoc scheme to obtain the initial values of the various parameters in Ω𝜋 is presented in
Appendix 4.6.3. We observe from numerical results that the proposed ad-hoc initialization
scheme seems to avoid convergence to local minimums in the cases studied.
4.4 Simulation Results
In this section, we compare the performance of the proposed robust clock skew and offset
estimator to the performance lower bounds via numerical simulations. We consider the LTE
backhaul network scenario without synchronous ethernet2. PTP is the primary synchro-
nization option for operators with packet-switched backhaul networks that do not support
SyncE [54, 55]. For simplicity, we assume 𝑓1𝑖(.) = 𝑓2𝑖(.) = 𝑓𝑤(.) for 𝑖 = 1, 2, · · · , 𝑁 . How-
ever, the proposed algorithm does not assume that all the pdfs are the same. Further, we
assume the fixed propagation delays are identical across all the master-slave communication
paths, i.e., 𝑑1 = 𝑑2 = · · · = 𝑑𝑁 = 𝑑, where 𝑑 denotes an unknown fixed propagation delay
parameter. We first briefly describe the approach used to generate the random queuing
delays in our simulations.
4.4.1 Generation of the random queuing delays
We follow the approach given in [11] for generating the random queuing delays in LTE
backhaul networks. We consider a Gigabit Ethernet network consisting of a cascade of 10
switches between the master and slave nodes. A two-class non-preemptive priority queue
is used to model the traffic at each switch. The network traffic at the switch is comprised
of the lower priority background traffic and the higher priority synchronization messages.
We assume cross-traffic flows, where new background traffic is injected at each switch
and this traffic exits at the subsequent switch. The arrival times and size of background
2In this scenario, PTP is sometimes used in conjunction with Synchronous Ethernet (SyncE) for cellular
base station synchronization. Although the SyncE standards are now mature, much of the deployed base
of Ethernet equipment does not support it [54].
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Traffic Model Packet Sizes (in Bytes) % of total traffic
TM-1 {64, 576, 1518} {80%, 5%, 15%}
Table 4.1: Composition of background packets in the considered traffic models. (This means
that 80% of the traffic has a packet size of 64 Bytes.)
traffic packets injected at each switch are assumed to be statistically independent. We use
Traffic Model 1 (TM-1) from the ITU-T specification G.8261 [56], described in Table 4.1 for
generating the background traffic at each switch. The interarrival times between packets in
background traffic are assumed to follow an exponential distribution, and we set the rate
parameter of each exponential distribution accordingly to obtain the desired load factor,
i.e., the percentage of the total capacity consumed by background traffic[11]. The empirical
pdf of the PDV in the backhaul networks was obtained in [11] for different load factors. The
timestamps 𝑡1𝑖𝑗 and 𝑡3𝑖𝑗 are set to 60𝑗 𝜇𝑠 and 60𝑗 𝜇𝑠+30𝜇𝑠, respectively, for 𝑖 = 1, · · · , 𝑁
and 𝑗 = 0, 1, · · · , 𝑃 − 1. For a given value of parameters, the timestamps 𝑡2𝑖𝑗 and 𝑡4𝑖𝑗 are
then generated using (4.1) and (4.2), respectively.
4.4.2 Considered Clock Skew and Offset Estimation schemes
We now briefly describe the considered CSOE schemes:
Performance lower bounds
When calculating the lower bounds on the clock skew and offset, we assume information
describing which master-slave communication paths that have an unknown asymmetry be-
tween the fixed path delays as well as the complete information regarding 𝑓𝑤(.). The clock
offset 𝛿, and clock skew 𝜑 are estimated using (4.20) and (4.21), respectively. The NRMSE
performance of (4.20) and (4.21) gives us the lower bounds that are useful in evaluating
the performance of clock skew and offset estimation schemes when prior information on the
master-slave communication paths having possible unknown asymmetries is not available.
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SAGE CSOE scheme
In this approach, we do not have information describing which master-slave communication
paths have asymmetry. The joint estimate of the clock skew and offset is obtained using
the iterative SAGE algorithm described in Section 4.3.
4.4.3 Numerical results
In our results, we use the NRMSE(𝛿) and NRMSE(𝜑) metrics defined in (4.16) and (4.17),
respectively, for evaluating the performance of the proposed CSOE schemes. We assume the
availability of 𝑁 = 3 master-slave communication paths with one path having an unknown
asymmetry. The values of 𝜑 and 𝛿 are fixed to 1.01 and 1 𝜇𝑠, respectively. The value of
𝑑 is set as 1 𝜇𝑠, i.e., 𝑑1 = 𝑑2 = 𝑑3 = 𝑑 = 1 𝜇𝑠. For the master-slave communication path
with an unknown asymmetry, we set the value of 𝜏𝑖 to 4 𝜇𝑠3. The user-defined parameter
𝑑𝜏 is set to 2 𝜇𝑠. The number of mixture components used in the GMM approximation is
set to 4, and the value of 𝑃𝑡 is fixed as 400. Figures 4-1–4-4 show the NRMSE performance
of the SAGE-CSOE scheme for the TM-1 network scenario for various cases. Some key
observations from the results are listed below:
1. Performance of the robust CSOE schemes: The performance of the proposed robust
iterative CSOE scheme against the lower bounds is presented in Figures 4-1 and 4-2.
In Figure 4-1, we observe that the performance of the robust iterative SAGE-CSOE
scheme improves with an increase in the number of two-way message exchanges, 𝑃 ,
and exhibits performance close to the bounds for a sufficiently large number of two-way
message exchanges. As expected, the performance lower bound exhibits the smallest
NRMSE due to prior information on which of the master-slave communication paths
have an unknown asymmetry as well as the complete information regarding 𝑓𝑤(.).
In Figure 4-2, we evaluate the performance of the robust scheme for TM-1 under
3Picking small 𝜏𝑖 makes the problem more challenging, as when 𝜏𝑖 is large, it is easier to identify
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different loads for a fixed value of 𝑃 . We observe that the proposed robust clock skew
and offset estimation scheme exhibits a performance close to the bounds for various
network scenarios for this 𝑃 .
2. Performance improvement from asymmetric path information: In Figure 4-3, we in-
vestigate the possible performance gain by using information from paths having an
unknown asymmetry. We compare the NRMSE of the optimum estimators that dis-
card the information from paths having an unknown asymmetry to the NRMSE of
the optimum estimators from Proposition 6. We observe a noticeable improvement
in the performance of the estimator when using the information from the asymmetric
master-slave communication paths. This gain in performance could be due to the fact
that it is possible to uniquely estimate the 𝜑 from the timestamps of a master-slave
communication path having an unknown asymmetry (see Theorem 2 in [17])4. Also,
[68] showed that in specific scenarios, it is possible to improve the performance of
an estimator by using the information from the attacked observations. The unknown
asymmetry between the fixed path delays could be treated as a particular case of this
scenario.
3. Performance comparison for different values of clock skew and offset: Figure 4-4
shows us the performance of the robust iterative SAGE-CSOE scheme for different
values of 𝜑 and 𝛿. The performance lower bounds from Proposition 6 are independent
of the parameter values as is any invariant estimation scheme (see Chapter 6, [49]).
From the results, we also observe that the NRMSE performance of the SAGE-CSOE
appears to be nearly independent of the parameter values in the cases shown.
4. Inaccurate previous synchronization parameters: In a discussion after (4.26) we de-
scribe generation of the samples ?˜?1 and ?˜?2 in (4.26) using 𝜑, 𝑑𝑚𝑠𝑖 , 𝑑
𝑠𝑚
𝑖 and 𝛿 from
the last synchronization. We now consider the scenario where 𝜑, 𝑑𝑚𝑠𝑖 , 𝑑
𝑠𝑚
𝑖 and 𝛿 from
4Although the clock skew 𝜑 can be uniquely determined from a master-slave communication path having
an unknown asymmetry, it is not possible to uniquely determine the clock offset 𝛿 (see Theorem 2 in [17]).
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the last synchronization are inaccurate and model them as Gaussian random vari-
ables with the mean being the true values of 1.01, 1 𝜇𝑠, 1 𝜇𝑠 and 1 𝜇𝑠, respectively.
The common standard deviation of 𝑑𝑚𝑠𝑖 , 𝑑
𝑠𝑚
𝑖 and 𝛿 from the last synchronization is
varied from 1.01 × 10−7 to 8.08 × 10−7, while the standard deviation of 𝜑 is varied
from 1.01 × 10−4 to 8.08 × 10−4. The values of 10−7 and 10−4 are chosen, as they
correspond to the best estimates (clock skew normalized) from Figure 4-1 for 𝛿 and 𝜑,
respectively. Figure 4-5 shows the performance of the proposed CSOE scheme. From
the results, we observe a noticeable degradation in the performance of the robust
CSOE scheme, especially for larger values of the standard deviations of 𝜑, 𝑑𝑚𝑠𝑖 , 𝑑
𝑠𝑚
𝑖
and 𝛿 from the last synchronization. However, the performance improves with an
increasing number of two-way message exchanges and is close to the case where the
parameters from the last synchronization are known perfectly for a large number of
message exchanges.
4.5 Summary
In this paper, assuming the availability of multiple master-slave communication paths, we
have developed useful lower bounds on the skew normalized mean square estimation error
for a clock skew and offset estimation scheme in the presence of unknown path asymmetries.
Also, we developed a robust iterative clock skew and offset estimation scheme that employs
the SAGE algorithm for jointly estimating the clock skew and offset. The robust iterative
clock skew and offset estimation scheme has low computational complexity and does not
require information regarding the statistical distributions of the queuing delays. The robust
scheme exhibits a skew normalized mean square estimation error close to our performance
lower bounds in several network scenarios. Furthermore, a number of time synchronization
protocols including NTP[2], TPSN [4], LTS [5], and RBS [6] are built on message exchanges.
The proposed robust iterative scheme can be easily modified for these protocols.
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4.6 Appendix
4.6.1 Proof of Proposition 6
Proof. Here we present the beautiful and complicated invariant decision theory from [49, 50]
in a simple way to present our proof. In [49, 50], it was shown that the right invariant prior,
𝜋𝑟(.), on 𝒢𝑀 from (4.12) is obtained by finding the function that satisfies∫︁
𝒜
𝜋𝑟(𝜃)𝑑𝜃 =
∫︁
𝒜(𝑟)0
𝜋𝑟(𝜃
(𝑟)
0 )𝑑𝜃
(𝑟)
0 , (4.47)
for all 𝒜 ⊆ Θ, for all 𝑔𝜑,𝛾,𝛿(.) ∈ 𝒢𝑀 and for all 𝜃0 = (𝜑0,𝛾0, 𝛿0) ∈ Θ. In (4.47), 𝒜(𝑟)0 and
𝜃
(𝑟)
0 are defined as
𝒜(𝑟)0 = {𝜃(𝑟)0 =
(︁
𝜑
(𝑟)
0 ,𝛾
(𝑟)
0 , 𝛿
(𝑟)
0
)︁
:
𝜃
(𝑟)
0 = 𝑔𝜑,𝛾,𝛿(𝜃0), (𝜑,𝛾, 𝛿) ∈ 𝒜}, (4.48)
= {𝜃(𝑟)0 = (𝜑𝜑0,𝛾0 + 𝛾/𝜑0, 𝜑𝛿0 + 𝛿)
: (𝜑,𝛾, 𝛿) ∈ 𝒜}. (4.49)
The right invariant prior for 𝒢𝑀 is given by 𝜋𝑟(𝜃) = 𝜑𝑁+𝐾−1. To see this, note that
(from change of variables)
∫︁
𝒜
𝜑𝑁+𝐾−1𝑑𝜃 =
∫︁
𝒜(𝑟)0
(︃
𝜑
(𝑟)
0
𝜑0
)︃𝑁+𝐾−1
𝑑𝜃
𝑑𝜃
(𝑟)
0
𝑑𝜃
(𝑟)
0
=
∫︁
𝒜(𝑟)0
(𝜑
(𝑟)
0 )
𝑁+𝐾−1𝑑𝜃(𝑟)0 , (4.50)
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since the Jacobian of the transformation in (4.49) is given by
𝑑𝜃
(𝑟)
0
𝑑𝜃
= det
⎛⎜⎜⎜⎝
⎡⎢⎢⎢⎣
𝜕𝜑
(𝑟)
0
𝜕𝜑
𝜕𝜑
(𝑟)
0
𝜕𝛾
𝜕𝜑
(𝑟)
0
𝜕𝛿
𝜕𝛾
(𝑟)
0
𝜕𝜑
𝜕𝛾
(𝑟)
0
𝜕𝛾
𝜕𝛾
(𝑟)
0
𝜕𝛿
𝜕𝛿
(𝑟)
0
𝜕𝜑
𝜕𝛿
(𝑟)
0
𝜕𝛾
𝜕𝛿
(𝑟)
0
𝜕𝛿
⎤⎥⎥⎥⎦
⎞⎟⎟⎟⎠
= det
⎛⎜⎜⎜⎝
⎡⎢⎢⎢⎣
𝜑0 0
𝑇
𝑁+𝐾 0
0𝑁+𝐾
1
𝜑0
𝐼𝑁+𝐾 0𝑁+𝐾
𝛿0 0
𝑇
𝑁+𝐾 1
⎤⎥⎥⎥⎦
⎞⎟⎟⎟⎠ = 1𝜑𝑁+𝐾−10 .
A optimum invariant estimator of 𝛿 under 𝒢𝑀 from (4.12), denoted by 𝛿𝑜𝑝𝑡, can now be
obtained by solving [49, 50]
𝛿𝑜𝑝𝑡(𝑦) = argmin⏟  ⏞  
𝛿
∫︁
Θ
(𝛿(𝑦)− 𝛿)2
𝜑2
𝜋𝑟(𝜃|𝑦)𝑑𝜃, (4.51)
where 𝜋𝑟(𝜃|𝑦) = 𝑓(𝑦|𝜃)𝜋𝑟(𝜃)∫︀
Θ 𝑓(𝑦|𝜃)𝜋𝑟(𝜃)𝑑𝜃
and 𝜋𝑟(𝜃) is the right invariant prior corresponding to
𝒢𝑀 5. To find 𝛿𝑜𝑝𝑡, we differentiate the objective function in (4.51) with respect to 𝛿(𝑦), set
the result equal to zero and solve for 𝛿(𝑦). We have
𝛿𝑜𝑝𝑡(𝑦) =
∫︀
Θ
𝛿
𝜑2
𝜋𝑟(𝜃|𝑦)𝑑𝜃∫︀
Θ
1
𝜑2
𝜋𝑟(𝜃|𝑦)𝑑𝜃
=
∫︀
Θ
𝛿
𝜑2
𝑓(𝑦|𝜃)𝜋𝑟(𝜃)𝑑𝜃∫︀
Θ
1
𝜑2
𝑓(𝑦|𝜃)𝜋𝑟(𝜃)𝑑𝜃
=
∫︀
R+
∫︀
R𝑁+𝐾+1
𝛿Γ1(𝜑,𝛿,𝑑,𝜏 ,𝑦)Γ0(𝜑,𝛿,𝑑,𝑦)
𝜑2𝑁𝑃−𝑁−𝐾+3 𝑑𝜏𝑑(𝑑)𝑑𝛿𝑑𝜑∫︀
R+
∫︀
R𝑁+𝐾+1
Γ1(𝜑,𝛿,𝑑,𝜏 ,𝑦)Γ0(𝜑,𝛿,𝑑,𝑦)
𝜑2𝑁𝑃−𝑁−𝐾+3 𝑑𝜏𝑑(𝑑)𝑑𝛿𝑑𝜑
, (4.52)
where Γ1(𝜑, 𝛿,𝑑, 𝜏 ,𝑦) and Γ0(𝜑, 𝛿,𝑑,𝑦) are defined in (4.22) and (4.23), respectively. Sim-
5We should mention here that right invariant prior, 𝜋𝑟(.) need not be an actual probability density
function [49]
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ilarly, a optimum invariant estimator of 𝜑 under 𝒢𝑀 from (4.12), denoted by 𝜑𝑜𝑝𝑡, can be
obtained by solving
𝜑𝑜𝑝𝑡(𝑦) = argmin⏟  ⏞  
𝜑
∫︁
Θ
(𝜑(𝑦)− 𝜑)2
𝜑2
𝜋𝑟(𝜃|𝑦)𝑑𝜃. (4.53)
Using a similar derivative-based approach on (4.53), we obtain 𝜑𝑜𝑝𝑡(𝑦) defined in Proposi-
tion 1.
4.6.2 Outline of Derivation of Update Equations
The first step in the EM algorithm is the specification of a set of “complete data" 𝑋𝑐 and
“incomplete data" 𝑋 for the problem [59, 58]. The pdf’s for 𝑋 and 𝑋𝑐 are characterized
by a set of common parameters Φ. The complete data is not available, but it is chosen in
such a way so that if it were available, then the MLE of Φ would be easy to find. The EM
algorithm addresses this situation and provides an iterative procedure for the maximum
likelihood estimation of Φ based on the incomplete data 𝑋. The SAGE algorithm [60] is
closely related to the EM algorithm, except that the parameter set is partitioned into subsets
Φ1,Φ2, · · · ,Φ𝑀 with Φ = Φ1
⋃︀
Φ2 · · ·
⋃︀
Φ𝑀 . Then, on each iteration, Φ1 is updated with
Φ2, · · · ,Φ𝑀 fixed, followed by the update of Φ2 with Φ1, · · · ,Φ𝑀 fixed and so on. The
sequence of estimates produced by the SAGE algorithm has nondecreasing likelihood for
the incomplete data [60]. In this paper, we apply the SAGE algorithm to the considered
problem. The SAGE algorithm update equations are derived as follows. The parameter
set to be estimated is Ω𝜋 = [𝜑, 𝛿, 𝑑1, · · · , 𝑑𝑁 , 𝜏1, · · · , 𝜏𝑁 ,𝜋,𝛼1, · · · ,𝛼𝑁 ,𝛽1, · · · ,𝛽𝑁 ,𝜇11,
· · · ,𝜇1𝑁 ,𝜎11, · · · ,𝜎1𝑁 ,𝜇21, · · · ,𝜇2𝑁 ,𝜎21, · · · ,𝜎2𝑁 ]. The number of mixture components
in the forward and reverse path, denoted by 𝑀𝑖 and 𝐿𝑖, respectively, are assumed to be
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fixed for 𝑖 = 1, 2, · · · , 𝑁 . The incomplete data set 𝑋 consists of the observed timestamps
𝑋 = {𝑡1𝑖𝑗 , 𝑡2𝑖𝑗 , 𝑡3𝑖𝑗 , 𝑡4𝑖𝑗 , ?˜?1𝑖𝑗𝑡 , ?˜?2𝑖𝑗𝑡 :
𝑖 = 1, 2, · · · , 𝑁, 𝑗 = 1, 2, · · · , 𝑃, 𝑗𝑡 = 1, 2, · · · , 𝑃𝑡} (4.54)
from (4.1) and (4.2). The complete data set 𝑋 is defined as
𝑋𝑐 = {𝑡1𝑖𝑗 , (𝑡2𝑖𝑗 , 𝑧𝑖𝑗 , 𝑟𝑖𝑗), (𝑡3𝑖𝑗 , 𝑠𝑖𝑗), 𝑡4𝑖𝑗 , (?˜?1𝑖𝑗𝑡 , 𝑟𝑖𝑗),
(?˜?2𝑖𝑗𝑡 , 𝑠𝑖𝑗) : 𝑖 = 1, 2, · · · , 𝑁, 𝑗 = 1, 2, · · · , 𝑃,
𝑗𝑡 = 1, 2, · · · , 𝑃𝑡} (4.55)
where 𝑧𝑖𝑗 ∈ {0, 1} identifies whether the 𝑗𝑡ℎ two-way message exchange at the 𝑖𝑡ℎ path
has an unknown path asymmetry, 𝑟𝑖𝑗 ∈ {1, 2, · · · ,𝑀𝑖} identifies which term in the mixture
pdf (4.24) produced the random queuing sample in the forward path time stamps 𝑡2𝑖𝑗 , and
𝑠𝑖𝑗 ∈ {1, 2, · · · , 𝐿𝑖} identifies which term in the mixture pdf (4.25) produced the random
queuing sample in the reverse path time stamps 𝑡3𝑖𝑗 . Similarly, 𝑟𝑖𝑗 ∈ {1, 2, · · · ,𝑀𝑖} and
𝑠𝑖𝑗 ∈ {1, 2, · · · , 𝐿𝑖} identifies which term in the mixture pdf (4.24) and (4.25) produced the
random queuing samples ?˜?1𝑖𝑗 and ?˜?2𝑖𝑗 , respectively. The definition of the complete data
for mixture models is discussed in [59]. The incomplete data log likelihood is given in (4.31)
and the complete data log likelihood, denoted by ℒ𝑐𝑜𝑚(Ω𝜋|𝑋𝑐), is defined in (4.56) .
ℒ𝑐𝑜𝑚(Ω𝜋|𝑋𝑐) =
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𝑁∑︁
𝑖=1
𝑃∑︁
𝑗=1
𝑧𝑖𝑗 ln
[︂
𝜋𝑖𝛼𝑟𝑖𝑗𝒫𝜇1𝑟𝑖𝑗 ,𝜎1𝑟𝑖𝑗
(︂
𝑡2𝑖𝑗 − 𝛿
𝜑
− 𝑑𝑖 − 𝜏𝑖 − 𝑡1𝑖𝑗
)︂
𝛽𝑠𝑖𝑗𝒫𝜇2𝑠𝑖𝑗 ,𝜎2𝑠𝑖𝑗
(︂
𝑡4𝑖𝑗 − 𝑑𝑖 + 𝛿 − 𝑡3𝑖𝑗
𝜑
)︂]︂
+ (1− 𝑧𝑖𝑗) ln
[︂
(1− 𝜋𝑖)𝛼𝑟𝑖𝑗𝒫𝜇1𝑟𝑖𝑗 ,𝜎1𝑟𝑖𝑗
(︂
𝑡2𝑖𝑗 − 𝛿
𝜑
− 𝑑𝑖 − 𝑡1𝑖𝑗
)︂
𝛽𝑠𝑖𝑗𝒫𝜇2𝑠𝑖𝑗 ,𝜎2𝑠𝑖𝑗
(︂
𝑡4𝑖𝑗 − 𝑑𝑖 + 𝛿 − 𝑡3𝑖𝑗
𝜑
)︂]︂
− 2𝑁𝑃 ln𝜑+
𝑁∑︁
𝑖=1
𝑃𝑡∑︁
𝑗=1
ln
[︁
𝛼𝑟𝑖𝑗𝒫𝜇1𝑟𝑖𝑗 ,𝜎1𝑟𝑖𝑗 (?˜?1𝑖𝑗) 𝛽𝑠𝑖𝑗𝒫𝜇2𝑠𝑖𝑗 ,𝜎2𝑠𝑖𝑗 (?˜?2𝑖𝑗)
]︁
. (4.56)
We now describe the steps of the EM algorithm. The E-step of the EM algorithm
performs an average over the unavailable parts of the complete data conditioned on the
incomplete data and current parameter estimates Ω^
′
𝜋 as in
𝑄(Ω𝜋|Ω^′𝜋) = 𝐸
{︂
ℒ𝑐𝑜𝑚(Ω𝜋|𝑋𝑐)
⃒⃒⃒⃒
𝑋, Ω^
′
𝜋
}︂
, (4.57)
𝑁∑︁
𝑖=1
𝑃∑︁
𝑗=1
𝑀𝑖∑︁
𝑘=1
𝐿𝑖∑︁
𝑙=1
𝜒
(1)
𝑖𝑗𝑘𝑙 ln
[︂
𝜋𝑖𝛼𝑖𝑘𝒫𝜇1𝑖𝑘,𝜎1𝑖𝑘
(︂
𝑡2𝑖𝑗 − 𝛿
𝜑
− 𝑑𝑖 − 𝜏𝑖 − 𝑡1𝑖𝑗
)︂
𝛽𝑖𝑙𝒫𝜇2𝑖𝑙,𝜎2𝑖𝑙
(︂
𝑡4𝑖𝑗 − 𝑑𝑖 + 𝛿 − 𝑡3𝑖𝑗
𝜑
)︂]︂
+ 𝜒
(0)
𝑖𝑗𝑘𝑙 ln
[︂
(1− 𝜋𝑖)𝛼𝑖𝑘𝒫𝜇1𝑖𝑘,𝜎1𝑖𝑘
(︂
𝑡2𝑖𝑗 − 𝛿
𝜑
− 𝑑𝑖 − 𝑡1𝑖𝑗
)︂
𝛽𝑖𝑙𝒫𝜇2𝑖𝑙,𝜎2𝑖𝑙
(︂
𝑡4𝑖𝑗 − 𝑑𝑖 + 𝛿 − 𝑡3𝑖𝑗
𝜑
)︂]︂
+
𝑁∑︁
𝑖=1
𝑃𝑡∑︁
𝑗=1
𝑀𝑖∑︁
𝑘=1
𝐿𝑖∑︁
𝑙=1
?˜?𝑖𝑗𝑘𝑙 ln
[︁
𝛼𝑖𝑘𝒫𝜇1𝑖𝑘,𝜎1𝑖𝑘 (?˜?1𝑖𝑗)𝛽𝑖𝑙𝒫𝜇2𝑖𝑙,𝜎2𝑖𝑙 (?˜?2𝑖𝑗)
]︁
− 2𝑁𝑃 ln𝜑, (4.58)
where 𝜒(1)𝑖𝑗𝑘𝑙, 𝜒
(0)
𝑖𝑗𝑘𝑙, ?˜?𝑖𝑗𝑘𝑙 are defined in (4.32), (4.33) and (4.34), respectively. A detailed
description of (4.57) appears in (4.58).
The EM algorithm [43] updates the parameter estimates Ω^
′
𝜋 to new values Ω^𝜋 that
maximize 𝑄(Ω𝜋|Ω^′𝜋) in (4.58). This is called the M-step of the EM algorithm, and the
updated parameters are guaranteed to not decrease the incomplete data likelihood, defined
in (4.31). The SAGE algorithm inherits this property. The parameter set Ω𝜋 is partitioned
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into the following subsets
Ω𝜋,1 = {𝜋,𝛼1, · · · ,𝛼𝑁 ,𝛽1, · · · ,𝛽𝑁}, (4.59)
Ω𝜋,2 = {𝜇11, · · · ,𝜇1𝑁 ,𝜇21, · · · ,𝜇2𝑁}, (4.60)
Ω𝜋,3 = {𝜎11, · · · ,𝜎1𝑁 ,𝜎21, · · · ,𝜎2𝑁}, (4.61)
Ω𝜋,4 = {𝑑1, 𝑑2, · · · , 𝑑𝑁}, (4.62)
Ω𝜋,5 = {𝜏1, 𝜏2, · · · , 𝜏𝑁}, (4.63)
Ω𝜋,6 = 𝛿, (4.64)
Ω𝜋,7 = 𝜑. (4.65)
Then 𝑄(Ω𝜋|Ω^′𝜋) is first maximized with respect to Ω𝜋,1 with all other parameters fixed at
the current parameter estimates. Then, Ω𝜋,1 is set equal to the updated parameter estimate,
after which, 𝑄(Ω𝜋|Ω^′𝜋) is maximized with respect to Ω𝜋,2 with all other parameters fixed at
the current parameter estimates. This procedure is repeated for all the parameter subsets
Ω𝜋,1,Ω𝜋,2, · · · ,Ω𝜋,7 until the algorithm converges (small change in𝑄(Ω𝜋|Ω^′𝜋)). The update
equation for 𝜋𝑖 in (4.35) is obtained by solving 𝜕𝑄/𝑑𝜋𝑖 = 0 for 𝑖 = 1, 2, · · · , 𝑁 . The update
equation for 𝛼𝑖𝑘 in (4.36) is obtained by solving 𝜕𝑄/𝑑𝛼𝑖𝑘 = 0 for 𝑖 = 1, 2, · · · , 𝑁 and
𝑘 = 1, 2, · · · ,𝑀𝑖 subject to the constraint
∑︀𝑀𝑖
𝑘=1 𝛼𝑖𝑘 = 1. The maximization is performed
using Lagrange multipliers to enforce the constraints [43]. Similarly, we obtain the updated
estimate of 𝛽𝑖𝑙 in (4.37) for 𝑖 = 1, 2, · · · , 𝑁 and 𝑙 = 1, 2, · · · , 𝐿𝑖. Following a similar
derivative based approach, we obtain the update equations (4.38)–(4.45).
4.6.3 Initialization of parameters for SAGE algorithm
As the objective function for the optimization problem in (4.30) is not necessarily convex,
proper initialization of the various parameters is employed to promote convergence to the
global minimum instead of local minimums. We present a simple ad-hoc scheme to obtain
the initial values of the various parameters, denoted by Ω^(0)𝜋 for the SAGE algorithm. The
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steps of the initialization are enumerated below:
1: First, we define new variables 𝛾𝑖 = (𝜑(𝑑𝑖+𝜏𝑖)+𝛿) and 𝜁𝑖 = (−𝜑𝑑𝑖+𝛿) for 𝑖 = 1, 2, · · · , 𝑁 .
2: for 𝑖 = 1 : 𝑁 do
3: For a given value of 𝑀𝑖, run the EM algorithm for the GMM using the update
equations given in [43] on ?˜?1𝑖 to obtain ?^?
(0)
𝑖𝑘 , ?^?
(0)
1𝑖𝑘 and ?^?
(0)
1𝑖𝑘.
4: For a given value of 𝐿𝑖, run the EM algorithm for the GMM using the update
equations given in [43] on ?˜?2𝑖 to obtain 𝛽
(0)
𝑖𝑙 , ?^?
(0)
2𝑖𝑙 and ?^?
(0)
2𝑖𝑙 .
5: Using ?^?(0)𝑖𝑘 , ?^?
(0)
1𝑖𝑘 and ?^?
(0)
1𝑖𝑘, construct an approximate pdf for 𝑓1𝑖(.), denoted by
𝑓1𝑖(.). Similarly, using 𝛽
(0)
𝑖𝑙 , ?^?
(0)
2𝑖𝑙 and ?^?
(0)
2𝑖𝑙 , construct an approximate pdf for 𝑓2𝑖(.),
denoted by 𝑓2𝑖(.).
6: Consider the timestamps 𝑡1𝑖 and 𝑡2𝑖 from the 𝑖𝑡ℎ master-slave communication path.
We know6
𝑡2𝑖 = (𝑡1𝑖 +𝑤1𝑖)𝜑+ 𝛾𝑖1𝑃 . (4.66)
Relaxing the dependency of 𝛾𝑖 on 𝜑, we use the optimum CSOE scheme proposed
in [61] to obtain an estimate of 𝜑 and 𝛾𝑖, denoted by 𝜑𝑓𝑤𝑑,𝑖 and 𝛾𝑖 respectively.
7: Consider the timestamps 𝑡3𝑖 and 𝑡4𝑖 from the 𝑖𝑡ℎ master-slave communication path.
We know
𝑡3𝑖 = (𝑡4𝑖 −𝑤2𝑖)𝜑+ 𝜁𝑖1𝑃 . (4.67)
Relaxing the dependency of 𝜁𝑖 on 𝜑, we use the optimum CSOE scheme in [61] to
obtain an estimate of 𝜑 and 𝜁𝑖, denoted by 𝜑𝑟𝑒𝑣,𝑖 and 𝜁𝑖 respectively.
6Since we do not have prior information on whether the 𝑖𝑡ℎ path has an unknown asymmetry, we assume
𝜏𝑖 ̸= 0.
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8: We then construct the estimate of the clock skew from the timestamps exchanged
in the 𝑖𝑡ℎ master-slave communication path, denoted by 𝜑𝑖, as follows
𝜑𝑖 = (𝜑𝑓𝑤𝑑,𝑖 + 𝜑𝑟𝑒𝑣,𝑖)/2. (4.68)
Similarly, we calculate an estimate of 𝛿, denoted by 𝛿𝑖, from the timestamps ex-
changed in the 𝑖𝑡ℎ master-slave communication path as follows
𝛿𝑖 = (𝛾𝑖 + 𝜁𝑖)/2. (4.69)
9: end for
10: Using the obtained estimates 𝜑𝑖 and 𝛿𝑖 for 𝑖 = 1, 2, · · · , 𝑁 , we fix our initial estimate
of 𝛿 and 𝜑, denoted by 𝛿(0) and 𝜑(0), respectively, as
𝛿(0) = median{𝛿1, 𝛿2, · · · , 𝛿𝑁}, (4.70)
𝜑(0) = mean{𝜑1, 𝜑2, · · · , 𝜑𝑁}. (4.71)
11: for 𝑖 = 1 : 𝑁 do
12: Estimate the total fixed propagation delay in the forward path of the 𝑖𝑡ℎ master-
slave communication path as:
𝑑𝑓𝑤𝑑,𝑖 = (𝛾𝑖 − 𝛿(0))/𝜑(0). (4.72)
Similarly, estimate the total fixed propagation delay in the reverse path of the 𝑖𝑡ℎ
master-slave communication path as:
𝑑𝑟𝑒𝑣,𝑖 = (𝛿
(0) − 𝜁𝑖)/𝜑(0). (4.73)
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13: Set ?^?(0)𝑖 as
𝑒(|𝑑𝑓𝑤𝑑,𝑖−𝑑𝑟𝑒𝑣,𝑖|−𝑑𝜏)𝜅
𝑒(|𝑑𝑓𝑤𝑑,𝑖−𝑑𝑟𝑒𝑣,𝑖|−𝑑𝜏)𝜅+1
, where 𝜅 is a normalization constant7.
14: if
⃒⃒⃒
𝑑𝑓𝑤𝑑,𝑖 − 𝑑𝑟𝑒𝑣,𝑖
⃒⃒⃒
≤ 𝑑𝜏 then
15: Set 𝑑(0)𝑖 to to (𝑑𝑓𝑤𝑑,𝑖 + 𝑑𝑟𝑒𝑣,𝑖)/2.
16: Set 𝜏 (0)𝑖 to 0.
17: else
18: Set 𝑑(0)𝑖 to to 𝑑𝑟𝑒𝑣,𝑖.
19: Set 𝜏 (0)𝑖 to (𝑑𝑓𝑤𝑑,𝑖 − 𝑑𝑟𝑒𝑣,𝑖).
20: end if
21: end for
7We use a softmax function and assume the delays are in microseconds. So 𝜅 = 106. The parameter 𝜅
can be modified in other scenarios.
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Figure 4-1: NRMSE of clock skew and offset for the considered CSOE schemes under Traffic
Model-1.
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Figure 4-2: NRMSE of clock offset and skew for the considered CSOE schemes under Traffic
Model-1 under different loads.
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Figure 4-3: Performance lower bounds of clock offset and skew when using or discarding
the information from asymmetric master-slave communication paths.
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Figure 4-4: NRMSE of clock offset and skew for different values of {𝜑, 𝛿} under Traffic
Model-1. We have for case 1, {𝜑, 𝛿} = {1.01, 1 𝜇𝑠}, for case 2, {𝜑, 𝛿} = {1.01, 0 𝜇𝑠} and
for case 3, {𝜑, 𝛿} = {1, 0 𝜇𝑠}.
115
20 40 60 80 100 120
Number of two-way message exchanges
10-7
10-6
10-5
N
R
M
S
E
(δ
)
SAGE
SAGE case-1
SAGE case-2
SAGE case-3
SAGE case-4
(a) NRMSE of clock offset for TM-1
10 20 30 40 50 60 70 80
Number of two-way message exchanges
10-5
10-4
10-3
10-2
N
R
M
S
E
(φ
)
SAGE
SAGE case-1
SAGE case-2
SAGE case-3
SAGE case-4
(b) NRMSE of clock skew for TM-1
Figure 4-5: NRMSE of clock offset and skew for different cases. For SAGE, we assumed the
parameters from the previous synchronization interval are estimated perfectly. In SAGE
case-1, the common standard deviation of the estimates of 𝛿, 𝑑𝑚𝑠𝑖 , 𝑑
𝑠𝑚
𝑖 is fixed at 1.01×10−7,
while the standard deviation of the estimates of 𝜑 is set to 1.01 × 10−4. In SAGE case-2,
the common standard deviation of the estimates of 𝛿, 𝑑𝑚𝑠𝑖 , 𝑑
𝑠𝑚
𝑖 is fixed at 2.02×10−7, while
the standard deviation of the estimates of 𝜑 is set to 2.02 × 10−4. In SAGE case-3, the
common standard deviation of the estimates of 𝛿, 𝑑𝑚𝑠𝑖 , 𝑑
𝑠𝑚
𝑖 is fixed at 4.04×10−7, while the
standard deviation of the estimates of 𝜑 is set to 4.04×10−4. In SAGE case-4, the common
standard deviation of the estimates of 𝛿, 𝑑𝑚𝑠𝑖 , 𝑑
𝑠𝑚
𝑖 is fixed at 8.08×10−7, while the standard
deviation of the estimates of 𝜑 is set to 8.08× 10−4.
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Chapter 5
Target Detection in Passive Radar
Several publications in the literature provide explicit closed-form expressions for the GLRTs
for target detection in PMR networks [23, 24, 25, 26, 27, 29]. However, the possibility of
exploiting the available modulation format information was not considered. The known
modulation format scenario is not unrealistic as many cellular base stations or other large
transmitters emit signals according to known standard protocols. In this chapter, we study
the problem of target detection in PMR networks, assuming prior knowledge of the mod-
ulation format of the transmitted signal. We restrict ourselves to scenarios in which the
transmitted signal uses either a linear digital modulation with a known pulse shape or the
OFDM modulation scheme. We derive closed-form expressions for a useful relaxed ver-
sion of the GLRT for target detection in PMR networks depending on whether the noise
variance is known or unknown. Numerical results show that the derived GLRTs perform sig-
nificantly better than GLRTs that do not use the modulation format information. Further,
we observed the performance improves with the number of samples per symbol, and for a
sufficiently large number of samples per symbol, the performance closely approximates that
of an active radar where the transmitted signal is entirely known. Finally, the relaxation
causes little loss at reasonable signal-to-noise ratios.
Notations: We use bold upper case, bold lower case, and italic lettering to respectively
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denote matrices, column vectors and scalars. Notations (.)𝑇 , (.)𝐻 and ⊗ are the transpose,
Hermitian and Kronecker product respectively. 𝐼𝑁 stands for a 𝑁 -dimensional identity
matrix, 0𝑁 denotes a column vector of length 𝑁 with all the elements equal to 0, 1𝑁 denotes
a column vector of length 𝑁 with all the elements equal to 1 and ||.|| is the Frobenius norm.
5.1 Signal model and problem statement
We adopt the accepted model for PMR networks presented in [23]. We assume 𝑁𝑡 transmit
stations, 𝑁𝑟 receive stations and orthogonal (or separable) signals sent from each trans-
mit station. The observations received directly from the transmitters are called reference
channel signals, while those received from the possible reflection of the target are called
surveillance channel signals. The reference and surveillance channel signals are separated
using beamforming. After isolating the signals, each channel contains a certain amount of
noise/clutter in addition to a scaled, delayed, and Doppler-shifted version of the transmit-
ted signal. As in [23], we assume the delay-Doppler compensation accounts for the time
delay and frequency shifts on the originally transmitted signal since we are testing for a
target with a known position and Doppler. As in [23], we assume the noise/clutter has been
whitened.
Let 𝑠𝑖𝑗𝑠 ∈ C𝑁×1 and 𝑠𝑖𝑗𝑟 ∈ C𝑁×1 denote the surveillance and reference channel signals,
respectively, between the 𝑖𝑡ℎ transmit station and 𝑗𝑡ℎ receive station. These signals can be
represented as
𝑠𝑖𝑗𝑠 = 𝜇
𝑖𝑗
𝑠 𝑢𝑖 + 𝑛
𝑖𝑗
𝑠
𝑠𝑖𝑗𝑟 = 𝜇
𝑖𝑗
𝑟 𝑢𝑖 + 𝑛
𝑖𝑗
𝑟 , (5.1)
where 𝜇𝑠𝑖𝑗 and 𝜇
𝑟
𝑖𝑗 are the unknown surveillance and reference channel coefficients, respec-
tively, that include any gain due to beamforming and the noise vectors 𝑛𝑟𝑖𝑗 and 𝑛
𝑠
𝑖𝑗 are
circular Gaussian noise, distributed as 𝒞𝒩 (0𝑁×1, 𝜎2𝐼𝑁 ) with 𝜎2 denoting the noise vari-
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ance. Further, 𝑢𝑖 ∈ C𝑁×1 contains samples of the unknown transmitted signal from the 𝑖𝑡ℎ
transmit station.
The PMR detection problem involves discriminating between the presence or absence of
a target within a hypothesized Cartesian position-velocity cell under test [23]. The problem
can be formulated as a binary hypothesis test between the target-absent hypothesis (ℋ0),
and the target-present hypothesis (ℋ1) as
ℋ0 : 𝑠𝑖𝑗𝑠 = 𝑛𝑖𝑗𝑠
𝑠𝑖𝑗𝑟 = 𝜇
𝑖𝑗
𝑟 𝑢
𝑖 + 𝑛𝑖𝑗𝑟
ℋ1 : 𝑠𝑖𝑗𝑠 = 𝜇𝑖𝑗𝑠 𝑢𝑖 + 𝑛𝑖𝑗𝑠
𝑠𝑖𝑗𝑟 = 𝜇
𝑖𝑗
𝑟 𝑢
𝑖 + 𝑛𝑖𝑗𝑟 , (5.2)
for 𝑖 = 1, 2, · · · , 𝑁𝑡 and 𝑗 = 1, 2, · · · , 𝑁𝑟. In our work, we only consider scenarios in which
the transmitted signal vector 𝑢𝑖, can be expressed as
𝑢𝑖 = 𝐺𝑖𝑏𝑖. (5.3)
In (5.3), 𝐺𝑖 is a known matrix of appropriate size and 𝑏𝑖 is a column vector of appropriate
size containing unknown complex symbols from a digital modulation scheme. In the fol-
lowing subsections, we present communication signals that can be expressed in the form of
(5.3) along with the considered problem statement.
5.1.1 Linear Digital Modulations
The complex baseband structure of a linear digital modulation scheme can be represented
as [69]
𝑢𝑖(𝑡+ 𝑛𝑇𝑠𝑦𝑚) =
𝑀−1∑︁
𝑘=0
𝑔𝑖(𝑡+ 𝑘𝑇𝑠𝑦𝑚)𝑏
𝑖
𝑛−𝑘 (5.4)
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for 0 ≤ 𝑡 < 𝑇𝑠𝑦𝑚. In (5.4), 𝑖 denotes the index of the transmit station, 𝑛 denotes the symbol
number, 𝑏𝑖𝑘 denotes the transmitted complex baseband symbol, 𝑇𝑠𝑦𝑚 is the symbol period
of the digital modulation scheme and 𝑔𝑖(.) denotes a pulse function of duration 𝑀𝑇𝑠𝑦𝑚
used at the 𝑖𝑡ℎ transmit station. Popular pulse functions include the raised cosine and the
root-raised cosine pulse shape [70]. After sampling, (5.4) can be rewritten as
𝑢𝑖(𝑝𝑇𝑠 + 𝑛𝑇𝑠𝑦𝑚) =
𝑀−1∑︁
𝑘=0
𝑔𝑖(𝑝𝑇𝑠 + 𝑘𝑇𝑠𝑦𝑚)𝑏
𝑖
𝑛−𝑘 (5.5)
for 𝑝 = 0, 1, · · · , 𝑃 − 1, where 𝑃 denotes the number of samples per symbol. In (5.5),
𝑇𝑠 = 𝑇𝑠𝑦𝑚/𝑃 denotes the sampling interval. Suppose we have 𝑁 = 𝐿𝑃 samples, where 𝐿
denotes the number of symbols, then the transmitted signal samples can be rewritten as
𝑢𝑖 = 𝐺𝑖𝑏𝑖, (5.6)
where 𝑢𝑖 = [(𝑢𝑖𝑛)
𝑇 , (𝑢𝑖𝑛−1)𝑇 , · · · , (𝑢𝑖𝑛−𝐿+1)𝑇 ]𝑇 with 𝑢𝑖𝑘 = [𝑢𝑖(𝑘𝑇 ), 𝑢𝑖(𝑇𝑠+𝑘𝑇 ), · · · , 𝑢𝑖((𝑃 −
1)𝑇𝑠 + 𝑘𝑇 )]
𝑇 for 𝑘 = (𝑛 − 𝐿 + 1), · · · , 𝑛 and 𝑏𝑖 = [︀𝑏𝑖𝑛, 𝑏𝑖𝑛−1, · · · , 𝑏𝑖𝑛−𝐿−𝑀+2]︀𝑇 . Let 𝐺𝑖 be
an 𝐿𝑃 × (𝐿+𝑀 − 1) matrix defined as
𝐺𝑖 =
⎡⎢⎢⎢⎢⎢⎢⎣
𝑔𝑖0 · · · 𝑔𝑖(𝑀−1) 0𝑃×1 · · · 0𝑃×1
0𝑃×1 𝑔𝑖0 · · · 𝑔𝑖(𝑀−1) · · · 0𝑃×1
...
. . . . . . . . . 0𝑃
...
0𝑃×1 0𝑃×1 · · · 𝑔𝑖0 · · · 𝑔𝑖(𝑀−1)
⎤⎥⎥⎥⎥⎥⎥⎦ (5.7)
where 𝑔𝑖𝑘 =
[︀
𝑔𝑖(𝑘𝑇𝑠𝑦𝑚), 𝑔
𝑖(𝑇𝑠 + 𝑘𝑇𝑠𝑦𝑚), · · · , 𝑔𝑖((𝑃 − 1)𝑇𝑠 + 𝑘𝑇𝑠𝑦𝑚)
]︀𝑇 for 𝑘 = 0, 1, · · · ,𝑀−
1.
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5.1.2 OFDM modulation
The complex baseband structure of an OFDM signal can be represented as [33]
𝑢𝑖(𝑡) =
∞∑︁
𝑛=−∞
𝑁𝑠−1∑︁
𝑙=0
𝑒𝑗2𝜋
𝑙
𝑇𝑢
(𝑡−𝑇𝑔−𝑛𝑇𝑠𝑦𝑚)𝑏𝑖𝑛𝑙, (5.8)
where 𝑖 denotes the index of the transmit station, 𝑛 denotes the OFDM symbol number, 𝑁𝑠
is the number of subcarriers used in the OFDM signal, 𝑏𝑖𝑛𝑙 are complex valued modulation
symbols, 𝑇𝑢 is the duration of the useful part of the OFDM symbol (excluding the guard
interval), 𝑇𝑔 is the guard interval duration, and 𝑇𝑠𝑦𝑚 = (𝑇𝑢 + 𝑇𝑔) is the total OFDM
symbol duration. Let 𝑇𝑠 be the sampling interval equal to 𝑇𝑠𝑦𝑚/(𝑁𝑠𝑃 ), where 𝑃 is the
number of samples per complex symbol. Assuming 𝐿 OFDM symbols (or 𝐿𝑁𝑠𝑃 samples),
the transmitted signal samples can be rewritten as
𝑢𝑖 = (𝐼𝐿 ⊗𝐻)𝑏𝑖, (5.9)
where 𝑢𝑖 = [(𝑢𝑖0)
𝑇 , (𝑢𝑖1)
𝑇 , · · · , (𝑢𝑖𝐿−1)𝑇 ]𝑇 with 𝑢𝑖𝑘 = [𝑢𝑖(𝑘𝑇𝑠𝑦𝑚), 𝑢𝑖(𝑇𝑠+𝑘𝑇𝑠𝑦𝑚), · · · , 𝑢𝑖((𝑁𝑠𝑃−
1)𝑇𝑠 + 𝑘𝑇𝑠𝑦𝑚)]
𝑇 for 𝑘 = 0, 1, · · · , 𝐿 − 1 and 𝑏𝑖 = [(𝑏𝑖0)𝑇 , (𝑏𝑖1)𝑇 , · · · , (𝑏𝑖𝐿−1)𝑇 ]𝑇 with 𝑏𝑖𝑘 =[︁
𝑏𝑖𝑘0, 𝑏
𝑖
𝑘1, · · · , 𝑏𝑖𝑘(𝑁𝑠−1)
]︁𝑇
for 𝑘 = 0, 1, · · · , 𝐿 − 1. In (5.9), 𝐻 is a 𝑁𝑠𝑃 ×𝑁𝑠 matrix whose
𝑚𝑙𝑡ℎ element is given by
ℎ𝑚𝑙 = 𝑒
𝑗2𝜋𝑙(𝑚𝑇𝑠−𝑇𝑔)
𝑇𝑢 (5.10)
for 𝑚 = 0, 1, · · · , 𝑁𝑠𝑃 − 1 and 𝑙 = 0, 1, · · · , 𝑁𝑠 − 1.
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5.1.3 Problem Statement
Under the stated assumptions, the PMR target detection problem in (5.2) can now be
written as
ℋ1 : 𝑠𝑖𝑗𝑠 = 𝜇𝑖𝑗𝑠 𝐺𝑖𝑏𝑖 + 𝑛𝑖𝑗𝑠 ,
𝑠𝑖𝑗𝑟 = 𝜇
𝑖𝑗
𝑟 𝐺
𝑖𝑏𝑖 + 𝑛𝑖𝑗𝑟 ,
ℋ0 : 𝑠𝑖𝑗𝑠 = 𝑛𝑖𝑗𝑠 ,
𝑠𝑖𝑗𝑟 = 𝜇
𝑖𝑗
𝑟 𝐺
𝑖𝑏𝑖 + 𝑛𝑖𝑗𝑟 , (5.11)
for 𝑖 = 1, 2, · · · , 𝑁𝑡 and 𝑗 = 1, 2, · · · , 𝑁𝑟. In our work, we derive a low complexity ap-
proximate GLRT for target detection in PMR networks that uses the available information
regarding the modulation format of the transmitted signal. We show significant detection
performance improvement over the GLRT which ignores the modulation format informa-
tion.
5.2 Target detection in PMR networks
Let 𝑠𝑖𝑗(𝑠,𝑟) denote the vector containing all the observations of all surveillance or reference
signals associated with the 𝑖𝑡ℎ transmit station and let 𝑠(𝑠,𝑟) denote the concatenation of
all 𝑠𝑖(𝑠,𝑟), where the notation (.)(𝑠,𝑟) denotes either (.)𝑠 or (.)𝑟. We have
𝑠𝑖(𝑠,𝑟) =
[︁
(𝑠𝑖1(𝑠,𝑟))
𝑇 , · · · , (𝑠𝑖𝑁𝑟(𝑠,𝑟))𝑇
]︁𝑇 ∈ C𝑁𝑁𝑟×1,
𝑠(𝑠,𝑟) =
[︁
(𝑠1(𝑠,𝑟))
𝑇 , · · · , (𝑠𝑁𝑡(𝑠,𝑟))𝑇
]︁𝑇 ∈ C𝑁𝑁𝑟𝑁𝑡×1.
Let 𝑠𝑖 =
[︀
(𝑠𝑖𝑠)
𝑇 , (𝑠𝑖𝑟)
𝑇
]︀𝑇 and let 𝑠 = [𝑠𝑇𝑠 , 𝑠𝑇𝑟 ]𝑇 be the concatenation of all 𝑠𝑖. Let 𝜇𝑖(𝑠,𝑟)
denote the vector of surveillance and reference channel coefficients associated with the 𝑖𝑡ℎ
transmit station and let 𝜇(𝑠,𝑟) denote the concatenation of all 𝜇𝑖(𝑠,𝑟) across the 𝑁𝑡 transmit
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stations defined as
𝜇𝑖(𝑠,𝑟) =
[︁
𝜇𝑖1(𝑠,𝑟), · · · , 𝜇𝑖𝑁𝑟(𝑠,𝑟)
]︁𝑇 ∈ C𝑁𝑟×1,
𝜇(𝑠,𝑟) =
[︁
(𝜇1(𝑠,𝑟))
𝑇 , · · · , (𝜇𝑁𝑡(𝑠,𝑟))𝑇
]︁𝑇 ∈ C𝑁𝑟𝑁𝑡×1.
Finally, let 𝑢 =
[︀
(𝑢1)𝑇 , · · · , (𝑢𝑁𝑡)𝑇 ]︀𝑇 ∈ C𝑁𝑡𝑁×1 with 𝑢𝑖 from (5.3).
The received signals 𝑠𝑖𝑗𝑟 and 𝑠
𝑖𝑗
𝑠 in (5.1) are parameterized by 𝜇
𝑖𝑗
𝑟 , 𝜇
𝑖𝑗
𝑠 and 𝑏𝑖. Since
these parameters are unknown to the PMR system, we employ the GLRT for the hypotheses
testing problem given in (5.11). In GLRTs, we replace the unknown deterministic quanti-
ties with the corresponding maximum likelihood estimates (MLE). However, obtaining the
MLE of the complex symbols 𝑏𝑖𝑘 might not be tractable as we would have to search across
all possible sequences of 𝑏𝑖. Hence, we introduce a relaxation, called the relaxed GLRT,
where we allow 𝑏𝑖𝑘 to be any complex number, i.e., 𝑏
𝑖
𝑘 ∈ C as opposed to an actual modu-
lation symbol from the defined finite set. We now present a useful result along with some
definitions that will be used extensively in the paper. Let 𝐴,𝐵 ∈ C𝐾×𝐾 be Hermitian
matrices with 𝐴 being positive semidefinite and 𝐵 positive definite.
Definition 2. The generalized Hermitian eigenvalue problem is to compute a nonzero vector
𝑤 ∈ C𝐾 and a real number 𝜆 such that
𝐴𝑤 = 𝜆𝐵𝑤 (5.12)
where 𝑤 and the corresponding 𝜆 are called the generalized eigenvector and generalized
eigenvalue, respectively [71].
Definition 3. The generalized Rayleigh quotient of the complex matrices 𝐴 and 𝐵 is a
function of 𝑤 and is defined as
𝑅(𝑤) =
𝑤𝐻𝐴𝑤
𝑤𝐻𝐵𝑤
. (5.13)
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When 𝐴, 𝐵 are Hermitian matrices with 𝐴 a positive semidefinite matrix and 𝐵 a
positive definite matrix, 𝑅(𝑤) has a maximum value equal to the largest generalized eigen-
value of 𝐴 and 𝐵 and the value of 𝑤 that maximizes 𝑅(𝑤) is the generalized eigenvector
of 𝐴 and 𝐵 corresponding to the largest generalized eigenvalue (See Section 4.4.3 of [72]
or Theorem 5.24 in [72]). In this paper, we denote 𝜆1(𝐴,𝐵) as the largest generalized
eigenvalue of 𝐴 and 𝐵, and 𝑣1(𝐴,𝐵) as the corresponding generalized eigenvector.
5.2.1 Relaxed GLRT for PMR Networks When the Modulation Format
Information is Employed
We consider the hypotheses testing problem given in (5.11). The conditional probability
density function (pdf) of 𝑠 under ℋ1 is given by
𝑝1(𝑠|𝜇𝑠,𝜇𝑟, 𝑏) =
𝑁𝑡∏︁
𝑖=1
𝑝𝑖1(𝑠
𝑖|𝜇𝑖𝑠,𝜇𝑖𝑟, 𝑏𝑖), (5.14)
where 𝑝𝑖1(𝑠
𝑖|𝜇𝑖𝑠,𝜇𝑖𝑟, 𝑏𝑖) ∝ exp
{︂
−1
𝜎2
∑︀𝑁𝑟
𝑗=1
(︂
||𝑠𝑖𝑗𝑠 −𝜇𝑖𝑗𝑠 𝐺𝑖𝑏𝑖||2+||𝑠𝑖𝑗𝑟 −𝜇𝑖𝑗𝑟 𝐺𝑖𝑏𝑖||2
)︂}︂
. Similarly,
the conditional pdf of 𝑠 under ℋ0 is given by
𝑝0(𝑠|𝜇𝑟, 𝑏) =
𝑁𝑡∏︁
𝑖=1
𝑝𝑖0(𝑠
𝑖|𝜇𝑖𝑟, 𝑏𝑖), (5.15)
where 𝑝𝑖0(𝑠
𝑖|𝜇𝑖𝑟, 𝑏𝑖) ∝ exp
{︂
−1
𝜎2
∑︀𝑁𝑟
𝑗=1 ||𝑠𝑖𝑗𝑟 −𝜇𝑖𝑗𝑟 𝐺𝑖𝑏𝑖||2
}︂
. Let 𝑙1(𝜇𝑠,𝜇𝑟, 𝑏|𝑠) = log 𝑝1(𝑠|𝜇𝑠,𝜇𝑟, 𝑏)
and 𝑙0(𝜇𝑟, 𝑏|𝑠) = log 𝑝0(𝑠|𝜇𝑟, 𝑏) denote the log-likelihood functions under the hypotheses
ℋ1 and ℋ0. The relaxed GLRT can now be written as
max
{𝜇𝑠,𝜇𝑟,𝑏}
𝑙1(𝜇𝑠,𝜇𝑟, 𝑏|𝑠)− max{𝜇𝑟,𝑏} 𝑙0(𝜇𝑟, 𝑏|𝑠)
ℋ1
≷
ℋ0
𝜅𝑘𝑠𝑓 (5.16)
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where 𝜅𝑘𝑠𝑓 denotes a threshold corresponding to a desired value of false alarm probability.
Consider hypothesis ℋ1. We have
𝑙1(𝜇𝑠,𝜇𝑟, 𝑏|𝑠) =
𝑁𝑡∑︁
𝑖=1
𝑙𝑖1(𝜇
𝑖
𝑠,𝜇
𝑖
𝑟, 𝑏
𝑖|𝑠𝑖), (5.17)
where
𝑙𝑖1(𝜇
𝑖
𝑠,𝜇
𝑖
𝑟, 𝑏
𝑖|𝑠𝑖) = −
𝑁𝑟∑︁
𝑗=1
(︀||𝑠𝑖𝑗𝑠 − 𝜇𝑖𝑗𝑠 𝐺𝑖𝑏𝑖||2 + ||𝑠𝑖𝑗𝑟 − 𝜇𝑖𝑗𝑟 𝐺𝑖𝑏𝑖||2)︀. (5.18)
The MLE of 𝜇𝑖𝑗(𝑠,𝑟) obtained from a derivative of (5.18) is given by
?^?𝑖𝑗(𝑠,𝑟) =
(𝐺𝑖𝑏𝑖)𝐻𝑠𝑖𝑗(𝑠,𝑟)
(𝐺𝑖𝑏𝑖)𝐻𝐺𝑖𝑏𝑖
. (5.19)
Substituting (5.19) into (5.18), and simplifying, we obtain
𝑙𝑖1(?^?
𝑖
𝑠, ?^?
𝑖
𝑟, 𝑏
𝑖|𝑠𝑖) = −
[︃
𝐸𝑖𝑠𝑟 −
(𝐺𝑖𝑏𝑖)𝐻𝜑𝑖1(𝜑
𝑖
1)
𝐻𝐺𝑖𝑏𝑖
(𝐺𝑖𝑏𝑖)𝐻𝐺𝑖𝑏𝑖
]︃
, (5.20)
where 𝜑𝑖1 = [𝜑
𝑖
𝑠,𝜑
𝑖
𝑟], with the matrices 𝜑
𝑖
𝑠 and 𝜑
𝑖
𝑟 are defined as
𝜑𝑖(𝑠,𝑟) =
[︁
𝑠𝑖1(𝑠,𝑟), 𝑠
𝑖2
(𝑠,𝑟), · · · , 𝑠𝑖𝑁𝑟(𝑠,𝑟)
]︁
,
and the scalar 𝐸𝑖𝑠𝑟 = ||𝑠𝑖𝑠||2 + ||𝑠𝑖𝑟||2. The value of 𝑏𝑖 that maximizes (5.20) is given by
?^?𝑖 = 𝑣1
(︀
(𝐺𝑖)𝐻𝜑𝑖1(𝜑
𝑖
1)
𝐻𝐺𝑖, (𝐺𝑖)𝐻𝐺𝑖
)︀
. Substituting ?^?𝑖 in (5.20), we have
𝑙𝑖1(?^?
𝑖
𝑠, ?^?
𝑖
𝑟, ?^?
𝑖|𝑠𝑖) = − [︀𝐸𝑖𝑠𝑟 − 𝜆1 (︀(𝐺𝑖)𝐻𝜑𝑖1(𝜑𝑖1)𝐻𝐺𝑖, (𝐺𝑖)𝐻𝐺𝑖)︀]︀ .
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From (5.17), we then have
𝑙1(?^?𝑠, ?^?𝑟, ?^?|𝑠) = −
𝑁𝑡∑︁
𝑖=1
(︀
𝐸𝑖𝑠𝑟 − 𝜆1
(︀
(𝐺𝑖)𝐻𝜑𝑖1(𝜑
𝑖
1)
𝐻𝐺𝑖, (𝐺𝑖)𝐻𝐺𝑖
)︀)︀
. (5.21)
Following a similar procedure, it can be shown under ℋ0 that
𝑙0(?^?𝑟, ?^?|𝑠) = −
𝑁𝑡∑︁
𝑖=1
(︀
𝐸𝑖𝑠𝑟 − 𝜆1
(︀
(𝐺𝑖)𝐻𝜑𝑖𝑟(𝜑
𝑖
𝑟)
𝐻𝐺𝑖, (𝐺𝑖)𝐻𝐺𝑖
)︀)︀
. (5.22)
Using 𝑙1(?^?𝑠, ?^?𝑟, ?^?|𝑠) and 𝑙0(?^?𝑟, ?^?|𝑠), the GLRT-based target detector, termed the Passive
MIMO Radar Relaxed GLRT with Known signal format (PMR-RGLRT-K), is given by
𝜉𝑘𝑠𝑓 =
𝑁𝑡∑︁
𝑖=1
[︁
𝜆1
(︀
(𝐺𝑖)𝐻𝜑𝑖1(𝜑
𝑖
1)
𝐻𝐺𝑖, (𝐺𝑖)𝐻𝐺𝑖
)︀− 𝜆1 (︀(𝐺𝑖)𝐻𝜑𝑖𝑟(𝜑𝑖𝑟)𝐻𝐺𝑖, (𝐺𝑖)𝐻𝐺𝑖)︀ ]︁
ℋ1
≷
ℋ0
𝜅𝑘𝑠𝑓 . (5.23)
5.2.2 Relaxed GLRT When the Modulation Format Information is Em-
ployed and 𝜎2 is Unknown
When 𝜎2 is unknown, the conditional pdf of 𝑠 under ℋ1 is given by
𝑝1(𝑠|𝜇𝑠,𝜇𝑟, 𝑏, 𝜎2) =
𝑁𝑡∏︁
𝑖=1
𝑝𝑖1(𝑠
𝑖|𝜇𝑖𝑠,𝜇𝑖𝑟, 𝑏𝑖, 𝜎2) (5.24)
where
𝑝𝑖1(𝑠
𝑖|𝜇𝑖𝑠,𝜇𝑖𝑟, 𝑏𝑖, 𝜎2) =
1
(𝜋𝜎2)𝑁𝑟𝑁
exp
{︂−1
𝜎2
𝑁𝑟∑︁
𝑗=1
(︀||𝑠𝑖𝑗𝑠 − 𝜇𝑖𝑗𝑠 𝐺𝑖𝑏𝑖||2 + ||𝑠𝑖𝑗𝑟 − 𝜇𝑖𝑗𝑟 𝐺𝑖𝑏𝑖||2)︀}︂.
(5.25)
The conditional pdf of 𝑠 underℋ0, 𝑝0(𝑠|𝜇𝑠,𝜇𝑟, 𝑏, 𝜎2), is similarly defined. Let 𝑙1(𝜇𝑠,𝜇𝑟, 𝑏, 𝜎2|𝑠) =
log 𝑝1(𝑠|𝜇𝑠,𝜇𝑟, 𝑏, 𝜎2) and 𝑙0(𝜇𝑟, 𝑏, 𝜎2|𝑠) = log 𝑝0(𝑠|𝜇𝑟, 𝑏, 𝜎2) denote the log-likelihood func-
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tions under the hypotheses ℋ1 and ℋ0 respectively. Consider hypothesis ℋ1, we have
𝑙1(𝜇𝑠,𝜇𝑟, 𝑏, 𝜎
2|𝑠) = −𝑁𝑡𝑁𝑟𝑁 ln(𝜋𝜎2)− 1
𝜎2
𝑁𝑡∑︁
𝑖=1
𝑁𝑟∑︁
𝑗=1
(︀||𝑠𝑖𝑗𝑠 − 𝜇𝑖𝑗𝑠 𝐺𝑖𝑏𝑖||2||𝑠𝑖𝑗𝑟 − 𝜇𝑖𝑗𝑟 𝐺𝑖𝑏𝑖||2)︀.
(5.26)
The MLE of 𝜇𝑖𝑗(𝑠,𝑟) and 𝑏
𝑖 are given by
?^?𝑖𝑗(𝑠,𝑟) =
(𝐺𝑖𝑏𝑖)𝐻𝑠𝑖𝑗(𝑠,𝑟)
||𝐺𝑖𝑏𝑖||2 , (5.27)
and
?^?𝑖 = 𝑣1
(︀
(𝐺𝑖)𝐻𝜑𝑖1(𝜑
𝑖
1)
𝐻𝐺𝑖, (𝐺𝑖)𝐻𝐺𝑖
)︀
. (5.28)
Substituting these values in (5.26), we obtain
𝑙1(?^?𝑠, ?^?𝑟, ?^?, 𝜎
2|𝑠) = −𝑁𝑡𝑁𝑟𝑁 ln(𝜋𝜎2)− 1
𝜎2
𝑁𝑡∑︁
𝑖=1
[︁
𝐸𝑖𝑠𝑟 − 𝜆1
(︀
(𝐺𝑖)𝐻𝜑𝑖1(𝜑
𝑖
1)
𝐻𝐺𝑖, (𝐺𝑖)𝐻𝐺𝑖
)︀ ]︁
.
(5.29)
The MLE of 𝜎2, denoted by ?^?2, can be obtained from the derivate of (5.29) and is given by
?^?2 =
1
𝑐1
𝑁𝑡∑︁
𝑖=1
[︁
𝐸𝑖𝑠𝑟 − 𝜆1
(︀
(𝐺𝑖)𝐻𝜑𝑖1(𝜑
𝑖
1)
𝐻𝐺𝑖, (𝐺𝑖)𝐻𝐺𝑖
)︀ ]︁
. (5.30)
where 𝑐1 = 𝑁𝑡𝑁𝑟𝑁 . Substituting the obtained MLE estimate in 𝑙1(?^?𝑠, ?^?𝑟, ?^?, 𝜎2|𝑠) and
simplifying, we have (ignoring the additive constant)
𝑙1(?^?𝑠, ?^?𝑟, ?^?, ?^?
2|𝑠) = −𝑐1 ln
(︃
𝑁𝑡∑︁
𝑖=1
[︁
𝐸𝑖𝑠𝑟 − 𝜆1
(︀
(𝐺𝑖)𝐻𝜑𝑖1(𝜑
𝑖
1)
𝐻𝐺𝑖, (𝐺𝑖)𝐻𝐺𝑖
)︀ ]︁)︃
.
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By a similar procedure, it can shown under hypotheses ℋ0 that
𝑙0(?^?𝑟, ?^?, ?^?
2|𝑠) = −𝑐1 ln
(︃
𝑁𝑡∑︁
𝑖=1
[︁
𝐸𝑖𝑠𝑟 − 𝜆1
(︀
(𝐺𝑖)𝐻𝜑𝑖𝑟(𝜑
𝑖
𝑟)
𝐻𝐺𝑖, (𝐺𝑖)𝐻𝐺𝑖
)︀ ]︁)︃
.
Using 𝑙1(?^?𝑠, ?^?𝑟, ?^?, ?^?2|𝑠) and 𝑙0(?^?𝑟, ?^?, ?^?2|𝑠), the GLRT-based target detector, termed the
Passive MIMO Radar Relaxed GLRT with unknown noise variance and Known signal format
(PMR-RGLRT-UK), is given by
𝜉𝑢𝑘𝑠𝑓 =
∑︀𝑁𝑡
𝑖=1
[︁
𝐸𝑖𝑠𝑟 − 𝜆1
(︀
(𝐺𝑖)𝐻𝜑𝑖𝑟(𝜑
𝑖
𝑟)
𝐻𝐺𝑖, (𝐺𝑖)𝐻𝐺𝑖
)︀ ]︁
∑︀𝑁𝑡
𝑖=1
[︁
𝐸𝑖𝑠𝑟 − 𝜆1
(︀
(𝐺𝑖)𝐻𝜑𝑖1(𝜑
𝑖
1)
𝐻𝐺𝑖, (𝐺𝑖)𝐻𝐺𝑖
)︀ ]︁ ℋ1≷ℋ0 𝜅𝑢𝑘𝑠𝑓 , (5.31)
where 𝜅𝑢𝑘𝑠𝑓 denotes a threshold corresponding to a desired value of false alarm probability.
5.3 Simulation Results
We now compare the performance of the proposed GLRT-based target detectors to other
GLRT-based detectors available in the literature via numerical simulations. We briefly
describe the considered GLRT-based target detectors:
Active MIMO Radar GLRT (AMR-GLRT)
The binary hypothesis test between the target-absent hypothesis (ℋ0), and the target-
present hypothesis (ℋ1) in an active radar network can be formulated as
ℋ0 : 𝑠𝑖𝑗𝑠 = 𝑛𝑖𝑗𝑠
ℋ1 : 𝑠𝑖𝑗𝑠 = 𝜇𝑖𝑗𝑠 𝑢𝑖 + 𝑛𝑖𝑗𝑠 , (5.32)
for 𝑖 = 1, 2, · · · , 𝑁𝑡 and 𝑗 = 1, 2, · · · , 𝑁𝑟, where the transmitted signal 𝑢𝑖 is assumed known
and the channel coefficients 𝜇𝑖𝑗𝑠 are deterministic unknowns. The GLRT for (5.32) is given
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Abbreviation Test Statistic
AMR-GLRT 1
𝜎2
∑︀𝑁𝑡
𝑖=1
∑︀𝑁𝑟
𝑗=1 |(𝑢𝑖)𝐻𝑠𝑖𝑗𝑠 |2
PMR-GLRT 1
𝜎2
∑︀𝑁𝑡
𝑖=1
[︂
𝜆*1
(︀
𝜑𝑖1(𝜑
𝑖
1)
𝐻
)︀− 𝜆*1 (︀𝜑𝑖𝑟(𝜑𝑖𝑟)𝐻)︀ ]︂
PMR-RGLRT-K 1
𝜎2
∑︀𝑁𝑡
𝑖=1
[︂
𝜆1
(︀
(𝐺𝑖)𝐻𝜑𝑖1(𝜑
𝑖
1)
𝐻𝐺𝑖, (𝐺𝑖)𝐻𝐺𝑖
)︀
−𝜆1
(︀
(𝐺𝑖)𝐻𝜑𝑖𝑟(𝜑
𝑖
𝑟)
𝐻𝐺𝑖, (𝐺𝑖)𝐻𝐺𝑖
)︀ ]︂
PMR-RGLRT-UK
∑︀𝑁𝑡
𝑖=1
[︁
𝐸𝑖−𝜆1((𝐺𝑖)𝐻𝜑𝑖𝑟(𝜑𝑖𝑟)𝐻𝐺𝑖,(𝐺𝑖)𝐻𝐺𝑖)
]︁
∑︀𝑁𝑡
𝑖=1
[︁
𝐸𝑖−𝜆1((𝐺𝑖)𝐻𝜑𝑖1(𝜑𝑖1)𝐻𝐺𝑖,(𝐺𝑖)𝐻𝐺𝑖)
]︁
Table 5.1: Test statistics of various GLRT target detectors.
by [73]
𝜉𝑎𝑚𝑟 =
1
𝜎2
𝑁𝑡∑︁
𝑖=1
𝑁𝑟∑︁
𝑗=1
|(𝑢𝑖)𝐻𝑠𝑖𝑗𝑠 |2
ℋ1
≷
ℋ0
𝜅𝑎𝑚𝑟, (5.33)
where 𝜅𝑎𝑚𝑟 denotes the threshold corresponding to a desired value of false alarm probability.
The AMR-GLRT gives us the best detection performance among all GLRT-based detectors
in PMR networks.
Passive MIMO Radar GLRT (PMR-GLRT)
The GLRT for target detection in PMR networks for the hypotheses testing problem given
in (5.2) was derived in [23] and is given by
𝜉𝑝𝑚𝑟 =
1
𝜎2
𝑁𝑡∑︁
𝑖=1
[︂
𝜆*1
(︀
𝜑𝑖1(𝜑
𝑖
1)
𝐻
)︀− 𝜆*1 (︀𝜑𝑖𝑟(𝜑𝑖𝑟)𝐻)︀ ]︂ ℋ1≷ℋ0 𝜅𝑝𝑚𝑟, (5.34)
where 𝜅𝑝𝑚𝑟 denotes the threshold corresponding to a desired value of false alarm probability
and 𝜆*1(𝐴) denotes the largest eigenvalue of matrix 𝐴.
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5.3.1 Simulation setup
A table containing the test statistics of the considered GLRT-based target detectors is given
in Table 5.1. For a fair comparison, we follow the simulation setup of [23]. We consider a
PMR network with 𝑁𝑡 = 2 transmit stations and 𝑁𝑟 = 3 receivers. We fix ||𝑢𝑖||2 = 𝑁 . The
transmitted signal samples 𝑢𝑖 are generated according to the chosen signal format in (5.3)
across all transmit stations. The reference and surveillance signal samples are generated
on each Monte Carlo trial according to the signal model given in (5.1). As in [23], the
reference channel coefficients, 𝜇𝑖𝑟, are randomly drawn from a 𝒞𝒩 (0𝑁𝑟 , 𝐼𝑁𝑟) distribution
on each trial under ℋ0 and ℋ1, and then scaled to achieve a desired direct-path signal-to-
noise ratio (DNR𝑖𝑎𝑣𝑔) according to
DNR𝑖𝑎𝑣𝑔 =
||𝜇𝑖𝑟||2
𝑁𝑟𝜎2
(5.35)
on each trial, where 𝜇𝑖𝑟 = [𝜇
𝑖1
𝑟 , · · · , 𝜇𝑖𝑁𝑟𝑟 ]𝑇 and |𝜇𝑖𝑗𝑟 |2/𝜎2 is the DNR of the 𝑖𝑗𝑡ℎ reference
channel. Similarly, the surveillance channel coefficients are drawn from a 𝒞𝒩 (0𝑁𝑟 , 𝐼𝑁𝑟)
distribution and scaled to achieve a desired surveillance signal-to-noise ratio (SNR𝑖𝑎𝑣𝑔) ac-
cording to
SNR𝑖𝑎𝑣𝑔 =
||𝜇𝑖𝑠||2
𝑁𝑟𝜎2
(5.36)
on each trial, where 𝜇𝑖𝑟 = [𝜇
𝑖1
𝑟 , · · · , 𝜇𝑖𝑁𝑟𝑟 ]𝑇 and |𝜇𝑖𝑗𝑠 |2/𝜎2 is the SNR in the 𝑖𝑗𝑡ℎ surveillance
channel. For simplicity, we assume that SNR𝑖𝑎𝑣𝑔 = SNR𝑎𝑣𝑔 for all 𝑖, i.e., the average
surveillance channel target-path SNR across receivers is the same for each transmit channel.
Similarly, we assume DNR𝑖𝑎𝑣𝑔 = DNR𝑎𝑣𝑔 and 𝐺
𝑖(.) = 𝐺(.) for all 𝑖.
In our simulations, we consider the case where the transmitted signal follows the OFDM
modulation scheme. The signal is generated according to (5.8). The guard-interval duration
𝑇𝑔 is set to 0 𝜇𝑠 and BPSK symbols are modulated on each sub-carrier of the OFDM symbol.
We use 1 OFDM symbol for target detection in all the considered cases. The BPSK symbols
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used in the generation of the transmitted signal are randomly generated for each Monte-
Carlo simulation run. For the considered target detectors, the detection threshold that
achieves a probability of false alarm (𝑃𝑓 ) of 10−3 is determined empirically using 104 trials
under ℋ0, and the probability of detection (𝑃𝑑) is estimated using 104 trials under ℋ1.
Note that DNR𝑎𝑣𝑔 and SNR𝑎𝑣𝑔 represent the average input target-path and direct-path
SNRs within the surveillance and reference channels and they are labeled Input DNR𝑎𝑣𝑔
and Input SNR𝑎𝑣𝑔 on all figures.
5.3.2 Numerical results
5.3.3 Dependence on SNR𝑎𝑣𝑔, DNR𝑎𝑣𝑔 and 𝑃
Figure 5-1 shows the 𝑃𝑑 curves as a function of SNR𝑎𝑣𝑔 for DNR𝑎𝑣𝑔 = −10 dB and for
different values of samples per symbol, 𝑃 . The number of sub-carriers in the OFDM
symbol is fixed to 16 (total of 16𝑃 samples). As we can see from the numerical results,
the proposed target detectors significantly outperform the GLRT-based target detectors
that do not use the available modulation format information. The detection performance
of relaxed GLRT-based target detectors improves significantly with increasing 𝑃 when
compared to PMR-GLRT 1. This performance gain is primarily due to the lower number of
parameters that need to be estimated for the GLRT in the known modulation format case.
For a sufficiently large value of 𝑃 , we can also see that the performance of the proposed
target detectors is close to that of an active radar, which has complete knowledge of the
transmitted signal. Finally, we observe no significant loss in the detection performance from
not knowing noise variance in the proposed target detectors for all the considered cases.
1The target detection performance of PMR-GLRT improves with increasing number of samples. How-
ever, it improves at a much slower rate when compared to the proposed relaxed GLRT-based target detec-
tors.
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Performance comparison with unrelaxed GLRT
In our work, we introduced a relaxation on the complex symbols 𝑏𝑖 to make the search
for the MLE tractable. We now compare the performance of the relaxed GLRT to the
exact unrelaxed GLRT to study the performance loss caused by using the relaxation. The
exact GLRT which uses the modulation format information is obtained by searching across
all possible sequences of 𝑏𝑖 and finding the sequence that maximizes the likelihood. The
Passive MIMO Radar GLRT using the modulation format information (PMR-GLRT-K ) is
given by
max
{𝜇𝑠,𝜇𝑟,𝑏}∈C𝑁𝑟𝑁𝑡×C𝑁𝑟𝑁𝑡×Aℬ
𝑙1(𝜇𝑠,𝜇𝑟, 𝑏|𝑠)− max{𝜇𝑟,𝑏}∈C𝑁𝑟𝑁𝑡×Aℬ 𝑙0(𝜇𝑟, 𝑏|𝑠)
ℋ1
≷
ℋ0
𝜅𝑝𝑚𝑟𝑘, (5.37)
where 𝜅𝑝𝑚𝑟𝑘 denotes a threshold corresponding to a desired false alarm probability and A
is the finite set of complex symbols from which the complex symbols 𝑏𝑖 are taken. For
this comparison, the number of sub-carriers in the OFDM symbol fixed to 8 (total of 8𝑃
samples). The direct-path signal-to-noise ratio, DNR𝑎𝑣𝑔, is fixed to −10 dB and detection
threshold corresponds to a 𝑃𝑓 of 10−3. Since 𝑏𝑖 ∈ A8, we search across all 28 possible
sequences to get the MLE of 𝑏𝑖. Figure 5-2 shows us the performance loss of using the
relaxation for 𝑃 = 16. We can see from the results that the performance loss in the target
detection due to the relaxation is relatively small.
5.4 Summary
In this chapter, we have presented GLRT-based passive radar target detectors that can
use the available modulation format information under conditions where either the noise
variance is known or unknown. As demonstrated, adding additional known information
about the transmitted signal into the GLRT improves performance in comparison to a
GLRT where the information is not utilized, and the signal is considered entirely unknown.
Further, given an adequate number of samples per symbol, the proposed target detectors
132
may be used to close the performance gap between the passive and active radar.
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(a)
(b)
Figure 5-1: 𝑃𝑑 curves as a function of SNR𝑎𝑣𝑔 when the transmitted signal is an OFDM
signal with 𝑁𝑠 = 16 subcarriers and DNR𝑎𝑣𝑔 = −10 dB for different values of samples per
symbol 𝑃 , (a) 𝑃 = 4, (b) 𝑃 = 64.
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(a)
Figure 5-2: 𝑃𝑑 curves as a function of SNR𝑎𝑣𝑔 when the transmitted signal is an OFDM
signal with 𝑁𝑠 = 8 subcarriers and DNR𝑎𝑣𝑔 = −10 dB for samples per symbol, 𝑃 = 16.
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Chapter 6
Conclusion
In this dissertation, we developed novel techniques using concepts from signal detection,
estimation and learning theory to improve the performance of clock synchronization in
IEEE 1588 and target detection in passive MIMO radars. Here we present some concluding
remarks about work presented in Chapters 2 through 5.
In Chapter 2, we presented new lower bounds on the mean square estimation error for
a clock offset estimation scheme in the presence of possibly unknown path asymmetries
assuming complete information of the clock skew. These bounds are useful in evaluating
the performance of clock offset estimation schemes that are robust against unknown path
asymmetries. Also, we developed a robust clock offset estimation scheme that exhibits
performance close to the lower bounds. In Chapter 3, we addressed the case when the
clock skew is unknown. We derived new optimum estimators for the problem of clock skew
and offset estimation, when there is a prior known relationship between the fixed path
delays. These estimators, while having high computational complexity, are guaranteed to
provide the best possible performance under any network scenario. To address the issue of
possible unknown path asymmetries, in Chapter 5, we employ the results from Chapter 3 to
develop new lower bounds on the mean square estimation error for a clock skew and offset
estimation scheme in the presence of unknown path asymmetries. We then developed an
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iterative robust estimation scheme that employs the SAGE algorithm for jointly estimating
clock skew and offset. The robust iterative scheme exhibits performance close to the lower
bounds and is suitable for real-time implementation as it is of low computational complexity
and does not require the pdf describing the random queuing delays.
In Chapter 6, we present new closed form expressions for the GLRTs for target detection
in passive MIMO radar networks. The derived GLRTs exploit the available signal format
information and exhibit significant performance gains compared to the GLRTs that do not
use this information.
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