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AND 
D. MANDRIOLI 
Centro CNR per l'Ingegneria dei Sistemi per l'Elaborazione deU'Informazione 
We investigate the properties of firing sequences (f.s.) of Petri nets and 
relate' them to other well-known families of formal languages. We prove in 
particular that the complement of the f.s. set is context free, and consequently 
neither the class of f.s. sets (according to some definition) nor Szilard languages 
are closed with respect o the complement. After introducing new normal forms 
for Petri nets, we prove that the reachability problem is equivalent to the 
emptiness problem for the intersection ofSzilard languages. 
1. INTRODUCTION 
The focus of this paper is on the formal properties of Petri nets, but the 
methodology presented should also apply to related models for representing 
parallel processes uch as those by Karp and Miller (1969) and Gostelow 
et al. (1972). 
It is our opinion that Petri nets, although widely accepted as a descriptive 
formalism for representing parallel systems, have not yet attained the status 
of an effective tool for designing or analyzing practical systems. One reason 
for this situation is possibly the inadequate knowledge of fundamental 
mathematical properties of Petri nets, which contrasts with the advances of 
another successfully applied area of theoretical computer science, namely 
formal languages. 
* This paper is a revised version of a work presented atthe Conference on Petri Nets 
mad Related Methods, MIT, July 1-3, 1975; this research was supported by Consiglio 
Nazionale delle Ricerche. 
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The work reported here is a continuation of past efforts of Gostelow et al. 
(1972), Crespi-Reghizzi and Mandrioli (1974), Hack (1974), and Peterson 
(1974), which all attempt o derive formal properties of Petri nets. 
Our approach relies heavily on the methods of formal languages, since we 
feel that the similarities between Petri nets and rewriting systems are quite 
remarkable. 
Since the latter systems have been thoroughly investigated in the past 
years, one should expect that some of their results can be applied to the 
former. This is the case, but on the other hand we are able to derive some 
new results for formal languages by making use of the Petri net representation. 
After summarizing previous definitions and results, we turn, in Section 3, 
to a study of the set of firing sequences, based on the decomposition of a Petri 
net into simple nets, each net characterized by a context-free language 
describing producer-consumer sequencing. The major result is that the 
complement of the set of firing sequences i context free. As a consequence, 
it is proved that some classes of Petri net languages (Hack, 1975) are not 
closed under complementation. 
In Section 4 we are able to characterize the language of firing sequences 
as the intersection of a Szilard language and a regular set, after introducing 
a new normal form for Petri nets. 
We finally derive some new properties of Szilard languages. In particular 
we prove that the emptiness problem for the intersection of two Szilard 
languages i  equivalent to the same problem for the intersection of a Szilard 
language and a regular set. 
2. BASIC DEFINITIONS AND FIRST PROPERTIES 
In this section we present he basic definitions and fundamental problems 
on Petri Nets and we state some basic mathematical properties. 
DEFINITION 2.1. A Petri net (P.N.) is a bipartite graph, i.e., a graph whose 
set of nodes is partitioned into two subsets, called the set of places V = 
{Pa '-' P~} and the set of transitions T = {tl,..., tin}, each arc connecting only 
nodes of different ypes. 
Pred (Pi) (resp. Succ (Pi)) denotes the set of transitions t~ s.t. there exists 
an arc connecting t~ to Pi (resp. Pi to t~.). Pred(t~.) and Succ(t;) are similarly 
defined. | 
A P.N. is depicted in Fig. 1, where places are represented by nodes and 
transitions by bars. 
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FIG. 1. A Pet r i  net .  
DEFINITION 2.2. A P.N. is free-choice if I Succ(Pi)k > 1 implies that for 
every t~ in Succ(Pi), Pred(tj) = {Pi} and just one arc connects Pi to ti. | 
DEFINITION 2.3. A marking (or state) of a P.N. is a mapping M: V --* N 
(natural numbers); numerically it is represented by a vector with IV  I 
nonnegative components and graphically by M(P  ) tokens in the place P . | 
DEFINITION 2.4. A transition ti is firable for a given marking M if, for 
every place P j ,  M(P j )  > / (number  of arcs connecting P;- to ti). A marking M" 
is obtained (reached) from M by firing t i if t i is firable for M and, for every Pj  
M'(P j )  = M(P j )  - -  (number of arcs connecting Pj to ti) 
q- (number of arcs connecting t i to Pj-). | 
DEFINITION 2.5. Af i r ing  sequence (f.s.) accepted by a P.N. for a marking 
M is a string v = til ... ti, , ti~ in T, s.t. there are M o = M,  M1, M2,... , M n = M'  
markings where ti~ is firable for Mj_ 1 , M s is obtained from Mj_ 1 by firing t i : .  
A marking M '  is reachable from M if there exists a f.s. v = til "" ti~ '
accepted for M, s.t. M n ~ M' :  we will write M ~v M' .  Let S(M)  indicate 
the set of f.s. accepted by the P.N. for M and let R(M)  indicate the set of 
marking reachable from M. | 
DEFINITION 2.6. Let Vr = {ai ..... an} be a finite alphabet and let Vr* be 
the free monoid on it: the Parikh mapping ¢ is a function $: VT* --* N ~ s.t. 
¢(v) = (#a 1 ..... #an)  where #a i is the number of occurrences of a i in v. 
A set U C_ N n is linear if there exist c, Pl ..... p,~ in N n (called, respectively, 
constant and periods) s.t. for every u in U there exist n 1 ' "  nm in N s.t~ 
u = c + n ip1  + "'" + n~pm.  
A set U is semilinear if it is a finite union of linear sets. | 
A basic and obvious property of P.N. can immediately be stated. 
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THEOREM 2.7. For every marking M of a P.N. if ¢(S(M)) is semilinear, then 
R(M) is also semilinear. 
Proof. It  is well known (Karp and Miller, 1964; Crespi-Reghizzi and 
Mandrioli, 1974; Hack, 1974) that to a P.N. a matrix A can be associated 
such that if M ~ M'  then M'  = M + A • ¢(v). Since semilinear sets are 
closed under linear transformations, if ¢(S(M)) is semilinear then also 
R(M) : M + A . ~b(S(M)) is semilinear. I 
The converse of the theorem is not true, as shown by the net in Fig. 1 
(due to our referee) where it can be verified that, for M : (1, 0, 0, 0, 0), 
R(M) = {((1, 0, 0)} × N × {(0)}} 
U {{(0, 1, 0)} × g × N)  
t3 {{(0, 0, 1)} × N × N}, 
while the projection of ¢(S(M)) for transitions a, b only is {x, y ] y ~ (x2+x)/2}. 
DEFINITION 2.8. A place Pi of a P.N. is terminal if Succ(Pi) = ~,  non- 
terminal otherwise; let V = V r u V N where V N (resp. T/)) is the set of 
nonterminal (resp. terminal) places. | 
DEFINITION 2.9. A P.N. is live for a marking M if for every M '  in R(M) 
and for every t i in T there is at least one v in S(M') which contains t i . | 
The following problems play a central role in the mathematical theory 
of P.N.: they are still open and equivalent to each other, as shown by Hack 
(1974). 
(a) Liveness problem. Does there exist an algorithm to cheek whether a 
given P.N. is live for a given marking ? 
(b) Reachability problem. Does there exist an algorithm to check whether 
a given M'  is in R(M) for given P.N. and M ? 
In the following sections we shall investigate the mathematical properties 
of the set S(M) and its relation with some class of formal languages. In 
particular we shall consider Petri net languages (Peterson, 1974; Hack, 1975), 
which are an extension of firing sequences ets, and Szilard languages 
(Moriya, 1973; Salomaa, 1973; Penttonen, 1974). 
Special Assumptions 
In the sequel we assume (unless the contrary is stated), for the sake of 
simplicity, that at most one are connects any pair (place, transition) or 
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(transition, place). In other words multiple arcs and threshold transitions 
are forbidden. While it is known that both restrictions do not affect generality, 
it would be straightforward to modify the following proofs in order to cover 
general nets. 
3. PRODUCER--CoNSUMER LANGUAGES 
In this section we characterize the set of firing sequences of a P.N. via the 
composition of finitely many producer-consumer processes, and we derive 
some properties of f.s. 
Let p and c be the producer and consumer processes which respectively 
feed in and remove tokens from an infinite buffer B, initially containing 
n tokens. 
The situation is modeled by the P.N.: V = {B}, T = {c, p}, Pred(B) = { p}, 
Succ(B) = {c}, M(B) = n. 
DEFINITION 3.1. The producer-consumer language with initial condition n, 
Cn _C {c, p}*, is the language 
C n ~--- {w [ for any w', w" s.t. w = w'w", ¢c(w') -- ¢~(w') ~ n}, 
where ~b~ (resp. ~)  denotes the c (resp. p) component of a Parikh mapping. | 
Notice that C,,, = S(M). 
The next proposition is straightforward. 
THEOREM 3.2. The language Cn is deterministic ontext free. 
Proof. C~ is accepted by the deterministic push-down automaton 
(Hopcroft and Ullman, 1969) M = (K, Z , / ' ,  3, q0, z0, F) where 
K = (Ao, A 1 ,..., A,~}, 
Z = {c, p}, 
• r = {Zo ,  T} ,  
qo = -//~, 
F = {A o .... , An}, 
~(&,  c, Zo) = (&- l ,  Zo), 
3(A~., p, Zo) = (A~ , TZo), 
3(A j ,  c, T) = (A j ,  ~), 
~(Aj,p, T) = (Aj,  TT), 
O<j~n,  
O~j~n,  
O~j~n,  
0 ~ j~n.  
643/33/2-7 
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Consider a P.N. 
marking M o . 
Let U C V. 
with set, of places V and set of transitions T, and initial 
DEFINITION 3.3. The languageL(U) off  .s. accepted by the subnet associated 
with U is the set of the f.s. of the net obtained by removing the places in 
V-U and by deleting all the arcs impinging on any place in V-U, with initial 
marking Mo(U ). | 
Consider any covering C = { Ui} of V. It is immediately observed that 
S(Mo) -  (-] L(U d. (3.4) 
u i ill C 
THEOREM 3.5. Each language Li --L({Pi}) is deterministic context fl e. 
Proof. First notice that Li is derived from Cn, where n -- Mo(P~) , via a 
reverse deterministic generalized-sequential-machine mapping g where 
g(tj) - -p,  (resp. g(t~) -- c), where t~ is in Pred(Pi) (resp. in Succ(Pi)) and 
g(tj) -- ~ where t~ is in T-(Pred(Pi) U Succ(Pi)). 
From Theorem 12.3 of Hopcroft and Ullman (1969) and Theorem 3.2 
it follows that Li is deterministic context free. | 
Additionally it is also possible to prove that L i is a simple precedence 
language in the sense of Wirth and Weber (1966). From L~ being deterministic 
context free it follows that the complement L i is also deterministic context 
free (Hopcroft and Ullman, 1969). 
Finally, since 
S(Mo)-- N L i - -  U L, ,  
Piin V Plin Y 
we have 
COROLLARY 3.6. The complement of the set of f.s. of a P.N. is context free. | 
On the other hand it has to be noted that S(Mo) is in general nondeter- 
ministic, as it appears from the fact that S(Mo) is in general non-context free 
(the proof in Peterson, 1974 can be extended to our case). 
It is now possible to show the implication of the reachability problem of 
P.N. by yet another problem of formal languages~ 
Let (M0, A) be the vector addition system (Karl? and Miller, 1969) associated 
to the P.N. with initial marking M0 and matrix 2/of size ] V ] × ] T I. Let W 
be the semilinear set of the nonnegative integer solutions of system AX = 
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M 1 -- M 0 . Then M1 is reachable from M 0 iff S(Mo) ~ $-l(W), where ~b is a 
Parikh mapping. 
By means of the previous theorems it is possible to obtain some new results 
on the properties of P.N. languages,, which have been studied by Peterson 
(1974) and Hack (1975). First recall the following definitions given by Hack 
(1975). , 
DEFINITION 3.7. A labeled P.N. over an alphabet 27 is a P.N. with 
transition set T, together with a labeling function A: T -+ 27. I f  A is partial, 
the net is said to contain e-transitions , namely those transitions that have no 
label assigned by A, otherwise the P.N. is said to be E-free. 
The labeling function is extended to firing sequences in the natural way. | 
DEFINITIO~ 3.8, (a) f is the class of all languages L s.t. for some P.N., 
M 0 and A total function, L = {x I x -~ A(v), v ~ S(M0) }. 
(b) 5¢ ~ is defined similarly, with the exception that A is allowed to be 
a partial function. 
(c) ~q~0 (resp. 5¢0 ~) is the class of languages L s.t. for Some P.N., initial 
marking M o , final marking M1, A total (resp. partial) function 
L =- {x ]x-= A(v), M o ~ M1}. 
(d) ~o/ (resp. 5¢oS ) is defined as o~f (resp. o~f0) with the additional 
condition that A is a one.to-one mapping. 
Clearly ~Cfl is just the class of firing sequence sets. | 
A first property of P.N. languages has been given by Peterson (1974). 
THEOREM 3.9. None on the classes of P.N. languages is contained in the 
class of context-free languages. | 
The example in Peterson (1974) is given for the class ~0,  but it is easily 
adapted to the classes. 1 Now we have 
THEOREM 3.10. I f L  is in ~ i  or in ~o 1, then[, is context free. 
Proof. i f L  is in oL~ °I, then the proposition is just Corollary 3.6; otherwise 
it is sufficient o modify Definition 3.1 by adding the constraint ~bc(w ) + 
Ma(B) ~- ~b,(w) + n; Theorem 3.2 dearly holds also for the new definition 
of Ca, and the thesis follows from Corollary 3.6 (Definition 3.3 has to be 
modified in an analogous way to Definition 3.1). | 
1 It is sufficient o recall that {aibJc ~ ] >~ j >/ k ~ 1} is not a context-free language. 
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As a consequence of this statement the proof of the following theorem is 
immediate. 
THEOREM 3.11. 58J and ~o I are not closed under complementation. 
!" 
Proof. Assume the contrary; thus for anyL  in 58f (resp. ~o0, L is still ir~ 
oWI (resp. ~a00. Then L = L is context free by virtue of Theorem 3.10, 
a contradiction of Theorem 3.9: | : 
Finally it seems interesting to observe that Theorem 3.10 does not hold 
for .Z'0 *. In fact it has been shown by Hack (1975) that i f L  is in 58I, then/S 
is in 580"; therefore, if the theorem were still valid, then L -~ E would be 
context free: again a contradiction. 
4. PETRI NETS AND SZILARD LANGUAGES 
In order to relate the f.s. set of a P.N, to other problems of language theory 
we shall need the following definition. 
DEFINITION 4.1 (Moriya, 1973). Let G (VN, Vr, P, S) be a phrase 
Structure grammar, and letp ~ T be the label of a production u -+ v (different 
productions have distinct labels). Let w I and w 2 be words in (V N u Vr)*. 
We say that w 1 ~,  w 2 if w 2 immediately derives from w 1 via the production 
labeled p. 
I f  r ~- Pl "'" P~ (eachp~ in T) and w o ~1 wl ~ "" ~ wl~' then we say 
w0 *~r w~ and r is called an assodate wordofa derivation w 0 ~ w 1 ~ -'" ~ w k . 
The set of associate words of derivations from S which produce terminal 
strings, is denoted Sz(G) and is called the Szilard language of G (Salomaa, 
1973) (or the associate language of G, off Moriya, 1973). 
Sz(G) = {r  in T* I S ~ w, w in Vr,}. 
I t  is known that the Szilard language of any grammar is of type 1, and that 
Sz(G), for G context free, may be non-context free (Salomaa, 1973), It  is 
also easy to see that not all regular languages are Szilard languages. 
Next we introduce a new normal form for P.N. characterized by the fact 
that, for any transition t~, at most 0ne place in Pred(t~) may contain an 
unbounded number of tokens. Such a net is called semibounded, and its 
construction is given next. 
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4.2. Semibounded Normal Form 
For each Pi in Vr and for each Pi in VN s.t., for every t~ in Succ(Pi), 
Pred(t~-) = {P/} construct he place Pi of PN'. For the remaining Pi of  PN 
construct three places Xi ,  Y i ,  Zi of the semibounded net PAT' and the 
transition r i s.t. {Xi , ¥i) = Pred(ri) and {Zi} = Succ(ri). 
For each t~- in T, construct he transition s~ s.t. 
Zi is in Pred(sj) iff Pi is in Pred(tj-); 
Yi is in Succ(s~-) iff Pi is in Pred(tj); 
Xi is in Succ(sj) iff Pi is in Succ(ta), 
In Fig. 2b we represent the semibounded normal form which corresponds to 
the portion of a P.N. in Fig. 2a. It  is immediate that, for any initial marking 
M 0' of PN' and for any M '  in R(Mo'), M'(Yi)-}-M'(Z,)  = Mo'(Y i )+ 
Mo'(Zi) = constant. Hence PN' is semibounded, for any 3/o'. 
Let W (resp. W') be the universe of all markings of PAT (resp. PN'), and 
define a one-to-one mapp ingf  ro m W into w '  s.t. M' = f (M)  iff M'(Xi) = 
M'(P~) and M'(Y~) = ] and M'(Z~) = O. Then we prove the following 
results. 
(a) 
b 
FIG. 2. Transformation to semibounded normal form. 
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THEOREM 4.3. Let PlY' be the semibounded net derived from PN. Then 
(PN', f(Mo) ) is equivalent o (PN, 3Io) with respect o reachability, i.e., M is 
in R(Mo) i f f f(M) is in R( f  (Mo) ). 
Proof. Let M o' - - f (Mo) , M'  ~ f (M) .  Consider a string u in T*. Then 
substitute each element ti of u s.t. Pred(ti) ~ {Pq ,..., Pik,}. with rqri~ "'" ri~s¢, 
obtaining a string u' in T'. 
The string u is in S(Mo) iff u' is in S(Mo' ). 1 
We shall now investigate some interesting relationships:between f.s. sets and 
Szilard languages; a first result is stated in the following Theorem. 
THEOREM 4.4. The decidability of the reachability problem for a P.N. is 
equivalent to the decidability of the emptiness of the intersection Sz(G) n R, 
where G is a context-free grammar and R a regular set. | 
This result is the consequence of the known equivalences between 
~(2,3 ,  0) contr01-1anguages and matrix languages (Sal0maa, 1973) and 
between the emptiness (recursiveness) problem for matrix •languages and 
the reachability problem for P.N. (Crespi-Reghizzi and Mandrioli, 1974, and 
Van Leeuwen, 1974). The result could also be proved in a similar way to 
that of Theorem 6.1 of Chapter V of Salomaa i(1973), but we prefer to give 
here a direct proof which is an application of the semibounded normal 
form of PN. 
/ 
Proof. ,: 
Part 1. Decidability of the emptiness of Sz(G) c~ R implies decidability 
of the reachability problem. '~ 
We shall prove the thesis for the reachability of the null marking, which 
is a problem equivalent to the general one (Hack, 1974)r 
First make the following transformations on the Qriginal P.N. and M 0 . 
• , ~ i ? i '  
Step 1. Construct an equivalent PN'  with inMal rfiarking M o' (i.e., s.t. 
0 is in R(Mo) for PN iff 0 is in R(Mo' ) for PN': where 0 is the null marking), 
s.t. I Pred(t~')l ~ 1 Vtj. This is always possible. If Pred(tj) -- ~, then add a 
dummy place P'  with one initial token and putP '  in/~Pred(tj') and in Succ(tj), 
then add a dummy transition t' and put it in Succ(P. ). Notme that the con- 
struction introduces a threshold t rans i t ion . .  
Step 2. Construct in the obvious way an equivalent PN ~ with initial 
marking Mo 2 s.t. Mo 2 s.t. Mo2(P12) -- 1, Mo2(P, ~) -- 0 for i ~ 1. Notice 
that this transformation can be done without introducing multiple arcs in PN 2. 
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Step 3 (which has been already described in Hack, 1973). Construct an 
equivalent free-choice PN3 (with M0a defined as M02) in the following way. 
I f  Pi 2 is in Pred(t~ ) c3 --- ~ Pred(t~) and l Pred(t~)[ ~ 2 for some t~ , then 
substitute Pi 2 withlan (s q- 1)-tuple of places (Pi 3, JX~I "" X~,) and ans-tuple 
of transitions (r~a t "" r~8 ) connected with PN 3 in the following way: If  P~ is 
in Succ(tr~), then Pi 2 is in Succ(tra); for every j, Pred(raj) = Pi 3, Succ(r~j) = 
x Succ(X ) = t ~.~ , . ~ j  " 
Step 4. Construct a new equivalent free-choice PAT 4 (with M04 defined 
as _M02) s.t. for every" t~ .~ [ Pred(tj4)l ~ 2; it is obvious that this is always 
possible. 
Step 5. Construct an equivalent PN 5 in semibounded normal form; it 
is clear that it is still free choice with 214o a defined as M0 ~. Now we have 
obtained a free'choice semibounded PN with Mo(P1) = 1, Mo(Pi) = 0 for 
i ~ 1, Pred(t 0 = P~, 1 ~ I Pred(t~.)] ~ 2, s.t. 0 is in R(Mo) iff 0 is reachable 
in the original PN from the original initial marking. 
For every t~ of the new P.N.s.t .  l Pred(tj)[ = 2, delete the bounded place 
in Pred(tj) together with all the arcs impinging on it (if both places of Pred(t~) 
are bounded, then make an arbitrary choice). Since PN is free choice, the 
deletions can always be done in such a way that ] Pred(tj)] = 1 for every t~. 
Let VN' = {P1 , . . . ,  P~} be the set of the remaining places, and let V~ = 
{Pn+l ,.-., P~} be the set of the deleted places. Now construct a context-free 
grammar G = (Vw', ;~, P, P1), where P is the set of productions of the 
type tj : ui --~ v~, where ui is Pred(tj) n VN"and v~ is Succ(tj) n g N' (ob- 
viously vi = E if Succ(tj) r3 VN' = ;~). 
Now for every Pi in V~) construct a finite automaton ~i which accepts 
exactly L({Pi}); this is obviously possible since Pi is a bounded place. 
It  is now clear that i fu  in T* is in 
Sz(G) (3 ~ L(~i), then M o ~ O, 
i---&+l . . . . .  n 
and conversely. 
Part H. Decidability of the reachability problem implies decidability of 
the emptiness problem for Sz(G)r3 R. Let G 1 = (I/'Nt, Vr ,  P, S) be a 
context-free grammar, T 1 the set of labels of P. Let R be a regular set, 
R _C T~* accepted by a deterministic finite automaton Q = (K, 7'1, S, qo, F), 
with K = (% .... , qh} a nd s a total mapping. 
Then construct an associated P.N. (with initial marking Mo) as follows: 
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For every ti : Ai --+ vi in P, then tij, j = 0,..., h is in T, where Pred(tij) = 
{A~, q~}, Succ(t~.) = {XI (X in vi and X in V2v) or X in 3(qj, ti)). I f  X 
occurs m times in v~, then m arcs connect ~ to X. 
I f  3(qj, ti) is in F, then add the transition t~j s,t. Pred(t'ij) = {Ai, qj}, 
Succ(t~j) = {X I X in  vi and X in  VN~ ). Let the initial condition be Mo(S ) = 1, 
Mo(qo ) = 1, Mo(P ) = 0 for P not in {S, q0). Obviously Sz(G) n R is non- 
empty iff 0 is in R(Mo). Notice that the PN constructed is semibounded, but 
the set of transitions is not isomorphic to the set of productions of G. Further- 
more PN does not fulfill the conditions tated at the end of Section 2. ] 
The next result furthers the connections between P.N. and Szilard 
languages. 
TH~OIU~M 4.5. Let G 1 = (VN1 , Vrl , P1, S1) and G e = (VN~ , VT~, Pc, Ss) 
be two context-free grammars with the same set T of labels of P1 and P2. The 
decidability of the reachability problem for P.N. is equivalent to the decidability 
of the emptiness of Sz(G1) ~ Sz(G2). 
Proof. 
Part 1. Decidability of the reachability problem implies decidability of 
emptiness of Sz(G1) C~ Sz(Gs). 
We assume that VN1 C~ VN~ = ~.  Then construct a P.N. as follows: The 
set of places is V = VNI t.) VN2. The set of transitions is just T. Let A1 -+ ul 
in P1, Aa --+ us in Pz be labeled ti ; then Pred(ti) = (A1, A2} and Succ(tl) = 
{X] X in V and X in u 1 or X in u2) , if X occurs m times in ui (i = 1, 2), 
then m arcs connect ti to X: Notices that PN does not fulfill the conditions 
stated in Section 2. 
Finally let Mo(S1) = Mo(S2) = 1, Mo(X ) = 0 for X v~ S t , S s . I f  u in 
T* belongs to Sz(GI) n Sz(Gz), then clearly u is in S(Mo) and M 0 ~ 0, 
and conversely. Thus Sz(G1) n Sz(Gs) v ~ ;g iff 0 in R(Mo). 
Part II. Decidability of the emptiness of Sz(G1) c~ Sz(G2) implies 
decidability of the reachability problem. As in the proof of Theorem 4.4, 
we consider teachability of the null marking. 
On a given PN'  with initial marking M 0' operate the same transformations 
as in Steps 1-4 of Theorem 4.4, in order to obtain an equivalent free-choice 
PN with initial marking M0, where Mo(P~) = 1, Mo(Pi ) = 0, for all P~ v~ P1, 
Pred(tl) = (P1}, 1 ~ [ Pred(ti)] ~ 2. Starting from this new PN, construct 
two context-free grammars G t = (VN1 , VT1 , P1, $1) and G 2 = (VN~ , VTf~ ~, 
P2, $2) in the following way. 
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VT1 = Vr2= Z. I f  Pred(tj) ={P},  then P is in Vyt and in VN~. I f  
Pred(tj) = {X, Y} then X is in VN1, Y is in VN~ with an arbitrary choice; 
the choice is always possible and arbitrary since, if I Pred(t~.)] = 2, then 
Pred(t~) n Pred(t~) = ~ for any t~ ~ tj. For any tj generate the productions 
tj : A 1 --+ v 1 and tj : A 2 -+ v2, where {A1} = Pred(t~) t~ VN1 , {A~} = 
Pred(tj) n VN2 , and v~ (i = 1,2) is any string of all the elements of 
Succ(tj) ~ VN, (i.e., these elements can be written in a string in an arbitrary 
order, obviously if Succ(tj) n VN~ = Z, then vi = e). Let S 1 = S~ = P1. 
Now, if M 0 ~ 0, then clearly $1 ~ E, S 2 ~ e. Conversely, since e is the 
only (if any) string in L(Gx) and L(G2), if u is in Sz(G1) c3 Sz(G2) , then also 
M0 ~ 0. I 
The following results on Szilard languages are corollaries of the previous 
theorems. 
COROLLARY 4.6. The decidability of the emptiness of Sz(G1) ~ Sz(Gz) (G 1 
and G 2 context-free grammars) is equivalent to the decidability of the emptiness 
of Sz(G) c~ R (G context free and R a regular set). | 
COROLLARY 4,7. 
(a) 
(b) 
(c) 
(d) 
Let G be a context-free grammar: then 
Sz(G) is the finite intersection of context-free languages, 
"(SzG) is context free, 
the class { Sz( G) is not closed under complementation, 
the class {Sz(G)) is not closed under intersection. 
Proof of(a) and (b). It is straightforward to construct aP.N.s.t. the set of 
f.s. {u I Mo ~ 0) is just Sz(G) (see Theorem 5.5); now apply formula (3.4), 
Theorem 3.5 and Corollary 3.6, by using the same modifications introduced 
in the proof of Theorem 3.10. 
Proof of (c). I f  {Sz(G)} were closed under complementation, from the 
assertion (b) it would follow that {Sz(G)} C_ {context-free languages), which 
is not true (Penttonen, 1974). 
Proof of (d). For a given PN, Mo, construct a new PN', M 0' in the 
following way. First duplicate PAT with its initial marking. Then in the copy 
of PN, for every Q ~ VN add a new transition q and a new place Q, with 
Pred(q) = {Q}, Succ(q) = {¢])), Pred(~)) = {q} (Fig. 3b is the result of the 
application of this construction to Fig. 3@ Denote now by Rr the subset of 
R(Mo) consisting of the marking M s.t. M(Pi) = 0 for every Pi in V g . 
P 3  ~.~ 
(a) 
P~ P2 
i3 ~ ' 
FIG. 3. The  construction in Corollary 4.7(d). 
I Vector Addition Systems 
Xarp and Miller (t969) 
t 
f 
Pe[ri Nets (Hack(lgTl,)) 
Fartiat [iveness 
Liveness 
Partial reachabi[ity 
Reachabitity 
Crespi-Reghizzi \ 
and Mondr io[i(197t,)l I \ \  
[ \ 
I \ 
Van Leeuweo(1971,) 11 \ \  
Partial+zero reachabi[ity 
Zero reaehabitity 
Szilard Languages 
Sz (G) N Sz(G')=@ 
Sz(G) F~ H =@ 
\ / ' 
~, \ , t  
Recursiveness ot~--~Emptiness of 
I I 
t 
I i 
I Matrix languages Control languages ~(Z,3,O)(Saiornaa (1973))I 
I I Context-free regulated rewriting languages(non ~--tree) I 
FIo. 4. Some open problems equivalent o the reachability problem. Solid l ines 
show the results proved in this paper. 
PETRI NETS AND SZILARD LANGUAGES 191 
Then it is immediate to verify that, for PAT', 2]4o' , RT' is isomorphic to R(Mo). 
Next construct a new PN", M o' by applying to PN', Mo', the transformations 
in Steps 1 to 4 of Theorem 4.4. Notice that these transformations do not 
affect terminal places and R r is isomorphic to Rr'. 
Finally construct two context-free grammars G 1 and G 2 in the same way 
t t  
as in Theorem 4.5: it is easy to verify that M 0' =>u M", M" in Rr ,  iff u is in 
Sz(G1) ~ Sz(G2). Now if the class Sz(G) were closed under intersection, 
then Sz(Gi) c3 Sz(G2) -~ Sz(Ga~ for some Ga, and ¢(Sz(G1) c~ Sz(G~)) 
would be semilinear. 2 The semilinearity of R r = M o' + A. ¢(Sz(GI)c~ 
Sz(G2)) (where A is a suitable matrix as in Theorem 2.7), and of R(Mo) 
would then follow, whereas it is known (Hack, 1974, 1975) that the teachability 
set of a general P.N. is not semilinear. II 
To conclude, in Fig: 4 we summarize some known open problems of the 
literature, which are alI equivalent to the teachability problem. 
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