Abstract-In this paper, an azimuth spread estimator (ASE) for slightly distributed scatters (SDSs) is derived based on the generalized-array-manifold (GAM3 approximation model [11. To improve the performance of this estimator we propose an array size adaptation (ASA) technique that adjusts the array aperture selectively for each SDS by modifying the number of antennas. This technique is applied to uniform linear arrays but can be extended to two or three dimensional arrays. Simulation results demonstrate the improvement achieved with the combined ASA-ASE scheme. In particular, it is shown that this scheme outperforms the conventional Spread-ESPRIT technique.
INTRODUCTION
In propagation environments, situations frequently occur where scatterers have a certain geometrical extent which is small in the view of the receiver (Rx) or local scattering exists around a transmitter (Tx) located far away from the Rx. In both cases, the received signal contributed by each of these scatterers or clusters of local scatterers can be conceived as the sum of the conitributions of multiple sub-scatterers with slightly different azimuths of arrival (AoAs) where only horizontal propagation is considered. We refer to such scatterers or clusters of local scatterers as slightly distributed scatterers (SDSs) [2] , [3] and [4] . The signal contribution of an SDS can be described by the nominal AoA (NAoA) and the azimuth spread (AS) of the SDS.
Recently, different techniques for estimation of nominal azimuth and AS of SDSs have been proposed. These techniques can be grouped into two categories: i) methods based on post-processing of the parameter estimates of specular scatterers (SSs) and ii) standard estimation techniques using approximation models for the SDSs.
Category i) includes the methods proposed in [51, [6] and [7] . These methods rely on visual inspection or grouping algorithms for identification of the SDSs based on parameter estimates of SSs. They are affected by the influence of subjective grouping of these estimates. Furthermore, the heavy-tailed distribution of azimuth estimates derived based on the SS model [2] strongly affects the accuracy of the AS estimates.
Category ii) includes the Spread-F technique derived based on a two-ray model [3] , the COMET-EXIP [8] and the SIOD approaches [91 using a stochastic distribution model, as well as the subspace-based methods [I] and the SAGE algorithms [10] [11] derived based on the Generalized Array Manifold (GAM) model proposed in [1] . The Spread-F technique is less complex than the COMET-EXIP and SIOD methods.
According to [3] the Spread-F technique requires a pregenerated look-up table which compensates for the inherent bias of the AS estimates. In addition. the Criteria (AIC) [12] or the Minimum Description Length (MDL) method [13] need to be applied before using the Spread-F technique in order to estimate the number of SSs. The Spread-F technique is applicable when this number is twice the number of SDSs. However this condition is only satisfied when the AS and the spacing between the nominal azimutths of SDSs are larger than certain values. For instance, simulation studies show that when an 8-element uniform linear array (ULA) with half-a-wavelength spaced elements is used, the AS of the SDSs must be larger than 30 and their nominal azimuth spacing must be larger than 20' in order for the Spread-F technique to be applicable. When the AS and the nominal azimuth spacing are less than these values. the Spread-F technique is inapplicable. The methods based on the GAM model proposed in [1] , [10] and [11] are mainly for nominal direction estimation. In this paper we propose an AS estimator (ASE) based on the estimates of the parameters in the GAM model. Furthermore, to improve the performance of this estimator a technique is introduced which selectively modifies the aperture of the antenna array by adjusting the number of elements in the As estimation for each SDS. This technique is applied for ULAs but can be easily extended for use with two or three dimensional arrays.
The organization of the paper is as follows. Section II describes the signal model. Section III and IV introduce respectively the ASE and the array size adaptation (ASA) technique. Section V reports the simulation results. Concluding remarks are addressed in Section VI.
II. SIGNAL MODEL
In a propagation scenario with a single SDS, the output signal of a Al-element Rx array can be viewed as composed of the contributions of multiple sub-scatterers distributed with respect to the azimuth of arrival (AoA): 
where o2 = Rl?(0) and R, = R(0). In this paper we consider the case where the impinging signal power is highly confined around the NAoA and 1R,1(0) -... = RL,(0). In this particular case, a6 expressed in radian provides a close approximation of the 'direction spread of the SDS [4] . We refer to a-r as the AS in the sequel. Furthermore, we consider a time-vanrant environ-ment and assume that R,1 ( ]t-ni-ft71) = 0. n 54 a'rt, ra' -I.. N, or equivalently that,ta(t) and 3(t) are uncorrelated white random sequences.
In a scenario with D SDSs. (2) becomes
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The signal models (2) and (4) 
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The ASE (5) can be applied for arbitrary array configurations with non-isotropic array elements and when the transmitted signal s(t) is unknown. In the latter case a(t) and L ,3(t) in (2) need merely to be redefined as a(t) E ae(t)s(t)
.,-and (t1)1 Zac(t)es(t).
IV. THE ARRAY SIZE ADAPTATION TECHNIQUE
The discussion focuses first on a single-SDS scenario. Simulation studies show that the ASE (5) is biased for all AS values but a certain value, which depends on the number of array elements and the signal-to-noise ratio (SNR) (see Fig. 2 ). This bias is due to the mismatch between the approximation model (2) and the full model described by (1) . In (2) the sitnal space is spanned by the two vectors c(Q) and c'(+), while the signal space spanned by the L vectors in the sum in (1) has dimension All with probability oIne. The covariance matrix of y(t) generated using the CAM model (2) has two signlal cigenvectors. It can be shown by simulations that the ratio between the largest and the smallest eigenvalues associated with these two eigenvectors depends on the AS and is always larger than a certain threshold e which depends on the SNR and the array aperture, i.e. the number of antennas in the ULA. The covariance matrix of y(t) generated using the full model (1) has Al signal eigenvectors with probability one. Simulation studies show that the ratio between the largest and the second largest eigenvalues depends on Al. It is also observed that for the same array size and SNR, the ratio obtained with the full model (1) and the GAM model (2) are close to each other when both ratios are larger than or equal to . Close ratios indicates that the GAM nmodel provides a good approximation of the full model. Thus, the signal generated by the full model (1) is closely approximated by the GAM model (2) provided the ratio calculated using the full model (1) is not smaller than c. The above observation indicates a method to achieve a good match between the full model (I ) and the GAM model (2) by adaptively selecting the array size: Modify Al such that the ratio of the largest and the second largest eigenvalues of the full model is not smaller that e.
In a D-SDS scenario where the signal contribution of each SDS is described by the full model (1) to ULAs in this contribution. However, it can be easily generalized to two or three dimensional arrays. In the sequel. we refer to the ASE combined with the ASA technique as "ASA-ASE". Similarly the MLE and the SAGE algorithm derived with the GAM model [10] , are cal-led the GAM "ASA-MLE" (GAM-ASA-MLE) and the GAM "ASA-SAGE" (GAM-ASA-SAGE) algorithm respectively.
A. ASA techntique based on the Gerschgorin Radii
The ASA technique using the calculated eigenvalues is difficult to implement from a practical point of view due to the following reasons. Firstly. the threshold e is a function of SNR because the eigenvalues involved in the calculation of c contain both signal and noise contributions. Thus, a threedimensional look-uip table which relates the threshold and the corresponding SNR and array size needs to be pre-generated. Secondly, in order to use the look-up table, the SNR of the received signal generated using the full model (I) has to be known in advance. Finally, the number of SDSs is assumed to be known as well. The latter two conditions cannot be usually fulfilled.
To solve these problems, we propose an ASA technique based on the Gerschgorin Radii (GR) calculated from the signal covariance matrix using the unitary transformation described in [141. It can be shown that asymptotically, i.e. when the number of samples increases to infinity, i) the GR associated with a noise eigenvector equals zero and ii) the GR associated with a signal eigenvector is independent of noise. Since the GR does not depend on the noise components. the look-up table canl be generated with respect to the array size only. Thus, the SNR does not necessarily need to be known in advance. In addition, as will be shown later this technique can also be used to estimate the number of SDSs when this number is unknown.
We first focus on the scenario where the number D of SDSs is known. In this scenario, the GR r$' are computed. where the superscript Tn denotes the number of the used It can be shown that TG' depends on the values of m, GrAM tevle f'n the NAoA and the AS of the SDS, but it is independent of the SNR. Fig. 1 depicts the graphs of t) ersus the AS a with mi as a parameter and the NAoA equal to 200 with respect to (w.r.t.) the boreside of the array. Here positive sen.se for azimuth is clockwise. All the graphs exhibit minima TtkIi; which are observed to be nearly constant for any NAoA within the arTay beam-width. Simulation studies also show that the graphs of T.') generated using the full model (1) are close to the corresponding graphs of TGAn provided 7(") is larger than or equal to T(rGANIIrs.
The matching between these graphs indicates that the GAM model (2) provides a good approximation of the full model (1). Based on this observation, we may conclude that when T17(112 > TfI,riiin holds the GAM model (2) approximates the full signal model (1) Section IV-A larger than the predefined threshold. Moreover, if the selected array size is less than A1, the original anray can be partitioned into sub-arrays with the selected size. Then the GAM parameter estimators and the ASE are applied with these individual sub-arrays. The obtained estimates can then be combined into the final estimate, e.g. by simple averaging.
The ASA technique can be Ltsed jointly with the GAM-SAGE algorithlns [10] fbr AS estimation in multiple-SDS scenarios. In the initialization step of the GAM-SAGE algorithms, when the parameters of SDSd, d -1. D are estimated successively, the array size is selected in such a way that the ratio between the sum of the D -d + I GR and the sum of the D -d + I next GR is not smaller than the predefined threshold. In the case where this ratio is smaller than the threshold for all possible i, we choose the array size which provides the ratio closest to the threshold corresponding to mn. The number D can be either known in advance, or estimated using the proposcd method. In the iterations following thie initialization step, the ASA technique is implemented with the same procedure as in a single-SDS scenario.
V. SIMULATION STUDIES Monte-Carlo simulations are performed considering first a single-SDS scenario and then a two-SDS scenario. Each individual SDS consists of L-50 sub-scatterers. The AoAs of the sub-scatterers are independent, identically von-Mises distributed random variables centered around the NAoA of the SDS. The comnplex gains of the propagation paths via the sub-scatterers have equal amplitude anid independent [0. 2X)-uniformly-distributed random phases. In addition, the path gain phases and the AoAs are uncorrelated. Under these assumptions, i(t) and s3(t) in (2) are uncorrelated. The environment is assumed to be time variant. Totally N = 50 realizations are considered in one simulation run. The Rx array is a 8-element ULA with half-a-wavelength spaced elements. In the simulations we assume that the numnber of SDSs is known or it can be estimated accurately. The figures shown in the subsequent are generated with 100 runs.
The performance of the ASE with ditferent array sizes is assessed in a single-SDS scenario firstly. The NAoA of the SDS equals 200 w.r.t. the boreside of the array. The input SNR, i.e. the SNR at individual antennas. equals 10 dB. Fig.  2 depicts the AS average estimation error (AEE(a41)) and root mean square estimation error (RMSEE(aQ)) versus the true AS value a-with the array size mi as a parameter. lt can be observed that the ASE is unbiased only for a certain AS value that increases when m decreases. The minima of RMSEE(aQ) graphs coincide pretty well with the zero-crossings of the respective AEE(a6g,) graphs, indicating that when the array size is selected appropriately., both the absolute AEE(a() and the RMSEE(o%-) can be kept at a reasonably low level.
The performances of the GAM-ASE and the GAM-ASA-ASE in a single-SDS scenario are reported in Fig. 3 and Fig. 4 . The NAoA of the SDS equals 200 w.r.t. the boreside of the array. For comparison purpose, the Spread-ESPRIT technique, one of the Spread-F techniques proposed in [3] .
is implemented for AS > 3°. Fig. 3 AS a-. < 20, the GAM-ASE and the GAM-ASA-ASE have positive AEE(o'Q, which increase when the AS decreases. This behavior is due to the fact that when the AS is very small, i.e. the deviations qe in (1) are close to zero, the signal space in the full model (1) has effectively one dimension. The 2-dimensional signal space of the GAM model (2) fails to provide accurate approximations of the signal space in the full model (1) . As a consequence. the variance 3 is estimated to be larger than its true value, resulting, in a positive bias in the AS estimates. versus the input SNR with true AS equal to 80. It can be observed that the GAM-ASA-ASE performs the best among the three estimators when the input SNR is larger than 0 dB. Simulation results not shown here also demonstrate that by simple averaging the NAoA estimates obtained using individual sub-arrays, the GAM-ASA-MvLE shows performance similar to that of the GAM-MLE. When the AS is large and the SNR is high, the GAM-ASA-MLE even performs slightly better than the GAM-NMLE. Moreover, the Spread-ESPRIT technique returns large RMSEE for NAoA estimates in the case of small ASs and low SNRs. Both the GAM-MLE and GAM-ASA-MLE perform better than the Spread-ESPRIT technique in estimating the NAoA.
In the two-SDS scenario, the NAoAs of the first SDS (SDS&I) and the second SDS (SDS2) equal respectively 61 = 300 and 62 -= 300 w.r.t. the array boreside. The two SDSs have identical AS ranging from 0.10 to 9°. The input SNRs for SDS1 and SDS2 are 13 dB and 10 dB respectively, i.e. we assume a difference of 3 dB in power. The GAM-SAGE algorithm derived with the deterministic GAM model [10] 
