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Abstract
It is shown that a Lie point symmetry of the Lane–Emden system is a Noether symmetry if and
only if its parameters belong to the critical hyperbola.
 2004 Elsevier Inc. All rights reserved.
1. Introduction
The system of two semilinear partial differential equations
−u = vq, − v = up, (1)
where the independent variable x ∈ Rn, n  3 is integer, p and q are positive real num-
bers, is called the Lane–Emden system. It can be considered as a natural extension of the
celebrated Lane–Emden equation
θ + θp = 0 (2)
in Rn.
In this paper we are interested in radial ground state solutions of (1), whose study is
reduced to the study of the following system of two ordinary differential equations:
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

u¨ + n − 1
t
u˙ + vq = 0,
v¨ + n − 1
t
v˙ + up = 0,
u˙(0) = v˙(0) = limt→∞u(t) = lim
t→∞v(t) = 0,
(3)
where t = |x|, u˙ = du/dt , etc.
We shall briefly present some results in the radial case, directing the reader to [3,4,8,9,
11–13,15] for further details and discussions in a more general context.
It is well known that the Lane–Emden equation (2) admits positive solutions if and only
if p is greater than or equal to the Sobolev exponent (n + 2)/(n − 2) (see, for instance,
[5]). In [13] J. Serrin and H. Zou prove an analogous result for the system (1). Namely: if
(p, q) is on or above the curve in the first quadrant in the (p, q) plane given by
n
p + 1 +
n
q + 1 = n − 2, (4)
then there exist infinitely many (component-wise) positive radial solutions (u, v) of (1)
tending to (0,0) when |x| → ∞. That is, the solutions are ground states. This theorem
combined with the earlier nonexistence results of E. Mitidieri [8,9] and J. Serrin and H. Zou
[11,12] give a complete picture of existence and nonexistence of positive radial solutions of
(1) in which the dividing curve (4) plays an important role (see [13, Corollary 1.2, p. 370]).
For this reason (4) is called the critical hyperbola.
In regard to existence of ground states for the Lane–Emden system (1), the results of
P.-L. Lions [7] and J. Hulshof–R. van der Vorst [6] imply that the problem with p and q
satisfying (4) has a unique, up to scalings and translations, ground state, which is positive,
radially symmetric and decreasing in the radial component t = |x|. We shall come back to
this point later.
The purpose of this paper is to study the Lie point symmetries of the Lane–Emden
system (3). The basic assumptions on the parameters are:
n 3, pq > 1, p = q, p = 1, q = 1. (5)
Our main results can be stated as follows:
Theorem 1. Suppose that the conditions (5) hold. Then the Lie point symmetry group of
the Lane–Emden system (3) is generated by
X = At ∂
∂t
+ 2(1 + q)
1 − pq Au
∂
∂u
+ 2(1 + p)
1 − pq Av
∂
∂v
,
where A is an arbitrary constant.
Theorem 2. Let the parameters n,p and q satisfy (5). Then a Lie point symmetry, deter-
mined by
X = At ∂
∂t
+ 2(1 + q)
1 − pq Au
∂
∂u
+ 2(1 + p)
1 − pq Av
∂
∂v
(see Theorem 1) is a Noether symmetry if and only if
n
2
= (p + 1)(q + 1)
pq − 1 , (6)
that is, the point (p, q) is on the critical hyperbola (4).
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In the papers [1,2], we have enlightened the properties of a large class of quasilinear
ordinary differential equations from the point of view of the Lie Symmetry Theory. We
have shown that the Lie point symmetries of equations which contain critical exponents
are actually Noether symmetries. Here we extend this result showing (Theorem 2) that
it is also valid for systems. To the authors knowledge, the relation between the Noether
symmetries and critical exponents have not previously been emphasized.
The importance of the Noether symmetries is due to the fact that with their use one can
reduce the order of the integration procedure by two [14]. Moreover, the Noether Theorem
provides first integrals associated to each Noether symmetry [14]. In the scalar case, this
was successfully used [1,2] to obtain the exact solutions of the corresponding equations.
However, the exact solution of the problem (3) is not available. As mentioned above, it
is known to exist and only the asymptotic behavior of such ground state is known [6].
Challenged by Enzo Mitidieri and provoked by J. Hulshof and R. van der Vorst’s paper [6]
we propose the following
Problem. Find the solution of the Lane–Emden system explicitly.
In this work we do not solve this problem (would that it were!) but we hope that it might
be useful for such purpose.
The paper is organized as follows. In Section 2 we prove Theorem 2, supposing that
Theorem 1 holds, and then we briefly discuss the first integrals. The proof of Theorem 1 is
presented in Section 3.
2. The Noether symmetries
In this section we study the Noether symmetries of the problem (3) and prove Theorem 2
supposing that Theorem 1 holds. The proof of Theorem 1 is postponed and presented in
Section 3 since it is longer and contains technical details.
To begin with, we observe that the system (3) has a variational structure.
Lemma. The Lane–Emden system (3) constitutes of the Euler–Lagrange equations for the
functional
J (u, v) =
∞∫
0
L(u, v, u˙, v˙, t) dt,
where the corresponding function of Lagrange is given by
L(u, v, u˙, v˙, t) = tn−1u˙v˙ − t
n−1
p + 1u
p+1 − t
n−1
q + 1v
q+1.
Proof. Substituting L in the first Euler–Lagrange equation
d
Lu˙ − Lu = d ∂L − ∂L = 0,
dt dt ∂u˙ ∂u
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d
dt
(
tn−1v˙
)− (−tn−1up)= 0 ⇔ tn−1v¨ + (n− 1)tnv˙ + tn−1up = 0;
that is,
−v¨ − n− 1
t
v˙ = up.
Analogously for the second equation
d
dt
Lv˙ − Lv = d
dt
∂L
∂v˙
− ∂L
∂v
= 0,
we have
−u¨ − n− 1
t
u˙ = vq,
which proves the lemma. 
Now we are ready for the
Proof of Theorem 2. By Theorem 1, the infinitesimal generator of a nontrivial Lie point
symmetry of the Lane–Emden system (3) is determined by
X = At ∂
∂t
+ 2(1 + q)
1 − pq Au
∂
∂u
+ 2(1 + p)
1 − pq Av
∂
∂v
with A = 0. It is easy to calculate its first-order prolongation
X˙ = At ∂
∂t
+Bu ∂
∂u
+ Cv ∂
∂v
+ (B − A)u˙ ∂
∂u˙
+ (C − A)v˙ ∂
∂v˙
,
where we have denoted B = 2(1 + q)/(1 − pq)A and C = 2(1 + p)/(1 − pq)A.
Let us introduce the operator
S = ∂
∂t
+ u˙ ∂
∂u
+ v˙ ∂
∂v
+ ω1 ∂
∂u˙
+ ω2 ∂
∂v˙
,
where
ω1 = −n− 1
t
u˙ − vq, ω2 = −n− 1
t
v˙ − up.
The operator S associates to (3) one partial differential equation which is completely equiv-
alent to the considered system (see [14]).
After this preparatory work, our next purpose, in order to check whether or not X˙ de-
termines a Noether symmetry, is to verify the condition
X˙L+ S(At)L = SV ,
[14, 10.27, p. 98], where V = V (u, v, t)).
By a direct calculation, we obtain that
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p + 1A
)
up+1
−
(
C + n
q + 1A
)
vq+1.
The right-hand side of this equality is a total derivative of a function of u,v and t if and
only if
(n − 1)A + B + C − A = 0.
Then we substitute B and C into the above equation:
nA + pq + 2q + 1
1 − pq A +
pq + 2p + 1
1 − pq A = 0;
that is
n = 2(p + 1)(q + 1)
pq − 1 .
It is easy to see that this relation is equivalent to
n
p + 1 +
n
q + 1 = n − 2,
which concludes the proof of Theorem 2. 
Remark. If
n = 2(p + 1)(q + 1)
pq − 1 ,
then
B + n
p + 1A =
2(q + 1)
1 − pq A +
2(q + 1)
pq − 1 A = 0
and
C + n
q + 1A =
2(p + 1)
1 − pq A +
2(p + 1)
pq − 1 A = 0.
In this way we have proved the following
Corollary. The Noether symmetries of the Lane–Emden system (3) are variational.
Before concluding this section we would like to make the following observation.
Assume that (p, q) belongs to the critical hyperbola (4). Then the Noether theorem [14,
p. 99] implies that
u˙v˙ + n
p + 1
1
t
uv˙ + n
q + 1
1
t
u˙v + u
p+1
p + 1 +
vq+1
q + 1 = 0
is a first integral of the Lane–Emden system (3). (The corresponding straightforward cal-
culation is omitted.) The above equation determines the invariant paraboloid used by
J. Hulshof and R. van der Vorst in [6, p. 2427]. This fact is not a mere coincidence and
we hope it should be used in finding the exact solution of the system.
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In this section we prove Theorem 1. To begin with, we write the Lane–Emden system
in the following form:

u¨ = −n− 1
t
u˙ − vq := ω1(v, u˙, t),
v¨ = −n− 1
t
v˙ − up := ω2(u, v˙, t).
Its Lie point symmetries are determined by an infinitesimal generator of the form
X = ξ(t, u, v) ∂
∂t
+ η1(t, u, v) ∂
∂u
+ η2(t, u, v) ∂
∂v
,
whose components satisfy the following identity (see [14, 10.10, p. 95]):
ξωa,t + ηbωa,b +
(
ηb,t + q˙cηb,c − q˙bξ,t − q˙bq˙cξ,c
)∂ωa
∂q˙b
+ 2ωa(ξ,t + q˙bξ,b)
+ ωb(q˙aξ,b − ηa,b)+ q˙aq˙bq˙cξ,bc + 2q˙aq˙cξ,tc − q˙bq˙cη,bc + q˙aξ,t t
− 2q˙bηa,tb − ηa,t t = 0, (7)
where q1 = u, q2 = v, a, b, c = 1,2, comma means partial derivative and the Einstein
summation convention is used.
Now we substitute the components of X and the partial derivatives:
ω1t =
n − 1
t2
u˙, ω1u = 0, ω1v = −qvq−1, ω1u˙ = −
n− 1
t
, ω1v˙ = 0,
ω2t =
n − 1
t2
v˙, ω2u = −pvp−1, ω2v = 0, ω2u˙ = 0, ω2v˙ = −
n− 1
t
into (7) , with a = 1 and obtain
ξ
(
n− 1
t2
u˙
)
+ η2(−qvq−1)+ [η1t + (η1uu˙ + η1vv˙)− ξt u˙ − ξuu˙2 − ξvu˙v˙]
(
−n− 1
t
)
+ 2
(
−n− 1
t
u˙ − vq
)
(ξt + ξuu˙ + ξvv˙) +
(
−n− 1
t
u˙ − vq
)(
ξuu˙ − η1u
)
+
(
−n− 1
t
v˙ − up
)(
ξvu˙ − η1v
)+ ξuuu˙3 + 2ξuvu˙2v˙ + ξvvu˙v˙2 + 2ξtuu˙2
+ 2ξtvu˙v˙ −
(
η1uuu˙
2 + 2η1uvu˙v˙ + η1vvv˙2
)+ ξtt u˙ − 2η1tuu˙ − 2η1tvv˙ − η1t t = 0 (8)
or, by grouping the corresponding terms,
n − 1
t2
ξu˙ − qη2vq−1 − n− 1
t
(
η1t + η1uu˙ + η1vv˙ − ξt u˙ − ξuu˙2 − ξvu˙v˙
)
−
(
n − 1
t
u˙ + vq
)(
2ξt + 3ξuu˙ + 2ξvv˙ − η1u
)−(n − 1
t
v˙ + up
)(
ξvu˙ − η1v
)
+ ξuuu˙3 + 2ξuvu˙2v˙ + ξvvu˙v˙2 + 2ξtuu˙2 + 2ξtvu˙v˙ − η1uuu˙2 − 2η1uvu˙v˙ − η1vvv˙2
+ ξtt u˙ − 2η1tuu˙ − 2η1tvv˙ − η1t t = 0. (9)
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the powers of u˙ and v˙ in the identity (9), we obtain a series of linear partial differential
equations which determine the symmetry.
Equating to zero the coefficients of u˙3, u˙2v˙ and u˙v˙2 implies that
ξuu = ξuv = ξvv = 0.
Hence
ξ(t, u, v) = a(t)u + b(t)v + c(t) = au+ bv + c.
Then we substitute this into (9). By vanishing of the coefficients of u˙2, u˙v˙ and v˙2 in the
resulting identity, we obtain
−2n− 1
t
a + 2a˙ − η1uu = 0, − 2
n− 1
t
b + 2b˙ − 2η1uv = 0, η1vv = 0,
or
η1uu = −2
n− 1
t
a + 2a˙ := f (t), η1uv = −
n− 1
t
b + 2b˙ := g(t), η1vv = 0.
By the last equations η1 = A(t,u)v + B(t, u) and, in fact,
η1 = g(t)uv + d(t)v + f (t)u
2
2
+ h(t)u + k(t),
where the functions d(t), h(t) and k(t) are to be determined.
In this way, the identity (9) becomes simpler and the vanishing of the coefficient of u˙
gives
n − 1
t2
(au+ bv + c) − n− 1
t
(a˙u + b˙v + c˙) − 3avq − bup + a¨u + b¨v + c¨ − 2η1tu
= 0,
which can be rewritten as(
n − 1
t2
a − n − 1
t
a˙ + a¨ − 2f˙
)
u +
(
n− 1
t2
b − n− 1
t
b˙ + b¨ − 2g˙
)
v
+
(
n − 1
t2
c − n− 1
t
c˙ + c¨ − 2h˙
)
− 3avq − bup = 0.
Since p = 1 and q = 1, see (5), by the above identity we have a = b = 0. Hence, by the
definition of f and g, f = g = 0 and
n − 1
t2
c − n − 1
t
c˙ + c¨ − 2h˙ = 0. (10)
Summarizing,
ξ(t, u, v) = c(t), η1(t, u, v) = d(t)v + h(t)u + k(t),
where c and h satisfy Eq. (10).
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the coefficient of its term linear in v˙ implies
−2bvq − 2η1tv = 0 ⇒ η1tv = 0 ⇒ 2η1tv = d˙ = 0 ⇒ d = const.
The vanishing of the corresponding free term gives
−qη2vq−1 − n − 1
t
η1t + η1uvq + η1vup − η1t t − 2vq c˙ = 0
or
qη2vq−1 = −n− 1
t
(h˙u + k˙) + hvq + dup − h¨u − k¨ − 2c˙vq
= −
(
n− 1
t
h˙+ h¨
)
u + (h− 2c˙)vq −
(
n − 1
t
k˙ + k¨
)
+ dup. (11)
Now write the identity (7) with a = 2 using the already found forms of the components
of X:
c
n− 1
t2
v˙ + η1(−pup−1)− n− 1
t
(
η2t + η2uu˙ + η2vv˙ − c˙v˙
)
− 2
(
−n− 1
t
v˙ − up
)
c˙ +
(
n − 1
t
u˙ + vq
)
η2u +
(
n − 1
t
v˙ + up
)
η1v
− (η2uuu˙2 + 2η2uvu˙v˙ + η2vvv˙2)+ c¨u˙ − 2η2tuu˙ − 2η2tvv˙ − η2t t = 0. (12)
Since the coefficients of u˙2, u˙v˙ and v˙2 must vanish, we have that
η2 = M(t)u + K(t)v + L(t) (13)
for some functions M(t), K(t) and L(t). Substituting η2 from (13) into (11), we get that
−
(
n− 1
t
h˙+ h¨
)
u + (h − 2c˙)vq −
(
n − 1
t
k˙ + k¨
)
+ dup
= qvq−1(Mu + Kv + L).
Hence{
n− 1
t
h˙+ h¨ = 0,
h− 2c˙ = qK,
(14)
and {
n− 1
t
k˙ + k¨ = 0,
d = 0, M = 0, L = 0.
(15)
Let us recall that till now we have obtained that

ξ = c(t),
η1 = h(t)u + k(t),
η2 = K(t)v.
In this way the identity (12) is reduced to
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n− 1
t2
v˙ − pη1up−1 − n− 1
t
η2t − 2c˙up −
n − 1
t
c˙v˙ + η2vup + c¨v˙ − 2η2tvv˙ − η2t t = 0
which, after the substitution of η1, implies k = 0. Thus η1 = h(t)u. One more time equating
to zero the coefficient of v˙ and that of up , we obtain the equations
n − 1
t2
c − n − 1
t
c˙ + c¨ − 2η2tv = 0 (16)
or
n − 1
t2
c − n − 1
t
c˙ + c¨ − 2K˙ = 0, (17)
−ph − 2c˙ + K = 0, (18)
then
ξ = c(t), η1 = h(t)u, η2 = K(t)v.
We divide Eqs. (10), (14), (15) and (16)–(18) in two sets in the following way:

n− 1
t2
c − n− 1
t
c˙ + c¨ − 2h˙ = 0,
h− 2c˙ − qK = 0,
n− 1
t
h˙ + h¨ = 0,


n− 1
t2
c − n− 1
t
c˙ + c¨ − 2K˙ = 0,
−ph− 2c˙ + K = 0,
n− 1
t
k˙ + k¨ = 0.
By

n − 1
t2
c − n− 1
t
c˙ + c¨ − 2h˙ = 0,
n − 1
t2
c − n− 1
t
c˙ + c¨ − 2K˙ = 0,
we conclude that h˙− K˙ = 0 and hence
h(t) = K(t) + K0,
where K0 is an arbitrary constant.
By{
h− 2c˙ − qK = 0,
−ph − 2c˙ + K = 0,
we have that
K − ph = h − qK ⇒ K − p(K + K0) = (K + K0) − qK
⇒ K(q − p) = (1 + p)K0,
and since q = p, we get that
K = 1 + p
q − pK0 = const,
and thus
h = 1 + pK0 + K0 = 1 + q K0 = const.
q − p q − p
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h− 2c˙ − qK = 0,
−ph − 2c˙ + K = 0,
we obtain
h = 2(1 + q)
1 − pq c˙ and K =
2(1 + p)
1 − pq c˙.
We observe that
h −K = 2(q −p)
1 − pq c˙ = K0.
Let us denote
A := K0(1 − pq)
2(q − p) .
Then
c˙ = A ⇒ c(t) = At +K1,
where K1 is a constant. Substituting c˙ and c¨ in (17), we conclude that K1 = 0. Finally, we
obtain that
c(t) = At, h(t) = 2(1 + q)
1 −pq A, K(t) =
2(1 + p)
1 − pq A.
Therefore, the Lie point symmetries are given by
ξ(t, u, v) = At, η1(t, u, v) = 2(1 + q)
1 − pq Au, η
2(t, u, v) = 2(1 + p)
1 − pq Av.
This completes the proof of Theorem 1. 
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