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1. Introduction
Motivated by the fact that neutral functional differential equations (abbreviated by NFDE) arise in many areas of ap-
plied mathematics, this type of equations has received considerable attention in recent decades. The literature concerning
ﬁrst- and second-order ordinary neutral functional differential equations is very extensive. We refer the reader to the books
Hale and Lunel [13], Lakshmikantham, Wen and Zhang [24], Kolmanovskii and Myshkis [22] and the references in these
books. In particular, motivated by interesting applications to real problems, in recent years the theory has expanded to
incorporate the study of neutral stochastic differential equations, impulsive neutral differential equations, fuzzy neutral dif-
ferential equations, neutral differential inclusions, etc. Topics include stability, bifurcation analysis, existence of periodic
solutions, among many others, as well as the dependence of these properties in terms of delay. For information about these
topics, we mention [12,21,25,28,29] and the references cited therein.
On the other hand, several systems of great interest in science and engineering are modeled by partial neutral functional
differential equations. The reader can see [10,23,14,15,35,34,11,31]. Many of these equations can be written as ﬁrst-order
abstract neutral functional differential equations (abbreviated ANFDE) on an appropriate Banach space. This type of equa-
tions has been studied by several authors last years. We only mention here [1–3,6,16–18,35]. Additionally, it is well known
that one of the most interesting topics, both from a theoretical as practical point of view, of the qualitative theory of dif-
ferential equations and functional differential equations is the existence of periodic solutions. In particular, the existence of
periodic solutions of NFDE and ANFDE has been considered in several works [30,5,32,33,36,16].
For these reasons, this work is dedicated to characterize the existence of periodic solutions for some classes of linear
and semilinear abstract functional differential equations of neutral type with ﬁnite and inﬁnite delay.
Let X be a Banach space endowed with a norm ‖ ·‖. The main objective of this paper is to study the existence of periodic
solutions for the class of linear abstract neutral functional differential equations described in the form
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(
x(t) − Bx(t − r))= Ax(t) + L(xt) + f (t), t ∈ R (1.1)
for x(t) ∈ X . In this equation, the function xt given by xt(θ) = x(t + θ) for θ in an appropriate domain, denotes the segment
or the “history” of the function x(·) at t . We assume that A : D(A) ⊆ X → X and B : D(B) ⊆ X → X are closed linear oper-
ators, L is a bounded linear map deﬁned on an appropriate space, and f :R → X is a locally p-integrable and 2π -periodic
function for 1  p < ∞. The aim of this work is to characterize the existence of a 2π -periodic solution of (1.1). For this
reason, henceforth we assume that 0 < r < 2π .
Throughout this work we assume that D(A) ⊆ D(B). As usual, we represent by [D(A)] the Banach space D(A) endowed
with the norm
‖x‖[D(A)] = ‖x‖ + ‖Ax‖
and similarly for [D(B)].
Next we recall the basic concepts necessary to obtain our results. Let Y , Z be Banach spaces. In what follows, we denote
by L(Y , Z) the Banach space of bounded linear operators from Y into Z , and we abbreviate this notation to L(Y ) in the
case Y = Z . We begin with the concept of R-boundedness (see [7, Deﬁnition 3.1]).
Deﬁnition 1.1. A family of operators T = {Ti: i ∈ I} ⊆ L(Y , Z) is said to be R-bounded if there is a constant C > 0 and
p ∈ [1,∞) such that for each ﬁnite set J ⊆ I , Ti ∈ T , yi ∈ Y and for all independent, symmetric, {−1,1}-valued random
variables εi on a probability space (Ω,M,μ) the inequality∥∥∥∥∑
i∈ J
εi T i yi
∥∥∥∥
Lp(Ω,Z)
 C
∥∥∥∥∑
i∈ J
εi yi
∥∥∥∥
Lp(Ω,Y )
is veriﬁed. The smallest of the constant C is called R-bound of T and is denoted by R(T ).
For f ∈ L1([0,2π ], Y ) we denote by fˆ (k), k ∈ Z, its k-th Fourier coeﬃcient, which is given by
fˆ (k) = Fk( f ) = 12π
2π∫
0
e−ikt f (t)dt.
Deﬁnition 1.2. For 1 p < ∞, a sequence (Mk)k∈Z in L(Y , Z) is said to be an Lp-multiplier if for each f ∈ Lp([0,2π ], Y )
there exists u ∈ Lp([0,2π ], Z) such that uˆ(k) = Mk fˆ (k) for all k ∈ Z.
To complete these concepts we deﬁne the UMD spaces. But, since we just will use some results from the literature, it is
enough for us to present a simple deﬁnition of UMD space. A Banach space Z is said to be UMD if the Hilbert transform is
bounded on Lp(R, Z) for some (and then for all) 1 < p < ∞.
The following theorem is essential to our purposes [4, Theorem 1.3].
Theorem 1.1. Let 1 < p < ∞. Assume that Y , Z are UMD spaces and let (Mk)k∈Z be a sequence in L(Y , Z). If the sets {Mk: k ∈ Z}
and {k(Mk+1 − Mk): k ∈ Z} are R-bounded, then (Mk)k∈Z is an Lp-multiplier.
Next we denote T the group deﬁned as the quotient R/2πZ. We will use the identiﬁcation between functions on T and
2π -periodic functions on R. Speciﬁcally, in what follows for 1  p < ∞ we denote by Lp(T, Y ) the space of 2π -periodic
p-integrable functions from R into Y . Similarly, the notation W 1,p(T, Y ) stands for the Sobolev space of 2π -periodic func-
tions f :R → Y such that f ′ ∈ Lp(T, Y ). Moreover, q will be used to denote the conjugate exponent of p.
A similar problem for abstract retarded functional differential equations with ﬁnite delay has been studied in [26].
Speciﬁcally, the paper [26] is concerned with the equation
d
dt
x(t) = Ax(t) + L(xt) + f (t), t ∈ R, (1.2)
where A : D(A) ⊆ X → X is a closed linear operator, L : Lp([−2π,0], X) → X is a bounded linear operator and f ∈ Lp(T, X).
A function x :R → X is said to be a strong Lp-solution of Eq. (1.2) if x(t) ∈ D(A), the function x(·) ∈ W 1,p(T, X) and
Eq. (1.2) holds a.e. for t ∈ R. Let Lk(x) = L(eikθ x) for k ∈ Z. The following result has been established in [26, Theorem 3.4,
Corollary 3.5].
Theorem 1.2. Let 1 < p < ∞. Assume that X is a UMD space. The following conditions are equivalent:
(i) For every f ∈ Lp(T, X) there exists a unique strong Lp-solution of Eq. (1.2).
(ii) For every k ∈ Z the operator ikI − A − Lk has bounded inverse and the set {ik(ikI − A − Lk)−1: k ∈ Z} is R-bounded.
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where the function x(·) denotes the strong Lp-solution of Eq. (1.2).
Since the strong Lp-solution x(·) of Eq. (1.2) is continuous, xt is a continuous function and Theorem 1.2 remains valid for
a bounded linear map L :C([−2π,0], X) → X . Moreover, it is not diﬃcult to see that Theorem 1.2 can be formulated for an
equation with delay h 	= 2π .
In this work we will show that we can extend Theorem 1.2 to consider the neutral and the inﬁnite delay case.
We complete this Introduction with a brief description of the paper. This paper has three sections. In Section 2 we study
the existence and some qualitative properties of periodic strong solutions for Eq. (1.1) with ﬁnite delay. In the same section
is discussed the existence of weak and mild solutions for Eq. (1.1) with ﬁnite delay. Moreover, we include in this section
an application to the existence of periodic strong solutions of a semilinear abstract neutral functional differential equation.
Finally, in Section 3 we establish the existence of periodic strong solutions for Eq. (1.1) with inﬁnite delay.
2. The ﬁnite delay case
Throughout this section we assume that (1.1) is an equation with ﬁnite delay h > 0 and that 0 < r  h. Consequently
with this assumption, we will assume that L :C([−h,0], X) → X is a bounded linear map, and xt(θ) = x(t + θ) is deﬁned for
−h θ  0.
For k ∈ Z, we deﬁne ek(θ) = eikθ for −h  θ  0. Moreover, we set Lkx = L(ekx) for x ∈ X and Bk = e−ikr B . It is clear that
Lk ∈ L(X). We consider the operator k = ikI− ikBk − A− Lk , k ∈ Z, deﬁned on D(A). We call spectrum of Eq. (1.1) to the set
σZ() = {k ∈ Z: k has no continuous inverse}.
2.1. Existence of strong solutions
We begin by establishing our concept of strong solution for Eq. (1.1).
Deﬁnition 2.1. Let 1  p < ∞ and let f :R → X be a locally p-integrable function. We say that x :R → X is a strong
Lp-solution of Eq. (1.1) if x(·) ∈ C(R, [D(A)]) ∩ W 1,ploc (R, [D(B)]) and (1.1) holds a.e. for t ∈ R.
The following property is an immediate consequence of [4, Proposition 1.11].
Proposition 2.1. Let 1 p < ∞ and suppose that σZ() = φ . If the sequence(
ik(ikI − ikBk − A − Lk)−1
)
k∈Z
is an Lp-multiplier, then the family {ik(ikI − ikBk − A − Lk)−1: k ∈ Z} is R-bounded.
Lemma 2.1. Let 1 p < ∞. Suppose that σZ() = φ and that for every f ∈ Lp(T, X) there exists a 2π -periodic strong Lp-solution u
of (1.1). Then u is the unique 2π -periodic strong Lp-solution.
Proof. Assume that u(·) is a strong Lp-solution of (1.1) corresponding to f = 0. Since Au and Bu are locally integrable
functions, we get that uˆ(k) ∈ D(A), and taking Fourier transform in (1.1), we obtain that
ik(I − Bk)uˆ(k) = (A + Lk)uˆ(k), k ∈ Z.
It follows that uˆ(k) = 0 for every k ∈ Z and, therefore, u = 0. 
Proceeding as in [4, Theorem 2.3] we can establish the following property.
Lemma 2.2. Let 1 < p < ∞. Suppose that for every f ∈ Lp(T, X) there exists a unique 2π -periodic strong Lp-solution of (1.1), and
that one of the following conditions is satisﬁed:
(a) B is a bounded linear operator on X.
(b) For each k ∈ Z, the operator ikI − A − Lk has a bounded inverse.
Then
(i) The spectrum σZ() = φ .
(ii) The sequence (ik(ikI − ikBk − A − Lk)−1)k∈Z is an Lp-multiplier.
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strong Lp-solution u(·) of (1.1). Taking Fourier transform on both sides of this equality we get
ik(I − Bk)uˆ(k) = (A + Lk)uˆ(k) + x,
which implies that the operator k is surjective. In addition, if we assume that x ∈ ker(k), substituting in (1.1) we can
show that the function u(t) = eikt x is a 2π -periodic strong Lp-solution of (1.1) corresponding to the function f (t) = 0.
Consequently, u(t) = 0 and x = 0.
Collecting these properties we get that k has inverse. In the case (a), the operator k is closed which implies that 
−1
k
is a bounded linear operator. Similarly, if the condition (b) holds, we can write
−1k = Nk(I − ikBkNk)−1, (2.1)
where Nk = (ikI − A − Lk)−1. Since BkNk is a bounded linear operator, in this case we also obtain that −1k is a bounded
linear operator. Hence, σZ() = φ.
On the other hand, let f ∈ Lp(T, X). Turning to use our hypotheses we can assert that there exists a unique function
u ∈ C(T, [D(A)]) ∩ W 1,p(T, [D(B)]) for which Eq. (1.1) is veriﬁed a.e. Applying Fourier transform on both sides of this
equation, we obtain that
ik(I − Bk)uˆ(k) = (A + Lk)uˆ(k) + fˆ (k).
Hence,
ikuˆ(k) = ik(ikI − ikBk − A − Lk)−1 fˆ (k)
for all k ∈ Z. Since u ∈ W 1,p(T, X), there exists v ∈ Lp(T, X) such that vˆ(k) = ikuˆ(k), which shows the assertion (ii). 
In order to establish a type of converse of the property established in Lemma 2.2, we next assume that X is a UMD
space, 1 < p < ∞, and the set {ikNk: k ∈ Z} is R-bounded. Under these conditions, it follows from Theorem 1.2 that for
every g ∈ Lp(T, X) there exists a unique 2π -periodic strong Lp-solution v(·) of the equation
v ′(t) = Av(t) + L(vt) + g(t). (2.2)
Applying the Fourier transform, we obtain that
vˆ(k) = Nk gˆ(k), k ∈ Z. (2.3)
Let Γ : Lp(T, X) → Lp(T, X) be the map given by
Γ (g) = v ′. (2.4)
Turning to apply Theorem 1.2 we can say that Γ is a bounded linear operator. In our next statements we use the notations
introduced in (2.2) and (2.4).
Lemma 2.3. Let X be a UMD space and 1 < p < ∞. Assume that the set {ikNk: k ∈ Z} is R-bounded and B ∈ L(X). If |k|‖B‖‖Nk‖ < 1
for all k ∈ Z and ‖B‖‖Γ ‖ < 1, then the sequence ((I − ike−ikr BNk)−1)k∈Z is an Lp-multiplier.
Proof. It follows from our hypotheses that Sk = (I − ike−ikr BNk)−1 ∈ L(X).
Let f ∈ Lp(T, X). We deﬁne the map A : Lp(T, X) → Lp(T, X) by
A(ϕ)(t) = BΓ (ϕ)(t − r) + f (t).
It is clear that A is a contraction. Therefore, there exists g ∈ Lp(T, X) such that
g(t) = BΓ (g)(t − r) + f (t)
= Bv ′(t − r) + f (t). (2.5)
Using (2.3), we get that
gˆ(k) = e−ikr ikB vˆ(k) + fˆ (k)
= e−ikr ikBNk gˆ(k) + fˆ (k),
which implies that gˆ(k) = Sk fˆ (k). The proof is complete. 
The following result is an immediate consequence of Lemma 2.3.
Theorem 2.1. Let X be a UMD space and 1 < p < ∞. Assume that the set {ikNk: k ∈ Z} is R-bounded and B ∈ L(X). If
|k|‖B‖‖Nk‖ < 1 for all k ∈ Z and ‖B‖‖Γ ‖ < 1, then for every f ∈ Lp(T, X) there exists a unique 2π -periodic strong Lp-solution
of Eq. (1.1).
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Sk fˆ (k). Moreover, it follows from (2.5) that
g(t) = Bv ′(t − r) + f (t),
where the function v(·) satisﬁes Eq. (2.2). On the other hand, using again Theorem 1.2 we can assert that there exists a
unique u ∈ W 1,p(T, X) such that uˆ(k) = Nk gˆ(k). Moreover, u(t) ∈ D(A) and
u′(t) = Au(t) + L(ut) + g(t), a.e.
Hence u(t) = v(t), and
u′(t) = Au(t) + L(ut) + Bu′(t − r) + f (t),
which implies that
u′(t) − Bu′(t − r) = Au(t) + L(ut) + f (t).
Consequently, u(·) is a 2π -periodic strong Lp-solution of (1.1). Since (2.1) is also valid in this case, σZ() = φ and the
uniqueness of u(·) follows from Lemma 2.1. 
Next we will establish a similar result for the case where the operator B is not continuous. In our next statements we
denote by Γ0 the operator given by Γ0(g) = Γ (g) − g . It is clear that Γ0 : Lp(T, X) → Lp(T, X) is also a bounded linear
operator.
Lemma 2.4. Let X be a UMD space and 1 < p < ∞. Assume that the set {ikNk: k ∈ Z} is R-bounded and B−1 ∈ L(X). Assume further
that ‖B−1‖ + ‖Γ0‖ < 1 and |k|‖BNk‖ < 1 for all k ∈ Z, then the sequence ((I − ike−ikr BNk)−1)k∈Z is an Lp-multiplier.
Proof. Since BNk ∈ L(X) we obtain that Sk = (I − ike−ikr BNk)−1 ∈ L(X). We proceed now as in the proof of Lemma 2.3.
Let f ∈ Lp(T, X). If ϕ satisﬁes (2.5), then
ϕ(t) − B(Av(t − r) + L(vt−r) + ϕ(t − r))= f (t)
which implies that
B−1ϕ(t) − (Av(t − r) + L(vt−r))− ϕ(t − r) = B−1 f (t)
or, substituting t by t + r,
ϕ(t) = B−1ϕ(t + r) − (Av(t) + L(vt))− B−1 f (t + r)
= B−1ϕ(t + r) − Γ0(ϕ)(t) − B−1 f (t + r). (2.6)
We deﬁne the map A : Lp(T, X) → Lp(T, X) by
A(ϕ)(t) = B−1ϕ(t + r) − Γ0(ϕ)(t) − B−1 f (t + r).
It follows from our hypotheses that A is a contraction. Therefore, there exists g ∈ Lp(T, X) that satisﬁes (2.6). We complete
the proof arguing as in the proof of Lemma 2.3. 
Theorem 2.2. Let X be a UMD space and 1 < p < ∞. Assume that the set {ikNk: k ∈ Z} is R-bounded and B−1 ∈ L(X). Assume
further that ‖B−1‖ + ‖Γ0‖ < 1 and |k|‖BNk‖ < 1 for all k ∈ Z, then for every f ∈ Lp(T, X) there exists a unique 2π -periodic strong
Lp-solution of (1.1).
Proof. It follows from Lemma 2.4 that the sequence (Sk)k∈Z is an Lp-multiplier. Therefore, for every f ∈ Lp(T, X) there
exists g ∈ Lp(T, X) such that gˆ(k) = Sk fˆ (k). It follows from (2.2) and (2.6) that
v ′(t) = g(t) + (Av(t) + L(vt))= B−1g(t + r) − B−1 f (t + r) ∈ D(B)
which implies that Bv ′(t − r) = g(t) − f (t) ∈ Lp(T, X). We complete the proof arguing as in the proof of Theorem 2.1. 
We can establish the following estimate for the solutions.
Corollary 2.1. Under the conditions of Theorem 2.1 or Theorem 2.2 there exists a constant C  0 such that∥∥u′∥∥Lp(T,X) + ∥∥Bu′∥∥Lp(T,X) + ‖u‖C(T,[D(A)]) + ∥∥L(ut)∥∥Lp(T,X)  C‖ f ‖Lp(T,X)
for all f ∈ Lp(T, X), where u(·) is the 2π -periodic strong Lp-solution of (1.1).
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Theorem 2.1. It follows from (2.5) that ‖g‖Lp(T,X)  C1‖ f ‖Lp(T,X) , for some constant C1  0. Turning to apply the expres-
sion (2.5) we get that ‖Bv ′‖Lp(T,X)  C2‖ f ‖Lp(T,X) , for some constant C2  0. Moreover, from Theorem 1.2 follows that∥∥v ′∥∥Lp(T,X) + ‖Av‖Lp(T,X) + ∥∥L(vt)∥∥Lp(T,X)  C3‖g‖Lp(T,X).
Finally, from the construction carried out in the proof of Theorem 3.4 in [26] we infer the existence of a constant C4 such
that ‖u‖C(T,[D(A)])  C4‖g‖Lp(T,X) . Since u = v , collecting these estimates we obtain the assertion.
The proof in the case of verifying the hypotheses of Theorem 2.2 is similar. 
Remark 2.1. If X is a Hilbert space the condition that {ikNk: k ∈ Z} is R-bounded used in Theorems 2.1 and 2.2 can be
replaced by the simpler condition that {ikNk: k ∈ Z} is bounded [7, Remarks 3.2].
Example 2.1. In this example we consider p = 2. Let A be a closed linear operator deﬁned in a Hilbert space X and let B
be a bounded linear operator.
An easy example of this situation is the following. Assume that {zn: n ∈ N} is an orthonormal basis of X , and that the
operator A can be represented in the form
Ax =
∞∑
n=1
−λn〈x, zn〉zn,
where (λn)n is a real nondecreasing sequence such that λ1 > 0 and λn → ∞ as n → ∞. It is well known that this type of
operators represents important concrete applications. It is clear that
(ikI − A)−1x =
∞∑
n=1
1
ik + λn 〈x, zn〉zn,
with ‖(ikI − A)−1‖ 1√
k2+λ21
.
Let L :C([−h,0], X) → X be a bounded linear map. It follows from our deﬁnition that ‖Lk‖  ‖L‖ for all k ∈ Z. Conse-
quently, if we assume that ‖L‖ < λ1, from the relation
(ikI − A − Lk)−1 = (ikI − A)−1
(
I − Lk(ikI − A)−1
)−1
follows that∥∥(ikI − A − Lk)−1∥∥ 1√
k2 + λ21
λ1
λ1 − ‖L‖
so that∥∥ik(ikI − A − Lk)−1∥∥ λ1
λ1 − ‖L‖ .
Remark 2.1 shows that {ikNk: k ∈ Z} is R-bounded. On the other hand, it follows from (2.2), (2.4) and the Parseval’s formula
that ‖Γ ‖ λ1
λ1−‖L‖ .
Let B ∈ L(X) be an operator such that ‖B‖ < λ1−‖L‖
λ1
. It follows from Lemma 2.3 and Theorem 2.1 that Eq. (1.1) has a
unique 2π -periodic strong L2-solution for all f ∈ L2(T, X).
As an application of our results, in what follows we consider a nonlinear problem. We assume that the linear equa-
tion (1.1) has a unique 2π -periodic strong Lp-solution for all f ∈ Lp(T, X). We introduce the space E = C(T, [D(A)]) ∩
W 1,p(T, [D(B)]) endowed with the norm
‖u‖E = ‖u‖∞ + ‖Au‖∞ +
∥∥u′∥∥p + ∥∥Bu′∥∥p,
where ‖ · ‖∞ denotes the norm of uniform convergence and ‖ · ‖p is the norm in Lp(T, X). It is clear that E is a Banach
space.
Let us denote by P : Lp(T, X) → E to the map deﬁned by P ( f ) = u, where u is the 2π -periodic strong Lp-solution
of (1.1). It is clear that P is linear, and it follows from Corollary 2.1 that P is continuous.
We next consider the nonlinear equation
d
dt
(
x(t) − Bx(t − r))= Ax(t) + L(xt) + F (xt) + f (t), t ∈ R, (2.7)
where F :C([−h,0], X) → X is a continuous function. We can establish the following immediate consequence.
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condition∥∥F (ϕ) − F (ψ)∥∥ k‖ϕ − ψ‖C([−h,0],X), ϕ,ψ ∈ C([−h,0], X),
for a positive constant k such that ‖P‖k(2π)1/p < 1. Then Eq. (2.7) has a unique 2π -periodic strong Lp-solution.
Proof. We deﬁne the map Γ : E → E by
Γ z(t) = P ( f )(t) + P( F˜ (z))(t),
where F˜ (z) is the function given by
F˜ (z)(t) = F (zt), t ∈ R.
It is easy to see that F˜ : E → C(T, X), which implies that Γ is well deﬁned. Furthermore,
‖Γ z − Γ y‖E =
∥∥P( F˜ (z))− P( F˜ (y))∥∥E
 ‖P‖∥∥ F˜ (z) − F˜ (y)∥∥Lp(T,X)
 ‖P‖
( 2π∫
0
∥∥ F˜ (z)(t) − F˜ (y)(t)∥∥p dt)1/p
 ‖P‖
( 2π∫
0
∥∥F (zt) − F (yt)∥∥p dt)1/p
 ‖P‖k
( 2π∫
0
‖zt − yt‖pC([−h,0],X) dt
)1/p
 ‖P‖k(2π)1/p‖z − y‖E .
Hence Γ is a contraction. The ﬁxed point x of Γ is the 2π -periodic strong Lp-solution of Eq. (2.7). 
We complete this subsection with an observation about the linear equation, which will be essential to developing the
last section.
Remark 2.2. When h = 2π , all previous results remain valid for a map L deﬁned only in the closed subspace
C2π ([−2π,0], X) = {ϕ ∈ C([−2π,0], X): ϕ(0) = ϕ(−2π)}.
2.2. Existence of weak solutions
We begin by establishing precisely our concept of weak solution.
Deﬁnition 2.2. Let f ∈ Lp(T, X). A function u ∈ C(T, [D(B)]) is said to be a 2π -periodic weak solution of Eq. (1.1) if∫ t
0 u(s)ds ∈ D(A) for all t ∈ R and the integral equation
u(t) − Bu(t − r) = A
t∫
0
u(s)ds +
t∫
0
L(us)ds +
t∫
0
f (s)ds + u(0) − Bu(−r) (2.8)
is veriﬁed for 0 t  2π .
Remark 2.3. Let g ∈ L1([0,2π ], X). If h(t) = ∫ t0 g(s)ds and k ∈ Z, k 	= 0, then hˆ(k) = ik gˆ(0) − ik gˆ(k).
Theorem 2.3. Let f ∈ Lp(T, X). Assume that D(A) = X. Then a function u ∈ C(T, [D(B)]) is a 2π -periodic weak solution of (1.1) if,
and only if, uˆ(k) ∈ D(A) and
(ikI − ikBk − A − Lk)uˆ(k) = fˆ (k) (2.9)
for all k ∈ Z.
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A
2π∫
0
u(s)ds +
2π∫
0
L(us)ds +
2π∫
0
f (s)ds = 0,
or, equivalently,
Auˆ(0) + L(uˆ(0))+ fˆ (0) = 0,
which shows that the assertion holds for k = 0. Furthermore, since the function v(t) = A ∫ t0 u(s)ds is continuous, then it
is integrable and vˆ(k) = Fk(A
∫ t
0 u(s)ds) = AFk(
∫ t
0 u(s)ds). Applying now Remark 2.3 to the expression (2.8) we obtain the
assertion for k 	= 0.
Conversely, for x∗ ∈ D(A∗) we deﬁne the function
w(t) = 〈u(t), A∗x∗〉+ 〈L(ut) + f (t), x∗〉
for 0 t  2π . Then w(·) is continuous and applying (2.9) we obtain that wˆ(0) = 0, and
wˆ(k) = 〈uˆ(k), A∗x∗〉+ 〈Lkuˆ(k) + fˆ (k), x∗〉
= ik〈uˆ(k), x∗〉− ik〈Bkuˆ(k), x∗〉.
On the other hand, let the function g(·) be given by
g(t) =
t∫
0
w(s)ds − 〈u(t), x∗〉+ 〈Bu(t − r), x∗〉
on [0,2π ]. Applying again Remark 2.3 we get
gˆ(k) = − i
k
wˆ(k) − 〈uˆ(k), x∗〉+ 〈Bkuˆ(k), x∗〉
= 0
for all k ∈ Z, k 	= 0. Consequently, g is a constant function. Speciﬁcally, we can assert that g(t) = g(0) = −〈u(0), x∗〉 +
〈Bu(−r), x∗〉. Collecting the deﬁnition of w and g , we get〈 t∫
0
u(s)ds, A∗x∗
〉
= −〈u(0), x∗〉+ 〈Bu(−r), x∗〉+ 〈u(t), x∗〉− 〈Bu(t − r), x∗〉− 〈 t∫
0
(
L(us) + f (s)
)
ds, x∗
〉
. (2.10)
It follows from [9, Lemma VI.1.4] that
∫ t
0 u(s)ds ∈ D(A). Re-writing (2.10) we have that
〈
u(t) − Bu(t − r), x∗〉= 〈A t∫
0
u(s)ds, x∗
〉
+
〈 t∫
0
(
L(us) + f (s)
)
ds, x∗
〉
+ 〈u(0) − Bu(−r), x∗〉,
and using that the set D(A∗) is total [9, Theorem II.2.11] we obtain that (2.8) holds. 
The following corollary is an immediate consequence of Theorem 2.3.
Corollary 2.3. Let f ∈ Lp(T, X). Assume that D(A) = X and σZ() = φ . Then Eq. (1.1) has at most one 2π -periodic weak solution.
Arguing as in the proof of Lemma 2.2 we obtain the following property for equations of type (1.1) for which there exist
2π -periodic weak solutions.
Theorem 2.4. Assume that D(A) = X and 1  p < ∞. If for every function f ∈ Lp(T, X) there exists a unique 2π -periodic weak
solution of Eq. (1.1) and one of the following conditions is satisﬁed:
(a) B is a bounded linear operator on X.
(b) For each k ∈ Z, the operator ikI − A − Lk has a bounded inverse.
Then σZ() = φ and the sequence ((ikI − ikBk − A − Lk)−1)k∈Z is an Lp-multiplier.
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assertion. We consider f ∈ Lp(T, X) and let u(·) be the 2π -periodic weak solution of Eq. (1.1). It follows from (2.9) that
uˆ(k) = (ikI − ikBk − A − Lk)−1 fˆ (k)
for all k ∈ Z, which shows the assertion. 
It is well known that in many important applications the operator A is the inﬁnitesimal generator of a strongly con-
tinuous semigroup of bounded linear operators T (·) on the space X . In this case, by comparison with the abstract Cauchy
problem, we are led to introduce the following concept of solution.
Deﬁnition 2.3. Let f ∈ Lp(T, X). A function u ∈ C(T, [D(B)]) is said to be a 2π -periodic mild solution of Eq. (1.1) if ∫ t0 T (t −
s)Bu(s − r)ds ∈ D(A) for all t  0, and the integral equation
u(t) = T (t)(u(0) − Bu(−r))+ Bu(t − r) + t∫
0
T (t − s)[L(us) + f (s)]ds + A t∫
0
T (t − s)Bu(s − r)ds (2.11)
is veriﬁed for 0 t  2π .
We refer the reader to [8,27] for the basic concepts about semigroup theory. The following property of C0-semigroups is
immediate. We include it here just for future reference.
Remark 2.4. Let T (·) be the C0-semigroup generated by A. If g : [0,a] → X is a continuous function, then
∫ t
0
∫ s
0 T (t −
s)g(ξ)dξ ds ∈ D(A) and
A
t∫
0
s∫
0
T (t − s)g(ξ)dξ ds =
t∫
0
(
T (t − s) − I)g(s)ds
for all 0 t  a.
Using this property we can show that our concepts of weak and mild solution coincide.
Corollary 2.4. Assume that A generates a C0-semigroup T (·) on X and 1  p < ∞. Let f ∈ Lp(T, X). Then a function u(·) is a
2π -periodic weak solution of Eq. (1.1) if, and only if, u(·) is a 2π -periodic mild solution of Eq. (1.1).
Proof. We assume initially that u(·) is a 2π -periodic weak solution of Eq. (1.1). It follows from (2.8) and Remark 2.4 that
t∫
0
T (t − s)u(s)ds −
t∫
0
T (t − s)Bu(s − r)ds
=
t∫
0
T (t − s)A
s∫
0
u(ξ)dξ ds +
t∫
0
T (t − s)
s∫
0
(
L(uξ ) + f (ξ)
)
dξ ds +
t∫
0
T (t − s)(u(0) − Bu(−r))ds
=
t∫
0
(
T (t − s) − I)u(s)ds + t∫
0
T (t − s)
s∫
0
(
L(uξ ) + f (ξ)
)
dξ ds +
t∫
0
T (t − s)(u(0) − Bu(−r))ds
which implies that
∫ t
0 T (t − s)Bu(s − r)ds ∈ D(A). Using again Remark 2.4, we obtain that
−A
t∫
0
T (t − s)Bu(s − r)ds = −A
t∫
0
u(s)ds +
t∫
0
(
T (t − s) − I)(L(us) + f (s))ds + (T (t) − I)(u(0) − Bu(−r))ds.
Substituting in the last expression the term A
∫ t
0 u(s)ds from (2.8) we get that (2.11) holds. Consequently, u(·) is a
2π -periodic mild solution of Eq. (1.1).
Conversely, assume that u(·) is a 2π -periodic mild solution of Eq. (1.1). We argue as above. By integrating the both sides
of (2.11) on the interval [0, t], and applying repeatedly Remark 2.4, we infer that (2.8) is veriﬁed, which shows that u(·) is
a 2π -periodic weak solution of Eq. (1.1). 
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be extended to a bounded linear map on the space Lp([−h,0], X). We keep the notation L for this extension.
Theorem 2.5. Let 1 p < ∞. Assume that A generates a C0-semigroup T (·) on X. If one of the following conditions is satisﬁed:
(a) the operator B ∈ L(X), ‖B‖ < 1, σZ() = φ , the sequence ((ikI − ikBk − A − Lk)−1)k∈Z is an Lp-multiplier, the semigroup T (t)
is differentiable for t > 0, and there exists a positive function η ∈ Lq([0,2π ]) such that ‖AT (t)B‖ η(t) for all 0 < t  2π ,
(b) the operator B : D(A) → X has a bounded inverse with ‖B−1‖ < 1, σZ() = φ and the sequence (B(ikI − ikBk − A − Lk)−1)k∈Z
is an Lp-multiplier,
then for every function f ∈ Lp(T, X) there exists a 2π -periodic weak solution of (1.1).
Proof. For f ∈ Lp(T, X) we deﬁne
fn(t) = 1
n + 1
n∑
m=0
m∑
k=−m
eikt fˆ (k).
By the Fejér Theorem we can assert that fn → f as n → ∞ for the norm in Lp(T, X).
Assume that condition (a) holds. Let u ∈ Lp(T, X) such that uˆ(k) = (ikI − ikBk − A − Lk)−1 fˆ (k). Let
un(t) = 1
n + 1
n∑
m=0
m∑
k=−m
eikt uˆ(k)
= 1
n + 1
n∑
m=0
m∑
k=−m
eikt(ikI − ikBk − A − Lk)−1 fˆ (k).
Using again the Fejér Theorem we obtain that un → u as n → ∞ in Lp(T, X). On the other hand, one can verify directly
that un(·) is the 2π -periodic weak solution of Eq. (1.1) with fn instead of f . We set yn = un(0) − Bun(−r). For ε > 0 the
operator AT (ε) ∈ L(X) and (2.8) implies that
T (ε)
(
un(t) − Bun(t − r)
)= AT (ε) t∫
0
un(s)ds + T (ε)
t∫
0
[
L(uns ) + fn(s)
]
ds + T (ε)yn.
Since there exists a subsequence of un(·), still denoted with the same index n, which converges pointwise a.e., from the
above expression we conclude that the sequence (T (ε)yn)n converges as n → ∞ for all ε > 0. On the other hand, it follows
from (a) that A
∫ t
0 T (t − s)Bun(s − r)ds → A
∫ t
0 T (t − s)Bu(s − r)ds as n → ∞ for all 0  t  2π . By Corollary 2.4, un(·) is
also the 2π -periodic mild solution of Eq. (1.1) with fn instead of f . Applying (2.11) we have
un(t) = T (t)yn + Bun(t − r) +
t∫
0
T (t − s)[L(uns ) + fn(s)]ds + A t∫
0
T (t − s)Bun(s − r)ds. (2.12)
With t = 2π we obtain
yn = T (2π)yn +
2π∫
0
T (2π − s)[L(uns ) + fn(s)]ds + A 2π∫
0
T (2π − s)Bun(s − r)ds
from which we infer that the sequence (yn)n is convergent to some element y as n → ∞. Moreover, y satisﬁes the condition
y = T (2π)y +
2π∫
0
T (2π − s)[L(us) + f (s)]ds + A 2π∫
0
T (2π − s)Bu(s − r)ds.
Taking the limit as n goes to inﬁnity in (2.12), we can write
u(t) − Bu(t − r) = T (t)y +
t∫
0
T (t − s)[L(us) + f (s)]ds + A t∫
0
T (t − s)Bu(s − r)ds
for t ∈ [0,2π ] a.e. If g(t) denotes the right-hand side of the preceding expression, it follows from our previous remarks
that g(·) is continuous and g(0) = g(2π). Therefore, we can consider g ∈ C(T, X). Let the map Γ :Cb(R, X) → Cb(R, X) be
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from R into X endowed with the norm of uniform convergence. Since Γ is a contraction, there exists a unique continuous
function v such that u(t) = v(t) a.e. Therefore,
v(t) − Bv(t − r) = T (t)y +
t∫
0
T (t − s)[L(vs) + f (s)]ds + A t∫
0
T (t − s)Bv(s − r)ds,
which shows, as a consequence of Corollary 2.4, that v(·) is a 2π -periodic weak solution of Eq. (1.1).
Assume now that the condition (b) is fulﬁlled. Using again the Fejér Theorem we obtain that Bun → Bu as n → ∞ in
Lp(T, X). Since
∫ t
0 un(s)ds →
∫ t
0 u(s)ds, n → ∞, and
A
t∫
0
un(s)ds = AB−1
t∫
0
Bun(s)ds → AB−1
t∫
0
Bu(s)ds
we can aﬃrm that
∫ t
0 u(s)ds ∈ D(A) and, proceeding as in the part (a), using Eq. (2.8) with fn instead of f , we get that the
sequence (yn)n is convergent to some element y as n → ∞ and
u(t) − Bu(t − r) = AB−1
t∫
0
Bu(s)ds +
t∫
0
[
L(us) + f (s)
]
ds + y
for t ∈ [0,2π ] a.e. If g(t) denotes the right-hand side of the preceding expression, we obtain as above that g(·) is continuous
and g(0) = g(2π). Therefore, we can consider g ∈ C(T, X). Let the map Γ :Cb(R, X) → Cb(R, X) be given by Γ v(t) =
B−1v(t + r) − B−1g(t + r). We conclude the proof arguing as in the part (a). 
3. The inﬁnite delay case
In this section we study the existence of 2π -periodic strong solutions for the ANFDE
d
dt
(
x(t) − Bx(t − r))= Ax(t) + L(xt) + f (t), t ∈ R, (3.1)
with inﬁnite delay. Consequently, in this case we consider xt(θ) = x(t + θ) for −∞ < θ  0 and we assume that xt ∈ B,
where B is the phase space for the equation.
To study Eq. (3.1) we need an appropriate phase space B, and we will assume that L :B → X is a bounded linear map.
We use an axiomatic deﬁnition of the phase space B, which is similar to the one used in [20]. Speciﬁcally, B will be a
linear space of functions mapping (−∞,0] into X endowed with a seminorm ‖ · ‖B and verifying the following axioms.
(A) If x : (−∞, σ +a) → X , a > 0, σ ∈ R, is continuous on [σ ,σ +a) and xσ ∈ B, then for every t ∈ [σ ,σ +a) the following
conditions hold:
(i) xt is in B,
(ii) ‖x(t)‖ H‖xt‖B ,
(iii) ‖xt‖B  K (t − σ) sup{‖x(s)‖: σ  s t} + M(t − σ)‖xσ ‖B ,
where H > 0 is a constant; K ,M : [0,∞) → [1,∞), K is continuous, M is locally bounded and H , K , M are indepen-
dent of x(·).
(A1) For the function x(·) in (A), the function t → xt is continuous from [σ ,σ + a) into B.
(B) The space B is complete.
Example 3.1 (The phase space Ca × Lp(ρ, X)). Let a 0, 1 p < ∞ and let ρ : (−∞,−a] → R be a non-negative measurable
function which satisﬁes the conditions (g-5), (g-6) in the terminology of [20]. Brieﬂy, this means that ρ is locally integrable
and there exists a non-negative, locally bounded function γ on (−∞,0] such that ρ(ξ + θ) γ (ξ)ρ(θ), for all ξ  0 and
θ ∈ (−∞,−a) \ Nξ , where Nξ ⊆ (−∞,−a) is a set with Lebesgue measure zero. The space Ca × Lp(ρ, X) consists of all
classes of functions ϕ : (−∞,0] → X such that ϕ is continuous on [−a,0], Lebesgue-measurable, and ρ‖ϕ‖p is Lebesgue
integrable on (−∞,−a). The seminorm in Ca × Lp(ρ, X) is deﬁned by
‖ϕ‖B = sup
{∥∥ϕ(θ)∥∥: −a θ  0}+( −a∫
−∞
ρ(θ)
∥∥ϕ(θ)∥∥p dθ)1/p .
The space B = Ca × Lp(ρ, X) satisﬁes axioms (A), (A1) and (B). Moreover, when a = 0 and p = 2, we can take H = 1,
M(t) = γ (−t)1/2 and K (t) = 1+ (∫ 0 ρ(θ)dθ)1/2, for t  0. See [20, Theorem 1.3.8] for details.−t
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continuous functions from (−∞,0] to X with compact support. We also consider the following axiom for the phase space B
(see [20] for a discussion).
(C2) If a uniformly bounded sequence (ϕn)n in C00(X) converges to a function ϕ in the compact-open topology, then
ϕ belongs to B and ‖ϕn − ϕ‖B → 0, as n → ∞.
It is easy to see [20] that if the axiom (C2) holds, then the space of continuous and bounded functions Cb((−∞,0], X)
is continuously included in B [20, Proposition 7.1.1]. Thus, there exists a constant Q > 0 such that
‖ϕ‖B  Q ‖ϕ‖∞, ϕ ∈ Cb
(
(−∞,0], X).
Furthermore, in this case [20, Proposition 7.1.5] the function K (·) involved in axiom (A) can be chosen as the constant Q .
As an example, we mention that if the function ρ is integrable on (−∞,−a], then the space Ca × Lp(ρ, X) deﬁned in
Example 3.1 satisﬁes axiom (C2). In what follows we will assume that B satisﬁes the axiom (C2).
Example 3.2. In the space B = C0 × Lp(ρ, X), let L :B → X given by
L(ϕ) =
0∫
−∞
a(θ)ϕ(θ)dθ,
where a : (−∞,0] → C is a continuous function such that ∫ 0−∞ |a(θ)|qρ(θ)q/p dθ < ∞. Then L is a bounded linear map.
Let now L :B → X be a bounded linear map. For k ∈ Z, we deﬁne ek(θ) = eikθ for −∞ < θ  0, and Lkx = L(ekx) for
x ∈ X and Bk = e−ikr B . It is clear that Lk is a bounded linear map.
For ϕ ∈ C2π ([−2π,0], X) we write ϕ˜ for the 2π -periodic extension of ϕ to (−∞,0]. Since ϕ˜ is a bounded continuous
function, then ϕ˜ ∈ B. We deﬁne F :C2π ([−2π,0], X) → X by
F (ϕ) = L(ϕ˜).
It follows from this deﬁnition that F is a bounded linear map with∥∥F (ϕ)∥∥= ∥∥L(ϕ˜)∥∥ ‖L‖‖ϕ˜‖ ‖L‖Q ‖ϕ‖.
For x ∈ X and k ∈ Z, we deﬁne Fk(x) = L(e˜kx). Then
Fk(x) = L
(
eikθ x
)= Lk(x).
For this reason, we deﬁne the operator k and σZ() as in Section 2.
We introduce now the following ANFDE with delay 2π ,
d
dt
(
y(t) − By(t − r))= Ay(t) + F (yt) + f (t), t ∈ R, (3.2)
where yt denotes the function yt(θ) = y(t + θ) for −2π  θ  0.
It is immediate that u(·) is a 2π -periodic strong Lp-solution of Eq. (3.1) if, and only if, it is a 2π -periodic strong
Lp-solution of Eq. (3.2). As the results established in Section 2.1 remain valid for Eq. (3.2), we can re-state these results for
Eq. (3.1). Combining Theorem 2.1 with Remark 2.2 we get the following result.
Corollary 3.1. Let X be a UMD space and 1 < p < ∞. Assume that the set {ikNk: k ∈ Z} is R-bounded and B ∈ L(X). If
|k|‖B‖‖Nk‖ < 1 for all k ∈ Z and ‖B‖‖Γ ‖ < 1, then for every f ∈ Lp(T, X) there exists a unique 2π -periodic strong Lp-solution
of Eq. (3.1).
Similarly, as consequence of Theorem 2.2 we have the following result.
Corollary 3.2. Let X be a UMD space and 1 < p < ∞. Assume that the set {ikNk: k ∈ Z} is R-bounded and B−1 ∈ L(X). Assume
further that ‖B−1‖ + ‖Γ0‖ < 1 and |k|‖BNk‖ < 1 for all k ∈ Z, then for every f ∈ Lp(T, X) there exists a unique 2π -periodic strong
Lp-solution of (3.1).
Example 3.3. For the case considered in Example 3.2 we can establish a simple expression for Lk as
Lkx =
0∫
b(θ)eikθ xdθ−2π
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n∑
k=0
0∫
−2π
∣∣a(θ − 2kπ)∣∣dθ = 0∫
−2π(n+1)
∣∣a(θ)∣∣dθ

( 0∫
−∞
ρ(θ)dθ
)1/p( 0∫
−∞
|a(θ)|q
ρ(θ)q/p
dθ
)1/q
< ∞
it follows from [19, Corollary 12.33] that b(θ) =∑∞n=0 a(θ − 2nπ) belongs to L1([−2π,0]). Hence
Lkx =
0∫
−∞
eikθa(θ)xdθ
=
∞∑
n=0
0∫
−2π
eik(θ−2nπ)a(θ − 2nπ)xdθ
=
0∫
−2π
eikθ
∞∑
n=0
a(θ − 2nπ)xdθ
and the assertion follows from the Lebesgue Dominated Convergence Theorem.
Assume that p = 2 and X is a Hilbert space. Let A and B be linear operators that satisfy the conditions considered in
Example 2.1. If
∫ 0
−2π |b(θ)|dθ < λ1 and ‖B‖ < λ1−‖L‖λ1 , it follows from Example 2.1 and Corollary 3.1 that Eq. (3.1) has a
2π -periodic strong L2-solution for all f ∈ L2(T, X).
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