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We propose a new decision-theoretic approach for solving execution-time deliberation
scheduling problems using recent advances in Generalized Semi-Markov Decision Pro-
cesses (GSMDPs). In particular, we use GSMDPs to more accurately model domains in
which planning and execution occur concurrently, plan improvement actions have uncer-
tain effects and duration, and events (such as threats) occur asynchronously and stochas-
tically. In this way, agents develop a continuous-time deliberation policy ofﬂine which can
then be consulted to dynamically select deliberation-level and domain-level actions at plan
execution-time. We demonstrate a signiﬁcant improvement in expressibility over previous
discrete-time approximate models in which mission phase duration was ﬁxed, failure
events were synchronized with phase transitions, and planning time was discretized into
constant-sized planning quanta.
 2009 Elsevier Inc. All rights reserved.1. Introduction
Agents planning in overconstrained domains do not have unlimited computational resources at their disposal, and must
therefore operate in a manner that is as near to optimal as possible with respect to their goals and available resources.
Researchers have addressed this issue by applying planning techniques to the planning process itself; i.e., a second level
of planning is conducted at a higher-level of abstraction than the base domain called the meta domain, with the higher-level
planning sometimes referred to as metaplanning. In the meta domain, actions are themselves units of planning or delibera-
tion. Because reasoning about these units of deliberation involves both decidingwhich actions to take (planning) andwhen to
take them (scheduling), we refer to the problem as one of deliberation scheduling.
Deliberation scheduling involves deciding which aspects of an agent’s plan to improve, what methods of improvement
should be chosen, and how much time should be devoted to each of these methods. In particular, we describe a model in
which two separate planners exist: one, a base-level planner that attempts to solve planning problems in the base domain,
and two, ameta-level planner (a deliberation scheduler) deciding how best to instruct the base-level planner to expend units
of planning effort (i.e., deliberation).
Both the meta and base domains are stochastic. Actions in the meta domain are base domain planning problems. A plan-
ning problem conﬁguration constitutes a speciﬁc instance of a paramaterized planning problem. Each problem-conﬁguration
varies in difﬁculty (the successful result of which is a plan of corresponding quality), might or might not be solvable, and
takes an uncertain amount of time to complete. Similarly, the base domain’s events and actions can succeed or fail, and have
continuously-distributed durations. The goal of the meta-level planner is to schedule the deliberation effort available to the
base-level planner to maximize the expected combined utility of the sequence of base domain plans. The fact that base plan-
ning and execution occur concurrently further constrains the time being allocated by the meta-level planner.. All rights reserved.
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In this paper we build on previous work on deliberation scheduling, originally for a system called SELF-ADAPTIVE CIRCA (SA-
CIRCA) [1,2]. In this earlier work, we developed a meta-level planner (called the Adaptive Mission Planner) as a speciﬁc com-
ponent of SA-CIRCA to address domains in which the autonomous control system onboard an unmanned aerial vehicle (UAV)
is self-adaptive; that is, it can modify its later plans to improve its performance while executing earlier ones. In this context,
adaptation may be necessary for a variety of reasons – because the mission is changed in-ﬂight, because some aircraft equip-
ment fails or is damaged, because the weather does not cooperate, or perhaps because its original mission plans were formed
quickly and were never optimized.
1.2. A more expressive model of uncertainty
While our previous work on deliberation scheduling problems has involved discretizing time to make MDPs tractable
[23], recent advances in Generalized Semi-Markov Decision Processes (GSMDPs) suggest a way to model time and the related
probability distributions continuously to support both goal-directed [3] and decision-theoretic [4] planning. Intuitively, a
semi-Markov process relaxes the Markov assumption, which does not hold in general for problems involving continuous
quantities such as time, and continuous probability distributions governing action and event durations. Of particular rele-
vance here, Younes introduces GSMDPs as a model for asynchronous stochastic decision processes, and implements a deci-
sion-theoretic planner called TEMPASTIC-DTP (T-DTP). In this paper, we use T-DTP to construct decision-theoretic deliberation
policies in a domain similar to the UAV domain reported on earlier. We will show that with this GSMDP-based approach
(as implemented in T-DTP) we can model domains that were previously either impossible to model or were unsatisfactorialy
approximated. In particular, this approach is superior for certain types of domains because:
 It accurately models the essentially continuous nature of time and avoids biases due to the arbitrary granule size chosen
to discretize time.
 It models the uncertain durations of both actions (controllable) and events (uncontrollable) as continuous random vari-
ables, rather than as discretized approximations or constants.
 It provides a model of truly asynchronous events (see Section 2.3 for a more complete discussion of asynchrony).
Because deliberation scheduling involves several different planners at different levels of abstraction, we make a clear
distinction between the base domain – where the base-level planner plans actions (e.g., reduce-speed) for UAVs ﬂying a
multi-phase mission, and the meta domain – in which the meta-planner schedules deliberation actions (e.g., solve-prob-
lem-configuration Pk) for the base-level planner to execute. Meta-level policies are constructed by T-DTP in advance of the
mission. While base-level planning can occur both ofﬂine and online, we focus on online base planning – as controlled by the
policy constructed during ofﬂine metaplanning – which attempts to adapt to changing circumstances and to continually
improve the quality of base plans to be executed in the current or future mission phases.
2. Background
Stochastic models with asynchronous events can be complex if the Markov assumption does not hold; for instance, if
event delays are not exponentially distributed for continuous-time models. Still, the Markov assumption is commonly made,
even when a reasonable case cannot be made for it holding in a particular domain, and attention in the AI planning literature
is given almost exclusively to discrete-time models which are inappropriate for asynchronous systems. We will show that
the complexity of non-Markovian and asynchronous domains is manageable.
2.1. Stochastic discrete event systems
We are interested in domains that can be modeled as stochastic discrete event systems (DESs). This class includes any sto-
chastic process that can be thought of as occupying a single state for a duration of time before an event causes an instantaneous
state transition to occur. In this paper, for example, an event may constitute the UAV agent reaching a waypoint, causing a
transition into a state in the next phase of the mission. We call this a DES because the state change is discrete and is caused
by the triggering of an event. Although state change is discrete, time is modeled most appropriately as a continuous quantity.
In the interest of brevity, we describe a continuous-time, discrete-state system with countable state space S as a mapping
fX : ½0;1Þ ! Sg inwhich transitions occur at strictly increasing time points, can continue to inﬁnite horizon (although absorb-
ing events can be deﬁned), and constant state is maintained between the transitions (piecewise constant trajectories).
2.2. Decision processes
We now describe several important processes that can be used to model various classes of DESs. For each of these pro-
cesses, we can add a decision dimension by distinguishing a subset of the events as controllable (called actions), and add
rewards for decisions that lead to preferred outcomes. The resulting process is known as a decision process.
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A stochastic DES is aMarkov process if the future behavior at any time depends only on the state at that time, and not in
any way on how that state was reached. Such a process is called time inhomogeneous if the probability distribution over fu-
ture trajectories depends on the time of observation in addition to the current state. Because the path to the state cannot
matter, the continuous probability distribution function that describes the holding time in the state must depend only on
the current state, implying that for continuous-time Markov processes, this holding time is exponentially distributed
(memoryless). As mentioned, when a certain set of events are controllable (i.e., actions), the goal of a Markov Decision Pro-
cess (MDP) is to ﬁnd a control policy – a strategy enumerating the correct action to take in every possible state – to maximize
the reward function.
Formally, an MDP model is a 4-tuple (S, A, T, R) where:
 S is a ﬁnite set of world states.
 A is a ﬁnite set of actions.
 Tðs; a; s0Þ ! ½0;1, deﬁnes the transition probability distribution that describes the probabilistic effect of an action on a
world state s to produce a new state s0.
 Rðs; s0Þ ! R deﬁnes the reward associated with a state transition from s to s0.2.2.2. Semi-Markov processes
In realistic domains, many phenomena are not accurately captured by memoryless distributions. The amount of time be-
fore a UAV reaches a waypoint and proceeds to the next mission phase, for example, clearly depends (though not exclusively)
on how long the UAV has been ﬂying toward that waypoint.1 A semi-Markov process (SMP) is one in which, in addition to
state sn, the amount of time spent in sn (i.e., holding time) is also relevant in determining state snþ1. Note, however, that the time
spent in the current state (needed by an SMP) is not the same as the time of observation (needed for a time inhomogeneous
MDP). Also note that the path of previous states taken to reach the current state is still inconsequential in determining the next
state.
2.2.3. Generalized semi-Markov processes
Both Markov and semi-Markov processes can be used to model a wide variety of stochastic DESs, but ignore the event
structure by representing only the combined effects of all events enabled in the current state. The generalized semi-Markov
process (GSMP), ﬁrst introduced by Matthes [5], is an established formalism in queuing theory for modeling stochastic
DESs that emphasizes the system’s event structure [6]. A GSMP consists of a set of states S and a set of events E. At
any time, the process occupies some state s 2 S in which a subset Es of the events are enabled. Associated with each event
e 2 E is a positive trigger time distribution function Fðt; eÞ, and a next state probability distribution function peðs; tÞ speciﬁc
to event e. The function FðT; eÞ denotes the probability that event e will occur within t time units assuming the event re-
mains continuously enabled. The function peðs; tÞ denotes the probability that state s will result in a state snþ1 due to event
e within t time units. The probability density function for F can depend on the entire execution history, which is what
distinguishes GSMPs from SMPs. This property allows a GSMDP, unlike an SMDP, to remember if an event enabled in
the current state has been continuously enabled in previous states without triggering – a critical property for modeling
asynchronous processes.
2.2.4. Specifying DESs with GSMDPs
To deﬁne a DES, for all nP 0 we deﬁne snþ1 (the time of the next state transition) and snþ1 (the next state) as functions of
fsk; k 6 ng and fsk; k 6 ng. The GSMPmodel assumes a countable set E of events. For each state s 2 S there is an associated set
of events Es# E that will be enabled whenever the system enters state s. At any given time, the active events are categorized
as new or old. At time 0, all events associated with s0 are new events. Whenever the systemmakes a transition from sn to snþ1,
events that are associated with both sn and snþ1 are called old events, while those that are associated only with snþ1 are called
new events.
When the system enters state sn, each new active event e receives a timer value that is generated according to a time dis-
tribution function Fðt; eÞ. The timers for the active events run down until the ﬁrst timer reaches zero (at time snþ1).2 An event
with a zero clock reading is called a triggering event. The next state snþ1 is determined by a probability distribution peðs; tÞ. Any
non-triggering event associated with snþ1 will become an old event with its timer continuing to run down. Any non-triggering
event not associated with snþ1 will have its timer discarded and will become inactive. Finally, any triggering event e that is asso-
ciated with snþ1 will receive a fresh timer value from Fðt; eÞ.1 Note that the duration of an action like reaching a waypoint is not as simple as a simple formula involving distance and time, but rather depends on
execution-time factors such as path diversions to avoid threats that might or might not occur. In fact, in this domain, much utility can be gained by making
plans to ﬂy to waypoints more robust to threats that might be encountered along the way.
2 Note that the probability is zero of two randomly-set times reaching zero simultaneously in continuous-time.
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The fact that the timers of old events continue to run down (instead of being reset) means that the GSMP model is non-
Markovian with respect to the state space S. Secondly, it is well-known that a GSMP as described above can formally be de-
ﬁned in terms of an underlying Markov chain fðsn; cnÞjnP 0g, where sn is the state and cn is the vector of clock readings just
after the nth state transition [6]. Finally, in the special case where the timer distributions Fðt; eÞ are exponential with inten-
sity kðeÞ for each event e, the process becomes a continuous-time Markov process.While each of these three aspects of stochas-
tic decision processes have been individually addressed in research on decision-theoretic planning, no existing approach deals with
all aspects simultaneously. Continuous-time MDPs [7] can be used to model asynchronous systems, but are restricted to
events and actions with exponential trigger time distributions. Continuous-time SMDPs [8] lift the restriction on trigger time
distributions, but cannot model asynchrony. A GSMDP, unlike an SMDP, remembers if an event enabled in the current state
has been continuously enabled in previous states without triggering. This is key in modeling asynchronous processes, which
typically involve events that race to trigger ﬁrst in a state, but the event that triggers ﬁrst does not necessarily disable the compet-
ing events [9]. For example, in the UAV domain, the fact that a threat presents itself in no way implies that other threats do
not continue to count down to their trigger times.3. A GSMDP model of uncertainty
We have posed our deliberation scheduling problem as one of choosing, at any given time, what phase of the mission plan
should be the focus of computation, and what plan improvement method should be used. This decision is made based on
several factors, including:
 Which phase the agent is currently in (the current phase).
 The expected (probabilistic) duration of the current phase.
 The quality of the current plan for the current phase and each remaining phase.
 The expected duration of each applicable improvement method.
 The probability of success for each applicable improvement method.
 The expected marginal improvement if an improvement method is successfully applied to a given phase.
According to the domain model, the mission is decomposed into an appropriate sequence and number of phases:B ¼ b1; b2; . . . ; bn ð1Þ
The base-level planner, under the direction of the meta-level planner, has determined an initial plan, P0 made up of individ-
ual base plans, p0i , for each phase bi 2 B. A base plan is a sequence of base-level (physical) actions to execute (e.g., de-
crease-altitude, turn-on-radar, etc.) in the world during a speciﬁc phase:P0 ¼ p01;p02; . . . ; p0n ð2ÞP0 is a member of the set of possible plans, P. We refer to a Pi 2 P as the current overall mission plan. The current state of
the system is represented by the current time, mission phase, and mission plan. We model mission phase duration as a con-
tinuous random variable in which an event occurs according to a continuous probability distribution that determines when
the agent crosses a phase boundary.
3.1. Plan improvement
The meta-level planner does not generally have sufﬁcient computational resources to produce an optimal plan in part
because base deliberation is concurrent with base execution. Because the problem is time-pressured and overconstrained
in this way, the meta-level planner must make trade-offs when deciding which problems to ask the base planner to attempt.
These trade-offs are based on problem characteristics such as:
 Harder/easier harmful events (threats) to handle.
 Better/worse actions the base planner is allowed to use.
 Longer/shorter probabilistic action and event delays.
 Lower/higher probabilities of action success (uncertain effects of actions).
 The actual current state in the dynamic environment.
To model this more generally, the meta-level planner has access to a set of plan improvement methods:M ¼ fm1;m2; . . . ;mmg ð3Þ
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plan for mission phase bi, producing a new P
tþ1 as follows: if3 ThiPt ¼ pt1; pt2; . . . pti ; . . . ;ptn ð4Þ
thenPtþ1 ¼ pt1;pt2; . . .ptþ1i ; . . . ; ptn; where pti – ptþ1i ð5Þ
Of course, the application of this methodmay instead fail, yielding Ptþ1 ¼ Pt , in which case the original phase plan is retained.
Similarly, the amount of time it takes for the base planner to return a result is modeled as a continuous random variable. This
uncertainty of duration implies one type of uncertainty of effect; namely, that an action will effectively fail if it returns a
result too late to improve a plan for a phase that has already completed. In fact, if the currently executing improvement ac-
tion is relevant to the currently executing phase, the utility of even its successful completion is constantly decreasing as less
of the current phase will beneﬁt from any improvement to the current plan.
3.2. Reward
We assume a ﬁxed distribution of potential rewards among mission phases. In our example, it is worth two units of re-
ward for the UAV agent to survive long enough to take an important reconnaissance photo. While each phase will not nec-
essarily be associated with explicit reward, survival in that phase still implies reward due to potential reward in future
phases. The quality of a phase plan is thus indirectly based on the probability of surviving the phase. The quality of the over-
all plan is measured by how much reward the agent actually achieves given the threats that actually occur in a given sim-
ulation. For example, if the UAV achieves its mid-mission objective of taking a reconnaissance photo it receives some reward
(two units); it then receives the balance of the possible reward by returning home safely (one unit). There is no notion of
receiving reward by just surviving; the mission only exists to achieve a primary objective and, if possible, to recover the
UAV (a secondary objective).
4. Domain description
T-DTP accepts PPDDL+ (Probabilistic Planning Domain Deﬁnition Language) as an input planning domain language [10,11]. As
shown in Fig. 1, states are represented as a combination of binary predicates. Because PPDDL+ restricts discrete-state features
to binary predicates, non-binary but discrete-state features (e.g., phase number) must be encoded with a set of binary vari-
ables (e.g., phv1 = 1, phv2 = 1 encodes phase = 3).3 Survival probabilities are encoded as two-bit values as well; e.g., (sp11)
and (sp12) cover low, medium, high, and highest plan qualities for mission phase 1. Based on this domain description, T-DTP
converts the problem into a GSMDP which can then be approximated as a continuous-time MDP using phase-type distributions,
as discussed by Younes [4]. The resulting continuous-time MDP can be solved exactly, for example by using value iteration, or
via a discrete-time solver after a uniformization step. T-DTP then uses Algebraic Decision Diagrams to compactly represent the
transition matrix of a Markov process, similar to the approach proposed by Hoey et al. [12]. For our UAV deliberation scheduling
domain, T-DTP uses expected ﬁnite-horizon total reward as the measure to maximize. Once the complete policy is constructed,
T-DTP provides a simulation facility for executing policies given speciﬁc, randomly-generated environmental trajectories.
4.1. The fundamental conﬂict
We represent differing degrees of danger per phase by varying the average delay before certain threats (delayed events)
are likely to occur. The probability of surviving a given phase is a function of both the threats that occur (trigger) in that
phase and the quality of the base plan that is actually in place when that phase is executed. In the same way that plan
improvement actions must complete in time to be of use, threats must trigger while their preconditions are still met to actu-
ally pose a threat to the agent. By successfully completing plan improvement actions, new current or future phase plans in-
crease the probability of delaying threats or handling them successfully should they occur.
4.2. Uncertain event durations
Phase durations and threat delays are represented as delayed events. The former represent the unknown amount of time
it will take for the UAV to navigate threats and arrive at the next waypoint; the latter model threats to the agent’s survival
that can also trigger asynchronously according to a probability distribution. Phase transitions must happen in a predeﬁned
order: the agent will move on to phase 2 when phase 1 has been completed; however, this is not the case with threats. Much
of the rationale for using T-DTP is that events – especially harmful events like threats leading to failure – do not invalidate
other harmful events. Therefore, the deliberation mechanism must be able to model a domain in which certain threats
can occur at any time, in any order, and can remain enabled in combination. Planning to handle these combinations ofs restriction makes specifying action preconditions and effects cumbersome, and could be fairly easily ﬁxed by adding a bounded integer type to PPDDL+.
Fig. 1. Partial PPDDL+ UAV domain description.
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deliberation scheduling in the ﬁrst place: the asynchrony of the events and actions can have a dramatic effect on the opti-
mality of the plan, and the amount of reward attainable.
4.3. Uncertain action durations
Improvement actions are also delayed. When the deliberation planner begins an improvement action, the base-level plan-
ner will return an ‘‘answer” (either an improved plan, or failure) at some future uncertain time. For example, in Fig. 1, this
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some information on the performance of the base-level planner, we cannot predict – based only on the planner inputs – the
actual duration of the planning activity. Modeling this uncertainty properly allows the metaplanner to trade off uncertainties
involving base-level costs, rewards, delays, and action effects.
A second type of delayed action is a domain action. In this domain, there is only one such non-deliberation action: take-
recon-picture. This action is fundamentally different from the other actions because it is a physical action in the world
(not a command to commence deliberation on a speciﬁc planning problem), it has a very short duration, and it constitutes
the primary goal of the plan, thus earning the most reward.5. Policies
A policy is a function from states to actions. In this context, a policy is generated ofﬂine by the deliberation scheduler, and
dictates the deliberation actions the base planner will perform given any speciﬁc context during the execution of base plans.
Before execution of even the ﬁrst base plan, a rudimentary subsistence plan is in place for each base plan so that, in the event
that the plan is not improved, actions (however sub-optimal) will be taken as execution proceeds.
For the experiments reported on here, the base-level agent starts out alive in phase 0 with various survival probabilities
pre-established by existing plans for each mission phase. The agent then begins execution of the plan for phase 0 immedi-
ately, and, from that point on, can choose any improvement actions applicable to phases 1 through 3, a domain action (like
taking the reconnaissance photo), or a no-op to remain idle. The agent is allowed to attempt to improve the plan for any
phase, including the current phase, since a new plan could add utility to the rest of the phase if it is constructed in time
to be ‘‘swapped in” for the remainder of the phase. (An example of this is shown in line 3 of the partial policy of Fig. 2, in
which the chosen action improves phase 2 while currently executing phase 2.) The mission is over when one of two absorb-
ing states is reached: (not alive) or (home).
Fig. 2 provides the ﬁrst ten lines of a sample policy generated by T-DTP. The leftmost column shows the binary represen-
tation of a state in the UAV domain, with the middle column translating each binary string into a feature-based description.
The ﬁnal column describes the action that results in the highest expected reward assuming that the agent acts optimally in
all subsequent states. An action such as ‘‘Ph1!medium” simply means that the agent should instruct the base planner to
attempt to construct a medium-quality plan for Phase 1. Although the planner is free to pick any plan improvement method
available, it will obviously only choose actions relevant to current or future phases, and actions that would constitute an
improvement on the current plan for that phase.
Within the state description, the ﬁrst two columns show whether the agent is still alive and what phase it is, respectively.
The level of plan quality – based on the plan improvements that have been successful in the past – is shown next for each of
phases 1, 2, and 3 from left to right. The ﬁnal two state description columns describe whether the primary goal (reconnais-
sance photo taken) and secondary goal (home safely) have been achieved.
Because this example contains only the ﬁrst ten state-action pairs, only a few state features vary: the phase number,
whether the picture has been taken yet, and the phase 3 plan quality. This small set of input states thus corresponds to a
similarly small set of optimal actions. Of note is the ﬁnal (tenth) action which says that if the agent is currently executing
a medium-quality plan for phase 3, spend the remainder of the phase attempting to construct the highest quality plan forFig. 2. The ﬁrst ten lines of a policy mapping each reachable state to an optimal action. This particular policy maps a total of 314 generalized reachable
states (of a theoretically possible 211 ¼ 2048). Question marks in the state description indicate ‘‘don’t care” predicate values.
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based on the expected payoff of a given amount of deliberation based on factors including the difference in quality of plans,
the expected amount of time needed to construct such plans, and the ongoing execution that is constantly eroding the value
of certain types of deliberation.6. Simulations
Given a domain description of actions, events, initial state, and absorbing states, the meta-planner computes a policy
ofﬂine and in advance. Each policy includes what action to take in every possible state. These actions can include both plan
improvement actions (e.g., Ph1! medium) and base actions (e.g., take-recon-picture). In this section we will describe
the results of simulating the base-level planner following its precomputed policy as events occur according to their prob-
ability distributions. In each simulation, random values are chosen according to the stated probability distributions to
determine particular delays of actions and events for a single simulation run. There are three possible results of a given
simulation from the perspective of an agent’s overall reward. We now brieﬂy discuss each result with an accompanying
example.
6.1. Best case
In the best case, the agent survives the threats encountered and returns home safely. This agent will earn two points of
reward in phase 2 for achieving the goal of taking the reconnaissance picture, and one point (after phase 3) for a safe return,
for a maximum total reward of three points. One such case is shown in Fig. 3. Each line shows the effect of an event or action
on the previous state. Note that this simulation output does not show when events or actions begin; rather, the simulation
provides a line of output only when some event or action’s clock has run down to zero and then realizes its effect(s). The
main effects are shown in bold. The agent in this particular case is fortunate to make four improvements to early-phase plans
before even making the transition to phase 1. It is then also fortunate to spend relatively little time in phases 1 and 2 before
achieving its main goal at time 118.969. Finally, the agent is able to survive phase 3 without incident despite executing only
a low quality plan for that phase. The resulting reward is slightly less than 3.0 due to a very small discount factor that is
applied per time unit since there is theoretically no bound on overall mission length.
6.2. Medium case
A partial success occurs when the agent survives long enough to take the reconnaissance photo (which can presumably be
transmitted electronically back to the base), but does not successfully return home, earning two points of reward. Such an
example is shown in Fig. 4. The agent is successful at improving the phase 1 plan to high, and achieves the main goal very
quickly after entering phase 2 (which is common, as it is a short action delay), but is defeated by a threat that overcomes the
low quality plan in place for phase 2. The resulting reward is consequently just shy of 2.0.Fig. 3. A simulation in which the agent receives (approximately) the maximum three units of reward. The primary goal and secondary goals are achieved,
and the mission is completed successfully.
Fig. 4. A simulation in which the agent receives approximately two units of reward. The primary goal is achieved (picture taken), but the UAV does not
achieve the secondary goal of returning home safely.
Fig. 5. A simulation in which the agent receives zero reward.
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Finally, as shown in Fig. 5, the worst case involves the agent failing to survive an early, pre-reconnaissance photo threat,
resulting in a zero reward mission. In the example shown, the agent moves into phase 1 early, improves the plan for phase 1
shortly thereafter, but is still defeated by a threat while still in phase 1. Because the threat defeated the agent prior to a state
in which the reconnaissance photo goal could be attempted, the agent receives no reward.
7. Experiments
We now discuss the aggregate results obtained by running the planner and simulator many times on selected, parame-
terized sets of decision-theoretic planning problems. The problems were selected (and their parameters varied) to maximize
the number of difﬁcult trade-offs the deliberation scheduler would be forced to make. This in turn minimized trivial trade-
offs (in which it is obvious how best to spend available deliberation time) as well as pointless trade-offs (in which all
improvement methods are equally unlikely to help).
Fig. 6 illustrates the effect of average deliberation action duration (denoted as the variable lambda in the improve-ph2-
high delayed action of Fig. 1) on average reward obtained. For each average duration, T-DTP constructs a policy for the plan-
ning problem partially described in Fig. 1. This policy is then used to dictate the agent’s behavior in 1000 simulations of the
agent interacting with its environment. In each simulation, random values are chosen according to the stated probability
distributions to determine particular delays of actions and events for a single simulation run. As discussed in Section 6
and shown on the y axis, reward for a given simulation can range from 0.0 to 3.0 units of reward.
In this experiment (Fig. 6), we contrast the average reward obtained under two different assumptions. In one case (Action
Delays Equal), all deliberation action delays obey an exponential probability distribution with the indicated action delay
mean (x value); i.e., the average delay for a deliberation action resulting in a high-quality plan is the same as the average
delay associated with producing a medium-quality plan. In the other case, action delay means obey a 1–3–5 ratio for med-
ium, high, and highest quality plans respectively. For example, an average delay of 50 indicates that a deliberation action
with a medium-value result will obey an exponential time distribution with a mean of 50. The two higher quality planning
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rewards can be obtained in the ﬁrst case because producing higher quality plans is less expensive for a given value of x.
Fig. 7 demonstrates the effect of varying the average delays for the three main sources of uncertainty: length of mission
phase, duration of agent deliberation action, and delay before a triggered threat has its harmful effect. For each average delay
(x value) between 5 and 300 (in increments of 5) a policy is constructed and followed for 1000 simulations. The actual
rewards obtained are then averaged and plotted as each source of uncertainty is varied while holding the other two constant; 1.2
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as its own actions take longer, but improves as threats take longer to unfold. Performance also improves (slightly) as phases
take longer, since this affords the meta-level planner more time to improve base plans before those base plans are executed,
but the effect is less pronounced as longer phases also give threats more time to occur.8. Related work
The term deliberation scheduling was introduced by Boddy and Dean at a time when there was a signiﬁcant amount of
work along similar lines [13–17]. While these researchers investigated methods for using decision theory to manage com-
putation under bounded resources, others simultaneously explored decision-theoretic techniques to manage a wider variety
of resources during execution-time; for example, computing optimal policies to trade off sensor reliabilities, sensing and
recovery costs, decision deferral costs, and the cost of human intervention [18,19].
Boddy and Dean [14] classify deliberation scheduling as being either discrete or anytime. In the discrete case, the agent
must choose only what procedures to run, since the procedures are assumed to be uninterruptible and their runtimes ﬁxed.
In the anytime case, procedures are assumed to be continuously-interruptible (anytime), and the agent must choose not only
what procedure to run but also when and for how long.
Another variation based on anytime algorithms is reported in [20]. Their planner, APPSSAT, is an anytime probabilistic
contingent planner in which the uncertainty is not in event and action delay times, but in partial observability of domain
features. APPSSAT converts the planning problem into a stochastic satisﬁability problem by considering the most probable
situations – in this case, assignments of probabilistic values to state variables. After a base plan is found for this ‘‘most likely
scenario”, APPSAT uses its anytime capabilities to use remaining available time to consider less likely scenarios.
Our current work constitutes a third classiﬁcation: it is like the discrete case in that the plan improvement procedures are
assumed to be uninterruptible, but their runtimes are neither ﬁxed nor discrete but rather unknown, probabilistically-deter-
mined, and continuous. On the other hand, like the discrete case, deciding when to run a procedure is relevant, but our base-
level planner (like many) is not well-suited to treatment as an anytime algorithm because it does not result in continuous,
smooth improvement in plans over time. Instead, it behaves like a batch operation by accepting a particular problem con-
ﬁguration and returning either a successful plan or failure after some unpredictable amount of time.
Our work also shares similarities with the rational metareasoning approach proposed by Russell and Wefald (R & W) [17]
that involves units of computation rather than anytime algorithms. It is also similar in the sense that choosing a particular
deliberation action implies an opportunity cost since other possible deliberation (plan improvement) is necessarily deferred
or eventually ignored. The GSMDP approach, however, differs from R & W’s approach in several important respects. First, we
are not trading off domain actions with deliberation actions. R & W assume that taking a deliberation action will cause the
agent to postpone taking its next domain action for at least the duration of the computational step. This is not an issue with
our approach as the execution of current phase plans occurs concurrently but independently of base-level planning; thus,
deliberation scheduling primarily involves trade-offs between alternative planning activities, not between planning and ac-
tion.4 This distinction has its roots in our work on planning for hard real-time environments [21]. A second way our approach
differs from R & W’s is that we are not concerned with information-gathering actions. This notion of the value of information
(rather than the value of planning) is, however, closely related to the issues explored by this author in earlier work [18,19].
The work that most directly precedes the approach and domain discussed here is due to Goldman et al. [22,1,23,2]. As
mentioned earlier, this previous work involved a discrete-time MDP for doing deliberation scheduling for the UAV domain.
Our GSMDP approach constitutes an improvement by representing continuous-time (which avoids problems of artiﬁcial, dis-
crete, ﬁxed-sized quanta), handling true asynchrony (to support multiple simultaneous event clocks), and modeling uncer-
tain (rather than ﬁxed) durations of actions and events. A more detailed comparison to this earlier approach is provided in
Section 1.2.9. Future work
An important question concerning this approach is the extent to which it will scale up to more complex domains. For
example, what kind of time and memory resources are required for the ofﬂine meta-planning component as we add more
mission phases, threats, goals, and base domain features? A systematic set of experiments to obtain this performance data is
the focus of our current efforts; however, there are several reasons to believe that these methods will scale up satisfactorily.
The most obvious reason is that policies are – by design – generated ofﬂine, which makes considerably longer runtimes
acceptable and useful in real applications. During execution-time, action selection becomes a simple matter of consulting
the policy – a constant-time operation. Secondly, it is often the case that a policy can be generated once, and used many
times, which amortizes the cost of policy generation over many uses. Third, Younes describes several techniques T-DTP uses
to enhance scalability, including Algebraic Decision Diagrams to compactly represent the transition matrix of a Markov4 Note that the take-recon-photo action in the UAV domain appears to be an exception; however, such actions are modeled to take almost no time, and exist
in the meta-planner’s PPDDL+ domain description only to inform the meta-planner as to which contexts will earn reward.
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shown empirically to signiﬁcantly reduce runtimes.
A second related question concerns how to determine the parameters to sufﬁciently model non-exponential time distri-
butions (e.g., uniform, Weibull, etc.) for a given planning domain while staying within meta-level planning resource limita-
tions. Recall that T-DTP ﬁrst approximates each non-exponential delay distribution with a phase-type distribution. In this way,
T-DTP replaces each non-Markovian event in the GSMDP with one or more Markovian events to obtain a continuous-time MDP
that approximates the original GSMDP. There currently exist twomutually-exclusive ways to control this approximation in T-
DTP: set the number of internal phases T-DTP should use in its phase-type distribution to model a single non-exponential dis-
tribution, or set the number ofmoments of the non-exponential time distribution function to compute to better approximate
it [4]. In either case, by increasing the number of internal phases used, we may increase the accuracy of the approximation,
but will also increase the state space, and consequently the time required for meta-level planning.
10. Conclusion
We describe a new approach to solving deliberation scheduling problems. In particular we apply recent results in the area
of Generalized Semi-Markov Decision Processes to generate an ofﬂine policy which dictates how a planning agent should
best expend units of deliberation time online (i.e., while simultaneously executing other portions of the plan). We demon-
strate that this approach signiﬁcantly increases the set of problems that can be expressed faithfully as – and thus can enjoy
the beneﬁts of – meta-reasoning problems.
We also show that deliberation scheduling problems in particular are naturally suited to proﬁt from this increased
expressibility. The duration and probability of success of deliberation actions is highly unpredictable. Given a planning prob-
lem to solve, how long will the planner take to solve it, and is there even a valid plan for it to ﬁnd eventually? In addition, the
deliberation mechanism must be able to model a domain in which certain threats can occur at any time, in any order, and
can remain enabled in combination. With our approach, asynchronous deliberation actions and events can be modeled with
probabilistic delays which are not restricted to exponentially distributed delays. Accurately modeling this uncertainty allows
the deliberation scheduler to trade off uncertainties involving base-level costs, rewards, delays, and action effects, but with-
out many of the restrictions of other planners that routinely make the Markov assumption (which does not hold in general
for problems involving continuous quantities such as time), and continuous probability distributions governing action and
event durations. Actions by competitive agents (e.g., threats) can similarly be modeled as asynchronous events in the same
less-restricted way [24]. Other beneﬁts of this more expressive framework include accurately modeling time as continuous
(avoiding biases due to the arbitrary granule size chosen to discretize time), and ensuring that fundamentally asynchronous
events are modeled as such.
Finally, we derive empirical data by running a GSMDP-based, decision-theoretic planner (T-DTP) on planning problems in
the domain of Unmanned Aerial Vehicle (UAV) control. While T-DTP is not guaranteed to result in an optimal policy, it gen-
erates a policy that is better – often signiﬁcantly – than the one obtained by simply ignoring history dependence [9]. Fur-
thermore, the policies generated are used to make efﬁcient use of deliberation time available during runtime, implying a
clear improvement over planners that only plan ofﬂine, or those that plan online using less expressive formalisms. We dem-
onstrate this improvement by providing aggregated data to show how variations in parameter values that cannot be ade-
quately expressed in these other planners – such as average event or deliberation action durations – directly affects the
average amount of reward gained over many randomly-generated simulations.
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