Abstract. It is known that the Poincaré inequality is equivalent to the quadratic transportation-variance inequality (namely W 2 2 (f µ, µ) C V Varµ(f )), see Jourdain [10] and most recently Ledoux [12]. We give an alternative proof to this fact. In particular, we achieve a smaller C V than before, which equals the double of Poincaré constant. Applying the same argument leads to more characterizations of the Poincaré inequality.
Introduction
The aim of this paper is to investigate links between the Poincaré inequality (PI for short) and various comparisons of quadratic Wasserstein distance to variance. Many conclusions might be extended to abstract settings of metric measure spaces, nevertheless for simplicity, our basic framework is specified as follows. Let E be a connected complete Riemannian manifold of finite dimension, d the geodesic distance, dx the volume measure, P(E) the collection of all probability measures on E, µ(dx) = e −V (x) dx ∈ P(E) with V ∈ C 1 (E), L = ∆−∇V ·∇ the µ-symmetric diffusion operator with domain D(L), Γ(f, g) = ∇f ·∇g the carré du champ operator with domain D(Γ). Define the L p Wasserstein (transportation) distance between ν, µ ∈ P(E) for any p 1 by
where C(ν, µ) denotes the set of any coupling π on E × E with marginals ν and µ respectively. Throughout this paper we focus on quadratic Wasserstein distance, so it is convenient to assume µ has a finite moment of order 2. The reader is referred to several constant references as Bakry-Gentil-Ledoux [2] and Villani [16, 17] for detailed presentations. Our motivation partially arises from the problem of how to characterize the exponential decay of quadratic Wasserstein distance along heat flow. It is known that the exponential decay of heat semigroup P t = exp(tL) in L 2 -norm is equivalent to PI which reads for any f ∈ D(Γ) ∩ L 2 (µ)
(simply denote by µ(h) = hdµ the expectation and by Var µ (f ) = µ(f 2 ) − (µ(f )) 2 the variance), and the exponential decay of P t in relative entropy is equivalent to the logarithmic Sobolev inequality (LSI for short) for any positive f with √ f ∈ D(Γ)
dµ the Fisher information). Somehow, we think it is tough to give a proper answer to the same question for Wasserstein distance, namely to find a likely functional inequality corresponding to W 2 2 (P * t ν, µ) e −κt W 2 2 (ν, µ) (or up to a multiple) for some κ > 0. When we turn to some weak replacements, one natural candidate is to compare W 2 with variance, which can be quickly derived from the control inequality of weighted total variation (see [16, Proposition 7.10] ) and Hölder inequality that for ν = f µ ∈ P(E)
At least, it follows the integrability of W 2 2 (P * t ν, µ) for t ∈ [0, ∞) provided that PI holds true, which is helpful to the semigroup analysis more or less.
If µ fulfills the Talagrand's inequality (W 2 H for short), namely the control of relative entropy on W 2 (ν, µ) as
it follows from the preliminary inequality
In particular, for p = 2 it covers W 2 2 (ν, µ) C Var µ (f ), and for p = 1 it gives W 2 2 (ν, µ) 2C T Var µ (f ), (1.1) which suggests an improved decay rate of W 2 along heat flow. Since W 2 H implies PI with C P C T (see [2] for example), it is natural to ask what about the relation between PI and a transportation-variance inequality like (1.1). Indeed, Jourdain [10] proved their equivalence in dimension one. Ding [6] claimed a general inequality between W 2 and the so called Rényi-Tsallis divergence of order α, which equals the variance for α = 2 (somehow, we don't know how to check Remark 3.3 therein for small variance, maybe we misunderstand something). Then Ledoux [12] provided a very streamlined proof to show a general result that PI is equivalent to the quadratic transportation-variance inequality (W 2 V for short)
We give an alternative proof to this fact and achieve a smaller constant as C V = 2C P . On the contrary, various perturbation techniques ensure C P C V if assume W 2 V (see also [12] ). ( 
, which is called the quadratic transportation-information inequality (W 2 I for short), see [9] . It is already known that W 2 I is strictly stronger than PI and even than W 2 H. Actually what we present first is a new inequality between the Wasserstein distance and its "centralization", which may be viewed as a special counterpart of the Rothaus' lemma for relative entropy (see [2, Lemma 5.1.4]), namely for any a ∈ R
Precisely we have
. If the Poincaré inequality holds, then there exists two constants C 1 and C 2 such that
Remark 1.4. Our method implies that C 1 can approach 1 but should be strictly greater than 1. Moreover, f c can be extended to
for any θ ∈ (0, 2c) associated with two constants C 1 (θ) and C 2 (θ) depending on θ.
As consequence, when E has a finite diameter, it follows by the definition of W 2
which can't be concluded by Theorem 1.1 we think. It quickly derives W 2 I through PI again. Moreover, a LSI holds by using the HWI inequality in [15, 16, 2] provided that the Bakry-Émery curvature has a lower bound (there is a lot of literature concerning LSI, for example see [18, Theorem 1.4 ] about its constant estimate on compact manifolds by means of semigroup analysis). When E is unbounded, we have at least by using [16, Proposition 7.10] again for some
If there exists δ > 0 such that µ exp(δd 2 (x 0 , ·)) < ∞ (the Gaussian integrability is equivalent to W 1 H, the so-called L 1 transportation-entropy inequality, see [7] ),
By the way, if the Bakry-Émery curvature is nonnegative (or its lower bound −K is negative with K < 1 2 δ), we have by using the HWI inequality and the CuchySchwarz inequality that for any ε > 0
which implies W 2 I and LSI finally by using Theorem 1.3 (actually, this is a known fact by [19, Theorem 1.1]). Another byproduct of Theorem 1.3 is to derive W 2 I directly from the Lyapunov condition. Recall [13] , here the so-called Lyapunov condition means there exists such a function W > 0 satisfying that W −1 is locally bounded and for some c > 0, b 0 and x 0 ∈ E holds in the sense of distribution
Partial proof in [13] applied the Bobkov-Götze's characterization of W 2 H, namely there is a constant C > 0 such that µ (exp(Q C h)) exp (µ(h)) for all h ∈ L ∞ (µ) (Q C denotes the infimum-convolution operator and Q C h solves the Hamilton-Jacobi equation [2, 3] for example). Nevertheless, facing the stability problem for W 2 H under bounded perturbation, one needs various additional curvature conditions so far, see [8, 14] . When we turn to the same problem for W 2 I, it would be more robust if we can find a direct method to derive W 2 I from (1.2) with no appearance of W 2 H. Actually, Theorem 1.3 takes on such a role.
The paper is organized as follows. In next Section 2, we compute the derivative formula of quadratic Wasserstein distance along heat flow. Then we complete the proof of equivalence between PI and W 2 V in Section 3. Section 4 is devoted to the comparison inequality about centralization of quadratic Wasserstein distance, and Section 5 provides a direct proof of W 2 I under the Lyapunov condition.
Derivative of heat flow under quadratic Wasserstein distance
In this section, we compute the derivative formula of W 2 (ν t , µ) for dνt dµ = P t f . Recall that, in our notation, Otto-Villani [15, Lemma 2] was actually concerned to the upper right-hand derivative of W 2 (ν, ν t ) and found a bound as
They also declared the identity lim s→0+ W 2 (ν t , ν t+s )/s = I µ (ν t |µ) in their remark, which was revisited by [11, Theorem 3.1] most recently. The difference between W 2 (ν t , µ) and W 2 (ν, , ν t ) is that the former might be integrable for t ∈ [0, +∞).
Denote Φ = {φ ∈ L 1 (µ) : µ(φ) = 0}. According to Villani [16, Exercise 2.36], there exists h t ∈ Φ such that its infimum-convolution satisfies
This is useful to the next lemma.
Lemma 2.1. Assume f is positive, smoothing, and Lf is bounded. Let
Proof. Denote
It follows from the triangle inequality |W 2 (ν t+s , µ) − W 2 (ν t , µ)| W 2 (ν t+s , ν t ) and (2.1) that
On the other hand, we have
Similarly, it follows
Combining the above estimates yields that
is of bounded variation, namely for any 0 < t 0 < t 1
Hence W 2 2 (ν t , µ) is locally Lipschitz and has a derivative for almost all t > 0 as
The proof is completed.
As consequence, we have
This fact can also be proved in a direct way. Using integration by parts and the Hölder inequality yields
Since Q s h t solves the Hamilton-Jacobi equation
which implies (2.4) again.
Proof of Theorem 1
Proof. It consists of two parts. Part 1. First of all, using the Jensen inequality yields for any h ∈ L 2 (µ) with h 0 and µ(h) > 0 that
When µ(h) = 1, we have Ent µ (h) Var µ (h). Assume PI holds with a constant C P . It is well known that Var µ (P t f ) decays exponentially fast, Var µ (P t f ) exp{−2t/C P }Var µ (f ), which implies Ent µ (P t f ) → 0 for t → ∞. By the same argument in the second part of [15, Lemma 3] we have W 2 (ν t , µ) → 0 too. More precisely, W 2 (ν t , µ) decays exponentially fast due to that for any continuous function ξ with |ξ(x)| C(d 2 (x 0 , x) + 1),
where the integrability of d 4 (x 0 , ·) comes from PI as well. For simplicity, assume f is positive, smoothing, and Lf is bounded. Using Lemma 2.1, (2.4) and Hölder inequality yields for any t > 0
2 (ν s , µ)ds (it is finite since W 2 (ν t , µ) decays exponentially fast), the above estimate can be written to
and then
Recall (3.2), we have for t = 0
Substituting the above estimate back to (3.1) for t = 0 gives us
This result can be extended to f ∈ L 2 (µ) by appoximation. Inversely, assume (3.3) with a constant C. Various perturbation techniques give PI with a constant √ 2 2 C, see [12, 17] and the references therein. For completeness, we write down a sketch.
Let h be smoothing and bounded with µ(h) = 0. Let f t = 1 + λth for t ≈ 0 and some parameter λ > 0. It follows from (3.3) that
Substituting the Taylor's expansion Q 1 (th) = tQ t h = ht − 1 2 |∇h| 2 t 2 + o(t 2 ) at t = 0 into the above inequality yields
which implies PI by taking λ = √ 2C −1 . We obtain the equivalence between PI and (3.3) now.
Part 2. When we check the proof, it is flexible to bound relative entropy by other functionals, which should lead to new types of transportation-variance inequalities. Indeed, for any h ∈ L 2 (µ) with h 0 and µ(h) = 1 and for any p 1 holds
If PI holds, it follows similarly for any p 1
which covers the second inequality in Theorem 1.1 and also gives the third one
Using PI again yields
which gives the fourth inequality in Theorem 1.1. It follows the fifth inequality by taking p = 1 that
Inversely, still following the routine of perturbation technique, (3.5) implies PI. Actually, recall the first part, we have a similar result as (3.4) that
which implies PI with a constant √ 2C P by taking λ = (
If one concerns the quantity
, it also decays exponentially fast provided that PI holds. Firstly we have for any g 2 µ ∈ P(E) (denote m = µ(g) and σ 2 t = µ (P t g − m)
2 )
Then it follows from PI that
t with the parameter λ, we have
which implies by taking λ = 3 that
and then Λ t exp −3C
Hence using Theorem 1.1 yields for g = √ f that
where the total rate is no more than e −2C −1 P t .
Centralization of quadratic Wasserstein distance
Recall the notation c = µ( √ f ) and σ 2 = Var µ ( √ f ), now we prove Theorem 1.3.
Proof.
For any h ∈ L ∞ (µ) with µ(h) = 0, let m t = µ(Q t h), we have
, then integrate both sides to get
For convenience, denote the right-hand three terms by I 1 , I 2 , I 3 respectively. Using the Cauchy-Schwarz, Hölder and Poincaré inequalities yields for any λ > 0 Now we want to drop the first integral on the right side of above inequality. For instance, take a = m t φψdt 0 since the monotonicity of Q t in t gives m t = µ(Q t h) µ(h) = 0. Finally, combining all above estimates yields
Now there appears another way. For unbounded manifolds, (5.1) implies there exists some r > 0 such that d 2 (x 0 , ·)h 2 dµ C 5 |∇h| 2 dµ + C 6 d(x0,·) r h 2 dµ, which leads to PI by [1] . Then using Theorem 1.3 and (5.1) and PI yields
where we use the fact that for any x and any bounded h with µ(h) = 0 holds
Hence we reach W 2 I.
