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The excitation of vibrational modes in molecules affects the outcome of chemical reactions, for
example by providing molecules with sufficient energy to overcome activation barriers. In this
work, we introduce a quantum algorithm for simulating molecular vibrational excitations during
vibronic transitions. We discuss how a special-purpose quantum computer can be programmed
with molecular data to optimize a vibronic process such that desired modes get excited during the
transition. We investigate the effect of such excitations on selective bond dissociation in pyrrole and
butane during photochemical and mechanochemical vibronic transitions. The results are discussed
with respect to experimental observations and classical molecular simulations. We also introduce
quantum-inspired classical algorithms for simulating molecular vibrational excitations in special
cases where only a limited number of modes are of interest. The results presented here demonstrate
the potential of quantum computing to design controlled chemical reactions through the optimization
of vibrational excitations.
I. INTRODUCTION
The stability and reactivity of molecules can be in-
fluenced by the way they vibrate. Thermal and light-
induced vibrational excitations can provide molecules
with enough kinetic energy to overcome activation barri-
ers along specific reaction coordinates. Molecular vibra-
tions explain the mechanism of important natural phe-
nomena such as enzyme-catalyzed hydrogen transfer in
biological systems [1]. They also affect the stability of at-
mospheric compounds that are subject to sunlight-driven
vibrational excitation [2] and provide a means to control
the outcome of chemical reactions by selectively exciting
vibrational modes that contribute to a desired reaction
coordinate [3–6]. This is important in chemical reactions
that are triggered by an abrupt change in the electronic
state of a molecule. In such vibronic transitions, the
change in the electronic state is usually accompanied by
vibrational excitations that can initiate chemical reac-
tions at the new electronic state [7]. The ability to engi-
neer the vibrational state of a molecule during a vibronic
transition can in principle be used to selectively break
or form chemical bonds and to control the outcome of
chemical reactions [7–9].
A vibronic transition can be mediated by the absorp-
tion of light that excites molecules to higher-energy elec-
tronic states. The energy provided by the absorbed pho-
tons partially transfers into vibrations that can help to
overcome reaction barriers of predissociative electronic
states [7]. A similar mechanism has also been reported
for the reactions of molecules on metal surfaces where
vibrational excitations are induced by electron transfer
from a scanning tunnelling microscopy tip to the ad-
sorbed molecule [10]. This charge-transfer process cor-
responds to a vibronic transition between two different
charge states of the molecule. The vibrational excita-
tions initiated by such transitions help to break covalent
bonds in the molecule [11–15] and they affect the adsorp-
tion of the molecule at the surface [16, 17]. Vibrational
excitation in the sudden-force regime of a mechanochem-
ical processes, which can also be considered as a vibronic
transition to a force-modified potential energy surface,
has been shown to provide excess energy that helps with
crossing barriers along a mechanochemical reaction [18].
Analyses based on such vibrational excitations have been
used to explain the mechanism of chemical reactions in
different mechanochemical settings [18].
In all of the processes mentioned, the change in the
molecular electronic state is accompanied by vibrational
excitations that have important effects on the reactiv-
ity of a molecule. However, predicting the probabili-
ties of excitation to all vibrational levels is challenging
for transitions that involve simultaneous changes in the
vibrational and electronic states of molecules [19]. Fur-
thermore, the time-dependent redistribution of the vibra-
tional energy between the localized modes of a molecule
that undergoes a vibronic transition also affects the sta-
bility of specific bonds [20]. Simulation of such vibra-
tional quantum dynamics can also be challenging for con-
ventional quantum chemistry methods.
Gaussian Boson Sampling (GBS) [21] is a platform for
photonic quantum computation that has a variety of use
cases [22–27], including the simulation of vibronic spectra
of molecules [28–30]. When a GBS device is programmed
with the appropriate molecular parameters, the distribu-
tion of photons in the optical modes of the device can be
used to obtain the distribution of vibrational quanta in
the molecule during a vibronic transition. This informa-
tion can also be obtained from classical algorithms, but
their computational complexity increases rapidly with
molecular size, rendering such classical methods ineffi-
cient for large molecules [19]. This makes GBS a candi-
date for efficient simulation of vibrational excitation and
vibrational quantum dynamics of molecules undergoing
vibronic transitions. Simulation of such excitations al-
lows optimizing a vibronic process such that specific tar-
get modes become populated. The ability to control the
final vibrational states during a vibronic process helps,
essentially, to design chemical reactions by selectively ac-
tivating modes that become reaction coordinates in a de-
sired reaction channel.
In this work, we introduce a quantum algorithm based
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2on GBS for simulating the excitation of vibrational
modes during vibronic transitions. We also introduce
quantum-inspired classical algorithms that can be em-
ployed in special cases where excitations in only a few
modes are important. We use these algorithms to ex-
plore the impact of selective excitations on the disso-
ciation of covalent bonds in pyrrole and butane during
vibronic transitions. In the case of pyrrole, the transi-
tion is initiated by photoexcitation; for butane, it occurs
due to a sudden-force mechanochemical excitation. We
furthermore discuss the results of the algorithms with re-
spect to the corresponding experimental observations and
classical simulations. Finally, we outline procedures for
selective excitation of vibrational modes by optimizing
external factors that mediate a vibronic process or affect
the vibrational quanta distribution during such transi-
tions.
In Sec. II, we discuss the theory of vibronic transitions
and Gaussian Boson Sampling. We then describe the
quantum algorithm in detail and explain how quantum-
inspired classical algorithms can be used when only a
small number of modes are of interest. In Sec. III, we ex-
plore applications of the algorithm in the photoexcitation
of pyrrole and in force-induced vibrational excitations of
butane. Finally, we summarize and discuss the main re-
sults of the article in Sec. IV.
II. THEORY AND ALGORITHMS
A. Vibronic transitions
A vibronic transition involves simultaneous changes in
the electronic and vibrational states of a molecule. The
Franck-Condon (FC) approximation [31, 32] states that
the probability of a vibronic transition is determined by
FC factors, which are proportional to the square of the
overlap between the vibrational wave functions of the ini-
tial and final states. The FC factors can be also written
in terms of the Doktorov operator [33] UˆDok as [28]:
F (m,n) =
∣∣∣〈m| UˆDok |n〉∣∣∣2 . (1)
Here |n〉 = |n1, n2, . . . , nM 〉 is the state denoting
the number ni of vibrational quanta in the i
th nor-
mal mode of the ground electronic state and |m〉 =
|m1,m2, . . . ,mM 〉 is the corresponding one for the ex-
cited state. The core of this formula is that the final
vibronic state of the M modes can be written in terms
of the initial state and the Doktorov operator. The FC
factor just determines the probability of observing an ex-
citation to the state |m〉. In this framework, the rela-
tion between the normal coordinates of the initial and
final states and the corresponding transformation of the
bosonic operators for the vibronic transition are con-
tained in UˆDok. The states |n〉 and |m〉 only contain
information about the number of vibrational quanta in
the initial and final states. For any given molecule, UˆDok
can be obtained from the normal modes and vibrational
frequencies of the initial and final states.
B. Gaussian Boson Sampling
Gaussian Boson Sampling (GBS) is a platform for
photonic quantum computation where a Gaussian state
is prepared and subsequently measured in the photon-
number basis. Gaussian states are defined as states
whose Wigner function is a Gaussian distribution. Simi-
larly, Gaussian transformations are those that map Gaus-
sian states to other Gaussian states. Importantly, Gaus-
sian states have the property that they can be uniquely
described in terms of a 2M × 2M covariance matrix V
and a complex vector of means α [34].
It was first shown in Ref. [28] that GBS can be used
to compute Franck-Condon profiles. The main ingredi-
ent of the algorithm is to exploit the equivalence between
photons in the optical modes of a GBS device, and vi-
brational quanta in the normal modes of a molecule. Vi-
bronic transitions can be simulated with GBS because
the Doktorov transformation is Gaussian: from a start-
ing Gaussian state, the final state after the transition will
also be Gaussian. Therefore, it can be sampled with a
GBS device. This makes it possible to encode the chem-
ical information characterizing a vibronic transition into
a GBS distribution, then sample from it to determine the
statistics of the resulting vibrational excitations.
In a GBS setting, the probability Pr(m) of observing
an output state |m〉 = |m1,m2, . . . ,mM 〉 is given by [29,
35, 36]:
Pr(m) =
exp
(− 12α′†Q−1α′)
m1!m2! · · ·mM !
lhaf(A′m)√
det(Q)
, (2)
where lhaf(·) is the loop hafnian introduced in Ref. [35].
Moreover, we define Q := V + 1 /2, α′ := (α,α∗)T and
the matrix A′ with components
A′ij :=
{
Aij if i 6= j,
γi if i = j,
(3)
where A := X (1−Q−1), X := [ 0 1
1 0 ], and γi is the i
th
entry of γ := Q−1α′. The submatrix A′m is constructed
as follows: if mi = 0, the rows and columns i and i+M
are deleted from A, and if mi > 0, the rows and columns
are repeated mi times.
The complexity of the best-known classical algorithms
for sampling from the GBS distribution of Eq. (2) scale
exponentially with the total number of photons and poly-
nomially with the number of modes [37]. For large sys-
tems, this makes classical simulation intractable and a
quantum device is needed.
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FIG. 1: Schematic representation of the Gaussian Boson Sampling (GBS) algorithm for vibrational excitations. (A) A vibronic
transition can be represented in terms of a Doktorov transformation UˆDok, which can be determined from the normal-mode
frequencies Ω,Ω′ and normal coordinates q, q′. (B) The Doktorov operator can be decomposed in terms of displacement Dˆ(β),
squeezing Sˆ(Σ), and rotation Rˆ(UL), Rˆ(UR) operations. These can be implemented in a GBS device to prepare the final state
after the transition. A time-dependent transformation U(t) can also be implemented to simulate the vibrational quantum
dynamics. The excitations are sampled by measurements in the photon-number basis.
C. Programming a GBS device with molecular
data
Programming a GBS device for a given molecule
requires determining the Doktorov operator for that
molecule and mapping its parameters to the GBS de-
vice. The Doktorov operator is decomposed in terms of
multi-mode displacement Dˆ(β), squeezing Sˆ(Σ), and gen-
eralized rotation Rˆ(UL), Rˆ(UR) operators corresponding
to quantum optical interferometers, as [29]:
UˆDok = Dˆ(β)Rˆ(UL)Sˆ(Σ)Rˆ(UR), (4)
where UL and UR are unitary matrices, Σ is a diagonal
matrix, and β is a complex vector. These parameters
are obtained from the normal modes and frequencies of
the initial and final states. The normal coordinates of
the initial and final states, q and q′, are related to each
other via the Duschinsky transformation [38]:
q′ = UDq + d, (5)
where UD is the Duschinsky matrix that determines the
overlap between the normal coordinates and d is a real
vector that describes the change in the molecular geome-
tries of the initial and final states. The Duschinsky ma-
trix is obtained from the eigenvectors of the initial and
final state Hessian matrices, Li and Lf , respectively [39]:
UD = (Lf )
TLi. (6)
The displacement vector d is related to the Cartesian
geometry vectors of the initial and final states, xi and
xf , as [39]:
d = (Lf )
Tm1/2(xi − xf ), (7)
where m is a diagonal matrix containing atomic masses.
The matrices UL, UR, and Σ are obtained from the sin-
gular value decomposition J = ULΣUR of the matrix
J := Ω′UDΩ−1. The diagonal matrices Ω and Ω′ are
respectively obtained from the ground and excited state
frequencies:
Ω = diag(
√
ω1, ...,
√
ωk), (8)
Ω′ = diag(
√
ω′1, ...,
√
ω′k). (9)
Finally, the displacement vector β is given by β =
~−1/2Ω′d/
√
2 where ~ is the reduced Planck constant.
Once UˆDok has been determined for a molecule, the
quantum algorithm can be used to obtain the excita-
tion of vibrational modes during a vibronic transition.
Furthermore, as shown in Ref. [20], a photonic quantum
device can also be configured to implement the unitary
transformation
U(t) = Rˆ(Ul)e
−iHˆt/~, (10)
to simulate the vibrational quantum dynamics of
molecules. In Eq. (10), Ul is a unitary matrix that con-
verts the molecular normal modes to a set of spatially-
localized vibrational modes, Rˆ(Ul) represents an interfer-
ometer configured with respect to Ul, Hˆ is the Hamilto-
nian corresponding to the harmonic normal modes, and
t is time.
D. Initial state preparation
A vibronic process can be optimized by preparing ini-
tial states that have a higher probability to reach a de-
sired final vibrational state. By using tunable incoming
light, a specific initial state can be resonantly excited, as
shown in the following. Importantly, the resulting state
of the vibrational mode is well described by a Gaussian
state, rendering the process amenable to the GBS algo-
rithm.
We derive the evolution operator associated with a
near-resonant interaction between light and a normal
4mode of a molecule in the harmonic approximation. We
start by writing the standard light-matter Hamiltonian
in the dipole approximation
HˆLM = µ ·E(t), (11)
where µ is the dipole moment of the molecule that we
split in terms of its electronic and nuclear parts as
µ = µe + µn = µe +
∑
i
qixi. (12)
In Eq. (12), qi is the charge of the i
th nuclei and xi is its
position. The electric field can be written as a classical
amplitude oscillating at frequency ω0,
E(t) = E0e
−iω0t +E∗0e
iω0t. (13)
We assume that the frequency of the light is far away
from any electronic resonance at this stage and thus ig-
nore any contribution due to the electronic dipole mo-
ment µe. Furthermore, in the harmonic approximation,
we can expand the position of any atom in terms of the
centre of mass and the normal coordinates
xi = ciXcm +
∑
j
dij
(
aˆ†j + aˆj
)
, (14)
where d˜ij (dij) are the expansion coefficients of the po-
sition of the ith atom in terms of the normal coordinate
qi (or its associated creation and destruction operators).
We now also assume that the centre of mass, if con-
fined, oscillates at a frequency far from ω0, so its con-
tribution can be neglected. We can now take the normal
mode expansion in the last equation and write the light-
matter Hamiltonian in the interaction picture (replacing
aˆ†j → aˆ†jeiωjt) to obtain
HILM(t) =
∑
i
qiCi ·
(
E0e
−iω0t +E∗0e
iω0t
)
, (15)
where
Ci =
∑
j
dij
(
aˆ†je
iωjt + aˆje
−iωjt
)
. (16)
The time-evolution operator associated with this Hamil-
tonian is
U(t0, t1) = T exp
(
− i
~
∫ t1
t0
dtHILM(t)
)
, (17)
where T is the time-ordering operator. As shown in the
Appendix, this operator can be expressed as
U(t0, t1) = D
(
− i
~
∑
i
qidik ·E0 {t1 − t0}
)
, (18)
where Dk(βk) = exp(βkaˆ
†
k − H.c.) is a displacement in
mode k by an amount βk = − i~
∑
i qidik · E0(t1 − t0).
FIG. 2: Algorithm for sampling from marginal distributions.
The final state |ψ〉 of the vibrational modes is Gaussian, so
it can be represented in terms of a covariance matrix V and
a vector of means α. In this example, the goal is to sample
from the marginal distribution of modes 1 and 3 of a four-
mode system. The reduced covariance matrix Vk and reduced
vector of means αk are obtained by keeping only the entries
of columns and rows numbered 1, 3, (1+4)=5, and (3+4)=7.
These can then be encoded into a two-mode GBS device to
sample from the desired marginal distribution.
When this operator is applied to a state with zero vibra-
tional quanta, the result is a coherent state in mode k,
which is a Gaussian state. In the Fock basis, a coherent
state with parameter β can be represented as:
|β〉 = D(β) |0〉 = e− |β|
2
2
∞∑
n=0
βn√
n!
|n〉 . (19)
5E. Algorithm
We now outline an algorithm for simulating molecular
vibrational excitations during a vibronic transition. The
algorithm is depicted in Fig. 1 and includes the following
steps:
1. Compute the GBS parameters UL, Σ, UR and β
from the input chemical parameters Ω, Ω′, UD and
d.
2. Use the GBS device to prepare the Gaussian state
|ψ〉 = UˆDok |ψi〉 with covariance matrix V and vec-
tor of means α, where |ψi〉 is an initial Gaussian
state.
3. Implement the transformation U(t) to simulate
the vibrational quantum dynamics in the localized
modes.
4. Measure the output state in the photon-number ba-
sis.
5. Repeat these steps sufficiently many times to ob-
tain the desired statistics about the distribution of
vibrational excitations.
In certain situations, only a few of the vibrational
modes are of interest and it suffices to sample from their
marginal distribution. Gaussian states are uniquely spec-
ified by their covariance matrix and vector of means, so
computing marginal distributions is straightforward; the
reduced states can be readily obtained from the covari-
ance matrix and vector of means.
For simplicity and without loss of generality, consider
the marginal distribution of the first k modes of an initial
state with M modes. The 2k × 2k reduced covariance
matrix Vk is obtained by selecting the (i, i + M) rows
and columns of the original covariance matrix V , for i =
1, 2, . . . , k. Similarly, the reduced vector of means αk
is constructed by keeping only the first k entries of the
original vector α. The marginal distribution of the first
k modes is then also given by Eq. (2), with the exception
that all quantities are defined with respect to Vk and αk.
This process is illustrated in Fig. 2.
When k is sufficiently small, it is possible to employ
existing classical algorithms [37] to simulate the result-
ing k-mode GBS device, thus leading to a quantum-
inspired method for simulating vibrational excitations in
molecules.
III. APPLICATIONS
In this section, we apply the GBS algorithm to simulate
and optimize the vibrational excitations in pyrrole and
butane during vibronic processes mediated by photoexci-
tation and mechanochemical excitation. In particular, we
investigate the effect of vibrational pre-excitation on the
photodissociation of the nitrogen-hydrogen (N-H) bond
of pyrrole and explain our results with respect to exper-
imental investigations [8, 9]. In the case of butane, we
explore how the change in the strengths of the external
mechanical force can excite vibrational modes that help
to dissociate selective carbon-carbon (C-C) bonds and
compare the results with those of molecular dynamics
simulations and computational analyses [18, 40]. In both
applications, we explore situations that require generat-
ing GBS samples and also investigate cases where imple-
menting the quantum-inspired algorithm is sufficient.
The electronic structure of the ground and excited
states of pyrrole were computed, respectively, using
the Coupled-Cluster method at the level of singles and
doubles excitations (CCSD) [41] and its extension to
model the excited states, the equation-of-motion CCSD
(EOM-CCSD) [41–43]. The Pople basis set 6-31+G(d)
[44] was used throughout. Single-point energy calcula-
tions with Dunning's correlation-consistent basis set aug-
mented with diffuse functions, aug-cc-pVDZ [45], were
performed to evaluate the accuracy of the smaller ba-
sis set in predicting excitation and bond dissociation
energies. The calculations for butane were performed
with density functional theory [46] using the hybrid den-
sity functional B3LYP [47–49] and aug-cc-pVDZ basis
set. All electronic structure calculations were computed
with the general atomic and molecular electronic struc-
ture system (GAMESS) [50, 51]. The sampling algorithm
is implemented by simulating GBS devices using Straw-
berry Fields [52] and The Walrus [53].
A. Photoexcitation of pyrrole
The photochemistry of pyrrole has been the subject
of several experimental and theoretical investigations
[8, 9, 54–56]. Pyrrole derivatives are building blocks
of important biological molecules, such as chlorophyll
and heme [57], and technologically-important systems in-
cluding solar cells and conducting polymers [58]. Pyr-
role is also a prototype for investigating photochemistry
and light-induced photodissociation of heteroaromatic
molecules [59].
The first excited singlet electronic state of pyrrole has
an experimental excitation energy of 5.22 eV [60]. The
excitation energy computed with EOM-CCSD/aug-cc-
pVDZ performed on the geometry optimized with EOM-
CCSD/6-31+G(d) is 5.22 eV, in perfect agreement with
the experimental value. This indicates that the excited
state geometry of pyrrole obtained using the smaller basis
set 6-31+G(d) is a good approximation for the purposes
of our simulations.
The excitation of pyrrole from the ground to the ex-
cited electronic state changes the energy of the N-H bond
significantly [54, 55, 61]. The potential energy curves for
stretching this bond are plotted in Fig. 3. The dissoci-
ation energy at the ground state geometry is 136.9 kcal
mol−1, while at the excited state the bond is dissociative
with an energy barrier of 4.2 kcal mol−1.
6FIG. 3: Potential energy curve for stretching the N-H bond of
pyrrole in the ground and excited electronic states. The calcu-
lations were performed at the level of CCSD and EOM-CCSD
for the ground and excited states, respectively. The solid
and dash lines correspond to the results obtained with the
6-31+G(d) basis set while the symbols represent the results
of single-point calculations using the larger basis set aug-cc-
pVDZ. The average deviation between the energies obtained
with the two different basis sets is 1.7 kcal mol−1.
We employ the GBS algorithm to determine the dis-
tribution of vibrational excitations of pyrrole after a vi-
bronic transition from the ground state to the electronic
excited state. The marginal distributions of the nor-
mal modes of pyrrole, which determine the probability
of vibrational excitations in a single mode, are plotted
in Fig. 4. They are obtained from the GBS samples.
The distributions in Fig. 4 demonstrate that the normal
modes with frequencies 1518.1 cm−1, 1080.5 cm−1, and
882.3 cm−1 become highly excited during the vibronic
transitions. These vibrational modes are illustrated in
Fig. 5. However, the vibrational normal mode that corre-
sponds to the stretching of the N-H bond in the final elec-
tronic state, with a vibrational frequency of 2607.7 cm−1,
is not significantly excited during the vibronic transition
(cf. Fig. 4). As a result, the energy required to overcome
the potential energy barrier for the dissociation of the
N-H bond is mainly provided by thermal excitations.
Experimental investigations show that excitation of
the N-H stretching mode at the electronic ground state,
before the initiation of the vibronic transition, enhances
its dissociation [9]. This experimental observation can
be explained by assuming that the vibrational energy in
the N-H stretching mode of the ground state is preserved
during the vibronic transition. To validate this assump-
tion, we compute marginal distributions for the vibronic
transition for the case where the N-H stretching mode of
the ground state is initially excited. The results, which
are shown in Fig. 4, demonstrate that pre-excitation of
the mode leads to significant vibrational excitation of the
corresponding N-H mode after the transition. Since the
energy barrier is lower in the excited state, this in prin-
ciple increases the rate of N-H dissociation, in agreement
with experimental observations [9].
FIG. 4: Single-mode marginal distributions of pyrrole during
a vibronic transition from ground to the first excited state
without (top) and with (bottom) pre-excitation of the ground
state N-H stretching mode. The mode with the vibrational
frequency of 2607.7 cm−1 corresponds to the stretching of
the N-H bond in the final electronic state. The number of
vibrational quanta in each mode is represented by n.
Marginal distributions are valuable when the probabil-
ity of vibrational excitations in a single mode is of inter-
est. In such cases, the quantum-inspired classical algo-
rithms introduced in Sec. II C can be implemented. How-
ever, sampling from the complete probability distribution
is more informative when preparation of co-excited vi-
brational modes in the excited electronic state is needed.
We now look at the effect of vibrational pre-excitation of
pyrrole modes, at the ground electronic state, on the ex-
  
(a) (b) (c)
(d) (e) (f)
FIG. 5: Vibrational normal modes of pyrrole with frequencies
of a) 1518.1 cm−1, b) 1080.5 cm−1 and c) 882.3 cm−1, which
become highly excited during the vibronic transition. Two
modes at the excited electronic state that include stretching of
the C-N bonds, with vibrational frequencies of d) 1215.7 cm−1
and e) 1589.7 cm−1 are excited simultaneously as a result of
the pre-excitation of the ground electronic state mode with a
frequency of f) 1462.2 cm−1.
7FIG. 6: Potential energy curve for stretching the terminal
carbon atoms of butane with the application of an external
force. In the sudden-force regime, the application of the exter-
nal force is abrupt and the molecule is vertically transferred
to a new force-modified potential energy surface. This tran-
sition to the new potential energy surface is associated with
vibrational excitation of the molecule.
citation of two modes at the excited electronic state that
include stretching of the carbon-nitrogen (C-N) bonds.
These two modes have vibrational frequencies of 1215.7
cm−1 and 1589.7 cm−1 and are illustrated in Fig. 5. The
choice of the C-N modes is motivated by the ring open-
ing reaction that involves dissociation of both C-N bonds
simultaneously. The sampling results demonstrate that
pre-excitation of the mode with the vibrational frequency
of 1462.2 cm−1, illustrated in Fig. 5, leads to the simul-
taneous excitation of the two normal modes of the ex-
cited electronic state that involve C-N stretching. Pre-
excitation of this mode, by inserting an average number
of one photon, increases the probability of simultaneous
excitation of the two C-N stretching modes from 0.2 %
to 7.1 %. Pre-excitation with a larger number of photons
further increases this probability.
B. Mechanochemistry of butane
In mechanochemistry, a force is applied to a molecule
to perform chemical reactions. The mechanism and ki-
netics of a mechanochemical process might be consider-
ably affected by the rate at which the external force is
applied [40]. In the fixed-force regime, the external force
acts gradually and the molecular geometry is allowed to
relax during each stage of the process. In the sudden-
force regime, the external force is applied instantaneously
and the molecule is transformed to the force-modified po-
tential energy surface (FM-PES) abruptly. This makes
the process of sudden-force mechanochemistry analogous
to the Franck-Condon transition in vibronic spectroscopy
[18]. The external energy applied in the sudden-force
regime can excite the molecule to higher vibrational en-
ergy levels at the FM-PES. Such excitations can provide
the molecule with additional kinetic energy to overcome
energy barriers of reaction channels on the FM-PES.
Butane has been investigated in both fixed and sudden-
force regimes as a model system for understanding the
effect of molecular dynamics on the mechanochemistry
of linear alkane chains [40]. In the case of butane, it has
been shown that the gradual application of the external
field leads to the dissociation of the outer C-C bonds,
while in the sudden-force regime, both outer and inter
C-C bonds dissociate [40]. The change in the mecha-
nism can be explained by the vibrational excitation of
the molecule due to the abrupt application of the exter-
nal force [18]. Here we simulate the vibrational excitation
of butane on different FM-PES corresponding to differ-
ent magnitudes of external force applied suddenly to the
terminal carbon atoms of the molecule.
The potential energy curve for stretching the external
carbon atoms of butane is presented in Fig. 6 and the op-
timized structures of butane at different stretching points
are shown in Fig. 7. Increasing the distance between
the terminal carbon atoms leads to a stretching of both
external and internal C-C bonds. At a distance of 5.0
A˚, which corresponds to the maximum stretching force,
the C-C bond lengths reach their maximum values. Fur-
ther increasing the distance between the terminal carbon
atoms leads to the formation of an ethylene molecule and
two methyl radicals. Similarly, when the external force
is applied gradually to the molecule and geometry relax-
ation is allowed during the stretching process, formation
of the stable ethylene molecule favours the dissociation
of the external C-C bonds.
When the external force is applied instantaneously to
the terminal carbons of butane, the molecule is vertically
transformed to a FM-PES (cf. Fig. 6) and its vibrational
modes get excited. We explore these excitations by in-
vestigating the marginal distributions of the vibrational
quanta in two localized [62] modes of butane that corre-
spond to the stretching of the inner and outer C-C bonds
after application of external forces with magnitudes up to
4.42 nN, which is about 0.75 of the critical force required
to break the outer C-C bonds. The results are presented
  
(b)
(c)
(a)
FIG. 7: Optimized structure of butane when a) no stretching
force is applied to the terminal carbon atoms, b) the stretch-
ing force reaches the critical value, and c) the external force
dissociates the molecule to ethylene and two methyl radicals.
8FIG. 8: Single-mode marginal distributions of butane during
a vibronic transition from ground to the force-modified po-
tential energy surface. The magnitude of the external force is
4.42 nN. The marginal distributions correspond to the inner
C-C bond (top) and an outer C-C bond (bottom) of butane.
The number of vibrational quanta in each mode is represented
by n.
in Fig. 8. When the magnitude of the external force is
less than 3 nN, the vibrational excitations are very small,
but the application of larger external forces lead to sig-
nificant excitations in both inner and outer C-C bonds.
More specifically, the localized mode that corresponds to
the stretching of the inner C-C bond gets significantly
excited when a force of 4.42 nN is applied (cf. Fig. 8).
This vibrational excitation helps with breaking the inner
C-C bond which has a lower dissociation barriers at the
FM-PES. This observation provides further evidence sup-
porting the role of vibrational excitations in explaining
the dissociation of the inner C-C bond in the sudden-
force regime of butane mechanochemistry [18, 40].
FIG. 9: Probability of observing different numbers of vibra-
tional quanta (n) in the localized modes of butane during a
vibronic transition from ground to the force-modified poten-
tial energy surface plotted as a function of time. The local
modes correspond to the inner (top) and an outer (bottom)
C-C bond. The magnitude of the external force is 3.88 nN.
TABLE I: Probabilities (in percentages) of simultaneously ex-
citing outer and inner C-C stretching modes of butane, com-
puted from ten thousand GBS samples obtained at different
times.
Excitationa [1,1] [1,2] [2,1] [1,3] [2,2] [1,4]
t = 0 9.1 5.8 2.8 2.6 1.7 1.0
t = 20 8.1 3.8 0.9 1.4 0.5 0.4
t = 40 3.4 2.1 0.4 1.0 0.2 0.5
t = 60 9.7 6.1 1.7 2.2 1.1 0.8
t = 80 8.1 5.4 1.6 2.0 1.0 0.6
t = 100 8.5 5.8 1.2 2.4 1.0 1.0
aThe number of vibrational quanta in the outer (n) and inner (m)
C-C stretching modes are represented as [n,m].
The distributions in Fig. 8 correspond to the instanta-
neous vibrational excitations during the transition to the
FM-PESs. However, the distribution of the vibrational
quanta in the local modes is time dependent and might
fluctuate with time [20]. We look at the probability of
the vibrational excitations in the localized modes of bu-
tane during the vibronic transition when a force of 3.88
nN is applied. For this value of the force, the vibrational
energy levels of the inner C-C bond are not significantly
populated when the vibrational dynamics is not included
(cf. Fig. 8). In Fig. 9, the excitation probabilities for
the C-C bonds are plotted with respect to time. The
probability of exciting the inner C-C bond to its first
vibrational energy level increases by about two times af-
ter only 25 fs. Analogous fluctuations are also observed
for excitation to the higher energy levels as illustrated in
Fig. 9.
We now look at the co-excitation of the C-C stretch-
ing local modes of butane by generating GBS samples for
the transition mediated by the external forces of 4.42 nN.
In Table I, the probability of vibrational co-excitation
in the local modes of butane that correspond to the in-
ner and outer C-C stretching are presented for different
times. These data indicate that the co-excitation proba-
bility of these two modes is not significant, specially for
higher excitation levels (e.g., up to only 1.7% for dou-
ble excitation in both modes). This is also in agreement
with the observation that the simultaneous dissociation
of both inner and outer C-C bond is not probable [18, 40].
The sampling was performed for a reduced state of bu-
tane containing ten vibrational modes that were selected
based on their contribution to the inner and outer C-C
stretching local modes due to computational expenses of
including all modes in the sampling.
IV. CONCLUSIONS
Recent advances in the development of quantum com-
puters have opened the possibility to perform quantum
9simulation of materials on quantum devices. This cre-
ates a demand for developing quantum algorithms that
can leverage the capabilities of near-term quantum com-
puters for simulating molecular systems. In this work, we
have demonstrated the ability of Gaussian Boson Sam-
pling, which is a model for photonic quantum comput-
ing, to predict the vibrational excitation of molecules in
vibronic processes. The ability to simulate molecular ex-
citations potentially opens a way to control the outcome
of chemical reactions that occur as a result of vibronic
transitions. Furthermore, predicting such excitations is
important for understanding the impact of molecular vi-
brations on the outcome of chemical reactions.
We introduced and implemented an algorithm to sim-
ulate the vibrational excitation of pyrrole during a vi-
bronic transition and also investigated the possibility of
optimizing the number of vibrational quanta in specific
vibrational modes by pre-exciting the vibrational modes
of the ground electronic state. This application is mo-
tivated by experimental observations that demonstrated
an enhancement in the dissociation of the N-H bond of
pyrrole as a result of pre-excitation of the vibrational
modes at the ground electronic state. Furthermore, we
studied the excitation of vibrational modes in butane af-
ter application of mechanical forces. Such vibrational
excitations can change the mechanism of bond dissocia-
tion in butane. Our results for these two model systems
demonstrate that the vibrational excitations predicted
by Gaussian Boson Sampling can help to explain experi-
mental results and the predictions of molecular dynamics
simulations.
Alongside the quantum algorithm, we introduced
quantum-inspired classical methods that can be imple-
mented in cases where only a small number of modes
are of interest. The computational time required to per-
form sampling with these algorithms increases with the
number of modes and using a Gaussian Boson Sampling
device becomes necessary for large molecules and in cases
where large numbers of modes need to be simulated.
We expect our results to motivate further investiga-
tions on the impact of controlled vibrational excitations
in applications beyond light-induced vibronic transitions.
An example of such applications is the change in the re-
activity and electronic property of molecules in single-
molecule junctions.
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Appendix: Initial state preparation
We derive Eq. (24) in the main text. Recall the ex-
pression for the time-evolution operator
U(t0, t1) = T exp
(
− i
~
∫ t1
t0
dtHILM(t)
)
. (20)
The light Hamiltonian does not commute with itself at
different times, yet the only effect of time ordering is to
add an overall global phase to the expression obtained
by removing T in the last expression (cf. Sec. 2.1.3
of Ref. [63]). We can now integrate the Hamiltonian to
obtain
∫ t1
t0
dtHILM(t) =
∫ t1
t0
dt
∑
i
qiCi ·
(
E0e
−iω0t +E∗0e
iω0t
)
(21)
=
∑
i
qi
∑
j
(
dij ·E0aˆ†j
(
ei(ωj−ω0)t1 − ei(ωj−ω0)t0
i(ωj − ω0) +
ei(ωj+ω0)t1 − ei(ωj+ω0)t0
i(ωj + ω0)
)
+ H.c.
)
. (22)
Now assume that one of the normal modes, j = k is
nearly resonant with the radiation ωj ≈ ω0, which implies
that this term will dominate over any other term in the
last equation. Noticing the following limit,
lim
ωk→ω0
ei(ωk−ω0)t1 − ei(ωk−ω0)t0
i(ωk − ω0) = t1 − t0, (23)
we can write at resonance with mode k,
U(t0, t1) = exp
(
− i
~
∑
i
qidik ·E0aˆ†k(t1 − t0)−H.c.
)
(24)
= D
(
− i
~
∑
i
qidik ·E0 {t1 − t0}
)
. (25)
