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A refinement of the Kolmogorov-Marcinkiewicz-Zygmund strong law of large
numbers
Deli Li∗ · Yongcheng Qi†· Andrew Rosalsky‡ §
Abstract Let {Xn; n ≥ 1} be a sequence of independent copies of a real-valued random variable
X and set Sn = X1 + · · · + Xn, n ≥ 1. This paper is devoted to a refinement of the classical
Kolmogorov-Marcinkiewicz-Zygmund strong law of large numbers. We show that for 0 < p < 2,
∞∑
n=1
1
n
(
|Sn|
n1/p
)
<∞ almost surely
if and only if

E|X|p <∞, if 0 < p < 1
EX = 0,
∞∑
n=1
|EXI{|X| ≤ n}|
n
<∞, and
∞∑
n=1
∫ n
min{un,n}
P(|X| > t)dt
n
<∞, if p = 1
EX = 0 and
∫ ∞
0
P
1/p(|X| > t)dt <∞, if 1 < p < 2,
where un = inf
{
t : P(|X| > t) < 1n
}
, n ≥ 1. Versions of above results in a Banach space setting
are also presented. To establish these results, we invoke the remarkable Hoffmann-Jørgensen (1974)
inequality to obtain some general results for sums of the form
∑∞
n=1 an ‖
∑n
i=1 Vi‖ (where {Vn; n ≥
1} is a sequence of independent Banach space valued random variables and an ≥ 0, n ≥ 1) which
may be of independent interest but which we apply to
∑∞
n=1
1
n
(
|Sn|
n1/p
)
.
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dom variables · Real separable Banach space · Rademacher type p Banach space · Stable type p
Banach space
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1 Introduction and preliminaries
Throughout, let (B, ‖ · ‖) be a real separable Banach space equipped with its Borel σ-algebra B (=
the σ-algebra generated by the class of open subsets of B determined by ‖ · ‖) and let {Xn; n ≥ 1}
be a sequence of independent copies of a B-valued random variable X defined on a probability
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space (Ω,F ,P). As usual, let Sn =
∑n
k=1Xk, n ≥ 1 denote their partial sums. If 0 < p < 2 and if
X is a real-valued random variable (that is, if B = R), then
lim
n→∞
Sn
n1/p
= 0 almost surely (a.s.)
if and only if
E|X|p <∞ where EX = 0 whenever p ≥ 1.
This is the celebrated Kolmogorov-Marcinkiewicz-Zygmund strong law of large numbers (SLLN);
see Kolmogoroff [8] for p = 1 and Marcinkiewicz and Zygmund [11] for p 6= 1.
The classical Kolmogorov SLLN in real separable Banach spaces was established by Mourier [14].
The extension of the Kolmogorov-Marcinkiewicz-Zygmund SLLN to B-valued random variables is
independently due to Azlarov and Volodin [1] and de Acosta [3].
Theorem 1.1. (Azlarov and Volodin [1] and de Acosta [3]). Let 0 < p < 2 and let {Xn; n ≥ 1}
be a sequence of independent copies of a B-valued random variable X. Then
lim
n→∞
Sn
n1/p
= 0 a.s.
if and only if
E‖X‖p <∞ and
Sn
n1/p
→P 0.
De Acosta [3] also provides a remarkable characterization of Rademacher type p Banach spaces.
(Technical definitions such as B being of Rademacher type p will be reviewed below.) Specifically,
de Acosta [3] proved the following theorem.
Theorem 1.2. (de Acosta [3]). Let 1 ≤ p < 2. Then the following two statements are equivalent:
(i) The Banach space B is of Rademacher type p.
(ii) For every sequence {Xn; n ≥ 1} of independent copies of a B-valued variable X,
lim
n→∞
Sn
n1/p
= 0 a.s. if and only if E‖X‖p <∞ and EX = 0.
At the origin of the current investigation is the following recent and striking result by Hechner
and Heinkel [4].
Theorem 1.3. (Hechner and Heinkel [4]). Suppose that B is of stable type p (1 < p < 2) and let
{Xn; n ≥ 1} be a sequence of independent copies of a B-valued variable X with EX = 0. Then
∞∑
n=1
1
n
(
E‖Sn‖
n1/p
)
<∞ (1.1)
if and only if ∫ ∞
0
P
1/p(‖X‖ > t)dt <∞. (1.2)
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This result of Hechner and Heinkel [4] is new even in the case where the Banach space B is the
real line. We note that, under the hypotheses of Theorem 1.3, (1.1) and (1.2) each imply that
lim
n→∞
E‖Sn‖
n1/p
= 0.
This follows from Theorem 1.3, Remark 2.2 below, Theorem 1.2, the fact that B is of Rademacher
type p (see the discussion below), and Theorem 2 of Korzeniowski [9]. This result of Korzeniowski
extends to a Banach space setting Corollary 12 of Klass [7].
Inspired by the above discovery by Hechner and Heinkel [4], in the current work we obtain sets
of necessary and sufficient conditions for
∞∑
n=1
1
n
(
‖Sn‖
n1/p
)
<∞ a.s. (1.3)
for the three cases: 0 < p < 1, p = 1, 1 < p < 2. Moreover, we obtain necessary and sufficient
conditions for
∞∑
n=1
1
n
(
E‖Sn‖
n
)
<∞. (1.4)
Again, these results are new when B = R; see Theorem 2.5. The current work complements the
investigation by Hechner and Heinkel [4].
While it is immediate that (1.1) implies (1.3), we will see that (1.1) and (1.3) are indeed
equivalent if 1 < p < 2 (Theorem 2.1). However, there is a gap between the cases 0 < p ≤ 1 and
1 < p < 2 as we will see that if 0 < p ≤ 1, then (1.4) and (1.3) are not equivalent (Theorems 2.2
and 2.4). Moreover, Theorems 2.2 and 2.4 also reveal that there is a gap between the cases p = 1
and 0 < p < 1.
The most delicate case is that for p = 1. We show assuming B is of stable type 1 that (1.3)
holds if and only if the conditions (2.11), (2.12), and (2.13) are fulfilled (Theorem 2.3).
We now review various technical definitions pertaining to a B-valued random variable X or to
the Banach space B itself.
The expected value or mean of X, denoted EX, is defined to be the Pettis integral provided it
exists. That is, X has expected value EX ∈ B if ϕ(EX) = Eϕ(X) for every ϕ ∈ B∗ where B∗
denotes the (dual) space of all continuous linear functionals on B. If E‖X‖ < ∞, then (see, e.g.,
Taylor [17, p. 40]) X has an expected value. But the expected value can exist when E‖X‖ = ∞.
For an example, see Taylor [17, p. 41].
Let {Rn; n ≥ 1} be a Rademacher sequence; that is, {Rn; n ≥ 1} is a sequence of independent
and identically distributed (i.i.d.) random variables with P (R1 = 1) = P (R1 = −1) = 1/2. Let
B∞ = B×B×B× · · · and define
C(B) =
{
(v1, v2, ...) ∈ B
∞ :
∞∑
n=1
Rnvn converges in probability
}
.
Let 1 ≤ p ≤ 2. Then B is said to be of Rademacher type p if there exists a constant 0 < C < ∞
such that
E
∥∥∥∥∥
∞∑
n=1
Rnvn
∥∥∥∥∥
p
≤ C
∞∑
n=1
‖vn‖
p for all (v1, v2, ...) ∈ C(B).
Hoffmann-Jørgensen and Pisier [6] proved for 1 ≤ p ≤ 2 that B is of Rademacher type p if and
only if there exists a constant 0 < C <∞ such that
E
∥∥∥∥∥
n∑
k=1
Vk
∥∥∥∥∥
p
≤ C
n∑
k=1
E ‖Vk‖
p
3
for every finite collection {V1, ..., Vn} of independent mean 0 B-valued random variables.
If B is of Rademacher type p for some p ∈ (1, 2], then it is of Rademacher type q for all q ∈ [1, p).
Every real separable Banach spaces is of Rademacher type (at least) 1.
Let 0 < p ≤ 2 and let {Θn; n ≥ 1} be a sequence of i.i.d. stable random variables each with
characteristic function ψ(t) = exp {−|t|p} , − ∞ < t < ∞. Then B is said to be of stable type
p if
∑∞
n=1Θnvn converges a.s. whenever {vn : n ≥ 1} ⊆ B with
∑∞
n=1 ‖vn‖
p < ∞. Equivalent
characterizations of a Banach space being of stable type p, properties of stable type p Banach spaces,
as well as various relationships between the conditions “Rademacher type p” and “stable type p”
may be found in Maurey and Pisier [12], Woyczyn´ski [18], Marcus and Woyczyn´ski [13], Rosin´ski
[16], Pisier [15], and Ledoux and Talagrand [10]. Some of these properties and relationships will
now be summarized:
(1) Every real separable Banach space B is of stable type p for all p ∈ (0, 1).
(2) For 1 ≤ p < 2, B is of stable type p if and only if B is of Rademacher type p1 for some
p1 ∈ (p, 2].
(3) B is of stable type 2 if and only if B is of Rademacher type 2.
Consequently:
(4) If B is of stable type p for some p ∈ [1, 2], then B is of Rademacher type p.
(5) If B is of stable type p for some p ∈ [1, 2], then B is of stable type q for all q ∈ (0, p).
(6) If B is of stable type p for some p ∈ [1, 2), then B is of stable type q for some q ∈ (p, 2].
The property (6) is the Maurey-Pisier [12] theorem.
For q ≥ 2, the Lq-spaces and ℓq-spaces are of stable type 2 while for 1 ≤ q < 2, the Lq-spaces
and ℓq-spaces are of Rademacher type q and are of stable type p for all p ∈ (0, q) but are not
of stable type q. Every real separable Hilbert space and real separable finite dimensional Banach
space is of stable type 2. In particular, the real line is of stable type 2.
The plan of the paper is as follows. The main results are stated in Section 2. Some general
results for
∑∞
n=1 an‖
∑n
k=1 Vk‖ (where the an ≥ 0 and {Vk; k ≥ 1} is a sequence of independent
B-valued random variables) is established in Section 3; these results are key components in the
proofs of the main results. The main results are proved in Sections 4 and 5.
Finally, the symbol C denotes throughout a generic constant (0 < C < ∞) which is not
necessarily the same one in each appearance.
2 Statement of the main results
With the preliminaries accounted for, the main results may be stated. We begin with the case
where 1 < p < 2.
Theorem 2.1. Let {Xn; n ≥ 1} be a sequence of independent copies of a B-valued random variable
X. Let 1 < p < 2. Then
∞∑
n=1
1
n
(
E‖Sn‖
n1/p
)
<∞ (2.1)
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if and only if
∞∑
n=1
1
n
(
‖Sn‖
n1/p
)
<∞ a.s. (2.2)
Furthermore, each of (2.1) and (2.2) implies that
EX = 0 and
∫ ∞
0
P
1/p(‖X‖ > t)dt <∞ (2.3)
and
lim
n→∞
Sn
n1/p
= 0 a.s. (2.4)
Remark 2.1. The conditions (2.3) and (2.4) do not necessarily imply that (2.1) or (2.2) hold. A
counterexample provided by Hechner and Heinkel [4, Section 5] is such that (2.3) and (2.4) hold
but (2.1) fails. Since (2.1) and (2.2) are equivalent, (2.2) also fails for that counterexample. The
counterexample pertained to the Banach space ℓp (1 < p < 2).
Remark 2.2. For 1 < p < 2, the second half of (2.3) implies that E‖X‖p < ∞ as was noted by
Hechner and Heinkel [4]. But the converse implication is false. To see this, suppose that
P(‖X‖ > t) =
eep+1
tp(ln t)(ln ln t)α
, t ≥ ee
where α > 1. Then E‖X‖p <∞ but
∫ ∞
0
P
1/p(‖X‖ > t)dt = C +
∫ ∞
ee
ee+p
−1
t(ln t)1/p(ln ln t)α/p
dt =∞.
Combining Theorem 2.1 above and Theorem 5 of Hechner and Heinkel [4], we immediately
obtain the following result.
Corollary 2.1. Let X be a B-valued random variable and let 1 < p < 2. If B is of stable type p,
then (2.1), (2.2), and (2.3) are equivalent.
Remark 2.3. The example of Hechner and Heinkel [4, Section 5] referred to in Remark 2.1 above
also shows that in Corollary 2.1, the stable type p (1 < p < 2) hypothesis cannot be weakened to a
Rademacher type p (1 < p < 2) hypothesis.
Remark 2.4. An example of Hechner and Heinkel [4, Example 1] shows that Corollary 2.1 can
fail if the condition (2.3) is weakened to
EX = 0 and E‖X‖p <∞.
We now consider the case where p = 1. In general (2.1) and (2.2) are not equivalent when p = 1;
see Remark 2.7 below. But we have the following result.
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Theorem 2.2. Let X be a B-valued random variable X. Then
∞∑
n=1
1
n
(
E‖Sn‖
n
)
<∞ (2.5)
if and only if
∞∑
n=1
1
n
(
‖Sn‖
n
)
<∞ a.s. (2.6)
and
EX = 0 and E‖X‖ ln(1 + ‖X‖) <∞. (2.7)
In the next theorem, we provide necessary and sufficient conditions for (2.6) to hold assuming
that B is of stable type 1. It is the most delicate result in this paper.
Let X be a B-valued random variable. For each n ≥ 1, we define the quantile un of order(
1− 1n
)
of ‖X‖ as follows:
un = inf
{
t : P(‖X‖ ≤ t) > 1−
1
n
}
= inf
{
t : P(‖X‖ > t) <
1
n
}
.
If
E‖X‖ <∞, (2.8)
then it is easy to show that
lim
n→∞
un
n
= 0. (2.9)
Theorem 2.3. Let B be a Banach space of stable type 1. Let {Xn; n ≥ 1} be a sequence of
independent copies of a B-valued random variable X. Then
∞∑
n=1
1
n
(
‖Sn‖
n
)
<∞ a.s. (2.10)
if and only if following three conditions are fulfilled:
E‖X‖ <∞ and EX = 0; (2.11)
∞∑
n=1
‖EXI{‖X‖ ≤ n}‖
n
<∞; (2.12)
∞∑
n=1
∫ n
min{un,n}
P(‖X‖ > t)dt
n
<∞. (2.13)
Remark 2.5. Set
G(t) = P(‖X‖ > t), ℓ(t) =
∑
t≤n<1/G(t)
1
n
, and π(t) =
∞∑
n=1
1
n
I(un,n](t), t ≥ 0.
Since
un < t ≤ n =⇒ t ≤ n <
1
G(t)
=⇒ un ≤ t ≤ n,
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we have π(t) ≤ ℓ(t) for all t ≥ 0 with equality holding if t 6= un for all n ≥ 1. Hence we have∫ ∞
0
π(t)G(t)dt =
∞∑
n=1
1
n
∫ n
min{un,n}
G(t)dt =
∫ ∞
0
ℓ(t)G(t)dt
and so we see that (2.13) is equivalent to∫ ∞
0
ℓ(t)G(t)dt <∞.
An elementary computation shows that
ℓ(t) = ln+
1
Q(t)
+ γ(t) where Q(t) = (t+ 1)G(t) and |γ(t)| ≤
1
t+ 1
for all t ≥ 0.
Hence, if E‖X‖ <∞, we see that (2.13) is equivalent to∫ ∞
0
G(t) ln+
1
Q(t)
dt <∞. (2.14)
For instance, if G(t) ≤ C(t ln t)−1(ln ln t)−β for t ≥ 16 where β > 2, then (2.14) and (2.13) hold
but we may have E‖X‖ lnδ(1 + ‖X‖) =∞ for all δ > 0.
Combining Theorems 2.2 and 2.3, we obtain the following result.
Corollary 2.2. Let X be a B-valued random variable. If B is of stable type 1, then (2.5) and (2.7)
are equivalent.
Another corollary of Theorem 2.3 is as follows.
Corollary 2.3. Suppose B is of stable type 1 and let X be a symmetric B-valued random variable.
Then (2.6) holds if
E‖X‖ lnδ(1 + ‖X‖) <∞ for some δ > 0. (2.15)
Remark 2.6. It follows from Corollary 2.3 that the moment condition (2.7) in the implication
((2.7) ⇒ (2.6)) which is immediate from Corollary 2.2 can be weakened to (2.15) if it is assumed
that X is symmetric.
Remark 2.7. When p = 1, (2.1) and (2.2) are not equivalent. To see this, let {Xn; n ≥ 1} be a
sequence of independent copies of a symmetric real-valued random variable X with
E|X| ln(1 + |X|) =∞ but E|X| lnδ(1 + |X|) <∞ for some 0 < δ < 1.
Then by Corollary 2.3, (2.2) holds with p = 1 but by Corollary 2.2 (or by Theorem 2.2), (2.1) fails
with p = 1.
We now consider the case where 0 < p < 1.
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Theorem 2.4. Let X be a B-valued random variable and let 0 < p < 1. Then
∞∑
n=1
1
n
(
‖Sn‖
n1/p
)
<∞ a.s. (2.16)
if and only if
E‖X‖p <∞. (2.17)
Furthermore,
∞∑
n=1
1
n
(
E‖Sn‖
n1/p
)
<∞ (2.18)
if and only if
E‖X‖ <∞. (2.19)
The proofs of Theorems 2.1, 2.2, and 2.4 will be given in Section 4. Theorem 2.3 and Corollaries
2.2 and 2.3 will be proved in Section 5. For illustrating the conditions (2.11), (2.12), and (2.13) of
Theorem 2.3, Section 5 also contains some examples.
We now summarize our Theorems 2.1-2.4 and Corollaries 2.1-2.3 for a real-valued random
variable X. For 1 < p < 2, the equivalence of (iii) and (iv) has recently been discovered by
Hechner and Heinkel [4] (see Theorem 1.3 above) assuming EX = 0 for the implication ((iii) ⇒
(iv)).
Theorem 2.5. Let {Xn; n ≥ 1} be a sequence of independent copies of a real-valued random
variable X. For 0 < p < 2, the following two statements are equivalent:
(i)
∞∑
n=1
1
n
(
|Sn|
n1/p
)
<∞ a.s.,
(ii)


E|X|p <∞, if 0 < p < 1
EX = 0,
∑∞
n=1
|EXI{|X|≤n}|
n <∞,
and
∑∞
n=1
∫ n
min{un,n}
P(|X|>t)dt
n <∞, if p = 1
EX = 0 and
∫∞
0 P
1/p(|X| > t)dt <∞, if 1 < p < 2.
For 0 < p < 2, the following two statements are equivalent:
(iii)
∞∑
n=1
1
n
(
E|Sn|
n1/p
)
<∞,
(iv)


E|X| <∞, if 0 < p < 1
EX = 0 and E|X| ln(1 + |X|) <∞, if p = 1
EX = 0 and
∫∞
0 P
1/p(|X| > t)dt <∞, if 1 < p < 2.
Furthermore, for 1 < p < 2, the three statements (i), (ii), and (iii) are equivalent and anyone
of them implies
lim
n→∞
Sn
n1/p
= 0 a.s.
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Additionally, for the case p = 1, if
X is symmetric with E|X| lnδ(1 + |X|) <∞ for some δ > 0
or
EX = 0 and E|X| ln(1 + |X|) <∞,
then
∞∑
n=1
1
n
(
|Sn|
n
)
<∞ a.s.
3 Some general results for
∑∞
n=1 an ‖
∑n
k=1 Vk‖
In this section, by using the remarkable Hoffmann-Jørgensen [5] inequality, we establish in Theorem
3.1 some general results for sums of the form
∑∞
n=1 an ‖
∑n
k=1 Vk‖ (an ∈ [0,∞)). These results will
be used for proving the main results and they may be of independent interest. Theorem 3.1 is a
modified version of the authors’ original result and this modification and its elegant proof were so
kindly presented to us by the Referee.
The following lemma will be used in the current section and in Sections 4 and 5.
Lemma 3.1. Let g : [0,∞) → [0,∞) be a convex function and let {Y1, ..., Yn} be a set of n ≥ 2
independent B-valued random variables such that Eg (‖Yi‖) <∞ for 1 ≤ i ≤ n. Then we have:
(i) If E‖Y2‖ <∞, then
Eg (‖Y1 − EY2‖) ≤ Eg (‖Y1 − Y2‖) .
Hence, in particular,
E‖Y1 − EY2‖ ≤ E‖Y1 − Y2‖.
(ii) If EY1 = · · · = EYn = 0, then
Eg
(
max
1≤k≤n
‖Yk‖
)
≤ 2Eg
(
2
∥∥∥∥∥
n∑
k=1
Yk
∥∥∥∥∥
)
.
Hence, in particular,
E
(
max
1≤k≤n
‖Yk‖
)
≤ 4E
∥∥∥∥∥
n∑
k=1
Yk
∥∥∥∥∥ .
Proof Applying (2.5) of Ledoux and Talagrand [10, p. 46], part (i) follows immediately. Let
{R1, ..., Rn} be independent Rademacher random variables independent of {Y1, ..., Yn}. Since EY1 =
· · · = EYn = 0, by Proposition 2.3 of Ledoux and Talagrand [10, p. 47] and Lemma 6.3 of Ledoux
and Talagrand [10, p. 152], we have
Eg
(
max
1≤k≤n
‖Yk‖
)
= Eg
(
max
1≤k≤n
‖RkYk‖
)
≤ 2Eg
(∥∥∥∥∥
n∑
k=1
RkYk
∥∥∥∥∥
)
≤ 2Eg
(
2
∥∥∥∥∥
n∑
k=1
Yk
∥∥∥∥∥
)
proving part (ii). 
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Theorem 3.1. Let {Vn; n ≥ 1} be a sequence of independent B-valued random variables and let
{an; n ≥ 1} be a sequence of nonnegative numbers such that
∑∞
n=1 an <∞. Set
bn =
∞∑
i=n
ai, Tn =
n∑
i=1
Vi, n ≥ 1, N = sup
n≥1
bn ‖Vn‖ , L =
∞∑
n=1
an ‖Tn‖ ,
M =
∞∑
n=1
bn ‖Vn‖ , Γ(t) =
∞∑
n=1
P (bn ‖Vn‖ > t) , t ≥ 0.
Then we have L ≤M . Suppose that supn≥1 P (bn‖Vn‖ > a) < 1 for some a ≥ 0. Then we have the
following five conclusions:
(a) L <∞ a.s. =⇒ N <∞ a.s.⇐⇒ inf
r≥0
Γ(r) <∞.
(b) EN <∞⇐⇒
∫ ∞
r
Γ(t)dt <∞ for some r ≥ 0.
(c) EL <∞⇐⇒ L <∞ a.s. and EN <∞.
(d) EL <∞ =⇒ bnE ‖Vn‖ <∞ ∀ n ≥ 1 and lim
n→∞
bnE ‖Tn − ETn‖ = 0.
(e)
∞∑
n=1
bn =∞ and L <∞ a.s. =⇒ lim inf
n→∞
‖Tn‖
n
= 0 a.s.
Proof Clearly we have
L ≤
∞∑
n=1
an
n∑
i=1
‖Vi‖ =
∞∑
i=1
(
∞∑
i=n
ai
)
‖Vi‖ =
∞∑
i=1
bi ‖Vi‖ =M.
By the Kolmogorov 0-1 law, we have P(N =∞) = 0 or 1 and since 1− x ≤ e−x, we have that, for
all t ≥ 0,
1− e−Γ(t) ≤ 1−
∞∏
n=1
P (bn ‖Vn‖ ≤ t) = P(N > t) ≤ Γ(t).
Hence, we see that the equivalence in (a) holds. We will verify below that L <∞ a.s. =⇒ N <∞
a.s.
Suppose that Γ(r) < ∞. Since Γ(t) and h(x) = (1− e−x) /x are decreasing (with h(0) := 1),
we have γΓ(t) ≤ 1− e−Γ(t) for all t ≥ r where γ = h(Γ(r)) and since γ > 0, we see that (b) holds.
Let {V
′
n; n ≥ 1} be an independent copy of {Vn; n ≥ 1} and let Vˆn = Vn − V
′
n, n ≥ 1.
Let Tˆn, Lˆ, Nˆ and Γˆ(t) be defined as above with {Vn; n ≥ 1} replaced by {Vˆn; n ≥ 1}. By
assumption there exist λ > 0, a > 0 such that P (bn‖Vn‖ ≤ a) ≥ λ for all n ≥ 1. Hence, by the
symmetrization inequality we have λΓ(t + a) ≤ Γˆ(t) for all t ≥ 0; see (6.1) in [10, p. 150]. Let
‖x‖1 :=
∑n
i=1 ‖xi‖ < ∞ denote the ℓ
1-norm on Bn. Then (Bn, ‖ · ‖1) is a real separable Banach
space and if we set
Y
(n)
i =
(
0, ..., 0, aiVˆi, ..., anVˆi
)
, i = 1, ..., n,
then Y
(n)
1 , ..., Y
(n)
n are independent symmetric Bn-valued random variables satisfying
‖Y
(n)
i ‖1 =
(
n∑
k=i
ak
)
‖Vˆi‖ = (bi − bn+1) ‖Vˆi‖, i = 1, ..., n,
∥∥∥∥∥
n∑
i=1
Y
(n)
i
∥∥∥∥∥
1
=
n∑
i=1
ai‖Tˆi‖.
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Hence, by Proposition 2.3 in [10, p. 47] and (3.3) in [6] we have that, for all t ≥ 0,
P
(
Nˆn > t
)
≤ 2P
(
Lˆn > t
)
, P
(
Lˆn > 3t
)
≤ P
(
Nˆn > t
)
+ 4P2
(
Lˆn > t
)
,
where
Nˆn = max
1≤i≤n
‖Y
(n)
i ‖1 = max1≤i≤n
(bi − bn+1) ‖Vˆi‖ and Lˆn =
∥∥∥∥∥
n∑
i=1
Y
(n)
i
∥∥∥∥∥
1
=
n∑
i=1
ai‖Tˆi‖.
Since Nˆn ր Nˆ and Lˆn ր Lˆ as n→∞, we have that, for all t ≥ 0,
P
(
Nˆ > t
)
≤ 2P
(
Lˆ > t
)
, P
(
Lˆ > 3t
)
≤ P
(
Nˆ > t
)
+ 4P2
(
Lˆ > t
)
. (3.1)
Suppose that L <∞ a.s. We then have Lˆ <∞ a.s. and so by (3.1) we get Nˆ <∞ a.s. Hence, by
the Borel-Cantelli lemma, there exists r ≥ 0 such that Γˆ(r) < ∞ and since λΓ(r + a) ≤ Γˆ(r), we
have N <∞ a.s. which proves the first implication in (a).
Suppose that EL < ∞. Then we have L < ∞ a.s. and ELˆ < ∞ and so by (3.1), we have
ENˆ <∞. Hence, by (b) there exists r > 0 such that
∫∞
r Γˆ(t)dt <∞ and since
λP(N > t+ a) ≤ λΓ(t+ a) ≤ Γˆ(t),
we have EN <∞ which proves the implication “=⇒” in (c).
Suppose that L < ∞ a.s. and EN < ∞. Then we have ENˆ < ∞ and Lˆ < ∞ a.s. So by (3.1)
and a standard argument (see [6]) we have ELˆ < ∞. By Lemma 3.1 (i), we have E ‖Tn − ETn‖ ≤
E
∥∥∥Tˆn∥∥∥ , n ≥ 1 and so we have
∞∑
n=1
anE ‖Tn − ETn‖ ≤
∞∑
n=1
anE‖Tˆn‖ = ELˆ <∞.
In particular, we have
∞∑
n=1
an‖Tn − ETn‖ <∞ a.s.
and since L =
∑∞
n=1 an‖Tn‖ <∞ a.s., we have
∑∞
n=1 an ‖ETn‖ <∞. Since E ‖Tn‖ ≤ E ‖Tn − ETn‖+
‖ETn‖ , n ≥ 1, we have EL =
∑∞
n=1 anE ‖Tn‖ <∞ which proves the implication “⇐=” in (c).
Suppose that EL <∞. Then we have E ‖Vn‖ <∞ and by Lemma 3.1 (i), we have E ‖Tn − ETn‖ ≤
E ‖Ti − ETi‖ ≤ 2E‖Ti‖ for all 1 ≤ n ≤ i. Hence, we have
bnE ‖Tn − ETn‖ =
∞∑
i=n
aiE ‖Tn − ETn‖ ≤ 2
∞∑
i=n
aiE ‖Ti‖
and since
∑∞
i=1 aiE ‖Ti‖ = EL <∞, we see that bnE ‖Tn − ETn‖ → 0 as n→∞.
Since
∑∞
n=1 bn =
∑∞
n=1 nan, we see that (e) holds. 
11
4 Proofs of Theorems 2.1, 2.2, and 2.4
Let {Xn; n ≥ 1} be a sequence of independent copies of a B-valued random variable X. We
consider a special case of Theorem 3.1 which will be used in the proofs of Theorems 2.1-2.4 and
Corollary 5.1. Set Vn = Xn, Tn = Sn, n ≥ 1. For given 0 < p < 2, write
G(t) = P(‖X‖ > t) for t ≥ 0 and an = n
−1/p − (n+ 1)−1/p, n ≥ 1.
Then the hypotheses of Theorem 3.1 hold and by the mean value theorem we have(
p−12−1−1/p
)
n−1−1/p = p−1(2n)−1−1/p ≤ p−1(n + 1)−1−1/p ≤ an ≤
(
p−1
)
n−1−1/p, n ≥ 1. (4.1)
Let us define
Λp(x) =
∞∑
n=0
(n+ 1)−1/pxn, 0 ≤ x ≤ 1.
By partial summation, we have
(1− x)Λp(x) =
∞∑
n=1
(1− xn) an
and since
P
(
max
1≤i≤n
‖Xi‖ > t
)
= 1− (1−G(t))n ,
we have
∞∑
n=1
anE
(
max
1≤i≤n
‖Xi‖
)
=
∞∑
n=1
an
∫ ∞
0
(1− (1−G(t))n) dt
=
∫ ∞
0
(
∞∑
n=1
an (1− (1−G(t))
n)
)
dt
=
∫ ∞
0
G(t)Λp(1−G(t))dt.
(4.2)
Adopting the notation of Theorem 3.1, we have
bn = n
−1/p, n ≥ 1 and Γ(t) =
∞∑
n=1
P
(
‖X‖ > tn1/p
)
.
Let r > 0 be given. Since, for every real-valued random variable U , E(U − r)+ =
∫∞
r P(U > t)dt,
we have ∫ ∞
r
Γ(t)dt =
∞∑
n=1
∫ ∞
r
P
(
‖X‖ > tn1/p
)
dt
=
∞∑
n=1
E
(
‖X‖
n1/p
− r
)+
= rE
(
∞∑
n=1
(
‖X‖
rn1/p
− 1
)+)
= rEφp
(
1
r
‖X‖
)
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where
φp(s) =
∞∑
n=1
(
sn−1/p − 1
)+
=
∑
1≤n≤sp
(
sn−1/p − 1
)
, s ≥ 0.
Clearly, φp(s) is nondecreasing such that φp(s) = 0 for all 0 ≤ s ≤ 1 and φp(s) > 0 for all s > 1.
Let
ψp(s) =


sp, if 1 < p < 2
s ln(1 + s), if p = 1
s, if 0 < p < 1.
It is easy to see that
lim
s→∞
φp(s)
ψp(s)
=


1/(p − 1), if 1 < p < 2
1, if p = 1∑∞
n=1 n
−1/p, if 0 < p < 1.
Thus, there exist positive constants 0 < cp < Cp satisfying
cpψp(s) ≤ φp(s) ≤ Cpψp(s) for all s ≥ 2. (4.3)
By Lemma 3.1 (ii), we have for n ≥ 1,
E
(
max
1≤i≤n
‖Xi‖
)
≤ ‖EX‖+ E
(
max
1≤i≤n
‖Xi − EX‖
)
≤ ‖EX‖+ 4E ‖Sn − ESn‖
≤ ‖EX‖+ 8E ‖Sn‖ .
Hence, by (4.2), (4.3), and Theorems 3.1 and 1.1, we obtain the following conclusions:
(C1)
∞∑
n=1
an‖Sn‖ <∞ a.s. =⇒ sup
n≥1
n−1/p‖Xn‖ <∞ a.s.⇐⇒ E‖X‖
p <∞.
(C2) E
(
sup
n≥1
n−1/p‖Xn‖
)
<∞⇐⇒ Eψp(‖X‖) <∞ =⇒ E‖X‖ <∞.
(C3)
∞∑
n=1
anE‖Sn‖ <∞⇐⇒
∞∑
n=1
an‖Sn‖ <∞ a.s. and Eψp(‖X‖) <∞.
(C4) 1 ≤ p < 2 and
∞∑
n=1
an‖Sn‖ <∞ a.s. =⇒ E‖X‖ <∞ and EX = 0.
(C5) If
∞∑
n=1
anE‖Sn‖ <∞, then
∫ ∞
0
G(t)Λp(1−G(t))dt <∞ and
Sn
n1/p
→ 0 a.s. and in L1(P).
Proof of Theorem 2.1 By (4.1), (C1), and (C3), we see that (2.1) and (2.2) are equivalent.
For the given 1 < p < 2, by (2.5) in the proof of Lemma 2 in Hechner and Heinkel [4], there exists
a constant 0 < Ap < 1 such that
Apx
1/p−1 ≤ Λp(1− x) ≤ x
1/p−1 for all 0 < x ≤ 1.
Hence, we see that the last part of Theorem 2.1 follows from (C1), (C4), and (C5). 
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Proof of Theorem 2.2 The theorem is an immediate consequence of (C3) and (C4). 
Proof of Theorem 2.4 First, by (4.1) and (C1), (2.17) follows from (2.16).
Conversely, suppose that (2.17) holds. By (4.1) and Theorem 3.1, we have
(
p−12−1−1/p
) ∞∑
n=1
1
n
(
‖Sn‖
n1/p
)
≤
∞∑
n=1
an‖Sn‖ ≤
∞∑
n=1
n−1/p‖Xn‖.
Since 0 < p < 1, by (2.17) we have
∞∑
n=1
n−1/p‖Xn‖ <∞ a.s.
(see Theorem 5.1.3 in Chow and Teicher [2, p. 115]) and (2.16) follows.
Furthermore, for 0 < p < 1, the equivalence of (2.18) and (2.19) is trivial since
E‖X‖ ≤
∞∑
n=1
1
n
(
E‖Sn‖
n1/p
)
≤
(
∞∑
n=1
1
n1/p
)
E‖X‖ <∞.
The proof of Theorem 2.4 is complete. 
5 Proofs of Theorem 2.3 and Corollaries 2.2 and 2.3
Let {Xn; n ≥ 1} be a sequence of independent copies of the B-valued random variable X. Write
X(1)n = XnI{‖Xn‖ ≤ n} and X
(2)
n = XnI{‖Xn‖ > n}, n ≥ 1
and
S(1)n =
n∑
k=1
X
(1)
k and S
(2)
n =
n∑
k=1
X
(2)
k , n ≥ 1.
For the proof of Theorem 2.3, we need the following four preliminary lemmas.
Lemma 5.1. Let X be a B-valued random variable with E‖X‖ <∞. Then
∞∑
n=1
1
n2
n∑
k=1
E‖X‖I{k < ‖X‖ ≤ n} <∞ (5.1)
and
∞∑
n=1
un
n2
<∞. (5.2)
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Proof Since E‖X‖ <∞, we have that
∞∑
n=1
1
n2
n∑
k=1
E‖X‖I{k < ‖X‖ ≤ n} =
∞∑
k=1
∞∑
n=k
1
n2
E‖X‖I{k < ‖X‖ ≤ n}
≤
∞∑
k=1
∞∑
n=k
1
n2
n∑
m=k
mP(m− 1 < ‖X‖ ≤ m)
=
∞∑
k=1
∞∑
m=k
m
(
∞∑
n=m
1
n2
)
P(m− 1 < ‖X‖ ≤ m)
≤
∞∑
k=1
∞∑
m=k
m×
2
m
P(m− 1 < ‖X‖ ≤ m)
= 2
∞∑
m=1
m∑
k=1
P(m− 1 < ‖X‖ ≤ m)
= 2
∞∑
m=1
mP(m− 1 < ‖X‖ ≤ m)
< ∞
proving (5.1).
We now show that (5.2) follows from E‖X‖ <∞. Since {un; n ≥ 1} is an increasing sequence
with
sup
n≥1
un = sup{x : P(|X‖ ≤ x) < 1},
we obtain that
∞∑
n=1
un+1 − un
n
≤
∞∑
n=1
2
∫ un+1
un
P(‖X‖ > x)dx
= 2
∫ ∞
u1
P(‖X‖ > x)dx
≤ 2E‖X‖ <∞.
Note that for each integer m ≥ 2, partial summation yields
m∑
n=1
un+1 − un
n
=
(um+1
m
− u1
)
+
m∑
n=2
(
1
n− 1
−
1
n
)
un
≥ −2u1 +
m∑
n=1
un
n2
.
We thus see that
m∑
n=1
un
n2
≤ 2u1 +
∞∑
n=1
un+1 − un
n
<∞
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proving (5.2). 
Lemma 5.2. Let {Xn; n ≥ 1} be be a sequence of independent copies of B-valued random variable
X with E‖X‖ <∞. Write
Un =
n∑
k=1
XkI{‖Xk‖ ≤ n}, n ≥ 1.
Then
(i)
∞∑
n=1
1
n
(
‖ES
(1)
n ‖
n
)
<∞ if and only if (2.12) holds,
(ii)
∞∑
n=1
1
n

E
∥∥∥S(1)n − ES(1)n ∥∥∥
n

 <∞ if and only if ∞∑
n=1
1
n
(
E ‖Un − EUn‖
n
)
<∞.
Proof Note that by (5.1) of Lemma 5.1,
∞∑
n=1
1
n
∥∥∥∥∥ES
(1)
n
n
− EXI{‖X‖ ≤ n}
∥∥∥∥∥
=
∞∑
n=1
1
n
∥∥∥∥
∑n
k=1 (EXI{‖X‖ ≤ k} − EXI{‖X‖ ≤ n})
n
∥∥∥∥
≤
∞∑
n=1
1
n2
n∑
k=1
E‖X‖I{k < ‖X‖ ≤ n}
<∞.
Thus part (i) follows.
Similarly, by (5.1) of Lemma 5.1,
∞∑
n=1
1
n

E
∥∥∥(S(1)n − ES(1)n )− (Un − EUn)∥∥∥
n


≤ 2
∞∑
n=1
1
n2
n∑
k=1
E‖X‖I{k < ‖X‖ ≤ n}
<∞
and part (ii) follows. 
The proof of the next lemma is similar to that of Lemma 4 of Hechner and Heinkel [4] and
contains a nice application of Lemma 1 of Hechner and Heinkel [4].
Lemma 5.3. Let B be a Banach space of stable type 1. Let {Xn; n ≥ 1} be a sequence of
independent copies of a B-valued random variable X with E‖X‖ <∞. Write
U (1)n =
n∑
k=1
XkI {‖Xk‖ ≤ un} , n ≥ 1.
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Then
∞∑
n=1
1
n

E
∥∥∥U (1)n − EU (1)n ∥∥∥
n

 <∞. (5.3)
Proof Since B is of stable type 1, the Maurey-Pisier [12] theorem asserts that it is also of stable
type q for some 1 < q < 2. Applying Lemma 1 of Hechner and Heinkel [4], there exists a universal
constant 0 < c(q) <∞ such that
E
∥∥∥U (1)n − EU (1)n ∥∥∥ ≤ c(q)
(
sup
t>0
tq
n∑
k=1
P (‖Xk‖I {‖Xk‖ ≤ un} > t)
)1/q
≤ c(q)
(
n sup
0≤t≤un
tqP(‖X‖ > t)
)1/q
, n ≥ 1.
It is easy to see that for all x > 0,(∫ x
0
P
1/q(‖X‖ > t)dt
)q
≥
(∫ x
0
P
1/q(‖X‖ > x)dt
)q
= xqP(‖X‖ > x).
We thus have that
E
∥∥∥U (1)n − EU (1)n ∥∥∥ ≤ c(q)
(
n sup
0≤t≤un
tqP(‖X‖ > t)
)1/q
≤ c(q)n1/q
∫ un
0
P
1/q(‖X‖ > t)dt, n ≥ 1.
Let u0 = 0 and note that P(‖X‖ > t) ≥ 1/k for t ∈ [uk−1, uk), k ≥ 1. It follows that
∞∑
n=1
1
n

E
∥∥∥U (1)n − EU (1)n ∥∥∥
n

 ≤ c(q) ∞∑
n=1
1
n2−1/q
∫ un
0
P
1/q(‖X‖ > t)dt
= c(q)
∞∑
n=1
1
n2−1/q
n∑
k=1
∫ uk
uk−1
P
1/q(‖X‖ > t)dt
= c(q)
∞∑
k=1
(
∞∑
n=k
1
n2−1/q
)∫ uk
uk−1
P
1/q(‖X‖ > t)dt
≤ C
∞∑
k=1
1
k1−1/q
∫ uk
uk−1
P
1/q(‖X‖ > t)dt
≤ C
∫ ∞
0
P(‖X‖ > t)dt
= CE‖X‖ <∞
proving (5.3) and completing the proof of Lemma 5.3. 
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Lemma 5.4. Let Y1, Y2, ..., Yn be i.i.d. nonnegative real-valued random variables such that
P (Y1 > 0) ≤
1
n
. (5.4)
Then
E
(
max
1≤k≤n
Yk
)
≥
n
2
EY1. (5.5)
Proof Since Y1, Y2, ..., Yn are i.i.d. nonnegative real-valued random variables, we have
P
(
max
1≤k≤n
Yk > t
)
= 1− (1− P (Y1 > t))
n ≥ 1− e−nP(Y1>t) for all t ≥ 0.
Since (1− e−x)/x is decreasing, we have 1− e−x ≥ βx for all 0 ≤ x ≤ 1 where β = 1− e−1 ≥ 1/2.
Hence, it follows from (5.4) that
P
(
max
1≤k≤n
Yk > t
)
≥
n
2
P (Y1 > t) for all t > 0,
which ensures (5.5). 
Proof of Theorem 2.3 (Sufficiency) Since
‖Sn‖ ≤ ‖ES
(1)
n ‖+ ‖S
(1)
n − ES
(1)
n ‖+ ‖S
(2)
n ‖, n ≥ 1,
(2.10) will follow if we can show that (2.11), (2.12), and (2.13) imply
∞∑
n=1
1
n
(
‖ES
(1)
n ‖
n
)
<∞, (5.6)
∞∑
n=1
1
n
(
E‖S
(1)
n − ES
(1)
n ‖
n
)
<∞, (5.7)
and
∞∑
n=1
1
n
(
‖S
(2)
n ‖
n
)
<∞ a.s. (5.8)
By Lemma 5.2 (i), (5.6) follows from (2.11) and (2.12). Since
∞∑
n=1
P
(
X(2)n 6= 0
)
=
∞∑
n=1
P(‖X‖ > n) ≤ E‖X‖ <∞,
by the Borel-Cantelli lemma we have that
P
(
X(2)n 6= 0 i.o.(n)
)
= 0
which ensures that
‖S(2)n ‖ = O (1) a.s. as n→∞.
Thus (5.8) holds.
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We now show that (2.11) and (2.13) imply (5.7). Since E‖X‖ <∞, by Lemma 5.2 (ii), (5.7) is
equivalent to
∞∑
n=1
1
n
(
E‖Un − EUn‖
n
)
<∞. (5.9)
Now (2.9) holds recalling the implication ((2.8) ⇒ (2.9)). Hence we can assume, without loss of
generality, that un < n for all n ≥ 1. Write
U (2)n =
n∑
k=1
XkI {un < ‖Xk‖ ≤ n} , n ≥ 1.
Clearly, (5.9) will follow provided we can show
∞∑
n=1
1
n
(
E‖U
(1)
n − EU
(1)
n ‖
n
)
<∞ (5.10)
and
∞∑
n=1
1
n
(
E‖U
(2)
n − EU
(2)
n ‖
n
)
<∞. (5.11)
Since E‖X‖ <∞ and B is of stable type 1, by Lemma 5.3, (5.10) holds. Note that, for all n ≥ 1,
E‖U (2)n − EU
(2)
n ‖ ≤
n∑
k=1
E ‖XkI {un < ‖Xk‖ ≤ n} − EXkI {un < ‖Xk‖ ≤ n}‖
≤ 2nE‖X‖I{un < ‖X‖ ≤ n}
= 2n
∫ n
un
tdP(‖X‖ ≤ t)
≤ 2nunP (‖X‖ > un) + 2n
∫ n
un
P(‖X‖ > t)dt
≤ 2un + 2n
∫ n
un
P(‖X‖ > t)dt.
Now (5.2) holds by Lemma 5.1. Thus (5.11) follows from (5.2) and (2.13). The proof of the
sufficiency half of Theorem 2.3 is complete. 
Proof of Theorem 2.3 (Necessity) First, by (4.1) with p = 1, (2.10) is equivalent to
∞∑
n=1
an ‖Sn‖ <∞ a.s.
Thus, by (C4) with p = 1, (2.11) follows. In particular, we have E‖X‖ <∞. Again by (4.1) with
p = 1 and arguing as in the proof of (5.8) in the sufficiency half, we have
∞∑
n=1
an‖S
(2)
n ‖ <∞ a.s.
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Note that
‖S(1)n ‖ ≤ ‖Sn‖+ ‖S
(2)
n ‖, n ≥ 1.
It thus follows from (2.10) that
∞∑
n=1
an‖S
(1)
n ‖ <∞ a.s. (5.12)
Since, with p = 1,
N = sup
n≥1
bn‖X
(1)
n ‖ = sup
n≥1
n−1‖X(1)n ‖ ≤ 1,
it follows from (5.12) and Theorem 3.1 (c) that
∞∑
n=1
anE‖S
(1)
n ‖ <∞
which by (4.1) ensures that
∞∑
n=1
1
n
(
E‖S
(1)
n ‖
n
)
<∞. (5.13)
Note that (5.13) implies
∞∑
n=1
1
n
(
‖ES
(1)
n ‖
n
)
<∞
which by E‖X‖ < ∞ and Lemma 5.2 (i) yields (2.12). Moreover, by Lemma 5.2 (ii), (5.13) then
ensures that
∞∑
n=1
1
n
(
E‖Un − EUn‖
n
)
<∞. (5.14)
Since ‖U
(2)
n − EU
(2)
n ‖ ≤ ‖Un − EUn‖ + ‖U
(1)
n − EU
(1)
n ‖, n ≥ 1 and B is of stable type 1, it follows
from Lemma 5.3 and (5.14) that
∞∑
n=1
1
n
(
E‖U
(2)
n − EU
(2)
n ‖
n
)
<∞. (5.15)
By Lemma 3.1 (ii),
E max
1≤k≤n
‖XkI{un < ‖Xk‖ ≤ n} − EXI{un < ‖X‖ ≤ n}‖ ≤ 4E‖U
(2)
n − EU
(2)
n ‖, n ≥ 1.
It thus follows from (5.15) and E‖X‖ <∞ that
∞∑
n=1
1
n
(
Emax1≤k≤n ‖XkI{un < ‖Xk‖ ≤ n}‖
n
)
≤
∞∑
n=1
1
n
(
4E‖U
(2)
n − EU
(2)
n ‖
n
)
+
∞∑
n=1
E‖X‖
n2
<∞,
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and hence, by Lemma 5.4, noting that P(‖X‖ > un) ≤ n
−1, n ≥ 1, we get that
∞∑
n=1
E‖X‖I{un < ‖X‖ ≤ n}
n
<∞. (5.16)
Using partial integration, one can easily see that∣∣∣∣E‖X‖I{un < ‖X‖ ≤ n} −
∫ n
un
P(‖X‖ > t)dt
∣∣∣∣
≤
un
n
+ nP(‖X‖ > n), n ≥ 1.
(5.17)
Since E‖X‖ <∞, we have
∞∑
n=1
nP(‖X‖ > n)
n
=
n∑
n=1
P(‖X‖ > n) <∞, (5.18)
and, by Lemma 5.1, (5.2) holds. We thus see that (2.13) follows from (5.16), (5.17), (5.18), and
(5.2) thereby completing the proof of the necessity half of Theorem 2.3. 
Lemma 5.5. Let X be a B-valued random variable such that
EX = 0 and E‖X‖ ln(1 + ‖X‖) <∞.
Then (2.12) holds.
Proof Argue as in Exercise 5.1.6 (ii) of Chow and Teicher [2, p. 123]. The details are left to the
reader. 
Lemma 5.6. Let X be a B-valued random variable such that
E‖X‖ lnδ(1 + ‖X‖) <∞ for some δ > 0. (5.19)
Then (2.13) holds.
Proof It follows from (5.17) that, under the condition E‖X‖ < ∞, (2.13) and (5.16) are
equivalent. We thus only need to show that (5.19) implies (5.16). To this end, let q = (2 + δ)/2.
Applying Ho¨lder’s inequality, we have that
E‖X‖I{un < ‖X‖ ≤ n}
= E (‖X‖I{un < ‖X‖ ≤ n}) (I{un < ‖X‖ ≤ n})
≤ (E (‖X‖I{un < ‖X‖ ≤ n})
q)1/q
(
E (I{un < ‖X‖ ≤ n})
q/(q−1)
)(q−1)/q
≤ (E (‖X‖I{‖X‖ ≤ n})q)1/q (EI{‖X‖ > un})
(q−1)/q
= (E (‖X‖I{‖X‖ ≤ n})q)1/q P(q−1)/q (‖X‖ > un)
≤
(E (‖X‖I{‖X‖ ≤ n})q)1/q
n1−1/q
, n ≥ 1.
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Thus, (5.16) follows if we can show that (5.19) implies
∞∑
n=1
(E (‖X‖I{‖X‖ ≤ n})q)1/q
n2−1/q
<∞. (5.20)
Write
fn =
(
lnδ/q(1 + n)
)
(E‖X‖qI{‖X‖ ≤ n})1/q
n
, gn =
1
n1−1/q lnδ/q(1 + n)
, n ≥ 1.
Applying Ho¨lder’s inequality again, we have that
∞∑
n=1
(E‖X‖qI{‖X‖ ≤ n})1/q
n2−1/q
=
∞∑
n=1
fngn ≤
(
∞∑
n=1
f qn
)1/q ( ∞∑
n=1
gq/(q−1)n
)(q−1)/q
.
It is easy to see that
∞∑
n=1
gq/(q−1)n =
∞∑
n=1
1
n ln2(1 + n)
<∞.
Since E‖X‖ lnδ(1 + ‖X‖) <∞, we have that
∞∑
n=1
f qn =
∞∑
n=1
(lnδ(1 + n))E‖X‖qI{‖X‖ ≤ n}
nq
≤
∞∑
n=1
lnδ(1 + n)
nq
n∑
k=1
kqP(k − 1 < ‖X‖ ≤ k)
=
∞∑
k=1
(
∞∑
n=k
lnδ(1 + n)
nq
)
kqP(k − 1 < ‖X‖ ≤ k)
≤ C
∞∑
k=1
lnδ(1 + k)
kq−1
× kqP(k − 1 < ‖X‖ ≤ k)
= C
∞∑
k=1
(k lnδ(1 + k))P(k − 1 < ‖X‖ ≤ k)
< ∞.
Thus (5.20) holds. This completes the proof of Lemma 5.6. 
Proof of Corollary 2.2 By Theorem 2.2, we only need to show that, under the assumption that
B is of stable type 1, (2.6) follows from (2.7). Clearly, (2.7) implies (2.11). Applying Lemmas 5.5
and 5.6, (2.12) and (2.13) follow from the second half of (2.7). Thus, by Theorem 2.3, (2.6) holds.

Proof of Corollary 2.3 The conclusion of Corollary 2.3 follows immediately from Lemma 5.6
and Theorem 2.3. 
22
From the definition of Λ1(x) given in Section 4, we see that
Λ1(0) = 1 and Λ1(x) = −
ln(1− x)
x
for all 0 < x ≤ 1.
Hence, by (C5) we see that (2.5) implies∫ ∞
0
G(t) ln
1
G(t)
dt <∞. (5.21)
Conversely, if (5.21) holds, then (2.14) holds and an easy computation shows that E‖X‖ ln(1 +
‖X‖) <∞. So by Lemma 5.5, Lemma 5.6, Theorem 2.3, and Theorem 2.2 we obtain the following
result.
Corollary 5.1. Let B be a Banach space of stable type 1. Let {Xn; n ≥ 1} be a sequence of
independent copies of a B-valued random variable X. Then we have
∞∑
n=1
1
n
(
E ‖Sn‖
n
)
<∞ if and only if EX = 0 and
∫ ∞
0
G(t) ln
1
G(t)
dt <∞.
For illustrating the conditions (2.11), (2.12), and (2.13) of Theorem 2.3, we now present the
following three examples.
Example 5.1. Let X be a real-valued random variable such that
P
(
X = −
1
1− a
)
= 1− a and P(X > x) =
∫ ∞
x
1
t2 ln2 t
dt, x ≥ e
where a =
∫∞
e
1
t2 ln2 t
dt. Then
EX = 0, E|X| lnδ(1 + |X|) <∞ for all 0 < δ < 1,
and, for all sufficiently large n,
EXI{|X| ≤ n} = −EXI{|X| > n} = −
∫ ∞
n
1
t ln2 t
dt = −
1
lnn
.
Note that
∞∑
n=2
1
n lnn
=∞.
Thus (2.12) fails but, by Lemma 5.6, (2.13) holds.
Example 5.2. Let X be a real-valued symmetric random variable with density function
f(x) =
b
x2(ln |x|)(ln ln |x|)2
I{|x| > 3},
where 0 < b <∞ is such that
∫∞
−∞ f(x)dx = 1. Clearly, (2.11) and (2.12) hold. Since
P(|X| > x) ∼
2b
x(lnx)(ln lnx)2
as x→∞,
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we see that
un ∼
2bn
(lnn)(ln lnn)2
as n→∞
and hence, for all sufficiently large n,∫ n
un
P(|X| > t)dt ≥
∫ n
bn
(lnn)(ln lnn)2
b
t(ln t)(ln ln t)2
dt
≥
b
(lnn)(ln lnn)2
∫ n
bn
(lnn)(ln lnn)2
1
t
dt
∼
b
(lnn)(ln lnn)
as n→∞.
Note that
∞∑
n=3
b
n(lnn)(ln lnn)
=∞
and so (2.13) fails.
Example 5.3. Let X be a real-valued symmetric random variable with density function
f(x) =
1
2x2
I{|x| > 1}.
Clearly, (2.12) holds. Since
P(|X| > x) =
1
x
, x > 1,
we have that
un = n, n ≥ 1.
Thus (2.13) also holds. However, (2.11) fails.
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