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Abstract In the information-based paradigm of inference, model selection is
performed by selecting the candidate model with the best estimated predictive
performance. The success of this approach depends on the accuracy of the es-
timate of the predictive complexity. In the large-sample-size limit of a regular
model, the predictive performance is well estimated by the Akaike Information
Criterion (AIC). However, this approximation can either significantly under
or over-estimating the complexity in a wide range of important applications
where models are either non-regular or finite-sample-size corrections are sig-
nificant. We introduce an improved approximation for the complexity that is
used to define a new information criterion: the Frequentist Information Cri-
terion (QIC). QIC extends the applicability of information-based inference to
the finite-sample-size regime of regular models and to singular models. We
demonstrate the power and the comparative advantage of QIC in a number of
example analyses.
Keywords Model selection · Information criteria · AIC · Singular models ·
Finite sample size · Hypothesis testing · Frequentist
1 Introduction
Model selection is a central problem in statistics. In the information-based
paradigm of inference, models are selected to maximize the expected predic-
tive performance. The canonical implementation of information-based infer-
ence is the minimization of the Akaike Information Criterion (AIC), an es-
timate for the (minus) predictive performance (Akaike 1973; Burnham and
Anderson 1998). Although it has enjoyed significant success, AIC is biased in
many important applications. Model singularity, i.e. the absence of a one-to-
one correspondence between model parameters and distribution functions, can
make the bias extremely large and result in the catastrophic failure of model
selection, as described below. There are three important and related mecha-
nisms of failure: (i) finite-sample-size corrections, (ii) model singularity and
(iii) model-training-algorithm dependence. In the course of our own analyses
of biophysical and cell biology data, we frequently encounter all three phenom-
ena. The goal of this paper is to propose a refinement to the information-based
approach that overcomes these limitations.
We begin by studying the predictive complexity that plays a critical role in
the mechanism of failure of AIC. We compute the exact predictive complexity
of models to study its phenomenology and dependence on the parameters
of the generative model. We discover that the AIC approximation for the
complexity can significantly under or over-estimate the complexity, leading to
pathological over-fitting or under-fitting in model selection problems. We find
that parameter unidentifiability (i.e. model singularity), sample size, fitting
algorithm and parameter manifold geometry can all play a critical role in
determining the model complexity.
In real analyses, the true distribution is unknown and therefore the com-
plexity must be approximated. Our exploration of the true complexity moti-
Information-based inference for singular models and finite sample sizes 3
vates a new approximation for the complexity: the frequentist complexity. In
this approximation, we assume the model of interest is the generative model
at the estimated parameters. The frequentist complexity is not a universal
function of model dimension and sample size. Instead it naturally adapts to
the likelihood function, model training algorithm and sample size. We propose
an improved information criterion based on this new frequentist complexity:
the Frequentist Information Criterion (QIC).
For regular models in the large-sample-size limit, QIC is equal to AIC.
Away from this limit, there can be large mismatches between the QIC and AIC.
For instance, for models with large multiplicity, QIC can be much larger than
AIC. For sloppy models (Machta et al. 2013), QIC can be much smaller than
AIC. It is essential to note that QIC is still biased (since the true distribution is
not know) but this bias is nearly always much smaller than the AIC estimate of
the complexity and, as a result, QIC outperforms AIC (and other information
criteria). QIC also outperforms other predictive methods in many contexts. To
demonstrate this improved performance, we present three example analyses in
Section 5 that highlight specific advantages QIC over other methods.
2 Information-based inference
The goal of statistical modeling in this discussion is to approximate the un-
known true distribution function p which generated an observed dataset:
x ≡ (x1 . . . xN ),
of sample size N . We will use X (instead of x) when we interpret X as random
variables. The model m consists of a parameterized candidate probability dis-
tribution q(x|θm), called the likelihood, with parameters θm and an algorithm
for training the model θˆm (McCullagh 2002). The dependence of all quantities
on the model m will be implicit, except where we make explicit comparisons
between competing models. We will work predominantly in terms of Shannon
information, defined:
h(x|θ) ≡ − log q(x|θ),
where h is the base-e message length (in nats) required to encode x using distri-
bution q(·|θ). The output of a model-training algorithm, trained on measure-
ments x, is a set of parameters θˆx = θˆ(x). The methods that we explore apply
to any model-training algorithm. For concreteness, we focus on models trained
using maximum-likelihood parameter estimation. The Maximum-Likelihood-
Estimate (MLE) of the parameters θˆx is found by maximizing (minimizing)
the likelihood q(x|θ) (information h) with respect to the parameters θ ∈ Θ.
It will be convenient to view both the true model and the candidate model
parameter space Θ as embedded in a higher dimensional space Φ, so Θ ⊆ Φ
with the true model parameterized by φ ∈ Φ. We define the expected excess
information loss, i.e. the KL-divergence:
D(φ||θ) ≡ E
X|φ
h(X|θ)− h(X|φ).
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The information loss, the empirical estimator for the KL-divergence is given
by:
dx(φ||θ) ≡ h(x|θ)− h(x|φ).
D and d act as directed distance functions and define a geometry for the param-
eter space of the model termed the statistical manifold (Amari 2016; Barndorff-
Nielsen and Jupp 1997; Komaki 1996). For small perturbations around the true
parameters, the KL-divergence can be computed using the Fisher information:
I(θ) = lim
θ′→θ
∂θ′ ⊗ ∂θ′D(θ||θ′),
which can be reinterpreted as the Fisher-Rao metric and defines a local notion
of distance on the manifold (Balasubramanian 1997; Burbea and Rao 1982).
2.1 Information criteria
The true distribution is approximated in two steps: (i) the parameters θˆ are se-
lected in each model m as described above and (ii) a model mˆ is then selected
among a small number of competing models. In information-based inference,
models are selected to maximize the estimated predictive performance. Predic-
tive performance of the fitted model parameterized by θˆx is measured by the
cross entropy:
H(φ||θˆx) ≡ E
X|φ
h(X|θˆx),
where X has identical structure to the observed data x. The model with the
smallest cross entropy is the most predictive model, but H is unknown since
φ is unknown.
In information-based inference, H is approximated by an information cri-
terion. We will use the information h as an empirical estimator. Although
h(x|θ) is an unbiased estimator of H(φ||θ), h(x|θˆx) is biased from below:
E
X|φ
h(X|θˆX) ≤ E
X|φ
H(φ||θˆX).
h(x|θˆx) describes in-sample performance, but in-sample and out-of-sample per-
formance are distinct due to the phenomenon of overfitting. In the context
of nested models1, this bias in h(x|θˆx) cannot be ignored since h(x|θˆmx ) typi-
cally monotonically decreases with model dimension even as the cross entropy
H(φ||θˆmx ) increases. Minimizing h(x|θˆmx ) with respect to m would lead to the
selection of the most complex model.
To select the model with optimum predictive performance, we must correct
the bias of the cross-entropy estimator h(x|θˆx). This bias is defined:
K≡ E
X|φ
{
H(φ||θˆX)− h(X|θˆX)
}
,
1 An important class of models is referred to as nested (McCullagh 2002). Lower-dimension
model m is nested in higher-dimensional model n if all candidate distributions in Θm are
realizable in Θn.
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but for the purposes of computation, it is often convenient and more compu-
tationally efficient to re-write the bias in terms of the KL divergence:
K= E
X|φ
{
D(φ||θˆX)− dX(φ||θˆX)
}
.
K is called the predictive complexity, or complexity in the interest of brevity.
The complexity can be understood intuitively as the flexibility of the model
in fitting data x.
By construction, an unbiased estimator of the cross entropy H(θˆx) is:
IC(x) = h(x|θˆx) +K, (3)
which is called an information criterion. The first term, the minimum infor-
mation h, measures the goodness-of-fit of the model and typically decreases
with model complexity (or dimension). The second term, the complexity, is a
penalty that represents expected information loss due to the statistical varia-
tion of the parameter values fit to the training set x. As the model dimension
increases, so does the complexity, while the information h decreases with model
dimension. As a consequence of these competing imperatives (improving the
fit while minimizing the model complexity), the information criterion has a
minimum with respect to model dimension corresponding to the estimated
optimally predictive model.
2.2 The Akaike Information Criterion
Although neither the complexity (Eqn. (2)) nor the information criterion
(Eqn. (2.1)) can be computed if the true parameters φ are unknown, in prac-
tice the φ dependence vanishes asymptotically. In the large-sample-size limit of
a regular model, a surprisingly simple expression is derived for the complexity:
K= K + O(N−1), (4)
where the model dimension is K ≡ dimΘ. This complexity approximation can
be understood as the leading-order contribution to a perturbative expansion
of the complexity in inverse powers of the sample size N . Using Eqn. (2.2), we
can write the well-know Akaike Information Criterion (AIC)2:
AIC(x) = h(x|θˆx) +K, (5)
which does not depend on (i) the true distribution φ, (ii) the detailed functional
form of the candidate models q(x|θ), (iii) the data structure or (iv) the sample
size N .
Although the AIC information criterion has been successfully applied in
many problems, the AIC approximation for the complexity can fail in many
unexceptional contexts. For instance, the O(N−1) correction may not be small
2 Historically, AIC was defined as twice Eqn. (2.2) for consistency with the deviance
(Burnham and Anderson 1998). There is no significance to this multiplicative factor.
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at finite sample size. Alternatively, the structure of the model can cause AIC
to fail. For instance, a parameter θ is called unidentifiable if q(·|θ) = q(·|θ′) for
θ 6= θ′. If a model includes unidentifiable parameters, the model is called sin-
gular, as opposed to a regular statistical model (Watanabe 2009). For singular
models, AIC fails at all samples sizes. As our examples in Sec. 5 will illustrate,
both these mechanisms of failure naturally arise in many analyses.
3 Complexity Landscapes
To study the phenomenology and investigate novel approximations for the
complexity, we compute it for realizable models as a function of the true pa-
rameter θ. We will find that although the AIC complexity is correct in the
large-sample-size limit of a regular model, there can be significant deviation
from this approximation at finite sample size, in singular models, and as a
result of parameter-space constraints.
3.1 The finite-sample-size complexity of regular models
In general, the complexity will depend on both the sample size N and the
true parameter θ. However, statistical models with symmetries can lead to a
complexity independent of the true parameter. For instance, consider a family
of distributions:
q(x|θ) = Cα λ1/α e−λ|x|α , (6)
with parameters θ = (λ, α) and support λ, α ∈ R+ and normalization:
C−1α ≡ Γ (1 + α−1)×
{
2, x ∈ R
1, x ∈ R+.
This family includes the exponential (α = 1, x ∈ R+), the centered-Gaussian
(α = 2, x ∈ R), the Laplace (α = 1, x ∈ R) and the uniform (α → ∞)
distributions. The transformation of this distribution under dilations on x
implies the complexity must be independent of λ. In the Appendix Sec. A.1,
we derive a general result for exponential-family models. This problem is a
special case of that expression. The complexity for unknown λ and known α
is:
K= NN−α for N > α, (7)
as shown in Appendix Sec. A.2.
The complexity of this centered-modified Gaussian family is equal to one
asymptotically (N → ∞) but can significantly diverge from this AIC limit
at finite sample size N , as shown in Fig. 1. The finite-sample-size correction
is particularly large for large values of the exponent α. In this regime, the
MLE algorithm tends to strongly overestimate the fit to the data. In fact,
the complexity is infinite in the uniform distribution limit (α → ∞) where
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Fig. 1 Complexity at finite sample size. Although AIC estimate accurately estimates
the large-sample-size limit of the complexity of regular models, there can be significant finite-
sample-size corrections. For instance, the modified-center-Gaussian model has a significantly
larger complexity than the AIC limit for small N . In fact the complexity diverges for N ≤ α,
implying that the model has insufficient data to make predictions.
a Bayesian approach, which hedges over parameter λ, is required to give ac-
ceptable predictive performance at any sample size N . (See Ref. LaMont and
Wiggins (2018) for more information.)
3.2 Singular models
Singular models have parameter unidentifiability that cannot be removed by
coordinate transformation. These models can show very large deviations from
the AIC complexity at all sample sizes in the vicinity of the singular point in
parameter space. The deviation can either significantly increase or decrease
the complexity as we will illustrate with two closely related examples. This
singular class of models are common place in many analyses, especially in the
context of nested models, and therefore they pose a significant limitation to
the more general use of AIC.
To explore the properties of a singular model, consider the following simple
example: the component selection model. An n-dimensional vector of observa-
tions x ∈ Rn is normally distributed about an n-dimensional vector of means
µ ∈ Rn with variance one. The likelihood is:
q(x|θ) = (2pi)−n/2 exp[− 12 (x− µ)2]. (8)
We consider the model where all but one of the components of the vector mean
are zero:
µ = (0, ..., µi, ..., 0),
but the identity, i, of the non-zero component is unknown as well as the mean
µi ≡ µ. The parameters are defined θ ≡ (i, µ) with support µ ∈ R and where
the index i is an integer on the interval [1, n]. This model is singular when µ = 0
since the likelihood is independent of i. The complexity must be computed
numerically (Appendix Sec. A.3) and depends on µ but is independent of
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Fig. 2 Complexity landscapes in singular models. AIC underestimates the com-
plexity in the component selection model. Panel A-B: Schematic sketches of the
geometry of parameter space for two different multiplicity values: n = 3 and n = 6. Panel
C: The AIC estimate K= 1 (dashed line) matches the true complexity far from the singular
point (|µ/σ|  0). Close to the singularity (|µ/σ| ≈ 0), the true complexity is much larger
than the AIC estimate. The complexity grows with the number of means n due to multiplic-
ity. AIC overestimates the complexity in the n-cone model. Panel D-E: Schematic
sketches of parameter space for a wide cone (c = 1) and a needle-like cone (n = 0.1). Panel
F: For n = 10 dimensions, the AIC estimate K= n−1 (dashed line) matches the true com-
plexity far from the singular point (|µ1/σ|  0). Close to the singularity (|µ1/σ| ≈ 0), the
true complexity is much smaller than the AIC estimate. The complexity shrinks for small
cone anles (c→ 0) since the cone geometry is needle-like with effectively a single degree for
freedom (µ1).
i (permutation symmetry) and is plotted in Fig. 2A. As shown in the figure,
there is a large deviation from the AIC complexity in the singular region µ = 0
and the complexity is large compared with the model dimension, irrespective
of sample size N . Far from the singular point, the complexity is K= 1 which
matches the AIC complexity for a single continuous parameter (µ) and the
discrete parameter i does not contribute to the complexity in this limit.
To demonstrate that singular models can have reduced complexity relative
to AIC, consider the same likelihood function (Eqn. (3.2)), but a different
parameter manifold. We constrain the mean µ to lie on the surface of a n-
cone, defined by the equation:
µ21c
2 =
n∑
i=2
µ2i ,
where α = tan−1 c is the angle of the cone. This cone geometry has been
previously suggested to represent the fundamental geometry mixture models
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Fig. 3 Complexity of L1-constrained model. Panel A: Schematic sketch of a slice
of the seven-dimensional parameter space. Parameter values satisfying the L1 constrain
lie inside the simplex. Panel B: Complexity as a function of the true parameter value
µ = (µ1, ..., µ7). (Only a slice representing the x-y plane is shown.) The black-hatched
region represents parameter values satisfying the constraints. The L1 constraint significantly
reduces the complexity below the AIC estimate K= 7. The complexity is lowest outside the
boundaries of the simplex where the constraints trap MLE parameter estimates and reduce
statistical fluctuations.
(Hagiwara et al. 2001; Amari et al. 2002). The model is singular at the vertex
of the cone µ1 = 0. The complexity can be computed analytically (Appendix
Sec. A.4) and is shown in Fig. 2B. Like the previous singular model, there is
a large deviation from the AIC complexity at the singular point µ1 = 0 where
the complexity is small (K≈ 1) compared with the model dimension (n− 1),
irrespective of sample size N . Far from the singular point, the complexity is
K≈ n−1, which matches the AIC complexity for n−1 dimensional parameter
manifold. In general, we expect a strong failure of the AIC approximation
in the vicinity of the singularity, but far from the singular point, the AIC
approximation applies in the large-sample-size limit.
3.3 Constrained models
A canonical approach to regularizing high-dimensional models are convex con-
straints, including L1 constrained optimization. Consider the same likelihood
function (Eqn. (3.2)), but with convex constraint:
n∑
i=1
|µi| ≤ λ, (9)
where λ is a constraint chosen by the analyst. The complexity landscape can
be computed numerically (Appendix Sec. A.6) and is shown in Fig. 3. As
expected, the constraint works to significantly reduce the complexity far below
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the AIC estimate at finite sample size, especially when the true parameter lies
somewhere close or outside the subspace of parameter space that satisfies the
constraint (Eqn. (3.3)).
4 Frequentist Information Criterion (QIC)
In each example discussed in the previous section, we demonstrated a sig-
nificant mismatch between the AIC complexity and the true complexity. In
practice, these corrections are often important since (i) singular model are
widespread and (ii) all real analyses occur at finite sample size. A significant
bias in the complexity can lead to failures in model selection and, in the context
of recursively-nested singular models, it can lead a catastrophic breakdown in
model selection where the selected model dimension grows with sample size
indefinitely, irrespective of the generative distribution (e.g. Sec. 5.2). Our goal
is therefore to develop an improved approximation for the complexity.
Clearly the ideal situation would be to use the true complexity K(φ), but
K(φ) depends upon the unknown generative distribution, i.e. the unknown
parameter φ. To circumvent this difficulty, we propose using a natural approx-
imation in the current context: We approximate θ with the point estimate θˆx
and define the frequentist approximation of the complexity:
KQIC(x) ≡K(θˆx). (10)
where K(θ) is the true complexity for data generated by a realizable distri-
bution with parameter θ. We call this a frequentist approximation since the
complexity is computed with respect to hypothesized data distributions in close
analogy to the computation of the distribution of a frequentist test statistic.
Unlike a frequentist test, no ad hoc confidence level must be supplied by the
analyst. We generically expect the frequenist complexity to depend on (i) the
data x, (ii) the functional form of candidate models q, (iii) the training algo-
rithm and (iv) the sample size N . In general, the complexity must be computed
numerically, although analytic results or approximations can be used in many
models.
Now that we have defined a novel approximation for the complexity, we
can define the corresponding information criterion:
QIC(x) = h(x|θˆx) +KQIC,
which we call the Frequentist Information Criterion (QIC). In analogy to the
AIC analysis, the model that minimizes QIC is estimated to have the best
predictive performance.
4.1 Measuring model selection performance
The QIC approach is to compute an approximate complexity (Eqn. (4)) in
order to construct the information criterion (Eqn. (2.1)), an estimator of the
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cross entropy H(φ||θˆx). In simulations, φ is known. Therefore the estimated
complexity can be compared with the true complexity and the information
criterion can be compared with the cross entropy H(φ||θˆx).
A more direct metric for the performance of information criteria is the
information loss of the selected model mˆ. The selected model mˆ is that which
minimizes the information criterion
mˆ(x) = arg min
m
QICm(x). (11)
The expected performance of a selection criterion is the KL divergence aver-
aged over training sets X,
D ≡ E
X|φ
D(φ||θˆmˆ(X)X ), (12)
where qX(·) is the estimate of p, which is the result of the model selection
procedure (4.1). The better the performance of the model selection criterion,
the smaller the information loss D.
5 Applications of QIC
In Sec. 3, we described two important contexts in which AIC fails: (i) finite
sample size and (ii) in singular models. Before considering a formal analysis of
the performance of QIC, we explore this criterion in the context of a number
of sample problems. First, we analyze a problem of modeling the motion of
large complexes in the cell in Sec. 5.1. In this problem, finite sample size
plays a central role in the choice of models when we compare two models
with the same dimension. As expected, QIC outperforms AIC. In the next
analysis in Sec. 5.2, we analyze a Fourier Regression problem. In this analysis,
we fit the data using two different algorithms, one of which is singular. In the
analysis of the singular model, there is a catastrophic failure of AIC where
the dimension of the AIC-selected model is much larger than the optimally
predictive model due to the large size of the true complexity relative to the
AIC estimate. Again, we demonstrate that QIC gives a good approximation
for the complexity, both in the context of the singular and regular models.
In the final example in Sec. 5.3, we analyze a singular model in which the
complexity is significantly smaller than the model dimension. As expect, QIC
outperforms AIC in this context as well.
5.1 Small sample size and the step-size analysis
In this section, we explore the small-sample-size limit in the context of a
problem with two competing models of the same dimension but different true
complexities. Inspired by our recent experimental work (Lampo et al. 2017;
Stylianidou et al. 2018), we model the step-size distribution of large protein
complexes in the cytoplasm undergoing stochastic motion. In this problem,
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Fig. 4 Monte carlo histogram of the LOOCV procedure: A histogram of 106
simulations of the effective cross-validation complexity KCV(X) for the normal model with
unknown variance α = 2 compared to the QIC result K = 5
5−2 for (N = 5). The lower
variance of the QIC complexity often results in better model selection properties, especially
at low sample sizes relative to cross-validation.
individual complexes can only be tracked over a short interval of Nt steps.
Although many trajectories can be captured (NT ), complex-to-complex and
cell-to-cell variation implies that different parameters describe each short tra-
jectory (length Nt) and therefore the complexity is in the finite-sample-size
limit. In the current context, we simulate two experiments where the generative
distributions are the (i) centered-Gaussian and the (ii) Laplace distributions,
respectively.
5.1.1 Analysis
The likelihoods are defined in Eqn. (3.1) for α = 1 for the Laplace and α = 2 for
the centered-Gaussian model. We define differences in the information criterion
as the Gaussian minus the Laplace model, ∆(·) ≡ (·)2 − (·)1, where negative
values of ∆(·) select the Gaussian model and positive values select the Laplace
model. The AIC complexity for both models is KAIC = 1 per trace. The QIC
complexity is given by Eqn. (3.1) per trace. Therefore the overall complexities
for all traces are:
KAIC = NT ,
KQIC = NT
Nt
Nt−α .
In this particular applications, QIC subsumes AICc, a previously proposed
corrected AIC (Hurvich and Tsai 1991; Burnham and Anderson 1998). The
average IC differences are:
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Generative Sample size ∆AIC AIC Model ∆QIC QIC Model
Model Nt NT (nats) Selection (nats) Selection
Gaussian 5 100 −46.7 Gaussian −5.1 Gaussian
Laplace 5 100 −17.1 Gaussian +24.5 Laplacian
Gaussian 100 5 −25.3 Gaussian −25.3 Gaussian
Laplace 100 5 +32.6 Laplacian +32.6 Laplacian
where we have highlighted the discrepancy in the analysis in bold. At large
sample size (Nt = 100), AIC and QIC both correctly select the generative
distribution. But at small sample size, AIC incorrectly selects the Gaussian
model when the generative model is Laplace. Qualitatively, the larger com-
plexity of the Gaussian relative to the Laplace model implies that the model
has a greater propensity to overfit by underestimating the information at the
MLE parameters. As a result, AIC model selection prefers the Gaussian over
the Laplace model, even when the Laplace model is both (i) the generative dis-
tribution and (ii) more predictive. Furthermore, since |∆AIC|  1, the AIC
analysis incorrectly indicates that there is extremely strong support for the
Gaussian model. In contrast to AIC, QIC selects the optimal model in both
experiments and at both sample sizes.
5.1.2 Comparison of QIC and cross-validation
In the current example, the data is assumed to be unstructured meaning
that each observation xi is independent and identically distributed (in each
trace). In these cases, there is a powerful alternative approach to estimat-
ing the predictive performance: Leave-One-Out-Cross-Validation (LOOCV).
In the LOOCV estimate, each data point is predicted with parameters fit to
the remaining N − 1:
LOOCV(x) =
N∑
i=1
h(xi|θˆx 6=i),
where x6=i is shorthand for the dataset excluding xi. To examine the relative
performance LOOCV, AIC and QIC, we now consider performing model se-
lection trajectory-by-trajectory (NT = 1) for five-step trajectories (Nt = 5).
For simplicity, consider data generated by the Laplace model where the com-
plexity plays a central role in model selection due to the propensity of the
Gaussian model to overfit. We then simulate the probability of the selection
of the Laplace model by each criterion:
Criterion AIC QIC LOOCV
Probability of selecting Laplace 34% 61% 53%
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which demonstrates that QIC outperforms both AIC and LOOCV, at least in
the current context.
Why does LOOCV perform poorly? Although LOOCV is only weakly bi-
ased, it typically has a larger variance than QIC. To understand qualitatively
why this is the case, we define an effective LOOCV complexity:
KCV(x) ≡ LOOCV(x)− h(x|θˆx),
which reinterprets LOOCV as a information criterion with a data-dependent
complexity. The complexity KCV(x) acts like a weakly-biased estimator of the
true complexity, but is subject to statistical variation, as shown in Fig. 4. It is
this variance that can lead to a loss in performance, even when the bias of the
estimator is small. In contrast, the QIC complexity is constant in the current
example.
LOOCV and QIC each have respective advantages. The advantage of LOOCV
is that the data used to compute the estimated predictive performance were all
generated by the true distribution. The frequentist complexity depends upon
an assumed distribution, which can lead to a bias in QIC. LOOCV is also
biased since it estimates the performance of predicting 1 measurement given
N −1 rather than 1 measurement given N . Our own unpublished experiments
indicate that whether LOOCV or QIC is more biased is model and sample-size
dependent. However, QIC does have two important and generic advantages:
(i) it typically has less variance than LOOCV and (ii) it can also be applied
to analyses of structured data where LOOCV cannot be applied, as illustrated
in the next example.
5.2 Anomalously large complexity and the Fourier regression model
In this example we have two principal aims: (i) to explore the behavior of QIC
in the context of a singular model with large complexity and (ii) to demonstrate
the dependence of the QIC complexity on the model fitting algorithm. We
present a model of simulated data inspired by the measurements of the seasonal
dependence of the neutrino intensity detected at Super-Kamiokande (Fukuda
et al. 2003).
5.2.1 Problem setup
We simulate normally distributed intensities with arbitrary units (AU) with
unit variance: Xj ∼N(µj , 1), where the true mean intensity µj depends on the
discrete-time index j:
µj =
√
120 + 100 sin(2pij/N + pi/6) AU,
and the sample size is equal to the number of bins: N = 100. This true
distribution is therefore unrealizable for a finite number of Fourier modes. The
generating model, simulated data and two model fits are shown in Figure 5,
Panel A.
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We expand the model mean (µi) and observed intensity (Xi) in Fourier
coefficients µ˜i and X˜i respectively. A detailed description is provided in the
Appendix Sec. A.9. The MLE that minimizes the information is ˆ˜µi = X˜i. We
now introduce two different approaches to encoding our low-level model pa-
rameters {µ˜i}i=−N/2...N/2: the sequential and greedy algorithms. In both cases,
the models will be built by selecting a subset of the same underlying model
parameters, the Fourier coefficients (µ˜i).
5.2.2 Sequential-algorithm analysis
In the sequential algorithm we will represent our nested-parameter vector as
follows:
θ(n) =
(
µ˜−1 ... µ˜−n
µ˜0 µ˜1 ... µ˜n
)
, (14)
where all selected µ˜i are set to their respective maximum likelihood values and
all other µ˜i are identically zero. We initialize the algorithm by encoding the
data with parameters θ(0). We then execute a sequential nesting procedure,
increasing temporal resolution by adding the Fourier coefficients µ˜±i corre-
sponding to the next smallest integer frequency index i. (Recall there are two
Fourier coefficients at every frequency, labeled ±i, except at i = 0.) The cutoff
frequency is indexed by n and is determined by the model selection criterion.
From the AIC perspective, the complexity is simply a matter of counting
the parameters fit for each model as a function of the nesting index. Counting
the parameters in Eqn. (5.2.2) gives the expression for the complexity KAIC =
2n + 1, since both an µ˜i and an µ˜−i are added at every level. Since this is
a normal model with known variance, QIC estimates the same complexity as
AIC. In the Bayesian analysis, the complexity is: KBIC = 12 (2n + 1) logN ,
where N = 100, which is significantly larger than the AIC and QIC. (See
Sec. A.8 for a discussion of the BIC analysis.) Panel B of Figure 5 shows QIC
model selection for the sequential algorithm. The n = 2 nesting level minimizes
QIC and this model (n = 2) is shown in Panel A. The true and QIC complexity
are compared in Panel D for a sample size of N = 1000. Both AIC and QIC
are excellent approximations of the true complexity.
5.2.3 Greedy-algorithm analyis
Instead of starting with the lowest frequency and sequentially adding terms,
an alternative approach would be to consider all the Fourier coefficients and
select the largest magnitude coefficients to construct the model. In the greedy
algorithm we will represent the Fourier coefficients as
θ(n) =
 0 i1 ... in
µ˜0 µ˜i1 ... µ˜in
, (15)
where the first row represents the Fourier index and the second row is the
corresponding Fourier coefficient. As before, all unspecified coefficients are set
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Fig. 5 Panel A: Truth, data and models. (Simulated for N = 100.) The true mean
intensity is plotted (solid green) as a function of season, along with the simulated observa-
tions (green points) and models fitted using two different algorithms, sequential (red) and
greedy (blue). Panel B: Failure of AIC for greedy algorithm. (Simulated for N = 100.)
For the greedy algorithm, the coefficients selected using AIC (red) are contrasted with the
coefficients chosen using QIC. The QIC mean estimates (blue) track the true means very
closely. The AIC mean estimates (red) include many noise dominated Fourier modes. This
model does not well represent the true seasonal behavior and would have poor predictive
performance. Panel C: Information as a function of model dimension.(Simulated
for N = 100.) The information is plotted as a function of the nesting index n. The true
information is compared with the information for sequential (red) and greedy (blue) algo-
rithm models. The dashed curves represent the information as a function of nesting index
and both are monotonically decreasing. The solid curves (red and blue) represents the esti-
mated average information (QIC), which is equivalent to estimated model predictivity. The
model selection criterion chooses the model size (nesting index) that is a minimum of QIC.
Panel D: The true complexity matches QIC estimates. (Simulated for N = 1000.)
In the sequential-algorithm model, the true complexity (red dots) is AIC-like (solid red).
In the greedy-algorithm model, the true complexity (blue dots) transitions from AIC-like
(slope = 1) to BIC-like (slope ∝ logN) at n = 4. In both cases, the true complexity is
correctly predicted by QIC (solid curve). The BIC complexity is a poor approximation of
the predictive complexity in all models.
to zero. We initialize the algorithm by encoding the data with parameters
θ(0) and then we execute a sequential nesting procedure: At each step in the
nesting process, we choose the Fourier coefficient with the largest magnitude
(not already included in θ(n−1)). The optimal nesting cutoff will be determined
by model selection.
If one counts the parameters, the AIC and BIC complexities are unchanged.
There are still two parameters in Eqn. (5.2.3) at every nesting level n. For
the QIC complexity, the distinction between the sequential and greedy algo-
rithms has profound consequences. The greedy-algorithm model is singular
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Fig. 6 Panel A: Performance of the sequential algorithm. Simulated performance
as measured by the KL Divergence D (Eqn. (4.1)) of sequential algorithm at different sample
sizes using AIC, QIC and BIC (lower is better). AIC and QIC are identical in this case; they
differ only because of the finite number of Monte Carlo samples. Larger fluctuations are
arise from the structure of true modes at the resolvable scale of a given sample size. Panel
B: Performance of the greedy algorithm. Simulated performance of greedy algorithm
as measured by the KL Divergence D (Eqn. (4.1)) at different sample sizes using AIC, QIC
and BIC (lower is better). QIC and BIC have very similar cutoff penalties. Because of the
algorithmic sensitivity, QIC can have the appropriately complexity scaling with N in both
the greedy and sequential case.
since the Fourier mode number in becomes unidentifiable after the last re-
solvable Fourier mode is incorporated into θ(n). There are two approaches to
computing the QIC complexity: (i) Monte Carlo and (ii) an analytical piece-
wise approximation that we developed for computing an analogous complexity
in change point analysis (LaMont and Wiggins 2016a). We will use the ana-
lytical approach, which gives a change in complexity on nesting of:
Kn −Kn−1 ≈
{
1, −∆h > k
k, otherwise
, (16)
where the change in information is defined ∆h ≡ hn(x|θˆx)− hn−1(x|θˆx) and the
singular complexity is k ≈ 2 logN (i.e. BIC scaling). The singular complexity
k arises due to picking the largest remaining Fourier mode. The approximation
is given by computing the expectation of the largest of N chi-squares, which is
discussed in more detail in the supplement (Sec. A.5). If −∆h > k the model
is in a regular part of parameter spaces whereas if −∆h < k, the model is
essentially singular (LaMont and Wiggins 2016a). The complexity is computed
by re-summing Eqn. (5.2.3).
Panel B of Figure 5 shows QIC model selection for the greedy algorithm.
The n = 2 nesting level minimizes QIC and this model (n = 2) is shown in
Panel A. The true and QIC complexity are compared in Panel D for a sample
size of N = 1000. This large sample size emphasizes the difference between the
slopes. In the greedy algorithm, only QIC provides an accurate approximation
of the true complexity. For large nesting index, the piecewise approximation
made to compute the QIC complexity fails due to order statistics. (The largest
of m χ2 random variables is larger than the second largest.) This is of little
consequence since the complexity in this regime is not relevant to model selec-
tion. The use of AIC model selection in this context leads to significant over
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fitting by the erroneous inclusion of noise-dominated Fourier modes, as shown
in Panel B of Fig. 5.
The predictive performance of the average selected model has been deter-
mined by Monte-Carlo simulations and is plotted in Fig. 6, for the greedy and
sequential algorithms. QIC shows correct scaling behavior for both fitting al-
gorithms, which allows it to achieve good performance in both cases, whereas
AIC (and not BIC) performs well in the Sequential case and BIC (and not
AIC) performs well in the Greedy case.
5.3 Anomalously small complexity and the exponential mixture model
In the greedy algorithm implementation of Fourier regression, both AIC and
BIC underestimated the true complexity. But, the true complexity is not al-
ways underestimated by AIC. In sloppy models (Machta et al. 2013; LaMont
and Wiggins 2018), we find that the AIC (and BIC) approximation for the
complexity typically overestimate the true complexity at finite sample size. To
explore this phenomenon, we analyze an exponential mixture model.
In an exponential mixture model, m different components decay at rate λi.
The rates (λi), the relative weighting of each component in the mixture (ωi)
and even the number of components (m) are all unknown. We represent the
model parameters θ = (λ, ω) and the candidate distribution function for the
probability density of observing an event at time t is:
q(t|θ) =
m∑
i=1
ωi λie
−λit,
with support ωi, λi ∈ R+ and constraint ∑i ωi = 1. For m > 1, this model is
singular where ωi = 0 or λi = λj for i 6= j. Exponential mixture models are
frequently applied in biological and medical contexts where the different rates
might correspond to independent signaling pathways, or sub-populations in a
collection of organisms, etc.
5.3.1 Problem setup
To explore the properties of the model, we simulate data from a realizable
model with m = 4 components and parameters:
θ ≡
(
λ
ω
)
=
(
1 2 3 5
0.3 0.2 0.2 0.3
)
.
For a large enough sample size, N , AIC could be expected to accurately es-
timate the complexity for an m = 4 model. In practice, the sample size is
always finite and therefore it is important to investigate the finite-sample size
properties of the complexity. We simulated N = 100 samples from the true
distribution.
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5.3.2 Analysis
In our statistical analysis, we consider just two competing models, m = 1 and
4 component models, for simplicity. For the AIC and BIC complexities, we
used a model dimension of K = 2m−1 due to the normalization constraint on
component weights ωi. The QIC complexity for m = 1 has an analytic form
given by Eqn. 6.1 while the complexity for m = 4 was computed by Monte
Carlo. The true complexity and the AIC, BIC and QIC approximations are
compared for the two models below:
Complexity K (nats)
Model True QIC AIC BIC
m = 1 1.77 1.01 1 4.61
m = 4 3.33 3.45 7 16.1
QIC shows excellent agreement with the true complexity for m = 4. The
discrepancy when m = 1 occurs because QIC has approximated the true dis-
tribution (m = 4) with the fitted model (m = 1). The true distribution in this
case is not realizable, but nonetheless this approximation still provides the best
estimate of the true complexity. For the one component model (m = 1), AIC
makes nearly the same estimate for the complexity as QIC, but it significantly
overestimates the complexity of the larger 4 component model (m = 4). At
finite sample size, this model is therefore more predictive than estimated by
AIC. The BIC complexity never accurately approximates the true complexity.
The difference in estimated complexity has important consequences for
model selection. We will define the difference ∆(·) ≡ (·)1 − (·)4, where ∆(·) > 0
implies the m = 4 model is expected to be more predictive. Consider the
training-sample average differences between the MLE information, the infor-
mation criteria and the cross entropy difference:
Average information difference (nats)
∆H ∆QIC ∆h(X|θˆX) ∆AIC ∆BIC
3.73 2.84 5.29 -0.72 -8.53
In a nested model, the larger model is always favored by ∆h due to overfitting.
The average cross entropy is also positive, which implies that the trainedm = 4
model is more predictive than the m = 1 trained model on average. The QIC
complexity most-closely estimates the true complexity and there is the best
agreement between the average cross entropy difference and average QIC. QIC
also favors the m = 4 model. Due to the overestimate of the complexity for
m = 4, both AIC and BIC tend to favor the smaller model.
Although QIC better estimates the true complexity on average, unlike the
AIC and BIC estimates, it depends on the MLE parameter estimate and so
there are statistical fluctuations in the estimated complexity. A large variance
might still lead to a degradation in model selection performance, even if the
mean were unbiased. We therefore compute the model selection probabilities
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and the expected predictive performance of model the selection criteria for
AIC, BIC and QIC by computing KL Divergence, averaged over the training
set:
Performance Model selection criterion
metric AIC BIC QIC
Pr1 0.64 0.98 0.19
Pr4 0.36 0.02 0.81
D (nats) (Eqn. (4.1)) 4.02 5.24 2.17
where Prm is the probability of selecting model m, Choose m is a criterion
where model m is always chosen. As expected, QIC has superior performance
to AIC and BIC since it picks the m = 4 model with higher probability. Both
AIC and BIC underestimate the performance of the larger model and therefore
need a significantly larger dataset to justify the selection of the model family
that contains the true distribution. We believe this example is representative of
many systems biology problems where the complexity is significantly smaller
than predicted by the model dimension alone.
6 Discussion
Although the AIC and BIC complexities depend only on the number of param-
eters, the true and QIC complexities depend on the likelihood and the fitting
algorithm itself. In general, the QIC complexity will not be exactly equal to
the true complexity and therefore QIC remains a biased estimator of cross
entropy. In this section, we shall outline the known properties of QIC.
6.1 QIC subsumes extends both AIC and AICc
In comparing QIC to existing information criteria, it is first important to note
that, for an important class of analyses, QIC is expected to be exactly equiv-
alent to AIC or corrected AIC. In the large sample size limit of regular mod-
els, the frequentist complexity is equal to the AIC complexity and therefore
AIC and QIC are identical. Furthermore, QIC subsumes an important class of
previously proposed refinements to AIC. These complexities follow from the
assumption of realizability, and the special case of parameter-invariant fre-
quentist complexity discussed in 3.1. The AIC complexity is itself exact for
the normal model with unknown mean(s) and known variance at any sample
size. Another example is AICC, derived in the context of linear least-squares
regression with unknown variance. In this case the complexity is (Hurvich and
Tsai 1989):
K= K NN−K−1 , (17)
which is equal to K in the large-sample-size limit (N → ∞), but deviates
significantly for small N corrected AIC (Hurvich and Tsai 1991; Burnham
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and Anderson 1998). Another exact result is found for the exponential model,
q(x|θ) = θ e−θx, where the complexity is (Burnham and Anderson 1998)
K= NN−1 .
The appealing property of these complexities is that, like AIC, they do not
require knowledge of the true distribution and therefore maintain all the ad-
vantages of AIC while potentially correcting for finite-sample-size effects.
Burnham and Anderson have previously advocated the use of Eqn. (6.1)
even outside the case for linear regression, on the grounds that some finite-
sample-size correction is better than none (Burnham and Anderson 1998).
The QIC complexity is a more principled approach, using the assumption
of realizability without presupposing a complexity of the model. When the
frequentist complexity of a particular model is constant, QIC recovers a form
of AICC. When it is not, the generative parameters must be estimated using
the frequentist complexity, Eqn. (4).
6.2 Asymptotic bias of the QIC complexity
A canonical approach to analyzing the performance of an estimator is to study
the bias of that estimator in the large-sample-size limit. An asymptotic unbi-
ased estimator of the cross-entropy will be an asymptotically efficient model
selection criteria under standard conditions (See Arlot and Celisse (2010);
Shao (1997) for details). Efficiency is an important goal for predictive model
selection(Shao 1997; Yang 2005; Birge´ and Massart 2007).
QIC is not a significant improvement over AIC in terms of asymptotic
bias. First, just as with AIC, we must assume that the true model is realizable
(although this condition can be relaxed, see A.7) . If the true model is realizable
φ ∈ Θ, then we can Taylor expand the frequentist complexity around the true
parameter value:
K(φ+ δθX) = K(φ) + δθX · ∇K(φ) + 12δθX ⊗ δθX · ∇ ⊗∇K(φ) + . . . ,(18)
where the over line represents expectations with respect to X ∼ q(·|φ). If the
estimated parameters are unbiased, the second term is zero. For nonsingular
points the third term is asymptotically zero—but at non-singular points QIC
is asymptotically equal to AIC. At singular points the bias due to the third
term is expected to be greater than O(N−1) and QIC will be asymptotically
biased.
However, in practice the QIC estimate of the complexity often appears to
be good enough, and certainly superior to the alternatives. For example, the
Greedy algorithm of the Fourier analysis is a useful test case. This problem is
singular. The use of the AIC complexity in this problem leads to a catastrophic
breakdown in model selection: The number of overfit parameters added is very
large and grows with the sample size N . In contrast, the QIC estimate of the
complexity, though biased, has the correct logN scaling behavior near the
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singular point: the QIC method shows excellent model selection performance
in this context.
We measured the relative performance of QIC using three metrics: we com-
pared (i) QIC complexity to the true complexity and (ii) QIC to the cross en-
tropy, and (iii) directly computing the KL Divergence of the trained-selected
model. By all three metrics, we demonstrate that QIC outperforms AIC and
BIC. We therefore conclude that, while QIC does not generically offer asymp-
totic efficiency when AIC does not, QIC is often vastly superior to AIC at a
finite sample size, where all real analyses occur.
6.3 Advantages of QIC
QIC has several advantages compared with existing methods. Although QIC is
not universally unbiased, a good estimator should balance bias and variance—
in a bias-variance tradeoff (Geman et al. 1992; Piironen and Vehtari 2017).
QIC tends to have both relatively low bias (compared to AIC, Cp and similar
penalized methods) and low variance, compared to CV, bootstrap, and the
Takeuchi information criterion (TIC) Bozdogan (2000).
6.3.1 QIC has smaller biases than AIC and similar methods
Although QIC and AIC have similar asymptotic behavior and performance,
at finite sample size, AIC will have greater bias in a cross entropy estimator,
and will typically have greater predictive loss. This performance loss due to
the bias of AIC can be significant Barron et al. (1999); Birge´ and Massart
(2007); Efron (2004), especially for small N/K. For regular, realizable models
with constant or slowly varying K(θ), QIC will have negligible bias even at
small sample size.
6.3.2 QIC has smaller variance than empirical methods
One practical method to circumvent the QIC assumption of realizability is the
use of estimators depend only on empirical expectations taken with respect to
the observed data (i.e. LOOCV, bootstrap, etc). Empirical estimates for the
complexity such as the bootstrap methods are guaranteed to be asymptoti-
cally unbiased in a very wide range of model selection scenarios. If the sample
size is large, cross-validation has highly desirable properties. However empir-
ical methods are inferior to both AIC and AICc in the regular limit because
they suffer from a large variance resulting from the subsampling procedure
(Shibata 1997; Burnham and Anderson 1998; Shibata 1981; Efron 2004; Birge´
and Massart 2007). This increased variance leads to degraded performance
when unbiased estimators of the complexity are available. QIC therefore has
provably superior performance in many situations (Efron 2004).
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6.3.3 QIC is applicable to models of structured data such as time series
Both LOOCV and bootstrap rely on an assumption that the data are un-
structured, i.e. they take the form of independent and identically distributed
random vectors. QIC can be applied, without modification, to structured data
such as time series, where correlations exist between measurements. We orig-
inally developed a version of QIC in one such structured context: the change-
point problem (LaMont and Wiggins 2016a). If calculations of QIC requires a
Monte-Carlo calculation, data are sampled from the joint distribution, which
therefore preserves the relevant dependencies in the data. In contrast, it is not
as straightforward to leave out or subsample a data-point when doing Fourier
analysis or DNA sequencing, although workarounds exist in specialized situa-
tions (e.g. generalized CV (Craven and Wahba 1978)).
6.3.4 QIC responds to the effects of manifold geometry
QIC is non-perturbative, unlike AIC and TIC, and other methods that rely on
Taylor expansion. The putative distribution of θˆx in the frequentist expectation
will explore parameter space in the vicinity of the optimal value, and meet
constraints and nearby singularities. Although these features usually result
in QIC being biased, these biases are often small when compared with the
complete failure of other methods. Two of our example applications are in
singular spaces, where empirical evidence suggests that QIC is robust with
complexity estimates that are accurate enough to achieve good performance.
6.3.5 QIC can account for the multiplicity.
Assuming a generative model gives QIC the ability to simulate the behavior
of the entire procedure including stopping rules, outlier removal, threshold-
ing and the fitting algorithm itself. In particular, the order in which a model
family is traversed can have a profound effect on the complexity due to the
multiplicity of competing models (Genovese et al. 2006; Draglia et al. 1999).
These multiplicity effects are ubiquitous, and in frequentist tests they lead to
Bonferonni corrections (Bland and Altman 1995; Hochberg 1988) to the signif-
icance level. QIC automatically generates an information-based realization of
the Bonferonni corrections—models with large multiplicity have substantially
increased complexities. This increase in complexity lead to a much stronger
preference for smaller models in the presence of multiplicity than in sequential
model selection. We studied these effects in Sec. 5.2.
6.3.6 QIC accounts for the learning algorithm
Algorithmic dependence plays an interesting and important role in determining
the complexity in some simple applications we discuss. The two approaches
to the neutrino problem illustrate this point: Although both the sequential
and greedy algorithms represent the intensity signal as Fourier modes, the
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complexities are fundamentally different as a result of the fitting algorithms.
This algorithmic dependence is typical. For example, the greedy addition of
regressors in linear regression problems is a common realization of a singular
model that results in significant increases in complexity. QIC facilitates an
information-based approach to these problems for the first time and reinforces
the notion that the fitting algorithm can be of equal importance to the number
of model parameters.
6.4 Conclusion
We have proposed a new information criterion: the Frequentist Information
Criterion (QIC). QIC is a significantly better approximation for the true com-
plexity and results in better model selection performance than AIC in many
typical analyses. Although, QIC is equal to AIC in the large-sample-size limit
of regular models, QIC is a superior approximation in regular models at fi-
nite sample size as well as singular model at all sample sizes and can account
changes in the complexity due to algorithmic dependence. The QIC approach
to model selection is objective and free from ad hoc prior probability distribu-
tions, regularizations, and the choice of a null hypothesis or confidence level.
It therefore offers a promising alternative to other model selection approaches,
especially when existing information-based approaches fail.
A Appendix
A.1 Exponential families
An important case is the exponential-family, where the likelihood can be written:
q(x|θ) = exp[t(x) · θ −Nψ(θ) + r(x)],
the sufficient statistics t(x) and function r(x) are functions of the dataset x only and ψ(θ)
is a function of the parameters only and N is the sample size. In this case, the complexity
can be computed from Eqn. (1) and can be written:
K(θ) = E
X,Y |θ
[t(X)− t(Y )] · θˆX , (19)
where X and Y are two independent datasets of sample size N generated from distribution
q(·|θ) and
θˆX ≡ (∇ψ)−1[t(X)/N ],
where (∇ψ)−1 is the functional inverse of the gradient of function ψ.
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A.2 Modified-Centered-Gaussian distribution
The likelihood for the Modified-Centered-Gaussian model is given by Eqn. (3.1). The MLE
parameters and sufficient statistic are:
θˆx = − N
α t(X)
t(X) = −
N∑
i=1
|x|α,
respectively. The sufficient statistic t is distributed like a Gamma distribution:
−t ∼ Γ (N/α, λ),
which has well-known moments:
(−t)m = Γ (m+N/α)
(−λ)mΓ (N/α) .
Using the last results in combination with expression for the complexity of an exponential
model, Eqn. (A.1), we find:
K= N
N−α for N > α,
which is always larger than the AIC complexity K = 1 for α > 0.
A.3 The component selection model
For convenience, consider a true model where j = n, which is general due to permutation
symmetry. Let the observations be defined as:
Xj = ξj + [j = n]µ,
where we have used the Iverson bracket and the ξj are iid random variables centered around
zero with unit variance. The MLE parameters for the model are:
ıˆ = arg max
j
X2j ,
µˆ = Xıˆ.
The complexity can then be written:
K(θ) = E
ξ
{
max
j
X2j − µ2 [ˆı = n]
}
,
which can be computed using one-dimensional integrals of the CDFs.
It is useful to consider the large and small multiplicity limit. For large multiplicity (n),
the complexity is
K(θ) = 2 logn− log logn− 2 logΓ ( 1
2
) + 2γ + ..., (20)
where γ is the EulerMascheroni constant (Hashorva et al. 2012). For n = 1 or sufficiently
large µ, there is no multiplicity and we recover the AIC result:
K(θ) = 1.
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A.4 n-cone
Following notation used in special relativity, we denote the space-like component of a vector
A = {A2, . . . An} and the time-like component A1. The implicit function of constraint is
ρ(θ) = µ2 − (cµ1)2 = 0,
which is to say that the mean must lie on the light cone. The observations X = (X1,X) can
be represented as:
X = µ+ ξ,
where ξ is an n-vector of iid random variables normally around zero with unit variance. The
MLE parameters satisfying the constraints are:
µˆ =
(
c|X1|
|X| + c
2
)
c2 + 1
X,
µˆ1 =
X1 + c sgn(X1) |X|
c2 + 1
.
We can take the expectation using known properties of the non-central χ distribution. The
result can be expressed in terms of the generalized Laguerre polynomials:
K(θ) =
c2(k − 1)− cµ2
(√
pi
2
µ1 erf
(
µ1√
2
)
+ e−
µ21
2
)
L
k−1
2
− 1
2
(
−µ2
2
)
c2 + 1
+
c
(√
pi
2
µ1 erf
(
µ1√
2
)
+ 2e−
µ21
2
)
L
k−3
2
1
2
(
−µ2
2
)
+ 1
c2 + 1
.
This result recovers the known results of AIC on the realizable surface far from the sin-
gularity, and K = 1 when c is very large, corresponding to a needle-like geometry where
the surface of constraint is essentially one-dimensional compared to the scale of the Fisher
information.
A.5 Fourier Regression nesting complexity
A literal treatment of the QIC algorithm requires a Monte Carlo simulation. However, as can
be seen in Fig. 1, this complexity interpolates between two limiting behaviors that can be
treated analytically. To treat the nesting complexity analytically, we will make two assump-
tions: (i) All previously included models are unambiguously resolved and (ii) the number of
modes included is small compared to the total n. Under these two assumptions, the nest-
ing complexity is equivalent to selecting the largest magnitude coefficient of the remaining
unselected Fourier components. Since each is independent and normally distributed, this
problem is exactly equivalent to a problem that we have already analyzed: the component
selection model. In this case, we can simply reuse the complexity derived in Eqn. (A.3) as
the nesting complexity, with limiting behavior:
ki(θ) =
{
2 logN when µ2  2 logN
1 when µ2  2 logN ,
in exact analogy to Eqn. (A.3) where the number of components n = N . The total complexity
can be summed,
K(θ) =
∑
i
ki(θ).
We have previously used this approximation in the context of change-point analysis (LaMont
and Wiggins 2016a; Wiggins 2015).
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A.6 L1 Constraint
We use the simplex projection algorithm described in Duchi et al. (2008) with the MATLAB
code to project onto an L1 ball provided by John Duchi at https://stanford.edu/~jduchi/
projects/DuchiShSiCh08.html. We computed the complexity using 105 samples on a 10−1
grid, with the resulting complexity linearly filtered in Fourier space.
A.7 Curvature and QIC unbiasedness under non-realizability
If |θX − θ0| is small (on average) relative to the inverse-mean-curvatures of the manifold Θ,
then we have that the true complexity is given by
K(φ) ≈ E
X|φ
{D(θ0||θX)− dX(θ0||θX)}
This follows from Amari’s “generalized pythagorean theorem” (Amari and Nagaoka 2007;
Amari 1985) where D(φ||θ) is analogous to the half-squared-distance between φ and θ. If
θˆX is a MLE then dX(θ0||θX) is equivalent to another K-L divergence Amari and Nagaoka
(2007). We can finally write this as
≈ E
θX |φ
{D(θ0||θX) +D(θX ||θ0)} .
For (nearly) flat manifolds, such as the unconstrained exponential family, with θˆX being
the MLE, we do not need the distribution of the data X|φ to be well approximated by X|θ0,
we only need the distribution of the fitted parameters to match E
θX |φ
≈ E
θX |θ0
.
K(φ) ≈ E
θX |θ0
{D(θ0||θX) +D(θX ||θ0)}
= K(θ0)
In which case the model is effectively realizable for our purposes in the sense that K(θ0) is
unbiased, even though D(φ||θ0) may be large. Eqn. (6.2) and the subsequent considerations
then apply.
We would expect QIC to be biased if θ0 poorly describes the variance of θX . For instance,
if we assume a fixed, incorrect, variance σ′2, instead of the true value of σ, this will bias
the QIC complexity by a scale factor of σ2/σ′2. Although we’d expect Eq. A.7 to be very
generally asymptotically true, our complexity landscapes show that the presence or absence
of extrinsic curvature of Θ is an important factor in whether or not the variance of θX will
be well estimated by θ0. When the true distribution is not realizable, the variance of θX
will depend on the curvature, and QIC may have significant bias.
A.8 Approximations for marginal likelihood
A second canonical information criterion (BIC) is motivated by Bayesian statistics. In
Bayesian model selection, the canonical approach is to select the model with the largest
marginal likelihood:
q(x) ≡
∫
Θ
dθ $(θ) q(x|θ),
where $ is the prior probability density of parameters θ. If we assume (i) the large N limit,
(ii) that the model is regular, (iii) the model dimension is constant as N increases and (iv)
the prior is uninformative, the negative log of the marginal likelihood can be computed using
the Laplace approximation (Schwarz 1978; Burnham and Anderson 1998):
− log q(x) = h(x|θˆx) + 12K logN + log
√
(2pi)K det I
$(θˆx)
+ ...
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where K is the dimension of the model and I is Fisher Information Matrix. The first three
terms have N1, logN and N0 scaling with sample size N , respectively. A canonical approach
is to keep only the first two terms of the negative log of the marginal likelihood, which define
the Bayesian Information Criterion (BIC):
BIC(x) = h(x|θˆx) + 12K logN,
which has the convenient property of dropping the prior dependence since it is constant
order in N (Schwarz 1978; Burnham and Anderson 1998). The BIC complexity grows with
sample size and is therefore larger than the AIC complexity in the large N limit. This tends
to lead to the selection of smaller models than AIC. Since the prior typically depends on ad
hoc assumptions about the system, the absence of prior dependence is an attractive feature
of BIC. On-the-other-hand, in many practical analyses logN is not large, which makes the
canonical interpretation of BIC dubious. A more palatable interpretation of BIC is to imagine
withholding a minimal subset of the data (i.e. N ≈ 1) to generate an informative prior, then
computing marginal likelihood. This sensible Bayesian procedure is well approximated by
BIC (LaMont and Wiggins 2016b).
A.9 Seasonal dependence of the neutrino intensity
A.9.1 Analysis of the data
We expand the model mean (µi) and observed intensity (Xi) in Fourier coefficients µ˜i
and X˜i respectively. The MLE parameters that minimize the information are ˆ˜µi = X˜i.
We now introduce two different approaches to encoding our low-level model parameters
{µ˜i}i=−N/2...N/2: The Sequential and Greedy Algorithms. Note that in both cases, the
models will be
A.9.2 Analysis of the data
We expand the model mean (µi) and observed intensity (xi) into Fourier coefficients µ˜i and
X˜i respectively:
µj =
N/2∑
i=−N/2
µ˜iψi(j) where µ˜i =
N∑
j=1
µjψi(j),
xj =
N/2∑
i=−N/2
X˜iψi(j) where X˜i =
N∑
j=1
xjψi(j),
where the orthonormal Fourier basis functions are defined:
ψi(j) ≡ N−1/2

√
2 cos(2piij/N), i < 0
1, i = 0√
2 sin(2piij/N), i > 0.
Substituting these expressions into the expression of the data-encoding information gives
h(XN |θ) = N
2
log 2piσ2 +
1
2σ2
N/2∑
i=−N/2
(X˜i − µ˜i)2,
where we have used the orthagonality in the large N limit for all terms. We chose the
eigenfunction normalization in order to give this expression its concise form.
Note that there is no need to (re)compute the information etc since the structure of the
problem is identical to the resonance problem discussed above.
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