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In this paper, a new trust region algorithm is proposed for solving unconstrained
optimization problems. This method can be regarded as a combination of trust region
technique, fixed step-length and ODE-based methods. A feature of this proposed method
is that at each iteration, only a system of linear equations is solved to obtain a trial step.
Another is that when a trial step is not accepted, the method generates an iterative point
whose step-length is defined by a formula. Under some standard assumptions, it is proven
that the algorithm is globally convergent and locally superlinear convergent. Preliminary
numerical results are reported.
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1. Introduction
In this paper, we consider the following unconstrained optimization problem
min
x∈Rn
f (x) (1)
where f : Rn −→ R is a smooth function.
Two basic methods, namely trust region methods and line search methods have been developed for solving problem
(1); see Ref. [1] for details. Under appropriate assumptions, either trust region methods or line search methods have global
convergence.
Compared with line search methods, one of the most important advantage of trust region methods is that the Hessian
matrix of the objective function is allowed to be indefinite; hence the direction of negative curvature is allowed. Moreover,
certain implementation of trust region methods can converge to local minima (not just Karush–Kuhn–Tucker point) and
can handle ill-conditioned problems. The disadvantage of trust regionmethods is that the quadratic trust region subproblem
may need to be resolved several times in one iteration before obtaining an acceptable trial step, and thus the total cost of
computation for one iteration might be expensive.
On the contrary, line search methods tend to compute more quickly than trust region methods at each iteration.
Moreover, line search methods require less computational effort than trust region methods when the reduced Hessian
remains positive definite and bounded. However, it is well known that finding a suitable stepsize along the search direction
(the line search) can be difficult when f is non-quadratic or highly nonlinear; and the resulting step may in fact be very
small (as, for instance, when the search is negotiating the bottom of a narrow, curving valley). In such circumstances, the
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conventional line searchmethods, such as Newton and quasi-Newtonmethods, make slow progress towards a local minima
andwemight expect amore effective approach to result fromadeliberate attempt to follow a curvilinear path. Therefore, the
idea of proceeding from an initial guess x0 to the solution x∗ of (1), via smooth, curvilinear trajectory seems rather attractive.
ODE-based methods for solving problem (1), which proceed by following the solution cure of a system of ordinary
differentiable equations, have this propertymentioned above. Bymeans of extensive numerical experiments, Brown et al. [2]
have shown that, when suitably implemented, ODE methods can compare very favorably with conventional Newton
and quasi-Newton algorithms as regards reliability, accuracy and efficiency, especially for highly nonlinear minimization
problems and problems with narrow, curving valleys. Among all ODE-based methods, the most successful algorithm, called
IMPBOT, obtains a trial step dk by solving the following linear equations at the kth iteration
(hkHk + I)d = −hk∇f (xk) (2)
whereHk is the Hessianmatrix of f at xk and hk is an integral stepsize. Clearly, the iterations based on Eq. (2) have something
in common with the Levenberg–Marquardt type trust region methods for unconstrained optimization (see Ref. [1]), which
use the calculation at the kth iteration
(λkI + Hk)d = −∇f (xk). (3)
It can easily be seen that Eqs. (2) and (3) are equivalent when λk = 1hk . IMPBOT, however, involves the adjustment of a
stepsize hk in the space of parameter t (t does not appear explicitly, refer the reader to Ref. [2]), while conventional trust
region methods use the Lagrange multiplier λk to adjust a trust region bound∆k on the norm of trial step d in x-space. The
relationship between λk and∆k is often highly nonlinear, however, and hence it may be to the advantage of IMPBOT that it
does not have to deal with this.
In recent years, a variety of trust regionmethods have been proposed in the literature. For example, Nocedal and Yuan [3],
and Yu et al. [4] presented methods which combine line search technique and trust region method. When the trial step is
not successful, theirmethods perform a line search to find an iterative point instead of resolving the subproblemwith a trust
region bound. Therefore, their methods require less computation than do classic trust region methods. Ou [5] proposed a
method for solving a class of nonlinear equations,which combine trust region technique andODE-basedmethods. Numerical
examples shows that this method is efficient and reliable.
On the other hand, Sun and Zhang [6], Chen and Sun [7] proposed a fixed step-length method for unconstrained
optimization and obtained their global convergence. Yu [8] extend this technique to a memory gradient method. In those
approaches, they computed the step-length by a formula at each iteration, thus avoiding, performing a line search. As a
result, those methods might be practical in the cases that the line search is expensive or hard and allow a considerable
saving in the number of function evaluations. Recently, this technique has been incorporated in the non-monotone trust
region method [9].
The reasonsmentioned abovemotivate us to combine trust region technique, fixed step-length and ODE-basedmethods.
The aim of this paper is to further explore and develop a more effective and practical method for problem (1). A feature of
our proposedmethod is that at each iteration, only a system of linear equations is solved to obtain a trial step, thus avoiding,
solving a quadratic programming subproblem with a trust region bound. Another is that when a trial step is not accepted,
the proposed method generates an iterative point whose step-length is defined by a formula, thus avoiding, performing a
line search to compute a step-length.
This paper is organized as follows. In Section 2, we summarize some basic definitions and results, which will be useful
subsequently in this paper. In Section 3, we describe our algorithm for solving (1), which combines the techniques of fixed
step-length, trust region andODE-basedmethods. Section 4 is devoted to proving global convergence and locally superlinear
convergence of the proposed algorithm under some conditions. Preliminary numerical results are reported in Section 5.
Some conclusions are drawn in the final section.
2. Preliminaries
In this section,we summarize some definitions and results (see Refs. [10,11]), which is useful in the rest of this paper.
Throughout this paper as follows, we denote by ‖ · ‖ the Euclidean norm on Rn.
Definition 1. A function f : Rn −→ R is said to be an LC1 function on a nonempty open subset S of Rn, if it is differentiable
and ∇f is locally Lipschitzian on S, that is, for each bounded subset B of S, there exists a constant L > 0 such that
‖∇f (x)−∇f (y)‖ ≤ L‖x− y‖, ∀x, y ∈ B.
We denote all those functions by LC1(S) or C1,1(S).
Remark 1. The class of all LC1 functions exists extensively in nonlinear analysis and optimization problems, and receives
many scholars’ attention (see Refs. [11–14] and references therein).
Definition 2. Suppose f ∈ LC1(S) and let x ∈ S. The generalized Hessian matrix of f at x, denoted by ∂2f (x), is the set of
symmetric matrices defined as the convex hull, i.e.,
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∂2f (x) = conv{M : ∃xi → x with f twice differentiable at xi and ∇2f (xi)→ M}
which is a nonempty compact convex set of symmetric matrices. Especially, we have
∂2f (x) = {∇2f (x)}
when f is twice differentiable. The properties of ∂2f (x) are summarized in Ref. [10].
To establish superlinear convergence, we also need the following results (see Ref. [11]).
Definition 3. The mapping ∇f : Rn −→ Rn is said to be semismooth at x, if ∇f is locally Lipschitzian at x and
lim
h′→h, t↓0
{Gh′}
exists for any h ∈ Rn, where G ∈ ∂2f (x+ th′).
Lemma 1. Suppose that ∇f is semismooth at x. Then
(1) ∇f is directionally differentiable at x, i.e., (∇f )′(x; h) exists for all h ∈ Rn. Furthermore, we have
∇f (x+ h) = ∇f (x)+ (∇f )′(x; h)+ o(‖h‖)
for h small enough, where
(∇f )′(x; h) = lim
t↓0
∇f (x+ th)−∇f (x)
t
.
(2) For any V ∈ ∂2f (x+ h) and h small enough, we have
Vh− (∇f )′(x; h) = o(‖h‖).
(3) For any V ∈ ∂2f (x+ h) and h→ 0, we have
∇f (x+ h) = ∇f (x)+ Vh+ o(‖h‖).
3. Description of algorithm
Throughout this paper as follows, we denote f (xk) by fk and ∇f (xk) by gk, respectively.
In order to define our algorithm, we make the following assumptions.
A1. The level setL(x0) = {x|f (x) ≤ f (x0)} is bounded.
A2. f (x) is a LC1 function on Rn.
Clearly, it follows from Assumption A2 and Definition 1 that there exists a constant L > 0 such that
‖g(x)− g(y)‖ ≤ L‖x− y‖ (4)
for any x, y ∈ Rn.
Now we describe our ODE-based algorithm as follows.
Algorithm TR. Step 0. Given x0, h0 > 0,  ≥ 0, 0 < ρ < 1, Set k := 0.
Step 1. Compute gk. If ‖gk‖ ≤ , then stop.
Step 2. Construct a symmetric matrix Bk. If hkBk + I is positive definite, go to Step 3; Otherwise, letmk be a positive integer
such that 2−mkhkBk + I is positive definite. Set hk = 2−mkhk.
Step 3. Solve the following linear system to obtain dk
(hkBk + I)d = −hkgk (5)
Step 4. Compute
ρk = AredkPredk (6)
where
Aredk = fk − f (xk + dk)
Predk = fk − φk(dk)
φk(d) = fk + gTk d+
dTBkd
2
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Step 5. Ifρk ≥ ρ, set xk+1 = xk+dk(successful step), hk+1 = 2hk; Otherwise, compute ak = − g
T
k dk
L‖dk‖2 , and set xk+1 = xk+akdk,
hk+1 = hk.
Step 6. Set k := k+ 1 and go to Step 1.
Remark 2. In Algorithm TR, Bk may be chosen to be a symmetric approximation to Vk ∈ ∂2f (xk). In practical computation,
we can employ the famous BFGS updating formula [1] to generate the matrix sequence {Bk}, i.e.,
B0 = I, Bk+1 = Bk + yky
T
k
yTksk
− Bksks
T
kBk
sTkBksk
where sk = xk+1 − xk, yk = gk+1 − gk. Especially, if f ∈ C2, then we set Bk = ∇2f (xk).
Remark 3. In general, the Lipschitz constant L in Step 5 is unknown previously. In practical computation, we may use
L = max
{
L0,
‖gk − gk−1‖
‖xk − xk−1‖
}
to estimate it, where L0 > 0 is an initial constant of safeguarding against the step-length ak = 0.
Remark 4. In Step 5, there are many rules for choosing step-length ak. Here we use a fixed step-length method, which is
due to the following lemma.
Lemma 2. If A2 holds, then
ak ≥ − g
T
k dk
L‖dk‖2
where ak is selected to satisfy the exact line search, i.e.,
f (xk + akdk) = min
a>0
f (xk + adk). (7)
Proof. From the exact line search, it follows that
g(xk + akdk)Tdk = 0.
By using A2 and the Cauchy–Schwartz inequality, we have
−gTk dk = (g(xk + akdk)− gk)Tdk
≤ ‖g(xk + akdk)− gk‖ · ‖dk‖
≤ akL‖dk‖2
which implies that (7) is true. This completes the proof. 
4. Convergence analysis
In this section, we will analyze the convergence of Algorithm TR when it is applied to problem (1). To this end, we also
need the following assumption.
A3. The sequence{‖Bk‖} is uniformly bounded, i.e., there exists a positive constant C such that
‖Bk‖ ≤ C, ∀k = 1, 2, . . . .
A4. There existsm > 0 such that
dT
(
Bk + Ihk
)
d ≥ m‖d‖2, ∀d ∈ Rn and ∀k = 1, 2, . . .
For the sake of convenience, we define two index sets as follows.
S = {k : ρk ≥ ρ}, F = {k : ρk < ρ}.
By using (5), the following conclusion is obvious.
Lemma 3. For any k ≥ 1, we have
Predk = 12d
T
k
(
Bk + Ihk
)
dk + ‖dk‖
2
2hk
. (8)
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Lemma 4. (i) Under Assumption A2, we have
f (xk)− f (xk+1) ≥ 12L
(
− g
T
k dk
‖dk‖
)2
, ∀k ∈ F . (9a)
(ii) Under Assumption A4, we have
f (xk)− f (xk+1) ≥ mρ2 ‖dk‖
2, ∀k ∈ S. (9b)
Proof. (i) By using the mean-value theorem, the Cauchy–Schwartz inequality and A2, we have
f (xk+1)− f (xk) = ak
∫ 1
0
g(xk + takdk)Tdkdt
≤ akgTk dk + ak
∫ 1
0
(g(xk + takdk)− gk)Tdkdt
≤ akgTk dk + ak
∫ 1
0
‖g(xk + takdk)− gk‖ · ‖dk‖dt
= akgTk dk + a2kL‖dk‖2
∫ 1
0
tdt
= akgTk dk +
1
2
La2k‖dk‖2
= −(g
T
k dk)
2
2L‖dk‖2 , ∀k ∈ F
which means (9a) holds.
(ii) By using (8) and A4, we have
f (xk)− f (xk+1) ≥ ρPredk ≥ ρ2 d
T
k
(
Bk + Ihk
)
dk ≥ mρ2 ‖dk‖
2, ∀k ∈ S
which means (9b) holds. This completes the proof. 
Remark 5. If Algorithm TR does not terminate at the kth iteration and the trial step dk is not successful, Lemma 4(i) shows
that the next trial point xk+1 = xk + akdk can lead to an improvement in the objective function value, i.e., f (xk+1) < f (xk),
Lemma 5. Suppose that Assumption A2 holds. If Algorithm TR does not terminate at the kth iteration, then the iterates xk ∈
L(x0).
Proof. By Lemma 3, we have
f (xk)− f (xk+1) ≥ ρPredk ≥ ρ ‖dk‖
2
2hk
≥ 0 ∀k ∈ S
which, together with (9a), implies that the sequence {f (xk)} is decreasing for any k. Therefore, xk ∈ L(x0), since x0 ∈ L(x0).
This proof is completed. 
From now on, we assume that Algorithm TR generates an infinite sequence {xk}, i.e., the stopping criterion in Step 1 of
Algorithm TR is never fulfilled in finitely many iterations.
Theorem 6. Suppose that Assumptions A1,A2 and A3 hold. If the index set F is finite, then
lim
k→+∞ inf ‖gk‖ = 0. (10)
Proof. Since F is finite, then there exists K1 such that
ρk ≥ ρ, ∀k ≥ K1 (11)
while hk ≥ hK1 is maintained. If (10) is not true, then there exist ε > 0 and K2 such that
‖gk‖ ≥ ε, ∀k ≥ K2. (12)
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By Lemma 3, (5) and (11), we have
f (xk)− f (xk+1) = Aredk ≥ ρPredk ≥ ρ2 d
T
k
(
Bk + Ihk
)
dk = −ρ2 g
T
k dk ≥ 0 (13)
for all k ≥ K1, which implies that the sequence {f (xk)} is decreasing for any k ≥ K1. Since it is bounded by Assumption A1
and Lemma 5, we have that limk→+∞ f (xk) exists and thus
lim
k→+∞ g
T
k dk = 0 (14)
by using (13). On the other hand, it follows from A3, (5) and (12) that
|gTk dk| =
∣∣∣∣∣gTk
(
Bk + Ihk
)−1
gk
∣∣∣∣∣ ≥ ‖gk‖2‖Bk + Ihk ‖ ≥
ε2
C + 1hK1
for any k ≥ max{K1, K2}. But this contradicts (14), which implies that this conclusion (10) is true. This proof is completed.

Theorem 7. Suppose that Assumptions A1–A4 hold. If the index set F is infinite, then
lim
k→+∞ ‖gk‖ = 0.
Proof. By (5) and A4, we have
|gTk dk| = dTk
(
Bk + Ihk
)
dk ≥ m‖dk‖2. (15)
From Lemma 4(i) and (15), it follows that
f (xk)− f (xk+1) ≥ m
2‖dk‖4
2L‖dk‖2 =
m2
2L
‖dk‖2, ∀k ∈ F
which, together with (9b), implies that there exists a constant µ > 0 such that
f (xk)− f (xk+1) ≥ µ‖dk‖2, ∀k
where µ = min{mρ2 , m
2
2L }. Hence we have by Assumptions A1–A2 and Lemma 5 that
lim
k→+∞ ‖dk‖ = 0. (16)
Note that hk ≥ h0 for any k and
‖gk‖ ≤ ‖Bk + Ihk ‖ · ‖dk‖ ≤
(
C + 1
h0
)
‖dk‖. (17)
Thus it follows from (16) and (17) that Theorem 7 is true. This proof is completed. 
In what follows we analyze the local convergence rate of Algorithm TR under the semismoothness assumption.
Theorem 8. Let the following conditions hold
(a) xk → x∗ and ∇f (x) is semismooth at x∗;
(b) Assumptions A3 and A4 hold;
(c) hk →+∞;
(d) limk→+∞ ‖(Bk−Vk)(xk−x
∗)‖
‖xk−x∗‖ = 0, ∀Vk ∈ ∂2f (xk).
Then the sequence {xk} superlinearly converges to x∗, i.e.,
lim
k→+∞
‖xk+1 − x∗‖
‖xk − x∗‖ = 0. (18)
Proof. Clearly, it follows from xk → x∗, Theorems 6 and 7 that
g(x∗) = ∇f (x∗) = 0. (19)
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Furthermore, we can easily conclude from the semismoothness of ∇f at x∗ and Lemma 1 that
∇f (x∗ + h) = ∇f (x∗)+ Vh+ o(‖h‖) (20)
for h small enough and V ∈ ∂2f (x∗ + h), which implies
∇f (xk) = ∇f (x∗)+ Vk(xk − x∗)+ o(‖xk − x∗‖)
for k large enough, where Vk ∈ ∂2f (xk), i.e.,
∇f (xk) = Vk(xk − x∗)+ o(‖xk − x∗‖) (21)
for k large enough. So we deduce from condition (b), (c), (d), (5) and (21) that
‖xk+1 − x∗‖ = ‖xk + dk − x∗‖
=
∥∥∥∥∥xk − x∗ −
(
Bk + Ihk
)−1
gk
∥∥∥∥∥
≤
∥∥∥∥∥
(
Bk + Ihk
)−1∥∥∥∥∥ ·
∥∥∥∥(Bk + Ihk
)
(xk − x∗)− gk
∥∥∥∥
≤
∥∥∥∥∥
(
Bk + Ihk
)−1∥∥∥∥∥ ·
(
‖Bk(xk − x∗)− gk‖ + ‖xk − x
∗‖
hk
)
≤
∥∥∥∥∥
(
Bk + Ihk
)−1
‖ · ‖((Bk − Vk)(xk − x∗)
∥∥∥∥∥+ ‖xk − x∗‖hk + ‖Vk(xk − x∗)−∇f (xk)‖)
= o(‖xk − x∗‖)
which implies that (18) holds. This proof is completed. 
Remark 6. The conditions (c)–(d) and Assumption A3 in Theorem 8 can be deleted when the condition f ∈ C2 holds. In this
case, we set Bk = ∇2f (xk).
Theorem 9. Let the following conditions hold
(i) xk → x∗ and f (x) is twice continuously differentiable on Rn.
(ii) Assumption A4 holds.
Then the sequence {xk} superlinearly converges to x∗.
Proof. It suffices to prove that the conditions (c) and (d) in Theorem 8 hold. In fact, by (5), we have
‖dk‖ ≤
∥∥∥∥∥
(
∇2f (xk)+ Ihk
)−1∥∥∥∥∥ · ‖gk‖ (22)
which, together with A4, condition (i) and (19), implies that
lim
k→+∞ ‖dk‖ = 0. (23)
From Lemma 3 and A4, it follows that
Aredk − ρPredk = f (xk)− f (xk + dk)− ρPredk
= −gTk dk −
1
2
dTk∇2f (xk)dk + o(‖dk‖2)− ρPredk
= (1− ρ)Predk + o(‖dk‖2)
≥ 1
2
(1− ρ)dTk
(
∇2f (xk)+ Ihk
)
dk + o(‖dk‖2)
= ‖dk‖2
(
1
2
m(1− ρ)+ o(‖dk‖
2)
‖dk‖2
)
which, together with (23), implies that
Aredk ≥ ρPredk (24)
Y. Ou et al. / Journal of Computational and Applied Mathematics 232 (2009) 318–326 325
for k large enough. Thus it follows from Step 5 of Algorithm TR that
hk+1 = 2hk
for k large enough, which implies that condition (c) in Theorem 8 holds. In addition, it is obvious that condition (d) in
Theorem 8 holds, since f (x) is twice continuously differentiable on Rn. This proof is completed. 
5. Numerical tests
To illustrate the computational behavior of the proposed algorithm in Section 3, Algorithm TR was then implemented
in Matlab 7.1 and run on a computer for nine standard test functions (see Refs [15–18]). Throughout the computational
experiments, the parameters used in the algorithm were h0 = 0.1,  = 10−6, ρ = 0.01.
Test 1. Rosenbrock function.
f (x) = 100(x2 − x21)2 + (1− x1)2, x0 = (−1.2, 1.0)T.
This is a well-known test function with a steep-sided valley along the parabola x2 = x21.
Test 2.Maratos function.
f (x) = x1 + τ(x21 + x22 − 1)2, τ = 10, x0 = (1.1, 0.1)T.
This function has a minimum near (−1, 0)T, a maximum near (0, 0)T, a saddle point near (1, 0)T, and a curved valley along
the circle x21 + x22 = 1. It is evident that, starting from a point near (1, 0)T, a monotone method will be forced to follow the
valley, thus defeating most of existing algorithms.
Test 3. Chebyquad function.
f (x) = (x1 + x2 − 1)2 +
(
(2x1 − 1)2 + (2x2 − 1)2 − 23
)2
, x0 = (1/3, 2/3)T.
Test 4.Wood function.
f (x) = 100(x21 − x2)2 + (x1 − 1)2 + (x3 − 1)2 + 90(x23 − x4)2 + 10.1((x2 − 1)2 + (x4 − 1)2)+ 19.8(x2 − 1)(x4 − 1)
x0 = (−3,−1,−3,−1)T.
This function has a saddle point near (−1, 1,−1, 1)T.
Test 5. Cube function.
f (x) = 100(x2 − x31)2 + (1− x1)2, x0 = (−1.2, 1)T.
This function has a steep-sided valley along the cure x2 = x31.
Test 6. Powell singular function.
f (x) = (x1 + 10x2)2 + 5(x3 − x4)2 + (x2 − 2x3)4 + 10(x1 − x4)4, x0 = (3,−1, 0, 1)T.
Test 7. Trigonometric function (n = 2).
f (x) =
2∑
i=1
[
2−
2∑
j=1
(cos xj + i(1− cos xi)− sin xi)
]2
, x0 =
(
1
2
,
1
2
)T
.
Test 8. Box function.
f (x) =
3∑
i=1
[exp(−tix1)− exp(−tix2)− x3(exp(−ti)− exp(−10ti))]2, ti = 0.1i.
x0 = (0, 10, 20)T.
Test 9. l∞-norm function.
f (x) = ‖c(x)‖∞, where c(x) = (100(x2 − x21)2, (x1 − 1)2)T. x0 = (0, 0)T.
Note the norm function is non-differentiable in R2. Therefore, it is impossible for us to calculate its exact gradient. In
practical computation, we calculate its approximate sub-gradient by using a method in Ref. [19].
The numerical results are summarized in Table 1 as follows, where k, kf and kg denote the number of iterations, function
evaluations and gradient evaluations, respectively. The limited numerical results show that the proposed algorithm can give
an accurate solution quickly.
Of course, we cannot draw some general conclusions from the rather limited numerical tests. Comparing the results
given by our method with that in Refs. [15–18], however, our method is comparable to those methods in computational
effort, which indicates that the proposed algorithm is effective in some sense. Moreover, it has been observed that the
computational results are not very sensitive to the choice of the parameter h0 and ρ ∈ (0, 0.1). Further improvement is
expected from more sophisticated implementation.
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Table 1
Numerical results on test problems.
Text k kf kg xk f (xk)
T1 14 33 14 (1.0000, 1.0000)T 9.7652e−19
T2 17 39 19 (−1.0023, 0)T −1.0022
T3 5 10 5 (0.7887, 0.2113)T 1.6206e−16
T4 10 21 10 (1, 1, 1, 1)T 3.7849e−22
T5 12 25 12 (1.0000, 1.0000)T 2.9083e−17
T6 17 35 17 (0.0001,−0.0001, 0.0002, 0.0002)T 1.7141e−10
T7 8 18 8 (0.0000, 0.0000)T 2.7479e−16
T8 22 45 22 (1.0000, 9.9999, 0.9999)T 9.8025e−11
T9 27 123 54 (1.0001, 0.9999)T 7.9868e−5
6. Conclusion
In this paper, a new trust region algorithm is proposed for solving unconstrained optimization problems. Under some
standard assumptions, it is proven that the algorithm is globally convergent and locally superlinear convergent. We believe
that this proposed method is useful for several reasons as follows.
First, it obtains a trial step at each iteration only by solving a system of linear equations, thus avoiding, solving a quadratic
programming subproblem with a trust region bound. From a computational point of view, this approach may improve
efficiency.
Secondly, when a trial step is not accepted, this proposed method generates an iterative point whose step-length is
defined by a formula, thus avoiding, performing a line search to compute a step-length.
Finally, the limited numerical results show the efficiency of the new algorithm, especially for highly nonlinear
minimization problems and problems with narrow, curving valleys.
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