The ultimate goal of earthquake early warning (EEW) is to provide local shaking information to users before the strong shaking from an earthquake reaches their location. This is accomplished by operating one or more real-time analyses that attempt to predict shaking intensity, often by estimating the earthquake's location and magnitude and then predicting the ground motion from that point source. Other EEW algorithms use finite rupture models or may directly estimate ground motion without first solving for an earthquake source. EEW performance could be improved if the information from these diverse and independent prediction models could be combined into one unified, ground-motion prediction. In this article, we set the forecast shaking at each location as the common ground to combine all these predictions and introduce a Bayesian approach to creating better ground-motion predictions. We also describe how this methodology could be used to build a new generation of EEW systems that provide optimal decisions customized for each user based on the user's individual false-alarm tolerance and the time necessary for that user to react.
Introduction
The goal of earthquake early warning (EEW) is to provide users with an estimate of the ground motion that they will feel and the time that shaking will occur at their location. With this information, people and automated systems can take action to minimize the impact of the earthquake. Many countries and regions around the world, including Japan, Mexico, Taiwan, and the United States, are operating, or are in the process of building, EEW systems. Sometimes, these systems employ multiple real-time analyses for predicting local ground shaking; in these cases, a more robust warning system could be built if the information from these different analyses could be combined into one unified shaking forecast. In this article, we outline a strategy to accomplish precisely that.
Our examples focus on ShakeAlert, the EEW system for the west coast of the United States. ShakeAlert is being built by the U.S. Geological Survey in cooperation with the States of California, Oregon, and Washington, as well as the California Institute of Technology, University of California (Berkeley), University of Oregon, and University of Washington. ShakeAlert's design is to run multiple analyses simultaneously and then to synthesize information from these independent algorithms to issue one unified forecast of local shaking (Böse et al., 2014) .
Currently, ShakeAlert receives warnings from three algorithms: (1) Onsite (e.g., Kanamori, 2005; Böse et al., 2009) , Earthquake Alarm Systems (ElarmS; e.g., Allen and Kanamori, 2003; Kuyuk et al., 2013) , and Virtual Seismologist (VS; e.g., Cua and Heaton, 2007; Cua et al., 2009) . Each of these algorithms independently uses real-time measurements of seismic data to detect an earthquake and determine its point-source description (magnitude, location, and origin time [OT] ). Collectively, these three algorithms provide a spectrum of behavior, from faster response (at the potential cost of less accurate source parameters) to more accurate source information (at the potential cost of less timeliness). The location and magnitude information from these algorithms are used as input to ground-motion prediction equations (GMPEs) that are used to predict the ground motion that a user at a particular location may expect. However, if the earthquake is larger than what can be reasonably modeled as a point source, the expected shaking intensity (SI) at a certain station will also be dependent on the distance to that fault plane, which can be different from the hypocentral distance. Thus, these point-source models may underpredict ground motions for large earthquakes with finite rupture extents. (Of course, other sources of ground-motion variability may cause under-or overprediction of expected ground motion as well.) Therefore, in addition to these three point-source algorithms, it is anticipated that future generations of the ShakeAlert system will include real-time finite-fault source models as well. For example, currently under development and testing are a finite seismic line source solution (FinDer; Böse et al., 2012 Böse et al., , 2015 and a number of finite-fault source models based on real-time, high-rate Global Positioning System data (e.g., Grapenthin et al., 2014; Minson et al., 2014; Crowell et al., 2016) .
In the current ShakeAlert prototype production system, the outputs from the three point-source algorithms (Onsite, ElarmS, and VS) are averaged together to obtain an average latitude and longitude for the earthquake's epicenter, average magnitude, and average OT; these averaged parameters are then input into a GMPE for predicting each user's expected ground motion. This framework is not optimal because it is not known how to map uncertainties in the separate predictions of the source parameters to uncertainties in the ground-motion predictions; more importantly, there is no way to objectively suppress false alarms. Further, this framework cannot treat non-point-source algorithms: it is nonphysical to attempt to average the source properties of three point sources, one line source, and a collection of various distributed slip models, each of which is built upon a different fault geometry. Additionally, we anticipate that in the future there will be a need to combine earthquake source models with algorithms that forecast future ground motion directly from current ground motion without an assumed earthquake source (e.g., Hoshiba, 2013; Hsu et al., 2013; Hoshiba and Aoki, 2015) . In this article, we propose a new approach that allows us to probabilistically combine information from multiple rupture models in real time (regardless of how each rupture model is parameterized) to provide a single unified and accurate ground-motion forecast, along with associated uncertainties and better suppression of false alarms.
Although different early warning algorithms may use very different source parameterizations (or no source parameterization), which makes it impossible to combine their source models, we can still combine their ground-motion predictions. We accomplish this by using Bayesian analysis to obtain what is known as the posterior hyper-robust predictive (PHRP) probability density function (PDF; e.g., Beck, 2010) . This PDF is so named because it accounts not only for uncertainties in the model parameters that any EEW algorithm may use (such as earthquake magnitude, location, and OT) but also for uncertainties in the choice of which EEW algorithm to use to predict ground motion. Further, when we evaluate this PDF, we also include an extra virtual EEW algorithm that predicts no ground motion. (We refer to this as the "No Event" algorithm because it is the algorithm that always thinks there is no earthquake happening, and thus always predicts zero ground motion.) This allows us to calculate the probability that the output from the EEW algorithm(s) is a false alarm by comparing to the observed ground motion both the ground-motion predictions from the EEW algorithm(s) and the prediction of zero ground motion that we would expect if there actually were no event.
We envision that this analysis would be done in a module that accepts input from EEW algorithms and then sends appropriate ground-motion warnings to users. We call this module the central decision module (CDM). Each EEW algorithm would send its output to the CDM, which would then construct the PHRP PDF from all reporting algorithms and send users a probabilistic description of the expected ground motion at their locations.
Methodology
A detailed derivation of the mathematical underpinnings of our methodology is given in the Theoretical Foundation for the Method section. Readers who are particularly interested in probabilistic inference may wish to read that section now. Other readers may prefer simply to read this section and skip the mathematical details in the Appendix.
An EEW system such as ShakeAlert may operate any number of EEW algorithms, each of which produces an independent prediction of ground motion. Our goal is to combine these ground-motion predictions into a single unified shaking forecast. We accomplish this by estimating the probability that each EEW algorithm is correct, and then use these probabilities to determine how to appropriately blend the ground-motion predictions from each algorithm. The resulting probability distribution describing the expected future ground motion is known, as stated earlier, as the PHRP PDF (Beck, 2010) . Posterior (as opposed to prior) simply means that the probability distributions have been updated based on observations of ground motions. Robust means that the ground-motion prediction is based on all potential values of an algorithm's model parameters (e.g., earthquake magnitude, location, and OT) rather than a single estimate. Finally, hyper-robust means that it also accounts for uncertainty concerning which EEW algorithm to use for predicting ground motion. (This terminology originates in the fact that the space of ground-motion predictions from all EEW algorithms is a hyperspace encompassing the space of ground-motion predictions for all possible values of the model parameters of a single EEW algorithm.)
The PHRP PDF for a quantity y, given the predictions from all of N EEW algorithms, follows directly from the total probability theorem: E Q -T A R G E T ; t e m p : i n t r a l i n k -; d f 1 ; 3 1 3 ; 2 0 9 pyjD Σ N i1 pyjD; A i PA i jD 1 (Beck, 2010) , in which D is the observed seismic data, and A i is the ith EEW algorithm issuing a report for this potential earthquake detection (i 1; …; N). The PDF pyjD; A i is the robust posterior prediction for y from the algorithm A i , and PA i jD is the posterior probability of algorithm A i , based on data D. (Σ N i1 PA i jD 1, by definition, because probabilities must sum to one.)
For EEW, the quantity being predicted y will typically be peak ground acceleration (PGA), peak ground velocity (PGV), or SI, such as modified Mercalli intensity (MMI). Some users may be interested in response spectra or computing a particular spectral acceleration (SA; e.g., Convertito et al., 2008) . Thus, pyjD; A i , the PDF describing PGA (or PGV or SI or SA) predicted from each algorithm can be obtained by inputting each algorithm's earthquake source model into a GMPE.
Equation (1) shows that the PHRP PDF of the groundmotion parameter (e.g., PGA or PGV or SI or SA) y is simply the combination of the predicted value of y for each algorithm pyjD; A i , weighted by the posterior probability of each algorithm PA i jD. This approach properly propagates the uncertainties from the predictions of all algorithms A i into the PHRP PDF. The PHRP PDF is robust to parameter uncertainty within a model class (i.e., uncertainty in the model parameters estimated by an individual EEW algorithm, typically earthquake magnitude, location, and OT) and hyperrobust to model class uncertainty (i.e., uncertainty concerning which A i to choose to make probabilistic predictions).
According to Bayes' theorem E Q -T A R G E T ; t e m p : i n t r a l i n k -; d f 2 ; 5 5 ; 5 1 7 PA i jD ∝ pDjA i PA i ; 2 in which pDjA i is known as the marginal likelihood or evidence in favor of the model class (i.e., algorithm) A i , and the prior probability PA i is a measure of the plausibility of algorithm A i as a predictor of the quantity y. If we take an unbiased stance in which all algorithms are considered equally plausible before observing any data (i.e., PA i = constant), then E Q -T A R G E T ; t e m p : i n t r a l i n k -; d f 3 ; 5 5 ; 4 2 0
Let D be the observed waveform data and θ i represent the source parameters for EEW algorithm A i . For example, for Onsite, ElarmS, and VS, θ i {magnitude, location, OT}, whereas for FinDer, θ i {location, OT, fault strike, rupture length}. Then, applying the total probability theorem E Q -T A R G E T ; t e m p : i n t r a l i n k -; d f 4 ; 5 5 ; 3 3 3 pDjA i Z pDjθ i ; A i pθ i jA i dθ i :
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Each EEW algorithm A i should report its marginal likelihood pDjA i via equation (4) as part of its real-time earthquake analysis. However, because none of the current EEW algorithms in ShakeAlert employ Bayesian analysis or compute their formal probabilities, this information is unavailable. We tested several methods of estimating the marginal likelihood pDjA i , which yields the probability of each algorithm PA i jD through equation (3). In the end, we chose to approximate PA i jD using a maximum likelihood estimate that we obtained by a constrained least-squares (LSQ) fit of the observed waveforms to the predictions from all reporting EEW algorithms. We view this as an effective but somewhat ad hoc fix to overcome the current inability of the EEW algorithms to provide formal posterior probabilities computed via equations (3) and (4). However, we can justify our choice by noting that using this approach ensures that the mean of the PHRP PDF, and thus the mean of the CDM's predicted ground motion, matches the observed ground motions. (See the Appendix for proof.)
The framework in equation (1) is completely general and applies to any quantity, y, which we might want to robustly predict and any PDF describing an individual EEW algorithm's prediction of y, pyjD; A i . For EEW, the quantities that we want to predict are measures of ground motion. As an example, we consider estimating the expected PGA. The most likely PGA estimate from each EEW algorithm is obtained using a GMPE. However, ground-motion variability about the mean predicted by the GMPE is quite large and a significant contributor to uncertainty in EEW predictions of expected ground motion (e.g., Allen, 2007; Iervolino et al., 2009) . Observed ground-motion variability about the log of the PGA predictions from GMPEs is typically modeled as Gaussian-distributed with a standard deviation σ of about a factor of 2. (Specifically, σ 1:55 − 1:8 for M 8 to M 5 earthquakes in Chiou and Youngs, 2014 ; σ 2:2 for M < 4 and 1.8 for M > 5:5 in Boore et al., 2014; σ ranges from 2.3 at M 3 to 1.8 at M 8 in Campbell and Bozorgnia, 2008 ; and σ goes from 2.45 at M 3 to 1.9 at M 8 in Abrahamson et al., 2014.) Thus, the PDF describing the groundmotion prediction from a single EEW algorithm A i is E Q -T A R G E T ; t e m p : i n t r a l i n k -; d f 5 ; 3 1 3 ; 4 8 1 N log PGAj log PGA i A i ; log σ; 5 in which log PGA i A i is the log of the GMPE-based ground-motion prediction from the ith EEW algorithm A i , and N log PGAj log PGA i A i ; log σ denotes a Gaussian distribution with mean log PGA i A i and standard deviation log σ. Equivalently, we can write E Q -T A R G E T ; t e m p : i n t r a l i n k -; d f 6 ; 3 1 3 ; 3 9 4 pyjD; A i pPGAjD; A i log N PGAj log PGA i A i ; log σ; 6 in which log N PGAj log PGA i A i ; log σ denotes the (base 10) lognormal distribution, such that log PGA is Gaussian distributed with mean log PGA i A i and standard deviation log σ.
For simplicity, we assume σ 2. Then, the PHRP PDF for PGA is E Q -T A R G E T ; t e m p : i n t r a l i n k -; d f 7 ; 3 1 3 ; 2 9 0 pPGAjD P No event × δPGA
in which we take A 1 as the No Event virtual algorithm mentioned in the Introduction (i.e., the algorithm that always believes there is no earthquake happening and so always predicts there is zero expected ground motion), and δ is the Dirac delta function (equal to one at PGA 0 and zero otherwise). The cumulative density function (CDF) associated with the PDF in equation (7) is E Q -T A R G E T ; t e m p : i n t r a l i n k -; d f 8 ; 3 1 3 ; 1 3 8
The median predicted ground motion and associated confidence intervals can be determined from the CDF (equation 8). For example, the median and upper and lower 95% confidence bounds are found by solving for x, such that PPGA < xjD equals 0.5, 0.975, and 0.025, respectively.
Examples
In the following examples, at each one second increment of time, we follow these analysis steps: first, we take as our data D envelopes of acceleration (Cua, 2005) observed over the last five minutes at all regional strong-motion stations contributing to ShakeAlert. Second, we generate predicted envelopes of acceleration from each reporting EEW algorithm A i (including the predictions of zero ground motion from the No Event virtual algorithm that always thinks there is no earthquake happening) using the Cua (2005) relations between ground-motion envelopes and the distance and magnitude of an earthquake. Third, in the absence of probabilities provided by the EEW algorithms, we estimate the probability of each algorithm (including the No Event algorithm) PA i jD, using a constrained LSQ fit between the observed and predicted ground-motion envelopes. (In this way, we obtain not only the probability associated with each EEW algorithm but also P No event , the probability that the earthquake report is a false alarm.) Finally, we obtain the PHRP prediction of ground motion by combining the ground-motion predictions of each algorithm (including the No Event algorithm) according to equation (1).
The basis for our comparison between observed and predicted ground motion is the Cua (2005) envelope relationships. Following Cua (2005) , the observed envelopes of ground motion are defined as the maximum of the absolute value of the ground motion in a 1 s window. Cua (2005) used 30,000 three-component seismograms from stations within 200 km of 70 M w 2.0-7.3 southern California earthquakes to determine relationships for the expected waveform envelope as a function of source magnitude and distance from the source. These relationships allow us to compare the time evolution of the observed acceleration waveforms to those predicted by each algorithm's source model using only the pointsource location and magnitude information that the EEW algorithms provide. Further, although in this article we have restricted ourselves to considering strong-motion acceleration records, the Cua (2005) relationships will allow us to, in the future, utilize velocity and filtered displacement seismograms as well. Alternatively, these envelope relations could someday be replaced by a more advanced set of envelope relationships that include a PDF describing the uncertainty in the ground-motion envelopes themselves.
We present a simple synthetic test plus two real examples from ShakeAlert. In our synthetic test, we assume that two algorithms (Alg1 and Alg2) are operating and issue an alert 3.5 s after the initiation of an earthquake and that data are available for analysis within 1 s, making the first solution available at 5 s after origin (in integer seconds). The earthquake is located on the southern San Andreas fault and is surrounded by stations spaced 20 km apart. Both algorithms produce correct magnitude estimates, but the locations from the two algorithms have errors of 15 and 5 km, respectively. Although a case in which two EEW algorithms produce errors up to 15 km and no magnitude error is somewhat extreme, these are not implausible values. In a retrospective test of ShakeAlert EEW algorithms using large historic events, > 75% of events have epicentral errors less than 20 km, and > 80% of events have magnitude errors less than 0.5 units (E. Cochran, personal comm., 2017). Figure 1 shows a comparison of the observed waveform envelopes of acceleration to the corresponding waveform envelopes predicted from the two algorithms. This comparison allows us to observe that the Alg2 solution (which has the smaller location error) is more probable than the Alg1 solution, and that both are more probable than the possibility that this is a false alarm. As time goes on and more ground motions are available for comparison with the predictions from the algorithms, this divergence increases, with the probability that this is a false alarm going to 0% and the solution increasingly favoring Alg2 over Alg1. Figure 2 shows the process by which the CDM creates its PDF of predicted ground motion from the probabilities computed in Figure 1 . The source parameters from Alg1 and Alg2 are each used as input into a GMPE and each GMPE output is used to define the center of a lognormal PDF (red and blue lines in Fig. 2 ). These PDFs, along with a prediction of zero ground motion from the No Event algorithm, are weighted by the probabilities in Figure 1 and then summed, yielding the CDM prediction of ground motion (magenta line in Fig. 2 ). This process successfully combines the predictions from Alg1 and Alg2 to create a new PDF that better predicts the peak ground motion that will eventually be observed in these synthetic seismograms.
The first of two real examples from the ShakeAlert EEW system is the 2014 M w 6 South Napa earthquake. For this earthquake, ElarmS produced a timely and accurate source model. Onsite had identified the stations closest to the hypocenter as having high background noise, and accordingly set a high triggering threshold for these stations. Because of this, the earliest Onsite triggers came from stations located significantly south of the earthquake, resulting in an Onsite solution that was issued late and that inaccurately located the earthquake's epicenter. VS did not issue a relevant warning for this earthquake.
One of the advantages of our CDM analysis is that it can combine the strengths and help overcome the weaknesses of each EEW algorithm, without having to know the details of how each EEW algorithm operates. It is neither necessary to know why VS did not issue a warning nor necessary to know the particulars of ElarmS and Onsite's triggering approaches or their relative effectiveness overall. (In this case, Onsite's higher triggering threshold was a weakness, but perhaps in other cases it has successfully suppressed false alarms.) What is important is to identify that, for this earthquake, the ElarmS ground-motion prediction is more probable than the Onsite ground-motion prediction, as well as more probable than the prediction that there is no earthquake, so that we can then use these probabilities to produce a probabilistic prediction of the expected ground motion.
We now apply our CDM analysis to the output from the ShakeAlert EEW algorithms for the 2014 South Napa earthquake. As time after origin increases, N in equation (1) ranges from 1 (No Event) to 2 (No Event, ElarmS) to 3 (No Event, ElarmS, Onsite). Until the first EEW algorithm reports, the CDM has no choice but to issue a 100% probability of No Event and thus zero predicted ground motion. The ideal CDM behavior would be to identify, as soon as the ElarmS solution is released, that the ElarmS solution is a good predictor of the observed ground motion and immediately push the probabilities to heavily favor the ElarmS model over No Event and to estimate ground motions in accordance with the ElarmS predictions. Then, when the Onsite solution is issued, the ideal CDM would recognize that it is a poor solution and severely downweight both Onsite and No Event in favor of the ElarmS solution. Replaying our proposed CDM analysis on the waveform data for the Napa earthquake and the evolution of alerts issued by ElarmS and Onsite produces exactly this behavior . At 6 s after the OT, the first second for which a solution from ElarmS exists, comparison with the observed envelopes of ground motion yields a probability of ∼97:6% in favor of the ElarmS report to 2.4% probability of a false alarm (Fig. 3 ). The first Onsite report is available at 12 s after OT but fits the data so poorly that it received 0% probability, with 98.4% probability to ElarmS and 1.6% probability to No Event. This means that the resulting PHRP PDFs for PGA, PGV, and SI (which are based on combining the predictions of ElarmS, Onsite, and No Event with those probabilities) is heavily weighted toward the ElarmS solution, Figure 1 . The red and blue lines are the PDFs of expected ground motion for the two earthquake early warning (EEW) algorithms, assuming that the distribution of expected ground motion is given by a lognormal distribution with mean given by the ground-motion prediction equation output for that algorithm's source model and standard deviation σ 2 (equation 5 or, equivalently, equation 6). The magenta line is the posterior hyper-robust predictive (PHRP) PDF calculated by combining these PDFs (along with a prediction of zero ground motion), weighted by the probabilities given in the pie chart at top. Medians and 95% confidence bounds are given by the circles and brackets below the PDFs. Thick black bars show the actual PGA that will eventually arrive at each location. This figure shows how the central decision module (CDM) combines the predictions from the two EEW algorithms to produce a PGA forecast (magenta circle) that is closer to the PGA that will be observed (black line) than either of the original EEW algorithms (red and blue circles). and the CDM's PDF of predicted ground motion is almost identical to the ElarmS PDF ( Fig. 4) . However, ElarmS does not entirely predict the ground motion observed so far. This results in the CDM ground-motion prediction gaining uncertainty relative to the original ElarmS prediction, and thus the 95% confidence bounds for the CDM ground-motion prediction are slightly broader than the ElarmS confidence bounds. It follows that the forecast ShakeMap of MMI SI computed from the CDM predictions for PGA ( Fig. 4) and PGV is very similar to the ShakeMap computed from the ElarmS source model and does an excellent job of predicting the observed final ground-motion intensities (Fig. 5 ).
In our second example, we consider the case of 1 July 2015 in which a timing offset at several stations along California's central coast was misidentified by ElarmS as an M w 8.2 earthquake. Neither Onsite nor VS issued a false alarm. (So, in this example N moves from 1 [No Event] to 2 [No Event, ElarmS] .) The ideal CDM behavior for this example would be to identify, as quickly as possible, that the ElarmS solution is not consistent with the observed records, make No Event highly probable, and thus push the weighted combination of predicted ground motion toward as little predicted ground motion as possible. Again, this is exactly how the CDM performs ( Figs. 6-8 ). When ElarmS issued its first alert (which it calculated as being 34 s after the OT of the earthquake it had supposedly identified), the analysis assigned the ElarmS solution a probability of just 2.5%, and gives 97.5% probability that it is false alarm. Because at all times the probability of "No Event" is > 95%, the median and 95% confidence bounds of the CDM's PDF are all identically zero-predicted ground motion (Fig. 7) , and the CDM's predicted ShakeMap is always zero SI (Fig. 8) . For the first ElarmS report (Fig. 7, left) when there is 2.5% probability that the ElarmS solution is correct, a very slight deflection of the CDM PDF (magenta) above the zero prediction from the No Event algorithm (gray) can be seen at the location of the peak of the ElarmS PDF (blue). Later, when more data are available and the probability of the ElarmS solution has decreased to just 0.5% (Fig. 7, right) , the CDM PDF is almost identically a prediction of zero ground motion. Although our methodology can determine the most probable ground-motion prediction from anywhere in the space of ground-motion predictions bounded by the EEW algorithms' output and No Event, it cannot predict ground motions from outside that space. By including No Event as a ground-motion model in addition to earthquake sources from the EEW algorithms, the CDM can successfully suppress spurious ground-motion predictions from a false alarm, as we have just shown for the 1 July 2015 false alarm. However, our approach has no way to introduce additional ground motion that the EEW algorithms have failed to predict. The effects of this can be seen in Figure 5 . ElarmS underpredicts the ground motion on the northern end of the rupture, probably because the ElarmS source model is a point source located near the southern end of the rupture. Because there are no EEW algorithms contributing predictions of strong ground motion on the northern part of the rupture, the CDM has no opportunity to include that shaking in the PHRP PDF. Therefore, the CDM's ground-motion prediction in Figure 5d ,h shares the underprediction of ground motion in the north exhibited by both ElarmS and Onsite.
Discussion and Concluding Remarks
The CDM framework described in this article provides an effective way to evaluate the quality of real-time earthquake lines are the PDFs of expected ground motion based on the Onsite and ElarmS source parameters, respectively. The magenta line is the PHRP PDF calculated by combining these PDFs (along with a prediction of zero ground motion), weighted by the probabilities given in the pie chart at top. Medians and 95% confidence bounds are given by the circles and brackets below the PDFs. Thick black bars show the actual PGA that will eventually arrive at each location. The probability associated with the No Event algorithm, that is, the probability that the user should expect zero ground motion because an earthquake is not actually happening, is shown by the delta function to the left of the break in scale.
information. It provides one unified prediction of the most probable expected ground motion by combining shaking predictions from multiple EEW algorithms, even if those algorithms have physically incompatible source models. Our framework also provides a path to combining information from earthquake-source-based algorithms, shaking forecast models, and on-site methods of EEW. Using this approach, EEW systems can, in real time, combine information from independent EEW algorithms and assess whether the report of an earthquake from these algorithms is a false alarm. In each of our three examples, the CDM framework was able to construct an accurate ground-motion prediction as soon as the first EEW algorithm issued an alert. This suggests that the CDM analysis can provide improved ground-motion prediction and false alert suppression without any additional latency on top of whatever duration of observation is required by the original EEW algorithm to issue an alert. (A more detailed discussion of data latencies is reserved for the Appendix.) In our framework, despite the fact that we calculate the probability that an earthquake report is a false alarm, we do not classify individual results as real earthquakes and false alarms. Instead, the CDM produces the most probable ground-motion predictions based on available data. Thus, successful false alarm suppression is expressed as producing a PDF of predicted ground motion that is tightly peaked near a prediction of zero ground motion. For the 1 July 2015 false alarm, the most probable ground motion is a combination of 97.5% no ground motion with 2.5% of the ground motion (These are the probabilities that were computed from an LSQ fit between the observed and predicted waveform envelopes in Fig. 3 and shown in the previous pie charts.) (a) and (e) are the final observed ShakeMap for the Napa earthquake, with the P-and S-wave positions plotted at 6 and 12 s after OT, respectively. (b)-(d) uses data and EEW algorithm reports from 6 s after OT. This is the time of the first ElarmS report, and Onsite has not yet reported. Note that the CDM immediately confirms the accuracy of the ElarmS report and produces a shaking prediction that is very close to the ElarmS solution and that accurately predicts the final observed shaking intensities. (f)-(h) Solution at 12 s after OT. This is when the first Onsite report is released. Note that the CDM correctly identifies that the ElarmS solution is preferable to the Onsite solution and creates a combined solution that favors the ElarmS shaking predictions and thus matches the observed shaking values.
predicted by ElarmS. This pushes the CDM's predicted ground motion to zero with greater than 95% confidence. It might seem counterintuitive to not categorize earthquake reports into true earthquakes, missed events, and false alarms, but, although it is tempting to think of an EEW system's output as discretely and exclusively a caught earthquake, missed event, or false alarm, this does not describe how EEW actually functions. Users receive location-specific predictions for ground motion and, if such a prediction exceeds a user's threshold for taking action, the user will react. The warning is only effective for that user if the system correctly predicts shaking above (or below) that threshold, and then the actual shaking at that location is also above (or below) that threshold. Although an EEW system that issues a report when no earthquake has occurred is obviously providing its users with a false alert, it is equally a false alarm for one or more users if, in the event of an actual earthquake, they receive a warning for shaking above their action threshold and then experience ground motions lower than their threshold. Similarly, even if an EEW system detects an earthquake and issues a shaking forecast, it will be seen by a user as a missed event if the predicted level of shaking is below the threshold for taking action, but the actual shaking exceeds the threshold. Because different users have different thresholds for actions, an identical prediction of shaking for different users may be seen variously as a correct warning, a missed warning, or a false warning, depending on how the predicted and observed ground motions compare with each user's threshold for taking action.
There are further complications in EEW system performance. For example, different amounts of time are required to take different actions. (Taking cover requires little time, but redirecting airport traffic may be a much slower process.) So the identical warning that might be timely for some users might be too late for others. Additionally, some users are more false-alarm tolerant than others. (Shutting down a nuclear reactor is very costly, but opening elevator doors to allow people to escape has rather insignificant consequences if the earthquake warning turns out to be a false alarm.) So, some users that are false-alarm-tolerant but also require more time for taking action may prefer an earlier warning even if it is more likely that it will later be revealed to be a false alert. Other users might prefer to wait to take action until the shaking prediction is more certain.
An advantage of the CDM analysis is that its output is a PDF describing the relative plausibility of different groundmotion predictions rather than a single earthquake source model or even a single ground-motion estimate. Only a probabilistic approach can address the complex interactions ElarmS predicts large motions at stations that have no apparent motion, guiding the CDM to assign an almost 97.5% probability that this is a false alarm. Numbers in circles identify locations for which PDFs of expected ground motion are plotted in Figure 7 . ElarmS false alarm at the four locations marked in Figure 6 . The blue line is the PDF of expected ground motion based on the ElarmS source parameters. The magenta line is the PHRP PDF calculated by combining the ElarmS PDF and a prediction of zero ground motion, weighted by the probabilities given in the pie chart at top. Medians and 95% confidence bounds are given by the circles and brackets below the PDFs. The probability associated with the No Event algorithm, that is, the probability that the user should expect zero ground motion because an earthquake is not actually happening, is shown by the delta function to the left of the break in the scale. Because the probability of No Event is > 95% at all times, the median and 95% confidence bounds of the CDM's PDF are all identically zero-predicted ground motion.
between the uncertainties of the ground-motion predictions, the warning time available to a specific user to decide whether and when to act, and that user's individual potential costs and benefits of taking action. Ideally, each user should receive a site-specific PDF describing the expected ground motion and associated uncertainties, allowing each user to decide whether the probability that there will be ground motion exceeding the user's threshold is high enough to warrant action or instead to wait for more information.
The user decision-making process may sound complex, but it need not be. Unsophisticated users who do not wish to deal with probabilities can use the most probable predicted ground motion from the CDM exactly as they would use a point estimate of predicted ground motion from any existing EEW system. Even users who wish to take advantage of the full probabilistic ground-motion prediction to make optimal and customized decisions could simply utilize a black box algorithm that does the probabilistic decision-making for them. Wu et al. (2013) describe such a user-side algorithm called ePAD that gives each user an optimal decision as to when or if to take action. This decision is based on asking each user in advance what that user's cost is for a false alarm, the cost of a missed event, and how long the user requires to take action. However, ePAD analyses require the EEW system to provide real-time updates of the PDFs describing the expected ground motion at the user's location, so that the user-side module can analyze whether it is appropriate for the user to take action based on the predicted ground motion and its uncertainty. The PHRP PDF described in this article is exactly the EEW-system-side counterpart needed to power user-specific robust decision-making systems, such as the one in Wu et al. (2013) . Thus, not only does the CDM framework proposed here formally provide the most probable shaking forecast to all users but also it could power a nextgeneration EEW system that optimizes its warnings for each user by providing sufficient information for individual users to make robust customized decisions.
Data and Resources
Acceleration waveforms were obtained from the Incorporated Research Institutions for Seismology (IRIS) Data Management Center BREQ_FAST request service at http:// ds.iris.edu/ds/nodes/dmc/manuals/breq_fast/ (last accessed May 2016). Details of earthquake early warning (EEW) algorithm reports are available in the Ⓔ electronic supplement to this article. sions. Annemarie Baltay further provided background research on groundmotion uncertainties. Thanks are also due to Elizabeth Cochran who provided ShakeAlert performance statistics. The authors would also like to acknowledge ElarmS report (34 s after the OT reported by ElarmS). The CDM's estimate of the algorithm probabilities immediately identifies that it is highly probable that this is not an earthquake and that, in turn, correctly pushes the most probable prediction to one of no shaking. As time progresses and more data become available, the probabilities even more strongly support this alert as a false alarm (d-f).
the journal editors and reviewers for helping revise and improve the article. Any use of trade, firm, or product names is for descriptive purposes only and does not imply endorsement by the U.S. Government.
(EEW) algorithms to analyze. Further, the CDM design proposed here will always be able to confirm or reject EEW algorithm reports because it will always be able to compare the predictions from the EEW reports to whatever data those algorithms used to issue their reports.
Perhaps the most important questions are what duration of observations is required for the CDM to make a robust ground-motion prediction, and is this duration greater than the duration of observed ground motion required for an EEW algorithm to issue an alert? If the CDM analysis can function with the same (or fewer) data as the original EEW algorithms, then we may expect that the CDM can produce a robust ground-motion prediction as soon as an EEW algorithm issues an alert, without requiring any additional observations. To explore these questions, we computed the misfit between the predicted and observed envelopes of acceleration from the first report from each EEW algorithm (Earthquake Alarm Systems [ElarmS], Virtual Seismologist [VS]) for the 2014 M w 6.8 off Cape Mendocino earthquake (Fig. A1) . We computed this misfit for 5 min windows ending at different times, thus simulating the effects of observing different durations of data or, equivalently, the effects of different data latencies. The first ElarmS solution was issued ∼25 s after origin time (OT). Using data up to 25 s after OT is more than sufficient for the sum of squared errors (SSE) misfit to clearly show that the predictions from the EEW algorithms are more probable than the predictions for No Event. Thus, similar to the three events in the Examples section, the CDM can issue a robust ground-motion prediction as soon as the first EEW algorithm issues its alert, without any additional observational latency required. However, this comparison may be overly optimistic because real seismic networks have data latency, and thus not all 25 s of data would be available at 25 s after OT. ElarmS requires data from at least four stations to issue an alarm. This means that the actual data latency for the 2014 off Cape Mendocino earthquake could not have been longer than the difference between when the first ElarmS report was issued and when the P wave reached the fourth station from the epicenter. Even if we only used data from the time that the P wave reached the nearest four stations and earlier, the SSE misfit for No Event is about 2× larger than for either the ElarmS or VS solutions. Further, Figure A1 shows that the data favor both the ElarmS and VS solutions over No Event long before the fourth P wave is recorded, indicating that our CDM analysis can distinguish between real events and false alarms with fewer data than the EEW algorithms require to issue an alert. Thus, our proposed methodology has the ability to distinguish real earthquakes from false alarms in real time without any additional delay beyond that needed for the EEW algorithms to issue their first reports.
Theoretical Foundation for the Method Problem Definition and System Outline
Currently, ShakeAlert includes three algorithms (Onsite, ElarmS, and VS) that provide optimal estimates of the earthquake source parameters with inconsistent uncertainty quantifications. In the future, different kinds of algorithms may also be included in the ShakeAlert system, such as algorithms that directly provide ground-motion estimates (e.g., Hoshiba, 2013; Hoshiba and Aoki, 2015) or algorithms that provide uncertainty quantification under the Bayesian framework (e.g., Minson et al., 2014) . To prepare a platform for consistently combining predictions from all kinds of algorithms, we develop a system based on the Bayesian model selection framework.
We begin with the details of our input data. At a given time t, our system observes waveform envelope data D j 1:t fz j 1 ; …; z j t g from n seismic stations, that is, j 1; …; n. (We denote the full data set as D 1:t fD 1 1:t ; …; D n 1:t g.) Also, the system receives information about the potential earthquake inferred by different algorithms A i , in which i 1; …; N. Most algorithms will provide estimates of the standard earthquake parameters θ fmagnitude; location; OTg directly. However, some algorithms may infer only part of θ and/or other earthquake information such as the spatial extent of the rupture. Some may even directly provide waveform predictions. As discussed in the main article, the ultimate goal of EEW is to provide local shaking information to the users. Therefore, we set the waveform predictions at each location as the common ground to combine all the predictions. In this study, our waveform data are the envelopes of the observed waveforms and, for algorithms that only provide predictions of the standard earthquake parameters, we impose an envelope-based forward prediction model (Cua, 2005) to extend the source parameter predictions to waveform predictions. Our goal is to establish a unified framework for predicting waveform values z j t1 and any other quantity of interest y j t1 (e.g., peak ground acceleration [PGA], peak ground velocity [PGV], shaking intensity [SI]) at a future time step t 1, using information from all the algorithms. More precisely, there are two stages in our system output:
1. Real-time accuracy assessment of the algorithms: we relate the accuracy of an algorithm A i to the probability of A i , conditional on the data and our stochastic model class, that is, PA i jD 1:t , which is a measure of the plausibility of A i , conditional on the information in D 1:t . 2. Hyper-robust posterior prediction for the quantity of interest: this prediction corresponds to finding py 1 t1 ; …; y n t1 jD 1:t , in which D 1:t fD 1 1:t ; …; D n t1 g, and the parameter uncertainties from all algorithms are marginalized out so that the posterior uncertainty arising from all of the algorithms is explicitly treated in making the predictions.
We summarize the information dependency between different stochastic variables using a graphical representation shown in Figure A2 .
Real-Time Accuracy Assessment of Algorithms
We would like to have a consistent framework for quantifying the accuracy of an algorithm through the probability value PA i jD 1:t . This is essentially the model selection/ assessment problem in the Bayesian framework (e.g., Beck and Yuen, 2004; Beck, 2010) . Using Bayes' theorem and assuming, before observing any data, that all algorithms are equally plausible as predictors, we can derive that: E Q -T A R G E T ; t e m p : i n t r a l i n k -; d f a 1 ; 3 1 3 ; 6 3 1 PA i jD 1:t ∝ pD 1:t jA i PA i ∝ pD 1:t jA i :
A1
For algorithms that are based on a Bayesian framework, pD 1:t jA i is the evidence (or marginal likelihood) for the model class and can be obtained in principle from E Q -T A R G E T ; t e m p : i n t r a l i n k -; d f a 2 ; 3 1 3 ; 5 6 2 pD 1:t jA i Z pD 1:t jθ i pθ i jA i dθ i ;
A2
in which pθ i jA i is the chosen prior for the model parameters θ i used in algorithm A i , and E Q -T A R G E T ; t e m p : i n t r a l i n k -; d f a 3 ; 3 1 3 ; 4 9 0 pD 1:t jθ i Y n j1 pD j 1:t jθ i ; A3 in which pD j 1:t jθ i can be evaluated by a probabilistic ground-motion prediction equation (GMPE) that is appropriate for source parameters θ i . For example, the current generation of EEW algorithms, which only provide location and magnitude information, may rely on a GMPE that only depends on location and magnitude (e.g., Cua and Heaton, 2007) , whereas more detailed source models that include information about the fault geometry and style of faulting may use GMPEs that include that information as well (e.g., Campbell and Bozorgnia, 2008) .
Current algorithms in the ShakeAlert system do not provide consistent uncertainty quantification. To implement our system, we can either impose consistent probabilistic models upon all algorithms or infer reasonable values for the probabilities, PA i jD 1:t , using a regression model based on the observed waveform data. Although it is theoretically possible to evaluate equation (A2) by choosing an appropriate prior pθ i jA i , the probabilistic version of the envelope-based forward model we use for waveform predictions does not give an integral that can be evaluated analytically, and the evaluation of equation (A2) numerically is very time-consuming. Further, although we can substitute for equation (A2) the approximations given by Akaike's information criterion (Akaike, 1974) or the Bayesian information criterion (Akaike, 1976; Schwarz, 1978) , these approximations of the evidence pD 1:t jA i can be quite poor (Beck and Yuen, 2004; Muto and Beck, 2008; Oh et al., 2008) . Further, these approximations have limited applicability to parameter-free EEW algorithms (e.g., Hoshiba, 2013; Hoshiba and Aoki, 2015) . Therefore, we estimate w i PA i jD 1:t by solving the following optimization problem: Figure A2 . Graphical representation of the stochastic model class. S j denotes the jth station. (Left) The algorithm A i may predict the ground motion at the jth station directly or through a set of source parameters θ. For the latter case of a specific station S j (right), θ is the input for evaluating parameters γ in a ground-motion prediction model (e.g., Cua, 2005) that can, in turn, be used to predict the ground-motion data D j 1:t and future ground motion z j t1 . Then that information can be used for prediction of any quantity of interest y j t1 (e.g., peak ground acceleration [PGA] or shaking intensity). such that X N i1 w i 1 and 0 ≤ w i ≤ 1;
A4
in whichD j 1:t;i is the waveform envelope for the jth station predicted by algorithm A i . Specifically,D j 1:t;i represents the observations predicted by the maximum a posteriori (MAP) estimate of the model parameters θ i of algorithm A i . The MAP estimateθ i is defined aŝ θ i argmax θ i pθ i jD 1:t ; A i . (Note that equation A4 is a convex constrained optimization and so has a unique minimum.)
Although the approach of choosing PA i jD 1:t by a least-squares (LSQ) fit is somewhat ad hoc, it is also completely justifiable. What the optimization in equation (A4) is doing is adjusting the posterior hyper-robust predictive (PHRP) probability density function (PDF) so that its mean matches the actual observed data. The proof is as follows:
Consider the mean of the PHRP PDF for y D j 1:t :
E Q -T A R G E T ; t e m p : i n t r a l i n k -; d f a 5 ; 5 5 ; 4 8 9 ED j 1:t jD X N i1 ED j 1:t jD; A i PA i jD;
A5
in whichD j 1:t is the predicted data at station j (and is thus a stochastic variable), as opposed to D j 1:t , which is the observed data at station j. E Q -T A R G E T ; t e m p : i n t r a l i n k -; d f a 6 ; 5 5 ; 4 0 2 ED j 1:t jD; A i ZD j 1:t pD j 1:t jD; A i dD j 1:t ;
A6
in which pD j 1:t jD; A i R pD j 1:t jD; θ i ; A i pθ i jD; A i dθ i . Letθ i be the MAP estimate of θ. Then the Laplace asymptotic approximation yields E Q -T A R G E T ; t e m p : i n t r a l i n k -; d f a 7 ; 5 5 ; 3 2 0 pD j 1:t jD; A i ≈ pD j 1:t jD;θ i ; A i pD j 1:t jθ i ; A i A7 (Beck and Katafygiotis, 1998) , if D is irrelevant for prediction by algorithm A i when θ i is given.
Thus:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; d f a 8 ; 5 5 ; 2 4 9 ED j 1:t jD; A i ≈ ZD j 1:t pD j 1:t jθ i ; A i dD j 1:t D j 1:t;i ; A8 D j 1:t;i is the posterior mean prediction given by A i for MAP estimateθ i .
Using w i PA i jD, equation (A5) becomes E Q -T A R G E T ; t e m p : i n t r a l i n k -; d f a 9 ; 5 5 ; 1 6 8 ED j 1:t jD X N i1 w iD j 1:t;i :
A9
Thus, when we choose the values of w i by an LSQ match of the predicted waveform envelopes to the actual data at each station j (equation A4), we are actually choosing w i , such that the mean ground-motion prediction from the CDM (the mean of the PHRP PDF) will match the mean of the observed data.
As an aside, if we setD j 1:t;i ED j 1:t jD; A i , then the Laplace asymptotic approximation is not needed in the theory but only in the computation.
Robust Posterior Prediction of y
For any quantity of interest y, according to the total probability theorem, the posterior predictive distribution is the linear combination of the predictive distribution from each algorithm, weighted with the posterior probability of each algorithm after observing waveform data D 1:t from the stations:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; d f a 1 0 ; 3 1 3 ; 5 7 1 pyjD 1:t X N i1 pyjD 1:t ; A i PA i jD 1:t :
A10
In real time, we observe waveform data z j 1 ; …; z j t . Rather than predict future waveform data, we instead want to use z j 1 ; …; z j t to predict other future quantities of interest y j t1 , such as PGA, PGV, or SI. In this section, we demonstrate the validity of this approach.
In our stochastic model class, y j t1 is chosen as stochastically independent of all other variables given z j t1 (this can be easily generalized to z j 1 ; …; z j t1 ):
E Q -T A R G E T ; t e m p : i n t r a l i n k -; d f a 1 1 ; 3 1 3 ; 4 4 0 py 1 t1 ; …;y n t1 jD 1:t Z Y n j1 py j t1 jz j t1 pz 1 t1 ; …;z n t1 jD 1:t dz 1 t1 …dz n t1 :
A11
In practice, py 1 t1 ; …; y n t1 jD 1:t contains much information, and it may be difficult for the user to receive and make the best use of it. Hence, we will focus on the marginal distribution py j t1 jD 1:t . Here, we consider two ways to evaluate py j t1 jD 1:t and show that they are mathematically the same.
Weighting over y
Here, we first predict y j t1 for each algorithm and then combine them: E Q -T A R G E T ; t e m p : i n t r a l i n k -; d f a 1 2 ; 3 1 3 ; 2 3 5 py j t1 jD 1:t X N i1 py j t1 jD 1:t ; A i PA i jD 1:t A12 E Q -T A R G E T ; t e m p : i n t r a l i n k -; d f a 1 3 ; 3 1 3 ; 1 8 9 py j t1 jD 1:t ; A i Z py j t1 jz j t1 pz j t1 jD 1:t ; A i dz j t1 Z py j t1 jz j t1 pz j t1 jD j 1:t ;θ i dz j t1 :
A13
Note that by the Laplace asymptotic approximation (Beck, 2010 ):
E Q -T A R G E T ; t e m p : i n t r a l i n k -; d f a 1 4 ; 5 5 ; 7 3 3 pz j t1 jD 1:t ; A i Z pz j t1 jD j 1:t ; θ i pθ i jD 1:t ; A i dθ i pz j t1 jD j 1:t ;θ i :
A14
We can easily extend this to multiple y for multiple stations:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; d f a 1 5 ; 5 5 ; 6 6 9 py 1 t1 ; …; y n t1 jD 1:t X N i1 py 1 t1 ; …; y n t1 jD 1:t ; A i PA i jD 1:t A15 E Q -T A R G E T ; t e m p : i n t r a l i n k -; d f a 1 6 ; 5 5 ; 5 7 0 py 1 t1 ; …; y n t1 jD 1:t ; A i Z py 1 t1 ; …; y n t1 jz 1 t1 ; …; z n t1 pz 1 t1 ; …; z n t1 jD 1:t ; A i dz 1 t1 ; …; dz n t1 Z py 1 t1 ; …; y n t1 jz 1 t1 ; …; z n t1 pz 1 t1 ; …; z n t1 jD 1:t ;θ i dz 1 t1 ; …; dz n t1 :
A16
In short, the posterior-robust prediction of y equals the sum of the posterior-robust predictions from all algorithms weighted by PA i jD 1:t .
Weighting over z
Here, we first combine the predictions of z j t1 from all algorithms and then propagate the uncertainty to the prediction of y j t1 :
E Q -T A R G E T ; t e m p : i n t r a l i n k -; d f a 1 7 ; 5 5 ; 3 8 9 py j t1 jD 1:t Z py j t1 jz j t1 pz j t1 jD 1:t dz j t1 A17 E Q -T A R G E T ; t e m p : i n t r a l i n k -; d f a 1 8 ; 5 5 ; 3 3 2 pz j t1 jD 1:t X N i1 pz 1 t1 jD 1:t ; A i PA i jD 1:t X N i1 pz 1 t1 jD 1:t ;θ i PA i jD 1:t :
