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The Sachdev-Ye-Kitaev (SYK) model incorporates rich physics, ranging from exotic non-
Fermi liquid states without quasiparticle excitations, to holographic duality and quantum
chaos. However, its experimental realization remains a daunting challenge due to various un-
natural ingredients of the SYK Hamiltonian such as its strong randomness and fully nonlocal
fermion interaction. At present, constructing such a nonlocal Hamiltonian and exploring its
dynamics is best through digital quantum simulation, where state-of-the-art techniques can
already handle a moderate number of qubits. Here we demonstrate a first step towards simu-
lation of the SYK model on a nuclear-spin-chain simulator. We observed the fermion paring
instability of the non-Fermi liquid state and the chaotic-nonchaotic transition at simulated
temperatures, as was predicted by previous theories. As the realization of the SYK model
in practice, our experiment opens a new avenue towards investigating the key features of
non-Fermi liquid states, as well as the quantum chaotic systems and the AdS/CFT duality.
Introduction
The Sachdev-Ye-Kitaev (SYK) model describes a strongly interacting quantum system with ran-
dom all-to-all couplings among N Majorana fermions 1–26. At large N , this model is exactly
solvable and exhibits an explicit non-Fermi liquid (NFL) behavior with nonzero entropy density at
vanishing temperature. In condensed matter physics, the most well-known (yet poorly understood)
NFL is the “strange metal” phase at optimal doping of the cuprates high temperature supercon-
ductors, where the resistivity scales linearly with temperature for a very large range in the phase
diagram 27–30, as shown in Fig. 1. The strange metal phase can be viewed as the parent state of
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high Tc superconductors, in contrast to the role of Fermi liquid in ordinary BCS superconductors.
Very recently a number of works have constructed non-fermi liquid states based on SYK physics,
with potential applications to condensed matter systems 31–34. The SYK model and its generalized
SYKq models with a q−fermion interaction also attract tremendous interests in the quantum infor-
mation and string theory community. For example, the maximal chaotic behavior for q > 2 grant
the model a holographic dual to the (1 + 1)d Einstein gravity with a bulk black hole 3–5, 35–40.
Beyond the rich physics incorporated in the SYK model, the rarity of solvable, strongly-
interacting chaotic systems in quantum mechanics further highlight its significance. Hence, ex-
perimental realization of the SYK model is worth pursuing. The lack of experimental quantum
simulations of the SYK model nowadays can be mainly attributed to two facts: it is extremely dif-
ficult to simulate the Hamiltonian with strong randomness and fully nonlocal fermion interactions,
and remains unclear that how to initialize the simulated system into specific states at different tem-
peratures and measure the concerned dynamical properties. A quantum simulator with individual
and high-fidelity controllability will be the key, while the simulation process should be “digital”
41–46. As digital quantum simulation often requires error-prone Trotter-Suzuki decompositions re-
peatedly, relevant experiments were still performed on a few qubits 47–50. This is indeed a poignant
contrast to current analog quantum simulation experiments which have already involved about 50
particles 51, but it should be understandable that the two approaches are radically different. More-
over, it is yet impossible to carry out the SYK simulation on the cloud quantum computing service
launched by IBM, as that service is based on a sequential implementation of elementary quantum
gates rather than dynamical evolution of given Hamiltonians.
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The best route to simulate the SYK model and explore its fascinating properties at present
is via fully controllable quantum systems, where nuclear magnetic resonance (NMR) is one of the
most suitable systems. The goal of this work is to experimentally investigate the SYK model, in
particular the fermion pair instability of the SYK NFL and the chaotic-nonchaotic transition pre-
dicted recently 52. We realized the (0+1)d generalized SYK model with N = 8 Majorana fermions
using a four-qubit NMR quantum simulator, and measured the boson correlation functions at dif-
ferent simulated temperatures and perturbations. The early-time and late-time decay behaviors
of fermion-pair correlations reflect the fact that there exist two different phases of the general-
ized SYK model, i.e., maximally chaotic NFL phase and perturbatively weak chaotic fermion pair
condensate phase. The results reveal their competition under different perturbations, and also the
thermal behavior at different simulated temperatures.
Results
Generalized SYK model The Hamiltonian of (0 + 1)d generalized SYK model we considered is
given by
H =
Jijkl
4!
χiχjχkχl +
µ
4
CijCklχiχjχkχl, (1)
where χi,j,k,l are Majorana fermion operators with indices i, j, k, l = 1, · · · , N , and both Jijkl
and Cij are antisymmetric random tensors drawn from a Gaussian distribution: Jijkl = 0, J2ijkl =
3!J24/N
3 and Cij = 0, CijCkl = J2/N2(δikδjl − δilδjk). Note that J4 has the dimension of energy,
while J has the dimension of (energy)1/2. Its phase diagram is shown in Fig. 1a. At µ = 0,
the Hamiltonian describes the pure SYK model, whose low temperature state in the limit N 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J/T  0 is a maximally chaotic NFL. As pointed out in Ref. 52, the SYK fixed point could be
unstable towards fermion pair condensate and spontaneous symmetry breaking, i.e. an analogue of
BCS instability. For instance, a positive µ term in the Hamiltonian (S1) is a (marginally) relevant
perturbation that drives the spontaneous breaking of the time-reversal symmetry T : χi → χi, i→
−i. In the T -breaking phase, the following bosonic fermion pair operator
b = iCijχiχj (2)
develops a persistent correlation 〈b(t)b(0)〉 ∼ constant that does not decay in time t. We will
use this long-time boson correlation as an experimental signature for the T -breaking phase. The
ordering of b actually has a simple mean-field understanding, since the µ term can also be written
as −µb2/2 which favors 〈b〉 6= 0 when µ > 0. This can be viewed as a (0 + 1)d analog of the
Cooper instability of a NFL at low temperature. In the presence of 〈b〉 6= 0, the pairing term
−iµ〈b〉Cijχiχj in the mean-field Hamiltonian is most relevant at low-energy, which leads to a
non-chaotic ground state in the infrared limit, plus perturbatively irrelevant interaction that causes
weak chaos. On the other hand, if µ is negative (µ < 0), the spontaneous symmetry breaking will
not be favored and the system will remain in the maximally chaotic non-Fermi liquid phase.
Physical system In experiment, we use four spins to simulate N = 8 Majorana fermions, as
illustrated in Fig. 2a. The Hamiltonian can be encoded into the spin-1/2 operators via the Jordan
Wigner transformation:
χ2i−1 =
1√
2
σ1xσ
2
x · · ·σi−1x σiz, (3)
χ2i =
1√
2
σ1xσ
2
x · · ·σi−1x σiy.
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Here σx,y,z stand for Pauli matrices. There are 70 Jijkl’s, 28Cij’s and four types of spin interactions
(i.e., 1-, 2-, 3- and 4-body interactions) in the case of N = 8. The physical system we used has
four nuclear spins (C1,C2,C3 and C4) in the sample of trans-crotonic acid dissolved in d6-acetone.
Its molecular structure is shown in Figs. 2b. The natural Hamiltonian of this system in rotating
frame is
HˆNMR =
4∑
i=1
ωi
2
σˆiz +
4∑
i<j,=1
piJij
2
σˆizσˆ
j
z, (4)
where ωi represents the chemical shift of spin i and Jij the coupling constant between spins i
and j. The relevant Hamiltonian parameters can be seen in Supplementary Information. The
experiment was carried out on a Bruker DRX-700 spectrometer at room temperature (T = 298 K).
The experiment is divided into three steps: preparation of initial states, simulation of generalized
SYK model and measurement of boson correlation functions, as illustrated in Fig. 2c.
Preparation of initial states Under high-temperature approximation, the natural system is orig-
inally in the thermal equilibrium state ρeq ≈ (I + 
∑4
i=1 σ
z
i )/2
4, where I is the identity and
 ∼ 10−5 is the polarization. During our quantum computation, the evolution preserves the unit
operator I, so we omit it and rewrite ρeq = 
∑4
i=1 σ
z
i . Hereinafter we used the deviation den-
sity matrices as ‘states’ 53. Starting from ρeq, the system was prepared into the initial ‘states’:
ρReali = (ρ
H
eqb+ bρ
H
eq)/2 and ρ
Imag
i = −i(ρHeqb− bρHeq)/2, where ρHeq = e−βH/Tr(e−βH). These initial
states can be implemented, as shown in Fig. 2c. The network with single-qubit rotations and free
evolutions of the natural Hamiltonian allow us to get the states (before the first z-direction gradient
field), whose diagonal elements equal to the eigenvalues of ρi. The rotation angles θj’s for different
β and H were given in the Supplementary Information. The CNOT gates were applied to remove
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zero quantum coherence that cannot be averaged out by the z-direction gradient fields. The states
after the third z-direction gradient field are thus the diagonal density matrices, i.e., ρdi = V
†ρiV ,
where V is the basis transformation between computational basis and eigenvectors of ρi. When
performing the V transformation, we can obtain the initial states ρi.
Simulation of generalized SYK model The evolution of generalized SYK model can be simu-
lated with a controllable NMR system effciently, as pointed out originally by Feynman 54, 55. We
rewrite the Hamiltonian (S1) as the sum of spin interactions, i.e.,
H =
70∑
s=1
Hs =
70∑
s=1
asijklσ
1
αi
σ2αjσ
3
αk
σ4αl , (5)
according to equation (3), where subscripts α = {0, x, y, z} label the corresponding Pauli matrices,
and σ0 = I. All random coefficients asijkl are shown in Supplementary Information. Using the
Trotter-Suzuki formula, its exact time evolution operator can be decomposed into 56,
e−iHτ =
(
70∏
s=1
e−iHsτ/n
)n
+
∑
s<s′
[Hs, Hs′ ]τ
2
2n
+O(|a|3τ 3/n2), (6)
where |a| =
(
|asijkl|2
)−1/2
≈ 0.64 for µ = ±5, and ≈ 0.27 for µ = 0 (Here J = √J4 = 1 were
chosen in experiments). Obtaining this exact time evolution is a difficult problem to deal with a
quantum simulation, but it is possible to handle the first-order product operator
(∏70
s=1 e
−iHsτ/n)n.
The approximate simulation of e−iHτ ≈ (∏70s=1 e−iHsτ/n)n can take place to within a desired
accuracy by choosing sufficiently large n. In particular, if [Hs, Hs′ ] = 0, there is a boost in
accuracy. The fidelity between e−iHτ and
(∏70
s=1 e
−iHsτ/n)n as a function of τ and n is shown in
Fig. 3a. For example, when ln(τ) = 2 and log(n) = 1.55, the fidelity is over 0.99.
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For simulating the
(∏70
s=1 e
−iHsτ/n)n, we evolve the system forward locally over small, dis-
crete time slices, i.e., e−iH1τ/n, e−iH2τ/n, and so on, up to e−iH70τ/n, and repeat n times. Each
local many-body spin interaction of Hs = asijklσ
1
αi
σ2αjσ
3
αk
σ4αl can be effectively created by the
means of coherent control acting on the physical system of nuclear spins 46, 50, 57–60. The task in
coherent control is to design a pulse sequence for finding the appropriate amplitudes and phases of
radio-frequency (RF) fields. To improve the control performance in our experiment, we employed
the gradient ascent pulse engineering (GRAPE) algorithm 61 to optimize the field parameters of a
shaped pulse. The shaped pulse with the duration of 100 ms and the slices of 4000 was designed to
have theoretical fidelity over 0.99, and be robust against the 5% inhomogeneity of RF fields. The
detail of experimental simulation and the shaped pulse can be seen in Supplementary Information.
It is necessary to note that the quantum simulation algorithm is efficient. As shown in Fig.
3b, a k-body spin interaction with the form of σ1zσ
2
z · · ·σkz can be decomposed as a (k − 1)-body
interaction by the following iteration,
e−i
pi
2
σ1zσ
2
z ···σkz τ = P1e−iσ
2
z ···σkz τP2, (7)
where P1 = e−ipiσ
2
x/4e−ipiσ
1
zσ
2
z/4e−ipiσ
2
y/4, and P2 = e−ipiσ
2
y/4e−ipiσ
1
zσ
2
z/4eipi/2σ
2
yeipiσ
2
x/4. For a k-body
(k > 2) interaction, it requires 5(k − 2) 1-body interactions and 2(k − 2) 2-body interactions.
Given an accuracy , the total number of gates is n
∑m
i=1 l(k), where n ∝ |a|2τ 2/, m =
(
N
4
)
is
the number of spin interactions, and l(k) = 7(k − 2) counts the number of gates in implementing
a k-body (k ≤ N/2) spin interaction. Therefore, the total number of gates ∝ |a|2τ 2N5/ grows
polynomially with the number of Majorana fermionsN , indicating that digital quantum simulation
of the generalized SYK model is efficient.
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Measurement of boson correlation function Finally, we measure the boson correlation function
to probe the instability of the SYK non-fermi-liquid ground state towards spontaneous symmetry
breaking at different values of β and µ. The boson correlation function is defined as
〈b(τ)b(0)〉β = Tr(e
−βHe−iHτbeiHτb)
Tr(e−βH)
. (8)
To remove its initial value fluctuation from sample to sample (here a sample means that we ran-
domly generate a different Hamiltonian), we average the normalized correlation function over
random samples,
|D(τ)| = avg
(∣∣∣∣〈b(τ)b(0)〉β〈b(0)b(0)〉β
∣∣∣∣) , (9)
where the normalization is applied to avoid the unphysical phase interference among different
samples. In experiment, we randomly generated eight samples or Hamiltonians, as shown in sup-
plementary information.
Starting from initial states ρReali and ρ
Imag
i , the real and imaginary parts of 〈b(τ)b(0)〉β can be
obtained by measuring the bosonic fermion pair operator b, namely, Re(〈b(τ)b(0)〉β) = Tr(e−iHτρReali eiHτb),
and Im(〈b(τ)b(0)〉β) = Tr(e−iHτρImagi eiHτb). In NMR, the measured signal via quadrature detec-
tion is given by 62,
S(t) = Tr
[
ρfM
†eiHNMRt
4∑
j=1
(σjx + iσ
j
y)e
−iHNMRtM
]
, (10)
where ρf = e−iHτρReali e
iHτ or e−iHτρImagi e
iHτ is the output density matrix, and M represents a
series of readout operators. We can see that the NMR signal consists of both real and imaginary
parts, and is the average of transverse magnetization without any readout pulse. The bosonic
fermion pair operator b including 28 spin operators can be obtained by designing a specific set of
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readout pulses. To get all spin operators of b, i.e., Tr[ρfb] completely, we used five readout pulses
in experiments. The readout pulses and their corresponding readout spin operators are listed in
Table 1.
Experimental results The main experimental results are shown in Fig. 4, which were obtained
by averaging over eight random samples. The data for each random sample is available in Sup-
plementary Information. The error bars mainly come from the fitting procedure (about 1%) and
fluctuation of random samples, which is less than 2% when ln(τ) ≤ 1 and around 15% when
ln(τ) > 1. After normalization of the correlation function to compensate for the effect of decoher-
ence, the experimental result is in good agreement with theoretical predictions.
Let us first look at the low temperature result (β = 20) in Fig. 4c. The boson correlation
was measured for three different values of µ. For both µ = 0 and µ = −5, the boson correlations
decay quickly following the similar manner, which means that they are relevant chaotic phases.
Because the low temperature state at µ = 0 described by the pure SYK model is a maximally
chaotic NFL phase. While for µ = 5, the boson correlation decays much slower and saturates to
a relatively large value. This difference indicates the long-time order of µ > 0 is the spontaneous
T -breaking phase. In contrast, for µ < 0, there is no such instability towards symmetry breaking.
So by changing the sign of µ, the system goes through a continuous chaotic-nonchaotic transition,
whose critical properties are analogous to that of the Kosterlitz-Thouless transition 52.
The fact that boson correlation still saturates to some finite value in the NFL phase for µ ≤ 0
is due to the finite size of our system. Theoretically, in the NFL phase (µ ≤ 0), the saturate value
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of boson correlation decays towards zero with the growth of the system size. In the symmetry
breaking phase (µ > 0), the saturate value scales towards a finite value in the thermodynamic
limit. Numerical simulations of this scaling behavior is provided in Supplementary Information.
In spite of the finite size, different phases of the generalized SYK model are indeed demonstrated
by different behaviors of the boson correlation in our experiment.
As we raise the temperature to β = 1 in Fig. 4b, the boson condensation is destroyed
by the thermal fluctuation and the long-time correlation is suppressed. In the thermodynamic
limit, the transition temperature scales as Tc ∼ exp(−
√
piJ4/2J
2µ) 52 illustrated in Fig. 1a. At
infinite temperature (β = 0) in Fig. 4a, the µ = ±5 curves coincide, since the boson correlation
D(τ) = Tr(eiHτbe−iHτb) in this scenario is invariant under the transformation H → −H . We
observe the slightly different behaviors of boson correlations between the µ 6= 0 and µ = 0 cases.
The correlation decays fastest and to the lowest saturation value at µ = 0, which is consistent
with the fact that the pure SYK model is maximally chaotic scrambling the order parameter most
thoroughly.
Discussion
In summary, we report the experimental realization of the SYK model and its generalization. The
measurements of fermion-pair correlation functions in our experiment exhibit the instability of the
maximally chaotic NFL phase of the SYK model against certain types of four-fermion perturba-
tions, which drives the system into a less chaotic fermion pair condensed phase with spontaneous
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T -breaking. These successful experimental demonstrations rely heavily on the fully controllabil-
ity of our NMR quantum simulator. The NMR system has the advantages of well characterized
qubits, long decoherence time, and fine control of nuclear spins through RF fields, which enable
us to simulate the dynamics of generalized SYK model. Our experiment demonstrates the first
step towards quantum simulation of non-Fermi-liquid states in strongly interacting systems. The
methods used here can also be adapted in other quantum platforms, and may provide a new path
towards exploring the holographic duality. It will also be interesting to further test non-equilibrium
dynamic and the scrambling of information by measuring the out-of-time-order correlation, which
has been proposed as a identification of chaos in quantum systems.
One major concern is about the scalability of the control techniques adopted in the exper-
iment, as it is supposed to be the largest obstacle when performing higher-dimensional digital
quantum simulations. In fact, the gradient-based optimal control is the bottleneck that limits future
experimental size. Despite its extraordinary performance in small number of qubits, this technique
does not posses well scalability in principle. Recently, an alternative method that utilizes the power
of quantum processor together with machine learning techniques to enhance quantum control was
reported 63, 64. This method is also efficient, i.e., requires polynomial time for optimization with the
number of qubits. Improvement of control fidelities was solidly demonstrated on a 12-qubit sys-
tem 64. Compared to the results here, this technique leads to similar control accuracies according
to our numerical simulation. As this new optimization method can be scaled up to many qubits,
we anticipate it to underpin future quantum simulation tasks of more complex SYK as well as
other models. For instance, one of most exciting prospects is to mimic the black holes and thus
12
experimentally test the quantum gravitation ideas in the laboratory.
Data Availability
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Figure 1: Schematic phase diagram of a, the generalized SYK model in Eq. (S1) with pair con-
densation instability on the µ > 0 side, and b, the standard non-Fermi liquid (NFL) behavior in the
proximity of a quantum critical point covered by a superconducting (SC) dome at low temperature.
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Figure 2: Scheme for experimentally simulating generalized SYK model and measuring the
boson correlation function. a, The generalized SYK model with 8 Majorana fermions is mapped
onto a four spin model. The curved lines denote the Majorana fermion-fermion or spin-spin
interactions. b, Molecular structure of 13C-labeled trans-crotonic acid, where nuclear spins of
C1,C2,C3 and C4 are used as a four-qubit quantum simulator. All protons are decoupled through-
out the experiments. c, Quantum circuit for measuring the boson correlation function. V is the
basis transformation from the computational basis to the eigenvectors of initial states ρi. M repre-
sents five readout pulses for observing b operator.
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Figure 3: Fidelity of the Trotter-Suzuki decomposition and pulse sequence for implementing
a k-body interaction. In a, the fidelities are calculated between e−iHτ and its decomposition(∏70
s=1 e
−iHsτ/n)n as a function of τ and n. In b, to simulate a k-body interaction, the pulse
sequence includes 5(k − 2) 1-body interactions and 2(k − 2) 2-body interactions. θ1 = pi/2 and
θ2 = pi.
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Figure 4: Boson correlation functions for different β and µ. Solid lines are simulation results.
Points are experimental data obtained by averaging over eight random samples. In a, there is no
significant difference of boson correlation functions between the µ = ±5 cases. But this difference
grows as the temperature (T = 1/β) goes down, as shown in b. At low temperature of c, the decay
behavior of boson correlations for µ = −5 becomes similar with the case of µ = 0. For µ = 0,
the pure SYK model at low temperature describes a maximally chaotic NFL phase with the fastest
decay rate of boson correlation. While for µ = 5, the boson correlation decays much slower and
saturates to a relatively large value, which corresponds to a spontaneous T -breaking phase.25
Table 1: Readout pulses and their corresponding readout spin operators. Rjx,y is the notation of
the jth-spin rotation by pi/2 about x or y axis. X, Y, and Z are Pauli matrices, while I is the unit
operator.
Readout pulses Readout operators
R3x XIII, YZII, ZYII, IXII, IYXZ, IZXY, IZYI, IZZI, IIYZ, IIZZ, IIIX
R2xR
3
y YYII, ZXXZ, ZZII, IYXY, IYYI, IYZI, IZXZ
R2yR
3
y YXXZ, ZXXY, ZXYI, ZXZI
R1xR
2
yR
4
x YXXY, YXYI, IIXI, IIYY
R1xR
2
yR
3
xR
4
x YXZI, IIZY
26
Supplementary Information for “Quantum Simulation of the non-Fermi-Liquid State of
Sachdev-Ye-Kitaev Model”
1. Hamiltonian parameters of the generalized SYK model. The Hamiltonian of (0 + 1)d
generalized SYK model with N = 8 Majorana fermions is given by
H =
Jijkl
4!
χiχjχkχl +
µ
4
CijCklχiχjχkχl. (S1)
The antisymmetric random tensors of Jijkl and Cij are drawn from the Gaussian distribution:
Jijkl = 0, J2ijkl = 3!J
2
4/N
3 and Cij = 0, CijCkl = 2J2/N2(δikδjl − δilδjk) (here J =
√
J4 = 1),
and plotted in Figs. S1(a) and S1(b), respectively. For N = 8, there are 70 Jijkls and 28 Cijs in
each sample or a random Hamiltonian. In experiments, we randomly generated r = 1, 2, . . . , 8
different Hamiltonians.
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Figure S1: Antisymmetric random Tensors of Jijkl and Cij in different random Hamiltonians.
Using the Jordan-Wigner transformation, Hamiltonian (S1) can be rewritten as the sum of
27
spin interactions,
H =
70∑
s=1
Hs =
70∑
s=1
asijklσ
1
αi
σ2αjσ
3
αk
σ4αl , (S2)
where subscripts α = {0, x, y, z} label the corresponding Pauli matrices, and σ0 = I. All sub-
scripts of spin interactions are listed in Table. S1. For example, the first term of xx00 in Table. S1
represents the 2-body spin interaction, i.e., σ1xσ
2
x. The random coefficients of a
s
ijkl for different µ
are shown in Fig. S2.
Table S1: The subscripts for denoting the spin interactions in Hamiltonian (S2).
xx00 xyxy xyxz xyy0 xyz0 xzxy xzxz xzy0 xzz0 x0x0 x0yy x0yz x0zy x0zz
x00x yxyx yxzx yx0y yx0z yyx0 yyyy yyyz yyzy yyzz yy0x yzx0 yzyy yzyz
yzzy yzzz yz0x y0xy y0xz y0y0 y0z0 zxyx zxzx zx0y zx0z zyx0 zyyy zyyz
zyzy zyzz zy0x zzx0 zzyy zzyz zzzy zzzz zz0x z0xy z0xz z0y0 z0z0 0xx0
0xyy 0xyz 0xzy 0xzz 0x0x 0yyx 0yzx 0y0y 0y0z 0zyx 0zzx 0z0y 0z0z 00xx
2. Relevant parameters of the nuclear spin system. The physical system used in the
experiment consists of four carbon-13 nuclear spins of trans-crotonic acid. Its relevant parameters
including chemical shifts, J-couplings and relaxation times are shown in Table. S2.
3. Rotation angles for preparing initial states. The initial ’states’ that need to be pre-
pared in our experiments are ρReali = (ρ
H
eqb + bρ
H
eq)/2 and ρ
Imag
i = −i(ρHeqb − bρHeq)/2, where
ρHeq = e
−βH/Tr(e−βH). Given a random Hamiltonian and temperature β, the sixteen single-qubit
rotations and free evolutions of nature NMR Hamiltonian enable the system to be prepared into the
specific states, i.e., their diagonal elements of density matrices equal to the eigenvalues of these
28
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Figure S2: Random coefficients of asijkl for different µ.
Table S2: The Hamiltonianl parameters of trans-crotonic acid. Diagonal and off-diagonal elements
represent the chemical shifts and J-coupling constants (in Hz), respectively. The measured spin-
lattice relaxation times T1 (in seconds) and spin-spin relaxation times T2 (in seconds) are shown in
the last two columns.
C1 C2 C3 C4 T1(s) T2(s)
C1 2989 5.7 1.02
C2 41.6 25459 5.3 0.92
C3 1.4 69.7 21592 5.6 0.89
C4 7.0 1.2 72.2 29341 10.2 0.94
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initial ’states’ . The single-qubit rotation angles for preparing ρReali (β, µ) and ρ
Imag
i (β, µ) in differ-
ent random Hamiltonians are shown in Fig. S3. When β = 0, ρImagi (0, µ) = 0 for any µ, and is not
necessary to be prepared.
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Figure S3: The single-qubit rotation angles (degree unit) for preparing initial states ρi(β, µ) in
different random Hamiltonians, where β = 0, 1, 20 and µ = 5, 0,−5. The top and bottom panels
are used to prepare ρReali (β, µ) and ρ
Imag
i (β, µ), respectively. Because ρ
Imag
i (0, µ) = 0, there is no
rotation angle listed here.
4. Details of experimental simulation. The generalized SYK model can be simulated by
a fully controllable quantum system, i.e., the four nuclear spins of trans-crotonic acid used in our
experiment. As illustrated in Fig. S4, the simulation procedure is stated as follows: After mapping
the generalized SYK Hamiltonian (S1) onto a spin model via the Jordan-Wigner transformations,
the resulting Hamiltonian (S2) consisting of a sum of 70 local k-body (k ≤ 4) spin interactions,
30
as listed in Table. S1, can be effectively simulated by evolving the system forward locally over
small, discrete time slices, i.e., simulating the local time evolution operators e−iH1τ/n, e−iH2τ/n,
and so on, up to e−iH70τ/n, and repeating n times. Here we use the Trotter-Suzuki approximation
decomposition of e−iHτ ≈ (e−iH1τ/n · · · e−iH70τ/n)n, which takes place to within some desired
accuracy by choosing sufficiently large n, as shown in Fig. 3a. Now the issue of experimental sim-
ulation turns into how to implement the discrete time evolutions of local k-body spin interactions,
e−iHsτ/n = e−ia
s
ijklσ
1
αi
σ2αjσ
3
αk
σ4αl
τ/n, for s = 1, · · · , 70, by a NMR quantum simulator.
The NMR quantum simulator, relying the coherent control of nuclear spins, would allow
resolving the above issue of experimentally simulating many-body spin interactions. Let us first
review our NMR system in the main paper. Its internal Hamiltonian is HNMR =
∑4
i=1
ωi
2
σiz +∑4
i<j,=1
piJij
2
σizσ
j
z, which consists of 1-body interactions and 2-body interactions. The external or
control Hamiltonian describing the effect of radio-frequency (RF) pulses isHC =
∑4
i=1Bi[cos(ω
i
RFt+
φi)σ
i
x + sin(ω
i
RFt + φi)σ
i
y]. By designing a specific pulse sequence (i.e., choosing the appropriate
amplitudes Bi, frequencies ωiRF, phases φi and pulse durations τ ), each local time evolution oper-
ator e−iHsτ/n is readily implemented. For example, the pulse sequences in the rotating frame (we
set the reference frequency ωref = ω
j
RF = 176.053 MHz in experiments) for simulating 1-, 2-, 3-,
and 4-body interactions are given below:
1. For e−ipiJ1τσ1x/2, [θ]1x, where θ = piJ1τ ;
2. For e−ipiJ12τσ1zσ2z/2, { τ
4
} → [pi]4y → { τ4} → [pi]3y → { τ4} → [pi]4y → { τ4};
3. For e−ipiJ123τσ1zσ2zσ3z/2, [pi
2
]2x → [pi]2y → [ 12J12 ] → [−pi2 ]2y → [J123τJ23 ] → [−pi2 ]2y → [ 12J12 ] →
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Figure S4: Scheme for experimentally simulating the generalized SYK model. The general-
ized SYK model is firstly mapped onto a spin model via the Jordan-Wigner (JW) transforma-
tion, and then we simulate this spin model by the means of coherent control acting on the phys-
ical system of nuclear spins in trans-crotonic acid. The procedure can also be clear from the
following change of time evolution operators: e−iHτ ↔ e−i∑70s=1Hsτ ≈ (∏70s=1 e−iHsτ/n)n ←∏M
j=1 e
−i(HNMR+HC(Bj ,φj)τ/M . The task in coherent control is to design a pulse sequence for finding
the amplitudes Bjs and phases φjs of radio-frequency fields.
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[−pi
2
]2x;
4. For e−ipiJ1234τσ1zσ2zσ3zσ4z/2, [pi
2
]2x → [pi]2y → [ 12J12 ] → [−pi2 ]2y → [pi2 ]3x → [pi]3y → [ 12J23 ] →
[−pi
2
]3y → [J1234τJ34 ]→ [−pi2 ]3y → [ 12J23 ]→ [−pi2 ]3x → [−pi2 ]2y → [ 12J12 ]→ [−pi2 ]2x.
Here we denote the above symbols as [θ]jα = e
−iθσjα , [τjk] = e−ipiJjkτσ
j
zσ
k
z /2, and {τ} = e−iHNMRτ , for
simplicity. It could be found that the first case of 1-body interaction can be created by a single pulse
of rotation, several refocusing-pi pulses can realize the specific 2-body interaction, and the cases of
3-,4-body interactions can be implemented by the combination of 1- and 2-body interactions.
For our case of (e−iH1τ/n · · · e−iH70τ/n)n =∏Mj=1 e−i[HNMR+HC(Bj ,φj)]τ/M , we employ the gra-
dient ascent pulse engineering (GRAPE) algorithm 61 to find its control fields, i.e., the amplitudes
Bjs and phases φjs. The resulting profiles of a shaped pulse with the slices of M = 4000 and
duration of 100 ms are shown in Fig. S5. To improve the control performance in simulating the
evolution of generalized SYK model, the shaped pulse was designed to have over 99% numerical
fidelity in present of 5% the inhomogeneity of radio-frequency fields.
5. Experimental results for different random samples. The main experimental results
in body paper were obtained by averaging over eight random samples. The boson correlation
functions for r = 1, 2, . . . , 8 random samples are shown in Figs. S6(a) ∼ S6(h), respectively.
6. Scaling behavior. It is technically challenging to study a larger system experimentally,
thus we resort to numerical simulation to check the scaling behavior. Figure S7 shows the system
size dependence of avg|D(∞)| for N = 6, 8, · · · , 18. In the non-Fermi liquid phase (µ ≤ 0),
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Figure S5: The shaped pulse for implementing the evolution of generalized SYK model. Its
amplitudes and phases are shown in the top and in the bottom, respectively. The pulse has 4000
slices, and the total duration is 100 ms.
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Figure S6: The resulting boson correlation functions for r = 1, 2, . . . , 8 random samples. The
error bars are calculated from the fitting procedure.
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the saturate value of boson correlation decays towards zero with system size. In the symmetry
breaking phase (µ > 0), the saturate value scales towards a finite value in the thermodynamic
limit.
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Figure S7: System size N dependence of avg|D(∞)| at low temperature of β = 20. The boson
correlations for µ ≤ 0 will decay to zero with the grows of system size; While for µ > 0, the boson
correlation will saturate to a finite value in thermodynamic limit.
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