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In this paper, we are interested in solving multidimensional backward stochastic differential
equations (BSDEs) in Lp (p > 1) under weaker assumptions on the coefficients, considering
both a finite and an infinite time interval. We establish a general existence and uniqueness
result of solutions in Lp (p > 1) to finite and infinite time interval BSDEs with non-Lipschitz
coefficients, which includes the corresponding results in Pardoux and Peng [11], Mao [9], Chen
[4], Constantin [6], Wang and Wang [13], Chen and Wang [5] and Wang and Huang [12] as
its particular cases.
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1. Introduction
In this paper, we consider the following multidimensional backward stochastic dif-
ferential equation (BSDE for short in the remaining):
yt = ξ +
∫ T
t
g(s, ys, zs) ds−
∫ T
t
zs dBs, t ∈ [0, T ], (1.1)
where the time horizon T > 0 is a finite or infinite constant, the terminal condition
ξ is a k-dimensional random variable, the generator g(ω, t, y, z) : Ω× [0, T ]×Rk ×
Rk×d → Rk is progressively measurable for each (y, z), and B is a d-dimensional
Brownian motion. The solution (y·, z·) is a pair of adapted processes. The (ξ, T, g)
describe the coefficients (parameters) of BSDE (1.1).
Such equations, in the nonlinear case, were first introduced by Pardoux and
Peng [11], who established an existence and uniqueness result for solutions in L2
to BSDEs under the Lipschitz assumption of the generator g. Since then, BSDEs
have attracted much interest, and have become an important mathematical tool in
many fields including financial mathematics, stochastic games and optimal control.
In particular, much effort has been made to relax the Lipschitz hypothesis on g, for
instance, in the one dimensional setting (k=1), Lepeltier and San Martin [8] have
proved the existence of a solution in L2 for BSDE (1.1) when g is continuous and
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of linear growth in (y, z), Kobylanski [7] obtained the existence and uniqueness of
a solution in L2 when g has a quadratic growth in z and the terminal condition ξ
is bounded, and then Briand and Hu [2] and Briand and Hu [3] further extended
the result of Kobylanski [7] to the case of unbounded terminal conditions.
Mao [9] proposed the following non-Lipschitz assumption for the generator g of
multidimensional BSDEs:
(H1) dP × dt− a.s., ∀y1, y2 ∈ Rk, z1, z2 ∈ Rk×d,
|g(ω, t, y1, z1)− g(ω, t, y2, z2)|2 ≤ κ(|y1 − y2|2) + c|z1 − z2|2,
where c > 0 and κ(·) is a concave and nondecreasing function from R+ to R+
such that κ(0) = 0, κ(u) > 0 for u > 0 and
∫
0+ κ
−1(u) du = +∞. Under this
assumption, he proved that BSDE (1.1) with 0 < T < +∞ has a unique solution
in L2.
Wang and Wang [13] proposed another non-Lipschitz condition for the generator
g of multidimensional BSDEs and Wang and Huang [12] further generalized it as
follows:
(H2) dP × dt− a.s., ∀y1, y2 ∈ Rk, z1, z2 ∈ Rk×d,
|g(ω, t, y1, z1)− g(ω, t, y2, z2)|2 ≤ κ(t, |y1 − y2|2) + c|z1 − z2|2,
where c > 1 and κ(·, ·) ∈ S[T, a(·), b(·)], here and henceforth for 0 < T ≤ +∞,
S[T, a(·), b(·)] denotes the set of functions κ(·, ·) : [0, T ]×R+ 7→ R+ satisfying the
following two conditions:
• For fixed t ∈ [0, T ], κ(t, ·) is a continuous, concave and nondecreasing function
with κ(t, 0) = 0, and for each t ∈ [0, T ], κ(t, u) ≤ a(t)+b(t)u, where the functions
a(·), b(·) : [0, T ] 7→ R+ satisfy ∫ T0 [a(t) + b(t)] dt < +∞;
• The following ODE, u′(t) = −κ(t, u), t ∈ [0, T ] with u(T ) = 0, has a unique
solution u(t) = 0, t ∈ [0, T ].
Under (H2), they proved the existence and uniqueness of the solution in L2 to
BSDE (1.1) with 0 < T < +∞ and, with the help of Bihari’s inequality, they
proved that their result includes that of Mao [9].
Moreover, Chen [4] and Chen and Wang [5] proposed the following non-uniformly
Lipschitz condition for the generator g of multidimensional BSDEs:
(H3) dP × dt− a.s., ∀y1, y2 ∈ Rk, z1, z2 ∈ Rk×d,
|g(ω, t, y1, z1)− g(ω, t, y2, z2)| ≤ u(t)|y1 − y2|+ v(t)|z1 − z2|,
where u(·), v(·) : [0, T ] 7→ R+ satisfy ∫ T0 u(t) dt < +∞ and ∫ T0 v2(t) dt < +∞.
Under (H3), they established the existence and uniqueness of the solution in L2
to BSDE (1.1) with 0 < T ≤ +∞.
Furthermore, in the case where 0 < T < +∞, Pardoux [10] established the
existence and uniqueness result of a solution in L2 for BSDE (1.1) where g satisfies
the particular monotonicity condition in y. Using the same monotonicity condition
for g, Briand et al. [1] investigated the existence and uniqueness of a solution in
Lp (p > 1) for BSDE (1.1).
In this paper, we are interested in solving BSDEs in Lp (p > 1) under weaker
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assumptions on the coefficients, considering both a finite and an infinite time in-
terval. We establish a general existence and uniqueness theorem of solutions in
Lp (p > 1) to finite time and infinite interval BSDEs (see Theorem 3.2 in Section
3), which includes the corresponding results in Pardoux and Peng [11], Mao [9],
Chen [4], Constantin [6], Wang and Wang [13], Chen and Wang [5] and Wang and
Huang [12] as its particular cases. The paper is organized as follows. We introduce
some preliminaries and lemmas in Section 2 and put forward and prove our main
results in Section 3. Some examples, corollaries and remarks are given in Section
4 to show that Theorem 3.2 of this paper is a generalization of some results men-
tioned above. Finally, some further discussions with respect to our main result are
provided in Section 4.
2. Preliminaries and Lemmas
Let us first introduce some notation. First of all, let us fix two real numbers 0 < T ≤
+∞ and p > 1, and two positive integers k and d. Let (Ω,F , P ) be a probability
space carrying a standard d-dimensional Brownian motion (Bt)t≥0. Let (Ft)t≥0
be the natural σ-algebra generated by (Bt)t≥0 and F = FT . In this paper, the
Euclidean norm of a vector y ∈ Rk will be defined by |y|, and for a k × d matrix
z, we define |z| =
√
Tr(zz∗), where z∗ is the transpose of z. Let a ∧ b represent
the minimum of a, b ∈ R and 〈x, y〉 the inner product of x, y ∈ Rk. We denote
by Lp(Rk) the set of all Rk-valued and FT -measurable random vectors ξ such
that E[|ξ|p] < +∞. Let Sp(0, T ;Rk) denote the set of Rk-valued, adapted and
continuous processes (Yt)t∈[0,T ] such that
‖Y ‖Sp :=
{
E
[
sup
t∈[0,T ]
|Yt|p
]}1/p
< +∞.
Moreover, let Mp(0, T ;Rk) (resp. Mp(0, T ;Rk×d)) denote the set of (Ft)-
progressively measurable Rk-valued (Rk×d-valued) processes (Zt)t∈[0,T ] such that
‖Z‖Mp :=
{
E
[(∫ T
0
|Zt|2 dt
)p/2]}1/p
< +∞.
Obviously, both Sp and Mp are Banach spaces. As mentioned in the introduction,
we will deal only with BSDEs which are equations of type (1.1), where the terminal
condition ξ belongs to the space Lp(Rk), and the generator g is (Ft)-progressively
measurable for each (y, z).
Definition 2.1: A pair of processes (yt, zt)t∈[0,T ] is called a solution in L
p to
BSDE (1.1), if (yt, zt)t∈[0,T ] ∈ Sp(0, T ;Rk)×Mp(0, T ;Rk×d) and satisfies (1.1).
Let us introduce the following “Backward Gronwall Inequality”. We omit the
standard proof.
Lemma 2.2: Let 0 < T ≤ ∞, α(t) : [0, T ] 7→ R+ be a decreasing function, β(t) :
[0, T ] 7→ R+ satisfy ∫ T0 β(s) ds < +∞, and u(t) : [0, T ] 7→ R+ be a continuous
function with supt∈[0,T ] u(t) < +∞ such that
u(t) ≤ α(t) +
∫ T
t
β(s)u(s) ds, t ∈ [0, T ].
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Then we have
u(t) ≤ α(t)e
∫
T
t
β(s) ds, t ∈ [0, T ].
The following Lemma 2.3 comes from Corollary 2.3 of Briand et al. [1], which is
the starting point of this paper.
Lemma 2.3: If (yt, zt)t∈[0,T ] be a solution in L
p of BSDE (1.1), c(p) = p/2[(p−
1) ∧ 1] and 0 ≤ t ≤ T , then
|yt|p + c(p)
∫ T
t
|ys|p−21|ys|6=0|zs|2 ds ≤ |ξ|p + p
∫ T
t
|ys|p−21|ys|6=0〈ys, g(s, ys, zs)〉 ds
−p
∫ T
t
|ys|p−21|ys|6=0〈ys, zsdBs〉.
Now we establish the following two propositions important in the proof of our
main result. In stating these propositions it will be useful to introduce the following
assumption on the generator g:
(A) dP × dt− a.s.,∀ (y, z) ∈ Rk ×Rk×d,
|g(ω, t, y, z)| ≤ µ(t)
[
ψ
1
p (t, |y|p) + ϕt
]
+ ν(t)|z|+ ft,
where µ(·), ν(·) : [0, T ] 7→ R+ with ∫ T0 [µ pp−1 (t) + ν2(t)] dt < +∞, both ϕt and ft
are nonnegative, (Ft)-progressively measurable processes with E
[∫ T
0 ϕ
p
t dt
]
< +∞
and E
[(∫ T
0 ft dt
)p]
< +∞, and ψ(·, ·) ∈ S[T, a(·), b(·)].
Remark 2.4 : If ψ(·, ·) ∈ S[T, a(·), b(·)] and yt ∈ Sp, then
E
[∫ T
0
ψ(t, |yt|p) dt
]
≤
∫ T
0
a(t) dt+
∫ T
0
b(t) dt · E
[
sup
t∈[0,T ]
|yt|p
]
< +∞.
Proposition 2.5: Let assumption (A) hold and let (yt, zt)t∈[0,T ] be a solution in
Lp to BSDE (1.1). Denote µ¯(t) =
∫ T
t µ
p
p−1 (s) ds and ν¯(t) =
∫ T
t ν
2(s) ds. Then
there exists a constant mp > 0 depending only on p such that for each t ∈ [0, T ],
E
[(∫ T
t
|zs|2 ds
)p/2]
≤ mp|ξ|p +mpCt
{
E
[
sup
s∈[t,T ]
|ys|p
]
+
∫ T
t
ψ(s,E[|ys|p]) ds
+ E
[∫ T
t
ϕps ds
]
+E
[(∫ T
t
fs ds
)p]}
,
where Ct := 1 + µ¯
p−1(t) + µ¯2p−2(t) + ν¯p/2(t) + ν¯p(t).
Proof : Applying Itoˆ’s formula to |yt|2 yields
|yt|2 +
∫ T
t
|zs|2 ds = |ξ|2 + 2
∫ T
t
〈ys, g(s, ys, zs)〉 ds− 2
∫ T
t
〈ys, zsdBs〉.
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It follows from assumption (A) that for each s ∈ [t, T ],
2〈ys, g(s, ys, zs)〉 ≤ 2
(
sup
s∈[t,T ]
|ys|
)(
µ(s)
[
ψ
1
p (s, |ys|p) + ϕs
]
+ fs
)
+2
(
sup
s∈[t,T ]
|ys|2
)
· ν2(s) + |zs|
2
2
.
Thus, in view of the inequality 2ab ≤ a2 + b2, we get that
1
2
∫ T
t
|zs|2 ds ≤ |ξ|2 + (2 + 2ν¯(t)) ·
(
sup
s∈[t,T ]
|ys|2
)
+
[∫ T
t
fs ds
]2
+
{∫ T
t
µ(s)
[
ψ
1
p (s, |ys|p) + ϕs
]
ds
}2
+ 2
∣∣∣∣
∫ T
t
〈ys, zsdBs〉
∣∣∣∣ .
It follows from Ho¨lder’s inequality and the inequality (a+ b)p ≤ 2p(ap + bp) that
[∫ T
t
µ(s)
[
ψ
1
p (s, |ys|p) + ϕs
]
ds
]p
≤
[∫ T
t
µ
p
p−1 (s) ds
]p−1
·
∫ T
t
[
ψ
1
p (s, |ys|p) + ϕs
]p
ds
≤ µ¯p−1(t) · 2p
∫ T
t
[ψ(s, |ys|p) + ϕps] ds.
Then there exists a constant ap > 0 depending only on p such that
[∫ T
t
|zs|2 ds
]p/2
≤ ap|ξ|p + ct
{
sup
s∈[t,T ]
|ys|p +
∫ T
t
ψ(s, |ys|p) ds+
∫ T
t
ϕps ds
+
[∫ T
t
fs ds
]p
+
∣∣∣∣
∫ T
t
〈ys, zsdBs〉
∣∣∣∣
p/2
}
,
(2.1)
where ct := ap
(
1 + µ¯p−1(t) + ν¯p/2(t)
)
.
Furthermore, the Burkholder–Davis–Gundy (BDG) inequality implies that there
exists a constant dp > 0 depending only on p such that for each t ∈ [0, T ],
ctE
[∣∣∣∣
∫ T
t
〈ys, zsdBs〉
∣∣∣∣
p/2
]
≤ ctdpE
[
sup
s∈[t,T ]
|ys|p/2 ·
(∫ T
t
|zs|2 ds
)p/4]
≤ c
2
t d
2
p
2
E
[
sup
s∈[t,T ]
|ys|p
]
+
1
2
E
[(∫ T
t
|zs|2 ds
)p/2]
.
Returning to the estimate (2.1), we get that for each t ∈ [0, T ],
E
[(∫ T
t
|zs|2 ds
)p/2]
≤ 2ap|ξ|p + (2ct + c2td2p)
{
E
[
sup
s∈[t,T ]
|ys|p
]
+E
[∫ T
t
ϕps ds
]
+ E
[∫ T
t
ψ(s, |ys|p) ds
]
+E
[(∫ T
t
fs ds
)p]}
.
Then it follows from the definition of the function ct that there exists a constant
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bp > 0 depending only on p such that
2ct + c
2
td
2
p ≤ bp
(
1 + µ¯p−1(t) + µ¯2p−2(t) + ν¯p/2(t) + ν¯p(t)
)
.
Thus, by taking mp = 2ap+bp, in view of the fact that ψ(s, ·) is a concave function
for each s ∈ [0, T ], the conclusion of Proposition 2.5 follows from Fubini’s theorem
and Jensen’s inequality, completing the proof. 
Proposition 2.6: Let assumption (A) hold and let (yt, zt)t∈[0,T ] be a solution in
Lp to BSDE (1.1). Denote µ¯(t) =
∫ T
t µ
p
p−1 (s) ds and ν¯(t) =
∫ T
t ν
2(s) ds. Then
there exists a constant kp > 0 depending only on p with Kt := e
kp(µ¯(t)+ν¯(t)) such
that for each t ∈ [0, T ],
E
[
sup
s∈[t,T ]
|ys|p
]
≤ Kt
{
kpE[|ξ|p] + kpE
[(∫ T
t
fs ds
)p]
+
1
2
E
[∫ T
t
ϕps ds
]
+
1
2
∫ T
t
ψ(s,E[|ys|p]) ds
}
.
Proof : Assumption (A) yields that 〈ys, g(s, ys, zs)〉 ≤ |ys|{µ(s)[ψ
1
p (s, |ys|p)+ϕs]+
ν(s)|zs| + fs}, from which and Lemma 2.3 we deduce that, with probability one,
for each t ∈ [0, T ],
|yt|p + c(p)
∫ T
t
|ys|p−21|ys|6=0|zs|2 ds ≤ |ξ|p − p
∫ T
t
|ys|p−21|ys|6=0〈ys, zsdBs〉
+p
∫ T
t
|ys|p−1
{
µ(s)
[
ψ
1
p (s, |ys|p) + ϕs
]
+ ν(s)|zs|+ fs
}
ds.
From Young’s inequality (arb1−r ≤ ra+(1−r)b for each a ≥ 0, b ≥ 0 and 0 < r < 1)
and the inequality (a+ b)p ≤ 2p(ap + bp) it follows that
p
∫ T
t
|ys|p−1µ(s)
(
ψ
1
p (s, |ys|p) + ϕs
)
ds
≤ (p − 1)δ 1p−1
∫ T
t
|ys|pµ
p
p−1 (s) ds+
2p
δ
∫ T
t
(ψ(s, |ys|p) + ϕps) ds,
where δ > 0 will be chosen later. Thus, by assumption (A) and Remark 2.4 we
deduce first from the previous two inequalities that,
∫ T
0 |ys|p−21|ys|6=0|zs|2 ds <
+∞,dP − a.s.. Moreover, from the inequality ab ≤ (a2 + b2)/2 we get that
pν(s)|ys|p−1|zs| ≤ pν
2(s)
1 ∧ (p− 1) |ys|
p +
c(p)
2
|ys|p−21|ys|6=0|zs|2.
Then for each t ∈ [0, T ], we have
|yt|p + c(p)
2
∫ T
t
|ys|p−21|ys|6=0|zs|2 ds ≤ Xt − p
∫ T
t
|ys|p−21|ys|6=0〈ys, zsdBs〉, (2.2)
where
Xt := |ξ|p+dp,δ
∫ T
t
(
µ
p
p−1 (s) + ν2(s)
)
|ys|p ds+2
p
δ
∫ T
t
(ψ(s, |ys|p)+ϕps) ds+p
∫ T
t
|ys|p−1fs ds
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with dp,δ = (p− 1)δ1/(p−1) + p/[1 ∧ (p− 1)] > 0.
It follows from the BDG inequality that {Mt :=
∫ t
0 |ys|p−21|ys|6=0〈ys, zsdBs〉}t∈[0,T ]
is a uniformly integrable martingale. In fact, by Young’s inequality we have
E
[
〈M,M〉1/2T
]
≤ E
[
sup
s∈[0,T ]
|ys|p−1 ·
(∫ T
0
|zs|2 ds
)1/2]
≤ (p− 1)
p
E
[
sup
s∈[0,T ]
|ys|p
]
+
1
p
E
[(∫ T
0
|zs|2 ds
)p/2]
< +∞.
Returning to inequality (2.2) and taking the expectation, we get both
c(p)
2
E
[∫ T
t
|ys|p−21|ys|6=0|zs|2 ds
]
≤ E[Xt] (2.3)
and
E
[
sup
s∈[t,T ]
|ys|p
]
≤ E[Xt] + k¯pE
[
(〈M,M〉T − 〈M,M〉t)1/2
]
, (2.4)
where the k¯p > 0 only depends on p. The last step uses the BDG inequality.
On the other hand, Young’s inequality implies that
k¯pE
[
(〈M,M〉T − 〈M,M〉t)1/2
]
≤ k¯pE
[
sup
s∈[t,T ]
|ys|p/2 ·
(∫ T
t
|ys|p−21|ys|6=0|zs|2 ds
)1/2]
≤ 1
2
E
[
sup
s∈[t,T ]
|ys|p
]
+
k¯2p
2
E
[∫ T
t
|ys|p−21|ys|6=0|zs|2 ds
]
.
We may now combine inequalities (2.3) and (2.4) to obtain the existence of a
constant k′p > 0 such that E
[
sups∈[t,T ] |ys|p
]
≤ k′pE[Xt]. Another application of
Young’s inequality yields the existence of a constant k′′p > 0 depending only on p
such that
pk′pE
[∫ T
t
|ys|p−1fs ds
]
≤ pk′pE
[
sup
s∈[t,T ]
|ys|p−1
∫ T
t
fs ds
]
≤ 1
2
E
[
sup
s∈[t,T ]
|ys|p
]
+
k′′p
2
E
[(∫ T
t
fs ds
)p]
.
Thus, using the definition of Xt we can deduce that
E
[
sup
s∈[t,T ]
|ys|p
]
≤ 2k′pE
[
|ξ|p + dp,δ
∫ T
t
(
µ
p
p−1 (s) + ν2(s)
)
|ys|p ds
]
+2k′pE
[
2p
δ
∫ T
t
(ψ(s, |ys|p) + ϕps) ds
]
+ k′′pE
[(∫ T
t
fs ds
)p]
.
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By letting δ = 2p+2k′p and ht = E
[
sups∈[t,T ] |ys|p
]
in the previous inequality and
using Fubini’s theorem and Jensen’s inequality, noticing that ψ(s, ·) is a concave
function for each s ∈ [0, T ], we know that for each t ∈ [0, T ],
ht ≤ 2k′pE[|ξ|p] + k′′pE
[(∫ T
t
fs ds
)p]
+
1
2
E
[∫ T
t
ϕps ds
]
+
1
2
∫ T
t
ψ (s,E[|ys|p]) ds+ 2k′pdp,δ
∫ T
t
(
µ
p
p−1 (s) + ν2(s)
)
hs ds.
Finally, in view of assumption (A), the Backward Gronwall inequality (Lemma 2.2)
yields that for each t ∈ [0, T ],
ht ≤ e2k′pdp,δ(µ¯(t)+ν¯(t))
{
2k′pE[|ξ|p] + k′′pE
[(∫ T
t
fs ds
)p]
+
1
2
E
[∫ T
t
ϕps ds
]
+
1
2
∫ T
t
ψ(s,E[|ys|p]) ds
}
.
The proof of Proposition 2.6 is thus completed. 
3. Main Result and Its Proof
In this section, we will put forward and prove our main result. Let us first introduce
the following assumptions, where we assume that 0 < T ≤ +∞:
(H4) dP × dt− a.s., ∀y1, y2 ∈ Rk, z1, z2 ∈ Rk×d,
|g(ω, t, y1, z1)− g(ω, t, y2, z2)| ≤ α(t)ρ
1
p (t, |y1 − y2|p) + β(t)|z1 − z2|,
where α(·), β(·) : [0, T ] 7→ R+ satisfy the condition ∫ T0 (α pp−1 (t) + β2(t)) dt < +∞
and the function ρ(·, ·) belongs to S[T, a(·), b(·)];
(H5) E
[(∫ T
0
|g(t, 0, 0)| dt
)p]
< +∞.
Remark 3.1 : It follows from Young’s inequality, the inequality (a+b)p ≤ 2p(ap+
bp), and assumption (H4) that
∫ T
0
[
α(t)
(
a
1
p (t) + b
1
p (t)
)]
dt ≤
∫ T
0
[
p− 1
p
α
p
p−1 (t) +
2p
p
(a(t) + b(t))
]
dt < +∞.
Furthermore, Ho¨lder’s inequality yields that g(·, 0, 0) ∈ Mp(0, T ;Rk) implies (H5)
in the case where T < +∞.
The following Theorem 3.2 is the main result of this paper.
Theorem 3.2 : Let 0 < T ≤ +∞ and g satisfy (H4) and (H5). Then, for each
ξ ∈ Lp(Rk), the BSDE with parameters (ξ, T, g) has a unique solution in Lp.
In order to prove Theorem 3.2, we need first to establish the following Proposition
3.3, which is just Theorem 1.2 of Chen and Wang [5] when p = 2.
Proposition 3.3: Let 0 < T ≤ +∞ and g satisfy (H3) and (H5). Then, for
each ξ ∈ Lp(Rk), the BSDE with parameters (ξ, T, g) has a unique solution in Lp.
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Proof : Define uˆ([t1, t2]) :=
∫ t2
t1
u(s)ds and vˆ([t1, t2]) :=
∫ t2
t1
v2(s)ds for each 0 ≤
t1 ≤ t2 ≤ T . Assume that (yt, zt)t∈[0,T ] ∈ Sp(0, T ;Rk)×Mp(0, T ;Rk×d). It follows
from assumption (H3) that |g(s, ys, zs)| ≤ |g(s, 0, 0)| + u(s)|ys|+ v(s)|zs| and then
from the inequality (a+ b+ c)p ≤ 3p(ap + bp + cp) and Ho¨lder’s inequality that for
each t ∈ [0, T ],
E
[(∫ T
t
|g(s, ys, zs)| ds
)p]
≤ 3pE
[(∫ T
t
|g(s, 0, 0)| ds
)p]
+ 3puˆp([t, T ]) ·E
[
sup
s∈[0,T ]
|ys|p
]
+3pvˆ
p
2 ([t, T ]) ·E
[(∫ T
t
|zs|2 ds
)p/2]
< +∞,
As a result, the process
{
E
[
ξ +
∫ T
0 g(s, ys, zs)ds
∣∣∣Ft]}
0≤t≤T
is an Lp martingale.
It follows from the martingale representation theorem that there exists a unique
process Zt ∈ Mp(0, T ;Rk×d) such that
E
[
ξ +
∫ T
0
g(s, ys, zs) ds
∣∣∣∣Ft
]
= E
[
ξ +
∫ T
0
g(s, ys, zs) ds
]
+
∫ t
0
Zs dBs, 0 ≤ t ≤ T.
Let Yt := E
[
ξ +
∫ T
t g(s, ys, zs) ds
∣∣∣Ft] , 0 ≤ t ≤ T . Obviously, Yt ∈ Sp(0, T ;Rk).
It is not difficult to verify that the (Yt, Zt)t∈[0,T ] is just the unique solution in L
p
to the following equation:
Yt = ξ +
∫ T
t
g(s, ys, zs) ds−
∫ T
t
Zs dBs, t ∈ [0, T ]. (3.1)
Thus, we have constructed a mapping from Sp(0, T ;Rk)×Mp(0, T ;Rk×d) to itself.
Denote this mapping by Φ : (y·, z·)→ (Y·, Z·).
In the sequel, suppose that (yit, z
i
t)t∈[0,T ] ∈ Sp(0, T ;Rk) × Mp(0, T ;Rk×d), let
(Y it , Z
i
t)t∈[0,T ] be the mapping of (y
i
t, z
i
t)t∈[0,T ], (i = 1, 2), that is Φ(y
i
· , z
i
· ) =
(Y it , Z
i
t), i = 1, 2. We denote Yˆt := Y
1
t − Y 2t , Zˆt := Z1t − Z2t , yˆt := y1t − y2t , zˆt :=
z1t − z2t , gˆt := g(t, y1t , z1t )− g(t, y2t , z2t ). It follows from (3.1) that
Yˆt =
∫ T
t
gˆs ds−
∫ T
t
Zˆs dBs, t ∈ [0, T ]. (3.2)
Assumption (H3) yields that |gˆt| ≤ u(t)|yˆt| + v(t)|zˆt|, which means that the gen-
erator gˆt of BSDE (3.2) satisfies assumption (A) with µ(t) = u
p−1
p (t), ν(t) ≡ 0,
ψ(t, u) ≡ 0, ϕt = u
1
p (t)|yˆt| and ft = v(t)|zˆt| due to the fact that

E
[∫ T
t
(
u
1
p (s)|yˆs|
)p
ds
]
≤ uˆ([t, T ]) · E
[
sup
s∈[t,T ]
|yˆs|p
]
< +∞;
E
[(∫ T
t
v(s)|zˆs| ds
)p]
≤ vˆ p2 ([t, T ]) ·E
[(∫ T
t
|zˆs|2 ds
)p/2]
< +∞
(3.3)
is true for each t ∈ [0, T ] by Ho¨lder’s inequality. Thus, applying Propositions 2.5–
2.6 to BSDE (3.2) implies that, in view of (3.3), there exists a constant m′p > 0
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depending only on p such that for each t ∈ [0, T ],


E
[(∫ T
t
|Zˆs|2 ds
)p/2]
≤ m′pC ′([t, T ])
{
vˆp/2([t, T ]) ·E
[(∫ T
t
|zˆs|2 ds
)p/2]
+ uˆ([t, T ]) · E
[
sup
s∈[t,T ]
|yˆs|p
]
+E
[
sup
s∈[t,T ]
|Yˆs|p
]}
,
E
[
sup
s∈[t,T ]
|Yˆs|p
]
≤ K ′([t, T ])
{
1
2
uˆ([t, T ]) · E
[
sup
s∈[t,T ]
|yˆs|p
]
+m′pvˆ
p/2([t, T ]) · E
[(∫ T
t
|zˆs|2 ds
)p/2]}
.
where C ′([t, T ]) := 1+ uˆp−1([t, T ])+ uˆ2p−2([t, T ]) and K ′([t, T ]) := em
′
puˆ([t,T ]). Then
we have
E
[(∫ T
t
|Zˆs|2 ds
)p/2]
≤ m′pC ′([t, T ])
{
(
1
2
K ′([t, T ]) + 1)uˆ([t, T ]) ·E
[
sup
s∈[t,T ]
|yˆs|p
]
+ (K ′([t, T ])m′p + 1)vˆ
p/2([t, T ]) · E
[(∫ T
t
|zˆs|2 ds
)p/2]}
.
Since uˆ([0, T ]) < +∞ and vˆ([0, T ]) < +∞ by assumption (H3), we can find a
positive integer N and 0 = T0 < T1 < · · · < TN−1 < TN = T such that for each
i = 0, · · · , N − 1,

K ′([Ti, Ti+1])
uˆ([Ti, Ti+1])
2
+m′pC
′([Ti, Ti+1])
(
1
2
K ′([Ti, Ti+1]) + 1
)
uˆ([Ti, Ti+1]) ≤ 1
2
;
K ′([Ti, Ti+1])m
′
pvˆ
p
2 ([Ti, Ti+1]) +m
′
pC
′([Ti, Ti+1])(K
′([Ti, Ti+1])m
′
p + 1)vˆ
p
2 ([Ti, Ti+1]) ≤ 1
2
.
(3.4)
Based on the above arguments, we can deduce that
E
[
sup
s∈[TN−1,T ]
|Yˆs|p
]
+E
[(∫ T
TN−1
|Zˆs|2 ds
)p/2]
≤ 1
2
{
E
[
sup
s∈[TN−1,T ]
|yˆs|p
]
+E
[(∫ T
TN−1
|zˆs|2 ds
)p/2]}
,
which means that Φ is a strict contraction from Sp(TN−1, T ;Rk) ×
Mp(TN−1, T ;R
k×d) into itself. Then Φ has a unique fixed point in this space.
It follows that there exists a unique (yt, zt)t∈[TN−1,T ] ∈ Sp(TN−1, T ;Rk) ×
Mp(TN−1, T ;R
k×d) satisfying the BSDE with parameters (ξ, T, g) on [TN−1, T ].
That is to say, the BSDE has a unique solution in Lp on [TN−1, T ]. Finally, note
that (3.4) holds true for i = N−2. By replacing TN−1, T and ξ by TN−2, TN−1 and
yTN−1 respectively in the above proof except for the paragraph containing (3.4),
we can obtain the existence and uniqueness of a solution in Lp to the BSDE with
parameters (ξ, T, g) on [TN−2, TN−1]. Furthermore, repeating the above procedure
and making use of (3.4), we deduce the existence and uniqueness of a solution in
Lp to the BSDE with parameters (ξ, T, g) on [TN−3, TN−2], · · · , [0, T1]. The proof
of Proposition 3.3 is then completed. 
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Now, we are in a position to prove Theorem 3.2. Let 0 < T ≤ +∞, ξ ∈ Lp(Rk)
and g satisfy (H4) and (H5). We can construct the Picard approximation sequence
of the BSDE with parameters (ξ, T, g) as follows:
y0t = 0; y
n
t = ξ +
∫ T
t
g(s, yn−1s , z
n
s ) ds−
∫ T
t
zns dBs, t ∈ [0, T ]. (3.5)
Indeed, for each n ≥ 1, it follows from assumption (H4) that
|g(s, yn−1s , 0)| ≤ |g(s, 0, 0)| + α(s)ρ
1
p (s, |yn−1s |p)
≤ |g(s, 0, 0)| + α(s)
(
a
1
p (s) + b
1
p (s)|yn−1s |
)
,
and then
E
[(∫ T
0
|g(s, yn−1s , 0)| ds
)p]
≤ 3pE
[(∫ T
0
|g(s, 0, 0)| ds
)p]
+ 3p
(∫ T
0
α(s)a
1
p (s) ds
)p
+3p
(∫ T
0
α(s)b
1
p (s) ds
)p
E
[
sup
s∈[0,T ]
|yn−1s |p
]
.
Furthermore, by Remark 3.1 and assumption (H4), the generator g(s, yn−1s , z) of
BSDE (3.5) satisfies (H5) and (H3) with u(t) = 0 and v(t) = β(t). It follows from
Proposition 3.3 that the equation (3.5) has a unique solution (ynt , z
n
t )t∈[0,T ] in L
p
for each n ≥ 1. With respect to the processes (ynt , znt )t∈[0,T ], we have the following
Lemma 3.4 and Lemma 3.5. For notational convenience, in the following for each
0 ≤ t1 ≤ t2 ≤ T , we define
αˆ([t1, t2]) :=
∫ t2
t1
α
p
p−1 (s) ds and βˆ([t1, t2]) :=
∫ t2
t1
β2(s) ds.
Lemma 3.4: Under the hypotheses of Theorem 3.2, there exists a constant m¯p >
0 depending only on p such that for each t ∈ [0, T ], n,m ≥ 1,


E
[(∫ T
t
|zn+ms − zns |2 ds
)p/2]
≤ m¯pC¯([t, T ])
{
E
[
sup
s∈[t,T ]
|yn+ms − yns |p
]
+
∫ T
t
ρ
(
s,E
[|yn+m−1s − yn−1s |p]) ds
}
;
E
[
sup
s∈[t,T ]
|yn+ms − yns |p
]
≤ 1
2
K¯([t, T ])
∫ T
t
ρ
(
s,E
[|yn+m−1s − yn−1s |p])ds,
(3.6)
where{
C¯([t, T ]) := 1 + αˆp−1([t, T ]) + αˆ2p−2([t, T ]) + βˆp/2([t, T ]) + βˆp([t, T ]);
K¯([t, T ]) := em¯p(αˆ([t,T ])+βˆ([t,T ])).
Proof : It follows from (3.5) that the process (yn+mt − ynt , zn+mt − znt )t∈[0,T ] is a
solution of the following BSDE:
yt =
∫ T
t
fn,m(s, zs) ds−
∫ T
t
zs dBs, t ∈ [0, T ], (3.7)
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where fn,m(s, z) := g(s, y
n+m−1
s , z+z
n
s )−g(s, yn−1s , zns ). It follows from assumption
(H3) that |fn,m(s, z)| ≤ α(s)ρ
1
p (s, |yn+m−1s − yn−1s |p) + β(s)|z|, which means that
assumption (A) is satisfied for the generator fn,m(t, z) of BSDE (3.7) with µ(t) =
α(t), ν(t) = β(t), ψ(t, u) ≡ 0, ft ≡ 0 and ϕt = ρ
1
p (t, |yn+m−1t − yn−1t |p) by Remark
2.4. Thus, in view of the fact that ρ(s, ·) is a concave function for each s ∈ [0, T ], the
conclusion (3.6) follows from Proposition 2.5, Proposition 2.6, and then Fubini’s
theorem and Jensen’s inequality. Lemma 3.4 is proved. 
Lemma 3.5: Under the hypotheses of Theorem 3.2, there exists a constant mˆp >
0 depending only on p such that for each n ≥ 1 and each t ∈ [0, T ],
E
[
sup
r∈[t,T ]
|ynr |p
]
≤ Cˆ([t, T ]) + 1
2
emˆp(αˆ([t,T ])+βˆ([t,T ]))
∫ T
t
ρ
(
s,E
[|yn−1s |p]) ds, (3.8)
where
Cˆ([t, T ]) := mˆpe
mˆp(αˆ([t,T ])+βˆ([t,T ]))
{
E|ξ|p +E
[(∫ T
t
|g(s, 0, 0)|ds
)p]}
.
Proof : It follows from the hypotheses of Theorem 3.2 that
|g(s, yn−1s , z)| ≤ |g(s, yn−1s , z) − g(s, 0, 0)| + |g(s, 0, 0)|
≤ α(s)ρ 1p (s, |yn−1s |p) + β(s)|z|+ |g(s, 0, 0)|.
Then, assumption (A) is satisfied for the generator g(s, yn−1s , z) of BSDE (3.5)
with µ(t) = α(t), ν(t) = β(t), ψ(t, u) ≡ 0, ft = |g(t, 0, 0)| and ϕt = ρ
1
p (t, |yn−1t |p)
by Remark 2.4. Thus, in view of the fact that ρ(t, ·) is a concave function for
each t ∈ [0, T ], (3.8) follows from Proposition 2.6 and then Fubini’s Theorem and
Jensen’s inequality. Lemma 3.5 is proved. 
In the sequel, since αˆ([0, T ]) < +∞ and βˆ([0, T ]) < +∞ by assumption (H4), we
can find a positive integer N¯ and 0 = T¯0 < T¯1 < · · · < T¯N¯−1 < T¯N¯ = T such that
for each i = 0, · · · , N¯ − 1,
∫ T¯i+1
T¯i
b(s)ds ≤ 1
2
and αˆ([T¯i, T¯i+1]) + βˆ([T¯i, T¯i+1]) ≤ ln 2
mˆp
∧ ln 2
m¯p
, (3.9)
where m¯p and mˆp are respectively defined in Lemma 3.4 and Lemma 3.5.
With the help of Lemma 3.4 and Lemma 3.5, we can prove Theorem 3.2.
Proof of Theorem 3.2. Existence: Let us setM = 2Cˆ([0, T ])+2
∫ T
0 a(s)ds ≥ 0.
It follows from (H4) and (3.9) that for each t ∈ [T¯N¯−1, T ],
Cˆ([0, T ])+
∫ T
t
ρ(s,M)ds ≤ Cˆ([0, T ])+
∫ T
t
a(s)ds+M
∫ T
t
b(s)ds ≤ M
2
+
M
2
=M,
(3.10)
and from Lemma 3.5 and (3.9) that
E
[
sup
r∈[t,T ]
|ynr |p
]
≤ Cˆ([0, T ]) +
∫ T
t
ρ
(
s,E
[|yn−1s |p]) ds, t ∈ [T¯N¯−1, T ]. (3.11)
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Since ρ(s, ·) is a nondecreasing function for each s ∈ [0, T ], by (3.11) and (3.10) we
can deduce that for each t ∈ [T¯N¯−1, T ], E
[
supr∈[t,T ] |y1r |p
]
≤ Cˆ([0, T ]) ≤M ,
E
[
sup
r∈[t,T ]
|y2r |p
]
≤ Cˆ([0, T ]) +
∫ T
t
ρ(s,E[|y1s |p]) ds ≤ Cˆ([0, T ]) +
∫ T
t
ρ(s,M) ds ≤M,
E
[
sup
r∈[t,T ]
|y3r |p
]
≤ Cˆ([0, T ]) +
∫ T
t
ρ(s,E[|y2s |p]) ds ≤ Cˆ([0, T ]) +
∫ T
t
ρ(s,M) ds ≤M.
Thus, by induction we know that for each n ≥ 1 and each t ∈ [T¯N¯−1, T ],
E
[
sup
r∈[t,T ]
|ynr |p
]
≤M. (3.12)
Now, we define a sequence of functions {ϕn(t)}n≥1 as follows:
ϕ0(t) =
∫ T
t
ρ(s,M) ds; ϕn+1(t) =
∫ T
t
ρ(s, ϕn(s)) ds. (3.13)
For all t ∈ [T¯N¯−1, T ], it follows from (3.10) that ϕ0(t) =
∫ T
t ρ(s,M) ds ≤ M .
Furthermore, by induction we can obtain that for all n ≥ 1, ϕn(t) satisfies 0 ≤
ϕn+1(t) ≤ ϕn(t) ≤ · · · ≤ ϕ1(t) ≤ ϕ0(t) ≤ M . Then, for each t ∈ [T¯N¯−1, T ], the
limit of the sequence {ϕn(t)}n≥1 must exist: we denote it by ϕ(t). Letting n→∞
in (3.13), in view of the fact that ρ(s, ·) is a continuous function for each s ∈ [0, T ],
ρ(s, ϕn(s)) ≤ ρ(s,M) for each n ≥ 1, and
∫ T
t ρ(s,M) ds ≤M , we can deduce from
Lebesgue’s dominated convergence theorem that for each t ∈ [T¯N¯−1, T ], ϕ(t) =∫ T
t ρ(s, ϕ(s)) ds, whether T < +∞ or T = +∞. Then, by virtue of (H4) we know
that ϕ(t) = 0, t ∈ [T¯N¯−1, T ].
In the sequel, for each t ∈ [T¯N¯−1, T ] and n,m ≥ 1, it follows from Lemma 3.4,
(3.9) and (3.12) that, whether T < +∞ or T = +∞,
E
[
sup
r∈[t,T ]
|y1+mr − y1r |p
]
≤
∫ T
t
ρ (s,E [|yms |p]) ds ≤
∫ T
t
ρ(s,M) ds = ϕ0(t) ≤M,
E
[
sup
r∈[t,T ]
|y2+mr − y2r |p
]
≤
∫ T
t
ρ
(
s,E
[|y1+ms − y1s |p]) ds ≤
∫ T
t
ρ(s, ϕ0(s)) ds = ϕ1(t),
E
[
sup
r∈[t,T ]
|y3+mr − y3r |p
]
≤
∫ T
t
ρ
(
s,E
[|y2+ms − y2s |p]) ds ≤
∫ T
t
ρ(s, ϕ1(s)) ds = ϕ2(t).
Thus, by induction we can derive that for each m ≥ 1,
E
[
sup
T¯N¯−1≤r≤T
|yn+mr − ynr |p
]
≤ ϕn−1(T¯N¯−1)→ 0, n→∞.
which means that {ynt }n≥1 is a Cauchy sequence in Sp(T¯N¯−1, T ;Rk). Furthermore,
since ρ(s, ·) is continuous and ρ(s, 0) = 0 for each s ∈ [0, T ], ∫ TT¯N¯−1 ρ(s,M)ds ≤M ,
and ρ(s,E
[|yn+m−1s − yn−1s |p]) ≤ ρ(s,M) for each s ∈ [T¯N¯−1, T ], we also know
from (3.6) and Lebesgue’s dominated convergence theorem that {znt }n≥1 is a
Cauchy sequence in Mp(T¯N¯−1, T ;R
k×d). Define their limits by (yt)t∈[T¯N¯−1,T ] and
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(zt)t∈[T¯N¯−1,T ] respectively. Letting n→∞ in (3.5) implies that (yt, zt) is a solution
in Lp to the BSDE with parameters (ξ, T, g) on [T¯N¯−1, T ].
Finally, note that (3.9) holds true for i = N¯−2. By replacing T¯N¯−1, T and ξ with
T¯N¯−2, T¯N¯−1 and yT¯N¯−1 respectively in the above arguments beginning from the end
of the proof of Proposition 3.3 (except for the paragraph containing (3.9)), we can
obtain the existence of a solution in Lp to the BSDE with parameters (ξ, T, g)
on [T¯N¯−2, T¯N¯−1]. Furthermore, repeating the above procedure and making use of
(3.9), we deduce the existence of a solution in Lp to the BSDE with parameters
(ξ, T, g) on [T¯N¯−3, T¯N¯−2], · · · , [0, T¯1]. This proves the existence.
Uniqueness: Let (yit, z
i
t)t∈[0,T ] (i = 1, 2) be two solutions in L
p of the BSDE with
parameters (ξ, T, g). Then, (y1t −y2t , z1t −z2t )t∈[0,T ] is a solution in Lp to the following
BSDE:
yt =
∫ T
t
gˆ(s, ys, zs) ds−
∫ T
t
zs dBs, t ∈ [0, T ], (3.14)
where gˆ(s, y, z) := g(s, y + y2s , z + z
2
s ) − g(s, y2s , z2s ). It follows from (H4) that
|gˆ(s, y, z)| ≤ α(s)ρ 1p (s, |y|p) + β(s)|z|, which means that assumption (A) is sat-
isfied for the generator gˆ(t, y, z) of BSDE (3.14) with µ(t) = α(t), ν(t) = β(t),
ψ(t, u) = ρ(t, u), ϕt ≡ 0 and ft ≡ 0. Then, Proposition 2.5 and Proposition 2.6
yield that there exists a constant m˜p > 0 depending only on p such that for
t ∈ [0, T ],


E
[(∫ T
t
|z1s − z2s |2 ds
)p/2]
≤ m˜pC˜([t, T ])
{
E
[
sup
s∈[t,T ]
|y1s − y2s |p
]
+
∫ T
t
ρ(s,E[|y1s − y2s |p]) ds
}
;
E
[|y1t − y2t |p] ≤ 12em˜p(αˆ([t,T ])+βˆ([t,T ]))
∫ T
t
ρ
(
s,E
[|y1s − y2s |p]) ds,
(3.15)
where C˜([t, T ]) := 1 + αˆp−1([t, T ]) + αˆ2p−2([t, T ]) + βˆp/2([t, T ]) + βˆp([t, T ]).
Similar to (3.9), we can find a positive integer N˜ and 0 = T˜0 < T˜1 < · · · <
T˜N˜−1 < T˜N˜ = T such that for each i = 0, · · · , N˜ − 1,
αˆ([T˜i, T˜i+1]) + βˆ([T˜i, T˜i+1]) ≤ ln 2
m˜p
. (3.16)
Then, it follows from (3.15) and (3.16) that for each t ∈ [T˜N˜−1, T ],
E
[|y1t − y2t |p] ≤
∫ T
t
ρ
(
s,E
[|y1s − y2s |p]) ds. (3.17)
From the ODE comparison theorem, we know that E[|y1t − y2t |p] ≤ r(t), where r(t)
is the maximum left shift solution of the following equation:
u′(t) = −ρ(t, u); u(T ) = 0.
It follows from (H4) that r(t) = 0, t ∈ [T˜N˜−1, T ]. Hence, E[|y1t − y2t |p] = 0, t ∈
[T˜N˜−1, T ], which means y
1
t = y
2
t for each t ∈ [T˜N˜−1, T ]. Furthermore, (3.15) implies
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that z1t = z
2
t holds true almost surely for each t ∈ [T˜N˜−1, T ]. Thus, we have obtained
the uniqueness result on [T˜N˜−1, T ]. Then, thanks to (3.16), we can repeat the above
for the proof of uniqueness by replacing T˜N˜−1, T and ξ with T˜N˜−2, T˜N˜−1 and yT˜N˜−1
respectively to obtain the uniqueness result on [T˜N˜−2, T˜N˜−1] and then on the whole
[0, T ]. The proof of Theorem 3.2 is complete. 
4. Examples, Corollaries and Remarks
In this section, we will introduce some examples, corollaries and remarks to show
that Theorem 3.2 of this paper is a generalization of the main results in Pardoux
and Peng [11], Mao [9], Chen [4], Chen and Wang [5], Wang and Wang [13] and
Wang and Huang [12]. Firstly, by Remark 3.1 and Theorem 3.2, the following
corollary is immediate, which generalizes the main results in Mao [9], Wang and
Wang [13] and Wang and Huang [12].
Corollary 4.1: Let 0 < T < +∞ and g satisfy (H4) and g(·, 0, 0) ∈
Mp(0, T ;Rk). Then, for each ξ ∈ Lp(Rk), the BSDE with parameters (ξ, T, g)
has a unique solution in Lp.
Remark 4.2 : Theorem 3.2 in Wang and Huang [12] proved that if 0 < T < +∞,
g satisfies assumption (H2), and g(·, 0, 0) ∈ M2(0, T ;Rk), then the BSDE with
parameters (ξ, T, g) has a unique solution in L2. This result can be regarded as an
immediate consequence of Corollary 4.1. Indeed, it follows that if g satisfies (H2),
then g must satisfy (H4) with p = 2, α(t) ≡ 1, β(t) ≡ √c and ρ(t, u) = κ(t, u).
Furthermore, let us introduce the following assumption, where we assume that
0 < T ≤ +∞:
(H6) dP × dt− a.s., ∀y1, y2 ∈ Rk, z1, z2 ∈ Rk×d,
|g(ω, t, y1, z1)− g(ω, t, y2, z2)| ≤ b(t)κ¯
1
p (|y1 − y2|p) + c(t)|z1 − z2|,
where b(·), c(·) : [0, T ] 7→ R+ satisfy ∫ T0 [b(t)+ c2(t)] dt < +∞ and κ¯(·) is a concave
and nondecreasing function fromR+ to R+ such that κ¯(0) = 0, κ¯(u) > 0 for u > 0,
and
∫
0+ κ¯
−1(u) du = +∞.
Remark 4.3 : In next section, we will show that the concavity condition of κ¯(·)
in (H6) can be weakened to the continuity condition and that the bigger the p, the
stronger the (H6).
The assumptions of κ¯(·) in (H6) yield that there exists a constant A > 0 such that
for each u ≥ 0, κ¯(u) ≤ Au + A. Then, from Theorem 3.2 and Bihari’s inequality,
letting α(t) = b
p−1
p (t), β(t) = c(t) and ρ(t, u) = b(t)κ¯(u) ∈ S[T,Ab(t), Ab(t)] in
(H4), we can obtain the following corollary.
Corollary 4.4: Let 0 < T ≤ +∞ and g satisfy (H5) and (H6). Then, for each
ξ ∈ Lp(Rk), the BSDE with parameters (ξ, T, g) has a unique solution in Lp.
Remark 4.5 : Theorem 2.1 in Mao [9] proved that if 0 < T < +∞, g(·, 0, 0) ∈
M2(0, T ;Rk) and g satisfies assumption (H1), then the BSDE with parameters
(ξ, T, g) has a unique solution in L2. This result can be regarded as an immediate
consequence of Corollary 4.4. Indeed, it follows from Remark 3.1 that under the
above assumptions, the generator g must satisfy (H5) and (H6) with p = 2, b(t) ≡ 1,
c(t) ≡ √c and κ¯(u) = κ(u).
October 26, 2018 7:53 Stochastics: An International Journal of Probability and Stochastic Processes
arXiv
16
Example 4.6 Let 0 < T < +∞, and let
g(t, y, z) =
1√
t
h(|y|) + 1
4
√
t
|z|+ |Bt|,
where h(x) := x| lnx|1/p · 10<x≤δ + (h′(δ−)(x − δ) + h(δ)) · 1x>δ with δ > 0 small
enough. It is not difficult to verify that g satisfies assumptions (H5) and (H6) with
b(t) = 1/
√
t, c(t) = 1/ 4
√
t and κ¯(u) = hp(u1/p). Thus, Corollary 4.4 yields that for
each ξ ∈ Lp(Rk), the BSDE with parameters (ξ, T, g) has a unique solution in Lp.
Remark 4.7 : Proposition 3.3 in the beginning of Section 3 can also be regarded
as an immediate consequence of Corollary 4.4. Indeed, if g satisfies (H3), then g
satisfies (H6) with b(t) = u(t), c(t) = v(t) and κ¯(u) = u for u ≥ 0.
In the following, we introduce an example where T can be +∞.
Example 4.8 Let 0 < T ≤ +∞, and let
g(t, y, z) =
1
(1 + t)2
σ(|y|) + 1
1 + t
|z|+ 1
(1 + t)2
,
where σ(x) := x(| ln x| ln | ln x|)1/p ·10<x≤δ+(σ′(δ−)(x−δ)+σ(δ)) ·1x>δ with δ > 0
small enough. It is not difficult to verify that g satisfies assumptions (H5) and (H6)
with b(t) = 1/(1 + t)2, c(t) = 1/(1 + t) and κ¯(u) = σp(u1/p). Thus, it follows from
Corollary 4.4 that for each ξ ∈ Lp(Rk), the BSDE with parameters (ξ, T, g) has a
unique solution in Lp.
Finally, let us make Remark 4.9, which illustrates an important difference be-
tween the infinite and finite T cases.
Remark 4.9 : It is clear that in the case where T < +∞, the (yt)t∈[0,T ] among the
solution (yt, zt)t∈[0,T ] of BSDEs discussed in this paper belongs also to M
p(0, T ;Rk).
However, in the case where T = +∞, this conclusion does not hold true. For a
simple example, letting ξ ≡ 1, T = +∞ and g ≡ 0, from Theorem 3.2 or Corollary
4.4 we know that the BSDE with parameters (ξ, T, g) has a unique solution in Lp.
Obviously, this solution is just (1, 0)0≤t≤+∞. The process (1)0≤t≤+∞ belongs to
Sp(0, T ;Rk), but it does not belong to Mp(0, T ;Rk).
5. Further Discussion
In this section, some further discussions with respect to our main result will be
given. First, let us examine Remark 4.3. We need to show that the concavity
condition of κ¯(·) in (H6) can be weakened to the continuity condtion and that
the bigger the p, the stronger the (H6). To be precise, we need to prove that if
g satisfies the following assumption (H7’) with q ≥ p, then g must satisfy the
following assumption (H7).
(H7) There exists a deterministic function b(t) : [0, T ] → R+ with ∫ T0 b(t) dt <
+∞ and a nondecreasing and concave function κ(·) : R+ 7→ R+ with κ(0) = 0,
κ(u) > 0 for u > 0, and
∫
0+ κ
−1(u) du = +∞ such that dP × dt− a.s.,
∀y1, y2 ∈ Rk, z ∈ Rk×d, |g(ω, t, y1, z)− g(ω, t, y2, z)| ≤ b(t)κ
1
p (|y1 − y2|p).
(H7’) There exists a deterministic function b¯(t) : [0, T ] → R+ with ∫ T0 b¯(t) dt <
+∞ and a nondecreasing and continuous function κ¯(·) : R+ 7→ R+ with κ¯(0) = 0,
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κ¯(u) > 0 for u > 0, and
∫
0+ κ¯
−1(u) du = +∞ such that dP × dt− a.s.,
∀y1, y2 ∈ Rk, z ∈ Rk×d, |g(ω, t, y1, z)− g(ω, t, y2, z)| ≤ b¯(t)κ¯
1
q (|y1 − y2|q).
In order to show this fact, we need the following technical Lemma proved in the
Appendix.
Lemma 5.1: Let ρ(·) be a nondecreasing and concave function on R+ with
ρ(0) = 0. Then we have
∀ r > 1, ρr(x1/r) is also a nondecreasing and concave function on R+. (5.1)
Moreover, if ρ(u) > 0 for u > 0, and
∫
0+ ρ
−1(u) du = +∞, then
∀ r < 1,
∫
0+
du
ρr(u1/r)
= +∞. (5.2)
Now, we can show that (H7’)=⇒(H7). Let us assume that (H7’) holds true for
g. Then we have, dP × dt− a.s.,
∀y1, y2 ∈ Rk, z ∈ Rk×d, |g(ω, t, y1, z) − g(ω, t, y2, z)| ≤ b¯(t)ρ1(|y1 − y2|),
where ρ1(u) := κ¯
1
q (uq). Obviously, ρ1(u) is a continuous and nondecreasing function
onR+ with ρ1(0) = 0 and ρ1(u) > 0 for u > 0, but it is not necessary to be concave.
However, it follows from the classical theory of uniformly continuous functions that
if g satisfies the above inequality, then there exists a concave and nondecreasing
function ρ2(·) such that ρ2(0) = 0, ρ2(u) ≤ 2ρ1(u) for u ≥ 0, and dP × dt− a.s.,
∀y1, y2 ∈ Rk, z ∈ Rk×d, |g(ω, t, y1, z) − g(ω, t, y2, z)| ≤ b¯(t)ρ2(|y1 − y2|).
Thus, dP × dt− a.s.,
∀y1, y2 ∈ Rk, z ∈ Rk×d, |g(ω, t, y1, z)− g(ω, t, y2, z)| ≤ b¯(t)κ
1
p (|y1 − y2|p),
where κ(u) := ρp2(u
1
p ) + u. It is clear that κ(0) = 0 and κ(u) > 0 for u > 0.
Moreover, it follows from (5.1) in Lemma 5.1 that κ(·) is also a nondecreasing
and concave function due to the fact that p > 1 and ρ2(·) is a nondecreasing
and concave function. Thus, to prove that (H7) holds, it suffices to show that∫
0+ κ
−1(u) du = +∞. Indeed, if ρ2(1) = 0, then since ρ2(u) = 0 for each u ∈ [0, 1],
we have
∫
0+ κ
−1(u) du =
∫
0+ u
−1 du = +∞. On the other hand, if ρ2(1) > 0, since
ρ2(·) is a concave function with ρ2(0) = 0, we know that
ρ2(u) = ρ2(u · 1 + (1− u) · 0) ≥ uρ2(1) + (1− u)ρ2(0) = uρ2(1), u ∈ [0, 1], (5.3)
and then ρp2(u
1
p ) ≥
(
u
1
p ρ2(1)
)p
= ρp2(1)u. Thus, we have
∀ u ≥ 0, κ(u) = ρp2(u
1
p ) + u ≤ Kρp2(u
1
p ) ≤ K2pρp1(u
1
p ) = K2pκ¯
p
q (u
q
p ),
where K = 1 + 1/ρp2(1). Consequently, if q = p, then∫
0+
du
κ(u)
≥ 1
K2p
∫
0+
du
κ¯(u)
= +∞.
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Thus, we have proved that (H7’) with q = p implies (H7). As a result, we can now
assume that the κ¯(·) in (H7’) is a concave function. Then, if q > p, from (5.2) of
Lemma 5.1 with ρ(·) = κ¯(·) and r = p/q < 1 we have
∫
0+
du
κ(u)
≥ 1
K2p
∫
0+
du
κ¯
p
q (u
q
p )
= +∞.
Hence (H7’)=⇒(H7), i.e., the concavity condition of κ¯(·) in (H6) can be weakened
to the continuity condtion and the bigger the p, the stronger the (H6).
Furthermore, let us introduce the following assumption (H6*), where we also
assume that 0 < T ≤ +∞:
(H6*) dP × dt− a.s., ∀y1, y2 ∈ Rk, z1, z2 ∈ Rk×d,
|g(ω, t, y1, z1)− g(ω, t, y2, z2)| ≤ b(t)κ(|y1 − y2|) + c(t)|z1 − z2|,
where b(·), c(·) : [0, T ] 7→ R+ satisfy ∫ T0 [b(t) + c2(t)] dt < +∞ and κ(·) is a
continuous and nondecreasing function from [0, T ] to R+ such that κ(0) = 0,
κ(u) > 0 for u > 0, and
∫
0+ κ
−p(u)up−1 du = +∞.
In the following, we will show (H6*)=⇒(H6). In fact, if g satisfies (H6*), then
we have, dP × dt− a.s., ∀y1, y2 ∈ Rk, z1, z2 ∈ Rk×d,
|g(ω, t, y1, z1)− g(ω, t, y2, z2)| ≤ b(t)κ¯
1
p (|y1 − y2|p) + c(t)|z1 − z2|,
where κ¯(u) = κp(u1/p). And, we have also
∫
0+
du
κ¯(u)
=
∫
0+
du
κp(u
1
p )
=
∫
0+
pup−1
κp(u)
du = +∞. (5.4)
Thus, it follows from Remark 4.3 that (H6) is true. Therefore, from Corollary
4.4 the following corollary is immediate. It follows from Ho¨lder’s inequality that it
generalizes the corresponding result in Constantin [6] where p = 2, (H5) is replaced
with g(·, 0, 0) ∈ M2(0, T ;Rk), and b(t) ≡ 1, c(t) ≡ c in (H6*).
Corollary 5.2: Let 0 < T ≤ +∞ and g satisfy (H5) and (H6*). Then, for each
ξ ∈ Lp(Rk), the BSDE with parameters (ξ, T, g) has a unique solution in Lp.
Remark 5.3 : According to the classical theory of uniformly continuous func-
tions, we can assume that the κ(·) in (H6*) is a concave function. Thus, applying
(5.2) of Lemma 5.1 yields, by letting ρ(u) = κq(u1/q) and r = p/q with q > p,
that if
∫
0+ κ
−q(u1/q) du = +∞, then ∫0+ κ−p(u1/p) du = +∞. As a result, noticing
(5.4) we know that the bigger the p, the stronger the (H6*).
Finally, it should be noted that the conclusions of Example 4.6 and Example 4.8
can also be obtained by virtue of Corollary 5.2.
6. Appendix
Proof of Lemma 5.1. Assume first that r > 1 and define f(x) = ρr(x1/r). By
means of approximation procedures in Constantin [6] we know that in order to
prove (5.1) it will be enough to show that ∀ x ≥ 0, f ′′(x) ≤ 0 holds true for each
function ρ(·) ∈ C2(R+,R+) with ρ(0) = 0, ρ′(x) ≥ 0 and ρ′′(x) ≤ 0 for x ≥ 0.
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Indeed, we have f ′(x) = ρr−1(x
1
r ) · x 1r−1 · ρ′(x 1r ), and then
f ′′(x) =
(r − 1)tρr−2(t)ρ′(t)
rx2
[
ρ′(t)t− ρ(t)]+ t2ρr−1(t)ρ′′(t)
px2
with t = x1/r. Considering that ρ(t) ≥ 0, ρ′(t) ≥ 0 and ρ′′(t) ≤ 0, it suffices to
prove that ρ′(t)t − ρ(t) ≤ 0. Note that Taylor’s expansion yields that 0 = ρ(0) =
ρ(t) − tρ′(t) + t2ρ′′(ξt)/2 for t > 0 and some ξt ∈ (0, t). Since ρ′′(ξt) ≤ 0, the
preceding relation proves ρ′(t)t− ρ(t) ≤ 0. Then (5.1) is proved.
Next we prove (5.2). Let r < 1, ρ(u) > 0 for u > 0, and
∫
0+ ρ
−1(u) du = +∞.
Similar to (5.3) we know that ∀ u ∈ [0, 1], ρ(u) ≥ uρ(1). Consequently, we have
∫
0+
u
1−r
r du
rρ(u
1
r )
=
∫
0+
du
ρ(u)
= +∞
and
lim inf
u→0+
1
ρr(u
1
r )
u
1−r
r
ρ(u
1
r )
= lim inf
u→0+
(
ρ(u
1
r )
u
1
r
)1−r
≥ [ρ(1)]1−r > 0,
from which (5.2) follows immediately. The proof of Lemma 5.1 is completed. 
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