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VIII Sommaire
Résumé
Il est souvent utile en traitement d'image de ne onserver qu'un ensemble restreint de aratéristiquesloalisées que nous appelons primitives géométriques, ensées aratériser la plus grande partie de l'informa-tion. Ces primitives sont habituellement des ontours, des points de oin ou leur équivalent en imagerie 3D :des surfaes, des lignes de rête ou des points extrémaux, et.Cependant, es primitives sont souvent plus omplexes que de simples points : on peut ainsi assoier unveteur normal à un point d'une surfae, e qui en fait un point orienté, ou onsidérer un trièdre omposéde la normale et des deux diretions prinipales en plus d'un point extrémal, e qui forme un repère. Cesprimitives géométriques forment une variété qui n'est généralement pas un espae vetoriel, sur lequel agitun groupe de transformation qui modélise les diérentes (( prises de vue possibles )) de l'image. De plus, ilest impératif de gérer l'inertitude sur es primitives le plus nement possible pour obtenir des résultatsrobustes en ontrler la préision. Le problème que l'on se pose ii est don de pouvoir travailler ave esprimitives omme on travaille d'habitude sur les points, en partiulier pour pouvoir faire de la reonnaissane,du realage et des statistiques permettant d'inférer la préision de nos résultats.La première partie de la thèse est onsarée au développement d'outils mathématiques génériques surles primitives qui permettent de résoudre es problèmes. Nous présentons tout d'abord quelques paradoxesqui montrent que l'on ne peut pas onsidérer impunément es primitives omme de simples veteurs, puis,sur des bases de géométrie riemannienne et en se restreignant aux variétés homogènes ayant une métriqueinvariante pour le groupe onsidéré, nous développons une notion de moyenne ohérente, puis de matriede ovariane. D'autres opérations statistiques peuvent ensuite être généralisées aux variétés, telles que ladistane de Mahalanobis et le test du χ2. Nous montrons ensuite omment ette théorie peut être appliquée etimplémentée en mahine dans une struture orientée objet ne dépendant pas du type de primitive onsidéré.Dans la seonde partie de la thèse, nous développons les aluls relatifs à e formalisme mathématiquepour les rotations et les transformations rigides agissant sur des repères orientés, semi-orientés et non-orientés. Après analyse des algorithmes lassiques sur les points, nous développons des algorithmes de realagegénériques basés sur les primitives, et nous proposons en partiulier des méthodes pour estimer l'inertitudesur le realage obtenu. Nous exposons parallèlement une méthode de validation statistique pour onrmerla préision de ette analyse, qui montre qu'un realage d'une préision bien inférieure à la taille du voxelpeut être obtenue dans le as des images médiales 3D. Un deuxième volet de l'analyse statistique onernela robustesse des algorithmes de reonnaissane.Le hamp appliatif que nous onsidérons va du realage d'images médiales tridimensionnelles à lareonnaissane de sous-strutures (3D) dans les protéines et souligne la validité de l'approhe générique





 La siene naît du jour où des erreurs, des éhes, des surprisesdésagréables, nous poussent à regarder le réel de plus près. René Thom, Modèles mathématiques de la morphogénèse1.1 Cadre généralLa vision humaine est ertainement elui des inq sens sur lequel l'esprit humain se repose le pluspour analyser, omprendre et interpréter l'espae qui nous entoure. C'est par ailleurs le seul sens quipuisse nous fournir une information globale sur la géométrie de notre environnement, e qui nouspermet de prévoir et don d'interagir ave le monde extérieur. La vision artiielle est une branhe dela siene informatique qui s'est donné pour but de simuler, si e n'est de omprendre, le phénomènede la vision, pour pouvoir en doter les ordinateurs. La robotique, quant à elle, utilise la modélisationfournie par la vision, ombinée ave des informations provenant d'autres apteurs, pour se déplaeret interagir ave le monde réel. Au entre de es disiplines, il y a la modélisation géométrique dumonde, forément simpliatrie mais qui permet d'extraire rapidement l'information pertinente.Depuis plusieurs années déjà, de nouvelles tehniques d'aquisitions de données sont apparues,produisant non plus des images en deux dimensions omme la améra ou l'appareil photo, mais di-retement en trois dimensions, omme le sanner X ou l'imagerie par résonane magnétique (IRM).Ces images ne mesurent plus la réetane de la surfae des objets, mais l'atténuation d'un rayon-nement en un point intérieur d'un objet ('est le as du sanner X), ou la densité de matière enun point (IRM densité de proton). Permettant de voir (( au travers )) des objets quasiment sansinteragir ave eux, es nouvelles tehniques ont trouvé une appliation naturelle dans le domainemédial et sont devenues des extensions du système de pereption des médeins et des hirurgienspour le diagnosti et la thérapeutique. Cependant, les images tridimensionnelles ainsi obtenues sontporteuses d'une quantité d'information énorme qu'il est très diile d'appréhender dans sa totalité.Il faut don traiter es images, erner et souligner l'information pertinente pour le médein (la sur-fae d'un organe, le positionnement d'une tumeur), ou bien quantier les hangements (l'évolutiond'une tumeur, le mouvement relatif de deux os) pour omparer ave la (( normalité )). Toutes esopérations sont rarement possibles diretement sur l'image et 'est la modélisation géométrique qui3
4 Introdution Chap. 1va nous permettre de onentrer l'information intéressante, noyée dans la masse de voxels de l'image,en un petit nombre de aratéristiques signiatives.Le même type de tehniques, résonane magnétique nuléaire ou rayons X, peut être utilisée à unetoute autre éhelle, elle de l'atome, pour étudier et tenter de visualiser les strutures moléulairesd'un ristal, permettant, entre autres, de déterminer la position dans l'espae des atomes d'uneprotéine : 'est le domaine de la rystallographie et de la biologie moléulaire struturale. Pourinterpréter et omprendre la struture d'une protéine, il faut non seulement regarder le type desatomes (s'agit-il d'un oxygène, d'un arbone ou d'un azote?) mais aussi leurs positions relativesdans l'espae : un groupe d'atomes sera ainsi apable d'interagir ave une autre struture dans uneonguration donnée, mais il en serait bien inapable si l'un ou l'autre de es atomes était déplaé dequelques angströms : une fois enore, la géométrie est au ÷ur du problème, même si les interationssont d'une autre nature.Ces proessus d'imagerie s'organisent en deux grandes étapes suessives dans l'analyse hiérar-hique asendante proposée par (Marr, 1982) (voir gure 1.1) : on eetue tout d'abord des trai-tements de bas niveau sur les données (les images) pour obtenir une information sémantiquementrihe mais non struturée, formée (( d'atomes )) que nous appellerons primitives géométriques .Cei orrespond, dans le proessus de vision humaine, à la onstrution de perepts. L'ensemble desprimitives géométriques produites par les traitements bas niveau à partir d'un jeu de données formeune sène .L'important, pour pouvoir ensuite organiser es primitives, est de noter qu'un objet n'est pararatérisé par un ensemble de primitives dans des positions xées, mais plutt par un ensemble deprimitives dans une onguration xée 1. La position de nos primitives dépend en eet de la positionde l'objet original et de la position du système d'aquisition dans l'espae ambiant et, pour pouvoiromparer ou reonnaître des objets dans des positions ou lors d'aquisitions diérentes, il nous fautmodéliser les diérentes (( prises de vues )) possibles, e qui se traduit dans le adre géométrique parle hoix d'un groupe de transformation. En vision artiielle, les primitives géométriques sont ainsi des ontours, des points dejontion, et., symbolisant la projetion dans l'image 2D des arêtes et des oins des objets3D. Si l'on s'intéresse aux objets rigides plans vus par un système oulaire assimilable àun modèle sténopé, on pourra onsidérer es primitives omme des points du plan projetifsoumis à l'ation des homographies. On pourra se reporter à (Faugeras, 1993) pour d'autresexemples de primitives et d'autres types de transformations. En imagerie médiale, les primitives peuvent être des points sur une surfae, des lignes derête, des points extrémaux, généralisant en un ertain sens les points de oin, et. Lessystèmes d'aquisition étant alibrés, on pourra onsidérer que les transformations sont rigidesentre deux images du même patient, même si les images proviennent de deux modalitésdiérentes. Par ontre, il faut passer à des groupes de transformation plus généraux, tels queles similitudes, les transformations anes ou des déformations enore plus générales, si l'onveut omparer le râne, le erveau ou le foie de deux patients. En biologie moléulaire, les primitives géométriques sont déjà d'un niveau plus élevé puisqu'ils'agit non seulement des oordonnées des atomes formant une protéine (ou une autre struturemoléulaire telle l'ARN), mais aussi des relations entres es atomes (les liaisons). On pourra1. Cette notion d'objet (ou de modèle) omme onguration d'un ensemble de primitives est sans doute la plussimple. On peut bien sûr ajouter des relations entre primitives, des probabilités d'observation orrélées, et.
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SCÈNE : Primitives géométriques non struturées
haut niveauTraitements
Traitementsbas niveau
DONNÉES : Images 2D, 3D, spetres ...ImagerieBiologie struturale
Données deprofondeur (2D1/2)Vision 2D Imagerie 3DFig. 1.1  Modèle de struturation de l'information en traitement d'images (approhe hiérarhiqueasendante ou (( bottom-up ))) : on extrait de la masse de données brutes un ensemble de primitivesgéométriques ensées aratériser la majeure partie de l'information présente. On traite ensuite etensemble de primitives par des algorithmes dits de haut niveau pour l'organiser, le omparer aved'autres aquisitions, réer des modèles struturés du monde réel, reonnaître un modèle struturédéjà identié dans es données.
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onsidérer en première approhe que les protéines sont animées de mouvements rigides parblo.L'étape qui nous intéresse et dans le adre de laquelle se plae le travail présenté dans e ma-nusrit est le traitement haut niveau qui va permettre de struturer l'information ontenue dansl'ensemble des primitives géométriques extraites des données (une sène). Nous utilisons ii le qua-liatif géométrique pour souligner que les traitements bas niveau nous fournissent des types parti-uliers de primitive (points orientés, droites, repères, points projetifs...) impliitement soumis à ungroupe de transformation. La détermination de e groupe est sans doute l'une des étapes les plusimportantes dans la modélisation d'un problème géométrique.On peut distinguer plusieurs grandes lasses de traitements de haut niveau : la reonnaissaned'objets (la dénomination anglaise (( feature-based reognition )) est plus préise), se propose dereonnaître, à partir d'une bibliothèque d'objets, eux qui sont présents dans une sène. Ce proessusse déompose souvent en deux étapes ouplées : la mise en orrespondane ((( mathing ))) viseà apparier les primitives d'un modèle ave elles de la sène (en supposant éventuellement unetransformation), et le realage ((( registration ))) alule la meilleure transformation entre le modèleet la sène à partir de es appariements.On peut bien sûr omparer deux sènes sans avoir de modèle a priori, ou omparer un nombrequelonque de sènes pour en extraire les parties ommunes : on parle alors de realage multipleet de mise en orrespondane multiple. C'est une étape essentielle dans le proessus de modé-lisation des objets, puisqu'il nous permet de ne onserver que les primitives qui sont représentativesd'un objet, mais aussi de aratériser et de réduire l'inertitude sur la mesure de es primitives grâeà la fusion de plusieurs mesures (après realage).Notons que les dénominations realage et mise en orrespondane sont souvent onsidéréesomme synonymes, omprenant toutes les deux des phases d'appariement des primitives et de alulde la transformation. Toutefois, realage insiste plutt sur le alul de la transformation, tandis quela mise en orrespondane met en avant la reherhe des appariements. Dans e manusrit, nousutiliserons en général es termes dans leur sens restreint.1.2 MotivationsUn grand nombre d'algorithmes ont été développés pour omparer deux sènes ou reonnaîtredes objets, le plus souvent rigides ou anes, dont on possède un modèle géométrique a priori basésur des des primitives géométriques simples : les points. On peut iter par exemple les algorithmesde hahage géométrique (Lamdan et Wolfson, 1988; Rigoutsos et Hummel, 1993), du plus prohevoisin itératif (Besl et MKay, 1992; Zhang, 1994) ou de prédition-vériation (Ayahe et Faugeras,1986; Huttenloher et Ullman, 1987).On s'aperçoit ependant que si es algorithmes fontionnent vite et bien dans le as de donnéesbien individualisées et peu bruitées, il n'en va pas de même quand il s'agit de retrouver de petitsobjets dans une sène omplexe très bruitée. La omplexité maximale des algorithmes est alorsatteinte et le problème de la gestion de l'inertitude se pose de manière ruiale.Par ailleurs, les modèles géométriques du monde réel amènent souvent à onsidérer des primitivesplus omplexes, par exemple des droites (Grimson, 1990), des plans (Faugeras, 1993), des points oudes plans orientés (Feldmar et al., 1997), des repères (Penne et Ayahe, 1998; Penne et Thirion,1997), et., et la généralisation hâtive des tehniques pontuelles à es primitives plus omplexespeut onduire à des paradoxes (voir (Penne et Ayahe, 1996a) et setion (2.3)).
1.2. Motivations 7Nous pensons que es problèmes en vision par ordinateur et plus généralement en traitementd'image ou de donnée géométrique, peuvent trouver une solution aeptable en prenant en omptede manière intrinsèque à la fois la nature de variété diérentielle de l'ensemble des primitives d'untype donné et le fait que les mesures de es primitives soient inertaines. Ce type d'approhe per-mettrait de plus de onevoir des algorithmes génériques, évitant ainsi la profusion de méthodesad ho spéiques à haque type de primitive.1.2.1 Au delà des points : pourquoi utiliser des primitives géométriques?La modélisation bas niveau nous amène souvent à onsidérer des primitives plus omplexes queles points : nous verrons ainsi à la setion (2.3.1) qu'un aide aminé dans une protéine se modéliseen première approhe par un repère tridimensionnel (un point et un trièdre orthonormé diret),et que les points extrémaux et plus généralement les points sur une surfae sont munis de deuxdiretions prinipales et d'une normale pour former des repères semi-orientés (un veteur normal etdeux diretions orthogonales).L'utilisation des primitives les plus informatives possibles nous permet de réduire onsidéra-blement la omplexité des algorithmes de reonnaissane et de realage : on passe par exempled'un algorithme d'une omplexité de O(n3) à O(n2) dans le hapitre (11) pour la reonnaissane desous-strutures dans les protéines en utilisant des repères au lieu de points. Dans (Feldmar et al.,1997), l'introdution des normales en plus des points autorise la reherhe d'appariements initiauxave les bitangentes, e qui réduit onsidérablement la omplexité de l'étape d'appariement.Le deuxième eet est une augmentation de la robustesse des algorithmes grâe à la séletivitéarue des primitives : on peut ainsi éliminer 80% des appariements aberrants en utilisant des trièdrestrès inertains en plus des points (hapitre 10). Un autre eet qui nous a motivé, mais qui n'estnalement pas le plus onvainant, est l'augmentation de la préision de la transformation dans unrealage : on obtient par exemple un gain de 10 à 20% dans le as des images médiales au hapitre9. Enn, les transformations mises en jeu dans es problèmes géométriques ont une nature in-trinsèque de groupe de Lie et sont don des variétés diérentielles. Si l'on veut pouvoir estimerl'inertitude sur le résultat d'un realage, il faut don en partiulier pouvoir travailler ave esprimitives géométriques.1.2.2 Gestion ne de l'inertitudeLa modélisation de bas niveau en terme de primitives est intrinsèquement simpliatrie etest sujette à de multiples erreurs : inertitude sur la nature et la position des primitives, défautd'observation (olusion) ou extration de primitives parasites sont les prinipales soures d'erreur.La présene de es inertitudes a des eet très importants sur des algorithmes de haut ni-veau omme la mise en orrespondane : onsidérer que des primitives (ou des invariants) ne sontidentiques que si elles sont égales (à la disrétisation près) peut amener à rejeter beauoup d'apparie-ments orrets, rendant par là même hasardeuse voire improbable la détetion d'un objet pourtantprésent dans l'image. On appelle ela un faux négatif .D'un autre té, dès que l'on autorise une ertaine erreur sur les mesures (ne serait-e que par ladisrétisation des images ou elle des nombres réels), des primitives qui n'ont rien à voir ave l'objetreherhé peuvent être appariées et ainsi (( onspirer )) pour amener à la reonnaissane d'un objetqui n'existe pas : 'est un faux positif . Ces reonnaissanes fantmes sont en général identiablesgrâe à une vériation plus approfondie utilisant des informations supplémentaires pouvant avoirété éliminées lors de la modélisation en primitives géométriques. Ces vériations sont toutefois
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oûteuses en temps de alul et peuvent induire une explosion de la omplexité de l'algorithme(Lamdan et Wolfson, 1989; Grimson et Huttenloher, 1990a; Lamdan et Wolfson, 1991).Il est don important de gérer l'erreur pour éviter les faux négatifs, mais de le faire au plusjuste pour limiter la probabilité ou le nombre de faux positifs. De même, dans un problème derealage, il est faux (et éventuellement dangereux dans le as de l'imagerie médial) de dire que latransformation estimée est exate, mais il est en général visuellement évident que l'inertitude estinférieure (en terme d'éart-type) à la taille de l'image.1.2.3 Des méthodes génériquesIl existe souvent une solution qui semble simple pour traiter un problème partiulier ave untype partiulier de primitive. Malheureusement, ette solution est rarement appliable pour un autretype de primitive ou un autre problème. Nous voudrions obtenir un ensemble de modules génériquespermettant de traiter la plupart des problèmes (realage, mise en orrespondane, fusion, et.) etreposant sur un minimum de modules partiuliers à haque type de primitive.Pour ela, nous avons observé que la plupart des algorithmes haut niveau sur les points pouvaients'exprimer à partir des quelques opérations suivantes : omposition et inversion des transformations, ation d'une transformation sur une primitive, omparaison de primitives : distane, estimation d'une primitive à partir de plusieurs observation : moyenne, estimation d'une transformation à partir d'appariements de primitives : realage, test de ompatibilité (peut-on apparier deux primitives en supposant une ertaine transfor-mation) : zone de ompatibilité, alul et omparaison des invariants binaires, ternaires, et. (invariants obtenus pour deux,trois primitives, et.).Pour pouvoir gérer l'inertitude, il faut de plus pouvoir propager l'information d'inertitude assoiéeaux mesures dans les opérations i-dessus, et éventuellement rajouter les notions de : modèle de bruits (en remplaement du bruit additif) : dénition et estimation, omparaison statistique des primitives : équivalent de la distane de Mahalanobis, test de vraisemblane : équivalent du test du χ2.L'idée est don d'exprimer au maximum es opérations omme des modules génériques basés surle nombre minimum d'opérations spéiques. La oneption d'un nouvel algorithme de haut niveaupour un nouveau problème ne néessiterait alors qu'une étape de modélisation où l'on dénirait letype de primitives en ayant un nombre minimal d'opérations à implémenter, et une organisationfaile des briques algorithmiques de moyen niveau dénies i-dessus.
1.3. Organisation du manusrit 91.3 Organisation du manusrit Pour expliquer un brin de paille, il faut démonter tout un univers. Rémy de GourmontLe manusrit est divisé en deux grandes parties : la première partie s'attahe au té théoriquede l'inertitude sur les variétés diérentielles et les groupes de Lie et la seonde est axée sur lesappliations de ette théorie dans les problèmes de realage et de reonnaissane.Le thème majeur de la partie théorique est : omment faire des probabilités et des statistiques surune variété diérentielle omme on le fait dans Rn ? L'objetif est double : il s'agit non seulementd'étudier ette question d'un point de vue mathématique, mais aussi de développer les résultatsnéessaires à l'appliation de ette théorie pour onstruire des algorithmes de haut niveau dans laseonde partie. Selon le point de vue, théorique ou appliatif, on pourra ainsi onsidérer le hapitre6 omme une synthèse de la partie théorique, ou au ontraire omme le plan de travail guidant lesdéveloppements de ette partie.Ce hapitre est tout à fait entral dans le manusrit puisqu'il onstitue la harnière entre la théo-rie mathématique et les appliations informatiques. Il répond également à la motivation (( méthodesgénériques )) de la setion préédente ar nous y présentons les résultats dans une struture orientéeobjet générique, ne dépendant, pour haque type de primitive, que d'une phase mathématique etde l'implémentation de quelques opérations atomiques.Le hapitre 7, ommençant la seonde partie, s'attahe d'ailleurs à dériver et implémenter esopérations atomiques pour les primitives tridimensionnelles que nous utilisons dans les appliations.Les hapitres onernant les algorithmes haut niveau (reonnaissane et realage) sont toutefoisonçus de manière générique et simplement appliqués à l'imagerie médiale et à la biologie molé-ulaire. Les questions de préision étant partiulièrement importantes (voire vitales) en imageriemédiale, nous avons plus insisté sur le realage que sur la mise en orrespondane, en développant,entre autres, des méthodes de validation de nos estimations d'inertitude (hap. 9). Cette partieappliative montre que la théorie que nous avons développée est non seulement implémentable avedes temps de aluls aeptables, mais produit aussi des résultats prenant en ompte les erreurs auplus juste, répondant ainsi à l'objetif de (( gestion ne de l'inertitude )) de la setion préédente.1.3.1 ThéorieNous herhons don dans la première partie à développer les outils mathématiques pour pou-voir gérer l'inertitude sur les primitives géométriques. Pour ela, Nous analysons rapidement auhapitre 2 l'origine des erreurs de mesures et les façons lassiques de les quantier dans Rn : ilapparaît que le meilleur ompromis est de onsidérer la mesure d'un veteur (ou d'un point) ommela réalisation d'un veteur aléatoire dont on ne onserve que la moyenne et la matrie de ovariane.Nous rappelons don les bases de la théorie des probabilités et en partiulier omment on peutgénéraliser la notion de variable aléatoire à elle de veteur aléatoire, ainsi que la propagationl'inertitude sur es veteurs aléatoires. Le but de et exposé est bien sûr de pouvoir généralisertoutes es opérations à des primitives aléatoires. Malheureusement, nous montrons que e n'estpas si simple et que nombre de paradoxes peuvent apparaître : le paradoxe de Bertrand est sansdoute le plus onnu et montre l'anienneté du problème puisqu'il date de 1907. Nous en avonsdéveloppé d'autres pour mettre en évidene les problèmes posés par le alul de la moyenne et lamodélisation du bruit sur les primitives.En fait, si l'on peut utiliser la théorique lassique des probabilités pour gérer l'inertitude sur les
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tion Chap. 1points, 'est pare que l'on peut assoier aux points une struture d'espae vetoriel, hose que l'onne peut pas faire de manière évidente pour des primitives géométriques plus générales. Nous nousfoalisons don au hapitre 3 sur la struture intrinsèque de l'ensemble des primitives : elle de va-riété diérentielle. L'ensemble des transformations impliitement assoiées aux primitives rentreégalement dans e adre pour onstituer un groupe de Lie. Nous nous onentrons plus partiu-lièrement dans la suite sur la partie des primitives aetée par l'ation du groupe : 'est la notion devariété homogène. En suivant l'exemple du paradoxe de Bertrand, nous nous herhons alors à dé-terminer la mesure invariante qui onstitue la base de la théorie des probabilités géométriques.Cette théorie est toutefois insusante puisqu'elle ne onerne que des distributions uniformes. Pourpouvoir aller plus loin, nous avons besoin d'une distane invariante sur notre variété, e qui estl'objet de la setion (3.4). Toutefois, les résultats ainsi obtenus sont toujours insusants et nousdevons faire intervenir des notions de géométrie diérentielle et de géométrie riemanniennepour pouvoir aratériser les onditions d'existene d'une distane invariante. Cela nous permetégalement de onstruire la représentation exponentielle de la variété, qui onstitue la représentation
(( la plus linéaire possible )) de la variété et qui s'avère posséder des propriétés remarquables.Nous pouvons alors développer au hapitre 4 une théorie des probabilités sur les primitivesgéométriques, en dénissant tout d'abord la densité de probabilité d'une primitive aléatoire,puis ave Fréhet et Karher la manière de dénir la moyenne d'une telle primitive. Cette moyenneétant dénie au moyen d'une minimisation, il nous faut développer un algorithme pour pouvoirla aluler eetivement. A partir de la primitive moyenne, il n'est pas très dur de dénir unematrie de ovariane grâe au développement de la variété dans le plan tangent (la arte expo-nentielle). Ave es (( moments du premier et seond ordre )), nous pouvons traiter l'essentiel de nosproblèmes de probabilité sur les primitives géométriques.Dans le hapitre 5, les problèmes statistiques sont plus ouverts : si nous pouvons dénir pro-prement les modèles de bruit isotropes et homogènes, il est lair que la dénition de ladistribution gaussienne sur une variété que nous proposons n'est pas la seule possible, mais ellea l'avantage de pouvoir être approhée par une gaussienne lassique pour une ovariane faible. Demême, le hoix de la dénition de la distane de Mahalanobis est plus guidé par des onsidéra-tions appliatives que théoriques.Nous résumons dans le hapitre 6 les prinipaux résultats obtenus dans ette partie, mais vusette fois-i du té appliatif : la phase mathématique de la setion permet de savoir s'il existeune distane invariante pour un type de primitives soumis à l'ation d'un groupe de transforma-tion donné, puis de déterminer les géodésiques et don la arte prinipale. Il ne reste alors qu'àimplémenter les opérations atomiques pour que e type de primitives forme un objet de la lasse
(( primitives probabilistes )). Les opérations de base sont alors génériques et permettent déjà deonstruire quelques briques d'algorithmes haut niveau.1.3.2 AppliationsPour pouvoir appliquer la théorie de la première partie, nous ommençons par étudier auhapitre 7 les rotation 3D sous la forme matriielle, puis en utilisant les quaternions. Cetteétude dépasse la adre de la méthodologie présentée dans la synthèse de la partie théorique, maisautorise ainsi une approhe plus appliquée des tehniques générales sur la variétés diérentiellesprésentées au hapitre 3. A partir du veteur rotation et de ses opérations atomiques, nous pour-rons développer relativement simplement les aluls néessaires aux transformations rigides, don
1.4. Contributions 11aux repères. Nous envisagerons alors le as des repères semi et non-orientés.Dans le hapitre 8, nous nous intéressons à deux problèmes d'estimation : le realage et la fusionde primitives. Nous analysons tout d'abord les tehniques de realage lassiques aux moindresarrés à partir d'appariements de points, puis nous développons trois tehniques de realage à partird'appariements de primitives quelonques, tehniques qui s'adaptent également très bien à la fusionde primitives. La diulté dans toutes es méthodes est d'évaluer l'inertitude sur la transformationou la primitive estimée. Enn, nous abordons le problème de l'estimation du modèle de bruit surles primitives, e qui permet de onstruire un algorithme de realage robuste estimant tous lesparamètres.Les questions de préision sont partiulièrement importantes, voire vitales, en imagerie médi-ale : nous nous posons dans la première partie du hapitre 9 la question de la validation de notreestimation de l'inertitude sur le realage. Nous développons pour ela une méthode statistique quifontionne sur des données synthétiques, mais aussi sur des données réelles. Les expérienes sur lesdonnés synthétiques montrent une validation parfaite dans le as d'un bruit onnu sur les primi-tives et permettent d'aner les domaines de validité dans le as de l'estimation de e bruit lors durealage. Nous présentons une expériene de realage mono-patient sur des données IRM qui validepleinement notre estimation de l'erreur sur le realage et prédit un éart-type de 0.1 mm, soit undixième de voxel. L'inertitude sur le realage peut aussi servir à déider statistiquement s'il y a unmouvement relatif entre deux strutures : nous présentons une telle expériene sur le bassin.Nous abordons dans le hapitre 10 les prinipaux algorithmes de reonnaissane de mise enorrespondane habituellement utilisés sur les points, et nous les formalisons en terme de primi-tives géométriques. Nous nous attahons ensuite aux modiations néessaires dans es algorithmespour que l'erreur soit prise en ompte et que l'on soit sur de reonnaître un objet s'il est présent.La ontrepartie de ette orretion des algorithmes est l'apparition de faux positifs, 'est-à-direde reonnaissanes fantmes, et nous en analysons la probabilité d'apparition. Cette analyse nouspermet en partiulier de mesurer la séletivité des primitives utilisées et de valider la mise enorrespondane des images médiales préédemment utilisées. Enn, pour nir, nous identionsquatre point lés pour l'utilisation pratique des algorithmes préités ave des primitives génériques :il s'agit du alul des invariants, du lustering et de trouver des solutions eaes et orretes pourl'indexation et le plus prohe voisin.Le hapitre 11 met en oeuvre l'une de es tehniques en biologie moléulaire pour omparerdes strutures tridimensionnelles de protéines et en extraire la partie ommune. Étant basé sur lesrepères au lieu des points, et algorithme réduit onsidérablement la omplexité par rapport à l'étatde l'art : de O(n3) à O(n2). Les résultats expérimentaux onrment la validité de l'approhe et legain en robustesse grâe à l'utilisation des repères.Enn, nous nous intéressons dans le hapitre 12 aux problèmes de modélisation et en par-tiulier au realage multiple, qui vise à mettre dans le même repère plusieurs observations d'unmême objet. Nous analysons plusieurs algorithmes sur les points et nous présentons des exemplesd'appliation en modélisation à la fois pour la biologie moléulaire et pour l'imagerie médiale.1.4 ContributionsMises à part les synthèses sur les probabilités dans Rn (hap. 2 ) et sur la géométrie riemannienne(setion 3.5), la première partie est dans l'ensemble originale. Dans la seonde partie, nous analy-sons en général les tehniques onnues utilisant les points et nous les généralisons aux primitives
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onques. Dans le détail, les ontributions majeures sont les suivantes :
• Chapitre 3 : la théorie mathématique des mesures invariantes est bien établie dans (Santalo,1976). Nous en présentons à la setion (3.3) une formalisation plus aessible en terme dereprésentation. Si la métrique invariante sur un groupe de Lie est une notion onnue engéométrie riemannienne, la formalisation de la distane invariante par une (( norme )) (setion3.4) est nouvelle, et nous n'avons trouvé auun travail sur les onditions d'existene d'unemétrique invariante sur une variété (setion 3.5). L'utilisation du lieu de oupure pour réerla arte prinipale semble également originale. Une partie des travaux de e hapitre a faitl'objet de publiations dans (Penne et Ayahe, 1996a; Penne et Ayahe, 1996b).
• Chapitre 4 : la densité de probabilité d'une primitive aléatoire est évoquée dans plusieurstravaux mathématiques, mais nous avons entièrement développé les propriétés de propagationprésentées dans la setion (4.1). L'espérane au sens de Fréhet est très peu onnue, nousn'avons trouvé sa aratérisation omme un baryentre exponentiel que dans (Emery etMokobodzki, 1991). L'algorithme que nous présentons pour son obtention à la setion (4.3)est original, ainsi que la dénition de la matrie de ovariane et les résultats assoiés de lasetion (4.4).
• Chapitre 5 : les aspet statistiques sont des ontributions inédites qui posent d'ailleurs plusde questions qu'elle n'en résolvent, en partiulier pour les dénitions d'une distributiongaussienne et de la distane de Mahalanobis.
• Chapitre 6 : l'idée d'une struture (( orientée objet )) générique pour gérer les primitives géo-métriques n'est pas neuve, mais elle n'était pas vraiment réalisable jusqu'à présent.
• Chapitre 7 : si les deux premières setion, onernant les matries de rotation et les qua-ternions, ne réalisent qu'une synthèse, la setion (7.3) sur le veteur rotation omporte desrésultats nouveaux, et en partiulier la dérivation de la omposition. Nous nous sommes deplus attahés à résoudre eaement toutes les instabilités numériques. Les résultats présen-tés à la setion (7.5) sur les repères semi et non-orientés sont également entièrement nouveaux.
• Chapitre 8 : les algorithmes de realage à partir d'appariements de primitives (setion 8.2)sont originaux, ainsi que les algorithmes de fusion de primitives (8.3). La méthode de realagerobuste estimant de plus l'inertitude sur les données et la transformation est également uneontribution.
• Chapitre 9 : la méthode statistique pour valider l'estimation de l'inertitude sur le realageest, à notre onnaissane, nouvelle et unique. Ce hapitre, ave quelques éléments despréédents a été publié dans (Penne et Thirion, 1997; Penne et Thirion, 1995). La setiononernant les mouvements relatifs des du bassin dans les images IRM est également novatrie.
• Chapitre 10 : les résultats de statistiques préédemment développés nous permettent deformaliser orretement la gestion de l'erreur dans les algorithmes de reonnaissane etla notion de séletivité des primitives. L'analyse du nombre moyen de faux positifs parintégration sur les transformations admissibles est nouvelle.
• Chapitre 11 : l'utilisation d'algorithmes de vision pour la biologie moléulaire est déjàprésente dans (Fisher et al., 1992a; Fisher et al., 1992b), mais l'utilisation des repères aulieu des points permet de réduire la omplexité de O(n3) à O(n2), e qui est une ontributionsigniative par rapport à l'état de l'art. Publiation dans (Penne et Ayahe, 1998; Penneet Ayahe, 1994).
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• Chapitre 12 : nous proposons une nouvelle tehnique pour realer simultanément plusieursobjets formés de points en dimension quelonque et aluler l'objet moyen sans favoriser l'undes objets et en présene de multiples olusions. L'inlusion de la probabilité d'observationd'un point dans le modèle ainsi obtenu est également originale. Publiation dans (Penne,1996).
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tion Chap. 1
Première partie
Primitives géométriques et inertitude

Chapitre 2
Le problème de l'inertitude
 Il n'est pas ertain que tout soit ertain. B. Pasal, Pensées, 1670Le but de e hapitre est de faire le point sur les les tehniques usuelles utilisées pour gérer leserreurs de mesures (i.e. l'inertitude) sur les points et les veteurs, et de donner les bases néessairesen probabilité pour pouvoir généraliser es méthodes à d'autres types d'objets géométriques hautniveau, omme des droites, des points ave un veteur unitaire, et., objets que nous appelleronsprimitives géométriques.Un rapide état de l'art fera apparaître l'importane et la prédominane de la gestion probabi-liste de l'erreur, et nous examinerons don e qu'est un espae probabilisé, e qu'est une variablesaléatoire, et omment on peut la manipuler. La généralisation de la notion de variable aléatoire(dans R) à elle de veteur aléatoire (dans Rn) est intéressante et nous donne un exemple de lamarhe à suivre pour étendre es notions et les méthodes assoiées à nos primitives géométriques.Cependant, nous montrerons dans la dernière setion que la généralisation hâtive de es tehniquesfournit nombre de paradoxes, et qu'il faut être partiulièrement préautionneux dans ette tâhe :nous nous y emploierons dans les hapitres suivants.2.1 Erreurs de mesure  L'imprévisible est dans la nature des hoses Menius, Philosophe Confuéen, IVe -IIIe sièle av. J.C.2.1.1 Provenane et inueneLes mesures que l'on peut eetuer en vision par ordinateur sur une image ne sont jamaisparfaites et, de l'objet réel aux primitives que l'on mesure, on peut distinguer plusieurs souresd'erreur dans la haîne de traitement :
• Les déformations introduites par le système de vision (que e soit une améra omme en visionlassique, ou un sanner, ou enore une IRM), qui ne sont en général pas linéaires.17
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• La disrétisation de l'image, à la fois en positionnement (pixels) et en niveaux de gris.
• Les pré-traitements eetués sur l'image avant la reonnaissane : ltrages, extration deontours... et l'extration des primitives proprement dite. En partiulier, il existe souventune (( éhelle )) privilégiée pour observer et mesurer les primitives, et le traitement de la mêmeimage à deux éhelles diérentes fournira un positionnement diérent des primitives obser-vables à es deux éhelles, mais aussi des primitives observables à l'une des deux éhellesseulement.
• La variabilité du modèle et l'approximation de la transformation : 'est par exemple le asen reonnaissane 2D d'objets 3D si l'on utilise une similitude pour approher une proje-tion orthogonale, ou lorsqu'on onsidère des transformations eulidiennes pour des objets trèslégèrement déformables (imagerie médiale).Ces erreurs vont induire des hangements importants dans les algorithmes de vision haut niveau.En eet, diérentes mesures d'une même primitive positionnée exatement au même endroit dansplusieurs images seront diérentes. Dans un problème de reonnaissane, onsidérer que deux pri-mitives ou deux invariants sont identiques (à la disrétisation près) peut don amener à disréditerbeauoup d'appariements, rendant par là même hasardeuse voire improbable la détetion d'un objetpourtant présent dans l'image. On appelle ela un faux négatif.D'un autre té, dès que l'on autorise une ertaine erreur sur les mesures (ne serait-e que ladisrétisation des tables de hahage ou elle des nombres réels), des primitives qui n'ont rien à voirave l'objet reherhé peuvent être appariées et ainsi (( onspirer )) pour amener à la reonnaissaned'un objet qui n'existe pas : 'est un faux positif. On notera que eux-i sont identiables grâeà une vériation plus approfondie utilisant des informations supplémentaires (non utilisées dansla modélisation de l'image par primitives). Ces vériations sont toutefois oûteuses en temps dealul et peuvent induire une explosion de la omplexité de l'algorithme.Il est don important de gérer l'erreur pour éviter les faux négatifs, mais de la faire au plus justepour limiter la probabilité ou le nombre de faux positifs.2.1.2 Erreur bornéeUne approhe simple pour modéliser l'inertitude onsiste à supposer que l'on onnaît la positionexate 1 x d'un point (ou qu'on a pu l'approximer) et une borne ε sur la norme de l'erreur : nosmesures suivent alors le modèle
x̂ = x+ δx ave ‖δx‖ ≤ εOn notera qu'en général il n'est pas supposé que la distribution de l'erreur soit uniforme sur la boule
B(0, ε), mais 'est la distribution qui minimise l'information quand on ne onnaît que la borne ε(voir setions (2.2.2.7) et (2.2.3.6)). Cette approhe est utilisée intensivement dans (Grimson, 1990)pour la reonnaissane ave la tehnique des arbres d'interprétation et les aluls de probabilité defaux positif basés sur e modèle pour l'algorithme de (( geometri hashing )) sont développés pourdiérents environnements dans (Grimson et al., 1994) et (Penne, 1993a).Toutefois, d'importants problèmes sont renontrés dès que l'on veut manipuler nos primitivespour en extraire des informations plus synthétiques ou les realer : omment propager ette bornesur l'inertitude dans les opérations utilisées?An d'éviter omplètement les faux négatifs, il est tentant de aluler une borne onservative,'est-à-dire strite : si y = f(x), alors ‖x̂− x‖ ≤ εx implique que ‖ŷ − y‖ ≤ εy. Les quelques études1. Nous laissons de té le problème philosophique de savoir s'il existe réellement une position exate, dont nousne pouvons de toute façon pas obtenir la valeur à partir d'images disrètes d'objets ontinus.
2.2. Probabilités dans Rn 19susnommées ont ependant montré que l'obtention d'une telle borne est un problème omplexe etmène souvent à une surestimation importante de l'erreur, augmentant dangereusement la probabilitéde faux-positifs. Par ailleurs, l'utilisation d'une borne sur la norme de l'erreur suppose une ertaineisotropie de la zone d'erreur, e qui est souvent abusif. Pour relâher ette hypothèse, on peutaeter à haque omposante d'un veteur une marge d'erreur indépendante : |x̂i − xi| ≤ εxi et ontravaille alors ave des zones d'erreur qui sont des pavés de Rn. C'est l'idée de base de l'arithmétiquedes intervalles (Moore, 1966). Les aluls restent ependant lourds et omplexes dès que l'on utilisedes fontions non linéaires. De plus, si les erreurs de mesure sur les omposantes sont indépendantesdans un repère partiulier et induisent une zone d'erreur partiulièrement agréable (allongée suivantune axe et plate suivant un autre, par exemple), e n'est généralement pas le as dans un autre repèreou après une transformation. Une étude expérimentale sur l'estimation des rotations de (Orr et al.,1991) montre d'ailleurs que la méthode probabiliste donne des résultats meilleurs, plus rapidementet ave une meilleure estimation de l'inertitude que la méthode basée sur les intervalles.2.1.3 Erreur probabilisteEn supposant que l'on puisse aquérir autant d'images que l'on veut d'un objet, il serait (théori-quement) possible de aratériser toutes les valeurs possibles de la position d'une primitive, ou plusspéialement, omme on est dans le adre ontinu, la distribution des mesures. Si la primitive estun point ou un veteur x, un outil parfaitement adapté pour ela est de onsidérer que la mesure x̂de x est la réalisation d'un veteur aléatoire x et de aratériser la distribution de l'erreur par ladensité de probabilité de e veteur aléatoire (abrégé par la suite en densité).Cependant, d'un point de vue alulatoire ou informatique, il est peu aisé de manipuler desfontions sur Rn : on est don amené à approximer ette densité par ses premiers moments (valeurmoyenne et matrie de ovariane par exemple) onsidérés habituellement omme susammentreprésentatifs. On peut alors dériver un ertain nombre de règles de alul relativement simplespour aluler la propagation de es moments de manière exate dans ertaines opérations et demanière approhée dans le as général. D'un point de vue statistique, on peut également exprimerles prinipales hypothèses sur les modèles de bruits en terme de moyenne et de ovariane. Onpeut don obtenir un ensemble ohérent d'outils probabilistes et statistiques pour travailler avel'approximation au seond ordre des veteurs aléatoires.2.2 Probabilités dans Rn  Le hasard n'est que la mesure de notre ignorane. Lesphénomènes fortuits sont, par dénition, eux dont nousignorons les lois. H. Poinaré, Calul des probabilités, 1912Cette setion rappelle dans un premier temps un ertain nombre de notions de base de probabilitéainsi que quelques problèmes de statistiques. Conernant les probabilités, on pourra onsulter parexemple (Neveu, 1990; Papoulis, 1991; Pelat, 1992) pour de plus amples développements. Pour lapropagation des moments, on pourra se reporter à (Zhang et Faugeras, 1992; Faugeras, 1993; Csurkaet al., 1995).
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es probabilisésUn espae probabilisé est un espae Ω d'événements élémentaires auquel on adjoint une tribu Bqui ontient les parties de Ω et une mesure de probabilité Pr sur les éléments de ette tribu.2.2.1.1 Évènements élémentairesLes événements élémentaires ω ∈ Ω sont les résultats possibles d'une expériene aléatoire. L'es-pae Ω regroupe l'ensemble des résultats possibles de l'expériene. Dans le as d'un jet de dé, lerésultat sera par exemple un hire entre 1 et 6 : Ω = {1, 2, 3, 4, 5, 6}. Si l'expériene onsiste à jeterplusieurs dés (diérentiables), le résultat sera un n-uplet de tels hires.Dans notre as, l'expériene aléatoire sera plutt la mesure d'une primitive géométrique, etl'ensemble des résultats possibles sera don l'ensemble de es primitives géométriques. Ainsi, si l'onmesure un point de Rn, on a Ω = Rn.2.2.1.2 Évènements et partiesPlutt que de travailler sur haun des résultats possibles, on aratérise un événement par unensemble de résultats possibles (un sous-ensemble ou une partie de Ω) : la somme de deux jets dedés est supérieure à 10, le premier jet de dé est supérieur au seond, ou dans notre as : la mesurede x est égale à y à une distane ε près... sont des événements aratérises par des sous ensembles
A,B . . . ⊂ Ω. Dans ette optique, les événements élémentaires sont évidemment les singletons {ω}.Les opérations logiques qui nous intéressent sur les événements sont très prohes des opérateursensemblistes : à tout événement A, on peut assoier son ontraire Ā = Ω−A, la réalisation de A ouelle de B est l'événement A∪B tandis que la réalisation simultanée de A et de B est l'événement
A ∩ B. L'événement impossible est l'ensemble vide ∅ et un événement ertain est représenté parl'ensemble Ω au omplet.Deux relations importantes entre les événements sont enore à noter : A ⊂ B exprime que Aimplique B (si le résultat de l'expériene est dans A, alors il est aussi dans B), et A∩B = ∅ signieque les événements A et B sont inompatibles et s'exluent mutuellement.Un système exhaustif d'événements est une partition de Ω, 'est-à-dire une suite dénombrable
Ai d'événements deux à deux inompatibles ( Ai∩Aj = ∅ si i 6= j) ouvrant toutes les possibilités :
∪iAi = Ω.2.2.1.3 Tribu d'événementsA priori, il pourrait sembler naturel de onsidérer que toute partie de Ω représente un événement,mais ela n'est possible que si Ω est dénombrable. Pour des espaes plus grands, il est impossible dedénir des probabilité intéressantes sur toutes les parties de Ω. On est don réduit à se antonnerà une famille de parties, et l'on imposera de plus que ette famille soit stable par les opérations debase : on appelle tribu ou σ-algèbre A sur Ω une famille de parties de Ω ontenant l'événementimpossible ∅, stable par omplémentation, stable par réunion et intersetion dénombrable.La onstrution expliite des tribus sur un espae quelonque n'est pas une hose faile, maisonsidérant une famille C de parties, on peut monter qu'il existe une plus petite tribu qui ontienneette famille, que l'on l'appelle tribu engendrée par la famille C. Ce proédé de onstrution peuexpliite permet toutefois de dénir sur tout espae topologique, et en partiulier métrique, la tribuborélienne de Ω omme la tribu engendrée par la famille des ouverts de l'espae.









Pr(Ai)Pour que ette mesure soit appelée probabilité, il faut de plus qu'elle soit normalisée :
Pr(Ω) = 1. Le triplet (Ω,A,Pr) est alors un espae probabilisé.On dit qu'un ensemble (ou un événement) A est de mesure nulle si sa probabilité est nulle
Pr(A) = 0. A l'opposé, et événement est presque ertain si Pr(Ω−A) = 0. Une propriété est vraiepresque partout si l'ensemble des points où elle n'est pas réalisée est de mesure nulle.Une relation importante lie les probabilités de deux événements quelonques :
Pr(A ∪B) = Pr(A) + Pr(B)− Pr(A ∩B)Cette relation est à l'origine de la sous additivité des probabilités et elle met en valeur le ouplagedes événements A et B, qui peut être mesuré par l'événement A ∩ B (réalisation simultanée de Aet de B). Si les événements sont disjoints (Pr(A ∩B) = 0), alors on retrouve l'additivité.2.2.1.5 Probabilités onditionnelles et règle de BayesDans l'examen des expérienes aléatoires, il est souvent intéressant de prendre en ompte uneonnaissane partielle sur le résultat. On herhe par exemple à étudier la probabilité d'un événement
A sahant que l'événement B est réalisé (par hypothèse ou par observation). On note Pr(A|B) etteprobabilité onditionnelle, et en supposant que l'événement onditionnant B ne soit pas demesure nulle, on a la relation :
Pr(A|B) = Pr(A ∩B)
Pr(B)qui exprime en quelque sorte la normalisation due à la rédution de l'espae des résultats de Ω à
B. La probabilité de l'intersetion s'érit alors :
Pr(A ∩B) = Pr(A|B).Pr(B) = Pr(B|A).Pr(A)d'où l'on obtient la règle de Bayes :
Pr(A|B) = Pr(B|A).Pr(A)
Pr(B)On dit que deux événements A et B sont indépendants si la onnaissane de l'un n'apporte auuneinformation sur l'autre :
Pr(A|B) = Pr(A) et Pr(B|A) = Pr(B) d'où Pr(A ∩B) = Pr(A).Pr(B)C'est une sorte de notion d'orthogonalité sur les événements : par exemple, savoir qu'un pointaléatoire dans le plan a pour absisse x ne nous apporte pas d'information sur son ordonnée y.
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ertitude Chap. 22.2.2 Variable aléatoire (observable)Soit ω ∈ Ω un événement élémentaire et x = x(ω) une variable réelle dépendant de l'événementou x est une appliation de Ω dans R. La variable x est en général un paramètre mesurable denotre expériene, que l'on appelle en physique une observable. Pour que l'on puisse, a proprementparler, appeler x une variable aléatoire réelle (ou v.a.r. en abrégé), if faut que, quelque soientles réels a et b, on puisse parler de la probabilité Pr(a < x < b). Il faut don que x(-1)(]a, b[) soitun événement de la tribu A onsidérée sur Ω. On appelle plus généralement fontion borélienneune fontion qui respete ainsi la struture de tribu borélienne, et toutes les variables aléatoiresou hangements de variables que nous onsidéreront dans la suite seront de telles fontion. And'alléger l'ériture, on note souvent de façon identique l'appliation et le réel qui en est le résultat.On érira don indiéremment une v.a.r. : x ou x(ω).Le formalisme des variables aléatoires permet de s'abstraire (quasiment) totalement de l'espaeprobabilisé d'origine Ω, puisque l'on travaille maintenant dans R, et d'assoier à haque variable xou y une mesure de probabilité diérente (mais théoriquement liées par le fait qu'elles proviennentd'un même espae probabilisé). Ainsi, on oublie souvent de spéier l'espae Ω pour ne travaillerque sur des variables aléatoires (réelles) de probabilité données.2.2.2.1 Densité de probabilitéOn dit qu'une variable aléatoire x possède ou suit une densité de probabilité px sur R si,pour tout intervalle ]a, b[, on a :
Pr(x ∈]a, b[) =
∫ b
a
px(y).dyOn parle également de distribution de probabilité, en sahant que px peut parfois être une dis-tribution et non une fontion, en inluant par exemple des Diras. Nous nous antonnerons ii àdes densités qui sont des fontions, le plus souvent ontinues, le as des distributions étant plusdiilement généralisable sur les variétés diérentielles.Notons que dans la dénition i-dessus, la ontrainte originelle Pr(Ω) = 1 et le fait que laprobabilité soit positive se traduisent en
px(y) > 0 et ∫ ∞
−∞
px(y).dy = 12.2.2.2 EspéraneNous avons maintenant une mesure Pr sur l'espae Ω, et des fontion à valeurs réelles sur etespae : les variables aléatoires réelles. En nous restreignant aux fontion mesurable, nous pouvonsdon intégrer es fontions : 'est la dénition de l'espérane mathématique.





x.dPr (2.1)Si la v.a.r. admet une densité de probabilité px, ette dénition se ramène à une intégration lassiquedans R, et l'on peut enore une fois s'aranhir de l'espae d'origine Ω :
E [ x ] =
∫R y.px(y).dy
2.2. Probabilités dans Rn 23Notons ependant que l'on peut, grâe à et opérateur, retrouver la mesure de probabilité induitepar la variable aléatoire réelle sur R. Si U est un ouvert de R :
E [ 1U (x) ] = Pr(U)L'espérane est un opérateur linéaire sur les variables aléatoires : si λ1 et λ2 sont deux réels et
x, y deux v.a.r., on a :
E [ λ1.x + λ2.y ] = λ1.E [ x ] + λ2.E [ y ]Notons enore que si ϕ est une fontion (borélienne mesurable) de R dans R, l'espérane de lavariable omposée ϕ(x) est donnée par :
E [ ϕ(x) ] =
∫R ϕ(y).px(y).dy2.2.2.3 Information et entropieLe but nal d'une observation dans un système aléatoire est de d'extraire les données les pluspertinentes, 'est-à-dire le plus d'information possible ou enore réduire au maximum l'inertitudede l'observation. A partir de la probabilité px d'une v.a.r. x on peut avoir une idée intuitive del'inertitude de notre observation : plus la distribution est étalée, plus le résultat de l'expériene estinertain. Shannon a formalisé ette notion intuitive en 1948 (voir aussi (Jaynes, 1996, h. 11)) eta montré que la seule mesure de l'inertitude adaptée (à un fateur d'éhelle près) est l'entropie :
H [ x ] = −E [ log(px(x)) ] = − ∫ log(px(x)).px(x).dxL'apparition du logarithme dans ette formule provient de la ondition d'additivité imposée sur lanotion d'inertitude : si deux variables aléatoires x et y sont indépendantes, leur densité onjointeest p(x,y)(x, y) = px(x).py(y) (voir setion 2.2.3.7), et l'entropie onjointe est simplement l'additiondes entropies :
H [ (x,y) ] = −
∫
(log (px(x)) + log (py(y))) .px(x).py(y).dx.dy = H [ x ] + H [ y ]Dans e manusrit, nous préférons utiliser la notion opposée d'information :
I [ x ] = −H [ x ] =
∫
log(px(x)).px(x).dxet onserver le terme inertitude pour les aratéristiques numériques. Il est diile de donner uneinterprétation à une valeur donnée de l'information, exepté que plus elle est petite, plus on serapprohe de la distribution uniforme. On regarde plutt en général la diérene d'informationentre une distribution a priori et une distribution a posteriori, e qui quantie l'information quel'on a gagné lors de notre traitement.2.2.2.4 Moments d'une variable aléatoireUne v.a.r. x est entièrement dérite par sa densité de probabilité (si elle est possède une),mais ette information est souvent trop rihe pour être appréhendée ou bien traitée de manière
24 Le problème de l'inertitude Chap. 2informatique. On souhaite don aratériser ette v.a.r. par un ensemble de paramètres restreints,et l'on utilise le plus souvent les moments, dénis à partir de l'espérane par :
mkx = E [ xk ]le moment d'ordre 0 est toujours égal à 1 (ontrainte de normalisation) mais les moments d'ordresupérieur n'existent pas forément.Moyenne Le moment d'ordre 1 est une valeur entrale de la distribution partiulièrement impor-tant est porte le nom de moyenne ou d'espérane de la v.a.r. x :
x = E [ x ]C'est en quelque sorte la (( meilleure )) approximation de la distribution par une valeur déterministe(ou onstante).Variane An de pouvoir omparer les distributions entrées autour de valeurs diérentes, onentre en général les moments d'ordre supérieur autour de la moyenne :
m̄kx = E [ (x−E [ x ])k ]Parmi es aratéristiques numériques, on distingue plus partiulièrement le moment entréd'ordre 2 que l'on appelle variane :
σ2x = E [ (x− x)2 ]et qui indique la dispersion de la distribution autour de la valeur entrale.2.2.2.5 Médiane et quantilesD'autre aratéristiques numériques sont enore utilisées : lamédiane se dénit omme l'élémentmédian ou milieu d'une distribution. On a don :
Pr(x ≤ xmed) = Pr(x > xmed) = 0.5Notons que la médiane est omme la moyenne une valeur entrale de la distribution.Il n'est pas diile de montrer que la médiane réalise le minimum du ritère suivant, e quipermettra de généraliser ette notion aux veteurs et aux éléments aléatoires :
xmed = arg min
y
E [ |x− y| ]La médiane sépare le support de la distribution en deux parties de probabilités égales. On appellequantile xα la valeur qui sépare le support en deux parties inégales de probabilités 1 − α du téinférieur et α de l'autre :
Pr(x < xα) = 1− α et Pr(x > xα) = αCette notion de quantile fait ependant appel à une relation d'ordre totale qui ne sera pasfailement généralisable dans des espaes de dimension supérieure.
2.2. Probabilités dans Rn 252.2.2.6 Loi gaussienneSupposons maintenant que, par hypothèse ou par mesure, nous ne onnaissions que la moyenne
x et l'éart-type σ d'une v.a.r. x. Pour pouvoir utiliser un ertain nombre d'outils probabilistes etstatistiques, nous avons besoin d'assigner à x une densité de probabilité. En l'absene d'informationsupplémentaire, quelle fontion p(x) hoisir? Celle-i doit vérier les onditions suivantes : C'est une densité de probabilité : p(x) ≥ 0 et ∫ p(x).dx = 1, de moyenne µ : ∫ x.p(x).dx = µ, et de variane σ2 : ∫ (x− µ)2.p(x).dx = σ2.Il est raisonnable de hoisir parmi les fontions qui vérient es propriétés elle qui est la moinsinformative, 'est-à-dire qui minimise l'information I [ x | x = µ, σ2x = σ2 ]. Grâe au alul desvariations, 'est un exerie que l'on peut résoudre en érivant le lagrangien :
Λ(p) =
∫ (





.dxoù α, β et γ sont les multipliateurs de Lagrange permettant de prendre en ompte les ontraintes.L'équation d'Euler aratérisant l'optimum est obtenue en dérivant par rapport à p sous le signesomme et en égalant à zéro : log(p) + 1 + α+ β.x+ γ2 .(x− µ)2 = 0, e qui se réérit :
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− log(σ) soit I [N(µ, σ2) ] ∝ − log(σ) (2.3)L'information est don inversement proportionnelle au log de la variane.








et σ2 = (a− b)2
122.2.3 Veteur aléatoireSupposons maintenant que l'on ait un ensemble de mesures simultanées sur notre expérienealéatoire. Si l'on range es n variables aléatoires réelles xi dans un veteur x = (x1, . . .xn)T,on obtient naturellement un veteur aléatoire (abréviation v.a.), qui est don une appliation
x = x(ω) de Ω dans Rn dont les omposantes sont des v.a.r.. Observons que ette dernière onditionéquivaut à imposer que, pour tout ouvert U de Rn, {x ∈ U} est un événement de la tribu A surl'espae d'origine Ω.2.2.3.1 Densité de probabilitéC'est la généralisation direte de la densité des v.a.r. On dit qu'un v.a. x possède ou suit unedensité de probabilité px sur Rn si, pour tout ouvert U ∈ Rn, on a :
Pr(x ∈ U) =
∫
U
px(y).dyLes ontraintes de normalisation se traduisent trivialement par :
px(y) > 0 et ∫Rn px(y).dy = 12.2.3.2 Espérane d'une observableSoit ϕ une fontion borélienne (intégrable) de Rn dans R, et x un veteur aléatoire de densité
px. Alors ϕ(x) est une variable aléatoire réelle dont on peut aluler l'espérane :
E [ ϕ(x) ] =
∫Rn ϕ(y).px(y).dyEn partiulier, on peut retrouver la mesure de probabilité induite par le v.a. x sur Rn grâe àl'espérane de la fontion indiatrie. Si U est un ouvert de Rn :
E [ 1U (x) ] = Pr(U)
2.2. Probabilités dans Rn 272.2.3.3 Information et entropieLa dénition est une transposition direte du as réel :
I [ x ] = −H [ x ] =
∫Rn log(px(x)).px(x).dx2.2.3.4 Moments de la densitéEn ensemble partiulier de fontions réelles est formé par les puissanes des omposantes, etl'espérane de es fontions déni les moments de la distributions. Soit k = (k1, . . . kn) un veteurd'entiers. Les moments sont alors :
mkx = E [ xk11 .xk22 . . .xknn ]L'ordre du moment est maintenant la somme des puissanes. Il n'y a don qu'un seul momentd'ordre 0, et il est toujours égal à 1 (ontrainte de normalisation). Les moments d'ordre supérieurn'existent pas forément.Moyenne ou espérane d'un veteur aléatoire Il y a n moments d'ordre 1, orrespondantsà x1, . . . xn. Ordonnés dans un veteurs, il forment un veteur x que l'on appelle moyenne oud'espérane du v.a. x :
x = E [ x ] = (E [ x1 ] , . . . ,E [ xn ])
T = (x1, . . . , xn)Notons que l'espérane d'un veteur aléatoire (ii dénie) et l'espérane d'une fontion réelle dee veteur sont deux notions distintes : le premier opérateur est à valeur dans Rn et le seond dans
R. Les propriétés de linéarité de l'espae vetoriel Rn nous permettent ependant de généraliser lanotion d'intégrale à valeur dans R à une intégrale à valeur dans Rn : l'intégrale d'un veteur étantle veteur de l'intégrale des omposantes. Cei permet d'érire l'espérane omme pour le as réel :
E [ x ] =
∫Rn y.px(y).dy = ∫Ω x(ω).Pr(dω)Cette façon de dénir l'espérane d'un veteur aléatoire n'est utilisable que dans les espaes deBanah (espaes vetoriel normés omplets) et l'intégrale orrespondante est l'intégrale de Pettis(voir par exemple (Grenander, 1981, hap. 1)).Matrie de ovariane Les moments entrés sont alors dénis par
mkx = E [ (x1 − x1)k1 .(x2 − x2)k2 . . . (xn − xn)kn ]Si l'on regarde les moments (entrés) d'ordre 2, on peut en dénombrer n2 ne faisant intervenir àhaque fois qu'une ou deux omposantes : on les nomme respetivement varianes et ovarianes.Il peuvent tous s'exprimer sous la forme suivante :
σ2ij = E [ (xi − xi).(xj − xj) ]On les rassemble en général dans une matrie symétrique Σxx appelée matrie de variane-ovariane ou ovariane en abrégé. Une fois enore, les propriétés d'espae vetoriel nous permettentde généraliser les notions d'intégrale et d'espérane à valeur dans l'espae des matries et d'érire :
Σxx = E [ (x− x).(x− x)T ] = ∫Rn2 (y − x).(y − x)T.px(y).dy
28 Le problème de l'inertitude Chap. 22.2.3.5 Loi gaussienneLes moments d'ordres supérieur peuvent être exprimés de manière similaire mais néessitentl'emploi de tenseurs pour les regrouper. Pour des appliations numériques, on se ontente en géné-ral de la moyenne et de la ovariane. Cependant, pour ertaines estimations (de type maximumde vraisemblane, par exemple), nous avons besoin de supposer une densité de probabilité ayantes aratéristiques numériques. Pour trouver la densité qui minimise l'information onditionnelle
I [ x | x = µ, Σxx = Σ ], on érit le lagrangien :
Λ(p) =
∫ (
p. log(p) + α.p+ 〈β | x〉 .p+ 1
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(x− µ).(x− µ)T.p(x).dx)L'intégrale donne alors la ovariane Σ et omme Tr(Σ(-1).Σ) = Tr(In) = n, on obtient
I [N(µ,Σ) ] =
n
2
(−1− log(2.π)) − 1
2
log (det(Σ)) ∝ log
(
det(Σ(-1))) (2.6)L'inertitude roit don linéairement ave le logarithme du volume de la région de onane délimitéepar l'ellipsoïde d'équation (x− µ)T.Σ(-1).(x− µ) = χ2.2.2.3.6 Loi uniformeLa loi uniforme sur un ouvert U de Rn est donnée par la densité :
p(x) = 1U (x)
/∫
U
dx (2.7)Notons ette loi minimise l'information onditionnelle : I [ x | x ∈ U ].
2.2. Probabilités dans Rn 292.2.3.7 Probabilités marginalesEn statistiques, on supposera souvent plusieurs mesures simultanées de v.a. pouvant être or-rélées ou indépendantes. Nous examinons ii le as de deux v.a. x et y de dimension m et n, lagénéralisation à un nombre plus grand de mesures étant similaire. On peut ranger es deux va-riables dans un seul veteur aléatoire zT = (xT, yT), dont la densité pz(z) = p(x,y)(x, y) est appeléedensité onjointe. Les densités marginales de x et y sont obtenue par intégration partielle :
px(x) = ∫Rn p(x,y)(x, y).dy et py(y) = ∫Rm p(x,y)(x, y).dxLes moments sont reliés par les relations




et Σzz = [ Σxx ΣxyΣyx Σyy ]où Σxy = ΣTyx est la matrie de ovariane roisée
Σxy = E [ (x− x).(y − y)T ]Si l'on note (de manière un peu abusive) Πx = ∂x∂z = [Im ; 0] la matrie de projetion qui faitpasser du veteur aléatoire z au veteur x, on peut exprimer diretement les premiers moments dee dernier par :
x = Πx.z et Σxx = Πx.Σzz.ΠTxLa dérivation est similaire pour les moments de y.Mesures indépendantes Notons que la densité onjointe pz(z) se fatorise en
p(x,y)(x, y) = px(x).py(y)si et seulement si les v.a. x et y sont indépendants, e qui sera souvent supposé en statistiques. Lamatrie de ovariane se simplie alors puisque l'on a Σyx = 0.2.2.3.8 Densités onditionnellesNous utiliserons relativement peu de probabilités onditionnelles dans la suite, mais par souide omplétude nous inluons ii quelques formules importantes. Soient x et y deux v.a.. On note
p(x|y)(x|y) la densité de probabilité de x sahant que y = y. Cette densité est donnée à partir de ladensité onjointe et de la densité de y par
p(x|y)(x|y) = p(x,y)(x, y)py(y) = p(x,y)(x, y)∫ p(x,y)(x, y).dx .Comme on a les formules symétriques pour la densité de y sahant x, on éliminer la densité onjointede es formules pour obtenir la règle de Bayes :
p(x|y)(x|y) = p(y|x)(y|x).px(x)py(y) = p(y|x)(y|x).px(x)∫ p(y|x)(y|x).px(x).dxSupposons que x soit une grandeur physique non diretement observable mais que l'on puissemesurer y dont le lien est onnu ave x (par l'intermédiaire de la loi onditionnelle p(y|x)(y|x)). Ladensité a priori px(x) est une mesure de la onnaissane que l'on a sur la grandeur non observable
x avant l'expériene, et la loi a posteriori p(x|y)(x|y) rend ompte de la onnaissane gagnée surette grandeur après l'observation y = y.
30 Le problème de l'inertitude Chap. 22.2.4 Propagation de l'inertitude2.2.4.1 Changement de veteur aléatoire bijetifSoit x un veteur aléatoire de dimension n et h une fontion bijetive C1 de Rn dans Rn. Leveteur y = h(x) est enore une veteur aléatoire dont on veut aratériser la densité de probabilité.La probabilité pour que y soit dans un ouvert Y est donnée par
Pr(y ∈ Y) = Pr (h(x) ∈ Y) = Pr
(
x ∈ h(-1)(Y)) = ∫
h(-1)(Y) px(x).dxPour faire le hangement de variable y = h(x) dans ette intégrale, on a besoin du jaobien Jh de lafontion vetorielle h (voir à e sujet l'appendie (A) pour une expliation plus détaillée). Notonsque la matrie jaobienne Jh dépend en général du point x où elle est alulée. Nous noterons Jh(x)ou Jh|x ette valeur s'il y a lieu de le préiser.Le hangement de volume innitésimal de la forme diérentielle est alors donné par dy = |Jh|.dxet notre probabilité se réérit :




|Jh(h(-1)(y))| .dyLa densité de probabilité de y = h(x) est don par dénition :
py(y) = px(x)|Jh(x)| ave x = h(-1)(y) (2.8)2.2.4.2 Propagation des momentsEn fait, d'un point de vue informatique, nous approximerons un veteur aléatoire x par samoyenne et sa ovariane : on notera x ∼ (x,Σxx). Nous sommes don plus intéressés par la propa-gation des moments que par elle des densités.Le as ane Considérons une transformation ane représentée par une matrie inversible et unetranslation : y = A.x + t. La densité de y est don simplement py(y) = |A|(-1).px(A(-1).(y − t)) etles moments sont obtenus par les intégrales :
y = E [ y ] =
∫
y.py(y).dy = ∫ y.px(A(-1).(y − t)). dy|A|
Σyy = E [ (y − y).(y − y)T ] = ∫ (y − y).(y − y)T.px(A(-1).(y − t)). dy|A|En faisant le hangement de variable y = A.x+ t dans es intégrales, on trouve de manière exateles moments de y = A.x + t :
y = A.x+ t et Σyy = A.Σxx.AT (2.9)Notons que si x ∼ N(µ,Σ) est gaussien, alors le veteur y = A.x + t est également gaussienave les paramètres trouvés : y ∼ N(A.µ+ t, A.Σ.AT).
2.2. Probabilités dans Rn 31Le as non-linéaire En général, il n'existe pas de formule exate pour la propagation des mo-ments. On peut ependant en aluler une valeur approhée. Considérons le développement en sériede Taylor de la fontion h à l'ordre 1 autour de la moyenne :
h(x) = h(x) + Jh(x).(x− x) +O
(
‖x− x‖2
)Comme l'espérane est un opérateur linéaire, on a :





])soit y ≃ h(x). En reportant dans l'équation de alul de la ovariane :
Σyy = E [ (h(x)− x).(h(x)− x)T ]
= Jh(x).E [ (x− x).(x− x)T ] .Jh(x)T +O (E [ ‖x− x‖3 ])Au nal, on obtient don :
y ≃ h(x) et Σyy ≃ Jh(x).Σxx.Jh(x)TOn doit ependant bien faire attention que es équations ne sont que des approximations au 1er ordreet que négliger les termes d'ordre supérieur dans le développement limité peut amener un biais toutà fait non négligeable, en partiulier au voisinage de points de forte ourbure ou de singularité dela fontion onsidérée.2.2.4.3 Propagation pour une fontion C1 non bijetiveOn onsidère ii une fontion h de lasse C1 de Rm dans Rp, qui n'est don plus bijetivepour p 6= m. Pour aluler la densité de y = h(x), il nous faut ombiner les diérents outils déjàdéveloppés.Si la dimension p de y (l'espae but) est inférieure à elle de l'espae d'origine, ela veut dire qu'ily a rédution d'information. On onstruit un veteur zT = (yT, π(x)T) où π(x) est une projetionde x qui ompense les oordonnées de y (( manquantes )) de manière à e que z = h′(x) soit unebijetion. On peut alors aluler la densité de z en utilisant la formule (2.8) et elle de y est obtenueomme une probabilité marginale.Si la dimension de y est supérieure à elle de x, alors la distribution de y = h(x) est ontrainteà n'ouper qu'un sous-espae de dimension m dans Rp, et on ne pourra pas à proprement parlerdénir sa densité omme une fontion mais plutt omme une distribution faisant intervenir des
(( Diras )). Les moments sont ependant toujours dénis mais la matrie de ovariane n'est plusde rang plein (elle présente des valeurs propres nulles), e qui pose un ertain nombre de problèmespour d'autres appliations.Cependant, les formules développées i-dessus pour la propagation des moments se généralisentaisément à es deux as et on obtient le théorème suivant.Théorème 2.1 Soit x ∼ (x,Σxx) un veteur aléatoire de Rm et h une fontion C1 de Rm dans
Rp. Alors le v.a. y = h(x) a pour moments :
y = h(x) et Σyy = Jh(x).Σxx.Jh(x)T (2.10)Cette formule est exate si h est une fontion ane mais n'est qu'une approximation au premierordre dans le as général.




et Jhy = ∂h(x, y)∂yon peut érire les moments de z = h(x,y) omme :
z = h(x, y) et Σzz = Jhx .Σxx.JThx + Jhy .Σyy.JThyDe même que préédemment, es formules ne sont exates que si h est linéaire (ou ane).Addition de deux veteurs indépendants Cette opération apparaît omme une l'appliationsimple du paragraphe préédent. Elle donne ependant ave l'opposé d'un veteur une struturede groupe à l'espae des veteurs (que l'on peut voir omme l'espae des translations) et il estdon intéressant de noter es résultats avant de généraliser à des groupes de transformation plusomplexes.gLa densité du veteur aléatoire z = x + y est donné par le produit de onvolution suivant :
p(x+y)(z) = px ⊛ py(z) = ∫Rn px(t).py(z − t).dt = ∫Rn py(t).px(z − t).dt (2.11)Les moments de ette variable sont donnés par
z = (x + y) = x + y et Σzz = Σxx + ΣyyOpposé d'un veteur La densité du veteur opposé −x est quant à elle simplement : p x(x) =
px(−x), sa moyenne est (−x) = −x et la ovariane est inhangée.2.2.4.4 Veteur aléatoire déni par une fontion impliiteSoit x ∼ (x,Σxx) une veteur aléatoire de dimension m et Φ : Rm × Rp → Rp une fontion C1.On s'intéresse ii au v.a. y de dimension p déni impliitement par l'équation
Φ(x,y) = 0Soit (x0, y0) un point solution (vériant Φ(x0, y0) = 0). D'après le théorème des fontion impliites,il existe autour de e point une fontion expliite y = ϕ(x) si et seulement si le jaobien ∂Φ
∂y












2.2. Probabilités dans Rn 33En utilisant un développement limité au premier ordre, on détermine que la moyenne y estdénie impliitement par









)(-T) (2.12)Les jaobiens de Φ sont estimés ii en (x, y) = (x,y).2.2.4.5 Minimisation d'un ritèreSoit C un ritère, 'est-à-dire une fontion de lasse C2 de Rm × Rp dans R+. Regardons toutd'abord le as déterministe : on déni le veteur p-dimensionnel y omme l'argument pour lequel leritère est minimum pour un veteur donné x :
y = ArgMinz (C(x, z))Une ondition néessaire et susante pour obtenir un minimum loal est
Φ(x, y)T = ∂C
∂z
(x, y) = 0 et H = ∂2C
∂z2
(x, y) dénie positive (2.13)La matrie H des dérivées seondes est symétrique et est appelée matrie hessienne du ritère. Sil'on remplae maintenant x par un veteur aléatoire x, l'argument minimisant notre ritère est àson tour un veteur aléatoire :
y = ArgMinz (C(x, z))déni de manière impliite par les équations (2.13). On peut don utiliser les résultats de la setionpréédente pour aluler la propagation des moments (toujours au premier ordre) :







(x, y)Cette formule sera utilisée par exemple dans la setion (8.1.3.1) pour aluler l'inertitude surla transformation rigide minimisant les moindres arrés entre points appariés.2.2.5 Modèle de bruitNous avons vu au début du hapitre que toute mesure était inévitablement bruitée. Si x est leveteur exat que l'on herhe à mesurer, on aratérise sa mesure par un veteur aléatoire x dontnous ne retiendrons que la moyenne et la ovariane (x,Σxx) pour des raisons d'eaité informa-tique et pare que 'est le plus souvent susant pour aratériser la majeur partie de l'informationexploitable.Nous avons développé jusqu'ii un ertain nombre d'outils pour propager l'inertitude dans nosaluls, mais il nous faut maintenant regarder de plus les hypothèses raisonnables que nous pouvonsfaire sur les mesures. En eet, nous avons ave notre approximation n paramètres pour la moyenne(n étant la dimension de notre espae), et n.(n+1)/2 paramètres pour la matrie de ovariane (arelle est symétrique). Quelle sont les hypothèses raisonnables que l'on peut faire sur es n.(n+ 3)/2paramètres par mesure?
34 Le problème de l'inertitude Chap. 22.2.5.1 Bruit additifLe v.a. x aratérise la mesure du veteur exat x. On appelle bruit l'éart entre la mesure etla valeur exate. Dans le as de veteurs, on aratérise et éart par la diérene des valeurs :
ex = x− xObservons que ette formulation permet de dissoier la valeur exate du proessus aléatoire quila perturbe. On peut alors envisager de omparer les bruits ex et ey de mesure en deux pointsdiérents x et y : on dit que les bruits de mesure de x et y sont identiques si les distributions de exet ey sont identiques.Plus généralement, on appelle bruit additif un proessus de mesure dont le bruit est identiqueen tout point de l'espae Rn. La mesure de n'importe quel veteur x est don aratérisée en utilisantnos notations par un veteur aléatoire
x = x+ ex ave ex ∼ (e,Σee)On onserve ii l'indexation sur x du bruit additif pour bien montrer que les v.a. sont diérents enhaque point, même si leur distribution est identique. Notons que si les moyennes du bruit et de lamesure sont diérentes, leurs matries de ovariane sont identiques.2.2.5.2 Distributions identiques et indépendantesSi l'on répète une expériene et que l'on mesure plusieurs veteurs xi (un éhantillon suivantla terminologie statistique), on doit normalement ranger es mesures dans un seul grand veteur etétudier la loi onjointe. Si les onditions de mesure sont les mêmes, il est souvent justié de supposerque les mesures suivent la même loi et qu'elles ne sont pas orrélées (n'ont pas d'inuene l'une surl'autre). Cei se aratérise par
xi ∼ (µ,Σ) et E [ (xi − µ).(xj − µ)T ] = 0 si i 6= jLorsque l'on mesure des objets géométriques, on répète souvent une expériene (par exemplela mesure d'un point), mais en des emplaements diérents. On inlus don dans la notion dedistribution identique indépendante une hypothèse de bruit additif qui a pour eet de laisser librela moyenne de haque mesure (la loalisation), mais qui ontraint les ovarianes :
E [ xi ] = xi + e et E [ (xi − xi).(xj − xj)T ] = δij .Σee2.2.5.3 Bruit entréOn distingue deux types d'erreur de mesure : les erreur systématiques et les erreurs dites aléa-toires. L'erreur systématique se modélise par une déviation de la moyenne x de notre mesure parrapport à la valeur exate x. Puisque 'est en fait la valeur exate que l'on veut mesurer, on onsidèregénéralement que e type d'erreur doit être orrigé, au besoin par une alibration des instruments,de manière à n'observer que des mesures entrées autour de la valeur exate. On dit don que lebruit est entré si
x = E [ x ] = xDans le as d'un bruit additif, ela revient à supposer une moyenne nulle sur le bruit :
e = 0 soit ex ∼ (0,Σee)
2.3. Quelques problèmes pour généraliser 352.2.5.4 Bruit gaussienComme nous l'avons déjà remarqué, il peut être parfois utile de onnaître la densité deprobabilité et non plus simplement ses moments, et l'hypothèse qui minimise l'information









) (2.15)Par ailleurs, la loi normale apparaît omme très prohe de la distribution empiriques observéessur de nombreuses mesures (en partiulier d'erreur) et elle est de plus la limite de nombreuses loisdans ertaines onditions. On a en partiulier le théorème de la limite entrale qui assure que,sous des onditions très générales, la somme de n v.a.r. indépendantes tend vers la loi normalelorsque n tend vers l'inni. On explique ainsi que la somme de petites erreurs indépendantes surnos mesures produise une erreur nale presque gaussienne.2.2.5.5 Mesures aberrantes : gaussienne ontaminéeEn fait, il peut arriver que le système de mesure utilisé produise de temps en temps des mesuresaberrantes, que l'on appelle d'habitude par angliisme outliers par opposition à inliers. Dans leas d'une haîne de de mesure en traitement d'image, divers inexatitudes peuvent se ombiner pourinduire un module en erreur, produisant ainsi une erreur grossière sur une estimation au modulesuivant. Il est ainsi ourant (quoique l'on essaie d'en diminuer au maximum l'ourrene) qu'uneerreur d'appariement (un faux positif) fournisse une mesure aberrante pour l'algorithme de realage.On modélise habituellement es erreurs en (( ontaminant )) le bruit de mesure par une densité detrès forte variane : si p est la densité du veteur de mesure normalement bruité et pout est une densitéde forte variane modélisant les erreurs grossières, on érira notre densité : px = (1 − ε).p + ε.poutoù ε règle la probabilité que notre mesure soit aberrante. Dans le adre gaussien habituel, on a
p = N(x,Σ) et il semble naturel de modéliser également la ontamination par une gaussienne :
p = N(µ,Σout). On obtient ainsi le modèle standard de la gaussienne ontaminée.En fait, les mesures aberrante n'ont auune raison d'être gaussiennes et il est plus raisonnable deles modéliser ave une distribution uniforme sur l'image (ou la zone de mesure). On obtient alors ladensité : px = (1−ε).N(x,Σ)+ εVIm .1Im, où VIm est le volume de l'image. Si l'on a une estimation dela distribution théorique du bruit de mesure N(x,Σ), on peut alors éliminer la plupart des mesuresaberrantes grâe à un test du χ2 à α%. Un bon ompromis pour lasser les mesures omme orretesou aberrantes est α = εVIm .Cette modélisation des mesures aberrantes sera utilisée à la setion (8.5.1) pour éliminer dansle realage les erreurs provenant de la mise en orrespondane et au hapitre (10) pour aluler laprobabilité de faux positif et de faux négatif.2.3 Quelques problèmes pour généraliser La géométrie a beau être, selon Pasal, la siene la plus parfaite pour nousautres hommes, elle n'en prend pas moins, du point de vue même dedémonstration, des aspets forts variés, jusque dans les travaux mathématiques deet auteur : on ne démontre pas, même lorsqu'on est entré dans le stylegéométrique, un problème de probabilité omme un problème de entre de gravité. J.P. Cléro, Épistémologie des mathématiques.



















Fig. 2.1  Les repères sont des primitives géométriques qui émergent naturellement dans la mo-délisation de problèmes géométriques. En haut, les points extrémaux sur une iso-surfae. En bas :desription géométrique de la onguration d'un aide aminé.En imagerie médiale volumique, les points extrémaux dénis dans (Thirion et Gourdon,1995) sont des points sur une iso-surfae qui optimisent un ritère de géométrie diérentielle basésur la ourbure. Certains de es points peuvent ainsi être vu omme la généralisation des points deoin. Étant dénis sur une surfae, es points sont munis de deux diretions prinipales de ourbure
t1, t2 et de la normale à la surfae (gure (2.1) à gauhe), e qui forme enore une fois un repèrear es trois veteurs sont orthonormés. En fait, e n'est pas tout à fait un repère, mais e que l'onappellera un repère semi orienté ar les diretions prinipales t1 et t2 ne sont que des diretions,'est-à-dire que l'on mesure indiéremment ti ou −ti.











Méthode 1 Méthode 2 Méthode 3
p
Fig. 2.2  Trois méthodes pour aluler la probabilité qu'une (( orde aléatoire )) ait une longueursupérieure au té d'un triangle équilatéral insrit. De gauhe à droite, une probabilité de 13 , 12 et 14 .Méthode 1: Une orde intersete par dénition le erle en deux points que l'on peut supposerindépendants et distribués uniformément. En supposant que l'un des points soit A sur la gure(2.2), le seond point doit se trouver entre A′ et A′′ pour que la longueur de la orde soit supérieureau té du triangle. Comme ei représente un tiers de la ironférene du erle, la probabilitéherhée est 13 .Méthode 2: Une orde est aratérisée par sa distane p au entre du erle (entre 0 et 1) et sonorientation θ (entre 0 et 2π) par rapport à une droite xe. Si l'on trae un triangle équilatéral dont











πSeule la seonde est invariante par l'ation des rotations, translations et réexions.Ce paradoxe illustre le problème de la mesure utilisée, qui représente également la notiond'uniformité ou de hasard pur. Comme nous travaillons ave des primitives géométriques, nous avonstoujours plus ou moins un groupe de transformation qui agit sur es primitives et nous pensons que,en l'absene d'information supplémentaire, il est raisonnable de supposer que la mesure uniformeest invariante par l'ation de e groupe, omme il paraît raisonnable de supposer que la probabilitédemandée i-dessus ne dépend pas du positionnement du erle dans le plan. Comme toute lathéorie des variables et veteurs aléatoires que nous avons vue repose sur ette mesure d'uniformité(la mesure de Lebesgue dans e as), il est important de voir ela en détail pour dénir des primitivesgéométriques aléatoires ayant un sens. Nous développerons le alul des mesures invariantes dans lasetion (3.3).2.3.3 Espérane d'une droite 2DLa méthode lassique pour travailler sur des primitives géométriques (ou plus généralement unevariété diérentielle) utilise une représentation de es primitives, 'est-à-dire une arte loale danslaquelle une primitive est représentée par un veteur. Cette équivalene n'est possible que sur unedomaine bien préis (le domaine de dénition de la arte) et ne ouvre pas forément toutes lesprimitives, ou alors inlus des singularités. Une introdution plus détaillée de es notion fera l'objetde la setion (3.2).Pour gérer l'inertitude, une solution simple onsiste à modéliser une primitive aléatoire x ommeun veteur aléatoire x dans la représentation (voir par exemple (Durrant-Whyte, 1988; Ayahe, 1991;Zhang et Faugeras, 1992)). La moyenne ou l'espérane d'une primitive aléatoire est alors dénieomme la primitive orrespondant à la moyenne du veteur aléatoire x dans la représentation. Si Dest le domaine de dénition de notre représentation, on érira don :
x = E [ x ] =
∫
D
y.px(y).dyNous pensons que et opérateur est mal déni dans le adre des variétés. La première raison estque le résultat de l'intégrale n'est pas obligatoirement dans le domaine de dénition : une sommede matries de rotations n'a pas de raison d'être orthogonale dans le as général. La seonde raison
2.3. Quelques problèmes pour généraliser 39est que et opérateur d'espérane ne ommute pas (en général) ave un hangement de repère oul'appliation d'une transformation. Nous développons e dernier point dans l'exemple suivant.Considérons par exemple une droite vetorielle 2D orientée : elle peut être représentée par unveteur unitaire ou plus simplement par son angle θ ∈ D =] − π ; π[ par rapport à un axe donné.On dénit don une droite aléatoire θ par une densité p(θ), et sa moyenne par


















Rotation de la droite espérée








-3Fig. 2.3  Gauhe: Densité originale p0(θ) = 2 cos(θ/2)2. L'espérane est θ(0) = 0. Milieu: densitéaprès rotation d'un angle λ = π. L'espérane θ(π) est enore 0, alors que la rotation de l'espéraneest θπ = π. Droite : omparaison de l'espérane de la droite tournée et de la rotation de la droiteespérée.Nous avons traé en gure (2.3) une densité de moyenne θ0 = 0. Si nous hangeons de référentiel,'est-à-dire que nous appliquons une rotation d'angle λ, on peut voir que l'espérane de la droitetournée devient θ(λ) = sin(λ), alors que la rotation de l'espérane est θ(λ) = λ. En partiulier, pourune rotation de π, on trouve que θ(π) = π et θ(π) = 0 !En fait, en utilisant l'espérane dans une arte, nous sommes en train d'essayer de dénir uneintégrale à valeur dans la variété, e qui n'a pas de fondement mathématique. Pour remédier à eproblème, nous dénirons dans la setion (4.2) l'espérane au sens de Fréhet (proposée en 1948),qui généralise l'espérane lassique dans les espaes vetoriels aux espaes métriques quelonques.Le leteur pourra se référer à la gure (4.1) pour trouver une omparaison visuelle de la moyennelassique et de la moyenne de Fréhet sur des veteurs rotation.2.3.4 Le paradoxe de la droite la plus proheOn utilise beauoup la distane pour lassier, quantier et minimiser sur les points. La distaneest même au ÷ur de ertains algorithmes omme le point le plus prohe itératif (ICP pour IterativeClosest Point), ou les algorithmes d'extration du squelette (Medial Axis Transform). Pour pouvoiromparer nos primitives (et dénir l'espérane de Fréhet), nous aurons également besoin d'unefontion de distane entre les primitives. L'exemple de ette setion montre que la dénition d'unetelle distane doit être faite ave préaution. En partiulier, on peut rarement dénir la distaneentre deux primitives omme la distane entre les deux veteurs orrespondants dans une arte.Nous avons vu ave le paradoxe de Bertrand plusieurs représentations d'une droite 2D. Nousutilisons ii une autre représentation minimale, introduite dans (Ayahe, 1991), fondée sur l'équation






Fig. 2.4  Trois droites planaires.Nous avons traé trois droites dans la gure (2.4). Le problème est de trouvé laquelle, de d2ou de d3, est la plus prohe de d1. Si l'on dénit la distane entre deux droites omme la distaneeulidienne entre leurs représentations, on a dist(d1, d2) =√(a1 − a2)2 + (p1 − p2)2.Les oordonnées des trois droites dans la première arte sont d1 = (−1/2 ; −1), d2 = (−1 ; −1),
d3 = (−1/4 ; −1) et on obtient don :dist(d1, d2) = 1/2 > dist(d1, d3) = 1/4Si nous onsidérons les droites dans la seonde arte, leur oordonnées sont d1 = (−2 ; 2), d2 =
(−1 ; 1), d3 = (−4 ; 4) et les distanes sont maintenant :dist(d1, d2) = √2 < dist(d1, d3) = 2√2Nous avons don le (( paradoxe )) suivant : d3 est la droite la plus prohe de d1 dans une arte,alors que 'est d2 dans la seonde. En fait, visuellement, la première arte a raison : il y a un anglede 12.5o entre d1 et d3 ontre un angle de 18.5o entre d1 et d2 (es angles sont évidement invariantspar transformation rigide).Si et exemple semble trivial, il montre une fois de plus qu'on ne peut généralement pas dénirdes opérations sur la variété en utilisant diretement leur équivalent vetoriel dans une arte. Deplus, il semble souhaitable de hoisir une distane invariante par le groupe de transformation quel'on onsidère an de pouvoir omparer nos objets géométriques indiéremment avant ou aprèstransformation. Une méthode générique pour obtenir une distane Riemannienne invariante seraproposée dans la setion (3.5).2.3.5 Le paradoxe du bruit additifOn se pose ii la question de savoir omment dénir un bruit identique et indépendant surplusieurs primitives. La méthode (( lassique )) onsisterait à dire que les représentations xi des
2.3. Quelques problèmes pour généraliser 41primitives aléatoires xi ont un bruit additif identique et indépendant :
xi = xi + ei ave ei ∼ (µ,Σ)Pour simplier enore le problème, on suppose que le bruit est entré. Les mesures sont dondistribuées omme xi ∼ (xi , Σ).Les problèmes surgissent lorsque l'on veut hanger de (( point de vue )), 'est-à-dire appliquer unetransformation globale f aux primitives exates et mesurées. Les nouvelles mesures sont maintenantreprésentées par yi = f ⋆ xi (on note f ⋆ x l'ation d'une transformation f sur la représentation
x d'une primitive). En général, il n'y a auune raison pour que l'ation d'une transformation soitlinéaire dans la arte onsidérée et le jaobien Jf (x) = ∂(f ⋆ x)/∂x est une fontion non onstantede x. Les nouvelles mesures sont don aratérisées par les distributions :
yi ∼ (f ⋆ xi , Jf (xi).Σ.Jf (xi)T)et elles ne sont plus du tout identiques puisqu'elles ne partagent pas la même matrie de ovariane.Un exemple ave les veteurs de rotation Le veteur rotation sera introduit au hapitre (7).Il nous sut pour le moment de savoir qu'un veteur rotation r = θ.n représente une rotationtri-dimensionelle d'angle θ autour du veteur unitaire n.Soient r1 et r2 des mesures de r1 = (π2 , 0, 0)T (rotation de 90 degrés autour de l'axe x) et
r2 = (0, 0, 0)
T (rotation identité). Supposons un bruit additif entré indépendant et identique sures deux mesures, de ovariane


















Σ2 = Σ Σ′1
Σ′2Fig. 2.5  La même matrie de ovariane sur deux veteurs de rotation dans un système de o-ordonnées onduit généralement à des matries de ovariane diérentes dans un autre système deoordonnées.Si l'on applique une rotation globale de π/2 autour de l'axe des x (dans le sens des aiguillesd'une montre), représentée par le veteur rotation r = (−π2 , 0, 0)T, on obtient les veteurs de rotationexats r′1 = r ⋆ r1 = (0, 0, 0)T et r′2 = r ⋆ r2 = (−π2 , 0, 0)T.




Σ et Σ′2 = π28 ΣIl y a don un fateur 1.5 entre les deux ovarianes, e qui ne peut plus être onsidéré ommenégligeable (gure (2.5) à droite).Nous verrons à la setion (5.1) plusieurs manières de omparer les distribution en diérentspoints, e qui onduira à la notion de bruit isotrope ou homogène.2.4 RésuméNous avons résumé dans e hapitre un ertain nombre de résultats de probabilités qui per-mettent de gérer eaement l'inertitude sur des mesures de veteurs. On peut en partiuliermodéliser une telle mesure omme un veteur aléatoire x dont on ne onserve, pour des raisonsd'eaité informatiques, que la moyenne et la ovariane :
x ∼ (x , Σxx)Ces moments sont alulés à partir de la probabilité de densité px du veteur aléatoire grâe à unegénéralisation de l'opérateur d'espérane à valeur dans l'espae des veteurs et des matries :
x = E [ x ] =
∫Rn y.px(y).dy
Σxx = E [ (x− x).(x− x)T ] = ∫Rn2 (y − x).(y − x)T.px(y).dyLa propagation de l'inertitude se déduit alors (pour une fontion impliite) en utilisant lejaobien de la transformation :
h(x) ∼ (h(x) , Jh(x).Σxx.Jh(x)T)Cette formule n'est toutefois exate que si h est une fontion ane. C'est une approximation aupremier ordre dans le as général, omme les formules que l'on a pu déduire pour des veteursaléatoires dénis par une fontion impliite ou le minimum d'un ritère.Nous avons passé en revue divers hypothèses sur les bruits de mesure, et en partiulier elledes distribution identiques et indépendantes (IID), liée pour les veteurs à elle de bruit additif.L'hypothèse de entrage étant également souvent admise, on obtient alors le modèle de mesuresuivant :
xi = xi + ei ave ei ∼ (0,Σ) et Σeiej = E [ ei.eTj ] = 0Enn, nous avons montré par quelques exemples que la généralisation des notions de mesureuniforme, d'espérane, de distane et de bruits identiques n'était pas triviale pour des primitivesgéométriques non vetorielles et pouvait donner des résultats ontraditoires.
Chapitre 3
Outils de base sur les primitivesgéométriques
 Le travail des physiiens modernes onsisteà déouvrir les symétries du monde. Heinz Pagels, L'Univers Quantique.3.1 Introdution3.1.1 Un peu d'histoireLa géométrie est ommunément dénie omme la siene des gures de l'espae. Bien que déjàétudiée en Egypte anienne, e sont les éléments d'Eulide (n du IVe sièle av. J.C.) qui marquentles fondements de la géométrie. Il faut attendre Desartes (1596-1650) pour que la géométrie ana-lytique prenne son essor, géométrie que l'on peut aratériser omme l'expression d'une réalitégéométrique par une relation entre quantités variables, l'usage des oordonnées, et le prinipe de lareprésentation graphique.C'est un jeune géomètre français, Evariste Galois (1811-1832) qui a introduit en mathématiques,à propos de la résolution des équations algébriques, la notion de groupe d'opérations. Cette idée aonduit Sophus Lie (1842-1899) et Félix Klein (1849-1925) à formuler dans le (( programme d'Er-lang )) le onept très général de géométrie ainsi : Soit une variétéM d'éléments que nous onviendrons d'appeler des points. Soit un ensemble d'opérations eetuées sur es points, formant un groupe G. La géométrie de la variété M ayant pour groupe prinipal le groupe G est l'ensemble despropriétés de la variété invariantes pour les opérations de e groupe.La synthèse de Klein ne porte ependant que sur les espaes homogènes, et Riemann (1826-1866)introduit en 1854 la notion de métrique sur les éléments diérentiels d'une variété, dénissant ainsiun type d'espae très général (voir setion 3.5). Les deux oneptions ne furent raordées que par lestravaux de Elie Cartan (1869-1951) qui généralisa la notion d'espae de Riemann par l'introdutiond'une onnexion dénie par le groupe. 43
44 Outils de base sur les primitives géométriques Chap. 33.1.2 Organisation du hapitreNous présentons tout d'abord les raisons qui nous onduisent à modéliser le monde géomé-trique que l'on veut traiter sous forme de variétés diérentielles sur lesquelles agissent un groupe detransformation, et nous développons le as important des variétés homogènes.L'étape suivante est ensuite de développer des outils permettant de gérer l'inertitude dans eformalisme. Or, nous avons vu au hapitre préédent que ela pouvait poser problème (setion 2.3).En partiulier, le paradoxe de Bertrand pose le problème de la mesure uniforme à hoisir sur lavariété de nos primitives ou notre groupe de transformation, mesure qui est à la base de toutethéorie des probabilités. Ce point essentiel a été étudié tout au long de e sièle (le paradoxe datede 1907), et a onduit au développement de la théorie des probabilités géométriques (voir enpartiulier (Kendall et Moran, 1963; Santalo, 1976)).Nous nous foalisons à la setion (3.3) sur la détermination de la mesure invariante, les proba-bilités géométriques en question étant en fait plus reliées à la stéréologie qu'à la gestion de l'erreursur les mesures de primitives géométriques. Une appliation direte de es probabilités géométriquessera ependant évoquée dans la seonde partie ave l'étude de la robustesse des algorithmes d'ap-pariement et le alul du nombre moyen de faux positifs.De manière similaire, nous herherons à la setion (3.4) la aratérisation d'une distane inva-riante sur notre variété. Cependant, pour avoir des résultats susants, nous devrons nous intéresseraux aspet métriques et diérentiels des ensembles d'objets géométriques.Nous rappelons ainsi les bases de la géométrie diérentielle et de la géométrie rieman-nienne, à la setion (3.5) mais nous renvoyons le leteur à des ouvrages plus spéialisés omme(Spivak, 1979; Klingenberg, 1982; Carmo, 1992) pour la théorie. Ces résultats nous permettent dearatériser les onditions d'existene d'une distane invariante sur nos ensembles de primitives,ainsi que de onstruire la représentation exponentielle qui s'avérera posséder des propriétés trèsintéressantes nous permettant, entre autres, de généraliser de nombreux résultats de probabilitésdans le hapitre suivant.3.2 Variétés diérentielles et groupes de Lie Traiter la nature par la sphère, le ylindre et le ne... P. Cézanne (1839-1906), Lettre à Emile BernardLorsque l'on onsidère des objets géométriques, la première remarque est que l'on veut pouvoir lesomparer dans diérentes ongurations ou positions. On onsidère don impliitement un ensemblede transformations de l'espae qui nous permettent d'identier nos objets, et le hoix du type detransformations détermine les propriétés des objets : voir par exemple les triangles de la gure (3.1).La seonde remarque est que les objets géométriques ave lesquels on va travailler sont atégoriséset onstituent des ensembles bien distints : on sent bien qu'un arré ou qu'une droite n'a rien àfaire ave des triangles. Il nous faut don déterminer et modéliser l'ensemble des objets qui nousintéressent, e qui sera fait à la setion (3.2.1), puis déterminer le groupe de transformation qui agitsur es objets (setion 3.2.2) et enn les propriétés induites par l'ation du groupe sur les objets(setion 3.2.3).
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A B CFig. 3.1  Comparaison d'objets géométriques: on peut dire que les trois triangles sont similaires(relativement au groupe des similitudes), ou bien que A et B seulement sont ongruents (pour lestransformations rigides), ou enore qu'ils sont tous diérents (en translation).3.2.1 Primitives géométriques : variétés diérentielles3.2.1.1 Une première approhe ensemblisteQuand on parle de primitives géométriques, on pense tout d'abord à des points, bien sûr, maisaussi à des droites, des segments, des plans... La plupart de es primitives onstituent un ensemblede points dans l'espae eulidien ambiant ayant au besoin des aratéristiques supplémentaires.On pourra ainsi onsidérer des points attribués ou numérotés, ou enore aublés d'une éhelle si l'ons'intéresse à l'espae multi-éhelle, mais ela revient à rajouter une dimension à l'espae ambiant.Ces primitives peuvent être dérites par un veteur de paramètres p et une fontion β qui assoieà es paramètres la primitive géométrique x onstituée des points vériant l'équation β(p, x) = 0.Une première représentation ensembliste s'érit don :
x = {x ∈ Rn / β(p, x) = 0}La fontion β assoie une représentation spéique p à un type partiulier de primitive (droites,plans, ourbes, triangles...). Les plans orientés sont par exemple représentés par les paramètres
p = (n, d) où n est un veteur unitaire normal au plan et pointant vers la partie de l'espae neontenant pas l'origine et d ≥ 0 est la distane du plan à l'origine. L'équation du (( plan p )) estdon :
β(p, x) = 〈n | x〉 − d = 03.2.1.2 Variété et représentationsLes ensembles usuels de primitives sont réguliers et onstituent des variétés diérentielles.Cela signie que et ensemble est loalement diéomorphe à un espae vetoriel Rm de dimensiononstante, 'est-à-dire qu'il existe en tout point x de la variétéM une bijetion diérentiable 1 entreun voisinage de x et un ouvert de Rm. La dimension m est justement la dimension de la variété. Dansl'exemple i-dessus, nous pouvons voir que p est de dimension 4 ave une ontrainte quadratiquede dimension 1. La variété des plans est don de dimension 3. Cette formulation mathématiqueun peu omplexe signie simplement qu'une variété n'est pas un espae vetoriel, mais on peut latraiter loalement omme tel, en partiulier pour dériver. Pour simplier l'ériture, le qualiatifdiérentiel sera souvent omis mais sous-entendu lorsque l'on parlera d'une variété.Il existe de nombreuses façons de représenter une variété, ave diérentes propriétés. Dansl'exemple i-dessus, la représentation est ambiguë puisque, pour les plans passant par l'origine,1. On devrait en fait dénir un système de artes loales et imposer que le hangement de arte soit loalementdiéomorphe. La bijetion diérentiable de M dans la arte fait intervenir la notion d'espae tangent à la variété etde diérentielle d'une fontion de la variété dans une autre, qui ne peuvent se dénir que postérieurement. Par souide simpliité nous ne développerons que suintement es notions à la setion (3.5.1), et nous reportons le leteur à(Bourguignon, 1990) pour en avoir une présentation rigoureuse et plus détaillée.
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p = (n, 0) et p′ = (−n, 0) représentent le même plan. Par ontre, elle est omplète ar haque planest représenté par (au moins) un jeu de paramètres. Bien qu'elle ne soit pas minimale puisqu'ellenéessite 4 paramètres liés par une ontrainte, elle est dérivable, sauf en d = 0.3.2.1.3 Les variétés sont des surfaes lissesIl est souvent utile de représenter une variété omme une (( surfae lisse )) de dimension n dans
Rk ave une orrespondane bijetive et des ontraintes dérivables non dégénérées (de dimensiononstante) 2. Cela permet en partiulier de montrer que l'ensemble de primitives qui nous intéressepossède bien une struture de variété (voir par exemple (Bourguignon, 1990, hap. VII)). A l'inverse,le théorème de Whitney assure que n'importe quelle variété de dimension n peut être plongée deette manière dans un espae Rk où la dimension k est bornée par k ≤ 2n + 1 (voir (Spivak, 1979,hap. 9)). Cette façon de voir les hoses nous sera en partiulier utile pour dénir simplement unemétrique riemannienne à la setion (3.5).Plans : Reprenons l'exemple des plans, mais en rajoutant une orientation : le plan divise main-tenant l'espae en un (( intérieur )) et un (( extérieur )). Si nous hoisissons toujours la normaleextérieure dans la représentation p = (n, d), la distane d à l'origine devient algébrique et peutêtre négative. La seule ontrainte restante est don ‖n‖ = 1. La représentation est maintenant nonambiguë et nous avons obtenu une bijetion entre la variété des plans orientés et S2×R, où S2 estla sphère unité dans R3, e qui est une surfae on ne peut plus lisse (inniment diérentiable) de
R4.Matries orthogonales : De la même manière, les matries orthogonales de Rn vérient laontrainte R.RT = RT.R = In et onstituent don une surfae lisse de Rn2 que l'on nomme Onpour (groupe) Orthogonal de Rn. En fait, ette surfae omprend deux feuilles ou omposantes nononnexes. En eet, la ontrainte i-dessus impose que det(R)2 = 1, soit detR = ±1, et ommele déterminant est une fontion ontinue de Rn2 dans R, on ne peut pas passer ontinûment de
detR = −1 à detR = +1. La feuille de déterminant positif rassemble les rotations de Rn, et ettevariété est notée SOn pour (groupe) Spéial Orthogonal. Nous verrons au hapitre 7 que la variétédes rotations de R3, qui nous intéressent plus partiulièrement, est aussi isomorphe à P3, l'espaeprojetif de R4, grâe à l'équivalene entre une rotation R d'angle θ autour de l'axe (unitaire) n etles deux quaternions unitaires q = ±(cos(θ/2) , sin(θ/2).n).Espae projetif : Rappelons que l'espae projetif Pn est l'ensemble des diretions, 'est-à-direl'ensemble des droites vetorielles, de Rn+1. On peut obtenir une (( visualisation )) de et espae ennormalisant n'importe quel point x de la droite (sauf l'origine) pour obtenir un point n = x/‖x‖sur la sphère Sn, auquel on doit assoier son point antipodal −n pour obtenir une représentationnon ambiguë (le point −x appartient aussi à la droite).Points : Pour revenir à des primitives plus simples, notons que les points de Rn onstituent évi-demment une variété puisqu'ils forment déjà un espae vetoriel. Un exemple plus intéressant estdonné ave les points orientés, 'est-à-dire munis d'un veteur unitaire. On peut modéliser ainsi despoints sur une surfae orientable : si on peut extraire eaement l'information néessaire, autantassoier à haque point la normale extérieure à la surfae. La représentation triviale u = (x, n), où x2. Le terme de surfae sera dorénavant pris dans e sens général, l'analogie ave les surfaes lisses ou les ourbesde R3 étant une bonne façon de voir les hoses dans la plupart des as.
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teur unitaire, identie ette variété à Rn×Sn−1. Si la surfae (ou la ourbe en3 dimensions) n'est pas orientable, on ne peut pas déider d'un intérieur et d'un extérieur ohérent,et on ne peut assoier qu'une diretion. On utilise alors la représentation u = (x,±n) qui identieette variété à Rn × Pn−1.Nous supposons simplement pour l'instant que nous disposons d'une représentation omplète etnon ambiguë de la variété sous forme de surfae lisse dans Rk, que nous identions ave la variété.3.2.2 Transformations et groupes de LieUn ertain nombre de groupes de transformations sont familiers : translations, rotations, simili-tudes ou transformations anes... De façon plus générale, une transformation d'un ensemble X estune bijetion g de X dans X . Comme l'ensemble X sera pour nous une variété, nous supposeronsde plus que la transformation g⋆x = g(x) est ontinue et diérentiable. Par ailleurs, g est une bije-tion, et il existe don une transformation inverse que l'on note g(-1). Notons enore que l'on peutomposer deux transformation g1 et g2 pour former une nouvelle fontion g(x) = g2(g1(x)) qui estaussi une transformations. On notera g = g2 ◦ g1. L'ensemble de toutes les transformations, munide es deux opérations d'inversion et de omposition onstitue don une groupe appelé groupe detransformation général de l'ensemble X . L'élément neutre est la transformation identité Id quilaisse haque élément de X inhangé.Ce groupe étant de dimension innie dans les as intéressants, on se restreint en général à ungroupe de transformation partiulier G qui peut être vu omme un sous-groupe du groupe général,ou bien omme un ensemble de transformations stable par la omposition et l'inversion.3.2.2.1 Groupes de LieOn obtient la lasse importante des groupes de Lie si G a une struture topologique séparée 3et si les opérations de omposition et d'inversion sont ontinues et diérentiables. L'espae G estalors une variété diérentielle. En fait, la plupart des groupes de transformation usuels sont desgroupes de Lie dès lors qu'ils ont des opérations raisonnables.Dans e manusrit, notre prinipal groupe d'intérêt sera le groupe des transformations rigides.Un élément de e groupe est onstitué d'une matrie de rotation et d'une translation et peut donêtre représenté par f = (R , t). En utilisant la setion préédente, on peut don dire que la variétédes transformations rigides de Rn est SOn×Rn. Pour obtenir la struture de groupe de Lie, il nousfaut ajouter les opérations de omposition et d'inversion :
f(-1) = (RT, −RT.t) et f = f2 ◦ f1 = (R2.R1, R2.t1 + t2) (3.1)Il est intéressant de remarquer que les opérations que nous avons proposé dans l'équation (3.1) neorrespondent pas au produit diret des opérations des groupe SOn et Rn qui auraient été (RT , −t)pour l'inversion et (R2.R1 , t1 + t2) pour la omposition. Nous avons ii un produit semi-diret
SOn ⋉ Rn dans le sens où les rotations sont indépendantes des translations, mais l'inverse est faux.Une même struture de variété peut don être munie de strutures de groupes diérentes.3. Un espae est dit de Hausdor ou possédant une struture topologique séparée si pour tout point x et y, il existedeux voisinage U et V de x et y qui soient disjoints : es voisinages séparent les deux points. Les espaes non séparéssont en fait de peu d'intérêt pour nous et il est assez diile d'imaginer une signiation physique à un tel espae.
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tion du groupe sur la variétéLa struture de groupe de Lie dénie i-dessus est indépendante de la notion de transformationd'un ensemble. Pour revenir à un groupe de transformation, il nous reste à préiser omment unélément g du groupe G agit sur un point x de la variété M onsidérée. En d'autres termes, il fautdonner un sens à l'expression : g ⋆ x = g(x).Notons que les opérations internes et l'ation du groupe sur la variété ne sont pas indépendantspuisque l'on doit avoir la propriété de distributivité
(g1 ◦ g2) ⋆ x = g1 ⋆ (g2 ⋆ x)sans oublier l'ation neutre de l'identité :
∀x ∈M e ⋆ x = xAinsi, les opération proposés à l'équation (3.1) pour le groupe des transformations rigides sontompatibles ave l'ation suivante sur Rn :
f ⋆ x = R.x+ t (3.2)3.2.2.3 De l'ation dans l'espae eulidien à l'ation sur les primitivesDans le as des primitives géométriques, la transformation s'applique en général à l'espae eu-lidien ambiant dans lequel sont dénis es objets géométriques, mais nous voudrions travaillerdiretement sur les primitives en faisant abstration de et espae d'origine. On doit ependantfaire bien attention à e que la nature des primitives dénies soit onservée par les transforma-tions onsidérées : deux veteurs orthonormés ne sont plus ni orthogonaux ni normalisés après unetransformation ane générale. La première ontrainte est don que la variétéM des primitives soitglobalement invariante par le groupe de transformation G.Reprenons la dénition (( ensembliste )) d'une primitive x = {x ∈ Rn / β(p, x) = 0} et appliquonsune transformation g à et ensemble :
g ⋆ x = {y ∈ Rn / β(p, g(-1) ⋆ y) = 0}Si nos paramètres sont bien hoisis (i.e. la représentation est non ambiguë, omplète, ontinueet dérivable), alors il ne doit exister qu'un seul paramètre q tel que β(q, x) = 0 représente g ⋆ x. Onnotera alors q = g ⋆ p.Le groupe G est alors un groupe de transformation sur la variété M des primitives. L'éritureexpliite de l'ation du groupe sur ertaines primitives peut être très ompliquée dans ertainesreprésentations et onduire à des équations non-linéaires (voir par exemple l'ation d'un veteurrotation et surtout la omposition de veteurs rotations au hapitre 7). Cependant, les as usuelssont relativement simples. Reprenons l'exemple des plans orientés identiés ave S2×R par p = (n, d)(n unitaire). Faisons agir la transformations rigide f sur le plan β(p, x) = 0 :
β(p, f(-1) ⋆ x) = 〈n | RT.(x− t)〉 − d = 〈x |R.n〉 − d − 〈t | R.n〉On a don un seul et unique q vériant β(q, x) = β(p, f ⋆ x), et l'ation est donnée par :
f ⋆ p = q = (R.n, −d − 〈t | R.n〉)
3.2. Variétés diérentielles et groupes de Lie 49De même, on détermine que l'ation d'une transformation rigide f sur le point orienté u = (x, n)(où n est unitaire) est donnée par
f ⋆ u = (R.x+ t, R.n)Nous nous intéresserons dans e manusrit à un autre type de primitives : les repères, onstituésd'un point et d'un trièdre orthonormé diret. Nous avons déjà observé que nous ne pouvions pasutiliser le groupe des transformations anes puisque l'orthonormalité du trièdre ne serait pas onser-vée, mais les transformations rigides sont appropriées. Une partiularité des repère est d'ailleurs leuréquivalene ave es transformations.
B
Ff
Fig. 3.2  Repères et transformations rigides.Soit B = {o, e1, e2, e3} le repère anonique de l'espae eulidien R3 (on a don en terme deoordonnées : o = (0, 0, 0)T et [e1, e2, e3] = I3), et F = {x, e′1, e′2, e′3} un autre repère dont lesoordonnées sont exprimées dans le repère anonique B. Le mouvement rigide qui amène B sur Fest unique et donné par
f = (U, x) où U = [e′1, e′2, e′3]L'orthonormalité du repère F assure en eet que U soit une rotation. La variété des repères (3D)est don SO3 × R3, et l'ation d'une transformation rigide g = (R, t) sur un repère f = (U, x) est
(( équivalente )) à la omposition :
g ⋆ f = (R.U, R.x+ t) ≡ g ◦ f3.2.3 Variétés homogènes et invariants unairesNous aurons besoin par la suite d'une relation partiulière entre le groupe de transformation etla variété des primitives : soit o ∈ M un point partiulier que l'on appelle l'origine. La variétéMest dite transitive ou homogène pour le groupe G si n'importe quel point de la variété peut êtreatteint à partir de l'origine par une transformation du groupe, autrement dit si :
G ⋆ o = {x = g ⋆ o / g ∈ G} =MCela veut dire en fait que les primitives n'ont pas d'invariants par le groupe. Si l'on utilisepar exemple omme primitive les repères d'orientation direte et indirete, auune transformationrigide ne pourra nous amener d'une orientation à l'autre : l'orientation est don invariante, et lavariété n'est pas homogène. Si par ontre on ne prend que les repères d'orientation direte (e quel'on suppose dans e manusrit par l'appellation repère) ou si l'on ajoute les symétries au groupede transformation, alors la variété est homogène.En fait, nous supposerons que nos primitives x′ ∈ M′ peuvent être fatorisées en une partiehomogène x ∈M, qui varie sous l'ation du groupe G, et une partie invariante i ∈ I. Une primitives'érit don
x′ = (x, i) ∈M′ =M×I













Fig. 3.3  Desription géométrique de la onguration d'un aide aminé.Comme le groupe n'agit pas sur les invariants (par dénition), la onnaissane du groupe et deson ation ne nous apporte auune information pour gérer les invariants, en partiulier sur le hoixde la métrique (voir setion 3.5). Nous supposons don dans la suite que nous avons fatorisé lesinvariants unaires et que la variété M est homogène. On peut dans e as identier les éléments
x ∈ M de la variété ave des sous-ensembles du groupe G de la manière suivante. Soit H le sous-ensemble des transformations qui laisse l'origine o invariante :
H = {h ∈ G / h ⋆ o = o} (3.3)
H porte le nom de sous-groupe d'isotropie ou de stabilité du groupe G au point o. Dans ungroupe, la translation à gauhe est la omposition à gauhe par un élément xe g. Les ensemblesde transformations obtenus par la translation à gauhe de H (les éléments de l'espae quotient G/H)peuvent être identiés ave les éléments de la variété M. En eet, si g est une transformation quiamène l'origine sur x = g ⋆ o, alors g ⋆H est l'ensemble des transformations qui amènent l'originesur x. On appelle oset 4 de x et ensemble et nous le notons Fx :
Fx = {g ∈ G / g ⋆ o = x} (3.4)Pour en nir ave les notations, nous aurons souvent besoin d'un représentant du oset Fx que nousnoterons en général fx. D'une manière ple générale, nous appelons fontion de plaement unefontion qui a tout point x de la variétéM assoie un représentant fx du oset du point.3.2.3.1 Le as des repèresPour les repères, l'origine est hoisie au repère anonique : o = ( Id, 0), et omme la variété esten bijetion ave le groupe rigide G, le groupe d'isotropie et tous les osets se réduisent à un seul4. Nous prenons ii la dénomination anglaise, plus onise. Nous devrions en fait dire : les lasses à gauhe de Gmodulo H.
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Repères Points orientés PointsFig. 3.4  Les origines hoisies pour les repères, les points orientés et les points et leur déplaementpar une transformation rigides. Ces trois types de primitives n'ont pas d'invariants unaires.élément :
H = { Id} et Ff = {f}Ce as partiulier où la variété est (( équivalente )) au groupe onduit à des simpliations importantesdans la théorie qui suit.3.2.3.2 L'exemple des pointsIl est naturel de prendre omme origine o = (0, 0, 0)T. Le groupe d'isotropie est obtenu enrésolvant l'équation R.0 + t = 0, e qui impose une translation nulle :
H = {(R, 0) / R ∈ SO3}Une transformation qui amène l'origine au point x est la translation fx = (I3, x), et les osets sontdon les ensembles
Fx = {(R,x) / R ∈ SO3}Notons que les points sont (( équivalents )) aux translations et que 'est ela qui permet d'identierpoints et veteurs et de parler de diérenes ou d'addition de points.3.2.4 Cartes et atlasPour pouvoir travailler loalement dans une variété omme dans l'espae vetoriel Rn, et enpartiulier pour pouvoir dériver, nous aurons besoin d'un système de oordonnées loales, autrementdit une représentation minimale, dont la dimension est elle de la variété. En général, nous nepouvons pas ouvrir toute la variété de manière diérentiable ave une seule arte (il y a dans le asontraire un diéomorphisme global ave un espae vetoriel). On demande don un ensemble deartes ouvrant la variété et formant un atlas, exatement omme un atlas géographique représentela surfae de la terre de manière ontinue partout, en hangeant au besoin de arte de temps entemps. Une arte est dénie par une bijetion x = ϕi(x) d'un ouvert Di de la représentation dansun ouvert de la variétéM. L'ensemble des artes doit se reouvrir pour qu'il soit possible de passerde l'une à l'autre. On trouvera par exemple une étude de diérentes représentations des droites 2Det 3D, des plans et des rotations dans (Ayahe, 1991). Nous ne présentons ii que quelques exemplesde artes qui nous serviront par la suite.
52 Outils de base sur les primitives géométriques Chap. 33.2.4.1 Représentation des rotationsNous verrons à la setion (7.1) qu'une rotation 3D peut être aratérisée par un angle θ et un axe
n (un veteur unitaire). Cette représentation n'est ependant pas minimale puisque nous avons uneontrainte unitaire sur l'axe, axe qui n'est de plus pas déni pour la rotation identité. On obtientune représentation minimale mais ambiguë en onsidérant le veteur rotation r = θ.n. Pour dénirun atlas, nous avons besoin au minimum de 4 artes : Carte 1 : Les rotations qui ne sont pas des réexions sont représentées par les veteurs rotationde la boule ouverte B3(0, π). Carte 2, 3 et 4 : Les rotations diérentes de l'identité dont l'axe n'est pas orthogonal àl'axe des x (respetivement des y et des z) sont représentées par les veteurs rotation de lademi-boule ouverte Bx+3 = {r ∈ B3(0, 2π) / rx > 0} (respetivement By+3 , Bz+3 ).En théorie, nous devrions utiliser les 4 artes et indexer le veteur rotation sur la arte utilisée. Enpratique, nous pourrons nous ontenter d'utiliser la arte prinipale (la première) en se rappelantque, sur la frontière du domaine, les veteurs r = π.n et r = −π.n sont identiés. Si l'on note
R(r) et r(R) les fontions qui relient la arte prinipale à la variété, on peut érire diretement lesopérations de omposition et d'inversion dans la arte :
r(-1) = r(R(r)T) et r2 ◦ r1 = r(R(r2).R(r1))Le détail de es fontions et de leur dérivation sera présenté à la setion (7.3).3.2.4.2 Transformations rigides, repères et pointsA partir de la représentation des rotations et des veteurs unitaires, et de leurs opérations debase, on peut onstruire failement des représentations pour les transformations rigides, les repèreset les point orientés. Nous résumons simplement ii les représentations utilisées et les opérations debase.Transformations rigides Représentation : on utilise la arte prinipale qui représente une transformations rigides f =
(R, t) par le veteur rotation r orrespondant à la matrie de rotation R et la translation t :
f = (r, t). Composition : f2 ◦ f1 = (r2 ◦ r1 , r2 ⋆ t1 + t2) Inversion: f (-1) = (r(-1) , r(-1) ⋆ (−t))Repères Représentation : elle est alquée sur elle des transformations rigides. On représente le repère
f = (R,x) par le veteur f = (r, x). Ation des transformations rigides : f ⋆ f1 ≡ f ◦ f1 Groupe d'isotropie : H = {o} Représentant des repères : ff = f ∈ Ff .
3.3. Mesure invariante ou uniforme 53Points Représentation : un point x est évidemment représenté par son veteur de oordonnées. Ation de la transformation rigide f = (r, t) : f ⋆ x = r ⋆ x+ t. Groupe d'isotropie : H = {f = (r, 0) / R(r) ∈ SO3} Représentant des repères : fx = (0, x) ∈ Fx.3.3 Mesure invariante ou uniforme Mesurer e qui est mesurable, et rendre mesurable e qui ne l'est pas. Galilei, Galileo (1564 - 1642), ité par H. Weyl The author disusses valueless measures in pointless spaes. P.R. Halmos, I want to be a Mathematiian, 19853.3.1 Probabilités géométriques lassiquesL'objet des probabilités géométriques lassiques est de déterminer la probabilité d'observer unévénement quand un ertain nombre d'éléments géométriques sont répartis au hasard. Nous avonsvu ave le paradoxe de Bertrand que le problème de base est la dénition de la mesure uniformesur la variété, et qu'une hypothèse raisonnable est de supposer l'invariane de ette mesure parl'ation du groupe de transformation onsidéré.Nous ne nous intéressons ii qu'à la détermination de la mesure invariante, qui sera utilisée auhapitre suivant pour dénir des densités de probabilité sur la variété ayant de bonnes propriétés,les probabilités géométriques en question étant en fait plus reliées à la stéréologie qu'à la gestionde l'erreur sur les mesures de primitives géométriques. Une appliation direte de es probabili-tés géométriques sera ependant évoquée dans la seonde partie ave l'étude de la robustesse desalgorithmes d'appariement et le alul du nombre moyen de faux positifs.Pour en revenir à la mesure invariante, observons qu'un réel aléatoire x a une probabilité uni-forme sur R si la probabilité qu'il soit dans un intervalle ]x0 ; x0 + d[ est la même pour tout x(dans un ertain ouvert ave d susamment faible). Cei se traduit au niveau de la mesure par
d(x0 + x) = dx pour x0 onstant, e que l'on peut interpréter omme l'invariane en translation dela mesure de Lebesgue. De la même façon, on dénit la mesure uniforme ou invariante sur lavariété M sous l'ation du groupe G omme la mesure (ou l'élément de volume innitésimal) quiest invariant par l'ation de n'importe quel élément xe f du groupe. Soit dM une telle mesure, elaimplique que dM(f ⋆ x) = dM(x) quelque soit le point x deM.On peut reherher l'expression de ette mesure invariante diretement dans une représentationdonnée (voir (Kendall et Moran, 1963)), mais un formalisme général est développé dans (Santalo,1976) pour l'extraire à partir de la mesure dLG invariante à gauhe sur le groupe G. Nous en donnonsii une tradution simpliée en utilisant une représentation minimale.3.3.2 Mesure invariante sur un groupe de Lie (mesure de Haar)Dans un groupe de Lie, la omposition peut être vue vue omme l'ation à droite ou à gauhedu groupe sur lui-même. Nous pouvons don nous intéresser ette fois-i à la mesure invariante à
54 Outils de base sur les primitives géométriques Chap. 3gauhe (dLG(g ◦ f) = dLG(f) pour toute transformation g ∈ G xée) ou à la mesure invariante àdroite (dRG(f ◦ g) = dRG(f)). Comme le groupe agit à gauhe sur les variétés de primitives dansnotre ontexte, nous sommes prinipalement intéressés par la mesure invariante à gauhe, que nousappellerons simplement mesure invariante.Pour être mathématiquement orret, nous devrions dénir l'espae Co(G) des fontions réellesontinues sur G à support ompat 5 et étudier les fontionnelles I sur et espae, 'est-à-dire lesfontions de Co(G) dans R, qui sont homogènes (I(k.α) = k.I(α) pour k ∈ R) et additives (I(α+β) =








α(g ◦ f).dLG(g ◦ f) =
∫
f∈G
α(f).dLG(f) (3.5)(Hohshild, 1965) montre que, si le groupe est loalement ompat, il existe une et une seulefontionnelle invariante à gauhe (à un fateur d'éhelle près) vériant les propriétés i-dessus.Cette intégrale est appelée l'intégrale de Haar (à gauhe). De manière symétrique, il existe uneunique intégrale de Haar à droite.Il est intéressant de noter que es mesures invariantes à droite et à gauhe sont généralementdiérentes : ette diérene est quantiée par le module ∆G déni par la relation : dLG(f) =








(3.6)La mesure invariante à droite s'exprime de la même façon en utilisant le jaobien de la translationà droite JR . Le module du groupe est don :
∆G(f) = |JR(f)||JL(f)|5. Un espae topologique E ou un sous-ensemble E d'un espae topologique est dit ompat si l'on peut trouverdans toute union d'ouverts ontenant E un nombre ni de es ouverts dont l'union ontient E. Intuitivement, elasignie que E ne s'étend pas jusqu'à l'inni.6. Comme nous intégrons des fontions et non pas des distributions, nous pouvons (( oublier )) un sous-ensemble dugroupe de mesure nulle. On pourrait également partitionner la variété en plusieurs domaines omplémentaires dansdiérentes artes ave les propriétés requises.
3.3. Mesure invariante ou uniforme 55Une propriété intéressante de e module est que ∆G(f (-1)) = ∆G(f)(-1).Preuve :Soit dLG(f) la mesure proposée dans l'équation (3.6), où l'on note |J | = |det(J)|. On a :
dLG(g ◦ f) =
d(g ◦ f) ∂((g◦f)◦e)∂e 
e= Id
 et d(g ◦ f) = det∂(g ◦ f)∂f  .dfOn obtient par la dérivation en haîne :











e= IdComme det(A.B) = det(A).det(B) pour les matries arrées, on peut onlure que dLG(g◦f) = dLG(f).La preuve est identique pour l'invariane à droite de la mesure dRG proposée. 3.3.3 Exemple sur les rotations et les transformation rigidesOn utilise le jaobien de la translation de l'identité dérivé à la setion (7.3.5) pour déterminerla mesure uniforme sur le veteur rotation :
dLG(r) = dRG(r) =
4 sin2(θ/2)
θ2
dr (3.7)où θ = ‖r‖. Pour les transformation rigides, la setion (7.4.1.2) montre que la mesure invariante (àdroite omme à gauhe) dans la représentation f = (r, t) est
dLG (f) = dRG (f) =
4 sin2(θ/2)
θ2
dr.dt (3.8)Les rotations et les transformation rigides sont don uni-modulaires.3.3.4 Mesure invariante sur une variété homogèneNous avons vu à la setion (3.2.3) omment identier une variété homogène M ave l'espaequotient G/H. On peut trouver grâe à la setion préédente les mesures invariantes (à gauhe)
dLG et dLH sur les groupes G et H, et érire que dLG = dM.dLH où dM est une mesure surla variété M (ou l'espae quotient G/H). (Santalo, 1976) donne plusieurs formes d'une onditionnéessaire et susante pour que dM soit une mesure invariante (i.e. dM(g ⋆ x) = dM(x)). L'uned'elle peut se formuler ainsi (e est ii un élément de la variété M) : supposons que nous utilisonsune représentation minimale dont le domaine de dénition ouvre presque toute la variété et que lejaobien de la translation de l'origine J(f) existe et soit ontinu presque partout. Alors la mesureest invariante si et seulement si :






∣∣∣∣ = 1 (3.9)Cela signie que la mesure d'un élément de volume innitésimal à l'origine ne hange par sousl'ation du groupe d'isotropie, 'est-à-dire ave les transformations qui laissent l'origine inhangée.Si ette ondition n'est pas vériée, il n'existe pas de mesure invariante sur le groupe, et dans le asontraire on peut la aluler omme nous l'avons fait pour le groupe :
dM(x) = dx|J(fx)|




et fx ∈ Fx (3.10)
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Preuve : Soit dM(x) la mesure proposée i-dessus. La ondition d'existene (3.9) est en eet requisepour que dM soit invariante vis à vis du hoix de fx ∈ Fx : soit fx et f ′x = fx ◦ h (ave h ∈ H) deuxtransformations de Fx. Par la règle de dérivation en haîne, on peut érire :
J(f ′x) =



















e=oet on a |J(fx)| = |J(f ′x)| si et seulement si  ∂(h⋆e)∂e 
e=o
 = 1. La preuve de l'invariane de la mesure
dM(x) est alors très similaire à elle de la mesure du groupe et peut être obtenue en remplaçant (f ◦e)par (fx ⋆ e). 3.3.4.1 Exemple 1 : les repèresPuisque l'ation des transformations rigides sur les repères est identiable à la omposition àgauhe dans le groupe, la mesure invariante sur les repères (pour les transformations rigides) estidentique. Si l'on note f = (r, x), on a :
dM(f) = 4 sin
2(θ/2)
θ2
dr.dxNotons que la ondition d'existene est remplie puisque le groupe d'isotropieH est réduit à l'identité :
∣∣∣∣




∣∣∣∣ = |det(I6)| = 13.3.4.2 Exemple 2 : le as des pointsLe groupe d'isotropie est aratérisé par une translation nulle et on a h ⋆ x = R.x. La onditiond'existene s'érit don |R| = 1, e qui est toujours vérié (pour des rotations). En utilisant latranslation fx = (0, x) omme fontion de plaement (représentant du oset Fx), on a fx ⋆ e = x etle jaobien se réduit don à J(fx) = I3. La mesure invariante est don la mesure de Lebesgue :
dM(x) = dxNotons que si l'on onsidère le groupe de transformation ane, le groupe d'isotropie est toujoursaratérisé par une translation nulle et h ⋆ x = A.x, où A est maintenant une matrie quelonquede déterminant non nul. Il n'existe don pas de mesure invariante puisque |A| 6= 1 en général.3.4 Distane invariante We ome now to the question: what is a priori ertain or neessary, respetivelyin geometry (dotrine of spae) or its foundations? Formerly we thoughteverything; nowadays we think nothing. Already the distane-onept is logiallyarbitrary; there need be no things that orrespond to it, even approximately. A. Einstein, "Spae-Time." Enylopaedia Britannia, 14th edDans la setion préédente, nous avons pu déterminer les onditions d'existene de la mesureinvariante en utilisant les jaobiens des opérations de base dans une représentation donnée. Nousnous intéressons ii aux questions de métrique sur le groupe et la variété.




dist2(f ⋆ x′i, yi) =∑
i




dist2(f ⋆ xi, y′i) =∑
i




dist2 ((g(-1) ◦ f) ⋆ xi, yi) = C(g(-1) ◦ f)Le nouveau minimum est don f̄ ′′ = g(-1) ◦ f̄, e qui donne le résultat intuitivement esompté :
f̄ = g ◦ f̄ ′′. La même expériene peut être faite si les deux images sont déplaées par la mêmetransformation (e qui orrespond à un hangement de repère global), et l'invariane de la distane
58 Outils de base sur les primitives géométriques Chap. 3est requise pour montrer que la transformation trouvée est f̄ ′′′ = g(-1) ◦ f̄ ◦ g, 'est-à-dire l'expressionde l'anienne transformation après hangement de repère.Dans le reste de ette setion, nous tentons de aratériser les propriétés d'une distane invariantesur le groupe et sur la variété.3.4.2 Distane invariante sur une variétésoient x, y ∈ M deux primitives et g ∈ G une transformation. L'invariane de la distanes'exprime par dist(x, y) = dist(g ⋆ x, g ⋆ y), e qui signie en partiulier que ette distane estomplètement dénie par la distane N(z) d'une primitive x = fy(-1) ⋆ x à l'origine. En utilisantomme transformation fy(-1) ou fx(-1) dans la formule i-dessus, on obtient en eet :dist(x, y) = dist(fy(-1) ⋆ x, o) = N(fy(-1) ⋆ x) = N(fx(-1) ⋆ y) (3.11)Les axiomes de la distane se traduisent alors, ave l'hypothèse d'invariane, en les propriétéssuivantes : N(x) ≥ 0 et (N(x) = 0)⇔ (x = o). N(fx(-1) ⋆ o) = N(x) for fx ∈ Fx et don N(h ⋆ x) = N(x) pour tout h ∈ H. N(x) +N(y) ≥ N(fy(-1) ⋆ x) = N(fx(-1) ⋆ y) pour tout fx ∈ Fx et fy ∈ FyCes propriétés sont très prohes de elles requises pour dénir une norme sur un espae vetoriel,exepté ependant l'homogénéité pour la multipliation par un salaire positif. Pour distinguer lafontion N de la distane invariante assoiée, nous appelons N la (( norme )) de la variété. Notonsque nous avons ii travaillé diretement dans la variété et pas dans une arte partiulière.3.4.3 Distane invariante sur un groupe de LieSi nous travaillons maintenant sur le groupe de transformation G, on peut demander à la distaned'être invariante à droite où à gauhe. Comme dans le as de la variété i-dessus, la distaneinvariante à gauhe est déterminée par une (( norme )) NL sur le groupe satisfaisant les propriétésuivantes : NL(f(-1)) = NL(f). NL(f) ≥ 0 et (NL(f) = 0)⇔ (f = Id). NL(f) +NL(g) ≥ NL(g(-1) ◦ f) = NL(f(-1) ◦ g).L'inégalité triangulaire devenant NR(f) + NR(g) ≥ NR(g ◦ f (-1)) = NR(f ◦ g(-1)) pour une distaneinvariante à droite. Les distanes invariantes à droite et à gauhe orrespondantes sontdistL(f, g) = NL(g(-1) ◦ f) = NL(f(-1) ◦ g) et distR(f, g) = NR(g ◦ f(-1)) = NR(f ◦ g(-1))Nous ne nous intéressons ii qu'à la distane invariante à gauhe ar elle induit une distane inva-riante sur une variété homogène.3.4.4 Distane induite sur la variété par elle du groupeSoit NL une (( norme )) sur le groupe G. On déni la (( semi-norme )) induite sur la variétéhomogèneM par :
N(x) = inf
(h∈H, fx∈Fx)
(NL(h ◦ fx)) = inf
(h1,h2)∈H2
(NL(h1 ◦ fx ◦ h2)) (3.12)
3.4. Distane invariante 59Si l'inmum de NL(h1 ◦ f ◦h2) est atteint pour haque transformation f par un ouple (h1,h2) ∈ H2,alors la (( semi-norme )) est séparable et est don une (( norme )) (voir preuve i-dessous). Cettepropriété est toujours vraie si le groupe d'isotropie H est ompat mais n'est pas automatiquementvérié sinon. Par exemple, il n'y a pas de distane invariante induite sur les points par les similitudesou les transformation anes. En partiulier, si le groupe d'isotropie H est omposé d'un nombre nid'éléments disrets, alors il y une distane invariante sur la variété. C'est le as des repères semi etnon orientés dérits à la setion (7.5) où le groupe d'isotropie est omposé de 2 et 4 transformations.En supposant qu'il existe une norme possédant les propriétés requises, la distane assoiée estautomatiquement invariante et satisfait :dist(x, y) = inf
{fx∈Fx ; fy∈Fy}
( distL(fx, fy)) = inf
{(h1,h2)∈H2}
(
NL(h1 ◦ fx(-1) ◦ fy ◦ h2)) (3.13)Preuve : Soit NL une norme sur le groupe G et N la semi norme de l'équation (3.12) induite sur lavariété M. La positivité de N provient diretement de la positivité de NL, et la symétrie déoule deelle de NL et de la symétrie de la dénition :
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(-1) ◦ fy ◦ h2) ≤ inf
h1∈H





(NL(h1 ◦ fx ◦ h2)) + inf
h1,h2
(NL(h1 ◦ fy ◦ h2))et on obtient au nal :
N(x) + N(y) ≥ N(fx
(-1) ⋆ y)C'est le aratère déni de la distane qui pose problème, sauf si l'inmum de NL(h1 ◦ f ◦h2)) est atteintpour toute transformation f par un ouple (h1, h2) ∈ H2 :
N(x) = 0 ⇔ ∃(h1, h2) ∈ H
2 / NL(h1 ◦ fx ◦ h2) = 0
⇔ ∃(h1, h2) ∈ H
2 / fx = h
(-1)
1 ◦ h2
⇔ fx ∈ H ⇔ Fx = H
⇔ x = o 3.4.5 Distane invariante sur les transformation rigides 3DLa distane Eulidienne sur R3 est induite par la norme L2 : dt(x, y) = ‖x− y‖. Par ailleurs, onmontre dans (Altmann, 1986) ou à la setion (7.1) que l'angle θ de la rotation 3D est une (( norme ))qui induit une distane invariante à gauhe et à droite sur SO3. En utilisant le veteur rotationomme représentation, on a dθ( Id, r) = ‖r‖ = θ et don dθ(r1, r2) = ‖r(-1)2 ◦ r1‖ = ‖r1 ◦ r(-1)2 ‖ (ledernier terme provenant de l'égalité ave l'invariane à droite).On dénit don la (( norme )) sur le groupe des transformations rigides (voir setion 7.4.1.1)omme :
Nλ(f) = Nλ((r, t)) = ‖f‖ =
√
λ2 ‖r‖2 + ‖t‖2où λ est un paramètre xé qui permet de régler l'importane du trièdre (partie rotation) par rapportà la position (partie translation). En eet, l'angle de la rotation est en radians (ou en degrés...) et latranslation en millimètres, kilomètres ou inhes... On pondère habituellement les deux termes parl'inverse de leur domaine de variation (π pou θ et le diamètre l0 de l'image ou de l'objet d'intérêtpour la translation : λ = l0/π). Quand on a une information sur le niveau de bruit des mesures (i.e.des éart-types σθ et σt), on peut aussi utiliser λ = σt/σθ.La distane invariante à gauhe est don :distL(f1, f2)2 = ‖f (-1)2 ◦ f1‖2 = λ2‖r(-1)2 ◦ r1‖2 + ‖t1 − t2‖2
60 Outils de base sur les primitives géométriques Chap. 3tandis que la distane invariante à droite est :distR(f1, f2)2 = ‖f1 ◦ f (-1)2 ‖2 = λ2‖r1 ◦ r(-1)2 ‖2 + ‖t1 − (r1 ◦ r(-1)2 ) ⋆ t2‖2Bien que le groupe des transformations rigides soit uni-modulaire (les mesures invariantes à droiteet à gauhe sont don identiques), les distane invariantes à droite et à gauhe présentées sontvisiblement diérentes. Cela reète le fait que Nλ(f1 ◦ f2) 6= Nλ(f2 ◦ f1).3.4.6 Disussion sur les distanes invariantesA partir d'une distane invariante (à gauhe) sur le groupe de transformation, on peut dondéterminer une distane invariante induite sur la variété. Toutefois, si nous avons une onditionsusante pour l'existene (l'inmum de NL(h1 ◦ f ◦ h2) doit être atteint quelque soit f), etteondition ne semble pas néessaire. De plus elle est quelque peu diile à manipuler.Le seond problème de ette approhe est qu'elle néessite de onnaître une distane invariantesur le groupe. Or, si l'on peut aratériser une telle distane, rien dans ette setion ne nous aide àla onstruire.3.5 Métrique riemanniennePour pallier les défauts de l'approhe préédente, nous devons prendre en ompte la struture del'espae sur lequel on travaille : groupe de Lie et variété. Les questions métriques sur de tels espaessont étudiées depuis longtemps dans le adre de la géométrie riemannienne. Nous résumons dansla première setion quelques résultats importants de ette théorie. Pour plus de détail, on pourraonsulter les ouvrages qui ont inspiré ette ompilation : (Spivak, 1979, hap. 9), (Klingenberg, 1982)et (Carmo, 1992).Nous appliquerons ensuite es résultats au as des groupes de Lie onnexes puis des variétéshomogènes, e qui nous donnera les onditions d'existene d'une distane invariante, mais aussi sonexpression et la représentation exponentielle pour ette métrique. Cette représentation prendra uneimportane apitale au hapitre suivant pour aratériser l'espérane d'une primitive aléatoire etpermettra de dénir une matrie de ovariane assoiée.3.5.1 Espae vetoriel tangentNous avons déjà vu que les variétés n'étaient pas en général des espaes vetoriels. Pour pouvoirmesurer la vitesse le long d'une ourbe sur une variété, et don la longueur de ette ourbe, il estnéessaire d'introduire l'espae vetoriel tangent à la variété.Soit γ une ourbe diérentiable sur M passant par un point p en t = 0. Dans un système deoordonnées loales (x,U), γ est représentée par la ourbe γx(t) = x(γ(t)) ∈ U et a pour dérivée













.vxLa valeur de ∂γf ne dépend pas de la arte hoisie ar f ◦ γ est une fontion de R dans R. Elleest appelée dérivée diretionnelle de f selon γ. On appelle veteur tangent à la ourbe γ (aupoint p) l'appliation ∂γ qui fait orrespondre à toute observable f sa dérivée diretionnelle ∂γf .



































.vy3.5.2 Métrique riemannienneNous avons maintenant un espae vetoriel tangent TxM en tout point de la variété dans lequelnous pouvons mesurer la vitesse instantanée le long d'une ourbe (la norme du veteur vitesse),pourvu que l'on se dote d'un produit salaire 〈. | .〉. Il faut ependant réaliser que les espaesvetoriels tangents en deux point diérents de la variété ne sont pas les mêmes et qu'il est diilede les omparer. On peut par exemples penser aux diérents plans tangents de la sphère S2 plongéedans R3 : à l'exeption des points antipodaux, es plans sont tous diérents.Une métrique riemannienne est une appliation qui donne à haque espae vetoriel tangent
TxM un produit salaire 〈. | . 〉x, ave ependant une ontrainte de ontinuité : si ∂v1(x) et ∂v2(x) sontdeux hamps de veteurs diérentiables sur la variété, alors 〈∂v1(x) ∣∣ ∂v2(x) 〉x doit être une fontiondiérentiable de x. On peut exprimer e produit salaire dans une arte loale x en remarquantque la ie oordonnée xi est une observable dont on peut aluler le veteur tangent ∂xi . Son produitsalaire ave la dérivée de la je oordonnée 〈∂xi ∣∣ ∂xj 〉x = qij(x) est par dénition une appliationdiérentiable sur le domaine de dénition de la arte. En rassemblant es fontions dans une matrie




.vxi , on obtient :
〈∂v | ∂w 〉x =
n∑
i,j=1
vxi .qij(x).wxj = v
T








62 Outils de base sur les primitives géométriques Chap. 3Pour nir, notons qu'il existe toujours une métrique riemannienne sur une variété puisque l'onpeut plonger ette variété dans un espae Rk (ave k ≤ 2n + 1) et ainsi doter les espaes tangentsdes produits salaires induits par le produit salaire anonique de l'espae ambiant Rk.3.5.2.1 Forme volume ou mesure riemannienneDans une espae vetoriel de base A = (a1, . . . an), le volume du parallélépipède formé par lesveteurs de base est V = |A| = |det(A)| si l'on note A = [a1, . . . an] la matrie de passage de la base
A à la base orthonormée anonique. Pour aluler le volume d'un objet dérit dans la base A, nousdevons don utiliser la mesure |A|.dy pour obtenir le même volume que dans la base anonique.On peut relier (( volume unitaire innitésimal )) à la métrique de notre espae vetoriel de la façonsuivante : le produit salaire de deux veteurs y1 et y2 dans la base A est donné par
〈y1 | y2 〉A = yT1 .(AT.A).y2et a don pour matrie symétrique dénie positive assoiée : Q = AT.A (ette matrie est indépen-dante de la position puisque l'on est dans un espae vetoriel). La forme volume (que l'on appelleégalement mesure) peut don s'érire : √|Q|.dy.Si l'on se plae maintenant dans une variété riemannienne, et élément de volume innitésimalpeut être déni dans haque espae vetoriel tangent et est de plus une fontion diérentiable dela position sur la variété. On obtient don une mesure sur M qui s'exprime dans une arte loalegrâe à la représentation loale de la métrique :
dM(x) =
√


















(γ̇(t)T.Q(γ(t)).γ̇(t)) 12 .dtL'absisse urviligne se dénit omme σγ(t) = Lta(γ), et l'on dit qu'une ourbe est paramétrée parl'absisse urviligne si σγ(t) = t.3.5.2.3 Distane riemannienne sur une variété onnexePar dénition, la onnexité de la variété implique que l'on puisse joindre deux points quelonquesde elle-i par une ourbe 7. On dénit alors la distane entre deux points x et y de M omme la7. La variété étant loalement eulidienne, elle est loalement onnexe par ars. Si de plus elle est onnexe, alorson peut joindre un nombre ni d'ars dénis loalement pour relier deux points : la variété est don onnexe par ar.












‖∂γ‖2 .dtCe sont les points ritiques 8 de ette fontionnelle que l'on appelle géodésiques. En fait, on peutmontrer qu'une géodésique γ est aussi un point ritique de la fontionnelle longueur L(γ) et estde plus paramètrée par l'absisse urviligne. Réiproquement, si γ est un point ritique de L (dontle veteur tangent ne s'annule pas), alors le paramétrage en absisse urviligne γ(σ(t)) est unegéodésique.On peut don se foaliser sur les géodésiques. En utilisant une arte loale, on peut érire lelagrangien d'énergie :
F (x, ∂v) =
1
2







qij(x).vi.vj8. Les points ritiques d'une fontion sont les points pour lesquelles la diérentielle s'annule. C'est la formalisationmathématique de la phrase : (( les optimums sont aratérisés par une dérivée nulle )).



























= 0 (3.19)Supposons maintenant que nous ayons déterminé les géodésiques dans un ensemble de artesouvrant la variété (un atlas). On a don un ensemble de ourbes γ : [a, b] 7→ M. La variété estdite géodésiquement omplète si toute géodésique peut être étendue à un domaine de dénitionouvrant R tout entier : γ : R 7→ M. Une onséquene importante de la omplétude géodésique estdonnée par le théorème de Hopf-Rinow-De Rham qui assure alors que la variété M est omplètepour la distane induite, dénie à l'équation (3.17), et qu'il existe toujours au moins une géodésiquede longueur minimale entre deux points de la variété (dont la longueur est alors la distane entrees points).D'un point de vue pratique, les géodésiques sont déterminées dans une arte x et on obtientles ourbes γ(x,v). Si on a une expression expliite de la variété M et don de x(x), omme dansla plupart des as pour nous, on peut alors érire l'équation des géodésiques diretement sur lavariété : γ(x, ∂v) = x(γ(x,v)). On peut alors vérier simplement s'il y a ou non des singularités sures géodésiques qui nous empêhent d'étendre leur domaine de dénition à R. Notons que ettevériation doit se faire ave l'équation de la géodésique sur la variété et non pas dans la arte.Dans le as où l'on a une dénition impliite de la variété, la fontion x(x), est elle aussi impliite,et on doit vérier l'extension des géodésiques dans les artes, en herhant à raorder les moreauxdans diérentes artes. Pour simplier la suite, nous supposerons dorénavant que la variété estgéodésiquement omplète.3.5.2.5 Appliation exponentiellePour nir notre résumé de géométrie diérentielle, nous introduisons une fontion importantequi réalise loalement un diéomorphisme entre l'espae tangent en un point de la variété et unvoisinage de e point : la fontion exponentielle. Dans le as d'une variété géodésiquement omplète,ette fontion permet de ouvrir presque toute la variété et nous fournit une arte très adaptée autraitement informatique.La théorie des équation diérentielles du seond ordre nous apprend qu'en tout point x ∈
M, il existe une et une seule géodésique γ(x,∂v) ayant le veteur tangent ∂v ∈ TxM. Celle-i estthéoriquement dénie dans un intervalle susamment petit, mais puisque l'on travaille ave unevariété géodésiquement omplète, elle peut être étendue à R.La fontion exponentielle au point x assoie à tout veteur ∂v de l'espae tangent TxM le pointde la variété atteint au bout d'un temps 1 par l'unique géodésique démarrant de x ave e veteurtangent.
expx :
TxM −→ M
∂v 7−→ expx(∂v) = γ(x,∂v)(1)
(3.20)
3.5. Métrique riemannienne 65On obtient don une desription très simple de la géodésique γ(x,∂v) par l'intermédiaire de ettefontion : γ(x,∂v)(t) = expx(t.∂v). La fontion exponentielle peut don être vue omme le développe-ment de la variété dans l'espae tangent le long des géodésiques.Une propriété très intéressante de la fontion exponentielle est qu'elle réalise loalement undiéomorphisme d'un voisinage (susamment petit) de 0 ∈ TxM dans un voisinage Ux du point
x ∈ M. On note logx la fontion inverse. Nous avons don obtenue une arte de la variété entréeen x que l'on appellera arte exponentielle en x et où les géodésiques passant par x sont les droitespassant par l'origine :
logx(γ(x,∂v)) = t.∂vDans un système de oordonnées loales x, le veteur tangent ∂v est représenté par v dans labase ∂∂x . On peut don utiliser simplement l'espae Rn muni de la base induite par la arte loalepour représenter l'espae vetoriel tangent et noter la arte exponentielle dans ette base :
expx :
Rn −→ M





= γ(x,∂v)(1)Notons que l'exponentielle est à valeur dans la variété et pas dans la arte loale. Dans un voisi-nage de l'origine 0 ∈ Rn, 'est-à-dire pour des veteurs vitesse initiaux susamment faibles, etteappliation est un diéomorphisme et l'on notera −→xy = logx(y) l'inverse.Pour une gestion informatique simple de la variété, il nous reste maintenant à déterminer undomaine de dénition ayant une extension maximale.3.5.2.6 Lieu de oupure et domaine maximal de la arte exponentiellePuisque l'on onsidère une variété géodésiquement omplète, il existe toujours au moins unegéodésique minimisante joignant deux points x et y de la variété. Cette géodésique part de x aveun veteur ∂v dont la norme est la distane entre les points :
∀(x, y) ∈M : ∃∂v ∈ TxM / expx(∂v) = y et dist(x, y) = ‖∂v‖ = (〈∂v | ∂v 〉x)1/2Si l'on normalise ette géodésique, (on onsidère maintenant que ‖∂v‖ = 1), il existe un temps
t0 ∈ R∪{+∞} tel que la géodésique γ(x,∂v)(t) = expx(t.∂v) soit minimisante pour t ∈ [0, t0] et ne lesoit plus après pour t ∈ (t0,+∞). Si e temps est ni, on appelle point de oupure de la géodésiquele point γ(x,∂v)(t0), et le veteur orrespondant t0.∂v est le point de oupure tangentiel.L'ensemble des points de oupures de toutes les géodésiques partant de x est le lieu de ou-pure (ou ut lous) C(x) de e point et l'ensemble des veteurs orrespondants est le lieu deoupure tangentiel C(x). On a don : C(x) = expx(C(x)), et le domaine maximal sur lequel laarte exponentielle expx est bijetive est don l'ouvert qui est à (( l'intérieur )) du lieu de oupuretangentiel :
D(x) = {t.∂v ave t ∈ [0, to) où t0.∂v ∈ C(x)}Ave ette dénition, il est aisé de voir que e domaine D(x) est onnexe et étoilé par rapportà l'origine de l'espae tangent TxM. Cependant, la propriété sans doute la plus importante est quel'image de e domaine par l'appliation exponentielle ouvre toute la variété M à l'exeption dulieu de oupure: expx(D(x)) =M−C(x), et le segment de droite de 0 à ∂v ∈ D(x) est transformé enl'unique géodésique joignant x à y = expx(∂v). De plus, la frontière de C(x) = ∂D(x) est ontinue etest onstituée d'un ensemble dense de points où plusieurs géodésiques minimisantes se renontrent.En utilisant un système de oordonnées loales pour donner une base à l'espae vetoriel tangent,on a don obtenu une arte (expx,D(x)) entrée en x ('est-à-dire telle que expx(0) = x), dont le
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Fig. 3.6  Carte exponentielle et lieu de oupure sur la sphère S2. La géodésique γ(x,v)(t) part du point
x ave le veteur tangent v. Cette géodésique est un grand erle sur la sphère et une droite passantpar 0 dans la arte exponentielle. Le lieu de oupure de x est onstitué de son point antipodal x : onpeut y arriver depuis x par n'importe quel ar de grand erle de longueur π. Le lieux de oupuretangentiel est don le erle de rayon π sur lequel tous les points sont identiés à x. Si l'on onsidèremaintenant que la sphère S2 est une représentation de l'espae projetif P2, le lieux de oupure de
(x, x) est l'équateur de es deux points sur la sphère (en pointillés), et le lieux de oupure tangentieldans la arte exponentielle est le erle de rayon π/2 sur lequel les points antipodaux sont identiés.domaine est onnexe et étoilé, et qui ouvre toute la variété modulo l'identiation de ertainspoints sur le bord (le lieu de oupure tangentiel) :
D(x) ∈ Rn ←→ M− C(x)
−→xy = logx(y) ←→ y = expx(−→xy)Exemples: Sur la sphère Sn (de entre 0 et de rayon 1) ave la métrique riemannienne anonique(induite par l'espae eulidien ambiant Rn+1), les géodésiques sont les grands erles, et le lieu deoupure d'un point x est son point antipodal −x. La arte exponentielle est obtenue en faisantrouler la sphère sur l'espae tangent et le domaine de dénition maximal est don la boule ouverte
D = Bn(π). Le bord de e domaine est la sphère ∂D = Sn−1(π) où tous les points sont identiés (etreprésentent le point antipodal).Si nous onsidérons l'espae projetif réel Pn obtenu en identiant les points antipodaux de lasphère Sn (que l'on suppose de rayon 1), les géodésiques sont une fois de plus les grands erles surette sphère, mais le lieu de oupure du point {x,−x} est ette fois-i l'espae projetif Pn−1 obtenuen identiant les points antipodaux de (( l'équateur )) de x ou −x. Le domaine de dénition maximalest alors la boule ouverte D = Bn(π2 ), et le lieu de oupure tangentiel est la sphère ∂D = Sn−1(π2 )où les points antipodaux sont identiés.
3.5. Métrique riemannienne 673.5.2.7 Symétrie des artes exponentiellesSoit γ la géodésique joignant le point y ∈ M au point z en un temps unitaire (on suppose que
z n'est pas sur le lieu de oupure de y ). Si l'on note ∂−→yz = logy(z) le veteur tangent en t = 0, lagéodésique est dérite par γ(t) = expy(t.∂−→yz). En fait, on peut observer que le veteur tangent àette géodésique est onstant le long du trajet, et on a en partiulier ∂γ(1) = ∂γ(0) = ∂−→yz.Considérons maintenant la géodésique δ(t) = γ(1 − t), 'est la géodésique qui joint z à y enun temps unitaire et elle a don pour veteur tangent (en t = 0 et ailleurs) ∂−→zy. Par ailleurs, on a
∂δ(t) =
dγ(1−t)
dt = −∂γ(1− t). On obtient don la formule de symétrie suivante :
∂−→yz = logy(z) = logz(y) = −∂−→zy (3.21)Cette équation permettra non seulement de simplier nombre de formules par la suite, maisaussi de montrer la symétrie de ertaines dénitions ou, plus prosaïquement, de vérier la préisionnumérique de l'implémentation des opérations de base.3.5.3 Métrique riemannienne invariante sur un groupe de Lie onnexe3.5.3.1 Translation à gauhe et à droiteDans un groupe de Lie, nous avons deux moyens anoniques de omparer les espaes tangentsen diérents points qui sont donnés par la omposition à gauhe ou à droite par un élément xe.Dans le voabulaire traditionnel des groupes de transformations, es appliations portent de nomde translations.Les translations à gauhe et à droite de transformation xe g sont les appliations Lg et Rgdénies par
Lg(f) = g ◦ f et Rg(f) = f ◦ gOn peut failement omposer et inverser les translations :
(Lg)
(-1) = Lg(-1) et Lf1(Lf2(f)) = f1 ◦ f2 ◦ f = Lf1◦f2(f)Les formules sont similaires pour la translation à droite.On peut diérenier es appliations pour obtenir les appliations linéaires L∗g et R∗g de l'espaetangent TfG vers les espaes tangents T(g◦f)G et T(f◦g)G. En eet, si l'on onsidère la transformation fomme un point mobile f(t) le long d'une ourbe, alors le veteur vitesse ∂f = dfdt de l'espae tangent




et R∗g(f) = ∂(f ◦ g)∂f3.5.3.2 Métrique riemannienne invariante à gauhe et à droiteLes translations à gauhe et à droite onstituent don deux moyens anoniques d'identier lesespaes vetoriels tangents en diérents points du groupe. Ainsi, si ∂vf ∈ TfM est un veteur tangentde TfM, ∂v = (L∗f ( Id))(-1).∂vf est un veteur tangent à l'origine. En reprenant les notations de lasetion (3.3) utilisées pour la mesure de Haar, on érira ette équation dans une arte quelonque :
v = JL(f)




68 Outils de base sur les primitives géométriques Chap. 3Si l'on hoisit maintenant une produit salaire quelonque 〈. | .〉 sur l'espae tangent à l'origine,aratérisé par la matrie symétrique Q dans notre arte, on peut le transporter en tout point dugroupe grâe à la translation à gauhe (il en serait de même à droite) : si ∂x1 et ∂x2 sont deuxveteurs de l'espae tangent TfM en f, leur transport à l'origine est assuré par l'équation i-dessuset on peut dénir le produit salaire sur TfM (exprimé dans notre arte) par
〈x1 | x2 〉f =
〈
JL(f)
(-1).x1 ∣∣ JL(f)(-1).x2 〉e qui se traduit sur les matries symétriques orrespondantes par
Q(f) = JL(f)
(-T).Q.JL(f)(-1) (3.22)3.5.3.3 Mesure riemannienne invarianteL'élément de volume assoié à ette métrique riemannienne est
dG(f) =
√
|Q(f)|.df = λ. df|JL(f)|e qui est justement le mesure de Haar invariante à gauhe déterminée à la setion (3.3), où lefateur d'éhelle λ =√|Q| s'interprète omme la mesure de la déformation de l'élément de volumeunitaire à l'origine de la métrique par rapport à la représentation minimale que l'on utilise.3.5.3.4 Détermination des géodésiquesPar dénition, notre métrique est invariante à gauhe et les géodésiques sont don globalementinvariantes par es translations (i.e. une géodésique reste une géodésique). Plus préisément, si γ(f,∂v)est une géodésique partant de f ave le veteur tangent ∂v , alors g ◦ γ(f,∂v) = γ(g◦f,L∗g(f).∂v) est aussiune géodésique. On peut don se ontenter de déterminer les géodésiques partant de l'identité etaluler ensuite les géodésiques partant de n'importe quel point par translation à gauhe.Au passage, on pourra noter que si le groupe est ompat (omme par exemple le groupe desrotations), alors il existe une métrique invariante à droite et à gauhe et que les géodésiques deette métrique partant de l'identité sont les sous-groupes à un paramètre. On peut alors utiliserl'équation suivante pour déterminer les géodésiques partant de l'origine :
∀(s, t) ∈ R2, γ(s+ t) = γ(s) ◦ γ(t) = γ(t) ◦ γ(s)Cette équation est souvent plus faile à résoudre que le système d'équations diérentielles du seonddegré mais n'est valide que pour un groupe ompat et est généralement fausse pour une groupeseulement loalement ompat (omme les transformations rigides par exemple).On suppose à partir de maintenant que l'on a déterminé les géodésiques pour la métrique inva-riante à gauhe, et que le groupe est géodésiquement omplet.3.5.3.5 Carte prinipaleOn appelle arte prinipale la représentation exponentielle à l'identité. Pour simplier les nota-tions, on notera log = log Id et exp = exp Id les appliations faisant passer du groupe G à l'espaetangent TM en l'identité et D le domaine dans et espae limité par le lieu de oupure tangentiel.
3.5. Métrique riemannienne 69En utilisant la base de TM induite par la arte f dans laquelle on a déterminé les géodésiques, eten omettant pour simplier les indies de référene à l'identité, la arte prinipale est donnée par :
D ∈ Rn ←→ G − C
~f = log(f) ←→ f = exp(~f) = γ( Id,~f)(1)
(3.23)Pour éviter d'avoir à utiliser plusieurs artes dans l'implémentation informatique, nous étendronsette orrespondane à tout le groupe G en identiant au besoin ertains points sur le lieu de oupuretangentiel.Puisque ette arte ouvre (presque) toute la variété, on peut y aluler sans problème la om-position et l'inversion de transformations :
~f1 ◦~f2 ≡ log(f1 ◦ f2) = log(exp(~f1) ◦ exp(~f2))
~f(-1) ≡ log(f(-1)) = log(exp(~f)(-1))ainsi que les diérentielles de es fontions de base. En partiulier, on peut aluler l'expression dela métrique dans ette arte :
Q(~f) = JL(~f)
(-T).Q.JL(~f)(-1) ave JL(~f) = ∂(~f ◦~e)
∂~e
∣∣∣∣∣
~e= Id=0Notons que nous avons obtenu toutes les distanes riemanniennes invariantes à gauhe sur legroupe G, paramétrées par le hoix de la matrie symétrique Q. Comme elle-i est de plus déniepositive (ses valeurs propres sont stritement positives), on peut la diagonaliser sous la forme Q =
RT.Λ2.R, où la matrie diagonale Λ rassemble les raines arrées des valeurs propres. La matriearrée A = Λ.R est alors appelée raine arrée deQ et permet de se ramener sans perte d'informationau as de la métrique eulidienne anonique : si ~f ′ = A.~f et que l'on retaille le domaine de dénitionen onséquene, toutes les propriété de la arte exponentielle sont onservées mais on a maintenant
Q′ = Id.3.5.3.6 Cartes exponentiellesSoit γ( Id,∂~f) une géodésique. On sait que γ(0) = Id et γ(1) = f. Si nous translatons maintenantette géodésique par g, nous obtenons :
δ = g ◦ γ( Id,∂~f) = γ(g,L∗g( Id).∂~f )ave δ(0) = g et δ(1) = g ◦ f. En reprenant la dénition de la fontion exponentielle, on obtientdon expg(L∗g( Id).∂~f) = g ◦ exp(∂~f). En notant v = JL(~g).~f, ei s'exprime dans la base induite parla arte prinipale 9, par :
exp~g(v) = g ◦ exp(JL(~g)(-1).v) (3.24)En prenant maintenant v = JL(~g).(~g(-1) ◦~f), on obtient :
−→
gf = log~g(f) = JL(~g).(~g
(-1) ◦~f) (3.25)9. Il faut faire bien attention que les bases induites sur les espaes tangents par la arte f d'origine et la arteprinipale ~f ne se orrespondent a priori qu'à l'identité. Les expressions obtenues pour les artes exponentielles end'autres points sont don diérentes si l'on utilise la base induite par l'une ou l'autre arte.
70 Outils de base sur les primitives géométriques Chap. 33.5.3.7 DistaneLa distane entre deux transformations f et g est la longueur de la géodésique minimisante entrees deux points. Par dénition de l'appliation logarithmique, une telle géodésique part de f ave leveteur tangent −→fg = log~f(g) (ou de manière symétrique à partir du point g), et la distane est lalongueur de e veteur évalué ave la métrique au point f :dist(f, g)2 = ‖ log~f(g)‖2~f = −→fgT.Q(~f).−→fgEn ombinant ave l'équation de la métrique (3.22) et l'expression (3.25), ela se traduit dans laarte prinipale par : dist(f, g)2 = (~f(-1) ◦~g)T.Q.(~f(-1) ◦~g) = ‖~f(-1) ◦~g‖2Id (3.26)La dénition de notre (( norme )) (ou distane à l'identité) NL de la setion (3.4.3) est don :
NL(f)
2 =~fT.Q.~f = ‖~f‖2Id (3.27)3.5.3.8 Identités remarquablesThéorème 3.1 Dans la arte prinipale, on a les relations suivantes :





.Q.~f(-1) = Q.~f (3.29)Ces relations s'expriment de manière plus générale par :





.Q.(~f(-1) ◦~g) = (∂(~g(-1) ◦~f)
∂~f
)T
.Q.(~g(-1) ◦~f) (3.31)Preuve : La géodésique γ( Id,~f) = exp(t.~f) va de l'identité au point f en un temps unité et s'exprimedans la arte prinipale par γo(t) = t.~f . Considérons la la géodésique inverse : δ(t) = γ(1 − t). Elles'exprime dans la arte prinipale par δo(t) = (1 − t).~f et va de δ(0) = f à l'identité δ(1) = Id et aune longueur unité. Elle a don un veteur tangent δ̇o onstant et égal à −→f Id = JL(~f).~f(-1) dans la arteprinipale. Par ailleurs, le alul diret à partir de l'équation de la géodésique montre que δ̇o = −~f. Onobtient don la première parie de l'identité remarquable (3.28) :
JL(~f).~f
(-1) = −~fObservons également que la géodésique α(t) =~f(-1) ◦ γ(1− t) va de l'origine au point ~f(-1) en un tempsunitaire. Elle a don pour veteur tangent dans la arte prinipale α̇ =~f(-1). Or, le alul diret donne :
α̇(1) =










(-1)).~fOn obtient don au nal la seonde partie de (3.28)
~f(-1) = −JL(~f)(-1).~f = −JL(~f(-1)).~fEn remplaçant maintenant la transformation générique ~f par (~f(-1) ◦ ~g) (qui est bien l'expression de latransfo (f(-1) ◦ g) dans la arte prinipale), on obtient la relation (3.30).Une seonde identité remarquable provient de la distane invariante : dist(f, Id) = dist( Id, f(-1)), equi s'exprime dans la arte prinipale par
‖~f‖2Id =~f
T.Q.~f =~f(-T).Q.~f(-1) = ‖~f(-1)‖2Id
3.5. Métrique riemannienne 71La dérivation de ette égalité donne :
∂‖~f‖2Id
∂~f
= 2.~fT.Q = 2.~f(-T).Q.∂~f(-1)




(-1)).JR(~f)(-1) = −JR(~f(-1)).JL(~f)(-1)De la même façon, la dérivation dedist(f, g) = dist(f(-1) ◦ g, Id) = dist( Id, g(-1) ◦ f)dans la arte prinipale donne l'identité (3.31). Il est important de noter que les résultats obtenus dans ette setion onernant la distane etles identités remarquables ne sont valables que dans la arte prinipale et sont en général faux dansune autre représentation du groupe.3.5.4 Métrique riemannienne invariante sur une variété homogène onnexeDans ette setion, la représentation utilisée pour le groupe n'a guère d'importane. Nous érironsdon diretement les transformations en temps qu'éléments du groupe.3.5.4.1 Métrique riemannienne invariantePour omparer les espaes tangents à TM l'origine et TxM au point x, nous avons ette fois-itout un ensemble de transformations fx ∈ Fx. En hoisissant une fontion de plaement fx, onpeut transformer le veteur ∂v ∈ TM de l'espae tangent à l'origine en un veteur ∂vx ∈ TxMtangent au point x. Dans un système de oordonnées loales, ei s'exprime par :
vx = J(fx).v ave J(fx) = ∂(fx ⋆ e)
∂e
∣∣∣∣
e=oCette formule peut être utilisée dans l'autre sens pour dénir sur haque espae tangent TxM unproduit salaire par translation du produit salaire à l'origine :
〈y1 | y2 〉x =
〈
J(fx)
(-1).y1 ∣∣ J(fx)(-1).y2 〉 ave J(fx) = ∂(fx ⋆ e)
∂e
∣∣∣∣
e=oe qui se traduit sur l'expression loale de la métrique par
Q(x) = J(fx)
(-T).Q.J(fx)(-1) (3.32)Une ondition néessaire pour avoir une métrique invariante est évidemment la stabilité de etteexpression par rapport au hoix de la fontion de plaement fx, e qui se réduit à l'invariane de lamétrique à l'origine Q par l'ation du groupe d'isotropie H :
∀h ∈ H J(h)T.Q.J(h) = Q (3.33)Le produit salaire 〈. | .〉x est dans e as une fontion ontinue de x : notre olletion de produitssalaires est don une métrique invariante et la ondition i-dessus est susante.
72 Outils de base sur les primitives géométriques Chap. 33.5.4.2 Mesure riemannienne invarianteS'il existe une distane invariante, l'élément de volume innitésimal assoié est donné par :
dM(x) =
√
|Q(x)|.dx = λ. dx|J(fx)|
ave λ =√|Q| et fx ∈ FxCette mesure est justement la mesure invariante déterminée à la setion (3.3.4). Notons de plusqu'en prenant le déterminant de l'équation d'existene (3.33) on obtient la ondition |J(h)| = 1, equi était la ondition d'existene pour une mesure invariante.Cependant nous avons ii une ontrainte plus faible : l'existene d'une distane invariante im-plique elle d'une mesure invariante, mais il peut exister une mesure invariante sans qu'il n'y ait dedistane invariante.3.5.4.3 Carte prinipaleComme dans le as des groupes de Lie, on suppose que nous avons pu déterminer l'expressiondes géodésiques à partir d'une arte x et vérier que la variété est géodésiquement omplète. Ondénit alors la arte prinipale omme la représentation exponentielle de la variété à l'origine :
D ∈ Rn ←→ M− C
~y = log(y) ←→ y = exp(~y) = γ(o,~y)(1)
(3.34)où D est le domaine délimité par le lieu de oupure tangentiel ∂D = C(o). Pour des raisons d'implé-mentation pratique, on étendra ii aussi ette orrespondane à toute la variété, en identiant aubesoin des points sur le lieu de oupure tangentiel. On peut alors dénir l'ation d'une transforma-tion dans la arte prinipale :
f ⋆~x ≡ log(f ⋆ x) = log(f ⋆ exp(~x))ainsi que la diérentielle de ette fontion. En partiulier, on peut aluler l'expression de la métriquedans ette arte :
Q(~x) = J(f~x)
(-T).Q.J(f~x)(-1) ave J(f~x) = ∂(f~x ◦~e)
∂~e
∣∣∣∣
~e=o=03.5.4.4 Distane invariante et ation du groupe d'isotropieComme les géodésiques partant de l'origine (les droites passant par zéro) sont transformées parune transformation h du groupe d'isotropie H en géodésiques partant de l'origine, l'ation d'unetelle transformation est linéaire et s'exprime dans la arte prinipale par :
h ⋆~x = J(h).~xPar ailleurs, l'ensemble de toutes les métriques invariantes surM est paramétré par les matriessymétriques dénies positives vériant l'équation (3.33) :
∀h ∈ H J(h)T.Q.J(h) = Qoù J(h) est ii exprimé dans la arte prinipale.On peut diagonaliser une telle matrie Q sous la forme Q = UT.Λ2.U , où la matrie diagonale
Λ rassemble les raines arrées des valeurs propres. En notant A = Λ.U et en faisant le hangement
3.5. Métrique riemannienne 73de repère ~y = A.~x, on obtient une nouvelle arte exponentielle à l'origine (de domaine Dy = A.Dx)ave la métrique anonique.La ondition d'invariane dans ette nouvelle arte est maintenant Jy(h)T.Jy(h) = Id, e quiimplique que Jy(h) = Rh soit une matrie orthogonale (une matrie de rotation ou rotation plussymétrie). Le groupe d'isotropie H est don un sous-groupe du groupe orthogonal On. Si de plus ilest onnexe, alors le déterminant ne peut pas passer ontinûment de +1 (le déterminant de l'identité)à -1 et on a dans e as H ⊂ SOn ar Id ∈ H.Théorème 3.2 (Orthogonalité du groupe d'isotropie)S'il existe une métrique invariante sur M, alors l'ation du groupe d'isotropie H exprimée dans laarte prinipale retiée ~y (ave ~y = A.~x où A est une raine arrée de Q = AT.A) est orthogonale :
∀h ∈ H, ∃Rh ∈ On / ∀y ∈M : h ⋆ ~y = Rh.~ySi H est de plus onnexe, alors l'ation est une pure rotation n-D.3.5.4.5 Cartes exponentiellesAve l'invariane des géodésiques par l'ation des transformations, et en hoisissant une fontionde plaement fx ∈ Fx, on peut failement exprimer la arte exponentielle au point x. Si −→xy est unveteur tangent de TxM exprimé dans la base induite par la arte prinipale, on a :
exp~x(
−→xy) = f~x ⋆ exp(J(f~x)(-1).~y)On obtient alors la fontion inverse par
−→xy = log~x(y) = J(f~x).(f(-1)~x ⋆ ~y) (3.35)Ces fontions sont indépendantes de la fontion de plaement fx hoisie. En eet, si f ′x est uneautre fontion de plaement, alors il existe une pour haque primitive x une transformation hx telleque : f ′x = fx ◦ hx (ar f ′x et fx sont deux éléments de Fx). On a don : J(f ′~x) = J(f~x).J(h~x). Commel'ation du groupe d'isotropie sur la arte prinipale est linéaire, on a f ′(-1)~x ⋆~y = J(h~x)(-1).(fx ⋆~y) etdon :
−→xy = log~x(y) = J(f~x).(f(-1)~x ⋆ ~y) = J(f ′~x).(f ′(-1)~x ⋆ ~y)L'invariane de l'exponentielle est similaire.3.5.4.6 DistaneExatement omme pour le groupe de Lie, la distane s'exprime dans la arte prinipale pardist(x, y)2 = ‖ log~x(y)‖2~x = −→xyT.Q(~x).−→xy = (~f(-1)~x ⋆ ~y)T.Q.(~f(-1)~x ⋆ ~y) (3.36)La dénition de notre norme N , ou distane à l'origine, de la setion (3.4.2) est don dans la arteprinipale :
N(x)2 = ~xT.Q.~x = ‖~x‖2o (3.37)L'ensemble des distanes invariantes sur la variété est ette fois-i paramétré par les matriessymétriques dénies positives Q vériant l'équation (3.33), et omme pour les transformations onpeut se ramener sans perte d'information au as de la métrique eulidienne anonique Q′ = Id parle hangement de arte ~y = A.~x
74 Outils de base sur les primitives géométriques Chap. 33.5.4.7 Identités remarquablesThéorème 3.3 Dans la arte prinipale, on a les relations suivantes :





.Q.(f (-1)~z ⋆~o) = Q.~z (3.39)Ces relations s'expriment de manière plus générale par :
(f (-1)~x ⋆ ~y) = −∂(f (-1)~x ⋆ ~y)∂~y .J(f~y).(f (-1)~y ⋆~x) = −J(f~x)(-1).(∂(f (-1)~y ⋆~x)∂~x )(-1) .(f (-1)~y ⋆~x) (3.40)
−→xy = −J(f~x).













.Q.(f (-1)~y ⋆~x) = (∂(f (-1)~x ⋆ ~y)∂~y )T .Q.(f (-1)~x ⋆ ~y) (3.42)Preuve : La géodésique γ(o,~x) = exp(t.~x) va de l'origine au point x en un temps unité et s'exprime dansla arte prinipale par γo(t) = t.~x. Considérons la géodésique inverse : δ(t) = γ(1 − t). Elle s'exprimedans la arte prinipale par δo(t) = (1 − t).~x et va de δ(0) = x à l'origine δ(1) = o et a une longueurunité. Elle a don un veteur tangent δ̇o onstant et égal à −→xo = J(f~x).(f (-1)~x ⋆o) dans la arte prinipale.Par ailleurs, la dérivation de son équation lui attribue un veteur tangent égal à −~x. On obtient donla première partie de l'identité remarquable (3.38) :
−→xo = J(f~x).(f
(-1)

















~x ).~xOn obtient don au nal la seonde partie de (3.38)















∂((h(-1) ◦ f (-1)~y ◦ f~x) ⋆ e)
∂e
= J(h)(-1). ∂(f (-1)~y ⋆ ~x)
∂~x
.J(f~x)D'un autre té, puisque l'ation de h est ane dans la arte prinipale, on a :
f
(-1)
~z ⋆ o = h
(-1) ⋆ (f (-1)~y ⋆ ~x) = J(h)(-1).(f (-1)~y ⋆ ~x)On a don
−~z = J(f~z).(f
(-1)











(-1).(f (-1)~z ⋆ o) = J(f~x)(-1). ∂(f (-1)~y ⋆ ~x)∂~x !(-1) .(f (-1)~y ⋆ ~x)e qui donne en reportant dans −→zo = −~z les identités remarquables (3.40) et (3.41).
3.6. Résumé 75La distane invariante nous fournit ette fois-i dans la arte prinipale :
~zT.Q.~z = dist(z, o) = dist(o, f (-1)z ⋆ o) = (f (-1)~z ⋆~o)T.Q.(f (-1)~z ⋆~o)La dérivation de ette égalité nous donne l'identité remarquable (3.39). De même la dérivation dedist(x,y) = dist(f (-1)x ⋆ y, o) = dist( Id, f (-1)y ⋆ x)par rapport à ~y dans la arte prinipale donne l'identité (3.42). Ces identités remarquables vont non seulement nous permettre de simplier les aluls symbo-liques, mais aussi de les vérier et de tester la préision numérique de leur implémentation. Nousavons ainsi vérié ave notre bibliothèque 100000 fois es relations pour haque type de primitive(repères, repères semi et non-orientés, points, voir hapitre 7), en tirant les primitives x et y demanière uniforme dans un volume 512x512x512, et sans que la diérene ne dépasse 10−10. Sur es100000 essais, seulement 20 en moyenne ont une erreur qui dépasse 10−12.3.6 RésuméNous avons formalisé dans e hapitre les primitives géométriques omme des variétés dié-rentielles sur lesquelles agissent un groupe de Lie. Cette formulation met en avant 3 opérationsfondamentales : la omposition et l'inversion au sein du groupe, et l'ation du groupe sur la variété.En fatorisant les aratéristiques invariantes de nos primitives, on peut onsidérer notre variétéomme le produit de la variété des invariants unaires, sur laquelle le groupe n'agit pas, et unevariété homogène, entièrement soumise à l'ation du groupe.On développe alors un ensemble d'outils mathématiques pour travailler sur ette variété homo-gène en aord ave l'ation du groupe. On détermine ainsi les onditions d'existene et l'expressiond'une mesure uniforme ou invariante sur le groupe et la variété, puis les aratéristiques d'unedistane invariante. Ce n'est toutefois qu'en formalisant ette ontrainte en terme de géométrieriemannienne que nous pouvons développer les onditions d'existene et l'expression d'une telledistane. Ces développements nous fournissent au passage une représentation très spéique quenous appelons arte prinipale, et que l'on peut onsidérer omme le développement de la variété lelong de ses géodésiques dans l'espae vetoriel tangent à l'origine. Cette représentation permet uneexpression simple de la distane invariante et prendra une importane apitale au hapitre suivantpour aratériser l'espérane d'une primitive aléatoire et permettre la dénition d'une matrie deovariane. Un résumé des formules importantes en pratique sera fourni par le hapitre 6.
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Chapitre 4
Probabilités sur les primitivesgéométriques
 Ainsi, joignant la rigueur des démonstrations de la siene àl'inertitude du hasard, et oniliant es hoses en apparene ontraires,elle peut, tirant son nom des deux, s'arroger à bon droit e titre stupéant :La Géométrie du Hasard. B. Pasal, Adresse à l'Aadémie Parisienne.La mesure invariante du hapitre préédent nous permet de résoudre des problèmes impliquantune distribution uniforme des primitives. Pour pouvoir gérer orretement les erreurs de mesuresur nos primitives géométriques, nous devons plutt utiliser des distribution entrées autour de laprimitive exate. Nous introduisons don tout d'abord la notion de primitive aléatoire, dont nouspouvons aratériser la distribution par une densité de probabilité basée sur la mesure invariante.Nous examinons également à la setion (4.1) la propagation de es densités par les opérations debase (omposition, inversion d'une transformation et ation du groupe sur la variété).Nous avons vu qu'on obtient une approximation eae de la densité en ne onservant que lamoyenne et la ovariane. Le problème que nous attaquerons à la setion (4.2) sera de dénir la notionde moyenne sur une variété, indépendante de la représentation utilisée et de préférene ohérenteave l'ation du groupe. Un seond problème, envisagé à la setion (4.3) est la aratérisation etl'obtention de la moyenne ainsi dénie. La setion suivante sera onsarée à la dénition de lamatrie de ovariane, ainsi qu'à sa propagation, et la dernière setion montrera très rapidementomment on peut utiliser toute ette artillerie pour gérer plusieurs primitives ou transformationsaléatoires simultanément.
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78 Probabilités sur les primitives géométriques Chap. 44.1 Densité de probabilité d'une primitive aléatoire Comment oser parler des lois du hasard?Le hasard n'est-il pas l'antithèse de toute loi? J. Bertrand, Calul des probabilités, 19074.1.1 Primitive aléatoireSi nous reprenons la struture du hapitre 2, nous n'avons pas besoin de touher à la notiond'espae probabilisé, de tribu d'événements et de mesure de probabilité. En bref, la setion (2.2.1)reste d'atualité.Maintenant, au lieu de onsidérer que nous mesurons des variables ou des veteurs qui sontfontion des événements de l'espae probabilisé d'origine Ω, nous nous intéressons à des mesures àvaleur dans une variété M (rappelons que les groupes que nous utilisons sont aussi des variétés).Soit ω ∈ Ω un événement élémentaire. On appelle primitive aléatoire une fontion (borélienne)
x = x(ω) de Ω dansM. Comme dans le as vetoriel, on peut faire abstration de l'espae d'origine
Ω et travailler ave la mesure de probabilité induite sur l'espae de mesure, en l'ourrene la variété
M.On supposera par défaut dans la suite de ette setion que M est homogène et possède unemesure invariante notée dM. Dans le as d'un groupe de Lie G, on le supposera loalement ompat,auquel as il possède toujours une mesure invariante à gauhe dLG.4.1.2 Dénition de la densité de probabilitéOn note A la tribu borélienne de la variété M (engendrée par la lasse des ouverts). On ditque la primitive aléatoire x possède ou suit une densité de probabilité p (fontion réelle positiveintégrable 1) si :
∀X ∈ A, Pr(x ∈ X ) =
∫
X










V(X ) (4.2)où V(X ) peut être onsidéré omme le volume de l'ensemble X .Les densités se dénissent de manière similaire pour un groupe de transformation G. On peutependant utiliser la mesure invariante à gauhe où à droite, qui sont diérentes si le groupe n'estpas uni-modulaire. Comme le groupe agit à droite, nous supposons dans la suite que la densité estdénie en utilisant la mesure invariante à gauhe.1. Les fontions à support ompat sont en partiulier intégrables.
4.1. Densité de probabilité d'une primitive aléatoire 794.1.3 Densité dans une représentationSoit px la densité d'une primitive aléatoire x. Si x = π(x) est une représentation de la variété(dénie presque partout pour simplier), on obtient un veteur aléatoire x = π(x), dont la densité
ρx est maintenant dénie par la mesure de Lebesgue dx à la plae de la mesure invariante dM(x).En inorporant l'expression de la mesure invariante obtenue à l'équation (3.10), la probabilité pourque x soit dans un ensemble X est











ρx(y).dy = Pr(x ∈ π(X ))où J(fy) est le jaobien de l'ation de fy ∈ Fy sur l'origine. Par dénition, la densité du veteuraléatoire x est don (en se limitant au domaine de dénition de la arte : y ∈ D) :
ρx(y) = px(y)|J(fy)| (4.3)Notons que la densité px que nous avons dénie pour une primitive aléatoire x ne dépend pasde la arte utilisée pour la variété, e qui n'est absolument pas le as de la densité ρx du veteuraléatoire x la représentant : si x1 = π1(x) et x2 = π2(x) sont deux représentations diérentes de lavariété, les jaobiens sont généralement diérents et on a :
ρx1(π1(x)) 6= ρx2(π2(x))4.1.4 Propagation d'une densitéNous examinons ii le as d'une seule primitive ou transformation aléatoire soumise aux opéra-tions géométriques de base.Théorème 4.1 (Ation d'une transformation xe sur une primitive aléatoire)Soit x une primitive aléatoire de densité px et f ∈ G une transformation xe. Alors la densité de laprimitive aléatoire f ⋆ x est
p(f⋆x)(y) = px(f
(-1) ⋆ y) (4.4)Preuve : La probabilité que y = f ⋆ x soit dans un ensemble Y est
P (f ⋆ x ∈ Y) = P (x ∈ f(-1) ⋆ Y) = Z
(f(-1)⋆Y) px(z).dM(z)e qui donne ave le hangement de variable z = f(-1) ⋆ y, et puisque dM est la mesure invariante,




(-1) ⋆ y).dM(y)On obtient l'équation (4.4) ave la dénition de la densité. Rappelons que le module ∆G(g) du groupe quantie par diérene entre la mesure invariante àdroite et la mesure invariante à gauhe : dLG(g) = ∆G(g).dRG(g) (voir setion 3.3.2). A moins que legroupe ne soit uni-modulaire, la omposition d'une transformation aléatoire par une transformationxe onduit à des densités diérentes suivant que l'on ompose à gauhe ou à droite. Nos densitéssont eetivement dénies par la mesure invariante à gauhe, qui n'est généralement pas invarianteà droite.Théorème 4.2 (Translation d'une transformation aléatoire)Soit f une transformation aléatoire de densité pf , et fo une transformation xe. La densité de gl =
fo ◦ f , la translation à gauhe de f , est obtenue (ave la même preuve que préédemment) par
p(fo◦f)(g) = pf (f
(-1)
o ◦ g) (4.5)
80 Probabilités sur les primitives géométriques Chap. 4La densité de la translation à droite gr = f ◦ fo est quant à elle :
p(f◦fo)(g) =
∆G(g ◦ f(-1)o )
∆G(g) .pf (g ◦ f
(-1)
o ) (4.6)Preuve : La probabilité que gr soit dans un ensemble Y ⊂ G est :










′)Ave le hangement de variable f ′ = g ◦ f(-1)o , on obtient
Pr((f ◦ fo) ∈ Y) =
Z
Y
pf (g ◦ f
(-1)






∆G(g ◦ f(-1)o ).pf (g ◦ f(-1)o ).dRG(g ◦ f(-1)o )Maintenant, puisque dRG est la mesure invariante à droite, on peut simplier et revenir à la mesureinvariante à gauhe :
Pr((f ◦ fo) ∈ Y) =
Z
Y








.pf (g ◦ f
(-1)




pf (fy ◦ h).dH(h) (4.7)Preuve : La probabilité que x = f ⋆ o soit dans un ensemble X ∈ M est donnée par
Pr(f ⋆ o ∈ X ) =
Z
FX
pf (g).dG(g) ave FX = {g ∈ G / g ⋆ o ∈ X}Si fx est un représentant de Fx, l'ensemble des transformations FX est don FX = {fx◦h/x ∈ X , h ∈ H}.La probabilité i-dessus s'érit don
Pr(x ∈ X ) =
Z
X ,H





pf (fx ◦ h).dH(h)





p(f◦fx)(fy ◦ h).dH(h) =
∫
H
∆G(fy ◦ h ◦ f (-1)x )
∆G(fy ◦ h)
.pf (fy ◦ h ◦ f (-1)x ).dH(h) (4.8)4.1.5 Algèbre des densités des primitives et transformations aléatoiresNous avons vu omment la densité se propageait si une transformation ou une primitive étaitaléatoire. La question est maintenant de propager les densités si tous les éléments sur lesquels on





(-1) ◦ f).dLG(g) (4.9)Preuve : Soit F ⊂ G un ensemble de transformations. L'ensemble A des ouples (g1, g2) tels que
g1 ◦ g2 ∈ F peut s'érire de deux façons :
(1) A =
n






(g1, g2) / g2 ∈ G , g1 ∈ F ◦ g
(-1)
2
oEn utilisant la première formulation, la probabilité pour que f = f1 ◦ f2 soit dans l'ensemble F est






























dLG(g2)Nous avons don obtenu la densité reherhée. En utilisant la seonde formulation de l'ensemble A, ona :








































(-1)).pf2(g).dLG(g)Cependant, on doit noter que le hangement de variable g1 = g ◦ g(-1)2 nous ramène à la première formede la densité. Analogie ave le produit de onvolution On doit noter l'analogie remarquable de la formule(4.9) ave le produit de onvolution lassique obtenu pour l'addition de deux veteurs aléatoires de
Rn. Rappelons la formule (2.11) : la densité du veteur aléatoire z = x+ y est donné par le produitde onvolution
p(x+y)(z) = px ⊛ py(z) = ∫Rn px(t).py(z − t).dtCette formule peut être trouvée omme un as partiulier de l'équation (4.9) dérivée i-dessus :onsidérons le groupe des translations de Rn. On trouve que la mesure invariante à gauhe (et àdroite dans e as) est dLG(f) = df (f est ii un veteur de translation), et omme l'inversion et laomposition s'érivent g(-1) = −g et f ◦ g = f + g, on obtient :
p(f1+f2)(f) = ∫Rn pf1(g).pf2(f − g).dgThéorème 4.6 (Inversion d'une transformation aléatoire)Soit f une transformation aléatoire de densité pf . La densité de la transformation inverse s'exprime
82 Probabilités sur les primitives géométriques Chap. 4en utilisant le module du groupe :
pf (-1)(g) = ∆G(g(-1)).pf (g(-1)) (4.10)Preuve : La première étape est de déterminer la relation entre dLG(g(-1)) et dLG(g). En supposantque l'on soit dans un système de oordonnées loales, on a d(g(-1)) =  ∂g(-1)∂g  .dg, et don :
dLG(g
(-1)) = ∂g(-1)∂g  . |JL(g)||JL(g(-1))| .dLG(g)D'un autre té, on a :
JR(g














e= IdMais le dernier termes est la matrie identité, et la première formule se simplie don en
dLG(g
(-1)) = |JR(g(-1))|
|JL(g(-1))| .dLG(g) ⇐⇒ dLG(g(-1)) = ∆G(g(-1)).dLG(g)Maintenant, soit f une transformation aléatoire de densité pf , et F un ensemble de transformations :








∆G(g(-1))pf (g(-1)).dLG(g)Cei donne la densité proposée. Théorème 4.7 (Ation d'une transformation aléatoire sur une primitive aléatoire) Soit





(-1) ⋆ y).dLG(g) (4.11)On peut enore noter la similarité ave un produit de onvolution. L'analogie serait plutt ettefois-i l'ation d'un veteur de translation aléatoire à un point aléatoire.Preuve : Soit X un ensemble de primitives. L'ensemble A des ouples (f, x) tels que f ⋆ x ∈ X peuts'érire
A =
n
(f, x) / f ∈ G , x ∈ f(-1) ⋆ Xoet la probabilité que y = f ⋆ x soit dans X est don


















(-1) ⋆ z).pf (g).dLG(g) .dM(z)La densité de la primitive aléatoire y = f ⋆ x est don donnée par l'équation (4.11). 4.1.6 Espérane d'une fontion réelle (observable)Soit ϕ(x) une fontion à valeur réelle sur la variété M, et x une primitive aléatoire de densité
px. Alors ϕ(x) est une variable aléatoire réelle dont on peut aluler l'espérane. On note :




4.2. Primitive et transformation moyenne 83Cette notion de l'espérane orrespond à elle que l'on a dénie sur les variables et veteurs aléa-toires, mais n'est pas ii extensible à la dénition d'une valeur moyenne de la distribution. Notonsque l'opérateur d'espérane ainsi déni est toujours linéaire : si λ1 et λ2 sont deux salaires et ϕ1 et
ϕ2 deux fontions à valeur dans R, on a
Ex [ λ1.ϕ1 + λ2.ϕ2 ] = λ1.Ex [ ϕ1 ] + λ2.Ex [ ϕ2 ]Une propriété intéressante onerne le devenir de ette espérane lorsque l'on transforme lesystème par une transformation xe f :








M ϕ(f ⋆ z).px(z).dM(z)où l'on a utilisé le hangement de variable z = f (-1) ⋆ y. Notons ϕf la fontion translatée : ϕf(x) =
ϕ(f ⋆ x). Alors, on a
E(f⋆x) [ ϕ ] = Ex [ ϕf ]En partiulier, si ϕ est une fontion invariante (e qui ne peut être le as sur une variété homogène),alors son espérane est aussi invariante.L'espérane d'une fontion sur le groupe de transformation est bien évidemment similaire, et lapropriété i-dessus est toujours valable pour la translation à gauhe.4.1.7 DisussionNous avons développé dans ette setion une théorie des probabilités sur les primitives homogèneset les transformations aléatoires fondée sur des densités relatives à la mesure invariante (à gauhepour le groupe). Ces densités sont intrinsèques à la variété (i.e. ne dépendent pas de la arte hoisie)mais peuvent aisément être reliées à la densité lassique du veteur aléatoire représentant la primitivealéatoire dans n'importe quelle représentation.Nous avons ensuite étendu les opérations de base (omposition, inversion et ation) aux primi-tives aléatoires en alulant la propagation des densités. D'un point de vue mathématique, nousavons don obtenu une algèbre ohérente pour gérer les primitives et les transformations (( détermi-nistes )) et aléatoires.Dans le as où il n'existerait pas de mesure invariante sur la variété, on peut enore dénir ladensité de probabilité à partir d'une mesure (( dite uniforme )) sur la variété, mais on doit gérerles hangements de mesures induits par les transformations dans les formules de propagation. Lesformules en auses sont alulables, bien que nettement plus omplexes et n'orent plus du tout lasimpliité du shéma présenté ii.D'un point de vue pratique, il nous reste maintenant à approximer es densités par des valeurssigniatives, omme nous avons (( simplié )) la densité des veteurs aléatoires par leur moyenne etleur matrie de ovariane.4.2 Primitive et transformation moyenneNous nous intéressons ii à la notion de moyenne d'une primitive aléatoire, en préférant eterme à elui d'espérane (même si nous l'emploierons aussi) pour mieux diérenier la notiond'élément milieu d'une distribution de elle d'espérane d'une fontion réelle.Rappelons l'espérane ou la valeur moyenne d'un veteur aléatoire x de densité px :




84 Probabilités sur les primitives géométriques Chap. 4Comme d'un point de vue pratique nous aurons rarement des densités mais plus souvent un ensemblede mesures ou une population {xi} provenant de ette densité, on rappelle également la moyenneempirique





xiqui est en fait un estimateur statistique de la moyenne ayant de bonnes propriétés.La généralisation de es formules du as vetoriel au as d'une variété n'est pas triviale, ommenous l'avons vu ave le (( paradoxe )) de la setion (2.3.3). En partiulier, le résultat de l'intégraleou de la somme n'est pas obligatoirement dans le domaine de dénition : une somme de matriesde rotations n'a pas de raison d'être orthogonale, partiulièrement pour de grandes déviations. Deplus, et opérateur d'espérane ne ommute pas (en général) ave un hangement de repère oul'appliation d'une transformation. Cei signie dans le as d'objets eulidiens que notre moyennedépend du repère de l'espae hoisi, e qui est inaeptable.Il existe de nombreuses solutions ad ho pour éviter haun des problème indépendemment etla plupart du temps pour des as partiuliers. L'idée prinipale de es heuristiques et de (( entrer ))le domaine de dénition de la représentation de la variété utilisée avant de faire la moyenne. Si elaest simple dans le as du erle, ela devient tout de suite plus problématique pour des primitivesomme les droites 3D ou les repères, où la variété est bien plus omplexe. Remarquons ependantque si l'on a pu entrer notre représentation, alors la moyenne est justement au entre et le problèmeest résolu. L'espérane ou la moyenne au sens de Fréhet est un formalisme bien posé qui réaliseette idée : la entralité d'une primitive est basée sur sa distane par rapport à une distributionou d'autres mesures, et la primitive moyenne est elle qui optimise ette (( entralité )). Par ontre,omme on parle d'optimisation, on perd en général l'uniité de la solution : il peut y avoir plusieursprimitives moyennes.4.2.1 Espérane ou moyenne de FréhetSoit x un veteur aléatoire de Rn. Fréhet a observé dans (Fréhet, 1944; Fréhet, 1948) quela variane σ2x(y) = E [ dist(x, y)2 ] est minimisée pour la valeur moyenne x = E [ x ]. Le pointimportant pour qui permet de généraliser ette formulation est que l'espérane d'une fontion réelle(mesurable) est toujours bien dénie (voir setion 4.1.6).On onsidère don une distane sur la variété M. Dans notre as, on hoisira la distane inva-riante si elle existe ou la distane invariante à gauhe sur le groupe G. Soit x une primitive aléatoirede densité px. L'espérane de la distane au arré entre ette primitive aléatoire et une primitivexe y est dénie par :
σ2x(y) = E
[ dist(y,x)2 ] = ∫
M
dist(y, z)2.px(z).dM(z) (4.13)Si la variane σ2x(y) est nie pour toute primitive y (e qui est en partiulier vérié si la densité a unsupport ompat), nous appelons primitive moyenne ou espérée toute primitive x̄ minimisantette variane. On note E [ x ] l'ensemble des primitives moyennes. On a don :




[ dist(y,x)2 ]) (4.14)S'il existe au moins une primitive moyenne x̄, on appelle variane la valeur minimale σ2x = σ2x(x̄)et éart-type la raine arrée de ette valeur.
4.2. Primitive et transformation moyenne 85De la même façon, on dénit la moyenne empirique ou disrète d'un ensemble de mesures
x1, . . . xn par la version disrète :












dist(y, xi)2) (4.15)et s'il existe au moins une primitive moyenne x̄, on appelle éart-type empirique (ou RMS pourRoot Mean Square) la valeur s =√ 1n ∑i dist(x̄, xi)2.On peut dénir ainsi d'autres types de valeurs entrales : on appelle déviation moyenne à l'ordre
α la valeur
σx,α(y) = (E [ dist(y,x)α ])1/α = (∫
M
dist(y, z)α.px(z).dM(z))1/α (4.16)Si ette fontion est bornée sur M, on appelle primitive entrale à l'ordre α toute primitive
x̄α la minimisant. A titre d'exemple, on obtient les modes de la densité pour α = 0 (les primitivespour lesquelles la densité est maximale), la médiane pour α = 1, omme nous l'avons observé à lasetion (2.2.2.5), et le (( baryentre )) du support de la densité (qui doit être un ompat dans eas) pour α→∞. La dénition de es valeurs entrales s'applique sans problème dans le as disretd'un ensemble de mesures de primitives, exepté sans doute pour les modes (α = 0) et α → ∞ oùl'ensemble des primitives espérées est respetivement E0 [ {xi} ] =M et E∞ [ {xi} ] = {xi}, e quin'apporte pas grand hose.Notons que la moyenne de Fréhet est dénie ainsi dans tout espae métrique et don en par-tiulier dans toute variété riemannienne, indépendamment des hypothèses d'invariane que l'ononsidère ii. En partiulier, tout e que nous venons de dire se transpose littéralement dans leas d'une moyenne sur le groupe G, ave la onvention que nous utilisons la mesure et la distaneinvariante à gauhe.4.2.2 Existene et uniité : espérane de KarherIl est évident que, omme notre moyenne est le résultat d'une minimisation, l'existene de lamoyenne n'est pas assuré (le minimum global n'est pas forément atteint), et le résultat est de toutefaçon un ensemble et non plus un seul élément (il peut y avoir plusieurs minimums). En e sens, onse rapprohe du omportement lassique de ertaines valeurs entrales de veteurs aléatoires. C'estle as des modes, par exemple : on peut tout à fait envisager des distributions multimodales quireprésentent une variable entrée autour de plusieurs valeurs. Cependant, l'espérane de Fréhet nepermet pas de dénir tous les modes, même dans le as vetoriel : on ne onserve que le (ou les)modes d'intensité maximale.Pour assouplir ette ontrainte, (Karher, 1977) propose de onsidérer les minimums loaux dela variane σ2x(y) (équation 4.13) et non plus simplement les minimums globaux. Comme il y a biensûr plus de minimums loaux que globaux, l'ensemble des moyennes au sens de Fréhet est un sous-ensemble de elles de Karher. Notons au passage que le fait d'utiliser un minimum loal permet dearatériser les solutions en utilisant simplement les dérivées d'ordre deux au point onsidéré.En utilisant ette dénition étendue, (Karher, 1977) et (Kendall, 1990) ont pu établir desonditions sur la variété et la distribution pour garantir l'existene et l'uniité de la moyenne. L'ex-pression de es onditions néessite l'introdution de quelques notions omplémentaires de géométriediérentielle dont nous donnons ii un aperçu très simplié.
86 Probabilités sur les primitives géométriques Chap. 4Courbure riemannienne d'une variété Gauss a montré que la ourbure (gaussienne) d'unesurfae peut s'exprimer en fontion de la métrique de ette surfae. Riemann a utilisé ette propriétépour généraliser la notion de ourbure aux variétés (riemanniennes) de la façon suivante : en un point
x de la variété, on hoisit un sous-espae vetoriel V ⊂ TxM de dimension 2 dans l'espae tangent ene point. L'espae engendré par les géodésiques deM démarrant du point x ave un veteur tangentinlus dans V est une sous-variété deM possédant la métrique induite. C'est don une surfae donton peut déterminer la ourbure de Gauss : on appelle ourbure setionnelle ou ourbure deRiemann κ(x,V) ette quantité intrinsèque. Il est lair que dans le as d'un espae vetoriel, laourbure est toujours nulle. Dans les as simples, la (( surfae )) de la variété est toujours du mêmeté du plan tangent, et la ourbure est toujours positive. C'est le as de la sphère ou de SO3. Parontre, pour les transformations rigides, on rajoute les translations (don un espae vetoriel deourbure nulle), et la variété est simplement dite de ourbure non-négative. On peut envisagerdes variétés de ourbure toujours négative, omme le paraboloïde hyperbolique z = x2− y2 (la sellede heval).Boule géodésique régulière Une boule B(x, r) est l'ensemble des point y ∈M dont la distaneà la primitive x est stritement inférieure au rayon r. La boule est dite géodésique si elle ne renontrepas le lieu de oupure du entre x, 'est-à-dire s'il existe une unique géodésique joignant le entreà n'importe quel point de la boule. Soit κ le maximum de la ourbure riemannienne dans la boule.La boule est dite régulière si son rayon vérie l'inégalité 2.r.√κ < π.Par exemple, sur la sphère S2 de rayon 1, la ourbure est onstante et égale à 1, et une boulegéodésique est régulière si r < π/2. Elle peut don presque ouvrir un hémisphère, mais elle ne peutjamais inlure un point de l'équateur. Dans une variété de ourbure négative, une boule géodésiquerégulière peut ouvrir l'espae entier (d'après le théorème d'Hadamard, une telle variété (si elle estonnexe) est d'ailleurs diéomorphe à Rn).Nous pouvons maintenant revenir à notre problème.Théorème 4.8 (Existene et uniité de la moyenne de Karher)Soit x une primitive aléatoire de densité px. (Kendall, 1990) Si le support de px est inlus dans une boule géodésique régulière B(y, r),alors il existe une et une seule moyenne de Karher de x sur ette boule. (Karher, 1977) Si le support de px est inlus dans une boule géodésique régulière B(y, r) etque la boule de rayon double B(y, 2.r) est enore géodésique et régulière, alors la variane σ2x(z)est une fontion onvexe de z et a un et un seul point ritique sur B(y, r), néessairement lamoyenne de Karher.Ces onditions sont relativement ontraignantes, mais assurent ependant un omportementohérent de notre moyenne pour des distributions loalisées.4.2.3 Autres dénitions possibles de l'espéraneSi la moyenne de Fréhet nous onvient très bien ar elle présente de bonnes propriétés pourréaliser l'optimisation, il existe des travaux proposant d'autres dénitions de la notion de moyenneou de baryentre dans une variété. Nous les signalons ii par soui de omplétude et par l'intérêtmathématique qu'elle peuvent présenter, mais elles semblent peu appliables d'un point de vuepratique.Une autre propriété qui peut également servir de point de départ pour une généralisation del'espérane est la suivante (Doss, 1949) : si x est une variable aléatoire réelle, alors le seul nombre
4.2. Primitive et transformation moyenne 87réel x̄ vériant
∀y ∈ R |y − x̄| ≤ E [ |x− x̄| ]est égal à la moyenne de x : x̄ = E [ x ].Si l'on se plae maintenant dans un espae métrique, on peut dénir la moyenne au sens deDoss omme l'ensemble des éléments x̄ ∈M de la variétés vériant :
∀y ∈M dist(y, x̄) ≤ E [ dist(x, x̄) ](Herer, 1986; Herer, 1988) montre que ette dénition omprend entre autre l'espérane lassiquedans un espae de Banah (mais omprend éventuellement d'autres points en plus), et développeune espérane onditionnelle basée sur ette dénition.Une dénition similaire mais ne faisant pas intervenir de propriétés métriques est utilisée dans(Emery et Mokobodzki, 1991) et reprise dans (Arnaudon, 1994; Arnaudon, 1995) en utilisant lesfontion onvexes sur la variété. Rappelons qu'une fontion surM à valeur dans R est onvexe si sarestrition à toute géodésique (onsidérée omme fontion de R dans R) est onvexe. Le baryentreonvexe d'une primitive aléatoire x de densité px est l'ensemble B(x) des primitives y ∈ M tellesque α(y) ≤ E [ α(x) ] pour toute fontion réelle α onvexe et bornée sur un voisinage du support de
px. Cette dénition semble d'un intérêt restreint dans notre as puisque sur les variétés ompates,omme la sphère où la variété SO3 des rotations, les géodésiques se ferment sur elles-mêmes et lesseules fontions onvexes sont les fontions onstantes. Toute variable aléatoire dont la distributiona pour support la variété entière, par exemple si la densité ne s'annule pas, a don pour baryentrela variété toute entière.Cependant, dans le as où le support de la distribution est inlus dans un ouvert fortementonvexe 2 U , Emery montre que les baryentres exponentiels, dénis omme les points ritiquesde la variane σ2x(y) (équation 4.13), sont un sous-ensemble du baryentre B(x). Les minimumsloaux et globaux étant en partiulier des points ritiques, les baryentres exponentiels inluentdon les moyennes de Karher et de Fréhet.(Piard, 1994) réalise une synthèse très bien onstruite de toutes es notions de moyenne etmontre que toute dénition d'un baryentre est reliée à un onneteur, qui détermine lui-même uneonnexion (et don éventuellement une métrique). Un propriété très intéressante de ette formula-tion est que la distane entre deux baryentres (de dénitions diérentes) pour la même primitivealéatoire est de l'ordre de O(σ2x). Pour les primitives aléatoires susamment entrées, toutes lesvaleurs entrales sont don prohes.4.2.4 Propagation de la moyenneComme nous avons alulé la propagation des densités, il nous serait fort utile de onnaître lapropagation de la moyenne au sein des opérations de base. Notons que les propriétés (( d'invariane ))ou de ohérene de la moyenne ave l'ation des transformations sont dues à l'utilisation d'unedistane invariante et ne sont don plus valables s'il n'existe pas de distane invariante.Théorème 4.9 (Ation d'une transformation xe sur une primitive aléatoire)
E [ g ⋆ x ] = g ⋆ E [ x ] et E [ {g ⋆ xi} ] = g ⋆ E [ {xi} ] (4.17)Ce résultat tient également pour l'ensemble des primitives entrales d'ordre quelonques.2. On utilise ii fortement onvexe au sens où deux points quelonques de U sont reliés par une unique géodésiqueminimisante inluse dans U et dépendant de façon C∞ des deux points. Il existe alors en tout point une arteexponentielle ouvrant U et ne renontrant pas le lieu de oupure.
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Preuve : Soit z = g ⋆ x la primitive aléatoire obtenue par l'ation de la transformation xe g sur laprimitive aléatoire x. On a :
σ2z(y) = E
 dist(g ⋆ x, y)2  = Z
M




dist(g(-1) ⋆ y, x)2.px(x).dM(x) = σ2x(g(-1) ⋆ y)La primitive x̄ minimise don σ2x(x) si et seulement si z̄ = g ⋆ x̄ minimise σ2z(z), e qui se rééritE [ z ] = g ⋆ E [ x ]. De plus, les varianes sont égales : σz = σx.La même argumentation tient pour la stabilité de la primitive entrale d'ordre quelonque, ainsi quepour la moyenne empirique omme nous l'avons remarqué à la setion (3.4.1). Théorème 4.10 (Translation à gauhe d'une transformation aléatoire)
E [ g ◦ f ] = g ◦ E [ f ] et E [ {g ◦ fi} ] = g ◦ E [ {fi} ] (4.18)Ce résultat tient également pour l'ensemble des primitives entrales d'ordre quelonques.Preuve : Remplaer dans la preuve préédente l'ation (⋆) par la omposition (◦) et une primitive xpar une transformation f . Question ouverte 4.1 (Inversion d'une transformation aléatoire)Quelles sont les relations entre es ensembles moyens?
E
[
g(-1) ] ?= E [ g ](-1) et E [ {g(-1)i } ] ?= E [ {gi} ](-1)L'ériture des varianes nous donne :
σ2
g(-1)(f) = E [ dist(g(-1), f)2 ] = ∫
G
dist(g(-1), f)2.pg(g).dLG(g)mais il n'est pas évident d'en onlure quelque hose.Question ouverte 4.2 (Translation à droite d'une transformation aléatoire)Quelles sont les relations entre es ensembles moyens?
E [ g ◦ f ] ?= E [ g ] ◦ f et E [ {gi} ◦ f ] ?= E [ {gi} ] ◦ fL'ériture des varianes nous donne (z est ii une transformation) :
σ2(g◦f)(z) = E
[ dist(g ◦ f, z)2 ] = ∫
G
dist(g ◦ f, z)2.pg(g).dLG(g)mais ette fois-i, la distane n'a pas de raison d'être invariante à droite et nous ne pouvons rien onlure.Question ouverte 4.3 (Ation d'une transformation aléatoire)Quelles sont les relations entre es ensembles moyens?
E [ f ⋆ x ]
?
= E [ f ] ⋆ x et E [ f ⋆ x ]
?
= E [ f ] ⋆ E [ x ]













(-1) ⋆ z).pf (f).dLG(f) = ∫
M
σ2(f⋆x).px(x).dM(x)Une fois de plus, on ne peut pas onlure grand hose.4.3 Propriétés et obtention des primitives moyennesEn reprenant l'idée de baryentre exponentiel de Emery, nous allons pouvoir aratériser lesmoyennes de Karher d'une primitive aléatoire omme étant, entre autres, des points ritiques dela variane. L'idée lassique pour faire ela est de dire que la dérivée s'annule en es points. Dansle as d'une variété, ela se traduit par l'annulation de l'espérane vetorielle lassique dans lareprésentation exponentielle en e point. Dans le as, plus intéressant pour nous, d'une variétéhomogène géodésiquement omplète pour une métrique invariante donnée, nous n'utilisons que laarte prinipale dénie à la setion (3.5.4.3) omme le log de la variété à l'origine, mais nouspouvons transporter toutes les artes exponentielles en e point grâe à des transformations adaptés.Cei permet d'érire les résultats de manière synthétique dans une seule représentation, et mènediretement à un algorithme itératif pour la détermination de la primitive moyenne.Nous présentons les résultats pour le as de la variété, mais il est lair qu'ils s'appliquent dela même façon au groupe de transformation G muni de la distane invariante à gauhe. Il fautalors évidemment exprimer les transformations dans la arte prinipale : il sut de remplaer lafontion de plaement f~x par~f, J(f~x) par JL~f et dM par dLG pour obtenir les propriétés reherhéessur le groupe. Notons que si l'on ne s'intéresse qu'à la variété, on peut utiliser n'importe quellereprésentation pour le groupe de transformation, du moment que son ation sur la variété peut êtreexprimée dans la arte prinipale de elle-i : ~y = f ⋆~x doit être alulable.4.3.1 Caratérisation d'une valeur moyenneLes optimums de la variane σ2x(y) sont aratérisés par une dérivée nulle par rapport à laprimitive y. Nous pourrions développer ette ondition diretement dans la arte prinipale etsimplier les équations en utilisant les identités remarquables du théorème (3.3), mais il est plusélégant et plus rapide de suivre (Emery et Mokobodzki, 1991) et de demander un gradient nul.4.3.1.1 Gradient d'une fontion à valeur réelleSoit α une fontion à valeur réelle. Le gradient en un point est la diretion dans laquelle ettefontion roît le plus vite. Sur une variétéM, on déni le gradient au point x d'une fontion α par :
∀ ∂v ∈ TxM 〈∇α | ∂v 〉x = ∂vα




= Q(x).∇α (4.19)4.3.1.2 Gradient du arré de la distaneObservons tout d'abord que la distane entre deux primitives x et y est la longueur de lagéodésique entre les points, et don la norme du veteur tangent ∂−→xy ∈ TxM, en aord ave laformule (3.36) : dist(x, y)2 = ‖∂−→xy‖2 où ‖.‖ est la norme anonique de Rn. La primitive x étantxée, le gradient de αx(y) = dist(x, y)2 = ‖∂−→xy‖2 est alors lassique :




= −2.Q(~y).−→yx = −2.J(f~y)(-T).(f (-1)~y ⋆~x) (4.20)4.3.1.3 Hessienne du arré de la distaneOn peut aller plus loin et aluler les dérivées seondes : on a tout d'abord la dérivée roiséeexate (le seond terme est obtenu par symétrie) :
∂2( dist(~x,~y)2)
∂~x ∂~y
= −2.J(f~y)(-T).∂(f (-1)~y ⋆~x)
∂~x
= −2.J(f~x)(-T).∂(f (-1)~x ⋆ ~y)
∂~y
(4.21)Pour la matrie hessienne H~y, observons tout d'abord qu'en utilisant l'identité remarquable (3.40),on a :
J(fȳ)











∂(f (-1)~x ⋆ ~y)
∂~y
)











= 0 ⇐⇒ ∇σ2x(x̄) = 0 = −2.
∫
M
logx̄(z).px(z).dM(z)Notons que ette dernière intégrale a bien un sens puisque l'on intègre la fontion −→̄xz = logx̄(z)à valeurs dans l'espae vetoriel Tx̄M. En utilisant la arte prinipale, on obtient
E [ logx̄(x) ] = J(fx̄).
∫
M
(f (-1)x̄ ⋆~z).px(~z).dM(~z) = 0Considérons maintenant la primitive aléatoire e = f (-1)x̄ ⋆ x ou de manière équivalent, x = fx̄ ⋆ e.Alors, d'après le théorème (4.1), les densités sont reliées par px(z) = pe(f(-1)x̄ ⋆ z), et la formulei-dessus se simplie en ∫
M






= 0 ⇐⇒ E [~e ] =
∫
D
~y.ρ~e(~y).d~y = 0en notant~e le veteur aléatoire représentant la primitive aléatoire e = f (-1)x̄ ⋆x dans la arte prinipale.Nous avons don obtenu une aratérisation des baryentres exponentiels :Théorème 4.11 (Caratérisation des primitives moyennes)Une ondition néessaire (mais pas susante) pour qu'une primitive x̄ soit une moyenne de Fréhetou de Karher de la primitive aléatoire x est que le veteur aléatoire ~e représentant la primitivealéatoire e = f(-1)x̄ ⋆ x dans la arte prinipale ait une espérane nulle au sens vetoriel lassique.
x̄ ∈ E [ x ] =⇒ E [~e ] = E
[
f (-1)x̄ ⋆~x ] = ∫
D
~y.ρ~e(~y).d~y = 0 (4.23)La aratérisation est similaire pour le as disret ou empirique :
x̄ ∈ E [ {xi} ] =⇒ E [ {~ei} ] = E
[
{f (-1)x̄ ⋆~xi} ] = 1n∑
i
~ei = 0 (4.24)De manière plus générale, la ondition néessaire E [ logx̄(x) ] = 0 exprime le fait que l'espéranede Fréhet ou de Karher orrespond à l'espérane lassique dans la arte exponentielle entrée aupoint moyen x̄. L'utilisation de distanes invariantes et d'une fontion de plaement fx ∈ Fx nouspermet de translater es propriétés pour les exprimer à l'origine en n'utilisant qu'une seule arte :la arte prinipale. C'est un atout majeur pour la gestion informatique de es variétés.4.3.1.5 ExemplesSi l'on onsidère le groupe des translations, ou bien les points soumis aux translations ou mêmeaux transformations rigides, on hoisit omme fontion de plaement la translation de l'origine aupoint et on a f (-1)x = −x. La aratérisation d'un point moyen x̄ est :
E [−x̄+ x ] = 0
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onnue x̄ = E [ x ].Pour des rotations, la arte prinipale est le veteur rotation pourvu d'un angle inférieur à π, etle veteur rotation r̄ orrespondant à la rotation espérée satisfait :
E
[
r̄(-1) ◦ r ] = 0Si le veteur rotation espéré r̄ est susamment entré dans la arte prinipale (i.e. si l'anglede la rotation est faible) et si la distribution est susamment rassemblée autour de ette valeur(il est souhaitable par exemple que r̄ + δr ne dépasse pas les frontières du domaine de dénitionpour la plus grosse partie de la distribution), alors un développement limité au premier ordre dansl'intégrale dénissant l'espérane donne
r̄(-1) ◦ r = r − r̄ +O(‖r̄‖2) +O(‖r̄ − r‖2)et on obtient don une espérane lassique prohe de l'espérane de Fréhet : E [ r ] ≃ r̄.Il faut ependant faire attention ar es ondition ne sont pas aisément vériables en pratique,et plus on s'en éloigne, plus la diérene est sensible : voir par exemple la gure (4.1). De plus, iln'est pas évident que e genre d'approximation soit valide ave d'autres représentations.4.3.2 Un algorithme pour obtenir la moyenneUn algorithme lassique pour déterminer un minimum est la desente de gradient. Comme nousavons vu que l'on pouvait aluler simplement le gradient du arré de la distane et que, de plus,on a un moyen anonique de revenir d'un plan tangent à un point de la variété (l'appliationexponentielle), et algorithme itératif paraît tout à fait adapté.Supposons que l'on ait, à un instant t, une estimation x̄t de la moyenne de la primitive aléatoire
x. Le gradient de la variane en e point est :

















.px(z).dM(z) = 2.Q(x̄)L'idée est don d'avaner depuis x̄t en suivant la géodésique partant dans la diretion opposée à
δσ2t . Pour savoir de ombien il faut avaner, on utilise l'approximation au seond ordre qui onsisteà pondérer e veteur par l'inverse de la matrie hessienne. On avane don du veteur :
−→





= fx̄t ⋆ exp
(
J(fx̄t)
(-1).−→δxt) = fx̄t ⋆ exp (E [ f (-1)x̄t ⋆~x ]) (4.25)
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............................................................................. ... .... .... ..... ..... ...... ....... ...... ...... ..... ..... .... .....E [ {ri} ] = E [ {ri} ] = o
(a) L'espérane standard et elle deFréhet sont identiques à l'origine.
............................................................................................................................................................... .... .... ..... ...... ...... ....... ....... ........ ......... ........ .......... ............. ............ ........ ....... ....... ...... ..... ..... ...............................
.................................................................................................................................... .... .... ..... ...... ...... ....... ....... ........ .. .. ......... ........ ........ ........ ....... ....... ...... ..... ..... ..............E [ {ri} ] ≃ E [ {ri} ]
(b) Quand l'espérane de Fréhet estprès de l'origine, l'espérane las-sique peut être onsidérée ommeune approximation au premier ordre.
............................................................
................................................................................
.......................................................... .... ..... ..... ...... ......... .......... ........... ................. ................. .................. ................. ........... .......... ......... ...... ...... ..... .... ... ... .............................................................. . .... .... .... .... ... ... ... ....
E [ {ri} ]E [ {ri} ]() Près de la frontière du domaine,les deux espéranes dièrent signi-ativement. Cependant, ave e bruitrelativement faible, il serait enorepossible de déteter et prendre enompte et eet de frontière.
..................................................................................................................................................................... ... .... ..... ..... ....... ........ ........ ........ .............. .............. .............. .............. ........ ........ ....... .......
...... ...... ............ ............................................................................................................................ .... .... .... ..... ..... ...... ...... .......... ......... ....... .......... ...... ...... ..... ..... .... .... ............E [ {ri} ]E [ {ri} ]
(d) Ave un niveau de bruit plusélevé, il n'est plus possible de devi-ner la séparation permettant d'éviterl'eet de frontière.Fig. 4.1  Comportement des rotations espérées et des matries de ovariane assoiées : projetiondans le plan (rx, ry) des veteurs rotation mesurés, de leur espérane lassique et de Fréhet etdes ellipsoïdes d'inertitude orrespondant à χ2 = 15. Le erle représente la frontière de la arteprinipale (θ = ‖r‖ = π). Rappelons que lorsqu'on traverse ette frontière pour sortir de la arteprinipale au point r = π.n, on rentre en fait dans la arte par le point symétrique r′ = π.(−n).Notons également que la bonne façon de visualiser les matries de ovariane serait de ramener larotation espérée au entre omme sur la gure (4.1(a)) pour que la représentation orresponde à laarte exponentielle en e point.













f (-1)x̄t ⋆~xi)On avane don de la moitié de e veteur dans Tx̄M et on revient à la variété, e qui s'exprimeaussi dans la arte prinipale par
x̄t+1 = expx̄t(
−→
δxt) = fx̄t ⋆ exp
(
J(fx̄t)
(-1).−→δxt)Cei qui se simplie pour donner la formule d'évolution suivante dans la arte prinipale :













xiOn retrouve don bien le baryentre ou moyenne lassique dans un espae vetoriel. Qui plus est,on onverge dans e as en une seule étape et de manière exate. Cet algorithme est don tout à faitadapté dans une optique (( orientée objet )) où l'on veut implémenter des algorithmes génériques quifontionnent sur toutes les primitives de la même façon. Les seules opérations qui dièrent suivantle type de primitive onsidéré sont ii l'ation du groupe sur les primitives (dans la arte prinipale)et la fontion de plaement f~x.Un avantage important de ette desente de gradient par rapport à d'autres algorithmes simi-laires est que nous n'avons auun problème de projetion du plan tangent vers la variété, grâeà la relation anonique qui relie les deux : l'exponentielle. De plus, même si le gradient nous faitsortir du domaine de dénition de la arte, l'appliation exponentielle est dénie sur le plan tangenttout entier (pare que la variété est supposée géodésiquement omplète) et on peut don toujoursrevenir sans problème. Dans la pratique, le problème ne se pose même pas puisque les domaines dedénition des artes prinipales que nous envisagerons sont onvexes, omme le disque B1(π) pourun veteur unitaire ou la boule B3(π) pour le veteur rotation, et le baryentre est assuré de resterdans le domaine.Un dernier point important pour nir et algorithme itératif est de trouver un point de départ depréférene prohe de la solution. On peut hoisir l'une des primitives xi au hasard, ou bien attribuerà haque primitive sa distane moyenne (ou médiane pour être robuste) par rapport aux autresprimitives et hoisir elle qui minimise e ritère de entralité initiale. Cette méthode de hoix dupoint de départ peut être randomisée de manière assez eae (Huber, 1981; Rousseeuw et Leroy,1987).Le problème de l'uniité de la solution peut être résolu en répétant l'algorithme à partir deplusieurs primitives diérentes pour vérier l'obtention d'un minimum unique. Quand on onnaît laourbure de la variété (si par exemple elle est onstante ou majorée par κ), on peut aussi utiliser aposteriori le théorème (4.8) d'existene et d'uniité. En eet, dans la arte prinipale, toute bouleentrée en zéro et ne renontrant pas le lieu de oupure est une boule géodésique de entre l'origineet de même rayon sur la variété. Lorsqu'on a obtenu une moyenne x̄, on peut translater une boule
4.4. Matri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ovariane 95géodésique entrée sur e point en une boule géodésique entrée à l'origine en onsidérant les résidus
~ei = f
(-1)





dist(x̄, xi) < π√
κla boule géodésique de entre x̄ et de rayon r est régulière et ontient le support de la distributiondisrète : il n'existe don qu'un seul minimum, néessairement elui qu'on a déjà trouvé.4.3.2.1 Exemple : le repère moyenPrenons omme exemple un ensemble de mesures de repères fi = (ri, xi). En utilisant le veteurrotation et le veteur translation omme représentation, on est dans la arte exponentielle maispour simplier les formules, on oubliera la èhe sur es veteurs. On herhe don le repère moyen
f̄ = (r̄, x̄) au sens de Karher. La distane invariante (ou invariante à gauhe si l'on onsidère quee sont des transformations) est donne en setion (7.4.1.1) :dist(f̄ , fi) = Nλ(f̄ (-1) ◦ fi) = Nλ(f (-1)i ◦ f̄)ave
Nλ(r, x)









(r̄(-1)t ◦ ri)) ; 1n∑
i
xi





‖r̄(-1) ◦ ri‖2 +∑
i
‖xi − x̄‖2Notons enore que la solution obtenue est indépendante du paramètre λ qui nous sert à omparerles angles de rotation ave les distanes eulidiennes de points, e qui est satisfaisant.Nous avons également proposé dans (Penne et Thirion, 1995) et nous verrons au hapitre(8.3) des méthodes similaires, mais utilisant les informations de deuxième ordre (les matries deovarianes).4.4 Matrie de ovarianeNous avons obtenu jusqu'ii un équivalent de l'espérane, ou plutt de la valeur entrale pourles primitives aléatoires, et un indie de dispersion : la variane par rapport à un point. Pour allerplus loin, observons que la matrie de ovariane d'un veteur aléatoire x par rapport à un point yreprésente la dispersion diretionnelle du veteur (( diérentiel )) x − y. En reprenant les notationsvetorielles lassiques, on noterait e veteur : −→yx, et la dénition de la matrie de ovariane dupoint aléatoire x par rapport à un point xe y serait :
Σxx(y) = E [−→yx.−→yxT ] = ∫Rn(−→yx).(−→yx)T.px(x).dx
96 Probabilités sur les primitives géométriques Chap. 4En fait, 'est vraiment la notion de bipoint développée à l'origine par Grassman qui onvientpour l'extension de la notion de veteur aux variétés diérentielles : si x et y sont deux point dela variétéM (supposée suivre les hypothèses usuelles), on peut interpréter le veteur −→yx = logy(x)dénit préédemment omme un représentant du (( bipoint )) (y, x). Par ontre, on ne peut plusfaire abstration du point de départ pour onstituer un veteur omme une lasse d'équivalene desbipoints. Observons également que le veteur −→yx est en général ontraint de rester dans le domainede dénition D(y) de la arte logarithmique en y, délimité par le lieu de oupure tangentiel C(y).Pour en revenir à la matrie de ovariane, remarquons que l'on peut exprimer la densité deprobabilité du veteur aléatoire −→yx dans la arte logy grâe à l'équation (4.3) ou utiliser la mesureinvariante et omme le domaine de dénition D(y) est étoilé par rapport à l'origine (et que le lieude oupure est de mesure nulle), la dénition exhibée i-dessus a enore un sens :
Σxx(y) = E
[−→yx.−→yxT ] = ∫
D(y)
(−→yx).(−→yx)T.px(x).dM(x) (4.27)Ave nos hypothèses, on peut toujours se ramener à la arte prinipale pour obtenir :
Σxx(y) = J(f~y).E
[
(f (-1)~y ⋆~x).(f (-1)~y ⋆~x)T ] .J(f~y)TEn fait, on s'intéresse en général à la matrie de ovariane entrée, 'est-à-dire relative à lamoyenne :Dénition 4.1 Soit x une primitive aléatoire sur la variétéM possédant les propriétés habituelles,et x̄ ∈ E [ x ] une primitive moyenne que l'on suppose unique pour simplier les notations (dansle as ontraire, il faut onserver la moyenne de référene). On note Σxx et on appelle matrie deovariane de x la matrie de ovariane par rapport à ette moyenne :










xx)T.px(x).dM(x)En utilisant la arte prinipale et la primitive aléatoire e = f(-1)x̄ ⋆x que l'on peut interpréter ommel'erreur autour de l'origine, on a :
Σxx = J(fx̄).Σee.J(fx̄)
T où Σee = E [~e.~eT ] = ∫
D







(f (-1)x̄ ⋆~xi).(f (-1)x̄ ⋆~xi)T) .J(fx̄)T (4.28)Notons que, omme dans le as d'un veteur aléatoire, la trae de la matrie de ovariane estégale à la variane : Tr(Σxx) = E [ Tr(−→̄xx.−→̄xxT) ] = E [ dist(x̄,x) ] = σ2xCei est bien sûr valide pour la ovariane et la variane relatives à un point xe autre que lamoyenne.










Fig. 4.2  La ovariane est dénie dans le plan tangent au point moyen omme la matrie deovariane lassique du (( veteur déviation )) : Σxx = E [ −→xx . −→xxT ].4.4.1 Approximation d'une primitive aléatoireD'un point de vue informatique, nous avons maintenant susamment de paramètres pour ap-proximer une primitive aléatoire x : si x̄ est la moyenne (supposée unique pour simplier) et Σxx laovariane assoiée, on érira omme dans le as d'un veteur aléatoire :
x ∼ (x̄,Σxx)Dans le as où il y a plusieurs moyennes qui réalisent le minimum de la variane (global au sensde Fréhet ou loal au sens de Karher), les matries de ovarianes n'ont auune raison génériqued'être les mêmes. On doit don gérer l'ensemble des valeurs moyennes et des ovarianes assoiées.En pratique, il est rare que l'on ait à le faire.4.4.2 Algèbre des primitives et transformations déterministes et aléatoiresComme nous avons alulé la propagation des densités et des moyennes, nous nous attahonsii à la propagation des matries de ovarianes dans les fontions de base. Notons enore une foisque les propriétés (( d'invariane )) ou de ohérene ave l'ation des transformations sont dues àl'utilisation d'une distane invariante et ne sont don pas forément valables s'il n'existe pas dedistane invariante.Théorème 4.12 (Ation d'une transformation xe sur une primitive aléatoire)Soit x ∼ (x̄,Σxx) une primitive aléatoire. L'ation d'une transformation xe est :

























.J(h) = J.J(fx̄).J(h)et f (-1)ȳ ⋆~y = J(h)(-1).(f (-1)x̄ ⋆~x) puisque l'ation de H est linéaire dans la arte prinipale. En reportantdans la dénition, on trouve le résultat. Théorème 4.13 (Translation à gauhe d'une transformation aléatoire)Soit f1 ∼ (̄f1,Σf1f1) une transformation aléatoire. La translation à gauhe par une transformation
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xe est :
f2 = g ◦ f1 ∼
(




(4.30)Preuve : Remplaer dans la preuve préédente l'ation (⋆) par la omposition (◦) et une primitive xpar une transformation f . Enlever également toute allusion à h puisque H = { Id}. Les formules sont bien entendu aussi valides pour la propagation de la version empirique (oustatistique) de la matrie de ovariane. Notons que dans es deux as, les formules de propagationde la moyenne et de la ovariane sont exates, omme dans le as ane pour les veteurs aléatoires(setion 2.2.4.2).Pour la propagation dans les autres opérations, nous n'avons pas été apable de déterminer dansquelles onditions les formules suivantes sont exates. Nous nous ontenterons don de les justierpar l'approximation au 1er ordre du théorème (2.1).
• (Inversion d'une transformation aléatoire)Soit f ∼ (̄f,Σff ) une transformation aléatoire. La transformation inverse est donnée au1er ordre par aléatoire. La translation à gauhe par une transformation xe est :





• (Translation à droite d'une transformation aléatoire)Soit f1 ∼ (̄f1,Σf1f1) une transformation aléatoire. La translation à droite par une transforma-tion xe est :
f2 = f1 ◦ g ∼
(





• (Ation d'une transformation aléatoire sur une primitive xe)Soit f ∼ (̄f ,Σff ) une transformation aléatoire. L'ation sur une primitive xe est :
y = f ⋆ x ∼
(
f̄ ⋆ x , J.Σff .J





• (Ation d'une transformation aléatoire sur une primitive aléatoire)Soit f ∼ (̄f ,Σff ) une transformation aléatoire et x ∼ (x̄,Σxx) une primitive aléatoire. L'ationde la transformation sur la primitive produit une nouvelle primitive aléatoire :
y = f ⋆ x ∼
(
















• (Composition de deux transformations aléatoires)Soit f1 ∼ (̄f1,Σf1f1) et f2 ∼ (̄f2,Σf2f2) deux transformations aléatoires leur omposition est :
g = f2 ◦ f1 ∼
(













ave J~f1 = ∂(~f2 ◦~f1)∂~f1 ∣∣∣∣∣~f1=f̄14.5 Plusieurs primitives aléatoiresOn onsidère maintenant que l'on a plusieurs mesures simultanées provenant de la même expé-riene aléatoire. Nous développons rapidement ii le as de deux primitives aléatoires x et y à valeursdans deux variétésM et N de dimensions quelonques. Ce paragraphe se généralise aisément à unnombre quelonque (mais ni) de primitives aléatoires.On range es deux mesures dans une primitive z = (x,y) appartenant à la variété produit




p(x,y)(x, y).dN (y) et py(y) = ∫
M
p(x,y)(x, y).dM(x)La moyenne de la mesure onjointe est










yyT ]où les veteurs signient que l'on utilise la arte logarithmique propre à haune des variétés.Mesures indépendantes Notons que la densité onjointe pz(z) se fatorise en
p(x,y)(x, y) = px(x).py(y)si et seulement si les primitives aléatoires x et y sont indépendants, e qui sera souvent supposé enstatistiques. Il est aisé de voir que l'intégrale de la ovariane roisée se fatorise également danse as en Σxy = E [−→̄xx ] .E [−→̄yyT ] et grâe à la aratérisation de la moyenne, haune de esintégrales est nulle : Σxy = 0.
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ussion sur les aspets probabilistesLa donnée d'une mesure invariante sur le groupe ou la variété nous permet de dénir sans auunproblème les densités de probabilité assoiées à des primitives aléatoires. De plus, l'invariane deette mesure permet de aluler simplement la propagation de es densités pour les opérations debases sur les primitives et leurs transformations : omposition, inversion et ation. En e qui onernel'espérane, on ne peut par ontre dénir proprement que elle d'une observable, 'est-à-dire d'unefontion réelle, ou par extension vetorielle.La dénition d'une valeur moyenne pour une primitive aléatoire est don nettement plus om-plexe que dans le as vetoriel et néessite une formulation variationelle basée sur la distane :l'espérane au sens de Fréhet ou de Karher. Comme la moyenne est maintenant le résultat d'unproblème de minimisation, l'existene et l'uniité ne sont pas assurés, sauf sous ertaines onditions(théorème 4.8). Pour dénir une matrie de ovariane, nous devons faire intervenir la arte expo-nentielle au point moyen : la primitive aléatoire est alors représentée vetoriellement et est de plusentrée dans un ouvert étoilé et symétrique. La généralisation de la matrie de ovariane lassiquene pose alors pas de problème. De manière plus générale, on pourrait onevoir une matrie de ova-riane assoiée à d'autres dénitions de la moyenne en utilisant la notion de onneteur introduitedans (Piard, 1994), dont la arte exponentielle n'est qu'un exemple.L'utilisation de la distane invariante nous permet d'obtenir des formules de propagation exateset ohérentes ave l'ation d'une transformation déterministe (e qui équivaut à hanger de repère).Nous avons don obtenu la stabilité reherhé pour ette dénition. Par ontre, nous n'avons pasété apable de déterminer des formules exates en e qui onerne les autres opérations de base, eten partiulier la translation à droite. Comme dans le as des densités il a fallu faire intervenir lemodule du groupe (le rapport entre la mesure invariante à gauhe et la mesure invariante à droite),on peut se demander s'il ne faut pas faire intervenir ii un rapport entre l'invariane à gauhe et àdroite de la distane. Lorsque le groupe est ompat, ela ne pose pas de problème puisqu'il existeune distane bi-invariante (Spivak, 1979; Carmo, 1992), par exemple pour les rotations ou la sphèreunitaire. Cei est en général faux lorsque le groupe est seulement loalement ompat, par exemplepour les transformations rigides. D'un autre té, les propriétés de stabilité peuvent être onservéesave une ontrainte plus faible que l'invariane : si
∀(x, y) ∈M2 dist(f ⋆ x, f ⋆ y) = α(f). dist(x, y)alors les varianes minimums ne sont pas onservées mais les primitives qui les réalisent le sont.On pourrait peut être reherher une distane sur le groupe ayant e type de propriété ave desfontion diérentes αL et αR pour la omposition à gauhe et à droite, et en déduire des propriétéssupplémentaires pour la propagation des moments dans les opérations de base.
Chapitre 5
Aspets statistiques
 Ne royez qu'en les statistiquesque vous avez vous même falsiées. Berlin-Est, Novembre 1989Pour pouvoir appliquer les développements théoriques du hapitre préédent à des problèmesstatistiques, et en partiulier modéliser le bruit de mesure, nous avons besoin de supposer queplusieurs mesures en des point diérents de la variété sont (( identiques )). La question que nousnous poserons à la setion (5.1) est : qu'est-e qu'une distribution identique et indépendante? Ceionduira aux modèles de bruits homogènes et isotropes.Pour d'autres appliations statistiques, la onnaissane de la moyenne et de la ovariane n'estpas susante : il nous faut supposer une densité de probabilité. Comme dans le as vetoriel, on peutdénir l'information d'une distribution et herher la densité (de moyenne et de ovariane xée)qui minimise ette information. Nous dénirons ainsi à la setion (5.2) l'équivalent de la distributiongaussienne sur notre variété.An de onlure notre ensemble d'opérations sur les primitives et les transformations aléatoires, ilnous reste enore à dénir dans la setion (5.3) une distane statistique entre primitives déterministeset aléatoires ou entre primitives aléatoires : 'est la distane de Mahalanobis. En utilisant la loigaussienne préédemment déterminée, on peut alors envisager un test similaire au χ2 pour rejeterles mesures aberrantes.Pour nir e hapitre, nous résumerons les résultats importants des hapitres préédents, enessayant de dégager lairement la démarhe mathématique à suivre pour obtenir les opérations debase sur les primitives, et les algorithmes génériques sur les primitives géométriques qui s'exprimentalors à partir de es opérations.5.1 Modèles de bruitPourquoi doit-on supposer que les bruits de mesures sur diérentes primitives sont (( identiques )),ou plutt suivent une loi similaire? On pourrait se passer de ette hypothèse si l'on pouvait répéterun grand nombre de fois la mesures de haque primitive géométrique. Dans la réalité, 'est très101
102 Aspets statistiques Chap. 5diile, en partiulier en imagerie médiale : on ne peut pas faire passer 50 fois un même patientau sanner ou à l'IRM, d'autant plus qu'il faudrait onserver les mêmes paramètres et le mêmepositionnement. Il nous faut don supposer que l'ensemble des primitives que l'on mesure dans uneaquisition est orrompue par le même type de bruit, e qui est par ailleurs sans doute justié auregard de la variation des paramètres entre divers aquisitions. Nous avons vu à la setion (2.3.5)qu'un bruit additif identique sur les représentations des primitives ne onvenait pas, e qui devrait,en e point du manusrit, sembler évident.Pour omprendre quelle modélisation de l'erreur nous devons adopter, examinons tout d'aborde qu'est une mesure : soit x une primitive exate. A ause du bruit, sa mesure est orrompue etnous ne pouvons mesurer que la primitive aléatoire x ave la densité de probabilité px(y). Cettedensité est en général diérente pour haque point exat x de la variété. La desription du proessusd'erreur pour toute la variété est don un hamp de primitives aléatoires x(x) de densité px(x)(y) :sahant que l'on doit mesurer x, nous observerons une réalisation x̂ de la primitive aléatoire x(x)ave la probabilité px(x)(x̂). Un proessus de bruit est entièrement dérit par un tel hamp.5.1.1 Proessus homogènesL'idée de base pour dénir une distribution identique en diérents points de la variété estque, dans le adre géométrique, on ne peut omparer des (( objets )) que par l'intermédiaire detransformations : une primitive aléatoire x est don similaire en terme de bruit à une primitivealéatoire y s'il existe une transformation de G qui permet d'identier leur densités. Le proessus debruit tout entier sur la variétéM est dit homogène si le bruit de mesure de tout point x deM estsimilaire au bruit de mesure à l'origine (et don similaire au bruit de mesure de tout autre points






Y2Fig. 5.1  Les distributions du bruit sur les points Xi sont similaires (pour les transformationrigides) mais les bruits sur les points Y1 et Y2 n'ont de similitude ave auun autre.
5.1. Modèles de bruit 1035.1.1.2 Formalisation mathématiqueSoit pe la densité d'une primitive aléatoire e = x(o) mesurant l'origine o et fx ∈ Fx une transfor-mation qui amène l'origine au point x. La densité de probabilité de x = fx ⋆ e (mesurant x = fx ⋆ o)est donnée par l'équation (4.4) : p(fx⋆e)(y) = pe(f(-1)x ⋆ y). La distribution du bruit px(x) au point xest don similaire à la densité du bruit à l'origine s'il existe une transformation fx ∈ Fx telle que
px(x)(y) = p(fx⋆e)(y).Dénition 5.1 Bruit homogèneUn proessus de bruit px(x) sur une variété M est homogène si
∀x ∈M , ∃fx ∈ Fx tel que px(x)(y) = pe (f(-1)x ⋆ y)En revenant au niveau des primitives aléatoires, on peut dire queThéorème 5.1 Un proessus de bruit homogène x(x) sur M est entièrement déterminé par laprimitive aléatoire e qui mesure l'origine, de densité pe, et par une fontion de plaement fx : x ∈
M 7→ fx ∈ Fx qui (( met en plae )) l'erreur de mesure du point x.5.1.1.3 Exemple ave les repères et les transformations rigidesDans e as partiulier, les primitives et les transformations sont identiées, les osets sontréduits à des singletons et la fontion de plaement fg est l'identité (fg = g). On peut don érire unproessus de bruit homogène sur les repères omme suit : soit e la primitive aléatoire (( mesure del'origine )). Alors la primitive aléatoire mesurant f est f = f◦e. C'est le modèle de bruit (( ompositif ))que nous avons proposé dans (Penne et Thirion, 1995).5.1.1.4 Choix de la fontion de plaementLes repères sont un as très spéiques puisque le groupe d'isotropie H est réduit à l'identité.Pour les autres types de primitives, les osets ne sont plus des singletons et de multiples hoix sontalors possibles pour la fontion de plaement fx. Une ontrainte raisonnable est la ontinuité (oula diérentiabilité) de la densité px(x)(y) par rapport aux primitives x et y. Cependant, e n'estsouvent pas susant pour obtenir une fontion de plaement unique.Prenons enore une fois l'exemple des points et approhons la densité au seond ordre par lamatrie de ovariane 1 : le bruit additif standard est obtenu ave la translation omme fontion deplaement (fx = (0, x)) et n'importe quelle matrie de ovariane Σee = E [ e.eT ] pour la mesurede l'origine. On a alors le proessus de bruit x(x) = fx ⋆ e = x+ e. Cependant, on peut onevoird'autres fontions de plaement ontinues, qui amènent à onsidérer des modèles de bruit étrangesmais possibles : nous en avons exhibé un exemple dans la gure (5.2).Une autre idée pour restreindre le hoix de la fontion de plaement est d'imposer une ontrainteplus forte basée sur l'invariane : 'est e qui amène aux modèles de bruit isotropes.5.1.2 Modèles de bruit isotropes ou invariants
(( Isotrope )) est un adjetif habituellement utilisé pour les modèles de bruit sur les points qui sontinvariants par rotation (et translation). Nous généralisons ette notion aux variété homogènes enimposant que le proessus de bruit soit globalement invariant sur la variété par l'ation de n'importe1. L'approximation par la matrie de ovariane ne simplie que la densité et n'interfère auunement ave le hoixde la fontion de plaement.
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Fig. 5.2  Un modèle de bruit homogène dans le plan (représenté par les ellipsoïdes d'inertitude)induit par la fontion de plaement fx = (R(x), x) où R(x) est la rotation 2D d'angle θ = ‖x‖ [2π].quelle transformation du groupe. Cela s'exprime par l'invariane du hamp de densités px(x) parune transformation f quelonque :
px(f⋆x)(f ⋆ y) = px(x)(y) = px(x)(f
(-1) ⋆ (f ⋆ y)) = pf⋆x(x)(f ⋆ y)En prenant f = fz ∈ Fz et x = o, on obtient la ondition :
∀fz ∈ Fz x(z) = x(fz ⋆ o) = fz ⋆ x(o) = fz ⋆ eEn partiulier, on a pour l'origine :
∀h ∈ H pe(h ⋆ y) = pe(y)Au niveau des primitives aléatoires, ela se résume parDénition 5.2 Bruit isotropeUn bruit isotrope est un bruit homogène dont l'erreur de mesure de l'origine e est invariante sousl'ation du groupe d'isotropie H : h ⋆ e = eNotons qu'un bruit isotrope est indépendant de la fontion de plaement fx hoisie. La seule a-ratéristique d'un tel bruit est la densité de probabilité de mesurer e lorsqu'on herhe à mesurerl'origine, soumise à la ondition d'invariane i-dessus.5.1.2.1 Exemple sur les pointsDans e as, h ⋆ e = R.e où R est une matrie de rotation quelonque, et on a don pe(y) =
pe (R ⋆ y).Cela signie que le bruit (autour de l'origine x = 0) est invariant par rotation et donisotrope au sens lassique. On peut aller de l'origine au point x par n'importe quelle transformation
fx ∈ Fx et en partiulier ave la translation de veteur x. La mesure x de x est don : x = x+ e, equi est un bruit additif. Cependant, l'addition représente ii la omposition des translations.
5.2. Distribution (( gaussienne )) 105Si nous nous restreignons à l'approximation de la densité au seond ordre (la matrie de ova-riane), la propriété d'invariane implique que Σee = E [ e.eT ] = σ2 Id, e qui est le bruit isotropelassique sur les points.5.1.3 Choix du modèle de bruitEn l'absene de onnaissane sur la formation de l'image et le proessus d'extration des primi-tives, le bruit le plus simple que l'on puisse utiliser est le bruit isotrope. Dans e as, la densité peest ontrainte à être invariante sous l'ation du groupe d'isotropie H. Si l'on veut apturer une ani-sotropie, nous devons utiliser un modèle de de bruit homogène et hoisir une fontion de plaement.En vision par ordinateur, la plupart des primitives sont extraites d'images qui sont des tableauxréguliers de pixels (ou de voxels en 3D) et il semble raisonnable de hoisir si 'est possible un modèlede bruit invariant par translation. Dans le as général, il peut être possible de supposer l'invarianedu bruit par un sous-groupe du groupe de transformation.Dans le as où la variété est identiée ave le groupe, omme pour les points en translation oules repères ave les transformations rigides, les bruit homogènes sont automatiquement isotropesar la fontion de plaement est unique et il n'y a pas de ontrainte sur la matrie de ovariane àl'origine.5.1.4 Relation ave le bruit additifIl est intéressant de noter que pour les rotations 2D (ave la représentation angulaire) ou pour lestranslations (i.e. les points), la omposition orrespond à l'addition (éventuellement modulo 2.π).Dans es as, les bruits homogènes et additifs sont identiques, e qui induit une intuition faussepour les as plus omplexes. Plus généralement, le modèle de bruit additif orrespond au modèlehomogène dès que l'ation du groupe de transformation sur les primitives (ou sur lui-même) estlinéaire dans la représentation onsidérée, auquel as l'espae tangent orrespond à la variété. Ilexiste alors une matrie F pour haque transformation f telle que f ⋆ x = F.x (ou f ◦ g = F.g) et lejaobien ∂f⋆x∂x = F est don indépendant de la position x de la primitive.L'adéquation du modèle de bruit homogène (ou (( ompositif ))) sur les primitives de type repèresera montrée à la setion (9.3.3) ave l'analyse du bruit de mesure estimé sur les points extrémaux.5.2 Distribution (( gaussienne ))Les développements de ette setion ne doivent pas être onsidérés omme l'unique façon degénéraliser la loi gaussienne aux variétés ni omme la meilleure façon de le faire, mais plutt ommel'une des nombreuses pistes qui se présentent. En eet, il est diile de trouver parmi les trèsnombreuses propriétés de la gaussienne elles qui pourront servir eaement de base pour lagénéralisation.L'approhe que nous présentons ii est basée sur la minimisation de l'information et permet dedénir dans quelques as simples les équations expliites de la (( gaussienne )) sur une variété. Celadonne une bonne idée de e qu'elle peut être sur des variétés plus omplexes et montre que l'onpeut approximer ette distribution par la gaussienne usuelle pour des ovarianes faibles.
106 Aspets statistiques Chap. 55.2.1 Information et loi uniformePuisque nous pouvons intégrer sans problème une fontion à valeur réelle, nous pouvons étendrela dénition de l'entropie à une primitive aléatoire :
H [ x ] = −E [ log(px(x)) ] = −
∫
M
log(px(x)).px(x).dM(x) (5.1)ou de manière équivalente l'information :
I [ x ] = −H [ x ] =
∫
M
log(px(x)).px(x).dM(x)Cette dénition est bien raisonnable puisque la densité pU qui minimise l'information si l'on saitseulement que la mesure est dans le ompat U est la densité uniforme sur e ompat :
pU (x) = 1U (x)
/∫
U
dM(y)Si l'on veut exprimer l'information de la primitive aléatoire dans une arte, la densité est selonl'équation (4.3) : ρx(y) = px(y)/ |J(fy)|. En tenant ompte de l'expression de la mesure invariante,l'information s'érit don





log(|J(fx)|).ρx(x).dxOn peut interpréter le premier terme omme l'information (( lassique )) que l'on aurait pu dénirhâtivement diretement dans la arte, mais le seond terme nous montre qu'une fois de plus, ettedénition aurait dépendu de la arte hoisie. En eet, e terme exprime le fait que la mesureuniforme n'est pas la mesure de Lebesgue dans la arte et mesure en quelque sorte la loalisationde l'information de notre distribution par rapport à la mesure uniforme sur la variété.Une propriété tout à fait entrale de notre notion d'information déoule de l'utilisation de lamesure invariante :Théorème 5.2 (Invariane de l'information)Soit x une primitive aléatoire et f une transformation déterministe. Alors l'information de la pri-mitive aléatoire y = f ⋆ x est égale à elle de x :
I [ f ⋆ x ] = I [ x ]Preuve : La densité de y est donnée par le théorème (4.4) :
py(y) = p(f⋆x)(y) = px(f
(-1) ⋆ y)En reportant dans la dénition de l'information, on a :




(-1) ⋆ y)).px(f(-1) ⋆ y).dM(y)En faisant le hangement de variable y = f ⋆ x, et vu que la mesure est invariante, on obtient
I [ y ] =
Z
M
log(px(x)).px(x).dM(x) = I [ x ] 
5.2. Distribution (( gaussienne )) 1075.2.2 Loi gaussienneSi l'on suppose maintenant que l'on onnaît la moyenne et la ovariane d'une primitive aléatoire :
x ∼ (x̄,Σ), on peut herher omme dans le as réel ou vetoriel la densité qui minimise l'informationonditionnelle
I [ x | E [ x ] = x̄, Σxx = Σ ]Avant de herher à former le lagrangien, observons que omme l'information est invariante paration d'une transformation xe, on peut reherher la densité de la primitive e = f (-1)x ◦x minimisantl'information assoiée, e qui signie que l'on peut toujours se ramener à la reherhe d'une densitéde moyenne nulle 2. Cei permet de simplier grandement les aluls et de ne onsidérer que desdistributions qui seront entrées dans la arte prinipale.On onsidère don pour la dérivation de la densité que x̄ = o. Rappelons que les ontraintes àvérier sont les suivantes, en utilisant pour simplier la densité ρ orrespondant à p dans la arteprinipale :
• C'est une densité de probabilité normalisée : p(x) ≥ 0 et ∫
D
ρ(~x).d~x = 1,
• de moyenne unique l'origine, don aratérisée par : E [ ~x ] = ∫
D
~x.ρ(~x).d~x = 0,
• et de ovariane Σ : E [ ~x.~xT ] = ∫
D
~x.~xT.p(~x).d~x = ΣxxVu les ontraintes, nous allons érire le lagrangien dans la arte prinipale et non pas diretementdans la variété. Il y a don des ontraintes à rajouter sur le bord du domaine : la valeur de la densité
ρ doit être identique pour les points du lieu de oupure tangentiel C = ∂D qui orrespondentau même point physiquement sur la variété : si x ∈ C(o) est un point du lieu de oupure sur lavariété, l'ensemble des points orrespondants sur le bord de la arte prinipale (le lieu de oupuretangentiel) est onstitué d'au moins deux points (il y a au moins deux géodésiques minimisantesqui se renontrent en x), et les onditions aux limites s'érivent don :
∀~x ∈ log(x) p(x) = Cte = ρ(~x).|J(f~x)|En pratique, on peut envisager deux as : il y a deux géodésiques seulement qui se renontrent en e point du lieu de oupure, et en e aselle partent ave des veteurs tangent opposés, e qui veut dire que les onditions aux limitessont du style ρ(~x) = ρ(−~x). Dans e as, nous pouvons oublier d'inlure la ontrainte : ellesera automatiquement vériée grâe à la symétrie de la matrie de ovariane. Nous verronsun exemple ave le erle S1, mais 'est aussi le as des rotations SO3 et plus généralementdes espaes projetifs. Il y a une innité de géodésiques qui se renontrent en e point. C'est le as par exemple surla sphère S2 où toutes les géodésiques partant de l'origine (le ple nord) se renontrent à unedistane de π au ple sud : la valeur de la densité ρ doit être identique sur tout le erle derayon π autour du domaine de dénition.Nous onjeturons que les onditions aux limites de e type sont automatiquement vériéesdans le as d'une matrie de ovariane isotrope, mais il faut absolument les inlure dans lelagrangien dans le as général.2. Nous ne onsidérons ii que le as où la moyenne existe et est unique.









.d~xLe lagrangien est stationnaire si la dérivée est nulle :
∂Λ(ρ)
∂ρ
= 0 = log(ρ) + 1 + log(|J~x|) + α+ βT.~x + ~xT.Γ.~x








)En reportant dans les ontraintes, on trouve





















• Covariane xée : ∫
D






= 0En fait, omme le domaine de dénition D est symétrique par rapport à l'origine, on trouve que
β = 0 onvient pour assurer une moyenne nulle. En simpliant les équations et en revenant à ladensité sur la variété, on obtient don :



















.dM(x) = k(-1).ΣxxA partir de es équations, on peut aluler l'information de ette distribution : omme
log(px(x)) = log(k) − ~x
T.Γx.~x
2 , on a :






~xT.Γ(-1)x .~x.px(x).dM(x)En notant que xT.V.y = Tr(V.y.xT), on peut sortir la matrie Γ de l'intégrale, et elle-i se simplieomme dans le as vetoriel pour donner la matrie de ovariane. On a au nal :
I [ px ] = log(k)−
1
2
.Tr (Γx.Σxx)Soit maintenant une primitive aléatoire x de moyenne x̄ quelonque et de ovariane Σxx. Laprimitive aléatoire e = f (-1)x̄ ⋆ x est de moyenne nulle et de ovariane Σee = J(fx̄)(-1).Σxx.J(fx̄)(-T).Grâe à l'invariane de l'information, la densité minimisante sahant la moyenne x̄ et la ovariane
Σxx est donnée par la translation inverse x = fx̄ ⋆ e où la primitive e est de densité gaussienne de
5.2. Distribution (( gaussienne )) 109moyenne nulle et de ovariane Σee. La densité gaussienne de moyenne x̄ et de ovariane Σxx estdon :
px(x) = pe(f
(-1)





T.Γe.(f (-1)x̄ ⋆ x)
2
)En utilisant la arte exponentielle en x̄, et en notant Γx = J(fx̄)(-T).Γe.J(fx̄)(-1) on peut érire
























.dM(x)L'information étant invariante, ette distribution a la même information que la distribution entréeà l'origine, et omme à la fois la onstante de normalisation k et Tr (Γx.Σxx) sont invariants, laformule ne hange pas. On peut résumer les résultats ainsi :Théorème 5.3 (Distribution gaussienne)On appelle distribution gaussienne sur la variété M (vériant les propriétés usuelle plus la (( sim-pliité )) du lieu de oupure) la densité minimisant l'information onnaissant la moyenne et la ova-riane. La loi gaussienne N(x̄,Γx)(y) de moyenne x̄ et de ovariane Σxx sur la variétéM (vériantles propriétés usuelle plus la (( simpliité )) du lieu de oupure) est
































.Tr (Γx.Σxx) (5.5)A partir du paramètre Γ, on peut aluler, au moins de manière numérique, la ovariane de laprimitive aléatoire. La détermination inverse est plus dure et néessite la résolution des équationsouplées (5.3) et (5.4).Notons au passage qui si x ∼ (x̄,Σxx) est une primitive aléatoire de densité gaussienne N(x̄,Γx),alors y = f ⋆ x est enore une primitive aléatoire gaussienne N(ȳ,Γy) de moyenne ȳ = f ⋆ x̄ et deparamètre
Γy = J
(-T).Γx.J (-1) où J = ∂(f ⋆~x)
∂~x
∣∣∣∣
~x=x̄alors que sa ovariane est Σyy = J.Σxx.JT. On pressent ii une relation du type Σ = Γ(-1) que nousallons préiser dans les exemples i-dessous.
110 Aspets statistiques Chap. 55.2.3 Exemple 1 : le as vetorielOn onsidère bien sûr les transformations rigides. La mesure invariante se simplie dans e as à
dM(x) = dx et la arte prinipale est de plus identiée à l'espae vetoriel d'origine. L'intégrationdes équations pour la normalisation et la ovariane est alors lassique, et, en utilisant le hangementde variable y = A.x dans l'intégrale de la ovariane où A est une raine arrée de la matriesymétrique Γ (Γ = AT.A), on obtient :

























|Γ|où Γ est la fontion Gamma ou fontion Eulérienne de deuxième espèe. Pour la ovariane, rap-pelons que Σ = ∫Rn x.xT.k. exp (−xT.Γ.x2 ) .dx. En utilisant le hangement de variable y = A.x,l'intégrale se simplie en
A.Σ.AT = |A|(-1).k.∫Rn y.yT. exp(−‖y‖2/2).dyLes omposantes hors diagonales sont nulles ar on intègre des fontion anti-symétriques, et on apour la ie omposante diagonale :
















= 1On a don A.Σ.AT = Id, e qui se traduit en Γ = Σ(-1). La densité est don bien la densité gaussiennelassique :
















)5.2.4 Exemple 2 : le erleEn onsidérant le erle dans le plan R2, un groupe de transformation approprié est le groupe desrotations, et la représentation exponentielle pour la distane invariante est l'angle θ ∈ D =]− π;π[du point du erle ave, par exemple, l'axe des x. La mesure invariante est alors simplement dθ.Si l'on onsidère maintenant un erle de rayon r et que l'on onserve la métrique du plan, lareprésentation exponentielle devient x = r.θ et le domaine est D =] − a; a[, où a = π.r. La mesureinvariante est alors dx = r.dθ et le fateur de normalisation s'érit :





























)erf(√γ2 .a) = k. exp(−γ.x22 )e qui est en fait une gaussienne lassique tronquée. Cei se ressent dans la liaison entre la variane



















))Pour xer les idées, il est intéressant de regarder quelques propriétés aux limites : si le rayontend vers l'inni, le erle devient la droite réelle R et on obtient σ2 = 1/γ et la densité gaussienneunidimensionnelle lassique, omme on pouvait s'y attendre.Un autre as limite est intéressant : omme le erle est ompat et borné, la variane ne peutpas devenir innie omme dans le as réel. En eet, si l'on fait tendre le paramètre γ vers 0 (e quiorrespond dans le as vetoriel à faire tendre la variane vers l'inni), un développement limité de











|Q(~̄x)|.d−→̄xyNotons que la base induite par la arte prinipale sur l'espae tangent au point x̄ n'est pas ortho-normée et nous sommes obligés de onserver la métrique pour remédier à ela. L'autre solutiononsisterait à se ramener à l'origine. La partie de l'exponentielle qui serait en dehors du domaine,omme les ontraintes éventuelles sur les bords, deviennent aussi négligeables et on est alors dansle as (( quasi-vetoriel )) où la distribution est donnée par







k(-1) ≃ (2.π)n/2.√|Q(~̄x).Σxx| et Γx ≃ Σ(-1)xxIl serait intéressant de développer plus avant ette approximation, et en partiulier d'en préiserl'ordre par rapport à la variane σ2 et sans doute également du rayon d'injetion et de la ourburemaximale.3. Cei dépend a priori de Σ mais aussi de la ourbure de la variété qui intervient dans l'expression de la mesureinvariante et de l'extension du domaine de dénition de la arte exponentielle.
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Variance sur la droite des réels
















Fig. 5.3  Variane en fontion du paramètre γ de la gaussienne sur le erle de rayon 1 et dans
R. Cette variane tend vers σ20 = π2/3 pour la distribution uniforme sur le erle (γ = 0) alorsqu'elle tend vers l'inni pour la mesure uniforme sur R. Il est intéressant de noter que pour unefaible variane (ii γ > 1), une bonne valeur approhée de la relation entre la variane sur le erleet le paramètre γ est σ2 ≃ 1/γ, 'est-à-dire identique au as réel.Retour à l'information : approximation pratique Supposons que l'on ait estimé, à partirdu même ensemble de données, les matries de ovarianes à l'origine de deux modèles de bruitsdiérents. Pour savoir lequel est le plus adapté, il paraît raisonnable de hoisir le modèle de bruitle plus informatif. Pour ela, on assoie à haque modèle de bruit l'information minimale parmi lesdistribution ayant ette moyenne et ovariane.Le problème qui se pose est évidemment de aluler l'information de la distribution gaussienne,étant donné qu'on ne sait pas en général en aluler les paramètres. An d'obtenir quand même unritère pratique, nous nous plaerons dans le as d'une ovariane Σ faible développé i-dessus. Laformule (5.5) se réduit alors à
I [N(x̄,Γx) ] = −
n
2





)En pratique, on assoiera don à une primitive aléatoire x ∼ (x̄,Σxx) l'information :
I [ x ] = −n
2
(1 + log(2.π)) + log (|J(f~̄x)|)−
1
2
. log (|Σ|) (5.6)5.2.6 DisussionL'approhe (( minimisation de l'information )) pour la dénition de la gaussienne sur une variétésemble prometteuse et permet d'obtenir une famille de distributions allant du Dira, la distributionpontuelle exate, à la distribution uniforme (ou la mesure uniforme si l'espae n'est pas ompat).Cependant, le lien entre le paramètre Γ et la ovariane Σ de la distribution gaussienne est loin d'être























.dθ.dnOr les intégrales ∫ πθ=0 sin2(a.x).e−a.x2 .dx et ∫ πθ=0 x2. sin2(a.x).e−a.x2 .dx ne sont pas alulableformellement à notre onnaissane. On ne peut don pas développer plus la notion de gaussiennesans une étude approfondie des algorithmes numériques qui nous permettraient de aluler k et Σen fontion de Γ et de façon réiproque k et Γ en fontion Σ.Un seond problème qui demanderait également une étude approfondie onerne la as où plusde deux géodésiques minimisantes se renontrent sur le lieu de oupure, omme par exemple surle sphère S2. Nous onjeturons qu'il n'y a pas de problème si la distribution est isotrope, maisil faut absolument introduire des ontraintes sur le bord du domaine en as d'anisotropie et ladistribution ne devrait plus être de (( forme exponentielle )) dans e as. Il serait également intéressantde faire le lien ave la théorie des statistiques diretionnelles (voir par exemple (Bingham, 1974;Jupp et Mardia, 1989; Kent, 1992; Mardia, 1995)). Il semblerait d'ailleurs qu'un ertain nombre dedistributions examinées dans es travaux puissent être exprimées dans le formalisme variationneldéveloppé ii grâe à l'utilisation de onneteurs invariants (au sens de (Piard, 1994)) diérents duonneteur métrique invariant (la arte exponentielle) sur lequel nous avons basé notre théorie.5.3 Distane de Mahalanobis5.3.1 Dénition de la distane simpleLe problème que l'on se pose maintenant est de omparer la mesure ŷ d'une primitive avela distribution d'une primitive aléatoire x ∼ (x̄,Σxx), par exemple pour savoir si la mesure peutdéemment provenir de ette distribution. Dans le adre statistique, on suppose plutt que l'on aune mesure bruitée x ∼ (x̂,Σxx) : x̂ est alors notre mesure et Σxx représente l'inertitude que l'ona estimée sur ette mesure. En supposant que le bruit est entré, on veut savoir si ette primitivealéatoire peut être une mesure de la primitive exate y.Dans le as d'une distribution gaussienne dans un espae vetoriel, 'est le test du χ2 quipermet de répondre à ette question. Ce test mesure la probabilité de la distane de Mahalanobis




114 Aspets statistiques Chap. 5On peut évidement exprimer ette distane dans la arte prinipale : si l'on note e = f (-1)x̄ ⋆x l'erreurramenée à l'origine et z = f (-1)x̄ ⋆ y l'erreur de mesure également ramenée à l'origine, on a :
µ2(x, y) = (f (-1)x̄ ⋆ ~y)T.J(fx̄)T.Σ(-1)xx .J(fx̄).(f (-1)x̄ ⋆ ~y) = ~zT.Σ(-1)ee .~z = µ2(e, z)5.3.2 PropriétésSoit f une transformation déterministe et x0 = f ⋆x et y′ = f ⋆y les transformées de la primitivealéatoires x et de la primitive xe y. Alors on a :
−−→
x̄′y′ = J.−→̄xy et Σx0x0 = J.Σxx.JT ave J = ∂(f ⋆~x)∂~x ∣∣∣∣~x=~̄xIl sut don d'érire la dénition de µ2(x0, y′) pour voir que ette expression est égale à la distanede Mahalanobis avant transformation :
µ2(f ⋆ x, f ⋆ y) = µ2(x, y) (5.8)Cei nous permet également de nous ramener à la arte prinipale ave une omplexité algorith-mique plus faible que préédemment grâe à la transformation f (-1)y :



















= n (5.10)Cette identité est très utile pour diérents tests statistiques. Nous l'utiliserons en partiulierau hapitre 9 pour valider a posteriori l'inertitude estimée sur le realage de deux ensembles deprimitives.5.3.3 Autre dénitionEn partant de la densité gaussienne de moyenne x̄ et de ovariane Σxx :






)on pourrait envisager une dénition de la distane de Mahalanobis omme l'entropie (( normalisée ))de la primitive xe y par rapport à la gaussienne :
µ′2(x, y) = log(k)− 2. log(N(x̄,Γ)(y)) = −→̄xyT.Γ.−→̄xy
5.3. Distane de Mahalanobis 115Cette dénition, si elle peut présenter de nombreux avantages, a l'inonvénient majeur de reposersur une famille de distributions xée (la gaussienne) et n'est don pas adaptée si on onnaît ladistribution exate de la primitive aléatoire x et non plus seulement sa moyenne et sa ovariane.De plus, d'un point de vue omplexité algorithmique, elle repose sur le paramètre Γ de la gaussienneque nous avons vu diilement alulable.Cependant, pour une distribution quasi-gaussienne susamment entrée, on a la relation Σ(-1)xx ≃















) (5.11)Rappelons également que la fontion Γ est alulable par la propriété de réurrene : Γ(x + 1) =























xzT.Σ(-1)xx .−→̄xz +−→̄yzT.Σ(-1)yy .−→̄yz) (5.12)L'inonvénient majeur de ette dénition est qu'elle néessite une minimisation. Or, dans un algo-rithme de reonnaissane, ette distane sert non seulement de test de déision, par exemple pouraepter un appariement ou le rejeter omme aberrant, mais aussi de ritère de lassiation de esappariements. Il est don souhaitable que son alul soit rapide. Cette onstatation nous amène àonsidérer une autre dénition, sans doute plus ad ho, mais qui ne néessite pas de minimisation.
116 Aspets statistiques Chap. 55.3.7 Dénition pratiqueDénition 5.4 (Distane de Mahalanobis double)On appelle distane de Mahalanobis entre deux primitives aléatoires x ∼ (x̄,Σxx) et y ∼ (ȳ,Σyy) ladistane de Mahalanobis simple entre la primitive aléatoire z = f (-1)y ⋆ x et l'origine :









∂f (-1)~y . ∂f (-1)∂f ∣∣∣∣f=f~y .∂f~y∂~yles jaobiens estimés en (x̄, ȳ), la primitive aléatoire z = fy ⋆x est aratérisée par une moyenne de
z̄ = fȳ ⋆ x̄ et une ovariane de Σzz = J~x.Σxx.JT~x + J~y.Σyy.JT~y et la distane de Mahalanobis est
ν2(x,y) = z̄T.Σ(-1)zz .z̄ = (f (-1)ȳ ⋆ x̄)T.(J~x.Σxx.JT~x + J~y.Σyy.JT~y )(-1).(f (-1)ȳ ⋆ x̄)Théorème 5.4 (Invariane de la distane de Mahalanobis)Soient x et y deux primitives aléatoires et f une transformation déterministe. Alors :
ν2(f ⋆ x, f ⋆ y) = ν2(x,y) (5.14)Preuve :Notons x′ = f ⋆ x et y′ = f ⋆ y. Il existe don h ∈ H tel que fy′ ◦ h = f ◦ fy, e qui donne :
f
(-1)
y′ = h ◦ f
(-1)
y ◦ f
(-1). Soit maintenant z = f (-1)y ⋆ x. On obtient don z′ = f (-1)y′ ⋆ x′ = h ⋆ z, e quis'exprime dans la arte prinipale pour la primitive moyenne par
z̄′ = J(hz̄).z̄puisque l'ation est hz̄ est linéaire dans ette arte.Pour aluler la matrie de ovariane de z0, on utilise justement le jaobien ∂~z′
∂~z
estimé à la valeurmoyenne. On a don : Σz′z′ = J(hz̄).Σzz.J(hz̄)T. En reportant dans la dénition de la distane deMahalanobis, on trouve :





.z̄′ = z̄T.Σ(-1)zz .z̄ = ν2(x,y) 5.3.8 Équivalene des dénitions dans le as vetorielThéorème 5.5 (Distane de Mahalanobis double et minimum)Soient x ∼ (x,Σxx) et y ∼ (y,Σyy) deux veteurs aléatoires. On note Λ = (Σxx + Σyy)(-1). Leminimum sur z ∈ Rn de µ2(x, z) + µ2(y, z) est obtenu pour le veteur




µ2(x, z) + µ2(y, z)
)
= (x− y)T.Λ.(x− y) = ν2(x,y) (5.16)Notons que ette équivalene et la formulation exate du résultat sont à la base des équationsdu ltre de Kalman. Pour développer la preuve, nous aurons besoin du lemme d'inversion, dont onpourra trouver une démonstration dans (Maybek, 1979, p. 213).Lemme 5.1 (Lemme d'inversion)Soit deux matries symétriques dénies positives W et S de dimension m et n, et une matrie Mde dimension n×m. Alors :
(MT.W (-1).M + S(-1))(-1) = S − S.MT(W +M.S.MT)(-1).M.S (5.17)





(x − z)T.Σ(-1)xx + (y − z)T.Σ(-1)yy  = 0Le minimum est don obtenu pour
z = (Σ(-1)xx + Σ(-1)yy )(-1).(Σ(-1)xx .x + Σ(-1)yy .y)ave une matrie hessienne dénie positive : Hz = Σ(-1)xx + Σ(-1)yy . On a don bien un minimum unique.Utilisons le lemme d'inversion pour (( simplier )) z : on a M = Id, W = Σxx et S = Σyy (etréiproquement). En notant Λ = (Σxx + Σyy)(-1) et en fatorisant, on obtient :
(Σ(-1)xx + Σ(-1)yy )(-1) = { Id − Σyy.Λ} .Σyy = { Id − Σxx.Λ} .ΣxxEn reportant dans z, on trouve :
z = ( Id − Σxx.Λ).x + ( Id − Σyy.Λ).yReportant maintenant ette valeur dans µ2(x, z). Comme Σ(-1)xx .(z − x) = Σ(-1)xx ( Id − Σyy.Λ).y − Λ.x,on a :
µ2(x, z) = (z − x)T.Σ(-1)xx .(z − x)
= xT.Λ.Σxx.Λ.x − 2.yT.( Id − Λ.Σyy).Λ.x
+yT.( Id − Λ.Σyy).Σ(-1)xx .( Id − Σyy.Λ).yPour simplier le terme en yT.y, posons S = Λ.Σyy.Λ, et W = −M ave M = MT = S(-1) − Λ(-1).Nous allons réutiliser le lemme d'inversion. Pour ela, observons que
M.S = Id − Λ(-1).S = Id − Σyy.Λ
M.S.MT + W = (M.S − Id).M = −Λ(-1).S.M
= Λ(-1) − Σyy = −ΣxxLe terme en yT.y se simplie don grâe au lemme d'inversion en
( Id − Λ.Σyy).Σ(-1)xx .( Id − Σyy.Λ) = S.MT.(M.S.MT + W )(-1).M.S
= S − (S(-1) + MT.W (-1).M)(-1)
= S − (S(-1) − M)(-1)
= Λ.Σyy.Λ − Λe qui simplie µ2(x, z) en :
µ2(x, z) = −xT.Λ.Σxx .Λ.x − 2.yT.( Id − Λ.Σyy).Λ.x + yT.(Λ − Λ.Σyy.Λ).yL'addition des distanes de Mahalanobis par rapport à x et y donne don :
µ2(x, z) + µ2(y, z) = xT(Λ.Σxx.Λ + Λ − Λ.Σxx.Λ).x
+yT(Λ.Σyy.Λ + Λ − Λ.Σyy.Λ).y
−2.yT(2.Λ − Λ.Σyy.Λ + −Λ.Σxx.Λ).xComme (Σxx + Σyy) = Λ(-1), on trouve nalement :




µ2(x, z) + µ2(y, z)
)qui généralise orretement la distane de Mahalanobis simple de l'équation (5.9) si l'on onsidèreque la distane de Mahalanobis entre deux primitives déterministes diérentes est innie partout et
118 Aspets statistiques Chap. 5que la distane entre deux primitives déterministes égales est nulle. Cette dénition est évidemmentinvariante par l'ation d'une transformation xe et symétrique mais elle est diile à implémenteret augmente onsidérablement les temps de aluls à ause de la dénition impliite.Nous avons don proposé une autre dénition qui se alule diretement et orrespond à lapremière dans le as vetoriel. Elle est également invariante mais elle n'est généralement pas symé-trique :
µ2(f (-1)y ⋆ x, o) = ν2(x,y) 6= ν2(y,x) = µ2(f (-1)x ⋆ y, o)Cependant, nous n'avons observé lors de nos expérienes que des diérenes relatives de l'ordrede 2% entre µ2(x,y) et µ2(y,x). De plus, l'équivalene de ette dénition ave la dénition parminimisation dans le as vetoriel nous permet de onsidérer que nous avons ainsi obtenu uneapproximation de ν2(x,y). Cette valeur approhée apparaît en pratique largement susante pourlasser des appariements et rejeter des mesures aberrantes.Par ontre, la dénition par minimisation ouvre la voie à des algorithmes de alul de la moyenneinluant des informations du seond ordre : voir à e sujet les divers algorithmes du hapitre 8.5.4 ConlusionOn peut onsidérer que nous avons onlu ave les aspets statistiques notre théorie de l'inerti-tude sur les primitives géométriques. L'étude des modèles de bruits nous a permis de aratériser lesbruits homogènes et isotropes qui seront à la base de nos appliations statistiques, et nous avons puébauher une étude des distributions équivalentes à la gaussienne sur les variété homogènes grâeà la minimisation de l'information. Cei nous permet en partiulier de justier le hoix d'une dis-tribution quasi-gaussienne dans la arte exponentielle au point x̄ omme distribution de référenepour la primitive aléatoire x ∼ (x̄,Σxx), et de justier le test du χ2 sur la distane de Mahalanobissimple. L'approximation de la distane de Mahalanobis entre deux primitive probabilistes prendrason importane dans la seonde partie de e manusrit, pour la fusion de primitives ou l'estimationde la transformation entre deux objets (le realage).
Chapitre 6
Synthèse : implémentation pratique
Nous avons développé jusqu'ii un ensemble d'outils mathématiques pour gérer l'inertitude surles primitives géométriques. Nous présentons dans ette setion un résumé pratique des formulesimportantes et surtout de la démarhe à suivre pour pouvoir appliquer ette théorie.La première setion rappelle les étapes mathématiques qui onduisent à l'obtention des géodé-siques et de la arte prinipale. Nous présentons ensuite les quelques opérations de base à implé-menter pour haque type de primitive à partir desquelles nous pouvons onstruire la plupart desalgorithmes sur les primitives, de manière totalement indépendante du type de primitive onsidéré.Cette façon (( orientée objet )) de travailler ave les primitives géométriques est à la base de labibliothèque C qui implémente la théorie développée jusqu'ii pour les repères, les repères semi-orientés et non orientés et les points. Nous développerons les aluls néessaires à es primitives etles appliations dans la seonde partie de e manusrit (voir hapitre 7).6.1 Phase mathématique : géodésiques et arte prinipaleOn s'intéresse don ii à une variété de primitives géométriques M soumises à l'ation d'ungroupe de transformation G. Nous nous foaliserons dans un premier temps sur le groupe de trans-formation, en supposant qu'il soit déni de manière indépendante des primitives, par exemples parson ation sur un espae eulidien. C'est le as du groupe des transformations rigides que nousonsidérons dans e manusrit, mais on pourrait penser à d'autres groupes omme les similitudes,les transformations anes ou les transformations projetives.6.1.1 Le groupe de transformation GLe premier travail est de dénir les éléments du groupes, par exemple omme une sous-variétéd'un espae vetoriel eulidien. Les transformations anes en n-D sont ainsi dénies par une matrie
n×n A et un veteur de translation t, 'est-à-dire n.(n+1) éléments réels. Cependant, tous les pointsde et espae Rn.(n+1) ne représentent pas un élément du groupe puisque l'on a la ontrainte det(A) 6=
0 pour que la matrie soit inversible. De même, les transformations rigides sont représentables parune matrie n × n R, vériant les ontraintes R.RT = RT.R = Id et det(R) = +1, et un veteurde translation t ∈ Rn. Cette façon de dénir l'ensemble des transformations permet de montrer119
120 Synthèse : implémentation pratique Chap. 6aisément qu'on a bien une variété diérentielle puisqu'il sut pour ela que les ontraintes soientnon dégénérées (de jaobien non nul). On note habituellement f et g des points de ette variété G.Pour que l'on puisse travailler sur le groupe, il faut enore un élément neutre que l'on appelleraidentité ( Id) et l'expression des opérations de omposition (f ◦ g) et d'inversion (f (-1)).Nous supposerons de plus, pour pouvoir obtenir une distane entre tous les éléments du groupe,que le groupe est onnexe. Cela revient à dire que deux transformations quelonques peuvent êtrereliés par une suite de transformations ontinues. Cette hypothèse est en général justiée si l'ontravaille en vrai 3D. On devrait ainsi restreindre le groupe des transformations anes à elles dedéterminant positif (la feuille qui ontient l'identité) ar on ne peut pas passer ontinûment d'undéterminant positif à un déterminant négatif sans passer par une matrie de déterminant nul, quin'est plus une transformation puisqu'elle n'est pas inversible. Cela orrespondrait par exemple àreplier R3 tout entier dans un plan, une droite ou un seul point, e qui semble peu réaliste.Le as d'un groupe onnexe ompat C'est un as un peu spéial puisqu'il existe alors unemétrique invariante à droite et à gauhe en même temps, et que les géodésiques partant de l'iden-tité pour ette métrique sont les sous-groupes à un paramètre. Une propriété intéressante est quetoutes les transformations d'un sous groupe à un paramètre ommutent. La démarhe est alors dearatériser la ommutation de deux transformation (f ◦ g = g ◦ f), puis de trouver l'expression desourbes γ(t) sur le groupe satisfaisant :
∀(s, t) ∈ R2, γ(s+ t) = γ(s) ◦ γ(t) = γ(t) ◦ γ(s)Puisque es sous-groupes sont dénis sur R tout entier et que le groupe est supposé onnexe, legroupe est géodésiquement omplet. De plus, on obtient les géodésiques partant d'un point f par latranslation à gauhe f ◦ γ(t) (ou à droite γ(t) ◦ f puisque la métrique est bi-invariante).Il ne reste plus alors qu'à aratériser l'espae tangent à l'identité (i.e. trouver un espae vetorielde dimension n qui lui soit diéomorphe), aluler le veteur tangent v en t = 0 à une telle ourbe,et réérire l'équation de la ourbe γv en fontion de e veteur tangent. L'exponentielle est alorsdénie par :
exp(v) = γv(1)La suite est alors identique au as général.Cas général : groupe onnexe loalement ompat La démarhe est ii un peu plus ompli-quée puisque l'on doit passer par une arte pour déterminer les géodésiques. On suppose don quel'on a une représentation minimale du groupe que l'on notera f et dont le domaine est un ouvertautour de l'identité. Par une translation appropriée dans la arte, on peut se ramener à une arteentrée en l'identité, 'est-à-dire telle que l'identité soit représentée par le veteur nul. On déterminealors l'expression de la omposition f ◦ g dans ette arte (pour des transformations susammentprohes des l'identité), ainsi que les dérivées de ette opération et en partiulier le jaobien de latranslation à gauhe, qui permet de onstruire la représentation loale de la métrique invariante àgauhe.
Q(x) = JL(f)
(-T).Q.JL(f)(-1) ave JL(f) = ∂(f ◦ e)
∂e
∣∣∣∣
e= IdNotons qu'on peut hoisir sans problème la métrique à l'identité Q = Id puisque les géodésiques sontglobalement invariantes au hoix de ette métrique. De plus, on pourra toujours hanger après-oupette métrique Q en appliquant un hangement de variable ane dans la arte prinipale.



























)où qij = [Q(f)(-1)]ij . On pourra ependant se ontenter des géodésiques partant de l'origine, 'est-à-dire de zéro dans notre arte entrée. S'il existe toujours une solution, il n'est pas dit qu'elle soitexpliite et exprimable ave nos fontions usuelles. Cependant, on supposera que 'est le as ii.Une fois qu'on a l'équation loale des géodésiques autour de l'identité dans notre arte, ondétermine leur équation diretement dans le groupe G et on vérie qu'elles s'étendent sans singularitéà R tout entier et que le groupe est ainsi géodésiquement omplet.On alule alors le veteur tangent v à haque géodésique dans la arte loale ou, omme dansle as du groupe ompat, dans un espae vetoriel diéomorphe à l'espae tangent à l'identité, eten réérit l'équation de la ourbe γv en fontion de e veteur. L'exponentielle est alors dénie par :
exp(v) = γv(1)On inverse alors ette expression pour obtenir l'ensemble V(f) des veteurs v satisfaisant exp(v) = f,puis on détermine le lieu de oupure, limitant le domaine de dénition. Pour ela, il sut de se sou-venir qu'il n'existe qu'une seule géodésique minimisante à l'intérieur du domaine et éventuellementplusieurs sur le bord (le lien de oupure). On peut don aluler la (( norme )) de haque primitive
f :
NL(f) = dist(f, Id) = min
v∈V(f)
(‖v‖)et réduire V(f) à l'ensemble des veteurs de norme minimale :
Vmin(f) = arg min
v∈V(f)
(‖v‖)On a alors obtenu la arte prinipale. Si Vmin(f) n'est pas réduit à un seul élément, alors f faitpartie du lieu de oupure de l'identité et Vmin(f) est l'ensemble des veteurs à identier sur le lieude oupure tangentiel, et si Vmin(f) = {~f} est réduit à un seul élément, alors on est en général àl'intérieur du domaine de dénition D (bien qu'oasionnellement f puisse appartenir au lieu deoupure).6.1.2 La variété MComme on a déni le groupe de transformation, il nous faut dénir la variété, par exemple ommeune sous-variété d'un espae vetoriel eulidien. On notera x ∈ M un tel élément. On représenteraainsi un point extrémal par un repère semi-orienté, 'est-à-dire une position x ∈ R3, un veteurunitaire n normal à la surfae en e point, et les deux diretions prinipales unitaires (±t1,±t2)orthogonales entre elles et au veteur normal. Si les ontraintes ne sont pas dégénérées, alors on aune struture de variété diérentielle (e qui est le as par exemple pour ‖n‖ = 1 ou 〈t1 | t2 〉 = 0).
122 Synthèse : implémentation pratique Chap. 6L'étape suivante est de dénir l'ation d'une transformation f (quelle qu'en soit sa représentation)sur une primitive x. On notera : y = f ⋆x. Il est bien évident que le résultat de ette ation doit êtreune primitive de M. Il faudra au besoin étendre l'ensemble des primitives utilisées pour satisfaireette ontrainte. On utilisera par exemple des trièdres quelonques (mais non dégénérés) et nonplus simplement des trièdres orthonormés si l'on utilise des transformations anes au lieu destransformations rigides.Pour que notre variété soit homogène, il nous faut alors séparer la partie invariante des primitivesde la partie qui (( bouge )) ave le groupe. On ne s'intéresse dans la suite qu'à la partie homogène,mais les invariants (dits unaires puisqu'ils ne font intervenir qu'une seule primitive) peuvent êtreonservés et utilisés à d'autres ns telles que la mise en orrespondane. Remarquons au passageque si notre variété est homogène pour un groupe onnexe, elle est automatiquement onnexe.On hoisit alors une origine que l'on appelle o, et on détermine le groupe d'isotropie en e point :
H = {h ∈ G / h ⋆ o = o}puis le oset d'un point x ∈M :
Fx = {g ∈ G / g ⋆ o = x}et enn on se hoisit une fontion de plaement fx, de préférene la plus simple possible, mais quipourra éventuellement servir à dénir un modèle de bruit homogène (( standard )). La translationde veteur x est ainsi tout a fait adaptée omme fontion de plaement pour les points soumis auxtransformations rigides. De manière générale, un hoix généralement agréable est la transformation(ou l'une des transformations) de Fx qui minimise la distane à l'identité :
fx ∈ arg min
f∈Fx





x=oOn peut alors enn savoir s'il existe une métrique invariante par G sur M : il existe alors unematrie symétrique dénie positive Q vériant
∀h ∈ H J(h)T.Q.J(h) = QEn supposant qu'une telle matrie existe, on onstruit alors la représentation loale de la mé-trique invariante Q(x) = J(fx)(-T).Q.J(fx)(-1) et on herhe à résoudre le système d'équations dié-rentielles du seond ordre dénissant les géodésiques dans la arte loale. On peut se ontenter desgéodésiques partant de l'origine, les géodésiques partant de x étant obtenues grâe à la translation detransformation fx. On exprime alors l'équation des géodésiques diretement dans la variétéM et onvérie qu'elles s'étendent sans singularité à R tout entier et que la variété est ainsi géodésiquementomplète. La détermination de la arte prinipale est alors alquée sur le as du groupe.1. Il serait d'ailleurs intéressant de savoir dans quelles onditions, ave e hoix de fx, la ourbe γ(t) = (t.~fx) ⋆ o estune géodésique de M pour la métrique invariante, et quel est le lien ave l'existene d'une métrique invariante. Cettepropriété est vériée pour les primitives que nous utilisons dans e manusrit et pourrait s'avérer un moyen eaepour déterminer les géodésiques de M si on a déterminé elles de G.




∂~g Inversion : ~f(-1) ; ∂~f(-1)








~e=0Enn, nous utiliserons le ltrage de Kalman étendu pour ertains problèmes d'estimation, et lamise à jour de l'état peut faire sortir elui-i du domaine de dénition de notre arte prinipale.Cela ne pose pas vraiment de problème théorique puisque l'exponentielle est dénie sur tout l'espaetangent, mais plutt un problème pratique puisque toutes nos opérations sont onçues pour travaillerave des valeurs omprises dans le domaine de la arte. Nous avons don besoin d'une dernièreopération qui onsiste à ramener un veteur ~f ′ représentant une primitive f à sa valeur ~f dans ledomaine (ou à l'une de ses valeurs sur le lieu de oupure), en empruntant bien sûr la géodésique.Le jaobien de ette opération sera néessaire pour pouvoir réajuster la matrie de ovariane. Domaine : ~f(~f ′) ; ∂~f(~f ′)
∂~f ′6.2.2 Opérations atomiques sur la variétéEn e qui onerne la variété des primitives, nous avons l'ation du groupe omme analogue dela omposition et la fontion de plaement (f (-1)x ⋆ o pouvant être onsidéré omme un analogue de




∂~x Fontion de plaement : ~f~x ; ∂~f~x
∂~xDe même que pour le groupe, on peut envisager d'implémenter diretement le jaobien de la trans-lation de l'origine : Translation de l'origine : J(~f~x) = ∂(~f~x ⋆~e)
∂~e
∣∣∣∣∣
~e=0et nous utiliserons le ltre de Kalman, don nous aurons besoin de nous ramener dans le domaine : Domaine : ~x(~x′) ; ∂~x(~x′)
∂~x′Dans notre bibliothèque, nous avons implémenté pour toutes es opérations une version ditesimple, sans les jaobiens, et une version alulant l'opération et ses jaobiens. Cei permet deréduire au minimum le nombre de aluls de jaobiens et de multipliations matriielles, et ainsi dediminuer les temps de alul (au détriment, mais dans une faible part, du volume du ode).6.3 Opérations de base sur les primitives probabilistesAyant onstruit et implémenté les fontion atomiques pour les transformations et tous les typesde primitives qui nous intéressent, on peut s'abstraire du type de primitive utilisé et implémenter unefois pour toutes les opérations qui suivent. Le jour où l'on voudra rajouter une nouvelle primitive,il sura de programmer ses fontions atomiques et toutes les opérations et algorithmes dérits àpartir de maintenant fontionneront automatiquement.Le groupe de transformation G étant une variété, il est lair qu'un grand nombre des opérationsde base s'applique également au groupe. Nous développons don dans la suite les opérations de basesur la variété, en ne les traduisant sur le groupe que si les diérenes ou les simpliations sontsigniatives.6.3.1 Primitives probabilistesSoit x une primitive aléatoire. Nous supposerons que sa moyenne de Fréhet









xxT ] = J(~f~̄x).E [ (~f(-1)~̄x ⋆~x).(~f(-1)~̄x ⋆~x)T ] .J(~f~̄x)TCes paramètres sont en général susants pour gérer de manière informatique la primitive aléatoireet on dénit don un (( objet géométrique aléatoire )) (ou probabiliste) ave l'approximation :
x ∼ (~̄x,Σxx)Une primitive probabiliste sera don pour nous un objet omposé d'un veteur de dimension n(la dimension de la variété), d'une matrie de ovariane n × n, et d'un type indiquant de quelle
6.3. Opérations de base sur les primitives probabilistes 125primitive il s'agit. A haque type de primitive est assoié son ensemble d'opérations atomiques.Pour être préis, on devrait subordonner le type de primitive au groupe de transformation que l'ononsidère, mais nous ne onsidérons dans notre implémentation que les transformations rigides. Ilfaut également noter que les transformations sont des objets d'une lasse diérente puisque ertainesopérations diérent.Note sur l'implémentation Dans ette optique, une primitive exate ou déterministe a simple-ment une ovariane nulle. Elle peut don être gérée exatement omme une primitive probabiliste,mais pour éviter des aluls de jaobiens longs et inutiles, on pourra rajouter dans la strutureinformatique de l'objet un drapeau indiquant si l'objet est déterministe ou probabiliste et ne faireles aluls reliés à la matrie de ovariane que dans e dernier as.Notons également que la matrie de ovariane est symétrique. Si la variété est de dimension
n, elle n'a don que n.(n + 1)/2 omposantes libres. An d'éviter des aluls inutiles et de res-ter ohérent, il est souhaitable d'utiliser un odage de la matrie de ovariane ne onservant que
n.(n+ 1)/2 omposantes indépendantes et de réérire toutes les opérations sur la matrie de ova-riane diretement dans e odage. A titre d'information, les prinipales opérations sur les matriessymétriques (et surtout elles qui sont les plus oûteuses en temps de alul) sont l'inversion, la dia-gonalisation et surtout (( l'ation )) d'un jaobien : Λ = J.Σ.JT. Une optimisation de es opérationsdans le odage symétrique est don de la plus haute importane pour obtenir des algorithmes hautniveau rapides sur les primitives aléatoires. Par ailleurs, la minimisation du nombre des opérationsà eetuer (ii dans le sens de multipliation et addition de réels) apporte également un gain depréision numérique.6.3.2 Opérations géométriques sur les primitives probabilistesLa première opération géométrique, 'est la distane entre deux primitives de même type. Onne préise pas ii les matries de ovariane puisqu'elles n'interviennent pas. Distane (~x ; ~y) 7−→ dist(x, y) =√(~f(-1)~x ⋆ ~y)T .(~f(-1)~x ⋆ ~y)Ensuite, nous avons besoin de faire agir une transformation probabiliste sur une primitive pro-babiliste et, pour simplier l'expression des algorithmes de plus haut niveau, de la (( fontion deplaement probabiliste )) : Ation d'une transformation(
f ∼ (~̄f,Σff ) ; x ∼ (~̄x,Σxx)
)
7−→ y = f ⋆ x ∼
(
~̄f ◦ ~̄x , Σyy
)ave





~x où J~f = ∂(~f ⋆~x)∂~f ∣∣∣∣∣~f=~̄f et J~x = ∂(~f ⋆~x)∂~x ∣∣∣∣∣~x=~̄x Fontion de plaement probabiliste
x ∼ (~̄x,Σxx) 7−→ fx ∼
(
~f~̄x ; J.Σxx.J
T) ave J = ∂~f~x
∂~x
∣∣∣∣∣
~x=~̄xPour implémenter la distane de Mahalanobis, nous proédons en deux étapes : une premièrefontion pour la distane de Mahalanobis simple par rapport à l'origine, et une seonde fontionpour la distane de Mahalanobis double approhée. Distane de Mahalanobis à l'origine z ∼ (~̄z,Σzz) 7−→ µ2(z, o) = ~̄zT.Σ(-1)zz .~̄z
126 Synthèse : implémentation pratique Chap. 6 Distane de Mahalanobis double
(
x ∼ (~̄x,Σxx) ; y ∼ (~̄y,Σyy)
)
7−→ ν2(x,y) = µ2(f(-1)y ⋆ x, o)En prenant omme onvention que, s'il y a une primitive déterministe, 'est y (on inverse au besoinles arguments dans la proédure), la distane de Mahalanobis double implémente également ladistane simple.6.3.3 Opérations géométriques sur les transformations probabilistesToute es opérations sont très similaires pour le groupe, exepté que l'ation doit être remplaépar la omposition et l'inverse de la fontion de plaement par l'inversion : Composition
(
f1 ∼ (~̄f1,Σf1f1) ; f2 ∼ (~̄f2,Σf2f2)
)
7−→ g = f2 ◦ f1 ∼
(
~̄f2 ◦~̄f1 , Σgg
)ave
Σgg = J~f2 .Σf2f2 .J
T
~f2
+ J~f1 .Σf1f1 .J
T
~f1
où J~f2 = ∂(~f2 ◦~f1)∂~f2 ∣∣∣∣∣~f2=~̄f2 et J~f1 = ∂(~f2 ◦~f1)∂~f1 ∣∣∣∣∣~f1=~̄f1 Inversion
(
f ∼ (~̄f,Σff )
)
7−→ f (-1) ∼ (~̄f (-1) , J.Σff .JT) ave J = ∂~f(-1)
∂~f
∣∣∣∣∣




) ave Σxx = J(~f~̂x).Σ.J(~f~̂x)Toù ~f~x est notre fontion de plaement par défaut (elle n'a pas ii d'importane).Dans le as d'un bruit homogène, il n'y a plus de ontraintes sur la ovariane à l'origine maisla fontion de plaement est un paramètre du bruit. Dans notre implémentation, on se ontente dela fontion de plaement par défaut (d'où l'intérêt de bien la hoisir au départ), mais on pourraitonevoir la fontion plus générique suivante : Modélisation statistique (~̂x ; Σ ; ~f~x) 7−→ x ∼ (~̂x, J(~f~̂x).Σ.J(~f~̂x)T)A l'inverse, il est souvent utile de pouvoir interpréter le bruit sur une primitive aléatoire résultantd'une expériene, ne serait-e que pour pouvoir estimer le modèle ou le niveau de bruit. Il estimpossible d'estimer la fontion de plaement ave une seule mesure et même très diile de l'estimerave plusieurs mesures (supposées distribuées identiquement et indépendamment). On la supposedon onnue (ou devinée) et la ovariane à l'origine est donnée par la fontion : Mesure du bruit (x ∼ (~̄x,Σxx) ; ~f~x) 7−→ Σ = J(~f~̄x)(-1).Σxx.J(~f~̄x)(-T)
6.4. Quelques algorithmes moyen niveau 127L'ation du groupe d'isotropie sur la arte prinipale étant une rotation (puisque l'on onsidère que
Q = Id), le hoix d'une autre fontion de plaement n'oasionne en fait qu'une rotation de laovariane Σ à l'origine.Deux autres opérations statistiques sont enore intéressantes à implémenter pour pouvoir jugerde l'inertitude d'une primitive aléatoire et omparer par exemple diérents modèles de bruit. Ils'agit de la variane σ2x et de l'information (approhée) de la distribution gaussienne assoiée : Variane x ∼ (~̄x,Σxx) 7−→ σ2x = Tr(J(~f~̄x)(-1).Σxx.J(~f~̄x)(-T)) Information
(~̄x,Σxx) 7−→ I [ x ] = −
n
2






















(~f(-1)~̄y ⋆~xi).(~f(-1)~̄y ⋆~xi)T) .J(~f~̄y)TLa normalisation par 1m−1 au lieu de 1m est lassique en statistiques et ompense le biais introduitl'utilisation d'une estimée de la valeur moyenne au lieu de la valeur moyenne exate (voir par exemple(Anderson, 1958; Bard, 1974) ou (Koh, 1988)).
128 Synthèse : implémentation pratique Chap. 6Il faut bien faire attention que la ovariane Σyy que nous venons de aluler n'est pas représen-tative de l'inertitude sur la primitive moyenne estimée, mais aratérise le proessus qui a donnélieu aux mesures. Cet algorithme sera repris et implémenté au hapitre 8 en ompagnie d'algorithmesde fusion et de realage du même type.6.4.2 Génération de primitives aléatoires The generation of random numbers is too importantto be left to hane. Robert R. Coveyou, Oak Ridge National LaboratoryPour pouvoir faire des expérienes ave des données synthétiques, nous avons deux problèmesde génération aléatoire. Supposons pour l'instant que nous ayons un ensemble de primitives données




: il sut de se ramener à l'origine pour travailler dans la arte prinipale etd'appliquer l'algorithme préédent. Si~f~z est la fontion de plaement utilisée au point z, la ovarianeà utiliser dans l'algorithme préédent est :
Σ = J(~f~z)
(-1).Σzz.J(~f~z)(-T)Il ne reste qu'à préiser omment on peut tirer un veteur aléatoire x de loi N(0,Σ(-1)) : Diagonaliser la ovariane : Σ = RT.Λ.R, où R est une matrie de rotation n-D et Λ est lamatrie diagonale des valeurs propres.
6.5. Conlusion 129 Comme Σ est positive, les valeurs propres sont positives et on peut en prendre une rainearrée : Λ = D2. On note A = D.R la (( raine arrée )) de Σ. Le veteur aléatoire y = A(-1).xdoit alors suivre la loi normale réduite à n dimensions N(0, Idn). Tirer les n omposantes du veteur aléatoire y indépendamment selon la loi normale unidi-mensionnelle N(0,1) pour obtenir ŷ. Retourner le veteur x̂ = A.ŷ.Rappelons qu'on peut obtenir un tirage a de loi normale N(0,1) à partir de deux tirages u1 et
u2 uniformes sur [0, 1] par la formule :
a =
√
−2. ln(u1). cos(2.π.u2)Génération aléatoire uniforme Le problème du tirage uniforme est plus omplexe et néessi-terait théoriquement une proédure spéique pour haque type de primitive. Comme nous nousintéressons ii à des primitives 3D dénies à partir de points de l'image 3D (omme les les repères),nous nous ontentons d'une proédure de tirage uniforme sur les transformations rigides 3D en sui-vant e protoole : on tire la translation omme un point 3D uniforme dans l'image et une rotation3D uniforme. On applique ensuite ette transformation aléatoire uniforme ~f à la primitive originepour obtenir la primitive aléatoire ~y = ~f ⋆ ~o. L'idée générale pour voir que l'on obtient une distri-bution uniforme est de onsidérer la mesure dG sur le groupe omme dG = dM.dH (puisque nousavons une mesure invariante). Comme les intégrales sont eetuées sur des ompats (l'image estnie), on obtient bien une primitive aléatoire uniforme dans l'image.Cette proédure de génération aléatoire uniforme est un peu ad ho et demanderait une étudeplus poussée pour pouvoir être exprimée génériquement dans le même adre que le reste de nosopérations. Néanmoins, elle fournit dans notre as les résultats néessaires à des expérimentationsstatistiques synthétiques ables.6.5 ConlusionNous avons montré dans la synthèse omment la théorie développée dans ette première partiedu manusrit pouvait être appliquée et implémentée en mahine dans une struture orientée objetgénérique, ne dépendant pas du type de primitive onsidéré. Nous suivrons ainsi au hapitre 7ette méthodologie pour dériver les développements mathématiques néessaires à l'expression de laarte prinipale et des quelques opérations atomiques assoiées aux primitives qui nous intéressent :repères, repères semi et non-orientés, points, points.Cette struture nous permettra ensuite de onevoir relativement simplement d'autres algo-rithmes de moyen niveau et de haut niveau sur les primitives, par exemple onernant le realageet sa validation aux hapitres 8, 9 et 12, ou enore la reonnaissane aux hapitres 10 et 11.Nous pensons que ette struture orientée objet pourrait être étendue aux variétés homogènes nepossédant pas de métrique invariante mais simplement une onnexion invariante moyennant quelquesmodiations des opérations atomiques. Cei permettrait alors l'utilisation direte des algorithmesde haut niveau pour es nouveaux types de primitives.





Primitives rigides en 3D
 Mathematiians have long sine regarded it as demeaningto work on problems related to elementary geometry in twoor three dimensions, in spite of the fat that it it preiselythis sort of mathematis whih is of pratial value. B. Grünbaum and G. C. Shephard,Handbook of Appliable Mathematis.La théorie de l'inertitude sur les variétés que nous avons développée jusqu'ii néessite l'expres-sion de la arte exponentielle et des opérations atomiques assoiées. Nous étudierons tout d'aborddans e hapitre les rotations vetorielles de R3. Cette étude ne suit pas exatement et dépassemême le adre de la synthèse développée au hapitre préédent (elle a été érite antérieurement),mais elle peut ainsi permettre une autre approhe des tehniques génériques présentées dans lapartie théorique.A partir du veteur rotation et de ses opérations atomiques, nous pourrons développer rela-tivement simplement les aluls néessaires aux transformations rigides, don aux repères. Nousenvisagerons alors le as des repères semi et non orientés, et nous onlurons par les points.7.1 Rotations vetorielles de R3La littérature onernant les rotations 3D est abondante et diversiée. D'un point de vue mathé-matique, nous ne iterons que (Altmann, 1986), (Kanatani, 1990, hap. 3 & 6) et (Faugeras, 1993)qui fournissent des synthèses assez omplètes. On pourra également onsulter la littérature sur lesquaternions indiquée à la setion (7.2), qui a aussi inuené l'ériture de ette setion, ainsi que lalittérature sur les représentations des rotations évoquée à la setion (7.3).
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134 Primitives rigides en 3D Chap. 77.1.1 DenitionLet {i, j, k} be a right handed orthonormal basis of the eulidean spae R3, and B = {e1, e2, e3}be a set of three vetors. The linear mapping from {i, j, k} to B is given by the matrix







 (7.1)If we now want B to be an orthonormal basis, the matrix R veries
R.RT = RT.R = I3 and det(R) = +1 (7.2)whih implies det(R) = ±1 and gives rise to the group O(3) of orthogonal matries. If we want Bto be also right handed, we have to impose det(R) = 1. Suh matries are alled rotations. Eahright handed orthonormal basis an then be represented by a unique rotation and onversely eahrotation maps {i, j, k} onto a unique right handed orthonormal basis.Rotations an also be seen as a subset of linear maps of R3. They orrespond in this ase totheir usual interpretation as transformations of R3: they are positive isometries (maps onservingorientation and dot produt): 〈R.x | R.y 〉 = 〈x | y 〉. In partiular, they onserve the length ofa vetor: ||R.x|| = ||x||. With the omposition law, and I3 as identity, rotations forms a non-ommutative group denoted by SO3 (3D rotation group).The three main operations on rotations are: the omposition of R1 and R2: R = R2.R1 (beware of the order), the inverse of R: R(-1) = RT, and the appliation of R to a vetor x: y = R.x.7.1.2 Geometri parameters: axis and angleLet R be a 3-D rotation matrix. It is haraterized by its axis n (unit vetor) and its angle
θ. The relationship between these two representations are given by the Rodrigues formula (see forinstane (Kanatani, 1993)).
R = Id+ sin θ.Sn + (1− cos θ).S2n = cos θ. Id+ sin θ.Sn + (1− cos θ).n.nT (7.3)The matrix Sn is the skew matrix orresponding to (left) ross produt: for all vetor v we have












) and Sn = R−RT
2. sin θ
(7.5)The last equation is valid only when θ ∈]0;π[. Indeed, for θ = 0 (i.e. identity) the rotation axis n isnot determined, and sin(θ) = 0 for reetions (i.e. when θ = π).
7.1. Vetorial rotations of R3 1357.1.2.1 R lose to identity: θ is smallSine the axis n is not dened for identity, there is a singularity and a numerial instabilityaround it. However, we an ompute the rotation vetor with a Taylor expansion:











.(R −RT) +O (θ4)7.1.2.2 R lose to a reetion: π − θ is smallThe axis is this time well dened, but we have to use another equation. From Rodrigues formula,we get R+RT − 2. Id = 2.(1− cos θ).S2n, and sine S2n = n.nT − Id, we have
n.nT = Id+ 1
2.(1− cos θ) . (R+R
T − 2. Id)Let ̺ = 1/(1 − cos θ); taking diagonal terms gives
n2i = 1 + ̺.(Ri,i − 1) ⇒ ni = εi
√
1 + ̺.(Ri,i − 1)The o diagonal terms are used to determine the signs εi: onsidering that the sign of n1 is ε ∈
















are skew matries. Hene
∃ ωr, ωl ∈ R3 suh as dR
dt
= Sωr .R = R.Sωl (7.6)
136 Primitives rigides en 3D Chap. 7In partiular, if R = I3, the derivative is Sω:Théorème 7.1 the tangent spae TSO3 of SO3 at identity is the vetorial spae of skew matries,isomorphi to R3. The tangent spae TRSO3 at R is given by
TRSO3 = {Sω.R/ω ∈ R3} = {R.Sω/ω ∈ R3}Two important and anonial maps on a Lie group are very useful for studying the tangent spae:these are the left and right translations. In the ase of SO3 they are the left and right ompositionby a xed rotation R0
SO3 −→ SO3
LR0 : R 7−→ LR0(R) = R0.R
RR0 : R 7−→ RR0(R) = R.R0
(7.7)Their dierentials realize anonial isomorphisms between the tangent spaes of SO3 at dierentpoints. The dierential of a funtion ϕ maps the tangent vetor of any urve γ(t) to the tangentvetor of the urve ϕ(γ(t)). Let X be a vetor of TRSO3 and γ(t) a urve on SO3 dened around
R with γ(0) = R and having the tangent vetor dγdt = X. The left translation of γ is the urve
γ1(t) = R0.γ(t) and its tangent vetor at 0 is Y = dγ1dt = R0.X. The dierential L∗R0 of LR0 is thenfor any R in SO3
TRSO3 −→ TR0.RSO3
L∗R0 : X 7−→ L∗R0(X) = R0.XThe dierential R∗R0 is dened in the same way.In partiular, if R = I3, we have two anonial isomorphisms between the tangent spae atidentity TSO3 and the tangent spae TRSO3 at any point R (sine the formulations of L∗R0 and
R∗R0 and independent of R, we denote their restrition to R = I3 by the same names).
TSO3 −→ TRSO3
L∗R : Sω 7−→ R.Sω
R∗R : Sω 7−→ Sω.R
(7.8)Dierential properties of rotations are then ompletely reduible to dierential properties aroundidentity in TSO3.7.1.3.2 Struture of TSO3: the Lie algebra of SO3We already know that TSO3 is the vetorial spae of skew symmetri matries, identiable with
R3. If we now onsider that (R3,+,×) is an algebra (× is the ross produt), we an indue analgebra on TSO3. Let X = Sω1 and Y = Sω2 be two vetors of TSO3, then the vetor Z = S(ω1×ω2)belongs to TSO3 and is alled the braket of X and Y :
Z = S(ω1×ω2) = Sω1 .Sω2 − Sω2 .Sω1 = X.Y − Y.X = [X,Y ]Hene (TSO3,+, [., .]) is an algebra. It is in fat the Lie algebra of the group SO3. The next step isto give a metri to the group : onsider the following eulidean dot produts on matries and on R3:
〈M1 |M2 〉Rn×m = Tr(MT1 .M2) = Tr(M2.MT1 ) and 〈x | y 〉R3 = xT.y = Tr(x.yT)They indues on TSO3 the dot produt





.Tr(STω1.Sω2) = 〈ω1 | ω2 〉R3
7.1. Vetorial rotations of R3 137The dot produt on matries an also be used on any tangent spae : let X = Sωl .R = R.Sωr and
Y = Sω′l .R = R.Sω
′
r
be two vetors of TRSO3. Their dot produts is








.Tr(STωr .RT.R.Sω′r) = 〈Sωr ∣∣ Sω′r 〉TSO3or equivalently









.Tr(Sω′l .R.RT.STωl) = 〈Sωl ∣∣∣ Sω′l 〉TSO3Hene the metri on TRSO3 is invariant by left or right translation from TSO3. Suh a metri isalled a bi-invariant Riemannian metri.Théorème 7.2 The tangent spae of SO3 at identity TSO3 is the vetorial spae of skew symmetrimatries. With the Lie braket [., .] and the eulidean metri 〈X | Y 〉 = 12 .Tr(XT.Y ), it forms ametri algebra whih is anonially isomorphi to (R3,+,×, 〈. | .〉R3).The tangent spae TRSO3 at R is transported from TSO3 with the left or right translation byequation (7.8).7.1.4 Exponential map7.1.4.1 Integral urvesLet RX(s) be a one parameter subgroup of SO3 (homomorphism from (R,+) to (SO3, .). This isa ontinuous urve whih is also a subgroup of SO3. By denition and sine (R,+) is ommutative









= X.RX(s) = RX(s).X ∈ TRXSO3We established that to eah one-parameter subgroup RX(s) = R(n, λ.s) of SO3 orresponds aunique vetor X = λ.Sn of TSO3. The onverse is also true and RX(s) is alled the integralurve of X. It is to be noted that X and λ.X generate the same integral urve with proportionalparameterizations.This is a partiular ase of a more general theorem for Lie groups whih state that there is aone to one orrespondene between one parameter subgroups of the Lie group and one dimensionalsub-algebras of its Lie algebra.7.1.4.2 Exponential mapLet X = θ.Sn with ‖n‖ = 1 be a vetor of TSO3 and RX(s) = R(n, θ.s) the integral urve of X.The exponential map 1 is dened as the map from TSO3 to SO3 whih assigns RX(1) to X. Hene
exp(X) = exp(θ.Sn) = R(n, θ)1. The name exponential map will be justied with the metri properties: integral urves are geodesis.
138 Primitives rigides en 3D Chap. 7Another exponential map, the matrix exponential, an be dened for X as the limit of the series
Id+X/1! +X2/2! + . . .. Sine X is a skew matrix, X3 = −θ2.X and the series redued to






.X2 = I3 + sin θ.Sn + (1− cos θ).S2n = R(n, θ)Hene both exponentials turn out to be the same and using the isomorphism between R3 and TSO3we an dene the exponential of the rotation vetor r = θ.n:
R(r) = exp(Sr) = R(n, θ) with θ = ‖r‖ and n = r





〈γ̇(s) | γ̇(s)〉.ds (7.9)Let now Γ be the set of urves joining rotations R1 and R2. The map
SO3 × SO3 −→ R
ρ : (R1, R2) 7−→ infγ∈Γ L(γ) (7.10)is the anonial metri on SO3. The urves γ minimizing the riterion L(γ) are alled geodesis.Sine the metri omes from a bi-invariant metri on TSO3, the length riterion (7.9) is invariantby left and right translations and nding geodesis amounts to nd geodesis starting from identity.7.1.5.2 Geodesis and metri on SO3For a Lie group with a bi-invariant Riemannian metri, it turns out that geodesis startingfrom identity, one-parameter subgroups and integral urves (starting also from identity) are threedierent approahes for the same urves (Spivak, 1979, hap.10). Let γX(s) = exp(λ.s.Sn) be suha urve. Its derivative at identity is γ̇X(0) = X = λ.Sn and γ̇X(s) = X.γX(s) = γX(s).X elsewhere.Hene





λ2.ds = θWith an ar-length parameterization, we obtain γSn(θ) = R(n, θ) = exp(θ.Sn). These urves are
2π-periodi and γSn(θ) = γ(−Sn)(−θ). Hene shortest paths (or minimizing geodesis) are uniquelydened for θ < π and doubly dened for θ = π.Théorème 7.3 The anonial metri on SO3 is given by
ρ(R1, R2) = ρ(I3, R
T
1 .R2) = θ(R
T





7.2. Quaternions 139Geodesis of SO3 starting from identity are the urves θ 7→ R(n, θ) = exp(θ.Sn). Shortest pathsfrom identity to the non reetion rotation R = exp(θ.Sn) (0 ≤ θ < π) are given by
t ∈ [0, θ] 7→ exp(t.Sn)Shortest paths from identity to reetion R = exp(πSn) are doubly dened by the above formula
(θ = π) with n and −n as unit vetors. Other geodesis are obtained by left or right translation.7.2 Quaternions  The invention of the alulus of quaternions is a step towards theknowledge of quantities related to spae whih an only be ompared forits importane, with the invention of triple oordinates by Desartes.The ideas of this alulus, as distinguished from its operations andsymbols, are tted to be one of the greatest use in all parts of siene. J.C. Maxwell, Proeedings of the London Mathematial Soiety 3, 1869Avant de dénir proprement la arte prinipale et d'explorer les propriétés du veteur rotation, iln'est pas inutile de s'intéresser à une autre représentation des rotations fort utilisée : les quaternionsunitaires. Nous introduirons tout d'abord les propriétés générales de l'algèbre des quaternions etexaminerons ensuite le lien entre rotation et quaternion unitaire. Cette setion nous donnera desjaobiens relativement simples (en partiulier pour la omposition des rotations) que nous utiliseronspostérieurement ave le veteur rotation. Nous nirons par le alul de la mesure uniforme, e quinous fournira un algorithme très simple pour obtenir des rotations aléatoires uniformes.Cette setion est prinipalement inspirée de (Le Borgne, 1987) pour la partie diérentielle etde (Casteljau, 1987) pour les quaternions matriiels (on pourra également voir (Walker et Shao,1991) et (Horaud et Monga, 1993)). Les avantages alulatoirs des quaternions pour représenterles rotations ont été explorés dans (Reyes-Avila, 1990; Reyes-Avila, 1991; Funda et Paul, 1988) etsurtout (Capolsini et al., 1993) pour leur implémentation symbolique. On pourra bien sûr se référerà (Altmann, 1986) pour un point de vue plus mathématique.7.2.1 DenitionsIntrodued by Hamilton around 1843, the 4 dimensional algebra of quaternions Q is a genera-lization of omplex numbers. The basi set is R4 with the anonial basis {1, i, j, k}. The additionis the anonial addition of R4 and the produt ∗ is dened by distributivity and the followingformulas
• i2 = j2 = k2 = −1








t+ ix y + iz
−y + iz t− ix
]with the matrix addition and produt (a is here the omplex onjugate of a).
140 Primitives rigides en 3D Chap. 77.2.1.1 Vetorial quaternionsFrom the rst denition, it is easy to see that Q has a subeld isomorphi to R (basis 1)and a vetorial subspae of basis {i, j, k} identied with R3. This subsets are alled real and purequaternions. Eah quaternion q an be uniquely written as the sum of a real and a pure quaternionand an then be onsidered equivalently as a pair q = (a, v) or a vetor q = (a, vT)T, where a ∈ Ris the real part and v ∈ R3 the pure part. For simpler notations, we will use q = (a, v) to denotethe vetorial form of the quaternion. The operations dened on quaternions to form the algebra arethen :
• Addition : (a1, v1) + (a2, v2) = (a1 + a2, v1 + v2)
• Internal multipliation : (a1, v1) ∗ (a2, v2) = (a1.a2 − 〈v1 | v2 〉 , v1 × v2 + a1v2 + a2v1)where × and 〈. | .〉 are the usual ross and dot produts on R3.As for omplex numbers, we dene the onjugate quaternion
• (a, v) = (a,−v)and the anonial dot produt of R4 an be written
• 〈q1 | q2 〉 = 12 .(q1 ∗ q2 + q2 ∗ q1) = a1.a2 + 〈v1 | v2 〉The norm is then
• |q|2 = 〈q | q 〉 = ‖q‖2Q = q ∗ q = a2 + ‖v‖2R3 = ‖q‖2R4whih is ompatible with the produt: |q1 ∗ q2| = |q1|.|q2|. This allows to write very simply theinverse quaternion :
• q(-1) = q|q|2 for q 6= 0.7.2.1.2 CommutationLet q1 = (a1, v1) and q2 = (a2, v2) be two quaternions. Their produt is usually non ommutative.The ommutator of q1 and q2 is dened by
[q1, q2] = q1 ∗ q2 − q2 ∗ q1 = (0, 2.v1 × v2)This means that two quaternions ommutes if and only if their pure part are ollinear. It shall benoted that the ommutator is always a pure quaternion.7.2.1.3 Pure quaternionsAs said above, the set of quaternions (0, x) with x ∈ R3 is trivially identied with R3 itself. Let
x and y be two vetors (elements of R3). Their quaternion produt is
x ∗ y = (−〈x | y 〉 , x× y)and their ross produt is then
x× y = 1
2
[x, y]
7.2. Quaternions 1417.2.1.4 DerivationLet p(t) and q(t) be urves on Q. The derivation of the produt is easily proved to be the nonommutative derivation
d
dt
(p ∗ q) = dp
dt
∗ q + p ∗ dq







)The derivatives of most expressions easily follows, as we an treat variable quaternions as usual,but without ommutativity.7.2.1.5 Matriial quaternions and anti-quaternionsLet q = (a, v) be a quaternion onsidered as a vetor of R4. We dene the matriial quaternion
Qq as the 4x4 matrix verifying for any other quaternion p in vetor form:
Qq.p = q ∗ pWriting the matrix by part, we have




] (7.11)It an be easily veried that Qq1.Qq2 = Q(q1∗q2). Quaternions an then be also identied with a 4dimensional subspae of 4x4 real matries. If we now onsider quaternions q and p by row vetors(denoted by qT and pT), we an dene another 4x4 matrix Pq verifying for any other pT :
pT.Pq = (p ∗ q)T ⇐⇒ PTq .p = (p ∗ q)Writing the matrix by part,we have




] (7.12)We have also Pq1.Pq2 = P(q1∗q2). The matrix Pq will be alled the anti-quaternion of q.Properties of matriial quaternions
• Pq.p = p ∗ q and Qq.p = q ∗ p
• Qq = QTq and Pq = PTq
• Qp.Pq = Pq.Qp
• Qq.QTq = QTq .Qq = ‖q‖2.I4 = Pq.PTq = PTq .Pq
• det(Qq) = det(Pq) = ‖q‖4If q be a unit quaternion (‖q‖ = 1), we have thus Qq.QTq = Qq.TQq = I4 and det(Qq) = 1, andsimilarly for Pq, whih shows that the matries Qq and Pq are rotations of Q ≡ R4.
142 Primitives rigides en 3D Chap. 77.2.2 Quaternions and rotations7.2.2.1 From unit quaternions to rotationsA partiular subgroup of Q is the sphere of unit quaternions (equivalent to S3). Let q = (a, v)be suh a quaternion. The map
Rq : Q −→ Q
p 7−→ q ∗ p ∗ qis an inner automorphism of Q that onserves pure quaternions. Its restrition to R3 onservesorientation and the dot produt: this is a rotation of R3.7.2.2.2 From unit quaternions to rotationsLet x be a vetor onsidered as a pure quaternion. The ation of Rq produes the vetor y =
q ∗x ∗ q and sine x ∗ q = Pq.x, we an write y = (Qq.Pq).x. Developing the produt and identifyingwith y = R.x (the ation of a 3-D rotation), we nd
Qq.Pq = Pq.Qq = ‖q‖2.I4 + 2.
[
0 0








]Théorème 7.4 Let q = (a, v) be a unit quaternion. The assoiated rotation matrix is given by
R = I3 + 2.a.Sv + 2.S
2
v (7.13)This formula is the equivalent of the Rodrigue formula for quaternions.Let R ↔ q denote the assoiation between rotation matrix R and rotation quaternion q. Asdiret properties of this representation, we have:
• If R1 ↔ q1 and R2 ↔ q2 then R1.R2 ↔ q1 ∗ q2.
• If R↔ q then R(-1) ↔ q = q(-1)and by denition, the appliation of to vetor x is










)The spae SO3 is then isomorphi to P3 the projetive spae obtained by identifying antipodal pointson the sphere S3.From now on, we will all rotation quaternion q the ouple (q,−q) with ‖q‖ = 1, and give as valueone of the two opposite quaternions.Using the relations of setion (7.1.2) about the geometri parameters of the rotation, we andiretly obtain the rotation quaternion q from the rotation matrix R from the following formulas:Tr(R) = 1 + 2 cos θ R−RT = 2. sin θ.Sn
7.2. Quaternions 143Hene, q is dened for Tr(R) 6= −1 by
q = ±(a, v) with a = √1 + Tr(R)
2
and Sv = 1
2.
√
1 + Tr(R) .(R−RT) (7.14)If Tr(R) = −1 we have to use the other form of Rodrigues' formula : R = I3 + 2.S2n = 2.n.nT − I3.Assuming n = (x, y, z)T, we have in this ase 2.n.nT = R − I3 = [2.x.n, 2.y.n, 2.z.n]. It is thensuient to normalize the greater olumn vetor (in norm) of R − I3 to obtain the axis n. Therotation quaternion q is then given by q = ±(0, n).7.2.3 Dierential properties of rotation quaternionsLet R(t) ↔ q(t) be a urve on SO3 and Ṙ(t) and q̇(t) the derivatives of these quantities.Remember that the rotation quaternion q is the ouple (q,−q). We all derivative of the rotationquaternion q the ouple (q̇,−q̇) in the same sign order: the derivative representation is determinatedby the hoie of the quaternion. Sine |q|2 = q ∗ q = q ∗ q = 1, we have q̇ ∗ q + q ∗ q̇ = 0 and then
〈q̇ | q 〉 = 0 and q̇ = −q ∗ q̇ ∗ qLet now x and y be vetors suh that
R(t).x = y(t) = q(t) ∗ x ∗ q(t)The derivation of y an be done for both sides:
ẏ = Ṙ.x = Sωr .R.x = ωr × (q ∗ x ∗ q) = 12 .(ωr ∗ q ∗ x ∗ q − q ∗ x ∗ q ∗ ωr)
= q̇ ∗ x ∗ q + q ∗ x ∗ q̇ = q̇ ∗ x ∗ q − q ∗ x ∗ q ∗ q̇ ∗ qHene we nd that q ∗ ẏ ∗ q = [q ∗ q̇, x] = 12 .[q ∗ ωr ∗ q, x] and sine this is true for every x ∈ R3, weonlude with the following theorem.Théorème 7.6 The tangent spae TqSO3 of SO3 at rotation quaternion q is given by 〈q̇ | q 〉 = 0and if R(t)↔ q(t) we havė
R = Sωr .R = R.Sωl ⇐⇒ q̇ =
ωr
2
∗ q = q ∗ ωl
2From the above theorem it is lear that the left and right translations and their dierentials arejust left and right produt by the orresponding rotation quaternion. The tangent spae T1SO3 of




(7.15)7.2.3.1 Lie algebra of T1SO3 and dot produtFrom the ommutation properties of setion (7.2.1.2), the Lie braket in TSO3 [Sω1 , Sω2] =

















= 〈ω1 | ω2 〉R3 = 4.〈ω12 ∣∣∣ ω22 〉QThis metri is trivially invariant by left and right translations. Hene the dot produt on the tangentspae of rotation quaternions (identied with left or right translation to T1SO3) is 4 times theanonial dot produt of the quaternions spae Q.7.2.3.2 Dierentials of standard mapsNow that we have the basi properties of the tangent spaes, it is interesting to see how vetorsare mapped between these tangent spaes by standard funtions on quaternions. these maps analso be restrited to rotation quaternion. We indiate if a simpliation ours in this ase. Someof these jaobians will be used in the next setion for omputing the jaobians of some maps on therotation vetor.






















〈q | q 〉 + 2.
q.qT
〈q | q 〉2






]In the ase of rotation quaternions, we have ‖q‖ = 1, and the formula simplies to
JInv(q) = −QTq .Pq
• Ation of a Rotation q on x: x 7→ q ∗ x ∗ q = Qq.Pq.x
JR(q) =
∂(q ∗ x ∗ q)
∂x





]To obtain the derivative with respet to q, we have to ome bak to the denition of a jaobianmatrix : the dierential Jf of a funtion f is the linear funtion that maps to the tangent vetor
q̇ of the moving point q, the tangent vetor Jf .q̇ of the moving point f(q). In our ase, wehave :
J(q, x).q̇ = q̇ ∗ x ∗ q + q ∗ x ∗ q̇ = P(q∗x).q̇ +Q(q∗x).J.q̇
7.2. Quaternions 145whih shows that
J(q, x) =




x +Qq.Qx.JDeveloping this formula, we nd if x is a vetor and q = (a, v) :
J(q, x) = 2
[
0 0
a.x+ v × x 〈x | v 〉 .I3 − a.Sx
]












+ . . .Sine the quaternions produt is not ommutative, this exponential behave globally as the matrixexponential.In our ase, we are interested in exponential of vetors (from T1SO3), whih turn out to giveunit quaternions. Indeed, let x = (0, θ.n) be a vetor, then x2 = (−θ2, 0), x3 = (0,−θ2.n) and soon. The series redues then to
exp(x) = (cos θ , sin θ.n) =
(
cos(‖x‖) , sin(‖x‖). x‖x‖
)Let r = θ.n be a (rotation) vetor, we have then the following relation
R = exp(Sr)←→ q = exp
(r
2
)where the rst is the matrix exponential and the seond the quaternion one.7.2.5 Geodesis for rotation quaternionsLet Rp ↔ p and Rq ↔ q be two rotations. The transportation of the SO3 metri gives:
ρ(p, q) = ρ(Rp, Rq) = ρ(I3, R
T
p .Rq) = θwhere θ is the angle of the rotation RTp .Rq. On the other hand, rotation quaternion q ∗ p =
±(cos(θ/2), sin(θ/2)n) has a dot produt with identity
〈1 | q ∗ p〉 = 〈q | p〉 = ± cos(θ/2)We an then distinguish two ases depending on the hoie of the representations (signs) of p and
q leading to a positive or a negative dot produt 〈p | q 〉. The two representations will be saidompatible if the dot produt is positive: the distane is θ = 2arccos(〈p | q 〉) in this ase. We anthen write the anonial distane of SO3:
ρ(p, q) = 2. arccos
(∣∣∣〈p | q 〉Q∣∣∣) (7.16)
146 Primitives rigides en 3D Chap. 7The rotation quaternion distane is then twie the lassi distane on the surfae of S3 (betweentwo quaternions of the same hemisphere).Geodesis starting from identity to the rotation quaternion q = exp(θ.n/2) are given by thefollowing formula for θ ≤ π


























(7.17)There are in fat two invariant measures sine we ould have hosen a right invariane for σ. In the
SO3 ase, left and right Haar invariant measures turn out to be the same.7.2.6.2 Computation of a (uniform) random rotationFrom formula (7.17), the problem redues to nd a uniform random vetor on the sphere S3.This an be ahieved as follows. Choose the 4 oordinates of a quaternion p uniformly in [−1, 1]. The quaternion p has then auniform probability in the hyperube.
7.3. Veteur rotation 147 Rejet the sample if ‖p‖ > 1 or ‖p‖ < ε where ε is a small threshold set to avoid numerialinstabilities around 0 for next step. We obtain a uniform probability in the ball with a hole
B4(0, 1) − B4(0, ε). Normalize p. The quaternion q = p‖p‖ obtained has a uniform probability over the sphere S3.7.3 Veteur rotationLa représentation des rotations est un sujet étudié depuis longtemps (voir par exemple (Stuelp-nagel, 1964)), mais qui prend une importante toute partiulière en robotique (Paul, 1982; Latombe,1991) et en vision par ordinateur (Kanatani, 1993). Nous avons vu dans la setion préédente lesquaternions unitaires, mais plusieurs types d'angles d'Euler sont également ouramment utilisés.Le veteur rotation n'est guère employé en temps que représentation pratique avant (Ayahe,1989, hap. 12), bien que les paramètres axe et angle soient fort onnus. Remarquons que, dansnotre as, e sont les propriétés génériques de la arte exponentielle qui nous amènent à hoisirette représentation et que les propriétés théoriques dérivées sur les primitives probabilistes dansles hapitres préédents ne seraient généralement pas valides ave une autre représentation.7.3.1 La arte prinipaleSi l'on reprend les résultats (heureusement onordants) des deux setions préédentes sur lesgéodésiques pour la métrique bi-invariante, on sait déjà que la arte prinipale est onstituée duveteur rotation r = θ.n, où n est l'axe de rotation (unitaire) et θ l'angle de la rotation autour de etaxe. Comme et angle est déni à 2.π près, tous les veteurs rk = (θ+2.k.π).n (k ∈ Z) représententla même rotation R = R(θ, n). La (( norme )) de ette rotation est don
N(R) = dist(R, Id) = inf
k∈Z|θ + 2.k.π|Le lieu de oupure (de l'identité) est onstitué des rotations pouvant être atteintes par deux géodé-siques de même distane : e n'est possible que si θ = π, e qui orrespond à un retournement quel'on peut atteindre en partant ave le veteur tangent r = π.n ou r′ = π.(−n).Théorème 7.8 (Carte prinipale du groupe SO3)La arte prinipale du groupe des rotations 3D est formée des veteurs rotation r = θ.n de la bouleouverte D = B(0, π). La norme est dans ette arte est : θ(R) = N(r) = dist(R, I3) = ‖r‖.Le lieu de oupure est onstitué des retournements (rotations d'angle π), qui orrespondent auxveteurs rotation (identiés) r = π.n et −r = π.(−n) sur le bord du domaine C = S3(0, π).Notons pour mémoire que si l'on voulait obtenir un atlas, il faudrait dénir au minimum troisautres artes. En suivant (Ayahe, 1989) , on pourrait garder la même représentation r = θ.n maisave les domaines formés des demi boules ouvertes Bx = {r ∈ B(0, 2π)/rx > 0} (respetivement
By et Bz) ouvrant les rotations diérentes de l'identité et ayant un axe orthogonal à l'axe des x(respetivement de y et des z).Grâe à l'utilisation de la métrique invariante, nous pouvons en fait nous ontenter de la arteprinipale, puisque l'on obtient une arte entrée en n'importe quelle rotation R en translatant (àgauhe) la arte prinipale.


































) où θ = ‖r‖A l'inverse, le veteur rotation peut être obtenu à partir du quaternion par la formule suivante (lanotation ‖q‖=1=== signie (( égal si ‖q‖ = 1 )) ) :














= − Id (7.18)
7.3. Veteur rotation 1497.3.3.2 Domaine : r = ψ.n 7→ r′ = θ.n (|θ| ≤ π)Considérons un veteur rotation r = ψ.n où n est un veteur unitaire mais où l'angle ψ = ‖r‖est quelonque. Pour optimiser l'implémentation de ette fontion, il onviendra de remarquer quesi ψ ≤ π, alors on est déjà dans le domaine de la arte prinipale ou sur sa frontière et il n'y aauune modiation à faire.Dans le as général, on reherhe l'entier k0 minimisant la norme du veteur rotation. Comme
ϕ est positif, la solution est donnée par
k0 = arg min
k∈N |ϕ− 2.k.π| = ⌊ ϕ2.π + 12⌋ = ⌊‖r‖2.π + 12⌋où ⌊x⌋ est la valeur entière immédiatement inférieure à x. On doit don retourner le veteur rotationsuivant (si ϕ 6= 0) :














r7.3.3.3 Ation d'un veteur rotation sur un veteur : r ⋆ x = R.xSahant aluler la matrie de rotation assoiée à r, il n'y pas de problème pour aluler r ⋆ x =
R.x ni le jaobien de l'ation par rapport au veteur x :
∂(r ⋆ x)
∂x












θOn peut alors érire, la formule de Rodrigues sous la forme :
r ⋆ x = x+ α.Sr.x+ β.S
2











θon peut diérenier r ⋆x par la omposition des jaobiens. Après fatorisation, on obtient le résultatsuivant (Les développements limités permettent d'éviter les instabilités numériques autour de θ = 0).Théorème 7.9 (Ation du veteur rotation r sur le veteur x)Soit r un veteur rotation, et α, β, δ et γ les fontion suivantes de θ = ‖r‖ :











γ = α̇θ =
(cos θ−α)
θ2






δ = β̇θ =
(α−2β)
θ2






150 Primitives rigides en 3D Chap. 7Alors on a :
r ⋆ x = R.x et ∂(r ⋆ x)
∂x
= R ave R = I3 + α.Sr + β.S2r (7.19)
∂(r ⋆ x)
∂r













) and Ur = η.S2r + β.Sr + I3et du le veteur innitésimal du = Ur.dr. Alors N. Ayahe a montré que, pour n'importe quelinrément innitésimal dr du veteur rotation r, l'inrément dR de la matrie de rotation R estdonné par dR = Sdu.R. Pour obtenir à partir de ela le jaobien de l'ation d'un veteur, on peutérire :
(R + dR).x−R.x = dR.x = Sdu.R = −S(R.x).du = −S(R.x).Ur.dret on obtient don
∂(r ⋆ x)
∂r
= −S(R.x).Ur (7.21)e qui n'est qu'une forme fatorisée de l'équation (7.20). D'un point de vue appliatif, la formepréédente est plus rapide ar elle néessite moins d'opérations en mahine.7.3.4 Composition de deux veteurs rotationLa omposition est sans doute l'opération la plus omplexe. On pourrait bien sûr aluler lesmatries de rotation assoiée, les multiplier (R = R2.R1) et revenir au veteur rotation, mais eserait très diile à diérenier. Nous avons hoisi de passer par les quaternions unitaires ommeétape intermédiaire, en sahant que la dérivée du produit des quaternions est très simple.Si r1 et r2 sont deux veteurs rotation, le prinipe est don de aluler les quaternions unitaires
q1 et q2 assoiés, de les multiplier (q = q2 ∗ q1), et de revenir au veteur rotation :























(7.22)Rappelons pour mémoire que les jaobiens de la omposition des quaternions sont (voir setion(7.2.3.2)):
∂(q2 ∗ q1)
∂q1
= Qq2 et ∂(q2 ∗ q1)∂q2 = PTq1Le problème est maintenant de aluler les jaobiens de la onversion entre veteur rotation etquaternion unitaire. Nous n'érirons pas ii de formule omplète pour les jaobiens omposés, maises multipliations matriielles ne posent auun problème numériquement.








2 and ∂v∂r = cos(θ/2)2.θ .r.rT − sin(θ/2)2.θ . (Srθ )2En utilisant l'identité S2r = r.rT − θ2.I3, on peut simplier le résultat pour obtenir le théorèmesuivant.Théorème 7.10 (Conversion veteur rotation / quaternion)Soit un veteur de rotation r et κ, λ les fontions suivantes de θ = ‖r‖ :


































 ave ∂a∂r = −vT2 et ∂v∂r = κ.I3 − λ.r.rT (7.24)7.3.4.2 Du quaternion unitaire q au veteur rotation rSoit q = (a, v) un quaternion et r le veteur rotation assoié au quaternion unitaire q‖q‖ . On peutobtenir r à partir de q grâe aux équations suivantes :






























































152 Primitives rigides en 3D Chap. 7Au nal, on peut regrouper les aluls pour ‖q‖ = 1 dans le théorème suivant :Théorème 7.11 (Conversion quaternion unitaire / veteur rotation)Soit q = (a, v) un quaternion et τ , ξ les fontions suivantes de µ = ‖v‖ :





= −2.sign(a)( 23 + µ25 )+O (µ4)où sign est la fontion signe ave sign(0) = ±1 indiéremment. Le veteur rotation assoié et lejaobien de ette onversion sont donnés par
























r1=07.3.5.1 Des veteurs rotation aux quaternions unitaireOn a ii r1 = 0 et r2 = θ2.n2. Les quaternions assoiés sont don
q1 = (1, 0) et q2 = (cos(θ2/2) , sin(θ2/2)
θ2
.r2












]7.3.5.2 Composition des quaternionsComme q1 = 1, on a évidemment q = q2 ∗ q1 = q2. Le jaobien est simplement :
∂(q2 ∗ q1)
∂q1





























7.3. Veteur rotation 1537.3.5.3 Du quaternion unitaire au veteur rotationComme q = q(r2), il est bien évident que r(q) = r2. Le jaobien est par ontre un peu plusompliqué. Ave les notations de la setion (7.3.4.2), et puisque l'on sait que a = cos(θ2/2) et
v = sin(θ2/2)θ2 .r2, on a :










































= ϕ.I3 + ω.r.r
T + Sr
2







) et ω = 1− ϕ
θ27.3.6 Jaobien de la translation à droite de l'identitéLa dérivation est omplètement similaire à la translation à gauhe, exepté que
∂(q2 ∗ q1)
∂q2














et det(JR(r)) = −θ2




.dr (7.28)7.3.8 Vériation des identités remarquablesPour nir ette setion sur le veteur rotation et pour valider toutes es formules, vérions lesidentités remarquables du théorème (3.1). Pour ommener, notons que omme S−r = −Sr = STr ,on a :
JL(r
(-1)) = JL(−r) = JL(r)T = JR(r) = ϕ.I3 + ω.r.rT − Sr
2Comme par dénition Sr.r = r×r = 0, on a JL(r(-1)).r = (ϕ+ω.θ2).r, e qui se simplie, en sahantque ω = (1− ϕ)/θ2, en
JL(r
(-1)).r = r = −r(-1)De la même façon, on a
JL(r).(−r) = −JL(r).r = −rL'identité (3.28) est don vériée. L'identité (3.29) est trivialement vériée puisqu'elle s'exprime
(−I3)T.(−r) = r.7.4 Transformations rigides en 3D et repèresSoit B = {o, i, j, k} la base orthonormée direte anonique de l'espae eulidien R3 (on a don
o = (0, 0, 0)T et [i, j, k] = I3). Considérons maintenant une autre base orthonormée direte F =





] ave R = [i′, j′, k′]On peut don érire une transformation rigide (ou de manière équivalente un repère) omme leouple f = (R, t), ave R ∈ SO3 et t ∈ R3. Cette façon d'érire une transformation rigide (oumouvement pour d'alléger les éritures) met bien en évidene la struture de variété que l'on érira
M3 = SO3 ⋉ R3. En eet, M3 est alors une sous-variété de R3×3 × R3 ave les ontraintes déjàonnues sur les matries de rotation.
7.4. Transformations rigides en 3D et repères 155Pour déterminer les opérations de base sur les mouvements, et en partiulier les règles de ompo-sition et d'inversion ompatibles ave l'ation des mouvements sur l'espae eulidien R3, observons(en passant au besoin par les matries homogènes) que l'ation de f sur un veteur homogène est :
f ⋆ x = R.x+ tPour exprimer la omposition, il sut de multiplier les matries homogènes :
f1 ◦ f2 = (R1.R2 , R1.t2 + t1)et l'identité étant Id = (I3, 0), l'inversion est :
f(-1) = (R(-1) , −R(-1).t)Nous avons les opérations de base sur le groupe, il nous faut maintenant une arte loale pourdéterminer les géodésiques.7.4.1 Carte prinipalePour obtenir une représentation minimale, il paraît raisonnable d'utiliser le veteur rotation




tNotons qu'on aurait également pu utiliser les angles d'Euler ou d'autres représentations minimalesdes rotations, mais ette représentation s'avérera la bonne puisqu'il s'agira en fait de la représenta-tion exponentielle pour la métrique invariante à gauhe. Pour simplier les notations, nous érironsomme pour les quaternions f = (r, t) ∈M3 tout en onsidérant f omme un veteur 6D.Les opérations de omposition et d'inversion se traduisent aisément dans ette arte en utilisantles opérations de la setion préédente sur le veteur rotation :



























] d'où Q(f) = JL(f)(-T).Q.JL(f)(-1) = [ Q(r) 00 I3 ]
156 Primitives rigides en 3D Chap. 7Comme ette matrie est diagonale par blo, les géodésiques partant de l'identité sont le produitdiret des géodésiques sur les translations et les rotations : f(s) = (s.r , s.t).Théorème 7.15 La représentation f = (r, t) munie du domaine D = B3(0, π) × R3 est la arteprinipale pour le groupe des transformations rigides M3 muni de la distane invariante à gauheanonique.Remarquons que la (( norme )) d'un mouvement est NL(f) = ‖f‖ =√θ(R)2 + ‖t‖2. Nous aurionspu ajouter un paramètre λ par exemple sur la métrique des rotations pour permettre de pondérerl'inuene des radians (pour la rotation) sur les mètres (ou les inhes...). On aurait alors obtenu :
Nλ(f)
2 = Nλ((r, t))
2 = λ2.‖r‖2 + ‖t‖2On peut vérier que ette (( norme )) dénit bien une distane sur le groupe et vérie lesontraintes que nous avions développé à la setion (3.4.3).Preuve : ( Nλ est une norme au sens de la setion (3.4.3))Cette norme est positive et nulle seulement pour ‖r‖ = ‖t‖ = 0, 'est-à-dire pour l'identité. Si f = (r, t),la transformation inverse est f (-1) = (r(-1), r(-1)⋆(−t)) et omme θ = ‖r‖ est une norme sur les rotations,on a :
Nλ(f
(-1))2 = λ2.‖r(-1)‖2 + ‖ − RT.t‖2 = Nλ(f)2L'inégalité triangulaire se montre à partir de l'inégalité triangulaire sur les métriques des rotations etdes translations. En eet, soient f1 = (r1, t1) et f2 = (r2, t2) deux mouvements :
f
(-1)




1 ◦ r2 ; r
(-1)
1 ⋆ (t2 − t1)
et don Nλ(f (-1)1 ◦ f2)2 = λ2 ‖r(-1)1 ◦ r2‖2 + ‖RT1 .(t2 − t1)‖2. L'inégalité triangulaire sur les rotationsassure que θ(r(-1)1 ◦ r2) ≤ θ1 + θ2 (où θi = ‖ri‖) et nous avons sur les veteurs : ‖t2 − t1‖2 = ‖t1‖2 +
‖t1‖




2 ≤ θ21 + θ
2
2 + 2θ1θ2 + ‖t1‖
2 + ‖t2‖


















2Il sut de prendre la raine arrée pour obtenir l'inégalité reherhée :
Nλ(f
(-1)


























 (7.30)Nous ne résoudrons pas ii les équations des géodésiques pour la métrique invariante à droite,mais on peut vérier qu'elles sont diérentes. On peut également aluler les équations des ourbesintégrales (les sous-groupes à un paramètre), et s'aperevoir que es ourbes ne orrespondent pasnon plus aux géodésiques pour la distane invariante à gauhe.Par ontre, les mesures invariantes à droite et à gauhe sont identiques : le groupe est uni-modulaire. En eet, les déterminants des translations à gauhe et à droite de l'identité sont :
det(JL(f)) = det(JL(r)).det(R) et det(JR(f)) = det(JR(r)).det(I3)
7.4. Transformations rigides en 3D et repères 157et omme det(R) = 1 et det(JL(r)) = det(JR(r)), on obtient :






.df (7.31)7.4.2 Opérations atomiques sur les mouvementsMaintenant que nous avons la arte prinipale, il ne nous reste plus qu'à déterminer les jaobiensde l'inversion et de la omposition des mouvements, ainsi que la normalisation.7.4.2.1 Inversion d'un mouvement





∂r(-1) −RT ] (7.32)7.4.2.2 Composition des mouvements




























] (7.34)7.4.2.3 Normalisation d'un mouvement (Domaine)
f = (r, t) ∈ R6 7−→ f ′ = (r′, t′) ∈ DLes seules ontraintes de domaine sont sur le veteur rotation : soit r′ = D(r) la normalisationdu veteur rotation et JD(r) son jaobien. La normalisation du mouvement f et son jaobien sontalors :












]Comme JL(r(-1)).r = r, il sut de poser la multipliation pour voir que JL(f (-1)).f = −f (-1). Demême, omme JL(r).(−r) = −r, on obtient JL(f).f (-1) = −f . L'identité (3.28) est don vériée.Par ontre, pour l'identité (3.29), nous devons observer que
JTInv = [ −I3 ∂(r(-1)⋆t)∂r(-1) T
0 −R
]Or, en prenant la formule (7.21), on a ∂(r(-1)⋆t)
∂r(-1) = −S(R.t).Ur, soit : ∂(r(-1)⋆t)∂r(-1) T = UT(−r).S(RT.t) d'où
∂(r(-1) ⋆ t)




.f (-1) = ∣∣∣∣∣ r + ∂(r(-1)⋆t)∂r T.RT.tt = f7.4.4 Opérations atomiques sur les repèresD'un point de vue purement diérentiel, les repères sont identiques (diéomorphes) aux mouve-ments. On notera don également M3 la variété des repères. On hoisit bien évidemment l'originedes repères omme étant la base anonique : elle orrespond dans notre représentation à l'identité desmouvements. Le groupe d'isotropie H étant réduit à l'identité, on a une parfaite identiation desmouvements et des repères. On notera d'ailleurs f = (r, x) un repère orrespondant au mouvement
f = (r, x).En partiulier, la fontion de plaement est l'identité : ff = f et son jaobien est don J(ff ) = I6,et il sut de revenir à la dénition de f = (r, t) omme repère ou mouvement pour voir que l'ationdu mouvement g sur le repère f est simplement : g⋆f = g◦f . Le jaobien est évidemment égalementelui de la omposition. Le domaine est stritement identique au as des mouvements.7.5 Repères semi-orientés et non-orientésEn imagerie médiale volumique, nous utiliserons beauoup les points extrémaux dénis dans(Thirion et Gourdon, 1995). Ce sont des points sur une iso-surfae qui optimisent un ritère degéométrie diérentielle basé sur la ourbure. Certains de es points peuvent ainsi être vu ommela généralisation des points de oin. Étant dénis sur une surfae, es points sont munis des deuxdiretions prinipales de ourbure (t1, t2) et de la normale à la surfae, e qui forme un repère ares trois veteurs sont orthonormés.En fait, e n'est pas tout à fait un repère, mais e que l'on appellera un repère semi-orienté ar lesdiretions prinipales t1 et t2 ne sont que des diretions, 'est-à-dire que l'on mesure indiéremment
±t1 et ±t2







Fig. 7.1  Un point extrémal sur une iso-surfae7.5.1 Trièdres semi-orientésLe trièdre est formé des veteurs {±t1,±t2, n}.On peut toujours hoisir l'orientation du veteur
t2 pour que e trièdre soit orthonormé diret. Il nous reste alors les deux trièdres {ε.t1, ε.t2, n}(ε = ±1) pour représenter la même primitive. Choisissons pour origine de notre variété le repèreanonique (ave t1 = ex, t2 = ey et n = e3), alors la gure (7.2) montre que le groupe d'isotropieest H = {I3,Π3} où Π3 = R(π, e3) est la rotation d'angle π autour de n = e3.





e  = n 3
e  = t1 1
e  = t2 2
π
Fig. 7.2  Les deux trièdres représentant le trièdre semi-orienté (( origine )).L'ensemble des trièdres semi-orientés est don le quotient de l'espae des trièdres ('est-à-diredes rotations) par H : notre variété est SO3/H. Comme le groupe d'isotropie H est disret et ni,il existe une distane invariante induite (voir setion (3.4.4)) et on peut enore représenter unetelle primitive par un veteur rotation. Les géodésiques sont toujours les mêmes, seul le domaine dedénition de la arte prinipale hange.7.5.1.1 Carte prinipaleSoit s = θ.n le veteur rotation représentant l'un des deux trièdres semi-orientés possibles (ave










= p ∗ q3 =
∣∣∣∣
sin(θ/2). 〈e3 | n〉
sin(θ/2).n× e3 + cos(θ/2).e3Comme les angles θ et θ′ sont ompris entre 0 et π, les sinus et osinus sont positifs et on obtient :
cos(θ′/2) = sin(θ/2).|n[3]|, où n[3] est la omposante de n selon e3. Cosinus est une fontion dé-roissante sur le domaine qui nous intéresse et θ′ est don supérieur à θ si cos(θ′/2) < cos(θ/2). On
160 Primitives rigides en 3D Chap. 7obtient au nal :






(7.35)Le domaine de dénition est don :
D =
{
s = (s[1], s[2], s[3])
T ∈ R3 / ‖s‖ ≤ π2 et |s[3]|. tan(‖s‖2 ) ≤ ‖s‖}7.5.1.2 Opérations atomiques sur les trièdres semi-orientésLa fontion de plaement de SO3/H dans SO3 est faile à hoisir : 'est l'identité. Ave e hoix,le jaobien de la translation de l'origine est JL(s), elui du veteur rotation.Domaine Pour normaliser le trièdre semi-orienté s, on ommene par le normaliser omme si'était un veteur de rotation simple : s′ = D(s) ave le jaobien JD(s), puis on vérie la ontraintesupplémentaire :si |s′[3]|. tan(‖s′‖2 ) ≤ ‖s′‖ alors s′′ = s′ ◦ π3 et J ′′ = ∂(s′ ◦ π3)∂s′ .JD(s)et on retourne s′′ et J ′′, sinon on retourne s′ ave le jaobien JD(s).Ation d'une rotation On note s notre trièdre semi-orienté, et s′ = r ◦ s le résultat de laomposition des veteurs rotation, ave les jaobiens J1 et J2.











∂sComme s′ n'est pas forément dans le domaine, il faut éventuellement le normaliser :si |s′[3]|. tan(‖s′‖2 ) ≤ ‖s′‖ alors s′′ = s′ ◦ π3 et J ′ = ∂(s′ ◦ π3)∂s′ .et on retourne r ⋆ s = s′′ ave les jaobiens J ′′1 = J ′.J1 et J ′′2 = J ′.J2, sinon on retourne r ⋆ s = s′ave les jaobiens J1 et J2.7.5.2 Trièdres non-orientésOn peut ainsi ontinuer à réduire les aratéristiques de notre repère : supposons maintenantque l'on veuille utiliser les points extrémaux pour faire du realage multi-modalité, par exempleentre une image IRM et une image sanner X. Comme es images ne mesurent pas les mêmesaratéristiques des tissus, un ertain nombre d'interfaes entre organes seront inversées. C'est enpartiulier le as au niveau du bord de l'os. Cette fois-i, même la normale du point extrémal n'estplus orientée : on peut mesurer n ou −n.Le trièdre est ette fois-i formé des veteurs {±t1,±t2,±n}. On peut toujours hoisir l'orien-tation des veteurs pour qu'il soit orthonormé diret. Il nous reste alors quatre trièdres possiblespour représenter le même trièdre non-orienté, illustrés sur la gure (7.3). Choisissons pour originede notre variété le repère anonique (ave t1 = ex, t2 = ey et n = e3), alors le groupe d'isotropie est
H = {I3,Π1,Π2,Π3} où Πi = R(π, ei) est la rotation d'angle π autour du veteur de base ei.Comme pour le as des trièdres semi-orientés, notre variété est SO3/H, et la arte prinipale estonstituée du veteur rotation mais ave un domaine plus restreint. La détermination de e domaineet des opérations atomiques est alquée sur elle des trièdres semi-orientés.















e  = t 11
t 2 e2
n
e  = n3
e  = t1 1
e  = t2 2
Fig. 7.3  Les quatre trièdres représentant le trièdre non-orienté (( origine )).7.5.2.1 Carte prinipaleSoit s = θ.n le veteur rotation représentant l'un des trièdres non-orientés possibles (ave θ =
‖s‖ ≤ π), les trois autres étant si = s ◦ πi, ave πi = π.ei. Le veteur qui appartient au domaine dedénition de la arte prinipale est elui qui a la norme minimale. En passant par les quaternions,on trouve ette fois-i :
cos(θi/2) = sin(θ/2).|n[i]|Pour trouver le veteur rotation de norme minimale, on peut déjà omparer les θi entre eux :
θi ≤ θj ⇐⇒ |n[i]| ≥ |n[j]| ⇐⇒ |s[i]| ≥ |s[j]|et parallèlement omparer θ et les θi





≤ 1|n[i]|Le domaine de dénition est don :
D =
{
s = (s[1], s[2], s[3])
T ∈ R3 / ‖s‖ ≤ π2 et ∀ i ∈ {1, 2, 3} |s[i]|. tan(‖s‖2 ) ≤ ‖s‖}7.5.2.2 Opérations atomiques sur les trièdres non-orientésLa fontion de plaement de SO3/H dans SO3 est faile à hoisir : 'est l'identité. Ave e hoix,le jaobien de la translation de l'origine est elui du veteur rotation.Domaine Pour normaliser le trièdre non-orienté s, on ommene par le normaliser omme si'était un veteur de rotation simple : s′ = D(s) ave le jaobien JD(s), puis herhe l'indie k dela omposante la plus grande (en valeur absolue) de e veteur s′ :
k = arg max
i∈{1,2,3}
|s′[i]|
162 Primitives rigides en 3D Chap. 7et on vérie la ontrainte supplémentaire :si |s′[k]|. tan(‖s′‖2 ) ≤ ‖s′‖ alors s′′ = s′ ◦ πk et J ′′ = ∂(s′ ◦ πk)∂s′ .JD(s)sinon on retourne r ⋆ s = s′ ave le jaobien JD(s).Ation d'une rotation Le proédé est stritement alqué sur l'ation d'une rotation sur untrièdre semi-orienté, mais ave le hoix de l'indie k omme i-dessus qui remplae l'indie xe 3.7.5.3 Repères semi et non-orientésPour onstruire maintenant des repères semi ou non-orientés, il sut d'ajouter un point 3Dqui représente la loalisation de e repère dans l'espae : z = (s, x), exatement omme on l'a faitpour les repères, le trièdre semi ou non-orienté s et ses opérations atomiques remplaçant le veteurrotation. Nous résumons ii les opérations atomiques obtenues.
• Fontion de plaement : fz = z ∂fz∂z = I6





]où JL(s) est le jaobien de la translation à gauhe de l'identité pour le veteur rotation et
R(s) la rotation assoiée à s (onsidéré omme veteur rotation).
• Normalisation :




]où D(s) est la normalisation des repères semi ou non-orientés et JD(s) son jaobien.
• Ation d'un mouvement f = (r, t) :

















]Il faut bien noter dans es formules que ∂(r⋆x)∂r est le jaobien de l'ation du veteur rotationsur le point x tandis que ∂(r⋆s)∂r et ∂(r⋆s)∂s sont les jaobiens de l'ation du veteur rotation surle repère semi ou non-orienté s.7.6 Points  Puisque le point n'a pas (théoriquement, du moins) d'existene,il est bizarre que l'idée que l'on se fait du point soit elle d'un rond.Mais ne pourrait-il pas y avoir des points arrés ou triangulaires? Claude Cossette, Les Images démaquillées:approhe sientique de la ommuniation par l'image.Les points de R3 étant justement les primitives ave lesquelles on savait travailler sans notrethéorie, il est intéressant de les inlure aussi dans notre implémentation et de vérier qu'on obtientbien les résultats attendus.
7.7. Conlusion 1637.6.1 Points de R3Il est naturel de prendre omme origine o = (0, 0, 0)T . Nous avons déjà vu que l'ation d'unetransformation f = (r, t) est f ⋆x = R.x+t. Le groupe d'isotropie est obtenu en résolvant l'équation
R.0 + t = 0, e qui impose une translation nulle :
H = {(R, 0) / R ∈ SO3}Les osets sont don les ensembles
Fx = {(R,x) / R ∈ SO3}Un représentant partiulièrement agréable à manipuler est fx = (0, x), la translation de veteur x.Cette fontion de plaement onduit en partiulier à des bruits homogènes additifs, e qui est lamodélisation usuelle sur les points. Le jaobien de la translation de l'origine est alors
J(fx) =




























∂(r ⋆ x+ t)
∂x
= R7.7 ConlusionNous avons montré dans e hapitre que l'on pouvait mener les aluls néessités par la théoriedes hapitres préédents sur un nombre important de primitives tridimensionnelles sous l'ationdu groupe des transformations rigides. Ayant implémenté les opérations atomiques dérivées danse hapitre, nous avons à notre disposition tous les algorithmes bas et moyen niveau développépréédemment.Nous nous foaliserons dans la seonde partie de e manusrit sur des algorithmes haut niveauet leurs appliations, utilisant pour ela les primitives dénies dans e hapitre.
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Chapitre 8
Realage et fusion de primitives :estimation et préision
 Errors using inadequate data are muhless than those using no data at all. Charles BabbageOn s'intéresse dans e hapitre à deux prinipaux problèmes d'estimation. Le premier est l'es-timation d'un mouvement rigide à partir d'appariement de primitives et le alul de l'inertitudesur ette estimation : 'est le realage. Le seond problème, déjà abordé dans la synthèse de lapremière partie (hap. 6), onerne l'obtention de la moyenne ou la fusion de primitives probabi-listes. Nous nous attahons également à aluler l'inertitude sur l'estimation obtenue. Les solutionsapportées à es deux problèmes sont très similaires puisqu'elles passent toutes par une minimisationaux moindres arrés. Cependant, il n'y a guère que dans le as des points où il existe une solutionexpliite, abondamment illustrée dans la littérature (Arun et al., 1987; Horn, 1987; Umeyama, 1991;Zhuang et Huang, 1994) et très peu de travaux s'intéressent à l'inertitude sur ette estimation (onpourra ependant noter (Kanatani, 1993) et (Csurka et al., 1995)).Nous rappelons dans la setion (8.1) les prinipales solutions expliites onnues pour l'estimationde transformations aux moindres arrés à partir d'appariements de points et nous développons uneméthode pour en estimer l'inertitude. Les solutions expliites ne se généralisant pas au as deprimitives quelonques, nous devons développer dans la setion (8.2) des méthodes par desente degradient ou ltrage de Kalman pour traiter le as de primitives géométriques plus générales.Par ontre, les méthodes d'estimation de l'inertitude sur la transformation se généralisent assezbien (setion 8.3), mais reposent sur la onnaissane du bruit sur les données (les primitives). Nousétudions don dans la setion (8.4) l'estimation a posteriori du modèle de bruit (i.e. après fusionou realage), de manière à pouvoir réinjeter ette onnaissane dans les algorithmes de fusion etde realage pour en déterminer l'inertitude : 'est la base de l'algorithme d'estimation pratiqueprésenté à la setion (8.5). 165
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ision Chap. 88.1 Realage à partir d'appariements de pointsPour introduire le problème du realage, nous supposerons dans ette setion que les objets sontreprésentés par des ensembles de N points appariés {xi} et {yi} dans R3, et que la transformationentre es objets est rigide. S'il n'y avait auune erreur d'appariement ni de mesure, on aurait don

















= N.tEn notant x̄ = 1N .∑i xi et ȳ = 1N .∑i yi les baryentres des deux ensembles de points, on obtientdon :




‖y′i −R.x′i‖2Notons que ette aratérisation de la translation optimale ne suppose pas que R soit unerotation, mais que e soit simplement un opérateur linéaire. L'équation (8.2) est don enore validesi l'on reherhe une similitude ou une transformation ane au lieu d'un mouvement. De même,ette aratérisation est valable dans n'importe quelle dimension, et pas seulement en dimension 3.Dans la suite de ette setion, nous supposerons que les points xi et yi sont exprimés en repèrebaryentrique, e qui permet de s'aranhir de la translation.




‖yi − q ∗ xi ∗ q‖2 =
∑
i
‖yi ∗ q − q ∗ xi‖2.‖q‖2 =
∑
i
‖yi ∗ q − q ∗ xi‖2puisque ‖q‖ = 1. En utilisant les quaternions matriiels, on a yi ∗ q = Qyi .q et −q ∗ xi = −PTxi .q =
Pxi .q ar xi est un veteur. Cei permet don de simplier le ritère en
C(q) = qT.A.q ave A = (∑
i
(Qyi + Pxi)
T.(Qyi + Pxi))Notons que omme xi et yi sont des quaternions purs, on a : PTxi = −Pxi et QTyi = −Qyi . La matrie
A peut don être alulée plus eaement par A = −∑i(Qyi + Pxi)2. Pour minimiser e ritèresous la ontrainte ‖q‖2 = 1, on érit le lagrangien
Λ(q) = C(q)− λ.(‖q‖2 − 1) = qT.(A− λ.I4).q + λelui-i doit être stationnaire à l'optimum :
∂Λ(q)
∂q










) (8.3)La valeur du ritère au minimum est alors Ĉ = λ.8.1.1.3 Rotation : méthode SVDCette méthode de résolution est inspirée de (Umeyama, 1991). On suppose bien sûr que lespoints xi et yi est exprimés en repère baryentrique, mais on se plae ii en dimension quelonque
n, la dimension 3 n'amenant pas de simpliation partiulière. Observons tout d'abord que 〈x | y 〉 =





i ‖xi‖2 − 2.
∑





i ‖xi‖2 − 2.Tr (∑iR.xi.yTi )
168 Realage et fusion de primitives : estimation et préision Chap. 8et le minimum du ritère C est obtenu pour la matrie de rotation R̂ maximisant le ritère G(R) =Tr(R.KT), où K est la matrie de orrélation K = ∑i yi.xTi . Pour résoudre e nouveau ritère,érivons le lagrangien :






= 2.L.R et ∂ det(R)
∂R
= R∗ = det(R).R(-T) = Ret omme R est une matrie de rotation, la dérivée du lagrangien devient :
∂Λ
∂R
= 2.K − 2.R.L− 2.g.R = 0 (8.4)Il nous reste maintenant à déduire de ette équation et des ontraintes les valeurs de R et desmultipliateurs L et g. En introduisant la matrie L′ = L + g. Id, l'équation (8.4) se réduit à
R.L′ = K, et nous avons déjà éliminé un multipliateur.Soit maintenant K = U.D.V T une déomposition en valeurs singulières de K. On rappelle que
U et V sont des matries orthogonales (qui peuvent être impropres) et D est la matrie diagonaledes valeurs singulières (positives). Comme L est une matrie symétrique, on a :
L′2 = (L′.RT)(R.L′) = KT.K = V.D2.V TLes matries L′2 et L′ ommutent évidemment, et peuvent don être diagonalisées dans la mêmebase : la matrie L′ est don L′ = V.D.S.V T où S = DIAG(s1, . . . , sn) ave si = ±1. Comme lamatrie S est égale à son inverse et ommute ave D, on trouve en reportant dans R.L′ = K :
R.V.D = U.S.DLa matrie de rotation R = U.S.V T est toujours solution de ette équation, mais elle n'est pasforément la seule. Elle l'est si les valeurs singulières sont non nulles (K est alors de rang maximal), et(Umeyama, 1991) montre que 'est enore le as si l'on a une seule valeur singulière nulle (rang(K) =
n− 1). La dernière ontrainte, elle du déterminant, se traduit alors par : det(S) = det(U).det(V ).En reportantR = U.S.V T dans la valeur du ritère, on trouve que la valeur de elui-i à l'optimum(qui dépend de S) est :
Ĝ = Tr(R.KT) = Tr(U.S.D.UT) = Tr(D.S) = n∑
i=1
di.siEn supposant que les valeurs singulières soient triées par ordre déroissant, le maximum du ritèreest don obtenu pour s1 = . . . = sn−1 = +1 et sn = det(U).det(V ).Théorème 8.2 (Méthode SVD pour les moindres arrés n-D)Soit U.D.V T = K une déomposition singulière de la matrie K, dont les valeurs singulières (po-sitives) sont triées par ordre déroissant. Alors le maximum du ritère G(R) = Tr(R.KT) sur lesrotations (propres) est atteint pour
R̂ = U.S.V T ave S = DIAG(1, . . . 1,det(U).det(V )) (8.5)
8.1. Realage à partir d'appariements de points 169ave la valeur Ĝ = Tr(D.S). Le maximum est unique si le rang de K est n− 1 ou n.Cette rotation est également la solution du ritère aux moindres arrés C = ‖yi − R.xi‖2 si
K est la matrie de orrélation K = ∑i yi.xTi , et le minimum est atteint ave la valeur Ĉ =∑
i ‖yi‖2 +
∑




‖yi − s.R.xi − t‖2 ou C(A, t) =∑
i
‖yi −A.xi − t‖2Nous avons déjà vu que la translation est déterminée par les baryentres et la partie linéaire optimale(rappelons que x̄ et ȳ sont les baryentres des deux ensembles de points) :




‖yi − s.R.xi − t‖2 = s2.σ2x − 2.s.Tr(R.KT) + σ2yLe minimum sur la rotation R est don obtenu pour la même rotation R̂ que dans le as rigide, etle minimum sur l'éhelle s pour
∂C
∂s




(8.6)Remarquons que, dans le as 3D, on aurait pu obtenir aussi la solution par la méthode desquaternions : si le quaternion unitaire q représente la rotation R, le quaternion p = √s.q représente















T.A.xiest les optimums sont aratérisés par une dérivée nulle. Grâe aux formules de l'appendie B, ona :
∂(yT.A.x)
∂A
= y.xT et ∂(xT.AT.A.x)
∂A













i = 0 ⇐⇒ A.Σxx = ΣyxSi Σxx est inversible, le minimum est unique et est obtenu pour
Â = Σyx.Σ
(-1)
xx (8.7)Dans le as ontraire, le minimum n'est pas unique, et l'un des minimums est obtenu ave la pseudo-inverse Σ+xx au lieu de de l'inverse Σ(-1)xx .8.1.2.3 Disussion sur l'estimation des similitudes et transformation anesContrairement au as des transformations rigides, la métrique sur les points n'est pas invariantepar les similitudes ou les transformations anes. Un ertain nombre de propriétés d'invariane oude stabilité de notre estimation de la transformation ne sont don plus valides (voir par exemple lasetion (3.4.1)). En partiulier, la transformation f̂xy estimé entre les xi et les yi n'est plus l'inversede la transformation f̂yx estimée entre les yi et les xi.En eet, si l'on prend le as ane, on a en général Σyx.Σ(-1)xx 6= Σyy.Σ(-1)xy . Cei est dû au fait quel'on estime pas f̂xy et f̂yx dans le même repère de l'espae eulidien. Plus préisément, on estime
f̂xy en supposant que l'espae des y est muni de la métrique anonique, alors que l'on estime f̂yx ensupposant que la métrique anonique est sur l'espae des x.La prise en ompte de ette modiation de la métrique (et du fait que les géodésiques sontependant globalement onservées) pourrait onduire à l'extension de notre théorie de l'inertitude(première partie) aux groupes de type ane et non plus seulement rigide.
8.1. Realage à partir d'appariements de points 1718.1.3 Estimation de l'inertitude sur la transformationJusqu'à présent, nous n'avons pas supposé de modèle de bruit sur nos points et nous avonssimplement onsidéré un estimateur de la transformation rigide. L'inertitude sur ette estimationdépend ependant de l'inertitude sur les données : on notera Σxixi et Σyiyi les matries de ova-riane représentant l'inertitude sur nos points. On peut don voir nos données omme des ensemblesde points aléatoires appariés xi ∼ (xi,Σxixi) et yi ∼ (yi,Σyiyi).Pour quantier l'inertitude sur une transformation, et en l'ourrene ii un mouvement rigide,la matrie de ovariane dénie dans la première partie de e manusrit semble tout à fait adaptée.On utilise don la arte prinipale ~f = (r, t) pour les mouvements.8.1.3.1 Transformation rigide estimée aux moindres arrésOn rangeant toutes nos données (les oordonnées des points) dans un grand veteur χ dont laovariane est diagonale par blos (en supposant que tous les points soient indépendants) : χ ∼
(χ,Σ) où
χ = (xT1 , . . . xTN , yT1 , . . . yTN )T
Σ = DIAG(Σx1x1 , . . .ΣxNxN ,Σy1y1, . . .ΣyNyN )On peut se ramener au formalisme développé à la setion (2.14) : le mouvement estimé est
~̂f = arg min
~f










































)et l'équation (2.14) nous donne la matrie de ovariane sur ~f :
Σf̂ f̂ = H
(-1).(∂Φ∂χ) .Σ.(∂Φ∂χ)T .H (-1)
= H (-1).(∑i (∂zi∂~f )T .(∂zi∂χ ) .Σ.(∂zi∂χ )T .(∂zi∂~f )) .H (-1)Le résultat est don :










.H (-1) (8.8)Dans le as d'un bruit isotrope, identique et indépendant sur tous les points d'une image(Σxixi = σ2x. Id et Σyiyi = σ2y . Id), le veteur d'erreur zi = yi − ~f ⋆ xi est enore isotrope :
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Σzizi = (σ2x +σ2y).Id = σ2z .Id. Notons que 'est à ette ondition que les moindres arrés fournissentune estimation optimale. Le terme entral de la dernière équation (la somme) se simplie don pourdonner σ2z .H, e qui se simplie ave H (-1) :
Σf̂ f̂ = σ
2
z .H










) (8.9)8.1.3.2 Filtrage de KalmanSi l'on suppose maintenant que l'on a une information d'inertitude sur haque point grâe à samatrie de ovariane, on peut toujours utiliser les moindres arrés, mais et estimateur n'est plusoptimal. Si l'un des appariement est par exemple dix fois plus préis que les autres, ou plus préisdans une diretion qu'une autre, on ne peut pas utiliser quantitativement ette information.L'idée pour remédier à ela est de pondérer haque terme dans les moindres arrés en fontion deson information, et don d'utiliser la matrie de ovariane omme métrique : on ne minimise plusalors la distane lassique mais la distane de Mahalanobis. Le ltrage de Kalman est un algorithmeinrémental pour réaliser e type de minimisation (nous renvoyons le leteur à l'appendie C pourles expliations et les équations du ltre de Kalman) et qui atualise à haque étape la matrie deovariane sur l'estimation (qui sera pour nous un mouvement).Dérivons tout d'abord l'équation de mesure. Comme nous n'utilisons que des paires de pointsappariés, l'équation de mesure est identique pour tout i on peut oublier pour l'instant les indies.Si les points x et y étaient mesurés exatement, on aurait par hypothèse y−~f ⋆x = 0. La mesure dees points est en fait orrompue par un bruit que l'on suppose additif et indépendant : on ne mesureque x = x + δx et y = y + δy. On suppose que es bruits sont entrés et de ovariane onnue :
δx ∼ (0,Σxx) et δy ∼ (0,Σyy). En reportant dans l'équation y −~f ⋆ x = 0, on obtient :
y − δy −R.x− t+R.δx = 0et on isole l'erreur pour obtenir l'équation de mesure (ou veteur d'erreur) :












∂~fCe jaobien fait partie des opération atomiques que nous avons développé sur les points au hapitre7 (setion 7.6.1).

















dist ((f(-1)yi ◦ f) ⋆ xi , o)2 = 12 .∑
i




◦~f) ⋆~xiL'idée de base est don de faire une desente de gradient pour obtenir le minimum. Il faut dondériver le veteur d'erreur ~z = (~f(-1)~y ◦~f) ⋆~x par rapport à la transformation ~f. Comme on retrouveraégalement e veteur d'erreur pour la minimisation de la distane de Mahalanobis, qui néessiterade plus le alul de la ovariane Σzz, il est utile d'ajouter le (( veteur d'erreur )) à la liste des
174 Realage et fusion de primitives : estimation et préision Chap. 8opérations de base sur les primitives géométriques. Pour ela, il sut de détailler les jaobiens deette opération et de les exprimer en fontion des opérations atomiques sur les transformations etles primitives onsidérées.8.2.1.1 Le veteur d'erreur pour le realage ~z = (~f(-1)~y ◦~f) ⋆~xObservons tout d'abord que l'on peut érire e veteur sous la forme ~z =~f(-1)~y ⋆ (~f ⋆~x), forme quiest plus adaptée à la dérivation. Calulons en premier :
−→xf =~f ⋆~x ave les jaobiens J1 = ∂(~f ⋆~x)
∂~x
et J2 = ∂(~f ⋆~x)










= J4.J1 J~y =
∂~z
∂~y
= J5.J3 J~f =
∂~z
∂~f
= J4.J2Pour les moindres arrés simples, on se ontentera de retourner ~z et J~f , et on implémente l'opé-ration suivante sur les primitives probabilistes pour la minimisation de la distane de Mahalanobispar ltrage de Kalman ou desente de gradient : Veteur d'erreur pour le realage
(




z ∼ (~z , Σzz) , J~f
)où la ovariane est Σzz = J~x.Σxx.JT~x + J~y.Σyy.JT~y8.2.1.2 Desente de gradientSupposons que l'on ait une estimation ourante ~ft au temps t de la transformation reherhée.On alule alors pour haque paire de primitives appariées le veteur d'erreur ~zi et son jaobien
J~f(t,i)













JT~f(t,i) .J~f(t,i)On avane don d'un temps unité suivant la géodésique partant de ~ft ave le veteur tangent −→δf t ∈
T~fG suivant :
−→





8.2. Realage à partir d'appariements de primitives 175Comme e veteur −→δf t est exprimé dans la arte exponentielle en ~ft, l'estimation au temps t+ 1 estdonnée par l'équation (3.24) :
~ft+1 = exp~ft(
−→
δf t) =~ft ◦
(
JL(~ft)
(-1).−→δf t) (8.11)Il reste à spéier un point de départ (une estimation initiale de la transformation) et un ri-tère d'arrêt pour notre desente de gradient : en l'absene d'information supplémentaire, on pourratoujours partir de l'identité, et s'arrêter lorsque la norme de la transformation d'ajustement estinférieure à un seuil xé ou que le nombre d'itération devient trop grand. En pratique, nous avonsobservé que et algorithme onverge toujours en environ 10 itérations pour un seuil ε = 10−10sur ‖−→δf ‖~f = ‖JL(~f)(-1).−→δf ‖, soit quasiment à la préision numérique de la mahine. quelque-soit lenombre d'appariements.8.2.1.3 Estimation de l'inertitude au minimumPuisque nous avons minimisé réellement la norme de veteurs d'erreur (grâe à la arte ex-ponentielle), les développements eetués sur les points sont toujours valides. En supposant uneovariane Σzizi sur le veteur d'erreur ~zi, on a enore d'après (2.14) :









.H (-1) = H (-1).(∑
i
JT~fi .Σzizi .J~fi) .H (-1)où les jaobiens et la matrie hessienne sont bien sûr estimés au minimum. Comme dans le as despoints, ette minimisation aux moindres arrés n'est optimale que si Σzizi = σ2z . Id, et l'inertitudesur la transformation se simplie alors en
Σf̂ f̂ = σ
2
z .H
(-1) ave H =∑
i
JT~fi .J~fi (8.12)Notons que ette hypothèse est beauoup plus forte que la simple isotropie et qu'elle demande debien hoisir la métrique invariante : par exemple sur les repères, la variane σ2θ sur le veteur rotationdoit être du même ordre de grandeur que la variane σ2x sur la position. Le hoix des unités est dondes plus importants.8.2.2 Minimisation de la distane de MahalanobisDérivons tout d'abord l'équation de mesure. Comme nous n'utilisons que des appariements deprimitives d'un seul type, l'équation de mesure est identique pour tout i on peut oublier pourl'instant les indies. Si les primitives x et y étaient exates, on aurait y = f ⋆ x, soit l'équation demesure (vetorielle) :
(~f(-1)~y ◦~f) ⋆~x = 0En fait, on n'a aès qu'aux valeurs bruitées x ∼ (~x,Σxx) et y ∼ (~y,Σyy) que l'on supposeraentrées et de ovariane onnue. En remplaçant les valeurs exates par leur mesure, on obtient leveteur d'erreur probabiliste :




























JT~f(t,i) .Σ(-1)zizi .~zi et Ht = ∂Φt∂~ft =∑i JT~f(t,i) .Σ(-1)zizi .J~f(t,i)Le veteur d'ajustement est alors −→δf t = −H (-1)t .Φt et l'équation d'évolution reste :
~ft+1 = exp~ft(
−→
δf t) =~ft ◦
(
JL(~ft)
(-1).−→δf t) (8.14)Comme pour les moindres arrés simples, il faut un point de départ et un ritère d'arrêt. Enpratique, nous avons observé une onvergene à 10−10 en environ 15 itérations si l'on part del'identité, et en 5 à 10 itération si l'on démarre de l'estimation aux moindres arrés simples.Il reste à déterminer l'inertitude sur la transformation à l'optimum : ela se fait enore une foisexatement omme pour les moindres arrés simples, mais sans auune hypothèse sur la ovarianesdes veteurs d'erreur, et on obtient :
Σf̂ f̂ = H
(-1) ave H =∑
i
JT~f .Σ(-1)zizi .J~f (8.15)
8.2. Realage à partir d'appariements de primitives 1778.2.3 Comparaison des algorithmesNous noterons en abrégé LSQ, KAL et MAHA les trois méthodes de realage développées i-dessus. Les résultats de es algorithmes dépendent de nombreux paramètres et il importe de neséletionner que les plus importants. Nous avons hoisi de regarder la préision relative de esalgorithmes et les temps de aluls en fontion du nombre de primitives, en gardant un modèlede bruit xé. La préision absolue de haque méthode est théoriquement prédite par la matrie deovariane de haque estimation, et nous en vérierons la validité au hapitre 9. Nous onsidéronsii que le modèle de bruit sur les données est onnu.Pour réaliser es statistiques, nous hoisissons pour haque estimation un nombre N de primitivesréparties aléatoirement dans une (( image )) 512x256x128, une transformation rigide aléatoire (aveune translation limitée à 512) que nous appliquons à es primitives pour obtenir le seond ensemblede primitives, et nous bruitons ensuite toutes les primitives de manière indépendante ave un bruithomogène de ovariane xée à Σ = DIAG(0.0024, 0.0030, 0.038; 0.22, 0.31, 0.084) pour les primitivesde type repère et Σee = DIAG(0.2, 0.3, 0.09) pour les points. Cette matrie de ovariane n'est pasinnoente, 'est le modèle du bruit que nous obtiendrons au prohain hapitre (setion 9.3.3) enanalysant les point extrémaux dans ertaines images IRM.8.2.3.1 Préision relative des méthodesNous nous attahons ii à quantier la préision relative des trois méthodes entre elles. Lesexpérienes i-dessous ont été réalisées ave des repères semi-orientés, simulant ainsi des pointsextrémaux pour être le plus prohe possible des onditions d'appliation de nos algorithmes enimagerie médiale.Sur le même ensemble d'appariements synthétique, on alule la transformation par LSQ, KALet MAHA et, pour haune de es trois estimations, on alule la transformation résiduelle parrapport à la transformation exate. Pour simplier, on ne onserve que l'angle θ de la rotationrésiduelle et la norme d de la translation. Comme es valeurs d'erreur hangent beauoup avel'ensemble d'appariement onsidéré, et que de plus on ne veut étudier que la préision relativedes trois méthodes, nous avons hoisi de prendre l'erreur de MAHA omme référene (la plupartdu temps 'est la plus préise) : on alule don les rapports εθLSQ = θLSQ/θMAHA et εdLSQ =
dLSQ/dMAHA et de manière similaire pour KAL. Ces rapport indiquent don si la méthode LSQ(resp. KAL) est plus préise que MAHA (εLSQ < 1) ou moins préise (εLSQ > 1).Pour avoir des statistiques valables, nous avons eetué 150 realages pour un nombre de primi-tive xé, et nous présentons dans la gure (8.1) la moyenne et l'éart-type 1 des préisions relativesde LSQ et KAL par rapport à MAHA.Dans es expérienes, le ltrage de Kalman (KAL) est initialisé ave le résultat de LSQ, enmultipliant par 50 la ovariane sur l'estimation pour ne pas trop biaiser l'estimation nale del'inertitude. La préision relative est alors très similaire à elle de MAHA. La solution est d'ailleurstrès prohe (exepté une légère sous-évaluation de l'inertitude sur le realage). Notons par ontreque KAL diverge souvent si l'état initial est trop éloigné de la solution ou si l'inertitude sur etétat initial est trop élevée.Par ontre, LSQ est en moyenne 1.2 fois moins préis sur la rotation et 1.4 fois mois préis surla translation. La solution donné par LSQ est par ailleurs quasiment identique à elle fournie par lasolution expliite aux moindres arrés sur les points par la méthode des quaternions (on note QUAT1. Comme la préision relative est multipliative (2 fois plus préis orrespond à ε = 0.5), nous avons alulé lamoyenne et l'éart-type de log(ε), mais nous présentons le résultat sous forme de rapport pour une ompréhensionplus aisée.
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Erreur relative sur la rotation de LSQ et KAL
(référence : erreur de MAHA)
Rapport KAL / MAHA
Rapport LSQ / MAHA























Erreur relative sur la translation de LSQ et KAL
(référence : erreur de MAHA)
Rapport KAL / MAHA
Rapport LSQ / MAHA
Fig. 8.1  Préision relative sur la rotation et la translation des méthodes LSQ et KAL par rapportà MAHA, en fontion du nombre de primitive.et algorithme). Cei est dû au fait que l'on utilise la métrique anonique sur les mouvements (i.e.la rotation en radians et la translation en voxels), métrique qui donne une inuene beauoup plusimportante aux points qu'aux trièdres.Pour nir, notons que le gain de préision obtenu en utilisant l'information d'inertitude surles repères dépend pour une large part de ette inertitude initiale. Ave un modèle de bruit oùle trièdre a un éart-type de 1 degré (soit environ 0.017 rad) et le point un éart-type de 1 voxel,on peut obtenir une estimation 2 fois plus préise ave MAHA ou KAL (initialisé orretement)qu'ave LSQ ou QUAT.8.2.3.2 Temps de alulsLes aluls sont eetués sur une DEC alpha 3000 à 166 Mhz, et les temps donnés sont desmoyennes sur 100 à 500 estimations. Pour obtenir un temps de alul able, nous avons utilisé leproler GNU gprof qui permet d'obtenir le temps passé dans une proédure en inluant le tempspassé dans tous les desendants (les fontions appelées). Notre référene temporelle est le temps dealul des moindres arrés lassiques (méthode QUAT) : environ 20 ms pour 100 appariements depoints.La première expériene onerne l'inuene du nombre de points sur le temps de alul du rea-lage. Les temps donnés i-dessous sont des moyennes sur les quatre types de primitives onfondues(repères, repères semi et non-orienté, points). Les algorithmes KAL et MAHA sont initialisés avele résultat de LSQ : nous donnons le déompte du temps passé dans l'algorithme proprement dit etle temps total ave l'initialisation. Nombre d'appariements10 50 100 500LSQ 87 ms 355 ms 640 ms 2970 msKAL 19 ms / 106 ms 102 ms / 457 ms 195 ms / 835 ms 957 ms / 3927 msMAHA 105 ms / 192 ms 397 ms / 752 ms 740 ms / 1380 ms 3510 ms / 6480 ms
8.2. Realage à partir d'appariements de primitives 179La relation entre le nombre d'appariements et le temps est approximativement linéaire, et onen onlu que, pour realer 100 primitives, il faut ompter environ 650 ms par primitive pour LSQ,650+200=850 ms pour le ltrage de Kalman et 650+750=1400 ms ave MAHA. En omparaisondes 20 ms de la solution expliite des moindres arrés sur les points, il est lair qu'on y perd, bienque les temps de aluls restent raisonnables pour des appliations qui ne sont pas (( temps réel )).Le deuxième paramètre intéressant à isoler est l'inuene du type de primitive. Nous avons portédans le tableau i-dessous le temps de alul moyen pour le realage de 100 primitives.Repères Repèressemi-orientés Repèresnon-orientés PointsQUAT 20 msLSQ 694 ms 785 ms 820 ms 275 msKAL 216 ms / 910 ms 245 ms / 1030 ms 250 ms / 1070 ms 87 ms / 362 msMAHA 792 ms / 1486 ms 880 ms / 1665 ms 870 ms / 1690 ms 368 ms / 643 msComme toutes nos primitives possèdent atuellement un point (l'origine pour les repères), onpeut oublier un instant e qu'il y a autour du point et initialiser les algorithmes KAL et MAHApar QUAT au lieu de LSQ : les temps de onvergene restent similaires, et l'initialisation ne ompteplus que pour 20 ms.8.2.3.3 DisussionLes trois algorithmes KAL, MAHA et LSQ fontionnant diretement sur les primitives ont leursavantages et leurs inonvénients : les moindres arrés simples sont en général eaes et relativementrapides, mais sont sensibles au hoix de la métrique, en partiulier pour l'estimation de l'inertitudesur la transformation. Par ontre, ils fournissent une bonne estimation de la transformation, mêmeen l'absene l'information sur l'inertitude des primitives appariées.Les méthodes KAL et MAHA supposent que l'on onnaisse (ou que l'on ait estimé) la ovarianesur les primitives. La desente de gradient sur la distane de Mahalanobis est le plus lent des troisalgorithmes (quoique l'on puisse l'aélérer notamment en l'initialisant ave les moindres arréessimples), mais semble donner une estimation able de la transformation et de son inertitude danstous les as. Par ontre, le ltrage de Kalman est très rapide mais extrêmement sensible à l'esti-mation initiale : démarrer ave l'identité est une ovariane élevée onduit souvent à une estimationfantaisiste de la transformation. On pourrait penser à itérer le ltre, pour avoir un meilleur pointde départ, mais on perd son avantage prinipal : l'inrémentalité. De plus, on risque d'estimer uneinertitude erronée puisque les mesures ne sont plus indépendantes et que la donnée d'une ova-riane plus faible sur l'état initial (qui stabilise le ltre) diminue elle de l'état nal, mais dans uneproportion diilement alulable.En fait, le ltrage de Kalman est eae pour faire de la fusion ou de la mise à jour : si l'on adéjà une estimation de la transformation et de son inertitude, et que l'on ne peut pas onserverles appariements (par exemple pour des raisons de plae mémoire), on peut toujours mettre à jourinrémentalement ette transformation grâe au ltre lorsque d'autres appariements se présentent.Au lieu d'estimer diretement ave le ltrage de Kalman depuis une transformation initiale ino-hérente, on pourra onserver les premiers appariements (par exemples les 10 premiers), aluler latransformation initiale ave MAHA, puis utiliser le ltre normalement.
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ision Chap. 88.2.3.4 Conlusion : utilisation des algorithmesIl reste ependant que es trois algorithmes ont des temps de aluls très élevés par rapport à
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8.3. Fusion de primitives ou de transformations 181et ses dérivées sont la matrie hessienne (équation 4.22) et la dérivée roisée :
H = N.Q(~y) = N.J(~f~y)
(-T).J(~f~y)(-1) et ∂Φ
∂~zi
= −J(~f~y)(-T)Le veteur d'ajustement est alors
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~ziet l'équation d'évolution se simplie en
~yt+1 = exp~yt(
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.Σxx (8.17)Notons au passage qu'on peut estimer Σzz par :
Σzz =
1





i8.3.2 Fusion : minimisation de la distane de MahalanobisDérivons tout d'abord l'équation de mesure : on suppose que nos mesures xi sont toutes desréalisation de primitives aléatoires de même moyenne : xi ∼ (x̄,Σxixi). Les veteurs d'erreur
















∂~f(-1)~y .∂(~f(-1)~y )∂~f~y .∂~f~y∂~y
Σzizi = ∂(~f(-1)~y ⋆~xi)∂~xi .Σxixi .∂(~f(-1)~y ⋆~xi)∂~xi T8.3.2.1 Filtrage de KalmanNous n'avons plus ette fois-i de problème pour initialiser le ltre, on démarre ave pour étatla première mesure : y1 = x1. Ensuite, pour haque autre mesure xi :
• Caluler zi et la matrie M = J~yi estimée en ~y(i−1),
• Mettre à jour l'état de y(i−1) ∼ (~y(i−1),Λ(i−1)) à yi ∼ (~fi,Λi) en utilisant les équations dultre (C.1),


























(-1).−→δyt) (8.18)Comme pour les autres algorithmes, on prend omme point de départ l'une de nos mesures,et pour le ritère d'arrêt un seuil sur la norme du veteur d'ajustement (en pratique, nous avonsobservé une onvergene à 10−10 en une quinzaine d'itérations). Pour déterminer l'inertitude surla transformation à l'optimum, on a exatement le même type d'équations que pour le realage :
Σŷŷ = H
(-1), où H est la matrie hessienne à l'optimum (par exemple la dernière alulée).8.3.3 Comparaison des algorithmesOn note omme pour le realage en LSQ, KAL et MAHA les trois méthodes pour la fusiondéveloppées i-dessus.8.3.3.1 Préision des résultatsNous avons réalisé le même type d'expérienes que pour le realage, mais il n'y a pas ii deméthode qui donne un résultat meilleur en général si toutes les primitives ont la même inertitude :les préisions relatives se tiennent toutes à moins de 5% près. Par ontre, on peut observer unepréision un peu plus importante pour MAHA et KAL dans le as de la fusion de deux ou troisprimitives ayant des bruits très diérents.
8.3. Fusion de primitives ou de transformations 1838.3.3.2 Temps de alulsLes expérienes sont réalisées dans les mêmes onditions que pour le realage, mais notre ré-férene temporelle est ii le temps de alul du baryentre de 100 points (sans détermination del'inertitude sur l'estimée) : 0.2 ms.La première expériene onerne l'inuene du nombre de points sur le temps de alul de laprimitive moyenne. Les temps donnés i-dessous sont des moyennes sur les quatre types de primitivesonfondues (repères, repères semi et non-orienté, points). L'algorithme MAHA est initialisé ave lerésultat de LSQ; nous donnons le déompte du temps passé dans l'algorithme proprement dit et letemps total ave l'initialisation. Nombre de primitives10 50 100 500LSQ 6 ms 30 ms 60 ms 285 msKAL 10 ms 53 ms 109 ms 540 msMAHA 10 ms / 16 ms 42 ms / 72 ms 83 ms / 143 ms 537 ms / 822 msIl est lair sur es hires que la relation est linéaire, et on en onlut qu'il faut ompter environ60 ms pour fusionner 100 primitives ave LSQ, 110 ms par le ltrage de Kalman et 160 ms par ladesente de gradient sur la distane de Mahalanobis. Notons que e dernier temps peut être multipliépar un fateur 5 à 10 si l'initialisation est simplement la première primitive.Le deuxième paramètre intéressant à isoler est l'inuene du type de primitive. Nous avons portédans le tableau i-dessous le temps de alul de la moyenne de 100 primitives.Repères Repèressemi-orientés Repèresnon-orientés PointsLSQ 68 ms 75 ms 78 ms 11 msKAL 122 ms 132 ms 133 ms 51 msMAHA 94 ms / 162 ms 100 ms / 175 ms 90 ms /168 ms 30 ms / 41 msComme on pouvait s'y attendre, les estimations faisant intervenir des repères sont plus longuesque les estimations (linéaires) sur les points, mais restent relativement raisonnables.8.3.3.3 ConlusionLes trois algorithmes donnent de très bons résultats pour le alul de la moyenne. Dans le asde la fusion (matries de ovarianes diérentes sur les divers mesures), on utilisera plutt MAHAou KAL pour prendre en ompte le maximum d'information. Du point de vue de la omplexité, lesmoindres arrés simples sont les plus rapides, suivis par le ltrage de Kalman et MAHA est le pluslent mais la diérene entre les trois n'est pas ritique.En résumé, on utilisera les moindres arrés simples pour faire une moyenne (sans informationde ovariane), la desente de gradient sur la distane de Mahalanobis ou le ltrage de Kalman sil'on veut un résultat plus préis en fusion.Notons que, ontrairement au as du realage, on ne peut pas ii simplier nos primitives pouren faire une moyenne approximative plus rapidement. Par ontre, le problème est bien posé et lestemps de aluls restent faibles.
184 Realage et fusion de primitives : estimation et préision Chap. 88.4 Estimation du modèle de bruit sur les primitivesDans les deux problèmes d'estimation préédents, le realage et la fusion, nous avons supposéque le modèle de bruit sur les primitives était onnu. Même si l'on peut souvent en avoir uneidée a priori, il est intéressant de le aluler a posteriori, après realage ou fusion, pour pouvoirvérier si nos hypothèses sont valides ou éventuellement le réinjeter dans les algorithmes pourobtenir des estimations plus préises. Par ailleurs, si e bruit de mesure provient de la suession dedivers traitements, omme par exemple en imagerie l'aquisition, la numérisation, les pré-traitementspuis l'extration des primitives, e alul a posteriori est souvent le seul moyen de onnaître ou demodéliser le bruit sur nos primitives. Nous serons ainsi en mesure de modéliser le bruit sur les pointsextrémaux (dans ertaines images IRM) à la setion (9.3.3) grâe à de telles mesures a posteriori.8.4.1 Estimation du bruit après fusionObservons tout d'abord le as des points : on a N mesures {xi} provenant de la même distribution
x ∼ (x,Σxx). La ovariane est normalement :
Σxx = ∫Rn(y − x).(y − x)T.px(y).dy ≃ 1N ∑i (xi − x).(xi − x)TEn fait, on ne onnaît pas exatement la moyenne x mais on en a obtenu une estimation x̂ par fusion(en l'ourrene ii ave le baryentre). L'idée est don d'utiliser x̂ à la plae de x dans l'équationi-dessus, mais omme notre estimation minimise l'erreur (aux moindres arrés), elle est légèrementplus prohe des données que ne le serait la vraie moyenne. On peut orriger e biais en utilisant laformule bien onnue (Bard, 1974; Press, 1972) :
Σ̂xx = 1
N − 1 .
∑
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(~f(-1)x ⋆~xi).(~f(-1)x ⋆~xi)T) .J(~fx)TIl ne reste don qu'à orriger le biais que l'on introduit en utilisant l'estimation x̂ au lieu de lamoyenne exate x :
Σ̂xx =
1




(~f(-1)x̂ ⋆~xi).(~f(-1)x̂ ⋆~xi)T) .J(~fx̂)T (8.19)8.4.2 Estimation du bruit après realageCe type d'estimation est l'un des plus important ar il est utilisable ave des données réellessans avoir à onevoir une expériene spéique. Nous étudions ii le as des points et des repères,avant de disuter des possibilités de généralisation au as de primitives génériques.
8.4. Estimation du modèle de bruit sur les primitives 1858.4.2.1 Estimation du modèle de bruit sur les pointsBruit additif anisotrope On onsidère don deux ensembles de points appariés {xi} et {yi},images l'un de l'autre par une transformation : yi = f ⋆ xi. On ne mesure en fait que les valeursbruités xi = xi + δxi et yi = yi + δyi, où les bruits additifs sont supposés être indépendants etde ovariane Σxx et Σyy. En supposant que l'on onnaisse la transformation exate, le veteurd'erreur est







i (8.20)Si l'un des ensembles de points est exat, on peut failement estimer la ovariane sur l'autre :
Σxx = 0 =⇒ Σ̂yy = Σ̂zz et Σyy = 0 =⇒ Σ̂xx = RT.Σ̂zz.RLe problème est plus diile si l'on suppose que les deux ensembles de points proviennentd'aquisitions similaires et qu'ils ont don le même bruit de ovariane Σ : on doit résoudre l'équation
Σ̂zz = Σ+R.Σ.RT. Une méthode est présentée dans (Koh, 1988) pour résoudre e type d'équation.Dans notre as, on peut vérier ave un logiiel de alul symbolique (par exemple Maple) que lasolution est unique, à moins que la rotation R ait un angle θ = π/2. Cependant, dans un grandnombre de as en imagerie médiale, le patient a grossièrement la même position dans la mahinelors des diérentes aquisitions et la rotation est faible : on peut alors approximer la ovariane surles points par :










iNous avons jusqu'à présent supposé que l'on onnaissait la transformation exate f. En fait,après le realage, nous n'en avons qu'une estimée f̂ aux moindres arrés, et l'utilisation de etteestimée dans les formules i-dessus introduit un biais : l'estimation de l'erreur est légèrement plusfaible qu'elle ne devrait être. En suivant (Bard, 1974), nous devons don remplaer le nombre demesures N par N− l/m, où m est la dimension des équations de mesure (vetorielles) et l le nombrede paramètres que l'on a estimés. Dans notre as, on a estimé un mouvement rigide 3D (l = 6) àpartir de points (m = 3).On obtient don au nal une estimation du bruit additif anisotrope sur les points après realageave :









i (8.21)Bruit isotrope On a dans e as Σxx = σ2x.Id et Σyy = σ2y .Id. La ovariane sur le veteurd'erreur est don Σxx = σ2z .Id, ave σ2z = σ2x + σ2y. La matrie de ovariane sur le veteur d'erreurpeut toujours être estimée ave l'équation (8.20), et on obtient en prenant la trae :Tr(Σ̂zz) = 2.σ̂2z .d = 1N ∑ ‖ẑi‖2où d est la dimension de l'espae : d = 3 dans notre as. On peut remarquer que Ĉ =∑i ‖zi‖2 est lavaleur du ritère (8.1) au minimum. On peut don rérire notre estimation en inluant la orretion
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σ2x + σ
2
y ≃ σ̂2z =
Ĉ
2.d.(N − 2)Il n'y a plus de problème ette fois-i pour estimer les varianes en supposant que l'un ou l'autredes ensembles soit exat, ni en supposant qu'ils aient la même variane : σ2x = σ2y ≃ σ̂2z/2.8.4.2.2 Estimation du modèle de bruit sur les repèresBruit homogène ou isotrope Ce as est partiulier puisque les repères sont identiables à destransformations rigides, et ela amène des simpliations dans les aluls. Pour bien marquer quenous utilisons ette partiularité, nous notons dans ette setion {fmi} et {fsi} les deux ensemblesde repères appariés (m pour modèle et s pour sène). Pour alléger les notations, nous oublionségalement les èhes sur es transformations, bien que tout ei ne soit valide que dans la arteprinipale 2. En fait, nous n'avons aès qu'à leur mesures bruitées fmi = fmi ◦emi et fsi = fsi ◦esi .En supposant que l'on onnaisse exatement la transformation f du modèle vers la sène, le veteurd'erreur est :
ei = fsi (-1) ◦ f ◦ fmi = esi (-1) ◦ emiAve l'hypothèse d'un bruit homogène identique pour les deux ensembles de repères, on a esi ∼ (0,Σ)et de même pour emi . Comme le jaobien de l'inversion est −I6 à l'identité, le veteur d'erreur durealage a pour loi ei = (0, 2.Σ).Comme dans le as des points, un estimateur de la ovariane Σ est donné par :
Σ̂ =
1





iar on utilise l'estimation f̂ de la transformation fournie par le realage au lieu de la transformationexate et il faut remplaer N par N −1 pour orriger le biais (la dimension des équations de mesureest ette fois-i m = l = 6).Un modèle de bruit simplié Dans ertain as, par exemple ave un petit nombre d'apparie-ments, l'estimation de la matrie de ovariane i-dessus est très instable. Nous utilisons alors unmodèle de bruit simplié, inspiré du bruit isotrope sur les points : on impose une ovariane diago-nale (( isotrope )) par blo, 'est-à-dire ave une variane σ2θ ommune à haune des oordonnées duveteur rotation et σ2d ommune aux oordonnées de la translation. En séparant le veteur d'erreuren une omposante rotation et une omposante translation : eTi = (eTθi , eTdi), on peut estimer esvarianes par
σ̂2θ =
∑ ‖êθi‖2
6.(N − 1) et σ̂2d = ∑ ‖êdi‖26.(N − 1)8.4.3 Disussion sur l'estimation du bruitLes méthode pour estimer le bruit que nous venons de présenter reposent à haque fois sur deshypothèses bien préises : bruit additif pour les points, identiation ave les transformations pourles repères. Ces hypothèses impliquent à haque fois qu'une ovariane homogène sur les donnéesinduise une ovariane identique sur le veteur d'erreur. Il n'est pas lair que ela soit vrai pour tousles types de primitives ou même pour les points ave une fontion de plaement diérente (bruit non2. Rappelons que ette représentation est onstituée du veteur rotation et du veteur translation.
8.5. Un algorithme pratique et générique pour le realage 187additif). Une étude supplémentaire serait à mener pour voir si l'on peut quand même onevoir desméthodes pour estimer un bruit homogène sur les données à partir des valeurs du veteur d'erreur.Dans le as d'un bruit isotrope, il faut de plus ontraindre la matrie de ovariane estimée Σ̂à être invariante par l'ation du groupe d'isotropie H. Là enore, une étude plus approfondie seraitnéessaire pour savoir s'il faut ajouter une opération de e type dans la liste de nos opérationsatomiques (i.e. dépendantes du type de primitive).Par ailleurs, nous avons vu ave le bruit additif général sur les points que e problème d'esti-mation peut être mal posé. Supposons par exemple la ovariane suivante sur des points en deuxdimension : Σ = DIAG(σ21 , σ22), identique sur les x et les y, une rotation de 90 degrés donne eneet une ovariane isotrope sur z : Σzz = DIAG(σ2 , σ2) ave σ2 = σ21 + σ22 . Il y a don plusieurssolutions au problème inverse, et il faut régulariser pour en hoisir une. Une bonne solution pourela onsiste à prendre la ovariane Σ (solution du problème d'estimation) qui minimise l'informa-tion, don qui maximise log(det(Σ)). Dans l'exemple i-dessus, ela revient à maximiser σ21 .σ22 sousla ontrainte σ2 = σ21 + σ22, e qui donne la solution (unique) : σ21 = σ22 = σ2/2. Ce problème derégularisation devrait être intégré dans une théorie plus générale de l'estimation du modèle de bruitsur les primitives.En pratique, pour estimer un modèle de bruit sur des repères semi ou non-orientés, nous onsi-dérons que l'orientation des repères appariés est xée par le realage en xant au hasard elle del'un des repères de haque ouple et en hoisissant elle qui minimise la distane après realagepour l'autre. Nous pouvons ainsi utiliser les tehniques d'estimation du bruit développées pour lesrepères.8.5 Un algorithme pratique et générique pour le realageOn réupère en général, à la sortie d'un algorithme de mise en orrespondane, deux ensemblesde primitives appariées, sans avoir forément une estimation de l'inertitude sur es mesures. Deplus, ertains appariements peuvent être aberrants vis à vis du mouvement prinipal : il ne fautdon pas les prendre en ompte dans le realage.Pour pouvoir prédire l'inertitude sur le realage, nous utilisons don la méthodologie suivante :une première estimation aux moindres arrés permet d'estimer grossièrement un bruit homogène ouisotrope sur les primitives, que l'on peut utiliser pour trier les appariements par ordre de vraisem-blane et éliminer les plus aberrants. On realule alors le realage sur les mesures ables muniesde leur inertitude en minimisant la distane de Mahalanobis, et les algorithmes que nous avonsdéveloppés dans la setion (8.2) nous permettent également d'estimer la préision de e résultat. Ceproessus itératif peut être ontinué jusqu'à la onvergene.8.5.1 Rejet des mesures aberrantesLe problème que l'on se pose ii est de déterminer si un appariement est ompatible ou aberrantvis a vis d'une ertaine transformation. En lair, la question est de déider si y = f ⋆ x en neonnaissant que les valeurs mesurées ŷ et x̂. Un problème lié est de lasser les appariements parordre de vraisemblane, par exemple pour stabiliser le ltre de Kalman lors de l'estimation durealage.Nous avons déjà vu la solution à es problèmes ave la distane de Mahalanobis µ2(y , f⋆x) etle test du χ2 (setion 5.3). L'interprétation de la distane de Mahalanobis omme une distributiondu χ2 suppose bien sûr que l'on se plae dans le adre de l'approximation gaussienne pour uneovariane Σ faible (setion 5.2.5) : on suppose don que les ovarianes sur les primitives aléatoires
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y et x sont faibles, et grâe au prinipe du minimum d'information, on peut supposer que ladistribution est gaussienne sur la variété (voir la setion 5.2), e que l'on peut approher eaementpar une gaussienne dans Rn (n étant la dimension de nos primitives).Notons que la distane de Mahalanobis µ2(y , f ⋆x) que l'on alule ii est égale à la distane deMahalanobis µ2(z, o) du veteur d'erreur pour le realage z = fy(-1) ⋆ (f ⋆ x) par rapport à l'origine.Si la transformation f n'est pas onnue exatement mais estimée par f̂ lors d'une realage, on auratendane à sous-estimer légèrement la distane de Mahalanobis entre nos deux primitives. Il est donimportant de ne pas utiliser dans notre distane de Mahalanobis la transformation probabiliste f̂munie de l'inertitude que l'on a pu estimer, e qui tendrait à minimiser enore plus la distanerésultante, mais simplement la transformation déterministe f̂ à la plae de f.Le test du χ2 vise alors à vérier que la valeur observée ẑ du veteur d'erreur est bien ompatibleave sa ovariane théorique. Rappelons que la distane de Mahalanobis est, ave es notations etdans la arte prinipale :
µ2 = ẑT.Σ(-1)zz .ẑLe test statistique onsiste à aepter l'hypothèse y = f ⋆ x si µ2 ≤ ε et à la rejeter sinon. Le seuil
ε est hoisi de telle manière que l'on aepte l'hypothèse ave une probabilité α si elle est vraie.Nous présentons dans la table (8.1) quelques exemples de es seuils ε en fontion de la probabilité
α pour des tests du χ2 en dimension 3 (pour les points) et 6 (pour les divers repères). Par exemple,si la distane de Mahalanobis entre deux points est µ2 > 11.34, la probabilité que y soit identiqueà f ⋆ x est inférieure à 1%. Nous pouvons don rejeter et appariement.
α Dim 50% 90 % 95 % 99%
ε 3 2.37 6.25 7.81 11.34
ε 6 5.35 10.65 12.59 16.81Tab. 8.1  Table de la distribution du χ2 à 3 et 6 degrés de liberté.8.5.2 Un proessus itératif d'estimation globaleNous pouvons maintenant intégrer toutes les étapes d'estimation dérites préédemment dansun seul algorithme itératif. On suppose don que l'on a au départ deux ensembles de primitivesappariées, sans information d'inertitude. La onnaissane de ette information supprime bien évi-demment les étapes d'estimation sur modèle de bruit sur les primitives et permet de ommenerdiretement le proessus itératif sans initialisation.Pour aluler une première estimation de l'inertitude sur les primitives, il nous faut un premierrealage qui ne peut se faire qu'ave les moindres arrés. L'initialisation est don la suivante :1. estimer un realage grossier ave l'algorithme LSQ de la setion (8.2). En pratique, les moindresarrés sur les points seulement (QUAT) sont souvent susants et beauoup plus rapides. Onpeut également onevoir une estimation robuste (voir setion 8.5.3),2. estimer le modèle de bruit sur les primitives (setion 8.4),3. éarter les appariements aberrants de la liste par un test du χ2,4. faire une estimation grossière de l'inertitude sur la transformation pour obtenir (̂f0,Σf0f0).Si une transformation initiale est fournie, on ne réalise pas la première étape. La seonde étape,l'estimation du modèle de bruit, n'est néessaire que si le type de données est nouveau. A partir dumoment où l'on a une estimation able de e bruit, il n'est plus néessaire de le realuler à haquefois.
8.5. Un algorithme pratique et générique pour le realage 189Pour réaliser un ompromis aeptable entre le temps de alul et la préision, le proessusitératif générique est alors le suivant:1. trier les appariements par distane de Mahalanobis roissante,2. faire une passe de ltrage de Kalman (algorithme KAL) sur les appariements aeptés pourobtenir (̂fi+1,Σfi+1fi+1), en utilisant omme transformation initiale (̂fi, 20 ∗ Σfifi).(3.) éventuellement réestimer le modèle de bruit sur les primitives,4. éarter les appariements aberrants de la liste par un test du χ2, en vériant également lesaniens appariements aberrant (qui pourrait redevenir aeptables).Ce proessus est répété jusqu'à la onvergene (i.e. une distane entre deux transformation sues-sives inférieure à 10−12 par exemple), ou un nombre maximal d'itération (typiquement 5 à 10 sontsusantes).
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Fig. 8.2  Algorithme modulaire de realageLe fateur 20 utilisé à haque passe du ltre de Kalman pour multiplier la ovariane de l'esti-mation préédente, ainsi que le tri des appariements, permettent de stabiliser le ltre de Kalman etd'assurer la onvergene, mais induisent une sous-estimation de l'inertitude sur la transformationde plus en plus importante au ours des itérations. Pour obtenir à la fois une transformation préiseet une bonne estimation de son inertitude, nous nissons don le proessus par : une desente de gradient sur la distane de Mahalanobis (MAHA) en n'utilisant que les ap-pariements aeptés et l'estimation de l'inertitude sur le mouvement au minimum.Le point faible de ette enapsulation d'algorithmes est l'estimation du modèle de bruit sur lesprimitives, qui est relativement sensible et sujet à l'erreur, en partiulier ave un faible nombre
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ision Chap. 8d'appariement. Cependant, 'est souvent la seule façon d'avoir une idée du bruit sur les donnéeslorsque l'on utilise de nouvelles données. En pratique, on peut fusionner plusieurs estimations dubruit lors d'une phase d'apprentissage pour être plus préis, et éventuellement ontinuer à mettre àjour ette estimation plus robuste au ours de realages du même type de données. Cependant, lesrésultats obtenus sur les données réelles de la setion (9.3.3) semblent être relativement stables.8.5.3 Variations sur et algorithme et robustesseLes divers repères sont des primitives qui ontiennent un point. On peut don sarier la préisionà la vitesse en simpliant nos repères en points. On peut également hoisir d'estimer un bruithomogène sur les repères ou un bruit simplié, ou bien un bruit additif isotrope ou non sur lespoints. Le hoix du modèle de bruit est plutt guidé par le nombre d'observations disponibles : nousprésenterons une étude de es paramètres à la setion (9.2).En terme de robustesse, l'algorithme que nous proposons ii appartient à la lasse des M-estimateurs redesendants, 'est-à-dire la lasse des algorithmes robustes basés sur une itérationde moindres arrés (voir par exemple (Huber, 1981; Meer et al., 1991) pour un état de l'art desstatistiques robustes). Cependant, le point de hute ((( breakdown point ))) est peu élevé. Cela veutdire que l'on ne peut pas supporter un pourentage élevé de mesures aberrantes sans inuer demanière signiative sur le résultat, en l'ourrene la justesse de la transformation estimée. Onpeut rendre et algorithme plus robuste jusqu'à un point de hute de 0.5 (i.e. supportant 50% demesures aberrantes) en initialisant, non plus ave un moindre arrés (LSQ), mais ave une moindremédiane des arrés (LMS pour (( Least Median of Squares ))). Cei est partiulièrement faile etpeu her en omplexité pour les repères : haque appariement détermine une transformation unique,ave laquelle on peut lasser les autres appariements par distane (ou distane de Mahalanobis).On attribue à l'appariement servant de base un sore orrespondant à la distane médiane aprèslassement, et on hoisit omme transformation elle dont l'appariement de base minimise le sorede distane médiane. Si nous avons N appariements, la omplexité théorique est de O(N2 logN),mais on peut la réduire onsidérablement grâe à un éhantillonnage de Monté-Carlo (Meer et al.,1991).Il est diile de mettre un tel algorithme dans un adre omplètement générique, puisque pourles repères semi-orienté, nous avons deux transformations possibles par appariement et quatre pourles repères non-orientés. La omplexité de et algorithme augmente beauoup pour les points (théo-riquement O(N4 logN)) puisqu'il nous faut ette fois-i trois appariements pour déterminer (auxmoindres arrés) une transformation unique.Notons qu'il est impératif de onserver l'étape d'ajustement itératif de la transformation pouratteindre l'objetif d'eaité de l'estimation, 'est-à-dire pour réduire au maximum l'inertitudesur l'estimation.Enn, il serait souhaitable, pour obtenir un algorithme entièrement robuste, d'avoir égalementdes tehniques d'estimation robustes de la matrie de ovariane du bruit sur les primitives.8.6 Conlusions sur le realage et sa préisionNous avons étudié dans e hapitre les prinipaux algorithmes de realage sur les points et montréque l'on pouvait les généraliser de diérentes manières à des primitives génériques, en estimant deplus l'inertitude sur le résultat. La fusion de primitives est assimilable à une version simpliéede e problème et peut se résoudre par des algorithmes similaires. Nous avons également montré
8.6. Conlusions sur le realage et sa préision 191que es algorithmes génériques, même s'il engendrent un sur-oût de alul non négligeable, restentabordables ave une implémentation un peu optimisée.Par ontre, l'estimation du modèle de bruit sur les primitives après realage reste un problèmeouvert dans le as général, que nous n'avons résolu ii que par des tehniques ad ho spéiquesà haque type de primitive. La oneption d'un adre général pour e problème semble ependantpossible.Enn, nous avons montré dans la dernière setion un exemple d'organisation de es briquesalgorithmiques pour fabriquer un algorithme dédié à un problème général relativement diile :l'estimation simultanée du realage, de son inertitude du modèle de bruit sur les primitives et desappariements aberrants. La solution que nous proposons ne requiert qu'un seul paramètre : le seuil
ε pour le test du χ2, mais néessite ependant un nombre susant d'appariements pour pouvoirréaliser des statistiques ables.Il reste toutefois quelques résultats importants à vérier en e qui onerne la préision que nousprédisons sur le realage : 'est le problème de la validation qui fera l'objet du prohain hapitre.
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Chapitre 9
Validation du realage d'imagesmédiales
 I ould prove God statistially. George GallupNous avons obtenu dans le hapitre préédant divers algorithmes pour aluler l'inertitude surle realage. La question que l'on se pose maintenant est de savoir si ette estimation est réaliste. Demanière plus générale, le problème de la validation du realage d'images médiales est ruial, voirevital, par exemple si l'on utilise e realage pour guider une opération hirurgiale. Nous proposonsdans la première setion une méthode statistique pour réaliser ette validation et nous étudionsdans la setion (9.2) l'inuene de divers paramètres sur la justesse de l'inertitude estimée avedes données synthétiques. Enn, les setions (9.3) (9.4) sont onsarées à des données réelles enimagerie médiales.9.1 Validation des méthodes de realageLa question traditionnelle de la validation est : (( quelle est la distane entre le résultat de notretehnique et une référene que l'on onsidère omme la vérité terrain? )). En d'autres termes, il nousfaut trouver un moyen de mesurer l'inertitude sur la transformation estimée. Nous analysons dansla setion suivante divers manières de prédire ou de mesurer l'inertitude.Si l'on utilise maintenant des statistiques d'un ordre supérieur dans le realage, on obtienten même temps que l'estimation du mouvement une évaluation de l'inertitude sur e résultat.La question est alors de vérier si les divers hypothèses statistiques utilisées dans la tehnique derealage sont vériées et si l'évaluation de l'inertitude est réaliste. C'est le sujet de la setion (9.1.2).9.1.1 Prédition de l'inertitudeLa méthode idéale pour prédire l'erreur nale sur le realage onsisterait à modéliser analyti-quement le proessus entier de realage, de la position physique de l'objet à l'estimation nale du193
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ales Chap. 9mouvement. Pour les as réels, ela implique de modéliser les déformations de l'objet (rien n'estréellement rigide, surtout pour des (( objets )) anatomiques), évaluer les distorsions dues à l'aqui-sition et à la reonstrution de l'image, évaluer les erreurs de l'extration des primitives, avant deonsidérer les erreurs dues au realage. Cei est généralement impossible à faire en pratique, quandtout ela dépend en plus de la forme de l'objet et du réglage de l'appareil d'aquisition.L'algorithme que nous avons présenté à la setion (8.5) s'insrit dans e adre, mais ne modélisel'erreur que dans les traitements haut niveau sur les primitives, en herhant à déterminer à posterioriun modèle de bruit sur elles-i regroupant toutes les soures d'erreur des traitements bas niveau.La qualité de l'estimation nale de l'inertitude dépend évidemment de l'adéquation du modèle debruit supposé aux données (voir aussi la setion (9.3.3)).Nous proposons ii une méthode statistique qui herhe à mesurer l'inertitude sur le realageentièrement a posteriori, qui peut don s'appliquer à n'importe quel algorithme de realage, maisqui néessite un grand nombre de realages sur des données très homogènes.9.1.1.1 Estimation a posteriori des erreurs sur le realageConsidérons un algorithme de realage omme une (( boite noire )) qui prend en entrée une listed'appariements de primitives et qui donne une estimation du mouvement en sortie. En supposantl'indépendane des paires de primitives appariées, on peut séparer la liste des appariements enplusieurs sous-listes pour obtenir plusieurs estimées du même mouvement inonnu. Par exemple, onpeut séparer les appariements en deux listes de taille approximativement égales et déterminer deuxestimations indépendantes de f :
f̂1 = f ◦ ê1 et f̂2 = f ◦ ê2Comme on ne onnaît pas le mouvement réel f, on étudie leur (( diérene )) : le veteur d'erreur
~̂z =~̂f(-1)2 ◦~̂f1 = ~̂e(-1)2 ◦ ~̂e1qui ne dépend plus du mouvement exate f et qui est entré autour de l'identité (le veteur nul).Si les appariements sont sous-éhantillonés aléatoirement en deux listes dem paires, pour onser-ver l'indépendane et une distribution similaire dans l'espae, alors les erreurs d'estimation ê1 et ê2suivent la même loi et ont en partiulier la même ovariane Σ(m). En supposant que l'extrationdes primitive et l'algorithme de realage ne soient pas biaisés, es erreurs sont de plus entrées : ê1 et
ê2 sont don des réalisation des primitives aléatoires e1 ∼ e2 ∼ ( Id,Σ(m)). On peut alors alulerque e2(-1) ∼ ( Id,Σ(m)), e qui donne au nal :
z ∼ ( Id, 2.Σ(m))En répétant ette expériene ave n ensembles d'appariements diérents (pour avoir des mesuresindépendantes) mais homogènes (provenant du même type de données aquises dans les mêmesonditions), on peut estimer l'inertitude (à l'origine) sur l'estimation du mouvement f à partir de













9.1. Validation des méthodes de realage 1959.1.2 Validation de l'inertitudeDans l'optique où nous avons une estimation de l'inertitude sur le realage, la question de lavalidation se transforme de (( a quelle distane notre estimation est-elle de la vérité? )) en (( quelleest la validité de notre estimation de l'inertitude ? )). Le point diile dans e problème restele même pour les deux questions : qu'est-e que la vérité et omment la mesurer? Nous pensonsqu'auune tehnique ne peut fournir la vérité exate, mais que si une tehnique A a une inertitudesur le résultat nettement plus faible qu'une autre tehnique B, alors A peut servir de référene pourvalider B. Cela signie que toutes les tehniques de validation sont en n de ompte statistiques.Ainsi, dans les données synthétiques que nous utilisons à la setion (9.2), la transformation estonnue à la préision numérique de la mahine, e qui nous autorise à négliger son inertitude faeà elle du realage. Par ontre, il n'est pas évident que le modèle de bruit que l'on simule sur lesprimitives soit soit représentatif de la vérité : on peut don simplement valider nos estimations dansle adre des hypothèses synthétiques. Une tehnique intermédiaire entre ette validation synthétiqueet les données réelle utilise un (( fantme )), 'est-à-dire un objet synthétique dont on onnaît plus oumoins la forme et la position lors de l'aquisition. Le problème dans es expérienes est de pouvoirestimer l'inertitude que l'on a sur la position dite exate.Le même problème se pose lorsque l'on herhe à valider le realage de données réelles basé surl'image par rapport à à des marqueurs externes ajoutés sur (( l'objet )) (ou le patient). L'avantagede es marqueurs, qui sont la plupart du temps des adres stéréotaxiques, est qu'ils produisent dansl'image des primitives très visible que l'on peut physiquement disriminer et identier failement.On peut don obtenir une mise en orrespondane quasiment exate à tous les oups. Par ontre,en e qui onerne le realage, il ne faut pas oublier que la mesure de es marqueurs est soumiseà l'erreur de la même façon que les autres primitives et le mouvement alulé sur le adre estdon entahé d'une ertaine inertitude qu'il serait intéressant de onnaître. Il semble que etteinertitude soit inférieure à elle des tehniques de realage basées sur l'image pour du realagemulti-modalité (voir par exemple l'étude réalisée dans (West et al., 1996)), bien que ertains auteurs,par exemple (Van den Elsen, 1993), mettent e jugement en doute dans le as d'images médialesde haute résolution. Pour le realage mono-modalité et mono-patient, il semble assuré aujourd'huique les tehniques basées sur l'image soient plus préises que les tehniques utilisant des marqueursexternes. Il est alors illusoire de onsidérer es dernières tehniques omme la référene pour validerles premières.On peut don onlure qu'il n'existe pas de référene absolue, mais uniquement des référenesrelatives par rapport auxquelles on peut valider d'autres tehniques ayant une inertitude plusgrande. Dès que l'on sort du adre des expérimentations synthétiques, nous avons don besoind'une tehnique de validation permettant de vérier sans référene extérieure si l'inertitude estorretement prédite ou estimée.9.1.2.1 Validation a posteriori de l'inertitude sur le realageL'algorithme modulaire de realage proposé à la setion (8.5) produit en sortie une estimationprobabiliste du mouvement : f ∼ (̂f , Σff ). Le but de ette setion est de vérier a posteriori que laprimitive aléatoire f a bien pour moyenne le mouvement exat f ave la ovariane prédite. Nousonsidérons tout d'abord le as des données synthétiques où le mouvement exat (ou presque exat)est onnu. Comme haque expériene de realage est basée sur un mouvement exat diérent etproduit une matrie de ovariane diérente, nous avons à (( normaliser )) nos résultats pour pouvoiromparer diérentes réalisations de la même distribution.Pour normaliser par rapport au mouvement exat, on alule pour haque realage le veteur
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ales Chap. 9d'erreur ~̂z =~f(-1) ◦~̂f (pour simplier les notation, nous avons ii oublié l'indie relatif à l'expérienede validation). La distribution théorique de la transformation aléatoire dont provient ette mesureest, puisque f est exat : z ∼ ( Id , JL(~f).Σff .J(~f)T), ave J(~f) = ∂~z/∂~f.Un nouveau hangement de variable est néessaire pour normaliser ette distribution vis a visde la ovariane : ave l'hypothèse gaussienne, la distane de Mahalanobis µ2 d'une réalisation ẑ duveteur d'erreur z ave l'identité devrait distribuée omme un χ2 à 6 degrés de libertés, la dimensiondu groupe des transformations rigides (on se situe ii dans le adre de l'hypothèse Σ faible de lasetion (5.3) :
µ2 = ~̂zT.Σ(-1)zz .~̂z ∼ χ26On peut maintenant répéter ette expériene ave m paires d'images diérentes pour obtenir mvaleurs indépendantes µ2i et vérier qu'elles ont vraiment une distribution χ26. Le test de Kolmogorov-Smirnov (Press et al., 1991) est très bien adapté pour faire ela (on l'appellera dorénavant le testK-S), mais omme il ne donne qu'une réponse binaire, nous vérions également que la moyenne soitprohe de 6 (e qui est vérié même en dehors de l'hypothèse Σ faible, simplement ave l'hypothèsed'une distribution gaussienne sur la variété d'après l'équation (5.10)) et que la variane soit prohede 12. On appelle indie de validation la valeur moyenne estimée de µ2i :










(µ2i − µ̄2)2Cet indie peut s'interpréter omme une indiation de ombien notre méthode d'estimation sous-estime (I > 6) ou surestime (I < 6) l'erreur sur le mouvement. C'est en quelque sorte une erreurrelative sur l'inertitude.On peut failement généraliser ette méthode pour valider notre algorithme de realage sur desdonnées réelles : on sépare aléatoirement notre liste d'appariements en deux ensembles (approximati-vement de même taille), puis on alule deux estimées indépendantes f1 ∼ (̂f1,Σ11) et f2 ∼ (̂f2,Σ22).On utilise alors la distane de Mahalanobis µ2(f1, f2) exatement omme i-dessus et on peut fu-sionner les deux transformations (setion 8.3) pour réupérer une seule transformation plus préiseque l'on peut utiliser maintenant dans d'autres algorithmes.9.1.3 Une mesure simpliée de l'inertitude sur le realageLa matrie de ovariane sur le mouvement rigide est une information souvent trop rihe pourl'utilisateur nal du système de traitement d'images médiales. Cette matrie doit bien sûr êtreonservée si l'on veut utiliser le realage obtenu dans d'autres algorithmes, mais elle doit êtresimplié pour pouvoir donner une idée simple et intuitive de la qualité du realage à l'utilisateurnal.A partir de f ∼ (̂f,Σff ), on peut aluler pour haque point de l'image ou de l'objet de départsa position nale ainsi que son inertitude dûe au realage (on ne onsidère pas ii l'inertitude dûeà l'extration de la primitive elle-même) : y = f ⋆ x. Pour simplier enore l'information, on alulel'éart-type (ou RMS pour root mean square) en e point : si y = f ⋆ x est la position exate dupoint (exat) x, on le trouvera en fait en ŷ = f̂ ⋆ x à ause de l'erreur sur la transformation. Ladistane moyenne du point mesuré ave le point exat est don :
σ(ŷ) =
√
E ((ŷ − y)T.(ŷ − y)) =√Tr(Σyy)
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Fig. 9.1  Validation du realage sur des données réelles.Dans le as de l'imagerie médiale, nous proposons de aratériser la préision du realage pardeux mesures simples : la préision moyenne sur la frontière (la moyenne de l'éart-type surles 8 oins de l'image), qui donne une idée de l'erreur maximale due au realage dans l'image, etla préision moyenne sur l'objet (l'éart-type moyen sur les points ou les primitives realées).Notons que, dans la préision moyenne sur l'objet, e n'est pas la distane moyenne entre les pointsaprès realage que nous mesurons, mais l'inertitude prévue sur es points dûe à l'erreur sur latransformation. Nous n'utilisons don que le positionnement de es primitives pour dénir la zoned'intérêt sur laquelle nous voulons onnaître l'inuene de l'erreur du realage. On pourrait égale-ment utiliser un autre ensemble de points dans la zone d'intérêt, dédié à ette vériation et n'ayantpas servi au realage. C'est e qui se fait en général pour pouvoir mesurer (et non pas prédire) l'er-reur de realage (West et al., 1996) (l'erreur moyenne porte alors le nom de (( Target RegistrationError ))). Cela implique toutefois que es points soient très préisément loalisés et que l'erreur demesure de es points soit très inférieure à l'erreur de realage.9.2 Expérienes sur des données synthétiquesPour es expérienes, nous avons fabriqué des listes de primitives (points, repères semi, non ouomplètement orientés) ave une erreur (( gaussienne )) sur la position et l'orientation et un plaementaléatoire uniforme dans une image de 256 x 256 x 256 voxels d'un millimètre (la setion (6.4.2) déritla façon de réaliser es tirages aléatoires). Le mouvement exate est hoisi aléatoirement, mais enrestreignant la translation à un tiers de la taille de l'image pour onserver une superposition entre les
198 Validation du realage d'images médiales Chap. 9images. La matrie de ovariane utilisée pour simuler le bruit de mesure est donnée par le résultatde l'analyse sur des images réelles, et est présentée à la setion (9.3.3). Nous avons utilisé un χ2de 16 pour les primitives de type repère et de 8 pour les points, e qui orrespond à peu près à unintervalle de onane de 97%.Pour être enore plus prohe des données réelles, nous avons onduit une série d'expérienes oùles primitives sont extraites d'une vraie image (et non plus réparties uniformément dans l'image)que l'on bouge globalement et dont on perturbe les mesures ave une erreur (( gaussienne )). Cesexpérienes ont donné des résultats très similaires à eux que nous dérivons dans la suite de ettesetion, indiquant ainsi que l'hypothèse de distribution uniforme des primitives dans l'image estréaliste pour les mesures de préision. Notons ependant que lorsque nous travaillons ave despoints extrémaux dans une image IRM ou sanner, nous obtenons environ 3000 primitives dont500 sont appariées très préisément. L'hypothèse de distribution uniforme ne serait sans doute plusappliable pour un faible nombre de primitives (par exemple de 3 à 10) provenant de marqueursexternes.L'objetif de ette setion est de valider l'algorithme de realage modulaire présenté au hapitrepréédent et nous devons pour ela étudier les limitations des diérents modules en fontion desombinaison de (( paramètres )) utilisés.9.2.1 Validation de l'inertitude sur le realageNous observé au hapitre préédent que le point faible théorique de notre algorithme de realageest l'estimation du bruit de mesure sur les primitives. Pour valider les autres modules de l'algorithmeet en partiulier l'estimation de l'inertitude sur le realage (en onnaissant le bruit de mesure desprimitives), nous avons onduit une série d'expérienes en utilisant dans l'algorithme de realage lemodèle de bruit exat sur les primitives. Dans le as réel, ela orrespondrait à l'utilisation ourantede l'algorithme de realage pour une appliation déterminée, ave des images aquises de manièresimilaire : on peut alors supposer que le bruit de mesure des primitives a été estimé susammentorretement lors d'une phase d'apprentissage ou de mise au point et qu'il ne reste qu'à aluler lerealage et son inertitude. Cette phase d'apprentissage sera détaillée à la setion (9.2.2.2).9.2.2 Realage ave une ovariane exate sur les primitivesPour valider l'enhaînement d'algorithmes (LSQ - KAL - MAHA) permettant d'estimer la trans-formation et son inertitude, nous avons mené une série d'expérienes en supposant la ovariane surles primitives onnue de manière exate. Nous présentons dans la gure (9.2) l'indie de validation(synthétique) I = µ et les résultats du test de K-S pour les repères semi-orientés et les points. Cesstatistiques sont réalisées ave 500 realages synthétiques pour haque mesure. Les résultats pour lesrepères et les repères non-orientés sont très similaires. Nous avons traé la moyenne et l'éart-typede l'indie de validation, dont les valeurs théoriques pour une distribution χ26 (6 et √12 = 3.46) sontreprésentés par les lignes en pointillés. Le résultat du test de Kolmogorov-Smirnov est égalementtraé et le test aepte la distribution empirique omme un χ26 dans tous les as ave une onanesupérieure à 1%. Quelque soit le nombre et le type d'appariements utilisés, notre algorithme produitdon une estimation remarquablement préise de l'inertitude sur le realage.9.2.2.1 Introdution de mesures aberrantesPour tester la robustesse de notre algorithme, nous avons introduit (aléatoirement) dans lesappariements synthétiques 5% de mesures aberrantes. Les résultats présentés dans la gure (9.3)
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Valeurs pour 500 recalages




Validation du recalage (reperes semi−orientes)
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Indice de validation
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Valeurs pour 500 recalages
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Covariance connue sur les primitives
Indice de validation
1%
Fig. 9.2  Validation du realage ave une une ovariane onnue sur les primitives. Haut : moyenneet variane de l'indie de validation synthétique en fontion du nombre de primitives appariés. Bas :valeur de onane du test K-S. Celui-i valide le realage dans tous les as ave une onanesupérieure à 1%.






valeurs sur 200 recalages
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Covariance connue sur les primitives (5% outliers)
Indice de validation
1%






Valeurs pour 200 recalages




Validation du recalage (points)
Covariance connue sur les primitives (5% outliers)
Indice de validation
1%
Fig. 9.3  Validation du realage ave une une ovariane onnue sur les primitives et 5% demesures aberrantes. Haut : moyenne et variane de l'indie de validation synthétique en fontion dunombre de primitives appariés. Bas : valeur de onane du test K-S. Celui-i valide le realage danstous les as ave une onane supérieure à 1%.
200 Validation du realage d'images médiales Chap. 9sont ii réalisés ave 200 realages synthétiques : l'algorithme est enore validé.9.2.2.2 Apprentissage du modèle de bruit sur les primitivesDans une appliation réelle, les données proviennent la plupart du temps du même type d'ap-pareillage et l'on herhe toujours à mesurer le même type de paramètres. Il est alors utile d'avoirune estimation able du modèle de bruit sur les primitives et de ne pas herher à le réestimerà haque fois. Cependant, il nous faut quand même ajuster e modèle de bruit pour qu'il soit leplus préis possible. Nous proposons pour ela de mettre à jours l'estimation du bruit au ours despremières expérienes (phase d'apprentissage), jusqu'à e que l'estimation soit susamment able(il faut pour ela un minimum de 1000 à 10000 appariements d'après e que l'on a pu observer).On peut ainsi utiliser l'estimation ourante du modèle de bruit à haque expériene et vérierde plus que e modèle dérit bien le bruit sur les primitives dans le realage en ours : en alulantles distanes de Mahalanobis entre primitives appariées (munies de la ovariane du modèle debruit ourant), on peut vérier grâe au test de Kolmogorov-Smirnov que ette distribution estompatible ave un χ2 à d degrés de libertés (où d est la dimension des primitives). Si la distributionest ompatible (onane du test K-S supérieure à 0.01), on peut mettre à jour notre estimation dumodèle de bruit et prédire une inertitude able. Si la distribution n'est pas ompatible, 'est queles données ne proviennent vraisemblablement pas du même appareillage d'aquisition ou que lesparamètres ont hangés. Il onvient alors de relaner une nouvelle phase d'apprentissage du modèlede bruit ave e nouveau type de données.9.2.3 Modèle de bruit anisotrope ou simpliéMaintenant que notre algorithme de realage et d'estimation de la transformation est validélorsque l'on onnaît le bruit sur les données, il nous reste à évaluer son omportement lorsquel'on inlut l'évaluation de e bruit dans l'algorithme, e qui orrespond à la phase d'apprentissageévoquée i-dessus. Nous avons présenté à la setion (8.4) plusieurs modèles de bruits et en partiulierun modèle isotrope et anisotrope (homogène) sur les points, ainsi que leurs équivalents pour lesprimitives de type repère, que nous appellerons modèle de bruit omplet (homogène et isotrope surles repères : la matrie de ovariane n'est pas ontrainte) et simplié (la matrie de ovariane estontrainte à être diagonale ave une variane unique pour la rotation et de même pour la translation).La question que l'on se pose ii est de savoir quel est le (( meilleur )) modèle de bruit à utiliser, à lafois en terme de préision et de validation de l'estimation d'inertitude sur le realage.Il paraît évident que le paramètre le plus inuent pour le hoix du modèle de bruit est lenombre d'appariements. En eet, l'estimation des 21 paramètres de la matrie de ovariane pourle bruit omplet sur les repères (resp. 6 pour le bruit anisotrope sur les points) est moins stableque l'estimation des 2 paramètres du modèle simplié (resp. 1 pour le bruit isotrope sur les points).Nous aurons don intérêt à hoisir le modèle simplié pour un faible nombre d'appariements et lemodèle plus omplet lorsqu'il y en a susamment.Pour déterminer e seuil sur le nombre d'appariements et le domaine de validation de haundes modèles de bruit, nous présentons dans les gures (9.5) et (9.4) l'indie de validation et lespréisions moyennes obtenus sur le realage, en indiquant également les estimations non validéespar le test de Kolmogorov-Smirnov.Comme les modèles de bruits omplets (ou anisotropes) apportent un gain de préision de l'ordrede 25 % pour les repères et de 15 à 40 % pour les points, il onvient d'utiliser es modèles de bruitsaussi souvent que possible. Par ontre, il ne sont pas validés ave moins de 30 à 40 appariementspour les repères et 15 à 20 pour les points. A partir de maintenant, nous utiliserons don le modèle
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Indice de validationRejet du test K−S








Valeurs pour 200 recalages
Precision moyenne sur la frontiere





Modele de bruit anisotrope (Points)
Indice de validation
Rejet du test K−S
Rapport des precisions : aniotrope / isotrope
Fig. 9.4  Indie de validation en fontion du nombre d'appariements pour le modèle de bruitanisotrope (en haut à droite) et isotrope (en haut à gauhe) sur les points. Les préision moyennessont présentées pour le as isotrope (en bas à gauhe), la gure en bas à droite présentant le rapportdes préision anisotropes / isotropes, 'est-à-dire le gain obtenu sur la préision en utilisant le modèlede bruit anisotrope.






Valeurs pour 200 recalages
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Modele de bruit simplifie (reperes semi−orientes)
Indice de validation
Rejet du test K−S






valeurs pour 200 recalages
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Modele de bruit complet (reperes semi−orientes)
Indice de validation
Rapport des precision : bruit complet / bruit simplifie
Rejet du test K−S
Fig. 9.5  Indie de validation en fontion du nombre d'appariements pour le modèle de bruitomplet(en haut à droite) et simplié (en haut à gauhe) sur les repères semi-orientés. Les préisionmoyennes sont présentées pour le as isotrope (en bas à gauhe), la gure en bas à droite présentantle rapport des préision, 'est-à-dire le gain obtenu sur la préision en utilisant le modèle de bruitomplet.
202 Validation du realage d'images médiales Chap. 9de bruit simplié s'il y a moins de 40 repères (resp. 20 points) et le modèle de bruit omplet audelà.9.2.4 Comparaison de la préision du realage basé sur les points et les repèresEnn, pour nir es expérienes synthétiques, il est intéressant de onnaître le gain apporté surla préision du realage par l'utilisation de primitives de type repères au lieu de simples points.Comme nous ajoutons un trièdre à un point pour former un repère, on s'attend à être au moinsaussi préis ave eux-i qu'ave les points, mais, en ontrepartie, l'extration de e trièdre dansles images repose souvent sur des dérivées d'ordre supérieur, e qui signie que e trièdre est engénéral plus bruité que la position du point. On ne s'attend don pas à gain énorme sur la préisiondu realage, sauf si la loalisation des points devient signiativement plus bruitée que elle destrièdres.Nous avons déjà eetué une omparaison similaire à la setion (8.2.3.1) pour omparer lapréision relative des méthodes de realage KAL, MAHA et LSQ, dont le résultat est (à ause dela métrique utilisée) très prohe de QUAT et don de la préision obtenue à partir d'appariementsde points. De ette expérimentation, on peut onlure que le nombre d'appariements n'est pas unparamètre majeur dans ette omparaison. Par ontre, le rapport entre l'inertitude sur le trièdreet elle sur le point (l'origine du trièdre) détermine le gain de préision.
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Rapport des precisions : Points / Reperes
Gain moyen de precision sur la frontiere
Gain moyen de precision sur l’objet
Fig. 9.6  Rapport de la préision prédite sur la frontière et sur l'objet en fontion de l'éart-typesur le position de la primitive (le point est l'origine du repère). L'éart-type sur la variane du repèreest xée. Les valeurs présentées sont la moyenne sur 200 realages.Nous avons don hoisi pour haque realage entre 150 et 250 appariements de primitives (repèressemi-orientés) bruitées ave un éart-type xé de σθ = 0.02 rad sur l'orientation et un éart-typevariant de σd = 0.2mm à 2.8mm sur la mesure de la position du repère (i.e. le point). Comme lapréision prédite varie ave la onguration des appariements, nous avons eetué à haque fois unrealage basé sur les repères et un realage basé uniquement sur les points ave les même donnéeset nous présentons dans la gure (9.6) le rapport entre les préisions moyennes à la frontières et
9.3. Realage mono-patient d'images IRM 3D du erveau 203sur l'objet, 'est-à-dire le rapport des éart-types prévus dûs au realage sur les points onsidérésde l'image. La valeurs présentés sont les moyennes et éart-types de es rapports sur 50 realages.L'utilisation des trièdres en plus des points, pour former des repères, peut don amener uneaugmentation sensible de la préision, en partiulier ave un faible nombre de primitives ou lorsque laposition devient très bruitée par rapport à l'orientation. Nous avons pu également observer un autreeet qui peut amener une augmentation nette de la préision pour les repères : 'est l'adéquationdu modèle de bruit. En eet, un bruit (( ompositif )) sur les repères (où le bruit sur la position estexprimé dans le repère loal) est immanquablement interprété omme un bruit isotrope si l'on neonsidère que les points ar les repères sont orientés dans toutes les diretions. On ne peut don pasproter de ette anisotropie pour améliorer le realage et sa préision en n'utilisant que les pointset le realage en utilisant les repères peut être jusqu'à deux fois plus préis !9.3 Realage mono-patient d'images IRM 3D du erveauLes images utilisées dans ette setion pour réaliser les expérienes ont été fournies par le DrR. Kikinis du Brigham and Woman's Hospital (Boston, USA) et font partie d'une étude extensivede l'évolution de la slérose en plaque. Chaque patient subit une IRM (Imagerie par résonanemagnétique) plusieurs fois par an (typiquement 24 aquisitions 3D diérentes) et le but est derealer très préisément en 3D toutes es images pour segmenter et mesurer nement l'évolution deslésions de la slérose en plaque. Ces lésion apparaissent omme des tahes blanhes dans la gure(9.7).Les images sont des IRM T1 (premier ého), et ont 256× 256× 54 voxels de taille 1 x 1 x 3 mm.(Thirion, 1994) a déjà présenté un algorithme pour realer automatiquement de telles images maisle but est ii de déterminer la préision du realage. En eet, il est visuellement impossible dedéterminer (( à l'oeil )) un défaut de realage oasionnant une erreur de superposition des imagesde l'ordre de la taille du voxel. Pour donner une idée du jugement visuel, nous présentons dans lagure (9.7) quatre oupes se orrespondant après realage dans quatre images diérentes (es oupessont rééhantillonnées par interpolation tri-linéaire après transformation). Si es oupes semblentse orrespondre, il est diile de juger de la qualité de ette orrespondane. Nous présentons pourela la diérenes de haune de es images ave la première dans la gure (9.8). Le gris représenteune absene de diérene, tandis que le blan et le noir signient des diérenes d'intensité marqués.Il apparaît que le erveau est très bien realé, mais qu'il y a eu de petits mouvements au niveaude la peau et entre le erveau et la boite rânienne. On peut également visualiser très eaementl'évolution des lésions : l'une d'elle, en bas à gauhe roît au ours du temps, tandis qu'une autre,en haut à droite régresse. Cependant, la préision du realage inue beauoup sur les images dediérenes et on peut obtenir des mesures d'évolution des lésions aberrantes si le realage est partrop impréis. Il est don très important de quantier l'inertitude du realage.9.3.1 Points et repères dans les images médiales 3DL'algorithme de mise en orrespondane repose sur l'extration de points partiuliers dans lesimages 3D, dénis à partir d'un ritère de géométrie diérentielle (voir gure 9.9). Dans notreas, e sont les points extrémaux de (Thirion et Gourdon, 1993), qui sont les points sur lasurfae onsidérée pour lesquels les deux ourbures prinipales sont extrémales. Ave es points,nous obtenons non seulement des invariants (les ourbures prinipales), mais aussi les deux diretionsprinipales qui, assoiées à la normale a la surfae, forment un trièdre semi-orienté, omme nousl'avons expliqué à la setion (7.5) (voir en partiulier la gure 7.1).
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Fig. 9.7  La même oupe de trois images IRM 3D de l'étude de la slérose en plaque après realage.Il y a deux semaines entre haque aquisition. Noter l'évolution de deux lésions (tahes blanhes) :l'une roît dans l'hémisphère antérieur gauhe et l'autre diminue dans l'hémisphère postérieur droit.
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Fig. 9.8  Diérene des images après realage, par rapport à la première. L'intensité est multipliéepar 5 et reentrée de telle sorte que l'absene de diérene orresponde au gris. Les lésions roissantesapparaissent omme des disques blans et les lésions régressives omme un un disque noir.
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Fig. 9.9  Lignes de ourbure extrémale sur les ironvolutions du erveau. Les points extrémauxqui sont utilisées pour la mise en orrespondane et le realage sont des points spéiques sur eslignes.





0.0024 0.0000 −0.0000 0.0002 −0.0011 0.0000
0.0000 0.0030 −0.0000 0.0001 −0.0000 0.0000
−0.0000 −0.0000 0.0373 −0.0006 −0.0003 0.0001
0.0002 0.0001 −0.0006 0.2276 0.0011 0.0008
−0.0011 −0.0000 −0.0003 0.0011 0.3157 −0.0015




etFig. 9.10  Matrie de ovariane du modèle de bruit estimé sur les points extrémaux onsidérésomme des repères semi-orientés.










Fig. 9.11  Interprétation graphique du modèle de bruit estimé sur les points extrémaux. L'iner-titude sur l'origine (le point x) est environ 2 fois plus grande dans le plan tangent que selon lanormale et l'inertitude de la normale est isotrope, tandis que les diretions prinipales t1 et t2 sont4 fois plus inertaines dans le plan tangent.Cette ovariane est grossièrement diagonale, ave des éart-types de σt1 = 0.05, σt2 = 0.055et σn = 0.2 pour le veteur rotation (en radians) et σxt1 = 0.5, σxt2 = 0.55 et σxn = 0.25 pour laposition (en mm), e qui donne un éart-type moyen sur la position de σ = 0.46, omparable aveles valeurs mesurées par le modèle de bruit additif sur les points seulement.En e qui onerne le trièdre, on peut voir que l'erreur de rotation autour de la normale estenviron 4 fois plus grande que l'erreur de rotation autour des diretion prinipales, e qui indique quela normale est l'axe le plus stable, les diretions prinipales pouvant être beauoup plus orrompuestout en restant dans le plan tangent. Pour la position, on observe que la oordonnée selon la normale(orthogonalement à l'iso-surfae) est environ 2 fois plus stable que les deux autres oordonnéespositionnant le point sur la surfae. Cei est tout à fait en aord ave e que l'on attendait puisquel'extration de la surfae et de la normale ne font intervenir que des dérivées d'ordre 0 et 1 del'image, alors que elle des diretions prinipales demande des dérivées d'ordre 2 et 3, qui sontforément plus instables.L'utilisation d'un modèle de bruit adapté sur les repères nous a don permis d'exhiber une infor-mation supplémentaire totalement invisible ave un modèle de bruit additif sur les points : l'absened'orientation sur eux-i onduit eetivement à aluler un modèle de bruit qui est l'intégrale surtoutes les orientations possibles, e qui onduit à un bruit quasiment isotrope que l'on observe ee-tivement ave un realage où l'on n'utilise que les points. Cet eet onstitue don une justiation aposteriori de notre modèle de bruit homogène (ou ompositif) sur les repères et montre la validité denotre approhe théorique rigoureuse dans le traitement de l'erreur sur les primitives géométriques.9.3.4 Analyse de l'inertitude prédite sur la transformationNous avons également alulé l'inertitude moyenne prédite sur la transformation lors des 60realages : elle-i est grossièrement diagonale et isotrope pour le veteur rotation d'erreur, ave unéart-type de σri = .00039 sur haque omposante. Cei signie que l'erreur sur la rotation est del'ordre de 0.00067 rad, soit 0.04 degrés ! L'erreur est ii exprimée dans le repère d'origine de l'imagetransformée lors du realage. Les transformation mises en jeu dans e type de realage étant faibles(le patient a toujours une position approximativement identique dans l'IRM), elle orrespond aussià peu de hoses près à l'erreur dans le repère de l'autre image. En e qui onerne la translation,
9.4. Analyse du mouvement relatif des os du bassin 209nous pouvons observer un éart-type de σx ≃ σy ≃ .055 mm dans le plan des oupes et un éart-type σz = .065 mm dans l'axe d'empilement des oupes. Cette valeur un peu plus élevé reètel'anisotropie de ette diretion dans laquelle l'éhantillonnage a un pas 3 fois plus grand.9.3.5 DisussionL'algorithme de mise en orrespondane utilisé avant le realage herhe à estimer la mise enorrespondane impliquant le maximum de de points extrémaux ommuns et qui soit ompatibleave le mouvement rigide d'une unique struture, le erveau dans le as présent. Cependant, avee niveau de préision à la fois sur l'extration des points extrémaux et du realage, ette hypothèsed'un unique mouvement ne tient plus et l'on peut distinguer plusieurs strutures ayant des mou-vements très prohes. Le râne, par exemple, peut bouger (quasiment rigidement) par rapport auerveau, et la peau est sujette à des déformations importantes qui sont très visibles ave la séqueneanimée des 24 images d'une année realées. Les orrespondanes de points extrémaux relatives àes strutures ont été ii rejetées omme aberrantes, mais on pourrait onevoir un algorithme demise en orrespondane permettant de gérer des mouvements multiples que l'on pourrait disriminergrâe aux outils développés dans e manusrit.Même pour le erveau, il y a des déformations loales, omme par exemple elles qui sont dûesaux lésions de la slérose en plaques, qui sont signiativement plus grandes que la préision moyennesur la frontière ou sur l'objet que nous avons alulé. Cependant, omme nous sommes intéresséspar le mouvement moyen du erveau, l'obtention d'une telle préision sur le realage onserve toutson sens et nous permet en fait de visualiser pour la première fois l'eet dynamique des lésions surles tissus environnants.9.4 Analyse du mouvement relatif des os du bassinLe but de ette expériene est de mesurer quantitativement les mouvements relatifs des osdu bassin lors de ertains mouvements. Il s'agit en l'ourrene du bassin d'une danseuse et demouvements spéiques des jambes amenant en onguration dite (( bassin ouvert )) et (( bassinfermé )). Une aquisition IRM (pondération T1) a été réalisée dans es deux ongurations à laFondation Lenval (Nie). Une oupe de l'une de es images est présentée dans la gure (9.12).Ces images ne sont pas d'une grande résolution puisque qu'elles sont onstituées de 256 x 256 x 28voxels de taille 1.33 x 1.33 x 5.6 mm, soit une anisotropie d'un fateur supérieur à 4 dans la diretionorthogonale aux oupes.Le bassin est prinipalement onstitué, au niveau osseux, du sarum et des os iliaques droit etgauhe (gure 9.13), formant une struture quasi rigide, les fémurs étant libres de tourner dans laavité prévue à et eet dans les os iliaques. Les mouvements mis en jeu entre les os iliaques et lesarum étant très faibles et parasités par le mouvement global du bassin entre les deux ongurations,il est impossible de les mesurer diretement sur l'image (ontrairement au mouvement des fémurs).De plus, une telle mesure serait immanquablement trop impréise pour déider s'il y a eetivementun mouvement. Il est don indispensable de mesurer à la fois le mouvement relatif de es os et soninertitude pour pouvoir déider statistiquement (grâe au test du χ2) s'il y a un mouvement et dequelle ampleur.9.4.1 Segmentation manuellePour pouvoir mesurer les mouvements relatifs des os, il nous faut estimer plusieurs mouvementsrigides entre les deux images. Malheureusement, l'algorithme de mise en orrespondane préédem-
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Fig. 9.12  Une oupe axiale d'une image IRM en pondération T1 du bassin. On peut distinguer auentre en bas le sarum et les os iliaques gauhe et droit sur les tés.ment utilisé ne permet que d'estimer les orrespondanes de primitives relatives à un seul objetrigide. De plus, les tehniques d'extrations des points extrémaux reposent sur une l'hypothèse quel'objet reherhé dans l'image est délimité par une surfae d'iso-intensité, e qui est faux dans leas des os pour une image IRM. En eet, eux-i apparaissent en signal intermédiaire (la moelle)ave simplement une bordure de signal plus faible (la ortiale : voir la gure 9.12). Cette bordureétant très ne, elle disparaît par endroit à ause du bruit et de l'eet de volume partiel, e qui larend en partiulier peu marquée au ontat sarum iliaques. Elle est également asymétrique (plusimportante sur le té gauhe que sur le té droit de l'os) à ause de l'eet de (( déplaement hi-mique )) (partiularité de ertaines aquisitions IRM). L'intensité de ette bordure sombre variantonsidérablement, il est don impossible de déterminer une valeur adéquate pour délimiter les ospar une surfae d'iso-intensité.Pour eetuer quand même des mesures, nous avons fait segmenter manuellement haun des ospar un spéialiste des images IRM (M le Pr. Dourthe) qui a délimité sur haque oupe le ontour des5 os nous intéressant, produisant ainsi 5 images binaires. Nous avons ensuite rempli es ontours àl'aide d'opérations morphologiques et lissé es images binaires par ltrage gaussien avant d'extrairela surfae de haun des os omme une surfae d'iso-intensité. Nous avons visualisé et étiqueté lerésultat de ette segmentation de l'une des images dans la gure (9.13).9.4.2 RealagesDans les images lissés des os, nous avons extrait les lignes de rêtes et les points extrémaux, equi nous a permis de realer haun des os de la première onguration ave l'os orrespondant de laseonde. Ces realages sont toutefois très impréis puisqu'ils ne font intervenir que 30 appariementspour les iliaques et 35 pour le sarum. De plus, le bruit estimé sur les primitives est onsidérablementplus élevé que dans le as du erveau : l'algorithme estime une éart-type d'environ 25 degrés surl'angle de la rotation résiduelle du trièdre et de 1 mm sur la distane résiduelle en position. Ceionduit à des inertitudes élevés sur les paramètres de la transformation : un éart-type de 3.5 degréssur la rotation et de 1.5 mm sur la translation en moyenne.Nous présentons dans la gure (9.14) la superposition des bassins obtenue en utilisant le realagedu sarum : on onsidère ainsi que le sarum est xé et on peut visualiser le mouvement des iliaques.




Os iliaque droit Os iliaque gauche
Fig. 9.13  Résultat de la segmentation manuelle de l'une des images IRM. On dispose de la surfaede haque os, que l'on peut étiqueter omme sur ette vue.
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Fig. 9.14  Superposition des bassins en utilisant le realage du sarum : il semble que les iliaques enonguration (( bassin ouvert )) (en bleu) se soient légèrement éartés par rapport à la onguration
(( bassin fermé )) (en rouge).
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ales Chap. 9Il semble eetivement sur ette gure que les iliaques en onguration (( bassin ouvert )) (en bleu)se soient légèrement éartés par rapport à la onguration (( bassin fermé )) (en rouge). En eet,lorsque l'on ompare les transformation rigides obtenues pour les iliaques droits et gauhes (fd et
fg), on obtient une transformation résiduelle e = f (-1)d ◦ fg omposée d'une rotation d'environ 1.2degrés autour de l'axe vertial et une translation de 3 à 4 mm qui tend à éloigner les iliaques l'unde l'autre et à les ramener en arrière du sarum.Cependant, lorsque l'on alule l'inertitude sur toutes es transformation, les varianess'ajoutent et on se rend ompte que les transformations résiduelles entre les iliaques et le sarumomme la transformation résiduelle entre les iliaques ne sont pas signiatives : les distanes de Ma-halanobis sont respetivement de 16 et 18, e qui est approximativement la limite d'un test du χ26à 99 %. On ne peut don pas onlure qu'il y a eu eetivement un mouvement relatif et pourtantil est diile de onlure que les transformation résiduelles ne sont dûes qu'aux erreurs de mesuresà ause de la symétrie du mouvement relatif des iliaques.9.4.3 DisussionL'apport des statistiques sur l'inertitude du realage dans ette expériene est indéniable puis-qu'il nous permet d'éviter de onlure abusivement qu'il y a un mouvement relatif entre les os dubassin. Cependant, la préision est insusante pour pour que l'on puisse onlure dans l'autre sensque le bassin est stritement rigide.Divers eet se onjuguent en fait pour donner au nal ette inertitude très élevé sur nos trans-formations : la faible résolution de l'image et surtout sa forte anisotropie vertiale (d'un fateursupérieur à 4) favorisent la déloalisation des amers géométriques. La segmentation manuelle ajoutesans soute un bruit non négligeable ar les ontours ont été traés indépendemment dans haqueoupe ave une largeur de 1 a 2 pixels. De plus, il nous a fallu lisser abondamment la surfae pour
(( eaer )) les marhes d'esalier dues à la forte épaisseur des oupes. Cei a évidement fortementdiminué le nombre de points de forte ourbure sur es surfaes, don le nombre de primitives quenous avons pu utiliser pour les realages ainsi que pour les statistiques de bruits. Ave 30 à 35appariements, nous onsidérons es dernières omme très inertaines.Pour résoudre es problèmes, il faudrait des images au moins deux fois moins anisotropes, maisaussi une méthode automatique pour extraire des primitives ables sur les strutures de type os-seuses dans les images IRM. L'idée serait pour ela de remplaer le modélisation (( iso-surfae ))de la frontière de l'objet par une modélisation (( rête et vallées )) (au sens géographique) dans lepaysage d'intensité de l'image. Enn, pour nir, un algorithme de reonnaissane de sous-strutures,omme elui que nous présentons pour les protéines au hapitre 11, pourrait tenter de déterminer lesensembles d'appariements ompatibles et ainsi déterminer automatiquement et indépendemment lemouvement de haun des os. Cela néessiterait ependant d'avoir susamment de primitives trèsbien loalisée sur haun des os et qu'il y ait un mouvement relatif entre eux-i. Dans le asontraire, on trouvera une seule struture rigide rassemblant les trois os.9.5 ConlusionNous avons montré dans ette setion omment on pouvait valider l'estimation de l'inertitudesur le realage à la fois sur des donnés synthétiques et des données réelles, pourvu que le nombred'appariements soit susant. Il apparaît que le point le plus sensible dans l'algorithme modulairede realage présenté au hapitre préédent est l'estimation du bruit sur les primitives. Si et élémentest onnu, notre realage est validé par le test de Kolmogorov-Smirnov sur les données synthétiques
9.5. Conlusion 213quels que soient les paramètres et le primitives. L'estimation de e modèle de bruit lors du proessusde realage doit par ontre se faire ave beauoup d'attention et il est préférable de la réaliser lorsd'une phase d'apprentissage. Nous avons proposé pour ela une méthode relativement générique.Nous avons également validé et algorithme de realage sur des données réelles du erveau etmontré qu'une préision 10 fois inférieure à la taille du voxel peut être atteinte dans e as. Lemodèle de bruit (homogène) estimé sur les points extrémaux a pu être interprété et orrespond àe que l'on attendait. Il exhibe de plus une (( anisotropie )) qui n'est pas déelable par un bruitadditif sur les points et apporte ainsi un gain de préision de l'ordre de 20 % sur le realage parrapport à l'utilisation des points sans les trièdres. Cela justie a posteriori notre analyse rigoureusede l'inertitude sur les primitives géométriques (en tous as pour les primitives de type repère) etdémontre son adéquation aux images médiales.Enn, pour nir, nous avons présenté une appliation où la vériation des inertitudes surles transformations évite de onlure trop rapidement qu'il y a un mouvement relatif entre diversstrutures (en l'ourrene les os iliaques et le sarum dans le bassin) et met en avant la sensibilitéde la préision du realage vis à vis des traitements d'image bas-niveau fournissant les primitives.Ave e type d'outil, il devient d'ailleurs possible de omparer statistiquement a posteriori diversproédés d'extration de primitives et de aratériser le domaine d'appliation où il est préférablede les utiliser. La dernière setion a également stigmatisé le lien très fort qui unit les algorithmesde realages et les algorithmes de mise en orrespondane : il onvient souvent de oupler les deuxpour réer un algorithme de reonnaissane eae. Nous nous intéressons à e problème dans lehapitre suivant.
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Chapitre 10
Mise en orrespondane,reonnaissane et robustesse
 Vision: the art of seeing things invisible. Jonathan SwiftLe problème de la reonnaissane est sans doute l'un des plus étudiés en vision par ordinateur.Sauf exeption, nous ne rentrons don pas dans les détails mais nous essayons plutt de donnerune approhe globale (et don forément inomplète) des méthodes utilisées. De plus, dans le adrede e manusrit, nous ne nous intéressons qu'à la mise en orrespondane de primitives de mêmetype (typiquement 2D-2D ou 3D-3D), et nous exluons don les nombreuses tehniques de miseen orrespondane 2D-3D développées en vision par ordinateur. Le support de la synthèse rapideprésentée dans la première setion provient prinipalement de (Ayahe, 1989; Grimson, 1990; Brown,1992; Zhang, 1993). D'un point de vue plus historique, le leteur pourra également onsulter (Beslet Jain, 1985; Chin et Dyer, 1986).Nous nous intéressons ensuite à la gestion de l'erreur dans es algorithmes, an d'assurer que siun objet est présent, il sera bien reonnu. Nous autorisons pour ela une ertaine tolérane sur lesmesures, mais la présene même de ette zone d'erreur sur les primitives augmente sérieusement laprobabilité de trouver par hasard un nombre xé de primitives dans une onguration susammentprohe dans les deux images pour que la reonnaissane soit aeptée. Nous nous intéressons dansla setion (10.3) à aratériser la fréquene de es faux positifs d'un point de vue qualitatif. Aupassage, ela nous permet de onrmer que les primitives omplexes (omme les repères) sont bienplus séletives que les points seuls. Leur utilisation est don souhaitable dans les algorithmes demise en orrespondane mais ertains problèmes restent à résoudre pour généraliser es algorithmesau adre générique des primitives. Nous avons identié quatre points lés, qui sont d'ordre théoriqueomme les invariants ou la lassiation (lustering), ou bien d'ordre algorithmique omme le plusprohe voisin ou l'indexation inertaine. 215
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onnaissane et robustesse Chap. 1010.1 Algorithmes de mise en orrespondaneSelon le modèle de struturation de l'information présenté en introdution (setion 1.1), lestraitements bas niveau sur les images produisent des ensembles (non struturés) de primitives quenous appelons sènes. Nous avons vu au hapitre 8 diverses méthodes pour realer des objetssi l'on onnaît les orrespondanes entre les primitives de deux sènes. Le problème que l'on sepose ii est de déterminer es orrespondanes. En fait, es deux problèmes sont la plupart dutemps ouplés dans la réalité pour former un problème de reonnaissane impliquant la mise enorrespondane (l'appariement) des primitives onstituant un objet et la loalisation de elui-i,'est-à-dire le alul de la transformation entre les deux instanes de l'objet (realage).On dispose don d'un ensemble de m primitives X = {x1, . . . xm} ∈ Mm qui onstitue la sènemodélisant la première image et d'un ensemble de n primitives Y = {y1, . . . yn} ∈ Mn modélisantla seonde. L'une des sènes peut également être le modèle struturé d'un objet, mais il sut d'enoublier la struture pour traiter la mise en orrespondane omme préédemment. Pour diérenierles deux sènes nous utiliserons dans e hapitre le voabulaire hérité de la (( reonnaissane à basede modèle )) en vision par ordinateur, 'est-à-dire que nous appelons ii modèle l'ensemble desprimitives X omme si elles-i provenaient d'un modèle onservé dans une bibliothèque d'objets,et sène l'ensemble des Y extraites d'une image dans laquelle on herhe à reonnaître les objetspréédemment modélisés.Si l'on avait deux aquisitions parfaites d'un même objet unique (ave également des trai-tements bas niveau parfaits), le modèle et la sène auraient le même nombre de primitives, sim-plement transformées par une ertaine transformation f ∈ G et indiées dans un ordre diérent.Nous n'aurions don qu'une permutation des indies à trouver, et les primitives des deux sènesse orrespondraient alors exatement à une transformation près. Dans la pratique, les onditionssont rarement aussi idéales : l'objet que l'on herhe à retrouver n'est pas forément seul et il peutdon y avoir de nombreuses primitives supplémentaires dans les deux images qui ne doivent pasêtre appariés mais que l'on ne peut pas supprimer à priori (lutter). Par ailleurs, même si l'objetest onnu parfaitement (grâe à un modèle CAO par exemple), son observation dans une imagepeut être susamment bruitée pour que ertaines primitives soient inobservables. C'est e que l'onappelle l'oultation, par référene à la vison par ordinateur, même si le phénomène onduisantà e résultat est totalement diérent dans les images volumiques. Enn, pour nir, la mesure desprimitives est évidemment bruitée et la superposition des primitives appariées après realage ne serajamais parfaite.En général, on onsidère que l'on a reonnu un objet s'il existe une transformation f ∈ G quisuperpose (à une ertaine erreur près) un nombre susant de primitives entre les deux images. Onherhe don à maximiser à la fois le nombre d'appariements entre le modèle et la sène et la qualitéde es appariements, 'est-à-dire l'adéquation de la superposition des primitives appariées par latransformation trouvée.On appelle fontion d'appariement l'appliation π qui fait orrespondre à tout indie i d'uneprimitives xi du modèle X soit l'indie j = π(i) d'une primitive yj de la sène Y, soit la primitivenulle ∗, auquel as la primitive n'a pas de orrespondant dans la sène (elle est oultée ou l'objetest absent). La fontion d'appariement π peut don être onsidérée omme une appliation del'ensemble X dans Y ∪{∗} ou omme une appliation de {1 . . . m} dans {1 . . . n+ 1}. L'ensemble Πde es appliations possède don (n+1)m éléments. L'idée de base de la mise en orrespondane estde maximiser le nombre d'appariements, mais e problème seul est sous-ontraint : on peut en eetapparier les m primitives du modèle à un seule primitive de la sène et obtenir ainsi un maximumd'appariements ave une solution aberrante. Il faut don imposer des ontraintes supplémentaires,
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omme par exemple l'uniité ou la symétrie des appariements, mais e n'est pas susant et il fauten général optimiser un ritère qui rend ompte de la vraisemblane de haun des appariementsaprès realage : notons α ette fontion de vraisemblane. On prend en général α(z, z′) = 1 sidist(z, z′) ≤ ε et 0 sinon. La fontion d'appariement est alors dénie omme elle qui maximise lesore de mathing :






f ⋆ xi , yπ(i)
)
) (10.1)Parallèlement, on veut optimiser la qualité des appariements et trouver la transformationqui envoie le modèle dans la sène, par exemple aux moindres arrés, ave la onvention quedist(x, ∗) = 0. On herhe à minimiser l'erreur moyenne entre la transformée d'une primitive dumodèle et son orrespondant. La transformation retenue minimise alors :




dist (f ⋆ xi , yπ(i))) (10.2)On voit don que e problème ouple la reherhe dans l'espae des orrespondanes (trou-ver π ∈ Π) ave la reherhe dans l'espae des transformations (trouver f ∈ G). Chaun de esdeux sous-problèmes indépendamment est (relativement) simple, mais leur ouplage rend la tâhebeauoup plus ardue et néessite la dénition d'un ompromis. Nous rappelons rapidement dansles paragraphes suivants les prinipales tehniques utilisées en traitement d'image et en vision parordinateur pour résoudre e problème.10.1.1 Arbres d'interprétationExaminons les équations posées : la reherhe de la transformation f dépend de la solution
π trouvée. Par ontre, on peut reherher π dans l'espae Π des orrespondanes et s'ouper àposteriori de f qui fournira le validation de l'interprétation. Cette idée est à la base de la reherhearboresente proposée par (Grimson, 1990). L'algorithme de base onsiste don à tester à haquen÷ud de l'arbre l'appariement d'une primitive de X non enore utilisée ave haune des primitivesde Y ∪ {∗}, puis lorsqu'on arrive à une feuille, on reherhe s'il existe une transformation de G quionvient.Diverses méthodes lassiques de l'intelligene artiielle permettent d'élaguer la reherhe danset arbre exponentiel ((n + 1)m feuilles), en partiulier l'introdution de ontraintes géométriquessous forme d'invariants unaires. Supposons qu'on travaille ave des segments omme primitives :la longueur du segment vu dans la sène ne peut être qu'inférieure (à l'erreur près) à elle du segmentmodèle, puisque les seules modiations possibles sont les erreurs de mesure et l'oultation : 'estune ontrainte unaire sur l'appariement. Supposons maintenant l'appariement de deux paires desegments vériant les ontraintes unaires ; les angles entre les deux droites supports dans la sèneet dans le modèle doivent être quasiment identiques : 'est une ontrainte d'invariane binaire.On peut ainsi développer pour haque type de primitives un ensemble de ontraintes géométriquesunaires, binaires et d'ordres supérieurs qui permettent de onserver lors de la desente dans l'arbreune onsistane loale de l'interprétation, la reherhe de la transformation fournissant en n deompte et s'il y a lieu la preuve de la onsistane globale. L'introdution de l'erreur s'eetuetrès simplement en propageant l'erreur de mesure sur les primitives dans le alul des ontraintes.Une étude omplète de es tehniques est développée dans (Grimson, 1990). La omplexité resteependant O((n+ 1)m) dans le as le pire.
218 Mise en 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e, reonnaissane et robustesse Chap. 1010.1.2 Plus prohe voisin itéré (ICP)L'algorithme du plus prohe voisin itéré, ou ICP pour (( Iterative Clostest Point )), a été introduitpar (Besl et MKay, 1992) et (Zhang, 1994), et utilisé intensivement en imagerie médiale par(Feldmar, 1995). Cela onsiste en l'optimisation alternée des appariements et de la transformation.A partir d'une transformation initiale fo, on réalise les deux étapes suivantes : Mise en orrespondane : PPV (plus prohe voisin)On apparie haque primitive xi du modèle transformé ave la primitive yj la plus prohe dansla sène :
πt(j) = arg min
j
dist (ft ⋆ xi, yj) soit yπt(j) = PPV(ft ⋆ xi) RealageLa transformation est généralement alulée aux moindres arrés, surtout si l'on travaille avedes points : les solutions expliites de la setion (8.1.1) ont l'avantage d'être rapides, e qui n'estpas négligeable dans un algorithme itératif omme elui-i. Si l'on possède une informationd'inertitude, on peut l'utiliser dans les étapes terminales pour aner la solution.Le problème de la distane omme ritère d'appariement est que la solution n'est généralementpas symétrique : on peut avoir yj = PPV(xi) et xk = PPV(yj) ave k 6= i. Pour résoudre eproblème, nous avons proposé dans (Penne et Ayahe, 1998) (voir aussi la gure 11.6) une versionsymétrique du plus prohe voisin dans laquelle on apparie xi à yj = PPV(xi) si et seulement si :PPV(PPV(xi)) = xiSous ertaines onditions, on peut prouver la onvergene de l'algorithme vers un minimum loal(Feldmar, 1995) : il s'agit essentiellement de onsidérer les deux étapes omme des minimisationsalternées du même ritère selon deux ensembles de paramètres distints, en l'ourrene la fontiond'appariement et la transformation. (Cohen, 1996) montre alors la onvergene du proessus.Un problème générique pour e type d'algorithme itératif est le ritère de terminaison. Puisquenous ne nous intéressons ii qu'à des primitives identiées et physiquement séparées dans l'espae(par opposition à des points répartis (( ontinûment )) sur une ourbe ou une surfae), l'ensemble desappariements possibles est disret et haque fontion d'appariement donne lieu à une transformationunique. Lorsque l'algorithme a onvergé, non seulement les appariements restent les mêmes lors del'itération suivante, mais la transformation alulée est stritement identique. Il sut don d'arrêterl'algorithme lorsque les transformations sont identiques d'une itération sur l'autre ou lorsqu'on aatteint un nombre maximal d'itérations.Le prinipal problème de et algorithme est ependant sa sensibilité aux onditions initiales,partiulièrement lorsque la partie ommune au modèle et à la sène est faible par rapport au nombretotal de primitives présentes (omme pour les protéines au hapitre 11). Il est alors impératif dedémarrer ave une transformation ou un ensemble d'appariements très prohe de la solution espérée.C'est pour ette raison que et algorithme est souvent utilisé omme un algorithme de vériationà la n du proessus de reonnaissane, pour aner les appariements et la transformation obtenuspar l'une des autres tehniques présentées dans ette setion.10.1.3 Transformée de HoughLa transformée de Hough a été introduite en 1962 par Paul Hough dans pour déteter des objetsgéométriques simples omme des droites à partir de points en aumulant des évidenes dans leurespae paramétrique. Une bonne synthèse de ette optique est réalisée dans (Leavers, 1993). Laméthode a été généralisée pour la mise en orrespondane, par exemple dans (Stokman, 1987),de la manière suivante : soit k le nombre minimum d'appariements néessaires pour aluler une
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e 219transformation unique (ou au moins un nombre ni) entre le modèle et la sène. Pour haun de es
k-uplet d'appariements, on alule ette transformation (si elle existe) et on aumule dans l'espaedes transformations les évidenes pour erner la transformation qui permet d'apparier le maximumde primitives.L'aumulation des évidenes peut se faire par une disrétisation de l'espae des transforma-tions et un vote des transformations alulées i-dessus, une passe de balayage de l'aumulateurpermettant à la n de l'algorithme de déteter les meilleurs hypothèses de transformation. On peutégalement utiliser un algorithme de lustering dans l'espae des transformations sans disrétisationomme nous le ferons au hapitre 11.Cet algorithme a donné lieu à beauoup d'études, en partiulier pour traiter les erreurs demesure : elles-i sont reprises dans (Grimson, 1990). La omplexité est ii en O(mk.nk), maisl'algorithme néessite le stokage en mémoire de l'espae des transformations et son parours enn d'algorithme pour trouver le maximum. Si les transformations rigides en 2D n'oupent qu'unespae de dimension 3, on passe à une dimension 6 pour le 3D et à 9 pour les transformations anes3D, e qui peut donner lieu à des temps de alul rédhibitoires si l'on ne gère pas eaement ettereherhe.10.1.4 Alignement ou prédition-vériationLa tehnique est un mélange de la transformée de Hough et de l'arbre d'interprétation : onommene par supposer un k-uplet d'appariements (xi, yj) qui permet de aluler la transformationsuperposant es primitives, puis on vérie es hypothèses en alulant les transformées des primitivesdu modèle et en reherhant dans une ertaine zone autour de es primitives prévues des primitivesde la sène pouvant onvenir. Le sore de qualité de ette hypothèse est simplement le nombred'appariements trouvés, ou peut être un ritère plus élaboré. Cette tehnique a été prinipalementdéveloppée par (Ayahe et Faugeras, 1986; Huttenloher et Ullman, 1987; Huttenloher et Ullman,1990).En théorie, on doit exéuter e shéma pour tous les k-uplets d'appariements possibles et onser-ver les hypothèses de sore maximal. Prenons l'exemple des points 3-D : il faut trois appariementspour spéier une transformation rigide (k = 3). Il y a C3m = (m3 ) = m!3!.(m−3)! façons de hoisir 3points parmi les m du modèles, C3n = (n3) possibilités pour la sène et 3! manières d'apparier lesdeux triplets. Nous avons don (m3 ).(n3).3! = O(m3.n3) alignements ou préditions à vérier. Enpratique, on s'arrête dès qu'on estime avoir reonnu et plaé le ou les objets ommuns aux deuximages. De plus, dans le as des points 3D, on peut utiliser les trois invariants du triplet (les dis-tanes inter-points) pour indexer le triplet dans une table de hahage, e qui permettra de retrouveren temps presque onstant les triplets ompatibles dans l'image. La omplexité est alors réduite à
O(m3 + n3) pour l'étape de prédition.L'étape de vériation est partiulièrement importante puisqu'elle doit rejeter les mauvaises hy-pothèses mais onserver les bonnes. Il s'agit en général d'une (ou plusieurs) étapes de plus prohevoisin itératif : on transforme les primitives du modèle et on les apparie aux primitives les plusprohes dans la sène (ave ependant un seuil sur la distane). On peut alors utiliser es nou-veau appariements pour améliorer la préision de la transformation, et éventuellement itérer pours'assurer que les appariements et la transformation sont stables. Ces itérations de ranement sontimportantes si l'on veut arrêter l'algorithme dès qu'il a trouvé une bonne solution. Si l'on testetoutes les préditions, on peut se ontenter de raner la ou les solutions les meilleures.
220 Mise en 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e, reonnaissane et robustesse Chap. 1010.1.5 Hahage géométriqueCette tehnique a été introduite par (Lamdan et Wolfson, 1988; Wolfson, 1990) et repose surl'idée de pré-ompiler les informations des modèles de la base d'objets dans une table de hahageave une représentation invariante (vis-à-vis du groupe de transformation G onsidéré), redondanteet basée sur des primitives loales pour permettre de les reonnaître malgré les oultations. Lors dela reonnaissane, nous n'avons alors qu'à aluler la représentation orrespondante de la sène puisà aumuler les évidenes pour l'appariement d'une partie de la sène ave un objet. Un exempled'utilisation de ette tehnique est présenté à la setion (11.3.1).Plus préisément, le hahage géométrique s'intéresse au as d'un sous-groupe des transformationsanes agissant sur des points k-D : on peut alors dénir une base B d'un modèle hoisissant au plus
k + 1 points de elui-i et exprimer les autres points dans ette base loale. Par exemple, deuxpoints susent à dénir une base orthonormée en dimension deux (en fait un point et une diretionsusent), ou trois points non olinéaires en dimension trois, mais il faut trois points exatementen dimension deux pour une base ane et quatre en dimension trois. Les oordonnées sont alorsinvariantes : si f est une transformation ane et x un point, les oordonnées de f ⋆x dans B′ = f ⋆Bet elles de x dans B sont identiques.L'idée est d'indexer dans une table de hahage, lors d'une étape de pré-traitement, haque
(( base )) possible (i.e. haque k-uplet du modèle) par les oordonnées des autres points du modèledans ette base. On pourra onsulter les gures (10.5) et (10.6) pour des exemple de tables dehahage. Lors de la reonnaissane, on hoisit une base image et et on exprime les oordonnéesdes autres points image dans ette base. Ces oordonnées étant invariantes, on retrouve et onvote, au moyen de la table de hahage, pour les bases modèles possédant des points dans la mêmeonguration (voir par exemple les gures 11.4 et 11.5). Si la base hoisie dans la sène fait partied'un objet, le nombre de votes obtenus pour la base modèle orrespondante sera le nombre de pointsde l'objet présents dans la sène (à k près). La omplexité est don en O(nk+1) dans le pire des aspour la reonnaissane, si le temps d'aès à un buket est onstant. Cei est obtenu en onsidérant
n votes pour haune des nk bases possibles dans la sène. La vériation n'est pas prise en omptepuisque dans l'algorithme normal, les meilleurs résultats sont diretement retenus.L'utilisation d'une table de hahage fournit un algorithme permettant une reonnaissane sous-linéaire en nombre de modèles lorsqu'on onsidère une bibliothèque d'objets grâe à l'indexation detous es objets dans une seule table de hahage (on ajoute alors dans les informations onservéeslors de l'indexation quel est le modèle onerné).10.1.6 Indexation d'invariants géométriqueLa généralisation du hahage géométrique à des appariements de primitives géométriques autresque des points n'est pas omplètement évidente, ontrairement à la prédition-vériation ou à latransformée de Hough. En eet, la notion de base et de oordonnées des autres points dans ette baseest liée à la struture d'espae vetoriel. On peut toutefois onevoir un algorithme similaire maisfaisant intervenir les invariants de plusieurs primitives à la plae des oordonnées, l'aumulationdes évidenes se faisant toujours dans l'espae des appariements.Prenons l'exemple des points 3-D : l'équivalent du hahage géométrique présentée i-dessus seraitd'utiliser dans la table de hahage les invariants aratéristiques de la forme onstituée des quatrepoints ordonnés (xi, xj , xk, xl) au lieu des oordonnées de xl dans une base onstruite à partirde (xi, xj , xk). Au niveau de l'aumulation des évidenes, il paraît alors naturel d'inrémenterles appariements possibles individuellement au lieu de le faire pour la base : si (y′i, y′j , y′k, y′l) unquadruplet de points ompatible dans la sène, on votera alors pour haque appariement (xi, y′i)
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orrespondane 221du quadruplet. Cette modiation faite, il n'est plus réellement utile de onsidérer des quadrupletsde points : on peut tout à fait réduire le nombre de points à trois, voire simplement à deux, equi permet de réduire onsidérablement la omplexité : on passe pour la reonnaissane de O(n4) à
O(n3) voire O(n2).Il faut ependant faire attention que, dans le as où l'on ne onsidère que les invariants d'unouple de points, la probabilité de faux positif devient vite très importante et les résultats ont unegrande hane d'être aberrants (voir setion 10.3). Si l'on onsidère un triplet de points, on retrouveun algorithme très prohe de la transformée de Hough, sauf que l'aumulation n'a plus lieu dansl'espae des transformations mais dans elui des appariements. Il serait sans doute intéressant deombiner les deux approhes, par exemple en regroupant les transformations ompatibles assoiéesà haun des votes pour un appariement. Nous verrons au hapitre 11 une autre imbriation possiblede es deux algorithmes, qui fontionne sur les repères et utilise les invariants binaires entre eux-i.Ce type d'algorithme a été utilisé par (Fisher et al., 1992a; Fisher et al., 1992b) pour desendrela omplexité du realage basé sur les points de O(n4) à O(n3), l'aumulation se faisant ii surl'appariement d'une pseudo-base onstituée des deux premiers points de haque triplet. Toutefois, lepassage à d'autre types de primitives pose un problème de taille : elui du alul des invariants. Nousdétaillerons e point à la setion (10.4.3). Un autre exemple d'algorithme de e type utilisant desprimitives omplexes (points munis de desripteurs de forme loaux) a été développé par (Califanoet Mohan, 1991).10.1.7 Isomorphisme de graphesCette tehnique onsidère les primitives d'un modèle omme les n÷uds d'un graphe, étiquetéspar les invariants unaires, et dont les arêtes sont munies d'un attribut qui aratérise la relation entreles deux primitives onstituant les extrémités. Dans notre as, on peut relier toutes les primitivesd'un modèle entres elles et aratériser ette relation par les invariants binaires orrespondants.Au problème de la mise en orrespondane de primitives se substitue alors la question suivante :quelle est la orrespondane entre le graphe du modèle et le graphe de la sène? Le problème prinipalde e type de tehniques est que l'oultation et la dispersion des primitives ommunes dans unesène plus dense, ainsi que le bruit, amènent à résoudre un problème beauoup plus omplexe : eluide mathing inexat de graphes, que l'on sait NP-omplet. Divers auteurs ont toutefois présentédes solutions approhés (Shapiro et Haralik, 1981; Eshera et Fu, 1986) ontourné la omplexité enréutilisant la géométrie (Davies, 1991). On peut également ramener la tehnique (( Loal FeatureFous )) de (Bolles et Cain, 1982) dans e formalisme.L'avantage de ette tehnique est toutefois de pouvoir modéliser une information plus importanteque la simple géométrie des primitives, par exemple en ne reliant dans le graphe que les primitivesqui sont eetivement reliées par un (( edge )) ou, dans le as de l'imagerie 3D, une ligne de rête. Onpourrait ajouter également le type de ligne ou de surfae reliant deux primitives dans l'étiquetagede l'arête ou toute autre information que l'on voudrait onserver dans la modélisation d'un objet etqui permet de simplier grandement le problème de la reonnaissane.En fait, il apparaît que ette tehnique est adaptée à une struturation haut-niveau de l'informa-tion, et don à la reonnaissane des objets déjà modélisés ou d'objets artiulés. Elle est par ontrerelativement inadaptée à la omparaison de sènes non struturées omme pour la reonnaissanede sous-strutures dans les protéines que nous présentons au hapitre 11.
222 Mise en orrespondane, reonnaissane et robustesse Chap. 1010.2 Gestion de l'erreurNous avons dérit jusqu'à présent les algorithmes théoriques qui orrespondent au as de mesuresquasiment exates. Dans la pratique, nous savons que toutes nos mesures sont sujettes à l'erreur(setion 2.1). La présene de ette erreur nous oblige à reonsidérer les algorithmes de mise enorrespondane, même dans le as simple des points. Pour le hahage géométrique, par exemple,les erreurs de mesure dans la sène se réperutent sur le alul des invariants et ontinuer à voterpontuellement pour l'invariant trouvé (à la disrétisation près de la table de hahage) onduiraità manquer un grand nombre d'appariements; on obtiendrait alors des faux négatifs, 'est-à-direqu'on ne reonnaîtrait pas un objet qui est présent. La même hose peut se produire ave lestehniques d'alignement si la zone de reherhe des orrespondants n'est pas adaptée à l'erreursur la loalisation des primitives, augmentée de l'inertitude due à l'erreur sur l'estimation de latransformation.10.2.1 Zones d'erreur et ompatibilitéAn de remédier à es défauts, on supposera onnue une estimation de l'erreur de mesure surles primitives, soit sous forme d'une borne sur les valeurs, soit sous forme d'une loi de probabilité.L'approhe de Grimson et Huttenloher (Grimson et al., 1991; Grimson et Huttenloher, 1990a) ouLamdan et Wolfson (Lamdan et Wolfson, 1991) onsiste à propager la borne sur l'erreur de mesuredes points dans la méthode de alul des invariants an d'obtenir une borne sur la zone de vote pourle hahage géométrique ou la zone de reherhe pour l'alignement assurant de ne manquer auunappariement possible.Contrairement à l'idée ommunément admise au sujet es méthodes, on ne fait pas l'hypothèseque la distribution soit uniforme sur la zone d'erreur, mais seulement que la distribution soit àsupport ompat inlus dans la zone d'erreur. Pour être sûr de ne pas rater d'appariement, onherhe à aluler une propagation onservative (i.e. une majoration) de la zone d'erreur lors desdivers manipulations sur les primitives. Le aratère onservatif de la zone d'erreur permet ainsid'assurer la orretion de l'algorithme. En ontrepartie, l'utilisation réursive de majorations nitpar produire des zones d'erreur énormes qui ne sont plus omparables aux données. Pour illustrere point, nous avons alulé dans (Penne, 1993a) la propagation des bornes sur l'erreur pourl'alignement et le hahage géométrique ave les points 3D.La gure (10.1) (tirée de (Penne, 1993a), page 11, setion (2.4.2) : étude statistique de lapréision des bornes) montre les valeurs mesurés pour le maximum et la moyenne d'un type d'erreuren fontion de la borne ε prédite sur elle-i. Nous avons pu établir en alulant les droites derégression que Erreurmoy = ε
13.2
et Erreurmax < ε
2La borne onservative prédite pour et exemple relativement simple est don déjà deux fois plusgrande que la borne statistiquement observée. De plus, es bornes sont relativement diiles àaluler et haque opération sur les points néessite un alul de borne partiulier.Une seonde approhe est de onsidérer l'erreur sous forme probabiliste et de propager ei dansles algorithmes, en onservant tout au long l'aspet probabiliste, e qui permet en partiulier demêler l'aspet qualitatif des appariements dans le ritère de mise en orrespondane qui ne omprendd'habitude que l'aspet quantitatif. Diérentes méthodes statistiques sont ainsi étudiées dans (Wells,1993), mais les prinipaux travaux sur le hahage géométrique probabiliste à base de points sontdues à Rigoutsos et Hummel (Rigoutsos et Hummel, 1991b; Rigoutsos et Hummel, 1991a; Rigoutsos,1992), une extension étant présentée par Tsai dans (Tsai, 1993) pour le as de droites.













Erreur moyenne et maximale mesuree contre borne predite
Fig. 10.1  Erreur maximale et moyenne observée en fontion de l'erreur maximale prédite. Laborne d'erreur alulée ii n'est représentative que de l'inertitude sur l'orientation du trièdre aluléomme base pour le hahage géométrique. Les 500 valeurs moyennes et maximales sont mesurés pour1000 perturbations d'une base onstituée de 3 points.Dans le adre probabiliste que nous avons développé dans e manusrit, il paraît plus adaptéd'utiliser les modèles probabilistes, en modélisant les erreurs sur les primitives par une moyenne etune ovariane : x ∼ (x , Σxx), d'autant que nous savons parfaitement propager ette inertitudedans les opérations élémentaires. La plupart des méthodes de reonnaissane probabilistes évoquéesi-dessus supposent une distribution gaussienne des données pour aluler la ombinaison des pro-babilités dans le sore de mathing. Cela nous onvient tout à fait puisque nous savons que 'estla densité qui minimise l'information en onnaissant la moyenne et la ovariane. Toutefois, le sup-port de la gaussienne reouvre tout l'espae des primitives et on peut don théoriquement appariern'importe quelle primitive ave n'importe quelle autre ave une probabilité la plupart du temps trèsfaible, mais non nulle. Cet eet est atastrophique pour la omplexité théorique des algorithmes eton utilise en général une borne sur l'erreur admissible au niveau de la distane de Mahalanobis (untest du χ2 dans l'hypothèse gaussienne). On peut rapproher ette modélisation de la gaussienneontaminée dérite à la setion (2.2.5.5). La zone d'appariement admissible autour de x est dondénie par :
Zν(x) =
{
z ∈M / µ2(x, z) = −→̄xzT.Σ(-1)xx .−→̄xz ≤ ν2}où ν2 est un seuil (en général global) qui peut être interprété dans le as gaussien omme un χ2.En omparaison, le domaine admissible utilisé dans la préédente modélisation était :
Zε(x) =
{
z ∈M / dist(x, z)2 = −→̄xzT.−→̄xz ≤ ε2}où la borne ε est ii métrique, et don plus diile à hoisir qu'un seuil adimensionnel. Le parallèleentre es deux zones d'erreur fait apparaître notre (( modélisation probabiliste tronquée )) ommeune extension du modèle d'erreur bornée, où la matrie d'information Σ(-1)xx est utilisée en tant quemétrique loale. Par ailleurs, (Faugeras, 1993, hap. 5, p.152) montre que le méanisme de propaga-tion des ovarianes par les jaobiens peut s'interpréter de façon déterministe omme la propagationau premier ordre de es zones d'erreurs : si x est un veteur aléatoire, f une fontion vetorielle
224 Mise en orrespondane, reonnaissane et robustesse Chap. 10(ontinue, diérentiable...) et Zν(x) la zone d'erreur dénie i-dessus, alors la zone d'erreur Zν(f(x))est une approximation au premier ordre de la zone d'erreur transformée f(Zν(x)).En utilisant la modélisation probabiliste x ∼ (x , Σxx) des primitives et un paramètre adimen-sionnel global ν, nous dénissons don des zones d'erreur pour la mise en orrespondane qui sontohérentes ave notre modélisation probabiliste et qui peuvent s'interpréter de manière déterministeou statistique. Par ontre, la propagation n'est en général plus onservative et n'est qu'une approxi-mation au 1er ordre (sauf dans le as de l'ation d'une transformation xe puisque la propagationdes ovarianes est exate). Cei permet toutefois d'éviter les majorations réursives des bornes dansleur propagation et de onserver des zones d'erreur prohes de la réalité.10.2.2 Inuene sur les algorithmesLes modiations que nous proposons dans ette setion supposent que l'on onnaisse a prioril'inertitude sur les primitives. Il est évidemment souhaitable de vérier elle-i a posteriori enutilisant les tehniques dérites à la setion (8.4). Pour une phase d'apprentissage, on peut imaginerde reommener la reonnaissane ave la nouvelle estimation du bruit sur les primitives, mais il estnéessaire de onnaître quelques exemples pour vérier que le résultat de es estimations réursivesest orret, stable et robuste.Arbres d'interprétation La prise en ompte de l'erreur dans et algorithme est relativementsimple : il sut de propager l'inertitude dans le alul des invariants et d'utiliser un test sur ladistane de Mahalanobis entre les invariants pour vérier la satisfation des ontraintes.Transformée de Hough On alul la transformation f ∼ (̂f , Σff ) permettant de superposerun k-uplet de primitives du modèle ave un k-uplet de primitives de la sène grâe aux tehniquesde realage présentées à au hapitre 8. On vérie ensuite que es k appariements sont orretsgrâe aux distanes de Mahalanobis après realage entre les primitives appariées, mais omme latransformation est justement alulée en minimisant ette distane, es valeurs sont biaisées eten l'ourrene sous-estimées (voir la setion 8.5.1). Il onvient don d'utiliser la valeur f̂ de latransformation omme une valeur déterministe dans les distanes de Mahalanobis et de vérier que
µ2(̂f ⋆xi,yi) ≤ ν2 pour haun des k appariements de base. Puisque k appariements sont néessairespour aluler la transformation, elle-i n'est pas able si l'un des tests éhoue, et on rejette alorsla transformation. Si les k tests sont onluants, la transformation est possible et on l'ajoute dansl'aumulateur ave son inertitude.Pour ette aumulation, il existe deux tehniques majeures. La plus répandue est sans doute levote pour les transformations ompatibles dans une disrétisation de et espae, e qui est à l'originedu terme (( aumulateur )), et le parours de ette disrétisation en n d'algorithme pour déterminerla ou les transformations ayant les sores les plus élevés. Ave l'introdution de l'erreur, il faudraitvoter pour tous les bukets de l'aumulateur intersetant la zone de ompatibilité Zν(f), e qui poseertains problèmes que nous détaillerons dans la setion (10.4.4). Il reste également le problème de laomplexité du parours de et aumulateur en n d'algorithme. La seonde solution est simplementd'ajouter la transformation probabiliste f que nous avons trouvé à la liste des transformationspossibles et d'utiliser un algorithme de lustering (setion 10.4.2) en n d'algorithme pour extraireet fusionner les ensembles de transformation ompatibles. C'est la solution que nous avons adoptéomme seonde phase de l'algorithme présenté au hapitre 11.
10.2. Gestion de l'erreur 225Alignement Le alul de la transformation entre k primitives et la vériation des k appariementsde la base ainsi formée est rigoureusement identique au as préédent. Par ontre, pour la vériation,l'inertitude de la transformation doit être prise en ompte. On reherhe don pour haque primitive
xi du modèle la primitive yj = PPV(f ⋆ xi) la plus prohe (au sens de la distane anonique ou dela distane de Mahalanobis et éventuellement ave la ontrainte de symétrie du PPV), et on aeptel'appariement si le test suivant est réussi :
µ2(f ⋆ xi,yj) < ν2Si le nombre d'appariements est susant, il onvient alors de faire une vériation de la ohéreneglobale et un anage de la transformation. On peut en eet sérieusement réduire l'inertitude etteson estimation en utilisant tous les appariements.ICP et vériation de la ohérene globale Comme nous venons de aluler les appariements,l'étape suivante est de realuler aux moindres χ2 la transformation prenant en ompte tous esappariements. Pour aner l'estimation, on peut éliminer les outliers en vériant la distane deMahalanobis sur les appariements, mais ette fois-i sans prendre en ompte l'inertitude de latransformation (puisque elle-i est alulée aux moindres χ2 sur les appariements que l'on vérie) :
µ2(̂f ⋆ xi,yj) < ν2et on itère ainsi jusqu'à la onvergene. Pour faire de ette vériation un vrai ICP, il sut derealuler le plus prohe voisin de haque primitive du modèle et ne onserver que les appariementsqui vérient le test i-dessus au lieu de n'exlure que les outliers.Hahage et indexation géométrique Pour l'indexation géométrique, il sut de aluler l'in-ertitude sur les invariants omme pour les arbres d'interprétation, mais il faut ensuite les indexerave leur zone d'erreur, e qui pose les mêmes problèmes que pour indexer les transformations dansla transformée de Hough : voir (10.4.4).Le hahage géométrique est plus omplexe, même si l'on ne onsidère que le as des points 3D : ilfaut tout d'abord xer la manière de aluler la base à partir de 3 points pour qu'on puisse égalementaluler l'inertitude de la transformation entre ette base et la base anonique. Il n'est pas lairde savoir quelle est la meilleure façon de le faire, même si une solution aux moindres arrés (entrees 3 points et 3 points xes dans la base anonique) semble adaptée : on estime diretement danse as la transformation en question et son inertitude. Le hangement de base orrespond alorsà l'ation de la transformation et on peut déterminer l'inertitude sur les oordonnées invariantes.Il ne reste plus qu'à indexer es oordonnées dans la table de hahage ave leur zone d'erreur : onretrouve enore une fois le problème de l'indexation inertaine.10.2.3 Faux positifsEn gérant orretement l'erreur sur les données, nous avons garanti l'exatitude des algorithmes(pas de faux négatifs). En ontrepartie, nous avons une probabilité beauoup plus de faux positifs(ou reonnaissanes fantmes). En eet, l'utilisation d'une zone de ompatibilité au lieu d'un pointunique autorise l'appariement de points situés dans es zones par hasard, et lorsque la probabilitésde tels appariements est susamment élevée, les faux appariements se onjuguent (onspiration)pour donner un sore de mise en orrespondane susamment important pour que l'on estime avoirreonnu un objet. Notons que si l'on parle de reonnaissane fantme, 'est que l'on peut déider siune mise en orrespondane est orrete ou non.
226 Mise en orrespondane, reonnaissane et robustesse Chap. 10On peut distinguer deux soures prinipales de faux positifs. La première est due à la reherhed'une onsistane loale insusamment ontrainte, par exemple lorsqu'on utilise uniquement lesinvariants unaires et binaires pour prédire des appariements globaux, e qui est le as de quasimenttous les algorithmes présentés. Une étape de vériation de la onsistane globale des appariementsest néessaire en n d'algorithme. Cette vériation permet d'aner la transformation et d'éliminerles appariements aberrants (outliers). L'étape de vériation pouvant être oûteuse en temps et ilonvient de ne pas la multiplier inutilement et don de limiter si possible le nombre de faux positifs.Nous verrons dans la setion (10.3) omment quantier la robustesse des algorithmes en alulantle nombre moyen de faux positifs pour ertains algorithmes, e qui permettra également d'estimerleur omplexité moyenne.L'autre soure prinipale de faux positifs est plus sournoise et provient de la simpliation ee-tuée lors de la modélisation de l'image (ou des données) par des primitives : un ertain nombre d'in-formations pertinentes peuvent ainsi être oubliées dans le proessus d'appariement, e qui onduità des reonnaissane orretes au niveau des primitives (i.e. globalement onsistantes), mais inor-retes au niveau des données. Ce problème est inhérent au prinipe de struturation asendant del'information, mais on peut en minimiser l'inuene en modélisant les données par des primitivesplus adaptés et plus séletives. Nous verrons ainsi à la setion (10.3.2) que l'ajout d'un trièdre surles points pour former un repère permet d'éliminer plus de 80% des faux appariements, même aveune erreur très large sur le trièdre, et nous avons vérié dans une appliation réelle sur les pro-téines (hap. 11) que l'emploi des repères omme primitives au lieu des points permettait d'éliminerertains appariements biologiquement non signiatifs mais géométriquement ohérents.10.3 Étude de la robustesse : faux positifsNous avons vu jusqu'à présent le alul des zones d'erreur (ou de ompatibilité) des primitivesgéométriques et les modiations que ela apporte aux algorithmes de reonnaissane. La ontrepar-tie de la prise en ompte de l'erreur est la possibilité de onspirations, 'est-à-dire de reonnaissanesfantmes. Le but de e hapitre est d'étudier d'un point de vue probabiliste la fréquene de e phé-nomène.En eet, il est intéressant de onnaître qualitativement le omportement des algorithmes dereonnaissane en fontion du bruit de mesure et du rapport signal sur bruit des deux images(nombre de primitives ommunes reherhées par rapport au nombre de primitives présentes). Onpeut ainsi déider avant même de l'implémenter si une méthode est eae ou non. Un problème reliémais plus global est d'estimer, indépendamment de la méthode utilisée, la (( omplexité théorique dela mise en orrespondane )) ou plutt le seuil de détetion : quelle est le nombre moyen d'appariementde τ primitives si le modèle et la sène sont aléatoires, et à partir de quelle rapport signal sur bruitpeut-on espérer reonnaître quelque-hose? On peut ainsi se rendre ompte que dans le as desimages médiales 3D que nous avons traité, la probabilité de faux positif est extrêmement faible etvalide pleinement la mise en orrespondane.10.3.1 Modélisation du problèmeLa robustesse des algorithmes de reonnaissane a été étudiée par (Grimson et Huttenloher,1990a; Grimson et Huttenloher, 1990b; Grimson et Huttenloher, 1991; Lamdan et Wolfson, 1991;Grimson et al., 1994) pour les problèmes de reonnaissane à partir d'une bibliothèque de modèlesexats basés sur des points et des droites. Pour simplier l'analyse des faux positifs, nous nousplaçons également dans le adre d'un modèle exat et d'une sène bruitée, mais ontenant des
10.3. Étude de la robustesse : faux positifs 227primitives. Notre apport prinipal dans ette setion est le développement de la méthode de alulpar intégration sur les transformations admissibles entre le modèle et la sène.On suppose don un modèle exat de m primitives et une sène bruitée de n primitives, danslesquels τ primitives sont dans la même onguration (à l'erreur près). Les (m − τ) et (n − τ)autres primitives sont supposées être réparties aléatoirement dans les images modèle Im et sène
Is. En fait, si ette phrase est laire lorsque l'on parle de points, elle l'est beauoup moins pourdes primitives. Par (( image )), nous entendons l'ensemble des primitives mesurables dans une imageréelle ou dans notre ensemble de données. Dans une image volumique, par exemple, la positiond'un repère est ontrainte à être dans le volume eetif de l'image U ⊂ R3, mais le trièdre n'est àpriori pas ontraint. La zone image pour nos repères est don : I = SO3 × U ⊂ M. La répartition
(( aléatoire )) des primitives dans une (( image )) I est bien évidemment la distribution uniforme (i.e.invariante) sur et ensemble.Pour aluler la probabilité d'un faux positif, il nous faut également faire des hypothèses surl'algorithme de mise en orrespondane : on utilise ii le sore de mathing le plus simple : le nombred'appariements, et on aepte une mise en orrespondane (i.e. un ensemble d'appariements) si lesore après vériation est supérieur à un ertain seuil. Les algorithmes de reonnaissane modiésétant orrets, on est assuré de ne pas rater d'appariement et on peut prendre τ omme sore.10.3.2 Séletivité : probabilité d'un faux appariementSupposons que nous ayons une hypothèse f de transformation entre le modèle et la sène. Pourvérier ette hypothèse, on transforme le modèle et on reherhe les primitives ompatibles dans lasène : la primitive y est appariée ave x si µ2(f ⋆ x,y) ≤ ν2, 'est-à-dire si f ⋆ x ∈ Zν(y).On appelle séletivité la probabilité d'aepter et appariement dans l'hypothèse où l'une desprimitives est en fait un outlier dont la position est aléatoire uniforme dans l'image. Par symétrie etpour simplier les aluls, nous supposons ii que 'est la primitive x qui est uniforme. La probabilitéd'un faux appariement s'érit alors sous forme onditionnelle :
P (f ⋆ x↔ y) = P ((f ⋆ x) ∈ Zν(y)|x ∈ Im)et omme la loi uniforme est la mesure invariante normalisée par le volume, on obtient en notant
V(X ) le volume de l'ensemble X :





V ((f ⋆ Im) ∩ Zν(y))
V(Im)Si le volume V(Zν(y)) de la zone d'erreur est susamment faible par rapport au volume V(Im)de l'image, on peut onsidérer que l'image transformée f(Im) ontient entièrement la zone d'erreurou ne l'intersete pas du tout. Cei nous permet d'approher la probabilité préédente par :
P (f ⋆ x↔ y) = εV (Zν(y))V(Im)
ave { ε = 1 si f(-1) ⋆ y ∈ Im
ε = 0 autrementNous avons vu à la setion (5.1) qu'un modèle de bruit homogène est une hypothèse raison-nable pour modéliser le bruit de mesure des primitives. Le volume de la zone d'erreur est dans eas invariant : il ne dépend que de la ovariane à l'origine Σ = J(fy)(-1).Σyy.J(fy)(-T) et pas del'emplaement y autour duquel il est entré :
V (Zν(y)) = V0 =
∫
~xT.Σ.~x≤ν2 dM(~x)





































)En supposant une image ubique de taille l (256 par exemple), ela donne un volume eulidien de
VI = l
3 pour les points et, les trièdres n'étant pas ontraints, un volume de 2π2 pour SO3. Onobtient nalement la séletivité suivante :
P (f ⋆ x↔ y) = ε.η
η =
(















0.2Fig. 10.2  Probabilité d'un faux appariement et séletivité η pour un repère ave une borne θ surl'angle de la rotation d'ajustement et d0 sur la position. A droite : séletivité du trièdre seul (termede gauhe dans l'équation).Nous avons isolé ii dans le premier terme la probabilité d'un faux appariement dû au trièdreseul, qui reète le gain de séletivité obtenu en utilisant les repères au lieu des points seuls. Cettefontion est traée dans la gure (10.2) et montre un gain très intéressant : même pour une bornede θ0 = π/2 = 90deg sur le trièdre, plus de 80% des faux appariements sont rejetés. Pour une borneplus réaliste de θ0 = π/10 ≃ 20 deg, la probabilité d'un faux appariement du trièdre hute à 0.0016 :il faudrait diviser l'inertitude sur la position par 10 pour obtenir une telle séletivité en utilisantseulement les points !Nous verrons dans la setion suivante qu'il est parfois utile de supposer une image sphérique dediamètre d (ave d = √3.l par exemple). Le volume de l'image est dans e as V = 4.π.(d/2)3/3 etla séletivité devient :
η =
(





)310.3.3 Nombre moyen d'hypothèses (Hough et alignement)Pour es deux algorithmes, on ommene par trouver les appariements possibles de k primitives(k étant le nombre minimal de primitives à apparier pour obtenir une transformation unique). Unetelle hypothèse est orrete si les k primitives appariées sont de vrais appariements : il sut en eetque l'un au moins des appariements soit faux pour que la transformation trouvée soit inorrete.On hoisit don k primitives ordonnées du modèles : il y a Aτk = (τk).k! arrangements possiblesen prenant k primitives orretes et Amk arrangements possibles au total. La probabilité de hoisir




= 1− τ !.(m− k)!
m!.(τ − k!) ≃ 1−
( τ
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εi(f).dGOn peut majorer l'intégrale α du seond terme en demandant simplement que les images s'inter-setent :
k∏
i=1
εi(f) ≃ 1 si f ⋆ Im ∩ Is 6= ∅e qui permet de l'estimer grossièrement pour une image 3D en faisant l'observation suivante (pourles transformations rigides) : soit d le diamètre de l'image que l'on suppose sphérique (par exemple
d =
√







.π3.d3 = (2.π.l)3Une majoration du volume de transformation possible entre deux images 3D de taille d est α ≃
(2.π.d)3. La probabilité qu'une base de k primitive dans le modèle ait une base orrespondante dansl'image est :
Pk = α.(1 − (1− η)n)kProportion d'hypothèses orretes Maintenant, on sait que si une base image est orrete, ontrouve obligatoirement la base assoiée dans la sène, mais on peut également trouver d'autres basesqui orrespondent et qui sont des faux positifs qu'il faudra quand même ompter. Pour haune des
Amk bases possibles, on a en moyenne Pk fausses hypothèses, soit un total de Pk.Amk en moyenne,hire auquel il faut rajouter les Aτk hypothèses orretes.













1− (1− η)n. τ
m
)k10.3.4 Probabilité d'aeptation d'une vériationOn suppose ii que l'on a une hypothèse de transformation que l'on veut vérier. Un modèle ayant
m points dont k sont utilisés pour former la base, il reste m− k points à mettre en orrespondane.Dans le as de l'alignement il y aura don m − k zones de reherhe dans la sène La probabilitéqu'un point de la sène ne tombe dans auune de es zones est (1− η̄)m−k, don la probabilité qu'iltombe dans l'une au moins de es zones et qu'il soit apparié est don

















pj(1− p)n−k−j = Ip(τ + 1, n− τ)où Ip(a, b) est la fontion Bêta inomplète normalisée.Dans l'hypothèse p≪ 1, 'est-à-dire η̄m≪ 1, et n≫ k, on peut approher la binomiale B(n−k,p)par la loi de Poisson de paramètre λ = (n− k).p :




j!Proportion de faux positifs On sait que l'on a Amk bases possibles dans le modèle et en moyenne
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10.3. Étude de la robustesse : faux positifs 231La probabilité q peut don être diretement interprétée omme le taux de ltrage des hypothèsesgrâe à la vériation.10.3.4.1 Probabilité de faux positif a posterioriDans les deux setion préédentes, nous avons herhé à aratériser le omportement de deuxalgorithmes, en propageant, étape par étape, la probabilité des appariements inorret. On peutégalement se poser la question des faux positifs a posteriori, une fois que l'on a mis en orrespondane
τ primitives du modèle et de la sène. Nous formalisons le problème ainsi : quelle est la probabilitéde trouver τ appariements si le modèle et la sène sont en fait onstitués de m et n primitivesréparties uniformément?En fait, les setions préédentes nous ont permis de développer les outils néessaires pour ré-pondre à ette question. En eet, si l'on a trouvé k appariements, 'est qu'il existe une transformation








j!ave λ = n.p = n.m.η. Pour obtenir le nombre moyen de faux positifs (la probabilité non norma-lisé), il sut maintenant d'intégrer ette expression sur toutes les transformation admissibles (i.e.superposant un moreau des deux images) e qui revient à multiplier par α.Le nombre moyen d'appariements de τ primitives entre un modèle et une sène aléatoires (uni-formes) de m et n primitives est don ave notre modèle d'image sphérique de diamètre d (et à lalouhe) :
Φ = q.α = (2.π.l)3.Iη.m(τ + 1, n).
8
3
.π3.d3Cette expression n'est évidemment signiative que lorsque η.m.n≪ 1 et, vu l'aspet très qua-litatif de notre analyse, on ne pourra y roire que lorsqu'elle est extrêmement faible. Par ontre, onpeut observer que l'intégration sur les transformations admissibles n'inuene e nombre moyen quepar l'intermédiaire du fateur α et la qualité de son estimation est don relativement peu importantepar rapport à elle de la séletivité η qui inuene très diretement la probabilité d'aeptation q.Pour s'en onvainre, on pourra voir sur la gure (10.3) la diérene des résultats entre points etrepères, en sahant qu'une variation de α ne produit qu'une faible translation vertiale en éhellelogarithmique.10.3.4.2 Exemple d'appliationPrenons le as des données IRM du erveau de la setion (9.3). Les images ont une taille 256 x256 x 165 mm et on y extrait typiquement 2500 points extrémaux dont 500 sont nalement appariés.
232 Mise en orrespondane, reonnaissane et robustesse Chap. 10Séletivité des repères En ombinant l'erreur sur les repères des deux images (modèle et sène),on obtient selon la setion (9.3.3) une matrie de ovariane grossièrement diagonale :
Σ = DIAG(0.005 , 0.006 , 0.065 ; 0.45 , 0.60 , 0.165)Sur une zone aussi petite, on peut approher la mesure invariante sur les rotation par la mesure deLebesgue :
sin2(θ/2)
θ2
.dθ ≃ (1 +O(θ2)).dθ
4et don approximer le volume de la zone ompatible par le volume de l'ellipsoïde d'inertitudeeulidien déni par la matrie Σ et un χ2 de ν2 = 16 :
V0 =
∫










‖r‖2 .dr = 2.π
2En fait, les repères ne sont que semi-orientés, et omme deux repères représentent le même repèresemi-orienté, il faut diviser e volume par 2. On obtient don un volume image total pour les repères(semi-orientés) de :
V(I) = 256.256.165.π2 = 1.067 108e qui donne une séletivité de η = V0V(I) = 1.46 10−8Séletivité des points Il est intéressant de omparer ave la séletivité des points : la ovarianeobtenue sur le veteur d'erreur est isotrope d'éart type σ = 0.70 = √2.0.5. On utilise ii un χ2 de
ν2 = 6. Le volume de la zone d'erreur est ette fois-i V0 = ν3.σ3.43 .π ≃ 21.7, e que l'on ompareau volume simple de l'image : V(I) = 1.08 107. On obtient une séletivité de ηpt = 2.01 10−6. Ongagne don ii deux ordres de grandeur en utilisant les repères au lieu des points !Probabilité de faux positif Pour obtenir une majoration du nombre moyen de faux positifs, onprend omme diamètre de l'image d = √3.l ave l = 256, e qui majore le volume des transformationadmissibles et donne un fateur α = (2.π.l)3 = 4.16 109. Le nombre de primitives est n = m =
2500 et la probabilité d'un appariement de τ primitives pour une transformation xée est don
q = Iη.n(τ + 1, n).Nous avons traé dans la gure (10.3) le nombre moyen de faux positifs Φ = α.q en fontiondu nombre τ de primitives appariés, pour les points et les repères. Dans les deux as, la probabilitéd'obtenir un faux positif ave 500 appariements (nombre moyen de primitives appariées dans esimages) est rigoureusement nulle (à la préision numérique de la mahine). A titre d'indiation,nous avons traé sur la gure la ligne de probabilité Φ = 10−10, à partir de laquelle on peut
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Fig. 10.3  Probabilité de faux positif pour les points et les repères semi-orientés. La séletivité desrepères est de ηrep = 1.5 10−8 tandis que elle des points est de ηpt = 2 10−6. Les images sont detaille 256 x 256 x 165 et ontiennent 2500 primitives. La barre des Φ = 10−10 est passée pour 10repères et 55 points.raisonnablement penser qu'on n'observera plus auun faux positif. Étant donné que nous avonslargement surestimé le volume α des transformations admissibles, ette borne est d'autant plusrédible. La limite est passée pour 10 appariements de repères et 56 appariements de points. En faiten peut grossièrement estimer qu'il faut 5 fois plus d'appariements de points que d'appariements derepères pour obtenir la même probabilité de faux positif ! L'intérêt d'utiliser des primitives omplexesest don partiulièrement lair.10.3.5 DisussionEn e qui onerne les estimations de faux positifs pour l'alignement et la transformée de Hough,on peut ontinuer les statistiques pour aluler par exemple le nombre moyen d'hypothèses à vérieravant d'en trouver une bonne, ou la omplexité moyenne des algorithmes, mais tous es alulsreposent sur un fontionnement préis des algorithmes de reonnaissane. De plus, pour pouvoirmener ette analyse d'un point de vue théorique, nous avons été obligés de faire des hypothèsesrelativement restritives (modèle exat, distribution uniforme...) qui ne sont souvent pas vériés.Les divers analyses présentées ii doivent don être onsidérés omme simplement indiatives d'unomportement et non pas omme des estimations quantitatives.Par ontre, dans le adre d'algorithmes génériques sur les primitives géométriques, il serait in-téressant de aluler la séletivité des appariements en ligne (lors de l'algorithme) et de la propagerdans les diérentes opérations utilisées omme nous l'avons fait pour l'inertitude. On pourrai ainsivérier en tout point de l'algorithme l'état des hypothèses et abandonner elles qui sont trop in-ertaines sur des bases quantitatives. Cela est à relier diretement ave les ritères de mathingprobabilistes développés dans (Rigoutsos et Hummel, 1991b; Rigoutsos et Hummel, 1991a; Rigout-sos, 1992), intégrant diretement dans le ritère d'appariement la probabilité de faux positifs.
234 Mise en orrespondane, reonnaissane et robustesse Chap. 1010.4 Quelques problèmes lésDans la première setion, nous avons répertorié un ertain nombre d'algorithmes de mise enorrespondane généralement utilisés ave des points et nous les avons formalisé grossièrement enterme de primitives. Nous avons ensuite analysé les modiation néessaires pour es algorithmesontinuent à fontionner orretement (i.e. sans faux négatifs) en présene d'erreur. Nous nousintéressons dans ette setion à quelques problèmes lés, sous-tendus par les algorithmes présentés,et qui onstituent les points diiles pour l'utilisation de es tehniques de mise en orrespondaneave des primitives générales ou simplement à ause de l'introdution de l'erreur.En e qui onerne l'algorithme ICP, nous avons déjà développé le formalisme néessaire aualul de la transformation, mais il manque une implémentation eae pour l'algorithme du plusprohe voisin dans une variété, munie bien sûr d'une métrique riemannienne non eulidienne.Un problème relativement prohe qui se pose pour la transformée de Hough est elui du lusteringde primitives ou de transformations (un terme équivalent en français serait groupement ou regrou-pement). Tous les autres algorithmes utilisent plus ou moins des invariants binaires, ternaires oud'ordre enore supérieur. Le problème est non seulement de les aluler, mais aussi de savoir lesomparer orretement et eaement. Nous proposons une approhe basée sur les espaes deforme qui devrait permettre de replaer es invariants dans un adre de géométrie riemanniennesimilaire à elui que nous avons développé pour les primitives homogènes. Le dernier point que nousabordons dans ette setion onerne les tehniques d'aélération de la reherhe de primitives oud'invariants ompatibles, 'est-à-dire prinipalement les tehniques de hahage.10.4.1 PPV dans une variétéLe problème du plus prohe voisin est anien et a été beauoup étudié d'un point de vue géométriealgorithmique. La notion mathématique orrespondante est elle de diagramme de Voronoï. Onpourra onsulter par exemple (Aurenhammer, 1991; Okabe et al., 1992; Boissonnat et Yvine, 1995).Cependant, il est souvent plus faile d'implanter des tehniques moins rigoureuses mais plus eaesomme les (( k-D trees )) (Preparata et Shamos, 1985) qui subdivisent itérativement l'espae suivanthaune des dimensions et en fontion des points donnés. Cette tehnique repose sur l'équivalenede la norme eulidienne L2 ave la norme L∞, séparable selon les axes, e qui permet d'obtenirun enadrement de la norme eulidienne en fontion de la diérene maximale sur les oordonnées.La généralisation de et algorithme à une variété riemannienne semble diile ar il n'existe plusde système de oordonnées globales qui nous permette de dénir une norme similaire à L∞ etd'alterner la reherhe suivant les axes. Cependant, les géodésiques passant par un point étant desdroites passant par l'origine dans la arte exponentielle en e point, il n'est pas impossible que l'onpuisse mettre au point une tehnique de subdivision de la variété basée sur ette propriété.La notion de diagramme de Voronoï est par ontre généralisable à une variété riemannienne,mais très peu de travaux s'y sont intéressés. On peut toutefois iter (Boissonnat et Yvine, 1995,hap.18) pour une variété hyperbolique, mais sa détermination repose sur le fait que ette variétéest de ourbure négative partout et qu'il existe un diéomorphisme qui permet de se ramener à Rn(en l'ourrene une projetion). Ce type de traitement ne peut évidemment pas s'appliquer à desvariétés de ourbure positives omme les sphères ou les espaes projetifs (e qui inlut les rotations3D), mais d'autres tehniques sont possibles. Watson a ainsi développé une méthode pour alulerle diagramme de Voronoï sur les sphères Sn munies de leur métrique anonique (voir (Watson,1988) et gure 10.4). Il est possible que ette méthode soit généralisable à nos variétés homogènes(munies de la métrique riemannienne invariante) en utilisant une fois de plus les propriétés desartes exponentielles. Il reste toutefois le problème de l'eaité de es algorithmes.
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Fig. 10.4  Diagramme de Voronoï et triangulation de Delaunay duale sur la sphère S2 générésinterativement et en temps réel par l'applet java ModeMap de Dave Watson aessible à l'URL :http://www.iinet.om.au/∼watson/modemap.html.Enn, pour onlure e tour d'horizon très rapide du problème, on pourra noter que toutes esméthodes ne peuvent pas aluler le plus prohe voisin au sens de la distane de Mahalanobis. Eneet, elles reposent sur un pré-traitement des données en onnaissant la métrique, alors que elle-in'est xée que lorsqu'on pose la question pour la distane de Mahalanobis puisque ette distanefait intervenir la ovariane de la primitive testée. Il reste don un travail important à réaliserdans e domaine pour pouvoir inlure proprement un algorithme du plus prohe voisin dans notreméthodologie générique sur les primitives.10.4.2 Clustering de primitives géométriques probabilistesClustering peut se traduire en français par regroupement ou lassiation suivant le sens prinipalsur lequel on veut insister. Dans notre as, le prinipal problème de lustering est de regrouper lestransformation ompatibles entre elles pour la transformée de Hough. On pourra onsulter (Olson,1994) pour une analyse réente des diérentes tehniques utilisée dans ette optique et (Jolion et al.,1991) pour une approhe robuste, sans oublier les ouvrages lassiques (Duda et Heart, 1973; Jainet Dubes, 1988).Comme on n'utilise pas ii l'ation des transformations sur des primitives, le problème génériqueest elui du lustering de primitives dans une variété. Ave notre formalisation, le problème estrelativement simplié par rapport au adre lassique puisque nous possédons en plus des mesuresune information d'inertitude assoiée : la matrie de ovariane. Par ontre, Grimson a montré dans(Grimson et Huttenloher, 1990b; Grimson et Huttenloher, 1991) que l'introdution de l'erreurrendait e type d'algorithme partiulièrement sensible aux faux positifs. De plus, nous voudrionspouvoir reherher plusieurs objets simultanément, 'est-à-dire eetuer un lustering sans onnaîtrele nombre de lasses reherhées.Il semble possible de généraliser un ertain nombre de tehniques de lustering sur les points à
236 Mise en orrespondane, reonnaissane et robustesse Chap. 10notre problème en remplaçant la distane entre points par la distane riemannienne ou de Maha-lanobis entre primitives. Par ontre, les tehniques d'éhantillonage de l'espae se heurtent à desproblèmes importants dûs au fait que nous ne sommes plus dans un espae vetoriel (voir ependantà e sujet la setion 10.4.4).Nous avons hoisi dans le hapitre 11 d'utiliser une tehnique relativement peu eae, peurigoureuse mais simple à implanter : on hoisit omme hypothèse de départ la transformation laplus informative de la liste (en utilisant l'opération statistique (( Information )) de la setion 6.3.4)et on fusionne itérativement la transformation ompatible la plus prohe de l'état ourant (au sensde la distane de Mahalanobis), en enlevant à haque fois la transformation fusionnée de la liste. Onreommene ensuite l'opération pour estimer une nouvelle lasse, jusqu'à e que la liste originellesoit vide. Il ne reste plus alors qu'à ltrer les lusters obtenus pour ne onserver que les quelquesmeilleurs.Une autre solution, sans doute plus rigoureuse, onsisterait à faire un moindre χ2 selon l'algo-rithme développé à la setion (8.3.2) en partant du même point de départ, mais en n'utilisant àhaque étape de la desente de gradient, que les transformations ompatibles ave l'estimée ou-rante (elle-i étant onsidérée omme déterministe puisque estimée à partir des transformationsompatibles). Lorsque l'algorithme a onvergé, on enlève les transformations ompatibles de la listeet on herhe à estimer une nouvelle lasse par le même prinipe. Cet algorithme reste toutefois àtester, partiulièrement en e qui onerne la onvergene et la stabilité. De manière plus générale,un travail important reste à eetuer pour adapter les algorithmes existants à notre formalisme,tester leur eaité, leur stabilité et leur préision.10.4.3 Invariants n-aires : espae des formesNous avons parlé préédemment d'invariants binaires, ternaires, et, et plus spéialement des
(( invariants aratéristiques de la forme onstituée des k points ordonnés )), en restant volontairementou sur ette notion. On imagine assez aisément l'utilisation de la distane omme invariant dedeux points pour les transformations rigides et nous avons déjà parlé des trois distanes inter-pointspour les invariants d'un triplet de points. Il est par ontre plus dur d'imaginer e que sont lesinvariants rigides d'un quadruplet de points, sans parler des invariants projetifs des droites oud'autres primitives. Beauoup de travaux se sont foalisés sur la reherhe de tels invariants et l'onpourra onsulter utilement à e sujet (Mundy et Zisserman, 1992; Weinshall, 1993; Rothe et al.,1994).Nous présentons rapidement ii une autre approhe basée sur la théorie des formes et prini-palement développée par Kendall et Le dans (Kendall, 1989; Le et Kendall, 1993; Le, 1995). Onpourra également se reporter au hapitre 12 pour un exemple d'utilisation de ette théorie surles points. L'idée est de aratériser l'espae des ongurations de k primitives. Par onguration,nous entendons e qui est invariant sous l'ation d'un groupe de transformation xé : la forme.Un k-uplet de primitives est ainsi un élément de Mk et pour obtenir la forme, on identie tousles k-uplets superposables par une transformation f ∈ G : l'espae Ik des formes à k primitives estdon l'espae quotient Ik = Mk/G, noté Σ(M,G, k) par Kendall. On peut reformuler ei de lamanière suivante : un k-uplet de primitives X ∈Mk peut se (( fatoriser )) en une forme i ∈ Ik et la
(( position )) f ∈ F ⊂ G de ette forme dans l'espae.Supposons que nous ayons obtenu une aratérisation de l'espae des k-formes et une arteloale. Pour pouvoir omparer des formes, nous devons déterminer une métrique riemannienne, puisles géodésiques et enn les arte exponentielles. Nous pensons qu'il est possible de déterminer lesonditions d'existene d'une métrique riemannienne sur Ik ompatible ave les métriques surM et
10.4. Quelques problèmes lés 237sur G de façon similaire à e que nous avons fait à la setion (3.5.4) pour la métrique invariante surune variété homogène. La détermination des géodésiques se fait alors de la même façon que pourn'importe quelle variété, mais ontrairement au as des variétés homogènes, nous n'avons pas degroupe de transformation pour identier la arte exponentielle en un point xé (origine) à la arteexponentielle en un autre point, e qui fait que, d'un point de vue informatique, nous devrions gérertoutes les artes exponentielles...Si les notions de primitives aléatoires, de moyenne et de ovariane semblent se transportentrelativement aisément sur es variétés d'invariants, le problème de la gestion informatique d'un
(( invariant probabiliste )) reste don à résoudre. Les opérations élémentaires sur les invariants pro-babilistes sont par ontre plus restreintes : nous avons essentiellement identié les trois opérationssuivantes : Tradution d'un k-uplet en k-forme et position : X ∈Mk ↔ (i, f) ∈ Ik × G.Les diérentielles doivent également être alulées pour pouvoir implanter aussi ette opérationau niveau des primitives et invariants probabilistes. Distane entre deux k-formes : dist(i1, i2).Cette opération de base est a priori implantable ne utilisant la distane eulidienne dans laarte exponentielle en l'un des deux points, mais enore faut-il avoir l'expression de ette arteen tout point. Distane de Mahalanobis entre deux k-formes probabilistes : µ(i1, i2).On peut également rajouter à ette liste des opérations du type (( modélisation statistique )) et
(( mesure du bruit )) (voir setion 6.3.4), mais il faut tout d'abord en dénir le sens. Pour onlure,nous pensons que l'étude des invariants n-aires par les espaes de formes devrait permettre uneétude théorique rigoureuse de es objets géométriques, mais leur gestion informatique néessiterasans doute des aménagements par rapports à la méthodologie que nous avons développé jusqu'iipour gérer les primitives et les transformations aléatoires.10.4.4 Indexation inertaineDans tous les algorithmes utilisant des invariants se pose le même problème : retrouver e-aement parmi un ensemble d'invariants, éventuellement muni de leur inertitude, eux qui sontompatibles ave un invariant donné. La solution la plus simple, mais aussi la moins eae, onsisteà omparer individuellement l'invariant en question ave tous les autres, e qui a une omplexité en
O(N) si N est le nombre d'invariants dans la (( base de donnée )).Il y a prinipalement deux type de tehniques pour diminuer la omplexité : on peut éhantillon-ner réursivement l'espae de reherhe en fontion des données (tehniques de type k-D trees), equi donne généralement un omplexité de reherhe de O(logN), ou bien éhantillonner l'espae dereherhe de manière xe, mais ave une tehnique d'indexation de ette éhantillonage qui permettede retrouver en temps quasi-onstant les données relatives à un emplaement : e sont les méthodesde hahage, auxquelles nous nous intéressons dans ette setion.Supposons pour l'instant qu'il n'y ait pas de bruit sur les données. Il nous faut déterminer unéhantillonage de l'espae et une fontion de hahage qui transforme les oordonnées d'un (( buket ))(une ase de l'éhantillonnage) en un ode, qui est l'index d'un tableau de listes regroupant lesdonnées de même ode. La fontion de hahage doit être hoisie de façon à disperser au maximumles odes produits an d'obtenir des listes de longueur faible (idéalement 1 pour haque ode).L'introdution de l'erreur pose un ertain nombre de problèmes dans e formalisme puisque nousdevons indexer ou retrouver nos invariants ave une zone d'erreur : elle-i intersete en généralplusieurs ases de l'éhantillonnage. Il nous faut tout d'abord déterminer quels sont es ases.





























Liste des objets d’index k
Fig. 10.5  Hahage de données multi-dimensionnelles en présene d'erreurDans (Penne, 1993b), nous avons analysé les diérents types de hahage à base de points utiliséspar les algorithmes de reonnaissane. Prenons un exemple simple : l'indexation d'un point de Rdave une zone d'erreur bornée en norme par ε ave une disrétisation artésienne de l'espae depas isotrope l. On montre alors que le nombre moyen de ases indexées (i.e. reoupant la zoneompatible) est de l'ordre de n̄ = (1 + 2.ε/l)d. Sur des ritères de probabilité de faux positifs,nous avions onlu qu'un pas de hahage l ≃ ε était un bon ompromis, e qui donne déjà endimension 3 un nombre moyen de ases indexées de 9. Pour une dimension xée, e n'est qu'unfateur multipliatif dans la omplexité, mais e fateur est exponentiel vis à vis de la dimension.Ainsi, si l'on regarde le hahage géométrique ave des points 3D (rigides), nous avons trois invariantspour la base (les distanes entre les trois points de elles-i) et les trois oordonnées du quatrièmepoint dans ette base. Le nombre moyen de ases indexées est ette fois-i de 729 !Par ailleurs, même en supposant la même borne d'erreur sur tous les points, la propagationde elle-i dans le alul des invariants donne une borne qui varie en fontion de la position desinvariants, omme on peut le voir dans la gure (10.6). Dès lors, on peut se demander si unedisrétisation adaptative de l'espae ne serait pas plus appropriée.Enn, pour nir, nous n'avons vu jusqu'ii que les problèmes liés aux invariants simples despoints. Si l'on onsidère par exemple un ouple de repères, l'invariant binaire assoié est lui aussiun repère ('est la transformation de l'un des repères à l'autre, exprimée dans l'un des repères).L'espae des invariants est don ette fois-i SO3 × R3 et non plus Rd. La première question estomment éhantillonner de manière régulière un espae ompat boulant sur lui-même omme lasphère ou SO3. Ce problème est relié au alul des ases intersetées par la zone d'erreur, qui doitêtre très eae pour que le hahage onserve un intérêt. On pourrait imaginer un éhantillonnage
(( artésien )) dans la arte prinipale, mais si la rotation est prohe du bord de la arte, la zoned'erreur peut être séparée en deux moreaux, 'est-à-dire sortir d'un té de la arte pour y rentrerà l'opposé. De plus, si la zone d'erreur est un vrai ellipsoïde pour un veteur rotation entré dans
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Fig. 10.6  A droite, une image 512*512. Les deux points servant de base sont indiqués en grasave la taille de leur zone d'erreur (borne de 5 pixels). A gauhe, la tranhe de la table de hahageorrespondante à la longueur mesurée de la base. On peut voir la sensibilité des invariants au bruitde mesure de la base en omparant la taille des zones d'erreur dans l'espae images (à gauhe) etdans l'espae des oordonnées invariantes (à droite).la arte, 'est de moins en moins vrai lorsqu'on s'approhe du bord.L'adaptation des tehniques de hahage à des primitives ou de invariants généraux en présened'erreur n'est don pas un problème faile, et le gain d'eaité pour lequel es tehniques étaientutilisées à l'origine n'est pas forément onservé. La reherhe eae des invariants ompatiblesest pourtant un problème ruial à résoudre pour onserver une omplexité faible à nos algorithmesde reonnaissane sur les primitives.10.5 DisussionNous avons formalisé dans e hapitre divers algorithmes de reonnaissane en terme de pri-mitives géométriques et montré omment on pouvait les modier pour qu'ils prennent en omptel'erreur de façon orrete. La ontrepartie est l'apparition de faux positifs et nous avons montréave une étude très qualitative que l'emploi de primitives plus omplexes mais plus séletives étaitpleinement justié pour les algorithmes de reonnaissane. Ce type d'étude serait d'ailleurs à anerpour pouvoir aluler et propager la probabilité de faux positif dans les divers opérations des algo-rithmes de mise en orrespondane. Par ontre, un ertain nombre de points déliats sont enore àrésoudre pour pouvoir utiliser ouramment es algorithmes dans le adre générique que nous avonsdéveloppé dans e manusrit.Nous avons identié en partiulier quatre points lés. Le premier est lié à la struture desinvariants et nous l'avons relié à la théorie des espaes de forme. Nous pensons qu'il serait ainsipossible, non seulement de aratériser les variété mises en jeu, mais aussi leur struture métriqueinduite. Le seond onerne la lassiation dans une variété, et plus partiulièrement en présened'une information d'inertitude sur haune des mesures. Nous avons développé une solution à eproblème mais elle n'est pas entièrement satisfaisante. Les deux derniers points lés sont liés àl'eaité algorithmique des problèmes de reherhe. Il s'agit dans un as de reherhe le point leplus prohe, au sens de la métrique riemannienne ou de la distane de Mahalanobis, et dans l'autreas de reherhe les primitives (probabilistes) ompatibles ave une primitive donnée, au sens du
χ2. Nous avons pu observer que les tehniques de hahage posaient des problèmes de omplexité
240 Mise en orrespondane, reonnaissane et robustesse Chap. 10très important, d'une part à ause de la gestion de l'erreur et, d'autre part, à ause de la topologienon plane des variétés onernées. Ces problèmes deviennent ruiaux ave l'augmentation de ladimension de la variété. Par ontre, nous pensons que ertaines tehniques de subdivision adaptativede l'espae pourraient être généralisables relativement failement à nos variétés homogènes, enutilisant les propriétés des artes exponentielles.Enn, pour nir, nous avons montré ave une étude très qualitative de la probabilité de fauxpositifs que l'emploi de primitives plus omplexes mais plus séletives était pleinement justié pourles algorithmes de reonnaissane. Ce type d'étude serait d'ailleurs à aner pour pouvoir aluleret propager la probabilité de faux positif dans les divers opérations des algorithmes de mise enorrespondane.
Chapitre 11
Problèmes de reonnaissane en biologiemoléulaire
Ce hapitre a été publié dans Shape and Pattern Mathing in Computational Biology en 1994(Penne et Ayahe, 1994; Penne et Ayahe, 1998) et a été l'une des motivations majeures dudéveloppement de la théorie présentée dans e manusrit. La setion (11.4.1.1) est une expé-rimentation réente utilisant les résultats du hapitre 8 et qui onrme le gain de séletivitéobtenu grâe à la gestion rigoureuse de l'inertitude sur les repères.RésuméLa plupart des ations biologiques des proteines dépendent de parties préises de leurstruture 3D que l'on nomme motifs. Pour deouvrir automatiquement les motifs 3D seorrespondant entre proteines, nous proposons un nouvel algorithme de reonnaissaneet realage de sous-strutures 3D basé sur des tehniques de geometri hashing. Le pointlé de la méthode est l'introdution d'une base eulidienne 3D attahée à haque aideaminé, e qui permet de aluler 6 invariants par ouple d'aides aminés, et par là mêmede réduire drastiquement la omplexité, typiquement en O(n2).Une analyse préise de la propagation des erreurs dans l'étape de prétraitement et l'in-trodution du ltre de Kalman étendu assurent l'eaité et la robustesse lors de lareonnaissane.Nos résultats expérimentaux onrment la validité de l'approhe et la stabilité remar-quable des 6 invariants utilisés pour le mathing. Nous royons que e nouvel algorithmepermettra dans un futur prohe la omparaison systématique de très grandes struturesgrâe à la rédution de la omplexité qu'il autorise.11.1 Introdution11.1.1 BakgroundMost biologial ations of proteins, suh as atalysis or regulation of the geneti message (trans-ription, maturation, et.) depend on some typial parts of their three-dimensional struture, alled241
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ulaire Chap. 113D strutural or binding motifs.Proteins with similar 3D motifs often show similar biologial properties, and it is thereforehighly desirable to searh for similar 3D motifs between proteins (Branden et Tooze, 1991). Sineproteins are omposed of thousands of atoms, this searh requires eient and fully automatedmethods. Appliations in biology and mediine are immense, ranging from drug design and diseasepredition to protein design and engineering, without forgetting researh on the understanding ofation mehanisms.The protein struture is typially modeled at three dierent sales: the primary struture is the linear suession of amino aids, the seondary struture is the loal organization of the hain into strutural motifs, and the tertiary struture is the omplete desription of the positions of atoms in spae, andan reveal the presene of 3D non linear motifs.Most of existent tehniques for omparing proteins deal with the omparison of the primarystruture only, using harater string omparison algorithms, and espeially dynami programmingbased ones (Myers, 1991; Laroix et Codani, 1991). These approahes an not easily nd most ofthe strutural or binding motifs, whose nature is intrinsially 3D. For instane, polypeptide hainsthat form a spei strutural motif frequently show no or very low sequene homology, even whenthey are assoiated with the same spei funtion (Branden et Tooze, 1991, page 99). Hene, onlythe omparison of the tertiary strutures of the hains an reveal 3D orrespondenes.Moreover, the availability through international data banks of an everyday inreasing numberof 3D strutures allows for the systemati searh of motifs present in large sets proteins, providedthat eient and fast 3D substruture mathing algorithms do exist.In this spirit, Fisher and his olleagues (Fisher et al., 1992a; Fisher et al., 1992b) haveexploited the geometri hashing paradigm previously introdued in omputer vision by Lamdanand Wolfson (Lamdan et Wolfson, 1988; Wolfson, 1990). They proposed substruture mathingmethods based on preproessing and reognition algorithms of omplexity O(n3), where n is thenumber of atoms of interest (either in the motif or in the protein). A key point of their approah is thepossibility to refer to 2 rigid invariants (the distane oordinates) of any atom of the protein withrespet to two other atoms piked arbitrarily as forming a geometri basis. The results reportedin their publiations were enouraging, and motivated our work.11.1.2 An O(n2) 3D substruture mathing algorithmFollowing their pioneering work, our main idea was to redue the size of a basis from twoto a single atom. To ahieve this goal, we introdue a 3D referene frame attahed to eah aminoaid. Doing this, we an now hoose a single amino aid as a basis, and ompute 6 rigid invariants(the parameters of translation and rotation) attahed to any other amino aid. This allows todrastially redue the omplexity of both the preproessing and reognition stages of geometrihashing, typially from O(n3) to O(n2).A thorough analysis of the propagation of the errors in geometri hashing (Penne, 1993a) andthe introdution of extended Kalman ltering for the lustering of found transformations (Ayahe,1991; Guézie et Ayahe, 1992) guided our implementation to insure eieny and robustness ofthe approah.Our experimental results onrm the validity of the approah, and the remarkable stability of the6 rigid invariants used for mathing. We believe that this new algorithm, beause of the redution ofthe algorithmi omplexity it implies, will allow the systemati omparison of very large struturesin the near future.
11.2. Protein struture modeling 243Our paper is organized as follows: rst we detail the referene frame attahed to eah amino-aid,and then desribe the new geometri hashing algorithm we propose for mathing. Third we reportour experimental study, and nally we present a few potential extensions of our work.11.2 Protein struture modelingProteins are omposed of possibly several hains of amino aids linked eah others by peptidebonds. Three groups of atoms in eah amino aid onstitute the bakbone of the hain : the entralatom Cα to whih are attahed on eah side an NH group and a arbonyl group C ′ = O (see gure11.1). The residue R, also bound to the Cα, haraterizes the nature of the amino aid but does nottake part to the bakbone of the hain.





















e3 = e1 × e2Fig. 11.2  Geometry of an amino aid around the Cα and denition of a basis.this basis uniquely denes the position and orientation of the amino aid in spae. We will henemodel an amino aid by a ouple (point, trihedron) with possibly a label (the type of amino aid),and a protein by the set of these ouples.The struture omparison problem is thus stated as follows : given two suh sets, nd all rigidtransformations that math a minimum number of amino aids of the two strutures. The problem
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ulaire Chap. 11an be extended to the omparison of a target moleule with a data-base of proteins. We will seethat the geometri hashing paradigm is espeially well suited for suh a researh.11.3 Mathing proteinsThe problem we are onfronted with is very lose to reognition problems in volume imageanalysis, espeially in the medial eld. In this ase, one has to proess points extrated fromsurfaes with their assoiated Frenet trihedron (Thirion, 1993; Ayahe, 1993; Guézie et Ayahe,1993). So in both ases, the model adopted to redue the data is a set of ouples (point, trihedron).Classial tehniques rely on model-based approah of objet reognition. See for instane (Grimson,1990) for a survey. Given a data-base of modeled objets (alled models), the aim is to reognize in asene what objets are present, and how they are plaed. The simplest problem where the data-baseis redued to only one objet is alled simply mathing or sometimes registration.11.3.1 The geometri hashing algorithmThe geometri hashing algorithm was introdued by Lamdan and Wolfson for model basedreognition in omputer vision (Lamdan et Wolfson, 1988; Wolfson, 1990). The basi idea is tostore in a data-base at preproessing time a redundant representation of models, based on loalfeatures to allow for olusion, and invariant by rigid transformation. Doing so, the representationof the sene omputed at reognition time will present some similarities with that of some objetsof the data-base. Aumulating these evidenes will allow the reognition and registration of objetspresent in the sene and in the data-base. This approah an also be related to shape autoorelationoperators (Califano et Mohan, 1991). Invariant desriptionIn our ase, loal features are frames. However, in the absene of labels, any model frame anbe mathed with any sene frame. To obtain an invariant desription, we thus have to onsiderbinary onstraints between frames. Indeed, a ouple of frames has 6 invariants given by theparameters of the rigid transformation from the last frame to the rst (gure 11.3). For easeof work, we use in fat the 3 oordinates of the translation (expressed in frame i), and the 3angular values between the orresponding axis of the two frames. These values will onstitutethe 6D invariant vetor of a frame ouple. In order to deal with olusion, the representation
Rigid Transformation
    (6 Parameters)
Frame i
Frame j
Fig. 11.3  If frame i is onsidered as the basis of the Eulidean spae (referene frame), the 6parameters of the rigid transformation mapping frame j on the origin (frame i) are invariants.of one frame has to be redundant: eah frame will then be assoiated with any other frame ofthe objet to ompute the set of 6D invariant vetors haraterizing this referene frame (see
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Fig. 11.4  Preproessing: the 6D invariant vetor assoiated with every ouple of frames is omputedwith its error zone (see Error handling setion) and used as an index for the ouple in the hash table.For the sake of simpliity, we only deal here with the representation of model frame i (Fmi).for example gure 11.4). The global representation is then the set of every frame ouple of themodel, eah one being an entry for the hash table, with the 6D invariant vetor as index. PreproessingIn order to optimize the aess to the representation for reognition time, the geometrihashing algorithm uses a hash table for storing models. Indeed, given one objet, just omputethe 6D invariant vetor assoiated with eah possible ouple (referene frame, other modelframe), and set it as an index in a 6D hash table for the ouple. Eah model is proessedindependently, but stored in the same hash table. The omplexity of the step is O(M.m2),where M is the number of models and m the mean number of amino aids per model. Typialvalues for m range from 15 for motifs to a few hundreds for big proteins. The omplexity inspae for the hash table is the same sine it only depends on the number of entries. This stepis performed without any knowledge of the sene to be mathed and hene an be done onefor all. ReognitionChoose a referene frame; for eah dierent sene frame, ompute the 6D invariant vetor andretrieve the ompatible model ouples (referene frame, other model frame) in quasi onstanttime thanks to the hash table. During the proess, maintain a list of the model refereneframes found, and for eah one aumulate the number of ompatible ouples. This will bethe sore for the mathing of these model referene frames with the onsidered sene refereneframe.The proess is repeated with eah sene frame taken as the referene frame. The output is thelist of model and sene mathing referene frames with their assoiated sore (see gure 11.5).We only keep the mathes with a sore above a threshold. This parameter is either statior dynamially adapted during the algorithm. It is also possible the keep a xed number ofmathes (usually the best ones).The simple mathing of a model and sene referene frames is suient for omputing af-terward a rigid transformation, but every ompatible ouple an brings up some additionalinformation (the mathing of seondary frames) that an be used to rene it at a small ostduring this proess, using for example an extended Kalman lter.
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Fig. 11.5  Reognition: for eah sene frame ouple, ompute the 6D invariant vetor and retrievethrough the hash table every ompatible model frame ouple. For eah suh ouple, tally a vote forthe mathing of the referene frames (here Fmi  Fsj).Considering that the aess to the hash table is done in onstant time, whih is true for welldistributed tables, the omplexity of the whole stage is O(n2) where n is the number of frames(amino aids) in the sene. Error handlingDue to the resolution of the X-ray determination of protein struture, onformational defor-mations and even strutural dierenes between moleules that indue dierent onstraintson the motif, one has to deal with errors in atom positions. A previous study on the propa-gation of errors within geometri hashing shows that, onsidering a bounded error ε on theposition of every atom, one an determine bounds on the error for the invariant vetor usedto hash (Penne, 1993a). We do only provide here the pratial bounds we used and rediretthe interested reader to the original paper for further developments. Let r be the radius of theinsribed irle to the triangle used to form the referene frame, and d be the distane betweenthe two amino aids within the onsidered ouple. The error in the oordinates of the aminoaid in the referene frame (rst part of the 6D vetor) is bounded by εgh = ε (1 + d3r). Astrong supplementary onstraint is given by the bound εd = 2 ε on the distane d. Conerningthe 3 angular values (seond part of the 6D vetor), a theoretial error bound on eah angleis εθ = 2 εl +O(ε2) where l is the length of the onsidered triangle edge, but half this bound isa good pratial value. As numerial values, we ompute that r = 0.38 Å and use an averagevalue l = 1.7 Å for triangle edges. Eah buket of the hash table interseting the volumeerror of a 6D invariant vetor is dened as an entry for the ouple. Sine the hash table anbe oarsely disretized, we verify at reognition time that the ouples found have ompatibleinvariant vetors.As long as the hash table is sparsely distributed, this bounded error model for geometrihashing is suient. When it omes to very big proteins or big data bases, a probabilistisheme (Rigoutsos, 1992; Rigoutsos et Hummel, 1993) would be more adapted.11.3.2 Clustering and extensionFrom now on, we use a probabilisti sheme. Hene, eah amino aid frame is given an assoiatedovariane matrix, whih is propagated through the omputations. The original ovariane matrix
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Non symmetric closest neighbor
Matches accepted
by the       test Fig. 11.6  Left: the model is mapped onto the sene and three mathes are satisfying the symmetrilosest point and χ2 test onstraints. Right: these three mathes are used to reompute the rigidtransformation and update the position of the model. Sine the same mathes are satisfying theonstraints, the algorithm an stop.is diagonal with a value σ2d on the translation vetor and σ2θ for error on the rotation vetor. In ourexperiments we generally use σd = 0.5Å and σθ = 0.2 rad. ClusteringWe have to aggregate the redundant information obtained from the geometri hashing stage.In order not to mix up the dierent possible models, we split the list of mathing refereneframes into one list for eah model. For eah suh list, we onsider the rst math as a luster,and examine eah dierent math as follows: Deide with a χ2 test on Mahalanobis distane between the two transformations if theyare ompatible. If so, merge them together using the extended Kalman lter : the luster transformationis updated with the new 3 pairs of atoms mathed together.Repeat the proess until eah math be inorporated into a luster. The omplexity isO(km.kc)with a number km of mathes and kc of lusters on output, but kc is quasi onstant in pratie,a few tens at the very most. ExtensionClusters must now be heked and their mathing list extended. This is done using an align-ment test: using the rigid transformation previously determined, the model is mapped ontothe sene and the possible mathes are veried. For the sake of simpliity, only the positionof the Cα is now onsidered in eah amino aid. Eah Cα of the model is examined as follows(see gure 11.6).
248 Problèmes de reonnaissane en biologie moléulaire Chap. 11 Map the model Cα onto the sene and searh for the losest Cα of the sene. In order tokeep the algorithm symmetrial between the model and the sene, map bak the sene
Cα to the model and verify that the original model Cα is its losest neighbor. If not,rejet the model Cα. Compute the Mahalanobis distane between the transformed model Cα and the seneone, and deide using a χ2 test if this math is valid. If not, rejet the model Cα. Update the rigid transformation of the luster with this new math using the extendedKalman lter.This proess is repeated until onvergene (stability of mathes) or a maximum number ofiterations (usually about 10). Seeking the losest neighbor is performed using k-D trees (Pre-parata et Shamos, 1985). The omplexity of onstruting a k-D tree is O(n. log n) with O(n)storage. The searh for a losest neighbor is sub-linear, and almost onstant in pratie. Hene,the whole stage has a omplexity O(n. log n+ n.k).11.3.3 Algorithm analysis Simpliations : The following heuristis an help speeding up the geometri hashing step: Only keep ouples with inter-distanes under a threshold (typially around 20 Å). Theunderlying justiation is that amino aids of the motif are usually lose in spae. Label the referene frames (or even every amino aid) with their residue name. Indeed,sine we only seek in this step some initial mathes, we do not need to obtain every mathand it an be suient to onsider amino aids with the same residue. This is howevernot used in our experiments. Complexity : Let m be the mean number of amino aids in the models, M the number ofmodels, n the number of amino aids in the sene, and k the mean number of lusters foundby model. The theoretial omplexity is O(M.m2) for the preproessing stage (omprising thek-D trees preproessing of models). The whole reognition stage is in O(n2 +M.k.n). In fat,as far as the number of models M is low ompared to n, the real omplexity is dominated bythe geometri hashing stage : O(n2). Parameters : There is a small number of parameters that need to be adjusted in the algorithm,suh as the bound ε on atom oordinates errors and the varianes σd and σθ on the assoiatedframe, the threshold on the sore for geometri hashing, and the thresholds χc (lustering) and
χv (veriation) used for χ2 tests. We evaluate the values of these parameters in a learningstep: knowing two mathed motifs, we register them and ompute the varianes and the bound
ε. Using these informations, we ompute in a seond step the minimal thresholds. In order tokeep some ontrol over the algorithm, we hoose to parameterize the varianes by the bound
ε in a linear way and keep the χ values onstant. Hene, in most ases, the only parameterswe have to play with are ε and the minimal sore for geometri hashing.11.4 Experimental resultsFor all our experiments, we use the atoms oordinates of proteins provided by BrookhavenNational Laboratory's Protein Data Bank (Bernstein et al., 1977; Abola et al., 1987). Visualizationis done using the RasMol program of R. Sayle (Sayle et Bissel, 1992). For rigid transformations, weprovide the translation in angströms and the rotation vetor in radian. Experiments were done with
11.4. Experimental results 249and without the distane onstraint of setion (11.3.3) without any dierene. The labeling shemewas not used, and hene amino aids are not disriminated in the proess.11.4.1 Detetion of a strutural motif : the Helix-Turn-Helix motifStrutural motifs an be dened as the super-seondary struture. They are the simple ombi-nation of a few seondary struture elements. Some of them are assoiated with partiular funtionsor are simple parts of larger strutural and funtional assemblies. Therefore, the Helix-Turn-Helixmotif is responsible for the binding of DNA within many proaryoti proteins. Some of them bindtightly to the DNA at a promoter of a gene, preventing RNA polymerase from xing and henebloking the initiation of the transription. They are repressors. Conversely, ativators bind next tothe promoter and help polymerase to bind.We hoose to ompare the tryptophan repressor for E. Coli (PDB ode 2WRP (Lawson et al.,1988)) and phage 434 CRO (PDB ode 2CRO (Mondragon et al., 1989)), whose Helix-Turn-Helixsequene are known to be (Brennan et Matthews, 1989; Harrison et Aggarwal, 1990) :
Protein Position Sequence
2 CRO 15− 37 MT QTELATKAGV KQQSIQLIEAG
2WRP 66− 88 MS QRELKNELGA GIATITRGSNSIn this experiment, we hoose the whole protein 2CRO as the model and look for ommonsubstrutures with 2WRP: the two orresponding sequenes are orretly mathed, and 4 other nonlinear mathes are found (table 11.1).Cluster 1 : sore 27Rotation Vetor : -2.53546 0.291995 0.345864Translation : -17.9746 -1.90902 -0.211789--------------- 15 MET - 66 MET 24 ALA - 75 LEU 33 LEU - 84 ARG2CRO - 2WRP 16 THR - 67 SER 25 GLY - 76 GLY 34 ILE - 85 GLY--------------- 17 GLN - 68 GLN 26 VAL - 77 ALA 35 GLU - 86 SER9 ARG - 63 ARG 18 THR - 69 ARG 27 LYS - 78 GLY 36 ALA - 87 ASN... ... 19 GLU - 70 GLU 28 GLN - 79 ILE 37 GLY - 88 SER11 ILE - 64 GLY 20 LEU - 71 LEU 29 GLN - 80 ALA ... ...... ... 21 ALA - 72 LYS 30 SER - 81 THR 43 ARG - 50 ALA15 MET - 66 MET 22 THR - 73 ASN 31 ILE - 82 ILE ... ...16 THR - 67 SER 23 LYS - 74 GLU 32 GLN - 83 THR 45 LEU - 53 THR_______________Cluster 2 : sore 21[ .............. ℄Tab. 11.1  Deteted mathes between the proteins 2CRO and 2WRP. The output of the algorithmis ompated for a better understanding.We do not assess any biologial signiane to these supplementary mathes. They are only theresult of a geometri mathing. On the other hand, the fat that other mathes do not sore morethan 21 shows that the HTH motif is the main ommon strutural motif between the two proteins.11.4.1.1 Improvements of the algorithmThe last step (of the algorithm (the extension) is an alignment test realized as an improvediterative losest point (Besl et MKay, 1992) : the mathing step looks for the symmetri losestpoint and the registration step disards outliers using a χ2 test and reomputes the transformation.These two steps were previously realized only with points : we keep the mathing part on points (we
250 Problèmes de reonnaissane en biologie moléulaire Chap. 11would like to be able to do it diretly on frames), but we use the outlier rejetion and registrationsheme of setion (8.5) on frames using a xed noise model that determines the type of ommonsubstrutures the algorithm extrats : a small noise only keep a small but very aurate set ofmathes, whereas a large noise authorizes more unertain mathes, and thus favours bigger andmore global substrutures mathes.Looking for a 3D binding motif, we used here a quite small model of isotropi noise (σθ =
0.1 rad = 5 deg and σd = 0.35 Å). The algorithm ends up with only the orret mathes from (15MET - 66 MET) to (36 ALA - 87 ASN), disarding the four supplementary mathes beause theyhave dierent orientation. The last math (37 GLY - 88 SER) is also eliminated, and is indeedvery arguable onsidering the distane after registration and espeially the dierene in orientation.The typial objet preision due to the registration (on the 22 mathed amino-aids) is given to
σobj = 0.29 Å. We show in gure (11.7) the two proteins and in gure (11.8) the registration found.The only two other ommon substrutures found sore now 13 and 8 mathes and orrespond toalpha helies, whih are very stable seondary struture elements.In order to test the stability of our algorithm, we also did the experiment with a noise two timeslarger (σθ = 10 deg and σd = 0.7 Å). We just nd four additional mathes preeding the beginningof the HTH motif, from (7 LYS - 61 LEU) to (11 ILE - 64 GLY). The two other lusters now sore14 and 9 mathes.This shows that the plain use of frames improves the robustness of motifs detetion (the previousalgorithm using only points was far more sensitive to the noise model). Indeed, the orientation ofan amino aid is ruial to determine the position of ollateral hains and most interations of theprotein happen within these side atoms. The position of these atoms is then not only determined bythe position of the bakbone but also its orientation and using just points to represent amino aidsgenerally leads to a signiant amount of additional mathes with non ompatible orientations. Thisimplies a drasti redution of seletivity for the mathing proess. In this ase, frames bring rathermore seletivity than more preision.11.4.2 Detetion of a binding site : the heme poketThe globin family ollet proteins of many dierent organisms. Their amino aid homology anbe as low as 16%. However, their 3D struture is still related and onstitute the globin fold. Itis mainly omposed of α helies that form a poket for the ative site whih in myoglobins andhemoglobins binds a heme group. The motif onstituted by the amino aids binding the heme in 9globins was extensively studied by Lesk et al. (Lesk et Chothia, 1980).We dene the motif by 15 of the 19 non sequential positions of amino aids that make ontatwith the heme in the α subunit of human hemoglobin (PDB ode 4HHB, hain α (Fermi et al.,1984)). We hoose the 15 positions given by Lesk et al. as being present in 7 or more globins. Wesearh for it within the β subunit of the same protein (hain β), horse hemoglobin (PDB ode2DHB (Perutz et al., 1973), hain α and β), myoglobin (PDB ode 4MBN (Takano, 1984)), and sealamprey yanohemoglobin (PDB ode 2LHB (Honzatko et al., 1985)). The resulting mathes aregiven in table (11.2). We present in gure (11.10), (11.11) and (11.12) images of the motif, the βhain of human hemoglobin, and the registration of the two strutures.The mathing with horse hemoglobin (2DHB) was done with the two hains together and the twomathes were perfetly identied. For the sea lamprey yanohemoglobin (2LHB), the oordinatesreported by (Honzatko et al., 1985) are not the same as those used by to Lesk et al.: a SER isdeleted after 96-SER, and 98-LEU, 99-ARG were inserted (see remark 6 of the PDB entry). Heneresidue 101 from PDB orrespond to residue 100 of Lesk et al. and so on.
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Fig. 11.7  The CRO protein (2CRO) of phage 434 on the left and the tryptophan repressor of E.Coli (2WRP) on the right. The mathed part (the HTH motif) is displayed in bla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Fig. 11.8  Registration found between the HTH motifs of 2CRO and 2WRP. We an see that notonly the bakbone is very well mathed, but also ollateral hains are pretty well onserved.
252 Problèmes de reonnaissan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ulaire Chap. 114HHB α(motif) 4HHB β 2DHB α 2DHB β 4MBN 2LHB42 TYR 41 PHE 42 TYR 41 PHE 42 LYS 51 PHE43 PHE 42 PHE 43 PHE 42 PHE 43 PHE 52 PHE58 HIS 63 HIS 58 HIS 63 HIS 64 HIS 73 HIS61 LYS 66 LYS 61 LYS 66 LYS 67 THR 76 ARG62 VAL 67 VAL 62 VAL 67 VAL 68 VAL 77 ILE65 ALA 70 ALA 65 GLY 70 SER 71 ALA 80 ALA66 LEU 71 PHE 66 LEU 71 PHE 72 LEU 81 VAL83 LEU 88 LEU 83 LEU 88 LEU 89 LEU 101 LEU86 LEU 91 LEU 86 LEU 91 LEU 92 SER 104 LYS87 HIS 92 HIS 87 HIS 92 HIS 93 HIS 105 HIS91 LEU 96 LEU 91 LEU 96 LEU 97 HIS 109 PHE93 VAL 98 VAL 93 VAL 98 VAL 99 ILE 111 VAL97 ASN 102 ASN 97 ASN 102 ASN 103 TYR 115 TYR98 PHE 103 PHE 98 PHE 103 PHE 104 LEU 116 PHE101 LEU 106 LEU 101 LEU 106 LEU 107 ILE 119 LEU
Tx 0.142694 0.493322 -0.04313 3.44391 10.1853
Ty -1.59334 1.36633 -0.39684 14.5187 18.8873
Tz 2.60057 0.162643 2.35737 -6.03178 -14.3859
Rx -3.14764 0.004991 3.11788 1.13209 1.73283
Ry -0.007530 0.033864 -0.03635 -0.672907 1.58384
Rz 0.0802843 -0.016262 -0.127903 0.015026 0.113322Tab. 11.2  Mathes and transformations resulting from the algorithm. The transformations mapthe motif onto the sanned strutures.In these experiments, no other math soring more than 5 was found. This tends to show that theorret reognition greatly emerges from the noise of false positives, and hene our sheme appearsto be very robust.11.4.3 Auray of framesWith the result of these two experiments, we an study the auray of our modeling withrespet to the variability of amino aids. In gure (11.9) we draw the distribution of distane andangular error between mathed frames in 2CRO and 2WRP (HTH experiment).We an see that if two mathed amino aids an be as far as 1.2 Å, their orientation diersfrom a maximum of 25o, with a RMS of 16o. As far as the heme experiments are onerned, themaximum and RMS distanes are generally larger, but the angular error does not grow (table 11.3).4HHB 2DHB α 2DHB β 4MBN 2LHBDistane RMS 0.9 0.3 0.8 0.75 0.8Max 1.3 0.6 1.2 1.4 1.3Angular RMS π/13 π/12 π/10 π/11 π/13error Max π/9 π/6 π/6 π/5 π/6Tab. 11.3  Error values for the heme experiment.This study mainly shows that the orientation of amino aids is at least as stable as their positionin a motif. This was in fat preditable sine the orientation of an amino aid determines in a ertain
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Fig. 11.9  Distribution of distane (left) and angular error (right) between mathed amino aidsin 2CRO and 2WRP.way the position of its residue. Our modeling with frames is then justied and allows to use thisreliable information.11.5 ConlusionModeling amino aids by the 3 atoms of their bakbone allows to dene a omplete and uniqueassoiated referene frame, whih turns out to be very stable. Eah ouple of amino aids has hene6 invariants for rigid transformations that we use in a geometri hashing sheme to disover initialmathes. These are lustered, veried and extended. The error inherent to the problem is integratedin the proess, thanks to an error analysis and Extended Kalman Filter. Experiments onrm thevalidity, eieny and robustness of our approah.This algorithm is also urrently working for substruture mathing in volume images (medialimages) with frames extrated from surfaes (extremal points). This stresses the analogy between3D mathing problems and points out the fat that frames an, in numerous ases, advantageouslyreplae points.Future work will be artiulated upon three axes. We plan rst to use a probabilisti shemefor geometri hashing, for instane (Rigoutsos et Hummel, 1993). A seond diretion would be theextension of our algorithm for multiple alignments researh and last but not least, we hope todemonstrate the possibility of automatially disovering and extrating the model of an unknownmotif ommon to a given group of proteins.
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Fig. 11.10  The motif extrated from the α hain of human hemoglobin (4HHB) displayed in ballsand stiks (left) and its bakbone (right)
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Fig. 11.11  The β hain of human hemoglobin (4HHB) displayed in balls and stiks (left) and itsbakbone (right)
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Fig. 11.12 Motif and hain 4HHB β registered. For the sake of visibility, we only show the mathedresidues. Balls and stiks (left) and bakbone (right)
Chapitre 12
Modélisation et realage multiple
Ce hapitre a été publié dans Image Fusion and Shape Variability Tehniques (Penne, 1996).L'idée générale est d'étudier les tehniques de realage multiple et d'aborder la théorie des formessur les points pour pouvoir généraliser ensuite es méthodes à des primitives quelonques.SummaryWe present in this artile a haraterization of the mean rigid shape in any dimension,and propose an algorithm to ompute it after a multiple registration step. In orderto ope with the missing point problem ((( olusion ))), we propose another iterativealgorithm that alternates the omputation of the mean shape and the registration ofall objets to it. Experiments with syntheti and real data show a good onvergene ofboth algorithms, the iterative one being muh faster. We present two appliations in 3Dmodeling with the mean shape of the heme binding motif (moleular biology) and themodel of the head of one patient based on extremal points from 24 MRI images (medialimaging).12.1 IntrodutionTo study the shape of an objet, it is ommon to desribe the objet by a xed number k ofharateristi features in order to obtain a k-tuple (x1, . . . xk). Two objet are said to have thesame form if there exists a transformation that an superimpose them, and thus identify theirharateristi k-tuples.General studies fouses on k-tuples of points and their form under rigid transformation withpossibly saling (Kendall, 1989; Goodall, 1991; Le et Kendall, 1993). There are fewer works dealingwith more general transformations, apart from (Ambartzumian, 1982) for ane shapes, and mostappliations onern 2D landmarks (Bookstein, 1991; Bookstein, 1986; Small, 1988). In omputer vi-sion and medial imaging, however, some more omplex features an appear, like lines, frames. . . andwe need to work in full 3D. This type of onstraints is also shared in strutural biology, when itomes to the tertiary struture of the proteins. 257
258 Modélisation et realage multiple Chap. 12In this framework, several problems an be identied. Firstly, the identiation and measurementof meaningful features, or landmarks, is muh more diult in 3D than in 2D and an beome abottlenek of the shape studies if done by hand. Then, There is a need for an automati extrationof harateristi features: the Cα position of an amino aid is usually onsidered as representativefor the amino aid in the protein, and extremal points (Thirion, 1994) an be good andidatesfor landmarks. The remaining problem is how to disriminate meaningful features from spurious(or more often uninteresting) ones? In the medial imaging eld, one an think of a sale-spaeapproah to haraterize features by their stability, but eventually, the salieny of features is theirstability aross a wide range of observations for a given objet. We are here onfronted to a multiplemathing and registration problem in the presene of noise and outliers.One meaningful features have been identied and mathed in dierent observations, it is in-teresting to merge their observations in order to obtain a model that inorporate all meaningfulinformation and has a redued noise. The shape of this model an then be studied, ompared withothers, used to determine if a similar shape is present in an observation. . . The set of models in theworld we onsider will then onstitute an atlas.Algorithms for reognition and registration of two observations have already been developed for3D substruture mathing of proteins (Penne et Ayahe, 1998) and registration of medial imagesbased on extremal points ((Thirion, 1994) and (Penne et Thirion, 1997) for a validation). We areinterested in this artile in multiple registration and how to dene a mean shape based on pointfeatures under rigid transformations.We present in the rst part a haraterization of expeted and mean rigid shapes in the Fréhetsense (Fréhet, 1948) whih is basially the generalization to nD of some 2D result of Ziezold(Ziezold, 1994; Ziezold, 1989). We show that the mean rigid shapes an be omputed independentlyafter a multiple registration step of the k-tuples, and we propose an iterative method to solve themultiple registration problem. Experiments on syntheti data show that the algorithm behave welland reasonably fast.In the real world, however, there are often olusion and thus inomplete k-tuples: some usuallystable features an be mismathed, highly displaed or simply forgotten in the extration shemein one or a few observations. It would be inauspiious to simply dismiss these features sine theyan bring useful information in most of the ases. We extend then in the seond part the multipleregistration and mean shape estimation sheme in order to ope with inomplete shapes.In the third part, we present an appliation in moleular biology: the globin family olletsproteins of many dierent organisms. Their amino aid homology an be as low as 16%. However,their 3D struture is still related and onstitute the globin fold. It is mainly omposed of α heliesthat form a poket for the ative site whih in myoglobins and hemoglobins binds a heme group. Themotif onstituted by the amino aids binding the heme in 9 globins was extensively studied by Lesket al. (Lesk et Chothia, 1980). In this example, the orrespondenes between amino aids impliedin the heme binding are given, and we want to determine the mean shape of the binding motif.A olletion of models of motifs would allow to routinely san eah newly determined struture ofprotein or help protein design by providing reliable parts of the struture.The last part onern medial imaging, and more espeially extremal points. This is more om-plex sine we have to nd out automatially the multiple orrespondenes between images. Weregister thus eah pair of images and look for maximal liques of orrespondenes between thewhole set of images. This proess is rather time onsuming and an ertainly be improved, but wefous here on the following step: multiple registration and fusion. The experiment is performed on24 3D MRI images of the head of the same patient, and we analyze the resulting (rigid) shape modelbased on stable extremal point. The next step in suh an experiment would be to repeat this opera-
12.2. Rigid shapes in Rm 259tion on several patients independently, and then look for the similar or ane shape based on thesemodels. We ould then haraterize extremal points that are anatomially stable and inorporatethem into an atlas.12.2 Rigid shapes in RmWe onsider here that harateristi features are points in Rm and investigate the shape of a
k-tuple of suh landmarks under rigid transformations. In order to simplify the notations, we note
M = Rm the manifold of features and G the rigid motion group.A rigid transformation of Rm is represented by a translation vetor t ∈ Rm and a rotation matrix(m×m) R satisfying R.RT = RT.R = Id and det(R) = +1 in order to exlude reetions. We note
f = (R ; t) suh a transformation. The two basi operations inside the group are the omposition: f1 ◦ f2 = (R1.R2 ; R1.t2 + t1), the inversion: f (-1) = (RT ; −RT.t).The ation of the group on the features is simply the appliation: f ⋆ x = R.x+ t.An objet an be represented by a k-tuple X = (x(1), . . . x(k)) ∈ Mk of features. The ation ofthe transformation group G on k-tuples is f ⋆ X = (f ⋆ x(1), . . . f ⋆ x(k)). The rigid shape of thisobjet is haraterized by the relative position between features of the k-tuple, i.e. the quotientspaeMk/G: two objets have the same shape if they are ongruent modulo G (i.e. if there exist arigid transformation g ∈ G suh that Y = g ⋆ X).12.2.1 Distanes on points, k-tuples and rigid shapesThe Eulidean distane on points omes from the eulidean salar produt:




d(x(h), y(h))2A normalization fator 1/k an be used if we want to ompare distanes between k-tuple indepen-dently of their number of points k. This distane is obviously invariant under rigid transformation:
D(X,Y ) = D(f ⋆ X, f ⋆ Y ). If we onsider the k-tuples as vetors (XT = (x(1)⊤, . . . x(k)⊤)), thenthe distane D is the Eulidean distane of Rk×m.In order to obtain a distane on the shape spae, we need to minimize this distane on k-tuplesover all possible transformations:
dk(X̃, Ỹ ) = inf
f∈G
(D(f ⋆ X, Y ))Sine D is invariant by rigid transformations, we have D(f ⋆ X, Y ) = D(X, f (-1) ⋆ Y ) and thus
inff (D(f ⋆ X, Y )) = infg (D(X, g ⋆ Y )) whih means that dk is symmetri: dk(X̃, Ỹ ) = dk(Ỹ , X̃).
260 Modélisation et realage multiple Chap. 12The triangular inequality is respeted by the inmum, and thus the only point remaining to provethat dk is a distane on shapes is the deniteness: (dk(X̃, Ỹ ) = 0)⇒ (X̃ = Ỹ ).In fat, a stronger property that implies the deniteness an be shown in this ase: the aboveinmum is reahed for any k-tuples X and Y (the proof losely follows the one of theorem 12.2).The deniteness of dk is then easily derived: dk(X̃, Ỹ ) = 0 means that there exists f ∈ G suh as
D(f ⋆X, Y ) = 0, whih implies (sine D is a distane) that Y = f ⋆X. This is exatly our denitionof equality for shapes: we have thus X̃ = Ỹ , and dk is a distane on rigid shapes.12.2.2 Mean shapesExtending the formalism of the Fréhet expetation (setion 4.2.1) to rigid shapes, we dene theset of mean shapes of the set of shapes {X̃i}ni=1 as







} (12.1)In terms of k-tuples, we an write this equation:








D(m, fi ⋆ Xi)
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D(fi ⋆ Xi, fj ⋆ Xj)
2.Proof: In this part, we onsider the k-tuples as points of Rmk , and the distane D on these points isindued by the Eulidean salar produt. Let (f1, . . . fn) be a set of transformations, M a k-tuple and






fi ⋆ XiWe have:
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1≤i<j≤n




























‖fi ⋆ Xi − M‖
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‖fj ⋆ Xj − M‖
2 − n2‖G − M‖2This is summarized in: nX
i=1
D(fi ⋆ Xi, M)





D(fi ⋆ Xi, fj ⋆ Xj)
2Sine the inma of the above expressions is reahed (see theorem (12.2) below), M represents a meanfeature if and only if the k-tuples fi ⋆ Xi are in optimal position, and M is the baryenter G of the












D(fi ⋆ Xi, fj ⋆ Xj)
2 12.2.3 Charaterization of the optimal positionsLet {Xi = (x(1)i , . . . x(k)i )}ni=1 be a set of n k-tuples. We all entroid of a k-tuple Xi the bary-enter of its points x̄i = 1k ∑kh=1 x(h)i . The orresponding entered k-tuples is then the set the sets
Yi = (y
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Tr (Ri.Hij.RTj ) with Hi,j =  k∑h=1 y(h)j .y(h)i T if i 6= j
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(Ri.x̄i + ti).Sine an optimal position is dened up to a global rigid transformation (see above) we an x for
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TrRi.Hi,jRTj Sine the minimization ours on (SO3)n, whih a ompat set, the minimum of this riterion is reahedfor at least one set (R1, . . . Rn) ∈ (SO3)n. 12.2.4 A losed form solution for the simple registration problemSine H1,2 = HT2,1, the riterion redues in the ase of two k-tuples to F = 2.Tr (R1.H1,2.RT2 ) =
2.Tr (RT2 .R1.HT2,1). As the solution is dened up to a rotation (if R1 and R2 are solutions, R0.R1 and
R0.R2 are also), we are usually looking for the transformation R = RT2 .R1 from the rst k-tuple tothe seond one. A losed form solution is well known using the singular value deomposition (Arunet al., 1987; Umeyama, 1991) and realled in setion (8.1.1.3) (quaternions are only valid in 3D).We just reall here the results.Théorème 12.3 Let U.D.V T = K be a singular value deomposition of K. Assuming that thesingular values are sorted by dereasing value, the maximum of the riterion G = Tr(R.KT) isreahed over all proper rotations for
R = U.S.V T with S = diag(1, . . . 1,det(U).det(V ))with the value Gopt = Tr(D.S). The maximum is unique if rank(K) ≥ m− 1.12.2.5 An iterative sheme for the multiple registration problemAs in the simple registration ase, we observe rst that if the set of rotations {R1, . . . Rn}maximize the riterion F = ∑i,j Tr(Ri.Hij.RTj ), then the set {R0.R1, . . . R0.Rn} also maximizethe riterion with the same value. The seond step is to isolate in the riterion the inuene of asingle rotation Rl: we have indeed





Tr(Ri.Hi,j.Rj) with Fl =∑
i
Tr(Rl.Hl,i.RTi )
12.2. Rigid shapes in Rm 263The basi idea is to maximize iteratively the riteria Fl aording to the rotation Rl only. Sinethe seond part of the global riterion F does not depend upon Rl, its value is xed during theoptimization of Fl, whereas the value of Fl is inreasing. The value of the global riterion F is thusalways inreasing, and sine we optimize on a ompat set (SOnm), it onverges to a loal maximum.In order to speed up the proess, we propose to start by registering independently eah k-tuple





(h), y(h))2This is not really a distane sine the triangular inequality is not veried and this is null if theassoiated p-plane and q-plane interset. However, this orresponds to the distane on k-tuples wedene above if there is no missing data, and the distane of a full k-tuple (the mean one for instane)to an inomplete one is the Eulidean distane from a point to a p-plane. We an thus dene theset of mean k-tuples as above (equation 12.2).Unfortunately, if we ould theoretially separate the multiple registration from the mean shapeomputation, we annot separate the rotation and translation parts in the multiple registrationriterion. Sine we now have to optimize on a non ompat set, we prefer to use another (simpler)iterative sheme: assuming that we have an initial multiple registration, we an ompute a mean
k-tuple M (with m(h) = {∑ni=1 εXi(h).(Ri.x(h)i + ti)}/{∑ni=1 εXi(h)}), whih an now be used tominimize riterion (12.2) for the simple registration of eah k-tuple with M . We iterate this proessuntil onvergene or a maximum number of iterations.The initial registration an be obtained by using the previous algorithm with sub-k-tuples thatare present in all observation or more easily with a naive registration of all k-tuples with the rstone.
264 Modélisation et realage multiple Chap. 1212.3 ExperimentsSyntheti experiments showed that the two iterative proess onverge (to the numerial preisionof the mahine) in about 5 iterations. The inomplete sheme does not give a sensible improvementof the mean shape preision if only a few points are missing, but turns out to be more and moreinteresting as the number of missing points inreases and/or the number n of k-tuples inreases.Indeed, the rst method is not any more usable if the number of globally ommon points is toosmall (we need for instane at least 3 points to register in 3D), and its omputational omplexityinreases in n2 whereas it is linear for the seond method.12.3.1 Mean shape of the heme binding motifWe present here an appliation in moleular biology: the globin family ollets proteins of manydierent organisms. Their amino aid homology an be as low as 16%. However, their 3D strutureis still related and onstitutes the globin fold. It is mainly omposed of α helies that form a poketfor the ative site whih in myoglobins and hemoglobins binds a heme group. The motif onstitutedby the amino aids binding the heme in 9 globins was extensively studied in (Lesk et Chothia, 1980).We used the orrespondenes given in this study and the atoms oordinates from the Protein DataBank to determine the mean shape of the binding motif.A olletion of suh models of motifs would allow to routinely san eah newly determinedstruture of protein or help protein design by providing reliable parts of the struture.
Fig. 12.1  The 16 amino aids from 9 globins of the ative site are represented by their 4 bakbone atoms(bindings are lines). The mean shape of the motif is displayed in balls and stiks. On the bottom-left ofthe gure, a ompat group of atoms represents two alternative (and exlusive) positions of an amino-aid:
k-tuples are inomplete.12.3.2 Model of a single patient based on extremal pointsIn 3D medial imaging, the identiation and measurement of meaningful features, or landmarks,is muh more diult than in 2D and an beome a bottlenek of the shape studies if done by hand.
12.3. Experiments 265we believe that extremal points are good landmarks andidates thanks to their automati extration.The remaining problem is to disriminate meaningful features from spurious or uninteresting ones. Infat, the salieny of features is their stability aross a wide range of observations for a given objet.We are thus onfronted to a multiple mathing and registration problem in the presene of noise andoutliers. One meaningful features have been identied and mathed in dierent observations, it isinteresting to merge their observations in order to obtain a model that inorporate all meaningfulinformation and has a redued noise.We presented in (Penne et Thirion, 1995) an algorithm for the registration based on 3D frameswhih also quanties the unertainty on both the data and the transformation. We used it to registermedial images and showed that the auray of the registration is far below both the voxel sizeand the unertainty of the individual features. In this method, only the most stable features areused to ompute the registration, and a lot of mathes are disarded due to their large unertainty.The aim of the present experiments is to fuse together several registered images of a single patientin order to onstrut an average model based on extremal points. We are mainly interested herein the topologial stability of the features, i.e. determine whih features an be reliably mathedin most images, even with large geometri deviations. The seletivity of the features (hap. 10)therefore very important. Suh a study on several patients will eventually lead to identify the moststable anatomial features (landmarks), and will allow us to better redue the omplexity whileinreasing the robustness of the registration task.In 3D medial imaging, the identiation and measurement of meaningful features, or landmarks,is muh more diult and an beome a bottlenek of the shape studies if done by hand. we believethat extremal points are good landmarks andidates thanks to their automati extration. Theremaining problem is to disriminate meaningful features from spurious or uninteresting ones. Infat, the salieny of features is their stability aross a wide range of observations for a given objet.We are thus onfronted to a multiple mathing and registration problem in the presene of noise andoutliers. One meaningful features have been identied and mathed in dierent observations, it isinteresting to merge their observations in order to obtain a model that inorporate all meaningfulinformation and has a redued noise. The shape of this model an then be studied, ompared withothers, used to determine if a similar shape is present in an observation (among other objets oroutliers for instane), et.The experiment is performed on 24 3D MRI images of the head of the same patient (ourtesy ofPr. Ron Kikinis). We register eah pair of images and look for maximal liques of orrespondenesbetween the whole set of images. This proess is rather time onsuming and an ertainly be impro-ved, but we fous here on multiple registration and fusion. The 24 sets of highly inomplete k-tupleswhere registered and merged using the seond method within a few seonds. In order to have amore omplete model, we add to eah extremal point the standard deviation of the observations,whih gives an idea of the geometrial stability or auray of this feature, and its probability ofobservation (the perentage of images where it was observed).We present in gure (12.3) the surfae of the brain and the rest lines extrated from the rstimage and the most stable extremal points from the omputed model. We observed that about 30frames are extremely well preserved, both geometrially and topologially, and 70 to 200 othersare observed in more than 80% of the images, depending on the error bound we onsider (see alsogure 12.2). We plan to adapt automatially the error bound for eah feature in order to be ableto maximize for eah model feature the number of non ambiguous mathes. This should allow toompute more robustly the stable features. An interesting result is that the most stable extremalpoints are loated on the surfae of the brain and not on the skin or on the skull. Sine the imagesomes from the magneti resonane modality, the skull is indeed not very visible. This points out
266 Modélisation et realage multiple Chap. 12the fat that the registration is mainly done on the surfae of the brain, whih was expeted.The next step in suh an experiment would be to repeat this operation on several patientsindependently, and then look for the similar or ane shape based on these models. We ould thenharaterize extremal points that are anatomially stable and inorporate them into an atlas, asdesribed for instane in (Subsol et al., 1995).12.4 ConlusionsWe observe in this study that multiple registration and mean shape estimation problems anbe solved eiently in any dimension with a reasonable omputational ost. Several traks are leftopen, the rst being the extension of this sheme to similarities and ane transformations. Anothervery interesting point would be to generalize the theory to other types of geometri features, suh asoriented points, lines, frames. . . Last but not least, an automati analysis of shapes should inlude apowerful and reliablemultiple mathing algorithm in order to automatially determine the landmarksorrespondenes.
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Fig. 12.2  Extremal points mathed in more than 80% of the 24 images with a large error bound.
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Fig. 12.3  The surfae of the brain is displayed along with the rest lines extrated from the rstimage. The most stable frames of the model are represented by spheres olored from dereasingstability order (and size) in purple, red, green and blue. Top line from left to right: front and rearviews of the head. Middle: top view. Bottom line: left and right views.






 The important thing in siene is not so muh to obtainnew fats as to disover new ways of thinking about them. Sir William Bragg13.1 ConlusionNous avons herhé dans ette thèse à développer des méthodes génériques pour gérer l'inerti-tude sur les primitives géométriques, an de pouvoir résoudre des problèmes appliqués en imageriemédiale et en biologie moléulaire.Cette étude est basée sur l'observation que, en traitement d'image, on peut souvent onentrerla plus grande partie de l'information dans un ensemble restreint de aratéristiques loalisées, dontla nature est prinipalement géométrique. Ces primitives forment une variété diérentielle qui n'estgénéralement pas un espae vetoriel et sur laquelle agit un groupe de transformation qui modéliseles diérentes (( prises de vue )) possibles de l'images ainsi que les (( déformations )) admissiblesdes objets observés. La seonde observation sur laquelle repose e travail est que la mesure de esprimitives est intrinsèquement inertaine à ause de l'aumulation des erreurs de mesure et desimpréisions au ours de la haîne de traitement.Le traitement rigoureux de es deux points est indispensable pour obtenir des algorithmes dereonnaissane et de realage apables de déterminer eux-mêmes leur abilité et leur préision. Ladonnée simultanée des estimations et de leur abilité est en eet un pré-requis pour la validationde es algorithmes.13.1.1 Le té théoriqueNous avons développé dans la première partie de e manusrit les bases d'une théorie géomé-trique de l'inertitude sur les variétés, en onstituant un ensemble omplet et ohérent d'opé-rations pour traiter nos problèmes appliatifs, développés en seond partie. Nous replaçons toutd'abord les variétés de primitives dans le adre de la géométrie riemannienne, les transformationsonstituant un groupe de Lie. Cei nous permet de dénir une mesure invariante, puis une métrique271
272 Conlusion et perspetives Chap. 13riemannienne invariante sur es espae, en montrant au passage les onditions d'existene. L'analysedes propriétés de es strutures nous mène à une représentation tout à fait entrale de es variétésque nous appelons arte exponentielle.Nous onstruisons sur es bases une théorie des probabilités sur les primitives géomé-triques en dénissant de manière intrinsèque la densité de probabilité d'une primitive aléatoire,puis la moyenne au sens de Fréhet et enn la matrie de ovariane. Si nous avons pu aratériserde manière exate la propagation de es aratéristiques dans ertaines opérations de base, nousnous sommes ontentés d'approximations dans les autres as et de nombreux résultats théoriquesrestent enore à établir.Nous avons aussi étudié l'aspet statistique du problème en dénissant les notions de bruithomogène et isotrope, puis en onstruisant une généralisation de la loi gaussienne aux variétéset en introduisant une distane statistique entre primitives aléatoires : la distane de Mahalanobis.Cette partie néessiterait enore de nombreux développements, en partiulier pour analyser d'autresgénéralisations possibles de la loi gaussienne basées sur d'autres propriétés et pour développer desestimateurs et des tests statistiques adaptés aux variétés.Enn, nous résumons les prinipaux résultats de ette partie en séletionnant, dans une optiqueorientée-objet, les opérations de base sur lesquelles on peut dénir des algorithmes généraux. Cehapitre onstitue en quelque sorte l'artiulation entre la théorie et son implantation informatique.13.1.2 Le té appliatifParmi les tehniques d'aquisition d'images médiales, ertaines sont relativement aniennesomme la radiographie, et d'autres beauoup plus réentes omme l'IRM, le sanner X ou l'ého-graphie. Ave es dernières, l'imagerie médiale a été révolutionnée par deux fateurs : l'apport dedonnées tridimensionnelles, et l'introdution de l'informatique non seulement dans le système d'a-quisition, mais aussi dans le traitement des images. Le traitement automatique de données aussivolumineuses permet en eet d'une part de mieux erner les paramètres importants et d'autre partde fournir des mesures quantitatives et non plus simplement qualitatives. Nous nous intéressons iiau realage de strutures anatomiques dans les images médiales, problème dans lequel il est parfoisvital de onnaître la qualité du résultat obtenu, par exemple pour la planiation d'une opérationhirurgiale ou la mesure de l'évolution d'une tumeur, à partir de laquelle on va juger de l'eaitéd'un nouveau médiament.Un autre domaine utilise des tehniques d'aquisition relativement similaires, mais à une autreéhelle, pour déterminer la struture atomique tridimensionnelle des protéines. Il s'agit de la biolo-gie moléulaire. Parmi les problèmes géométriques liés à l'étude de es strutures, on peut iter lareherhe de strutures ommunes, indiatives de fontionnalités similaires, et permettant d'iden-tier la onguration des sites atifs. Cette onnaissane peut ensuite être utilisée pour imagineret tester de nouvelles substanes suseptibles d'interagir ave les protéines onernées, ou servird'amers pour la modélisation de la struture d'une autre protéine présentant e motif. Là enore,il est important de savoir si les strutures ommunes détetées sont dues au hasard ou sont si-gniatives d'une onguration très bien onservée. Pour toutes es raisons, la gestion orrete del'inertitude est indispensable et justie l'utilisation de l'arsenal théorique présentée en premièrepartie.Les primitives qui nous intéressent ii sont prinipalement des repères, des repères semi-orientéset des point 3D, les transformations onsidérées étant rigides. Nous étudions don les prinipalespropriétés des rotations sous forme de matries, de quaternions unitaires et de veteurs rotation. Celanous permet d'illustrer sur un exemple utile les notions théoriques de la première partie du manusrit
13.1. Conlusion 273(géodésiques, mesure et métrique invariante...) et de déterminer la arte prinipale, fondamentaledans notre théorie. Il ne nous reste plus alors qu'à détailler les opérations de base ave lesquellesnous onstruisons des algorithmes génériques de plus haut niveau.Nous nous intéressons ainsi au problème du realage, d'abord à partir d'appariements de points,puis de primitives génériques, en insistant partiulièrement sur l'estimation de l'inertitude sur latransformation déterminée. Nous introduisons pour ela deux algorithmes diretement issus des pro-priétés théoriques, basés sur la minimisation de distane riemannienne et de Mahalanobis, le ltragede Kalman permettant une autre approhe de e dernier ritère. Nous analysons et omparons lesperformanes de es trois algorithmes pour mieux pouvoir les ombiner dans un seul algorithmepratique et générique. La préision de et algorithme est également un point important puisque desexpérienes de realage d'images IRM du erveau d'un même patient ont montré qu'on atteignaitune préision de l'ordre de 1/10e de voxel.L'étape suivante est la validation du realage, qui se traduit dans notre as par la vériationde l'estimation d'inertitude sur la transformation. Nous développons une méthode statistique quivalide pleinement nos algorithmes à la fois sur les données synthétiques et sur des données réelleset nous permet de déteter le point faible de la haîne de traitement : l'estimation du modèle debruit sur les primitives. Cette méthode peut également être utilisée omme un test statistique pourdéider si deux mouvements sont identiques, e que nous illustrons ave une tentative d'analysedu mouvement relatifs des os dans le bassin. Le test montre ii que, ontrairement à la premièreimpression, les primitives sont trop inertaines pour que l'on puisse onlure qu'il y a mouvement.La mise en orrespondane et la reonnaissane sont des problèmes très omplexes et lagestion orrete de l'erreur dans es algorithmes a été l'une des prinipales motivations de ettethèse, en partiulier à ause des problèmes renontrés dans l'algorithme de reonnaissane de sous-strutures dans les protéines. Si nous avons pu formaliser relativement failement es algorithmesdans le adre générique des primitives, de nombreux problèmes restent à résoudre, autant en equi onerne la omplexité et l'eaité, omme pour l'indexation et la reherhe, qu'au niveauthéorique, ave la détermination et la gestion des espaes d'invariants n-aires. Enn, nous avonsabordé de problème de la validation de la mise en orrespondane ave le alul du nombre moyende faux positif, alul qui serait à intégrer dans les algorithmes eux-mêmes en déterminant les règlesde propagation de ette probabilité dans les opérations utilisées.Pour nir, nous avons abordé le problème de la modélisation automatique d'objets à partirde donnés multiples par le biais du alul des formes moyennes à base de points. Cette expérienea été très protable, en partiulier pour déterminer parmi les tehniques existantes elles qui sontgénéralisables, à défaut d'être génériques. Les appliations potentielles sont importantes puisqu'ils'agit de la réation d'atlas anatomiques que nous qualierons de géométriques dans le as del'imagerie médiale, et de la onstitution de bases de données géométriques de sites atifs ou demotifs struturaux en biologie moléulaire.13.1.3 Au entre : l'informatiqueAu ours de ette thèse, les aspets théoriques et pratiques se sont onstamment rejoints dansl'idée qu'une modélisation théorique rigoureuse était le meilleur moyen d'arriver à résoudre desproblèmes pratiques et appliqués. Nous avons dès lors mené une reherhe en partant à la fois duproblème théorique de base (omment faire des probabilités et des statistiques sur une variété?)et des appliations que nous voulions réaliser, les deux approhes se rejoignant au niveau algorith-mique dans le onept d'une struture de programmation orientée objet pour gérer l'informationgéométrique.
274 Conlusion et perspetives Chap. 13Ainsi, le développement de la théorie a été guidé par les appliations étudiées et parla volonté d'obtenir des résultats algorithmiquement implantables. Dans un premier temps, ettethéorie ne onernait que les repères et les points, mais l'utilisation des points extrémaux, quine sont que des repères semi-orientés, nous a onduit à faire des développements importants. Eneet, les points et les repères sont identiables à des groupes de transformation, en l'ourreneles translations et les transformations rigides, e qui amène des simpliations onsidérables qui nesont plus valables dans le as de primitives seulement homogènes omme les points extrémaux.A l'opposé, nous avons herhé à formaliser les appliations dans des termes génériqueset les développements théoriques nous ont permis d'identier les points lés de ette organisation.Les algorithmes de desente de gradient proposés pour minimiser les ritères de realage ou defusion sont ainsi diretement issus de l'ériture du hapitre théorique sur l'espérane de Fréhet, etn'étaient pas onevables sans leur dérivation théorique.La struture algorithmique résultant de ette double approhe onstitue à la fois un outilde validation de la théorie et une plate-forme de développement générique pour de nouvelles ap-pliations, solidement anrés sur les bases théoriques. Au ours des trois années onsarées à lapréparation de ette thèse, ette struture a subi plusieurs fois des mutations majeures, et l'ériturede e manusrit devrait permettre une évolution prohaine vers une implantation en C++, ombi-nant à la fois les avantages d'un alul matriiel et vetoriel très rapide en C ave les avantagesoneptuels de la programmation orientée objet pour le développement d'algorithmes génériques dehaut niveau.13.2 Perspetives13.2.1 ThéorieStatistiques D'un point de vue théorique, de nombreux points restent ouverts. Par exemple, nousn'avons pas de formule exate pour la propagation des moments des primitives aléatoires dans unertain nombre d'opérations. La généralisation de la loi gaussienne aux variétés que nous proposonsn'est sans doute pas la meilleure : les paramètres sont relativement diiles à aluler et ette loiest de plus de dérivée disontinue sur le lieu de oupure de sa moyenne.Le hoix de ette loi (( normale )) est important ar il onditionne tous les développementsstatistiques que l'on peut imaginer ensuite. Une autre manière de dénir ette loi pourrait ainsi êtreliée à la loi des grand nombres. Mais elle-i existe-t-elle sur une variété?Il serait également intéressant de développer des estimateurs et des tests adaptés adaptés auxaratéristiques que nous avons introduites (moyenne et ovariane), mais aussi de onevoir d'autresaratéristiques et des statistiques robustes... Nous pensons qu'il y a en fait matière à développerune théorie des statistiques sur les variétés.Invariants et espaes de formes Un hamp de reherhe onnexe, que nous avons à peineeeuré dans la setion (10.4.3) et le hapitre (12), onerne le lien entre les invariants n-aires et lesespaes de formes dénis par Kendall.Dans ette optique, un premier point diile onsiste à onstruire es espaes, puis à les munird'une métrique riemannienne ompatible ave les métriques de la variété et du groupe. Il reste alorsà trouver un moyen de gérer algorithmiquement es objets. En eet, il n'y a plus ii de groupeagissant sur es variétés et nous n'avons plus ni fontion de plaement ni arte prinipale : les artesexponentielles peuvent être diérentes et non identiables en tout point. De plus, es variétés peuventprésenter des singularités (Kendall, 1989) et ne sont pas forément géodésiquement omplètes.
13.2. Perspetives 275Là enore, il y a un travail de reherhe théorique intéressant à faire et menant à une appliationdirete : des algorithmes de reonnaissane orrets et eaes. Ce travail a été amoré par D. Ken-dall et H. Li pour les espaes de forme basés sur les points et soumis à l'ation des transformationsrigides et des similitudes.Variétés (( non rigides )) L'évoation des similitudes nous amène au troisième point des pers-petives théoriques : un ertain nombre de résultats que nous avons développé dans e manusrit netiennent que si la variété de nos primitives possède une métrique invariante par l'ation du groupede transformation.Cette hypothèse n'est plus vraie pour les points dès que l'on onsidère les similitudes ou lestransformations anes. Les points projetifs soumis aux homographies n'ont pas non plus de mé-trique invariante. Toutefois, les groupes (loalement ompats) ont toujours une métrique invarianteà gauhe et seule la variété pose problème. Il faut avouer qu'une bonne partie du hapitre 3 visaità mieux erner les éléments de géométrie diérentielle et riemannienne mis en ause an de voiromment lever ette restrition.Nous pensons que le problème peut être abordé en utilisant la onnexion invariante qui permetde dénir les géodésiques sans faire intervenir de métrique. La onnexion étant invariante, les géodé-siques restent globalement inhangées sous l'ation du groupe et les artes exponentielles sont donsimplement soumises à des transformations linéaires. En hoisissant une métrique riemannienneompatible ave la onnexion et en gardant la trae des modiations apportées à ette métrique,nous pensons qu'il est possible de généraliser bon nombre de nos résultats à es variétés de type
(( non rigide )).Ces extensions permettraient de traiter un nombre onsidérablement élargi d'appliations, enpartiulier touhant à la vision par ordinateur.Approximations Enn, même si l'on peut ontourner e problème, il n'est pas toujours possiblede résoudre expliitement les équations des géodésiques sur un groupe ou une variété, et nous neonnaissons pas dans e as-là les artes exponentielles. Ainsi, si nous avons pu déterminer lesgéodésiques pour les similitudes, nous ne savons déjà plus le faire pour les transformation anes.Nous entrevoyons deux solutions à e problème. L'une est d'utiliser une approximation des artesexponentielles orrespondant aux géodésiques sur ertains axes. Cette solution doit être utilisablepour les transformations anes puisque l'on onnaît les géodésiques pour le as rigide et des si-militude. Par ontre, pour des groupes de transformation plus généraux, il faut sans doute passerà une solution basée sur les générateurs innitésimaux, qui permet enore de gérer une bonne ap-proximation des géodésiques dans un voisinage faible autour d'un point du groupe. Il reste à savoiromment ela peut s'appliquer aux variétés.13.2.2 AlgorithmesReonnaissane D'un point de vue informatique, nous avons déjà évoqué dans la setion (10.4)plusieurs points lés. Il s'agit d'étudier les algorithmes de lassiation (lustering), en partiulier eux pouvant inlure une informa-tion d'inertitude, des algorithmes de reherhe, soit du plus prohe voisin, soit des primitives ompatibles.Pour e dernier type de problèmes, il nous semble diile de onevoir des tehniques de hahagede l'espae qui puissent à la fois gérer orretement l'erreur et être algorithmiquement eaes.
276 Conlusion et perspetives Chap. 13Par ontre, les tehniques de subdivision adaptative de l'espae nous paraissent intéressantes etertains algorithmes doivent pouvoir être généralisés à nos variétés homogènes en utilisant, pourouper l'espae, le fait que les géodésiques passant par un point sont des lignes droites dans la arteexponentielle en e point.La résolution de es problèmes permettrait de onstruire des algorithmes génériques de reon-naissane dont on pourrait étudier les performanes grâe aux aluls de robustesse (nombre defaux positifs). Un travail important onsisterait également à intégrer e alul des faux positifs dansles opérations de base pour la mise en orrespondane et de regarder les liens ave les ritères demathing probabilistes, qui présentent généralement des dégradations de performanes plus souplesave l'aroissement du bruit de mesure ou du nombre de primitives.D'un point de vue appliatif, ette étude de la reonnaissane est partiulièrement importante :nous avons vu en eet le gain de séletivité énorme que pouvaient apporter des primitives plus om-plexes que des points. Malheureusement, à l'heure atuelle, la omplexité théorique des algorithmesest noyée par la masse de aluls supplémentaires néessaires pour traiter l'erreur, ne serait-e qu'ap-proximativement. Rappelons qu'à l'origine de la plus grande partie de e travail de thèse, il y avaitla volonté de pouvoir gérer orretement l'erreur sur les repères dans l'algorithme de reonnaissaneproposé pour les protéines.Modélisation Un problème enore plus omplexe mais exessivement intéressant onerne lareonnaissane et le realage multiple, dans un but de modélisation. Nous avons abordé le realagemultiple au hapitre 12 pour les points et il semble possible d'utiliser es tehniques sur les primitivessans trop de problème.Par ontre, la mise en orrespondane simultanée de N images soulève beauoup de questions.Comment faire pour ne pas privilégier une image par rapport à une autre? Dans le as de deuximages, nous avons proposé d'imposer une ontrainte de symétrie sur les appariements. Il sembleraisonnable de vouloir imposer une ontrainte similaire sur les appariements dans toutes les images,mais la symétrie simple n'est pas susante : si a est une primitive de l'image A appariée symétrique-ment à b dans l'images B, elle i étant elle-même appariée symétriquement à c dans C, rien ne nousimpose que a ne soit pas apparié symétriquement à une autre primitive c′ de C. Il s'agirait don detrouver la lique maximale dans e graphe des d'appariements, algorithme qui est NP-omplet.La résolution de es problèmes ouvre la voie à la modélisation géométrique automatique, quipossède un hamp d'appliations relativement vaste. Citons pas exemple la omparaison de la banquede donnée des strutures de protéines (PDB) ave elle même, qui permettrait la réation d'unebase de données des motifs struturaux et des motifs de liaisons. La modélisation pose par ontred'autre questions : dans le hapitre 12, nous avons assoié aux primitives des modèles une stabilitégéométrique, mais aussi une probabilité d'observation. De nombreuses observations supplémentaires,en partiulier sur le ouplage des observations, seraient ainsi de la plus grande utilité. Par ailleurs,la oneption même de la struture de es modèles va inuener les algorithmes de reonnaissaneles utilisant.Courbes et surfaes Enn, le travail que nous avons eetué dans e manusrit repose entiè-rement sur des primitives isolées et identiables. Comment peut-on développer le même type derésultats, en partiulier en e qui onerne l'inertitude du realage, si l'on onsidère maintenantdes ourbes et des surfaes au lieu de points isolés ? En général, on onsidère les ourbes et lessurfaes omme un ensemble de points, éventuellement munis d'une orientation, et on alule lamise en orrespondane et le realage par ICP. On pourrait don penser à utiliser diretement les
13.2. Perspetives 277tehniques de realage que nous avons développées dans e manusrit et prédire ainsi l'inertitudede la transformation estimée.Le problème prinipal que nous voyons à ette généralisation direte est le suivant : l'inertitudesur le realage varie grossièrement omme 1/√n où n est le nombre de points utilisés. Si mainte-nant nous éhantillonnons notre ourbe ave quatre fois plus de points, on divise l'inertitude pardeux : à la limite, ave un éhantillonage inni, l'inertitude sur la transformation est nulle ! Enfait, nous pensons qu'il faudrait dénir une distane entre ourbes (ou surfaes) ontinues à l'aided'une intégration, puis disrétiser ette intégrale pour obtenir un ritère disret. Dans ette optique,l'élément de longueur ou de surfae ds se transforme en une pondération δs qui prend eetivementen ompte la proportion de la ourbe représentée par haque point. Ave un éhantillonage inni,l'inertitude sur la transformation tend maintenant vers une limite non nulle.Il reste quand même quelques problèmes de taille dans ette modélisation : on suppose pour lerealage lassique que les points ou les primitives ont des bruits indépendants. Ce n'est lairementpas le as pour des points voisins sur une ourbe : omment représenter et estimer le bruit sur lespoints onstituant le représentation disrète de la ourbe ou de la surfae? Cei soulève égalementle problème de la représentation à utiliser.Ce type d'extension serait toutefois très valable pour de nombreuses appliations, y omprisla reonnaissane, où les ourbes peuvent relier des points partiuliers et ainsi diminuer enore laomplexité du problème.13.2.3 AppliationsImagerie Médiale Nous n'avons pour l'instant validé nos algorithmes de realage que d'un pointde vue théorique. Pour qu'ils soient vraiment utiles et rédibles en imagerie médiale, l'étape suivanteonsistera à les valider sur des fantmes, 'est-à-dire des aquisitions réelles d'objets dont on onnaîtpréisément la géométrie, puis à les intégrer dans les logiiels utilisables par des pratiiens en vued'une validation linique. Les adres stéréotaxiques sont des fantmes du plus haut intérêt, puisqu'ilssont ensuite utilisés liniquement. On peut ainsi vérier par des aquisitions en tant que fantme lapréision qu'ils apportent et la validité de notre prédition, puis vérier lors de l'utilisation liniqueque les résultats restent ohérents.Un autre point qui nous semble prometteur onerne la détetion et la quantiation du mouve-ment tridimensionnel. Nous étudions atuellement la possibilité que mesurer préisément le mouve-ment des fémurs à partir d'images IRM. Cette étude remet en question les tehniques d'extrationde primitives géométriques habituellement utilisées ar l'os est une struture très peu visible danse type d'images. De plus, elle néessite des algorithmes de reonnaissane permettant de trouverplusieurs strutures rigides de faible importane dans des sènes très denses.Biologie Moléulaire L'algorithme de reonnaissane de sous-strutures que nous avons présentédans e manusrit n'a pas suivi pour l'instant les évolutions de notre adre algorithmique. Il s'agitdans un premier temps de mettre à jour ertaines proédures utilisées pour la reonnaissane ande diminuer le nombre de paramètres et d'aroître la abilité et la rapidité. Ce dernier point est eneet fondamental pour envisager de omparer, en un temps aeptable, une struture de protéine àla PDB tout entière. Rappelons que ette base de donnée s'aroît très rapidement : 3200 struturesen avril 1995, environ 5000 en novembre 1996 !L'étape suivante onsiste à omparer la PDB ave elle-même pour onstruire une nouvelle basede donnée ontenant la modélisation géométrique des motifs observés. Cette omparaison néessiteun algorithme de reonnaissane entièrement automatique, rapide et permettant des omparaisons





Jaobiens des fontions salaires etvetorielles




















. . . ∂g1∂xn... . . . ...
∂gm
∂x1
. . . ∂gm∂xn

de telle sorte que l'élément (i, j) de Jg est [Jg]ij = ∂gi
∂xj
. On a alors
f(x+ dx) = f(x) + Jf (x).dx et g(x+ dx) = g(x) + Jg(x).dxoù le point (.) représente la multipliation matriielle 1. Les fontions salaires sont don un aspartiulier des fontions vetorielles (espae de dimension 1). On pourrait de même remarquer queles veteurs sont un as partiulier des matries et étendre le formalisme aux fontions matriiellesmais ela néessiterait l'introdution de tenseurs d'ordre 3 (3 indies) et omplique nettement lesnotations puisque l'on a alors des produits tensoriels diérents suivant les indies onsidérés. Nousnous limiterons don aux fontions vetorielles.A.1 Composition et multipliation de fontionsSoient f et g deux fontions vetorielles de dimensions ompatibles pour la omposition (f :
Rn → Rm et g : Rm → Rp) et h(x) = g(f(x)) la fontion omposée (h = g ◦ f : Rn → Rp). La1. Les salaires sont lassiquement identiés à l'espae vetoriel unidimensionnel R1 et a l'espae des matriesréelles 1 × 1. 281
282 Jaobiens des fontions salaires et vetorielles Chap. Aomposition des jaobiens s'exprime par:
Jh(x) = Jg(f(x)).Jf (x)Soit maintenant f une fontion salaire et h = f.g la fontion multipliative (h(x) = f(x).g(x)).Le jaobien de h est:






∂yCette fontion peut, par exemple, représenter un produit vetoriel ou un produit salaire. Soient fet g deux fontions vetorielles et h(x) = α(f(x), g(x)) la fontion omposée. Le jaobien de h estdonné par :
Jh(x) = Jα1 (f(x), g(x)) .Jf (x) + Jα2 (f(x), g(x)) .Jg(x)A.3 Jaobiens de fontions standardProduit salaire : 〈x | y 〉 = 〈y | x〉 = ∑ xi.yi = xT.y = Tr(x.yT)
J〈. | . 〉1(x, y) =
∂ 〈x | y 〉
∂x
= yT
J〈. | . 〉2(x, y) =
∂ 〈x | y 〉
∂y














‖x‖3Carré de la norme : ∂‖x‖2
∂x
= 2xTMultipliation par une matrie M (onstante) : ∂M.x
∂x
= M





















= SxIdentité de Lagrange : ‖x× y‖2 = ‖x‖2‖y‖2 − 〈x | y 〉2Formule de Gibbs : x× (y × z) = 〈x | z 〉 .y − 〈x | y 〉 .z
Sx.Sy = y.x
T − 〈x | y 〉 .I3Identité de Jaobi : x× (y × z) + y × (z × x) + z × (x× y) = 0
S(x×y) = Sx.Sy − Sy.SxPropriété métrique : 〈x× y | z × t〉 = 〈x | z 〉 . 〈y | t〉 − 〈x | t〉 . 〈y | z 〉Produit mixte :
(x, y, z) = 〈x | y × z 〉 = 〈x× y | z 〉 = det ([x, y, z]) = ∣∣∣∣∣∣ x1 y1 z1x2 y2 z2x3 y3 z3 ∣∣∣∣∣∣















∂(r × (r × x))
∂r
= −S(r×x) + r.
∂(r × x)
∂r
= Sx.Sr − 2Sr.Sx
Annexe B
Dérivation d'un salaire par une matrie









. . . ∂α(A)∂a1,n... . . . ...
∂α(A)
∂am,1
. . . ∂α(A)∂am,n

de telle sorte que l'élément (i, j) du jaobien soit [Jα]ij = ∂α(A)∂aij . Notons bien que ette notation nerentre pas dans le adre préédent puisque les règles de omposition ne s'appliquent plus. Ce n'estdon qu'une façon agréable et synthétique de noter ette dérivée.B.1 Dérivation par une matrie génériqueLa méthode générale pour obtenir le jaobien est la suivante.1/ Érire la fontion sous la forme d'une somme sur les indies en n'utilisant pas i et j (parexemple k, l, . . .).2/ Dériver par rapport à aij : si akl apparaît dans l'expression sommée, la dérivée ne sera nonnulle que lorsque (k, l) = (i, j). On enlève don akl et la sommation sur es deux indies,que l'on remplae dans le reste de l'expression par les indies i et j. On répète bien sûr etteopération si d'autres indies sont utilisés.3/ Réordonner les termes des sommations restantes de façon à e que i soit le premier indie et jle dernier, en utilisant au besoin des transposées. Certains termes, voire ertaines sommations,doivent parfois être fatorisées pour former un salaire qui sera plaé devant le terme variable.4/ Résumer le résultat sous forme matriielle.Exemple 1 : ∂(cT.A.b)∂A = c.bT (B.1)285




= ci.bj d'où le résultat.Exemple 2 : ∂(Tr(B.A.C))∂A = BT.CT (B.2)La fontion salaire s'érit α(A) = Tr(B.A.C) =∑
mkl









[BT]im.[CT]mjExemple 3 : ∂(cT.AT.B.A.d)∂A = B.A.d.cT +BT.A.c.dT (B.3)La fontion salaire s'érit α(A) = cT.AT.B.A.d = ∑
klmn




















 .djd'où le résultat. Si B est une matrie symétrique (que l'on note Q pour ne pas onfondre), onobtient :
∂(cT.AT.Q.A.d)
∂A
= Q.A.(c.dT + d.cT) (B.4)B.2 Dérivation par une matrie symétriqueCes dérivations sont utiles pour estimer par exemple des matries de ovariane, mais les termeshors-diagonaux de la matrie sont maintenant liés : aij = aji et la dérivation en est aetée : leterme akl dans une somme a maintenant une dérivée non nulle par rapport à aij si (k, l) = (i, j) ou
(k, l) = (j, i) (si i 6= j). On doit don doubler les dérivées préédemment obtenues en inversant lesindies i et j, sauf sur la diagonale.Notons diag(A) le veteur des éléments diagonaux de la matrie arrée A et DIAG(x) la matriediagonale ayant pour éléments les omposantes du veteur x:diag(A) =  a11...
ann

 et DIAG(x) =  x1 . . . 0... . . . ...
0 . . . xn

Cette notation peut être étendue aux matries ave la signiation suivante : DIAG(A) est la matrieonservant les éléments diagonaux de la matrie arrée A en annulant tous les autres :DIAG(A) = DIAG(diag(A)) =  a1,1 . . . 0... . . . ...
0 . . . an,n


B.3. Quelques dérivations de matries 287Ave es notations et à partir de la dérivée Jα(A) = ∂α/∂A du salaire α par une matriegénérique A, on obtient la dérivée par une matrie symétrique Σ par la formule :
∂α(Σ)
∂Σ
= Jα(Σ) + Jα(Σ)
T −DIAG(Jα(Σ)) (B.5)Exemple 1 : ∂(cT.Σ.b)∂Σ = c.bT + b.cT −DIAG(c.bT) (B.6)Exemple 2 : ∂(Tr(B.Σ.C))∂Σ = C.B +BT.CT −DIAG(C.B) (B.7)Exemple 3 :
∂(cT.Σ.B.Σ.d)
∂Σ
= B.Σ.d.cT +BT.Σ.c.dT + cT.dΣ.BT + dT.c.Σ.B
−DIAG(B.Σ.d.cT)−DIAG(BT.Σ.c.dT)Si B = Q est elle même une matrie symétrique, on obtient en notant F = c.dT + d.cT :
∂(cT.Σ.Q.Σ.d)
∂Σ


















(Id+ ε.B.A(-1))(-1) − Id
ε
)où B est la matrie où seul l'élément (i, j) est non nul : [B]m,n = δm,i.δn,j . Pour ε susammentfaible, un développement limité donne :




(Id+ ε.B.A(-1))(-1) − Id
ε
)
= −B.A(-1) d'où ∂A(-1)
∂aij













= −a(-1)k,i .a(-1)j,l (B.8)
288 Dérivation d'un salaire par une matrie Chap. BB.3.2 Distane de MahalanobisOn peut maintenant envisager la dérivation de


























= −A(-T).x.yT.A(-T) (B.9)Dans le as d'une distane de Mahalanobis, on a une matrie de ovariane symétrique, et ladérivée est don :
∂(xT.Σ(-1).y)
Σ
= DIAG(Σ(-T).x.yT.Σ(-T))− Σ(-T).(x.yT + y.xT).Σ(-T)B.3.3 DéterminantDéveloppons le déterminant en ofateurs de la ie ligne :









= a∗ikLa dérivée herhée est don la matrie des ofateurs, aussi onnue sous le nom de matrie onjuguéeet sa relation bien onnue ave l'inverse nous permet d'érire :
∂ det(A)
∂A












Assume we have a set of measurements (or data) {χi} and we searh state variable g suh that,for eah exat data χi, we have the vetorial relation
zi(χi, g) = 0This is alled the measurement equation. In our ase, the state g is the sought rigid motion and thedata are ouples of mathed points or frames, or simple measurements of this rigid motion (setion8.3). Sine we are working with noisy data, we only know the measured values of data χ̂i = χi + ωi(the observation). The additive noises ωi are assumed to be independent, white and entered witha known ovariane Ωi:
E(ωi) = 0 E(ωi. ω
T
i ) = Ωi and E(ωi. ωTj ) = 0 for i 6= jThe measurement equations are generally not linear, but assuming we know a good estimate ĝof the state g, we an linearize them around the estimates and solve the problem with standardlinear optimization tehniques, namely here Kalman Filtering. This is the basis of the ExtendedKalman Filtering tehnique. Sine Kalman Filtering is a reursive lter, we assume that we have ateah step i an estimate ĝi−1 of the state vetor. We an then linearize the measurement equationaround (χ̂i, ĝi−1) with a rst order Taylor series expansion. Taking the following notations:


















.(g − ĝi−1) +
∂̂zi
∂χ





290 Filtrage de Kalman Chap. Cof ovariane Σii:











(ĝ0 − g)T.Ĝ−10 .(ĝ0 − g) + 12 ∑
i
(γi −Mi.g)T.Σ(-1)ii .(γi −Mi.g)The reursive solution for the minimization of this riteria is alled the Kalman Filter (Jazwinsky,1970; Ayahe, 1991). At eah step, the input is an estimate (ĝi−1, Ĝi−1) of the state and the linearizedmeasurement (γi,Σii), and the output is the updated estimation of the state (ĝi, Ĝi). We just reallhere the equations of the lter:
Ki = Ĝi−1.MTi .(Σii +Mi.Ĝi−1.MTi )−1
ĝi = ĝi−1 −Ki.ẑi
Ĝi = ( Id−Ki.Mi).Ĝi−1




R Ensemble des nombres réel.
Rn Espae vetoriel eulidien de dimension n.
Q Espae des quaternions.
M Variété diérentielle (manifold).
G Groupe de transformation (groupe de Lie).
H Sous-groupe de transformation.
D , X Ensemble de dénition ou autre.
1U Fontion indiatrie d'un ensemble U .
Fx Coset de la primitive x.Primitives
f, g,h, x, y, z Transformations et primitive : points d'une variété.
f, g, h, x, y, z Veteurs : représentations de es objets.
~f,~g, ~h, ~x,~y,~z représentations de es objets dans la arte prinipale.
f , g, h, x, y, z Transformations et primitives aléatoires.
f, g, h, x, y, z Veteurs aléatoires orrespondants.
x,x, x̂ Primitive exate, primitive aléatoire modélisant la mesure, résultat (observa-tion ou réalisation) d'une mesure.
o , o Point hoisi omme origine de la variété et sa représentation.
Id , Id Origine du groupe de transformation : identité.
∂v = ẋ , v = ẋ Veteur tangent en une primitive x (onsidérée omme une ourbe x(t)) etveteur tangent orrespondant dans la arte loale.291
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Opérateurs
f ◦ g Composition des transformations f et g.
f(-1) Inversion de la transformation f.
y = f ⋆ x Ation de la transformation f sur la primitive x.
fx Fontion de plaement : fx est un représentant de Fx.
x ∈ E [ x ] Espérane au sens de Fréhet (ensemble).
x = E [ x ] Espérane au sens lassique (veteur ou réel).
E [ ϕ(x) ] = Ex [ ϕ ] Espérane d'une fontion réelle.
Σxx Matrie de ovariane du veteur aléatoire x.dist(x, y) Distane entre primitives.Calul matriiel et vetoriel
〈x | y 〉 Produit salaire eulidien de deux veteurs.
M , J , R Matrie, matrie jaobienne, matrie de rotation.
MT , M (-1), , M (-T) Transposée, inverse et inverse de la transposée de la matrie M .Tr(M) , det(M) Trae et déterminant de la matrie arrée M .
mi,j = [M ]i,j Élément (i, j) de la matrie M .
x = diag(M) Veteur des valeurs diagonales de la matrie arrée M : xi = mi,i.
M = DIAG(x) Matrie diagonale des omposantes du veteur : mi,j = xi.δi,j.
M.A , M.x Multipliation matriielle.
In , I3 Matrie identité en dimension n et 3.
f(x) , g(y) , h(z) Fontions salaires ou vetorielles.




] Jaobien ou diérentielle de la fontion f . La notation mathématique usuelleorrespondante serait plutt Df .
|J | = |det(J)| Valeur absolue du déterminant du jaobien J .
x× y = Sx.y Produit vetoriel dans R3 et la matrie antisymétrique assoiée.
q ∗ p = Qq.p Produit des quaternions et quaternion matriiel assoié.
(p ∗ q)T = pT.Pq Produit des quaternions et anti-quaternion assoié.
Bibliographie
Abola, E., Bernstein, F., Bryant, S., Koetzle, T., et Weng, J. (1987). (( Protein DataBank )). Dans Allen, F., Bergerhoff, G., et Sievers, R., éditeurs, CrystallographiDatabases - Information Contents, Software Systems, Sienti Appliations, pages 107132,Bonn/Cambridge/Chester. Data Commission of the Int. Union of Crystallography.Altmann, S. L. (1986). Rotations, Quaternions, and Double Groups. Clarendon Press - Oxford.Ambartzumian, R. (1982). Random shapes by fatorization. DansRanneby, B., éditeur, Statistisin Theory and Pratie. Swedish Univ. Agri. Si., Umea.Anderson, T. (1958). An Introdution to Multivariate Statistial Analysis. J. Wiley, NY.Arnaudon, M. (1994). Espéranes onditionnelles et C-martingales dans les variétés. DansJ. Azema, P.A. Meyer, M. Y., éditeur, Séminaire de probabilités XXVIII, volume 1583 deLet. Notes in Math., pages 300311. Springer-Verlag.Arnaudon, M. (1995). Baryentres onvexes et approximations des martingales ontinues dans lesvariétés. Dans J. Azema, P.A. Meyer, M. Y., éditeur, Séminaire de probabilités XXIX, volume1613 de Let. Notes in Math., pages 7085. Springer-Verlag.Arun, K., Huang, T., et Blostein, S. (1987). (( Least-Squares Fitting of Two 3-D Point Sets )).IEEE Transations on Pattern Analysis and Mahine Intelligene, 9(5):698700.Aurenhammer, F. (1991). (( Voronoi diagrams: A survey of a fundamental geometri data stru-ture )). ACM Comput. Surv., 23:345405.Ayahe, N. (1989). Vision Stéréosopique et Pereption Multisensorielle. Inter-Editions.Ayahe, N. (1991). Artiial Vision for Mobile robots - Stereo-vision and Multisensor Pereption.MIT-Press.Ayahe, N. (1993). (( Computer Vision Applied to 3D Medial Images: Results, Trends and FutureChallenges )). Dans Int. Symp. on Roboti Researh, Hidden Valley, Pensylvania, USA. Alsoas INRIA Researh Report No 2050.Ayahe, N. et Faugeras, O. (1986). (( HYPER : A new Approah for the Reognition and Positio-ning of Two-Dimensional Objets )). IEEE Trans. on Pattern Analysis and Mahine Intelligene,8(1):4454.Bard, Y. (1974). Nonlinear Parameter Estimation. Aademi Press.Bernstein, F., Koetzle, T., Williams, G., Meyer, E., Brie, M., Rodgers, J., Kennard,O., Shimanouhi, T., et Tasumi, M. (1977). (( The Protein Data Bank: A Computer-basedArhival File for Maromoleular Strutures )). J. of Mol. Bio., 112:535542.293
294 BibliographieBesl, P. et Jain, R. (1985). (( Three-dimensional objet reognition )). ACM Computing Surveys,17(1):75145.Besl, P. etMKay, N. (1992). (( A Method for Registration of 3-D Shapes )). PAMI, 14(2):239256.Bingham, C. (1974). (( An Antipodally Symmetri Distribution on the Sphere )). The Annals ofStatistis, 2(6):12011225.Boissonnat, J. et Yvine, M. (1995). Géométrie algorithmique. Edisiene international, Paris.to appear in english at Cambridge University Press.Bolles, R. et Cain, R. (1982). (( Reognizing and loating partially visible objets, the loal-feature-fous method )). Int. J. Robotis Researh, 1(3):5782.Bookstein, F. (1986). (( Size and shape spaes for landmark data in two dimensions (with disus-sion) )). Statist. Si., 1:181242.Bookstein, F. (1991). Morphometri Tools for Landmark Data: Geometry and Biology. CambridgeUniv. Press, Cambridge.Bourguignon, J. (1990). Calul variationnel. Cours de l'Eole Polytehnique, Paris.Branden, C. et Tooze, J. (1991). Introdution to Protein Struture. Garland Publishing.Brennan, R. et Matthews, B. (1989). (( The Helix-Turn-Helix DNA binding motif )). J. Biol.Chem., 264:286290.Brown, L. (1992). (( A survey of image registration tehniques )). ACM Computing Surveys,24(4):325376.Califano, A. etMohan, R. (1991). (( Multidimensionnal Indexing for Reognizing Visual Shapes )).Dans Pro. CVPR 91, pages 2834.Capolsini, P., Dalmas, S., et Papegay, Y. (1993). (( Quaterman : Une bibliothèque maple dealuls et de manipulations sur l'algèbre des quaternions )). Rapport Tehnique 148, INRIA.Carmo, M. d. (1992). Riemannian Geometry. Mathematis. Birkhäuser, Boston, Basel, Berlin.Casteljau, P. (1987). Les quaternions. Hermes.Chin, R. et Dyer, C. (1986). (( Model-based reognition in robot vision )). ACM ComputingSurveys, 18(1):67108.Cohen, L. (1996). (( Auxiliary variables and two-step iterative algoritms in omputer vision pro-blem )). Journal Mathematial Imaging and Vision. to apear. Also in Cahiers de Mathématiquesde la Deision no 9511 and ICCV'95.Csurka, G., Zeller, C., Zhang, Z., et Faugeras, O. (1995). (( Charaterizing the Unertaintyof the Fundamental Matrix )). Researh Report 2560, INRIA.Davies, E. (1991). (( Alternative to abstrat graph mathing for loating objets from their salientfeatures )). Image and Vision Computing, 9(4):252261.Doss, S. (1949). (( Sur la moyenne d'un élément aléatoire dans un espae distanié )). Bull. S.Math., 73:4872.Duda, R. et Heart, P. (1973). Pattern Classiation and Sene Analysis. Wiley.Durrant-Whyte, H. (1988). Integration, Coordination and Control of Multi-Sensor Robot Sys-tems. Kluwer Aademi Publishers.
Bibliographie 295Emery, M. etMokobodzki, G. (1991). Sur le baryentre d'une probabilité dans une variété. DansJ. Azema, P.A. Meyer, M. Y., éditeur, Séminaire de probabilités XXV, volume 1485 de Let.Notes in Math., pages 220233. Springer-Verlag.Eshera, M. et Fu, K. (1986). (( An Image Understanding System Using Attributed SymboliRepresentation and Inexat Graph-Mathing )). PAMI, 8(5):604618.Faugeras, O. (1993). Three-Dimensional Computer Vision: A Geometri Viewpoint. MIT press.Feldmar, J. (1995). (( Realage rigide, non rigide et projetif d'images médiales tridimension-nelles )). PhD thesis, Eole Polytehnique.Feldmar, J. et Ayahe, N. (1996). (( Rigid, Ane and Loally Ane Registration of Free-FormSurfaes )). IJCV, 18(2):99119.Feldmar, J., Ayahe, N., et Betting, F. (1997). (( 3D-2D Projetive Registration of Free-FormCurves and Surfaes )). Computer Vision and Image Understanding, 65(3):403424.Fermi, G., Perutz, M., Shaanan, B., et Fourme, R. (1984). (( The rystal struture of humandeoxyhaemoglobon at 1.74 angstroms resolution )). J. Mol. Bio., 175:159.Fisher, D., Bahar, O., Nussinov, R., etWolfson, H. (1992a). (( An eient automated om-puter vision based tehnique for detetion of three dimensionnal strutural motifs in proteins )).J. of Biomoleular Strutures and Dynamis, 9(4):769789.Fisher, O., Nussinov, R., et Wolfson, H. (1992b). (( 3D substruture mathing in proteinmoleules )). Dans Combinatorial Pattern mathing 92 - LNCS 644, pages 136150. SpingerVerlag.Fréhet, M. (1944). (( L'intégrale abstraite d'une fontion abstraite d'une variable abstraite et sonappliation à la moyenne d'un élément aléatoire de nature quelonque )). Revue Sientique,pages 483512.Fréhet, M. (1948). (( Les éléments aléatoires de nature quelonque dans un espae distanié )).Ann. Inst. H. Poinaré, 10:215310.Funda, J. et Paul, R. (1988). (( A Comparison of Transforms and Quaternions in Robotis )).Dans Pro. IEEE International Conferene on Robotis and Automation, Vol. 2, pages 886891. Computer Siene Soiety.Gill, P., Murray, W., et Wright, M. (1981). Pratial optimization. Aademi Press, Londonand New York.Goodall, C. (1991). (( Prorustes methods in the statistial analysis of shape (with disussion) )).J. Roy. Statist. So. Ser. B, 53:285339.Grenander, U. (1981). Abstrat inferene. John Wiley & Soons.Grimson, W. (1990). Objet Reognition by Computer - The role of Geometri Constraints. MITPress.Grimson, W. et Huttenloher, D. (1990a). (( On the Sensitivity of Geometri Hashing )). DansPro. third ICCV, pages 334338.Grimson, W. et Huttenloher, D. (1990b). (( On the sensitivity of the Hough transform forobjet reognition )). IEEE PAMI, 12(3):255274.Grimson, W. et Huttenloher, D. (1991). (( On the veriation of hypothesized mathes inmodel-based reognition )). IEEE PAMI, 13(12):12011213.
296 BibliographieGrimson, W., Huttenloher, D., et Jaobs, D. (1991). (( Ane Mathing with Bounded SensorError : A Study of Geometri Hashing and Alignment )). Tehnial Report 1250, MIT AI Lab.Grimson, W., Huttenloher, D., et Jaobs, D. (1994). (( A study of ane mathing withbounded sensor error )). Int. Journ. of Comput. Vision, 13(1):732.Guézie, A. et Ayahe, N. (1992). (( Smoothing and Mathing of 3D Spae Curves )). DansProeedings of the Seond European Conferene on Computer Vision, Santa Margherita Ligure,Italy.Guézie, A. et Ayahe, N. (1993). (( New Develoments on Geometri Hashing for Mathing 3DCurves )). Dans Proeedings of Int. Conf on Comput. Vis. and Pat. Reog, pages 703704. IEEEComputer Soiety Press.Harrison, S. et Aggarwal, A. (1990). (( DNA reognition by proteins with the Helix-Turn-Helixmotif )). Annu. Rev. Biohem., 59:933969.Herer, W. (1986). (( Espérane mathématique au sens de Doss d'une variable aléatoire à valeurdans un espae métrique )). C. R. Aad. S. Paris, Série I, t.302(3):131134.Herer, W. (1988). (( Espérane mathématique d'une variable aléatoire à valeur dans un espaemétrique à ourbure négative )). C. R. Aad. S. Paris, Série I, t.306:681684.Hohshild, G. (1965). The struture of Lie groups. Holden-Day.Honzatko, R., Hendrikson, W., et Love, W. (1985). (( Renement of a moleular model forlamprey hemoglobin from petromyzon Marinus )). J. Mol. Bio., 184:147.Horaud, R. et Monga, O. (1993). Vision par ordinateur : outils fondamentaux. Hermes.Horn, B. (1987). (( Closed Form Solutions of Absolute Orientation Using Unit Quaternions )).Journal of Optial Soiety of Ameria, A-4(4):629642.Horn, B., H.M., H., et Negahdaripour, S. (1988). (( Closed Form Solutions of Absolute Orienta-tion Using Orthonormal Matries )). Journal of Optial Soiety of Ameria, A-5(7):11271135.Huber, P. (1981). Robust Statistis. John Wiley, New York.Huttenloher, D. et Ullman, S. (1987). (( Objet Reognition using Alignment )). Dans Pro.of ICCV, pages 7278.Huttenloher, D. et Ullman, S. (1990). (( Reognizing solid objets by alignment with animage )). Int. Journ. Computer Vision, 5(2):195212.Jain, A. et Dubes, R. (1988). Algorithms for lustering data. Englewood Clis, N.J.Jaynes, E. (1996). (( Probability Theory: The Logi Of Siene )). Fragmentary edition ofmai 1996 available at http://omega.math.albany.edu:8008/JaynesBook.html. Also availableat ftp://bayes.wustl.edu/Jaynes.book/.Jazwinsky, A. (1970). Stohasti Proesses and Filtering Theory. Aademi Press.Jolion, J.-M., Meer, P., et Bataouhe, S. (1991). (( Robust Clustering with Appliations inComputer Vision )). IEEE Transations on Pattern Analysis and Mahine Intelligene, PAMI-13(8):791802.Jupp, P. et Mardia, K. (1989). (( A Unied View of the Theory of Diretional Statistis, 1975-1988 )). Int. Statistial Review, 57(3):261294.Kanatani, K. (1990). Group-Theoretial Methods in Image Understanding. Numéro 20 dans Sprin-ger Series in Information Siene. Springer Verlag.
Bibliographie 297Kanatani, K. (1993). Geometri Computation for Mahine Vision. Numéro 37 dans The OxfordEngineering siene series. Clarendon Press - Oxford.Karher, H. (1977). (( Riemannian enter of mass and mollier smoothing )). Comm. Pure Appl.Math, 30:509541.Kendall, D. (1989). (( A survey of the statistial theory of shape (with disussion) )). Statist. Si.,4:87120.Kendall, M. et Moran, P. (1963). Geometrial probability. Numéro 10 dans Grin's statistialmonographs and ourses. Charles Grin & Co. Ltd.Kendall, W. (1990). (( Probability, onvexity, and harmoni maps with small image I: uniquenessand ne existene )). Pro. London Math. So., 61(2):371406.Kent, J. (1992). (( The art of Statistial Siene )), Chapitre 10 : New Diretions in Shape Analysis,pages 115127. John Wiley & Sons. K.V. Mardia, ed.Klingenberg, W. (1982). Riemannian Geometry. Walter de Gruyter, Berlin, New York.Koh (1988). Parameter Estimation and Hypothesis Testing in Linear Models. Springer, Berlin.Laroix, B. et Codani, J. (1991). (( Tehniques Informatiques pour la Cartogrphie Physique duGénome Humain )). Researh Report 1560, INRIA.Lamdan, Y. et Wolfson, H. (1988). (( Geometri Hashing : A General and Eient Model-BasedReognition Sheme )). Dans Pro. of Seond ICCV, pages 238289.Lamdan, Y. et Wolfson, H. (1989). (( On the error analysis of Geometri Hashing )). TehnialReport 467, Rob. Res. Lab., Courant Institute of Mathematial Siene, N. Y. University.Robotis Report No 213.Lamdan, Y. et Wolfson, H. (1991). (( On the error analysis of Geometri Hashing )). Dans IEEEInt. Conf. on Comput. Vis. and Patt. Reog., pages 2227.Latombe, J. (1991). (( Robot motion planning )), Chapitre Chap. 2: Conguration Spae of a RigidObjet, pages 5889. Kluwer Aademi Publishers Groups.Lawson, C., Zhang, R., Shevitz, R., Otwinowski, Z., Joahimiak, A., et Siegler, P. (1988).
(( Flexibility of the DNA-Binding Domains of TRP Repressor )). Proteins Strut., Funt., Genet.,3:18.Le, H. (1995). (( Mean size-and-shapes and mean shapes: a geometri point of view )). Adv. Appl.Prob., 27(4455).Le, H. et Kendall, D. (1993). (( The riemannian struture of eulidean shape spae: a novelenvironment for statistis )). Ann. Statist., 21:12251271.Le Borgne, M. (1987). (( Quaternions et Controle sur l'Espae des rotations )). Researh Report751, INRIA.Leavers, V. (1993). (( Survey : whih Hough transform ? )). CVGIP: Image Understanding,58(2):250264.Lesk, A. et Chothia, C. (1980). (( How dierent amino aid sequenes determine similar proteinstrutures: the struture and evolutionary dynamis of the globins )). J. Mol. Bio., 136:225270.Lorusso, A., Eggert, D., et Fisher, R. (1995). (( A omparison of Four Algorithms for Estimating3-D Rigid Transformation )). Dans Pro. 6th British Mahine Vision Conferene (BMVC'95),pages 237246.
298 BibliographieMardia, K. (1995). (( Diretional Statistis and Shape Analysis )). Researh Report STAT95/24,University of Leeds, UK.Marr, D. (1982). Vision. Freeman.Maybek, P. (1979). Stohasti Models, Estimation and Control, Volume 1, volume 141-1 deMathematis in Siene and Engineering. Aademi Press, In.Meer, P., Mintz, D., Kim, D. Y., et Rosenfeld, A. (1991). (( Robust Regression Methods forComputer Vision: A Review )). International Journal of Computer Vision, 6(1):5970.Mondragon, A.,Wolberger, C., et Harrison, S. (1989). (( Struture of Phage 434 Cro Proteinat 2.35 Angstroms Resolution )). J. of Mol. Bio., 205:179.Moore, R. (1966). Interval Analysis. Prentie Hall, Engelwood Clis, NJ.Mundy, J. et Zisserman, A. (1992). Geometri invariane in omputer vision. MIT Press.Myers, E. (1991). (( An overview of sequene omparison algorithms in moleular biology )).Tehnial Report TR 91-29, Univ. of Arizona, Dep. of Comp. Si.Neveu, J. (1990). Introdution aux probabilités. Eole Polytehnique. Cours de l'Eole Polyteh-nique.Okabe, A., Boots, B., et Sugihara, K. (1992). Spatial Tessellations: Conepts and Appliationsof Voronoi Diagrams. John Wiley & Sons, Chihester, England.Olson, C. F. (1994). (( Time and Spae Eient Pose Clustering )). Dans Pro. Conf. Comp. Visionand Pattern Reognition (CVPR'94), pages 251258, Los Alamitos, CA, USA. IEEE ComputerSoiety Press. also as U. Cal. Berkley Researh Report : UCB//CSD-93-755.Orr, M., Fisher, R., et Hallam, J. (1991). (( Unertain reasoning: Intervals versus probabilities )).Dans Pro. British Mahine Vision Conferene, pages 351354. Springer-Verlag.Papoulis, A. (1991). Probability, Random Variables, and Stohasti Proesses. MGraw-Hill, In.Paul, R. (1982). Robot Manipulators. MIT Press.Pelat, D. (1992). Bruits et Signaux. Cours de l'Eole dotorale d'astrophysique d'Ile de Frane.Penne, X. (1993a). (( Corretness and Robustness of 3D Rigid Mathing with Bounded SensorError )). Researh report RR-2111, INRIA.Penne, X. (1993b). (( Traitement de l'erreur dans les méthodes de Hahage géométrique et d'Ali-gnement, une étude théorique )). Rapport de d.e.a., Éole Polytehnique, ENS Ulm. D.E.A.IMA.Penne, X. (1996). (( Multiple Registration and Mean Rigid Shape - Appliation to the 3D ase )).Dans Mardia, K., Gill, C., et I.L., D., éditeurs, Image Fusion and Shape Variability Teh-niques (16th Leeds Annual Statistial Workshop), pages 178185. University of Leeds, UK.Penne, X. et Ayahe, N. (1994). (( An O(n2) Algorithm for 3D Substruture Mathing ofProteins )). Dans Califano, A., Rigoutsos, I., et Wolson, H., éditeurs, Shape and PatternMathing in Computational Biology  Pro. First Int. Workshop, Seattle, Wash, June 20, 1994,pages 2540. Plenum Publishing. Published in Bioinformatis 14(6), 1998, p. 516-522.Penne, X. et Ayahe, N. (1996a). (( Quelques problèmes posés par la gestion des primitivesgéométriques en vision par ordinateur )). Dans Journées ORASIS, pages 111116.Penne, X. et Ayahe, N. (1996b). (( Randomness and Geometri Features in Computer Vision )).Dans IEEE Conf. on Computer Vision and Pattern Reognition (CVPR'96), pages 484491,San Franiso, Cal, USA. Published in J. of Math. Imag. and Vision 9(1), july 1998, p. 49-67.
Bibliographie 299Penne, X. et Ayahe, N. (1998). (( A geometri algorithm to nd small but highly similar 3Dsubstrutures in proteins )). Bioinformatis, 14(6):516522.Penne, X. et Thirion, J. (1995). (( Validation of 3D Registration Methods based on Pointsand Frames )). Dans Pro. of the 5th Int. Conf on Comp. Vision (ICCV'95), pages 557562,Cambridge, Ma. Published in Int. J. of Comp. Vision 25(3), 1997, p. 203-229.Penne, X. et Thirion, J.-P. (1997). (( A Framework for Unertainty and Validation of 3D Regis-tration Methods based on Points and Frames )). Int. Journal of Computer Vision, 25(3):203229.Perutz, M. et al. (1973). Private ommuniation.Piard, J. (1994). (( Baryentres et martingales sur une variété )). Annales de l'institut Poinaré -Probabilités et Statistiques, 30(4):647702.Preparata, F. et Shamos, M. (1985). Computational Geometry, an Introdution. Springer Verlag.Press, S. (1972). Applied Multivariate Analysis. Holt Rinehart and Winston, NY.Press, W., Flannery, B., Teukolsky, S., et Vetterling, W. (1991). Numerial Reipies inC. Cambridge Univ. Press.Reyes-Avila, L. (1990). (( Les quaternions : une représentation paramétrique syst matique desrotations nies )). Rapport de Reherhe 1303, INRIA.Reyes-Avila, L. (1991). (( Quaternion : une représentation paramétrique syst matique des rotationsnies - Partie II : Quelques appliations )). Rapport de Reherhe 1454, INRIA.Rigoutsos, I. (1992). (( Massively Parallel Baysian Objet Reognition )). PhD thesis, New YorkUniversity.Rigoutsos, I. et Hummel, R. (1991a). (( Robust similarity invariant mathing in the preseneof noise )). Dans Pro. 8th Israeli Conf. on Artiial Intelligene and Computer Vision, pages2743.Rigoutsos, I. et Hummel, R. (1991b). (( Several Results on Ane Invariant Geometri Hashing )).Dans Pro. 8th Israeli Conf. on Artiial Intelligene and Computer Vision, pages 112.Rigoutsos, I. et Hummel, R. (1993). (( Distributed Bayesian Objet Reognition )). Dans Proee-dings of Int. Conf on Comput. Vis. and Pat. Reog, pages 180186. IEEE Computer SoietyPress.Rothe, I., Voss, K., Süsse, H., et Rothe, J. (1994). (( A General Method to Determine Inva-riants )). Rapport Tehnique TR 503, University of Rohester, Computer Siene Department.Rousseeuw, P. et Leroy, A. (1987). Robust Regression and Outliers Detetion. Wiley series inprob. and math. stat. J. Wiley and Sons.Santalo, L. (1976). Integral Geometry and Geometri Probability, volume 1 de Enylopedia ofMathematis and its Appliations. Addison-Wesley Publishing Company.Sayle, R. et Bissel, A. (1992). (( RasMol: A program for fast realisti rendering of moleularstrutures with shadows. )). Dans Proeedings of the 10th Eurographis UK'92 Conferene,Universtity of Edinburg,Sotland.Shapiro, L. et Haralik, R. (1981). (( Strutural desription and inexat mathing )). PAMI,3:504519.Small, C. (1988). (( Tehniques of shape analysis on sets of points )). Internat. Statist. Rev.,56:243257.
300 BibliographieSmith, R. et Cheeseman, P. (1987). (( On the representation and Estimation of Spatial Uner-tainty )). Int. Journ. of Robotis Researh, 5(4):5668.Smith, R., Self, M., et Cheeseman, P. (1988). (( Estimating Unertain Spatial Relationships )).Dans Lemmer, J. et Kanal, L., éditeurs, Unertainty in Artiial Intelligene 2, pages 435461. Elsevier. Pro. Seond Work. on Unertainty in Artif. Intell., Philadelphia, AAAI, August1986.Spivak, M. (1979). Dierential Geometry, volume 1. Publish or Perish, In., 2nd edition.Stokman, G. (1987). (( Objet reognition and loalization via pose lustering )). Comp. Vision,Graphis, Image Proessing, 40(3):361387.Stuelpnagel, J. (1964). (( On the Parametrization of the Three Dimensional Rotation Group )).SIAM Review, 6(4):422430.Subsol, G., Thirion, J., et Ayahe, N. (1995). (( A General Sheme for Automatially Building3D Morphometri Anatomial Atlases: appliation to a Skull Atlas )). Dans MRCAS'95.Takano, T. (1984). Renement of myoglobin and ytohrome C. Dans Hall, S. et Ashsida, T.,éditeurs,Methods and Appliations in Crystallographi Computing, page 262. Oxford UniversityPress, Oxford, England.Thirion, J. (1993). (( New Feature Points based on geometri invariants for 3D Image Registration )).Researh Report 1901, INRIA. published in IJCV 18(2), 1996.Thirion, J.-P. (1994). (( Extremal Points : denition and appliation to 3D image registration )).Dans IEEE onf. on Computer Vision and Pattern Reognition, Seattle.Thirion, J.-P. et Gourdon, A. (1993). (( The 3D Marhing Lines Algorithm : new results andproofs )). Rapport Tehnique 1881, INRIA. published in CVIU in 1995.Thirion, J.-P. et Gourdon, A. (1995). (( Computing the Dierential Charateristis of IsointensitySurfaes )). Computer Vision and Image Understanding, 61(2):190202.Tsai, F. (1993). (( A Probabilisti Approah to Geometri Hashing using Line Feature )). TehnialReport 640, Roboti Researh Laboratory, Courant Institute of Mathematial Siene, N.Y.Univ.Umeyama, S. (1991). (( Least-Squares Estimation of Transformation Parameters Between Two PointPatterns )). IEEE Transations on Pattern Analysis and Mahine Intelligene, 13(4):376380.Van den Elsen, P. (1993). (( Multimodality Mathing of Brain Images )). PhD thesis, UtrehtUniversity, Netherland.Walker, M. et Shao, L. (1991). (( Estimating 3-D Loation Paramters Using Dual NumberQuaternions )). CVGIP: Image Understanding, 54(3):358367.Watson, D. (1988). (( Natural neighbor sorting on the n-dimensional sphere )). Pattern Reognition,21(1):6367.Weinshall, D. (1993). (( Model-based invariants for 3-D vision )). International Journal of Com-puter Vision, 10(1):2742.Wells, W. (1993). (( Statistial Objet Reognition )). PhD thesis, MIT.West, J., Fitzpatrik, J., et al. (1996). (( Comparison and evaluation of retrospetive intermo-dality image registration tehniques )). Dans SPIE Medial Imaging onferene (Medim'96).also submitted to J. of Assisted Tomography.
Bibliographie 301Wolfson, H. (1990). (( Model-Based Reognition by Geometri Hashing )). Dans Faugeras, O.,éditeur, Pro. of 1st Europ. Conf. on Comput. Vision (ECCV 90), pages 526536. Springer-Verlag. Leture Notes in Computer Siene 427.Zhang, Z. (1993). (( Le problème de la mise en orrespondane : l'état de l'art )). Rapport dereherhe 2146, INRIA.Zhang, Z. (1994). (( Iterative Point Mathing for Registration of Free-Form Curves and Surfaes )).Int. Journ. Comp. Vis., 13(2):119152. Also Researh Report No.1658, INRIA Sophia Antipolis,1992.Zhang, Z. et Faugeras, O. (1992). (( 3D Dynami Sene Analysis: a stereo based approah )),volume 27 de Springer series in information siene, Chapitre 2: Unertainty Manipulationand Parameter Estimation, pages 927. Springer Verlag.Zhuang, X. et Huang, Y. (1994). (( Robust 3-D 3-D Pose Estimation )). IEEE Transations onPattern Analysis and Mahine Intelligene, 16(8):818824.Ziezold, H. (1989). On expeted gures in the plane. Dans Hübler, A., Nagel, W., Ripley,B., etWerner, G., éditeurs, Geobild '89, volume 51 de Math. Res., pages 105110. Akademie-Verlag, Berlin.Ziezold, H. (1994). (( Mean gures and mean shapes applied to biologial gures and shapedistributions in the plane )). Biometrial J., 36:491510.
Index
 A aide aminé . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 243ation . . . . . . . . . . . . . . . . . . . . . . . 4849, 122, 124algorithmegénérateur aléatoiregaussien . . . . . . . . . . . . . . . . . . . . . . . . . . 128uniforme . . . . . . . . . . . . . . . . . . . . . . . . . . 129moyenne et fusion . . 9295, 127, 180182realagede points . . . . . . . . . . . . . . . . . . . . . 166173de primitives . . . . . . . . . . . . . . . . . 173176modulaire haut niveau . . . . . . . 188190reonnaissane . . . . . . . . 216221, 224225temps de alul . . . . . . . . . . . . . . . . 178, 183alignement . . . . . . . . . . . . . . voir reonnaissanearbre d'interprétation . . . voir reonnaissaneatlas . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51 B baryentre . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87voir aussi moyennebassin . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .209Bertrand (paradoxe de) . . . . . . . . . . . . . . . . . . 37bruit . . . . . . . . . . . . . . . . . . . . . . . . 3335, 101105additif . . . . . . . . . . . . . . . . . . . . . . . 34, 40, 105hoix du modèle . . . . . . . . . . . . . . . .105, 200estimation . . . . . . . . . . . . . . . . . 184187, 200homogène . . . . . . . . . . . . . . . . . 102103, 186interprétation . . . . . . . . . . . . . . . . . . 126, 207isotrope . . . . . . . . . . . . . . 103105, 172, 185mise en plae . . . . . . . . . . . . . . . . . . . . . . . 126zones d'erreur . . . . . . . . . . . . . . . . . . 222224 C arte . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51exponentielle . . . . . . . . . . . . . . 65, 67, 69, 73prinipale . . . . . . . . . . . . . . . . . . . 68, 72, 121
erveaumodèle moyen . . . . . . . . . . . . . . . . . . . . . . 264realage . . . . . . . . . . . . . . . . . . . . . . . . . . . . .203Christoel (symboles de) . . . . . . . . . . . . . . . . . 64lustering . . . . . . . . . . . . . . . . . . . . . . 235236, 246omplexité . . . . . . . . . . . . . . . . . . . . . . . 7, 228, 248omposition . . . . . . . . . . . . . . . . . . . . 47, 120, 123oset . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50ovariane . . . . . . . . . . . . . . . . . . . . . . . . .27, 9596propagation . . . . . . . . . . . . . . . 3033, 9799 D densité de probabilité . . . . . . . . . . 22, 26, 7879onjointe et marginale . . . . . . . . . . . . 29, 99propagation . . . . . . . . . . . . . . . . . . . 30, 7982voir aussi loidistane . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56, 125de Mahalanobis . . 113118, 125, 187, 223entre formes . . . . . . . . . . . . . . . . . . . . . . . . 259invariante . . . . . . . . . . . . . 5860, 70, 72, 73riemannienne . . . . . . . . . . . . . 62, 70, 72, 73domaine . . . . . . . . . . . . . . . . . . . . . . . . . . . .123, 124voir aussi lieu de oupuredroite . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39 E entropie . . . . . . . . . . . . . . . . . . . .voir informationespérane . . . . . . . . . . . . . . . . . . . . . 22, 26, 38, 82voir aussi moyenneespaeeulidien . . . . . . . . . . . . . . . . . . . . . . . . . 45, 48probabilisé . . . . . . . . . . . . . . . . . . . . . . . . . . . 20vetoriel tangent . . . . . . . . . . . . . . . . . . . . . 60événement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20exponentielle . . . . . . . . . . . . . . . . . . . . . . . . 64, 121voir aussi arte exponentielle302
Index des mots lés 303 F faux négatif . . . . . . . . . . . . . . . . . . . . . . . 7, 18, 222faux positif . . . . . . . . . . . . . . . . . . . 7, 18, 225233fontion de plaement . . 50, 71, 103, 122, 124fontion impliite . . . . . . . . . . . . . . . . . . . . . . . . 32forme . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 236, 258inomplète . . . . . . . . . . . . . . . . . . . . . . . . . . 263moyenne . . . . . . . . . . . . . . . . . . . . . . . . . . . . 260rigide à base de points . . . . . . . . . .259261fusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6omparaison des algorithmes . . . 182183inertitude . . . . . . . . . . . . . . . . . . . . . 181, 182moindre χ2 . . . . . . . . . . . . . . . . . . . . . . . . . 181desente de gradient . . . . . . . . . . . . . . 182ltre de Kalman . . . . . . . . . . . . . . . . . . 182moyenne (moindres arrés) . . . 8995, 180 G géodésiques . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63détermination sur un groupe . . . .120121détermination sur une variété . . . . . . . 122géométrie . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43riemannienne . . . . . . . . . . . . . . . . . . . . . 6075gaussienne . . . . . . . . . . . . . . . . . . 25, 28, 105112gradient . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8990grouped'isotropie . . . . . . . . . . . . . . . . . . . . . . . . 50, 73de Lie . . . . . . . . . . . . . . . . . . . . . 4, 4749, 119opérations atomiques . . . . . . . . . . . . . 123 H Haar (mesure de) . . . . voir mesure invariantehessienne (matrie) . . . . . . . . . . . . . . . . . . . . . . .90Hough . . . . . . . . . . . . . . . . . . voir reonnaissane I ICP . . . . . . . . . . . . . . . . . . . . .voir reonnaissaneidentités remarquables . . . . . . 70, 74, 154, 158inertitude . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7modélisation . . . . . . . . . . . . . . . . .18, 19, 222prédition . . . . . . . . . . . . . . . . . . . . . . . . . . .193propagation . . . . . . . . . . . . . . . 3033, 9799provenane . . . . . . . . . . . . . . . . . . . . . . . . . . .17validation . . . . . . . . . . . . . . . . . . . . . . . . . . . 195voir aussi variable, veteur et primitivealéatoires : densité, moyenne et ova-rianeindépendane . . . . . . . . . . . . . . . . . . . . . 21, 29, 99
indexation . . . . . . . . . . . . . . . . . . . . . . . . . . 237239indexation géométrique . . . . . . . . . . . . . . . . . 244indie de validation . . . . . . . . . . . . . . . . . . . . . 196information . . . . . . . . . . . . . . . . . 23, 27, 106, 127de la gaussienne . . . . . . . . . . . . . 25, 28, 112invariantsbinaires . . . . . . . . . . . . . . . . . . . . . . . . 217, 244inertitude . . . . . . . . . . . . . . . . . . . . . . . . . . 246n-aires . . . . . . . . . . . . . . . . . . . . . . . . . 236237unaires . . . . . . . . . . . . . . . . . . . . . . . . . . 50, 217inversion . . . . . . . . . . . . . . . . . . . . . . . 47, 120, 123IRM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 203, 209 J jaobien . . . . . . . . . . . . . . . . . . . . . . . . . . . . 281284 K Kalman (ltre de) . . . . 172, 176, 182, 289290 L lieu de oupure . . . . . . . . . . . . . . . . . . . . . . 65, 121loi gaussienne . . . . . . . . . . . . . . voir gaussienneuniforme . . . . . . . . . . . . . . . . . 26, 28, 78, 106voir aussi mesure invariante M médiane . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24, 85métrique riemannienne . . . . . . . . . . . . . . . . . . . 61invariante . . . . . . . . . . . . . . . . . . . 67, 71, 122Mahalanobis . . . . . . . . . . . . . . . . . . .voir distanematriedérivation . . . . . . . . . . . . . . . . . . . . . . 285288mesure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38de probabilité . . . . . . . . . . . . . . . . . . . . . . . . 21invariante . . . . . . . . . . . . . . . . . 5356, 68, 72riemannienne . . . . . . . . . . . . . . . . . 62, 68, 72mise en orrespondane . . . . . . . . . . . . . . 6, voirreonnaissanemodélisation . . . . . . . . . . . . . . . . . . . . . . . . . .6, 258voir aussi formemodule . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54, 79motif . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 242helix-turn-helix . . . . . . . . . . . . . . . . . . . . . 249pohe du hème . . . . . . . . . . . . . . . . . . . . . .250forme moyenne . . . . . . . . . . . . . . . . . . . 264moyenne . . . . . . . . . . . . . . . . . . . . . . . . . . 24, 27, 83au sens de Doss . . . . . . . . . . . . . . . . . . . . . . 87
304 Index des mots lésau sens de Fréhet . . . . . . . . . . . . . . . . 8485au sens de Karher . . . . . . . . . . . . . . . 8586de formes . . . . . . . . . . . . . . . . . . . . . . . . . . . 260disrète . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85existene et uniité . . . . . . . . . . . . . . . . . . .86obtention . . . . . . . . . . . . . . . . . . . . voir fusionpropagation . . . . . . . . . . . . . . . 3033, 8789voir aussi espérane O objet . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4, 216observable . . . . . . . . . . . . voir variable aléatoireoultation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 216opérations atomiques . . . . . . . . . . . . . . . 123124origine . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51, 122outlier . . . . . . . . . . . . . . . . . . . . . 35, 187188, 198 P paradoxes . . . . . . . . . . . . . . . . . . . . . . . . . . . . .3542plus prohe voisin . . . . . . . . . . . . . .218, 234235points . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46, 51, 53bruit isotrope . . . . . . . . . . . . . . . . . . . . . . . 104groupe d'isotropie . . . . . . . . . . . . . . . . . . . 163mesure invariante . . . . . . . . . . . . . . . . . . . . 56modèles de bruit . . . . . . . . . . . . . . . . . . . . 185opérations atomiques . . . . . . . . . . . . . . . 163séletivité . . . . . . . . . . . . . . . . . . . . . . . . . . . 232points extrémaux . . . . . . . . . . . . 7, 36, 158, 203voir aussi repères : modélisationpré-traitement . . . . . . . . . . . . . . . . . . . . . . . . . . 245préision . . . . . . . . . . . . . . . . . . . . . . . . . 7, 177, 182mesure simpliée . . . . . . . . . . 196, 202, 207prédition-vériation . . . voir reonnaissaneprimitive aléatoire . . . . . . . . . . . . . . . . . . . . . . . . 78approximation . . . . . . . . . . . . . . . . . . 97, 124générateur aléatoire . . . . . . . . . . . . 128129opérations de base . . . . . . .9799, 125127primitives géométriques . 4, 7, 36, 4547, 258voir aussi variété diérentielleprotéinemodélisation . . . . . . . . . . . . . . . . . . . . . . . . 243struture . . . . . . . . . . . . . . . . . . . . . . . . . . . .242 Q quaternions . . . . . . . . . . . . . . . . . . . . . . . . .139141et rotations . . . . . . . . . . . . . . . . . . . . 142143algèbre de Lie . . . . . . . . . . . . . . . . . . . . .143arte exponentielle . . . . . . . . . . . . . . . . 145
diérentielles . . . . . . . . . . . . . . . . . 144145espae tangent . . . . . . . . . . . . . . . . . . . . 143géodésiques . . . . . . . . . . . . . . . . . . . . . . . 145matriiels . . . . . . . . . . . . . . . . . . . . . . . . . . . 141 R realage . . . . . . . . . . . . . . . . . . . . . . . . . 6, 203, 210omparaison des algorithmes . . . 177180inertitude . . . . . . . . . . . . . . . . . . . . . 171, 175moindre χ2 . . . . . . . . . . . . . . . . . . . . . . . . . 175desente de gradient . . . . . . . . . . . . . . 176ltrage de Kalman . . . . . . . . . . . 172, 176moindres arrés . . . . . . . . . . . . . . . . . . . . . 173desente de gradient . . . . . . . . . . . . . . 174points / ane . . . . . . . . . . . . . . . . . . . . 170points / rigide (quaternions) . . . . . . 167points / rigide (SVD) . . . . . . . . 167, 262points / similitude . . . . . . . . . . . . . . . . 169multiple . . . . . . . . . . . . . . . . . . . . . . . . . . 6, 262validation . . . . . . . . . . . . . . . . . . . . . . . . . . . 198reonnaissane . . . . . . . . . 6, 216, 242, 244, 245alignement . . . . . . . . . . . 219, 224, 228, 247arbre d'interprétation . . . . . . . . . . 217, 224ICP . . . . . . . . . . . . . . . . . . . . . . . 218, 225, 247indexation géométrique . . . . 220221, 225isomorphisme de graphes . . . . . . . . . . . . 221transformée de Hough . . . . . 218, 224, 228vériation . . . . . . . . . . . . . . . . . . . . . 225, 230repères . . . . . . . . . . . . . . 36, 49, 50, 52, 154, 243bruit homogène . . . . . . . . . . . . . . . . . . . . . 103invariants binaires . . . . . . . . . . . . . . . . . . 244mesure invariante . . . . . . . . . . . . . . . . . . . . 56modélisation . . . . . . . . . . . . . . . . . . . . 36, 203modèles de bruit . . . . . . . . . . 186, 207, 252moyenne . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95opérations atomiques . . . . . . . . . . . . . . . 158séletivité . . . . . . . . . . . . . . . . . . . . . . 228, 232semi et non-orientés . . . . . . . . . . . . 158, 162voir aussi transformations rigidesrobustesse . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7Rodrigues (formule de) . . . . . . . . . . . . . . . . . . 134rotations . . . . . . . . . . . . . . . . . . . . . . . . .41, 46, 133algèbre de Lie . . . . . . . . . . . . . . . . . . . . . . .136arte exponentielle . . . . . . . . . . . . . . . . . . 137arte prinipale . . . . . . . . . . . . . . . . . . . . . 147ourbes intégrales . . . . . . . . . . . . . . . . . . . 137densité uniforme . . . . . . . . . . . . . . . 146147
Index des mots lés 305distane invariante . . . . . . . . . . . . . . . . . . 138distribution gaussienne . . . . . . . . . . . . . .113espae tangent . . . . . . . . . . . . . . . . . . . . . . 135géodésiques . . . . . . . . . . . . . . . . . . . . . . . . . 138opérations atomiques . . . . . . . . . . . 148153paramètres géométriques . . . . . . . 134135représentation . . . . . . . . . . . . . . . . . . . 52, 147voir aussi quaternions et veteur rotation S séletivité . . . . . . . . . . . . . . . . . . . . . . . . . . 227228sène . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4, 216segmentation . . . . . . . . . . . . . . . . . . . . . . . . . . . .209 T test de Kolmogorov-Smirnov . . . . . . . . . . . . .196du χ2 . . . . . . . . . . . . . . . . . . . . . 115, 187, 223transformation . . . . . . . . . . . voir groupe de Lietransformations rigides . . . . . . . . . . .48, 52, 154arte prinipale . . . . . . . . . . . . . . . . .155156distane invariante . . . . . . . . . . . . . . 59, 155mesure invariante . . . . . . . . . . . . . . . 55, 156opérations atomiques . . . . . . . . . . . . . . . 157volume admissible . . . . . . . . . . . . . . . . . . 229translation . . . . . . . . . . . . . . . . . . . . . . . . . . . 50, 67de l'identité . . . . . . . . . . . . . . . . . . . . . . . . . 123de l'origine . . . . . . . . . . . . . . . . . . . . . . . . . .124trièdresnon-orientés . . . . . . . . . . . . . . . . . . . . 160162séletivité . . . . . . . . . . . . . . . . . . . . . . . . . . . 228semi-orientés . . . . . . . . . . . . . . . . . . . 159160tribu . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20 V validation . . . . . . . . . . . . . . . . . . . . . . . . . . 195196de la reonnaissane . . . . . . . . . . . . . . . . 232du realage . . . . . . . . . . . . . . . . . . . . . 198203variété diérentielle . . . . . . . . . . . . . . 4547, 121ourbure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86géodésiquement omplète . . . . . . . . . . . . 64homogène . . . . . . . . . . . . . . . . . . . . . . . 49, 122opérations atomiques . . . . . . . . . . . . . . . 123représentation . . . . . . . . . . . . . . . . . . . . . . . .45voir aussi artevariable aléatoire . . . . . . . . . . . . . . . . . . . . . 2226variane . . . . . . . . . . . . . . . . . . . . . . . . . 24, 84, 127veteur aléatoire . . . . . . . . . . . . . . . . . . . . . . 2629
veteur d'erreurpour la fusion . . . . . . . . . . . . . . . . . . . . . . . 181pour le realage . . . . . . . . . . . . . . . . . . . . . 174veteur rotationation sur un veteur . . . . . . . . . . . 149150omposition . . . . . . . . . . . . . . . . . . . . 150152onversions . . . . . . . . . . . . . . . . . . . . . . . . . 148domaine . . . . . . . . . . . . . . . . . . . . . . . . . . . . 149inversion . . . . . . . . . . . . . . . . . . . . . . . . . . . . 148mesure invariante . . . . . . . . . . . 55, 152154vision haut niveau . . . . . . . . . . . . . . . . . . . . . . 36méthodes génériques . . . . . . . . . . . . . . . . . . 8
L'inertitude dans les problèmes de reonnaissane et de realageAppliation en imagerie médiale et biologie moléulaireXavier PENNECINRIA, B.P. 93, F-06902 Sophia-Antipolis Cédex, Frane.Les primitives géométriques usuelles en traitement d'image tridimensionnel (points, points orientés, re-pères...) forment une variété qui n'est généralement pas un espae vetoriel, sur lequel agit un groupe detransformation qui modélise les diérentes (( prises de vue possibles )) de l'image. Leur mesure est, de plus,intrinsèquement inertaine à ause de l'aumulation des erreurs et des impréisions au ours de la haînede traitement. Le but de e travail est de généraliser à es primitives les notions de statistiques usuelles ainsique les algorithmes de reonnaissane et de realage utilisant normalement les points.La première partie de la thèse est onsarée au développement d'outils mathématiques pour aborder esproblèmes. Nous montrons tout d'abord que l'on ne peut pas onsidérer es primitives omme de simplesveteurs, puis, sur des bases de géométrie riemannienne, nous développons une notion de moyenne ohérente,puis de matrie de ovariane. Nous généralisons alors d'autres opérations statistiques, telles que la distanede Mahalanobis et le test du χ2. Enn, nous montrons omment ette théorie peut être appliquée et implantéeen mahine dans une struture orientée objet générique.Dans la seonde partie de la thèse, nous développons les aluls relatifs à e formalisme pour les rota-tions et les transformations rigides agissant sur diérents types de repères. Après analyse des algorithmeslassiques sur les points, nous développons des algorithmes de realage génériques basés sur les primitives,et nous proposons en partiulier des méthodes pour estimer l'inertitude sur le realage obtenu. Nous expo-sons parallèlement une méthode de validation statistique pour onrmer la préision de ette analyse, quimontre qu'un realage d'une préision bien inférieure à la taille du voxel peut être obtenue dans le as desimages médiales 3D. Un deuxième volet de l'analyse statistique onerne la robustesse des algorithmes dereonnaissane.Le hamp appliatif que nous onsidérons va du realage d'images médiales tridimensionnelles à lareonnaissane de sous-strutures (3D) dans les protéines et souligne la validité de l'approhe générique
(( orientée primitive )) que nous avons hoisie pour le traitement haut niveau de données géométriques.Mots lés : géométrie, probabilités, statistiques, inertitude, variété riemannienne, groupe de transforma-tion, traitement d'image, realage, reonnaissane, imagerie médiale, biologie moléulaire.Unertainty in reognition and registration problemsAppliation in medial imaging and moleular biologyUsual geometri features in 3D image proessing (like points, oriented points or frames) organize ina manifold whih is generally not a vetor spae, onto whih ats a transformation group that modelsthe possible image view points. Their measure is moreover intrinsially orrupted by noise beause of theombination of errors and inauraies in the proessing system. The goal of this work is to generalize usualstatistial notions to those features, as well as reognition and registration algorithms ommonly used onpoints.The rst part onerns the development of mathematial tools to takle those problems. We rst showthat we annot simply onsider these features as vetors and, on a Riemannian geometry basis, we developa oherent denition of the expetation and the ovariane matrix of random features. We then generalizeother statistial operations, suh as the Mahalanobis distane and the χ2 test. Finally, we show how to applyand implement this theory in an objet-oriented struture.In the seond part, we develop the alulus required to apply this framework to rotations and rigidtransformations ating on dierent types of frames and points. We analyze lassial algorithms for pointsregistration and develop some new algorithms based on generi features. We also propose methods to estimatethe unertainty of the resulting registration. We then present a statistial validation method that orroboratethe auray of this analysis. This shows that a registration auray far below the voxel size an be ahievedfor 3D medial images. Finally, we develop a statistial analysis related to the robustness of reognitionalgorithms.The appliation eld ranges from the registration of 3D medial images to the reognition of ommonsubstrutures in proteins. The results emphasize the validity of the generi (( oriented feature )) approah wehose for proessing high level geometri data.Keywords: geometry, probabilities, statistis, unertainty, Riemannian manifold, transformation group,image proessing, registration, reognition, medial imaging, moleular biology.
