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A SIMPLE PROOF OF NECESSITY IN THE MCCULLOUGH-QUIGGIN
THEOREM
GREG KNESE
Abstract. A short and simple proof of necessity in the McCullough-Quiggin characteri-
zation of positive semi-definite kernels with the complete Pick property is presented.
1. Introduction
Given N points z1, . . . , zN in the unit disk D ⊂ C and N “targets” w1, . . . , wN ∈ C,
when does there exist a holomorphic function f : D → D that interpolates: f(zi) = wi for
i = 1, . . . , N? Pick’s theorem of 1916 says this interpolation can be done if and only if the
matrix (
1− wiw¯j
1− ziz¯j
)
i,j
is positive semi-definite [13].
In the hundred intervening years, this theorem has been generalized and reinterpreted a
number of ways; see [9]. The theorem generalizes to matrix valued functions, and it can
be reinterpreted as a special property of multipliers of reproducing kernel Hilbert spaces.
The remarkable McCullough-Quiggin theorem precisely describes which reproducing kernel
Hilbert spaces have this property. It is not our goal to delve into motivation and background,
as this is already done in the paper [1] and related book [2]. Instead, our goal is to give a
short and simple proof of necessity in the McCullough-Quiggin theorem.
Let k : X × X → C be a positive semi-definite (PSD) kernel on X with associated
reproducing kernel Hilbert space H . Let L1, L2 be auxiliary Hilbert spaces and let B(L1, L2)
denote the bounded linear operators from L1 to L2. A function Φ : X → B(L1, L2) is a
multiplier of norm at most one, i.e. belongs to Mult1(H ⊗ L1, H ⊗ L2), if and only if for
every f ∈ H ⊗ L1 we have Φf ∈ H ⊗ L2 and ‖Φf‖ ≤ ‖f‖. This property is equivalent to
the property that the operator valued kernel
(I − Φ(x)Φ(y)∗)k(x, y) is PSD.
Definition 1. A kernel k has the complete Pick property if for all natural numbers s, t,
whenever S ⊂ X is finite and W ∈ Mult1(H|S ⊗ C
t, H|S ⊗ C
s) then there exists Φ ∈
Mult1(H ⊗ C
t, H ⊗ Cs) such that Φ|S = W .
Definition 2. The kernel k is irreducible if k(x, y) 6= 0 for all x, y ∈ X and kx, ky are linearly
independent for x 6= y.
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Theorem 1 (McCullough [10,11], Quiggin [6]). Let k : X×X → C be PSD and irreducible.
Then, k has the complete Pick property if and only if for each z ∈ X
Fz(x, y) := 1−
k(x, z)k(z, y)
k(z, z)k(x, y)
is PSD.
Agler-McCarthy [1] first formulated and proved the theorem in precisely the form above.
The original proofs dig into precisely what needs to be satisfied in order to extend a multiplier
on a set of points to one more point (“the one point extension property”). Some sort of
axiom of choice is invoked to build a multiplier on all of X . The proof of necessity given
below is a short inductive proof. One innovation worth mentioning is that we do not use full
irreducibility of k; we only need k to be non-vanishing. A straightforward proof of sufficiency
is due to Ball-Trent-Vinnikov [4]. It proves a realization formula for multipliers that builds
a multiplier directly and uses Hilbert space geometry instead of the axiom of choice. The
master’s thesis [8] contains a nice treatment.
While this paper is about a foundational aspect of complete Pick kernels, a lot of fasci-
nating work has been done in recent years on more advanced aspects of these kernels and
related Drury-Arveson type spaces. See [3, 5, 7] for a sampling of some recent literature.
In particular, the paper [5] contains an interesting characterization of the complete Pick
property in terms of completely contractive embeddings.
We shall assume knowledge of the rudiments of vector-valued reproducing kernel Hilbert
spaces including multipliers and the Schur product theorem. See [2, 12].
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2. Proof of Necessity
We need three basic lemmas which apply to any PSD kernel k with associated reproducing
kernel Hilbert space H such that k(z, z) 6= 0 for some fixed z ∈ X . Set
kz(x, y) := k(x, y)−
k(x, z)k(z, y)
k(z, z)
.
Lemma 1. Consider the closed subspace Hz = {f ∈ H : f(z) = 0}. The reproducing kernel
for Hz is k
z(x, y).
Proof. Note H = Hz ⊕ Ckz. The reproducing kernel for Ckz is simply k(z, z)
−1kz(x)kz(y).
Then, kzy(x) = k
z(x, y) as defined above belongs to Hz and reproduces elements of Hz. 
Lemma 2. Let L be a Hilbert space. Given f ∈ H ⊗ L, we have f(z) = ~0 if and only if
f ∈ Hz ⊗ L.
Proof. Evidently, f ∈ Hz⊗L implies f(z) = ~0 because the tensor project is a closed span of
elements with this property. Conversely, let P be the orthogonal projection from H ⊗ L to
2
Hz ⊗ L. Let f ∈ H ⊗ L with f(z) = ~0. Note by Lemma 1
〈f, kzy ⊗ v〉 = 〈f, (ky − kz
k(z, y)
k(z, z)
)⊗ v〉 = 〈f(y), v〉L.
On the other hand, since kzy⊗v = P (k
z
y⊗v) ∈ Hz⊗L, 〈f, k
z
y⊗v〉 = 〈Pf, k
z
y⊗v〉 = 〈Pf(y), v〉L.
So, f = Pf ∈ Hz ⊗ L. 
Lemma 3. Let L1, L2 be Hilbert spaces. If Φ ∈ Mult1(H ⊗ L1, H ⊗ L2), then
Φ ∈ Mult1(Hz ⊗ L1, Hz ⊗ L2).
Proof. If f ∈ Hz ⊗ L1 then Φf ∈ H ⊗ L2 and Φ(z)f(z) = ~0 so that Φf ∈ Hz ⊗ L2. The
inequality ‖Φf‖ ≤ ‖f‖ holds for f ∈ Hz ⊗L1 ⊂ H ⊗L so Φ ∈ Mult1(Hz ⊗L1, Hz⊗L2). 
The following corollary is the PSD kernel interpretation of the above lemma.
Corollary 1. If Φ : X → B(L1, L2) is a function such that (I − Φ(x)Φ(y)
∗)k(x, y) is PSD
then (I − Φ(x)Φ(y)∗)kz(x, y) is PSD.
We now assume k is non-vanishing and that the complete Pick property holds for k. We
proceed to show Fz from the statement of Theorem 1 is PSD. For x, z ∈ X , Fz(x, x) =
1 − |k(x,z)|
2
k(x,x)k(z,z)
≥ 0 by Cauchy-Schwarz. Now take any x1, . . . , xN , xN+1 ∈ X where N ≥ 2.
Assuming (FxN (xi, xj))i,j=1,...,N−1 ≥ 0 we will show (FxN+1(xi, xj))i,j=1,...,N ≥ 0. Note that
since FxN (xi, xN) = 0, the matrix expanded with zeros A := (FxN (xi, xj))i,j=1,...,N is PSD.
Factor the entries of A as Ai,j = viv
∗
j using row vectors vi. For simplicity we will write
kij = k(xi, xj) below. Note that
(1−Ai,j) = (1− viv
∗
j ) =
kiNkNj
kNNkij
so that (1 − viv
∗
j )kij =
kiNkNj
kNN
is rank one and PSD. By the complete Pick property, there
exists a contractive multiplier Φ with Φ(xi) = vi. By Corollary 1 applied to z = xN+1,
(1− viv
∗
j )
(
ki,j −
ki,N+1kN+1,j
kN+1,N+1
)
=
kiNkNj
kNN
FxN+1(xi, xj) is PSD.
Here i, j = 1, . . . , N . The matrix
(
kNN
kiNkNj
)
i,j
is rank one and PSD so by the Schur product
theorem we see that (FxN+1(xi, xj))i,j=1,...N is PSD. By induction, this proves that Fz(x, y)
is PSD for all z ∈ X .
References
[1] Jim Agler and John E. McCarthy, Complete Nevanlinna-Pick kernels, J. Funct. Anal. 175 (2000), no. 1,
111–124, DOI 10.1006/jfan.2000.3599. MR1774853
[2] , Pick interpolation and Hilbert function spaces, Graduate Studies in Mathematics, vol. 44, Amer-
ican Mathematical Society, Providence, RI, 2002. MR1882259
[3] Alexandru Aleman, Michael Hartz, John E. McCarthy, and Stefan Richter, Interpolating sequences
in spaces with the complete Pick property, Int. Math. Res. Not. IMRN 12 (2019), 3832–3854, DOI
10.1093/imrn/rnx237. MR3973111
[4] Joseph A. Ball, Tavan T. Trent, and Victor Vinnikov, Interpolation and commutant lifting for multipliers
on reproducing kernel Hilbert spaces, Operator theory and analysis (Amsterdam, 1997), Oper. Theory
Adv. Appl., vol. 122, Birkha¨user, Basel, 2001, pp. 89–138. MR1846055
3
[5] Raphae¨l Clouaˆtre and Michael Hartz, Multiplier algebras of complete Nevanlinna-Pick spaces: dila-
tions, boundary representations and hyperrigidity, J. Funct. Anal. 274 (2018), no. 6, 1690–1738, DOI
10.1016/j.jfa.2017.10.008. MR3758546
[6] Peter Quiggin, For which reproducing kernel Hilbert spaces is Pick’s theorem true?, Integral Equations
Operator Theory 16 (1993), no. 2, 244–266, DOI 10.1007/BF01358955. MR1205001
[7] Michael T. Jury and Robert T. W. Martin, Factorization in weak products of complete pick spaces, Bull.
Lond. Math. Soc. 51 (2019), no. 2, 223–229, DOI 10.1112/blms.12222. MR3937583
[8] Gregory Marx, The Complete Pick Property and Rerproducing Kernel Hilbert Spaces, Master’s Thesis,
Virginia Tech, 2013.
[9] John E. McCarthy, Pick’s theorem—what’s the big deal?, Amer. Math. Monthly 110 (2003), no. 1,
36–45, DOI 10.2307/3072342. MR1952746
[10] Scott McCullough, Carathe´odory interpolation kernels, Integral Equations Operator Theory 15 (1992),
no. 1, 43–71, DOI 10.1007/BF01193766. MR1134687
[11] , The local de Branges-Rovnyak construction and complete Nevanlinna-Pick kernels, Algebraic
methods in operator theory, Birkha¨user Boston, Boston, MA, 1994, pp. 15–24. MR1284929
[12] Vern I. Paulsen and Mrinal Raghupathi, An introduction to the theory of reproducing kernel Hilbert
spaces, Cambridge Studies in Advanced Mathematics, vol. 152, Cambridge University Press, Cambridge,
2016. MR3526117
[13] Georg Pick, U¨ber die Beschra¨nkungen analytischer Funktionen, welche durch vorgegebene Funktionswerte
bewirkt werden, Math. Ann. 77 (1915), no. 1, 7–23, DOI 10.1007/BF01456817 (German). MR1511844
Washington University in St. Louis, Department of Mathematics & Statistics, One Brook-
ings Drive, St. Louis, MO 63130
E-mail address : geknese@wustl.edu
4
