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I. INTRODUCTION 
Inertial navigation may be defined as the process of navigating a 
vehicle based on measurements made entirely internally in accordance with 
the Newtonian laws of motion and gravitation. Such a navigation system 
must therefore encompass devices for measuring acceleration, establishing 
a known coordinate system in which these accelerations are measured, and 
performing the necessary mathematical computations. These devices gen­
erally take the form of accelerometers, gyroscopes and an analog or digital 
computer. The accelerometers and gyroscopes are commonly mounted on a 
platform which is attached to the vehicle by means of a set of gimbals, the 
gimbals serving to isolate the instruments from vehicle rotation. 
Accelerometers presently in use take many different forms. One of 
the simplest conceptually would be a spring-mass combination and a pick-
off to detect deflection of the mass from its neutral position. From 
knowledge of the spring constant and proof-mass magnitude and deflection, 
non-gravitational acceleration can be computed. The fact that gravita­
tional acceleration cannot be detected is quite important in the mechani­
zation of inertial navigation systems and in analysis of error propagation. 
This fact can be seen quite clearly by analyzing the spring-mass accelero-
meter shown in Figure 1 with its sensitive axis in the vertical direction. 
The total acceleration of the case is R upward, relative to the center of 
the earth. Summation of forces acting on the proof-mass m yields 
• •• •• •• • •* 
Kx + Dx - mg = m(R - x), or R + g = — (Kx + Dx + mx), where g is the 
acceleration of gravity, D is the damping constant and K is the spring 
constant. It is apparent from the above equation that the acceleration 
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Figure 1. Ideal spring-mass accelerometer 
R + g is what is sensed. In steady-state in fact, the accelerometer out­
put, x, is proportional to R + g. Since the total case acceleration is 
R upward, the non-gravitational acceleration must be R + g upward, since 
the gravitational acceleration is g downward. Thus, only non-gravitational 
accelerations are detected by an accelerometer. To determine total vehicle 
acceleration, it is therefore necessary to compute gravitational accelera­
tion. This can be done from a knowlege of vehicle position, which can in 
turn be obtained from the inertial system. It is apparent that such an 
operation leads to feedback loops within the system; these result in a 
unique form of error propagation, as will be seen later. 
Gyroscopes (or gyros) utilize the principle that the angular momentum 
vector of a rotating body, in the absence of disturbing torques, remains 
fixed relative to inertial space; and, if torques are present, the time 
rate of change of angular momentum with respect to inertial space is equal 
to the applied torque. Gyros conventionally consist of a rotor of sub­
stantial moment of inertia spinning very rapidly about the axis of 
symmetry, mounted within a case that allows the rotor three degrees of 
freedom relative to the platform. Pick-off devices are used to detect 
rotation of the rotor relative to the platform about one or both of the 
axes orthogonal to the angular momentum vector. Signals from these pick-
offs indicate rotation of the platform relative to inertial space, and 
such signals are suitably shaped, amplified and applied to torquing devices 
mounted in the gimbal system. In the ideal situation, then, a known plat­
form orientation is maintained in which acceleration is measured. If it 
is desired to rotate the platform relative to inertial space, torques of 
known magnitude and time duration can be applied to the gyros, resulting 
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in known changes in direction of the angular momentum vectors. The plat­
form torques or servos then will cause the platform to rotate at a known 
rate, thus maintaining a rotating platform coordinate system. 
The analog or digital computer present in an inertial navigation sys­
tem is used primarily to solve the Newtonian equations of motion and to 
compute gravitational acceleration, based on the computed position of the 
vehicle. The computer is also used to compute gyro torquing rates, if such 
are required, and to present computed position and velocity of the vehicle 
to personnel on board or an automatic pilot, so that vehicle steering may 
be accomplished. At a minimum, then, the computer is required to possess 
facilities for accepting inputs from the accelerometers and generating 
outputs to the gyros, an integration capability including an accurate 
clock, and algebraic capabilities. 
The primary advantages of an inertial (or pure inertial) navigation 
system, particularly for military applications, are an immunity to cloud 
cover or other bad weather and the ability to operate without radiation of 
any form emanating from the vehicle. The disadvantages of such a system 
are the requirement of initial position and velocity of the vehicle and the 
fact that system position errors tend to grow without bound, as will be 
seen later. 
Since the development of the first pure inertial navigation system 
about 19k6t many varieties of hybrid or combined systems have been develop­
ed which tend to minimize these disadvantages. One of the simplest sys­
tems (actually a system operating technique) consists of determining 
vehicle position from known landmarks or celestial observations (when pos­
sible) and periodically correcting the inertial system position indication. 
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Another more complex combined system utilizes an independent source of 
vehicle velocity; for example, a Doppler radar or air-speed indicator in 
an aircraft, or a water speed indicator in a ship. This velocity signal 
can be suitably combined with inertial system signals, resulting in re­
duced system error, although errors still tend to grow without bound. 
Such a system is commonly known as a damped-inertial system, for reasons 
which will be clear later. 
Another combined system is the stellar-inertial or celestial-inertial 
system. This system utilizes a star-tracker, generally mounted on the 
platform with two degrees of freedom, and a suitable window. Determina­
tion of the lines-of-sight to two stars establishes an inertially fixed 
coordinate system. Thus platform orientation can be monitored and cor­
rected. Such a system results in much smaller system errors than those 
of a pure inertial system at a given time, although errors still grow 
without bound. This system, of course, requires some clear sky for opera­
tion, which is a disadvantage. 
A damped-stellar-inertial system is the logical combination of both 
of the above systems, and it will be seen that such a system results in 
bounded errors. This system, however, retains the disadvantage of requir­
ing some clear sky. 
Another system which has been proposed recently for marine applica­
tions is a modification of the damped-stellar-inertial system which 
utilizes an external source of reference velocity and a sun-tracker. The 
sun-tracker would operate in that portion of the spectrum which is not 
appreciably attenuated by cloud cover, thus giving an all-weather capabi­
lity. One apparent disadvantage of such a system is that only one 
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line-of-sight is obtained; thus platform misalignment about the line-of-
sight can not be instantaneously detected. It will be seen, however, that 
this limitation and another limitation can be successfully circumvented, 
and that the performance of such a system can be expected to be quite 
satisfactory. 
It is the object of this dissertation to present an optimum mechaniza­
tion scheme for such a damped-celestial-inertial navigation system. By 
optimization is meant the realization of a system mechanization resulting 
in the least possible mean-square system error, under the constraints pre­
sented by the capacity and capabilities of a typical, special-purpose 
digital computer, such as is used currently in marine systems. 
Before the optimum mechanization equations are derived, it is neces­
sary to present basic inertial system mechanization and error propagation 
equations. These are given in Sections II and III. Section IV presents 
a derivation of the basic information available from a single line-of-
sight, discusses the fundamental limitation present, and shows a method 
of circumventing this limitation. ' In Section V the general equations 
which give the absolute optimum mechanization are derived, and several 
methods for solving these equations are discussed. These equations are 
based on "open-loop" system operations ; that is, during observation and 
filtering of line-of-sight data, it is assumed that no corrections are 
applied. Section VI presents a method of "closing the loops", or ob­
serving and filtering line-of-sight data while applying corrections in 
an optimal manner. 
Sections VII and VIII present, respectively, a computationally 
practical method of solution of the equations derived in Section V and 
7 
a numerical example showing system performance. Certain numerical quan­
tities used in Section VIII are not intended to reflect the present state-
of-the-art in inertial navigation, as such performance figures are classi­
fied. These quantities, primarily random gyro drift rate variance, are 
meant to be regarded only as "normalized" or "postulated" values, used 
for the sake of obtaining a measure of system performance under such 
conditions. 
The material presented in Sections I through III is discussed in much 
more detail in Pitman (l) and Pinson (2), which form the basis of these 
sections. The reader is referred to these two sources, particularly 
Pitman which is more readily accessible, for excellent and thorough dis­
cussions of this material. 
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II. INERTIAL NAVIGATION SYSTEM MECHANIZATION EQUATIONS 
There are many possible forms which inertial navigation system mecha­
nization equations may take. These forms depend primarily on the coordi­
nate system chosen for use with the system. Since a marine system is being 
studied here, a "natural" coordinate system is the so-called longitude-
latitude system, in which the inertial platform is torqued to maintain it 
locally level with one axis of the platform coordinate system always 
pointed north. With such a system, two single-axis accelerometers and 
three single-axis gyros are required. The sensitive axes of the accelero­
meters will be assumed oriented in a locally-level plane and pointing east 
and north. The gyro sensitive axes will be assumed oriented east, north 
and up (vertically), thus allowing complete control of the platform. 
The fundamental problem to be solved is the determination of vehicle 
position and velocity relative to the earth, based on non-gravitational 
acceleration measurements made in a coordinate system rotating with respect 
to another coordinate system fixed in inertial space, and the determination 
of platform torquing rates required to maintain the desired platform 
orientation. 
First, a set of inertially fixed axes is required. This set is chosen 
as one non-rotating with respect to the stars, with its origin fixed at the 
center of the earth. Such a choice ignores both the gravitational attrac­
tion of the sun, moon, planets and stars and the corresponding acceleration 
of the earth. On or near the surface of the earth, however, these two 
effects so very nearly cancel that the above choice is quite adequate, as 
indicated by Pitman (l) and Pinson (2). This coordinate system will be 
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denoted by the subscript "I". 
Another coordinate system required is one with its origin at the 
center of the earth and fixed with respect to the earth, denoted by the 
subscript "E". It rotates with respect to coordinate system "I" at a 
vector angular velocity of $2, which is earth rotation rate. It will be 
further assumed that coordinate system "E" has its Y axis coincident with 
the spin axis of the earth, its Z axis in the equatorial plane passing 
through the Greenwich meridian, and its X axis in such a position as to 
form a right-handed set in the sequence XYZ. 
The platform coordinate system will be denoted by the subscript "p", 
and its axes by x pointing east, y pointing north, and z outward along the 
local vertical. Figure 2 shows the E and p coordinate systems, together 
with vehicle latitude, 0, and longitude, A. Since the vehicle is assumed 
to be located on the surface of the earth, the radius vector R is earth 
radius. Accelerometer sensitive axes are the x and y axes. 
It will be assumed for the moment that a third accelerometer is pre­
sent, oriented along the z axis. Then the three accelerometers sense the 
vector non-gravitational acceleration acting on the platform, denoted by 
the vector A. Thus A is equal to the second time derivative of R_ with 
respect to inertial space minus the mass attraction gravity vector, 
pointing downward. In equation form, this relationship is 
The basic mechanization problem is, then, to solve for the vector R 
from equation 1. The time derivative of R_ with respect to the set of 
( 1 )  
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earth-fixed axes E is vehicle velocity V: 
(^)E = I • (2) 
Then, by the well-known relation between time derivatives of a vector with 
respect to two coordinate systems with relative angular velocity, the time 
derivative of E relative to I can be written using equation 2 as 
(S) Ai) + x 
I E 
= y + £ x R . (3) 
Substitution of equation 3 into equation 1 yields 
i  " (aï\  +  (it  (âx£ )) I  " Sm • (M 
The angular rate (with respect to inertial space) of the platform, or p set 
of axes is defined as <o. Utilization of this, the constancy of $2 and equa­
tion 3 results in equation It taking the form 
J  + « x v  +  B x V t a x ( n x s ) - S ] i  ,  
or 
»•(!) + ( 2fi + £.) X V - £ , (5) 
p 
where £ is the angular velocity of p relative toE,£=e-fix (fi x R) is 
ZdV\ 
the "plumb-bob" gravity vector and I —g*| is the time derivative of V in the 
'p 
p coordinate system. From equation 2, the time derivative of R_with respect 
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to p can be written 
(SI- (I),  + £. x £. » or 
rE *~"p 
i - ( l )  +  £ X H  .  ( 6 )  
p 
In terms of components along platform axes, denoted by the unit vectors 
/ dV\ / dP\ 
3^ , 1 and 1^ , I ~ ) and I ^  J are given, respectively, as 
* P N ' P 
(S V= VxVVyiy + Vzi, • (7) 
and 
(IV* 2* •  W i, • l 8 )  
Equation 5 may now be written in component form as 
Âx = V (2ny + py)Vz - (2az - »z,Vy - ex 
V  V  ( 2 i i z  +  " A  -  ( 2 ! i x  +  " x , V z  -  < V  ( 9 )  
Az = \ + (2Bx + °x'Vy - (2S!y + sy)Vx " > 
and equation 6 as 
Vx = V V'Z - "zEy 
Vy = V »zEx - "xBz (l0) 
Vz = K + "xEy " pyBx * 
Up to this point, the equations presented are general in form and 
apply to any coordinate system. They will now be specialized to the 
latitude-longitude coordinate system described earlier and shown in 
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Figure 2. From Figure 2 it is apparent that Rx = R = 0 and R^  = R = earth 
radius, a constant to within ellipticity and tidal variations in this appli­
cation. Also, since ft is coincident with the Y axis and x always points 
east, $2 = 0, £2 = ft cos 0 and ft = ft sin 0. To within ellipticity and 
x y x 
centripetal acceleration, g^  = g^ . = 0 and g^  = -g. Such effects must be 
taken into account in the mechanization of the system under consideration, 
but they are neglected here because of the complexity of the terms and be­
cause they are not important in the basic problem being studied here. The 
interested reader is referred to Streeter (3), who presents mechanization 
equations for the latitude-longitude coordinate system and several others, 
including oblateness and centripetal terms. 
Since a marine system is being studied here, it is also assumed that 
V = V =0. Further examination of Figure 2 reveals that A = p cos 0 + 
z z y 
Pz sin 0 and that the component of £_normal to x and Y is zero. Thus 
p sin 0 = p cos 0, or 
y z * 
p = p tan 0 . (11) 
z y 
Longitude rate, A, may then be written 
% • 0 • tir§> 
2 2 
,cos 0 + sin 0\ 
= 
py( cos~0 > 
= Py SeC 6 ' (12) 
Also from Figure 2, 
Ô = —px , (13) 
$2y = $2 cos 0 , (l4) 
lb 
and 0^ =0 sin 0 , (15) 
as was stated previously. Equations 9 now become 
A = V - (20 + p )V 
XX x z y 
Ay = V (2a* + * 
(16) 
(The third of equations 9 may be ignored.) Equations 10 become 
V 
"y = # 
(1T) 
x R 
P =-^ 
(The third of these equations may also be ignored.) Since the angular 
velocity of p relative to inertial space is u = & + £_, gyro torquing rates 
are computed from 
™x = "x 
"y = Qy * py (18) 
"z • 
Equations 11 through 18 are a complete set of mechanization equations for 
the latitude-longitude coordinate system which must be solved by the com­
puter. Inputs are A^  and A^  from the accelerometers (the z-accelerometer 
is clearly not necessary); initial conditions 0 , A , V and V ; and J 
' o ' o xo yo 
constants K and fi. This set represents 12 equations in 12 unknowns : 
A ,  0 ,  V , V , f i , f t , u i , u ) , u ) ,  p  ,  p  a n d  p  ;  t h u s  s o l u t i o n  i s  p o s s i b l e ,  
x* y* y* z* x* y' z* x' y z' x 
In addition, of course, the initial platform orientation must be established. 
If a celestial tracking device is employed, it is necessary to com­
pute the orientations of the lines-of-sight to the celestial bodies being 
15 
tracked, relative to the computed position of the platform. This is done 
quite simply from a knowledge of the Greenwich Hour Angles (GHA) and 
declinations (DEC) of the bodies. These quantities are shown in Figure 3, 
which is a diagram of the so-called celestial sphere, a sphere concentric 
with the earth. The GilA is measured westward from the plane of the Green­
wich meridian, about the Y axis. The DEC, or "latitude" of the body, is 
measured as shown about an axis orthogonal to the plane containing the 
Y axis and the line-of-sight. The direction cosines between the line-of-
sight (LOS) and the XYZ axes are 
CLOS-X = " COS (DEC) sin (GHA) 
CLOS-Y = sln (DSC) (19) 
CLOS-Z = COS cos (GKA) . 
From Figure 2, the direction cosines relating the p and E coordinate sys­
tems may be written: 
CXx 
— cos A 
Sy - sin 0 sin A 
CXz 
= cos 0 sin A 
CYx 
= 0 
°Yy 
= cos 0 
CYz 
= sin 0 
CZx 
= 
- sin A 
CZy 
= 
- sin 0 cos A 
CZz 
cos 0 cos A . 
The direction cosines of the LOS relative to p may now be written from 
the general relation 
16 
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CLOS i = CLOS-X CXi + CL0S-Y CYi + CLOS-Z °Zi * 
where i = x, y, z. Equation 21 yields 
("LOS = - cos (DEC) sin (GHA) cos A 
- cos (DEC) COS (GHA) sin A 
CT(-c = cos (DEC) sin (GHA) sin 0 sin A JjUd y 
+ sin (DEC) cos 0 
- cos (DEC) cos (GHA) sin 0 cos A (22) 
CTna = - cos (DEC) sin (GHA) cos 0 sin A Juub Z 
+ sin (DEC) sin 0 
+ cos (DEC) COS (GHA) cos 0 cos A . 
From these quantities the azimuth and altitude of the LOS may be readily 
computed. For example, if azimuth angle, A, is measured in a positive sense 
about z, it may be found from the relation 
tan A = L0S x) , (23) 
CL03 y 
which avoids ambiguities as to quadrant. Altitude, n, or angle from the 
xy plane, can be determined from the simple relation 
sln * - CL03 z * (24) 
In the next Section will be presented error propagation equations 
based on the mechanization equations presented here. Velocity damping 
techniques will also be presented there, since they are tied in so closely 
with error propagation. 
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III. ERROR PROPAGATION EQUATIONS 
Errors in an inertial navigation system can result from many differ­
ent sources. Some of these are initial position and velocity errors, ini­
tial alignment errors, computational errors, accelerometer bias and scale 
factor errors (bias being an error in the null point), extraneous torques 
which cause gyro drift rates, gyro torquing scale factor errors, and gyro 
and accelerometer misalignment errors with respect to the platform. In 
this section will be presented the equations describing the propagation of 
some of these errors into system position, velocity and alignment errors. 
Throughout this section, it will be assumed that all errors are so 
small that only first-order effects need be considered. It will also be 
assumed that misalignment errors are so small that such angles may be 
represented as vectors, the misalignment being a rotation about that vec­
tor of the magnitude of the vector. (This assumption is really the same 
as the first.) Since a marine system is being considered, vehicle acceler­
ations and velocities will be sufficiently small that accelerometer scale 
factor errors may be ignored, and platform angular rate w may be taken as 
earth rate a constant. (It is also tacitly assumed here that the ship 
is not operating near the north pole, so is not large. A latitude of 
45° is a convenient and reasonable choice which, from equations 11 and 17, 
V 
sets pz = py = ^ L). It will be assumed that the computer operates perfect­
ly. Generally, one of the first steps in the design of an inertial naviga­
tion system is the design of a computer which operates with sufficient 
accuracy to give negligible system errors. Instrument misalignments rela­
tive to the platform will also be neglected, as these can generally be 
18b 
determined and compensated with sufficient accuracy. 
The errors to be considered, then, are accelerometer bias errors, gyro 
drift rate and torque scale factor errors, and initial condition errors. 
First, the error equations for a pure inertial system will be presented. 
Then velocity damping methods will be discussed, and error equations for 
this mode will be presented. An additional error source, external velocity 
error, will be introduced here. Error propagation in a damped-stellar-
inertial mode will also be discussed, and automatic alignment techniques 
will be touched on briefly. 
It is convenient to introduce three right-handed, orthogonal coordi­
nate systems at this point. These will be defined by their unit vectors: 
1 , 1 , 1  -  p l a t f o r m  c o o r d i n a t e s ,  a l o n g  t h e  i n s t r u m e n t  a x e s ,  
-xp -yp —zp * ' ' 
denoted by p. 
1^ , 1^  - true coordinates, representing ideal system alignment 
with no errors. 
lxc, lyC» Igg - computer coordinates, representing the alignment of 
the true set if computer position errors were zero. 
If all errors were zero, these three coordinate systems would be coincident. 
The computer, or c, coordinate system may seem artificial but serves a 
very useful purpose in what follows. This system, in fact, is the coordi­
nate system in which the computer solves the equations of motion (equations 
9), since the c system is the only one known to the computer. 
The following vectors are now defined for use in writing the error 
equations : 
u - angular velocity of the true system with respect to I. 
Wg - angular velocity of the c system with respect to I. 
ê 
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Wp - angular velocity of the p system with respect to I. 
p_ - angular velocity of the true system with respect to E. 
Thus u = 52 + £_ . 
60_- vector angle between c and the true system. 
2 - vector angle between p and c. 
2 - vector angle between p and the true system. 
Thus _$=_¥ + 60_ 
These vector angles are the (small) misalignment angles between systems, 
oriented such that, for example, a rotation of the true system of amount 
|60j about the direction of 6£ would yield the c system. As mentioned 
earlier, these misalignment angles may be characterized as vectors because 
of their assumed small magnitudes (of the order of minutes or arc at the 
most). 
The error propgation equation for the angle ¥_will be presented first, 
since it is used in determing other system error equations and is so im­
portant to the later parts of this study. To begin, it is observed that 
the computer torques the gyros in an effort to cause the platform to rotate 
at an angular velocity u_. The best estimate of available to the computer 
is, however, u^ . This is not the true rate of rotation of the platform 
because of two additional terms. The first is an additional rotation rate 
due to gyro drift rate, £* , and torque scale factor errors, k^ , k^  and k^ . 
This total effect may be characterized as a drift rate £, where 
£ = £* + Kw , (25) 
K is a diagonal matrix with scale factor errors along the diagonal, and 
20 
(ti is used in order to retain only first-order effects (K(w^  - u) is second-
order). The second term arises because c and p differ by the angle The 
components of are thus applied to the p axes, giving a platform rate of 
ui^  rotated through the angle or, to first order,  ^x The plat­
form rate, w^ , may now be written 
w = e + w + Y x to . (26) 
—p — — —c 
It is also observed that, by définition, the difference between 
and is the time rate of change of with respect to c. This may be 
written 
a p - a c ^ | l ) c  •  < 2 T >  
Equations 26 and 27 may now be combined to yield 
($).-« to +1 TT I =e + uîc+XXiSc 
or 
(I) + to x V = e . (28) 
c ~ ~ 
Use of the relation between time derivatives of a vector in two coordinate 
systems with relative angular velocity allows equation 28 to be written, 
with respect to the inertially fixed coordinate system I as 
(SU- (29) 
'I 
Use of this same relation allows determination of the ¥_ equation in the true 
coordinate system: 
¥ + to x V = £ , (30) 
where, by definition, 
21 
/d¥\ 
t^itrue " 1311 
It should be noted that the error angle depends only on gyro drift rate 
e_, and is independent of other system errors, except for initial misalign­
ments . 
A physical interpretation of ¥_will now be developed. Figure 4 shows 
the earth's surface, the true and computed positions and the true and com­
puter coordinate systems. For clarity, only a latitude error has been 
assumed, and it has been exaggerated. The computer coordinate system is 
parallel to the locally level system shown at the computer position. Con­
sider now the computation of the angle of the line-of-sight to a star in 
the xy plane. The computer makes this computation (described in Section 
II) based on computed position and a correctly-aligned coordinate system 
located there. The angle computed is shown in Figure 4. If a tele­
scope is used to measure this angle, and the computer and platform co­
ordinate systems coincide, the angle measured, in Figure 4, will be 
equal to because stars are essentially at an infinite distance. (The 
nearest star is about 4.5 light-years, or 2.4x10"^  miles distant, which 
-8 
corresponds to a parallax error of about 10 seconds of arc per mile, 
a completely negligible factor.) The situation above corresponds to 
2=0, and it is thus apparent that the Y, angle represents the telescope 
pointing angle error, here and in the general case. It is also apparent 
that use of a telescope allows determination of (in the case of observa­
tion of two stars) or components of 2» but not 6£. The sun is about 
93xl0b miles distant; the parallax error in this case is about 2x10 ^  
22 
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Figure k. Computer and true coordinate systems, 
and line-of-sight to a star 
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seconds of arc per mile, which is also negligible. Thus sun-tracking, 
which is the subject of this study, will also yield only components of 
the 2 angle, and no information as to <5£. 
System position error equations may be derived from equation 1, or a 
similar equation, which must be solved by the computer to determine system 
position. It is more convenient to write equation 1 in terras of time 
derivatives with respect to the c coordinate system: 
where £ is the "plumb-bob" gravity vector defined earlier. The errors made 
in solving this equation will now be discussed. First, the actual acceler­
ation input to the computer differs from true acceleration A because of two 
error sources. The first is accelerometer bias error, represented by 
the second arises because the accelerometers measure A in the platform 
coordinate system and the computer operates on these outputs in the com­
puter system. This results in the additional term - ¥_ x A. The term A 
in equation 32 must therefore be replaced by A - ï x A + V, 
The gravity term in equation 32 is the value of £ determined by the 
computer from R. To within ellipticity (which will be a second-order effect 
in error equations), £ may be written 
+ u> x (to x R_) -fix ($2 x E) 
= A + £ , (32) 
(33) 
2k 
where w , by definition, is |k The constant u is called the Schuler 
o ' E o 
angular frequency, and corresponds to a period of about 84 minutes. Error 
in the computed value of £ results from error in R, SR. Thus £ must be 
2 
replaced by £ - u)q 6R. 
Each R in equation 32 must now be replaced by R + 6R_, and the addi­
tional error terms discussed above must be inserted. The values of and 
fi are known exactly in the c system, so no errors are present there. The 
resulting error equation is 
(d26R \ I d5E\ /du \ 5=) • = • .•(==) •(=?) -•!  
c c c 
+ w x (ni x ÔE) - fi x (fi x 6R) 
= 7 - * x A - u 2 6R . ( 3 b )  
This equation can be further simplified by making the approximations that 
to = Q and that the total vehicle acceleration is zero for the present 
—c — 
application, as discussed earlier. Equation 3^  then becomes 
I 626B\ I «s \ M +2ax(-) + u) 2 6E o — 
c c 
= 2 + % % £ , (35) 
since A is the non-gravitational acceleration vector. Equation 35 can be 
rewritten in terms of derivatives with respect to I, and then with respect 
to the true set to yield 
6B + 2 fi x 6Ê + u>o2 6R = ? + % x £ , (36) 
where dots denote time derivatives with respect to the true system. 
The x and y components of equation 36 are 
25 
6R -  2 £2 6R + u> 2  ÔR = 7 -  g¥ 
x  z  y  o  x  x u y  
p (37) 
6Ry + 2 0, ^  + *o My = ?y + . 
The z-channel is again ignored. (It is interesting to note in passing that 
it is inherently unstable.) It should be noted that equations 37 are 
linear, constant-coefficient, coupled differential equations and can there­
fore be solved fairly easily. First, it is enlightening to determine the 
normal modes of equations 37. This can be done by taking Laplace trans­
forms of the equations with all initial conditions and driving functions 
set equal to zero, then finding the zeroes of the system determinant. 
This results in the equation 
2 
(s2 + uo2) + h n2 s2 = 0 , (38) 
with second-degree roots 
s2 = -(w 2 + 2 O2) + 2 0 fw + if . (39) 
o z — z./ o z 
u»o 
Since the maximum value of £2 is about •=-*" , second-order terms in Î2 can be 
z lo ' z 
neglected. The result is 
2 • 2 
s = - ai + 2 Q y , (40) 
o — z o 
and it is clear that these roots are always negative. Thus the zeroes of 
s are purely imaginary and it follows that system errors propagate in an 
undamped or oscillatory fashion with approximately an 84-minute period. 
It can be shown (Pinson, (2)) that the cross-coupling terms in equa­
tions 37 result merely in a slow precession of system errors about the z 
axis, and can therefore be ignored for short time periods. In fact, for a 
vehicle on the equator, $2^ = 0 and no cross-coupling exists. 
2b 
With this approximation, equations 37 become 
6R + tu 2 6R = V - gY 
x o x x y 
P (41) 
6Ry + w, 6Ry = + g,, , 
and it is quite apparent that undamped error propagation results. 
Equation 30 also takes a simpler form when w is set equal to £2: 
Y  +  f i x Y = £ , o r  ( 4 2 )  
Y + £2 Y - £2 Y = e 
x y z z y x 
»y + iiz»x = =y C3) 
\ " V x  = E z  •  
These also are linear, constant-coefficient differential equations. 
Their normal modes are found from the equation 
s3 + (0 2 + £2z2)S = 0 , 
or 
s(s2 + £22) = 0 , (44) 
the roots being s = 0, +_ j£2. 
Error propagation in the Y_ equation may be visualized more clearly by 
finding the components of equation 42 in the epq coordinate system, a sys­
tem fixed with respect to the platform and with the e axis coincident with 
x, the p axis parallel to £2 and the q axis completing the right-handed set, 
as shown in Figure 5. In this system, only the p axis has a component of 
£2, and equation 42 may be written 
27 
Figure 5. Platform (xyz) and epq 
coordinate systems 
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Y + FLF = E 
e q e 
V = E (45 
P P 
v - nv = e 
q. e q 
The error propagation modes are now quite clear; the p channel is a simi 
integration while the e and q channels are coupled and undamped with a 2 
hour oscillatory period. 
In summary then, a pure inertial navigation system has error propag 
tion modes characterized by a simple integration and by undamped oscilla 
tory coupled modes with 84-minute and 24-hour periods. The 84-minute mo 
is a direct consequence of the inability of accelerometers to sense grav 
tational acceleration and may be visualized more clearly by considering 
simple, single-channel system located on the surface of the earth, as 
shown in Figure b. It is assumed that the system is at rest, and that i 
is mechanized in a locally-level mode. It will now be assumed that the 
x-accelerometer has a small bias error V^. The computer interprets this 
as an x-acceleration; thus a position error 5R^ is generated. In order 
keep the platform "level", the computer supplies an erroneous torquing r 
— t o  t h e  y  g y r o .  T h e  p l a t f o r m  a n g u l a r  t i l t  w i t h  r e s p e c t  t o  t r u e  l o c a l  
6Rx level is therefore . Now a component of gravitational acceleration 
exists along the x axis. The magnitude of this acceleration, for small 
6Rx tilt angles is g , in the positive x direction. The net acceleratio 
of the platform is, of course, zero; the non-gravitational acceleration 
the x direction is therefore - § 6R . The total output of the x acceler 
R x 
meter is therefore V - •§• ÔR , which in the simple system considered her 
x R x* c 
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Figure 6. Single-channel inertial 
navigation system 
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is equal to <SR^. The error equation thus becomes 
5R + § 6R = V , or 
x R x x ' 
2 6R + to 6R = V , and the 
X O X X 
84-minute or Schuler period oscillation is illustrated quite clearly. 
Although it is not as obvious, this 84-minute error mode can be shown to 
be present in all system mechanization schemes, as can be seen from equa­
tion 34, which is independent of the coordinate system used. This charac­
teristic has the advantage of bounding system errors caused by such sources 
as constant accelerometer bias errors and initial velocity errors. Dis­
advantages are the facts that initial errors will never die out with time, 
and most random error sources will give rise to system errors with vari­
ances growing ultimately linearly with time, as in the classical random-
walk process. (This characteristic will be discussed in more detail 
later.). It is because of these disadvantages that damped inertial system 
mechanizations, utilizing an external source of reference velocity were 
developed. One such mechanization and the resulting error equations will 
now be presented. 
First the concept of dynamic exactness will be discussed. The mecha­
nizations developed in Section II may be said to be dynamically exact in 
that, in the absence of errors, system position and velocity can be deter­
mined correctly, even in a dynamic environment. The basic problem here is 
to alter the mechanization equations so as to achieve damping of the 84-
minute error modes. It is extremely desirable to achieve this without 
destroying the dynamic exactness of the mechanization; otherwise, system 
errors would in general be present even in the absence of initial or 
31 
instrument errors. This may be accomplished by introduction into the 
mechanization equations of the difference between system velocity and 
velocity indicated by an external source, here, a ship's water speed 
indicator or log, for example. Dynamic exactness will be retained because, 
in the absence of errors, this quantity will be zero. 
One of the simplest and most common methods of accomplishing this is 
the introduction of an additive term proportional to velocity difference, 
V^, into the left-hand side of equation 32, where is a constant and 
V, = V - V (46) 
—d — —r 
is the vector velocity difference. The vector is the external or refer­
ence velocity. In this application, the error in V, 6V, can be written 
simply 
6V = 6R . (47) 
The reference velocity error can be written simply as 6V^. (There is also, 
strictly speaking, an error term - 2 x X.» *>ut V is assumed so small that 
this term can be neglected.) Equation 46 then becomes 
V= 6R - 6V , (48) 
—a — —r 
and is introduced directly into the error equation 36, which becomes 
ÔR + 2£ x 6R + + «q26R = V + ¥ x £ + K 6V^ . (49) 
Equation 49, in component form is k 
SR - 2£2 6R + K.6R + u> 26R = V - g* + K,6V 
x  z y  1  x  o x  x  6  y  l r x  
6R + 2fl 6R + Kn6R + to 26R = V + g* + K,6V . y  z x  1  y  o  y  y B x  I v y  
(50) 
Pinson (2) shows that, because of the term K^6R_ in equation 49 (with 
> 0), the normal modes of equations 50 are damped, and that the cross-
32 
coupling term 2f2 x 6R_ can therefore be ignored for all practical purposes 
without restrictions as to the time period considered. With this simplifi­
cation, equations 50 become 
Ô R  +  K Ô R  +  g o  2 6 B  =  V  -  g Y  +  K , 6 V  
x  1  x  o x  x  B  y  l r x  
. ? f SI ^ 6R + ILÔR + w 6R =7 + g? + KJV , VP ; 
y 1 y O y y x 1 ry ' 
which are linear, constant-coefficient, uncoupled differential equations. 
Use of Laplace transforms results in solutions for 6R and 6R in the 
x y 
complex frequency or s-donain of 
V (s)-PrY (s)+2;w 6V (s)+6R +(s+2Çoi )6R 
2 o rx xo o xo 
ÔRx(s) = ~ 2 2 
s +2çajQS+wo (52) 
6R (a) = \(s)+GYx(s)+2;w,6V^/s)+6R^+(s+2Cwj6Ryo 
J S2+2ÇU s+W 2 
o o 
where, by definition, K. = 2cw , and 5R , 6R , 6R and 6R are initial 
*1 ^ o' xo' yo' xo yo 
condition errors. It is now quite obvious that system normal nodes are 
damped, with damping ratio ç and undamped natural frequency Conven­
tionally, ç takes on values between 0.1 and 0.8, resulting in damped 
oscillatory modes. (It is noted in passinp that an optimum value of ç 
could be determined if error magnitudes for a particular system were 
known.) 
Use of the final value theorem of Laplace transforms shows that sys­
tem errors due to initial position and velocity errors settle to zero in 
steady-state. It is also noted that system errors due to stationary ran­
dom inputs (a random component of for example, or ) have bounded 
variances. 
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The transfer function relating Y^(s) to 6R^(s) can be written from 
equations 52 as 
s 
V17 S2+2Ç» S+U 2 
o o 
WQ2 
= K~2 g * (53) 
s + 2Çu s+w 0 o 
Equations 44 show that the normal modes of the Y_ equation are undamped 
oscillatory modes with a 24-hour period. Since wq corresponds to an 84-
minute d period, Yx (and Y^.) are seen to consist primarily of oscillatory 
1 
time functions with a dominant frequency about that of the undamped 
natural frequency of the transfer function, equation 53. Thus, after 
initial transients have died out, the relation between 6P.^(s) and Y^(s) 
may be written, to a very good approximation, as merely 
<5R (s) 
1^ 7 = R * {5k) 
Exactly the same approximation may be made for the x-channel. The result, 
then, for steady-state system errors is 
V (s)+2çw ÔV (s) 
«R (s )  = -R* (s) + ° 2 
Y S +2ÇW s+w 
r.a o 
V (s)+2;w 5V (s) (55) 
6R (s) = PiY (s) + 2-J2 . 
y s +2ÇU) s+w 
o o 
Steady-state system position errors thus result from three sources for this 
application: accelerometer bias errors, reference velocity errors, and 
star pointing-angle errors, or Y^ angles. It will now be assumed that 
34 
\ 
reference velocity and bias errors are constant. Equations 54 may then be 
written in the time domain as 
RVx 2ÇÔVrx 6R (t) = -EY (t) + — + — 
x y g uo 
RV 2ÇSV 
6R (t) = RY (t) + —2- + SL . y x g <do 
Thus, the only varying system errors are those due to y. These errors are 
of primary interest here, because they are ordinarily the dominant errors 
in such a system, and are the errors which can be corrected through use of 
a star- or sun-tracking device. 
To find these errors, it is necessary to solve equation 42 for 
This can be done most conveniently by using equations 45, then finding 
¥ and Y by means of the simple coordinate transformation: 
x y 
Y = Y 
x e 
Y = Y cos 0 - Y sin 0 (57) y p q. 
Y = Y sin 0 + Y cos 0 . 
Z p q 
Equations 45, in Laplace transform notation, are 
s a \ /* e(s)A Zveo + E e(s)  
-a s n^ts)/ V10 + \ {s)  
sVs) = *po + epU) * 
(58) 
with solutions 
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*e(s) = sg ^ 2 (s^ec + ee(s)) " 2(\o + eq(s)) 
V s )  =  s2 I az ( s ( v  +  eq(s,) + + £e(s)) (59) 
V s )  =  f  ' V  +  £ p ( s ) )  •  
or, in the time domain (using the convolution theorem), 
¥ (t) = ¥ cos fit - ¥ sin fit 
e eo qo 
/t L [Ee'U ) cos fi(t-u) - e^(u) sin fi(t-u)[du 
¥ (t) = ¥ cos fit + ¥ sin fit 
q qo eo 
+1 [e  (u) cos fi(t-u) + e (u) sin fi(t-u)]du 
J0  4  6  
(6o) 
- v * Jo  e p<u , d u  .  
where ¥ , ¥ and ¥ are initial values of the components of ¥. 
eo1 po qo — 
Rather than resolving these angles immediately through equations 57$ 
it is more convenient to develop expressions for system latitude, longitude, 
tilt and azimuth errors, then solve for these in terms of The components 
of the error angle 50^ between computer and true axes, in the level plane 
are by definition 
6R 
66X = - "if 
6R (6l) 
i0ir = -R* 1 
Components of £ in the level plane are, by definition also, 
6R 
$ = ¥ +60 = ¥ 
xx x x R 
6E '62' 
W « W - Ï T  •  
where, equation 6l was also used. Since is the angle between the true 
axes and the platform, it follows that $ and <P r represent platform 
x y 
tilts with respect to the local vertical, and that represents the 
north-pointing, or azimuth error of the platform. By definition, 
<S> = Y + 60 . (63) 
z z z 
In order to find azimuth error, then, 60^ must be found. Since the com­
puter coordinate system is perfectly aligned at the computed position, 
it follows that the computer set is obtained by rotating the true set 
through angle -AG about the x axis and AA about the p axis (A0 and AA 
being latitude and longitude errors, respectively). The components of 60 
can therefore be written 
60 = -AG 
x 
60 = AA cos 0 (64) y 
60 = AA sin 0 . 
z 
Then, from the first two of equations 64, and equations 6l, 
6R 
" " t, 
AA = X 
R cos G 
The third of equations 64 can now be written, using equations 65 as 
6R 
60^ = tan 0 , (66) 
and azimuth error, t>z, from equations 63 and 66 becomes 
6R 
\ = \ + ~rtanQ - (67) 
Use of equations 56, 57» 62, 65 and 67 gives the following set: 
A 2Ç6V 
A0(t) = fe(t) + -% + m /P (68) 
o 1 
37 
AA(t) = -Y (t) + Y (t) tan 0 
• d r ë ( f  +  v H  < % )  
\M*Ur^ + t™e{r + -vr) <70)  
A 2ç6V 
*%(t) - - f - -çfL (71) 
A 2ç6V 
Vt)' = r + -^rt ' (T2) 
where Yg(t), Y^(t) and Y^(t) are given by equations 59. Equations 68 and 
69 are of general interest in any application, as they give system posi­
tion errors. Equations 70, 71 and 72 may be of extreme interest in cer­
tain applications, such as the use of a ship as a missile-launching 
platform. Equation 70 is also of general interest in most cases, in that 
it gives the system azimuth or steering error. 
If gyro drift rates are assumed constant in equations 59, the solu­
tions of these equations obviously yield bounded sinusoidal variations 
in Y and Y and a linear increase in Y : 
e q p 
Y (t) = Y cos fit - Y sin fit 
e eo qo 
£ E 
+ — sin fit - (l - cos fit) (73) 
Y (t) = Y cos fit + Y sin fit q qo eo 
E £ 
+ ^3» Sin fit + — (1 - cos fit) (7^) 
Y (t) = Y + Et .  (75) 
P po p 
Examination of equations 68, 69 and 70 then shows that latitude and azimuth 
errors will be bounded, and longitude error will increase without bound. 
On the other hand, if £g(t), E^(t) and E^(t) are assumed to be stationary 
30 
random functions, it can be shown (see Appendix A) that Y , Y and Y will 
e p q 
all, in general, become random, non-stationary functions with variances 
increasing with time in an unbounded fashion. Thus, latitude, longitude 
and azimuth errors will also possess variances which grow in a similar 
manner. 
This is the most serious drawback of a damped inertial navigation sys­
tem, since gyros are experimentally found to have components of drift rate 
which are random. These rates, through the undamped 24-hour mode, result 
in system errors which can become intolerably large, statistically, for 
long operating times. It is thus necessary to find some means of damping 
the Y_ equation. 
The simplest such method is that of obtaining position information 
periodically from some external source. Equations 68 and 69 indicate that, 
to within bias and reference velocity errors, latitude and longitude errors 
provide a direct measure of components of Y_« Through periodic position 
checks, then, and the use of the _Y equation, estimates of all of the com­
ponents of Y_ can be determined and corrections applied. Such a scheme re­
quires the presence of landmarks or other check-points, however, which are 
not common in mid-ocean areas. A star-tracker capable of tracking two or 
more stars can provide a direct measure of the instantaneous value of Y_, 
and corrections can be made quite directly. Such a system, in effect, re­
places the Y_ error with star-tracker pointing errors, which are ordinarily 
stationary. Thus all system errors would be bounded. Clear weather is re­
quired in order to implement this scheme. 
A third scheme makes use of the fact that system velocity errors con­
tain information as to components of _Y« In fact, differentiation of 
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equations 56 yields (assuming other error quantities are constants) 
6R = - m 
x y 
(76) 
6Sy = Mx * 
It is then possible to use this information in the gyro torquing process to 
damp the equations. In order to retain dynamic exactness, the velocity 
difference signals are used, these being 
V, = 6R - 6V 
dx x rx 
V„ = 6R - <5V 
ay y ry 
(77) 
Although such a scheme is commonly used to achieve automatic system align­
ment (automatic leveling and gyrocompassing), it is not generally used dur­
ing navigation because reference velocity errors produce undesirably large 
system errors. Pitman (l) and Pinson (2) both have excellent discussions 
of such automatic alignment mechanizations. A variation on such a mechani­
zation is found to be required for the solution of the problem being 
studied here, and is derived in the next section. 
A sun-tracking device, which is being considered in this study, would 
perform a function very similar to that of a star-tracker. As was pointed 
out earlier, a sun-tracker can be designed to operate under virtually any 
weather conditions. However, it can only detect the component of ¥_ normal 
to the line-of-sight. The basic information which can be obtained from 
such a device, the basic limitations present, and a method of circumventing 
these limitations are presented in the next section. 
IV. SINGLE-BODY TRACKING 
In order to derive the equations associated with single-body tracking, 
a new coordinate system must be defined. This is the uvw, or tracker 
coordinate system, shown with the epq system in Figure J. The v axis is 
defined as being coincident with the line-of-sight to the body at an alti­
tude angle n from the eq plane, u lies in the eq plane and w completes the 
right-handed orthogonal set. Also shown are the line-of-sight to the body 
being tracked and the e'pq' system, where q' is defined as being coincident 
with u at the time the body is first acquired by the tracker. The e'pq' 
and epq systems remain fixed relative to each other and to the platform or 
xyz system. The relation between the epq and xyz systems is shown in 
Figure 5. 
First, the equations giving the angular information obtained in track­
ing a single star will be derived for a vehicle at rest on the earth's sur­
face and for constant gyro drift rates. Then it will be shown that sun-
tracking gives essentially no additional information and that small vehicle 
velocities can be handled easily. Equations for variable drift rates will 
also be derived. 
The line-of-sight to a star remains fixed in inertial space for all 
practical purposes. Since the epq system has an angular velocity S2 (with 
respect to inertial space) about p, the uvw system therefore has an angular 
velocity (with respect to epq) about p. It is apparent that only com­
ponents of 2 normal to v can be detected by the tracker. These will be 
taken as Y and Y . (in the actual tracker mechanization, different com-
u. w 
ponents will probably be measured. These can be resolved to Y^ and Y^, 
4l 
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Figure 7. Tracker coordinate system 
and line-of-sight to body 
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however, by a single rotation about v.) Equations 73, 74 and 75 give Y , 
4' and Y . Examination of equations 42 and 45 shows that Y , , Y , and Y 
q P e1 q' p 
have identical form, with e1 and q' replacing e and q respectively. By 
inspection of Figure 7 and consideration of the rotation of uvw about p at 
a rate -fii, Y^(t) and Y^(t) can be written 
Yu(t) = Y^,(t) cos fit - Ye,(t) sin fit (76) 
Y (t) = Y (t) cos n - sin n(Y ,(t) cos fit 
w p e 
+ Y^,(t) sin fit) . (79) 
Substitution of equations 73, 74 and 75 into Jd and 79 (with e and q re­
placed by e' and q') and use of appropriate trigonometric identities re­
sults in 
V t)=Vo + v  J i r 2 i  +  ¥ ( c o s a t - 1 )  ( 3 0 )  
Y (t) = Y cos n - Y ln sin n 
w po e ' 0 
, . sin fit 
+ (cos n)t - Ee, sm n ^ 
e , sin n 
-2-^ (cos fit - 1) , (Si) 
where the time origin is taken at the tine that the star is first acquired. 
Equations 80 and cil show that single-star tracking has a very fundamental 
limitation for the system mechanization of Section II; that only two com­
ponents of the initial value of Y can be measured: Y . and (Y cos n -
— q'o po 
YgIq sin n), which nay be written Ywq. The component of Y^ lying along the 
initial v axis, (Y , cos n + Y sin n), is seen to remain coincident with 
eo po ' 
the v axis, and therefore cannot be measured. It might be suspected that 
use of another coordinate system with different gyro torquing rates could 
allow the eventual determination of Y . That this is not so, however, can 
wo 
43 
m 
be seen quite clearly from equation 29, ^ — j = e.. This equation, inde­
pendent of coordinate systems, indicates that the initial value of Y.re­
mains inertially fixed. Since the line-of-sight to a star is also in-
ertially fixed, the component of Y^ along the line-of-sight will remain 
there. This equation also indicates that vehicle motion over the earth, 
which results, in general, in variable gyro torquing rates, has no effect 
on Y^ either. The only method of circumventing this limitation, then, is 
to alter the basic gyro torquing scheme which gives rise to equation 29. 
Care must be taken here to preserve the dynamic exactness of the system, 
however, or the system will not operate accurately in a dynamic environ­
ment. This suggests use of the velocity difference signals, equations 77, 
in gyro torquing, as was discussed briefly in Section III. Before getting 
into this, however, sun-tracking will be examined. 
Due to the earth's orbital motion about the sun, the line-of-sight 
from the earth to the sun rotates at an angular velocity of about 0.04 
degrees/hour with respect to an inertially fixed coordinate system. The 
angle n also varies, oscillating approximately sinusoidally between limits 
of +23^ degrees with a period of one year. Because of these two effects, 
the angular velocity of uvw relative to epq is not -£ about p, but is 
slightly different. In theory, then, all components of Y^ could be detect­
ed; it will be seen, however, that this is impractical. 
In order to study sun-tracking, equations 78 and 79 are rewritten with 
fi replaced by fi-6: 
Yu(t) = Y^,(t) cos(n-ô)t - Ygl(t) sin(fi-6)t (82) 
kk 
V (t) = Y (t) cos n - sin n(Y ,(t) cos (fi-ô)t 
w p e 
+ Y^,(t) sin (fi-ô)t) , (33) 
where ô = 0.04 degrees/hour = 0.0007 radians/hour. A "worst-case" analysis 
will be made in the case of variations in n, by assuming that it is chang­
ing at its maximum rate. Since n can be written 
n = O.kl sin 2^(24) 1 (8U) 
with n in radians and t in hours, the maximum rate occurs when n = 0 and is 
"max = O"1*1 radians/hour 
= 2.9x10"** radians/hour . (85) 
Since n and 5 are so small« first-order approximations will be made for 
max ' 
sines and cosines involving these quantities ; that is, for example, 
cos(fi-ô)t = cos fit cos 6t + sin fit sin 6t = cos fit + 5t sin fit. Equations 
82 and 63 can then be written 
¥ (t) = Y ,(t) cos fit - 4,e,(t) sin fit 
+ 6t(Y^,(t) sin fit + ,(t) cos fit) (06) 
Y (t) = Y (t) - nt(Y ,(t) cos fit 
w p e 
+ Y^,(t) sin fit) 
-n6t2(4,e, (t) sin fit - c^»(t) cos fit) , (87) 
where the nominal value of n is zero, consistent with the maximum rate 
used. 
Substitution of equations 73, 7^ and 75 into these equations yields 
V" = V» - Ea' (cos st"1) 
+ 6t (4' , + e , Si" ^  (cos fit-1 ) ) (88) 
S O © 06 ÙL 
45a 
er» 
+ -^~ (cos fit-l)) 
+ n6t2 (Ya,o + eo, oi" nt' ^ (cos fit-l)) (39) 
\ 
It is nov convenient to use small-angle approximations for sin fit and 
cos fit in order to see the effects of 6 and n more clearly. Thus sin fit 
oV is replaced by fit and cos fit by 1 — , giving 
+ <=„. + 4\.c)t 
+ £g) (- ^  + 5)t2 + £qI (90) 
f
„
(t) 
' V + (£p - "'e'o1* 
" "
(ee- * "q-o'*2 
. e ,fi ,, 
+ n(-£— + ôeqI )t 
• 
ee'n 4 , , 
- n6 —— t . (91) 
It will be seen later that the small-angle approximations are valid in 
that required observation time is short compared to 24 hours. 
For comparison with equations 90 and 91, equations 80 and cl are now 
rewritten using the same small-anrrle approximations and for n = 0: 
*u ( t >  =  V° +  V" -  I  ee ' t 2  ( 9 2 )  
ï,,(t) = Ypo -f y . ( 9 3 )  
45b 
Comparison of equation 92 with 90 shows that the linear term has an 
additional term, 64' , , and that the ouadratic term is modified by 
e'o 
6e , . It will be assumed here that Y , =10 minutes of arc, to evalu-
e' e'o 1 
ate the effect of the additional linear term. (This corresponds to a 
position error of about 10 miles, which is quite large.) The additional 
linear term then has a magnitude of about 0.0001 degrees/hour, and the 
determination of e^, would be in error by that amount. As will be seen, 
an error of this magnitude is certainly tolearable, at least in the 
numerical example used later. In the quadratic term of equation 90, it 
can be seen that the determination of E^, would be in error by a factor 
~ or about 0.005. Thus, EqI could be determined to 0.5%, which is also 
quite acceptable. The third-order coefficient in equation 90 has a mag-
—7 ^ 
nitude, for e^ , of 0.01 degrees/hour, of about 7x10 degrees/hour . 
Thus, for a two-hour observation time, this term would reach a maximum 
value of 0.02 seconds or arc, which is certainly negligible. Since 
n <6, the additional terms in equation 91 are also certainly negligible, 
There is an additional fourth-order term, with coefficient 
n<5 E 
g . Again assuming E^, = 0.01 degrees/hour, this term has a 
magnitude of about 10~^ degrees/hour^, which gives a maximum value for 
a two-hour observation time of about 6x10 ^ seconds of arc, which is 
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completely negligible. These numerical examples also illustrate that, 
although in theory equations 90 and °l allow determination of completely, 
such a procedure would be clearly impractical. 
Thus sun-tracking does not, for all practical purposes, circumvent the 
fundamental limitation discussed earlier for star-tracking. The numerical 
examples given, in fact, show that equations 80 and 8l, or their small 
angle equivalents, can be used with satisfactory accuracy in determining 
the available components of by sun-tracking. 
The foregoing discussion is not meant to imply, however, that the 
direction cosines of the line-of-sight to the sun can be computed in such 
a simple manner. It can be shown that such a procedure would lead to un-
acceptably large errors in the determination of thus, these direction 
cosines must be computed quite accurately. This can be done relatively 
easily, and is discussed in Section II. 
It was pointed out previously that vehicle motion over the earth does 
nothing to circumvent the basic limitation in determing Vehicle motion 
will, however, result in changes in equations SO and 8l, because the angu­
lar velocity of xyz, and hence that of epq, changes. This effect may be 
examined by use of equation 25, which indicates that £, which has been used 
thus far, must be replaced by = £ + p_. The components of to, the angular 
velocity of xyz relative to an earth-fixed set, are given by equations 11 
and 17. It will be assumed (as was done earlier) that the ship is located 
at a latitude of 1+5°. Then, from equations 11 and 17, 
V 
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Thus, the vector to^ can be seen to be made up of £, constant and along p, 
and £, which lies in the ep plane, by equation 94. A reasonable upper 
bound on ship velocity is 30 knots (about 50 feet/second). Then, assuming 
The vector will then differ from £ in magnitude by about 2%,  and in 
direction by about 0.02 radian. A new coordinate system, similar to epq, 
could be constructed with one axis coincident with w . Solutions for the 
—c 
components of 2 this system would then be identical in form to equations 
73, 74 and 75, with different subscripts and with 0 replaced by w^. If the 
components of detected by the tracker are resolved to new uw axes (denot­
ed by u' w') with the same relation to the new coordinate system as u and w 
have to epq, the equations for Y , and 4^, would then have the same form as 
equations 78 and 79, again with fi replaced by and with new subscripts. 
It then follows that equations identical in form to equations 80 and 8l 
would result, and the problem thus remains the same. Variable velocity 
during tracking complicates the problem considerably; it will therefore be 
assumed that a constant velocity is maintained. This does not seem to be 
an unduly restrictive requirement, as a mechanization such as this is use­
ful primarily in mid-ocean areas where constant velocities can be easily 
maintained. With this assumption then, it is convenient to use = £, 
because the work thus far has been based on this value. As was pointed 
out, the general solution using is identical in form to that obtained 
using £; further, for a 30-knot velocity (which most ships cannot sustain), 
w differs from £ by only about 2/Î in magnitude and about 0.02 radian in 
Vx = V = 35 feet/sec (a northeast course), 
Pz = Py = 0.3 0/hour 
Px = -0.3°/hour 
(96) 
(97) 
1(3 
direction. 
The equations for Y^ and Y^ in their most general form will now be 
derived. These equations take into consideration variable (or random) 
gyro drift rates, and are derived from equations 6o. First it is con­
venient to rewrite equations 60 (using expansions for cos fi(t-u) and 
sin fi(t-u) and the e'pq1 system) as 
Y ,(t) = Y , cos fit - Y , sin fit 
e ' ° q o 
+ cos fit I [e ,(u) cos fiu + E ,(u) sin fiu]du 
o ® " 
+ sin fitj [ee,(u) sin fiu - e t^(u) cos fiu]du (98) 
Y ,(t) = Y , cos fit + Y , sin fit 
a1 , q'o e'o 
+ cos fit j [e ,(u) cos fiu - e ,(u) sin fiu]du 
o ^ 8 
+ sin fit I [e ,(u) sin fiu + E ,(u) cos fiu] du (99) 
'o q 5 
Y (t) = Y + ( e (u)du (100) 
p P° y p 
o 
rA Substitution of these equations into equations 78 and 79 yields 
P 
Yu(t) = Yq,Q + j [e^,(u) cos fiu - Ee,(u) sin fiu]du (101) 
Y (t) = (Y cos n - Y . sin n) 
w po e 0 
+ cos n je (u)du 
'0 p 
- sin n J [Es,(u) cos fiu + E^,(U) sin fiu]du . (102) 
These are the most general forms for Y^ and Y^. Again, as expected, only 
two components of Y^ can be obtained. 
4y 
As was discussed earlier in this section, the only method of circum­
venting this limitation is to alter the basic gyro torquing scheme. A 
"natural" and dynamically exact way of doing this is to utilize velocity 
difference signals, as was done in damping the 84-minute modes. Here, how­
ever, it is not necessarily desirable to damp the 2k-hour modes ; what is 
desired is to alter the normal modes in such a manner as to make all three 
components of Y^ observable by the tracking process, and within a relative­
ly short time (since the sun is available for about 12 hours per day). In 
other words, it is desired to move the oscillatory poles of equation 58 as 
far from as is feasible. There are many possible schemes which come to 
mind. One of the simplest of such schemes is the one selected, and is de­
rived in the following paragraphs. 
The derivation begins with the y-component of equation 48: 
V, = 5R - 6V . (103) 
ay y ry 
This signal is available within the system computer. The quantity 6Fy is 
found implicitly by differentiating the second of equations 51, assuming 
V and V are constants : 
ry y 
6R + K.6R + ai 26R = rY = pY , (104) 
y 1 y o y " x e 
since the e and x axes are coincident. The assumption that V and 6V y ry 
are constants is made to simplify subsequent work, and because the major 
components of these quantities are constant. The main contributor to 5V^ 
is ocean current, which, in most areas, remains constant over an area con­
sistent with the operating period; accelerometer biases can be expected 
to remain approximately constant also over such time periods. The dif-
2 2 ferential operation of equation 104 (D + K^D + ), applied to equation 
103, and use of equation 104 gives 
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V„ + K V + 0) 2 V, dy 1 dy o dy 
- e»e - »/ 6vry , (105) 
where, again, the assumption is made that is constant. This operation 
is thus seen to give a quantity containing ¥ , which will be useful in 
altering the normal modes of ¥_ propagation. It is now necessary to examine 
equations 45, which determine the normal modes of propagation. The sys­
tem determinant is given in equations 58 in Laplace transform notation, 
with poles at s - One method of altering the normal modes (or moving 
the poles) would be to introduce a quantity proportional to equation 105 
as an additional torquing rate to the q-gyro. (This can be accomplished 
by an appropriate resolution onto the y and z gyros of the actual system.) 
2 2 Such a scheme, however, gives a system determinant of s + Ks + P. . For 
small values of K, the poles are very close to and nothing has been 
accomplished; for large K, one pole is very near the origin and the other 
is on the negative real axis, giving an over-damped system. Such a scheme, 
therefore, is not very desirable. A better scheme (and the one selected) 
uses, as an additional torquing rate applied to the q-gyro, a quantity 
proportional to the integral of equation 105. This additional rate is 
denoted by T (t) and is given by 
Tq(t> = I f0'Vu) + KiVu) * "o2 Vu,ld" 
Kw 2 
= K(Y (t) - * ) — ÔV t . (106) 
e eo g ry 
With this additional rate, equations 45 become 
$ + fiY = E (107) 
e q e 
51 
Y = £ (108) 
p p 
v 2 kw 
Y - JÎY = E + KY - KY — 5v t , (109) 
q e q s eo g yr 
. 2 
>i.u) 
Y - (fi+K)Y = E - KY — <sv t . (110) 
q e q eo g yr 
It is seen that Y^ propagates as before. Equations 107 and 110, in Laplace 
and 
or 
transform notation, are 
s -Q\ /Ye(s)> 
-(fl+K) S / \Y (S)Y 
+ *eo 
KY Kw 2 6V 
The poles for this mechanization are located at s = +j^Jfi(fM-X) , and thus, 
by selecting an appropriate value of K, can be moved out along the 
imaginary axis as far as desired. It appears, then, that this mechaniza­
tion should allow determination of Y^ completely in a reasonable time. 
This is shown to be true in what follows. 
First, it is convenient to denote the natural frequency of the normal 
modes by 
w 2 = n(û+K) , (112) 
and let _ 
Kw 
AV' — 6V . (113) g yr 
Solutions of equation 111 can then be written 
, ,wt KY 
V=> " [=<%<=> + v> - a(e»(s) -q='l 
S + W^ S ^ 
(114) 
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KY 
V s )  • T S w ' , ( , ) - - r +  V ^ )  
S + (Jj„ u s 
+ (fl+K) (ee(s) + ¥eo)] , (115) 
and, in the time domain, 
Y (t) = Y [cos eo t + (l - cos w t)] 
e eo 1 1 
—— Y sin u-t AV'(w t - sin u.t) 
cj1 qo 1 w^ 3 1 1 
,t 
+ |[e£(u) cos w^ (t-u) e^ (u) sin u^ (t-u) ]du (llo) 
Y ( t )  = Y cos w . t  + — Y sin w . t  
q go 1 tu eo 1 
+ —-T (l - COS Cu.,t) 
j. 
Ù + \ [E (U) cos w (t-u) + E (u) sin ui (t-u) ]du (117) Jo q 1 e 1 
Y (t) = Y + f E (u)du . (118) 
P P° Jn P 
The equation for Y^  remains unchanged: 
c 
At this point, it was decided to assume that equations oO and 8l (or 
101 and 102) would be used to find the three gyro drift rates and two com­
ponents of Y^  while operating in the normal gyro torquing mode, and that 
these quantities could be determined and corrected to such accuracy that 
they can be neglected in equations 116, 117 and 118. Section VII shows 
that, for the numerical examples chosen, this assumption is valid. The 
decision to operate in two "phases" has the merit that the solution for 
all components of Y_ from one set of complex equations (llo, 117 and 118) 
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is replaced by the solution for Y_ from two sets of simpler equations (101, 
102 and equations to be derived shortly). A further simplifying assump­
tion is made; that operation in the new or "decoupled" gyro torquing mode 
commences at local apparent noon (when v lies in the pa plane). This 
assumption also simplifies the work which follows, and should give a rea­
sonable evaluation of system performance, in that actual operation in this 
mode should commence at about noon. 
The latter assumption implies that, at the commencement of operation 
in the decoupled mode, V lies entirely along the v axis and thus in the 
mmO 
pa plane. Then, by this and the first assumption, 
Y  = E  = E  = e  = 0  ( 1 1 9 )  
eo e p q 
Y = Y , cos n (120) 
qo oa. 
Y = Y sin n . (121) 
po od 
Equations 116, 117 and 118 then become 
Y (t) = - — Y cos n sin w^ t 
e od 1 
AV' (OJ t - sin w t) (122) 
"1 
Y (t) = Y cos n cos m t 
q où 1 
a v1 
+ (l - cos oyfc) (123) 
W1 
Y (t) = Y sin n . (124) p od 
Reference to Figure 7 shows that Y and Y can be written 
u w 
Y (t) = - Y (t) cos fit - Y (t) sin fit (125) 
u e a 
5 b  
Y (t) = Y (t) cos n 
w p 
+ sin n(Yg(t) sin fit - Y^ (t) cos fit) . (126) 
Substitution of equations 122, 123 and 12U into 125 and 126 then yields 
¥ (t) = Y , cos n [— sin w,t cos fit 
u od 1 
- cos w^ t sin fit] 
+ [ — (oj.t-sin u.t) cos fit 
 ^™i 1 1 
- (1 - cos w^ t) sin fit] (127) 
Y (t) = sin n(Y , cos n [l - cos w.t cos fit W Ou X 
- — sin w,t sin fit] 
W1 
AV1 
- —— [(l - cos w^t) COS fit 
1^ 
+ — (w^ t - sin w_t) sin fit]} . (128) 
1 1 
The reasons for the simplifying assumptions made earlier now are more ob­
vious ; equations 127 and 128 are still reasonably complex. These equations 
do, however, allow the determination of Yq (and AV, which must also be 
found, since it is now a driving function in ¥_). It is, in fact, possible 
to determine Yq and AV from either of these two equations, since the time 
functions multiplying Yq and AV' are different in form. This possibility 
will be discussed later. It is interesting to note in passing that equa­
tion 122 illustrates one of the undesirable aspects of using velocity dif­
ferences in gyro torquing; namely that AV' gives rise to term linear with 
time in ¥g. This behavior is typical of such systems, and indicates why 
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they are not used during navigation modes of operation. 
In summary, this section presents a derivation of the basic informa­
tion which can be obtained using a sun-tracker with conventional gyro 
torquing (equations 101 and 102), discusses the inability of this mode of 
operation to determine completely, and presents a gyro torquing mecha­
nization utilizing velocity differences (equation 10b) which allows deter­
mination of the remaining component of (equation 127 or 128). The 
remaining problems to be solved are the determination of methods for 
extracting the desired quantities from equations 101, 102 and 127 or 128, 
and the mechanization of an error-correction operation. It must be recog­
nized at this point that the sun-tracker will introduce errors into Y^  and 
Y . The observed values of these quantities will thus be denoted as Y 
The functions n (t) and n (t) represent tracker errors or noise in the u 
u w 
and w channels. These quantities will be considered random in nature ; 
thus, the determination of ¥_ becomes a statistical filter problem. General 
statistical filter optimization theory is discussed in the next section, 
and the optimum filters for this application are derived there. 
UD 
and Y , , where 
wo' 
(129) 
= T,(t) + %(t) . (130) 
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V. DERIVATION OF OPTIMUM FILTER EQUATIONS 
In order to derive the equations specifying the optimum filters to 
be used in determing jy, certain concepts and definitions must first be 
established. Frequent reference will be made to stationary and non-
stationary random processes. A random process is defined here as a col­
lection of functions of time, each of which is non-deterministic or un­
predictable except in a statistical sense. All sample functions of such 
a process have the same statistical properties, which are generally in­
cluded in the definition of a random process. A stationary (or time-
stationary) random process is defined as a random process with statistical 
properties that are independent of the time origin; on the other hand, the 
statistical properties of a non-stationary random process do (in general) 
depend on the time origin. An often-quoted example of a stationary random 
process is the thermal noise voltage generated within a resistor held at 
a constant temperature. The noise voltage existing during a particular 
time period, then, is an example of a sample function of this process. 
The statistical properties of this voltage certainly would not be expected 
to depend on the time origin; thus the process is said to be stationary. 
The random-walk example of probability theory is a non-stationary random 
process; here the variance of the "walker's" distance from the origin can 
be shown to be dependent on the time elapsed since the beginning of the 
experiment. For more detailed discussions of these concepts, the reader 
is referred to Brown and Nilsson (4), Davenport and Root (5), or Laning and 
Battin (6). In this study, it will be assumed that the sun-tracker errors, 
n^ (t) and n^ (t), are sample functions from a stationary random process. 
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Gyro drift rates, e^ (t), e^ (t) and e^ (t) will be assumed to be made up of 
constant (but unkown) and stationary random components. That is, for 
example, 
Ee(t> = So + Eer(t) • (131) 
where Egc is a constant but unknown quantity and eer('t) is a sample func­
tion from a stationary random process. Such a model has been found from 
experience to characterize gyro drift rate adequately. All components of 
Y^  are, of course, constants but again unknown; AV' is also assumed con­
stant but unknown, as was discussed earlier. These constant but unknown 
quantities will be regarded as random variables, as they can reasonably be 
expected to vary in a random or unpredictable manner from day to day. The 
statistical properties of all of these quantities are assumed to be known; 
it will be seen in what follows that only second-order statistical proper­
ties are required (i.e., mean values and covariances). A further simpli­
fication is achieved by the assumption that the mean values of all random 
variables considered here are zero. This is a very reasonable assumption; 
for example, the average or mean value of AV, proportional to north 
reference velocity error, when taken over all time and all possible ship 
locations will certainly be extremely small if not identically zero. 
Likewise, gyros can be expected to drift in one direction just as often 
as in the opposite direction. In fact, if any of these quantities did 
have mean values, corrections would logically be made for them, and the 
resultant processes would then have zero mean values. 
The basic problem can now be stated: given Y , (t) and Y . (t) from 
UD WD 
equations 129 and 130 (where Y^ (t) and Y^ (t) are given by equations 101 
and 102 for the normal operating mode, and by equations 127 and 128 for 
the decoupled mode), find the linear filters which give the least mean-
square errors in estimating the values of AV1 and components of ¥_ for all 
times after initiation of the filtering operations. An example will serve 
to clarify the above statement; an estimate of when operating in the 
normal mode can be written 
VoE( t)  = [o(wil(t'Thub(T) + W12(t»T)¥wb(T))dT (132) 
where w^ (t,T) and w^ g(t,T) are the weighting functions of the linear fil­
ters which operate on Y^ (t) and ^ (^t), respectively. The basic problem, 
then, is to find the weighting functions W}.1^ ,T^  and wil^ -cil mini­
mize, for all t > 0, the expected value of (Y , n(t) - Y , )2. This ex-q'oE q'o 
pected value will be written (Y^ ,oS(t) - ana is not a time average 
in the normal sense, but rather an ensemble average, or average over all 
possible values of the quantity which could exist on a day-to-day basis. 
The superscript "bar" will be used in general to denote such an average. 
The choice of a mean-square error criterion of "goodness" is somewhat 
arbitrary; it is a common and traditional choice in similar problems, how­
ever, because only second-order statistics are required. The restriction 
of the choice of filters to linear ones is also arbitrary. This restric­
tion is made because no general solution to the nonlinear filter problem 
is known. In fact, a general solution to the linear filter problem (giving 
the filter weighting function explicitly) is not known. It should be noted 
that the linear filters here will be chosen from the most general class of 
such filters ; thus the weighting functions in equation 132 are written for 
time-varying linear filters. 
The first solution to such an optimum filter problem which specifies 
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the functional form of the optimum weighting function is due to Kolmogoroff 
and Wiener. This theory is now regarded as "classical" and may be found 
in a number of references (for example, Brown and Nilsson (b), Davenport 
and Root (5) or Laning and Battin (6)). The assumptions made in the 
Wiener-Kolmogoroff theory are quite restrictive, however; it is assumed 
that both the signal and the noise are sample functions from stationary 
random processes and that the filter operates in a steady-state condition 
(that the infinite past history of signal and noise are available). It 
follows, then, that the filter is of the linear, constant-coefficient 
type, since the time origin is immaterial. The problem being considered 
here does not fall into this category for two reasons ; the observation 
time is finite, and the signal is non-stationary (as will be seen later). 
Thus Wiener-Kolmogoroff theory cannot be applied. 
In 1952, Booton (7) extended the Wiener-Kolmogoroff theory to in­
clude non-stationary inputs and finite observation time, and derived the 
integral equation which the optimum filter weighting function must satisfy. 
Booton, however, considered the case where only one signal (with additive 
noise) is available; from equations 129 and 130 it can be seen that, in 
this study, two signals are available. The integral equations which the 
optimum weighting functions must satisfy will therefore be derived here in 
a general form. The derivation is similar to Booton1 s, and utilizes the 
calculus of variations, as might be expected. 
First, it is assumed that the quantity to be estimated is s^ (t). Thus 
si(t) represents eq,(t), ee,(t), YpQ cos n - Ve,Q sin n, ep(t), YQd 
or AV1, and the equations will be generally applicable. The estimate of 
s^ (t) can be written, as in equation 132, as 
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SiE(t) = | [wil(t,T)ïub(T) + Wi2(t,T)ïwb(T)]dT (133) 
'O 
The estimation error is then 
egj.(t) = siE(t) - s.(t) , (134) 
and the mean-square estimation error is 
e
s?(t) = (siE(t) - s.(t))2 
= siE(t) + s. (t) - 2 siE(t)s.(t) , (135) 
since the averaging process (an integration) is certainly distributive with 
respect to addition. Equation 135 is now rewritten, using equation 133, to 
yield 
esi(t) = si2(t) 
+[( tw (t,T) (T) + W.2(t,T)¥wb(T)]dT]< 
io 
-2[si(t) ( [wil(t,i)4'ub(T) + wi2(t,T)Ywb(T)]dT] , (136) 
J o 
or 
6l 
esi(t) = si2(t> 
+ ( ( !»il(t,t)wil(t,x)*ub(T)fub(x) 
J  0 * 0  
+ Vil(t,T)¥.2(t,x)Yul)(T)ïwb(xj 
+ wil(t»x)wi2(t'TnubU,4,wb(T; 
+ vi2(t,T)wi2(t,x)Yub(T)Ywb(x)]dT dx 
- 2 I [wil(t,T)si(t)4'ub(T) + wi2(t,T)si(t)Yvb(T)]dT (137) 
Jo 
where the square of s^ _,(t) has been written as a double integral with T and 
x as dummy variables of integration, and in the third term of equation 136, 
s^ (t) has been written within the integral, since integration is with re­
spect to T. The next step is to interchange the order of averaging and 
integration. This is equivalent to interchanging the order of integration 
of two integrals (one improper) with a parameter. For example, in the 
last term of equation 137, one of the terms can be written 
f(t) = -2 f [wil(t,r)si(t)4'ub(T)]d 
' o 
= jf(t) p(f(t)) df , (138) 
where p(f(t)) is the probability density function of f(t) and the integral 
is taken over all possible values of f(t). Since the only random vari­
ables present are s^ (t) and 1^ (t), equation 138 can be written 
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HtT- /[i f(t) p(Sl,*ub» dsi «ut • (139) 
or 
Vub)dsi avub 
(lUo) 
where the double integral is taken over the domains of definition of s^  
and Yub. Davenport and Root (5) show that if 
I [ |wil(t,r)si(t),l'ub(T) | ]di < » (lUl) 
/ o 
then the averaging process and the integration can be interchanged. It 
will therefore be assumed that equation l4l in a general form is satisfied 
by all functions considered here. This assumption is made freely in all 
known texts and papers on this subject, and seems reasonable in view of 
the fact that all random processes being considered here are generated by 
physical mechanisms which are well-behaved. 
Interchanging the averaging processes and integrations in equation 
137, utilizing the distributive property of the averaging process and 
combining the second and third terms of the double integral (since the 
dummy variables x and T can be interchanged) gives 
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esi(t) = si2(t) 
*{ { '»ub(T'Tub(x) 
y o ' o 
+ 2 Vi;L(t,T)wi2(t,x) *ub(T)*wl,(*) 
+ Vi2(t,T)wi2(t,x) *wb(T)*wb(x)]dT dX 
.t _________ ___________ 
- 2 I [w^t.L) S .(t)Yub(T) + V.2(t,T) i-îtTT^TldT (142) 
' o 
It is now desired to find the functions v.. and w.. which will minimize il 3.2 
this quantity. Normally, one restricts the class of functions to those 
which are physically realizable; that is, those which are identically 
zero for x > t. This restriction certainly must also be made here; how­
ever, the values of the weighting functions which are of interest are 
only those for 0 <_ x <_ t (and 0 <_ x <_ t), since the weighting functions 
will be used only over these intervals. Thus physical realizability is 
automatically assured. 
2 
In order to minimize e^ (t), the calculus of variations will be used. 
This basic approach is discussed in detail in many of the references 
already given and in Weinstotik (8), and consists of replacing w^ (t,x) by 
Wilo^ t,T^  + e1S1(t»T) and w^ (t,x) with wi2o(t,i) + ^ g2(t,x), where w^  
and w^ 2q are the optimum weighting functions, and Eg are parameters, 
and g^  and gg are arbitrary functions. With these substitutions, 
2 
e (t) becomes a function of and Eg, and necessary conditions for 
2 
e (t) to possess a minimum value for the weighting functions 
64 
w. _ are that i2o 
= o (143) 
=1'=2 = ° 
_9 ,2 
de ef (t,e ,e ))( = 0 . (l44) 
= 0 
With the indicated substitutions made, equation 142 becomes 
= esio(t) 
+ei<( ( [(g1(t,T)wno(t,x) + gl(t.x).ilo(t,t)) i^TTfi^TxT 
I Jo Jo 
+ 2 g1(t,r)w.2o(t,x) 7^7717^175"]dT dx 
- 2 j 61(t,r) si(t)4'ub(T) dT  ^
+ E2)f ( [2g2(t,x)wilo(t,T)4'ub(T)H'wb(x) I'o Jo 
+ (g2(t,T)w i2o(t,x) + g2(t,x)w i2o(t,T))Y~b(xrrbVry]dT dx 
t ________ 
- 2 g2(t,f) sTTtTT^TrT dT 
o } 
? ft A _________ 
+ E1 I i [S1(t»T)g1(t»x) VT,WX,3dT ùx 
'O o 
+ ZE^Eg j \ [g1(t,T)g2(t,x) ¥ub(T)¥wb(x)]dT dx 
o 'o 
,t zt ^ 
I | [g2(t,x)g2(t,x) *wb(t)*wb(x)]dT dx , (145) 
Jq ^ o 
6  5 
2 2 
where esio('t) is the value of e with the optimum weighting functions and 
is independent of and Equations 143 and 144 then give, as necessary 
~2 
conditions for minimizing e , 
and 
= o = 0 
= f08l<t'T)[f0["ilo(t'x) 
+ *,o_(t,x) Y ,(x)Y(x)]dx 
- si(t)4'ub(T)| dx , (lU6) 
= 0 
•
£2 = ° 
3eT(esi{t'el,e2,i 
1 9 
= |og2lt'T)f(o[™i20<t'x) 
* ™ilo<t'x) 
" 
si(t) VT,j dx 
(1^ 7) 
where, in both equations, the dummy variables of integration (x and x) have 
been interchanged where convenient and the factors of 2 have been dropped. 
How, since g^ (t,x) and g^ (t,x) are arbitrary functions, equations 146 and 
147 will be satisfied only if the quantities within the large brackets are 
identically zero for 0 <_ x <_ t. This gives 
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J [wilo(t'x) ^ ûb^ûb "^ + wi2o<t'x) WT,1Vl>(x,lax JQ 
= S.(t)H-ub(T) , 0 <, T ^  t , (148) 
and 
f lvi2o(t'x) W^ W1' + wilo(t'x) fub(x>,,wb(T)ldx 
v 0 
= sTTtTF^ TrT , 0 < T < t . (149) 
o 
These, then, are necessary conditions for minimizing eg^ (t); they can also 
be shown to be sufficient by use of equation 147. If equations 148 and 149 
are substituted into equation 147, the terms with coefficients E^  and Eg go 
2 to zero. The remaining terms are then e^ (^t), which is the mean-square 
error obtained by using w^ .^and w^ 2o» and the last three terms. Inter­
changing the averaging and integration process again in these last three 
terms gives 
Si<t'EVE2> = esio(t) 
+ f ( [=12g1(t,T)g1(t,x)l'ull(l)l'ub(x) 
J 0 0 
+ 2 E1g1U,T)E2g2(t,x)YublT)4'ub(x) 
+ Eg2 gg(t,T)gg(t,x)Vwb(T)¥vb(x)]dT dx , (150) 
which can be written 
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(151) 
Now, the second term in equation 151 is the mean-square value of a real 
quantity and is therefore non-negative. Thus, if w^Q(T,T) and w^o(t,T) 
satisfy equations 143 and 149, the mean-square error obtained by using 
using any other weighting functions (since e^ g^ t,!) and e^ g^ t,!) are 
arbitrary). 
The optimum linear filter weighting functions are thus given by equa­
tions 148 and 149. Booton1 s result can be obtained by setting either ¥ub 
or equal identically to zero. For example, if 4^  = 0, equation 148 
and equation 149 gives the trivial identity 0=0. This is equivalent to 
using only to estimate s^  and "ignoring" the other signal. The prob­
lem of finding w 1^q and w is far from solved, however, because equations 
148 and 149 are coupled Fredholm equations of the first kind, for which, 
according to Chang (9), no general solution is known. Several people have 
succeeded, however, in obtaining solutions or methods of solution of prob­
lems similar to this under various restrictive assumptions. Two of these 
approaches are discussed in some detail in what follows. Other approaches, 
which are not applicable here, can be found in Davenport and Root (5), 
2 them, e . (t), is never larger than the mean-square error obtained by 
becomes 
< T < t  ,  (152) 
Laning and Battin (6) and Chang (9)« 
Kalman and Bucy (10) approach the optimal filter problem from the 
"state-transition" point of view, which utilizes first-order matrix 
differential equations to characterize linear, time-varying dynamical 
systems of any order. The basic assumptions made are that the "message" 
process (_¥ in this case) can be generated by a linear dynamical system 
excited by white noise (or that such a system will give statistics identi­
cal to second-order to those of the signal) and that the observed signal 
consists of the message transformed by a time-varying matrix plus white 
noise. If gyro drift rates and tracker noise have suitable statistical 
properties (which they will be assumed to have here), the problem being 
studied satisfies these assumptions, and this approach could be used. 
Kalman and Bucy derive a nonlinear matrix differential equation, the 
solution of which specifies the optimum linear filter in matrix form. 
What Kalman and Bucy have succeeded in doing, then, is to replace the 
integral equations (equations 148 and 149 here, which must be solved seven 
times to find the l4 optimum weighting functions) by a nonlinear matrix 
differential equation. Their result is thus compact in form; in most cases, 
however, the optimum filter can be found only by numerical techniques, and 
thus specified by a table of values or a curve-fitting process. Such an 
approach has the disadvantages of requiring a large system computer memory 
for storage of these values, and of lending little insight into the mathe­
matical form of the filter weighting function. Because of the first dis­
advantage given, it was decided not to use the Kalman-Bucy method of find­
ing the optimum filter, since the filter, when found, could probably not 
be accommodated in a relatively small, special-purpose computer of the type 
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presently used in such applications. 
Another approach to the problem at hand is given by Shinbrot (11), 
who gives a method of solution of equation 152. Shinbrot1 s basic assump­
tion is that Y^ (x)Y^ (T) and s^ TtTT^ TrT in equation 152 can be written 
(or closely approximated) in the form 
I'ubU^ ub^  = ST &J(x)bj(?) , x > T (153) 
j=l 
(154) 
j' 
ÇTETrjrT = 57 Gj(t)bj(?) , t > t 
He then observes that is always symmetric; that is, 
*ub(x)*ub(T) = ¥ub(Tnub(x) • (155) 
Thus ^ ub(x) (T), for T ^  x, becomes 
_ n 
^ub^^ub^) = 2% %j(T)bj(x) , x >, x . (156) 
j-1 
Shinbrot then uses the vectors A, B and C whose elements are a., b. and c,, 
- - - J j y 
respectively, and, with equations 153, 154 and 156, writes equation 152 as 
,T 
£(t)•B(x) = A(T)•J B(x)wilQ(t,x)dx 
+3(t) »j A(x)wilQ(t,x)dx . (157) 
The next step in Shinbrot's derivation is the assumption that w^ Q(t,x) 
can be written 
Wiio(t,x) = G(t)*P(x) . (158) 
(In equations 157 and 158 the "dot" denotes the conventional vector dot-
product.) He then shows that equation 157 can be separated into two 
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integral equations, each depending on a single variable, which result, in 
general, in linear, time-varying differential equations for the components 
of w^ lQ(t,x). It should be noted at this point that the Kalman-Bucy non­
linear differential equation can be reduced to linear, time-varying dif­
ferential equations and, as might be suspected, these equations are identi­
cal to Shinbrot's. Thus, both of these approaches succeed in replacing 
the integral equation with linear differential equations. The Kalman-
Bucy approach is more general in that it considers the problem of more 
than one observed signal. Shinbrot's method, however, could be extended to 
cover this situation. In either case, though, numerical solutions would 
almost certainly be necessary for the problem considered here; thus neither 
of these approaches will be used. 
The method of solution of equations 148 and 1U9 which was selected 
relies on an approximation based on observed statistical characteristics of 
gyro drift rates. It is found from experience that gyros of the type used 
in marine inertial systems exhibit random drift rates with long correlation 
times ; that is, a typical drift rate autocorrelation function can be close­
ly approximated as 
ë^ JtTë^ t+rT = ar2 e"a'Tl , (159) 
where — is of the order of 10 hours or more. Since the observation time is 
a 
expected to be of the order of one or two hours, it was decided to approxi­
mate the random drift rate components during the observation time as con­
stants. This approximation leads to a relatively simple solution of equa­
tions lU8 and 1^ 9; the effect of the approximation is shown in a succeed­
ing section. It is also assumed that the tracker noise or error functions, 
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n^ (t) and n^ (t) in equations 129 and 130, can be approximated as "white 
noise". This approximation results in noise autocorrelation functions of 
the form 
n(t)n(t+T) = Gq6(t) , (l60) 
where 6(t) is the Dirac delta function. This approximation at first may 
seem unrealistic in that "true" white noise, implying infinite average 
power, can obviously never exist in nature. The tracker noise, however, 
can logically be expected to have a very short correlation time relative 
to the observation time and variations of other functions in equations 148 
and 1^ 9. Thus the tracker noise autocorrelation function, to a very good 
approximation, will behave as a "sifting" function, as the Dirac delta 
function does, in these equations. Further assumptions are that ny(t) and 
n
w(t) are statistically independent of each other and of all terms in ¥ 
and V , and that gyro drift rates are statistically independent of each 
other. Tracker noise functions and gyro drift rates do not represent true 
individual gyro drift rates or actual tracker channel errors ; they are 
derived from these, however, by orthogonal transformations (successive 
rotations). Then, assuming that all true drift rates exhibit the same 
statistical properties (and that actual tracker channel errors have the 
same statistical properties) and all are independent, it follows that the 
orthogonal transformations preserve independence. For example, the epq 
drift rates can be written in terms of the xyz, or actual gyro drift rates, 
in vector form as 
e^ (t) = 0 £p(t) , (l6l) 
where e and e are column vectors whose elements are e , e , e and e 
-e —p e* p* q x 
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Gy, ez respectively, and 0 is the orthogonal transformation matrix. The 
general covariance matrix for eg can then be written 
Cg = e^ (t)[e.e(t+T)]T , (162) 
where the superscript T denotes transpose. From equation l6l, equation 
l62 can be written 
C = [ 0 e (t)][ 0 e (t+T)]T 
e -p -p 
= 0 [E (t)][e (t+x)]T e T . (163) 
~P ~P 
Now, since the elements of e^  are assumed to be independent of each other 
and to possess the same statistical properties, the covariance matrix for 
E can be written 
TP 
[£p(tjJL£p(t+Tj]r = I (EltJejt+Tj) , (16U) 
where I is the identity or unit matrix and e(t)e(t+T) is a scalar quantity. 
Substitution of equation l6U into equation 163 gives 
C  = 0 1  0T(E(t)E(t+T)) 
e 
= I (E(t)E(t+T)) , (l65) 
since the scalar (e(t)e(t+T)) can be factored out and 0 0^  = I. Thus 
E , E and E are statistically independent and possess the same auto-
e p q 
correlation functions because all off-diagonal terms of are zero and 
diagonal terms are identical. It is obvious that this same proof applies 
to n (t) and n (t). 
u w 
The general solution for equations lit8 and 149, under the approxima­
tions and assumptions given, will now be derived. First, it is noted that, 
under the approximation of constant gyro drift rates, ¥ (t) and Y^ ,(t) are 
73 
given "by equations 80 and 81 for the normal operating mode, and by equa­
tions 127 and 128 for the decoupled mode. For convenience, both sets of 
equations will be written 
V*' = £ sj fuj(t) • (166) 
*„<*> - è . (167) 
In the normal operating mode, n=5, s. represents V , , ¥ cos n - ¥ . 
° 1 J q o* po e'o 
sin n, Eg,, 6^ , and egl as j ranges from one to five, and the time func­
tions f^ j and f represent the appropriate time functions in equations 
80 and 81. In the decoupled mode, n=2, s^  = s^  = AV and the time 
functions f ^  and again represent the appropriate functions in equa­
tions 127 and 128. Now, equations 129 and 130 are used to give H1  ^and 
from equations 166 and 167, and from these equations the covariance 
functions of equations 148 and 1^ 9 can be written in the manner shown: 
=dfj fuj (T)+n" (T,)(i :1s.t f"j ( i''1+nu (x>) *^ rn*^ zr-(5:8<f..4(T) + 
= 
 ^
fuj(T)fuk(x) + Goi(T-x) • (l68> 
where the distributive property of the averaging process and independence 
of signals and noise are utilized. Other covariance functions are 
VT»vblx) • 2T S vT fuj(,)fvk(x) • U69) 
siu),,ut(T)vifuj(T) • (i7°) 
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VT)Wx)  = £ Z sjsk fwjlT,fwK(x) + Go6(t-x) • (171) j=l k=l ti u 
=è Z=JSK fuJ(x)f»K(t) • (172) j—X K—1 
and 
t j= 
Equations 163 through 173 are now substituted into equations 148 and 149, 
giving 
= %s.s f (T) . (173) 
.1=1 
S sisj f"j |T i=/)"ii ( t'x»( I.Si y* f  ™ u » uj(T)fuK(x) 
+ Gq6(T-X)^  ]dx 
,t j n n 
• jj»12<t,x) ( i r s :  =j=;cfuj| T ) v x ) ) l d x -  < i w  
and 
 ^y=n JSK fwj(T)fwK(x) 
n ± , n_ n 
X s.s f .(t) = ( [w (t,x)( XIE" *<* 
j=l J J Jo \ j=l K=1  
+ GQÔ(T-X)j ]dx 
+ £ »u<t.=)( |tY£ fvj(,)fuK(x)) to . 0 < t < t, (175) 
where the "o" subscript has been (and will be in the future) dropped from 
the weighting functions. These equations, although formidable in appear­
ance, have a relatively simple and quite straightforward solution. First, 
the "sifting" property of the Dirac delta function is invoked. This pro­
perty gives the result 
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r 
I v (t,x) (Goô(t-x))dx = Go V (t.t) , 0 < t < t , (176) 
and an identical result for Then equations 17^  and 175 can be written 
£  v j fuj(T) - £ { V t )  i o  "ii( t'x)(Ç fuK(i>) 
£ "i2(t-x)(Z fwK(x)) 
= Go w (t,t) 1 0 <_ t <_ t , (177) il 
and 
^ Vj fw,i (T)  "^{F»J(T) f„ "i2 ( t'X>(|" SjSK F„K<X)) 
(0 Uu(t.x)(f~ fuK(z)) 
= Go wi2(t,x) , 0 <_ T <_ t . (178) 
Inspection of equations 177 and 178 shows that they can be written 
"il(t'T) Kiuj(t) fuj(T) • (179) 
»i2(t,t) =5^ KlwJ(t) , (180) 
because the only functions of t appearing on the left-hand sides of these 
equations are f and f , respectively. The only unknowns remaining, Uj wj 
then, are the functions K. .(t) and K. (t). These are found by substi-lUj 
tuting equations 179 and 180 into 177 and 178 and carrying out the indi­
cated integrations. This can be done because and j» being func­
tions of t, will factor out of the integrals. The results of these opera­
tions can be written 
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001. KiuJ(t) VT) * ^  VT>[vj 
- i:(Kluk(t) b^ iti • K.¥K(t) hvk(ti)j = o, 
0 < T < t (l8l) 
and 
Go^1Ki»j ( t )  VT) - J f»j (T)[vj 
- è (Klïk(t) hwk(t) + Kluk(t) V(t))J = 0 , 
0 <_ T £ t . (l82) 
lïow, equations l8l and 182 must be satisfied for all t, 0 t <_ t, and 
therefore are identities in T. The coefficients of each of the functions 
f . in equation l8l and f in 182 must therefore be zero if the func-
UJ wj 
tions {f > ( and {f .}) are linearly independent, which they are in this 
uj wj 
case. Setting these coefficients equal to zero gives a set of 2n equa­
tions in the 2n unknowns, and , j=l,2,e• • ,n; thus these terms 
can be found and the optimum filters are then completely specified. It 
should be noted that the covariances svs^ . are assumed known. These are 
ordinarily found by laboratory tests on gyros and the sun-tracker, and 
computations to determine quantities involving components of Y^ . Also, 
the functions h^ (t) and h^ (t) represent values of the integrals in 
equations 177 and 173. 
A simple example will serve to clarify this method of solution. Con­
sider the solution for the optimum filter for Y^  when n=0. Equation 8l 
then reduces to 
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Y (t) = Y + E t . (l83) 
w po p 
It is also observed that Y , (i)Y , (x) = 0 and therefore Y Y , (t) = 0. 
wb ub po ub 
Equation 148 can therefore be ignored, as might be suspected, since Y, 
contains no information as to Y Equation 149 reduces to 
\q w2(t 'x) ^ = Vvb(T) > 0 1 T 1 * ' 
or 
f w2(t'x) [ïpo + ep TX + Vp(T+X)]ÛX 
+ Go w.(t,T) = Y + Y E T , 0 < T < t , (184) 
2 ' po po p ' — — 1 
where the covariances have been expanded. Equation 184 can be rewritten 
in the form 
go »2(t,t) = [îp02 - £ »2(t-* ) (y2 + yy'a] 
+ T[vs " (0w2(t-x)<Ep2x + vP)dx] • "i'i* (185) 
Since the terms in the large brackets are functions of t only, it is clear 
that Wg(t,T) has the form 
w2(t,X) = K^ (t) + T Kg(t) . (186) 
Equation 186 is now substituted into equation 185 and the indicated inte­
grations carried out, giving 
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C-o(K1(t) + T KG(t)) 
= [ v 2 - K M v 2 t  +  V p i 2 )  
+ v; |3 )] 
" 
T [v7 " Kl(t) (v^ * * ep2 2 ) 
-
K2
(t
'(v^|2 + Ep2fl , 0 < T < t (187) 
It is now clear that the terms independent of T must be equal, and the 
terms linear in r must also be equal. This gives two equations in the 
two unknowns, and K^ , which can be written in matrix form 
(• Go + Y t + Y E -po po p 2 )(V!2 + Y E t 
E t + E 
po p p m Go + Y E t + E po p p 
po P 3 
(188) 
The solution for and Kg is then quite straightforward. 
Other examples are given in Section VII. As can be seen, the method 
can become ungainly; for the normal operating mode, five signals are pre­
sent in general (n=5) and it is then necessary to invert a 10x10 matrix. 
The determinant of the matrix could have as many as 10 ! terms (although 
some simplification is certainly expected). At any rate, such weighting 
functions would certainly tax the capacity of a typical computer ; further 
simplifications are therefore made in Section VII. 
Before proceeding to this, however, one more general problem remains. 
In the work presented thus far, it has been assumed that no corrections 
will be applied to the system during sun observations. Since the filters 
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derived give the minimum mean-square error in estimating system errors 
at any time after observations commence, it is logically quite desirable 
to make system corrections continuously, rather than waiting a fixed 
length of time. Such a procedure, however, would seem to invalidate the 
solutions for the optimum filters which have been derived, since _¥ and drift 
rates would then change as corrections are made. A mechanization method 
which allows continuous corrections to be made while still preserving the 
validity of the filter derivation is derived in the next Section. 
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VI. CONTINUOUS ERROR CORRECTION MECHANIZATION 
The continuous error-correction mechanization derived here relies on 
the fact that superposition is valid within the linear system under con­
sideration. Before the derivation is presented, it is helpful to repre­
sent the system, as mechanized so far, by the block diagram of Figure 8. 
This diagram represents the system in matrix notation for the normal 
operating mode. Thus all quantities "flowing" from block to block are 
column vectors, and the blocks in general represent matrices which operate 
of the vector input is integrated. The matrix represents the "feed-back" 
present in equations 45, and in full form (for the e'pq1 system is 
It can then be seen that this section of the diagram represents equations 
45 in block diagram, matrix form. This form, incidentally, is the standard 
form used by Kalman and Bucy (10) in their approach to the problem. The 
matrix B(t) represents a time-varying gain and is the matrix representation 
of equations 78 and 79. Thus 
on these vectors. The block showing 
o 
) indicates that each component 
(189) 
j^ (t) = n(t) + B(t)Y_(t) , (190) 
where 
(191) 
(192) 
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n(t)  
Lo 
B (t) 
-E W(t,x)( ) 
= 2 
Figure 8. Block diagram of error propagation and 
filter system-normal operating mode 
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ve,(t) 
ï(t) 
i(t) = \ p 
•V ( T )  
(193) 
and 
B(t) = 
(-sinftt) 0 (cosfit) 
(-sinricosfit ) (cosn ) (-sinnsinfit ) 
(194) 
The block containing the term f w(t,x)( ) represents the optimum filters, 
J o ~ 
where w(t,x) is a 2x5 matrix, given by 
w(t,x) = 
fwxl(t,x) w12(t,x)\ 
w21(t,x) w22(t,x) 
(195) 
w51(t,x) w 2(t,x) y 
and the output, s^ .(t), is the estimated signal vector : 
Sj.lt) = 
/£l(t)' /*a'oE 
Sg(t) eq'E 
\s5 Ml 
Ee'E 
fpoE 
VPE 
(196) 
e'oE 
(197) 
This block is then meant to represent the operation 
A 
5^ ,(t) = I w(t,x)*b(x)dx . 
' o ~ 
The blocks R^ (t) and^ 2 represent the mathematical operations necessary to 
reconstruct estimates of j^ (t) and e (t) respectively. Thus 
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(-sinfit)(- ~(l-cosfit) )(S|i°^ t)(-sinncosfit) o\ 
R (t) = ' fi 
"" 
1 0 0 0 cosn t 
(cosftt)(~p^ )(^ -(l-cosfit)(-sinnsinQt) 0 I 
(198) 
and 
0  0  1 0  0  
J2 = I 0 0 0 0 1 | , (199) 
0  1 0  0  0  
where J^ (t) is derived from equations 73, 7^  and 75 and is obvious by-
inspection of equation 196. Thus best (in a least-square sense) estimates 
of Y(t) and £ are available at all times. 
The problem now is what to do with these estimates. Since the basic 
purpose of this study is to minimize the errors within the system, an 
obvious step is to apply Y^ (t) and e^ (t) in a negative sense to summing 
points and respectively. This step alone, however, is not valid 
as %(t) then would no longer have the form assumed for it in finding 
w(t,x). This difficulty can be overcome by recognizing that Y^ (t) and 
e^ (t) are known at all times within the computer. Thus, corrections can 
be applied continuously to the actual system if the effects of these cor­
rections are removed from T (t) before it is processed by the optimum fil­
ter. This can be done within the system computer by constructing a model 
of the dynamical system, applying Y (t) and e (t) to this model, and 
removing by subtraction the component of Y^ (t) generated by these correc­
tions from the actual j^ (t). This mechanization is shown in Figure 9, 
where all elements within the dashed lines represent computer operations. 
The actual observed quantity is now denoted as (t). It can be seen 
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A +  0  
n  
—i . jy-HfHf 
n(t)  
ki 
at» 
fc«) 
âEin /wM( > îb(,l 
(t) 
i\ + 
-
tbE (f) 
A 
1^ " —— m MM HM —— ——— 1 , — «MM MM MM* MMM ^ MM M^ «^ M MM* 
computer-
Figure 9. System block diagram showing continuous 
error correction mechanization 
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from Figure 9 that identical operations are carried out on and in 
TL —Ei 
both the actual dynamical system and the model within the computer. Since 
the system is linear and superposition applies, fy,(t) can be written 
4,(t) = 4^ (t) + j^ E(t) , (200) 
where Y^ (t) is the "old" observed signal which would be present with no 
corrections applied, and 4^ (t) is the component of , due to the cor­
rections. Thus Y^ g(t) is the signal which would be present with £, 
and n all zero. This is obviously the signal generated by the model with­
in the computer ; subtraction of this signal from i(t) (as indicated in 
Figure 9) therefore yields Y^ (t) as the input to the filters. The quan­
tity 2 (t) in Figure 9, which is the actual Y angle, is thus minimized 
(in a least square sense) for all times after observations commence. 
This technique, then, is a method of designing an optimum closed-
loop or regulator system containing linear time-varying elements from a 
corresponding optimum open-loop or error estimation system. All elements 
within the dashed lines could in principal be combined into one time-
varying linear filter. This is extremely difficult to do in practice, 
however, because the system contains time-varying elements in feed-back 
loops. Thus conventional feed-back theory is not applicable, and the 
solution for such a filter is equivalent to the solution of a time-varying, 
linear, matrix differential equation. Since a computer implementation of 
the model as shown in Figure 9 is a simple task, it will be left as is. 
As was pointed out earlier, the general equations for the optimum 
filter derived in Section V, although relatively simple in form, very 
likely cannot be accommodated within a typical computer. Further 
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simplifications are therefore necessary; these are discussed in the next 
Section and the resulting filter weighting functions are explicitly 
derived. Since system errors are of prime importance, an error analysis 
is also made. 
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VII. EXPLICIT SOLUTIONS FOB OPTIMUM FILTERS AND ERROR ANALYSIS 
The first set of optimum filters to be derived are those for the nor­
mal operating mode; that is, those giving estimates of 4,q,o, ¥ cosn -
Y , sinn, e ,, e and e ,. It has been indicated previously that equa-
e'o * e" p q' 
tions 80 and 81 will be used as models for Y and Y . Inspection of these 
u w 
equations shows that only terms common to them are E^ , and e^ , , and that 
in equation 8l eg, and , have as multipliers sinn. The maximum value of 
n is about 23.5 degrees. Thus the maximum value of sinn is about 0.4, and 
its mean-square value (averaged over a year) is about 0.08. This indicates 
that Y^ (t) will not be very useful in estimating either or e^ ,. Since 
no other terms are common to Y and Yy, it was decided to use Y ^  only for 
estimating Y^ ,Q e^ , and ee,, and Y^  only to estimate the remaining two 
terms. This admittedly gives rise to sub-optimum estimates, but results 
in much simpler forms for the filters. It is also expected that, because 
of the weak coupling discussed above, these estimates will be quite close 
to the true optimum. 
It was also stated that gyro drift rates are approximated as constants 
because the observation time is expected to be of the order of one or two 
hours-short compared to drift rate correlation time. It seems quite rea-
nV 
sonable then to approximate sinfit by fit and cosfit by 1 - —g— in equations 
80 and 81, in order to simplify the forms of the optimum filters. The 
exact expressions could be used in the filters without increasing their 
complexity too much; the corresponding error equations, however, become 
more difficult to handle and the approximations are certainly valid in 
computing errors. 
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With these approximations, then, equations 80 and 8l give the follow­
ing equations : 
\tM " Vo + - I E='t2 + nu(t) (201) 
= (Ypo cosn - Ye,0 Sinn) + (ep cosn - ee, sinn)t 
- J E , sinn t2 + n^ (t) . (202) 
Two things should be noted at this point. First, in equation 202, e^  and 
Ee, are not separable ; e^ ,, however, is available in equation 201, and e^  
can therefore be found explicitly if desired. Second, both equations are 
of the form shown below: 
Yb(t) = s1 + Sgt + ! s3t2 + n(t) (203) 
Thus, solution for the optimum filters for equation 203 will give, with 
proper substitutions, the filters for both equations 201 and 202. These 
optimum filters will be found first for the case of no correlation between 
random variables. This case is the simpler, and represents an actual situ­
ation which could arise, for example, if a system were initially put into 
operation at sea and coarse initial alignment achieved. 
The solution proceeds in the manner outlined in Section VI. Only 
one integral equation is significant here. This can be written 
X ________ _____ 
I wi(t,x) \(T)\(X) àx = sTiÇTrT , 0 <_ T £ t (204) 
Jo 
The function 4^ ( xj^ tx), for no correlation, has the simple form 
0 T 2 2 
= s1 + SG TX + ^  SG T x +Gq6(T-X) (205) 
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= A + B TX + C T2X2 + Gq6(T-X) , (206) 
where the symbols A, B and C have obvious meanings. The function sTÏÇTtT 
varies with s^ ; the three forms are 
s^ ÇTrT = sx2 = A (207) 
sp^ TrT = 5^  t = B T (208) 
s3ïb(x) = |- S32 t2 =  C T2 . (209) 
Substitution of equation 205 into 20U gives 
(t t 
A I w^ (t,x)dx + B t I x w^ (t,x)dx 
o 'O 
+ C x2 f X2 wi(t,x)dx + 0gW\(t,t) 
*0  
= STsÇTtT , 0 <_ T <_ t . (210) 
Inspection of equations 207, 208 and 209 shows that, for i=l,2 or 3, 
w^ (t ,t) has the form 
wi(t,x) = KiX(t) + xlvi2(t) + x2Ki3(t) . (211) 
When the indicated integrations are performed, equation 210 takes the 
form 
A(Kat • K.2 f + K.3 £) + 3 T (Kn f + K.2 f + K13 £) 
3 4 5 
- 
C 
'
2<Kil I +1Ci2r + Ki3 J > + Go(Kil * Ki2 T + Ki3 t2) 
= si4,b(x) , 0 < t <_ t , (212) 
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and, by the reasoning of Section V, equation 212 yields three equations 
in K.., K.n and K.„, which can be written in matrix form: il i2 i3 
/ <Go + At^  A^ \ ^ u § >  \  
4.2 
(3 | ) 
\ ( = f )  
(G
= * B I ) (B |\ 
(C T ) ( G o  * C f /  
Kil\ 
Ki2 
Vi3 j 
= v. (213) 
where V. is a column vector representing the coefficients of s^ Y t^); 
Il = (2l4) 
V2 = (215) 
V3 
(216) 
It is now a simple matter to solve for the K's. Since the matrix is a 3x3 
Cramer's rule is used. It is noted that the determinant of the 3x3 matrix 
in equation 213 (hereafter denoted as T) will be the denominator for all 
nine K's. This determinant, called A, has the value 
3 4 5 O p  p  +  p  
A = G +G At + G B™1 + G A8~^+G^C~ 
oo o 3 o 12 o 5 
4t6 t8 t9 
+  G o A C % ) + G o B C 2 l î Ô + A B C 2 Ï S û  '  
Solutions for the IC's are: 
(217) 
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Kn - K2 • G=3 ï + Goc |5 - *§& <218> 
K12 = " K A t * A C (219) 
K13 = f["Go A|3 + A 3 W] <220> 
K21 = " f[Go B 2 + A C Z5] 'SGI' 
K22 = f[Go2 + Go At * Go 4 + A C <222> 
K23 ' ' ï[°o B T +ABé I22)' 
K31 = B-% C 5 + B C Û <22k) 
' - — 
l32 " fiA 
2B,  ^  ^
K„„ = - ~[Gq C J + A C *-] (225) 
K33 " E[C/ + Go At + Go B f * A B Ù • (226) 
The optimum filters are thus specified explicitly for this case. It is 
interesting to note that the mechanization of these filters within a com­
puter is quite simple. Since the K's are independent of the integration 
process, they can be regarded as time-varying gains. Thus only six quan­
tities need by integrated; Y^ (x), xY^ fx), x^ C^x), Y^ (x), xY^ tx) and 
x Yw^ (x). These quantities are then multiplied by the appropriate K's and 
combined to form the optimum estimates. For example, the estimate of * iQ 
is formed as 
V»E = Klul(t) f 4'ub(x'dx * Klu2(t) f xVx,dx 
'O J o 
A 2 
+ Klu3(t) j x\b(x)dx . (227) 
J o 
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Of paramount importance in the synthesis of a system such as this 
is system error. The optimum filters which have "been derived do not, of 
course, drive errors to zero because of the random tracker noise present; 
the estimation errors must therefore be computed. Equation lU2 gives the 
general form for mean-square estimation error. In the simplified case 
considered here, w^  can be set equal to zero, giving 
esi(t) = si2 + f ( wii(t»T) wii(t*x) dT 
' o 'O 
X _______ 
- 2 |W^1(t,T) S (t)¥ (t) dT . (228) 
Jo 
This equation can be simplified further by recognizing that w^ (t,x) 
satisfies the integral equation 204. Substitution of equation 20h into 
228 yields 
,t 
egi(t) = s i 2  - f W (t,x) sTTtTF^TxT dx ,  (229) Jo 
which is the equation to be used in finding errors. Substitution of 
equations 207, 208, 209 and 211 into 229 gives three equations for errors : 
.2 .3 
®sl^  = A'-1 " ^11^  ~ K12 2 " 1V13 3  ^ 2^3°^  
, 2  . 3  ^ 4  
es2(t) = B[1 - Kgi 2 " K22 3 " K23 7 ^ 2^31^  
fiKl - ? + K*> { e23^  ^= J-1 " 2^ K31 3 K32 IT + K33 5 ^  * 2^32^  
Substitution of the K's (equations 218 through 226) into these equations 
gives (after some reduction) 
93 
G A o t3 t5 t8 
esl(t) " -T^ o + GoB 3 + Go 0 5 +BC2B] <233) 
G B „ 4.5 1,4.6 
4(t> = -ri=o2 + GoAt + aoc I + A c (ir)] <23l,) 
kG C _ 4.3 4.4 
4(t) = -^ "o2 + °o At + Go B I • ABIËJ • (235) 
It is comforting to note that, for Gq * 0 and all t # 0, all mean-square 
errors are zero. This indicates, as it should, that it is possible to 
determine the desired quantities exactly in the absence of noise. The 
asymptotic behavior of these errors is also of interest, and is found by 
discarding all but the highest power of t in each numerator and denomi­
nator. The results are 
~"n~" 9 G 
esl ASYM. t~ 2^36^  
-Ô- 192 G 
es2 ASYM. = "~^ 3 2^37^  
"p" 720 G 
es3 ASYM. = fi2t5 * (238) 
These results are quite simple in form and therefore useful for making 
rough estimates of observation time required to reach a desired mean-
square error. It is interesting to note that they are independent of 
the initial navigation system errors. 
At this point, one still does not have a good "feeling" for the prac­
ticality of this system. Numerical examples are therefore certainly in 
order, and are presented in Section VIII. First the error equations for 
correlated system errors and for the decoupled mode will be derived, as 
well as errors due to approximations made. 
Correlated system errors will be present in any cyclic, or day-to-day 
9k 
system operation. This can be seen by inspection of equations 60. If 
system operation consists of sun observation from say, 10 A.M. to 2 P.M., 
followed by conventional damped inertial navigation until the following 
day, equations 60 give the Y_ error propagation forms for the damped 
inertial mode. Here Y^  is the residual error in Y_ (due to imperfect 
estimation) existing at 2 P.M., and gyro drift rates can be written 
e(t) = er(t) - er(0) + e£ , (239) 
where e (t) is the (random) gyro drift rate and e_ is the error in estimat-
r ill 
ing the value of e^ (t) at t=0 (commencement of damped inertial navigation), 
Equations 60, when evaluated for t = 20 hours (10 A.M. the following day) 
give the initial value of Y for the next observation period, Y . It 
— —o new 
can be seen, then, that the new values of Y, and Y , will in general be 
' ' e'o q'o 
correlated with e , and e , , and Y with e . Thus, terms 
e'new q'new' po new p new ' 
of the form s^ s^  and s^ s^  will appear in the expansion of Y^ (x)Yfe(x) and 
7JJ7). These terms, along with the variance terms s^ 2 will be derived 
from equations 60 and 239• The derivation is quite straightforward but 
somewhat lengthy, and is therefore presented in Appendix A. It is noted 
in passing that these equations show the build-up in time of mean-square 
system errors due to the undamped normal modes of the Y_ equation, as was 
stated earlier. 
The solution for the optimum filters, in this case, begins again with 
equation 204. The covariance functions have the form 
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tx + s32 t2x2 + s^ gcx+x) + s^ s3(t2+x2) 
+ Gq6(t-x) = A + B tx + C t2x2 + a(x+x) + b(x2+x2) 
+ Gqô(x-x) , (240) 
S-l C^x) = s1 + s^ sg x + s^ s3 x = A + ax + bx (24l) 
ipÇTTT = s2s1 + s22x= a + Bt (242) 
s^ çtrt = sjsj + s32 x2 = b + C x2 , (243) 
where the factor ^  has been incorporated into $3 for convenience and the 
substitutions are obvious. Substitution of equation 240 into 204 yields 
t ,t 
A I w.(t,x)dx + Bx I xw^ (t,x)dx 
'O 'O 
2 r ft 
+ Cx j x wi(t,x)dx + a J^ xJ w^ (t,x)dx 
| xwi(t,x)dx^ j + bjj x^2 | w^ (,x)dx 
+ ^  x2w^ (t,x)dxj| + G^ w^ (t,x) = s.^ x) , 0 <_ x <_ t , (244) 
and again it can be seen that w^  has the form 
wi(t,x) = KiX(t) + Ki2(t)x + Ki3(t)x2 . (245) 
Equation 244 then becomes 
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p t2 t3 
(A + aT + bT )(K^ t + ki2 — + — ) 
+ (BT + a)(Kil 2 + Ki2 3 + Ki3 I ] 
? t3 t4 t5 
+ (CT + b)(Ki;L 3 + K.2 TJ. + Ki3 J ) 
+ GO(KN + K.2 T + Ki3 T ) = s.^(T) , 0 < T < t , (246) 
where the time dependence of the K's has been suppressed for compactness. 
Three equations for the K's are now written as before in matrix notation : 
/Ku\ 
T Ki2 
u i3 
= 4 (21*7) 
where the elements of T are 
* t2 t3 
Tu = Go + At + a - + b -
t2 t3 t 
T12 = A 2 + a 3 + b T 
t3 t^  t 
T13 = A3  +  a  b  + b 5  
T21 = at + B 2 
t2 t3 
2^2 2 + B 3 
t3 tk 
"23 = 4 
t31 = bt • c | 
(248) 
(249) 
(250)  
(251) 
(252)  
(253) 
(254) 
t32 = * | • ct 
t3 t5 
?33 = G, + % 3 + C ; 
(255) 
(256)  
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and the V. vectors are 
A 
hm (257) 
2e = (258) 
h = 
(259) 
It can be seen that this case is somewhat more complex than the uncorrelated 
case; however, equation 2kf can certainly be solved for the K's in a 
straightforward manner. The resulting K's are similar in form to those 
found for the uncorrelated case and will not be written out explicitly, 
but in symbolic form: 
Kil 
Ki2 
K 13 
-1 
T v. 
1 I 
'
c l l  C21 C31 
c c c 12 22 23 
C13 C23 C33 
(260) 
where the C's are the cofactors of T. The determinant of T, A, is given by 
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3 
A = G 3 + G 2 At + G 2 at2 + G 2 (B + 2b)|-
o o o o 3 
_ k G 2C G ab 
+ Gq(AB - a ) — + (—5 g—)t 
+ Go (^ AC - b2) - |r)t6 + Go aC 3Ô 
+8 9 p +9 
+ Go BC lug- + (ABC - Bb - Cad)^ -^ . (26l) 
Mean-square estimation errors will now be found using equations 229, 
2Ul, 2^ 2, 2^ 3 and 2^ +5. The results are (after some simplification) 
S/t) = & = Kll(?li-Oo) - ^ 12 " Wl3 
es2(t) = B ' K21T21 " K22^ T22"Go^  " K23T23 
es3(t) = C ~ K31T31 " K32T32 " K33^ T33 " °o^  ' 
The K's must now be evaluated symbolically through equations 257, 258, 259 
2 
and 260. The results, for e^ (t), are 
Kii = X<cn A + c2i a + Si" (265) 
K12 - 4<C12 A • C22 « + C32b) (266) 
K13 - f<C13 A + °23 * + °33b) * (267) 
Substitution of these equations into 262 and some rearrangement gives 
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4<t) = i {M - A(ClAl • + C13I13) 
-
a(c2lTll + C22T12 + C23T13) 
~
b^ C31Tll + C32T12 + C33T13^  
+G (Cin A - C01 a + C„ b)} . (268) O 11 di. il 
Now, it can be seen that the term c1-j.Til + C12T12 + C13T13 *S A* 811(1 
that, by the so-called "alien cofactor rule", the terms + ^ 2^^ l2 + 
C23T13 8110 C31T11 + C32T12 + C33T13 are toth zero* (These terms are ex­
pansions for determinants with two identical rows.) Thus equation 268 
reduces to 
G 
esl(t) = f^ Cil A + C21 a + C31 b) , (269) 
and, in expanded form, is 
esl(t> " T- {°o2 A * =0(AB - a2)f3 
2 t5 
- G abj- + G (AC - b^ )~ 
o 2 o ? 
P ?  t 8  
+ (ABC - Bb - Ca^ )^ ) . (270) 
The errors eg2 and eg3 reduce, in exactly the same manner, to 
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%2M • r<C22 B + C12 a) 
4( G. « g p G B + G (AB - a )t o o 
3 t5 
, 2 G Bb t + G BC £ 
+ 3 o o 5 
+ ^ (ABC - Bb2 - Ca2)t6) , (271) 
and 
es3(t) =r<C33CtC13b) 
Q 
= ~ {G 2 C + G (AC - b2)t + G aCt2 Û o o o 
3 It 
+ Gq BC |+ (ABC - Bb2 - Ca2)—-) . (272) 
It is comforting to note that these expressions reduce to those found 
earlier for the uncorrelated case when a and b are set equal to zero. The 
asymptotic expressions for these errors are identical to those for the 
uncorrelated case, equations 236, 237 and 238. 
There are, of course, additional estimation errors present due to the 
approximations made in solving for the optimum filters. The most signifi­
cant of these additional errors are those produced by the random character 
of gyro drift rates, since drift rates were approximated as constant. 
These errors are derived, using simplifying approximations, in Appendix B. 
Unfortunately, the significance of these errors can be determined only by 
numerical examples ; two are given in the next Section. 
The basic equations giving the signals available in the decoupled mode 
are equations 127 and 128. Inspection of these equations shows that Yy(t) 
has, as a coefficient, sinn. Since the mean-square value of sinn is about 
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0.08, and noise terms of the same variance appear in both ¥ and it was 
decided to use only (t) to estimate ¥ ^  and AV'. The derivation of the 
optimum filters and residual errors proceeds in exactly the same manner 
as in the normal operating mode cases. For simplicity, (t) is written 
\h(t) = f^ t) Yod + f2(t) AV + nu(t) , (273) 
where the functions f^  and fg represent the time functions in equation 
127. The integral equation 204 is again applicable, where 
Yb(T)Yb(x) = f^ x) fx(x) Y2d + f2(x) fg(x) AV'2 
+ Gq6(T-X) , (274) 
W77 = " 'oa fi(T) • (275) 
and 
s2Yb(i) = AV*Yb(T) = AV'2 f2(T) . (276) 
The integral equation thus becomes 
-p- ,t 
f^ t) 4"od I  w^ (t,x) f^ (x)dx 
*0 
+ fg(t) AV J w\(t,x) f2(x)dx + Gq wi(t,i) 
'O 
= s.Yb(T) , 0 < T < t ; (277) 
the weighting function clearly has the form 
wi(t,x) = Kn(t) f^ (x) + Ki2(t) fg(x) ; (278) 
with this substitution, equation 277 becomes 
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siVT) = Yod fl(t) [Kil(t) f fl2(x)dx J o 
/t 
+ Ki2(t) |f^ (x) f2(x)dx] 
J o 
p z* 
+ AV f2(T) [K.^ (t) f f^ x) f2(x)dx 
/t 
+ k.2(t) [ f *(x)dx] + Gq K (t) f (t) 
Jo 
+ G0 Ki2(t) 0 i T i t ; (279) 
and finally, since f^  and fg are linearly independent, the two equations 
for and K^ 2 can be written in matrix form from equation 279 as 
(G0 + o^d ( fl2(x)dx) (?od ( fl(x) f2(x)dx)\ 
Jo Jo 
(AV tV'2 f 
/ « 
-Ô ,t 
fx(x) fg(x)dx) (Gq + AV I fg^ (x)dx) 
o 'o 7 
K il1 
K 
= L , 
i2i 
(280) 
where 
Y 
Il = 
od 
0 
(281) 
and 
4 = (282) 
AV 
, 2  
The K's can be found symbolically by first rewriting equation 280 as 
*11 =12 
D21 D22 
Kil 
1^2 
= V. (283) 
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Then 
K 
Wod D22 (284) 
11 A 
y2 D 
K12 =" °A 21 (285) 
K =-AV' D12 (286) 
 ^ A 
AV'2 D 
k22 = —r-^  (287) 
where A is the determinant of the D matrix. The estimation errors are now 
found using equations 229, 275, 276 and 284 through 287. The results, 
after some simplifications, are 
<7 • ^ 4  ^ <«»> 
and 
-s— G D,, AV'2 
4. — (289) 
Although these equations are simple in form, the determinant A and the 
elements and are quite lengthy. They are therefore given in 
Appendix C, along with derivations of additional error terms due to 
neglecting drift rates and other components of in this mode. 
Inspection of the form of the optimum filters derived shows that, 
even with all of the simplifying approximations made, they are still 
quite lengthy and would occupy a good part of the memory section of a 
typical computer. It can thus be at least conjectured that the filters 
obtained by the Kalman-Bucy or Shinbrot approaches for random drift rates, 
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and even those obtained using both integral equations 148 and 1^ 9, would 
be considerably more lengthy and therefore not as feasible for mechaniza­
tion. This is then the basic justification for these approximations and 
simplifications; the next Section gives two numerical examples showing 
that the filters derived explicitly here give adequate performance for 
the numerical values assumed. 
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VIII. NUMERICAL EXAMPLES SHOWING SYSTEM PERFORMANCE 
As was stated in the Introduction, it is difficult to give numerical 
examples showing system performance because of security reasons. A few 
unclassified values that are available are estimates of random gyro drift 
rate correlation time and sun-tracker error parameters. It is known from 
experience that marine-type gyros exhibit drift rate autocorrelation 
functions of the form of equation 159» where ^  is of the order of 10 hours 
or more. It will therefore be assumed that —= 10 hours for these ex-
a 
amples. Mansur (12) indicates radio-metric sun-trackers exhibit accuracy 
of the order of 30 seconds of arc, rms. To evaluate Gq, then, a sun-
tracker error correlation time of one second was assumed, giving a tri-
angular autocorrelation function with height 0.25 minutes (of arc) and 
base two seconds. The coefficient G can then be found from the relation 
o 
£ n(t)n(t+x) dT = f G6( t )dT = G . (290) 1= ° ° 
Thus Gq represents the area under the autocorrelation function (and also 
the zero-frequency value of the power spectral density function G(u), 
hence the notation), and has the value 
Go = fe (0.25) = 0.004 min2-min . (291) 
To save space and avoid confusion, angular units will be henceforth denoted 
by the "arc" sign (min,sec) and units of time by conventional abbreviations, 
2 
Random gyro drift rate variance (o^  in equation 159) will be postu­
lated at a value of 
= 4xl0~^  min2/min2 . (292) 
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This value is not meant to represent current capability, but was chosen 
because it represents a system which cannot operate in a damped inertial 
mode without checkpoints for more than a few days without developing 
errors of the order of several miles. Such a system could therefore 
benefit from the addition of a sun-tracker. 
The uncorrelated case of Section VII is evaluated first. Here it 
is assumed that a system is activated at sea (perhaps after shut-down 
for repairs) and coarse initial alignment is accomplished. It is assumed 
that all components of have mean-square values 
Yo2 = 5 mn2 , (290) 
and that gyro biases can be set to give drift rates for all gyros of 
e2 = 10 ^  mln2/min2 . (291) 
Evaluation of mean-square estimation errors is accomplished through equa­
tions 233, 23^  and 235. The results are shown in Figures 10 and 11 as the 
dashed curves. Estimation errors are normalized to the initial values of 
e2ee (t) 
the quantities ; for example, - is plotted in Figure 10. Addition-
V 
al errors due to random drift rates (equation 292) must be added to these; 
they are computed from the equations of Appendix B and give the solid 
curves of Figures 10 and 11 as the total estimation errors. It is interest­
ing to note that minima are present on all curves except that for eg. This 
is not surprising in that the filters were derived for constant drift rates 
and are therefore not optimum for random drift rates. What apparently 
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Figure 10. Normalized mean-square errors for 
uncorrelated case and 
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Figure 11. Normalized mean-square errors for 
uncorrelated case and Y 
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happens is that the filters give more weight to old data than a filter 
optimized for random drift rates would do; thus, as the present drift 
rate becomes uncorrelated with previous values more and more error is 
made. With this system, it would be a simple matter to use the estimate 
at the time of minimum error and ignore later estimates. The drift rate 
can be found from the equation 
ep = ^TT[(ep COS n " ee Sin n) + ee sinnj » (292) 
from which the mean-square estimation error in is 
e2 = —~—[(e cos n - e sinn)E + (e sin n)E] , (293) 
ep cos2 n P e E e E 
where the E subscripts represent estimation errors. These values are read 
directly from Figures 10 and 11. 
Estimation errors for the correlated or cyclic case must be found by 
iteration, since residual errors from a given day contribute to initial 
errors on the following day. Coupling is weak, however, and one iteration 
gives satisfactory results. It is assumed that the system operates in a 
damped inertiàl mode, without observations, for 20 hours (2 P.M. to 
10 A.M.), in a cyclic, or day-to-day manner. Constant components of gyro 
drift rate will then be due to estimation errors. From estimates of drift 
rates and Y , estimation errors are computed using the uncorrelated equa-
—d 
tions as an approximation. Initial values for the following day are then 
obtained from the equations of Appendix A. These values are dominated by 
gyro random drift rates ; thus previous estimation errors are not too sig­
nificant. The values obtained are: 
ep2(T) = 7.3xl0~6 Mn2/min2 2^9^  
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* 2(T) = 4.3 min2 (295) 
Y (T)e (T) = 4.5x10™3 min2/min (296) 
P P 
e 2(T) = 10™5 min2/min2 (297) 
e 
Y 2(T) = 0.64 min2 (298) 
e 
e n-6 /^ „2,„,„2 q (T) = 7.2x10™ min /min (299) 
Yg2(T) = 0.55 min2 (300) 
Y (T)e (T) = -7.5xlO-lt min2/min (301) 
e e 
Y (T)e (T) = -5xlO™5 min2/min (302) 
1 q. 
Y (T)e (T) = -6.5x10™^ min2/min (303) 
e q 
Y (T)e (T) = 1.1x10™3 min2/min (304) 
q e 
These values, when substituted into equations 270, 271 and 272 give the 
estimation errors plotted as dashed curves in Figures 12 and 13. Again, 
the additional contributions due to random drift rates, when evaluated 
from Appendix B, give the solid curves as total estimation errors (norma­
lized as before). 
The behavior of the error in estimating eg (Figure 12) is at least 
curious at first glance. The initial decrease to about O.85 and constant 
Ill 
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Figure 12. Normalized mean-square errors for 
cyclic case and 
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Figure 13. Normalized mean-square errors for 
cyclic case and Y 
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behavior until about one hour are easily explained, however, because of 
correlation between e (T) and Y = Y (T). Consider the estimation of a 
e go q 
random variable X, when the only information available is the value of 
another random variable Y. If XY ï 0, a nontrivial optimum estimate can 
be obtained. If this estimate is linear, it can be written 
Ye = KX . (305) 
The optimum value of K is found by forming the estimation error 
E = Y - Y_, = Y - KX , (306) 
and squaring and averaging E: 
E2 = Y2 - 2 K XY + K2 X2 . (307) 
~~2 The optimum K is then found by differentiating E with respect to K: 
~~~~ = - 2 ÏÏ + 2 K X2 = 0 (308) 
Thus 
Kq = , (309) 
X2 
The minimum error is then 
E2 . = Y2 _ + (Hi! = Y2 _ Ml (310) 
mm -t -z -r * 
x IT x 
and the normalized error is 
. (311) 
2 2 2 y x y 
For the particular case at hand, 
lilt 
X2 = Y2 = 0.55 min2 , (312) 
and, after 5 minutes, the error in estimating ¥ is very small (Figure 
12). The other quantities are 
Y2 = ^  ee2 = 5xl0_11 min2/minlt (313) 
and 
(XY)2 =(~ VqgEg)2 = 4xl0~12 min^/min^ , (314) 
from equations 297, 300 and 304. The normalized estimation error is then, 
from equation 311, 
7 .  
—231 = 0.86 , (315) 
Y2 
which is in excellent agreement with the value from Figure 12. The filter, 
then, uses this principle to estimate eg (as it should). 
Again, minima are present in all estimation error curves (except that 
for e ) because of the additional error due to random drift rates. In 
e 
this case also, the estimation error for from^ is not plotted because 
it is essentially useless. In the general case where two independent 
estimates of a random variable are available, the best unbiased estimate 
of the variable is given by 
eqE = K eqEl + EqE2 * 
where 
T2 
K = a— (317) 
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2 for minimum variance, and is the mean-square estimation error for 
2 
eqEi* The va^ ue E]_ » corresponding to the estimate of using Yy, can 
c y-%2 2 2 —t f ^  2 2 be shown to be about 10" min /min , and Eg is about 5x10 min /min . 
Thus 
K = 0.05 , (318) 
and the error is 
- -E = 1 = 0.95 E (319) 
Thus is of very little value. 
In order to compute estimation errors for the decoupled modes, it is 
necessary to determine the system errors existing at the beginning of 
decoupled mode opeartion. These are found from Figures 10 through 13, 
and equations 201, 295 and 300. It is assumed that the normal operating 
mode is terminated after 100 minutes in the cyclic case, and after 120 
minutes in the uncorrelated case. Initial errors for the cyclic case are 
then 
Y 2(100) = Y2 = Ôxl0~3 m?n2 (320) 
u eo 
eg2 = 2xl0~^ min2/min2 (321) 
e 2 = 5xlO~6 mm2/min2 (322) q 
Y2d = 0.9 rnn2 . (323) 
The uncorrelated case initial errors are 
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Y 2(100) = v2 = 5xl0~2 min2 (324) 
u eo 
eg2 = 6.5x10min2/min2 (325) 
e 2 = 0.5x10 ^ min2/min2 (326) 
q 
2 p 
Y d^ = 5 min . (327) 
In both cases the values of e and e are resolved to the epq coordinate 
e q 
system from the e'pq' system used in the normal operating mode. A value 
of corresponding to a two-hour period was chosen and a mean-square 
2 2 
reference velocity error of 9 ft /sec was assumed. Thus the numerical 
value of is 
u1 = 0.052/min , (328) 
and from equation 112, 
K = 143 a = 0.6l/min . (329) 
2 Then, from equation 113, AV' is 
AV'2 = 2.8xl0_11/minit . (330) 
The observation period here was chosen as two hours. The values given in 
equations 320 through 330, when substituted into the equations of Appendix 
C and equations 288 and 289 give the following errors after two hours : 
Uncorrelated case 
eYod = l»6xl0 1 min2 (331) 
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= 5.8X10"3 min2 (332) 
Cyclic case 
p / —2 2 
e;^ = 6.3x10 min (333) 
= 1.7xl0~3 £rin2 , (33k) 
AV 
where the errors in estimating are given, as they are more easily 
compared with other errors. In both cases, e is the dominant contribut-
e 
ing error. 
Table 1 gives a summary of root-mean-square (rms) estimation errors 
for both cases. 
Table 1. RMS estimation errors 
Estimated RMS error, RMS error, 
quantity uncorrelated case cyclic case 
e 
e 
0.0036 min/min 0.0024 min/min 
E 
P 
0.0015 min/min 0.0009 min/min 
£ q 0.0015 min/min 0.0007 min/min 
Y qo 0.021 min 0.016 min 
V cos 
V sln 
n - Y sin n 
eo 
0.0l6 min 0.013 min 
n + y cos n 
eo 
0.4 min 0.25 min 
AV 
V 
O.O76 min 0.041 min 
The equations of Appendix B can be used to compute continuous rms 
errors for the period of time between observations, and equations 68, 69 
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and TO to give latitude, longitude and azimuth errors due to Such 
values would have real significance, however, only when drift rate variances 
and other error values from an actual system are used; they are therefore 
not plotted here. 
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IX. CONCLUSIONS 
It is clear from the material presented that the mechanization derived 
here has succeeded in bounding mean-square system errors ; this was the 
primary intent of this study. The mechanization is also clearly not the 
absolute optimum for the general case of random gyro drift rates. It is 
the optimum linear mechanization for constant drift rates, however, and 
its form indicates that the true optimum mechanization could probably not 
be accomodated within a typical computer together with the conventional 
mechanization equations required for such a system. This, then, is the 
justification for using this mechanization, and it is regarded as optimum 
under this constraint. 
It is unfortunate that security reasons preclude an evaluation of 
this system using error quantities from an actual system or components. 
The numerical examples given, however, provide some insight into this 
aspect of the problem, and indicate that, for these values, the mechaniza­
tion is certainly worthwhile. The cyclic example provides some further 
information, in that the estimation error for eg has essentially the same 
rms value as the random drift rate. Thus, for smaller rms drift rates, 
it appears that a higher accuracy tracker would be very worthwhile. The 
error values used for random drift rates and tracker accuracy seem, then, 
to be compatible in that reduction of either one alone would not achieve 
a proportionate increase in over-all system accuracy. 
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XII. APPENDIX A 
In this section are derived equations giving mean-square errors and 
cross-correlation terms for propagation in a damped inertial mode. It 
is assumed that damped inertial operation commences at t=0, and observa-
2 2 tions commence at t=T. The quantities desired, then are (T), eg (t), 
e„2(T), ïj2(T), Y 2(T), Y 2(T), * (T) e (T), V (T) E(T), Y (T) c (T), p 6 y, © s e q y. e 
Y (T) E (T) and Y (T) e (T). (For convenience, the "primed" notation has 
P P 1 q. 
been dropped.) These quantities are derived from equations 60, 159 and 
239. 
The equations for drift rate variance are the simplest and will be 
derived first. Their general form is found by squaring and averaging 
equation 239: 
e2(T) = er2(T) + er2(o) + E%2 - 2 E^(T)s^(o) , (335) 
since other cross-product terms are zero. Substitution of equation 159 
into 335 gives 
E2(T) = oE2 + 2 ar2 (1 - e"aT) , (336) 
p p 2 
where = e . Addition of appropriate subscripts to a., then gives lli ilj * h* 
the three drift rate variances. Drift rate autocorrelation functions are 
also required, and are found in the same manner: 
E(u)E(V) = £ (U)E (v) + E 2(o) + S 2 - E (U)E (o) - E (V)E (o) 
x i  r  i- i  r  r  r  r  
= 0.^ + ffr2[e-a^ U-V^  - e~au - e"aV + l] , u,v >_ 0. (337) 
2 Again, appropriate subscripts are added to to give values for individual 
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gyros. 
2 Next Y^ (T) is found from equations 60 by squaring and averaging: 
,T ,T 
Y 2^(T) = Y2q + j |Ep(u)Ep(v) du dv . (338) 
From equation 337 and by the symmetry of the double integral, equation 
338 can be rewritten 
V (I )  • fpo + 1°/ + - 2 o (1 - e"aT» 
t 2 ÇÇ a/ e""(u-v) dv du 
= »2 + (o 2 + a 2)T2 + 2 a 2 f f- (T+a)(l-e"aT) . (339) 
po r TO. d. 
The cross-correlation term Y^CtJe (T) is found from equations 6o, 159» 
239 and 337: 
_ ,T _________ 
Y (T)e (T) = V e (T)e (u) du 
P P Jo P P o 
,T 2/ -a(T'-u) -aT -au . - v , _2 
= f [ o  2 ( .  e " " '  -  +  1 )  +  o '  ]  d u  
Jo r  hP 
= or2 t (1 - e"aT) + a2p t . (3%0) 
The remaining terms have similar forms, so it is not necessary to 
derive all of them explicitly. It will be seen that derivations of 
Yg (T), Yg(T)Eg(T) and y T^tIe T^tT will be sufficient. From equation 60, 
2 iye (T) can be written 
,T ,T 2 2 2 2 2 I / r y (T) = Y „ cos NT + y sin QT + I 1 Jcosfiu cos^v 
® e a-° 'o 'o*" 
(E (T-U)E (T-v) ) + sinfiu sinOv(E t'i'-u)E IT-vj ) du dv7 . (3^1) 6  6  y .  y .  J 
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Use of equation 337 and a trigonometric identity results in 
Y 2(T) = Y2 cos2fiT + Y2 sin2OT 
e eo qo 
+ (T(T [or2 cosfi(u-v)(e~alu-v|  - 2 e"a(T"u)  + l) 
^ o ' o 
+ cosfiu cosOv Oye + ginOu sinOv a2^ ]du dv 
= Y2 cos2nT + Y2 sin2fiT + a2 S1D + a2 (1"c°sflT) 
eo qo Ee fi2 Eq fi 
+ 2 f f a 2^ cosfi(u-v)(e-a^ v-u^  _ 2 e~a(^~u) + i) ^u dv , (3^2) 
J o 'o 
where the symmetry of the remaining integral has been utilized to eliminate 
the absolute value signs. Complete evaluation of equation 3^2 involves 
only standard integration; the result is 
. 2r 
Y 2(T) = Y2 cos2OT + Y2 sin2OT + a2 sin "T + a2 (1"C°S"T) 
e eo qo Ee ^2 Eq fi 
+ 2 a 2 {1-cosOT + l_(aT + 2e"aT(f sinfiT + cosOT) - 2) 
r $t a+Q* " 
+ 0 10 _((a2-02) e"aT cosOT - 2afl e"aT sinOT + fi2-a2)} . (3^3) 
(a2+02)2 
p 
Inspection of equations 60 shows that Y^ (T) can be obtained from equation 
3^3 by merely interchanging the e and q subscripts. (The differences in 
sign are lost in the squaring process.) 
The next term to be found is Y (T)e (T), This term is written from 
e e 
equations 60, 159 and 337: 
_ ,T 
Y (t)c (T) = I cosfiu (e (T)e (T-u)) du 
e e l  e  e  
v  n  
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= f cosnu[ar2(e~au - e~aï - e~a(t"u^  +1) + o|g]du . (3^ 4) ) o 
This is a straightforward integration; the result is 
= [a/(l _ e-«T) + ^ 
2 
+ p •p[e~°i^ (-acos^T + ŒsinfiT +a) 
a + n  
+ a(l-cosfiT) - ftsinf2T] . (3^5) 
It can be seen that Y^(T)e^(T) is obtained from equation 3^5 merely by 
2 2 
substituting an for . Eq J&e 
The term Y (T)eo(T), from equations 60, 159 and 337, is: 
Y (T)e (T) = - f sinf2u[a 2(e~aU - e~aT - e~a^ x + l) + a2 ]du 
e a I r ii.q 
' o 
= -[c/(l . e-"1) +o - -X 
a 
[e"*01'''(fi( 1-cosftT) - asinfiT) + fi(l-cosfiT) + asinfiT] . (346) 
The term Y (T)eg(T) is obtained from equation 346 by changing the algebraic 
sign and substituting e for q. 
These equations are used in the numerical examples of Section VIII. 
They are of some general interest in that they show that Y_ errors grow 
with time in an unbounded manner, as was stated earlier. This is illus-
p " 
trated by equation 343, where, for large T, (T) is proportional to T 
as in the classical random waDJk process. 
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XIII. APPENDIX B 
Additional errors which occur during filtering due to random gyro 
drift rates are derived here. These equations are derived only for the 
uncorrelated, normal operating mode case. Since the filters for the 
correlated or cyclic case asymptotically approach the same forms as 
those in the first case, it is a reasonable approximation to use these 
results in both cases. 
In order to find these additional errors, gyro drift rates during an 
observation interval will be written 
e(t) = eQ + er(t) , (3^7) 
where ec represents the constant component and e^(t) the random component. 
The components of Y_ can then be written 
V*1 = V + Se* + \a epr(T> dT <3k8) 
Y (t) = Y cosfit - Y sinWt 
e eo qo 
sinfit . ,cosOt-l\ 
+ eec Â eqc S3 1 
zt 
+ I [cosfi(t-T)eav.(T ) - sinfi(t<)e„^ ,(t)]dr (3^9) 
Jo er qr 
Y (t) = Y cosfit + Y sinfit q qo eo 
sinftt . ,l-cosOt\ 
+ Eqc ~H + eec 
,t 
[cosfi(t-r)e (T) + sinfi(t-r)e (T)jdi . (350) qr er 
Expansion of the cosine and sine terms in equations 3^9 and 350 and use of 
equations 76 and 79 gives 
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V1' = % 
+ Ç [cosfix Eqy(t) - s infix egr(x)]dT + ny(t) , (351) 
Y (t) = (Y cosn - Y sinn) + e cosnt 
w po eo p 
-e sinn + E s*"n(cosfit-l) 
e iz q si 
/t ± 
+ cosn \ e (x)dr - sinn 1 [sinfix e (x) 
h pr h a-r 
+ cosfix Eer(x)]dx + n^(t) . (352) 
All terms in these equations not containing integrals are the values of 
Yu and Y^ previously used; these will be denoted here by Y^ and Y^. Then 
equations 351 and 352 can be written 
\t,m ' + v(t) • 1353 
and 
lb11' = v(t) * v(t) * (35k) 
where Y and Y_ are the terms due to random drift rates. (The primed 
up wt x 
notation previously used has also been dropped here.) 
The first additional error to be found is that in the estimate of 
Y q^. The mean-square error is given by equation 228: 
» (t) = 'go ' 2 I V^V4-')4' qo Jo 
,t X 
J j *ub T^^ wb v^^  wi t^»T^  ^ (t,v)dx dv , (355) 
which reduces to 
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t (t) = ic - f VuCtT) "l(t,T)dT qo ' o 
,t ,t _________ _________ 
I ( ^ VT,\ic(v)+ *ur T^^ ur v^^  w1( t»T) *1(t,v)dT dv , (356) Jo J o 
where correlation between T and ¥ is ignored as being small and Y 
uc ur qo 
is clearly not, in this case, correlated with Y^. The new term to be 
evaluated, then, is 
2 
e 
rl 
,t ,t 
(t) = f f (Yur(t)Yur(v) w1(t,x) w1(t,v)dr dv 
Jo Jo 
zt ^ 
= 2 |( Y^JHy^JvT W^(t,%) w1(t,v)dT dv (357) 
'X=O-'T=O 
by symmetry of the integral. From equation 351» the term T^JtTT^JvT can 
Y^jnr^JvT = ( ( [cosfi(x-y)(ar2e~a'X-yh ]dx dy (358) 
Jo Jo 
be written 
a:
For T <_ v (the condition in equation 357), equation 358 can be written 
Y^JtTy^JvT = 2 a 2 ( ( / cosQ(x-y)e~° y^~X^ dx)dy 
'o 'o 
+ a 2 f f cosfi(x-y)e*"a^ X~y^ dx)cly (359) 
JO J T 
again using the symmetry of the integral. 
Now, two simplifying approximations are introduced. The first is to 
2 
replace cosO(x-y) by 1 + ft xy; this is equivalent to the approximations 
made earlier for sinfit and cosfit, as will be seen. The second is to use 
the first-order term in the expansion of e-ct*: e~a^ ~x^  - % -a(y-x). 
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Since observation time is expected to be one or two hours and ^  = 10 
hours, this is quite accurate. With these approximations equation 359 
becomes 
•f y 
= or2 {2 f f (l+ft2xy) ( 1+xx-xy )"dx)dy 
'o / o 
/T /v ? 
+| ( ( (l+ft xy)(l+ay-ax)dx)dy . (360) 
'o -'t 
These integrations are quite straightforward; the result is 
V(T,4,ur (v)  * °r2[vT + i IJTL" +a(Z i "1" - i  ) 
+ aft2(^ -? ~)] . (36l) 
It is now observed that the first two terms in this expression are identical 
to those in equation 205 due to gyro drift rates. This is to be expected, 
since these terms are the "zero-order" terms in an expansion of 
T^Jr)T~j[vT with respect to a; if a went to zero, the random drift rates 
would become constant and these two terms would be the only ones present. 
The additional error introduced in the estimate of Y , then, is due to qo* 
the remaining terms in equation 361, since drift rate variances used in 
2 
constructing the optimum filters will be total variances, including . 
The additional error, then, is given, to a good approximation, by 
e
r
2 
= 2 ar2a I [ J w1(t,t) wx(t,v) 
P 2 3 3 2 5 
+ ft ( •• / - / - —)} dî]dv ( 362) 
° 15 
Substitution of equation 211 for w^ into equation 362 gives, after 
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integrating and collecting terms: 
2 2 5 (Xl 11 KllK12t 
er = '"r at + 120 
' 89 KllK13t 13 K12 * 17 K12K13t 
+ ï2êô + ï2ô + 3sô 
K12 t 7 ^ 11^13^ 2 K12K13t , 
252 810 315 
•#)} (363) 
It can be seen that the approximations made for cosft(x-y) and e 01 y ^ 
2 
were certainly in order, if only to keep the expression for e^ from 
becoming completely intractable. 
A similar analysis for the additional error in ï = ¥ cosn -
wo po 
2 2 2 
Yeo sinn shows that equation 363, with fi replaced by ft sin n, gives the 
error in ¥ . 
wo 
The additional error in estimating e^(t) is found in the same manner. 
The total error is written from equation 228: 
,t 
eea ( t )  =  ea2(t )  " 2 j dT 
X X _________ 
+ I I ¥ub(T)¥ub(v) Wg(t,T) Wg(t,v) dT dv . (364) 
Jo Jo 
The third term in equation 364 is expanded exactly as before and results 
in a component of additional error given by equation 362, with the K's 
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changed to those used in the filter for estimating This term will 
g 
be denoted eri2^ ' There is another term present, which arises from 
the second term in equation 364. The covariance function in this term 
can be written, using equation 3^7 and 351» as 
v•z ^  
T 
+ /o^ cosfiv 
1 
. — • 2 
=  e  T + ( a  ( l  -  a t  +  a v )  dv 
ac I r 
= e2 T + o 2[T + |<T2 - 2rt)] , (365) 
qc r d 
where the same approximations used previously are used here. The term 
2 p (e c^ + )T appears in the error equation of Section VII; thus only the 
remaining two terms contribute to additional error. 
The additional error term can now be written 
t 
e22(t) = - 2J ar2 | (T2 - 2tt) w^(t,x) dx + e2^ (t) 
o 
- 
K21 + h W * îô W'1 + erl2(t) ' (366) 
The additional error in estimating e (t)cosn - e (t) sinn is also given 
________ p ® 
2 2 2 2 by equation 366, with Q in e^g(t) replaced by fi sin n. 
Solutions for the additional estimation error in e@ proceeds in 
exactly the same manner. The additional term corresponding to equation 
366 is 
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—— t 3 2 ——— 
e23(t) = -2 f or2aJ2(^ - —-) w (t,x) dx + 
' o 
= or2afitH[-^ + 1$ K32t + K33t2] + e213(t) . (367) 
The additional error in estimating z (t) from Y , could be found ciuite q wd 
easily; however, in the numerical examples, this estimate is of essentially 
no value, so this will not be done. 
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xiv. appendix c 
This section serves to present explicit equations for the integrals 
of equation 280, and additional error terms due to neglecting drift rates 
and other components of ¥_ in the decoupled mode. 
The functions f^(t) and f^(t) are found from equation 127. The 
integrals of equation 280, after forming the integrands and using appro­
priate trigonometric identities, are quite straightforward; the results 
are given for w^t = 2ir since some simplification is obtained: 
f, W . ^ pttt • 2l)t 
' o 1 
( ( 1  +  f r ) 2  ( 1  -  f r ) 2 \  
+ \ 4(w^-fi) " U() /Sln 2Çlt  
(368) 
'o 4un 1 
+ I2'1 " « )(«1.4-33) 2(1+—) (1 + —)2 
+ ™1 + ™1 
( ui^+2f2 ) u)^—2fi fi) 
u 
- y , , 
M^+a) "an " ^ 21 sln 2nt 1 
+ t =cs2=t(3 - (1 - -jjj-)(^> + (1 + ^)(^)) 
+ fit2 sin 2fit] , (369) 
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and 
cosnr2ftt 
(370) 
As can be imagined, the general expressions are considerably more lengthy; 
matrix, equation 283, follow directly from equations 280, 368, 369 and 
370, and will not be written out explicitly. The determinant, A, is 
obviously and will not be written explicitly for obvious 
reasons. 
Equations 368 through 370, 288 and 289 can now be used to find errors 
in estimating Y^ and AV'. Additional errors will be present due to non­
zero values of e , e and Y , as they were assumed zero in deriving the 
e q eo 
optimum filter equations. The propagation of these errors into Yg(t) and 
Y^(t) (in the decoupled mode) is given in equations 116 and 117• Equation 
125 then gives the propagation into Y^(t). To evaluate these errors, eg 
where Y , represents those components of Y , due to these additional 
terms, and the subscript i indicates that errors in both AV' and Yq^  are 
thus (D^t = 2it was used in the numerical examples. The elements of the D 
and e were assumed constant; errors are then given by 
(371) 
135 
given by this equation. The form of w^(t,%) is given by equation 278; the 
integrals required, then, are 
With the K's from equations 284 through 287, the errors can then be 
evaluated. 
The integrals 1^ and are extremely lengthy in form, although 
straightforward. They are therefore given for t = 2 hours and w^t = 2n, 
the values used in the numerical examples of Section VIII: 
(372) 
and 
*2 = f f2(T) , ,uba(T,dT ' 
J o 
(373) 
1^ = costi(-22e^ - 700eg - O.llY^g) (374) 
Ig = 1210eq + 3.3x105 eg + 42Yeo (375) 
