Minimax-optimal stopping times and minimax (worst-case) distributions are found for the problem of stopping a sequence of uniformly bounded independent random variables, when only the means and! or variances are known, in contrast to the classical setting where the complete joint distributions of the random variables are known. Results are obtained for both the independent and i.i.d. cases, with applications given to the problem of order section in optimal stopping.
Introduction
In classical optimal stopping theory (e.g., Chow, Robbins and Siegmund [1]), a player observes sequentially an ordered collection Xl , X 2 , ••• of (integrable) random variables with known distributions, and his objective is to find a stopping time t which will make EXt as large as possible. If the sequence of random variables is finite, then an optimal stopping time always exists, and can in principle be calculated by backward induction using the known distributions. In many practical situations, however, the exact distributions of the random variables are not known, and hence this classical calculation of optimal or even good stopping times is impossible. What stopping time should a player use if he knows, for example, only the means and variances of the variables, how much can he expect to win in a worst-case situation, and what is this wo.rst-case distribution? The main purpose of this paper is to provide answers for such questions in a variety of settings including unbounded and uni formly bounded, i.i.d. and non-i.i.d. sequences.
As a concrete example, suppose a player is observing a sequence of 10 independent random variables XI, ... , XIQ taking values in [0, 1] , and he knows only that the means and the variances are alIt and l~' respectively. Then it follows from Corollary 3.2 below that the minimax optimal stopping function is to stop the first time that an observed variable X; satisfies Using this stopping function against any independent sequence with those bounds and moments guarantees him an expected return of at least 1+foe 1 -(~)9] = 0.626, and this strategy is minimax in the sense that there is a sequence of independent random variables with the given bounds and moments for which he can do no better, even if he knows these distributions exactly. (To obtain this worst-case distribution apply Corollary 3.2(ii) below with f.J-= 1and (T2 = l~ ') As with most such minimax results, there is a natural game-theoretic interpretation. In this case, one such interpretation is a two-person zero-sum game in which simultaneously Player I (the statistician) picks a stopping function t and Player II (nature) picks the distributions of the random variables XI, X 2 , ••• , and then Player II pays Player I EXt dollars (the amount Player I could obtain, on the average, using the stopping function t with the random variables Xl'
A number of results are known for explicit determination of minimax stopping functions for special classes of distributions. In the secretary problem framework, Irle and Schmitz [10] obtained minimax strategies (stopping times) in a discounted setting, and Hill and Krengel [8] obtained minimax stopping times and distributions in an unknown-number-of-candidates setting. In another direction where the type of distribution is known, Samuels [12] obtained minimax stopping times for uni formly distributed random variables, and Petruccelli [11] for normally distributed random variables. On the other hand, very little seems to be known about minimax stopping in fairly general settings. This paper is organized as follows: Section 2 contains notation and preliminaries including some key maximization results; Section 3 addresses the case of independent random variables with known means and/ or variances; Section 4 is an application to 'order selection'; Section 5 contains results about the i.i.d. setting; and Section 6 contains some remarks for the arbitrarily-dependent case.
Preliminaries and key maximal inequalities
Throughout this paper IR n is Euclidean n-space, qr the Borel subsets of IR n , x v y and x II y denote the maximum and minimum, respectively, of real numbers x and y, x+ is the positive part (x v 0) of x, and for a function 1/>: IR I~ 1Rt, I/>(n) denotes the n-fold composition of 1/>, that is I/>(n) = 1/>1 0 I/>n where 1/>; = I/> for all i. Also
It will be assumed that all random variables below are defined on the same probability space (D,.sIl, P) , and for a random variable X, EX will denote the expectation of X and 11-, J/ and a Z will denote first moments (expected values), second moments, and variances, respectively. For a random variable X, X E A means
A function t:!Roo ~ N is a stopping function if t -I (n) E gJoo for all n, and if I(X;, x~, ... ) = n whenever t(XI> Xl' ...) = n and xi = Xi for all i = 1, ... , n; g is the set of all stopping functions, and g" is the set of all stopping functions which stop no later than time n, and for t E g, XI : D ~ !R is the function defined by XI (w ) = X" (w) for all w with t(X I ( w), Xz(w), ... ) = n. (The main reason for the use of these stopping functions, as opposed to classical stopping times, is that for a given stopping function t, XI is well defined for all sequences XI, X z , ... , where classically defined stopping times depend on the {X,,} through their distributions. In addition, stopping functions seem more natural in optimal stopping in that they reflect a rule for stopping based only on the (real) values of the observed variables, and not on the underlying filtration of the sequence XI , X z , ... , that is, the collection of sub-a-algebras {.sIlJ ~ I of .sIl, where .sIl i is the a-algebra generated by {XI' ... ,XJ. For more details, the reader is referred to [4] or [9] .) For a sequence of integrable random variables XI, X z , ... , V (X I , ••• , X,,) denotes the optimal stopping value of XI,"" X"' that
IS
The next lemma (cf. [1] ) is the basic backward induction tool in optimal stopping theory, and is recorded here for ease of reference.
The next proposition is the key maximization tool upon which most of the minimax stopping functions in Sections 3 and 4 are based. 
Proof. To see (iii), first observe that
(1)
The opposite inequality is established by constructions corresponding to the three cases (v)(a)-(c).
First, if vI J.L ~ Y ~ 1, then the moment hypothesis of (iii) implies that y;?; J.L, and there exists a unique 
, which completes the proof of (iii) and (v)(a)-( c). ( 
Conclusion (i) follows immediately from (iii) and
where
which is exactly the right-hand side of (ii). The opposite inequality in (ii) is established, as in the proof of (iii), by constructions corresponding to the three cases (iv)(a)-(c). 0
Independent random variables with known means and/or variances
The main purpose of this section is to derive minimax stopping functions and distributions for optimal stopping of a sequence of independent random variables when only the means and/or variances are known. To simplify notation, let lfJ«(T2, y) and ¢ (JL, v, y) be the bounds appearing in Proposition 2.2(ii) and (iii) respectively (i.e., ¢ (JL, v,y) =max{ (JL,y,y(l-JL) it is enough to prove that
The first inequality in (6) is proved by forward induction on n. The case n = 1 is trivial. Suppose the inequality holds for n ~ m -1, and now let ; E g-m be defined as in the statement of the theorem (with n = m) and put i = ; v 2. Then for m ~ 2,
where the first equality follows by definition of ; and i and independence of the Xi'S, the second by the definition of ;, the first inequality by the induction hypothesis (since i is the; for X 2 , ... ,X m ), and the last inequality follows by Proposition 2.2
(iii) and the definition of 4>1' The equality in (6) follows easily by Proposition 2.2 (iii) and (v) and induction. For the second inequality in (6) it is enough to show that (7) since this implies that f is optimal for the sequence XI, ... , X n • Again, (7) is proved by forward induction on n, the case n = 1 being trivial. Suppose it holds for n ~ m -1, mE {2, 3, ...}. Then Lemma 2.1 and Proposition 2.2 (iii) and (v) yield
which completes the proof of (7) (i) a minimax stopping function f is 
minimax (worst case) distribution (XJ7=1 is as in Proposition 2.2(v), with p=0-7+J.L2andYiasin (i)fori=I, ... ,n-1 andYn=JL; and (iii) the game-theoretic value is JL +L: ~:\ (I -JL )k-I 0-7., that is
for all t E gn and all XI, ... , X n satisfying the hypotheses. 
Proof. Since J.Li==J.L for all i, tPi(Y)=Y+(o-T-J.L(Y-JL)t for all Y~J.L and all i~n-I and tPn(O)=JL.
Proof. Let t~ min{j: J1-j = maxl"'i"'" JJ-i}' and note that EX, = max J1-i' (11) 
l~l::5n
;=1
Letting M ~ 00 in (12) shows that the bound maxI"'i",n J1-i IS sharp (but it is not attained), which, with (11) , completes the proof. 0
Note that neither the independence nor the non-negativity assumptions were used, and that the same minimax conclusion holds for the general case.
4. An application to order selection Suppose that a player, in addition to selecting a stopping function, may also select the order of observation of a given collection of random variables, and again receives as reward the value at the time of stopping. Such problems were introduced in [4] , where for independent random variables, it was shown (Theorem 3.11) that deter ministic (i.e., non-random) optimal rules for selection of the order always exist. These problems were subsequently studied in [2, 3 and 5], but most of the results in that setting (of given distributions) were negative. In the present minimax setting, however, the results of Section 3 can be used to obtain a fairly general positive result for optimal stopping with order selection. In this section, f/P" will denote the permutations on {l, ... , n}.
Theorem 4.1. For selecting the order of observation and optimally stopping n indepen dent [0, I]-valued random variables with known identical means J.L and known variances
{ 2}" . cri i=I' (i) a
minimax strategy is to observe in order of decreasing variances (i.e., i-E f/P"
is such that cri(l) ~ ... ~ ai c ,,»), and to stop using the stopping function t, where ' IT' E f/P", t E fi" and all X), ... , X" satisfying the hypotheses.
Proof. Fix n> 1, and assume, without loss of generality, that the {Xj} are already in order of decreasing variances, that is cri ~ ... ~ cr~. As in the proof of Corollary 3.3, let f3j = (¢i ° ... ° ¢" )(0) -J.L for i < n, where {¢;} are as in Section 3. For i = n -2, cr~-2~cr~-I~J.Lcr~-I=J.Lf3"-1 since 0<J.L<1. For each iE{2, ... , (8) and
J.La7 = a7 =%; cr7-1' so by the definitions of {f3i} and {¢;}, (8) and induction give that In contrast with the conclusion of Theorem 4.1, for certain given collections of independent random variables with equal means it may not be optimal to observe in order of decreasing variances, as the next example shows (see also Theorem 3.1 of [5] ).
Example 4.2. Let XI and X 2 be independent with P(X. = I~O) =! = P(X. = 0) and
.01099, so observ ing in order of increasing variances is optimal.
I.i.d. random variables with known mean and/or variance
If the random variables observed are known not only to be independent, but also to be identically distributed, then the minimax stopping problem defined above is more complicated in that it is possible to learn about the distribution statistically (e.g., via the Glivenko-Cantelli Theorem) as time goes on, and to use this accumu lated information as well as the a priori bounds and moments to generate good stopping functions. However, even using only the information that the variables are i.i.d. (but not the more complicated accrued Glivenko-Cantelli information) it is possible to identify minimax stopping functions based on given moments and bounds which are better than those where only equal bounds and moments (but not identical distributions) are assumed. Using tools from prophet-inequalities for i.i.d. sequences, implicit but easily approximated minimax stopping functions and distributions are found below.
Definition. Let L 1 == 0 and for n ;:,: 2, let
V=p,2[~~: (s;-Sj-J(l+so+" ,+so·· 'S;_2)2] +l-S n _ I }. Vn(X) = min{ Vn(X):
Using the techniques of Proposition 2.2(iii), or an iteration of balayages ,_t(X) as 10 [7] , it now follows that, without loss of generality, X E {O, V\(.X), .. . , Similarly, the second moment E(X)2 of X satisfies By continuity and compactness it is easy to see that the infimum of the function 
0
Of course, if only the mean JL (and not the variance) of an i.i.d. sequence is known, then a trivial minimax stopping function is stop always at time 1, and a trivial minimax distribution for this case is take all the variables constant with value JL. If, on the other hand, only the variance is known, then using the proof of Proposition 2.2(ii) in place of (iii), and the same technique as was used in the proof of Theorem 5.1 to reduce to distributions satisfying (13), the analogous constants {a,.} can be determined implicitly by maximizing over the new appropriate domain Otl.
Remarks for dependent random variables
If the observed sequence is not known to be independent, and only the means are known, then minimax stopping functions and distributions are trivial, namely, precisely those for the independent case stated in Theorem 3.4. On the other hand, if independence is not assumed, and both the means and the variances are known, then the minimax stopping functions and distributions appear to be much more complex, and are not known to the authors. It is intuitively plausible that there always exist minimax stopping functions of the form t = min{i: X j ~ cj }, but here each C is a constant depending on the whole sequence of means and variances JLl' on JLj or (Tj 10rJ"-" 1.
