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Karena pengaruh tekanan inflasi, beberapa rencana 
pembangunan proyek Pemerintah di bidang sarana dan prasarana 
dibatalkan atau ditunda pelaksanaannya, sementara proyek 
swastapun tertunda. Konsumsi tahun 1997 yang semula 
diperkirakan akan meningkat di atas 10% dari tahun 1996, 
dalam kenyataannya hanya meningkat 7, 9% . Keadaan 1n1 pad a 
tahun 1998 berkembang lebih berat. Dengan demikian 
persaingan di dalam negeri a kan semakin ketat, sehingga 
eetiap produ11en akan mencari peluang untuk e kspor guna 
menyalurkan kapasitas produksinya. 
Oleh karena i t u piha k perusahaan harus pi ntar-pintar 
dalam menggunakan fa ktor- faktor produks i nya , untuk mencapai 
tujuan itu diperlukan suatu alat yang dapat di gunakan untuk 
menganalisis produksi . 
Dari uraian di atas, pene l i t ian ini dilakukan guna 
mendapatkan model untuk menduga f ungsi produksi semen 
Gresik. 
Dari penelitian ini didapatkan bahwa terjadi kasus 
multikolinearitas pada kedua metode yang digunakan (OLS dan 
Cobb-Douglas). Untuk mengatasi kasus tersebut digunakan dua 
metode yaitu PeA dan Ridge Regression, lalu kemudian kedua 
metode tersebut dibandingkan. Setelah d1lakukan anal1s1s 
ternyata metode analisis komponen utama adalah yang terbaik, 
baik untuk model OLS maupun untuk model Cobb-Douglas. 
Kemudian kam1 membandingkan lagi antara model OLS dan Cobb-
Douglas, ternyata model yang terbaik adalah model Cobb-
Douglas. Model vang di dapat adalah : 
" 
y- 276,995 oc.xlx,x. )0·-x.···»x.o·•nx.,•-w.x.•···~·-06/l 
Diperolen kesitnpulan bahwa fungsi pcoduksi dipengaruh1 oleh 
bahan baku semen yaitu batu kapur, tanah liat, pasir besi, 
pas1c siliko, don gypsum, biaya pemakaian listrik, bioya 
pemakaian bahan bakar, upah/gaji pegawai dan biaya produksi. 
Dimana variabel bahan baku batu kapuc, tanah liat, pasir 
besi dan pasir silika merupakan s atu satuan. 
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PEXOAHULUAN 
1.1. L~t~r Bel~kang 
Pe c: keml:>ang an 
BAB I 
PENDAHULUAN 
di sektoc: industc:i, bail<: untuk 
industc:i kecil, sedang, maupun industc:i besac: tidal<: terlepas 
dac:i pec:tumbuhan dan pec:keml:>angan i nformasi. Sedangkan 
pec:lcembangan informasi banyak dikaitkan dengan statistik, 
karena statistik dapat menyajikan infoc:masi dalam bentuk 
gaml:>ac:, grafil<:, tabel dan lain-lain di segala bidang ilmu 
pengetahuan. Sebagai contoh kegunaan statistik sebagai media 
infoc:masi dalam sektor industri antac:a lain di dalam 
penentuan standac: mutu produksi suatu pabrik, mempec:kirakan 
penjualan, mempec:kirakan keuntungan, dan masih banyalc lagl 
hal-hal yang lainnya. Tetapi pada kenyataannya statistik 
masih j a rang digunakan, baik dalam industc:i kecil, sedang 
maupun dalam lndustri besar. 
Berdasarkan hal tec:sebut di atas, maka penelitian 
ini bermaksud untuk menerapkan statistik dalam sektor 
industc:i agar statistik lebih jelas kegunaannya dan d1sadac:i 
betapa pentingnya statistik dalam meml:>antu menentukan 
k~bijakan-k~bijakan maupun keputusan-keputusan yang 
ditetapkan oleh pabc:ik yang bersangkutan. Perlu diketahui 
bahwa banyak pabrik maupun para pengusaha dalam pengambilan 
keputusan hanya berdasarkan pengalaman saj a sehingga tidak 
jarang keputusan yang diambil menyimpang dari apa yang 
diperkirakan. 
Sel ama lima tahun terakhir, perekonom1an Indonesia 
berkembang dengan tingkat pertumbuhan yang tinggi, yaltu 
rata-rata d1 atas 7\ pertahun. Dalam tahun 1991, pertumbuhan 
tersebut terhambat oleh karena adanya gejolak moneter berupa 
melonj alcnya nilai tukar mat a uang a sing sej ale bulan Juh 
1997. Keadaan ini berlangsung sampai tahun 1998 dengan 
dampak yang lebih luas berupa kenaikan inflasi, kenaikan 
tingkat bunga yang diikuti dengan menur:unnya lcegiatan 
e konomi di segala bidang. 
Untuk membatasi pengar:uh tekanan inflasi , beberapa 
rencana pembangunan pr:oyelc Pemer:intah di bidang sarana dan 
prasarana dibatalkan atau ditunda pelaksanaannya, sementara 
proyek- proyek swasta ter:tunda mengingat tingginya tingkat 
bung a dan menurunnya day a beli masyarakat. Hal ini dengan 
send1rinya mempengaruhi kebutuhan akan semen. Konsumsi tahun 
1997 yang semula diperkir:akan akan meningkat di atas 10\ 
dan tahun 1996, dalam kenyataannya hanya meningkat 7, 9\. 
Keadaan ini pada tahun 1998 berkembang lebih be rat. Dengan 
demikian per::saingan di dalam negeri akan semakin ketat, 
sehingga setiap produsen akan mencari peluang untuk ekspor:: 
untuk menyalurkan kapasitas produksinya.[l) 
Pasokan semen di pasar domestik Indonesia hingga 
saat ini didominasi oleh tiga produsen semen terbesar, yakni 
2 
Perseroan (Semen Gresik), PT Indocement Tunggal Pratasa 
(ITP) dan PT Cibinong (PTSC) 1 masing- masing dengan pangsa 
pasar1 yakni 37,8\ 
lSI 7\. (1} 
disusul dengan ITP 34,4\ dan PTSC 
1.2. Peruaueaa ~ealab 
Sepecti apa yang telah diuraikan di atas, 
penelitian ini dilakukan untuk mengamati perilaku dari 
variabel yang penting, dimana variabel yang digunakan adalah 
variabel jumlah produksi semen selama suatu periode 
tertentu1 variabel bahan baku (batu kapur, tanah liat, pasir 
besi1 pasir silika1 dan gypsum) 1 variabel biaya pemakaian 
listrik, variabel pemakaian bahan bakar, variabel upah 
pegawai1 dan variabel biaya operasional. Dengan demi kian 
yang menjadi pokok permasalahan adalah bagaimana menduga dan 
membentuk model fungsi produksinya. 
1 .3. Tujuan Penelitian 
Adapun tujuan yang hendak dicapai adalah mencari 
pola hubungan antara faktor-faktor produksi yang berpengaruh 
terhadap produks1 semen d1 PT. semen Gresik (Persero) untuk 
produksi semen. 
1.4. ~nfaat Penelitian 
Adapun manfaat yang diharapkan dari penelitian i ni 
adalah 
l.Oapat mengetahui perilaku output (produksi semen selama 
periode tertentu) dan perilaku input (faktor-faktor 
produksi). 
2 . Pabrik yang bersangkutan dapat memperkirakan perlu 
tidaknya menambah pt'oduksi atau mengadakan ekspansi dan 
perbaikan yang lain seperti menambah bahan baku, menambah 
tenaga kerja dan laln- lain . 
1.5. B~t~•~o Peoeliti~o 
1. l?enelitian ini dikhususkan untuk menganalisis produksi 
semen pada tahun 1996-1997. 
2. Data yang digunakan adalah data selcunder yang diperoleh 
dari PT. SEMEN GRESIK (I?ERSERO). 
3 . l?enelitian ini menggunakan model ekonometrik. 
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TUGAS AKHIR 
BAB II 
TINJ. \l lA~ PUSTAKA 
BAB II 
TINJAUAN PUSTAKA 
2 .1. Fungd Prodult.d 
2.1.1. Kon•ep ~n Defini • i 
Fungsi p~oduksi adalah hubunga n ant ara input sumber 
daya (fakto~ produ ksi) dari perusahaan dan outputnya yang 
berupa bal:'ang (pl:'oduk) pel:'-unit [4). Fungsi ini menunjukkan 
kemungkinan pl:'oduksi yang paling efisien dan tersedia bagi 
pel:'usahaan. 
Hubungan antal:'a input dan output ini dapat 
difo~ulasikan oleh sebuah fungsi p~oduksi yang dalam bentuk 
matematisnya dapat ditulis sebagai bel:'ikut 
dimana 
··--·-·-·-·-·-·-·-·· (2 • l) 
Y - output yang dihasilkan selama suatu pel:'iode 
tel:'tentu 
x1 - kapital (modal) 
Xz - tenaga kel:'ja 
x3 - mate~ial (bahan baku) 
Bentuk pe~samaan suatu fungsi p~oduksi selain 
bel:'bentuk pel:'samaan model linea~ biasa juga dapat be~bentuk 
suatu pel:'samaan model Cobb-Douglas. Model Cobb-Douglas ini 
sel:'ing digunakan pada pendugaan fungsi produksi pada 
industri, kal:'ena memudahkan interp~etasi ekonominya . 
2.1.2. Bl~atiait~s Pr oduksi 
Elastisitas produksi adalah suatu ukuran kepekaan 
yang menyatakan berapa besar perubahan out put (barang y ang 
diproduksi) sebagai akibat adanya per:ubahan input atau 
berapa persen perubahan output sebagai akibat penambahan 
input sebesar satu persen (Walter, 1991). Secara matematis 
e1astisitas produksi dapat ditu1isk an sebagai berikut : [3] 
{Jy X 
Ep • ..•.•.•.•.•.•.•.. ( 2 . 2) 
in< y 
dimana Ep - elastis i tas produksi 
Y - nilai output 
X • n ilai input 
{Jy • perubahan jumlah output 
in< - perubahan jumlah input 
Nilai Ep ini tergantung dari model fungsi 
produksinya. Biasanya berbeda untuk s kala produksi yang 
berbeda. N1la i Ep pad a kondisi "rasional" berada O<Ep<l. 
J1ka nila1 Ep>l ber arti perlu ada penambahan untuk sejumlah 
produk yang diproduksi dan sebaliknya jika Ep<O maka perlu 
adanya pengurangan sejumlah produk dalam proses produks1. 
2.1 . 3. Fungai Pr oduksi Model Cobb-Douglas 
<ungsi produksi Cobb- Douglas unt uk suatu persamaan 
atau fungsi yang melibatkan dua v aria be l atau lebih dimana 
variabel yang satu disebut variabel yang dijelaskan 
6 
(variabel Y) sedangkan variabel yang lain disebut vanabel 
yang menjelaakan (variabel X). Secara matematis fungsi Cobb-
Douglas dapat ditulis sebagai berikut 
dimana 
Y - bo x,•• x,•• e• ~-·-···-·····-·-- ( 2 • 3) 
Y - variabel yang dijelaskan 
Xi - variabel yang menjelaskan 
bi - elastisitas produk 
e - variabel pengganggu 
e - bilangan pokok dari logaritma natural 
bo - indeks efisiensi 
Parameter b0 merupakan i ndeks efisiensi yang 
mencerminkan hubungan antara kuantitas produksi cengan 
faktor produksi secara bersama-sama. Hal ini berarti 
efisiensi produkei secara keseluruhan tercermin pada besar 
kecilnya nilai b0 • Semakin besar nilai b0 berarti setr..alcin 
besar pula tingkat efisiensi produlcsi yang dihasilkan. 
Dalam model fungsi produksi Cobb-Douglas nilai 
penjumlahan antara b1 dan b1 menunjukkan "return to scale" 
a tau de raj at perubahan output apabila semua input-inp~;tnya 
diubah dengan proporsi yang sama. Ada tiga macam return to 
scale yaitu : (S] 
1. Decreasing return to scale, bila (b1+b2 ) < 1 a~lnya 
proporsi penambahan faktor produksi melebihi proporsi 
perubahan produksi. 
7 
2 . Constant return to scale, bila (b1+b2 ) • 1 artinya 
proporsi penambahan faktor produksi proporsional dengan 
penambahan produksi yang diperoleh. 
3. Increasing return to scale, bila (b1+b2 ) > l artinya 
proporsi penambahan faktor produksi akan menghasilkan 
penambahan produksi yang proporsinya lebih besar. 
2 . 2. Analiais Regresi 
2.2.1. Pendahuluan 
Anal isis regresi berkenaan dengan studi 
ketergantungan suatu variabel tak bebas (dependent variable) 
pada satu atau lebih variabel bebas (independent variable). 
Variabel bebas adalah variabel yang mempengaruhi variabel 
tak bebas (variabel respon). 
Dalam penulisannya variabel bebas dinotasikan 
dengan X dan variabel tak bebas dinotasikan dengan Y. 
Sedangkan hubungan kedua variabel tersebut secara matematis 
dapat ditulis sebagai berikut : 
Y • f (X) 
---·----·-<2. 4) 
artinya nilai Y merupakan fungsi dari X. 
Jika ditlnj au dari banyaknya variabel be bas yang 
digunakan maka model regresi linear dapat dibedakan men jadi 
dua yaitu: 
1. Regres1 Linear Sederhana 
··-·-·-·-···-·-···-.. (2 . 5) 
R 
2. Regresi Lineae Berganda 
------------(2. 6) 
Sedangkan menurut pola hubungan parameternya, ada 
dua macam model yaitu 
1. Regresi Linear 
Y - flo + 1l1X1 + e(regresi linear becorder 1) ------- (2 . 7) 
Y - flo + ll,X1 + ~.Xz2 + e(regresi linear berorder 2) 
--------.. (2. 9) 
2. Regresi Non Linear 
a . Bisa ditranformasi dalam ben tuk linear 
y - llo x~· s - ln y - ln ~0 + Ill ln x, + ln e: 
·-·--------·· ( 2 . 9) 
Y• - ~o• + !l,X," + e• 
-------·- ( 2 • 1 0) 
b. Tidak bisa ditransformasi 
Y - ~o X~1 + e ---- ---<2.1!) 
Persarnaan di at as tidak dapat di transformasi, karena 
adanya tanda penjumlahan pada persamaan. 
2.2.2. Metoda Kuadrat Terkecil Biasa (OLS ) 
Metode ini meng atakan bah..,. a berdasar:kan n1la1 
observas1 X dan Y sebanyak n buah, kita akan menentukan 
" nilai llo dan 1!1 sedemikian r:upa sehingga :Ee 1 2 - :E(Y1 - Y1 ) 2 -
uraian d i atas dapat dikatakan b a h..,.a f u ngsi Metode Kuadrat 
Terkecil yaitu meminimumkan jumlah kuadrat gala: (:Ee, 2 ). 
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Penggunaan matrik da1am model regresi linear 
membuat penulisan simbol-simbol yang digunakan dalam r,egresi 
linear menjadi lebih ringkas, sehingga lebih efisien. Untuk 
model regres1 k variabel, kita tulis sebagai berikut : 
Y 1 - llo + II1Xu + ··--·---·-·-·· + ~Xa. + e1 
Y. - llo + II1Xo.~ + ··-·-·-·-·-·-·-·· + ~x... + e. 
Sehingga apabi1a ditu1is da1am notasi matrik, menjadi 
(2. 12) 
dimana 
Y • vektor kolom n komponen 
x • matrik berukuran n x (k+l) 
II • vektor kolom dengan k x 1 komponen 
e • vektor kolom dengan n komponen 
k • banyaknya variabel bebas 
n • banyaknya pengamataan 
dari persamaan (2 .12), didapatkan 
e = Y - XII 
--·-·-·-·-·-·--<2 .13) 
Maka jumlah kuadrat galatnya menjadi 
e' e = (Y - X Ill ' (Y - X Ill 
.. Y' y - II' X ' y - y X II + II' X' X II 
= Y' y - 2 II' X' y + II ' X' X II 
Prinsip metode kuadrat terkecil adalah meminimumkan 
jumlah kuadrat galat dengan jalan menurunkan e'e terhadap II 
secara parsial, sehingga diperol eh : 
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---- - 2X' lC + 2X' X II= 0 
·- ·-·-·-·- · (2 .14) 
A A 
Parameter II akan dituliskan dengan b dan galat e dengan e 
sehingg a menj adi 
a <•' e ) 
- 2X ' Y + 2X' X b = 0 
x•x b • x•y 
(X ' X )-1 • (X ' X) -1 X ' lC 
b • (X ' X) -1 X ' Y 
Y, merupakan persamaan normal dengan syarat lx•xloto atau X' X 
adalah matri k non singular . 
2.2.3. Regre ai Linear Berganda 
Model regresi linear berganda mempunyai lebih dari 
satu variabel bebas, misalkan k variabel bebas . Secara umum 
model tersebut dapat ditulis 
Y - ~ + p,x, + ll.Xz + ----- + ~x. + s. 
--·-·-· (2.1!>) 
dimana : 
Y variabel tak bebas (dependent v ariable) 
X vari abel bebas (independent variable ) 
~ : intersep, yaitu titik potong antara garis regresi 
dengan sumhu tegak Y atau merupa kan nila1 rata-
rata Y jika semua variabel bebas X bernilai nol . 
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slope, menyatalcan besarnya penambahan atau 
pengurangan Y untulc setiap penambahan satu unit 
Xi (i - l,2,J, ____ .,Ic). 
e residual, yaitu selisih nilai respon yang 
sesungguhnya dengan nilai taksiran yang diperoleh 
dari model. 
2.2.4. Analiaia Varian& dan Pengujian Paraa eter 
2.2 . 4.1. Analiais Varian& 
Teknik analisis varians pada prinsipnya adalah 
menguraikan jumlah kuadrat total (Sum Square Total - SST) 
dua lcomponen, yaitu jumlah lcuadrat regresi (Sum Square 
Regression - SSR) dan jumlah kuadrat galat (Sum Square Error 
- SSE). Jadi dengan perlcataan lain dapat 
Gumlah Kuadratl - [ Jumlah Kuadrat J + 
L Total J Regresi 
" 
-1• 1 
ditulis : 
[
Jumlah Kuadrat] 
Error 
------<2.16) 
dengan derajat bebas untuk SST, SSR, den SSE masing-masing 
sebesar (n- 1), (k), dan (n- k- 1). Dan apabila ditulis dalam 
bentuk tabel adalah sebagai beri kut : 
Tabe1 2.1 Analysis of Varians (ANOVA) 
Sumber De raj at Sum of Mean F-ratio 
varians be bas (db) Squares Squares 
Regression k SSR MSR=SSR/k MSR 
Error n-k-1 SSE SSE HSE 
MSE-
n-k- 1 
TO till n-1 SST 
2.2.4.2. Penqujian Paraaeter 
Penguj ian parameter ini dilakuk an untuk mengetahui 
apakah variabel bebas berpengaruh atau tidak terhadap 
variabel tak bebas, baik secara i ndividu maupun secara 
serentak. 
a. Pengujian secara serentak dilakukan dengan uji F yang 
hipotesisnya adalah sebagai berikut 
Ho ~1 - ~z - ~3 - ·-- ------- ~ - 0 
H1 paling sedikit ada satu Ill* 0, untuk 1- 1,2, J, __ .k 
Statistik ujinya : 
MS 
Sehingga pada suatu tingkat signifikansi a tertentu, 
F uoto dapat dibandingkan dengan suatu nilai F yang 
be!:"sesua1an untuk tingkat signifikansi a tert entu daci 
tabel distribusi F, yaitu F~,n-~-1 . ... 
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Kesimpulan : 
Tolak H0 apabila F uoto > F._, •. ._. 1 ,,. , yang berarti paling 
sedikit ada satu variabel X1 yang memberikan pengaruh 
yang berart1 terhadap respon (Y) . 
Terima H0 apabila F, .. ,. " F._, • . ._.1 ,.,. , yang berart i semua 
vanabel X1 tidak memberikan pengaruh yang berart1 
terhadap respon (Y). 
Setelah parameter regresi tersebut diu)1 secara 
serentak dan ternyata H0 ditolak maka perlu diadakan 
pengu j ian parameter regresi secara individu a tau 
parsial. Penguj ian koefisien regresi secara individu ini 
dimaksudkan untuk menentukan variabel mana yang berarti 
dengan menganggap variabel bebas yang lain konstan. 
b. Pengujian secara individu dilakukan dengan uj i t dengan 
hipotesis sebag ai beri kut 
Ho ~l • 0 
H, ~l * 0, j • 1,2, 3, ··-···--..l< 
Statistik UJinya : 
dimana 
bl 
c ... ...., " , dengan t 1 •• ._.11,4/2 
sd (b1 ) 
koefisien regresi variabel bebas ke-j. 
simpangan baku da r i b1 • 
Sehingga pada suatu tingkat signifikansi a tertentu t, .. ,. 
dapat dibandingkan dengan suatu nilai t yang bersesuaian 
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untuk tingkat signifikansi a: tertentu dan tabel 
distribusi t, yaitu t 1.,.~-111a.tz • 
Kesimpulan : 
'l'olak H0 apabila I t, .. ,. I > t 1,.~.111...,2 ,berarti vanabel 
ke-i (X1 :i - 1,2, _ . Jc) rnemherikan pengaruh yang berarti 
terhadap respon (Y) . 
'l'erima H0 apabila I t, .. ,0 I s t 1, --..111a.t2 , berarti variabel 
ke-i (X1;i - 1,2, ...• k) tidak memberikan pengar-uh yang 
berarti terhadap respon (Y) . 
2.2 .4.3. Koefiaien Deter ainaai (R1 ) 
Koefisien determinasi merupa kan u kuran ketepatan 
suatu garis regresi yang diterapkan terhadap suatu kelompok 
data hasil observasi . Makin besar nilai R2 makin tepat garis 
r-egresi tersebut mewakili data observasi. Rz juga digunakan 
untuk mengukur besarnya sumbangan variabel X terhadap 
variasi Y. Selain itu R2 juga digunakan untuk mengulrur 
proporsi keragaman atau variasi total disekitar nilai tengah 
Y yang dapat dijelaskan oleh regresi. Ukuran in1 sering 
diucapkan sebagai presentase. Nilai R2 terletak antara 0 dan 
1 (0SR2Sl). 
R2 diperoleh dengan rumus . : 
0 A 
k (Y,- Y) 2 SSR 
••• R2 • _ __ ....;;....;;.._ __ _ _ __ X 100 = X 100 
SST 
.. -·---·-·-·- ( 2 • 1 7) 
2.3. Asuaai Klaaik 
Agar model persamaan memenuhi sifat-sifat BLUE 
(Best Linear Unbiased Estimator) dan dapat dipergunakan 
untuk membuat estimasi atau perkiraan, maka suatu model 
persamaan harus berdasarkan pada asumsi klasik, sebagai 
berikut : [3) 
1. Nilai rata-rata galat sama dengan nol 1 yaitu E(e1 )•0, 
untuk i - 1 1 2, ... , n 
2. Varian (e1 )• E(e1 ) - ~~ sama untuk semua nilai galat 
(homokedastisitas). 
3 . Tidak ada otokorelasi antara nilai galat 1 berarti 
kovarian (e11 el) - 0 1 bej 
4. Variabel bebas X11 X21 •••••••• 1 X~1 konstan dalam sampling 
yang terulang dan bebas terhadap nilai galat e11 maksudnya 
adalah bahwa walaupun kita mengambil beberapa sampel lagi 
variabel X yang mempengaruhi variabel Y tetap sama. 
5. Tidak ada kol1nearitas ganda (multikolinearitas) diantara 
variabel bebas X. 
6. e, - N (0; ~)I art1nya gal at mengikuti distribusi normal 
dengan rata-rata nol dan varian ~-
2.3.1. Heterokedastiaitaa 
Salah satu asumsi yang penting dalam model regresi 
linear klasik adalah galat s 1 mempunyai varian yang sama, 
artinya Var (e1 ) - E (e1 2 ) • ~. J ika asumsi ini tidak te rpenuhi 
berarti terjadi kasus heterokedastisitas. Heterokedastisitas 
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tidak merusak sifat ketidakbiasan dan lconsisten yang 
merupalcan s1fat dari pemerkira OLS . Namun taksiran parameter 
menj ad1 t1dak efisien a tau varian tidak minimum, sehingga 
sifat taksiran yang diharapkan BLUE tidalc lagi terpenuhi. 
Cara mendeteksi adanya heterokedastisitas 
1. Dengan metode grafik 
Yakni dengan melihat 
antar:a e1% dengan taksir:an 
pola penyebaran dari 
Y. Tujuannya adalah 
plot 
untuk 
mengetahui apakah perkiraan rata-rata Y secara matematis 
berhubungan dengan kuadrat galat (r e s idual) . Ji ka plot 
membentuk suatu pola s1stematis maka menun jukkan adanya 
kasus heterokedastisitas . 
B1la nanti ada keraguan apakah ada lcasus 
heter:okedastisltas atau tidak maka diad akan pengujian dengan 
menggunakan Uji Glejser. 
2. Dengan Uji Glejser 
Setelah memperoleh residual atau galat e1 dari 
r:egr:esi OLS, Glejser: mengusulkan r:egr:e si har:ga mutlak dan 
e,, ya1tu le,l ter:hadap var:iabel bebas X. 
Dalam per:cobaan 1ni, Glejser menggunakan bent uk antar:a lain: 
le,l - ~. + ~1X1 + vt 
dimana v, adalah unsur galat 
Dengan hipotesis sebagai berikut 
Ho a.1% _ ~z _ ... .. ...... _ ~ z _ a.2 
H1 sekur:ang- lcurangnya ada satu ~2 * a 2 
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··-·-·--------·-·· ( 2 . 18) 
Jika keputusan menolak dengan tingkat signifikansi Sl maka 
asums1 adanya heterokedastisitas pada residual terpenuhi dan 
sebaliknya. 
2.3.2. Autokorelaai 
Autokorelasi adalah suatu keadaan dimana residual 
pada periode tertentu (e1 ) berkorelasi dengan residual pada 
periode lainnya (s1). Apabila dalam persoalan regresi 
terdapat ketergantungan antara residual (galat) 1 maka 
didapat autokorelasi yang dituliskan sebagai berikut : 
Adanya kasus autokorelasi t i dak merusak sifat 
ketidakbiasan dan konsisten 1 dan sebagaimana halnya pada 
kasus heterokedastisitasl pemerkira tak lagi efisien (varian 
tidak lagi minimum). Karena pemerkira tidak efisien maka 
interval keyakinan menjadi lebar1 artinya jika semakin lebar 
interval keyakinan maka kepercayaan seseorang terhadap 
kevalidan data akan semakin kecil/sedikit. 
Cara mendeteksl autokorelasi : 
1. Dengan melihat koefisien autokorelasi untuk lag 
1121 31··· ·. 1 k dan dapat dicari dengan rumus : 
t (Y1 - Y) (Y,.._ - Y) 
t"l 
··-·-·-·-·-·-·-·· ( 2 • 20) 
Koefisien korelasi dari data random mempunyai distribusi 
sampling yang rnendekati kurva normal dengan nilai tengah 
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nol dan kesalahan standar (varian) ±Zts, /..Jn. 01eh sebab 
itu lcoefisien autolcorelasi dari sampel harus terletalc d1 
dalam daerah batas signifikan. Dengan dem1kian suatu 
deret data dapat disimpulkan bahwa tidak terdapat kasus 
autokorelasi apab1la koefisien autokorelasi yang telah di 
hitung berada di dalam batas tersebut . 
2. Dengan U)i Durbin Watson (d) 
Statistik uji Durbin Watson (OW ) adalah sebagai be r ikut 
" I: (e,- e,-1l 2 
d - ~·-~·~w------- ··-·-·--·-·-- ( 2 . 21 ) 
Prosedur untuk menguji statisti k d d iterang kan secara 
lebih baik dengan menggunakan bantuan gambar 2 . 1 yang 
menunjukkan bahwa batas d adalah 0 dan 4. Hal ini dapat 
dijelaskan sebagai berikut 
D n n 
I:e2, + I:e\-1- 2 I:e,e. -1 
d ~:z t.-1 t.-2 
- ----------------------
• D 
te2, 
... 1 
--·-·---·- ( 2 • 22} 
Oleh karena I:e2, dan I:e\.1 berbeda hanya satu observasi, 
~2 t=2 
D 
maka nilainya dapat dianggap sama . Oengan membuat te• • 
... 
0 
sama dengan l:e2,.1 , maka persamaan (2 .22) dapat ditulis 
... 
sebagai berikut : 
D 
d - 2 (1 - • .. -·-·-·--·-·-·-.. ( 2 • 2 3) 
- 2 (1 - p) 
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·, 
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Gambar 2.1. Statistik d Durbin Watson [3] 
Keterangan : 
A = tolak Ho, berarti ada autokorelasi positif 
B • daerah tanpa keputusan 
C • terima Ho atau H1 atau keduanya 
0 e daerah tanpa keputusan 
E • tolak Ho, berarti ada autokorelasi negatif 
H~ tidak ada autokorelasi 
Ht• ada autokorelasi 
Oengan uji hipotesis 
Ho p • 0 
Dan pengambilan keputusannya adalah 
d < d. tolak Ho 
tolak Ho 
d. < d < 4-d, terima Ho 
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tidak dapat diambil kesimpulan 
4- du ~ d ~ 4-d~ tidak dapat diambi l kesimpulan 
2.3.3. KenoraalAn Data 
Kenonnalan reSl.dual dilakukan untulc mengetahui 
apalcah resldual dari model berdistribusi normal e1 - N{O,a'). 
Adapun langlcah-langkah yang perlu dilalcukan adalah 
a. Tentukan residual e1 dari persamaan regresi. 
b. Sortir e, dari urutan yang terlcecil sampai terbesar 
lcemudian hitung prosentase kumulatif P, yang sesuai 
dengan e1 , yaitu : 
P, - ( (i - 0, 5) I n ) X 100% 
dimana i - nailc dari residual 
n - banyaknya pengamatan 
c. Mencan luas lcurva dibawah normal N(O, 1) dari -co sampai 
tit1k tertentu q 1 , adalah : 
..... .. .......... (2 . 24) 
d. Suat plot antara e 1 dengan titik- titik yang telah 
d1talcs1r dengan q 1 Tentulcan lcorelasi antara e, yang 
telah disortir dengan q1 yang dilambanglcan dengan p,_.._ 
dengan rumus : 
c 
I: (e.- e) (q,- q) 
Ph1tuna -
,., 
··-·· <2 . 25) 
n D 
I: (e1- e) I: (q,- q) 
a_;1 .; 
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Kemudian membandingkan nilai p..,.1 yang diambil dari tabel 
QQ-plot, dimana n adalah banyaknya pengamatan . Jika 
Plu- > p-.1 maka data berdistribusi normal. 
2.3.4. Multikolinearitas 
Istilah kolinearitas ganda (multikolinearitas) 
diciptakan oleh Ragner Frish di dalam bukunya yang berjudul 
"Statistical Confluence Analysis By Means of Complete 
Regression System" yang berarti bah._.a adanya hubungan yang 
sempurna di antara variabel-variabel bebas dalam model 
regresi. 
Konsekuensi adanya kasus multikolinearitas ialah 
standard errornya (nilai varian) akan tak berhingga (tinggi) 
sehingga perkiraan interval untuk masing-masing koefisien 
regres1 parsul sebenarnya yang mec-upakan pac-ameter menjadi 
sangat lebar yang dapat mengakibatkan perkiraan parameternya 
tidak pasti a tau tidak dapat dipec-kic-akan dengan t ingkat 
ketelltian yang tinggi. Jadi dengan tingginya kolinearitas, 
tidak memungkinkan untuk memisahkan pengaruh secara indivldu 
dari variabel bebas terhadap variabel tak bebas (Y). Atau 
dapat dlkatakan bah._.a apabila variabel-variabel bebas hadir 
secara bersama-sama akan rnempunyai pengac-uh terhadap Y, 
tetapi j i ka berdi ri sendiri- sendin tidak rnemberikan 
pengaruh tec-hadap Y. 
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Cara mendeteksi multikolinearitas : [3] 
l. Nilai R' cukup tinggi yaitu antara 0, 7 sampai l, 0. Bila 
dilakukan UJ~ individu (uji t ) tidak satupun atau sedikit 
sekali koefisien regresi parsial yang signifikan terhadap 
variabel tak be bas Y, dan bila dilakukan uj i serentak 
(uji F) pada umumnya berpengaruh secara serentak. 
2. Membuat regresi untuk setiap X1 terhadap sis a variabel 
bebas lainnya. Jika dilakukan uji F dengan tingkat 
aignifikan a. teC'nyata nilai Fbitun; lebih besar dari r..,cl 
maka disimpulkan X1 te rsebut berkorelasi dengan sisa 
variabel bebas lainnya, sebaliknya bila l ebih kecil 
beC'arti X1 tersebut tidak berkorelasi dan kita dapat 
mempertahankan veriabel bebas tersebut dalam model . 
Cara mengatasi multikolinearitas antara lain dengan : (3) 
l. Mengeluarkan satu atau lebih var iabel yang tidak 
signifikan teC'sebut dengan konsekuensi melakukan 
kesalahan spes~fikasi. 
2. MentC'ansformasi variabel-variabel t ersebut. 
3. Penambahan data baru atau menambah jumlah sampel. 
4. Menggunakan teknik FaktoC' Analysis dan Principal 
Component Analysis. 
S. Dengan adanya informasi aprioC'i (informasi awal) yang 
akan digunakan untuk membandingkan apakah perhitungan 
yang dilakukan sesuai dengan teori ekonomi a tau 
berdasarkan hasil penelitian empiris sebelumnya dimana 
peC'soalan multikolinearitas tidak terlalu seC'ius. 
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6. Menggabungkan data cross section (data yang menggambarkan 
keadaan pada suatu "'aktu tertentu) dengan data berkala 
(data yang menggambarkan perkembangan suatu kegiatan dari 
"'aktu ke..,aktu ) . 
2. 4 . Analieis Ko8pooeo Utaaa 
Prosedur Analisis Komponen Utama ini adalah 
menciptakan variabel-variabel baru Wi dari variabel-variabel 
asalnya Xi yang sa ling be r korelasi melalul suat:u 
transformasi sedemikian rupa sehingga variabel-variabel baru 
itu ortogonal sesamanya . Variabel-variabel baru itu disebut 
Komponen Utama. 
Langkah- langkah Analisis Komponen Utama 
1. Menstandardkan variabel bebas dengan cara 
X - )l 
z 5 ----
cr 
··············- ··(2.26) 
2. Langkah kedua adalah mendapatkan matriks korelasi dan 
variabel yang sudah distandardkan yaitu Z (Z1, 
Zz, ....... ... Zq) • 
1 
l 
R • 
ru ru r~3 .. ··-·-·-·-·· ·-.. 1 
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3. Langkah ketiga adalah mencari vektocc eigen dan nilai 
eigen (dilambangkan dengan Ai) atau matccik R dengan 
car a: 
IR - AII-o 
-·--·-·-- (2 • 2 7) 
dimana L Ai - k (banyaknya variabel independen) 
••• 
Sedangkan vektor dilambangkan dengan yi dapat dicari 
dengan mempergunakan persamaan 
(R - A,I ) y, = 0 
··-·-·-·-·-·-·-·-·· ( 2 • 2 8) 
Vektor eigen digunakan untuk mengembalikan z kedalam 
suku-suku komponen utama w dalam bentuk 
··-·-·-·-·-·-·-·-·-.. ( 2 • 2 9) 
Peubah w, padanan A. yang terbesar disebut komponen utama 
pertama. Komponen ini menjelaskan bagian terbesar dari 
keragaman/var1as1 yang d1 kandung oleh gugusan data yang 
telah dibakukan. Komponen-komponen w, menjelaskan 
proporsi keragaman/variasi yang semakin lama semakin 
kec11 sampai semua keragaman/variasi data terjelaskan. 
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4. Langkah selanjutnya adalah mengetahui variabilitas yang 
diterangkan oleh komponen utama ke- j dengan cara membagi 
nilai (A,) dengan banyalcnya variabel be bas ( k) dan 
di kalikan 100\ 
At /k X 100\ 
N1la1 eigen (A,) yang dipergunakan adalah nilai eigen 
yang lebih besar dari 1 (karena biasanya komponen Wi 
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yang mempunya1 nilai eigen > 1 telah dapat menjelaskan 
proporsi keragaman/variasi yang cukup besar). 
OF Morrison, dalam edisi kedua Multivariate Statistical 
Methods, McGraw-Hill, New York, 1976, menyarankan bahwa 
"--- komponen-Jcomponen dapat dihitung sampai sejumlah 
tertentu proporsi keragaman data yang cukup besar 
(mungkin 75' atau lebih) telah ter-jelaskan." 
5. Hasil diatas kemudian dir-egresikan dan dalam model 
pereamaan yang baru dengan q komponen (q ~ lc ) . 
Y - ~o + ~1W1 + ~.w. + ··-·-·-·-·-·· + ~.,w. 
··-·-·-·-·--·-·-·· (2 . 30) 
2 . 5. Ragresi Gulud 
Prosedur ini bertujuan untuk mengatasi kondisi 
buruk (ill conditioned) yang diaki batkan oleh korelasi yang 
tinggi antar-a beberapa variabel per amal di dalam model, 
sehingga menyebabkan matcik X' X nya hampir- singular- yang 
pada gilirannya menghasilkan nilai dugaan parametec model 
yang tidalc stabil. Misalnya nilai dugaannya bisa mempunyai 
tanda yang salah atau jauh lebih besar dacipada yang 
diperkirakan. 
2 .5.1 . Menalcsir Paraaete r Regreai Gulud 
Dalam bentulcnya yang paling sederhana, proseduc 
r-egcesi gulud adalah sebagai berikut. Misalkan z adalah 
"matrik X" yang telah dipusatkan (ce ntered). Selanjutnya 
?I<. 
untuk model dengan 1: va~:iabel pe~:amal Z1 , Z2 ,.·-·-·-·-·-··• z., 
dihitung vekto~: ni1ai dugaannya b0 (9), dengan ~:umus: 
--·--·-·---<2. 31) 
dimana 9 ada1ah sebuah bilangan pOsitif. Da1am pene~:apannya 
nilai 9 yang mena~:ik da1am selang (0,1). Sedangkan 
b, (9) - (bh (9), b2, (9), ··-·-·-·-··• b .. (9)) ada1ah vekto1: be~:uku~:an 
~:x1 tanpa intenep . Selanjutnya kita memilild sebuah nilai 
9, misalnya 9•. Hoecl dan Kennard mengatakan Ini semua 
dapat digunakan untuk mengatahkan pacta suatu pi1ihan : 
l. Pada suatu nilai 9 tectentu, sistem akan stabil dan 
mencapai cici-cici umum suatu sistem yang octogonal . 
2. Nil ai mutlak koefisiennya tidak akan tidak masuk alcan 
celatif techadap fakto~:nya. 
3. Koefisien dengan tanda yang tampaknya tidak benac- pacta 
e-o akan bec-ubah ke tanda yang benac-. 
4. Jumlah kuadcat sisa tidak akan mencapai ni1ai yang tidak 
masuk akal. Jumlah kuadcat ini tidak akan te~:lalu besat 
celatif techadap cagam/va~:iasi atau te~:lalu besa~: relatif 
techadap j umlah kuadcat sisa minimum. 
Salah satu caca yang mungkin untuk memilih 9* 
dlsac-ankan oleh A. E. Hoerl, Rbr Kennard dan K.F. Baldwin 
dalam makalah meceka "Ridge Regr ession : Some Simultans", 
Communications in Statistic . Mereka be~:pendapat bahwa suatu 
pilihan yang be~:alasan adalah : 
··-·-·-·-·-·-·-·-·· ( 2 . 32) 
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dimana : 
1. r adalah banyaknya parameter selain intersep . 
2. s3 adalah kuadrat tengah sis a dalam tabel anova yang 
d1peroleh dar1 pendugaan terkecil biasa . 
3 . (b.(O))' - (b,.(O), bz.(O), _ ____ , bu(O))' 
- (Su113 bdO), Su113 bz (0) •-····--·, s./tz bu(O)) 
• 
- z dan s,, - I: (Zl, - Zl) 
••• 
Nilai dug a an b0 , b1 , ........... , dan ~ bagi koefisien semula ~o. 
~ •• ··-·····-·• dan j3p dapat dipemleh sebagai berikut : 
b,- a, (S11/S11 ) 112 
bz - liz (S11/Sz2 ) 112 
Dan nila1 dugaan b0 sebagai beri kut 
bo - Y - I: b. z. . .•.•.•.•.•.•.•.•.. ( 2 . 3 3) 
Dan akhirnya diperoleh persamaan baru dimana 
persamaan yang dihasilkan mempunyai koefisien- koefisien yang 
lebih stabil dan memberikan kuadrat tengah galat keseluruhan 
yang lebih kecil . 
2 .5. 2. Gal a t Kua dra t Tenga h (Mean Square &rro r ) 
Regresi gulud biasanya "dibenarkan" oleh pemakainya 
sebagai suatu teknik praktis yang menghasilkan nilai MSE 
yang lebih kecil. Dalam mencari nilai galat kuadrat tengah 
(Mean Square Error) digunakan rumus matemat ik di bawah ini : 
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GK'I' - al '!'RACE (Q(Z' Z)-1Q') + ~. · (Q-S)' (Q- I) ~. ---·-··· (2.34) 
Dengan Q - (I + 9(Z' Z)-1)-1 
V(<21,) - alQ(Z'Z)-1 Q' --·-- --· (2.35) 
Yang merupakan jumlah ragam/variasi bagi unsur-unsur penduga 
gulud Qb. Sehingga dapat dikatak an bahwa jika 9* > 0 maka 
nilai GK'I'(9*) < GK'I'(O). 
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TUGAS AKHIR 
BAB III 
BAIIAj\ DAN \H;:TODOLOGI 
BAB III 
BAHAN DAN METODOLOGI 
3.1. Suaber D~t~ 
Adapun data yang digunakan merupakan data bulanan 
mulai bulan Januari 1996 sampai dengan bulan Desember 1997. 
Data ini merupakan data sekundet", yaitu data yang peneliti 
tidak mengambil secara langsung dari lapangan . Data tet:sebut 
diperoleh dari : PT. SEMEN GRESIK (PERSERO) . 
Secara terinci data yang digunakan dalam penelitian ini 
adalah: 
1. Data tentang jumlah produksi semen Gresik becupa data 
bulanan mulai bulan Januari 1996 sampai dengan bulan 
Desember 1997 dalam satuan ton. 
2. Data tentang jumlah bahan baku semen Gresik (batu kapuc, 
tanah liat, pasir besi, pasir silika dan gypsum) yang 
d1gunakan dalam proses produksi dalam bentuk data bulanan 
mulai bulan Januat:i 1996 sampai dengan bulan Desember 
1997 dalam satuan ton. 
3. Data tentang biaya pemakaian listrik yang berhubungan 
dengan proses produksi dalam bentuk data bulanan mula1 
bulan Januari 1996 sampai bulan Desember 1997 dalam 
satuan ribuan rupiah. 
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4. Data tentang biaya pemakaian bahan bakar dalam bentulc 
data bulanan mulai bulan Januari 1996 sampa1 bulan 
Desember 1997 dalan satuan ribuan rupiah. 
5. Data tentang upah/gaj1 pegawai yang terlibat langsung 
dalam proses pcoduksi semen Gresik dalam bentuk data 
bulanan mulai bulan Januari 1996 sampai bulan Desembec 
1997 dalam satuan ribuan rupiah . 
6. Data tentang biaya produksi (selain upah/gaji pegawai, 
biaya pemakaian listcilc dan bahan balcar) dalam bentulc 
data bulanan mulai bulan Januari 1996 sampai bulan 
Desember 1997 dalam satuan cibuan rupiah. 
3. 2. Metodologi 
3.2.1. Spesitikasi Model 
Salah satu cara untulc membentuk suatu model 
anal1s1s adalah dengan mengadalcan pendekatan secara ekonom1 
antar:a lain ber:dasar:lcan teor:i elconomi dan informasi dari 
perusahaan yang becsangkutan . Yaitu mengenai vanabel-
vanabel yang d1masulckan dalam suatu model persamaan dalam 
hal ini fungsi produksl. 
Variabel-varlabel yang digunakan dalam penelitian ini adalah 
sebagai berilcut : 
• Batu kapur (var:iabel X1 ), sat uan ton. 
• Tanah liat (var:iabel X:), satuan ton. 
• Pasir besi (vaciabel X3), satuan ton . 
• Pasir silika (var:iabel X4), satuan ton. 
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• Gypsum (variabel X3), satuan ton. 
• Biaya pemakaian listrik (variabel X6), satuan ribuan Rp. 
• Biaya pemakaian bahan bakar (variabel X7 ), satuan ribuan 
Rp. 
• Upah/gaji pegawai (variabel X8 ), satuan ribuan Rp. 
• B1aya produksi (variabel X,), satuan ribuan Rp. 
3.2.2. Teknik Pengolaban Data 
Seluruh data sekunder yang diperoleh diolah dengan 
menggunakan paket komputer minitab. 
Langkah- langkah yang dilakukan adalah sebagai berikut : 
l. Meregresikan semua variabel bebas terhadap variabel tak 
bebas (data asli). 
2. Melakukan 
diperlukan . 
pengujian terhadap asumsi-asumsi yang 
3. Mengatasi kasus multikolinearitas yang terjadi yaitu 
dengan menggunakan metode PCA dan Ridge Regression 
(Regren Gulud). 
4. Melakukan 
diperlukan 
pengujian 
setelah 
terhadap 
dilakukan 
asumsi-asumsi yang 
penanganan terhadap 
pelanggaran asumsi multikolinearitas . 
5 . Meregredkan semua variabel bebas terhadap variabel tak 
bebas (data yang telah diln-kan) . 
6 . Melakukan 
diperlukan . 
pengujian terhadap 
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asumsi-asumsi yang 
7. Mengatasi kasus multi kolinearitas yang terjadi yaitu 
dengan menggunakan metode PCA dan Ridge Regression 
(Regresi Gulud). 
aswnsi-asurnsi yang 8. Melakukan 
diperlukan 
pengujian 
setelah 
terhadap 
dilalrukan penanganan terhadap 
pelanggaran asumsi multikolinearitas . 
9. Membandingkan hasil yang didapat (PCA dan Regresi Gulud) 
baik dari data asli maupun dari data yang sudah 
ditransformasi. 
10. Langkah terakhir adalah memilih model yang terbaik . 
TUGAS AKHIR 
BAH IV 
A~ALISIS DATA DAN 
PEMBAllASAN 
BAB IV 
ANALISIS DATA DAN PEMBAHA.SAN 
4 .1. Analisie Data 
4 .1 .1. Peodugaao P'uogsi Produksi Deogao Meogguoakan Metoda 
OLS. 
Setelah meregre s i kan semua variabel bebas terhadap 
variabel tak bebas , maka diperoleh dugaan fungsi produksi 
sebagai berikut : 
Y • 28 - 0,0001 32 X1 - 0,844 x2- 0,020 X3 + 12, 7 x. + 2 5 , 0 X5 
+ 0,000142 x,- 0,000078 x, + 0,000587 Xe - 0,000001 X9 
4.1.1.1 . Setelah diperoleh dugaan funosi produksi , aaka 
laogkah selanjutnya adalah aenguj i koefisien 
regreli sebag;ai berikut: 
1 . Pengujian Koe fisien Reg resi Secara Serentak 
Yaitu untuk menguji semua variabel bebas (X.) 
terhadap variabel tak bebas (Y) . 
Uji hipotesis : 
Ho ~1 • ~z • ····-·-·-·· • j3.. • 0 
minimum ada satu ~l * 0 j = 1 ' 2 ' ··-·-·-·-··· k 
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Tabel q.l. Anova (OLS) Fungs1 Produksi 
Sumber variasi ss df MS 
Regresi 13109271153 9 1456586350 
Residual 655 14 
Total 13109277808 23 
Kenmpulan 
Dengan a - 5%, fw.e1 - F 19, 141 - 2, 65 dan 
r ... ,. - 3, 115E+07 
Berarti frotto > ftol>cl 
47 
F-rat~o 
3, 115£-07 
Maka dapat disimpul kan bahwa paling sedikit ada satu 
variabel bebas (Xtl yang memberikan pengaruh terhadap 
var1abel tak bebas (Y). 
2. Penguj1an Koefisien Regresi Secara Individu 
Uj i hipotens 
HO ~l - 0 
Hl ~l ~ 0 
Dengan a - 5% dan t..,., - t 114110, 015 - 2,145 
35 
Uj i Statistik 
Tabel 4. 2 . Ujl Parsia1 (OLS) Fungsi Produks i 
Pr edictor Coef Stdev t - ratio Kesimpu1an 
x, -0,00013228 0,00009253 - 1,43 diterima 
x2 -0,8439 0, 4277 - 1 , 97 dite rima 
XJ -0,0196 0,1708 - 0, 11 dite rima 
x1 12,749 6,618 1 ,93 d ite rima 
x, 24,9886 0 , 0133 1877,66 d ito 1ak 
x. 0,0001423 0, 0002571 0 ,55 diterima 
x, - 0,0000782 0,0001319 -0,59 d i t e rima 
Xo 0, 0005865 0,0006694 0, 88 diterima 
Xg -0,00000120 0, 00000110 -1 ,09 diterima 
3 . Koefisien Oeterminasi 
Didapatkan ni1al R2 sebesar 100%, artinya besarnya 
sumbangan varlabe1-variabe 1 bebas (X, ) t e rhadap vari an (naik 
turunnya) Jum1ah produks1 seme n (Y) a t au jum1ah keragaman 
yang dapat dl)e1askan o1eh persamaan cegre si ada1ah sebesar 
100%. 
4 .1.1.2. Penquj i a n / Pene1usuran Asua si - a sua s i 
Pengu) ian asums i-asumsi untuk menunjukkan 
kemung kinan adanya a s umsi yang t idak tecpenuhi adalah 
sebagai beri kut : 
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autokorelasi dapat dideteksi dengan menggunalcan uj i Durbin 
Watson. Dari hasil perhitungan (lampiran 3), diperoleh n1lai 
UJl statistik Durbin Watson sebesar 2,43. Tetapi kita t1dak 
dapat menggunakan uj i ini karen a uj i Durbin Watson hanya 
dapat digunakan untuk mendeteksi kasus autokorelasl Jlka 
variabel bebasnya tidak leblh dari 5 buah. 
c. Penelusuran Asumsi Kenormalan 
Pada lampiran (3) didapatlcan korelasi antara 
residual dan nscore adalah 0,976. Dan dari tabel dengan n•24 
dan ex • 5\ didapatkan rw.c1 rcz<:o.osl • 0, 956. Dengan 
hipotesis 
H0 Residual berdistribus i normal 
H1 Residual tidak berdistribusi normal 
r~aka H0 diterima jika rh1 t > rw.e1, dari perhitungan d1 atas 
didapatkan keeimpulan bahwa residual dari model 
berd1str1busi normal dengan mean 0 dan varian a'. 
d. Penelusuran Asumsi Multikolinearitas 
Dari U]i parsial pada tabel 4.2 hanya terdapat satu 
variabel yang signifikan yaitu X5 (variabel bahan baku 
gypsum). Sedanglcan variabel lainnya t1dak signiflkan, 
kondisi 1ni menunjulckan adanya kasus multilcolinearitas. 
Yaitu adanya hubungan korelasi yang tinggi antara variabel 
be bas. 1\rtinya apabila secara bersama-sama variabel be bas 
tersebut berpengaruh terhadap variabel talc bebas. Untuk 
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mengatas1 kasus tersebut digunakan dua metode yaitu Anal1sis 
Komponen Utama dan Ridge Regression (Regresi Gulud) sebaga1 
pembanding. 
4 .1.1.3. Anali ais Koaponen Utaaa 
Pada lampiran (4) didapatkan matrik korelas1 dan 
standarisasi masing-masing variabel bebas yang digunakan 
untuk mencari nilai eigen dan vektor e igennya. 
1,000 0,965 0,965 0,965 0,935 0,849 0, 944 0, 959 0,862 
0,965 1, 000 0, 999 1, 000 0,970 0,903 0,975 0, 994 0,904 
0,965 0,999 1,000 0,999 0,970 0,904 0,974 0,994 0,904 
0,965 1,000 0,999 1 ,000 0,970 0,903 0,975 0,994 0,904 
0,935 0,970 0,970 0,970 1,000 0,913 0,900 0, 952 0,949 
0,849 0,903 0,906 0,903 0,913 1,000 0,838 0,906 0,959 
0,944 0,975 0,974 0,975 0,900 0,839 1, 000 0,982 0,817 
0,959 0,994 0,994 0,994 0,952 0,908 0, 982 1,000 0,893 
0,862 0,904 0,904 0,904 0,949 0,959 0,817 0,893 1, 000 
oari olahan komputer didapatkan nilai eigen dari 
matrik kot:elasi di atas sebagai berikut : 
;., 
-
8,5151 
Az 0, 3174 
A3 .. 0,0882 
>.., 0,0502 
As : 0,0203 
~ 0,0048 
;.., 
-
0,0040 
}.., 
-
0,0000 
}.., 
-
0,0000 
Sedangkan prosentase dari masing-masing nilai eigen 
tersebut adalah sebagai berikut : 
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• 
• 
-
-
-
94,6% 
3,5\ 
1,0% 
0,6% 
0,2% 
0,1% 
0,0\ 
0,0\ 
0,0% 
Dan vektor e1gen adalah 
w, w, 
z, -0,331 -0,251 0 ,425 0,802 -0,039 0,034 -0,006 -0,000 0,000 
z. - 0,341 - 0,138 0,002 -0,179 -0 , 082 -0,287 - 0,280 -0 ,426 -0,696 
z, -0,341 -0,136 0,005 -0,180 -0 ,093 - 0,299 - 0,255 0,818 -0 ,023 
z. - 0,341 - 0,138 0,003 -0 ,179 -0,082 - 0,286 -0 ,281 -0,386 0 ,718 
z$ - 0,335 0,161 0,516 - 0,400 -0,375 o,s12 0,182 -o,ooa -o , ooo 
z, - 0,320 0,544 -0,552 0,303 - 0, 408 0,157 - 0,119 0,001 0,000 
z, -0 , 329 -0,425 -0,386 -0,070 0, 426 0, 603 -0 ,109 0,013 - 0,001 
z. -0,340 -0,160 -0,236 -0,047 -0,020 -0,287 0,847 -0,020 0,002 
Zt -0,320 0,594 0,209 -0,017 0,698 - 0,115 0,018 0,004 - 0,000 
oari vektor eigen di atas kita dapat membuat 
komponen utama yang mas1ng-mas1ng mengandung z,, Z2. Zl , 
............. , Zt yait u varial:>el l:>ebas yang telah distandartkan. 
w, - - o, 33lz,- o, 341z,-o, 341z)- o, 341z.-o. 335Zs- o. noz,- o, 329z,-
0, 340Za- 0, 320Zt 
0, 160Z8+0, 594Zt 
0, 236Za+O, 209Zt 
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01 04 7Z,-o 1 01 1Z9 
0 I 020Z,+O I 698Z, 
0 I 287Z,-O I 115Z, 
0 1 847Z8+0 1 018Z9 
W8 • -0 1 OOOZ 1-0, 426Z,+O, 818Zr0, 386Z. -0 1 004Z,+O, 001Z6+0, 013Z1-
0, 020Z8+0 1 004Z9 
01 002Z8-0, OOOZ9 
Selanjutnya dilakukan pencarian model regresi 
dengan variabel bebasnya yang merupakan komponen di at as. 
Dari kesembilan komponen yang ada ternyata komponen pertama 
sudah cukup memberi kan gambaran pada model. Hal ini dapat 
kita lihat dari prosentase variabilitas yang diterangkan 
oleh komponen pertama tersebut yaitu sebesar 94,6\ dan n~lai 
nilai eigen > 1. Apabila komponen pectama tersebut kita 
regres~kan dengan var~abel tak bebasnya akan kita dapatkan 
persamaan berikut 
" Y • 404579 - eooow, 
1. Penguj1an Koefisien Regresi Secara serentak 
Penguj ian koefisien regresi secara serentak dengan 
hipotesis sebagai berikut : 
41 
Tabe1 4.3. ANOVA (PCA) Metode OLS 
Swnber var1an df ss MS F 
Regresi 1 12534175051 12534175051 479,48 
Residual 22 515102757 25141034 
Total 23 13109277808 
Kes1mpulan : 
Dengan a; • 5%, F, ... , • F(1,zz10, 051 - 4,30 dan futio- 479,48. 
Maka dapat disimpul kan bahwa tolak H0 yang artinya ~l 
signifikan. Dalam arti variabel W1 memang benar dapat 
menjelaskan variabel dependen (Y) . 
2. Pengujian Koefisien Regresi Secara Individu 
Denqan hlpotesis 
Ho ~. - 0 tn,o,o:u- 2,074 
H1 p, ~ 0 
Uji statistik 
Tabel 4.4. Uji Parsia1 (PCA) Metode OLS 
Predictor Coef Stdev t - ratio Kesimpulan 
bl - 8000 365,3 -21,90 to1ak H0 
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Oari tabel di atas dapat disimpulkan bah~a parameter 
tersebut secara statistik cukup signifikan . Artinya variabel 
W1 memberikan sumbangan yang cukup berarti terhadap variabel 
dependen (Y) . 
Kemud1an untuk memperoleh persamaan terakhir dengan 
mengembal1kan W1 ke var1abel X . 
• Y = 404579 - 80005WI 
2 404579 - 8000 (-0, 331Z1 -0, 341Z2 -0, 341Z1 -0, 341Z• -0, 335Zs 
-0, 320Z, -0, 329Z7 -0, 340Ze -0, 320Zp) 
• 404579 + 2648 Z1 + 2728 Z2 + 2728 Z3 + 2728 z. + 2680 Zs + 
2560 Z6 + 2632 z, + 2720 Ze + 2560 z. 
= 404579 + (0,044 x, - 16886, 09) + (0,234 x.- 16767 ,17 ) 
+ (0, 877 X3 - 16769, 74) + (3, 506 X• - 16760, 72) + 
(2,806 Xs- 45414,07) + (0,095 x.- 100312,55) + (0,021 
x, - 9016, 34) + (0, 069 Xe - 15415, 76) + (0, 0004 X0 -
24510, 44) 
- 142726,12 + 0,044 x, + o,234 x. + 0,877 x1 + 3,506 x. + 
2,806 Xs + 0,095 X6 + 0,021 x, + 0,069 Xa + 0,0004 Xo 
Sehingga persamaan terakhir yang dipero1eh adalah : 
• Y • 142726,12 + 0,044 X1 + 0,234 X:+ 0,877 X,+ 3,506 X• + 
2,806 X$+ 0,095 X,+ 0,021 X7 + 0,069 Xe + 0,0004 X, 
3 . Koefis1en Oetenninasi 
Dar:i 1ampir:an (4) di dapatkan nilai R2 sebesar: 
95,6%. Artinya besar:nya sumbangan variabel-var:iabe 1 bebas 
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(Xi) terhadap variasi (naik turunnya) jumlah produksi s~n 
(Y) atau Jumlah keragaman yang dapat dijelaskan oleh 
persamaan regresi adalah sebesar 95,6% sedangkan sis~~a 
yang tidak dapat dlterangkan merupakan nilai res1dual :!an 
model dapat dikatakan cukup baik . 
4.1.1.4 . Regresi Gulud (Ridge Regression) 
Cara lain untuk rnengatasi kasus multik olinear:~as 
adalah dengan rnenggunalcan rnetode Ridge Regress1on (Reg:-esi 
Gulud). Yang langkah-langkahnya adalah sebagai berikut : 
- Meregresikan variabel dependen dengan variabel indepen:!en 
dengan menggunakan Metode Kuadrat Terlcecil (Ordinary Least 
Square) dan didapat persarnaan sebagai berikut : 
Y • 28 - 0,000132 X1 - 0,844 X2 - 0,020 X1 + 12,7 X• + 2:,0 
Xs + 0, 000142 x, - 0, 000076 x, + 0, 000587 X9 - 0, OOC 01 
Xo 
rs2 
- Menentukan n1lai 9, dirnana 9 =---------------
(b, (0))' (b. (0)) 
dirnana 
r • 9 (banyaknya parameter diluar llol 
s2 • 47 (MSE dari pendugaan kuadrat terkecil bia~~ ) 
(b,(O) l' • (Su112bd0), S22112b2(0) , ........... , Soo112bo(0) l 
511 • 4, 795832 
s« • 4, 795830 
s11 = 4, 795830 
Szz • 4, 795833 
Sss ~ 4, 795635 
See ~ 4, 795831 
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4795831 
s,, = 4, 795832 
s •• = 4. 795830 
b1 (0), bz (0) , ............ , b,(O) ada1ah koe fisien pers amaan regresi 
pada kuadrat terkecil biasa (at aU pada e - 0) 1 di dapat 
matrik : 
(b.(O))' - [-0,01 -4,048 -0,096 60,907 119,896 0,001 - 0,000 
o,oo3 -o,ooo ] 
-0,01 
- 4,048 
-0,096 
60,907 
(bz (0)) 119,896 
0,001 
-0,000 
0,003 
-0 ,000 
Perkalian matnk (b.(O))' (b. (O)) • 18101,1 
Maka ni1ai 6 - (9 X 47)/18101,1 - 0,0233688 
- Sete1ah diketahui ni1ai S, dicari ni1ai a 1, az, a,, ai , a$, 
a,, a,, a,, dan a,. Dipero1eh nilai sebagal. berikut 
a, - -0,000000 az - 0,000143 a3 - 0,000057 
a i - -0,002290 as - 0,000054 a, - -0,000002 
a, - -0 ,000000 ae - 0,000001 a, - 0,000000 
Dari nilai-nilai yang diperoleh pad a 1ampiran (5) 
dipero1eh koefisien regresi mela1ui metode regresi 
gulud, yaitu : 
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b, - -0,000000 (4,195830/ 4,195832) 112 - - 0,000000 
ba - 0,000143 (4, 195830/4, 195833) 112 • o, 000143 
ba - 0,000051 ( 4,195830/ 4,195831 ) 112 - 0,000051 
b1 - -0,002290 (4,195830/ 4,195830)uz - -0,002290 
b, - 0,000054 (4, 195830/ 4,195835 ) 1n- 0,000054 
b, - -0,000002 ( 4, 195830/ 41 195832) liZ • - 0,000002 
b, - -0,000000 (4, 195830/ 4, 195830) 112 - - 0,000000 
be • 0,000001 (4, 195830/4, 195831)"2 - 0,000001 
b9 - 0,000000 (4, 195830/4, 195830) 112 = 0,000000 
Sedang kan ni1ai dugaan b 0 di dapat dari rumus sebagai 
berikut : 
,., 
- 404519- 2,6695 
• 404576,3305 
Akhirnya diperoleh persamaan terakhir sebagai beri kut 
" y = 404576,3305 - 0,000000 x, + 0,000143 x. + 0,000057 x, -
0, 002290 X4 + 0, 000054 Xs- 0, 000002 x, - 0, 000000 x, + 
0,000001 Xe + 0,000000 x, 
1 . Uji Koefisien Serentak Regresi Gulud 
oari hasil pengolahan data di dapat tabel a.;ov~S 
sebagai berikut : 
oengan hipotesis : 
Ho ~' • ~z = ··-·-·-·-·· = ~ = 0 
H, mi nimum ada satu ~l * o j = 1' 2' ··-·-·-·-··· k 
46 
Tabel 4.5. Anova (Ridge Reg ressi on) Metode OLS 
Surnber variasi ss d f MS 
Regres1 20,6541 47£+10 9 22 ,94908£+09 
Residual 2,377099E+l0 14 1,69792E+09 
Total 23,031246£+10 23 
Kes1mpulan 
Deng an a - 5%, f w~>o1 - f 19 •141 - 2, 65 dan 
r .. .,. - 13,515996 
Berarti r .. .,. > fw.e1 
f -ratio 
13,515996 
Ma ka dapat disimpul kan bahwa pal i ng sedi ki t ada satu 
variabel bebas (X,) yang memberi kan peng aruh terhadap 
variabel tak bebas (Y) . 
2 . Pengujian Koefisien Regresi Secara Individu 
Uji hlpotesis 
HO p, - 0 
Hl p, -i. 0 
Dengan a - 5% dan t-.1 - tu411o,ozs - 2,145 
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Uj i Statisti k 
Tabel 4 . 6 . Uji Parsia1 (Ridge Regression) Metode OLS 
Pred1ctor Coef Std ev t - ratio Kesimpu:an 
X1 -0,000000 0,00000 - 1 , 00 000 diterima 
Xz 0,000143 0,06124 0, 002 34 dite ruu 
X3 0,000057 0,02489 0 , 00229 d iterima 
x. -0,002290 0,94611 - 0 , 00242 diterimz 
x~ 0,00005 4 0, 00000 5, 4E+03 d i to1ak 
x6 -0,000002 0, 00000 - 2 , 0E+02 d itola k 
x1 -0,000000 0, 0 0000 - 1,00000 diterima 
Xo - 0 , 0000 01 0,00000 - 1 , 0E+02 dito1ak 
x9 0,000000 0, 0000 0 1, 00000 d ite r ima 
3 . Koefisien Determinasi 
Didapatkan nilai R2 sebesar 89, 68%, ar::;.nya 
besarnya sumbangan v ariabel - variabe1 bebas (X1 ) ter~adap 
var1an (nalk turunnya) jumlah p r od u ks i semen ( Y) atau )~lah 
keragaman yang dapat dijelaska n o1eh persamaan re;=esl 
adalah sebesar 89,68%, sehingga d apat disimpulkan =ahwa 
model sangat balk karena n i1ai residualnya 10,32%. 
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4. Pengujian /Penelusuran Asumsi-asumsi 
Penguj ian asumsi-asumsi untuk menunjukkan 
kemungkinan adanya asumsi yang tidak terpenuhi adalah 
sebagai berikut : 
a . Penelusuran Asumsi Heterokedastisitas 
Untuk mendeteksi ada a tau tidak ada leas us 
heterokedastisitas digunakan uji glejser, dengan hipotes1s : 
Ho alz • az• - az• - a• 
H1 sekurang-kurangnya ada satu C£e2 "' cr-2 
Dengan meregresikan absolut s1 terhadap X yang 
diperkirakan mempunyai hubungan erat dengan C£e2 • Oengan 
tingkat kepercayaan 5%, terlihat (lampiran 6 ) nilai 
probabilitas t 111t:uz~q vac-iabel bebas lebih besar (>) dari 5%, 
maka terima Ho yang berarti asumsi ad any a kasus 
heterokedastieitas dalam c-esidual tidak terpenuhi . 
b.l?enelusuran Asumsi Autokorelasi 
Untuk mendeteksi adanya !casus autokorelasi secara 
visual dapat digunakan plot ACF dari residualnya dengan 
batasan i nterval (-1,96/~n, 1,96/~n) - (-0,41, 0,41) dan n -
24. Ternyata semua lag masuk da1am bat as an interval 
(lampic-an 6), sehingga galatnya dapat dilcatakan independen. 
c. Penelusuran Asumsi Kenormalan 
I? ada 1 ampi ran ( 6) didapatkan korelasi ant ara 
res i dual dan nscoc-e adalah 0,978 . Dan dac-i tabel dengan n-24 
.,, 
dan a; - 5\ didapatkan r-c1 - tcH:o,o~• 0, 956 . Dengan 
hipotesis 
H0 Residual berdistribusi normal 
H1 Residual tidak berdistribusi normal 
Maka H0 diterima jika rau• > r..,..1 , dari perhitungan di atas 
didapatkan kesimpulan bahwa residual dari model 
berdistribusi normal dengan mean 0 dan varian cr. 
d. Penelusuran Asumsi Multikolinearitas 
Dari uj i parsial pada tabel 4. 6 hanya 3 vac-iabel 
yang signifilcan (variabel bahan baku gysum, biaya listrik 
dan upah/gaji), artinya hanya 3 variabel bebas yang 
membec-ikan sumbangan yang culcup bec-arti terhadap jumlah 
produksi semen sedanglcan j ilea secara bersama-sama/sec-entak 
vadabel bebas tersebut berpengaruh terhadap variabel tal< 
bebas. 
4 .1.2. Pendugaan Fungsi Produksi Dengan Menggunakan Metoda 
Cobb-Douglas 
Untuk mempermudah interpretasi ekonominya kami 
menggunakan Model Cobb-Douglas . Langkah awal adalah meln-kan 
data asli, kemudian langkah selanjutnya adalah meregresikan 
semua variabel bebas terhadap variabel tal< bebas. 
Setelah meregresilcan semua variabel bebas terhadap 
variabel tak bebas, maka diperoleh dugaan fungsi produksi. 
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~ loliUKPERPUSTAI!AAN I 
"VV ITS 
Cobb-Douglas sebagai be~ikut 
ln Y • 3,24 - 0,000087 ln x. - 0,0014 ln X2 + 0,0022 ln x, + 
0, 00056 ln X4 + 0, 999 ln Xs - 0, 00131 ln x, -
0,000309 ln X7 - 0,000015 ln X8 + 0,000061 ln Xo 
4-1.2.1. Setelah diperoleh dugaan fungsi produksi Cobb-
Douglas , aak& l a nqk&h ••lanjutny a adal a b aenquji 
koefisien regresi sebaga i berikut: 
1. Pengujian Koefisien Regresi secara serentak 
Yaitu untuk mengu j i semua variabel bebas (X,) 
techadap vaciabel tak bebas (Y) . 
Uji hipotes is : 
Ho ~' • P2 • .. -·-·-·-.. • 131., " 0 
minimum ada satu p, ~ 0 j = L 2, ··-·-·-·-··• k 
Tabel 4.7. Anova (Cobb-Douglas) Fungsi Pcoduksi 
Sumbec vaciasi ss df MS F-ratio 
Regresi 0,0782375 9 0,0086931 2,547E+06 
Residual 0,0000000 14 0,0000000 
Total 0,0782375 23 
Kesimpulan 
Oengan a • 5%, Fu~o.t • FcQ,t4l = 2, 65 dan 
r ..... & 2. 547E+06 
Beracti F, • ..,. > Fu~oo1 
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Maka dapat dislmpulkan bahwa pal ing sediki~ ada satu 
variabel bebas (X,) yang memberikan pengaruh t erhadap 
variabel tak bebas (Y) . 
2 . Penguj1an Koefis1en Regresl Secara Indi v i du 
U)l hipoteSls 
HO ~l • 0 
Hl ~l ~ 0 
Dengan a • 5% dan t ...,cl - t 111110 , 023 - 2,145 
Uj i Statistl k 
Tabel 4. 8 . Uji Pars i al (Cobb- Doug l as ) Fungsi Pr oduksi 
Predictor Coef Stdev t - r atio Kesimpul an 
x, -0,0000866 0, 0002765 - 0,31 dite r ima 
x, - 0,00139 0, 03321 - 0,04 dite r ima 
XJ 0,00222 0,03331 0,07 d1terima 
x. 0,000564 0,005308 0,11 diterima 
X3 0,998533 0,001596 625, 78 ditolak 
x, 0,0013070 0,0006585 1,98 ditenma 
x, -0,0003090 0,0003752 - 0,82 diterima 
Xe -0,00001530 0,00007535 -0,20 d i t erima 
x, 0,0000608 0,0004661 0, 13 diterima 
3 . Koefisien Determinas 1 
Di dapatkan nilai R2 sebesar 100%, ar t inya bes arnya 
s umbangan variabel-va r iabel bebas (X1 ) te r hadap varian (nai k 
S2 
turunnya) jumlah produksi semen (Y) atau jumlah keragaman 
yang dapat dijelaskan oleh persamaan r egr esi adalah sebesar 
100\. 
4 .1.2. 2 . Peoguji~o /Peoeluaur~o AaUJllli-~auaai 
Pengujian asumsi-asumsi untuk menunjukkan 
kemungkinan adanya asumsi yang tidak t erpenuhi adalah 
sebagai berikut : 
a. Penelusuran J>.sumsi Heterokedastisitas 
Untuk mendeteksi ada at au tidak ada kasus 
heterokedastisitas pert ama kali adalah dengan metode grafik, 
yaitu membuat plot antara e 11 dengan nilai taksiran Y. 
Terlihat bahwa plot tidal: membentuk s uatu pola 
sistematis, maka menunjukan tidak ad any a I:: as us 
heterokedastisitas (lampiran 7). 
Untuk lebih meyakinkan apakah dugaan itu benar atau 
t1dak maka kita uji dengan menggunakan uji glejser, dengan 
hipotesis : 
Ho 0:11 - Q:z1 - ~· - a:" 
H1 sekurang-kurangnya ada satu a.._2 = a:1 
Dengan meregresikan absolut e 1 terhadap X yang 
diperkirakan mempunyai hubungan erat dengan a.._2 • Dengan 
tingkat kepercayaan 5%, terlihat (lampiran 7) mlai 
probabilitas thitung variabel bebas lebih besar (>) dari 5%, 
maka terima H0 yang berarti asumsi adanya 
heterokedastisitas dalam residual tidak terpenuhi . 
l:asus 
b . Penelusuran Asumsi Autokorelasi 
Untuk mendeteksi adanya kasus autokorelasi secara 
visual dapat digunakan plot ACF dari residualnya dengan 
batasan 1nterval (-1, 96/Vn, 1,96/Vn) - (- 0,41, 0,41) dan n -
24. 'l'ernyata semua lag masuk dalam bat as an interval 
(lamp1ran 7), sehingga galatnya dapat dikatakan independen. 
Selain dilihat dari plot ACF, ada at au tidak adanya kasus 
autokorelasi dapat di deteksi dengan menggunakan uji Durbin 
Watson . Dari hasil perhitungan (lampiran 7), diperoleh nilai 
U) i statistik Durbin Watson sebesar 2,39 . Tetapi kita tidak 
dapat rnenggunakan uj i ini karen a uj i Durbin Wat son hanya 
dapat digunakan untuk mendeteksi kasus auto korelasi ji ka 
variabel bebasnya tidak lebih dari 5 buah. 
c. Penelusuran Asumsi Kenormalan 
Pada lampiran (7) didapatkan korelasi antara 
residual dan nscore adalah 0,985 . Dan dari tabel dengan n•24 
dan a • 5\ dldapatkan r...,.1 
h1potes1s 
H0 Residual berdlstribusi normal 
H1 Residual tidak berdistribusi normal 
0,956. Dengan 
Maka H0 diterima jika rh1t > r...,c1, dari perhitungan di atas 
d1dapatkan kesimpulan bahwa residual dari model 
berdistribusi normal dengan mean 0 dan varian cf. 
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d. Pene1usuran Asumsi Multikolinearitas 
Oari uji parsia1 pada tabel 4. 8 hanya terdapat satu 
variabe1 yang s1gnifikan yaitu X~ (variabe1 bahan baku 
gysum). Sedangkan var1abel lainnya tidak signifikan, kond1si 
inl menun]ukkan adanya kasus mu1tikolinearitas. Yaitu adanya 
hubungan korelas l yang t1nggi antara variabel bebas. Artinya 
apabila secara bersama-sama variabel be bas tersebut 
berpengaruh terhadap variabe1 tak bebas. Untuk mengatasi 
kasus tersebut digunakan dua metode yaitu Ana1isis Komponen 
Utama dan Ridge Regression (Regresi Gulud) sebagai 
pembanding. 
4 .1.1.3. Analioio Koapone o Ut aaa 
Pada lampiran (8) didapatkan mat r i k korelasi dari 
standarisasi masing-masing var iabel bebas yang digunakan 
untuk mencari nilai eigen dan vektor eigennya. 
1,000 0,958 0,958 0,958 0,927 0, 736 0,941 0,500 0,858 
0, 958 1, 000 1,000 0,999 0,967 0, 779 0,978 0,548 0,907 
0,958 1,000 1,000 0,999 0,968 0,779 0,978 0,549 0,907 
0,958 0,999 0,999 1,000 0,967 0, 779 0,979 0,549 0,906 
0,927 0,967 0,968 0,967 1,000 0,821 0,905 0,543 0,944 
o. 736 0,779 0,779 0, 779 0,821 1,000 0,711 0,347 0,853 
0,941 0,978 0,978 0,979 0,905 0, 711 1,000 0,548 0,829 
0,500 0,548 0,549 0,549 0,543 0,347 0,548 1,000 0,391 
0,858 0,907 0,907 0,906 0,944 0,853 0,829 0,391 1,000 
oari olahan komputer didapatkan nilai eigen dari 
matrik korelasi di atas sebagai berikut 
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.A, 
-
7,6420 
At 0,7583 
~ m 0,3691 
A. 0,1265 
As .. 0,0668 
~ 0,0312 
.A, 
-
0,0059 
A. - 0,0001 
A. 
-
0,0000 
sedangkan prosentase dari mas 1ng- mas1ng n1la1 e1gen 
tersebut adalah sebagai berikut 
.Al = 84,9% 
il.a 
-
8,4% 
As • 4,1% 
A. 1, 4% 
As • o. n 
~ 
-
0, 3% 
A, = 0, 1% 
A. 
-
0,0% 
~ = 0,0% 
Dan vektor eigen adalah 
Ill, 
'"• '"• '"• 
lils w. w, lie lilt 
z, 
-0,341 0,026 -0,211 0,161 -0,856 - 0 ,208 -0,004 -0,002 0,001 
z. -0,359 0,002 -0,167 0,026 0,179 0,103 0,378 -0,398 0,706 
z. -0,359 0,001 -0,166 0, 024 0,178 o, 103 0,366 -0, 406 -0,708 
z, 
-0,359 -0,000 -0,169 0,024 0,114 0,108 0,351 0,822 -0,008 
z, 
-0,355 0,045 0,075 -o, 311 -0,123 o, 723 -0, 438 - 0,011 0,004 
z. -0,300 0,322 0,738 O,Sll - 0,016 0,021 0,010 0,002 -0,001 
z, -0,347 -0,059 -0,345 0,361 0,386 - 0 , 261 -0, 637 -0,009 0,005 
z, -0,208 -0,907 0, 345 -0,046 - 0,037 -0,107 0,007 -o.ooo 0,001 
Zt -0 , 336 0,259 0, 227 -0,661 0, 084 - 0,566 -0,061 0,002 0,001 
S6 
Dari vektor e~gen di atas kita dapat membuat 
komponen utama yang masing-masing mengandung Z1 , Zz, z., 
··-·····--··• z, yaitu variabel be bas yang telah distandartkan . 
W, • -0,3~7Z 1-0, 359Zz-O, 359Z3- 01 359Z.-OI 355Zs-O~ 300Z6-0I 3~7Z,­
O I 208Z,-O I 336Z, 
Wz • 01 026Z1+01 002Z1+0 1 001Z3-0 1 OOOZ.+OI 045Z5+01 322Z6-0I 059Z,-
O I 901Z,+O I 259Z, 
W3 - -0~277Z1-0 1 167Z2-0 1 166Zr01 169Z•+0 1 015Z5+01 738Z6-0I 3~5Z,+ 
0 1 345Z8+01227Z9 
w. 0 1161Z1+0 1 026Zz+0 1 024Z3+0 1 024Z.-0 1 31125+0 1 511Z,+OI 367Z,-
01 04628-01 661Z9 
w5 - -o 1 856Z,+O I 17 9Zz-O 1 1 78Z3-0 1 17 4z . -o I l23Zs-O 1 016Z6+0 I 386Z,-
D~ 037Z8+0 1 084Z 9 
W6 - -0 1208Z1+0 1103Z2+0 1103Z3+0 1 108Z. +0 1 723Z5 +0 1 021Z6-0 1 261Z,-
0 I 107Z,-O I 566Z, 
W, - -01 00421+0 1 378Z2+0 1 36623+01 351Z.-0 1 436Z,+O~ 010Z6-0, 637Z,+ 
0, 007Ze-0 1 061Z, 
w, - -0~ 002Z1-01398Zz-0 1 406Z3+01 822z.- 0 1 Ol1Z5 +01 002Z6-0I 009Z,-
O I OOOZ,+O I 002Z, 
w9 - ol 001Z1+0 1 7o6z2-01 7oaz3- ol ooaz.-ol 004z5- ol oo1z6+01 oosz,+ 
01 00121+01 001Z9 
Selan]utnya dilakukan pencarian model regresi 
dengan vanabel bebasnya yang merupakan komponen di atas. 
Dari kesembilan komponen yang ada ternyata komponen pertama 
sudah cukup membedkan gambaran pada model. Hal ini dapat 
kita lihat dari prosentase variabilitas yang diterangkan 
57 
oleh komponen pertama tersebut yaitu sebesar 84,9\ dan nilai 
m.lai eigen > 1. Apabila komponen pertama tersebut kita 
regreznkan dengan variabel tak bebasnya akan kita dapatkan 
persamaan berikut 
A 
ln Y • 12,9 - 0,0207W1 
1. Pengujian Koefisien Regresi secara Serentak 
Pengujian koefisien regresi secara serentak dengan 
h1potes1s sebaga1 berikut : 
Ho ~~ • 0 
Tabel 4. 9. ANOVA (PCA) Metode Cobb- Douglas 
Sumber varian df ss MS F 
Regresi 1 0, 07514 7 0,075147 543,95 
Residual 22 0,003090 0,000140 
Total 23 0,078238 
Kesimpulan : 
Dengan Cl = 5\, F...,., = F(1,22;0,0S! = 4, 30 dan Frauo = 543,95. 
Maka dapat disimpulkan bahwa tolak Ho yang artinya ~~ 
s1gn1fikan. Dalam arti variabel W1 memang benar dapat 
menjelaskan variabel dependen (Y) . 
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2. Pengujian Koefisien Regresi Secara Individu 
Dengan hipotesis 
Ho ~1 • 0 
Uji statutik : 
Tabel 4.10. Ujl Parsial (PCA) Metode Cobb- Douglas 
Predictor Coef Stdev t -rat io Kesimpulan 
bl - 0,0206770 0,0008940 - 23,13 tolak lio 
Dari tabel di atas dapat disimpulkan bahwa par~ter 
tersebut aecara statistik cukup signif i ka n . Artinya var1abel 
W1 member1kan sumbangan yang cukup bera rti terhadap variabel 
dependen (Y) • 
Kemudian untuk memperoleh persamaan terakhir dengan 
mengembal1 kan W1 ke var1abel X. 
A 
ln Y = 12,9 - 0,0207W, 
= 12,9 - 0, 0207 (- 0, 347Z, - 0, 359Z2 -0, 359Z, - 0, 35SZ• -
0, 355Z5 -0, 300Z, -0, 347Z7 -0,208Z8 - 0, 336Zp) 
= 12,9 + 0,00718 z, + 0,00743 z. + 0,00743 Zl + 
0,00743 z. + 0,00731 Zs + 0, 00621 z. + 0, 00718 z, + 
0,00431 Ze + 0, 00696 Zp 
-
12 , 9 + (0,045 ln x, - 0,580) + (0, 046 ln X: -
0,509) + (0,046 l n X3 - 0, 449) + (0,046 ln x. -
0,38 4) + (0 ,125 ln Xs - 1 , 215) + (0, 17 3 ln x. -
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2, 393) + (0, 024 ln X7 - 0, 295) + (0, 019 ln Xo -
0,232) + (0,068 ln X9 - 1,219) 
- 5,624 + 0,045 ln X1 + 0,046 ln Xz + 0,046 ln X, + 
0,046 ln X4 + 0,125 ln Xs + 0,173 ln x, + 0,024 ln x, 
+ 0,019 ln X8 + 0,068 ln x, 
Seh1ngga persamaan terakhir yang diper oleh adalah 
A 
ln y - 5,624 + 0,045 ln x, + 0,046 ln x. + 0,046 ln x3 + 
0,046 ln X4 + 0,125 ln x5 + 0,173 ln x, + 0,024 ln x, 
+ 0,019 ln Xe + 0,068 ln x. 
3 . Koefisien Determinasi 
Dari lampiran (6) didapatkan nilai R2 sebesar 
96, 0%. Artinya besarnya sumbangan var iabel-variabel bebas 
(Xi) terhadap var1as1 (naik t urunnya) jumlah produksi semen 
(Y) atau jumlah keragaman yang dapat dijelaskan oleh 
persamaan regresi adalah sebesar 96,0% sedangkan sisanya 
yang tidak. dapat diterangkan merupak.an nilai residual dan 
model dapat dikatakan cukup bai k. 
4.1.2 . 4. Reqresi Gulud (Ridge ReqressioD) 
Cara lain untuk mengatasi kasus multikolinearitas 
adalah dengan menggunakan metode Ridge Regression (Regresi 
Gulud). Yang lang kah-langkahnya adalah sebagai beri kut : 
- Meregresikan variabel dependen dengan variabel independen 
de ngan menggunakan Met ode Cobb-Douglas dan d i dapa t 
persamaan sebagai berikut : 
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ln y "' 3124 - 01000067 ln x, - 010014 ln x2 + 010022 ln x, 
+ 0~ 00056 ln x. + 0~ 999 ln Xs - 0~ 00131 ln x, -
0~000309 ln X7 - 01000015 ln X6 + 0~000061 ln Xt 
- Menentulcoan niloai 9 1 dimoana 9 - -------
(b. (0)) I (b. (0)) 
dimana 
r • 9 (banyaknya parameter diluar ~o) 
s 2 • 3.10"9 (MSE dari pendugaan kuadn:t terkecil 
bias a) 
(b,(O))' = (Su112b,(0), S22112b2(0) ~ ··-·-·-·-··~ Stt112bt l0)) 
Su = 41 795830 
s •• - 4' 795632 
s, : 41 795828 
s22 = 4, 795830 
Sss • 41 795832 
See = 4~ 795631 
S11 = 479583 1 
s" = 4~ 795832 
Stt = 4 I 795832 
bdO>~ b2(0)~ ............ , bt(O) adalah koefisien persarr.aan regresi 
pacta kuactrat terkecil bias a (at au pacta e = 0) I ct1 dapat 
matrik : 
(b.(O))' • [-0~00042 -0~00671 0~01055 0~00269 4~79104 
- 0100028 -0100148 -0100007 0,00029] 
(bz(O)) = 
-0,00042 
-o, oo671 
0,01055 
0100269 
4179104 
-0100026 
-0, OOH8 
-0,00007 
0,00029 
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Perka1ian matcik (b. (O))' (b.(O)) -22,9542 
Maka ni1al 9 • (9 X 0,000000003)/22,9542 - 0,000000001 
- Setelah diketahui nilai e, dicaci nilai a1 , a., a 3 , a~, a~, 
a6 , a 7 , a8 , dan a 9 • D1peco1eh nilai sebagai berikut : 
a 1 - 0, 000001 a 2 - 0, 000467 a 3 - -0,000453 
a4 - -0,000023 as - 0, 000011 a6 - -0,000001 
a, - 0, 000002 a8 - 0, 000000 a 9 - o, 000001 
Daci nilu-nilai yang dipecole h pada lampican (9) 
diperoleh koefisien regcesi melalui metode regres1 
gulud, yaitu : 
b,- 0,000001 (4, 795832/4,795830) 112 = 0,000001 
b2 • 0,000467 (4,795832/ 4, 795830 ) 112 - 0,000467 
b3 - - 0,000453 (4,795832/4,795831) 1n - - 0,000453 
b~ - - 0,000023 (4, 795832/4, 795832) 112 -0,000023 
bs • O,OOOOll (4,795832/4,795832) 112 - O,OOOOll 
b6 - -0,000001 (4,795832/4,795832) 1n- - 0,000001 
b,- 0,000002 (4,795832/4,795828) 112 - 0,000002 
be • 0,000000 (4 1 795832/4, 795831) 112 • 0,000000 
b, - 0,000001 (4, 795832/4, 795832) 112 = 0,000001 
Sedangkan ni1ai dugaan b0 di dapat dari rumus sebagai 
benkut : 
p 
bo • Y + E b, Z, 
,., 
- 12,909 + 0,000007 
- 12,909007 
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Akhirnya diperoleh persamaan terakhir sebagai berikut 
A 
ln Y "' 12,909007 + 0, 000001 ln X1 + 0, 000467 ln x, -
0, 000453 ln X3 - 0, 000023 ln X4 + 0, 000011 ln Xs -
0, 000001 ln x, + 0, 000002 ln X7 + 0, 000000 ln Xe + 
0,000001 ln Xo 
1 . Uji Koefisien serentak Regresi Gulud 
oar1 has11 pengolahan data di dapat tabel anova 
sebaga1 berikut : 
Oengan hipotesis : 
minimum ada satu ~' "' 0 j ; 1' 2' ........... , k 
Tabel 4.11. Anova (Ridge Regression) Metode cobb-Douglas 
Sumber variasi ss df MS f-ratio 
Regresi 0,12998 9 0,01443 3, 35561 
Residual 0,06020 14 0,00430 
Total 0,19008 23 
Kesimpulan 
2,65 dan 
r ....... 3, 35561 
Berart1 < ...... > ft.Ah. l 
Maka dapat disimpul kan bahwa paling sediklt ada satu 
variabel bebas (X,) yang memberikan pengaruh terhadap 
variabel tak bebas (Y). 
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I ~ IIIUK mi,USTAIWN ) ~0) 'lTC' 
2. Pengujian Koet1sien Regc-es1 Secac-a Individu 
Uji hipotesis 
HO ~l • 0 
H1 ~l ~ 0 
dengan a - 5% dan t...,d - t 11111o,oz• - 2,145 
Uji Statistik 
'!'abel 4.12. Uj i Par:sial (Ridge Reg c-ession) Metode Cobb-
Douglas 
Predictor: Coef Stdev t - c-atio Kesimpulan 
){1 0,000001 0,3000 0, 0 00003 di ter:ima 
){2 0,000467 36,4383 0, 000012 diter:ima 
X3 - 0,000453 36, 5565 f-0,000012 diter:ima 
x. - 0,000023 5,8318 f-0, 000004 diterima 
x. 0, 000011 0,0000 3,666667 ditolak 
x, - 0,000001 0, 7211 0,000001 d1terima 
x1 0,000002 0,4123 0,000005 ditec-ima 
x. 0,000000 0, 10000 0,000000 diterima 
x, 0,000001 0,50990 0,000002 diter:ima 
3 . Koet1s1en Dete~1nas1 
Oidapatkan nilai R2 sebesac- 68,33%, ac-t1nya 
besar:nya sumbangan varlabel-variabel bebas (X 1 ) ter:hadap 
varian (nalk turunnya) jumlah produksi semen (Y) atau Jumlah 
ker:agaman yang dapat dijelaskan oleh persamaan regresi 
adalah sebesar: 68,33%, sehingga dapat disimpulkan bahwa 
model sangat baik kar:ena n1lai r:esidualnya 31,67%. 
4. Pengujian /Penelusur:an Asumsi- asumsi 
Pengujian asumsi-asumsi untuk menunjuklcan 
lcemungkinan adanya asumsi yang tidak ter:penuhi adalah 
sebaga1 berikut : 
a. Penelusur:an Asums1 Heter:okedastisitas 
Untulc mendeteksi ada at au tidak ada kasus 
heter:okedast1sitas digunakan uji glejser, dengan hipotes1s : 
Ho alz - azz - ~z - aZ 
H1 sekur:ang-kur:angnya ada satu <:l.t.z -ct a 2 
Dengan mer:egr:esikan absolut e 1 terhadap X yang 
diper:kir:alcan mempunyai hubungan e rat dengan <:~.t.2 • Dengan 
ting kat keper:cayaan 5%, terlihat (lampi ran 10) mlai 
probabilitas thitung vari abel bebas lebih besar (> ) dar! 5%, 
maka ter:ima Ho yang ber:arti asumsi ad any a leas us 
heterokedastisitas dalam residual tidak t erpenuhi . 
b.Penelusur:an Asumsi Autokor:elasi 
Untulc mendeteksi adanya kasus autokorelasi secar:a 
vlSual dapat digunakan plot ACF dari residualnya dengan 
batasan lnterval (-1,96/Vn, 1,96/Vn) - (- 0,41, 0,41) dan n • 
24 . Ternyata semua lag masuk dalam bat: as an inter1:al 
(lampiran 10), sehingga galatnya dapat dikatakan independen. 
c. Penelusuran Asumsi Kenormalan 
Pad a 1 ampi ran ( 10) didapatkan kore1asi an:ara 
~es1dual dan nsco ~e adalah 0,964 . Dan da~i tabel dengan r.• 2 4 
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dan a 
h1.potesis 
5 \ didapatlcan r-w.c1 
H0 Residual ber-distr-ibusi nor-mal 
H1 Residual t1dalc ber-distr-ibusi nor-mal 
0,956. Dengan 
Male a H0 diter-ima j ika t"bn > r-_.,, dar-i per-hi tung an di at as 
didapatkan lcesimpulan bahwa r-esidual dad model 
ber-diatr-1bus1 nor-mal dengan mean 0 dan vacian a'. 
d. Penelusur-an Asumsi Multikoli neacitas 
Daci uji par-sial pada tabel 4.12 hanya val:iabel 
bahan baku gypsum yang signifikan, ar-tinya hanya variabel 
gypsum yang member-ikan s umbangan yang culcup berar-ti terhadap 
j umlah pr-oduksi semen sedang kan j i ka secara becsama-
sama/serentak vaciabel bebas tersebut berpengaruh terhadap 
variabel tak bebas . 
4 . 2. Pellbabaaan 
Untuk menduga fungs1 pr-oduksi semen Gres1k 
digunakan 4 metode, ya1tu OLS, Cobb-Douglas, PCA, dan R1dge 
Regress1on. Dalam hal ini OLS dan Cobb-Douglas d1gunakan 
untulc pendugaan pertama sedanglcan PCA dan Ridge Regression 
untulc mengatasi masalah multilcolinearitas yang timbul pada 
pendugaan pertama. Oari kedua metode yang digunalcan untuk 
mengatasi kasus multilcolineacitas pada penelitian lcali ini, 
metode yang terbaik dan sesuai untuk pendugaan OLS dan Cobb-
Douglas adalah analisis lcomponen utama, sedangkan pendugaan 
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untuk fungsi produksi yang terbaik adalah metode Cobb-
Dougla~. Hal ini dapat dilihat dari tabel berikut ini 
Tabel 4.13. Perbandingan antara OLS, Cobb- Douglas, PCA, dan 
Ridge Regression 
Met ode OLS Cobb-Douglas 
PCA Regresl Gulud PCA Regresi Gulud 
Variabel Koefisien 
x, 0, 044 -0,000000 0,045 0,000001 
Xz 0,234 0, OOOH3 0,046 0,000461 
X3 0,877 0,000057 0, 046 -0,000453 
x. 3,506 -0,002290 0,046 - 0,000023 
Xs 2,806 0,000054 0,125 0, 000011 
x, 0,095 -0 ,000002 0,173 -0, 000 00 1 
x, 0,021 - 0,000000 0,024 0,000002 
Xe 0,069 0,000001 0,019 0, 000000 
x. 0 0004 0 000000 0 068 0,000001 
MSE 25141034 l,697928E+09 0,00014 0,0043 
Rz 95,6\ 89,68\ 96,0\ 68,33\ 
Oarl perbandingan antara metode PCA dan Regres1 
Gu1ud ternyata metode analisis komponen utama adalah metode 
yang pallng sesuai, hal ini dapat dilihat dan nilu R2nya 
yang pallng besar. Selain itu regresi gulud juga tidak dapat 
dlpilih karena U)i parsulnya tidak s ignifikan. Sedangkan 
metode pendugaan pertama yang paling sesuai adalah metode 
Cobb-Douglas, hal inl dapat di1ihat dari R2-nya yang besar. 
Selain itu juga dapat dilihat dari analisis data pada sub 
bab lalu d1mana semua nilai I t - r asio I semuanya menolak H0 • 
Akhirnya fungsi produksi yang diharapkan adalah : 
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semuanya menolak H0 • Akhimya f ungsi produksi yang 
diharapkan adalah : 
" 
Y - 276,995 (X1XzXaX"l 0 '0*xj0'12SX6°' 11~7°'02"x8°•01"x9°·068 
Oari pengujian asumsi yang telah dilakukan pada sub bab lalu 
didapatkan bahwa semua asumsi klasik telah terpenuhi. 
Jumlah produksi semen Gresik dipengaruhi oleh 
bahan baku batu kapur I bah an baku tanah Hat, bahan baku 
pasir besi~ bahan baku pasir silika~ bahan baku gypsum, 
biaya pemakaian Hstrik~ biaya pemakaian bah an bakar, 
upah/gaji pegawai dan biaya produksi. Dari model diatas 
bukan berarti tidak ada keterkaitan antara variabel 
bebasnya, karena setiap perubahan variabel bebas yang satu 
selalu dii kuti dengan perubahan variabel bebas yang lain. 
Model yang telah tertulis d iatas hanya 
me nun jukkan pola hubungannya saja, dan tidak dapat digunakan 
untuk meramalkan. Tanda pacta model diatas menunjukkan pola 
hubungan adalah bahwa setiap penambahan faktor-faktor 
produksi (bahan baku batu kapur I tanah Hat I pasir besi. 
pasir sili ka~ biaya pemakaian listrikl biaya pemakaian bahan 
bakar, upah/gaji pegawaL dan biaya produksi akan 
meningkatkan jumlah produksi semen. 
Sedangkan untuk interpretasi digunakan model 
sebagai benkut 
" ln Y - 12 1 9- 0 1 0207W1 
Yang artinya bahwa setiap penambahan 1 satuan W1 (terd1.ri 
dari variabel bahan baku batu kapur, bahan baku tanah liat, 
bahan baku pasir besi, bahan baku pasir silika, bahan baku 
6S 
gypsum, biaya pemakaian listrik, biaya pemakaian bahan 
bakar, upah/gaji pegawai dan biaya produksi) akan menurunkan 
jumlah produksi semen sebesar 0,0207 satuan . 
Variabel bahan baku batu kapur, tanah liat, pasir 
besi dan variabel bahan baku pasir silika s aling berhubungan 
satu sama lain (merupakan satu satuan) . Setiap perubahan 1 
satuan variabel bahan baku batu kapur akan merubah variabel 
tanah 1iat, pasir besi dan pasir sililca sebesar 1 satuan 
Dari lcesembilan lcomponen yang ada ternyata lcomponen pertama 
sudah culcup memberikan gambaran pada model. 
Hubungan antara i nput dan output ini dapat 
diformulasikan ol eh sebuah fungsi produksi y ang dalam bentuk 
matematisnya dapat ditulis s ebaga i be ri lcut : 
A 
ln Y • 5,624 + 0,045 ln X1 + 0, 046 l n x. + 0,046 ln X3 + 
0,046 ln X4 + 0, 125 l n Xs + 0, 173 l n x, + 0,024 ln x, 
+ 0,019 ln Xe + 0,068 ln X9 
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TUGAS AKHIR 
BABV 
KESI:\JPl.L\. '-,1 D..\1" SARAN 
BAB V 
KEJIMPULAN DAN SARAN 
5 .1. Kesiapulao 
Bebe~apa kesimpulan yang telah dapat diambil da~i 
penel1t1an ini adalah sebagai be~ikut : 
1. Be~titik tolak da~i analisa data yang telah dilakukan 
pada bab itu maka metode pendugaan pe~tama yang te~baik 
adalah metode Cobb-Douglas, sedangkan metode yang 
te~baik untuk rnengatasi kasus multikolinea~itas yang 
timbul adalah Ridge Reg~ession . Per samaan yang diperoleh 
adalah 
" 
2. Jurnlah p~oduksi semen seca~a lang sung dipenga~uhi oleh 
bahan baku batu lcapur (Xtl, tanah liat (X:), pasir besi 
(X3 ), dan pasir silika (X4 ) yang saling berhubungan satu 
dengan yang lain. 
Adapun hubungan anta~ bahan baku tersebut adalah be~bentuk 
suatu pe~band~ngan 
x, Xz : X3 : X4 - 80 : 15 : 4: 1 
Selain ~tu hasil produksi juga dipengaruhi oleh bahan baku 
gypsum (X.), biaya pemakaian listrik (X6), biaya pemaka1an 
bahan balca~ (X,), upah/gaji pegawai (X8), dan biaya p~oduksi 
(X,) . 
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5.2. Saran 
Ber::dasar::kan analisis statistik dalam pendugaan 
fungsa pr::odulcai semen Gresi lc , malca penulis beri kan sar::an 
bagi par::a peneliti yang menggunalcan data serupa untuk 
memper::kembangkan Metode Analisis Lanjut antar::a lain " Metode 
Analins Campur::an·: 
7 1 
TUGAS AKHIR 
DAFTARPt ~STAKA 
DAFTAR PUSTAKA 
1. Semen Gresik. 1997 . "Laporan Tahunan (Annual Report)", 
Penerbit PT. Semen Gresik Tbk. 
2 . orapper, N. 
EdiSl 
Jakarta . 
dan H. Smith . 1992. "Analisis Regresi Terapan", 
Kedua, Penerbit PT . Gramedia Pustaka Utama 
3 . Supranto . J . 1993. "£konometrik", Lembag a Penerbi t 
Fakultas Ekonom1 UI, J akarta. 
4 . R1chard, A.B. 1986 . "Teori Mikro £Jconomi", Edisi Kedua, 
Penerbit Erlangga, Jakarta . 
5 . Sukartawi. 1990. "Teori £konomi Produksi", Penerbit 
Fakultas Ekonomi UI, Jakarta . 
TUGAS AKHIR 
• 
LA~WIRAN 
LAMPIRJ\111 1 
DATA ASLI FUI~SI PRODUKSI SKHKR ~RKSIK 
TAHUlll 1996-1997 
y X1 X2 X3 X4 
375243 309870 58100 15493 3873 
382311 316091 59267 15604 3951 
378100 392195 58536 15609 3902 
394501 319026 59629 15901 3975 
390122 313848 58846 15692 3923 
385055 325502 61031 16275 4066 
386011 330752 62016 16537 41 34 
380930 314704 59007 15735 3933 
385313 328792 61648 16439 4109 
390033 336940 63176 16647 4211 
388403 334380 62696 16719 4179 
391005 342272 64176 17113 4278 
399524 407260 76365 20364 5091 
406136 412523 77496 20606 5166 
H1917 426152 79059 21082 5270 
415030 427591 80173 2137!l 5344 
425177 Q37172 82082 21666 5472 
420918 432444 81083 21622 5405 
426273 448660 84123 22433 5608 
430233 454211 85164 22710 5677 
432314 458723 86010 22936 5734 
441301 461373 86507 23069 5767 
445416 464266 87049 23213 5803 
446625 467376 67633 23368 5642 
Keterangan : 
Y - Jumlah produksl semen gresik (satuan ton) 
X1 • Jurnlah bahan baku batu kapur (satuan ton) 
Xz - Jum1ah bahan baku tanah liat (satuan ton) 
X3 - Jurn1ah bahan baku pasir besi (satuan ton) 
xi - Jum1ah bahan baku pasir si1ika (satuan ton) 
DATA ASLI FUWGSI PRODUKSI SBMBB GRESIK 
TAHUW 1996 -1997 (lanjutan) 
X5 X6 X7 x8 X9 
15009 1005022 296105 176143 58071177 
15292 1011433 302287 179014 59019987 
15124 1018016 299419 181997 60945556 
15380 1023697 304111 185111 62900111 
15204 1033034 307342 183067 62101055 
15402 1019112 309507 189467 63167999 
15440 1038991 310689 193431 64701999 
15237 1045333 314211 190011 63811164 
15412 1050022 312434 195121 65641234 
15601 1052145 315566 197551 66111454 
15536 1056336 317001 198968 69609977 
15640 1060118 319413 199011 71217879 
15980 1059675 547009 250108 68568897 
16245 1062446 550988 2 45099 71096597 
16476 1068312 549009 253433 70611099 
16601 1065885 552135 259698 73001881 
17007 1069913 555121 256112 72978443 
16836 1073211 554319 268 411 72405011 
17050 1077466 560201 266177 74763054 
17209 1085101 556044 270044 73891087 
17292 1082959 558010 271901 77101916 
17652 1088145 561417 273009 80409987 
17816 1095310 562781 274901 82801401 
17945 1099159 563155 275515 85001033 
Keterangan : 
X$ - Jum1ah bahan baku gypsum (satuan ton) 
X6 • B1aya pemakaian 1istrik (satuan ribuan Rp.) 
x, • B1aya pemakaian bahan bakar (satuan ribuan Rp.) 
Xe • Upah/gaji pegawai (satuan ribuan Rp.J 
X9 - B1aya produksi (satuan ribuan Rp . ) 
LAMP IRlllll 2 
DATA FURGSI IIRODUKSl SI!:MKli GRKSIK DALAM Llll 
ln Y ln X1 ln x2 ln X3 ln X4 
12.8353 12.6439 10.9699 9 . 6481 8.2617 
12.8539 12 .6637 10 . 9898 9.6686 8 .2817 
12.8429 12.8795 10.9773 9.6556 a . 2692 
12 . 8597 12.6698 10.9958 9.6741 8.2877 
12.8482 12.6566 10.9826 9. 6609 8.2746 
12.8611 12.6793 11.0191 9. 6973 8.3109 
12.8636 12.7091 11.0365 9. 7133 8. 3270 
12.8503 12.6593 10.9854 9.6636 8. 2771 
12.8618 12.7031 11 . 0291 9.7074 8 . 3091 
12.8739 12.7276 11 . 0536 9.7319 8.3454 
12.8698 12.7200 11.0460 9 . 7243 8.3378 
12.8764 12 . 7433 11.0693 9 . 7476 8 . 3612 
12 . 8980 12.9172 11.2432 9.9215 8 . 5352 
12 . 9144 12.9300 11.2579 9.9362 8 . 5498 
12.9285 12 . 9519 11.2779 9.9562 8. 5697 
12 . 9361 12 . 9659 11.2919 9.9702 8 . 5837 
12 .9602 12.9894 11.3154 9.9937 8 . 6073 
12 . 9501 12.9772 11.3032 9.9815 8.5950 
12 . 9628 13 .0140 11.3400 10.0182 8.6319 
12.9720 13 . 0263 11.3523 10 . 0305 8.6441 
12.9769 13 . 0362 11.3622 10 . 0404 8. 6541 
12.9974 13 . 0419 11.3679 10.0462 8.6599 
13.0067 13 .0482 11 . 3727 10.0524 8.6661 
13 .0139 13.0548 11 . 3809 10.0591 8. 6728 
Keterangan : 
ln Y - Jum1ah produksi semen gresik (sat uan ton) 
1n xl - Jum1ah bahan baku batu kapur (satuan ton) 
ln Xz - Jumlah bahan baku tanah 1iat (satuan ton) 
ln x3 - Jumlah bahan baku pasir besi (satuan ton) 
ln X, - Jumlah bahan baku pasir silika (satuan ton) 
DATA I!'UI!IGSI PROOUKSI SI!MI!::tl GRBSIK OALllM LJI 
(lanjutan) 
ln x5 ln X6 ln X7 ln X8 ln X9 
9.6164 13.8205 12. 5984 12 . 0790 17.8771 
9.6350 13.8268 12 . 6191 13.0952 17 . 8933 
9 . 6240 13.8333 12.6090 12 .1117 17 . 9254 
9.6408 13 . 8389 12 .6251 12 . 1287 17.9570 
9 . 6293 13.8480 12.6357 12 .1176 17 . 9442 
9. 6421 13 . 834 4 12. 6427 12 . 1519 17 .9613 
9.6447 13.8537 12.6465 12.1726 17.9853 
9 . 6314 13 . 8598 12 . 6578 12 . 1548 17 . 9715 
9 . 6429 13.8643 12 . 6521 12 . 1813 17.9997 
9 . 6550 13.8663 12.6621 12.1937 18.0068 
9 . 6509 13.8703 12.6666 12.2009 18.0612 
9 . 6575 13.8738 12 .6742 12 . 2011 18.0812 
9 . 6790 13.8734 13.2122 12.4296 18.0433 
9 . 6955 13 . 8760 13 . 2194 12.4094 18.0795 
9.7096 13.8915 13 .2159 12 .4429 19.0726 
9.1172 l3 . 8793 13 .2226 12.4672 19 . 1059 
9.7413 13.8930 13 . 2269 12.4533 19.1056 
9. 7311 13 . 8861 13 . 2254 12.5002 18 . 0977 
9.7439 13 . 8901 13 .2360 12.4919 18.1298 
9.7531 13 . 8971 13 .2286 12.5063 18.1181 
9.7578 13.8952 13 .2321 12.5131 18 . 1606 
9. 7186 13 . 9990 13 .2382 12.5172 18 . 2026 
9.7878 13.9065 13 .2406 12.5241 18 . 2234 
9.7950 13 . 9100 13 .2413 12.5263 18.2581 
Keterangan : 
1n Xs - Jum1ah bahan baku gypsum (satuan ton) 
1n X, - Biaya pemakaian 1istrik (satuan ribuan Rp.) 
1n X7 • Biaya pemakaian bahan bakar (satuan ribuan Rp . ) 
1n Xe - Upah/gaji pegawai (satuan ribuan Rp . ) 
1n X0 • Biaya produksi (satuan ribuan Rp.) 
LMIPIRAli 3 
(lii)OEL OLS) 
HIXDIKBA ICABOB MOLTIKOLDLUITAS 
Correlation. (tear•on> 
T n J2 X4 16 
n O.iJ5 
J2 0. 970 0 . 965 
J3 0. 970 0.965 1.000 
14 0.970 0.965 1.000 1.000 
J5 1.000 0.935 0.970 0 . 970 0.970 
X6 0.913 0.849 0. 903 0.904 0.903 0.913 
X7 0. 900 0.944 0.975 0.974 0.975 0.900 0 . 938 
X9 0 .952 0.959 0.994 0.994 0.994 0. 952 0.909 0.992 
ldl 0.949 0.962 0.904 0.904 0.904 0.949" 0.959 0.917 
X9 
X9 0.993 
aegzeeeion Analysis 
The regression equation is 
Y ~ 28 - 0 .000132 Xl- 0 .844 X2- 0 . 020 X3 + 12. 7 X4 + 25 . 0 X5 -o . 000:42 X6 
-0 . 000078 X1 +0.000587 XB - 0.000001 X9 
Predictor Coef StDev T p 
Con:~tant 28 .2 266.2 0.11 0.917 
X1 - 0 . 00013228 0.00009253 -1.43 0 .175 
X2 -0.8439 0 . 4277 -1.97 0 . 069 
X3 -0.0196 0.1708 -0.11 0 . 910 
X4 12.?49 6.618 1.93 0 . 075 
X5 24 . 9886 0 . 0133 1877 . 66 0 . 000 
X6 0.0001423 0 . 0002571 0 .55 0 .589 
X7 
-0.0000782 0 . 0001319 - 0 .59 0.563 
XB 0 . 0005865 0 . 0006694 0 . 88 0 . 396 
X9 - 0.00000120 0.00000110 -1.09 0 . 294 
s • 6 . 838 R-Sq • 100.0\ R-Sq (adj) - 100.0\ 
1\naly:~ i" of Variance 
Source OF ss MS F p 
Regression 9 13109271153 1456586350 3 . 115E+07 0 . 000 
Error 14 655 47 
Total 23 13109277808 
Source 
X1 
X2 
X3 
X4 
xs 
X6 
X7 
x8 
X9 
OF Seq SS 
1 11450042401 
1 887228641 
1 102023418 
1 3743190 
1 666239415 
1 4 
1 0 
1 28 
1 55 
Hli:KDIXSA KASVS JD:'lDOICEDASTIBITAS 
R•9%•••ion An&lyai a 
Cl 2 • ni1a i abaolut res idual 
The regression equation is 
C12 • - 163 -0.000036 X1 - 0 . 011 X2 + 0 .133 X3 - 0 . 37 X4 + 0.00836 X5 
+0.000122 X6 +0 . 000111 X7 -0 . 000513 XB - 0.000000 X9 
Predictor Coef StOev T p 
Constant - 163.5 138 . 7 - 1.18 0.258 
Xl -0.00003565 0 .00004822 - 0 . 74 0.412 
X2 -0 . 0108 0 . 2229 -0 .05 0 .962 
X3 0 . 13341 0.08899 1. 50 0 . 156 
X4 -o .371 3 .449 - 0 . 11 0 . 916 
X5 0.008357 0 . 006936 1.20 0 . 248 
X6 0 . 0001217 0.0001340 0 . 91 0 . 379 
X7 0.00011112 0.00006875 1.62 0 .128 
X8 -0.0005128 0 . 0003488 -1. 41 0 .164 
X9 -0.00000022 0.00000057 - 0 . 39 0 .101 
s - 3.564 R-Sq - 37 . 4\ R-Sq (adj) 
-
0 . 0\ 
Analysis of Variance 
source or ss MS F p 
Regression 9 106.40 11 . 82 0 . 93 0.528 
Error 14 177.80 12 . 70 
Total 23 284 . 20 
Source OF Seq SS 
X1 1 10.31 
X2 1 13.94 
X3 1 19.84 
X4 1 9 . 83 
xs 1 8 . 64 
X6 1 1.45 
X? 1 11.39 
X8 1 29.05 
X9 1 1.95 
2 -
• 
• • • , -
• 
~ 0- • . . • 
• 
• 
•• • 
• 
. , - • 
I!IEMERIKSA KASUS Atrl'OKOR.ELASI 
Durbin- matson statistic- 2 . 43 
Autocorre l ation Function 
l'.CF of Cll 
- 1.0 -0 . 8 -0 . 6 - 0.4 - 0 . 2 o.o 0 . 2 0.4 0 . 6 0 . 8 1.0 
l 
2 
3 
4 
s 
6 
-0 .4SO 
-0 .466 
- 0.422 
0 .414 
0.417 
-0 .446 
+----+----+----+----+----+----+----+----+----+----+ 
XXXXXlOOOOO<X 
xxxxxxxxxxxx 
XXXXJOOOOOO( 
XXXXXXXXXXJ( 
XXXXXXXXXXJ( 
xxxxxxxxxxxx 
MEMERIKSA KE!I<>RM1>.U.ll DAT11 
Coccelation of Cll and Cl4 ~ 0.916 
., 
i o-a: 
• 
· 10 
' 
·I 
Normal ProbabllltyPiot of the Residuals <- ··.., 
• 
. 
• • 
• 
•• •• 
.... 
• 
• • • • 
• 
' ' ' 
·• 0 ' 
Normal Score 
• 
I 
LIIMPIRAII 4 
(MODEL OLS ) 
IIIEirYELESAIJCAII ICASO S HULTIJCOLU'&AillTAS (PCA) 
Deacript.i Ye Statia tica 
Va~iab1e N Mean Median T~ Mean StDev SE Ke4n 
y 24 404579 395264 403910 23874 4873 
X1 24 385906 399737 385659 60516 12353 
X2 24 71703 70270 ?1597 11666 2381 
X3 24 19118 18738 19090 3110 635 
X4 24 4780 4685 4173 718 159 
X5 24 16183 15810 16156 955 155 
X6 24 1055868 1059897 1056212 26946 5500 
X7 24 432428 433211 432682 126232 25767 
X8 24 226388 222055 226439 39180 7998 
X9 24 69589000 70210538 69411990 1268243 1483624 
Vaciable Min Max Ql Q3 
y 375243 448625 384640 425999 
X1 309870 467376 326325 445938 
X2 58100 87633 59980 83613 
X3 15493 23368 15994 22291 
X4 3873 5842 3998 5574 
XS 15009 11945 15385 17039 
X6 1005022 1099159 1034523 1076402 
X7 296105 563155 309803 555813 
X8 176143 275515 189603 267853 
X9 58011117 85001033 63330290 73668785 
Matrix M1 
1. 00000 0 . 96500 0.96502 0. 96500 0.93456 0.84937 0. 94410 0 .95921 
0 .96500 1.00000 0.99999 1. 00000 0 . 97005 0.90337 0 .974H 0.9S.C42 
0. 96502 0.99999 1. 00000 0.99999 0.97039 0.90353 0.974~ 0.9H42 
0. 96500 1.00000 0 .99999 1.00000 0.97006 0.90332 0.974EO 0 .99<40 
0 . 93456 0.97005 0.97039 0.97006 1.00000 0. 91252 0.90016 0 . 95188 
0.84937 0.90337 0 .90353 0.90332 0. 91252 1.00000 0.838(8 0 . 90843 
0.94410 0.97481 0.97442 0 . 91480 0 .90016 0.83848 1.00000 0. 9E166 
0 . 95921 0.99442 0.99442 0.99440 0.95188 0.90843 0. 9816€ 1. 00 !)00 
0.86159 0 .90419 0 .90438 0. 90411 0. 94814 0.95881 o .ann 0. 89278 
0 .86159 
0.90419 
0 .90438 
0 .90417 
0.94874 
0 . 95881 
0.81722 
0. 89278 
1. 00000 
Data Display 
Matrix M2 
-0.330770 -0.251360 0. 425135 0.802446 - 0 . 039252 0.034231 -0.006149 
-0.341238 -0.137757 0 . 002347 -0.179087 - 0.082423 - 0.286696 -0.279699 
-0.341250 -0.136448 0.005498 -0.179966 -0.093489 - 0.298560 -0.255220 
-0.341235 -0.137865 0 . 002753 -0.179329 -0.082277 -0.286196 -0.281228 
-0 .335083 0.160620 0.515749 -0.399862 -0 .375263 0.512077 0.181593 
-0.319849 0.543587 -0.552296 0.303487 - 0.407724 0.156927 -0.119196 
-0 .329387 -0.424887 -0.385781 -0.070177 0.426292 0.602781 -0 .109417 
-0.339875 -0 .159785 -0.236109 -0 . 047315 -0 .019900 -0. 286644 0.847357 
-0.320406 0.594029 0.208839 -0 . 017457 0 .697835 - 0.115020 0.018281 
-0.000142 -0.000014 
-0. 425684 -0 . 695756 
0 . 817905 -0.022990 
-0 .386298 0.717908 
-0.003166 - 0.000045 
0 . 001212 0.000077 
0 . 013439 - 0.000683 
- 0.019731 0.001611 
0.003653 -0 .000130 
C26 
8.51510 0.31741 0.08820 0.05023 0 . 02035 0.00475 0.00396 0.00001 
0.00000 
l!rinoipal C011ponent .analysis 
Eigenanalyai.a of the Correlation Matrix 
Eigenvalue 8.5151 0.3174 0 .0882 
Proportion 0.946 0.035 0.010 
Cuaulative 0.946 0 .981 0.991 
Eigenvalue 0 . 0040 0.0000 0 . 0000 
Proportion 0.000 0.000 0 . 000 
cumulative 1.000 1.000 1.000 
vadable PC1 PC2 Pc3 
Cl7 -0 .331 -0.251 0.425 
C18 -0.341 -0 .138 0.002 
Cl9 -0 .341 -0 . 136 0.005 
C20 -0 . 341 -0.138 0 . 003 
C21 -0.335 0.161 0.516 
C22 -0 .320 0.544 -0 .552 
C23 -0 .329 -0 . 425 -0.386 
C24 -0.340 - 0 . 160 -0.236 
C25 -0 .320 0 .594 0.209 
0.0502 
0.006 
0.997 
PC4 
0 . 802 
-0.179 
-0 .180 
- 0.179 
-0.400 
0.303 
-0 .070 
-0.041 
-0.011 
0.0203 
0 . 002 
0.999 
PCS 
-0 .039 
-0 . 082 
-0.093 
-0.082 
-0 . 375 
-0.408 
0 .426 
-0.020 
0.698 
0.0048 
0.001 
1.000 
11C6 
0 .03~ 
-0.287 
-0.299 
-0.286 
0.512 
0 . 157 
0.603 
-0.287 
-o .115 
Variable 
C11 
Cl8 
C19 
C20 
C21 
C22 
C23 
C24 
C25 
PC7 
- 0 . 006 
- 0 . 280 
-0 . 255 
- 0 . 281 
0 . 182 
-o . 119 
-0 . 109 
0 . 847 
0.018 
PCB 
-0 . 000 
-o . 426 
0 . 818 
- 0 . 386 
- 0 . 004 
0 . 001 
0 . 013 
-0 . 020 
0 . 004 
The regre55 ion equa tion i 5 
Y • 404579 - 8000 C67 
Pred ictor 
Con5tant 
C67 
Coef 
404579 
- 8000 .0 
StOev 
1044 
365.3 
PC9 
-0.000 
- 0 .696 
- 0 . 023 
0 . 718 
- 0 . 000 
0 . 000 
- 0 . 001 
0 . 002 
-0 .000 
T 
387 . 66 
- 21.90 
p 
0 . 000 
0.000 
s - 5113 R- Sq • 95 . 6\ R- Sq(adj) - 95.4% 
~nalysis of Variance 
Source 
Regre:s:s ion 
Error 
Total 
OF SS 
1 12534175051 
22 s 7510275 7 
23 13109277808 
MS 
12534175051 
26141034 
F 
479.48 
p 
o.ooo 
L1INP I RAil' 5 
(lii:)DIC. OLS) 
IUII'ELI:SADCAII ICASVS KtJLTIICOLDU&ITAS (UGU:S I GVLVD) 
DA '1?. !1. 'HG S liD'-8 DIS 'l?.NDARIO'.li 
Da t a Dhpla y 
Row Cl7 C18 C19 C20 C21 C22 C23 
l -1.22877 -1.25645 -1.16606 -1.16575 -1. 16584 - 1.22910 -1.88699 
2 -0 . 93272 -1.15365 -1.06603 -1. 06574 - 1.06556 - 0 . 93276 -1.64907 
3 -1.10911 0 .10392 -1. 12869 -1. 12845 - 1.12856 -1.10868 -1. 40477 
4 -0 .84099 -1.12168 -1.03500 - 1.03455 - 1.03470 -0 .84061 -1.19393 
5 -1.02441 -1.19072 -1.10211 - 1.10176 -1. 10156 - 1.02491 -0.84142 
6 -0 . 81778 -0 . 99814 -0 . 91482 -0 . 91427 -0.91513 -0 . 81757 - 1.36409 
7 -0 . 77774 -0 .9 1139 -0 .83038 - 0.83002 - 0.83028 -0. 77778 -o . 62635 
8 -0 .99057 - 1.17657 - 1.0883 1 -1.08793 -1.08970 -0.99035 - 0.39099 
9 -0 .80698 -0 .94378 - 0 .86193 -0.86153 - 0.86242 - 0.80710 - 0.21697 
10 -0 .60927 -0 .80913 -0 .73095 -0 . 73033 - 0.73128 -0.60919 - 0.13818 
11 -o. 67755 -0 . 85144 -o . 77209 -0 . 77149 -o. 77242 -0 . 67725 0. 01735 
12 -0 . 56856 -0 . 72103 -0.64522 -0 . 64479 - 0.64514 -0.56835 0 . 15771 
13 -o . 21173 0 . 35319 0.39962 0 .40068 0 . 40011 - 0 . 21231 0 . 14127 
14 0 . 06523 0.43983 0.49674 0 . 47850 0 . 49654 0 . 06519 0.24411 
15 0.30737 0.66504 0.63055 0 . 63158 0 .63025 0 . 30708 0. 46180 
16 0.43777 0.68882 0. 72604 0 . 72709 0 . 72539 0 .43797 0 . 37173 
17 0.86279 0.85706 0 .88969 0 .89077 0 .88996 0.86312 0 . 52122 
18 0 . 68439 0.76901 0 .80405 0 . 80523 0.80382 0.68406 0 . 64361 
19 0 .90870 1.03698 1. 06464 1.06603 1.06481 0 . 90815 0.80152 
20 1.07457 1.12870 1.15388 1.15511 1.15352 1.07465 1.08487 
21 1.16113 1.20326 1.22640 1.22779 1.22680 1.16156 1.00538 
22 1.53817 1.24705 1.26900 1.27024 1.26923 1.53854 1.19784 
23 1. 71053 1.29486 1.31546 1.31687 1.31552 1. 71027 1.46375 
24 1.84494 1.34625 1.36552 1.36672 1.36566 1.84536 1.60659 
Row C24 C25 C26 
1 -1.07994 -1.28243 -1.58468 
2 -1.03097 -1.20916 -1.45414 
3 -1.05369 -1.13302 - 1.18921 
4 -1.01652 -1.05354 -0.92029 
5 -0 .99092 -1.10571 -1.03023 
6 -0.97377 -0 .94236 -0 . 88343 
7 -0 . 96441 -0 .84118 -0.67238 
8 -0 . 93651 -0 .92847 -0 .79412 
9 -0 .95058 -0 . 79805 -0 . 54315 
10 -0 .92577 -0 .73603 -0 .47846 
11 - Oo91440 -O o69935 Oo03040 
12 -Oo89530 -Oo69816 Oo22411 
13 0 0 90770 Oo60541 -Oo14035 
14 Oo93922 0 0 47756 Oo20742 
15 Oo92354 Oo69027 0 o1406J 
16 Oo94831 Oo85018 0 0 46956 
11 0 0 91196 0 0 75865 0 o46634 
18 0 0 96561 1.01256 Oo38144 
19 l. 01221 1.01554 Oo?ll87 
20 Oo91921 1.11424 Oo59190 
21 Oo99485 1.16164 1.03366 
22 1.02184 1.18992 1. 48880 
23 1.03264 1.23821 1.81183 
24 l. 03561 1.25388 2o12046 
MTB > ~Qt c40 
0~~ -Oo000132 -0.844 -0 .020 12o1 25 o0 Oo000142 - 0 . 000018 0.000581-
Oo000001 
O~'I?.> end 
MTB > ~et c 41 D~'I?.> 4o195832 4.795833 4o795831 4o795830 4 . 195835 4.195832 4o 195830 
4o195831 4 o795830 
D~'I?.> end 
Data Display 
Row C40 C41 
1 -0.0001 4o19583 
2 -Oo8440 4o79583 
3 - Oo0200 4.19583 
4 12.7000 4o19583 
5 25 o0000 4o19584 
6 0 . 0001 4o79583 
1 -0.0001 4o79583 
8 Oo0006 4o79583 
9 -OoOOOO 4o79583 
MTB > let c42 - c40 •c41 
MTB > copy c42 ml 
MTB > print ml - !II !AI ( (b2 (0)) 
Data Dbp1ay 
Matrix M1 
-Oo001 
-4.048 
- Oo096 
60 o907 
119 0 896 
0 . 001 
-0 . 000 
0.003 
-0 . 000 
MTB > trans ml m2 
MTB > mult m2 ml m3 
~NS&ER • 18101 . 0814 
MTB > let c 43 • 9• 41 
MTB > print c 43 
Data Display 
C43 
423 NIIAI r x MSE 
MTB > copy m3 c 44 
MTB > let kl • c 43/c44 
MTB > print c 44 
Data Diaplay 
C44 
18101.1 
MTB > print kl 
Data Diaplay 
Kl 0.0233688 
MTB > :set c31 
D~TJI.> (1) 24 
O~TA> end 
MTB > copy cl7 c18-c26 ml 
MTB > tran:s ml m2 
MTB > mult m2 ml m3 
MTB > invert m3 m4 
MTB > let kl • 0.0233688 
MTB > read c31-c46 
0~17'.> 1 0 0 0 0 0 0 0 0 0 
~17'.> 0 1 0 0 0 0 0 0 0 0 
~17'.> 0 0 1 0 0 0 0 0 0 0 
~17l> 0 0 0 1 0 0 0 0 0 0 
~17'.> 0 0 0 0 1 0 0 0 0 0 
0~17'.> 0 0 0 0 0 1 0 0 0 0 
~17'.> 0 0 0 0 0 0 1 0 0 0 
0~17'.> 0 0 0 0 0 0 0 1 0 0 
D~T.>.> 0 0 0 0 0 0 0 0 1 0 
O~TA> 0 0 0 0 0 0 0 0 0 1 
01\17'.> end 
10 row:o read • 
NIIAI (bz (0))' (bz (0)) 
• NILI\I Z 
= NILI\I Z' 
- HATRIK Z' Z 
=!liVERS Z'Z 
MTB > copy c37-c46 m6 
MTB > mult kl m4 m5 
MTB > add m6 mS m7 
MTB > invert m7 m8 
MTB > copy ell a9 
MTB > mult m2 m9 mlO 
MTB > ault m4 mlO all 
MTB > print all 
Matrix Mll 
l. 00000 
-0.00000 
0.00000 
-0.00000 
-0 .00000 
0.00000 
-0.00000 
0.00000 
-0.00000 
-0.00000 
MTB > mult mS mll ml2 
MTB > print ml2 
Da t a Dbpl a y 
Matrix M12 
0 . 890213 
-0.000000 
0.000143 
0.000057 
-0 . 002290 
0.000054 
-0.000002 
- 0.000000 
0.000001 
0.000000 
MTB > trans m8 ml3 
MTB > mult m8 m4 ml4 
MTB > mult ml4 ml3 mlS 
MTB > let k2 - 5.08251 
MTB > let k3 • 47 
MTB > mult k3 k2 k4 
~nswer • 238 .8780 
MTB > mult mB mll ml2 
MTB > print m12 
Data Dilpl&y 
Mattix M12 
0 . 890213 
-0.000000 
0 . 000143 
0 . 000057 
-0 . 002290 
0 . 000054 
- 0 . 000002 
-0 . 000000 
0.000001 
0 . 000000 
MTB > set cSO 
DA~ 404576.3305 
0)1,T1>.> -0 . 000000 
DAT1>.> 0.000143 
O)I,T)I,> 0 . 00005 7 
DATA> -0 . 002290 
DATA> 0 . 000054 
DA~ - 0. 000002 
D}I,Tl\> -0 . 000000 
DATA> - 0 . 000001 
DA~ 0 . 000000 
DATA> end 
MTB > copy c50 m16 
MTB > trans ml6 m17 
MTB > subtr m8 m6 m18 
MTB > trans ml8 m19 
MTB > mu1t ml7 m19 ml 
MTB > mult ml8 ml6 m2 
MTB > mult ml m2 kS 
ANSWER •1697928258 . 1949 
MTB > add k4 kS k6 
Answer = 1.697928E+09 = MSE baru 
MTB > sum c38 k2 
Col\1111\ Sua 
sum of C38 - 206541467471 
MTB > mult k4 ml5 m20 
MTB > print m20 
Data Display 
Matrix M20 
4. 18201 0 . 00000 -0 . 00531 -0 . 00215 0 . 08511 - 0 . 0020i 0 . 00006 0 . 00001 
0 . 00000 0 . 00000 0 . 00000 -0 . 00000 - 0 . 00000 -0 . 00000 0 . 00000 0 . 00000 
-0 . 00531 0 . 00000 0 . 00375 0 . 00038 - 0 .05764 0 .00001 -0 . 00000 0 . 00000 
- 0 . 00215 -0 . 00000 0 . 00038 0 . 00062 - 0 . 00817 - 0 .00001 0 . 00000 0 . 00000 
0 . 08511 -0 . 00000 -0 . 05764 - 0 . 00817 0.89613 - 0 .00014 0 . 00000 - 0 . 00001 
-0 . 00207 -0 . 00000 0 . 00001 -0 . 00001 -0 . 00014 o . ooooc -0 . 00000 -0 . 00000 
0 . 00006 0 . 00000 - 0 . 00000 0 . 00000 0 . 00000 -0 .00000 0 . 00000 0 . 00000 
o . oooo1 o . ooooo o . ooooo o . ooooo - o .oooo1 - o . ooooc o . ooooo o . ooooo 
-o . oooo4 -o . ooooo -o . ooooo - o . ooooo o . oooo4 o . oooo& - o . ooooo -o . ooooc 
-0 . 00000 - 0 . 00000 0 . 00000 0.00000 - 0 . 00000 0 . 00000 -0 . 00000 0 . 00000 
•0 . 00004 -0 . 00000 
-0 . 00000 -0 . 00000 
-0 . 00000 0 . 00000 
-0 . 00000 0 . 00000 
0 . 00004 -0 . 00000 
0. 00000 0 . 00000 
- 0. 00000 - 0 .00000 
- 0. 00000 0 .00000 
0. 00000 - 0 .00000 
- 0 . 00000 0 . 00000 
UMPIRAII 6 
HODEL OLS 
I!IDIEID<SA ICABOS DTEII.OJCEDASTI.BITAS 
Regression Analy.ia 
C'J8 • nila i abaolut residual 
The regression equation is 
C18 • 3666 - 390 C61 
Predictor 
Constant 
C61 
Coef 
3666 . 1 
-390.1 
StDev 
649.5 
221 .4 
T 
5 .64 
- 1.12 
p 
0 . 000 
0.100 
s B 3182 R-Sq = 11.8\ R-Sq(adj) = 7.8\ 
Analysis of Variance 
Source OF 
Reg reas ion 1 
Ercor 22 
Total 23 
ss 
29802067 
222732967 
252535034 
MDIERIKSA !CASUS AOTOKORELASI 
I'!1'B > act c77 
Autocorrelation FUnction 
1\cr of C77 
MS 
29802067 
10124226 
F 
2.94 
p 
0.100 
-1.0 -0.8 -0.6 -0.4 - 0 . 2 0 . 0 0 .2 0.4 0 .6 0 . 8 1.0 
1 
2 
3 
4 
s 
6 
0.566 
0 .437 
0.464 
0.447 
0.468 
-0 . 459 
+----+----+----+----+----+---- +----+-- --+----+----+ 
XXXJOOOOOOOOOOO 
xxxxxxxxxxxx 
XJOOOOOOOOOOO( 
xxxxxxxxxxxx 
XJOOOOOOOOOOO( 
XXXJOOOO(XJOOO( 
MDIIE:RD< SA KEIIOIIMALU DATA 
Corre l a t i ons (Pear s on) 
Correlat1on of C77 and C79 = 0 . 978 
10000 -r----------------------------. 
0-
• 
·10000 -
• 
·2 ·1 
.. 
• • • • • 
. 
······ 
0 
C79 
• 
• 
. . 
• 
2 
LAMPIRAR 7 
(HODEL COBB-DOOGLAS ) 
HIXDIJCBA XASOS MDLTDCOLD'E.UITAB 
Correl atiONI (reauon) 
ID y ID X3 ID B2 lD X3 Ill X4 lll xs lll 16 ID 11 
Inn 0.927 
Ill B2 0.961 0.958 
In D 0.968 0.958 1.000 
In X4 0.968 0.958 1.000 1.000 
In X5 1.000 0.927 0 . 961 0.968 0.961 
In X6 0.820 0.136 0.180 0.180 0.179 0.821 
In X1 0.905 0.941 0.918 0.918 0.979 0. 905 0.111 
In X8 0.543 0.500 0.548 0.549 0.550 0.543 0.341 0.548 
In X9 0.944 0.858 0.901 0.901 0.906 0.944 0.853 0.829 
ln X8 
In X9 0.391 
ae;r•••ion Analy. i • 
The cagcaooion equation io 
ln Y- 3.24 - 0.000081 1n Xl - 0 . 0014 l n x2 + 0 .0022 ln X3 + 0.00056 1n X4 
+ 0.999 ln XS - 0 . 00131 1n X6 - 0.000309 1n X7 -0 . 000015 ln X8 
+0.000061 ln X9 
Predictor coef StDev T p 
Conotant 3.24441 0.04954 65 . 49 o.ooo 
1n X1 -0.0000866 0 . 0002765 - 0 . 31 0.759 
1n X2 -0.00139 0.03321 -0 . 04 0 . 967 
1n X3 0.00222 0.03331 0 . 07 0 . 948 
1n X4 0.000564 0.005308 0 .11 0 . 917 
1n X5 0.998533 0.001596 625 . 78 0.000 
1n X6 - 0.0013070 0.0006585 - 1.98 0.067 
ln X7 - 0.0003090 0.0003752 - 0 . 82 0 . 424 
ln X8 - 0.00001530 0.00007535 - 0.20 0 . 842 
1n X9 0.0000608 0.0004661 0.13 0.898 
s - 0.00005842 R-Sq • 100.0\ R-Sq(adj) • 100.0\ 
l>.na 1 ys is of Variance 
Source DF ss MS F p 
Regre,oion 9 0.0782375 0.0086931 2 . 547E+06 0.000 
Error 14 0 . 0000000 0.0000000 
Total 23 0.0782375 
SourcQ 
l n Xl 
ln X2 
l n X3 
ln X4 
l n XS 
ln X6 
ln X1 
ln xe 
1n X9 
OF Seq SS 
1 0 0 0612051 
1 0 . 0060231 
1 0 . 0003285 
1 0 . 0000006 
1 0 . 0046196 
1 0 . 0000000 
1 0 . 0000000 
1 0 . 0000000 
1 0 . 0000000 
HEHE&D<SA ICASll S ADTOKORELAS I 
Ourb in-Wa t eon 8tati8tic = 2 . 39 
Autocorrelati on Function 
l\CF of C13 
-1 . 0 -0 . 8 -0 . 6 - 0 . 4 -0.2 o.o 0 . 2 0 .4 0.6 0 . 8 1 . 0 
+--- -+----+----+----+---- +----+-- - - +----+----+----+ 
1 -0 . 411 
2 -0 . 441 
3 0 . 431 
4 - 0 . 413 
s 0 . 428 
6 -0 .418 
xxxxxxxxxxxx 
xxxxxxxxxxxxx 
xxxxxxxxxxxx 
xxxxxxxxxxxx 
xxxxxxxxxxx 
xxxxxxxxxxxx 
MD!!EiliKSA KASUS IIETEROKEDASTISITAS 
lleqres•ion Anal ys i s 
Cl4 • nilai ab~olut re~ 1dual 
The re9re~8 1on equation i~ 
C14 • 0 . 0102 -0 . 000105 ln X1 + 0 . 0030 ln X2 - 0 . 0031 ln X3 + 0 . 00182 :n 
X4 -0 . 000934 ln X5 - 0 . 000393 ln X6 - 0 . 000240 ln XI - 0 . 000025 1c r.: -
0 . 000193 ln X9 
Predictor Coef StDev T p 
Con~tant 0 . 01023 0 . 02420 0 . 42 0 . 619 
ln X1 -0 . 0001052 0 . 0001351 - 0 . 18 0 . 449 
1n X2 0 . 00302 0 . 01622 0 . 19 0 . 855 
1n XJ - 0 0 00312 0 . 01621 -0 . 23 0 . 823 
1n X4 0 . 001825 0 . 002593 0 . 10 0 . 493 
ln xs -0 . 0009338 0 . 0007194 - 1.20 0 . 251 
1n X6 -0 . 0003931 0 . 0003216 - 1. 22 0.242 
l n X1 -0 . 0002402 0 . 0001833 - 1. 31 0 . 211 
l n XS - 0 . 000025 41 0 . 00003681 - 0 . 69 0 .SOl 
l n X9 -0 . 0001931 0.0002211 - 0 . 85 0 . 411 
S • 0.00002854 R-Sq ~ 50 . 4\ 
Analysis of Variance 
Source 
Rejjre:J:J1on 
Error 
Total 
Source 
ln X1 
ln X2 
ln X3 
ln X4 
ln XS 
ln X6 
ln X7 
ln x8 
ln X9 
2 -
or ss 
9 1.15834£-08 
14 1.14002!:-08 
23 2.29835E-08 
OF Seq SS 
1 2 . 885081':-09 
1 1.1645 7E- 09 
1 1.020511':-09 
1 4.35701E- 10 
1 2.35758E-09 
1 2.00522E-09 
1 1. 018851!:-09 
1 1.10142E-10 
1 5 . 8S71SE-10 
R-Sq (adj) = 18 .5\ 
MS 
1.28704£-09 
8 . 14297£- 10 
... . 
F 
1.58 
1 - • • • 
! • • 
• o- • 
• • 
·1 -
• 
·2 -
1282 
•• 
• 
• • • 
I 
12S2 
C12 
• 
• 
• 
• 
• • 
13£12 
p 
0 .213 
MEHEil IKSA ICEIORIIIALAII DATA 
Cox:x:elationa (l?earaon) 
Correlation of RESil and ClS - 0 .985 
Noon at ProbablltyPid or lhe Residuals 
( !8S!JXS~Is h {Xl)) 
om· 
0.01 
• 
• • • 
.001 • 
.\ 
• • • • 
.. . .. . 
.. . 
NO"TT'I!I' Sore 
•• 
• 
• 
\ 
• 
L1INP l:RAIII 8 
(HODEL COBJI - DOUGLAS ) 
lUI la.&SADCAII ICASUS KULTIJCOLmui.ITAS ( PCA) 
Dat a Diaplay 
Matrix Kl 
1.00000 
0 . 95799 
0 . 95804 
0 .95833 
0.92676 
0 .13636 
0 .94097 
0.50039 
0 .85782 
0 .85782 
0 . 90653 
0 .90663 
0 . 90582 
0 . 94404 
0 . 85269 
0 . 82850 
0.39111 
1. 00000 
0 .95799 
1.00000 
1.00000 
0.99989 
0 .96738 
0. 77992 
0.97832 
0 . 54846 
0.90653 
Data Display 
Matrix M2 
0.95804 0 .95833 0 . 92676 0. 73636 
1. 00000 0.99989 0 .96738 0 . 77992 
1. 00000 0 .99989 0 . 96755 0 . 71984 
0.99989 1. 00000 0.96742 0. 77856 
0 .96755 0.96742 1. 00000 0. 82075 
0 .77984 0.?7856 0 .82075 1. 00000 
0.9?832 0.97853 0 . 90475 0 . 71082 
0.54915 0.54953 0.54259 0 . 34684 
0.90663 0.90582 0.94404 0. 85269 
0 .94097 0.50039 
0 .97832 0.54846 
0 .97832 0.54915 
0 .97853 0.54953 
0 .90475 0 . 54259 
0.71082 0.34684 
1.00000 0.54753 
0.54753 1. 00000 
0.82850 0.39111 
- 0 .346512 0.025808 - 0 .216616 0.161492 - 0 .856304 -0 .208222 -0 . 003792 
-0.359253 0.001642 - 0.166812 0 . 025665 0 .179046 0 .103149 0 . 378344 
-0.359283 0 . 000829 -0 .166273 0 . 024162 0 .117833 0 .102555 0.365534 
- 0.359220 - 0 . 000463 -0 .169372 0 . 024454 0 .174444 0 .108115 0 . 351218 
- 0.354514 0 . 045395 0.0?5393 -0 .371251 -0 .123432 0.723175 - 0 .436344 
- 0 . 299916 0 . 321853 0 . ?37912 0 . 511001 - 0 . 016240 0.021388 0 . 009860 
-0.347348 -0.059349 -0 . 344671 0 .366162 0 .385609 -0 .260957 -0.636874 
-0.208252 -0.907119 0 .344756 -0.045559 - 0.037105 -0 .106830 0 . 006606 
- 0.336295 0.259408 0 . 226788 - 0 . 660?12 0 . 084023 - 0 . 566433 -0 . 061042 
-0 . 002489 0.000587 
-0.398132 0 . 705761 
-0.406375 - 0 . ?08369 
0.822274 -0 . 008252 
- 0.010759 0 . 004223 
0.002374 - 0 . 000539 
- 0.009096 0.005121 
- 0 .000011 0.000723 
0 .002333 0.001352 
C25 
1. 64204 0.75831 0.36912 0 .12648 0 . 06683 0. 03120 0.00588 0. 00013 
0.00000 
»~iru:ipal Co.ponent Analyaie 
Ei9enanal~i:s of the Correlation Matrix 
Ei9envalue 7 . 6420 0 . 7583 0.3691 0 . 1265 o. 066e 0.0312 
Proportion 0.849 0 . 084 0 . 041 0 . 014 0 . 001 0. 003 
Cumulat~ve 0.849 0 . 933 0 . 974 0 . 988 0 . 996 0.999 
Ei9envalue 0.0059 0.0001 0 . 0000 
Proportion 0.001 o.ooo 0.000 
Cumulative 1.000 1.000 1.000 
variable PC1 PC2 PC3 PC4 PCS PC6 
Cl6 - 0.347 0 . 026 -0 .277 0 . 161 -0 . 856 -0 . 20& 
C17 -0 . 359 0.002 -0 .161 0 .026 0 .179 0 .103 
C18 -o . 359 0.001 - 0 .166 0.024 0 . 178 0 . 103 
C19 -0.359 -o.ooo -0.169 0. 024 0 . 174 0 . 108 
C20 -0 . 355 0 . 045 0 . 015 -o . 311 -0 .123 0 . 723 
C21 -0.300 0 .322 0.738 0.511 -0 . 016 c . 021 
C22 -0.347 -0 .059 -0 . 345 0.367 0.386 -o . 261 
C23 -0 .208 -0 .901 0.345 - 0 . 046 - 0.037 -0 . 10 7 
C24 - 0 .336 0.259 0 . 227 - 0.661 0.084 -0.566 
Variable PC? PCB PC9 
Cl6 - 0 . 004 -0.002 0 .001 
Cl1 0 . 378 -0.398 0 . 706 
C18 0.366 -0 .406 -0 .108 
Cl9 0.351 0.822 -0 . 008 
C20 - 0.436 -0 . 011 0.004 
C21 0 . 010 0 . 002 - 0 . 001 
C22 - 0.631 -0.009 0.005 
C23 0.007 -0.000 0 . 001 
C24 -0.061 0.002 0 . 001 
Deac-xipti•• Btatie tice 
Varub1e N Mean Median Tr Mean StDev SE Mun 
1n Y 24 12.909 12 . 887 12.907 0 . 058 o.ou 
1n Xl 24 12.850 12 . 898 12.850 0 .159 0 . 032 
1n X2 24 11.167 11.156 11.167 0 .163 0 . 033 
ln XJ 24 9.8458 9 . 8346 9 . 8451 0 . 1631 0 . 0333 
1n X4 24 8.4589 8 . 4482 8.4581 0 . 1636 0.0334 
ln XS 24 9 . 6900 9 . 6683 9.6686 0 . 0583 0.0119 
ln X6 24 13 . 814 13.874 13 . 870 0 . 036 0.007 
ln X7 24 12.935 12 .943 12 . 936 0 .301 0. 061 
ln X8 24 12 . 357 12. 419 12 . 336 0 .230 0.047 
ln X9 24 18 . 053 18 . 067 18 . 051 0.103 0.021 
variable Min Max 
ln Y 12.835 13.014 
ln X1 12 . 644 13.055 
1n X2 10 . 970 11.381 
ln X3 9.6481 10.0591 
1n X4 8.2617 8. 6728 
ln X5 9.6164 9.7950 
ln X6 13 . 820 13 . 999 
1n X7 12.598 13.241 
1n X8 12.079 13.095 
1n X9 17.877 18.258 
The regre~~ion equation i~ 
ln Y - 12 . 9 - 0.0207 C94 
Q1 Q3 
12 .860 12 . 962 
12.685 13.008 
11 . 002 11.334 
9 . 6799 10.0121 
8.2930 8.6257 
9.6411 9.7432 
13 .849 13 . 889 
12.644 13 .228 
12.159 12.505 
17.964 18.115 
Predictor Coef 
Con~tant 12.9089 
C94 - 0 . 0206770 
StOev 
0 . 0024 
0 . 0008940 
T 
5335 . 74 
- 23 .13 
p 
o.ooo 
0 . 000 
s - 0.01185 R-Sq • 96.0\ 
~nalyaia of Vatiance 
source Dl' 
Reg re~" ion 1 
Error 22 
Total 23 
ss 
0 . 075147 
0 . 003090 
0 . 078238 
R-Sq(adj) • 95.9\ 
MS 
0.075147 
0.000140 
F 
534.95 
p 
o.ooo 
LAMP IRAIIT 9 
(HODEL COBB - DOUGLAS ) 
lCEIIYELESAil<J\11 KASU S KVLTIXOLIIIEAR ITAS (iEGaESI GULOD) 
DATA YI\NG SUDJ\H DISTANDl\.RDIO\N 
Data Di,play 
Row Cl6 Cl1 C18 C19 C20 C21 C22 
1 -1.26214 -1.30094 -1.21251 -1.21231 -1.20548 -1.26190 -1. 45834 
2 -0.94323 -1.17617 -1.09039 -1.08659 -1.08321 -0 .94298 -1.28544 
3 -1.13183 0 . 18375 -1.16710 -1.16632 -1.15963 -1.13159 -1.10705 
4 -0 .84378 -1.13773 -1.05358 -1.05286 - 1.04652 -0.84353 -0 .95336 
5 - 1.04096 -1.22091 -1.13458 -1.13381 - 1.12661 - 1.04071 -o . 70361 
6 -0.81978 -1.07780 -0 .91060 -0 . 91059 - 0.90468 -0 .82124 -1.07686 
1 -0.11692 -0 .89001 -0 . 80383 -o . 81246 -0 . 80625 -0 .11666 -0 . 54118 
8 -1.00495 -1.20390 -1.11139 -1.11126 -1.11133 - 1.00471 -0 . 31911 
9 -0.80118 - 0.92188 -0 .84924 - 0.84865 - 0.91569 - 0.80752 -0.25626 
10 - 0.60032 -0.11349 -0 .69890 -0.69821 -0 .69376 - 0 . 60005 - 0.20138 
11 - 0.61061 -0 . 82138 - 0 . 74553 -0.74500 -0 . 14022 - o. 67035 - 0.09160 
12 -0 . 55145 -0 . 67455 -0 . 60256 -0 .60217 -0 . 59716 -0.55719 0.00446 
13 -0 .18710 0. 42132 0.46454 0.46448 0.46663 -0 .18854 -0 .00652 
14 0 .09409 0.50198 0 .55475 0 .55415 0.55589 0 . 09438 0.06484 
15 0 . 33584 0 . 63999 0 .61147 0.61696 0 . 67756 0.33614 0 . 21518 
16 0.46615 0 . 72821 0 . 76338 0.16271 0.16315 0.46645 0 . 15541 
17 0.87936 0.87631 0 .90758 0 . 90701 0. 90743 0.87968 0 . 25695 
18 0 . 70619 0 . 79942 0. 83272 0.83207 0.83224 0.10479 0 . 34203 
19 0 .92394 1.03133 1.05854 1.05739 1.05783 0 . 92426 0.45181 
20 1.08168 1 .10884 1.13401 1.13282 1.13242 1.08201 0.64392 
21 1.16570 1.17123 1.1H76 1.19353 1.19356 1.16260 0 . 59177 
22 1.51718 1.20715 1.22974 1.22910 1.22902 1.51924 3 . 44053 
23 1. 67664 1.24685 1.25919 1.26712 1.26692 1. 67699 0.90190 
24 1. 80009 1. 28844 1.30951 1.30821 1.30789 1.80044 0.99196 
Row C23 C24 C25 
1 -1.11821 -1.20770 -1.70621 
2 -1.04934 3 . 20567 -1.54872 
3 - 1.08294 -1.06568 -1.23654 
4 - 1.02938 - 0 .99185 -0 .92923 
s - 0 .99411 -1. 04006 -1.05371 
6 -0 .97C83 -0 . 89110 -0.88741 
7 -0 . 95819 - 0 .80120 
-0 . 65401 
8 -0 . 92059 -0.87850 -0 . 78822 
9 -0 . 93955 -0.76341 -o . SlJ97 
10 -0 . 90629 -0 .7095 6 -0 .44492 
11 -0 . 89132 
12 - 0 . 86603 
13 0 . 92381 
14 0.94776 
15 0 . 93578 
16 0 . 95841 
17 0 . 97271 
18 0.96772 
l9 1.00299 
20 0.97837 
21 0 . 99001 
22 1. 01031 
23 1. 01829 
24 1.02062 
- o. 67829 
-0 . 67742 
0 . 31496 
0 . 22723 
0 .37229 
0.47826 
0 .41789 
0 . 62158 
0 . 58553 
0 . 64807 
0 . 67760 
0.69541 
0.72537 
0 . 73493 
0. 08412 
0 .27862 
-0 . 08996 
0 . 26209 
0 . 19499 
0 .51883 
0 . 51592 
0 .43909 
0. 75126 
0 . 63748 
l. 05079 
1.45925 
1.66153 
1. 99899 
011'171> -0.000087 -0.0014 0.0022 0 . 00056 0 . 999 -0 . 00131 -0 . 000309 -0 .000015 
0 . 000061 
011'171> end 
MTB > set c41 
011'171> 4. 795830 4.795830 4 . 795831 4 . 795832 4 . 795832 4. 795832 4 . 795828 
4. 195831 4. 795832 
DATA> end 
MTB > print c40 c 41 
Data Display 
Row C40 C41 
1 - 0 . 000087 4. 79583 
2 -0 . 001400 4.19583 
3 0 . 002200 4.79583 
4 0.000560 4.79583 
5 0 . 999000 4. 79583 
6 -0 . 001310 4.79583 
7 - 0.000309 4.79583 
8 - 0 . 000015 4.79583 
9 0 . 000061 4.79583 
MTB > let c42 - c40 •c41 
MTB > copy c42 ml 
MTB > print ml • NILAI (bz (0)) 
Da t a Diap1ay 
Matrix M1 
-0.00042 
-0 . 00671 
0.01055 
0.00269 
4. 79104 
-o . 00628 
-0 . 00148 
-0 . 00007 
0 . 00029 
MTB > trans ml m2 
MTB > mult m2 ml mJ 
1.NSWE:R • 22.9542 
MTB > let c43 = 9•0 . 000000003 
MTB > print c43 
Data Displ ay 
C43 
0 . 000000027 
MTB > copy mJ c 44 
MTB > let kl • c 43/c44 
MTB > pnnt kl 
Data Diap lay 
Kl 0 . 000000001 
MTB > print c 44 - NI LJ\I (bz (0)) ' (bz (OJ ) 
Data Display 
C44 
22 . 9542 
MTB > set c36 
DA'J'll> (1) 24 
DA'J'll> end 
MTB > copy cl6 c11- c25 = NI LAI z 
MTB > trans ml m2 • NILJ\I Z' 
MTB > mult m2 ml m3 = MATRIK Z'Z 
1.NSliER • 22 . 9542 
MTB > invert m3 m4 • I liVERS Z' Z 
MTB > let kl - 0 . 000000001 
MTB > read c80-c89 
DA'J'll> 1 0 0 0 0 0 0 0 0 0 
D1.Tll> 0 1 0 0 0 0 0 0 0 0 
DA'J'll> 0 0 1 0 0 0 0 0 0 0 
D1.Tll> 0 0 0 1 0 0 0 0 0 0 
DATA> 0000100 0 0 0 
D1.Tll> 0 0 0 0 0 1 0 0 0 0 
DATA> 0 0 0 0 0 0 1 0 0 0 
D1.Tll> 0 0 0 0 0 0 0 1 0 0 
DA'J'll> 0 0 0 0 0 0 0 0 1 0 
DATll> 0 0 0 0 0 0 0 0 0 1 
DATA> end 
10 roW!I read . 
MTB > copy c80-c89 m6 
MTB > mult k1 m4 mS 
MTB > add m6 mS m7 
MTB > invert m7 m8 
MTB > print m8 
Matrix M8 
0.999282 0.000001 0 . 000467 - 0 . 000453 -0 . 000023 0 . 000011 -0 . 000001 
0 . 000001 1 . 000000 -0 . 000000 0 . 000000 0 . 000000 0 . 000000 -0 . 000000 
0 . 000467 -0.000000 0 . 999677 0 . 000320 0 . 000008 - 0 .000005 0 . 000001 
- 0 . 000453 0 . 000000 0.000320 0 .999675 0.000000 0 . 000005 -0 . 000001 
-0 . 000023 0 . 000000 0 . 000008 0 .000000 0.999992 0 . 000000 -0.000000 
0 . 000011 0.000000 -0.000005 0 .000005 0 . 000000 0 .999999 0 . 000000 
-0 . 000001 -0 .000000 0.000001 -0 .000001 -0.000000 0 . 000000 1.000000 
0 .000002 0 . 000000 -0 . 000001 0 .000001 0.000000 -0 . 000000 0 . 000000 
0.000000 -0 . 000000 -0 . 000000 0 .000000 0.000000 0 . 000000 0 . 000000 
0 .000001 -0 .000000 -0 . 000001 0 .000001 - 0 . 000000 0 . 000000 0 . 000000 
0 . 000002 0 . 000000 0 . 000001 
0 . 000000 - 0.000000 - 0.000000 
-0.000001 - 0.000000 - 0.000001 
0 . 000001 0.000000 0 .000001 
0.000000 0.000000 -0 .000000 
- 0. 000000 0.000000 0 . 000000 
0.000000 0 . 000000 0.000000 
1 . 000000 -0 . 000000 -0.000000 
- 0.000000 1. 000000 -0 .000000 
-0 . 000000 -0 .000000 1 . 000000 
MTB > copy c16 m9 
MTB > mult m2 m9 mlO 
MTB > mult m4 mlO m11 
MTB > print m11 
Data Display 
Matrix M11 
1 . 00000 
-0 . 00000 
-0.00000 
0.00000 
- 0.00000 
-0 .00000 
0 . 00000 
0 . 00000 
-0 .00000 
-0 . 00000 
MTB > mult mB mll ml2 
MTB > print ml2 
Dat a Display 
Matrix 1112 
0 . 999282 
0 . 000001 
0 . 000467 
-0 . 000453 
-0 . 000023 
0 . 000011 
-0 . 000001 
0 . 000002 
0 . 000000 
0 . 000001 
MTB > tran~ m8 ml3 
MTB > mult m8 m4 m14 
MTB > mult ml4 ml3 ml5 
I1TB > let k2 • 1373504 
MTB > l et kJ • 0.000000003 
MTB > mul t k3 k2 k4 
An::~we r = 0 . 0041 
I1TB > set c37 
DATA> 12 . 909001 
01\Tl\> 0.000001 
01\TA> 0 .000461 
01\Tl\) -0 . 000453 
DATA> - 0 . 000023 
D1\T1\> 0 . 000011 
DATA> -0.000001 
DATA> 0 . 000002 
DATA> 0.000000 
DI\Tl\> 0.000001 
DATA> end 
MTB > copy c57 al6 
MTB > tran::~ ml6 al7 
MTB > subtr m8 m6 ml8 
MTB > tran" m18 m19 
MT8 > mult ml7 ml9 ml 
MTB > ault ml8 al6 •2 
MTB > mult ml m2 k5 
1\!ISWER • 0 . 0002 
MTB > add k4 kS k6 
An::~·-oec • 0 . 0043 
MTB > sum c39 
Coluan Sua 
sum of C39 - 0 .12988 
MTB > mu1t k4 m15 m20 
MTB > print m20 
Da t a Display 
Matrix M20 
2955 . 75 
-2 .11 
-1921.36 
186S .11 
94 .20 
-44 .41 
3 . 53 
-10 . 22 
- 1.40 
-5 . 62 
- 1.40 
0 . 00 
0 . 96 
-0 . 96 
-0 . 01 
-0 . 02 
-0 . 00 
o.oo 
0 . 01 
0 . 02 
-2 . 11 -1921 . 36 1865 . 11 
0.09 1 . 16 -1 .10 
1.16 1327.75 -1315.50 
- 1.10 -1315 .50 1336.38 
-0 . 14 -31.52 -1.19 
-0.04 22 . 16 -21 . 98 
0.00 - 4.71 4.32 
-0.00 5 .14 - 5 .25 
0.00 0.96 -0 .96 
0.02 3.87 - 4.15 
-5 . 62 
0.02 
3 . 87 
- 4.15 
0.05 
-0 .14 
-0 .14 
0 .07 
0. 02 
0 . 26 
94 .20 
- 0 .14 
-31.52 
- 1.19 
34 . 01 
- 1.94 
0 .50 
-0. 40 
-0 .01 
0 .05 
-44.41 
-0. 04 
22.16 
-21.98 
- 1.94 
0 . 00 
-0.22 
0 . 50 
-0 . 02 
-0.14 
3 .53 
0 . 00 
-4.71 
4.32 
0 . 50 
-0 . 22 
0 .52 
-0.03 
-0.00 
-0 . 14 
-10 . 22 
-0.00 
5.14 
-5 . 25 
-0 .40 
0 . 50 
-0 .03 
0 . 17 
0.00 
0.07 
LAMPIRA!l 1 0 
(1'61\eluauran asuasJ. aetelah dJ.1a l:ul:an Arutlls J.s Ko~~ponen Otaaa) 
HODEL C08B-DOOGLAS 
MEHERD<SA KAS OS IIE'l'Eli.OKEDASTJ:S ITAS 
ReqreaaJ.on AnalyaJ.a 
Cl15 = nilai abaolut reaidual 
The ~eg~e33lon equation i3 
C115 • 0 .00198 -0 . 000923 Cl03 
Predictor coef 
Con3tant 0.001981 
C103 -0 .0009228 
StDev 
0 . 001635 
0.0006043 
T 
4.88 
- 1.53 
p 
0 . 000 
0 .141 
s - 0 .008012 R-Sq • 9.6\ R-Sq(adj) • 5.5\ 
Jl.na 1)1!! i " of Vanance 
source OF ss MS F 
Regression 1 0.00014966 0.00014966 2.33 
E~ro~ 22 0.00141221 0.00006419 
Total 23 0 .00156193 
KEKE:RD<SA ICASUS AO'TOKORELASI 
MTB > acf ellS 
Autocorrelation Function 
1\Cl' of CllS 
p 
0.141 
-1.0 -0 . 8 -0.6 -0.4 -0 .2 0.0 0 .2 0 .4 0 .6 0 . 8 1.0 
+----+----+----+----+----+----+----+----+----+----+ 
1 0 .419 
2 0. 411 
3 -0.446 
4 -0 .420 
5 -0.413 
6 -0 .441 
xxx:xxxxxxxxx 
xxxxxxxxxxxx 
JOOOOOOOOOOOO( 
XJ(XXXXXJOOOO( 
xxxxxxxxxxxx 
xxxxxxxxxxxxx 
MEMDIJ<SA ICEIORHALAJI DATA 
Correl a tion. (Pear•on) 
Correlation of Cl14 and Cll6 - 0 . 964 
• 
001 - • 
001 -
...... 
;t 0.00 - ..... ... 
0 • 
.QDI -
.1](11 -
.Q(I) - • 
·2 _, 0 2 
C116 
Tabe l N1la1 kcitis dist r i busi F 
v, 
Vz 1 2 3 4 5 6 "1 8 9 
1 161,4 199,5 %15,1 224,6 230,2 234,0 236,8 238,9 240,5 
2 19,51 19,00 19,16 19,25 19,30 19,33 19,.35 19,37 19, 38 
3 10,13 9,55 9,29 9,12 9,01 8,94 8,89 8,85 8, 81 
4 7,1'1 6,94 6,59 6,39 6, 26 6,16 6, 09 6, 04 6,00 
5 6, 61 5,19 5,41 s, 19 5,05 4,95 4, 88 4, 82 4, ?'l 
6 5,99 5,14 4, 76 4,53 4,39 4,28 4, 21 4,15 4,10 
1 5, 59 4,74 4,35 4,12 3, 97 3,87 3,79 3,73 3, 69 
8 5,32 4, 46 4,01 3,84 3,69 3,58 3, 50 3, 44 3, 39 
9 5, 12 4,26 3,86 J, 63 3,46 3,31 3,29 3,23 3,19 
10 4,96 4,10 3 , "71 3, 48 3, 33 3, 22 3, 14 3,07 3,02 
ll 4,84 3,98 3,59 3,36 3,20 3,09 3 ,01 2,95 2, 90 
12 4, 75 3,99 3, 49 3,26 3, ll 3,00 2,91 2,85 2,80 
13 4, 67 3,91 3, 41 3,18 3,03 2, 92 2, 83 2,11 2, 7l 
14 4,60 3,14 3,3 4 J , 11 2,96 2,85 2, 76 2,10 2, 65 
15 4, 54 3,68 3, 29 3, 06 2, 90 2, 79 2, 7l 2,M 2, 59 
16 4,49 3163 3 ,24 3,01 2,85 2,74 2,66 2,59 2,54 
11 4,45 3, 59 3,20 2, 96 2,81 2,70 2, 61 2,55 2, 49 
18 4,U 3, 55 3, 16 2 , 92 2, 77 2,66 2,58 2,51 2,46 
19 4, 38 3, 52 3, lJ 2,90 2,14 2, 63 2,54 2, 48 2, 42 
20 4,35 3, 49 3, 10 2,87 2, 71 2, 60 2,51 2, 45 2,39 
Zl 4,32 3,41 3,07 2,84 2, 68 2,57 2, 49 2, 4.2 2,31 
22 4,30 3, 44 3,05 2 ,82 2,66 2,55 2,46 2, 40 2, 34 
23 4,28 3, 42 3,03 2,80 2,64 2, 53 2 , 44 2,)1 2,32 
24 4, 26 3, 40 3,01 2, 78 2, 62 2, 51 2, 42 2, 36 2, 30 
25 4,2 4 3, 39 2, 99 2,16 2, 60 2 , 49 2 , 40 2,34 2,29 
26 4,23 3,31 2,98 2,14 2, 59 2 , 47 2,39 2, 32 2, 27 
27 4,21 l,JS 2,96 2 , 13 2, 57 2 , 46 2, 37 2,31 2,25 
28 4,20 3,3 4 2,95 2, 11 2,56 2, 45 2,36 2,29 2,2 4 
29 4,18 3,33 2,93 2,10 2,55 2 , 43 2, 35 2, 28 2,22 
30 4 .. :n l,JZ 2,92 2, 69 2,53 2, 42 2,33 2,27 2,Zl 
40 4,09 3,23 2,84 2, 61 2, 45 2,34 2,25 2,18 2,12 
60 4,00 3,15 2,76 2,53 z,:n 2,25 2,17 2,10 z. ~ 
120 3,92 3,01 2, 68 2, 45 2,29 2, 17 2,09 2,02 1 , 96 
.. 3,84 3,00 2,60 2,37 2, 21 2,10 2, 01 1, 9< 1,88 
Tabel Ni1ai kr1t1s distr1busi t 
<l 
v 0,10 0,0 5 0, 025 0 , 01 0,005 
1 3,078 6,31 4 12,706 31, 82 1 63 , 657 
2 1,886 2, 920 4, 303 6,965 9 ,92 5 
3 1 ,638 2,353 3, 182 4, 541 5,8 41 
4 1 , 533 2,132 2, 716 3, 747 4,60 4 
5 1,476 2,015 2, 571 3 , 365 4,032 
6 1,440 L 943 2, 447 3, 143 3, 707 
7 1,415 1,895 2,365 2,998 3, 499 
a 1,397 1,860 2,306 2, 896 3, 355 
9 1, 383 1,833 2,262 2, 821 3, 250 
10 1, 372 1, 812 2, 228 2,764 3,4 59 
11 1,263 1, 796 2,201 2,718 3, 106 
12 1 , 356 1,782 2, 179 2,681 3, 055 
13 1, 350 1,771 2, 160 2,650 3,012 
14 1 ,345 1,761 2,145 2, 624 2 , 977 
15 1 , 341 1, 753 2,131 2,602 2,9 47 
16 1 , 337 1,746 2, 120 2,583 2,921 
17 1,333 1, 740 2, 110 2,567 2,898 
18 1. 330 1. 734 2,101 2 , 552 2,878 
19 1,328 1, 729 2 ,093 2,539 2 , 861 
20 1,325 1, 725 2,086 2, 528 2,8 48 
21 1. 323 1, 721 2,080 2 , 518 2 , 83 1 
22 1,321 1, 717 2,074 2,508 2 , 819 
23 1,319 1, 7H 2,069 2,500 2 ,807 
24 1 , 318 1, 711 2, 064 2,492 2 , 797 
25 1 ,316 1,708 2, 060 2,485 2 ,787 
26 1,315 1,706 2, 056 2,4 79 2,779 
27 1, 314 1,703 2, 052 2 ,4 76 2, 771 
28 l, 313 1, 701 2,048 2 . 467 2, 763 
29 l, 311 1,699 2,045 2 , 462 2, 756 
Inf. I 1, 282 1,645 1,960 2 , 326 2,576 
Tabel Q-Q Plot Uji Dist~ibusi Normal 
Tabel quantile QQ Plot untuk signifikan level 10%, 5%, dan 
1\ 
N 0,10 0,05 0,01 
4 0,895 0,873 0,831 
5 0,903 0,880 0, 832 
10 0,934 0,918 o.880 
15 0,950 0,938 0, 911 
20 0,960 0,950 0,929 
25 0,966 0,958 0,940 
30 0,970 0,963 0,949 
40 0,976 0, 971 0,959 
50 0,980 0,976 0,966 
60 0,983 0,979 0,971 
70 0,986 0, 983 0,975 
100 0,989 0, 986 0,981 
150 0,992 0,991 0,987 
200 0,994 0,993 0,990 
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