Abstract-The improvement of load forecasting accuracy is an important issue in the scientific optimization of power systems. The availability of accurate statistical data and a suitable scientific method are necessary for a perfect prediction of future occurrences. This research deals with the use of a regression forecast model (Support Vector Machine, SVM) for the prediction of the vector data for electrical power loading and temperature in Baghdad city. The Firefly algorithm was used to optimize the parameters of the SVM to improve its prediction accuracy. The quantitative statistical performance evaluation measures (absolute proportional error (MAPE)) were used to evaluate the performance of the optimization methods. The results proved that the modification method was more accurate compared to the basic method and PSO-SVM.
I. INTRODUCTION
In the context of increasing power demand and development of the power market, load forecasting is a major challenge in terms of power system planning and operation [1] [2] [3] . The advantage of a precise load forecasting is to help the operators make decisions for the commitment unit, reduce the reserve capacity, and make a proper schedule for maintenance planning [4] . Apart from holiday forecasting, the power system experts have divided forecasting into long, medium, and shortterm forecasting based on the duration of the term.
The intelligent methods of power system forecasting have been increased significantly over the last decades to reduce the error in the expected power system changes [5] [6] [7] [8] [9] . The Autoregressive Moving Average (ARMA) with the Artificial Neural Network (ANN) is accurate in predicting small power and depends only on the data [10] . Jie Shi has applied a hybrid forecasting model based on grey relational analysis and wind speed distribution features [3] . Many solutions have been introduced in electrical problems since 2008 when the Firefly algorithm (FA) was proposed by Xin-She Yang [11] . Bayesian Neural Networks, Deep neural networks, and Deep neural networks have been assumed as a feasible method for presaging the power in this year [7] [8] [9] .
From the other hand, the SVM is a regression technique which was feigned by Vladimir Vapnik in 1995 [11] . Since its development, its usage in forecasting has increased gradually [11] . Xing et al suggested many hybrid prediction methods based on SVM, and one of the methods depend on the use of least squares support vector machine [12] . The PSO-SVM was developed by many researchers such as: Nadtoka I for short forecasting [13, 14] .
However, in addition to the non-suitable parameters for SVM method, there is no powerful method yet in the area of short-term prediction [15] . This problem is because the SVM accuracy depends on the suitable values of two parametersthe Lagrange multipliers (  ) and the regularization parameter ( С ) [16] .
In this paper, a new method which depends on two methods (Firefly optimization and SVM (FA-SVM)) was used to predict the power load of Bagdad city. Firefly optimization was used to optimize  and С parameters to ensure an optimal load forecasting. This forecasting was performed using one-year real data (power and weather) of Baghdad and the performance of the proposed method on the forecasting accuracy was compared to that of two forecasting methods. For each iteration of SVM, many iterations were performed to select the values of  and С . A comparison of the absolute proportional error between SVM, PSO-SVM, and the proposed methods was performed, and the results showed that the proposed method was more efficient in prediction compared to the other methods in terms of forecasting the system within a short duration.
II. THEORETICAL BACKGROUND

A. SVM
Basically, any learning method depends on a driven data which is based on the multi-disciplinary ideas that combine with the facility of a computer to perform an expected action on other datasets [16] . Fig. 1 provides a schematic flowchart of any simple learning model [17] . Vladimir proposed one of the most famous artificial intelligent learning machines and named it as Support Vector Machines (SVM) [18] . Basically, the SVM optimization equations can be expressed as [13] : (1) Where:-i e is the initial error, . Also, the nonlinear forecasting model can be expressed as [13] :
x is the input vector, ( ) = power, ( )= temperature, and ( ) = natural illumination; x = coordinates of the center of the scattering vector;
= Kernel function which performs a nonlinear mapping of the input data space.
B. Firefly Algorithm
The flashing behavior of fireflies inspired Xin-She Yang to develop a novel swarm-intelligence-based method of optimization in 2008 [19] . The light signal from a firefly serves as a signal that attracts the other fireflies towards itself. Mathematically, all the fireflies in the FA are assumed to be unisex and can be attracted to each order based on the intensity of the emitted light from each firefly [20] . The objective function is the leader of any combination of the two brightest fireflies in one population on every algorithmic iteration [21] .
As a firefly's attractiveness is proportional to the light intensity which is noticed by adjacent fireflies, the variation of attractiveness with the distance r can be described in terms of the attractiveness by [22] :
The change in the position of firefly i which is attracted to firefly j is calculated by [22] : Where:-is a vector of random numbers on time t, which depends on Gaussian and The third term is randomization with . The firefly algorithm is as shown in Fig 2 [18] .
III. THE PROPOSED METHOD
One of the main challenges in Baghdad load forecasting is the low accuracy of prediction due to the high complexity of the power system and the climate data. Also, the accuracy of SVM forecasting depends on two parameters which are the regularization parameter and the Lagrange multipliers. These parameters represent the degree of correlation on the SV learning specimen input spaces. Therefore, a new hybrid approach based on SVM and FA is introduced in this study to deal with these two issues. The employment and selection of the optimal values of the two parameters of SVM ( , C) were based on the FA algorithm. Normally, any evolutionary algorithm requires a fitness function which will serve as the optimization objective [15] . In the area of forecasting, there are many criteria-based methods to gauge the accuracy of a system, such as the relative percentage error, the mean absolute percentage error, the root mean square error, and the absolute proportional error which is selected to gauge the proposed method. The proposed method is shown in the following algorithm:
The flow chart of the FA-SVM for the mid-season is shown in Fig. 3 . 302 | P a g e www.ijacsa.thesai.org 
IV. SIMULATION RESULTS
The aim of the work is to examine the capability of the proposed FA-SVM in reducing the mean absolute error percentage (MAPE) in high complex prediction problems. The simulation was conducted in a MATLAB platform for the three algorithms during the forecast of the power load of Baghdad city. The SVM was first used before using the hybrid technique (PSO-SVM) to select SVM parameters. Finally, the FA was used to optimize the selected SVM parameters. The prediction results were compared with the real data based on the mean absolute error percentage. Figs. 4-7 showed the real data and forecasted load for a single day in spring, summer, autumn, and winter seasons. From these Figs, it was evident that the proposed method achieved results that closely matched the real data. Vol. 9, No. 11, 2018 303 | P a g e www.ijacsa.thesai.org Tables I, II , and III show the results of percentage error be for different days and methods. Form this tables, it can be concluded that FA-SVR has more ability to reach the load characteristics than SVM and PSO-SVM. Also, the tables are explaining the selected values of VSM parameters for each method.
V. CONCLUSION
An SVM-FA hybrid algorithm was proposed in this study for the forecast of the daily load power of Baghdad city for the period of 1 st March 2017 -31 st December 2017. This data covered the four available seasons of the year in Iraqi. In this proposed method, the FA was employed to adjust the values of the SVM model parameters in order to achieve more promising data. The results obtained from the proposed SVM-FA method showed an acceptable percentage error margin with the real data. The accuracy of the methods was verified and compared using the absolute proportional error as a criterion.
