English complex verb constructions: identification and inference by Tu, Yuancheng
c© 2012 by Yuancheng Tu
ENGLISH COMPLEX VERB CONSTRUCTIONS:
IDENTIFICATION AND INFERENCE
BY
YUANCHENG TU
DISSERTATION
Submitted in partial fulfillment of the requirements
for the degree of Doctor of Philosophy in Linguistics
in the Graduate College of the
University of Illinois at Urbana-Champaign, 2012
Urbana, Illinois
Doctoral Committee:
Associate Professor Chilin Shih, Chair
Professor Dan Roth, Director of Research
Associate Professor Roxana Girju
Assistant Professor Julia Hockenmaier
Abstract
The fundamental problem faced by automatic text understanding in Natural Language Processing
(NLP) is to identify semantically related pieces of text and integrate them together to compute the
meaning of the whole text. However, the principle of compositionality runs into trouble very quickly
when real language is examined with its frequent appearance of Multiword Expressions (MWEs)
whose meaning is not based on the meaning of their parts. MWEs occur in all text genres and are far
more frequent and productive than are generally recognized, and pose serious difficulties for every
kind of NLP applications. Given these diverse kinds of MWEs, this dissertation focuses on English
verb related MWEs, constructs stochastic models to identify these complex verb predicates within
the given context and discusses empirically the significance of this MWE recognition component in
the context of Textual Entailment (TE), an intricate semantic inference task that involves various
levels of linguistic knowledge and logic reasoning.
This dissertation develops high quality computational models for three of the most frequent
kinds of English complex verb constructions: Light Verb Construction (LVC), Phrasal Verb Con-
struction (PVC) and Embedded Verb Construction (EVC), and demonstrates empirically their
usage in textual entailment. The discriminative model for LVC identification achieves an 86.3%
accuracy when trained with groups of either contextual and statistical features. For PVC iden-
tification, the learning model reaches 79.4% accuracy, a 41.1% error reduction compared to the
baseline. In addition, adding the LVC classifier helps the simple but robust lexical TE system
achieve a 39.5% error reduction in accuracy and a 21.6% absolute F1 value improvement. Similar
improvements are achieved by adding the PVC and EVC classifiers into this entailment system
with a 30.6% and 39.4% absolute accuracy improvement respectively.
In this dissertation, two types of automation are achieved with respect to English complex verb
predicates: learning to recognize these MWEs within a given context and discovering the signifi-
ii
cance of this identification within an empirical semantic NLP application, i.e., textual entailment.
The lack of benchmark datasets with respect to these special linguistic phenomena is the main bot-
tleneck to advance the computational research in them. The study presented in this dissertation
provides two benchmark datasets related to the identification of LVCs and PVCs respectively and
three linguistic phenomenon specified TE datasets to automate the investigation of the significance
of these linguistic phenomena within a TE system. These datasets enable us to make a direct
evaluation and comparison of lexically based models, reveal insightful differences between them,
and create a simple but robust improved model combination. In the long run, we believe that
the availability of these datasets will facilitate improved models that consider the various special
multiword related phenomena within the complex semantic systems, as well as applying supervised
machine learning models to optimize model combination and performance.
iii
To My Family
iv
Acknowledgments
It is hard to believe that my exceptionally long journey of graduate school is coming to an end.
The completion of this dissertation is so special to me. But what’s more special than that are those
amazing people who have constantly supported me and paved my way along this whole journey.
First and foremost, I would like to express my deepest gratitude to my adviser, Dan Roth,
through whom I learned everything about research, from how to do solid research to how to
present research effectively, both in oral and written format. Without his support, encouragement
and guidance, I would certainly not be where I am today. And I cannot thank him enough for
his wisdom and patience to lead me into this magnificent world of machine learning and natural
language processing.
I would like to thank other members of my dissertation committee: Roxana Girju, Julia Hock-
enmaier and Chilin Shih. Their insightful comments and technical guidance helped to advance the
whole dissertation. Especially, I owe heartfelt thanks to Chilin for her dedicated hours of discussion
with me, starting from Summer Linguistic Institute in 2007 at Stanford, to my prelim proposal
and my final defense presentation.
I am also profoundly grateful to many mentors from Linguistics Department: Prof. C. C.
Cheng, whose computational linguistics class opened my eyes and led me to this new field that
I had never experienced before; Prof. Chin-Woo Kim for his wit and humor in his illuminating
phonetics class; Prof. Jennifer Cole, for her enlightening phonology class and her constant support
as our graduate director; Prof. Peter Lasersohn for introducing me to mathematical linguistics
and formal semantics; Prof. James Yoon for his informative syntax classes as well as his personal
support to me whenever we got chances to meet or chat! I would like to thank them all for shaping
my linguistic foundation especially in my earlier years of graduate study.
It is hard to imagine how I can survive such a long journey without an army of accountable
v
friends and colleagues. I was honored to belong to an engaging and diverse group, Cognitive Com-
putation Group which is consistently filled with outstanding researchers. All CCG members, past
and present, have been both friends and colleagues. They made my graduate life both rewarding
and fun, as we saw each other through arduous paper deadlines, daunting optimization problems,
puzzling research findings, frustrating programming marathons, and countless practice talks. I
would like to take the chance to thank each and every one of them: Alex, Alla, Chad, Dan G., Dan
M., Dav, Eric, Gourab, Ivan, Jack, James, Jeff, Josh, Kai-Wei, Kevin, Lev, Mark, Michael, Ming-
Wei, Nick, Nikhil, Prateek, Quang, Rajhans, Rodrigo, Shankar, Shivani, Tim, Vasin, Vinod, Vivek,
Wei, Wen-Tau (Scott), Xin and Yee Seng. Especially, I want to thank Gourab, Ming-Wei, Quang,
Vinod and Vivek, for countless cubic-side discussions and last minute Latex support; Mark, for his
numerous server support and Nick, for his tireless and always prompt LBJ Q and A. In addition,
I want to thank Peter Young from the Natural Language Research Group, for copy-editing this
thesis during its final depositing phrase.
As an interdisciplinary graduate student, I am also very fortunate to know many friends and
colleagues from various departments. For having made my time in graduate school more enjoyable
and memorable, I would like to thank them here: Cecilia, Hang, Heejin, Jianguo, Jamie, Liwei,
Lori, Rajesh, Tae-jin and Theeraporn from Linguistics; all Chinese TAs and friends I have worked
with in East Asian Languages and Cultures, especially, Kazumi, Li, Shenghang, Tao and Zhijun;
all friends from Language Learning Lab (later ATLAS), especially Jim, Mary Jo, Pavel, Tim and
Yating. Over the years, many supporting staff have assisted me unconditionally: Mary Ruwe from
LLL, Mary Ellen Fryer from Classics and Linguistics, Keely Ashman and Eric Horn from CCG. I
take this chance to thank them for all of their help. Outside of university of Illinois, I am blessed to
have a group of church friends who constantly support me and lift me up by their faithful prayers.
I thank them all for their unfailing love toward me over all these years!
Last, but certainly not the least, my enormous gratitute goes to my family even though I feel
my words on paper are frustratingly inadequate. I would like to thank my parents for allowing me
to pursue my dreams so far away and for so long! I also owe special debt to my brother for taking
care of my parents all these years while I am away. I most want to thank my husband, Yong, for his
sacrificial love, unwavering support and tremendous confidence in me that I can achieve anything.
vi
To my kids, Iris and Tony, mommy’s deadline is over and you don’t need to eat Macaroni and
Cheese all day any more. Thank you for being mommy’s sunshine all the time!
vii
Table of Contents
List of Tables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . x
List of Figures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xii
List of Abbreviations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xiv
Chapter 1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.2 Thesis Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
Chapter 2 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.1 Computational Work on Verbs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.2 Acquisition and Identification of Complex Verb Predicates . . . . . . . . . . . . . . . 10
2.3 Lexical Inference Acquisition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.3.1 Pattern Based Acquisition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.3.2 Distributional Similarity Based Acquisition . . . . . . . . . . . . . . . . . . . 13
2.3.3 Improving the Quality of Feature Vectors . . . . . . . . . . . . . . . . . . . . 14
2.4 Related Work on Textual Entailment . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
Chapter 3 Lexical Resources and NLP Tools . . . . . . . . . . . . . . . . . . . . . 16
3.1 Related Existing Corpora . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
3.1.1 The British National Corpus, XML Edition . . . . . . . . . . . . . . . . . . . 16
3.1.2 RTE Datasets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
3.1.3 Google N-gram Dataset . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
3.2 Lexical Resources . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
3.2.1 WordNet . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
3.2.2 NOMLEX . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
3.2.3 CatVar . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.2.4 Factive/Implicative Verb List . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.2.5 Directional Distributional Term-Similarity Dataset . . . . . . . . . . . . . . . 25
3.3 Related Existing Tools . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.3.1 Curator and Edison . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.3.2 Learning Based Java . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.3.3 JAWS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
viii
Chapter 4 Corpora Generation and Annotation . . . . . . . . . . . . . . . . . . . 29
4.1 Annotation Acquisition Platforms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
4.2 Identification Corpora Generation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
4.2.1 Light Verb Construction Dataset . . . . . . . . . . . . . . . . . . . . . . . . . 32
4.2.2 Phrasal Verb Construction Dataset . . . . . . . . . . . . . . . . . . . . . . . . 35
4.3 Entailment Corpora Generation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
4.3.1 Light Verb Construction Specified TE Dataset . . . . . . . . . . . . . . . . . 36
4.3.2 Phrasal Verb Construction Specified TE Dataset . . . . . . . . . . . . . . . . 43
4.3.3 Factive/Implicative Dataset . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
Chapter 5 Identification of Complex Verb Constructions . . . . . . . . . . . . . . 50
5.1 Light Verb Construction Identification . . . . . . . . . . . . . . . . . . . . . . . . . . 50
5.1.1 Statistical Features . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
5.1.2 Contextual Features . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
5.1.3 Evaluation Metrics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
5.1.4 Experiments with Contextual Features . . . . . . . . . . . . . . . . . . . . . . 55
5.1.5 Experiments with Statistical Features . . . . . . . . . . . . . . . . . . . . . . 56
5.1.6 Interaction between Contextual and Statistical Features . . . . . . . . . . . . 58
5.2 Phrasal Verb Construction Identification . . . . . . . . . . . . . . . . . . . . . . . . . 60
5.2.1 Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
5.2.2 Dataset Splitting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
5.2.3 Experimental Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . 63
Chapter 6 Lexical Inference . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
6.1 Lexical Entailment and Similarity Metrics . . . . . . . . . . . . . . . . . . . . . . . . 66
6.1.1 Word Level Similarity Metric: WNSim . . . . . . . . . . . . . . . . . . . . . . 67
6.1.2 Computing Sentence Similarity Using LLM . . . . . . . . . . . . . . . . . . . 68
6.1.3 Evaluation of LLM and WNSim . . . . . . . . . . . . . . . . . . . . . . . . . 69
6.2 Lexical Entailment with Light Verb Constructions . . . . . . . . . . . . . . . . . . . 72
6.2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
6.2.2 Lexical Entailment with Light Verb Construction Identification . . . . . . . . 73
6.2.3 Experiments and Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
6.2.4 Data Generation and Annotation . . . . . . . . . . . . . . . . . . . . . . . . . 75
6.2.5 Experimental Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
6.2.6 Error Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
6.3 Lexical Entailment with Phrasal Verb Constructions . . . . . . . . . . . . . . . . . . 81
6.3.1 Idiomatic and Compositional datasets . . . . . . . . . . . . . . . . . . . . . . 82
6.4 Lexical Entailment with Embedded Verb Constructions . . . . . . . . . . . . . . . . 85
6.4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
6.4.2 Polarity Detection in Embedded Verb Construction . . . . . . . . . . . . . . 86
6.4.3 Hypotheses Generation Evaluation and Analysis . . . . . . . . . . . . . . . . 87
6.4.4 Lexical TE with Embedded Verb Construction Detection . . . . . . . . . . . 90
Chapter 7 Conclusions and Future Research . . . . . . . . . . . . . . . . . . . . . 92
Appendix A Factive/Implicative Verb List . . . . . . . . . . . . . . . . . . . . . . 95
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
ix
List of Tables
3.1 Distribution of RTE1 development and test data sets with respect to each of the
seven applications. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
3.2 Entailment Examples from several RTE data sets . . . . . . . . . . . . . . . . . . . . 19
3.3 Lexical information provided by Factive/implicative verb list . . . . . . . . . . . . . 25
4.1 Factive/Implicative Verb list Sub-Categorization pattern Matching. Within the first
column are linguistic patterns given in [1]. TreeNode Patterns are their correspond-
ing syntactic constituent matching derived through the example sentences provided
in the same list. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
4.2 Canonicalization of linguistically-based representations. The first column is the
matched treeNode pattern. The second column shows the index of the targeted
non-terminals and the last column lists the regular expression matching rules with
particles and maximal word constraints inside them. . . . . . . . . . . . . . . . . . . 47
4.3 Examples of Matched Factive and Implicative Verbs within RTE corpora. Verbtype
indicates the polarity environments when an entailment may exist: positive is termed
as p and negative is as n. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
4.4 T-H pairs in factive/implicative verb specified TE dataset. Text-GenH is the pair
with the Text and the generated Hypothesis and Text-rteH is the Text with the
original Hypothesis in RTE corpora. Yes indicates positively entailed and No is
otherwise. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
5.1 Confusion matrix to define true positive (tp), true negative (tn), false positive (fp)
and false negative (fn). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
5.2 By using all our contextual features, our classifier achieves overall 86.307% accuracy. 56
5.3 Using only one feature each time. LV-NounObj is the most effective feature. Perfor-
mance gain is associated with a plus sign and otherwise a negative sign. . . . . . . . 56
5.4 Ablation analysis for contextual features. Each feature is added incrementally at
each step. Performance gain is associated with a plus sign otherwise a negative sign. 57
5.5 Best performance achieved with statistical features. Comparing to Table 5.2, the
performance is similar to that trained with all contextual features. . . . . . . . . . . 57
5.6 Ablation analysis for statistical features. Each feature is added incrementally at
each step. Performance gain is associated with a plus sign. . . . . . . . . . . . . . . . 58
5.7 The classifier achieves similar performance trained jointly with Cpmi and LV-NounObj
features, comparing with the performance trained independently. . . . . . . . . . . . 59
5.8 Classifier trained with local contextual features is more robust and significantly
better than the one trained with statistical features when the test data set consists
of all ambiguous examples. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
x
5.9 The top group consists of the more idiomatic phrasal verbs with 91% of their oc-
currence within the dataset to be a true phrasal verb. The second group consists of
those more compositional ones with only 46.6% of their usage in the dataset to be a
true phrasal verb. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
5.10 Accuracies achieved by the classifier when tested on different data groups. Features
are used individually to evaluate the effectiveness of each type. . . . . . . . . . . . . 65
5.11 Accuracies achieved by the classifier when tested on different data groups. Features
are added to the classifier accumulatively. . . . . . . . . . . . . . . . . . . . . . . . . 65
6.1 Dataset Characteristics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
6.2 Performance of the metrics in detecting paraphrases . . . . . . . . . . . . . . . . . . 71
6.3 Performance of the metrics in recognizing textual entailment over RTE3 dataset. . . 71
6.4 Entailment accuracy improvement after applying LVC classification to a lexical TE
system. Diff shows the difference comparing to the natural majority baseline. . . . . 77
6.5 Entailment prediction improvement based on entailment precision, recall and F1
values. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
6.6 Error Analysis for Lexical TE system. Each +LVC Error indicates the error pro-
duced when there is a true LVC in the sentence. . . . . . . . . . . . . . . . . . . . . 79
6.7 Error Analysis for the TE system with LVC classifier added. A +Gold,-Pred error
is the error the TE system made when a sentence has a true LVC while the LVC
classifier wrongly predicts its status. . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
6.8 Examples corrected after plugging in LVC classifier in the lexical TE system. BNCID
is the sentence location in BNC (XML edition). LLM similarity is the sentential
similarity score returned by the lexical TE system. After correctly predicting the
LVC type, the similarity score between T and H all increases to 1.0. . . . . . . . . . 80
6.9 Five-fold accuracies of the PVC classifier piplined into the lexical TE system. . . . . 81
6.10 Entailment accuracy improvement after applying PVC classification to a lexical TE
system. Diff shows the difference comparing to the natural majority baseline. . . . . 81
6.11 Precision, recall and F1 values for the three lexical TE systems. LexTE + Classify
is the system with pipelined PVC classifier and LexTE + Gold is the system when
gold PVC labels are available to the TE system. . . . . . . . . . . . . . . . . . . . . 82
6.12 Accuracies and F1 values of the three TE systems: Lexical TE, Lexical TE(TE ). TE
with PVC classifier(TE+C ), and Lexical TE with available PVC gold labels(TE+G). 84
6.13 Texts and Hypotheses from the example pairs in the list provided in [1]. . . . . . . . 88
6.14 Error examples generated by the TE system with respect to the simple pilot dataset. 88
6.15 Comparison of the precision, recall and F1 values of the two TE system: pure lexical
TE and the lexical TE with EVC identifier. These are 10-fold cross validation results.
Diff is the difference against the chance baseline (50%). . . . . . . . . . . . . . . . . 90
A.1 Factive/Implicative verb list and the example sentence for each syntactic pattern is
given in Table A.2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
A.2 Each unique syntactic pattern with its example in English . . . . . . . . . . . . . . . 104
xi
List of Figures
3.1 One sentence with its linguistic annotations taken from BNC XML Edition. . . . . . 17
3.2 Exact number of ngrams in Google n-gram data set. . . . . . . . . . . . . . . . . . . 20
3.3 One example from NOMLEX version 2001. The lexical item is destruction. . . . . . 23
3.4 Output from Catvar version 2.1 for the input verb forget. . . . . . . . . . . . . . . . 24
4.1 The Instructions for grammaticality annotation done through CrowdFlower platform. 31
4.2 Brief Introduction to LVCs in the annotation webpage . . . . . . . . . . . . . . . . . 33
4.3 Required information for an annotator to choose within the annotation webpage . . 34
4.4 Example sentences for an annotator to work with in LVC annotation . . . . . . . . . 34
4.5 Example sentences for an annotator to work with in Phrasal Verb Construction
annotation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
4.6 Average Gold Accuracy for PVC identification annotation . . . . . . . . . . . . . . . 36
4.7 Example for LVC grammaticality annotation . . . . . . . . . . . . . . . . . . . . . . 41
4.8 Distribution for LVC grammaticality annotation . . . . . . . . . . . . . . . . . . . . 41
4.9 Distribution for LVC grammaticality annotation of negative examples . . . . . . . . 42
4.10 Average Gold Accuracy for Grammaticality Annotation of Negative Examples . . . . 43
5.1 Classifier Accuracy of each fold of all 10 fold testing data, trained with groups of
statistical features and contextual features separately. The similar height of each
histogram indicates the similar performance over each data separation and the sim-
ilarity is not incidental. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
5.2 TreeNode for a PVC . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
5.3 The PVC dataset splitting based on their idiomatic tendency . . . . . . . . . . . . . 63
5.4 Classifier Accuracy of each data group, comparing with their baseline respectively.
Classifier learns the most from the more compositional group, indicated by its biggest
histogram gap. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
6.1 Precision among different TE models, comparing among the more compositional
PVC portion, the more idiomatic PVC portion as well as the whole dataset.For X
axis, 1 is the lexical TE system, 2 is the lexical TE + PVC classify, and 3 is the
lexical TE with gold PVC labels. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
6.2 Recall among different TE models, comparing among the more compositional PVC
portion, the more idiomatic PVC portion as well as the whole dataset.For X axis,
1 is the lexical TE system, 2 is the lexical TE + PVC classify, and 3 is the lexical
TE with gold PVC labels. The increasing rate of recall is bigger than that of the
Precision shown in Figure 6.1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
xii
6.3 TE Accuracy among different TE models, comparing among datasets generated from
compositional, idiomatic and all PVCs. . . . . . . . . . . . . . . . . . . . . . . . . . . 85
6.4 Evaluation summary for EVC entailment from Crowdflower. . . . . . . . . . . . . . . 89
6.5 Gold data agreement for EVC entailment from Crowdflower. . . . . . . . . . . . . . 89
6.6 Distribution of data judgements for EVC entailment from Crowdflower. . . . . . . . 90
xiii
List of Abbreviations
BNC British National Corpus
CD Comparable Documents
CL Computational Linguistics
CLAWS Constituent Likelihood Automatic Word-tagging System
DIRT Discovery of Inference Rules from Text
EVC Embedded Verb Construction
IE Information Extraction
IR Information Retrieval
JAWS Java API for WordNet Searching
LBJ Learning Based Java
LCS Least Common Subsumer
LCS Lexical Conceptual Structure
LDA Latent Dirichlet Allocation
LDC Linguistics Data Consortium
LLM Lexical Level Matching
LVC Light Verb Construction
MT Machine Translation
MWE Multiword Expression
NLP Natural Language Processing
NP Noun Phrase
POS Part of Speech
PP ParaPhrase acquisition
xiv
PVC Phrasal Verb Construction
QA Question Answering
RC Reading Comprehension
RTE Recognizing Textual Entailment
SRL Semantic Role Labeler
SUM Multi-document Summarization
TE Textual Entailment
VSM Vector Space Model
xv
Chapter 1
Introduction
Natural language is an immensely complex phenomenon. At a minimum, it requires knowledge and
understanding of the words in the language. Therefore, the automatic understanding, analysis and
generation of it by computers is vitally dependent on accurate knowledge about words. However,
the most natural and linguistically interesting definition of a word, i.e., the smallest meaningful
unit that can stand by itself, requires not only orthographic evidence, i.e., stand by itself but also
deeper semantic analysis, i.e., meaningful unit. Such requirement poses a formidable challenge
for Computational Linguistics (CL) and Natural Language Processing (NLP), which empirically
rely only on orthographic evidence to identify words. For languages such as English whose words
are often split from each other by white spaces, the orthographic evidence used to detect word
boundaries is the white space. However, without connections to semantics, white space is known
to not be sufficient to tokenize words. One ubiquitous challenge NLP faces in almost all languages
is to identify putative Multiword Expressions (MWEs) such as rock ’n’ roll and give up in English,
which do contain white spaces but are single words listed in the dictionary. Those MWEs, which
lack homomorphism between their orthographic representation and their meaning, always have
idiosyncratic interpretations which cannot be formulated by directly aggregating the semantics of
their constituents. Hence, in many linguistically precise NLP applications that require semantic
inference, it is crucial to identify MWEs at the level of their surface representations as well as to
disambiguate them at the deeper level of semantics.
Focusing on English verb related MWEs, this dissertation addresses the identification of such
complex verb constructions as well as their associated semantic inference problems within a system-
atic framework of statistical learning, which is capable of detecting different orthographic tokens
with a similar or related meaning. Verbs are the primary vehicle for describing events and ex-
pressing relations between entities within a sentence, which makes them the organizational core of
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the sentence. Our research in this thesis concentrates on three types of complex verb predicates
in English: Light Verb Constructions (LVCs), Phrasal Verb Constructions (PVCs) and Embedded
Verb Constructions (EVCs), each of which is defined as follows:
1. LVCs are formed from a commonly used verb and typically a Noun Phrase (NP) in its
direct object position, such as have a look and make an offer in English. These complex
verb predicates do not clearly fall into the discrete binary distinction of compositional or
non-compositional expressions. Instead, they stand somewhere in between and are typically
semi-compositional in the sense that their meaning is only partially related to that of their
constituents. For example, the meaning of the LVC take a drink is to drink which is mainly
derived from its nominal object drink while the meaning of the main verb take in this phrase
is bleached [2] and therefore light. However, the verbs are not entirely depleted of their
semantic predicative power either. For example, the meaning of taking a bath is different
from that of giving a bath. In addition, not all verbal collocations of the form Verb + a +
Noun are LVCs. For example, make a drink, which is compositional and means to produce a
drink, is not an LVC though it is syntactically similar to the true LVC take a drink, which
means to drink.
2. PVCs, also known as particle constructions in English, are syntactically defined as combina-
tions of verbs and prepositions or particles. Semantically their meanings are generally not
the direct composition of their parts, such as eat up and come up with in English. Many
PVCs are also semi-compositional. For example, the meaning of the aforementioned example
eat up is eat or consume entirely, which is closely related to the meaning of its verb eat. The
particle up in this PVC only indicates telicity of the phrase (completion of the action) and
has nothing to do with its literal meaning of upward direction. In addition, depending on the
contexts they are used, they can be either a true PVC, whose meaning can be replaced by a
single verb, or a compositional phrase with a verb and a preposition. For example, the phrase
make over in the sentence Here there are no words which could be said to amount to a request
for property to be made over to Titius, is a true PVC which can be replaced by a single
verb such as transferred. However, it is only an alignment of a verb and a preposition in this
sentence: our Grants-in-Aid scheme makes over 6,000 payments a year to blind people in
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need.
3. EVCs are formed by the combination of two verbs, a main verb and a subordinate verb in
designated specific syntactic structures. The main verb is an implicative or factive verb,
which asserts or implies the truth of the following subordinate clause which contains the
second verb. The subordinate verb in an EVC is with the structure of either an infinitive (to
V ), a gerund V-ing form, or it is within a that-clause if the main verb is factive. For example,
the EVC, forget to cook, consists of the implicative main verb forget and its subordinate verb
cook with an infinitive structure. Forget in this EVC implies the negative polarity of the verb
cook, namely, forget to cook indicates that the action of cook is not done.
There are three reasons to choose these three specific types of complex verb predicates. First, they
are the most commonly used verb related MWEs. Second, they are typically semi-compositional
MWEs, whose meaning is partially related to their constituents and their identification depends
on the context where they are used. Third, they are all closely related to textual entailment,
which is the application we use to evaluate the significance of the context sensitive identification
of these complex verb constructions. We investigate a supervised machine learning framework for
automatic identification of these complex verb predicates and focus exclusively on verb entailment
and extend the scope of verb inference to include these larger lexical units, i.e., multiword-style
complex verbs. Within the learning process, we propose to integrate both distributional evidence
and local contextual evidence to model verb inference via the identification of lexical semantic
similarity among them.
The significance of complex verb predicate identification is evaluated not only over the testing
data sets, but also within the framework of Recognizing Textual Entailment (RTE). Given two
text fragments, termed Text and Hypothesis, the task of Textual Entailment (TE) is to recognize
whether the meaning of one text, the Hypothesis, can be inferred from the other, the Text. It is
an intricate semantic inference task that involves lexical, syntactic, semantic, discourse, and world
knowledge, as well as cognitive and logic reasoning. Each of the sub-tasks involving these relations
is a challenge on its own. We combine the learned complex verb identifiers with a lexical TE system,
whose entailment decision is computed via the semantic matching of its lexical components, and
exploit the significance of the complex verb construction identification directly within this simple
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but robust system.
Entailment knowledge of events or relations is reflected typically in the form of inferential
relations between verbs. As opposed to logical entailment, entailment relation held by a verb pair
in this research is not required to hold in all conceivable contexts, however, it is important to
recognize the specific context, i.e., the instance, where the relation holds and to make a context-
sensitive entailment judgement. For example, there is a potential entailment relation between the
verb predicates (appoint X as Y) and (X become Y). If we detect the surrounding context of
the first predicate contains (X accept Y), X is a person and Y is a title, we can then infer the
entailment relation within that context. One fundamental computation to make an entailment
judgement involves the composition of meanings among all associated linguistic units. Therefore,
it is essential to identity MWEs within such application as we demonstrate in this dissertation.
Entailment knowledge also lies at the heart of many high-end NLP applications. In Question
Answering (QA), for example, a number of studies [3, 4, 5, 6] have shown that entailment knowl-
edge has a significant positive effect on the performance of QA systems by making it possible to
retrieve implicit answers to a question. In multi-document summarization [7] and natural language
generation [8], entailment can help to discover related information from different sources and pro-
duce non-redundant and coherent summarization. In Information Retrieval (IR) and Information
Extraction (IE) [9, 10], entailment relations can be used for query or keyword expansion. Similar
benefits have also been shown in document retrieving and categorization [11].
In summary, this dissertation exploits verb-related lexical inference from these two perspectives:
• Context Sensitive Complex Verb Predicate Identification
An in-depth case study on the recognition of three types of complex verb predicates in
English is presented in this dissertation. The study concentrates on token-based context
sensitive identification and investigates machine learning techniques for automatically
identifying literal or idiomatic meaning of each of these constructions given a sentence.
• Lexical Inference over Verbal Expressions
The study exploits the significance of identifying complex verb predicates within the
framework of textual entailment. The current research automates the identification
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process and explores directly the contribution of a specific type of lexical knowledge in a
TE system. Such automation is achieved by first constructing a TE corpus which consists
of sufficient positive examples for the target complex verb predicate, then learning a
classifier to identify this target on-line and finally plugging in this learned classifier into
a TE system to analyze its effectiveness on the overall TE system.
1.1 Contributions
The research conducted within this dissertation results in the following main contributions:
1. This dissertation extends the scope of verb entailment identification, which operates on the
most elementary verb units (verb tokens and lexemes), to larger textual units, i.e., compli-
cated verb predicates. An in-depth case study is presented to detect these complex units in
contexts and to exploit the effectiveness of different features in this context-sensitive recog-
nition framework.
2. This dissertation automates the complex verb predicate identification process within a lexical
TE system to explore the contribution of such specific lexical knowledge in a TE system.
By pipelining in the TE system a token-based complex verb identifier with high quality, the
integrated framework evaluates directly the significance of using this NLP component within
the context of TE.
3. Two benchmark datasets for token-based Light Verb Construction1 and Phrasal Verb Con-
struction2 identification are generated. These datasets enable the development of supervised
machine learning models and provides common testing and evaluation grounds for advancing
the context-based recognition models for these complex verb constructions in English. They
are publicly available and are useful computational resources for research on verb related
MWEs in general.
4. Three balanced (in terms of positive and negative examples) benchmark TE datasets are
also generated. These datasets enable the automation of exploiting the effectiveness of a
1http://cogcomp.cs.illinois.edu/page/resources/English LVC Dataset
2http://cogcomp.cs.illinois.edu/page/resources/PVC Data
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specific lexical level linguistic phenomenon on a textual entailment system. Many linguistic
phenomena are not adequately covered in any existing TE corpora. Hence, it is futile to
evaluate the contribution of each of these phenomena without relying on human annotation.
With these newly generated corpora, this dissertation further demonstrates empirically the
significance of identifying MWEs, specifically verb complex predicates, in a TE system by
pipelining in it a token-based classifier of high quality.
1.2 Thesis Outline
The rest of this dissertation are organized as follows. Chapter 2 presents the most related previous
works of the current research. They are mainly summarized from two perspectives: those related
to MWE acquisition and identification, in the framework of supervised or unsupervised models
and those related to lexical inference and textual entailment. Lexical inference consists of related
literature with regard to verbs which are acquired via either pattern-based or distributional based
methods. Related works on textual entailment are mainly organized within the frame of RTE and
the focus is on these publications which analyse the role of specific knowledge in RTE systems.
Chapter 3 discusses the existing corpora we use to generate our annotation datasets, the lexical
resources and the NLP tools we use to process and obtain informative linguistic knowledge later
utilized in the machine learning framework. We describe in detail all the datasets we generated
in Chapter 4 together with our data generation processes. This chapter also addresses two plat-
forms we use to annotate these datasets, a traditional dynamic web page based method and a
crowdsourcing platform.
Chapter 5 describes in detail the learning model for the three types of complex verb construc-
tions. For LVCs, we focus more on the analysis of the contextual as well as statistical features. For
PVCs, we concentrate on those verbs that we define as the most common but confusing phrasal
verbs, in the sense that they are the combinations of the most common verbs, such as get, make,
take and the most frequent prepositions and particles such as up, in, on, and their occurrence may
correspond either to a true phrasal verb or an alignment of a simple verb with a preposition. For all
of these complex verb constructions, we focus on constructing the most difficult testing situations
where the surface strings of candidate complex verb predicates are identical and the identification
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is solely decided via the contexts where they are used.
Chapter 6 addresses the problem of investigating the significance of complex verb identification
within a simple but robust lexical TE system. We first introduce the TE system and the algorithm
to add an automatic complex verb identifier into the system. For EVCs, we also develop models
to detect the polarities of the main factive/implicative verb to generate hypotheses and form
positive and negative examples together with corresponding hypotheses from RTE corpora. Finally,
Chapter 7 concludes this dissertation and provides several directions for future research.
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Chapter 2
Related Work
This chapter reviews previous research related to the current thesis. We first summarize previ-
ous computational work on verbs and complex verb acquisition as well as identification. Then we
present previous methods used in lexical inferential relation acquisition, both pattern-based and
distribution-based, followed by some previous works that try to improve the quality of feature
vectors within the distributional Vector Space Model (VSM). Finally, we present the related re-
search on RTE and concentrate on these publications which analyze the role of specific linguistic
knowledge in RTE systems.
2.1 Computational Work on Verbs
Verbs are one of the most central syntactic categories in language. Always a pivot in a sentence, a
verb plays the crucial role of linking other syntactic constituents. They are also closely related to
semantic structures such as argument structure and thematic roles. From a linguistic perspective,
verbs are the most important category to show the relations between syntax and semantics and
many investigations have been carried out on quite diverse languages on this topic. Much previous
computational research on verbs has been done on their classification [12, 13]. For example, verbs
in WordNet are arranged hierarchically though the lexical semantic relations (entailment and tro-
ponymy) for verbs are different from those of nouns. According to WordNet [14], there are fifteen
unique semantic fields for verbs: verbs of motion, perception, contact, communication, competi-
tion, change, cognition, consumption, creation, emotion, perception, possession, bodily care and
functions, social behavior and interactions, and stative verbs. This classification is assumed to be
the abstract realization of verbs in people’s mind. It deals only with the intra-lexical issue of verbs
and the interaction between verbs and other syntactic categories does not play a role in it.
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Different from the methodology used by WordNet, Levin’s classification of verbs [15] is based
on the assumption that the semantics of a verb and its syntactic behavior are regularly related.
She defines 191 verb classes by grouping 4,183 verbs which pattern together with respect to their
diathesis alternations, namely alternations in the expressions of arguments. Levin also provides
both positive and negative examples for each verb class to illustrate the legal or illegal syntactic
patterns associated with the class. VerbNet [12] is a hierarchical English verb lexicon with syntactic
and semantic information, a refinement of Levin’s verb classes. Each node in the hierarchy is
characterized extensionally by its sets of verbs (verbs in the same class), and intentionally by its
argument structures together with the thematic labels. VerbNet consists of information about the
verb’s senses, its argument frames with thematic roles as well as all verbs that belong to the same
class. VerbNet inherits Levin’s assumption that the distribution of syntactic frames in which a
verb can appear determines its class membership. Therefore, verbs in the same class in VerbNet
share the same syntactic alternations (diathesis alternations). There are many cases in Levin’s
class where a verb belongs to multiple classes in which the diathesis alternations are not consistent.
For example, the carry class does not have the conative usage (attempting to do the action, but
the result has not been achieved. It is ungrammatical to say he carried at the basket, but it is too
heavy). However, other verbs in the carry class such as kick, pull, push, shove and tug do have
conative usage when they belongs to the push/pull class. To overcome this, VerbNet intersects
these two classes and derives a new hypo-class with all its properties derived from both of the
hyper-classes.
There are two other classification models which involve the interaction of verb classes formed
from semantic criteria such as thematic roles [16] and elements of the Lexical Conceptual Structure
(LCS) [17]. Theoretically, the classification methods used by LCS and thematic roles are general
and complete. However they are much harder to implement in CL and NLP due to their intricate
taggers which require laborious human annotation.
With the resources provided by WordNet, VerbNet and PropBank [18, 19], the Penn TreeBank
with a layer of predicate argument structure of each verb, many computational works on verbs are
capable of identifying argument structure and semantic roles [20, 18, 19] and building useful verb
semantic resources and networks, such as FrameNet [20], and more recently the VerbOcean [21].
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2.2 Acquisition and Identification of Complex Verb Predicates
Identification of complex verbs is mainly within the domain of the research on MWEs, which refer to
various types of linguistic units or expressions, including idioms, noun compounds, named entities,
complex verb phrases and any other habitual collocations. MWEs pose a particular challenge in
empirical NLP because they always have idiosyncratic interpretations which cannot be formulated
by directly aggregating the semantics of their constituents [22].
Many verb related MWEs have been well-studied in linguistics since early days. For example,
there are many linguistic studies on LVCs [23, 2, 24]. PVCs in English have been observed as
one kind of composition that are used frequently, and constitute the greatest difficulty for language
learners in Samuel Johnson’s Dictionary of English Language1. They have also been well-studied in
modern linguistics since the early days [25, 26, 27]. Careful linguistic descriptions and investigations
reveal a wide range of English PVCs that are syntactically uniform, but diverge largely in semantics,
argument structure and lexical status. The complexity and idiosyncrasies of English phrasal verbs
also pose a special challenge to computational linguistics and attract a considerable amount of
interest and investigation for their extraction, disambiguation as well as identification. For English
EVCs, linguists have long been investigating the logical relations between main clauses and their
complements through factive and implicative verbs [28].
Recent computational research on verb related MWEs has been focused on acquisition of these
complex verb predicates in order to increase the coverage and scalability of such lexical resources
within NLP applications. Many computational works on English LVCs are type-based, i.e., focusing
on acquisition of LVCs by statistically aggregating properties from large corpora. Many works
are about directly measuring the compositionality [29], compatibility [30], acceptability [31] and
productivity [32] of them. Recent computational research on English PVCs has also been focused on
acquisition of phrasal verbs by either extracting unlisted phrasal verbs from large corpora [33, 34],
or constructing productive lexical rules to generate new cases [35]. Some other researchers follow
the semantic regularities of the particles associated with these phrasal verbs and concentrate on
disambiguation of phrasal verb semantics, such as the investigation of the most common particle
up by Cook and Stevenson [36].
1It is written in the Preface of that dictionary.
10
Research on token-based identification of complex verb predicates is much less compared to
the studies on extraction and acquisition. In the field of context sensitive PVC identification, Li
et.al. [37] presented a simple regular expression based system. The regular expression based method
requires human constructed regular patterns and cannot make predictions for Out-Of-Vocabulary
PVCs. Thus, it is hard to adapt to other NLP applications directly. Kim and Baldwin [38] propose a
memory-based system with post-processed linguistic features such as selectional preferences. Their
system assumes the perfect outputs of a parser and requires laborious human corrections to the
parser output.
The identification method presented in this research (details are in section 5.2) differs from these
previous identification works mainly in two aspects. First, our learning system is fully automatic
in the sense that no human intervention is needed. There is no need to construct regular patterns
or to correct parser mistakes. Second, we focus our attention on the comparison of the two groups
of PVCs, the more idiomatic group and the more compositional group. We argue that while more
idiomatic PVCs may be easier to identify and can have above 90% accuracy, there is still much room
to learn for those more compositional PVCs which tend to be used either positively or negatively
depending on the given context.
Many computational works on LVCs , if related to token-based identification, i.e., identifying
idiomatic expressions within context, only consider LVCs as one small subtype of other idiomatic
expressions [39, 40]. In addition, previous computational works on token-based identification differs
from our work in one key aspect. Our work builds a learning system which systematically incorpo-
rates both informative statistical measures and specific local contexts and does in-depth analysis
on both of them while many previous works, either totally rely on or only emphasize on one of
them. For example, the method used in [41] relies primarily on a local co-occurrence lexicon to
construct feature vectors for each target token. On the other hand, some other works [42, 40, 32],
argue that linguistic properties, such as canonical syntactic patterns of specific types of idioms, are
more informative than local context.
The work of Tan et al. [43] proposes a learning approach to identify token-based LVCs. The
method is only similar to ours in that it is a supervised framework. Our model uses a different
data set annotated from the BNC and the dataset is larger and more balanced compared to the
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previous data set from WSJ. In addition, previous work assumes all verbs as potential LVCs, while
we intentionally exclude those verbs which linguistically never found as light verbs, such as buy
and sell in English and only focus on a half dozen of well documented English light verbs, such as
have, take, give, do, get and make.
In this thesis, we focus on token-based detection of complex verb constructions in chapter 5 and
either use existing lexical resources or investigate machine learning framework in order to identify
them within a given context. We use the detected instances to improve the coverage of available
lexical resources and extend our lexical inference algorithm to these identified complex verb units.
2.3 Lexical Inference Acquisition
Previous work related to lexical inferential relation acquisition from corpora has largely converged
to two directions: pattern-based methods and distributional similarity based methods. We start
with pattern-based approaches, then distributional methods.
2.3.1 Pattern Based Acquisition
The seminal work to use lexico-syntactic patterns for automatic lexical acquisition is Hearst’s
work [44] which relies on manually prepared patterns to discover the hierarchical hypernym relations
between words. Similar methods have been employed later to mine other kinds of lexical relations
in various applications. For example, Ravichandran and Hovy [45] explore the power of surface
text patterns for open-domain question answering systems. Paul et al. [46] use pronoun templates
to identify reciprocal relationships in English.
Within the domain of lexical semantic relation acquisition, Girju [5] extracts causal relations
between nouns by first using lexico-syntactic patterns to collect relevant data and then builds a
decision-tree classifier to learn the relations. Chklovsky and Pantel [21] use patterns to first collect
co-occurrence data from the web. The co-occurrence counts were then used to assess the strength
of the relations as mutual information between the two verbs. Zanzotto et al. [47] exploits corpus
data on the co-occurrence of verbs with nouns in the subject position to detect entailment relations
between verbs.
Lexico-syntactic patterns are typically quite specific and informative and they ensure high
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precision. However, they suffer from low recall due to the incompleteness of all patterns and the
data sparsity for many pre-defined patterns.
2.3.2 Distributional Similarity Based Acquisition
Using distributional similarity to model lexical semantic relations is a long-studied technique in
NLP. This approach originates from the so-called distributional hypothesis which states that words
tend to have similar meanings when they occur in similar contexts [48, 49]. Distributional evidence
has been successfully used in many different NLP tasks, such as lexicon acquisition [50] and language
modeling [51].
Distributional similarity is most prominently modeled by symmetric measurements, and a vast
majority of metrics proposed in this area are symmetric, such as cosine, Jaccard [52], many Word-
Net (WN) hierarchy based metrics [53, 54, 55, 56, 57] and the most widely used Lin’s metric [50].
Since entailment related relations are not symmetric, symmetric measures are not capable of dis-
tinguishing directional entailment relations from other symmetric relations such as synonymy and
antonymy. To capture the asymmetric character of entailment, a number of directional metrics
have been proposed. They are based on the intuition that such a directional relation is accompa-
nied by the specific-general relation which can be measured by the degree of the inclusion of one
distributional feature vector into the other [58, 59, 60].
As opposed to pattern-based methods, distributional approaches offer wide coverage, but are
known to have lower precision and are not suitable for classifying fine-grained typologies of rela-
tions [21, 61]. Observing that the two groups of methods are complementary, Mirkin et al. [61]
propose a method to integrate these two types of methods and apply it to the entailment recog-
nition on noun phrases. In this research, we also build an expressive machine learning framework
which takes both distributional and local contextual evidence as features. However, our model is
different in the sense that we focus on in-situ identification (detection within a given context) while
previous integrated model concentrates only on acquisition of semantically related words.
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2.3.3 Improving the Quality of Feature Vectors
Current distributional methods on lexical semantics usually build the feature vectors based on the
orthographic form of a word instead of its meaning. Such representation results in insufficient
quality of the word feature vectors since it is incapable of handling the problem of polysemy. For
example, the word-form based feature vector for the word bank combines contexts for both money
bank and river bank. Such ambiguous feature expansion has shown to be the majority source of
errors for the model output [62, 63, 64].
Two recent works represent two different approaches to alleviating this problem. The work by
Zhitomirsky-Geffet and Dagan [63] explores improving the weighting schema of the feature vectors
to increase the quality of the feature vector while the work by Reisinger and Mooney [64] splits
the feature representation from single prototype into multiple prototypes to improve the quality
of the feature vector. Our proposed method explores the combination of both local and statistical
features in order to build better feature vectors.
2.4 Related Work on Textual Entailment
RTE is introduced as a generic framework for applied semantic inference over texts and has attracted
much attention since its first appearance in 2005 [65]. Over the years with various RTE shared tasks,
workshops and conferences, research in this direction continues to advance with the emergence of
various models using either light or heavy techniques [66, 67]. The light approaches use more
shallow techniques, such as surface string similarity or lexical matching [68, 69]. However, these
light TE systems based on lexical similarity and lexical matching have been shown to achieve
non-trivial strong baselines [70, 71]. Even for TE systems with deep analysis such as syntactic
matching and logical inference, lexical level similarity and alignment is still one of the essential
layers and is addressed by most TE systems [72]. Since we are exploiting the influence of a lexical
phenomenon over a TE system, it is believed that using a lexical TE system, which computes
entailment decisions based on the composition of token-level similarity measures, is the most direct
and effective evaluation.
In the literature, there are also quite a few works related to the study of the contribution and
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role of different types of knowledge in a TE system. Several systems are built specifically based
on different linguistic levels and analyze the effectiveness of their specific aspect, such as the pure
lexical system [69, 68] and the pure syntactic system [73]. The work of Clark et al. [74] specifically
discusses the role of lexical and world knowledge based on an analysis of 100 positive entailment
examples in RTE3 test data set and points out that MWEs, such as idiomatic and implicative
verbs, which cannot be easily derived compositionally, require special identification within a TE
system.
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Chapter 3
Lexical Resources and NLP Tools
We discuss in this chapter the corpora we use to acquire our training and testing samples, the
lexical resources and NLP tools we use to process and obtain informative linguistic knowledge that
will later be utilized as our features in the machine learning framework. We also discuss how these
resources and tools are used in detail within this research.
3.1 Related Existing Corpora
3.1.1 The British National Corpus, XML Edition
In this research, all sentences and examples in four of the generated data sets are originally selected
from the British National Corpus (BNC), XML Edition, which is the latest version of the British
National Corpus released in 20071. The BNC is a balanced synchronic monolingual corpus contain-
ing 100 million words collected from various sources of British English, both spoken and written.
The written part of the BNC (90%, 3,141 files) includes texts from newspapers, journals, academic
books, essays and popular fiction, among many other kinds of text. The spoken part (10%, 908
files) consists of informal conversations and spoken language collected in meetings, radio shows
and phone conversations. Each file is tagged with a variety of structural properties of texts, such
as headings and paragraphs in XML encoding. Every sentence is tagged with the Part Of Speech
(POS) and lexemes (in lexicography, it is called the citation form of a word). The tagset used in
BNC XML Edition is the C5 tagset which has over 60 POS tags2. This tagset is from CLAWS (the
Constituent Likelihood Automatic Word-tagging System) and it is different from the POS tagset
used in Penn Treebank. Figure 3.1 shows the linguistic annotation of one sentence from the BNC
1http://www.natcorp.ox.ac.uk/XMLedition/
2http://ucrel.lancs.ac.uk/claws5tags.html
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in its XML encoding.
<s n="3"> 
<w c5="DT0" hw="this" pos="ADJ">This </w> 
<w c5="NN1" hw="virus" pos="SUBST">virus </w> 
<w c5="VVZ" hw="affect" pos="VERB">affects </w> 
<w c5="AT0" hw="the" pos="ART">the </w> 
<w c5="NN1" hw="body" pos="SUBST">body</w> 
<w c5="POS" hw="'s" pos="UNC">'s </w> 
<w c5="NN1" hw="defence" pos="SUBST">defence </w> 
<w c5="NN1" hw="system" pos="SUBST">system </w> 
\u2212 
<mw c5="CJS"> 
<w c5="AV0" hw="so" pos="ADV">so </w> 
<w c5="CJT" hw="that" pos="CONJ">that </w> 
</mw> 
<w c5="PNP" hw="it" pos="PRON">it </w> 
<w c5="VM0" hw="can" pos="VERB">can</w> 
<w c5="XX0" hw="not" pos="ADV">not </w> 
<w c5="VVI" hw="fight" pos="VERB">fight </w> 
<w c5="NN1" hw="infection" pos="SUBST">infection</w> 
<c c5="PUN">.</c> 
</s> 
Figure 3.1: One sentence with its linguistic annotations taken from BNC XML Edition.
The BNC is chosen as one of the base corpora in this study since it is a relatively large and
representative sample of general English language. The BNC is sampled from a balanced genres
with various registers and it is believed to better represent various linguistic phenomena, including
MWEs. For example, Kearns [24] claims that there are more LVCs in British English than in
American English. In addition, the linguistic tags annotated in BNC come in handy when used in
our learning framework to generate features or to extract examples. For example, the annotated
citation form of each word reduces the sparsity of words with same lemma and the POS tags
can be used directly to generate both local features as well as statistic features by counting word
frequencies based on its different parts of speech. With the surface strings of verbs and their POS,
it is possible to extract accurate candidates for complex verb predicates without any deeper parser
information. In our experiments, all of the original complex verb predicate candidates are extracted
from the BNC with this combination, though other linguistic resources are used in post-processing
to filter out many obvious false positives.
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Development Set Test Set
Application True False Sum True False Sum
CD 50 48 98 75 75 150
IE 35 35 70 60 60 120
IR 35 35 70 45 45 90
MT 27 27 54 60 60 120
PP 39 43 82 25 25 50
QA 45 45 90 65 65 130
RC 52 51 103 70 70 140
Total 283 284 576 400 400 800
Table 3.1: Distribution of RTE1 development and test data sets with respect to each of the seven
applications.
3.1.2 RTE Datasets
The RTE challenge benchmarks, currently in their seventh year3, provide a special forum specif-
ically for textual entailment problem. Each year this challenge releases one or two RTE corpora,
typically one for developing and one for testing. This study uses several data sets from the first
five benchmark challenges to evaluate our lexical TE systems and to extract TE examples for the
EVC specified TE dataset described in section 4.3.3. Therefore, we focus our attention on them in
this section.
The dataset of Text-Hypothesis (T-H) pairs was collected by human annotators. The RTE1
data sets consist of examples from seven applications: Comparable Documents (CD), i.e., clusters
of comparable news articles that cover a common story, IE, IR, Machine Translation (MT), Para-
phrase acquisition (PP), Question Answering (QA) and Reading Comprehension (RC). Typically,
T consists of one sentence (sometimes two) while H is often a single shorter sentence. Examples
were collected from the Web, focusing on the general news domain. The development set consists
of 567 examples and the test set consists of 800 examples. They are all evenly split into True/False
examples. The distribution of examples within each application is shown in Table 3.1.
The basic setups for the rest of RTE datasets are similar to those in RTE1. However, the
main focus in them was to provide more ‘realistic’ T-H examples based mostly on outputs of
actual systems. These data sets have examples from four applications: IR, IE, QA and multi-
document Summarization (SUM). Starting with the RTE3 data sets a number of longer texts, up
3First three challenges were organized by PASCAL and the rest have been organized by NIST.
18
Data Set ID Entailment Application
RTE1 Development 20 True IR
T: Eating lots of foods that are a good source of fiber may keep your blood
glucose from rising too fast after you eat.
H: Fiber improves blood sugar control.
RTE2 Test 9 False IE
T: Authorities in Brazil say that more than 200 people are being held
hostage in a prison in the country’s remote, Amazonian-jungle state
of Rondonia.
H: Authorities in Brazil hold 200 people as hostage.
RTE3 Development 590 False QA
T: Jackson also found the company maintained its Windows monopoly by
setting deals with computer makers to promote Microsoft products over
those from rival software makers.
H: Microsoft Windows is an operating system.
RTE3 Test 768 True SUM
T: In a wide-ranging, marathon news conference, Mr Putin said Russia was
now one of the world’s most powerful economies, with a rapid growth rate
- about 6.9 in 2006 - and declining inflation.
H: According to Mr Putin, Russia is one of the most powerful economies
in the world.
Table 3.2: Entailment Examples from several RTE data sets
to a paragraph, are introduced to make the challenge more oriented to realistic scenarios [66]. The
RTE2 and RTE3 datasets contain 1600 text-hypothesis pairs, divided into a development set and a
test set, each containing 800 pairs. These 800 pairs are split evenly among four applications. The
examples in all the RTE datasets are based mostly on outputs (both correct and incorrect) of Web-
based systems, while most of the input was sampled from those outputs of real related applications.
The RTE4 corpus consists of 1,000 T-H sentence pairs and the main task is a three-way decision, by
further distinguishing if the contradictory relation holds when there is no entailment relation [75].
The RTE5 corpus has 1,200 T-H sentence pairs and its Ts are longer, up to 100 words in order to
introduce some discourse phenomena such as coreference, which were not present in the previous
data sets [76]. Table 3.2 gives some examples from some of these RTE data sets.
3.1.3 Google N-gram Dataset
This data set, contributed by Google, contains English word n-grams and their observed frequency
counts from massive amounts of web data. The length of the n-grams ranges from unigrams to
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five-grams. The n-gram counts were generated from over 1 trillion word tokens of running text from
publicly accessible Web pages. This data set consists of over 1 billion five-grams and four-grams
that appear at least 40 times, approximate 977 million tri-grams and 314 million bi-grams. There
are about 13 million unique words that appear at least 200 times. This data set, which is about
24 GB compressed text files, is available from the Linguistics Data Consortium (LDC). The exact
number of ngram within this data set is given in Figure 3.2.
1XPEHURIWRNHQV 
1XPEHURIVHQWHQFHV 
1XPEHURIXQLJUDPV 
1XPEHURIELJUDPV 
1XPEHURIWULJUDPV 
1XPEHURIIRXUJUDPV 
1XPEHURIILYHJUDPV 
Figure 3.2: Exact number of ngrams in Google n-gram data set.
In our experiments, this massive data set is used to compute pointwise mutual information
of words to derive features for our learning models (details are in section 5.1.1). In addition, the
bigrams in this data set are used as a ranking function to help filter out ungrammatical collocations
when generating examples for the complex verb predicate data sets (details are in section 4.3).
3.2 Lexical Resources
Several lexical semantic resources are used to provide us with linguistic knowledge external to the
corpora we are using. They provide linguistic knowledge that is used to help extract instances
from corpora. For example, our factive and implicative instances are extracted based on the
knowledge provided by the Factive/implicative Verb List [1]. Resources such as NOMLEX [77] and
CatVar [78] are used as dictionaries to help us with the morphological transformation from nouns
to verbs, or from adjectives to adverbs. Additionally, lexical information acquired from the corpus
will be compared against the lexical resources as a means to evaluate our system. In the following
sections, we give a brief overview of these resources and focus on the information relevant to our
experiments.
20
3.2.1 WordNet
WordNet [14] is a lexical database for English that has been mostly adopted in artificial intelligence
and computational linguistics for a variety of practical applications. The design of WordNet is
inspired by the psycholinguistic theories of human lexical memory. English nouns, verbs, adjectives
and adverbs are organized into synonym sets, each representing one underlying lexical concept and
then linked together via specific semantic relations. WordNet can provide NLP applications with
large number of concepts and semantic links to find relations between concepts.
One or more senses are defined for each word depending on whether the word is monosemous
(single sense) or polysemous (two or more senses). In WordNet, the average polysemy of all words
is 1.34. But if monosemous words are not included, the average is 2.91 [79]. Since WordNet was
designed as a lexical database, it is supposed to consist of every sense of a word, including those
very rare used in real texts. Those well-refined senses always cause noisy features and therefore
exhibit some limitations when used for knowledge processing applications [80, 81]. These noisy
data in WordNet may be due to its lack of topic context [82, 83] (topic links among concepts in
WordNet) and its lack of local context (information on usage of the word in real sentences). By
adding contextual information, many researchers, such as [84, 85], have made some improvement
related to it.
Besides sense relations of the same word such as polysymies (words with a number of different
associated meanings) and homonymies (words with a number of different unrelated meanings),
WordNet also encodes various lexical semantic relations which are connections between synsets and
are widely used in NLP applications. Basically there are two types of lexical semantic relations:
hierarchical and non-hierarchical. Hierarchical relations include taxonomies (X is subtype of Y),
meronymies (X is a part of Y) and some non-branching hierarchies (ordering of elements, such
as cold, mild, hot). Taxonomic relations mainly exist among nouns and verbs. Non-hierarchical
relations are mainly synonymies and antonymies. They are ternary relations in the sense that three
elements are involved, namely, two words and the environment where the similarity or opposition
occurs. There are very few absolute synonyms, but words may be synonymous in given contexts.
Lexical semantic relations are a central part in the organization of lexical semantics knowledge
resources such as WordNet. They have been extensively used and evaluated in various NLP ap-
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plications. Most of these applications use taxonomic information from the semantic networks. For
example, Many lexical similarity metrics [53, 54, 55, 56, 57] use WordNet taxonomies to measure
semantic similarities among words. Clark and Weir [86] use classes from a semantic hierarchy
to estimate the probability of a noun filling the argument slots of predicates. Li and Roth [87]
use a semantic hierarchy to help classify questions in question answering. In speech recognition,
researchers [88] apply ontology information to evaluate semantic coherence of a given speech recog-
nition hypothesis. Though most of the applications are related to the usage of lexical semantic
information, there are also researchers who investigate deriving such information automatically, for
either taxonomic information [89, 90] or non-hierarchical lexical information [91, 92].
In this dissertation, WordNet is used in various ways. First, its encoded lexical semantic rela-
tions and hierarchies are the basis for the word similarity metric we use in our model (section 6.1.1).
Second, verb synsets are used to generate synonyms for verbs. It also provides lists for the morpho-
logical transformation of verbs and nouns, as well as grammatical inflections for verbs (section 4.3).
Finally, WordNet provides part of the PVC candidates for the PVC list in this dissertation (sec-
tion 4.2.2).
3.2.2 NOMLEX
NOMLEX (Nominalization Lexicon) is a dictionary of English nominalizations developed by the
Proteus Project at the New York University [77]. NOMLEX seeks not only to describe the allowed
complements for a nominalization, but also to relate the nominal complements to the arguments
of the corresponding verb. Several main verbal arguments, such as subject, direct object and
indirect object, are identified and mapped more directly into nominal complements. The argument
correspondences are specified through a combination of explicit information in the lexical entries
and general linguistic constraints. The data set consists of over 1000 unique words and over 1000
entries of several types of lexical nominalizations. These words were selected from lists of frequently
appearing nominalizations in the Brown corpus and the Wall Street Journal. The version we are
using is the version 2001 and is directly downloaded from the project website4. Figure 3.3 gives
one example from the 2001 version of NOMLEX .
4http://nlp.cs.nyu.edu/nomlex/index.html
22
(NOM :ORTH "destruction"
:PLURAL *NONE*
:VERB "destroy"
:NOM-TYPE ((VERB-NOM))
:VERB-SUBJ ((N-N-MOD)
(DET-POSS)
(PP :PVAL ("by")))
:VERB-SUBC ((NOM-NP :SUBJECT ((N-N-MOD)
(DET-POSS)
(PP :PVAL ("by")))
:OBJECT ((DET-POSS)
(N-N-MOD)
(PP :PVAL ("of")))
:REQUIRED ((OBJECT :DET-POSS-ONLY T
:N-N-MOD-ONLY T))))
:DONE T)
Figure 3.3: One example from NOMLEX version 2001. The lexical item is destruction.
In this dissertation, NOMLEX is mainly used to derive morphological changes between nouns
and verbs. For example, many LVCs have a verbal counterpart that originates from the same stem
as the nominal component. NOMLEX (together with WordNet) is used to generate the mapping
between this morphological transformation. Several nominal components may map to the same
verb in NOMLEX. For example, dominance, domination and dominion are all linked to the same
verb dominate in the hashing table we build after processing the NOMLEX file.
3.2.3 CatVar
A Categorical-Variation Database (or CatVar) is a database of clusters of non-inflected words
(lexemes) and their categorical variants [78]. This is another resource for our model to derive mor-
phological transformations among different parts of speech. There are a total of 82,676 words inside
this database and the number of clusters is 51,972. Among all these words, there are 20,136 adjec-
tives (AJ), 3,748 adverbs (AV), 49,578 nouns (N) and 9,178 verbs (V). Each cluster links all related
words from the different parts of speech. For example, the cluster <forget(V), forgetful(AJ), forgot-
ten(AJ),forgetfulness(N), forgetfully (AV), forgettable (AJ)> consists of different English variants
of some underlying concept describing the action of forgetting. Figure 3.4 describes the output
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CATVAR!File:!catvar21.signed!...
forget me not!!!N!!!!!!!<1>!!!!!(WN!forget me not)
                                     
forget!!V!!!!!!!<87>!!!!(WN!BC!ED!LL!EX!forget)
forgetful!!!!!!!AJ!!!!!!<71>!!!!(WN!BC!ED!EX!forget)
forgotten!!!!!!!AJ!!!!!!<65>!!!!(WN!EX!forgotten)
forgetfulness!!!N!!!!!!!<3>!!!!!(WN!BC!forget)
                                     
forgetfully!!!!!AV!!!!!!<1>!!!!!(WN!forgetfulli)
                                     
forgettable!!!!!AJ!!!!!!<1>!!!!!(WN!forgett)
                                     
self forgetful!!AJ!!!!!!<1>!!!!!(WN!self forget)
                                     
unforgettable!!!AJ!!!!!!<3>!!!!!(WN!BC!unforgett)
unforgettably!!!AV!!!!!!<1>!!!!!(WN!unforgett)
                                     
Subtotal!=!6!clusters!found
Total!=!6!clusters!found
Figure 3.4: Output from Catvar version 2.1 for the input verb forget.
from the CatVar when the input is the word forget.
The database was developed for English using a combination of resources and algorithms in-
cluding the Lexical Conceptual Structure (LCS) [93], an earlier version of WordNet (1.6) [14], the
Brown Corpus section of the Penn Treebank [94] and several other English morphological analysis
lexicons5. In this dissertation, this resource is used to derive morphological alternations, mainly
for adverbs and adjectives as shown in Algorithm 2 in section 4.3.
3.2.4 Factive/Implicative Verb List
The Factive/implicative verb list compiled by the Palo Alto Research Center (PARC) [1] provides
a list of 180 unique factive and implicative verbs together with their typical syntactic patterns and
polarity information. All verbs and their type information in this list are described in Appendix A.
Some verbs contain different syntactic patterns. Therefore, the total number of verbs in Appendix
A is 228. We show several examples here in Table 3.3.
The verb list and their syntactic patterns are used to identify examples from the corpus and
5http://clipdemos.umiacs.umd.edu/catvar/
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Type Syntactic Pattern Example
fact p V-SUBJ-COMPEXthat Ed forgot that Mary went.
impl pn np V-SUBJ-XCOMPinf Ed forgot to go to the doctor.
fact n V-SUBJ-COMPEXthat Ed pretended that Mary arrived.
impl pn np V-SUBJexpl-XCOMPinf Ed failed to open the door.
Table 3.3: Lexical information provided by Factive/implicative verb list
entailment decision can be inferred from the implication rules specified by the type of each verb
when the polarity information is given for the main verb. For example, forget in the second row is
an implicative verb and when used in a positive environment, it implies the negation of the second
verb and vise verse (termed as impl pn np). Therefore, Ed forgot to go to the doctor entails that
Ed did not go to the doctor.
3.2.5 Directional Distributional Term-Similarity Dataset
This dataset6 contains directional distributional term-similarity rules automatically extracted from
Reuters RCV-1 [9, 60]. Most of the rules are lexical entailment rules, where the meaning of the
rule’s left-hand-side implies the meaning of its right-hand-side, for example, imprisonment→arrest,
and the scores assigned to the rules indicate the strength of the entailment relation. Nouns and
verbs are split into two files in this dataset. The verb dataset consists of a total of 5, 150 verbs and
among them, 1, 051 are phrasal verbs. Both this data set and WordNet 3.0 are used as sources of
our selected phrasal verbs.
3.3 Related Existing Tools
In this section, we introduce the three main NLP tools we use in this dissertation: one for extracting
features, one for building a learning model and another for interacting with the WordNet database.
3.3.1 Curator and Edison
Curator, an NLP management framework, is comprised of a central server and a suite of annotators
to build NLP process pipelines. Edision is an NLP data structure library in Java that provides
streamlined interfaces to Curator and offers various of supporting functionalities to interact with
6http://u.cs.biu.ac.il/∼nlp/downloads/DIRECT.html
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all annotation output from the annotators. The infrastructure detail of the system is described
in [95] and we describe the motivation of using this tool from a user point of view here.
Curator together with its Edison library provides a straightforward and object-oriented way to
generate and manipulate features for a learning system. To generate features related to certain lin-
guistic phenomenon, for example, POS or semantic roles, the client only need to create a view (POS
view or semantic annotation view) and then call the built-in annotators to output the requested
annotation through this view. The system checks the annotation dependencies automatically and if
the dependencies are missing, it adds them internally. For example, a request to annotate semantic
roles for an input sentence requires other annotations being tagged beforehand such as POS, named
entities and syntactic parser information. Curator searches first all these dependencies in its cache.
If they are not there, it calls its corresponding annotators to annotate and cache all of them and
return the semantic role annotation to the client.
In addition, Curator is distributed with a suite of NLP tools from the basic POS tagger, shallow
parser [96] to a Name Entity Recognizer (NER) [97], Coreference Labeler [98], and Semantic Role
Labeler (SRL) [99]. There are different syntactic parsers within the Curator. The constituent
parsers included are Charniak [100] and Stanford [101] while the dependency parsers are Stan-
ford [102] and Easy-First [103]. It can also annotate Wikipedia knowledge from the annotator
built in [104]. All these encapsulated tools within curator make it possible for NLP practitioners
to avoid worrying about NLP preprocessing pipelines and to efficiently investigate the effects of
different linguistic components as well as different outputs for the same components.
Another attractive curator feature, from the user point of view, is its processing efficiency
through its caching capability. Curator caches all the output of NLP components, avoiding redun-
dant processing of same input text or same components within different texts. Since the system
first searches its cache before calling its annotators, the user gets an associated speedup if the same
running corpus needs to be processed multiple times over the course of a project, or someone else
has already processed the same text with the required annotation resource.
In this dissertation, Curator is used to manage and generate features for our PVC identifier and
shows its efficiency in rapidly building a prototype for the learner. This tool is publicly available7.
7http://cogcomp.cs.illinois.edu/trac/wiki/Curator
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3.3.2 Learning Based Java
Learning Based Java (LBJ) is a modeling language that expedites the development of learning
based programs, designed for use with the Java programming language. The LBJ compiler accepts
the programmer’s classifier and constraint specifications as input, automatically generating efficient
Java code and applying learning algorithms (i.e., performing training) as necessary to implement
the classifiers’ entire computation from raw data (i.e., text, images, etc.) to output decision (i.e.,
part of speech tag, type of recognized object, etc.). The details of feature extraction, learning,
model evaluation, and inference (i.e., reconciling the predictions in terms of the constraints at run
time) are abstracted away from the programmer.
Under the LBJ programming philosophy, the designer of a learning based program will first
design an object-oriented internal representation (IR) of the application’s raw data using pure
Java. For example, if we wish to write software dealing with emails, then we would define a Java
class named Email. An LBJ source file then allows the programmer to define classifiers that take
Emails as input. A classifier is any method that produces one or more discrete or real valued
classifications when given a single object from the programmer’s IR. It might be hard-coded using
explicit Java code (usually for use as a feature extractor), or learned from data (e.g., labeled
example Emails) using other classifiers as feature extractors.
Feature extraction and learning typically produce several different intermediate representations
of the data they process. The LBJ compiler automates these processes, managing all of their
intermediate representations automatically. An LBJ source file also acts as a Makefile of sorts.
When making a change to the LBJ source file, LBJ knows which operations need to be repeated.
For example, when changing the code in a hard-coded classifier, only those learned classifiers that
use it as a feature will be retrained. When only a learning algorithm parameter is changed, LBJ
skips feature extraction and goes straight to learning.
LBJ is supported by a library of interfaces and classes that implement a standardized func-
tionality for features and classifiers. The library includes learning and inference algorithm im-
plementations, general purpose and domain specific internal representations, and domain specific
parsers.
In this dissertation, LBJ is used to extract features and to build the context sensitive LVC
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classifier (section 5.1). This tool is also publicly available8.
3.3.3 JAWS
As its name implies, the Java API for WordNet Searching (JAWS) is an API that provides Java
applications with the ability to retrieve data from the WordNet database9. It is a simple and fast
API that is compatible with both the 2.1 and 3.0 versions of the WordNet database files and can
be used with Java 1.4 and later.
JAWS provides a simple way to connect to the WordNet database. Two types of functions are
frequently used in this dissertation: synset search for verbs and derivationally related verbs and
nouns. These functions are used in the processes of generating all three complex verb construction
specified textual entailment corpora as described in detail in section 4.3.
8http://cogcomp.cs.illinois.edu/page/software view/LBJ
9http://lyle.smu.edu/∼tspell/jaws/index.html
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Chapter 4
Corpora Generation and Annotation
This chapter discusses all five datasets we generate and annotate in this study. We generate
two datasets for both LVC and PVC identification and one entailment dataset for each of them
respectively. Sentences of these four datasets are selected originally from the BNC XML Edition.
Our factive/implicative dataset is generated via matching the factive/implicative verb patterns and
consists of entailment examples from portions of the RTE1-5 corpora. All of these datasets are
publicly available and can be used as benchmark resources for research in MWEs and TE systems.
4.1 Annotation Acquisition Platforms
Two annotation platforms, both of which are web-based, are utilized to annotate our selected
dataset candidates. One platform is traditionally web-based in the sense that the researchers design
the web interface and train the annotators to annotate the data through dynamic webpages. The
LVC identification dataset is annotated using this method based on an annotation website written
in PHP, a general-purpose server-side scripting language. This method of annotation acquisition
requires full designing the infrastructure of the annotation system as well as recruiting and training
annotators by the practitioners and usually takes a long time to complete. However, it is easy to
ensure a high annotation quality using trained and trustworthy annotators.
Our main annotation platform is a web-based type which uses crowdsourcing technique provided
by a company called CrowdFlower1. CrowdFlower provides the interface to recruit annotators
through the Internet and allows multiple labeling tasks to be outsourced in bulk with low costs and
fast completion rates. Crowdsourcing, ever since it started to emerge, has been a very attractive
solution to the problem of cheaply and quickly acquiring annotations for the purpose of constructing
1http://crowdflower.com/
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statistical learning models in various fields such as NLP [105, 106], IR and data mining [107, 108],
and computer vision [109]. Many researchers have investigated the efficacy of language annotation
using this service and have found that independent annotations can be aggregated to achieve high
reliability [105, 107]. The use of crowdsourcing is now widely accepted and represents the basis for
validation in many recent research works presented in recent conferences and workshops2.
However, how to ensure the quality of annotation done through a Crowdsourcing platform is a
big challenge due to Internet fraudulent attempts, as well as the the lack of expertise among on-line
annotators. The Crowdflower platform we employ in this research has an internal mechanism to
detect scammers by labeling a small amount of gold data which can be used internally for inter-
annotator agreement. This agreement ratio is to evaluate, or if necessary to reject unqualified
annotators and malicious scammers. Therefore, our focus in designing the annotation tasks is on
how to make our tasks crowdsourcable, i.e., learnable for non-experts in linguistics with just simple
explanations and examples.
In our experiments, our task design is optimized in two ways to produce high quality annotated
data. First, we break our task into two or more specific single-target subtasks. For example,
we break the semantic relation annotation task into two subtasks. One subtask is to decide the
grammaticality of the generated sentences and another is to identify the semantic relations of two
verb phrases. We run these two subtasks in a pipeline fashion and the post-processed results from
the grammatical annotation task are fed to the semantic relation annotation task. Second, for
each task, we design an AB-test style interface, which asks the annotators to choose the answers
they feel are better suited for the given sentence. AB tests are usually used to evaluate speech
synthesis systems to see if a particular change actually improves the system. In speech synthesis
AB tests, the same sentence synthesized by two different systems (an A and a B system) are played
and the human listeners are asked to compare them and choose the one they like the better. Such
contrastive schema has been shown to be very effective in other field such as computer vision
to investigate and rank the so-called relative attributes [110]. When it is hard to decide a value
for a binary attribute by giving just one picture, for example, to decide if a person inside that
2For example, the Workshop on Crowdsourcing Technologies for Language and Cognition Studies in July, 2011;
NIST’s TREC Crowdsourcing Track in 2011 and workshops on Crowdsourcing for Information Retrieval in SIGIR in
2010 and 2011.
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picture is smiling or not, it is much easier to annotate “which person smiles more” when given
two contrastive pictures. We use this intuition in designing our AB-test style annotation. For
example, our annotators are given two phrases within a sentence and are asked to annotate the
relatively better one. Figure 4.1 is one snapshot of the instructions for web annotators for one of
the grammaticality annotation experiments, which uses this contrastive annotation design.
Figure 4.1: The Instructions for grammaticality annotation done through CrowdFlower platform.
The basic design principles we follow in our experiments are summarized as follows:
• Keep our task description as succinct as possible;
• Provide enough demonstration examples;
• Use closed-class questions, such as multiple choice questions;
• Distribute the annotation tasks only to English speaking countries;
• Collect sufficient annotations for each question from independent annotators.
4.2 Identification Corpora Generation
This section introduces the datasets generated and annotated for LVC and PVC identification.
We focus our attention on selecting the most “confusing” examples in the sense that the surface
structures of both positive and negative sentences are cosmetically similar. For example, consider
the following sentences:
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1. (-) You have a look of childish bewilderment on your face.
2. (+) I’ve arranged for you to have a look at his file in our library.
Sentence 1 is not a true LVC, but exhibits identical surface property, i.e., identical orthographic
string have a look to the true LVC usage in sentence 2.
For both LVCs and PVCs, we concentrate on those most frequently used complex verb predicates
and try to evenly split the negative and positive examples in each dataset. The LVC dataset
consists of 2,162 examples with a total of 1,039 positive and 1,123 negative sentences. The PVC
dataset contains 1,348 examples with 878 sentences with true PVC. The PVC dataset is less evenly
distributed among positive and negative examples. However, we later split this dataset more evenly
and also discover more interesting observations with these more evenly distributed portions of this
dataset.
4.2.1 Light Verb Construction Dataset
The LVC identification dataset is generated with a traditional dynamic webpage design platform
from the BNC. We begin our sentence selection process with the examination of a handful of
previously investigated verbs [42, 2]. Among them, we pick the 6 most frequently used English
light verbs: do, get, give, have, make and take.
To identify potential LVCs within sentences, we first extract all sentences where one or more of
the six verbs occur from BNC (XML Edition) and then parse these sentences with the Charniak
parser [100]. We focus on the “verb + noun object” pattern and choose all the sentences which
have a direct NP object for the target verbs. We collect a total of 207, 789 such sentences.
We observe that within all these chosen sentences, the distribution of true LVCs is still low. We
therefore use three resources to filter out trivial negative examples. First, we use WordNet [14] to
identify the head noun of the object which can be used as both a noun and a verb. Then, we use
frequency counts gathered from the BNC to filter out candidates whose verb usage is smaller than
their noun usage. Finally, we use NomLex [111] to recognize those head words in the object position
whose noun forms and verb forms are derivationally related, such as transmission and transmit.
We keep all candidates whose object head nouns are derivationally related to a verb according
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to a gold-standard word list we extract from NomLex3. With this pipeline method, we filter out
approximately 55% potential negative examples. This leaves us with 92, 415 sentences from which
we randomly sample about 4% to present to annotators. This filtering method successfully improves
the recall of the positive examples and ensures that our corpus has a relatively even distribution
of both positive and negative examples.
A website4 is set up for annotators to annotate the data. We first introduce LVCs to annotators
and then ask them to input some very simple background information such as if they are native or
non-native English speaker. Figure 4.2 shows the brief introduction of the website and Figure 4.3
illustrates the verb and the background information an annotator can choose. Each potential LVC
Figure 4.2: Brief Introduction to LVCs in the annotation webpage
is presented to the annotator in a sentence. The annotator is asked to decide whether this phrase
within the given sentence is an LVC and to choose an answer from one of these four options: Yes,
No, Not Sure, and Idiom as shown in Figure 4.4.
Detailed annotation instructions and LVC examples are given on the annotation website. When
facing difficult examples, the annotators are instructed to follow a general “replacing” principle,
i.e, if the candidate light verb within the sentence can be replaced by the verb usage of its direct
object noun and the meaning of the sentence does not change, that verb is regarded as a light verb
and the candidate is an LVC.
3We do not count those nouns ending with er and ist
4http://cogcomp.cs.illinois.edu/∼ytu/test/LVCmain.html
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Figure 4.3: Required information for an annotator to choose within the annotation webpage
Figure 4.4: Example sentences for an annotator to work with in LVC annotation
Each example is annotated by two annotators and we only accept examples where both annota-
tors agree either positively or negatively. We generate a total of 1, 039 positive examples and 1, 123
negative examples. Among all these positive examples, there are 760 distinctive LVC phrases and
911 distinctive verb phrases with the pattern “verb + noun object” among negative examples. The
generated dataset therefore gives the classifier the 52.2% majority baseline if the classifier always
votes the majority class in the dataset.
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Figure 4.5: Example sentences for an annotator to work with in Phrasal Verb Construction anno-
tation
4.2.2 Phrasal Verb Construction Dataset
All sentences in our PVC dataset are also extracted from BNC (XML Edition). We also focus
on constructing the most confusing positive and negative examples by extracting sentences with
similar surface structure as shown by the following two examples in this dataset. Give in in sentence
one, is used as a true phrasal verb while in the second sentence, it is just a structure with verb and
a prepositional phrase though their surface strings of these two phrases look cosmetically identical.
1. How many Englishmen gave in to their emotions like that ?
2. It is just this denial of anything beyond what is directly given in experience that marks
Berkeley out as an empiricist .
To extract sentences like these, we first construct a list of phrasal verbs for the six verbs (same
six verbs as in LVCs) that we are interested from two resources, WordNet3.0 [14] and DIRECT5.
Since these targeted verbs are also commonly used in English Light Verb Constructions, we filter
out LVCs with our generated LVC dataset. The resulting list consists of a total of 245 phrasal
verbs. We then search over the BNC and find sentences for all of them. We choose a frequency
threshold of 25 and generate a list of 122 phrasal verbs. Finally we randomly sample 10% of the
sentences extracted from the BNC for each of these phrasal verbs and manually picked out 23 of
these phrasal verbs for annotation. This annotation is done through a crowdsourcing platform6. A
snapshot of the annotation example is shown in Figure 4.5.
5http://u.cs.biu.ac.il/∼nlp/downloads/DIRECT.html
6crowdflower.com
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The annotators are asked to identify true phrasal verbs within a sentence. The platform helps
to pick the judgements given only by trusted annotators. The reported inner-annotator agreement
among them is 84.5% and the gold average accuracy is 88%. These numbers indicate that our
annotations are of good quality. The statistics on the gold data is shown in Figure 4.6. The final
corpus consists of 1,348 sentences among which, 65% have a true phrasal verb and 35% have a
simplex verb-preposition combination.
Figure 4.6: Average Gold Accuracy for PVC identification annotation
4.3 Entailment Corpora Generation
In this section, we introduce our verb focused textual entailment corpora and their generation
processes. Both the LVC and PVC datasets are generated based on the identification datasets we
introduced in section 4.2. The factive/implicative data set is generated from RTE corpora and its
examples are selected by pattern matching, polarity detecting and hypotheses generation based on
the verb types given by the factive/implicative verb list (in Appendix A).
4.3.1 Light Verb Construction Specified TE Dataset
Data Preparation and Generation
This corpus is comprised of sentence pairs generated from the LVC identification dataset used
in [112]. For each sentence in that corpus, we generate corresponding sentences by automatically
substituting the original verb phrase with its synonyms found in WordNet [14], with manually
constructed linguistic transformation rules to rewrite other lexicon items within that phrase au-
tomatically. For example, adjectives within the LVC are automatically transformed into adverbs
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when this complex verb phrase is rewritten in its simple verb form.
As described in section 4.2.1, there are a total of 2,162 sentences with 1,039 positive LVCs
and 1,123 negative LVCs in that dataset. We generate substitution verbs based on their LVC
category for each sentence. For a sentence with a true LVC, we generate its substitution verbs
based on the synonyms of the object of the LVC. Otherwise, for a sentence with a negative LVC,
we generate its substituting verbs directly based on the original verb. This way of generating
candidates is based on the relationship of LVCs and their verbal counterparts since most LVCs
have a verbal counterpart that originates from the same stem as the nominal component. In this
way, we are trying to generate sentence pairs with similar meanings. Later, when we want to
generate negative examples, i.e., sentence pairs without similar or entailment relations, we reverse
this generating principle. The true LVCs get substitutions from their light verb and other verb
phrases get substitutions from their nominal components. Some examples we generate for sentence
pairs with potential similar or entailment relations are listed as follows:
1. Another early memory was 〈getting my first train set〉 .
(a) Another early memory was 〈acquiring my first train set〉 .
(b) Another early memory was 〈obtaining my first train set〉 .
(c) Another early memory was 〈incurring my first train set〉 .
(d) Another early memory was 〈receiving my first train set〉 .
(e) Another early memory was 〈finding my first train set〉 .
2. One obvious solution is to let a single individual 〈make the decision〉 .
(a) One obvious solution is to let a single individual 〈decide〉 .
(b) One obvious solution is to let a single individual 〈determine〉 .
3. Head-to-toe gold 〈makes a dramatic statement〉; for really special outings
(a) Head-to-toe gold 〈says dramatically〉; for really special outings
(b) Head-to-toe gold 〈states dramatically〉; for really special outings
(c) Head-to-toe gold 〈tells dramatically〉; for really special outings
37
In the aforementioned three examples, sentence 1 contains a negative LVC shown in the angle
brackets. Thus, we generate its substituting verbs based on its original verb getting. Sentences 2
and 3 have a positive LVC in each of them and its corresponding substituting verbs are generated
from its object decision and statement respectively.
The details of generating the sentence pairs are summarized in algorithm 1. For each input
verb phrase within a sentence, the algorithm first check its LVC label. If it is a true LVC, the
algorithm produces the candidate verb substitutions through the knowledge base combined with
WordNet and NomLex and then sets the Original Verb (Oi) in the algorithm to the most relevant
candidate. For example, in the aforementioned example sentence 2, Oi = decide. Otherwise,
Original Verb is assigned to the value of the main verb as shown in sentence 1, Oi = get. Steps 8-9
is to derive the synonyms for Oi. In the aforementioned examples, we generate determine for decide
and acquire, obtain, incur, receive, find for get. As stated in the algorithm, the most frequent sense
is used when searching for the synsets. Steps 12-13 make the morphological transformation for the
selected synonyms according the tense of the original sentence. We also conduct some rule-based
syntactic transformation for the overall structure of the verb phrase. We describe in detail those
transformation rules in Algorithm 2. The output of this generation algorithm is a list of sentences,
as shown in the aforementioned examples, and each of them can be paired with the original sentence
to form an entailment example.
The transformation rules we build in our data generation algorithm are intended to preserve the
content part of the original verb phrase, such as adjective and noun modifiers within the phrase.
We thus delete other functional parts such as determiners while rewriting the phrase. The details of
these transformation rules are described in Algorithm 2. The result of our data generation process
is a corpus of 5,281 sentence pairs that bear potential similar or entailment relations. Among all
generated pairs, 2,091 pairs are from negative LVC sentences and 3,190 pairs are generated from
sentences with true LVCs. This corpus constitutes the base dataset that we use CrowdFlower to
annotate.
It is very possible that our automatic data generation and transformation may produce some
ungrammatical sentences since LVCs cannot be always matched to a verbal counterpart. As shown
in previous research [113], the syntactic structure of the sentence may play an important role in
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Algorithm 1: Generating Annotation Sentence Pair. The algorithm input is a sentence with
labeled LVC and the output is the transformed sentence with corresponding substituted verb
phrases.
1: for Each Verb Phrase Li, within the sentence Si, in the input space do
2: if isTrueLVC(Li) == True then
3: Search WordNet and NomLex7 the verb, OVi, the verb derived from the object of Li
4: The Original Verb, Oi ← OVi
5: else
6: The Original Verb, Oi ← Vi, the main verb in Li
7: end if
8: Derive the stem form of Oi based on its part of speech (POS)
9: Search WordNet and get the synset of Oi, syni for its most frequently used sense
10: end for
11: for Each verb vi ∈ syni, vi 6= Oi do
12: Morphologically transform vi based on POS of Oi
13: Replace Vi with vi
14: Derive Ni, the linguistic transformation for verb phrase Li
15: Substitute Li with Ni within the input sentence and get nSi
16: Output the pair Si and nSi
17: end for
preventing this type of rewriting. For example, if the nominal component is modified, it cannot
usually be substituted by an adverb in the sentence with the verbal counterpart. Substituting give
useful advice with advise usefully sounds weird to many native speakers. Therefore, we design two
annotation subtasks and execute them in a pipeline format. Our first annotation task is to select
grammatical sentence pairs. We then use these grammatical sentence pairs to generate negative
examples. Finally, we combine all grammatical sentence pairs and ask annotators to annotate their
lexical similarity.
Grammaticality Annotation
The purpose of this annotation is to identify the generated sentences which conform to English
grammar. Each generated verb phrase is compared with its original version within the sentence
and the annotators are given three answers to choose from: VP1 is better, VP2 is better and
Both are good. We randomly split the 5,281 pairs into three parts and for each sentence pair, to
avoid annotator’s bias, we randomly switch the order of the verb phrases, the phrase from the
original sentence and the corresponding generated one. We provide succinct instructions and two
demonstration examples for the annotators. The annotators are guided to identify the verb phrase
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Algorithm 2: Linguistic transformation for Verb Phrases. The algorithm input is the original
verb phrase Li and the output is the rewritten verb phrase Ni
1: Given Verb Phrase, Li, its main verb mi and object oi, and the substituting verb, vi
2: morphologically change vi based on the POS of mi
3: if isTrueLVC(Li) == False then
4: Replace mi with vi
5: else
6: if the format of Li is mi + Determiner + Noun then
7: Replace mi with vi
8: Delete Determiner and Noun
9: else if there are adjectives in the middle of the phrase then
10: Replace mi with vi
11: Transform adjectives to adverbs based on lists derived from CatVar [78]
12: else if there are nouns in the middle of the phrase then
13: Change the noun to the object of the new phrase
14: else if there is negation in the middle of the phrase then
15: add negation mark to the sentence
16: end if
17: end if
which is better suited to the given sentence as shown by the following list:
Title: Identify Better Verb Phrase Used in the Given Sentence
Instruction: You are given one sentence with two verb phrases within angle brackets and
separated by a forward slash, denoted by VP1 and VP2 respectively. You task is to decide
which verb phrase is better suited to the given sentence, or maybe both are good. “better
suited” is defined here as more grammatical, or more naturally used in English within the
context of the given sentence.
Sentence Pair: Sometimes management may allow you to keep your room later but they
are entitled to 〈make a charge 〉/〈 charge 〉 if they wish .
Which Verb Phrase is better suited in the given sentence?(required)
• VP1 is better
• VP2 is better
• Both are good
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One example directly from the Crowdsourcing interface for this annotation task is illustrated in
Figure 4.7.
Figure 4.7: Example for LVC grammaticality annotation
The distribution of the annotation results are illustrated in Figure 4.8 We use the aggregated
Figure 4.8: Distribution for LVC grammaticality annotation
results provided by the Crowdflower platform, which provide us with the finalized answer for each
sentence pair and their confidence value. When the answer is Both are good, it indicates the
generated verb phrase within the sentence is grammatical. When we randomize the order of the
verb phrases, we keep a bit to indicate if the order is switched within each sentence pair. We can
then select generated sentences which are labeled as grammatical depending on the answers the
annotators given and this indicator bit. We also observe that some labelled ungrammatical sentence
pairs with low confidence values are actually marginally acceptable. To increase the recall of the
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generated sentences, we therefore pick two confidence thresholds, 0.62 for VP1 and 0.63 for VP2,
and add those sentences, which are labeled ungrammatical but with a confidence lower than the
thresholds, into our final data pool. We finally selected 1,552 sentence pairs which are annotated
as grammatical by annotators. Among them, 48.6% (755 sentences) are generated from non-LVCs
and 51.4% (797 sentences) are from LVCs.
We split our data set into three smaller portions for annotation. For these three tasks of positive
examples, Crowdflower reports 84% average annotator-agreement and 89% average Gold accuracy.
These numbers indicate strong agreement as well as high quality of our annotated dataset.
Negative Examples Generation
We generate our negative examples based on 1,552 selected grammatical sentences. Candidate
substitution verbs are selected from less frequent sense (Empirically, we choose sense 3 to 5). To
filter out obvious ungrammatical collocation, all bi-grams from Google Web-1T-5gram are used
as filters based on the bigram frequency count. With all these procedures, we generate a total of
6,767 sentences and present them to annotators to annotate relatedness as well as grammaticality.
Grammaticality annotation is also designed for these potential negative examples. The distribution
of the annotation is shown in Figure 4.9.
Figure 4.9: Distribution for LVC grammaticality annotation of negative examples
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For negative examples, the annotators achieves a 71% average annotator-agreement and a 92%
gold accuracy is reported in CrowdFlower as shown in Figure 4.10.
Figure 4.10: Average Gold Accuracy for Grammaticality Annotation of Negative Examples
We therefore select all those sentences which consist of both positive and negative examples,
which themselves are generated grammatically. There are a total of 2,772 such pairs in the anno-
tated dataset. Thus, our generated LVC-specified TE corpus consists of all these 2,772 sentence
pairs, half positive and half negative.
4.3.2 Phrasal Verb Construction Specified TE Dataset
We generate this dataset directly from the PVC identification dataset. All the replacement verb
candidates are also from the synsets from WordNet 3.0, and similar to the LVC-specified entailment
dataset, we use Google-bigram counts to filter out ungrammatical generations and output the most
frequent verb as the replacement candidates.
Data Preparation and Generation
This corpus is comprised of sentence pairs generated from the PVC identification dataset used in
the PVC identification task [114]. For each sentence in that corpus, we generate the corresponding
sentences by automatically substituting the original verb phrase with its synonyms found in Word-
Net [14]. As described in section 4.2.2, the PVC identification dataset consists of 1,348 sentences
among which, 65% have a true phrasal verb and 35% have a negative occurrence. Similar to the
LVC specified dataset, we generate substitution verbs based on their PVC category for each sen-
tence. For a sentence with a true PVC, we generate its substitution verbs based on the synonyms of
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the phrase as a whole and replace the whole phrase with the substitutes as shown by the following
examples.
1. If the keyboard is right , and the monitor is right , then the two items that you need the
most suit the way you work , which makes for a lot less hassle in the long run .
(+) If the keyboard is right , and the monitor is right , then the two items that you need the
most suit the way you work , which brings a lot less hassle in the long run .
(-) If the keyboard is right , and the monitor is right , then the two items that you need the
most suit the way you work , which does a lot less hassle in the long run .
2. You can’t knit circular rows using the settings given in Figure 1 when using a punch card .
(+) You can’t knit circular rows using the settings afforded in Figure 1 when using a punch
card .
(-) You can’t knit circular rows using the settings submitted in Figure 1 when using a punch
card .
In sentence 1, makes for is a true PVC within the given sentence. Its positive substitute verb brings
is generated from the synset from WordNet based on the first sense of the whole phrase make for.
When we rewrite the sentence, we replace the whole phrase with that substitute verb. While for its
negative counterpart, the substitution verb does is generated from the synsets derived from the verb
make and when it is used, it replaces the whole PVC. This replacement and generation principle
is reversed when a sentence with a non-PVC is encountered. For sentence 2, its positive substitute
afforded is generated from the main verb given while the negative counterpart submitted is from
the PVC given in and only the main verb from the original sentence is replaced when generating
both positive and negative entailment counterparts.
Similar to LVC specified dataset, we rank the bigram count of the collocation consisting of the
substituting verb and its immediately succeeding word and pick the most frequent verb to be our
candidate.
The details of generating this dataset are summarized in algorithm 3. For each input sentence,
we generate corresponding positive and negative candidates based on the PVC label associated
with each input. We first generate the synonym sets through WordNet respectively for the PVC
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as a whole and the main verb within the PVC (steps 2-3). Then we generate the candidate second
word with the potential bigram (steps 4-5). Based on the PVC label, we set the substitute verbs
for positive and negative candidates differently (steps 7-8 and 12-13) and re-write them separately
(steps 9-10 and 14-15).
Algorithm 3: Generating Annotation Sentence Pair for PVC-specified dataset. The algo-
rithm input is a sentence with labeled PVC and the output are the transformed positive and
negative candidate sentences with corresponding substituted verb phrases.
1: for Each Verb Phrase Li, within the sentence Si, in the input space do
2: Search WordNet get synonyms Syn(Li) with its most frequent sense
3: Search WordNet get synonyms of Syn(Oi), Oi is the main verb in Li
4: Get the word wi+l, which immediately following Li, l =length of Li
5: Get the word wi+1, which immediately following Oi
6: if isTruePVC(Li) == True then
7: posV erbSub = max(Frequency(vi + wi+l),∀vi ∈ Syn(Li),
8: negV erbSub = max(Frequency(oi + wi+1),∀oi ∈ Syn(Oi)
9: Output the positive candidate using posVerbSub to replace Li
10: Output the negative candidate using negVerbSub to replace Oi
11: else
12: posV erbSub = max(Frequency(oi + wi+1),∀oi ∈ Syn(Oi),
13: negV erbSub = max(Frequency(vi + wi+l),∀vi ∈ Syn(Vi)
14: Output the positive candidate using posVerbSub to replace Oi
15: Output the negative candidate using negVerbSub to replace Li
16: end if
17: end for
The result of our data generation process is a corpus of 2,696 sentence pairs, half of which hold
positive entailment relations. This dataset is utilized to evaluate the effectiveness of identifying
PVCs within a lexical TE system described in section 6.3.
4.3.3 Factive/Implicative Dataset
This section introduces a factive/implicative verb specialized dataset for textual entailment in
English and the methodology we use to generate this corpus. This dataset is originated from
RTE1-5 corpora and consists of a total of 342 pairs of T-H examples with half of them positively
entailed.
The creation procedure starts with a specific type of lexical items, i.e., factive and implicative
verbs, that have predicable effects on the truth value of the statements following them, and then
searches the RTE corpora for sentences which match those verbs with specific syntactic patterns
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and local polarity to apply the inference rules. The derived dataset can be profitably used in
learning local textual inference for verbs and to advance the comprehension of the factive and
implicative verbal phenomena involved in textual entailment.
The factive/implicative verb list described in section 3.2.4 (The full list is described in Appendix
A.) provides the types of factive and implicative verbs, their syntactic pattern as well as some simple
example sentences. Several examples are shown previously in Table 3.3. Abstracted syntactic
patterns such as V-SUBJ-XCOMPinf prt(on) in the list are required to be embedded within the
system. We develop treeNode style patterns to implement this. We first parse the given examples
via the Charniak parser [100] and get the canonical treeNode style syntactic pattern for each verb
in the list. These converted patterns are listed in Table 4.1 and are used as templates to identify
new sentences with the same patterns. With these treeNode style concrete patterns, we can then
parse any given sentence and automatically extract the matched ones.
Linguistic Pattern TreeNode Pattern
V-SUBJ-XCOMPinf prt(on) (VP VBD PRT (S (VP TO VP)))
V-SUBJ-OBJ-XCOMPinf (VP VBD (S NP (VP TO VP)))
V-SUBJ-XCOMPinf prt(in) (VP VBD PRT (S (VP TO VP)))
V-SUBJ-COMPEXthat (VP VBD (SBAR IN S))
V-SUBJ-OBL-COMPEXthat(to) (VP VBD (PP TO NP) (SBAR IN S))
V-SUBJ-OBJexpl-XCOMPbase (VP VBD (S NP VP))
V-SUBJ-OBJ-COMPEXthat (VP VBD NP (SBAR IN S))
V-SUBJ-XCOMPinf prt(out) (VP VBD PRT (S (VP TO VP)))
V-SUBJextra-COMPEXthat (S (NP (PRP It)) (VP VBN (SBAR IN S))) )
V-SUBJ-OBJ-XCOMPinf prt(up) (VP VBD NP PRT (S (VP TO VP)))
V-SUBJ-XCOMPbase (VP VBD (S (VP VB NP)))
V-SUBJ-OBLto-COMPEXthat (VP VBD (PP TO NP) (SBAR IN S))
V-SUBJ-OBJ-XCOMPinf scon (VP VBD (S NP (VP TO NP)))
V-SUBJ-OBJ-XCOMPinf prt(in ) (VP VBD (PP IN NP) (S (VP TO VP)))
V-SUBJexpl-XCOMPinf (S (NP (PRP It)) (VP VBD (S (VP TO VP))))
V-SUBJ-OBJ-COMPEXopt extra (S (NP (PRP It)) (VP VBN NP (SBAR IN S))) )
V-SUBJ-OBJexpl-XCOMPinf (VP VBD (NP DT NN (S (VP TO VP))))
V-SUBJ-OBL-XCOMPinf(on) (VP VBD (PP (IN on) NP) (S (VP TO VP)))
V-SUBJ-XCOMPinf (VP VBD (S (VP TO VP)))
V-SUBJ-OBJ-XCOMPbase (VP VBD (S NP VP))
Table 4.1: Factive/Implicative Verb list Sub-Categorization pattern Matching. Within the first
column are linguistic patterns given in [1]. TreeNode Patterns are their corresponding syntactic
constituent matching derived through the example sentences provided in the same list.
However, using syntactic tree node alone is easy to over-generate and does not specify the
particles within some linguistic pattern such as on in the pattern V-SUBJ-XCOMPinf prt(on).
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Therefore, we add an extra regular expression layer on top of the syntactic tree nodes. The corre-
sponding mappings between treeNode patterns and the regular expressions are shown in Table 4.2.
For example, the treeNode pattern (VP VBD PRT (S (VP TO VP))), corresponding to the linguis-
tic pattern V-SUBJ-XCOMPinf prt(on), does not have the particle on inside. Its corresponding
regular expression pattern is (V on to) with the particle on inside. In other cases, regular ex-
pression patterns add some constraints to limit the maximal number of words in between in order
to prevent over-generation. For example, the pattern (V to 5 that) allows maximal five words in
between to and that. All of these numbers are empirically set. These regular expression patterns
ensure a higher precision in the selected examples. Since precision is more important than recall
in this generation process, it is considered adequate to generate examples with these two layers of
patterns to maximize extraction precision.
TreeNode Pattern Flat-Transform RE-Matching
(VP VBD PRT (S (VP TO VP))) (0 VP;6 VP) (V on to)
(VP VBD (S NP (VP TO VP))) (0 VP;6 VP) (V 6 to)
(VP VBD PRT (S (VP TO VP))) (0 VP;6 VP) (V in to)
(VP VBD (SBAR IN S)) (0 VP;4 S) (V that)
(VP VBD (PP TO NP) (SBAR IN S)) (0 VP;7 S) (V 6 that/to)
(VP VBD (S NP VP)) (0 VP;4 VP) (V +)
(VP VBD NP (SBAR IN S)) (0 VP;5 S) (V 6 that)
(VP VBD PRT (S (VP TO VP))) (0 VP;6 VP) (V out to)
(S (NP (PRP It)) (VP VBN (SBAR IN S))) (0 S;8 S) (It V + that)
(VP VBD NP PRT (S (VP TO VP))) (0 VP;7 VP) (V up 5 to)
(VP VBD (S (VP VB NP))) (0 VP;3 VP) (V +)
(VP VBD (PP TO NP) (SBAR IN S)) (0 VP;7 S) (V to 5 that)
(VP VBD (S NP (VP TO NP))) (0 VP;2 S) (V 6 to)
(VP VBD (PP IN NP) (S (VP TO VP))) (0 VP;8 VP) (V in 5 to)
(S (NP (PRP It)) (VP VBD (S (VP TO VP)))) (0 S;9 VP) (It V + to)
(S (NP (PRP It)) (VP VBN NP (SBAR IN S))) (0 S;9 S) (It V 5 that)
(VP VBD (NP DT NN (S (VP TO VP)))) (0 VP;8 VP) (V 5 to)
(VP VBD (PP (IN on) NP) (S (VP TO VP))) (0 VP;8 VP) (V on 5 to)
(VP VBD (S (VP TO VP))) (0 VP;5 VP) (V to)
(VP VBD (S NP VP)) (0 VP;2 S) (V +)
Table 4.2: Canonicalization of linguistically-based representations. The first column is the matched
treeNode pattern. The second column shows the index of the targeted non-terminals and the last
column lists the regular expression matching rules with particles and maximal word constraints
inside them.
There are a total of 180 unique factive and implicative verbs in the original list. Our generation
process also handles the grammatical inflections of these verbs. We extract examples from the
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RTE1-3 development and test corpora, the RTE4 development corpus and another 600 examples
from RTE5. Since each RTE5 text piece has more then one sentences, each sentence is checked
for the imperative and factive usage. The total number of sentences from these corpora is 7,736.
Among them, about 11.5% are extracted with the matched factive and implicative patterns. The
extracted dataset consists of 890 pairs of sentences and examples are shown in Table 4.3.
REPattern TreeNodePattern LINGPattern
(V to) (VP VBD (S (VP TO VP)) V-SUBJ-XCOMPinf
Verb: attempt
Type: impl nn
H: Cleopatra committed suicide .
T: When the triumphant Roman arrived , she attempted to seduce him ,
but he resisted her charms . Rather than fall under Octavian ’s domination ,
Cleopatra committed suicide on August 30 , 30 B.C. , possibly by means of
an asp , a poisonous Egyptian serpent and symbol of divine royalty .
(V 6 to) (VP VBP (S NP (VP TO VP))) V-SUBJ-OBJ-XCOMPinf
Verb: force
Type: impl pp
H: Obama holds talks with Clinton .
T: Resisting a defiant push by Hillary Clinton to force him to name her
as his running mate , Barack Obama has appeared publicly with three other
prominent vice-presidential contenders .
(V 6 that) (VP VBD NP (SBAR IN S)) V-SUBJ-OBJ-COMPEXthat
Verb: remind
Type: fact p
H: Madonna was born in Bay City , Mich .
T: As a real native Detroiter , I want to remind everyone that Madonna is
from Bay City , Mich. , a nice place in the thumb of the state ’s lower peninsula .
(V to) (VP VBD (S (VP TO VP)) V-SUBJ-XCOMPinf
Verb: refuse
Type: impl pn
H: Nuclear inspectors are to visit Syria .
T: Syrian officials have said the bombed building was an empty military
warehouse . They have refused to let nuclear inspectors visit the location
, which was bulldozed after the bombing .
Table 4.3: Examples of Matched Factive and Implicative Verbs within RTE corpora. Verbtype
indicates the polarity environments when an entailment may exist: positive is termed as p and
negative is as n.
However, not every entailment decision is due to the implicative and factive verb within each
H-T pair. We sample 187 matched sentences from RTE5 for a manual checkup. Among them,
around 25% (47) of the implicative or factive verb usage is directly or indirectly related to the final
entailment judgement. To generate a more positive-negative balanced factive/implicative verb spe-
cific TE corpus, we try to generate a positively entailed hypothesis based on our factive/implicative
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types, such as impl pn in the given list.
We build a system to detect the polarity of both verbs within the matched text and generate
its Hypothesis based on the given rule of the type. For example, based on the the last example in
Table 4.3, the vertType impl pn indicates that verb refuse is an implicative verb and entailment
occurs when refuse is within a positive environment and its embedded verb is negated. Therefore,
we generate the potential Hypothesis of its T as They do not let nuclear inspectors visit the location ,
which was bulldozed after the bombing. This entailment and evaluation process is described in detail
in section 6.4. We use Crowdflower to annotate the entailment between the generated hypothesis
with the original Text. We extract those pairs from the original RTE corpora when the original
T-H pair bears a different entailment decision. For example, if the pair T-genH (genH refers to
the generated Hypothesis) is positively entailed, and the original T-H pair from RTE corpora is
negatively entailed, we select both pairs for the final dataset. Therefore, among all these 890
annotated pairs, a total of 442 are annotated with either positively and negatively entailed (367
positively entailed and 75 negatively entailed). We then turn back to RTE1-5 corpora and select
those pairs with reversed entailment. Together with matched pairs from the RTE corpora, the final
factive/implicative dataset has 342 pairs of sentences with 50% positively entailed and the other
half negatively entailed. The numbers are in Table 4.4.
Total Text-genH Text-genH Text-rteH Text-rteH
(Yes) (No) (Yes) (No)
342 142 29 29 142
Table 4.4: T-H pairs in factive/implicative verb specified TE dataset. Text-GenH is the pair with
the Text and the generated Hypothesis and Text-rteH is the Text with the original Hypothesis in
RTE corpora. Yes indicates positively entailed and No is otherwise.
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Chapter 5
Identification of Complex Verb
Constructions
This chapter describes the supervised learning models that recognize LVCs and PVCs in a given
context. For LVCs, our system achieves an 86.3% accuracy with a baseline (chance) performance
of 52.2% when trained with groups of either contextual or statistical features. For PVCs, we build
a discriminative classifier with easily available lexical and syntactic features and test it over the
datasets. The classifier overall achieves a 79.4% accuracy, a 41.1% error reduction compared to the
corpus majority baseline of 65%. However, it is even more interesting to discover that the classifier
learns more from the more compositional examples than from those more idiomatic ones.
5.1 Light Verb Construction Identification
This section1 focuses on one special type of MWEs, i.e., the Light Verb Constructions (LVCs),
formed from a commonly used verb and usually a noun phrase (NP) in its direct object position,
such as have a look and make an offer in English. These complex verb predicates do not fall clearly
into the discrete binary distinction of compositional or non-compositional expressions. Instead,
they stand somewhat in between and are typically semi-compositional. For example, consider
the following three candidate LVCs: take a wallet, take a walk and take a while. These three
complex verb predicates are cosmetically very similar. But a closer look at their semantics reveals
significant differences and each of them represents a different class of MWEs. The first expression,
take a wallet is a literal combination of a verb and its object noun. The last expression take a
while is an idiom and its meaning cost a long time to do something, cannot be derived by direct
integration of the literal meaning of its components. Only the second expression, take a walk is
an LVC whose meaning mainly derives from one of its components, namely its noun object (walk)
1Part of the work described in this section is published in [112].
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while the meaning of its main verb is somewhat bleached [2, 24] and therefore light [23].
LVCs have already been identified as one of the major sources of problems in various NLP ap-
plications, such as automatic word alignment [115] and semantic annotation transference [116], and
machine translation [117]. These problems provide empirical grounds for distinguishing between
the bleached and full meaning of a verb within a given sentence, a task that is often difficult on
the basis of surface structures since they always exhibit identical surface properties. For example,
consider the following sentences:
1. He had a look of childish bewilderment on his face.
2. I’ve arranged for you to have a look at his file in our library.
In sentence 1, the verb have in the phrase have a look has its full fledged meaning “possess, own”
and therefore it is literal instead of light. However, in sentence 2, have a look only means look and
the meaning of the verb have is impoverished and is thus light.
In this study, we formulate the context sensitive English LVC identification task as a supervised
binary classification problem. For each target LVC candidate within a sentence, the classifier
decides if it is a true LVC. Formally, given a set of n labeled examples {xi, yi}
n
i=1, we learn a
function f : X → Y where Y ∈ {−1, 1}. The learning algorithm we use is the classic soft-margin
SVM with L2-loss which is among the best “off-the-shelf” supervised learning algorithms and in our
experiments the algorithm indeed gives us the best performance with the shortest training time.
The algorithm is implemented using a modeling language called Learning Based Java (LBJ) [118]
via the LIBSVM Java API [119].
Previous research has suggested that both local contextual and statistical measures are infor-
mative in determining the class of an MWE token. However, it is not clear to what degree these
two types of information overlap or interact. Do they contain similar knowledge or is the knowledge
they provide for LVC learning different? Formulating a classification framework for identification
enables us to integrate all contextual and statistical measures easily through features and to test
their effectiveness and interaction systematically.
We focus on two types of features: contextual and statistical features, and analyze in-depth
their interaction and effectiveness within the learning framework. Statistical features in this study
are numerical features which are computed globally via other big corpora rather than the training
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and testing data used in the system. For example, the Cpmi and Deverbal v/n Ratio (details in
sec. 5.1.1) are generated from the statistics of Google n-gram and BNC corpus respectively. Since
the phrase size feature is numerical and the selection of the candidate LVCs in the data set uses
the canonical length information2, we include it into the statistical category. Contextual features
are defined in a broader sense and consist of all local features which are generated directly from
the input sentences, such as word features within or around the candidate phrases. We describe
the details of the used contextual features in sec. 5.1.2.
Our experiments show that arbitrarily combining statistic features within our current learning
system does not improve the performance. Instead, we provide systematic analysis for these features
and explore some interesting empirical observations about them within our learning framework.
5.1.1 Statistical Features
Cpmi : Collocational point-wise mutual information is calculated from Google n-gram dataset
whose n-gram counts are generated from approximately one trillion words of text from publicly
accessible Web pages. We use this big data set to overcome the data sparseness problem.
Previous works [32, 39] show that one canonical surface syntactic structure for LVCs is V +
a/an Noun. For example, in the LVC take a walk, “take” is the verb (V) and “walk” is the deverbal
noun. The typical determiner in between is the indefinite article “a”. It is also observed that when
the indefinite article changes to definite, such as “the”, “this” or “that”, a phrase is less acceptable
to be a true LVC. Therefore, the direct collocational pmi between the verb and the noun is derived
to incorporate this intuition as shown in the following3:
Cpmi = 2I(v, aN)− I(v, theN)
Within this formula, I(v, aN) is the point-wise mutual information between “v”, the verb, and
“aN”, the phrase such as “a walk” in the aforementioned example. Similar definition applies to
2We set an empirical length constraint to the maximal length of the noun phrase object when generating the
candidates from the BNC corpus.
3The formula is directly from [32].
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I(v, theN). PMI of a pair of elements is calculated as [120]:
I(x, y) = log
Nx+yf(x, y)
f(x, ∗)f(∗, y)
Nx+y is the total number of verb and a/the noun pairs in the corpus. In our case, all trigram counts
with this pattern in N-gram data set. f(x, y) is the frequency of x and y co-occurring as a v-a/theN
pair where f(x, ∗) and f(∗, y) are the frequency when either of x and y occurs independent of each
other in the corpus. Notice these counts are not easily available directly from search engines since
many search engines treat articles such as “a” or “the” as stop words and remove them from the
search query4.
Deverbal v/n Ratio: the second statistical feature we use is related to the verb and noun usage
ratio of the noun object within a candidate LVC. The intuition here is that the noun object of a
candidate LVC has a strong tendency to be used as a verb or related to a verb via derivational
morphology. For example, in the candidate phrase “have a look”, “look” can directly be used as a
verb while in the phrase “make a transmission”, “transmission” is derivationally related to the verb
“transmit”. We use frequency counts gathered from the BNC and then calculate the ratio since
the BNC encodes the lexeme for each word and is also tagged with parts of speech. In addition, it
is a large corpus with 100 million words, thus, an ideal corpus to calculate the verb-noun usage for
each candidate word in the object position.
Two other lexical resources, WordNet [14] and NomLex [111], are used to identify words which
can directly be used as a noun and a verb and those that are derivational related. Specifically,
WordNet is used to identify the words which can be used as both a noun and a verb and NomLex is
used to recognize those derivationally related words. And the verb usage counts of these nouns are
the frequencies of their corresponding derivational verbs. For example, for the word “transmission”,
its verb usage frequency is the count in the BNC with its derivationally related verb “transmit”.
Phrase Size: the third statistical feature is the actual size of the candidate LVC phrase. Many
modifiers can be inserted inside the candidate phrases to generate new candidates. For example,
“take a look” can be expanded to “take a close look”, “take an extremely close look” and the
expansion is in theory infinite. The hypothesis behind this feature is that regular usage of LVCs
4Some search engines accept “quotation strategy” to retain stop words in the query.
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tends to be short. For example, it is observed that the canonical length in English is from 2 to 6.
5.1.2 Contextual Features
All features generated directly from the input sentences are categorized into this group. They con-
sists of features derived directly from the candidate phrases themselves as well as their surrounding
contexts.
Noun Object : this is the noun head of the object noun phrase within the candidate LVC phrase.
For example, for a verb phrase “take a quick look”, its noun head “look” is the active Noun Object
feature. In our data set, there are 777 distinctive such nouns.
LV-NounObj : this is the bigram of the light verb and the head of the noun phrase. This feature
encodes the collocation information between the candidate light verb and the head noun of its
object.
Levin’s Class: it is observed that members within certain groups of verb classes are legitimate
candidates to form acceptable LVCs [121]. For example, many sound emission verbs according to
Levin [15], such as clap, whistle, and plop, can be used to generate legitimate LVCs. Phrases such
as make a clap/plop/whistle are all highly acceptable LVCs by humans even though some of them,
such as make a plop rarely occur within corpora. We formulate a vector for all the 256 Levin’s
verb classes and turn the corresponding class-bits on when the verb usage of the head noun in a
candidate LVC belongs to these classes. We add one extra class, other, to be mapped to those
verbs which are not included in any one of these 256 Levin’s verb classes.
Other Features: we construct other local contextual features, for example, the part of speech of
the word immediately before the light verb (titled posBefore) and after the whole phrase (posAfter).
We also encode the determiner within all candidate LVCs as another lexical feature (Determiner).
We examine many other combinations of these contextual features. However, only those features
that contribute positively to achieve the highest performance of the classifier are listed for detailed
analysis in the next section.
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5.1.3 Evaluation Metrics
For each experiment, we evaluate the performance with three sets of metrics. We first report the
standard accuracy on the test data set. Since accuracy is argued not to be a sufficient measure of
the evaluation of a binary classifier [122] and some previous works also report F1 values for the
positive classes, we therefore choose to report the precision, recall and F1 value for both positive
and negative classes.
True Class
+ -
Predicted Class
+ tp fp
- fn tn
Table 5.1: Confusion matrix to define true positive (tp), true negative (tn), false positive (fp) and
false negative (fn).
Based on the classic confusion matrix as shown in Table 5.1, we calculate the precision and
recall for the positive class in equation 5.1:
P+ =
tp
tp+ fp
R+ =
tp
tp+ fn
(5.1)
And similarly, we use equation 5.2 for negative class. And the F1 value is the harmonic mean of
the precision and recall of each class.
P− =
tn
tn+ fn
R− =
tn
tn+ fp
(5.2)
5.1.4 Experiments with Contextual Features
In our experiments, We aim to build a high performance LVC classifier as well as to analyze the
interaction between contextual and statistical features. The generation of the dataset used in this
study is described in section 4.2.1. We randomly sample 90% sentences for training and the rest
for testing. Our chance baseline is 52.2%, which is the percentage of our majority class in the data
set. As shown in Table 5.2, the classifier reaches an 86.3% accuracy using all contextual features
described in previous section 5.1.2. Interestingly, we observe that adding other statistical features
actually hurts the performance. The classifier can effectively learn when trained with discrete
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contextual features.
Label Precision Recall F1
+ 86.486 84.211 85.333
- 86.154 88.189 87.160
Accuracy 86.307
Chance Baseline 52.2
Table 5.2: By using all our contextual features, our classifier achieves overall 86.307% accuracy.
In order to examine the effectiveness of each individual feature, we conduct an ablation analysis
and experiment to use only one of them each time. It is shown in Table 5.3 that LV-NounObj is
found to be the most effective contextual feature since it boosts the baseline system up the most,
an significant increase of 31.6%.
Features Accuracy
Diff(%)
Baseline (chance) 52.2
LV-NounObj 83.817 +31.6
Noun Object 79.253 +27.1
Determiner 72.614 +20.4
Levin’s Class 69.295 +17.1
posBefore 53.112 +0.9
posAfter 51.037 -1.1
Table 5.3: Using only one feature each time. LV-NounObj is the most effective feature. Performance
gain is associated with a plus sign and otherwise a negative sign.
We then start from this most effective feature, LV-NounObj and add one feature each step to
observe the change of the system accuracy. The results are listed in Table 5.4. Other significant
features are features within the candidate LVCs themselves such as Determiner, Noun Object and
Levin’s Class related to the object noun. This observation agrees with previous research that the
acceptance of LVCs is closely correlated to the linguistic properties of their components. The part
of speech of the word after the phrase seems to have negative effect on the performance. However,
experiments show that without this feature, the overall performance decreases.
5.1.5 Experiments with Statistical Features
When using statistical features, instead of directly using the value, we discretize each value to a
binary feature. On the one hand, our experiments show that this way of transformation achieves
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Features Accuracy
Diff(%)
Baseline (chance) 52.2
+ LV-NounObj 83.817 +31.6
+ Noun Object 84.232 +0.4
+ Levin’s Class 84.647 +0.4
+ posBefore 84.647 0.0
+ posAfter 83.817 -0.8
+ Determiner 86.307 +2.5
Table 5.4: Ablation analysis for contextual features. Each feature is added incrementally at each
step. Performance gain is associated with a plus sign otherwise a negative sign.
Label Precision Recall F1
+ 86.481 85.088 86.463
- 86.719 87.402 87.059
Accuracy 86.307
Table 5.5: Best performance achieved with statistical features. Comparing to Table 5.2, the per-
formance is similar to that trained with all contextual features.
the best performance. On the other hand, the transformation plays an analogical role as a ker-
nel function which maps one dimensional non-linear separable examples into an infinite or high
dimensional space to render the data linearly separable.
In these experiments, we use only numerical features described in section 5.1.1. And it is
interesting to observe that those features achieve very similar performance as the contextual features
as shown in Table 5.5.
To validate that the similar performance is not incidental. We then separate our data into 10-
fold training and testing sets and learn independently from each fold of these ten split. Figure 5.1,
which shows the comparison of accuracies for each data fold, indicates the comparable results for
each fold of the data. Therefore, we conclude that the similar effect achieved by training with these
two groups of features is not accidental.
We also conduct an ablation analysis with statistical features. Similar to the ablation analyses
for contextual features, we first find that the most effective statistical feature is Cpmi, the collo-
cational based point-wise mutual information. Then we add one feature at each step and show
the increasing performance in Table 5.6. Cpmi is shown to be a good indicator for LVCs and this
observation agrees with many previous works on the effectiveness of point-wise mutual information
in MWE identification tasks.
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Figure 5.1: Classifier Accuracy of each fold of all 10 fold testing data, trained with groups of sta-
tistical features and contextual features separately. The similar height of each histogram indicates
the similar performance over each data separation and the similarity is not incidental.
Features Accuracy
Diff(%)
BaseLine (chance) 52.2
+ Cpmi 83.402 +31.2
+ Deverbal v/n Ratio 85.892 +2.5
+ Phrase Size 86.307 +0.4
Table 5.6: Ablation analysis for statistical features. Each feature is added incrementally at each
step. Performance gain is associated with a plus sign.
5.1.6 Interaction between Contextual and Statistical Features
Experiments from our previous sections show that two types of features which are cosmetically
different actually achieve similar performance. In the experiments described in this section, we
intend to do further analysis to identify further the relations between them.
Situation when they are similar
Our ablation analysis shows that Cpmi and LV-NounObj features are the most two effective features
since they boost the baseline performance up more than 30%. We then train the classifier with them
together and observe that the classifier exhibits similar performance as the one trained with them
independently as shown in Table 5.7. This result indicates that these two types of features actually
provide similar knowledge to the system and therefore combining them together does not provide
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any additional new information. This observation also agrees with the intuition that point-wise
mutual information basically provides information on word collocations [123].
Feature Accuracy F1+ F1-
LV-NounObj 83.817 82.028 85.283
Cpmi 83.402 81.481 84.962
Cpmi+LV-NounObj 83.817 82.028 85.283
Table 5.7: The classifier achieves similar performance trained jointly with Cpmi and LV-NounObj
features, comparing with the performance trained independently.
Situation when they are different
Token-based LVC identification is a difficult task on the basis of surface structures since they always
exhibit identical surface properties. However, candidate LVCs with identical surface structures
in both positive and negative examples provide an ideal test bed for the functionality of local
contextual features. For example, consider again these two aforementioned sentences which are
repeated here for reference:
1. He had a look of childish bewilderment on his face.
2. I’ve arranged for you to have a look at his file in our library.
The system trained only with statistic features cannot distinguish these two examples since their
type-based statistical features are exactly the same. However, the classifier trained with local con-
textual features is expected to perform better since it contains feature information from surrounding
words. To verify our hypothesis, we extract all examples in our data set which have this property
and then select same number of positive and negative examples from them to formulate our test
set. We then train out classifier with the rest of the data, independently with contextual features
and statistical features. As shown in Table 5.8, the experiment results validate our hypothesis and
show that the classifier trained with contextual features performs significantly better than the one
trained with statistical features. The overall lower system results also indicate that indeed the test
set with all ambiguous examples is a much harder test set.
One final observation is the extremely low F1 value for negative class and relatively good
performance for positive class when trained with only statistical features. This may be explained
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by the fact that statistical features have stronger bias toward predicting examples as positive and
can be used as an unsupervised metric to acquire real LVCs in corpora.
Classifier Accuracy F1+ F1-
Contextual 68.519 75.362 56.410
Statistical 51.852 88.976 27.778
Diff (%) +16.7 -13.6 +28.3
Table 5.8: Classifier trained with local contextual features is more robust and significantly better
than the one trained with statistical features when the test data set consists of all ambiguous
examples.
5.2 Phrasal Verb Construction Identification
This section targets on Phrasal Verb Construction identification5. Phrasal verbs in English (also
called English Particle Constructions), are syntactically defined as combinations of verbs and prepo-
sitions or particles, but semantically their meanings are generally not the direct sum of their parts.
For example, give in means submit, yield in the sentence, Adam’s saying it’s important to stand
firm , not give in to terrorists. Adam was not giving anything and he was not in anywhere either.
Kolln and Funk [26] use the test of meaning to detect English phrasal verbs, i.e., each phrasal
verb could be replaced by a single verb with the same general meaning, for example, using yield
to replace give in in the aforementioned sentence. To confuse the issue even further, some phrasal
verbs, for example, give in in the following two sentences, are used either as a true phrasal verb (the
first sentence) or not (the second sentence) though their surface forms look cosmetically identical.
1. How many Englishmen gave in to their emotions like that ?
2. It is just this denial of anything beyond what is directly given in experience that marks
Berkeley out as an empiricist .
We are targeting to build an automatic learner which can recognize a true phrasal verb from its
orthographically identical construction with a verb and a prepositional phrase. Similar to other
types of Multiword Expressions (MWEs) [22], the syntactic complexity and semantic idiosyncrasies
of phrasal verbs pose many particular challenges in empirical Natural Language Processing (NLP).
5Part of the work in this section is published in [114]
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Even though a few of previous works have explored this identification problem empirically [37, 38]
and theoretically [27], we argue in this paper that this context sensitive identification problem is not
so easy as conceivably shown before, especially when it is used to handle those more compositional
phrasal verbs which are empirically used either way in the corpus as a true phrasal verb or a
simplex verb with a preposition combination. In addition, there is still a lack of adequate resources
or benchmark datasets to identify and treat phrasal verbs within a given context. This research is
also an attempt to bridge this gap by constructing a publicly available dataset which focuses on
some of the most commonly used phrasal verbs within their most confusing contexts.
Our study here focuses on six of the most frequently used verbs, take, make, have, get, do and
give and their combination with nineteen common prepositions or particles, such as on, in, up,
for, over etc. We categorize these phrasal verbs according to their continuum of compositionality,
splitting them into two groups based on the biggest gap within this scale, and build a discriminative
learner which uses easily available syntactic and lexical features to analyze them comparatively.
This learner achieves 79.4% overall accuracy for the whole dataset and learns the most from the
more compositional data group with 51.2% error reduction over its 46.6% majority baseline.
5.2.1 Model
We formulate the context sensitive English phrasal verb identification task as a supervised binary
classification problem. For each target candidate within a sentence, the classifier decides if it is a
true phrasal verb or a simplex verb with a preposition. Formally, given a set of n labeled examples
{xi, yi}
n
i=1, we learn a function f : X → Y where Y ∈ {−1, 1}. The learning algorithm we use is
the soft-margin SVM with L2-loss. The learning package we use is LIBLINEAR [119]6.
Three types of features are used in this discriminative model. (1)Words: given the window size
from the one before to the one after the target phrase,Words feature consists of every surface string
of all shallow chunks within that window. It can be an n-word chunk or a single word depending
on the the chunk’s bracketing. (2)ChunkLabel : the chunk name with the given window size, such
as VP, PP, etc. (3)ParserBigram: the bi-gram of the non-terminal label of the parents of both
the verb and the particle. For example, from this partial tree illustrated in Figure 5.2, the parent
6http://www.csie.ntu.edu.tw/∼cjlin/liblinear/
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(VP (VB get)
(PP (IN through)
(NP (DT the)
(NN day)))
(PP (IN without)
(S (VP (VBG getting)
(VP (VBN recognised)))))))
Figure 5.2: TreeNode for a PVC
label for the verb get is VP and the parent node label for the particle through is PP. Thus, this
feature value is VP-PP. Our feature extractor is implemented in Java through a publicly available
NLP library7 via the tool called Curator [95]. The shallow parser is publicly available [124]8 and
the parser we use is from Charniak [100].
5.2.2 Dataset Splitting
Table 5.9 lists all verbs in the dataset. Total is the total number of sentences annotated for that
phrasal verb and Positive indicated the number of examples which are annotated as containing the
true phrasal verb usage. In this table, the decreasing percentage of the true phrasal verb usage
within the dataset indicates the increasing compositionality of these phrasal verbs. The natural
division line with this scale is the biggest percentage gap (about 10%) between make out and get at.
Hence, two groups are split over that gap as illustrated in Figure 5.3.
The more idiomatic group consists of the first 11 verbs with 554 sentences and 91% of these
sentences include true phrasal verb usage. This data group is more biased toward the positive
examples. The more compositional data group has 12 verbs with 794 examples and only 46.6% of
them contain true phrasal verb usage. Therefore, this data group is more balanced with respective
to positive and negative usage of the phrase verbs.
7http://cogcomp.cs.illinois.edu/software/edison/
8http://cogcomp.cs.illinois.edu/page/software view/Chunker
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Figure 5.3: The PVC dataset splitting based on their idiomatic tendency
5.2.3 Experimental Results and Discussion
Our results are computed via 5-cross validation. We plot the classifier performance with respect to
the overall dataset, the more compositional group and the more idiomatic group in Figure 5.4. The
classifier only improves 0.6% when evaluated on the idiomatic group. Phrasal verbs in this dataset
are more biased toward behaving like an idiom regardless of their contexts, thus are more likely
to be captured by rules or patterns. We assume this may explain some high numbers reported
in some previous works. However, our classifier is more effective over the more compositional
group and reaches 73.9% accuracy, a 51.1% error deduction comparing to its majority baseline.
Phrasal verbs in this set tend to be used equally likely as a true phrasal verb and as a simplex
verb-preposition combination, depending on their context. We argue phrasal verbs such as these
pose a real challenge for building an automatic context sensitive phrasal verb classifier. The overall
accuracy of our preliminary classifier is about 79.4% when it is evaluated over all examples from
these two groups.
Finally, we conduct an ablation analysis to explore the contributions of the three types of
features in our model and their accuracies with respect to each data group are listed in Table 5.10
with the boldfaced best performance. Each type of features is used individually in the classifier.
The feature type Words is the most effective feature with respect to the idiomatic group and the
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Verb Total Positive Percent(%)
get onto 6 6 1.00
get through 61 60 0.98
get together 28 27 0.96
get on with 70 67 0.96
get down to 17 16 0.94
get by 11 10 0.91
get off 51 45 0.88
get behind 7 6 0.86
take on 212 181 0.85
get over 34 29 0.85
make out 57 48 0.84
get at 35 26 0.74
get on 142 103 0.73
take after 10 7 0.70
do up 13 8 0.62
get out 206 118 0.57
do good 8 4 0.50
make for 140 65 0.46
get it on 9 3 0.33
get about 20 6 0.30
make over 12 3 0.25
give in 118 27 0.23
have on 81 13 0.16
Total: 23 1348 878 0.65
Table 5.9: The top group consists of the more idiomatic phrasal verbs with 91% of their occurrence
within the dataset to be a true phrasal verb. The second group consists of those more compositional
ones with only 46.6% of their usage in the dataset to be a true phrasal verb.
overall dataset. And the chunk feature is more effective towards the compositional group, which
may explain the linguistic intuition that negative phrasal verbs usually do not belong to the same
syntactic chunk.
The performance when features are accumulatively added is described in Table 5.11. The best
performance is reached across all datasets when all these three types of features are used together.
In this section, we build a discriminative learner to identify English phrasal verbs within a given
context. By focusing our attention on the comparison between these more idiomatically biased
phrasal verbs and those more compositional ones, we are able to not only explain the conceivable
high accuracy a classifier may achieve over these more idiomatic ones, but also arguing that the
bigger challenge is for those more compositional cases.
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Figure 5.4: Classifier Accuracy of each data group, comparing with their baseline respectively.
Classifier learns the most from the more compositional group, indicated by its biggest histogram
gap.
Datasets
Overall Compositional Idiomatic
Baseline 65.0% 46.6% 91%
Words 78.6% 70.2% 91.4%
Chunk 65.6% 70.7% 89.4%
ParserBi 64.4% 67.2% 89.4%
Table 5.10: Accuracies achieved by the classifier when tested on different data groups. Features
are used individually to evaluate the effectiveness of each type.
Datasets
Overall Compositional Idiomatic
Baseline 65.0% 46.6% 91%
+Words 78.6% 70.2% 91.4%
+ChunkLabel 79.0% 72.7% 90.9%
+ParserBigram 79.4% 73.9% 91.6%
Table 5.11: Accuracies achieved by the classifier when tested on different data groups. Features
are added to the classifier accumulatively.
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Chapter 6
Lexical Inference
Lexical inference, defined here as similar or entailed relation to indicate lexical level semantic
matching, is viewed as a relation that may be more plausible in some contexts than others. As
opposed to logical entailment, we do not require that this entailment holds in all conceivable
contexts and formulate the task of identifying it as a context sensitive decision. This chapter
presents lexical TE models which make entailment judgements based on lexical level similarity
and inference. Specifically, we focus our attention on how to improve the system performance
by treating complex verb constructions within a systematic framework: building a modular to
recognize the complex verb constructs within the given input and then plugging in the TE system
the automatically learned identifier. We demonstrate consistent improvements with respect to all
three complex verb constructions defined in this thesis within this framework1.
6.1 Lexical Entailment and Similarity Metrics
Given two text fragments, termed Text and Hypothesis, The task of Textual Entailment (TE) is
to recognize whether the meaning of one text, the Hypothesis, can be inferred from the other, the
Text. It is an intricate semantic inference task that involves lexical, syntactic, semantic, discourse,
and world knowledge as well as cognitive and logic reasoning. Each of the sub-tasks involving
these relations is a challenge on its own. The Recognizing Textual Entailment (RTE) challenges,
currently in their seventh year2, have shown various methods to tackle this task, from simple but
robust lexical matching, to deeper and heavier techniques such as logic-based inference, syntactic
and semantic analysis [67]. The light approaches use more shallow techniques, such as surface
string similarity or lexical matching [68, 69]. However, these light TE systems based on lexical
1Part of the work described in section 6.1 is published in [125].
2First three challenges were organized by PASCAL and the rest have been organized by NIST.
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similarity and lexical matching have shown to reach non-trivial strong baselines [70, 71]. Even
for TE systems with deep analysis such as syntactic matching and logical inference, lexical level
similarity and alignment is still one of the essential layers and addressed by most TE systems [72].
We focus in this work on lexical TE systems which use a sentence similarity score as the decision
threshold. The metric we are using in our model is called Lexical Level Matching (LLM), which
combines token-level similarity measure to compute sentence level similarity. LLM first matches
each word within one sentence with every word in another sentence and calculates their word-level
similarity. Then it aligns that word with the corresponding one with the maximal similarity score.
This procedure is repeated for each word in that sentence. Finally, LLM computes the similarity
of a pair of sentences as the normalized sum of all these matched maximal scores. We also use the
existing word-level similarity metric within LLM, termed as WNSim. WNSim is an asymmetric
similarity metric based on WordNet hierarchy, which takes antonyms and the directionality into
account and returns a similarity value in the range of [-1,+1] [125]. We describe these metrics and
their evaluation respectively in the following sections. Our lexical TE system is a light system with
robust performance, which is not only ranked very high among similar models [74, 68], but also
performs competitive to models that use complex heavy structures. We embed lexical semantic
knowledge inside our word-level similarity metric since WNSim is a distance metric based on
WordNet hierarchies.
6.1.1 Word Level Similarity Metric: WNSim
We formulate a similarity measure, WNSim, over the WordNet hierarchy to compute similarity
between words. For two words w1 and w2 in the WordNet hierarchy, WNSim finds the closest
common ancestor (referred to as Least Common Subsumer (LCS)) of the words. The similarity is
then defined based on the distance of the words from the LCS, as follows:
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WNSim(w1, w2) =

θℓ1+ℓ2 if ℓ1 + ℓ2 ≤ k
θk if ℓ1 + ℓ2 ≤ α× depth of lcs(w1, w2)
0 otherwise
This measure captures the key concepts of hierarchical similarity used in other WordNet-based
similarity measures. It has 3 parameters: θ, k, and α. In the experiments, we empirically set them
as θ = 0.3, k = 3, and α = 0.667, after manually searching over various values for these parameters.
The words are first converted to the same part-of-speech, by finding the base verb or noun form
of the word, if available, before the appropriate WordNet hierarchy is considered. To compute
the least common subsumer, we consider the synonymy-antonymy, hypernymy-hyponymy, and
meronymy relations. If the path from the LCS to one of the words contains an antonymy relation,
we reduce the similarity value by half and negate the score. Hence, under this scheme, synonyms
get a score of 1.0 and antonyms get a similarity value of −0.5. Further, we compare the determiners
and prepositions separately – if two words are determiners or prepositions, they get a similarity
score of 0.5. Hence, this similarity measure gives a score in [−1, 1] range. (The motivation here
is to discount differences between words that tend to have little influence on overall similarity
judgements – different prepositions, for example, may take on similar meanings based on context).
6.1.2 Computing Sentence Similarity Using LLM
The similarity between two sentences is computed based on the individual term-similarity as follows:
First, both sentences are tokenized to find all semantic units, viz. named entities, phrasal verbs,
multiword expressions, and words. Then, the similarity metrics are applied based on the type
of semantic units to match the units from one sentence to the most similar unit from the other
sentence. At the end of this step, all semantic units map to their best counterparts from the other
sentence. Finally, the sentence-level similarity score is computed as the sum of the similarity scores
of the matching pairs, normalized by the number of units matched. We refer to this measure as
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Particulars MSR PP RTE3
Number of sentence pairs 5801 1600
Number of positive pairs 3900 (67.2%) 822 (51.4%)
Number of negative pairs 1901 (32.8%) 778 (48.6%)
Training set 4077 (70.3%) 800 (50.0%)
Test set 1724 (29.7%) 800 (50.0%)
Number of unique words 11373 7248
Average length of sentences (in words) 13 14
Table 6.1: Dataset Characteristics
the Lexical Lexical Matching (LLM) score. For two sentences s1 and s2, such that |s1| ≥ |s2|,
LLM(s1, s2) =
∑
v∈s2
maxu∈s1 sim(u, v)
|s2|
where sim(u, v) is one of the similarity metrics defined over semantic units u and v.
6.1.3 Evaluation of LLM and WNSim
To evaluate the proposed metrics, we compute LLM scores in three settings: using exact word
matching (LLM Exact); using WNSim and named entity similarity together (LLM WNSim); and
using WUP and named entity similarity metric together (LLM WUP).WUP is a hierarchical metric
defined by [53] and is made available as a word similarity metric over the WordNet hierarchy in
WordNet::Similarity package [126].
Baseline measures for snippet similarity
To compare our approach with other similarity metrics defined over text snippets, we follow the
analysis in [127]. We choose TF-IDF and Word Ordering measures as our baseline metrics for the
analysis.
TF-IDF Instead of assigning a uniform weight, each word is assigned a weight equal to its inverse
document frequency (idf ). Such a measure gives higher importance to rare content words than to
frequent function words (stopwords). The IDF for a term t depends inversely on the number of
documents in which t occurs (df(t)) in a corpus C of size N = |C|. In our experiments, we use the
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standard IDF formulation
idfC(t) = log
N + 1
df(t)
The TF-IDF similarity of two snippets is computed as the product of term frequency (tf ) and its
idf, summed over all words common to the two snippets, and normalized by the norm of idf weights
for individual snippets.
Word Ordering This measure gives importance to the order in which words appear in a snippet.
The order information may be important, especially in paraphrasing and textual entailment tasks,
since the subject and agent of an action need to be the same in both sentences. The WordOrder
similarity measure is computed as
order(s1, s2) = 1−
||r1 − r2||
||r1 + r2||
where r1, r2 are word order vectors: each word in vector ri has a weight corresponding to its position
in the sentence si.
We evaluate the measures for two tasks. The first is to recognize paraphrases, and we show
the results over the the MSR Paraphrase Corpus [128]. Secondly, we address the task of recog-
nizing textual entailment using only lexical resources and show the results over PASCAL RTE3
Corpus [66]. These corpora have been used previously to evaluate sentence semantic measures [127].
Detecting paraphrases
We compute the snippet similarity for all 5801 pairs of the MSR Paraphrase corpus, using the
different measures defined in Sec. 6.1.1 and Sec. 6.1.3. After finding the similarity scores using
the similarity metrics, we rank the documents on the similarity score and choose a threshold that
maximizes the accuracy over the training data. We report the accuracy, precision, recall, and
F1 scores over the complete dataset. Accuracy measures the fraction of all instances that were
labeled correctly, including both positive and negative instances. Precision measures the fraction
of positively labeled instances that were correctly labeled, and Recall measures the fraction of
positive instances that were correctly labeled. F1 is the harmonic mean of the precision and recall
values.
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Metric Accu Prec Rec F1
TF-IDF 0.686 0.696 0.948 0.803
WordOrder 0.705 0.730 0.891 0.802
LLM Exact 0.710 0.723 0.923 0.811
LLM WNSim 0.711 0.748 0.861 0.800
LLM WUP 0.708 0.729 0.897 0.805
Table 6.2: Performance of the metrics in detecting paraphrases
Metric Accu Prec Rec F1
TF-IDF 0.568 0.571 0.645 0.605
WordOrder 0.535 0.536 0.713 0.612
LLM Exact 0.645 0.620 0.797 0.698
LLM WNSim 0.651 0.619 0.833 0.711
LLM WUP 0.644 0.634 0.725 0.697
Table 6.3: Performance of the metrics in recognizing textual entailment over RTE3 dataset.
In this evaluation, Accuracy is the more appropriate measure, since it is important to recognize
both positive and negative instances correctly.
The performance of the similarity metrics in classifying a sentence pair as paraphrases is sum-
marized in Table 6.2. We see that LLM WNSim is the best measure among the semantic metrics.
For this dataset, however, LLM Exact gave the best F1 score.
Recognizing textual entailment
We compute the similarity metric over all 1600 pairs of the RTE3 corpus and follow similar evalu-
ation strategy to the one described in Sec. 6.1.3. The results are summarized in Table 6.3. We see
that LLM WNSim outperforms all other semantic metrics.
It must be pointed out that the evaluation uses only the semantic similarity score to classify a
pair as being entailed or not. Many researchers have shown better performance scores for the task
using additional knowledge sources. Our comparison is primarily to validate the understanding
that snippet similarity is an important component in this task and, by itself, can perform fairly
well [72].
We demonstrate a robust technique, called Lexical Lexical Matching (LLM), to combine simi-
larity scores between lexical tokens to compute a sentence-level similarity score. We demonstrate
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the use of LLM to get competitive performance in recognizing textual entailment, and propose this
as a robust baseline for the task. In the following section, we describe lexical TE systems with
LLM and WNSim when the complex verb identifier is combined with them.
6.2 Lexical Entailment with Light Verb Constructions
In this section, we build a lexical Textual Entailment (TE) system with a plugged-in English Light
Verb Constructions (LVCs) identifier and investigate the effectiveness of detecting LVCs within this
TE system. Evaluated on a TE corpus specifically generated for English LVCs, adding the LVC
classifier helps the simple but robust lexical TE system achieve 39.5% error deduction in accuracy
and 21.6% absolute F1 value improvement.
6.2.1 Introduction
Textual entailment is a complex task involving multiple levels of linguistic and cognitive knowledge.
It requires the use of lexicon, syntactic argument structures, semantic relations such as temporal,
spatial, or causal relations as well as their respective inferencing and reasoning components. The
complexity of the textual entailment motivates the use of various modeling systems using either
light/shallow or heavy/deeper techniques. Along with these publications, there are also many
which dedicate to analyse the role of specific knowledge in RTE systems, such as lexical and world
knowledge [74], syntactic contributions [73], and discourse [129]. These researchers argue that to
achieve the long term goal of TE, it is essential to understand the types of knowledge and reasoning
needed in this semantic inference process. However, exploiting the contribution of each type of such
knowledge in the TE system requires to identify this phenomenon within the corpus. Since the
coverage of each of these linguistic phenomena in any of the existing RTE corpora is very sparse, it
seems futile to build automatic learning models to identify them. Previous research in this direction
hence all reply on laborious human annotation and analysis for this identification process.
Our current research presented in this chapter is the first attempt to automate the identification
process to exploit the contribution of a specific type of knowledge in a TE system. We achieve this
automation by first constructing a TE corpus which consists of sufficient positive examples for the
target phenomenon, then learning a classifier to identify this target on-line and finally plugging in
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our learned classifier into a TE system to analyze its effectiveness on the overall TE system.
Within all levels of salient linguistic phenomena occurring in the existing RTE corpora, we
focus our attention to the lexical level knowledge, specifically one type of English Multiword Ex-
pressions (MWEs), Light Verb Constructions(LVCs). MWEs, due to their syntactic and semantic
idiosyncrasies, pose a particular challenge in almost all empirical NLP applications [22]. English
LVCs, formed from a commonly used verb and usually a noun phrase such as take a walk and
have a look, are particular challenging due to their lack of homomorphism between syntactic and
semantic representations [113].
To exploit the contribution of automatic identification of LVCs in a TE system, we first construct
a TE corpus which specifically targets at English LVCs. This corpus consists of 2,772 sentence pairs
annotated via an Internet crowdsourcing platform and the gold LVC labels are derived from another
publicly available English LVC dataset3. Among all sentence pairs, half of them are positively
entailed. We then adopt an existing token-based LVC classifier [112] and apply it to our generated
TE corpus to identify LVCs. Finally, we implemented a lexical TE system pipelined with the
adopted classifier and demonstrate the significance of the automatic identification by boosting the
entailment performance up with 21.6% F1 increase.
6.2.2 Lexical Entailment with Light Verb Construction Identification
In this section, we describe in detail our model, a lexical TE system with a plugged in LVC classifier.
We also present the sentential and word level similarity metrics adopted in this study. The criteria
we follow to choose the tools we use are not only based on the fine quality of the tools, but also
their public availability as we describe in detail below.
In this study, we concentrate on the lexical level inference and specifically focus on the ef-
fectiveness of the recognition of English LVCs in a lexical TE system. Since English LVCs are
semi-idiosyncratic and their meaning cannot be inferred from the simple composition of their com-
ponents, the lexical entailment model, which predicts entailment decision only based on composition
of simple words, is believed to be the most direct and effective evaluation.
The lexical TE system uses a sentence similarity score as the decision threshold. The metric
3http://cogcomp.cs.illinois.edu/page/resources/English LVC Dataset
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we are using in this study is called Lexical Level Matching (LLM), which combines token-level
similarity measures to compute sentence level similarity. This tool is publicly available4 and has
shown to be capable of getting competitive performance for RTE when tested on RTE3 corpus [125].
Specifically, for a pair of sentences, LLM first matches each word within one sentence with every
word in another sentence and calculates their word-level similarity. Then it aligns that word with
the corresponding one with the maximal similarity score. This procedure is repeated for each word
in that sentence. Finally, LLM computes the similarity of a pair of sentences as the normalized
sum of all these matched maximal scores. We also use the existing word-level similarity metric
within LLM, termed as WNSim. WNSim is an asymmetric similarity metric based on WordNet
hierarchy, which takes antonyms and the directionality into account and returns a similarity value
in the range of [-1,+1] [125].
The English token-based LVC classifier is a tool learned with a classic soft-margin SVM algo-
rithm with L-2 Loss [112]. The reported accuracy is about 86% when evaluated with aformentioned
publicly available benchmark dataset. In our lexical TE system, this classifier is first plugged in
to make predictions for all examples in the data set. If a positive LVC is detected, the whole
phrase is rewritten with a single verb synonym which is derived from the nominal object of the
detected LVC. In our experiments, we select the synonyms of the verb via a publicly available
API to WordNet, JAWS5, a Java library which provides easily usable APIs to access WordNet
synsets as well as morphological related verbs and nouns. LLM is used to calculate the sentential
similarity after the rewriting and the data is then randomly split into training and testing. Our TE
threshold is learned with looping each similarity number within the training data set and the one
with the best entailment accuracy is selected to evaluate the test examples. The threshold learning
is implemented via a MaxHeap data structure.
Details of our model are described in Algorithm 4. Given a set ofm labeled examples {xi, yi}
m
i=1,
each with a pair of sentences and entailment label, LVC classifier first detects if there is a true LVC
in the sentence. If the prediction is positive, the model rewrites the whole phrase (steps 1-4
in the algorithm 4). LLM then calculates the similarity for each example and derives the data
representation for training, M = (θi, yi)
m
i=1 (step 5). The learning algorithm loops each similarity
4http://cogcomp.cs.illinois.edu/page/software view/LLM
5http://lyle.smu.edu/∼tspell/jaws/index.html
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score within the training set to find the best threshold T which achieves the optimal accuracy for
the training data (steps 6-10). This threshold is used to predict the entailment for the testing
dataset (step 11). In practice, the threshold can be tuned over a small set of developmental data.
However, since further tuning lexical TE system general leads to overfitting, we choose not to
tune the threshold in our experiments. Instead, we choose 10-cross validation to evaluate the
experiments.
Algorithm 4: Learning and Testing the TE threshold based on the sentential similarity
scores calculated via LLM and a plugged-in LVC classifier.
1: LVC classifier to label the dataset: {xi, yi}
m
i=1
2: if isLVC == true then
3: Replace LVC
4: end if
5: LLM for the sentential similarity:
M = LLM(xi, yi)
m
i=1 = (θi, yi)
m
i=1
6: Training with input M
7: for ∀θi ∈M do
8: pi = PM(θi)
pi is the accuracy of θi against M
9: end for
10: Output: T = θt where PM(θt) = max
m
i=1 pi
11: Predict entailment for the test dataset with T
6.2.3 Experiments and Analysis
In this section, we first present in detail the generation and annotation of the LVC-specified en-
tailment corpus. Then, we analyze the results of our experiments, which illustrate the significance
of the special identification of English LVCs within a TE system. Finally, we conduct an in-depth
error analysis for better understanding of the model and the results.
6.2.4 Data Generation and Annotation
The data preparation and generation details are described in section 4.3.1. In this section, we just
briefly summarize this dataset generation process.
RTE is a complex semantic inference task which involves reasoning and identifying linguis-
tic and logic phenomena at various levels, from numerous morphological and lexical choices, to
intricate syntactic and semantic alternations. The coverage of each of these phenomena in any
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existing RTE corpora is extremely sparse, which makes it futile to explore the contribution of each
individual phenomenon through automatic identification using the existing corpora. The English
LVC-specified TE dataset we generate in this study is the first attempt to bridge this gap by provid-
ing to the research community a benchmark dataset which can be used to explore the effectiveness
of automatic identification of MWEs in RTE systems.
The sentences in the generated corpus are selected from the English LVC dataset [112]. We
generate new sentences by replacing the verb phrase in the original sentence and the substituting
verbs are chosen based on the LVC category labeled in this LVC dataset. Since most English
LVCs have a verbal counterpart that originates from the same stem as the nominal object, for
a sentence with a true LVC, we generate its potential positive examples with their substituting
verbs derived from the synonyms of the verb counterpart of its nominal object while its potential
negative examples from its main verb. For example, Sentence 1 in the following list contains
a positive LVC make the decision, the verb decide in the newly generated positive entailment
example (indicated by a plus sign) is derived from the nominal object, decision, while its negative
counterpart stimulate is derived directly from the main verb make. We reverse this generation
principle when generating examples for sentences with negative LVCs as shown in sentence 2. The
verb receiving in the positive example is selected from the synonyms of the main verb getting while
posing in the negative example is generated from the nominal set.
1. One solution is to let an individual make the decision.
(+) One obvious solution is to let a single individual decide.
(-) One obvious solution is to let a single individual stimulate the decision.
2. Another early memory was getting my first train set.
(+) Another early memory was receiving my first train set.
(-) Another early memory was posing my first train set.
Verb synonyms are automatically selected from WordNet 3.0 [14] with its most frequent sense and
morphological alternations between verbs, nouns, adjectives and adverbs are handled via WordNet
and lists derived from NomLex6 as well as CatVar [78]. Verbs in negative examples are selected from
6http://nlp.cs.nyu.edu/nomlex/index.html
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less frequent senses and bigram statistics calculated from Google Web-1T-5gram7 are used to filter
out obvious ungrammatical verb-noun collocation. With all these procedures, we generate a total of
6,767 sentences and present them to annotators to annotate relatedness as well as grammaticality.
The data set is annotated through the crowdsourcing platform provided by the company Crowd-
Flower8. We split our data set into four smaller portions, three for positive examples and one
for negative example. For the three tasks of positive examples, Crowdflower reports 84% aver-
age annotator-agreement and 89% average Gold accuracy. For negative examples, 71% average
annotator-agreement and 92% gold accuracy are reported. These numbers indicate strong agree-
ment as well as high quality of our annotated dataset. We therefore select those sentences which
consist of both positive and negative examples, which themselves are generated grammatically.
There are a total of 2,772 such pairs in the annotated dataset. Thus, our generated LVC-specified
TE corpus consists of all these 2,772 sentence pairs, half positive and half negative.
6.2.5 Experimental Results
In our experiments, we aim to explore the effects of identifying LVCs in the TE system. To
directly evaluate the contribution of the LVC identification in the corpus, we implement a lexical
TE system, which learns entailment decision by directly calculating sentence similarity between
Text and Hypothesis. The lexical TE system uses LLM [125] to calculate the sentence similarity.
And the token-based LVC classifier is adopted from one previous research and the accuracy they
report for this LVC classifier is 86% [112]. To avoid overfitting, we did not tune the lexical TE
threshold. Instead, we report 10-fold cross validation results in all our experiments.
The first group of main results are the entailment accuracy which is shown in Table 6.4.
Accuracy Diff
Baseline (majority) 50.0% 0.0
LexTE 59.3% +9.30%
LexTE + LVC-Classify 75.4% +25.4%
LexTE + LVC-Gold 81.7% +31.7%
Table 6.4: Entailment accuracy improvement after applying LVC classification to a lexical TE
system. Diff shows the difference comparing to the natural majority baseline.
7http://www.ldc.upenn.edu/
8http://crowdflower.com/
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The majority baseline for our data set is 50% since we have half positive and half negative
examples in the derived dataset. Our lexical TE system can improve the performance up about
9.3% and achieve about 60% accuracy, which is the nontrivial average baseline reported by many
other lexical TE systems when tested on RTE datasets [69]. After plugging the LVC classifier into
the lexical TE system, the entailment accuracy jumps up with a two-digit improvement and reaches
75.4%, which is more than 50% error deduction compared to the natural baseline. Apparently, if
our model has LVC gold labels, which is equivalent to the situation when the LVC classifier is 100%
accurate, the entailment accuracy improves to 81.7%, an upper bound of our lexical TE system by
using the current dataset. Our experiment results demonstrate the tremendous improvement that
a TE system can achieve by treating the LVC identification specially.
Since in lexical TE systems accuracy alone is arguably not to be enough to fully understand
the model [130], we also compute precision, recall, as well as F1, their harmonic mean in our
experiments and the results are listed in Table 6.5.
Precision Recall F1
LexTE 0.602 0.553 0.576
LexTE + Classify 0.705 0.874 0.78
LexTE + Gold 0.731 1.0 0.845
Table 6.5: Entailment prediction improvement based on entailment precision, recall and F1 values.
Similar to the results we get for the entailment accuracy, we observe the consistent improvement
over precision, recall and F1 values when adding the LVC classifier to the lexical TE system. The
comparison between precision and recall does give us extra information to understand the behavior
of our model. For example, the recall of the lexical TE system is lower than its precision before
adding the LVC classifier. This can be explained by the fact that this baseline system is not complete
since it does not detect more complex lexical units, the LVCs in the corpus. After adding the LVC
identifier, the precision improves while entailment recall increases even more substantially. The
lexical TE system has better recall since the plugged-in classifier helps the TE system to retrieve
the multiword units which occur half of the times within the corpus. And if we have the gold labels
for the entailment system, the system can retrieve all entailed cases as shown by the perfect recall
the system achieves in Table 6.5.
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6.2.6 Error Analysis
We do further error analysis to exploit the insights of our model. First of all, we analyse the errors
made by the Lexical TE system without LVC classifier and list the detail in Table 6.6.
Error Type Number Percentage (%)
+LVC Error 720 63.9
-LVC Error 407 36.1
False Positive 508 45.1
False Negative 619 54.9
Total Error 1127
Table 6.6: Error Analysis for Lexical TE system. Each +LVC Error indicates the error produced
when there is a true LVC in the sentence.
Our lexical TE system makes its majority of mistakes, i.e., 63.9%, when it fails to detect a
true LVC within the example. On the other hand, the majority of the overall mistakes is false
negative (54.9%). This phenomenon can be explained that without the ability to recognize an LVC
within a sentence, whose meaning cannot be calculated via the composition of its components,
the lexical-only TE system tends to increase the dissimilarity between Text and Hypothesis and
therefore predicts wrongly for positive examples, especially those with a true LVC in the sentence.
Error Type Number Percentage (%)
+Gold,-Pred 197 28.9
-Gold, +Pred 19 2.8
Mismatch total 216 31.7
False Positive 508 74.5
False Negative 174 25.5
Total 682
Table 6.7: Error Analysis for the TE system with LVC classifier added. A +Gold,-Pred error is
the error the TE system made when a sentence has a true LVC while the LVC classifier wrongly
predicts its status.
Table 6.7 lists the errors made by the TE system after adding the LVC classifier. The total
number of errors the entailment system makes reduces to 682, a 39.5% error deduction. In addition,
about 31.7% mistakes the entailment system produces are due to the mismatch made by the LVC
classification. Another striking fact is that the LVC classifier fixes the majority of the false negative
examples. The TE system corrects its bias towards false negatives by adding the LVC recognition
function. If we let the TE system have the gold labels of LVCs, all false positive errors can be
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fixed. Unfortunately, the limitation of the pure lexical TE system itself constrains the capability
of the model to correct the false positive examples since all lexical TE systems are prone to make
positive assessment. And one of the properties of our TE dataset, i.e., Text and Hypothesis are
almost identical except their verb phrases, may have fortified such limitation. However, since the
limitation of lexical TE systems is unrelated to the discussion of the thesis of this paper and has
been discussed extensively in RTE literature [69, 67], we do not discuss it in detail here.
NumID BNCID LLM Similarity +LVC Score
4468 G/G3/G39.xml/1207 0.74 1.0
T: And he is quick to point out that it was a joint decision to bid
seriously.
H: And he is quick to point out that it was a joint decision to
make a serious bid.
2419 H/H8/H8H.xml/521 0.87 1.0
T: We ’ll have to get someone in to cook.
H: We ’ll have to get someone in to do the cooking.
2126 C/CD/CD2.xml/2357 0.84 1.0
T: If you will permit me to suggest, they would be better meantime with
a tutor at home, and a governess for the girls .
H: If you will permit me to make a suggestion, they would be better
meantime with a tutor at home, and a governess for the girls .
Table 6.8: Examples corrected after plugging in LVC classifier in the lexical TE system. BNCID
is the sentence location in BNC (XML edition). LLM similarity is the sentential similarity score
returned by the lexical TE system. After correctly predicting the LVC type, the similarity score
between T and H all increases to 1.0.
Finally, we present several examples from the corpus in Table 6.8 to show concretely how LVC
classifier helps shifting the similarity scores, thus produces correct prediction. The LLM Similarity
is the similarity score based on Lexical-only TE system. Due to the correct prediction of LVC
classifier, the model increases these similarity scores and therefore corrects these false negatives.
In this study, we demonstrate the significance of adding an LVC classifier to improve the perfor-
mance of a lexical TE system. By special identification and replacement of LVCs in the TE system,
the accuracy of the system increases from 59.3% to 75.4%, a 39.5% error deduction. The entailment
precision, recall and F1 values also improve consistently, with a 10.3%, 32.1%, and 21.6% absolute
value increase respectively. In addition, the balanced LVC-specified TE corpus can be served as a
useful computational resource for research on both MWEs and TE in general.
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Fold N Test Set Size Correct Accuracy (%)
1 266 206 77.44
2 266 211 79.32
3 266 210 78.95
4 266 214 80.45
5 265 210 79.25
Total 1,329 1,051 79.08
Table 6.9: Five-fold accuracies of the PVC classifier piplined into the lexical TE system.
6.3 Lexical Entailment with Phrasal Verb Constructions
A similar lexical TE system is built to verify the effectiveness of detecting PVCs within the system.
We evaluate the TE system based on the PVC specified TE corpus we described in section 4.3.2,
which consists of 2,696 pairs of T-H combination and half of them are positively entailed.
The lexical TE system we build for PVC is very similar to the one we build for LVCs, except
that we plug in the system the PVC identifier. In our evaluation, we aim to explore the effects of
identifying PVCs in the lexical TE system. The token-based PVC classifier described in section 5.2
is used to add into the TE system. The average accuracy of the classifier is about 79.1% when
evaluated with the PVC identification dataset described in section 4.2.2 with 5 fold cross validation
and the accuracy of each fold is listed in Table 6.9.
Same lexical TE system is utilized in evaluation of the effectiveness of PVCs, which uses LLM
to calculate the sentence similarity and whose TE threshold is learned with looping each similarity
number within the training dataset. Ten-fold cross validation results are reported in Table 6.10
and consistent improvements are observed similarly to what we observe for LVCs.
Accuracy Diff
Baseline (majority) 50.0% 0.0
LexTE 70.1% +20.1 %
LexTE + PVC-Classify 80.6% +30.6 %
LexTE + PVC-Gold 82.7% +32.7 %
Table 6.10: Entailment accuracy improvement after applying PVC classification to a lexical TE
system. Diff shows the difference comparing to the natural majority baseline.
The majority baseline for our data set is 50% since we have half positive and half negative
examples in the derived dataset. Our lexical TE system can improve the performance up about
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20.1% and achieve about 70% accuracy, which is the nontrivial robust baseline. After plugging the
PVC classifier into the lexical TE system, the entailment accuracy jumps up 30.6% and reaches
80.6%, which is more than 60% error deduction compared to the natural baseline. Apparently, if
our model has PVC gold labels, which is equivalent to the situation when the PVC classifier is 100%
accurate, the entailment accuracy improves to 82.7%, an upper bound of our lexical TE system by
using the current dataset. Our experiment results demonstrate the tremendous improvement that
a TE system can achieve by treating the PVC identification specially.
We also compute precision, recall, as well as F1, their harmonic mean in our experiments and
the results are listed in Table 6.11.
Precision Recall F1
LexTE 0.689 0.732 0.71
LexTE + Classify 0.742 0.943 0.83
LexTE + Gold 0.749 0.984 0.851
Table 6.11: Precision, recall and F1 values for the three lexical TE systems. LexTE + Classify is
the system with pipelined PVC classifier and LexTE + Gold is the system when gold PVC labels
are available to the TE system.
Similar to the results we get for the entailment accuracy, we observe the consistent improvement
over precision, recall and F1 values when adding the PVC classifier to the lexical TE system. After
adding the PVC identifier, the precision improves while entailment recall increases even more
substantially. The lexical TE system has better recall since the plugged-in classifier helps the TE
system to retrieve the multiword units which occur half of the times within the corpus.
6.3.1 Idiomatic and Compositional datasets
As we mentioned in section 4.2.2, our PVC identification dataset is not completely balanced.
This dataset actually provides us one chance to examine the potential entailment differences when
evaluated on the datasets generated from them with respect to more compositional portion and
more idiomatic portion. More idiomatic PVCs refer to those that tend to be used as an idiom
which generally ignores their contexts and is classified as a true PVC most of the time (91% as
stated in section 5.2.2). Those more compositional portion refers to those that are more ambiguous
with respect to its positive and negative PVC usage. Their chance to be used as a true PVC is
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almost the same as a non-PVC (46.6% as stated in section 5.2.2). We use the same split described
in section 5.2.2 and separate the PVC specified TE dataset with respect to this split. We therefore
split our PVC specified TE dataset into two portions, the more compositional portion with 1,588
examples and the more idiomatic portion with 1,108 examples.
We first compare the TE precision and recall with respect to these two data portions as well
as the overall dataset in Figure 6.1 and Figure 6.2 respectively. As shown by these two figures, the
upward increasing tendency is consistent with all data portions, from pure lexical TE system, to
the pipelined system and finally to the system with gold PVC labels. Similar to LVCs, recall of the
system increases more than that of precision. In addition, the recall for the more idiomatic dataset
is much worse than that of its compositional counterpart in the pure lexical TE system. However,
after plugging in the PVC classify, the recall for all three data portion almost all converged. This
phenomenon indicates the strong effects of the identification of the PVCs in the whole system,
either for the more compositional or the more idiomatic data.
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Figure 6.1: Precision among different TE models, comparing among the more compositional PVC
portion, the more idiomatic PVC portion as well as the whole dataset.For X axis, 1 is the lexical
TE system, 2 is the lexical TE + PVC classify, and 3 is the lexical TE with gold PVC labels.
Similar increasing tendency for the harmonic mean (F1) of precision and recall follows pro-
portionally. In addition, the accuracy of the three TE classifiers shows similar tendency. The
accuracies and F1 values for these three TE systems with respect to compositional, idiomatic, and
overall datasets are listed in Table 6.12.
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Figure 6.2: Recall among different TE models, comparing among the more compositional PVC
portion, the more idiomatic PVC portion as well as the whole dataset.For X axis, 1 is the lexical
TE system, 2 is the lexical TE + PVC classify, and 3 is the lexical TE with gold PVC labels. The
increasing rate of recall is bigger than that of the Precision shown in Figure 6.1
Accuracy F1
TE TE+C TE+G TE TE+C TE+G
Compositional 74.92 80.84 83.81 76.55 83.05 86.1
Idiomatic 63.23 80.3 81.11 62.19 82.79 83.6
Overall 70.13 80.63 82.71 71.11 82.95 85.03
Table 6.12: Accuracies and F1 values of the three TE systems: Lexical TE, Lexical TE(TE ). TE
with PVC classifier(TE+C ), and Lexical TE with available PVC gold labels(TE+G).
Finally, we plot the accuracy of the three TE systems evaluated with respect to the more
compositional, the more idiomatic and the overall portion of the dataset in Figure 6.3. Before
adding the PVC classifier, lexical TE with respect to the more idiomatic data portion is much
worse than that of the more compositional portion since lexical TE lacks the ability to identify
the PVC units within the dataset. However, after combining the PVC classifier, the difference
disappears which indicates that the PVC identification is more effective to the more idiomatic data
portion than to the more compositional portion. Therefore, the accuracy increases the most for
the portion of the more idiomatic dataset as shown by the biggest gap between the lexical TE and
the PVC classifier combined system in the first histogram cluster in Figure 6.3.
Our experiments with PVCs demonstrate similar effects of identifying PVCs within a lexical TE
system. By special identification of PVCs in the TE system, the accuracy of the system increases
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Figure 6.3: TE Accuracy among different TE models, comparing among datasets generated from
compositional, idiomatic and all PVCs.
from 70.1% to 80.6%, a 35.1% error reduction. The entailment precision, recall and F1 values also
improve consistently. The comparison between the more compositional and the more idiomatic
PVCs indicates further the importance of PVC identification with respect to the more idiomatic
data due to its larger improvements as shown in Figure 6.3. The PVC-specified TE corpus can also
be served as a useful computational resource for research on both MWEs and TE in general.
6.4 Lexical Entailment with Embedded Verb Constructions
EVCs, are defined as the combination of two consecutive verbs. The main verb is an implicative
or factive verb, which asserts or implies the truth of the statement with the second verb. The
embedded second verb is always within some specific syntactic structures, such as that-clause or
infinitives, in order to trigger the assertion of the main verb. Thus, the entailment of EVCs is
more related to the prediction of the polarities of the main and subordinate verbs. We implement
a system to detect the polarities of both verbs and generate positively and negatively entailed
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hypotheses. We use the EVC specified TE dataset described in 4.3.3 to evaluate the effectiveness
of identifying EVCs within the lexical TE system.
6.4.1 Introduction
The general principles and regularities that underlie both factive and implicative verbs within EVCs
have been discussed in earlier linguistic research [28, 131] and it has been predicted9 that logical
relations between main verbs and their embedded complement verbs are of great importance in
systems of automatic data processing and acquisition. Within one EVC, which consists of one
main verb, either factive or implicative, and a complement verb within a that clause or an infinitive
construction, the truth of the complement clause arises solely from the larger sentence where the
main verb resides. The polarity of such entailment relations is not only related to specific verbs,
but also to the the syntactic structures those verbs are used. For example, the subordinate verb
go is within the same to infinitive construction in the T of both sentence pair 1 and 2. However,
due to the different implicative verbs, forgot and managed associated with them respectively, their
entailed H s are in different polarity. However, in sentence pair 1 and 3, the polarity of the entailed
H s are different due to the different syntactic structures the subordinate verb are in: in sentence
pair 1, it is an infinitive clause while in sentence pair 3, it is with a that clause.
1. T: Ed forgot to go to the doctor.
H: Ed didn’t go to the doctor.
2. T: Ed managed to go to the doctor.
H: Ed went to the doctor.
3. T: Ed forgot that he went to the doctor.
H: Ed went to the doctor.
6.4.2 Polarity Detection in Embedded Verb Construction
We develop a modular to detect the polarity of the factive and implicative verb as well as the
subordinate verb in order to automatically generate entailed Hypotheses. Once the conditions to
9http://www.stanford.edu/∼laurik/publications/english predicate.pdf
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the entailment types (listed in Appendix A) are satisfied (including both their syntactic constraints
as well as the polarity environments), an entailment relation is therefore predicted. In the afore-
mentioned examples, the system first detects that forget in T is an implicative verb with two
entailment rules: one with the rule form impl pn np and syntactic pattern V-SUBJ-XCOMPinf ;
and the other with the form fact p and the syntactic pattern V-SUBJ-COMPEXthat. The first
rule impl pn np states that verb forget is an implicative verb (impl ) and if forget is used in a
positive(p) environment, it implies a negative(n) subordinate verb and vise versa (pn np). This
rule is matched by aforementioned sentence pair 1. The second rule fact p indicate forget can also
be a factive verb when used in a positive environment, it assumes the truth of its subordinate verb.
This rule is matched by the aforementioned sentence pair 2.
After detecting the positive environment for the main verb forget, our system generates H s
for both T s with the first H with negative polarity and the second positive. The detail of the
generation process is described in Algorithm 5.
Algorithm 5: Entailment relation generation for EVCs based on factive and implicative verb
patterns and rules.
1: Given an input sentence S
2: for ∀wi ∈ S do
3: if wi ∈ Lf , factive/implicative list then
4: if si ∈ Swi , syntactic patterns of wi then
5: set flag == true
6: set verbType
7: set subordinate verb, vi
8: break
9: end if
10: end if
11: end for
12: if flag then
13: check polarity of wi
14: generate polarity information for vi based on the verbType
15: end if
16: generate H with vi based on its polarity
6.4.3 Hypotheses Generation Evaluation and Analysis
We evaluate the EVC Hypothesis generation based on human judgement on two datasets. One pilot
dataset comes with the factive and implicative list, which consists of 219 simple T-H examples and
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Type Text Hypothesis
fact p Ed forgot that Mary went. Mary went.
fact n Ed pretended that Mary arrived. Mary didn’t arrive.
impl pn np Ed failed to open the door. Ed didn’t open the door.
Table 6.13: Texts and Hypotheses from the example pairs in the list provided in [1].
each example is made of two simple EVC specified sentences, one Text sentence with its entailed
Hypothesis. Three Examples from this pilot dataset are shown in Table 6.13. Due to the simplicity
of these sentences, only one annotator are used to compare the generated Hypotheses with the gold
labels given in the list.
The input to our system is the Text of the example and the output is the Hypothesis of the
input Text. And an annotator is asked to decide if the generated Hypothesis is correctly entailed
by the Text. Within all 219 sentences, our system correctly generated 206 Hypotheses with the
accuracy of 94.1%. And the error analysis shows that the errors are mainly due to the mismatching
of the syntactic patterns, especially the mis-matched subjects or the objects when rewriting the
sentence. Some error examples are listed in Table 6.14.
Text: John roped in Mary to set the table.
Gold H: Mary set the table
Generated H: John set the table
Text: The subpoena compelled there to be an trial.
Gold H: There was a trail.
Generated H: The subpoena was a trail.
Table 6.14: Error examples generated by the TE system with respect to the simple pilot dataset.
We also evaluate our generation system with the real world examples, i.e., the specific EVC
related TE corpus we extracted from RTE datasets 4.3.3. For this EVC specific dataset, we use
Crowdflower to annotate the entailment of each generated Hypothesis with its respective Text. EVC
specified dataset consists of a total of 890 examples as described in section 4.3.3. Among them, our
system detect 752 cases which can be fired with entailment rules. We thus generate 752 Hypotheses
respectively and pair them with their corresponding Text. We designed an entailment judgement
task through Crowdflower annotation platform and the entailment decision from the annotators
for these 752 examples.
The evaluation results are summarized in Figure 6.4. If the system can not find the full parser
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for the input sentence, it will output the same string as input. The percentage of such output is
indicated by the histogram bar named “Same Chunk”. Figure 6.4 shows that the overall accuracy
of our system is about 70% for real world sentences. If we do not count these sentences where the
parser fails, the system almost works perfectly with the accuracy of about 97%.
Figure 6.4: Evaluation summary for EVC entailment from Crowdflower.
Crowdflower reported 84.8% inter annotator agreement for this annotation task. When design-
ing the task, we annotated around 5% of the whole dataset to input to Crowdflower as the gold
label to ensure the quality of the annotation. And Crowdflower reports high accuracy for those
trusted annotators as shown in Figure 6.5.
Figure 6.5: Gold data agreement for EVC entailment from Crowdflower.
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Sixteen annotators with the average 85.6% trust annotated most of the data. And the overall
distribution of data judgements among annotators is illustrated in Figure 6.6.
Figure 6.6: Distribution of data judgements for EVC entailment from Crowdflower.
6.4.4 Lexical TE with Embedded Verb Construction Detection
We use the same methodology to evaluate the identification of EVCs within the LLM-based lexical
TE system. The dataset consists of positive-negative balanced 342 pairs of EVC specified examples
and the majority entailment baseline is 50%. The comparison between the systems is listed in
Table 6.15. All the experiment results are based on 10-fold cross validation. Similar to the trend
exhibited by LVCs and PVCs, the performance of the lexical TE system improves consistently with
all its evaluation metrics.
Accuracy Diff Precision Recall F1
LexTE 78.59% +28.59% 0.782 0.794 0.788
LexTE + EVC-identifier 89.42% +39.42% 0.911 0.872 0.891
Table 6.15: Comparison of the precision, recall and F1 values of the two TE system: pure lexical
TE and the lexical TE with EVC identifier. These are 10-fold cross validation results. Diff is the
difference against the chance baseline (50%).
The majority baseline for our data set is 50% and our lexical TE system can improve the perfor-
mance up about 28% and achieve about a 78% accuracy. After plugging the EVC classifier into the
lexical TE system, the entailment accuracy jumps up 39.42% and reaches 89.42%, which is more
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than a 78% error reduction compared to the natural baseline. Our experiment results demonstrate
the tremendous improvement a TE system can achieve by treating the EVC identification specially.
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Chapter 7
Conclusions and Future Research
A fundamental task for text understanding applications is to identify semantically equivalent, or
related pieces of text. Such semantic matching components are commonly addressed at the lexical
level. At this level the goal is to identify whether the meaning of a lexical item of one text is
also expressed within the other text. The work in this dissertation addresses this lexical inference
problem, focusing on English verbs and extends its scope to larger lexical units, i.e., MWEs,
especially to complex verb predicates in English. Several benchmark complex verb predicate specific
datasets are constructed and several supervised machine learning models are proposed to identify
these complex verb predicate units in multiple contexts. The significance of such special treatment
of all these complex verb predicates is verified within a simple but robust lexical TE system, which
utilizes lexical semantic matching to approximate the overall degree of semantic matching between
sentences.
Three types of the most common English MWEs are focused on in this dissertation: LVCs,
PVCs and EVCs. LVCs are formed from a commonly used verb and usually an NP in its direct
object position. PVCs are the combinations of verbs and prepositions or particles. EVCs are
formed by combining two consecutive verbs: an implicative or factive main verb and a subordinate
verb within a that-clause or an infinitive or gerund structure. All these complex constructions
do not fall clearly into the discrete binary distinction of compositional or non-compositional and
are therefore semi-compositional. They can be used as true MWEs, or as a compositional phrase,
depending on the contexts in which they are used. Such context-dependent homomorphism between
surface strings and their underlying semantics poses a unique challenge in many NLP applications
and makes it futile to identify these complex verb units based only on surface string matching.
In addition, while the identification of MWEs is intuitively prominent within semantic systems,
its contribution to the system is seldom evaluated in a direct manner due to the data sparsity
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problem. In this dissertation, we not only build supervised discriminative models to identify these
MWEs, but also apply them to a lexical TE system to evaluate the absolute performance of the
TE system relative to the identification of these MWEs. Our models are of high quality, both
for identification and for the integrated lexical TE systems. The identification model for LVC
achieves an 86.3% accuracy when trained with groups of either contextual or statistical features.
For PVC, the recognizer reaches 79.4% accuracy, a 41.1% error reduction compared to the baseline.
In addition, for the lexical TE system, adding the LVC classifier helps the simple but robust TE
system achieve a 39.5% error reduction in accuracy and a 21.6% absolute F1 value improvement.
Similar improvement with a 30.6% and a 39.4% absolute accuracy increase is reached by adding
PVC and EVC classifier respectively into this entailment system .
The lack of benchmark datasets with respect to complex verb construction identification and
application is the main bottleneck to advancing the computational research in them. This disser-
tation bridges this gap by creating several benchmark datasets for both complex verb predicate
identification as well as for the evaluation of significance of the specific linguistic phenomena in
textual entailment systems. These datasets make it possible to automatically identify a specific
type of linguistic knowledge within the context of textual entailment, and to directly exploit the
contribution of recognizing this specific knowledge within the whole system. These datasets will
facilitate improved models that consider the various special multiword related phenomena within
the complex semantic systems, as well as applying supervised machine learning models to optimize
model combination and performance. Thus, generating and making available of these linguistic
knowledge specific datasets is believed to be another substantial contribution to the research com-
munity for both MWEs and textual entailment.
There are many directions for future research for this dissertation. From the perspective of
identification, better learning models are needed to improve identification performance, especially
for PVC identification. In addition, the research conducted in this study depends on different
datasets to learn identifiers for different MWE types. It will be interesting to apply a unified
approach to identify all MWEs within a given context. For example, Green et.al. [132] proposed a
parser based MWE identification in French using tree substitution grammars. From the perspective
of lexical inference, one direction for improvement would be to deepen the analysis of this study
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and concentrate on the effectiveness of the identifiers on different verbs. For example, we observe
that many false negatives caused by the pure lexical TE system and corrected by the LVC identifier
are the LVCs with the verb make and do. It would be interesting to do some further experiments in
this direction to explore all commonly used English light verbs. For EVCs, it would be interesting
to explore the scalability of the existing implicative and factive list and build a learning model
to predict potential out-of-vocabulary EVCs within a given context. This research can be further
enhanced by building a unified integrated model to handle the composition of all these linguistic
phenomena, i.e., developing a system to do inference recursively when any of the three types of
complex verb constructions occur simultaneously. Finally, though the LLM-based system used in
this dissertation is a robust, state-of-the-art lexical system, it will enhance the study by testing our
datasets and our methodology in more complex TE systems and by evaluating the significance of
our method in a more realistic scenario.
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Appendix A
Factive/Implicative Verb List
Table A.1: Factive/Implicative verb list and the example sen-
tence for each syntactic pattern is given in Table A.2.
Verb Syntactic Pattern Type
affect V-SUBJ-XCOMPinf fact n
pretend V-SUBJ-COMPEXthat fact n
pretend V-SUBJ-XCOMPinf fact n
abhor V-SUBJ-COMPEXthat fact p
accept V-SUBJ-COMPEXthat fact p
acknowledge V-SUBJ-OBJexpl-XCOMPinf fact p
acknowledge V-SUBJ-COMPEXthat fact p
admit V-SUBJ-COMPEXthat fact p
amaze V-SUBJ-OBJ-COMPEXopt extra fact p
amuse V-SUBJ-OBJ-COMPEXopt extra fact p
annoy V-SUBJ-OBJ-COMPEXopt extra fact p
appreciate V-SUBJ-COMPEXthat fact p
astonish V-SUBJ-OBJ-COMPEXopt extra fact p
astound V-SUBJ-OBJ-COMPEXopt extra fact p
baﬄe V-SUBJ-OBJ-COMPEXopt extra fact p
bewilder V-SUBJ-OBJ-COMPEXopt extra fact p
bore V-SUBJ-OBJ-COMPEXopt extra fact p
bother V-SUBJ-OBJ-COMPEXopt extra fact p
continued on Next Page
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Verb Syntactic Pattern Type
care V-SUBJ-COMPEXthat fact p
care V-SUBJ-COMPEXthat fact p
cease V-SUBJexpl-XCOMPinf fact p
comprehend V-SUBJ-COMPEXthat fact p
confuse V-SUBJ-OBJ-COMPEXopt extra fact p
continue V-SUBJexpl-XCOMPinf fact p
delight V-SUBJ-OBJ-COMPEXopt extra fact p
deplore V-SUBJ-COMPEXthat fact p
depress V-SUBJ-OBJ-COMPEXopt extra fact p
detest V-SUBJ-COMPEXthat fact p
disappoint V-SUBJ-OBJ-COMPEXopt extra fact p
disconcert V-SUBJ-OBJ-COMPEXopt extra fact p
discourage V-SUBJ-OBJ-COMPEXopt extra fact p
discover V-SUBJ-COMPEXthat fact p
disenchant V-SUBJ-OBJ-COMPEXopt extra fact p
disgust V-SUBJ-OBJ-COMPEXopt extra fact p
distress V-SUBJ-OBJ-COMPEXopt extra fact p
dumbfound V-SUBJ-OBJ-COMPEXopt extra fact p
embarrass V-SUBJ-OBJ-COMPEXopt extra fact p
enchant V-SUBJ-OBJ-COMPEXopt extra fact p
encourage V-SUBJ-OBJ-COMPEXopt extra fact p
envy V-SUBJ-COMPEXthat fact p
excite V-SUBJ-OBJ-COMPEXopt extra fact p
find V-SUBJ-COMPEXthat fact p
flabbergast V-SUBJ-OBJ-COMPEXopt extra fact p
foresee V-SUBJ-COMPEXthat fact p
forget V-SUBJ-COMPEXthat fact p
continued on Next Page
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Verb Syntactic Pattern Type
frighten V-SUBJ-OBJ-COMPEXopt extra fact p
hate V-SUBJ-XCOMPinf fact p
hate V-SUBJ-COMPEXthat fact p
horrify V-SUBJ-OBJ-COMPEXopt extra fact p
identify V-SUBJ-COMPEXthat fact p
impress V-SUBJ-OBJ-COMPEXopt extra fact p
know V-SUBJ-COMPEXthat fact p
know V-SUBJ-OBJexpl-XCOMPinf fact p
lament V-SUBJ-COMPEXthat fact p
learn V-SUBJ-COMPEXthat fact p
like V-SUBJ-COMPEXthat fact p
like V-SUBJ-XCOMPinf fact p
loathe V-SUBJ-XCOMPinf fact p
love V-SUBJ-COMPEXthat fact p
love V-SUBJ-XCOMPinf fact p
matter V-SUBJextra-COMPEXthat fact p
mind V-SUBJ-COMPEXthat fact p
miss V-SUBJ-COMPEXthat fact p
mystify V-SUBJ-OBJ-COMPEXopt extra fact p
note V-SUBJ-COMPEXthat fact p
notice V-SUBJ-COMPEXthat fact p
observe V-SUBJ-COMPEXthat fact p
outrage V-SUBJ-OBJ-COMPEXopt extra fact p
own V-SUBJ-COMPEXthat fact p
perplex V-SUBJ-OBJ-COMPEXopt extra fact p
pity V-SUBJ-COMPEXthat fact p
please V-SUBJ-OBJ-COMPEXopt extra fact p
continued on Next Page
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Verb Syntactic Pattern Type
puzzle V-SUBJ-OBJ-COMPEXopt extra fact p
realize V-SUBJ-COMPEXthat fact p
recognize V-SUBJ-OBJexpl-XCOMPinf fact p
recognize V-SUBJ-COMPEXthat fact p
reflect V-SUBJ-COMPEXthat fact p
register V-SUBJ-COMPEXthat fact p
regret V-SUBJ-COMPEXthat fact p
regret V-SUBJ-XCOMPinf fact p
rejoice V-SUBJ-COMPEXthat fact p
remember V-SUBJ-COMPEXthat fact p
remind V-SUBJ-OBJ-COMPEXthat fact p
respect V-SUBJ-COMPEXthat fact p
reveal V-SUBJ-OBL-COMPEXthat(to) fact p
reveal V-SUBJ-COMPEXthat fact p
satisfy V-SUBJ-OBJ-COMPEXthat fact p
see V-SUBJ-COMPEXthat fact p
see V-SUBJ-OBJexpl-XCOMPbase fact p
startle V-SUBJ-OBJ-COMPEXopt extra fact p
stress V-SUBJ-COMPEXthat fact p
stupefy V-SUBJ-OBJ-COMPEXopt extra fact p
surprise V-SUBJ-OBJ-COMPEXopt extra fact p
tolerate V-SUBJ-COMPEXthat fact p
touch V-SUBJ-OBJ-COMPEXopt extra fact p
treasure V-SUBJ-COMPEXthat fact p
understand V-SUBJ-COMPEXthat fact p
unnerve V-SUBJ-OBJ-COMPEXopt extra fact p
upset V-SUBJ-OBJ-COMPEXopt extra fact p
continued on Next Page
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Verb Syntactic Pattern Type
watch V-SUBJ-OBJexpl-XCOMPbase fact p
wonder V-SUBJ-COMPEXthat fact p
confess V-SUBJ-OBLto-COMPEXthat fact p*
confess V-SUBJ-COMPEXthat fact p*
disclose V-SUBJ-OBLto-COMPEXthat fact p*
disclose V-SUBJ-COMPEXthat fact p*
perceive V-SUBJ-COMPEXthat fact p*
recall V-SUBJ-COMPEXthat fact p*
recollect V-SUBJ-COMPEXthat fact p*
attempt V-SUBJ-XCOMPinf impl nn
compete V-SUBJ-XCOMPinf impl nn
permit V-SUBJ-OBJexpl-XCOMPinf impl nn
permit V-SUBJ-OBJ-XCOMPinf impl nn
qualify V-SUBJ-XCOMPinf impl nn
think V-SUBJ-XCOMPinf impl nn
care V-SUBJ-XCOMPinf impl nn*
permit V-SUBJ-OBJ-XCOMPinf impl nn*
explain V-SUBJ-COMPEXthat impl np
explain V-SUBJ-OBLto-COMPEXthat impl np
guess V-SUBJ-COMPEXthat impl np
hesitate V-SUBJ-XCOMPinf impl np
mean V-SUBJ-XCOMPinf impl np
predict V-SUBJ-COMPEXthat impl np
specify V-SUBJ-COMPEXthat impl np
suspect V-SUBJ-COMPEXthat impl np
add V-SUBJ-COMPEXthat impl np*
read V-SUBJ-COMPEXthat impl np*
continued on Next Page
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Verb Syntactic Pattern Type
tell V-SUBJ-OBJ-COMPEXthat impl np*
warn V-SUBJ-OBJ-COMPEXthat impl np*
warn V-SUBJ-COMPEXthat impl np*
decline V-SUBJ-XCOMPinf impl pn
refuse V-SUBJ-XCOMPinf impl pn
remain V-SUBJ-XCOMPinf impl pn
forbid V-SUBJ-OBJ-XCOMPinf impl pn*
fail V-SUBJexpl-XCOMPinf impl pn np
forget V-SUBJ-XCOMPinf impl pn np
neglect V-SUBJ-XCOMPinf impl pn np
refrain V-SUBJ-XCOMPinf impl pn np
admit V-SUBJ-OBJexpl-XCOMPinf impl pp
arrange V-SUBJ-COMPEXthat impl pp
bring V-SUBJ-OBJexpl-XCOMPinf impl pp
cause V-SUBJ-OBJexpl-XCOMPinf impl pp
confirm V-SUBJ-COMPEXthat impl pp
demonstrate V-SUBJ-COMPEXthat impl pp
discover V-SUBJ-OBJexpl-XCOMPinf impl pp
drive V-SUBJ-OBJ-XCOMPinf impl pp
drive V-SUBJ-OBJexpl-XCOMPinf impl pp
ensure V-SUBJ-COMPEXthat impl pp
force V-SUBJ-OBJexpl-XCOMPinf impl pp
force V-SUBJ-OBJ-XCOMPinf impl pp
grant V-SUBJ-OBJ-COMPEXthat impl pp
grant V-SUBJ-COMPEXthat impl pp
hasten V-SUBJ-XCOMPinf impl pp
help V-SUBJ-XCOMPbase impl pp
continued on Next Page
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Verb Syntactic Pattern Type
help V-SUBJ-XCOMPinf impl pp
help V-SUBJ-OBJexpl-XCOMPbase impl pp
help V-SUBJ-OBJ-XCOMPinf impl pp
jump V-SUBJ-XCOMPinf impl pp
lead V-SUBJ-OBJ-XCOMPinf impl pp
lead V-SUBJ-OBJexpl-XCOMPinf impl pp
make V-SUBJ-OBJ-XCOMPbase impl pp
make V-SUBJ-OBJexpl-XCOMPbase impl pp
observe V-SUBJ-OBJexpl-XCOMPinf impl pp
prove V-SUBJ-OBJexpl-XCOMPinf impl pp
prove V-SUBJ-OBL-COMPEXthat(to) impl pp
prove V-SUBJ-COMPEXthat impl pp
provoke V-SUBJ-OBJexpl-XCOMPinf impl pp
provoke V-SUBJ-OBJ-XCOMPinf impl pp
reveal V-SUBJ-OBJexpl-XCOMPinf impl pp
rope V-SUBJ-OBJ-XCOMPinf prt(in ) impl pp
show V-SUBJ-OBJ-COMPEXthat impl pp
show V-SUBJ-OBJ-XCOMPinf prt(up ) impl pp
show V-SUBJ-COMPEXthat impl pp
tend V-SUBJexpl-XCOMPinf impl pp
use V-SUBJ-OBJ-XCOMPinf scon impl pp
verify V-SUBJ-COMPEXthat impl pp
appoint V-SUBJ-OBJ-XCOMPinf impl pp*
ascertain V-SUBJ-COMPEXthat impl pp*
compel V-SUBJ-OBJ-XCOMPinf impl pp*
compel V-SUBJ-OBJexpl-XCOMPinf impl pp*
concede V-SUBJ-COMPEXthat impl pp*
continued on Next Page
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Verb Syntactic Pattern Type
confess V-SUBJ-XCOMPinf impl pp*
determine V-SUBJ-COMPEXthat impl pp*
establish V-SUBJ-COMPEXthat impl pp*
have V-SUBJ-XCOMPinf impl pp*
induce V-SUBJ-OBJ-XCOMPinf impl pp*
influence V-SUBJ-OBJ-XCOMPinf impl pp*
inspire V-SUBJ-OBJ-XCOMPinf impl pp*
opt V-SUBJ-XCOMPinf impl pp*
reconfirm V-SUBJ-COMPEXthat impl pp*
warrant V-SUBJ-COMPEXthat impl pp*
condemn V-SUBJ-OBJ-XCOMPinf impl pp* nn*
consent V-SUBJ-XCOMPinf impl pp* nn*
convince V-SUBJ-OBJ-XCOMPinf impl pp* nn*
learn V-SUBJ-XCOMPinf impl pp* nn*
persuade V-SUBJ-OBJ-XCOMPinf impl pp* nn*
relearn V-SUBJ-XCOMPinf impl pp* nn*
allow V-SUBJ-OBJexpl-XCOMPinf impl pp nn
allow V-SUBJ-OBJ-XCOMPinf impl pp nn
bear V-SUBJ-XCOMPinf impl pp nn
begin V-SUBJexpl-XCOMPinf impl pp nn
bother V-SUBJ-XCOMPinf impl pp nn
come V-SUBJ-XCOMPinf impl pp nn
condescend V-SUBJ-XCOMPinf impl pp nn
dare V-SUBJ-XCOMPinf impl pp nn
deign V-SUBJ-XCOMPinf impl pp nn
enable V-SUBJ-OBJ-XCOMPinf impl pp nn
get V-SUBJ-OBJexpl-XCOMPinf impl pp nn
continued on Next Page
102
Verb Syntactic Pattern Type
get V-SUBJ-XCOMPinf impl pp nn
go V-SUBJ-XCOMPinf prt(on ) impl pp nn
grow V-SUBJ-XCOMPinf impl pp nn
have V-SUBJ-OBJexpl-XCOMPbase impl pp nn
know V-SUBJ-XCOMPinf impl pp nn
let V-SUBJ-OBJexpl-XCOMPbase impl pp nn
live V-SUBJ-XCOMPinf impl pp nn
manage V-SUBJ-XCOMPinf impl pp nn
prevail V-SUBJ-OBL-XCOMPinf(on) impl pp nn
proceed V-SUBJ-XCOMPinf impl pp nn
remember V-SUBJ-XCOMPinf impl pp nn
serve V-SUBJ-XCOMPinf impl pp nn
start V-SUBJexpl-XCOMPinf impl pp nn
start V-SUBJ-XCOMPinf prt(in ) impl pp nn
stay V-SUBJ-XCOMPinf impl pp nn
trouble V-SUBJ-OBJ-XCOMPinf impl pp nn
trouble V-SUBJ-XCOMPinf impl pp nn
turn V-SUBJ-XCOMPinf prt(out ) impl pp nn
use V-SUBJexpl-XCOMPinf impl pp nn
wake V-SUBJ-XCOMPinf impl pp nn
employ V-SUBJ-OBJ-XCOMPinf impl pp nn
Total Verbs 228
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Table A.2: Each unique syntactic pattern with its example in English
Syntactic Pattern Example Sentence
V-SUBJ-XCOMPinf Ed affected to draw.
V-SUBJ-COMPEXthat Ed pretended that Mary arrived.
V-SUBJ-OBJexpl-XCOMPinf They acknowledged the report to be correct.
V-SUBJ-OBJ-COMPEXopt extra It amazed John that Mary left.
V-SUBJexpl-XCOMPinf It ceased to rain.
V-SUBJextra-COMPEXthat It mattered that Mary arrived.
V-SUBJ-OBJ-COMPEXthat Ed reminded Mary that Bill went.
V-SUBJ-OBL-COMPEXthat(to) Ed revealed to Mary that Bill arrived.
V-SUBJ-OBJexpl-XCOMPbase John saw Mary leave.
V-SUBJ-OBLto-COMPEXthat Ed disclosed to the competitors that Mary had arrived.
V-SUBJ-OBJ-XCOMPinf The rules didn’t permit Ed to smoke.
V-SUBJ-XCOMPbase Ed helped clean the house.
V-SUBJ-OBJ-XCOMPbase John made Mary leave.
V-SUBJ-OBJ-XCOMPinf prt(in ) John roped in Mary to set the table.
V-SUBJ-OBJ-XCOMPinf prt(up ) Ed showed John up to be lazy.
V-SUBJ-OBJ-XCOMPinf scon John used the key to open the door.
V-SUBJ-XCOMPinf prt(on ) Ed went on to become famous.
V-SUBJ-OBL-XCOMPinf(on) Ed prevailed on Mary to go.
V-SUBJ-XCOMPinf prt(in ) John started in to write the novel.
V-SUBJ-XCOMPinf prt(out ) Ed turned out to drink.
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