It is given a canonical representation of prime ends in regular spatial domains and, on this basis, it is studied the boundary behavior of the so-called lower Q-homeomorphisms that are the natural generalization of the quasiconformal mappings. In particular, it is found a series of effective conditions on the function Q(x) for a homeomorphic extension of the given mappings by prime ends in domains with regular boundaries. The developed theory is applied, in particular, to mappings of the classes of Sobolev and Orlicz-Sobolev and also to finitely bilipschitz mappings that a far-reaching extension of the well-known classes of isometric and quasiisometric mappings.
Introduction
The problem of the boundary behavior is one of the central topics of the theory of quasiconformal mappings and their generalizations. During the last years they intensively studied various classes of mappings with finite distortion in a natural way generalizing conformal, quasiconformal and quasiregular mappings, see many references in the monographs [8] and [20] . In this case, as it was earlier, the main geometric approach in the modern mapping theory is the method of moduli, see, e.g., the monographs [8] , [20] , [24] , [29] , [39] , [40] and [41] .
From the point of view of the theory of conformal mappings, it was unsatisfactory to consider the individual points of the boundary of a simply connected domain as the primitive constituents of the boundary. Indeed, if correspondingly to the Riemann theorem such a domain is mapped conformally onto the unit disk, then the points of the unit circumference correspond to the so-called prime ends of the domain.
The term "prime end" originated from Caratheodory [2] who initiated the systematic study of the structure of the boundary of a simply connected domain. His approach was topological and dealt with concepts subdomains, crosscuts etc. that are defined with reference to the given domain. The problem arisen under his approach to show that prime ends are preserved under conformal mappings was just solved by one of Caratheodory's fundamental theorems.
Lindelöf [19] circumvented this difficulty by defining prime ends of a domain with reference to the conformal map of the unit disk onto the domain; namely in terms of the set of indetermination or cluster set. However, his method does not obviate an explicit analysis of the topological situation in the domain itself.
Two other schemes for the definition of prime ends deserve brief mention. Mazurkiewicz [22] introduced a metric ρ π (z 1 , z 2 ) that is equivalent to the euclidean metric in a domain in the sense that ρ π (z j , z 0 ) → 0 if and only if |z j −z 0 | → 0 for any sequence {z j } of points of the domain. The boundary of the domain with respect to ρ π , i.e. the complement of the domain with respect to its ρ π −completion, is a space that can be identified with the set of prime ends of Caratheodory.
Finally, Ursell and Young [38] to introduce the prime ends of a domain have used the notion of an equivalence class of paths that converge to the boundary of the domain. For the history of the question, see also [1] , [4] and [23] and further references therein.
In what follows, we use in R n = R n {∞} the spherical (chordal) metric h(x, y) = |π(x) − π(y)| where π is the stereographic projection of R n onto the sphere S The quantity h(E) = sup
x,y∈E h(x, y)
is said to be spherical (chordal) diameter of a set E ⊂ R n .
Later on, we sometimes use σ to denote the whole image σ(ω) ⊆ R n under the mapping σ, and σ instead of σ(ω) in R n and ∂σ instead of σ(ω) \ σ(ω) 
(ii) σ m−1 and σ m+1 are contained in different components of D \ σ m for every m > 1;
Finally, we will call a chain of cuts {σ m } regular if
Correspondingly to the definition, a chain of cuts {σ m } is determined by a chain of domains 
and, thus,
i.e. the set
depends only on K but not on a choice of its chain of cuts {σ m }. The set I(K) is called the impression of the end K. It is well-known that I(K) is a continuum, i.e. a connected compact set, see, e.g., I(9.12) in [42] . Moreover, in view of the conditions (ii) and (iii), we obtain that
Thus, we come to the following conclusion.
(1.1)
Following [23] , we say that K is a prime end if K contains a chain of cuts
for a continuum C in D where ∆(C, σ m ; D) is the collection of all paths connecting the sets C and σ m in D and M denotes its modulus, see the next section.
If an end K contains at least one regular chain, then K will call regular. As it will easy follow from Lemma 3.1, every regular end is a prime end.
On lower Q-homeomorphisms
The class of lower Q-homeomorphisms was introduced in the paper [14] , see also the monograph [20] , and was motivated by the ring definition of quasiconformal mappings of Gehring, see [6] . The theory of lower Q-homeomorphisms has found interesting applications to the theory of the Beltrami equations in the plane and to the theory of mappings of the classes of Sobolev and Orlich-Sobolev in the space, see, e.g., [11] , [12] , [16] , [17] , [18] , [20] and [31] .
is said to be a multiplicity function of the surface S. It is known that the multiplicity function is lower semicontinuous, i.e.,
for every sequence y m ∈ R n , m = 1, 2, . . . , such that y m → y ∈ R n as m → ∞, see, e.g., [26] , p. 160. Thus, the function N (S, y) is Borel measurable and hence measurable with respect to every Hausdorff measure H k , see, e.g., [35] , p. 52.
Recall that a k-dimensional Hausdorff area in R n (or simply area) associated with a surface S : ω → R n is given by
for every Borel set B ⊆ R n and, more generally, for an arbitrary set that is measurable with respect to H If ̺ : R n → R + is a Borel function, then its integral over S is defined by the equality
for every S ∈ Γ. The modulus of Γ is the quantity
We also say that a Lebesgue measurable function ̺ :
̺ ∈ ext adm Γ, if a subfamily of all surfaces S in Γ, for which (2.4) fails, has the modulus zero.
and a measurable function Q : R n → (0, ∞), we say that a homeomorphism 
We also say that a homeomorphism f : D → R n is a lower Q-homeomor-
Recall the criterion for homeomorphisms in R n to be lower Q-homeomorphisms, see Theorem 2.1 in [14] or Theorem 9.2 in [20] .
where
3 On canonical representation of ends of spatial domains Proof. We restrict ourselves to the case of a domain D in R n with the hordal metric. The second case is similar.
Let {σ m } be a chain of cuts in the end P and x m a sequence of points in σ m . Without loss of generality we may assume that x m → x 0 ∈ ∂D as m → ∞ because R n is a compact metric space. Then ρ
is the Hausdorff distance between the compact sets {x 0 } and σ m in R n . By the condition (i) in the definition of an end, we may assume without loss of
where 
It is clear that
On the other hand, there is a point z * ∈ d m+1 which is close enough to σ m+1 such that
However, the points z * and y * can be joined by a continuous curve γ :
. Note that the sets γ 
where y 0 = γ(τ 0 ) ∈ d * m by the choice of γ. The contradiction disproves the above assumption and, thus, the proof is complete. ✷ Later on, given a domain D in R n , n 2, we say that a sequence of points x k ∈ D, k = 1, 2, . . ., converges to its end K if, for every chain {σ m } in K and every domain d m , all points x k except a finite collection belong to d m .
On regular domains
Recall first of all the following topological notion. A domain D ⊂ R n , n 2, is said to be locally connected at a point x 0 ∈ ∂D if, for every neighborhood U of the point x 0 , there is a neighborhood V ⊆ U of x 0 such that V ∩ D is connected. Note that every Jordan domain D in R n is locally connected at each point of ∂D, see, e.g., [43] , p. 66.
Following [13] and [14] , see also [20] and [30] , we say that ∂D is weakly flat at a point x 0 ∈ ∂D if, for every neighborhood U of the point x 0 and every number P > 0, there is a neighborhood V ⊂ U of x 0 such that
for all continua E and F in D intersecting ∂U and ∂V . Here and later on,
. We say that the boundary ∂D is weakly flat if it is weakly flat at every point in ∂D.
We also say that a point x 0 ∈ ∂D is strongly accessible if, for every neighborhood U of the point x 0 , there exist a compactum E in D, a neighborhood V ⊂ U of x 0 and a number δ > 0 such that
for all continua F in D intersecting ∂U and ∂V . We say that the boundary ∂D is strongly accessible if every point x 0 ∈ ∂D is strongly accessible.
Remark 4.1. Here, in the definitions of strongly accessible and weakly flat boundaries, we may take as neighborhoods U and V of a point x 0 only balls (closed or open) centered at x 0 or only neighborhoods of x 0 in another fundamental system of neighborhoods of x 0 . These conceptions can also be extended in a natural way to the case of R n and x 0 = ∞. Then we must use the corresponding neighborhoods of ∞.
It is easy to see that if a domain D in R n is weakly flat at a point x 0 ∈ ∂D, then the point x 0 is strongly accessible from D. Moreover, it was proved by us that if a domain D in R n is weakly flat at a point x 0 ∈ ∂D, then D is locally connected at x 0 , see, e.g., Lemma 5.1 in [14] or Lemma 3.15 in [20] .
In the mapping theory and in the theory of differential equations, it is often applied the so-called Lipschitz domains whose boundaries are locally quasiconformal.
Recall first that a map ϕ : X → Y between metric spaces X and Y is said to be Lipschitz provided dist(ϕ(x 1 ), ϕ(x 2 )) M · dist(x 1 , x 2 ) for some M < ∞ and for all x 1 and x 2 ∈ X. The map ϕ is called bi-Lipschitz if, in addition, M * dist(x 1 , x 2 ) dist(ϕ(x 1 ), ϕ(x 2 )) for some M * > 0 and for all x 1 and x 2 ∈ X. Later on, X and Y are subsets of R n with the Euclidean distance.
It is said that a domain D in R n is Lipschitz if every point x 0 ∈ ∂D has a neighborhood U that can be mapped by a bi-Lipschitz homeomorphism ϕ onto the unit ball B n ⊂ R n in such a way that ϕ(∂D ∩ U ) is the intersection of B n with the a coordinate hyperplane and f (x 0 ) = 0, see, e.g., [24] . Note that bi-Lipschitz homeomorphisms are quasiconformal and hence the Lipschitz domains have locally quasiconformal boundaries.
We call a bounded domain D in R n regular if D can be mapped by a quasiconformal mapping onto a domain with locally quasiconformal boundary.
It is clear that each regular domain is finitely connected because under every homeomorphism between domains D and D ′ in R n , n 2, there is a natural one-to-one correspondence between components of the boundaries ∂D and ∂D ′ , see, e.g., Lemma 5.3 in [9] or Lemma 6.5 in [20] . Note also that each finitely connected domain in the plane whose boundary has no one degenerate component can be mapped by a conformal mapping onto some domain bounded by a finite collection of mutually disjoint circles and hence it is a regular domain, see, e.g., Theorem V.6.2 in [7] .
As it follows from Theorem 5.1 in [23] , each prime end of a regular domain in R n , n 2, is regular. Combining this fact with Lemma 3.1 above, we obtain the following statement. 
consists of a single point y 0 ∈ ∂D ′ . Note that L = ∅ by compactness of the set D ′ , and it is a subset of ∂D ′ , see, e.g., Proposition 2.5 in [30] or Proposition 13.5 in [20] . Let us assume that there exist at least two points y 0 and z 0 ∈ L. Set U = B(y 0 , r 0 ) where 0 < r 0 < |y 0 − z 0 |. , see, e.g., [37] . Thus, by the principle of minorization and Theorem 3.13 in [44] 
where Σ m is the collection of all intersections of the domain D and the spheres
consists of all closed subsets of D 
Note that in view of metrizability of the completion D p of the domain D with prime ends, see Remark 4.2, the number m 0 in Lemma 6.1 always exists.
Proof. Let us choose ε ∈ (0, d) such that E 0 := {r ∈ E : r ∈ (ε, d)} has a positive linear measure. Such a choice is possible in view of subadditivity of the linear measure and the exhaustion E = ∪E m where E m = {r ∈ E : r ∈ (1/m, d)} , m = 1, 2, . . .. Note that by Proposition 2.1
where Σ ε is the family of all surfaces D(r), r ∈ (ε, d), from (6.1).
Let us assume that 
) be a finite number. By the condition ∂D ′ is weakly flat and hence there is r * ∈ (0, r 0 ) such that
for all continua E and F in D ′ intersecting the spheres S(y 0 , r 0 ) and S(y 0 , r * ). However, these spheres can be joined by continuous curves c 1 and c 2 in the domains f (D 0 ) and f (D * ) and, in particular, for these curves
The obtained contradiction disproves the assumption that
Proof. By the Fubini theorem, see, e.g., [35] , the set 
Then f can be extended to a homeomorphism of D p onto D ′ p . Corollary 7.1. In particular, the conclusion of Theorem 7.1 holds if
as r → 0 where q x 0 (r) is the mean integral value of Q n−1 over the sphere |x − x 0 | = r.
Using Lemma 2.2 in [32] , see also Lemma 7.4 in [20] , by Theorem 7.1 we obtain the following general lemma that, in turn, makes possible to obtain new criteria in a great number. 
and where
, is a two-parameter family of measurable functions such that
Then f can be extended to a homeomorphism of D p onto D ′ p . Remark 7.1. Note that (7.3) holds, in particular, if
where B(x 0 , ε 0 ) = {x ∈ R n : |x − x 0 | < ε 0 } for some ε 0 = ε(x 0 ) > 0 and where ψ(t) : (0, ∞) → [0, ∞] is a measurable function such that I x 0 (ε) → ∞ as ε → 0. In other words, for the extendability of f to a homeomorphism of D p onto D ′ p , it suffices the integrals in (7.4) to be convergent for some nonnegative function ψ(t) that is locally integrable on (0, ε 0 ] but it has a non-integrable singularity at zero.
where the supremum is taken over all balls B in D and
is the mean value of the function ϕ over B.
for all 1 p < ∞, see, e.g., [28] . A function ϕ in BMO is said to have vanishing mean oscillation, abbr.
ϕ ∈ VMO, if the supremum in (7.5) taken over all balls B in D with |B| < ε converges to 0 as ε → 0. VMO has been introduced by Sarason in [36] . There are a number of papers devoted to the study of partial differential equations with coefficients of the class VMO, see, e.g., [3] , [10] , [21] , [25] and [27] .
Following [9] , we say that a function ϕ : R n → R, n 2, has finite mean oscillation at a point x 0 , write ϕ ∈ FMO(x 0 ), if ϕ ∈ L 1 loc and
where ϕ ε denotes the mean integral value of the function ϕ over the ball B(x 0 , ε). We also write ϕ ∈ FMO(D) or simply ϕ ∈ FMO by context if this property holds at every point
loc for any p > 1, see [20] . Thus, the class FMO is essentially more wide than BMO loc .
Choosing in Lemma 7.1 ψ(t) := 1 t log 1/t and applying Corollary 2.3 on FMO in [9] , see also Corollary 6.3 in [20] , we obtain the next result. 
Recall that a point x 0 is called a Lebesgue point of a function ϕ : D → R if ϕ is integrable in a neighborhood of x 0 and
Corollary 7.3. The conslusion of Theorem 7.2 holds if every point x 0 ∈ ∂D is a Lebesgue point of the function Q : R n → (0, ∞).
The next statement also follows from Lemma 7.1 under the choice ψ(t) = 1/t. 
then f can be extended to a homeomorphism of D p onto D ′ p . Remark 7.2. Choosing in Lemma 7.1 the function ψ(t) = 1/(t log 1/t) instead of ψ(t) = 1/t, (7.10) can be replaced by the more weak condition
and (7.2) by the condition
Of course, we could to give here the whole scale of the corresponding condition of the logarithmic type using suitable functions ψ(t).
Theorem 7.1 has a magnitude of other fine consequences, for instance:
for a nondecreasing convex function Φ :
(7.14)
Then f can be extended to a homeomorphism of D p onto D ′ p . Indeed, by Theorem 3.1 and Corollary 3.2 in [34] , (7.13) and (7.14) imply (7.1) and, thus, Theorem 7.4 is a direct consequence of Theorem 7.1. for some α > 0.
Remark 7.3. Note that the condition (7.14) is not only sufficient but also necessary for a cotinuous extension to the boundary of the mappings f with integral restrictions of the form (7.13), see, e.g., Theorem 5.1 and Remark 5.1 in [15] .
Moreover, by Theorem 2.1 in [34] , see also Proposition 2.3 in [33] , (7.14) is equivalent to every of the conditions from the following series: n−1 (τ ) = ∞ , δ * > Φ(+0) , (7.21) where H n−1 (t) = log Φ n−1 (t) , Φ n−1 (t) = Φ t n−1 .
Here, in (7.16) and (7.17), we complete the definition of integrals by ∞ if Φ n−1 (t) = ∞, correspondingly, H n−1 (t) = ∞, for all t T ∈ R + . The integral in (7.17) is understood as the Lebesgue-Stieltjes integral and the integrals in (7.16) and (7.18)-(7.21) as the ordinary Lebesgue integrals.
It is necessary to give one more explanation. From the right hand sides in the conditions (7.16)-(7.21) we have in mind +∞. If Φ n−1 (t) = 0 for t ∈ [0, t * ], then H n−1 (t) = −∞ for t ∈ [0, t * ] and we complete the definition H ′ n−1 (t) = 0 for t ∈ [0, t * ]. Note, the conditions (7.17) and (7.18) exclude that t * belongs to the interval of integrability because in the contrary case the left hand sides in (7.17) and (7.18) are either equal to −∞ or indeterminate. Hence we may assume in (7.16)-(7.19) that δ > t 0 , correspondingly, ∆ < 1/t 0 where t 0 := sup Φ n−1 (t)=0 t, t 0 = 0 if Φ n−1 (0) > 0.
The most interesting of the above conditions is (7.18) that can be rewritten in the following form: The theory of the boundary behavior for the lower Q-homeomorphisms developed here will find its applications, in particular, to mappings in classes of Sobolev and Orlicz-Sobolev and also to finitely bilipschitz mappings that a farreaching extension of the well-known classes of isometric and quasiisometric mappings, see, e.g., [11] , [12] , [16] , [17] , [18] , [20] and [31] . 
