A national survey designed for estimating a specific population quantity is sometimes used for estimation of this quantity also for a small area, such as a province. Budget constraints do not allow a greater sample size for the small area, and so other means of improving estimation have to be devised. We investigate such methods and assess them by a Monte Carlo study. We explore how a complementary survey can be exploited in small area estimation. We use the context of the Spanish Labour Force Survey (EPA) and the Barometer in Spain for our study.
Introduction
The 1978 Spanish constitution established that the Spanish Government has the exclusive competence over the statistics that are of interest for the whole country (Article 149.1.31a). At the same time, the statutes of the autonomous communities (regions) state that the regional administrations have the exclusive competence over the statistics that are of interest to the region (e.g., Article 33, 1979, Statute of Catalonia) .
1 These laws lead to an interesting overlap of competences, since many surveys and administrative registers are of interest to both the country and the regions. The country's official statistics bureaus have a much longer-standing tradition and greater resources, and are usually in charge of producing surveybased statistics with a country-wide scope. However, the statistics produced at the country level are sometimes not satisfactory for the region. This may arise for three reasons: 1) an issue that is relevant for the region but not for the country is not reported by the survey; 2) data collected at the country level is not reliable at the regional level; 3) statistics collected at the country level may not provide reliable information for small areas of a region.
For an example of the first case, consider the tourism surveys conducted in Catalonia, for which information on cross-border day trips to France or Andorra is highly relevant. The general questionnaire for the Spanish surveys does not include information about these trips since for the country as a whole these trips are of little importance. An example of the second case is that despite being over-represented in the National Labour Force Survey (EPA), less populous regions, such as Murcia and Navarra, still have too small subsample sizes to make any reliable inferences about them. The third problem is that territorially disaggregated information at the county or municipality levels, or for small islands (Isla de Hierro in the Canary Islands, or Formentera in the Balearic Islands, for example), is very important for regions, but at the overall country level they have a much lower priority.
A regional statistics office could conduct a similar survey, duplicated and improved for its purpose, but that would amount to wasting resources and would increase the burden on respondents. Some subjects (companies, house-holds, and the like) would receive virtually identical survey questionnaires, so they are likely to develop an impression that the national and regional statistical offices do not coordinate their activities. In addition to inducing a negative attitude towards official statistics, duplication of the respondents' costs might be unacceptable.
As an alternative, regional statistical offices may ask INE to modify its survey design to meet the regions' needs: to expand the questionnaire to cover issues of regional interest, or to increase the sample size to achieve sufficient precision for the inferences of interest. These changes would not cause problems in sporadically conducted surveys. An example is the Survey of the Use of Time conducted in Spain on a single occasion in 2004. INE agreed with some regions to increase the subsample size in their areas. This option may not be available in some ongoing (annual, or quarterly) INE surveys that do not meet the regions' needs due to problems related to reliability or territorial disaggregation. Reasons of technical, legal, or professional nature make modifications of the design of the ongoing surveys problematic. The national offices could not cope with the myriad of requests of various kinds from the regional offices. In this paper, we investigate an analytical solution to these problems that is based on supplementing the country survey with auxiliary information available for some of the small areas of interest.
The use of auxiliary information is not a new idea in small area estimation. When the direct estimator for a particular small area is not satisfactory, one may resort to an indirect estimator. The direct estimator uses only information or data from the area and the variable of interest. Direct estimators are usually unbiased, though they may have large variances. An indirect estimator uses information from the small area of interest as well as from other areas and other variables, or even from other data sources. Indirect estimators are based on implicit or explicit models that incorporate information from other sources. For example, information obtained in a survey can be combined with the one collected in a census or an administrative register. Indirect estimators are usually biased, although their variances are smaller than those of the direct (unbiased) estimators, and the trade-off of bias and variance is usually in their favour.
The novelty of our approach is that we use the information of an auxiliary survey instead of census or administrative records. We combine the information of a country-wide survey, called the reference survey (RS), with the information from a complementary survey conducted by the regional statistics office and tailored to the specific needs of the small area.
A complementary survey (CS) is conducted at the regional level and records variables that correlate with the variables in the RS. CS covers one or several regions of the country, or part of a region. We regard CS as a "light survey" since the data will be faster and cheaper to collect than for the RS.
For example, in the case of unemployment, a subject in the CS identifies him or herself as unemployed by the response to a single question. In contrast, the RS follow certain guidelines set forth by the International Labor Organization (ILO) to classify the subject as unemployed (actively searching for work, available to begin working immediately, and so forth), employed and economically inactive. CS can also simplify the process of contacting the subjects (persons, companies, households, etc.) by using telephone contact systems (Computer Assisted Telephone Interviewing, CATI) or other automated survey methods. So, CS provides results similar to those of RS at a much lower cost; however, as CS records the values of a slightly different variable than RS, its results are biased. This is the price for the less elaborate questionnaire, with looser wording.
We differentiate three types of CS:
1) A general complementary survey (GCS) covers all the regions of the country at one or several points in time. With data from many areas we can remove the bias of GCS estimators relative to RS. One example of GCS is the Economically Active Population Survey (EPA) conducted by INE as RS, and the Barometer of Spain conducted by the Center for Sociological Research (CIS) as GCS. In the Barometer, respondents are asked if they are unemployed. Information from the EPA and CIS is available for all the Spanish regions for several years.
2) With a regional complementary survey (RCS) we can assess the bias at the regional level, but not at the small area level because there is no data to compare RS and RCS at the small area level. An example is the Survey on Information and Communication Technologies (ICT) in Catalonia, conducted by IDESCAT (RCS) by means of CATI, complementing an equivalent RS conducted by INE. RS has a clustered sampling design in which the 41 counties of Catalonia are not well represented. In contrast, the design of the RCS ensures an even coverage of the counties. In this example, the bias of RCS cannot be disaggregated to counties.
3) A local complementary survey (LCS) is a survey conducted in a specific small area. The bias is unknown since RS does not produce valid results for this small area. One example is a survey similar to the EPA in a single small municipality in Catalonia which has very sparse or no representation in EPA. The bias of the survey relative to RS can be explicitly modeled in GCS but not in RCS or LCS. We investigate how information from CS can be integrated with RS for making inferences about small areas. We consider the specific context in which EPA is RS and the Barometer is CS, in this case, a GCS. The Barometer contains a few questions regarding the subject's employment status which are at face value highly correlated with the corresponding variable in EPA. The accuracy in small area estimation can be increased by: a) increasing the sample size in the area of interest; b) borrowing strength from neighboring areas (using indirect or composite estimators); c) borrowing strength from CS, especially when the variables in RS and CS are highly correlated. We explore all these alternatives, with emphasis on combining the options b) and c). The performance of the estimators and the contribution of the complementary information will be assessed by simulation. Parallel work on the use of CS has been conducted by Costa, Garcia, López, Pardal (2006) , who study the Survey on the Uses of Information and Communication Technologies (ICT) in Catalan households; INE conducts a country-wide survey while IDESCAT is on charge of the RCS. The present paper is organized as follows. Section 2 reviews established small area estimators, with emphasis on estimating labor statistics. Section 3 describes the specific context of estimating rates of unemployment in Spain. Section 4 assesses the performance of the alternative small area estimators by simulations. Section 5 summarizes the main findings of the paper. 
Estimators for small areas
For population data, the symbol + indicates summation without weighting.
Our target is the population ratio θ k = Y k,+ /X k,+ of two totals, for each area k. We consider also the overall population ratio θ = Y + /X + . It is assumed that the denominator is positive. Several estimators are considered.
Direct estimator
A direct estimator of θ k uses only data from area k. It is defined aŝ
Here the summation extends only over the (say, n k ) PSUs that intersect with area k (we assume n k > 2). Straightforward application of the delta-method yields the following estimator of
where
and similarly for x. We computeV (
In the general case of L strata, the sample values are y h,ij , were h denotes strata. The direct estimator of the overall population ratio θ = Y + /X + iŝ θ =Ŷ /X, whereŶ = y +,++ andX = x +,++ (summation over strata, PSUs within the strata, and units within the PSU).
The estimator of var (θ) is like (1) and (2) with subscript k suppressed and a summation over L strata added to the right hand side of (2). Information on population totals of some auxiliary variables would allow us to calculate post-stratified or ratio-estimators. This will not be pursued in this study. For more information on those estimators, the reader can consult Rao (2003), Ghosh and Rao (1994) or Mancho (2002) . López (2000) considers some of these estimators in the context of small area estimation for EPA in Canary Islands. We considerθ k andθ as the only direct estimators in this study.
Small area estimators without auxiliary information
An indirect estimator of θ k uses data from outside area k. As an alternative toθ k we may adopt the overall-country direct estimatorθ =ŶX for every area k. This is an indirect estimator. Being based on much more data thanθ k ,θ has a much smaller variance thanθ k , but is biased for θ k , unless the θ k 's are all equal. In this case,θ is much more efficient thanθ k . But if the θ k 's vary substantially across areas, the bias ofθ will be large, and so will be its mean squared error (MSE). An attractive alternative estimator to bothθ k andθ is the composite estimatorθ
with 0 ≤ φ k ≤ 1. The coefficient φ k is chosen so as to minimize the MSE and is equal to
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The denominator of (4) is positive; in fact, it is equal to E{(θ k −θ) 2 }. Clearly, φ k depends on some unknown parameters, and itself has to be estimated.
where σ 2 k and σ 2 are the respective sampling variances ofθ k andθ (see Longford, 1999) . When q k is very small and the survey is large (e.g., the number K of small areas is large and the sample sizes of most of them are small), we can ignore both q k and the variance σ 2 ; then, φ k is approximated by
We could estimate σ 2 k from the sample data from area k and use
as an estimator of the denominator in (5). Our experience, shows that this results in a very unstable estimator of φ k (see Ventura 2003, 2004) . One way to overcome this difficulty is by averaging the estimatorsσ k 's among several areas (or several variables). For example, Purcell and Kish (1979) use a weight common to all areas that minimizes the betweenarea average of the mean squared errors. By assuming that the within-area variances of Y are equal, the pooled estimator of their common variance iŝ
By using the following estimator of the square of the bias
and ignoring both q k and the var (θ), we estimate the weight aŝ
Expressions (3) and (8) define the classic composite estimator (Costa, Satorra and Ventura, 2003) .
Auxiliary information
In the literature on small area estimation, we find many indirect estimators that incorporate auxiliary information. Usually this information consists of data from a census or an administrative register. Rao (2003) describes the regression synthetic estimator, which combines direct estimators with those obtained from census or records, encompassing a large variety of estimators, such as ratio or count estimators. We use auxiliary information that arises from a CS carried out in each of several small areas. In particular, we assume that for each of a set of small areas we have the direct estimatorθ k as well as an estimatorδ k derived from CS. For these estimators, consider the simple regression equation
k = 1, 2, . . . K, and the fitted estimator of θ k by the OLS regression,
When historical data is available for the RS and CS across several areas, the fitted estimatorθ F k could be based on more involved regression than just simple OLS. If we have RS and CS at several time points (t = 1, . . . , T ) and several areas (k = 1, 2, . . . , K), we could estimate θ k by an analysis of covariance model. The regression could also involve other covariates. As more variables are incorporated into the regression that linksθ k withδ k , the synthetic estimatorθ F k will be more efficient for θ k , although using too many covariates may inflate the sampling variance. For simplicity, we only consider the OLS regression (9). In the Monte Carlo set-up of Section 4, however, we also involve an estimator that is based on a covariate (fixed-effects, FE) regression model that serves as a benchmark for maximum information attainable from CS.
Even though the variance ofθ 
has to be estimated. If α and β were known, var (θ
When the regression parameters are estimated, then
whereΘ = (α,β) stands for the vector of estimated regression coefficients.
Since the expected value of (θ k −θ F k ) 2 coincides with the denominator in (11), the weight of (11) is estimated aŝ k . An alternative estimator of φ k is more stable,
whereσ 2 is given by (6) and
The estimatorθ c k (CS) defined by equations (10), (12) and (13) is called the composite complementary survey estimator (CCS) based on OLS regression (or CCS-OLS).
In Section 4, we assess by Monte Carlo the efficiency of the CCS, direct, indirect and classic composite small area estimators. The efficiency of the CCS estimator will be compared against a direct estimator based solely on RS but with sample size increased by r%, with r = 10, 20, 50, 100. For the Monte Carlo study we construct an artificial population that resembles Spain in some aspects related to the labour force. EPA and Barometer are used for this construction.
EPA and Barometer surveys
This section describes general aspects of estimation of unemployment rates in Spain, both at country and area levels. The main source of information about unemployment in Spain is the EPA conducted by the INE, our RS. The Barometer is our CS.
EPA is a quarterly survey that uses a lengthly questionnaire, panel design and face-to-face interview (paper and pencil, PAPI); in contrast, the Barometer is a monthly survey that uses CATI as the interviewing system and an entirely new sample each month. EPA is designed for reliable estimation of several labor market statistics, including the unemployment rate at country level. The Barometer uses the self-perceived labor status of the interviewed individuals as a proxy for unemployment status.
While all the provinces of Spain are represented in the EPA, this is not always the case for the Barometer. Even if a province is represented in the survey, its sample size may be very small. To have a more informative study, we grouped the 50 Spanish provinces (plus the two autonomous cities in the north of Africa) into 25 areas, according to their geographical proximity and similarity of their labor markets. With this grouping, each area is represented by at least 140 observations in CS. The second and the sixth column of Table   1 shows the sample sizes of EPA and CIS surveys across the 25 areas for the fourth quarter of 2003. The Barometer survey is carried out on a monthly basis, while the EPA survey is quarterly. To give the same time frame to both surveys, the quarterly estimate by Barometer is taken to be the average across three months of the monthly unemployment rates of the Barometer.
While EPA follows the standard ILO methodology, the Barometer simply asks the subjects how they perceive their employment status. The unemployment rates in the two surveys differ for two reasons: different definitions of the target variables and different samples (sampling error). Table 1 shows the direct estimates of unemployment rates for the 25 areas for men, women and for all adults. This distinction is important because in Spain the labor market participation of women is lower than of men, so the properties of the estimators for these two categories may differ. The table shows that the estimates of the unemployment rates differ considerably between the two surveys; see, for example, Asturias and Navarra-Rioja. The sample correlation of the sets of estimates are 0.54, 0.66 and 0.26, for the total (T), men (M) and women (W), respectively. Such large correlations supports the use of the Barometer as complementary information for the EPA.
Using historical data of the EPA and the Barometer (CIS) surveys of unemployment rates, we fit -for men, women, and all adults, in turn -the following regression with area-fixed effects:
where t = 1, 2, . . . , T and k = 1, 2, . . . K denote the quarter and the small area respectively. Here u k is a fixed effect and α and β are the intercept and slope, respectively. The model is estimated using data from the first quarter of 2001 to fourth quarter of 2003. The monthly data of the Barometer has been averaged over quarters. Table 3 shows parameter estimates with standard errors and t-values, as well as the corresponding R 2 fit measures.
The area-effects and the estimated u k 's based on this model are reported in Table 4 . These regression estimates and area-effects will be used in the Monte Carlo study to obtain a benchmark estimator (CCS-FE) for unemployment rates that combines RS and CS surveys.
In the next section, we investigate the efficiency of the CCS, direct, indirect and classic composite estimators of unemployment rates by simulations.
Monte Carlo study
In this section, we describe the Monte Carlo study that evaluates the performance of the small area estimators described in Section 2. Based on an EPA sample, we consider an artificial population that resembles that of Spain. We undertake estimation of unemployment rates of total adult population, or just male and female. We expect that a small area estimator that uses auxiliary information will outperform the estimators based only on RS. The gains, however, may diminish when the subsample size of RS in the area of interest is large. 
Design of the simulations
We adopt the sample of the EPA survey in Oct. -Dec. 2003 (see Table  1 ) as our population. We estimate the unemployment rates of men, women and all adults in this population. The 25 target areas are listed in Table  1 . In the simulations, CIS has approximately 2.550 monthly observations (7.650 observations per quarter). In each area we have a small RS sample and typically a large CS sample. For simplicity, and to focus on the comparison of the estimators, we apply to the adopted EPA population stratified (by area) simple random sampling (with replacement) proportional to the area size. The sample sizes range from 2.500 to 25.000, but are fixed within replications. The CS sample is drawn from the realized CIS sample (sample size 7650) treated as the population. The sample size is fixed at 7650. Unemployment rates for men and women are estimated from the total sample by considering just the men and women respectively. Knowing the population values, the MSE's can be estimated with high precision governed by the number of replications. We use the following RS sample sizes: 5.000, 10.000, 12.500, 25.000, so that the average within-area subsample sizes are 200, 400, 500 and 1.000. Further, the sample for the direct estimator is boosted by 10, 25, 50 and 100%, but the subsample added is not used in evaluating the other estimators. For small RS sample sizes, we expect the CCS estimator to be more efficient than the direct estimator, even with a substantially boosted sample size. The specific value of r for which the efficiency of both estimators is similar is likely to vary with the sample size of the RS sample.
The Monte Carlo simulations comprise replications of the following steps. A) we draw a sample of set size m from the population (N = 147.000).
Similarly, we draw a CIS sample. We evaluate the direct, indirect, classic composite, and the composite estimator based on the CS-based composite estimators. B) We boost the sample size by r = 10, 25, 50, 100%, by drawing an additional subsample from EPA and we evaluate the direct estimator.
Steps A) and B) are replicated 1.000 times. Table 2 summarizes the settings of sample sizes across areas. Our targets are the unemployment rates in the 25 areas, for men, women and all the working force. For each pair of samples, EPA and CIS, we compute the direct, indirect and classic composite, and and two CS-based composite estimators.
For each estimatorθ and area k we evaluate the relative root mean square error as
is the jth replicate of a specific small area estimator of θ k .
Smallest RRMSE is preferred. The average, median and maximum value of RRMSE across areas is recorded for each estimator.
Incorporating auxiliary information
Denote the RS and CS direct estimators of the target θ k byθ k andδ k , respectively. Because the concepts measured in RS and CS differ slightly,δ k is likely to be biased. In the fitted estimatorθ F k we use bothθ k andδ k . In each replication, we fit the OLS regression (9) with the unemployment rates of EPA and CS as the respectiveθ k andδ k estimators, and compute the OLS fittedθ information than the others we can expect it to be more efficient. The FE model is taken as a benchmark model for the information of CS on RS, since among all the regression alternatives that we could think of, many will use more information than the simple OLS model, but less than the FE model.
Two CCS estimators are considered, the CCS-OLS which uses theθ F k (OLS) obtained from the OLS regression, and the CCS-FE which uses theθ F k (FE) of the FE regression. Only CCS-OLS is feasible in applications, since CCS-FE uses information that will not generally be available. While the CCS-OLS does fit the OLS regression in each replication, the CCS-FE is based on just one regression fit common to the whole Monte Carlo study. Table 3 reports the regression coefficients used in obtaining the CCS-FE. The area fix-effects that arise from the FE regression are reported in Table 4 . The alternative of a random-effect regression model was considered. No substantial change of the performance of the CCS estimator was observed.
Results
Tables 5 -7 show results of the simulations for the whole labour force, men and women respectively. The tables have identical layouts giving summaries of RRMSEs for the different estimators (columns) and sample sizes (blocks of rows). For each estimator and sample size, the average, mean and maximum (i) These superscripts show the symbols used in Figures 1 and 2 to represent the RRMSEs. 
Average sample size 100 RRMSE across the 25 areas is given. The column at the extreme right contains the RRMSE summaries for the benchmark CCS-FE.
Of course, the RRMSEs are reduced for the direct estimator when the sample size is boosted. Boosting with r = 0% is the direct estimatorθ k . The efficiency of the composite estimatorθ (c) k is comparable with boosting of the sample by about 50% for small sample size (100), but much less (about 10%) for large sample (1000). That is, the composite estimatorθ (c) k is much more effective for small sample sizes than for large ones; its effectiveness, over the direct estimator, decreases with sample size.
The composite estimator CCS-OLS that makes use of the CS is only slightly more efficient thanθ (c) k for all sample sizes, but the maximum over the areas is slightly higher in most cases. The benchmark CCS-FE estimator (last column of the table), is more efficient than all the other estimators. In fact, its performance is comparable to boosting of the sample by 100%.
Similar conclusions are arrived at by inspecting the results for men and women. The RRMSEs for women tend to be larger than for men for a fixed sample size, because their rates or unemployment are higher than for men and RRMSEs are approximately proportional to p/(1 − p), where p is the unemployment rate.
The tables contain a lot of detail that is difficult to digest and do not indicate the performance of the estimators for the individual areas. Figures  1 and 2 display RRMSEs of four small area estimators: direct, marked as 0; indirect, I; composite, 1; and CCS-OLS, 2. It shows also the benchmark estimator, marked as +; and the direct estimator with sample size boosted by 50%, marked as b. We regard estimators 0,1,2 and I as feasible because they use information that would normally be available. Estimators + and b are a benchmark and comparator, respectively. They use information that would not be available in practice. At the outset, I is discarded as competitor of 0, 1 and 2. The areas are ordered according to their unemployment rates.
The diagrams show, for instance, that estimator I has serious weaknesses although it is the most efficient for a few areas in the middle of the range. In general, the composite estimators 1 and 2 are the most efficient among the feasible estimators. In Figure 1 we have a graphical representation of the RRMSE for the alternative estimators in the case of large sample size (1000). Small areas are on the vertical axis and different symbols represent the different estimators. RRMSE is on the horizontal axis, so that efficiency corresponds to being on the left. For this large sample case, the indirect estimator (I) is generally very inefficient: each RRMSE summary has been truncated at 0.25, except for areas whose unemployment rate is close to the national rate. The composite estimators, the RS-based (1) and CS-based (2) are the most efficient estimators, after the benchmark estimator CCS-FE (+). The composite estimators 1 and 2 (RS and CS based, respectively) are generally as efficient as b, direct estimator with sample size boosted by 50%. Figure 2 shows the same information, using the same layout and symbols, for small sample size (100). Again, the indirect estimator (I) is the best for the areas which unemployment value is at the middle range (around the national rate), although they are very inefficient for the areas with extreme rates of unemployment. In those areas, the composite RS-based and the feasible new CS-based estimators (1 and 2, respectively) are more efficient than the direct estimator b for most of the areas. For most of the areas, 2 is the most efficient, after the benchmark estimator +.
For an area and setting of the simulations (sample size), we define the pattern of RRMSEs by their order for the estimates 0, 1 and 2. For example, for the setting in Figure 1 (large sample size), the pattern for Aragón is 012, which means that the RRMSE for 0 is the smallest and the RRMSE for 2 is the largest of the three; see bottom of the diagram. We say that estimator 2 is the winner for an area if the pattern of RRMSEs is 201 or 210. In Figure   2 , we see that 2 is the winner in 22 areas and 1 is the winner in the remaining three areas. This insight can not be gained from Tables 5 -7 . With large sample size, estimator 2 wins only 17 areas, so it is still preferable, but less decisively so. We also see that 2 is more efficient than b in 22 areas for small sample, but in only two areas for large sample. Tables 5 -7 and Figures 1 and 2 corroborate the prior expectation that composite estimators outperform direct estimators in almost all settings and for almost all areas, and that the indirect estimator is efficient only in areas with small sample size.
We summarize our findings from the simulations as follows:
1) CCS-OLS (with sample data at one time point) is less efficient than the benchmark estimator CCS-FE.
2) only for very large samples (1000), CCS-OLS has no gains over the direct estimator. For smaller samples, CCS-OLS is comparable with the benchmark estimator with sample size boosted by up to 50%.
3)A substantial part of the gains attained by the benchmark estimator is attained also by the CCS-OLS estimator.
4) The CCS-OLS estimator is slightly more efficient than the estimators that use information solely from RS.
5)The behavior of the small area estimators does not change much whether we consider total, male or female unemployment rates. 6) In the context of the estimation of Spanish unemployment rates and for moderate area sample sizes (say, 200 subjects in the area), the simplest CCS-OLS estimator is comparable with an increase of sample size by up to 50%.
As a concluding remark, our results show that regional statistics are not in conflict with the statistics produced at the country-wide level. Rather, a regional survey can be combined with a country survey to improve the precision of estimators for small areas, avoiding the costly solution of increasing the region's subsample size.
