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Large-eddy simulation (LES) is a computationally viable strategy to study particle-
laden turbulent flows in practically relevant configurations, although modeling challenges
need to be addressed for improved predictive capabilities. In this study, we perform a
comprehensive assessment of subgrid-scale (SGS) models for LES by considering a two-way
coupled particle-laden turbulent flow over a backward-facing step. We consider dynamic eddy
viscosity, wall-adapting local eddy viscosity (WALE), and dynamic one-equation models for
the closure of the SGS stress tensor, and the random walk (RW) and the differential filter
(DF) based models for the subgrid dispersion. The assessment of subgrid models is carried
out by comparison of simulation results against the available experimental data. Based
on the assessment studies, the WALE model for the SGS stress tensor and the RW model
for the subgrid dispersion are considered to examine the effects of inertia, coupling, and
polydispersity on the statistics of carrier and dispersed phases.
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Turbulent dispersed multiphase flows, also referred to as particle-laden turbulent
flows, commonly occur in many natural and industrial processes, such as aerosolized drug
delivery, liquid fuel-based combustion devices, pollutant dispersion in the atmosphere, sedi-
mentation in rivers, etc. [2–6]. Such flows comprise a carrier phase and a dispersed particle
phase. Depending upon the mass and volume loading of the dispersed phase, such flows are
classified as a dilute suspension, a dense suspension, or a granular flow. The present study
focuses on dilute suspensions, where the particle motion dynamics are governed by the car-
rier phase, but particles may or may not affect the flow dynamics, thus leading to a two-way
or a one-way coupling with the flow, respectively. The complex interactions between the
phases and the presence of turbulence make the analytical solutions infeasible, thus leading
to the study of such flows using experimental and numerical techniques. However, there are
challenges to both the strategies when it comes to accurate prediction of statistics of carrier
and dispersed phases in practically relevant configurations. Therefore, further improvements
in experimental diagnostics and numerical methodologies and models are needed to enable
an improved understanding of such flows.
Experimental methods of studying particle-laden turbulent flows can provide more
realistic insights into physical processes due to the ability to include the effects of a wide range
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of flow conditions and there is no need to perform modeling [7–9]. However, the experiments
require more setup and monetary considerations, as well as the entire flow field usually cannot
be captured. This is due to only being able to produce finite numbers of measurements,
whether in time or space. Optical diagnostic methods also have the limitation of finite speed
or resolution, while invasive methods have spatial limitations in order to prevent altering the
flow field. Another specific issue associated with particle-laden turbulent flows is the need for
tracer particles when utilizing optical methods. These tracer particles are used to represent
the carrier or fluid phase but are required to be negligible in size and mass loading compared
to the dispersed phase. This implies that obtaining the statistics of both low Stokes numbers
(St) and high St granular flows becomes challenging with optical diagnostic techniques.
Numerical methods for the study of particle-laden turbulent flows have contrasting
benefits and drawbacks compared to experimental techniques. The benefits of numerical
methods are usually lower monetary and setup requirements, being able to run multiple
versions of the same case at once, ease of processing results, and resolving the flow field
as much as is desired. Drawbacks of numerical methods include modeling of physical phe-
nomena, introducing more numerical dissipation and potential for error, and possibility for
non-physical results [10]. In the present work, we focus on low Mach number (Ma) incom-
pressible flows, which makes the computational modeling relatively more simple [11]. A
typical approach to simulate such flows is to use the Eulerian-Lagrangian (E-L) framework,
which treats the carrier phase as a continuous Eulerian field, and the dispersed phase is
viewed with a Lagrangian lens [1, 8]. This method can be used with different approaches,
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such as Direct Numerical Simulation (DNS), Reynolds-Averaged Navier-Stokes (RANS), or
Large-Eddy Simulation (LES). Each approach has its applications, as DNS is meant for re-
solving all scales of turbulence everywhere, RANS is meant for steady-state turbulence, as
only the mean quantities need to be calculated by modeling turbulence effects, and LES is
used for resolving the large scales and modeling the smaller-than-grid scales (subgrid-scale
modeling) [12]. The focus of the present study is on the use of LES while employing the E-L
framework for the study of two-way coupled particle-laden flows.
Past and current studies have focused on improved modeling strategies for LES of
particle-laden turbulent flows [8, 11–14]. However, several challenges need to be addressed to
improve the overall predictive capabilities of LES. Beyond the modeling of the carrier phase,
which is reasonably well understood, the major challenges are associated with the governing
equations describing the evolution of the dispersed phase, coupling of the carrier and the
disperse phases, handling of the blockage effects, computational efficiency, and convergence
of the solution. Here, we primarily focus on the challenges associated with the coupling
aspect of such flows in the context of a LES. Two more particle-dynamic features to consider
are the role of polydisperse particle size distribution and turbulence modulation by particles.
When polydispersity is taken into account, a more realistic range of inertial effects on the
carrier phase can be modeled [15]. It is also important to consider the turbulence modulation
by particles, which can be amplified for high Stokes numbers, mass loadings, and particle
Reynolds numbers, or attenuated by the converse characteristics [7].
The dispersed phase evolution requires the time history of the carrier phase veloc-
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ity. In LES, this is attained using a subgrid turbulence dispersion model. Past studies
have used several models, which include stochastic [16–22], deconvolution [11, 23–25], hy-
brid stochastic/deconvolution [26], and kinematic simulation [27–29] based models. These
models approximately reconstruct the subgrid-scale (SGS) fluctuations to enable accurate
representation of the instantaneous carrier-phase quantities such as velocity, temperature,
etc., at the dispersed phase location. In particular, two-way coupled flows not only represent
a larger volume fraction of particles (Φp) but include the interactions of particles on the
flow. This is where subgrid dispersion modeling is applicable for LES because the motion
of particles affects the carrier phase flow field [27]. Another important factor for modeling
subgrid dispersion is the Stokes number of the flow because it strongly determines the quality
of the results [2]. Some models only work well for low St, while others present the opposite
characteristics [27, 30]. The key objective of the research is to assess the accuracy aspects
of subgrid models for LES while employing the point-particle-based E-L strategy of two-way
coupled particle-laden flows.
To perform the assessment of the subgrid models, the well-established flow configu-
ration referred to as particle-laden turbulent flow over a backward-facing step is considered.
The subgrid models are employed for both the carrier and dispersed phases. For the model-
ing of the SGS stress tensor in the Eulerian simulation of the carrier phase, three closures are
considered, which include the dynamic eddy viscosity model (DEVM) [10], the wall-adapting
local eddy-viscosity (WALE) model [31], and the locally dynamic SGS kinetic energy model
(LDKM) [10]. The dispersion models include stochastic random-walk [19, 32] and the differ-
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ential filter [11] models. The results obtained from different modeling strategies are compared
with respect to the reference experimental [7] and simulation results [33]. After identifying
the best-performing modeling strategy, further studies are carried out to examine the effects
of polydispersity and two-way coupling on the statistics of the carrier and the dispersed
phases.
1.1 Key Technical Objectives
This thesis aims to contribute to the understanding of the detailed dynamics involved
in particle-laden turbulent separating/reattaching flows by meeting the following key tech-
nical objectives:
• Determine the existing subgrid stress model to use for particle-laden sim-
ulations: The most popular turbulence models for LES will be chosen to compare
the unladen simulation results to each other and to a posteriori simulation results
and experimental results for the same test case. The best-performing model will take
into account the computational cost, the speed of implementation, time-averaged and
instantaneous features, and most importantly, the agreement with the a posteriori
results.
• Characterize the effects of subgrid dispersion modeling: Since turbulence dis-
plays seemingly random alterations to the flow, the typically coarse grids used in LES
require subgrid models to resolve these scales. Particle-laden simulations add another
aspect to this problem, in that they require additional dispersion models. The key focus
of this study is to further implement and asses subgrid dispersion models for turbulent
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particle-laden LES and compare them to experimental and simulation results.
• Examine the effects of polydispersity and two-way coupling: The goal is to
use the best-performing subgrid models for the SGS stress tensor and dispersion to
examine the effects of polydispersity and two-way coupling on the instantaneous and
statistical features of carrier and dispersed phases.
• Investigate the role of Stokes number: The Stokes number will be varied on the
chosen mesh, utilizing the best performing models, by changing the particle diameters.
This will lead to variation in the particle response time, which will affect the carrier
phase flow in two-way coupled particle-laden flow.
1.2 Thesis Layout
The arrangement of this thesis is broken down as follows. In total, there are seven
chapters, including this introductory chapter. Immediately following is a description of how
particle-laden turbulent flows are studied in Chapter 2. In Chapter 3, the mathematical
formulation of the Eulerian and Lagrangian representations are handled, as well as particle-
related parameters and the governing equations for the models. Next, the details of the
computational setup and case descriptions are provided in Chapter 4. Then, the compu-
tational assessment of subgrid stress modeling, grid convergence, and subgrid dispersion
modeling is discussed in Chapter 5. Afterward, the key findings on the effects of inertia,
coupling, and polydispersity are covered in Chapter 6. Finally, the major conclusions and




Solid particle transport by a turbulent fluid flow can describe many natural and in-
dustrial systems, although the detailed dynamics of such flows, which are marked by complex
multi-scale processes and interactions are not completely understood. Another similar class
of flows is droplet-laden or bubbly turbulent flows, where the presence of additional physi-
cal phenomena such as bubble/droplet deformation, breakup, coalescence, and evaporation
leads to increased physical complexities. The applications of such flows are numerous, which
include engineering design of several devices, meteorological predictions, sediment transport,
pollutant emissions, aerosol deposition, spray combustion, etc. [2–6, 14, 34, 35]. The im-
mense applications of these types of flows have drawn significant interest from researchers
in the past. However, further studies are imperative for accurate prediction of physical phe-
nomena prevalent in these flows for newer and improved designs. The literature survey in
this chapter focuses on the approaches used to study these flows. The major focus of the
survey is on the computational modeling techniques for incompressible particle-laden turbu-
lent flows with particles treated as solid and non-reacting. For a comprehensive survey of
particle-laden turbulent flows, the reader is referred to the review articles [1, 8].
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Figure 2.1 Regimes of particle-turbulence interactions, recreated from [1]
2.1 Classification of Particle-Laden Flows
Particle-laden flows are broadly classified into two major regimes, namely, dilute
suspension and dense suspension, with further classification into sub-regimes [1, 8]. These
regimes are defined based on the volume fraction Φp or the mass loading Φm of the particles
(disperse phase). Here, Φp =
NpVp
V
, with Np representing the number of particles, Vp
denoting the volume of a single particle, and V representing the total volume occupied by
the particles and the fluid. Also, Φm =
NpVpρp
m
, where ρp is the density of a single particle
and m is the total mass of fluid. A brief description of these regimes is provided next.
2.1.1 Dilute Suspension
The dilute suspension regime is defined by Φp ≤ 10−3. It includes two sub-regimes,
namely, the one-way coupled regime and the two-way coupled regime. The mass loading is
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generally considered to be below 1% for the one-way coupled regime and up to about 100%
for two-way coupled regime [8]. Example applications of one-way coupled flows are dispersed
micro- and nano-particles used in drug delivery, blood flow, clean-coal gas turbines, and food
processing [9, 36]. Fluid-sediment mixtures, pollutants in the atmosphere, and combustion
chambers are examples of two-way coupled flows [2–6]
The one-way coupled regime occurs for Φp ≤ 10−6. In this regime, the particles have
a negligible effect on the evolution of the flow field (carrier phase). However, the carrier
phase exerts forces on the particles thus affecting the particle dynamics. When the particles
concentration is high, i.e., 10−6 ≤ Φp ≤ 10−3, the flow regime is considered to be two-way
coupled. In this sub-regime, the particle dispersion is altered by the carrier phase, and the
momentum transfer from the particles affects the evolution of the carrier phase. In the
present study, the focus is on dilute suspension with a two-way coupling under turbulent
conditions.
2.1.2 Dense Suspension
The second major regime is referred to as dense suspension, which is characterized
by Φp > 10
−3. This regime is also known as the four-way coupled regime, in which particle-
particle collisions become important in addition to the two-way coupling between the par-
ticles and carrier phase. Applications of this regime include transport of a solid phase by a
lubricating fluid, pneumatic transfer of solids in industrial processes, or high-mass loadings
of fuel in combustion processes [2, 37].
In the limit when Φp → 1, the flow becomes granular, in which there is no separate
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carrier phase. This regime has applications in the transportation of solid particles with a
lubricating fluid. Some specific applications of granular flow include the pneumatic transfer
of powder in a pipe, reacting or catalyst solid particles/droplets in chemical reactors [6, 38],
solid particles in mixed drinks, and sand/other particles in sand storms when dispersed by
the turbulent motion of the surrounding air [37].
2.2 Methods of Investigation
Past studies have relied on the extensive use of both experimental and computa-
tional techniques to understand the instantaneous and statistical features of two-way coupled
particle-laden turbulent flows. While experimental methods provide insight into the actual
physical phenomena, they face challenges pertaining to measurements of limited quantities
and expenses associated with carrying out such studies. On the other hand, numerical meth-
ods can provide detailed insight into such flows over a wide range of conditions, although
they face challenges pertaining to the assumptions embedded in the employed mathematical
and computational models for such flows. Next, an overview of these approaches and the
key challenges faced by them are discussed.
2.2.1 Experimental Methods
Experimental methods for the study of particle-laden turbulent flows are focused
on measuring the first and second-order statistics of such flows. These statistics include
the mean velocity field and Reynolds stresses of the carrier phase, as well as the mean
and fluctuations of the velocity and concentration of the dispersed phase [8]. In addition,
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several derived quantities are also of interest, which are usually measured in experimental
studies. These include carrier-phase turbulent dissipation rate and dispersed phase velocity
correlations. The measurements of dispersed phase statistics are usually carried out using
non-invasive photographic techniques, although it is challenging to obtain the statistics of
the carrier phase without using tracer particles. Three widely popular techniques include the
Laser-Doppler Anemometer (LDA), Particle Image Velocimetry (PIV), and Phase Doppler
Particle Analyzer (PDPA). These techniques are briefly discussed next.
The LDA technique has been widely adopted due to the ease of implementation for
measuring the statistics of both phases. This system reads the signal of particles based on
the light scattering intensity. Therefore, the inertial particles corresponding to the dispersed
phase can be differentiated from the lower signals resulting from the tracer particles used
for the carrier phase. The differentiation is clarified by signal processing routines searching
for specific ranges of the Doppler bursts. The amount of cross-talk from large particles
misrepresented as tracer particles is estimated to be less than 5% of the particle-laden flow
measurements [7]. At most, this can lead to overestimates of 0.5% for the mean velocity and
20% for the standard deviation of the dispersed phase. Other similar studies that involve
LDA for measurements of carrier and dispersed phase velocity components are particle-laden
channel flows [39] and coaxial jet nozzles [40].
The PIV method implements light measurements using high-speed CMOS or cross-
correlation video cameras and high-repetition-rate lasers to discriminate between the carrier
and the dispersed phases [9]. These phases are determined by the cross-correlation of the
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short time lag images. A previous version filtered these images by subtracting the tracer-
image field from the original image and employing a noise elimination procedure to eliminate
the low-intensity halos from the previous tracer particle locations. Many studies have used
the PIV method for the unladen backward-facing step flow [41–43] and some have studied
the particle-laden case as well [44].
PDPA is another optical method [9], which uses several detectors to measure the phase
differences between refractive light measurements, thus providing the particle diameter and
velocity measurements. This technique is based on the precision of the angles of the detectors,
but can be considered calibration-free and in situ traceable, which means it can be related
to appropriate standards through an unbroken chain of comparisons. Sudden expansion
particle-laden flows have been studied with PDPA [45], which is a larger classification of the
backward-facing step flow.
The challenges of using experimental methods for measuring the two-phase flow statis-
tics include the requirement of signal processing and adding tracer particles to represent the
carrier phase flow field. These methods face challenges for lower values of Φp, and require
the concentration of tracers to be much lower than that of the dispersed phase. Even
small volume fractions of tracer particles affect the carrier phase flow field, which needs to
be taken into account. Measuring the characteristics of non-spherical, non-homogeneously
distributed, or opaque particles/bubbles requires adaptation to the current methods. An-
other challenge is the accumulating error from calculations based on inexact measurements
or theory. Higher-order statistics require additional measurements and calculations, which
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introduce numerical method error to the experimental error. For example, for continuous
profiles of data, the discrete experimental measurement needs to be interpolated with a
theoretical curve-fit. To address this particular challenge increased spatial resolution of the
experimental measurements is needed.
2.2.2 Computational Methods
The computational techniques for the study of particle-laden turbulent flows corre-
sponding to the dilute suspension regime can be broadly categorized into two types: namely,
particle-resolved approach and the point-particle approach [12]. Compared to the particle-
resolved strategy, where finite-size particles and the forces resulting from the carrier phase are
explicitly accounted for, in the point-particle strategy, the size of the particles and resulting
forces from the carrier phase are accounted for implicitly through employing phenomenolog-
ical models for the forces. The particle-resolved strategy is typically used for assessing and
improving the phenomenological models employed by the point-particle approach, as it can
only be used to simulate fewer particles. The point-particle approach, which is considered
in this study, is applicable when the size of particles is smaller than the resolved scales of
the flow field.
Within the point-particle approach, there are two well-established techniques for the
simulation of particle-laden flows. These include the Eulerian-Lagrangian (EL) and the
Eulerian-Eulerian (EE) frameworks [1, 8, 12]. In both these frameworks, the carrier phase is
simulated using an Eulerian formulation. However, the dispersed phase evolution is handled
differently in the EE and EL approaches. In the EE framework, the dispersed phase is
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considered a continuum, and transport equations for the dispersed phase are solved in an
Eulerian manner. On the other hand, in the EL framework, the dispersed phase is treated
as a particle or parcel and its dynamics are evolved in a Lagrangian manner.
The EE framework is typically effective for the cases with a very high particle loading,




, where λ is the mean free path, and L is the characteristic length scale. The
scenario of a very small value of Kn implies that the distribution of the velocity of the
dispersed phase is nearly Maxwellian. This leads to spontaneous clusters of the dispersed
phase, which are not representative of the actual physical phenomena. In addition, there are
other challenges with the EE framework, which include a higher computational cost while
dealing with polydispersity and collision of particles and the inability to accurately account
for particle trajectory crossing phenomenon. These challenges, particularly accounting for
different types of physical phenomena associated with the dispersed phase are easier to handle
within the EL framework, which is employed in this study. Some challenges associated with
the EL framework include inefficient parallel scalability of the algorithm when particles are
not distributed evenly within the computational domain, numerical instabilities, particularly
in two-way coupled flows, and lack of convergence of dispersed phase statistics particularly
in the cases exhibiting preferential accumulation of particles.
As mentioned before, within both EE and EL frameworks, the carrier phase flow
is simulated using an Eulerian formulation, where the governing equations can be solved
using different numerical approaches with varying levels of fidelity and computational costs.
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These approaches include direct numerical simulation (DNS), large-eddy simulation (LES),
and Reynolds averaged Navier-Stokes (RANS). In DNS, all the spatial and temporal scales
are resolved, making it computationally expensive. Therefore, DNS is typically used for the
fundamental investigation of flows in canonical to moderately complex configurations at low
to moderately high Reynolds number (Re). In LES, only the large-scale flow features are
explicitly resolved, and the effects of the unresolved small-scale features of the flow field, also
referred to as subgrid-scale (SGS) features, on the resolved flow field are parametrized by
using SGS closures. In RANS, all the turbulent fluctuations effects are modeled, making it
the least expensive computational modeling strategy. Past studies have shown the superiority
of the LES strategy over RANS in flows where the role of unsteady aspects of the flow field
are important. Therefore, LES is considered in this study. However, LES on its own suffers
from several challenges, which include robust and accurate SGS models for a wide range
of flow conditions for both the carrier and dispersed phases, higher computational cost in
capturing the near-wall dynamics in wall-bounded turbulent flows, difficulties in modeling
of the laminar-to-turbulent transition, and grid convergence. Therefore, further studies are
needed to assess and improve the predictive capabilities of the LES strategy while using the
EL framework. Further details related to LES-based studies of particle-laden turbulent flows
are discussed next.
2.3 Large-Eddy Simulation Strategy
LES is a promising approach for simulation of high Re turbulent flows in practically
relevant configurations [26, 46]. This is because LES only resolves the large eddies by using
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coarser computational meshes, thus making it computationally efficient compared to DNS.
It explicitly solves for the low pass filtered flow field and models the effects of the unresolved
small-scales of motion on the resolved large-scales of motion through the use of SGS closures.
While simulating particle-laden flows using the EL framework, LES can handle mono-disperse
or poly-disperse particle distributions using either the point-particle method or the particle-
resolved method [8].
To perform LES of incompressible particle-laden turbulent flows: two types of SGS
closures are required to account for the effects of unresolved scales of motion. The first
SGS closure is used to model the SGS stress tensor in the momentum equation for the
carrier phase, and the second closure is needed to account for the SGS effects on the particle
dynamics, also known as subgrid dispersion [27]. These are sometimes referred to as fluid-
LES and particle-LES models, respectively. As the computational mesh employed by LES
is coarse in comparison to DNS, the use of robust, accurate, and efficient subgrid models is
key for accurate predictions. This is especially true for wall-bounded turbulent flows, which
is the focus of the present study.
In such flows, the near-wall dynamics exhibit features such as subgrid anisotropy and
nonequilibrium behavior, which need to be accounted for in the employed SGS closures. The
challenges for LES are increased in particle-laden turbulent flows from the subgrid modeling
perspective as in such flows, a subgrid model is needed for the dispersion of the particles,
which is highly dependent on the inertia of the particles. These challenges faced by the
subgrid models have led to extensive research in the past, on the development of newer and
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improved SGS models for LES of particle-laden turbulent flows. Next, a brief description of
these SGS closures is presented.
2.3.1 Modeling of Subgrid Stress Tensor
The governing equations for the LES of incompressible turbulent flow comprise the
spatially filtered equations for the conservation of mass and momentum. The assumption of
incompressible flow is usually valid for low Mach number (Ma) flows, i.e., Ma ⪅ 0.3. Here,
Ma is defined as the ratio of characteristic velocity scale to the speed of sound. The spatial
filtering of the momentum balance equation leads to the appearance of terms, which require
further closure models. Essentially, the nonlinear advection term, when filtered, leads to
the well-known closure problem in the form of the SGS stress tensor (τ sgsij ) term, which is
represented by τ sgsij = uiuj − uiuj. Note that in LES, governing equations are solved to
obtain ui, and therefore, the nonlinear filtered term uiuj remains unknown. A wide range of
closure models is available in the literature for the modeling of τ sgsij [47]. All of the modeling
approaches have their strengths and limitations when it comes to simulating flows in different
configurations. For predictive simulations using LES as a tool, the SGS model for τ sgsij should
be robust, accurate, and efficient.
For single-phase turbulent flows, some of the most commonly used SGS models in-
clude the algebraic (Smagorinsky) eddy viscosity model [48], the one-equation model for the
subgrid kinetic energy [49], and dynamic models [49, 50]. These models have been used
successfully in the past to study a wide range of turbulent flows. However, LES of high Re
complex wall-bounded turbulent flows is still subject to several challenges that remain un-
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resolved. Some of these challenges are a realistic representation of the subgrid stress tensor
[46], commutation errors due to the non-uniform grid used for complex flows [51], ability
to accurately resolve the dynamically dominant near-wall structures [52], modeling laminar-
to-turbulent transition, and the transition between near-wall and far-field free shear flows
without requiring ad hoc fixes.
LES-based studies of particle-laden turbulent flows have usually employed the SGS
closures developed for the single-phase turbulent flows. Therefore, in the present study, both
algebraic and one-equation-based models have been considered to examine their performance.
These models are briefly discussed next.
The first class of models for the SGS stress tensor is referred to as algebraic models.




δij = −2νtSij, (2.3.1)











A classical method to obtain eddy viscosity is due to Smagorinsky [48] that relates the eddy
viscosity to the resolved strain rate tensor and grid resolution through νt = Cs∆
2|S|, where |S|=
2(SijSij)
1/2, ∆ is the LES filter size, and Cs is the Smagorinsky coefficient. In isotropic tur-
bulent flows, Cs = 0.16 is obtained based on equilibrium assumption where energy transfer
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is equal to the viscous dissipation [53]. However, for other types of flows, for example, wall-
bounded, shear, or transitional flows, this value of Cs produces higher dissipation. In these
cases, the value of Cs can be obtained using a dynamic approach [50]. The dynamic ver-
sion of the Smagorinsky model is referred to as the dynamic eddy viscosity model (DEVM).
It uses a test filter, usually around 2∆, and solves for the coefficient Cs. To capture the
near-wall dynamics, the well-known van Driest damping is used near the walls, although the
asymptotic behavior of the near-wall eddy viscosity is not captured with such an approach
[31]. To address this, the wall-adapting local eddy-viscosity (WALE) model [31] can be used,
which is another type of algebraic model. It recovers the proper scaling of νt in the near-wall
region, and therefore, eliminates the need for damping functions or dynamic procedures.
Additionally, only local information is needed to build the eddy viscosity field. Furthermore,
the model has also shown abilities to handle the transition to turbulence behavior without
requiring any further adjustments.
Another classification of the SGS stress tensor models is equation-based methods
[49, 54–56]. One of the most frequently used models is the one-equation based model, where
the eddy viscosity is given by νt = Cν
√





(ukuk − ukuk) , (2.3.3)
which is determined by solving a modeled transport equation for ksgs. This modeling ap-
proach shows a weak dependence on the filter size and Re, which indicates that LES with
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this model can be used for a wide range of high Re flows utilizing coarse computational grids.
It has also shown a good correlation with the DNS results for the production and transport
terms in the a priori assessment studies. However, the static formulation of this model faces
problems related to the dissipation terms, which is addressed by the dynamic version of this
model, referred to as the locally dynamic subgrid kinetic energy model (LDKM) [49, 56]. A
similarity assumption is invoked by the LDKM to the dissipation term in the subgrid kinetic
energy transport equation. Additionally, LDKM does not make the same local equilibrium
assumption as the DEVM. However, compared to the static one-equation-based model, the
LDKM introduces further computational procedures. As both static and dynamic models
require to solve an additional transport equation to determine ksgs, they tend to be compu-
tationally expensive compared to the class of algebraic models.
There are other SGS stress models for specific classes of flows, as well as many im-
provements to the existing models. These include stochastic back-scatter [57, 58], scale
similarity [59, 60], and Fourier-space-based [61] subgrid models to name a few. However, as
noted before, all the modeling approaches still face challenges particularly when it comes to
the investigation of different types of flow conditions. The challenges are increased further for
the simulation of particle-laden flows due to the added complexity of coupling effects between
the carrier and the dispersed phases. In the present study, therefore, we have considered
the models which have shown promising results for different types of single-phase turbulent
flows. Specifically, DEVM, WALE, and LDKM have been considered in this study. Some
preliminary studies based on Smagorinsky’s model and the constant-coefficient based one-
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equation model yielded higher levels of differences with the reference experimental results,
and therefore are not considered further.
2.3.2 Subgrid Dispersion Modeling
The coupling in the EL framework corresponds to the effects of the carrier phase
on the dispersed phase and vice-versa. For example, the dispersed phase evolution requires
the time history of the carrier phase velocity at the location of the particles (u+i ). While
performing a DNS, u+i can be obtained by interpolating the carrier phase velocity field (ui) at
the particle location. However, in LES, the carrier phase velocity field is decomposed into its
resolved and subgrid constituents by employing a spatial filter through ui = ui+u
′
i, and only
the resolved velocity field is explicitly solved. Here ui is the resolved velocity and u
′
i is the
subgrid velocity component. As the subgrid velocity is not explicitly known, therefore, to get
u+i , an approximation is needed, which is referred to as subgrid dispersion modeling. Past
studies have used several models, which include stochastic [16–22], deconvolution [11, 23–25],
hybrid stochastic/deconvolution [26], and kinematic simulation [27–29] based models. These
models approximately reconstruct the subgrid-scale (SGS) fluctuations to enable accurate
representation of the instantaneous carrier-phase velocity, at the dispersed phase location.
Note that the amount of energy that the subgrid scales provide is defined by the
physical parameters, which include the mass loading of particles, particle injection speed,
distribution of particle sizes, and other relevant non-dimensional parameters. The two
key non-dimensional parameters that characterize the subgrid dispersion effects include,
the particle Reynolds number based on the slip velocity and particle diameter (Rep =
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|(up,i − ui)(up,i − ui)|1/2 (d/2ν)) and the Stokes number (St = τp/τf ) [2, 12, 62]. Here, τp
and τf denote the characteristic time scales for the dispersed and the carrier phases, and ν is
the kinematic viscosity of the dispersed phase. For small St, the particles are inertial with
respect to subgrid eddies, and on the opposite limit, they are ballistic with respect to the
eddies [63]. The first regime is where the particles become more fluid-like and increase the
turbulence spectral density. The latter is where they are less responsive to the flow field,
act as random walkers, and attenuate the turbulence spectral density. In both limits, as St
approaches 0 and ∞, the particles become more uniformly distributed. In the intermediate
region, i.e., St ∼ O(1), the particles respond to vortical and straining features of the local
carrier phase flow field leading to non-uniform distribution of particles.
Due to different types of dynamics exhibited by particle-laden turbulent flows depen-
dent upon Rep and St, the subgrid dispersion models proposed so far in the literature tend
to perform better for certain types of conditions to capture the features such as dispersion,
energy transfer, preferential concentration, and other metrics [11, 26, 62]. As a key focus of
the present study is to evaluate the performance of the established subgrid dispersion models,
we briefly describe some of the commonly used models, which include a no model approach,
stochastic approach, spectral technique, kinetic simulation model, and fractal model.
In the no-model approach, u+i = ui is used, which implies using the filtered carrier-
phase velocity field at the dispersed phase location, thus neglecting the subgrid dispersion
completely. In the stochastic approaches, u+i = ui + u
′
i is used, where u
′
i is obtained through
stochastic approaches such as the random walk (RW) or the Langevin equation-based modes.
22
The stochastic model relying on the Langevin type equation to obtain u′′i uses a random
source in the particle equation of motion. The equation originally was developed for the
particle subgrid turbulent velocity and was extended later to model the carrier phase velocity
field seen by the inertial particles [12, 32]. Such an approach provides the high-frequency
forces exerted by the unresolved eddies on the particle motion. An alternate approach to
obtain u′i is to use the approximate deconvolution (AD) model, which tends to yield better
results in high St flows [21]. For example, it has shown improved prediction of particle
turbulent kinetic energy, turbulence diffusivity, and preferential concentration compared to
the other modeling approaches, particularly for homogenous shear flows. A specific example
of this class of models, which is considered in this study is the differential filter (DF) based
model, which relies on the use of elliptic differential filters [11].
Both stochastic and AD types of subgrid dispersion models have challenges in rep-
resenting a broad range of scales. For example, the Langevin equation-based model mis-
calculates the preferential concentration due to being dispersive for all values of St [11].
Therefore, the approach does not work well at higher Stokes numbers because it does not
account for the crossing trajectory effect of the particles [21]. Furthermore, for St ∼ O(1)
the probability density function (PDF) of particle acceleration has shown wider tails than
those reported by DNS studies [30]. On the other hand, in the AD-based model, only the
largest of the unresolved scales are captured due to multiple implicit filtering operations,
therefore it is not well-suited for low St flows. The DF dispersion model has not been tested
for the two-way or four-way coupled regimes in the past, and therefore, needs further studies.
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A hybrid stochastic-deconvolution model has shown improved predictions in particle-laden
turbulent channel flows, which is independent of Re and St [12]. However, further studies
are needed to examine the capabilities of such an approach for different flow regimes and to
different flow configurations.
Another class of models is synthetic field models, which create a synthetic field to
capture the essential features of the subgrid scales [64]. These methods are based on the
physical assumptions of the small eddies’ energy content. A particular approach is the fractal
interpolation technique (FIT), which maps the large-scale eddies to increasingly smaller
scales [13, 64]. The model can handle the energy dissipation to take place and backscatter to
occur. It performs well for predicting particle velocity and concentration statistics in the flow
regions where the turbulence is close to being homogeneous and isotropic. The challenges
are in estimating the stretching parameters needed by the model for non-homogeneous flows.
In addition, the model does not always provide a correct reconstruction of the correlation of
different velocity components.
A less frequently used model is the kinematic simulation model, which aims at spec-
trally regenerating the unresolved scales of turbulence by incorporating high wavenumber
modes in the velocity field [11, 13, 65]. It requires a known turbulent kinetic energy spectrum
to produce the subgrid velocity field. For homogeneous isotropic flows, this method performs
well and is computationally inexpensive, but involves non-trivial solutions in wall-bounded
flows. Furthermore, this is a computationally expensive method, although it is promising
for predicting preferential concentration and velocity statistics at higher Stokes numbers.
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Spectrally optimized interpolation (SOI) is another less commonly used model, which uses
an interpolation stencil that requires multiple pre-processing steps in order to interpolate the
fluid velocity seen by the particles [27]. SOI is known to work well for predicting the kinetic
energy of particles at higher Re, which includes the inertial range. This method provides
good agreement with DNS results of preferential concentration and clustering metrics for
St ≥ 1, yet it over-predicts the preferential concentration at St < 1.
It is evident that further studies are needed to improve upon the existing models,
which either works for canonical configurations or for certain ranges of St. Furthermore,
more studies are needed to assess the performance of the existing models for the LES of
two-way coupled particle-laden turbulent flows, so that the challenges with the existing
approaches can be identified. In the present study, the performance of the no-model, the
RW-based stochastic model, and the DF dispersion model is assessed in comparison to the
reference experimental results.
2.4 Summary
Particle-laden turbulent flows have been extensively studied in the past using ex-
perimental and computational techniques due to the immense applications of such flows.
However, both approaches face challenges for accurate predictions of statistics of the car-
rier and the dispersed phases. Specifically, the experimental techniques relying on optical
diagnostics employing tracer particles suffer from the challenge to differentiate between the
tracer and inertial particles and often tend to be limited to measurements of fewer quan-
tities or at certain operating conditions. On the other hand, numerical approaches suffer
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from the challenges related to the employed mathematical and computational models for the
simulation of such flows.
In this study, the well-established Eulerian-Lagrangian framework is used to perform
LES of two-way coupled particle-laden turbulent flows. For the carrier phase, compared
to DNS where all the relevant scales are resolved, and RANS where turbulence is modeled
completely, LES solves for large scales and parametrizes the effects of small scales in the
form of the SGS closure models. Therefore, LES tends to be a promising approach for
computationally tractable and accurate simulations of flows observed in practically relevant
configurations and conditions. However, robust, accurate, and efficient SGS closures are
needed to ensure LES with predictive capabilities. In the EL framework, the dispersed
phase is tracked in a Lagrangian manner, which again requires a closure approximation
for the subgrid fluctuation of the carrier phase velocity seen by the dispersed phase while
performing LES. This is accomplished by the use of subgrid dispersion models.
A wide range of SGS closures are available to model the subgrid effects in the govern-
ing equations for the carrier and the dispersed phase. However, they face several challenges
for simulation of particle-laden turbulent flows, which are related to an accurate description
of the subgrid effects for different values of Re, Rep and St and in different flow configu-
rations. Therefore, further studies are needed to examine the capabilities of the currently
available models. This is particularly more relevant for the two-way coupled particle-laden
turbulent flows, which is the focus of this study.
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CHAPTER 3
MATHEMATICAL FORMULATION AND NUMERICAL METHODOLOGY
In this chapter, the governing equations for LES of the two-way coupled particle-
laden turbulent flow are discussed first, along with a description of the subgrid models.
Afterward, a description of the numerical methodology is provided. As stated before, the
Eulerian-Lagrangian formulation is considered for LES in this study, where the equations of
the carrier phase are described by the filtered Navier-Stokes equations, and the dispersed
particles are tracked in a Lagrangian manner. Furthermore, incompressible flow formulation
is considered with the assumption that the fluid behaves as a Newtonian fluid. The particles
are considered perfect spheres with constant diameter and constant temperature.
3.1 Governing Equations
For flows below Mach number of 0.3, the governing equations can be simplified due
to the incompressible flow assumption, therefore compressibility effects are neglected. The
incompressible Navier-Stokes equations for LES of the carrier phase are obtained by spatially
filtering the Navier-Stokes equations using a convolution kernel [12, 66]. For example, spatial






ϕ(x′, t) G(x,x′; ∆) dx′, (3.1.1)
where ϕ(x, t) is the filtered or the resolved field and ∆ is the filter width. The spatial filtering
operator is essentially a low-pass filter where higher wavenumber contributions are filtered
out. The filter kernel G(x,x′; ∆), is in general, a weighting function with a support, which
vary depending upon the filter type and the filter width. In this study, we consider the filter
kernel to be a top-hat filter expressed as
G(x,x′; ∆) ≡ G(x− x′; ∆) =






which corresponds to a local volume-averaging and has a global support in the spectral space
contrary to the spectral cut-off filter. Additionally, we consider an implicit LES where the
employed computational grid acts as the filter and therefore, no explicit filtering is performed.
The spatial filtering operation, when applied to turbulent velocity field ui, separates the
velocity field into an energy containing resolved component and a dissipation containing
SGS component. The subgrid-scale component u′i also contains the unresolved energy and
is defined from the Leonard decomposition as
u′i(x, t) = ui(x, t)− ui(x, t), (3.1.3)
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which differs from the Reynolds decomposition as the filtered value of the subgrid-scale is
not zero, i.e., u′i ̸= 0 and the filtered field is not idempotent, i.e., ui ̸= ui.
Applying the filtering operation to the incompressible Navier-Stokes and continuity

















+ F i + S i, (3.1.5)
where ui is the filtered velocity, p is the filtered pressure, τ
sgs
ij is the SGS stress tensor, F i
denotes the filtered body-force term per unit mass, and S i denotes the forcing term per
unit mass resultant from the dispersed phase. The SGS stress term represents the effect of
subgrid fluctuations. It is given by
τ sgsij = uiuj − uiuj, (3.1.6)
and requires further modeling to close the governing LES equations for the carrier phase.
While using the E-L framework, particles are tracked in a Lagrangian manner. The




where, xp,i is the particle position, and up,i is the particle velocity in Cartesian coordinates.
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where, u+i is the carrier phase velocity interpolated at the particle position, f(Rep) is the
drag factor, g is the magnitude of the acceleration due to gravity, ρ is the carrier phase







with d denoting the diameter of the particle.
The drag factor f is an empirical correlation used to modify the Stokes drag for large



















, Rep ≥ 1000
. (3.1.11)
In this study, it is assumed that the particle radius is smaller than the smallest carrier phase
length scale that is resolved, and the particle density (ρp) is much greater than the density
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of the carrier fluid (ρ). Many other particle forces have not been considered, such as the
Magnus force, Saffman lift force, and buoyancy, due to the assumed ratio of particle density
to fluid density being greater than 1000 [8, 33, 68]. This is not true for every particle-laden
flow, but for this study, the preceding equations apply.
3.2 Subgrid Modeling
As discussed in Chapter 2 and Sec. 3.1, LES of particle-laden turbulent flows using
the E-L framework requires closure models for the SGS stress tensor term in the carrier phase
momentum equation and the subgrid dispersion term in the Lagrangian evolution equation
for the dispersed phase. In this study, four different types of closures for the SGS stress are
considered. These include a no-model strategy, the dynamic eddy viscosity model (DEVM)
[50], the WALE model [31], and the one-equation based locally dynamic kinetic energy
model (LDKM). For the subgrid dispersion, three models are considered, which include the
no-model strategy, the stochastic random-walk (RW) model, and the differential filter (DF)
based model. A brief description of these models is provided next.
3.2.1 Models for SGS Stress Tensor
All the three closures for the SGS stress tensor considered in this study rely on the
















is the resolved strain-rate tensor. While DEVM and WALE
are are algebraic closures, the LDKM is a one-equation based closure. The three models
considered here differs in the way νt is obtained.





Here, Cs is the Smagorinsky coefficient. Compared to the Smagorinsky model where Cs is
specified to be constant, DEVM computes Cs in a dynamic manner proposed by Germano
et al. [50], Lilly [69]. The dynamic procedure uses a test filter, typically of size ∽ 2∆, to







Here, ⟨·⟩ denotes a local averaging procedure over the faces of a finite volume cell, and the
test filtering operation is denoted by (̂·). In above equations, Lij and Mij are respectively,
given by
Lij = ûiuj − ûiûj, (3.2.4)
Mij = ∆̂
2|Ŝ|Ŝij −∆2 |̂S|Sij. (3.2.5)
The algebraic WALE model [31] can be used without wall functions or global damping
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functions while simulating wall-bounded turbulent flows. As it belongs to the algebraic
class of models, it leads to an efficient approach to obtain the eddy viscosity. Furthermore,
compared to DEVM no test filtering and the dynamic procedure are needed in this approach.
In addition, the model accounts for the effects of both the strain and the rotation rate of the
smallest resolved turbulent fluctuations and can recover the appropriate scaling of the eddy


























kk is the traceless symmetric part of the square of the
velocity gradient tensor ḡij = ∂ui/∂xj, and Cw is a model constant. In the present study,
Cw = 0.325 has been used.








(ukuk − ukuk) =
τ sgskk
2
. An additional modeled transport equation is solved to
determine ksgs [54], and the coefficient Cν is determined locally (both in space and time) in





















In the right-hand side of the above equation, the three terms denote production, molecular
and turbulent diffusion, and dissipation of ksgs, respectively. Furthermore, Cϵ is another
model coefficient, which is also determined dynamically in a similar manner to the other
model coefficient Cν [49]. To determine the two model coefficients, test filter fields are used,
where the test filter (∆̂) is consistent with the grid filter (∆). It is prescribed as ∆̂ = 2∆.
For further details of the dynamic procedure employed in the LDKM, the reader is referred
to the cited references.
Note that the LDKM formulation is well-posed and does not require algorithmic
adjustments such as spatial averaging along homogeneous directions [56]. In terms of the
computational cost, the LDKM formulation has an extra cost compared to the algebraic
approaches DEVM and WALE model considered here, as it requires the solution of the
transport equation for ksgs. However, it has the advantage over the algebraic approach as
the equilibrium assumption is not required. Finally, ksgs provides a more accurate estimate
for the SGS velocity scale, which can be used for problems related to turbulence interaction
with other transport processes such as heat transfer, mass transfer, combustion, etc., and
modeling of the subgrid dispersion.
34
3.3 Subgrid Dispersion
The coupling between the carrier and the dispersed phase occurs through u+i in the
governing equation for the particle velocity (see Eq. (3.1.8)). Here, u+i denotes the velocity
of the carrier phase at the particle location. In a direct numerical simulation, it is obtained
by interpolating instantaneous velocity ui from the computational grid to the location of
the particle. However, in LES, the solution for the resolved velocity field ui is computed.
Therefore, the resolved turbulent kinetic energy that is captured in LES misses the subgrid
contributions, which is typically around 15-20% of the total turbulent kinetic energy [21].
The amount of subgrid contributions is dependent upon the grid resolution, the turbulent
intensity, the inertia of particles, and other factors such as near-wall effects. It is apparent
that such an amount of subgrid contribution can play a role in the dynamics of the dispersed
phase. This is addressed by the use of subgrid dispersion models [13] to get an approximate
representation of u+i . In the present study, three approaches are considered, which include
the no-model approach, the random walk (RW) model, and the differential filter (DF) based
model.
In the no-model strategy, the effects of subgrid dispersion is completely neglected.
Therefore, the approximation of u+i is given by
u+i = ui. (3.3.1)
Such an approach in an LES can lead to inaccuracies in the prediction of particle dynamics,
particularly when the SGS kinetic energy is significant or the particle time constant is small
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[70]. Both these conditions are prevalent in LES of practically relevant flows where usually
coarse grids are used for computational efficiency.
The stochastic RW subgrid dispersion model assumes the subgrid turbulence to be
isotropic and have a Gaussian probability distribution [16]. The approximation for u+i in the
RW model is specified through [71]





where X is a random number based on the normal distribution with zero mean and unit
variance.
The DF based subgrid dispersion model [11] belongs to the class of approximate
deconvolution method, which attempts to perform a reversal of the LES filtering, to capture
the energy associated with the barely resolved scales [27]. In this model, the approximation
for u+i is given by









Here, b is a model parameter, which is chosen to be the LES filter width, i.e., b = ∆. The
model parameter can be determined dynamically, which can be considered in a future study.
3.4 Numerical Methodology
The computational studies are performed using UTCFOAM, which is an in-house
extended version of the OpenFOAM software framework [72]. In the UTCFOAM, several
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of the subgrid dispersion models have been implemented, which are not part of the base
OpenFOAM software. This includes the DEVM for the SGS stress tensor and the subgrid
dispersion models for LES [73]. The details of the numerical methods employed by the
solvers for the carrier and dispersed phases are briefly discussed next.
3.4.1 Carrier Phase Solver
The governing equations for the carrier phase given by Eq. (3.1.4) and Eq. (3.1.5) are
spatially discretized using the finite volume method (FVM). The use of FVM allows for an
easier formulation using an unstructured computational mesh, which is useful for simulation
of complex configurations. Additionally, it can discretely ensure all the conservation laws.
The computational mesh considered in this study is unstructured and body-fitted and the
spatial discretization is based on a collocated cell-centered variable arrangement. A formally
second-order-accurate method is used for time integration of the spatially discretized equa-
tions. The PIMPLE algorithm, which is a combination of the PISO [74] (Pressure Implicit
with Splitting of Operator) and the SIMPLE [75] (Semi-Implicit Method for Pressure-Linked
Equations) algorithms, is used to ensure pressure-velocity coupling while solving for incom-
pressible flow using a collocated variable arrangement.
3.4.2 Dispersed Phase Solver
The time integration of the Lagrangian evolution equations for the dispersed phase
given by Eq. (3.1.7) and Eq. (3.1.8) is is performed by using the first-order-accurate Euler
scheme where the source terms are treated implicitly. The evolution of the dispersed phase
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is performed using the enhanced version of the computationally efficient and robust particle
tracking algorithm [76]. For example, new position of the particle xn+1p is computed from






Here, the time step size ∆tp can be different from the flow time step as the particles are
tracked from cell to cell by calculating and identifying the face crossings. The face crossing
approach is more efficient in the tracking of particles in complex geometries of unstructured,
arbitrary polyhedral cells, compared to methods that redetermine the hosting grid cell in
every iteration. Therefore a series of individual tracking events can be performed for a flow
time step size ∆tf , which ends when the particle crosses a face of a cell or when it arrives
at the final destination. The maximum time step used to track a particle is one defined for
continuous phase simulation (∆tf ). When the particle reaches a new destination either on
a face that has been crossed or at the particle’s final destination, the new particle velocity
at that point is calculated by integrating Eq. (3.1.8) using the implicit Euler scheme.
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CHAPTER 4
DESCRIPTION OF COMPUTATIONAL SETUP AND CASES
In this chapter, first, the test configuration that has been considered is described.
Afterward, a description of all the cases considered in this study is presented.
4.1 Computational Setup
To assess the subgrid models and further studies for examining the role of inertia of
particles, two-way coupling phenomenon, and polydispersity effects, particle-laden turbulent
flow over a backward-facing step is considered in this study. This particular flow configu-
ration has been extensively studied in the past due to its geometrical simplicity, relevance
to practical applications, and the presence of a wide range of physical phenomena. It is a
canonical flow configuration, which comprises flow features such as near-wall dynamics, sep-
aration, reattachment, shear layer, non-equilibrium behavior within the boundary layer after
reattachment followed by an approach of the boundary layer towards equilibrium. The nu-
merical investigation of turbulent flow in this configuration at practically relevant Reynolds
numbers is challenging to computational approaches. The presence of inertial particles with
a loading that leads to a two-way coupling to the turbulent flow increases the complexity.
This in turn makes this flow configuration even more challenging for computational models
to capture the wide range of flow physics prevalent in this configuration in a reliable and pre-
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dictive manner. Due to these reasons, this particular test case has been considered in many
past studies leading to the availability of reference data, which can be used for development
and assessment studies of computational methods and models.
Figure 4.1 A schematic of the configuration used in this study shown in the x− y plane
Figure 4.1 shows a two-dimensional (2D) schematic of the computational domain in
the central plane. The extent of the domain is 20H × 2.50H × 1.87H along the streamwise
(x), vertical (y), and spanwise (z) directions. Here, H = 0.0267 m is the step height. The
extent of the channel length upstream of the step is 16H. The computational setup follows
the past reference studies [7, 33, 77, 78]. In the x−direction, an inflow/outflow boundary
condition is used. Specifically, at the inflow boundary, a velocity profile corresponding to a
fully developed turbulent channel flow with a bulk velocity U0 = 10.5 m/s and a turbulence
intensity of 5% is specified. The Reynolds number (ReH) based on the bulk velocity and
the step height is 18,400. At the outflow boundary, the homogeneous Neumann condition is
specified for the velocity field. A no-slip condition is employed on the top and bottom walls
as well as the side walls of the computational domain.
The parameters corresponding to the particles are determined following the past
experimental [7] and computational [33] studies. We consider solid spherical copper particles
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with a density of 8800 kg/m3. The particles are injected at the inflow boundary after the
carrier phase flow field reaches a statistically stationary state with an injection velocity,
which is specified to be 88% of the local carrier phase velocity. The particles are distributed
uniformly at the inlet boundary. To examine the effects of Stokes number (St), coupling, and
polydispersity, the diameter and mass loading of the particles are varied. The baseline case
employed uniformly sized particles of diameter 70 µm with a mass loading of 10% leading
to St = 6.9 to enable a direct comparison with the reference data. For the particles, walls
are treated as rigid boundaries with perfect rebound characteristics and particles are allowed
to leave the outflow boundary. As mentioned in Sec. 3.1, the forces acting on the inertial
particles include gravity and sphere drag.
4.2 Computational Mesh
Figure 4.2 The mesh refinement near the step is shown for the coarse mesh
The meshing of the computational domain is performed using the Pointwise software
[79]. A close-up view of the computational mesh near the step is shown in Fig. 4.2. The
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mesh is refined in the near-wall and shear layer regions to accurately capture the dynamics
of turbulence in these regions, which are known to have higher levels of production of tur-
bulent kinetic energy. The grid spacings and number of points are specified following a past
numerical study [33]. The vertical spacing constraints near the wall, as well as the vertical





















(b) Medium mesh (x/H = 2.7, y/H = 0.7)
Figure 4.3 Resolved turbulent kinetic energy spectrum in the shear layer region obtained
using two different mesh resolutions and at two different grid points located in
the central x− y plane
We have considered three different computational grids in this study to assess the
grid convergence aspects of the results. These grids comprise 0.26, 0.92, and 2.18 million
cells. All of the grids considered in the study can be considered reasonable for performing
LES. This is evident from the resolved turbulent kinetic energy spectrum shown in Fig. 4.3,
where we can observe with both the grids, that a significant portion of the inertial range
showing the presence of the well-known −5/3rd power-law spectrum is resolved.
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Case SGS Closure Nx ×Ny ×Nz Processors Mesh size ( M cells) CPU Time (Hrs)
A1 No Model 259× 59× 20 14 0.26 46
A2 LDKM 259× 59× 20 14 0.26 94
A3 DEVM 259× 59× 20 14 0.26 61
A4 WALE 259× 59× 20 14 0.26 59
B1 WALE 389× 91× 30 56 0.92 317
C1 WALE 518× 119× 40 56 2.18 1140
Table 4.1 Simulation parameters for unladen cases considered in this study
4.3 Description of Cases
A wide range of test cases are considered in this study to examine grid convergence,
assess different types of subgrid models, and perform further applications studies. The first
set of cases are referred to as unladen cases (no particles), which are used to perform the grid
convergence study and to identify the best performing subgrid-scale (SGS) closure model for
this particular test configuration. The simulation parameters for these cases are summarized
in Table 4.1. The assessment of the performance of the closure models for the SGS stress
tensor is carried out using a coarse grid, as the SGS model contribution tends to be higher on
coarser grids. A no-model case is also considered to demonstrate the effects of the inclusion
of the SGS models. After identifying the best performing SGS closure, a grid convergence
study with this model is performed using three different grid sizes comprising 0.26 M, 0.92
M, and 2.18 million cells.
The second set of cases include the particle-laden flows, which are used to assess
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Case Coupling Disp. Model St CPUs Φm Cells (M) CPU Time (Hrs)
D1 One-way None 6.9 14 0.08 0.26 129
E1 Two-way None 6.9 14 0.10 0.26 172
E2 Two-way None 6.9 14 0.20 0.26 147
E3 Two-way RW 6.9 14 0.10 0.26 127
F1 Two-way None 6.9 56 0.10 2.18 1060
F2 Two-way DF 6.9 56 0.10 2.18 1150
F3 Two-way RW 6.9 56 0.10 2.18 1120
G1 Two-way RW 0.1 28 0.20 0.92 881
G2 Two-way RW 1.0 28 0.20 0.92 847
G3 Two-way RW 6.9 28 0.20 0.92 826
G4 Two-way RW 10.0 28 0.20 0.92 826
H1 One-way RW 1.0 56 0.01 0.92 1280
H2 One-way RW 1.0 56 0.20 0.92 1450
H3 Two-way RW 1.0 56 0.20 0.92 1540
I1 Two-way RW 1.0 56 0.20 0.92 1510
I2 Two-way RW 1.0 56 0.20 0.92 1540
Table 4.2 Simulation parameters for particle-laden cases considered in this study
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subgrid dispersion models while using the WALE model for the SGS stress tensor. Apart
from assessing the performance of subgrid dispersion models, additional cases are simulated
to examine the effects of St, two-way coupling, and polydisperse distribution of particles.
The number of particles simulated in each case is approximately 100k for Case D1, 130k
for the cases with mass loading of 0.10, and 260k for the cases with mass loading of 0.20.
Gravity was turned off for Case D1 because it was an initial test case to determine that
the parameters were defined properly. In particular, St = 0.1, 1, 6.9, and 10 have been
considered to examine the role of particle inertia. Note that for St ≪ 1, particles tend to
behave as tracer particles that follow the carrier phase, whereas for St ≫ 1, the particles
tend to not respond to the carrier phase. The baseline case corresponds to St = 6.9 for
which reference results are available for comparison. To examine the effect of particle-to-
fluid coupling effects, mass loadings of 0.01, 0.1, and 0.2 have been considered. To assess
polydispersity effects, additional cases corresponding to the conditions of the baseline case
have been considered, where the mean diameter of the particles is specified to be the same as
the baseline case with a standard deviation of 8.66% of the mean value. We have considered
uniform and normal distribution to examine the effects of polydispersity.
All the simulations have been evolved for 4 flow-through times to allows for initial
transients to pass and establish a statistically stationary state of the turbulent flow field.
Afterward, time-averaged statistics of the carrier and dispersed phases are obtained by sim-
ulating for an additional 10 flow-through times. Some of the cases have been simulated even
longer to ensure converged statistics of the flow field.
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ASSESSMENT OF SUBGRID MODELS
This chapter presents the results from the LES of unladen and particle-laden cases,
where the focus is on the assessment of the subgrid models considered in this study. The
subgrid models are used to attain closure of the SGS stress tensor in the governing equations
for the carrier phase, and the subgrid dispersion in the evolution equations for the dispersed
phase. First, the assessment of the models for the SGS stress tensor is discussed in Sec. 5.1,
which is accomplished by simulating the unladen cases using a coarse grid. Afterward, a
grid convergence study is discussed in Sec. 5.2 to identify the optimal grid with the chosen
model for the SGS stress tensor. Afterward, the assessment of subgrid dispersion models is
discussed in Sec. 5.3. Finally, a summary of the optimally performing modeling strategy is
presented in Sec. 5.4. The performance of models is examined by comparing the results from
the simulations with the available reference results [7, 33].
5.1 Subgrid-Scale Stress Model Assessment
We consider three well-established eddy viscosity-based closure models for the SGS
stress tensor. These include the dynamic eddy viscosity model (DEVM), the wall-adapting
local eddy-viscosity model (WALE), and the one-equation-based locally dynamic kinetic en-
ergy model (LDKM). Additional preliminary simulations with the classical Smagorinsky and
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the constant-coefficient one-equation-based model showed underperformance of these mod-
els, and therefore, the results from these models are not included. An additional simulation
was also performed, which did not use any SGS model to show the effects of the use of a
closure model. The predictive capabilities of the closure models are assessed in the terms
of comparison of the first- and second-order turbulence statistics of the streamwise velocity,
and the reattachment length. The profiles of the mean streamwise velocity and its intensity
are compared at four streamwise locations from the step, which are located at x/H = 2,
5, 9, and 14. These locations are indicated in Fig. 5.1, which shows the contours of the
time-averaged streamwise velocity in the central x − y plane overlaid with the streamlines
obtained from the case employing the WALE model. Immediately downstream of the step, a
sudden expansion of the flow causes separation and subsequent reattachment on the bottom
wall. This, in turn, leads to the presence of a primary corner recirculation zone. We can
also observe a small recirculation zone on the top wall and a secondary recirculation zone
at the step corner on the bottom wall. Qualitatively, all the models show a similar type of
mean flow behavior. Next, we discuss the comparison of the time-averaged profiles of the
streamwise velocity and its intensity.
Figure 5.2 shows a comparison of the wall-normal profile of the normalized mean
streamwise velocity obtained using different models at four streamwise locations. The re-
sults are compared with the reference experimental data [7]. As stated before, all the LES
cases employ the same coarse grid and same numerical method, thus illustrating a direct
comparison of the effects of the employed SGS model. Overall, all the four LES cases yield
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Figure 5.1 Contours of time-averaged streamwise velocity overlaid with streamlines obtained
from the unladen case with WALE as the SGS model. The four streamwise
locations are also indicated where profiles are compared with the experimental
profiles
similar results, where a reasonable agreement with the reference experimental profile can be
observed at x/H = 2. Similar to the experimental case, a backflow indicating the presence
of recirculating zone at this location is evident. Furthermore, a good agreement is observed
in the profile near the top wall. Some differences from the experiment are evident in terms of
a lower spreading of the shear layer and lower magnitude of the backflow velocity. A similar
reasonable agreement is also evident at x/H = 5 with deviations notable in the lower half
of the channel. However, further downstream, although all the closure models yield similar
profiles, the agreement with the experimental profile tends to decrease. The increased level
of differences can be attributed to the differences within the shear layer region observed at
x/H = 2, which affects the turbulent mixing and transport, and thus the characteristics of
the spatial development of the flow at downstream locations. Similar types of differences
between LES and experiments have been reported in the past studies of flow over a bluff
body [80] and flow over a backward-spacing step [33, 77, 81].
A further comparison of the results from different modeling approaches is carried
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(d) x/H = 14
Figure 5.2 Normalized streamwise mean velocity profile at four streamwise locations down-
stream of the step obtained from cases using different SGS stress models and
compared with the experimental results
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(d) x/H = 14
Figure 5.3 Profile of normalized streamwise intensity at four streamwise locations down-
stream of the step obtained from different SGS stress models and compared with
the experimental profile
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Figure 5.4 Wall shear stress distribution on the bottom wall for the unladen cases comparing
different SGS models
out in the terms of the wall-normal profile of the streamwise turbulence intensity, which is
shown in Fig. 5.3. It is evident from these figures that the no-model approach yields different
results compared to the other models as well as reference experimental data. At x/H = 2,
it underpredicts the values of the streamwise intensity by about 99% in the lower part of
the channel. On the other hand, the no-model overpredicts the intensity at x/H = 5 and
x/H = 9 in the lower part of the channel by 220% and 67%, respectively. These results
clearly show the need for the SGS model. At all the locations both WALE and LDKM
approaches yield similar and better results compared to the DEVM approach, particularly
up to x/H = 9 and in the lower half of the channel. The differences with the experimental
results by all the models are related to the spatial evolution of the shear layer, which tends
to differ between the simulation and experiments as shown before in Fig. 5.2.
The performance of the models is now assessed in terms of the prediction of the mean
reattachment length xR, which is defined in terms of the change in the sign of the wall shear
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stress (τw) on the bottom wall. The streamwise profile of τw from the four cases are shown
in Fig. 5.4. The reattachment length from these simulations is summarized in Table 5.1. All
the cases underpredict the reattachment length in comparison to the experimental value of
7.4 [7]. It is shown later in Sec. 5.2 that the refinement of the grid leads to an improved
prediction of the values of xR. We can observe that no-model and DEVM lead to higher
values of xR compared to the other two models. This can be attributed to a higher level of
dissipation in the WALE and LDKM on the coarse mesh [80]. However, we have already
observed that both no model and DEVM showed higher levels of discrepancy in the prediction
of the streamwise intensity (see Fig. 5.3), particularly in the lower half of the channel.
Table 5.1 Time averaged reattachment length (xR) in the central plane comparing the cases
employing different SGS models






Based on the results shown in this section, we can observe that both WALE and
LDKM yields comparable results on the baseline coarse grid. However, we consider the
WALE model for further studies as compared to DEVM and LDKM, it is computationally
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efficient. This is due to the algebraic formulation employed by WALE in comparison to a
dynamic approach in DEVM and the cost associated with solving an additional transport
equation and dynamic procedure in the LDKM approach. Specifically, the cost (in CPU
hours) per flow-through time is 4.7, 5.9, 6.1, and 9.4 for cases with no-model, WALE, DEVM,
and LDKM as SGS closures, respectively.
5.2 Grid Convergence Study
In this section, a grid convergence study is performed for the unladen cases where
WALE is used as a model for the SGS stress tensor. The baseline coarse grid considered
here followed a past LES study [33]. We consider two other grids referred to as medium
and fine grids in this study to demonstrate the grid convergence aspect of the results. The
total number of cells is 0.26 M in the coarse grid. The medium and fine grids are obtained
by increasing the number of points in each direction by a factor of 1.5 and 2, respectively,
leading to 0.92 M and 2.18 M cells in these cases.
Figure 5.5 shows the wall-normal profile of the mean streamwise velocity at the four
streamwise locations. We can observe an improvement in the agreement with the experi-
mental profiles as the grid is refined. The improvement is particularly noticeable at locations
further downstream of the step. Although the improvement from the coarse to the medium
grid is significant, the improvement from the medium to the fine grid is moderate, thus
indicating the adequacy of the medium grid. The improvement in the prediction of the
streamwise turbulence intensity as the grid is refined is also evident from Fig. 5.6. The
medium grid results as expected are better compared to the coarse grid case, particularly at
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(d) x/H = 14
Figure 5.5 Normalized streamwise mean velocity profile at four streamwise locations down-
stream of the step obtained from different meshes and compared with the exper-
imental profile
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(d) x/H = 14
Figure 5.6 Profile of normalized streamwise intensity at four streamwise locations down-
stream of the step obtained from different meshes and compared with the exper-
imental profile
the downstream locations.
The significant improvements in the prediction of the first- and second-order turbu-
lence statistics as the grid is refined from coarse to medium sized is also noted in the variation
of the wall shear stress profile on the bottom wall in the central x− y plane, which is shown
in Fig. 5.4. The size of the recirculation zone is smaller in the coarse grid compared to the
other two grids. Quantitatively, xR/H is 5.2, 6.2 and 6.6 for the coarse, medium and fine
grid cases, respectively.
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Based on the results in this section, we can infer that as the grid is refined, the agree-
ment with the experimental results tend to improve, albeit at an increased computational
cost. Since the medium grid showed improved predictions compared to the coarse grid for
the first- and second-order statistics and its computational cost is only about 30% of the
corresponding fine grid case, it has been chosen to perform further studies.
5.3 Subgrid Dispersion Model Assessment
We consider two dispersion models, namely, the stochastic random walk (RW) model
and the spatially uniform differential filter (DF) model, to assess the role of subgrid dispersion
models. Both these cases are simulated using the fine mesh. These cases are simulated at
St = 6.9 and Φm = 0.1 to facilitate a direct comparison with reference results. An additional
case with no subgrid dispersion model is also simulated to examine if the inclusion of a subgrid












Figure 5.7 Wall shear stress distribution on the bottom wall for the unladen cases comparing
different computational meshes
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dispersion model improves the agreement with the reference results.
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(d) x/H = 14
Figure 5.8 Normalized streamwise mean velocity profile at four streamwise locations down-
stream of the step obtained from different subgrid dispersion models and com-
pared with the experimental profile
The wall-normal profile of the mean streamwise velocity comparing the cases employ-
ing different subgrid dispersion models with the experimental data is shown in Fig. 5.8 at the
four different streamwise locations. We observe a very small sensitivity of the mean velocity
profile to the subgrid dispersion models at all the locations. The results from RW and no-
model tend to overlap and are slightly better compared to the profile obtained using the DF
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(d) x/H = 14
Figure 5.9 Profile of normalized streamwise intensity at four streamwise locations down-
stream of the step obtained from different subgrid dispersion models and com-
pared with the experimental profile
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model, particularly, in the lower half of the channel. However, the prediction of the profiles
of the streamwise intensity is in very good agreement with the reference data compared to
the DF and no-model approaches, which is evident from Fig. 5.9. The improved predictions
by the RW model in comparison to the no-model approach clearly illustrate the importance
of the inclusion of a subgrid dispersion model. Additionally, a better prediction at all the
locations compared to the DF model demonstrates the superiority of the RW model, at least
for this particular test configuration. A better agreement with the results by using the RW
model is also evident from the prediction of the mean reattachment length, which from the
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Figure 5.10 Normalized streamwise mean velocity profile of the dispersed phase at four
streamwise locations downstream of the step obtained from different subgrid
dispersion models and compared with the experimental profile
cases employing no-model, DF, and RWmodels is 6, 5.9, and 6.4, respectively, in comparison
to 7.4 from the experiments.
Similar to the profiles of the mean streamwise velocity of the carrier phase, the wall-
normal variation of the mean streamwise velocity of the dispersed phase shows minor sensi-
tivity to the employed subgrid dispersion model, which is evident from Fig. 5.10. However,
the sensitivity of the profiles of the mean streamwise intensity to the subgrid dispersion
model is enhanced as can be observed from Fig. 5.11. This is particularly evident at far
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(d) x/H = 14
Figure 5.11 Profile of normalized streamwise velocity fluctuations of the dispersed phase
at four streamwise locations downstream of the step obtained from differerent
subgrid dispersion models and compared with the experimental profile
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downstream locations, i.e., for x/H > 5. All the cases show significant differences com-
pared to the reference results, which can be attributed to discrepancies in the prediction of
the carrier phase flow field at the resolved level. At downstream locations, the cases which
utilize a subgrid dispersion model yield an increase in the intensity of the velocity of the
dispersed phase, which is still lower than the reference results, yet is better compared to the
no-model approach. In the core region of the channel, the RW model tends to produce a
higher fluctuation compared to the DF model, especially at far downstream locations.
Overall, the results in this section demonstrate that the use of a subgrid dispersion
model yields improved prediction of statistical features of the carrier phase flow field. There
are differences in the prediction of the statistics of the dispersed phase, which perhaps is
associated with the resolved field. Therefore, the inclusion of the subgrid dispersion model
only leads to minor improvements in the statistics, particularly, at downstream locations.
5.4 Summary
In this chapter, we carried out a detailed assessment of the predictive capabilities of
different modeling approaches for LES of two-way coupled particle-laden turbulent flow over
a backward-facing step. The assessment is performed in terms of comparison of the first-
and second-order statistics of the carrier and dispersed phases with the available reference
results. Based on the assessment of subgrid models, grid convergence, and computational
cost, we conclude that the WALE model for closure of the SGS stress tensor and stochastic
RW model for closure of the subgrid dispersion on the medium-sized grid can be considered
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EFFECTS OF INERTIA, COUPLING, AND POLYDISPERSITY
In this chapter, the effects of inertia of particles, particle-to-fluid coupling, and poly-
disperse distribution of particles on the features of the carrier and dispersed phases are
examined. All the simulations considered in this chapter employ the medium-sized com-
putational mesh (0.92 M cells) and use WALE and RW closures for the modeling of the
SGS stress and subgrid dispersion, respectively. First, a qualitative description of the three-
dimensional instantaneous flow field is provided in Sec. 6.1. Afterward, the results from
a variation of Stokes number, which characterizes the inertia of particles are presented in
Sec. 6.2. Next, the effects of particle-to-fluid coupling are analyzed in Sec. 6.3. Finally, the
results from a polydisperse distribution of particles are examined in Sec. 6.4 by comparing
with the monodisperse distribution of particles.
6.1 Description of Flow Field
Figure 6.1 (a) shows the iso-surfaces of the Q-criterion corresponding to the carrier
phase flow field at an arbitrary time instant to illustrate the key 3D flow features. We can
observe the formation of a shear layer with intense vorticity immediately downstream of the
step corner. The sudden expansion of the flow causes an adverse pressure gradient, which
results in the separation of the flow. This is evident from the negative values of the velocity
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adjacent and downstream of the step. The flow reattaches further downstream, after which
it tends to approach towards fully developed flow in a channel. Similar to wall-bounded
turbulent flow in a channel, intense vortical activity is observed in the near-wall regions.
The spatial distribution of the dispersed phase in 3D, colored by their spanwise posi-
tion is shown in Fig. 6.1 (b). The effects of turbulence of the carrier phase and gravity are
noticeable. Particles tend to distribute away from the recirculating region and approach the
lower wall further downstream due to the gravity force. At further downstream locations, the
dispersion in the wall-normal direction enhances, again illustrating the role of the turbulent
carrier phase flow field.
(a) (b)
Figure 6.1 Iso-surfaces of the Q-criterion (Q = 200, 000) colored by the carrier phase stream-
wise velocity (a) and the spatial distribution of particles colored by spanwise posi-
tion (b) both obtained from the two-way coupled case with St = 6.9 at Φm = 0.2
6.2 Effect of Stokes Number
The Stokes number (St) is defined as a ratio of the characteristic time scale of the
dispersed and the carrier phases, i.e., St = τp/τf . Therefore, for a fixed characteristic time
scale of the carrier phase τf , changing St implies a change in τp, which is related to the
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inertia of the particles. In particular, particles with smaller values of St (≪ 1) tend to follow
the carrier phase, whereas particles with larger values of St (≫ 1) tend to be unresponsive
to the local variations of the carrier phase dynamics. To examine the effects of inertia of
particles, we have simulated cases with St of 0.1, 1, 6.9, and 10 at a mass loading Φm = 0.2.
The change in St is attained by modifying the diameter of the mono-dispersed particles.
Note that the case St = 6.9 corresponds to the reference experiments.
(a) St = 0.1
(b) St = 10
Figure 6.2 Contours of instantaneous carrier phase streamwise velocity overlaid with the
spatial distribution of particles for cases with St = 0.1 and 10
Figure 6.2 shows the contours of the instantaneous streamwise velocity in the central

















Figure 6.3 Resolved turbulent kinetic energy spectrum from the cases with different Stokes
numbers at location (x/H = 2.74, y/H = 0.75) in the central x− y plane
distribution of particles is clearly evident. In the case with St = 0.1, the particles tend
to follow the local fluctuations in the carrier phase, thus highlighting the range of scales of
motion prevalent in the carrier phase flow field. However, at St = 10, the spatial distribution
of particles behave much differently, where the dynamics of particles are mainly affected by
their inertia and the gravity force. The behavior of the distribution of particles in cases
with St = 1 and 10 is transitional from low to high St, where the particles tend to follow
the large-scale flow features. These observations are consistent with the past studies, which
have shown that particles with low St act as tracers [9], and intermediate to high St particles
behave ballistically to the carrier flow field [63].
Further analysis of the resolved turbulent kinetic energy (TKE) spectrum at a location
in the shear layer at different Stokes numbers shows the effect of Stokes number on the
resolved energy, especially in the inertial regime. This is exhibited in Figure 6.3, with the
increased St cases resolving a higher energy level here.
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The particle number density was computed using a three-dimensional binning ap-
proach in the central plane of the channel to determine the number of particles in each bin.
The particles within one grid spacing of the central x-y plane past the step were analyzed.
The lower left corner had at least an order of magnitude more particles than the mean value
in the channel, so these points were skipped. For the St = 0.1 case, the particles on the
bottom wall were skipped all together for this same reason. Then, the count of particles
was normalized by the total number of particles in the bin. Next, the data was loaded in
Tecplot [82] and multiple time files were averaged to eliminate instantaneous clustering. Fi-
nally, the number density was normalized by the maximum value in a single bin to obtain
a range of 0 to 1. The normalized particle number density contours, shown in Figure 6.4
for the low, intermediate, and high Stokes numbers show the differences in dispersion for
cases with different particle inertia. The low St case shows nearly a uniform distribution,
with the exception of the small-to-moderate sized clusters. As the Stokes number increases,
the particles tend to concentrate towards the center of the channel, instead of preferentially
concentrating in clusters.
The effects of variation in St on the carrier phase are examined now in terms of
the time-averaged statistics. Figure 6.5 shows the contours of streamwise velocity in the
central plane for the cases with St = 0.1 and 10. Qualitatively, in both cases, the flow
features are similar, which shows the presence of a primary recirculation zone on the bottom
wall, a shear layer, a smaller recirculation zone on the top wall, and the approach of the
flow towards a conventional channel flow after reattachment. However, some differences are
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(a) St = 0.1
(b) St = 1
(c) St = 10
Figure 6.4 Normalized particle number density contours for the cases with different values
of Stokes number in the central x− y plane
70
(a) St = 0.1
(b) St = 10
Figure 6.5 Contours of time-averaged carrier phase streamwise velocity for cases with St =
0.1 and 10 in the central x− y plane
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(a) x/H = 2
















(b) x/H = 14
Figure 6.6 Normalized streamwise mean velocity profile at two streamwise locations down-
stream of the step obtained from different Stokes number cases and compared
with the experimental profile
noticeable as well. The spreading of the shear layer in the transverse (y) direction increases
with an increase in St, which, in turn, affects the reattachment length xR, of the primary
recirculation zone. The value of xR is 6.5, 6.3, 6.3, and 6.1 for cases with St = 0.1, 1, 6.9,
and 10, where, in general, a decrease in xR occurs with an increase in St. The behavior
of St = 1 is somewhat different where the particles tend to behave differently compared to
tracers or ballistic with respect to the carrier phase flow field.
A further quantitative assessment of the effects of St on the carrier phase statistics
is performed in terms of wall-normal variation of the normalized mean streamwise velocity
and its intensity. These are shown at two streamwise locations (x/H = 2 and x/H = 14)
downstream of the step in Figs. 6.6 and 6.7, respectively. The increase in St affects the
profile of streamwise velocity particularly in the lower half of the channel (y/H < 1) at
both locations. Note that in this region, we have significant spatio-temporal variations in
the carrier phase flow field (see Figs. 6.2 and 6.5), which, in turn, are further affected by
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(a) x/H = 2
















(b) x/H = 14
Figure 6.7 Normalized streamwise intensity at two streamwise locations downstream of the
step obtained from different Stokes number cases and compared with the experi-
mental profile
the particle-to-fluid coupling effects as particles tend to move toward the lower half of the
channel due to gravity. Note that the reference results from experiments correspond to
St = 6.9. Therefore, the profile from St = 6.9 case follows the experimental profile closely
compared to the low and the high St cases, particularly at x/H = 2 location. A thinner
shear layer is present St = 0.1 case, which was also observed in Fig. 6.5. In the upper half
of the channel (y/H > 1), the effects of St on the mean velocity profile tend to decrease
indicating that the coupling from the dispersed phase has reduced effects, which is again due
to particles moving towards the lower half of the channel due to gravity. The effects of St on
the streamwise intensity are much more pronounced at both the locations as evident from
Fig. 6.7. Similar to the mean velocity profile, St = 6.9 cases tend to follow the reference
experimental profile closely compared to low and high St cases, particularly at x/H = 2. At
the further downstream location, the intensity in the core region of the channel gradually
gets smaller with an increase in St.
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(a) x/H = 2
















(b) x/H = 14
Figure 6.8 Normalized streamwise mean velocity profile of the dispersed phase at two stream-
wise locations downstream of the step obtained from different Stokes number cases
and compared with the experimental profile

















(a) x/H = 2

















(b) x/H = 14
Figure 6.9 Normalized streamwise velocity fluctuations of the dispersed phase at two stream-
wise locations downstream of the step obtained from different Stokes number cases
and compared with the experimental profile
A further assessment is of the dispersed phase mean streamwise velocity and stream-
wise turbulent intensity at the closest and furthest locations downstream from the step, as
shown in Figures 6.8 and 6.9. For the mean velocity at the closest location to the step, the
St = 1 and 6.9 cases match the experimental profile in the lower half of the channel. For
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other locations, the profiles tend to overlap, denoting the Stokes number does not affect the
predictions of the mean velocity. This is because the fluctuations are averaged out over time.
For the turbulent intensities, the models produce the same behavior, with the higher Stokes
numbers producing higher magnitudes, but none match the experimental data well.
Overall, the results presented in this section highlight the role of St on the dynamics
and statistics of both the carrier and the dispersed phases. The change in St essentially
affects the inertia of particles, which causes a difference in the response of the particles to
the local carrier phase variations leading. The modified response by the particles, in turn,
feeds back to the evolution of the carrier phase flow field due to the particle-to-fluid coupling
effect, which, in turn, is also influenced by the gravity force.
6.3 Effects of Particle-to-Fluid Coupling
The particle-to-fluid coupling becomes important at higher mass loading (Φm ≥ 0.10)
[8]. Here, we examine the role of coupling on the carrier and dispersed phase dynamics and
statistics by considering two cases with Φm = 0.2 and St = 1. These cases differ only in
terms of coupling, as the two-way coupling effect is disabled in one of them.
Figure 6.10 compares the instantaneous velocity of the carrier phase overlaid with
particles in the central plane from the cases with one-way and two-way coupling effects.
Qualitatively, both cases show a similar type of spatial distribution of the particles, where the
particles tend to follow the large-scale flow features of the carrier phase flow field. However,
the case with the two-way coupling effect shows an increased level of dispersed distribution of
particles, especially further downstream in the channel, i.e., for x/H > 10. Additionally, the
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(a) Φm = 0.20 - 1W
(b) Φm = 0.20 - 2W
Figure 6.10 Spatial distribution of particles overlaid on the instantaneous carrier phase
streamwise velocity contour for cases with one-way and two-way coupling
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shear layer spreading in the transverse direction tends to be higher in the two-way coupled
case, which is discussed later in terms of the time-averaged statistics. Further analysis of












Φm = 0.20 - 1W
Φm = 0.20 - 2W
Figure 6.11 Resolved turbulent kinetic energy spectrum from the cases with one-way and
two-way coupling at location (x/H = 2.74, y/H = 0.75) in the central x − y
plane
the effects of the two-way coupling on the modulation of the carrier phase turbulent flow
field is carried out in terms of the behavior of the resolved turbulent kinetic energy (TKE)
spectrum. The spectra of TKE for the two cases at a location within the shear layer region
are shown in Fig. 6.11. Both cases show the presence of an inertial range with a −5/3rd
power-law behavior. The effect of coupling is noticeable in the inertial range, where an
increase in the resolved TKE occurs across the scales within this range. A substantial noise
is observed in the viscous dissipation range, although, the two-way coupled case consistently
shows a reduced level of the resolved TKE at such scales.
The particle number density is compared for the one-way and two-way coupled cases
in Figure 6.12. The profiles are similar, as the only difference was the two-way coupling
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(a) Φm = 0.20 - 1W
(b) Φm = 0.20 - 2W
Figure 6.12 Normalized particle number density contour for the cases with one-way and two-
way coupling in the central x− y plane
78
effects. Still, more small-scale features can be seen in the two-way coupled case due to the
increased particle dispersion.
(a) Φm = 0.20 - 1W
(b) Φm = 0.20 - 2W
Figure 6.13 Time-averaged carrier phase streamwise velocity contour for cases with one-way
and two-way coupling
Now, we examine the effects of coupling on the time-averaged contours of the stream-
wise velocity, which are shown in Fig. 6.13 for the two cases. The effects are apparent on the
spatial development within the shear layer region. In the two-way coupled case, the spread-
ing of the shear layer is higher at around x/H ≈ 1, which can be attributed to a relatively
higher TKE observed in Fig. 6.11 for a range of scales. However, the reattachment length
xR still tends to remain nearly similar in the two cases, which is 6.1 and 6 in the one-way
and two-way coupled cases. Further downstream of the reattachment location, qualitatively
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the contours of the streamwise velocity field tend to be similar indicating minimal effects
of the two-way coupling in these regions. This is also evident from the wall-normal profiles
of the time-averaged streamwise velocity profile at two different locations, which are shown
in Fig. 6.14. At x/H = 2, the two-way coupled case shows a thicker shear layer compared
to the one-way coupled case. The differences though between these cases are negligible at
x/H = 14. Such a behavior can be attributed to the role of gravity as most of the particles
tend to settle close to the lower wall further downstream in the channel, thus leading to a
reduced feedback effect from the dispersed phase to the carrier phase flow field in the regions
away from the wall. The case with two-way coupling effects also produces a higher turbulent
intensity of the carrier phase at x/H = 2, as shown in Figure 6.15 (a). The differences
between the two cases are not substantial further downstream.













Φm = 0.20 - 1W
Φm = 0.20 - 2W
(a) x/H = 2












Φm = 0.20 - 1W
Φm = 0.20 - 2W
(b) x/H = 14
Figure 6.14 Normalized streamwise mean velocity profile of the carrier phase at two stream-
wise locations downstream of the step obtained from cases with one-way and
two-way coupling and compared with the experimental profile
The particle-to-fluid coupling also affects the statistics of the dispersed phase. This is
shown in terms of the wall-normal profile of the normalized time-averaged streamwise mean
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Φm = 0.20 - 1W
Φm = 0.20 - 2W
(a) x/H = 2















Φm = 0.20 - 1W
Φm = 0.20 - 2W
(b) x/H = 14
Figure 6.15 Normalized streamwise intensity at two streamwise locations downstream of the
step obtained from cases with one-way and two-way coupling and compared with
the experimental profile













Φm = 0.20 - 1W
Φm = 0.20 - 2W
(a) x/H = 2












Φm = 0.20 - 1W
Φm = 0.20 - 2W
(b) x/H = 14
Figure 6.16 Normalized streamwise mean velocity profile of the dispersed phase at two
streamwise locations downstream of the step obtained from cases with one-way
and two-way coupling and compared with the experimental profile
particle velocity and turbulent intensity shown in Figs. 6.16 and 6.17 at two streamwise
locations. For the mean velocity, as expected, the case with the two-way coupling enabled
closely follows the experimental profile at x/H = 2 particularly in the lower half of the
channel. Similar to the carrier phase, the case with the one-way coupling shows a sharper
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Φm = 0.20 - 1W
Φm = 0.20 - 2W
(a) x/H = 2















Φm = 0.20 - 1W
Φm = 0.20 - 2W
(b) x/H = 14
Figure 6.17 Normalized streamwise velocity fluctuations of the dispersed phase at two
streamwise locations downstream of the step obtained from cases with one-way
and two-way coupling and compared with the experimental profile
variation within the shear layer region and shows a lower velocity near the bottom wall
compared to the two-way coupled case. The turbulent fluctuations are also closer to the
experimental data for the two-way coupled case at x/H = 2, yet still much lower in the
upper part of the channel. This can be contributed to the Stokes number of these cases,
as the experimental data was obtained for St = 6.9 Away from the shear-layer region at
x/H = 2 and further downstream location, i.e., x/H = 14, both cases show a similar
variation for the mean velocity and turbulent intensity, thus indicating negligible effects of
coupling.
The results presented in this section demonstrate the role of two-way coupling on
the evolution of both carrier and dispersed phases. The effects are important particularly
in the shear-layer and separated flow regions, which affect the instantaneous, spectral, and
statistical features of the flow field. This is mainly due to modulation of the turbulence by
the particles when the two-way coupling effects are enabled, which can attenuate or enhance
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the TKE depending upon the scales of the flow field. The two-way coupling, therefore, affects
the inter-scale interactions in the carrier phase, which in turn can affect the evolution of the
inertial particles.
6.4 Effects of Polydispersity
Since real-world applications have variability in particle dimensions, a distribution of
particle sizes is natural. This not only provides a larger distribution of energy scales for the
dispersed phase but also provides different inertial responses. In the E-L point-particle-based
approach, although the physical size of particles is not explicitly accounted for, the particle
relaxation time implicitly accounts for the effects of particle sizes [12]. To examine the effects
of variability in particle sizes while considering inertial particles, we assess two different types
of distribution by comparing with the results from a mono-disperse distribution of particles
with St = 1 and Φm = 0.2. In the polydisperse cases, the lower and upper bounds for the
diameter of particles are specified to be dmin/dm = 0.85, and dmax/dm = 1.15, respectively.
We employ two distributions, namely a uniform distribution and a Gaussian distribution,
with the standard deviation of particle diameter specified as σ/dm = 0.09.
The contours of the instantaneous velocity of the carrier phase, overlaid with the
spatial distribution of particles, are shown for the three types of particle size-distributions
in Fig. 6.18. Qualitatively, all the cases show a similar spatial distribution of particles up
to x/H = 10, where most of the particles tend to concentrate in the core region of the
channel with effects of gravity also noticeable. However, further downstream, qualitative





Figure 6.18 Particle distribution overlaid on the instantaneous carrier phase streamwise ve-
locity contour for cases with different types of distribution of particles
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Figure 6.19 Resolved turbulent kinetic energy spectrum in the shear layer (x/H = 2.74,
y/H = 0.75) for the case with different types of particle distributions
and Gaussian distributions show a similar dispersion of particles compared to the case using
a uniform distribution of particles.
Figure 6.19 compares the resolved TKE spectra obtained from mono-disperse and
poly-disperse cases. All the cases show the −5/3rd power-law behavior in the inertial range.
However, the polydisperse cases exhibit higher variability in the inertial range, thus indicat-
ing enhanced fluctuations in the flow field due to particles with different levels of inertia.
The TKE corresponding to the small-scale viscous dissipation range is also higher in the
polydisperse case compared to the mono-disperse case, with the case employing uniform dis-
tribution showing a consistently higher level of TKE corresponding to small-scales. Although
the first and second-order statistics of the employed distributions for the polydispersed cases
are the same, the intermittency of the particle sizes in the case with the uniform distribution
is large, thus enhancing the level of intermittency of the coupling effects from the dispersed





Figure 6.20 Normalized particle number density contour for the cases with different types of
particle distributions in the central x− y plane
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Figure 6.20 compares the normalized particle number density contours for the dif-
ferent particle size distributions considered here. Both poly-disperse cases display more
intermittency of the number density throughout the channel, with the uniform distribution
displaying more of these features. The mono-disperse and Gaussian distributions are the
most similar.
















(a) x/H = 2















(b) x/H = 14
Figure 6.21 Normalized streamwise mean velocity profile of the carrier phase at two stream-
wise locations downstream of the step obtained from the cases employing mono-
and poly-disperse distributions of particle size and compared with the experi-
mental profile
Qualitatively, the time-averaged contours of the streamwise velocity of the carrier
phase in the central plane are nearly identical in the three cases considered here and therefore
are not shown here for brevity. This is also evident from the wall-normal profile of the
streamwise velocity at x/H = 2 and 14 in Fig. 6.21, where we can observe nearly overlapping
profiles from the three cases. This is also true for the streamwise turbulent intensity profiles,
shown in Figure 6.22, with the polydisperse cases only providing a slight increase in the
intensity. The mean reattachment length, although, shows some variability, where xR = 6,
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5.9, 6.2 from the mono-disperse, Gaussian distribution, and uniform distribution cases. Such
a variation can be attributed to the nonlinear effects of coupling and intermittency in the
size distribution of particles, which, in turn, can modulate the turbulent flow field.
Similar to the time-averaged statistics of the carrier phase, the wall-normal profiles of
the streamwise particle velocity and turbulent intensity fields shown in Figs. 6.23 and 6.24
do not show any significant effects of polydispersity. The profiles at both of the streamwise
locations tend to nearly collapse. The results presented in this section demonstrate that the















(a) x/H = 2


















(b) x/H = 14
Figure 6.22 Normalized streamwise intensity at two streamwise locations downstream of the
step obtained from cases with the cases employing mono- and poly-disperse
distributions of particle size and compared with the experimental profile
effects of polydispersed distribution are mainly on the instantaneous and spectral features of
the carrier and the dispersed phases. However, the effects of polydispersity on the first-order
time-averaged statistics of the carrier and dispersed phases tend to be negligible, at least for
the considered level of variations in the diameter of the particles.
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(a) x/H = 2















(b) x/H = 14
Figure 6.23 Normalized streamwise mean velocity profile of the dispersed phase at two
streamwise locations downstream of the step obtained from the cases employing
mono- and poly-disperse distributions of particle size and compared with the
experimental profile















(a) x/H = 2















(b) x/H = 14
Figure 6.24 Normalized streamwise velocity fluctuations of the dispersed phase at two
streamwise locations downstream of the step obtained from the cases employing





The point-particle-based strategy for large-eddy simulation (LES) while considering
the Eulerian-Lagrangian method is a computationally tractable approach for numerical in-
vestigation of particle-laden turbulent flows that are observed in engineering and natural
systems. The present study focused on two aspects of LES-based studies of such flows. The
first focus was on assessing the performance of the well-established subgrid models for the
closure of the subgrid-scale (SGS) stress tensor and the subgrid dispersion. The emphasis of
the second part of the study was to examine the effects of parameters that govern the physi-
cal processes in these flows. The study has been performed by considering the widely studied
test configuration, referred to as turbulent flow over a backward-facing step at ReH = 18, 400.
This model configuration is commonly observed in many engineering applications and allows
for the study of complex physical phenomena in a geometrically simpler setup. The com-
putational setup primarily focused on a two-way coupled configuration for which reference
results were available in the literature. The simulations were carried out using an in-house
extended version of the OpenFOAM software. In the following sections, first, the key ac-
complishments of this study are described. Afterward, potential future studies that can be
carried out based on this study are discussed.
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7.1 Key Accomplishments
The key accomplishments of this study are as summarized as follows:
• Subgrid model implementation in OpenFOAM: The focus of the study on the
assessment of the subgrid models was to consider three well-established eddy viscosity
based closures, namely, WALE, DEVM, and LDKM for the closure of the SGS stress
tensor, and RW and DF models for the subgrid dispersion. The open-source version
of OpenFOAM software considered here had WALE and LDKM options available. It
had no options for the DEVM and the subgrid dispersion. Therefore, the solver was
extended to include these models for assessment studies.
• Assess closures for SGS stress tensor term: The unladen configuration was con-
sidered to examine the performance of WALE, DEVM, and LDKM modeling strategies
while employing a coarse grid computational setup. An additional simulation employ-
ing a no-model strategy was also considered to demonstrate the need for SGS closure.
The assessment was performed in terms of comparison of metrics, which include the
first- and second-order statistics of the flow field (wall-normal profile of streamwise ve-
locity at different streamwise locations) and the mean reattachment length with respect
to the experimental results. The analysis of results showed that the no-model strategy
yields inaccurate results and both WALE and LDKM showed overall a good agreement
with experiments. The quality of agreement with the experimental data was better
in the regions closer to the vicinity of the step. As the cost of the algebraic WALE
model is 37% lower than the one-equation-based LDKM, therefore, WALE model was
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considered for further studies.
• Grid Convergence Study: The unladen setup was chosen to carry out a grid conver-
gence study where the WALE model was used for the closure of the SGS stress tensor.
For this, three grids labeled as coarse, medium, and fine with 0.26 M, 0.92 M, and 2.18
M cells, respectively, were considered. As the grid was refined all the metrics showed an
improvement agreement with the experimental results. However, the improvement was
much more apparent as the grid was refined from coarse to medium and nominal from
medium to fine. To keep further computations in this study tractable and leverage the
benefits of subgrid modeling, the medium grid was chosen for further studies.
• Assess closures for subgrid dispersion: We considered the two-way coupled particle-
laden flow with St = 6.9 and Φm = 0.1 to examine the performance of RW, DF, and
no-model approaches for the closure of subgrid dispersion using the fine mesh setup.
Overall, the performance of the stochastic RW model has been proven to work best in
terms of metrics for reattachment length and the fluctuating particle velocity in the
core region of the channel. The other statistics were less sensitive to the type of the
employed subgrid dispersion model.
• Application studies: A major focus of the study was to use the optimal subgrid
models to perform LES-based investigation of the effects of particles inertia, coupling,
and a polydisperse distribution of the particles. The effects of inertia of particles were
examined by simulating 4 cases with St of 0.1, 1, 6.9, and 10. To study the effects
of two-way coupling, two cases at St = 1 were considered, where they differ in terms
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of feedback from particles to the fluid. Overall, the dynamics, spectral characteristics,
and the statistics of the carrier and the dispersed phases were observed to be sensitive
to the effects of inertia of particles as well as two-way coupling. However, for the
considered level of the polydispersity, where the results from the uniform and Gaus-
sian distributions were compared with the mono-disperse case, the sensitivity of the
results was smaller, although variations were observed in the spectrum of the resolved
turbulent kinetic energy.
7.2 Future Outlook
The goal of the present study was to assess the performance of subgrid models for
LES of two-way coupled particle-laden turbulent flow in a canonical separating/reattaching
flow to enable cost-efficient LES of such flows for parametric studies. The present study can
be extended in several directions to accomplish different goals. Some of these directions are
summarized below:
• Model improvements: To enhance the predictive capabilities of the subgrid disper-
sion models, there is a need to extend their regime of applicability. Some specific future
work can focus on the use of a dynamic procedure to determine the model parameters
in the DF model for non-homogeneous wall-bounded flows. Furthermore, a hybrid
stochastic/deconvolution-based strategy or, a multi-scale approach can be considered
for modeling subgrid dispersion.
• Improved point-particle strategy: Although particle-resolved LES still tends to
be intractable for applications, however, the underlying mathematical model for point-
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particle LES can be improved by accounting for the effects of finite-size particles on
the carrier phase, particularly, in a two-way coupled scenario. Therefore, canoni-
cal configurations with a limited number of particles can be considered to perform
particle-resolved simulations for improvements of subgrid models to be used in the
point-particle-based strategy.
• Extend the analysis to reacting cases: Since many combustion processes such
as engines or furnaces use spray injection of fuels, therefore, the present study can
be considered for such configurations. This will require additional models to account
for subgrid fluctuations in the temperature field of the carrier phase and handling of
evaporation of particles where the size of particles changes. The wide range of complex
phenomena involved in such cases requires a systematic study of different physical
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