ABSTRACT Transfer learning is a promising deep learning approach that can be used in applications that suffer from insufficient training data. Parameter transfer, which is a method of improving the accuracy and training speed by training the target network using the parameters of the source network, selects two conventional parameter repurposing methods, such as parameter freezing and fine-tuning depending on the amount of target data and network size. In this paper, we propose a novel method to increase the performance in the target domain in an intermediate approach of both methods. The proposed method, selective parameter freezing (SPF), freezes only a portion of parameters not freeze or fine-tunes all parameters within a layer by choosing output-sensitive parameters from the source network. Freezing only sensitive parameters while training is to reduce the amount of trainable parameter and protect informative parameters from overfitting to a small number of target data. Using two sets of the source-target domain, artificial faults with different fault size and artificial faults-natural faults of rolling element bearing, the proposed SPF allows adaptation to the target domain by choosing the best degree of freezing with various amounts of target data and size of networks compared to conventional approaches.
I. INTRODUCTION
Due to the development of end-to-end deep learning, datadriven fault diagnosis has achieved significant technological advances in recent years [1] . Compared to traditional physics model-based or handcrafted, feature-based machine learning, deep learning requires less human effort to build a diagnostic model and achieves higher performance [2] . However, it is difficult to apply the method in industrial fields. First, it is difficult and, in many cases dangerous, to obtain actual failure data in real-world settings [3] . In most settings, the number of faulty samples we can obtain for training the diagnostic model is extremely limited because failure in industrial fields
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is usually unacceptable. As a solution to this problem, transfer learning has been proposed.
Transfer learning is a new branch of machine learning; specifically, it is a technique for transferring knowledge learned from a related source task to improve the performance of a target task [4] - [6] . Transfer learning is proving to be beneficial in engineering applications and in text and image classification [7] , [8] . Transfer learning using a different source of image datasets has also been actively studied [9] - [11] . One of the most-studied practical examples is Google's Inception model [12] ; this model required a large amount of time and computer resources to learn the ILSVRC dataset [13] , which consists of 150,000 images and 1000 object categories. Using the Inception model as a starting point, new image classification models in different domains can be trained with less resources and data [14] , [15] .
In the present works on fault diagnosis using transfer learning, domain adaptation and parameter transfer methods are mainly studied. Domain adaptation minimizes the domain shift of the shared subspace when discrepancy between the source and target domains occurs [16] . Qian et al. [17] used a maximum mean discrepancy metric to minimize the distribution of the feature space of the source and target domains to diagnose rolling element bearings with different working condition, Zhang et al. [18] proposed a higher-order KL divergence and applied it to the diagnosis of bearings and gearbox failure. Many other studies [19] - [28] have also performed vibration-based fault diagnosis studies with domain adaptation. Domain adaptation works even if the target data is unlabeled, and can be used when the source and target tasks have the same categories. On the other hand, parameter transfer is a method used to extract a generalized feature from a source dataset and accelerate training time of target task, which has small dataset. Zhang et al. [29] used parameter transfer to diagnose under changing working conditions, and Shi-Sheng and Song [30] used a large number of normal data as source data to diagnose a small number of gas turbine fault samples. Cao et al. [31] and Shao et al. [32] used ImageNet models [15] as the source network to perform various fault diagnosis for rotating machineries. Although parameter transfer requires some labeled target data, it can learn target data with significantly different distribution of source data [33] .
The parameter transfer approach freezes the shallow layer near the input layer of the source network and fine-tunes the deep layer near the output layer to the target data. As the source network is larger and more complex than the size of the target dataset, it focuses on freezing more layers and mitigating overfitting and maintaining the generalization ability of the source network. The larger the target dataset size, it is the more likely to freeze the only shallow layers and attempt to increase the adaptability to the target domain. Therefore, parameter transfer is accompanied by several trials and errors to find the depth of the frozen layer which can achieve the best performance [34] .
The limitation of this freezing and fine-tuning is to exclude the opportunity to learn the general features from the target data by freezing all the parameters of the shallow. The use of direct source features through freezing is accompanied by the risk of performance degradation as the distribution of source and target data differs. This problem occurs from the fact that parameter transfer approach does not offer any option for adjusting the freezing and fine-tuning inside a layer.
In this paper, we propose selective parameter freezing (SPF), an alternative approach to the two conventional parameter repurposing methods, parameter freezing and finetuning. SPF is devised to find a compromise for these methods that mitigate overfitting and, at the same time, have adaptability to target domains. The proposed SPF method allows retraining of only unnecessary parameters to the target data, while important source features remain. For SPF, we use parameter sensitivity as the output for determining available parameters. As a result, SPF can obtain better performance, as compared to conventional approaches. The remainder of this paper is organized as follows. Section 2 provides background knowledge for neural networks and transfer learning. In Section 3, the proposed SPF method is introduced, and details are described. In Section 4, the experimental setup for the validation of the proposed approach is described. Section 5 and 6 contains the results of two case studies for bearing diagnosis. Section 7 summarizes and concludes this paper.
II. BACKGROUNDS
This section describes the basic knowledge, formulas, and notations about neural networks and transfer learning that are necessary to understand the proposed approach. The scope of the description is not intended to cover all aspects of neural networks and transfer learning, but to provide enough context to understand the approach proposed in this paper.
A. NEURAL NETWORKS
Neural networks have been proposed as autonomous knowledge learning algorithms that are not task-specific and not programmed. In general, a neural network refers to a technique for finding the relationship between an input and an output by adjusting the weight between connected nodes (so-called neurons). Since so many variations of neural networks have been developed, we focus here only on multilayer perceptron (MLP) and 1-D convolution neural network that used for validation of the proposed method.
1) MULTILAYER PERCEPTRON
The most basic structure, MLP is sometimes referred to as a 'vanilla network', because the latest neural network techniques, such as CNN, RNN, etc., all have their origin in the MLP structure. MLP receives input layer values, linearly 46918 VOLUME 7, 2019 projects with weight matrix W and bias vector b, and applies activation functions f to the output layer. The output of the previous layer is used as input to the next layer, deepening the structure. Output layer h, applied to input layer x is expressed by (1) and (2) .
MLP with L layers representing dataset (x, y) can be expressed as (3). y = f (. . . w [2] f (w [1] x + b [1] ) + b [2] .
where
is the prediction of y (i) , N x is the input size, N y is the number of classes, and M is the number of samples in the dataset.
In MLP, the input and output nodes of each layer are fullyconnected by the weight matrix. The activation function f (·) changes the distribution or adds non-linearity to the output, and various types are introduced (e.g., sigmoid, ReLU).
The output layer has a softmax function as an activation function different from other layers in the classification task. The purpose of the softmax function is to make the MLP's output layer a logistic regression layer, which is a classifier. The output of the logistic regression layer with respect to the linear projection z of the previous layer input is shown in (4) .
Through the softmax, the final outputs of the MLP are predictions of a multiclass classification problem that satisfieŝ y i ∈ [0, 1] and
The training network is set up to solve an optimization problem to find the W [l] and b [l] (l = 1, 2, . . . , L) that best represent the output y to the input x. The loss function of this optimization takes predictionŷ and real output y and gives an error for the task. Usually, the cross-entropy loss in (5) is used to measure this error in the classification problem.
where, B is the batch size of the mini-batch gradient descent method. This is because minimizing the cross-entropy loss and maximizing the log likelihood of the logistic regression are exactly the same. In Convolutional layer, features are extracted through convolution operation with several kernels in one local region of input. The output feature y i for input x by the convolution operation with i th kernel K i is expressed as:
where, x(j) denotes the j th local region of the input x (j = 1, 2, . . . D, D is the output dimension), and bi is a bias corresponding to i th kernel K i , σ is activation function, * is dot product between kernel K i and local region of input x(j).
The output y i then passes pooling layer, which is commonly added right after the convolutional layer. The pooling layer is down-sampling of feature y i in order to reduce the number of parameters and give invariance to locational shift to the feature. The most popular pooling function is maxpooling, which can be expressed as:
where p i denotes the i th feature after pooling, y i (t) denotes the t th unit of the previous convolutional layer output y i , W is the width of the pooling window, R is the output dimension of the pooling layer. Convolution neural network extracts highly abstracted features by stacking several stages consisting of convolutional and pooling layers. Then, the extracted feature is used to perform the classification operation, in which MLP called a fully connected (FC) layer. At this time, the input of the MLP becomes the output passing through the last pooling layer.
B. PARAMETER TRANSFER AND PARAMETER REPURPOISNG METHODS
Transfer learning using parameter transfer is a method of obtaining high performance by using a well-learned network as a feature extractor for similar tasks with insufficient data This approach is widely used in the fields of natural and medical image classification, satellite photo classification, and emotion recognition [14] , [35] - [37] . Recent studies have also shown that even in the field of fault diagnosis, a highaccuracy diagnostic model can be developed with fewer fault samples [32] , [33] .
Parameter repurposing is essential step in parameter transfer methods. The parameter repurposing method is determined by specifying whether the transferred parameter for each layer is frozen or fine-tuned in the training process. All known parameter repurposing methods involve initializing the parameters of the last FC layer of the source network as shown in the Fig. 1(a) -(d). This is because the last layer that performs classification must be re-trained to match a new task with a different number or distribution of new label set. Oquab et al. [37] used a pre-trained network [15] trained to ImageNet dataset [38] for the classification of a relatively small Pascal VOC dataset [38] . In this work, (a) parameter freezing method was used. Marmanis et al. [35] and Ng et al. [36] and also used parameter freezing method to train emotion recognition and satellite photograph classification using ImageNet based pre-trained network. These works have in common that the source network is large and the source and target domains are similar. In the case of (b) partial freezing (or fine-tuning), the size of the pre-trained network is large, but the difference between the source and target domains is also large (i.e., from images to vibration) as shown in the work by Shao et al. [32] . (c) fine-tuning is used when the source and target domains are similar (i.e., vibration with different working conditions) and the size of the network is small, as in [29] . Summarizing the existing studies, the parameter repurposing method should be determined by the size of dataset, the size of network and the domain difference between source and target. Fig. 1 (d) is the proposed repurposing method, selective parameter freezing which will be described in section III.
III. PROPOSED METHOD: SELECTIVE PARAMETER FREEZING FOR SMALL DATASET
As described in Section II, parameter freezing and finetuning can be combined to provide improved performance for small target datasets depending on network size or domain differences. However, in the existing parameter repurposing methods, only one method can be used for each layer. For example, as in Fig. 1(b) , when freezing the shallow layer, we cannot expect to learn additional general features from the target data. Also, the less layers the source network has, the less the option to adjust the ratio of freezing to fine-tuning. Therefore, we propose a new repurposing method that can use both freezing and fine-tuning in one layer in order to derive optimal performance of parameter transfer.
As shown in Fig. 1(d) , the SPF is a compromised approach that freezes only partial parameters during the training. SFP is proposed to overcome the disadvantages of both the freezing and fine-tuning approaches. Instead of freezing all the parameters belonging to a specific layer of the source network, the proposed SPF selectively freezes the parameter that plays a role as the feature extractor, that is, the parameter that has a high sensitivity on the output. Fig. 2 describes the overall procedure for SPF-based transfer learning. First, the network is trained to the source task (X s , Y s ) and the source parameters θ s = (θ (i)
A. OVERALL PROCEDURE OF SELECTIVE PARAMETER FREEZING (SPF) METHOD
is number of parameters) are obtained. Some of the source parameters are highly sensitive with respect to the result of the network, which means contain features useful to the source task. In CNN case, the average sensitivity within a kernel determines whether the kernel should be frozen or not. The sensitivity of parameter θ i is denoted as ξ i . Here, we introduce a hyperparameter α which is a threshold value for the parameter sensitivity ξ i . If the ξ i . Is higher than α, the parameter θ i is set to be untrainable in the training. Third, the target task (X t , Y t ) is trained using only trainable parameters that have low sensitivity to the source task; this is so that they can provide more adaptability to the target task by allowing learn new features from the target task.
In order to train a network using SPF, different gradients must be delivered to the gradient descent update rule, based on their sensitivity. The gradient descent update rule is written as follows:
where η is the learning rate. Here, we introduce SPF for the update rule:
If ξ i corresponding to θ i is higher than the threshold α, the gradient is set to zero and θ i is not updated to be frozen. If α is given to be larger than the highest sensitivity among all parameters, the training works the same as in the fine-tuning method. If α is 0 or smaller than 0, all parameters are frozen and not updated. In other words, the threshold α changes the balance between freezing and fine-tuning.
B. DETERMINATION SENSITIVITY OF SOURCE NETWORK PARAMETERS
Research for defining features from trained network parameters has been attempted; approaches proposed to date include active hidden unit screening [33] , and visual inspection depending on domain knowledge [39] , among others. These methods are limited because they do not include direct quantification of the influence of the parameters to the task. The feature should be defined by their level of impact on the performance of the task. Thus, we determined whether the parameter is a feature or not by using the derivative of the output with respect to the parameter; we call this the parameter sensitivity ξ . The parameter sensitivity implies that when a parameter is changed, the larger the value of the output change, the more sensitive the parameter. In our study, the parameter sensitivity ξ for parameter θ i is expressed VOLUME 7, 2019 as (10).
Equation (10) is a root mean square of the derivative of thê y k with respect to the parameter θ i . An arbitraryŷ k (k = 1, . . . , N y ) with respect to the weight w ji and bias b j of the final layer can be expressed as (11) and (12):
where, i and j is an index of the column and row of weight matrix, respectively. By using a chain rule, the derivatives ofŷ k with respect to the w ji and b j are expressed as:
Using the quotient rule of derivatives, the derivative of (11) is:
where δ kj is a Kronecker delta. Also, the derivatives of the z j to the parameters are:
Thus, the sensitivities with respect to weight and bias for the final layer are, respectively:
The shallower layer's sensitivity can also be calculated by applying more chain rules to (13) and (14) . To acquire more robust results, we use N randomly sampled source data and average them. There is an obvious trade-off between robustness and calculation time. However, the complexity of calculating ξ for a single layer is only O ( nm), where n and m are the number of input and output nodes, respectively. This is exactly same as that of a single epoch of the backpropagation in the training; therefore, the complexity problem is very minor.
IV. EXPERIMENTAL SETUP
This section describes the data and the details of its acquisition and the data augmentation method.
A. DATASETS
To validate the performance of the SPF, we prepare two transfer tasks and corresponding two pairs of bearing diagnostic datasets. The first transfer task is transfer to a different fault size domain and the second task is transfer from artificial to natural fault domain.
1) CASE WESTERN RESERVE UNIVERSITY DATASET
The first datasets provided by Case Western Reserve University's Bearing Center are vibration data measured from normal and faulty ball bearing operations. The data includes vibrations acquired at the fault size of 0.18mm to 0.54mm, separately in the ball (BF), inner raceway (IRF), and outer raceway(ORF). The bearings with normal and faulty conditions were rotated by a motor of 0 to 3 horsepower (hp). The rotational speed of the bearing is in the range of 1,720 to 1,790 RPM, depending on the load of the motor. The vibration data was measured by an accelerometer attached at 12 o'clock on the drive end of the motor housing. Data were collected for 10 seconds at a sampling rate of The two faults are similar in terms of vibration characteristics, but it is important to distinguish them prematurely because the spall originates from the subsurface of the raceway causing a crack on the surface, while flaking is caused by a direct cracking of the surface. Therefore, causes and coping methods may also be different.
2) ACCELERATED LIFE TEST (ALT) TEST-BED DATASET
The second dataset is also vibration data measured from rolling element bearings during operation. This bearing data was obtained from the ALT test-bed for rolling element bearings. The test bed consists of a motor for driving, two support bearings for supporting the shaft, a load, and the test bearings shown in Table 2 , and a 3-axis accelerometer mounted vertically on the test bearing housing. In Fig. 3 , the configuration of the test-bed is shown. The data used is acceleration in the vertical direction at the ground. All data were collected at a sampling rate of 10,000 samples per second. In this ALT test bed, two purpose of data were acquired. First, artificial fault data. As with the case western reserve university dataset, four types of artificially implemented fault data were acquired including normal condition, but data for each health condition were measured for four rotating speeds as shown in the Table 3 . Second, natural failure data. Two kinds of naturally occurring failure, inner race spall and inner race flaking data were obtained through the accelerated life test. These faults occurred at the same rotational speed and load. Also, normal, early failure, and severe failure samples were obtained according to the level of vibration amplitude as shown in the Fig. 4 . Details are given in Table 4 . Spall and flaking shown in Fig. 5 are not easy to be distinguish from their vibration signals when they occur in the same subcomponent such as inner raceway, which are presented in Fig. 6 . Because two fault types generate the same characteristic frequency of BPF (ball pass frequency), it has similar resonance frequency components in the enveloped FFT as shown in Fig. 7 . Especially in the early stage, it is not easy to discriminate because of low energy level of fault signal.
For example, in image classification, we can increase the amount of the data by cropping and translating, changing illumination and brightness, and reflecting the image. Since the vibration data is one-dimensional in the time domain, it is possible to use only a cropping and translation. Like the example shown in Fig. 8 , a window of size N slides and crops to collect the augmented samples. 
B. DATA AUGMENTATION
Data augmentation is a preprocess performed to obtain better performance from a limited amount of training data. The more data the neural network trains, the better the generalization and the performance. If the network is trained with only a small amount of data, this can easily lead to overfitting and a decrease in the generalization performance. For example, in image classification, we can increase the amount of the data by cropping and translating, changing illumination and brightness, and reflecting the image.
V. CASE STUDY 1: TRANSFER TO DIFFERENT FAULT SIZE
In order to compare the performance of the proposed method and the conventional approaches, parameter transfer was performed using a case western reserve university bearing dataset. Input size N is set to 1,024, and the first layer of the network is designed to have a wide kernel as proposed in Zhang et al. [18] . The network has five convolutional-ReLUBatch-Norm-Max Pooling Blocks and two Fully-connected layers with a total of 41,510 parameters. 1-3 th convolution layers of the network are frozen/fine-tuned or selectively frozen. Details are in Table 5 . In addition, three transfer tasks were used to derive SPF performance. Each set is set so that the source data is sufficient for one type of fault size and the target data is given only a small amount for the other two fault sizes as described in Table 6 .
A. PERFORMANCE BY HYPERPARAMETER α
The key feature of the SPF is an adaptation to the small number of target data by introducing a hyperparameter α to change the balance between freezing and fine-tuning within a layer. Therefore, we can achieve both advantages of fine-tuning and freezing by adjusting the α appropriately. For the transfer tasks, the result of the accuracy evaluation by varying the α is shown in Fig. 9 . In Fig. 9 , α per is percentile α, which is the α corresponding to the upper α per % of the overall parameter sensitivity. When α per = 0, parameters belonging to all SPF layers become trainable regardless of its sensitivity. Likewise, when α per = 100, all layers are frozen.
First, when training the target data from scratch, the accuracy of the transfer set was only about 80%. And the accuracy from the parameter transfer using fine-tuning was more than 11 ∼ 16% higher than that. On the other hand, the freezing showed 8 ∼ 10% accuracy improvement. In other words, the accuracy of the fine-tuning method for transfer sets A, B, and C was 2.36%, 2.62%, and 5.73% higher than freezing, respectively. By applying the SPF method, we can freeze only a portion of parameters within a layer by changing α, and 46924 VOLUME 7, 2019 fine-tune only the rest. In this experiment, the parameters were further frozen at 10% intervals. The highest performance which is 3.96% higher than that of fine-tuning was obtained at α per = 40 in the transfer set A. To transfer set B and C, accuracies were also improved by 3.42% and 2.22%, respectively.
B. EFFECT OF THE NUMBER OF TRAINING SAMPLES AND NETWORK SIZE
We used 70, 140, 280, 500 and 1000 training samples in the same network to determine the relationship between the size of the dataset and the performance enhancement in the SPF. Fig. 10 is the diagnostic accuracy according to the amount of training sample derived for transfer A. When the number of samples was very small, fine-tuning the network resulted in poor accuracy. However, as the number of samples increased, the fine-tuning method gave higher accuracy. In the case of freezing, the accuracy was about 9% higher than the finetuning method with 70 samples. However, the fine-tuning was superior given sufficient samples were available. In Fig. 10 , the performance of the SPF is plotted with the highest accuracy from the α per of 10-90 with 10 intervals. The SPF has better performance than conventional methods with all tested sample numbers. In particular, the improvement in accuracy was higher with less samples. Table 7and Table 8 summarize absolute performances and SPF performance improvements (compared to the higher performance between fine-tuning and freezing) for transfer sets A, B and C, respectively. A notable increase in the performance of the SPF method was observed as the number of samples less than 500. SPF always gives a performance similar to that of a better method of fine-tuning and freezing, because accuracy depending on α occur continuously between the performance of fine-tuning and freezing.
Next, we examined the performance of SPF the parameter repurposing methods including the proposed depending on the size of the network. The number of samples in the experiment was set at 280, and the number of kernels belonging to the convolutional layers were multiplied by ×0.5, ×1, ×1.5, . . . , ×4 to change the size of the network. A networks with four times the number of kernels have 14 times more parameters to the original network.
As can be seen in Fig. 11 , when the size of the network is very small (about 13,000), the overall diagnostic performance is greatly decreased. SPF also showed low performance and fine-tuning showed the highest performance. It should be noted that as the size of the network increases, the performance of freezing increases, while the performance of finetuning decreases. This is because the number of trainable parameters is very large when the network size is large, so the fine-tuning method quickly reduces the training loss but not with the validation error. Freezing, on the other hand, has increased accuracy as the network size larger. This seems to be due to sufficient data and well-considered regularization to ensure good test accuracy to source data (generally close to 100%) when increasing the size of the source network. SPF performed better than other methods for all network size settings except for the smallest network. In the largest network, the performance gap to the freezing method is the smallest, when SPF has α per of 90, which has 90% of frozen parameters. 
VI. CASE STUDY 2: TRANSFER FROM ARTIFICIAL FAULT TO NATURAL FAULT
Industrial fields are suffering from a small amount of data to develop a fault diagnosis model. Industries are extremely sensitive to equipment faults or failures and have a conservative management system to prevent failures in advance. Nevertheless, the development of fault diagnosis models is important for the construction of cost-effective management systems. Obtaining fault data from equipment and applications in the field is difficult therefore it is challenging to develop diagnostic models. Transfer learning using parameter transfer can be an appropriate solution to this problem.
In this case study, we will develop a model to diagnose natural faults from the accelerated life test of rolling element bearings using parameter transfer of network trained with artificial fault data. Table 11 describes the details of the transfer task. The source network was trained for 16 categories of data, normal and three types of artificial faults obtained at four rotational speeds. The target data consists of normal and four kinds of fault, inner race spalling and flaking depending on the severity of failure, and relatively small number of samples are provided for training. All training samples were augmented with a window size of 2,048. Table 12 shows the accuracy of various diagnostic methods for comparison with the proposed SPF method. For comparison, 1) SVM, MLP, CNN trained from scratch without transfer learning, 2) CNN with frozen or fine-tuned layers were used. The SVM was trained with 1,025 FFT coefficients of a sample as an input. CNN has been tested with several levels of freezing and fine-tuning, and its subscripts indicate how many shallow layers are frozen. For example, CNN 0 means fine-tuning all layers, CNN 3 means that three shallow layers are frozen.
A. DIAGNOSTIC PERFORMANCE FOR PROPOSED METHOD
As a result, the methods trained from scratch have lower performance than the parameter transfer methods. CNN, however, showed up to 97% accuracy when the number of samples was sufficient. Parameter transfer methods have different accuracy depending on degree of freezing and CNN 3 method has showed the highest accuracy with smaller dataset. And when the training samples were sufficient, the best results were obtained when the first layer was frozen or all fine-tuned, and the best accuracy was 99.8% in the finetuning method with 2000 samples. The proposed method, SPF, showed generally high accuracy. In particular, when the number of samples is 100 or 200, the diagnostic performance is about 4-5% higher than the freezing and fine-tuning method. However, when 1000 or 2000 samples were used for training, the performance was 1-2% lower. The result of this case study from artificial faults to natural faults shows that the parameter transfer is useful to develop diagnostic models with small natural fault samples and SPF can achieve higher performance for this problem. Fig. 12(a) shows the map of parameter sensitivity of the source network trained for various artificial faults data. Each box represents the weight matrix of the convolutional layers, and since the second layer is a three-dimensional matrix, it represents the average in the input depth direction. Therefore, the horizontal direction is the kernel width, and the vertical direction is the number of the kernel. The first thing to look at is that not all parameters are related to the output, even though the source network has been trained for a lot of data. Therefore, the parameters expressed in blue in Fig. 12(a) do not affect the performance of the source task even if their values change.
B. VISUALIZATION OF FROZEN PARAMETERS BY HYPERPARAMETER α
The SPF method allows only these parameters to be trainable. Fig. 12(b)-(d) show the freezing state of the parameters according to α. As mentioned in Section III, SPF freezes a kernel if the average sensitivity of the kernel is greater than a given α. The pink horizontal lines in Fig. 12(b)-(d) represent that the kernels are frozen. In this figure, it can be assumed that while the frozen shallow layers are not able to learn the general features in the target domain, SPF allows the general features at the to be learned while also reducing the number of trainable parameters. 
C. VISUAL INSPECTION OF FEATURE SPACE
To better understand the effect of SPF, we looked at the feature space of the last fully connected layer in 2D space using t-SNE. In Fig. 13(a) , features from the target data through the source network are plotted before training for target data. Interestingly, the features from the natural fault samples are weakly clustered even though the network is not yet trained for the natural fault domain. For example, FIGURE 13. Feature space of networks using t-SNE with respect to the natural fault data.
normal and fault group are clearly classified, and in the fault group, the samples are observed in the order of severe spall -early spalling and flaking -and severe flaking (the arrow direction in the plot). This feature space shows that the source features learned for artificial faults can already classify normal and faulty classes and express some difference between fault types. Also, the region with mixed early spalling and flaking samples implies that they are represented by similar features. Fig. 13(b) is the feature space of the frozen all convolutional layer (CNN 5 ) trained for 100 samples. Here, we can identify faulty sample groups that are similar to Fig. 13(a) , but more distinctive. This indicates that the frozen network performs classification utilizing the transferred features. Fig. 13(c) represents the feature space of CNN 0 . Unlike the case of Fig. 13(b) , early faults and severe faults form separate groups to each other. This implies that more feature space transformations occurred than CNN 5 .
Finally, the feature space of CNN SPF is plotted in Fig. 13(d) . In the feature space of CNN SPF , each class has a distinctive group, but it is located in the same order as the fault clusters to acquire sufficiently good features in the source domain such as from artificial to natural fault diagnosis problem.
VII. CONCLUSION
In this paper, we propose a selective parameter freezing-based parameter transfer approach to perform vibration-based fault diagnosis in extreme situations, even when only a small number of training samples are available, for example, natural fault data from industrial fields. The SPF approach provides an intermediate option between freezing and fine-tuning to take advantage from both approaches. The performance of the proposed approach was validated using two datasets. The proposed method achieves a maximum diagnostic accuracy when the training samples are insufficient regardless of the network size. We also demonstrate that the parameter transfer from artificial fault diagnostic model to natural faults is effective and the proposed method is available to improve the performance more. We looked into the feature space to investigate how the approach improves the performance of parameter transfer. Through the inspection, we made two discoveries. First, the feature space the CNN trained with only artificial faults are able to extract features to classify normal and faulty state of the natural fault data. Second, the proposed method maintains the feature space of the source network and improves the accuracy by adapting to the domain of the natural fault. In the proposed method, the network is able to learn new features from target domain with reduced network capacity, and mitigates overfitting and enhance the domain adaptability. Through this study, we showed that the configuration of parameter repurposing is influential, and the proposed method provide a new option for the optimization of the parameter transfer approach.
