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data and to high leverage points in the design. Carroll & Gallo (1982) and Brown (1982) point to the lack of robustness as a very severe problem of the method of orthogonal regression.
This motivates the search for closely related robust alternatives. Carroll & Gallo (1982) introduce a consistent, asymptotically normal robust estimate which can be used whenever each design point is replicated exactly twice. Brown (1982) discusses the possibility of using reweighted orthogonal regression to estimate a straight line through the origin. However, if poor initial estimates of the true slope and 'error free' explanatory variables, 1,30, X1, . .. , X,,, are used to compute the weights, and some outliers remain unchecked, then the final estimates will be poor as well.
Based on some simulations, Brown concludes that robust linear regression may be preferable to robust orthogonal regression in the errors-in-variables set-up. As we shall see later, this conclusion can be reversed by using properly defined and properly computed orthogonal regression M estimates.
Orthogonal regression M estimates are defined as solutions of the minimization problem min p{(a'xi -b)/SS},
Ija1j= 1,b
where p is some loss function designed to induce robustness in the resulting estimate and S,, is some estimate of the scale of the orthogonal residuals. Notice that (2) is the particular case of (3) when p(t) = t2 and S,, = 1. We show later in ? 4 that to obtain robust estimates p must be bounded and S, must be robust. This is natural since the role of p is to downweight the influence of residuals which are large in comparison to S,,. Therefore, robust estimation of the scale of the orthogonal residuals is an important related problem. The idea of constructing robust estimates by means of minimizing a robust scale was first used by Rousseeuw (1982) in the context of linear regression; see also Rousseeuw & Yohai (1984) . This idea was also exploited by Li & Chen (1985) to define robust estimates of multivariate scale and principal components.
Orthogonal regression S estimates are defined as follows: for a given unit vector a and number b, let S(a, b) be the M scale of a'xl,..., a'xn; that is, S(a, b) is a solution
The rest of the paper is organized as follows. A computing algorithm is presented in ? 2. An application and examples are given in ? 3. Asymptotic and robustness properties of orthogonal regression M estimates are discussed in ? 4. In particular it is shown that these estimates are consistent at the errors-in-variables model if the distribution of the error, E, in (1) is spherically symmetric, that is, the distribution of a'e is the same for all unit vectors a. It is also shown that they are robust provided the loss function p is bounded.
Unfortunately consistency does not hold in general. Indeed, in ? 5 examples are presented in which the estimate is actually asymptotically biased. On the other hand, the asymptotic bias seems to be fairly small in all the cases considered.
An important assumption for our consistency proof is that cov (AEi) = o 2I for some specified matrix A, which therefore can be assumed to be equal to the identity matrix, I, without loss of generality. On the other hand, if A cannot be specified and can be consistently and robustly estimated by An say, orthogonal regression M estimates can still be computed, using An instead of A; we conjecture that in this case consistency and robustness can be preserved. This, however, deserves further study.
COMPUTING ALGORITHM AND MONTE CARLO
The computing algorithm is laid out in four steps as follows.
Step 1. Given data xl,... , x, , compute yi = xi -m, where m is some robust multivariate location estimate. A simple choice, adopted in our simulations and examples below, is the coordinate-wise median.
Step 2: Reparameterization. To avoid redundancy and to allow a simple differential approach, the unit vector a is expressed in polar coordinates; that is, a = a(O), where o= (o, ., op) with 0< Oj-,m for j= 1.
, Observe that the symmetric treatment of the data and the compactness of the parameter space are preserved by the new parameterization.
Step 3 In this simulation, a = 0 and ,3 was chosen at random uniformly between -5 and 5 to take account of the fact that the effect of outliers on the competing estimates depends on the 'true' value of ,3.
Six estimates of /3 were computed: (i) T1, the classical least-squares estimate; (ii) T2, the classical orthogonal regression estimate; (iii) T3, the repeated medians estimate (Siegel, 1982) , which has a breakdown point of 2 and is often used as initial estimate in the linear regression set-up; (iv) T4, the M estimate of regression using (5) with c = 47 and computed by the usual reweighted least-squares algorithm, with T3 as initial estimate; (v) T, the orthogonal regression S estimate using (5) with c = 1-56 and b = 0 5; and (vi) T6, the orthogonal regression M estimate using (5) with c=4 7. Both T5 and T6 are computed by the algorithm described above; T4 and T6 are 95% efficient at the Gaussian linear regression and errors-in-variables models, respectively. 
var (a'x1, . . ., a'xn)
where a is a unit vector and S is a robust scale estimate. The minimizing unit vector 4A
gives the direction producing the largest difference between a robust and a nonrobust measure of dispersion. For a survey of projection pursuit techniques, see Huber (1984) . Since the minimum of (7) is invariant under affine linear transformations one can equally well work with the standardized data y. = V-2(xi -m). Here, m and V are the sample mean and covariance matrix. For the standardized data, the denominator of (7) is constant, equal to one, and the minimization problem reduces to that of searching for the direction of smallest robust spread, that is, a robust orthogonal regression S or M estimate.
Example 1. The data in Table 2 Example 2. The data in Table 3 on simultaneous pairs of measurements of serum A useful measure of the degree of bias-robustness of an estimate is its maximum asymptotic bias over a contamination family. A robust estimate is expected to be stable in a neighbourhood of the target model and therefore to have a relatively small maximum asymptotic bias. Clearly, the maximum asymptotic bias of an estimate is a function of ?, the fraction of contamination, so one is led to consider maximum bias curves. Two important robustness concepts, the breakdown point and the gross-error sensitivity, are derived from such curves. The breakdown point of an estimate is the smallest value of e for which the maximum asymptotic bias attains its theoretical maximum, usually equal to oo. The gross-error sensitivity is the derivative of the maximum bias curve at E=0. It can be used, when finite, to obtain a local linear approximation to the maximum asymptotic bias curve, near zero. For discussion of these and other robustness concepts, see Hampel 
The asymptotic variances for 0 and a can be derived from (13) and (14) in the usual way.
CONCLUDING

REMARKS
The case where the errors Ei in model (1) are independent and identically distributed is of considerable practical interest. In this case, the joint distribution of E is spherically symmetric if and only if the common marginal distribution is Gaussian. In the nonGaussian case, Corollary 1 does not apply and the orthogonal regression M estimate may be asymptotically biased. However, numerical computations indicate that the asymptotic bias is small. For example, consider the orthogonal regression M estimate using (5) with c = 4-7. We found that, if the distribution of x and y is as in ? 2 except that u and v are independent, Student's t random variables with k degrees of freedom, the asymptotic bias B is no larger than 0-005. The worst case, B = 0-005, corresponds to k =4. The Student's t distributions used in our computations were scaled so that the 'signal-to-noise ratio', r2, measured in terms of the square of the median of the absolute deviations, is approximately equal to two. The use of a robust measure of dispersion is justified on intuitive grounds and also by the fact that Student's t distributions with k S 2 do not have finite variance. The asymptotic bias is quite small, despite the poor signal-tonoise ratio used in our computations. The maximum asymptotic bias over E-contaminated neighbourhoods, computed using (10), is small too, even for moderately large values of E. Also the breakdown point is fairly large as shown in Table 4 . Therefore we can conclude that this estimate enjoys a fair degree of bias-robustness as is consistent with the Monte Carlo results in Table 1 . It follows from (14) that the influence curve of orthogonal regression M estimates is unbounded; there are sequences {Ynl for which ifi{e(yn, 00o)}Z(yn, 6o) -so as n -> 00. Therefore, the gross-error sensitivity of these estimates is infinite and cannot be used to approximate their maximum asymptotic bias. This emphasizes the importance of formulae (10) and (11) which give the exact asymptotic bias and breakdown point for these estimates. Note that boundedness of the influence curve is neither a necessary nor sufficient condition for bias-robustness. For example, in the regression set-up, so called generalized M estimates have bounded influence curves and their breakdown points shrink to zero as the dimension of the factor space increases. On the other hand, S estimates of regression have unbounded influence curves but breakdown-point 2, independently from the dimension of the factor space.
However, it may be of interest to study the bias-robustness properties of bounded influence estimates in the errors-in-variables set-up. In the linear regression case, bounded influence estimates are defined for example as the solution of ?
