In this paper, a scheduling method for heterogeneous embedded systems is developed. At first, an internal representation model called FunState is presented which enables the explicit representation of nondeterminism and scheduling using a combination of functions and state machines. The new scheduling method is able to deal with mixed datdcontrol flow specifications and takes into account different mechanisms of non-determinism as occurring in the design of embedded systerns. Constraints imposed hv other already imolemented comoonents with increasing degrees of non-determinism. Moreover, the complexity of the models of computation and communication greatly increases the danger of system deadlocks or queue overflows, see, e.g., [lo].
Introduction
One of the major sonrces of complexity in the design of embedded systems is related to their heterogeneity. On the one hand, the specification of the functional and timing behavior necessitates a mix of different basic models of computation and communication which come from transformative or reactive domains. In addition, we are faced with an increasing heterogeneity in the implementation. This not only concerns the functional units which may he implemented in form of dedicated or programmable hardware, microcontrollers, domain specific or even general purpose processors. In addition, these units communicate with each other via different media, e.g., busses, memories, networks, and by using many different synchronization mechanisms.
This heterogeneity caused a broad range of scheduling policies in hardware and software implementations. Two extreme possibilities are static schedules like those developed for synchronous data@w (SDR models [9], and EDF (earliest deadline first) schedules developed for dynamically changing task structures. Many intermediate possih have been developed over the years.
Recently, a methodology has been defined to deal with the modeling problem of complex embedded systems for the purpose of scheduling 116, 171. The model SPI (system property intervals) as defined here is a formal design representation internal to a design system. It combines the representation of communicating processes with correlated operation modes, the representation of non-determinate behavior, different communication mechanisms such as queues and registers, and scheduling constraints.
The present paper is concerned with a scheduling procedure adapted to this kind of internal representation. Problems which are typical for the design of complex embedded systems are, e.g., different kinds of non-determinism such as partially unknown specification (to he resolved at design time), data-dependent control flow (to he resolved at run time), or unknown scheduling policy (to be resolved at compile time), and dependencies between design decisions for different system components. These properties necessitate new scheduling approaches as the number of execution paths to be considered grows exponentially Permission to make digitel or hard copies o f a i l or part oftliis work for prrsunal or classroom w e is granted withuui fee provdrd that copies arc not made or disliibiiled lor prolil ,m commcmial adianiilge and that copics buar this l i d c c and thc full citation on the first p"c. [14] , or timed automata. There exist some approaches to apply symbolic methods to controlldata path scheduling for high-level synthesis. BDDs are used to describe scheduling constraints and solution sets either directly [I 11 or encapsulated infinite state ma-
In [15], a common representation called Funstare is presented which unifies many different well-known models of computation, supports stepwise refinement and hierarchy, and is suited to represent many different synchronization, communication, and scheduling policies. Based on this model, we present an approach to symbolic schednling using interval diagrams techniques. In particular, the following new results are described in the paper:
A refinement of the SPI model of computation [16, 171 called Funstate is presented which enables the explicit representation of different mechanisms of non-determinism and scheduling using a mixture of functional programming and state machines.
A scheduling method for heterogeneous embedded systems is developed which takes into account these different kinds of nondeterminism and constraints imposed by other already implemented components and which deals with mixed datdcontrol Row specifications. The resulting scheduling automaton is optimized with respect to the length of static blocks and the number nf states. The approach is illustrated using a hardwarelsoftware implementation of a fast molecular dynamics simulation engine.
FunState and Scheduling
Mainly in the fields of embedded systems and communication electronics, common forms of representation for mixed controlldata-oriented systems have gained in importance. Therefore, the FunState formalism has been developed which combines dataflow properties with finite state machine behavior [E]. It refines the SPI model of computation [16, 171 by introducing internal states, e.g., for modeling scheduling policies. FunState can be used as an internal representation in the design phase. In the scope of this paper, we use only a simple subset of FunState suitable for scheduling. While the transition predicates in general may be also on values of data items, we allow only predicates on queue content-the numbers of tokens in queues. We ignore explicit tinung properties (execution times, timing constraints, etc.). The concurrent execution of state machines of different components is asynchronous and interleaved.
The Model of Computation

The Problem
Consider a constellation of components mapped onto different implementational units and communicating via queues in a distributed, parallel settine. The comuonents have both data and control flow Droper-
ties. Non-determinisms may exist resulting from incomplete specifications or data denendencies resolved onlv at run time. In this paoer, we deal with the nrkhlem of findine a feasible schedule for the comDonents . " , mapped onto one implementational unit respecting constraints given by other comnonents. In this context. feasible means that the schedule is deadlock-&e and guarantees hounded queue contents.
To orecise this. we consider a simnle examole. Assume that component> of the example FunState mddel of Fibre 1 represents a processor transformine data streams between the comoonents A and C. Let A and C be compoients mapped onto hardware suih as an input or output device, respectively, or an interface to a sensor, an actor, or another processor.
Let the behaviors of A and C be specified by the respective state machine. Not considering these additional constraints may lead to less Using the symbolic scheduling techniques proposed below, the above issues are taken into account. Intuitively, the scheduling is performed by replacing dark-shaded states hy white states-taking decisions and thus removing design alternatives. In this paper, we consider only software scheduling using a uniprocessor. Extensions for hardware scheduling under resource constraints or scheduling for several processors are easily possible.
FunState and Symbolic Methods
With regard to formal verification, the techniques for symbolic model checking of process networks based on interval diagram techniques as described in [I31 are directly applicable to FunState as the transition behavior of FunState is very similar to that of the considered models of computation. Thus, using FunState to model a mixed hardwarelsoftware system enables its formal verification comprising the whole well-known area of symbolic model checking concerning the detection of errors in specification, implementation, or sche$uling. Properties as the correctness of a schedule may he affirmed by proving the boundedness of the required memory and the absence of artificial deadlocks. In the scope of this paper, symbolic methods based on interval diagram techniques are used not only to analyze but even to develop scheduling policies for FunState models.
Interval Diagram Techniques
For formal verification of, e.g., process networks [13], Petri nets [141, or timed automata, interval diagram techniques-using interval decision diagrams (1DDs) and interval mapping diagrams (1MDsphave shown to be a favorable alternative to BDD techniques. This results from the fact that for this kind of models of computation, the uansition relation has a very regular structure that IMDs can conveniently represent. While BDDs have to represent explicitly all possible state variable value pairs before and after a certain transition, IMDs store only the state distance-the difference between the state variable values before and after the transition. In this paper, we only give a brief, informal summary of structure and properties of IDDs and IMDs and the methods required for scheduling.
Interval Decision Diagrams
IDDs are a generalization of BDDs and MDDs-multi-valued decision diagrams4owing diagram variables to he integers and child nodes to he associated with intervals rather than single values. In Figure Za 
Interval Mapping Diagrams
IMDs represent valid state transitions, for instance, the execution of functions depending on predicates on queue contents. IMDs are represented by graphs similar to IDDs. Their edges are labeled with functions mapping intervals onto intervals. The graph contains only one terminal node. Figure 2b) shows an example IMD. With regard to transition relations, IMDs work as follows. Each edge is labeled with a condition-the predicate interval--on its source node variable and the kind and amount of change-the action operator and the action interVal-the variable is to undergo. Each path represents a possible state transition which is executable if all edges along the path are enabled.
Image Computation
Similarly to formal verification like symbolic model checking, an operation named imge computation is fundamental for symbolic scheduling techniques. The image Im(S,T) of a set S of system states with respect to transition relation T represents the set of all states that may be reached after exactly one valid transition from a state in set S. In
[13], an efficient algorithm is described to perform forward or backward image computation using an IDD S for the state set and a IMD T for the transition relation, resulting in an IDD S' representing the image state set.
Symbolic Scheduling
Symbolic methods for control-dependent scheduling have shown to he effective techniques to perform controlldata path scheduling, e.g., [61.
They often outperform both L I P and heuristic methods while yielding exact results. Furthermore, all possible solutions to a given scheduling problem are computed simultaneously such that additional constraints may he applied to find optimal schedules. In this paper, we present a symbolic approach to the scheduling of systems represented as FunState models. The approach based on interval diagram techniques avoids the explicit enumeration of execution paths by using these symbolic techniques.
Conflict-Dependent Scheduling
As mentioned in Section 1, quasi-static and related scheduling approaches, e.g., [8, 41 , try to combine the advantages of static and dynamic scheduling methods. To achieve this, the resolution of data or environment dependent control is done at run time whereas the tasks that need to be executed as a consequence of a run-time decision are scheduled statically. The aim is to make most of the scheduling decisions at compile time, leaving at. m time only choices that, e.g., depend
on the value of data. As mentioned in Section 2.2, we call this latter kind of m time choices conflicts and the corresponding schedqling techniques conflict-dependent. The former design decisions at compile time are named alternatives. AB we ignore explicit timing properties in the scope of this paper, the resulting schedulesimilarly to scheduling of, e.g., marked graphs-consists of seqnences of function executions.
Initially, the given FunState model contains a schedule specifcation automaton which extends the FSM part such that all possible schedule behaviors are modeled. This FunState model represents a totally dynamic scheduling behavior and is used to perform the symbolic scheduling procedure as described below. The result of this procedure is the schedule controller automaton which restricts the scheduling behavior to he only conflict-dependent. This automaton may replace the specification automaton of the original FunState model, e.g., for analysis purposes such as verification. Finally, the controller automaton may be transformed into program code to implement the controller.
Conflicts and Alternat.ives
A conflict in our understanding is a non-determinism in the specification which may not be resolved as a design decision, but of which all possible execution traces have to be taken into account during the schedule.
Thus, the multi-reader queue q4 in Figure 1 does not represent a conflict as both following functions may read all tokens of q4 independent of their value or possible external circumstances.
In contrast to that, the queue q1 in Figure 3a) is a multi-reader queue that may contain tokens which only one of the queue's readers fi and f3 consumes (depending, e.g., on the token data) hut the other one does not. Besides such data-dependent conflicts, conflicts depending on environmental circumstances may occur. The states of the FSM part of FunState models are divided into three types. According to Section 2.2, light-shaded states are called conflict sfafes, dark-shaded states are nltemative state, and delemimfe sfafes are white. While the property of a state to be determinate is derived directly from its transition predicates, the non-determinate states have to he divided explicitly into conflict states and alternative states as both are semantical properties. All transitions leaving an alternative state represent design choices which may be ma& during the schedule development. In contrast to that, all transitions leaving a conflict state represent decisions which may not be taken at compile time, but which keep their non-determinate character until rnn time.
Determinate states with only one outgoing transition are called static as there exists only one possibility to quit them. Determinate states with more than one transition, alternative states, and conflict states are named dynamic because they represent a dynamic execution behavior with several traces depending, e.g., on quene contents or data.
Schedule Specification Automaton
To model the above-mentioned conflicts, a schedule specification automaton is built which represents all possible conflict behaviors and thus specifies all valid schedules. The lower part of Figure 3 a) shows the specification automaton used to describe the above-mentioned conflict behavior conceming f2 and f3 with regard to 41. When one of the functions is enabled-qr contains at least one token-, the automaton can make a transition from the initial alternative state to the conflict state. Then, after executing either f2 or f3 it returns to the alternative state.
Besides the variables for the quene contents, a state vatiable c for the FSM states has been introduced. 
Performing Symbolic Scheduling
The aim of the described scheduling process is to seqnentialize functions specified as concurrent while preserving all given conflict alternatives. The resulting schedule has to be deadlock-free and bounded as mentioned in Section 2.2. Using interval diagram techniques, the regular state transition graph is traversed symboiically without constructing it explicitly. This is achieved by iterative image computations as explained in Section 3. An intervalmapping diagram such as shown in Figure 3b) represents the transition relation, while interval decision diagrams are used to store intermediary state sets. The efficiency of these techniques has been shown in [t31.
In the following, the scheduling procedure in its simplest form is explained with this graph. First, a symbolic breadth-first search is performed to find the shortest paths from the initial state to itself or any bounded schedule exists, the above prncednre will find it.
Schedule Controller Generation
The resulting schedule consists of paths of the regular state transition graph as shown in Figure 4 . The corresponding subgraph in Figure Sa) is the basis for the generation of the controller automaton. As a consequence of the scheduling process, all alternative states have been been replaced by determinate states-taking decisions and thus removing d e sign alternatives. The predicate p identifies the nu-time decision associated to the conflict node. In order to reduce the implementation effort, this state transition graph may he simplified. Obvionsly, this process can be driven by many different obiectives, for instance, minimizing the number of states in the schedule 3~om3ton or keepin@ scqucnccs oi static nodes.
As m exnmple. a pmccdure is dcscrihed which nitnimiirs the number of states under the condition that sequences of static nodes are not partitioned. This way, the number of dynamic decisions (at rnn time)
is not increased in any execution trace. The optimization procedure is based on well-known state minimization methods and uses the following equivalence relation: l b o static states are equivalent iff for any input they have identical outputs and the corresponding next states are equivalent. 'Avo dynamic states are equivalent iff they are of the same type (conflict, alternative. or determinate) and they correspond to the same node in the non-scheduled state machine, i.e., they have the same state name but different quene contents associated.
This definition can be used to perform the nsnal iterative partitioning of the state set until only equivalence classes are obtained. The ambiguity of the next states in the case of dynamic states is resolved by adding premcates to the outgoing edges. Figure 5b) shows the controller automaton as the result of this process. It may be transformed easily into program code as shown in Table 1 
Molecular Dynamics Simulation Example
The introduced approach bas been applied to perform conflictdependent scheduling for a molecular dynamics simulation system. As shown in Figure 6 , the simplified fundamental algorithm has been mapped onto a host workstation (Host) linked to a special purpose bardware accelerator serving as a coprocessor (CoPro). In the figure, the circles containing a square represent registers storing data. Therefore, they do not introduce additional dependency constraints. The transition labels I,, . . . ,I4 are depicted separately for reasons of space. As the moment when to start this pair list computation is unknown until mn time, this fact represents a conflict which is modeled using a conflict state. The major issue of the schedule specification is that there exists no cycle in the corresponding state transition graph which does not contain the conflict state. This is ensured by the fact that the transition executing I cannot be reached without visiting the conflict state. The result of the symbolic scheduling process-the schedule controller automaton-is shown in Figure 7 
