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Are Hydrogen Bonds Unique among Weak Interactions in Their Ability to Mediate
Electronic Coupling?
Emily Cukier, Sarah Daniels, Eric Vinson, and Robert J. Cave*
Department of Chemistry, HarVey Mudd College, 241 East 12th Street, Claremont, California 91711
ReceiVed: June 3, 2002; In Final Form: September 10, 2002

Superexchange effects on the electronic coupling element for electron transfer are investigated using water
dimers and atomic donors and acceptors. We compare the electronic coupling elements obtained with H-bonded
dimers to those obtained for other water dimer geometries at given donor-acceptor and oxygen-oxygen
distances. The H-bonded orientation does not yield significantly different coupling elements from non-Hbonded orientations at a given oxygen-oxygen distance. In addition, the distance dependence of the coupling
mediated by H-bonds is not significantly different from that for other dimer geometries. It is found that
protonation of the intervening waters has a significant effect on coupling elements for donor/acceptor pairs
with low ionization potentials. The implications of these results are discussed for condensed-phase groundand excited-state electron transfers.

I. Introduction
A wide range of experimental and theoretical results have
demonstrated the significant effects that an intervening medium
can have on the rate of electron transfer (et) between a donor
(D) and acceptor (A).1-18 In theories of condensed-phase
nonadiabatic electron transfer, the rate constant for fixed donoracceptor separation can be written as6,9,19-25

k(RDA) )

2π
|H |2FC
p DA

(1)

where FC is the Franck-Condon-weighted density of states and
HDA is the electronic coupling element for electron transfer. The
electronic coupling element is predominantly responsible for
the distance and orientation dependence of the rate, at least at
large donor-acceptor separations.
The medium surrounding D and A can affect the rate via
electrostatic interactions19,24 (λouter in Marcus theory) as well
as through specific interactions with D or A that alter the relative
energetics of the et process. These effects primarily change the
FC term in eq 1. A second class of medium effects arises
through modification of the electronic interactions between D
and A.9 These have been termed “superexchange” effects, and
their impact has been observed in a broad array of experimental
and theoretical studies for D and A beyond close contact.
Superexchange interactions primarily modify HDA, thus most
theoretical work aimed at understanding electronic medium
effects has focused on changes in the electronic coupling.
McConnell26 and Halpern and Orgel27 were among the first
to suggest that covalent bonds connecting D and A could give
rise to significantly greater electronic coupling than would be
observed with vacuum separating D and A. Later work by
Beratan, Onuchic, and co-workers,2,10,13,28-33 Newton and coworkers,9,34-39 Stuchebruhkov and co-workers,14,16,17,40-49 Marcus and co-workers,16,44,50,51 Larsson and co-workers,52-58
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Curtiss and Miller,59-63 and others64-73 has elucidated many of
the detailed aspects of this medium-induced coupling.
The Pathway Model of Beratan and Onuchic2,10 has emphasized that electronic medium effects likely arise from a complex
interplay between through-space interactions, hydrogen-bond
interactions, and covalent interactions. The simple parametrization allowed for the rapid analysis of et in large systems, and
its general features have seen ample confirmation in comparisons
with experiment.1,5 One aspect of the Pathway Model that has
been particularly fertile is the prediction of the importance of
H-bonds in the mediation of the electronic coupling. Beginning
with the work of Therien and co-workers,74 a number of model
systems have been designed that specifically investigated the
efficacy of H-bonds in mediating the coupling.75-79 In general,
the suggestion of the Pathway Model that a hydrogen bond is
“worth” about two covalent bonds in mediating the electronic
coupling has been supported.14,70,75-81
The question thus arises whether other weak interactions (i.e.,
van der Waals contacts) might be similarly effective in mediating
the electronic coupling. Whereas the H-bond is strong on the
scale of non-covalent/ionic interactions, a recent theoretical study
has shown that the perturbation of the electron density in ice
can be well represented by orthogonalization effects between
nearest-neighbor waters.82 Thus, whatever covalency is present
in the water H-bond plays a minor role in determining the
electron density for an H-bonded pair. Non-H-bonded water
dimers will also exhibit significant electronic interactions (via
orthogonalization effects) at distances similar to those observed
in H-bonded waters. If this is the case, one might expect
comparable effects on the electronic coupling between a donor
and acceptor mediated by H-bonded and non-H-bonded close
contacts. A number of recent experimental studies have indicated
that nonbonded interactions may be better mediators of the
coupling than has been thought previously,4,65,83,84 and detailed
analyses of tunneling in proteins also indicate that van der Waals
contacts can be important contributors to the dominant pathway
for electronic coupling.14
The question of the relative efficacy of H-bonds among other
weak interactions can thus be cast in two parts. First, at a given
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Figure 1. Models of water dimer orientations.

distance between subunits of the bridge/intervening medium,
are H-bonded interactions significantly more effective than nonH-bonded interactions at mediating D-A coupling? Second, one
can go on to ask whether non-H-bonded interactions at this
distance are energetically feasible or long-lived enough to make
a significant contribution to the rate. The goal of the present
article is to examine the first of these questions. Namely, we
compare the electronic coupling mediated by H-bonded and nonH-bonded interactions. Our calculations are based on a model
system that has been used previously to study the computational
requirements for calculating HDA and the effects of thermally
averaged water configurations on the electronic coupling
between a donor and an acceptor.62,66 Whereas our previous
studies considered a range of water geometries, neither explicitly
considered coupling mediated by the water H-bond. Here, we
focus on comparisons with the H-bonded water dimer using
two intervening waters in a variety of orientations (see Figure
1) and atomic donors and acceptors (Be, Li). These donors and
acceptors minimize orientation effects on the coupling between
D/A and water (the initial and final orbitals are s orbitals) and
span a significant range of D/A energy relative to the water
hole and particle states relevant for et. This simple model system
also allows us to use highly correlated wave functions to
calculate HDA, which turns out to be important in some
orientations of the water dimer.
Our results indicate that the H-bond is not unique among weak
interactions in its ability to mediate the electronic coupling for
this model system. At a given O-O distance, the coupling for
non-H-bonded orientations is comparable to or greater than that
for the H-bonded water dimer. The distance dependence of the
couplings is similar as well. We also investigate the effects of
protonation of the water dimer and find that it has a limited

effect on coupling that is likely to be mediated by hole transfer
but that it has a sizable effect on particle-transfer-mediated
coupling.
II. Theoretical Methods
We examine systems of the type D-[H2O]2-A+, with D,
A ) Be or Li. In a previous study,62 it was shown that these
D/A choices represent a range of ionization potentials of about
4 eV. This study also showed that similar results and conclusions
would be obtained if Li were replaced by Na or if Be were
replaced by Mg or Zn.
Except where noted, the 6-311++G(d,p) basis85,86 was used
for Li-[H2O]2-Li+, Be-[H2O]2-Be+, Li-[H5O2+]-Li+, and
Be-[H5O2+]-Be+. Test calculations showed that the 6-311G(d,p) basis85 underestimated the coupling for Li-[H2O]2-Li+
by 20-30% relative to the coupling element calculated with
diffuse functions for this system. The dominant contribution to
the change in coupling arises from the addition of diffuse
functions to the water basis. The Be-[H2O]2-Be+ systems were
less sensitive to the inclusion of diffuse functions. Test
calculations using additional diffuse functions on water (with
either Li or Be as D/A) yield less than a 5% change in the
coupling relative to the 6-311++G(d,p) values; no conclusions
will be affected by these differences. Additional polarization
functions had little effect on the coupling in tests with a single
intervening water. A test using additional polarization functions
with two intervening waters produced less than an 8% change
in the coupling compared to the 6-311++G(d,p) basis. Whereas
the use of larger basis sets might produce modest effects on
the values quoted below, none of our conclusions should be
affected. Tests with respect to wavefunction convergence
parameters indicate that the HDA values are converged to
(0.00001 eV within a given basis set.
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Calculations for Li and Be without waters present used
augmented 6-311G(d,p) basis sets having three extra s and p
functions, the exponents being obtained by even-tempered
extension based on the last two functions in the 6-311G basis
set. Further even-tempered extensions produced no significant
changes in the coupling for the M2+ distances examined here.
However, with waters present, use of the 6-311G(d,p) basis for
Li and Be was adequate. In part this is because the basis
functions on the waters are able to compensate for the inadequate
long-range behavior of the Li or Be 6-311G(d,p) basis sets, at
least in the region of the waters (a basis set superposition effect).
In addition, the decay of the Li- or Be-based orbitals will
naturally be modified because of superexchange effects in the
region of the waters, and these shape changes are well
represented by the water-centered basis functions. These effects
have been observed previously by Curtiss and Miller59,61 for
covalently bonded D-A systems.
The electronic coupling element was calculated using the twostate generalized Mulliken-Hush method:64,87

HDA )

µ12∆E12

x(∆µ12)2 + 4µ212

(2)

All quantities pertain to the pair of adiabatic states associated
with the diabatic states of interest; ∆µ12 is the length of the
dipole moment difference vector for the pair of states, µ12 is
the transition dipole moment (projected on the direction defined
by the diagonal dipole moment difference64,87), and ∆E12 is their
energy difference. The method is based on the assumption that
the direct contribution to the transition dipole moment from the
diabatic states is small because of the weak distance dependence
of the dipole moment operator.64,87 In the current instance, we
also assume that the diabatic states of interest are well described
by the pair of lowest adiabatic states, although the GMH
approach is not inherently limited to the two-state limit.88
Multistate effects were not explicitly considered in the present
studies, in large part because we expect near-degeneracies to
be unimportant for these systems, especially for the symmetrical
cases.
We compare coupling elements at the idealized geometries
discussed below, some of which do not correspond to the
transition state for the reaction considered. Past calculations64,89
indicate that the coupling element is weakly dependent on the
energy separation between the adiabatic states (i.e., the Condon
approximation is valid). In addition, we find no correlation
between adiabatic splitting and the size of the coupling at a
fixed donor-acceptor distance, suggesting that deviations from
Condon behavior are not a significant factor for these systems.
Since we are concerned with relatively weak interactions, we
used correlated wave functions for all states. (In fact, for the
perp dimer, uncorrelated results for HDA were significantly
smaller than the correlated results.) All energies, dipole moments, and transition dipole moments used as input to the GMH
method were calculated using equations of motion (EOM)
coupled-cluster methods.90-95 These methods have been shown
to yield highly accurate results for ionization potentials, electron
affinities, and electronic excitation energies. In particular, for
the calculation of the electronic coupling between Be and Be+
mediated by two waters, we use the EOM-IP (equations of
motion, ionization potential) method. The initial state is a CCSD
(coupled-cluster singles and doubles) wave function for Be[H2O]2-Be (i.e., a neutral ground state), and annihilation and
annihilation + single-excitation operators are applied to the
initial state to generate a basis of correlated singly ionized

configurations. The two lowest EOM-IP solutions are used to
calculate the electronic coupling. For Li2+, we used the EOMEA (equations of motion, electron affinity) method. The initial
state corresponds to Li+-[H2O]2-Li+ (i.e., a doubly ionized
state), with creation and creation + single-excitation operators
applied to generate singly ionized basis states. The two lowest
EOM-EA solutions are used in the calculation of HDA. In the
protonated dimers, similar schemes are used, with the Be case
beginning from a +1 initial state and the Li case beginning
from a +3 state. In symmetrical cases, we have been able to
compare the energy differences for pairs of states using EOM
methods and single-state methods up to CCSD(T) (coupledcluster singles and doubles with noniterative triple excitations).
The latter results should be near full-CI quality for these systems,
and the EOM results are at least as good as CCSD energy
differences and are frequently quite close to CCSD(T) results.
EOM-CC methods require the solution of a non-Hermitian
set of linear equations. The left and right eigenvalues are
identical, but the left and right eigenfunctions are different,
leading to left and right transition dipole moments that are not
Hermitian conjugates. In a two-state system, when the left and
right transition dipole moments are collinear, identical values
are obtained for HDA by either (i) diagonalizing the nonHermitian dipole moment matrix, transforming the Hamiltonian
matrix with the left and right eigenfunctions, and then calculating
the electronic coupling as the geometric mean of the off-diagonal
elements of the diabatic Hamiltonian or (ii) forming a Hermitian
dipole moment matrix based on the geometric mean of the
components of the left and right transition dipole moment
vectors and using eq 2 to calculate the electronic coupling. When
the left and right transition dipole moments are not collinear,
small differences can arise between these two approaches. We
have used approach ii in all cases. Among the geometries
considered here, only the H-bonded dimer presents a geometry
for which the two transition dipole moments could be noncollinear, and a test calculation at a representative geometry showed
the cosine of the angle between them to be 1 to better than five
decimal places. No conclusions drawn below will be affected
by the use of method ii.
The water dimer geometries considered are shown in Figure
1. The O-O distance in the dimers was taken as 2.8, 3.0, or
3.2 Å. The water geometry was taken from experiment96 for
the C2V, C2V H-bond, perp, and face (ROH ) 0.957 Å, θHOH )
104.5°) orientations. For the H-bonded dimer, our geometry is
a model of the gas-phase equilibrium structure of the water
dimer based on that of Frisch et al.97 and quoted by Feller98
(MP2 optimization in the 6-311++G(2d,2p) geometry, ROH )
0.9571 Å, θHOH ) 104.34°). We adjust the O-O distance to be
2.8, 3.0, or 3.2 Å for direct comparison with the other dimers
studied here.
Using the above water dimer geometries, we add a pair of
Be or Li along the O-O line of centers at D/A-nearest O
distances of 2.5, 3.0, or 4.0 Å, as illustrated in Figure 2 for the
C2V H-bond geometry. These are referred to as “linear”
geometries below. For an O-O distance of 2.8 Å and a Benearest O distance of 4.0 Å, the Be-Be separation is 10.8 Å.
We also quote results from calculations based on the H-bonded
dimer with Be atoms placed off the O-O line of centers. In
these cases, we placed the Be atoms in positions to mimic the
Be-water orientation in C2V H-bond, perp, or a dimer with a
Be along an O-H bond of each member of the dimer. In these
cases, we also rotated one water about the O-O vector to avoid
short Be-Be distances. In test calculations on the linear BeH-bonded-Be+ system, we found that rotation of one water
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Figure 2. Geometry of linear Be-C2V H-bond-Be+.

TABLE 1: HDA for Be-[H2O]2-Be+ and Be-[H5O2+]-Be+
for Various Geometriesa

Figure 3. Model of prot+ (i.e., H5O2+).

about the O-O vector had less than a 1% effect on the coupling,
and we expect this to be the case for the nonlinear cases as
well.
Finally, we also examine the effects on D/A coupling with a
protonated water dimer between D and A. A model of the
protonated dimer (denoted prot+) is shown in Figure 3, and the
geometry used had C2 symmetry (from an MP2 geometry
optimization in the 6-311++G(2df,2pd) basis). The O-O
distance is 2.382 Å, and the O-O distance was not varied in
any of the calculations.
All EOM calculations were performed using ACES II.99 The
geometry optimization for the protonated water dimer was
performed using Gaussian 98.100
III. Results
Values of HDA for Be2+ with two intervening waters are
presented in Tables 1-3. The intervening waters are oriented
in the geometries noted in Figure 1 or in the geometry of the
protonated dimer of Figure 3. In Tables 1 and 2, ROO ) 2.8 Å
for the neutral dimers, whereas in Table 3, ROO ) 3.2 Å. In
Tables 1 and 3, RBe-O ) 4.0 Å, and it is 3.0 Å in Table 2.
Thus, in addition to examining different dimer orientations, these
data also examine the sensitivity of the coupling to the O-O
distance (over the range 2.8-3.2 Å) and the Be-O distance
(over the range 3.0-4.0 Å).
The results of Tables 1 and 2 indicate that the H-bonded dimer
orientation yields coupling elements comparable to, but not
significantly larger than, those of other dimer orientations. The
perp dimer produces the largest coupling elements for Be as D
and A. The relative difference between the perp value and the
next largest value is greater at RBeBe ) 10.8 Å than at 8.8 Å.

dimer

HDA (eV)

C2V
C2V H-bond
perp
face
H-bonded
prot+ b
no watersc

0.00235
0.00342
0.00663
0.00244
0.00365
0.00483
0.00006

aR
BeBe ) 10.8 Å and ROO ) 2.8 Å for all neutral dimer geometries.
The Be-Be distance is 10.8 Å, and the dimer geometry is the
optimized geometry with ROO ) 2.382 Å. c Be-Be distance of 10.8 Å
with no waters. Be basis is the augmented 6-311G(d,p) basis set.
b

TABLE 2: HDA for Be-[H2O]2-Be+ and Be-[H5O2+]-Be+
for Various Geomtriesa
dimer

HDA (eV)

C2V
C2V H-bond
perp
face
H-bonded
prot+ b
no watersc

0.0258
0.0327
0.0477
0.0283
0.0358
0.0418
0.00088

aR
BeBe ) 8.8 Å and ROO ) 2.8 Å for all neutral dimer geometries.
The Be-Be distance is 8.8 Å, and the dimer geometry is the optimized
geometry with ROO ) 2.382 Å. c Be-Be distance of 8.8 Å with no
waters. The Be basis is the augmented 6-311G(d,p) basis set.

b

The C2V H-bond dimer allows two nonlinear H-bonds in a
symmetric arrangement, and the coupling element is similar to
that for the H-bonded dimer. The prot+ dimer produces coupling
comparable to that of the unprotonated dimers. Similar results
are obtained at the longer ROO distance treated in Table 3.
Variations on the C2V structures with each water orientation
reversed relative to the C2V geometry or with one water rotated
90° about the Be-Be axis relative to the C2V H-bond geometry
were also examined and yielded similar values to those for the
C2V and C2V H-bond dimers.
In any Be-[H2O]2-Be structure, three sets of orbital overlaps
can be thought of as giving rise to the overall coupling. Crudely,
the sets are left-Be/left-water, left-water/right-water, and rightwater/right-Be. (Sequential coupling dominates for these weakly
interacting cases.89) In choosing the various water dimer
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TABLE 3: HDA for Be-[H2O]2-Be+ for Various
Geometriesa

TABLE 5: HDA for Li-[H2O]2-Li+ and Li-[H5O2+]-Li+
for Various Geometriesa

dimer

HDA (eV)

dimer

HDA (eV)

C2V
C2V H-bond
perp
face
H-bonded
no watersb

0.00151
0.00192
0.00350
0.00141
0.00213
0.00004

C2V
C2V H-bond
perp
face
H-bonded
prot+ b
no watersc

0.0135
0.0145
0.0126
0.0182
0.0135
0.1084
0.00362

a
RBeBe ) 11.2 Å and ROO ) 3.2 Å for all neutral dimer geometries.
Be-Be distance of 11.2 Å with no waters. Be basis is the augmented
6-311G(d,p) basis set.
b

TABLE 4: β Values for Be-[H2O]2-Be+ and
Be-[H5O2+]-Be+ for Variation of RBeBe or ROOa
dimer

βBe-Be (Å-1)b

βO-O (Å-1)c

C2V
C2V H-bond
perp
face
H-bonded
prot+

2.3
2.1
1.7
2.35
2.1
2.1

2.2
2.9
3.2
2.7
2.7

TABLE 6: β Values for Li-[H2O]2-Li+ and
Li-[H5O2+]-Li+ for Variations of RLiLi or ROOa

a
Dimer indicates the water dimer geometry. β is determined by a
fit of the equation ln(HDA) ) constant - (β/2)R. b ROO ) 2.8 Å for
neutral dimers and 2.379 Å for the protonated dimer; RBeBe values in
the fit were 7.8, 8.8, and 10.8 Å. c RBeO ) 4.0 Å, and ROO values in
the fit were 2.8, 3.0, and 3.2 Å.

geometries in Tables 1-3, with fixed Be positions, we change
all three types of overlaps, and it might be suggested that
unfavorable Be-water overlap is what is giving rise to the
comparable H-bonded and non-H-bonded dimer (e.g., C2V, C2V
H-bond, perp, face) couplings obtained here. We investigated
this by fixing the H-bonded dimer distance (ROO ) 2.8 Å) while
placing the Be atoms at positions that would mimic the Bewater overlap obtained in (i) the C2V H-bond dimer, (ii) the perp
dimer, and (iii) a dimer with Be atoms placed along O-H bonds
on each end of the H-bonded dimer structure. The Be atoms
were 4 Å from their nearest O atoms, and the H-bond-donating
water was rotated about the O-O axis to yield Be-Be distances
greater than 8.5 Å (to avoid significant direct coupling). These
models thus mimic the nearest-neighbor distances in the 10.8/
2.8 structures, (i.e., the geometries of Table 1). Using the
6-311G(d,p) basis, the coupling elements for these three
structures were 0.0026, 0.0038, and 0.0028 eV, respectively,
whereas the linear dimer coupling element in this basis was
0.0038 eV. Thus, the coupling through the H-bonded dimer is
not significantly affected by the position of the Be atoms.
In Table 4 values of β are presented for water-dimer-mediated
coupling assuming that HDA decays as

HDA ) A exp(-βRDA/2)

aR
LiLi ) 10.8 Å and ROO ) 2.8 Å for all neutral dimer geometries.
The Li-Li distance is 10.8 Å, and the dimer geometry is the optimized
geometry with ROO ) 2.382 Å. c Li-Li distance of 10.8 Å with no
waters. The Li basis is the augmented 6-311G(d,p) basis set.
b

(3)

with distance. Modest departure from a purely exponential
distance dependence is observed here, especially at the shorter
Be-O distances. However, for purposes of comparison between
the various dimer orientations, this paramertization should be
adequate. The data for variation of RBeBe values fixes the water
dimer ROO distance while the Be-Be distance is increased.
However, when ROO is varied, the Be-Be distance is increased
in concert with the O-O distance. The β values are distinct for
these two distance variations, with the O-O dependence
generally being steeper (larger β) than the Be-Be dependence.
The β values for the Be-Be distance variation are lower than
those obtained with no water present (2.71 Å-1),62 whereas those
obtained on the basis of O-O distance changes are generally

dimer

βLi-Li (Å-1)b

βO-O (Å-1)c

C2V
C2V H-bond
perp
face
H-bonded
prot+

1.8
1.9
1.6
1.5
1.4
0.70

1.3
1.6
1.9
1.7
1.8

a Dimer indicates the water dimer geometry. β is determined by a
fit of the equation ln(HDA) ) constant - (β/2)R. b ROO ) 2.8 Å for the
neutral dimers and 2.379 Å for the protonated dimer; RLiLi values in
the fit were 7.8, 8.8, and 10.8 Å. c RLiO ) 4.0 Å and ROO values in the
fit were 2.8, 3.0, and 3.2 Å.

equal to or greater than those obtained with no waters present.
At short distances, one would not expect β to be equal in these
two cases, as its size is governed, in a superexchange picture,
by the changing overlap of different localized states for the two
geometry changes (Be-water in the Be-Be case, water-water
in the O-O case). At larger separations, however, these β values
will become equal since the long-range behavior of the states
will be governed by the ionization potentials corresponding to
the highest-lying ion states. The O-O distance dependence is
strongest for perp, which exhibited the largest values for the
coupling element in Tables 1-3.
Analogous results are presented for Li as D and A in Tables
5 and 6. The HDA values in Table 5 for the neutral dimers show
even less variation than was observed in the Be case; for Li as
donor and acceptor, the water dimer geometry has essentially
no effect on the coupling. Water nevertheless is important in
mediating the coupling since comparison of the dimer-mediated
coupling with that for Li2+ with no waters present indicates
that the coupling is enhanced by the presence of the waters.
The protonated dimer yields a dramatic increase in the coupling
element compared to those obtained for the neutral dimers. We
argue below that the difference in protonated dimer results
between Be and Li as D/A arises from different superexchange
mechanisms in the two cases (i.e., hole transfer for Be and
particle transfer for Li).
The β values for Li as D/A (Table 6) are lower than those
obtained with Be. Since Li has a lower IP, one expects slower
orbital decay with distance66 and thus smaller β values as the
D-A distance is changed. We find that the dependence of the
coupling on the O-O distance is also weaker for Li than for
Be.
We compared the GMH charge-transfer distance (based on
the diabatic dipole moment difference) with the actual value of
RBeBe and found the former to be shorter by up to 1 Å at
RBeBe ) 7.8 Å and by up to 0.5 Å at the larger RBeBe. This is
consistent with a small amount of rehybridization/delocaliza-
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TABLE 7: Comparison of Ionization Potentials (eV)a
parentage

Be2

Be/2s
8.40/9.28, 8.40/9.28
water/1b1
water/3a1
water/1b2
water/2a1

H2O
13.6/12.0
15.6/14.3
19.2/18.7
36.5/32.3

Be-face-Be Be-perp-Be
9.35, 9.36
11.8, 12.1
14.0, 14.5
17.5, 19.8

9.09, 9.10
11.1, 12.4
13.9, 14.2
18.3, 18.5

a Ionization potentials for various systems, grouped according to
parentage of the state relative to isolated Be or water. For Be2 and
H2O, the first entry is the Koopmanns’ estimate, and the second is the
EOM-IP estimate. For all Be-dimer-Be clusters, only the EOM-IP
estimate is reported, at the 10.8/2.8 geometry in each case. The BeBe distance in Be2 is 10.8 Å. Multiple entries indicate pairs of orbitals
arising from the atomic/molecular parent.

tion (the 1P states of Be are 5.5 eV above the ground state,
whereas the 2P states of Be+ are 4 eV above its 2S ground state),
but the charge-transfer distance did not correlate in any
significant way with the variation of the coupling with dimer
geometry at a given distance. For Li as donor/acceptor with
the neutral dimers as the bridge, the CT distances were shorter
than the actual RLiLi distances by up to 1.7 Å at RLiLi ) 7.8 Å,
with much closer agreement (within 1 Å) at larger distances.
For comparison, with no intervening waters, the GMH CT
distance is 7.6 Å (6.9 Å) for Be2+ (Li2+) at 7.8 Å separation,
showing smaller but similar rehybridization effects than those
seen with waters present. However, the protonated dimer chargetransfer distances with Li2+ as the D/A pair are considerably
shorter (nearly 3 Å shorter for RLiLi ) 7.8-10.8 Å) than the
actual RLiLi, suggesting that significant delocalization and
rehybridization are occurring. (The 2P states of Li are only 1.8
eV above the 2S ground state in this basis.) To that extent, the
protonated results may represent somewhat different initial and
final diabatic states than the nonprotonated dimers, thus making
direct comparison somewhat more difficult. However, they may
also reflect very real effects due to protonation on high-energy
(e.g., excited-state) et and thus are presented here.
Whereas most water dimer geometries yield comparable
coupling values for a given D/A pair, the two unusual cases in
the present results are Be-perp-Be+ and Li-prot+-Li+, each
of which produces coupling elements dramatically larger than
the other water dimer geometries considered. In a superexchange
model,9,26 one expects the coupling to depend on (i) the
electronic coupling elements connecting various sites and (ii)
the energy differences between D/A and bridge ion states. In
these two unusual cases, site-site electronic coupling plays a
role in determining the relative couplings. However, it is not
the sole reason for the unusually high coupling since identical
donor-dimer-acceptor orientations are present in Li-perpLi+ and Be-prot+-Be+ and their couplings are comparable to
those observed for the other dimer geometries. It turns out that
near-degeneracy effects also play an important role in these two
cases for distinct reasons.
Consider Be-perp-Be+ first. In Table 7, we compare
ionization potentials (IPs) for Be2, water, and two Be-dimerBe systems (perp and face). The Be parentage states are
associated with many-electron states of the form Be+-dimerBe, whereas the water parentage states are associated with states
of the form Be-dimer+-Be. Comparison of the two sets of
Be-dimer-Be IPs with each other and with those for a single
water indicates a good deal of similarity. The water orbital IPs
for the dimers can be associated easily with the single-water
states. However, closer inspection reveals that in the perp dimer
the highest IP is almost 1 eV higher than that for a single water,
whereas in the face dimer, the highest IP is only 0.2 eV higher
than for a single water. These states correspond to ionization

from the water b1 orbital, the p orbital perpendicular to the
molecular plane. The lower IP in the perp dimer arises because
these p orbitals lie along the same line in the perp orientation,
and at short distances, they overlap considerably, giving rise to
a strong interaction. (This effect is diminished somewhat as the
O-O distance is increased (Table 3)). The perp geometry thus
leads to a significant decrease in the energy of the highest
bridge+ state relative to that of the D/A states, and on a
superexchange basis, one would expect a larger contribution
from these states to the coupling. This does not occur in the
other dimer geometries since the bridge+ states are not lowered
as much in these geometries (see Table 7), and in the C2V, C2V
H-bond, and face geometries, these b1 ion states are symmetryforbidden from contributing to the coupling.
Thus, in the case of Be-perp-Be+, we believe the enhanced
hole-mediated coupling originates from a combination of (i)
lowered energy of dimer+ states relative to D/A+ peculiar to
the perp geometry, (ii) symmetry-allowed interaction with these
low-energy dimer+ states in the perp geometry, and (iii) the
high IP of Be in comparison with that of Li. Note that factors
i and ii are obtained in the Li-perp-Li+ case as well, but its
coupling is not enhanced because the Li IP (5.35 eV) is still
well removed from the highest perp+ state.
In the case of Li-prot+-Li+, we suggest a related explanation
that is now based on the energetic proximity to particle-like
states of the bridge (i.e., Li+-prot0-Li+ states). Protonation
of the water dimer stabilizes hole- and particle-like states of
the bridge. Given the low IP of Li, the hole-like states are moved
farther from the Li-prot+-Li+ initial and final states, whereas
the particle-like states are significantly closer in energy to the
initial and final states (within 3 eV), and strong mixing occurs.
The evidence of greater delocalization noted above supports this
explanation but also suggests that some of the enhancement in
the coupling may stem from somewhat more delocalized initial
and final diabatic states. Be’s higher IP limits this mixing with
the particle-like states, and thus the coupling in Be-prot+Be+ is not enhanced significantly relative to that of the
unprotonated dimer.
The many-electron treatment used here does not allow a
simple factorization into hole- and particle-mediated pathways,
thus it is not possible in general to specify which is operative
in each dimer geometry considered here. However, the relative
energetics of the systems coupled with the unusual behavior of
Li-prot+-Li+ and Be-perp-Be+ suggest that tunneling
through water for Li may be dominated by particle transfer,
whereas that for Be may be dominated by hole-transfer
contributions.
In passing, we note that a comparison of the Koopman’s
theorem and EOM-IP results (Table 7) for Be2 and water
indicates that electron correlation plays an important role in
obtaining accurate relative energetics for these systems. Correlation increases the IP of Be and lowers the IP for water
relative to the Koopman’s theorem estimates. Although correlation will not always play such a dramatic role, in the perp
geometry, we find that SCF coupling elements are half those
of the EOM-IP results.
IV. Discussion
The above results indicate that, at comparable distances,
H-bonded and non-H-bonded water dimer geometries produce
similar values of the electronic coupling element for D/A pairs
(within a factor of 1.5). This result is independent of D/A energy.
That the coupling calculated with waters present is due largely
to superexchange interactions is demonstrated by the much
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smaller couplings obtained for direct (i.e., no waters present)
coupling at equivalent D/A distances. Thus, at a fixed O-O
distance, it appears that the presence or absence of an H-bond
does not play a significant role in determining the electronic
coupling for water dimers.
It is important to stress what our results say and do not say
about H-bonds and the electronic coupling. First, they do not
suggest that H-bonds are unimportant in mediating the electronic
coupling between a donor and acceptor. The importance of
H-bonds in mediating the electronic coupling has been clearly
demonstrated in past experimental and theoretical studies.14,70,75-81
Our previous studies of water-mediated electron transfer support
this as well, given the comparable abilities of water-water
orientations to mediate the coupling.62,89 Rather, the present
results suggest that weak interactions, in general, have the ability
to play a considerable role in mediating the electronic coupling.
Second, the present results emphasize comparisons at fixed
distances between waters. They do not directly relate to
couplings calculated at points of equal energy for the various
dimer orientations. The energies (kcal/mole) of the Be-dimerBe structures in the 10.8/2.8 geometries relative to that of the
C2V H-bond structure are 16.1, 0, 9.6, 16.8, and -1.4 for the
C2V, C2V H-bond, perp, face, and H-bonded dimers, respectively.
At the 11.2/3.2 geometries, the relative energies are 8.7, 0, 6.8,
10.2, and -1.0. (Using a simple dipole-dipole electrostatic
interaction model with a 3.2-Å separation and the CCSD dipole
moment for water in this basis (2.15 D), the relative energies
of the C2V, C2V H-bond, perp, and face water dimers are 8.2, 0,
6.1, and 6.1 kcal/mol, respectively. Differences between the
electrostatic and the actual values become more pronounced at
2.8 Å and can be attributed to weak Be-water interactions,
overlap effects, and deviations from simple dipole-dipole
interactions. The latter arises especially for the C2V and face
geometries, where H atoms are in closer contact than for other
geometries.) Were one to compare the coupling for the C2V, perp,
face, and C2V H-bond geometries, at comparable total energies
to the H-bonded dimer geometry the O-O distances would be
considerably larger, leading to smaller couplings relative to the
H-bonded configuration. However, in a protein or condensed
phase, packing may force van der Waals contacts of non-Hbonded atoms situated between the donor and acceptor. Our
results suggest that these contacts may play a larger role in
mediating the coupling than has been suggested previously.2
Third, the results do not indicate that all weak interactions
will yield couplings comparable to all H-bonds. Energetic and
overlap considerations will undoubtedly play a significant role
in determining the relative strengths of weak-interactionmediated couplings. Thus, the present results do not provide
support for global assertions about the electronic coupling
mediated by weak interactions.
However, the present results do suggest that it may be
worthwhile to reevaluate the relative sizes of H-bonded and nonH-bonded interactions for condensed-phase electron transfers
relative to the Pathway Model estimates.2 The Pathway Model
was developed as a means of broadly assessing distance
dependence in protein-mediated electron transfers. It would be
unrealistic to expect quantitative accuracy of the model in
general, and no such claims have been made. The present results
suggest that the parametrization of the coupling mediated by
non-H bonded weak interactions (through-space jumps in the
pathway model) may lead to an underestimate of their importance in some cases.
We also note that the β values obtained for O-O distance
changes are strongly dependent on D/A energy (see Tables 4
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and 6). Although we consider only ground-state transfers here,
the low IP of Li places its energy near that of what one might
expect for photoexcited donors and acceptors in many systems.
Our results suggest that excited-state transfers may be more
sensitive to the protonation state within the bridging medium,
perhaps even to the point of promotion of a hopping-type
mechanism for charge transport. Further work is required to
address this in detail.
V. Conclusions
The present results suggest that weak interactions have the
potential to play a significant role in mediating the electronic
coupling. Using water dimers as bridges between atomic donors
and acceptors, we have shown that a variety of dimer geometries, none of which possesses a conventional H-bond, yield
D/A couplings comparable to and sometimes greater than the
H-bonded water dimer. We find that protonation of the water
dimer has a dramatic effect on the D/A coupling only for
relatively high-energy D/A states. The decay with distance of
the coupling is examined, and only minor differences between
H-bonded and non-H-bonded cases are observed. However, the
decay is strongly affected by D/A energy. These results suggest
that further investigation is warranted of the role of weak
interactions in mediating the electronic coupling in condensedphase electron transfers.
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