Sparse generalized eigenvalue problem plays a pivotal role in a large family of high-dimensional learning tasks, including sparse Fisher's discriminant analysis, canonical correlation analysis, and sufficient dimension reduction. However, the theory of sparse generalized eigenvalue problem remains largely unexplored. In this paper, we exploit a non-convex optimization perspective to study this problem. In particular, we propose the truncated Rayleigh flow method (Rifle) to estimate the leading generalized eigenvector and show that it converges linearly to a solution with the optimal statistical rate of convergence. Our theory involves two key ingredients: (i) a new analysis of the gradient descent method on nonconvex objective functions, as well as (ii) a fine-grained characterization of the evolution of sparsity patterns along the solution path. Thorough numerical studies are provided to back up our theory. Finally, we apply our proposed method in the context of sparse sufficient dimension reduction to two gene expression data sets.
Introduction
A broad class of high-dimensional statistical problems such as sparse canonical correlation analysis (CCA), sparse Fisher's discriminant analysis (FDA), and sparse sufficient dimension reduction (SDR) can be formulated as the sparse generalized eigenvalue problem (GEP). In detail, let A ∈ R d×d be a symmetric matrix and B ∈ R d×d be positive definite. For the symmetric-definite matrix pair (A, B), the sparse generalized eigenvalue problem aims to obtain a sparse vector v * ∈ R d satisfying
where v * is the leading generalized eigenvector corresponding to the largest generalized eigenvalue λ max (A, B) of the matrix pair (A, B). Let s = v * 0 be the number of non-zero entries in v * , and we assume that s is much smaller than d.
In real-world applications, the matrix pair (A, B) is a population quantity that is unknown in general. Instead, we can only access ( A, B), which is an estimate of (A, B), i.e., A = A + E A and B = B + E B , where E A and E B are stochastic errors due to finite sample estimation. For those statistical applications considered in this paper, E A and E B are symmetric. We aim to approximate v * based on A and B by approximately solving the following optimization problem
There are two major challenges in solving (2). Firstly, the problem in (2) requires maximizing a convex objective function over a non-convex set, which is NP-hard even if B is the identity matrix (Moghaddam et al., 2006a,b) . Secondly, in the high-dimensional setting in which the dimension d is much larger than the sample size n, B is in general singular, and classical algorithms for solving generalized eigenvalue problems are not directly applicable (Golub and Van Loan, 2012) . In this paper, we propose a non-convex optimization algorithm to approximately solve (2). The proposed algorithm iteratively performs a gradient ascent step on the generalized Rayleigh quotient v T Av/v T Bv, and a truncation step that preserves the top k entries of v with the largest magnitudes while setting the remaining entries to zero. Here k is a tuning parameter that controls the sparsity level of the solution. Strong theoretical guarantees are established for the proposed method. In particular, let {v t } L t=0 be the solution sequence resulting from the proposed algorithm, where L is the total number of iterations and v 0 is the initialization point. We prove that, under mild conditions,
statistical error
, L). (3)
The quantities ν ∈ (0, 1) and ξ(A, B) depend on the population matrix pair (A, B). These quantities will be specified in Section 4. Meanwhile, ρ(E A , 2k + s) is defined as ρ(E A , 2k + s) = sup u 2 =1, u 0 ≤2k+s
and ρ(E B , 2k + s) is defined similarly. In (3), the first term on the right-hand side quantifies the exponential decay of the optimization error, while the second term characterizes the statistical error due to finite sample estimation. In particular, for the aforementioned statistical problems such as sparse CCA, sparse FDA, and sparse SDR, we can show that max{ρ(E A , 2k + s), ρ(E B , 2k + s)} ≤ (s + 2k) log d n
with high probability. Consequently, for any properly chosen k that is of the same order as s, the algorithm achieves an estimator of v * with the optimal statistical rate of convergence s log d/n. The sparse generalized eigenvalue problem in (2) is closely related to the classical matrix computation literature (see, e.g., Golub and Van Loan, 2012 for a survey, and more recent results in Ge et al., 2016) . There are two key differences between our results and these previous works. First, we have an additional non-convex constraint on the sparsity level, which allows us to handle the high-dimensional setting. Second, due to the existence of stochastic errors, we allow the normalization matrix B to be rank-deficient, while in the classical setting B is assumed to be positive definite. In comparison with the existing generalized eigenvalue algorithms, our algorithm keeps the iterative solution sequence within a basin that only involves a few coordinates of v such that the corresponding submatrix of B is positive definite. Furthermore, in this way our algorithm ensures that the statistical errors in (3) only involves the largest sparse eigenvalues of the stochastic errors E A and E B , which is defined in (4). In contrast, a straightforward application of the classical matrix perturbation theory gives a statistical error term that involves the largest eigenvalues of E A and E B , which are much larger than their sparse eigenvalues (Stewart and Sun, 1990) .
Let λ max (Z) and λ min (Z) be the largest and smallest eigenvalues correspondingly. If Z is positive definite, we define its condition number as κ(Z) = λ max (Z)/λ min (Z). We denote λ k (Z) to be the kth eigenvalue of Z, and the spectral norm of Z by Z 2 = sup v 2 =1 Zv 2 . For F ⊂ {1, . . . , d}, let Z F ∈ R s×s be the submatrix of Z, where the rows and columns are restricted to the set F . We define ρ(Z, s) = sup u 2 =1, u 0 ≤s |u T Zu|.
Sparse Generalized Eigenvalue Problem and Its Applications
Many high-dimensional multivariate statistics methods can be formulated as special instances of (2). For instance, when B = I, (2) reduces to the sparse principal component analysis (PCA) that has received considerable attention within the past decade (among others, Zou et al., 2006; d'Aspremont et al., 2007 d'Aspremont et al., , 2008 Witten et al., 2009; Ma, 2013; Cai et al., 2013; Yuan and Zhang, 2013; Vu et al., 2013; Vu and Lei, 2013; Birnbaum et al., 2013; Wang et al., 2014; Gu et al., 2014) . In the following, we provide three examples when B is not the identity matrix. We start with sparse Fisher's discriminant analysis for classification problem (among others, Tibshirani et al., 2003; Guo et al., 2007; Leng, 2008; Clemmensen et al., 2012; Mai et al., 2012 Mai et al., , 2015 Kolar and Liu, 2015; Gaynanova and Kolar, 2015; Fan et al., 2015) .
Example 1. Sparse Fisher's discriminant analysis: Given n observations with K distinct classes, Fisher's discriminant problem seeks a low-dimensional projection of the observations such that the between-class variance, Σ b , is large relative to the within-class variance, Σ w . Let Σ b and Σ w be estimates of Σ b and Σ w , respectively. To obtain a sparse leading discriminant vector, one solves
This is a special case of (2) with A = Σ b and B = Σ w .
Next, we consider sparse canonical correlation analysis which explores the relationship between two high-dimensional random vectors (Witten et al., 2009; Chen et al., 2013; Gao et al., 2014 Gao et al., , 2015 .
Example 2. Sparse canonical correlation analysis: Let X and Y be two random vectors. Let Σ x and Σ y be the covariance matrices for X and Y , respectively, and let Σ xy be the cross-covariance matrix between X and Y . To obtain sparse leading canonical direction vectors, we solve
where s x and s y control the cardinality of v x and v y . This is a special case of (2) with
Theoretical guarantees for sparse CCA were established recently. Chen et al. (2013) proposed a non-convex optimization algorithm for solving (7) with theoretical guarantees. However, their algorithm involves obtaining accurate estimators of Σ −1
x and Σ −1 y , which are in general difficult to obtain without imposing additional structural assumptions on Σ −1 x and Σ −1 y . In a follow-up work, Gao et al. (2014) proposed a two-stage procedure that attains the optimal statistical rate of convergence (Gao et al., 2015) . However, they require the matrix Σ xy to be low-rank, and the second stage of their procedure requires the normality assumption. In contrast, our proposal only requires the condition in (5), which is much weaker and holds for general sub-Gaussian distributions.
In the sequel, we consider a general regression problem with a univariate response Y and d-dimensional covariates X, with the goal of inferring the conditional distribution of Y given X. Sufficient dimension reduction is a popular approach for reducing the dimensionality of the covariates (Li, 1991; Cook and Lee, 1999; Cook, 2000 Cook, , 2007 Cook and Forzani, 2008; Ma and Zhu, 2013) . Many SDR problems can be formulated as generalized eigenvalue problems (Li, 2007; Chen et al., 2010) . For simplicity, we consider a special case of SDR, the sparse sliced inverse regression. 
where is the stochastic error independent of X, and f (·) is an unknown link function. Li (1991) proved that under certain regularity conditions, the subspace spanned by v 1 , . . . , v K can be identified. Let Σ x be the covariance matrix for X and let Σ E(X|Y ) be the covariance matrix of the conditional expectation E(X | Y ). The first leading eigenvector of the subspace spanned by v 1 , . . . , v K can be identified by solving
This is a special case of (2) with A = Σ E(X|Y ) and B = Σ x .
Many authors have proposed methodologies for sparse sliced inverse regression (Li and Nachtsheim, 2006; Zhu et al., 2006; Li and Yin, 2008; Chen et al., 2010; Yin and Hilafu, 2015) . More generally, in the context of sparse SDR, Li (2007) and Chen et al. (2010) reformulated sparse SDR problems into the sparse generalized eigenvalue problem in (2). However, most of these approaches lack algorithmic and non-asymptotic statistical guarantees for the highdimensional setting. Our results are directly applicable to many sparse SDR problems.
Truncated Rayleigh Flow Method
We propose an iterative algorithm to estimate v * , which we refer to as truncated Rayleigh flow method (Rifle). More specifically, the optimization problem (2) can be rewritten as
where the objective function is called the generalized Rayleigh quotient. At each iteration of the algorithm, we compute the gradient of the generalized Rayleigh quotient and update the solution by its ascent direction. To achieve sparsity, a truncation operation is performed within each iteration. Let Truncate(v, F ) be the truncated vector of v by setting v i = 0 for i / ∈ F for an index set F . We summarize the details in Algorithm 1.
Algorithm 1 Truncated Rayleigh Flow Method (Rifle)
Input: matrices A, B, initial vector v 0 , cardinality k ∈ {1, . . . , d}, and step size η. Let t = 1. Repeat the following until convergence: 
7. t ← t + 1.
Output: v t .
Algorithm 1 requires the choice of a step size η, a tuning parameter k on the cardinality of the solution, and an initialization v 0 . As suggested by our theory, we need η to be sufficiently small such that ηλ max ( B) < 1. The tuning parameter k can be selected using cross-validation or based on prior knowledge. While the theoretical results in Theorem 1 suggests that a good initialization may be beneficial, our numerical results illustrate that the proposed algorithm is robust to different initialization v 0 . A more thorough discussion on this can be found in the following section.
Theoretical Results
In this section, we show that if the matrix pair (A, B) has a unique sparse leading eigenvector, then Algorithm 1 can accurately recover the population eigenvector from the noisy matrix pair ( A, B). Recall from the introduction that A is symmetric and B is positive definite. This condition ensures that all generalized eigenvalues are real. We denote v * to be the leading generalized eigenvector of (A, B). Let V = supp(v * ) be the index set corresponding to the non-zero elements of v * , and let |V | = s. Throughout the paper, for notational convenience, we employ λ j and λ j to denote the jth generalized eigenvalue of the matrix pairs (A, B) and ( A, B), respectively. Our theoretical results depend on several quantities that are specific to the generalized eigenvalue problem. Let
denote the Crawford number of the symmetric-definite matrix pair (A, B) (see, for instance, Stewart, 1979) . For any set F ⊂ {1, . . . , d} with cardinality |F | = k , let
where ρ(E A , k ) is defined in (4). Moreover, let λ j = (F ) and λ j (F ) denote the jth generalized eigenvalue of the matrix pair (A F , B F ) and ( A F , B F ), respectively. In the following, we start with an assumption that these quantities are upper bounded for sufficiently large n.
Assumption 1. For any sufficiently large n, there exist constants b, c > 0 such that
for any k n, where (k ) and cr(k ) are defined in (10).
Provided that n is large enough, it can be shown that the above assumption holds with high probability for most statistical models. More details can be found later in this section. We will use the following implications of Assumption 1 in the theoretical analysis, which are implied by matrix perturbation theory (Stewart, 1979; Stewart and Sun, 1990) . In detail, by applications of Lemmas 1 and 2 in Appendix A, we have that for any F ⊂ {1, . . . , d} with |F | = k , there exist constants a, c such that
and
where c lower = (1 − c)/(1 + c) and c upper = (1 + c)/(1 − c). Here c is the same constant as in Assumption 1.
Our main results involve several more quantities. Let
denote the eigengap for the generalized eigenvalue problem (Stewart, 1979; Stewart and Sun, 1990) . Meanwhile, let
be an upper bound on the ratio between the second largest and largest generalized eigenvalues of the matrix pair ( A F , B F ), and the statistical error term, respectively. Let
be some constant that depends on the matrix B.
The following theorem shows that under suitable conditions, Algorithm 1 approximately recovers the leading generalized eigenvector v * .
Theorem 1. Let k = 2k + s and assume that ∆λ > (k )/cr(k ). Choose k = Cs for sufficiently large C and η such that ηλ max (B) < 1/(1 + c) and
where c and c upper are constants defined in Assumption 1 and (11). Given Assumption 1 and an initialization vector v 0 with v 0 2 = 1 satisfying
The proof of this theorem will be presented in Section 4.1. 
In other words, (14) states that the 2 distance between v * / v * 2 and v t can be upper bounded by two terms. The first term on the right-hand side of (14) quantifies the optimization error, which decreases to zero at a geometric rate since ν < 1. Meanwhile, the second term on the right-hand side of (14) quantifies the statistical error ω(k ). The quantity ω(k ) depends on (k ) = ρ(E A , k ) 2 + ρ(E B , k ) 2 , where ρ(E A , k ) and ρ(E B , k ) are defined in (4). For a broad range of statistical models, these quantities converge to zero at the rate of s log d/n.
Theorem 1 involves a condition on initialization: the cosine of the angle between v * and the initialization v 0 needs to be strictly larger than a constant, since (k ) goes to zero for sufficiently large n. There are several approaches to obtain such an initialization for different statistical models. For instance, Johnstone and Lu (2009) proposed a diagonal thresholding procedure to obtain an initial vector in the context of sparse PCA. Also, Chen et al. (2013) generalized the diagonal thresholding procedure for sparse CCA. An initial vector v 0 can also be obtained by solving a convex relaxation of (2). This is explored in Gao et al. (2014) for sparse CCA. We refer the reader to Johnstone and Lu (2009) and Gao et al. (2014) for a more detailed discussion.
Proof Sketch of Theorem 1
To establish Theorem 1, we first quantify the error introduced by maximizing the empirical version of the generalized eigenvalue problem, restricted to a superset of V (V ⊂ F ), that is,
Then we establish an error bound between v t in Step 2 of Algorithm 1 and v(F ). Finally, we quantify the error introduced by the truncated step in Algorithm 1. These results are stated in Lemmas 3-5 in the Appendix A.
Applications to Sparse CCA, PCA, and FDA
In this section, we provide some discussions on the implications of Theorem 1 in the context of sparse CCA, PCA, and FDA. First, we consider the sparse CCA model. For the sparse CCA model, we assume
The following proposition characterizes the rate of convergence between Σ and Σ. It follows from Lemma 6.5 of Gao et al. (2014) .
Proposition 1. Let Σ x , Σ y , and Σ xy be empirical estimates of Σ x , Σ y , and Σ xy , respectively. For any C > 0 and positive integer k, there exists a constant C > 0 such that
with probability greater than 1 − exp(−C k log d).
Recall from Example 2 the definitions of A and B in the context of sparse CCA. Choosing k to be of the same order as s, Proposition 1 implies that ρ(E A , k ) and ρ(E B , k ) in Theorem 1 are upper bounded by the order of s log d/n with high probability. Thus, as the optimization error decays to zero, we obtain an estimator with the optimal statistical rate of convergence (Gao et al., 2015) . In comparison with Chen et al. (2013) ; Gao et al. (2014) , we do not require structural assumptions on Σ x , Σ y , and Σ xy , as discussed in Section 2. Furthermore, we can establish the same error bounds as in Proposition 1 for sub-Gaussian distributions. Since our theory only relies on these error bounds, rather than the distributions of X and Y , we can easily handle sub-Gaussian distributions in comparison with the results in Gao et al. (2014) .
In addition, our results have direct implications on sparse PCA and sparse FDA. For the sparse PCA, assume that X ∼ N (0, Σ). As mentioned in Section 2, sparse PCA is a special case of sparse generalized eigenvalue problem when B = I and A = Σ. Theorem 1 and Proposition 1 imply that our estimator achieves the optimal statistical rate of convergence of s log d/n (Cai et al., 2013; Vu and Lei, 2013) . Recall the sparse FDA problem in Example 1. For simplicity, we assume there are two classes with mean µ 1 and µ 2 , and covariance matrix Σ. Then it can be shown that the between-class and within-class covariance matrices take the form
T and Σ w = Σ. If we further assume the data are sub-Gaussian, using results similar to Proposition 1, we have ρ( Σ b − Σ b , k ) and ρ( Σ w − Σ w , k ) are upper bounded by the order of s log d/n with high probability. Similar results were established in Fan et al. (2015) .
Numerical Studies
We perform numerical studies to evaluate the performance of our proposal, Rifle, compared to some existing methods. We consider sparse Fisher's discriminant analysis and sparse canonical correlation analysis, each of which can be recast as the sparse generalized eigenvalue problem (2), as shown in Examples 1-2. Our proposal involves an initial vector v 0 and a tuning parameter k on the cardinality. In our simulation studies, we generate each entry of v 0 from a standard normal distribution. We then standardize the vector v 0 such that v 0 2 = 1. We first run Algorithm 1 with a large value of truncation parameter k. The solution is then used as the initial value for Algorithm 1 with a smaller value of k. This type of initialization has been considered in the context of sparse PCA and is shown to yield good empirical performance (Yuan and Zhang, 2013).
Fisher's Discriminant Analysis
We consider high-dimensional classification problem using sparse Fisher's discriminant analysis. The data consists of an n × d matrix X with d features measured on n observations, each of which belongs to one of K classes. We let x i denote the ith row of X, and let C k ⊂ {1, . . . , n} contains the indices of the observations in the kth class with n k = |C k | and
Recall from Example 1 that this is a special case of the sparse generalized eigenvalue problem with A = Σ b and B = Σ w . Let µ k = i∈C k x i /n k be the estimated mean for the kth class. The standard estimates for Σ w and Σ b are
We consider two simulation settings similar to that of Witten et al. (2009): 1. Binary classification: in this example, we set µ 1 = 0, µ 2j = 0.5 for j = {2, 4, . . . , 40}, and µ 2j = 0 otherwise. Let Σ be a block diagonal covariance matrix with five blocks, each of dimension d/5 × d/5. The (j, j )th element of each block takes value 0.7 |j−j | .
As suggested by Witten et al. (2009) , this covariance structure is intended to mimic the covariance structure of gene expression data. The data are simulated as
2. Multi-class classification: there are K = 4 four classes in this example. Let µ kj = (k − 1)/3 for j = {2, 4, . . . , 40} and µ kj = 0 otherwise. The data are simulated as x i ∼ N (µ k , Σ) for i ∈ C k , with the same covariance structure for binary classification.
As noted in Witten et al. (2009) , a one-dimensional vector projection of the data fully captures the class structure.
Four approaches are compared: (i) our proposal Rifle; (ii) 1 -penalized logistic or multinomial regression implemented using the R package glmnet; (iii) 1 -penalized FDA with diagonal estimate of Σ w implemented using the R package penalizedLDA (Witten et al., 2009); and (iv) direct approach to sparse discriminant analysis (Mai et al., 2012 (Mai et al., , 2015 implemented using the R package dsda and msda for binary and multi-class classification, respectively. For each method, models are fit on the training set with tuning parameter selected using 5-fold cross-validation. Then, the models are evaluated on the test set. In addition to the aforementioned models, we consider an oracle estimator using the theoretical direction v * , computed using the population quantities Σ w and Σ b .
To compare the performance of the different proposals, we report the misclassification error on the test set and the number of non-zero features selected in the models. The results for 500 training samples and 1000 test samples, with d = 1000 features, are reported in Table 1 . From Table 1 , we see that our proposal have the lowest misclassification error compared to other competing methods. Witten et al. (2009) has the highest misclassification error in both of our simulation settings, since it does not take into account the dependencies among the features. Mai et al. (2012) and Mai et al. (2015) perform slightly worse than our proposal in terms of misclassification error. Moreover, they use a large number of features in their model, which renders interpretation difficult. In contrast, the number of features selected by our proposal is very close to that of the oracle estimator. 
Canonical Correlation Analysis
In this section, we study the relationship between two sets of random variables X ∈ R d/2
and Y ∈ R d/2 in the high-dimensional setting using sparse CCA. Let Σ x , Σ y , and Σ xy be the covariance matrices of X and Y , and cross-covariance matrix of X and Y , respectively. Assume that (X, Y ) ∼ N (0, Σ) with
where 0 < λ 1 < 1 is the largest generalized eigenvalue and v * x and v * y are the leading pair of canonical directions. The data consists of two n × (d/2) matrices X and Y. We assume that each row of the two matrices are generated according to (x i , y i ) ∼ N (0, Σ). The goal of CCA is to estimate the canonical directions v * x and v * y based on the data matrices X and Y. Let Σ x , Σ y be the sample covariance matrices of X and Y , and let Σ xy be the sample cross-covariance matrix of X and Y . Recall from Example 2 that the sparse CCA problem can be recast as the generalized eigenvalue problem with
In our simulation setting, we set λ 1 = 0.9, v * We compare our proposal to Witten et al. (2009) , implemented using the R package PMA. Their proposal involves choosing two tuning parameters that controls the sparsity of the estimated directional vectors, which we select using cross-validation. We perform our method using multiple values of k, and report results for k = {15, 25} since they are qualitatively similar for large n. The output of both our proposal and that of Witten et al. (2009) are normalized to have norm one, whereas the true parameters v * x and v * y are normalized with respect to Σ x and Σ y . To evaluate the performance of the two methods, we normalize v * x and v * y such that they have norm one, and compute the squared 2 distance between the estimated and the true directional vectors. The results for d = 600, s = 10, averaged over 100 data sets, are plotted in Figure 1 .
From Figure 1 , we see that our proposal outperforms Witten et al. (2009) the truncation parameter k when the sample size is sufficiently large. In addition, we see that the squared 2 distance for our proposal is inversely proportional to n/{s log(d)}, as suggested by Theorem 1.
Data Application
In this section, we apply our method in the context of sparse sliced inverse regression as in Example 3. The data sets we consider are:
1. Leukemia (Golub et al., 1999) We preprocess the leukemia data set following Golub et al. (1999) and Yin and Hilafu (2015) . In particular, we set gene expression readings of 100 or fewer to 100, and expression readings of 16,000 or more to 16,000. We then remove genes with difference and ratio between the maximum and minimum readings that are less than 500 and 5, respectively. A log-transformation is then applied to the data. This gives us a data matrix X with 72 rows/samples and 3571 columns/genes. For the lung cancer data, we simply select the 2,000 genes with the largest variance as in Petersen et al. (2015) . This gives a data matrix with 167 rows/samples and 2,000 columns/genes. We further standardize both the data sets so that the genes have mean equals zero and variance equals one.
Recall from Example 3 that in order to apply our method, we need the estimates A = Σ E(X|Y ) and B = Σ x . The quantity Σ x is simply the sample covariance matrix of X. Let n 1 and n 2 be the number of samples of the two classes in the data set. Let Σ x,1 and Σ x,2 be the sample covariance matrix calculated using only data from class one and class two, respectively. Then, the covariance matrix of the conditional expectation can be estimated by
where n = n 1 + n 2 (Li, 1991; Li and Nachtsheim, 2006; Zhu et al., 2006; Li and Yin, 2008; Chen et al., 2010; Yin and Hilafu, 2015) . As mentioned in Section 5, we run Algorithm 1 with a large value of k, and used its solution as the initial value for Algorithm 1 with a smaller value of k. Let v t be the output of Algorithm 1. Similar to Yin and Hilafu (2015), we plot the box-plot of the sufficient predictor, X v t , for the two classes in each data set. The results with k = 25 for leukemia and lung cancer data sets are in Figures 2(a)-(b) , respectively. From Figure 2(a) , for the leukemia data set, we see that the sufficient predictor for the two groups are much more well separated than the results in Yin and Hilafu (2015) . Moreover, our proposal is a one-step procedure with theoretical guarantees whereas their proposal is sequential without theoretical guarantees. For the lung cancer data set, we see that there is some overlap between the sufficient predictor for subjects with and without lung cancer. These results are consistent in the literature where it is known that the lung cancer data set is a much more difficult classification problem compared to that of the leukemia data set (Fan and Fan, 2008; Petersen et al., 2015) .
Discussion
We propose the truncated Rayleigh flow for solving sparse generalized eigenvalue problem. The proposed method successfully handles ill-conditioned normalization matrices that arise Figure 2: Panels (a) and (b) contain box-plots of the sufficient predictor X v t obtained from Algorithm 1 for the leukemia and lung cancer data sets. In panel (a), the y-axis represents patients with acute lymphoblastic leukemia (ALL) and acute myeloid leukemia (AML), respectively. In panel (b), the y-axis represents patients with and without lung cancer, respectively.
from the high-dimensional setting due to finite sample estimation, and enjoys geometric convergence to a solution with the optimal statistical rate of convergence. The proposed method and theory have applications to a broad family of important statistical problems including sparse FDA, sparse CCA, and sparse SDR. Compared to existing theory, our theory does not require any structural assumption on (A, B), nor normality assumption on the data. Tibshirani, R., Hastie, T., Narasimhan, B. and Chu, G. (2003) . Class prediction by nearest shrunken centroids, with applications to DNA microarrays. Statistical Science 18 104-117.
Vu, V. Q., Cho, J., Lei, J. and Rohe, K. (2013) . Fantope projection and selection: A near-optimal convex relaxation of sparse PCA. In Advances in Neural Information Processing Systems.
Lemma 2. Let (J, K) be a symmetric-definite matrix pair and let (J + E J ,K + E K ) be the perturbed matrix pair. Assume that E J and E K satisfy
where cr(J, K) is as defined in (9). Then, (J + E J , K + E K ) is a symmetric-definite matrix pair. Let λ k (J + E J , K + E K ) be the kth generalized eigenvalue of the perturbed matrix pair. Then,
Recall from Section 4 that v * is the first generalized eigenvector of (A, B) with generalized eigenvalue λ 1 , and that V = supp(v * ). For any given set F such that V ⊂ F , let λ k (F ) and λ k (F ) be the kth generalized eigenvalues of (A F , B F ) and ( A F , B F ), respectively. Provided Assumption 1 and by an application Lemma 2, we have
Next, we prove that y(F ) is close to y * if the set F contains the support of y * . The result follows from Theorem 4.3 in Stewart (1979) .
Lemma 3. Let F be a set such that V ⊂ F with |F | = k > s and let
This implies that
where ∆λ, cr(k ), and (k ) are as defined in (12) and (10).
We now present a key lemma on measuring the progress of the gradient descent step. It requires an initial solution that is close enough to the optimal value in (15). With some abuse of notation, we indicate y(F ) to be a k -dimensional vector restricted to the set F ⊂ {1, . . . , d} with |F | = k . Recall that c > 0 is some arbitrary small constant stated in Assumption 1 and c upper is defined as (1 + c)/(1 − c).
Lemma 4. Let F ⊂ {1, . . . , d} be some set with |F | = k . Given any v such that v 2 = 1 and
, and let v = C F v/ C F v 2 , where
and η > 0 is some positive constant. Let δ = 1 − y(F ) T v. If η is sufficiently small such that
and δ is sufficiently small such that
,
, then under Assumption 1, we have
The following lemma characterizes the error introduced by the truncation step. It follows directly from Lemma 12 in Yuan and Zhang (2013).
Lemma 5. Consider y with F = supp(y ) and |F | = k. Let F be the indices of y with the largest k absolute values, with |F | = k. If y 2 = y 2 = 1, then
The following lemma quantifies the progress of each iteration of Algorithm 1.
Lemma 6. Assume that k > s, where s is the cardinality of the support of y * = v * / v * 2 2 , and k is the truncation parameter in Algorithm 1. Let k = 2k + s and let
Under the same conditions in Lemma 4, we have
In the following, we proceed with the proof of Theorem 1. Recall from Algorithm 1 that we define v t = v t / v t 2 . Since v t 2 = 1, and v t is the truncated version of v t , we have that
By recursively applying Lemma 6, we have for all t ≥ 0,
as desired.
B Proof of Technical Lemmas B.1 Proof of Lemma 3
Proof. The first part of the lemma on the following inequality follows directly from Theorem 4.3 in Stewart (1979) 
We now prove the second part of the lemma. Setting y(F ) = v(F )/ v(F ) 2 and y * = v * / v * 2 such that y(F ) 2 = 1 and y * 2 = 1, we have
where the third inequality holds by adding and subtracting v(F ) · v(F ) 2 . By definition, δ(F ) ≤ (k ), ∆ λ ≥ ∆λ, and cr( A F , B F ) ≥ cr(k ). Thus, we obtain
B.2 Proof of Lemma 4
Proof. Recall that F ⊂ {1, . . . , d} is some set with cardinality |F | = k . Also, recall that y(F ) is proportional to the largest generalized eigenvector of ( A F , B F ). Throughout the proof, we write κ to denote κ( B F ) for notational convenience. In addition, we use the notation v
Let ξ j be the jth generalized eigenvector of ( A F , B F ) corresponding to λ j (F ) such that
Assume that v = k j=1 α j ξ j and by definition we have y(F ) = ξ 1 / ξ 1 2 . By assumption, we have y(F )
in which the last inequality holds by an application of Hölder's inequality and the fact that
where the last inequality is obtained by (17) and the assumption that δ ≤ 1/(8c upper κ).
We also need a lower bound on y(F ) B F . By the triangle inequality, we have
where the second inequality holds by the definition of v B F and an application of Hölder's inequality, the third inequality follows from (18), and the last inequality follows from the fact that 1/2 · λ max ( B F )/ κ ≥ 2λ max ( B F )δ under the assumption that 1/(8c upper κ).
Lower and upper bounds for [ λ 1 (F ) − ρ]/ρ: To obtain a lower bound for the quantity y(F ) T v , we need both lower bound and upper bound for the quantity [
where the second to the last inequality holds by (17) and the last inequality holds by (18). We now establish a lower bound for [ λ 1 (F ) − ρ]/ρ. First, we observe that
where the first equality follows from the fact that y(F ) T v = 1 − δ, and the second inequality holds by the fact that (1 − δ)y(F ) is the scalar projection of y(F ) onto the vector ξ 1 . Thus, we have 
where the second to the last inequality holds by dividing the numerator and denominator by λ 1 (F ) and using the upper bound λ 2 (F )/ λ 1 (F ) ≤ γ, and the last inequality holds by (21).
Lower bound for C F v 
B.3 Proof of Lemma 6
Proof. Recall that V is the support of v * , the population leading generalized vector and also
. Let F t−1 = supp(v t−1 ), F t = supp(v t ), and let F = F t−1 ∪ F t ∪ V . Note that the cardinality of F is no more than k = 2k + s, since |F t | = |F t−1 | = k. Let
where C F is the submatrix of C F restricted to the rows and columns indexed by F . We note that v t is equivalent to the one in Algorithm 1, since the elements of v t outside of the set F take value zero.
Applying Lemma 4 with the set F , we obtain
Subtracting both sides of the equation by one and rearranging the terms, we obtain
By Lemma 3, we have y(F ) − y 2 ≤ ω(k ). By the triangle inequality, we have 
where the second inequality follows from (31). This is equivalent to 
where the third inequality holds using the fact that |y T v t | ≤ 1, and the last inequality holds by (33).
