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Abstract—An orthogonalization method to eliminate unwanted
signal components in standard 12-lead exercise electrocardio-
grams (ECG’s) is presented in this work. A singular-value-
decomposition-based algorithm is proposed to decompose the
signal into two time-orthogonal subspaces; one containing the
ECG and the other containing artifacts like baseline wander and
electromyogram. The method makes use of redundancy in 12-
lead ECG. The same method is also tested for reconstruction
of a completely lost channel. The online implementation of the
method is given. It is observed that the first two decomposed
channels with highest energy are sufficient to reconstruct the ST-
segment and J-point. The dimension of the signal space, on the
other hand, does not exceed three. Data from 23 patients, with
duration ranging from 9 to 21 min, are used.
Index Terms— Electromyogram (EMG) and baseline wander
(BW) elimination, exercise electrocardiogram (ECG), online or-
thogonalization, signal enhancement, singular value decomposi-
tion (SVD).
I. INTRODUCTION
EXERCISE electrocardiogram (ECG) testing reveals veryimportant clinical diagnostic information on cardiovascu-
lar disorders. The test itself, however, sets up rather adverse
conditions for ECG signal recording. Baseline wander (BW)
and electromyogram (EMG) signal contaminates exercise ECG
signals. Often the level of contamination is such that ECG
signals are completely hidden by these unwanted signal com-
ponents. Sophisticated signal processing techniques must be
employed in order to recover the clinical data.
The most important clinical information is contained in
the variation of ST-segment level during the stress test. The
ST-segment level is found in all phases of the test, namely
the initial resting phase and every step of the exercise and
the recovery phases. ST-segment level depression is sought
for positive classification. Computerized systems calculate the
average beats in successive time intervals, of length ranging
from 6 to 20 s. This averaging is necessary since there exist
large amounts of unwanted signal components in recordings
taken during exercise. ST-level measurements are made on
these average complexes.
Various aspects of ECG signal enhancement had been
discussed in literature [1]–[11]. Mertens et al. used a hybrid
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approach, which is a combination of mean and median filtering
[12]. Pinto proposed a BW filter and a time-varying filter to
remove high-frequency EMG signal [13]. Sornmo estimated
the BW from a QRS-free signal obtained by subtracting the
average beat from the incoming noisy beat and used this to
remove the BW [14]. Mortara proposed an approach to obtain
a transfer function of the cardiac dipole, which he referred to
as source consistency filtering [15]. Jane et al. used a cascade
of two adaptive filters to remove BW and gave a comparison of
this to cubic spline filter [16] whereas Meyer et al. used a cubic
spline technique to estimate and remove BW from ECG [17].
Recently, Afonso et al. proposed a filter-bank-based approach
for the processing of stress ECG [18]. They decomposed the
signal into different subbands and processed each subband
independently.
The proposed methods provided enhancement of ECG data
at varying levels. The efforts for enhancement were confined
to processing of individual derivations, in all of these meth-
ods. There is, however, a significant redundancy in 12-lead
ECG, which can contribute to unwanted signal interference
elimination when all derivations are processed simultaneously.
Barr et al. addressed this redundancy while they investigated
the optimum lead locations for complete representation of
total body QRS surface potential distribution [19]. As far as
standard leads are concerned, Barr et al. observed that this
representation is rather poor. Lux et al. made use of the
redundancy in a data set of 221 patients. This data consists
of a set of approximately 600 body-surface potential maps
recorded from 192 leads on every patient [20]. All of these
maps are derived from measurements of potentials at every
millisecond and within a single heartbeat. In their study, the
spatial redundancy in body-surface potential maps is employed
to obtain a set of orthonormal basis vectors to represent all
the data on all the patients, using Karhunen–Loeve technique.
Evans et al. employed the same technique on the same
population to investigate the temporal redundancy in body
surface recordings [21]. It is shown in [21] that the two
sets of orthonormal basis vectors are necessary, one for QRS
region and one for ST and T regions, to represent all the data
accurately over the patient population. It must, of course, be
noted that in [21], again, the analyzed data is confined to a
period of a single heartbeat.
In this paper, we propose a robust method particularly
to obtain ST-segment level data during exercise test. The
method makes use of the redundancy in standard leads to
eliminate BW, EMG, and other interference in stress ECG.
Presence of these unwanted signal components, originating
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from independent sources, in stress ECG, establish different
problems compared to rest ECG signals. The method employs
time domain orthogonalization technique in order to reduce
the ECG data to a set of two or three time-orthogonal signals,
for every patient and for the entire duration of stress test. We
employed a recursive orthogonalization algorithm that approx-
imates singular value decomposition (SVD); first proposed by
Vanderschoot et al. [22] to separate fetal and maternal ECG
signals. We observed that ECG waveforms in 12 standard leads
decompose into at most three orthogonal signals per patient.
The morphology of these three signals, however, varies from
patient to patient.
The morphology of ECG waveform and, hence, the values
of clinical parameters change during exercise testing. The
method we proposed can accommodate this property of ECG
waveform during exercise testing.
Another difficulty in exercise testing is that one or more
channels can be lost temporarily or completely during the test.
The said redundancy can be used to recover the clinically im-
portant part of the data. We tested the same orthogonalization
method for this purpose.
We implemented the method in C programming language.
It is possible to process standard 12-lead ECG data in real-
time on any personal computer with a Pentium microprocessor.
SVD orthogonalization algorithm used in this work is given
in Ssection II. The details of the way we used this technique
are explained in Section III. We discuss the results that we
obtained from 23 patients in Section IV.
II. THEORY: TIME DOMAIN
ORTHOGONALIZATION OF LONG ECG RECORDS
The cardiac signal morphologies in standard 12-lead ECG
signals are highly correlated. Eight channels out of 12 are
independent and orthogonalization is applied to these eight
channels. These are DI, DII, and V1–V6.
We consider the entire data recorded during exercise test
as a data matrix M. Each row of M corresponds to an
input channel, whereas columns correspond to successive
sampling instants in time. The algorithm is based on the online
approximation of SVD of the data matrix .
SVD of M, in general, is given in [23] as
(1)
(2)
where the columns of U and V are the left and right singular
vectors, respectively. is a diagonal matrix whose diagonal
entries are the singular values ofM. If the rank of M is , then
span (3)
spans the range of M and projects M onto that
subspace. The relation between the eigenvalue decomposition
and SVD can be established from (1) as
(4)
The complete M matrix is available only at the end of the
test. During the test, each column of M is received one after
the other. The proposed algorithm approximates (1) at every
sampling instant.
The algorithm is given by
(5)
for to (6)
(7)
(8)
(9)
(10)
(11)
where
th column of (12)
rank (13)
(14)
(15)
Jacobi rotation matrix. (16)
The matrix U corresponds to the left singular matrix. The
matrix C is an approximation to , whereas the matrix B
is an intermediate matrix and is an updated version of C in
each step. The matrix C converges to the matrix in (4).
The convergence rate is determined by , the forgetting factor.
The choice of is important since it determines the amount
of history that the algorithm takes into account. This choice
describes the preference between stability of the algorithm and
its adaptability to the variations in the morphology of the beat.
is the Jacobi rotation matrix that nullifies an off-diagonal
element of [24]. The off-diagonal element of , whose
absolute value is maximum, is chosen to be made zero at each
step in the above algorithm. Thus, at each step we decrease the
correlation between the most correlated two output channels.
In effect the algorithm performs (18) incrementally.
Let
(17)
(18)
(19)
is closer to than where is defined as
(20)
with
(21)
The correspondence between this approximation and regular
SVD is extensively discussed in [22] and is shown to be a
very good approximation.
The reconstruction step is given by (11). corresponds
to high singular values and spans the signal space. is its
orthogonal complement and spans the noise space. We will
refer to the corresponding channels as noise channels. The
dimension of the signal space is given by the rank of M. The
effective rank of M is determined by observing the singular
values of M [23], [25]. In , zeros are substituted for noise
channels.
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Fig. 1. Block diagram.
Fig. 2. Eight channel rest ECG.
III. THE METHOD
We processed exercise ECG data records from 23 patients
with record lengths between 9 00 and 21 00 min. The data are
recorded with a sampling rate of 500 samples/s per channel,
at 12 bits resolution under Bruce protocol. The data of eight
independent channels in standard 12-lead ECG are acquired
simultaneously.
SVD is sensitive to the average value of the input signals.
When the derivations contain a nonzero average or very
low-frequency components, SVD algorithm decomposes these
as orthogonal components. Such low-frequency components
increase the rank of the data matrix and dimension of the
signal space. This complicates the separation of signal and
noise spaces. The input signals are, therefore, first high-pass
filtered with a filter of cutoff frequency 0.7 Hz, to remove these
low-frequency components. The decomposition coefficients
obtained on this signal are applied to the input signals that are
high-pass filtered with a first-order filter of cutoff frequency
0.05 Hz. 0.05 Hz is the allowed cutoff frequency in order to
preserve all of the clinical data in ECG. The block diagram of
the process is given in Fig. 1.
We tested the decomposition capability of the algorithm on
rest ECG recordings taken from 23 patients. These signals
were free from any visible interference or noise. These exper-
iments showed that at least 99% of the total energy is confined
to the first three channels. Fig. 2 shows the original input and
the decomposed signal sets. It can be observed that almost
all of the energy is contained in the first three decomposed
signal channels, while some residue of QRS complexes can be
observed on the other five channels. In this paper, the first three
decomposed signals are referred to as the signal channels and
the space spanned by them as the signal space. We will refer
to all unwanted signals such as BW, EMG, and other types
of interference as unwanted noise components throughout this
paper.
The algorithm requires a training period. The signal mor-
phology and the dimension of the signal space are determined
by the algorithm at the end of this period. These decisions are
made by observing the levels of singular values. In an ECG
signal with almost no unwanted signal components, such as
the one taken from a patient under resting conditions, one gets
either two or three large singular values that correspond to
the signal space. One also obtains five small singular values,
largest of which is less than 25% of the smallest signal singular
value and less than 1% of the largest signal singular value.
When the original ECG signal is contaminated with unwanted
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Fig. 3. Flow diagram of the implementation.
signal components, the singular values of the signal space
remain the same while the ones corresponding to the noise
space increases.
This is due to the fact that unwanted signal components that
are time-orthogonal to ECG signals are mapped into the noise
space. Whenever the singular values of the noise space exceed
those of the signal space, unwanted signal components begin
to interfere with the signal components. Such a case can be
due to the presence of unwanted components either with a low
amplitude and a long persistence or with a high amplitude. We
avoided such interference to occur in the algorithm by using
rules and thresholds that are determined empirically.
The orthogonalization algorithm is implemented such that it
automatically adapts itself to variations in ECG and unwanted
signal components. Various limits and thresholds are imposed
on the operation of the algorithm in order to maintain the
stability against various effects that are encountered during
exercise testing. Each of these effects is discussed in the paper.
The flow diagram of the implementation is given in Fig. 3.
A. Morphological Variation in ECG Signal During Exercise
The changing shape of the ECG waveform, particularly
changes that take place in ST-segment, provides the most im-
portant clinical information in exercise testing. These changes
obviously affect the orthogonal-basis vectors ’s. We ob-
served the changes that take place in , , and on
complete test data which was reasonably free of BW and
Fig. 4. Directions of first three basis vectors.
EMG signal. In Fig. 4, an example of the variation in the
direction of , , and are given with respect to time. We
calculated the angle between the current vector and the vector
just before the end of the rest phase, for each time instant
and for each one of the three basis vectors, , , and .
It can be observed that although there is not any observable
change during rest, the orientation of all three vectors change
as soon as the exercise phase begins. The directions of and
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assume new values during each exercise step and stabilize
fairly quickly at that value. When recovery phase starts, ’s
and ’s directions gradually change back to their rest values.
The changes in are mainly dominated by the amount of
unwanted signal components mapped onto the third signal
channel.
B. Elimination of Unwanted Signal Components
The algorithm is capable of mapping the unwanted compo-
nents and the ECG onto orthogonal subspaces separately. In
some cases, shifts between the two subspaces can occur and
interference can be observed in the signal space. This is caused
by the emergence of unwanted signal components, such as
BW and EMG, in the majority of the input channels or in one
input channel but with high amplitude. As far as the algorithm
is concerned, the amount of emerging unwanted components
must be sufficient to rotate the u vectors significantly in order
to be effective. Tracking these rotations is a reliable method
for their detection.
In a rest ECG, the direction of the basis vectors of the signal
space, rank , fluctuate within 1 . This direction
is monitored in 23 patient data, including the records with
arrhythmic morphology changes, and this limit is observed
experimentally. All changes in ECG morphology of cardiac
origin and rhythm are maintained in these three decomposed
time-orthogonal basis signals.
Whenever a high-amplitude interfering component emerges,
components of U rotate quickly. The direction of rotation is
such that begin to map these components onto the signal
space. Simultaneously, ECG signals are mapped onto the noise
space to preserve orthogonality. The level of the rotation
indicates the presence of unwanted signal components that
will be mapped onto the signal space, while the direction of
this rotation reveals the input channel where these unwanted
components emerged.
A similar fast rotation of is observed when a channel is
lost completely. A channel’s data is lost during the exercise if a
lead gets loose. SVD considers this lack of ECG waveform as
an independent signal and modifies u vectors radically. Hence
we used a limit on the speed of rotation, in order to detect the
presence of effective interference or a lost input channel. This
limit is determined as 2 /s, experimentally.
The singular value of each channel is a measure of the
energy of the signal in that channel. When a low-amplitude
interfering component emerges, it is directly mapped onto
the noise space. Those entries of C matrix which correspond
to the noise channels increase. If such an interference lasts
for a long time, energy of that unwanted signal component
accumulates and the singular value of this channel increases.
When it becomes comparable to that of the signal channel
with the lowest energy, these unwanted signal components
will eventually be mapped onto this signal channel. We refer to
this case as accumulating noise. The rotation speed of the basis
vector is low. The accumulation of this type of interference
can be detected by observing the growth in the energy of
the third signal channel. The decision rule is as follows: The
diagonal entry corresponding to the largest noise channel ( )
is compared to 3% of the sum of the two diagonal entries of
C corresponding to the two largest signal channels ( ).
When the accumulation threshold is violated, the highest
component of , of that particular decomposed channel,
indicates the input channel where the contamination is.
Once the source is determined, the dimension of the decom-
position ( ) is reduced by one and the channel that contains
the noisy signal is excluded from the input signal set. This
excluded channel is treated as a completely lost channel from
then on, and is reconstructed using the information contained
in other channels only. Since the reconstruction coefficients
are observed to be almost constant within one exercise step,
when there is no unwanted signal interference, we keep the
most recent reconstruction coefficients of the lost channel
constant during this period. The contaminated input channel
is continuously checked for the persistence of contamination.
The algorithm monitors the presence of unwanted signal
components by calculating the cross-correlation of successive
QRS complexes in the contaminated input channel. This
calculation is performed once in every 10 s. The detection and
alignment of the complexes for correlation are done on the first
decomposed signal channel, which is always free of unwanted
signal components and has the highest amplitude. When the
contamination in that input channel disappears, it is included
into the calculations by increasing the dimension. Whenever
we need to increase the dimension, algorithm uses the most
recent full dimension matrices before dimension reduction.
The accuracy of the reconstructed lost channel can only be
maintained if the loss period is confined within an exercise
step.
We used another limit to maintain the order in signal
space. The diagonal elements and represent the energy
contained in two primary decomposed signal channels. If
and are close to each other, the first and second
decomposed channels contain comparable amounts of ECG
signal energy. When an interfering unwanted signal component
exists in the second decomposed signal channel, this may cause
to exceed and, hence, change the order of the first two
signal channels. Since these vectors span the signal space, such
a rotation does not affect the energy content of the signal space.
However this type of rotation may cause false noise alarms.
We avoided such false alarms by limiting the rotation angle
in Q, whenever is to be nullified. These two channels are
allowed to rotate simultaneously at most at a rate of 0.5 /s.
This limit is the maximum rotation speed observed on the
records with well-separated signal singular values, where such
order exchange does not occur.
Both of these limits, 2 /s and 0.5 /s, are imposed on the
speed of rotation of and . These limits are larger than
the speed of rotation that takes place at the beginning of each
exercise step explained in Section III-A.
Fig. 5 is a typical example of the accumulation effect of
BW. In this data set, there is high amplitude, low-frequency
BW in DI, and low-amplitude BW in DII. The ECG energy in
the third signal channel is relatively small, and it is not immune
to the interference BW as well as other signal channels. If the
rotation of is limited to 0.5 /s, such an interference can be
avoided. This situation is depicted in Fig. 5. As a result BW
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Fig. 5. BW-contaminated ECG.
Fig. 6. EMG-contaminated ECG.
is kept mainly in the first noise channel. The residual ECG in
that channel is insignificant even when compared to the low
energy ECG signal preserved in the third signal channel. In
the absence of this limit, the BW observed would appear on
the third signal channel.
In Fig. 6, a typical example of the EMG signal mapped
onto the noise space is depicted. The low-amplitude EMG is
present mainly in DI and partly in DII. With a proper choice of
, this type of interference does not rotate u vectors and does
not cause an accumulation during the exercise test duration.
Rather, it is mapped onto the noise space, to the output
channels 4–8. Some contamination in third output channel is
observed, while ECG signals free of EMG are maintained in
the first two channels.
C. Reconstruction
The original ECG signal and the reconstructed signal are
compared in Table I. For this example, the interference content
in the original signal is very low in all derivations. The
first column contains the mean square difference between
the original signal and the reconstructed signal from the
two most significant SVD decomposed channels. In certain
channels, although one can observe differences up to 3.64%,
the morphology of the reconstructed signal does not deviate
from the original during QRS complex and ST-segment. The
last column in Table I shows that inclusion of the third
SVD decomposed signal channel decreases the reconstruction
differences to insignificant levels. For the ST analysis in exer-
cise testing, the reconstruction from the two most significant
channels appears to be sufficient to acquire the necessary
clinical data. In this work, we assessed the effect of residues
in other channels, on relevant clinical parameters and fiducial
points, like ST levels and J-point. It is shown in Section IV
that the reconstruction from the first two decomposed signals
provides sufficient accuracy in these clinical parameters.
We also investigated the on-line reconstruction performance
of the algorithm, when a channel is lost. Such a case is depicted
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Fig. 7. Complete loss.
TABLE I
PERCENTAGE DIFFERENCES IN RECONSTRUCTION FROM
TWO AND THREE SVD-DECOMPOSED CHANNELS
in Fig. 7 where V2 is lost. When the ECG information in
a particular channel is completely lost, the dimension of the
algorithm is reduced by one and this channel is excluded from
the input. The ECG information unique to that channel cannot
be available anymore, obviously. As a consequence, an error in
reconstructing the lost channel occurs, which will be equal to
the amount of information uniquely contained in that channel.
This is observed as a decrease in the singular values of the
signal space.
IV. RESULTS AND OBSERVATIONS
Processing is performed by a software that automatically
implements recursive SVD and all of the methods and precau-
tions explained in Section III.
The forgetting factor, , determines how far the algorithm
remembers past data. The values of that can be used for ECG
data must be less than but close to unity. If it is too close
to one, the algorithm loses its adaptability. If it is too low,
the algorithm becomes highly unstable and cannot preserve
the ECG signal morphology. In such cases, even the regular
QRS complexes can cause high rotations of u vectors, as if
they are uncorrelated with the past data. Different values of
are tested on the data set. It has been observed that the
decomposed waveforms are quite insensitive to the values of
between and . A good compromise is
obtained with .
The algorithm is sensitive to DC or very low-frequency
components as mentioned previously. Care must be taken to
remove all of the low-frequency components, frequency of
which is less than the filtering effect of the forgetting factor
.
The performance of the method is tested from two different
points of view, the ST-segments’ information content and the
preservation of the J-point.
Assessment of the results of the proposed method can
only be done by testing the method on real data. Hence
the following testing methodology for the reliability of ST-
segment and J-point measurements is adopted.
1) Standard ECG derivations are reconstructed from only
the two most significant decomposed signal channels.
2) ST-segment level and J-point measurements are made
on these reconstructed signals.
3) These measurements are compared to the measurements
made on the original data by standard methods.
The ST measurements were done on average beats calcu-
lated from every six-second interval, on both of the original
and the reconstructed signal records. Our software detects
every QRS complex and aligns these for maximum cross-
correlation. Beats with low correlation are not taken into
averages. Reconstruction is made from the two most significant
SVD decomposed signal channels. Although ST measurements
for each beat could have been made in the reconstructed chan-
nel, this was not possible for the original channel. Interference
in the original signal prohibits direct calculation of ST levels.
When complexes are chosen for averaging in any six-second
interval on the original data, a correlation-based acceptance
and alignment criteria is used (which is quite common in many
commercial stress test systems). Hence only those complexes
with reasonably low interference, in the original data, are
included in the average complexes. The comparison was based
on the measurements made on average complexes.
318 IEEE TRANSACTIONS ON BIOMEDICAL ENGINEERING, VOL. 46, NO. 3, MARCH 1999
Fig. 8. ST measurements from normal ECG (both axes are in mV).
Two ST measurements were taken from each average beat,
60 and 80 ms after the J-point. They are named ST60 and
ST80, respectively. These measurements are compared using
linear regression analysis. The model used is ,
where ’s and ’s are the ST measurements from the original
and the reconstructed data, respectively. The locations of the
J-points in each average beat were also recorded.
A normal ECG does not exhibit any ST-level shift. Hence
the corresponding ST measurements have very low variance.
Fig. 8 shows the comparison of ST80 and ST60 measurements
for a typical patient with no ST-level shift. There are 106
data points in these figures. The small variance in both of
the data sets shows that the ST-segments are preserved quite
well. The results are similar in all channels and for all normal
ECG records. The improvement in the data quality can also
be observed by comparing the number of accepted QRS
complexes in the reconstructed and the original signals. On
the average, there is 8.5% increase in the number of accepted
QRS complexes in the reconstructed signals.
The abnormal ECG exhibits ST-level elevation or depres-
sion. The important information in ST analysis is the trend of
the ST level. The linear regression analysis (LRA) between
the measurements from the original and the reconstructed data
gives a good measure of how well the trend is preserved.
The closeness of the slope of the regression line to one
shows how well the ST measurements fit to each other.
The discontinuities in the ST measurements on the original
data caused by the presence of high levels of unwanted
signal components are also removed in the reconstructed data.
Fig. 9 shows a comparison of the ST80 in all of the eight
derivations of a patient’s data when there is ST-level shift.
There is significant ST-segment variation in the derivations
DII and V2–V6 whereas in DI and V1 there is no ST-segment
variation. In the data set of 23 patients, 10 contained ST-
segment variation in some of their derivations. Whenever there
is a significant ST-segment variation, regression slope resulted
very close to 1.00. For the above patient, slope is 0.84 for DI,
0.86 for DII, 0.93 for V1, 0.96 for V2, 0.98 for V3, 0.99
for V4, 1.00 for V5 and 0.90 for V6. When there is no ST-
segment variation, like in channels DI and V1 in Fig. 9, slope
may deviate from 1.00. The data points are confined in a small
region in such cases, indicating a good fit. Linear regression
is not an appropriate measure for such data.
We evaluated the average distance between the regression
line, , and the data points for every
channel and for every patient. This measure shows the devi-
ation of the data pairs, original and reconstructed, from the
regression line. The individual distance between and
the regression line for a derivation of a patient record is
(22)
Here, is the point on ( ) where the
normal from intersects this line. Average distance is
then calculated as
(23)
where indicates the ST-level measurements, indicates the
derivation, and indicates the patient. The average distance
calculated is 30.0 V over the population of 22 patients.
One record has particularly high-amplitude unwanted signal
components and for this record the average distance is 125.3
V, over all derivations.
The J-points are important in ST analysis. Any error in
locating the J-point causes wrong ST measurements. We
determined the location of the J-point in each average beat.
A comparison of the locations of the J-points showed that our
method does not introduce any bias on the J-points and, thus,
does not degrade the performance of the ST analysis. Table II
shows the average difference in locations, in milliseconds,
between the original and the reconstructed data. The relatively
higher differences correspond to data with high unwanted
signal interference in the original signal.
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Fig. 9. ST measurements from abnormal ECG (both axes are in mV).
TABLE II
DIFFERENCE IN J-POINT LOCATIONS (IN MS)
We also compared the J-point amplitude measurements done
on the resting phase of each patient data. The average mean
square errors of the J-point amplitudes measured over the
entire data set are as follows: DI: 3.93%, DII: 8.08%, V1:
1.33%, V2: 1.45%, V3: 0.98%, V4: 4.38%, V5: 1.54%, V6:
2.40%.
V. CONCLUSION
In this paper we presented a method for processing the ex-
ercise ECG records in real-time, on Pentium microprocessor-
based computers. This method employs SVD in an algorithm,
which automatically separates ECG data from time-orthogonal
interfering signals. Also it reconstructs the lost input channels
from the information contained in other channels in standard
12-lead ECG.
The method makes use of the redundancy in the recorded
data in order to secure the extraction of maximum clinical
information. It is observed that most of the ECG signal
energy is contained in the first two decomposed channels. The
reconstruction of the ST-segment only from these channels
yields very accurate measurements. It is also observed that
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Fig. 9. (Continued.) ST measurements from abnormal ECG (both axes are in mV).
the dimension of signal space does not exceed three. It is
shown in this paper that ST-segment level variation can be
accurately measured by using reconstructed derivations from
only the most significant two time-orthogonal signals. These
two signals are shown to be quite immune to interference from
BW and EMG and, hence, the ST levels, thus, obtained are
very reliable.
The SVD decomposed signal channels preserve all the
clinically significant data. It is shown in this paper that loss of
any one of the channels can be recovered from other channels.
The accuracy is determined by the amount of redundancy in
the signal set.
Exercise ECG signals contain many unwanted signal com-
ponents and artifacts. Besides, the morphology of ECG data
of a patient changes significantly during the course of the test.
Our method employs this redundancy to separate unwanted
signal components from the clinically useful data.
A completely automatic algorithm is presented. The perfor-
mance and the limitations of this method are discussed. The
method and the various limits and the thresholds used are
tested on 23 patient records. The method needs further testing
on a larger exercise data set. This is necessary to improve the
criteria for precision and for robustness. The performance of
the method must also be assessed for the value and the position
of all fiducial points on ECG. In this work, this assessment is
limited to the J-point and the ST-segment.
A statistical assessment of errors committed in reconstruct-
ing a completely lost channel must also be made on a larger
data set.
As far as the decomposed signal set is concerned, a unique
dependence on DII is observed. This is the only channel that
records ECG along the vertical axis of the heart, and it is less
correlated to other channels. A larger part of the information
contained in this channel cannot be recovered from other
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channels. Any unwanted signal component that contaminates
DII affects the signal space components of the decomposed
signal set significantly. An extra redundancy is necessary, in
order to improve the performance of the method against such
contamination in DII. This can be maintained by recording
DIII independently.
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