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The interplay between superconductivity, spin-orbit coupling, and Zeeman or exchange field, is
studied theoretically in two different setups: a single wire in which all these fields coexist, and a
double wire system in which superconducting pairing and the spin-dependent fields are spatially
separated. We first explore a magnetoelectric effect, namely the appearance of anomalous charge
supercurrents. We determine the conditions under which such currents are allowed by symmetry and
express them in terms of the SU(2) electric and magnetic fields. In leading order in the strength of
the fields we find that in the single wire setup such currents may appear only when the Zeeman field
has both, a longitudinal and transverse component with respect to the spin-orbit field. In contrast,
in the two wire setup a parallel component to the SOC can generate the anomalous current, which
is allowed by symmetry. We confirm these findings by calculating explicitly the current in both
setups together with the self-consistent superconducting order parameter. The latter shows in the
ground-state a spatial modulation of the phase that leads to currents that compensate the anomalous
current, such that in both cases the ground state corresponds to a total zero-current state. However,
in the two wire setup this zero-current state consists of two finite currents flowing in each of the
wires in opposite direction.
I. INTRODUCTION
Superconductivity in low dimensional systems with
spin-orbit coupling (SOC) and a Zeeman field has been
intensively studied in the context of Majorana zero-
energy modes [1–6]. On the other hand the interplay
between superconductivity and spin-dependent fields is
known to lead to striking phenomena as long-range
triplet correlations [7, 8], critical field enhancement [9, 10]
and magnetoelectric effects stemming from the coupling
between charge and spin degrees of freedom [11–17].
Magnetoelectric effects in the superconducting state
are reminiscent of the widely studied spin Hall effect
(SHE) and Edelstein effect in normal conductors [18–
21]. The SHE consists in the generation of a transverse
spin current in response to a longitudinal charge cur-
rent, while a spin density is induced by a charge current
in the Edelstein effect. In particular, the Edelstein ef-
fect has been theoretically discussed in 2D systems with
Rashba SO interaction, and due to possible applications
in spintronics, it has been investigated over the past years
[22–26]. The inverse Edelstein effect, also known as spin-
galvanic effect, describes the generation of an electric cur-
rent via a spin density [24, 27, 28].
These effects also occur in the superconducting state
[11, 14, 27–31]. For temperatures close to the supercon-
ducting critical temperature, the magnetoelectric effect
can be studied at the level of the Ginzburg-Landau free
energy. Specifically the coupling between spin and charge
degrees of freedom is described by an additional term, FL,
the so-called Lifshitz invariant [32, 33]. For the particular
case of a 2D system with a Rashba SOC, this term has
the form FL ∼ ε(α)~n ·
(
~h× ~∇ϕ
)
, where ε(α) is a func-
tion of the Rashba SOC parameter α, ~h is the exchange
or Zeeman field, ϕ is the phase of the superconducting
order parameter, and ~n is a unit vector perpendicular to
the plane. The above expression for the Lifshitz invari-
ant can be generalized for arbitrary linear-in-momentum
SOC and dimension [29, 34].
In general, the Lifshitz invariant can be written as
FL ∼ ~T · ~∇ϕ , (1)
where ~T is a polar vector which is odd under time re-
versal, and SU(2) gauge invariant. This vector ~T can be
expressed in terms of the so-called SU(2) magnetic and
electric fields. For example in the case of a homogeneous
2D system the current induced via magnetoelectric effect
is, in lowest order in the SOC and Zeeman fields, pro-
portional to the vector product between the electric and
magnetic SU(2) fields [29]. In a one-dimensional system,
the SU(2) magnetic field is zero and therefore the situa-
tion has to be somehow different. Indeed it was shown in
Refs. [12, 15] that the spin-galvanic effect in a 1D wire
with Rashba SOC only appears if the Zeeman field has
finite components, both parallel and orthogonal to the
SOC. This result suggests that there has to be a contri-
bution to the Lifshitz invariant which only contains terms
proportional to the SU(2) electric field.
In the present work, we investigate the charge current
originating from the interplay between superconductiv-
ity, SOC and a Zeeman field in different systems of wires.
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2Specifically, we determine the Lifshitz invariant in terms
of the SU(2) fields, and focus on the charge current to
the leading order in the SOC and Zeeman field. We
use this general method to study two different setups:
a single wire with superconducting correlations, and a
system where the superconducting and magnetic correla-
tions and fields are spatially separated into two different
wires which are coupled via a hopping term. In lead-
ing order in the fields, the single wire system displays a
spontaneous current only if both transverse and longitu-
dinal components (with respect to the spin-orbit field) of
the Zeeman field are finite. On the other hand, in the
two wire system, the parallel component is sufficient to
generate a current. This result can be explained by the
existence of an effective SU(2) magnetic field.
This article is organized as follows: in Sec. II, we in-
vestigate the appearance of the charge current within the
SU(2)-covariant formalism, by constructing a general Lif-
shitz invariant FL in lowest order in the SU(2) electric
and magnetic fields. In Sec. III, we study the single
wire system in the framework of Green’s function for-
malism and compute the current explicitly in the limit
of weak spin-orbit coupling and Zeeman field. By al-
lowing a superconducting order parameter with an inho-
mogeneous phase we demonstrate that the ground-state
of the system corresponds to a zero-current state due to
the cancellation of the spin-galvanic current by the one
generated by the inhomogeneous superconducting phase.
Sec. IV is devoted to the double wire system. We de-
rive the self-consistency equation and the expression of
the current, and show that the zero-current state carried
in the ground state corresponds to two opposite currents
flowing in each of the wires. We finally present our con-
clusions in section V.
II. THE SPIN-GALVANIC EFFECT IN
SUPERCONDUCTING WIRES FROM A
SU(2)-COVARIANT PERSPECTIVE
In this section, we first provide a brief review of the
SU(2) covariant formalism for 2D systems with Rashba
SOC and an exchange field. We then apply this for-
malism to different systems of wires to understand the
magnetoelectric effects from a symmetry consideration.
A. Short review of the SU(2) formalism
To understand the magnetoelectric effect from a gen-
eral perspective, we briefly introduce the SU(2)-covariant
formalism [35, 36] to describe systems with linear-in-
momentum SOC and a quadratic electronic band. The
starting point is the general Hamiltonian describing a
system with superconducting correlations:
H =
∫
d~r
(
Ψ† hˆ0 Ψ + V ψ
†
↑ ψ
†
↓ ψ↓ ψ↑
)
, (2)
where the spinor Ψ = (ψ↑, ψ↓)
T
contains the annihilation
operators ψ↑,↓(~r) for spin up and down electrons at po-
sition ~r and V = V (~r) is the superconducting potential.
In the normal part of the Hamiltonian, hˆ0, the linear-
in-momentum SOC and Zeeman field enter as a SU(2)
gauge potential [35, 36]
hˆ0 =
(pi −Ai)2
2m
− µ+A0 , (3)
where µ is the chemical potential. Namely A0 = 1
2
Aa0 σa
is the SU(2) scalar potential which describes either a Zee-
man magnetic field in a normal metal or an intrinsic ex-
change field in a ferromagnetic metal, whereas the vector
potential Ai = 1
2
Aai σa represents spin-orbit interaction,
where σa are the Pauli matrices. Lower (upper) indices
i = x, y, z label space (spin) variables and sum over re-
peated indices is implied.
In analogy to usual electrodynamics, the Hamiltonian
Eq. (3) is written in terms of a SU(2) four-potential
Aµ, where µ labels space (µ = x, y, z) via spin-orbit
interaction and time (µ = 0) via the Zeeman field. This
Hamiltonian is invariant under the gauge transformations
Ψ → U Ψ and Aµ → U Aµ U−1 − i (∂µU)U−1, where U
is a SU(2) rotation matrix [35]. Following the analogy
to electrodynamics one defines the SU(2) field strength
tensor Fµν as:
Fµν = ∂µAν − ∂νAµ − i [Aµ, Aν ] . (4)
The SU(2) electric and magnetic fields are then defined
as Eak = Fa0k, and Bak = kijFaij , respectively, ijk being
the Levi-Civita symbol.
We consider now a superconductor at temperature
close to its critical temperature Tc. Equilibrium prop-
erties can be described within the Ginzburg-Landau the-
ory. As mentioned in the introduction magnetoelectric
effect is related to a Lifshitz invariant in the free energy
with the form of Eq. (1). The anomalous current induced
in a system is then proportional to the polar vector ~T .
The latter can be constructed using SU(2) gauge symme-
try arguments only. In Ref. [29], the Lifshitz invariant
in the lowest order in the exchange field was identified,
and the anomalous current was found to be proportional
to the following cross product of the SU(2) electric and
magnetic fields:
ji ∼ Fa0k Faki = Ea ×Ba . (5)
To illustrate the result of expression Eq. (5), let us
consider a two-dimensional system in the x − y plane
with homogeneous and time-independent Zeeman and
Rashba spin-orbit fields. Specifically, the SOC is de-
scribed by the Hamiltonian Hso = α (py σx − px σy)
leading to a two component vector potential: Ayx =
2mα = −Axy . In this case, the electric field has two
components F0x = mα (Ax0 σz −Az0 σx) /2 and F0y =
mα (Ay0 σz −Az0 σy) /2, whereas the magnetic field is
3given by Fxy = m2 α2 σz = −Fyx. This leads to an
in-plane current :
jx,y ∼ ±m3 α3Ay,x0 , (6)
when the Zeeman field is applied in y or x direction re-
spectively, in agreement with the Edelstein result, Ref.
[32].
The situation is rather different in a 1D system, for
which the SU(2) magnetic field Ba is zero and therefore,
contribution from Eq. (5) vanishes. It is however known
that in wires with a 1D SOC such current can be finite
[12, 15], namely, when at least two components of the
magnetic field, one longitudinal and one transverse to
the spin-orbit field, are finite. This result can also be
understood from the above SU(2) arguments if we seek
for an invariant of higher order in the exchange field:
clearly in a pure 1D system only the electric field is finite
and the next leading order contribution to the current can
be constructed as a product of derivatives of the electric
field [37]:
ji ∼
(
∇˜kF0k
)a (
∇˜0F0i
)a
, (7)
where ∇˜k denotes the covariant derivatives defined as
∇˜µ = ∂µ · −i [Aµ, ·].
In the next two subsections we discuss two different
situations in which either one of the contributions Eqs.
(5 - 7) contributes to the anomalous current. Before that
it is important to emphasize that in systems in which su-
perconductivity and the spin-dependent fields spatially
coexist, one should compute the superconducting order
parameter self-consistently allowing for a spatially de-
pendent phase. Generally, the ground-state corresponds
to a zero-current state [38] and therefore the anomalous
current obtained above has to be compensated by the
current induced by the phase gradient of the condensate
wave function. In subsequent sections we discuss this in
detail.
B. Single superconducting wire
As mentioned above, in a system with a pure 1D SOC
only the SU(2) electric field is finite and hence the anoma-
lous current (in lowest order in the exchange field) is
given by Eq. (7). Specifically the electric field for a 1D
system with time-independent fields is given by
F0x = −∂xA0 − i [A0, Ax] . (8)
The second term is the field induced for example by ho-
mogeneous exchange field and SOC. The first term is
finite for an inhomogeneous exchange field induced for
example by a spin texture.
We first consider a homogeneous situation, for which
the exchange field has an arbitrary direction and the
SOC is, without loss of generality, Hso = αpσz, such
that the vector potential has only one finite component
Azx = −2mα. In this case F0x = −imαAa0 [σa, σz] /2
and hence the anomalous current obtained from Eq. (7)
reads:
jx ∼ −m3 α3
[
(Ax0)2 + (Ay0)2
]
Az0 . (9)
This result coincides with the one obtained in Refs.[12,
15] in leading order in the exchange field.
A gauge equivalent situation to the previous one is
a system without SOC but with an inhomogeneous ex-
change field that varies in x-direction [8]. In such a
case the electric field is finite due to the first term
in Eq. (8). As a specific example we consider
an exchange field with the following spatial depen-
dence: ~h = (h0 cos (Qx) , h0 sin (Qx) , hz). The cor-
responding SU(2) scalar potential has then three com-
ponents: Ax0 = 2h0 cos (Qx), Ay0 = 2h0 sin (Qx)
and Az0 = 2hz, and according to Eq. (8), F0x =
2Qh0 [sin (Qx)σ
x − cos (Qx)σy]. From Eq. (7) we ob-
tain:
jx ∼ Q3 h20 hz . (10)
Expressions (9) and (10) coincides after identifying the
following equivalences: mα ↔ Q and h20 = (Ax0)2 +
(Ay0)2.
C. Double wire system
We now consider a two wire setup, as the one sketched
in Fig. 1b. One of the wires is a superconductor with no
spin-dependent fields, whereas the second wire is in the
normal state with a finite SOC and exchange or Zeeman
field. Both wires are tunnel coupled. The tunneling is
described by a hopping parameter t which is assumed to
be spin independent. This coupling, on the one hand,
induces superconducting correlations in the normal wire,
and on the other hand an effective spin-dependent field
is induced in the superconducting wire.
In a pure 1D system, when all interactions take place
in one and the same wire, if the SOC and exchange field
vectors are parallel, all SU(2) fields are zero and hence no
magnetoelectric effects can take place. In the two wire
system the situation is rather different, because strictly
speaking the system is not pure 1D (indeed there is an
additional internal degree of freedom which is the wire
index) and the coupling between the wires prevents such
a pure gauge situation.
Namely, the fields depend not only on the spatial co-
ordinate along the wires, but also on the one perpendic-
ular to them denoted as z in Fig. 1b. Then the system
behaves as a 2D system. If we assume that SOC and ex-
change field are parallel, with the only non-zero compo-
nents of the potentials being Azx and Az0, then according
to Eq. (4) the SU(2) fields are finite and determined by
Fz0z = −∂zAz0 for the electric field and Fzzx = ∂zAzx for
the magnetic field. Therefore, from the above symmetry
4arguments, specifically from Eq. (5), one expects a fi-
nite anomalous current, linear in both, the SOC and the
exchange field, even if they are parallel.
The above analysis only explains whether the anoma-
lous currents are allowed by symmetry or not. In the next
sections we compute explicitly the currents and also the
ground state of the setups of Fig. 1.
III. SUPERCONDUCTING WIRE WITH
ZEEMAN AND SPIN-ORBIT INTERACTIONS
In this section, we focus on a single superconducting
wire in the presence of Rashba SOC and a Zeeman field.
Similar setup has been studied in Refs. [12, 15, 39]. We
compute the anomalous current explicitly and compare
the result from the one obtained by the above symmetry
arguments. In addition, we allow for a superconducting
order parameter with an inhomogeneous phase and show
explicitly that, in the ground-state, the anomalous cur-
rent is exactly compensated by the current induced by
the order parameter phase gradient.
We assume that the Zeeman field has two components:
one normal and one parallel to the SOC field (Fig. 1a).
The Hamiltonian describing an infinite wire along the
x-direction reads:
H =
∫
dpΨ†
(
hˆN + hˆBCS
)
Ψ , (11)
where Ψ =
(
ψ↑(p), ψ↓(p), −ψ†↓(−p), ψ†↑(−p)
)T
is the
spinor containing the annihilation and creation operators
in Nambu spin basis. The Hamiltonian operator hˆN de-
scribes the system in the normal state. We assume that
the Zeeman field is in the x − z plane, ~h = (hx, 0, hz),
and that the wire lies on a substrate parallel to this plane,
such that the SOC is along the z-direction:
hˆN = (ξ + αpσz) τz + ~h · ~σ . (12)
Here ξ =
p2
2m
− µ is the quasiparticle energy, µ is the
chemical potential, α is the spin-orbit coupling constant
and σx,y,z, τx,y,z are the Pauli matrices acting respec-
tively in spin and Nambu space. The BCS Hamiltonian
operator hˆBCS is expressed as:
hˆBCS = −∆0 τx , (13)
where ∆0 is the superconducting order parameter, first
assumed to be a constant.
To compute the anomalous charge current we use the
Green’s function formalism [40]. Close to the normal-
superconducting phase transition, ∆0  T , one can ex-
pand the Green’s function G in series of ∆0. In second
order in ∆0, G reads:
G ≈ GN +GN hˆBCSGN +GN hˆBCSGN hˆBCSGN , (14)
where GN is the Green’s function in the normal state
obtained from the Dyson equation
(
iωn − hˆN
)
GN = 1,
where ωn = pi T (2n+ 1) are the Matsubara frequencies
at temperature T , n being an integer. In Nambu space,
GN reads
GN =
(
G− 0
0 G+
)
, (15)
where the matrix Gλ (λ = ±) is defined in the spin basis:
Gλ =
iωn + λ ξ + ~h · ~σ − λα pσz
(iωn + λ ξ)
2 − (hz − λα p)2 − h2x
. (16)
The charge current is proportional to the expectation
value of the velocity operator vˆ =
∂hˆN
∂p
, such that in
terms of the Green’s functionG, the charge current reads:
jan = −e Tc
2
∑
ωn
∫ +∞
−∞
dp
2pi
[ p
m
TrG+ αTr (Gσz)
]
,
(17)
where Tc is the critical temperature. The second term
in Eq. (17) stems from the so-called anomalous velocity
due to the SOC.
We are interested in determining the current in the
leading order of the spin-dependent fields. Therefore in
what follows we assume that both, the Zeeman field and
SOC, are small such that hx, hz  Tc and αpF  Tc
(where pF is the Fermi momentum) and expand the ex-
pressions for the Green’s functions G from Eq. (14–16) in
series of hx, hz and αp. We then substitute this expan-
sion into the current expression, Eq. (17). The integral
over momentum has to be done with certain care. First,
only terms even in p contribute to the integral that can be
written for only positive values of p. In turn, this integral
can be transformed into an integral over the quasiparticle
energy: ∫ +∞
−∞
dp = 2
∫ +∞
−µ
N (ξ) dξ , (18)
where N (ξ) =
√
m
2 (ξ + µ)
is the density of states at en-
ergy ξ. We assume that the chemical potential is the
largest energy involved in the problem : µ  Tc, Eso,
where Eso = mα
2/2, and set the lower integration
limit to −∞. Because in the expansion of the Green’s
function G one keeps terms up to order α3 p4 where
p2 = 2m (ξ + µ), in the expansion of N (ξ), Eq. (18),
one needs to keep also terms up to order (ξ/µ)2. The
integral in Eq. (18) can then be written as:∫ +∞
−∞
dp→ 2
vF
∫ +∞
−∞
(
1− ξ
2µ
+
3 ξ2
8µ2
)
dξ , (19)
where vF =
√
2m
µ
. After this transformation the ξ inte-
gration of Eq. (17) can be performed straightforwardly
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FIG. 1. (a) The first setup is made of an infinite superconducting wire with SOC and a Zeeman field with two components, one
longitudinal and one transverse to the spin-orbit field. (b) In the second system, superconducting and magnetic correlations
and fields are spatially separated into two different wires, coupled via a hopping term. We consider the case where the spin-orbit
and Zeeman fields are parallel.
leading to:
jan = 28 e Tc ∆
2
0m
2 vF α
3 h2x hz Γ7 , (20)
where Γs =
∑
ωn>0
1
ωsn
. This result implies the presence of
a finite charge current along the wire, in agreement with
our symmetry arguments in Sec. II B based on the SU(2)
covariant formalism. Indeed, in leading order in SOC
and Zeeman field, the anomalous current is proportional
to α3 h2x hz.
Now we allow for an inhomogeneous superconducting
state with an order parameter ∆(x) = ∆0 e
i q x. In this
case an additional term proportional to q contributes to
the current:
j = jan + jq , (21)
where
jq = −2 e Tc ∆20 vF q Γ3 , (22)
is computed near the emergence of the modulated phase,
namely for q vF  Tc. The equilibrium value of q can
be derived by maximizing the self-consistency relation
describing the superconductor with respect to q [39]:
q = 14m2 α3 h2x hz
Γ7
Γ3
. (23)
After substitution of this value into Eq. (22) one finds
that jq cancels exactly the anomalous current jan. This
confirms that the true ground-state of an infinite super-
conducting wire is a zero-current state [38].
IV. THE TWO WIRE SYSTEM
Here we consider a different setup in which supercon-
ductivity and spin-dependent fields are spatially sepa-
rated in two different wires, see Fig. 1b. The coupling
of the wires is described via a spin-independent hopping
term with amplitude t. We assume as before an inhomo-
geneous order parameter in the superconducting wire and
from the self-consistency relation we calculate the phase
gradient in the inhomogeneous case superconductivity.
Separately we compute the anomalous charge current and
show that it is exactly compensated by the contribution
coming from the modulation of the superconducting or-
der parameter. In contrast to the one wire case, the total
zero-current state corresponds to two counter-flowing fi-
nite currents in each wire (see Fig. 2).
For the superconducting wire we assume a spatially
oscillating order parameter ∆(x) = ∆0 e
i q x. The second
wire is in the normal state and exhibits Rashba SOC and
a local exchange field. We assume that these fields are
parallel to each other.
The Hamiltonian of the system has the same form as
Eq. (11) enlarged over the wire index space such that:
hˆN =
(
ξ +
q2
8m
)
τz +
q p
2m
+ t τz ηx
+
(
αp τz +
α q
2
+ hz
)
σz
η0 + ηz
2
, (24)
where t is the hopping energy and ηx,y,z are the Pauli
matrices in the wire index space. To simplify, we assume
that the chemical potential is the same in both wires.
The BCS Hamiltonian hˆBCS is expressed as:
hˆBCS = −∆0 τx η0 − ηz
2
. (25)
As in Sec. III, we assume that the temperature is closed
to the critical temperature Tc, such that ∆0  T and
can be treated perturbatively. At second order in ∆0
the Green’s function describing the double wire system
is obtained from Eq. (14), where GN can be written in
6Nambu-spin basis as
GN =
G−− 0 0 00 G−+ 0 00 0 G+− 0
0 0 0 G++
 , (26)
where Gλκ are 2×2 matrices in the wire space, and λ =
±1 (κ = ±1) corresponds to the Nambu (spin) indices.
Specifically, the coefficients Gλκ read :
Gλκ =
iωn + λ
(
ξ + q
2
8m
)
− q p2m + κ
(
hz − λα p+ α q2
)
η0−ηz
2 + λ t ηx[
iωn + λ
(
ξ + q
2
8m
)
− q p2m
] [
iωn + λ
(
ξ + q
2
8m
)
− q p2m + κ
(
hz − λα p+ α q2
)]− t2 . (27)
The total Green’s function is then obtained by substitut-
ing Eqs. (26-27) into Eq. (14).
We now use the self-consistency relation written in
terms of the Green’s function G to derive the expression
of the wave-vector q near the emergence of the modulated
phase:
∆0 =
|γ|T
4
∑
ωn
∫ +∞
−∞
dp
2pi
Tr
(
G
∆0
τx
η0 − ηz
2
)
, (28)
where γ is the effective attractive electron-electron BCS
coupling constant. Close to the critical temperature, Eq.
(28) can be written in a more convenient form, eliminat-
ing γ [41, 42]:
ln
(
Tc
Tc0
)
= 2Tc
×
∑
ωn>0
[
vF
8
Re
(∫ +∞
−∞
Tr
(
G
∆0
τx
η0 − ηz
2
)
dp
)
− pi
ωn
]
,
(29)
where Tc0 is the critical temperature of the isolated su-
perconducting wire, i.e. for t = 0.
We assume that the Zeeman and spin-orbit inter-
actions, as well as tunneling are small such that
t, hz, α pF  Tc, and again that the chemical potential
is the largest energy involved: µ  Tc, Eso. We then
expand the Green’s function G in Eq. (14) in series of
hz, αp and t, after replacing Eqs. (26-27). Moreover,
since the wave-vector q is small near the emergence of
the modulation phase, we also expand G over q.
Only terms even in momentum survive the momentum
integration in Eq. (29). As in the previous section we can
then change the integration variable to ξ, see Eq. (18).
To keep consistently all terms with same power of the
small parameter ξ/µ one has to expand N (ξ) up to first
order. Then the self-consistency equation reduces to:
ln
(
Tc
Tc0
)
= −2pi Tc
∑
ωn>0
[
t2
2ω3n
+
3
8ω5n
αhz t
2 q
+
v2F
4ω3n
q2
]
. (30)
The equilibrium value of q is obtained by maximizing
Eq. (30) with respect to q, which is the equivalent of
minimizing the Ginzburg-Landau free energy. We obtain:
q = − 3
4 v2F
αhz t
2 Γ5
Γ3
. (31)
Contrary to the single wire system [39], the x-component
of the field is not needed to generate the inhomogeneous
phase. Indeed the two wire system behaves as quasi 2D,
as discussed in Sec. II C, and therefore one expects to get
a magnetoelectric effect also in the case of parallel SOC
and exchange field.
The total charge current in the two-wire system is
given by the sum of the current flowing in the super-
conducting wire, jS = jSan + j
S
q , and in the normal wire,
jN = jNan + j
N
q :
j = jS + jN . (32)
In terms of the Green’s function G, these components
read:
jS = −e T
2
∑
ωn
∫ +∞
−∞
dp
2pi
[
p
m
Tr
(
G
η0 − ηz
2
)
+
q
2m
Tr
(
Gτz
η0 − ηz
2
)]
, (33)
jN = −e T
2
∑
ωn
∫ +∞
−∞
dp
2pi
[
p
m
Tr
(
G
η0 + ηz
2
)
+
q
2m
Tr
(
Gτz
η0 + ηz
2
)
+ αTr
(
Gσz
η0 + ηz
2
)]
. (34)
Using Eq. (18) to compute the integrals over p one ob- tains the following expressions for the currents:
jSan = −e Tc ∆20
5
4 vF
αhz t
2 Γ5 ; (35)
jSq = −2 e Tc ∆20 q vF Γ3 ; (36)
jNan = −e Tc ∆20
1
4 vF
αhz t
2 Γ5 ; (37)
jNq = 0 . (38)
7FIG. 2. The magnetoelectric effect leads to two currents flow-
ing in the same direction in each of the wires, jNan and j
S
an. In
the ground state, however the superconducting order parame-
ter has a finite phase gradient q, which induces a current jSq in
the opposite direction. The total current in S, jS = jSan + j
S
q ,
then cancels the current jNan in the normal wire (zero-current
state).
By replacing q by its expression from Eq. (31), one can
easily check that the total current, Eq. (32), is zero.
However, the current in each wire is finite with jS = −jN,
as illustrated in Fig. 2. This is a remarkable result that
shows that even though the ground state corresponds to
a zero-current state, finite currents may flow in each of
the wires.
The anomalous current predicted in Sec. II C is ob-
tained by imposing q = 0. It is finite and linear in α and
hz:
jan = j
S
an + j
N
an = −
3
2 vF
e Tc ∆
2
0 αhz t
2 Γ5 . (39)
This result is in agreement with the symmetry arguments
discussed in Sec. II C.
V. CONCLUSION
We have shown that the interplay between supercon-
ductivity, spin-orbit interaction and Zeeman field in 1D
systems allows for the existence of spontaneous charge
currents. We have first investigated these currents within
the SU(2) covariant formulation, and determined the
leading order contributions to the anomalous currents in
the SOC and Zeeman field, in terms of the magnetic and
electric SU(2) fields. In the case of a single wire we con-
firmed that a finite anomalous current can only appear
when the Zeeman field has a component parallel and one
orthogonal to the SOC [12, 15]. In the case of a two wire
system, where the superconducting and spin-dependent
correlations are spatially separated, there is a finite SU(2)
magnetic field and we predict that a Zeeman field parallel
to the spin-orbit field is sufficient to induce an anomalous
current.
We confirmed these results by computing explicitly the
anomalous currents in the framework of Green’s function
formalism for both setups. Moreover, allowing an inho-
mogeneous superconducting order parameter, we found
that the ground state corresponds, in fact, to a total
zero current state where the anomalous contribution is
compensated by the contribution from the modulated su-
perconducting order parameter (characterized by a finite
wave vector). In the two wire system, however, the to-
tal zero-current state consists of two opposite currents
flowing in each of the wires.
Experimentally, ballistic double wire setups have been
realized in hybrid semiconducting systems [43–46]. Such
systems could be proposed as a good platform to real-
ize the two wire system described in Sec. IV. One could
imagine to induce superconductivity in one of the wires
by proximity effect from an adjacent superconductor. In
addition, because the existence of the magnetoelectric ef-
fect is independent of the microscopic details of the sys-
tems and can be explained by symmetry arguments only
(see section II), we also expect that the effect can be ob-
served in two metallic wires, for example a conventional
superconductor as Al, and a heavy metal with SOC, as
Pt. If the wires are tunnel coupled to each other one
expects opposite supercurrents flowing in each wire, as
described in section IV.
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