Observations show both a pronounced increase in ocean heat content (OHC) over the second half of the 20th century and substantial OHC variability on interannual-to-decadal time scales. Although climate models are able to simulate overall changes in OHC, they are generally thought to underestimate the amplitude of OHC variability. Using simulations of 20th century climate performed with 13 numerical models, we demonstrate that the apparent discrepancy between modeled and observed variability is largely explained by accounting for changes in observational climate ͉ models ͉ observations ͉ ocean heat content O bservations suggest that the world's oceans were responsible for most of the heat content increase in the earth's climate system between 1955 and 1998 (1). This increase is embedded in substantial variability on interannual-to-decadal time scales. State-of-the-art climate models have been able to replicate both the overall increase in ocean heat content (OHC) during this period and its horizontal and vertical structure (2-7). Such detection and attribution studies have identified a large anthropogenic component in the observed changes and find that the ''noise'' of natural climate variability is an inadequate explanation for these changes.
Observations show both a pronounced increase in ocean heat content (OHC) over the second half of the 20th century and substantial OHC variability on interannual-to-decadal time scales. Although climate models are able to simulate overall changes in OHC, they are generally thought to underestimate the amplitude of OHC variability. Using simulations of 20th century climate performed with 13 numerical models, we demonstrate that the apparent discrepancy between modeled and observed variability is largely explained by accounting for changes in observational climate ͉ models ͉ observations ͉ ocean heat content O bservations suggest that the world's oceans were responsible for most of the heat content increase in the earth's climate system between 1955 and 1998 (1) . This increase is embedded in substantial variability on interannual-to-decadal time scales. State-of-the-art climate models have been able to replicate both the overall increase in ocean heat content (OHC) during this period and its horizontal and vertical structure (2-7). Such detection and attribution studies have identified a large anthropogenic component in the observed changes and find that the ''noise'' of natural climate variability is an inadequate explanation for these changes.
The credibility of these results is strongly dependent on the reliability of natural variability estimates, particularly on the multidecadal time scales against which a slowly evolving anthropogenic signal must be discerned. This low-frequency noise information cannot be obtained from the relatively short (45-to 50-year) observational record and is typically estimated from model ''undisturbed earth'' experiments (''control runs''), which assume no changes in greenhouse gases or other external forcings (8) . Several studies have reported that models may significantly underestimate the observed OHC variability (3, 9, 10) , raising concerns about the reliability of detection and attribution findings (11, 12) .
Although observational estimates of OHC change given in the 2005 World Ocean Atlas (WOA-2005) (1) are based on millions of individual temperature measurements, these measurements are unevenly distributed in space and time. Until recently, many portions of the global ocean were poorly sampled. To reconstruct the true (but unknown) four-dimensional structure of global ocean temperature and OHC changes, it is necessary to ''infill'' missing data. This has been done using either statistical approaches (1, 3, 13, 14) or physically based ocean models (15) .
Because there is no unique solution to the infilling problem, and in view of concerns that previously applied statistical infilling approaches may alter ocean temperature variability (7, 16) , it is preferable to restrict comparisons of modeled and observed variability to the actually observed portions of the ocean and, hence, to volume-averaged ocean temperature rather than OHC. This type of ''model subsampling'' strategy has been used in recent detection and attribution work (5, 6) .
A previous study (16) employed model results from control runs and an idealized climate change experiment (17) to investigate the impact of incomplete space-and time-varying observational data coverage on simulated estimates of ocean temperature variability. Results were reported from eight different atmosphere/ocean general circulation models. Subsampling spatially complete model data with the observational data coverage mask amplified the temporal variability of ocean temperatures. In the control runs, the variability estimated from subsampled data was below variability levels in the subsampled observations. In the idealized experiment with 1%/year atmospheric CO 2 increases, however, the simulated variability of subsampled data was consistently larger than observed, primarily because of the unrealistically large CO 2 forcing (compared with the estimated observed forcing).
To evaluate the ability of models to simulate the observed amplitude of ocean temperature variability, it is therefore important to analyze model experiments that employ realistic estimates of historical forcings and to account for observational coverage and instrumentation changes. We consider all three issues here and address uncertainties in both model results and in the observations themselves. Fig. 1 shows time series of ⌬T o (Tot), ⌬T o (Sub), ⌬T m (Tot), and ⌬T m (Sub) for the upper 700 and 3,000 m of the global ocean for two selected atmosphere/ocean general circulation models. In the three realizations of the 20c3m experiment performed with the MIROC3.2(medres) model, the variability of ⌬T m (Tot) is noticeably smaller than the variability in ⌬T o (Tot) ( Fig. 1 A and C) . Subsampling the model data at the locations of observations substantially amplifies the simulated temporal variability ( Fig. 1 B  and D) . In contrast, subsampling the five realizations of the CGCM3.1 (T47) 20c3m experiment yields only a small increase in decadal variability but enhances the ocean warming trend for the period 1955-1998 by a factor of Ϸ2. One important difference between the MIROC3.2(medres) and CGCM3.1(T47) experiments lies in the treatment of volcanic forcing, which is included in the former model but not in the latter.
Model and Observational Data

Model Performance in Simulating Variability
Similar differences in variability and trends are apparent in the multimodel ensemble-mean ocean temperature changes estimated from models with and without volcanic forcing (V and No-V, respectively). † † For both the 0-to 700-m ( Fig. 1 A and B) and 0-to 3,000-m ( Fig. 1 C and D) layers, the average of the V model simulations has higher temporal variability than the No-V average but a smaller overall temperature trend. These results imply that (i) cooling caused by the inclusion of volcanic forcing offsets some of the greenhouse gas-induced ocean warming, thus reducing overall ocean temperature trends; and (ii) volcanic forcing is responsible for some of the decadal variability in volume-averaged ocean temperatures. Analyses of changes in sea surface temperature, subsurface temperatures, OHC, and sea level (8, (18) (19) (20) (21) (22) support these findings.
In Fig. 2 , we illustrate the effect of subsampling on the temporal standard deviations (SDs) of global ocean temperature data. We focus on the 0-to 700-m layer because (i) most of the observations are in the upper ocean, and the bulk of the observed increase in OHC since 1955 occurs in the 0-to 700-m layer; (ii) multiple observational estimates of changes in OHC and ocean temperature are available for the 0-to 700-m layer (12) (13) (14) , whereas observa-**Although all 13 modeling groups used very similar changes in well mixed greenhouse gases, the changes in other forcings were not prescribed as part of the experimental design. In practice, each group employed different combinations of 20th century forcings and often used different data sets for specifying individual forcings. End-dates for the experiments varied between groups and ranged from 1999 to 2003. Some modeling centers performed ensembles of the historical forcing simulation (see SI Text and SI Table  1 ). An ensemble contains multiple realizations of the same experiment, each starting from slightly different initial conditions but with identical changes in external forcings. † † We define T as the arithmetic mean of the ensemble means, i.e. tional uncertainty is more difficult to assess for the 0-to 3,000-m layer; and (iii) recent detection and attribution studies (5, 6) have relied on temperature changes in the 0-to 700-m layer. In the ⌬T m (Tot) data, only one of the 20c3m realizations has higher variability than in ⌬T o (Tot). Without subsampling, we would therefore conclude that the models analyzed here systematically underestimate the observed variability of temperatures in the top 700 m of the global ocean. Limiting variability comparisons to observed portions of the global ocean produces a very different result: 6 of the 13 models have at least one 20c3m realization in which the SD of ⌬T m (Sub) Ն ⌬T o (Sub), and there is no evidence of a fundamental mismatch in simulated and observed variability.
However, discrepancies still remain in the phasing of observed and simulated temperature anomalies, particularly in the 1970s ( Fig. 1 B and D) . The apparent increase in observed heat content in the 1970s has been interpreted as a manifestation of a phase change in the North Pacific Oscillation (23) . However, a recent study by Gouretski and Koltermann (24) suggests that some component of the observed temperature changes during the 1970s is spurious and arises from a combination of two factors: (i) large warm biases in the expendable bathythermograph (XBT) data relative to the more reliable measurements obtained from both conductivity-temperature-depth (CTD) sensors and hydrographic bottles and (ii) a substantial increase in the spatial coverage of XBT data after the late 1960s.
Obviously, model simulations cannot capture spurious ocean temperature variability associated with instrumental biases. Furthermore, we are dealing with coupled model experiments in which sea surface temperature changes are predicted rather than prescribed, and we do not expect the simulations to reproduce the precise timing and amplitude of observed OHC fluctuations induced by the North Pacific Oscillation or other modes of natural internal variability (except by chance).
Variability on Different Time Scales
The SDs shown in Fig. 2 reflect modeled and observed variability behavior across a range of time scales. In the following, we provide more time scale-specific comparisons of modeled and observed variability for 0-to 700-m OHC changes over periods of 2, 5, and 10 years. Such partitioning is of considerable interest because concerns have been expressed regarding the ability of models to capture the observed amplitude of both the decadal and interannual time scale variability of 0-to 700-m OHC (11, 12) .
For example, a recent study by Lyman et al. (12) The observed distributions of 2-year changes in 0-to 700-m global OHC are very similar to those obtained with the V models (Fig. 3) . Distributions generated from No-V models tend to be skewed positively relative to those estimated from observations and V models. The V models are able to capture the large OHC changes at the tails of the observed distributions. The claim that models are unable to replicate the observed interannual variability of 0-to 700-m global OHC (12) is, therefore, not supported by our analysis. Distributions of 0-to 700-m OHC changes on 5-and 10-year time scales are also highly similar in models and observations. This holds not only for the global ocean but also for individual ocean basins (see SI Text and SI Figs. 6-8) . large, systematic changes in the ocean observing system that occurred from 2003 to 2005 (see SI Fig. 9 ). Observational coverage increased dramatically over this 2-year period, primarily because of the large-scale deployment of Argo floats. The largest coverage increases are in the Southern Ocean, which was very poorly observed prior to 2004. There is considerable spatial correspondence between regions with large increases in the number of observations and regions with large decreases in OHC (SI Fig. 9 C and F) . The rapid change in observational coverage associated with the deployment of Argo floats is convolved with instrumental biases between the Argo profilers and the mix of XBT, CTD, and bottle data that formed the bulk of the observational coverage in the pre-Argo era. Gouretski and Koltermann (24) showed that XBT measurements (which constitute the majority of observations since the late 1960s) are biased warm relative to collocated, and more accurate, CTDϩBottle measurements and with respect to profiling floats. ‡ ‡ To complement Gouretski and Koltermann's (24) analysis of biases in collocated data, we partitioned the observations used in producing ISHII6.2 according to instrument type [CTDsϩBottles, mechanical bathythermographs (MBTs), XBTs, and profiling floats] and then studied the relationship between the coverage changes of individual instrument types and the ocean temperature changes inferred from those instruments. Unlike in Gouretski and Koltermann, our XBT data include drop rate error corrections, which have the effect of increasing the warm bias of XBTs relative to other instrument types (24) . The ocean temperature anomalies shown in Fig. 4 A-E were computed relative to a common WOA-2001 climatology, and the fractional observational coverage at each standard level is given in Fig. 4 F-J .
Even in the noncollocated data, a clear warm bias is seen in XBT measurements (Fig. 4C) relative to the CTDϩBottle and profiling float data (Fig. 4 A and D) . The ocean warming in the 1970s is only manifest in XBT data and coincides with large changes in XBT coverage (Fig. 4 C and H ; see also earlier discussion of Fig. 1 ). Because XBTs make up the largest fraction of ocean observations since the late 1960s, the XBT-inferred ''warming'' of the 1970s is also evident in the ''all instruments'' analysis (Fig. 4E) . § § The coverage fraction of profiling floats (Fig. 4 I ) increased rapidly and exceeded that of XBTs after 2004 (25) . The transition from XBT to Argo is most pronounced in the Southern Hemisphere (see Fig. 5 C and F) . In the Northern Hemisphere, the shift from XBTs to profiling floats occurred more gradually, beginning in the late 1990s with the World Ocean Circulation Experiment. This transition from an XBT observing system that was biased warm to the Argo profilers results in an apparent cooling over the 2003-2005 period considered by Lyman et al. (12) (Figs. 4E and 5 A-C) . It is remarkable that this cooling is only evident in the ''all instruments'' case; it does not occur in any of the individual instruments.
Summary and Conclusions
Our study has addressed the persistent concern that models may underestimate the true variability of ocean temperature and heat content. We find no evidence of such a systematic underestimate. We identify three major factors that need to be taken into account when comparing modeled and observed variability and show that the observed variability is difficult to estimate reliably. ‡ ‡ The analysis of Gouretski and Koltermann (25) The first factor is incomplete and time-varying observational coverage. Until the advent of Argo data in the early 21st century, our view of the mean state and variability of ocean temperatures was based on incomplete observational coverage that varied geographically, with depth, and over time. Most analysts used statistical procedures to produce global-scale estimates of OHC changes. Different infilling choices yielded different estimates of OHC variability. Because of the uncertainties introduced by infilling, we compared modeled and observed ocean temperature variability at the actual locations of observations. Our analysis used results from 13 different climate models and focused on volume-averaged temperatures in the upper 700 m of the ocean. Subsampling model data at the locations of observations amplifies the ocean temperature variability in all models and ocean basins.
A second relevant factor is whether the model simulations incorporate volcanic forcings. Even in spatially complete model data, simulated variability is enhanced by the inclusion of volcanic forcing. When we subsample 20c3m runs with combined anthropogenic and volcanic forcing, we find no evidence of a fundamental discrepancy between simulated and observed ocean temperature variability.
For all major ocean basins, there was good agreement between the simulated and observed sampling distributions of OHC changes on 2-, 5-, and 10-year time scales (see SI Figs. 6-8). These results enhance our confidence in the reliability of previously published detection and attribution studies. Model-based variability estimates are an integral component of such work (2, 4, 5) .
A third factor that influences variability in observational data sets is related to the complex interplay between the documented biases in different types of instruments (24) and systematic space-time changes in their relative contributions to the overall observing system. A recent study by Lyman et al. (12) (Fig. 5F ). The massive influx of Argo data reduces preexisting warm biases from XBT measurements. Second, there were no unusually large OHC decreases in the Northern Hemisphere oceans over the same period (see SI Fig. 6 ). Third, global OHC decreases are substantially smaller in No Argo versions of two observational data sets and are consistent with the magnitude of changes typically seen in model simulations (Fig. 3) . Fourth, none of the individual instrument types show evidence of global-or hemispheric-scale cooling over the period analyzed by Lyman et al. (12) . Finally, analyses of satellite data that are completely independent of in situ observations do not confirm such a decrease (26) .
Our study does not directly address the accuracy of the Argo measurements. Within the next decade, Argo will vastly improve our knowledge of the oceans and their variability. However, some caution must be exercised in estimating global-scale OHC trends from an observing system that has undergone large and rapid increases in coverage and whose measurement biases have not been adequately quantified. As in the case of atmospheric reanalyses (27) (28) (29) , there will be significant challenges in separating true ocean climate change from the effects of changes in the observing system itself. The large and time-varying inter-instrument biases discussed here, coupled with systematic changes in the spatial and temporal deployment of different instrument types, introduce significant uncertainty in estimates of the true variability of global ocean temperatures and heat content.
