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CHAPTER 1
INTRODUCTION

In recent years, a broader range of flight conditions such as higher altitudes and
longer flight durations have exposed aircraft to more severe, lower temperatures. At low
temperatures, jet fuel viscosity increases, and at very low temperatures, solidification
may begin. However, the physical properties of jet fuel at these very low temperatures
are not well understood. For the development of computational fluid dynamics (CFD)
models to represent the fuel’s behavior, it is necessary to have the ability to predict fuel
properties. These CFD models provide information to better understand the problem of
fuel freezing.
The predictive tools for understanding low temperature behavior of jet fuel shift
from molecular modeling at the microscale to thermodynamic phase equilibria models
bridging microscale and macroscale, to computational fluid dynamics, in the macroscale.
M olecular modeling generates data concerning the interaction of fuel species, which is
then incorporated into the thermodynamic models. These models in tum predict lowtemperature fuel properties and phase composition, and are incorporated into the CFD
model. CFD is used to model low temperature flow through a fuel system and study
crystal growth.
It is important to realize that all jet fuels are not created equal: complex
hydrocarbon mixtures defined by specifications vary widely between fuel samples.

Therefore, a predictive model is desired that incorporates multiple species of the primary
molecules of fuel, and predicts the amounts of each in both solid and liquid phases as a
function of temperature, as well as the freeze point of the fuel. This thesis documents
work that would be an individual part of this comprehensive model.
The first research topic reported here involves generating values for a significant
variable in thermodynamic phase equilibria models. This variable describes the
interaction between two molecules, and is normally assigned a value to fit experimental
data or obtained through thermodynamic information such as enthalpy of sublimation.

o

Rather than relying on empiricism, the goal was to produce values for this parameter
through a molecular modeling method.
Molecular dynamics simulations can also be used to examine the physical
properties of a bulk fluid. One area of study is the effectiveness of additives used to
enhance low temperature properties of jet fuel. Laboratory experiments are performed to
study different additive designs and concentrations to optimize fuel behavior. The
advantages of using additives in fuel include cost, due to the ability of additives to
replace expensive fuel refining processes, and flexibility of design, where additives can
be tailored to optimize specific properties of the fuel. Fuel additives have become
necessary in fuel systems where designers are pushing the envelope of high altitude and
long duration flight. Rather than spend an enormous amount of money synthesizing
several varieties of additives and subjecting them to low temperature tests, molecular
dynamics can be used to simulate the behavior of additive candidates with the goal of
selecting a favorable molecular structure. With the present simulations, a large number
of additives can be designed and tested in many varieties of fuel. The second portion of

this thesis describes the initial development of these simulations and the results generated
from them. Before presenting the procedure and results of the molecular simulations,
background is needed concerning atomistic simulation.

1.1-Atomistic Simulation
Under many extreme conditions of temperature, pressure, or time, experimental
procedures are either impractical or impossible. In situations like these, it is often useful
to rely on computer simulations, where obstacles presented by such things as supersonic
shock waves, ionized gases, or fast-acting chemical reactions, are not present. These
simulations can be considered pseudo-experimental in the sense that performing and
analyzing these runs mirrors the work of an experimentalist, but that all results are
actually dictated by theory. Regardless of the label, computer simulation does provide a
tool to verify and test problems that are too complex to handle analytically.1 The result is
useful data on a macroscopic scale, dictated by microscopic detail.
Atomistic simulation is only possible through a set of expressions known as force
fields, which precisely describe the way atoms respond to the presence of others. Most
interaction models use a variation of the Lennard-Jones (LJ) potential, given by

<X>u(r) =

( <7^

<7^

Vr 7

Vr 7

(2)

which describes a one-on-one potential between a pair of atoms.1 Physically, this
interaction can be visualized as a pair of atoms attracted to each other and content to
coexist at a determined distance from each other. If they are pushed too close together,
the force between them becomes strongly repulsive. Likewise, the attraction diminishes
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the farther apart they are from the equilibria position. The (a/r)9 term represents the
strong repulsion, dominant at short distances, while the (a/r)6 represents attractive forces
which dominate at long distances. The £ and a parameters are fit to the physical
properties of the substance. The Lennard-Jones potential is, therefore, a function of the
coordinates of the molecules, which defines the potential energy of a system.
Exponential functions may describe the true interaction slightly more accurately than the
polynomial form of Eq. 2. However, the complexity of calculations using the exponential
function outweighs the small gain in accuracy. The LJ-9-6 potential is central to nearly
all recently developed force fields, including the COMPASS force field used in the
research contributing to this thesis.

1.2-The COMPASS Force Field
The development of a force field must begin with the identification of its primary
goal. Some fields attempt to describe the interaction of virtually all materials in a broad
range of conditions. These generic force fields often sacrifice accuracy for the sake of
generality. On the other hand, there are concerted efforts to describe a very narrow slice
of conditions and materials with great precision. These force fields must be developed on
a case-by-case basis, and are generally limited to specific problems. Condensed matter
simulations usually require this type of force field. Recently, force field developers have
been attempting to describe moderately broad ranges of material with good accuracy.
The COMPASS force field lies in this category, and covers common organic molecules,
23

inorganic small molecules, and polymers. ’
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COMPASS stands for condensed-phase optimized molecular potentials for
atomistic simulation studies. It takes a functional form made up of parameters derived
using quantum mechanics ab initio data. Ab initio data refers to data received from
fundamental quantum mechanics calculations. COMPASS was generated using a hybrid
approach, using both ab initio and empirical methods. The functional forms used are

E,ota, = £ \ki( b - b o ) 2 + k?(b - b o ) 3 + k<(b - bo )4 ]+
b

^ [ k 2 ( 6 - 0 o ) 2 + k j ( 0 - 0 o ) 3 + k < (0 -0 o )4]+
Q
[feif 1 - cos 0 ) + ki( 1 - cos 2<&) + ki( 1 - cos 3 0 )]+
£ k2X2 + Y k(b - bo ) ( b - b o ) + £ k(b -b o )(0 - 0 o ) +
X

b,b’

b,3

^ ( b - b o ) [ k \ cos <[>+ k i cos 2 0 + kz cos 3<X>]+

(9)

b&

cos 0 + k i cos 2 0 + ki cos 3 0 ]+
0,4>
£ k(0 - 0 o)(0 —0o) + £ k(0 - 0o )(0 -0 'o )c o s 0 +
b,e
g,g\<s>

The valence terms represent internal coordinates of bond (b), angle (0), torsion angle (0 ),
and out-of-plane angle (x), and the cross-coupling terms include combinations of two or
three internal coordinates (k).2
The most significant contributions of COMPASS are the addition of parameters
for several new molecular classes, and a complete re-parameterization of nonbond
parameters. Nonbond parameters characterize interactions between pairs of atoms that
are either separated by two or more atoms or belong to different molecules. The nonbond
interactions include the van der Waals term, represented by the Lennard Jones (LJ)-9-6
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potential, and electrostatic interaction, represented by a coulombic function. The LJ-9-6
parameters (a and e) are given by

a =

(10)

(11)

The electrostatic interaction is given by
q, = Z 5ij

where 5jj represents the charge separation between two valence-bonded atoms i and j.

(12)
2

After Sun’s group derived the charge parameters using a constrained ab initio fit,
the individual van der Waals parameters were set. The third and last category of
parameters is the valence parameters. These could then be derived based on ab initio data,
and adjusted to fit empirical data. Then the van der Waals parameters were revisited by
performing molecular dynamics simulations. Sun used an iteration procedure to
maximize consistency between the force field and experimental data, which included
densities and heats of vaporization.2
Parametrization results for alkane and benzene compounds were extensively
validated. The results show that both functional groups have been parametrized well in
the force field. Molecules containing alkyl and phenyl groups have also shown good
agreement. COMPASS is then particularly well suited to simulate interaction between
the molecules that make up jet fuel. As atomistic simulation becomes an increasingly
applicable tool, parametrization techniques appear vital. COMPASS is one of a small
handful of recent force fields that simulate reality to a useful degree, and specifically can
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handle the molecular species on which the present research is based. This force field is
the basis of the physical model. The ability of the simulation to reproduce accurate
behavior of materials hinges on the selection of the proper potential. The generation of
increasingly accurate potentials is currently an important research area. The COMPASS
force field by itself can accurately describe a static system in a modeling environment. It
is used as the tool to evaluate the energy of molecules in different configurations, but
COMPASS is powerless by itself to move a system of molecules through time. The term
“molecular dynamics” describes the evolution of a system of molecules under certain
conditions through time. The procedure to enable dynamics can be explained through a
different set of equations and an algorithm to solve them.

1.3-Molecular Dynamics
Interaction between atoms is at the center of molecular dynamics. The
interactions generate and dissipate forces between the atoms, which they in turn respond
to. Simulations obey the standard classical mechanics of Newton’s second law
F i = m iai

(1)

where the summation of the forces Fz acting upon one atom and its own mass, tm
accelerate it at a given magnitude, ai, and direction. Forces are obtained as the gradient
of a potential energy function, dependent on atoms’ relative positions with respect to each
other. As the forces move the atoms, the positions and forces change.
The Lagrangian function is defined in terms of this potential.
L(r,r) = K e - P e

(3)
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In this equation, ‘r ’ represents generalized position coordinates, and ‘ r ’ is the time
derivative of r, or the velocity. Ke and Pe are the kinetic and potential energies,
respectively. The fundamental description of a system of particles interacting via a
potential energy is known as the Lagrangian equation of motion.
d (3L\
dt

dr

3L
3r

=0

(4)

Substituting eqn.(3) into eqn.(4), and considering the definitions of Ke and Pe, eqn.(4)
reduces simply to eqn.(l) in three dimensions. Calculating the trajectories of the
molecules becomes a problem of solving a system of second-order differential equations
in three dimensions.4
W hile the model system is the force field used for the simulation, the engine is the
time integration algorithm used to integrate the equations of motion. The standard
method for solving the equations is the finite difference technique. Time is quantized
into steps, At. Position, velocity and momentum, which are known at time t, can be
calculated at time t+At. Because Taylor expansions are used, requiring a cut-off at some
point, a small At is desirable to reduce truncation errors. Extremely dynamic systems or
ones at high temperatures are the most susceptible to truncation errors. The research
presented here uses the Verlet integration algorithm, one of the most widely used
methods. Integrating with respect to time defines the time progression o f the system.
Because of the time progression, the modeling is no longer static, but dynamic, and the
simulation can be referred to as molecular dynamics.

S

1.4-The Verlet Algorithm
Verlet adopted a simple method for integrating equations of motion that involves
writing two third-order Taylor expansions for the positions, the first at time t+At, the
second at time t-At.5
r(t + At) = r(t) + v(t)At +

a(t)At2 +...

(5)

r(t - At) = r(t) - v(t)At +

a(t)At2 - ...

(6)

In equations 5 and 6, v represents the velocity of an individual atom and a represents its
acceleration. The summation of the two expressions gives the direct solution of the
second-order equations ( l) 4
r(t + At) = 2r(t) - r(t - At) + a(t)At2

(7)

The velocities are cancelled by the addition of the expressions. They are not necessary
for continued evolution of the system, but are necessary in computing the kinetic
energies. The kinetic energies are needed to check conservation of energy, which
essentially determines the accuracy of the evolution. The velocities can, however, be
calculated by dividing the difference in positions by the time step. There is error
associated with this technique that can be resolved through storage of more variables.
The additional complexity and inconvenience is often waived for the sake of
computational time, as the Verlet algorithm generally incurs little long term drift.1 Drift
refers to position inaccuracies that grow larger as the time progression of the system
continues.
Choosing the proper time step is important. One that is too large will be
associated with greater error, and could lead to substantial accuracy drift as the
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simulation evolves. Too small a time step requires prohibitively long simulation periods.
Generally, the time step should be proportional to the temperature at which the simulation
occurs. At higher temperature, the atoms move faster, increasing the difference in
position coordinates for a given time step. It makes sense to limit the amount of distance
traveled between calculations to a small fraction of the bond length between the atoms of
the molecules in question. This would prevent physical impossibilities, such as
spontaneous severance of molecules, or superposition of atoms. For a carbon atom, the
mean velocity can be defined as:

v

2kT

(8)

In equation 8, k represents Boltzmann’s constant (in Joules/Kelvin). T represents the
temperature in degrees Kelvin, and m is the mass of the atom in kilograms. Given a
typical bond length of 1.5 angstroms for carbon-carbon, and the fact that velocity equals
distance divided by time, it is a simple matter to assign an appropriate time step.6

1.5-Cerius2
The platform used to employ the COMPASS force field and the Verlet integration
algorithm to a defined system of molecules is called Cerius2. Cerius2 is one of the most
well known and popular packages used by scientists involved in materials research. It
has a modular structure interconnected by special interfaces.3 Each module is capable of
performing a specific set of tasks including the visualization of the system, building
molecular structures including polymers and crystals, minimizing energy, and performing
molecular dynamics. Cerius2 is often applied by investigating the structure and behavior
of materials, ranging from organic molecules and polymers to inorganic solids.3 While
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performing the calculations for the research presented here, Cerius2 ran interactively on a
Silicon Graphics 02 workstation with a 350 MHz processor and 1GB RAM. Remote
simulations were performed using 16 parallel processors with 850 MHz speed and 1GB
RAM each.

1.6-Binary Molecular Interaction Energy
The first of two utilizations of molecular modeling being presented is the
prediction of binary molecular interaction terms. These terms are related to the forces
acting on certain molecules in jet fuel due to the presence of other molecules nearby. In
order to understand the effect of these parameters on the macroscopic properties of a fuel,
it is necessary to present the thermodynamic model in which they factor.

In

s f _ Ahm
xy1

RT„

Ah.
-^ -1
-1 + RT„ T

(13)

Equation (13) is the general solid-liquid equilibrium equation. It describes the
composition of solid and liquid phases as a function of temperature, and relates a
mixture’s nonideality with the thermophysical properties of the constituent components.7
ys and y1are the solid and liquid activity coefficients, respectively, and s and x represent
the solid and liquid molar fractions. The Ah terms are the enthalpies of melting and
solid-solid transition, and R is the universal gas constant. The solid activity coefficient ys
contains the binary interaction term of interest. The natural log of the solid activity
coefficient is proportional to the derivative of the excess Gibbs energy with respect to the
number of moles of material, n.

RT In y, =

<3Ge ^
3n,

(14)

TPn,
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The predictive UNIQUAC model is used to define the excess Gibbs energy for solidphase nonideality.8
ctE

RT

n
£

f zj) A y n

n

2 £

O

In Eqn. 15, x is the solid molar fraction. 0 and

i=l

1'

Y 0>eXP
j=l

QiRT

(15)

are functions of the solid molar

fractions as well as the structural parameters q and r; (r is not in eqn. 15). Z represents a
coordination number described below. The terms are summed as indicated from 1 to n,
where n is the number of species considered. X is the binary, or pair, interaction energy.
These are the values predicted using molecular modeling and presented in this paper. Xjj
is the pair interaction energy between two identical molecules, and has been estimated
using the heat of sublimation in eqn. 16:7
Ai = - | ( A h , llmi- R T )

(16)

The coordination number Z is dependent on the material’s crystal structure in the solid
phase. The normal alkanes are generally believed responsible for initiating and
propagating the freezing of jet fuels. Normal alkanes are fully saturated straight-chain
hydrocarbons. In the solid phase of complex mixtures such as jet fuels, normal alkanes
line up in an orthorhombic crystal structure, where Z=6. The heat of sublimation can be
further broken down as the sum of the heats of vaporization, melting, and solid-solid

transition.
Ahsblm = h vap + h m + h .

(17)

Polynomial curve fits have been used to approximate the heats of melting and transition
for normal alkanes.8
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A*Cn3 +B*Cn2 +D*Cn+E

(18)

where Cn refers to the chain length of a normal alkane molecule with n carbon atoms, and
the constants A,B,D, and E vary with the size of the molecule n. The heats of
vaporization have been estimated using the PERT2 model.9 Similar polynomial curve
fits are designed to predict the temperatures of melting and solid-solid transition needed
for the model.
Xij denotes the pair interaction energy between two non-identical molecules.
Subscript j refers to the normal alkane with the shorter carbon chain. In the past, these
values have been picked to enable the value of GE (see eq. 15) to match experimentally
determined values. Coutinho obtains this value by assuming Xy = Xy multiplied by a
correction factor slightly less than one. The correction factor was arrived at by fitting the
values to experimental results. This technique does not derive values for Xy from
fundamental principles, so is therefore a tenuous explanation for the physical property Xy
describes.
The object of the first portion of the described research is to obtain values for the
pair interaction energies Xjj, Xjj, and Xy through a modeling method to be described, rather
than the heat o f sublimation method. Successful modeling would be able to predict
interaction energies of normal alkanes, and would not rely on empirical correction
factors. M olecular modeling also allows a framework for expansion outside the narrow
species range o f normal alkanes. The values are predicted using the known dynamics
integrated in the COMPASS force field, and employed in the Cerius2 modeling
environment. After resorting to this alternate method of obtaining binary interaction
energies, the energies can be applied consistent with the described thermodynamic
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model. Currently, the modeled energies are being integrated into an advanced model for
thermodynamic property prediction of jet fuels.10 Binary interaction energies for several
other species o f molecules present in jet fuel have been modeled, and will be included in
an attempt to provide a more realistic description of fuels.

1.7-Molecular Dynamics of Fuels with Polymer Additives
The second portion of the research presented in this thesis deals with the
modeling and dynamics simulations of hydrocarbon mixtures and polymer additives. An
explanation of the effect of polymer additives in fuel is necessary to understand the goals
of this research.
The purpose of such fuel additives is to enhance the low temperature properties of
the fuel. The temperature of interest is labeled the cloud point, and is defined as the
temperature at which the fuel becomes very turbid due to phase separation. When the
temperature of a fuel falls below its cloud point, a solid phase primarily composed of
paraffins separates from a liquid phase rich in aromatics.11 This process continues until
the fuel is considered frozen. The additive molecules theoretically have large interaction
with the alkane molecules, thereby preventing them from interacting with each other, and
delaying the initial phase separation. The reason additive/alkane interaction can be
expected is due to the design of many common additive molecules, which can be
polymers with side chains closely resembling the alkane molecules themselves. Because
alkanes are straight-chain hydrocarbons, they easily line up like pencils in a box to form
the solid phase. But the polymeric additive molecules have similar alkyl side groups
attached to a backbone. When the “free” alkane molecules line up next to the alkyl side
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chains of the additive, the overall comb-like structure of the additive molecules prevent
any orderly crystal structure necessary for the propagation of a solid phase. Instead, the
alkane molecules responsible for initiating the freezing are tangled into supramolecular
structures, forming what is known as a colloidal suspension. This capturing lowers the
concentration of alkane molecules in the rest of the fuel, decreasing the chances of
alkane/alkane interaction, and is therefore the key to the efficiency of additives.12
Light scattering experiments as well as optical interference microscopy
observations have shown the effectiveness of additives lowering the threshold
temperatures of fuel.

However some additives are more effective than others, and

optimization of polymer additive design would be a valuable accomplishment. Because
of their complex nature, different fuels also respond differently to the same additives.
Additive optimization is consequently dependent on fuel composition. This is illustrated
by the assumption that additive efficiency is highest when the length of the additive side
chains is identical to the length of the alkanes in the fuel.16 Of course fuel is composed of
many lengths of alkane molecules, and the predominant lengths vary between fuels. One
could then expect that the most effective additive for a particular fuel would have side
chain-lengths closely resembling the lengths of the prevalent alkane molecules.
The second portion of research presented here attempts to demonstrate the effect
of additives in simple fuel mixtures. Again, the Cerius2 modeling environment is used to
build models of je t fuel including additive molecules. This mixture is allowed to interact
according to the dynamics defined in the COMPASS force field, under conditions where
the interaction phenomena should be observable. The effects of changes in both additive
and fuel design will be evaluated in an attempt to isolate an optimal additive for possible
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fabrication and use with jet fuel. These simulations are preliminary, and are better
described as an initial feasibility study rather than actual developmental testing.
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CHAPTER 2
BINARY MOLECULAR INTERACTION ENERGY

2.1-Description of X
There have been several attempts to analytically describe the local composition of
a mixture using the binary interaction parameter.7,8’22 For very nonideal mixtures, such
as jet fuel, the Wilson, NRTL, and UNIQUAC mixture models may be applicable. In all
o f these, X characterizes the interaction of molecules in the mixture.7 The variable X is
the pair interaction energy between two molecules. This interaction energy is observable
when the two molecules are close enough for their inter-atomic forces to overlap. There
is a combination of the potential energy of the two molecules, which is quantified as the
pair interaction energy, X. Because the current research focuses on jet fuel and the
species which precipitates first with cooling are the normal alkanes, the X’s refer to
interactions between normal alkanes.
Xjj is the pair interaction energy o f molecule ‘i’ with molecule ‘j ’. Xjj is the pair
interaction energy o f molecule ‘j ’ with molecule ’i’, and is generally assumed equal to Xjj.
Here, molecule ‘i’ denotes the larger o f the two molecules. Xjj is then the pair interaction
energy between two identical molecules with carbon number ‘i’, and has been estimated
previously from the heat of sublimation of a crystal of the pure component.7,8
4,

- RT)

«6)
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The pair interaction energies are used in the phase equilibria equation through the
parameter Tjj:

RT

(19)

It is the difference in pair interaction energies in the numerator of equation 19 that
is important. Comparing relative X’s is a more valuable diagnostic tool for the
verification of the modeling procedure than merely examining the absolute energy values.
Obtaining values for X,j is not straightforward. The fact that two different
molecular structures are involved precludes the use of a heat of sublimation for a pure
compound. In the past, Xjj values have been picked to enable the value of G (Eq. 15) to
match experimentally determined values in binary mixtures. Coutinho8 proposed that the
energy of interaction between two molecules of different length is nearly the same as the
energy of interaction between two molecules of identical length equal to the shorter of the
two, because the “excess” length between the molecules interacts negligibly. Coutinho
has developed an empirical correction for this size difference where in Eqn. 20 ‘j ’ refers
to the smaller molecule.
(20)
In Eqn. 20, otjj typically has a value between 0 and .05 depending on the composition of
the fuel.8 A method o f obtaining Xjj values derived from fundamental principles is
preferred, and the goal of this research is to move away from empiricism and obtain
values for Xjj. Described in the next section is the modeling method used, employing
Cerius2 and the COMPASS force field, to obtain these values.
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The final procedure used to model pair interaction energies is the result of several
iterations; each utilizing changes to the previous iteration. Initially, the Conformer
Search tool was used to find configurations of two molecules where interaction was at a
maximum. Analyzing the configuration led to a calculation of the energy of interaction.
A new procedure was then developed where a crystal o f normal alkanes was assembled.
An energy minimization tool was used to find the crystal’s lowest energy configuration,
which could be analyzed to find interaction energy. This method of crystal minimization
was refined to predict final values for X, and subsequently, AX.

2.2-The Conformer Search Procedure
The Conformer Search module of Cerius2 was investigated as a possible tool to
obtain the energies. Conformational searches have been employed in molecular
mechanics research in the past to model interaction parameters between alkane/amine
systems.24 Conformer Search allows the user to search the conformational space of a
molecular system, and derives a realistic set of low-energy conformations. A successful
search of conformers will find the configuration of two molecules that allows the
maximum amount of interaction between them. This interaction could then be calculated
and interpreted as a value for X. Conformations can be thought o f as a set o f molecular
positions in an arbitrary coordinate system. Conformer Search explored these sets of
positions by varying the torsion angles between the atoms in the molecules. With each
rotation, an energy calculation is performed, using the energy expressions of Eqn. 9. If
the new set of positions has a lower energy value than any of the previous, it is
designated the conformer until another lower energy configuration is found. The torsion
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angles between the atoms in each molecule can be rotated randomly or systematically
according to user-defined criteria. After a defined number of conformer searches have
been performed, the lowest energy configuration is the accepted conformer.
The first step in performing the Conformer Search is building the desired
molecular structures. Cerius2 allows the user to assemble molecules with the help of a
library of common structures. The first of the normal alkanes chosen for modeling was
C8H 18' Two C8Hi8 molecules were assembled using the Builder module in Cenus2.
Carbon was selected as the atomic element, and eight atoms connected by single bonds
were generated. Hydrogen atoms which attach to each carbon to create filled outer
electron shells were added. Then the user cleans up the geometry of the molecule by
allowing Cerius2 to round the torsion angles to those closest to stored common values.
This is necessary because the chance that a user will place the atoms in the proper
positions is virtually zero. If the structure was not cleaned up, the subsequent energy
calculations would be more complicated. At this point, no energy expressions have
actually been put to use, so the visible atoms are not in any position dictated by
interatomic forces. Each molecule should be individually “relaxed”. Relaxation refers to
the employment of these energy expressions to align the atoms that compose a molecule
into the positions where the least strain on their bonds exists. To do this, the user
performs an energy minimization. Minimizations are a necessary preliminary step before
performing all the modeling discussed in this paper. The concept of minimization
involves finding relative molecular coordinates associated with the smallest magnitude of
force between the molecules.
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Minimization is generally referred to as molecular mechanics as opposed to
molecular dynamics, but can be roughly thought of as local and restrained dynamics. The
main difference is that the time evolution of the system is not considered as it would be in
dynamics simulations. M inimization is most importantly used to explore the potential
energy surface of a single structure as well as multiple structures relative to each other.
This is accomplished by adjusting atomic coordinates and unit cell parameters until the
net force on each atom becomes essentially zero. There are many minimization
algorithms available. It is not necessary to explain in detail the processes employed, but
the logic for all of them involves an initial guess and common iteration procedure to first
evaluate the energy expression in the COMPASS force field, and then an adjustment to a
lower energy configuration. The model is minimized when it has converged to a lowest
potential energy, and depending on the size of the system, may require several thousand
iterations. Figure 1 shows a typical CgHjg molecule, before minimization. Figure 2
shows the post-minimization configuration.
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Figure 2: Post-minimization Representation of CgHig Molecule

After the CgH]g molecules are minimized, they are ready for the Conformer
Search. There are three methods available to the user in Cerius2: Grid Scan, which is a
systematic or specified method, Random Sampling, a stochastic method, and the
Boltzmann Jump approach, also stochastic. The Grid Scan method merely examines
configurations specified by the user, and the Random Sampling method examines
configurations on a strictly random basis. The Boltzmann Jump approach combines
statistical mechanics with a random search, and seemed to be most effective for the
desired procedure.
In the Boltzmann Jump approach, torsion angles are randomly altered between
conformations similar to the Random Sampling method. If the change in energy is
negative (lower) the new conformation is accepted. If the change in energy is positive, a
Boltzmann factor is computed and compared to a random number. The comparison
determines whether or not the new conformation is selected. This perturbation process
continues until the number of user-specified conformers has been generated.3 Through
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trial and error, roughly one thousand conformational searches were deemed suitable to
find the lowest-energy conformer.
The energy value calculated at this lowest-energy configuration was recorded,
(Econformer)- In order to obtain a value for the pair interaction energy, the two molecules
were then separated far enough to prevent any interaction. This distance was generally
on the order of 15-20 molecule lengths, or roughly 150 Angstroms. At this point, a
second energy calculation was performed, (ESeparate)- The second calculation reflects the
new lack of inter-atomic forces due to interaction that was present during the first
calculation. This difference in energy is assumed to be the energy of interaction between
binary molecules or the pair interaction energy, X.
Conformer

(21)

Opportunity for error exists when setting up the model for the Conformer Search.
Both CgHig molecules should be located in the same modeling environment very close to
each other. It is not a problem if the two alkanes are located too close to each other
because repulsive forces will separate them as the searches are performed. However, too
great a distance between the alkanes may result in ineffective searches.
The pair interaction energy between two CgH^ molecules is considered a homogeneous
interaction energy because the two molecules are identical. The described procedure was
replicated to generate lowest-energy conformers and then pair interaction energies for the
homogeneous pairs CsHjg through C19H40. Figure 3 shows a representative distribution
of normal alkanes in a sample of JP-8 jet fuel. This range of normal alkanes accounts for
virtually all of the normal alkanes present in this jet fuel sample.
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Normal Alkane #
Figure 3: Normal Alkane Distribution in a JP-8 fuel Sample (3804)

Figure 4 shows a typical result configuration from a Conformer Search. It is at
this point that Econformer is calculated using the energy expression (Eq. 9). During
calculations the molecules appear to twist around each other, maximizing the amount of
surface area interaction without severely deforming bond angles. This configuration may
not be realistic in a mixture where each molecule is completely surrounded by other
molecules and consequently forces. Another significant observation is that this
configuration does not lend itself to crystallization. As mentioned, it is the normal alkane
species that initially precipitate, leading to the importance o f the binary interaction
parameter for normal alkanes. At the phase change threshold, the alkanes are in more
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orderly configurations that lead to crystallization. This issue is addressed during the
development of the final modeling procedure.

Figure 4: Minimum Energy Conformation of two CgHig Molecules

After Eseparate is calculated by translating one of the molecules several Angstroms,
the homogeneous interaction energies are calculated using (Eq.21).

2.3-Results Obtained using Conformer Search
Table 1 compares the homogeneous energies obtained through molecular
modeling with those obtained using the heat of sublimation of the pure component.

Q

Estimates using heats of sublimation incorporate equations 16-18, and the experimental
heats of vaporization for the pure components recommended by IUPAC (International
Union of Pure and Applied Chem istry).14
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Table 1: Homogeneous Interaction Energies
Comparison o f X values generated using a Conformer Search and those obtained from
estimates of heats of sublimation
Alt (Estimated by heats
of Sublimation)
(kJ/mol)

An Determined through
Molecular Modeling
(kj/mol)

ce
c9
C10

-19.1

-14.4

-22.0

-23.2

-24.9

-17.2

C11
Ci2

-27.8

-27.8

-30.7

-28.5

C13

-33.6

-31.4

Cid
C15
C16
C17

-36.4

-35.4

-39.3

-41.1

-42.3

-35.4

-45.2

-39.5

C18
Cl 9

-48.1

-40.7

-50.8

-44.9

Molecular
Pairs

In Table 1, the negative sign indicates the change in total system energy when the
molecules interact. There is a larger magnitude of total energy when the two molecules
are isolated, so the change in energy carries a negative sign to indicate decreasing energy
as the molecules are brought together. When discussing these energies, a greater
interaction energy refers to the magnitude as opposed to the numerical value. For
example, the pair interaction energy between two C19H40 molecules is greater than the
interaction energy between two CsHig molecules. These homogeneous pair interaction
energies are plotted in Figure 5.
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Figure 5: Estimated and M odeled Homogeneous Pair Interaction Energies
Conformer Search Method

The values determined through molecular modeling are similar to those values
estimated through heats of sublimation.8,23 There is a relatively large level of fluctuation
in the modeled values, compared to the straight line made by the values estimated
through heats of sublimation, though the slopes are similar. It is impossible to tell from
Figure 4 how much the difference in the two sets of values affects the overall predictive
capacity of the thermodynamic model. The thermodynamic model, however, must be
applied to more than just identical pairs of normal alkanes interacting. In a realistic fuel,
all combinations of normal alkanes throughout the range demonstrated in Figure 1 would
be interacting.
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The pair interaction energy between a CsHig molecule and a C12H26 would be
considered a heterogeneous interaction energy, or a Xij value. Specifically, this pair
would be A.12,8 and would be estimated by Coutinho through equation 20. If Coutinho
assigned an a value of .03, then (X,i2,8=.97* X8j8), where X8,8 is the homogeneous value
given in Table 1. In this way, Coutinho obtains values for all heterogeneous pair
interaction energies in the desired range.
Molecular modeling eliminates the necessity of using a value such as a to fit data
empirically. After assembling and minimizing the two molecules of interest, a
Conformer Search is performed using one molecule of CgHig, and one molecule of
C12H26. The procedure for obtaining the heterogeneous interaction energy value is
identical to the procedure described above for the homogeneous values. Heterogeneous
pair interaction energies were generated for roughly half of the possible combinations,
using Conformer Searches. The energies obtained using this method are listed in Table
1A in the appendix. Figure 6 plots the energies in Table 1A vs. the energies obtained by
Coutinho using Eqn. 20. For the sake of continuity, the homogeneous energies are
included.
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Figure 6: Estimated vs. M odeled Heterogeneous Pair Interaction Energies

The values obtained from molecular modeling fluctuate about the values obtained
by Coutinho. ’

These fluctuations could indicate a low degree of repeatability

concerning the implementation of the Conformer Searches. This is most likely because
of the large number of complex configurations modeled, which makes the chances of
identical results slim.
An indicator of how these pair interaction energies affect the thermodynamic
model is the resulting set o f AX values. AX contains the difference between homogeneous
and heterogeneous interaction energies. This difference is crucial, because it is used in
the phase equilibria equation through equation 19. Figure 7 compares the AX parameters
predicted by heats of sublimation and those obtained from the Conformer Search method
of molecular modeling. Figure 6 also shows fluctuation in the values obtained by
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molecular modeling. The modeled values are consistently lower than those obtained
through heats of sublimation estimates. Figure 7 shows the AX values for a single series,
the ‘i=19’ series. There is a separate series for each carbon number in the range modeled.
Each subsequent series, however, contains one less data point until the final series ‘i=8’,
which contains a single AX. Every possible combination of pair interaction energies is
accounted for in the range of series ‘i=19’ through ‘i=8’. The complete set of plots is
found in the Appendix, Figures 1A-12A.

Figure 7: Difference in Pair Interaction Energies (Xjj-Xjj) for i=19 Series
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The difference in pair interaction energies is still an abstract concept, relative to a
variable such as a temperature or pressure. However, backing through the
£
thermodynamic model, the AX values influence the solid activity coefficient, y , from eqn.
14. ys is related to the pair interaction energies through eqn. 15, and applied directly into
the phase equilibria equation (13). Preliminary calculations of solid activity coefficients
have been made, and used in phase equilibria calculations.10 The coefficients calculated
with energies modeled using the Conformer Search method indicate a roughly ideal solid
solution. Solid jet fuel is a highly nonideal solution,8 and the source of error may be the
pair interaction energies.
One of the goals of the thermodynamic model is to predict the freeze point of a
fuel, which is defined as the temperature at which frozen fuel is completely melted.
Freeze points for a fuel sample have been predicted using pair interaction energies
obtained through molecular modeling as well as those obtained through estimates of heats
of sublim ation.10 These values are compared with the experimental freeze point of the
sample as well as the freeze point of the fuel as an ideal solution. Table 2 suggests that
molecular modeling predicts a freeze point close to that of the ideal solution, which
agrees with the roughly ideal solid activity coefficients. The freeze point predicted using
the heats of sublimation estimates lie much closer to the measured freeze point of the
fuel.

Table 2: Freeze Points Predicted of Jet Fuel 3219
Conformer Search Method

Freeze Point
(degrees C)

Experimental

Estimated using Heats
of Sublimation

Molecular
Modeling

Ideal
Solution

-46.6

-45.0

-34.2

-30.3
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Conformer Search does not realistically represent the physical configurations of
normal alkane molecules on the threshold of the liquid-solid phase boundary. Under
those conditions, the alkanes are becoming more rigid, and mobilizing into crystalline
configurations. The Conformer Search method not only allows a high degree of torsion
angle deformation between atoms, but the predicted lowest-energy conformers (see
Figure 3) do not lend themselves to crystal propagation. With these shortcomings, the
modeled pair interaction energies fluctuated widely, but they did so around the predicted
values of Coutinho8'23, as opposed to fluctuating in addition to being transposed. The
inability of the Conformer Search method to realistically simulate the physical constraints
present at low temperatures led to the development of a new procedure. The goal of the
new procedure was to mimic conditions in a fuel at the liquid-solid phase boundary as
closely as possible, while retaining the ability to get consistent values for pair interaction
energies. Crystals of normal alkanes were assembled in the modeling environment and
analyzed to obtain these energies.

2.4-The Crystal Minimization Procedure
Rather than examine hundreds of different configurations, an attempt was made to
replicate the single crystalline configuration that would be composed of normal alkane
molecules. In this arrangement, they would be constrained in movement, and surrounded
by other molecules, introducing uniformity to the procedure and perhaps repeatability in
the results. The surrounding molecules would contribute to the interaction associated
with the pair interaction energy. Normal alkanes in jet fuel arrange themselves in an
orthorhombic crystal structure with the Pbcm space grouping.15'16 Published dimensions
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for a crystal unit cell of normal alkanes as a function of chain length are available.15
With this information, it was possible to assemble crystal structures using the Crystal
Builder module of Cerius2.
Building a crystal in Cerius2 requires three steps. The first is specification of the
complete fragment to be replicated throughout the unit cell. This is done by building the
desired normal alkane as described previously. Second, it is necessary to identify the
crystal lattice type for the unit cell. To do this, the three cell length dimensions a, b, and
c, must be defined, as well as the cell angles a, P, and y. Lastly, the Pbcm space group is
selected, and the proper orientation and position of the molecule are assigned.

At this

point, Crystal Builder assimilates this data into a set of coordinates for each molecule,
and a unit cell is formed. Figure 8 shows the unit cell for a crystal composed of pure
CgHig. In Figure 8, the dashed lines represent the periodicity of the crystal, which
extends in all three dimensions. For the sake of simplicity and processing speed, only
one cell is visualized, though the user can choose to see as many as desired. The
dimensions a, b, and c, defined in the crystal lattice (step 2) correspond to the A, B, and C
axes shown in Figure 8. The ‘O ’ symbol indicates the origin from which those
dimensions are relative.

Figure 8: Cerius2 Unit Cell for Crystal of CgHjg
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With a created unit cell, a suitable configuration from which pair interaction
energies can be measured m ust be selected. To do this, several unit cells in each
direction were made visible. The periodicity from the system was then eliminated,
allowing the user to manipulate individual molecules without the changes affecting other
molecules in identical relative positions. Molecules aligned in the orthorhombic crystal
orientation were the result. From this structure, it was possible to cleave a portion
corresponding to a single central molecule, and all of its immediate surrounding
neighbors. Figures 9 and 10 show the resulting formation.

Figure 9: Side View of Orthorhombic Crystal Structure for CgHig

Figure 10: End View of Orthorhombic Crystal Structure for CgHig
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In Figure 9, what appears to be three groups of three molecules, is actually three
groups of 7 molecules, four of them hidden behind the front three, observable in Figure
10. The center molecule in the middle group is the central molecule that will be used to
calculate the pair interaction energies. In the plane intersecting the C axis (down the
length of the central molecule), six molecules are immediate neighbors to the central
molecule. This is characteristic of the orthorhombic crystal lattice. At the ends of the
central molecule are identical formations of seven molecules in their proper positions,
completely encapsulating the central molecule. Figure 11 removes from view, the
structures at either end of the central molecule to clearly show the position of the central
molecule relative to the six surrounding ones.

Figure 11: Modeling Configuration for CgHig

Figures 9, 10, and 11 illustrate the configuration used to obtain values for the pair
interaction energies. The procedure itself varies little from the Conformer Search
method. Instead of using Conformer Search to find a lowest energy configuration, the
crystal configuration is used, and M inimizer is employed to shift the atoms slightly into
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the local lowest energy positions. This does not translate the molecules, so the overall
structure remains intact. The purpose of minimizing the potential energy of the crystal is
to obtain the most realistic configuration as possible. After the structure’s energy is
minimized, an energy calculation is performed. This value is analogous to the value
calculated after the lowest energy conformer was found using the previous method.
Then, the central molecule is translated far enough to prevent interaction with any of the
other molecules. Here, 200 Angstroms is sufficient for isolation, which is at least 15
lengths of an individual molecule. A fter just two lengths, the attraction falls to a
negligible value, according to the LJ-9-6 potential used in COMPASS. At this point,
another energy calculation is performed. The difference between the two calculated
energies is assumed to be the energy of interaction between the single central molecule,
and all the surrounding molecules. The crystal structure shown in Figure 11 implies that
virtually all interaction taking place is contained evenly amongst the six surrounding
molecules, composing a “cylinder” in which the central molecule lies. If the energy
difference is divided by a factor of six, it follows that the resulting value is the energy of
interaction between the single central molecule, and one of the surrounding six. This is
equivalent to the pair interaction energy.

2.5 Results Obtained using the Crystal Minimization Method
When a crystal of a pure component is used, the obtained interaction energy
would be a homogeneous interaction energy. Crystals of

through C17H36 were

generated and cleaved. C18H38 a n d C ^ H ^ were neglected because their share of the
composition of normal alkanes in a typical jet fuel was deemed negligible. (Figure 2)
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All values for homogeneous interaction energies in this range were obtained through the
procedure described above. Table 2A in the Appendix lists these values in comparison
o no
with the estimated values of Coutinho ’ , which are unchanged. The energies are shown
in Figure 12.

Figure 12: Estimated and.Modeled Homogeneous Pair Interaction Energies
Crystal M inimization Method

In Figure 12, the values obtained through molecular modeling seem to fluctuate,
in addition to lying above the values estimated through heats of sublimation. There also
seems to be an odd/even trend present. The geometry of normal alkane molecules with
an even number of atoms is fundamentally different from that of an oddly numbered
molecule. W ith an even number of atoms, the two end atoms will be “pointing” in
opposite directions, and the atomic bonds on each end will be parallel. (Figure 1) An
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odd number of atoms will force the ends of the molecules to point in intersecting
directions. This difference in arrangement affects the structure of the crystal, and the
amount o f interaction possible between molecules. In Figure 12, both odd and even pair
interaction energies seem to follow their own straight lines until the C15H32 pair. At that
point, the pattern seems to reverse itself.
In order to obtain the heterogeneous interaction energies using the crystal
minimization method, substitutions were made for the central molecule. For example, if
the interaction energy for the heterogeneous pair CsHjg and C16H34 was needed, the
crystal configuration for C16H34 was used. The central C16H34 molecule was removed,
however, and replaced with a single CgHig molecule. After the two energy calculations
were performed, the difference divided by six was assumed to be the energy of
interaction between one CgHig and one C16H34. This process was repeated for all 55
heterogeneous pairs in the range CgHig through C17H36. The values obtained are listed in
Table 3A in the Appendix. Figure 13 shows these values in comparison with the values
obtained through Coutinho’s estimates.8,23
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Figure 13: Estimated and Modeled Heterogeneous Pair Interaction Energies
Crystal Minimization Method

Once again, the values obtained through modeling seem noisy, but generally
follow the values estimated using heats of sublimation. The effect of Coutinho’s
assumption that the heterogeneous value equals the homogeneous value o f the smaller of
the pair creates the step-like pattern in pair interaction energies. It is possible now to
generate a new set of AX values using the energies from Crystal Minimization. The AX’s
for the i= l 7 series (analogous to Figure 6) are shown in Figure 14. The new AX values
fluctuate much less than the same values obtained using Conformer Search. The
uniformity of the crystal has introduced some consistency into the method for obtaining
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energies. Each series o f AX values in the set obtained using Crystal Minimization show
similar behavior to Figure 14, and are displayed in the Appendix, Figures 13A-21 A.

Binary Pairs

Figure 14: Difference in Pair Interaction Energies (Xii-Xij) for i=17 Series
Crystal Minimization Method

Using the pair interaction energies obtained through conformer searches, an
erroneous ideal solution was predicted. Using the energies predicted by minimizing the
energy of alkane crystals, however, a non-ideal solution was predicted, with solid activity
coefficients in roughly the expected pattern.10 This evidence indicates that the method of
crystal minimization was more successful in modeling conditions that normal alkanes
would be subjected to near the liquid/solid phase boundary.
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Table 3 provides a comparison of the resulting freeze point predictions. The
value predicted using energies obtained by the Crystal Minimization technique moved
slightly away from the ideal solution prediction and toward the experimental value.
Table 4 is provided by W idmor10 as a potential application for molecular modeling, and
is a work in progress. The experimental values were reached using a Phase Tech
Analyzer ASTM 5972-99a26 and averaged over several runs.

Table 3: Freeze Points Predicted of Jet Fuel 3804
Crystal Minimization Method

Freeze Point
(degrees C)

Experimental

Estimated using Heats
of Sublimation

Molecular
Modeling

Ideal
Solution

-46.6

-45.0

-36.1

-30.3

2.6-Additional M olecular Classes
o
It was previously proposed that normal alkane species are responsible for
initiating and propagating the freezing of jet fuel. However, there are still a wide variety
of molecules that are part of a fuel’s composition, and many of these would be trapped
among the n-alkanes during solidification. The resulting interaction between n-alkanes
and these classes of molecules may be an important factor in the overall phase change of
the solution as a function of temperature. Table 4 shows a representative Jet-A fuel
composition determined through mass spectrometry.11
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Table 4: Hydrocarbon Analysis of Jet-A 2266
Specie Type
Paraffins
Monocycloparaffins
Dicycloparaffins
Alkylbenzenes
Indans and tetralins
Naphthalenes
Olefins

Volume Percent
30.3
25.4
18.2
15.3
9.5
0.8
0.5

It was decided to attempt to model pair interaction energies between the normal
alkanes and four species found in jet fuel: pentyl benzene, methyl decane, a double
branched alkane, (3-ethyl-6-methyl-octane) and a cycloparaffin (l-ethyl-3-propylbenzene). These pair interaction energies could be used to determine inter-class binary
interaction energies, and contribute to a more comprehensive thermodynamic model.
The molecular structures of these four species are illustrated in Figures 15-18.
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Figure 15: Pentyl Benzene Molecule Used to Obtain Inter-Class Pair Interaction
Energies

Figure 16: 3-Ethyl-6-Methyl-Octane Molecule Used to Obtain Inter-Class Pair
Interaction Energies
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Figure 17: 2-Methyl Decane Molecule Used to Obtain Inter-Class Pair Interaction
Energies

Figure 18: l-Ethyl-3-Propyl-Benzene Molecule Used to Obtain Inter-Class Pair
Interaction Energies
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For two reasons, it was determined necessary only to generate heterogeneous pair
interaction energies. First, lattice parameters for the crystals of these species are
unavailable. Secondly, the concentration of these species at the solid-liquid phase
boundary was assumed to be small. Because normal alkanes are the first to solidify,
these four additional species would only be present in segregated locations within the
alkane crystals themselves. There would be few instances of additional species forming
their own pure-component crystals. It was deemed rare enough to disregard the
homogeneous energies for the time being, unless integration into the thermodynamic
model made them necessary.
Due to the success of the Crystal Minimization method to model normal alkane
energies, a nearly identical method was used for the inter-class energies. The only
variation was replacing the single central normal alkane molecule with the inter-class
molecule. This was done for all crystals CsHis through C17H36 with each of the four
species in Figures 15-18. For the same reasons mentioned above, heterogeneous pair
interaction energies between the species Figs. 15-18 were not found. (For example, a
methyl decane with a pentyl benzene.)
During the minimization process, the six surrounding molecules deformed around
the protrusions in the inter-class molecules. The overall crystal structure was retained,
but the central molecule acted as a defect. This would be expected among the normal
alkanes at the phase change threshold, and could be a reason for inhibition of crystal
propagation. Figure 19 shows the post-minimization configuration of molecules used to
generate pair interaction energy between C10H22 and pentyl benzene. The pentyl benzene
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was inserted as the central molecule. The C io lfe’s have found their local relaxed state,
deforming to accommodate the large C ^ benzene group in the middle.

Figure 19: M olecular Configuration for Inter-Class Heterogenous Pair Interaction
Energy Calculation for C10H22 and Pentyl Benzene

The deformations are less noticeable when generating pair interaction energies
between these four species and the larger normal alkanes. W ith the larger alkanes, the
bending to accommodate the protrusions affects a smaller percentage of the length of the
molecule. The overall effect of this deformation is the creation of larger cavities between
the molecules, as the molecules cannot fit as well as in a pure component crystal. These
larger cavities create limited interaction or lower pair interaction energies. There is also
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randomness in the specific deformation due to the defect, which introduces a degree of
uncertainty with respect to repeatability. Because the inter-species molecules fit poorly
in the normal alkane lattice, the defects will not remain consistent in size and location.
For this reason all values presented are averages of several individual runs. The
heterogeneous energy values are listed in Tables 4A-7A in the Appendix and plotted in
Figures 20-23.

2.7 Results Obtained M odeling Inter-Class Energies
Figure 20 shows a tendency of the energy to level off when the length of the
normal alkane and the pentyl benzene molecules match. Additional length of the normal
alkane molecules does not increase the interaction, because at that point, the pentyl
benzene is already interacting to its capacity. Before this point, (with alkanes shorter
than C11H24) the magnitude of interaction energy sharply increases as the alkane length
increases.
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Pair Interaction Energy (kJ/mol)

Molecular Pair (Pentyl Benzene w/ Normal Alkane)

Figure 20: Inter-Class Pair Interaction Energy
Pentyl Benzene with Normal Alkanes
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Similar leveling of energy trends are exhibited with the double branched alkane,
methyl decane, and cycloparaffin. Figure 21 shows an increasing pair interaction energy
(magnitude) with increasing size of normal alkane crystal until the size of the normal
alkane roughly matches the size of the double branched alkane.

Molecular Pair (3-Ethyl-6-Methyl-Octane w/ Normal Alkane)

Figure 21: Inter-Class Pair Interaction Energy
Double Branched Alkane with Normal Alkanes
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Figure 22 exhibits the fairly linear increase in pair interaction energy until the
methyl decanes (with 11 carbon atoms) interact in a crystal of C13H28. The methyl
decane molecules have a greater magnitude of pair interaction energies than the other
inter-species molecules modeled. This is due to the strong similarity between methyl
decane and normal-decane, C10H22- (see Figure 17) This similarity provides a less
deformed crystal, and a greater probability of methyl decane interacting with the normal
alkanes, and hence a greater probability for the necessity of this inter-species interaction
energy.

Molecular Pair (2-Methyl Decane w/ Normal Alkane)

Figure 22: Inter-Class Pair Interaction Energy
2-Methyl Decane with Normal Alkanes
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Figure 23 shows the pair interaction energies between the cycloparaffin shown in
Figure 18 with the normal alkane crystals. The cycloparaffin molecule probably
resembles the normal alkanes least, geometrically. This lack of similarity causes larger
and more frequent defect cavities in the crystal, and is indicated in Figure 23 by the low
magnitude of interaction energies relative to the three other species modeled.

Molecular Pair (1-Ethyl-3-Propyl-Benzene w/ Normal Alkane)

Figure 23: Inter-Class Pair Interaction Energy
Cycloparaffin with Normal Alkanes

These inter-class pair interaction energies have not yet been used to predict freeze
points of typical fuels. When the thermodynamic model used for previous freeze point
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predictions is sufficiently developed to fully account for several classes of molecules
present in jet fuel, these pair interaction energies may increase the m odel’s accuracy in
predicting freeze points.

2.8-Conclusions

It is doubtful that any thermodynamic model with the capability of phase change
prediction will be successful without recognizing classes of molecules other than normal
alkanes. Past models8’23 24 have not possessed the ability to predict interaction energy
values between the species shown in Figures 15-18. This is a demonstration of the
usefulness and potential applicability of molecular modeling. Moreover, molecular
modeling has a high degree of flexibility, allowing the user to change force field
parameters to adapt to specific conditions and materials. The energies obtained agree
with previous estimates made using the heats of sublimation. Interaction energies
relative to species and size make sense as well. Smaller pairs of molecules exhibit less
interaction energy as wbll as molecules that don’t line up as compactly as the normal
alkanes. The presented molecular modeling effort has demonstrated viability in
determining and predicting values for variables representing molecular interaction.

Up to this point, none of the modeling presented has been considered dynamic,
with a time progression. For the second portion of research into molecular modeling, the
step will be taken from molecular mechanics to molecular dynamics. Molecular
dynamics offers a powerful level of simulation with numerous potential applications, one
of which will be investigated.
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CHAPTER 3
M OLECULAR DYNAMICS SIMULATIONS OF THE INTERACTION OF FUEL
WITH LOW TEMPERATURE FLOW IMPROVING ADDITIVES

3.1-Introduction to Fuel Additives
Much of the research to date concerning the effect of polymer additives on the
low temperature properties of fuel has been conducted in efforts to improve the low
temperature operation of diesel fuel systems. This past research provides a valuable
source of information for those involved in similar work with jet fuel at low
temperatures.
The necessity for work with diesel fuel additives stems from the filtration system
employed in a diesel engine. Fuel is pumped from the tank through a filter located at the
bottom of most tanks in diesel systems.16 The result is that any sediment at the bottom of
the tank becomes trapped in the filter. When the tank has been sitting for a long period of
time at very low temperatures, some of the fuel may begin to solidify, referred to as wax
crystallization. These wax crystals subsequently become lodged in the filter. The
problem is the shape of the crystals propagated. As discussed previously, the initial
crystal is composed primarily of normal alkanes. Normal alkanes crystals tend to
propagate along their AOB plane rather than the AOC plane.16 (see Figure 8) The result
is thin, plate-like discs, only a few molecules in depth. These discs stack upon each other
in the filter and eventually block fuel flow to the point of engine failure. This
necessitated the development of either new fuel or some alteration of the existing fuel to
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eliminate this problem. The answer was the development of polymer additives to either
delay the onset of crystallization upon cooling, or limit the size of plate-like crystals as
much as possible.
Different polymer designs can offer different advantages to someone attempting
to adjust low temperature properties of jet fuel. Two of the most widely used types of
additives are ethylene-vinyl acetate (EVA)-type and “comb-type” polymers. EVA-type
polymers are characterized by ethylene backbones similar to normal alkanes, but with
smaller hydrocarbon groups attached randomly off the backbone. The effectiveness of
EVA-type polymers lies in their ability to adsorb to the surface of already formed normal
alkane crystals, but prevent other normal alkanes from doing so once there, due to the
knobby hydrocarbon appendages.18 Therefore, EV A ’s are limiting the size of crystals as
opposed to preventing their existence in the first place.
Comb-type polymers are generally composed of ethylene backbones, but with
long alkyl side chains, the bristles of the comb. Rather than adsorbing onto the face of a
crystal, the side chains of a comb-type polymer interact with the similar normal alkanes,
preventing them from crystallizing in the first place. Eventually crystallization does
occur in the presence of comb-type polymers, but the temperature may be significantly
lowered.16,18
Comb-type polymers are typically synthesized by a method known as addition
polymerization. This process is carried out via free radical polymerization under high
temperature and pressure. An initiator species decomposes forming free radicals within
the system. Polymer chains grow in length by radical addition to a carbon-carbon double
bond within the monomer unit. The radical chain continues to propagate until all
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monomer is consumed. The size of the resulting monomer is determined by the ratio of
amounts of initial monomer molecules and the initiator species, as well as temperature
and pressure.17
The effect of polymer additives in fuel to optimize low temperature properties is
dependent on both the design of the polymer, and the concentration of the additive in the
fuel. By studying the crystal growth rate of diesel fuels with additives, it has been
determined that the most effective additives are those in which the polymer side chains
most closely match the solute molecules.

That is, if the polymer has alkyl side chains of

the same length as the normal alkanes which initiate freezing, the additive effect is most
efficient. This is most likely due to the match in crystal lattice parameters between the
two units.
The influence of polymers on crystal growth is effective up to a point. At a
certain level of concentration, there is no further noticeable effect with the inclusion of
additional additive. This critical concentration varies between fuels due to the varied
compositions, but is generally within the range of a few thousand milligrams per liter of
fuel. The amount of polymer added to the fuel can be designed to suit specific purposes,
such as limiting the size of individual crystals to agglomeration of these crystals, and
shifting bulk low temperature properties of the fuel.
W hile work with the effect of polymer additives on diesel fuel is a valuable
starting point, there are important differences between diesel and jet fuel that require
further research. During the distillation process, diesel and jet fuels are separated at
different temperatures, leading to a difference in overall composition. Jet fuels will not
include many of the larger molecules found in diesel fuels. For this reason, research
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investigating additives in jet fuel is a separate area of science conducted primarily by
civilian companies and military laboratories with interests in jet fuel performance. The
work presented here is an effort to view the effects of additives in jet fuel analytically
through molecular dynamics simulations, as well as offering a preliminary design method
to investigate new additive/fuel combinations.

3.2-The M olecular Dynamics Simulation Procedure
A ccelrys’ Cerius2 platform was again used for this molecular dynamics research,
although solely for the setup and analysis of the system. The actual time integration of
the trajectory, using the Verlet algorithm, was performed by the DISCOVER program
application which can stand alone or run within Cerius2. The calculations were
performed by the COMPAQ ES40/45 described in Section 1.5. This required a
submission to the main shared resource center (MSRC) at Wright Patterson Air Force
Base. First, the simulation had to be designed and set up.
From a compilation of composition tables similar to Table 5, a suitable
composition was decided upon for the simulated fuel. Approximately 50% of the
solution would be branched alkanes (Fig. 16). (All percentages are weight percent) The
remaining 50% was split evenly between normal alkanes and an aromatic group. In this
case pentyl benzene (Fig. 15) was used as the aromatic. The procedure begins with
building the molecules in the Cerius2 environment. The individual molecules were
replicated using a CLONE tool in the AMORPHOUS BUILDER module. Before
cloning, it was necessary to decide the size of the simulation. Through trial and error,
and based on time constraints, a 6000 atom simulation was attempted. This would be
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19 20 21

considered a medium-small simulation in comparison to some current work. ’ ’

This

works out to approximately 80 molecules of branched alkanes, 40 molecules of pentyl
benzene, and 40 normal alkane molecules. C10H22 was chosen as the single normal
alkane species, for its similar molecular weight to the two other species. In addition to
the simulated fuel molecules, a single polymer molecule was built using the POLYMER
BUILDER module in Cerius2. The additive molecule was designed as a “comb-type”
polymer, with an ethylene backbone and alkyl side chains identical to the C10H22 normal
alkanes. Indistinguishable side chains are characteristic of a homopolymer, which is
made of a single type of monomer unit. Polym er builder in Cerius2 allows the user to
build homopolymers by specifying several parameters.
First, the monomer to be used for building must be assembled. In this case a
C10H22 molecule was assembled with an ethylene group

(C 2 H 4 )

on the end to act as a

backbone unit. Second, the number of monomer units must be specified. Five monomer
units were chosen in order to make interaction with normal alkanes a probability, while
limiting the weight percentage of polymer in the mixture. Third, the tacticity of the
polymer m ust be chosen. Isotacticity aligns all side chains in the same direction off the
axis of the backbone. Syndiotacticity aligns consecutive side chains in opposite
directions, creating an alternating pattern. Atacticity aligns the side chains in a userspecified pattern. Syndiotacticity was chosen in this case to allow for room between each
C10H22 side chain for normal alkanes to interact. Fourth, head/tail definition and
orientation of the units needs specified. One of the carbons in the ethylene group was
selected as the head, and the other selected as the tail. The default orientation was
accepted, which attaches the head of the monomer unit to the tail of the next one.
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Additional options which could be parametrized are torsion angles and
initiator/terminator units. In this case, no extra molecular structures were desired on front
and back of the polymer, and the torsion angles were taken from the monomer model.
Figure 24 shows the Cerius2 visualization of this polymer.

Figure 24: Comb-Type Polymer used in Fuel Dynamics Simulation

The normal alkanes, branched alkanes, and benzenes were cloned, and the
AMORPHOUS BUILDER module was used to place all 161 molecules in random
orientations and positions within a cubic space in the modeling environment. These
positions were not dictated by any forces that may be present in the environment,
although the randomness contained restrictions against superposition of atoms. The cubic
volume in which the molecules are placed is visualized with a broken line similar to the
one in the unit cell (Figure 8). This represents the periodicity of the system, meaning that
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the entire volume of 161 molecules is repeated infinitely in all directions. This allows the
molecules near the boundaries of the volume to interact with other molecules as they
would in a fuel.
At this point, the modeling environment and composition is in place, though not
necessarily the correct place. An energy minimization has to be performed in order for
the system to align itself with the positions dictated by the static forces present.
Minimizing a system containing hundreds o f molecules, each with approximately 35
atoms, is a more complicated set of calculations than the previous minimizations of
individual molecules. These minimizations were the only calculations performed on the
interactive SGI individual workstation, otherwise used to setup and analyze the
simulation. Approximately 10,000 iterations were needed for convergence of the system.
During minimization, the system settled into a density, which resulted from the forces
dictated by the COMPASS force field. The final density was 0.8 g/cm3, which matches
the experimental densities of jet fuels in the laboratory. After the Minimization process,
the system was in a state consistent with the functional forms of the energy equations, so
it was possible to begin a molecular dynamics simulation. The post-Minimization system
for a simulation o f je t fuel with a polymer additive is shown in Figure 25. The stick-style
visualization is used for clarity and processing efficiency.
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Figure 25: Configuration of System for Molecular Dynamics Simulation

With the system to be simulated set up properly, the parameters of the dynamics
simulation needed to be defined. Molecular dynamics can be performed under many
different conditions, for as long as desired. The first condition to define is the duration of
the simulation. The simulation should be run for a length sufficiently long to allow
manifestation of what the user is trying to observe. In this case, the simulations are
performed in an attempt to detect biased interaction between polymers and normal alkane
molecules. This would signify the effectiveness of the polymer’s presence in interfering
with the alkanes’ ability to crystallize. Based upon conversations with other molecular
dynamicists20 and papers on the subject19'21 most interactions in a system can be
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diagnosed within the range of a few hundred to a few thousand picoseconds (IO 12 s).
After trial and error, a duration of 5000 picoseconds (or 5 nanoseconds) was selected.
Before this main simulation period can take place, however, a relaxation period of
dynamics is necessary. The minimization of the system brings it to a configuration that is
possible, but not necessarily realistic. The solution is to run a preliminary dynamics
simulation at a temperature high enough to provide sufficient velocities to the molecules
to “stir up” the whole system. A conservative duration of 500 picoseconds was chosen to
prime the system for the main portion of dynamics.
A defined time step is necessary for a time progression integration to be
conducted. Time steps are defined in Chapter 1 as finite quantities of time between
calculations of position, velocity, and momentum. Calculating the proper time step is an
important balance between accuracy and efficiency of the simulation. A time step too
large may lead to impossible situations that would prevent the next calculation from
being performed. Trial and error during simulation attempts elucidated the size of time
step too large for proper calculations. This value would be different for different size
simulations. A time step of ten femtoseconds ( 1 0 15 s) was chosen, which was just small
enough for the simulation to run properly.
Temperature is the next parameter needed to continue. A temperature high
enough to provide sufficient velocities would be one in which the system was well within
the liquid phase. Room temperature of 298 degrees Kelvin (23 C) was chosen for the 500
picosecond relaxation period. This would mimic a laboratory environment as closely as
possible without introducing any effects that very high temperatures might have on the
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fuel components. W hen the fuel was sufficiently relaxed, the next step was to take it to a
temperature low enough where additive effects could be observed. .
A temperature of -60 degrees Celsius (213 K) was chosen to ensure the dynamics
would be within the range of solid transition of the system. These simulations crashed,
however, when run directly after the relaxation period at 298 K. It is possible that such a
severe, instantaneous drop in temperature introduced error in the energy expressions. A
cool-down portion of dynamics was inserted between the relaxation and main dynamics
portions. This cool-down period was an additional 500 picoseconds, and conducted at 30 degrees C. The transitions between stages were smooth, and each portion then ran
successfully. The final timeline of the dynamics simulation included three stages of
dynamics: Stage 1 lasting 500 ps at 298 K, Stage 2 lasting 500 ps at 243 K, and Stage 3
lasting 5000 ps at 213 K.
A thermodynamic ensemble for all of these stages must also be defined. There
are four options: NPT, which would hold constant the number of molecules, pressure, and
temperature, NVT, which would hold constant the number of molecules, volume, and
temperature, NVE, which would hold constant the number of molecules, volume, and
total energy, and NPH, which would hold constant the number of molecules, pressure,
and enthalpy. Due to the liquid/solid phase threshold condition being simulated, it is
possible that the density, and hence volume, may need to change according to the
behavior of the fuel at very low temperatures. It is also desirable to keep the environment
at the low temperature specified. For these reasons, the NPT ensemble was chosen,
allowing the volume containing a fixed number of molecules to change, while holding
pressure and temperature constant.
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The Cerius2-specific parameters include a history-type archive file for analysis of
the trajectory of the simulation after completion, as well as a table file of energy values.
This allows the user to see the overall behavior of the system during the course of the
simulation. The COMPASS force field is utilized during all three dynamics stages. For
the purpose of replication of the simulation, a complete set of parameters is listed in the
Appendix, Table IB.
Submitting a program to the Air Force’s M ajor Shared Resource Center (MSRC)
requires a script instructing the computer to run a certain program using certain
parameters. These simulations were run on the Compaq ES 40/45 mainframe, labeled
‘hpc05’ at MSRC. The script submitted to run the first simulation is included in the
Appendix in Figure IB.

3.3 Simulation Results
Once all stages of dynamics were run successfully, it was possible to analyze the
simulation results. The goal was to identify preferential interaction with the polymer
molecule, if such interaction existed. Initially, the total energy plots for each stage were
examined in order to identify any energy trends.
The M inimization tool adjusts atom positions minutely in order to find a lowest
local energy configuration. During a dynamics simulation, a system is said to be fully
relaxed when it finds a general minimum energy configuration due to widespread
translation and torsion throughout the volume. This relaxed condition is identified by
examining the total energy plotted versus time for the duration of the simulation. Figure
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26 is the total energy plot for Stage 1 of the first simulation. It was generated using the
Analyze card in the Discover module within Cerius2.

Figure 26: Total Energy Plot for Relaxation Stage, Simulation 1

From examining Figure 26, it is evident that the total energy of the system quickly
drops off as the molecules start moving. Then, at a slower pace, the system gradually
comes into an energy equilibrium, where potential energy is minimized. Somewhere
between 200 and 300 picoseconds, the system achieved relaxation, so the stage length of
500 picoseconds was indeed conservative. The energy value at this point is close to 1500
kilocalories per mol. A multiplication factor of 4.184 is needed to convert to kJ/mol,
used in the previous plots. The next stage is the intermediate cool-down portion, also for
a duration of 500 picoseconds. Figure 27 shows the total energy plot for the system
during Stage 2.
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—T o t a l Energy

Figure 27: Total Energy Plot for Cool-down Stage, Simulation 1

Stage 2 shows an immediate step change in total energy down to about -600
kcal/mol, with a brief fluctuation period, followed by a relative stability. This makes
sense, as the sudden decrease in temperature would correspond to an immediate lowering
of atom velocities and hence energy. Evidently there is not another gradual relaxation
period, perhaps because the relative coordinate adjustments due to a step change in
temperature are minor compared to the initial equilibration. Figure 28 is the total energy
plot for Stage 3, with a duration of 5000 picoseconds at -60 degrees Celsius. It is the
final stage of the simulation, and by far the largest.
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Figure 28: Total Energy Plot for Main Stage, Simulation 1

Again, a dramatic step change in total energy is evident immediately after the
temperature change. O ver the course of the main stage, the total energy rises slightly
from about -1300 kcal/mol to around -1200 kcal/mol. The slope is very shallow, and
may not be noticeable when viewed in increments of just 500 picoseconds, the size of the
first two stages. This could indicate that the entire system never reached a point of
equilibrium, or it may be evidence of an equilibration process of the normal alkanes
responding to the presence of the polymer additive molecule.
Figures 26-28 give an idea of how the simulated fuel reacted to the simulation as
a single entity. In order to differentiate between the behavior of the normal alkanes,
cycloparaffins, and branched alkanes, with respect to the polymer, the mean-square
displacement (MSD) tool was used.
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Mean-square displacement characterizes the diffusion of a liquid or gas. If a drop
of ink is placed in water, it is clear that over a period of time the ink diffused throughout
the bulk of the water. The rapidity of this diffusion can be a property of comparison
valuable in analysis of fluids with multiple components. MSD refers to the amount of
distance an atom or molecule has traveled since the last time it was examined. If a
molecule is involved in numerous collisions, it may end up close to its starting point after
a time, indicating a short distance of travel. In reality, the molecule was traveling back
and forth between conditions, actually covering much more distance than merely from
start to finish. For this reason, the displacement values are squared, in order to always
add positive quantities to the total distance. The mean squared displacement of a selected
object is calculated as follows:
in
2
MSD(m) = —Y |r(m + i ) - r ( i )
n m

(22)

In equation 22, ‘m ’ is the maximum number of points allowed for the MSD calculation.
‘n ’ is the number of data points used for averaging, ‘r’ is the three dimensional
coordinate, and ‘i’ is the increment between steps.3 MSD(m) quickly generates a fairly
linear plot through time, as the selected substance diffuses. The diffusion coefficient, D,
is the line fit of the MSD plot vs. time, and indicates the rapidity of diffusion. D is the
quantity used to analyze the simulations done in Cerius2 here.
When simulating a jet fuel with a polymer additive, mean-square displacement
and the resulting diffusion coefficient can be used to observe interaction with the
polymer. The MSD of an individual species can be calculated as a group, and be
compared to the M SD’s of the other species to identify differences in the diffusion
properties of the groups. If one group, such as the normal alkanes, preferentially interacts
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with the polymer, while those with benzene groups or highly branched alkanes exhibit no
preferential interaction, it may be apparent in their respective diffusion coefficients.
Figure 29 shows the MSD plot for the pentyl benzenes in the main stage (5
nanoseconds) of simulation 1. The straight line is the diffusion coefficient fit of the MSD
plot. To obtain this plot, all pentyl benzenes in the simulation must be selected, and the
mean-square displacement tool provided in Cerius2 enabled.
__ MSD

_f it

Figure 29: Mean-square Displacement and Diffusion Coefficient for Pentyl Benzenes in
Main Stage of Simulation 1

Figures 30 and 31 are the MSD plots for the double branched alkanes and the
normal alkanes, respectively. The diffusion coefficients, D, for all species are listed in
Table 5 on page 74.
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Figure 30: Mean-square Displacement and Diffusion Coefficient for 3-E.hyl-6-Methyl
rigure
n
Octane .n Ma.n Suge of Sunuiation 1
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Figure 31: Mean-square Displacement and Diffusion Coefficient for Normal Alkanes in
Main Stage of Simulation 1
Comparing the three diffusion coefficient values (Table 5) shows that the normal
alkanes exhibit the highest diffusion rate, the pentyl benzenes exhibit the lowest diffusion
rate, and the branched alkanes diffuse at a pace midway between the two. A higher
diffusion rate is expected of the normal alkanes due to their simple structure relative to
the other two species. Normal alkanes have less geometric opportunity to get involved in
collisions or “tangled”. The high diffusion coefficient for normal alkanes may also be
due in part to a bulk movement toward the polymer additive molecule. If this is the case,
the diffusion coefficient for the normal alkanes would be expected to lower after a period
of time, when they have achieved the interaction and resist further motion. It is difficult
to tell if Figure 31 indicates this activity, but there is certainly a difference in the MSD of
the normal alkanes and the MSD of the branched alkanes and pentyl benzenes (Figs.
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29,30). The normal alkanes’ MSD is not as linear as the other two, indicating nonuniform displacement behavior, which suggests the normal alkanes are not fully
equilibrated.
In order to shed further light on the relative behaviors of the chemical species in
the simulated jet fuels, further simulations were conducted. An identical simulation to
the one conducted above, but without the polymer additive would indicate whether the
additive had an initial effect on the species. An additional set of simulations extending
the lengths of the first two may be able to indicate the shift in normal alkane behavior
mentioned above.
Simulation 2 was conducted identically to simulation 1, with the exception of
eliminating the single polymer additive molecule. A first stage of 500 picoseconds at
298K was followed by a cool down stage of 500 picoseconds at 243K and finally the
main stage of 5000 picoseconds at 213K. Once again, the NPT ensemble and COMPASS
force field was used. Figures 32-34 show the total energy plots for all three stages.
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Figure 32: Total Energy Plot for Relaxation Stage, Simulation 2
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Figure 33: Total Energy Plot for Cool-down Stage, Simulation 2

Figure 34: Total Energy Plot for Main Stage, Simulation 2

There are some differences between this set of energy plots and the set from
simulation 1, which included the polymer additive molecule. The relaxation stage
exhibits a less dramatic drop-off in total energy at the beginning of the simulation, but
much of that may be accounted for with the removal of the large polymer molecule. The
plots exhibit the same immediate drops in total energy with the change in temperature
between stages. The converged values of stages 2 and 3 agree closely with the converged
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values for the same stages in simulation 1. The major anomaly in the second simulation
takes place at the 4 picosecond mark of the main stage. A step-change in total energy,
rising from about -1100 kcal/mol to -800 kcal/mol takes place, which does not happen in
the main stage of simulation 1. This could indicate a temporary shift to a higher energy
configuration or a computational error in the simulation.
The mean-square displacement plots of the three species present in simulation 2
for the main stage are displayed in Figures 35-37. The diffusion coefficients are listed in
Table 5 on page 74 for comparison to the coefficients from simulation 1.
__MSD
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Figure 35: Mean-square Displacement and Diffusion Coefficient for Pentyl Benzenes in
Main Stage of Simulation 2
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Figure 36: Mean-square Displacement and Diffusion Coefficient for 3-Ethyl-6-Methyl
Octane in Main Stage of Simulation 2
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Figure 37: Mean-square Displacement and Diffusion Coefficient for Normal Alkanes in
Main Stage of Simulation 2

Table 5: Diffusion Coefficients for Simulations 1 and 2

Species Type
Pentvl Benzenes
Branched Alkanes
Normal Alkanes

Diffusion Coefficient (A*A/i picosecond) per atom)
Simulation 1 (w/additive)
Simulation 2 (w/out additive)
0.4144*1 O’4
0.6999*1 O'4
0.6276*1 O’4
0.8334*1 O'4
0.8440*1 O'4
1.183*1 O'4

There is a definite increase in diffusion coefficients of all three species in the
second simulation. Because the simulations are identical with the exception of the
presence of the polymer additive molecule, the limited diffusion shown in the first
simulation can be attributed to the additive. There is no preferential interaction observed
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with a single species. The alkyl side chains of the polymer were assembled specifically
to mimic the normal alkanes, and perhaps interact with them more so than the other two
species. This appears not to be the case, although the limitation of diffusion of all three
species would essentially accomplish the same goal. With limited diffusion, it would
take longer for the normal alkanes to line up in the orthorhombic crystalline
configuration. That length of time, however, may be insignificant, and the simulations
offer no data to determine it.
There is an erratic shift in mean-square displacement of the normal alkanes at
about the same time as the total energy step-change of the system (Figure 34). These are
not conclusively related because the normal alkanes showed similar, erratic MSD
behavior in the first simulation without the corresponding energy shift.
In both simulations, the MSD plots of the normal alkanes differ from the MSD
plots of the other two species by not obtaining linearity. The mean-square displacement
of the pentyl benzenes and branched alkanes becomes fairly linear after about a
picosecond. This does not happen with the normal alkanes, indicating they have not yet
come into equilibrium with their environment. This effect is more pronounced without
the additive molecule present (simulation 2), but also observable in the first simulation.

3.4 Conclusions and Recommendations
Simulations extending beyond 5 nanoseconds may allow the user to observe
equilibration of normal alkanes in a jet fuel mixture. The extremely low temperature the
simulation was conducted at lowered atom velocities and slowed overall molecular
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motion. To compensate for the delay in observable behavior, a simulation of 10 or
possibly 20 nanoseconds may be needed.
A larger simulation would also be desirable. The computational needs required
by doubling or tripling the number of molecules in a simulation increase greatly, but if
feasible a larger simulation offers a more realistic model. More molecules mean more
opportunity for the interaction to take place between the polymer and normal alkanes, and
higher probability of observing it during analysis. The user would also be able to
manipulate polymer densities in the fuel without modifying the polymer molecule itself.
When a workable duration and size of simulation has been found, manipulating
the temperature of the system may be a valuable way to diagnose polymer effectiveness.
It may be possible to quantify interaction of normal alkanes with a polymer additive as a
function of temperature. Identical simulations run at several temperatures may locate the
threshold of a polymer’s effectiveness in preventing crystallization of normal alkanes.
Finally, polymer design would be the ultimate application of extended research.
Various designs of both EVA-type and comb-type polymer additives could be easily built
and simulated in a fuel mixture at several temperatures near the previously defined
threshold. Multiple species of polymers in a single fuel could be experimented with, and
at far less cost than the analogous laboratory experiment. A library of both polymer
additive candidates and fuel mixtures could be built and used as a solid tool for low
temperature flow additive research. A great deal of computational power and computer
time would be necessary to develop this preliminary study into the tool described, but the
potential benefits in cost and fuel system design are large as well.
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APPENDIX A
Table 1A: Heterogeneous Interaction Energies
Comparison of values estimated through heats of sublimation with those generated using
Conformer Search
Molecular Pair

An-Calculated

(kj/mol)

All-Modeled

(kj/mol)

Cs/C8
Cg/Cg
Cfj/Cio
Cs/Cn
Cn/Ci2
Cg/C-is

-19.1486

-14.39

-19.1486

-17.11

-19.1486

-17.2

-19.1486

-20.38

-19.1486

-22.93

-19.1486

-23.81

Cg/C-is
Ca/Ci7
Cg/Cig
Co/Cg

-19.1486

-23.56

-19.1486

-22.38

-19.1486

-31.71

-22.0004

-23.22

C9/C10
Cq/Cl2

-22.0004

-21.8

-22.0004

-23.01

C9/C14

-22.0004

-19.87

C9/C16
Cg/Cig

-22.0004

-23.51

-22.0004

-13.81

C10/C10
C10/C13
C10/C15

-24.8751

-17.24

-24.8751

-27.24

-24.8751

-25.73

C10/C17
C10/C19
C11/C11

-24.8751

-35.77

-24.8751

-28.33

-27.7821

-27.78

C11/C14

-27.7821

-24.73

C11/C16

-27.7821

-25.02

C11/C18
C12/C12
C12/C15
C12/CI7
C12/C19

-27.7821

-17.66

-30.7040

-28.45

-30.7040

-22.89

-30.7040

-20.29

-30.7040

-37.53
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C13/C,3-33.5769

-31.38

C13/C16
C13/C19

-33.5769

-32.84

-33.5769

-31.63

C14/C14

-36.4367

-35.4

C14/C18
C14/C19
C15/C15

-36.4367

-37.87

-36.4367

-33.81

-39.2795

-41.09

C15/C16
C15/C17
C1s/Ci6

-39.2795

-29.96

-39.2795

-37.87

-42.2796

-35.38

C16/Ci7
Cie/Cig
Cus/C-ig
C17/C17

-42.2796

-35.9

-42.2796

-33.26

-42.2796

-40.01

-45.1802

-39.45

C17/C18
C17/C19

-45.1802

-47.2

-45.1802

-40.92

Cie/C-ia
Cie/Cig
C19/C19

-48.0818

-40.67

-48.0818

-42.09

-50.7930

-44.89

Table 2A: Homogeneous Interaction Energies
Comparison of values estimated through heats of sublimation with those generated using
Crystal Minimization
Molecules (2)

Ali.PnInitiator! (KJ/lTlOl)

Aii.Modeled (kj/mol)

c8

-19.1486

-17.154

C9

-22.0004

-17.823

Cm

-24.8751

-21.930

C„

-27.7821

-19.003

C12

-30.7040

-26.914

Cm

-33.5769

-20.043

C14

-36.4367

-31.840

Cis

-39.2795

-33.584

Cm

-42.2796

-29.280

Cl7

-45.1802

-35.270

79

Table 3A: Heterogeneous Interaction Energies
Comparison of values estimated through heats of sublimation with those generated using
Crystal Minimization

Molecular Pair

A ll-C alculated

(kj/mol)

All-Modeled

(kj/mol)

Cg/Cg

-19.1486

-17.154

Cg/Cg

-19.1486

-16.038

Cg/CW

-19.1486

-17.637

C9/C11

-19.1486

-13.477

Cg/Ci2

-19.1486

-18.443

Cr/C13

-19.1486

-13.475

Cg/Ci4

-19.1486

-18.772

Cg/Cis

-19.1486

-18.535

Cg/Cm

-19.1486

-15.523

Cg/Cl7

-19.1486

-17.238

Cg/Cg

-22.0004

-17.823

C9/C10

-22.0004

-19.627

C9/C11

-22.0004

-15.569

C9/C12

-22.0004

-20.511

C9/C13

-22.0004

-14.705

C9/C14

-22.0004

-21.087

C9/C15

-22.0004

-20.906

C9/C16

-22.0004

-17.552

C9/C17

-22.0004

-19.281

C10/C10

-24.8751

-21.93

C10/C11

-24.8751

-17.414

C10/C12

-24.8751

-22.628

C10/C13

-24.8751

-16.057

C10/C14

-24.8751

-23.096

C10/C15

-24.8751

-22.726

C10/C16

-24.8751

-19.065

C iq/C-|7

-24.8751

-21.338

C11/C11

-27.7821

-19.003

C11/C12

-27.7821

-24.627

C11/C13

-27.7821

-17.788

C11/C14

-27.7821

-25.278

Cu/C,5

-27.7821

-24.128
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Cn/C1ti_________________ -27.7821_____________-20.976

C11/C17

-27.7821

-23.389

C12/C12

-30.704

-26.914

C12/C13

-30.704

-18.852

C19/C14

-30.704

-27.064

C12/C15

-30.704

-26.471

C12/C16

-30.704

-23.458

C12/C17

-30.704

-25.599

C13/C13

-33.5769

-20.043

C13/C14

-33.5769

-29.504

C-|3/C15

-33.5769

-28.946

C13/C-I6

-33.5769

-25.355

C13/C17

-33.5769

-27.803

C14/C14

-36.4367

-31.84

C14/C15

-36.4367

-31.282

C14/C16

-36.4367

-27.238

C14/C17

-36.4367

-28.877

C15ZC15

-39.2795

-33.584

C15/C16

-39.2795

-28.479

C15/C17

-39.2795

-29.957

c 16/ c 16

-42.2796

-29.28

C16/C17

-42.2796

-32.712

C17/C17

-45.1802

-35.27
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Table 4A: Inter-Species Pair Interaction Energies
2-Methyl Decane with Normal Alkanes

Specie Pair
MD w/ C8
MD w/ C9
MD W/C10
MD w/ C11
MD W/C12
MDw/C13
MD W/C14
MDW/C15
MD W/C16
MD W/C17

Pair Interaction Energy
(kJ/mol)
-17.34
-18.78
-19.84
-21.06
-21.36
-22.7
-22.48
-22.6
-22.73
-22.71

Table 5A: Inter-Species Pair Interaction Energies
3-Ethyl-6-Methyl-Octane with Normal Alkanes

Specie Pair
dBA w/ C8
dBA w/ C9
dBAw/C10
dBA w/ C11
dBAw/C12
dBA W/C13
dBAw/C14
dBA w/C15
dBA w/C16
dBAw/C17

Pair Interaction Energy
(kJ/mol)
-13.68
-16.97
-17.51
-18.25
-19.42
-19.29
-19.26
-19.09
-19.4
-19.26

Table 6A: Inter-Species Pair Interaction Energies
l-Ethyl-3-Propyl-Benzene with Normal Alkanes

Specie Pair
CP w/ C8
CP w/ C9
CP W/C10
CP W/C11
CP W/C12
CP W/C13
CP w/C14
CP w/C15
CP w/C16
CP w/C17

Pair Interactio n Energy
(kJ/mol)
-15
-16.74
-17.49
-18.7
-18.85
-18.53
-19.47
-18.23
-18.95
-18.63
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Table 7A: Inter-Species Pair Interaction Energies
Pentyl Behzene with Normal Alkanes

Specie Pair
PB/C8
PB/C9
PB/C10
PB/C11
PB/C12
PB/C13
PB/C14
PB/C15
PB/C16
PB/C17

Pair Interaction Energy
(kj/mol)
-15.63
-17.37
-18.5
-19.78
-19.57
-20.2
-19.91
-19.24
-19.8
-19.28
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35

Figure 1A: Difference in Pair Interaction Energies (Xii-Xy) for i=19 Series
Conformer Search Method

B in a ry Pairs

Figure 2A: Difference in Pair Interaction Energies (Xjj-Xij) for i= l 8 Series
Conformer Search Method
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Figure 3A: Difference in Pair Interaction Energies (Aii-Xjj) for i= l7 Series
Conformer Search Method

Figure 4A: Difference in Pair Interaction Energies (Xn-Xij) for i=16 Series
Conformer Search Method
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Figure 5A: Difference in Pair Interaction Energies (Xjj-Xij) for i= l 5 Series
Conformer Search M ethod
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Figure 6A: Difference in Pair Interaction Energies (Xjj-Xjj) for i=14 Series
Conformer Search M ethod
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Figure 7A: Difference in Pair Interaction Energies (Xu-Zip for i=13 Series
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Figure 8A: Difference in Pair Interaction Energies (Xij-Xjj) for i=12 Series
Conformer Search Method
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Figure 9A: Difference in Pair Interaction Energies (Xji-Xij) for i= l 1 Series
Conformer Search Method
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Figure 10A: Difference in Pair Interaction Energies (Xjj-Xij) for i=10 Series
Conformer Search Method
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Figure 11 A: Difference in Pair Interaction Energies (Xn-Aij) for i=9 Series
Conformer Search Method
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Figure 12A: Difference in Pair Interaction Energies (Xii-Xy) for i=8 Series
Conformer Search Method
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Figure 13 A: Difference in Pair Interaction Energies (Xij-Xjj) for i=17 Series
Crystal Minimization Method
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Figure 14A: Difference in Pair Interaction Energies
Crystal Minimization Method

for i=16 Series
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Figure 15A: Difference in Pair Interaction Energies (Xjj-Xij) for i=15 Series
Crystal Minimization Method
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Figure 16A: Difference in Pair Interaction Energies (Xii-Xij) for i=14 Series
Crystal Minimization Method
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Figure 17A: Difference in Pair Interaction Energies (Xji-Xij) for i=13 Series
Crystal Minimization Method
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Figure 18A: Difference in Pair Interaction Energies ( X \ j ) for i=12 Series
Crystal Minimization Method
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Figure 19A: Difference in Pair Interaction Energies (Xjj-Ajj) for i= l 1 Series
Crystal Minimization Method
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Figure 20A: Difference in Pair Interaction Energies (Xjj-^ij) for i=10 Series
Crystal Minimization Method
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Figure 21 A: Difference in Pair Interaction Energies (Xa-Xy) for i=9 Series
Crystal Minimization Method
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Figure 22A: Difference in Pair Interaction Energies (Xii-Adj) for i=8 Series
Crystal Minimization Method
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APPENDIX B
#!/bin/csh - f
#BSUB -q Default
#BSDB -jn 16
#BSUB 4W 120:00
#BSUB
dynsiml
#BSUB -P WPAFPRWXXXXXXXX
#
cd $HOME
cp dynsim l.m df $WRK
cp dynsim l.car $WRK
cp dynsim l.inp $WRK
cd $WRK
#
!
RunDiscover.sh -np 16 dynsiml.inp
#
‘
cp dynsim l. his $ARC
cp dynsiml.tbl $ARC
#
#
exit

Figure IB: Submission Script for MSRC Computer ‘hpc05’, Molecular Dynamics
Simulation (Account no. WPAFPRW.. .X ’d out)
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Table IB: Molecular Dynamics Simulation Parameters*
Energy Expression
Forcefield
Non-bond Interactions
Simulation Parameters
Reauired Temperature
Assign atom velocities
Ensemble
Thermostat
Relaxation Time
External Stress
External Pressure
Timestep
Duration
Output Parameters
Trajectory File
T raiectorv type
Frequency
Output File
Table File
Table data
Frequency

COMPASS
Ewald Sum
298. 243.213 K
NO
NPT
NOSE
0
NO
NO
.01 *10'12s
500, 5000 ps
YES
History
every 1000
NO
YES
All energies
every 1000

* All other parameters are preferences and left at Cerius2 default settings
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This buffer is for notes you don't want to save, and for Lisp
evaluation.
If you want to create a file, visit that file with C-x C-f,
then enter the text in that file's own buffer.
#BIOSYM btcl 3
#
# Input File For Discover Generated By Cerius2 Version 3.5
# Date:
Mon Jun 16 10:22:13 2003
#
# System Name: nopolymer7
#
# Begin section:
begin forcefield = compass
#
# Parameter section:
forcefield parameter \
+bond_automatic \
+angle_automatic \
+torsion_automatic \
+oop_automatic \
-bond_stop \
-angle_stop \
-torsion_stop \
-oop_stop \
-cross_stop
#
# Nonbond section:
forcefield nonbond \
-separate_coulomb \
vdw \
summation_method = atom_based \
cutoff = 9.50 \
spline_width = 1.00 \
buffer_width = 0.50 \
coulomb \
-distance_dependent_dielectric \
dielectric_value = 1.00
#
# Scaling section:
forcefield scale \
bond = 1.00 \
angle = 1.00 \
torsion = 1.00 \
oop = 1.00 \
vdw = 1.00 \
coulomb = 1.00 \
cross = 1.00
#
# Dynamics section (Equilibration):
dynamics \
time = 200.000 \
timestep = 1.00000 \
initial_temperature = 298.00 \
+boltzmann \
ensemble = NVT \
temperature_control_method = velocity_scaling \
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temperature_window = 10.0000 \
temperature = 298.00 \
deviation = 5000.00
#
# Dynamics section :
dynamics \
time = 0.500000E+07 \
timestep = 1.00000 \
initial_temperature = 213.00 \
ensemble = NPT \
temperature_control_method = nose \
q ratio = 1.00000 \
temperature = 213.00 \
cell_mass = 20.0000 \
stress \
sxx = 0.00 \
syy = 0.00 \
szz = 0.00 \
syz = 0.00 \
sxz = 0.00 \
sxy = 0.00 \
deviation = 5000.00 \
execute frequency = 1000 \
command = {print history} \
execute +before +after frequency = 1000 \
command = {print table \
+average \
+batch_average \
batch_size = 10 \
+total_energy \
+kinetic_energy \
+potential_energy \
+total_nonbond_energy }
#
# Write coordinate file:
writeFile coordinate filename = .cor

Figure 2B: Input file generated by Cerius2 for submission of molecular dynamics
simulation (Simulation 2, Stage 3)
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