Let k ≥ 2, m ≥ 5 and n = mk be integers. By finding bounds for certain rook polynomials, we identify the k × n Latin rectangles with the most extensions to (k + 1) × n Latin rectangles. Equivalently, we find the (n − k)-regular subgraphs of K n,n which have the greatest number of perfect matchings, and the (0, 1)-matrices with exactly k zeroes in every row and column which maximise the permanent. Without the restriction on n being a multiple of k we solve the above problem (and the corresponding minimisation problem) for k = 2. We also provide some computational results for small values of n and k.
edge (u i , v j ) in G(R) precisely when symbol i occurs in column j of R. For any spanning subgraph G of K n,n we use G to denote the complement within K n,n of G. Note that G(R) is k-regular, G(R) is (n − k)-regular and E(R) is the number of perfect matchings in G(R). Finding a maximising k × n Latin rectangle is equivalent to maximising the number of perfect matchings in an (n − k)-regular subgraph of K n,n .
The other incarnation of the problem is in (0, 1)-matrices. Let Λ k n denote the set of (0, 1)-matrices of order n in which the row and column sums are all equal to k. With R and G(R) we associate A(R) ∈ Λ k n defined by A(R) ij = 1, if u i is adjacent to v j in G(R); 0, otherwise.
We call A(R) the biadjacency matrix of G(R). Note that E(R) is the permanent of A(R), the biadjacency matrix of G(R). Hence the question of finding a maximising k × n Latin rectangle relates to maximising the permanent of (0, 1)-matrices of order n with all line sums equal to n − k.
The association between R, G(R) and A(R) is so strong that we will tend to blur any distinction and think of them as a single object. It should be apparent that we are only interested in the structure of G(R) up to isomorphism, or A(R) up to permutations of the rows and columns.
The principal result of the paper (Theorem 10) is that if m ≥ 5 then every maximising R ∈ L(k, mk) has G(R) isomorphic to m copies of K k,k . This partially answers problems 4 and 12 of Minc [12] . §2. What is known
The literature on bounds for permanents is quite extensive. Minc [11] , [12] and Schrijver [13] are recommended starting points. Of particular interest to us are the EgorychevFalikman Theorem (formerly the van der Waerden conjecture) which yields
and the Brègman bound, M k,n ≤ (n − k)! n/(n−k) .
Brègman proved (2) in [3] , which also contains the following theorem.
Theorem 1. Let k, m ≥ 2 be integers and R ∈ L (m − 1)k, mk be maximising. Then G(R) consists of m copies of K k,k .
We note the following corollary.
Corollary 1. R ∈ L(k, 2k) is maximising if and only if G(R) is disconnected.
There has been substantial effort towards enumerating Latin squares (n × n Latin rectangles), often by counting the extensions of Latin rectangles. The best asymptotic estimates to date are contained in [7] , which employs similar tools to the present paper.
Let R ∈ L(k, n). An i-matching in G(R) is a set of i vertex-disjoint edges in G(R). Let m i (R) denote the number of i-matchings in G(R) and adopt the convention that m 0 (R) = 1. We define the rook polynomial ρ(R, x) by ρ(R, x) = ρ G(R), x = n i=0 (−1) i m i (R)x n−i .
The two features of rook polynomials which we exploit most are demonstrated in the following two results. The first is a consequence of the work of Heilmann and Lieb [8] , while the second is due to Joni and Rota [9] .
Theorem 2. For any R ∈ L(k, n) where k ≥ 2, the roots of ρ G(R), x are real and lie in the open interval (0, 4k
Theorem 3. The number of extensions of R ∈ L(k, n) is given by E(R) = I ∞ 0 ρ(R, x) , where the linear operator I b a (·) is defined by
The integral defined in Theorem 3 is the fundamental tool in this paper, as it was in [7] . We use I(·) as shorthand for I ∞ 0 (·). Two other well known properties of the rook polynomial are worth noting. Firstly, it is multiplicative on components. That is, if {C i } i is the set of components of a graph G then ρ(G, x) = i ρ(C i , x). Secondly, for an arbitrary integer a,
That is, the rook polynomial of a complete bipartite graph is a Laguerre polynomial, normalised to be monic. §3. The k = 2 case
that being the number of derangements of {1, 2, . . . , n}. Hence, the smallest case for which the question of identifying maximising rectangles is interesting is the case k = 2.
Let U n,t denote the set of (0, 1)-matrices of order n containing exactly t zeroes (without restriction on row or column sums). In [4] the matrices maximising the permanent in U n,t are identified for t ≤ 2n. When t = 2n the answer turns out to be an element of Λ n−2 n , except in the case n = 5. The maximising rectangles in L(2, n) are thereby found for all n = 5. In Theorem 4 (below) we present a new way of obtaining this result.
Every component of G(R) for R ∈ L(2, n) is a cycle of even length. We use C a to denote a cycle of length a, and define p i = p i (x) = ρ(C 2i , x) for each i ≥ 2. By extension we define p 0 = 2 and p 1 = x − 2 so that p i (4x 2 ) = 2T 2i (x) for each i ≥ 0, where T n (x) is the n th Chebyshev polynomial of the first kind. This leads [14] to
Formula (4) is the key to the next two theorems, because it shows us when it is profitable to split long cycles.
Theorem 4. When 2 ≤ n ≤ 4 or n ≥ 8 the maximising R ∈ L(2, n) are those which maximise the number of components in G(R). For 5 ≤ n ≤ 7 the maximising 2 × n rectangles are those R for which
for n = 6, C 10 + C 4 or C 6 + 2C 4 for n = 7.
Here + denotes disjoint union and rG is shorthand for G + G + . . . + G r times .
Proof:
The theorem is easily established for n ≤ 7 so we assume n ≥ 8. Let R ∈ L(k, n) be maximising and suppose G(R) consists of c cycles C 2a 1 , C 2a 2 , . . . , C 2a c . Clearly n = a i and ρ G(R), x = p a i , and we may suppose for convenience that the a i are arranged in non-increasing order. We first show that a 1 ≤ 5. Suppose this were not the case and consider the rectangle R formed from R by 'splitting' the C 2a 1 
Our assumptions that n > 6 and a 1 > 5 mean that I p a 1 −4 i≥2 p a i > 0 by (1) because it is the number of extensions of some rectangle in L(2, n − 4). Thus (5) breaches our choice of R, proving that a 1 ≤ 5.
We next examine the case when a 1 = 5. Let R be the rectangle obtained from R by splitting
which is positive because the first term on the right is positive and the second non-negative, again by considering the integrals as counts of extensions of certain Latin rectangles. Thus we may assume that a i = 2 for i ≥ 2. Now
which by induction yields that I p 1 p c−1 2 is zero when c = 2 and positive for c ≥ 3. As n ≥ 8 it follows that there must be at least c ≥ 3 cycles, and hence a 1 = 5 is contradictory. Now we eliminate the possibility that a 1 = 4. Let R be the rectangle obtained from
Which means that G(R) consists entirely of C 4 's and C 6 's. To complete the proof of the theorem it suffices to show that (for n ≥ 8) replacing 2C 6 by 3C 4 will increase the number of extensions. Consider
This is clearly positive since for any ν ≥ 2, appending a C 4 to an element of L(2, ν) always increases the number of extensions. To see this note the injection which takes 
(3 similar injections are obtained by swapping e 1 ↔ e 2 and/or ν 1 ↔ ν 2 in the image.)
Theorem 5. The minimising R ∈ L(2, n) are precisely those for which
for odd n = 2ν + 1 ≥ 5, C 12 or C 8 + C 4 or 3C 4 for n = 6, C 2n or C 2ν+2 + C 2ν−2 for even n = 2ν ≥ 8.
Proof: Similar to Theorem 4. Equation (4) tells us when replacing two cycles by a single cycle reduces E(R). We omit the details.
Having completely solved the k = 2 case, we may assume for the remainder of the paper that k ≥ 3. §4. Previously conjectured answers [7] the following conjecture was made.
This paper represents an effort to resolve this conjecture. We will show that it is substantially (though not without exception) correct. We know already from Corollary 1 that the conjecture is true for all k when m = 2. We also know by Theorem 4 that there exists a counterexample when k = 2 and m = 3. Specifically, Curiously, in both the above examples S m,k is in fact minimising among rectangles for which G(R) is disconnected. This is particularly interesting in light of our main result.
A more general attempt to identify the matrices in Λ k n which maximise the permanent was made by Merriell [10] . Merriell completely solved the k = 2 and k = 3 cases and conjectured a partial answer for larger values.
Let J r and Z r denote r × r blocks of ones and zeroes respectively. We also use J without a subscript to denote a (not necessarily square) block of ones of unspecified, but implied dimensions. Finally, let D r = I r denote the complement of the order r identity matrix, I r . Merriell's conjectures can then be stated as:
Conjecture 2. Suppose k ≤ n ≤ 2k and that either k ≥ 5 or n is even. The maximum permanent in Λ k n is achieved by a matrix with block structure
A J J B
where A and B are square matrices with orders that differ by at most 1. Furthermore, A and B should be chosen to maximise their individual permanents.
Conjecture 3. Let n = tk + r for integers k ≥ 5, t ≥ 1 and r ≥ 0. Then the maximum permanent in Λ k n is achieved by
where
Conjecture 3 was shown to fail for n = 14, k = 5 in [16] , and it follows that the conjecture fails for n = 9 + 5t, k = 5 for every positive integer t. Also Conjecture 2 is known [2] to fail for n = 9, k = 7. However, Merriell himself acknowledged that his pattern broke down in certain small cases (all of which he hoped to have excluded). The experience of this paper shows that isolated counterexamples do not render a conjecture on maximising the permanent in Λ k n worthless. The primary issue is whether the pattern holds for sufficiently large k and n.
In fact there is a serious flaw in Conjecture 2. For any positive integer a, it implies that there are maximising rectangles R ∈ L(2, 4a + 2) and
, which contradicts Theorem 4 for all a ≥ 2. A similar observation applied to Theorem 10 will furnish another infinite family of counterexamples to Conjecture 2. Conjecture 3 remains unresolved for k ≥ 6.
The question of finding the maximum permanent in Λ k n when k does not divide n is problem 4 in [11] and [12] . Problem 12 of [12] asks whether this maximum permanent is achieved by a circulant. A circulant is a square matrix which is a linear combination of powers of the permutation matrix corresponding to the full cycle (123 . . . n). It is well known that in the cases covered by Theorem 1, the maximum permanent is achieved by a circulant. Since the complement of a circulant is also a circulant, our main result will furnish another set of examples where the maximum is achieved by a circulant.
In Table 1 below we identify maximising R ∈ L(k, n) for some small values of k and n. In the process we get more data relating to Minc's questions and Conjectures 1 to 3. For example, despite failing when (m, k) = (3, 2) or (3, 3), we see that Conjecture 1 is true for (3, 4) , (4, 3) , (5, 3) and probably also for (3, 5) and (4, 4) . Note also, by Theorem 4, that the conjecture holds for (m, 2) whenever m > 3.
In the light of Table 1 we propose the following research problem.
Research problem. When are the following statements true of maximising R in L(k, n)? (a) G(R) is unique up to isomorphism. (b) G(R) contains exactly n/k components (that being the greatest possible number of components). Similarly,
can be constructed (up to permutation of the rows and columns) from copies of J 1 by recursive use of the direct sum and complement operations.
Properties (a), (b), (c) and (d) seem to commonly but not universally hold. Can this observation be formalised? Note that for each property, Table 1 provides at least one counterexample. See also the forthcoming paper, [15] . 
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Notes: • The table shows A(R) for maximising R ∈ L(k, n). To maximise the permanent in Λ n−k n use the complement, A(R).
• In each case M k,n is given below A(R). Values of M k,n which exceed those predicted by Conjecture 2 are listed in bold.
• The sole value of M k,n which breaches Conjecture 3 is marked with a †. Note that this value exceeds that of the counterexample provided in [16] .
• Values of M k,n which are achieved by circulant matrices are given in [brackets] , whereas other values appear in (parentheses).
• The results were found by computer enumeration of graphs, except for those which follow from Theorem 1, and the case n = 15, k = 3 which follows from Theorem 10.
• Some of the results presented here were previously known from [10] .
• Results marked * are provisional because not all graphs could be enumerated. All disconnected graphs and graphs with disconnected complement were generated in these cases. In addition, connected graphs containing at least 115, 421, 42 and 1212 4-cycles respectively were generated for (n, k) = (12, 5), (12,7), (13,4) and (13,9). There are only two cases where both G(R) and G(R) are connected. These cases do not fit easily into the table, so they are dealt with separately in Figures 1 and 2 . Figure 1 shows the only case covered by Table 1 where G(R) is not unique up to isomorphism. Another case (n = 7, k = 2) appeared in Theorem 4. §5. Above the roots
We begin the proof of our main result by investigating the behaviour of the rook polynomial above its largest root. Let R ∈ L(k, n) and suppose v is a vertex of G(R). Imitating [6] we define a tree T (R, v) as follows. The vertices of T (R, v) correspond to paths in G(R) which start at v. Two vertices are adjacent if, of the two paths they correspond to, one is a maximal proper subpath of the other. The root of T (R, v) is the vertex corresponding to the empty path. Let η v,r be the number of closed walks of length r in T (R, v) starting at v and define
The following properties of w r (R) are known ( [6] , [7] ) (a) w r (R) = i λ r i where {λ 1 , λ 2 , . . . , λ n } are the roots of ρ(R, x). 
(c) The rook polynomial ρ(R, x) is given by the power series
which is convergent provided x lies above the greatest root of ρ(R, x).
Theorem 6. Suppose S = S m,k and R ∈ L(k, mk). Let λ S and λ R be the largest roots of ρ(S, x) and ρ(R, x) respectively. Then λ R ≥ λ S and w r (R) ≥ w r (S) for all r.
Proof: Let v be a vertex in G(A) for some A ∈ L(k, mk). Consider a vertex u of T (A, v) which is a distance d ≥ 1 from the root. Let P be the set of vertices in the path corresponding to u and e u ∈ P the final vertex in that path. Then the degree of u in T (A, v) is given by deg(u) = 1 + |N(e u ) \ P | where N (e u ) is the set of neighbours of e u in G(A). Since G(A) is bipartite and k-regular we have
Now in G(S) every component is complete which means that the bound (8) is achieved in T (S, v) for every vertex u (except the root, which is necessarily of degree k). It follows that T (S, v S ) is isomorphic to a subgraph of T (R, v R ) for arbitrary vertices v S and v R in G(S) and G(R) respectively. Hence η v S ,r ≤ η v R ,r for every r which means that w r (S) ≤ w r (R). Now since the r th moment of the roots of ρ(R, x) dominates the r th moment of the roots of ρ(S, x) we conclude that λ R ≥ λ S , otherwise taking r sufficiently large yields a contradiction.
The original reasoning behind Conjecture 1 is embodied in the following result.
Proof: By applying (7) and Theorem 6 we see that for x ≥ 4k − 4,
Next we use (6), which shows that
where s, t are the number of 4-cycles in G(S) and G(R) respectively. If we can show that s − t ≥ 2(k − 1) 2 then by applying Taylor's Theorem to exp(·) we will get
Since 2(k − 1)
, the theorem is proved once we have (9) . It remains to show s −t ≥ 2(k −1) 2 . Let v be a vertex in G(A) for some A ∈ L(k, mk). 
Note that since G(A) is k-regular bipartite, we must have > t, where n = mk. It remains to find the maximum possible value of t. Take a copy of S and perform the following surgery. Remove edges (x, y) and (x , y ) from different components of S and replace them with edges (x, y ) and (x , y) to get a new graph S . The surgery destroys 2(k − 1)
2 of the 4-cycles in S, and does not create any new 4-cycles in S . We claim that
First note that R must have at least 4k vertices which are not in complete components. Of these vertices, unless there is a vertex v satisfying
which is sufficient for k ≥ 2. Hence, (10) tells us the only remaining possibility is that l = k and
The a = 1 case when R has only 4k vertices not in complete components is now easily seen to be the best of the remaining options. §6. Between the roots
We study the behaviour of the rook polynomial below its largest root. Theorem 8. Let w ≈ 0.27846 satisfy w + log(w) + 1 = 0. Let β = 4(k − 1) and suppose λ n < β is the largest root of ρ(R, x) for a rectangle R ∈ L(k, n). Then (a) |ρ(R, x)| ≤ (β − x) n w −φn for all k < x < λ n , where φ = w(β − k)/((w + 1)(β − x)).
Proof: We prove only (a) and (b); the proofs of (c) and (d) being similar. Let
be the roots of ρ(R, x), labelled in non-decreasing order. Suppose x is in the interval (k, λ n ) and choose a so that λ a ≤ x < λ a+1 . We consider moving the λ i in order to maximise r(x) = |x−λ i |, while preserving λ i = nk. First we move λ a+1 , λ a+2 , . . . , λ n so that they coincide at (λ a+1 + λ a+2 + . . . + λ n )/(n − a), and move λ 1 , λ 2 , . . . , λ a so they are all equal to (λ 1 + λ 2 + . . . + λ a )/a. The arithmetic/geometric mean inequality ensures that r(x) will not be decreased by this process. Next we move λ a+1 , λ a+2 , . . . , λ n to β, and at the same time move the lower group of roots λ 1 , λ 2 , . . . , λ a to α, where α = (nk − (n − a)β)/a. This further adjustment clearly does not decrease r(x). Now we have r(x, a)
From this we conclude that for x fixed, r has a single maximum when θ = 0 at
Substituting (11) into r(x, a) = (x − α) a (β − x) n−a yields (a). Note that we can do better when x ≥ (β + kw)/(1 + w), meaning that the maximum (11) occurs above the greatest feasible value of a. In this case r(x, a) increases monotonically with a. By choice a ≤ n−1, and note that if a = n − 1 then ρ(R, x) is negative. Part (b) of the theorem follows.
Proof: Suppose ρ(R, x) = (x − λ i ). A standard inequality of means gives
The required bound follows from (12) and knowledge of the first two moments, (6). §7. The 'large' cases We present two simple lemmas which will help identify maximising k × mk rectangles for large m and k.
Proof: Suppose ρ(R, x) = i (x − λ i ). By the arithmetic/geometric mean inequality we
Since τ = 3 2 n > n + k we see immediately that,
Proof: It was proved in [7] that
Since d dx (e −x x n ) = e −x x n−1 (n − x) we can bound the integrand in (13) by its value at
In what follows we suppose S = S m,k and R ∈ L(k, n) do not have isomorphic graphs. Then by combining Lemma 1, Lemma 2 and (1),
Now 2(k − 1) 2 x −4 is a decreasing function of x for x > 0, so by Theorem 7,
Also Lemma 2 tells us that
Combining with (14) and (15) we see that if
0 ρ(S, x) − ρ(R, x) > 0 and so E(S) > E(R). Define q 5 = 51, q 6 = 15, q 7 = 8, q 8 = 5, q 9 = 4 and q i = 3 for i ≥ 10. It is a simple matter to establish that (16) holds for 5 ≤ m ≤ 10 and k = q m . We use this as a basis for induction.
In the notation of [1] we use Γ and ψ to denote the gamma and digamma functions respectively. Note that Γ(n + 1) = n! and ψ(x) = d dx log Γ(x). Suppose that we make the following definitions
with the aim of showing that f 1 dominates the inequality (16) . We shall prove that the ratios f 1 /f 2 , f 1 /f 3 and f 1 /f 4 are increasing functions of k for any fixed m ≥ 5, provided k ≥ q m . However, first we must show that (16) holds for k = 3 and m ≥ 10. To that end, we fix m = 6 and observe that
because ψ(n + 1) > log n for n > 0. Meanwhile, 1 kf 4 ∂f 4 ∂m = log(k) + log(3) + 4 n and log(m − 1) > log(3) + 1 for m ≥ 10 so we conclude that log(f 1 /f 4 ) is an increasing function of m in this range. Immediately we get that f 1 /f 2 also increases with m for m ≥ 10 because f 4 /f 2 = (3mk/2) 4 (k − 1) −2 trivially increases with m. In addition,
Now 2/(3m − 2) < 1/(m − 1) for positive m and log(
Hence by (17) we see that log(f 1 /f 3 ) increases with m in the required range. Since (16) holds when k = 3 and m = 10 we conclude that it must hold for k = 3 and m ≥ 10. Next we fix m ≥ 5 and show that (16) holds for all k ≥ q m , using the knowledge that it holds when k = q m . We have,
721, so for our purposes we may bound it by its value when k = q m . It is then established by an easy case analysis that ∂f 3 ∂k = log(k) + log(
We conclude that f 1 /f 2 , f 1 /f 3 and f 1 /f 4 are increasing functions of k, provided m ≥ 5 and k ≥ q m . Therefore inequality (16) holds for all m ≥ 5 and k ≥ q m . We are left with only finitely many cases to check; namely k = 3, 4, . . . , (q m − 1) for m = 5, 6, 7, 8, 9. These cases will be checked in the final section. §8. The 'small' cases We turn our attention to the cases left unresolved by the preceding section, namely
and hence
Notice that by Theorem 7,
which is clearly positive unless we assume (
it follows that x > k and hence 
where Z k , J k are k × k blocks of zeroes and ones respectively. Also note that [5] cites an inclusion-exclusion formula of Kaplansky for the permanent of (26). However, to find M k,n it is just as easy to calculate the integral in Corollary 2.
In closing, we observe that it is quite possible that Theorem 10 can be extended to show that Conjecture 1 holds with only a finite number of exceptions when m = 3. In fact we conjecture that there are no exceptions other than the two discussed in §4. However the techniques presented in this paper are not yet strong enough to apply when m < 5. Hope of proving there are finitely many exceptions to Conjecture 1 is bolstered by the observation that L k (x) ≤ k!e x/2 for x ≥ 0 (c.f. inequality 22.14.12 of [1] ) and hence (R) could be similarly handled for other R ∈ L(k, n) then Theorem 7 would suffice.
