This paper introduces the concept of Aggregation Trees for the visualization of the results of high-dimensional multi-objective optimization problems, or many-objective problems and as a means of performing dimension reduction. The high dimensionality of manyobjective optimization makes it difficult to represent the relationship between objectives and solutions in such problems and most approaches in the literature are based on the representation of solutions in lower dimensions. The method of Aggregation Trees proposed here is based on an iterative aggregation of objectives that are represented in a tree. The location of conflict is also calculated and represented on the tree. Thus, the tree can represent which objectives and groups of objectives are the most harmonic, what sort of conflict is present between groups of objectives, and which aggregations would be helpful in order to reduce the problem dimension.
Introduction
Real-world optimization problems often have many conflicting objectives and, as a consequence, multi-objective optimization problems have become a major field of research. Sometimes these problems can be solved by aggregating all of the objectives into a single objective function that gives some weight to each of the objectives. However, very often, it is more important to understand the relationship between the objectives in order to make decisions with a reasonable understanding of the trade-off involved among the possible choices.
When there are few objectives to be considered, evolutionary algorithms are usually suitable to find the best combination of solutions to a problem and it is not very difficult to represent that set of possibilities (Section 2). As the number of objectives grow, we reach the field of many-objective problems (Section 2.3). The optimization of these problems becomes more challenging as most solutions become incomparable as the Pareto dominance selection becomes less discriminating. That means that any solution in our set of candidates is almost always better than all other solutions for at least one specific combination of objective weights. Besides, representing quality for a set of solutions in this context is equally a problem.
In order to address this problem, we propose the concept of Aggregation Trees (Section 3). Aggregation Trees iteratively group objective functions in tree nodes according to their harmony (a concept mathematically defined in Section 4), similar to an agglomerative hierarchical clustering method. Thus, it represents the relationship between conflicting groups of objectives for a problem. It also represents the globality or locality of the conflict, the region of concentration of the calculated conflict (as mathematically defined in Section 5) through branch colors and it shows which is the best combination of objectives to be aggregated for dimension reduction.
The contributions of the proposed approach are:
Visualization of results for many-objective problems including particularly: -The amount of harmony and conflict between relevant groups of objectives.
-The globality or locality of the conflict.
-The region where the conflict is more intense in the objective space, when conflict is not equally spread in the objective space. Representation of the most useful aggregations in order to iteratively perform dimensionality reduction on any number of objectives of the original problem. Robustness in relation to problems where the relationship between objectives is not linear. This is obtained by employing a non-parametric analysis. The position of nodes in the tree suggest convenient positions for the representation of absolute objective values in parallel coordinate plots. Polynomial computational cost and ease of implementation.
Thus, as the majority of solutions in many-objective problems tend to be non-dominated, Aggregation Trees can be used as a method for providing the decision maker with enough information to restrict the preference area for a problem, restrict the domain of search variables, create new constraints for the problem or reduce the number of objectives in a further analysis.
We describe the algorithm in Section 6, analyze the polynomial time complexity of the suggested method in Section 6.1, and apply it to test instances in Section 7. We then conclude our paper with discussions about the method and suggestions concerning possible future work (Section 8).
Historical perspective
Complex problems often require the consideration of many criteria of performance, and, as a consequence, multi-objective problems are a well studied topic in the scientific literature. In simple approaches, objectives are aggregated into a single objective function that takes into account the utility of each objective. However, in a multi-objective problem, the solution set can be found to represent the trade-off between those objectives [12, 10, 21] . The solutions that represent this compromise are in the Pareto-optimal set, which has only non-comparable optimal solutions in the objective space. This means that no solution in the Pareto-set is preferable to another in relation to all objectives.
Multi-objective optimization problems
Definition 2.1. A multi-objective optimization problem can be defined as: minðf 1 ðxÞ; f 2 ðxÞ; . . . ; f m ðxÞÞ; x 2 F ð1Þ where x is a solution for the problem and f i ðxÞ is the i-th objective function to be minimized. Each function f i ðxÞ maps the optimization variables of a candidate solution x to an objective value represented in one dimension of the objective space, i.e., f i ðÁÞ : R n # R. F ¼ x 2 S : g i ðxÞ 6 0; i ¼ 1; . . . ; r f g ð3Þ
In multi-objective problems, the comparison between solutions has to consider all objective functions. We can only say x 1 is a better solution than x 2 if x 1 is better on all the objective functions. 
f j ðx 1 Þ < f j ðx 2 Þ for at least one j 2 1; 2; 3; . . . ; m f g ð5Þ
Thus, solving the optimization problem defined in Eq. (1) involves finding the set of solutions (or a representative set of solutions) which are Pareto-optimal, that is, solutions that cannot be improved in any of the objectives without incurring an inferior result for another objective. Definition 2.5. A feasible solution x Ã 2 F is Pareto optimal iff 9 = y 2 F such that f ðyÞ 0 f ðx Ã Þ. Solving a multi-objective optimization problem involves finding the Pareto set P denoted as:
Evolutionary multi-objective evolutionary algorithms
Due to their flexibility and inherent set-based strategy, evolutionary algorithms have been widely used for addressing multi-objective problems. The original algorithms for multi-objective problems used Pareto-based ranking to assign fitness to different solutions [10, 21] . Many other Evolutionary Algorithms have been proposed since then with good results for multi-objective problems [13, 68, 34] . Recent algorithms often involve decomposition of the original problem into a set of single objective subproblems [66, 14, 39] or make use of auxiliary indicators to evaluate solutions [3] .
Besides the flexibility of evolutionary algorithms, these approaches also permit mechanisms for controlling diversity [69, 37, 34, 29, 38, 26, 51, 5] , integration of the decision-making into the process [20, 45, 42, 64, 2] , and ease of creation of hybrid approaches [25] .
Many-objective problems
Despite the success of those algorithms for addressing real-world problems, their performance reduces dramatically for problems that have more than three objectives. This fact led to the definition of a new term to better refer to this context, namely, many-objective problems [32] . In those problems, Pareto-based ranking is no longer an effective discriminator and the majority of solutions are non-comparable, thus compromising the convergence of the algorithms.
Besides, there is a memory cost of representing a Pareto set that grows exponentially with the number of conflicting objectives and the visualization of that Pareto set also becomes difficult in many-dimensions, which in turn become a burden for the decision-making process as well.
Khare et al. [33] showed the poor scalability of NSGA-II, PESA and SPEA2 in scalable test functions. Hughes [27] showed that aggregation methods with multi-start perform better than MOEAs. Knowles & Corne [35] showed that MOEAs do not perform better than random search in problems with more than 10 objectives. Purshouse & Fleming [48] found that the ability of variation operators to produce solutions that dominate their parents decrease with increasing numbers of objectives.
In order to represent this effect, Fig. 1 shows the percentage of non-dominated solutions in a set of objective values randomly generated with a Gaussian distribution. The x-axis is the number of objectives, while the y-axis represents the percentage of non-dominated solutions on an initial set of solutions for a problem of that dimension. Number of objectives % of non−dominated solutions (25th, 50th and 75th percentiles) 1000 solutions 100 solutions 10 solutions Fig. 1 . Number of non-dominated solutions in a randomly generated set with a Gaussian distribution.
It is easy to verify that the more objectives we have, the higher the percentage of initial solutions that are already nondominated. When we use a smaller set of solutions, this percentage increase is even faster. Each combination of a number of objectives and set size was tested 100 times and the dotted lines show the 25th and 75th percentiles. These percentiles are always very close to the average values. Usually, if those initial solutions are used in an elitist evolutionary algorithm, all results become non-dominated after a very few generations. Observations like this have been made elsewhere in the literature, see for instance [4] .
There is still another way to intuitively see how the number of solutions needed to represent the Pareto-set grows exponentially. For a single-objective problem, the solution is represented by a single point. For 2, 3, 4, . . . objectives, the Pareto set may be represented by a curve, a surface, a hyper-surface, and so on. Thus, even if we keep only the extreme solutions for each dimension (which are not generally the most appropriate ones) we would need at least 2 MÀ1 solutions to represent the trade-offs. This exponential relationship shows the importance of treating many-objective optimization as a distinct class of problems. Since there are mainly non-dominated solutions in sets of any practical size, understanding the relationship between the objectives and providing the most useful information to decision makers in polynomial time is more fruitful and representative than the non-polynomial task, in space and time, of finding a front with the best solutions.
Alternatives for solving many-objective problems often introduce certain preferences or measures of the decision maker into the optimization process: different dominance relations to improve discrimination at each generation [51, 55, 5] , modifying ranking methods [17, 70, 52, 62, 35] , other fitness measures involving indicators [67, 6, 8, 9, 2, 53] , or the simultaneous optimization of many scalarized objective functions [28, 30, 31, 63] .
Objective reduction
Another approach to address these problems is dimensionality reduction through identification of redundant objectives [8, 9, 53, 57, 22] .
Brockhoff and Zitzler [8, 9] propose a method of objective reduction geared towards direct integration into the evolutionary search. Their algorithm depends on a change in the dominance structure. They also present the problem of finding a minimum objective subset, maintaining the given dominance structure with a given error. A greedy algorithm removes objectives if the dominance relations do not change with the removal of the objective because it is perceived as a non-conflicting one.
Saxena et al. [53] employ Principal Component Analysis (PCA) of the objective values in order to identify related objectives. The PCA is tailored to handle non-linear relations between the objectives and the technique is then embedded into NSGA-II. Other papers have also presented new techniques based on maximum variance unfolding and PCA for nonlinear reduction of objectives [54] . Those techniques remove dependencies in the non-dominated solutions.
Jaimes et al. [40] employ unsupervised feature selection to reduce the number of objectives according to their correlation. Distant objectives are considered as conflicting. In a similar approach to that of Brockhoff and Zitzler [9] , the algorithm also seeks the minimum objective subset with minimum error.
Singh et al. [56] present a Pareto Corner Search. This algorithm focuses only on corners among the non-dominated solutions. After that, the number of resulting non-dominated solutions from a reduction of the achieved solutions indicates whether the objectives are essential or whether they can be reduced.
Freitas et al. [22] present a mathematical formulation of the concept of harmony previously defined by other articles [47, 48, 9, 24] . The more harmonic two objectives are, the more it indicates that they can be aggregated into a compound objective function without much loss in the representation of the Pareto-set.
Visualization of results
The results of multi-objective problems in 2 dimensions can be easily represented in a simple two-axis Cartesian representation as in Fig. 2(a) . In that representation, each solution is displayed as a point. The non-dominated solutions are identified by a number 1 in the first front. Those are the non-comparable, or non-dominated, solutions. All other solutions are worse than at least one solution in the first front, assuming minimization of the objectives. Usually, dominated solutions are not presented in the graph when we want to make the information clearer.
By means of a simple extension, Fig. 2 (b) can be used for problems with 3 objectives. In that case, the shape of the non-dominated solutions also has an additional dimension. One can see the reduction in the number of fronts, as also shown in [4] .
For visualizing non-dominated results in many-objective optimization, a common approach is to use parallel coordinate plots, as it is shown in Fig. 3 for 7 objectives. In this plot, each connected line represents a solution and the objective values are normalized. When there are many lines crossing between 2 adjacent objectives, this indicates that there is conflict between those objectives. In this Figure, also, different colors are assigned to the lines to make visualization easier and dominated solutions are represented with a thin black dotted line, which is difficult to see because there are only 3 dominated solutions in the whole set.
A problem with the representation method used in Fig. 3 is that we can only see conflict between adjacent objectives. In order to better represent solutions in high dimensions, other approaches often involve mapping the objectives onto lower dimensions. However, it is not possible to perform any mapping to a lower dimensional space without losing information and general existing methods for such mapping do not tend to take care to preserve the underlying Pareto-dominance relationship between solutions in a higher dimension.
Eddy and Lewis propose cloud visualization [18] , in which the designer can view design information as well as the objective space simultaneously.
Obayashi and Sasaki [46] use self-organizing maps to mine the solutions and find trade-offs in the Pareto solutions of 4 dimensions. Furthermore, the authors create a second self-organizing map of cluster-averaged design variables to analyze their roles on the quality of the solutions.
Mattson and Messac [44] used an s-Pareto frontier as the result of a filter applied to the original non-dominated objective values. However, this approach leads to a loss of dimension representation.
Lotov [41] uses a technique of Interactive Decision Maps to represent solutions in the objective space as an alternative to parallel coordinate plots for problems having between three and seven objectives.
Agrawal et al. [1] use a Hyper-space Diagonal Counting method as a visualization tool for multi-objective solutions. Köppen and Yoshida [36] use an approach that aims for the preservation of Pareto-dominance relations in lower dimensions. Their algorithm searches for a mapping that has few wrong dominance relations and preserves nearest neighbor relations. Thus, mapping itself is a multi-objective problem which is handled by an evolutionary algorithm. Blasco et al. [7] employ level diagrams for n-dimensional Pareto front analysis. In this technique, each objective is represented on a separate diagram. The method utilizes an ideal point to classify the points. Mascia and Brunato [43] analyze techniques for visualization of search landscapes in combinatorial optimization. They propose techniques that explicitly render geographic metaphors used by researchers. Adaptations on those algorithms could make them useful for visualizing objective spaces.
Tušar and Filipič [58] describe a methodology for presenting the quality of multi-objective solutions with 4 dimensions. In their method prosections (projections of a section [23] ) are used to perform dimension reduction.
Yoshimi et al. [65] present a spherical self-organized map to visualize solutions with many objectives. The spherical approach addresses the issue that similar data differing in few variables are often placed at opposite ends of the map.
Walker et al. [59] conducted an extensive review of methods for Pareto-visualization and presented their own methods. They use spectral seriation to rearrange the solutions and objectives plotted on a heatmap. They also present two methods to visualize solutions in a plane: one that maps a set to the interior of a polygon on a plane, and another that uses a measure of dominance distance between solutions to yield visualizations in two dimensions.
Fieldsend and Everson [19] propose a method to visualize Pareto relationships in two-dimensional scatterplots. They attempt to create a two-dimensional projection with minimal loss of dominance information. In their plot, points represent solutions and connecting lines represent dominance relations.
In a multi-objective problem, there are many features the decision maker will want to see from the data returned by any optimization algorithm. Among those features, it is important to have a visualization method in which it is possible to easily perceive components such as: This last feature is important for the decision maker because if there is only conflict for solutions which are poor in regard to two given objectives, the decision maker would probably take decisions very different from a case in which the conflict happens only among good solutions.
Besides that, in many-objective optimization, we have interest in also visualizing:
1. A comparison of the conflict between the combinations of objectives. 2. Which combination and reduction of objectives into a simple summary would cause less distortion in the final representation of the Pareto front 3. The conflict we have between groups of objectives, not only pairs of individual objectives
The appropriate answer to these questions would provide useful information for the decision maker to understand the problem and then take the appropriate measures to filter those solutions and restrict the preference area until there is only a single solution. We can see that the accurate measures of those features would involve (i) the robust calculation of conflict and harmony between objectives that are often in different units, (ii) the definition of the cause of the final values to define locality and globality, and (iii) a method of visualization that could contain all this information in a way that is easy to interpret.
The concept of an Aggregation Tree
In this paper, we introduce a form of representing the relationship between objectives in a many-objective problem. An aggregation tree is based on the idea that the more harmonious two objectives are, the better suited they are to be reduced or grouped into a single new scalarized objective value [47, 48] . With the help of a formalized non-parametric mathematical definition of harmony [22] , a tree can show the relationships between conflicting objectives.
In order to exemplify the utility of the proposed Aggregation Trees, consider the set of solutions represented in the parallel coordinate plot of Fig. 4(a) . Every adjacent pair of objectives in this set of 40 solutions contains a distinctive harmony and conflict relationship. Objectives 1, 2, 4, 6, 8, 10, and 12 are in complete harmony because they have the same objective values. A mathematical formulation of conflict and harmony is given in Section 4. Fig. 4 (b) represents the relationship between those objectives and their reducibility in the structure of a tree. The objectives are iteratively clustered by their amount of harmony while percentages on parent nodes show the conflict between the children objectives. Any parent node represents the aggregation of the children objectives into a new objective. More specifically, this Aggregation Tree has the following properties:
Leaf nodes represent objectives in the form f i , where i is the objective number. Parents of leaf nodes represent a compound objective formed by the summation of objectives and renormalization of the values. It is represented in the form f i1 þ f i2 À c%, where i1 and i2 are the objectives used and c is the conflict between those objectives, given the measure to be explained in Section 4. For example, the node f 10 þ f 8 À 0% represents a compound objective with objectives 10 and 8. It also shows that there is 0% of conflict between those two objectives, so that they can be grouped because they are in complete harmony. Other parent nodes represent higher order compound objectives formed in a similar way. The values of conflict in those parents include only the conflict between their direct children's compound objectives. For instance, besides representing the compound objective formed with objectives 10, 8, 6, and 4, the node f 10 þ f 8 þ f 6 þ f 4 À 0% also shows that there is 0% of conflict between the compound objectives f 10 þ f 8 and f 6 þ f 4 . The conflict 0% between even objectives occurs because the objective values of even objectives in Fig. 4 When two compound objectives are grouped into one new compound objective, the conflict in the previous compound objectives is not considered in the conflict of the new objective. Thus, an optional feature (not included in this example to facilitate visualization) is to have the size of each branch of the tree proportional to its conflict, in order that we can perceive the accumulated conflict from the root node to any position of the tree.
The values of conflict in the tree can also be normalized or rescaled if high values of conflict would make cognition more difficult. This strategy has the benefit of not depending on the measure of conflict being used. However, we lose the absolute values of conflict by making use of this approach. Thus, we cannot infer the general amount of conflict between objectives a problem.
The first advantage of visualizing the relationship between objectives in an Aggregation Tree is that it is straightforward to see the conflict between the objectives and the objectives are grouped according to their harmony. Thus, in a case where the decision maker wishes to make compound objectives according to their harmony and therefore their reducibility, the nodes give information on which would be the best ones to group. Instead of only showing the conflict between every pair of objectives, the tree also shows the conflict between groups of objectives that could be aggregated instead of showing the conflict between many groups of objectives which are not related. Also, the colors represent the globality or locality, and regions of the conflict.
One more useful application of the tree comes from the idea that if two leaf nodes are distant cousins in the tree, there is little harmony between those objectives. Thus, the final position of leaf nodes gives a convenient way to choose good adjacent objectives in a parallel coordinate plot, such as the one in Fig. 5(a) . In this Figure, it is easier to identify the relationship between the objectives using their absolute values because harmonious objectives are nearby, not disrupting the representation of conflicting objectives as occurs for each pair of objectives in Fig. 4 (a). Given the usefulness of this ordering of the objectives and the fact that we might also want to visualize the two most distant cousins on the tree, we propose the use of an improved representation of the absolute values in a Polar Graph, such as the one in Fig. 5(b) . Similarly to parallel coordinate plots, each line in the Polar Graph represents a solution and the main difference between them is that the Polar Graph has a toroidal structure that allows the representation of extreme objectives in the parallel coordinate plot, which, according to the tree, must be of interest because the nodes representing those objectives are the furthest cousins possible. Also, the interior of the circle represents inferior values (high values for minimization objectives) for each of the objectives while the most external part represents better values in that objective. The values are linearly normalized and the range of absolute values in each objective is represented outside the circle. A clustering technique, PSA [49] in this example, is also applied here to facilitate visualization of the results.
Thus, in our example, the toroidal structure of the Polar Graph is capable of showing the conflicting relationship between objectives 11 and 7. Also, as close cousins in the tree represent objectives in harmony, it is possible to visualize the effect of each jump from one branch of the tree to the other. For instance, it is easy to visualize that solutions in green, in general, have high values in the harmonious objectives f 10 ; f 8 ; f 6 ; f 4 ; f 2 ; f 1 ; f 12 ; f 1 , and f 9 . We can see that those good values in the harmonious objectives are compensated with low values for f 3 and medium values for f 11 and f 5 . Yet, low values in the harmonious objectives for solutions in red are generally compensated by high values in f 11 and f 3 .
One last interesting use of the data provided by this analysis of conflict is the direct first-order conflict between each of the original objectives, such as the one in Table 1 . The table represents the conflict between every pair of objectives, according to the metric to be presented in Section 4.
Thus, an Aggregation Tree is a tool to help decision makers compute and visualize redundancy and conflict between objectives. Its main applications are grouping objectives for dimensionality reduction and visualization of the analyses using trees and polar graphs. The MATLAB source code for all these algorithms is available from http://www.alandefreitas.com/.
Sections 4 and 5 describe the mathematical formulation of conflict, harmony, and conflict region. In Section 6 we describe in detail the algorithm for constructing a Aggregation Tree; its time complexity is described in Section 6.1.
Conflict and harmony as a form of aggregation
Fig. 6 represents many kinds of conflict and harmony in parallel coordinate plots of two objectives. We say there is conflict [47, 48, 9, 24] between two objectives when good values for one of them imply bad values for another. On the other hand, we say there is harmony between two objectives when improvement in the first objective leads to improvement in the second. We can see from the Figure how not only the amount of conflict varies but the conflict can also be concentrated in a certain region of the objective space.
Thus, the concept of conflict may depend on what the user expects as ''good'' and ''bad'' values for each of the objectives. Our perception of conflict also depends on the shape of the Pareto front formed by the best solutions because it might be that the range of values known for each objective is very large due to outliers, thereby changing our perception of conflict.
However, the concept of harmony only implies that improvement in one objective leads to improvement in another. In this sense, harmony may not always be the exact opposite of conflict. Harmonious objectives are presented in a parallel coordinate plots by non-crossing lines. Thus, it has to do with the possibility of joining the objectives through summation without loss of quality in the Pareto front. If we want to group two objectives into a new compound objective, it is best to group those objectives with greater harmony even if there is perception of some level of conflict between them.
According to these loose definitions, we propose [22] specific mathematical formulations of conflict and harmony by specifying three general types of conflict: direct, max-min, and non-parametric conflict. Harmony, on the other hand is inversely proportional to non-parametric conflict. Table 2 shows the mathematical formulation of those three kinds of conflict. C ab represents the conflict between objectives a and b. c min and c max represent the minimum and maximum values possible of conflict for that measure. X ij is the value of the solution i (of a total of n solutions) on objective j. Also, R ij is the rank of X ij within X :j . If there are ties in the calculation of R ij , we break the ties by using the rank that causes least conflict with the other objective being compared.
Each formulation is built on a different view of what can be considered conflict between two objectives. These different views translate into different forms of normalizing objectives. The measure of harmony is a mathematical formulation of the idea that crossing lines in parallel coordinate plots represent a lack of harmony. The 3rd and 4th columns contain the minimum and maximum values of conflict that can be obtained in that metric. This is helpful for normalizing the results, if required.
Direct conflict considers the absolute difference between one objective and another. Thus, it works for objectives that can be converted to the same units (for example, by reducing the objective values to financial cost in a practical application). Max-min normalizes those values on a range from 0 (minimum) to 1 (maximum) before doing the comparison, therefore implying that the importance of the objectives is inversely proportional to their achievable range of values. This is a realistic scenario for our cognitive perception of the parallel coordinate plot. The maximum value (for a minimization problem) can be replaced by a value that reflects the minimum expectation of the decision maker for that objective. Finally, the non-parametric approach ranks the absolute values in each of the objectives before they are compared. This metric measures only the degree to which the lines would be crossing each other in a parallel coordinate plot. Table 3 summarizes when to apply each measure of conflict.
A non-parametric measure of conflict works without the assumption of comparability between objectives. As this metric reflects the degree by which lines would be crossing between objectives a and b in a parallel coordinate plot, it can also be used to formulate the measure of harmony defined in Eq. (7). This measure of harmony returns values that range between 0 to 1. It is important to mention that, if we invert the solution qualities for the dimensions, the calculation of C ab is equivalent to Spearman's footrule [16] and it is similar to Spearman's Rho [11] in the sense that it is a nonparametric measure of statistical dependence between two variables. As mentioned already, the more harmonious two objectives are, the better candidates they are to be grouped into a new compound objective, and this fact is conveniently used by the Aggregation Trees to represent the relationship between objectives.
Conflict concentration regions
Since non-parametric conflict and harmony are measured as the summation of rank differences, the location of those differences is also generally relevant information. It is important for the decision maker to know whether the conflict is occurring for the best or worst values for the objectives being compared. That information is relevant because if the conflict only occurs for solutions with poor objective values on those objectives, that means that the conflict would not exist if those were the only objectives being considered.
For instance, Fig. 6 presents many examples of trade-offs between two objectives in a parallel coordinate plot and all the results are shown in terms of ranks. In Fig. 6(a) , an improvement in objective 1 always leads to an improvement in objective 2. In this case, there is no conflict between the objectives and the behavior is global. This is the best case for which to make a new compound objective. If there is little non-parametric conflict and much harmony, most of the behavior will still be global because the harmony is global. In Fig. 6(b) , the behavior is also global because there is conflict everywhere. This is the extreme case of conflict, where an improvement in one objective necessarily causes deterioration in another. Fig. 6 (c) and (d), on the other hand, are examples in which the conflict is only local. In the first case of Fig. 6 (c), conflict only occurs for solutions which are poor in relation to those objectives, considering a minimization problem. In those cases, the removal of other objectives would eventually cause the trade-off to disappear, as for only the objectives being analyzed, only one solution would be in the Pareto front. In Fig. 6(d) , however, the elimination of other objectives could not lead to less conflict between the objectives being considered because five solutions would still be in the first front because the conflict between those objectives is inherent. That demonstrates the importance of representing not only the globality of conflict but also its region.
Having less than maximum conflict does not necessarily mean that conflict is local. The example in Fig. 6 (e) shows a case of global medium conflict. Another special case is the one represented in Fig. 6 (e) in which there is local conflict but the region of conflict is different for the objectives. In that case, there would be a Pareto front even if just those two objectives are taken into consideration, because the conflict is located around good solutions for objective 1. In that case, the conflict is located in the good values for objective 1 and bad values for objective 2.
Since harmony is expressed in terms of the accumulated difference of ranks in the solutions, it is then important to see where those differences come from and whether those differences are more located around good or bad solutions. Fig. 7 shows the difference of values for the same examples in Fig. 6 . The x axis has the rank of each solution in objective 1 while the y axis has the absolute difference to the corresponding solution in objective 2. We could also use this sort of plot for objective 2 in the x axis with different results because, as the example in Fig. 6 (e) has shown, we can have the same conflict located in different regions of different objectives.
In the first case of Fig. 7(a) , there is no difference at all between any of the solutions because there is no conflict. In the opposite case of maximum conflict, Fig. 7(b) shows how the globality of conflict leads to a symmetric difference of values. Also we can see that in the case of maximum conflict it does not mean that there will be high values of difference everywhere because median solutions have less conflict. Fig. 7 (c) and (d) show cases of conflict which are specifically local, that is, concentrated on one particular region of the objective space. In those cases, the differences are respectively concentrated on the worst and best values. Symmetrical difference value graphs reflect on a smaller scale the graph of Fig. 7(b) because even though conflict is local, it is locally the Table 1 Conflict between the objectives in the solutions of Fig. 4(a) . The values range from 0 (minimum conflict) to 1 (maximum conflict). (a) Minimum Global Non-Parametric Conflict same behavior of maximum conflict. These two graphs illustrate how the distribution of the differences is concentrated in certain areas if the conflict is local. Fig. 7 (c) is a case of global conflict again. Similarly to the first two cases, the distribution of the differences is spread around the values on the right. However, the area is smaller than in Fig. 7 (b) because there is less conflict. The last case of Fig. 7(f) is conflict located in a different region for the two objectives. In relation to objective 1, the conflict is for low rank solutions and the values of difference have formed areas of similar value because even though the lines for high rank values are parallel, there is a large difference in ranks for the group and, therefore, conflict for this whole set of solutions. However, what indicates the concentration of conflict in a certain region is that the area is more concentrated in low rank values for the first solutions, that is, solutions 1, 2, 3, 4, and 5. For the second half, the area is then spread on those high rank solutions, indicating the lower the solution's rank, the more conflict there is.
From graphs such as the one presented, we have then to identify whether the values of conflict are coming from low or high values. In order to do that, let R ij represent the rank of the solution x i on objective f j ðxÞ. Let R 0 ij be these rank values linearly scaled from À1 to 1 for objective f j ðxÞ. The values of R 0 ij now represent the weight of that solution for low (-1) or high (+1) rank solutions.
Each difference jR ia À R ib j between ranks (as it is used by the non-parametric measure of conflict presented in Section 4) is multiplied by its weight R 0 ia in order that we can infer whether those values are concentrated on high or low values. Positive values indicate concentration on high values and negative values indicate low values. This summation is then divided by Lða; bÞ max in order that we can have a Lða; bÞ value that ranges from À1 to +1. Thus, the following measure of conflict region Lða; bÞ of objective a in relation to objective b is used for the Aggregation Trees:
Lða; bÞ max ð8Þ
Lða; bÞ max is the maximum value of Lða; bÞ, which is described by the following equation:
Negative values indicate disharmony more concentrated on low rank solutions while positive values indicate disharmony concentrated around high rank values. This information is important for the decision maker because if conflict is concentrated on the best solutions, that means that there is an inherent conflict between the objectives even if other objectives are not present. This case is represented in red in the Aggregation Tree. When conflict is more concentrated on inferior solutions, the tree node is represented in blue. The intensity of those colors is defined according to the value 0 < jLða; bÞj < 1 and if there is no concentration on any region, the node is represented in black. 
Conflict
Formula c min cmax 
The algorithm for constructing an Aggregation Tree
The process of constructing an Aggregation Tree involves the measures of conflict and harmony between objectives as well as the region of that conflict. Those measures have been discussed in Section 4. The structure of the algorithm to generate the tree is described in Algorithm 1. In line 1, the structure of the tree is initialized with a root node as the parent of all objectives. In line 2, all the objective values are normalized with their rank values as demanded by the measures of non-parametric conflict described in Table 2 .
From line 3, an iterative loop begins. At each iteration of this loop, the two most harmonious objectives or compound objectives of the root node are grouped into a new parent node in the tree.
In line 4, a new version of the objective values is created for the iteration of the loop. This new version already includes the summation of the objectives grouped so far. In the last iteration of the algorithm, the reduction step transforms the objectives aggregated into only one objective. That can be done in many ways but in this work, we use the following strategy: (i) the rank values are summed, (ii) the results are ranked once more in a normalization step. Instead of using the average rank (as in [60] ) we use re-ranked values so that the aggregated values are still in the range from 1 to n. Otherwise, summing rank values iteratively for a number of times tends to converge to a value equal to n=2 in all dimensions. That would lead the algorithm to lose its reference when aggregating groups with various objectives.
In line 5, this new version is normalized once more on the objectives that were grouped so that all objectives are in the same range of values. This step is used to re-rank the objective values.
In lines 6 and 7, the pair of objectives with the most harmony is calculated. This step is similar to what happens in a hierarchical agglomerative clustering technique with three important characteristics: (i) instead of aggregating the points at every step, we are aggregating objectives, (ii) the measure of distance between two dimensions is the difference of ranks between their solutions, and (iii) aggregated dimensions are treated as a new dimension where rank values are summed and then ranked once more.
In lines 8 and 9, the conflict and region of conflict are calculated for the most harmonious pair of objectives. In line 10, a new node is included in the tree as a child of the root node. In line 11, this new node receives the nodes that represent the most harmonious objectives so far. In line 12, the values of conflict and region of conflict for the most harmonious objectives are also kept by this new node. At this point, the root node has one objective less and a new iteration of the algorithm begins.
The idea behind the algorithm is that at every iteration the two most harmonic objectives are grouped into a new compound objective until there is only one compound objective, which would represent the simple normalized summation of all the objectives for mono-objective optimization. During the process of building the tree, we need simple matrices with information concerning the conflict between every two objectives. After the iterative process, in lines 15-17, we plot the resulting Aggregation Tree and its corresponding Polar Graph.
Time complexity
As mentioned in Section 6, the algorithm behind the trees is based on the iterative normalization and reduction of objectives. The more harmonious two objectives are, the better candidates they are to be reduced or grouped.
At each iteration, the values are normalized with their ranks. Ranking the values of one objective has the same cost as sorting its elements, that is, Oðn log nÞ for comparison-based algorithms such as Quicksort and OðknÞ for other algorithms such as Radix sort, where k is the number of digits in each number. Thus, the first step of the algorithm costs Oðmn log nÞ or OðmnÞ, where n is the number of solutions and m is the number of objectives.
This normalization process only costs Oðmn log nÞ or OðmnÞ for the first time the values are normalized and then Oðn log nÞ or OðnÞ for other iterations because only the objectives aggregated at the last iteration are not normalized.
Given a table H with all harmony values, the processes of calculating C ab for every pair of objectives a and b (Oðnm 2 Þ), finding the two most harmonious objectives (Oðm 2 Þ), and reducing the objectives with maximum harmony (OðnÞ) have a total cost Oðmaxðnm 2 ; m 2 ; nÞÞ ¼ Oðnm 2 Þ. Thus, the total cost of each iteration is Oðmaxðn log n; nm 2 ÞÞ (comparison-based sorting) or Oðmaxðn; nm 2 ÞÞ ¼ Oðnm 2 Þ (counting-based sorting). As we have m À 1 reductions and iterations, we have a total cost of Oðmaxðnm 3 ; mn log nÞÞ or Oðnm 3 ÞÞ in our iterative loop. Thus, the complexity of the algorithm is either Oðmaxðnm 3 ; mn log nÞÞ for the general case comparison-based sorting algorithms or Oðmaxðmn; knm 2 ÞÞ ¼ Oðnm 3 Þ for other sorting algorithms. This time complexity Oðnm 3 Þ is also closely related to the idea that the step of calculating the two most harmonious objectives, apart from the calculation of locality, can be equivalent to the calculation of distance in a hierarchical agglomerative clustering method where the dimensions are clustered instead of the points and the distance is measured by the difference of ranks. Those clustering techniques have time complexity of Oðmn 3 Þ, which become Oðnm 3 Þ if we invert the points and their dimensions.
In order to show the relationship between the number of objectives and solutions, Fig. 8 shows the relationship between the number of objectives and the number of solutions in a real execution of the algorithm. The quality of solutions were randomly generated numbers with uniform distribution between 0 and 1. For each parameter, we run 50 replicates in order to have the median values, the maximum and minimum values, and the 25th and 75th percentiles.
We can see that the execution time has a cubic relationship to the number of objectives and a linear relationship to the number of solutions. Those results are expected according to the time complexity Oðnm 3 Þ. In the case of Fig. 8(b) we can also see that even though the execution time varies linearly there is a significant constant amount of time that is spent regardless of the number of solutions.
Results of benchmark instances

Test instances
We have run experiments on the DTLZ benchmark instances [15] in order to show how the tree can represent the relationship between objectives. For each instance, we use the algorithm PICEA-g [61] for 600 generations and 100 individuals to find a set of solutions for the problem with 20 objectives.
Results on the test function DTLZ-2
Fig . 9 shows the parallel coordinate plot with the solutions in the objective space for the test function DTLZ2. In order to facilitate visualization, solutions are clustered with a PSA algorithm [50] into 7 clusters and solutions in the same clusters have the same colors.
Even when allied to the PSA clustering technique, the parallel coordinate approach does not facilitate the cognitive perception of the relationship between objectives.
In Fig. 10 , we plot the aggregation tree for the solutions to analyze the relationship between objectives. Objectives f 1 and f 2 are the two most harmonious ones, with 16.3% of non-parametric conflict, or 83.7% of harmony.
According to the tree and the harmony values, the next consecutive aggregations involve objectives f 3 ; f 4 in one branch, and then f 10 and f 9 in another branch, respectively. Afterwards, there can be an aggregation of all those objectives into a new objective with only 5.6% of conflict.
As aggregations with lowest conflict happen first, we can find all the aggregations between the objectives until we have only one objective represented by the root node.
By looking at intermediate parent nodes, we can also monitor the relationship between groups of objectives. For instance, for the DTLZ2 instance, the groups which are most in conflict with one another are objectives (i) 20 , and (vi) another group representing all other objectives. By looking at the branches that are close to the root node, the tree can help us make this kind of analysis for any number of clusters we want.
The relationship between groups can be transferred back to parallel coordinate plots to give us the representation of absolute objective values for all the objectives. However, the position of leaf nodes in the tree can suggest their position in the parallel coordinate plots in such a way that harmonious objectives are put together and the contrast between conflicting groups is clarified. Fig. 11 shows this rearranged representation of the solutions. The solutions were also clustered by a PSA algorithm.
In the rearranged graph, it is easier to perceive the difference between groups recognized by the tree. Firstly, we have a group with objectives 10, 9, 2, 1, 3, 4, 7, 6, 8, 5, 11, and 12 in the middle of graph. According to the tree, those are the most harmonious objectives.
To the left and to the right of this middle group, there are two conflicting groups separated by the tree. Solutions with high values for the objectives on the left tend to have low values for objectives on the right and vice versa. Thus, the combination of the Aggregation Tree with the parallel coordinate plots can lead to a better global understanding of the relationships between absolute objective values.
As mentioned in Section 4, we can represent these results on a polar graph in Fig. 12 to analyze the absolute objective values. We can see in this graph that the groups clustered by the PSA algorithm roughly coincide with the groups identified by the tree. This is especially visible in objectives 17, 18, 19, 20.
Results on the test function DTLZ-5
Similarly to the DTLZ2 experiments, Fig. 13 shows solutions for the DTLZ5 instance. In this instance, the relationship between adjacent objectives is already less chaotic than DTLZ2. This happens because the order of the objectives in this test problem is already in such a way that objective 2 is related to objective 1, objective 3 is related to objective 2, and so on. This scenario is virtually never the case in a real-world problem, where the order of the objectives is usually arbitrary. To represent this scenario, Fig. 14 shows the same solutions in a graph where the objectives have been randomly permutated. In this case, it is necessary to have a robust strategy to reorganize the objectives.
In Fig. 15 we have the aggregation tree for the DTLZ5 instance. In this tree, we have more well marked groups of conflict. The six biggest groups of conflict are (i)
The transposition of this data to the parallel coordinate plot representation and a polar graph is illustrated in Figs. 16 and 17. All the groups represented in the tree can be viewed in those representations. It is further noted that, in general, it is more difficult to optimize the objectives of the DTLZ5 instance. As a result of space limitations, the results for all other DTLZ test problems are available from www.alandefreitas.com.
Decision-making scenarios
Here we present four examples of strategies in which the decision-maker can use the Aggregation Trees and their respective polar graphs to restrict the preference area for the problem and search for an appropriate final solution. Of course, the examples provided here are only a small representative selection of strategies in which the decision-maker can use the information available to reach a definitive solution. There is a myriad of contextual ways in which this can be accomplished in a real-world problem. Also, the strategies presented here can be used and reused in any order as the problem at hand demands.
Defining a harmony threshold for automatic objective aggregation
In Fig. 12 , we can see that there is a group of objectives (
which could be optimized in most solutions, with the exception of outliers. This group of objectives corresponds to the objectives which, on inspection of the tree in Fig. 10 , should be aggregated first.
As those are objectives that are in harmony, we aggregate all the original objectives that have less than 25% of conflict into a new objective function f a . We then optimize this new problem and the new results are presented in Figs. 18 and 19 .
Apart from the aggregated objectives, we obtain a similar tree for all other objectives. In the polar coordinates plot, we can see that f a , and its component objectives, can be optimized in most solutions.
Transforming some objectives into constraints
In Figs. 18 and 19 , we can now see that the group formed by objectives f 12 þ f a þ f 13 þ f 14 þ f 15 þ f 16 represents the first recommendations for aggregation in the tree. Besides, all clusters identified by the PSA algorithm have solutions with significantly low values for all of those objectives. Thus, we create a new constraint for the problem where only solutions with f i < 0:28i 2 fa; 12; 13; 14; 15; 16g are considered feasible. Assuming that, according to the decision maker, any value < 0:2 is a reasonable value, we now remove those objectives and are left with a problem containing 4 objectives. The optimization of this new problem leads to the results in Figs. 20 and 21 .
We now have a situation of extreme conflict between all the objectives. The most harmonious objectives are f 17 and f 18 , which still present 59.5% of conflict. For each cluster of solutions, there is at least one objective where this cluster presents poor quality.
Removing objectives
Given the high amount of conflict between all objectives in our problem with four objectives, let us consider that the decision maker ceases to consider the objective f 20 in order to explore the clusters of solutions that perform well on objectives f 17 ; f 18 , and f 19 . By removing objective f 20 and optimizing this new problem, we can then return a small set of solutions from which the decision maker can make a choice. This set of solutions is represented in Fig. 22 . We have now a small set of five optimized solutions that focus on a preference area defined by many strategies. This set can be readily analyzed by the decision-maker. For instance, the solution with best quality in f 17 has objective values f 17 ¼ 0:0000; f 18 ¼ 0:0015, and f 19 ¼ 0:0482. The quality of those solutions in the original objective functions is presented in Fig. 23 . There is a great amount of diversity between those solutions, but it is important to remember that many of the aggregated objectives are only represented over a narrow range of values now as they have become constraints. Also, the decision-maker can visualize the quality of those solutions in the original objectives, as it is shown in Fig. 25 . Again, it might be difficult to analyze all solutions with the original objectives as many different strategies have been employed to reduce the preference area in the objective space. However, we can still recognize the objectives which were restricted to a short range of values as constraints. Still, we can see the clear conflict between objective f 20 and all other adjacent objectives in this set of solutions.
Discussion and future work
This paper proposes a tree-based method to visualize the relationship between objectives in many-objective problems. The trees are based on measures of conflict and harmony between objectives to infer their reducibility. In addition, a measure of region of conflict is used to color the aggregation nodes to represent where non-parametric conflict is occurring most. The first main advantage of the method is the facility of iterative reduction to show the relationship between groups of objectives, regions of conflict, and their reducibility. The measure of conflict also informs the decision maker of the size of the penalty involved in the reduction of those objectives.
A second important feature is that all metrics used are non-parametric and can be generally used for any many-objective problem, being independent of any kind of specific linear or non-linear relationship between the objectives. The represen- tation of iterative aggregation also makes it convenient for the decision maker to choose which objectives can be effectively grouped. The measures of conflict make this decision easier.
The tree can also be used with (i) only non-dominated solutions to infer and analyze the relationship between the objectives on the Pareto front and therefore represent which objectives have the possibility of being optimized in a group, (ii) any set of random solutions to analyze the presence or absence of inherent harmony between objectives for any solutions and indicate which objectives could be reduced, or (iii) even solutions limited to a preference area in order to have a more specific analysis of the objectives in that area. Either way, unless we already have a very restricted preference area, as the number of objectives grows, this difference has a tendency to disappear because most solutions tend to be non-dominated.
Given the possibility of analysis of a Pareto front and a comparison between many objectives being plotted, the proposed approach is very simple to implement and has a low computational cost. In the case of a MOEA that uses objective reduction, a partially constructed tree could be used to indicate objectives to be reduced with low computational cost.
The iterative step of the algorithm always chooses the two most harmonious objectives in a greedy fashion. This choice may not always lead to the best tree if we consider the objectives that have already been paired. For this reason, the order of reduction to this objective reduction problem might be only a local optimum in relation to the number of objectives to be reduced.
An alternative approach might be to sum the conflict of all the children of a compound objective when choosing the next aggregation, in order that all aggregations are considered on a given iterative step.
As the algorithm uses iterative steps of objective aggregation, it is also possible that other techniques of objective reduction can be tested as the main aggregation method for the tree.
It is likely that the order of aggregation of the objectives and new measures of harmony that consider more than two objectives per aggregation will lead to a combinatorial model to be optimized. In many-objective optimization, from the point of view of Pareto-dominance, most points are on the Pareto front anyway. Thus, we might consider that estimating a good tree to the decision maker in order that they can narrow their preference area may be more important than being concerned with applying optimization algorithms to the problem itself unless there is a good measure of comparability between the objectives. Optimization could be better utilized, applied to the trees instead. Thus, estimating an optimal tree representing an optimal reduction strategy could become a primary goal of these many-objective problems.
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