Abstract-In mesh-based numerical simulations, sweep is an important computation pattern. During sweeping a mesh, computations on cells are strictly ordered by data dependencies in given directions. Due to such a serial order, parallelizing sweep is challenging, especially for unstructured and deforming structured meshes. Meanwhile, recent high-fidelity multi-physics simulations of particle transport, including nuclear reactor and inertial confinement fusion, require sweeps on large scale meshes with billions of cells and hundreds of directions. In this paper, we present JSweep, a parallel data-driven computational framework integrated in the JAxMIN infrastructure. The essential of JSweep is a general patch-centric data-driven abstraction, coupled with a high performance runtime system leveraging hybrid parallelism of MPI+threads and achieving dynamic communication on contemporary multi-core clusters. Built on JSweep, we implement a representative data-driven algorithm, Sn transport, featuring optimizations of vertex clustering, multi-level priority strategy and patch-angle parallelism. Experimental evaluation with two real-world applications on structured and unstructured meshes respectively, demonstrates that JSweep can scale to tens of thousands of processor cores with reasonable parallel efficiency.
I. INTRODUCTION
In mesh-based numerical simulations, sweep is an important computation pattern widely used in solving deterministic Boltzmann Transport Equation (BTE) [4] , convection dominated or Navier-Stokes equation [5] [6] and so on. During sweep on a mesh, cells are computed from upwind to downwind in the sweeping direction. One cell can compute only when all of its upwind neighboring cells are computed.
General sweep computation on large-scale meshes is challenging. For rectangular structured meshes where the data dependencies can regular, the well-known Koch-BakerAlcouffe(KBA) [8] [9] algorithm which uses a pipelining wavefront way to parallelize multiple sweeps has been very successful. However, for the more general deforming structured meshes and unstructured meshes in which data dependencies among cells are irregular, the KBA method doesn't fit and is typically impossible. Instead, a data-driven approach [15] [16] [20] is often considered. This approach models the cells' data dependencies as a directed acyclic graph (DAG), regardless of the mesh types, then sweep on the mesh is equivalent to a topological traversal on the DAG. Unfortunately, although KBA-based sweep on regular structured meshes has scaled to 10 6 CPU cores and billions of cells in 2015 [22] , sweep on ordinary unstructured meshes still doesn't efficiently scale to 10 5 cores. Meanwhile, mesh-based application programming frameworks [1] [2] [28] [29] have been increasingly critical to today's complex simulations that require to couple multiple multi-physics procedures. On one hand, multiple simulation procedures developed on a unified framework share the same specification of mesh and data layout, and thus are more consistent to work together. Given the fact that coupling different simulation procedures is difficult for both software development and numerical validation, this really makes sense. On the other hand, by providing users a programming abstraction and ensuring reasonable performance, the framework isolates applications from the evolution of underlying HPC systems, and thus achieves good portability. Recently, in areas related to particle transport in which sweep on mesh is the most time-consuming portion, framework-based coupling of multiphysics simulations have led to several successful cases, including the full core reactor simulation based on MOOSE [35] and the ICF (Inertia Confinement Fusion) program LARED-I [34] based on JASMIN [1] . Nevertheless, so far these cases are still on structured meshes only.
In this paper, we focus on the patch-based mesh application framework, specifically JAxMIN [1] [2] (detailed in section II-B), where the mesh is divided into patches. Patch is conceptually a subdomain of the mesh. The patch-based approach has advantages on adaptive mesh refinement, mesh management and parallel computation scheduling. Over 50 real-world applications have been implemented on JAxMIN. However, JAxMIN, like most counterparts, adopts BSP (Bulk Synchronous Parallel) [13] style of parallel computing, in which all subdomains (patches) first compute using previous data of themselves and other subdomains, and then communicate to update their remote copies. Although being efficient and scalable enough for most numerical solvers, BSP is seriously inefficient for data-driven sweep computation where the parallelism is fine-grained. Furthermore, the fact that a patch often can't finish computation at one time and thus has to compute many times, as well as complex factors impacting performance, makes it hard to realize in JAxMIN's BSP-based abstraction.
We propose JSweep, a patch-centric data-driven approach for parallel sweep computation on both structured and un-structured meshes, embedded in the JAxMIN infrastructure. Fig.1 illustrates the JSweep modules in the abstracted layers of JAxMIN. Specifically, our key contributions are as follows:
• The patch-centric data-driven abstraction, a unified model for general data-driven procedures on both structured and unstructured meshes. The core idea is extending the concept of patch to a logical processing element that supports reentrant computation and communicate with other patches (Sec. III).
• The patch-centric data-driven runtime module for contemporary multi-core cluster systems, featuring hybrid parallelism (MPI+threads) and dynamic data delivery (Sec. IV).
• A sweep component based on the above patch-centric approach, enhanced by vertex clustering, multi-level priority strategy, patch-angle parallelism and coarsened graph.
(Sec. V).
• Experimental evaluation with real applications of particle transport on both structured and unstructured meshes, demonstrating JSweep's reasonable performance and scalability on up to 76,800 processor cores (Sec. VI). Besides, we present background and motivation in Sec. II, related work in Sec. VII, and finally conclusions in Sec. VIII. 
II. BACKGROUND AND MOTIVATION A. Preliminaries
Throughout this paper, we use a small set of terminologies as illustrated in Fig. 2 . Note that we describe them in an abstract view and don't explicitly differentiate the structured and unstructured meshes unless otherwise stated.
• mesh/grid: the generic way of describing the discretized domain.
• cell: the smallest unit of a discretized domain.
• patch: a collection of contiguous cells.
• local cells: cells owned by a patch. They are updated by an operator applied to the patch.
• ghost cells: halo cells surrounding local cells. They are needed for computation but not updated by the local operator. They belong to other patches. plications of large-scale numerical simulations on structured and unstructured meshes. They share the same design principles, i.e., patch-based mesh management and componentbased application programming interface. Although they are different in the way of describing mesh geometry and mesh elements, we omit these details by discussing in an abstract level in this paper.
JAxMIN adopts a patch-based strategy to manage the mesh and data. The computational domain, discretized as mesh, is decomposed into patches. Patch is a well-defined subdomain, that (1) each patch has complete information about its own cells as well as other mesh entities, (2) with ghost cells, each patch can explicitly get all adjacency information about its neighboring patches, and (3) it is abstract enough to hide differences of structured and unstructured meshes.
JAxMIN provides users a rich set of components as the programming interface. Component here is a generic implementation of any computational pattern. To implement a parallel program, users only need to instantiate a component by defining the application-specific computation kernel. So far, general patterns such as initialization, numerical computation, reduction, load rebalance, particle-in-cell communication, are provided. Besides, JAxMIN implements amounts of physicsspecific integration components.
Traditionally, JAxMIN adopts the BSP model to organize computations in a component. The computations consist of a sequence of iterations, called super-steps. During a superstep, each patch executes logically in parallel, as follows: (1) does computation independently without data exchange with others, and then (2) does halo exchange communication with neighbors using newly computed data. Since many numerical algorithms fit well in BSP, the patch-based framework has been successful in many areas.
JAxMIN implements a high performance runtime system supporting hybrid MPI+threads parallelism and accelerators, with underlying optimization on memory management, data layout and buffering communication.
C. Data-driven Parallel Sweeps
Without loss of generality, we consider the sweep computation in discrete ordinates (S n ) transport solvers. Sweep is the most computationally intensive portion of source iterative methods solving S n form of Boltzmann Transport Equation [4] . As the name implies, sweep in any ordinate direction requires a computational ordering of cells from upwind to downwind. One cell can begin computing only if all of its upwind neighboring cells are computed.
Parallelizing sweep computation is challenging since it can't be efficiently implemented in a BSP manner. For regular structured meshes, the KBA approach, decomposing 3d meshes in a 2d columnar fashion and pipelining the computation for successive angles, is sufficient with BSP. However, for more general deforming structured meshes and unstructured meshes where data dependencies among cells are irregular and thus the pipeline can't be easily determined, the KBA approach is almost impossible to implement.
Alternatively, we focus on the data-driven parallelization which is a general approach for sweeps on both structured and unstructured meshes [15] [16] . In this approach, any complex and irregular data dependencies can be explicitly modeled by a directed acyclic graph. As an example, Fig. 3 illustrates a 2d unstructured mesh and the associative directed graph in a given sweeping direction. Then, the sweep on a mesh is equivalent to a topological traversal on the directed graph, generalized with the user-defined numerical computations on the vertex. In reality, multiple sweeps in different ordinate directions (angles) that are carried out simultaneously. We can model their induced data dependencies in a single graph and implicitly leverage parallelism of sweeps from all angles.
D. Motivation
Now we consider the data-driven parallel sweep procedure in the context of the patch-based framework, especially JAxMIN. Unlike other numerical algorithms, patch-level datadriven computation can't be naturally supported in BSP, due to difficulties described below. These difficulties motivate us to develop a new patch-centric data-driven abstraction in the next section.
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w h e r e th e n u m b e r o f m a c h in e s is a p e r f e c t s q u a r e √ M ∈ N a n d 2) Simultaneous sweeps on a patch: In real-world applications, sweeps from multiple directions are often performed in parallel. For example, in the S 2 sweeps example illustrated in Fig. 5 , one patch would be swept by multiple sweep procedures from 4 different directions. Generally, it is common that some sweeping directions are independent to each other. Thus, to enable such parallelism, simultaneous sweeps on a patch is necessary. In JAxMIN, however, patch is the basic unit of parallel computation, so we need to extend its abstraction. 3) Priority strategies: Priority strategies are becoming more important and complex. Previous work [15] [16] have proven that ordering of computing cells (or vertices) is often critical to both parallelism and performance. In their settings, since one process (in MPI) or thread handles only one mesh subdomain, it is sufficient to compute priorities of cells (or vertices in the associated graph). However, in the patch-based framework, one process or thread typically is assigned with arbitrary number of patches, which means patch scheduling is always prioritized than cells within a patch. Thus, we need at least a two-level policy to prioritizing both patches and cells.
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III. PATCH-CENTRIC DATA-DRIVEN ABSTRACTION
In this section, we introduce the patch-centric data-driven abstraction for mesh-based parallel computations. Its foundation is the completeness and expressivity of the patch concept in JAxMIN described in section II-B. In our abstraction, the concept of patch is further extended as a logical processing element being able to compute on itself and communicate with any other patches. Users should follow a think-like-a-patch philosophy to program, and focus on only actions of a single patch, i.e., defining the local computation and inter-patch communication. The abstraction doesn't expose any details of underlying patch execution details. It should be suitable for all patch-based mesh application frameworks including SAMRAI [28], (part-based) PUMI [29] and especially JAxMIN.
A. Data-driven patch-programs
Data-driven logics on a patch is encoded as a patchprogram. The patch-program is identified by a (patch, task) pair, indicating task is executed on patch. Any data communication between two patches is abstracted as a stream. The stream contains the user-defined data and description of source and dest patch programs. Fig. 6 presents the interface of patchprogram and stream, in which the patch-program is factored into five primitive functions. We define patch-program fully reentrant to support partial computation (detailed in the next subsection). At the beginning, each patch-programs is set active. And, in later execution, the state of a patch-program transits according to the finite state machine given in Fig. 7 . If its vote to halt function is evaluated true, the patch-program becomes inactive. Once receiving a stream, the patch-program becomes active. Conceptually, if there are no active patch-programs globally, the whole program terminates.
The patch-program, identified by (patch = p, tasktag = t), is scheduled to run the semantics in Alg. 1, as follows.
• If runs at the first time, the init function is used to initialize a local context.
• Receives all streams sent to (p, t) by others, which is processed by the user-defined input function.
• Calls compute function with user-defined numerical kernels.
• Sends all output streams to and activates targets.
• Calls vote to halt to evaluate whether there remains ready work to do. If not, deactivates itself. Otherwise, keeps active for being scheduled again. 1) Partial computation of patch-program: Partial computation is an essential property of the patch-program. On one hand, generally a patch-program couldn't finish at one time and thus requires many times of scheduling. As illustrated by the S n sweeps case (Sec II-D), two patch-programs would depend on data of each other, leading to a dead lock if patch-programs are not reentrant. On the other hand, a patchprogram may contain multiple parts of computations that depend on data of different patch-programs, so allowing a patch-program to execute multiple times can benefit from finer grained parallelism.
In our abstraction, partial computation of a patch-program is achieved by the following approaches. First, we allow storing of local context so the state are memorized, as illustrated by the implementation of sweeps in section V-A. Second, the logics of finite state machine in Fig. 7 maintains state transition of a patch-program, ensuring the correctness of termination after arbitrary times of partial execution.
2) Simultaneous tasks on a patch: Our abstraction supports multiple tasks on the same patch. Since any patch-program is identified by the pair (patch, task), multiple tasks on a patch naturally execute in parallel, even with possible intertask communications. Whether and how to decompose work on a patch into patch-programs is the programers' decision. For the full S n sweeps discussed in Sec.II-D2, by defining sweep on any patch p from the angle a as a patch-program (patch = p, task = a), sweeps from all directions execute simultaneously.
B. Scheduling patch-programs
The data-driven engine initializes and continues to schedule active patch-programs to run until program termination.
For general patch-centric data-driven computations, the necessary and sufficient condition of program termination is that globally all (patch, task)s become inactive. To detect the termination condition in distributed situations, general negotiating protocols [14] are needed. However, in numerical algorithms requiring the data-driven approach, the workload is known in advance. Thus, we can often detect the termination with little or even no distributed negotiation. For example, in sweeps, the program termination condition is all (cell, angle)s are computed, which is known by every patch before computation, and termination detection only need local information. In JSweep's real implementation, we actually allow the patchprogram to commit its remained workload (i.e., number of (cell, angle)s in sweeps) to a data structure shared by the master and worker threads of local runtime system (detailed in next section). The master thread, as representative of the process, participates distributed terminate negotiation only when there are no longer patch-programs with remained workload.
Priority policies are known critical for scheduling computations, yet is tightly coupled with the properties of the problem itself. In section V-D, we shall discuss several strategies used in parallel S n sweeps.
IV. PATCH-CENTRIC DATA-DRIVEN RUNTIME SYSTEM
In this section, we present the runtime that maps the patchcentric data-driven computation and communication onto underlying resources. Our target platform is the multicore cluster widely adopted in contemporary HPC systems. Fig. 8 shows an overview of the runtime system. In particular, our design emphasizes fast stream delivery, load balance, fine-grained parallelism and low schedule overhead. The runtime inherits from JAxMIN a hybrid parallel approach of MPI + threads, in which the program is organized with distributed-memory MPI processes and each process consists of multiple threads. On top of this design, JAxMIN have been highly optimized on both domain decomposition and data management. Besides, to reduce NUMA effect in multi-socket systems, by default our runtime launches one MPI process per processor and bind the process to the processor. Within each MPI process, the master-workers multithreading mode is adopted. As shown in Fig. 8 , the master thread is in charge of scheduling patch-programs, communicating streams and detecting global termination, while each worker thread executes patch-programs and communicates only with master thread.
B. Dynamic stream communication
In the patch-centric abstraction (section III-A), communication conceptually happens between a pair of (patch, task)s and is defined as a stream. For data-driven algorithms, the latency of stream transmission is critical for performance, since only received the dependent data can a patch-program execute. By definition, the communication of stream is asynchronous and dynamic.
The runtime system adopts the routable stream concept and reserves a specific core for master thread to support such timely communication. As defined in section III-A, the stream itself carries full information of source and target (patch, task)s. By identifying the target patch-program and looking up the route table that maps (patch, task) to (process, thread) , the runtime system can deliver any stream to its target place, either locally or in remote process.
The master thread schedules patch-programs by routing streams. At the beginning, all patch-programs are active and assigned to workers evenly. Later as the execution progresses, some patch-programs become inactive. If the master thread receives a stream whose target patch-program is inactive, it chooses and sets a lightest worker as the patch-program's owner, and then routes it the stream.
C. Distributed progress tracking
The master thread calls the progress tracker to detect global program termination. Once temporarily there is no longer work within the process, the progress tracker is activated. A consensus algorithms is implemented to detect distributed termination [14] . Besides the general negotiating protocol, as discussed in section III-B, for known data-driven algorithms special condition detection methods would be preferred for efficiency in practice. Currently, we support both.
V. NEW PARALLEL ALGORITHM OF SN SWEEPS
Now we describe a new parallel sweeps algorithm based on JSweep, the above patch-centric data-driven approach. Further, we explore four optimizations, including scheduling by (patch, angle), vertex clustering, multi-level priority strategy, and coarsened graph, which are natural and efficient to implement thanks to the expressibility of the patch-centric abstraction.
A. Patch-Program Implementation
We assume that the mesh has been decomposed into patches with general spacial domain decomposition methods (for example, the METIS [18] and Chaco [19] for unstructured meshes, Morton and Hilbert space filling curves for structured meshes). Each process is assigned with an arbitrary number of patches, shared by all its threads.
Formally, we define the directed graph induced by sweeping meshes as G = (V, E), where each vertex is a (cell, angle) pair, and each edge is directed data dependency between two vertices. An edge (u, v) means vertex v depends on vertex u's data. For any patch p and a sweeping direction t, we denote the induced subgraph as G p,t = (V p,t , E p,t ), where V p,t is the set of vertices (i.e., { (cell, t) }) and E p,t is the set of edges.
Listing 1 presents the patch-centric implementation of parallel sweeps. As presented, the patch-program consists of two parts, i.e., local context and interface implementation.
Listing The local context contains all necessary states required by a reentrant sweep on the patch, including: (line 6) an array of counters that count the number of unfinished neighbors for each local vertex, (line 7) a priority queue storing ready vertices, and (line 8) streams later sent to other patch-programs.
The interface functions implement DAG-based data-driven sweeps on the patch p in the direction t. The init function initializes each vertex's count variable to the number of its upwind neighbors, and collect source vertices into the ready queue Q. The input function receives data of vertices from remote patches, updates counts of related local vertices; once a local vertex's count decreases to zero, put it to the ready queue. The compute function collect a sequence of ready vertices and computes on them with user-defined numerical computation, updates their downwind neighboring vertices. The output function generates streams sent to remote patchprograms. The vote to halt function evaluates whether the patch-program should deactivate.
B. Optimization: Patch-Angle Parallelism
JSweep naturally supports simultaneous sweeps on a patch, from different angles (i.e., sweeping directions). As shown in Listing 1, we achieve this by setting task tag of the patchprogram to the id of the sweeping direction. Consider the example in Fig. 5 again, in which full S 2 transport sweeps are carried on a 2d unstructured mesh of 2 patches. In this example, sweeps from different angular directions are independent, and thus patch-angle parallelism can be fully enabled. This is especially useful for small meshes with large number of angles.
C. Optimization: Vertex Clustering
We adopt vertex clustering in the patch-program. As shown in Listing 1, the compute function collects and computes on multiple ready vertices, rather than a single vertex. For example, in Fig. 4 vertices in the same dashed rectangular are clustered together.
Benefits of this optimization is two-fold. On one hand, vertex clustering can dramatically reduce the scheduling overhead by reducing execution times of a patch-program. For example, in Fig. 4 the patch 1 and patch 2 need only two and three executions respectively, compared to eight times of no clustering. On the other hand, vertex clustering aggregates multiple streams to the same target into a single stream and thus reduces communication overhead. For example, in Fig. 4 , the inter-vertex communications of 8 → 9 and 12 → 14 can be combined into one message.
Nevertheless, we need to choose the clustering grain carefully. While reducing overhead of schedule and communication, vertex clustering also has potentially negative effect on parallelism since it may defer the communication thus delay scheduling of other patch-programs. Excessive clustering can lead to long communication delay and thus longer execution time. To illustrate this, consider SnSweep-S, an example in JAxMIN package, which implements a Sn solver for neutron transport equations on 3d structured meshes 
D. Optimization: Priority Strategy
We adopt a two-level hierarchical priority strategy, i.e., (patch, angle) priority and vertex priority.
The (patch, angle) priority is used for JSweep runtime to schedule patch-programs. For patch p and angle a, its priority is calculated by the following formula:
prior(p, a) = prior(a) * C + prior(p) , where C is a constant factor. In S n sweep, to avoid waiting of downwind patches, we want patch-programs with the same angle are continuously scheduled to execute such that the data streams are delivered to the nearby patches as quickly as possible. Thus we set the importance of prior(a) always higher than prior(p) in the formula, by multiplying a large factor C over prior(a). Meanwhile, with respect to prior(p), however we can't reduce a single objective. On one hand, we hope the upwind patches are computed as earlier as possible such that more parallelisms are available. On the other hand, we also want the patches neignbouring other unfinished patches are computed earlier, but these preferred patches hare typically on the downwind of a sweeping direction. Based on the first objective, we develop two priority strategies: LDCP (Longest Distance on Critical Path) for structured meshes and BFS (Breadth First Search) for unstructured meshes. Based on the second objective, we develop the priority strategy SLBD (Shortest Local Boundary Distance, a DFS variant that prefers vertices most close to patch boundary) for both structured and unstructured meshes.
The vertex priority is used within a patch-program to order local ready vertices in PriorityQueue Q in Listing.1. As prior(p), vertex priority also has to trade off more parallelism and earlier communication. The strategies proposed for prior(p), i.e., BFS, LDCP (for structured meshes only) and SLBD, are also suitable for vertex priority. In practice, however we observed that SLBD performs constantly best for unstructured and especially unstructured meshes, as illustrated by SnSweep experiments in Fig.9b .
E. Extra Optimization: Coarsened Graph
Coarsened graph, not presented in Listing.1 for length limit, can be treated as an extension to vertex clustering. In reality, the mesh structure and its data dependencies are always constant in most or even all sweeping iterations. Thus we can cache the vertex clustering results to build a reusable coarsened graph. For example, in Fig. 10 , the directed graph (left) is transformed into a much smaller coarsened graph (right) according to the previous clustering results in Fig. 4 . 
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Theorem 1: If a directed graph G is acyclic, its derived coarsened graph CG is also acyclic.
Besides, CG is distributed at the beginning of its construction. We implement it in same technologies presented in agentgraph [40] . With coarsened graph, sweep is carried on DAG in the first iteration and on CG in all subsequent iterations until the mesh changes. In our practice with JSNT-S [25] , the cost of building CG is less the one DAG-based sweep iteration itself while the speedup of sweeps on CG over DAG can be 7 − 10 folds.
VI. EVALUATION
Platform All experiments were carried on Tianhe-II, the world's fastest supercomputer in 2015 [3] . We use at most 3200 nodes. Each node has two Intel Xeon E5-2692v2 12-core processors, equipped with 64GB memory and Tianhe-Express-II network of 40GB/s bandwidth. The operating system is Kylin Linux. All applications are compiled with Intel C Compilers (icc13) and customized MPICH2.
Applications We use two real JAxMIN-based Sn applications, JSNT-S [25] and JSNT-U [26] , to investigate the efficiency of JSweep on structured and unstructured meshes respectively. The used meshes are visualized in Fig. 11 .
A. Evaluation on structured meshes
JSNT-S [25] is a JASMIN-based S n package for structured meshes, which implements most functionalities of TORT [24] . We use the well-known Kobayashi benchmark to evaluate JSweep. In particular, we focus on the strong scalability. In all the following experiments, JSweep is configured as follows: We first evaluate JSweep with the original Kobayashi benchmark (Kobayashi-400). It solves the single energy group S n transport equations with scattering, on a cubic mesh (Fig.11a) of 400 × 400 × 400 cells with 320 angular directions. As presented in Fig.12a, with We then evaluate JSweep on more CPU cores with a larger problem by modifying the mesh of Kobayashi input to 800 × 800 × 800 proportionally, namely Kobayashi-800. As shown in Fig. 12b , JSweep scales to 76,800 cores with a reasonable speedup 7.4 (or parallel efficiency 46.3%), normalized to performance on 4,800 cores.
B. Evaluation on unstructured meshes
JSNT-U [26] is a JAUMIN-based S n package for unstructured meshes, primarily used for numerical simulations in high energy physics. We evaluate JSweep on two shapes of unstructured meshes, reactor core (Fig.11b) and ball (Fig.11c) . Unless otherwise stated, default configurations of experiments are as follows: priority strategy SLBD+SLBD, patch size = 500 cells, vertex clustering grain = 64, #angles = 24 (S 4 ) and #energy groups = 4. 1) Hyper-parameters' effect to performance: We change and investigate three hyper parameters respectively in order, i.e., patch size, vertex clustering grain and priority strategy, while keeping others default. As shown in Fig.13a (left) , with increasing patch sizes (i.e., #cells of a patch), the runtime first decreases quickly since the larger patch size reduces total communication between patches, and then slightly increases since the larger patch size also leads to longer waiting time of downwind patches whose execution is driven by data from this patch. Fig.13a (right) shows the effect of maximum vertex clustering grains. With increasing vertex clustering grain, the runtime decreases quickly and then keeps steady. Unlike on structured meshes (Fig.9a) , however, the runtime no longer increases with a large clustering grain. By profiling, we found that the actual number of available vertices is between 16 and 64 at most time, which means the real clustering grain is limited by parallelism. With respect to priority strategies, as shown in Fig.13b , their effect to performance is not so significant as that on structured meshes (Fig. 9b) . 3) Weak Scalability: Fig. 15 presents the results of weak scalability evaluated on the ball (originally 482,248 cells) and reactor core (originally 64,479 cells) meshes. In particular, mesh size is increased in a normal approximate refinement method. As shown, the weak scalability of JSweep is not good enough, although reasonable. For reactor, the parallel efficiency at 12,288 cores is about 40%, while for ball it is lower than 20%. One possible reason is that in JAxMIN, the original small mesh is first partitioned and distributed to processes, and then each process refines the assigned subdomain, leading to thick subdomains that dramatically increase length of critical path in the sweeping direction. JSweep employs a runtime-based approach, thus the overhead is essential for performance. To investigate the overhead, we carry out a detailed profiling of JSNT-S on small scale Kobayashi benchmark. In particular, the problem has a 200 × 200 × 200 mesh. All optimizations are enabled and all hyper parameters are the same with that in Sec.VI-A. We present one sweep iteration using coarsened graph. Fig.16 shows the time breakup in a strong-scaling fashion. The overhead introduced by JSweep (i.e., the graph-op and pack/unpack) is moderately low (approx. 23%), and the major performance loss comes from idling of CPU cores (22%-46%). Communication takes 13%-19% the total time. With more deep optimization and advanced priority strategy, we expect to lower both the overhead and the idle time. 
D. Performance Comparison with other systems
We first compare JSweep's performance with previous JAxMIN, which already implement efficient algorithmic optimizations [32] and achieve good performance. Nevertheless, we show that with innovations on data-driven abstraction and runtime system design, JSweep outperforms them on both structured and unstructured meshes. Fig.17a presents results of JSweep and JASMIN-based SnSweep program (a data-driven implementation of Sweep3D [12] ). We choose SnSweep because it has been optimized manually with all techniques introduced in Sec.V, including a coarsened graph variant which caches the vertex clusters and their communication relationships by MPI tags. As shown, JSweep's runtime is constantly less than JASMIN. Table- I compares parallel efficiency of JSweep with other work in literatures. We can see that for Kobayashi problem, JSweep demonstrates comparable scalability with Denovo's KBA-based implementation. For unstructured ball (sphere) mesh of tetrahedrons, JSweep scales worse than the manually implemented data-driven algorithm PSD-b [27] . However, note that JSweep is a solution of general framework. Due to the lack of common public problems and availability of the systems, it is difficult to compare frameworks directly. 
VII. RELATED WORK
The idea of patch-centric abstraction is partly inspired by the vertex-centric models [38] in graph-parallel frameworks [38] [39]. In a vertex-centric model, user defines a vertex-program for a single vertex and the framework lifts the vertex computation to the whole graph, conceptually in parallel. However, unlike vertex in graph, patch is not the basic element of mesh, which means patch-centric data-driven abstraction has fundamental difficulties including partial computation, priority inversion and multi-tasks on a single patch. In this paper we comprehensively addresses these issues and formalize a general patch-centric data-driven approach. In fact, the patchcentric abstraction can be seen as a straightforward extension to existing patch-based frameworks (see a survey in [23] ), such as SAMRAI [28], (part-based) PUMI [29] and especially JAxMIN [1] [2] , in which the mesh is decomposed into and managed by patches.
Task-based programming models, such as PaRSEC [36] and more general Charm++ [37] , are also suitable to implement location-based data-driven computations. For example, a recent work [22] has implemented a PaRSEC-based S n sweep solver on 3d cartesian meshes, demonstrating high efficiency with 34% of peak performance at 384 cores. Compared to JSweep, however, these task-based frameworks are not wellabstracted for mesh-specific parallel computation and thus require users to remap many conceptions.
VIII. CONCLUSIONS AND FUTURE WORK
We have presented JSweep, a generic patch-centric datadriven framework integrated in the JAxMIN infrastructure. In particular, we propose the patch-centric data-driven abstraction whose essential idea is extending the concept patch as a logical processing element that is fully reentrant. Also, our abstraction supports multiple tasks on a single patch and arbitrary patch priority strategies. Further, targeting contemporary HPC systems of multicore cluster architecture, we implemented a high performance runtime system to map the patch-centric datadriven computation to underlying system resources. Based the above approach, we implemented a new parallel sweeps algorithm as a component in JAxMIN, featuring patch-angle parallelism, vertex clustering and hierarchical priority strategy. Evaluation with two real Sn software packages demonstrates that JSweep can scale to at least 49,152 cores for unstructured meshes and 76,800 cores for structured meshes with reasonable parallel efficiency.
What distinguishes JSweep from most counterparts is that we consider sweep computations in the context of general mesh-based application frameworks which would be critical in future coupling of multiple multi-physics simulations. Besides S n transport sweeps, our abstraction also supports other datadriven algorithms well, e.g., particle trace which we have implemented as another component in JAxMIN. Given the increasing importance of data-driven computation and demands on coupling multi-physics simulations, we believe efficient support to both BSP and asynchronous data-driven models are necessary to construct high performance applications.
