Abstract-In this paper we propose a scheme referred to as dualrate session grouping to improve the service rate granularity for cell-based schedulers. In this scheme a session is split into two subsessions to provide the average service rate that a user requires. By applying dual-rate session grouping, the utilization of bandwidth and fairness among users can be improved, while the complexity of the scheduling algorithm remains the same as the conventional scheme. The overall computational complexity of the dual-rate session grouping does not increase with the rate granularity that is only limited by the available memory space. Several implementation issues are also presented in this paper.
I. INTRODUCTION
The ATM service models and the recent Integrated and Differentiated Service models in Internet [9] require that current and future packet switches support various service classes and provide connections to large amount of sessions over a single resource-shared physical infrastructure. Therefore, performance of the packet scheduler is critical to the QoS that a packet switch is able to provide. For this reason, packet scheduling algorithms have been intensively studied in recent years.
It is well known that Generalized Processor Sharing (GPS) algorithm and its packet-based version, packet-by-packet Generalized Processor Sharing (PGPS) [6] is an idealized algorithm which is able to: a) guarantee end-to-end delay to leakybucket-constrained sessions; b) provide real-time fair allocation of bandwidth among backlogged sessions regardless of the behavior of the sessions in the switch. However, GPS and PGPS are difficult to be implemented in packet schedulers due to their complexities. In the literature, a lot of scheduling algorithms for packet switching that approximate GPS and PGPS have been proposed such as WFQ [2] , EFQ [4] , H-PFQ [5] etc, which generally are referred to as Packet Fair Queueing (PFQ) algorithms [7] . The objective of these algorithms is to find a balance between the implementation complexity and the performance approximation to the idealized GPS.
In the literature many PFQ algorithms have two important properties: Locally Bounded Timestamp (LBT) and Globally Bounded Timestamp (GBT) [7] . To implement PFQ algorithms with LBT and GBT properties, Stephens et al [3] , [7] proposed a scheduler architecture which is also applied in a cell-based scheduler in [8] . In this architecture, sessions with same rate are grouped together and the scheduler only supports a fixed number of rates. The complexity of the scheduling algorithm is then reduced from the number of sessions to the number of rates sup- ported by the scheduler, which solves the scalability problem of the PFQ algorithm family. However, in such a scheme, the rate granularity of a scheduler limits the fairness among the sessions. For example, in a scheduler which supports exponentially distributed rates with 1Mbps, 2Mbps, 4Mbps,...., etc. when a session only requires a rate of 1.25Mbps, the conventional solution is to provide it with the rate 2Mbps. This solution not only makes the session user take advantage of the service provider but also is unfair to other sessions because such a session will be able to consume more resources than it is supposed to. Coarse rate granularity will also degrade link utilization [1] .
In this paper we propose a scheme in which when a session requires a rate between two rates supported by the scheduler, it is split into two subsessions which are enqueued into the corresponding rate groups respectively. The ratio of the entire session in each of the subsession queues will ensure the average serving rate is equal to the rate that the session requires. We refer to this scheme as dual-rate session grouping. With dual-rate session grouping, we do not need to change the current scheduler architecture and we can improve the rate granularity without increasing the number of rate groups, i.e., without increasing the complexity of the PFQ algorithm applied in the scheduler. As long as we have sufficient memory to represent the ratio of a session in a subsession queue, we can provide any rate a user requires. We will study this scheme under the context of ATMlike networks in which the length of each packet is fixed, referred to as a cell. We believe that a cell-based scheduler with its scheduling algorithm and architecture can be widely applied, not only in ATM switches but also in packet-based switches due to the integration of IP and ATM switching technologies [10] . Moreover, the PFQ algorithms that can be applied in our scheduler have both the LBT and GBT properties.
The rest of this paper is organized as follows. In section II we discuss the principle of the scheme and its performance properties. In section III we explain the issues of implementation, which include the impact of session length on the scheme performance, the rate error that will be induced during implementation to make this scheme easily realized, and mechanisms to maintain cell sequence of a session while avoiding sorting in a rate group. We conclude our paper in section IV.
II. DUAL-RATE SESSION GROUPING
Similar to [7] , the architecture of a cell-based scheduler is shown in Fig.1 in which sessions with same rate are grouped together into one rate group queue and each session in the rate group queue consists of cells of that session, which is therefore referred to as a session queue. The scheduler will only support a limited number of rate groups and their session queues. (Part of the notations are listed in Table I .) Any type of PFQ algorithms with LBT and GBT properties can be applied in this scheduler. In each rate group, only the cell with the smallest virtual start time is placed into the scheduler processor which in turn decides which cell should be served according to the packet selection policy of the PFQ algorithm. Without loss of generality, we assume in Fig.1 , the following condition holds:
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is requested. Based on such a cell-based, rate-grouping scheduler architecture, our proposed dual-rate session grouping scheme works as follows: when " # requests such a rate Theorem 1: The ratio
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Then (2) and (3) can be achieved. From (2) and theorem 1, we can directly get the following corollary.
Corollary 1:
where # , # Y and they are integers. It is easy to follow that with dual-rate session grouping, the session's average cell delay R # . There is additional cell delay jitter induced by this scheme, which is represented by the following definition.
Definition 2: The additional cell delay jitter induced by dualrate session grouping is defined as the additional delay variance induced by the scheme and is given by
The dual-rate session grouping has the following property.
Corollary 2:
The difference between the average cell delay up to a cell H and the session's average cell delay R #
, is bounded by . Compared to one-rate session grouping, the computational complexity upon cell arrival is slightly higher and more space is needed for the processing table. However, these are only minor trade-offs in the implementation because the two major bottlenecks in a scheduler is [7] : 1) the number of memory accesses needed during the processing; 2) the number of rate groups that the scheduler processor can support. Since the computation above will only involve two memory accesses upon cell arrival: one to load processing table, one to store it after update, the number of memory accesses is same as that of one-rate session grouping, which also involves two memory accesses for the same purposes. Note that since the PFQ algorithm performed in the scheduler processor is not affected, the cell-departure procedure will remain unchanged under the dual-rate session grouping as under the one-rate session grouping. For this reason, the number of rate groups that the scheduler processor can support is same under the two schemes. Therefore, dual-rate session grouping is applicable without increasing the complexity of the PFQ algorithms performed in the scheduler processor.
A. Effect of Session Length on Performance
Note that the scheduler is based on cells. When we implement the dual-rate session grouping by splitting the incoming cells in a weighted round-robin fashion, the length of a session will affect the performance of our scheme. For example, when the ratio 
. The performance converges to the average value given by (4) and (6) . Therefore, the larger # is, the longer session we need to get our desired performance by dual-rate session grouping. This effect is shown by the following example. Suppose a user requires a rate 3Mbps, while the scheduler only has rate groups of 2Mbps and 4Mbps. By applying dual-rate session grouping,
. To implement this scheme, for every 3 incoming cells, we put first 2 cells to rate group of 4Mbps, and the last one cell to rate group 2Mbps. If the session is only 2-cell long, it receives a service rate of 4Mbps, higher than it requires. However, the service rate will converge to 3Mbps when the number of cells in the session increases, as shown in Fig.2. Fig.3 demonstrates the relationship between the average cell delay and the number of cells in the session. It can be seen that with increasing of session length, the average cell delay converges to the value that the user requires. 
B. Implementation of Dual-rate Session Grouping
, which can be implemented by three bits: one bit for # and two bits for
¥#
. In general, we need 
C. Implementation error
Although from relation (8) we can see that
Q #
can be significantly reduced by using a larger , it requires longer session for the average rate to converge to the required value, which can be seen in subsection III-A. Therefore, we can get benefit from large only when the session is long enough.
D. Maintaining Cell Sequence
With one-rate session grouping, a session queue is maintained in First In First Out (FIFO) manner. In the processing table, only the virtual start time at the head of the session queue needs to be stored. Each time a cell is fetched into the scheduler processor or a new session comes in, the session will be moved or appended to the tail of the rate group queue and a new virtual start time will be stored for that session. It is proved in [7] that with this implementation, in a rate group queue, a session with the smallest virtual start time will be served first by the processor without performing the costly sorting. Moreover, the sequence of cells in each session will be maintained, which is important to virtual connections.
In dual-rate session grouping, in a rate group the sequence between different sessions and subsessions can be maintained in the same way as in the one-rate session grouping. Moreover, when a session is split into two subsessions, the relative sequence of cells in the same subsession can be still maintained in FIFO manner. However, a potential problem is how to maintain the relative sequence of two cells in the same session but in two different subsessions, i.e., in two rate groups.
A property of the PFQ algorithm is that the virtual clock arrive sequentially, the virtual start time has the following relationship [6] :
Therefore, we have stay in different rate group, we can guarantee that (11) will hold. When both (10) and (11) hold, the packet selection policies of PFQ algorithms, such as "smallest virtual finish time first" (SFF), "smallest virtual start time first"(SSF) etc [7] will guarantee that the service sequence of cells in a session is same as their arrival sequence.
However, even in the one-rate session grouping, there are two complications in implementation. First, since the number of bits to represent the timestamp is finite, when the timestamp of is rolled over, the computation of (9) based on the GBT property. The second complication is in each rate group, sorting among different sessions should be avoided. Therefore, a newly backlogged session will be assigned a value at least as large as that of the tail of the backlogged sessions in the rate group [3] but still in the range . In dual-rate session grouping, there are three additional complications regarding the overflow of the timestamp and sorting in the rate group. The first complication is when cell
