In this paper, super-short-term prediction of solar power generation for applications in dynamic control of energy system has been investigated. In order to follow and satisfy the dynamics of the controller, the deployed prediction method should have a fast response time. To this end, this paper proposes fast prediction methods to provide the control system with one step ahead of solar power generation. The proposed methods are based on univariate time series prediction. That is, instead of using external data such as the weather forecast as the input of prediction algorithms, they solely rely on past values of solar power data, hence lowering the volume and acquisition time of input data. In addition, the selected algorithms are able to generate the forecast output in less than a second. The proposed methods in this paper are grounded on four well-known prediction algorithms including Autoregressive Integrated Moving Average (ARIMA), K-Nearest Neighbors (kNN), Support Vector Regression (SVR), and Random Forest (RF). The speed and accuracy of the proposed algorithms have been compared based on two different error measures, Mean Absolute Error (MAE) and Symmetric Mean Absolute Percentage Error (SMAPE). Real world data collected from the PV installation at the University of California, Riverside (UCR) are used for prediction purposes. The results show that kNN and RF have better predicting performance with respect to SMAPE and MAE criteria.
Introduction

Motivation and State of the Art
Renewable energy resources have been identified as essential resources to meet our energy needs; however, its capacity to replace fossil-fuel-based power generation has been hampered by its intermittency and the difficulty of predicting its availability [1] . Thus, including renewable energy as part of our energy supply requires reliable prediction of its availability for power generation. Employing prediction techniques would yield higher performance of the real time control of renewable generating plants as well as compensating devices. Moreover, forecasting algorithms are essential to improve the power quality and reliability by enabling swift mitigation of negative impacts of renewable uncertainty and intermittency [2] .
The necessity of renewable energy prediction and the complexity of the prediction algorithms have motivated many researchers to develop effective and practical solutions. In particular, prediction of solar power has recently received significant attention due to new legislations encouraging the deployment of solar power plants. Solar power prediction methods can be categorized into two main groups based on the variety of parameters employed for prediction: (1) multivariate model-based methods and (2) univariate model-based methods. The multivariate methods usually estimate the solar power based on multi-input parameters, which influence solar power generation such as solar irradiance, cloudiness and clearness indices, temperature, wind speed, relative humidity, etc. On the other hand, univariate methods rely only on the current or past values of the solar power time series. Evidently, the later approach is relatively less expensive as it does not require acquiring and maintaining a weather station or other types of measurement tools. In addition, for high-speed dynamic control, which requires short-term solar power prediction, univariate methods are more effective as they do not rely on a prolonged data acquisition process. Although univariate methods only look at previous recorded data for predictions, there is usually a tradeoff between accuracy, cost and speed of the prediction methods.
Literature Review
Multivariate solar prediction methods have already been significantly investigated in the literature [3] [4] [5] [6] [7] [8] [9] . In the Global Energy Forecasting Competition, 12 weather variables from the European Centre for Medium-range Weather Forecasts (ECMWF) were made available to the participants to generate probabilistic forecasts of three solar farms in Australia; the proposed methods are summarized in Ref. [10] . Besides, the performances of different multivariate solar prediction methods have also been investigated and compared in several publications. Authors in Ref. [11] study eleven multivariate solar prediction methods and evaluate their performances by accuracy metrics, mean RMSE (Root Mean Square Error) confidence intervals and Box Plots describing RMSE distribution. In Ref. [12] the artificial intelligence approach is compared with a physical approach based on an error assessment criterion. Although, multivariate solar prediction methods have been noticeably studied in the literature, univariate solar prediction methods are presented only in a few publications.
Univariate model-based methods can be divided into linear models, mainly including autoregressive and autoregressive moving average models [13] , and nonlinear models such as artificial neural networks [14] , support vector machine with kernel trick [15] , decision tree [16] , wavelet-based methods [17] , Markov regime switching model [18] , and k-nearest neighbors (kNN) [16] . Although nonlinear models (compared to linear models) seem to be more accurate in terms of capturing the nonlinear characteristic and time varying behavior of solar power generation, these methods generally take a longer time for training/tuning parameters and easily fall into local minimum.
On the other hand, univariate prediction methods can be categorized based on the prediction horizon ranging from super-short-term (with about a minute ahead) to super-long-term prediction (with more than a year) prediction horizon in the future. Although a limited number of publications in the literature put emphasis on the super-short-term prediction timeframe, this type of prediction is useful for real time control of renewables, regulation actions and power quality enhancement. Short-term prediction methods are suitable for economic load dispatch planning or load increment/decrement decisions, and long-term prediction is normally valuable for unit commitment decisions, reserve requirement decisions, and maintenance scheduling to obtain optimal operating cost [17] . In Ref. [19] , the short-term univariate prediction based on an autoregressive model and a method called the sieve bootstrap are proposed. This non-parametric method develops a full predictive density for Global Horizontal Irradiation (GHI) without imposing any parametric assumptions on the underlying distribution structure of GHI. Authors in Ref. [20] employ a hybrid solar power prediction method for super-short-time prediction. The objective of the latter paper is to predict one step-ahead solar power generation (minutely) based only on historical solar power time series data. Long-term solar prediction is investigated in Ref [17] ; it develops a 1-day-ahead forecasting model based on an artificial neural network with tapped delay lines. In Ref. [21] super-long-term solar prediction is discussed; it targets the seasonality variations of solar potential for the generation of electric and thermal powers. Article [21] discussed the impact of seasonal sunlight variation on predictions of the solar-aeolic potential for power generation by developing time series models for the analysis of insolation using daily data, transformed into monthly averages.
Objective of the Study
The objective of this paper is to study the commonly used machine learning algorithms and evaluate their performance with respect to accuracy, training time, and prediction time, in order to develop a fast and super-short-term solar prediction method, based on univariate (endogenous) data, for serving as part of a real time dynamic control system. In control applications, it is important to act based on accurate, reliable and timely information. Since there is always a tradeoff between accuracy and speed, it is imperative to understand which prediction approach outperforms the others depending on the weight of accuracy and speed in different control applications.
Innovative Contribution
In this paper, four well-known algorithms including ARIMA, KNN, SVR, and RF are deployed for fast, super-short-term, univariate prediction of solar power. In order to maximize the use of available data while preserving the temporal order in time series data, the modified version of the blocked cross-validation is proposed for parameter selection. The selected prediction algorithms also allow comparing the performance of online-based algorithms with offline-based algorithms. Two of the most common error definitions are chosen to compare the accuracy performances of the super-short-term prediction algorithms. The modified version of prediction algorithms are presented for fair comparison of algorithms. Finally, the training time, and prediction time for each approach are reported to compare the speed performance of prediction algorithms.
Paper Organization
The rest of this paper is organized as follows: Section 2 describes and formulates the prediction problem, Section 3 reviews the prediction algorithms applied on our solar power generation time series. Section 4 discusses the data, preprocessing of them, and the experiment setup. Section 5 reports the result of applying the prediction algorithms and then analyzes the results. Section 6 provides the conclusion and future work.
Problem Formulation
The objective is to predict solar power generation for the next step ahead based on the historical solar generation recorded data. Formally, it is assumed there is a function relating the predicted power and the past power:
where p(t) is the actual power generated by solar panel at time t,p(t) is the prediction of the generated power by solar panel at time t, and (p(t − i)) indicates the generated power in the past at time (t − i).
The main constraint for this application is that the whole process of measurement, communication, forecasting, and control action should take less than one interval of time in order to be useful for control applications. By assuming that the whole process except forecasting takes about half an interval, the forecasting part should take well below half an interval to guarantee enough time for measurement, communication and control.
As is the usual practice in forecasting, we are interested in finding an estimation of p(t) that optimizes performance (or error) criterion. There are a variety of different definitions of forecasting error in the literature. To this end, two of the most common error definitions are selected and results are reported in both: Symmetric Mean Absolute Percentage Error (SMAPE) and Mean Absolute Error (MAE). The SMAPE and MAE are defined as:
where N ts is the number of data points in the test set (defined below). Let S tr = {1, 2, . . . , N tr } and S ts = {N tr + 1, . . . , N} be two sets of indices for the training and test sets, respectively, where N is the total number of data points, and N tr is the number of data points in the training set which makes N ts = N − N tr . Later, in the parameter selection phase, parts of the training set will be treated as the validation set. The different methods used to select the validation set are further explained in the parameter selection section. In this paper, the most recent 10 percent of the data is used to evaluate the performance of the algorithm (test set). Note that the test dataset is not used in either parameter selection or training phase.
Applied Algorithms
The applied prediction algorithms in this paper benefit from machine learning algorithms commonly used in different disciplines [22] , and also a traditional Box-Jenkins model [23] . These algorithms have also been used in other forecasting applications such as demand forecasting within smart grid framework [24] . This section summarizes the applied algorithms.
K-Nearest Neighbor (kNN)
K-Nearest Neighbor is a well-recognized algorithm in the machine learning community [25] . Based on the kNN algorithm, each sample (training, test or validation) is composed of input and output pairs. In this application, the output is one-step ahead solar power generation, y(t) = p(t), and the input is the concatenation of the generation records for up to D prior data points, Figure 1b . D is the depth of input which will be determined through cross validation. This concatenation repeats for all of the dataset. That is, if there are N points in the dataset, there will be N − D + 1 of these input-output pairs (Figure 1a ). Note that it is possible to use only a subset of depths from 1 to D, i.e., D might be pointing to the last 24 h, but algorithm might end up picking the last and first hour of the previous 24-h window, discarding the 22 h in between. In this case, x(t) in Figure 1b will have a length of 120 (two sets of 60 min power values). Now, in order to find an estimate for y(t s ) where t s ∈ S ts is an instance of test set indices, first, the dissimilarity between x(t s ) and all other x(t r ), where t r ∈ S tr , is computed. Once the k closest x(t r ) to x(t s ) are identified, y(t s ) would be equal to the average of their matching y(t r ). Closeness could be defined as the negative of any dissimilarity measure. 
where is the number of data points in the test set (defined below). Let = {1,2, … , } and = { + 1, … , } be two sets of indices for the training and test sets, respectively, where is the total number of data points, and is the number of data points in the training set which makes = − . Later, in the parameter selection phase, parts of the training set will be treated as the validation set. The different methods used to select the validation set are further explained in the parameter selection section. In this paper, the most recent 10 percent of the data is used to evaluate the performance of the algorithm (test set). Note that the test dataset is not used in either parameter selection or training phase.
Applied Algorithms
K-Nearest Neighbor (kNN)
K-Nearest Neighbor is a well-recognized algorithm in the machine learning community [25] . Based on the kNN algorithm, each sample (training, test or validation) is composed of input and output pairs. In this application, the output is one-step ahead solar power generation, ( ) = ( ), and the input is the concatenation of the generation records for up to prior data points, ( ) = { ( − 1), ( − 2), … , ( − )} as it is shown in Figure 1b) . is the depth of input which will be determined through cross validation. This concatenation repeats for all of the dataset. That is, if there are points in the dataset, there will be − + 1 of these input-output pairs ( Figure 1a ). Note that it is possible to use only a subset of depths from 1 to , i.e., might be pointing to the last 24 h, but algorithm might end up picking the last and first hour of the previous 24-h window, discarding the 22 h in between. In this case, ( ) in Figure 1b ) will have a length of 120 (two sets of 60 min power values). Now, in order to find an estimate for ( ) where ∈ is an instance of test set indices, first, the dissimilarity between ( ) and all other ( ), where ∈ , is computed. Once the k closest ( ) to ( ) are identified, ( ) would be equal to the average of their matching ( ). Closeness could be defined as the negative of any dissimilarity measure. The Euclidean distance is used as a dissimilarity measure in this paper. Figure 2 illustrates the algorithm. The selection procedure for the parameter k is explained in parameter selection (Section 4.2).
The Euclidean distance is used as a dissimilarity measure in this paper. Figure 2 illustrates the algorithm. The selection procedure for the parameter is explained in parameter selection (Section 4.2). 
Support Vector Regression (SVR)
The notion behind SVR is to extend the Support Vector Machines (SVMs) concept to regression [26] . In SVM, there is no need to use all training data to form the decision boundaries, rather it turns out a few samples, namely Support Vectors, are enough to predict the class labels. One of the variants of Support Vector Regression algorithm is the -SV regression algorithm. In our problem, the forecasting of ( ) via -SV can be formulated as follows [27] :
where , * are Lagrange multipliers, ( ) is the input vector (as shown in Figure 1b ), ∈ ℛ and , is a kernel function. Examples of popular kernels are polynomial, , = < , > + , hyperbolic tangent, , = tanh < , > + (for some positive ), and Gaussian radial basis function, , = exp(− − ) for > 0. In this paper, function 'svm' in the package 'e1071' of the R programming language is used for prediction.
Random Forest (RF)
The Random Forest algorithm is a randomized aggregated ensemble of decision trees [28] . A decision tree, as the name suggests, is composed of decision nodes to accomplish a set of hierarchical rules and to predict the output value for an unseen input. However, decision trees model data with high variance (i.e., overfitting models) which, simply put, makes them ineffective in generalizing the learned rules. RF is one way to address this shortcoming by training not one tree but a collection of trees (hence forest) and adding randomness at different levels such as random sampling of the training dataset for each tree (hence randomness) [29] . RF has proved to be strong in classification and regression problems [30] . In this paper, function 'randomForest' in the package 'randomForest' of the R programming language is utilized.
Auto Regressive Integrated Moving Average (ARIMA)
In ARIMA approach which also is known as Box-Jenkins model, the predicted value of the future variables is modeled as a linear combination of the past values and noise terms [23] . The Auto Regressive (AR) portion models the contribution of the past values of the variable, while the Moving Average (MA) portion models the contribution of noise terms. The Integrated (I) part models the number of differences needed in order to transform the time series to a stationary time series [31] .
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∈{ ,…, } Figure 2 . k-Nearest Neighbor Algorithm.
Support Vector Regression (SVR)
The notion behind SVR is to extend the Support Vector Machines (SVMs) concept to regression [26] . In SVM, there is no need to use all training data to form the decision boundaries, rather it turns out a few samples, namely Support Vectors, are enough to predict the class labels. One of the variants of Support Vector Regression algorithm is the ε-SV regression algorithm. In our problem, the forecasting ofp(t) via ε-SV can be formulated as follows [27] :
where α i , α * i are Lagrange multipliers, x(i) is the input vector (as shown in Figure 1b) , b ∈ R and G x i , x j is a kernel function. Examples of popular kernels are polynomial,
Gaussian radial basis function, G x i , x j = exp(−γ x i − x j 2 ) for γ > 0. In this paper, function 'svm' in the package 'e1071' of the R programming language is used for prediction.
Random Forest (RF)
Auto Regressive Integrated Moving Average (ARIMA)
In ARIMA approach which also is known as Box-Jenkins model, the predicted value of the future variables is modeled as a linear combination of the past values and noise terms [23] . The Auto Regressive (AR) portion models the contribution of the past values of the variable, while the Moving Average (MA) portion models the contribution of noise terms. The Integrated (I) part models the number of differences needed in order to transform the time series to a stationary time series [31] . The ARIMA model is often specified by ARIMA(p, d, q); p, d and q are the order of the AR, I, and MA terms, respectively. Mathematically, ARIMA(p, d, q) for variable X(t) can be written as:
where L is the lag operator such that LX(t) = X(t − 1), ε(t) is a representative of the noise (or shock or error) contribution, and ϕ, θ are the coefficients of the model that need to be determined. For the problem in this paper, the formula can be rewritten as following:
Estimation of ϕs and θs is usually done by a fitting method like Maximum Likelihood (ML) estimation once the order of the model (i.e., determining p, d and q) is defined. However, selecting a proper order for the model is usually more challenging, and there is no best method for it. One approach is to use the correlation analysis of the time series and error terms through Autocorrelation Function (ACF) and Partial Autocorrelation Function (PACF). Useful suggestions exist for determining p and q based on ACF and PACF plots but it does not always give the best model [31] . After selecting the model and estimating the parameters using the aforementioned approaches, the fitness of the model to data is examined with criteria such as Akaike Information Criterion (AIC) or Bayesian Information Criterion (BIC) [22] . It is worth mentioning that a better AIC or BIC does not necessarily mean that the model has the least SMAPE or MAE.
In this study, the cross validation was employed to select the best model and determine the (p, d, q) tuple that minimizes the MAE. The ϕ and θ parameters were estimated over the training data for the optimum selected model and are utilized to forecast the test dataset. This paper uses 'auto.arima' function of the 'forecast' toolbox in the R programming language to select the model order and estimate the parameters [32] .
LinearRegression (LR)
This approach could be interpreted as intersection between ML approaches above (kNN, SVR, RF) and ARIMA: Output would be a linear combination of the historical values (Auto Regressive part from ARIMA) in the same format used for ML algorithm and presented in Figure 1 . Specifically, considering Figure 1b ,
where α, vector of coefficients, is determined by solving least squared error problem on the training set depicted in Figure 1a . We used 'lm' function of the 'stats' package in the R programming language for implementing this algorithm.
Persistent
Here, prediction for the next minute's power equals to the current power, i.e.,p(t + 1) = p(t). We have merely included this method as a base line for algorithm comparisons.
Simulation Setup
Data and Preprocessing
The prediction algorithms described in the previous section are applied to the recorded solar power from solar PV panels located on UCR campus. The data used in this paper have 1-min granularity and were recorded from 1 January 2015 to 31 December 2017; however, the measurement was not recorded for this entire time due to communication issues. Missing values and outliers have also been identified and treated. If there is a missing value, the constant imputation is used to substitute the value with zero. On the other hand, if there is more than one measurement in a given minute, the median of them has been used as the power value at that minute. As power generation is a positive value, negative values are considered outliers and are substituted with zero. There was no normalization or feature extracting from the data. is a positive value, negative values are considered outliers and are substituted with zero. There was no normalization or feature extracting from the data. Figure 3 shows sample recorded solar power data for a sunny day (12 February 2015) and a cloudy day (2 December 2014) with 1-min granularity. 
Parameter Selection
All combinatorial parameters need to be determined via cross validation including Depth ( ) and number of neighbors ( ) for kNN; the order of model for ARIMA( , , ); Depth ( ), the tradeoff coefficient , desired , kernel type and its corresponding parameters for the -SV; Depth ( ), minimum number of terminal nodes ( ), number of trees ( ), and number of variables randomly sampled at each split ( ) for RF algorithm; and finally Depth ( ) for LR.
One needs to carefully apply machine learning algorithms to time series forecasting problems, as cross validation might be challenging [33, 34] . We have adopted a modified version of the blocked cross-validation introduced in Ref. [35] that incorporates the benefits of both machine learning and time series forecasting literature.
In this version of blocked cross validation, training samples are not shuffled. First, blocks of minimum training data are selected. This is needed to train the first cross validation block. Then, cross validation blocks are selected without changing the order of the time series. The procedure is depicted in Figure 4 . with five validation blocks. The algorithm is initially trained on {T1, T2} blocks and is validated on the V1 block; then, it is trained on {T1, T2, V1} blocks and validated on the V2 block, and so on, up until training on {T1, T2, V1, …, V4} and evaluating on V5 block. The advantage of this cross validation method is using the maximum available data compared with the last block validation method and simultaneously preserving the temporal order in time series data. 
All combinatorial parameters need to be determined via cross validation including Depth (D) and number of neighbors (k) for kNN; the order of model for ARIMA(p, d, q); Depth (D), the tradeoff coefficient C, desired ε, kernel type and its corresponding parameters for the ε-SV; Depth (D), minimum number of terminal nodes (n s ), number of trees (n t ), and number of variables randomly sampled at each split (m) for RF algorithm; and finally Depth (D) for LR.
In this version of blocked cross validation, training samples are not shuffled. First, blocks of minimum training data are selected. This is needed to train the first cross validation block. Then, cross validation blocks are selected without changing the order of the time series. The procedure is depicted in Figure 4 . with five validation blocks. The algorithm is initially trained on {T1, T2} blocks and is validated on the V1 block; then, it is trained on {T1, T2, V1} blocks and validated on the V2 block, and so on, up until training on {T1, T2, V1, . . . , V4} and evaluating on V5 block. The advantage of this cross validation method is using the maximum available data compared with the last block validation method and simultaneously preserving the temporal order in time series data. is a positive value, negative values are considered outliers and are substituted with zero. There was no normalization or feature extracting from the data. Figure 3 shows sample recorded solar power data for a sunny day (12 February 2015) and a cloudy day (2 December 2014) with 1-min granularity. 
In this version of blocked cross validation, training samples are not shuffled. First, blocks of minimum training data are selected. This is needed to train the first cross validation block. Then, cross validation blocks are selected without changing the order of the time series. The procedure is depicted in Figure 4 . with five validation blocks. The algorithm is initially trained on {T1, T2} blocks and is validated on the V1 block; then, it is trained on {T1, T2, V1} blocks and validated on the V2 block, and so on, up until training on {T1, T2, V1, …, V4} and evaluating on V5 block. The advantage of this cross validation method is using the maximum available data compared with the last block validation method and simultaneously preserving the temporal order in time series data. The number of neighbors (k) varied between 1 and 10 for kNN. In addition, in the "auto.arima" function, maximum of p and q was set to 5 and 8 respectively. Parameter d was picked by the auto.arima function based on the Kwiatkowski-Phillips-Schmidt-Shin (KPSS) test [32] . The candidates for our SVR kernel are linear, polynomial, sigmoid, and radial basis kernels. Other than kernels, the selection of parameters for SVR are: ε ∈ {0.01, 0.1} and C = {0.1, 1}, where the bold parameter is the default value in the relevant R package. More details of the parameter determination in an SVR model can be found in Ref. [36] . Regarding RF, the parameters are the number of trees, nt ∈ {200, 500}, number of variables at each node to consider for splitting, m ∈ 
Results and Analysis
Results
We picked 4 weeks in four seasons as test samples. For each of the test samples, we trained the models with about 1.5 years of data ending immediately before that week. For instance, when predicting the week of 8 February to 15 February 2017, training data was from August 2015 all the way to 6 February 2017. We used five blocks in the cross-validation procedure. Figure 5 shows the SMAPE and MAE for each algorithm in four seasons while Table 2 shows the optimum selected parameter for each algorithm. According to Figure 5 , kNN has the best overall performance. Its relative error, SMAPE, is significantly better than the other algorithms and its absolute error, MAE, is comparable with RF and SVR's MAE. Although all three kNN, SVR, and RF algorithms have comparable absolute errors (MAE), their relative error (SMAPE) is very different. This phenomenon has been discussed in depth in the Analysis subsection of this paper. ARIMA fails to accurately predict according to both criteria, which is not unexpected since the model is essentially AR and only relies on the past five observations and does not capture any periodicity. LR, however, uses the same structure for input features as other ML algorithms and, therefore, is forced to use daily and annual periodicity which leads to much better performance than ARIMA which is generated by using auto.arima package in R. (MAE), their relative error (SMAPE) is very different. This phenomenon has been discussed in depth in the Analysis subsection of this paper. ARIMA fails to accurately predict according to both criteria, which is not unexpected since the model is essentially AR and only relies on the past five observations and does not capture any periodicity. LR, however, uses the same structure for input features as other ML algorithms and, therefore, is forced to use daily and annual periodicity which leads to much better performance than ARIMA which is generated by using auto.arima package in R. As Table 2 shows, the selected depth for all the algorithms is rather short, i.e., in kNN, SVR, and RF the prediction is made by looking at the last 10 min of observations along with the corresponding 10 min 24 h ago as well as a year ago. Even p in ARIMA (the order of Auto-Regressive model) has been selected as five, which is equivalent to considering the last 5 min of values. Hence, once again, optimum parameter selection emphasizes the importance of local patterns in short-term times series prediction rather than global patterns.
As mentioned earlier, the prediction process should not take more than a few seconds, so that the entire control process can finish in 1 min. Table 3 shows the execution time for each algorithm once they are provided with the query. Clearly, all algorithms are able to respond to the query in less than a fraction of a second, which is well below a few seconds limit. It is noteworthy to mention the higher response time for kNN, as it is considered a lazy learning (or Instance-based) algorithm, such As Table 2 shows, the selected depth for all the algorithms is rather short, i.e., in kNN, SVR, and RF the prediction is made by looking at the last 10 min of observations along with the corresponding 10 min 24 h ago as well as a year ago. Even p in ARIMA (the order of Auto-Regressive model) has been selected as five, which is equivalent to considering the last 5 min of values. Hence, once again, optimum parameter selection emphasizes the importance of local patterns in short-term times series prediction rather than global patterns.
As mentioned earlier, the prediction process should not take more than a few seconds, so that the entire control process can finish in 1 min. Table 3 shows the execution time for each algorithm once they are provided with the query. Clearly, all algorithms are able to respond to the query in less than a fraction of a second, which is well below a few seconds limit. It is noteworthy to mention the higher response time for kNN, as it is considered a lazy learning (or Instance-based) algorithm, such that no learning has been performed unless a query is received. Therefore, it is not surprising if it takes longer, as the other algorithms are trained offline but kNN is not. Note that for each query, kNN searches the whole training data set and as data grows, the response time will increase too. The 103 milli-seconds is for searching in about 1.5 years of data. Furthermore, the training time for other algorithms (and the parameter selection time for kNN), which could take a couple of hours, is not factored in, in Figure 6 . The training/parameter selection can be done offline and periodically (every week in this paper) so it should not interfere with the querying part. Depending on the computation cost, running the training/parameter selection more often will generate the same or better accuracies. The training time for each algorithm is reported in Table 4 , which is the amount of time needed for training after best parameters are determined according to the approach described in Section 4.2. Unsurprisingly, the training time increases with the increase in the complexity of the model, hence kNN gets the lowest training time and RF gets the highest. Please note that the reported timings might change depending on the computation hardware and should be used as relative guide between algorithms. that no learning has been performed unless a query is received. Therefore, it is not surprising if it takes longer, as the other algorithms are trained offline but kNN is not. Note that for each query, kNN searches the whole training data set and as data grows, the response time will increase too. The 103 milli-seconds is for searching in about 1.5 years of data. Furthermore, the training time for other algorithms (and the parameter selection time for kNN), which could take a couple of hours, is not factored in, in Figure 6 . The training/parameter selection can be done offline and periodically (every week in this paper) so it should not interfere with the querying part. Depending on the computation cost, running the training/parameter selection more often will generate the same or better accuracies. The training time for each algorithm is reported in Table 4 , which is the amount of time needed for training after best parameters are determined according to the approach described in Section 4.2. Unsurprisingly, the training time increases with the increase in the complexity of the model, hence kNN gets the lowest training time and RF gets the highest. Please note that the reported timings might change depending on the computation hardware and should be used as relative guide between algorithms. In this paper, the simulations have been performed with RStudio version 1.1.423 on an Intel Core i-7 CPU at 2.50 GHz with 16 GB RAM. RStudio is running under R version 3.4.3.
Analysis
The results reveal interesting characteristics of each of the applied algorithms. The low SMAPE of the kNN algorithm can be justified as follows: According to (2), SMAPE is 100% when either the predicted or actual value (and not both of them) is equal to zero. Considering that in kNN the prediction is always an instance of the past data and the fact that there are lots of zeros in a 24-h period (especially at night, refer to Figure 3 ), there will be lots of instances that actual power and the prediction are zero, hence yielding a SMAPE equal to zero. However, in other algorithms, as more arithmetic is involved, chances are that their prediction for night time is a very small number but not exactly zero, which makes the SMAPE of that time equal to 100%. However, this type of error in prediction has a lot less effect on MAE measure; therefore, MAE for other algorithms is much better compared to MAE for kNN.
In order to address the discrepancy in SMAPE, the modified version of SVM, RF, and ARIMA algorithms are proposed where the small predicted values in the algorithms are set to zero. In this application, since the peak of the values is in the range of 75 kW and the first value after night hours is in the order of 300 W, the threshold is set to 250 W. With this modification, the results are depicted in Figure 6 .
Thresholding the predicted values almost does not change the MAE, but changes the SMAPE for SVR and RF drastically. In case of ARIMA, as the minimum of predicted values is around 5 kW, thresholding with 250 W would not change the predicted values and error measurements.
When considering the thresholding, RF generates the best results with respect to both MAE and SMAPE measurements; however, kNN is following very closely in both measures. In order to have a concrete measure of statistical significance between these algorithms, we have applied Diebold-Mariano test [37] to prediction residuals. Table 5 shows the results of Diebold-Mariano test on pairs of the algorithms. The test has been performed on concatenating all the residuals from four seasons per each algorithm. Thus, for each algorithm, the residuals of the 4 weeks mentioned in Table 1 (1 week of each season) form the residual vector which contains 40,320 (4 × 7 × 24 × 60) samples. With choice of α = 0.01, any value less than 0.01 in entry (alg1, alg2) of Table 4 means that the forecasts of alg1 are statistically, significantly more accurate than those of alg2. For instance, persistent is statistically significantly more accurate than the ARIMA model or RF is statistically significantly more accurate than all other algorithms. Also, all applied algorithms except ARIMA are statistically significantly more accurate than the persistent model.
Considering that parameter selection for kNN will be relatively faster (according to Table 2 , SVR and RF both have four parameters to select while kNN only has two), it could be a suitable substitute for RF, when the simplicity of the algorithm is required.
Conclusions
In this paper, four well-known algorithms including ARIMA, KNN, SVR, and RF, for fast and super-short-term prediction of solar power generation have been investigated and compared. The goal is to predict the solar-generated power one-step ahead to be used in dynamic control of solar + energy storage systems for solar intermittency compensation. Due to fast response criterion of prediction, the prediction algorithms only rely on historical values of the time series and compare local temporal patterns to make the prediction. To this end, the obtained data from UCR PV panels is cleansed and treated with respect to missing values and outliers. A modified version of the blocked cross-validation, which maximizes the use of available data while preserving the temporal order in time series data, is proposed to design the prediction parameters of each algorithm. In the parameter selection phase, based on the obtained results for all investigated algorithms, the optimum depth of data required for prediction (the one that results in a lower MAE) is obtained which is the last 10 min along with the corresponding 10 min from 24 h ago as well as a year ago. The selection of these short intervals around current moment, daily, and annual periodicities points out the importance of local patterns rather than global patterns in super-short-term time series prediction.
The results of solar prediction using the studied algorithms imply that the performance of each algorithm under different error definition might be different. For example, kNN is the best algorithm when considering SMAPE while RF is the best when it comes to MAE criterion. Therefore, it is important for a system designer to pick an error measurement that models their concerns/costs of the problem properly. In this application, the comparison results show that the machine learning-based algorithms (SVR, RF, and kNN) outperform the traditional ARIMA and trivial persistent algorithms considerably according to MAE and SMAPE criteria. Among the investigated machine learning-based algorithms, RF and kNN outperformed the SVR algorithm, while kNN needs less parameters to be tuned and hence will result in a simpler system. 
