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Based on quantum-mechanical path-integral molecular dynamics simulations the impact of nuclear
quantum effects on the vibrational and hydrogen bond dynamics in liquid water is investigated.
The instantaneous fluctuations in the frequencies of the O-H stretch modes are calculated using the
wavelet method of time series analysis, while the time scales of the vibrational spectral diffusion
are determined from frequency-time correlation functions, joint probability distributions, as well as
the slope of three-pulse photon echo. We find that the inclusion of nuclear quantum effects leads
not only to a redshift of the vibrational frequency distribution by around 130 cm−1, but also to an
acceleration of the vibrational dynamics by as much as 30%. In addition, quantum fluctuations also
entail a significantly faster decay of correlation in the initial diffusive regime, which is agreement
with recent vibrational echo experiments.
PACS numbers: 31.15.-p, 31.15.Ew, 71.15.-m, 71.15.Pd
I. INTRODUCTION
The significance of liquid water in several physical,
chemical, biological, atmospheric and geophysical rele-
vant processes has been extensively studied [1, 2, 4].
Many of its anomalous properties and rich phase diagram
are believed to be a consequence of the temporally and
spatially fluctuating hydrogen bond (HB) network, which
itself is strongly correlated with the vibrational frequency
of the O-H/O-D stretch modes present in liquid water
[1–4]. Therefore, several non-linear spectroscopic exper-
iments like three-pulse photon echo peak shift (3PEPS)
and two-dimensional infrared spectroscopy (2D-IR) have
been conducted to probe the rapid modulation of vibra-
tional frequencies of the O-H/O-D modes [5–13]. Also, a
large number of numerical simulations have analyzed the
vibrational and HB dynamics using empirical and ab-
initio interactions potentials [14–29]. However, due to
fact that water predominantly consists of light hydrogen
atoms, the quantum-mechanical zero point energy (ZPE)
and tunnelling effects have to be explicitly taken into ac-
count to yield the correct behavior of aqueous systems.
The path-integral molecular dynamics (PIMD) method
provides a particularly convenient way to efficiently in-
corporate nuclear quantum effects (NQE) within atom-
istic simulations [30, 32–35, 59]. Yet, although the impor-
tance of NQE in chemical processes involving hydrogen
atoms, solvated protons, hydroxide ions and water itself
∗ tdkuehne@mail.upb.de
have been duly acknowledged, the extent and magnitude
of the impact on different static and dynamic properties
is still ambiguous [36–42].
Recent experimental techniques such as deep inelastic
neutron scattering (DINS) [43–45] allows to determine
the proton and oxygen momentum distribution functions,
as well as the quantum kinetic energies, which provide a
direct estimation of NQE. Similarly, isotopic substitution
effects on the structure, translational and orientational
diffusion constants, dielectric relaxation times and viscos-
ity have been looked at to estimate NQE in H2O relative
to D2O [3, 46–48]. For instance, it has been shown exper-
imentally that the proton diffusion gets reduced by a fac-
tor of 1.5 upon deuteration [49]. However, a recent com-
putational study suggested the absence of NQE in the sol-
vation of monovalent ions like Li+ and F− [50], whereas
previous simulations have reported that the inclusion of
NQE leads overall to a weakened HB network and conse-
quently to a less structured liquid [26, 33, 51, 52, 62–64].
In particular, earlier theoretical studies claimed that the
inclusion of NQE leads to a faster diffusion of up to 50%,
while more recent PIMD simulations found that these
effects are substantially smaller due to a sizable competi-
tion between inter- and intramolecular NQE [26, 52, 62–
64].
However, the role of NQE on the vibrational dy-
namics of liquid water and especially the relation be-
tween the frequency-time correlation function (FTCF)
and non-linear observables extracted from vibrational
echo spectroscopy is as yet not well understood. Thus, in
the present study, the instantaneous fluctuations of the
ground state frequencies are computed using the wavelet
2method of time series analysis. Specifically, we determine
the frequency fluctuation dynamics using the FTCF and
the slope of three-pulse photon echo (S3PE) that is ana-
logue to 3PEPS, which is calculated within the second
order cumulant approximation. The computed spectral
diffusion time scales are compared with a recent peak
shift experimental study. Moreover, the HB lifetime and
reorientation time scales, as well as the time-dependent
frequency probability distribution, three-point frequency
correlation and frequency structure correlation functions
are computed.
II. COMPUTATIONAL DETAILS
In the present work, we have performed PIMD simu-
lations in the canonical NVT ensemble consisting of 216
water molecules using the flexible q-TIP4P/F force-field
of Habershon and coworkers [26, 52, 53]. However, at
variance to modern many-body and machine-learning-
based potentials [54–58], the employed water model is
neither polarizable, nor able to simulate chemical reac-
tions that may take place in water [59–61]. All of the
simulations were conducted in a periodic cubic box of
length L = 18.64 Å, which corresponds to the experi-
mental density of liquid water at ambient conditions. Pe-
riodic boundary conditions were applied using the min-
imum image convention. Short-range interactions were
truncated at 9 Å and the Ewald summation technique
was employed to calculate the long-range electrostatic
interactions. The ring-polymer contraction scheme with
a cutoff value of σ = 5 Å was used to reduce the electro-
static potential energy and force evaluations to a single
Ewald sum, in order to significantly accelerate the cal-
culations [52]. Specifically, p = 32 ring-polymer beads
were employed, while the computationally expensive part
of the electrostatic interactions were contracted to just
the centroid. Contrary to the original PIMD scheme,
the partially adiabatic centroid MD technique permits
to approximate dynamical quantities within the path-
integral framework [65]. By modifying the elements of
the Parrinello-Rahman mass matrix, the effective masses
of the imaginary-time ring-polymer beads are chosen so
as to recover the correct dynamics of the centroids, while
allowing for integration time-steps close to the ionic reso-
nance limit. The temporal evolution of the ring-polymer
was performed analytically in the normal mode repre-
sentation by a multiple time-step algorithm using a dis-
cretized time-step of 0.5 fs for the intermolecular and
0.1 fs for the intramolecular interactions [66]. Therewith,
all systems were initially equilibrated for 20 ps followed
by production runs of 100 ps each. For comparison, an
additional simulation with classical nuclei with p = 1 was
performed.
Figure 1. Distribution function g(θOO, φOO) describing the
probability of finding a molecule in a certain region of space
in spherical coordinates: dark blue color is associated with
regions of high probability. The contour for g(θOO, φOO) =
0.01 is shown for the first four neighbors (dashed line) together
with that of the first (orange), second (red), third (green)
and fourth neighbours (blue). The axis chosen to study the
positions are exhibited at the top of the figure.
III. RESULTS AND DISCUSSION
A. Structure and Reorientational Dynamics
The local structure of liquid water is investigated us-
ing the angular distribution functions by associating an
axis set to each molecule, where the Z axis is oriented
along the dipole of each water molecule, whereas the X
axis is set perpendicular to the H-O-H plane and the Y
axis orthonormal to the X and Z directions using the
analysis program ANGULA [67], as illustrated in Fig. 1.
The most predominant configurations are visualized in
terms of the distribution function g(cos(θOO), φOO) that
describes the position of a neighboring oxygen atom with
respect to the vector connecting both oxygen atoms, as
shown in the inset of Fig. 1. The HB acceptor molecules
are located in the northern (cos(θOO) > 0) and HB
donors in the southern hemisphere (cos(θOO) < 0). The
corresponding results, which are consistent with a tetra-
hedral structure of the first solvation shell, are presented
in Fig. 1. Since the impact of NQE in this quantity is
unnoticeable, the results of the classical MD simulation
(p = 1) are not shown explicitly. However, in Fig. 2,
where the intramolecular O-H bond distance is shown,
not only a clear distinction between the distances of HB
3Figure 2. Probability distribution functions for the in-
tramolecular O-H bond length of the HB acceptor (black) and
HB donor (blue) molecules. The continuous lines denote the
results of the quantum-mechanical PIMD simulation, whereas
the dashed lines corresponds to the classical MD simulation.
donors and acceptors, but also a significant NQE can be
detected. More precisely, the O-H bond length of the
HB accepting molecules is throughout larger, which is
a consequence of the previously recognized asymmetry
between the HB donor and acceptor distances [68–70].
This asymmetry is consistent with the well-known fact
that the distribution of electron acceptors around a water
molecule is more disordered than that of the donors [71].
This phenomenon can be attributed to the existence of
the so-called “negativity track” between the lone pairs of a
water molecule, which facilitates the disordered motion of
electron acceptors around the central donor [72, 73] Fur-
thermore, the inclusion of NQE entails a general increase
in the average O-H bond length that again is consistent
with previous results [26, 52]. Looking at the HB angle β
as a function of the intermolecular O· · ·O distance RO···O
(see Fig. 3), we find that the average distances are only
slightly affected by NQE.
For the purpose to study the reorientational dynamics
of liquid water, we utilize the orientational time correla-
tion function
C
µ
2 (t) = 〈P2 [µ(0) · µ(t)]〉 , (1)
where µ(t) is the orientation of the molecular dipole vec-
tor at time t and P2 the second-order Legendre polyno-
mial. The integrated time scale of the orientational time
correlation function, which is shown in Fig. 4, gives the
average time of the loss of correlation in the reorienta-
tional dynamics. For liquid water, the time scales of the
orientational correlation function of the molecular dipole
vectors is found to be 3.49 ps for the classical MD and
2.91 ps for the PIMD simulations, respectively. This is to
say that the reorientational dynamics is accelerated due
to NQE by as much as 17%, which is in agreement with
recent studies of others [62, 64].
Figure 3. Intermolecular O· · ·O distance RO···O as a function
of the HB angle β from classical MD (top panel) and PIMD
(bottom panel) simulations.
Figure 4. Orientational time correlation function of the molec-
ular dipole vector of liquid water, as computed by MD and
PIMD simulations.
B. Frequency Fluctuation Dynamics
The instantaneous fluctuations of the ground state fre-
quencies of the intramolecular O-H modes are computed
by means of the wavelet method of time-series analy-
sis, whose computational details are described elsewhere
[19, 27, 74]. Here, we only briefly reiterate the underlying
principles of the wavelet method that a time-dependent
function can be expressed in terms of translations and
4Figure 5. Vibrational frequency distributions of the O-H
stretching modes of liquid water from (a) classical MD and (b)
quantum-mechanical PIMD simulations. (c) Time-dependent
decay of the FTCF as obtained by the MD and PIMD simu-
lations, as well as experimental measurements of Ref. 76.
dilations of a mother wavelet
ψa,b(t) = a
−
1
2ψ
(
t− b
a
)
, (2)
where the coefficients of the wavelet expansion are given
by the wavelet transform of f(t), i.e.
Lψf(a, b) = a
−
1
2
∫ +∞
−∞
f(t)ψ¯
(
t− b
a
)
dt. (3)
Herein, a and b are both real quantities with a > 0.
For the mother wavelet, the so-called Morlet-Grossman
form is employed [75]. Moreover, the inverse of the scale
factor a is proportional to the frequency over a time win-
dow around b. The time-dependent function f(t) is con-
structed so as to be a complex function with its real and
imaginary parts corresponding to the instantaneous bond
length and momentum of a O-Hmode projected along the
O-H bond. This method is then applied to all the O-H
modes present in a given system.
The distributions for the classical and quantum water
systems are exhibited in Figs. 5(a) and 5(b), respectively.
The mean frequency of the O-H stretch oscillations as
obtained by the classical MD and quantum-mechanical
PIMD simulations are 3539 cm−1 and 3412 cm−1, respec-
tively. Thus, the inclusion of NQE results in a redshift
of 127 cm−1. The FTCFs, which are shown in Fig. 5(c),
captures the time scales on which the system loses its
memory of the initial vibrational state and are defined as
C(t) = 〈δω(0) · δω(t)〉 , (4)
where δω(t) is the instantaneous frequency fluctuation at
time t. Moreover, the observables of multidimensional
vibrational spectroscopies are also correlated with the
system’s FTCF. We see that the FTCF for both water
systems exhibits a rather distinct decay pattern with a
fast short-time decay in the first 100 fs, followed by a
longer decay that extends up to a few picoseconds. For
Figure 6. Joint probability distributions of finding the O-H
stretching frequencies ω1 and ω3 of liquid water at a time
delay of t2 from MD (top) and PIMD (bottom) simulations.
the purpose of extracting the time scales, the raw data
of the MD and PIMD simulations are represented by a
least-squares fit to the following bi-exponential function
f (t) = a0exp
(
−
t
τ0
)
+ (1 − a0)exp
(
−
t
τ1
)
, (5)
where τ0 and τ1 are two characteristic time constants.
The smaller of the two is generally attributed to the re-
arrangement of the HB network, while the larger is asso-
ciated with the diffusive regime. The former is found
to be 1.55 ps and 1.11 ps for the classical MD and
PIMD simulations, respectively. Similarly, the dynamics
in the diffusive regime is also accelerated due to NQE,
which manifests itself in a large broadening of the time-
dependent frequency probability distribution function of
the PIMD simulation on rather short time scales within
the sub-fs domain. While previous studies have shown
that NQE can fasten the dynamics in liquid water by
15% [62, 64], we find that the vibrational dynamics is
accelerated by nearly 30%. Moreover, we compare the
computed FTCFs of the two simulations with the FTCF
as obtained by mid-infrared spectroscopic measurements
[76]. As is apparent from Fig. 5(c), the inclusion of NQE
systematically improves the agreement with the experi-
mental FTCF, both at short and long time scales.
The temporal evolution of the frequency fluctuations
is analyzed by means of the joint probability distribu-
tions of finding the O-H stretching frequencies ω1 and ω3
separated by a time delay of t2. It is shown in Fig. 6
and enables to qualitatively determine the time scales of
spectral diffusion. As a consequence, at short time de-
lays, the distributions are localized around the diagonal,
but gradually evolve into a completely delocalized spher-
ical distribution within a time delay that corresponds to
the time scales of the loss of frequency correlation. While
this dephasing occurs for both water systems on quali-
tatively similar time scales, it is nevertheless happening
faster and the distributions are generally slightly broader
in the PIMD simulation.
5Figure 7. Time-dependent decay of the three-point correlation
function as function of t2 and t4, as computed by MD (left
panel) and PIMD (right panel) simulations.
Recent non-linear spectroscopic experiments such as
3D-IR spectroscopy have enabled the determination of
three-point frequency correlation functions, which cap-
ture the differential dynamics of water molecules in dif-
ferent solvent environments [77]. In particular, it was
demonstrated that these correlation functions obey ini-
tial oscillations with a change in sign, which can be at-
tributed to the difference in the dynamics of the modes
above and below the mean frequency of the absorption
spectrum. Here, we have calculated the three-point fre-
quency correlation functions, which are defined as
C(t2, t4) = 〈δω(0) · δω(t2) · δω(t2 + t4)〉 , (6)
based on our MD and PIMD simulations, as depicted in
Fig. 7. We find that although initial short time scale os-
cillations can be observed for both cases, the oscillations
are generally much more pronounced and extend over a
longer duration of time if NQE are explicitly taken into
account. This implies the existence of a differential dy-
namics of water molecules above and below of the mean
frequency that is not short ranged.
In order to elucidate the origin of the longer of the
two time scales of the frequency correlation function,
we have calculated the HB dynamics using a continu-
ous HB correlation function approach [78–81]. Specifi-
cally, in Fig. 8, the HB time correlation function SHB(t),
which denotes the probability that an initially H-bonded
pair of water molecules remains continuously intact un-
til time t, is presented for both systems. A HB between
two water molecules is defined according to the criterium
of Luzar and Chandler [82]. The HB lifetime τHB is
set to the long-time decay constant τ1 as obtained by a
least-squares fit to the bi-exponential function of Eq. 5.
For the MD and PIMD simulations, τHB is 1.51 ps and
1.2 ps, respectively, which is in reasonable agreement
with the slow decay component of the FTCF. Since the
modulations in the vibrational frequencies of the O-H
modes are influenced by its H-bonded partners, we cal-
culate the time-dependent decay of fluctuations with re-
Figure 8. Time-dependent decay of the continuous HB corre-
lation function of the molecular dipole vector of liquid water
from classical and quantum-mechanical calculations.
Figure 9. Time-dependent decay of the instantaneous fluctu-
ations with respect to (a) RO−H···O and (b) RO···O , as deter-
mined by MD and PIMD simulations.
spect to the RH−O···H and RO···O distances, as shown
in Figs. 9(a) and 9(b). The time scales of decay of the
two correlation functions is again determined using a bi-
exponential least-squares fit function in analogy to Eq. 5.
The fast decay component τ0 of the fit function extends
up to a few hundred femtoseconds, whereas the slower
decay component τ1 decays on a piccosecond time scale
and is attributed to the loss of structural correlation.
In the case of the classical MD simulation, the slower
component of decay for 〈δRH−O···H(0)δRH−O···H(t)〉 is
1.38 ps and 1.36 ps for 〈δRO···O(0)δRO···O(t)〉. Adding
NQE, the former reduces to 1.06 ps, while the latter
amounts to 1.08 ps. A key feature in the decay of
〈δRO···O(0)δRO···O(t)〉 is a strong oscillatory behavior
in the 100 fs regime, which has also been reported in
previous experimental measurements [76]. In any case,
this implies that the initial oscillatory pattern seen in
the experimental FTCFs is predominantly due to the
underdamped motion of intact H-bonded O · · ·O pairs,
6Figure 10. Frequency structure correlation between the in-
stantaneous vibrational frequency of the O-H stretch mode
as function of RH−O···H , RO···O and the angle θO−H···O from
MD (top panel) and PIMD (bottom panel) simulations.
whereas the long-term decay can be effectively described
using either of the local structure parameters.
Along similar lines, the correlation between the vibra-
tional frequencies and the spatial evolution of the lo-
cal HB network can also be elucidated using the fre-
quency structure correlation distributions. Specifically,
in Fig. 10, the frequency structure correlation distri-
butions of the instantaneous vibrational frequency as a
function of RO···H , RO···O and θO−H···O are shown for
the classical, as well as for the quantum water systems.
We observe that the modulations in the vibrational fre-
quencies the O-H modes are strongly influenced by its
HB partners. Due to the fact that the inclusion of NQE
results in a less structured liquid, it is not surprising
that the results of the PIMD simulation possess a larger
spreading of the vibrational frequencies as a function of
RO···H than the classical MD simulation.
Non-linear spectroscopic techniques such as 3PEPS
and 2D-IR have illustrated the ability to extract the fre-
quency correlation loss. Within theoretical studies sev-
eral analogues of the peak shift such as the S3PE have
been proposed. It is obtained from the integrated echo
intensity, which is given as
I(t1, t2) =
∫
∞
0
dt3
∣∣∣∣∣
3∑
i=1
Ri(t1, t2, t3)
∣∣∣∣∣
2
, (7)
where the the response functions Ri(t1, t2, t3) are calcu-
lated within the second order cumulant approximation
[83, 84]. To extract the frequency correlation function
from the integrated echo, we calculate the initial slope of
the integrated three-pulse echo intensity, known as the
short-time slope of the three-pulse echo or S3PE [85–87],
which can be mathematically expressed as
S(t2) =
∂I(t1, t2)
∂t1
|t1=0 . (8)
The normalized frequency-time correlation function is
then given by
C(t2) =
S(t2)
S(0)
. (9)
Figure 11. (a) Integrated echo intensity I(t1, t2) as function
of t1, as obtained by PIMD. (b) Time-dependent decay of the
S3PE from the classical and quantum-mechanical simulations.
The integrated echo intensity as a function of t1 is given
in Fig. 11(a), while the time-dependent decay of the
S3PE as a function of t is shown in Fig. 11(b). The
time scales for the loss of correlation are computed us-
ing a least-squares fitting to a bi-expontential function
as shown in Eq. 1. For the classical MD simulation, the
slower of the two time constants is 1.87 ps, but reduces
to 1.48 ps upon the inclusion of NQE. Even though the
time scales are not in quantitative agreement with the
afore reported time scales of the loss of memory on the
initial vibrational state, the overall trend is essentially
identical. Again, the inclusion of NQE leads to an accel-
eration of the vibrational dephasing rates by as much as
30%.
IV. SUMMARY
To summarize, we have in-depth studied the impact
of NQE on the vibrational dynamics of liquid water us-
ing by means of PIMD simulations. We found that NQE
generally reduces the time scales of frequency correlation
by around 30%. Moreover, apart from reducing the over-
all time scales of the loss of frequency correlation, these
quantum fluctuations also entails a significantly faster
decay of correlation in the initial diffusive regime. The
results were found to be in reasonable agreement with
previous vibrational echo experiments [76]. Furthermore,
a redshift of the vibrational frequency distribution by ap-
proximately 130 cm−1 is also observed. The trends seen
in the decay of the vibrational correlation were reaffirmed
by the calculation of the S3PE. While the computed time
scales were not in quantitative agreement, they do pre-
dict an essentially identical trend of fastening the vibra-
tional dynamics by as much as 30%. The HB lifetime
calculations also show that the average HB lifetime gets
reduced by a similar factor by NQE. All of these results
demonstrate that the inclusion of NQE are essential to
understand the vibrational dynamics of liquid water in
the initial diffusive, as well as long-tail decay regime.
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