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Abstract In this paper, we derive an inverse result for bivariate Kantorovich
type sampling series for f ∈ C2(R2) (the space of all continuous functions
with upto second order partial derivatives are continuous and bounded on R2).
Further, we prove the rate of approximation in the Bo¨gel space of continuous
functions for the GBS (Generalized Boolean Sum) of these operators. Finally,
we give some examples for the kernel to which the theory can be applied.
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1 Introduction
The theory of generalized sampling series was first initiated by P. L. Butzer and
his school [20] and [21]. Let χ : R2 → R be a suitable kernel function. Then,
the two dimensional generalized sampling series of a function f : R2 → R is
defined by
(Gχwf)(x, y) =
∞∑
k=−∞
∞∑
j=−∞
χ
(
wx − k, wy − j
)
f
(
k
w
,
j
w
)
(1)
where w > 0 and (x, y) ∈ R2. These operators have great importance in the
development of models for signal recovery. These type of operators have been
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studied by many authors (cf. [11,14,22,19] etc.).
The Kantorovich type generalizations of approximation operators is an im-
portant subject in approximation theory and they are the method to approx-
imate Lebesgue integrable functions. In the last few decades, the Kantorovich
modifications of several operators were constructed and their approximation
behaviour have been studied. We mention some of the work in this direction
e.g., [27,2,32,12,1,33] etc.
Bardaro et.al.[10], studied the rate of convergence of sampling Kantorovich
operators in the general settings of Orlicz spaces. Danilo and Vinti [23], Bar-
daro [13] extended their study in the multivariate setting and obtained the
rate of convergence for functions in Orlicz spaces and also obtained the rate of
approximation for the family of sampling Kantorovich operators in the uniform
norm, for bounded and uniformly continuous, functions belonging to Lipschitz
classes and for functions in Orlicz spaces in [25]. The non-linear version of
sampling Kantorovich series has been studied in [24], [37] and [26]. Butzer and
Stens studied the saturation results for the univariate generalised sampling
operators in ([21]). Recently, the inverse results for the Kantorovich type sam-
pling operators have been derived for the spaces C2(R) and C1(R) in ([28]),
([16]) respectively.
Let Cr(R2) denotes the space of all continuous functions with upto r-th
order partial derivatives are continuous and bounded on R2. Assume that
χ ∈ C0(R2) be fixed. For any η ∈ N0 = N ∪ {0}, p = (p1, p2) ∈ N
2
0 with
|p| = p1 + p2 = η, we define the algebraic moments as,
mη(p1,p2)(χ, u, v) :=
∞∑
k=−∞
∞∑
j=−∞
χ(u− k, v − j)(u − k)p1(v − j)p2
and the absolute moments by,
Mη(p1,p2)(χ, u, v) := sup
(x,y)∈R2
∞∑
k=−∞
∞∑
j=−∞
|χ(u− k, v − j)| |u − k|p1 |y − j|p2
and,
Mη(χ) := max
|p|=η
Mη(p1,p2)(χ).
We can easily see that, for ξ, η ∈ N0 with ξ < η, Mη(χ) < +∞ implies that
Mξ(χ) < +∞. Also note that, when χ is compactly supported then we have,
Mη(χ) <∞, for every η ∈ N0. (see [11])
The bivariate Kantorovich version of the generalized sampling series is
defined as,
(Swf)(x, y) =
∑
k∈Z
∑
j∈Z
χ(wx−k, wy−j)
[
w2
∫ k+1
w
k
w
∫ j+1
w
j
w
f(u, v) du dv
]
, ∀(x, y) ∈ R2,
(2)
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where f : R2 → R is a locally integrable function, such that the above
series is convergent for every (x, y) ∈ R2 and χ : R2 → R is a kernel function.
We assume that the following conditions hold;
(K1) χ is integrable and bounded at the origin.
(K2) The series
∑
k∈Z
∑
j∈Z
χ(u− k, v − j) = 1, for every (u, v) ∈ R2,
(K3) Mη(p1,p2)(χ) < +∞ , for some (p1, p2) ∈ N
2.
Theorem 1 Let χ be the kernel satisfying the following moment condition,
mη(p1,p2)(χ, u, v) =
{
0, if, η = 1, 2, 3..., r− 1
c, if, η = r
(3)
for every (u, v) ∈ R2 and some r ∈ N+. Then, for every f ∈ Cr(R2), we have,
‖Gwf − f‖∞ ≤
c
r!
Mr(χ)
wr
.H
where,
Mr(χ) = max
η=r
M r(p1,p2)(χ).
Here, H =
(
r
0
)
Ar +
(
r
1
)
Ar−1B1 +
(
r
2
)
Ar−2B2 + ...+
(
r
r
)
Br, with
Ar =
∥∥∥δrf
δxr
∥∥∥
∞
and Br =
∥∥∥δrf
δyr
∥∥∥
∞
.
Proof . By using (1), we have
|(Gwf)(x, y)− f(x, y)| =
∣∣∣∑
k∈Z
∑
j∈Z
χ(wx− k, wy − j)f
( k
w
,
j
w
)
− f(x, y)
∣∣∣
=
∣∣∣∑
k∈Z
∑
j∈Z
χ(wx− k, wy − j)
(
f
( k
w
,
j
w
)
− f(x, y)
)∣∣∣.
Let f ∈ Cr(R2). Now, by the Taylor’s formula in two variables with Lagrange’s
form of remainder, we have
f(u, v) = f(x, y) +
δf
δx
(x, y) (u− x) +
δf
δy
(x, y) (v − y) + ...
+
1
r!
[(
r
0
)
δrf
δxr
(
θu,x, θv,y
)
(u − x)r +
(
r
1
)
δrf
δxr−1δy
(
θu,x, θv,y
)
(u − x)r−1(v − y) +
(
r
2
)
δrf
δxr−2δy2
(
θu,x, θv,y
)
(u − x)r−2(v − y)2 + ...+
(
r
r
)
δrf
δyr
(
θu,x, θv,y
)
(v − y)r
]
,
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where, (x, y), (u, v) ∈ R2 and θu,x ∈ (x, u) and θv,y ∈ (y, v). Now, if we
substitute x = k
w
and y = j
w
, k, j ∈ Z, w > 0, for every u ∈
(
k
w
, k+1
w
)
,
v ∈
(
j
w
, j+1
w
)
in the above formula, then,
f(u, v) = f
( k
w
,
j
w
)
+
δf
δx
( k
w
,
j
w
)(
u−
k
w
)
+
δf
δy
( k
w
,
j
w
)(
v −
j
w
)
+ ...
+
1
r!
[(
r
0
)
δrf
δxr
(
θu, k
w
, θv, j
w
)(
u−
k
w
)r
+
(
r
1
)
δrf
δxr−1δy
(
θu, k
w
, θv, j
w
)(
u−
k
w
)r−1(
v −
j
w
)
+
(
r
2
)
δrf
δxr−2δy2
(
θu, k
w
, θv, j
w
)(
u−
k
w
)r−2(
v −
j
w
)2
+ ...+
(
r
r
)
δrf
δyr
(
θu, k
w
, θv, j
w
)(
v −
j
w
)r ]
.
Now, we have
|(Gwf)(x, y)− f(x, y)|
=
∣∣∣∣∣
∑
k∈Z
∑
j∈Z
χ(wx − k, wy − j)
[
δf
δx
( k
w
,
j
w
)(
x−
k
w
)
+
δf
δy
( k
w
,
j
w
)(
y −
j
w
)
+ ...
+
1
r!
((
r
0
)
δrf
δxr
(
θu, k
w
, θv, k
w
)(
x−
k
w
)r
+
(
r
1
)
δrf
δxr−1δy
(
θu, k
w
, θv, k
w
)(
x−
k
w
)r−1(
y −
j
w
)
+
(
r
2
)
δrf
δxr−2δy2
(
θu, k
w
, θv, j
w
)(
x−
k
w
)r−2(
y −
j
w
)2
+ ...+
(
r
r
)
δrf
δyr
(
θu, k
w
, θv, j
w
)(
y −
j
w
)r)]∣∣∣∣∣.
Now, using (3) and then taking the supremum norm on both sides, we obtain,
‖Gwf − f‖∞ ≤
c
r!
Mr(χ)
wr
.H
where,
Mr(χ) = max
η=r
M r(p1,p2)(χ).
This completes the proof.
Theorem 2 Let χ be kernel, which satisfies the moment condition (3) then,
(GwPr−1)(x, y) = (Pr−1)(x, y)
for every w > 0, i.e., (Gwf) maps a homogeneous polynomial of degree (r− 1)
into a homogeneous polynomial of same degree, where (Pr−1)(x, y) denotes any
homogeneous algebraic polynomial of degree r − 1.
Proof . Proceeding in a manner similar to the proof of Remark 2 in [22], we
can easily obtain the proof of this theorem.
Now, we derive the representation formula which relates the bivariate Kan-
torovich sampling series with the bivariate generalized sampling operators.
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Theorem 3 Let f ∈ C(2)(R2). Then,
(Swf)(x, y) = (Gwf)(x, y) +
1
2w
(Gwfx)(x, y) +
1
2w
(Gwfy)(x, y) + Rˆ
w
2 (x, y),
where, the remainder Rˆw2 (x, y) of order 2, is the absolutely convergent series
for every (x, y) ∈ R2 as;
Rˆw2 (x, y) =
1
2!
∑
k∈Z
∑
j∈Z
χ(wx − k, wy − j)
[
w2
∫ k+1
w
k
w
∫ j+1
w
j
w
{
fxx
(
θk,w(u), θj,w(v)
)(
u−
k
w
)2
+2fxy
(
θk,w(u), θj,w(v)
)(
u−
k
w
)(
v −
j
w
)
+ fyy
(
θk,w(u), θj,w(v)
)(
v −
j
w
)2}
dudv
]
,
where, θk,w(u) and θj,w(v) are measurable functions, such that
k
w
< θk,w(u) <
k+1
w
and j
w
< θj,w(v) <
j+1
w
, k, j ∈ Z, and for every u ∈
(
k
w
, k+1
w
)
,
v ∈
(
j
w
, j+1
w
)
, w > 0.
Proof . By the Taylor’s formula with Lagrange’s form of remainder for r = 2,
we have,
f(u, v) = f(x, y) + fx(x, y)(u − x) + fy(x, y)(v − y) +
1
2!
[
fxx
(
θu,x, θv,y
)
(u− x)2 + 2fxy
(
θu,x, θv,y
)
(u− x)(v − y) + fyy
(
θu,x, θv,y
)
(v − y)2
]
,
where (x, y) and (u, v) ∈ R2 and θu,x ∈ (x, u) and θv,y ∈ (y, v). Now, if we
substitute x = k
w
and y = j
w
, k, j ∈ Z, w > 0, for every u ∈
(
k
w
, k+1
w
)
, v ∈(
j
w
, j+1
w
)
in the above formula, then k
w
< θu, k
w
:= θk,w(u) <
k+1
w
and j
w
<
θv, j
w
:= θj,w(v) <
j+1
w
. So, we have
f(u, v) = f
( k
w
,
j
w
)
+ fx
( k
w
,
j
w
)(
u−
k
w
)
+ fy
( k
w
,
j
w
)(
v −
j
w
)
+
1
2!
[
fxx
(
θu, k
w
, θv, j
w
)
(
u−
k
w
)2
+ 2fxy
(
θu, k
w
, θv, j
w
)(
u−
k
w
)(
v −
j
w
)
+ fyy
(
θu, k
w
, θv, j
w
)(
v −
j
w
)2]
.
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Consider, w2
∫ k+1
w
k
w
∫ j+1
w
j
w
f(u, v) du dv
= w2
∫ k+1
w
k
w
∫ j+1
w
j
w
{
f
( k
w
,
j
w
)
+ fx
( k
w
,
j
w
)
.
(
u−
k
w
)
+ fy
( k
w
,
j
w
)
.
(
v −
j
w
)
+
1
2!
[
fxx
(
θk,w(u), θj,w(v)
)(
u−
k
w
)2
+ 2fxy
(
θk,w(u), θj,w(v)
)(
u−
k
w
)(
v −
j
w
)
+
fyy
(
θk,w(u), θj,w(v)
)(
v −
j
w
)2]}
dudv
= f
( k
w
,
j
w
)
+
1
2w
fx
( k
w
,
j
w
)
+
1
2w
fy
( k
w
,
j
w
)
+Rw2 , (4)
where,Rw2 = w
2
∫ k+1
w
k
w
∫ j+1
w
j
w
1
2!
[
fxx
(
θk,w(u), θj,w(v)
)(
u−
k
w
)2
+2fxy
(
θk,w(u), θj,w(v)
)
(
u−
k
w
)(
v −
j
w
)
+ fyy
(
θk,w(u), θj,w(v)
)(
v −
j
w
)2]
dudv.
Now, by using (4) in the defintion of (Swf)(x, y), we have,
(Swf)(x, y) = (Gwf)(x, y) +
1
2w
(Gwfx)(x, y) +
1
2w
(Gwfy)(x, y) + Rˆ
w
2 (x, y),
where, Rˆw2 (x, y) =
1
2!
∑
k∈Z
∑
j∈Z
χ(wx−k, wy−j)
[
w2
∫ k+1
w
k
w
∫ j+1
w
j
w
{
fxx
(
θk,w(u), θj,w(v)
)
(
u−
k
w
)2
+ 2fxy
(
θk,w(u), θj,w(v)
)(
u−
k
w
)(
v −
j
w
)
+ fyy
(
θk,w(u), θj,w(v)
)(
v −
j
w
)2}
dudv
]
.
Indeed, the above series Rˆw2 (x, y) is absolutely convergent for every
(x, y) ∈ R2 and for every w > 0 as,∣∣Rˆw2 (x, y)∣∣ ≤ 12!
∑
k∈Z
∑
j∈Z
|χ(wx−k, wy−j)|
∣∣∣w2 ∫ k+1w
k
w
∫ j+1
w
j
w
{
fxx
(
θk,w(u), θj,w(v)
)
(
u−
k
w
)2
+ 2fxy
(
θk,w(u), θj,w(v)
)(
u−
k
w
)(
v −
j
w
)
+ fyy
(
θk,w(u), θj,w(v)
)(
v −
j
w
)2}
dudv
∣∣∣.
Thus, we have
∣∣Rˆw2 (x, y)∣∣ ≤∑
k∈Z
∑
j∈Z
∣∣χ(wx−k, wy−j)∣∣[ 1
6w2
| fxx | +
1
4w2
| fxy | +
1
6w2
| fyy |
]
.
Inverse approximation and GBS of bivariate Kantorovich type sampling series 7
Since, all the second order partial derivatives are bounded, i.e., | fxx |≤ M1,
| fxy |≤M2, and | fyy |≤M3, we have,
| Rˆw2 (x, y) |≤
7M
12w2
M0(0,0) (χ) < +∞, (5)
where, M = max{M1,M2,M3}.
This is the desired resut.
Now, we prove the inverse result by using the representation formula, de-
rived in Theorem 3.
Theorem 4 Let χ be the kernel function satisfying the condition in (3) for
every (u, v) ∈ R2 with r = 2. Let f ∈ C2(R2) and suppose that;
‖Swf − f‖∞ = o(w
−1)
Then, f = g(y − x) for some arbitrary function g.
Proof . By the representation formula of Theorem 3, we have
(Swf)(x, y) = (Gwf)(x, y) +
1
2w
(Gwfx)(x, y) +
1
2w
(Gwfy)(x, y) + Rˆ
w
2 (x, y)
Now,
w
[
Swf)(x, y)− f(x, y)
]
= w
[
(Gwf)(x, y)− f(x, y)
]
+
1
2
(Gwfx)(x, y) +
1
2
Gwfy)(x, y) + wRˆ
w
2 .
= w
[
Gwf)(x, y)− f(x, y)
]
+ I1 (say). (6)
Now, we estimate I1,
I1 =
1
2
(Gwfx)(x, y) +
1
2
(Gwfy)(x, y) + wRˆ
w
2
=
1
2
(
Gwfx − fx) +
1
2
(
Gwfy − fy) +
1
2
(
fx + fy
)
+ wRˆw2
Using the convergence results of (Gwfx) and (Gwfy), we obtain,
lim
w→∞
| I1 | ≤ lim
w→∞
∣∣∣∣∣12(fx + fy) + wRˆw2
∣∣∣∣∣.
Since, lim
w→∞
[
(Swf)(x, y)− f(x, y)
]
= 0 , lim
w→∞
[
(Gwf)(x, y)− f(x, y)
]
= 0
and using (5), we have, lim
w−→∞
|w Rˆw2 (x, y)| = 0, then the equation (6) gives,
fx + fy = 0.
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The solution of the above first order partial differential equation is given
by,
f = g(y − x)
for some arbitrary function g.
Remark 1 If, in addition, f satisfies the initial condition f(0, y) = f0(y) = y,
then,
f(x, y) = (y − x)
i.e., if f satisfies the initial condition f(0, y) = f0(y) = y, then f turns out to
be linear.
Theorem 5 Let χ be the kernel satisfying the moment condition (3) with
r ∈ N then, Sw maps algebraic polynomials of degree atmost r−1 into algebraic
polynomials of the same degree.
Proof . By using Theorem 3 and the condition (3), we can easily obtain the
desired result.
2 Approximation in the Space of Bo¨gel Continuous Functions
In recent years, the study of GBS operators of certain linear positive operators
is an interesting topic in approximation theory and function theory. In this sec-
tion, we shall give a generalization of the GBS operator for the B-continuous
functions. For this, we shall introduce a GBS operator associated with the
bivariate Kantorovich type sampling operators and study some of its smooth-
ness properties. Karl Bo¨gel [17,18] introduced the concepts of B-continuous
and B-differentiable functions. In approximation theory, the well-known Ko-
rovkin theorem is developed for B-continuous functions by Badea et al. in [6,
8]. In [30], Dobrescu and Matei proved that any B-continuous function on a
bounded interval can be approximated uniformly by boolean sum of bivari-
ate Bernstein polynomials. The approximation properties of Bernstein-Stancu
polynomials associated with GBS operators was considered in [35]. Agrawal
et al. [4] studied the degree of approximation for bivariate Lupas¸-Durrmeyer
type operators based on Po´lya distribution with associated GBS operators.
Recently, many researchers have made significant contributions on this topic.
We refer the reader to some of the related papers ([3,5,15,31,34,36]).
Let X and Y be compact intervals. A function f : X × X → R is called
B-continuous (Bo¨gel Continuous) at a point (x0, y0) ∈ X × Y if
lim
(x,y)→(x0,y0)
∆(x,y)f [x0, yo;x, y],
for any (x0, y0) ∈ X × Y, where ∆(x,y)f [x0, yo;x, y] = f(x, y) − f(x, y0) −
f(x0, y)+ f(x0, y0). The function f : X ×X → R is B-bounded if there exists
Ω > 0 such that | ∆(x,y)f [u, v;x, y] | ≤ Ω, for every (x, y), (u, v) ∈ X × Y.
Throughout this paper, we denote Bb(X × Y ) and Cb(X × Y ) be the space of
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all B-bounded and B-continuous functions on X × Y respectively. Let Cb(R
2)
be the space of all B-continuous functions defined on R2.
Motivated by the above work, we construct the bivariate Kantorovich type
sampling operator (Sw), associated with GBS operators, for any f ∈ Cb(R
2)
as,
Kχw(f(u, v);x, y) := Sw(f(u, y) + f(x, v)− f(u, v);x, y)
for all (x, y) ∈ R2. The GBS operator of bivariate Kantorovich type is defined
as,
(Kχw)(f ;x, y)
=
∞∑
k=−∞
∞∑
j=−∞
χ(wx− k, wy − j) w2
∫ k+1
w
k
w
∫ j+1
w
j
w
(f(x, v) + f(u, y)− (u, v)) du dv,
where, w ∈ R+ and (x, y) ∈ R2. We shall estimate the rate of convergence of
the sequences of these operators to f ∈ Cb(R
2) in terms of the modulus of
continuity in Bo¨gel sense.
Let f ∈ Cb(R
2). Then, the mixed modulus of smoothness of f is given by,
ωB(f ; δ1, δ2) := sup{| ∆(x,y)f [u, v;x, y] |:| x− u |< δ1, | y − v |< δ2},
for all (x, y), (u, v) ∈ R2 and for any (δ1, δ2) ∈ (0,∞) × (0,∞) with ωB :
(0,∞)× (0,∞)→ R. The properties of ωB can be found in ([7]).
Theorem 6 Let f ∈ Cb(R
2). Then, the operator (Kχw) satisfies the following
estimate,
∣∣∣(Kχw)(f ;x, y)− f(x, y)∣∣∣ ≤
(
1 +
A
δ1
+
B
δ2
+
C
δ1δ2
)
.ωB(f ; δ1, δ2)
where, A = 12w
[
M00,0 + 2M
1
1,0
]
, B = 12w
[
M00,0 + 2M
1
0,1
]
and, C = 14w2
[
M00,0 +
2M11,0 + 2M
1
0,1 + 4M
2
1,1
]
.
Proof . Since, wB(f ; a δ1, b δ2) ≤ (1 + a)(1 + b) ωmixed(f ; δ1, δ2), for a, b > 0,
we have,
| ∆(x,y)f [u, v;x, y] | ≤ ωB(f ; |u− x|, |v − y|)
≤
(
1 +
|u− x|
δ1
) (
1 +
|v − y|
δ2
)
ωB(f ; δ1, δ2), (7)
for every (x, y), (u, v) ∈ R2 and for any δ1, δ2 > 0. Now, applying the operator
(Kχw) on the definition of ∆(x,y)f [u, v;x, y], we obtain,
Kχw(f ;x, y) = f(x, y)− Sw(∆(x,y)f [u, v;x, y]) .
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In veiw of (7), we have∣∣∣(Kχw)(f ;x, y)− f(x, y)∣∣∣ ≤ (1 + δ−11 .Sw(|u− x|;x, y) + δ−12 .Sw(|v − y|;x, y) +
δ−11 .δ
−1
2 Sw(|u − x|.|v − y|;x, y)
)
.ωB(f ; δ1, δ2) (8)
Using the definition of (Sw), we obtain
Sw
(
|u− x|
)
=
+∞∑
k=−∞
+∞∑
j=−∞
χ(wx − k, wy − j) w2
∫ k+1
w
k
w
∫ j+1
w
j
w
|u− x|du dv
=
1
2w
+∞∑
k=−∞
+∞∑
j=−∞
χ(wx − k, wy − j)[1 + 2(wx− k)]
=
1
2w
[
M00,0 + 2M
1
1,0
]
:= A .
Similarly, we get
Sw
(
|v − y|
)
=
+∞∑
k=−∞
+∞∑
j=−∞
χ(wx − k, wy − j) w2
∫ k+1
w
k
w
∫ j+1
w
j
w
|v − y|du dv
=
1
2w
[
M00,0 + 2M
1
0,1
]
:= B .
and Sw
(
|u − x|.|v − y|
)
= 14w2
[
M00,0 + 2M
1
1,0 + 2M
1
0,1 + 4M
2
1,1
]
:= C . On
substituting the values of A,B and C in (8), we get the desired result.
Now, we define a B-differentiable (Bo¨gel differentiable) function. A function
f : X × Y (⊂ R2)→ R is said to be B-differentiable at (x0, y0), if the following
limit exists finitely,
lim
(x,y)→(x0,y0)
∆(x,y)f [x0, yo;x, y]
(x− x0)(y − y0)
.
The B-differential of f at any point (x0, y0) is denoted by DB(f ;x0, y0).
We denote the space of all B-differentiable functions defined on X × Y as
Db(X × Y ).
Theorem 7 Let f ∈ Db(R
2) and DBf ∈ B(R
2). Then, for each (x, y) ∈ R2,
we have∣∣∣(Kχw)(f ;x, y)− f(x, y)∣∣∣ ≤ D.(3‖DBf‖∞ + ωB(DBf ; δ1, δ2))+[
E.δ−11 + F.δ
−1
2 +G.δ
−1
1 δ
−1
2
]
ωB(DBf ; δ1, δ2),
where, D = 14w2
[
M00,0 + 2M
1
1,0 + 2M0,1 + 4M1,1
]
, E = 16w3
[
M10,0 + 3M
2
2,0 +
3M11,0 + 2M
1
0,1 + 6M
3
2,1 + 6M
2
1,1
]
, F = 16w3
[
M00,0 + 3M
2
0,2 + 3M
1
0,1 + 2M
1
1,0 +
6M31,2+6M
2
1,1
]
and, G = 19w4
[
M00,0+3M
2
2,0+3M
2
0,2+3M
1
0,1+3M
1
1,0+9M
4
2,2+
9M31,2 + 9M
3
2,1 + 9M
2
1,1
]
.
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Proof . If f ∈ Db(R
2), then we have
∆(x,y)f [u, v;x, y] = (u− x)(v − y)DBf(p, q),
where, p ∈ (x, u) and q ∈ (y, v). Using the definition of ∆(x,y)f [u, v;x, y], we
have
DBf(p, q) = ∆(x,y)DBf(p, q) +DBf(p, y) +DBf(x, q)−DBf(x, y).
Since, DBf ∈ B(R
2), using the above equality, we have
∣∣Sw(∆(x,y)f [u, v;x, y];x, y)∣∣
=
∣∣Sw((u − x)(v − y)DBf(p, q);x, y∣∣
≤ Sw
(
|u− x||v − y|
∣∣∆(x,y)f(p, q)∣∣;x, y)+
Sw
(
|u− x||v − y|
(
|DBf(p, y)|+ |DBf(x, q)|+ |DBf(x, y)|
)
;x, y)
)
≤ Sw
(
|u− x||v − y|. ωB
(
DBf ; |p− x|, |q − y|
)
;x, y
)
+
3‖DBf‖∞.Sw
(
|u− x||v − y|;x, y
)
.
Now, Using the monotonocity of mixed modulus of smoothness ωB, we can
write∣∣∣(Kχw)(f ;x, y)− f(x, y)∣∣∣
≤ 3‖DBf‖∞.Sw
(
|u− x||v − y|;x, y
)
+
[
Sw
(
|u− x||v − y|;x, y
)
+
δ−11 Sw
(
|u− x|2|v − y|;x, y
)
+ δ−12 Sw
(
|u− x||v − y|2;x, y
)
δ−11 δ
−1
2 Sw
(
(u− x)2(v − y)2;x, y
)]
ωB
(
DBf ; δ1, δ2
)
. (9)
By the definition of (Sw), we get the following estimates,
Sw
(
|u− x||v − y|
)
=
1
4w2
[
M00,0 + 2M
1
1,0 + 2M0,1 + 4M1,1
]
:= D
Sw
(
|u− x|2|v − y|
)
=
1
6w3
[
M10,0 + 3M
2
2,0 + 3M
1
1,0 + 2M
1
0,1 + 6M
3
2,1 + 6M
2
1,1 := E
Sw
(
|u− x||v − y|2
)
=
1
6w3
[
M00,0 + 3M
2
0,2 + 3M
1
0,1 + 2M
1
1,0 + 6M
3
1,2 + 6M
2
1,1
]
:= F
Sw
(
|u− x|2|v − y|2
)
=
1
9w4
[
M00,0 + 3M
2
2,0 + 3M
2
0,2 + 3M
1
0,1 + 3M
1
1,0 + 9M
4
2,2 +
9M31,2 + 9M
3
2,1 + 9M
2
1,1
]
:= G
Using these estimates in (9), we can easily get the result.
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The mixed K- functional ([9,29]) can be defined as,
Kˆ(f ; t1, t2, η) = inf
g1,g2,h
{
‖f−g1−g2−h‖∞+t1‖D
2,0
B g1‖∞+t2‖D
0,2
B g2‖∞+η‖D
2,2
B h‖∞
}
where, g1 ∈ C
2,0
B , g2 ∈ C
0,2
B and h ∈ C
2,2
B . Here, C
p,q
B denotes the space of
the functions f ∈ Cb(R
2) with continuous mixed partial derivatives Dξ,ηB f,
0 ≤ ξ ≤ p, 0 ≤ η ≤ q.
The mixed partial derivatives are defined as,
D1,0B (f ;x, x0) = limx→x0
∆xf
(
[x, x0]; y0
)
(x− x0)
and,
D0,1B (f ; y, y0) = limy→y0
∆yf
(
x0; [y0, y]
)
(y − y0)
,
where,∆xf
(
[x, x0]; y0
)
= f(x, y0)−f(x0, y0) and,∆yf
(
x0; [y0, y]
)
= f(x0, y)−
f(x0, y0). Similarly, we can define the higher order mixed partial derivative as
in case of ordinary derivatives.
Now, we estimate the order of convergence in terms of mixed K- functional.
Theorem 8 Let (Kχw) be GBS operator of (Sw). Then, for every f ∈ Cb(R
2),∣∣Kχw(f ;x, y)− f(x, y)∣∣ ≤ Kˆ(f ;H, J, L).
Here, H = 13w2
[
M0,0 + 3M2,0 + 3M1,0
]
, J = 13w2
[
M0,0 + 3M0,2 + 3M0,1
]
and
L = 19w4
[
M0,0+3M2,0+3M0,2+3M0,1+3M1,0+9M2,2+9M1,2+9M2,1+9M1,1
]
.
Proof . Since g1 ∈ C
2,0
B , the Taylor’s formula for g1 is given by
g1(u, v) = g1(x, y) + (u− x).D
1,0
B g1(x, y) +
∫ u
x
(u− t)D2,0B g1(t, y)dt.
On applying the operator (Kχw) both the sides, we obtain
Kχw(g1, x, y) = g1(x, y) +K
χ
w
(∫ u
x
(u− t)D2,0B g1(t, y)dt;x, y
)
.
Now,
∣∣Kχw(g1;x, y)− g1(x, y)∣∣
=
∣∣∣∣∣Sw
( ∫ u
x
|u− t|
∣∣D2,0B g1(t, y)−D2,0B g1(t, v)dt∣∣;x, y)
∣∣∣∣∣
≤
‖D2,0B g1‖∞
2
. Sw
(
(u− x)2;x, y
)
Since, Sw
(
(u− x)2
)
= 13w2
[
M00,0 + 3M
2
2,0 + 3M
1
1,0
]
:= H, we have
∣∣Kχw(g1;x, y)− g1(x, y)∣∣ ≤ ‖D2,0B g1‖∞2 H .
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Similarly, we obatin
∣∣Kχw(g2;x, y)− g2(x, y)∣∣ ≤ ‖D0,2B g2‖∞2 . Sw((v − y)2;x, y)
≤
‖D0,2B g2‖∞
2
J ,
where, J := Sw
(
(v − y)2;x, y
)
= 13w2
[
M00,0 + 3M
2
0,2 + 3M
1
0,1
]
.
For, h ∈ C2,2B (R
2), we have
h(u, v) = h(x, y) + (u − x).D1,0B h(x, y) + (v − y).D
0,1
B h(x, y) +
(u − x)(v − y).D1,1B h(x, y) +
∫ u
x
(u− t)D2,0B h(t, y)dt+∫ v
y
(v − s)D2,0B h(x, s)ds+
∫ u
x
(u− t)(v − y)D2,1B h(t, y)dt+∫ v
y
(u− t)(v − s)D2,0B h(x, s)ds+
∫ u
x
∫ v
y
(u− t)(v − s)D2,0B h(t, s)dtds.
Using the definition of (Kχw), we get
∣∣Kχw(h;x, y)− h(x, y)∣∣ ≤
∣∣∣∣∣Sw
(∫ u
x
∫ v
y
(u− t)(v − s)D2,0B h(t, s)dtds
)∣∣∣∣∣
≤ Sw
(∫ u
x
∫ v
y
|u− t||v − s|
∣∣D2,0B h(t, s)∣∣dtds)
≤
‖D2,0B h‖∞
4
Sw
(
(u − x)2(v − x)2;x, y
)
≤
‖D2,0B h‖∞
4
L ,
where, L := Sw
(
(u−x)2(v−x)2;x, y
)
= 19w4
[
M00,0+3M
2
2,0+3M
2
0,2+3M
1
0,1+
3M11,0 + 9M
4
2,2 + 9M
3
1,2 + 9M
3
2,1 + 9M
2
1,1
]
.
Thus, for f ∈ Cb(R
2), we have
∣∣Kχw(f ;x, y)− f(x, y)∣∣
≤
∣∣(f − g1 − g2 − h)(x, y)∣∣+ ∣∣(g1 −Kχwg1)(x, y)∣∣+ ∣∣(g2 −Kχwg2)(x, y)∣∣+∣∣Kχw(f − g1 − g2 − h);x, y∣∣
≤ 2‖f − g1 − g2 − h‖∞ +H. ‖D
2,0
B g1‖∞ + J. ‖D
2,0
B g1‖∞ + L. ‖D
2,0
B g1‖∞
Taking the infimum over all g1 ∈ C
2,0
B , g2 ∈ C
0,2
B and h ∈ C
2,2
B , we obtain
the required result.
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3 Examples of the kernel
Now, we give the kernel which will satisfy the assumptions (K1) to (K3) and
condition (3) of section 2. There are many examples of the univariate kernels
satisfying the conditions (K1) to (K3) in one variable, given in [19,23], but
some of the them fail to satisfy the moment condition (3), for eg., Fejer’s
kernel, see [24]. To find the kernel satisfying the moment condition (3) also,
Butzer and Stens have given a result using well known B-spline kernels in [21].
The central B-splines (univariate) of order n ∈ N has the form ,
Mn(x) =
1
(n− 1)!
n−1∑
j=0
(−1)j
(
n
j
)(n
2
+ t− j
)n−1
+
where t ∈ R and xr+ = max{x
r, 0}.
The Fourier transform of Mn is given as,
Mˆn =
(sin v/2
v/2
)n
,
where n ∈ N, v ∈ R.
Theorem 9 .[21]. For r ∈ N, r ≥ 2, let ǫ0 < ǫ1 < ... < ǫr−1 be any given
real numbers, and let aµr , µ = 0, 1, 2, ..., r − 1, be the unique solutions of the
linear system of equations;
r−1∑
µ=0
aµr
(
− iǫµ)
j =
( 1
Mr
)j
(0),
for every j = 0, 1, 2, ..., r− 1,, where i denotes the imaginary unit. Then
χr(x) =
r−1∑
µ=0
aµrMr(t− ǫµ)
is a polynomial spline of order r, satisfying the moment condition (3) and hav-
ing compact support contained in [ǫ0 − r/2, ǫr−1 + r/2].
Here, for r = 3 and ǫ0 = 2, we get,
χ3(x) =
1
8
(
47M3(x − 2)− 62M3(x− 2) + 23M3(x− 2)
)
(10)
where,
M3(x) =


3
4 − x
2, if | x |≤ 12 ,
1
2
(
3
2− | x |
)2
, if 12 <| x |≤
3
2 ,
0, if | x |> 32 .
(11)
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for x ∈ R.
With the help of (10) and (11), we define a bivariate kernel as,
χ¯(x, y) = χ3(x).χ3(y).
As χ3(x) satisfies all the required conditions (see [11], [21]), so the kernel
χ¯(x, y) will also satisfy all the assumptions of section 2.
The following result (see [22]) provides us another tool to construct some
more examples of kernel satisfying the moment condition (3).
Theorem 10 .[11] Let χ : R2 −→ R be a continuous and bounded function
such that Mr(χ) < +∞ for some r ∈ N0, p = (p1, p2) ∈ N
2
0 with |p| = p1+p2 ≤
r, the double series in the definition of Mr(χ) is unifomly convergent on each
compact subset of R2 for each p such that |p| = r, then, the following two
statements are equivalent for c ∈ R,
(a) for every (x, y) ∈ R2,∑
k∈Z
∑
j∈Z
χ(u− k, v − j)(u− k)p1(v − j)p2 = c
(b)
δ|p|χˆ
δup1δvp2
(2kπ, 2jπ) =
{
(−1)|p| c2pi , if (k, j) = (0, 0)
0, if (k, j) 6=(0, 0)
Using the above result, we can see that the Bochner-Riesz kernel, defined
as,
χ(x, y) =
2γ Γ (γ + 1)
2π
(√
x2 + y2
)−1−γ
J1+γ
(√
x2 + y2
)
,
for γ > 12 , where, Jλ is the Bessel function of order λ, also satisfies all the
required conditions for γ > 52 (see [11]).
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