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A B S T R A C T
The mineral sector is responsible for more than 38% of total industrial energy use and
11% of total final energy consumption. A rising trend in the industry is the search for
cleaner, less carbon-intensive and more efficient energy technologies that can also bring
new business opportunities to the industry. Evidence suggests that the inclusion of en-
ergy storage and renewables alongside traditional fuel-based power alternatives can
both reduce generation costs and carbon emissions in off-grid and distributed power sys-
tems. Previous research has quantified this outcome for other industrial and domestic
sectors but little investigation has taken place to characterise the potential of hybrid
systems in mining settings.
The interest of this research is to assess the economic potential of hybrid renewable
systems and evaluate the trade-offs associated with the context-dependent factors of
the mining industry. An energy optimisation model, named HELiOS-Mining, was de-
veloped in order to account for these factors, and search for the least-cost generation al-
ternatives in relation to technical characteristics (i.e. storage strategies, dispatch, demand-
shifting, reliability requirements, fuel-mix), economic specificities (i.e. value of lost load,
portfolio cost risk, financing), and spatial factors (i.e. access to resources, climate). Three
major mining regions are investigated, including: grid-connected and off-grid mining
in Northern Chile as well as off-grid mining in North-Western Australia and Yukon,
Canada.
The results of this research allow important insights to be made into the economics
of hybridised power systems in mining settings. Research findings have identified that
hybrid renewable power systems can generate life-cycle cost savings of up to 57% and
carbon savings of up to 82% (against diesel or grid power baselines). Power systems that
feature a renewable penetration of 60 to 85% of total capacity have the lowest costs in
three out of four selected mines. Furthermore, portfolio analysis has demonstrated that
such power systems can help reducing the cost risk of the industry associated with fuel
price variations and carbon policies. Results also illustrate how assumptions about risk
factors can drive large shifts in optima, and that concentrated solar power could be a
key enabling technology for reducing the emissions of the mining industry.
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1
I N T R O D U C T I O N
1.1 motivation for this thesis
The mineral sector is responsible for more than 38% of total industrial energy use and
11% of total final energy consumption (McLellan et al., 2012). This energy consumption
is set to double by 2050 compared to 2009 standards if no policy measures are taken
(UNIDO, 2010). At the same time, the mining sector is coming under significant pressure
to decrease the amount of energy consumed and greenhouse gases emitted (Norgate and
Haque, 2010). According to the fifth report of the carbon disclosure project, the main
trend in the industry is the search for cleaner, less carbon-intensive and more efficient
technologies, that can also become new business opportunities to the industry.
Whereas it is technically feasible for mining companies to power their operations with
hybrid renewable energy systems, it is unclear whether these technologies can deliver
economic benefits to the industry. Compared with fossil fuels, renewable energies suffer
from a number of technical and economical disadvantages such as intermittent sup-
ply and higher capital costs. However, energy storage technologies can act as techno-
logical enablers, and, in certain conditions, can successfully help renewable technolo-
gies to meet power demand and provide a reasonable return on investment (Denholm
et al., 2010). Together, renewable energy sources and energy storage might be able to
replace or complement conventional energy sources of the mining industry. The tipping
point being the achievement of grid parity in distributed systems and diesel/gas parity
in stand-alone systems. (Breyer and Gerlach, 2013). That is, when the generation unit
cost of hybrid renewable systems is equivalent to the electricity prices of conventional
sources.
To date, there is little research available to assess the economic value of these systems for
mining activities. Previous scientific studies are limited to isolated systems (Weisser and
1
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Garcia, 2005; Abbey et al., 2008) or country-scale systems (Wilson et al., 2010; Ibrahim
et al., 2011; Korpaas et al., 2003), but no studies have done similar investigations for
mining settings. Past studies for mining are limited to scoping (Paraszczak and Fytas,
2012), energy guidelines (Azapagic, 2004; Hilson and Murck, 2000), and global poten-
tial (McLellan et al., 2012). Whilst these past studies have provided initial estimates for
alternative energy sources, their results do not account for the context-dependent ele-
ments of the mining industry. Alternatively, a number of studies have been published
by consulting companies and public organisations, but there is a lack of clarity in report-
ing technical and economic assumptions, and often little consideration for uncertainty,
which produced a widely diverse set of results (Branker et al., 2011). These different
degrees of methodological completeness and the use of similar assumptions for differ-
ent technologies could result in both sub-optimal decisions and missed opportunities for
carbon savings. It has therefore become critical to provide a robust economic assessment
of these technologies to the industry and its stakeholders.
In the mining sector, the economic assessment of hybrid renewable systems is depend-
ent upon complex relationships between non-linear costs, geographical attributes, un-
certainty parameters, financing mechanisms, and energy demand (Rabiee et al., 2013).
For instance, in contrast to diesel and gas fired generators for which reliability is gener-
ally well known, hybrid renewable systems require extensive analysis for understanding
both uncertainty factors and system integration. These systems also face problems over
amortization. Mining time-frames are not always compatible with the lifetime required
to recover the investment. Financing these systems brings additional challenges associ-
ated with risk and uncertainty over cash flows, especially for the newest technologies.
Many hybrid power systems are also competing against the construction of new trans-
mission lines, which may encompass high capital costs for building roads, substations
and other infrastructures. Ultimately, the challenge lies in understanding the economic
trade-offs associated with numerous exogenous and endogenous parameters.
In this context, the interest of this research is to assess the economic potential of hybrid
renewable systems and evaluate the trade-offs associated with the context-dependent
factors of the mining industry. It is thus proposed to construct an economic model that
accounts for these parameters, and searches for the least-cost options in relation to tech-
nical characteristics (i.e. load curves, demand-shifting of mining processes, reliability
requirements, energy mix), economic specificities (i.e. value of lost load, cost risk, finan-
cing mechanisms), and spatial factors (i.e. access to resources, climate). As a result, the
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findings could help increasing the uptake of hybrid renewable systems in mining and
therefore help reducing the emissions of the industry.
1.2 research questions and layout of the thesis
On the basis of the research gaps that have been identified in the literature review of
this thesis in chapter 2 on page 17, the following research questions are tackled in this
PhD research:
1. To what extent can hybrid renewable power systems minimise electricity costs
and reduce carbon emissions of the mining industry?
2. What is the optimal trade-off between capacity cost and reliability cost?
3. What is the influence of cost risks on the economics of such power systems?
Chapter 3 on page 45 details the methods that have been chosen to answer these research
questions whereas chapter 4 on page 91 provides the key data sources and parameters
that were applied to perform the research.
Once the context, literature, methodology, and parameters have been presented, the
results are provided in the three following chapters. Chapter 5 on page 109 addresses
the first research question on system costs. Chapter 6 on page 163 focuses on the second
research question associated with reliability costs. Chapter 7 on page 181 addresses the
portfolio costs and provides the results of a decision-analysis with respect to different
risk factors.
Research limitations and key areas of uncertainty are provided in chapter 8 on page 213
along with a discussion on generalisation. Finally, the conclusion chapter 9 on page 229
summarises the key findings and main areas of research contribution.
A presentation of the key energy characteristics and challenges of the mining industry
is provided as follows.
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1.3 context
1.3.1 Background on the mining industry
1.3.1.1 Overview
In the current global economy, the mining sector is relatively small in terms of the
world’s workforce - 30 million people are involved in large-scale mining and an addi-
tional 13 million in small-scale mining, excluding mineral fuels (Azapagic, 2004). Despite
the small workforce involved in mining, the industry is responsible for more than 38%
of the total industrial energy use, 15% of the total electricity usage, and 11% of the total
final energy consumption. This translates into the consumption of 19% of coal and coal
products, 5% of all gas products, and 2% of the global oil supply (McLellan et al., 2012).
Mining activities can be classified within three major categories: metallic minerals, non-
metallic minerals, and mineral fuels.
• Metallic minerals: Include minerals that can be melted to obtain new products.
It includes ferrous metals (iron, manganese, molybdenum, and tungsten), non-
ferrous metals (metals that do not contain iron in appreciable amounts such as
copper, aluminium, titanium, lead, zinc, and nickel), precious metals (gold, silver,
platinum), and the radioactive minerals (uranium, thorium, and radium);
• Non-metallic minerals: Minerals that do not yield any product on melting. This
category includes phosphate, potash, halite, trona, gravel, limestone, sulphur and
many others;
• Fossil fuels or mineral fuels: Include the organic mineral substances that can be
used as fuels in order to produce energy. They are composed of coal, petroleum,
natural gas, methane, gilsonite, and tar sands.
Metallic minerals are mined from both open pits and underground, whereas non-metallic
minerals are most often extracted through quarrying. Metals are used in a number of
applications such as electronic, electrical, or automotive. Non-metallic minerals are used
in a wide range of industries, from the construction industry (i.e. cement, bricks, and
glass products) to consumer goods (i.e. tableware, ceramics). Markets for non-metallic
minerals are often restricted to local supplies due to transportation costs and resource
availability. Conversely, the metallic mineral industry is traded globally - e.g. London
Metal Exchange, New York Commodity Exchange. It is characterised by high levels of
competition, moderate barriers to entry (i.e. high sunk costs but low intellectual prop-
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erty), homogeneous products, rational buyers (i.e. commodity exchanges), and profit
maximisation (Azapagic, 2004). Over the last decades, the price of commodities has
widely fluctuated in relation to market demand, production costs (as shown for copper
in figure 1.1) - largely associated with ore grade and energy prices as well as mineral
availability, and technological improvements (Starke, 2002). For instance, technological
breakthroughs in the late 19th and early 20th centuries helped mining companies to in-
crease efficiency, lower prices, and generate higher profits (e.g. cheap electricity enabled
the smelting of aluminium).
Figure 1.1: Historical price fluctuation for refined copper (Nasdaq, 2016)
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Whereas these different mining sectors share similar characteristics, they differ on nu-
merous points. For instance, one key characteristic of mineral fuel is the depletion of
resource over time. On the contrary, other minerals have a much lower depletion rate, as
they can be recycled and reused for new fabricated products. Yet, the sustainability is-
sues are shared by all mineral sectors. In this thesis, the focus is on non-ferrous minerals
- because of process similarities, high electricity demand, and remote locations. However,
it is worth pointing out that the key energy issues discussed in this thesis are potentially
applicable to other minerals (as discussed in section 6.5 on page 180).
1.3.1.2 The non-ferrous metal industry
The non-ferrous metal industry consists of metals that do not contain iron in appre-
ciable amount. The production of non-ferrous metals consists of three major processes.
In simple terms, the ore is extracted in the mining process, crushing and grinding -
together constituting the milling process - produce a concentrate from the ore, and re-
fined metal or alloy is produced in the smelting and refining processes (Barbour, 1994).
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Even though some mining companies only produce concentrates, most are vertically
integrated and take part in all phases of the mining process (Slade, 2004).
In addition, most mining companies produce several commodities. This is because many
mines contain ores carrying more than one mineral. In addition, multimarket produc-
tion help mining companies to develop common practices across commodity markets -
therefore taking advantage of economies of scale, reducing commodity price risk, and
increasing efficiency. Despite substantial economies of scale, mines of non-ferrous min-
erals are not geographically concentrated. Instead, they are globally distributed across
various countries (Ibid).
On the production side, the similarities of various commodities across the non-ferrous
metal industry can be summarised in four key aspects. First, they have a similar pro-
duction process including mining, milling, smelting, and refining (Barbour, 1994) - as
opposed to, for instance, non-metallic minerals which do not yield any product on melt-
ing. Second, their production processes imply a high demand for electricity at all time of
the day and night - averaging more than 60% of the total energy consumption (UNIDO,
2010). Third, the geographical locations of major non-ferrous mines are often remotely
located, often at sites with large renewable resources (e.g. high solar irradiation in cop-
per mines of Chile, Zambia, and Australia), and sometimes have a limited or no con-
nection to the mainstream electricity grid (Paraszczak and Fytas, 2012). Fourth, they are
homogeneous commodities that are exchanged on global mineral markets (Slade, 2004).
On the consumption side, conversely, the diverse commodities of the non-ferrous metal
sector are used in heterogeneous fabricated products. For instance, the largest use of cop-
per is in electrical wire, while aluminium is used in food-packaging products (Emsley,
2011). This means that each mineral is exchanged in a distinct product market. Specific-
ally, there are 8 non-ferrous commodities traded in 16 world markets (e.g. London Metal
Exchange).
1.3.2 Environmental and economic challenges
1.3.2.1 Sustainability issues
Current practices of mining and mineral processing cause large environmental impacts,
including air pollution, heavy metals contamination, gaseous emissions, soil contamin-
ation, and the destruction of vegetation and habitat (Hilson and Murck, 2000). Other
adverse effects include the use of sizeable portions of land for stockpiling ore and sig-
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nificant alterations of surrounding landscapes for open-pit mining. Mining operations
also require significant amounts of water, which can be a significant concern if the mine
is located in an arid area. As a result, mining companies tend to develop vast pumping
schemes in order to supply water to the mine - therefore further altering the landscape
along the pumping path. Water recirculation and recycling are also popular practices in
mining. Yet, these practices depend on a number of factors including the cost of water,
and the pollution caused by waste water (Lagos and Mardones, 1999).
Another significant environmental impact of mining activities is the emission of large
amounts of greenhouse gases. Final energy consumption and electricity generation are
a major source of direct emissions or indirect emissions of carbon into the earth’s atmo-
sphere. Another typical type of emission is sulphur dioxide (SO2). When it poses a ser-
ious environmental problem, sequestration can be applied by acid plants that produce
sulphuric acid - which can be sold or used for treating oxide ore in hydrometallurgy
(Watling, 2006). However, acid plants consume energy and further increase the overall
energy consumption of the mine (Alvarado et al., 1999).
To date, most of the mining literature on sustainable development focuses on recycling,
conservation of assets, energy efficiency initiatives, management, and pollutants. For in-
stance, Norgate and Haque (2010) provided a lifecycle assessment of the greenhouse gas
emissions and embodied energy for the various mining and processing operations. Ab-
delaziz et al. (2011) reviewed the various energy saving initiatives of the industrial sector
for management, technologies, and policies. They argued that energy saving initiatives
have been found economically viable in most processes, and a significant amount of
energy and emission can be saved. Azapagic (2004) has developed a framework for sus-
tainability indicators in order to enable performance assessment and cross-comparison
that includes the use of fossil fuels and renewable energies as part of an overall energy
indicator. Hilson and Murck (2000) have provided some guidelines for enhancing sus-
tainability in the mining sector. They suggested that extending social responsibility to
mining stakeholders, better management practices, and cleaner technologies can both
increase performance and contribute to sustainable mining.
Despite the inclusion of renewable energies in sustainable frameworks and mining
guidelines, very little attention has been paid to assess the actual potential of clean en-
ergy technologies for the mining sector. A few past studies have investigated this issue
with regard to the global potential of renewables in mining, and renewable sources for
remote mining applications. Specifically, McLellan et al. (2012) have evaluated the global
potential of renewable energies - in terms of energy demand and carbon emissions - for
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the mining sector; and Paraszczak and Fytas (2012) have discussed the possibility of
implementing renewable energy sources in remote mines in which there is limited or
no connection to the mainstream electricity grid. These studies found that mining emis-
sions could be substantially reduced by including renewable sources in the mix. Solar
thermal and hydropower were flagged as high potential by these studies. Yet, no study
to date has economically compared the different renewable generation alternatives that
are currently available.
The mining industry is also characterised by the type of stakeholders involved in the
sector, including local authorities, governments, NGOs, and shareholders. Some of these
stakeholders have a great influence on the economic objectives and environmental policies
of a mining company. For instance, shareholders have traditionally favoured short-term
profits over sustainability while NGOs have worked towards developing sustainable
mining practices. Yet, there is a recent trend for shareholders to show interest in so-
cially responsible investments. This trend might influence the practices and technolo-
gical choices of mining companies so that the societal cost can be restrained. Similarly,
most governments have shown interest in sustainable mining in order to protect local
communities and reduce mining emissions (Azapagic, 2004).
1.3.2.2 Economic issues
Profit maximisation and competitiveness of the mining sector are essential for the in-
dustry in order to generate employment and wealth. This leads to several micro-economic
and macro-economic issues. On the micro-level, the company needs to operate effi-
ciently by minimising operating and capital costs in order to generate profits. On the
macro-scale, mining activities provide economic benefits at the local and national level:
injection of foreign currencies, contribution to GDP, tax revenue, investment, and em-
ployment (Azapagic, 2004). However, because mining activities have a negative impact
on the environment, there are also adverse effects such as the emission of greenhouse
gases (Hilson and Murck, 2000). Traditionally, micro-economic issues have dominated
corporate decisions with a focus on short-term returns, which is one of the reasons
why mining companies mostly employ expense-intensive energy technologies (i.e. us-
ing fossil-fuels) rather than cleaner energy sources that tend to be capital-intensive (i.e.
solar PV, wind turbines) (Breyer and Gerlach, 2013). This contrast between fuel-intensive
and capital-intensive alternatives is carefully investigated in chapter 7 on page 181.
To reduce the societal cost of mining activities, various environmental policies have been
suggested. In the recent decades, increasing focus has been given to two particular policy
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instruments: the Pigovian tax (i.e. carbon taxation), and various trading schemes that let
actors buy or sell emission allowances in the market 1. These instruments have different
characteristics across countries and are sometimes hybridised with both Pigovian taxes
and trading schemes (Bovenberg and Goulder, 2002). This, combined with increasing
fuel prices, has, in some cases, led to the implementation of a small share of renewable
energy in the mining sector (McLellan et al., 2012).
Other economic issues associated with the mining energy systems are the cost risk, and
the reliability costs. That is, the price uncertainty associated with future energy prices
(as wells as other risks), and the price that a company is willing to pay to avoid an
energy outage. Whereas the cost risk can be a technological enabler for renewable energy
sources, the reliability costs can hinder take-up. Both concepts and their applications to
hybrid renewable systems are examined in chapter 6 on page 163 and 7 on page 181
respectively.
1.3.3 Energy demand
The mining sector, like other industrial sectors, is coming under significant pressure to
decrease the amount of greenhouse gases emitted and energy consumed (Norgate and
Haque, 2010). Yet, the energy mix and energy intensity differ widely according to the
mineral type. For instance, the energy mix of the non-ferrous metals industry requires
61% of electricity - whereas it is only 13% for non-metallic minerals and 20% for iron
and steel (McLellan et al., 2012). Furthermore, non-ferrous metals have a much higher
energy intensity (GJ/t) than other minerals (see figure 1.2 and table 1.1). As a result,
some mining sectors - such as the aluminium industry - have moved their operations
to countries with lower energy prices. In particular, countries such as Iceland, Norway,
and Canada have attracted new mining activities.
Another key issue of the mining industry is the increasing energy cost of drilling deeper
as well as the problem of low grade ores. Recently, it was shown that metallic ore grades
are globally falling because the reserves of higher ore grades have been progressively
depleted. Past research has shown that the effect of lower ore grades on the environment
is significant for ore grades below 1%, due to the fact that additional energy - and there-
fore emissions - is required to process the ore and treat the waste material. It was also
argued that energy efficiency initiatives, carbon sequestration, and renewable energy
sources are potential candidates to help mitigating this issue (Norgate and Jahanshahi,
1A review of relevant policy instrument is provided in section 8.3 on page 216.
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Figure 1.2: Mix of the final energy consumption in the mining industry (McLellan et al., 2012)
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2006; Norgate and Haque, 2010). Specifically, whereas energy efficiency initiatives would
reduce the embodied energy of metal production, the use of renewable energy source
would decrease the emissions of greenhouse gases. Ultimately, both approaches - as well
as recycling current metals - are essential for improving the sustainability indicators of
the mining industry. However, while the development of energy efficiency initiatives is
an issue worth investigating, it is not within the scope of the current work.
Table 1.1: Summary of production, final energy usage, and energy intensity of the global mining
industry (McLellan et al., 2012)
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electrical energy As shown before, the electricity usage in the production of
non-ferrous metals contributes to 61% of total energy consumption and 78% of emissions
of the sector (McLellan et al., 2012), and is therefore of high importance. If non-carbon
electricity sources were to replace the current electricity sources, emissions would be
reduced by approximately 7t of CO2 per ton of final product. This carbon reduction
could provide a significant marketing advantage for non-ferrous metals (e.g. aluminium)
that are, because of their light weight, often considered for replacing steel products and
thus providing further emission savings in transportation applications.
A number of mining processes are particularly electricity-intensive. The first mining
phase requires electricity for shovels, drilling, lighting, and conveyor-belt. Second, the
milling phase uses electricity for water-pumping, crushing, grinding, flotation, and
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smelting - especially flash smelter that uses significantly more electricity than older
technologies. Finally, the last refining phase is based on electrolysis - either electrorefin-
ing or electrowinning - and requires large amount of electricity for purifying the metals
(Davenport et al., 2002). Each of these major processes is composed of numerous sub-
processes that typically run 24/7. Sub-processes that are potentially dispatchable (i.e.
oxygen plant, air compression) could contribute to reduce the amount of energy storage
required in hybrid renewable power systems.
Another key consideration associated with renewable electricity is the reliability of sup-
ply, both in terms of adequacy and security (Allan and Billinton, 2000). From an ad-
equacy perspective, the inherent fluctuation of renewable electricity would be unaccept-
able and could potentially drive significant costs of outage. However, reliability issues
can be mitigated by diverse energy storage technologies or other clean energy sources.
Alternatively, diesel or gas generators - which are fully dispatchable - offer the possibil-
ity to deal with both intermittency and energy security issues (Huneke et al., 2012).
thermal energy The thermal energy required for the production of non-ferrous
metals is typically provided by both electricity and fossil fuels. Currently used fossil-
fuels for mining are coal, natural gas, and oil products (McLellan et al., 2012). A signi-
ficant share of fossil-fuels is transformed into motive power, for loading, hauling and
trucking (Norgate and Haque, 2010). The rest is used to produce thermal energy, which
is required for smelting the mineral concentrate.
Renewable sources can produce heat - biomass, solar, and geothermal - and could be po-
tentially used for smelting. However, thermal energy usage for smelting of non-ferrous
metals is typically high temperature. Renewable sources would not be able to provide
such temperature - CSP can typically provide heat up to 350ºC - but they could still be
used as heat booster to alleviate a fraction of the fossil-fuel use (Hu et al., 2010).
Another application for heat in mining is to use it as a storage medium before conversion
to electricity. Concentrated solar power (CSP) offers one of the most mature methods to
create heat from direct sunlight, which can be stored in the form of heated liquid at a
relatively low cost (Pihl, 2009; Herrmann et al., 2004). Combined heat and power (CHP)
alternatives constitute another technological solution that can generate heat for mining
processes.
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1.3.4 Mining power systems
system type In mining, local power systems including renewable energy sources
consist of two major types: off-grid and grid-connected. First, traditional grid-connected
systems can be subdivided into two types: distributed and centralised. While a central-
ised system implies that renewable sources feed the central grid, a distributed system
employs renewable sources to supply on-site power demand, and the remaining electri-
city is supplied to the grid (IPCC, 2011). Second, off-grid systems are remote or isolated
systems that are not connected to the central grid. Off-grid systems are traditionally
found when the connection to the central grid is not possible or too expensive (Misak
and Prokop, 2010). Because these systems operate autonomously, they cannot rely on
the grid to balance supply with demand. Instead, they must rely on their own balan-
cing mechanism to control line voltage, frequency, and the overall adequacy of supply
(Katiraei et al., 2007).
In the last decade, there has been an increasing interest for off-grid systems that include
renewable sources, due to lower costs and the global push for reducing greenhouse
gases. Those systems are composed of renewable energy technologies, and other energy
sources for handling the intermittency - typically diesel generators but energy storage
is another alternative. Several studies have investigated such systems for rural electri-
fication (Miller and Hope, 2000; Shaahid and El-Amin, 2009) as well as for supplying
electricity to off-grid islands (Ustun et al., 2011); but little interest has been shown for
mining activities. Yet, as more and more mining operations move to off-grid locations -
due to the depletion of the easily accessible mining reserves - the access to environment-
ally friendly and affordable energy sources is becoming a significant issue (Paraszczak
and Fytas, 2012). As a result, remote mines without grid infrastructure are prime can-
didates for stand-alone hybrid renewable systems.
Alternatively, renewable energy sources can be implemented to supply grid-connected
mines; therefore forming a distributed network. In simple terms, a distributed network
is an “electric power generation within the distribution networks or on the customer
side of the network” (Ackermann et al., 2001). This type of power system can be very
complex to integrate into traditional transmission and distribution networks. However,
in mining context, the generated power and heat are mostly or totally supplied to the
mine, which means that these integration problems should be less predominant. Yet,
large-scale distributed power affects the network in other ways. Among others, if the
network demand is lowered, the grid generation plants would require more fuel per
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kWh due to part-loading, and lower efficiencies (Najjar, 2001), which should ultimately
affect the electricity prices of the grid.
technology Even when there is an abundant availability of intermittent renew-
able sources, a solar or wind stand-alone system cannot satisfy the load on a 24h basis.
Stand-alone diesel plants can deal with intermittency but they are generally expensive
to operate - high fuel costs and high price uncertainty - and are contributing to car-
bon emissions. Other solutions include energy storage technologies or hybridized sys-
tems including renewable, storage, fossil-fuel generator, and potentially grid connection
(Shaahid and Elhadidy, 2007).
While most energy storage plants have been previously built to provide baseload or
power quality services, there has been a renewed interest in these technologies in order
to balance intermittent electricity generation technologies such as wind or solar power.
The current global landscape of energy storage consists mostly of pumped-hydro sys-
tems, accounting for over 99% of total storage capacity. The remaining 1% includes
compressed air energy storage, sodium-sulphur batteries, and a few other one-off in-
stallations for other storage technologies (Deane et al., 2010).
Despite being the leading storage technology, pumped-hydro systems are characterised
by a number of limiting factors for mineral production: site-specific, usually high capa-
city, and long lifetime (Rastler, 2010). These criteria might not be suitable for mining
activities. For instance, a mine lifetime might be considerably shorter than a pumped-
hydro scheme, or a mine might not be closely located to a suitable site for the reservoirs.
Other recent technologies, however, seem worth investigating for renewable integration
in mining.
1.4 summary of mining specificities
Several additional mining specificities have been identified in this thesis in chapter 2 on
page 17 and 8 on page 213. A summary of major specificities is provided as follows.
1. The load curve and the load duration curve of the mining power demand are
dissimilar to many other sectors. For instance, in contrast to residential load curves,
the mining industry requires a relatively constant amount of power at all times.
On that point, there is no down time in which the power demand is significantly
lowered (as shown in section 3.9 on page 72).
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2. Geographical characteristics of the mining industry cannot be chosen by the min-
ing company; they only depend on site locations where significant amount of min-
eral ore is found. As a result, mines are often located in remote areas that do not
have an appropriate energy infrastructure, and therefore commonly use off-grid
systems to power their operations.
3. The industry is subject to geological and commodity price uncertainties, which im-
plies that the expected mine-life is of great significance in the investment decision
(as discussed in section 8.2 on page 214).
4. The mining industry is characterised by high energy demand and often large re-
newable resources at mine sites (e.g. high solar irradiance for Chilean and Aus-
tralian mining industry). In this context, there is a potential for both higher returns
and economy of scales that might not be applicable to other sectors.
5. There is a range of mining processes that are potential candidates for demand-
shifting - which can in turn reduce the storage size (as discussed in section 5.3.2.2
on page 137).
6. Mining activities present different reliability costs than other industries (as re-
viewed in section 2.3.3 on page 30), hence implying that system sizing and reli-
ability analyses need to be treated differently from other industrial activities.
Together, these factors justify the need to perform specific analyses that can accurately
characterise the economic potential of hybrid renewable systems for mining settings.
In turn, a literature review is undertaken in the following chapter in order to describe
the current state of knowledge on the economic assessment of hybrid renewable power
systems.
Part I
L I T E R AT U R E R E V I E W

2
L I T E R AT U R E R E V I E W
A literature review is undertaken in this chapter with the aim of describing the current
state of knowledge on the economic assessment of hybrid renewable power systems.
First, a background on hybrid renewable systems is provided in section 2.1. Second,
the different approaches for determining the optimal system size, configuration, and
application for hybrid renewable systems are discussed in section 2.2 with respect to
their relative strengths and weaknesses. Third, the past research on power reliability,
in terms of capacity adequacy and system security, are discussed in section 2.3 with
regard to distributed and off-grid power systems. Fourth, the relevant research papers
on decision-making and risk analysis for energy systems are reviewed in section 2.4.
Finally, the chapter ends with a critique of the current literature in section 2.5 with
respect to the research questions of this thesis.
2.1 background on hybrid renewable power systems
Energy systems that include two or more energy sources with at least one renewable
energy source are defined in this thesis as hybrid renewable power systems. Different
types of energy sources can be included such as renewable, energy storage, and conven-
tional sources (i.e. grid, diesel). Energy storage technologies are usually implemented
to handle the intermittency of renewable sources (i.e. solar, wind) and enhance system
reliability (Luna-Rubio et al., 2012). Overall, these systems can sometimes present lower
costs and higher reliability than traditional systems that include only one source of en-
ergy (Yilmaz et al., 2008; Dalton et al., 2009).
Hybrid energy systems can operate in either off-grid or distributed settings. In off-grid
systems, the energy is produced independently of the grid by a stand-alone system.
Energy storage is most often found in this configuration due to the intermittent nature
17
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of renewable sources (Celik, 2003). Additional generators using diesel or natural gas
can also complement the output and enhance system reliability (Huneke et al., 2012).
Because there are no external balancing mechanisms (i.e. grid), the issue of reliability
and resource adequacy is particularly important for off-grid settings (Kaldellis et al.,
2009).
In distributed settings, the grid is used to balance the local system and/or to enhance
the output. Energy surplus can also be fed to the grid so as to avoid spillage costs and
potentially generate revenues. Furthermore, energy storage can be implemented to firm-
up the renewable output and provide an auxiliary source of energy (Korpaas et al., 2003).
However, the size of storage plants in distributed settings tends to be smaller due to the
availability of grid power.
Figure 2.1: Endogenous and exogenous parameters of hybrid renewable systems
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Ultimately, the cost effective design of hybrid renewable power systems is very complex
due to several prominent problems:
1. Hybrid energy systems are capital intensive, especially for renewable generation
and energy storage
2. The desirability to match the load with intermittent outputs, while minimising the
amount of energy storage
3. The conflict between the aim of minimising storage and maintaining an adequate
level of reliability
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4. Different risks are associated with different system configurations
The choice of the system depends on a number of endogenous and exogenous para-
meters, which are represented in figure 2.1 on the preceding page. Because of their
complexity, the design of these systems can be achieved with an optimisation model
that takes into account the appropriate system constraints and parameters (Luna-Rubio
et al., 2012). In turn, the different optimisation methods are reviewed in the following
section.
2.2 optimisation model
The accurate sizing of every system component is critical for the techno-economic as-
sessment of the whole system. As a matter of fact, the amount of economic benefits is
significantly associated with the chosen sizing methodology for designing the system
(Luna-Rubio et al., 2012). Specifically, the designing of such system refers to the search
for the best configuration, in terms of size and components - which involves the selection
of objective functions, decision variables, and optimisation constraints. The inclusion of
renewable increases the complexity of the problem because of intermittent resources
and non-linear characteristics. Furthermore, energy storage technologies are associated
with high capital and maintenance costs, which lead users and investors to formulate
complex problems to determine the least-cost size and technology associated with their
energy requirements.
In order to provide the best economic value and the required reliability, the design phase
of hybrid energy systems is based on an optimisation problem. In previous research
papers, a large variety of optimisation techniques has been applied to these systems.
System behaviour is stochastic in nature, and it appears logical to use the relevant tech-
niques (i.e. probabilistic) for assessing such systems (Billinton et al., 1996). Yet, determin-
istic methods are still largely employed by utilities to assess power systems. For instance,
simple sizing methodologies have been applied to this problem, such as the averaging of
weather data (Celik, 2003; Protogeropoulos et al., 1997). Similarly, a number of commer-
cial studies have assessed these technologies with simple analytical methods. In these
methods, hybrid energy systems are assessed for a set of possible system configura-
tions and types of equipment. Best configuration is determined based on a single price
index. In this context, the justification for using a more sophisticated approach is that
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higher levels of complexity are required for more objective assessments. A quote from
Calabrese (1947) further reflects on the choice of methodology:
“A fundamental problem in system planning is the correct determination
of reserve capacity. Too low a value means excessive interruption, while too
high a value results in excessive costs, The greater the uncertainty regarding
the actual reliability of any installation the greater the investment wasted.
The complexity of the problem, in general, makes it difficult to find an an-
swer to it by rules of thumb. The same complexity, on one side, and good
engineering and sound economics, on the other, justify the use of methods
of analysis permitting the systemic evaluations of all important factors in-
volved. There are no exact methods available which permit the solution of
reserve problems with the same exactness with which, say, circuit problems
are solved by applying Ohm’s law. However, a systemic attack of them can
be made by judicious application of the probability theory.”
Consequently, a vast numbers of algorithms have been applied in order to deal with the
complexity of power systems, including linear programming, quadratic programming,
and various heuristic approaches (e.g. particle swarm optimisation, genetic algorithm).
Most of these algorithms aim at reducing costs or environmental impacts. Tradition-
ally, these approaches have been using long time series of climate data (for renewable
sources) and load profiles - which also increases the complexity of the optimisation
problems. A selection of the most distinctive ones appears in Banos et al. (2011).
Whilst past studies have not considered the specificities of the mining industry, many
authors have addressed the sizing assessment of hybrid renewable power systems for
different contexts. Therefore, in this section, the references associated with system siz-
ing that support the discussions and theories of this thesis are reviewed. The section
is organised around four major techniques: linear programming, non-linear techniques,
dynamic programming, and heuristic approaches. This classification was made accord-
ing to the complexity level of each optimisation method. Other types of classification
have also been proposed in Luna-Rubio et al. (2012) and Banos et al. (2011).
2.2.1 Linear programming
As mentioned previously, a primary interest is to select the least cost-alternative in terms
of size, technology, and control strategy. Some authors have solved this problem by ap-
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plying linear programming (LP) techniques to determine the solutions that provide the
desired energy services with minimal cost. In a nutshell, the LP technique is an optimisa-
tion method applied to problems with linear objective functions and linear constrains.
This means that the net output caused by input variables is the sum of the outputs
caused by each input variable individually (Illingworth, 1991). This method is built on
various fields of research such as mathematics for the formulation of the model, com-
puter science for coding the algorithms, and additional fields related to the problem
being optimized (e.g. economics, engineering). Numerous studies have applied LP for
renewable and storage systems; a review of the relevant LP studies is provided as follow.
On the one hand, some authors have applied LP technique in the context of a distributed
power system in order to determine the optimal size under various system conditions.
For example, Nottrott et al. (2013) have used LP under MATLAB to model the optimal
storage dispatch schedules for peak load management and demand charge minimization
in a grid-connected system combining battery and PV. They found that the net present
value (NPV) of the battery system and battery lifetime were significantly improved with
the forecasting of time of use (ToU) prices. However, their results ultimately showed
that Lithium-Ion batteries are a financially viable option - in demand side applications
- at an installed cost of $400 - $500 per kWh of capacity, which represented around 40-
50% of 2011’s price level. Alternatively, Barton and Infield (2004) have considered the
possibility of increasing renewable generation and energy storage on weak electricity
grids. Specifically, the investment criterion in their model was based on capital deferral
for transmission lines. They found that storage options over long periods (i.e. 24h) with
redox flow cells were able to allow 25% more of the wind energy to be absorbed without
grid reinforcement but were not economically viable. Conversely, short term storage -
using flywheels - allowed 10% more of the wind energy to be absorbed and provided
significant economic benefits to the electricity system.
On the other hand, off-grid power systems have also been the focus of LP studies for
determining the system size, independently of grid supply. For instance, Abbey et al.
(2008) proposed an analysis of stand-alone power systems with wind generation and
energy storage. They found that, at current storage prices, there is an economic benefit
to install energy storage when the wind penetration reaches 60 to 80% of the power
demand, and the economic benefit starts decreasing beyond 80%. Because diesel gener-
ators can be a significant source of carbon emission, a subsequent study have examined
whether it is beneficial to maintain them in such system (Huneke et al., 2012). As a res-
ult, they proposed that it is preferable to maintain a limited capacity of diesel power in
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off-grid power systems in order to reduce storage costs and provide additional back-up
capacities. Interestingly enough, the study found that technological preferences were
highly sensitive to fuel prices, hence emphasizing the role of microeconomic factors on
the take up of renewable and storage systems.
Alternatively, other authors have investigated alternative storage technologies with LP
algorithms. For instance, Zoulias and Lymberopoulos (2007) have provided a techno-
economic comparison of an existing hybrid stand-alone power system and hydrogen-
based power system. They found that, while it is technically feasible to replace fossil
fuel based gensets with hydrogen-based systems, it requires a 50% cost reduction on
electrolysers and 40% on hydrogen tanks to be economical. They also stressed the im-
portance of sizing and found that gensets and battery banks can be replaced with fuel
cells by oversizing the renewable energy system (PV array in this study). In addition,
simple optimisation methods have also been applied to provide visual tools that can
help the optimisation process. For instance, Mohammad Rozali et al. (2013) have de-
veloped the numerical power pinch analysis in order to consider the energy losses of
hybrid power systems. The authors argued that different types of appliances use differ-
ent type of power; for instance, some appliances are AC and others are DC. As a result,
they proposed that the application of their methodology can avoid unnecessary power
conversion and reduce the optimal storage capacity in hybrid power systems.
However, a major limitation of linear methods is that they cannot represent accurately
physical systems, which are generally non-linear (e.g. part-load efficiency of fuel plants).
As a result, other optimisation methods have been applied to take into account non-
linear characteristics.
2.2.2 Nonlinear programming
On the storage side, typical nonlinear characteristics include operation costs and storage
efficiency. First, as opposed to most variable costs, the maintenance costs of energy
storage technologies tend not to be proportional to its usage in kWh but rather depends
on the cycling type (e.g. deep versus short discharges). Second, the storage efficiency
for battery technologies widely varies with the pulse factor (Kazempour et al., 2009).
This refers to the amount of power discharge in comparison to the rated capacity. For
instance, NaS batteries can instantaneously discharge power from one to five times their
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rated storage capacity - if the AC-DC converter is adequate. However, higher rates of
power discharge results in more power losses, and nonlinear efficiency rates.
Some authors have applied nonlinear programming techniques to account for these
technical characteristics. For instance, Kazempour et al. (2009) have developed a self-
scheduling approach under GAMS for the operation of NaS batteries and pumped-
storage plants with considerations for the non-linearity of maintenance cost and storage
efficiency. They found that the internal rate of return (IRR) was 29% for pumped-hydro,
and 17% for NaS battery plants. Alternatively, Kongnam et al. (2009) have used mixed-
integer nonlinear programming to determine the optimum generation capacity of wind
farms, with the aim of maximizing profit-to-cost and profit-to-area ratios. The optim-
isation problem was formulated in order to select the optimal technological type and
size with regard to operation costs, maintenance costs, and available area. Nonlinear
elements of wind turbine operations such as cut-in and cut-out wind speed were con-
sidered in the model. Weibull and Ryleigh distributions were used to model the wind
speed uncertainty, using hourly data at Phuket wind station in Thailand. As a result,
they found that the NPV of wind turbines was associated with both investment capa-
city and turbine sizes. Specifically, larger wind turbines were more advantageous for
scenarios with limited investment funds.
While nonlinear methods present a number of advantages (e.g. better accuracy in mod-
elling) in comparison to linear programming, they tend to be computationally intens-
ive when stochastic parameters are included in the model design. Consequently, other
techniques have been developed to reduce the computational time (i.e. dynamic pro-
gramming, heuristic methods) and integrate higher levels of complexity. In turn, these
methods are reviewed as follow.
2.2.3 Dynamic programming
Dynamic programming (DP) is another optimisation method applied to solve complex
problems, which can account for non-linear parameters. Typically, it is performed by
breaking a problem into a number of simpler sub-problems. This method seeks to solve
each problem only once and therefore reduces the computational time to determine
the optimal solution (Sniedovich, 2010). A number of past studies have applied this
algorithm to determine the optimal capacity size of energy systems.
24 literature review
For instance, Li et al. (2009) have explored a novel hybrid system including hydrogen
fuel cell for long-term storage and battery banks for short-term storage. Based on DP,
they have determined the optimal system configuration with regard to system costs and
system efficiency. On the economic side, they measured the cost/benefit potential of the
different systems, including fixed costs, variables costs, and levelised cost of electricity.
On the engineering side, the study applied three different efficiency metrics, including
total system efficiency, loss efficiency (i.e. dump load), and used efficiency (i.e. actual
efficiency). Their results suggested that coupling hydrogen and battery storage enables
higher system efficiencies and lower costs than traditional off-grid systems.
Korpaas et al. (2003) have applied a DP algorithm for the scheduling and operation
of energy storage for wind power plants. Wind forecasting was used to determine the
next day storage capacity. As a result, they suggested that energy storage can increase
financial revenues by taking advantage of price fluctuations. However, electrochemical
energy storage was found to be more expensive than grid reinforcement. It was also pro-
posed that energy storage can be more advantageous where grid extensions would lead
to adverse consequences on the local environment. Similarly, Lund et al. (2009) have ap-
plied DP to identify the best dispatch strategy of a compressed air energy storage plant.
Their simulations aimed at determining the revenues generated by storing electricity
when prices are low and discharging it when prices are high (i.e. peak load manage-
ment). This study identified two operational strategies in order to maximise revenues.
In one strategy, historical prices serve as the basis of price forecasting (former 24h). In
the other strategy, the future prices of the next 24h consist of a price prognosis, which is
a probabilistic calculation based on the hourly minimum and maximum bidding prices
of the electricity market. This later strategy was found to provide significantly higher
revenue for the CAES plant’s owner. Yet, because future electricity prices are inherently
unknown, they found inconsistent year-on-year revenues.
Alternatively, Kaldellis et al. (2009) have used a similar iterative approach to assess the
payback of stand-alone hybrid energy systems, including PV and battery storage. As
expected, they found that local solar conditions are a remarkable influencing factor of
life cycle costs. Interestingly, they proposed that battery storage exceeded 27% of their
system costs, which emphasised the difference between stand-alone and grid-connected
systems. Finally, some authors have suggested that heuristic methods can offer shorter
computational time than dynamic programming - especially when stochastic parameters
are included (Tsung-Ying, 2007). In turn, the relevant heuristic studies are reviewed as
follow.
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2.2.4 Heuristic approach
Some authors have proposed approximate techniques to reduce computational time,
such as heuristic methods and artificial neural networks - rather than traditional optim-
isation methods (Banos et al., 2011). Those approaches reduce the computational time
by only assessing a fraction of the solution space, hence implying that the solution is not
guaranteed to be optimal. Heuristic approaches have been successfully applied to multi-
objective problems, such as the combination of minimising cost and reducing carbon
emissions.
Typically, multi-objective optimisation consists of two main methods: aggregate-weight
function and Pareto-based optimisation (Zitzler et al., 1998). On the one hand, aggreg-
ating functions combine all the objective functions in a single objective function, where
the weight of each objective is adjusted according to its importance. While aggregating
functions are relatively easy to model, they suffer from several weaknesses, such as that
it can be very delicate to adjust the weight of the objectives when they are measured
on different scales. On the other hand, Pareto-based multi-objective techniques address
such weakness by linking various solutions according to the Pareto-dominance concept.
That is, the solution S1 dominates the solution S2 when S1 offers a better result in at least
one objective, and not worse in the others. This method generates a set of non-dominant
solutions (termed Pareto optimal set) rather than a single solution.
Subsequently, multi-objective algorithms have been used for stochastic energy problems
including probability density functions for renewables, or probabilistic price forecasting.
For example, Lee and Chen (2009) have applied the evolutionary particle swarm op-
timisation (EPSO) technique to investigate the optimal contract capacities and installed
capacities of a wind and PV generation system for time-of-use rate industrial user. The
program HOMER was used to generate wind speed probabilities using a Weibull distri-
bution. They suggested that the most critical influencing factor of the benefit-cost ratio
was the energy cost while the capital cost had the greatest influence on the optimal
installed capacity.
Similarly, Wang and Singh (2007) have applied a fuzzified multi-objective particle swarm
optimisation algorithm to investigate the optimal generation dispatch in electric power
systems. Both aggregated function and Pareto-based methods were used to determine
the best power configuration of generators, including costs and emissions as objective
functions. However, no consideration was made for the stochastic elements related to
system reliability. Consequently, in a following paper, Wang and Singh (2008) have in-
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cluded the system reliability among the objective functions. Specifically, they examined
the trade-offs between system risk and total running costs - by including the impact of
wind power intermittency on the system. A set of non-dominant Pareto-optimal solu-
tions was provided in relation to reserve constrains and transmission losses. Interest-
ingly, they also considered the attitudes of dispatchers towards wind power, with dif-
ferent functions representing an optimistic, neutral, and pessimistic attitude. They sug-
gested that the optimistic design provided the highest benefits, with a larger amount of
wind power among all three attitudes. Finally, they stressed the importance of the rela-
tionship between energy reliability and power balance constrains. Alternatively, Tsung-
Ying (2007) proposed a multi-pass iteration particle swarm optimisation algorithm (MI-
PSO) to determine the optimal dispatch power of a battery storage system and wind
turbine generators for a time-of-use rate industrial user. Weibull probability density
functions were generated with the software HOMER to assess wind speed probability.
As a result, they suggested that higher profits can be generated by accounting for load
uncertainties. To conclude, heuristic approaches have proven to be useful in order to
reduce computational time in past studies.
2.2.5 Strengths and weaknesses of optimisation approaches
The cited references show that various methods can be applied to solve the same prob-
lem. However, each of them encompasses a number of limitations. The simple methods,
including averaging and worst case scenario, have not been considered in previous stud-
ies because they are limited by the use of short time series. This implies that the mod-
elled results tend to favour an oversizing of the system, which therefore reduces the
economic benefits. Alternatively, sizing approaches based on linear programming have
been extensively applied for renewable and storage generation. However, the biggest
disadvantage of linear techniques is the inaccurate assessment of storage systems that
present non-linear characteristics. For instance, maintenance costs and storage efficien-
cies do not vary linearly for battery storage. Subsequently, nonlinear techniques and
dynamic programming have been applied to take into consideration nonlinear paramet-
ers. These approaches can effectively take into consideration the characteristics of energy
storage technologies - especially battery storage - and therefore provide more accurate
results.
However, a major limiting aspect for these methods is the high computational time
and the lack of consideration of randomness in the sizing of power systems. This is
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particularly important for optimising power generation with uncertain fuel prices and
intermittent resource inputs. Yet, a certain amount of randomness can be included in
the previous approaches but it usually leads to unacceptable computation times. In this
context, approximate approaches (i.e. heuristic) have overcame this problem by not cal-
culating all the possible solutions to find the best alternative. Rather, these techniques
generate a set of solutions along an optimisation trajectory - hence drastically improv-
ing computation time. Finally, the issue of reliability cost and reliability worth further
increases the complexity of the sizing problem. In turn, this matter is reviewed as fol-
lows.
2.3 reliability analysis
Traditionally, there is a need for the system operators to understand the power qual-
ity of the system for which they are responsible. Because of the intermittent nature of
wind speed and solar radiation, a critical aspect in designing hybrid renewable power
systems is the reliability of supply (Kashefi Kaviani et al., 2009). The concept of reliab-
ility relates to the ability of any system to perform its intended function. In the case of
power systems, the primary function is to provide adequate and secure supply of elec-
tricity to the users. In this definition, the adequacy refers to the existence of sufficient
capacity to meet the system demand, while security refers to technical perturbations in-
cluding system failures and malfunctions (Kariuki and Allan, 1996). Both considerations
are important to assess the reliability of power systems but the adequacy assessment is
particularly critical for intermittent energy sources.
2.3.1 Reliability assessment methods
There are three main approaches for assessing the reliability of power systems: determ-
inistic, probabilistic, and stochastic based on Monte Carlo analysis (Georgilakis and Kat-
sigiannis, 2009). Deterministic approach is based on fixed capacity margins, and fixed
outage rates whereas probabilistic perspectives are applied when the uncertainty of cus-
tomer load and generation capacity are of particular interest. Alternatively, Monte Carlo
simulations can take into account the randomness associated with generation systems,
including contingencies and operating characteristics. In theory, these simulations can
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assess system effects that would not be possible without considerable approximation in
traditional probabilistic methods.
Numerous authors have performed reliability assessments in order characterise the avail-
ability of distributed and off-grid systems. Specifically, (Giorsetto and Utsurogi, 1983;
Wang et al., 1984; Billinton and Chowdhury, 1992) proposed a multi-state approach of
wind turbine generation in order to probabilistically evaluate different energy states
including power output and forced outage rate. Other authors have extended the multi-
state approach for assessing the probability associated with each battery state (Paliwal
et al., 2014b,a). The authors observed that such method was able to deal with the com-
plexity related to both renewable energy generation and battery storage, and requires
less computation power than Monte Carlo approaches. Others have applied load ad-
justment approaches to eliminate the power output from the grid, and then use the
adjusted load to assess the reliability of renewable sources (Marsh, 1979; Singh and
Lago-Gonzalez, 1985). Similarly, Karaki et al. (2000) have applied probabilistic methods
to determine the wind turbine output based on a Weibull distribution of wind speed.
The probabilistic study of Kaldellis et al. (2004) have concluded that capital cost is signi-
ficantly reduced when the reliability value drops to 95% reliability - instead of 100% - in
a stand-alone photovoltaic system. Tanrioven and Alam (2006) have used Markov chain
to determine the probability of power output based on different system states such as
up, de-rated, and down. Alternatively, (Roy et al., 2010) have proposed to incorporate
the uncertainty of renewable output with chance constrains for a pre-specified reliability
requirement. Their results stressed a number of interesting findings: a) the design space
of hybrid power systems is comprised in the region between the maximum reliability
limit and the minimum allowable reliability, b) for each value of reliability level, there is
a different system design with a minimum storage requirement as a well as minimum
and maximum generator ratings, c) for stand-alone renewable-storage systems, there is
a limit for the maximum possible reliability value.
Other studies have applied non-sequential Monte-Carlo simulation approach to assess
the reliability of power systems - thus only including uncorrelated generation states
(Vallee et al., 2008; Wen et al., 2009). For instance, Vallee et al. (2008) have developed
a two-state Monte-Carlo model for global wind production. They suggested that the
spreading of wind turbines can reduce the probability of zero wind generation as well
as increase the overall wind capacity. Alternatively, many authors have applied sequen-
tial Monte Carlo simulation in order to take into account the correlation between peak
demand and renewable output. Specifically, Ming and Yichun (2006) have assessed wind-
2.3 reliability analysis 29
diesel energy systems with Monte Carlo for investigating the uncertainty of wind speed,
system load, and failure rates. They proposed that wind power generation will become
increasingly viable due the constant price escalation of fossil-fuels. Da Silva et al. (2007)
have used Monte Carlo simulation to assess the behaviour of reliability metrics, includ-
ing conventional loss of load indices and well-being assessment of power systems. They
suggested that, in the European Union, it is necessary to oversize renewable capacity
for reaching an acceptable level of power reliability. Finally, Wang and Billinton (2001)
have proposed a time sequential simulation to investigate the reliability worth/cost as-
sociated with variable wind speed and forced outage rates. They emphasised that there
is an important relationship between reliability indices and system sizing, and showed
that time-sequential methods provide significant benefits for the sizing accuracy of re-
newable power systems.
2.3.2 Reliability considerations
Several types of power failures are considered in any reliability approach addressing
security issues. For distributed and stand-alone renewable systems, those include inde-
pendent failures, same cause failures, dependent failures, sensitivity to repair rates, and
weather effects (Li, 2002). Some past publications have incorporated security assessment
in sizing studies with consideration to forced outage rates and planned outage rates
(Atwa and El-Saadany, 2009; Billinton and Karki, 2001; Karaki et al., 1999; Kashefi Kavi-
ani et al., 2009). However, other studies have not considered security issues - only ad-
equacy - because security effects were found to be relatively small (Georgilakis and
Katsigiannis, 2009; Hu et al., 2009; Papathanassiou and Boulaxis, 2006).
Other studies have extensively investigated this matter with regard to the correlation
of failure between different system parts as well as the cascading effect of a power fail-
ure onto the rest of the system. This task is relatively difficult to achieve because of
the diversity and complexity of the underlying causes that can lead to both a positive
correlation of failure and a cascading effect. A number of authors have investigated
those issues from different perspectives. For instance, Melo and Pereira (1995) have pro-
posed a novel methodology for calculating reliability indices such as LOLP (Loss of
Load Probability), and LOLF (Loss of Load Frequency) - with regard to sensitivity ana-
lyses for repair rates and equipment failures. Their approach incorporates the effects
of uncertainty and trade-offs between additional maintenance costs and failure rates.
Alternatively, Li et al. (1995) investigated the trade-offs between the cost of transmis-
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sion reinforcement and reliability indices. They suggested that, in the context of their
case-study, it was preferable to defer transmission investment because non-investment
alternatives (i.e. load management) provided a better economic return. Finally, Li (2002)
presented a method that includes ageing failure as part of the reliability assessment.
They argued that ageing failures have significant effects on reliability, and ignoring it
can result in large underestimation of outage rates - and therefore system costs.
2.3.3 Reliability cost and reliability worth
Depending on the level of reliability requirements, it might be necessary to increase
the system capacity, and therefore increase investment costs (Allan and Billinton, 2000).
This is of particular interest because financial implications are of great importance for
all investors, including the mining industry. This problem of system reliability versus
capital investment has been considered by various studies. Usually, this has been done
by seeking the best compromise between reliability cost and reliability worth. That is,
investments on increasing capacity (i.e. reliability costs) are only made if they provide
enough economic value (i.e. reliability worth). The reliability costs are obtained from
traditional system analysis - such as optimisation models. However, reliability worth is
a much more complex problem because power costs are not always quantifiable and
depend on various qualitative factors, including inconvenience or irritation. In the past,
various reliability assessments have been performed, many are discussed in Wacker and
Billinton (1989); Balducci et al. (2002); Lawton et al. (2003).
Among those, a number of comprehensive surveys have been performed in Canada,
UK, and the U.S.A. Particularly interesting to note is that reliability worth studies are
usually based on customer perceptions for the domestic sector and the Ratio of Gross
Economic Output to Energy Consumption for the industry. For instance, the University
of Saskatchewan published a number of sector customer damage functions (SCDF) to
represent the average costs that an average customer would incurred per kW of peak
annual demand (Billinton et al., 1993). In the industrial sector, they proposed that this
cost varied from 1.6 $/kW for a 1 min interruption to 55.8 $/kW for 8 hours. In the
UK industrial sector (Kariuki and Allan, 1996), the SCDF estimates ranged from 6.15
$/kW for a 1 min interruption to 150.4 $/kW for 8 hours. Interestingly, the UK study
also provided estimates in terms of aggregated annual consumption, and found that this
reliability cost ranged from 3.1 $/MWh for a 1 min interruption to 67.1 $/MWh for 8
hours. Alternatively, the Pacific Northwest National Laboratory has provided reliability
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worth estimates at industry level based on a ratio comparing the total electricity usage
and the total economic output (Balducci et al., 2002). They proposed that the interruption
cost of the primary metals industry ranged between 1.34 $/kW for a 20 min interruption
to 5.26 $/kW for 4 hours, and the cost can reach 205.85 $/kW for a 4 hours interruption
in the oil and gas industry (see table 2.1). Various estimates can be derived from SCDF
estimates, and one of particular interest for hybrid renewable systems is the value of
lost load.
Table 2.1: Interruption cost for the U.S industrial sector in 1996 (US$/kW) (Balducci et al., 2002)
2.3.4 Reliability metrics
While SCDF estimates represent the cost per interruption per kW of peak demand, it
does not put a value on an unsupplied kWh. For instance, based on the Canadian SDCF
estimates, the cost of a 1 min. interruption for an industrial user with a 100 MW peak
demand would represent $160.000 in 1996 ($1.6 per kW * 100.000 kW), but this method
does not provide the cost of a partial outage - in this example, any value lower than
100 MW. This has been included in another reliability metric, termed value of lost load
(VoLL). The VoLL is considered to be the cost that a costumer would incur per kWh
unsupplied or kW interrupted (Allan and Billinton, 2000). This metric is therefore much
more practical to use with intermittent systems, where the power supply can vary inde-
pendently of the power demand. Interestingly, the definition of VoLL does not provide
temporal and spatial information on the circumstances leading to the curtailment, but a
variety of factors have been suggested to affect its value - including: activity curtailed,
time of day, season, duration and number of curtailment, advance warning and cause
of interruption (Kariuki and Allan, 1996). Some authors have mentioned some of these
factors for the calculation of the VoLL. For instance, Kariuki and Allan (1996) have
included the duration of curtailment to derive different VoLL curves, and Willis and
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Garrod (1997) have suggested that advance warning, time of day, and annual outage
frequency are important factors for valuing the VoLL.
The VoLL indicator is usually combined with probabilistic criteria to compare the total
expected VoLL (EVoLL) with the cost of increasing capacity. These probabilistic cri-
teria include a variety of indices such as Loss of Load Probability (LOLP), Loss of
Load Expectation (LOLE), System Performance Level (SPL), Loss of Energy Expectation
(LOEE), Energy Index of Unreliability (EIU), Energy Index of Reliability (EIR), and Sys-
tem Minutes (SM) (Allan and Billinton, 2000). Past research have applied these indices
to assess the reliability of renewable power systems and energy storage systems. For
instance, Maghraby et al. (2002) have assessed a photovoltaic and battery system with
the LOLP and SPL indicators. While the LOLP index was used to measure the prob-
ability of the system not being able to supply the power demand for a given time, the
SPL indicator used the Markov chain matrix to provide on overall probabilistic index of
system failure. As a result, they suggested that LOLP was a better suited index because
it provides information per unit time and therefore allows the operator to determine
whether the period of lost load is important. However, LOLP defines the likelihood
of power curtailment but not the amount of energy shortage. Consequently, some au-
thors have combined the LOLP and LOEE indices to account for both the likelihood
and intensity of curtailment. For instance, Hu et al. (2009) have used LOLP and LOEE to
measure three storage control strategies associated with wind power and energy storage.
Their study stressed that LOEE and LOLP are dependent on the system configuration,
e.g. the LOEE tend to be higher when the storage facility is also used by the central grid,
rather than being only used for renewable capacity firm-up. Such indicators of reliability
can be considered by applying either deterministic or probabilistic approaches.
By contrast, Billinton and Karki (1999b) have proposed an alternative to the traditional
probabilistic measurements of reliability. Their approach, termed well-being analysis,
aims at providing richer information on reliability with regard to capacity reserves. In a
nutshell, the well-being perspective suggests that a power system is considered healthy
if there is sufficient capacity margin to meet the power demand. Initially, this technique
combined simple deterministic criteria for loss of load probabilities and probabilistic cri-
teria to assess the capacity reserves of the power system. This was extended by (Billinton
and Karki, 1999a; Wangdee and Billinton, 2006) in order to account for the randomness
of power outages in large power systems. In that sense, the power system is modelled
in relation to random events that can change the level of system well-being - which is
the difference between available capacity and power load. Interestingly, Da Silva et al.
2.4 decision analysis 33
(2007) have considered both conventional LOLE metrics as well as well-being indices
for power systems including renewable sources, in a sequential Monte Carlo analysis.
Together, the two approaches enabled an accurate characterisation of power reliability
including both the number of hours spent on marginal states - as opposed to healthy
power states - and the outage probability.
2.4 decision analysis
Decision analysis consists of a set of principles and theories for making decisions under
different alternatives. Uncertainty and risk are the two main issues involved in decision-
making. Uncertainty arises when the states of nature of each alternative are unknown
and impossible to describe accurately. Various types of uncertainty can be considered
for mathematical models, including aleatoric uncertainty and epistemic uncertainty (Ki-
ureghian and Ditlevsen, 2009). Aleatoric uncertainty consists of the parameters that are
always changing and cannot be predicted accurately. Epistemic uncertainty includes the
parameters for which there are not enough data to provide an accurate measurement.
Alternatively, risk arises when any type of uncertainty can lead to an undesired effect
or significant loss (Laffont, 1989). Both concepts have been applied to the field of energy
systems for decision-making.
Whereas climate parameters and energy security consideration constitute a well docu-
mented source of aleatoric and epistemic uncertainties (Boyle, 2004; Allan and Billinton,
2000), the case can also be made for other aspects: the uncertainties associated with
fuel prices and technological costs. First, fossil-fuel generation and renewable genera-
tion are competing with each other, which could lead to opportunity costs if fuel prices
were to change significantly in the future. Similarly, the introduction of various envir-
onmental policies can drastically increase the present value of renewable alternatives.
Second, the technological costs of energy systems can fluctuate in relation to market
condition, technological improvement, labour cost, and economies of scale; for instance,
Nrel (2012) provides cost estimates of storage technologies with an error margin of +/-
75%. Together, these factors provide a significant source of uncertainty for decision-
makers, which can hinder the uptake of the most uncertain technologies.
In this context, different principles can apply to make decisions. First, the MaxiMin
principle (or pessimistic decision making) encompasses to evaluate each alternative for
the worst possible outcome. As a result, the optimal decision with the worst possible
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outcome is selected. Second, in contrast to the MaxiMin principle, the MaxiMax prin-
ciple consists of evaluating alternatives for the best possible outcome, which is generally
regarded as optimistic decision making. Third, the Hurwicz principle considers alternat-
ives within these two extreme states (Arnold et al., 2002). Fourth, the Laplace principle
or insufficient reason argues that without probabilistic information on the different al-
ternatives, the best choice is to select the alternative with the highest average outcome
(Sharma, 2001). Finally, the savage principle or MiniMax regret encompasses to con-
struct a matrix with the opportunity loss (regret value) of each alternative, representing
the differences between the best possible outcome and a given outcome. The matrix
is then used in conjunction with risk probabilities for decision making (Loomes and
Sugden, 1982).
These decision-making principles have been put into practice in various studies con-
cerning technological choice or investment decision. For instance, Kongnam et al. (2009)
have considered the MaxiMin, MaxiMax, Hurwicz, Laplace, and savage principles for de-
termining the optimum investment decision for a 1 MW wind park, in relation to profit
to cost and profit to area ratios. They found that these principles were able to distin-
guish two optimum investments among eight investment alternatives. Wang and Singh
(2008) have investigated decision making for wind power under the Hurwicz principle.
They proposed that risk levels for wind penetration were associated with the attitude of
dispatchers towards wind power. Subsequently, they have provided cost estimates for
each attitude in order to account for this epistemic uncertainty. Traditionally, authors
have combined these three perspectives on uncertainty to let decision-makers use any
of the MaxiMin/MaxiMax and Hurwicz methods. For instance, Denholm and Margolis
(2007) have investigated the limits of solar photovoltaic in electric power systems and
provided results with minimum, intermediary, and maximum values. Similarly, Korpaas
et al. (2003) have reported a range of results regarding the predicted revenues of wind
parks, including minimum, intermediary, and maximum revenues.
However, other studies have proposed to use comprehensive frameworks to facilitate
decision-making (Pohekar and Ramachandran, 2004). The use of decision frameworks
has a long history in energy projects. They typically aim at considering a range of con-
flicting factors, such as technological, economic, environmental, social, and financial
risks. Specifically, decision frameworks such as multi-criteria decision aid techniques
(Siskos and Hubert, 1983; Zhou et al., 2006) and outranking methods (Lahdelma et al.,
2000) have been proven useful for improving decision-making. These approaches share
common characteristics such as the aim to determine the most satisfactory and effi-
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cient solution, and conflicts among criteria such as incomparable units. Some authors
have also taken into consideration the decision maker’s preferences by the inclusion
of economic utility functions (Afgan and da Graca Carvalho, 2000). However, this ap-
proach suffers from two major weaknesses: a) it requires extensive data collection, and
b) the results are not easily generalisable. For instance, Haralambopoulos and Polatidis
(2003) proposed an integrated decision-making framework for renewable energy pro-
jects. To find group consensus, their approach encompassed to use a mix of qualitative
and quantitative data on decision-makers, which included local authorities, potential
investors, government, and pressure groups (i.e. NGOs, media). Because their data were
situated in a local context, the results of their study cannot be significantly extrapolated
to other projects.
Finally, the risk factor associated with cost and return is another large area of uncertainty,
which has been traditionally investigated by the literature on financial assets. In turn,
this risk is reviewed in the following section.
2.4.1 Risk analysis
Under traditional engineering cost approaches, a risky cost stream has often the same
net present value than a safer cost stream. This violates the finance theory, where the
risk factor must be included in the valuation process (Awerbuch, 2000). In this context,
some authors suggest that the risk on costs and returns can be addressed by diversifying
the generation sources (Awerbuch and Berger, 2003; Jansen et al., 2006). This principle,
called the Markowitz portfolio theory (MPT), has been initially introduced for financial
assets (Markowitz, 1952). It suggests that by diversifying a portfolio of assets, the overall
risk can be reduced in comparison to the risk of individual assets. From a theoretical
standpoint, the basics of MPT are based on the mean-variance concept. It encompasses
to put together a variety of assets in order to generate a minimum-variance portfolio for
any given level of expected return or system cost. Such portfolio minimise risk, which
is measured by the standard deviation of the periodic return or cost.
Energy investments are not too dissimilar than financial securities, where financial port-
folios are constituted of a number of different assets in order to manage risks and max-
imise investor value. Similarly, electricity generation can be viewed in terms of different
technologies, with different risks and financial performances. At any given time, some
generation technologies may have high costs while others might have lower costs, yet
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over long period of time, the overall generation portfolio can be used to minimise the
risk associated with each alternative (Awerbuch and Berger, 2003). Indeed, MPT sug-
gests to evaluate the economics of traditional and renewable energy technologies not
on the basis of their stand-alone cost, but based on their portfolio cost. Specifically, the
main characteristics of MPT is to assess how particular alternatives can change the cost
and risk of a portfolio of generation options.
Early applications of this theory in the energy sector have been introduced by Bar-Lev
and Katz (1976). More recently, using traditional MPT principles, Awerbuch (2000) sug-
gested that photovoltaic technologies, with higher costs than fossil-generation, can re-
duce the cost risk of a generation portfolio. Further, Awerbuch and Berger (2003) pro-
posed that the important implication of portfolio-based analysis is that generation altern-
atives must not be evaluated by comparing stand-alone options, but by comparing al-
ternative portfolios of resources. Subsequently, while Awerbuch and Berger (2003) have
applied MPT in relation to expected periodic return (or holding period return), Jansen
et al. (2006) have proposed some changes in the theoretical framework with the introduc-
tion of the concept of cost risk. Their approach expressed the risk factor in terms of costs
instead of a percentage, which was suggested to facilitate the conversion between portfo-
lio cost and portfolio risk as well as provide more useful indicators for decision-making
related to energy systems. As a result, Jansen et al. (2006) suggested that renewable gen-
eration can greatly improve the cost risk and sometimes yield a significant risk reduction
at no extra cost. For both approaches, the concept of efficient frontier (either in terms of
costs or returns) was applied to determine which portfolio was considered efficient; that
is, the optimal system alternative with regards to trade-offs between cost (or periodic
returns) and risk (i.e. standard deviation and covariance). Ultimately, the concept of ef-
ficiency frontier was found useful to determine the optimal trade-offs between several
generation portfolios.
More recently, the portfolio theory has been the object of increasing attention in the
energy literature. For instance, Roques et al. (2008) have applied the mean-variance port-
folio approach to a Monte Carlo simulation of a portfolio including gas, coal, and nuc-
lear. They suggested that long-term purchase agreements can help to balance optimal
portfolios towards larger shares of coal and nuclear plants - hence reducing the energy
produced from natural gas. Delarue et al. (2011) proposed a new application of the port-
folio theory to non-dispatchable and intermittent energy sources. Distinction was made
between investment in capacity, electricity generation, and instantaneous power output.
In contrast to the application of the standard portfolio model, they suggested that a
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larger share of renewable energies can be incorporated into the energy mix to reduce
the mean-variance of the model. Finally, Zhu and Fan (2010) have evaluated the cost
risk of the future generation portfolio of China for 2020 plans. In the carbon constrained
scenario, they found that the generation cost risk of China in 2020 is even greater that
in the 2005 portfolio. It was also proposed that renewable technologies require stronger
policy support to increase their future uptake in China.
The cited examples shows that the application of the portfolio theory have only been
applied to large power systems. To date, there are no studies that have considered stand-
alone or small distributed systems from a portfolio perspective. Yet, there are no reasons
why this theory should not be applied for such systems. Since hybrid renewable systems
include at least two sources of energy, it is valuable to determine the optimal portfolio(s)
of generation capacity that minimises costs and risks. This is particularly valuable for
systems that include both renewables and fossil-fuel generation in which variable costs
are usually associated with a wide range of risk characteristics.
2.5 summary
In this chapter, a review of the current state of knowledge on the economic assessment of
hybrid renewable power systems was undertaken. Different approaches were identified
that can be applied to investigate different perspectives on the economic competitiveness
of such systems. Reviewed articles in this literature review have provided a number of
cost estimates, insights, and methodological details with respect to optimisation, reliab-
ility, and decision-analysis for off-grid and distributed power systems. Among others,
previous techno-economic studies that focused on hybrid renewable systems have con-
sidered off-grid tourist accommodations (Dalton et al., 2009), educational campus with
time-of-use (ToU) pricing (Yilmaz et al., 2008), weak electricity grids (Barton and Infield,
2004), limited land available (Kongnam et al., 2009), industrial user with ToU pricing
(Lee and Chen, 2009), and off-grid islands (Ustun et al., 2011). However, no previous
academic studies have specifically assessed the economic competitiveness of hybrid re-
newable power systems for mining settings.
Another interesting consideration is the diverse range of economic results associated
with hybrid renewable systems in previous publications (as shown in section 5.3.3 on
page 140). While a number of studies have reported negative returns, other studies have
found that those systems do generate positive returns. A number of reasons can explain
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this range of results. For instance, the use of different methods with different levels of
technological details can lead to dissimilar results. Another explanation can be found
in the consideration of different contextual factors across studies. For instance, some
studies are based on industrial users while others use residential data under different
climate conditions. As a result, the wide diversity of methodological completeness and
the use of different contexts for similar technologies makes it difficult to generalise past
results to the mining sector.
Given that the mining industry have different requirements than other industrial sec-
tors (as argued in section 1.4 on page 13), a generalisation from previous studies cannot
be performed and new analyses are therefore required in order to generate meaning-
ful results. Subsequently, the first research question aims at performing an economic
assessment of such systems by answering the following 1: To what extent can hybrid
renewable power systems minimise electricity costs and reduce carbon emissions of
the mining industry? Based on the literature review on optimisation methods in sec-
tion 2.2 on page 19, it was determined that the combination of storage and renewables
in a small power system implies large uncertainties, and require the most complex op-
timisation methods. A heuristic optimisation algorithm has been therefore selected for
this research - as detailed in section 3.3 on page 50.
In addition, past literature has identified different values of lost load for mining activities
than other industries - see section 2.3.3 on page 30. This additional specificity of the
mining industry implies that system sizing and reliability analyses need to be treated
distinctively than other industrial activities. Based on the value of lost load of the mining
industry (see section 6.2 on page 167), the second research question is stated as: What is
the optimal trade-off between capacity cost and reliability cost? As the mining energy
demand is characterised by a constant power load (as shown in section 3.9 on page 72),
a deterministic adequacy approach was selected in order to characterise the impact of
different resource inputs - the justification for this assumption is further discussed in
section 6.1 on page 163.
A further gap in the current literature is the lack of consideration of stand-alone and
distributed power systems from a portfolio theory standpoint. To date, energy portfolio
studies have only considered large centralized power systems. Yet, this approach can
be valuable for smaller systems that combine both conventional and renewable energy
sources. The consideration of cost risk or return risk can provide unique insights on the
1Methodological details on each research question are given in 3.4 on page 51 while selected technolo-
gies that are considered to be part of hybrid renewable power systems are listed in section 4.4 on page 95.
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risks associated with different energy mixes and different energy portfolios. As a result,
the optimal configuration for a hybrid renewable power system can be chosen based
on both cost and risk. In this context, the third research and final research question of
this thesis is given as: What is the influence of cost risks on the economics of such
power systems? This question examines different levels of risk associated with different
unit costs. Finally, a decision-analysis based on the MaxiMin/MaxiMax principles (as
reviewed in section 2.4 on page 33) is also applied with respect to the results of the
portfolio analysis.
In turn, the modelling methods of each research question are provided in the following
chapter.

Part II
M E T H O D O L O G Y

L I S T O F S Y M B O L S A N D A C R O N Y M S
nk Technological option selected from matric 3.3 with row n and column k
y Size in kWh of a technological option nk
LT Project lifetime in years
h hour
t Year
I Investment cost
OM Operation and maintenance cost
F Fuel cost
r Real discount rate
Enk Energy output of a selected technology nk
ES Total energy output of all selected technologies nk
EL Mine power load
Smax Maximum size in kWh per technological option
W Wind turbine
Wicy Wind turbine for icy climates
SPVF Solar PV with no tracking (fixed)
SPVT Solar PV with one axis tracking
SCSPPT CSP parabolic trough
SCSPT CSP tower
StB Li-Ion battery storage
FFD Diesel plant
StH Heat Storage (for CSP plants)
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FFGT Gas turbine plant
FFCCGT Combined cycle gas turbine plant
FFG Grid supply
ySCSP Size of the CSP plant (either parabolic trough or tower)
β CSP solar multiple
κ Minimum generation point in percentage of total power capacity
η Conversion efficiency
MS Minimum guaranteed output of the local power supply
φ Reliability coefficient
VoLL Value of lost load
POR Planned outage rate
UTCO Portfolio unit cost (equivalent to LCOE)
EIR Energy Index of Reliability
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M E T H O D O L O G Y
The methodology chapter is used to describe the methods and underlying assumptions
that are used to answer the research questions of this PhD. In section 3.1, the key mod-
elling capabilities of the model that was developed for this research are detailed with re-
spect to each research question. Major assumptions in terms of unit, time, system bound-
aries, and level of aggregation are subsequently provided in section 3.2 on page 48. Key
mathematical equations and optimisation constraints are given in section 3.4 on page 51
for each research question. Further details are then provided for calculating system costs
in section 3.5 on page 59, reliability measurements in section 3.7 on page 66, and portfo-
lio modelling in section 3.8 on page 69. Extrapolation methods for determining energy
demand are subsequently addressed in 3.9 on page 72. Finally, the modelling methods
that have been applied to calculate and balance the energy outputs of all selected gen-
eration technologies are carefully detailed in section 3.10 on page 76. Note that data
sources and additional parameters are provided in the data chapter 4 on page 91 along
with a description of the selected mines for this research.
3.1 helios-mining capabilities
The Hybrid Energy Load Optimisation System for the Mining industry (HELiOS-Mining)
is a model developed for this doctoral research. The development of this model has been
necessary because it was determined that existing models are currently unable to take
into consideration the three research interests of this thesis, namely: chronological op-
timisation at a high resolution, reliability optimisation, and portfolio optimisation (as
reviewed in appendix D on page 305). More specifically, it was found that some ex-
isting models are able to answer some parts of the research questions (e.g. HOMER,
EnergyPro) but none is able to answer all the research questions.
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HELiOS-Mining includes on the following key capabilities - which are used for different
research questions (RQ):
• Chronological simulation of the power supply of 12 different technologies at an
hourly level (RQ 1, 2, 3).
• Detailed simulation of each technological option in relation to non-linear part-load
efficiencies, power electronics, and rated outputs (RQ 1, 2, 3).
• Dispatch simulation of each selected technology with respect to electricity demand,
cost, reliability, renewable resources, and storage cycles (RQ 1, 2, 3).
• Dynamic and static simulation of hourly mine power demand with respect to
historical data and demand shifting assumptions (RQ 1, 2, 3).
• Simulation and economic valuation of total carbon emissions emitted/avoided
against diesel or grid baselines (RQ 1, 2, 3).
• Least-cost optimisation of the power system in which up to four technologies can
be combined together as a hybrid renewable power system (RQ 1, 2, 3).
• Least-cost optimisation of the power system in relation capacity margins and the
expected value of lost load (RQ 2).
• Portfolio optimisation of different generation alternatives in relation to both aver-
age unit cost and cost variance (RQ 3).
• Determination of the efficient frontier with respect to a number of non-dominant
generation portfolios (RQ 3).
• Decision-analysis with consideration to pessimistic and optimistic perspectives on
fuel price, carbon price, and mine-life risk factors (RQ 3).
Figure 3.1: Key components of the research model HELiOS-Mining
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The key components of the model are illustrated in figure 3.1. The methodologies and
data-sources associated with each major component of HELiOS-Mining are given as
follow:
• Climate data: data sources and methods used to compile and treat the data are
provided in the data chapter of this thesis in 4.3 on page 94 and further discussed
in section 6.1 on page 163 with respect to the adequacy analysis.
• Mine load: the power demand of each selected mine was determined based on
historical data and synthetically generated data - methodological details provided
in section 3.9 on page 72.
• Demand-shifting: assumptions that have been applied to model different scenarios
in which the power demand is time-shifted are given in section 3.9.2 on page 75.
• Technical parameters: relevant technical parameters and modelling methods are
provided in the supply section of this methodology chapter (see section 3.10 on
page 76). Additional information on data sources are further detailed in the data
chapter 4.5 on page 96.
• Storage strategy: this input is the mathematical description of the storage algorithms.
The algorithms associated with the balance of the storage are provided in sec-
tion 3.10.2 on page 78 whereas the implications of different storage strategies are
discussed in section 3.10.1 on page 76.
• Economic estimates: the computation method used in the cost analysis is provided
in section 3.5 on page 59 whereas economic inputs are provided in section 4.6 on
page 101. Further methodological details are provided in section 3.7 on page 66 on
the cost analysis of power reliability and in section 3.8 on page 69 on the cost risk
analysis.
HELiOS-Mining was developed with three different tools in order to provide the appro-
priate answers to the research questions. First, Microsoft Excel was used for data treat-
ment and as a graphical interface. Second, Python Excel (Pyxll) was used to develop
the more complex algorithms of the model (e.g. storage algorithms). Finally, @Risk was
selected for conducting the optimisation of the model and providing various outputs
associated with uncertainty parameters (e.g. fuel cost uncertainty, stochastic runs). A
description of the optimisation algorithm is provided in section 3.3 on page 50.
The overall system assumptions, research questions, and detailed objective functions of
each research question are provided in the next two sections of this chapter in 3.2 on the
following page and 3.4 on page 51.
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3.2 overall assumptions and boundaries
The development of any model faces trade-offs between complexity and scale, which is
dependent upon data availability and computation resources. A number of constraints
and assumptions have to be made in order to generate insightful outputs. These assump-
tions provide a simplification of reality which is useful to understand complex systems
and provide insights on optimal investment decisions (Godfrey-Smith, 2006; Weisberg,
2007). The description of the scale and level of complexity used in HELiOS-Mining are
described as follows.
3.2.1 Level of aggregation
The model uses hourly data for both the demand and supply of electricity associated
with the entire mine - as detailed in section 3.9 on page 72. In the demand-shifting ana-
lysis, the power demand is modified in order to account for different levels of demand-
shifting - but the scale remains on an hourly basis. Limitations associated with the
chosen time-scale are discussed in section 8.6 on page 222 along with other research
limitations.
3.2.2 System boundaries
The scope of HELiOS-Mining is the manufacturing processes associated with the mining
of non-ferrous metals. Whereas the reliability of the hybrid power system is analysed
in the research question two from an adequacy perspective, the reliability of the grid
supply is out of the scope of this research. Furthermore, it is assumed that the selected
mines have not enough market power to alter electricity clearing-prices. This limitation
has no impact on off-grid settings (three out of four selected mines).
3.2.3 Time
The model is able to simulate and optimise a power system for one year of operation
on a chronological hourly level. Future years of operations are modelled on a year by
year basis - extrapolated from the first year of operation. Yearly adjustments to demand
and supply are performed with regard to degradation of efficiency over time - such
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as degradation of storage capacity. In this respect, it is assumed that the lost capacity
associated with performance degradation is either balanced by the fossil-fuel plant, the
grid connection, or by investing in new capacities.
3.2.4 Units
HELiOS-Mining is using a variety of technological costs expressed in USD2015/kW of
power capacity. The cost of energy storage technologies is expressed in both USD/kW
for the power electronics and USD/kWh for the storage capacity. It is assumed that each
component of the power system can be purchased at a kW or kWh unit. Economies of
scale are considered when applicable - as detailed on table 4.7 on page 105.
3.2.5 Existing power system at mine site
This research focuses on assessing the costs of new power systems from a long-run
perspective. It is therefore assumed that the current power costs of selected mines are
considered to be variable. As a result, this research provides the system costs for a new
installation that neglects the salvage value and depreciation costs of an existing off-grid
power system. Further assumptions associated with existing grid power are given in the
section 3.10.4.5 on page 90.
3.2.6 Note on data and parameters given by the PhD industrial partner
The M+W Group has provided several data points for this research due to a PhD part-
nership between M+W and the UCL Energy Institute. The cost estimates and technical
parameters that were provided were sourced from industrial quotes or collaborative
research projects between M+W and a number of institutions, such as the Fraunhofer
Institute for Solar Energy Systems or the Lappeenranta University of Technology. In cur-
rent and following chapters, the citation Engelhard (2016) is used whenever M+W data
are used - Manfred Engelhard is the technology Manager of the energy division of M+W
and was a key point of contact between UCL and M+W over the last three years.
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3.3 optimisation algorithm
HELiOS-Mining incorporates a number of non-linear functions to describe the technical
characteristics of generation alternatives. It also involves a large solution space with
several million of possible solutions associated with various combinations of technolo-
gies and thousands different sizing options for each technology. Furthermore, HELiOS-
Mining is looking at both optimal configurations and near-optimal solutions - which
provides an extra layer of complexity and exponentially increases the size of solution
space. These features mean that the computational run time is not easily manageable
with the common linear programming techniques found in various energy models. A
meta-heuristic algorithm was therefore selected to perform the optimisation and reduce
the computational run time of the optimisations. The OptQuest algorithm was chosen
based on the review of Li (2013) in which a similar optimisation problem was performed,
i.e. selecting cost-optimal heating technologies. OptQuest combines several optimisa-
tion algorithms such as tabu search, scatter search, integer programming and neural
networks (Laguna, 2011).
Using the OptQuest algorithm, the computational time was reduced to 3-4 hours per
run time. The work presented in this thesis is exploring the solution space with hun-
dreds of optimisation runs performed over months of optimisation. All the analyses of
this research were conducted multiple times in order to calibrate the model and mitig-
ate the possibility of early convergence associated with the meta-heuristic optimisation
algorithm. The optimisation process was automated by chaining macros together using
a dedicated workstation with a fast height-core CPU. The mathematical problem defini-
tion of the optimisation including decision variables, constraints and objective functions
is provided as follows for each research question.
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3.4 research questions and objectives
3.4.0.1 Research question 1 (RQ1) - To what extent can hybrid renewable power systems min-
imise electricity costs and reduce carbon emissions of the mining industry?
The objective of this research question is to determine the least-cost system configuration
in terms of system size and technological choice. As a result, the optimisation engine
of HELiOS-Mining is subject to the following objective function and constraints for the
first research question - the definition of each variable immediately follows and list of
symbols is provided on page 43.
RQ1 objective function is given as:
JRQ1 = min∑
nk
LT
∑
t=0
[(Ink,t +OMnk,t + Fnk,t] /(1+ r)t
Enk,t/(1+ r)t
(3.1)
Subject to:
ynk ∈ [0, Smax] (3.2)
nk ∈

W Wicy
SPVF SPVT SCSPPT SCSPT
StB StH
FFD FFGT FFCCGT FFG

(3.3)
ySCSP = β · yStH (3.4)
ES ≥ EL · φ (3.5)
κnk · ynk · ηnk ≤ Enk,h ≤ ynk · ηnk (3.6)
[∑nk Enk,h]− EFFG ,h
EL,h
≥ MS ∀h (3.7)
Where:
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• In equation 3.1, the decision variable ynk represents the size of each technological
option in kW (or kWh for storage capacity). This variable is optimised in order to
minimise the LCOE for the entire power system 1.
– LT is the lifetime of the technology or the lifetime of the mine (whichever is
smaller), time is expressed in year t and hour h. I and OM are the annual
investment costs and the operation costs - per kW (or kWh for storage capa-
city), and r is the real discount rate. FC is the cost per unit of energy input, E
is the annual energy output, η is the conversion efficiency, and F represents
the annual fuel costs (including carbon tax when applicable) given by:
Fnk = FCnk · Enkηnk (3.8)
– In the constraint 3.2, the value of the decision variable ynk is chosen between
0 and Smax - which represents the annual maximum cumulated electricity de-
mand over 14 days. This value gives enough freedom to the model so that
very large system sizes can be taken into consideration. For each technology
that is not selected in the optimisation process, the value of the decision vari-
able ynk is set to zero.
• There are up to five technological alternatives in each category (noted n): wind
(W), solar (S), energy storage (St), and fossil-fuel generation (FF) - as referred in
the matrix 3.3 with row n and column k - see section 4.4 on page 95 for further
details on selected technologies. The optimisation algorithm is allowed to combine
technologies into a hybrid power system with no more than two technologies per
category. This constraint ensures that all the relevant combinations are allowed in
the model without requiring too much computational efforts. The choice is made
by attributing a size y greater than zero to the selected technology. Note that the
grid supply FFG (i.e. existing grid and grid extension) is included in the fossil-fuel
category (see section 3.10.4.5 on page 90 for justification).
• The constraint 3.4 ensures that if the heat storage alternative is chosen (in cat-
egory St.) the concentrated solar power alternative (in the category S) must also
be chosen. The coefficient β is the solar multiple associated with the CSP storage
capacity. Other combinations of power technologies have not such constraint.
1
– Note that the selection of the LCOE as main economic metric is discussed in 3.6 on page 59.
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• In constraint 3.5, E is the total energy supply of all selected technologies for the
years t and hours h given by ES = ∑nk ∑
LT
t=0 Enk,h which is equivalent to:
ES = EWk + ESk + EStk + EFFk (3.9)
• The applied methodology to calculate the hourly output E of the technologies nk
is given in the following sections:
– Wind output EWk ,h at hour h is provided in section 3.10.3.2 on page 82,
– Solar PV output ESk ,h is in 3.10.3.3 on page 83, and Concentrated Solar Power
(CSP) is in section 3.10.3.4 on page 84,
– Storage output EStk ,h is detailed in section 3.10.2 on page 78 - with respect to
a charging and discharging algorithms,
– Fuel-based power generation EFFk ,h is detailed in section 3.10.4.3 on page 87
for diesel and biofuel, and in section 3.10.4.4 on page 89 for gas turbines and
CCGT.
• The dispatch priority of each technological group is set-up to prioritise non-dispatchable
power generation and storage output - see section 3.10.4.2 on page 86.
• The total energy load EL (constraint 3.5) is the sum of the power demand of hours
h in year t. The modelling method for the energy demand is provided in section 3.9
on page 72.
• The Energy Index of Reliability (EIR) must be equal or superior to the variable φ
(constraint 3.5) - this variable takes a different value in relation to various scenarios.
This constraint ensures that the power system is able to meet the demand with
minimal power break-downs.
• In constraint 3.6, κnk is the minimum generation point (as a function of the rated
output), Enk,h is the hourly output, and η is the net efficiency of technology nk.
Note that additional constraints apply to storage technologies - see section 3.10.2
on page 78.
• With respect to the constraint 3.7, MS is the minimum guaranteed energy supply
that must be generated in all hours h by the hybrid renewable power system (con-
sisting of an optimal combination of technologies from the categories W, S, St, and
FF).
– This constraint aims at modelling the “capacity firming” storage strategy that
requires a minimum guaranteed output at each hour t outside of any grid
supply.
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– This is assessed by comparing the variable MS to the ratio of energy output
Enk and the energy demand EL at hour h. Because the category FF includes
grid supply, the energy output from the grid EFFG is subtracted from the total
system output.
– The value of MS is set to zero for all the other storage strategies (i.e. self-
generation, net-metering).
Together, these variables allow the model to determine the minimum LCOE with respect
to a number of constraints - which consists of a weighted average of the LCOE of all the
selected technologies in relation to their sizes.
Further explanations on each of the cost variables associated with the LCOE are
provided in the cost section of this chapter - see 3.5 on page 59.
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3.4.0.2 Research question 2 (RQ2) - What is the optimal trade-off between capacity cost and
reliability cost?
The objective of the second research question is to assess the trade-off between reliability
cost and reliability worth. Specifically, this is performed by applying a value of lost load
(i.e. reliability worth) on power shortages for several climate scenarios.
Note that this analysis aims a determining the least-cost amount of capacity margins
that need to be installed, and it is not a precise engineering analysis of all reliability
factors. As a result, a number of parameters (e.g. start-up, inverter) have been neglected
in this analysis - and included in research limitations in section 8.6 on page 222.
The following objective function is considered for the second research question:
JRQ2 = min∑
nk
LT
∑
t=0
[Ink +OMnk,t + Fnk,t +VoLLnk,t] /(1+ r)t
Enk,t/(1+ r)t
(3.10)
Subject to:
ynk,a = ynk × (1− POR) (3.11)
Where:
• All the constraints of the first research question apply similarly to this objective
function.
• VoLL is the Value of Lost Load for year t. This value is calculated by summing-up
the value of foregone production for each unsupplied kWh - see 3.7.3 on page 67.
• The VoLL is considered to be an additional cost to the mine which increases the
cost per unit of electricity (LCOE). In this respect, this problem remains a single-
objective optimisation.
• The energy output Enk,t is based on different climate scenarios. Specifically, the out-
put of solar and wind technologies are modelled according to the climate data of
10 different years (i.e. inputs), which are further detailed in chapter 6 on page 163
on adequacy analysis. The modelling method associated with the output E of tech-
nologies nk at time t is provided in the supply section (see 3.10 on page 76).
• In constraint 3.11, the planned outage rate (i.e. POR) is taken into consideration
by subtracting the capacity associated with planned outage rate of technology nk
from the rated power size - the justification for this hypothesis is given in 3.7.1 on
page 66.
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This research question provides insights on the trade-offs between system reliability
and system cost. Because of the intermittency of renewable generation and the relatively
high cost of energy storage, this question is particularly important to assess the impact
of reliability costs on system unit costs.
Additional details and mathematical formulas are provided in section 3.7 on page 66
- including the hypotheses and mathematical formulas that were applied to calculate
the VoLL.
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3.4.0.3 Research question 3 (RQ3) - What is the influence of cost risks on the economics of such
power systems?
The third research question is derived from portfolio theory (Awerbuch and Berger,
2003). Specifically, the objective of the final research question is to ascertain whether
different system configurations have different risk profiles in terms of future costs. The
risk associated with future costs (i.e. cost risk) consists of the standard deviation of
future costs - where a number of cost assumptions are considered with respect to fuel
costs, mine-life, and carbon taxation (as detailed in 7.1.1 on page 182).
Ultimately, this approach is able to determine a number of non-inferior generation port-
folios (i.e. Pareto optima) which results in a number of possible solutions. Thus the
outcome of this optimisation is not a single solution but a set of non-dominant solu-
tions.
The objective function of the portfolio approach is provided as follows:
JRQ3 = min F(x) (3.12)
subject to the following definitions:
F(x) =
[
ACp, σp
]
(3.13)
ACp =∑
nk
Xnk ·UTCOnk (3.14)
σp =
√
∑
nk
[Xnk · σnk]2 (3.15)
and two additional constraints:
∑
nk
Xnk = 1 (3.16)
Xnk ≥ 0 (3.17)
Where:
• F(x) is a vector of two objectives: ACp is the average generation cost per unit of
power for the portfolio p (which is equal to the portfolio LCOE), and σp is the
standard deviation of the average cost of the portfolio p.
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• Xnk is the share of the technology nk in the portfolio p. The total of the shares is
equal to 1 (as given by constraint 3.16).
• UTCOnk is the average unit cost per kWh for the technology nk.
Different generation portfolios p are then sampled from the near-optimal space of the
results of research question one. The applied methodology to select the portfolios p is
presented in 7.1.1 on page 182.
The detailed steps that have been taken to determine the value of each of these vari-
ables are provided in section 3.8 on page 69.
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3.5 system costs (rq1)
This section provides additional details on the calculation of system costs as well as
further assumptions on financing, discount-rates and taxation.
3.6 measure of competitiveness
A number of economic measures can be applied to assess the competitiveness of power
plants such as payback period, net present value (NPV), total life-cycle cost (TLCC), in-
ternal rate of return (IRR), or levelised cost of electricity (LCOE). The latter tend to be
the most frequently used in the power sector in order to compare generation technolo-
gies on a cost per unit basis. The LCOE is also the chosen indicator of the mining sector
because IPP agreements are negotiated on a price per unit basis over specific periods of
time (e.g. mine-life). Numerous past studies have used the LCOE to report on the cost
effectiveness of renewable technologies (Islegen and Reichelstein, 2011; Branker et al.,
2011; Anderson, 2007). The consideration of the LCOE allows a consistent comparison
across academic studies and provides a similar baseline for discussions with mining pro-
fessionals. The LCOE is the chosen economic metric of this thesis. Other metrics have
also been calculated when appropriate (e.g. total life-cycle cost).
3.6.1 Levelised cost of energy
In order to accurately calculate the costs of each technology, it is necessary to gather
data on all the cash flows that occur during the mine lifetime (i.e. mine-life) or techno-
logical lifetime. Cash flows are usually taken into account in some aggregated form for
each period of monetary accounting (i.e. investment years) - with different categories of
expenditure. The chosen method for this model is the levelised cost of energy (LCOE)
which represents the real value of each unit of energy output (Victor et al., 2014).
As per definition, the LCOE is “the levelised cost is the unique break-even cost price
where discounted revenues (price x quantities) are equal to the discounted net expenses”
(Moomaw et al., 2011) - which can be represented as:
n
∑
t=0
Et · LCOEt
(1+ r)t
=
n
∑
t=o
(It +OMt + Ft)
(1+ r)t
(3.18)
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where I is the investment cost and the associated financing costs, OM are the operation
and maintenance costs, F are the fuel costs, E is the energy output, and r is the real
discount rate. Note that it seems as if the energy outputs E are discounted, but this
is just the result of arithmetically rearranging the equation 3.18 and not an economic
treatment of energy outputs (Branker et al., 2011).
Solving for LCOE and replacing n by the project lifetime LT gives us:
LCOE =
LT
∑
t=0
(It +OMt + Ft)/(1+ r)t
Et/(1+ r)t
(3.19)
where LT is the lifetime of the technology or the lifetime of the mine. The choice between
these two lifetimes ultimately depends on whether the mining company can sell power
to the grid or local communities once the mining company has fully exploited the ore
available in the mine - both lifetimes are also expressed as the project lifetime. Because
the length of the project lifetime can greatly influence the LCOE, a number of sensitivity
analyses are performed on the basis of different lifetime values in section 5.3.2.3 on
page 138. The calculation method for the real discount rate r is given in section 3.6.6 on
page 65.
Details associated with each component of the LCOE are provided as follow.
3.6.2 Investment costs
The investment costs I are composed of capital costs as well as finance costs and de-
commissioning costs. Finance costs consist of the interests on overnight costs whereas
decommissioning costs represent an extra capital cost that occurs at the end of the pro-
ject lifetime, which is discounted to the initial year of the investment period. As a result,
the calculation of the annual investment costs is as follows:
I = α · [C ·
Lb
∑
t=0
(1+ i)t · (1+ s
(1+ r)LT
)] (3.20)
where C is the capital cost per unit (kW/kWh) without the financing costs, and α is the
capital recovery factor (CRF) - which is used to determine a unified stream of repayment
over the investment periods. The financing costs on overnight expenses are equally dis-
tributed over the construction period LBwith the interest rate i for the construction loan.
Typically, a rate of 5% is used for the financing of power projects (IPCC, 2011).
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The decommissioning factor s is documented in the literature (Victor et al., 2014) as be-
ing only significant for nuclear energy options - which are out of scope in this thesis.
Furthermore, based on discussions with industry experts, it was found that the decom-
missioning costs of mining energy project tend to be cost neutral - because decommis-
sioning costs tend to be balanced out by the salvage value of the power system in mining
projects (Engelhard, 2016). As a result, the decommissioning factor is neglected in this
research and the following equation is used instead to calculate the annual investment
costs at time t.
I = α · (C ∗
Lb
∑
t=0
(1+ i)t) (3.21)
The CRF (α) is determined by
α =
r
1− (1− r)−LT (3.22)
Further details on financing assumptions and discount rates are provided in section 3.6.5
on page 63 with respect to financing mechanisms.
3.6.3 Operation and maintenance costs
The operation and maintenance costs (OM) are the sum of fixed costs (with respect to the
system size) and the variable maintenance costs (which depend on both capacity factor
and system size). Typically, the fixed costs are a proportion of the capital costs (without
financing costs) and the variable costs are based on the actual operations represented by
a cost per unit of energy output. It is worth noting that fuel costs are often included in
this category of expenditure. In this research, a carbon tax is applied to some fuel costs
in some scenarios, thus the fuel cost category is distinctively treated. The OM costs are
calculated as follow:
OM = FC +VC (3.23)
where FC represents the annual fixed costs, and VC are the annual variable costs - de-
tailed cost estimates are given in data chapter 4 on page 91.
62 methodology
3.6.3.1 Performance degradation
The performance of most power technologies is likely to degrade over time, which might
lead to power break-downs. This is particularly true for battery energy storage. Due
to their chemical characteristics, a significant degradation of capacity takes place over
time (i.e. more than 1% per year). Other technologies are also affected by performance
degradation but at a lower scale.
In this research, the O&M costs were adjusted in order to take into consideration the
most significant degradations of performance (i.e. battery energy storage). The calcula-
tion of the adjusted O&M costs OMp is as follows:
OMp = (FC +VC) + (I · υ) (3.24)
where υ is the annual degradation of performance for battery storage alternatives. It is
therefore assumed that the degradation of performance is annually balanced out by new
investments in additional capacities.
3.6.4 Fuel costs
3.6.4.1 Annual fuel costs
The annual fuel costs F are calculated as follow:
F = [CT + FC] · E
η
(3.25)
Where the FC is the cost per unit of energy input, E is the annual energy output, η is the
conversion efficiency, and CT is the carbon tax per unit of energy output. Two types of
GHG emissions associated with fossil-fuel power can be distinguished (Moomaw et al.,
2011): direct GHG emissions, and indirect GHG emissions related to the fuel lifecycle
(e.g. infrastructure and supplies). Additional details on fuel prices and carbon emissions
are provided in section 4.6.5 on page 104.
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3.6.5 Financing
This section describes the financing hypotheses that have been applied to the economic
analysis. First, the different financing alternatives are briefly discussed with regards
to the chosen assumptions2. Second, the selected assumptions associated with taxation
and uncertainty are provided. Third, the reasoning for the choice of the discount rate is
described.
3.6.5.1 Financing mechanisms
Different capital structures can be applied to the project financing of hybrid renewable
power systems. Historically, two main financing structures have been used for such
projects (Slavin, 2014; Mendelsohn et al., 2012):
flip structures In this financing structure, a third party (i.e. the developer) is
in charge of planning, permitting, coordinating and building the project whereas the
mining company operates as a tax equity investor - hence taking advantage of eligible
tax incentives. An almost infinite number of models can be categorised in this structure.
For instance, the “All-Equity Partnership Flip” is a model in which both the developer
and the tax investor contribute a significant fraction of the required equity - using either
project-level debt or equity financing - while the tax investor receives almost all the
tax benefits. The cash benefits are distributed at different rates before and after the flip
point - usually referred to as the IRR target year. Other common structures include the
“Leveraged Partnership Flip” and the “Sale Leaseback” - which have different flip points,
rates of cash distribution, and allocations of tax benefits.
ipp single-owner An “independent power producer” (IPP) model involves a
single project owner which can either be the developer or a taxable company. One of
these entities usually takes advantage of all the tax benefits associated with the project.
The owner may use project-level debt or obtain equity financing. A PPA is usually signed
with the developer when the mining company is not the project-owner3. A recent NREL
report (Mendelsohn et al., 2012) has found that this structure provides the lowest LCOE
2Additional issues associated with financing mechanisms are discussed in section 8.4 on page 219
3It should be noted that there are numerous variations of this financing structure related to different
sources of the equity financing (see section 8.4 on page 219).
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costs in comparison to the most complex structures that involve flip points and multiple
owners - mostly due to the lower interest rate applied in this model.
3.6.5.2 Chosen mechanism and tax implications
The scope of this research is the valuation of hybrid power systems in the context of an
IPP single-owner financing structure. The most complex mechanisms (i.e. flip structures)
provide economic incentives for renewable energy developers to promote such power
systems but are unlikely to reduce the LCOE (Mendelsohn et al., 2012). Subsequently,
these mechanisms are especially relevant to model the uptake of these systems - which
is of interest for future research (as discussed in chapter 8 on page 213).
In terms of tax implications, the financial treatment of cash flows is linked to two main
calculations: depreciation for tax purposes, and tax incentives. Depreciation enables a
company to recover the cost of the power system through an income tax reduction. Even
though all technologies are subject to depreciation, the timing of the tax reduction is
different for operating costs and capital costs. In this respect, the fuel costs of fossil fuel
plants can be recovered immediately whereas the capital costs of all technologies are
recovered over the depreciation period. This period tends to be different for each type
of technology. For instance, in the U.S., the recommended recovery period for hydro
production plants is 20 years while it is only 15 years for combustion turbine production
plants. Another key parameter is the depreciation method. Different tax rules can apply
depending whether it is desirable to extend the depreciation period of the asset - even
though shorter depreciation periods are preferred by most investors (Short et al., 2005).
In this research, the analysis was performed before-tax - hence neglecting the depre-
ciation period and the income taxation. This type of analysis was selected in order to
compare results across countries without being limited by country-specific tax policies.
Yet, a number of specific tax incentives are discussed in section 8.4 on page 219.
A second implication is for potential tax incentives on low emission technologies. Histor-
ically, various mechanisms have been applied in order to lower emissions - i.e. Pigovian
tax, trading schemes, or renewable energy tax credits on capital costs and production
tax credit on energy output (see section 1.3.2.2 on page 8 and 8.4 on page 219 for fur-
ther details). In order to facilitate the comparison of results across different countries,
a simple Pigovian tax was used in HELiOS-Mining for a number of scenarios. Other
taxation structures on emissions in mining remain of interest for future research.
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3.6.6 Discounting
Discount rates are applied in economic calculations in order to take into account the
time value of money and the risk inherent to an investment. The model HELiOS-Mining
is based on real cash flows that exclude inflation. A real discount rate was therefore
computed with the following formula:
r = [(1+ dn) / (1+ e)]− 1 (3.26)
where r is the real discount rate in the absence of inflation, dn is the nominal discount
rate, and e is the inflation rate. The inflation rate is set at 2.9% in this model - which
is the historical average in the OECD for the CPI over the last 30 years (OECD-Stats,
2014). Discount rate values are typically dictated by industry standards based on the
opportunity cost of capital. The value of this discount rate is discussed as follows.
economic return In the public sector, the discount rate is usually based on the
risk-free Treasury bond rate. For instance, in the U.S, the recommended discount rate
for renewable power generation is a real rate of 3% or a nominal rate of 6.6% (Petersen,
1993). In the private sector, there are no official guideline on the appropriate discount
rate to apply in economic analyses. Most experts recommend to use a discount rate equal
to the opportunity cost of capital (Short et al., 2005) - usually measured by the marginal
cost of capital. Another similar metric is the Weighted Average Cost of Capital (WACC)
which represents the average return that an entity has made on previous projects. It
should be noted that the marginal cost of capital is usually preferred as it describes
the opportunity cost for the next best project. However, investment decisions in mining
projects are made on the basis of the economic return of the whole mine and not only
the power costs. Hence the choice of the discount rate can be relatively different from
one mine to another.
In this research, the discount rate was chosen on the basis of discussions with industry
experts (Engelhard, 2016). Specifically, a central scenario of 12% (nominal) was selected
while several different values were applied in the sensitivity analyses.
Alternatively, higher discount rates are often applied as an adjustment to capture the
risk associated with a project. This practice is controversial and can be a poor substitute
for a sensitivity analysis on input parameters. In this research, a number of sensitivity
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analyses were performed on input parameters - i.e. demand and costs parameters - while
higher discount rates are considered in sensitivity analysis 5.3.2.1 on page 135.
3.7 reliability and system costs (rq2)
In this research, the reliability evaluation of hybrid renewable power system is conduc-
ted by applying a cost to the power shortages as well as considering different climate
scenarios. As a result, the optimal size of the reserve capacities is determined in relation
to the least value of lost load and least system cost.
3.7.1 Planned outages
Some past authors have taken into consideration the planned outages by adding the ca-
pacity of maintenance to the load or subtracting it from the installed capacity (Billinton
et al., 1996). A more precise approach is to determine the lost capacity of each unit on
maintenance at each time step. While this is a better approach, a large number of as-
sumptions need to be taken with regards to the time of maintenance and the scheduling
of the mining activity.
In this research, it is assumed that the capacity associated with planned outages is sub-
tracted from the rated power capacity as given by (Ibid):
ynk,a = ynk × (1− POR) (3.27)
Where ynk,a is the power size of each technology nk with respect to the planned outage
rate POR.
3.7.2 Metrics
Three reliability metrics have been applied to interpret the results associated with gen-
eration failure:
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3.7.2.1 Loss Of Load Probability (LOLP) and Loss Of Load Expectation (LOLE)
Both indicators measure the probability of power shortages, the time-unit is hours for
LOLP and days for LOLE - although some research use hours with LOLE (Allan and
Billinton, 2000). The frequency of power shortages is given by (Yang et al., 2003):
LOLP = ∑
n
i=1 hours(ES,h < EL,h)
n
(3.28)
where EL,h is the electric load required by the industrial plant at hour h, EL,h is the
electric generation by the hybrid system, and n is the number of hours for one year of
operation. The weakness of this indicator is that it only determines the number of hours
when power shortages take place; it does not provide information on shortage intensity,
and times of power shortage.
3.7.2.2 Loss of Energy Expectation (LOEE)
This indicator measures the expected energy that will not be supplied at times when
the load exceeds the available power. It encompasses both severity and likelihood of
shortage. LOEE can be determined by (Allan and Billinton, 2000):
LOEE =
n
∑
i=1
kWh(ES,h < EL,h) (3.29)
3.7.2.3 Energy Index of Reliability (EIR)
EIR is derived from the LOEE to express reliability as a function of total system demand.
Those ensure that large and small systems can be compared on the basis of a common
index. The calculation is as follows (Allan and Billinton, 2000):
EIR = ∑
n
i=1 kWh(ES,h < EL,h)
kWh
(3.30)
3.7.3 Reliability worth
Previous studies have commonly applied Customer Damage Functions (CDF) and Cus-
tomer Outage Cost (COC) to value power interruptions in relation to time of day, season,
and various characteristics of a chosen industrial activity (for instance see Lawton et al.
(2003) that reviews CDF for industrial activities). It is shown in section 3.9 on page 72
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that the power demand associated with mining activities is relatively constant with very
little variations associated with time of day and seasons (see 3.9.1.2 on page 73). Sub-
sequently, it is assumed that the value of each unsupplied kWh is constant with no
seasonal and temporal variations4.
The value of lost load (VoLL) is used to represent the value that non-ferrous mines put
on an unsupplied kWh, or in other words, the maximum cost a mine would be willing
to pay to avoid an interruption (Kariuki and Allan, 1996). In this research, the VoLL is
assessed based on the Value of Foregone Production (VFP) (Billinton et al., 1996). The
VFP provides a value per kWh unsupplied as a function of the net revenue, as given by:
VFP =
Rt
EL,t
(3.31)
Where Rt is the net revenue in year t for a selected mine, and EL,t is the total electricity
demand in year t (kWh) associated with the revenue Rt.
The total annual expected VoLL for the year t is given by:
VoLLt = LOEEt ×VFPt (3.32)
Note that the VFP could also be calculated by subtracting the Costs of Goods Sold
(COGS) from the net revenue in order to eliminate the variable costs. This approach is
not required in the mining industry for a number of reasons. First, the operating costs
of mining companies mostly consist of fixed costs (i.e. depreciation charges) that remain
constant if the activity stops. Second, the variable costs associated with labour are likely
to remain constant for most power shortages - because the workers would remain at
work until the power is back up. As a result, it is assumed that each kWh unsupplied is
associated with a net loss of revenue that includes both fixed and variable costs.
A further assumption is that power break-downs have no financial impact on the valu-
ation of mining assets. In other words, power shortages do not damage the mining
equipment. This hypothesis was validated by mining experts in relation to the major
mining processes of the non-ferrous metal industry (Engelhard, 2016) .
4Limitations for this assumption are discussed in section 6.2 on page 167
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3.7.3.1 Adequacy assessment
The VoLL or inadequacy cost is the product of VFP and LOEE for outages when the
system is not able to meet demand. The value of system inadequacy VoLL for the year t
can be determined by:
VoLLt = LOEEt ×VFPt (3.33)
3.8 portfolio approach (rq3)
3.8.1 Mean-variance approach
The standard portfolio model is applied to measure the outcome of a portfolio of gener-
ation technology with respect to the mean cost and standard deviation of costs (Jansen
et al., 2006). This mean-variance approach is based on the average costs determined
in research question one (as justified in section 7.1.1 on page 182) The solution with
the minimum cost variance and the minimum expected cost is preferred. The applied
methodology is provided below with five specific modelling steps.
In this research, the cost risk is considered to be the standard deviation of costs5. Hence
this approach is used to assess the uncertainty associated with future fuel costs and a
number of other factors such as different mine-life periods (i.e. investment period) and
carbon taxation levels.
1st : The unit cost of technology nk (UTCO) per unit of net output is calculated by
summing-up the average unit costs of the cost categories i:
UTCOnk =∑
i
Cnk,i = Ink,u +VCnk,u + FCnk,u + Fnk,u (3.34)
– where the cost categories i consist of Ink,u as the average investment cost for
the technology nk, VCnk,u as the average variable cost, FCnk,u is the average
fixed cost, and Fnk,u is the average fuel cost. The cost of carbon emissions is
here included in the fuel cost FCnk,u with respect to the carbon content of
each selected fuel - see data section for assumptions on fuel costs in 7.1.1 on
page 182.
5The semi-variance was also adopted for characterising the risk of shorter mine-life periods in sec-
tion 7.3.2 on page 192.
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– These cost components (index i) are expressed per unit of net output (kWh)
- which is based on the average cost per unit discounted over the lifetime of
the technology (or mine-life if shorter).
– The value of each component i for the technology nk is given by the following
calculation (see previous section 3.4.0.1 on page 51 for definition of variables):
Cnk,i =
LT
∑
t=0
Cnk,i,t/(1+ r)t
Enk,t/(1+ r)t
(3.35)
– Where Cnk,i,t is the annual total cost of the cost category i.
2nd : The average cost of portfolio p ACp per unit of net output is given by taking into
consideration the share of each technology in the portfolio (Delarue et al., 2011;
Awerbuch and Berger, 2003), such as:
ACp =∑
nk
Xnk ·UTCOnk (3.36)
– Where Xnk is the share of the technology nk (with respect to the net output)
in the portfolio given by Xnk = ∑
LT
t=0
Enk,t
∑nk Enk,t
– Note that the value of the average cost ACp is equal to the LCOE. In this
respect, the calculation of the UTCO is a decomposition of the cost of each
power plant included in the LCOE.
3rd : The cost risk of each selected parameter FCunk is calculated in order to determine
the cost risk per technology:
σnk =
√√√√ 1
N
N
∑
i=1
(xi − µ)2 (3.37)
– With σnk is the standard deviation of the cost of the technology nk, xi is the
list of cost values for FCnk,u, µ is the mean of all the value xi, and N is the
number of values in the list xi.
– The value of σnk is considered to be the cost risk for a given power plant. This
standard deviation is based on additional assumptions (e.g. normal distribu-
tion) that further discussed in section 7.2.1 on page 185.
4th : The portfolio cost risk σp is given by:
σp =
√√√√ N∑
nk
[Xnk · σnk]2 +
N
∑
i=1
N
∑
k=1
2 · Xi · Xk · σi · σk · ρik (3.38)
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– Where i and k are two cost categories that present a correlation ρ. The second
part of this equation is used to account for the correlation between fuel prices
in systems that have two different fuels - hence considering the diversification
effect of the portfolio theory, as detailed in section 7.2.2 on page 188.
5th : The cost optimal portfolio is associated with the minimum average cost; and the
risk optimal portfolio is associated the minimum standard deviation from the aver-
age cost. Both objectives are optimised together. Specifically, this approach is able
to determine a number of non-inferior generation portfolios (i.e. Pareto optima),
which results in a number of possible solutions.
JRQ3 = min F(x) (3.39)
subject to:
F(x) =
[
ACp, σp
]
(3.40)
∑
nk
Xnk = 1 (3.41)
Xnk ≥ 0 (3.42)
• Where F(x) is a vector of two objectives: ACp is the average generation cost per
unit of power for the portfolio p, and σp is the standard deviation of the average
cost of the portfolio p.
3.8.2 Selection of generation portfolios
The different generation portfolios p are given by the optimisation model HELiOS-
Mining based on optimal and near-optimal solutions. Near-optimal solutions include
a number of technological combinations that are not part of the optimal solutions. The
list of near-optimal solutions that are used as an input to the portfolio framework is
given in 5.1 on page 114.
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3.9 demand : the mine load
3.9.1 Assumptions on energy demand
This section describes the methods that were applied to model the mine load (i.e. power
demand) in HELiOS-Mining.
Mining electricity load profiles have specific characteristics in terms of both long-term
and short-term demand patterns. First, the short-term load profiles have been found to
be relatively flat with limited intra-day variability (as shown in figure 3.2). The intra-
day variability tends to be driven by the various maintenance processes - which can
be classified as stochastic (i.e. condition-based and emergency maintenance). The main-
tenance of key machine tools in mining usually leads to the interruption of the whole
manufacturing line - due to the continuous processes (Shahin et al., 2012). Subsequently,
the short-term electricity demand of mining plants is characterised as predictable with
an unpredictable component associated with unplanned maintenance and subsequent
operation scheduling. This unpredictable component is inherently stochastic while the
predictable component of the power demand can be classified as deterministic. Whereas
a stochastic modelling of power demand was initially considered for this research, the
computational requirements associated with stochastic processes were assessed to be too
high for the optimisation model. Further considerations of stochastic power demand for
different maintenance strategies remain of interest for future work (as stated in sec-
tion 8.6 on page 222 on research limitations).
Figure 3.2: Daily and annual power demand of a copper mine (Spence - Atacama, Chile)
In terms of long-term power demand, it is assumed that the future power demand of a
mine will be similar to the historical power demand. Hence, it is assumed that selected
mines will continue “business as usual” for the remaining years of the mine-life. This
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assumption has implications in terms of maintenance strategy, manufacturing equip-
ment (Shahin et al., 2012), and ore grade (Norgate and Jahanshahi, 2010). First, this
assumption implies that the maintenance strategy of the chosen mines (e.g. time-based,
condition-based, emergency maintenance) is to remain identical in future years. Second,
this research assumes that selected mining plants will use similar machine tools in future
years and neglects the degradation of efficiency of those machines. These two points are
a limitation to this research as it is unknown whether a particular mine will change its
maintenance strategy or manufacturing equipment in the future - which would both in-
fluence the short-term and long-term power demand (Li et al., 2011; Shahin et al., 2012).
Third, this assumption implies that the variation of ore grades will not significantly
change the overall power demand of selected mines. This limitation originates from the
uncertainty associated with ore grades and mining strategy. For instance, mining com-
panies can decide to refine low grade ore at times when the price of the commodity
reaches a minimum threshold - which is inherently unknown. Ultimately, while a num-
ber of scenarios on ore grade and energy demand could be modelled, this area is out of
the scope of this research but is carefully discussed in section 8.2 on page 214.
3.9.1.1 Historical power demand
Historical data are a major input to HELiOS-Mining for all three research questions.
The data sources associated with the historical power demand include the hourly power
demand for two to three years of operation. This power demand is provided at an ag-
gregated level which includes all mining processes. The latest year from the historical
energy demand dataset was used in HELiOS-Mining. Further information and down-
load links associated with various data sources are provided in the data chapter (see 4.2
on page 92). A different method was applied for modelling the power demand of new
mines - for which there are no existing data; as detailed in section 3.9.1.3 on the follow-
ing page.
3.9.1.2 Seasonal variability of power demand
Historical data suggest that there are no specific patterns of seasonality between week-
day/weekends, summer/winter, or by day of the week. Figure 3.3 shows this phe-
nomenon for a selected mine. Interestingly, this was found to be true for in all mines
present in the dataset of this research - and confirmed by several mining experts (Engel-
hard, 2016).
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Figure 3.3: Seasonal and daily variations of the power demand
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3.9.1.3 Data extrapolation to other mines
While it is possible to collect data for existing mines, the power demand of new mines
needs to be modelled. Both existing and new mines are analysed in this research.
In this context, the projected power demand was modelled on the basis of the load pro-
files of existing mines. Specifically, the data of a similar mine was chosen for calculating
the expected power demand of a new mine. The choice of the similar mine was made
based on several key factors. First, past authors have determined that the ore grade
is one of the most important component for mining power demand (Norgate and Ja-
hanshahi, 2010). This component is associated with the amount of energy required to
liberate the metal from the ore. The finer the ore, the higher the energy need (Pitt and
Wadsworth, 1980). Second, another important determinant of energy demand in mining
is the type of process that is used in the refinement of the ore. For instance, two main
types of furnaces can be used for smelting: reverberatory furnace and flash furnaces.
The first one uses fossil-fuel and the second one uses electricity. Finally, the type of fin-
ished product can be different for the same ore. For instance, a copper mine can either
produce copper concentrate (30-40% copper content) or copper cathode (99.99% copper
content) - hence encompassing different levels of energy demand.
Ultimately, all these criteria have been used to select an appropriate set of data for
a given mine. The selection of the appropriate dataset is further detailed in the data
chapter. Using the historical data of a similar mine, the power demand of new mines
was determined by a linear extrapolation based on the expected peak power demand
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given in the feasibility studies that are published for new mines. Further details on
selected mines are provided in the data chapter 4 on page 91.
3.9.2 Demand-shifting assumptions
This section describes the applied methodology for simulating the impact of shifting
power demand from one time to another. While this is an area of interest for future
research, the matter of demand-shifting is not one of the primary objective of this re-
search and is therefore tackled with a scenario-based perspective (rather than a detailed
engineering analysis). In this context, the assumptions associated with demand shifting
are determined on the basis of previous research and a number of potential scenarios.
A few past papers have provided theoretical assumptions associated with power demand-
shifting for the mining industry. Paulus and Borggrefe (2011) have provided some estim-
ates for five industrial process. They found that 25% of the power demand of the alu-
minium electrolysis can be reduced by up to 25% for 4 hours. Middelberg et al. (2009)
have proposed a time-shifting model for the conveyor belts of a South African coal
mine. They stated that an optimal time scheduling of the conveyor belt operation could
reduce the total amount of energy during peak time from 25% to 8% - and therefore
reduce energy costs by up to 49%.
In this research, a number of assumptions were tested with regard to the amount of
power demand that can be shifted in section 5.3.2.2 on page 137. This method was
adapted from traditional DSM methods applied to residential customers (Paatero and
Lund, 2006).
Specifically, the following assumptions were used for time-shifting the power demand
of a mining plant:
• Demand-shifting is only allowed to happen at times where the renewable power
plants are providing extra power capacity (i.e. renewable generation is higher than
the power demand). In these cases, the model is allowed to shift demand from
previous and following hours to the current hour (the number of hours that can
be shifted is different for each scenario);
• Demand-shifting has priority over storage charging. It is therefore assumed that
demand-shifting provides a better economic value than storage capacity;
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• Finally, the mining plant has an oversized system that is capable of processing
more ore at times when the demand is shifted (the amount of processing capabil-
ities is different for each scenario).
3.10 supply : the power system
This section describes the various components of HELiOS-Mining associated with power
supply. First, the selected storage strategy is detailed with respect to various busi-
ness models. Second, the applied methodologies for each selected technology are then
provided.
3.10.1 Storage strategy
The supply of power to mining activities can be accomplished differently depending
on the context (i.e. grid connection, remoteness, load profile) and the objectives of the
selected mine (Boyse et al., 2014). An appropriate business model has to be chosen
accordingly - which encompasses specific storage strategies. Relevant storage strategies
in relation to each business model are briefly described below. In the last paragraph of
this section, the selected storage strategies for this research are provided.
self-generation model (off-grid) This model is relevant for a single mine
that is not connected to the grid and relies entirely on local generators for electricity.
In this scenario, the local power system is solely responsible for power reliability. The
relevant storage strategies for this business model are associated with off-peak strategies:
dispatchable renewables (i.e. renewables and storage) and hybrid systems (i.e. fossil-fuel,
renewables, and storage).
net-metering (grid-connected) This model assumes that the mine is connec-
ted to the grid, from which it purchases power. In this strategy, it is assumed that the
grid is fully flexible to deal with any intermittency of renewable generation. Based on
expert opinions, a net-metering strategy might be difficult to implement in some mining
regions due to intermittency challenges (Engelhard, 2016). For instance, in the Chilean
Atacama region, the load profile of the grid is relatively flat as most of the power is sold
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to mining companies. As a result, the power efficiency of the local utility would probably
decrease if mining companies were to purchase power in an inconsistent manner.
Three additional storage strategies can be derived from the net-metering model: peak
load management, baseload renewables, and capacity firming. The first strategy (i.e.
peak load management) may not be compatible with mining activities as electricity is
usually sold at a fixed price to mining companies under a PPA agreement (Ibid). The
second strategy is based on a system that supplies a constant electricity output. While
this strategy is relevant to some renewable alternatives such as biomass or geothermal, it
is relatively difficult to implement for the most unpredictable options (i.e. wind, solar).
Finally, the third strategy aims at guaranteeing a minimum output from the hybrid
renewable power system. Above this output threshold, the intermittency is managed by
the grid.
self-generation + powering townships model (off-grid) This model ap-
plies to off-grid mines that are solely relying on local generators for their electricity
consumption and are also powering neighbourhood communities. All off-peak storage
strategies can be applied in this business model, but dispatchable systems (i.e. without
fossil-fuel resources) might provide additional benefits in this context - as the heterogen-
eity of load profiles can help managing intermittency.
industrial pooling model (off-grid) This model assumes that several indus-
trial actors - all unconnected to the grid - are pooling resources to reduce power costs.
Whereas this model can seem attractive, negotiating such structure would be challen-
ging. Given the uncertain lifetimes of neighbouring projects, and potentially divergent
interests, mining companies have shown little interest in undertaking joint capital pro-
jects with their competitors (Boyse et al., 2014). Yet, it would be interesting to economic-
ally assess this model in future research.
3.10.1.1 Research scope: selected business models
In this research, the first two business models (i.e. self-generation and net-metering)
have been modelled in section 5.3.1.3 on page 130. Each model encompasses different
implications for the power system. In particular, the self-generation model must rely
on large amounts of energy storage (or fuel-based capacity) in order to manage the
intermittency of renewable technologies. As for the second model, the net-metering and
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the capacity firming options have been selected as the most appropriate strategies for
powering mining activities.
As a result, the research model HELiOS-Mining is based on three different strategies
associated with different grid involvements:
• Self-generation: off-grid stand-alone power system,
• Capacity firming: partial management of renewable intermittency by the grid -
above a minimum guaranteed output,
• Net-metering: full management of renewable intermittency by the grid.
Algorithms and calculation details associated with these strategies are provided in the
following section.
3.10.2 Storage: Technical parameters
3.10.2.1 Selected storage technologies
Two key storage technologies were selected for this research based on technological ma-
turity and discussions with mining experts: Li-Ion battery and molten-salt thermal stor-
age (as detailed in section 4.4 on page 95). These storage alternatives are technologically
mature and can be deployed at the scale required for mining activities.
mathematical formulation of charging and discharging cycles The
storage system is sized by the optimisation algorithm in relation to the storage strategy
(as detailed previously) as well as the technical and economic characteristics provided in
the methodology and data chapters (see objective function 1 in section 3.4 on page 51).
The difference between renewable power output and electricity demand determines
when to charge or discharge the storage system. It is therefore assumed that the storage
system is only charged by residual renewable power output.
The charge quantity of the storage system at time h is given by (Ai et al., 2003):
EStk ,c(h) = ESt,k(h− 1) + (ER(h)− EL(h)/ηinv)ηStk (3.43)
The discharge quantity of the storage system at time h is determined by:
EStk ,d(h) = ESt,k(h− 1)− (EL(h)/ηinv − ER(h))ηStk (3.44)
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where EStk ,c,d is the charging/discharging energy into the storage system Stk in the hour
h, ER is the net amount of energy generated by the renewable power system (i.e. wind,
solar), ELis the power demand, ηinv is the efficiency of the power conditioning unit, and
ηStk is the efficiency of the charging or discharging cycle (as opposed the efficiency of
the full cycle).
Both cycles are subject to a number of constrains:
EStmin ≤ EStk ,c,d(h) ≤ EStmax (3.45)
EStk ,c,d(h) ≤ EStpow (3.46)
where EStmin is defined by the maximum depth of discharge (DOD), EStmax is the nom-
inal capacity of the storage device, and EStpow is the maximum power discharge of the
storage device (hourly). The initial storage capacity (i.e. in the first hour of the simula-
tion) is set to half of the total storage capacity. Note that storage efficiencies and costs
are given in the data chapter for each storage technology in sub-sections 4.6 on page 101
and 4.5 on page 96.
storage algorithm The mathematical formulation of the charging and dischar-
ging cycles was rewritten in an algorithmic form in order to model the storage con-
strains (i.e. DOD, size of power electronics, storage capacity) in HELiOS-Mining. The
algorithms 3.1 on the following page, 3.2 on page 81, and 3.2 on page 81 provide the
details of the hourly steps that are followed in order to calculate the amount of storage
charging, discharging, and the hourly balance. This process is followed for each of the
8760 hours modelled in HELiOS-Mining. A number of explanatory comments on object-
ives, definition of variables, and resulting outputs have been added in the appropriate
sections of the algorithm.
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Algorithm 3.1 Hourly storage charging in HELiOS-Mining (Python code)
1 #1) CHARGING algorithm: Returns the hourly amount of power (before losses) that is
charged to the storage system for each hour of the simulation
2 @xl_func("int Stpwr, int StCap, int Stlvl,int RenGen, int PwrDmd, float Stloss1way"
)
3 def CHARGING(Stpwr, StCap, Stlvl, RenGen, PwrDmd, Stloss1way):
4 #DEFINITIONS of the variables:
5 #Stpwr: Maximum gross amount of power (kW) that can be charged/discharged per
hour (i.e. size of the power electronics)
6 #StCap: Maximum gross amount of power capacity (kWh) that can be charged/
discharged over a number of hours (i.e. size of the storage capacity)
7 #Stlvl: Current amount of power capacity available for discharge (kWh)
8 #RenGen: Current amount of power generation from renewable sources (kW)
9 #PwrDmd: Current amount of power demand from the mine (kW)
10 #Stloss1way: Net efficiency after accounting for storage losses associated with
either the charging or discharging cycle (%)
11 if Stlvl < StCap:
12 if (RenGen - PwrDmd)>0:
13 if (Stlvl + RenGen - PwrDmd) < StCap:
14 if RenGen - PwrDmd < Stpwr:
15 return (RenGen - PwrDmd)
16 else:
17 return Stpwr
18 else:
19 if (StCap - Stlvl) / Stloss1way < Stpwr:
20 return (StCap - Stlvl) / Stloss1way
21 else:
22 return Stpwr
23 #CONSTRAINTS: This algorithm performs a number of checks:
24 #availability of storage capacity as a function of the storage level (line 11),
25 #residual amount of renewable power supply (line 12),
26 #available amount of storage capacity in kWh (line 13 and 19),
27 #available amount of power capacity in kW (line 14).
28 #RESULT: Returns the appropriate amount (gross) of renewable power that can be
charged into the storage system (line 15, 16, 20, and 22). 
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Algorithm 3.2 Hourly storage discharging in HELiOS-Mining (Python code)
1 #2) DISCHARGING algorithm: Returns the hourly amount of power (before losses) that
is discharged from the storage system for each hour of the simulation
2 @xl_func("int Stpwr, int StCap, int Stlvl, int RenGen, int PwrDmd, float Stloss1way
, float DoD")
3 def DISCHARGING(Stpwr, StCap, Stlvl, RenGen, PwrDmd, Stloss1way, DoD):
4 OutputNeeded = (PwrDmd - RenGen) / Stloss1way
5 StlvlAvail = Stlvl - StCap * (1 - DoD)
6 #DEFINITIONS of the variables:
7 #DoD: Value of the maximum Depth of Discharge (DoD) for a chosen storage device
(between 0 and 1; 1 being the full capacity)
8 #OutputNeeded: Required amount of net discharge to cover the full residual
power demand (kW)
9 #StlvlAvail: Amount of storage capacity available for discharge during the
present hour (kWh)
10 if StlvlAvail > 0:
11 if PwrDmd > RenGen:
12 if StlvlAvail > OutputNeeded:
13 if OutputNeeded < Stpwr:
14 return OutputNeeded
15 else:
16 return Stpwr
17 else:
18 if StlvlAvail < Stpwr:
19 return StlvlAvail
20 else:
21 return Stpwr
22 #CONSTRAINTS: This algorithm performs a number of checks:
23 #availability of storage capacity as a function of the storage level (line 10),
24 #residual amount of power demand that is not covered by the renewable
generation plants in kW (line 11),
25 #available amount of storage capacity in kWh (line 12),
26 #available amount of power capacity in kW (line 13 and 18).
27 #RESULT: Depending on the value of these checks, the algorithm returns the
appropriate amount (gross) of power that is discharged to meet the residual
demand (line 14, 16, 19, and 21). 
Algorithm 3.3 Hourly balance of storage in HELiOS-Mining (Python code)
1 #3) BALANCING function
2 @xl_func("int Stlvl, int StCharging, int StDischarging, float Stloss1way")
3 def BALANCE(Stlvlph, StCharging, StDischarging, Stloss1way):
4 #DEFINITIONS of the variables:
5 #Stlvlph: Amount of storage available at the beginning of the previous hour (
kWh)
6 #StCharging: Gross amount of power that was charged on the storage system
during the previous hour (kWh)
7 #StDischarging: Gross amount of power that was dicharged from the storage
system during the previous hour (kWh)
8
9 Stlvl = Stlvlph + (StCharging * Stloss1way) - StDischarging
10
11 #RESULT: Determine the net amount of kWh that is available for the current hour in
relation to the previous discharge or charge (after accounting for losses) 
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3.10.3 Renewable power generation
3.10.3.1 Selected renewable technologies
A number of renewable technologies have been modelled in this research. The choice
of in-scope technologies was made on the basis of numerous discussions between min-
ing experts and the industrial sponsor of this PhD. As a result, the selected renewable
technologies in this thesis include: wind power, solar PV (tilted and tracking), CSP with
parabolic trough, and CSP tower (also see section 4.4 on page 95 for further details on the
selection of technologies). The applied methodology to model each renewable alternat-
ive is provided as follows. Note that Biofuel power generation was also considered (see
section 3.10.4.3 on page 87 on diesel power generation). The potential to use Biofuels is
also discussed in section 8.6 on page 222.
3.10.3.2 Wind
The power output of a wind turbine is associated with both wind speed at hub height
and speed characteristics of the turbine.
Wind speed at hub height is given by applying the power-law equation, or Hellman
exponent (Patel, 2005)
Vz = Vi
[
Z
Zi
]x
(3.47)
where Vz is the wind speed at hub height, Vi is the wind speed at reference height, Z is
the hub height, Zi is the reference height, and x is the power-law exponent (or hellman
exponent) that depends upon the coastal location, the shape of the terrain on the ground,
and the stability of the air. Examples of this exponent for different configurations are
given in table 3.1 while selected Hellman exponents for this thesis are provided in the
data chapter 4 on page 91.
Power output per square meter from wind turbine generator is be given by (Deshmukh
and Deshmukh, 2008; Kaltschmitt et al., 2007)
Pw,m2 = 0, Vz < Vci,
Pw,m2 = aV3 − bPr, Vci < Vz < Vr,
Pw,m2 = Pr, Vr < Vz < Vco,
Pw,m2 = 0, Vz > Vco,
(3.48)
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where Vci, Vco, Vr, are the cut-in, cut-out and rated speed of the wind turbine, a =
Pr/(V3r −V3ci), and b = V3ci/(V3r −V3ci).
Actual power output EWk ,h from wind turbine k at hour h is determined by
EWk ,h = PW,m2 ∗ AW ∗ ηW (3.49)
where Aw is the total swept area, ηw is the efficiency of the wind turbine generator
including power conditioning.
Table 3.1: Hellman exponents (Kaltschmitt et al., 2007)
location x
Unstable air above open water surface 0.06
Neutral air above open water surface 0.10
Unstable air above flat open coast 0.11
Neutral air above flat open coast 0.16
Stable air above open water surface 0.27
Unstable air above human inhabited areas 0.27
Neutral air above human inhabited areas 0.34
Stable air above flat open coast 0.40
Stable air above human inhabited areas 0.60
3.10.3.3 Solar: Photovoltaic panels
The hourly solar power ES,PV produced by a photovoltaic array with an area APV during
the hour h at the total solar irradiation S (for a given incline) is calculated by (Habib
et al., 1999):
ESPV ,h = Sh ∗ ηPV ∗ APV (3.50)
where the total system efficiency ηPV is determined by
ηPV = ηm · ηpc (3.51)
where ηm is the module efficiency and ηpc is the inverter efficiency.
The different data-sources associated with solar data at different azimuths and tilts are
provided in the data chapter in section 4.3 on page 94.
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3.10.3.4 Solar: Concentrated Solar Power
Three different CSP technologies are currently available: parabolic dish, power tower,
and parabolic trough. The parabolic trough is the most mature technology and the easi-
est to maintain while the power tower configuration has recently gained interest from
the mining industry - due to higher operating temperatures and higher conversion effi-
ciencies. For these reasons, both parabolic trough and power tower have been modelled
in this research. It is assumed that CSP is used to produce electricity - as opposed to
heat output - as this is the focus of this research (potential for heat output is discussed
in section 8.6 on page 222).
A concentrated power plant includes three main components: the solar field, the power
block (i.e. steam turbine), and thermal storage. As a result, a CSP plant can be used to
directly power the mining operation or store thermal energy for later use.
The chosen method for modelling CSP output is given by Zhang et al. (2010). This
method allows a dynamic representation of CSP plants that can be included in an eco-
nomic analysis. The following equation is used to determine the output ESCSP,h of the
CSP plant in hour h:
ESCSP,h = ηturbine As f (DNIεopt − LossHCE − LossSFP) (3.52)
where ηturbine is the turbine gross efficiency, Asf is the collecting area of the CSP field,
DNIεopt is the optimal efficiency of the CSP plant associated with the Direct Normal
Irradiance (DNI), LossHCE is the thermal loss of the heat collector, LossSFP is the heat
losses from field pipes. The parasitic losses associated with start-up energy have been
neglected in this research - as their impact have little significance on the total power
output.
The ramp rate of the steam turbine was evaluated to be around 10% of the capacity per
minute (Jorgenson et al., 2013) - therefore the full load can be obtained after 10 minutes.
Because this model is based on the hourly balance of power demand and power supply,
this parameter has been neglected in the modelling process - see discussion section 8.6
on page 222.
Finally, the power output of the steam turbine has to be characterised in relation to the
storage output and the rated capacity. In other words, if the storage output is below
the rated capacity of the power block, the ratio of relative heat input is higher than 1
- therefore decreasing the overall efficiency of the storage system. The heat ratios used
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in this research are given by Jorgenson et al. (2013) - as illustrated in figure 3.4. Based
on these data, a second order polynomial regression was performed to determine the
efficiency as a function of the load factor - as provided on the figure 3.4. This function
was used to determine the relative efficiency of the CSP power block (i.e. steam turbine).
Figure 3.4: Relative efficiency of the CSP power block
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Both CSP technologies (i.e. parabolic trough and power tower) can be modelled with
the same methodology (Jorgenson et al., 2013). Yet, it should be noted that the value of
DNIεopt is different for parabolic trough and power tower. The value of the former being
the DNI for single-axis tracking while it is the DNI for double-axis tracking on the latter.
An interesting aspect of the CSP technology is the ability to use a natural-gas-fired boiler
that generates steam to run the turbine. This can be an attractive feature to provide
backup power when the thermal storage is empty. However, the efficiency of such tech-
nology is usually significantly lower than conventional stand-alone gas turbine (i.e. high
parasitic losses). Zhang et al. (2010) suggests that the gas-to-electricity conversion effi-
ciency is assumed to be 32% in CSP systems. The applied methodology to calculate the
output of the CSP gas-backup boiler is identical to the methodology associated with
natural gas power generation - see 3.10.4.4 on page 89.
storage component The storage component of the CSP plant follows the same
algorithm of charge and discharge cycles detailed in 3.10.2 on page 78. The efficiency
of thermal storage is more sensitive to decay losses than other storage technologies.
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Whereas a traditional battery storage (e.g. Li-Ion) would lose an insignificant amount
of energy overnight, a CSP thermal storage will suffer significant heat losses over time.
The focus of this research is on short term storage (as opposed for instance to seasonal
storage), therefore this model is designed around a full cycle of charge/discharge per
day. In this context, it is reasonable to assume a fixed rate for decay losses (see table 4.3
on page 98).
3.10.4 Fossil fuel power generation
3.10.4.1 Selected technologies
In this research, the most relevant fossil-fuel technologies for mining activities have been
modelled, including diesel and natural gas power generation. Whereas this research
has a strong focus on renewable power generation and energy storage, conventional
power alternatives using fossil-fuel can be used to complement those technologies and
minimise system costs. Grid power supply is also considered as part of this category.
The applied methods to model each of these alternatives are provided as follow.
3.10.4.2 Energy output of fuel-based technologies
Fuel-based technologies are dispatched in relation to the output of non-dispatchable
technologies as well as energy storage output, as given by the equation 3.53:
EFFk ,h = EL,h −
[
EWk ,h + ESk ,h + EStk ,h
]
(3.53)
Where the energy storage output EStk ,h is defined in section 3.10.2 on page 78.
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3.10.4.3 Diesel
Diesel power generation is considered in this research as part of a hybrid power system
including both renewable/storage and conventional fossil-fuel based technologies. The
fuel consumption and the operational efficiency are modelled based on external con-
ditions, power losses, and loading factors. The net efficiency of the genset ηD is given
by:
ηD =
[
ηD(l/h) ∗ LHVf
PD
]
∗ LF (3.54)
where ηD(l/h) is the fuel consumption at full load, LHV is the lower heating value of
the fuel f (diesel is assumed to be 11.55 kWh/l), PD is the nominal power output of the
genset, and LF are the relative efficiencies associated with part-loading. The following
coefficients were applied to take into consideration that the load is not always equal to
the rated power output - hence reducing the efficiency of the generator. Specifically, the
following assumptions were applied for part-loading (Engelhard, 2016):
• 25% of the total power output is at full rated load
• 50% of the total power output is at medium load resulting in a decreased efficiency
of 2%
• 25% of the total power output is at minimal load resulting in a decreased efficiency
of 6%
It is assumed that the management of the entire diesel plant is performed by turning
on/off the different diesel modules in order to reach these part-load efficiencies. Con-
sequently, the load factor coefficient is given by:
LF = (0.25 ∗ 1) + (0.50 ∗ 0.98) + (0.25 ∗ 0.94) = 98% (3.55)
An alternative methodology would be model the precise variation of efficiency as a func-
tion of the power output (Dufo-Lopez and Bernal-Agustin, 2008). Yet, this method is not
adequate for HELiOS-Mining as it would require to model the diesel power at the mod-
ule level and not at the system level. Subsequently, this research takes the assumption
that the derating coefficients (given previously) for part-loading are able to capture the
overall operational efficiency of the entire diesel plant - which consists of a number of
individual generators. This assumption was validated by a major manufacturer of diesel
plants (Engelhard, 2016).
88 methodology
The fuel cost per kWh of the genset FCD is calculated as follow:
FCD = DPl/LHV/ηD (3.56)
where DPl is the cost of diesel fuel (per litre) for the selected mine including transporta-
tion costs.
note on the sizing of diesel generators It should be made clear that the
sizing of diesel generator is not only based on the power demand at the mine site
(Mahon, 1992). Specifically, the following characteristics were taken into consideration
in the simulation and optimisation process:
• No consideration of diesel overload: In practice, the gensets can run at 10% above
the prime rating for 1 hour every 24 hours.
• Ambient conditions: a number of derating coefficients were also applied in order to
take into account the elevation and the external temperature at mine site (see table
3.2). These coefficients indicate that the genset size might need to be oversized in
relation to ambient conditions. Relative humidity has only a minor impact and is
neglected in HELiOS-Mining (Kehlhofer et al., 2009).
Table 3.2: Derating factors associated with the external conditions (DRC) of diesel generators
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Finally, the given power sizes in this research are based on prime power and not standby
power. The standby power rating is typically 10% higher than the prime power but can
only be used in case of emergency.
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3.10.4.4 Natural gas
Power generation plants using natural gas or LNG are considered in this research with
respect to conventional gas turbine (GT) and combined cycle gas turbine (CCGT). LNG
power generation is being increasingly considered for remote mines (i.e. trucked LNG)
for replacing diesel fuel and is therefore of interest in this research.
The fuel cost per kWh at hour h of the natural gas plant FCG is calculated as follow
(Kehlhofer et al., 2009):
FCG,h =
3.142× GPMMBTU,t
ηG,h
/1000 (3.57)
Where the numerator expresses the price in US$/MWh thermal, GPMBTU is the cost of
natural gas in US$/MMBTU for a chosen mine in year t - including transportation costs,
and ηG is the operating efficiency of the turbine for the hour h.
The relative efficiency of the plant ηG,h takes a different value for different capacity
factors - as given by (Kehlhofer et al., 2009). The figure 3.5 provides these values for
both gas turbine and CCGT alternatives. Two second order polynomial regressions were
computed to determine the value of the relative efficiency as a function of the load -
which were found significant at the 1% level. As a result, the relative efficiency of the
plant is determined hour by hour in HELiOS-Mining for each unit. Both equations are
provided in figure 3.5.
Figure 3.5: Relative efficiency of gas turbine and combined cycle
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Finally, a number of derating coefficients were also applied in order to take into con-
sideration the ambient conditions. Table 3.2 on page 88 provides these coefficients for
different elevations and external temperatures.
3.10.4.5 Grid connection
In this research, it is assumed that the grid power can be used to fully complement
the local power system (i.e. net-metering strategy) or to partially complement the local
system by providing power above a minimum guaranteed output from the on-site power
system (i.e. capacity firming strategy). A third alternative can also be envisaged when
the grid power is too expensive in comparison to off-grid costs. In this case, the self-
generation strategy can be implemented in order to meet the power demand of the
mine through an off-grid power system (as reviewed in section 3.10.2 on page 78). Grid-
extension alternatives are discussed in section 8.6 on page 222.
4
D ATA
The data chapter is used to describe the data sources, cost estimates, and technical
parameters that were used in HELiOS-Mining as well as to provide some background
on selected mines. Key selection criteria for the mines that were investigated in this
thesis are subsequently given in section 4.1. Selected mines and their key characteristics
are detailed in section 4.2 on the following page. Sources of chosen datasets for climate
data are provided in section 4.3 on page 94. Finally, a summary of technical parameters
is provided in section 4.5 on page 96 whereas a summary of cost estimates is given in
section 4.6 on page 101.
4.1 mine selection
A number of mines have been selected for this research based on the following criteria:
• Representativeness of major mining regions: The selection of major mining regions
provides the opportunity to generate insights that can be generalised to neighbour-
ing mines (given that the power demand is based on a continuous processes).
• Renewable resource availability and diversity: This study aims at representing dif-
ferent renewable technologies, which implies that different types of climate have
to be considered. Furthermore, mining regions with off-grid mines are preferred
given the cost advantage of renewable alternatives compared to grid-connected
mines (i.e. high diesel power costs for off-grid systems).
• Mining activity: This thesis focuses on non-ferrous metals. Non-ferrous metal min-
ing and processing are based on the use of continuous processes and 61% of the
energy demand for these processes is electricity.
Accordingly, the mine selection was performed on the basis of these three criteria.
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In terms of representativeness of major mining regions, the Investment Attractiveness
Index (Jackson and Green, 2015) was used to determine the mining areas that present
the most attractive characteristics for mining activities with respect to 15 factors, e.g.
policy, economic, infrastructure, political stability, or availability of skilled labour1. This
index ranked Canada, U.S.A, and Australia as the most attractive countries on a global
scale for mining activities. Chile was assessed to be the best ranking country of Latin
America with a score of 80 over 100. Finally, Ireland has been assessed to be the most
attractive mining in Europe (average score of 82 over 100).
In terms of resource availability, Canada and Ireland would be both good candidates for
wind power alternatives but Canada presents a greater potential for off-grid systems (i.e.
remoteness). Chile and Australia are good candidates for both solar and wind alternat-
ives, for both off-grid and grid connected mines. U.S.A. presents significant renewable
potential, yet most mines are grid-connected.
As for mining activities, non-ferrous metals are the main focus of mines located in
Canada, Australia, and Chile. In Canada, there are currently 83 gold mines in opera-
tion and 18 copper mines - and a total of 82 active mines of non-ferrous metals. In Chile,
there are 73 operating copper mines and a total of 89 non-ferrous mines. In Australia,
there are 148 operating mines for non-ferrous metals with 83 operating gold mines and
18 copper mines. Together, these three countries possess one third of the global copper
mines and present the highest number of copper mining projects, i.e. advanced explora-
tion and feasibility phases (SNL, 2016).
As a result, three countries have been identified for this research, namely Canada, Chile,
and Australia. All three countries are major mining regions that possess diverse sources
of renewable energy while having significant non-ferrous metal resources.
4.2 selected mines
Given previous-mentioned criteria, three distinct mines have been selected for this re-
search, including Spence mine in Chile, Casino project mine in Yukon (Canada), and
DeGrussa-Sandfire in Australia. Together, these mines fit the selection criteria on climate
diversity, representativeness of major mining regions, and mining activity2.
1It should be noted that the resulting index measures mining attractiveness and not mining intensity.
Yet, because mining companies are highly likely to invest more intensively in the most attractive countries,
this index is deemed to be an adequate proxy to identify major mining regions.
2Note that the findings associated with these mines are partially generalisable to the neighbouring
mines of selected mining regions - see section 8.7 on page 226.
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A description of selected mines is provided as follows and a summary of the character-
istics of each mine is given in table 4.1.
Table 4.1: Key characteristics and assumptions for selected mines
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spence mine - atacama , chile Spence mine is an existing open-pit copper mine
located in the Atacama Desert at 1700m above sea level near the mining town of Sierra
Gorda (50km from Calama). The mining resource is based on oxide and sulphide ores
with a grade of 0.89-1.24%. 50kt of ore are processed everyday using heap leaching in
order to produce copper cathodes. The current mine-life is dependant on the realisation
of the underground extension (Hypogene project), which might increase the mine-life by
up to 37 years. The mine is located in the region that receives the highest solar radiation
on earth. Moderate to high wind speeds can be measured around the mine site. The
potential for biomass is relatively limited at this point due to the transportation costs
between southern and northern Chile, which tend to be relatively high for biomass (i.e.
low energy density). The average power demand is 53MW - currently supplied via the
SING grid (Sistema Interconectado del Norte Grande). This mine is considered in this
research as both grid-connected and off-grid. While there is a grid connection supplying
the Spence mine, several other neighbouring mines are operating in the Atacama using
off-grid diesel systems - hence the Atacama region presents a potential for both off-
grid and grid-connected alternatives. The hourly power demand of the Spence mine is
publicly available on the website of the dispatch centre of Northern Chile CDEC-SING.
casino project mine - yukon, canada The casino project is a new copper
open-pit mine at 1300m above sea level that is currently in the environmental assess-
ment phase. The mine is remotely located (300km from Whitehorse) with no access to
the grid. The expected power system is CCGT and diesel according to the feasibility
study (Conrad et al., 2013). The ore reserve is low-grade (0.20-0.39%) which includes
copper, gold, silver, and molybdenum. The mine is expected to produce concentrate (as
opposed to copper cathodes or gold bullions) with conventional milling and flotation
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processes. 120kt of ore is to be processed everyday. The average power demand is expec-
ted to be around 102MW while the expected mine-life is 22 years. Because there is no
historical data for this mine, the dataset of a similar mine has been used instead. Specific-
ally, the dataset of the mine Minera Esperanza in Chile was selected due to its similar
characteristics (low copper grade, 97kt or ore per day, production of concentrate with
milling and flotation). A linear extrapolation of the power demand was performed on
the dataset of Minera Esperenza (downloaded from the CDEC-SING website) in order
to adjust the dataset to the expected peak power demand of the Casino project.
degrussa-sandfire mine - north-western australia The DeGrussa mine
is a new high grade copper mine in Western Australia with a mine-life of 17 years.
The ore grade is 5% for underground sulphide ore (and 1.8% for gold). The project is ex-
tremely remote with no grid connection - located 900km north of Perth and 150km north
of Meekathara. The mine is producing copper and gold concentrate via a milling and
flotation process. The same energy demand dataset than the Casino project was used
for this mine - after a linear extrapolation to the peak power demand of the DeGrussa-
Sandfire mine (15MW). This choice was made because there is no publicly available
dataset of underground mines and because the selection of the dataset for power de-
mand has little impact on results as there is very little intra-day/season variations that
occur in selected mining activities (Engelhard, 2016) - as long as the selected dataset
represents the energy demand of continuous processes. Because this mine is operating
underground, the value of lost load is set to be substantially higher - due to the higher
ore grade and the risks associated with underground mining (i.e. electricity is required
to move the miners in and out the mine). A sensitivity analysis on the value of lost load
is subsequently performed in section 6.4.1 on page 176 to account for these parameters.
4.3 climate data
Two key datasets have been used to model the energy inputs of solar and wind techno-
logies at the geographical coordinates of selected mines. First, the Meteonorm dataset
(Remund et al., 2004) is the main source of solar data for this research - further explana-
tions on this dataset are given in section 6.1.1 on page 164 with respect to the selection
of different climate scenarios. The software PVSyst was used to calculate the output of
tilted and tracking PV as well as CSP plants (including direct and indirect radiation for
PV and DNI for CSP). The tracking system for PV is based on a E-W axis with North
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South tracking (tilt 10 degrees to 80 degrees). CSP plants are based on either a single
E-W axis (tilt 90 to -90 degrees) for the North South tracking of CSP Parabolic Trough
or a two-axis North South and azimuth tracking (-120 to 120 degrees) for CSP Tower.
Second, the NCEP-CFSR climate reanalysis dataset was used for wind data in HELiOS-
Mining (NCEP, 2010). A neutral air flow exponent of 1/7 was applied to extrapolate
the wind speed to the hub height. A number of additional modifications have been
performed on this dataset in order to adjust the extrapolated outputs to the results of
a mesoscale dataset (Environment-Canada, 2003) - which are further detailed in sec-
tion 6.1.2 on page 165. Note that the modelling methods and data sources for both
Meteonorm and NCEP-CFSR are extensively discussed in the first sections of chapter 6
on page 163 with respect to the data selection of the adequacy analysis. For reasons
of simplicity, such background explanations on climate datasets were not duplicated in
present chapter.
4.4 selection of technological options
Three mining regions have been investigated in this research. Selected mines have dif-
ferent peak demand, mine-life periods, and access to resources. A range of technologies
have been considered in order to take into account the local resources associated with
each mine. For instance, gas turbines and CCGT plants are only available in the Cana-
dian mine as it requires significant amounts of water for cooling (Kehlhofer et al., 2009).
The selection of technological alternatives in HELiOS-Mining is based on the following
choices:
• Fixed PV (all mines)
• Tracking PV (all mines)
• Concentrated Solar Power (CSP) with dry-cooling - both CSP Tower and Parabolic
Trough (all mines)
• Battery energy storage (all mines)
• Wind turbine (all mines) - with de-icing capabilities in icy climates
• Diesel generator (all mines)
• CCGT and gas turbines (Canadian mine only)
• Grid power (Chilean mine only)
These technologies can be combined in various ways in a hybrid renewable power sys-
tem. For instance, wind and PV can be easily combined with a diesel generator (e.g.
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Rehman and El-Amin, 2015); CSP and PV can be combined in order to use the PV
power during the day and generate power with the CSP heat storage at times of low
solar radiation or wind energy (e.g. Green et al., 2015). The choice between the various
technological choices is either free or constrained in HELiOS-Mining. The first run of the
optimisation is free to select, size and combine any of these technologies in order to min-
imise the LCOE. The following runs are constrained to generate near-optimal solutions
that include different type of technological combinations. Note that near-optimal solu-
tions refer here to power systems in which the choice of technology has been forced by
the user (rather than letting the model pick the optimal power alternative). These near-
optimal results are analysed in chapter 5 on page 109 to provide incremental evidence
towards the optimal technological mix and generate insights on the economic viability
of various types of hybrid power systems. Subsequently, all optimal and near-optimal
solutions are included in a portfolio framework in the third research question in order
to compare the cost risk associated with each optimal and near-optimal solutions.
4.5 technical parameters
A number of technical parameters are necessary to accurately model the selected gener-
ation technologies. The applied technical parameters are provided in tables 4.2 on the
next page and 4.3 on page 98 - although some additional details and justifications are
also provided in following sub-sections. Note that POR refers to Planned Outage Rate
while FOR refers to Forced Outage Rate.
4.5.1 Availability Rate
The availability rate (FOR + POR) was subtracted from the power capacity for wind, PV,
Battery and Diesel. Because these power plants are based on several modular units, it is
assumed that a forced failure on one unit can be balanced by the systems - hence not
producing power shortages. For CCGT and CSP, it is assumed that 50% of the plant is to
fail 350 hours per year (i.e. FOR=4%) - as the model accounts for two CSP steam turbines
and the CCGT and GT plants are modelled with two independent shafts - consisting of
two gas turbines and two steam generators. Because of the relative uniformity of the
power load, no further temporal analysis was performed on energy security.
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Table 4.2: Technical parameters for selected Wind and Solar technologies
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4.5.2 Wind
Additional parameters are required to model wind power in relation to technical rat-
ings. The chosen technical characteristics for this research are provided in table 4.4.
While the same nominal efficiency is applied to both of the wind turbines presented
in table 4.4, additional efficiency losses need to be accounted for wind plants that re-
quire anti-icing or de-icing systems (Parent and Ilinca, 2011). Such losses are associ-
ated with the energy requirements for either preventing or eliminating the occurrence
of ice on the blades of the wind turbine. Specifically, the anti-icing approach is a pre-
ventive method that can use either an ice-phobic coating (Kimura et al., 2003) or a
thermal device that heats the blade to around 0ºC in order to prevent icing (Mayer
et al., 2007). By contrast, the de-icing approach is applied to eliminate the ice that is
already present on the blades. Such approach is usually carried out through an electric
resistance that produces heat while the wind turbine is running or through a radiator
blowing warm air into the rotor blade at standstill (Seifert, 2003). Battisti et al. (2006)
suggests that the de-icing approaches have a significantly lower energy consumption
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Table 4.3: Technical parameters for selected Storage and Fuel-based technologies
  	
	  


	



	


	


	
 
	
			 


 
  !
 " #$

%&'()	

&
*+,'()	

	

	-(
."%!


/(	
-
		
,-	-
0
/1	
./(	
-2-

0/
3(
"(		
4	
(
 0/1	

+
0
5-

3(.6	
	-	
#"
$7 $7 8
8
	-(
."%.
9
	8	-.
"*:/3
(	-.
"!


	8	-		


;
88	*#
#8
&		3
8)		!
% * <$

$ )	&)1	

	.3)
",')	

		


	-(
."%:
=
."#!


;8/3
5	
" ##
	)	3)3.
8		5-	#%!
% * >"$

6-)	& )1	

	18
3
5	8!
7."":
?	(-(	
	-.
"!


5	-	;8
/3
5	
# 
	)	3)3.
8		5-	#%!
% # >"$

6-)	& )1	

	1
	)		
8-	8(
5	-	
5-&8!
7."":
?	(-(	
	-.
"!
than anti-icing methods. Yet, this is a relatively new area of research and a number
of these technologies are not yet mature - thus there is a need for further research
to characterise the actual energy efficiency of each approach (Parent and Ilinca, 2011).
Table 4.4: Wind parameters in HELIOS-Mining (TWP, 2015)
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In this research, it is
assumed that wind tur-
bines for icing climates
are based on an ENER-
CON rotor blade de-
icing system (radiator
blowing air into the
rotor blades). This ap-
proach is consistent with
a recent mining pro-
ject in Northern Canada
(Van Wyk, 2013).
In such approach, a
number of technical and
economic characteristics
need to be adjusted, in-
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cluding availability rate (as a function of the planned and forced outage rates), overall
efficiency, and operation cost. First, the ENERCON rotor blade de-icing system requires
to stop the turbine in order to eliminate the ice from the blades. This means that the
model must take into consideration a higher forced outage rate (FOR) in icing climate.
A more precise approach would be to derive the FOR value from detailed climatic mod-
els that take into consideration in-cloud icing (i.e. supercooled water droplets), freezing
rain, wet snow, and frost (Parent and Ilinca, 2011). Such approach is computationally
intensive and out of scope for this research - hence simplifying assumptions have been
taken. As a result, a forced outage rate of 10% (instead of 2-5% for climates with no
significant icing events) is accounted for in HELiOS-Mining. This estimate is consistent
with a recent mining project in Northern Canada (Van Wyk, 2013).
Second, wind turbines in icing climate have a lower overall efficiency due to the heating
demand as well as the energy losses associated with the residual frost that is not elim-
inated by the de-icing system - hence reducing the thermodynamic efficiency. Based on
previous research, this parameter is assumed to be between 1% and 15% of the total
energy consumption (Peltola et al., 2003). This parameter was estimated to be 10% in
this research for the Yukon mine (Canada), as given by Maissan (2013). Further research
is required to assess this parameter - hence this estimate is stated as a limitation in
section 8.6 on page 222.
4.5.3 Solar Photovoltaic (PV)
While the power output of PV panels is relatively simple to model, a number of con-
textual assumptions need to be stated. First, PV plants can be relatively difficult to
operate in climates prone to snowing events, sand storms, or large amount of dust -
which would ultimately impact the performance ratio. The influence of these events has
not been modelled and constitutes a research limitation - as stated in 8.6 on page 222.
Second, the efficiency of PV panels has been reported to be ranging between 10% (i.e.
amorphous silicon) and 25% (i.e. multicrystalline) (Green et al., 2011). Because a cost per
kW of PV capacity is used in this research, these values only impact the space require-
ments of such system, which is usually not a limitation in mining settings (i.e. remote
locations).
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4.5.4 CSP
Hinkley et al. (2013) have categorised the different energy losses associated with CSP
plants. As a result, the net output of a CSP Tower was found to be 14.58% of the total
solar input. Specifically, the following losses have been documented in their study:
• Operational losses: include spillage and unavailability of the plant (10.7%)
• Optical losses: represent the energy losses associated with imperfect reflection of
the solar resources - i.e. geometrical imperfection, shadow, low reflectivity of the
mirrors, soiling, and atmospheric attenuation between the mirror and the receiver
(40.1%).
• Spillage: energy losses associated with errors in positioning of the mirrors (2.84%)
• Receiver absorption losses: represent the energy losses related to the coating ab-
sorbance of the receiver (2.78%)
• Receiver thermal losses: consist of convection and radiation losses (2.04%)
• Storage & HTF losses: represent the losses associated with piping (0.34%)
• Cycle heat rejection: refers to the wasted heat from the steam turbine (24.7%)
• Parasitic losses: consist of the energy consumed to generate electricity (i.e. pumps,
positioning of the heliostats) (1.9%).
In this research, CSP efficiency values were given by Engelhard (2016). CSP Tower was
rated with a 23.4% gross efficiency and a 12.2% net efficiency whereas a gross efficiency
of 28.1% and a net efficiency of 17.2% was applied to CSP Trough. Gross efficiency values
were used in HELiOS-Mining because operational losses and spillages are separately
taken into account by the model.
4.5.5 Fuel-based generation
4.5.5.1 Efficiency
The operational efficiency of gas turbines is given to be between 28% and 44% and
between 41% and 58% for CCGT (DEA, 2012; Kehlhofer et al., 2009). These values vary in
relation to plant sizes and the effectiveness of maintenance operations (in order to limit
the heat rate degradation over-time). A range of efficiency values have been selected
in HELiOS-Mining according to the plant size (see table 4.7 on page 105 for the list of
efficiency values).
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water availability Gas turbines and CCGT plants are only considered in the
Yukon mine (Casino project) as it is the only mine that has significant water resources.
On the contrary, a dry cooling approach is selected for the CSP steam turbines in Chile
and Australia. Dry cooling alternatives for CCGT and gas turbines have been developed
but their costs is three to four times higher than a recirculating wet cooling system. To
date, all U.S. licence applications have been rejected for gas turbines/CCGT using dry
cooling due to efficiency losses and higher capital and maintenance costs (Gerdes and
Nichols, 2009).
4.6 economic estimates
Various cost assumptions have been used in order to calculate the LCOE of generation
options. Tables 4.5 and 4.6 on the next page provide a summary of the selected cost
assumptions for this research.
Table 4.5: Costs of selected Wind and Solar technologies
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Other assumptions associated with these cost estimates include the following:
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Table 4.6: Costs of selected Storage and Fuel-based technologies
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• Costs are adjusted to 2015 US dollars by using the Consumer Price Index (CPI)
• Prices are given for alternative current (AC) including power electronics
• Economies of scale are solely considered for gas turbines and CCGT (justification
is provided in section 4.6.5 on page 104)
• Power systems are to be built on “greenfield” sites that are reasonably levelled and
clear of hazardous materials
• Mine sites have sufficient land available with respect to the space requirements of
each technology (including spacing requirements of wind/solar technologies)
• Cost estimates represent the installed costs, implying that:
– Unless noted otherwise the cost of land, construction permits, project insur-
ance, and start-up spare parts (owner’s costs) are included in capital costs
– Unless noted otherwise, contingency costs, construction, and balance of plants
are included in capital costs.
• The cost of personnel and insurance costs are either included in the variable costs
or fixed costs (depending on the technology)
• The sources of the cost estimates are based on either academic literature or budget-
ary quotations from industry experts. All selected cost estimates have been submit-
ted to industry experts for validation.
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4.6.1 Wind
Two different types of wind generators are used in this research. Whereas the first type
is a conventional wind turbine, the second model is designed for icing climates (e.g.
Northern Canada, Alaska). The cost of the latter includes a premium for transportation,
installation and supplementary technologies such as a de-icing systems that blow warm
air along channels on the blades’ leading edges, heaters for the nacelle and the base,
reinforced steel for the base, and an adequate lubrication used in the bearings and drives
(Kirby, 2014). Capital costs do not include any infrastructure costs (i.e. road) for both
designs - as it is assumed that such infrastructure has already been built in order to
transport the various components of the mining plant (e.g. crusher, smelter) to the mine
site. The cost of wind turbines for other types of climate (i.e. non icing) is based on two
recent studies on renewable energy generation (Victor et al., 2014; NREL, 2012).
The construction time is set to 12 months for both designs (NREL, 2012). This construc-
tion time is consistent with previous projects in icing climates (Van Wyk, 2013). The
main challenge in icing climates being the planning phase in which there is a need to
take into consideration the availability of the infrastructure at different times of the year
(i.e. winter roads, boat transportation).
4.6.2 Solar Photovoltaic (PV)
A recent report of the IPCC has provided an array of costs for PV (utility scale) ranging
between $1700 and $4300 (Victor et al., 2014). This large range can be explained by the
recent decline of the cost of crystalline silicon photovoltaic systems. Specifically, it was
reported that the cost of these systems fell by 57 % between 2009 and 2012 (McCrone and
Finance, 2012) and further declined since then (Lazard, 2014). Based on expert opinions,
the cost of fixed photovoltaic systems was set to $1500/kW in this research (Engelhard,
2016). This estimate reflects the actual installed cost that was offered to mining compan-
ies in Chile in 2015. An additional cost of $170 was added for a single-axis East-West
tracking device (Engelhard, 2016).
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4.6.3 Concentrated Solar Power (CSP)
The cost of each major CSP component (i.e. solar field, power block, heat storage) has
been used in this research in order to estimate the capital cost of both parabolic trough
and power tower, given by Turchi et al. (2010) and Hinkley et al. (2013). By using costs
at the part level, it is possible to model any size of power capacity, storage capacity, and
solar multiple - which is very useful for optimisation purposes. As a result, HELiOS-
Mining is able to determine the optimal size of the power block, solar field, and thermal
storage. An additional contingency cost ranging between 10% to 30% is usually added
to CSP capital costs (Turchi et al., 2010; Engelhard, 2016). A central scenario of 20% was
chosen for this research while a number of sensitivity analyses on capital costs have
been performed in 5.3.3.4 on page 144 in order to capture the uncertainty associated
with contingency costs. Costs and efficiency parameters are given for dry-cooling tech-
nologies.
4.6.4 Li-Ion battery storage
In this research, the battery cost per kWh is estimated to be $340/kWh3, which is similar
to the cost of the “Tesla Battery Wall” (TESLA, 2015). This cost assumption was validated
by a major battery manufacturer (Engelhard, 2016)
In terms of operational costs, the variable costs of Li-Ion battery plants mostly consist of
the warranty cost of the battery manufacturer - which includes spare parts and mainten-
ance costs. This warranty cost is varying with respect to cycling and time. It is estimated
to be 2.5% during the first 10 years and 8% in years 11 to 20 for one cycle per day - based
on budgetary quotations from battery manufacturers (Ibid).
4.6.5 Fuel-based generation
The central cost scenario for diesel generation is based on the cost provided by a large
genset manufacturer for a medium speed design (Engelhard, 2016). The operation costs
were also provided by the same manufacturer for this generation plant. Because such
power alternative is installed module by module, the potential for economies of scale is
significantly lower than the natural-gas alternatives.
3Battery costs are further discussed in the sensitivity analysis 5.3.3.1 on page 140.
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Table 4.7: Costs of CCGT and gas turbines alternatives
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By contrast, the cost of power plants using natural-gas tends to significantly vary de-
pending on plant size (Kehlhofer et al., 2009). Specifically, there are significant econom-
ies of scale applicable for capital costs, operating costs, and efficiency. Table 4.7 provides
these different values as a function of the power rating for a single unit - based on the
study of the Danish Energy Agency (DEA, 2012). These estimates are based on both
measured data (1994-2006) and technical assumptions with respect to existing plants.
The same cost assumptions have been applied in HELiOS-Mining4.
Historical fuel prices and CPI indexes were obtained from the respective statistical body
of each selected country: Statcan for Yukon Canada, AIP and AAA for North-Western
Australia, and IEA and INE for Chile. Time-series of historical fuel prices are plotted on
figure 7.2.0.1 on page 184. Biogas and biodiesel cost estimates were given by US-Dept-
Energy (2015) and Foody (2014). Carbon emissions are calculated based on the estimates
given by Victor et al. (2014).
4These cost estimates are consistent with the forecasted cost of the CCGT plant in the Casino project in
Yukon, Canada - as detailed in the feasibility study published by Conrad et al. (2013).
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5
S Y S T E M C O S T S
5.1 chapter overview
This chapter provides a techno-economic characterisation of cost optimal hybrid power
systems for four mining contexts. The first section of this chapter on page 113 provides
an overview of the approach for addressing the research question. In the second sec-
tion, the results of the optimisation model are detailed along with key observations that
underline the results. Section three aims on page 123 at validating these results with
respect to input changes in fuel prices, mining characteristics, and capital costs. Section
four on page 148 compares these input changes against two future scenarios in order to
identify the most influencing factors and the key areas of uncertainty. The last section
of this chapter provides a summary of the results along with a summary of input elast-
icities (representing the percentage of change in LCOE or renewable penetration for a
1% change in input parameter - as defined in 5.3 on page 123) as well as a summary of
tipping points on page 161. A discussion on additional influencing factors and research
limitations is provided in chapter 8 on page 213.
5.1.1 Approach
The research question addressed in this chapter is: To what extent can hybrid renewable
power systems minimise electricity costs and reduce carbon emissions of the mining
industry? A hybrid power system is defined here as a combination of power plants
with an appropriate level of installed capacity in order to meet the power demand. Sub-
sequently, the main outputs of this analysis are the identification of the power systems
that are cost-optimal and the characterisation of the robustness of the results. A range of
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sensitivity analyses have been conducted on these estimates in order to validate results
for different scenarios as well as identify areas of uncertainty.
A different approach is subsequently applied in research question two and three where
the trade-offs between cost-optimality, reliability, and risk factors are considered. Spe-
cifically, the cost of reliability for different climate scenarios is tackled in research ques-
tion two (see chapter 6 on page 163) while the cost risks associated with future fuel
prices, investment period (i.e. mine-life), and carbon taxation are analysed in the third
research question (see chapter 7 on page 181).
5.1.1.1 Visualisation of results
The results of this study are presented with respect to several key dimensions: cost
(i.e. LCOE, TLCC), carbon emissions, and renewable penetration. Yet, a variety of other
dimensions are also considered in the sensitivity analyses (e.g. fuel prices, dispatch
strategy). A number of comments have been directly added on the output charts in
order to identify tipping points or provide useful information. A summary of the most
influencing factors is also provided at the end of this section along with a table of tipping
points and a summary of input elasticities (as defined in 5.4 on page 148).
The annual and daily dispatch charts of each optimal and near-optimal configurations
have been placed in the appendix A along with the technical details of each power mix
such as capacity factor, storage capacity, power sizes, total life-cycle costs, breakdown of
the LCOE per technology, carbon emission, land use, and other outputs associated with
CSP plants.
Figure 5.1: Dispatch output of a hybrid Wind/PV/Battery/Diesel power system - Average values
5.1 chapter overview 111
The chart 5.1 on the facing page illustrates the daily and annual power dispatch charts
that HELiOS-Mining provides for each optimal and near-optimal scenario. A systematic
visualisation of the power dispatch of each optimal and near-optimal configurations was
performed to ensure that the various algorithms of the model (e.g. storage algorithm,
power dispatch) are in line with the expected behaviour of each technology (and placed
in appendix A).
Figure 5.2 on the next page provides further illustration of the daily dispatch in HELiOS-
Mining for four selected days - as opposed to the previous dispatch chart that presents
average values.
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Figure 5.2: Daily dispatch of four selected days for a hybrid Wind/PV/Battery/Diesel power system (Atacama, Chile)
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5.2 optimisation of system costs
5.2.1 Optimal and near-optimal solution space
Table 5.1 on the following page shows the optimal results of the minimisation of system
costs for a number of generation mixes. These results are complemented by the amount
of renewable penetration, total life-cycle costs (TLCC), and carbon savings against the
baseline generation plant. The baseline is defined here as 100% diesel generation for
off-grid mines and 100% grid power for the grid-connected mine, both baselines refer to
common industry practices. Further technical details of the optimisation, LCOE per tech-
nology, and dispatch charts of each of these optimal and near-optimal hybrid systems
are provided in appendix A on page 263.
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Table 5.1: Summary of key results across four mines and three mining regions
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A number of observations can be derived from these results, including:
• Hybrid renewable power systems provide significant economic benefits in three of
the four mines analysed in this research - with life-cycle cost savings of up to 57%
and carbon savings of up to 82%. Several system configurations are below the grid
and diesel parity threshold - see 5.2.1.2 on page 117.
• Large range of LCOE in relation to different types of hybrid renewable power
systems (also presented in the box plot 5.3 on page 117) with a minimum LCOE
of US$0.13/kWh for a PV/Grid system in the Chilean grid-connected mine and a
maximum of US$0.49/kWh for a 100% renewable power system composed solely
of PV & Battery in North-Western Australia.
• Widely diverse levels of renewable power at mine site, from 0% for diesel generator
to 100% for PV/Wind & Battery systems - as detailed in appendix A on page 263.
• Technological mixes with 100% of renewable power include large amounts of stor-
age capacity at relatively low capacity factors and no diesel capacity - which sub-
stantially increases the cost. Power systems featuring a renewable penetration com-
prised between 60 and 80% of total capacity have the lowest costs in two mines and
are near-optimal in three mines (see section 5.2.2.1 on page 118).
• The opportunity for including renewable energy in the mix of the grid-connected
Chilean mine is relatively smaller than in off-grid mines (optimal scenario is PV
& Grid with 27% of renewable energy). There is however a clear economic benefit
associated with combining PV, Wind, or CSP with grid power. Further analyses on
different grid constraints are given in section 5.3.1.3 on page 130.
• The Yukon mine in Canada is the only mine where the optimal scenario is entirely
fossil-fuel based with CCGT & Diesel power. There are, however, two configura-
tions in the near-optimal space of CCGT & Diesel that incorporate a significant
share of wind power. These near-optimal configurations present opportunities in
terms of cost risk for the research question three - i.e. trade-offs between cost and
cost risk of future fuel prices (see chapter 7 on page 181).
• CSP power systems dominate the solution space in off-grid mines for Chile and
Australia (including seven and eight of the first eighteen solutions respectively).
The underlying factors associated with the optimality of CSP systems in off-grid
mines are discussed in the section on renewable integration on page 118.
• A synergic relationship was found between the number of power plant types con-
tained in a single hybrid power system and the system cost. Technological config-
116 system costs
urations with the largest number of resource types tend to have the lowest costs -
as detailed in section 5.2.2.2 on page 120.
• Diesel generation remains in the mix for most technological configurations - in
order to manage reliability at the lowest possible cost, as further discussed in
section 6.5 on page 178. Interestingly, the diesel power capacity can be replaced
by the gas-backup of the CSP plant (see configuration three in appendix A.2 on
page 268) but the size of the CSP power block has to be significantly increased in
order to account for the CSP low availability rate - hence drastically decreasing the
capacity factor from 67% to 29% and significantly increasing LCOE levels.
These results are further analysed in following sections with respect to grid/diesel par-
ity, renewable integration, and synergies. It should be noted that some of the hybrid
configurations have been discarded by the model in cases where there was no eco-
nomic benefit associated with one of the power alternative, e.g. if a hybrid power system
Wind/PV/Diesel was found to be cost optimal when the size of the wind power is zero,
it was assumed that there is no optimality associated with this configuration - and a
PV/Diesel system should be instead considered. As a result, there are significant differ-
ences in optimal combinations of power alternatives across mines.
5.2.1.1 Heterogeneity of results
The results of the cost optimisation represent a wide range of LCOE associated with
different types of hybrid power systems. As shown in figure 5.3 on the facing page, the
heterogeneity of results is different depending on the location and typology of mines.
First, the Chilean grid-connected mine presents the smallest range of results due to the
availability of a relatively low-cost grid power - resulting in the uncompetitiveness of
most hybrid power systems. Second, the LCOE of the various mixes in the Chilean and
Australia off-grid mines are mostly situated between US$0.17/kWh and US$0.26/kWh
with a few outliners for 100% of renewable power.
Third, the Canadian mine has the highest heterogeneity of results with most of the
LCOE situated between US$0.15/kWh and US$0.32/kWh. This large range of economic
results is directly associated with the availability of renewable resources at mine site.
Specifically, the Canadian mine suffers from a low amount of solar radiations and bene-
fits from a relatively high wind speed. Together, these climate characteristics lead to a
much higher cost per unit for solar-based generation and a relatively low cost of power
for wind-based systems. Interestingly, the solar-based generation alternatives in Yukon
5.2 optimisation of system costs 117
Figure 5.3: Range of cost optima and renewable penetration for different system configurations
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are still below the baseline of 100% diesel generation - hence emphasising the relatively
high cost of diesel-based power compared to renewable alternatives.
5.2.1.2 Parity with fuel-based power
The previous results have identified a large number of power configurations that present
a lower cost per unit than both grid power and diesel power. This means that the
thresholds of grid-parity and diesel-parity have been crossed for all of the mines in-
scope. However, the power alternatives featuring 100% of renewable power remain
above both the diesel-parity and grid-parity - with LCOE in the range of US$0.36/kWh
to US$0.49/kWh as shown in figure 5.4 on the next page. Interestingly, the CCGT par-
ity was not reached in the Canadian mine for wind power alternatives. The interest of
CCGT in mining has remained limited so far because remote mining is often confronted
with problem of water availability (Soni and Wolkersdorfer, 2016) - which is not the
case in the Yukon mine. Nevertheless, this result suggests that gas-power generation
might present economic benefits in other mining contexts if the cost of dry-cooling gas
generation were to be reduced in the future.
It should be mentioned that the grey area in figure 5.4 is a local regression (LOESS,
i.e. locally weighted scatterplot smoothing) that illustrates the graphical trend of a
two-dimension analysis (Jacoby, 2000); i.e. here LCOE and renewable penetration. The
smoothing line is given along with the 68% confidence interval (+/- one standard devi-
ation). The slope of this smooth line presents interesting features across all mines.
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Figure 5.4: Grid/Diesel parity compared with renewable penetration for different system config-
urations
First, the LCOE of the Chilean and Australian off-grid mines is moving down as the
level of renewable penetration increases before a sharp upward move at around 80% of
renewable penetration. This sharp increase of LCOE is directly associated with the pres-
ence of diesel power in the mix. Diesel generators provide valuable power capacity at
times of low availability of renewable power and consequently reduce the required size
of storage capacity. Technological mixes with 100% of renewable power are constrained
to include large amounts of storage capacity at relatively low capacity factors and no
diesel capacity - which substantially decreases their economic competitiveness.
Second, the smooth line of the Canadian mine presents a substantially broader range of
results as we move towards higher levels of renewable power. This is explained by the
wider spread of system costs associated with each system configuration at higher levels
of renewable penetration - hence increasing the standard deviation from the mean.
5.2.2 Characteristics of optimal technological mixes
5.2.2.1 Energy Storage and Renewable Integration
The problem of renewable integration has been widely discussed in the field of en-
ergy modelling (Weitemeyer et al., 2015; Blarke and Lund, 2008; Denholm and Margolis,
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2007), e.g. solar energy can be stored during the day to be used at peak demand later
in the evening. This typical scheme with peak and off-peak hours is not relevant to the
mining industry. The energy demand of mining plants is characterised by a relatively
stable power demand at all times of the day and night. This continuous demand of
power implies that solar-based generation alternatives have to be complemented with
much larger capacities of energy storage to supply power during evenings and nights.
It also means that energy storage alternatives that feature low power costs and high
storage costs (e.g. Li-ion battery) are likely to provide a much lower return on invest-
ment than energy storage alternatives with high power costs and low storage costs (e.g.
thermal storage). The other potential solution of this problem is to complement the
solar-based technologies with other renewable alternatives in order to generate power
at times of low solar irradiation (e.g. wind power) and therefore reduce storage require-
ments (Weitemeyer et al., 2015). These technological combinations and numerous others
have been thoroughly investigated in this research.
Figure 5.5: LCOE of all optimal and near-optimal technological mixes
Figure 5.5 presents another perspective on the results of the optimisation by comparing
the economic results of the four mining contexts with both the renewable penetration
and the storage capacity (in hours of average power demand). A number of observations
are given as follows:
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• Most economical power systems feature high levels of renewable penetration (i.e.
between 60% and 85%) combined with 10 to 20 hours of storage capacity.
• Power systems with smaller storage capacity (i.e. < 10 hours) seem to provide a
lower economic return. This result was found to be directly associated with the
type of storage technology, i.e. CSP thermal storage features high power costs and
low storage costs resulting in large storage capacities and smaller shares of fossil-
fuel power. Conversely, the wind/PV power systems with battery storage reach
their optimal sizes with a smaller storage capacity and a larger penetration of
fuel-based generation.
• LCOE is sharply increasing to uneconomical levels for 100% of non-dispatchable
renewable power, which requires between 20 and 50 hours of battery capacity -
see appendix A on page 263 for further technical details. Again, this result is dir-
ectly associated with the type of storage technology. The high cost and reliability
requirements of battery storage encompass that a large battery plant is required
to complement non-dispatchable sources. Note that a CSP system (which is in-
herently dispatchable) with 100 % of renewable penetration is likely to present
substantially lower costs than a PV/Wind/Battery power system. However, a com-
bination of both CSP and diesel power was always selected by the optimisation
algorithm due to the relatively low availability rate of CSP power systems.
This analysis demonstrates that CSP power systems dominate the solution space in the
Australian and Chilean off-grid mines. CSP alternatives are able to incorporate large
amounts of low-cost storage capacities. Because of the constant power demand of min-
ing plants, this characteristic provides a clear economic advantage to CSP plants over
battery alternatives. Note that the cost of battery capacity in this analysis is based on the
most recent capital valuations but further cost reductions are expected in future years
(Nykvist and Nilsson, 2015). A sensitivity analysis (see 5.3.3.1 on page 140) is performed
later in this chapter to further investigate this matter.
5.2.2.2 Synergy between generation alternatives
A number of past studies have investigated the effect of combining several intermittent
technologies in order to increase renewable penetration and reduce generation costs. For
instance, Nikolakakis and Fthenakis (2011) reported that the combination of wind and
solar plants was found to reduce energy spillages as well as reduce storage requirements.
Alternatively, Green et al. (2015) suggested that there is a synergy between PV and CSP
plants and that such hybrid system is able to increase the capacity factor of the CSP
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plants as well as reduce generation costs. The synergy hypothesis between intermittent
technologies has also been verified in the present research.
The results suggest that there is a relationship between the number of power plant types
contained in a single hybrid power system, the LCOE, and the potential for renewable
integration. Figure 5.6 presents this relationship for the four mining contexts. While the
slope of the smooth line is showing a different strength across each mine, the LCOE of
all mines tend to be decreasing when the technological diversity is increasing (also see
table 5.2 on the following page).
Figure 5.6: Evolution of system costs in relation to synergies among technologies
As the number of technology increases in the mix, there is a higher potential for syner-
gies between technologies. The following illustration of dispatch presents how synergies
can be realised in a PV/CSP/CSP gas-backup/Diesel system:
1. PV provides power during the day while CSP is storing heat for later use
2. CSP thermal storage generates power at times of low irradiance at a lower price
than diesel power or other alternatives
3. CSP gas-backup provides additional power capacities at times of the year when
the heat capacity of the CSP thermal storage is reduced (e.g. winter time)
4. Diesel generation is “filling the gaps” and provides power when the CSP plant
is unavailable (e.g. maintenance) or when the demand is higher than the power
capacity of the CSP power block.
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The above-mentioned example illustrates the potential for synergies among intermittent
resources; numerous other examples can be found in the results of this research - for
instance Wind/PV/Diesel or Wind/PV/Battery/Diesel (see appendix A on page 263).
In all these configurations, the power dispatch is performed according to the merit order
of each technology: the non-dispatchable alternatives are used first and the dispatchable
options with the highest variable costs are the last ones to be switched on. By increasing
the number of generation alternatives, the size and utilisation rate of the most expensive
generation alternatives are reduced and the LCOE of the power system is optimised.
There is, however, a potential limitation associated with the uptake of multiple types
of technology in a single power system. As the number of power plants increases, the
size of each plant is reduced. These smaller plant sizes would negatively impact the
economic return of the power system if the upper limit of the economies of scale had
not yet been reached; for instance the upper limit of economies of scale was found to be
20MW for wind power (Wiser, 2014). Because of the large mine sizes in this research, it is
assumed that the upper limits of the economies of scale is well below the generation size
required by the mining plants (with the exception of CCGT and gas turbines for which
economies of scale are considered). This should, however, be taken into consideration
for smaller power systems that are subject to economies of scale.
Table 5.2: Cost reduction compared to baseline power system
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Ultimately, table 5.2 provides a numerical characterisation of the cost reduction asso-
ciated with resource synergies, and further illustrates the relationship between techno-
logical diversity and cost. Specifically, it shows that technological configurations with
the largest number of resource types tend to have the lowest costs - e.g. technological
configurations with four or five different types of power plants have an average cost
comprised between 63 and 83% of the baseline cost (i.e. diesel or grid power only).
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5.3 impact of changes on optimal base cases
The economic and technical assumptions of an energy model are subject to change and
inaccuracy. The following sensitivity analyses aim to mitigate this issue by testing the
stability and sensitivity of the results against different input parameters. The signific-
ance of conducting sensitivity analyses has been widely recognised in the economic and
modelling literature. For instance, Fiacco (1984) states that “[a] sensitivity and stability
analysis should be an integral part of any solution methodology. The status of a solution
cannot be understood without such information. This has been well recognised since the
inception of scientific inquiry and has been explicitly addressed from the beginning of
mathematics”.
The purpose of sensitivity analyses given by Pannell (1997) is to provide the following
information: “1. how robust the solution is in the face of different parameter values;
2. under what circumstances the optimal solution would change; 3. how the optimal
solution changes in different circumstances; 4. how much worse off the decision makers
would be if they ignored the changed circumstances and stayed with the original optimal
strategy or other strategy.” In this context, the following sections aim at understanding
these criteria with respect to the optimal solutions of this chapter.
The results of this study suggest that CSP systems are part of the optimal power mix in
two out of four mining contexts (and 3% above the optimal LCOE in a third mine). They
are, however, the most capital intensive options with the longest payback periods. While
the consideration of the risk associated with capital intensity is not the subject of this
chapter (see chapter 7 on page 181 for a detailed risk analysis), a distinction between
CSP and non-CSP systems was made in order to not limit the results of the sensitivity
analyses to CSP systems. Consequently, two base cases are considered for each mining
context: CSP base case and no-CSP base case. The CSP base case refers to the optimal
power mix that includes CSP power (in conjunction with other technologies) whereas
the no-CSP base case refers to the optimal power mix that can include all technologies
but CSP. The technical and economic details of each base case are presented in table 5.3
on page 125. Note that the Canadian mine has only a no-CSP base case due to the
relatively low economic returns of CSP systems in low solar radiation contexts.
Tipping points for fuel switching as well as various input elasticities are calculated in
order to understand the impact of each parameter. The elasticity of LCOE is defined as
the percentage of change in LCOE for 1% change in input parameter such as eLCOE =
%4LCOE
%4Input . The elasticity of demand represents the percentage of change in renewable
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penetration for a 1% change in input parameter such as eren = %4Ren%4Input . A summary of
all elasticities is provided at the end of this chapter (see table 5.4 on page 158).
A new optimisation run is performed for each change of input parameter in the follow-
ing sections. The justification for each variable change (and its upper and lower limits)
is given in the respective section of each sensitivity analyses (when appropriate). Com-
binations of variable changes are provided for fuel prices in section 5.3.1.4 on page 131
and capital costs in section 5.3.3.5 on page 147.
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Table 5.3: Optimal mixes for CSP and no-CSP base cases
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5.3.1 Impact of varying fuel prices
5.3.1.1 Natural Gas
The sensitivity analysis on the price of natural gas measures the change in LCOE and
technological mix for different price scenarios - along with tipping points at which
LNG fuel becomes economical or uneconomical to use in the power supply. Figure 5.7
presents the results in relation to four mining contexts. The range of variable changes
is extremely wide in this analysis due to the different transportation options associ-
ated with LNG. The lower limits ($4/MMBTU) relates to the minimum LNG price of
the last fifteen years (using a gas pipeline) while the higher limits relates to high cost
trucked-LNG. The cost of trucking LNG is context-dependant and has been estimated at
$12/MMBTU for transportation costs only in Northern Chile (Engelhard, 2016). Histor-
ical LNG fuel prices are given in appendix C.3 on page 303 while historical LNG power
costs are given in section 7.2 on page 185.
Figure 5.7: LCOE and renewable penetration as a function of LNG cost
yukon, canada : The base case for the Yukon mine is CCGT & Diesel power, no
renewable capacity, and a LNG cost of $12/MMBTU. This cost includes the price of
the natural gas and the distribution to the mine. A sensitivity analysis on LNG price is
particularly relevant for the Canadian mine because of the current uncertainty associated
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with the construction of new fuelling options: gas-pipeline, combination of gas-pipeline
and trucked-LNG, trucked-LNG only, or electrification of the mine (EMR-Yukon, 2010).
As a result, the price of the natural gas is set to be different depending on which option
is selected. The optimisation of these fuelling routes was not in the scope of this study
but it could be considered in future work. Yet, various insights can be derived from
varying the LNG price in the optimisation model, presented as follow:
1. The price elasticity of LCOE is 0.51 (i.e. LCOE increases by 0.51% for 1% increase
of LNG price) whereas the price elasticity of renewable penetration is 2.33 (i.e.
renewable penetration increases by 2.33% for 1% increase of LNG price).
2. There is a positive uptake of renewable power with 7MW of wind capacity at
$14/MMBTU - reaching 77MW of wind capacity at $15/MMBTU. The wind capa-
city continues to increase up to 146 MW of capacity at $18/MMBTU and remains
stable at higher price levels.
3. There is a positive uptake of PV power starting at $18/MMBTU with 5MW of
capacity - and up to 118MW of PV capacity at $40/MMBTU.
atacama , chile / north-western australia : The central LNG price as-
sumption for those mines is $20/MMBTU (i.e. trucked-LNG only, no access to gas
pipelines). The price change of this analysis is only impacting CSP-systems using gas-
backup; CCGT and gas turbines were only considered for mines with significant water
resources (due to cooling requirements).
1. The CSP base case is inelastic to change in LNG prices with price elasticities of
LCOE at approximately 0.23 in both mines; and a price elasticity of renewable
penetration at 0.18 in the Chilean mine and 0.25 in Australian mine.
2. The share of the CSP gas-backup is incrementally decreasing for both off-grid
mines as the LNG price is increasing. Yet, a low penetration of CSP gas-backup
remains competitive at $30/MMBTU in the Chilean mine and $50/MMBTU in the
Australian mine.
3. CSP gas-backup is not a competitive option in the Chilean grid-connected mine
except for LNG prices equal or inferior to $4/MMBTU - which is highly unlikely
without a gas pipeline (as transportation costs of trucked-LNG are estimated to be
$12/MMBTU).
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5.3.1.2 Diesel
The sensitivity analysis on the price of diesel fuel measures the change in LCOE and
technological mix for different price scenarios. Figure 5.8 presents the results in relation
to the four mining contexts of this research. The range of diesel prices is determined
based on two standard deviations above or below the mean of the forecasted diesel
price - as shown in figure C.1 on page 301.
Figure 5.8: LCOE and renewable penetration as a function of diesel cost
atacama , chile / north-western australia (off-grid): The CSP base
case features a price elasticity of LCOE at 0.04, and a price elasticity of renewable penet-
ration at 0.07 and 0.09 in the Chilean and Australian mine respectively. As a result, the
diesel capacity is incrementally replaced by a larger share of gas-backup as the diesel
price is increasing.
The no-CSP base case features substantially higher elasticities, with a price elasticity
of LCOE at 0.41 and 0.49, and a price elasticity of renewable penetration at 0.89 and
0.86 in the Chilean and Australian mine respectively. Consequently, higher diesel price
levels lead to significant technological changes and a gradual increase of storage and
renewable capacities. Battery storage is the most significant change with an uptake of
up to 42% of the power supply at $2/litre.
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yukon, canada (off-grid): The price elasticity of LCOE is 0.21 and the price
elasticity of renewable penetration is 1.86. There little or no changes in the share of
natural gas generation as the diesel price is increasing or decreasing. The diesel capacity
remains necessary at all price levels in order to provide backup generation to the CCGT
plant. Wind power is entering in the optimal mix at $1.3/litre and wind capacity is
gradually increasing as the fuel price continues to level up - whereas the capacity factor
of the diesel plant is decreasing.
5.3.1.3 Grid
The sensitivity analysis on grid price has only been conducted for the Chilean mine.
The Chilean mining industry is context-specific as it is located in the nearby areas of the
SING power network - with 90% of the SING power capacity dedicated to the mining
industry (Parrado et al., 2016). Other mines considered in this research are relatively
distant from network connections and therefore much more prone to implement off-
grid systems. Yet, the potential for grid extension remains a relevant issue; although
arduous to accurately cost due to the difficult topographies of mining regions. The LCOE
estimates given in this analysis are, however, a good proxy for assessing the maximum
cost of future grid-connections. A discussion on grid-connection alternatives is provided
in chapter 8 on page 213.
grid price : This analysis presents the evolution of the LCOE and renewable pen-
etration for different levels of grid prices. These prices include all the costs of supplying
grid power directly to the mine site (e.g. generation, distribution). The central assump-
tion for grid price in Northern Chile is $0.14/kWh. Note that the exact grid price is
confidential and might vary for each mining customer of the Atacama region. The range
of grid prices was estimated to be between $0.13/kWh and 0.18/kWh based on discus-
sions with power managers of various Atacama mines (Engelhard, 2016). Interestingly,
Grageda et al. (2016) have reported that grid prices have been recently increasing due to
lower rainfall, drought, natural gas shortages, and earthquakes.
The results presented in figure 5.9 suggest that there is a significant relationship between
grid price and renewable penetration. Specifically, the price elasticities of LCOE are 0.52
and 0.78 while the price elasticities of renewable penetration are 1.85 and 0.61 in the
CSP and no-CSP base cases respectively (for grid prices between $0.12 and 0.21/kWh).
There is a positive uptake of PV power for all grid prices equal or superior to 0.10/kWh
whereas CSP power is only economically viable at $0.15/kWh. In the CSP base case, the
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LCOE of the power system is levelling off for all grid prices above 0.19/kWh as the grid
power is almost completely replaced by renewable alternatives (i.e. CSP, Wind, Solar PV).
Conversely, the LCOE increases linearly with the grid price in the no-CSP base case. This
provides further evidence of the economic competitiveness of CSP thermal storage over
battery plants for the constant load requirements of continuous mining processes.
Figure 5.9: LCOE and renewable penetration as a function of the grid power price (Atacama,
Chile)
capacity firming : The implementation of non-dispatchable generation in a grid-
connected mine means that the grid operator is required to intermittently balance the
power demand of the mine. Such requirements lead to higher generation costs for util-
ities and clients, i.e. part loading and lower generation efficiency. This is particularly
relevant in the Atacama region due to the relatively constant load curve of the SING
power network. Different strategies can be adopted to mitigate this problem.
First, the utility company can refuse to supply intermittent power to the mine. In this
case, the mine would be able to purchase a constant power output from the grid and
complement it with an off-grid system including renewable generation, storage, and
backup power. The cost of this option would be relatively similar to the off-grid power
systems presented in earlier sections. Second, the utility company could increase power
costs to mitigate the inefficiencies associated with plant cycling (see figure 5.9 for the
sensitivity analysis on grid price). Finally, the implementation of a capacity firming
strategy would limit the impact of intermittent resources on generation plants. In this
strategy, the mine is required to supply a minimum guaranteed output to power its
5.3 impact of changes on optimal base cases 131
activities while the grid is firming up the remaining capacity, as illustrated in figure 5.11
on the following page.
Figure 5.10: Evolution of the LCOE in relation to a capacity firming strategy in a grid-connected
mine (Atacama, Chile)
Figure 5.10 presents the impact of different levels of capacity firming on the LCOE. The
elasticities of the LCOE are 0.05 and 0.01 while the elasticities of renewable penetration
are 0.33 and 0.07 in the CSP and no-CSP base cases respectively - expressing the change
in LCOE and renewable penetration for 1% additional unit of minimum guaranteed
output for a range of input change between 0% and 50%. This result stresses that the
CSP base case is more sensitive in terms of renewable penetration and less sensitive in
terms of cost per unit i.e. LCOE.
Further, it can be observed that the slope of the LCOE curve is relatively mild in the
CSP base case for minimum guaranteed outputs between 20% and 70% - levels at which
CSP plants reach optimal size and capacity factor. Higher levels of minimum guaranteed
outputs are associated with larger shares of diesel capacity, lower capacity factors, and
higher LCOE levels. On the contrary, the LCOE of the no-CSP base case is linearly
increasing with larger uptake of diesel power and non-dispatchable renewable capacity
in the mix - which further stresses the gap between CSP systems and non-dispatchable
alternatives.
5.3.1.4 Year-on-Year Fuel Price Increase (real inflation)
This sensitivity analysis measures the change in LCOE and technological mix for a sim-
ilar increase of year-on-year fuel prices over the investment period. While previous sens-
itivity analyses have considered each fuel independently, it is assumed here that there is
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Figure 5.11: Average daily dispatch with 20% minimum guaranteed power output
a perfect correlation between the prices of natural gas, diesel, and grid power. It should
be mentioned that past studies have provided lower correlation scores for fuel price
changes. For instance, Shafiee and Topal (2010) have found that the nominal prices of
oil and natural gas had a correlation coefficient of 0.95 between 1950 and 2008. In spite
of this caveat, interesting insights can still be drawn.
This analysis is relevant in light of the high uncertainty associated with future fuel prices.
Whereas the central scenario of the optimisation accounts for a neutral increase of real
fuel prices, historical data suggest than fuel prices tend to increase faster than other
goods. Specifically, the rate of change of historical fuel prices corrected for inflation
was found to be averaging between 2.5% and 5.6% year-on-year from 1999 to 2015 -
depending on the selected country (see 7.2 on page 185).
Based on the results of this analysis presented in 5.12, a number of observations can be
made:
1. Significant impact on the LCOE with up to 31% of relative LCOE increase and a
45% absolute increase of renewable penetration for a 3% year-on-year increase of
fuel prices.
2. The slope of the LCOE curve is milder for the CSP base case due to the smaller
share of fossil-fuel generation.
3. Wind power is an economically viable option in the Yukon mine for a 1% increase
of year-on-year real fuel prices - which is a plausible outlook based on historical
fuel prices.
4. Price elasticities are the most sensitive for the Chilean grid-connected and the
Yukon mines due lower amounts of renewable in the mix (see table 5.4 on page 158).
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Figure 5.12: Sensitivity analysis on the year-on-year inflation of all fuel prices
These results further point out that a higher share of renewable penetration can hedge
off the risk associated with the uncertainty of future fuel prices. This is a major competit-
ive advantage of renewable technologies over fuel-based alternatives. A number of past
studies have presented similar findings (Bolinger, 2009; Awerbuch, 2000; Jansen et al.,
2006) but this research is the first that involves the mining industry. Further character-
isation of fuel price uncertainty is given in chapter 7 on page 181 as part of the third
research question.
5.3.1.5 Carbon Taxation
The sensitivity analysis on carbon taxation measures the change in LCOE, fuel mix /
capacity factor, and technological mix for different scenarios. The results are presented in
figure 5.13. Note that the four mining regions of this analysis have currently no taxation
on carbon emissions (discussed in section 8.3 on page 216).
Similarly to the analysis on fuel price, the results suggest that a higher proportion of
renewable power is hedging off the added-cost of carbon taxation. The slope of the
LCOE curve is milder for the CSP base case due to higher renewable penetration levels.
Interestingly, a small carbon taxation of $10/tCO2 leads to higher levels of renewable
penetration in the grid-connected mine and there is a positive uptake of wind power
at $50/tCO2 in the Yukon mine. Higher levels of carbon taxation are associated with in-
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Figure 5.13: LCOE and renewable penetration as a function of the level of carbon taxation
creasing penetration of renewable energy in all mining contexts with up to 52% absolute
increase of renewable penetration at 50$/tCO2 (i.e. uptake of a large CSP system in the
grid-connected Chilean mine).
Interestingly, it can also be observed than the highest levels of carbon taxation are not
associated with 100% of renewable capacity. At $200/tCO2, the renewable penetration
reaches between 87% and 89% of the power supply in the Chilean and Australian mines
respectively (CSP base case). Consequently, fuel-based power plants still provide an eco-
nomic contribution to the power system for backup generation as well as optimisation of
capacity factors and sizes of renewable plants. The economic value of fuel-based plants
with low capacity factors is discussed in 6.5 on page 180 whereas the risk associated
with future carbon prices is analysed in 7.3.3 on page 195.
biofuels : B-20 biodiesel (i.e. 20% blend) is included in the mix for carbon prices
situated between $70 and $80/tCO2 whereas the B99/100 (i.e. 99/100% blend) biodiesel
is not competitive at current prices for any level of carbon taxation. Figure 5.14 presents
the tipping points of each biodiesel in relation to different levels of carbon taxation.
Note that a biogas alternative was also included in the model but was systematically
discarded by the optimisation algorithm, due to the current high cost premium associ-
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Figure 5.14: Tipping points for uptake of biodiesel: B20 and B99/100
ated with this fuel. A discussion on alternative biofuels is also provided in chapter 8 on
page 213.
5.3.2 Impact of varying mine characteristics
Three different sensitivity analyses associated with discount rate, demand-shifting, and
investment periods are presented as follow.
5.3.2.1 Discount Rate
The sensitivity analysis on discount rates measures the change in LCOE, and technolo-
gical mix for different discount rates. Results are presented in figure 5.15. Note that a
nominal discount rate of 12% is applied in the base cases for the four mining contexts
(as given in section 3.6.6 on page 65).
A number of useful insights can be derived from this analysis:
1. High discount rates tend to be associated with a lower penetration of renewable
resources due to the relationship between the discounting of future cash flows and
the level of capital intensity.
2. The slope of the LCOE curve is relatively steep for all off-grid mines with a doub-
ling of the LCOE when varying the nominal discount rate from 3% to 20%.
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Figure 5.15: LCOE and Renewable penetration as a function of the nominal discount rate
3. CSP power systems remains economically viable for high discount rates ranging
between 10% and 14% (with the exception of the Yukon mine where CSP is never
a viable option).
4. Positive uptake of both PV and wind power in the Yukon mine in low discount
rate scenarios - whereas previous sensitivity analyses have only incorporated wind
power in this mine.
5. The elasticities of LCOE are the most sensitive in the Chilean and Australian off-
grid mines whereas the elasticities of renewable penetration are the most sensitive
in the Chilean grid-connected and the Yukon mines (see table 5.4 on page 158).
Interestingly, discount rates tend to vary significantly between public and private actors.
Whereas public actors tend to apply a lower discount rate for investments that benefit
the general public, private companies usually apply a much higher discount rate based
on the opportunity cost of capital (Short et al., 2005). The opportunity cost of capital of
mining companies was estimated to vary between 8% and 15% depending on commod-
ity cycles (Engelhard, 2016). Even higher discount rates (i.e. risk-adjusted) can be applied
for the most risky investments such as mining projects in countries with significant polit-
ical risks. Based on the results of this study, it is clear that renewable technologies are
at disadvantage when the discount rate is high. Low-risk financing schemes might help
mitigating this issue and will be subsequently discussed in chapter 8 on page 213.
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5.3.2.2 Demand Shifting
The sensitivity analysis on demand shifting explores the change of LCOE and tech-
nological mix associated with shifting the power demand of the mine at times when
non-dispatchable renewable plants provide the highest output. The methodology for
this analysis is provided in section 3.9.2 on page 75. Interestingly, very few studies have
investigated the potential of demand shifting in mining (as discussed in 3.9.2 on page 75)
but recent research published by a Chilean engineering company found that the demand
flexibility of the mining industry is currently limited to a maximum of 10% of the de-
mand for a few hours (Morales et al., 2015). Yet, further research is required to assess
whether higher levels of demand-shifting can be realised.
Figure 5.16: LCOE and renewable penetration in relation to the demand-shifting of electricity
Figure 5.16 presents the variation of the LCOE with respect to the allowed percentage
and duration of power demand to be shifted. In other words, the optimisation model
is allowed to shift the load curve in this analysis and consequently optimise costs by
oversizing the capacity of non-dispatchable technologies.
It can be observed that demand-shifting is only viable in the no-CSP base case, which
features smaller amount of energy storage than the CSP base case. The elasticities of
this analysis are close to zero for all mines (see table 5.4 on page 158). Further, the
economic benefits of demand shifting are relatively limited with a maximum LCOE
reduction of $0.03/kWh in off-grid mines and $0.01/kWh in the Chilean grid-connected
mine. Figure 5.17 shows the evolution of each technological share in relation to different
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levels of demand shifting. Due to a lower cost per unit, the share of non-dispatchable
power is increasing as more and more power demand is shifted. However, these results
require more engineering and qualitative research to be validated. For instance, what
is the impact of demand-shifting on the utilisation rate and variable cost of the mining
equipment? Given that working patterns must be changed, is demand-shifting still a
viable option? Those questions have to be answered by future research in order to value
to the direct and indirect costs of demand-shifting.
Figure 5.17: Evolution of the optimal energy mix in relation to the demand-shifting of electricity
5.3.2.3 Mine-life
The sensitivity analysis on mine-life measures the change in LCOE, and technological
mix for different investment periods. The results are presented in figure 5.18. Even
though the mine-life periods of selected mines are relatively long i.e. between 17 and 25
years, the consideration of shorter investment periods is critical in an industry where
plants can experience early shutdown or market exit in relation to changes in long-run
commodity prices or policy changes (i.e. carbon taxation).
Results suggest that renewable technologies provide the highest economic return for
long mine-life periods whereas fossil-fuel alternatives are the preferred generation op-
tion for shorter mine-life values. In the Australian and Chilean mines, the tipping point
for using 100% of fossil-fuel is between 4 and 5 years in off-grid mines and 11 years
in the Chilean grid-connected mine. There is positive uptake of PV power immediately
above this threshold which illustrates its relatively short payback period. Other techno-
logies have a longer payback periods with approximately 8 years for wind power and 17
years for battery storage in off-grid settings. Interestingly, there is no uptake of renew-
5.3 impact of changes on optimal base cases 139
Figure 5.18: LCOE and renewable penetration as a function of the mine-life period (years)
able generation in the Yukon mine while varying mine-life periods. There is, however,
a change of technological mix with CCGT being replaced by conventional gas turbines
for mine-life periods equal or inferior to 12 years.
Another interesting outcome of this result is that the shape of the LCOE curve is rel-
atively similar to an exponential distribution. This is a direct consequence of discount-
ing future cash flows to the investment year. As a result, it can be observed that the
LCOE curve is flattening down for mine-life periods superior to 12 years (with the
exception of the grid-connected mine as there is no capital cost for grid power). The
financial consequences associated with exiting the market are therefore diminished after
this threshold.
Ultimately, the results of this analysis stress that different generation options involve
different levels of risk. The most capitally intensive options might present a positive
return on investment over the expected mine-life but could also generate significant
losses if the investment period was to be significantly reduced.
A numerical characterisation of the risk associated with early market exit is investigated
in chapter 7 on page 181 whereas a discussion on mine-life and geological uncertainty
is provided in 8.2 on page 214.
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5.3.3 Impact of reducing capital costs
In this section, the impact of future cost reductions on the LCOE and technological
shares is presented for each renewable and storage alternatives. The last analysis of this
section accounts for a combined cost reduction in all renewable and storage technologies
(see 5.3.3.5 on page 147).
5.3.3.1 Battery Cost
The cost assumption for battery storage cost is $340/kWh in this study. This cost is de-
clining at a rapid rate and is likely to be much lower in future years. A recent article
of Nature Climate Change (Nykvist and Nilsson, 2015) stated that “industry-wide cost
estimates [of battery] declined by approximately 14% annually between 2007 and 2014,
from above US$1,000 per kWh to around US$410 per kWh, and that the cost of battery
packs used by market-leading BEV manufacturers are even lower, at US$300 per kWh,
and has declined by 8% annually. Learning rate, the cost reduction following a cumulat-
ive doubling of production, is found to be between 6 and 9%, in line with earlier studies
on vehicle battery technology. [T]he costs of Li-Ion battery packs continue to decline and
the costs among market leaders are much lower than previously reported.”
Figure 5.19: Evolution of the optimal energy mix and LCOE in relation to battery cost
Figure 5.19 presents the impact of lower costs of battery capacity with respect to both
the LCOE and renewable integration. A number of important caveats must be stated
before commenting on the results of this analysis. First, the cost of the power converter
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remains constant in this analysis as it is a relatively mature technology with little room
for further cost reductions. Second, CSP power systems always feature a lower LCOE
than the power systems of the no-CSP base case for all levels of battery cost presented
in this sensitivity analysis - due to the significantly lower costs of CSP thermal storage
(i.e. molten salt storage for CSP Tower is valued at $30/kWh-t or $71/kWh-e before heat
decay losses) and the large amounts of energy storage required to supply continuous
processes. Nevertheless, the future cost reductions of battery capacity might significantly
diminish the gap between the cost of thermal storage and battery storage. Finally, there
was no uptake of battery storage in both the Yukon mine and the Chilean grid-connected
mine for all levels of cost reduction.
Despite these caveats, a number of observations can be derived from this sensitivity
analysis on the no-CSP base case:
1. Lower levels of battery costs are directly associated with higher levels of renewable
penetration - with an absolute increase of 40% of renewable penetration for battery
costs at $100/kWh in both Australian and Chilean off-grid mines.
2. LCOE of Wind/PV/Battery power systems is situated between $0.18 and $0.21/kWh
for battery costs of $100/kWh - hence reducing the gap between the LCOE of the
CSP and no-CSP base cases to approximately 15%.
3. The LCOE of the battery plant itself is $0.36/kWh and $0.22/kWh (including
input power from non-dispatchable sources) for battery costs at $340/kWh and
$100/kWh respectively . Note that this LCOE could be substantially reduced for
other applications that require more than one cycle of charging/discharging per
day - therefore increasing the capacity factor and the energy output.
Interestingly, the battery market is currently more than doubling every year and battery
costs are forecasted to reach $150/kWh by 2020 and $100/kWh by 2025 (Nykvist and
Nilsson, 2015).
5.3.3.2 Wind Cost
The 5th assessment report of the IPCC (Victor et al., 2014) evaluated the cost of onshore
wind power to be situated between $1200 and $3700/kW - the range of costs reflecting
various sizes of wind projects. However, the economies of scale in wind projects were
found to be relatively non-existent for power capacities over 20MW (Wiser, 2014) - which
is the case in this research. The central cost assumption of this research accounts for a
cost of $1900/kW in the Australian and Chilean mine for IEC class IIIs (Wiser et al.,
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2012). Capital costs for the Yukon mine are assumed to be $2200/kW due to the de-
icing requirements (i.e. low temperature lubrication, heaters in inner blades, and ice
detectors), and gear-less generator to reduce maintenance time as well as additional
costs associated with icy climates (e.g. reinforced steel for temperature as low as -40Cº).
A review of the various de-icing technologies for wind projects is given in Parent and
Ilinca (2011).
Other reports have published lower capital costs for wind power projects. For instance,
Lazard (2014) presented a range of capital costs between $1400 and $1800/kW whereas
the NREL annual technology baseline (2015) showed an average cost of $1800/kW. The
impact of reducing the capital costs of wind power is subsequently presented in this
sensitivity analysis. Figure 5.20 shows the change in LCOE and wind penetration for
different levels of cost reduction.
Figure 5.20: LCOE of the power system as a function of wind cost
Key insights of this analysis are presented as follow:
1. There is a positive uptake of wind power at $1800/kW in the Chilean grid-connected
mine and $1900/kW in the Yukon mine - hence presenting opportunities in the
nearby area of the central cost scenarios for these mines.
2. The penetration of wind power reaches a significant share of the power supply
at $1200/kW, i.e. 31% in the Chilean grid-connected mine, 30-34% in the Chilean
off-grid mine, 37% in the Yukon mine, and 25-39% in the Australian off-grid mine.
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3. As presented on the dispatch figure 5.21, wind power completely replaces PV
power at 1300$/kW in the Chilean grid-connected mine and in the Chilean off-
grid mine (CSP base case) - suggesting that current wind costs need to be reduced
by 25% to entirely overtake PV power in these mines.
4. A reduction in wind capital costs is also associated with an increase uptake of
battery storage in the Chilean off-grid mine (no-CSP base case) - which implies
that lower capital costs in power generation have a significant impact on storage
uptake (while storage costs remain constant).
Figure 5.21: Evolution of the optimal energy mix in relation to wind cost
Note that this analysis is only accounting for changes in capital costs. The changes in
wind speed will be investigated in chapter 6 on page 163 in the context of different
climate scenarios.
5.3.3.3 PV Cost
The capital cost of PV power have declined substantially in the last 5 years. IEA (2012)
presented costs of $4000/kW, IPCC (2014) used costs ranging between $1700 and $4300/kW
for utility grade solar PV, and Lazard (2014) published cost estimates comprised between
$1250 and $1750/kW. More recently, the capital costs of PV plants have further decreased
with estimates at $1200/kW (Engelhard, 2016). A central scenario of $1500/kW was ap-
plied in this study - which was the best assumption at the time of the optimisation. A
number of sensitivity analyses were performed to mitigate the uncertainty associated
with PV capital costs and investigate the impact of future cost reductions.
Results provided in figure 5.22 present the evolution of the LCOE with respect to PV
costs. Key observations are given as follow.
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Figure 5.22: LCOE and PV uptake as a function of PV cost
1. The LCOE of the Chilean grid-connected mine shows a substantial sensitivity to
PV costs with a LCOE PV/Grid at $0.117/kWh (instead of $0.13/kWh) for capital
costs at $975/kW - while increasing PV penetration from 27 to 31%.
2. PV power is included in the optimal mix of the Australian mine (CSP base case)
for a reduction of 5% of PV capital costs.
3. As shown on figure 5.23 on the next page, there is a significant uptake of bat-
tery power associated with lower PV costs in both Australian and Chilean off-grid
mines (no-CSP base case) - therefore emphasising the potential role of battery stor-
age for renewable integration. Note that combined cost reductions for PV, wind,
and battery are analysed in section 5.3.3.5 on page 147.
4. Interestingly, PV power also provides economic benefits in low irradiance climate
(i.e. Yukon mine) for PV capital costs equal or below $825/kW - hence suggesting
that future cost reductions in PV power could open new market areas.
5.3.3.4 CSP Cost
The total capital costs of CSP power systems include the cost of the solar field, power
block, and thermal storage. The cost of these components is provided in chapter 4 on
page 91 - based on NREL cost estimates (Turchi et al., 2010) and a recent research pro-
ject carried out by the industrial partner of this PhD. Previous studies tend to provide
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Figure 5.23: Evolution of the optimal energy mix in relation to PV cost
a cost per kW of capacity that sums-up the cost of all these components together. Due
to the variety of CSP configurations in previous publications, such cost estimates are
particularly difficult to interpret, due to various solar multiples (size of the solar field
with respect to the size of the power block), tracking technologies (i.e. CSP tower with 2-
axis tracking versus CSP parabolic trough with 1-axis tracking), use of gas-backup, and
various sizes of thermal storage (i.e. from 0 to 20 hours of storage). For instance, IRENA
(2012b) presented cost estimates ranging between $4600 and $10500/kW depending on
tracking type and storage sizes. Similarly, Turchi et al. (2010) published costs situated
between $4600 and $8000/kW for capacity factors ranging between 26% and 60% - lead-
ing to LCOE comprised between $0.173 and $0.10/kWh. Typically, the LCOE decreases
with larger storage sizes, solar multiples, and capacity factors. For instance, the LCOE
of a CSP tower system was estimated by Turchi et al. (2010) at $0.14/kWh with 6 hours
of storage and a 43% capacity factor; whereas a CSP tower with 12 hours of storage and
a 60% capacity factor was valued at $0.10/kWh.
The LCOE is slightly higher in this research (i.e. due to the higher discount rate) but is
consistent with the results of past publications. Specifically, it was found that the LCOE
of CSP tower in the Australian mine is situated between $0.17 and $0.19/kWh, with
capacity factors around 60% with no gas-backup and 86% when combined with a gas-
backup plant; whereas the LCOE in the Chilean mine is comprised between $0.15 and
$0.17/kWh depending on capacity factors and uptake of gas-backup. Similarly, the cost
per unit of generation capacity in HELiOS-Mining is consistent with previous studies
with unit costs ranging between $6000 and $8000/kW.
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Interestingly, EASAC (2011) presented a number of potential opportunities for future
cost reductions in CSP power systems. For instance, there is a potential for a 25% cost
reduction by using multi-tower systems, and efficiencies could be increased by 40-60%
for higher operating temperatures. CSP tower presents the highest opportunities for
efficiency gains with the implementation of a combined cycle process in the power block
(+40/65% relative efficiency) whereas CSP parabolic trough can be further improved by
using molten salt as heat transfer fluid (+20% relative efficiency). Similarly, Hinkley et al.
(2013) suggest that 24.7% of the DNI is currently wasted in the CSP heat rejection cycle,
and represents a significant opportunity for improvement. IRENA (2012b) assumes that
between 28% and 40% of capital cost reduction could be achieved by 2020; and further
states that CSP solar tower could become “the technology of choice in the future” as a
consequence of technological improvements such as higher steam efficiency cycles and
economies of learning on thermal storage.
Figure 5.24: Evolution of the optimal energy mix and LCOE in relation to CSP cost
In this context, this sensitivity analysis presents the impact of varying the capital cost
on the LCOE of the power system. Figure 5.24 provides the results of this analysis.
Two key insights can be drawn. First, there is a positive uptake of CSP power for cost
reductions as low as 10% in the grid-connected Chilean mine - as well as relatively high
elasticity values (see table 5.4 on page 158). Second, the share of CSP gas-backup power
is decreasing as the cost reduction is increasing. Yet, there is a residual share of gas-
backup at all cost levels due to the need to mitigate renewable intermittency throughout
the year (e.g. consecutive cloudy days) and minimise the solar multiple. As a result, the
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gas-backup provides valuable capacity to accommodate daily and seasonal patterns of
renewable intermittency and maintain appropriate levels of reliability.
5.3.3.5 Cost of all renewable technologies
This final sensitivity analysis measures the change in LCOE for a cost reduction on all
renewable and storage technologies. Jansen et al. (2006) found a correlation coefficient
of 0.5 between investment costs across the major types of generation plants (with no
distinction between renewable and non-renewable sources). In this analysis, or thought
experiment, it is assumed that there is a perfect correlation between future technological
costs of renewable and storage plants. Yet, because this analysis is subdivided between
the CSP and no-CSP base cases, the results can be interpreted in two ways. First, in the
CSP base case, all technological costs are reduced in the same manner - hence showing
how the LCOE and power mix are varying for a perfect cost correlation between all
technologies. Second, in the no-CSP base case, the cost reduction is only applied to
wind, PV, and battery storage - hence focusing the cost reduction on three renewable
technologies.
Figure 5.25: LCOE and renewable uptake as a function of the cost of all renewable technologies
Figure 5.5 on page 119 presents the results of this sensitivity analysis. Key observations
are provided as follow:
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1. In the CSP base case, CSP power systems dominate the solution space in all mines.
The impact of cost reductions is, however, different between CSP and no-CSP base
cases. For instance, for a 75% cost reduction, the LCOE of the off-grid Chilean
mine is reduced by 65% in the CSP base case and only 60% in no-CSP base case.
2. As shown in figure 5.26, the share of CSP power is decreasing in both Australian
and Chilean off-grid mine for higher cost reductions - due to fuel switching between
CSP gas-backup and non-dispatchable alternatives, i.e. wind, PV.
3. Whereas the share of renewable penetration is significantly increasing as cost is
decreasing, there is a residual share of diesel generation in all scenarios so as to
maximise the capacity factors of renewable plants. This phenomenon is further
explored in the second research question in chapter 6 on page 163.
Figure 5.26: Evolution of the optimal energy mix in relation to a cost reduction on all renewable
and storage technologies
5.4 impact of input changes in relation to future scenarios
The results of all sensitivity analyses are compared in this section with regard to two fu-
ture scenarios. Each of these scenarios is based on a range of independent input changes.
As a result, the impact of each input change is assessed against changes in LCOE and
renewable penetration for each variable. Ultimately, this analysis aims at determining
the extent to which the optimal configurations given in table 5.3 on page 125 are robust
from a system and economic standpoint. In other words, this section focuses on answer-
ing the following questions: Given that input parameters are uncertain, to what extent
the optimal configurations of RQ1 present robust economic and technical characterist-
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ics? Which input parameters are the most influencing factors with respect to LCOE and
renewable penetration?
In this context, the scenario A presents the relative impact of each parameter change
for a realistic outlook (i.e. best-bet strategy) whereas the scenario B is focused on ex-
treme values - based on the sensitivity analysis methodology given in Pannell (1997).
The inputs values of these scenarios are based on assumptions of both the author and
the industrial sponsor of this research as well as estimates from academic and market
reports in scenario B. Comments about the robustness of the optimal technological con-
figurations (as given in table 5.3 on page 125) are also given with respect to scenario
A and B. The robustness of results is assessed in regard to both changes in LCOE and
renewable penetration. It is assumed in this analysis that an optimal configuration is
“robust” if each input change leads to an output change of less than 10%. Note that
table 5.4 on page 158 provides a different view on input changes that does not consider
scenarios but rather focuses on the sensitivity of each variable for a 1% input change (i.e.
elasticities of LCOE and renewable penetration).
5.4.1 Scenario A: Realistic outlook
The realistic outlook refers to a scenario in which the value of several costs and input
parameters have been changed based assumptions of the author and the industrial spon-
sor of this PhD in order to compare the impact of each variable change. While the choices
of value in Scenario A are arbitrary (due to non-comparable units), they reflect a future
that is consistent with current research and market studies (e.g. capital cost reduction
of renewables, implementation of carbon policies, better financing conditions for clean-
energy projects) as well as assuming small changes in mine-life, demand-shifting, and
fuel prices. More sophisticated forecasting methods have been used to assess the risk
associated with each technological configuration in chapter 7 on page 181 whereas the
full range of variable changes has been given in previous sensitivity analyses. Despite
these caveats, the comparison of different input changes provides useful insights on the
influence of each input variable on the LCOE and the level of renewable penetration.
The following input values are considered in this scenario:
1. Carbon taxation = $100/tCO2 (instead of $0/tCO2)
2. Real fuel price change (fuel price inflation) = 2% year-on-year (instead of 0%)
3. Mine-life = 5 years shorter than the anticipated mine-life
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4. Renewable cost = -25% from baseline costs
5. Nominal discount rate = - 4% from baseline (i.e. 12%)
6. Demand shifting = 20%, 2 hours/day (instead of 0%)
Figure 5.27 presents the impact of these input changes in relation to the LCOE and
renewable penetration of the base cases - as given in table 5.3 on page 125. These results
are given for both CSP and no-CSP base cases.
Note that all results have been converted to a sign-less value in order to present the
relative strength of each input change. The following rule can be applied to ascertain the
direction of each input change: the LCOE increases for criteria 1-3 and decreases criteria
4-6; the change in renewable penetration is positive for all criteria with the exception
of mine-life. Interestingly, it was found that the impacts of input changes are relatively
symmetrical with the exception of the mine-life criterion - due to the discounting of
future cash flows (as discussed in section 5.3.2.3 on page 138).
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Figure 5.27: Scenario A: Change of LCOE and renewable penetration from the optimal base cases in relation to realistic future scenarios
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atacama , chile (grid-connected): The carbon taxation on fuel emissions is
the most influential factor for both CSP and no-CSP base cases with respectively 22%
and 45% LCOE increase. This level of carbon taxation is associated with a large uptake of
renewable power in the CSP base case, i.e. +52%; whereas the share of renewable power
only increases by 9% in the no-CSP base case, i.e. additional uptake of wind power to
supplement existing PV capacity. Other major influencing factors include fuel price and
discount rate.
Interestingly, the effects of these three input changes present similar outcomes: an up-
take of CSP power associated with a large increase of renewable penetration in the CSP
base case; and a small increase of non-dispatchable renewables in the no-CSP base case.
Based on these results, it can be concluded that the power mix of the CSP base case var-
ies significantly with three out of six input changes and is therefore not characterised as
robust from a system standpoint. This outcome is consistent with the strength and dir-
ection of the elasticity values given in table 5.4 on page 158. On the contrary, the power
mix of the no-CSP base case presents more robust characteristics due to its relatively
insensitivity to the input changes of this scenario (the concept of robustness is defined
in the preamble of this section in 5.4 on page 148).
Note that more sophisticated analyses are performed in the following chapters in order
to further test the robustness of optimal power configurations - i.e. statistical forecasting
of fuel prices in 7.2.1 on page 185, semi-variance analysis of mine-life in 7.3.2 on page 192,
and scenario-based analysis of future carbon prices in 7.3.3 on page 195.
off-grid chilean and australian mines : The two largest influencing factors
for both mines are the discount rate and the cost reduction of renewable/storage tech-
nologies in the CSP base case - reducing the LCOE by an average of 18%. Yet, these
changes have a negligible impact on renewable penetration - with an average absolute
increase of 6%. On the contrary, in the no-CSP base case, the change of discount rate
and capital cost are associated with a significant change in renewable penetration - with
an average absolute increase of 24%; whereas the LCOE is reduced by an average of 13%
for these criteria. Finally, the change in carbon taxation is ranked second in the Chilean
mine and first in the Australian mine for non-CSP systems - with a large LCOE change
(i.e. 15%) and a relatively small change in renewable uptake (i.e. 8%).
Ultimately, because the economic optima of the CSP base case include large renew-
able capacities, there is little room for additional renewable capacities and reductions
of carbon emissions. In other words, the scenario A of the CSP base case is relatively
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insensitive to input changes in terms of renewable capacity - and can be considered as
robust from an energy mix standpoint. On the other hand, the power mix of the no-
CSP base case is relatively sensitive to discount rate, carbon taxation, and capital cost
- hence suggesting that these criteria should be taken into account by decision-makers
(see decision-analysis in 7.4 on page 197).
yukon, canada (off-grid): Three factors were found to significantly influence
the LCOE of the power system: carbon taxation, fuel price inflation, and discount rate.
All of these factors are directly associated with an uptake of wind power situated
between 19% and 28% of the power supply. Interestingly, the cost reduction criterion
is associated with the largest uptake of wind power (i.e. 27%). There are no economic
optima that include CSP plants in this mining context due to the relatively low solar
irradiance.
Finally, this result suggests that the least-cost power system based on CCGT power is
not robust from a system standpoint. A change in four out of six criteria directly leads
to an uptake of significant wind capacities in the power mix. This outcome is consistent
with the high elasticity values that were found for this mine - see table 5.4 on page 158.
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Figure 5.28: Scenario B: Change of LCOE and renewable penetration from the optimal base cases in relation to extreme future scenarios
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5.4.2 Scenario B: Extreme values
More extreme input changes are hypothesised in this scenario. Specifically, a carbon
price of $200/tCO2 is assumed, as per the recommendations of IPCC (2011) and Rivers
(2014). Second, the mine closes ten years earlier than expected due to low commodity
prices or a higher depletion rate - see discussion in 8.2 on page 214. Third, the cap-
ital costs of renewable technologies are 50% lower than the central cost scenario - see
section 5.3.3 on page 140 for more details on future cost reductions. Fourth, the real
fuel costs increases 7% year on year - hence assuming significant supply shortages on
fuel markets (see portfolio chapter for more details in 7.2.0.1 on page 184). Fifth, the
discount rate is set at 5% (instead of 12%) - reflecting a very low financing and risk
premium rate (as discussed in 8.4 on page 219). Finally, this scenario hypothesises that
50% of the power demand can be shifted for two hours per day - hence assuming that
there is significant process re-engineering that can be performed to viably achieve high
levels of demand-shifting (see 5.3.2.2 on page 137). Again, all of the above-stated input
changes were not performed simultaneously. Instead each input change was performed
independently in order to identify the most influencing factors.
A number of observations on the results of this scenario are given as follows - and
presented in 5.28. Note that the scales of this figure are different than the scales in
scenario A - due to large variations of LCOE and renewable penetration.
atacama , chile (grid-connected): In the CSP base case, four input variables
have a significant impact on the LCOE, including: renewable cost reduction, carbon
taxation, fuel price inflation, and discount rate - with a change of 35%, 33%, 31%, and
26% respectively. These factors are also associated with an increase of renewable capacity
of 54% to 60%. The input factors mine-life and demand shifting have little or no impact
on both the LCOE and the renewable capacity, i.e. 1-4%.
In the no-CSP base case, there are two input variables significantly associated with LCOE
change, including: carbon taxation and fuel price inflation - with a change of 86% and
72% respectively. Further, two input changes have a significant impact on the power mix:
fuel price inflation, and renewable cost reduction with an absolute change in renewable
penetration of 45% and 39% respectively.
Overall, it is argued that the power mix of both CSP and no-CSP base cases are sensit-
ive to extreme changes in input parameters for four criteria: renewable cost reduction,
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carbon taxation, fuel price inflation and discount rate (whereas demand-shifting and
mine-life have negligible impacts). This sensitivity analysis hence suggests that there
are economic risks associated with the optimal mixes of this mine in case of extreme
input changes. Yet, the no-CSP base case presents a much higher sensitivity to input
changes than the CSP base case - due to different shares of renewable resources in the
mix. As a result, the higher share of renewable resources of the CSP base case contributes
to a significant reduction of the risk associated with extreme events. The third research
question will consider these risks in relation to decision-analysis and portfolio theory in
chapter 7 on page 181.
off-grid chilean and australian mines : In the CSP base case, five input
variables have a significant impact on the LCOE, including: renewable cost reduction,
discount rate, fuel price inflation, mine-life, and carbon taxation - with changes of 39%,
27-33%, 14-18%, 14-43%, and 12% respectively. Despite large LCOE changes, these in-
put changes are associated with small changes in the power mix, i.e. between 4% and
13%. Interestingly, these changes are relatively similar across both mines except for the
mine-life - due to the non-linear nature of the LCOE for different mine-life periods as
discussed in section 5.3.2.3 on page 138.
In the no-CSP base case, the same five factors are significantly influencing the LCOE -
with changes between 19% and 34%. However, the renewable penetration does largely
vary in this base case - with up to 42% additional renewable capacity for a 50% reduction
in renewable and storage costs.
Overall, it was found that the CSP base case presents robust results in terms of optimal
power mix (i.e. low sensitivity as defined in 5.4 on page 148) whereas the power mix
of the no-CSP base case varies significantly with the input changes of the scenarios B -
due to the higher sensitivity of large shares of fuel-based power in the no-CSP base case.
This outcome implies that different perspectives on future input parameters could lead
to different optimal solutions for the no-CSP base case - which will be further analysed
in chapter 7 on page 181.
yukon, canada (off-grid): In both base cases, four criteria were found to have
a significant impact on both the LCOE and the renewable penetration, namely fuel price
inflation, carbon taxation, discount rate, and renewable cost reduction. These changes
are associated with significant uptake of wind capacity and raise the share of renewable
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energy by up to 44%. Implementation of demand shifting and changes in mine-life have
a negligible impact on the LCOE and no impact on the uptake of renewable power.
As a result, the optimal base case of the Yukon mine was found to be sensitive to extreme
input changes, which might lead to significant economic risk if one of these extreme
changes was to materialise. A decision-analysis is subsequently conducted in section 7.4
on page 197 in order to further analyse the solution space associated with relevant input
changes.
5.5 summary
This chapter has provided a techno-economic characterisation of cost optimal hybrid
power systems for four mining contexts. It conclusively demonstrates that there are
opportunities for reducing carbon emissions while increasing economic competitiveness
at the same time. Specifically, it was found that carbon emissions can be reduced by
27-82% while generation costs can be reduced by 7-57% depending on context-specific
characteristics (see table 5.1 on page 114). Further carbon reductions have been identified
in the various sensitivity analyses (summarised in table 5.5 on page 160) with respect to
future fuel costs, capital costs, and mining characteristics.
Selected key outcomes of this chapter are summarised below (while all key findings are
restated in the conclusion of the thesis in chapter 9 on page 229):
• A residual share of fuel-based power generation was found to remain in the op-
timal mix for all input changes of all sensitivity analyses. This outcome stresses
that fossil-fuel generation provides valuable capacity to accommodate daily and
seasonal patterns of renewable intermittency as well as maintains appropriate
levels of reliability. Chapter 6 on page 163 further investigates this finding with
respect to the value of lost load.
• CSP power plants dominate the solution space for two out of four mining contexts.
This finding is directly associated with the cost of storage capacity. Because mining
activities have a constant power demand, there is a need for large amounts of
energy storage in order to maximise the uptake of low-cost intermittent renewable
resources and provide a constant power supply. This finding is likely to be different
for other contexts where the power demand is subject to peak/off-peak variations
(e.g. residential load). Yet, CSP plants are the most capital intensive alternatives,
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Table 5.4: Elasticities of input changes
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which implies that variations in mine-life values are of great significance (see 7.3.2
on page 192 for a risk analysis of the mine-life criterion).
• Input parameters have higher elasticity values in the Chilean grid-connected mines
and the off-grid Canadian mine (as shown in table 5.4). Most elastic values for
these mines have been found to be associated with fuel prices, discount rate, and re-
duction of capital costs. On the contrary, the Chilean and Australian off-grid mines
are characterised by less sensitive solutions based on CSP plants complemented
by fossil-fuel and non-dispatchable resources. The input changes associated with
demand-shifting was found to negligibly impact the LCOE and the amount of
renewable resources in all mines. Chapter 7 on page 181 further investigates the
sensitivity of key input variables in a portfolio framework.
• Future scenario analyses have shown that larger shares of renewable resources are
hedging off the risk associated with future fuel price variations. Power systems
with smaller shares of renewable resources are much more sensitive to variations
in fuel and carbon prices. This outcome means that different perspectives on future
prices and carbon policies might lead to widely different solutions. Subsequently,
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section 7.4 on page 197 will take into consideration these different perspectives in
a decision-analysis framework.
The following chapter provides an enhanced view on the results of this chapter with
respect to reliability considerations. A brief summary of the tipping points identified in
previous sensitivity analyses is given as follows.
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Table 5.5: Tipping points for further carbon reductions from base cases
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5.5.1 Tipping points of sensitivity analyses
Table 5.5 on the preceding page provides a summary of the tipping points for each
variable of the sensitivity analyses. These results are given for four levels of carbon
reduction from base cases: 10, 25, 50, and 75%. Given that the CSP base case is associated
with larger levels of carbon reduction against grid/diesel power baselines (as detailed in
table 5.3 on page 125), these tipping points tend to be significantly different between the
CSP and no-CSP base cases. Key observations are given as follow for carbon reductions
equal or above 50% from base cases.
5.5.1.1 CSP base case
• In the Chilean grid-connected mine, six variable changes are associated with a
reduction of 50% or more of carbon emissions: grid prices of $0.16/kWh (instead
of $0.12/kWh), nominal year-on-year fuel price increase of 5% (instead of 3%),
carbon price at $50/t (instead of $0/t), discount rate at 9% (instead of 12%), and
capital cost reduction of CSP plants or all renewable/storage technologies of 25%.
Most of these variable changes imply that the CSP configuration with higher shares
of renewable power becomes economical and hence replaces or complements the
PV/Grid alternative - therefore significantly reducing indirect grid emissions.
• In the Chilean off-grid mine, seven variable changes lead to 50% or more carbon
reduction: LNG prices at $30/MMBTU (instead of $20/MMBTU), nominal year-
on-year fuel price increase of 6% (instead of 3%), carbon price at $200/t (instead
of $0/t), discount rate at 7% (instead of 12%), CSP capital cost reduction of 60%,
and capital cost reduction of all renewable/storage technologies of 30%. These
changes are associated with a share reduction of the CSP gas-backup and diesel
power along with additional PV and wind capacities in the mix.
• In the Yukon off-grid mine, five variable changes are associated with a reduc-
tion of 50% or more of carbon emissions: LNG prices at $18/MMBTU (instead
of $12/MMBTU), nominal year-on-year fuel price increase of 6% (instead of 3%),
discount rate at 3% (instead of 12%), and capital cost reduction of wind power of
25%. All changes are associated with an uptake of wind power and a lower share
of diesel power. These tipping points are identical for the no-CSP base case.
• In the Australian off-grid mine, six variable changes lead to a 50% or more carbon
reduction: LNG prices at $30/MMBTU (instead of $20/MMBTU), nominal year-
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on-year fuel price increase of 9% (instead of 3%), carbon price at $200/t (instead of
$0/t), discount rate at 5% (instead of 12%), CSP capital cost reduction of 55%, and
capital cost reduction of all renewable/storage technologies of 35%. Similarly to
the Chilean off-grid mine, these changes are associated with lower shares of CSP
gas-backup and diesel power and higher shares of PV and wind power in the mix.
5.5.1.2 No-CSP base case
• In the Chilean grid-connected mine, three variable changes are associated with a
reduction of 50% or more of carbon emissions: grid prices of $0.30/kWh (instead
of $0.12/kWh), nominal year-on-year fuel price increase of 9% (instead of 3%), and
capital cost reduction of all renewable/storage technologies of 50%. Most of these
variable changes involve additional PV and wind capacities along with an uptake
of battery storage - hence significantly reducing indirect fuel-based emissions from
the grid.
• In the Chilean off-grid mine, seven variable changes are associated with a reduc-
tion of 50% or more of carbon emissions: diesel prices of $1/l. (instead of $0.85/l),
nominal year-on-year fuel price increase of 5% (instead of 3%), discount rate at
9% (instead of 12%) as wells as capital costs of PV reduced by 40%, wind by 60%,
battery storage by 25%, and all renewable/storage technologies by 15%. Most of
these variable changes involve more PV and wind in the mix along with additional
battery storage capacities - hence significantly reducing fuel-based emissions from
the diesel plant.
• In the Australian off-grid mine, seven variable changes are associated with a reduc-
tion of 50% or more of carbon emissions: diesel prices of $1/2. (instead of $0.85/l),
nominal year-on-year fuel price increase of 5% (instead of 3%), discount rate at
6% (instead of 12%) as well as capital costs of PV reduced by 45%, wind by 75%,
battery storage by 35%, and all renewable/storage technologies by 20%. Similarly
to the Chilean off-grid mine, these variable changes imply additional PV, wind,
and battery capacities in the mix.
6
R E L I A B I L I T Y C O S T S
In this chapter, the results from the previous chapter have been enhanced in order to
account for reliability considerations. The aim of this chapter is to understand the trade-
off between the cost and benefit of different reliability levels. In this respect, the research
question that is considered in this chapter is the following: What is the optimal trade-off
between capacity cost and reliability cost?
This chapter is structured as follows. The first section provides some background on the
climate data that are used in the adequacy analysis. In the second section, a numerical
characterisation of the value of lost load is performed in relation to the cost of foregone
production. The third section provides the results of the adequacy optimisation for all
cost optimal hybrid power systems of research question one (RQ1). In section four, two
sensitivity analyses are performed in relation to changes in the value of foregone produc-
tion as well as different constraints on the energy index of reliability (EIR). Finally, the
last section of this chapter summarises the results and key takeaways of the adequacy
analysis.
6.1 climate data for worst case climate scenarios
Because of the intermittent nature of renewable resources, a critical aspect in design-
ing hybrid renewable power systems is the reliability of supply (Kashefi Kaviani et al.,
2009). Accordingly, an adequacy analysis is provided in this chapter in order to meas-
ure the impact of different levels of intermittency on reliability coefficients. Whereas the
sources of selected climate datasets were given in the data chapter 4 on page 91, further
background explanations on modelling methods and data sources are provided in this
chapter for selected climate datasets.
163
164 reliability costs
Two key datasets have been used in HELiOS-Mining: the NCEP - CFSR climate reana-
lysis (National Centre for Climate Prediction Climate Forecast System Reanalysis) for
wind speed (NCEP, 2010), and the Meteonorm dataset for solar data (Remund et al.,
2004). Together, these datasets have been used to generate different climate scenarios
and test RQ1 results under climatic extremes in an adequacy analysis. Details on data
selection is given as follow.
6.1.1 Solar data
The Meteonorm dataset (Remund et al., 2004) is the main source of solar data for this re-
search. The direct normal irradiance (DNI) and total tilted irradiance have been extracted
for each selected mine. This dataset relies on both satellite observations and ground sta-
tion measurements to generate hourly data for any geographical coordinate. Specifically,
the ground station measurement data of Meteonorm are based on various datasets such
as Swissmet of MeteoSwiss (1986-2005), Globalsod (2000-2009), GEBA Global Energy
Balance Archive (1986-2005), and NREL (1961-1990). Both ground station measurements
and satellite data were combined for locations where the nearest meteorological station
is located 30-200 km away. Alternatively, the solar data of locations situated further than
200 km away from radiation measurements are solely based on satellite data. The Met-
eonorm interpolation method for processing satellite images is given in Rigollier et al.
(2004).
A key output of Meteonorm is the ability to export hourly solar data for a typical
year of solar inputs - based on stochastic simulations using Markov transition matrices
and Kolmogorov-Smirnov (KS) validation test (Aguiar et al., 1988). This “typical year”
provides the daily and seasonal patterns that are necessary for system design and siz-
ing. These data were validated against in situ measurements or compared against other
datasets in the data analysis phase of the PhD. Specifically, the in-situ dataset of the Uni-
versida Tecnica Federico Santa Maria was used for comparing hourly direct and indirect
radiations in Calama, Chile (Romero, 2008) while the Meteonorm datasets of the Aus-
tralian and Canadian mines were compared against the daily means of the NASA-SSE
dataset at the same geographical coordinates (Stackhouse and Whitlock, 2008).
An additional feature of Meteonorm is the ability to export 10 years of hourly data.
This extended dataset is one of the main data source for the adequacy analysis so as to
identify the year with the lowest solar radiation in each mine, in terms of intensity and
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intermittency patterns. This worst case scenario (WCS) dataset is subsequently used as
an input to HELiOS-Mining to measure the impact of lower resources on the energy in-
dex of reliability (EIR). Because the 10 year data extraction of Meteonorm is currently in
a beta stage and is not corrected to long term averages, the selection of the year with the
lowest solar radiation was subsequently validated against the NASA-SSE dataset with
respect to the “no-sun” metric (Stackhouse and Whitlock, 2008) . This metric was partic-
ularly useful to determine the “worst case scenario” because it measures the minimum
available insolation as % of average values over consecutive-day periods. The NASA-SSE
and the Metenorm datasets have been therefore combined to select the solar inputs of
the adequacy analysis. This selection was made by choosing the year of the Meteornom
dataset where the minimum insolation over different time-periods is the nearest to the
value of the NASA-SSE no-sun metric.
Table 6.1: North-Western Australia: Summary of solar data
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An example of the solar data selection is provided in table 6.1 where the “Worst Yr”
is the worst case scenario (WCS) of the adequacy analysis and the “Reference Yr” is
the selected year for the base cases of the previous chapter. Appendix B on page 295
provides additional data tables and plots that compare the reference years against the
10 year dataset in all selected mining regions.
6.1.2 Wind data
Whereas the Meteonorm dataset is specifically designed for sizing solar systems, the
wind speed dataset given by Meteonorm is only providing approximate wind speed data
and is not intended for designing wind power plants (Remund et al., 2004). The NCEP-
CFSR climate reanalysis dataset was instead used for wind data in HELiOS-Mining.
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Sharp et al. (2015) have shown that this dataset is relatively well correlated with in
situ measurements of both onshore and offshore wind speeds. This dataset covers the
period from 1980 and 2010 at a resolution of approximately 38 km². This dataset has
been validated by two different approaches depending on the mining region.
atacama , chile ; north-western australia : Ten years of wind data have
been extracted from the CFSR dataset for all mines. In this dataset, the worst case scen-
ario for wind speed was identified based on the minimum number of hours for which
the wind speed is above five meters per second for 1, 3, and 7 consecutive days - referred
as “no-wind” in this study. The reference year represents the year for which the no-wind
metric is the nearest to the 10 years average.
Table 6.2: Atacama, Chile: Summary of wind data
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Table 6.2 and figure 6.1 illustrate the averages wind speed and no-wind metrics for the
Atacama region - see appendix B on page 295 for further data tables and plots on wind
data selection. The reference year is the basis of the cost optimisation of the previous
chapter whereas the worst case scenario is selected in this adequacy analysis.
Figure 6.1: Atacama, Chile: Weekly average wind speed over 10 years
yukon, canada : Past analyses suggest that CFSR presents the worst correlation
coefficients with in situ measurements for sites located at high elevations (Sharp et al.,
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2015). Because the Yukon mine is located in a mountainous area and far away from met-
eorological stations (between 270 and 600km away), the extrapolated data from CFSR
lack precision. Specifically, it was found that the CFSR outputs for this site were widely
different than in situ measurements (Pinard, 2007) and mesoscale analyses (Environment-
Canada, 2003).
As a result, the wind data of the Canadian mine are adjusted against another dataset
in order to improve accuracy. The wind dataset of the Canadian Meteorological Centre
(CMC) was selected to complement the CFSR dataset. This dataset is based on a meso-
scale analysis which takes into consideration altitude and surface roughness of the entire
Canadian territory (Environment-Canada, 2003). These data have been used to linearly
scale the CFSR data to the seasonal means of the CMC dataset at the same geographical
coordinate. Finally, a similar selection process than other mines was applied to select the
worst case scenario and the reference year among the 10 year dataset. Table 6.3 shows
the different wind speed values for this selection.
Table 6.3: Yukon, Canada: Summary of wind data
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6.2 value of foregone production
The value of foregone production (VFP) is the valuation of the potential economic losses
associated with power shortages (Billinton et al., 1996) - see methodology in section 3.7.3.
The VFP is calculated for the three mining regions of this thesis with respect to annual
power demand and annual revenue. Table 6.4 provides the results of this calculation.
It was found that the VFP is situated between $0.86 and $3.06/kWh in selected mines.
The grade of the copper ore was found to be directly associated with the VFP values.
Accordingly, the power demand is significantly higher in mines with lower ore grades
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as more energy is required to extract the mineral from the ore. This outcome means that
one unit of energy has a different reliability worth depending on mineralisation grades.
Table 6.4: Value of Foregone Production for each mine
Additional elements could be considered in the value of the foregone production such as:
duration of shortages, equipment damages, and impact on profit. The duration of short-
ages is neglected in this research as it is assumed that each unit of energy is worth the
same amount of revenue independently of time considerations. The equipment damage
associated with power shortage was assessed to be minimal or insignificant by mining
experts (Engelhard, 2016). Finally, a non-linear VFP value was initially considered for
this study in order to account for decreasing reliability costs over time (as given in Bal-
ducci et al., 2002). Yet, given the results of the sensitivity analysis on VFP values in 6.4.1
on page 176, it was demonstrated that the consideration of higher VFP values (as a
function of time) would not provide any additional insights.
6.3 adequacy analyses
Both the value of foregone production and the worst case scenario (WCS) climate data
are combined in this analysis in order to characterise the impact of lower intermittent
resources on reliability and system costs. This adequacy analysis is performed in two
distinct steps. First, the LCOE of the RQ1 optimal hybrid power systems from section 5.1
on page 114 are recalculated with the WCS data and the VFP of each mine. Second,
these power mixes are re-optimised by taking into consideration the value of lost load
(VoLL), which is the annual total cost of all power shortages calculated by combining the
LOEE and VFP metrics (see section 3.7.3). In other words, the optimisation algorithm of
HELiOS-Mining aims to optimise the trade-off between reliability cost (i.e. VoLL) and
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reliability benefit (i.e. reduced capacity costs). Results are presented as follow for each
off-grid mine.
6.3.1 Atacama, Chile (Off-Grid)
The results of the adequacy analysis for the Chilean mine are presented in table 6.5 on
the following page. The table is structured with three different parts that provide results
on each hybrid renewable power system. The first part (RQ1) gives the results that were
found in the previous chapter in relation to the share of renewable power, share of
fuel-based power, and LCOE. The second part (Non-Optimised Adequacy Analysis) is
an analysis of the direct impact of both WCS climate data and VFP on the outputs of
RQ1 with respect to reliability, generation shares, and LCOE. The third part (Optimised
Adequacy Analysis) compares the results of the RQ1 against a set of new optimisation
runs in which the model is allowed to change the size of each power plant in order to
optimise the LCOE (while accounting for the value of foregone production). Key insights
on these results are provided as follow.
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Table 6.5: Results of the adequacy analysis: Atacama, Chile (Off-Grid)
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non-optimised adequacy analysis : Two main categories of results can be dis-
tinguished in the result table. First, the power systems that include fuel-based power
have little or no change in reliability values (EIR) because they incorporate enough con-
tingency reserve to compensate for lower levels of intermittent resources. Accordingly,
the capacity factors of fuel-based alternatives are increasing in order to meet demand
and minimise the value of foregone production. Second, power systems with no fuel-
based power backup feature a significant reduction of EIR and an increase of LCOE.
Interestingly, the scenario 16 that includes wind, solar, and battery is better able to cope
with lower renewable resources than scenarios 17 and 18 that only include one type of
intermittent resource. This outcome suggests that a combination of resources with dif-
ferent daily and seasonal patterns is directly associated with higher reliability levels and
lower reliability costs - as previously demonstrated in section 5.2.1.1 on page 116.
optimised adequacy analysis : A new iteration of the optimisation runs was
performed in this analysis. Three major insights can be observed in the result table.
First, fuel-based backup generation plants that feature low capacity factors and high
unit costs have been maintained in the mix - i.e. fuel capacities have not been discarded.
This outcome means that the value of foregone production is higher than the unit cost of
fuel-based backup plants (see figure 6.5 on page 180 for additional details on unit costs).
As a result, the optimal levels of reliability are close to the 100% mark and the value
of lost load is minimal. Second, the fuel-based capacity has increased in some scenarios
due to lower reserve capacity and higher capacity factors - resulting from lower levels
of intermittent resources. Interestingly, in scenario 13 (PV & Battery & Diesel), there is a
large decrease of storage capacity in the mix due to reduced levels of non-dispatchable
resources. This result stresses that the LCOE of battery storage is more sensitive to input
changes than other generation technologies, i.e. near break-even point. Finally, scenarios
16 to 18 are the only outcomes in which the optimal LCOE is associated with relatively
low reliability values. This outcome is due to the increasingly high unit costs of battery
storage for lower capacity factors. In these systems, it is more beneficial to forego a
fraction of the mine’s production rather than to increase storage capacities.
6.3.2 Yukon, Canada (Off-Grid)
The results of the adequacy analysis of the Yukon mine shown in table 6.6 on page 173
present different characteristics than other mines, due to lower solar resources and larger
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shares of fuel-based power. Specifically, RQ1 results include between 50% and 100% of
fuel-based power whereas the optimal solution incorporates 100% of fuel-based power.
The reliability index of the non-optimised adequacy analysis remains subsequently un-
changed by lower renewable resources as there is enough fuel-based reserve capacity
to cope with lower amount of intermittent resources. However, the LCOE of power sys-
tems that include renewable resources is negatively impacted. For instance, the LCOE
of scenarios 2 and 3 (CCGT, diesel, and wind power) increase by 2 to 5% whereas the
share of wind power is reduced by 2 to 6% respectively.
In the optimised adequacy analysis, the convergence between reliability costs and opti-
mal capacity levels is reached in the nearby area of 99.9% of reliability. At this level, the
value of lost load is minimal and the capacity factors of generation plants are optimised.
Note that the wind resources in scenario 2 and 3 are fully discarded by the optimisation
algorithm due to their near-optimal characteristics.
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Table 6.6: Results of the adequacy analysis: Yukon, Canada (Off-Grid)
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6.3.3 North-Western Australia (Off-Grid)
The adequacy analysis of the off-grid Australian mine presents similar characteristics to
the off-grid Chilean mine. Yet, a few additional observations are given in result table 6.7
on the facing page.
In scenario 2 of the optimised adequacy analysis, the EIR is below the 100% mark
whereas all other scenarios that include fuel-based power reach their optimal LCOE at
100% of reliability. This result is directly associated with the type of fuel-based backup
power of this scenario. Because there is no diesel backup, the gas-backup of the CSP
plant is the only generation alternative at times of low intermittency and low storage
reserves. The CSP plant is modelled with two steam turbines that feature an availability
rate of 96% (Jorgenson et al., 2013), which implies that there are times at which the ca-
pacity of the CSP plant is reduced by half. As a result, it is necessary to largely oversize
the CSP power block in order to reach 100% of reliability. On the contrary, the scenarios
with diesel backup plant are modelled on a modular basis with multiple diesel gener-
ators - which significantly reduces the outage rates of the diesel plant. As a result, the
optimal level or reliability converges at 99.91% in this scenario.
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Table 6.7: Results of the adequacy analysis: North-Western Australia (Off-Grid)
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6.4 sensitivity analysis
Previous analyses have shown that there is no or little economic value to lower the
reliability of hybrid power systems that include fuel-based backup capacities. Fuel-based
backup plants were systematically maintained in the mix while accounting for the VFP
values of each mine. This result suggests that the unit cost of fuel-based backup power
is lower than the VFP. In this section, this hypothesis is tested by considering different
VFP values as well as constraining the EIR to lower levels.
These sensitivity analyses have been performed on the CSP and no-CSP base cases,
which represent the least-cost power systems with and without CSP alternatives - as
given in table 5.3 on page 125.
6.4.1 Value of foregone production
In this sensitivity analysis, the value of foregone production (VFP) is incrementally re-
duced in each optimisation run. The aim being to find the VFP level at which lower
reliability values do provide economic benefits. Higher VFP levels have not been tested
because section 6.3 on page 168 has conclusively demonstrated that initial VFP assump-
tions are already associated with near 100% reliability levels - hence higher VFP values
could only validate these results as reliability levels above 100% are not possible.
Figure 6.2 on the next page presents the results of this analysis. Key observations are
provided as follow.
• Reliability levels below 99% become economically viable for VFP values between
$0.20-0.43 per kWh which represent between 10% and 50% of the initial VFP as-
sumption.
• Reliability levels below 99% are associated with capacity reductions for power
plants with low capacity factors and high unit costs (i.e. backup or peaking capac-
ity).
• CSP base case is more sensitive to lower VFP values than the no-CSP base case due
to the relatively low availability rate of CSP alternatives - hence requiring larger
diesel backup capacities. Accordingly, there is a smaller room for reducing backup
capacities as the VFP decreases.
• In the Canadian mine, the backup capacities (i.e. diesel plant with low capacity
factor and high unit cost) of the CCGT plant are significantly reduced for lower
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Figure 6.2: Optimal reliability level as a function of the value of foregone production
 Atacama, Chile (Off−Grid)  North−Western Australia (Off−Grid)  Yukon, Canada (Off−Grid) 
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VFP values. The EIR is more sensitive to VFP changes than other mines because of
the relatively low initial VFP value in this mine (due to the low ore grade).
Overall, this analysis has conclusively demonstrated that reliability coefficients are re-
latively insensitive to changes in VFP. An important VFP reduction is required to eco-
nomically justify lower reliability coefficients. It is expected that such low VFP values
would require a significant decrease of either commodity prices or ore grade (-50 to
90%). Mines that would encounter these conditions might generate economic benefits
by shutting down the production at times of low renewable resources. Further discus-
sion points on commodity prices and geological uncertainty are provided in chapter 8
on page 213.
6.4.2 Energy Index of Reliability
In this analysis, an additional constraint is placed on the EIR value in HELiOS-Mining.
The aim being to measure the outcome of lower EIR values on system costs and benefits.
Figure 6.3 on the next page presents the results of this analysis. It suggests that the
total economic effect associated with EIR values below 100% is a net cost to the mine.
In other words, the cost of reliability (VoLL) is always higher than the savings resulting
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Figure 6.3: Comparison of Total Life Cycle Cost and Energy Index of Reliability
from lower reliability levels. This result is consistent with the previous analysis on VFP
values.
Further, the cost savings associated with the CSP base case were found to be consistently
larger than the no-CSP base case. This outcome is directly associated with the capacity
factors of both CSP and no-CSP base cases. First, when diesel power is included in a
CSP system, the capacity factor of the diesel plant tend to be low as it is infrequently
used (i.e. backup only), which therefore implies that the unit cost is high and significant
benefits can be generated by removing the diesel plants. Conversely, the diesel plants
in no-CSP base cases are frequently used and removing such capacity generates higher
costs of reliability.
6.5 summary
The impact of lower levels of intermittent resources was analysed in this chapter with
respect to the value of lost load and the value of foregone production. Based on this anal-
ysis, a number of observations have been proposed. First, power systems that include
fuel-based power feature little or no change in reliability values (EIR). This result is con-
sistent with the results of previous chapter. Most of RQ1 power systems include enough
fuel-based capacity to completely meet the peak power demand. As a consequence, the
reliability of these power systems is relatively insensitive to variations in renewable
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resources. Figure 6.4 further illustrates this characteristic by comparing fuel-based capa-
city against storage capacity. It can be observed that most RQ1 scenarios include between
95% and 167% of fuel-based capacity. Power systems based on CSP alternatives have the
largest backup capacities due to the relatively high outage rates of the CSP power block.
Figure 6.4: Fossil-fuel power capacity in RQ1 power mixes (Chile, Off-Grid)
Second, the optimal level of reliability for power systems with no fuel-based power was
found to be significantly reduced when accounting for reliability costs. This outcome
demonstrates that hybrid power systems with EIR values lower than 100% can be cost
optimal only if no fuel-based resources are part of the system. Yet, such systems present
much higher unit costs than hybrid power systems that do include fuel-based power in
the mix.
Third, the optimised adequacy analysis has shown that fuel-based capacities provide
an economical value to the generation mix, even at low capacity factors. This outcome
suggests that the unit cost of fuel-based alternatives is lower than the value of foregone
production. Figure 6.5 on the next page provides further evidence for this outcome.
Specifically, it is shown that the unit cost of diesel power is significantly lower than the
VFP of all mines for capacity factors higher than 2.4%. This further suggests that, based
on the VFP assumptions of this research, it is economically beneficial to maintain diesel
capacities in the generation mix, even for very low capacity factors. Interestingly, this
outcome is fully consistent with the findings of Huneke et al. (2012) that focused on
wind and diesel stand-alone generation.
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Figure 6.5: Diesel power generation: LCOE and capacity factor
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Finally, the sensitivity analyses on VFP and EIR have shown that RQ1 base cases are
relatively insensitive to lower VFP values. Lower EIR values become economically viable
for a VFP reduction comprised between 50 and 90%. The analysis on EIR values has
subsequently validated this hypothesis. Specifically, the cost of reliability was found to
be always superior to the cost savings for reliability levels below 100% (with respect to
base cases).
While this analysis has focused on changing the amount of intermittent resources, an
additional analysis on the changes in power demand could have been additionally per-
formed. Yet, because the power demand of mining plants is characterised by little or no
variations in daily and seasonal demand (as shown in section 3.9 on page 72), the im-
pact of such demand analysis would not provide any valuable insight. Lower and higher
levels of power demands would only mean that the power system should be linearly re-
sized. On the contrary, a detailed analysis of demand patterns would provide valuable
information in a domestic context or in industries with discontinuous processes.
7
P O RT F O L I O T H E O RY: C O S T R I S K
Previous results have conclusively demonstrated that the cost of CSP hybrid power
systems is lower than other systems or near-optimal in three out of the four mines
considered in this research. These results also have suggested that larger shares of re-
newable power are associated with large capital investments and relatively low variable
costs. On average, the power mixes of the CSP base cases were found to feature over 65%
higher capital costs than no-CSP alternatives. These different ratios of capital costs over
lifecycle costs imply that different solutions have different capital risk profiles. Capital in-
tensive alternatives are more sensitive to changes in mine-life values. Alternatively, fuel
intensive alternatives are more sensitive to changes in fuel prices and fuel policies. The
trade-offs between these different risks is investigated in this chapter. A portfolio frame-
work is introduced in order to compare these different risk factors. A decision-analysis
is subsequently proposed in order to rank the investment alternatives according to dif-
ferent risk perspectives. Accordingly, the research question addressed in this chapter is
the following: What is the influence of cost risks on the economics of hybrid renewable
power systems?
This chapter is structured as follows. First, the underlying assumptions of the portfo-
lio framework are stated in section one. Second, the cost risk of various fuel types is
characterised in relation to the historical times-series of fuel prices. In section three, the
disaggregated cost risks are presented in a portfolio of different technological mixes
with respect to several risk factors. The decision space is analysed and discussed in the
last section of this chapter.
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7.1 scope of portfolio theory
The aim of portfolio theory is to optimise both cost and cost risk, where the cost risk
represents the strength and likelihood of potential cost variations over time. A number
of different risk categories can be considered in such analysis.
The first cost category relates to fixed costs, which include capital costs, cost overruns,
and fixed O&M costs. A key area of interest in this category relates to the investment
period (i.e. mine-life) that is used to discount the annual investment costs (through a
capital recovery factor). The mine-life is particularly interesting because it is associated
with the risk of early market exit, which relates to various factors of uncertainty such
as commodity price cycles as well as political, geological, and operational risks. Capital
cost overruns are neglected in this analysis due to the relatively low complexity and
maturity of in-scope technologies (i.e. wind, PV, diesel, battery). Yet, a contingency cost
is considered in the cost structure of CSP plants, which is arguably the most complex
power alternative of this research. Fixed O&M costs are also neglected from the portfolio
analysis because they represent a negligible fraction of total life-cycle costs.
The second cost category relates to variable costs, which consider maintenance costs,
fuel costs, and carbon costs. On the one hand, the risks associated with maintenance
costs are often neglected in portfolio theory due to their relatively small influence on
total life-cycle costs. On the other hand, fuel costs and carbon costs can have a large
influence on the competitiveness of hybrid renewable power systems as they represent
up to 93% of total life cycle costs (TLCC) - depending on the amount of fuel-based power
in a power system and given no carbon taxation (see appendix A on page 263 for more
details).
7.1.1 Assumptions
A number of assumptions have been taken in order to model portfolio cost risk. First,
the different portfolios of technologies are based on the results of research question one
(RQ1) given in table 5.1 on page 114 - and further detailed in appendix A on page 263.
The optimised results of research question two (RQ2) have not been chosen for this
chapter. RQ2 results assume the worst case scenario for climate resources throughout
the lifetime of the investment. While this assumption is useful to perform an adequacy
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analysis, the “typical year” of climate data used in RQ1 is more realistic to value system
costs over several years of energy generation.
Second, HELiOS-Mining does not consider the salvage value of generation plants. A
salvage value of zero was not a limitation in previous research questions because the
mine-life periods of selected mines are relatively similar to the lifetimes of selected
power systems. This is, however, a limitation for the cost risk analysis of shorter mine-
life periods. It is expected that this factor has a relatively limited impact because disposal
and relocation costs should significantly offset the salvage value.
Third, the fuel costs are modelled using historical fuel prices that include both fuel
and excise costs. As a result, the volatility of historical retail prices is used to measure
the impact of fuel policies - using a probabilistic approach. Conversely, the cost risk
assumption for carbon taxation is scenario-based because there is not enough historical
data to generate meaningful time-series of carbon prices. Both fuel and carbon costs
are used to model the LCOE for fuel costs only (without capital expenditure), which
represents the fuel cost independently of the capacity factor.
Finally, the time-series of historical data have been corrected for inflation. The CPI of
each country was applied to historical prices in order to derive real prices with a 2015
base year for both unit costs and cost risks - same unit than the LCOE of RQ1.
Additional methodological steps on portfolio modelling are given in section 3.8 on
page 69.
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7.2 fuel prices
Historical fuel prices serve as data inputs to characterise the volatility and the risk as-
sociated with future fuel price changes. Further details on the different steps leading to
the cost risks are given as follow for selected fuels.
7.2.0.1 Historical fuel prices
While the historical data for fuel prices are considered on an after-tax basis, it is use-
ful to highlight the weight of the excise tax in the selected countries of this research.
Figure 7.1 provides this information for a number of OECD countries. Interestingly, the
excise taxes in Canada, Chile, and Australia represent a relatively small fraction of fuel
costs compared to other OECD countries. Hence it can be assumed that these countries
experience a higher volatility in fuel prices than countries with higher excise rates.
Figure 7.1: Excise taxes on gasoline and diesel in OECD countries in year 2010 (Parry and Strand,
2012)
Figure 7.2 presents the mean real fuel prices for diesel, LNG, and grid prices, which are
the relevant fuels associated with the results of RQ1 base cases (as given in table 5.3 on
page 125). The average real fuel price change per year in Chile, Canada, and Australia
is 2.9%, 4.9%, and 2.5% respectively for diesel fuel and 4.3%, 4.7%, and 5.6% for LNG
prices1.
Finally, the marginal generation costs of Chilean grid power have increased by an av-
erage of 13% over the period. Yet, the variation of retail grid prices is expected to be
1Historical real fuel prices have been modelled using CPI data and historical fuel prices (see section 4.6.5
on page 104 for data sources). Historical exchange rates for the conversion of local currency values to USD
were obtained from Oanda (2016). Currency conversion of historical time-series was performed on a yearly-
average basis.
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relatively lower than the variation of marginal generation costs presented in this ana-
lysis - as transmission and distribution costs tend to be relatively independent of fuel
market prices.
Figure 7.2: Historical variation of real fuel prices for selected mining regions
A key take-away from historical price data is that a real fuel price increase has been
observed in the selected countries of this PhD. Because energy engineering analyses
tend not to account for real price changes, the future generation costs of fuel-based
alternatives might be higher than expected. The portfolio approach presented in this
chapter provides a framework that considers both expected cost and changes in real
fuel prices (i.e. fuel cost risk)2.
7.2.1 Time-series forecasting
An autoregressive moving average (ARMA) approach was adopted to characterise the
change in historical fuel prices and forecast fuel prices. A logarithmic transformation
with a first order differencing was applied to historical data in order to achieve station-
arity, which is a requirements of ARMA models (Aggarwal et al., 2009). This analysis
was performed with the software @Risk in order to facilitate the data transformation pro-
cess and select the best fitted ARMA model. Because many types of forecasting models
are compared in @Risk, the final selection was based on the value of the fit ranking given
by the Akaike’s information criterion (AIC) as illustrated in figure 7.3. In this fit ranking,
the AIC value compares the fit of ARMA processes (autoregressive, moving average),
GBM (geometric Brownian motion) and its variations, and ARCH (autoregressive condi-
2Note that longer time-series could be used to model changes in historical prices. Because the retail
diesel prices for Australia and Chile were not readily available before 1999, the scope of this analysis is
constrained to the 1999-2015 time-period.
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tional heteroscedasticity) and its variations. ARMA processes were found to provide a
better fit for all price projections of this research.
Figure 7.3: AIC fit ranking
Other types of model could be considered for price fore-
casting such as general equilibrium analyses or artifi-
cial neural network (Li et al., 2005). The ARMA model
was chosen because is it a parsimonious approach that
provides insights on future price variances based on
past variances. It is a relatively simple approach that
does not aim at predicting future prices but rather at
characterising the risk of price changes based on his-
torical data - which is one objective of the portfolio ap-
proach.
The forecasting results of LNG prices are provided in figure 7.4. This figure provides
the expected mean of future LNG prices as well as the uncertainty bands for each time
period. The dark grey band represents the mean value +/- 25% while the light grey band
represents two standard deviations from the mean.
Figure 7.4: Uncertainty of future LNG prices
The output of this probabilistic
analysis is an array formula that
can be used to generate new
time-series at each simulation
run.
A Monte Carlo approach was
subsequently applied to gener-
ate the standard deviation of fuel
costs for several thousand sim-
ulations (until reaching conver-
gence). The Monte Carlo simula-
tion is using real prices as an input to HELiOS-Mining financial model. For each simula-
tion run, the financial model discounts the future fuel costs in order to return the mean
LCOE and levelised standard deviation over the investment period.
Figure 7.5 illustrates the result of this approach for both CCGT and gas turbine (GT) in
the Canadian mine. Due to the higher efficiency of the combined cycle process, the mean
LCOE and standard deviation of the CCGT plant are slightly lower than the GT plant.
The cost risks of LNG prices are approximately $0.031 and $0.033/kWh with 50% of the
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Figure 7.5: Monte Carlo analysis on future fuel prices for CCGT & GT (Canada)
expected LCOE comprised between $0.075 and $0.114/kWh and $0.086 and $0.124/kWh
for CCGT and GT respectively 3.
In this dataset, the best fit for the distribution of fuel costs is a lognormal distribution.
Using a lognormal distribution on the CCGT time-series, the standard deviation shifts
from $0.03141 to $0.03131/kWh, as presented on figure 7.6. Due to this relatively small
change in standard deviation, the use of a normal distribution is expected to have a lim-
ited impact on portfolio results. A normal distribution is a requirement of the portfolio
theory. The justification for this requirement is that return or cost can be approximated
by a normal distribution. Extreme events, either positive or negative, are expected but
their magnitude tend to have a limited impact over long time periods (Markowitz, 1952).
In a similar line of argument, Jansen et al. (2006) states that the mean-variance theory is
justified by the “Samuelson’s ‘Fundamental Approximation Theorem of Portfolio Ana-
lysis in Terms of Means, Variances, and higher Moments’. It proves inter alia that in many
important circumstances the importance of all moments beyond the variance is much
smaller than that of the expected value and variance. Disregarding moments higher than
variance will generally not affect portfolio choice”.
A similar approach was applied to other selected fuels. The time-series forecasting and
Monte Carlo analyses for these fuels are provided in appendix C on page 301.
3All these forecast estimates have been levelised with a nominal discount rate of 12%.
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Figure 7.6: Normal and lognormal CCGT cost distributions
7.2.2 Correlation between fuel prices
Whereas the portfolio approach focuses on the standard deviation of future fuel prices,
it also accounts for the correlation between fuel prices. Specifically, a reduction of the
cost risk is expected in portfolios with no perfect correlation between fuels. In other
words, the exposure to an individual fuel cost risk can be reduced by diversifying the
fuel sources in the portfolio. “If the returns on any two assets in the portfolio have a
correlation of less than 1, the portfolio volatility will be less than the weighted average
of the volatilities of the portfolio’s individual assets” (Jansen et al., 2006).
In any given portfolio of the RQ1 results (given in table 5.1 on page 114), only two
different fuels are ever selected together: LNG and diesel - whereas the fuel cost risk of
renewable plants is considered to be zero. Figure 7.7 presents the R² correlation values
for the three selected mining regions. Although the correlation scores are relatively high,
no perfect correlation can be observed. It is therefore expected that the diversifying
effect of the mean-variance theory will play a role if both fuels are combined in a given
portfolio.
7.3 portfolio cost risk
In this section, the results of the portfolio theory are presented for various categories of
risk. Cost risks associated with fuel prices are first presented along with the Pareto effi-
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Figure 7.7: Correlation between fuel prices across mines
cient frontier. Although the mean-variance theory puts a great emphasis on fuel prices,
other factors are of importance to characterise the broader cost risk of each portfolio.
These other factors are presented in two subsequent subsections with respect to mine-
life and carbon taxation cost risks. The total cost risk is then provided for each portfolio
of generation technologies. All these risk factors are subsequently included in a decision-
analysis framework in section 7.4 on page 197.
7.3.1 Fuel Prices
Figure 7.8: Levelised cost risks of selected fuels across three
mining regions ($/kWh)
The levelised standard devi-
ations of fuel costs for all
selected fuels is presented
in figure 7.8. These estim-
ates represent the fuel cost
risk before accounting for
the correlation between fuel
prices.
A number of insights can be
derived from these results.
First, diesel fuel presents the
highest cost risk coefficients with approximately $0.10/kWh in the Australian and
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Chilean mines and $0.07 /kWh in the Yukon mine. This latter mine has a relatively
lower cost risk due to a lower volatility in historical diesel prices. Together, the diesel
cost risks account for approximately 60% of the selected fuel cost risks in this study.
The cost risk associated LNG fuel varies between $0.031 and $0.036/kWh across mines
4. Finally, the cost risk of grid power is relatively high with $0.062/kWh due to the high
historical volatility of grid prices in Northern Chile. A recent study identified that lower
rainfall, drought, natural gas shortages, and earthquakes are accountable for the high
volatility of Chilean grid prices (Grageda et al., 2016).
Figure 7.9: Upside and downside fuel cost risks
The fuel cost risk features two distinct sides. The upside cost risk represents the poten-
tial for lower costs than the expected mean while the downside cost risk refers to higher
fuel costs. Figure 7.9 presents the optimal portfolios from RQ1 analyses with error bars
that represent the upside and downside cost risks - results includes correlation effects
between fuel prices. On the one hand, diesel-intensive portfolios feature the highest un-
certainty while both downside and upside cost risks are decreasing with higher levels
of renewable penetration. On the other hand, portfolios with large shares of LNG (e.g.
CCGT alternative in Yukon) present significantly lower cost risks than their diesel coun-
terparts.
4Note that this volatility only refers to the fuel component of LNG prices and does not consider trans-
portation costs. As a result, the LNG cost risk is relatively similar for both trucked and pipeline LNG.
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Figure 7.10: Fuel cost risk of generation portfolios across selected mines
Figure 7.10 presents the key output of the portfolio theory: the comparison of unit cost
and cost risk. The efficient frontier on this chart enables to identify the Pareto efficient
portfolios. The Pareto efficiency refers to a state of allocation of resources in which it is
not possible to improve one factor without making the other factor worse-off (Merton
et al., 1972). In other words, the efficient frontier represents the points beyond which it
is not possible to improve the cost without increasing the cost risk. For instance in the
North-Australia mine, the Wind & PV & Battery portfolio has the same cost risk than
the PV & Battery but features a lower unit price. The Wind & PV & Battery therefore
represents the frontier of this LCOE level as it is not possible to reduce the LCOE without
increasing the cost risk. Further observations on portfolio results are given as follow.
atacama , chile (grid-connected): The portfolio with CSP and grid power
features the lowest level of fuel cost risk with $0.027/kWh due to a large share of renew-
able resources (i.e. 57%). The combination of PV and grid power presents the lowest cost
of all portfolios and a cost risk of $0.045/kWh. Beyond those points, it is not possible to
further improve the LCOE without increasing the cost risk. Interestingly, the grid-only
alternative presents the highest level of cost risk with $0.062/kWh. As a consequence,
the integration of renewable resources contributes to significantly reduce the fuel cost
risk in this mine and while at the same time reducing the generation unit cost (compared
to grid-only baseline).
192 portfolio theory : cost risk
atacama , chile (off-grid): Three portfolios present Pareto efficient characterist-
ics in this mine. The first portfolio features 100% of renewable power with a combination
of wind, PV, and battery. It is not possible to improve the cost risk factor at this point
without increasing the LCOE. The second and third Pareto efficient portfolios include a
mixture of wind, PV, and CSP power. One of these portfolio presents a slightly higher
cost risk associated with small diesel backup capacities whereas the other portfolio has a
lower cost risk due to the LNG share via the CSP backup boiler. The cost risk of both of
these portfolios is also reduced due to the diversifying effect (i.e. diesel and LNG fuels).
Again, the baseline with 100% of diesel-based generation presents the highest level of
cost risk whereas low risk portfolios include large amounts of renewable capacities.
north-western australia (off-grid): Two portfolios are Pareto efficient in
this mine. The first one combines wind, PV, and battery with no fuel backup capacities.
The second one is the RQ1 least-cost portfolio featuring CSP, gas-backup, and diesel
power. Similarly to the Chilean mine, the least-cost portfolio is associated with a very
low cost risk due to a large share of renewable and a small diversifying associated with
LNG and diesel fuels.
yukon, canada (off-grid): Three generation portfolios have been identified as
Pareto efficient in this mine. Two of them involve a combination of wind, CCGT, and
diesel while the third one features a CCGT and diesel plant with no renewable resources.
These portfolios are all situated in the nearby area of $0.15/kWh for generation costs
and between $0.026 and $0.034/kWh for cost risks. These results further stress that
renewable alternatives can reduce the cost risk while providing near-optimal unit costs
in this mine.
7.3.2 Mine-life
In this section, the impact of shorter mine-life periods on the LCOE is investigated in
a portfolio approach. Shorter mine-life values have different impacts on the LCOE de-
pending on the capital-intensity of a generation portfolio. This analysis is particularly
relevant because RQ1 least-cost technologies tend to be extremely capital-intensive com-
pared to baseline alternatives.
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Figure 7.11: Unsymmetrical evolution of the LCOE in relation to mine-life
Figure 7.11 presents the changes in LCOE associated with different mine-life periods
for all RQ1 portfolios. Two key observations can be made. On the one hand, generation
portfolios with low renewable penetration are relatively insensitive to changes in mine-
life for values between 5 and 45 years. This outcome is consistent with the sensitivity
analysis of section 5.3.2.3 on page 138 in which fuel-intensive alternatives dominate the
solution space of short mine-life periods. On the other hand, the impact of shorter versus
longer mine-life periods on the LCOE involves unsymmetrical changes. Due to the dis-
counting of future cash-flows (used to calculate levelised unit costs), shorter mine-life
periods have a much greater impact than longer mine-life periods. The resulting distri-
bution of LCOE is therefore not fitting a bell curve and is consequently incompatible
with the requirement of the portfolio theory.
This issue is addressed by using the semi-variance, also called downside risk, in or-
der to solely account for the risk of shorter mine-life periods. This metric calculates the
standard deviation of the distribution based on positive cost risks only and consequently
assumes that negative cost risks are symmetrical (i.e. normal distribution). The interpret-
ation of the results should only be performed with respect to the downside risk (and
not upside returns). The standard deviation of downside risk SDd is calculated with
SDd =
[
∑mi=1(X− E(X))2f or{X≤E(X)}
] 1
2
; where X is the expected LCOE for the expected
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mine-life and E(X) is the LCOE of a shorter mine-life 5. Several past studies have demon-
strated that the fundamental structure of the mean-variance theory is retained when the
semi-variance is substituted for standard deviation to measure the cost risk (Hogan and
Warren, 1974; Chong and Phillips, 2012).
Figure 7.12: Mine-life downside risk of generation portfolios (one standard deviation from the
mean)
The downside risk of each generation portfolio is represented with error bars on fig-
ure 7.12. This result further suggests that high renewable penetration is associated with
higher mine-life cost risk. Interestingly, the results of the mine-life cost risk are sym-
metrically opposed to the fuel cost risk - given in section 7.3.1 on page 189. Most risky
technologies in terms of fuel cost risk are also the least risky technologies in terms of
mine-life cost risk. This outcome is even more striking when looking at the efficient fron-
tier in figure 5.18. All low-risk technologies (on the left of the x axis) are associated with
baseline portfolios, i.e. 100% diesel or grid power.
A number of compromises between mine-life downside risk and unit cost can be found
in the solution space of this portfolio analysis. Generation portfolios with no CSP plants
form the major part of these compromises in Chilean and Australian mines. These port-
folios typically include between 25 and 50% of renewable resources in their mix while
the remaining power supply is obtained via diesel or grid power. These solutions balance
both capital intensive and fuel intensive power alternatives in a generation portfolio. An-
5Note that there is no diversification effect associated with this cost risk as it is assumed that there is a
perfect correlation between the investment periods of generation technologies in a given portfolio.
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Figure 7.13: Efficient frontier for the mine-life cost risk
ecdotally, the gas turbine option is identified as Pareto efficient in the Yukon mine due
to its lower capital cost and consequently lower mine-life cost risk - whereas the CCGT
alternative is RQ1 least-cost portfolio (see table 5.1 on page 114).
7.3.3 Carbon Taxation
Whereas the risk associated with fuel prices have been considered in section 7.3.1 on
page 189, this analysis was solely based on historical prices with no carbon taxation.
An additional risk should be therefore considered for carbon-emitting technologies. The
impact of carbon taxation on the LCOE of generation portfolios is presented in figure
7.14. Similarly to the mine-life criterion, the cost risk of carbon taxation is calculated for
the downside risk (as the baseline is a carbon price of $0/TCO2).
These changes of carbon prices show different effects with respect to the amount of
renewable resources. Portfolios that feature high renewable penetrations are relatively
insensitive to changes in carbon taxation while the LCOE of fuel intensive portfolios are
significantly increasing as the carbon price increases. A distribution of LCOE for carbon
prices comprised between $0 and $200/TCO2 was subsequently used to derive the cost
risk associated with the potential of carbon taxation 6. Another possible approach is to
6Because the choice for this range of carbon prices is relatively arbitrary, an additional analysis is
performed in section 7.4.3 on page 204 for incremental carbon price levels.
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Figure 7.14: Variation of the LCOE as a function of carbon price
model future carbon prices based on historical data. Despite that carbon policies have
already been implemented for a number of years in some countries, there is not enough
historical data available to significantly perform such forecast (Zhu et al., 2009) - see
discussion section 8.3 on page 216.
Figure 7.15 presents the results of portfolio analysis in relation to the cost risk of carbon
prices comprised between $0 and $200/TCO2. Both the direction and the scale of these
results are similar to the fuel price cost risk results. Yet, both of these effects are additive,
which puts a greater risk on fuel intensive portfolios. The impact of the combination of
all cost risks is subsequently considered in the following section.
7.3.4 Overall Cost Risk
It is assumed that the selected cost risks of this analysis are independent from each
other. As a result, the three different cost risks can be added-up in order to calculate
the total cost risk (Jansen et al., 2006). The error bars represented in figure 7.16 show
the impact of the aggregated cost risks for different mine-life periods, fuel prices, and
carbon prices. Interestingly, the total cost risk is not symmetrical around the expected
LCOE. The downside risk is significantly higher than the upside risk as both mine-life
and carbon taxation are only associated with negative returns (or positive cost risk).
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Figure 7.15: Efficient frontier for carbon taxation cost risk
Figure 7.17 presents the results of the portfolio analysis with respect to the total cost
risk 7. Each generation portfolio has a risk of at least $0.09/kWh, which represents a
potential risk premium comprised between 40 to 50% of portfolio unit costs. Baseline
portfolios (i.e. 100% diesel or grid power) have the highest cost risk values due to high
cost risks for fuel and carbon prices (and despite a low mine-life cost risk).
Low-risk portfolios feature high renewable penetration in all selected mining regions.
Interestingly, least-cost portfolios of the Australian and Chilean off-grid mines are also
the least-risk portfolios. As a result, no efficient frontier can be drawn for these mines
(but rather an efficient point). Yet, different perspectives on each cost risk element can
lead to different choices. These different outlooks on future input values are investigated
in the following section.
7.4 decision-making analysis
Whereas portfolio theory is useful to select a generation portfolio with minimal cost risk
for a given unit cost, the portfolio framework is not providing insights on trade-offs
between higher unit cost and lower cost risk. In other words, is it worth investing in a
more expensive power system in order to reduce the cost risk? Furthermore, portfolio
7Because cost risks are aggregated, the scale of the x axis have higher values than in previous portfolio
analyses
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Figure 7.16: Total cost risk of generation portfolios
theory does not intrinsically consider different types of decision-makers. Some agents
might be aiming at reducing the risk while others at reducing the expected cost. A
decision-analysis is performed in following sections in order to tackle these issues, and
further discussion points on decision-making are given in chapter 8 on page 213.
7.4.1 Approach
Arnold et al. (2002) have distinguished two types of agents: conservative and progressive.
On the one hand, a conservative actor is an agent who focusses on the likelihood of being
worse off as compared to his past situation. Conservative actors are further characterised
as being opened to change only if the worst case scenario is improving the current
situation. On the other hand, a progressive actor is an agent who is inclined to focus
on changes that can improve his/her current situation, while ignoring the potential
for states of nature that could be detrimental. These two behaviours are referred as
pessimistic and optimistic decision-making.
As discussed in the literature review (see section 2.4 on page 33), the MaxiMin and
MaxiMax principles can be used to describe both behaviours. In this research, the Max-
iMin principle (i.e. pessimistic decision-making) considers the expected LCOE of each
generation portfolio plus one standard deviation (i.e. cost risk), which is given by the
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Figure 7.17: Efficient frontier for aggregated cost risks
portfolio analysis. Conversely, the MaxiMax (i.e. optimistic decision-making) is calcu-
lated by subtracting one standard deviation from the expected LCOE. In a nutshell, this
approach provides a different economic ranking for each generation portfolio depend-
ing on whether the decision criteria is the downside or the upside risk, both risks being
two distinct sides of the portfolio cost risk. This analysis is therefore both similar and
different than the sensitivity analyses performed in section 5.3 on page 123. It is similar
because it investigates the same parameter space and similar input changes. It is differ-
ent because the results are based on given portfolios with given generation technologies
and sizes - as opposed to RQ1 sensitivity analyses for which a new optimisation run
was performed for each input change. In this analysis, the input changes do not affect
the unit cost but it affects the risk associated with the unit cost. As a result, the focus of
this analysis is on choosing the optimal generation portfolio among several portfolios in
relation to a number of risk factors.
7.4.2 Range of decisions
A number of cost risks can be considered to rank the economic competitiveness of gener-
ation portfolios. In this research, the cost risk associated with mine-life, fuel prices, and
carbon prices have been considered in a portfolio framework. The standard deviations
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of these risk factors are used here to determine the ranking of generation portfolios with
respect to the MaxiMin and MaxiMax principles.
The following result tables present the different economic rankings for different per-
spectives on risk factors. The central scenario represents the RQ1 ranking (i.e. neutral
perspective with no consideration of cost risk) whereas the MaxiMin and MaxiMax rep-
resent pessimistic and optimistic rankings. The rank of the least-cost portfolio for each
risk criteria is highlighted in bold white. A number of combinations of risk factors are
also presented in the right columns of the tables.
These risk-adjusted rankings are presented in table 7.1 on the next page and 7.2 on
page 202. The first table presents the results of both grid-connected and off-grid Chilean
mines while the second table focusses on the off-grid Canadian and Australian mines.
Key observations are provided as follow.
7.4
d
ec
isio
n
-m
a
k
in
g
a
n
a
lysis
201
Table 7.1: Range of potential decisions in Chilean off-grid and grid-connected mines
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Table 7.2: Range of potential decisions in Canadian and Australian mines
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atacama , chile (grid-connected): The least-cost portfolio of RQ1 (i.e. central
scenario) is outranked by other portfolios when taking into consideration any of the se-
lected risk factors - hence constituting a relatively fragile solution. On the one hand, both
MaxiMin factors for fuel price and carbon taxation lead to an alternative portfolio (CSP
and grid power). This alternative portfolio is associated with higher shares of renewable
penetration and therefore presents lower cost risks for fuel and/or carbon prices. On the
other hand, the grid only portfolio is favoured when considering a pessimistic outlook
on the mine-life cost risk. In other words, a mining company with a pessimistic outlook
on mine-life and neutral outlook on other factors would favour grid power over other
alternatives.
atacama , chile (off-grid): The least-cost RQ1 central scenario remains the
most competitive portfolio for all risk factors with the exception of one combination of
risk factors. Interestingly, the optimal generation portfolio associated with a pessimistic
outlook on mine-life combined with an optimistic outlook on fuel prices is composed
of 100% of diesel power. This result implies that, under certain circumstances, it is more
beneficial to solely use diesel power to power mining activities. The same combination
of risk factors is also associated with an increasing competitiveness of portfolios that in-
clude PV, wind, and diesel power - whereas CSP-based portfolios tend to move down the
ranking. Hence, the influence of risk preferences could lead to tremendous differences in
the choice of the power system. Risk preferences of mining companies are subsequently
discussed in chapter 8 on page 213 with respect to geological, financial, and societal risk
factors.
yukon, canada (off-grid): Least-cost portfolios in this mine are either diesel/C-
CGT or wind/diesel/CCGT depending on the chosen risk perspective. Both the RQ1
central scenario and the optimistic perspective on fuel prices are associated with 100%
fuel-based portfolios. The consideration of pessimistic risk factors for fuel and carbon
prices lead to an uptake of wind power in the portfolio. This share of renewable power
helps alleviating the risk of higher unit costs for CCGT and diesel power. Interestingly,
the gas turbine portfolio is outranking the CCGT alternative when considering the mine-
life risk factor. Capitally intensive technologies such as CCGT (as opposed to regular
gas turbines) have lower unit costs but are more sensitive to shorter investment periods.
Trade-offs between capital cost and investment period are therefore different depending
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on whether a pessimistic, neutral, or optimistic perspective is considered as mine-life
risk criterion.
north-western australia (off-grid): The results for this mine are relatively
similar to the off-grid Chilean mine. Under certain risk conditions, the optimal portfolio
is shifting from high renewable penetration to 100% fuel-based. Portfolios including
large shares of renewable resources tend to move up the ranking for pessimistic outlooks
on fuel and carbon prices whereas portfolios with larger shares of fuel-based power tend
to be more competitive when taking into account the mine-life criterion. Together, these
risk factors lead to widely diverse solutions depending on the chosen risk perspective,
and illustrate how risk factors can drive large shift in optima.
7.4.3 Impact of carbon prices on decision-analysis
The potential for new carbon policies in future years implies that fuel-intensive alternat-
ives have a higher cost risk. This cost risk has been characterised by considering the time-
series of portfolio unit costs for carbon prices comprised between $0 and $200/TCO2.
While the choice of these values is based on marginal price ranges for the next 20 years
in decarbonisation pathways, it does not reflect historical time-series. In order to tackle
this issue, an additional analysis is provided in tables 7.3 on the facing page and 7.4
on page 207 for incremental levels of carbon taxation. For obvious reasons, this analysis
is only considering a pessimistic outlook on decision-making, i.e. carbon prices above
$0/TCO2.
In the grid-connected Chilean mine, the optimal generation portfolio is shifting from
PV/Grid to CSP/Grid for all carbon prices equal or above $50/TCO2. At this price level,
the carbon emissions of the grid power generate a significant cost premium to the mine.
This cost premium is largely reduced in portfolios with higher levels of renewable pen-
etration8. In the off-grid Chilean mine, there is no significant shift in the ranking of
least-cost portfolios. Because the RQ1 central scenario already includes 80% of renew-
able energy, the carbon taxation has no significant impact on the ranking of generation
portfolios.
8Note that this evaluation is based on current levels of grid emissions. Changes in the grid generation
mix would imply different cost premiums for carbon emissions.
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Table 7.3: Range of potential decisions in relation to carbon prices (Chile)
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As shown on table 7.4 on the facing page, the expected LCOE of the Yukon mine is
sensitive to the risk of future carbon prices. Significant renewable uptake occurs when
the risk of carbon taxation is equal or above $50/TCO2. This shift in generation portfolio
is taking place for wind generation only. Other renewable technologies have too high
expected unit costs to be in the top ranking portfolios of this analysis. Interestingly, the
risk of a carbon policy in Yukon is plausible as the Canadian government is considering
to implement a $15CAD/TCO2 across provinces. This price level is expected to increase
year on year. Interestingly, the neighbouring province of British Columbia has already
implemented a $30CAD/TCO2 (Mildenberger et al., 2016).
Finally, in the Australian mine, the ranking of generation portfolios is insensitive to
carbon prices for most portfolios. The second generation portfolio presents, however,
a relative sensitivity to the risk of carbon prices equal or above $50/TCO2 - due to
32 % of fuel-based power via the CSP gas-backup. This share of gas-backup is very
high compared to other CSP-based portfolios, which therefore results in a significant
cost risk associated with future fuel and carbon prices. Interestingly, a carbon price of
$23AUS/TCO2 was implemented in 2012 and then revoked in 2014. Yet, in this policy
scheme, Australian-based mining companies received up to 95% of free carbon units in
an effort to maintain the competitiveness of the industry (Jotzo, 2012). More recently,
an emissions trading scheme was planned and almost immediately repealed by the
Australian government. Further discussion elements on future carbon policies are given
in section 7.19 on page 210.
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Table 7.4: Range of potential decisions in relation to carbon prices (Canada, Australia)
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7.5 summary
The cost risks associated with different factors of risk were investigated in this chapter.
First, portfolio analysis has demonstrated that different risk factors have contrary effects
on the expected unit cost. The risk factor associated with future fuel prices was found to
clearly disadvantage portfolios with large shares of fuel-based power. Further, it was ob-
served that diesel power has the largest cost risk among the selected power technologies
of this research. Despite this risk level, diesel plants were found to have a negligible cost
risk when solely used as backup capacity (i.e. low capacity factor and high unit cost) so
as to maintain system adequacy at appropriate levels. Second, the risk of future carbon
taxation was found to present similar effects to the risk associated with future fuel prices.
Yet, this effect is limited to downside risk as there is no potential for negative carbon
prices. Combined with the fuel price cost risk, these fuel-price related factors have the
largest influence on expected unit costs. Third, the risk of shorter mine-life periods was
found to have an opposite effect to fuel and carbon price risks. Generation portfolios
with large shares of renewable power and small shares of fuel-based power are the most
sensitive to the mine-life risk criteria. The capital intensity of such portfolios was found
to be the underlying cause of this result. Therefore, the CSP-based portfolios, which
were found to be cost optimal or near-optimal in three mines, can be seen as high risk
from a mine-life perspective.
Together, these cost risks have been taken into consideration in a portfolio framework
that characterises trade-offs between unit cost and cost risk. A number of Pareto im-
provements have been identified by this analysis. Cost risk can be improved by increas-
ing the share of renewable penetration in three out of four mines. Yet, while the cost risk
keeps diminishing with higher renewable penetration, the generation portfolios with
more than 80% of renewable resources have much higher unit costs.
Further, it was highlighted that a decision-maker might consider each of these risks
independently based on its attitude to risk or perspectives on context-specific elements.
For instance, a mine with a high geological uncertainty might be more likely to exit or
shutdown earlier than expected if the commodity price falls below the average cost (as
discussed in section 8.2 on page 214). It was therefore argued that the consideration of
each risk independently of each other might generate additional insights on the range
of possible decisions - instead of one optimal solution. Subsequently, a decision-analysis
was performed with respect to pessimistic and optimistic decision criteria on each risk
factor.
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Figure 7.18: Range of potential decisions in all selected mines
Figure 7.18 summarises the results of the decision-analysis. On average, RQ1 optimal
results remain in the first quartile of ranking results for the Chilean and Australian
off-grid mines - hence demonstrating the robustness of RQ1 results for these mines.
Yet, while considering the entire decision space, it was found that the range of possible
decisions is very different across the various generation portfolios. Specifically, the port-
folios with 100% of diesel or grid power have the largest decision space. Those portfolios
can viewed as optimal or worst solutions depending on the chosen risk perspective. Ac-
cordingly, a decision-maker with a positive outlook on fuel prices and a negative outlook
on mine-life would favour fuel-based power systems. Conversely, portfolios with 100%
of renewable power always remain at the bottom of the cost ranking independently of
the chosen risk perspective.
An additional analysis was subsequently performed for incremental levels of carbon tax-
ation. The results of this analysis highlighted that a number of renewable technologies
can be viewed as economically optimal for carbon prices equal or above $50/TCO2. Fig-
ure 7.19 on the following page summarises the result of this analysis. The direction of
changes in the economic ranking of this figure provides a number of insights. Specific-
ally, portfolios with larger shares of renewable resources tend to move up the ranking
as the expected carbon price increases. Yet, higher levels of carbon prices only affect top
ranking portfolios in two mines: Chilean grid-connected and Yukon off-grid mines. In
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Figure 7.19: Range of potential decisions in relation to different carbon prices
Atacama, Chile (Grid−Connected) Atacama, Chile (Off−Grid)
North−Western Australia (Off−Grid) Yukon, Canada (Off−Grid)
Grid only
CSP Tw & Grid
Wind & CSP Tw & Grid
Wind & Grid
PV Tracking & Grid
PV & Grid
PV & Battery
Wind & Battery
Wind & PV & Battery
Diesel only
PV & Diesel
PV Tracking & Diesel
Wind & Diesel
CSP Pt & Diesel
PV & Battery & Diesel
Wind & PV & Diesel
CSP Tw & Diesel
PV & CSP Pt & Diesel
Wind & PV & Battery & Diesel
Wind & PV & CSP Pt & Diesel
Wind & PV & CSP Tw & Diesel
CSP Pt (Gas backup) & Diesel
Wind & PV & CSP Tw (Gas backup)
Wind & PV & CSP Tw (Gas backup) & Diesel
PV & Battery
Wind & PV & Battery
Diesel only
PV & Diesel
PV Tracking & Diesel
PV & CSP Tw & Diesel
Wind & Diesel
CSP Pt & Diesel
PV & Battery & Diesel
Wind & PV & Diesel
CSP Tw & Diesel
PV & CSP Pt & Diesel
Wind & PV & Battery & Diesel
Wind & CSP Tw & Diesel
Wind & PV & CSP Pt & Diesel
Wind & PV & CSP Tw & Diesel
Wind & PV Tracking & CSP Tw & Diesel
PV & CSP Tw (Gas backup)
CSP Tw (Gas backup) & Diesel
Diesel only
PV & Diesel
PV Tracking & Diesel
PV & CSP Tw & Diesel
Wind & Diesel
Wind & PV & Diesel
CSP Tw & Diesel
Wind & CSP Tw & Diesel
Wind & PV & CSP Tw & Diesel
GT & Diesel
Wind & CCGT & Diesel (Near−Optimal 2)
Wind & CCGT & Diesel (Near−Optimal 1)
CCGT & Diesel
1 3 5 7 9 11 13 15 17 19 1 3 5 7 9 11 13 15 17 19
Ranking
Po
rtf
o
lio
Carbon Taxation
$0/t
$20/t
$50/t
$100/t
$150/t
$200/t
these mines, the unit cost of near-optimal portfolios are situated in the nearby areas of
optimal portfolios. As a result, a change of carbon price has a more critical effect in these
mines.
Finally, the results presented in this chapter have conclusively demonstrated that differ-
ent perspectives on risks can lead to widely different choices. For instance, it was shown
that a pessimistic perspective on future carbon taxation could generate an uptake of
wind power in the Yukon mine whereas an optimistic outlook was solely associated
with fuel-based technologies. The consideration of future energy policies has therefore
the potential to critically impact the decisions of mining companies. These risks consid-
erations will be discussed in the following chapter along with uncertainty factors.
Part IV
D I S C U S S I O N

8
F U T U R E W O R K , L I M I TAT I O N S , A N D U N C E RTA I N T Y FA C T O R S
8.1 overview
The previous three chapters presented the results from the three research questions of
this thesis, restated below:
1. To what extent can hybrid renewable power systems minimise electricity costs and
reduce carbon emissions of the mining industry?
2. What is the optimal trade-off between capacity cost and reliability cost?
3. What is the influence of cost risks on the economics of such power systems?
Based on these research questions, the analyses carried out in previous chapters have
provided insights on the economic competitiveness of hybrid renewable power systems
associated with costs, reliability costs, and cost risks. It was specifically shown that
hybrid renewable power systems can reduce significantly both generation costs and
emissions but tend to be much more capital intensive, which implies higher risks from a
mine-life perspective. Conversely, the capital intensity of hybrid renewable systems was
shown to be associated with lower variable costs, which implies lower risks for changes
in fuel and carbon prices. At the same time, more traditional generation alternatives,
such as diesel or grid power, have proven to be much less capital intensive and less
risky for shorter mine-life periods while presenting higher fuel and carbon price risks.
This contrast between capital and fuel intensive alternatives has resulted in conflicting
views in the decision-analysis.
Because different risk factors present serious implications for determining the optimal
energy choice, a number of different risks and influencing factors are further investig-
ated in this chapter and used as a way to frame the discussion and determine the future
work. The following risk factors are discussed in this chapter:
1. Impact of geological and price uncertainty on mine-life risk,
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2. Consideration of internal and mandated carbon prices,
3. Influence of alternative financing options on technological uptake,
4. Other influence factors.
The key areas of uncertainty are also provided at the end of the chapter along with a
number of limitations on generalisation.
8.2 geological and output price uncertainties
Past research has largely emphasised that one of the largest risks that mining operations
are facing is the commodity price (Castillo and Dimitrakopoulos, 2014; Zhang et al., 2007;
Albor Consuegra and Dimitrakopoulos, 2009). Whereas this risk has not been explicitly
considered in the risk-analysis in chapter 7 on page 181, a proxy has been used instead:
the mine-life period. Producer theory has described the relationship between mine-life
and market prices from a short-run and long-run perspective. A mine can operate in
the short-run while the commodity prices are below the average total cost as long as the
variable costs are covered - otherwise the mine would experience a short-run shutdown.
However, in the long-run, a mine facing extended periods in which commodity prices
are below the minimum of the average total cost would lead to early market exit and
generate significant exit costs. In this research, these exit costs are represented by the
monetary valuation of the mine-life risk factor.
Because very large capital expenditures are required upfront for the construction of
hybrid renewable power systems, these systems present higher mine-life risks than fuel-
based alternatives. A decision analysis has taken into consideration this risk by account-
ing for the semi-variance of LCOE time-series with mine-life periods comprised between
5 and 45 years. This analysis has shown that in two out of four mines, the consideration
of the mine-life risk factor leads to different optimal choices. Similarly, in section 5.3.2.3
on page 138, it was shown that 100% fuel-based alternatives become cost optimal for
off-grid mines with a mine-life below 5 years and below 11 years in grid-connected
mines.
Traditional evaluation methods in mining tend to deal with uncertainty by assuming an
average case scenario, which tends to be chosen conservatively (Castillo and Dimitrako-
poulos, 2014). A conservative approach might suggest that a positive NPV is expected
much earlier than the end of the mine-life. Depending on the payback expectation, the
choice of the power system could be different. Furthermore, the investment in capital
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intensive power systems that does not allow for flexibility in mine-life, makes it hard for
mining managers to hedge against unfavourable market prices. As a consequence, the
attitude and preferences of mining managers towards flexibility and payback expecta-
tion are of importance in the decision-making. It is therefore suggested that future work
addresses this question with a qualitative interview-based approach. The characterisa-
tion of the attitudes and preferences of mining managers towards risks and flexibility
would provide additional insights to assess future uptake levels.
This issue is also closely related to geological uncertainty. Mines that face high geological
uncertainty have a mine-life expectancy that is predicted with a significant error margin
- which means that the most conservative decisions are more likely to be taken (i.e. fuel-
based or low levels of renewable penetration). Dowd (1994) has shown that one of the
most sensitive variables in mining projects is the ore reserve. He further demonstrated
that the ore reserve should be treated as a function of the commodity price. Because
the cost of mining depends, inter alia, on the grade and tonnage of the mining reserve,
the market prices determine the minimum ore grade that is required to cover the costs.
Market price and ore reserves are among the most important factors to assess mine-life
risk. Yet, both factors can never be accurately known in advance. The amount and grade
of the ore reserve estimation depends on the quality of the samples taken, as well as the
accuracy of the extrapolation method used to calculate the depletion rate. Because the
ore reserve is depleted over time, the rate of depletion is used as a basis to extrapolate
the mine-life. Dowd further characterises the risk factors associated with early market
exit by stating that “one of the most significant factors in mine failures is the inability to
meet forecast grades and tonnages”.
This research has used a relatively parsimonious approach to model mine-life risks but
a number of other approaches have been considered in past studies in order to character-
ise both geological and price uncertainties. For instance, Castillo and Dimitrakopoulos
(2014) have applied a direct block simulation (DBSim) to model uncertain geological
grades and commodity prices. Their research suggests that traditional evaluation meth-
ods tend to underestimate the size of the final pit, which potentially lead to revenue
losses. Yet, they recognise that their findings are limited by the sole consideration of a
single pit, processing, and stockpiling method. In the same line of argument, Albor Con-
suegra and Dimitrakopoulos (2009) have proposed a simulated annealing algorithm to
determine the equally probable realisation of mineral deposits. They have shown that
deterministic evaluations of ore bodies can lead to overestimating the NPV by approx-
imately 10% and the mine-life by one year.
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Alternatively, Zhang et al. (2007) have presented a reactive modelling approach that emu-
lates optimal responses to changes in market prices at each new period. This approach
suggests that the NPV of the mine can be maximised by incorporating optionality and
flexibility in mining project evaluation. McCarthy and Monkhouse (2002) have applied
a real option model to determine the economic viability of a copper mine with respect
to commodity prices and variability of ore grade and tonnage. Interestingly, this study
suggests a diminishing discount rate over time in order to account for the risk satura-
tion effect. They further suggest that the long-run forward curve should be applied to
discount future cash flows in conjunction with a real option model. This approach is,
however, limited to the decision of opening or closing an existing mine - and does not
consider new mining projects.
Together, these alternative approaches to assess commodity and geological uncertainties
highlight that different levels of sophistication can be used to value risk and mine-life.
The semi-variance was used in this thesis to determine the mine-life cost risk. In other
words, this thesis focused on the sensitivity of unit costs to shorter mine-life values.
The most sensitive generation portfolios were presented as high risk from a mine-life
perspective. Yet, these high risk portfolios were found to present the lowest unit costs
in many cases. Because capital intensive portfolios show great economic potential, the
risk associated with long mine-life periods should be further investigated in order to
account for geological specificities.
8.3 carbon prices
Two types of carbon prices could be considered in risk analyses: company-based or
policy-based. The company-based approach implies that mining firms use an internal
carbon prices to assess investment decisions. This approach is usually used both as part
of risk management strategies in order to mitigate the risk of future carbon policies and
as a mean to identify low-carbon investment alternatives. Such internal or mandated
policy is associated with a major risk: carbon leakage. Hence, because of its impact on
marginal costs, carbon leakage might eventually favour one country over another, which
will eventually shift the geographical source of a fraction of the production - so as to
avoid carbon taxation. Yet, a recent World Bank publication has reported that to date
this phenomenon has not materialised on a significant scale (Kossoy et al., 2015). Policy
design components have helped to mitigate this issue by using a range of measures
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such as free allocations, exemptions, border adjustments, and rebates. Further, this risk
is diminishing as more and more countries are adopting carbon pricing measures.
Carbon pricing measures have been considered in this thesis with respect to different
levels of carbon price. Whereas the carbon price is mandated or internal to the mining
companies has not been specified as both measures would lead to identical outcomes -
if considered in a financial model. Specifically, it was found in section 7.4.3 on page 204
that carbon prices as low as $10/tCO2 lead to different generation portfolios in the
Chilean grid-connected mine, and $50/tCO2 in the Yukon mine. This latter case is par-
ticularly interesting as it is not economically viable to implement renewable power in
this mine without a carbon price - or a change in capital cost or fuel price. Alternatively,
it was shown in the decision-analysis in section 7.3.3 on page 195 that the implementa-
tion of carbon measures is a significant risk to the mine, and this risk is increasing as
higher fractions of fossil-fuel are included in the power mix. Accordingly, the uptake
of renewable power is therefore dependent on two carbon-related factors: a mandated
carbon-policy or the risk of a mandated carbon-policy. The latter can be either con-
sidered by implementing an internal carbon price that reflects the risk or by including
carbon risk in investment models.
Similarly to the ore reserve or commodity price uncertainties, the future level of carbon
prices cannot be known. Two analyses have been performed in this thesis to incorporate
this risk: the consideration of the semi-variance of LCOE time-series for carbon prices
comprised between $0 and $200/tCO2, and the consideration of incremental carbon
price levels from $20 to $200/tCO2 (scenario-based). The former provided insights on
generation portfolios that are the most sensitive to carbon taxation while the latter de-
scribed the changes in optimal generation portfolios for different carbon price levels.
Similarly, Zhu et al. (2009) have applied a scenario-based approach to model carbon
prices and determine optimal outcomes. They applied a Monte Carlo approach to de-
termine the upper and lower bounds of different portfolios costs. While their method
was slightly different to the one applied in this thesis, the rationale is identical: because
there is not enough historical data on carbon prices, the favoured approach is to assess
different scenarios. These different scenarios can provide useful insights on cost sensit-
ivity and tipping points. For instance, portfolios that are the most sensitive to a small
change in carbon price present a much higher risk, probabilistically speaking. For in-
stance, wind power is included in the optimal mix for a carbon price of $10/tCO2 in
the Chilean grid-connected mine. If a carbon policy is planned, such a small carbon
price is likely to be in effect soon-after the policy is implemented. Conversely, the risk
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associated with high carbon prices is arguably less likely to be part of the near future.
Accordingly, even though carbon prices cannot be probabilistically modelled, the con-
sideration of current and planned carbon policies provides interesting insights for the
decision-analysis.
In the mining regions that are considered in this thesis, a number of trends can be
observed in relation to carbon and environmental policies. For instance, a provincial tax
of $CAD15/tCO2 is currently being planned in Canada and a tax of $US5/tCO2 is being
implemented in Chile for thermal plants with a capacity of 50MW or more. While these
taxation levels are not high enough to significantly change the optimal technological
mixes that are presented in this thesis, it is expected that those carbon prices will increase
year on year. Subsequently, current and planned policies might significantly influence
decision-makers to include a fraction of renewable resources in the mix - in order to
hedge off the carbon price risk. In section 5.3.1.5 on page 133, it was identified that
the most sensitive base cases relate to the Chilean grid-connected mine and the Yukon
mine, whereas the base cases of the Australian and Chilean off-grid mine are robust
solutions with respect to carbon policies (i.e. insensitive to changes in carbon price). In
all logic, the carbon risk should be at least considered for the most sensitive solutions
in order to optimise decisions and reduce the opportunity cost. Yet, the long-run carbon
prices cannot be probabilistically predicted without historical data. Instead of using
probabilities, the characterisation of the attitude of investors towards risk as well as the
content of mining sustainability strategies could provide valuable insights that could
inform a decision framework.
The carbon disclosure project from the World Bank has shed light on these sustainability
strategies in the report “Putting a price on risk: Carbon pricing in the corporate world”
(2015). It reported that 435 companies have implemented internal carbon pricing to off-
set the risk of future carbon regulations in 2015, up from 150 firms in 2014. A number
of mining and energy companies, which are high carbon emitters, have adopted this
approach - including Anglo American, Teck Resources, Canadian Oil Sands Limited,
Suncor Energy, Enbridge, or Statoil. This internal price of carbon fluctuates between $4
and $150/tCO2 between firms, and reflects a wide variety of risk perspectives among
energy and mining corporations. The dominating driver behind this approach is that
carbon pricing can help mitigating risk and identifying potential long-term investment
opportunities. Accordingly, the findings of this report signal a major point: carbon pri-
cing is now part of the cost of doing business and is included as a standard line item
in budget assumptions of mainstream businesses. Whereas the mines considered in this
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research are not part of these companies, such internal carbon pricing is nonetheless
an appropriate method to value a hypothetical carbon regulation. The level at which
such internal price should be set at is, of course, the main area of uncertainty. As a
consequence, mining and energy companies would benefit from more certainty on fu-
ture environmental regulations in order to reduce the risk associated with low-carbon
investments, especially for the most capital intensive alternatives.
8.4 financing and policy-incentives
The sensitivity analysis on discount rate given in 5.3.2.1 on page 135 has shown that
renewable-based portfolios are less competitive as the nominal discount rate increases.
It was found that CSP-based systems are viable for discount rates comprised between
10 and 14%. In the Yukon mine, wind power was found to be economically viable for a
discount rate equal or below 8%. Overall, it was shown that discount rates above 14%
are not economically compatible with energy storage and CSP plants. As a consequence,
different discount rates can have tremendous consequences for the future uptake of
renewable generation alternatives.
The discount rate is often defined as a measure of the cost of capital, which is determined
by considering risk premiums, interest rate, investment period, and tax implications
(Short et al., 2005). Better financing conditions can help reduce the cost of capital, which
would therefore improve the competitiveness of renewable alternatives1. Mendelsohn
et al. (2012) have found that guaranteed loans from public institutions have historically
improved the financing conditions of renewable projects. Specifically, their study shows
that the cost of two CSP projects was reduced by 17% under a loan guarantee scheme.
Interestingly, this study also suggests that the financing conditions tend to improve as
the technology matures and as the experience of the energy developer develops. That
is, as the most complex technologies mature, the perceived risk - represented by the
interest yield - is set to decline. Yet, well capitalised mining companies might already
have the opportunity to use their financial strength to absorb a fraction of the project
risk and put pressure on capital providers to improve financial conditions and yields.
Alternatively, a number of policy instruments (i.e. tax incentives, accelerated depreci-
ation schedule) have also been used by some countries to reduce the cost of renewable
projects. Typically, such policy schemes require that either the developer, the investor,
or the single-owner have sufficient taxable income to benefit from the tax or depreci-
1A number of additional financing arrangements have been reviewed in section 3.6.5.2 on page 64.
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ation incentives. A number of complex financial structures have subsequently arisen in
order to take advantage of these tax credits. Yet, Harper et al. (2007) suggest some these
financial schemes might present too much complexity for investors because simplicity,
standardisation, and speed of the financing method were found to be of high importance
in selecting a financial scheme. In the selected countries of this PhD research, a number
of these incentives are currently in place for renewable projects (KMPG, 2014).
In Canada, the government has committed to reduce GHG emissions by 17% by 2020
(from 2005 levels) and that 90% of the power generation be produced without GHG
emissions by 2020. As a consequence, Canada has implemented several incentives at the
provincial and federal scale, including:
• Accelerated Capital Cost Allowance (ACCA): provides depreciation advantages
for clean energy sources and energy conservation.
• Canadian Renewable and Conservation Expense (CRCE): allows developers to de-
duct a fraction of the renewable project expenses from the taxable basis or transfer
the tax benefits to investors under a flow-through mechanism.
• Scientific Research & Experimental Development Program (SR&ED): encourages
Canadian companies to carry out research in the clean energy field through In-
vestment Tax Credit (ITC) - which can represent a cash refund of up 35% of the
investment.
• Diverse mechanisms focusing on specific energy technologies and biofuels such as
ecoENERGY (biofuel and renewables), Carbon Capture and Storage Fund, Alberta
Quota Obligation, or Ontario Feed-in Tariff.
In Australia, an emission trading scheme and a carbon pricing structure have recently
been cancelled or repealed. Yet, a number of alternative measures are still in place to
incentivise the uptake of renewables.
• Regional Australia’s Renewable Program: includes two mechanisms (I-RAR, CARRE)
that offer support to off-grid and island energy systems and promote knowledge
sharing.
• Clean Energy Finance Corporation (CEFC) & Renewable Energy Venture Capital
Fund: offer complementary financing for renewable energy projects.
• R&D Tax Incentive: offers tax offset for renewable energy development and R&D
activities.
• Feed-in tariff: several state-based initiatives exist for small renewable projects - but
there is no country-based feed-in tariff.
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In Chile, the government has pledged to reduce emissions by 20% by 2025, which is
expected to materialise into an average of 650MW of new renewable capacity per year
over ten years. A number of energy policies and tax regulations have been subsequently
implemented in order to achieve the carbon target as well as increase fuel security and
attract foreign investment.
• Non-Conventional Renewable Energy Law (NCRE): mandates that energy produ-
cers incorporate a quota of at least 5% of renewable energy in their mix, directly
or indirectly. Renewable power generated in grid-connected mines would qualify
as an indirect contribution to this quota. An increase of 0.5% per year of the re-
newable quota is set to take place between 2015 and 2020. A fine of $28/MWh is
applied for non-compliant producers.
• Grants for feasibility studies (National Energy Commission): provide up to 50% of
the feasibility cost with a maximum of 5% of the estimated project cost.
• Open market access: Chile guarantees access to transmission lines with no discre-
tionary exclusions. No regulatory barriers are in place, which allows both foreign
and national companies to compete on the power market.
However, a recent study published by Nasirov et al. (2015) on the Chilean energy mar-
ket has shown that those measures have had a limited effect on the advancement of
renewable technologies. This study suggests that grid constraints, processing time, and
limited access to financing are among the main barriers that have historically limited the
uptake of renewable technologies in Chile.
To conclude, a number different mechanisms are currently in place in the selected coun-
tries of this study. Because financing conditions are intricately linked with unit cost and
risk, such incentives have the potential to alter the economics of hybrid renewable power
systems. Whereas the consideration of these different schemes is out of the scope of the
present study, it is suggested that future work should take into consideration the impact
of these policy instruments on mining generation costs.
8.5 other influencing factors
A number of additional influencing factors have been identified in the literature. On
the one hand, the social acceptance of mining projects has been seen in past studies as
being critical in order to speed-up the development process and avoid shutdowns due
to public opposition (Davis and Franks, 2011). On the other hand, Boyse et al. (2014)
222 future work , limitations , and uncertainty factors
suggest that powering local communities would impact the formal licence because it
would help expediting the permitting process for new mines. As a consequence, the
impact of power alternatives on the length and success rate of the permitting process
could be an additional consideration to investigate in future research.
Additional influencing factors that are of interest for future studies include the impact
of renewables on market value, low yields financing programs for developing countries
(e.g. UNDP, World Bank), and the impact of economic uncertainty on strategic decision-
making in global mining firms.
8.6 areas of uncertainty
Whereas previous sections have discussed the different factors that influence decision-
making, this part focuses on the uncertainty associated with the unit costs that are given
in this study in section 5.1 on page 114. These costs are given by the optimisation model
HELiOS-Mining, which relies on different types of uncertain parameters and data inputs
and consequently introduces output uncertainty. In addition, different input values can
potentially alter the results and point to different conclusions.
Two key categories of uncertain data inputs are of major importance in this thesis: de-
mand and supply. The demand input to HELiOS-Mining relates to the expected power
demand for each mine. Different patterns of energy demand could potentially lead
to different results. For instance, CSP alternatives are especially interesting for min-
ing activities because of both the high power demand at night time and low cost of
heat storage. Different day/night demand patterns would mean that other technologies
might provide more benefits than CSP alternatives and therefore alter the results of this
research. Because the mining power demand is based on continuous processes, there are
little changes in demand that can take place outside of intensity changes - which would
only imply that the sizing of the system should be linearly adjusted. Demand shifting ini-
tiatives can also alter the demand pattern in order to improve the convergence between
power demand and intermittent resources - either through process re-engineering or by
using existing storage options. Demand shifting was investigated in this thesis and it
was suggested that little economic improvements can be realised with such initiatives
but further research are required to investigate this issue (as discussed in section 5.3.2.2
on page 137).
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The second and arguably the most uncertain category of input variables relates to the
supply side, which includes technical parameters and economic variables. Uncertain
technical factors include efficiency (especially for part-loading), outage rates (forced
and planned), emission intensity, and lifetime. Uncertain economic variables include
capital costs, maintenance and operation costs, fuel and carbon prices, and cost of cap-
ital. As shown in section 5.3.3 on page 140, the use of different cost estimates can lead
to different outputs and therefore constitutes a major area of uncertainty. The rapidly
declining cost of renewable alternatives is one of the main reasons for cost uncertainty.
For instance, the cost of PV plants was first estimated at $1900/kW in 2013 and then at
$1200/kW in 2016, which represents a reduction of 37% over the three years of this PhD.
Other key areas of uncertainty are given as follow.
• Resource availability: The output of renewable resources over time is unknown
for all intermittent alternatives. An adequacy analysis has been performed in 6 on
page 163 in order to investigate the impact of this uncertainty. Whereas the histor-
ical or probabilistic worst-case scenarios have been used in this analysis, there is
no guarantee that more extreme events do not take place in future years, especially
considering climate change uncertainties. Yet, such extreme events would have a
limited impact on the results of this thesis as most systems include enough re-
dundancy to handle long periods with no or little renewable resources - as shown
in figure 6.4 on page 179.
• Time-resolution: Consideration of sub-hourly supply patterns (i.e. ramp-up rates,
intra-hour resources, and start-up time) have not been modelled due to the hourly
time scale of HELiOS-Mining. This limitation is expected to have a relatively lim-
ited impact because diesel backup can be used as spinning reserve to balance the
system - current low-speed diesel plants can be part-loaded with 10% or lower
of the power capacity, as shown in Sebastian (2009). Frequent start-ups of power
plants are another area of uncertainty as they can reduce the plant lifetime. Typic-
ally, each start-up costs 10 hours in technical life expectancy for gas turbines (DEA,
2012). Both ramp-up rates and start-up costs could be considered in future work on
a minute by minute basis for a limited number of power systems - this is unlikely
to be feasible for the full range of results given in section 5.1 on page 114 due to
the computational requirements associated with such high resolution modelling.
• Grid extension: Specific topological studies have not been conducted to value the
cost of grid-extension for off-grid mines. Such studies are particularly difficult to
perform for off-grid mining contexts (e.g. mountainous, remoteness, lack of data).
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If such study is to be performed in the future, the unit cost of both base cases
presented in 5.1 on page 114 can be used as proxy to compare the cost of grid-
extension against off-grid systems, which would in turn provide a characterisation
of the economic viability of grid-extension alternatives.
• Reliability: Stochastic simulations for power security were not conducted as enough
contingency reserves (i.e. modular diesel or grid capacity) were included in power
systems to balance forced outages (see section 4.5.1 on page 96). In addition, differ-
ent maintenance strategies have different consequences on the availability rates of
each power plant. A detailed characterisation of these consequences has not been
conducted and therefore constitutes another area of uncertainty.
• Emissions: Modelling of part-load emission performance and different types of
diesel plant (i.e. low/medium/high speed) was not performed 2, which implies
that the emission intensity of each generation portfolio given in appendix A on
page 263 might be understated in some instances.
• Temporal efficiency losses: Considerations for different icing losses at different
times/seasons of the year for wind turbines have not been included. This limita-
tion would be especially interesting to consider if different de-icing or anti-icing
technologies were to be assessed against their respective economic competitive-
ness. Similarly, the efficiency losses associated with sand or dust on PV or CSP
modules have not been modelled, which constitutes another area of uncertainty.
• Learning rate: The cost estimates that were used in HELiOS-Mining represent an-
other major area of uncertainty. There is a consensus in current research and mar-
ket studies that a cost reduction of most renewable technologies is to occur in both
short and long-term - as discussed in the sensitivity analyses on capital costs in
section 5.3 on page 123. Because this learning rate cannot be accurately forecasted,
it constitutes another area of uncertainty.
• Wind speed: The extrapolation method to calculate wind speed at different wind
hub heights introduces some output uncertainty. Neutral air flow stability is as-
sumed in this thesis but further studies would be required to assess the shape
of terrain and the stability of the air flow. Combined with in-situ measurements,
performing such study would reduce the output uncertainty of wind power plants.
The following uncertainties are associated with a number of technological characteristics
that have not been considered in current work and might influence the cost estimates
2Note that part-load performance curves are taken into consideration by HELiOS-Mining for fuel effi-
ciency.
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presented in table 5.1 on page 114. The consideration of these characteristics in future
work might alter the results given in this thesis, and therefore constitutes another area
of output uncertainty.
• Heat: CSP, CCGT and gas turbine alternatives can provide low-grade heat. For
instance, CSP can typically provide heat at up to 350ºC, which could be used
as heat booster to alleviate a fraction of the heat demand (Hu et al., 2010). The
combination of heat and power in hybrid renewable power systems is a key area
of interest for future work as it might significantly improve the economic viability
of several generation alternatives.
• Water desalination: Large CSP plants are often located in arid or semi-arid areas
(like many mining locations) and could be used for cogeneration to support wa-
ter desalination. Low-pressure steam could be extracted from the power block in
order to run multi-effect distillation (MED) stages. This process is likely to be the
most efficient for high temperature levels, such as those provided by CSP towers
(Philibert, 2010). Such analysis has been neglected in this study but is of interest
for future work - especially for developing countries in which there is a scarcity of
fresh water.
• Fuel types: Whereas biogas and biodiesel have been considered in section 5.3.1.5
on page 134, a number of additional biomass alternatives could be considered. A
report of IRENA (2012a) suggests that the LCOE of biomass-fired power plants var-
ies between $0.06 and $0.29/kWh depending on capital expenditure and fuel cost.
These technologies can provide additional benefits for industrial firms that pro-
duce biomass wastes (e.g. pulp and paper mills or sugar mills). However, if there
is no such industrial wastes, the cost of these alternatives can become relatively
high in remote locations, due to the high transportation costs associated with the
low energy density of biomass. Accordingly, most of the biomass used in power
production comes from local sources. Because of the remote nature of most mining
activities, the availability of such resources widely varies from mine to mine. Both
the Chilean and Australian mines are located in arid locations and have limited
availability of biomass. The Yukon mine has access to significant wood resources
and could be a candidate for biomass-fired power plants. However, a recent report
has assessed that such project might be challenging because it would require the
approval of several stakeholders, i.e. forest managers, local communities, regulat-
ors (Yukon-Government, 2016). Biomass regulations for the Yukon province are to
226 future work , limitations , and uncertainty factors
be developed in future years, which might provide new energy opportunities for
Yukon’s mining industry.
Finally, the interaction between uncertainties is an additional area of uncertainty. An
example of such interaction is the technological learning rate and the fuel prices. An
increase in the learning rate for renewable systems is to produce a significant shift in
the demand curve of fossil-fuel, which according to microeconomic theory is typically
leading to a decrease of the wholesale price. Combined with the potential of new car-
bon policies and resource uncertainty, such interactions between variables are a source
of output uncertainty. These interactions can be handled in an optimisation model by
setting correlation coefficients between variables - such as in section 7.7 on page 189.
Yet, the characterisation of the appropriate covariance coefficients between variables is
another area of uncertainty.
8.7 limitations on generalisation
The results of this thesis can be generalised while taking into consideration three major
limitations: geographical region, industrial activity, and mine-life. First, the results given
in this thesis can be applied to neighbouring mines that have similar climate character-
istics - and therefore similar resource inputs. Second, generalisation to other mines can
only be performed for mining activities based on continuous processes that require a
constant power load (e.g. non-ferrous metals) and given similar capital costs, discount
rate, and fuel/carbon prices (sensitivity analyses in section 5.3.3 on page 140 and 5.3.1
on page 126 can be consulted for dissimilar costs and price inputs). Further, the value
of foregone production (VFP) in RQ2 is mine specific - as it is calculated based on ore
grade and total revenue - and is therefore likely to be different for neighbouring mines.
As a result, RQ2 results are valid for mines with similar VFP values whereas the sens-
itivity analysis 6.4.1 on page 176 can be used for different VFP values. Similarly, RQ3
results can be generalised given that the mine of interest is located in one of the three
mining regions of this thesis and has a constant power demand. Finally, it was shown
that results varied significantly with respect to different mine-life values. The sensitivity
analysis 5.3.2.3 on page 138 should be consulted if the mine of interest has a different
mine-life.
Some results may be partially generalisable to other regions. For instance, some mining
regions in Africa have similar solar resources but dissimilar wind patterns. Further, the
8.7 limitations on generalisation 227
sensitivity analysis on discount rate (in section 5.3.2.1 on page 135) should be consulted
for mining regions with significant political risk in order to account for the relevant risk-
adjusted discount rate (as well as the sensitivity analysis on fuel prices in section 5.3.1
on page 126). The list of limitations and research uncertainties should also be consulted
(section on page 222) before generalising results to other mines.
Whereas this chapter has focused on limitations and future work, the following conclu-
sion chapter summarises the findings along with the contributions of this research.

9
C O N C L U S I O N
The conclusion chapter is used to summarise the findings of each research question
along with the main research contributions of this PhD thesis. Future work, research
limitations, and potential for generalisation are stated in chapter 8 on page 213. Research
gaps are reviewed in section 2.5 on page 37 with respect to past literature.
9.1 restatement of the research problem
At the time this PhD research was started, there was ambiguity and uncertainty in the
mining industry on whether it would be economically beneficial to implement hybrid
renewable power systems in off-grid mines. After reviewing the literature in chapter 2
on page 17, it appeared that the cost of renewable hybridisation and energy storage
was particularly unclear, especially considering the context-specific characteristics of the
mining industry (as reviewed in section 2.5 on page 37 on research gaps). The issue
of least-cost system configuration was therefore the subject of research question one in
chapter 5 on page 109.
The second area of interest subsequently emerged from the literature review: should an
hybrid renewable power system be 100% reliable, or is it more economical to undersize
the system in order to reduce the capital costs (hence reducing reliability)? Based on the
value of lost load of the mining industry, the issue of reliability cost was tackled in the
second research question in chapter 6 on page 163.
Hybrid renewable power systems also face problems over amortization. Mining time-
frames are not always compatible with the lifetime required to recover the investment.
Due to mine-life uncertainty, mining companies might not be willing to invest in capital-
intensive technologies (as opposed to fuel-intensive) even if there is a potential for long-
term profit. Yet, fuel-intensive technologies present additional risks such as the potential
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for higher than expected fuel and carbon prices. Subsequently, the trade-offs between
the cost risk of capital-intensive technologies and fuel-intensive power technologies were
assessed against mining operational risks in the third research question on page 181.
These research problems were tackled with a novel modelling approach that combines
engineering (technology explicit modelling), economics (investment model, price fore-
casting, valuation of foregone production), and finance (portfolio theory, decision-analysis)
in order to investigate the research problem from multiple perspectives (see section 9.3
on page 236 on research contributions). This research focused on three predominant
mining regions, including: grid-connected and off-grid mining in Northern Chile as
well as off-grid mining in North-Western Australia and Yukon, Canada (as detailed in
section 4.1 on page 91). The main findings of this PhD are summarised as follow.
9.2 summary of findings
9.2.1 Research question 1 (RQ1):
To what extent can hybrid renewable power systems minimise electricity costs and
reduce carbon emissions of the mining industry? Based on technological and sizing
optimisation of system costs, the following key findings were identified 1 in chapter 5
on page 109 in order to answer RQ1:
1. Hybrid renewable power systems can provide significant economic benefits in
three of the four mines analysed in this research - as shown on figures 9.1 on
the next page and 5.1 on page 114. Specifically, it was found that life-cycle cost
savings of up to 57% and carbon savings of up to 82% can be generated with such
systems (against diesel or grid baselines) - see section 5.2 on page 113.
2. Least-cost renewable portfolios are associated with total life-cycle carbon savings
of 2.7MtCO2 in the Chilean grid-connected mine, 7MtCO2 in the Chilean off-grid
mine, 9MtCO2 in the Yukon off-grid mine, and 1.2MtCO2 in the Australian off-grid
mine (against diesel or grid baselines; as given in table 5.3 on page 125). Further
carbon reductions can be achieved through the implementation of carbon policies
(section 5.3.1.5 on page 133), lower financing rates (sections 5.3.2.1 on page 135
and 8.4 on page 219), and capital cost reductions (section 5.3.3 on page 140).
1Detailed technological configurations are provided in appendix A on page 263.
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Table 9.1: Summary of key results across four mines and three mining regions
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3. CSP power systems dominate the solution space in off-grid mines for Chile and
Australia (including seven and eight of the first eighteen solutions respectively).
The low storage costs of CSP systems were found to provide significant benefits
over other storage alternatives for mining contexts - as detailed in the section
on renewable integration on page 118. However, the capital costs of CSP plants
in base cases (in table 5.3 on page 125) were found to be 65% higher than no-
CSP alternatives. Hence, the trade-offs between capital-intensive and fuel-intensive
alternatives were subsequently investigated in RQ3.
4. Grid-connected mines have relatively smaller opportunities for implementing hy-
brid renewable power systems than off-grid mines - with respect to the Chilean
mining context. Specifically, the optimal scenario features 27% of renewable power
in the Chilean grid-connected mine whereas it reaches 80% in off-grid settings -
as shown in table 9.1. Further analyses on different grid constraints are given in
section 5.3.1.3 on page 130.
5. Least-cost system configuration in the Yukon mine was found to be 100% fuel-
based using CCGT and diesel power. Yet, two near-optimal alternatives were iden-
tified that incorporate a significant share of wind power - as shown in table 9.1.
These configurations were categorised as key opportunities in terms of cost risk in
the third research question - i.e. trade-offs between unit cost and cost risk of future
fuel prices (see chapter 7 on page 181).
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6. Power systems featuring a renewable penetration comprised between 60 and 85%
of total capacity have optimal or near-optimal costs in three out of four mines - (see
section 5.2.2.1 on page 118). LCOE is sharply increasing to uneconomical levels for
100% of non-dispatchable renewable power, and such power configuration requires
between 20 and 50 hours of battery capacity in order to handle different patterns
of intermittency without fuel-based backup power - as shown on figure 9.1.
Figure 9.1: LCOE of all optimal and near-optimal technological mixes
7. There is a synergic interaction between the number of power plant types contained
in a single hybrid power system and the system cost. Technological configurations
with the largest number of resource types present the lowest generation costs - as
detailed in section 5.2.2.2 on page 120.
8. Most sensitive optimal solutions were identified for the Chilean grid-connected
mines and the off-grid Yukon mine (as shown in table 5.4 on page 158). Highest
elasticity values for these mines are associated with fuel prices, discount rate, and
reduction of capital costs. On the contrary, the Chilean and Australian off-grid
mines are characterised by less sensitive solutions based on CSP plants comple-
mented by fuel-based power and non-dispatchable renewable resources.
9. Demand-shifting was found to negligibly impact the LCOE and the optimal amount
of renewable resources in all selected mines - as detailed in section 5.3.2.2 on
page 137.
9.2 summary of findings 233
10. Future scenario analyses in section 5.4 on page 148 show that larger shares of
renewable resources are hedging off the risk associated with future fuel price vari-
ations. Power systems with smaller shares of renewable resources are much more
sensitive to variations of fuel and carbon prices. It is suggested that different per-
spectives on future prices and carbon policies could lead to different solutions.
Hence a decision-analysis is subsequently performed in the third research ques-
tion in chapter 7 on page 181.
9.2.2 Research question 2 (RQ2):
What is the optimal trade-off between capacity cost and reliability cost? The worst
case climate scenario (hence presenting different patterns of intermittency) and the value
of lost load were combined in order to determine the optimal level of reliability with
respect to RQ1 results in chapter 6 on page 163. Key findings include:
1. Optimised hybrid renewable power systems that include both fuel-based and re-
newable power in the mix are able to perfectly cope with different climate scenarios
(hence maintaining a reliability index of 100%; as shown in section 6.3 on page 168).
At the same time, the average unit cost of these portfolios increases by 2% to 5%
when accounting for the economic impact of the worst case climate scenario.
2. Reliability indices are relatively insensitive to variations in renewable resources
due to the large fuel-based capacities in RQ1 results. CSP-based power systems
have the largest backup capacities due to high outage rates and non-modularity of
the CSP power block - see section 6.3 on page 168.
3. Hybrid renewable power systems with 100% of renewable inputs (and no or little
fuel-based backup capacity) have the lowest cost when the reliability value is com-
prised between 93 and 98% so as to economically balance reliability costs and sys-
tem benefits. This outcome demonstrates that reliability values lower than 100%
can provide economic benefits only if no fuel-based resources are included in the
mix (using VFP base assumptions). However, these systems present much higher
unit costs than hybrid power systems that do include fuel-based power in the mix
- see section 6.3 on page 168.
4. Fuel-based capacities provide benefits to the generation mix in all mines, even at
low capacity factors (as shown in figure 6.5 on page 180). Specifically, it was shown
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that the unit cost of diesel power is significantly lower than the value of foregone
production (VFP) of all mines for genset capacity factors higher than 2.4%.
Figure 9.2: Optimal reliability level as a function of the value of foregone production
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5. Reliability values below 100% become economically viable for VFP reductions of
50 to 90% from base assumptions (for generation portfolios that combine renew-
able and fuel-based power) - as shown in figure 9.2. Mines with such VFP values
would generate economic benefits by shutting down the production at times of
low renewable resources. See section 6.4 on page 176 for further details.
9.2.3 Research question 3 (RQ3):
What is the influence of cost risks on the economics of such power systems? This last
research question was investigated in chapter 7 on page 181 using a portfolio approach.
Key findings include:
1. Portfolio analysis has demonstrated that each generation portfolio is associated
with a total cost risk of at least $0.09/kWh, which represents a potential risk
premium comprised between 40 to 50% of the portfolio unit cost.
2. Portfolios with 100% diesel or grid power have the highest cost risk values. While
these portfolios have been characterised as low risk from a mine-life perspective
(due to their low capital intensity), they present the highest risk in terms of fuel
and carbon price variation.
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3. Different risk factors have contrary effects on the expected unit cost - as shown in
section 7.3 on page 188. Portfolios featuring large shares of fuel-based power have
higher fuel and carbon prices cost risks. On the contrary, high renewable portfolios
tend to have a larger mine-life cost risk.
4. CSP-based portfolios, which are cost optimal in two mines and present opportun-
ities for three mines, are characterised as high risk from a mine-life perspective
whereas the no-CSP portfolios featuring high levels of fuel-based power present
higher risks from a fuel and carbon price perspective.
5. Scenario-based analysis of carbon prices demonstrated that several renewable al-
ternatives become economical for carbon prices equal or above $50/TCO2 in the
off-grid Yukon mine and the Chilean grid-connected mine (in section 7.4.3 on
page 204). Yet, the decision ranking of portfolios with larger shares of renewable
resources tend to move up as the expected carbon price increases in all selected
mines.
Figure 9.3: Range of potential decisions in all selected mines
6. Risk perspectives have a significant impact on decision ranking for several genera-
tion portfolios (see section 7.4 on page 197):
a) Portfolios featuring 100% of diesel or grid power have the largest decision
space. Those portfolios can be viewed as optimal or worst solutions depend-
ing on the chosen risk perspective in both the off-grid Australian and Chilean
236 conclusion
mine. For instance, a decision-maker with a positive outlook on fuel prices
and a negative outlook on mine-life would favour 100% fuel-based power
systems over least-cost portfolios that include both renewable and fuel-based
power - see figure 7.1 on page 201.
b) Portfolios featuring 100% of renewable power always remain at the bottom
of the cost ranking independently of the chosen risk perspective - hence fur-
ther demonstrating that fuel-based power is required to economically balance
hybrid renewable power systems at times of low renewable resources.
c) Grid-connected portfolios have been found to be particularly sensitive to the
mine-life risk factor. As a result, a pessimistic outlook on mine-life and a neut-
ral outlook on other factors would favour grid power over other alternatives
in the Chilean grid-connected mine.
d) Pessimistic risk factors for fuel and carbon prices in the off-grid Yukon mine
both lead to an uptake of significant wind power so as to alleviate the cost
risk associated with CCGT and diesel fuel prices.
7. Overall, RQ3 has further demonstrated that RQ1 results are robust solutions as
they remain unchanged by most risk perspectives in the decision-analysis for the
off-grid Chilean and Australian mines. On the contrary, the RQ1 optimal mix of
the grid-connected Chilean mine and the off-grid Yukon mine are more fragile
solutions that can be significantly altered by portfolio cost risks. More certainty on
carbon policies from governing bodies would contribute to reducing the cost risk
and therefore increase the attractiveness of renewable power generation in those
mines (as argued in chapter 8 on page 213).
9.3 originality and contribution
Based on the research problem and the relevant past studies associated with this PhD
(discussed in chapters 1 on page 1 and 2 on page 17), the research contributions of this
PhD fall in three major areas: 1) re-contextualisation of existing techniques, 2) combining
two or more concepts and demonstrating evidence that the combination brings some-
thing useful, and 3) expansion of existing models (Petre and Rugg, 2010). In turn, the
justification for each contribution is provided as follows2.
2Note that research contributions are also discussed in section 2.5 on page 37 along with research gaps.
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9.3.1 Re-contextualisation of existing techniques to mining settings
Whereas past studies provide a range of cost estimates and outcomes for hybrid re-
newable power systems, no authoritative peer-reviewed studies have characterised the
economic potential of such systems for mining settings. At the same time, it was demon-
strated in section 1.4 on page 13 that the mining industry is different to other industries
on many levels and hence requires specific analyses that can accurately and meaning-
fully value the economic potential of hybrid renewable power systems for mining set-
tings.
A re-contextualisation of existing methods have therefore been performed in this thesis
with respect to a novel context: the mining industry. The model HELiOS-Mining was
specifically developed in order to incorporate several modelling methods that are relev-
ant for the research questions of this thesis. A meta-heuristic optimisation algorithm has
been applied in HELiOS-Mining in order to determine the least-cost technological con-
figurations in all selected mines (as detailed in section 3.3 on page 50). The optimisation
was performed by utilising existing calculation methods for energy outputs, power dis-
patch, adequacy measurements, and economic metrics - as detailed in the methodology
chapter 3 on page 45. In turn, the Markowitz portfolio theory was applied in chapter 7
on page 181 to assess the cost risk of a range of generation portfolios. Whereas previous
studies have applied portfolio theory on large centralized power systems (Awerbuch
and Berger, 2003; Jansen et al., 2006), this thesis presents a novel application of such
approach that focuses on small-scale and off-grid settings. Further, it was demonstrated
that the time-series associated with the mine-life risk do not follow a normal distribution.
The semi-variance was subsequently introduced to tackle this methodological issue. The
semi-variance has not been previously used in energy portfolios (as country-scale energy
systems present little or no risk from an investment period perspective), and therefore
constitutes another area of originality. Finally, the decision-analysis framework given by
Arnold et al. (2002) was adopted in order to provide further insights on portfolio risk
factors.
9.3.2 Combination of portfolio theory and decision-analysis
In chapter 7 on page 181, the disaggregated results of portfolio theory were used in
a decision-analysis framework with respect to each risk factor. It was argued that a
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decision-maker might consider each portfolio risk factor independently in association
with its attitude to risk and context-specific factors. For instance, a decision-maker with
a positive outlook on fuel prices and a negative outlook on mine-life could favour
portfolios that feature 100% of fuel-based power instead of least-cost portfolios that in-
clude both renewable and fuel-based power. By combining these two approaches, it was
conclusively demonstrated that further useful insights can be generated for decision-
making. As a result, the combination of the portfolio theory (Markowitz, 1952) and the
MaxiMin/MaxiMax decision framework (Arnold et al., 2002) constitutes another area of
research originality in this PhD thesis.
9.3.3 Expansion of current models
A number of modelling capabilities were required for this research, including: system
simulation of islanded systems, renewable and storage integration (e.g. wind, solar, mol-
ten salt and battery storage), adequacy analysis, stochastic capabilities, cost optimisation,
portfolio cost risk, and decision-making analysis. As shown in table D.1 on page 315, the
full extent of these capabilities is not present in existing modelling tools. For instance,
current models are not capable to combine cost risk (from a portfolio theory perspect-
ive), value of lost load, and stochastic modelling. Furthermore, existing models are not
able to account for all of the selected technologies of this research (as detailed in 3.4.0.1
on page 51).
As a result, there was a need to expand on current research models in order to answer
the research questions. Building on published methodologies of existing models (i.e. Re-
newIsland, RETScreen), a new energy optimisation model was developed in this PhD
thesis. This state-of-the-art research tool, named HELiOS-Mining (“Hybrid Energy Load
Optimisation System for the Mining industry”), is able to take into consideration the rel-
evant methods, technologies, and parameters that were required to answer the research
problem. This expansion of existing energy models constitutes the third contribution of
this PhD thesis.
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Table A.1: Detailed optimisation results: Atacama, Chile (Grid-Connected)
  	









	

	   	 	
	  		
	
!
   
"	#$
%& 
'(

	 

         

	  !"##	$%""$%"  & & & '
)** +,-./ 01-./ 2*1)3*4./ 2)*56 20,)6 783)* )1,09
 	

  
 

   
() !*$"# 
      &  
 
	  !"##	$%""$%"  & & && '
)** +,-./ 01)./ 2*1)3)4./ 2))36 20,76 78335 )1009
 	

  
 

   
"	  & &  &     
+,%- 
+,%-.%$ 
*,%*# 

	  !"##	$%""$%" 
  &  
'
)** +,-./ +1,./ 2*1)3+4./ 2),56 20756 ,8:-: ,1*)9
 	

  !" #$% 	&
 '   !" #$()*+ 


"	  &       
 
	  !"##	$%""$%"  & & && '
)** +,-./ 31:./ 2*1)3+4./ 2)):6 20-*6 783-- 0159
 	

  
 

   
+,%- 
+,%-.%$ &
*,%*# 
	  !"##	$%""$%" & & & 
 &'
)** +,-./ )31*./ 2*1)3,4./ 2:-)6 20-56 +83-) 3139
 	

  ' #$% 	&
 	'   ' #$()*+ 


	  !"##	$%""$%"  &
 & 
 '
)** +,-./ *1*./ 2*1)+*4./ 2*6 2,*06 )*8*7: *9
 	

  

 

   


;<
=%
;' 
/
 ;<=% ;' 
;' 
 

.%=	;
'=%

 & 

 
&

;' 
& .%=%
  
   
 
;' 

 %
;' 

	;'=
%

A
.1
a
ta
c
a
m
a
,
c
h
ile
(g
r
id
-c
o
n
n
ec
ted
)
265
Figure A.1: Power dispatch of optimal technological mixes (1/2): Atacama, Chile (Grid-Connected)
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Figure A.2: Power dispatch of optimal technological mixes (2/2): Atacama, Chile (Grid-Connected)
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Table A.2: Detailed optimisation results (1/3): Atacama, Chile (Off-Grid)
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Table A.3: Detailed optimisation results (2/3): Atacama, Chile (Off-Grid)
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Table A.4: Detailed optimisation results (3/3): Atacama, Chile (Off-Grid)
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Figure A.3: Power dispatch of optimal technological mixes (1/6): Atacama, Chile (Off-Grid)
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Figure A.4: Power dispatch of optimal technological mixes (2/6): Atacama, Chile (Off-Grid)
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Figure A.5: Power dispatch of optimal technological mixes (3/6): Atacama, Chile (Off-Grid)
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Figure A.6: Power dispatch of optimal technological mixes (4/6): Atacama, Chile (Off-Grid)
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Figure A.7: Power dispatch of optimal technological mixes (5/6): Atacama, Chile (Off-Grid)
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Figure A.8: Power dispatch of optimal technological mixes (6/6): Atacama, Chile (Off-Grid)
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Table A.5: Detailed optimisation results (1/2): Yukon, Canada (Off-Grid)
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Table A.6: Detailed optimisation results (2/2): Yukon, Canada (Off-Grid)
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Figure A.9: Power dispatch of optimal technological mixes (1/4): Yukon, Canada (Off-Grid)
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Figure A.10: Power dispatch of optimal technological mixes (2/4): Yukon, Canada (Off-Grid)
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Figure A.11: Power dispatch of optimal technological mixes (3/4): Yukon, Canada (Off-Grid)
A
.3
yu
k
o
n
,
c
a
n
a
d
a
(o
ff-g
r
id
)
283
Figure A.12: Power dispatch of optimal technological mixes (4/4): Yukon, Canada (Off-Grid)
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Table A.7: Detailed optimisation results (1/3): North-Western Australia (Off-Grid)
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Table A.8: Detailed optimisation results (2/3): North-Western Australia (Off-Grid)
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Table A.9: Detailed optimisation results (3/3): North-Western Australia (Off-Grid)
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Figure A.13: Power dispatch of optimal technological mixes (1/6): North-Western Australia (Off-Grid)
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Figure A.14: Power dispatch of optimal technological mixes (2/6): North-Western Australia (Off-Grid)
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Figure A.15: Power dispatch of optimal technological mixes (3/6): North-Western Australia (Off-Grid)
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Figure A.16: Power dispatch of optimal technological mixes (4/6): North-Western Australia (Off-Grid)
292
d
eta
iled
m
o
d
ellin
g
o
u
tpu
ts
Figure A.17: Power dispatch of optimal technological mixes (5/6): North-Western Australia (Off-Grid)
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Figure A.18: Power dispatch of optimal technological mixes (6/6): North-Western Australia (Off-Grid)
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A D E Q U A C Y A N A LY S I S - S E L E C T I O N O F C L I M AT E D ATA
This appendix contains additional solar and wind data that have been used in the ade-
quacy analysis in chapter 6 on page 163. Specifically, a data table is provided with key
climate metrics along with a plot representing weekly average resource inputs (solar
insolation or wind speed) for 10 year of data.
b.1 atacama , chile
Wind and solar data for the off-grid and grid-connected Chilean mine are presented in
this section.
b.1.1 Atacama, Chile: Solar data for adequacy analysis
Table B.1: Atacama, Chile: Summary of solar data
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296 adequacy analysis - selection of climate data
Figure B.1: Atacama, Chile: Weekly average insolation over 10 years
b.1.2 Atacama, Chile: Wind data for adequacy analysis
Table B.2: Atacama, Chile: Summary of wind data
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Figure B.2: Atacama, Chile: Weekly average wind speed over 10 years
B.2 yukon, canada 297
b.2 yukon, canada
Wind and solar data for the off-grid Yukon mine are presented in this section.
b.2.1 Yukon, Canada: Solar data for adequacy analysis
Table B.3: Yukon, Canada: Summary of solar data
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Figure B.3: Yukon, Canada: Weekly average insolation over 10 years
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b.2.2 Yukon, Canada: Wind data for adequacy analysis
Table B.4: Yukon, Canada: Summary of wind data
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Figure B.4: Yukon, Canada: Weekly average wind speed over 10 years
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b.3 north-western australia
Wind and solar data for the off-grid Australian mine are presented in this section.
b.3.1 North-Western Australia: Solar data for adequacy analysis
Table B.5: North-Western Australia: Summary of solar data
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Figure B.5: North-Western Australia: Weekly average insolation over 10 years
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b.3.2 North-Western Australia: Wind data for adequacy analysis
Table B.6: North-Western Australia: Summary of wind data
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Figure B.6: North-Western Australia: Weekly average wind speed over 10 years
C
F U E L P R I C E F O R E C A S T I N G
This appendix contains additional price forecasting data that have been used in the
portfolio analysis in chapter 7 on page 181. Specifically, a range of future forecasted
prices is first given on a plot with the expected mean as well as the uncertainty bands
for each time period - based on the methodology given in 7.2.1 on page 185. Additional
figures are subsequently provided for the Monte Carlo simulation of levelised fuel prices
for each mine - colour coding: red for Atacama, Chile, blue for Yukon, Canada, and green
for North-Western Australia.
c.1 diesel price forecasting
Figure C.1: Diesel fuel prices: Forecast of future fuel prices (Yukon, Canada)
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Figure C.2: Diesel prices: Monte Carlo analysis and statistical indicators
c.2 grid power price forecasting
Figure C.3: Grid marginal power prices: Forecast of future power prices (Atacama, Chile)
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Figure C.4: Grid marginal power prices: Monte Carlo analysis and statistical indicators
c.3 lng price forecasting
Figure C.5: LNG fuel prices: Forecast of future fuel prices (Atacama, Chile)
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Figure C.6: CSP gas-backup with LNG fuel: Monte Carlo analysis and statistical indicators
Figure C.7: CCGT / GT with LNG fuel: Monte Carlo analysis and statistical indicators (Yukon,
Canada)
D
R E V I E W O F E N E R G Y M O D E L S
In this section, a review of existing model is provided along with a discussion on the
implications associated with the use of particular models.
To begin with, it is important to emphasise that a number of limitations are shared by
all models. First, a model is always a simplification of the reality. In this sense, any given
model tends to only capture the aspects that are deemed relevant but may not capture
other important aspects (e.g. technological details, macroeconomic impacts). Second, all
models rely on large amounts of data and a variety of parameters. The definition of these
parameters can lead to great variation in results, and serious doubts can arise about the
actual value of these parameters. Performing sensitivity analyses is therefore required
to study the uncertainty surrounding the key model parameters. Third, assumptions
about future technologies and demand have to be made for models with medium to
short term focus. Those are inherently uncertain and cannot be estimated with precision.
As a result, modelling results have to be treated with caution - with consideration for
methodological completeness and data quality (Grubb et al., 1993).
d.1 modelling approaches
The field of energy economics modelling is composed of two distinct approaches: tech-
nology oriented models known as bottom-up, and money-denominated macroeconomic
models called top-down. While the former genre of economic model requires com-
plex technological details (i.e. technological explicitness), the latter genre is generally
constrained to economic inputs and outputs. Whereas countless models have been de-
veloped in the field of energy economics, there is a limited number of purposes con-
sidered in these models. Among others, they can be applied for characterizing the op-
timum technologies available in the context of regulatory planning, or evaluating envir-
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onmental issues at a global scale. Generally, there are less technological details in global
or large-scale models but potentially more technological options. Yet, most models take
into consideration basic technological parameters such as technology, fuel, efficiency,
fixed and variable costs, and lately greenhouse gases (Greening and Bataille, 2009).
More specifically, top-down models evaluate energy systems based on aggregate eco-
nomic variables while bottom-up models are built based on disaggregated demand
functions. Critics of the top-down approach emphasise that aggregate models cannot
capture the complexity and the details associated with demand and supply. Yet, top-
down approaches provide a number of advantages over bottom-up. For instance, top-
down models can take into consideration the macroeconomic impacts and feedback rela-
tionships on a national or global scale. As such, this approach does not usually capture
great details on technological characteristics but rather focuses on a broad equilibrium
framework (Nakata, 2004). Table D.1 provides further limitations and advantages for
each approach.
Table D.1: Pros and cons of top-down and bottom-up approaches (Nakata, 2004; Grubb et al.,
1993)
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Another key distinction associated with energy models is the timescale. This is particu-
larly important because different economic processes are operating on different times-
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cales. On the one hand, short-term models (typically less than 5 years) focus on trans-
itional effects and disequilibrium effects such as market responses, unemployment, and
inflation. On the other hand, medium-term models (between 3 and 15 years) and long
term models (more than 10 years) tend to take the hypothesis of a market equilibrium
where all resources are completely allocated (Grubb et al., 1993). As a result, top-down
models can be classified with two different types: either short-run macro-economic mod-
els or long-run resource allocation models. Yet, none of these distinctions are relevant
for bottom-up models. In those models, the timescale is usually associated with the eco-
nomic lifetime of the selected technologies in order to simulate and optimise resource
allocation within model’s constrains and objectives.
A bottom-up model is chosen in this research for two major reasons. First, the considera-
tion of hybrid renewable systems implies to combine different intermittent technologies
(e.g. wind, solar) in a single system along with dispatchable alternatives (e.g. storage,
diesel). Subsequently, a bottom-up approach is favoured in order to take into consider-
ation the engineering complexity of such system - each technology has to be sized in
relation to all other technologies. Second, a number of different climate scenarios will
be tested in the second research question, which implies that the model has to be able to
account for different levels of intermittency. By contrast, this research does not intend to
provide aggregated macroeconomic results but rather disaggregated technology-explicit
results. In turn, a review of bottom-up optimisation models is provided as follows.
d.2 review of existing modelling tools
Adequate modelling tools are critical means to support the research work of this PhD.
Relevant tools for this research must be capable of considering the key concepts of the
PhD - as proposed in the methodology and research questions. As a result, a number
of models have been selected and reviewed in this section. Subsequently, this review
focuses on the modelling tools that are related to the system design and optimisation of
distributed and islanded energy systems. Further review of existing modelling tools is
provided by Connolly et al. (2010); Manfren et al. (2011).
Based on initial analyses and past literature, it was determined that the optimal design
of hybrid renewable power systems is a process that can be subdivided into six stages:
1. Simulation of power demand and modelling of selected energy systems (based on
collected data or modelled data)
308 review of energy models
2. Definition of energy, economic and emission parameters and constraints (with re-
gard to technological details and relevant contextual parameters)
3. Simulation of climate resources and consideration of different patterns of intermit-
tency
4. Assessment of power reliability for security and adequacy issues (including value
of lost load)
5. Simulation of system portfolio with regard to cost risk and mean system cost
6. System optimisation to least cost, least value of lost load, and least cost-risk
As a result, the relevant models for this research should include those capabilities in
order to generate adequate results. Therefore, a number of existing modelling tools
focusing on the analysis and optimisation of distributed energy systems have been iden-
tified in this section (Manfren et al., 2011), including: EnergyPLAN, DER-CAM, DEECO,
EnergyPRO, H2RES, HOMER, COMPOSE, HYDROGEMS, TRNSYS, RETScreen, and
SimRen. It is also important to mention that several additional tools were dismissed
from this review because their focus was on policy analysis (e.g. XEONA, LEAP) or
country-scale analysis (e.g. IKARUS, INFORSE). The “pure engineering” models were
not considered due to their limited capabilities for economic optimisation (e.g. ETAP).
A number of additional tools that focus on power reliability (e.g. Goel and Gupta (1997))
were also dismissed due to their lack of consideration of economic issues.
In turn, a review of the capabilities associated with selected energy models is provided.
d.2.1 EnergyPLAN
EneryPlan has been developed by Aalborg University in Denmark (Lund and Münster,
2003). The main purpose of the model is to simulate and optimise regional and national
energy systems. Past research based on EnergyPLAN include the assessment of fuel
cells for future energy systems (Mathiesen, 2008) and the implementation of 100% re-
newable on the island of MIjet in Croatia (Lund et al., 2007). While this tool is able to
model disaggregated energy demand and simulate climate resources, it is limited by
its deterministic input/output framework. Furthermore, EnergyPLAN is focused on the
optimisation of system operations and not on the optimisation of system costs.
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d.2.2 DER-CAM
DER-CAM (Distributed Energy Resources Customer Adoption Model) is a economic
model for analysing the adoption of distributed energy systems. It has been in develop-
ment at Berkeley Lab since 2000 (Firestone, 2004). Previous research based on DER-CAM
include the assessment of small power-generation installations in the San Diego area
(Edwards et al., 2002) and the examination of the effects of carbon tax on micro-grids
using combined heat and power (Siddiqui et al., 2005). This tool suffers from a number
of limitations, including: no deterioration of output or efficiency, no consideration for
economies of scale and power reliability issues.
d.2.3 DEECO
The Unix program DEECO was developed by Bruckner et al. (2003) in order to simulate
and optimise energy, emissions and costs based on input/output engineering relation-
ships. Past papers based on DEECO include the high-resolution modelling of distrib-
uted energy resources for policy planning purposes (Morrison and Bruckner, 2002) and
a small-scale analysis on competition and synergy between energy technologies for the
city of Wurzburg, Germany (Bruckner et al., 1997). The main limitation of DEECO for
this research is its deterministic approach - which therefore limits its ability to accurately
incorporate probabilistic distributions.
d.2.4 EnergyPRO
EnergyPRO is an extensive modelling package for techno-economic and optimisation
of energy systems. This software is developed and maintained by the company EMD
International in Denmark. Previous studies based on EnergyPro include the optimal
sizing of CHP and thermal storage under spot market conditions (Streckiene et al., 2010)
and a simulation of compressed air energy storage for selling energy on the spot market
with ToU prices (Lund et al., 2009). While this tool can be used to model islanded power
systems, the main focus is on heat and power and residential energy demand. The tool
is deterministic and does not account for probabilistic assessment of intermittency and
fuel prices. Furthermore, this modelling package is sold for more than £3000 (price
varies depending on modules) to energy modellers.
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d.2.5 H2RES
H2RES is a tool that focuses on balancing the integration of renewable energy sources
into energy-systems. It was developed in 2000 by the Instituto Superior Tecnico in Lis-
bon, Portugal and the University Of Zagreb, Croatia (Lerer et al., 2007). H2RES was
designed to increase the share of renewable sources into islanded energy systems. Pre-
vious studies conducted under H2RES include the implementation of hydrogen into
island energy systems (Krajacˇic´ et al., 2008) and the integration of 100% renewables into
the island of MIjet in Malta (Krajacˇic´ et al., 2009). Whereas this tool is one of the most
specialised tool for off-grid systems, it suffers from the lack of consideration of system
costs and reliability issues. Hence this tool is not suitable for an economic analysis where
system costs and reliability are of primary interest.
d.2.6 HOMER
HOMER is a techno-economic modelling tool for islanded systems. It has been de-
veloped by the National Renewable Energy Laboratory in the USA since 1992 (Lilienthal
et al., 2005). Past publications based on HOMER includes an assessment of the feasibil-
ity to implement a stand-alone wind-diesel hybrid in Saudi Arabia (Rehman et al., 2007)
and the simulation of a hybrid hydrogen stand-alone system in Newfoundland, Canada
(Khan and Iqbal, 2005). In contrast to other tools, HOMER takes into consideration the
economics of a project by minimising the total discounted costs. Another interesting
capability of HOMER is the possibility to run sensitivity analyses on key parameters of
the model (i.e. the user can assess the impact of price variations on total system costs).
The model HOMER suffers from its deterministic approach, the lack of consideration
of the value of lost load, and the inability to compare the cost risks of different energy
alternatives.
d.2.7 COMPOSE
COMPOSE is a techno-economic model developed in a PhD thesis at Aalborg University,
Denmark (Blarke, 2008). The aim of the model is to assess the feasibility of implement-
ing intermittent sources in energy projects. It has been used to analyse the integration of
heat pumps with CHP plants and to assess the benefits of energy storage in renewable
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energy systems (Blarke and Lund, 2008). In contrast to other modelling tools, COM-
POSE is particularly interesting for taking into consideration uncertainty parameters.
Specifically, it allows the user to perform a Monte Carlo analysis as well as extensive
risk analyses. Import of data from EnergyPRO and RETScreen are also allowed in COM-
POSE. However, the model seems to have received little attention since its development
(i.e. no recent publication under COMPOSE). Technical limitations of COMPOSE include
the lack of consideration of storage losses and variable fuel efficiency. Furthermore, the
economic parameters associated with reliability analyses and portfolio modelling are
not considered in the system optimisation.
d.2.8 HYDROGEMS
HYDROGEMS is a simulation tool suitable for analysing the performance of energy sys-
tems including hydrogen and renewable sources. It was developed at the Institute for
Energy Technology (Norway) as part of a PhD research (Ulleberg, 1998), and was integ-
rated into TRNSYS in 2006. Specific research conducted under HYDROGEMS include
the simulation of stand-alone PV-hydrogen (Zoulias et al., 2006) and wind-hydrogen
systems (Ulleberg et al., 2010). The main objective of the model is to simulate hydro-
gen mass flows, electrical generation, and electrical usage. While capital and operation
costs are considered in HYDROGEMS, the model does not integrate cost optimisation
capabilities - only a cost comparison of different system alternatives.
d.2.9 TRNSYS
TRNSYS is a modelling program that focus on the assessment of single-projects and
islanded energy systems. It is built with an open source code that simulates the elec-
tricity and heat sectors of an energy system. TRNSYS has be used in previous research
for modelling hybrid PV-thermal energy systems in Cyprus (Kalogirou, 2001) as well
as the design of solar-thermal system prototype (Souliotis et al., 2009). The tool has a
design emphasis on system simulation and therefore do not consider cost optimisation.
Yet, system costs can be analysed and compared in an external spreadsheet tool. Finally,
the model TRNSYS is sold for £1500+ to academics and £3000+ to commercial users.
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d.2.10 RETScreen
The RETScreen Clean Energy Project Analysis Software has been developed by Nat-
ural Resources Canada in order to provide guidance to governments, utilities, and aca-
demics in their decision-making (Leng et al., 2004). Examples of previous work under
RETScreen include the feasibility assessment of a solar PV project in Egypt (El-Shimy,
2009), and a wind farm development in Algeria (Himri et al., 2009). In contrast to other
optimisation tools, RETScreen is based on a cost comparison between a base scenario
and other potential system alternatives. It includes a number of economic indicators
such as the net present value and the internal rate of return. Interestingly, RETScreen is
one of the unique modelling tool that offers extensive capabilities for sensitivity analysis
and risk assessment (e.g. Monte Carlo). Yet, the RETScreen model remains a simulation
tool and therefore does not intend to optimise system size, system configuration, and
total costs. A further limitation of RETScreen is its low resolution based on annual aver-
ages of power demand and supply.
d.2.11 SimRen
SimRen is a bottom-up modelling tool developed by the Institute for Sustainable Solu-
tions and Innovations in Germany (Peter et al., 2009). This simulation package is based
on detailed modelling of energy demand, energy management, and energy supply - with
a strong focus on the implementation of renewable sources. It was previously used to
model a 100% renewable energy system for Japan (Lehmann, 2003) and the implement-
ation of 100% renewable power generation for the region of Catalonia in Spain (Peter
et al., 2009). SimRen is strongly focused on system simulation and does not currently
take into consideration the system costs.
d.3 suitability of existing models
Based on this review of models, it appears that several required capabilities for this
research are missing or incomplete in existing models (see table D.1 on page 315 for
a comparison of model capabilities). Overall, the strengths and weaknesses associated
with existing models of distributed and islanded energy systems can be summarised as
follow:
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• Most existing models for distributed systems are focused on regional or national
power systems - yet, they all seem to be capable of modelling islanded energy
systems.
• Only two models have been specifically developed to assess islanded energy sys-
tems (i.e. H2RES, HOMER), and only one focuses on cost optimisation (i.e. HOMER).
• Most models are capable of considering solar and wind energy technologies, but
only a few models (i.e. RETScreen, SimRen) include the most complex alternatives
(e.g. thermal storage).
• Energy storage technologies are typically considered for battery and fuel cell en-
ergy storage. Pumped hydro energy storage is included in EnergyPRO, COMPOSE,
and SimRen.
• Most of the models focusing on system simulation are based on high resolution
time steps (between 0.01 sec to 15 min.) while models focusing on cost optimisation
tend to be based on hourly data.
• A majority of models uses a one or two year scale, which is then extrapolated to
the following operation years (e.g. HOMER uses a maximum of two years while
SimRen and DER-CAM are based on a one year time-frame).
• On the uncertainty side, few models offer stochastic capabilities to measure the
uncertainty associated with power outages (i.e. DER-CAM) and input parameters
(i.e. COMPOSE, RETScreen).
• None of the reviewed models are capable of considering the value of lost load in
the optimisation of energy systems - hence neglecting reliability costs.
• Reviewed models focusing on system simulation are typically not capable of op-
timising system costs (i.e. EnergyPLAN, HYDROGEMS, TRNSYS, RETScreen, and
SimRen) but instead provide a cost comparison between different system alternat-
ives.
• Three models offer built-in sensitivity analyses on input parameters (i.e. HOMER,
COMPOSE, RETScreen) - while analysis must be done by changing input paramet-
ers in other models.
In this research, the following modelling capabilities are sought: system simulation of
islanded systems, renewable and storage integration (e.g. wind, solar, molten salt stor-
age), stochastic capabilities, cost analysis, and system portfolio modelling. As shown in
table D.1, such capabilities are not present in existing modelling tools. For instance, it
appears that not one of the existing models is currently capable to consider the value
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of lost load, the cost risk (from a portfolio theory perspective), and energy security is-
sues. This technological and methodological incompleteness could potentially lead to
misleading results for mining stakeholders.
As a result, this research will be based on a modelling tool developed by the author. This
new research tool named HELiOS- Mining (“Hybrid Energy Load Optimisation System
for the Mining Industry”) will take into consideration the additional analyses that are
required for this thesis including: detailed technological characteristics (e.g. part-load
efficiency, storage losses), reliability costs, and probabilistic analysis of cost risks.
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Figure D.1: Comparison of existing bottom-up modelling tools for distributed / islanded energy systems
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