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Abstract
Turbulent lifted methane jet flames with various air-dilution levels and a range
of inlet velocities are simulated. A partially premixed combustion model based
on premixed flamelets with presumed joint Probability Density Function (PDF) is
used. The joint PDF is obtained using a copula to include the statistical correlation
between mixture fraction, Z, and progress variable, c. The non-premixed combus-
tion effect is included using a simple algebraic model. Both steady and unsteady
RANS simulations are performed. The steady simulations show that the computed
lift-off heights agree well with measured values for a wide range of jet velocities
and air-dilution level. Both of the Z-c correlation and non-premixed combustion
effects are found to be important to get the correct lift-off height. Their individual
and combined effects are analysed systematically. The unsteady RANS results
indicate that multi-stage flame development, namely the initial expansion, flame
brush development, its propagation and final stabilisation, is captured reasonably
well in simulations. The various stages of temporal evolution of the flame brush
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edge is captured well and the agreement with experimental measurements is good.
Keywords: Partially premixed combustion; Correlated joint PDF; Air dilution;
Flame lift-off height; Flame stabilisation.
1. Introduction
Turbulent lifted flames are quite common in many practical devices such as
aero engines, gas flares, etc. These flames have been investigated in the past using
analytical methods [1, 2], experiments [3–11] and numerical simulations [12–19].
These studies are reviewed critically in [20–24] highlighting the importance of
this topic and challenges involved in computing these flames.
The flame stabilisation at the base of a turbulent lifted flames involves a fine
balance among many complex physical processes such as partial premixing be-
tween fuel jet and entrained ambient air, flame propagation [4], interaction be-
tween flame leading edge and large-scale flow structure [2, 25, 26], edge-flame
propagation [14], triple-flames [11, 15, 27, 28] and possibly extinction of non-
premixed flamelets due to high scalar dissipation rate near the leading edge [1].
Autoignition [26, 29–31] plays an important role when there is a heated co-flow
with sufficiently large temperature surrounding the fuel jet. These complexities
offer considerable challenge in modelling turbulent lifted flames. These flames
without hot co-flow, which is of interest for this study, have been modelled in
the past using various methodologies, such as the G-equation or level-set ap-
proach [13, 21, 32], flamelet models involving premixed and non-premixed flamelets [12,
17, 18, 33–37] and Conditional Moment Closure (CMC) [16, 38, 39]. These
flames have also been computed using large eddy simulation methodology [17,
18, 40].
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For this study, the flamelet based approaches for Reynolds averaged Navier-
Stokes (RANS) simulations of turbulent lifted jet flames are of specific interest.
The use of premixed flamelets to model these flames was suggested by Bradley
and his co-workers [12, 33]. In this mixedness-reactedness flamelets approach,
a range of premixed flamelets covering the entire range of flammable mixture
fraction were combined to get the mean reaction rate using
ω˙ =
∫ 1
0
∫ 1
0
ω˙(ζ, ξ) P(ζ, ξ) dζ dξ, (1)
where ζ is the sample space variable for a reaction progress variable, c, and ξ
is the sample space variable for the mixture fraction, Z. The reactedness is de-
noted by c and mixedness is denoted by Z. The joint probability density function
(JPDF), P(ζ, ξ), was generally taken to be a product of two marginal PDFs in past
studies. Equation (1) can also be employed to get filtered reaction rate for LES,
but the JPDF must be seen as the sub-grid PDF. The lift-off heights computed us-
ing this modelling approach in RANS calculations [12, 33] compared well with
measured values [8, 41] for jet velocities ranging from 40 to 100 m/s whereas the
agreement was not as good for velocities ranging from 18 to 38 m/s. Since the
rate of entraining surrounding air depends strongly on the jet velocity, the premix-
ing level is expected to be low for low jet velocities and thus it is not unexpected
that the comparison of lift-off heights computed using only premixed flamelets
for lower jet velocities were not as good as for higher velocities. The role of
radiative heat loss on the lift-off height was also assessed to be negligible [34]
using the above mixedness-reactedness flamelets. Using an alternative approach
involving diffusion flamelets, proposed originally in [1], Mu¨ller et al. [13] used
G-equation involving the concept of turbulent burning velocity, S T. This allowed
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Mu¨ller et al. to include contributions of premixed flame propagation, effects of
partial premixing and flamelets quenching on S T. The computed flame lift-off
height and its temporal variation agreed quite well with measured values. The
influence of triple flame structure on the local propagation speed was considered
in G-equation approach by Chen et al. [32] showing a favourable comparison of
computed and measured [8, 42] lift-off heights. The jet velocity ranged from about
20 to 120 m/s in the studies of Mu¨ller et al. [13] and Chen et al. [32]. Tabulated
chemistry approach involving both premixed and non-premixed flamelets was also
used in the past [43, 44] to study Sandia piloted jet diffusion flames.
In these flamelets based approaches, the random scalar mixing and reacting
processes were treated to be statistically independent. This basically allowed the
JPDF, P(ζ, ξ), to be written as a product of two marginal PDFs. The validity of
this assumption was questioned using experimental [11, 27] and DNS [15, 45]
data. Ruan et al. [46] retained this statistical dependency in their analysis and
developed a mean reaction rate, ω˙, model in the framework of Eq. (1) using both
premixed and non-premixed flamelets. The JPDF was modelled using copula
method proposed in [47] which allowed the statistical correlation between Z and
c to be included in the analysis. The lift-off heights and flame-brush structure
computed using this modelling approach agreed well with measured values for
hydrogen jet lifted flames, which had exit velocities ranging from about 500 to
900 m/s. Elaborate detail on this modelling method and computational results can
be found in [46].
It is well-known that lean combustion showing potentials for next generation
of “green” combustion devices, is susceptible to instability issues leading to flash-
back and blow-off. These phenomena involve transient flame propagation char-
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acteristics which are akin to physical processes involved in transient evolution
of lifted flames ignited at locations downstream of a jet exit. Studying this evo-
lution of a lifted flame using unsteady RANS (URANS) approach is one of the
aims of this study. It is rather challenging to quantitatively capture the transient
flame propagation features using URANS for a range of dilution levels, jet veloc-
ities and spark positions. Although LES is ideally suited to capture these kind of
transient phenomena, the current RANS work serves to test and understand the ef-
ficacies and limitations of partially premixed combustion model developed in [46]
for URANS before attempting LES with this combustion modelling.
The specific objectives of this investigation are as follows. The first objec-
tive is to assess the ability of partially premixed combustion modelling in [46] to
capture the lift-off heights for low jet velocities ranging from about 12 to 30 m/s
since it has been shown to perform well for jet velocities ranging from 500 to
900 m/s. The second objective is to study the effects of air dilution on the flame
lift-off height using this combustion modelling. The third objective is to assess
the efficacies of this combustion model for transient evolution of a lifted flame
ignited at a downstream position as noted above. These objectives are addressed
by comparing URANS simulation results to the measurements reported in [48].
This paper is organised as follows. The modelling framework and method-
ology are presented briefly in section 2 as elaborate detail can be found in [46].
The experimental test cases [48] used for this study is described in section 3. The
numerical method and, boundary and initial conditions used for simulations are
described in section 4. The results are discussed in section 5 and the conclusions
are summarised in the final section.
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2. Modelling Methodology
2.1. Governing equations
The Favre-averaged conservation equations for mass, momentum and total
enthalpy, h˜, are solved. The two-equation k- model with modified constants as
detailed in section 5.1 is used for turbulence because it is simple and adequate for
jet flows considered in this study.
The approach described in [46, 47] is followed here to model the partially pre-
mixed combustion. The Favre-averaged transport equations for the first two mo-
ments of mixture fraction, Z˜ and Z˜′′2, and a reaction progress variable, c˜ and c˜′′2,
are solved in addition to the above conservation equations. These four equations
help us to characterise the scalar mixing and reaction progress at every point in
the flow. Their mutual dependence is characterised and included in the modelling
using the covariance, Z˜′′c′′. These additional equations, in common notations, are
written as
∂ρ Z˜
∂t
+
∂ρ U˜k Z˜
∂xk
=
∂
∂xk
ρD ∂Z
∂xk
− ρ u′′k Z′′
 , (2)
∂ρ Z˜′′2
∂t
+
∂ρ U˜k Z˜′′2
∂xk
=
∂
∂xk
ρD∂Z′′2∂xk − ρ u′′k Z′′2

− 2 ρ χ˜Z − 2 ρ u′′k Z′′
∂Z˜
∂xk
, (3)
∂ρ c˜
∂t
+
∂ρ U˜k c˜
∂xk
=
∂
∂xk
ρD ∂c
∂xk
− ρ u′′k c′′
 + ω˙∗c, (4)
∂ρ c˜′′2
∂t
+
∂ρ U˜k c˜′′2
∂xk
=
∂
∂xk
ρD∂c′′2∂xk − ρ u′′k c′′2
 − 2 ρ χ˜c
− 2 ρ u′′k c′′
∂ c˜
∂xk
+ 2 c′′ω˙∗c′′, (5)
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and
∂ρ Z˜′′c′′
∂t
+
∂ρU˜kZ˜′′c′′
∂xk
=
∂
∂xk
ρD∂Z′′c′′
∂xk
− ρu′′k Z′′c′′
 − 2 ρ χ˜Zc
− ρu′′k c′′
∂Z˜
∂xk
− ρu′′k Z′′
∂˜c
∂xk
+ Z′′ω˙∗c′′, (6)
where D is the molecular diffusivity and the turbulent scalar fluxes are modelled
using the gradient hypothesis, for example, ρu′′k Z′′ = −ρDt(∂Z˜/∂xk) with Dt =
νt/Sc being the turbulent diffusivity. The eddy viscosity is calculated as νt =
Cµ k˜2/ ˜ using the computed k˜ and ˜. The turbulent Schmidt number, Sc, is taken
to be 0.7 for all of the above scalars and, it is 1.0 for k˜ and 1.3 for ˜. The values
of Cµ and other turbulence model parameters used in this study are discussed in
section 5.1
The symbols χ˜Z and χ˜Zc in Eqs. (3) and (6) are respectively the Favre-averaged
scalar dissipation rate of the mixture fraction fluctuations and cross dissipation
rate. Following earlier studies, these two dissipation rates are modelled as
ρ χ˜Z ≡ ρD
(
∂Z′′
∂xk
∂Z′′
∂xk
)
' Cd ρ
(
ε˜
k˜
)
Z˜′′2 (7)
and
ρ χ˜Zc ≡ ρD
(
∂c′′
∂xk
∂Z′′
∂xk
)
' CZc ρ
(
ε˜
k˜
)
Z˜′′c′′, (8)
where the coefficients Cd and CZc denote ratios of scalar to turbulence time scales
and both of them are taken to be 1.0 for this study [21, 46, 49].
These simple algebraic model was shown to be inadequate [50, 51] for the
scalar dissipation rate of progress variable, χ˜c. Many models are proposed recently
to overcome this and these are summarised in [52]. The model proposed by Kolla
et al. [53] for premixed combustion subsequently modified [54] to include mixture
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fraction stratification effects is used in this study because of its simplicity and
robustness. This model is written as
ρ χ˜c ≡ ρD
(
∂c′′
∂xk
∂c′′
∂xk
)
' ρ
β′
([
2K∗c − τC4
] S 0L
δ0L
+ C3
ε˜
k˜
)
c˜′′2, (9)
where β′ = 6.7, C3 = 1.5
√
Ka/(1 + √Ka) and C4 = 1.1/(1 + Ka)0.4 are model
parameters. The Karlovitz number is defined as Ka =
(
δ/S 0L
)
/
( √
ν/ ˜
)
, where ν
is the local kinematic viscosity. The Zeldovich thickness, δ, τ, S 0L and δ0L depend
on the local mixture fraction value and these are obtained from unstrained planar
laminar premixed flame calculation. The model parameter K∗c is also obtained
from the laminar flame calculation and this parameter varies with Z [53] for this
study.
The other terms related to combustion reactions in Eqs. (4) to (6) requiring
modelling are ω˙∗c, c′′ω˙∗c′′ and Z′′ω˙∗c′′. Before presenting models for these terms in
section 2.3, the definitions of Z and c used for this study are clarified next.
2.2. Mixture fraction and progress variable
Bilger’s definition [55] of mixture fraction is followed here to describe the
mixing between pure or air-diluted methane jet and air. This definition is written
as
Z ≡ 2ZC/WC + YH/2WH + (ZO,2 − ZO)/WO
2ZC,1/WC − ZO,1/WO + ZH,1/2 WH + ZO,2/WO
. (10)
The mass fraction of an element i and its atomic mass are denoted as Zi and Wi re-
spectively. Here, carbon, hydrogen and oxygen elements are used. The subscripts
1 and 2 denote the fuel and oxidiser streams respectively. Thus, Z = 1 implies
fuel jet regardless of its dilution and Z = 0 implies the air stream.
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The progress variable indicating the progress of chemical reaction may be
defined using different variables such as temperature, species mass fraction, etc.
However, its specific definition depends on the problem of interest. Here, the sum
of CO and CO2 mass fractions, ψ = YCO + YCO2, is used for methane combus-
tion and this definition is chosen because it allows a unique mapping of flamelet
quantities with normalised progress variable [56], c, defined as
c =
ψ
ψEq(Z) , (11)
where ψEq(Z) is the equilibrium value of ψ for the local mixture fraction, Z, so that
c is bounded between 0 and 1. In principle, one can use ψ as a progress variable
instead of c in Eq. (11). Here, the normalised form is chosen because it helps to
clearly identify contributions originating from premixed and non-premixed modes
to the mean reaction rate, ω˙∗c, as one shall see in the next subsection. Thus, one
would be able to study the role of these individual contributions to the flame sta-
bilisation mechanism and lift-off height.
2.3. Reaction rate modelling
Using the instantaneous transport equations for YCO and YCO2, it is straightfor-
ward to write a transport equation for instantaneous c as has been done by Bray et
al. [57]. The molecular mass diffusivities of CO and CO2 are taken to be the same
as D, which is a reasonable approximation [58]. The apparent reaction rate, ω˙∗c,
in the instantaneous transport equation for c can be written as [17, 29, 30, 57]
ω˙∗c =
1
∂ψ/∂c
(
ω˙ψ + 2ρNZc
∂2ψ
∂c∂Z
+ ρNZZ
∂2ψ
∂Z2
+ ρNcc
∂2ψ
∂c2
)
, (12)
where ω˙ψ = ω˙CO + ω˙CO2 is the reaction rate for ψ. The three instantaneous scalar
dissipation rates are defined as NZZ = ρD(∇Z · ∇Z), NZc = ρD(∇c · ∇Z) and
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Ncc = ρD(∇c · ∇c). The derivatives in Eq. (12) become
∂ψ
∂Z
= c
dψEq
dZ ⇒
∂2ψ
∂Z2
= c
d2ψEq
dZ2 , (13)
∂ψ
∂c
= ψEq ⇒ ∂
2ψ
∂c2
= 0, and ∂
2ψ
∂Z∂c
=
dψEq
dZ . (14)
Substituting these derivatives into Eq. (12) and then averaging the resulting equa-
tion one obtains
ω˙∗c = ω˙c + ρNZZ
c
ψEq
d2ψEq
dZ2︸             ︷︷             ︸
ω˙np
+ 2ρNZc
1
ψEq
dψEq
dZ︸             ︷︷             ︸
ω˙cdr
. (15)
The first part signifies the contribution of premixed mode combustion, the second
part, ω˙np, signifies the contributions from non-premixed mode and the third part,
ω˙cdr, denotes a contribution resulting from interactions of Z and c gradients. Pre-
vious studies [29, 49] showed that the cross dissipation contribution is an order
of magnitude smaller than the contributions from the other two terms and thus
ω˙cdr is neglected from further consideration in this work. The other two terms are
modelled as follows.
The first term of Eq. (15) is modelled as [46]
ω˙c = ρ
∫ 1
0
∫ 1
0
[
ω˙c(ζ, ξ)
ρ(ζ, ξ)
]
P˜(ζ, ξ) dζ dξ, (16)
where ρ is the mean local mixture density obtained as described in the later part of
this subsection. The flamelet reaction rate, ω˙c(ζ, ξ), and mixture density, ρ(ζ, ξ),
are obtained from laminar unstrained premixed flame calculation. The Favre joint
PDF, P˜(ζ, ξ), including Z-c correlation is calculated using the copula method de-
scribed in [46, 47]. This correlation is calculated using the covariance, c˜′′Z′′,
obtained from its transport equations, Eq. (6).
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Table 1: Model combination detail.
Case A B C D
Modelling of ω˙∗c ω˙c ω˙c ω˙c + ω˙np ω˙c + ω˙np
Z-c correlation
included or not? No Yes No Yes
The second term, ω˙np, denoting contributions of non-premixed mode combus-
tion is modelled as [46]
ω˙np ' ρ c˜ χ˜Z
∫ 1
0
1
ψEq(ξ)
d2ψEq(ξ)
dZ2 P˜β(ξ) dξ. (17)
These separate models and their modularity allow one to systematically study
their individual influences on the lift-off height by including one effect at a time.
This consideration yields four possible combinations of these models as listed
in Table 1. The case A has contribution from only premixed mode without the
effects of Z-c correlation, ie., the JPDF in Eq. (16) is modelled as the product of
two marginal PDFs. The effect of this correlation is included in the case B. The
cases C and D include contributions from premixed and non-premixed modes,
and case C excludes the influences of Z-c correlation whereas case D includes this
effect.
Strictly, one must include the contributions of three scalar dissipation rates
in Eq. (12) at the flamelet level to close c′′ω˙∗c′′ and Z′′ω˙∗c′′ in Eqs. (5) and (6)
respectively. This would need a multi-dimensional (in physical space) flamelet
or alternatively the multidimensional flamelet generated manifolds with the three
dissipation rates as controlling parameters [59, 60]. This adds further complexity
into the modelling and so the approximations c′′ω˙∗c′′ ≈ c′′ω˙′′c and Z′′ω˙∗c′′ ≈ Z′′ω˙′′c
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are made here for the sake of simplicity. The validity of this approximation can
be adjudged using comparisons with experimental measurements to be discussed
in later part of this paper. The closure models for the above two terms are then
written as [46, 47]:
c′′ω˙′′c ≈ ρ
∫ 1
0
∫ 1
0
(
ζ − ζ˜
) ω˙c(ξ, ζ)
ρ(ξ, ζ) P˜(ξ, ζ) dξ dζ, (18)
Z′′ω˙′′c ≈ ρ
∫ 1
0
∫ 1
0
(
ξ − ξ˜
) ω˙c(ξ, ζ)
ρ(ξ, ζ) P˜(ξ, ζ) dξ dζ (19)
The temperature, T˜ , is calculated using the total enthalpy h˜ computed in the simu-
lation using its transport equation. This enthalpy includes the sensible and chem-
ical parts as
h˜ = cp,mix(T˜ − T0) + ∆h0f ,mix, (20)
where T0 = 298 K is a reference temperature. The mixture averaged specific heat
capacity cp,mix and the enthalpy of formation ∆h0f ,mix are calculated as
cp,mix =
∫ 1
0
∫ 1
0
cep(ξ, ζ) P˜(ξ, ζ) dζ dξ, (21)
∆h0f ,mix =
∑∫ 1
0
∫ 1
0
Yi ∆h0f ,i P˜(ξ, ζ) dζ dξ, (22)
The cp,mix given in Eq. (20) includes its temperature dependence through Eq. (21)
while simulating turbulent combustion. An effective specific heat capacity, de-
fined as cep =
(∫ T1
T0
cpdT
)
/ (T1 − T0) is used to include the temperature dependence
at the flamelet level and T1 is the local temperature at which cep is calculated. The
mixture molecular weight Wmix required for the state equation is calculated using
Wmix =
∫ 1
0
∫ 1
0
∑
i
Yi
Wi

−1
P˜(ξ, ζ) dζ dξ. (23)
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The mean density is obtained using the ideal gas equation of state, ρ = pWmix/T˜R0,
with p being the thermodynamic pressure obtained from the simulation and R0 =
8314.5 J/kmol-K is the universal gas constant. The Favre averaged scalar mass
fractions are obtained using an integral equation similar to Eq. (21) and detailed
description of these procedures are given in [46].
The various sources and sinks related to combustion can be precomputed and
stored as a lookup table for turbulent flame simulation. This flamelet-table can be
constructed using an arbitrarily complex chemistry and the GRI-Mech 3.0 involv-
ing 53 species and 325 reactions is used for the methane flames considered for this
study. This table has five control parameters [46, 47], Z˜, c˜, g˜Z ≡ Z˜′′2/(Z˜(1 − Z˜)),
g˜c and g˜Zc ≡ Z˜′′c′′/
√
Z˜′′2c˜′′2. The number of points used in the construction of
this table are respectively 24, 21, 21, 21 and 11 for this study. The numerical
resolution of the table is finer around Z˜st and c˜ = 0.6 because of large reaction rate
near these locations. For turbulent flame simulations described in section 4, these
tabulated values are interpolated using a five-dimensional linear interpolation to
get the various sources and sinks required for a spatial grid point and the error in
this interpolation procedure was assessed to be about 1% [46]. These techniques
and models are used to simulate experimental test cases described next.
3. Experimental test case
The lifted flames established in the downstream of a methane jet into stagnant
air were studied experimentally by Ahmed and Mastorakos [48]. These flames
and their unsteady evolution from the initial spark location are used as test cases
for this study. The burner consisted of an injection tube with an inner diameter
of dj = 5 mm and a length of 128dj to ensure a fully developed turbulent flow
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at the jet exit. There were no turbulence generating devices inside the fuel noz-
zle and the turbulence in the downstream of the nozzle exit is shear driven. In
order to eliminate the disturbances from the room air currents, the fuel tube was
surrounded by a coaxial laminar airflow having a diameter of 200 mm and a ve-
locity of 0.1 m/s [48]. The bulk mean velocity, Uj, at fuel-jet exit ranged from 9
to 30 m/s with corresponding Reynolds numbers of 2938 to 9793. The influence
of air dilution of the fuel jet on flame lift-off height was examined in the experi-
ments [48] for four different dilution levels and the mole fractions of dilution air
in the fuel jet considered were X = 10%, 20%, 30% and 40%. A dilution level
of 50% or more was reported to produce highly unstable flame and thus it was
excluded in the experiments. The transient evolution of flame position from its
initial sparking location was reported for X = 30% case. These flames are de-
noted as F0 (0% dilution), F1, F2, F3 and F4 in this study. Since the behaviour
of F0 and F1 were very similar, three flames, F0, F2 and F4 listed in Table 2 are
considered for steady RANS simulations. Following the experiment, the F3 flame
is used for URANS to study the transient flame propagation.
In all of these cases, the flame was ignited using an electrical spark at a far
downstream, about 30 and 40dj, axial position. Different radial positions were
also considered for experiments in [48] and the flame lift-off height was shown to
be insensitive to the radial position of the spark for a given streamwise location.
Thus, the sparks are located only along the centreline at different distances from
the jet exit for this numerical work. The above two axial locations, 30 and 40dj, are
considered to study the process of flame kernel growth, propagation, and its final
stabilisation height. Both high-speed movies and OH PLIF (planar laser-induced
fluorescence) imaging were used to visualise the flame propagation stages. The
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temporal variation of flame lift-off height and its final steady state value were
analysed using direct high speed digital movies and OH-PLIF. The lift-off heights
obtained by averaging 10 line-of-sight images for each instant during the evolution
and various flame conditions were reported in [48]. The maximum variation of
flame position at about the same elapsed time from ignition was measured to be
about 9% using the limited sample size from the experiments.
4. Numerical Setup
A schematic of the numerical setup of the experiment is shown in Fig. 1. Be-
cause of axisymmetric nature of averaged flow and flame, the computational do-
mains used for RANS and URANS simulations of this study are two-dimensional
with boundary conditions marked in Fig. 1a. This domain extends to 300dj in the
streamwise, z, and 100dj in the radial, r, directions. The computational domain is
discretised using unstructured grid with fine mesh near the jet exit to resolve large
spatial gradients in the near field of the fuel jet. A typical grid used for simula-
tions is shown in Fig. 1b and it consists of 76,648 cells with the smallest size of
0.5 mm (0.1dj). This grid is referred to as the base grid in the discussion below. A
grid sensitivity study has been conducted with a coarser grid having the smallest
cell size to be about 1 mm and a refined grid with 0.2 mm for the smallest cell
size for F0 flame with Uj = 16 m/s. The coarser grid was found to be inadequate
to resolve flame brush structure, whereas the refined grid resulted in insignificant
changes in velocity and mixture fraction variations compared to the standard grid.
This test was repeated for F0 flame with Uj = 30 m/s and similar observations
were made. Since the flame brush is expected to be thicker for air-diluted jet cases,
the base grid was found to be adequate for other cases.
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The mass and momentum conservation equations are solved using the default
setup in Fluent 14.0.0 package. The turbulence is modelled using the standard
k- model in Fluent. The sources resulting from the pressure related terms are
included using user defined functions (UDFs) as discussed in [46]. The scalar
transport equations and combustion modelling equations are implemented in Flu-
ent using user defined scalars (UDSs) and UDFs as described in [46] and thus the
default combustion modelling in Fluent is completely circumvented. A transport
equation for h˜ and those given in Eqs. (2) to (6) are solved using UDSs. The mod-
elling of various sources and sinks of these equations discussed in section 2 are
included through UDFs. The fluid density is obtained using an user defined func-
tion involving T˜ calculated from h˜ as described in section 2.3. The sources and
sinks related to chemical reactions are obtained using the look-up table approach
discussed earlier in section 2.3. These calculation methodologies are described in
detail by Ruan et al. [46].
4.1. Boundary and initial conditions
At the jet exit, which is the inlet boundary for computations, the mean stream-
wise velocity is specified using the 1/7th power law for a fully developed tur-
bulent flow. The turbulent velocity fluctuation was estimated using a correla-
tion involving a Reynolds number, Re, based on bulk-mean velocity and pipe
diameter for a fully developed turbulent pipe flow. This correlation is given by
I ≡ u′/Uj = 0.16Re−1/8 [61]. The turbulence integral length scale at the jet exit is
approximated to be about 0.7dj. A laminar flow with a velocity of 0.1 m/s is used
for the co-flowing air entering the computational domain as in Fig. 1a. This same
laminar flow is used for the entrainment boundary also. An adiabatic no-slip wall
condition is used for the sidewall shown in Fig. 1a.
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For the scalar fields, Z˜ is 1 at the jet exit and 0 for the air co-flow and the
entrainment boundary. The values of h˜ obtained using species enthalpies and their
mole fractions are specified for the respective inlet streams. The other scalars, c˜,
Z˜′′2, c˜′′2 and Z˜′′c′′ are set to be zero at the inlet boundaries. For the sidewall, the
normal gradient of these scalars are specified to be zero.
4.2. Flame kernel initialisation
The flame is ignited numerically on a fully converged cold flow and scalar
mixing solution. Following the experiments in [48], the flame kernel is initialised
on the jet axis at a downstream location of about 30 and 40dj from the jet exit.
This kernel has a size of 4 × 4 mm2 and it is set to have c˜ = 1 representing fully
burnt products. The energy in this kernel is about 100 mJ as provided by a spark in
the experiments of [48]. Different sizes and energy levels of this initial kernel are
tested and it is found that the final lift-off height is not influenced by these param-
eters. Detailed modelling of the spark ignition and its plasma is beyond the scope
of this paper. Some attempt in this regard was made by Lacaze et al. [40] using
one-step chemistry and an energy deposition ignition model in their LES study.
However, only one case having X = 30% and Uj = 25.5 m/s was considered
in [40] because of high computational cost for LES. All of the RANS simulations
reported in this study are started by initialising a kernel as described above in the
respective converged cold flow and scalar mixing solutions.
5. Results and Discussion
5.1. Cold-flow validation
The turbulence models, their parameters, and boundary conditions used in
this study are validated first by simulating a cold-jet with an exit velocity of
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Uj = 21 m/s corresponding to Re = 6800. The jet fluid is air as used in the
experiments of [48]. The model parameters of the standard k- equations are cho-
sen to be Cµ = 0.065, C1 = 1.44 and C2 = 1.85 based on an earlier study [62].
Figure 2 compares the radial variation of computed and measured streamwise, z,
velocity and its r.m.s. (root mean square) values for five ẑ = z/dj locations. The
mean velocity is scaled as U = (U˜ − Uc)/(U˜cl − Uc), where Uc = 0.1 m/s is
the co-flow velocity and U˜cl is the centreline value at the respective ẑ location.
The r.m.s. value is scaled as Urms = urms/(U˜cl − Uc) and urms =
√
2˜k/3 using
the computed values of k˜. The symbols in Fig. 2 are measured values reported
in [48] and the lines are computational results. The agreement seen in this figure
is excellent and supports the self-similar behaviour of the jet. The computed axial
variation of centreline velocity scaled as Ucl = (U˜cl − Uc)/(Uj − Uc) agrees quite
well with the empirical relationship given in [63] as shown in Fig. 3. This lends
further support for the self-similar behaviour of the computed turbulent jets. The
comparisons shown in Figs. 2 and 3 are very good. These results also support
the values used for turbulence model parameters and thus they are adopted for
combustion simulations reported here.
Unfortunately, no measurements were reported for the mixture fraction field
in [48], however, it was argued that the mean mixture fraction, Z˜, variation in
these open jets can be approximated well using a correlation given by [64]
Z˜(z, r) = 9.52
√
ρj
ρair
( dj
2z − 7.2dj
)
exp
−59
(
r
z − 3.6dj
)2 , (24)
where ρj is the density of the jet fluid. The mixture fraction can be related to
the equivalence ratio using φ = Z˜(1 − Z˜st)/(Z˜st(1 − Z˜)). A typical comparison of
φ contours obtained using the above correlation and the computational result for
flame F3 having Uj = 25.5 m/s and Uc = 0.1 m/s is shown in Fig. 4. The three
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contours shown in Fig. 4 correspond to the stoichiometry, lean and rich flamma-
bility limits for methane-air mixture at 300 K. The good comparison shown here
is similar to that observed in [40] and it further supports the turbulence and scalar
mixing models used for this study.
The combustion simulations are started using converged cold-flow solutions
with sparking at two axial locations as described in subsection 4.2. All the flames,
except F3, are computed using RANS approach since the stabilised flame lift-off
height is of main interest. The flame F3 is simulated using URANS approach
to study the unsteady flame evolution as experimental data are available for this
flame. In the followings, the RANS results are discussed first to address the first
two objectives of this study before presenting the transient evolution of F3 flame-
brush from its initial sparking location, which is related to the third objective of
this investigation.
5.2. Flame lift-off height
The modularity of premixed and non-premixed combustion models and Z-c
correlation allows four different model combinations to assess their individual ef-
fects and mutual dependencies, as noted in section 2.3. The results of this assess-
ment on the flame lift-off height for the four cases listed in Table 1 are shown in
this subsection. It is worth to remind ourselves here that case A has contribution
only from premixed mode combustion and case B includes Z-c correlation effect
along with premixed combustion through JPDF in Eq. (16). The other two cases
include both the non-premixed and premixed combustion contributions, but with
Z-c correlation effect excluded in case C and included in case D.
Figure 5 shows the computed mean temperature field and mixture fraction
contours for F0 (undiluted) and F4 (highly diluted) flames having the same jet
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velocity, Uj = 16 m/s. Note that the two flames are plotted in two different scales,
and the radial and axial distances are normalised using dj. The Z˜st contour (as a
thick line) and lift-off height (Lf) are highlighted in this figure. The flame lift-
off height is the most upstream point of T˜ = 1200 K contour which corresponds
to 5% of the maximum OH concentration as used in the experiment [9]. The
other two iso-lines (thin black lines) of Favre-averaged Z correspond to the lean
and rich flammability limits of methane (φ = 0.5 and 1.5 respectively). It is
shown that the highest temperature at the flame leading edge is close to the Favre-
averaged stoichiometric mixture fraction, Z˜st, for both F0 and F4 flames as one
would expect. The maximum temperature is found at further downstream where
the Z˜st contour intersects with the jet centre axis, approximately at about 130 to
150dj for flame F0; whereas for the diluted flame F4, it falls in between 70dj and
90dj because this intersection point is located more upstream due to the air dilution
in the jet fluid.
Table 2 compares the computed Lf/dj of flames F0, F2 and F4 for the four
cases listed in Table 1. The jet velocity is 16 m/s. The pure premixed case A
excluding the Z-c correlation gives Lf/dj ≈ 5 and 5.5 for F0 and F2 respectively,
lower than the measured values of 5.8 and 6.7. For the highly diluted (X = 40%)
flame F4, case A overestimates the lift-off height by about 2dj as in Tables 2. The
modelling case B includes the Z-c correlation and yields slightly larger values of
Lf/dj for F0 and F2, whereas for F4 a decrease in L f /dj is observed. The reason
for this will be discussed later in section 5.2.2 while examining the mean reaction
rate ω˙c. Case C includes contribution of non-premixed combustion and the lift-off
height computed in this case is increased by about one diameter compared to the
case A. This effect is further discussed in next section 5.2.1. Finally, when Z-c
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Table 2: Comparison of computed and measured [48] final lift-off heights, Lf/dj,
for Uj = 16 m/s.
Flame Air% Z˜st Exp. A B C D
F0 0 0.055 5.5 4.9 5.3 5.4 5.6
F2 20 0.08 6.7 5.5 5.6 5.7 5.9
F4 40 0.12 16.3 18.4 13.7 18.8 16
correlation and non-premixed combustion effect are both included in the mod-
elling case D, the computed lift-off heights are in excellent agreement with the
experiments for F0 and F4 as seen in Table 2 for this case. The agreement is not
as good for F2 but still within the 9% uncertainties noted in the experiments [48].
The modelling case D is chosen for further testing with different jet velocities and
air-dilution levels in section 5.2.3.
5.2.1. Role of non-premixed combustion mode
The contributions of non-premixed combustion is given by Eq. (17), which
involves the second derivative term, d2ψEq/dZ2. Thus, the contributions from
ω˙np are expected for mixtures within the flammability limits. The variations of
ψEq = YEqCO+Y
Eq
CO2 and its derivatives with (Z−Zst) are shown in Fig. 6 for mixtures
close to stoichiometry. The flammability limits correspond to about -0.027 and
0.037 in Fig. 6. Note that the derivatives are scaled appropriately to fit in the
range of y-axis shown in this figure. As expected the second derivative peaks near
the stoichiometric location and has a larger negative part than positive part. Hence,
the overall contribution from ω˙np to ω˙∗c in Eq.(12) is negative. The diffusion effect
of c in Z space, signified by ∂2ψ/∂Z2, prevents the local chemical reactions to
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reach their equilibrium and thus decreases the flame propagation speed as noted
by Bray et al. [17, 57]. This decrease in the flame propagation speed increases
the lift-off height when non-premixed combustion contribution is included in the
modelling, compare cases A & C and cases B & D in Table 2. This effect is
observed for the range of velocities and dilution levels considered in this study.
To further understand the relative role of non-premixed combustion contribu-
tions to the overall mean reaction rate, ω˙∗c, the spatial variations of ω˙∗c and its
components, ω˙c and ω˙np, are shown in Fig. 7 for flames F0 and F4. This result is
shown for the modelling case D and for Uj = 16 m/s. As one would expect, the
significant reaction rates occur within the flammability limits and the peak rate
is around the stoichiometric contour. The relative contribution of non-premixed
mode varies significantly between the flames F0 and F4. Figures 7b and 7c show
that the magnitude of peak ω˙np is about an order of magnitude lower than ω˙c in the
flame F0 and this difference becomes two orders of magnitude for the flame F4
as seen in Figs. 7e and 7f. This is because of the availability of oxygen in the jet
fluid because of air-dilution. Despite the small contribution from non-premixed
combustion mode, it is found to be important to obtain the correct lift-off height
as noted in section 5.2. These observations on the localness of ω˙np supports the
assumption of Mu¨ller et al. [13] to account for partially premixed combustion ef-
fects in G-equation approach. The relatively larger contribution of ω˙np in the flame
F0 compared to F4 results from larger values of χ˜Z because the flame F0 stabilises
in regions relatively closer to the jet exit with larger shear and mixture fraction
gradients. Thus, the oxygen transported by turbulence large-scale rollup leading
to enhanced entrainment is likely to play an important role in the stabilisation of
flame F0. In the flame F4, the effect of entrained oxygen is expected to be delayed
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downstream because of the presence of some oxygen in the fuel diluted with air.
Thus, it is becoming imperative that the role of Z-c correlation signifying the mu-
tual influences of scalar mixing and chemical reactions need to be understood and
this is discussed next. The influence of this correlation on the flame lift-off height
is observed already in Fig. 5 and Table 2.
5.2.2. Effect of Z-c correlation
The effects of Z-c correlation on ω˙c, Eq. (16), are shown in Fig. 8 for the
flames F0 and F4 having Uj = 16 m/s. The values of ω˙c computed using models
A and B (see Table 1) are compared to understand the role of Z-c correlation. In
these two models, the influences arising from non-premixed combustion are ex-
cluded by omitting ω˙np given by Eq. (17) while calculating ω˙∗c. The computed
covariance contours shown in Figs. 8b and 8d respectively for the flame F0 and
F4 suggest that Z˜′′c′′ changes its sign near Z˜st which is consistent with a previ-
ous DNS study [49]. This sign change is because, locally richer mixture (positive
Z′′) in the lean side can promote combustion resulting in enhanced reaction rate
(positive c′′). This gives Z˜′′c′′ > 0 for the lean mixture. The locally richer mix-
ture in the rich side can make the mixture difficult to burn reducing the overall
reaction rate (negative c′′). This yields Z˜′′c′′ < 0 for the rich side as seen in
Fig. 8. These results are consistent with an earlier analysis of turbulent stratified
combustion [47].
Including the Z-c correlation redistributes ω˙c inside the flame brush as seen in
Fig. 8. Two main effects can be observed by comparing Figs. 8a to 8b for flame
F0 and 8c to 8d for flame F4. These two effects are as follows. (1) The region
having high mean reaction rate near Z˜st becomes smaller when Z-c correlation is
included in the analysis and this is prominent for the air-diluted flame F4. One
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could see a reduction in the reaction zone width near the lift-off height by about
dj for F4 by comparing Figs. 8c and 8d. (2) The two flame branches merge in
downstream of the leading edge and the merged flame brush moves towards Z˜st
(radial squashing of the flame brush), which is more prominent for the flame F4.
The first effect, a decrease in the reaction zone width, increases the lift-off height
because of relatively weaker flame propagation along the Z˜st contour. However,
the second effect causing radial squashing of the flame brush moves the leading
edge upstream.1 Thus, there is a fine balance between these two opposing effects
at the leading edge for the flame brush to stabilise at the final lift-off height. The
following is postulated here. The rich flame branch which is typically located in
relatively high velocity region moves away from the jet centreline because of ra-
dial squashing. Thus, the flame brush leading edge supported by the downstream
chemical activity experiences a lower velocity at this axial position. This enables
the leading edge to propagate towards its final stabilisation region. Therefore,
the overall effect of Z-c correlation can be seen as a combination of the above
two effects and their predominant role can vary depending on the turbulence and
thermo-chemical conditions.
The effects of Z-c correlation also changes the relative importance of non-
1 The upstream movement of the flame edge is because of the following reason. The total
amount of heat released by burning a given amount of fuel must be conserved and this conserva-
tion can only be achieved by either an increase in the magnitude of the mean reaction rate or an
extension of the flammable region in the axial direction when there is radial squashing of the flame
brush because this squashing leads to a reduction of the flammable region in radial direction. The
increase in the reaction rate magnitude is not observed in this study. Since the fuel is present only
near the jet exit, the flame edge will have to move upstream to conserve the total heat release rate.
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premixed combustion mode contribution. In the highly diluted flame F4, as the
premixed lean and rich reaction zones merge and move towards Z˜st contour where
ω˙np tends to be large the non-premixed combustion plays an important role for
the overall mean reaction rate. This substantially influences the lift-off height
as given in Table 2. The difference in (Lf/dj) is about 0.4 due to non-premixed
combustion contribution (compare the values for A and C in Table 2) for flame
F4, and this difference becomes 2.3 when Z-c correlation is included (compare B
and D in Table 2 for F4). This supports the above observation on the role of Z-
c correlation to obtain lift-off heights measured in experiments. This correlation
effect is observed to be small for the undiluted methane flame F0 (see values
in Table 2) whereas this effect was observed to be significant for an undiluted
hydrogen jet flame [46]. These observations suggest that the flammability limits
of the fuel can alter the importance of Z-c correlation effects - the effects are
stronger when the flammability limit is wider. The level of partial premixing
can also influence the Z-c correlation effects. In the lifted jet flames, the partial
premixing is affected by the entrainment influenced by the jet velocity and the
dilution level. The influence of these two parameters on the flame lift-off height
is discussed next.
5.2.3. Influence of jet velocity and air-dilution
To further assess and confirm the role of contributions from non-premixed
combustion and Z-c correlation for other jet velocities, the flame F4 is computed
using the four modelling cases, A to D in Table 1, for three different velocities.
The flame lift-off heights obtained from these calculations are shown in Fig. 9a.
The model A involving only the premixed combustion mode without Z-c corre-
lation overestimates the lift-off height and including the correlation in model B
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leads to an underestimate. This underestimate seems to be significant for low jet
velocity considered for this testing. When contributions of non-premixed com-
bustion are included in model C then the overestimate of Lf/dj increases further
by about 0.5 to 1. Including the contributions of both non-premixed combustion
and Z-c correlation gives Lf/dj values close to the measured values for all the jet
velocities and flames investigated in this study, supporting the observations made
in the previous subsections on the roles of these contributions. Thus, the model D
is used for further investigation of this study to address the air-dilution effects and
transient evolution.
The effect of air-dilution on Lf/dj is shown in Fig. 9b by considering F0, F2
and F4 flames. The computed and measured lift-off heights of these flames are
compared in this figures for a range of jet velocities used in the experiments
of [48]. As one can see in this figure, this comparison is uniformly very good
for all the cases. For a given jet velocity, Lf/dj increases with dilution level. This
is because an increase in the stoichiometric mixture fraction value resulting from
dilution moves Z˜st contour towards the jet centre where the local velocities are
expected to be large. Thus, the diluted flame stabilises at a farther downstream
location compared to the undiluted flame. For F4 flame, the highest jet velocity
considered is 22 m/s and a higher velocity leads to flame blow-off in the simula-
tion, which is consistent with observation in the experiments [48]. Thus, it seems
that the modelling frame work used in this study is able to capture the flame lift-
off heights of a range of conditions, dilution levels, jet velocities ranging from 12
to 30 m/s and 500 to 900 m/s in [46] for undiluted hydrogen, without having to
change the combustion modelling parameters. The reason for such robust and con-
sistently good behaviour of the combustion model is because of close coupling of
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the model parameters to the underlying important physical processes controlling
the local burning rate as discussed in [46, 65–68].
5.2.4. Stabilisation mechanism
Many theories [20, 22, 23] for flame stabilisation mechanism at the leading
edge have been proposed in past studies and they include premixed flame prop-
agation [3–5, 20], extinction of diffusion flamelets [1], triple flames [6, 14], the
large-scale eddy model [2] as well as the edge flame concept [24]. Detailed dis-
cussion of these theories is not the main objective here but some remarks can
be made based on the results obtained from the RANS simulations conducted in
this study. The two classical theories based on premixed flame propagation and
extinction of diffusion flamelets are discussed here.
Figure 10 shows the velocity field in the region of flame stabilisation for flames
F0 and F4 computed using the model D in Table 1. The flame brush leading edge
in these two flames is located in regions with low-velocity with a value of about
0.4 m/s in the immediate upstream of the leading edge. This value is close to the
planar laminar premixed flame speed for stoichiometric methane/air mixture. This
phenomenon is consistent with many previous experimental [7, 69] and numeri-
cal [18] studies. Another notable point is that the main reaction zone with high
heat release rate per unit volume is located relatively closer to the jet centre than
the leading edge which is consistent with the experimental observation [11]. This
is more evident in the highly diluted flame F4 depicting a strong flow divergence
and streamline deflection as seen in Fig. 10b.
Peters and Williams [1] suggested that the lifted flame stabilises due to extinc-
tion of diffusion flamelets at the leading edge resulting from high scalar dissipa-
tion rate. Although this concept was claimed to be inadequate [21, 27, 70, 71],
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the influence of flamelets extinction should not be overlooked in the stabilisation
process as noted in [22] and may be responsible for the hysteresis phenomenon
observed for the lift-off height [23]. The combustion model given by Eq. (15)
supports this view since the scalar dissipation rate, χ˜Z , plays a role for ω˙∗c and thus
on the turbulent flame propagation speed. Therefore, the normalised scalar dissi-
pation rate, χ˜Z/χ˜Z, q, in the flame stabilisation region computed using the model D
is shown in Fig. 11 along with the mean reaction rate field. A typical extinc-
tion value of 5 s−1 for methane-air flame is used for χ˜Z, q based on earlier stud-
ies [18, 21]. It is observed that the normalised χ˜Z values in the stabilisation region
are significantly smaller than 1, approximately 5% and 0.5% for F0 and F4 flames
respectively. This considerably smaller value of χ˜Z/χ˜Z, q at the leading edge of the
air-diluted flame is because of the smaller mixture fraction gradient in the flame
F4 resulting from air-dilution. It is to be noted that Uj = 16 m/s is the same for
both F0 and F4 flames shown in Figs. 10 and 11. This suggests that the role of
non-premixed flamelets extinction on flame stabilisation is relatively more impor-
tant for undiluted flames compared to diluted flames. This is reflected in the Lf/dj
values listed in Table 2. Including the non-premixed combustion effects in the
model C moves the flame brush leading downstream by about 10% compared to
the case A catering only for premixed flamelets for the flame F0. This difference is
only about 2% for the flame F4 as listed in Table 2. Thus, the role of contributions
from premixed and non-premixed combustion must be included in the modelling
of turbulent partially premixed flames. The influence of large-scale turbulence on
the flow and scalar mixing is included inherently by solving the transport equa-
tions for the Favre averaged momentum and scalar mass fraction conservations.
Thus, the modelling framework used in this work seem to have the ability to in-
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clude the relevant important physical processes. Also, the presence of triple and
edge flame structures in an averaged sense is also captured well by this modelling
as has been evidenced in the mean reaction rate fields shown in Figs. 7, 8, 9, 10
and 13. The unsteady evolution is shown in Fig. 13, which is to be discussed next.
5.3. Temporal evolution of lift-off height
The temporal evolution of flame F3 from its initial ignition location to its final
stabilisation region was measured in the experiment of [48] using high-speed dig-
ital movies. The temporal variation of axial position of the most upstream flame
edged detected from the 10 recorded movies was averaged in a consistent manner
using frame by frame. This averaged flame position was then plotted as a func-
tion of elapsed time from spark initiation. Four cases in total, two jet velocities
of 12.5 and 25.5 m/s, and two ignition locations of 30 and 40 fuel jet diameters,
are studied. The experimental results for these four cases are shown in Fig. 12.
The error bar corresponds to 9% error reported in the experimental study using the
limited samples (10 frames for a given time). The URANS computational results
are obtained using the model D in Table 1 and a time step of 5 × 10−5 s, which is
smaller than the laminar flame timescale defined as τL ≡ (δL/S L) ' 1.2 × 10−3 s
for stoichiometric CH4-air mixture. The unsteady simulations are performed until
a stable liftoff height is obtained.
The time axis in Fig. 12 is normalised using both a jet flow timescale defined
as (dj/Uj) and τL. The time normalised using τL is shown on the top. The most
leading edge of the flame is identified using T˜ = 1200 K as noted in section 5.2.
After the ignition, the flame first moves downstream slightly due to the local flow
convection in the experiments and this process is captured well in the computa-
tions, which is more apparent for Uj = 25.5 m/s case shown in Fig. 12a. The flame
29
then propagates towards its final stabilisation region against the flow. The conver-
gence of flame tracks for two different ignition locations suggests that the final
lift-off height does not depend on the initial spark location for both Uj = 25.5
and 12.5 m/s cases shown respectively in Figs. 12a and 12b. Comparing these
two figures also identifies that the flame takes longer to reach its final stabili-
sation height in the higher jet velocity case. The results in these figures show
that it takes t+ ∼ 300 for the influences of the initial transients arising from the
spark location to become negligible irrespective Uj values (see the gap between
the computational curves for a given Uj). Also, the final lift-off height is reached
within a few percent by t+ ∼ 300 for Uj = 12.5 m/s as seen in Fig. 12b. This
normalised time becomes about 700 for Uj = 25.5 m/s suggesting that the time
taken to reach the final lift-off height is proportional to the jet velocity when these
are normalised using the stoichiometric flame scales, i.e., t+final ∼ U+j , where U+j
is Uj/S L. This scaling suggests that the premixed flame propagation plays a vital
role in the establishment of lifted flame from an initial kernel. There are some
differences between the experimental and computational results but it should be
noted that these are URANS calculations and the sample size available for the ex-
perimental analysis was limited. Nevertheless, the trends and important features
observed in the experiments for transients are captured reasonably well by the
URANS calculations.
Furthermore, the slopes of computed z/dj vs t+ curves corresponding to the
flame brush propagation speed agree quite well with the experimental values for
the flames ignited at z = 30dj for both jet velocities shown in Fig. 12. A consid-
erable difference is seen for flames ignited at z = 40dj. The possible reasons for
this are as follows: (1) the experimental data size is limited (10 samples) and thus
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the averaged z/dj values may have some statistical bias and more data is needed to
obtain a better average and (2) more importantly, the dynamic interaction between
large-scale flow structures and flame propagation is limited in RANS methodol-
ogy and this requires a more advanced approach such as LES.
5.3.1. Stages of flame-brush propagation
Figure 13 shows contours of ω˙∗c using pseudo colours at five different times
noted in the figure. These times are chosen to highlight the important stages of the
flame brush evolution. The results shown in Fig. 13 are typical for this evolution
and it shown for Uj = 25.5 m/s with spark initiation at z/dj = 30, the case shown
in Fig. 12a. The contours of Z˜st, lean and rich flammability limits are also shown
as lines. The various stages of flame evolution discussed below compares very
well with the experimental observations using high-speed movies in [48].
1. Downstream convection:
The flame kernel initialised at z/dj = 30 is first convected downstream very
quickly by the mean flow as seen in the first frame of Fig. 13. In this early
stage of flame development, the kernel growth is mainly due to both molecu-
lar and turbulent diffusion of deposited energy and thus it retains a spherical
shape as seen in Fig. 13 for t∗ = 5. This spherical evolution transitions into
a second phase.
2. Radial expansion and downstream propagation:
As the flame kernel moves into more flammable mixture bounded between
Z˜r and Z˜st, the flame starts to propagate in the radial direction under the
influence of streamwise convection by the mean flow. This results in the
reaction zone shape as seen in the second frame of Fig. 13 shown for t∗ = 30.
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The flame brush upstream edge remains at about the same position during
this stage. From this second stage, the flame brush transitions into a third
stage involving edge flame propagation.
3. Upstream propagation and stabilisation:
During the transition from the second stage, the flame brush positions itself
between the rich and lean flammability limits (in an average sense) with
stronger reactions occurring near the stoichiometry. This gives a typical
triple flame structure as shown in the third frame of Fig. 13 for t∗ = 138. By
this time, the total width of the flame brush reaches about 7dj in the radial
direction as in Fig. 13. Once the flame brush attains this typical shape, then
it starts to propagate upstream as an edge flame. This propagation is led
along Z˜st contour until the final stabilisation height is reached as shown in
the last frame of Fig. 13. A similar observation was also made by Mu¨ller
et al. [13] using a different modelling approach involving G equation.
These three stages of flame brush evolution are clearly seen when the kernel
is initialised in a mixture close to the rich flammability limit. When the kernel
is initialised at z = 40dj on the jet axis where the mixture fraction is close to
stoichiometry, the second stage noted above becomes different. Instead of the
radial expansion, the flame expands rapidly in the vicinity of Z˜st iso-line and then
starts to propagate upstream immediately. As noted earlier in Fig. 12, this results
in the larger slope for z/dj vs t∗ curve compared to that for the flame ignited at
z = 30dj. Similar behaviours are observed for other jet velocities.
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6. Conclusion
Steady and unsteady RANS simulation of turbulent lifted methane jet flames
are conducted using a partially premixed combustion model involving unstrained
premixed flamelets and presumed PDF method. The correlation between the mix-
ture fraction and progress variable fluctuations is included in the analysis through
a correlated joint PDF method. The contribution from non-premixed mode com-
bustion is also included in the overall mean reaction rate modelling. These con-
tributions appear in modular form in this approach allowing us to include and test
one effect at a time. This modelling approach was developed in an earlier study
and tested for undiluted hydrogen flames [46]. The agreement between the mea-
sured and computed flame brush structure and lift-off heights was shown to be
very good for the hydrogen flame [46]. In this study, the abilities of this mod-
elling approach to capture the undiluted and air-diluted methane jet lifted flames
are tested as these flames involve relatively lower jet exit velocities compared to
the earlier lifted hydrogen flames. The thermo-chemistry and its interaction with
turbulence are well known to be different for methane and hydrogen mixtures. The
ability of this combustion modelling approach, outlined in section 2, is tested and
validated without altering the combustion sub-modelling parameters used in [46].
The main findings of this study are summarised as follows.
• Various jet exit velocities and air-dilution levels are tested for model valida-
tion. The calculated lift-off heights, Lf , agree very well with the measured
values [48] for the range of conditions tested here. This agreement is found
to range from excellent to very good when the effects of both Z-c correla-
tion and non-premixed combustion are included while calculating the mean
reaction rate using the model D in Table 1. This clearly indicates that both
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of these two effects are important and required to capture the complex pro-
cesses and their interactions involved at the stabilisation height of lifted
flames.
• A systematic evaluation showed that the contributions from non-premixed
combustion is predominantly negative to the mean reaction rate and thus
shifts the flame brush leading edge downstream compared to the situation
when these contributions are excluded. The effects of non-premixed com-
bustion exists over flammable region as one would expect. This contribu-
tions is observed to be more significant for the undiluted flame, F0, because
of relatively large χ˜Z values, resulting from mixing with entrained air, com-
pared to that for the air-diluted flames.
• The Z-c correlation influences the flame stabilisation by redistributing the
reaction rate inside the flame brush downstream of the leading edge. This
results in changes in the flame-flow interaction causing two dominant ef-
fects on the flame brush. These effects are (1) the size of reaction zone with
large reaction rate near Z˜st is reduced and (2) the two flame, lean and rich,
branches downstream of the leading edge are squashed towards Z˜st contour.
The former effect increases the lift-off height whereas the latter effect de-
creases Lf . The overall effect of the Z-c correlation is a resultant of these
two opposing effects and the later effect is observed to be dominant and its
relative role increases with dilution level. The relatively increased influence
of the latter effect in the air-diluted flames is because the flame brush is
thicker allowing the correlation to affect a larger part of the flame.
• The air-dilution increases the lift-off height for a given jet velocity because
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of an increase in the stoichiometric mixture fraction value, which usually
resides in regions with higher velocity. The offset between the flame leading
edge and the main heat releasing zone is found to be larger in the highly
diluted case as has been observed in experimental [11] and LES [18] studies.
• The unsteady RANS simulations show that the intense reaction zones of
initial flame kernel moves towards its neighbouring (closest) stoichiomet-
ric position and then it propagates upstream along the stoichiometric iso-
surface until the final stabilisation height is reached for a given jet velocity.
Although the modelling frame work used here seems robust to calculate the
flame lift-off heights over a wide range of flame and flow conditions for methane
and hydrogen, the transient evolution of the flame leading edge does not agree
with the measured evolution when the initial flame kernel is placed near stoi-
chiometric iso-surface resulting from scalar mixing field solution. However, this
agreement is found to be quite good when the initial kernel is placed in rich mix-
tures. The reason for this difference is unclear at this time, nevertheless one must
recall the fact that the sample size for experimental analysis is only 10 movies.
More experimental data would help to resolve this matter unambiguously. Also,
this may indicate the limitation of the URANS methodology to capture the large
scale dynamics and its interaction with evolving flame in a transient manner and
advanced approaches such as LES would be helpful. Furthermore, the difference
seen in the transient response in this study might be due to the simulations em-
ploying axisymmetric configuration which excludes a possible evolution of the
flame leading in a third physical dimension. These points will be addressed in a
future study.
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(a) (b)
Figure 1: A schematic of the burner setup for experiments in [48] and computa-
tions. Computational domain is shown in (a) and a typical numerical grid is shown
in (b).
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Figure 2: Comparison of computed (—) and measured [48] (◦◦◦) radial variation
of mean axial velocity and turbulence r.m.s. values. The values are normalised as
noted in the text. Air injection velocity is Uj = 21 m/s and air co-flow velocity is
Uc = 0.1 m/s.
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Figure 3: The axial variation of scaled centreline velocity, Ucl computed in this
study is compared to the empirical relationship established in [63].
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Figure 4: Comparison equivalence ratio contours obtained using empirical rela-
tion [64] in Eq. (24) and from RANS simulation for the case F3, 30% air-diluted
CH4 jet, with Uj = 25.5 m/s and Uc = 0.1 m/s.
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(e) (f) (g) (h)
Figure 5: Temperature (dashed line) and mixture fraction (line) contours for
flame F0 (top row) and F4 (bottom row). The jet exit velocity for these two cases
is Uj = 16 m/s.
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Figure 6: Variations of ψEq, ψ′ = dψEq/dZ and ψ′′ = d2ψEq/dZ2 with Z in the
vicinity of Zst.
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Figure 7: Spatial variation of mean reaction rate, ω˙∗c, and its components ω˙c and
ω˙np (kg/m3/s) in flames F0 and F4. The jet exit velocity for these two flames is
Uj = 16 m/s.
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Figure 8: Effects of Z-c correlation on the premixed mean reaction rate, ω˙c. The
mean reaction rate in kg/m3/s is shown using pseudo colours and the iso-contours
of Z˜′′c′′ are shown as lines, solid line is for Z˜′′c′′ > 0 and dashed line is for
Z˜′′c′′ < 0.
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Figure 9: Computed flame lift-off height is compared to the measured [48] values
for various jet velocities.
Figure 10: Contours of ω˙∗c in kg/m3/s (colour map) and U˜ (m/s) (thin lines). The
black bold line is for Z˜st. The jet exit velocity for these two flames is Uj = 16 m/s.
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Figure 11: Contours of ω˙∗c in kg/m3/s (colour map) and χ˜Z/χ˜Z,q (thin line). The
black bold line is for Z˜st. The jet exit velocity for these two flames is Uj = 16 m/s.
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Figure 12: Temporal variation of axial location of the flame edge, marked using
the leading edge of T˜ = 1200 K contour. The instant t = 0 corresponds to ignition.
The error bar corresponds to 9% maximum error reported in [48].
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Figure 13: The flame brush evolution computed using model D for flame F3 (30%
air-dilution) towards its stabilisation height from its initial kernel location.
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