Abstract. We study the existence and the uniqueness of a solution ϕ to the linear Fokker-Planck equation −∆ϕ + div(ϕ F) = f in a bounded domain of R d when F is a "confinement" vector field acting for instance like the inverse of the distance to the boundary. An illustration of the obtained results is given within the framework of fluid mechanics and polymer flows.
Introduction
In this paper we are interested in the so called Fokker-Planck equation ( 
1.1)
− ∆ϕ + div(ϕ F) = f.
• In the simplest case (that is F = 0) this equation is known as the Laplace equation (when f = 0) or as the Poisson equation (when f = 0). The solutions of these equations are important in many fields of science, notably the fields of electromagnetism, astronomy and fluid dynamics, because they describe the behavior of electric, gravitational and fluid potentials.
• More generally, the main reason of the physical interest of equation (1.1) comes from the fact that it can be put in conservative form div(J) = f with J = −∇ϕ + ϕ F. Thus it can be connected to a generalization to the Fick's law J = −∇ϕ connecting diffusion flux J and concentration ϕ in inhomogeneous environments, see [9, 22] .
• In the dynamical systems framework (see for instance [26] ) the non-stationary Fokker-Planck equation ∂ t ϕ = ε∆ϕ − div(ϕ F) is usually introduced. In this case, the function ϕ represents the smooth probability density of a population driven by F and subject to ε-small diffusion in the following sense. The term ϕ F is a vector field representing the population ϕ moving with the flow of F, and so the divergence of this vector field represents a thinning out of the population due to F, which therefore contributes negatively to the local growth rate of the population, ∂ t ϕ. This explains the drive term. Meanwhile the term ε∆ϕ represents ε-small diffusion, and contributes positively to the growth rate. The study which is presented here concerns in particular the existence and the uniqueness of a steady-state solution. We note that the theory is closely related to applications, because the steady-state ϕ is an ε-smoothing of the measure on the attractors of the flow of F (see [26] ) and therefore in numerical and physical experiments ϕ can be used to model the data with ε-error.
• According to the contexts, the vector field F can take various forms. In particular it may occur that physically realistic assumptions do not make it possible to conclude only with the already known results. We will give such a caricatural example in the last part. Besides the problems of the existence and the uniqueness, the question which interests us is to know which boundary conditions are needed to ensure the existence and the uniqueness of a solution of equation (1.1) in the bounded case.
We will see that this depends on F. When F is regular enough, i.e. does not diverge too quickly at the boundary, data on ϕ at the boundary of the domain enable to ensure the uniqueness of the solution. We remind of this result at the beginning (in particular because the proof resembles ours). We also say that when the domain does not have boundary, for instance if we are interested in the space R d or on a compact variety without boundary, uniqueness is ensured by imposing the average of ϕ.
We prove that, in the bounded case, when F is not so regular, the "good" condition to ensure uniqueness is still to impose the average of ϕ, and that in that case, the unique solution vanishes on the boundary.
Some known results on equation (1.1)
Except for the case where F = 0, a particularly simple case corresponds to F = ∇V (V is assumed to be regular and differentiable) and f = 0. In this case ϕ = exp(V ) is a solution of (1.1) in the bounded case as well as in the compact case or in the unbounded case. In the same way, we can easily prove that the case F = ∇V + G admits the solution ϕ = exp(V ) if and only if div(G) + G · ∇V = 0. Up to a renormalization, the average of such a solution will be equal to 1, as soon as exp(V ) ∈ L 1 (Ω). The average value is consequently an essential ingredient to have uniqueness of the solution of equation (1.1) and we could be interested in the following problem
in Ω,
In the compact case without boundary E.C. Zeeman [26] proves the existence and uniqueness of a solution ϕ for an arbitrary smooth vector field F (and without term source f = 0) on a compact manifold by the Perron-Fröbenius method:
Theorem 1.1. -Let Ω be a compact manifold without boundary. If F ∈ C ∞ (Ω) then there exists a unique non negative solution of (1.2).
Without proof in the non-compact case (as writes E.C. Zeeman on p. 152, the extension of such results to non-compact case is an open question), E.C. Zeeman gives some example with Ω = R d . These examples show that in the unbounded case uniqueness follows from some "boundary" conditions on F, which are given by the behavior of F outside large sphere. Many other works concern these equations of the Fokker-Planck type in R d . Most of these works describe specific assumptions for the potential F at infinity. Let us quote as an example the beautiful recent series of works by Hérau, Nier and Helffer [13, 14] about the linear kinetic Fokker-Planck equation. See also the article [20] by Noarov in wich the author gives some smallness conditions in some norm and rapid decay at infinity for F to ensure the existence of a solution other than identical zero (in the case f = 0).
In this article, we are interested in a possible generalization in bounded domains. Usually, such a problem is coupled with boundary conditions (Dirichlet, Neumann or mixted boundary conditions). For instance, the natural weak formulation of the problem
with ϕ = 0 on ∂Ω
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is written
where f, ψ corresponds to the duality product (H −1 (Ω), H 1 0 (Ω)). In order that all terms in (1.3) be defined, the minimal hypotheses on data are: f ∈ H −1 (Ω) and, thanks to the classical Sobolev injections,
Within this framework, we have (see [7] ):
then there exists a unique solution of (1.3).
The proof of the generalization which we propose is primarily based on the proof of this theorem. The main difficulty which appears for the study of problem (1.3) is the following: although the operator ∆ is coerciv, the operator −∆ + div(· F) is generally not coerciv. The reason for which the result is still valid lies in the (conservative) form of the term div(ϕ F). Let us note that an equivalent theorem can be proved (see [7] ) for equations of kind −∆ϕ + G · ∇ϕ = f but that it is not possible to obtain a similar general result for equations of the type −∆ϕ + div(ϕ F) + G · ∇ϕ = f . In fact, the sum div(ϕ F) + G · ∇ϕ makes appear zeroth order terms and it is well known that the solutions of −∆ϕ + λ ϕ = 0, λ ∈ R, with homogeneous Dirichlet boundary condition are not unique. Moreover, J. Droniou proved that the same result is valid for other boundary conditions as nonhomogeneous Dirichlet, Fourier or mixed boundary conditions (using more regularity for the domain Ω, say with Lipschitz continuous boundary). Concerning the Neumann boundary conditions, J. Droniou and J.-L. Vazquez recently showed that the same problem admits, for each fixed mean value, a unique solution with the said mean value (see [8] ). An other question is debated in the present paper: Which necessary and sufficient conditions must be placed on f , and what are the degrees of freedom on the solutions if F is not regular enough ?
An (partial) answer
We show in this article that if the normal component of the vector
in a neighborhood of the boundary ∂Ω with α > 1 then there exists a unique solution ϕ to the Fokker-Planck equation (1.1) as soon as the average of ϕ is given. Moreover, we can show that this unique solution automatically vanishes at the boundary ∂Ω. More precisely we prove
M (this space will be precised later) and F = κ + ∇V where κ ∈ L ∞ (Ω) and V ∈ C ∞ (Ω) satisfies V = −∞ on the boundary of Ω. Under assumptions (H 1 ), (H 2 ) and (H 3 ) (see more details page 16) then there exists a unique solution of the Fokker-Planck equation (1.1) such that Ω ϕ = 1.
Obviously, the additive assumptions (H 1 ), (H 2 ) and (H 3 ) enable to take into account the examples where the normal part of F(x) behaves like α dist(x,∂Ω) in a neighborhood of the boundary ∂Ω with α > 1. They are not satisfied when α 1. Thus, there remain many cases without answers: for instance, when the normal part of F behaves like α dist(x,∂Ω) with α 1, and when the normal part of F behaves like α dist(x,∂Ω) β with α > 0 and β > 1. The assumptions (H 1 ), (H 2 ) and (H 3 ) on the potential V are rather difficult to apprehend. The (1) We can verify that we have F / ∈ L d * (Ω), and that consequently the announced result is a generalization of the Theorem 1.2.
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reason for which we have these assumptions is the following: they are used in this form in each steps of the proof (primarily in the various lemmas). Thus if one of the steps of the proof can be shown in another way that presented here, we can hope to be freed from certain corresponding assumptions.
Outline of the paper
The paper is organized as follows:
• In Section 2, we give mains tools adapted to the studied problem. First of all, some tools about differential geometry to understand "explosive" boundary conditions. Next we give all the lemmas which are used in the main proof.
• In Section 3 the precise statement of the main result is enunciated, see Theorem 3.3, page 16.
• The Section 4 is devoted to the proof of Theorem 3.3. It is composed of two parts: the existence proof and the uniqueness proof.
• The last section (Section 5) gives an application to fluid mechanics and some numerical results.
Main implements
In [5] , the author gives an existence and a uniqueness result for a Fokker-Planck equation for a particular vector field F and in a particular domain Ω which is a ball. For more complex domains, we must understand the effect of the geometry in the proof. We will present in this part some elements of differential geometry adapted for our calculus. Next, we will precise the functional framework adapted to the Fokker-Planck equation of this paper. Finally, we will give multiple fundamental lemmas which are use for the proof of the Theorem 3.3.
Elementary differential geometry
The results of this part are largely inspired on Subsection 2.1 of the paper [2] and on the annexe C of the book [3] . Let Ω be a smooth (say
We denote by Γ its boundary and by ν the outward unitary normal to Γ. The distance between any x ∈ R d and the boundary Γ is denoted by δ Γ (x). For any ε 0, we introduce the open subset of Ω:
It is classical that, for ε small enough, the two maps δ Γ (called distance to Γ) and P Γ (called projection on Γ) exist and are regular on O ε . This allow to use tangential and normal variable near Γ, defining for any function f :
we have the following change of variables formula:
For non-ambiguous cases, f and f will be together denote f .
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As it is usual, the smallest of these constants C is denoted χ H
−1 M
: it is the norm of χ on H −1 M .
Properties of the functional spaces
The proof of the main theorem (Theorem 3.3) follows the ideas of J. Droniou [7] . Nevertheless, the proof of J. Droniou, given in the case where F ∈ L d * (Ω), does not use these "degenerated" spaces and use traditional results concerning usual Sobolev spaces. The essential contributions which are presented ties in the fact that these "classical" lemmas in the case where M does not vanished on Ω are still true (sometimes in a weaker form) when M is a maxwellian as previously introduced, and in particular when M = 0 on Γ. So, the goal of this subsection is to give some essential properties of these functional spaces (Poincaré-type inequality, Sobolev injection, compacity result, Hardy-type inequality...).
Notice that in the estimates, the symbol means "up to a harmless multiplicative constant", allowed to depend on the domain Ω only.
The first result that we present is a result allowing to controlled
M . This result can be seen as an inequality of Hardy-type (3) . We will prove this first lemma under the following assumption 
(Ω) where δ Γ corresponds to the distance to the boundary Γ. (4) Recall that, as it is specified just before, in this article the function M is a Maxwellian function which vanished on the boundary of the domain. The assumptions introduced here are consequently additional assumptions.
hal-00375802, version 1 -16 Apr 2009
These hypotheses will be only used in the neighbourhood of the boundary Γ of Ω. In such neighbourhood, the notation ∇ R corresponds to the radial derivative (that is to say the derivative in the direction of the normal vector to the boundary).
The various assumptions introduced in this part will be discussed in Section 3. Nevertheless, it is important to notice that the three assumptions formulated in (H 1 ) are independent. For example, in the radial case the function M defined by M (r) = √ r satisfy the last point of (H 1 ) but does not satisfy the second point. Reciprocally, M (r) = r/ln(r) satisfy the second point but does not satisfy the last point.
respect to the variable θ in h θ and in M . The integral I 0 writes using the approximation (2.2)
The goal is to control I 0 with ϕ H 1 M . We will proceed in two steps:
(1) We prove that h(r)M ′ (r)/M (r) = 0 on r = 0; (2) We control I 0 with ϕ H 1 M .
•
Step (1): We use the following change of variable adapted to the maxwellian M :
.
Notice that the jacobian determinant of Φ(r, θ) egals −1/ M(r, θ) and therefore, M being positive on Ω, it does not cancel on ]0, ε] × Γ. Moreover, for all θ ∈ Γ we have lim r→0 Φ(r, θ) = (+∞, θ) since using the assumption on M we get 
In the nonambiguous cases, we will note f , all the functions f , f or f .
As announced before the proof, we only need the radial part of the gradient in the desired estimate. In term of new coordinates, the radial part of the gradient of a function f defined on Ω ε corresponds to the derivative with respect to the variable r in the new coordinates:
For any θ ∈ Γ let g θ be the function defined on ]0, +∞[ by
Derivating with respect to the variable s, we obtain (as previously the variable θ will be understood as a parameter and we do not note its dependence):
We deduce that (using the approximation J ∼ 1 valid for ε small enough)
Since ϕ ∈ H 1 M the integral I 1 is finite. Consequently, for almost every θ ∈ Γ we have
We deduce that
Next, using the Cauchy-Schwarz inequality we obtain, for any s ∈ ]0, +∞[,
We deduce that for almost every θ ∈ Γ, for all α > 0 there exists a constant C θ,α > 0 such that, for any s ∈ ]0, +∞[ we have g(s) α √ s + C θ,α . Using the r variable, this result is written: for any
that enables, see assumption (H 1 ), to obtain for almost every θ ∈ Γ the relation
= 0.
Step (2): Now, we prove the lemma. Since ϕ ∈ H 1 M , we know that
We express I 1 making appear the h function and using the change of variables x → (r, θ) together the usual approximation for the jacobian determinant of this change of variable (see the Part 2.1 and the relations (2.2)). We obtain
where, for θ ∈ Γ, the quantity I 1 (θ) is defined by
Moreover, an integration by part gives
The assumption (H 1 ) on M is written λ −a > −1. Moreover using the equation (2.5) and the relation (2.4) the braket term is vanished. We obtain
Moreover, thanks to the Hardy inequality (holds since h vanishes at 0, this is a direct consequence of equation (2.5)), we deduce (2.6)
Since a < 1, this control allows us to estimate
From the Hardy inequality again, we obtain the following estimate
Integrate with respect to the variable θ, we obtain
The function ϕ being in H 
It is in this form that the Lemma 2.1 will be generally used in this article. Note that in term of x variable, the inequality (2.6) show us that ∇ R ( 
Consequently ϕ/ √ M ∈ H 1 (Ω). Hence this function ϕ/ √ M has a trace on the boundary Γ. Since M is a regular function on Ω vanishing on Γ, we deduce that ϕ =
This next lemma is interesting in themselves for understanding the space H 1 M better. Moreover, it will be used in the proof of the Lemma 2.7. Lemma 2.3 (Density). -If M satisfies (H 1 ) and (H 2 ) then we have the following equality
Proof. -Let ϕ ∈ H 1 M and define, for n ∈ N * , the function ϕ n by
We successively prove that
(1) the functions ϕ n are in H 1 M , (2) we can approach these functions ϕ n with C ∞ 0 functions, (3) the sequence {ϕ n } n∈N * converges to ϕ in H 1 M sense. These three points clearly implicate the lemma.
• (1) By definition of χ, we have for all n ∈ N * the relation |ϕ n | |ϕ|
By definition of the trucature function χ, the last term is not egal to 0 if and only if This kind of result is essential for the proof of the main theorem (Theorem 3.3); it is proved under the assumptions (H 1 ) and (H 2 ). We will note that assumption (H 2 ) is used in the following weak formulation (obtained by integration):
More exactly, we have 
are the classical Sobolev spaces on the set Ω. Let ϕ ∈ H 1 M . In the next three steps we will prove that there exists p > 2 such that
Moreover, using assumptions Lemma 2.1 with assumption (H 2 ) we obtain
Consequently, ϕ/ √ M ∈ H 1 (Ω) and using the classical Sobolev injections, we deduce that ϕ/ √ M ∈ L q (Ω) for all q 2d/(d − 2) (and for q < +∞ in the 2-dimensional case). • Using the assumption (H 2 ) and the Hardy inequality (Lemma 2.1) we obtain
• From the two previous steps, we can write that for any β ∈ R such that 0 β c we obtain
hal - 4c+q−2 . It is thus possible to find p > 2 such that
Remark 2.6. -According to the previous proof, we obtain the inclusion H 
Proof. -The proof of this lemma uses the Stampacchia lemma which affirms that if g ∈ H 1 (ω), ω being an open subset of R d , and ξ : R → R is continuous, piecewise-C 1 , such that ξ ′ is bounded on R then we have ξ(g) ∈ H 1 (ω) and ∇ξ(g) = ξ ′ (g)∇g. The Stampacchia lemma is a local result, hence applied to g = ψ/M which is in H 1 loc (Ω) it shows that the formula ∇ξ
. From this formula, it is obvious that ϕ ∈ H 1 M . The fact that ϕ is null average is then immediate since Ω M = 1. One more important ingredient in our study is the following linear operator
M and with domain, see [18, Remark 3.8, p. 9] given by
We also find in [18, Proposition 3.6, p. 8] the following result and its proof which will be used to introduce the Galerkin approximation method later.
Lemma 2.8. -The operator L is self-adjoint and positive. Moreover, it has a discrete spectrum formed by a sequence (ℓ n ) n∈N such that ℓ n tends to +∞ when n tends to +∞.
Concerning the uniqueness results for a linear operator, it is known that the eigenvalue 0, that is the kernel of the operator L, is particularly important.
Lemma 2.9. -The kernel of the operator L is the set {λM, λ ∈ R}.
Proof. -This lemma is an immediate consequence of the following formulation of the operator L:
In fact, let ψ be a function such that Lψ = 0. We obtain Lψ, ψ L 2 M = 0 and the formulation (2.9) yields ∇ ψ/M = 0. Thus, thanks to the connexity of Ω, we deduce that ψ = λM with λ ∈ R.
The last lemma is a generalized Poincaré inequality adapted to the weighted spaces introduced before. To obtain such a lemma, we use the fact that the potential V = ln(M ) is concave. More precisely we will suppose that
Lemma 2.10 (Poincaré-type inequality). -If M satisfies (H 3 ) then for all ϕ ∈ H 1 M we get the following Poincaré-type inequality
For the free-average functions (that is for ψ ∈ H on this space are equivalents. This equivalence will be usually useful in the remainder of the paper.
Proof. -Let ϕ ∈ H 1 M and introduce the non-stationary problem u t (t, x) + Lu(t, x) = 0 for (t, x) ∈ R × Ω,
The following time-dependant functions
Moreover we have
For clearify the following computations, let us introduce the duality operator L ⋆ such that
The first term of the right hand side is written −2 Ω M ∇ 
Hence H(t) H(0)e −2γt . Integrate in time, we obtain:
To evaluate D(+∞), we consider a stationary solution u ∞ . We note that due to the spectral properties of the operator L (see Lemma 2.8), for any initial data, u tends to a stationary solution u ∞ as t → +∞. By definition it is in the kernel of L and following the Lemma 2.9 there exists a constant λ
such that u ∞ = λM . But the evolution equation on u implies that the mean value Ω u is conserved:
Ω u ∞ = Ω ϕ, that allows to obtain the constant λ = Ω ϕ. We deduce that
Consequently, the inequality (2.10) corresponds to the following one
which exactly is the inequality announced by the Lemma 2.10.
Notice that it is possible to obtain a proof of this Poincaré-type inequality by contradiction, see for instance [18, p.7] , or peraphs using the hole-space case (for example for Ω = R d ) proved in H.J. Brascamp [4] (see also Proposition 2.1 in [6] ).
Statement of the main theorem

Definition of weak solution
When we consider the Fokker-Planck equation (1.1) with vector field F decomposed as the sum
If we look for a solution with given average, that is for instance a solution such that Ω ϕ = 1, then we can reduce to the case where ϕ is free-average exchanging ϕ into ϕ − M and f into f − div(M κ). We obtain the following problem
Using the adapted spaces introduce in the previous part, the weak formulation of this equation is written:
where ·, · denote the duality brackets between H
Assumptions on the potential
In this article we are interested in the case where the vector fields F quickly explodes near to the boundary. The fact that F is decomposed as a sum of two terms makes it possible to describe all the "explosive" behavior in the part ∇V . In addition to the fact that V equals −∞ on Γ to ensure the explosion, the assumptions given on V (or on M , which is equivalent) can be checked only in a neigborhood of the boundary Γ. More precisly in order to use the lemmas proved we will use the following assumptions
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where we recall that ∇ R corresponds to the normal derivative and where δ Γ represents the distance to Γ. Notice that we can rewrite these assumptions in term of the potential V (wich is given with respect to the maxwellian M by V = ln M ), see for instance Theorem 3.3, page 16. It is important to note that these assumptions are satisfied for the radial functions M (i.e. functions depending only on the distance to the boundary) on the following form near to the boundary
In other words, the result is shown for vector fields F whose the normal component explodes like α δΓ with α > 1.
Remark 3.1. -As it was announced as introduction, an interesting case corresponds to the following Fokker-Planck equation
making appear a small parameter ε. We can come back to the previous case using F = 1 ε F. We note that if we define a Maxwellian M such that F = ∇M/M then the Maxwellian M adapted to F, i.e. such that F = ∇ M / M , satisfies M = C M 1/ε . The assumptions on M can thus be interpreted on M and we show that they are less constraining in the following sense: they are checked when the normal component of F behave like α δΓ for all α > ε. Concerning the assumption on the "interior" part κ of F = κ + ∇V , that is about κ ∈ L ∞ (Ω), we can note that this assumption is stronger than that announced by J. Droniou in [7] . In fact, we will see during the proof that the regularity required on κ comes from a product lemma. Roughly speaking, if the product of a function
(Ω) then the theorem is true as soon as κ belongs to L p (Ω). In the classical case the usual Sobolev injections
In our case the injections of "Sobolev" type (see the Lemma 2.5) are not also "generous" and a product H 
Main theorem
We prove in Part 4 the following theorem.
We denote by Γ its boundary which is assumed to be of class
If the assumptions (H 1 ), (H 2 ) and (H 3 ) hold then the problem (3.1) admits a unique solution
We can deduce -see the link between a free-average solution and a solution with given average on Subsection 3.1 -the following theorem where we recall all the assumptions 
If we assume that, in a neigborhood of the boundary Γ, we have
2) (according to Lemma 2.7 we have ϕ ∈ H 1 M,0 ). As for the estimate of M S k (ψ n /M ), we study each of three terms, named A, B and C as previously, present in equation (4.2).
• The first is written 5. Application to fluid mechanics
The FENE model for dilute polymers
A natural framework where vectors fields strongly explode at the boundaries of a domain is the framework of the modeling of the spring whose extension is finite (that is physically realist). In fluid mechanics, such an approach is used to develop polymer models in solution. It is this point of view which we have chooses to present in order to illustrate the preceding theoretical study. The simplest micro-mechanical approach to model the polymer molecules in a dilute solution is the dumbbell model in which the polymers are represented by two beads connected by a spring. The configuration vector Q describes the orientation and the elongation of such a dumbbell [15, 17] . The force of the spring is governed by some law that should be derived from physical arguments. We choose here the popular FENE model, in which the maximum extensibility of the dumbbell is fixed at some value determined by the dimensionless parameter ℓ and the spring force takes the simple form
The configuration vector Q depends on time t and macroscopic position of the dumbbell x in the flow. Moreover, it satisfies the following stochastic differential equation (see [21] for details):
where the 2-tensor (∇u) T is the transposed velocity gradient, De is a dimensionless number called the Deborah number (linked to the relaxation time of the fluid) and W is the Wiener random process that accounts for the Brownian forces acting on each bead. Equation (5.1) should be understood as the Itô ordinary stochastic differential equations along the particle paths since the dumbbells'centers of mass are supposed on average to follow the particules of the solvent fluid. As is well known (see Section 3.3 of [21] ), every Itô ordinary stochastic differential equation can be associated with a partial differential equation for the probability density function ϕ(t, x, Q) of the random process Q(t, x). In particular, equation (5.1) implies the following, also called Fokker-Planck, equation for ϕ(t, x, Q):
In certain modes the dominating terms correspond to the terms of the right-hand side member of equation (5.2). It is the case, for instance, when the flow is supposed to be thin, see [5] . In these configurations, the distribution ϕ can be seen like depending only on Q (to be rigorous, ϕ also depends on time t and on the macroscopic position x, via the presence of the gradient ∇u(t, x) but these dependences can be seen as parameters) and the equation (5.2) is approached by the following Fokker-Planck equation on ϕ(Q):
with F = 2De (∇u) T · Q − E. It exactly corresponds to those studied in the first part of this paper (see equation (1.1)) in the case Ω = B(0, ℓ) and without source term: f = 0. Although it is wished that the solution ϕ(Q) cancels for values Q such that |Q| = ℓ (i.e. we wishe that the maximum length of the springs is ℓ and that there is no spring of this length), the classical framework of the Theorem 1.2 does not correspond to this equation provided with the homogeneous Dirichlet boundary conditions. In fact, the force F is not sufficiently regular: we have 0, ℓ) ). Roughly speaking, the FENE model takes into account the finite extensibility of the polymer chain, through an important explosive force when |Q| tends to ℓ.
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Flow Physical domain Figure 5 .1. On the left, we have drawn the physical domain of a real flow for a diluted polymers solution. From the microscopic point of view, the polymer chains are identified to independent mass-springs systems (called dumbbells). The orientation and the length of each dumbbell is governed by a quantity (denoted by ϕ in this paper) distributed in a ball whose radius corresponds to the maximum extension of the spring. On the right, the colors correspond to the various probabilities that dumbbell be in the given position. For instance, the drawn dumbbell is the dumbell which has the most chance to be present (with its "symmetrical" compared to the center of the ball).
On the other hand, this force F perfectly corresponds to the principal result shown in this article (see Theorem 3.3). More precisely, the vector field Q ∈ B(0, ℓ) → 2De (∇u)
T · Q is clearly bounded and we can write the "explosive" term E as follow:
To make appear the maxwellian function M as it is used in this paper, we write
From Theorem 3.3 we deduce that if ℓ > √ 2 then for any ρ ∈ R there exists a unique (weak) solution of the Fokker-Planck equation (5.3) such that B(0,ℓ) ϕ = ρ. According to H.C.Öttinger [21] , the number ℓ roughly measures the number of monomer units represented by a bead and it is generally larger than 10. The assumption ℓ > √ 2 is not constraining from the physical point of view. In fact, according to H.C.Öttinger [21] , the number ℓ roughly measures the number of monomer units represented by a bead and it is generally larger than 10. Moreover, impose the quantity B(0,ℓ) ϕ physically corresponds to given the density of the polymer chains. Hence this condition is relevant for the studied problem. T is replaced by its anti-symmetric part 1 2 (∇ x u − (∇ x u) T ) in the force term F then we get the so-called co-rotational FENE model. This case corresponds to a particular cases presented page 2: ϕ = M is a trivial solution of equation (5.3) (see [5, 18] ).
Numerical results
In this subsection, we present numerical result for the Fokker-Planck equation (1.1) for a confinement vector field F coupled with the normalization condition Ω ϕ = ρ, ρ ∈ R, and then we apply the algorithm in the framework of fluid mechanics. The main difficulty to obtain a numerical scheme for the Fokker-Planck equation within the normalized condition is to treat this normalized condition since the equation is not numerically difficult itself. Precisly, this condition is implemented by penalization. For simulation, we use the FreeFem++ program (7) which is based on weak formulation of the problem and finite elements method.
In the fluid mechanics context, we want to observe the distribution of the orientation dumbells in a dilute polymer under shear (for instance with a given stationary velocity flow given of the form u(x 1 , x 2 ) = (γ x 2 , 0),γ ∈ R, in the 2-dimensional case). For simplicity, we make the presentation with the 2-dimensional model. According to the previous subsection, the searched distribution satisfies the following Fokker-Planck equation (5.5) − ∆ϕ + div(ϕ F) = 0 on B(0, ℓ),
where the vector field F is given by
Moreover, the solution must be satisfy the relation B(0,ℓ) ϕ = ρ. Notice that if we have a solution such that B(0,ℓ) ϕ = 1 then, by linearity, the function ϕ = ρϕ is a solution such that B(0,ℓ) ϕ = ρ.
In the numerical test, we always take ρ = 1. The only two parameters which are interest are the product Deγ and the coefficient ℓ which corresponds to the maximal elongation of the dumbells. 
