We propose Learned Accept/Reject Sampling (Lars), a method for constructing richer priors using rejection sampling with a learned acceptance function. This work is motivated by recent analyses of the VAE objective, which pointed out that commonly used simple priors can lead to underfitting. As the distribution induced by Lars involves an intractable normalizing constant, we show how to estimate it and its gradients efficiently. We demonstrate that Lars priors improve VAE performance on several standard datasets both when they are learned jointly with the rest of the model and when they are fitted to a pretrained model. Finally, we show that Lars can be combined with existing methods for defining flexible priors for an additional boost in performance.
Introduction
Variational Autoencoders (VAEs) (Kingma and Welling, 2014; Rezende et al., 2014) are powerful and widely used probabilistic generative models. In their original formulation, both the prior and the variational posterior are parameterized by factorized Gaussian distributions. Many approaches have proposed using more expressive distributions to overcome these limiting modelling choices; most of these focus on flexible variational posteriors (e.g. Salimans et al., 2015;  Rezende and Mohamed, 2015; Kingma et al., 2016; Tran et al., 2016) . More recently, both the role of the prior and its mismatch to the aggregate variational posterior have been investigated in detail (Hoffman and Johnson, 2016; Rosca et al., 2018) . It has been shown that the prior minimizing the KL term in the ELBO is given by the corresponding aggregate posterior ; however, this choice usually leads to overfitting as this kind of non-parametric prior essentially memorizes the training set. The VampPrior (Tomczak and Welling, 1 Work done during an internship at DeepMind. 2018) models the aggregate posterior explicitly using a mixture of posteriors of learned virtual observations with a fixed number of components. Other ways of specifying expressive priors include flow-based (Chen et al., 2017) and autoregressive models (Gulrajani et al., 2017) , which provide different tradeoffs between expressivity and efficiency.
In this work, we present Learned Accept/Reject Sampling, an alternative way to address the mismatch between the prior and the aggregate posterior in VAEs. The proposed Lars prior is the result of applying a rejection sampler with a learned acceptance function to the original prior, which now serves as the proposal distribution. The acceptance function, typically parameterized using a neural network, can be learned either jointly with the rest of the model by maximizing the ELBO, or separately by maximizing the likelihood of samples from the aggregate posterior of a trained model. Our approach is orthogonal to most existing approaches for making priors more expressive and can be easily combined with them by using them as proposals for the sampler. The price we pay for richer priors is iterative sampling, which can require rejecting a large number of proposals before accepting one. To improve the acceptance rate and thus the sampling efficiency of the sampler, we introduce a truncated version that always accepts the next proposal if some predetermined number of samples have been rejected in a row.
Lars is neither limited to variational inference nor to continuous variables. In fact, it can be thought of as a generic method for transforming a tractable base distribution into a more expressive one by modulating its density while keeping learning and exact sampling tractable.
Our main contributions are as follows:
• We introduce Learned Accept/Reject Sampling, a method for transforming a tractable base distribution into a better approximation to a target density, based only on samples from the latter.
• We develop a truncated version of Lars which enables a principled trade-off between approximation arXiv:1810.11428v1 [stat.ML] 26 Oct 2018 accuracy and sampling efficiency.
• We apply Lars to VAEs, replacing the standard Normal priors with Lars priors. This consistently yields improved ELBOs, with further gains achieved using expressive flow-based proposals.
• We demonstrate the versatility of our method by applying it to the high-dimensional discrete output distribution of a VAE.
Variational Autoencoders
A VAE (Rezende et al., 2014; Kingma and Welling, 2014 ) models the distribution of observations x using a stochastic latent vector z, by specifying its prior p(z) along with a likelihood p θ (x|z) that connects it with the observation. As computing the marginal likelihood of an observation p θ (x) = p θ (x, z)dz and thus maximum likelihood learning are intractable in VAEs, they are trained by maximizing the variational evidence lower bound (ELBO) on the marginal log-likelihood:
where q(x) is the empirical distribution for the training set and q φ (z|x) is the variational posterior. The neural networks used to parameterize q φ (z|x) and p θ (x|z) are referred to as the encoder and decoder, respectively. In the rest of the paper we omit the parameter subscripts to reduce notational clutter. The gradients of the ELBO w.r.t. all parameters can be estimated efficiently using the reparameterization trick (Kingma and Welling, 2014; Rezende et al., 2014 ).
The first term in Eq. (1), the (negative) reconstruction error, measures how well a sample x can be reconstructed by the decoder from its latent space representation produced by the encoder. The second term, the Kullback-Leibler (KL) divergence between the variational posterior and the prior, acts as a regularizer that limits the amount of information passing through the latents and ensures that the model can also generate the data rather than just reconstruct it. We can rewrite the KL in terms of the marginal or aggregate (variational) posterior q(z) = E q(x) [q(z|x)] (Hoffman and Johnson, 2016):
where the second term is the mutual information between the latent vector and the training example. This formulation makes it clear that maximizing the ELBO corresponds to minimizing the KL between the aggregate posterior and the prior. Despite this, there usually is a mismatch between the two distributions in trained models (Rosca et al., 2018; Hoffman and Johnson, 2016) . This phenomenon is sometimes described as "holes in the aggregate posterior", referring to the regions of the latent space that have high density under the prior but very low density under the aggregate posterior, meaning that they are almost never encountered during training. Samples from these regions are typically decoded to observations that do not lie on the data manifold (Rosca et al., 2018) .
Our goal is to make the prior p(z) sufficiently expressive to make it a better approximation to q(z) than the original prior, without making the two identical, as that can result in overfitting. In the following we introduce a simple and effective way of achieving this by learning to reject the samples from the proposal that have low density under the aggregate posterior.
Learned Accept/Reject Sampling
In this section we present our main contribution: Learned Accept/Reject Sampling ( Lars), a practical method to approximate a target density q from which we can sample but whose density is either too expensive to evaluate or unknown. It works by reweighting a simpler proposal distribution π using a learned acceptance function a as visualized in Fig. 1 . The aggregate posterior of a VAE, which is a very large mixture, is one example of such a target distribution. For simplicity, we only deal with continuous variables in this section; however, our approach is equally applicable to discrete random variables as we explain in Section 5.4. Approximating a target by modulating a proposal. Our goal is to approximate a complex target distribution q(z) that we can sample from but whose density we are unable to evaluate. We start with an easyto-sample-from base distribution π(z) with a tractable density (with the same support as q), which might have learnable parameters but is insufficiently expressive to approximate q(z) well. We then transform π(z) into a more expressive distribution p ∞ (z) by multiplying it by an acceptance function a λ (z) ∈ Figure 2 : Learned acceptance functions a(z) (red) that approximate a fixed target q(z) (blue) by reweighting a N (0, 1) ( ) or a RealNVP (green) proposal to obtain an approximate density p(z) (green). KL q π N (0,1) = 1.8.
to obtain the density
where Z is the normalization constant and λ are the learnable parameters of a λ (z); we will drop the subscript λ in the following. p ∞ is also the distribution we obtain by using rejection sampling (von Neumann, 1951) with π(z) as the proposal and a(z) as the acceptance probability function. Thus, we can sample from p ∞ as follows: draw a candidate sample z from the proposal π and accept it with probability a(z); if accepted, return z as the sample; otherwise repeat the process. This means we can think of a(z) as a filtering function which -by rejecting different fractions of samples at different locations -can transform π(z) into a distribution closer to q(z). In fact, as we show in Section 3.2, if the capacity of a(z) is unlimited, we can obtain p ∞ (z) that matches the target distribution perfectly.
The efficiency of the sampler is closely related to the normalizing constant Z, which can be interpreted as the average probability of accepting a candidate sample. Thus, on average, we will consider 1/Z candidates before accepting one. Interestingly, since scaling a(z) by a constant, while keeping a in the [0, 1] range, has no effect on the resulting p ∞ (z) because Z gets scaled accordingly, the same distribution can be induced by rejection samplers of very different efficiency. This means that learning an efficient sampler might require explicitly encouraging a to be as large as possible.
Truncated rejection sampling. We now describe a simple and effective way to guarantee a minimum sampling efficiency that uses a modified density p T instead of p ∞ . We derive it from a truncated sampling scheme (see Appendix A.2 for the derivation): instead of allowing an arbitrary number of candidate samples to be rejected before accepting one, we cap this number and always accept the T th sample if the preceding T − 1 samples have been rejected. The corresponding density is a mixture of p ∞ (z) and the proposal π(z), with the mixing weights determined by the average rejection probability (1 − Z) and the truncation parameter T :
where α T = (1−Z) T −1 . Note that for T = 1 we recover the proposal density π, while letting T → ∞ yields the density for untruncated sampling (Eq. (3)).
While the truncated sampling density will in general be less expressive due to smoothing by interpolation with π, its acceptance rate is guaranteed to be at least 1/T . Thus we can trade off approximation accuracy against sampling efficiency by varying the maximum number of resampling steps T . In this setting, Z can be interpreted as the acceptance rate for the first T − 1 resampling steps as the the T th step does not use a to make its decision. Thus, Z can be, and often is, less than 1/T . The expected number of resampling steps before accepting a sample is given by
Using the truncated sampling density also has the benefit of providing a natural scale for a in an interpretable and principled manner as, unlike p ∞ (z), p T (z) is not invariant under scaling a(z) by a constant c ∈ (0, 1].
Estimating Z. Estimating the normalizing constant Z is the main technical challenge of our method. An estimate of Z is needed both for updating the parameters of p T (z) and for evaluating trained models. For reliable model evaluation, we use the Monte Carlo estimate
with a very large S, which we compute only once, when the model is fully trained. For training, we found it sufficient to estimate Z once per batch using a modest number of samples. In the forward pass, we use a version of Z that is smoothed with exponential averaging, whereas the gradients in the backward pass are computed on samples from the current batch only. We also include a reweighted sample from the target in the estimator to decrease the variance of the gradients (similar to ). See Appendix A.4 for a detailed explanation.
Illustrative examples in 2D
Before applying Lars to VAEs, we investigate its ability to fit a mixture of Gaussians (MoG) target distribution in 2D, see Fig. 2 (left). We use a standard Normal distribution as the proposal and train an acceptance function parameterized by a small MLP, to reweight π to q by maximizing the supervised objective
which amounts to maximum likelihood learning.
We find that a small network for a(z) (an MLP with two layers of 10 units) is sufficient to separate out the individual modes almost perfectly ( Fig. 2 (left) ). However, an even simpler network (one layer with 10 units) already can learn to cut away the unnecessary tails of the proposal and leads to a better fit than the proposal ( Fig. 2 (middle) ). While samples from the highercapacity model are closer to the target (lower KL to the target), the sampling efficiency is lower (smaller Z).
As a second example, we consider the same target distribution but use a RealNVP (Dinh et al., 2017) proposal which is trained jointly with the acceptance function, see 
Relationship to rejection sampling
Here we briefly review classical rejection sampling (RS) (von Neumann, 1951) and relate it to Lars. RS provides a way to sample from a target distribution with a known density q(z) which is hard to sample from directly but is easy to evaluate point-wise. Note that this is exactly the opposite of our setting, in which q(z) is easy to sample from but infeasible to evaluate. By drawing samples from a tractable proposal distribution π(z) and accepting them with probability a(z) = q(z) M π(z) , with M chosen so that π(z)M ≥ q(z), ∀z, RS generates exact samples from q(z). The average sampling efficiency, or acceptance rate, of this sampler is 1/M , which means the less the proposal needs to be scaled to dominate the target, the fewer samples are rejected. In practice, it can be difficult to find the smallest valid M as q(z) is usually a complicated multi-modal distribution.
We can match q(z) exactly with Lars by emulating classical RS and setting a * (z) = c q(z) π(z) with the constant c chosen so that a * (z) ≤ 1 for all z. 2 Noting that this results in Z = c and comparing this to standard RS, we find that Z plays the role of 1/M . However, with Lars our primary goal is learning a compact and fastto-evaluate density that approximates q(z), rather than constructing a way to sample from q(z) exactly, which is already easy in our setting.
VAEs with resampled priors
While Lars can be used to enrich several distributions in a VAE, we will concentrate on applying it to the prior; that is, we use the original VAE prior as a proposal distribution π(z) and define a resampled prior p(z) through a rejection sampler with learned acceptance probability a(z). We parameterize a(z) with a flexible neural network and use the terms "Lars prior" and "resampled prior" interchangeably.
In general, the acceptance function is trained jointly with the other parts of the model by optimizing the ELBO objective (Eq. (1)) but with the resampled prior instead of the standard Normal prior. This only modifies the prior term log p(z) in the objective, with p(z) replaced by Eq. (3) for indefinite and by Eq. (4) for truncated resampling. Thus, training a VAE with a resampled prior only requires evaluating the resampled prior density on samples from the variational posterior as well as generating a modest number of samples from the proposal to update the moving average estimate of Z as described above. Crucially, we never need to perform accept/reject sampling during training.
Hierarchical models. In addition to VAEs with a single stochastic layer and different encoder/decoder architectures, we also consider hierarchical VAEs with two stochastic layers. Similarly to Tomczak and Welling (2018), we apply the resampled prior to the top-most of these latent layers. We closely follow their proposed inference and generative structure as well as their architectural choices, such that the generative distribution and the variational posterior factorize
respectively. The individual factors are given by:
The means µ {µ,φ,ψ} and standard deviations σ {µ,φ,ψ} are parameterized by neural networks. We will apply resampling to the top-most prior distribution p λ (z 2 ). Table 1 : Test negative log likelihood (NLL; lower is better ) for different models with a standard Normal prior ("standard") and our proposed resampled prior ("Lars"). L is the number of stochastic layers in the model. Table 2 : ELBO and its components (KL and reconstruction error) for VAEs with: a standard Normal prior, a post-hoc fitted Lars prior, and a jointly trained Lars prior.
Experiments
Datasets. We perform unsupervised learning on a suite of standard datasets: static and dynamically binarized MNIST (Larochelle and Murray, 2011), Omniglot (Lake et al., 2015), and FashionMNIST . For more details about the datasets, see Appendix B.1.
Architectures/Models. We consider several architectures: (i) a VAE with a single latent layer and an MLP encoder/decoder (referred to as VAE); (ii) a VAE with two latent layers and an MLP encoder/decoder (HVAE); (iii) a VAE with two latent layers and a convolutional encoder/decoder (ConvHVAE). For the acceptance function we use an MLP network with two layers of 100 tanh units and the logistic non-linearity for the output. Moreover, we perform resampling with truncation after T = 100 attempts (Eq. (4)), as a good trade-off between approximation accuracy and sampling efficiency. We explore alternative architectures and truncations in Section 5.2. Full details of all architectures can be found in Appendix B.2.
Training and evaluation. All models were trained using the Adam optimizer (Kingma and Ba, 2015) for 10 7 iterations with the learning rate 3 · 10 −4 , which was decayed to 1 · 10 −4 after 10 6 iterations, and minibatches of size 128. Weights were initialized according to (Glorot and Bengio, 2010) . Unless otherwise stated, we used warm-up (KL-annealing) for the first 10 5 iterations (Bowman et al., 2016). We quantitatively evaluate all methods using the negative test log likelihood (NLL) estimated using 1000 importance samples (Burda et al., 2016) . We estimate Z using S MC samples (see Eq. (5)) with S = 10 10 for evaluation after training (this only takes several minutes on a GPU) and S = 2 10 during training. We repeated experiments for different random seeds with very similar results, so we report only the means. We observed overfitting on static MNIST, so on that dataset we performed early stopping using the NLL on the validation set and halved the times for learning rate decay and warm-up.
Quantitative Results
First, we compare the resampled prior to the standard Normal prior on several architectures, see Table 1 . In all cases considered, ranging from a simple VAE to a hierarchical VAE with convolutional encoders/decoders, the resampled prior outperforms the standard prior. In most cases, the improvement in the NLL exceeds 1 nat and is notably larger for the simpler architectures. In other words, our experiments show that Lars priors consistently improve performance of VAEs.
Applied post-hoc to a pretrained model (fixed encoder/decoder) the resampled prior almost reaches the performance of a jointly trained model, see Table 2 . This highlights that Lars can also be effectively employed to improve trained models. In this case, the gain in ELBO is entirely due to a reduction in the KL as the reconstruction error is determined by the fixed encoder/decoder. In contrast, joint training reduces both, and reaches a better ELBO, though the reduction in KL is smaller than for post-hoc training.
In Tables 3 and 4 we compare Lars to other approaches on dynamic MNIST and Omniglot. Lars is competitive with other approaches that make the prior or variational posterior more expressive when applied to similar architectures. We expect that our results can be further improved by using PixelCNN-style decoders, which have been used to obtained state-of- Table 3 : Test NLL on dynamic MNIST for nonconvolutional (above the line) and convolutional (below the line) models.
Model NLL
103.38 LVAE (L = 5) [28] 102.11 HVAE ‡ (L = 2) + VampPrior [30] 101.18 HVAE (L = 2) + Lars prior 100.40
ConvHVAE ‡ (L = 2) + VampPrior [30] 97.56 ConvHVAE (L = 2) + Lars prior 97.08 Table 4 : Test NLL on dynamic Omniglot.
Ablation studies
Influence of network architecture. We investigated different network sizes for the acceptance function. As in the illustrative example, even a simple architecture substantially improves over a standard prior, with successively more expressive networks further improving performance, see Table 5 . Notably, the average acceptance probability Z is influenced much more by the truncation parameter than the network architecture. In practice, we choose a = MLP[100 − 100], as more expressive networks only showed a marginal improvement. While we suspect that substantially larger networks will lead to overfitting, we did not observe this for the networks considered in Table 5 . ‡ We use the same structure but a simpler architecture than [30] . Influence of truncation. The truncation parameter T tunes the trade-off between sampling efficiency and approximation quality. As shown in Table 6 , the NLL improves as the number of steps before truncating increases, whereas the value for Z decreases accordingly. The gains in the NLL come both from the KL as well as the reconstruction term, though the relative contribution from the KL is larger. We stress that for truncated sampling, Z denotes the average acceptance rate for the first T − 1 attempts and does not take into account always accepting the T th proposal. As a reference point, a model that is trained with indefinite (untruncated) resampling only accepts 2 out of 10 6 samples and estimating Z accurately thus requires a lot of samples. Combination with non-factorial priors. So far, we have only considered VAEs with standard Normal priors. As stated before, our resampled prior is an orthogonal approach to specifying rich distributions and can be combined with other structured proposals such as non-factorial or autoregressive (flow) distributions. We investigated this using a RealNVP distribution as an alternative proposal on MNIST (Table 7) and Omniglot ( RealNVP prior by itself outperforms our resampling approach applied to a standard Normal prior. However, applying Lars to a RealNVP proposal distribution, we obtain a further improvement of more than 0.5 nats on both MNIST and Omniglot. A VAE trained with a more expressive Masked Autoregressive Flow (MAF) (Papamakarios et al., 2017) as a prior outperformed the RealNVP prior but was still worse than a resampled RealNVP. Combining Lars with an MAF proposal is impractical due to slow sampling of the MAF.
Qualitative Results
Samples. For a qualitative analysis, we consider the samples from the proposal of a VAE with a resampled prior. Our learned acceptance function assigns probability values a(z) to all points in the latent space. This allows us to effectively rank draws from the proposal and to compare the particularly high-to the particularly low-scoring ones. We perform the same analysis twice, once for a resampled prior that is trained jointly with the VAE (Fig. 3 ) and once for a resampled prior that is trained post-hoc for a fixed VAE (Fig. C.7 Dimension-wise resampling. Instead of resampling the entire vector z, a less wasteful sampling scheme would be to resample each dimension independently according to its own learned acceptance function a i (z i ). However, such a factorized approach did not improve over a standard (factorized) Normal prior in our case. We speculate that it might be more effective when the target density has strong factorial structure, as might be the case for β-VAEs (Higgins et al., 2017); however, we leave this as future work.
VAE with a 2D latent space. In Appendix C.6 we consider a resampled VAE with a 2D latent space. While the NLL is not substantially different (Hoffman and Johnson (2016) show that the marginal KL gap is very small in this case), the resampled prior matches the aggregate posterior better and, interestingly, the jointly trained models give rise to a broader aggregate posterior distribution, as the resampled prior upweights the tails of the proposal.
Resampling discrete outputs of a VAE
So far, we have applied Lars only to the relatively lowdimensional continuous latent space of a VAE. However, our approach is more general and can also be used to resample discrete and high-dimensional distributions. We apply Lars directly to the 784-dimensional binary (Bernoulli) outputs of a VAE in the pixel space. That is, we make the marginal likelihood richer by resampling it in the same way as the prior above:
, where π(x) is now the original marginal likelihood, a(x) is the acceptance function in the pixel space, and Z is the normalization constant. We can lower-bound the enriched marginal likelihood via its ELBO:
In practice, we use the density that corresponds to truncated sampling instead. x corresponds to the observation under consideration, whereas Z is estimated on decoded samples from the (regular) prior p(z):
with x s ∼ π(x|z s ) and z s ∼ p(z). We used the same MLP encoder/decoder as in our previous experiments, but increased the size of the a(z) network to match the architecture of the encoder; we also employed truncated resampling with T = 100 as before.
Resampling the outputs of a VAE is slower than resampling the prior for several reasons: (i) we need to decode all prior samples z s , (ii) a larger a(x) MLP has to act on a higher dimensional space, and (iii) estimation of Z typically requires more samples to be accurate (we used S = 10 11 ). These are also the reasons why we apply Lars in the lower-dimensional latent space to enrich the prior in all other experiments in this paper.
Still, Lars works fairly well in this case. In terms of NLL, the VAE with resampled outputs outperforms the original VAE by over 1 nat (Table 8 ) and is only about 0.6 nats worse than the VAE with a resampled prior. The learned acceptance function can be used to rank the binary output samples, see As flow-based approaches are based on smooth transformations of densities, the transformations involved need to be invertible and have efficient-toevaluate Jacobians. Both requirements limit the power of any single transformation and thus necessitate chaining a number of them together. In contrast, Lars places no restriction on the parameterization of the acceptance function and can work well even with fairly small neural networks. On the other hand, evaluating models trained with Lars requires estimating the normalizing constant using a large number of MC samples. As we showed above however, Lars and flows can be combined to give rise to models with better objective value as well as higher sampling efficiency. The acceptance probability function learned by Lars can be interpreted as a classifier that estimates the density ratio between the aggregate posterior and the proposal, which is trained end-to-end as a part of the generative process. Moreover, as the resampled prior has an explicit density, we can perform reliable model comparison by estimating the normalizing constant using a large number of samples.
Products of Experts:
The density induced by Lars can be seen as a special instance of the product-ofexperts architecture (PoE, (Hinton, 2000) ) with two experts. However, while sampling from PoE models is generally difficult as it requires MCMC algorithms, our approach yields exact independent samples because of its close relationship to classical rejection sampling.
Conclusion
We introduced Learned Accept/Reject Sampling (Lars), a powerful method for approximating a target density q given a proposal density and samples from the target. Lars uses a learned acceptance function to reweight the proposal, and can be applied to both continuous and discrete variables. We employed Lars to define a resampled prior for VAEs and showed that it outperforms the standard Normal prior by a considerable margin on several architectures and datasets. It is competitive with other approaches that enrich the prior can be efficiently combined with the ones that support efficient sampling, such as flows. Lars can also be applied post hoc to already trained models and its learned acceptance function effectively ranks samples from the proposal by visual quality.
We addressed two challenges of our approach -potentially low sampling efficiency and the requirement to estimate the normalization constant -and demonstrated that inference remains tractable and that a truncated resampling scheme provides an interpretable way to trade off sampling efficiency against approximation quality.
Lars is not limited to variational inference and exploring its potential in other contexts is an interesting direction for future research. Its successful application to resampling the discrete outputs of a VAE is a first step in this direction. We also envision generalizing our approach to more than one acceptance function, e.g. resampling dimensions independently, or using a different resampling scheme for the first T and for the following attempts.
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A Derivations
A.1 Resampling ad infinitum
Here we derive the density p(z) for our rejection sampler that samples from a proposal distribution π(z) and accepts a sample with probability given by a(z). By definition, the probability of sampling z from the proposal is given by π(z), so the probability of sampling and then accepting a particular z is given by the product π(z)a(z).
The probability of sampling and then rejecting z is given by the complementary probability π(z)(1 − a(z)). Thus, the expected probability of accepting a sample is given by π(z)a(z)dz, whereas the expected probability of rejecting a sample is given by the complement 1 − π(z)a(z)dz.
With this setup we can now derive the expression for the density p(z) induced by our rejection sampler.
Density. First, we consider the case where we keep resampling until we finally accept a sample, if necessary indefinitely; that is, we derive the density p ∞ (z) (Eq. (3) in the main paper). It is given by the sum over an infinite series of events: We could sample z in the first draw and accept it; or we could reject the sample in the first draw and subsequently sample and accept z; and so on. As all draws are independent, we can compute the sum as a geometric series:
Note that going from the second to third line we have redefined the index of summation to obtain the standard formula for the sum of a geometric series:
Thus, the log probability is given by:
As 0 ≤ a(z) ≤ 1 we find that 0 ≤ Z ≤ 1.
Average number of resampling steps until acceptance. We start by noting that the number of resampling steps performed until a sample is accepted follows the geometric distribution with success probability Z:
This is due to the fact that each proposed candidate sample is accepted with probability Z, such decisions are independent, and the process continues until a sample is accepted. As the expected value of a geometric random variable is simply the reciprocal of the success probability, the expected number of resampling steps is t p∞ = 1/Z.
A.2 Truncated Resampling
Next, we consider a different resampling scheme that we refer to as truncated resampling and derive its density and average number of resampling steps. By truncation after the T th step we mean that if we reject the first T − 1 samples we always accept the next (T th ) sample, regardless of the value of a(z).
Density. Again, we can derive the density in closed form, this time by utilizing the formula for the truncated geometric series, N n=0
Pr (accept sample z at step t|rejected previous t − 1 samples) Pr (reject t − 1 samples) (A.10)
Pr (accept sample z at step t|rejected previous t − 1 samples) Pr (reject t − 1 samples) (A.11)
Again, note that we have shifted the index of summation going from the second to third line. Moreover, note that a(z) does not occur in the second term in the third line as we accept the T th sample with probability 1 regardless of the actual value of a(z).
The obtained probability density is normalized, that is, p T (z) dz = 1, because π(z)a(z) dz = Z and π(z) dz = 1. Thus, the log probability is given by:
As discussed in the main paper, p T is a mixture of the untruncated density p ∞ and the proposal density π. We can consider the two limiting cases of T = 1 (accept every sample) and T → ∞ (resample indefinitely, see Appendix A.1) and recover the expected results:
That is, if we accept the first candidate sample (T = 1), we obtain the proposal, whereas if we sample ad infinitum, we converge to the result from above, Eq. (A.7).
Average number of resampling steps until acceptance. We can derive the average number of resampling steps for truncated resampling by using the result for indefinite resampling, t p∞ = 1/Z, and noting that the geometric distribution is memoryless:
where we used the memoryless property of the geometric series for the second term. Also note that as the probability to accept the T th sample given that we rejected all previous T − 1 samples is 1 instead of Z, the third term does not include a factor of Z.
From this result we can derive the following limits and special cases, which agree with the intuitive behaviour for truncated resampling; specifically, if we reject all samples (a(z) ≈ 0, thus Z → 0 + ), the average number of resampling steps achieves the maximum possible value (T ), whereas if we accept every sample, it goes down to 1:
A.3 Illustration of standard/classical Rejection Sampling 
A.4 Estimation of the normalization constant Z
Here we give details about the estimation of the normalization constant Z, which is needed both for updating the parameters of the resampled prior p T (z) as well as for evaluating trained models.
Model evaluation. For evaluation of the trained model, we estimate Z with a large number of Monte Carlo (MC) samples from the proposal:
In practice, we use S = 10 10 samples, and evaluating Z takes only several minutes on a GPU. The fast evaluation time is due to the relatively low dimensionality of the latent space, so drawing the samples and evaluating their acceptance function values a(z) is fast and can be parallelized by using large batch sizes (10 5 ). For symmetric proposals, we also use antithetic sampling, that is, if we draw z, then we also include −z, which also corresponds to a valid/exact sample from the proposal. Antithetic sampling can reduce variance (see e.g. Section 9.3 of (Kroese et al., 2013)).
In Fig. A.2 we show how the Monte Carlo estimate of the normalization Z typically evolves with the number of MC samples. We plot the estimate of Z as a function of the number of samples used to estimate it, S. That is Model training. During training we would like to draw as few samples from the proposal as possible in order not to slow down training. In principle, we could use the same Monte Carlo estimate as introduced above (Eq. (A.25) ). However, when using too few samples, the estimate for Z can be very noisy, see Fig. A.2 , and the values for log Z are substantially biased. We use two techniques to deal with these and related issues: (i) smoothing the Z estimate by using exponentially moving averages in the forward pass, and (ii) including the sample from q(z|x), on which we evaluate the resampled prior to compute the KL in the objective function, in the estimator. We now describe these techniques in more detail.
During training we evaluate KL(q(z|x) p(z)) in a stochastic fashion, that is, we evaluate log q(z r |x r ) − log p(z r ) for each data point x r in the minibatch and average the results. Here, z r ∼ q(z|x r ) is a sample from the variational posterior that corresponds to data point x r . Thus, we need to evaluate the resampled prior p(z r ) on all samples z r in that batch. The mean KL contribution of the prior terms is then given by:
where, so far, Z is shared between all data points in the minibatch. To reduce the variability of Z as well as the bias of log Z, we smooth Z using exponentially moving averages. That is, given the previous moving average from iteration i, Z i , as well as the current estimate of Z computed from S MC samples, Z i , we obtain the new moving average as:
where controls how much Z is smoothed. In practice, we use = 0.1 or = 0.01. However, we can only use the moving average in the forward pass, as it is prohibitively expensive (and unnecessary) to backpropagate through all the terms in the sum. Therefore, we only want to backpropagate through the last term (Z i ), which needs to be rescaled to account for . Before we show how we do this, we introduce our second way to reduce variance: including the sample from q(z|x r ) in the estimator.
For this, we introduce a datapoint-dependent estimate Z r , and replace the log Z term in Eq. (A.27) by:
where the sample z r from the variational posterior is reweighted by the ratio of prior and variational posterior, similar to . Note that we do not want to backpropagate through this fraction, as this would alter the gradients for the encoder and the proposal. We are now in a position to write down the algorithm that computes the different Z r values to use in the objective, see Algorithm 1. 
Note that in the forward pass, line 5 evaluates to Z r,smooth , whereas in the backward direction (when computing gradients), it evaluates to Z r,curr . Thus, we use the smoothed version in the forward pass and the current estimate for the gradients.
While Algorithm 1 estimates log Z used in the density of the indefinite/untruncated resampling scheme, we can easily adapt it to compute the truncated density as well, as we compute the individual Z r , which can be used instead.
B Experimental Details
B.1 Datasets
The MNIST dataset (LeCun et al., 1998) contains 50,000 training, 10,000 validation and 10,000 test images of the digits 0 to 9. Each image has a size of 28 × 28 pixels. We use both a dynamically binarized version of this dataset as well as the statically binarized version introduced by Larochelle and Murray (2011).
Omniglot (Lake et al., 2015) contains 1,623 handwritten characters from 50 different alphabets, with differently drawn examples per character. The images are split into 24,345 training and 8,070 test images. Following Tomczak and Welling (2018) we take 1,345 training images as validation set. Each image has a size of 28 × 28 pixels and we applied dynamic binarization to them.
FashionMNIST ) is a recently proposed plug-in replacement for MNIST with 60,000 train/validation and 10,000 test images split across 10 classes. Each image has size of 28 × 28 pixels and we applied dynamic binarization to them.
B.2 Network architectures
In general, we decided to use simple standard architectures. We observed that more complicated networks can overfit quite drastically, especially on staticMNIST.
Notation. For all networks, we specify the input size and then consecutively the output sizes of the individual layers separated by a " −". Potentially, outputs are reshaped to convert between convolutional layers (abbreviated by "CNN") and fully connected layers (abbreviated by "MLP"). When we nest networks, e.g. by writing p(x|z 1 , z 2 ) = MLP[[MLP[d z − 300], MLP[d z − 300]] − 300 − 28 × 28], we mean that first the two inputs/conditioning variables, z 1 and z 2 in this case, are transformed by neural networks, here an MLP[d z − 300], and their concatenated outputs (indicated by [·, ·]) are subsequently used as an input to another network, in this case with hidden layer of 300 units and reshaped output 28 × 28. = 1) . For the single latent layer VAE, we used an MLP with two hidden layers of 300 units each for both the encoder and the decoder. The latent space was chosen to be d z = 50 dimensional and the nonlinearity for the hidden layers was tanh; the likelihood was chosen to be Bernoulli. The encoder parameterizes the mean µ and the log standard deviation log σ of the diagonal Normal variational posterior.
VAE (L
which are given by:
where the networks for µ z (x) and log σ z (x) are shared up to the last layer. In the following, we will abbreviate this as follows:
HVAE (L = 2). For the hierarchical VAE with two latent layers, we used two different architectures, one based on MLPs and the other on convolutional layers. Both were inspired by the architectural choices of , however, we chose to use simpler models than them with fewer layers and regular nonlinearities instead of gated units to avoid overfitting.
The MLP was structured very similarly to the single layer case:
We again use tanh nonlinearities in hidden layers of the MLP and a Bernoulli likelihood model. ConvHVAE (L = 2). The overall model structure is similar to the HVAE but instead of MLPs we use CNNs with strided convolutions if necessary. To avoid imbalanced up/down-sampling we chose a kernel size of 4 which works well with strided up/down-convolutions. As nonlinearities we used ReLU activations after convolutional layers and tanh nonlinearities after MLP layers.
Acceptance function a(z). For a(z) we use a very simple MLP architecture,
again with tanh nonlinearities in the hidden layers and a logistic nonlinearity on the output to ensure that the final value is in the range [0, 1].
RealNVP. For the RealNVP prior/proposal we employed the reference implementation from TensorFlow Probablity (Abadi et al., 2015) . We used a stack of 4 RealNVPs with two hidden MLP layers of 100 units each and performed reordering permutations in-between individual RealNVPs, as the RealNVP only transforms half of the variables. 
C Additional results
C.1 Illustrative examples in 2D
Here, we show larger versions of the images in Fig. 2 as well as the learned density of a RealNVP when used in isolation as a prior, p RealNVP , see Fig. C.4 . We find that the RealNVP by itself is not able to isolate all the modes, as has already been observed by , who observe a similar shortcoming for Masked Autoregressive Flows (MAFs). 
C.2 Lars in combination with a non-factorial prior on Omniglot
In Table 7 in the main paper.
C.3 Samples from jointly trained VAE models
We generated 10 4 samples from the proposal π(z) = N (z; 0, 1) of a jointly trained model and sorted them by their acceptance probability a(z). 
C.5 Samples from a VAE with Lars output distribution
In Fig. C.8 we show ranked samples for a VAE with resampled marginal log likelihood, that is, we apply Lars on the discrete output space rather than in the continuous latent space. We find that even in this high-dimensional space, our approach works well, and a(x) is able to reliably rank images.
Best samples a(x) ≈ 1 Random samples Worst samples a(x) ≤ 10 −10 4.67e-22 8.37e-12 2.51e-10 2.60e-09 1.68e-08 9.36e-08 5.01e-07 2.52e-06 1.15e-05 6.07e-05 4.49e-04 6.44e-03 3.12e-01 9.98e-01 
C.6 VAE with resampled prior and 2D latent space
For visualization purposes, we also trained a VAE with a two-dimensional latent space, d z = 2. We trained both a regular VAE with the standard Normal prior as well as VAEs with resampled priors. We considered three different cases that we detail below: (i) a VAE with a resampled prior with expressive/large network as a function; (ii) a VAE with a resampled prior with limited/small network as a function; and (iii) a pretrained VAE to which we apply Lars post-hoc, that is, we fixed encoder/decoder and only trained the acceptance function a. We show the following:
• Fig. C.9 : The aggregate posterior, that is, the mixture density of all encoded training data, q(z) = 1 N N n q(z|x), as well as the standard Normal prior for a regular VAE with the standard Normal prior. We find that the mismatch between standard Normal prior and aggregate posterior is KL(q(z) p(z)) ≈ 0.4.
• Fig. C.10 : The aggregate posterior, proposal, accept function and resampled density for the VAE with a jointly trained resampled prior with high capacity/expressive acceptance function. We found that the Lars prior matches the aggregate posterior very well and has KL(q(z) p(z)) ≈ 0.15. We note that the aggregate posterior is spread out more compared to the regular VAE, see also Fig. C.13 and note that the KL between the proposal and the aggregate posterior is larger than for the regular VAE. The accept function slices out parts of the prior very effectively and redistributes the weight towards the sides.
• Fig. C.11 : Same as Fig. C.10 but with a smaller network for the acceptance function. We used the same random seed for both experiments and notice that the structure of the resulting latent space is very similar but more coarsely partitioned compared to the previous case. The final KL between aggregate posterior and resampled prior is slightly larger, KL(q(z) p(z)) ≈ 0.20, which we attribute to the lower flexibility of the a function.
• Fig. C.12 : We also consider the case of applying Lars post hoc to the pretrained regular VAE, that is, we only learn a on a fixed encoder/decoder. Thus, the aggregate posterior is identical to Fig. C.9 . However, we find that the acceptance function is able to modulate the standard Normal proposal to fit the aggregate posterior very well and even slightly better than in the jointly trained case. Note that the aggregate posterior is the same as in Fig. C.9 but that the Lars prior matches it much better than the standard Normal proposal.
• 
