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COMPOUND BI-FREE POISSON DISTRIBUTIONS
MINGCHU GAO
Abstract. In this paper, we study compound bi-free Poisson distributions for two-faced families of random
variables. We prove a Poisson limit theorem for compound bi-free Poisson distributions. Furthermore, a bi-
free infinitely divisible distribution for a two-faced family of self-adjoint random variables can be realized as
the limit of a sequence of compound bi-free Poisson distributions of two-faced families of self-adjoint random
variables. If a compound bi-free Poisson distribution is determined by a positive number and the distribution
of a two faced family of finitely many random variables, which has an almost sure random matrix model,
and the left random variables commute with the right random variables in the two-faced family, then we can
construct a random bi-matrix model for the compound bi-free Poisson distribution. If a compound bi-free
Poisson distribution is determined by a positive number and the distribution of a commutative pair of random
variables, we can construct an asymptotic bi-matrix model with entries of creation and annihilation operators
for the compound bi-free Poisson distribution.
AMS Mathematics Subject Classification (2010) 46L54.
Key words and phrases Compound Bi-free Poisson Distributions, Bi-free Infinitely Divisible Distribu-
tions, Random Bi-matrix Models, Bi-matrix Models with Fock Space Entries.
Introduction
Studying free probability analogues to classical probability items has been a main topic in free probability
since the inception of the theory by Voiculescu in [DV3]. The most popular and thoroughly studied item
is semicircular distributions, a free probability analogue to classical Gaussian distributions. Free Poisson
distributions hold a status of the most popular next to semicircular distributions in free probability. Multidi-
mensional semicircular distributions were first treated in [RS1]. Finite dimensional multi-variable free Poisson
distributions were defined and studied in [RS]. More general infinitely dimensional multi-variable compound
free Poisson distributions were studied recently in [AG].
Voiculescu’s seminal work in [DV] started a new research field in free probability, bi-free probability.
Generalizing the ideas and results in free probability to this new setting has been a main theme in the
quick development of bi-free probability. For example, in [DV], Voiculescu determined bi-free central limit
distributions, a bi-free analogue of semicircular distributions. Voiculescu [DV4] constructed a bi-free partial
R-transform as an analogue of his R-transform in [DV5]. Voiculescu [DV2] developed a bi-free partial S-
transform. On the combinatorial side, Mastnak and Nica [MN] introduced a collection of partitions for bi-free
pairs of faces that was postulated to be analogous to the role non-crossing partitions played in free probability.
In [CNS1] the postulate of Mastnak and Nica was confirmed to be true. Subsequently, [CNS2] generalized
such notions to the operator-valued setting. In addition, the notion of bi-free infinitely (additive) divisible
distributions for commutative pairs of self-adjoint random variables was developed in [GHM], which was
generalized to the case of (not necessarily commutative) pairs of random variables in [MG]. Gu, Huang, and
Mingo [GHM] discovered compound bi-free Poisson distributions for commutative pairs of random variables
in terms of their bi-free cumulants (Example 3.13 (3) in [GHM]). In this paper, inspired by the work in
[RS] and [AG], we define and study compound bi-free Poisson distributions for two-faced families of random
variables.
Voiculescu [DV] defined bi-free central limit distributions for two-faced families of random variables in
terms of their bi-free cumulants (Definition 7.4 in [DV]). A similar method was adopted in defining (multi-
variable) free Poisson distributions in [NS], [RS] and [AG]. Based on the same philosophy, we define compound
bi-free Poisson distributions for two-faced families of random variables in terms of their bi-free cumulants.
A compound bi-free Poisson distribution can be realized as the Poisson limit distribution of a sequence of
two-faced families of random variables. Like in free probability, a bi-free infinitely divisible distribution, as a
1
positive linear functional on the ∗-algebra of polynomials, could be approximated in distribution by compound
bi-free Poisson distributions of self-adjoint random variables.
Discovering of the connections between free probability and random matrices initially done by Voiculescu
in [DV1] is a milestone in the development of free probability, which led free probability out of the umbrella of
operator algebras and into a wider field of research. The development of the connection theory between free
probability and random matrices has made free probability to be a powerful tool in random matrices ([AGZ]).
Inspired by the corresponding work in free probability, Skoufranis [PS] constructed bi-matrix models for bi-free
central limit distributions and a special kind of bi-free Poisson distributions. Precisely, Skoufranis constructed
bi-matrix models of random matrices, and of matrices with entries of creation and annihilation operators, for
bi-free central limit distributions (Sections 4 and 5 in [PS]). Skoufranis also constructed a bi-matrix model of
random matrices for a bi-free Poisson distribution determined by numbers λ > 0, α, β ∈ R, i. e., a distribution
µ characterized by κχ(µ) = λα
|χ−1({l})|β|χ
−1({r})|, for n ∈ N and χ : {1, 2, · · · , n} → {l, r} (Example 4.15 in
[PS]). In this paper, we construct bi-matrix models for a compound bi-free Poisson distribution determined
by λ > 0 and the distribution µa of a bipartite two-faced family a = ((a1,l, · · · , aN,l), (a1,r, · · · , aM,r)), where
the tuple {a1,l, · · · , aN,l, a1,r, · · · , aM,r} has an almost sure random matrix model.
This paper is organized as follows. Besides this Introduction, there are five sections in this paper. In Section
1, we recall some essential combinatorial aspects of bi-free probability, operator-valued bi-free probability, and
the general construction of bi-matrix models in [PS]. We give the definition and a Poisson limit theorem for a
two-faced family of random variables to have a compound bi-free Poisson distribution in Section 2 (Definition
2.1 and Theorem 2.3). Bi-free infinite divisibility of distributions of two-faced families of self-adjoint random
variables is defined and characterized by existence of a bi-free additive convolution semigroup associated with
the distribution (Definition 3.1 and Theorem 3.4). Furthermore, such a distribution can be approximated by
compound bi-free Poisson distributions of two-faced families of self-adjoint random variables (Theorem 3.5).
Historically, Marchenko-Pastur’s work in [MP] implies that Wishart matrices with appropriate normalization
and scaling form a random matrix model for free Poisson distributions (see also Theorem 4.1.9 in [HP]).
F. Hiai and D. Pets [HP] provided a random matrix model for compound free Poisson distribution P (λ, ν)
(Proposition 4.4.11 in [HP]), where λ > 0 and ν is a probability measure on R with a compact support. In
Section 4, we construct a random matrix model for a multi-dimensional compound free Poisson distribution
P (λ, νa) (Theorem 4.2), where λ > 0, νa is the distribution of a = (a1, · · · , aN ), if the tuple {a1, · · · , aN}
has an almost sure random matrix model. Especially, P (λ, νa) has a random matrix model, if the tuple
{a1, ..., aN} is classically independent (Corollary 4.3). Applying this result to two-faced families of random
variables, we get a random bi-matrix model for a compound bi-free Poisson distribution determined by λ > 0
and νa, a = ((a1,l, · · · , aN,l), (a1,r, · · · , aM,r)), if the tuple has an almost sure random matrix model, and the
left random variables commute with the right random variables in the tuple (Theorem 4.4). P. Skoufranis
[PS] constructed bi-matrix models with entries of creation and annihilation operators for bi-free central limit
distributions (Theorem 5.1 and Remark 5.2 in [PS]). Using the operator model in [MN], we construct an
asymptotic bi-matrix model with entries of creation and annihilation operators for a compound bi-free Poisson
distribution determined by λ > 0 and the distribution of a commutative pair (a1, a2) (Theorem 5.1).
1. Preliminaries
In this section we will summarize some essential combinatorial aspects of bi-free probability, operator-
valued bi-free probability, and the general construction of bi-matrix models in [PS]. The reader is referred to
[DV], [CNS1], [CNS2], and [PS1] for more details on bi-free probability, and to [NS] and [VDN] for basics on
free probability.
1.1. Combinatorics of Bi-free Probability. Let χ : {1, 2, · · · , n} → {l, r}. Let’s record explicitly where
are the occurrences of l and r in χ. χ−1(l) = {i1 < i2 < · · · < ip} and χ−1(r) = {ip+1 > ip+2 > · · · > in}.
Then we define a permutation sχ on {1, 2, · · · , n} : sχ(k) = ik, for k = 1, 2, · · · , n. For a subset V = {i1 <
i2 < · · · < ik} of the set {1, 2, · · · , n}, a1 · · · , an ∈ A, define
ϕV (a1, · · · , an) = ϕ(ai1ai2 · · · aik).
2
Let P(n) be the set of all partitions of {1, 2, · · · , n}. For a partition π = {V1, V2, · · · , Vd} ∈ P(n), we define
ϕπ(a1, · · · , an) :=
∏
V ∈π
ϕV (a1, · · · , an).
Define BNC(n, χ) = {sχ ◦ π : π ∈ NC(n)}, where NC(n) is the set of all non-crossing partitions of
{1, 2, · · · , n} (Lecture 9 in [NS]). A σ ∈ BNC(n, χ) is called a bi-non-crossing partition of {1, 2, · · · , n}. Let
(A, ϕ) be a non-commutative probability space. The bi-free cumulants (κχ : An → C)n≥1,χ:{1,2,··· ,n}→{l,r} of
(A, ϕ) are defined by
κχ(a1, · · · , an) =
∑
π∈BNC(n,χ)
ϕπ(a1, · · · , an)µn(s−1χ ◦ π, 1n), (1.1)
for n ≥ 1, χ : {1, 2, · · · , n} → {l, r}, a1, · · · , an ∈ A, where µn is the Mobius function on NC(n) (Lecture
10 in [NS]). For a subset V = {i1, i2, · · · , ik} ⊆ {1, 2, · · · , n}, let χV be the restriction of χ on V . We
define κχ,V (a1, a2, · · · , an) = κχV (ai1 , ai2 , · · · , aik). For a partition π = {V1, V2, · · · , Vk} ∈ BNC(n, χ),
we define κχ,π(a1, · · · , an) =
∏
V ∈π κχ,V (a1, a2, · · · , an). Then the bi-free cumulant appeared in (1.1) is
κχ,1n(a1, · · · , an). The bi-free cumulants are determined by the equation
ϕ(a1a2 · · · an) =
∑
π∈BNC(n,χ)
κχ,π(a1, a2, · · · , an), ∀a1, · · · , an ∈ A, (1.2)
for a χ : {1, 2, · · · , n} → {l, r}.
Charlesworth, Nelson, and Skoufranis [CNS1] proved that
z′ = ((z′i)i∈I , (z
′
j)j∈J ), z
′′ = ((z′′i )i∈I , (z
′′
j )j∈J )
in a non-commutative probability space (A, ϕ) are bi-free if and only if
κχ(z
ǫ1
α(1), z
ǫ2
α(2), · · · , zǫnα(n)) = 0, (1.3)
whenever α : {1, 2, · · · , n} → I⊔ J , χ : {1, 2, · · · , n} → {l, r} such that α−1(I) = χ−1({l}), ǫ : {1, 2, · · · , n} →
{′,′′ } is not constant, and n ≥ 2 (Theorem 4.3.1 in [CNS2]).
Let µ and ν be distributions of the pairs (al, ar) and (bl, br), respectively. We call the distribution µ⊞⊞ν
of (al + bl, ar + br) the bi-free additive convolution of µ and ν, if (al, ar) and (bl, br) are bi-free.
1.2. Structures of Operator-valued Bi-freeness. Let B be a unital algebra. A B-B-non-commutative
probability space is a triple (A, E, ε) where A is a unital algebra, ε : B⊗Bop → A is a unital homomorphism
such that ε|B⊗1B and ε|1B⊗B are injective, and E : A → B is a linear map such that E(ε(b1⊗b2)a) = b1E(a)b2
and E(aε(b ⊗ 1B)) = E(aε(1B ⊗ b)). Let Lb = ε(b⊗ 1B) and Rb = ε(1B ⊗ b). The unital subalgebras
Al = {a ∈ A : aRb = Rba, ∀b ∈ B},Ar = {a ∈ A : Lba = aLb, ∀b ∈ B}
are called the left and right algebras of A, respectively. The following we give a canonical example of
B-B-non-commutative probability spaces.
A B-B-bi-module with a specified B-vector state is a triple (X ,X 0, p) where X = B⊕X 0, a direct sum of
B-B bi-modules and p : X → B, p(b ⊕ η) = b. Let  L(X ) denote the set of linear operators on X . For b ∈ B,
define Lb, Rb ∈  L(X ) by
Lb(x) = bx,Rb(x) = xb, ∀x ∈ X .
Similarly, we can define left and right algebras as follows
 Ll(X ) := {A ∈  L(X ) : ARb = RbA, ∀b ∈ B},  Lr(X ) := {A ∈  L(X ) : ALb = LbA, ∀b ∈ B}.
Given a B-B-bi-module with a specified B-vector state {X ,X 0, p}, the expectation E L(X ) of  L(X ) onto B is
defined by
E L(X )(A) = p(A1B), ∀A ∈  L(X ).
Define ε : B ⊗ Bop → A, ε(b1 ⊗ b2) = Lb1Rb2 . Then ( L(X ), E L(X ), ε) is a (concrete) B-B-non-commutative
probability space. Moreover, Theorem 3.2.4 in [CNS2] demonstrated that every abstractB-B-non-commutative
probability space can be represented inside a concrete B-B-non-commutative probability space.
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1.3. Bi-Matrix Models. Let X be a vector space over C with X = Cξ ⊕X 0 and p : X → C, p(λξ + η) = λ.
We call (X ,X 0, ξ, p) a pointed vector space. For N ∈ N, consider MN (C)-MN (C) bi-modular actions on
XN := MN (X ),
[ai,j ] · [ηi,j ] = [
N∑
k=1
ai,kηk,j ], [ηi,j ] · [ai,j ] = [
N∑
k=1
ak,jηi,k],
for all [ai,j ] ∈ MN (C) and [ηi,j ] ∈ XN . Then XN becomes an MN (C)-MN (C)-bi-module with a specified
MN (C)-vector state via
XN = MN(Cξ)⊕MN (X 0),
and a linear map pXN : XN → MN (C) defined by pXN ([ηi,j ]) = [p(ηi,j)], which is called the MN(C)-MN (C)
-bi-module associated with (X , p) and ( L(XN ), E L(XN ), ε) is called theMN (C)-MN(C)-non-commutative prob-
ability space associated with (X , p). The expectation E L(XN ) :  L(XN )→MN(C) has the form E L(XN )(A) =
pXN (A1N,ξ), where A ∈  L(XN ) and 1M,ξ is the diagonal matrix diag(ξ, ξ, · · · , ξ).
To consider bi-matrix models, we define two homomorphisms L :MN( L(X ))→  L(XN ), andR :MN( L(X )op)op →
 L(XN ),
L([Ti,j ])[ηi,j ] = [
N∑
k=1
Ti,k(ηk,j)], R([Ti,j ])[ηi,j ] = [
N∑
k=1
Tk,jηi,k],
for [ηi,j ] ∈ XN and [Ti,j ] ∈ MN( L(X )). L([Ti,j]) and R([Ti,j ]) are called left and right matrices of  L(X ),
respectively.
Let A = (L∞−(Ω, P ), E), where L∞−(Ω, P ) = ∩p≥1Lp(Ω, P ), (Ω, P ) is a probability space, and E : f 7→∫
Ω f(d)dP (t) is the expectation. Skoufranis [PS] introduced random pairs of matrices as follows. For N ∈ N,
an N×N random pair of matrices on L∞−(Ω, P ) is a pair (Xl, Xr), where Xl is a left matrix and Xr is a right
matrix with entries from A ⊂  L(L2(Ω, P )) (Definition 4.5 in [PS]). We generalize the concept to two-faced
families.
Definition 1.1. For N ∈ N, an N ×N random two-faced family of matrices on L∞−(Ω, P ) is a two-faced
family ((Xi)i∈I , (Xj)j∈J ) where Xi, i ∈ I, are left matrices and Xj , j ∈ J, are right matrices with entries from
L∞−(Ω, P ).
Acknowledgements The author would like to thank the referee(s) for carefully reading the original
version of this paper, pointing out some mistakes and typos in it, and providing some suggestions to revise it.
2. The Definition and A Poisson Limit Theorem
In this section, we give the definition for a two-faced family to have a bi-free compound Poisson distribution.
Furthermore, a bi-free compound Poisson distribution can be realized via a bi-free Poisson limit theorem.
Definition 2.1. Let I and J be two disjoint index sets, and ((zi)i∈I , (zj)j∈J ) be a two-faced family of random
variables in a non-commutative probability space (A, ϕ). We say that ((zi)i∈I , (zj)j∈J ) has a compound bi-free
Poisson distribution, if there exist a real number λ > 0 and a two-faced family ((ai)i∈I , (aj)j∈J ) of random
variables in (A, ϕ) such that, for every n ∈ N, and a map
χ : {1, 2, · · · , n} → I
⊔
J,
we have
κχ(zχ(1), · · · , zχ(n)) = λϕ(aχ(1)aχ(2) · · · aχ(n)).
We call the distribution of ((zi)i∈I , (zj)j∈J ) a compound bi-free Poisson distribution determined by λ and µa,
the distribution of a = ((ai)i∈I , (aj)j∈J ).
Remark 2.2. The above definition covers the following well-known cases.
(1) Let I = {l}, J = {r}, [zl, zr] = [al, ar] = 0. Then
κχ(zl, zr) = λϕ(a
|χ−1({l})|
l a
|χ−1({r})|
r ),
which defines a compound bi-free Poisson distribution for a commutative pair of random variables
(Example 3.13 (3) of [GHM]).
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(2) If χ : {1, 2, · · · , n} → I, we get
κ(zχ(1), · · · , zχ(n)) = λν(Xχ(1)Xχ(2) · · ·Xχ(n)),
where ν : C(Xi : i ∈ I) → C defined by ν(Xχ(1)Xχ(2) · · ·Xχ(n)) = ϕ(aχ(1)aχ(2) · · · aχ(n)) is the
distribution of {ai : i ∈ I} in (A, ϕ). In this case, we obtain the scalar-valued compound (free)
Poisson distributions defined in 4.4.1 of [RS] with parameter λ > 0. It follows that Definition 2.1
provides a bi-free analogue of multi-variable compound free Poisson distributions.
Corollary 2.4 in [MG] gives the following Poisson limit theorem for compound bi-free Poisson distributions.
Theorem 2.3. Let ((ai)i∈I , (aj)j∈J ) be a two-faced family of random variables in (A, ϕ), and λ > 0. For
each N > λ, let (CN , φN ) be a C∗-probability space, and pN ∈ CN be a projection with φN (pN ) = λN . Let aN =
((ai ⊗ pN)i∈I , (aj ⊗ pN )j∈J ) be a two-faced family of random variables in AN := A⊗CN with ϕN := ϕ⊗ φN .
Let {(aN,i,m)i∈I , (aN,j,m)j∈J ) : m = 1, 2, · · · , N} be a bi-free sequence of N identically distributed two-faced
families of random variables in (AN , ϕN ) such that each of the two-faced families has the same distribution as
that of aN . Let, finally, SN,k =
∑N
m=1 aN,k,m, for k ∈ I
⊔
J , SN = (SN,i)i∈I , (SN,j)j∈J ). Then SN converges
in distribution to the compound bi-free Poisson distribution determined by ((ai)i∈I , (aj)j∈J ) and λ, N →∞.
Proof. Let n ∈ N, and χ : {1, 2, · · · , n} → I⊔ J . By Corollary 2.4 in [MG], the limit distribution of SN , as
N →∞, is characterized by
κχ(bχ(1), · · · , bχ(n)) = lim
N→∞
NϕN ((aχ(1) ⊗ pN ) · · · (aχ(n) ⊗ pN ))
= lim
N→∞
N · λ
N
ϕ(aχ(1)aχ(2) · · ·aχ(n))
=λϕ(aχ(1)aχ(2) · · · aχ(n)),
where the two-faced family ((bi)i∈I , (bj)j∈J ) has the limit distribution. 
In the C∗-probability space case, when taking the positivity of the state ϕ on A into account, we can
get a conclusion that the bi-free compound Poisson distribution Pλ,µa is a positive linear functional on the
polynomial algebra.
Corollary 2.4. Let (A, ϕ) be a C∗-probability space, and I and J be disjoint index sets. Let λ > 0 be a
positive number and a := ((ai)i∈I , (aj)j∈J ) be a two-faced family of self-adjoint random variables in A. Then
the bi-free compound Poisson distribution Pλ,µa : C〈Xk : k ∈ I
⊔
J〉 → C is positive, where C〈Xk : k ∈ I
⊔
J〉
is a unital ∗-algebra with Xk = X∗k , for k ∈ I
⊔
J .
Proof. For a two-faced family c = ((ci)i∈I , (cj)j∈J ) of self-adjoint random variables in A, µc : C〈Xk : k ∈
I
⊔
J〉 → C is positive. In fact, for a polynomial P = ∑αkXk ∈ C〈Xk : k ∈ I⊔ J〉, we have
µ(c)(P ∗P ) = µc(
∑
k,k′
αkαk′XkXk′) =
∑
k,k′
αkαk′ϕ(ckck′) = ϕ((
∑
k,k′
αkck)
∗(
∑
k,k′
αkck)) ≥ 0.
Moreover, if µ1 and µ2 are positive linear functionals on C〈Xk : k ∈ I
⊔
J〉, then µ1 ⊞ ⊞µ2 is positive.
Let µN be the distribution of ((ai ⊗ pN)i∈I , (aj ⊗ pN)j∈J ) of self-adjoint operators in AN = A ⊗m CN , the
spacial tensor product of C∗-algebras A and CN , in the proof of Theorem 2.3. Then µSN = µ⊞⊞NN is positive.
By Theorem 2.3, Pλ,µa is the weak limit of µSN . It implies that the bi-free Poisson distribution Pλ,µa is
positive. 
3. Bi-free Infinitely Divisible Distributions
Bi-free infinite divisibility of the distribution of a pair (a, b) of random variables was defined and studied
in [GHM] and [MG]. We now generalize the concept to a more general case of two-faced families. Like in free
probability (see Section 4.5 in [RS]), a bi-free infinitely divisible distribution can be approached by compound
bi-free Poisson distributions.
Definition 3.1. When Xk = X
∗
k for k ∈ I
⊔
J , C〈Xk : k ∈ I
⊔
J〉 becomes a unital ∗-algebra. In this case,
we use Σ+(I, J) to denote the set of all positive unital linear functional on C〈Xk : k ∈ I
⊔
J〉.
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(1) A distribution µ ∈ Σ+(I, J) is bi-free infinitely divisible if for each N ∈ N, there is a distribution
µ1/N ∈ Σ+(I, J) such that
µ = µ1/N ⊞⊞µ1/N ⊞⊞ · · ·⊞⊞µ1/N︸ ︷︷ ︸
N times
.
In the language of random variables, we have the following equivalent definition.
(2) A two-faced family ((zi)i∈I , (zj)j∈J ) of self-adjoint random variables in a ∗-probability space (A, ϕ) has
a bi-free infinitely divisible distribution if for each N ∈ N, there exits a bi-free sequence of N identically
distributed two-faced families {((zN,i,n)i∈I , (zN,j,n)j∈J ) : n = 1, 2, · · · , N} of self-adjoint random
variables such that ((SN,i)i∈I , (SN,j)j∈J ) has the same distribution as that of ((zi)i∈I , (zj)j∈J ), where
SN,k =
∑N
n=1 zN,k,n for k ∈ I
⊔
J .
Remark 3.2. There is a one to one correspondence between the set of distributions of two-faced families
((zi)i∈I , (zj)j∈J ) in some non-commutative probability space (A, ϕ) and the set Σ(I, J) of all unital linear
functional on the unital polynomial algebra C(Xk : k ∈ I
⊔
J) in non-commutative variables {Xk : k ∈ I
⊔
J}.
In fact, for z := ((zi)i∈I , (zj)j∈J ) in (A, ϕ), define νz : C(Xk : k ∈ I
⊔
J)→ C by
νz(P (Xk : k ∈ I
⊔
J)) = ϕ(P (zk : k ∈ I
⊔
J)).
It is obvious that νz ∈ Σ(I
⊔
J). Conversely, Let ν ∈ Σ(I⊔ J). Then (C(Xk : k ∈ I⊔ J), ν) is a non-
commutative probability space, and ν is the distribution of ((Xi)i∈I , (Xj)j∈J ). Similarly, we can identify
Σ+(I, J) with distributions of two-faced families of self-adjoint random variables. Note that Σ+(I, J) is a
convex set of linear functionals. Therefore, we can define λν1 + (1 − λ)ν2 ∈
∑
(I, J), for 0 ≤ λ ≤ 1 and
ν1, ν2 ∈
∑
(I, J).
Lemma 5.2 in [GHM] states that if a∗1 = a1, a
∗
2 = a2, [a1, a2] = 0, for a1, a2 in a C
∗-probability space (A, ϕ),
a projection p ∈ A free from {a1, a2}, then there exists a compactly supported probability measure µ on R2
such that
κµm,n = κ
pAp
m,n(pa1p, · · · , pa1p︸ ︷︷ ︸
m times
, pa2p, · · · , pa2p︸ ︷︷ ︸
n times
).
The following result gives a formula to compute the bi-free cumulants of a free projection compressed family,
which is a bi-free analogue of Theorem 14.10 in [NS].
Theorem 3.3. Let z = ((zi)i∈I , (zj)j∈J ) be a two-faced family of random variables in a non-commutative
-probability space (A, ϕ), and p is a projection (p = p2) in A, which is free from {zk : k ∈ I
⊔
J}, and
ϕ(p) = λ 6= 0. Then for a number n ∈ N and a function χ : {1, 2, · · · , n} → I⊔ J , we have
κpApχ (pzχ(1)p, · · · , pzχ(n)p) =
1
λ
κχ(λzχ(1), · · · , λzχ(n)),
where κχ and κ
pAp
χ are the bi-free cumulants of (A, ϕ) and (pAp, ϕp), respectively.
Proof. Let χ : {1, 2, · · · , n} → I⊔ J , χ−1(I) = {i1 < i2 < · · · ik} and
χ−1(J) = {ik+1 > ik+2 > · · · > in}.
As in Section 1, we define a permutation sχ ∈ Sn, sχ(j) = ij , for j = 1, 2, · · · , n. The permutation sχ defines
a lattice isomorphism from NC(n) onto BNC(χ) by π 7→ sχ · π, for π ∈ NC(n), where
sχ · π = {sχ · V = {sχ(t1), sχ(t2), · · · , sχ(tk)} : V = {t1, t2, · · · , tk} ∈ π}.
Thus, sχ · π is the corresponding partition of π in the new partial ordered set
{sχ(1) ≺ sχ(2) ≺ · · · ≺ sχ(n)}.
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It implies that ϕπ(zχ(sχ(1)), zχ(sχ(2)), · · · , zχ(sχ(n))) = ϕsχ·π(zχ(1), zχ(2), · · · , zχ(n)). Therefore, by (1.1), we
have
κn(zχ(sχ(1)), · · · , zχ(sχ(n))) =
∑
π∈NC(n)
ϕπ(zχ(sχ(1)), · · · , zχ(sχ(n)))µNC(π, 1n)
=
∑
π∈NC(n)
ϕsχ·π(zχ(1), · · · , zχ(n))µBNC(χ)(sχ · π, 1n)
=
∑
σ∈BNC(χ)
ϕσ(zχ(1), · · · , zχ(n))µBNC(χ)(σ, 1n))
=κχ(zχ(1), · · · , zχ(n)).
By Theorem 14.10 in [NS], we get
κpApχ (pzχ(1)p, · · · , pzχ(n)p) =κpApn (pzχ(sχ(1))p, · · · , pzχ(sχ(n))p)
=
1
λ
κn(λzχ(sχ(1)), · · · , λzχ(sχ(n)))
=
1
λ
κχ(λzχ(1), · · · , λzχ(n)).

The following theorem characterizes the bi-free infinite divisibility of a distribution in Σ+(I, J) in terms
of the existence of a bi-free additive convolution semigroup of distributions in Σ+(I, J) associated with the
distribution.
Theorem 3.4. Let ν ∈ Σ+(I, J). Then the distribution ν is bi-free infinitely divisible if and only if there is
a semigroup {νt : t ≥ 0} of distributions in Σ+(I, J) such that νs+t = νs ⊞ ⊞νt for s, t ≥ 1, ν1 = ν, ν0 = δ0,
and limt→0 νt = δ0 weakly.
Proof. Let ν be a bi-free infinitely divisible distribution in Σ+(I, J). Then, for every 2 ≤ n ∈ N, there is
a two-faced family z1/n = ((zi,1/n)i∈I , (zj,1/n)j∈J ) of self-adjoint random variables in a ∗-probability space
(A1/n, ϕ1/n) such that ν⊞⊞n1/n = ν, where ν1/n ∈ Σ+(I, J) is the distribution of z1/n, Therefore, for χ :
{1, 2, · · · , n} → I⊔ J , we have κχ,z1/n = 1nκχ,z. By performing bi-free additive convolution, we can get a
distribution νr ∈ Σ+(I, J) such that κχ,νr = rκχ,z , for a positive rational number r. For a real number
t > 0, there is a sequence {rn : n = 1, 2, · · · } of positive rational numbers such that limn→∞ rn = t, we define
distribution νt as follows. Whenever n ∈ N, χ : {1, 2, · · · , n} → I
⊔
J , the moment
mχ,νt = νt(Xχ(1)Xχ(2) · · ·Xχ(n)) := lim
n→∞
ϕrn(zχ(1) · · · zχ(n)) = lim
n→∞
∑
π∈BNC(χ)
κχ,νrn
= lim
n→∞
∑
π∈BNC(χ)
rnκχ,ν =
∑
π∈BNC(χ)
tκχ,ν .
Define νt(1) = 1. Then νt ∈ Σ+(I, J) and κχ,νt = tκχ,ν . Define ν0 = δ0. Then {νt : t ≥ 0} is semigroup
of distributions in Σ+(I, J) with respect to the bi-free additive convolution. Moreover, νt → δ0 weakly, as
t→ 0+, since limt→0mχ,νt = 0, for n ∈ N and χ : {1, 2, · · · , n} → I
⊔
J .
Conversely, if {νt : t ≥ 0} is such a semigroup, it is obvious that ν1 is bi-free infinitely divisible. 
The following theorem gives a bi-free Poisson approach to bi-free infinitely divisible distributions, which is
a bi-free analogue of Theorem 4.5.5 in [RS].
Theorem 3.5. A distribution ν ∈ Σ+(I, J) is bi-free infinitely divisible if and only if there is a sequence
{Pλn,νn : n = 1, 2, · · · } of compound bi-free Poisson distributions determined by λn > 0 and νn ∈ Σ+(I, J)
such that Pλn,νn → ν weakly, as n→∞.
Proof. If Pλ,ν is a bi-free compound Poisson distribution with ν ∈ Σ+(I, J), then for n ∈ N and χ :
{1, 2, · · · , n} → I⊔ J , we have
κχ,Pλ,ν = λmχ,ν = n(
λ
n
mχ,ν) = nκχ,Pλ/n,ν .
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It follows that Pλ,ν = (Pλ/n,ν)
⊞⊞n and Pλ/n,ν ∈ Σ+(I, J). Therefore, Pλ,ν is bi-free infinitely divisible.
Furthermore, If νk → ν weakly in Σ+(I, J), and νk is bi-free infinitely divisible for each k ≥ 1, then for n ∈ N,
and χ : {1, 2, · · · , n} → I⊔ J , we have
κχ,ν = lim
k→∞
κχ,νk = n lim
k→∞
1
n
κχ,νk = n lim
k→∞
κχ,νk,1/n , (3.1)
where νk,1/n ∈ Σ+(I, J) such that (νk,1/n)⊞⊞n = νk, for k = 1, 2, · · · . Define ν1/n as the weak limit of νk,1/n,
as k → ∞. This weak limit exists and is in Σ+(I, J), because of (3.1). The equation (3.1) also shows that
κχ,ν = nκχ,ν1/n . Therefore, ν = ν
⊞⊞n
1/n , that is, ν is bi-free infinitely divisible.
Conversely, if ν ∈ Σ+(I, J) is bi-free infinitely divisible, then ν can be extended to a semigroup {νt ∈
Σ+(I, J) : t ≥ 0} with ν1 = ν, by Theorem 3.4. Thus, we can define a sequence {Pk,ν1/k : k = 1, 2, · · · } of
bi-free compound Poisson distributions. For m ∈ N and χ : {1, 2, · · · ,m} → I⊔ J , we then have
lim
n→∞
κχ,Pn,ν1/n = limn→∞
nmχ,ν1/n = limn→∞
n
∑
σ∈BNC(χ)
κχ,ν1/n,σ
= lim
n→∞
n
∑
σ∈BNC(χ)
∏
V ∈σ
1
n
κχ|V ,ν
= lim
n→∞
n
∑
σ∈BNC(χ)
1
n|σ|
∏
V ∈π
κχ|V ,ν = κχ,ν .

4. Random Bi-Matrix Models
The goal of this section is to construct random bi-matrix families (see Definition 1.1 for the definition) to
approximate in distribution to a bi-free compound Poisson distribution P (λ, µa), when a = ((ai)i∈I , (aj)j∈J )
has an almost sure random matrix model. Our result will generalize Example 4.15 in [PS] to a much more
general case. We first recall a concept from [HP].
Definition 4.1 (Page 125 in [HP], Page 19 in [MS]). An n× n complex self-adjoint random matrix is called
a GUE random matrix (GUE stands for Gaussian unitary ensemble) if
(1) {ℜXij(n) : 1 ≤ i ≤ j ≤ n}∪ {ℑXij(n) : 1 ≤ i < j ≤ n} is an independent family of Gaussian random
variables, and
(2) E(Xij(n)) = 0, for all i, j, E((Xii(n))
2) = 1n , for all i, and
E((ℜXij(n))2) = E((ℑXij(n))2) = 1
2n
,
for 1 ≤ i < j ≤ n.
A tuple {X(1, n), ..., X(N,n)} of n× n random matrices on a probability space (Ω, P ) has an almost sure
limit in distributions, if there is a tuple (a1, ..., aN ) in a non-commutative probability space (A, ϕ) such that
for almost all ω ∈ Ω, {X(1, n, ω), ..., X(N,n, ω)} ⊂ (Mn(C), trn) converges in distribution to (a1, ..., aN ), as
n → ∞. If, furthermore, {a1, ..., aN} is a free family of random variables, we say that X(1, n), ..., X(N,n)
are almost surely asymptotically free (Section 4.1 in [MS]). In this case, we call {X(1, n), ..., X(N,n))} an
almost sure random matrix model of (a1, ..., aN ).
The following theorem gives a random matrix model for a compound free Poisson distribution determined
by λ > 0 and a tuple of random variables a = (a1, ..., aN ), generalizing the work on random matrix models of
compound free Poisson distributions of single random variables in Section 4.4 of [HP] to the multi-dimensional
random variable case.
Theorem 4.2. Let a1, a2, · · · , aN be self-adjoint elements in a C∗-probability space (A, ϕ), and λ > 0 be
a positive number. If {a1, ..., aN} has an almost sure random matrix model, then there are a subsequence
α(n) of natural numbers and a sequence {Y (n, i) : i = 1, 2, · · ·N} of α(n) × α(n) random matrices with
the following property. When n → ∞, the sequence converges in distribution to the multidimensional free
compound Poisson distribution determined by λ and the distribution of {ai}Ni=1.
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Proof. Let {B(n, 1), ..., B(n,N)} be an almost sure random matrix model of (a1, ..., aN ). We can choose
B(n, i) to be an n × n random matrix in a probability space (Ω, P ), for i = 1, ..., N , and n = 1, 2, .... It is
obvious that there is a number p(n) ∈ N, for each n ∈ N, such that p(n) ≤ n and limn→∞ p(n)n = λ, for
n = 1, 2, · · · , when λ ≤ 1. Actually, we can choose p(n) as follows.
(1) When λ < 1, let p(n) = λn− δ(n), where 0 ≤ δ(n) < 1. Then limn→∞ p(n)n = λ.
(2) When λ = 1, let p(n) = n.
Choose an n × n standard self-adjoint Gaussian matrix X(n) = (Xij(n))nN×nN , which is independent from
{B˜(n, i) :, i = 1, 2, ..., N}, where B˜(n, i) = B(p(n), i) ⊕ 0n−p(n). For m ∈ N, and χ : {1, 2, · · · ,m} →
{1, 2, · · · , N}, we have
trn(B˜(n, χ(1), ω) · · · B˜(n, χ(m), ω))
=trn(B(p(n), χ(1), ω) · · ·B(p(n), χ(m), ω)⊕ 0n−p(n))
=
p(n)
n
trp(n)(B(p(n), χ(1), ω) · · ·B(p(n), χ(m), ω))
→λϕ(aχ(1)aχ(2) · · ·aχ(m)),
as n→∞, for almost all ω ∈ Ω.
Now we show that {X(n)B˜(n, i)X(n) : i = 1, 2, · · · , N} converges in distribution to the multidimensional
compound free Poisson distribution with parameters λ and the distribution µa of a := {a1, a2, · · · , aN}. By
Theorem 5 of Section 4.2 in [MS], X(n) and {B˜(n, i) : i = 1, 2, · · · , N} are almost surely asymptotically
free, and the limit distribution of (X(n)) is the standard semicircular element s, Hence, when n → ∞,
{X(n)B˜(n, i)X(n) : i = 1, 2, · · · , N} converges in distribution to {sbis : i = 1, 2, · · · , N}, where s, b1, · · · , bN
are in a C∗-probability space, say, (A, ϕ), such that
(1) s is a standard semicircular element,
(2) {bi = b∗i : i = 1, 2, · · · , N} has the almost sure limit distribution of {B˜(n, 1), · · · , B˜(n,N)},
(3) {s} and {bi : i = 1, 2, · · · , N} are free.
By Example 12.19 in [NS], for 1 < m ∈ N, χ : {1, 2, · · · ,m} → {1, 2, · · · , N},
κm(sbχ(1)s, · · · , sbχ(m)s) = ϕ(bχ(1) · · · bχ(m)) = λϕ(aχ(1) · · · aχ(m)).
This shows that {sb1s, sb2s, · · · , sbNs} has the desired multidimensional compound free Poisson distribution.
For λ > 1, let λ = k + δ, where k ∈ N and 0 ≤ δ < 1. Let
{X(n)B˜(n, i)X(n) : i = 1, 2, · · · , N}, {X(n)C˜(n, i)X(n) : i = 1, 2, · · · , N}
be random matrix models of the multidimensional free Poisson distributions P (1, µa) and P (δ, µa), respec-
tively, where P (λ, µa) is the multidimensional free Poisson distribution determined by parameter λ > 0
and the distribution µa of the tuple a = (a1, a2, · · · , aN ). Furthermore, we place two families {B˜(n, i) :
i = 1, 2, · · · , N} ⊂ Mn(C) and {C˜(n, i) : i = 1, 2, · · · , N} ⊂ Mn(C) into the tensor product algebra
Mn2(C) =Mn(C)⊗Mn(C) so that the two families are tensorial independent, and, therefore, {B˜(n, i), C˜(n, i) :
i = 1, 2, · · · , N} has an almost sure limit distribution, as n→∞. Let X˜(n) be an n2×n2 standard self-adjoint
Gaussian random matrix, which is independent from {B˜(n, i), C˜(n, i) : i = 1, 2, · · · , N}, for n ∈ N. Then
{X˜(n)B˜(n, i)X˜(n) : i = 1, 2, · · · , N} and {X˜(n)C˜(n, i)X˜(n) : i = 1, 2, · · · , N} are random matrix models for
the multidimensional free Poisson distributions P (1, µa) and P (δ, µa), respectively. By Theorem 5 in Section
4.2 in [MS], {X˜(n)} and {B˜(n, i), C˜(n, i) : i = 1, 2, · · · , N} are almost surely asymptotically free. It implies
that
{X˜(n)B˜(n, i)X˜(n), X˜(n)C˜(n, i)X˜(n) : i = 1, 2, · · · , N} ⊂ (Mn2(L−∞(Ω, P )), E ◦ tr)
has an almost surely limit distribution as n→∞.
Let l = max{2N, k + 1}, Dn,i = X˜(n)B˜(n, i)X˜(n), for i = 1, 2, · · · , N , Dn,N+i = X˜(n)C˜(n, i)X˜(n), for
i = 1, 2, · · · , N , and Dn,2N+i = I, the identity matrix with an appropriate size, if l > 2N . By the above
discussions, the family
D(n) = {Dn,i : i = 1, 2, · · · , l} ⊂ (Mn2(L−∞(Ω, P )), E ◦ tr)
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converges in distribution to {sb1s, · · · , sbNs, sc1s, · · · , scNs, 1} almost surely, where {sc1s, · · · , scNs} is the
tuple of limit random variables of {X˜(n)C˜(n, i)X˜(n) : i = 1, 2, · · · , N}. Moreover,
lim
n→∞
tr(D2mn,i ) ≤ max{22mϕ((sbis)2m), 22mϕ((scis)2m), 1 : i = 1, 2, · · · , N}
≤ max{2‖sbis‖, 2‖scis‖ : i = 1, 2, · · · , N}, {1}}2m, a.s.,
for i = 1, 2, · · · , l. Therefore, we can choose D > 0 such that, for m = 1, 2, · · · ,
sup{tr(D2mn,i ) : n = 1, 2, · · · , i = 1, 2, · · · , l} ≤ D2m, a.s.
Let Un = {Un,i : i = 1, 2, · · · , l} be independent unitary random matrices with the Haar law, independent
from D(n). By Theorem 4.5.10 in [AGZ] and the discussion at the end of Section 4.3 in [MS] (Page 110 of
[MS]),
{Un,1, Un,1, · · · , Un,l, U∗n,l, X˜(n)B˜(n, i)X˜(n), X˜(n)C˜(n, i)X˜(n), i = 1, 2, · · · , N, In2N }
converges in distribution to {u1, u∗1, · · · , ul, u∗l , sb1s, · · · , sbNs, sc1s, · · · , scNs, 1}, as n→∞,
{u1, u∗1}, · · · , {ul, u∗l }, {sbis, scis : i = 1, 2, · · · , N, 1}
are free, and u1, u2, · · · , ul are Haar unitaries. Let
Yn,j =
k∑
i=1
Un,iX˜(n)B˜(n, j)X˜(n)U
∗
n,i + Un,k+1X˜(n)C˜(n, j)X˜(n)U
∗
n,k+1,
for j = 1, 2, · · · , N . Then {Yn,1, · · · , Yn,N} converges in distribution to {y1, · · · , yN}, where
yj =
k∑
i=1
uisbjsu
∗
i + uk+1scjsu
∗
k+1,
for j = 1, 2, · · · , N . We shall show that {y1, · · · , yN} has the multidimensional compound free Poisson
distribution determined by λ and the distribution µa of the tuple a = {a1, a2, · · · , aN}.
By the discussion before Theorem 9 in Section 4.3 of [MS], we have the following result. If {u1, u∗1}, {u2, u∗2},
and {d1, · · · , dm} are free, and u1 and u2 are Haar unitaries, then
{u1d1u∗1, · · · , u1dmu∗1}, {u2d1u∗2, · · · , u2dmu∗2}
are free. In fact, for polynomials P1, Q1, · · · , Pr, Qr such that
ϕ(Pi(u1d1u
∗
1, · · · , u1dmu∗1)) = ϕ(Qi(u2d1u∗2, · · · , u2dmu∗2)) = 0,
for i = 1, 2, · · · , r, we have
ϕ(Pi(u1d1u
∗
1, · · · , u1dmu∗1))) = ϕ(u1(Pi(d1, · · · , dm))u∗1) = ϕ(Pi(d1, · · · , dm)) = 0.
Similarly, ϕ(Qi(d1, · · · , dm)) = 0, for i = 1, 2, · · · , r. Therefore,
ϕ(P1(u1d1u
∗
1, · · · , u1dmu∗1)Q1(u2d1u∗2, · · · , u2dmu∗2)
· · ·Pr(u1d1u∗1, · · · , u1dmu∗1)Qr(u2d1u∗2, · · · , u2dmu∗2))
=ϕ(u1P1(d1, · · · , dm)u∗1u2Q1(d1, · · · , dm)u∗2
· · ·u1Pr(d1, · · · , dm)u∗1u2Qr(d1, · · · , dm)u∗2) = 0.
It implies that
{u1sb1su∗1, · · · , u1sbNsu∗1}, · · · {uksb1su∗k, · · · , uksbNsu∗k}}, {uk+1sc1su∗k+1, · · · , uk+1scNsu∗k+1}
are free. Then for m ∈ N, χ : {1, 2, · · · ,m} → {1, 2, · · · , N}, we have
κm(yχ(1), · · · , yχ(m)) =
k∑
i=1
κm(uisbχ(1)su
∗
i , · · · , uisbχ(m)su∗i )
+κm(uk+1scχ(1)su
∗
k+1, · · · , uk+1scχ(m)su∗k+1)
=(k + δ)ϕ(aχ(1) · · · aχ(m)) = λϕ(aχ(1) · · ·aχ(m)).

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Recall from [DV], [VDN], and [PS1] that two elements a and b in non-commutative probability space (A, ϕ)
are classically independent (or, tensor-independent) if ϕ(ap1bq1 · · · apnbqn) = ϕ(ap)ϕ(bq), where p = ∑ni=1 pi,
q =
∑n
i=1 qi, 0 ≤ p1, q1, ..., pn, qn are integers. Generally, random variables a1, a2, · · · , aN are classically
independent, if for n ∈ N, χ : {1, 2, · · · , n} → {1, 2, · · · , N}, and kerχ, the partition of {1, 2, · · · , n} defined
by p ∼kerχ q if and only if χ(p) = χ(q), for 1 ≤ p, q ≤ n, we have
ϕ(aχ(1) · · · aχ(n)) = ϕkerχ(aχ(1) · · · aχ(n)) =
∏
V ∈kerχ
ϕ(a
|V |
χ(V )),
where χ(V ) is the common value of χ when restricted to V .
Corollary 4.3. Let a1, ..., aN be self-adjoint random variables in a C
∗-probability space (A, ϕ), and λ a
positive real number. If a1, ..., aN are classically independent in (A, ϕ), then the compound free Poisson
distribution πλ,µa determined by λ and the distribution µa of the tuple a = (a1, ..., aN ) has a random matrix
model.
Proof. By the proof of Proposition 4.4.9 of [HP], for each n ∈ N, there are real numbers ξ1(n, i) ≤ · · · ≤ ξn(n, i)
in the spectrum σ(ai) of ai such that the sequence
{B(n, i) = Diag(ξ1(n, i), ξ2(n, i), · · · , ξn(n, i)) : n = 1, 2, · · · } ⊂ (Mn(C), tr)
converges in distribution to ai (see the bottom of Page 169 of the book, also Remark 22.27 in [NS]), for
i = 1, 2, · · · , N , where tr is the normalized trace on the matrix algebra Mn(C). Place B(n, 1), B(n, 2),
· · · , B(n,N) into the tensor product matrix algebra MnN (C) =Mn(C)⊗Mn(C) · · · ⊗Mn(C) so that
B(n, 1), B(n, 2), · · · , B(n,N)
are mutually tensorial independent in the tensor product algebra. It implies that
{B(n, 1), B(n, 2), · · · , B(n,N)}
converges in distribution to {a1, · · · , aN}, as n → ∞. We have proved that {a1, ..., aN} has an almost sure
random matrix model. Now the conclusion follows from Theorem 4.2. 
Combining Theorem 4.2 and the work in Section 4 of [PS], we can get the following bi-random matrix
model for a kind of bi-free compound free Poisson distributions, which is an illustrative example of the spirit
of Section 4 of [PS]: one can generalize results in random matrix models to bi-random matrix models.
Theorem 4.4. Let λ > 0 and a := {a1,l, · · · , aN,l, a1,r, · · · , aM,r} be a finite sequence of self-adjoint el-
ements in a C∗-probability space (A, ϕ). If the tuple a := {al,1, · · · , al,N , ar,1, · · · , ar,M} has an almost
sure random matrix model, and ai,laj,r = aj,rai,l for i = 1, ...., N and j = 1, ...,M , then there exist
a subsequence α(n) of natural numbers, and, for each n ∈ N, an α(n) × α(n) random two-faced family
Z(n) := ((Zn,i,l)1≤i≤N , (Zn,j,r)1≤j≤M ) of matrices such that Z(n) converges in distribution to the bi-free
compound free Poisson distribution determined by λ and µa, the distribution of a.
Proof. By the proof of Theorem 4.2, there exist a subsequence α˜(n) of natural numbers and a sequence
Wn := {Wn,1,Wn,2, · · · ,Wn,N+M}∞n=1 of α˜(n)× α˜(n) random matrices such that
{Wn,i}N+Mi=1 ⊂ (Mα˜(n)(L∞−(Ω, P )), E ◦ tr)
converges in distribution to the multidimensional compound free Poisson distribution P (λ, µa), which means
that, for ci = al,i, for i = 1, ..., N and cN+i = ar,i i = 1, ...,M , m ∈ N, and α : {1, 2, · · · ,m} → {1, 2, · · · , N +
M}, we have
lim
n→∞
κm(Wn,α(1), · · · ,Wn,α(m)) = λϕ(cα(1) · · · cα(m)).
Define Xn,i,l = L(Wn,i), Xn,i,r = R(Wn,i), for i = 1, 2, · · · , N +M . We need the following result from
[PS].
Remark 3.2 in [PS]. If [Ti,j ], [Sij ] ∈ MN ( L(X )) are such that TijSk,m = SkmTij, for all i, j, k,m, then it
is elementary to verify that L([Tij ])R([Sij ]) = R([Sij ])L([Tij ]).
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By Remark 3.5 in [PS], for a non-commutative probability space (A, ϕ), A ⊂  L(A) by left multiplication.
It implies form Remarks 3.2 and 3.5 in [PS] that
L([Tij ])R([Sij ]) = R([Sij ])L([Tij ]),
if [Tij ], [Sij ] ∈MN (A) ⊂MN ( L(A)), where A is a commutative algebra. It follows that
Xn,i,lXn,j,r = Xn,j,rXn,i,l, i, j = 1, 2, · · · , N +M, (4.1)
since the entries of the matrices Wn,i, for i = 1, 2, ...,M + N , are elements in the commutative algebra
L∞−(Ω, P ).
Let m ∈ N, χ : {1, ...,m} → {l, r}, and α : {1, ...,m} → {1, ..., N +M}. We define a permutation s ∈ Sm
by the following equations
χ−1({l}) = {s(1) < · · · < s(m− k)}, χ−1({r}) = {s(m− k + 1) < · · · < s(m)}.
We prove
lim
n→∞
κχ(Xn,α(1),χ(1), · · · , Xn,α(m),χ(m)) = λϕ(cα(s(1)) · · · cα(s(m))). (4.2)
Suppose |χ−1({r})| = 0, that is, χ(i) = l, for all i = 1, 2, · · · ,m. In this case, s is the identity permu-
tation of Sm, that is, s(1) = 1, ..., s(m) = m. By Lemma 3.7 in [PS], in this case, the distribution of
{Xn,α(1),χ(1), ..., Xn,α(m),χ(m)} in ( L(Mα(n)(L∞−(Ω, P ))),Φn := tr ◦ E L(Mα(n)(L∞−(Ω,P )))) is equal to that of
{Wn,α(1), · · · ,Wn,α(m)} in (Mα(n)(L∞−(Ω, P )), E ◦ tr). It implies from the discussion in first paragraph of
this proof that
lim
n→∞
κχ(Xn,α(1),χ(1), · · · , Xn,α(m),χ(m)) = lim
n→∞
κm(Wn,α(1), · · · , Xn,α(m)) = λϕ(cα(1) · · · cα(m)).
Suppose (4.2) holds true when |χ−1({r})| = k. Now we prove (4.2) when |χ−1({r})| = k + 1. We
adopt some ideas from Example 4.15 in [PS]. Let χˆ = χ ◦ s, where s is the function defined before (4.2).
Then χˆ−1({l}) = {1, 2, · · · ,m − k − 1} and χˆ−1({r}) = {m − k, · · · ,m}. Define a lattice isomorphism
ρ : BNC(χ)→ BNC(χˆ), ρ : π 7→ s−1 ◦ π. Then µBNC(π, 1χ) = µBNC(s−1 ◦ π, 1χˆ). It follows by (4.1) that
Φn(Xn,α(1),χ(1), ..., Xn,α(m),χ(m)) = Φn(Xn,α(s(1)),χˆ(1), ..., Xn,α(s(m)),χˆ(m)). (4.3)
For a partition V ∈ π ∈ BNC(χ), we have s−1 ◦ V ∈ s−1 ◦ π ∈ BNC(χˆ). Without loss of generality, we can
assume that V = {p1 ≺χ · · · ≺χ pq} is a χ-ordered interval of the χ-ordered set
{s(1) ≺χ · · · ≺χ s(m− k − 1) ≺χ s(m) ≺χ · · · ≺χ s(m− k)}.
Then s−1 ◦ V = {s−1(p1) ≺χˆ · · · ≺χˆ s−1(pq)} is a χˆ-ordered interval of the χˆ-ordered set
{1 ≺χˆ 2 ≺χˆ · · · ≺χˆ m− k − 1 ≺χˆ m ≺χˆ · · · ≺χˆ m− k}.
By (4.3), we get
ΦV (Xn,α(1),χ(1), ..., Xn,α(m),χ(m)) = Φs−1◦V (Xn,α(s(1)),χˆ(1), ..., Xn,α(s(m)),χˆ(m)).
It implies that
Φπ(Xn,α(1),χ(1), ..., Xn,α(m),χ(m)) = Φs−1◦π(Xn,α(s(1)),χˆ(1), ..., Xn,α(s(m)),χˆ(m)),
for π ∈ BNC(χ). We thus have
κχ(Xn,α(1),χ(1), ..., Xn,α(m),χ(m)) =
∑
π∈BNC(χ)
Φn,π(Xn,α(1),χ(1), ..., Xn,α(m),χ(m))µBNC(π, 1χ)
=
∑
π∈BNC(χˆ)
Φn,π(Xn,α(s(1)),χˆ(1), ..., Xn,α(s(m)),χˆ(m))µBNC(π, 1χˆ). (4.4)
We then define χ˜ : {1, 2, · · · ,m} → {l, r} by χ˜(i) = χˆ(i), if i < m; χ˜(m) = l. Replacing χˆ by χ˜
induces an isomorphism from BNC(χˆ) to BNC(χ˜). It follows from the fact Xn,p,rIα(n) = Xn,p,lIα(n) for
p = 1, 2, ..., N +M and n ∈ N, and (4.4) that
κχ(Xn,α(1),χ(1), ..., Xn,α(m),χ(m)) =
∑
π∈BNC(χ˜)
Φn,π(Xn,α(s(1)),χ˜(1), ..., Xn,α(s(m)),χ˜(m))µBNC(π, 1χ˜). (4.5)
By the inductive hypothesis and (4.5), we have
12
lim
n→∞
κχ(Xn,α(1),χ(1), ..., Xn,α(m),χ(m)) = lim
n→∞
κχ˜(Xn,α(s(1)),χ˜(1), ..., Xn,α(s(m)),χ˜(m))
= λϕ(cα(s(1)) · · · cα(s(m))),
where the last equality holds true because |χ˜−1({r})| = |χˆ({r})| − 1 = k. We have proved (4.2).
For m ∈ N, χ : {1, ...,m} → {l, r}, and function α : {1, ...,m} → {1, ..., N +M} such that 1 ≤ α(i) ≤ N if
χ(i) = l, andN < α(i) ≤ N+M if χ(i) = r, for i = 1, ...,m, Then cα(i) = al,α(i) if α(i) ≤ N ; cα(i) = ar,α(i)−N ,
if α(i) > N , for i = 1, ...,m. It follows that
ϕ(cα(1) · · · cα(m)) = ϕ(cα(s(1)) · · · cα(s(m))), (4.6)
because the left random variables commute with the right random variables in the family
a = ((al,i)1≤i≤N , (ar,j)1≤j≤M ).
By (4.2) and (4.6), we have
lim
n→∞
κχ(Xn,α(1),χ(1), · · · , Xn,α(m),χ(m)) = λϕ(cα(1) · · · cα(m)),
which shows that
{(Xn,i,l)1≤i≤N , (Xn,i,r)N+1≤i≤N+M} ⊂ ( L(Mα(n)(L∞−(Ω, P ))),Φn := tr ◦ E L(Mα(n)(L∞−(Ω,P ))))
converges in distribution to the compound bi-free Poisson distribution determined by λ and the distribution
of µa.
Let Zn,i,l = Xn,i,l for i = 1, ..., n and Zn,i,r = Xn,N+i,r for i = 1, ...,M . Then the random two faced family
Zn := ((Zn,i,l)1≤i≤N , (Zn,i,r)1≤i≤M ) of matrices converges in distribution to the compound bi-free Poisson
distribution determined by λ and the distribution µa.

5. Bi-Matrix Models With Fock Space Entries
This section is devoted to constructing a bi-matrix model for a compound bi-free Poisson distribution
determined by a positive number and a commutative pair of random variables, where the bi-matrix model
consists of matrices with entries of creation and annihilation operators on the full Fock space of a Hilbert
space. This bi-matrix model is an analogue of P. Skoufranis’ similar bi-matrix models for bi-free central limit
distributions in [PS].
Theorem 5.1. Let λ > 0, {a1, a2} be a commutative pair of random variables in a non-commutative space
(A, ϕ). Then for n ∈ N , there is a sequence {(Zn,N,l, Zn,N,r) : N = 1, 2, · · · } of n× n left and right matrices
Zn,N,l and Zn,N,r, respectively, with entries of creation and annihilation operators on a full fuck space such
that Zn,N = (Zn,N,l, Zn,N,r) converges in distribution to the compound bi-free Poisson distribution determined
by λ and µa1,a2 , the distribution of the pair (a1, a2), as N →∞. That is,
lim
N→∞
κχ(Zn,N ) = λϕ(aχ(1) · · · aχ(m)) = λϕ(a|χ
−1({l})|
1 a
|χ−1({r})|
2 ),
for χ : {1, 2, · · · ,m} → {1, 2} and m ≥ 1.
Proof. Let X = F(H) be the full Fock space of an infinite dimensional complex Hilbert space H. Let
X 0 = ⊕n≥1H⊗n,then X = CΩ⊕X 0. Let p : X → C, p(λΩ+x0) = λ. Then (X ,X 0,Ω, p) is a pointed vector
space. Define a unital linear functional ω :  L(X ) → C, ω(T ) = 〈TΩ,Ω〉, for T ∈  L(X ). Let {e1, e2} be an
orthonormal set in H. Let li and ri be the left and right creation operators associated with ei, respectively,
for i = 1, 2.
Let
WN,,i,l = l
∗
i +
N∑
n=0
∑
α:{1,2,··· ,n}→{1,2}
λϕ(aα(1) · · · aα(n)ai)lα(n) · · · lα(1),
WN,i,r = r
∗
i +
N∑
n=0
∑
α:{1,2,··· ,n}→{1,2}
λϕ(aα(1) · · · , aα(n)ai)rα(n) · · · rα(n),
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for i = 1, 2, and N ∈ N. For m ∈ N, and χ : {1, 2, · · · ,m} → {l, r}, we define
WN,l = WN,1,l,WN,r =WN,2,r.
Then by Theorem 6.2 in [MN], we have
κχ(WN,χ(1), · · · ,WN,χ(m)) =
{
λϕ(a
|χ−1({l})|
1 a
|χ−1({r})|
2 ), if m ≤ N,
0, if m > N.
For n ∈ N, let {eki,j : i, j = 1, 2, · · · , n, k = 1, 2} be an orthonormal set of H, and
Lk =
1√
N
L([l(eki,j)]n×n), L
∗
k =
1√
N
L([l∗(ekj,i)]n×n),
Rk =
1√
N
R([r(eki,j)]n×n), R
∗
k =
1√
N
L([r∗(ekj,i)]n×n), k = 1, 2,
where L(A) and R(A) are left and right matrices associated with matrix A, respectively, and l(eki,j) and
r(eki,j) are left and right creation operators on X associated with vector eki,j . By Theorem 5.1 in [PS], the
joint distribution of {Lk, L∗k, Rk, R∗k : k = 1, 2} with respect to Φ := tr◦E L(Xn) is equal to the joint distribution
of {lk, l∗k, rk, r∗k : k = 1, 2} with respect to ω. Let
Zn,N,l = L
∗
1 +
N∑
i=0
∑
α:{1,2,··· ,i}→{1,2}
λϕ(aα(1) · · · aα(i)a1)Lα(i) · · ·Lα(1),
Zn,N,r = R
∗
2 +
N∑
i=0
∑
α:{1,2,··· ,i}→{1,2}
λϕ(aα(1) · · · aα(i)a2)Rα(i) · · ·Rα(1).
We then have
κχ(Zn,N,χ(1), · · · , Zn,N,χ(m)) =κχ(WN,χ(1), · · · ,WN,χ(m))
=
{
λϕ(a
|χ−1({l})|
1 a
|χ−1({r})|
2 ), if m ≤ N,
0, if m > N.
It implies that
lim
N→∞
κχ(Zn,N,χ(1), · · · , Zn,N,χ(m)) = λϕ(a|χ
−1({l})|
1 a
|χ−1({r})|
2 ).

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