Abstract-The optimum space and time sampling in a wireless sensor network (WSN) with spatial-temporally correlated data is studied in this paper. The impacts of the node density in the space domain and the sampling rate in the time domain on the network performance are investigated asymptotically by considering a large network with infinite area, infinite time period, but finite node density and finite temporal sampling rate. Two cases are studied under the constraint of fixed power per unit area. The first case investigates the estimations of the space-time samples collected by the sensors, and the samples are discrete in both the space and time domains. The second case estimates an arbitrary data point on the space-time plane, by interpolating the discrete samples collected by the sensors. The interactions among the various network parameters and their impacts on the system performance are quantitatively identified with exact analytical expressions.
I. INTRODUCTION
Data collected by a wireless sensor network (WSN) often contain redundancy due to the spatial and temporal correlations inherent in the monitored object(s). The space-time redundancy/correlation is important to the performance and design of practical WSNs. Given a fixed transmission power per unit area, a higher spatial node density or temporal sampling rate means less transmission energy per sample, but more data samples per unit area per unit time. Therefore, it is critical to identify the optimum spatial node density and temporal sampling rate in a spatial-temporally correlated WSN.
The impacts of spatial node density on the network performance have been studied extensively in the literature [1] - [3] . Most of these works only focus on the spatial data correlation and do not consider the variation of the data in the time domain. In reality, the physical phenomenon under monitoring changes with respect to time, and this determines the temporal correlation between the collected samples [4] .
There are limited works on the study of WSNs with spatialtemporally correlated data [5] - [8] . In [5] and [6] , an arbitrary point on a continuous measurement field is estimated by interpolating the samples collected by the spatially discrete sensors. The studies in [5] and [6] only utilize the temporal data correlation to perform the time domain interpolation, and they do not consider the effects of the temporal sampling rate. The effects of both the space and time domain sampling are studied in [7] by using the network energy as a performance metric, through the study of a collision free network protocol. All of the aforementioned works consider an error-free communication channel between the transmitter and the receiver. The impacts of channel noise are considered in [8] . However, the analysis is only applicable to a measurement field with finite degree-offreedom and discrete in the time domain. In addition, [8] does not consider the optimum sampling rate in the time domain.
In this paper, we investigate the optimum spatial node density and temporal sampling rate for a WSN with the spatialtemporally correlated data. The fusion center (FC) attempts to reconstruct the continuous data field from the discrete sensor samples transmitted to the FC through a noisy link, by exploiting the spatial-temporal correlation with the minimum mean square error (MMSE) receiver. The impacts of the spatial node density, the temporal sampling rate, and the space-time data correlation, on the reconstruction mean square error (MSE) are investigated asymptotically in a large network with infinite area, infinite time period, but finite node density and finite temporal sampling rate. Under the constraint of fixed transmission power per unit area, exact analytical expressions are obtained to describe the interactions and tradeoff relationships between the signal-to-noise ratio (SNR) per sample and the spatial-temporal sample correlation. The optimum spatial-temporal sampling for two types of networks, one needs to recover only the discrete space-time samples, and one needs to recover the data at an arbitrary point on the space-time plane, are identified through the asymptotic analysis.
II. PROBLEM FORMULATION

A. System Model
Consider a WSN with N s sensor nodes uniformly placed over a linear measurement field. Data collected from this field are spatially correlated, and they change with respect to time. Each sensor node will measure a spatial-temporally dependent physical quantity, such as the vibration density of a bridge, or the pH value in soil, etc. Let x(η) represent a data sample of the measurement filed in the two-dimensional (2D) spacetime plane, where η = [l, t] is the space-time coordinate, with l being the coordinate in the space domain, and t the time instant that the sample is collected.
It is assumed that the physical quantities to be measured form a random process that is wide-sense stationary (WSS) in both the space and time domains. The spatial-temporal correlation function between any two arbitrary data samples is assumed to 978-1-4244-9268-8/11/$26.00 ©2011 IEEE be
where ρ s ∈ [0, 1] and ρ t ∈ [0, 1] are defined as the spatial correlation coefficient and the temporal correlation coefficient, respectively, and E(·) represents mathematical expectation.
As shown in Fig. 1 , the system has a spatial node density of δ = Define the space-time data sample vector as
T represents matrix transpose, R is the set of real numbers, and
∈R
Nt×1 is the time domain sample vector collected by the i-th sensor node. The spatial-temporal correlation matrix,
where ⊗ is the Kronecker product operator, and R s ∈ R Ns×Ns and R t ∈R Nt×Nt are the correlation matrices in the space and time domains, respectively. The matrix, R s , has the form of a symmetric Toeplitz matrix with the first row and first column
. Similarly, the matrix, R t , is a symmetric Toeplitz matrix with the first row and first column being r t = 1, ρ
The matrix R xx has the form of a Toeplitz-block-Toeplitz (TBT) matrix [9] .
It is assumed that sensors deliver the measured data to the FC through an orthogonal media access control (MAC) scheme, such as the deterministic frequency division multiple access (FDMA), such that collision-free communication is achieved at the FC. The signal observed by the FC from the j-th time sample of the i-th sensor node is
where E ij is the average transmission energy per sample, and z ij is the additive white Gaussian noise (AWGN) with variance σ 2 z . The system model does not consider the effects of fading or pathloss. The subsequent analysis can be easily extended to systems with fading. It is assumed that the total power per unit area is fixed at P 0 . Given a network with a node density δ and a sample rate θ, the transmission energy per sample can be written as E ij = P0 θδ .
B. Optimum MMSE Detection
The FC will obtain an estimate of the spatial-temporally continuous quantity, x(η), ∀η ∈ Ω η , where Ω η is the 2D space-time plane, by using the N discrete space-time samples received at the FC, y = [y
wherex(η) is the estimate of x(η) at the FC. The optimum linear receiver that minimizes σ 2 η is the MMSE receiver described as follows [10] 
where
, and I N is an identity matrix. With the optimum MMSE receiver given in (5), the MSE σ 2 η can be calculated as σ
is the signal-to-noise ratio (SNR) per unit area. The MSE σ 2 η given in (6) is a function of η, the SNR γ 0 , the spatial correlation coefficient ρ s , the temporal correlation coefficient ρ t , the spatial node density δ, and the temporal sampling rate θ.
Given a fixed transmission power per unit area, a smaller node density and/or temporal sampling rate means more transmission energy per sample, thus a better SNR per sample, which can benefit the system performance. On the other hand, a smaller node density and/or sampling rate means less samples per unit area per unit time, thus a smaller correlation among the nodes, which can degrade the estimation performance.
In order to distinguish the opposite effects of the SNR per sample and the sample correlation, we can decompose the MMSE in (5) into two steps. The first step estimates the discrete data samples collected by the sensors, and the second step obtains an estimate of an arbitrary data point by interpolating the results from the first step. It is demonstrated in [14] that the two-step method is equivalent to the optimum estimation described in (5). We will investigate the performance of the two estimation steps in the next two sections, respectively.
III. MMSE ESTIMATION OF THE DISCRETE SAMPLES
The MMSE estimation of the discrete data samples collected by the sensors is discussed in this section.
A. Asymptotic Analysis
The FC obtains an estimate of the N discrete space-time samples, x, with a linear MMSE receiver aŝ
wherex ∈ C N ×1 is the MMSE estimate of x. The MMSE matrix, W x ∈ R N ×N , needs to minimize the normalized MSE (NMSE), σ 
The error correlation matrix, R
ee = E e s e T s , with e s = x − x, can then be calculated as
where the orthogonal principal is used in the first equality, and the second equality is based on the identify
The NMSE can be calculated as σ
ee , where trace(A) returns the trace of the matrix A. From (9), the calculation of the NMSE involves matrix inversion and the trace operation. In order to explicit identify the impacts of the node density and sampling rate on the NMSE, we resort to the asymptotic analysis as follows.
Proposition 1: Let N s → ∞ and N t → ∞ while keeping both δ and θ finite, the NMSE of the estimation of the discrete samples collected by the sensors is
where K(·) is the complete elliptic integral of the first kind [11, eqn. (8.112 .1)], and
Proof: Performing the eigenvalue decomposition of R xx in (9), we can rewrite the NMSE as , which are elements of the TBT matrix R xx , can be calculated as 
Substituting the result of Λ xx (f 1 , f 2 ) into (14), and applying the identity [11, In Proposition 1, the spatial-temporal sampling affects the NMSE in the form of the following functions, f 1 
, and f 3 (δ, θ)= γ0 δθ . Among them, f 1 (δ) and g 1 (δ) are related to the spatial correlation, and they are increasing functions of δ. f 2 (θ) and g 2 (θ) are related to the temporal correlation, and they are increasing functions of θ. The function f 3 (δ, θ) represents the SNR per sample, and it is a decreasing function of both δ and θ.
In proposition 1, if we assume that the data is spatially correlated but temporally uncorrelated, then the NMSE of the spatial samples can be simplified as follows.
Corollary 1: If ρ t = 0, the asymptotic NMSE of the estimation for the spatially correlated samples is
Proof: Taking ρ t = 0 leads to α = 0 and β = 0.5 + (1 + 2f 1 (δ))f 3 (δ) + 0.5f 3 (δ, θ) 2 . Eqn. (15) can be obtained by substituting β into (10) .
The result in Corollary 1 coincides with [2, eqn. (12)], where only the spatial samples are considered. It was shown in [2] analytically that σ 2 s is an increasing function in δ. Based on the symmetry between the space and time domains, a similar result can be obtained for the estimation of spatially uncorrelated but temporally correlated data, by exchanging ρ s with ρ t , and δ with θ in (15). Fig. 2 shows the asymptotic NMSE of the data samples as a function of the node density δ and the temporal sampling rate θ with ρ s = ρ t = 0.3 and γ 0 = 10 dB. It can be seen from the figure that the NMSE is an increasing function of δ and θ. This indicates the NMSE for estimating discrete data samples can benefit from a smaller spatial-temporal sampling rate. Therefore, if we only want to obtain the data at some discrete time and locations, we should use a node density and sampling rate that are as small as allowed by the application.
B. Properties of Spatial-Temporal Sampling
In addition, when both θ → ∞ and δ → ∞, it is discovered that the NMSE is upper bounded in both the space and time domains, as stated in the following corollary.
Corollary 2: For the estimation of the data samples, the asymptotic NMSE is upper bounded by 
IV. MMSE SPATIAL-TEMPORAL INTERPOLATION
This section discusses the performance of space-time interpolation, i.e., the estimation of any arbitrary point on the 2D space-time plane by interpolating the N discrete samples.
A. Space-Time Interpolation
Since we are interested in the reconstruction fidelity of the entire space-time plane, the worst case scenario is considered by estimating the data located in the middle of the square formed by four adjacent samples, with the coordinates of the data points to be estimated being
, where 
with R ξx E(ξx)=R s ⊗ R t being a TBT matrix. The matrix R s is a Toeplitz matrix with the first row being ρ
, and the first column
. Similarly R t can be obtained by exchanging ρ s with ρ t and d with T s in R s . The error correlation matrix, R (ξ) ee
where R ξξ = E(ξξ T ) = R xx and R xξ = R T ξx . The relationship between the NMSE, ϑ ee , and the spatial-temporal sampling rates, δ and θ, is given in the following proposition.
Proposition 2: Let N s → ∞ and N t → ∞ while keeping both δ and θ finite, the asymptotic NMSE, ϑ , which are elements of the TBT matrix R ξx , can be calculated as 
Nt . Similarly, the TBT matrix, R xx , is asymptotically equivalent to a CBC matrix,
Nt , with Λ s (f 1 ) and Λ t (f 2 ) defined in (13) . The results in Proposition 2 illustrate the asymptotic NMSE performance for the MMSE interpolation in both the space and time domains. The integrand in (19) is composed for elementary functions, and the integration limit is finite. Therefore the integral can be easily evaluated numerically.
If we assume the data samples are temporally uncorrelated (ρ t = 0), and perform the interpolation only in the space domain based on the spatially correlated data samples, the NMSE given in (19) can be simplified as follows.
Corollary 3: If ρ t = 0, the asymptotic NMSE of the estimation for the spatial interpolation is
Proof: When ρ t = 0, we have Λ t (f 2 ) = 1. Substituting function of the node density δ. With the symmetry between the space and time domains, we can get a similar result for the interpolation of spatially uncorrelated but temporally correlated data samples. Fig. 3 shows the asymptotic NMSE as a function of the node density, δ, under various values of ρ s . In the simulation, we have γ 0 = 10 dB, ρ t = 0.5, and θ = 10. In the simulation, N s = N t = 60 samples are used to approximate infinite number of samples. Excellent match is observed between the simulation results the asymptotic results. Different from the results in Fig. 2 , the NMSE of the space-time interpolation is a decreasing function of δ and θ. This can be intuitively explained by the fact that the interpolation depends mainly on the spatial-temporal correlation among the data samples, and a higher space-time sampling rate means a stronger correlation, thus a better estimation fidelity.
B. Optimum Spatial-Temporal Sampling
It also can be seen from Fig. 3 that, when δ is small, the MSE decreases dramatically as δ increases. When δ reaches a certain threshold, no apparent performance gain can be achieved by increasing δ further, i.e., the slope of ϑ 2 st approaches zero as δ increase. Thus, we can find the optimum node density by solving the equation = s , with s being a small number. Fig. 4 shows the optimum node density as a function of the spatial correlation coefficient, under the value of ρ t = 0. The value of s = 10 −5 is used in the figure. The results in this figure demonstrate that the optimum node density decreases as ρ s increases. Therefore, for the estimation of the spatial interpolation, a smaller node density is required for a field with a stronger spatial correlation. Due to the space-time symmetry, a similar result is observed for the optimum sampling rate, and details are omitted here for brevity.
V. CONCLUSIONS
In this paper, the optimum sampling in a WSN with spatialtemporally correlated data was studied. The impacts of the spatial-temporal sampling on the NMSE of the data reconstructed at the FC were investigated through asymptotic analysis, where the number of samples tends to infinity while both the spatial node density and the temporal sampling rate remain constant. Exact analytical expressions of the asymptotic NMSE were obtained under the constraint of fixed power per unit area.
There were two observations. First, if the network only needs to estimate the discrete samples, the NMSE is an increasing function of the node density or the sampling rate. Second, for the estimation of an arbitrary point on the 2D space-time plane, the NMSE is a decreasing function of the node density or the sampling rate, and the optimum sampling rate can be found when the MSE-rate slope is close to zero.
