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ABSTRACT
Model predictive control (MPC) has been widely employed as an effective method for model-based
constrained control. For systems with unknown dynamics, reinforcement learning (RL) and adaptive
dynamic programming (ADP) have received notable attention to solve the adaptive optimal control
problems. Recently, works on the use of RL in the framework of MPC have emerged, which can
enhance the ability of MPC for data-driven control. However, the safety under state constraints
and the closed-loop robustness are difficult to be verified due to approximation errors of RL with
function approximation structures. Aiming at the above problem, we propose a data-driven robust
MPC solution based on incremental RL, called data-driven robust learning-based predictive control
(dr-LPC), for perturbed unknown nonlinear systems subject to safety constraints. A data-driven ro-
bust MPC (dr-MPC) is firstly formulated with a learned predictor. The incremental Dual Heuristic
Programming (DHP) algorithm using an actor-critic architecture is then utilized to solve the online
optimization problem of dr-MPC. In each prediction horizon, the actor and critic learn time-varying
laws for approximating the optimal control policy and costate respectively, which is different from
classical MPCs. The state and control constraints are enforced in the learning process via build-
ing a HamiltonJacobiBellman (HJB) equation and a regularized actor-critic learning structure using
logarithmic barrier functions. The closed-loop robustness and safety of the dr-LPC are proven un-
der function approximation errors. Simulation results on two control examples have been reported,
which show that the dr-LPC can outperform the DHP and dr-MPC in terms of state regulation, and
its average computational time is much smaller than that with the dr-MPC in both examples.
Keywords Reinforcement learning, model predictive control, safety constraints, robustness, nonlinear systems.
1 Introduction
Model predictive control (MPC), also known as receding horizon or moving horizon control, has received notable
attention due to its theoretical developments and wide-spreading applications in industrial plants, see [1, 2]. With
MPC, usually, the control problem is transformed into an online optimization problem that penalizes the error of
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the state and control to the origin or steady-state value in a predefined finite prediction horizon with suitably chosen
weights subject to model and variable constraints. In MPC, the optimal control sequence is computed via solving the
underlying optimization problem at any adopted sampling time instant, and only the first control action is applied.
Then at the subsequent time instant, the optimization problem is solved repeatedly, according to the receding horizon
strategy. As it is a model-based approach, a mathematical description of the original model is required for the design
and implementation of MPC. Most of the classic MPC algorithms assume that the prescribed model has been generated
a priori, in which case, the identification process can be disregarded. Robust MPC such as min-max MPC in [3] or
tube-based MPC in [4] can be used, to account for the modeling uncertainty from identification.
A class of learning framework of MPC relying on an online update of the parameters of the controller, such as
model description and system constraints, has drawn increasing interest for the capability of reducing conservativity
and improving control performance. Many works have been developed in this new direction. Among them, from
the theoretical perspective, a unitary learning-based predictive controller for linear systems has been addressed in [5],
where the identification process based on set membership is adopted to obtain a multi-step linear prediction and then
used with robust MPC. Similarly, with resorting to the set membership identification, adaptive MPC algorithms for
uncertain time-varying systems have been proposed in [6, 7] for reducing the conservativity caused by robust MPC.
Relying on the main idea from iterative leaning control, a data-driven learning MPC for iterative tasks has been studied
in [8] with terminal constraints updated in an iterative fashion. In [9], a learning nonlinear model predictive control
algorithm with a machine learning-based model estimation, has been proposed with stability property guarantees. In
the prescribed approaches, a robust (or stabilizing in [9]) MPC problem is still to be solved online at each time instant,
which might lead to an intensive computational load, especially for large-scale systems and nonlinear dynamics. It
could preclude the applications of these approaches to nonlinear systems that must exhibit fast closed-loop dynamics.
An attempt has been contributed in [10] with the scope of learning predictors for nonlinear dynamics using Koopman
operator, which is recently noted to be very useful for representing nonlinear dynamics by a linear one, see [11].
This approach paves the way to linear MPC formulation for nonlinear systems with a global linear predictor that
represents the whole operation range, but it still leaves the theoretical property unresolved in this respect. It is also
worth mentioning that a supervised machine learning algorithm has been used for approximation of nonlinear MPC
in [12]. The robustness is guaranteed under bounded control approximate errors with verified statistic empirical risk.
As an alternative to solve optimal control problems with the infinite or finite horizon, reinforcement learning (RL)
and adaptive dynamic programming (ADP) have also received notable attention in the past decades, see [13–18] and
the references therein. Instead of solving online optimization problems, RL and ADP are interested in finding approx-
imate solutions via value function and policy iteration in trial-and-error manner and are suitable for complex nonlinear
control tasks that are hard to be solved by optimal control techniques such as, exact dynamic programming, due to
the non-linearity in Hamilton-Jacobi-Bellman equation. Similar to MPC, for control problems with high dimensions,
RL and ADP might face the issues of computational complexity and learning efficiency. To cope with this problem,
adaptive critic designs have been proposed, see for instance [19–21], where the value function and policy iteration are
replaced with the actor-critic approximate network structure. Along this direction, various notable algorithms have
been studied in [22–24] for known dynamics, and in [25–27] for unknown dynamics. These methods are designed for
optimal control orientation of infinite-horizon. [28] has proposed a finite horizon ADP solution for nonlinear systems
with input constraints, and the stability is guaranteed under the stable assumption of the open-loop system. In [29], a
finite-horizon near-optimal control algorithm has been presented for affine nonlinear systems with unknown dynamics,
where an identifier designed with neural networks is used as the predictor.
The MPC and RL have the same root in optimal control theory. The relations between the MPC and RL, and
their comparison studies have been presented in [30] and [31]. Recently, works on the perspective of integration of
MPC and RL have emerged. [32] and [33] have proposed safe controllers based on Robust MPC for learning-based
control relying on an event-triggered mechanism. In [34], a safe learning controller has been presented based on set-
membership recursion. From a different perspective, the RL with the actor-critic structure has also been used to solve
nonlinear MPC problems in an efficient way. Among them, a learning-based receding horizon controller for perturbed
discrete-time systems with control constraints has been studied in [35]. The algorithm is in an iterative batch-mode
learning way, and the convergence under the null approximate error is discussed. In [36], a Heuristic Dynamic Pro-
gramming (HDP) based functional nonlinear MPC has been proposed for nonlinear discrete-time systems, where the
control saturation is considered. The uniform ultimate boundedness of the approximation network in each prediction
horizon is proven. It is highlighted that the use of RL with the actor-critic structure will bring safety issues for systems
with hard state and control constraints due to the trial-and-error learning manner and to the existence of function ap-
proximation errors. Also, the robustness of the closed-loop system under approximation errors with receding horizon
strategy might not be easily verified.
Motivated by prescribed problems, a robust MPC solution based on the incremental RL with an actor-critic structure,
i.e., dr-LPC, is proposed for perturbed nonlinear systems subject to safety constraints. Note that the satisfaction
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of state constraints has been considered in the adaptive control community, see [37–39], via constructing barrier
Lyapunov functions, while the proposed solution and the adopted technique in this paper are highly different. The
main contributions of this paper are summarized in two aspects.
• A dr-LPC scheme is proposed for unknown perturbed dynamics subject to safety constraints. A data-driven robust
MPC (dr-MPC) is initially formulated with a learned predictor using Koopman operator. The online optimization
problem of the dr-MPC is solved using the incremental DHP with an actor-critic structure that learns time-varying
laws for approximating the optimal control policy and costate. The resultant control of the dr-LPC consists of a
successive time-varying functional and a static feedback term that are both output-dependent.
• The safety and robustness of the closed-loop system with the dr-LPC are verified. The state and control constraints
are enforced in the learning process via building a constraint-inclusive (HamiltonJacobiBellman) HJB equation and
a regularized actor-critic learning structure with logarithmic barrier functions. The boundedness property of the
actor-critic network is analyzed and the convergence condition is given. The safety of the controller as well as the
robustness of the closed-loop system are proven under approximation errors.
Two simulation studies for regulating a Van der Pol oscillator and an Inverted Pendulum are reported, which show
that the dr-LPC outperforms the infinite horizon DHP with real dynamics, and shows an advantageous point than the
dr-MPC in terms of state regulation in both cases, but requires more input energy for controlling Inverted Pendulum.
The computational complexity with dr-LPC is much smaller than that with dr-MPC.
The rest of the paper is organized as follows. Section II firstly introduces the considered control problem and the
dr-MPC solution. In Section III the design and main algorithm of the proposed dr-LPC are described. Section VI
shows the simulation results, while some conclusions are drawn in Section VII. Proofs to the main results and off-line
computation details are given in the Appendix.
Notation: Given the variable r, we use −→r (k : k+N−1) to denote the sequence r(k) . . .r(k+N−1), where k is the
discrete time index and N is a positive integer. For a vector x ∈ Rn×1, we use ‖x‖2Q to stand for x>Qx, ‖x‖ to denote
its Euclidean norm, while for a matrix x ∈Rn×m, we denote ‖x‖ as the Frobenius norm. Given a matrix A ∈Rn×m, we
use σmax(A) and σmin to denote the maximum and minimal single values. Given two sets Z and V , their Minkowski
sum is represented by Z ⊕V = {z+ v|z ∈Z ,v ∈ V }. Given a set Z , we use Int(Z ) to denote its interior and ∂Z
to represent its boundary. For a given set of variables zi ∈ Rqi , i = 1,2, . . . ,M, we define the vector whose vector-
components are zi in the following compact form: (z1,z2, · · · ,zM) = [z>1 z>2 · · · z>M ]> ∈Rq, where q=∑Mi=1 qi. Finally,
a ball with radius ρεi and centered at x¯ in the Rdim space is defined as follows
Bρεi (x¯) := {x ∈ Rdim : ||x− x¯|| ≤ ρεi}.
2 Problem formulation and a dr-MPC solution
2.1 Control problem and data-driven model
Consider a class of discrete-time nonlinear perturbed systems described by
x(k+1) = f (x(k),u(k))+wo(k) (1)
where k is the discrete-time index, x∈X ⊆Rn, u∈U ⊆Rm are the state and control variables, wo ∈Wo is an additive
noise,X and U are convex and compact sets containing the origin in their interiors, f is the state transition function
and is assumed to be smooth but unknown. Starting from any initial condition x(0) ∈X , the control objective is to
drive the pair (x(k),u(k)) to the origin as k goes to infinity. In line with [10,11], we adopt a data-driven linear predictor
based on Koopman operator to represent (1):
Σ :
{
s(k+1) = As(k)+Bu(k)+Dwo(k)+w(k)
x(k) = Φ¯(s(k),n)+ v(k),
(2)
where s(k) ∈ Rn¯, n¯> n, is a lifted state variable, mapping from the original state x(k):
s(k) =Φ(x(k), n¯) := (φ1 (x(k)), · · ·,φn¯ (x(k))) (3)
where φi, i= 1, · · · , n¯, can be chosen as basis or some regular nonlinear functions. A, B, D are linear model parameters,
Φ¯ : Rn→ Rn¯ is the output mapping function from the feature to original state space, w(k) and v(k) are the modeling
uncertainties. It is assumed that w(k) ∈W , v(k) ∈ V , where W and V are compact sets containing the origin.
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For prediction purpose, we define the unperturbed system of Σ as
Σˆ :
{
sˆ(k+1) = Asˆ(k)+Buˆ(k)
xˆ(k) = Φ¯(sˆ(k),n),
(4)
with sˆ(k) =Φ(xˆ(k), n¯). The control action to Σ in robust MPC relies on the feedback term of the output error correc-
tion:
u(k) = uˆo(k)+Kex(k) (5)
where ex := x− xˆ, uˆo can be computed with a standard MPC (deferred in (7)) with respect to Σˆ, K is a feedback gain
matrix such that F = A+BKC. The error es := s− sˆ=Φ(x, n¯)−Φ(xˆ, n¯) involves in the following unforced system by
subtracting Σ with (5) and Σˆ:
∆Σ :
{
es(k+1) = Fes(k)+Dwo(k)+w(k)
ex(k) = Φ¯(s(k),n)− Φ¯(sˆ(k),n)+ v(k),
(6)
Assumption 1 1. The variable x is measurable;
2. F = A+BKC is Schur stable;
3. The matrix A is full rank, i.e., rank(A) = n¯;
4. The lifted function satisfies Φ(0, n¯) = 0.
The former three points are standard assumptions, while the fourth point is required for the reason that there are
multiple choices of the basis function vector Φ, some of them might result Φ(0, n¯) 6= 0. In this case, a coordinate
transformation can be used to ensure Φ(0, n¯) = 0.
Let Z¯ be the (possibly minimal)-robust invariant set of es, such that FZ¯ ⊕ (DWo)⊕W ⊆ Z¯ . Assuming that Φ¯ is
Lipschitz continuous, i.e., ‖Φ¯(s,n)− Φ¯(sˆ,n)‖ ≤ Ls‖s− sˆ‖, it is possible to compute the robust “output” invariant set
of ex defined as O¯ . As a special case, Φ¯(s,n) =Cs leads to O¯ being CZ¯ ⊕V . For the sake of simplicity, in the rest of
the paper, we choose Φ¯(s,n) =Cs.
2.2 Data-driven output-feedback robust MPC
In [10], a data-driven MPC solution has been presented with the predictor obtained with the Koopman operator, where
additive disturbance and modeling error are not considered. Hence, we firstly extend the work [10] to a rigorous dr-
MPC formulation with (4) based on the tubed-based MPC framework. This results in an output-feedback robust MPC
problem stated in the following. At any time instant k, an online optimization problem is to be solved:
minsˆ(k),−→ˆu (k:k+N−1)V
(
sˆ(k)
)
subject to:
• the dynamics (4)
• initial constraint (3)
• sˆ(k+ i) ∈ S¯ , i = 0, . . . ,N−1
• uˆ(k+ i) ∈ ¯ˆU , i = 0, . . . ,N−1
• s(k)− sˆ(k) ∈ Z¯
• sˆ(k+N) ∈ S¯ f ,
(7)
where
V
(
sˆ(k)
)
=
∑N−1i=0 (‖xˆ(k+ i)‖2Q+‖uˆ(k+ i)‖2R)+Vf (sˆ(k+N)),
(8)
Vf (sˆ) = sˆ>Psˆ, S¯ = {sˆ|Csˆ ∈X 	 O¯}, ¯ˆU =U 	KO¯ , the invariant set is given as S¯ f = {sˆ|sˆ>Z¯sˆ ≤ 1}, where Z¯ is a
symmetric positive-definite matrix such that Z¯>F>Z¯F . The terminal penalty matrix P is a symmetric positive-definite
matrix computed with the following Lyapunov function
F>PF−P =−Q¯−K>RK. (9)
where Q¯ =C>QC. Assume at any time instant k that, the optimal control sequence
−→ˆ
uo(k : k+N−1|k) can be found,
then the final control applied to the system (1) is given as
u(k) = uˆo(k|k)+K(x(k)− xˆ(k|k)) (10)
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As a further step to [10], we prove the feasibility and robustness of the dr-MPC with resorting to the theoretical
arguments of the classical tube-based MPC. But differently, despite the use of the output-feedback policy in (10), the
observability of (A,C) is not required in our case.
Theorem 1 (Recursive feasibility and robustness of the dr-MPC) Let assume the sets W and V are finite. Under
Assumption 1, if the initial condition x(0) ∈X is such that the optimization problem (17) is feasible at k = 0, then
1. the optimization problem (17) is recursively feasible at all k > 0;
2. under (17), xˆ(k), uˆ(k)→ 0, x(k)→ O¯; consequently, sˆ(k)→ 0, s(k)→ Z¯ , as k→+∞.
Proof: please refer to Appendix A.1. 
3 Design of the dr-LPC
In this section, the proposed dr-LPC is designed. The main idea is to design a DHP with an actor-critic network in
order to learn a near-optimal successive time-varying control policy for (7) in a trial-and-error way. In this way,
exact online optimization is not required and computational complexity is expected to be reduced. However, the
following two problems are to be concerned: i) safety constraints might not be verified due to the use of actor-critic
approximation network, so how to explicitly cope with state and control constraints in the learning process is a crucial
issue; ii) the existence of approximating errors of the actor could introduce new uncertainties in the control channel,
hence the impact must be considered in the control design to guarantee constraint satisfaction and robustness.
In that follows, we first present the predictor and the core learning control problem by taking into consideration of
the approximating errors, then the value function reconstruction is presented with soft barrier functions. Finally, the
main algorithm of the regularized actor-critic design with receding horizon strategy, its theoretical property, and the
implementing details of the dr-LPC are described.
3.1 Learning control problem with approximation errors
As the actor-critic approximating network might introduce uncertainty in the control channel, the real dynamics of (1)
with dr-LPC can be rewritten as
Σ :
{
s(k+1) = As(k)+Bu(k)+d(k)
x(k) =Cs(k)+ v(k),
(11)
where d(k) = Dwo(k)+w(k)+δN(k), δN is the approximation error of the control action by the actor-critic network.
It is assumed that d(k) ∈D , whereD is a compact set containing the origin. Given the structure of the linear predictor
and the actor-critic network, and under certain assumptions, (possibly conservative) choice of D can be given and
are deferred in Appendix B.2. Similarly to Section 2.1, let the robust invariant set of es in this case be Z , such that
FZ ⊕D ⊆Z . The corresponding robust “output” invariant set of ex is defined as O .
At any time k, the dr-LPC aims to solve (7) with the actor-critic structure. Note that, in (7) the initial state sˆ is
served as the decision variable, which is difficult to be optimized in the forward-in-time iterative manner. Indeed, a
near-optimal solution of sˆ can be found using Monte Carlo methods with sufficient samples but leading to an intensive
computation load. Hence, we only allow two typical choices of sˆ to be considered, i.e., sˆ(k)∈ {s(k), sˆ(k|k−1)}. Hence
the new optimization problem becomes
minsˆ(k),−→ˆu (k:k+N−1)V
(
sˆ(k)
)
subject to:
• the dynamics (4)
• initial constraint (3)
• sˆ(k+ i) ∈S , i = 0, . . . ,N−1
• uˆ(k+ i) ∈ Uˆ , i = 0, . . . ,N−1
• sˆ(k) ∈ {s(k), sˆ(k|k−1)}
• sˆ(k+N) ∈S f ,
(12)
whereS = {sˆ|Csˆ ∈X 	O}, Uˆ =U 	KZ , the invariant set is given asS f = {sˆ|sˆ>Zsˆ≤ ρ}, where 0≤ ρ ≤ 1.
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3.2 Cost function reconstruction with barrier functions
Hard safety constraints are difficult to be coped with in the actor-critic design. Hence we propose to transform the
hard state and control constraints into soft ones with barrier functions. In this way and along the line with [40], the
value function can be reconstructed as
Vb
(
sˆ(k)
)
= V
(
sˆ(k)
)
+∑N−1i=0 µB(sˆ(k+ i))+µB(uˆ(k+ i))
+µB f (sˆ(k+N))
(13)
where µ is a weighting scalar, B(sˆ), B(uˆ), and B f (sˆ) are the state, control, and terminal-state barrier functions respec-
tively. B(sˆ) = 0 for sˆ ∈ Int(S ), and B(sˆ)→+∞ for sˆ ∈ ∂S . B(uˆ) = 0 for uˆ ∈ Int(Uˆ ), and B(uˆ)→+∞ for uˆ ∈ ∂ Uˆ .
B f (sˆ) = 0 for sˆ ∈ Int(S f ), and B f (sˆ)→ +∞ for sˆ ∈ ∂S f . If the value function in (13) is finite, the system variables
stay in their restrictive interiors and result in almost null values of the barrier functions.
Specifically in this case, we use continuous and differentiable logarithmic barrier functions to represent the soft
constraints. The definitions for polyhedral and ellipsoidal constraints are introduced.
Definition 1 For any variable z ∈ Z, where Z = {z|a>i z ≤ bi,∀i = 1, · · · , p} is a polyhedron, the barrier function is
defined as
B¯(z) =
{
−∑pi=1 log
(
bi−a>i z
)
z ∈ Int(Z)
+∞ otherwise.
Definition 2 For any variable z ∈ Z, where Z = {z|z>Zz ≤ 1} is an ellipsoid, and where Z is a symmetric positive-
definite matrix with suitable dimensions, the barrier function is defined as
B¯(z) =
{
−log(1− z>Zz) z ∈ Int(Z)
+∞ otherwise.
Remark 1 It is highlighted that the logarithmic barrier function has been widely used in interior-point methods
to solve convex constrained optimization problem, see [41]. In our case, the barrier function is not only used in
the optimization formulation but also in the learning process where the safety restriction on the network weights is
enforced, see Section 3.4.
Note however that B¯(0) is not guaranteed to be zero, which results in the optimal value function V ob
(
0, 0
)
probably
being nonzero. This impedes the stability arguments by selecting V ob as a Lyapunov function due to null of the value
in the origin being violated. For this reason, we introduce the following Lemma about barrier functions [42].
Lemma 1
1. Let Bc(z) = B¯(z)− B¯(0)−5B¯(0)>z be a gradient re-centered barrier function of B¯(z), then Bc(z) is differentiable
and convex for all z ∈ Int(Z), and Bc(0) = 0;
2. Let the relaxed barrier function for polyhedral constraint be defined as
B(z) =
{
Bc(z) σ¯ ≥ κ
γ(z, σ¯) σ¯ < κ (14)
where the small positive scalar κ is the relaxing factor, σi = bi− a>i z, i = 1, · · · , p, σ¯ = min{σ1, · · · ,σp}, the
function γ(z, σ¯) : (−∞,κ) is strictly monotone and differentiable such that B(z) is differentiable at any z that σ¯ = κ ,
and 52γ(z, σ¯) is smaller than ∑pi=1 ‖ai‖κ−2 , then there exists a positive-definite matrix H ≥ 12 ∑pi=1 ‖ai‖2κ−2 such
that B(z)≤ z>Hz≤ Bmax(z), where Bmax(z) = maxz∈Z z>Hz.
Proof: please refer to Appendix A.2. 
Remark 2 The control, state, and terminal state constraints can be easily transformed into the corresponding gradient
re-centered barrier functions, while due to space limitations the computation procedures are omitted. It is highlighted
that in view of Lemma 1.1, the optimal value function at the origin is zero, which allows us to choose V ob as a Lyapunov
function candidate.
With (14) and B f (z) = Bc(z) being included in (13), the terminal penalty matrix P is modified as
F>PF−P =−Q¯−K>RK−µH, (15)
where H = Hsˆ+K>HuˆK and Hsˆ and Huˆ are computed respectively according to Lemma 1.2 with a presumed value of
κ in (14) forS and Uˆ .
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3.3 Constraint-inclusive HJB equation and iterative DHP
Let at any time instant k, the index τ belong to the prediction horizon [k,k+N−1] and,
rb(τ) = ‖sˆ(τ)‖2Q¯+‖uˆ(τ)‖2R+µB(sˆ(τ))+µB(uˆ(τ)),
We define
Vb
(
sˆ(τ)
)
=
= ∑N−1i=τ−k rb(k+ i)+Vf (sˆ(k+N))+µB f (sˆ(k+N))
= rb(τ)+Vb,τ+1
(
sˆ(τ+1)
) (16)
where Vb,k+N
(
sˆ(k+N)
)
=Vf (sˆ(k+N))+µB f (sˆ(k+N)).
Different from (7) where the control sequence is regarded as a whole and computed by solving once the underlying
optimization problem, for any initial condition sˆ(k) ∈ {s(k), sˆ(k|k−1)}, the proposed controller computes the control
u(τ) at any time instant τ ∈ [k,k+N−1], i.e.,
minuˆ(τ) rb(τ)+Vb
(
sˆ(τ+1)
)
subject to:
• the dynamics (4)
(17)
Assume that the optimal solution uˆ∗(τ) ∀ τ ∈ [k,k+N− 1] can be found for (17), that solves the discrete-time HJB
equation V ∗b (sˆ(τ)) = minuˆ(τ) rb(τ) +Vb
(
sˆ(τ + 1)
)
. According to optimal principle, and in view of (16) and (17),
minimizing Vb
(
sˆ(τ)
)
is equivalent to solving
∂V ∗b (sˆ(τ))
∂ uˆ∗(τ) = µ
∂B∗(uˆ(sˆ(τ)))
∂ uˆ∗(τ) +2Ruˆ
∗(τ)+B>λ ∗(sˆ(τ+1)) = 0, (18)
∀τ ∈ [k,k+N−1], where the costate λ ∗(sˆ(τ)) is the partial derivative of optimal value function V ∗b
(
sˆ(τ)
)
with respect
to sˆ∗(τ):
λ ∗(sˆ(τ)) = µ ∂B(sˆ(τ))∂ sˆ(τ) +2Q¯sˆ(τ)+A
>λ ∗(sˆ(τ+1)) (19)
∀ τ ∈ [k,k+N−1].
In principle, one can resort to the underlying discrete-time Riccati Algebraic Equation to compute the optimal
policy for an unconstrained linear system. But this is not the case as the HJB equation is nonlinear-function inclusive.
The iterative DHP can be used to solve the above HJB equation. Starting from the initial choice λ 0(sˆ(τ + 1)) = 0,
τ ∈ [k,k+N−1], the algorithm consists of two main iterative steps.
1. Policy improvement: at the i-th iterative step, an improved control policy can be obtained as
uˆi+1(τ) = argminuˆ(τ){µ ∂B(uˆ(sˆ(τ)))∂ uˆ(τ) +2Ruˆ(τ)+B>λ i(sˆ(τ+1)) = 0} (20)
2. Value function update: given a control policy uˆi(τ), the costate function can be updated as
λ i+1(sˆ(τ)) = µ
∂B(sˆ(τ))
∂ sˆ(τ)
+2Q¯sˆ(τ)+A>λ i(sˆ(τ+1)) (21)
Remark 3 The convergence proof of uˆi and λ i to the optimal values of the above value iteration algorithm (20)
and (21) can be easily verified as i→+∞, according to the results in [35] and [43].
3.4 Regularized actor-critic design with logarithmic barrier functions
In this section we present the main idea of using a regularized actor-critic design with logarithmic barrier functions
to implement the learning-based predictive controller. Different from [35] and [43], an efficient incremental actor-
critic learning algorithm is proposed, where the iteration step i in (20) and (21) coincides with the time τ . In the
prediction horizon starting from any time τ = k, the critic network is in charge of approximating the costate λ ∗(τ) for
all τ ∈ [k,k+N]. The actor is for estimating the control vector −→ˆu∗(k : k+N−1).
The critic network is firstly designed. In view of the universal capability of neural network in terms of function
approximation, λ ∗(sˆ(τ)) can be represented as
λ ∗(sˆ(τ)) =W>c hc(sˆ(τ),τ)+ ε¯c(τ)
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where Wc ∈ RNc×n¯ is the weighting matrix, hc is a vector whose entries are basis functions. It is assumed that ‖Wc‖ ≤
Wc,m, ‖hc‖ ≤ hc,m, ‖ε¯c‖ ≤ ε¯c,m. ε¯c→ 0 as Nc→+∞. The estimating critic network is given as
λˆ (sˆ(τ)) = Wˆ>c hc(sˆ(τ),τ), (22)
where τ ∈ [k,k+N], Wˆc is the estimate of Wc. The critic network wishes to minimize the residual of the optimal costate
λ ∗ and λˆ . However, as λ ∗ is not available, we define λd(τ) as the target, that is
λd(sˆ(τ)) =
{
µ ∂B(sˆ(τ))∂ sˆ(τ) +2Q¯sˆ(τ)+A
>λˆ (sˆ(τ+1)), for τ ∈ [k,k+N−1]
µ ∂B f (sˆ(τ))∂ sˆ(τ) +2Psˆ(τ), for τ = k+N
(23)
where sˆ(k+N) is randomly chosen fromS f . The target λd(sˆ(τ)) can also be represented as the output of the critic net-
work plus a residual term, i.e., λd(sˆ(τ)) = λˆ (sˆ(τ))+εc(τ), where εc(τ) is the approximation residual to be minimized.
Due to the time-varying nature of λd in (23), we adopt the following quadratic performance index ‖εc(τ)‖2+‖εc,N‖2,
τ ∈ [k,k+N−1], εc,N = λd(sˆ(k+N))− λˆ (sˆ(k+N)). The weighting matrix is usually updated according to the gradi-
ent descend method, however this might lead to the constraint nonsatisfaction of sˆ(τ) in the learning process. Notice
that, it is almost impossible to exactly design a barrier function that can represent the state constraint. Instead, we
use the barrier function on λˆ to guide the weight update for Wˆc. The problem left now is how to find an upper bound
for λ (sˆ(τ)) induced by the safety constraints for τ ∈ [k,k+N− 1]. To proceed, in view of Assumption 1.3, to en-
sure the constraint on λˆ , the corresponding feasible state region S j ∈S , j ≤ N can be found at τ = k+ j starting
from the terminal set S N =S f , see [44]. In view of (23), also considering B(0) = 0 and B(sˆ(τ)) ≤ sˆ(τ)>Hsˆsˆ(τ), it
holds that ‖ ∂B(sˆ(τ))∂ sˆ(τ) ‖∞ ≤ ‖2Hsˆsˆ(τ)‖∞. Denoting Γ j = maxsˆ(τ)∈S j ‖2Hsˆsˆ(τ)‖∞, one promptly has ∂B(sˆ(τ))∂ sˆ(τ) ∈BΓ j(0),
the region which λ (sˆ(k+ j)), j < N lies in, can be defined and represented as Λ j =BΓ j(0)⊕ 2Q¯S j⊕A>Λ j+1. As
in fact ∂B(sˆ(τ))∂ sˆ(τ) → 0 for sˆ(τ) ∈ Int(S j), the effect caused by the barrier function B(sˆ(τ)) to the scale of Λ j is limited.
Therefore, we simplify the calculation formula of Λ j as Λ j = 2Q¯S j⊕A>Λ j+1. The details on how to compute Λ j is
described in Algorithm 1. Thus, the regularized cost to be minimized by the critic network is
δc(τ) = ‖εc(τ)‖2+‖εc,N‖2+ µ¯(B(λˆ (sˆ(τ)))+B f (λˆ (sˆ(k+N)))), (24)
where for each j = 1, · · · ,N, B(·) and B f (·) is the relaxed re-centered barrier functions for constraints λˆ (sˆ(k+ j))∈Λ j
and λˆ (sˆ(k+N)) ∈ ΛN . At any time instant τ ∈ [k,k+N−1], the weight update is given as
Wˆc(τ+1) = Wˆc(τ)−β ∂δc(τ)∂Wˆc(τ)
. (25)
where β is the learning rate. Along the same line, uˆ∗ can be represented as
uˆ∗(τ) =W>a ha(sˆ(τ),τ)+ ε¯a(τ)
where Wa ∈ RNu×m is the weighting matrix, ha is a vector whose entries are basis functions. It is assumed that
‖Wa‖ ≤Wa,m, ‖ha‖ ≤ ha,m, ‖ε¯a‖ ≤ ε¯a,m. ε¯a→ 0 as Nu→+∞. To define the actor network, in view of (18), we define
the desired control action ud(τ), τ ∈ [k,k+N−1] as
µ
∂B(ud(τ))
∂ud(τ)
+2Rud(sˆ(τ)) =−B>λˆ (sˆ(τ+1)) (26)
The estimate of ud is then defined as
uˆd(τ) = Wˆ>a ha(sˆ(τ),τ),τ ∈ [k,k+N−1] (27)
where Wˆa is the estimate of Wa.
Note that, usually the actor network is used for approximating the desired decision variables ud(τ) via minimizing
the error of the outputs with respect to their desired ones in quadratic cost form, which is however not suitable in
this case due to for instance, the left-side of (26) being composed by ud itself multiplied with a constant matrix
and the partial gradient of the barrier function B(ud) with respect to ud , where the entries of ud show explicitly in
the denominator term. For this reason, provided the structure of the actor network like (27), different from that of the
classic actor, the objective here concerned is to regard the left-side term of (26) as a whole to be estimated. To this end,
denoting Gu(ud(sˆ(τ))) = µ
∂B(ud(sˆ(τ)))
∂ud(sˆ(τ))
+2Rud(sˆ(τ)), τ ∈ [k,k+N−1], the estimated value Gˆu(uˆd(τ)) is generated by
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the output of the actor network such that Gu(ud(sˆ(τ))) = Gˆu(uˆd(sˆ(τ)))+εa(τ), where εa is the approximation residual.
At each time instant τ ∈ [k,k+N−1], the residual εa(τ) needs to be minimized, typically formed in the quadratic cost
function as ‖εa(τ)‖2, where Qa is a positive-definite matrix. Also, a barrier function of uˆd(τ) is included in the cost
function for control constraint satisfaction. The regularized loss function is given as
δa(τ) = ‖εa(τ)‖2+ µ¯B(uˆd(τ)) (28)
At any time instant τ ∈ [k,k+N−1], the weight is updated according to the following rule
Wˆa(τ+1) = Wˆa(τ)− γ ∂δa(τ)∂Wˆa(τ)
(29)
where γ is the learning rate.
Algorithm 1: Computation of the feasible sets Λ j, ∀ j = 1, · · · ,N.
for j← N to 1 do
if j = N then
S j =S f ;
end
S j = A−1(S j+1⊕B(−Uˆ ));
S j =S j ∩S ;
end
for j← N to 1 do
if j = N then
Λ j = 2PS¯ f ;
end
Λ j = 2Q¯S j⊕A>Λ j+1;
end
3.5 Safety and robustness of the closed-loop system
Different from classical actor-critic learning, in the proposed approach, the new type of regularization using the log-
arithmic barrier function is built, also the cost function to be optimized in the actor is constraint-inclusive. Hence,
standard convergence proof, see [28, 36], is not applicable in this case. In that follows, we prove the boundedness of
the actor-critic network and give the point-wise convergence condition in each prediction horizon.
Theorem 2 (Boundedness and convergence conditions of the regularized actor-critic learning in each prediction horizon)
Under the learning laws (25) and (29), if the learning rates γ and β are selected such that the matrices defined in
Appendix A.3 satisfy G¯c1, G¯a1 > 0, the following results can be stated.
1. The variables εc(τ), εc,N , and uˆ∗(τ)− uˆd(τ) converge to the corresponding finite regions i.e.,
‖εc(τ)‖,‖εc,N‖ ≤ ηc
‖uˆ∗(τ)− uˆd(τ)‖ ≤ ηa, (30)
τ ∈ [k,k+N−1], as N→+∞, where ηc and ηa will be defined in (52).
2. As an additional result, under (30), if ε¯a and ε¯c steer to zero, µ¯ = 0, and the matrix σmax(A)< 1, then the weights
of the actor and critic converge to their optimal ones, i.e.,
Wˆc(τ)→Wc
Wˆa(τ)→Wa, (31)
as τ → N and N→+∞.
Proof: please refer to Appendix A.3. 
Remark 4 Theorem 2 implies a sufficient large choice of N, denoted as N = Nl , required for verifying condition (30).
However, an outer iterative loop with a length of i¯ can be adopted, which allows to choose a reasonable value N = n¯.
Condition (30) can be fulfilled as long as i¯n¯≥ Nl .
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Definition 3 (Safe control policy) For a generic time k, let u(k) = uˆd(k|k)+K(x(k)− sˆ(k|k)), associated with a solu-
tion of (12), i.e., sˆ(k|k), uˆd(k|k), · · · , uˆd(k+N−1|k), being such that sˆ(k+N|k)∈S f , sˆ(k+ j|k)∈S , uˆd(k+ j|k)∈ Uˆ
for all j ∈ [k,k+N−1]. We call u(k) a safe control policy such that (x(k),u(k)) ∈X ×U .
Definition 4 (Monotonic decreasing of value function) For a generic time k, we say the learned value function
Vb(k|k) associated with the sequence sˆ(k|k), uˆd(k|k), · · · , uˆd(k+N − 1|k) satisfying monotonic decreasing property
if Vb(k|k)≤Vb(k−1|k−1), where Vb(k−1|k−1) is associated with the adopted solution sˆ(k−1|k−1), uˆd(k−1|k−
1), · · · , uˆd(k+N−2|k−1).
Under Theorem 2, it is possible to prove step-by-step the safety and robustness property of the learning-based
closed-loop control system. As a first step, we give the safety condition of the dr-LPC at the initial time, then we prove
the recursive safety property for any future time instant. With this result, we can finally prove the robustness of the
closed-loop system.
Theorem 3 (Safety and robustness of the closed-loop system)
Under Assumption 1, given any finite initial condition x(0) ∈X , it can be stated as follows.
1. The terminal state sˆ(N|0) with the dr-LPC is capable to reach the terminal region S f at time k = 0, if N is such
that optimization problem (12) is feasible at k = 0 and
√
N‖
N− j−1
∑
j=1
A jB‖ηa ≤ 1−ρσmax(Z) (32)
2. If at any time k, u(k) = uˆd(k|k) + K(x(k) − sˆ(k|k)) is a safe control policy associated with the sequence
sˆ(k|k), uˆd(k|k), · · · , uˆd(k+N−1|k). Then u(k+1) = uˆd(k+1|k)+K(x(k+1)− sˆ(k+1|k)) is a backup safe one at
time k+1 associated with the sequence sˆ(k+1|k), uˆd(k+1|k), · · · , uˆd(k+N−1|k),Ksˆ(k+N).
3. Moreover, let at time k the applied control policy be defined as
u(k) =
{
uˆd(k|k)+K(x(k)− sˆ(k|k)) case 1
uˆd(k|k−1)+K(x(k)− sˆ(k−1|k)) otherwise, (33)
where case 1 corresponds to the safety and monotonic decreasing property of the learned control and value function
being verified. Then, the state x(k) of the nonlinear system (1) with dr-LPC converges to the set O (see (11)) as
k→+∞, i.e.,
x(k)→ O as k→ ∞.
Proof: please refer to Appendix A.4. 
Remark 5 The first point in Theorem 3 implies a trade-off between N and Nu. To ensure safety at the initial time
instant, one can choose a larger value of Nu to obtain a smaller approximating error bound ηa or shrink the prediction
horizon N. The second point suggests a safe backup policy to be applied in case when online learning failures may
occur, while the last point gives the suitable control policy design for guaranteeing the closed-loop robustness.
3.6 Implementing steps of the dr-LPC
The implementation of the dr-LPC requires a number of steps of off-line designs as follows:
a. compute the model matrices A, B, C, and D with (57) and (58) in Appendix B.1;
b. determine the sets W and V according to Appendix B.2;
c. compute the terminal constraint S¯ f and the set O¯;
d. computeS f under the light of (32), validate D and O according to Appendix B.2;
e. obtain Λi for i = 1, · · · ,N using Algorithm 1.
The main online implementation steps of the dr-LPC are described in Algorithm 2.
Remark 6 The computational complexity of the proposed dr-LPC is roughly O(N(pmN2u +Ncn¯2+N2c n¯)). In contrast,
the interior-point method takes O(N(n¯+m)3) operations for systems with block-diagonal structure and O(N3(n¯+m)3)
operations if the block-diagonal structure is not exploited.
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Algorithm 2: Implementation of the dr-LPC.
Given x(0) ∈X , compute s(0) with (3);
Set i¯, initialize γ , β , κ , select Wa(τ) and Wc(τ) such that δa < Bmax(uˆd), and δc < Bmax(λˆ ), k = 1, i = 0;
while k ≤ Nsim do
while i≤ i¯ do
for τ = k to k+N−1 do
obtain uˆd(sˆ(τ)) with (27) and calculate the state evolution sˆ(τ+1) with (4);
compute λˆ (sˆ(τ+1)) with (22) and λd(sˆ(τ)) with (23) for τ ≤ k+N−1;
compute ud(sˆ(τ)) with (26);
update Wc(τ+1|k) with (25) and Wa(τ+1|k) with (29);
end
if {k = 1} ∨ {safety verified and value function monotonicity detected} then
generate
−→ˆ
ud(k : k+N−1|k) and break;
else
the sequence
−→ˆ
ud(k : k+N−1|k) = [−→ˆud(k−1 : k+N−2|k−1),Ksˆ(k+N−1)] and break;
end
if ∑Ni=k+1 ‖Wˆ∗(i|k)−Wˆ∗(i−1|k)‖ ≤ εW , ∗= a,c then
break;
end
i← i+1
end
generate u(k) = uˆd(k|k)+K(s(k)− sˆ(k|k));
update sˆ(k+1), s(k+1), xˆ(k+1), and x(k+1);
k← k+1.
end
4 Simulation results
4.1 Learning control on a Van der Pol oscillator
Consider the problem of regulating a Van der Pol oscillator. The continuous-time system model is given as[
x˙1
x˙2
]
=
[
x2
1− x21x2− x1+u
]
+wo (34)
where x1 and x2 represent the position and speed respectively, while u is the force input, the disturbance ‖wo‖∞ ≤ 0.08.
Denoting x = (x1,x2), the state and control are limited as −(2.5m,2.5m/s) ≤ x ≤ (2.5m,2.5m/s), −10m2/s ≤ u ≤
10m2/s. The control objective is to drive x to the origin. In order to implement the proposed learning predictive
controller, first model (34) has been discretized with a sampling period T = 0.025s to obtain (1). The data sets of
(z,z+) in (57) with M = 4 · 105 are collected with random policy, and the samples that violate the state and control
constraints have been removed. The polynomial kernel functions are selected to construct the lifted observable state
variables, i.e., Φ(x, n¯) = (x, x21, x
2
1x2), where n¯ = 4. The weighting scalar θ has been chosen as 100. The parameters
of the linear predictor has been computed according to (57) and (58).
The penalty matrices Q and R have been selected as Q = I2, R = 0.01. The penalty scalar on the barrier function is
µ = µ¯ = 0.001. The relaxed factor κ has been set as 0.1. With this value, the matrix H can be obtained, according
to Lemma 1.2. The terminal penalty matrix can be calculated with (15). The set W , V , and D have be empirically
obtained according to Appendix B.2. Then, a possible conservative choice of the robust invariant set has been obtained
with (6) according to [45]. The constraint on the costate in Algorithm 1 has been computed using Ellipsoidal toolbox
described in [46]. The terminal constraint S¯ f has been computed according to the algorithm described in [47]. The
prediction horizon N = 10. The basis functions have been chosen as
ha = hc = (Φ(x, n¯) ,ντ,ντ2) (35)
where ν = 0.01.
For comparison, the dr-MPC presented in Section 2.2, which is an extension of [10], and an incremental infinite-
horizon DHP described in [48] using the real dynamics have been designed to control the Van der Pol oscillator (34).
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In dr-MPC, the stage cost rc = x>Qx+Ru2, the terminal penalty matrix Pc = P, and the terminal constraint has been
computed using the original state and control constraints according to [47]. The DHP has adopted the same stage cost
as the proposed controller. All the three controllers have been implemented with initial condition x(0) = (0.1,−0.1).
Also, the weighting matrices Wˆa and Wˆc in the proposed controller and the DHP have been initialized as uniformly
distributed random values. The simulations with the dr-LPC and the dr-MPC have been performed within Yalmip
toolbox [49] installed in Matlab 2019a environment, in a Laptop with Intel Core i7-8550U CPU @1.8GHz running
with Windows 10 operating system. The simulation results computed with the dr-LPC, dr-MPC, and DHP are re-
ported in Figure 1. It can be seen that the dr-LPC significantly outperforms the DHP. The control performance with
the dr-LPC is slightly better than that with the dr-LPC in terms of state regulation but experiences a larger vari-
ance due to the random initialization of dr-LPC. To clearly compare the control performance, the average cumulative
square errors of the regulating cost and the input energy of the fifty tests J = 1/50∑50i=1∑
Nsim
j=1 ‖xi( j)‖2Q + ‖ui( j)‖2R,
Jx = 1/50∑50i=1∑
Nsim
j=1 xi( j)
>xi( j), and Ju = 1/50∑50i=1∑
Nsim
j=1 ui( j)
2, where the simulation length Nsim = 320, have been
collected and listed in Table 1. It can be shown that the average cost Jx with the dr-LPC is smaller than that with the
dr-MPC, but the average energy consumed by the former being 10.6 is higher than that by the latter, which is 2.37. It
is noted in Table 1 that, the average online computational time of the dr-MPC, i.e., 0.128s, is greater than the sampling
period Ts. For this reason, the MPC might not be applicable in the adopted environment. The dr-LPC exhibits advan-
tageous point in this respect, since the online computational time is greatly smaller than that with the MPC. Despite
the high computational efficiency with DHP, the control performance is almost catastrophic. The average costs are
greatly larger than that with the dr-LPC and dr-MPC. Moreover, the success rates computed by 50 trials and with
different initial conditions are listed in Table 1, which shows that the average success rate with the dr-LPC is 50 over
50, which implies the verification of control safety. However, the average success rate with the DHP is 9 over 50 with
x(0) = (0.1,−0.1) and 5 over 50 collected with 10 different initial conditions. Specifically, a display of fifty tests with
dr-LPC using x(0) = (2.4,−2) (that is close to the set boundary) is in Figure 2, where it can be seen that the control
constraint is activated and the state constraint can be verified.
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Figure 1: The values of the state and control of the Van der Pol oscillator with dr-LPC, dr-MPC, and DHP: the filled
areas are the corresponding variance intervals of fifty tests. The data sets of successful trails with DHP are used, while
those of failed trials are disregarded.
Table 1: Comparison with fifty tests of the Van der Pol oscillator using random weights: A.c.t. stands for “average
computational time”, S.r.w represents for “Success rate with”.
Algorithm Jx Ju J A.c.t S.r.w x(0) = (0.1,−0.1) S.r.w (10 different x(0)s)
dr-LPC (1st run) 0.48 10.6 0.586 0.004s 50/50 50/50
dr-LPC (5th run) 0.40 1.95 0.42 0.004s 50/50 50/50
dr-MPC 0.56 2.37 0.584 0.128s − −
DHP 38.7 6.9 ·103 107.7 0.0001s 9/50 5/50
The control performance with the dr-LPC can be persistingly improved in an iterative way, where the converged
weights of Wˆa and Wˆc in the previous run is used for the initialization in the subsequent one. To show the persisting
learning capability, starting with a random initialization condition, the online control process has been repeated 5 times
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Figure 2: Safety tests of the Van der Pol oscillator with dr-LPC using initial condition x(0) = (2.4,−2): the filled areas
are the corresponding variance intervals of fifty tests.
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Figure 3: The variation of Jx and Ju of the Van der Pol oscillator with dr-LPC and dr-MPC: the filled areas are the
corresponding variance intervals of fifty tests.
with the previous converged weights used for the initialization. The variation of the values of Jx and Ju are reported
in Figure 3. The results indicate that in view of the initialization strategy adopted, the values of Jx as well as Ju have
been reduced significantly in the second episode and then remain almost constant for the rest of episodes. The reason
for the fast learning ability of the proposed dr-LPC is the closed-loop nature due to the receding horizon strategy
used. Indeed, the improvement of weights has proceeded in the iterative steps of each prediction horizon and between
different predictions and multiple runs. Taking the fifth run as an example, the average values of the fifty tests obtained
as Jx = 0.4 and Ju = 1.95, are both smaller than that that with MPC, which are 0.56 and 2.37, see Table 1. This reveals
that, after a small number of runs, the proposed dr-LPC can exhibit better control performance to the dr-MPC. The
comparison of the dr-LPC using the result of the fifth run’s with the MPC is presented in Figure 1, which shows that
both control systems experience a similar transient period, except for the control action with the dr-LPC being slightly
overshot.
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In addition, the impact of ν in (35) on the performance of dr-LPC is also studied. Note that, the basis function
in (35) is defined to capture the time-varying nature of the value function in each prediction horizon. The detailed
impact of time on the value function approximation is not clear to us. Hence, the parameter ν , which scales the size
of time in hc and ha, has been chosen orderly from 1 to 0.01 so as to show how ν impacts the control performance.
The cost comparison with different values of ν , each choice being repeatedly performed under fifty tests, are listed
in Table 2. The result shows that the choice ν = 0.01 results in the lowest average cost of Jx and Ju, while the worst
performance is achieved with ν = 1. An almost positive correlation can be concluded between the average costs and
the choice of ν .
Table 2: Cost comparison with different choices of ν using random weights in dr-LPC.
Choice of ν 0.01 0.02 0.1 0.2 0.5 1
J 0.59 0.65 0.62 0.65 0.67 1.31
Jx 0.48 0.52 0.50 0.52 0.59 1.2
Ju 10.6 12.8 12.3 12.8 8.1 10.9
4.2 Learning control for an Inverted Pendulum
Figure 4: The values of the state and control of the Inverted Pendulum with dr-LPC, dr-LPC, and DHP: the filled areas
are the corresponding variance intervals of fifty tests. The data sets of successful trails with DHP are used, while those
of failed trials are disregarded.
Table 3: Comparison with fifty tests of the Inverted Pendulum with random initialization: A.c.t. stands for “average
computational time”, S.r.w represents for “Success rate with”.
Algorithm Jx Ju J A.c.t S.r.w x(0) = (0.1,0,0,0) S.r.w (10 different x(0)s)
dr-LPC 39.6 134.5 42.4 0.006s 50/50 50/50
dr-MPC 85.2 85.5 86.9 0.182s − −
DHP 411 254 416.1 0.005s 2/50 2/50
Consider also the problem of regulating an Inverted Pendulum. The continuous-time system model is:x˙1x˙2x˙3
x˙4
=
 x232l (gsinx1+ucosx1)x4
u
+wo (36)
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where x1, x2, x3, x4 are the displacement and velocity of the rod, position and velocity of the car, l = 0.5 m, g = 9.8
m/s2, ‖wo‖∞ ≤ 0.5. Denoting x = (x1,x2,x3,x4), the state and control are limited as −(0.25rad,2rad/s,1m,2m/s)≤
x ≤ (0.25rad,2rad/s,1m,2m/s), |u| ≤ 10m/s2. The control objective is to drive x to the origin. Similarly, the
model (36) has been discretized with a sampling period T = 0.01s to obtain (1). The data sets of (z,z+) in (57)
with M = 2 · 104 are collected with random policy. The Gaussian kernel functions are selected according to [50] to
construct the lifted observable state variables with n¯= 7 and Assumption 1.4. The weighting scalar θ has been chosen
as 1. The parameters of the linear predictor has been computed according to (57) and (58). The penalty matrices Q
and R have been selected as Q = I2, R = 0.02. µ = µ¯ = 0.001, κ = 0.1. All the parameters have been computed
similar to the previous simulation case. The prediction horizon N = 20. The basis functions have been chosen as
ha = hc = (Φ,ντ,ντ2) where ν = 0.01.
Similarly to the previous case, the comparison results with the dr-MPC and the DHP with the learned dynamics
have been reported in Figure 4 and Table 3. It can be seen that the control performance with the learned dr-LPC
is better than that with the dr-MPC in terms of state regulation, but the input energy consumed is larger than that
with the dr-MPC. The proposed dr-LPC still exhibits a significantly advantageous point than that with the dr-MPC
in the respect of computational efficiency, since its online computational time is greatly smaller. In spite of the high
computational efficiency with DHP, the control performance is the worst among all the controllers. Moreover, the
average success rate computed by 50 trials and with different initial conditions are listed in Table 1, which show that
the average success rate with the dr-LPC is 50 over 50, while that with the DHP is 2 over 50 with 10 different initial
conditions.
5 Conclusions
In this paper, we have proposed a data-driven robust learning-based predictive control scheme for unknown nonlinear
systems with additive disturbance subject to safety constraints. Different from classical MPCs, the dr-LPC has been
fully data-driven and in each prediction horizon, instead of computing a control sequence via solving the online
optimization problem, we use an incremental DHP with an actor-critic structure to learn a near-optimal control policy.
The resultant control consists of a successive time-varying functional and a static feedback term that are both output-
dependent. As another contribution, the safety constraints have been explicitly dealt with in the dr-LPC. It is a standard
capability in classic MPCs but a nontrivial task when the actor-critic learning network is used. To ensure safety
constraints satisfaction, we utilize logarithmic barrier functions to construct a constraint-inclusive HJB equation and a
regularized actor-critic learning structure.
The theoretical property of the dr-LPC has been analyzed. It has been founded that, the online safety can be
verified as long as a feasible solution is detected at the initial time step. The conditions on the convergence of the
actor-critic network as well as the robustness of the closed-loop system have been derived. Two simulation studies
are reported, which shows the dr-LPC significantly outperforms the infinite-horizon DHP in terms of regulation and
energy consumption in both cases. The state regulation cost with the dr-LPC is better than the dr-MPC in both cases,
while requires more energy for controlling the Inverted Pendulum. Moreover, the online computational complexity is
greatly smaller than that with the dr-MPC in both cases, which is a big advantageous point of the proposed dr-LPC.
Future works will focus on the extension of the dr-LPC to continuous-time nonlinear systems.
A
A.1 Proof of Theorem 1
Assume at any time instant k, an optimal decision sequence has been generated with (17), i.e., sˆ(k|k), −→ˆuo(k : k+N−
1|k) = uˆo(k|k), · · · , uˆo(k+N− 1|k), associated with the optimal cost given as V o(k) such that sˆ(k+N|k) ∈ S¯ f . At
the next time instant k+ 1, choose sˆ(k+ 1|k+ 1) = sˆ(k+ 1|k), −→ˆus (k+ 1 : k+N|k+ 1) = uˆo(k+ 1|k), · · · , uˆo(k+N−
1|k),Ksˆ(k+N|k) as the solution. It can be seen that Cs(k+ 1)−Csˆ(k+ 1|k) ∈ O¯ 	V , also sˆ(k+ j|k+ 1) ∈ S¯ for
j ≥ 1 and sˆ(k+N+1|k+1) ∈ S¯ f . Hence, (17) is feasible at time k+1 associated with a sub-optimal cost V s(k+1).
The recursive feasibility of the robust MPC holds.
As for the convergence proof, note V o(k)≥‖xˆ(k)‖2Q for sˆ∈ S¯ . Also, iterating (9) leads to V o(k)≤ sˆ>Psˆ for sˆ∈ S¯ f .
Considering the fact that V o(k+1)≤V s(k+1), and in view of (9), one has the monotonic property:
V o(k+1)−V o(k)≤−(‖xˆ(k)‖2Q+‖uˆ(k)‖2R) (37)
15
Robust Learning-based Predictive Control for Nonlinear Systems with Unknown Dynamics Subject to Safety
Constraints A PREPRINT
Then, from (37), V o(k+1)−V o(k)→ 0 as k→ ∞. Considering also V o(k)−V o(k+1)≥ (‖xˆ(k)‖2Q+‖uˆ(k)‖2R, hence
uˆ(k)→ 0, xˆ(k)→ 0, as k→∞, in view of the positive-definiteness of R and Q. Then it holds that, x(k)→ O¯ , as k→∞.
Consequently, sˆ(k)→ 0 due to Φ(0, n¯) = 0 in view of Assumption 1.4, and s(k)→ Z¯ as k→ ∞. 
A.2 Proof of Lemma 1
Considering B¯(z) is differentiable and convex, and in view of theorem 2.1 in [51] that B¯(z) = B¯(y)+5B¯(y)>(z−y)+
1
2 (z− y)>52 B¯(y+ tz− ty)(z− y) for some t ∈ (0,1], the first condition follows via setting y = 0. Also, one can write
Bc(z) = 12 z
>52 B¯(tz)z. In the case that Z is polyhedral, in view of definition 1, for σ¯ ≥ κ ,52B¯(z) = ∑pi=1 ‖ai‖σ−2i ≤
∑pi=1 ‖ai‖2κ−2 . Considering also52γ(z, σ¯)≤ ∑
p
i=1 ‖ai‖κ−2 , then B(z)≤ z>Hz is verified. 
A.3 Proof of Theorem 2
The proof of Theorem 2 lies in the following intermediate results.
Proposition 1 Any feasible choices of Wˆc(τ) and Wˆa(τ) such that δa(τ)< Bmax(uˆd), and δc(τ)< Bmax(λˆ ) imply that
‖Wˆa(τ)‖∞ < ∞, ‖Wˆc(τ)‖∞ < ∞, τ ∈ [k,k+N].
Proof of Proposition 1
As δa(τ) < Bmax(uˆd) implies that uˆd(τ) = Wˆa(τ)>h(τ) ≤ ρuˆ, where ρuˆ is such that Uˆ ⊆ Bρuˆ(0). Then
h(τ)>Wˆa(τ)Wˆa(τ)>h(τ)≤ σ2max
(√
Wˆa(τ)Wˆa(τ)>
)
h(τ)>h(τ)≤ ρ2uˆ , which leads to ‖Wˆa(τ)>‖ ≤ ρuˆσmin(h(τ)>h(τ)) <∞.
Along the same line, letting ρλˆ ( j) be such that Λ
j ⊆ Bρλˆ ( j)(0), one has ‖Wˆc(τ)>‖ ≤
ρλˆ ( j)
σmin(h(k+ j)>h(k+ j))
< ∞,
j = 1, · · · ,N−1. In view of norm equivalence property, it holds that ‖Wc(τ)‖, ‖Wa(τ)‖<+∞. 
Proof of Theorem 2
1) Consider the Lyapunov function
L(τ) = La(τ)+Lc(τ)
where La = 12 tr(W˜
>
a W˜a), W˜a =Wa−Wˆa, Lc = 12 tr(W˜>c W˜c), W˜c =Wc−Wˆc. In view of (29) and (25), the difference of
L writes
∆L(τ+1) = ∆La(τ)+∆Lc(τ) (38)
where
∆Lc(τ) =
1
2
tr(2β∇δc(τ)>W˜c(τ))+β 2∇δc(τ)>∇δc(τ)) (39a)
∆La(τ) =
1
2
tr(2γ∇δa(τ)>W˜a(τ))+ γ2∇δa(τ)>∇δa(τ)), (39b)
where ∇δc = ∂δc/∂Wˆc and ∇δa = ∂δa/∂Wˆa.
To compute ∆Lc, in view of (24), one writes
∇δc(τ) =
∂ tr(‖εc(τ)‖2+‖εc,N‖2+ µ¯(B(λˆ (τ))+B f (λˆ ))
∂Wˆc
(40)
In view of the definition of λd and λ ∗, it holds that
εc(τ) = λd(τ)−λ ∗(τ)+λ ∗(τ)− λˆ (τ)
= ξc(τ)+∆ε¯c(τ)
where ξc(τ) =−A>W˜c(τ)>hc(τ+1)+W˜c(τ)>hc(τ), ∆ε¯c(τ) = ε¯c(τ)−A>ε¯c(τ+1). For the sake of simplicity, in the
rest of the Appendix we use q to denote a generic variable q with time index τ , i.e., q(τ), and q+ to represent q(τ+1).
The former two terms of (40) can be computed as
∂ tr(‖εc‖2+‖εc,N‖2)
∂Wˆc
= <∂εc,εc>∂Wˆc
+ <∂εcN ,εcN>∂Wˆc
= −2(hc(ξc+∆ε¯c)>−h+c (ξc+∆ε¯c)>A>
+hcN(ξcN + ε¯cN)>)
(41)
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where ξcN = W˜>c hcN , hcN = hc(k+N), ε¯cN = ε¯c(k+N).
Consider the constraint on λˆ of type Λi = {λˆ |λˆ>Ziλˆ ≤ 1}, then one can compute the last two terms of (40) as
µ¯∂ tr(B(λˆ ))+B f (λˆN))
∂Wˆc
= 2µ¯(κ−1λ hch
>
c WˆcZi+κ
−1
λNhcNh
>
cNWˆcZN)
:= 2µ¯ω
(42)
where κλ = 1− λˆ>Ziλˆ , κλN = 1− λˆ>ZN λˆ , λˆN = λˆ (k+N).
In view of (41) and (42), one can write the first term in (39a) as
tr(β∇δ>c W˜c) = −2β tr(ξc(ξc+∆ε¯c)>+ξcN(ξcN + ε¯cN)>− µ¯W˜>c ω)
= −tr(‖ξ¯c‖2M + ξ¯>c Mψ1−2β µ¯W˜>c ω)
(43)
where ξ¯c = (ξc,ξcN), ψ1 = (∆ε¯c, ε¯cN), M = 2βdiag{1,1}. Also, the last term in (39a) can be written as
tr(β
2
2 ∇δ
>
c ∇δc) = tr(−‖ξ¯c‖2G1 + ξ¯>c (G2ψ1+G3ψ2)+ g¯ε¯c) (44)
where ψ2 = (Wˆ>c hc,Wˆ>c hcN), g¯ε¯c = 2β 2(φ>c φc+2µ¯φ>c ω+ µ¯2ω>ω)), φc =−hc∆ε¯>c +h+c ∆ε¯>c A>−hcN ε¯>cN ,
G1 =−
[
g1 g12
g12 g2
]
,
and where g1 = 2β 2(h¯c + h¯+c A>A− 2A>h>c h+c ), g2 = 2β 2h¯cN , g12 = 2β 2(h>c hcN −A(h+c )>hcN), h¯c = h>c hc, h¯cN =
h>cNhcN , h¯+c = (h+c )>h+c ,
G2 =
[
g3 g4
g5 g6
]
,
and where g3 = 4β 2(h¯c − h>c h+c A− (h+c )>hcA> + h¯+c AA>), g4 = 4β 2(−(h+c )>hcNA+ h>c hcN), g5 = 4β 2(h>cNhc −
h>cNh+c A), g6 = 4β 2h>c hcN ,
G3 =
[
g7 g8
g9 g10
]
,
and where g7 = 4µ¯β 2κ−1λ (−h¯c+(h+c )>hcA)Zi, g8 = 4µ¯β 2κ−1λN(−h>c hcN +(h+c )>hcN)A)ZN , g9 =−4µ¯β 2κ−1λ h>cNhcZi,
g10 =−4µ¯β 2κ−1λN h¯cNZN .
Taking (43) and (44) into consideration, ∆Lc results
∆Lc = tr(−‖ξ¯c‖2Gc1 + ξ¯>c (Gc2ψ1+Gc3ψ2)+gε¯c) (45)
where Gc1 = G1 +M, Gc2 = G2−M, Gc3 = G3, gε¯c = g¯ε¯c + 2β µ¯W˜>c ω . Applying the Young’s inequality and the
CauthySchwartz inequality, it holds that
tr(ξ¯>c (Gc2ψ1+Gc3ψ2))≤ αc2 (‖Gc2‖2+‖Gc3‖2)‖ξ¯c‖2+ 12αc (‖ψ1‖2+‖ψ2‖2)
where αc > 0 is a tuning parameter. As Wˆc is bounded in view of Lemma.1, we assume ‖Wˆc‖ ≤ Wc,m, then
‖W˜c‖ ≤ 2Wc,m. It holds that ‖ω‖ ≤ κ−1h2c,mWc,m(‖Zi‖+ ‖ZN‖) := ω¯ , ‖φc‖ ≤ hc,mε¯c,m(
√
2 + 1 + ‖A‖) := φ¯c,
‖gε¯c‖ ≤ 2β 2(‖φ¯c‖2+2µ¯ φ¯cω¯+ µ¯2ω¯2))+4β µ¯W 2c,mω¯ := gc,m. Hence, (45) leads to
∆Lc(τ)≤−‖ξ¯c(τ)‖2G¯c1 + resc (46)
where G¯c1 = Gc1+ αc2 (‖Gc2‖2+‖Gc3‖2), resc = gc,m+ 12αc (2ε¯2c,m+2W 2c,mh2c,m).
As a second step, we compute the ∆La in (39b). Note that, in view of (28), one has
∂δa
∂Wˆa
=
∂ tr(‖εa‖2+ µ¯B(uˆd))
∂Wˆa
Consider the input constraint of type Uˆ = {uˆ|∑pi=1 a>u,iuˆ ≤ bu,i,∀i = 1, · · · , p}. It is easy to compute B(uˆd) =
−∑pi=1 log(bu,i−a>u,iuˆd)+bu,i−a>u,ibu,i−1uˆd , then ∂B(uˆ)∂ uˆ =∑pi=1 au,i>κ−1uˆ,i −au,i>bu,i−1, where κuˆ,i = bu,i−a>u,iuˆd . One
has
∂ tr(‖εa‖2)
∂Wˆa
= <−∂ Gˆu(uˆd),εa>∂Wˆa
=−2ha(φa+ R¯2W˜>a ha)>R¯1
(47)
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where κu,i = bu,i − a>u,iud , φa = (au,ia>u,i + I)ε¯a + B>W˜>c h+c + B>ε¯+c , R¯1 = 2R + κˆ−2uˆ,i au,ia>u,i, R¯2 = 2R +
∑pi=1 au,ia
>
u,iκ
−1
u,i κ
−1
uˆ,i . Recalling the fact that
∂a>X>b
∂X = ba
> where X is a matrix, a and b are two vectors, one has
∂ tr(µ¯B(uˆd(τ)))
∂Wˆa(τ)
= µ¯halu (48)
where lu = ∑pi=1 a
>
u,i(κˆ
−1
u,i −bu,i−1). Hence, denoting ξa = W˜>a ha, in view of (47), and (48), (39b) can be written as
∆La = tr(−‖ξa‖2Ga1 +Ga2ξa+gε¯a)
where Ga1 = (2γI− 2γ2h¯aR¯2R¯1)R¯1R¯2, h¯a = h>a ha, Ga2 = (4γ2R¯2R¯1R¯1φah¯a− 2γR¯1φa + µ¯γlu>+ 2γ2µ¯R¯2R¯1lu>h¯a)>,
gε¯a = 2γ2R¯1φah¯aφ>a R¯1−2γ2µ¯lu>h¯aφaR¯1+1/2γ2µ¯2lu>h¯alu.
Note that, ‖φa‖≤‖au,ia>u,i+I‖ε¯a,m+
√
2Nc‖B>‖Wc,mhc,m+‖B>‖ε¯c,m := φ¯a, ‖lu‖=∑pi=1 ‖a>u,i‖(κ−1+|bu,i−1|) := l¯u,
then ‖gε¯a‖ = 2γ2‖R¯1‖2φ¯ 2a h¯2a,m +2γ2µ¯
√
m‖lu‖h2a,mφ¯a‖R¯1‖+1/2γ2µ¯2
√
m‖lu‖2ha,m := ga,m. Similarly, one can easily
compute a bound such that ‖Ga2‖ ≤ Gam. Applying the Young’s inequality and the CauthySchwartz inequality leads
to
∆La ≤−‖ξa‖2G¯a1 + resa (49)
where G¯a1 = Ga1− αaγ2 , αa > 0 is a tuning parameter, resa = 2αaγ G2am+ga,m. With (46) and (49), one can write
∆L≤−‖ξ¯c(τ)‖2G¯c1 −‖ξa(τ)‖
2
G¯a1
+ restot (50)
where restot = resa+ resc, leading to the variables ξ¯c(τ) and ξa(τ) converging to the corresponding sets as, τ→ N and
N→+∞, i.e.,
‖ξ¯c(τ)‖ ≤ restotσmin(G¯c1) ,‖ξa(τ)‖ ≤ restotσmin(G¯a1) .
(51)
In view of the definition of ξ¯c(τ), ξa(τ), one has
ξ¯c = ε tc− ε¯c,cN , ξa = εa− ε¯a
where ε tc = (εc,εcN), ε¯c,cN = (∆ε¯c, ε¯cN). Hence, (51) results
‖ε tc‖ ≤
restot
σmin(G¯c1)
+piAεc,m := ηc, (52a)
‖ξa(τ)‖ ≤ restotσmin(G¯a1) + ε¯a,m := ηa. (52b)
where the inequality in (52a) comes from that ‖ε¯c,cN‖=
√
∆ε¯>c ∆ε¯c+ ε¯>cN ε¯cN ≤ piAεc,m, piA =
√
2+2‖A‖+‖A2‖.
2) Provided that ε¯c = 0, ε¯cN = 0, µ¯ = 0, one has
∆Lc(τ)≤−‖ξ¯c(τ)‖2G¯c1
which implies that ξ¯c(τ)→ 0 exponentially. That is to say, λˆ (τ) converges to λd(τ) at an exponential rate. In view of
this, one can rewrite (23) as
λ i+1d (sˆ(τ)) =
µ ∂B(sˆ(τ))∂ sˆ(τ) +2Q¯sˆ(τ)+A
>λ id(sˆ(τ+1)), for τ ∈ [k,k+N−1]
(53)
where the superscript i is the iterative step corresponding to Wˆc(τ+ i), i.e., λ id(sˆ(τ)) = Wˆc(τ+ i)
>hc(τ). In view of (19)
and denoting λ˜ as the subtraction of λ ∗ and λd , one promptly has
λ˜ i+1(τ) = A>λ˜ i(τ+1)
By induction, then
λ˜ i(τ) = (A>)iλ˜ 0(τ+ i)→ 0
as i→ +∞, due to the fact ‖A>‖ → 0 for i→ +∞ in view of σmax(A) being smaller than 1. The above result also
implies λˆ (τ)→ λ ∗(τ) for τ ∈ [k,k+N−1] as N→+∞. With this result, the term Wˆc(τ)>h+c in (41) is vanishing, then
one has
∆La ≤−‖ξa‖2G¯a1 ,
leading to the result that ξa converges to ξ ∗. That is to say, Wˆc(τ)→Wc and Wˆa(τ)→Wa as τ → N and N→+∞.

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A.4 Proof of Theorem 3
1) Under Theorem 2, assume that condition (30) has been verified with sufficient outer-loop iterative steps, one has
‖uˆ∗(τ)− uˆd(τ)‖ ≤ ηa. Denoting the error y := sˆ∗− sˆd , where sˆ∗ and sˆd are the lifted state variables associated with uˆ∗
and uˆd respectively. Starting with x(0) = xˆ(0) = x0 at time 0, one has s(0) = sˆ(0) =Φ(x0, n¯), then it holds that
y1 = B(uˆ∗(0)− uˆd(0))
For any k ≥ 1,
yk+1 = Ayk +B(uˆ∗(k)− uˆd(k))
By induction and norm operation, one promptly has
‖y(N)‖ ≤
√
N‖
N− j−1
∑
j=1
A jB‖ηa.
Recall that N is such that MPC problem (12) is feasible at k = 0, then sˆ∗(N) ∈ S¯ f . With control policy uˆd obtained
with the actor network, the terminal lifted state can reach the terminal region if y(N)+ sˆ∗(N)∈X f for any sˆ∗(N)∈ S¯ f ,
leading to a sufficient condition
√
N‖
N− j−1
∑
j=1
A jB‖ηa ≤ 1−ρσmax(Z)
that is condition (32).
2) The proof of the second point is similar to that of MPC. Due to the existence of approximation errors of the actor-
critic, it is not respected to obtain the optimal control sequence in each prediction horizon. Assumed that, at any time
instant k, all the parameters are properly chosen, a feasible control sequence can be generated with (27) by solving the
optimization problem (17) in an incremental learning way in the prediction horizon [k,k+N−1]. We denote the near-
optimal choice as sˆ(k|k), −→ˆu (k : k+N−1|k), where uˆ(k+ j|k) = Wˆa(k+ j|k)>ha(k+ j|k), j = 0, · · · ,N−1, associated
with a near-optimal cost given as Vb(k) such that x(k+ i|k) ∈X , u(k+ i|k) ∈U , ∀i ∈ [0,N−1], sˆ(k+N|k) ∈S f . At
the next time instant k+ 1, sˆ(k+ 1|k), uˆ(k+ 1|k), · · · , uˆ(k+N− 1|k),Ksˆ(k+N|k) can be proven to be a safe choice
such that x(k+ i|k+1) ∈X , u(k+ i|k+1) ∈U , ∀i ∈ [0,N−1], sˆ(k+N+1|k+1) ∈S f , This is due to the standard
recursive feasibility argument of MPC. We denote the corresponding cost as V sb (k+1). Hence, it can concluded that
with the backup safe control policy the real state and control constraints x∈X , u∈U are verified for all time instants.
3) At time instant k+1, the learned cost V fb (k+1|k+1) might not be smaller than V sb (k+1|k+1) computed with
the backup control policy, i.e., the monotonic decreasing property of the learned cost is not verified. In this case and
in the case safety is not guaranteed, the backup control policy is activated and applied, see (33). With this policy,
denoting Vb(k+1) = min{V fb (k+1|k+1),V sb (k+1|k+1)}, one has
Vb(k+1|k+1)−Vb(k|k)≤−(‖sˆ(k)‖2Q¯+‖uˆ(k)‖2R
+µB(sˆ(k))+µB(uˆ(k)))−µB f (sˆ(k+N))
+µB f (sˆ(k+N+1))+‖sˆ(k+N)‖F>PF−P+Q¯+K>RK+µH
(54)
Recalling that
B f (sˆ(k+N+1))−B f (sˆ(k+N))
= 11−sˆ(k+N)>F>ZFsˆ(k+N) − 11−sˆ(k+N)>Zsˆ(k+N)
< 0
(55)
In view of (15), from (54), the monotonic property of the value function is obtained, i.e.,
Vb(k+1)−Vb(k)≤
−(‖sˆ(k)‖2Q¯+‖uˆ(k)‖2R+µB(sˆ(k))+µB(uˆ(k)))
which leads to Vb(k+ 1)−Vb(k)→ 0 as, k→ ∞. Hence xˆ(k), uˆ(k)→ 0 as k→ ∞. Recall that the real state remains
inside the tube, i.e., sˆ ∈X 	Z , then the robustness is obtained, i.e., limk→∞ s(k)→Z . Consequently,
limk→∞x(k)→ O.

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B
B.1 Computation of the data-driven model parameters
The data-driven modeling process relies on the Koopman operator, but we will skip its definition for space limitation.
Interested readers can refer to [10, 11] for details. In this paper we extend the Koopman operator to systems with
additive disturbances. Given a nonlinear dynamics described in (1), the main idea is to use a set of scalar observables
of the original states in order to define a new lifted state or feature space and estimate their evolution using linear
transition matrices. We first rewrite (1) with redefinition of the state space as z(k) = (x(k),uw(k)), where uw(k) =
uw(k),uw(k+1), · · · , uw =
[
u> w>
]> and the extended dynamic is
z(k+1) = f (z(k)) =
[
f (x(k),u(k))
Γuw(k)
]
,
where Γ is a left shift operator such that uw(k+1) = Γuw(k). In this way, a koopman operator can be defined as
(K φ)(z) = (φ ◦ f )(z) = φ( f (z)) (56)
The objective of interest is to find a finite (possibly minimal)-dimensional approximation for the Koopman opera-
tor (56), which can readily be used for generating the model parameters of the linear predictor. Note however that the
extended state z is of infinite-dimension, which is impossible for practical computations. Hence, we select a special
form of Φ as
Φ(z,Nk) =
[
Φ(x, n¯)
u
]
where Nk = n¯+m. Let K ∈ RNk×Nk be a finite approximate of K , such that (φ ◦ f )(z) =K Φ(z)+ δ , where δ is
the approximate residual. We use extended dynamic mode decomposition (EDMD) to compute the model parameters.
Assume to have M data sets of (z,z+), the approximate objective is to minimize δ by solving the corresponding
optimization problem with `2 regularization
min
K
M
∑
i=1
‖K Φ(zi,Nk)−Φ(z+i ,Nk)‖2+θ‖K ‖2 (57)
where θ is a positive scalar, zi, z+i are the samples belonging to the i-th data sets. The matrix group [A B D] coincides
the first n¯ rows of the computedK .
In order to find a linear approximation of Φ¯ that maps from the observable to the original state space, the following
optimization is to be solved:
min
C
M
∑
i=1
‖CΦ(xi, n¯)− xi‖. (58)
B.2 Statistical validations of sets W , V , and D
Assumption 2 For given positive scalars, ρw, ρv, and ρd , ρw ≤ ρd , the EDMD and the actor-critic are constructed
such that W =Bρw(0), V =Bρv(0), and D =Bρd (0).
In the following we show how these bounds specified in Assumption 2 can be guaranteed using statistic learning theory
for supervised learning. As described in [12] and [52]. if the distribution of sample collections is unknown, the true
risk of the learning problem is impossible to compute, but can be estimated given sufficient number of training data
sets according to the law of large numbers. A relaxed risk evaluation condition is developed by Hoeffding (1963):
P
(∣∣Remp( fl)−R( fl)∣∣≥ ε)≤ δr (59)
where δr := 2exp
(−2nε2), Remp( fl) and R( fl) are the empirical and true risk respectively, fl is the learned function,
and n is the number of training samples. For fixed fl , provided a large number of data sets, the empirical risk is
probably a good estimate of the true one.
Validation of ρw and ρv for EDMD: Given M sets of pair (zi,z+i ) being independent and identically distributed
sampling, where the subscript i denotes the i-th sample. We define the loss function as
`(zi,z+i ,Σ) =
{
0 if δw ≤ ρw & δv ≤ ρv
1 otherwise
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The empirical risk of the learned linear predictor Remp = 1M ∑
M
i=1 `(zi,z
+
i ,Σ). In view of (59), P(`= 0) = R≤ Remp+ε .
For the validation, we choose a fixed value of R¯ ≥ R and δr, then we check if for the M samples, R¯ ≥ Remp + ε =
Remp +
√−log(0.5δr)/2M with a confidence level of 1− δr. The validation step is as follows. Set R¯ ≥ R and δr,
we calculate the Remp and ε for the M samples. If the above condition is satisfied, then the validation is successful;
otherwise, the number of samples has to be increased. If the condition is still not verified when the number of samples
has reached its maximum value, the learning process has to be modified, e.g., via increasing Nk, and repeated.
Validation of ρd via off-line closed-loop training: Note that the actor-critic learning are not belonging to supervised
learning. Despite of this, given any initial condition sˆ(0) = s(0) ∈S , if the obtained control policy is such that all the
predicted states verifying the corresponding constraints, then for any the subsequent time instant a safe solution can
always be computed with constraint satisfaction, see Theorem 3. Therefore, for S sets of xi(0), i = 1, · · · ,S, the loss
function is defined as
`(xi(0),C ) ={
0 if a safe learning policy can be found at time 0
1 otherwise
where C represents the mapping of the closed-loop controller. `(xi(0),C ) = 0 implies that d ≤ ρd . Naturally, we can
define Remp = 1M ∑
S
i=1 `(xi(0),C ). The validation process is similar to the that in the previous case, hence it is omitted
for saving space.

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