Abstract. We prove the long time existence and uniqueness of solution to a parabolic MongeAmpère type equation on compact Hermitian manifolds. We also show that the normalization of the solution converges to a smooth function in the smooth topology as t approaches infinity which, up to scaling, is the solution to a Monge-Ampère type equation. This gives a parabolic proof of the Gauduchon conjecture based on the solution of Székelyhidi, Tosatti and Weinkove to this conjecture.
Introduction
Let (M, α) be a compact complex Hermitian manifold with dim C M = n ≥ 2. Then the real (1, 1) form associated to the Hermitian metric α (denoted by itself) is defined by
The Hermitian metric α is called Kähler if dα = 0, Astheno-Kähler (see [24] ) if ∂∂α n−2 = 0, balanced (see [29] ) if dα n−1 = 0, Gauduchon (see [13] ) if ∂∂α n−1 = 0, and strongly Gauduchon (see [30] ) if ∂α n−1 is ∂-exact.
If (M, α) is a Kähler manifold, then Yau's solution [49] to the Calabi conjecture (see [2] for a parabolic proof using the estimates in [49] Moreover, Yau's theorem is equivalent to the following statement. Given any Ψ ∈ c 1 (M ), the first Chern class, we can find a unique Kähler metric ω with [ω] = [α] ∈ H 2 (M, R) such that Ric(ω) = Ψ, (1.2) where Ric(ω) is the Ricci form of the Kähler metric ω and can be defined as Ric(ω) = − √ −1∂∂ log det ω.
It is natural to ask whether there hold similar results when M does not admit a Kähler metric, but only a Hermitian metric α. If there is no any restriction on the class of Hermitian metrics, then we can solve (1.1) trivially by a conformal change of metric.
Tosatti and Weinkove [39] proved that for any Hermitian metric α on M , there exists a Hermitian metric ω of the form ω = α + √ −1∂∂u with u ∈ C ∞ (M, R) such that (1.2) holds. (cf. [3, 17, 38] and see [17] for a parabolic proof based on [39] ). Chu, Tosatti and Weinkove [6] recently proved similar results on almost Hermitian manifolds, based on which Chu [5] gave a parabolic proof.
Gauduchon [13] showed that there exists a unique Gauduchon metric up to scaling (when n ≥ 2) in the conformal class of any Hermitian metric α.
Motivated by Yau's solution to the Calabi conjecture, Gauduchon [14, Chapter IV.5] proposed the following conjecture.
Conjecture 1.1 (Gauduchon [14] ; 1984). Let M be a compact Hermitian manifold and Ψ be a closed real ( This conjecture can also be restated as follows. Very recently, Székelyhidi, Tosatti and Weinkove [36] solved this conjecture based on their previous works [35, 42, 43] . More precisely, they proved Here H n−1,n−1 A (M, R) is the Aeppli cohomology group and its definition can be found in Section 2.
Tosatti and Weinkove [43] deduced that to obtain this theorem it is sufficient to solve the following partial differential equation, which was also independently introduced by Popovici [32] . They sought a Hermitian metric ω on M with the property that ω n−1 =α n−1 0
where u ∈ C ∞ (M, R) and α is a background Gauduchon metric. If α 0 is Gauduchon, then the metric ω is also Gauduchon. Note that there exists an F ∈ C ∞ (M, R) such that Ric(α) = Ψ + √ −1∂∂F . Now we can deduce that (1.3) is equivalent to ω n = e F +b α n with some constant b ∈ R. Note that Székelyhidi, Tosatti and Weinkove [36] solved the following equivalent equation (their paper solved a family of Monge-Ampère type equations including this one) log det * This question is a variant of the one introduced by Fu, Wang and Wu [10] and also related to the notion of (n − 1) plurisubharmonic (Psh) functions (see [21, 22] ).
More remarks about Conjecture 1.1 (also Conjecture 1.2) and applications of the methods in the proof of Theorem 1.3 can be found in [36] and references therein.
In this paper, we consider a parabolic version of (1.4), analogs to [2, 17, 5] , as follows.
with u(0) = u 0 ∈ C ∞ (M, R), and (1.5) and (1.6) with u evolved by the time t ≥ 0.
It is easy to deduce that (1.7) is equivalent to the following flow
with initial metric
This flow preserves the Gauduchon condition if the initial metric α 0 is Gauduchon. Indeed, taking ∂∂ on both sides of (1.8), we can obtain
where
as required. When n = 2 this flow can be seen as the "twisted" Chern-Ricci flow (cf. [9, 17, 18, 19, 40, 41, 45, 48, 50] ). We show Theorem 1.4. Let (M, α 0 ) be a compact Hermitian manifold with dim C M = n ≥ 3 and α be a Gauduchon metric on M . Then there exists a unique solution u to (1.7) on M × [0, ∞) and if we define the normalization of u bỹ
thenũ converge smoothly to a functionũ ∞ as t −→ ∞, andũ ∞ is the unique solution to (1.4) by taking ψ = (n − 1)F , up to adding a constantb ∈ R defined as in (8.3 ).
This gives a parabolic proof of the Gauduchon conjecture based on the solution of Szekelyhidi, Tosatti and Weinkove to this conjecture [36] . It is analogous to H.-D. Cao's parabolic proof of the Calabi conjecture [2] based on Yau's work [49] , and to Gill's result in the Hermitian case [17] based on Tosatti and Weinkove [39] .
Remark 1.5. We can also consider another kind of parabolic flow of Gauduchon metrics, a revised version of Gill [20] , given by
with α(0) = α 0 . Note that in the case n = 2 this flow is exactly the Chern-Ricci flow.
If the initial metric α 0 is Gauduchon and α is Astheno-Kähler, then it is easy to deduce that the flow (1.8) preserves the Gauduchon condition. Taking Aeppli cohomology, we can deduce
the right side of which is independent of time t. Note that Gill [20] also introduced a parabolic flow suggested by Tosatti and Weinkove [42, 43] ∂ ∂t α
which also preserves the Gauduchon condition under the same assumptions as above. However, if we take Aeppli Cohomology on the both sides of (1.9), then we get
the right side of which is dependent on the time t.
If M is non-Kähler Calabi-Yau manifold, i.e., c BC 1 (M ) = 0, then we can take α to be the ChernRicci flat Hermitian metric by Tosatti and Weinkove [39] and then it is easy to see that the flow (1.8) also preserves the Gauduchon condition.
Using the method in this paper originated from [42, 43, 36] , it follows that there exists a unique solution to (1.8) on M × [0, T ), where
This solves a conjecture revised from [20, Conjecture 1.2].
Remark 1.6. Let M be a compact complex manifold with two Hermitian metrics ω 0 and ω, and dim C M = n. Then for any F ∈ C ∞ (M, R), Tosatti and Weinkove [42, 43] proved that there exists a unique pair (u, b) with u ∈ C ∞ (M, R) and b ∈ R such that
If ω is Kähler, then this is a conjecture of Fu and Xiao [12] (see also [10, 11, 31] ). We can also consider the parabolic version of (1.10)
for a fixed volume form Ω and ω h =
, where * is respect to ω. Tosatti and Weinkove [42, Remark 1.5] conjectured that the solutions to (1.11) exist for all time and converge (after normalization) to give solutions to (1.10) up to a constant. Using the method in this paper, we can confirm this conjecture.
The paper is organized as follows. In section 2, we collect some basic concepts about Hermitian manifolds. In section 3, we give the uniform bounds of the normalization of the solutionũ to (1.7). In section 4 and Section 5, we give the second and first order priori estimates of the solution u to (1.7) respectively. In Section 6, we prove the long time existence and uniqueness of the equation (1.7) claimed as in the first part of Theorem 1.4. In Section 7, we give the Harnack inequality for the equation (3.1) which will be used to prove the convergence of the normalization of the solution to (1.7) claimed as in the second part of Theorem 1.4 in Section 8.
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Preliminaries
In this section, to avoid confusions, we collect some preliminaries about Hermitian geometry which will be used in this paper.
Let (M, J, g) be a Hermitian manifold with dim C M = n, J be the canonical complex structure and g be the Riemannian metric with g(JX, JY ) = g(X, Y ) for any vector fields X, Y ∈ X(M ). Then in the real local coordinates (x 1 , · · · , x 2n ) with
we have
where g αβ = g ∂/∂x α , ∂/∂x β . We can define a real 2-form ω by
This form is determined uniquely by g and vise versa. The volume element is usually defined by
For any p form ϕ
the star * operator is defined by
It is easy to deduce that
where δ j 1 ···jpk 1 ···k 2n−p is the general Kronecker symbol. It is easy to get * * ϕ = (−1)
where we do not omit 2np since the dimension can actually be any positive integer m.
In the complex local coordinates
we denote
Then we can choose ω n n! as the volume element. Therefore, for any (p, q) form
using (2.1) and (2.2), we can deduce (see for example [28] 
We also define inner product by
where the second equality shows that * is a real operator. From (2.3), we can deduce * * φ = (−1) p+q φ.
The following basic concepts of positivity can be found in for example [7, Chapter III] .
A (p, p) form ϕ is said to be positive if for any (1, 0) forms
is a positive (n, n) form. Any positive (p, p) form ϕ is real, i.e., ϕ = ϕ. In particular, in the local coordinates, a real (1, 1) form
is positive if and only if (φ ij ) is a semi-positive Hermitian matrix and we denote det φ := det(φ ij ). Similarly, a real (n − 1, n − 1) form
is positive if and only if (ψ ji ) is a semi-positive Hermitian matrix and we denote det ψ := det(ψ ji ).
We remark that for (1, 1) and (n − 1, n − 1) forms one also has the stronger notion of positive definiteness, which is to require that the Hermitian matrix (φ ij ) (resp. (ψ ji )) is positive definite.
In this paper, we need this stronger notion.
For a positive (1, 1) form φ defined as in (2.6), we can deduce a positive (n − 1, n − 1) form
where (φ ℓk ) is the inverse matrix of (φ ij ), i.e.,
Furthermore, we have Lemma 2.1. Let (M, g) be a complex n-dimensional Hermitian manifold. Then there exists a bijection from the space of positive definite (1, 1) forms to positive definite (n − 1, n − 1) forms, given by
The above bijection can be found in [29] and proved by orthonormal basis. We can also use (2.7) and (2.8) gives the explicit formulae involved (cf. [42] ).
For a real (1, 1) form φ defined as in (2.6) (no need to be positive), (2.5) implies * φ =( √ −1)
(−1)
where φ ℓk = g ℓi φ ij g jk . Hence, if ξ is another real (1, 1) form with det ξ = 0, then we can deduce
We need the following useful formulae and the proofs are direct and complicated computation.
Lemma 2.2 (see for example [43]). For any real
The Christoffel symbols, torsion and curvature of Chern connection (see for example [40] ) are
Denote
, we have
Using (2.13), we can get the following commutation formulae:
Note that * is a real operator, from Lemma 2.3, we can deduce the formula in [36] as follows.
Note that Z(u) is linear in ∇u. The following useful lemma is simple and we will use it without pointing it out again and again (cf. [20] ).
Lemma 2.5. For any f ∈ C ∞ (M, R), at the point where √ −1∂∂f ≤ (≥)0, we have
At the point where ∇f = 0, we have Z(f ) = 0. 8
To end this section, we introduce some terminology concerning cohomology classes of (n−1, n−1) forms. Define the Aeppli cohomology group (see [43] )
This space is naturally in duality with the finite dimensional Bott-Chern cohomology group with the nondegenerated pairing
BC (M, R) −→ R given by wedge product and integration over on M (see [1] ), where
where χ is a real (1, 1) form. Then we have
with dd c = √ −1∂∂. Let α and α ′ be Hermitian metrics on M . Then
Preliminary estimates
Define a linear operator
Obviously, L is a second order elliptic operator. Noting that L is the linearized operator of (1.7), standard parabolic theory implies that there exists a smooth solution u to (1.7) on [0, T ), where [0, T ) is the maximal time interval with T ∈ (0, ∞]. We will prove T = ∞. First, we give a preliminary estimate as follows.
Lemma 3.1. Let u be the solution to (1.7) on M × [0, T ). Then there exists a uniform constant C, i.e., depending only on the initial data on M , such that
Proof. From (1.7), we get the evolution equation foru :
By the maximum principle, we get
as required.
Next, using Lemma 3.1, we can get the estimate ofũ.
Proof. We can rewrite (1.7) as (3.5) log
Then by [43, Theorem 1.6] (see also [35, Remark 12] ), there exists a constant C ′ depending only on the initial data on M and sup M |ψ +u|, such that
By Lemma 3.1, if follows that sup M |ψ+u| is uniformly bounded, and hence C ′ in(3.6) is a uniform constant. Since we have Mũ α n = 0 by definition, there exists a point (y, t) such thatũ(y, t) = 0 and hence for any (
Second order estimate
We can use the ideas from [36] in the elliptic setting to the prove the second estimate. 
We need some preliminaries. For any real (1, 1) form ξ, we define
Note that tr α ξ = tr α (P α (ξ)) and
with P α (χ) = ̟, and
Then we define
In orthonormal coordinates for α at any given point, it follows that the component Z ij is independent of u i and u j , and that ∇ i Z ii is independent of u i , u i , u ii , ∇ i u i . Indeed, in such local coordinates, from (2.18), we have
where i = j are fixed indices and in the last equality, we use the skew-symmetry of the torsion, as desired.
In this following part of this section, we will use such these properties directly and do not prove them again.
Denote B i j = g iℓ α ℓj which can be seen as the endomorphism of T 1,0 M . This endomorphism is Hermitian with respect to the Hermitian metric α, i.e., for any tangent vectors X = X i ∂ i and
We defineF (B) = log detB = log(
where µ 1 , · · · , µ n are the eigenvalues of B i j . Then (1.7) can be rewritten as
Forf and h, we have 11
(ii)f is symmetric, smooth, concave and increasing, i.e.,f i > 0 for all i.
(iv) For any µ ∈Γ, we get lim t→∞f (tµ) = supΓf = ∞.
(v) h is bounded on M × [0, T ) thanks to the estimate of |u| in Lemma 3.1.
We also define
where (A i j ) = g iℓ α ℓj , which is also an endomorphism of T 1,0 M with respect to the Hermitian metric α, and λ 1 , · · · , λ n are its eigenvalues. There exists a map
induced by P α above. Then we have
defined on Γ := P −1 (Γ). Clearly, f satisfies the same conditions asf . Then (4.3) can also be rewritten as
We make some simple calculation aboutf and f . Sincẽ
we can get
From the definition of P , (4.5) and (4.6), we have
where we also use the fact that B i j is positive definite. For k ≥ 2, we have
Proposition 4.2. For any x ∈ M , choose orthonormal coordinates for α at x, with g defined as in (4.2) is diagonal with eigenvalues (λ 1 , · · · , λ n ). Then we have |λ| ≥ R, and there also holds two possibilities as follows.
(a) We have
In addition, we have n k=1 f k (λ) > κ. Here 0 < κ < 1 is a uniform constant.
Proof. By the Cauchy-Schwarz inequality and the inequality of arithmetic and geometric means, we get
where for the last inequality we use the fact thatF (B) =u + ψ is uniformly bounded by Lemma 3.1.
where we use the fact that ̟ has a uniform lower bound. If λ 1 is relatively large, i.e., µ 1 is relatively small such that
where C is the uniform bound ofu in Lemma 3.1, then we have
as required. Otherwise, there exists a large constant A > 1 such that µ 2 ≤ · · · ≤ µ n ≤ Aµ 1 sincė u + ψ = log(µ 1 · · · µ n ) is bounded and we just need to prove
To get this, we just need choose 0 < κ < 1 such that
In addition, using the inequality of arithmetic and geometric means, we can get
where we use the fact that h is uniformly bounded by Lemma 3.1.
Now we need some basic formulae for the derivatives of eigenvalues (see for example [34] ).
Lemma 4.3 (Spruck [34] ). The derivative of the eigenvalue λ i at a diagonal matrix (A i j ) with distinct eigenvalue are
Lemma 4.4 (Gerhardt [16]).
If F (A) = f (λ 1 , · · · , λ n ) in terms of a symmetric funtion of the eigenvalues, then at a diagonal matrix (A i j ) with distinct eigenvalues we have
These formulae make sense even if the eigenvalues are not distinct, since if f is symmetric then F is a smooth function on the space of matrices. In particular, we have
If f is concave and symmetric, then we have (see [34] ) that
Proof of Theorem 4.1. We use the ideas from [36] . Hence we can be brief and point out the main differences in the following part. It is sufficient to prove , which implies (4.1) .
To obtain this, we consider the function
, where
with sufficiently large uniform constants D 1 , D 2 > 0 to be determined later. Note that
We work at a point (x 0 , t 0 ) where H achieves its maximum. Without loss of generality, we assume 0 < t 0 < T . Choose orthonormal complex coordinates such that x 0 is the origin, α is a unit matrix and g is diagonal with λ 1 = g 11 . To make sure that H is smooth at this point, we fix a diagonal matrix B with B 1 1 = 0, 0 < B 2 2 < · · · < B n n , and defineÃ = A − B with eigenvalues denoted byλ 1 , · · · ,λ n . Clearly, at this point (x 0 , t 0 ), we havẽ
µ i > 0, we can assume that B is small enough such that n i=1λ i > −1
where C is a fixed constant depending only on n. We give some remarks about B. It can also be considered as an endomorphism of T 1,0 M , and is represented by a constant diagonal matrix (B i j ) in these local coordinates. Hence, we can deduce
Now consider the quantityH = logλ 1 + φ |∇u|
which is smooth in this chart and attains its maximum at the point (x 0 , t 0 ). The following calculation is at this point. We may assume λ 1 ≫ K > 1. We use subscripts k and ℓ to denote the partial derivatives ∂/∂z k and ∂/∂z ℓ . As in [36] , we havẽ
From (4.13), we get
where we use the fact that ∇ p B 1 1 = 0. Then using this formula and (4.13) and (4.14), we can deducẽ
where we also use the fact that ∇ q B a b = ∇ q ∇ p B 1 1 = 0. In particular, we havẽ
From (4.4) and (4.15), we havė
Also from (4.15), we know that
The formula (4.23) together with (4.15) and (4.16) implieṡ 
Thanks to (4.23) and (4.25), it follows
Combining ( 
Using (2.15) implies
Since W 11 = W r 11 u r + W r 11 u r , using Ricci identity (2.15), we can get
where we use the fact that λ 1 ≫ K > 1 and hence that |u pq | can be controlled by λ 1 .
Since W (u) ij = (tr α Z(u)) α ij − (n − 1)Z(u) ij , (4.6) implies (as in [36] )
where we also use (4.18). Since
where for the second inequality we use the fact that λ 1 > 1.
Using Ricci identity, we can obtain
where we use the fact that |u ij | can be controlled by λ 1 . Then we have (4.31)
where we use that F ≥ κ and hence absorb the constant C into CF.
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Substituting (4.28), (4.30), (4.29) and (4.33) into (4.27), it follows that
Using Ricci identity, we can get
where we use the fact that φ ′ ≤ 1/(2K). Here we also use that |u r | can be controlled by λ 1 and hence can also be controlled by |u pq |.
Similarly, we can also deduce
From (4.34), (4.35), (4.36) and the fact that φ ′ ≥ 1/(4K), we can get
where we use the fact that K > 1 and hence K −1/2 < 1 and absorb the constant into CF.
Next, we can use the ideas of [36] in the elliptic setting to deal with two cases separately (cf. [23, 35] ).
Case 1. Suppose that δλ 1 ≥ −λ n , where the constant δ will be determined later. First we define the set I := i :
First we remark that for i ∈ I, we have F kk > F 11 and hence it follows that i > 1 and λ 1 > λ i . Using the same discussion as in [36] , from (4.37), we can deduce
Here we choose the positive constant δ small enough so that
which can be easy obtained from the definition of ϕ.
Then we need the first claim whose proof is the same as the one in [36] .
Claim. If λ 1 /K is sufficiently large compared to ϕ ′ (i.e., the choices of D 1 and D 2 which will be determined later), then for any ε > 0, there exists a constant C ε with
Using (4.19) again implies
where we use Young's inequality and the facts that φ ′ ≤ (2K) −1 and that ϕ ′ < 0. This inequality and (4.21) imply
Substituting this into (4.41) implies
Since W (u) ij = (tr α Z(u)) α ij − (n − 1)Z(u) ij , (2.19) and (4.6) gives
This together with (4.8) and (4.9) implies
where in the last step we use Young's inequality. Then it follows that
where we use the fact that ϕ ′ < 0. Substituting (4.44) into (4.43) gives
where we use the fact that |u 11 | ≥ 
40K
−
Choose ε > 0 sufficiently small such that εC < κ 2 . Next we choose D 2 in the definition ϕ(t) = D 1 e −D 2 t to be large enough with
Then we arrive at
Now we choose D 1 large enough such that − 1 2 κϕ ′ > C, then we can get
which implies the bound of λ 1 /K, as required.
(b) Suppose that we have F 11 > κF. With the constants D 1 and D 2 determined above, |u| and ϕ ′ is uniformly bounded and hence can be absorbed in CF. Then using the same arguments in [36] , we can get the uniform upper bound of λ 1 /K and omit the details here. 21
Case 2. Suppose that δλ 1 ≤ −λ n , and all the constants D 1 , D 2 and δ are fixed as in the previous case. Since in this case we can absorb the uniformly bounded term −ϕ ′u into CF, using the same discussion as in [36] , we can get the uniform upper bound of λ 1 /K. Here we omit the details.
First order estimate
Given the form of the second estimate, we need the first order estimate for u.
Theorem 5.1. Let u be the solution to (1.7) on M × [0, T ). Then there exists a uniform C > 0 such that
First we recall some notations from [42] . Let β be the Euclidean Kähler metric on C n , n ≥ 2 and ∆ be the Laplace operator with respect to β. Let Ω ⊂ C n be a domain. Suppose that
is an upper semicontinuous function which is in L 1 loc (Ω). If
as a real (1, 1) current, then we will say that u is (n − 1)-Psh. We need the following Liouville type theorem from [42] .
Theorem 5.3 (Tosatti and Weinkove [42] ; 2013). Let u : C n −→ R be an (n − 1)-Psh function which is Lipschitz continuous, maximal, and satisfies
Then u is a constant.
Using the idea of Dinew and Ko lodziej [8] and the Liouville type Theorem 5.3, the argument is identical to [20] which can be obtained by modifying the argument of [42] in the elliptic setting. Hence, we can be brief and just point out the main differences.
Proof of Theorem 5.1. Suppose that (5.1) does not hold. Then there exists a sequence (
Without loss of generality, we assume that
|∇u(x, t)| α −→ +∞, as j −→ ∞ and lim j→∞ x j = x. Fix holomorphic coordinates z = (z 1 , · · · , z n ) centered at x and with z(x) = 0 and α(x) = β identifying with B 2 (0). Also assume that j large enough so that x j ∈ B 1 (0). Define
Note that for convenience, we confuse z(x) and z by the local coordinates. The functionû j satisfies sup
|û j | ≤ C and sup
where we use the fact that the Euclidean metric β is equivalent to the Hermitian metric α in B 2 (0). In particular, we have sup
Thanks to Theorem 4.1, we know that
Then the elliptic estimate for ∆ and Sobolev embedding gives that for each compact K ⊂ C n , each γ ∈ (0, 1) and p > 1, there exists a constant C with
Therefore, there exists a subsequence ofû j converges strongly in C 1,γ (C n ) and weakly in W 2,p loc (C n ) to a function u ∈ W 2,p loc (C n ) with sup C n (|u| + |∇u| β ) ≤ C and (5.2) implies that |∇u| β = 0. In particular, u is not a constant.
Note that (see [42] )
smoothly on compact sets of C n . Also it is easy to get
uniformly on compact sets of C n . Then we can deduce
weakly in L p loc (C n ) of the coefficients. In particular, we have
weakly as currents. Since Φ * jω j > 0, it follows that P (u) ≥ 0 as currents. From Lemma 3.1, it follows that functionsu j • Φ j are uniformly bounded. Hence, we have 
converges to zero as j −→ ∞. Noting that P (û j ) and Φ * jω j are locally uniformly bounded, (5.9) and (5.10) implies that P (û j ) n converges to zero uniformly on compact sets of C n , since we have
Then use the arguments in [42] , we know that u is maximal. From Theorem 5.3, we know that u is a constant, a contradiction to ∇u(0) = 0.
6. Proof of the uniqueness and long time existence of the main theorem
In this section, we will give the proof of the uniqueness and long time existence of Theorem 1.4. To get this, we need the following lemma.
Lemma 6.1. Let u be the solution to (1.7) on M × [0, T ). Then for any ǫ ∈ (0, T ) and every positive integer k, there is a constant C k , depending only on k, ǫ and the initial data on M such that
Proof. Thanks to Theorem 4.1 and Theorem 5.1, we can deduce a priori C 2,γ estimates of u from [4, Theorem 5.3] and the discussion in the proof of [5, Lemma 6.1] directly (cf. [44] ). Higher order estimates can be obtained after differentiating the equation and applying the usual bootstrapping method.
Then we can prove the long time existence and uniqueness of the solution in the main theorem.
Proof of the uniqueness and long time existence of Theorem 1.4. The uniqueness is the result of standard parabolic equation theory. Suppose that T < ∞. From Lemma 3.1, there exists a uniform constant C such that
This together with Lemma 6.1 and short time existence theorem implies that we can extend the solution to (1.7) on [0, T + ε) with ε > 0, absurd. We can find more details about this standard discussion in the proof of [37, Theorem 3.1] (cf. [33, 47] ).
The Harnack inequality
In this section we consider the Harnack inequalities of the parabolic equation
where L is defined as in (3.1), which are analogs to Li and Yau [26] . Note that Cao [2] stated this result on Kähler manifolds and Gill [17] also proved it on Hermitian manifolds (cf. [5, 46] ). This is another necessary preparation for the proof of our main theorem. For convenience, we give a lemma which can be easily obtained from Lemma 6.1 as follows.
Lemma 7.1. Let u be the solution to (1.7) on M × [0, ∞). Then for every positive integer k, there is a constant C k , depending only on k and the initial data on M such that
Then we give our Harnack inequality as follows.
Lemma 7.2. Assume that ϕ is a positive solution to (7.1) and define f = log ϕ and F = t |∂f | 2 − αf t . There holds
where the definition of |∂f | 2 can be found in the proof.
Proof. The ideas are originated from Li and Yau [26] , hence we can be brief and just point out the main differences. For convenience, we introduce some notations as follows. χ, ξ := Θ ji χ i ξ j , |∂f | 2 := ∂f, ∂f , |∂∂f
where χ and ξ are (1, 0) forms. By direct computation, we get
i.e.,
3) F = −tL(f ) − t(α − 1)f t .
Then we can deduce (L(f )) t = 1
Again direct computation implies 
where for the second inequality we use Young's inequality.
Then from (7.10) and (7.11), we can deduce (7.2).
Using Lemma 7.2 and standard discussion, we can get Lemma 7.3. Using the notations as in Lemma 7.2, for any t ∈ [0, ∞), there exist uniform constants C 1 and C 2 such that |∂f | 2 − αf t ≤ C 1 + C 2 t . (7.12) Then by this lemma we can deduce the following theorem which will be used in the convergence discussion.
Theorem 7.4. Using the notations as in Lemma 7.2, for any 0 < t 1 < t 2 , there holds
where C 1 , C 2 and C 3 are uniform constants.
We remark that the proofs of Lemma 7.3 and Theorem 7.4 are routine discussion. Here considering the length of the paper, we omit them (see for example [5, 17] ).
Proof of the convergence in the main theorem
In this section, we will give the proof of the second part of Theorem 1.4. Since the discussion is standard, we will be brief and just point out the main differences. Since Mũ α n = 0, we obtain M ∂ũ ∂t α n = 0, which implies that there exists a point y ∈ M with ∂ũ ∂t (y, t) = 0. It follows that the convergence ofũ toũ ∞ is actually C ∞ using the argument by contradiction and the Arzela-Ascoli theorem. Note that ∂ũ ∂t = log ̟ + 
