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ASYMPTOTIC STRUCTURE OF SELF-SHRINKERS
LU WANG
Abstract. We show that each end of a noncompact self-shrinker in R3 of finite
topology is smoothly asymptotic to either a regular cone or a self-shrinking
round cylinder.
1. Introduction
Given an open set U of Rn+1, a hypersurface in U is a smooth properly embedded
codimension-one submanifold of U . A self-shrinker in U is a hypersurface Σ in U
that satisfies
(1.1) HΣ +
x⊥
2
= 0,
whereHΣ = −HΣnΣ = ∆Σx is the mean curvature vector of Σ and x⊥ is the normal
part of the position vector. Our definitions ensure that self-shrinkers in Rn+1 are
geodesically complete. Self-shrinkers generate solutions to the mean curvature flow
that move self-similarly by scaling. That is, if Σ is a self-shrinker in Rn+1, then the
family {√−tΣ}t<0 flows by mean curvature. Self-shrinkers play an important role
in the study of mean curvature flow, not least because they are models for type-I
singularities of the flow; cf. [23, 24]. Important examples of self-shrinkers in Rn+1
are cylindrical products Rn−k × Sk (0 ≤ k ≤ n) where Sk is the k-sphere (centered
at the origin) of radius
√
2k.
In this paper we give a geometric description of the asymptotic structure of self-
shrinkers in R3 of finite topology, confirming a conjecture of Ilmanen [27, p. 39].
Given v ∈ R3 \ {0}, let Rv be the subspace of R3 spanned by v, and we will simply
write R when the generator is not specified. Then
Rv × S1 =
{
x ∈ R3 : dist(x,Rv) =
√
2
}
.
We call C a regular cone in R3 if there is a smooth embedded codimension-one
submanifold L of the unit 2-sphere so that C = {τL : τ > 0}.
Theorem 1.1. If M is an end of a noncompact self-shrinker in R3 of finite topol-
ogy, then either of the following holds:
(1) limτ→+∞ τ−1M = C(M) in C∞loc(R3 \ {0}) for C(M) a regular cone in R3.
(2) limτ→+∞(M − τv(M)) = Rv(M) × S1 in C∞loc(R3) for a v(M) ∈ R3 \ {0}.
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Remark 1.2. Theorem 1.1 applies to all singularity models of finite topology at first
singular time of the mean curvature flow in R3 starting from a surface with finite
genus and bounded area ratios (cf. [26]).
The classification problem for self-shrinkers is a central topic in the study of
singularities of mean curvature flow. There are many significant results on charac-
terizing the simplest self-shrinkers Rn−k × Sk; cf. [6], [11], [17], [20], [23], [24], [35].
However, the space of self-shrinkers of general dimensions is very large and compli-
cated. Indeed, there exist rich families of self-shrinkers in R3 with various geometric
and topological properties that are constructed by the shooting method, the gluing
techniques, or the min-max method; cf. [2], [28], [29], [33]. In variational point of
view, self-shrinkers are minimal with respect to a Gaussian-like conformal change
of the Euclidean metric on Rn+1 which cannot be extended to a complete one and
has scalar curvature becoming negative and unbounded near infinity. As such, we
are particularly interested in noncompact self-shrinkers where the classical theory
of minimal submanifolds does not apply.
Theorem 1.1 serves an important step towards a thorough understanding of the
nature of noncompact self-shrinkers in R3 of finite topology. Using Carleman type
techniques we proved, in [36], that two self-shrinkers in R3 smoothly asymptotic
along some end of each to the same cone must identically coincide with each other.
There is also a conjecture of Ilmanen [27, p. 39] concerning the uniqueness of R×S1
among all self-shrinkers in R3 with an asymptotically cylindrical end. In [37] we
confirmed this conjecture under a fast decay rate condition. In view of these and
Theorem 1.1, the classification of noncompact self-shrinkers in R3 of finite topology
is reduced to the complete resolution of Ilmanen’s uniqueness conjecture and the
characterization of the asymptotic cones of self-shrinkers (cf. [10]).
It may be interesting to compare Theorem 1.1 with results on the asymptotic
structure of (properly embedded) minimal surfaces in R3 of finite topology. We
divide our discussion into two situations according to the total curvature (i.e., the
L2-norm of the length of second fundamental form) finite or not. First, by the
Choi-Schoen curvature estimate [10], each end of a minimal surface in R3 that has
finite total curvature is asymptotically flat. Likewise, by Ecker’s partial regularity
theorem [19], the same conclusion stands if replacing minimal surfaces with self-
shrinkers. However, if an end of a surface in R3 of finite topology has infinite total
curvature, then, in the minimal case, by work of Colding-Minicozzi [13–16] and
Meeks-Rosenberg [32], it looks roughly like a helicoid near infinity, which exhibits
a sharp contrast to the self-shrinking case.
In what follows we give an outline of the proof of Theorem 1.1. For M we first
introduce the associated Brakke flow K in an open connected set in space-time; see
(2.2). Let Λ be the set of all points y ∈ R3 \{0} such that Θ(y,0)(K) – the Gaussian
density of K at (y, 0) (cf. item (1) of Proposition 2.1) – is larger than or equal to
1. We show that Λ is a cone (i.e., a dilation invariant set) and its link is nonempty
compact. Furthermore, as t→ 0−, √−t M¯ converges to Λ¯ locally in the Hausdorff
metric; see Proposition 2.2.
To prove Theorem 1.1 we need to show the regularity of Λ and the more refined
converging process. To achieve these, it is natural to use blowup analysis to study
the asymptotic behaviors of the flow K near time 0. Namely, take y ∈ Λ, and
consider parabolic rescalings K(y,0),τ of K about (y, 0); cf. (2.3). Observe that the
−1 time slice of K(y,0),τ is H2⌊(M − τy) where H2 is the 2-dimensional Hausdorff
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measure. The Brakke flow given by the limit of a sequence of K(y,0),τ¯i as τ¯i → +∞
is called a tangent flow to K at (y, 0). The work of White [38] ensures the existence
of tangent flows and that they are backwardly self-similar about (0, 0); see item
(3) of Proposition 2.1. Moreover, by the proof of [26, Theorem 2], each tangent
flow to K at (y, 0) has smooth support given by a self-shrinker in R3 but possibly
high multiplicities. Furthermore, by White’s stratification theorem [38] and the
classification theorem of Abresh-Langer [1], the supporting self-shrinker must be
Ry × R or Ry × S1. We refer the reader to Proposition 2.3 for details. Thus, by
Brakke’s regularity theorem [5] (cf. [40]), Theorem 1.1 would follow if one can show
the multiplicity equal to 1.
Indeed, Ilmanen conjectured that every tangent flow at first singular time of the
mean curvature flow in R3 starting from a surface with finite genus and bounded
area ratios must have multiplicity one; cf. [26, p. 7] and [27, p. 39]. However, this
conjecture is wide open except under the compact mean convex assumption, [39],
or the Andrews condition, [22], or the bounded mean curvature assumption, [30],
which may be invalid in our situation. Thus we develop a strategy from scratch,
independent of those previously mentioned papers, to address this conjecture for
the flow K in question. The core of the proof is the following sheeting theorem.
Through the paper let BnR(x) be the open Euclidean ball in R
n centered at x with
radius R, and we will omit the center if it is the origin.
Theorem 1.3. Let M be an end of a noncompact self-shrinker in R3 of finite
topology, and let K be the associated Brakke flow for M . Given y ∈ R3 \ {0} with
Θ(y,0)(K) ≥ 1, there exist
• a positive integer L, a large real number τ0,
• an increasing unbounded positive function R(τ) for τ > τ0, and,
• a collection {Στ}τ>τ0 of self-shrinkers in R3 with the property that either
the Στ are all Ry × S1, or they are all of the form Ry × R,
depending only on M and y, such that for each τ > τ0,
(1) (M − τy) ∩B3R(τ) decomposes into L connected components, M τ1 , . . . ,M τL;
(2) each M τj is given by the normal exponential graph of a function f
τ
j over
some subset Ωτj ⊂ Στ .
Furthermore, for each j,
(1.2) lim
τ→+∞
sup
Ωτ
j
|f τj |+ |∇Στ f τj | = 0.
To prove Theorem 1.3 we will need the following graphical property for self-
shrinkers in unit balls with centers away from the origin under certain hypotheses.
Let AΣ be the second fundamental form of Σ.
Theorem 1.4. Given κ > 0 and δ ∈ (0, 1) there exist constants 0 < α, ρ < 1 and
R > 0 depending only on κ and δ such that given x0 ∈ R3 \ B¯3R and a self-shrinker
Σ ⊂ B31(x0) with x0 ∈ Σ, if
sup
x∈Σ
|x|−1|AΣ(x)| < α, and(1.3) ∫
Σ
|AΣ|2 dH2 < κ,(1.4)
then the connected component of Σ∩B3ρ(x0) that contains x0 can be written as the
graph of a function over some subset of Tx0Σ with its gradient bounded by δ.
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Remark 1.5. It is unknown that whether the hessian of the function in Theorem
1.4 is uniformly bounded independent of x0 or not. This does not seem to follow
directly from standard regularity theorems, such as Allard’s regularity theorem or
the Schauder estimates.
Together with a local version of Huisken’s monotonicity formula [38, Section 10],
the local Gauss-Bonnet estimate [26, Theorem 3], and the linear growth bound on
second fundamental form [34, Theorem 19], we first apply Theorem 1.4 to show that
there exist two sequences Ri ր +∞, τi ր +∞ with τi+1τ−1i → 1 and a sequence
Στi of self-shrinkers in R3 such that for each i, items (1), (2) of Theorem 1.3 hold by
replacing τ by τi, R(τ) by 2Ri, and Σ
τ by Στi . We further derive estimates similar
to (1.2); see Proposition 4.1. If
⋃
iB
3
Ri
(τiy) covers Iy(a,+∞), the set of all points
x ∈ Ry such that x·y > a|y|, for some a > 0, then we are done. Otherwise, we argue
by contradiction to show that for all sufficiently large i, the connected components of
M∩B3Ri(τiy) extend to infinity and remain disjoint in Iy(τi|y|,+∞)×B2Ri . Namely,
assume the negation of the claim. We use the local monotonicity formula [38,
Section 10] and a special case of the maximum principle [34, Proposition 6] (cf.
Lemma 4.2) to show the existence of simple closed curves inM that do not separate
M . However, by the hypothesis, we may assume that M is homeomorphic to an
open annulus. This gives a contradiction. Combining these with Brakke’s regularity
theorem [5] (cf. [40]) finishes the proof of Theorem 1.3.
Finally we show L = 1; that is, in view of (2.3), the multiplicity of each tangent
flow to K at (y, 0) is one. If the Στ are all Ry × S1, then the claim follows from
that M is connected. Otherwise, we generalize White’s arguments [9, Section 7] for
mean curvature flow of curves to higher dimensions to prove the claim.
2. Hausdorff convergence to asymptotic cones
In this section we study the asymptotic behaviors (in the Hausdorff metric) of
noncompact self-shrinkers of general dimensions.
2.1. Weak mean curvature flows. Let T : Rn+1×R→ R denote the projection
onto the time axis given by T(x, t) = t. Let X be a connected open subset of
Rn+1 × R in space-time. Denote by Xt =
{
x ∈ Rn+1 : (x, t) ∈ X}. As X is open
connected, T(X) is an open interval in R. A Brakke flow in X is a family K =
{µt}t∈T(X), where each µt is a Radon measure onXt, satisfying that there is a dense
set J ⊂ T(X) so that if t ∈ J , then µt is n-rectifiable and for all φ ∈ C2c (Rn+1;R≥0),
∂¯t
∫
φdµt ≤
∫
−φ2|H|2 + (Dφ)⊥ ·H dµt
where ∂¯t denotes the upper derivative, (Dφ)
⊥ is the normal part of Dφ to the
approximate tangent plane, and H is the generalized mean curvature vector; oth-
erwise, for all φ ∈ C2c (Rn+1;R≥0),
∂¯t
∫
φdµt = −∞.
This agrees with the standard definition of Brakke flows when X = Rn+1 × (a, b);
cf. [25, Section 6]. A Brakke flow in X , K = {µt}t∈T(X), is integral if µt is integer
n-rectifiable for a.e. t ∈ T(X).
For a set Ω ⊂ Rn+1, an x ∈ Rn+1, and a τ > 0, let
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(1) Ω + x =
{
y ∈ Rn+1 : y − x ∈ Ω}, the translation of Ω by x; and;
(2) τΩ =
{
y ∈ Rn+1 : τ−1y ∈ Ω}, the scaling of Ω by τ .
Likewise, for a set Ω ⊂ Rn+1 ×R in space-time, an (x, t) ∈ Rn+1 ×R, and a τ > 0,
let
(1) Ω+ (x, t) =
{
(y, s) ∈ Rn+1 × R : (y − x, s− t) ∈ Ω}, the space-time trans-
lation of Ω by (x, t); and;
(2) τΩ =
{
(y, s) ∈ Rn+1 × R : (τ−1y, τ−2s) ∈ Ω}, the parabolic scaling of Ω
by τ .
Given (y, τ) ∈ Rn+1 × R+ and µ an integer n-rectifiable Radon measure, define
the rescaled measure µy,τ by
µy,τ (Ω) = τnµ(τ−1Ω + y).
For a Brakke flow K = {µt}t∈T(X) in X , a point (y, s) ∈ X , and a τ > 0, we define
the parabolically rescaled flow in Xˆ = τ(X − (y, s)),
K(y,s),τ =
{
µ
(y,s),τ
t
}
t∈T(Xˆ)
where
µ
(y,s),τ
t = µ
y,τ
s+τ−2t.
We summarize the results of [38, Section 10] that are needed for our purpose.
The expert should feel free to skip the following proposition.
Proposition 2.1. Let K = {µt}t∈T(X) be an integral Brakke flow in a connected
open set X ⊂ Rn+1 × R in space-time. Suppose
(2.1) sup
t∈T(X)
sup
(x,R)∈Rn+1×R+
R−nµt(Xt ∩Bn+1R (x)) < +∞.
Then the following properties hold.
(1) Given (y, s) ∈ X,
lim
t→s−
(4π(s− t))− n2
∫
φy(x)e
|x−y|2
4(t−s) dµt(x)
exists, where φy : R
n+1 → [0, 1] is a smooth cutoff function about y. More-
over, the limit is independent of the choice of cutoff functions, and it is
called the Gaussian density of K at (y, s) denoted by Θ(y,s)(K).
(2) The function on X defined by
(y, s) 7→ Θ(y,s)(K)
is upper semi-continuous.
(3) Given a point (y, s) ∈ X with Θ(y,s)(K) ≥ 1 and a sequence τ¯i → +∞,
there exists a subsequence τ¯ik and an integral Brakke flow T = {νt}t∈R in
Rn+1 × R such that K(y,0),τ¯ik → T , that is, µ(y,s),τ¯ikt → νt in the sense of
Radon measures for all t ∈ R. The flow T is said to be a tangent flow to
K at (y, s).
Furthermore, T is backwardly self-similar about (0, 0). That is, for t < 0,
νt = ν
(0,0),τ
t for all τ > 0; ν−1 satisfies that
H+
x⊥
2
= 0 for ν−1-a.e. x;
and Θ(0,0)(T ) = Θ(y,s)(K).
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2.2. Asymptotic properties for self-shrinking ends. For an end M of a non-
compact self-shrinker in Rn+1, define the associated Brakke flow K = {µt}t∈R by
(2.2) µt =
{
0 t ≥ 0
Hn⌊√−tM t < 0,
where Hn is the n-dimensional Hausdorff measure. One can verify that K is an
integral Brakke flow in the open connected set
X = Rn+1 × R \
⋃
t≤0
(
√−t · ∂M)× {t} .
Note that X0 = R
n+1 \ {0}. For y ∈ Rn+1 \ {0} and τ > 0 the parabolic rescaling
of K about (y, 0) by τ is
K(y,0),τ =
{
µ
(y,0),τ
t
}
t∈R
where
(2.3) µ
(y,0),τ
t =
{ Hn⌊(√−tM − τy) t < 0
0 t ≥ 0.
By [8, Theorem 1.3] (cf. [18, Theorem 1.1]), K satisfies (2.1). Thus, Proposition 2.1
applies to K.
For a set Ω ⊂ Rn+1 and R > 0, denote by
NR(Ω) =
⋃
x∈Ω
B¯n+1R (x).
Given compact sets K,K ′ ⊂ Rn+1 the Hausdorff distance between K and K ′ is
distH(K,K
′) = inf {R > 0: K ′ ⊂ NR(K),K ⊂ NR(K ′)} .
It is known that distH induces a metric on the space of all compact sets of R
n+1
which is called the Hausdorff metric.
We prove a claim of Ilmanen [27, footnote on p. 8] – see [34, Theorem 12] for an
alternative proof.
Proposition 2.2. Let M be an end of a noncompact self-shrinker in Rn+1, and
let K = {µt}t∈R be the associated Brakke flow for M . Then
(1) The set
Λ =
{
y ∈ Rn+1 \ {0} : Θ(y,0)(K) ≥ 1
}
is a cone (i.e., τΛ = Λ for all τ > 0), and the link of the cone, Λ ∩ Sn, is
nonempty compact.
(2) For all R > 0, as t→ 0−, (√−t M¯) ∩ B¯n+1R → Λ¯ ∩ B¯n+1R in the Hausdorff
metric.
Thus the cone Λ is called the asymptotic cone of M .
Proof. For any y ∈ Rn+1 \ {0} and τ > 0,
Θ(τy,0)(K) = lim
t→0−
(−4πt)−n2
∫
φτy(x)e
|x−τy|2
4t dµt(x)
= lim
t→0−
(−4πτ−2t)−n2
∫
φτy(τx)e
|x−y|2
4τ−2t dµτ−2t(x),
where we used, in the last inequality, that φτy(τ ·) is a cutoff function about y
and the Gaussian density is independent of the choice of cutoff functions. Thus,
for every τ > 0, y ∈ Λ iff τy ∈ Λ, implying Λ = τΛ. Moreover, by the upper
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semi-continuity of Gaussian density, the set Λ ∩ Sn is nonempty compact. Hence
we have established item (1).
For item (2), let us fix any R > 0. Denote by MRt = (
√−t M¯) ∩ B¯n+1R and by
ΛR = Λ¯ ∩ B¯n+1R . By item (1), Λ¯ = Λ ∪ {0}. We argue by contradiction. Suppose
that MRt 6→ ΛR in the Hausdorff metric as t → 0−. There was an 0 < ǫ ≪ R and
a sequence ti → 0− so that for each i, (a) ΛR 6⊂ Nǫ(MRti ) or (b) MRti 6⊂ Nǫ(ΛR).
If there is a subsequence tik → 0− for which (a) holds, then there is a sequence,
xik , of points in Λ
R \ Nǫ(MRtik ). As Λ
R is compact, after passing to a subsequence
and relabeling, xik → x0 for some x0 ∈ ΛR. By the choice of xik , x0 /∈ N ǫ2 (MRtik ) for
tik sufficiently close to 0. In particular, x0 6= 0. Let x′0 = (1−ǫ(4R)−1)x0. Thus, by
item (1), x′0 ∈ Λ. However, by the triangle inequality, Bn+1ǫ
8
(x′0)∩
√−tik M¯ = ∅ for
tik sufficiently close to 0. Hence it follows from the definition of Gaussian density
that Θ(x′0,0)(K) = 0. This contradicts the definition of Λ.
If there is a subsequence ti′
k
→ 0− for which (b) holds, then there is a sequence
of points, x˜i′
k
, such that x˜i′
k
∈MRti′
k
\ Nǫ(ΛR). After passing to a subsequence and
relabeling, x˜i′
k
→ x˜0 for some x˜0 ∈ B¯n+1R \ {0}. However, for ti′k sufficiently close
to 0, x˜i′
k
∈ MRti′
k
\ Bn+1ǫ
2
, so Θ(x˜i′
k
,ti′
k
)(K) = 1. Thus, by the upper semi-continuity
of Gaussian density, Θ(x˜0,0)(K) ≥ 1, implying x˜0 ∈ ΛR. Hence, x˜i′k ∈ Nǫ(ΛR) for
i′k large. This is a contradiction.
Therefore, limt→0− MRt = Λ
R in the Hausdorff metric. As R is arbitrary, item
(2) follows immediately. 
To study the regularity of the asymptotic cones of self-shrinking ends, as a first
step, we prove a result on the structure of tangent flows to the associated Brakke
flows at points in the cones.
Proposition 2.3. Suppose thatM is an end of a noncompact self-shrinker in Rn+1.
Let K = {µt}t∈R be the associated Brakke flow for M , and let Λ be the asymptotic
cone of M . Then given y ∈ Λ, any tangent flow T = {νt}t∈R to K at (y, 0) satisfies
that νt = (H1⌊Ry)× νˆt where {νˆt}t∈R is an integral Brakke flow in Rn × R that is
backwardly self-similar about (0, 0). Moreover, if n = 2 and M has finite genus,
then the support of ν−1 is Ry × R or Ry × S1.
Proof. By our definition, there exists a sequence τ¯i → +∞ so that K(y,0),τ¯i → T .
It suffices to prove that T is translation invariant along the direction of y. This
follows from the self-similarity of K and White’s stratification theorem [38]. The
reader may consult the proof of [4, Lemma 4.4] for more details.
Finally we restrict to n = 2. With the replacement of the monotonicity formula
by its local version derived in [38, Section 10], the arguments in the proof of [26,
Theorem 2] give that the support of ν−1 is smooth. By [1] the only self-shrinkers in
R2 are R and S1. Combining these with the discussions in the preceding paragraph,
the support of ν−1 must be Ry × R or Ry × S1. 
3. Conditional graphical property for self-shrinkers in unit balls
This section is devoted to the proof of Theorem 1.4. The key ingredient is a
bootstrap machinery (cf. Proposition 3.3) in which we show an improvement on
the oscillation of the unit normal to any self-shrinker with uniformly bounded total
curvature and to which the position vector is almost tangent. In order to establish
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Proposition 3.3, we need to first prove a quantitative splitting result for the self-
shrinker under consideration; cf. Lemmas 3.1 and 3.2.
Denote by dΓ the geodesic distance in a surface Γ. Given v ∈ R3 \ {0} and
a, b ∈ R with a < b, let v˚ = |v|−1v and
Iv(a, b) = {x ∈ Rv : a < x · v˚ < b} .
Lemma 3.1. There exist universal constants 0 < ǫ0, η0 ≪ 1 such that given ǫ ∈
(0, ǫ0) and z ∈ R3 with ǫ|z| > 4, if Γ is a self-shrinker in B3r (z) with z ∈ Γ, where
r = (ǫ2|z|)−1, and it satisfies that
sup
x∈Γ
|nΓ(x) · x˚| < ǫ0, and(3.1)
sup
x,x′∈Γ
dΓ(x,x
′)<ǫr
|nΓ(x)−nΓ(x′)| < ǫ0,(3.2)
then Γ contains the graph of a function u on the rectangle
4η0r {Iz(−1, 1)× Iw(−ǫ, ǫ)}+ z
with u(z) = 0 and |Du| ≤ 10−1, where w = z× nΓ(z).
Proof. Let ζ > 1 be a universal constant to be determined later in the proof. Define
τ to be the largest number so that there is a function u on
Ω = r
{
Iz(−τ2, τ2)× Iw(−ǫ/2, ǫ/2)
}
+ z
which satisfies that z ∈ graph(u) ⊂ Γ and |Du| ≤ 10−1.
We first show that τ is well-defined. Let N be the unit normal vector to Rz×Rw
so that nΓ(z) ·N ≥ 0. By (3.1),
(3.3) nΓ(z) ·N =
(
1− |nΓ(z) · z˚|2
)1/2
>
(
1− ǫ20
)1/2
.
This together with (3.2) implies that for x ∈ Γ with dΓ(x, z) < ǫr,
nΓ(x) ·N = nΓ(z) ·N− (nΓ(z)− nΓ(x)) ·N >
(
1− ǫ20
)1/2 − ǫ0.
Thus, if ǫ0 < 10
−8, then(
1− ǫ20
)1/2 − ǫ0 ≥ (1 + 10−2)−1/2 ,
and Γ contains the graph of a function u¯ on
ǫr
2
{Iz(−1, 1)× Iw(−1, 1)}+ z
with u¯(z) = 0 and |Du¯| ≤ 10−1. The gradient estimate is deduced from that
1 + |Du¯|2 = (ngraph(u¯) ·N)−2 ≤ 1 + 10−2.
Hence it follows that τ exists and, moreover, τ2 ≥ ǫ/2.
Next we argue by contradiction to bound τ from below by a fixed positive num-
ber. Through the arguments, assume that
(3.4) ǫ0 < min
{
10−8, (4ζ2)−1
}
and τ < (4ζ)−1.
We will estimate the oscillation of nΓ along the curve a 7→ graph(u(a˚z)). To do
this, we need to invoke the fact that self-shrinkers generate mean curvature flows
by scaling. By the assumptions on ǫ0 and τ we can define
v(p, t) =
√
1− t u
(
p√
1− t
)
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on the space-time domain
{ζτǫr (Iz(−1, 1)× Iw(−1, 1)) + q} × [0, T ],
where
q =
(|z| − τ2r + ζτǫr) z˚ and T = 1− ( |z| − τ2r + 2ζτǫr|z|+ τ2r
)2
.
Moreover, by (3.4) and (ǫr)−1 = ǫ|z| > 4, we have that
(3.5) T = 1−
(
1 +
2ζτǫr − 2τ2r
|z|+ τ2r
)2
<
4τ2r
|z|+ τ2r < (2τǫr)
2 < 2−6.
Since graph(u) ⊂ Γ satisfies the self-shrinker equation (1.1), the graph(v(·, t))
evolves by mean curvature.
Let z′ = q+ u(q)N and Γt = graph(v(·, t)) for t ∈ [0, T ]. Next we prove a local
gradient estimate for Γt with respect to the plane Tz′Γ. Denote by S the space-time
track of the flow {Γt}t∈[0,T ]; that is,
S = {(x, t) ∈ Rn+1 × [0, T ] : x ∈ Γt} .
Define a function f on S by
f(x, t) = (nΓt(x) · nΓ(z′))−1 .
We show that f is well-defined. As |Du(q)| ≤ 10−1,
(3.6) |nΓ(z′)−N|2 = 2− 2
(1 + |Du(q)|2)1/2
<
1
4
.
Observe that
(3.7) |Dv(p, t)| =
∣∣∣∣Du
(
p√
1− t
)∣∣∣∣ ≤ 10−1,
where Dv is the spatial gradient of v. Thus, by (3.6) and (3.7), for any x ∈ Γt,
nΓt(x) · nΓ(z′) = nΓt(x) ·N+ nΓt(x) · (nΓ(z′)−N) >
10√
101
− 1
2
> 0,
proving the claim.
Let γ be the curve in S defined by
γ(t) = (q+ v(q, t)N, t) for t ∈ [0, T ].
Next we bound f |γ from above using the gradient estimate of Ecker-Huisken.
Namely, it follows from [21, Theorem 2.1] that
(3.8) sup
(x,t)∈γ
(
(ζτǫr)2 − |x− q|2 − 4t) f(x, t) ≤ (ζτǫr)2 sup
x∈Γ0
f(x, 0).
To continue, we will need a L∞ estimate for v(q, ·). Assume ζ > 6 from now on.
Then it follows from [12, Lemma 3], (3.5), and (3.7) that
(3.9) sup
t∈[0,T ]
|v(q, t) − v(q, 0)| < 4τǫr.
Define s to be
s = 1− |q|2|z|−2,
so z = (1 − s)−1/2q. Invoking that ǫ < ǫ0 < (4ζ2)−1 (cf. (3.4)) and ǫ|z| > 4, a
straightforward calculation gives 0 < s < T . Thus
(3.10) v(q, s) =
√
1− s u(z) = 0.
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Hence it follows from the triangle inequality, (3.9), and (3.10) that
(3.11) sup
t∈[0,T ]
|v(q, t)| ≤ 2 sup
t∈[0,T ]
|v(q, t) − v(q, 0)| < 8τǫr.
Moreover, by (3.7) and τ < (4ζ)−1 (cf. (3.4)), dΓ(x, z′) < ǫr for x ∈ Γ0 ⊂ Γ. Thus
the hypothesis (3.2) gives that
(3.12) inf
x∈Γ0
nΓ0(x) · nΓ(z′) > 1− 2−1ǫ20.
Hence, substituting (3.5), (3.11), and (3.12) into (3.8) gives that
sup
(x,t)∈γ
f(x, t) <
(
1− 102ζ−2)−1 (1− 2−1ǫ20)−1 .
Choosing ζ > 1010, as ǫ0 < 10
−8 (cf. (3.4)),
(3.13) sup
(x,t)∈γ
f(x, t) <
(
1− 10−4)−1 .
Therefore,
inf
(x,t)∈γ
nΓt(x) ·N ≥ nΓ(z) · nΓ(z′)− |nΓ(z)−N| − sup
(x,t)∈γ
|nΓt(x)− nΓ(z′)|
=f(
√
1− s z, s)−1 − (2− 2nΓ(z) ·N)1/2 − sup
(x,t)∈γ
(
2− 2f(x, t)−1)1/2 > 1− 10−3,
where we used (3.3) and (3.13) with the fact that (
√
1− s z, s) ∈ γ in the last
inequality. In particular, this implies that
(3.14) nΓ(z
′) ·N > 1− 10−3 and nΓ(z′′) ·N > 1− 10−3,
where
z′′ =
q√
1− T + u
(
q√
1− T
)
N ∈ graph(u).
By the choice of ζ, (3.4), and (3.11), both B3ǫr(z
′) and B3ǫr(z
′′) are contained in
B3r (z). Also, by (3.2) and (3.14), for any x ∈ Σ with dΓ(x, z′) < ǫr or dΓ(x, z′′) < ǫr,
nΓ(x) ·N ≥ 1− 2 · 10−3.
Thus Γ contains the graphs of functions u′, u′′ defined on, respectively,
Ω′ =
ǫr
2
{Iz(−1, 1)× Iw(−1, 1)}+ q,
Ω′′ =
ǫr
2
{Iz(−1, 1)× Iw(−1, 1)}+ q√
1− T ,
with the properties that z′ ∈ graph(u′), z′′ ∈ graph(u′′), and |Du′|, |Du′′| ≤ 10−1.
Finally, observe that by (3.4) and the hypothesis that (ǫr)−1 = ǫ|z| > 4,
|q| − ǫr
2
= |z| − τ2r − ǫr
2
(1− 2ζτ) < |z| − τ2r − ǫr
8
, and
|q|√
1− T +
ǫr
2
= |z|+ τ2r + ǫr
2
(
1− 2ζτ(|z| + τ
2r)
|z| − τ2r + 2ζτǫr
)
> |z|+ τ2r + ǫr
8
.
As Γ is embedded, u = u′ on Ω ∩ Ω′ and u = u′′ on Ω ∩ Ω′′. Hence Γ contains the
graph of an extension of u defined on a strictly larger rectangle
r
{
Iz(−τ2 − 2−3ǫ, τ2 + 2−3ǫ)× Iw(−2−1ǫ, 2−1ǫ)
}
+ z
with its gradient bounded by 10−1. This contradicts the maximality of τ .
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Therefore the lemma follows with ǫ0 = min
{
10−9, (8ζ2)−1
}
and η0 = (8ζ)
−2,
where ζ is any fixed constant larger than 1010. 
Lemma 3.2. Let u be the function given in Lemma 3.1. Then
ǫ−1|∂zu|+ ǫr|∂2wu|+ r|∂2zu|+ r|∂z∂wu| ≤ C0
on the domain
η0r {Iz(−1, 1)× Iw(−ǫ, ǫ)}+ z
for some universal constant C0 > 0. Here ∂z and ∂w are to take the directional
derivatives along z˚ and w˚, respectively.
Proof. Without loss of generality we assume that z = (z, 0, 0) (where z = |z|) and
w = (0, |w|, 0), so Rz ×Rw is the x1x2-plane. As 0 < η0 ≪ 1 and (ǫr)−1 = ǫz > 4,
we can define
v : (z − 4η0r, z − 4η0r + 4η0ǫr)× (−2η0ǫr, 2η0ǫr)× [0, T ]→ R
by
v(x1, x2, t) =
√
1− t u
(
x1√
1− t ,
x2√
1− t
)
,
where
(3.15) 0 < T = 1−
(
z − 4η0r + 2η0ǫr
z + η0r
)2
< 10η0ǫ
2r2 <
5
8
.
As graph(u) satisfies the self-shrinker equation (1.1), the graph(v(·, t)) flows by
mean curvature.
Let
T ′ = 1−
(
z − 4η0r + 2η0ǫr
z − η0r
)2
.
By our hypotheses
(3.16) T ′ = 1−
(
1− (3− 2ǫ)η0r
z − η0r
)2
=
(3− 2ǫ)η0r
z − η0r
(
2− (3− 2ǫ)η0r
z − η0r
)
≥ η0ǫ2r2.
By the chain rule of taking derivatives
(3.17) |Dv(x1, x2, t)| =
∣∣∣∣Du
(
x1√
1− t ,
x2√
1− t
)∣∣∣∣ ≤ 10−1
where Dv is the spatial gradient. Observe that
(3.18) v(z − 4η0r + 2η0ǫr, 0, t0) =
√
1− t0 u(z, 0, 0) = 0
for some t0 ∈ (T ′, T ). Hence, invoking (3.15), (3.16), (3.17), and (3.18), it follows
from the mean curvature flow equation and [21, Theorem 3.4] that
(3.19) (ǫr)−1|v|+ ǫr|∂tv|+ ǫr
2∑
i,j=1
|∂i∂jv|+ (ǫr)2
2∑
i=1
|∂t∂iv| ≤ C
on the space-time domain
(z − 4η0r + η0ǫr, z − 4η0r + 3η0ǫr)× (−η0ǫr, η0ǫr)× [T ′, T ]
for some constant C = C(η0) > 0. Here ∂iv is the partial derivative of v with
respect to xi.
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Again, by the chain rule of taking derivatives
∂tv(x1, x2, t) =
−v(x1, x2, t)
2 (1− t) +
x1
2 (1− t) ∂1u
(
x1√
1− t ,
x2√
1− t
)
+
x2
2 (1− t) ∂2u
(
x1√
1− t ,
x2√
1− t
)
.
(3.20)
Furthermore,
∂i∂jv(x1, x2, t) =
1√
1− t ∂i∂ju
(
x1√
1− t ,
x2√
1− t
)
, and(3.21)
∂t∂iv(x1, x2, t) =
x1
2 (1− t)3/2
∂1∂iu
(
x1√
1− t ,
x2√
1− t
)
+
x2
2 (1− t)3/2
∂2∂iu
(
x1√
1− t ,
x2√
1− t
)
.
(3.22)
Observe that given (x1, x2) ∈ (z − η0r, z + η0r) × (−η0ǫr, η0ǫr), there exists a
t ∈ (T ′, T ) such that(√
1− t x1,
√
1− t x2
) ∈ (z − 4η0r + η0ǫr, z − 4η0r + 3η0ǫr) × (−η0ǫr, η0ǫr).
Therefore the lemma follows from substituting (3.20), (3.21), and (3.22) into (3.19)
and rearranging the inequality. 
Using Lemmas 3.1 and 3.2 we now establish the bootstrap machinery mentioned
in the beginning of the section.
Proposition 3.3. There is a universal constant ǫ1 ∈ (0, 1) such that given κ > 0
and β ∈ (0, 1) there is an η1 = η1(β, κ) ∈ (0, 1) such that for any ǫ˜ ∈ (0, ǫ1) and
x1 ∈ R3 with ǫ˜2|x1| > 1, if Γ˜ is a self-shrinker in B3σ(x1) with x1 ∈ Γ˜, where
σ = (ǫ˜2|x1|)−1, and it satisfies that
sup
x∈Γ˜
|nΓ˜(x) · x˚| < ǫ1,(3.23)
sup
x,x′∈Γ˜
dΓ˜(x,x
′)<ǫ˜σ
|nΓ˜(x)− nΓ˜(x′)| < ǫ1, and(3.24)
∫
Γ˜
|AΓ˜|2 dH2 < κ,(3.25)
then it follows that
sup
x∈Γ˜
dΓ˜(x,x1)<η1σ
|nΓ˜(x) − nΓ˜(x1)| < βǫ1.
Proof. First we show that if ǫ1 is sufficiently small, then given z ∈ Γ˜∩B3σ
2
(x1) with
|nΓ˜(z)− nΓ˜(x1)| < βǫ1 there is a function u¯ on
ηβǫ1σ {Ix1(−1, 1)× Iw1(−ǫ˜, ǫ˜)}+ z
satisfying that z ∈ graph(u¯) ⊂ Γ˜ and
sup
x∈graph(u¯)
|nΓ˜(x)− nΓ˜(z)| <
βǫ1
8
,
where η = η(η0, C0) ∈ (0, 1) and w1 = x1 × nΓ˜(x1).
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To see this we first observe that 12 |x1| < |z| < 2|x1| as ǫ˜, σ < 1. In order to apply
Lemmas 3.1, 3.2 with ǫ = 2ǫ˜, r = (4ǫ˜2|z|)−1, and Γ = Γ˜ ∩B3r (z), we assume that
(3.26) ǫ1 < min {1/4, ǫ0/2} .
Thus there is an η˜ = η˜(η0, C0) ∈ (0, 1) and a function u on
2η˜βǫ1σ {Iz(−1, 1)× Iw(−ǫ˜, ǫ˜)} + z,
where w = z× nΓ˜(z), such that z ∈ graph(u) ⊂ Γ˜, |Du| ≤ 10−1,
(3.27) ‖u‖L∞ < βǫ1ǫ˜σ, and sup
x∈graph(u)
|nΓ˜(x)− nΓ˜(z)| <
βǫ1
8
.
Next we rewrite graph(u) as the graph of a function over some subset of the plane
Π1 = z + Rx1 × Rw1 . Let N1 be the unit normal to Π1 so that nΓ˜(x1) ·N1 ≥ 0,
and let N be the unit normal to Rz × Rw so that nΓ˜(z) ·N ≥ 0. Observe that by
(3.23) and the triangle inequality
|N−N1| ≤ |N− nΓ˜(z)| + |nΓ˜(z)− nΓ˜(x1)|+ |N1 − nΓ˜(x1)|
< 2
(
2− 2 (1− ǫ21)1/2)1/2 + βǫ1.(3.28)
This together with (3.23) and (3.27) further implies that for all x ∈ graph(u),
nΓ˜(x) ·N1 ≥ nΓ˜(z) ·N− |N−N1| − |nΓ˜(x) − nΓ˜(z)|
>
(
1− ǫ21
)1/2 − 2(2− 2 (1− ǫ21)1/2)1/2 − 2βǫ1.(3.29)
Let γ be the curve in graph(u) given by
γ(s) = z+ s˚z+ u(z+ s˚z)N for |s| < η˜βǫ1σ.
We show that the orthogonal projection of γ to Π1 stays close to the x1-axis. As
z ∈ B3σ
2
(x1) and (ǫ˜
2|x1|)−1 = σ < 1, it follows from the triangle inequality that
|˚z− x˚1| < ǫ˜2σ2 < ǫ˜2.
This together with (3.27) and (3.28) implies that
(3.30) |(γ(s)− z) · w˚1| ≤ |s||˚z− x˚1|+ ‖u‖L∞|N−N1| < Cβǫ21ǫ˜σ
for some universal constant C > 1. Similarly, we have that
(3.31) |(γ(s)− z) · x˚1 − s| < Cβǫ21ǫ˜σ.
Hence, in addition to (3.26), assuming ǫ1 < η˜(10
4C)−1, it follows from (3.29),
(3.30), and (3.31) that N , the tubular neighborhood of γ in Γ˜ with radius η˜βǫ1ǫ˜σ,
contains the graph of a function defined on
1
2
η˜βǫ1σ {Ix1(−1, 1)× Iw1(−ǫ˜, ǫ˜)} + z.
Invoking the fact that N ⊂ graph(u), the claim follows with η = η˜/2.
Next let ζ = ηβǫ1σ. Define τ to be the largest number so that there is a function
u˜ defined on
Ix1(−ζ, ζ) × Iw1(−ζτ, ζτ) + x1
which satisfies that x1 ∈ graph(u˜) ⊂ Γ˜ and
sup
x∈graph(u˜)
|nΓ˜(x) − nΓ˜(x1)| < βǫ1.
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It follows from the preceding claim that τ exists and τ ≥ ǫ˜. Moreover, by (3.23),
nΓ˜(x) ·N1 = nΓ˜(x1) ·N1 + (nΓ˜(x) − nΓ˜(x1)) ·N1 >
(
1− ǫ21
)1/2 − βǫ1
for all x ∈ graph(u˜). This together with our hypothesis on ǫ1 implies that
(3.32) |Du˜|2 = (ngraph(u˜) ·N1)−2 − 1 < 1.
Finally we bound τ from below in terms of ǫ1, β, and κ. First let us parametrize
graph(u˜) as follows. Define
Ψ: (−ζ, ζ)× (−ζτ, ζτ)→ R3
by
Ψ(a, b) = x1 + ax˚1 + bw˚1 + u˜(x1 + ax˚1 + bw˚1)N1.
If τ < 1/4, then it follows from (3.32) that |u˜(Ψ(0,±ζτ˜))| < σ/4, where τ˜ =
τ − 2−1ǫ˜, and thus Ψ(0,±ζτ˜) ∈ Γ˜ ∩ B3σ
2
(x1). Invoking the preceding claim (with
z = Ψ(0,±ζτ˜)) and the maximality of τ we get that
inf
a∈(−ζ,ζ)
|nΓ˜ (Ψ(a, ζτ˜ ))− nΓ˜ (Ψ(a, 0))| >
βǫ1
4
, or
inf
a∈(−ζ,ζ)
|nΓ˜ (Ψ(a,−ζτ˜ ))− nΓ˜ (Ψ(a, 0))| >
βǫ1
4
.
Without loss of generality we assume that the former inequality holds. Hence it
follows from the Cauchy-Schwarz inequality, (3.25), and (3.32) that
1
2
ζβǫ1 <
∫ ζ
−ζ
|nΓ˜ (Ψ(a, ζτ˜))− nΓ˜ (Ψ(a, 0))| da ≤
√
2
∫
graph(u˜)
|AΓ˜| dH2
≤
√
2
(∫
graph(u˜)
|AΓ˜|2 dH2
)1/2(∫
graph(u˜)
1 dH2
)1/2
≤ 4ζ(τκ)1/2,
giving that τ ≥ (βǫ1)2(26κ)−1.
Therefore the proposition follows with
ǫ1 = min
{
2−3ǫ0, η(105C)−1
}
and η1 = min
{
2−2ηβǫ1, η(βǫ1)3(26κ)−1
}
,
where C > 1 is some universal constant and η = η(η0, C0) ∈ (0, 1). 
Finally we repeatedly apply Proposition 3.3 to conclude Theorem 1.4.
Proof of Theorem 1.4. First we choose β ∈ (0, 1) in Proposition 3.3 as follows:
β = min
{
2−1, ǫ−11
(
2− 2 (1 + δ2)−1/2)1/2} .
Let η1 = η1(β, κ) ∈ (0, 1) be the constant given in Proposition 3.3, and define
ǫ˜0 = min
{
2−4η1, 2−2ǫ1
}
.
We choose
α = 2−1ǫ˜0ǫ1 and R = 2(ǫ˜0)−2,
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so, by (1.3), the self-shrinker Σ in the theorem satisfies that
sup
x∈Σ
|nΣ(x) · x˚| ≤ 2
√
2 sup
x∈Σ
|x|−1|AΣ(x)| < ǫ1, and(3.33)
sup
x,x′∈Σ
dΣ(x,x
′)<ǫ˜0r0
|nΣ(x) − nΣ(x′)| < ǫ˜0r0 sup
x∈Σ
|AΣ(x)| < ǫ1,(3.34)
where r0 = (ǫ˜
2
0|x0|)−1 < 1/2 and we used that |x| < 2|x0| if x ∈ B31(x0).
Let ǫ˜i = 2
−iǫ˜0 and ri = 4ir0 for i ∈ N. Define ρ0 = 1 and, inductively,
ρi+1 = ρi − 2−1ri.
We show that for i ∈ N, if ri < 1/2, then
sup
x,x′∈Σ∩B3ρi (x0)
dΣ(x,x
′)<ǫ˜iri
|nΣ(x)− nΣ(x′)| < ǫ1.
For i = 0 this is true in view of (3.34). Inductively, assume that the claim holds for
i. Also, we assume ri+1 < 1/2; otherwise, it is vacuously true. As |x0| > R > 2,
observe that 2−1|x0| < |x| < 2|x0| if x ∈ B31(x0). This together with our choice of
ǫ˜0 and the triangle inequality implies that for any x ∈ B3ρi+1(x0),
2ǫ˜i < ǫ1, (2ǫ˜i|x|)−1 < ǫ˜iri, and B3 1
4ǫ˜2
i
|x|
(x) ⊂ B3ρi(x0).
Thus, invoking (1.4), (3.33), and the inductive assumption, we apply Proposition
3.3 with x1 = x, ǫ˜ = 2ǫ˜i, σ = (4ǫ˜
2
i |x|)−1, and Γ˜ = Σ ∩B3σ(x), where x is any point
in Σ ∩B3ρi+1(x0). It follows that
(3.35) sup
x
′∈Σ∩B3σ(x)
dΣ(x
′,x)<η1σ
|nΣ(x)− nΣ(x′)| < βǫ1.
Note that by our choices of ǫ˜0 and R,
η1σ > η1(8ǫ˜
2
i |x0|)−1 ≥ ǫ˜i+1ri+1,
Hence the claim for i + 1 follows immediately from (3.35) and the arbitrariness of
the point x in Σ ∩B3ρi+1(x0).
Finally let
i0 = max {i ∈ N : ri < 1/2} .
Clearly i0 exists, and by the maximality of i0 we have that 2
−3 ≤ ri0 < 2−1.
Observe that by the definitions of ri and ρi,
ρi0 = 1−
ri0
2
i0∑
i=0
4−i > 1− ri0 >
1
2
.
Again, in view of (1.4), (3.33), and the preceding claim for i0, we apply Proposition
3.3 with x1 = x0, ǫ˜ = ǫ˜i0 , σ = ri0 , and Γ˜ = Σ ∩B3ri0 (x0) to conclude that
sup
x∈Σ
dΣ(x,x0)<η1ri0
|nΣ(x)− nΣ(x0)| < βǫ1.
Hence Σ contains the graph of a function u¯ on B2η1
16
(x0) ⊂ Tx0Σ with u¯(x0) = 0
and |Du¯| ≤ δ. Here the gradient estimate follows from our choice of β and the
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elementary fact that
1 + |Du¯|2 = (ngraph(u¯) · nΣ(x0))−2 .
Therefore the theorem follows with
α = min
{
2−5η1ǫ1, 2−3ǫ21
}
, R = min{29η−21 , 25ǫ−21 } , and ρ = 2−4η1,
where η1 = η1(β, κ) is given in Proposition 3.3 with β defined in terms of δ at the
beginning of the proof. 
4. Sheeting theorem
The goal of this section is to prove the sheeting theorem, i.e., Theorem 1.3. First
we apply Theorem 1.4 to prove a sequential version of Theorem 1.3.
Proposition 4.1. Let M be an end of a noncompact self-shrinker in R3 of finite
genus, and let K be the associated Brakke flow for M . Given y ∈ R3 \ {0} with
Θ(y,0)(K) ≥ 1, there exist
• a positive integer L, a sufficiently large integer i0,
• two increasing unbounded sequences Ri and τi with τi+1τ−1i → 1, and,
• a sequence Στi of self-shrinkers in R3 with the property that either the Στi
are all Ry × S1, or they are all of the form Ry × R,
depending only on M and y, such that for each i > i0,
(1) (M − τiy)∩B32Ri decomposes into L connected components, M τi1 , . . . ,M τiL ;
(2) each M τij can be written as the normal exponential graph of a function f
τi
j
over some subset Ωτij of Σ
τi .
Furthermore, for each j,
(4.1) lim
i→+∞
sup
Ω
τi
j
|f τij |+ |∇Στi f τij | = 0.
Proof. Recall the local monotonicity formula from [38, Section 10]:
− d
dt
(−4πt)−1
∫
√−tM
φ2y e
|z−y|2
4t dH2 + C
≥(−4πt)−1
∫
√−tM
∣∣∣∣H√−tM − (z− y)⊥2t − 2(Dφy)
⊥
φy
∣∣∣∣
2
φ2y e
|z−y|2
4t dH2,
(4.2)
where φy is some cutoff function about y and C is a positive constant depending
only on φy and the area ratios bound of M . Thus, changing variables in (4.2) by
setting s = − ln(−t) and x = es/2(z − y), it follows from integrating the resulted
inequality against s and the triangle inequality that∫ +∞
s0
∫
Ms
∣∣∣∣HMs + x⊥2
∣∣∣∣
2
φ2(y,s) e
− |x|24 dH2ds < +∞
for some s0 sufficiently large, whereMs =M−es/2y and φ(y,s)(x) = φy(y+e−s/2x).
Hence there is an increasing unbounded sequence si so that for each i,∫ +∞
si
∫
Ms
∣∣∣∣HMs + x⊥2
∣∣∣∣
2
φ2(y,s) e
− |x|24 dH2ds < i−2.
By the mean value theorem, for each i, there is a finite set of numbers,
si,m ∈
[
si + i
−1(m− 1), si + i−1m
]
,
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where m ∈ Z+ and m < i(si+1 − si), so that∫
Msi,m
∣∣∣∣HMsi,m + x⊥2
∣∣∣∣
2
φ2(y,si,m) e
− |x|24 dH2 < i−1.
Therefore, after relabeling si,m, we get an increasing sequence s¯i → +∞ so that
|s¯i+1 − s¯i| → 0 and
(4.3)
∫
Ms¯i
∣∣∣∣HMs¯i + x⊥2
∣∣∣∣
2
φ2(y,s¯i) e
− |x|24 dH2 → 0.
As M satisfies the self-shrinker equation (1.1), it follows that Ms¯i satisfies
HMs¯i +
1
2
(
x+ es¯i/2y
)⊥
= 0.
Thus (4.3) gives that
(4.4) es¯i
∫
Ms¯i
|y⊥|2φ2(y,s¯i) e−
|x|2
4 dH2 → 0.
Set τi = e
s¯i/2. Thus τi is an increasing unbounded sequence with τ
−1
i τi+1 → 1.
Next we show that for all l ∈ Z+,
(4.5) sup
x∈M∩B3
l
(τiy)
|x|−1|AM (x)| → 0, as i→ +∞.
To see this we argue by contradiction. Suppose that there was a l ∈ Z+, a ζ > 0,
a subsequence ik → +∞, and a sequence of points, xik ∈M ∩B3l (τiky), so that
(4.6) |xik |−1|AM (xik )| > ζ > 0.
Let Nik be the scaling of M about xik by |xik |; that is,
Nik = |xik |(M − xik).
Thus (4.6) gives
(4.7) |ANik (0)| > ζ > 0.
However, it follows from [34, Theorem 19] (cf. Theorem A.1) that
sup
x∈M
(1 + |x|)−1 |AM (x)| < C′
for some constant C′ = C′(M) > 0. Thus, for ik sufficiently large,
(4.8) sup
x∈Nik∩B31
|ANik (x)| < 2C′.
As |xik | ≤ τik |y|+ l, it follows from (4.4) that
(4.9)
∫
Nik∩B31
|y⊥|2 dH2 → 0.
As M is an end of a self-shrinker in R3, the rescaled surface Nik satisfies
(4.10) HNik +
1
2
(
x⊥ik
|xik |
+
x⊥
|xik |2
)
= 0.
Hence, passing to a subsequence and relabeling, it follows from (4.8), the elliptic
regularity theory, and the Arzela`-Ascoli theorem that Nik ∩ B31 converges locally
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smoothly (possibly with multiplicity) to a surface N in B31 . Furthermore, by (4.9)
and (4.10), N satisfies that
y⊥ = 0 and HN +
y⊥
2|y| = 0,
which further implies that N is flat. However, (4.7) gives that |AN (0)| ≥ ζ > 0.
This is a contradiction.
AsM is an end of a self-shrinker in R3, which, in particular, is properly embedded
by our definition, it follows from [8, Theorem 1.3] (cf. [18, Theorem 1.1]) that M
has bounded area ratios. Thus the local Gauss-Bonnet estimate of Ilmanen [26,
Theorem 3] together with (4.3) implies that given l ∈ Z+ there is an i′l ∈ Z+ and a
C′′l > 0 such that for all i > i
′
l,∫
M∩B3
l
(τiy)
|AM |2 dH2 < C′′l .
Hence, combining this with (4.5), it follows from Theorem 1.4 that given positive
integers k and l there is an ik,l ∈ Z+ and a ρk,l ∈ (0, 1) such that for all i > ik,l
and x ∈M ∩B3l−1(τiy), the connected component ofM ∩B3ρk,l (x) containing x can
be written as the graph of a function over some subset of TxM with its gradient
bounded by 1/k.
Finally, in view of (2.3), it follows from item (3) of Proposition 2.1, Proposition
2.3, and [3, Theorem 1.1] that there is a positive integer L and a sequence Στi of
self-shrinkers in R3 with the property that either the Στi are all Ry × S1, or they
are all of the form Ry ×R so that the varifold distance between M − τiy and LΣτi
converges to 0. This together with the discussion in the preceding paragraph and
the Arzela`-Ascoli theorem implies that given l ∈ Z+ there is an i′′l ∈ Z+ such that
for all i > i′′l , (M −τiy)∩B3l−1 has L connected components and each component is
given by the exponential normal graph of a function over some subset of Στi with
its C1-norm bounded by 1/l. Without loss of generality let us assume that i′′l is
increasing in l. Therefore, choosing i0 = i
′′
1 , and Ri = 1/8 if i ≤ i′′1 and Ri = l/4 if
i′′l < i ≤ i′′l+1, items (1), (2) of the proposition and (4.1) follow immediately. 
We will also need a special case of a maximum principle for self-shrinkers due to
Song [34, Proposition 6]. For the sake of completeness we include it here.
Lemma 4.2. Given v ∈ R3\{0}, let M˜ be a connected, smooth, properly embedded,
codimension-one submanifold of S = Rv × B¯22 possibly with boundary ∂M˜ ⊂ ∂S. If
M˜ \∂M˜ satisfies the self-shrinker equation (1.1), and M˜ and ∂S intersect transver-
sally, then M˜ ∩ B¯32 6= ∅.
Proof. We argue by contradiction. Suppose that M˜ ∩ B¯32 = ∅. As M˜ is connected,
we may also assume that M˜ ⊂ R+v × B¯22 . Let
N = ∂B32 ∩
{
x ∈ R3 : x · v ≥ 0} ,
and let P : R3 → R3 be the orthogonal projection onto the static plane Π normal
to v. Define a function h : N → R by
h(x) = min
{
(z− x) · v : z ∈ M˜ with P (z) = P (x)
}
.
Here we adopt the convention that h(x) = +∞ if there do not exist z ∈ M˜ so that
P (z) = P (x). As M˜ is properly embedded, h is well-defined. Moreover, by our
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assumption, h > 0. Thus there is a constant C ≥ 0 such that
inf {h(x) : x ∈ N} = C.
Take a sequence of points, xi ∈ N , so that h(xi) → C. For each i, there is a
unique zi ∈ M˜ so that P (zi) = P (xi) and h(xi) = (zi − xi) · v. As M˜ is properly
embedded, after passing to a subsequence and relabeling, it follows that zi → z0
for some z0 ∈ M˜ and h(x0) = C where x0 ∈ N with P (x0) = P (z0). We show
z0 /∈ ∂M˜ , implying that h attains its minimum at x0 ∈ N˚ . If z0 ∈ ∂M˜ , then
x0 ∈ ∂N and thus v is parallel to Tx0N . Observe that Tx0N = Tz0(∂S). As M˜
and ∂S intersect transversally, the claim follows from the transversality of Tx0N
and Tz0M˜ .
Next we observe that Tx0N = Tz0M˜ . As x0 ∈ N˚ , there exist neighborhoods
V ⊂ M˜ of z0 and W ⊂ N of x0 such that V and W are given by the graphs
of functions f and g, respectively, over some subset of Π. Moreover, f − g has a
positive local minimum at P (x0) in the interior of its domain. However, as both V
and W satisfy the self-shrinker equation (1.1), it follows from a direct computation
that f − g satisfies
2∑
k,l=1
akl∂k∂l(f − g) +
2∑
k=1
bk∂k(f − g) + 1
2
(f − g) = 0,
where, without loss of generality, we assume that Π is the x1x2-plane, ∂k denotes
to take the partial derivative with respect to xk, akl and bk smoothly depends on
f , g, and their derivatives up to second order, and the matrix (akl) is symmetric
and uniformly positive definite. Hence, by the maximum principle for uniformly
elliptic equations, f − g cannot have any positive local minimum in the interior of
its domain, leading to a contradiction. 
Proof of Theorem 1.3. By Proposition 4.1 and Brakke’s regularity theorem [5, Sec-
tion 6] (cf. [40]), it suffices to show that, for all i sufficiently large, the connected
components of M ∩ B3Ri(τiy) extend to infinity and remain disjoint in the solid
half-cylinder Iy(τi|y|,+∞)×B2Ri .
For i, k ∈ Z+ and j ∈ {1, . . . , L}, let
γi,kj =
(
M τkj + τky
) ∩B3Ri(τky) ∩ {x ∈ R3 : x · y = τk|y|2} .
First we show that given i sufficiently large, for any k ≥ i and any connected
component
M i,k ⊂M ∩ (Iy(τk|y|, τk+1|y|) ×B2Ri) ,
the two sets
∂M i,k ∩ {x ∈ R3 : x · y = τk|y|2} and ∂M i,k ∩ {x ∈ R3 : x · y = τk+1|y|2}
are unions of the same number of elements of
{
γi,kj
}
and
{
γi,k+1j
}
, respectively.
Fix any k ≥ i. We may assume Ri < (τk+1− τk)|y|; otherwise, the claim follows
from Proposition 4.1. As M satisfies the self-shrinker equation (1.1), so does M i,k.
Thus the family, M i,ks =M
i,k − es/2y, satisfies
(4.11) (∂sx)
⊥
= HMi,ks +
x⊥
2
.
20 LU WANG
Define
s+k = 2 ln
(
τk + (2|y|)−1Ri
)
and s−k+1 = 2 ln
(
τk+1 − (2|y|)−1Ri
)
.
Observe that s+k < s
−
k+1 and B
3
Ri/2
∩ ∂M i,ks = ∅ for all s ∈ [s+k , s−k+1]. Let ψ be a
cutoff function about 0 which satisfies that ψ ≡ 1 in B3Ri/4, ψ ≡ 0 outside of B3Ri/2,
and |Dψ| ≤ 8R−1i . Hence it follows from (4.11) and the first variation formula for
the area functional that
d
ds
∫
Mi,ks
ψ2 e−
|x|2
4 dH2 =−
∫
Mi,ks
∣∣∣∣HMi,ks + x⊥2
∣∣∣∣
2
ψ2 e−
|x|2
4 dH2
+ 2
∫
Mi,ks
Dψ ·
(
HMi,ks +
x⊥
2
)
ψ e−
|x|2
4 dH2.
Furthermore, integrating this from s+k to s
−
k+1 and using the Cauchy-Schwarz in-
equality give that∣∣∣∣∣∣∣
∫
Mi,k
s
+
k
ψ2 e−
|x|2
4 dH2 −
∫
Mi,k
s
−
k+1
ψ2 e−
|x|2
4 dH2
∣∣∣∣∣∣∣
≤2
∫ s−
k+1
s+
k
∫
Mi,ks
∣∣∣∣HMi,ks + x⊥2
∣∣∣∣
2
ψ2 e−
|x|2
4 dH2ds+ C (s−k+1 − s+k ) e−R2i64 ,
(4.12)
where C depends only on the area ratios bound of M .
Recall, that i is assumed to be sufficiently large and k ≥ i. By the definitions of
s+k and s
−
k+1 and by our choice of the sequence τi,
(4.13) 0 < s−k+1 − s+k < 2 ln(τk+1/τk) < 1.
Like in the proof of Proposition 4.1, it follows from the local monotonicity formula
and changing variables that
(4.14) lim
s¯→+∞
∫ +∞
s¯
∫
Ms
∣∣∣∣HMs + x⊥2
∣∣∣∣
2
φ2(y,s) e
− |x|24 dH2ds = 0,
where Ms = M − es/2y and φ(y,s)(x) = φy(y + e−s/2x) for φy any given cutoff
function about y. In particular, we may assume that φy ≡ 1 in B3|y|/2(y). Thus,
for each s ∈ [s+k , s−k+1],
(4.15) M i,ks ∩ spt(ψ) ⊂Ms ∩ φ−1(y,s)(1).
Hence, (4.12) together with (4.13), (4.14), and (4.15) implies that
(4.16)
∣∣∣∣∣∣∣
∫
Mi,k
s
+
k
ψ2 e−
|x|2
4 dH2 −
∫
Mi,k
s
−
k+1
ψ2 e−
|x|2
4 dH2
∣∣∣∣∣∣∣ < C
′(M, i),
where C′(M, i) → 0 as i → +∞. Therefore the claim follows from (4.16) and
Proposition 4.1.
Next we fix any i large enough so that the preceding claim holds. Suppose that,
for some k0 ≥ i and some connected component M i,k0 ,
∂M i,k0 ∩ {x ∈ R3 : x · y = τk0+1|y|2} = m⋃
l=1
γi,k0+1jl ,
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where m ≥ 2. Pick points zl ∈ γi,k0+1jl for l ∈ {1, 2}. Let γ0 be a smooth embedded
curve in M i,k0 joining z1 and z2. By the preceding claim, for l ∈ {1, 2}, there is a
smooth embedded curve
γl ⊂M ∩
(
Iy(τk0+1|y|,+∞)×B2Ri
)
emanating from zl and extending to infinity, and γ¯1 ∩ γ¯2 = ∅. By a standard
smoothing process and Proposition 4.1, we may assume that γ = γ¯0 ∪ γ¯1 ∪ γ¯2 is a
smooth embedded curve and that γ and γi,k0+1jl intersect transversally only at zl
for l ∈ {1, 2}. From the curve γ we will construct, in the following paragraphs, a
simple closed curve in M that does not separate M . However, as M is an end of
self-shrinker in R3 of finite topology, we may assume that M¯ is homeomorphic to
B¯21 \ {0}. This leads to a contradiction. Therefore, for all k ≥ i, each connected
component ofM ∩B3Ri(τky) is joint, via the surfaceM ∩ (Iy(τk|y|, τk+1|y|)×B2Ri),
with exactly one of the connected components of M ∩B3Ri(τk+1y), and vice versa.
This implies the claim in the beginning of the proof, concluding the theorem.
If Στk0+1 = Ry × S1, then it follows from Proposition 4.1 that γi,k0+1j1 is a simple
closed smooth curve. By our construction, γ and γi,k0+1j1 intersect transversally
only at z1. As M¯ is connected at infinity, there exist points z
′
1 ∈ γ1 and z′2 ∈ γ2
so that they can be joint by a smooth embedded curve γ′ in M outside a large
enough ball so that γ′ ∩ γi,k0+1j1 = ∅. Denote by γ′′ the part of γ joining z′1 and
z′2 that contains γ0. Thus, again by a smoothing process, γ′ ∪ γ′′ can be made a
simple closed smooth curve in M that transversally intersects γi,k0+1j1 only at z1.
This implies that γ′ ∪ γ′′ does not separate M .
If Στk0+1 = Ry × R, then we define γ˜i,k0+1j1 to be(
M
τk0+1
j1
+ τk0+1y
) ∩B33Ri
2
(τk0+1y) ∩
{
x ∈ R3 : x · y = τk0+1|y|2
}
.
Let z˜1 and z˜2 be the ending points of γ˜
i,k0+1
j1
. Thanks to Thom’s transversality
theorem, as we may assume M¯ ⊂ R3 \ B¯34 , it follows from Lemma 4.2 that for l ∈
{1, 2}, there is a curve γ˜l inM∩(Rz˜′
l
×B¯22) joining z˜l to ∂M , where z˜′l can be chosen
arbitrarily close to z˜l. Note that Rz˜′
l
×B¯22 is disjoint from Iy(34τk0+1|y|,+∞)×B2Ri .
However, γ is contained in Iy(τk0 |y|,+∞)×B2Ri . As τk0+1τ−1k0 is very close to 1, γ
is disjoint from the closure of γ˜l for l ∈ {1, 2}. Thus the closure of γ˜1 ∪ γ˜i,k0+1j1 ∪ γ˜2
and γ intersect transversally only at z1. Finally, by the same reasoning, one can
modify γ to become a closed simple curve γ˜ with the above intersection property.
As ∂M is connected by our assumption, henceforth, γ˜ does not separate M . 
5. Proof of Theorem 1.1
In what follows we finish the proof of Theorem 1.1. By Brakke’s regularity
theorem [5] (cf. [40]) the key is to show that the positive integer L given in Theorem
1.3 always equals 1. For this purpose we adapt, in a straightforward manner,
an argument of White [9, Section 7] for mean curvature flow of curves to higher
dimensions.
Proof of Theorem 1.1. Let K be the associated Brakke flow for M , and let Λ be
the asymptotic cone of M (cf. Proposition 2.2). Take any y ∈ Λ fixed; that is,
y ∈ R3 \ {0} with Θ(y,0)(K) ≥ 1. Apply Theorem 1.3 to M and y. Let L, τ0, R(τ),
and {Στ}τ>τ0 be given in the theorem. We hope to show the positive integer L
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equal to 1. We divide the proof into two cases according to the geometric property
of the collection {Στ}τ>τ0 of self-shrinkers in R3.
Suppose that the Στ are all Ry×S1. AsM is connected, it follows that L = 1 and,
moreover, Λ = {τy : τ > 0}. Thus item (2) of Theorem 1.1 holds with v(M) = y
by Brakke’s regularity theorem [5] (cf. [40]).
Suppose that the Στ are all of the form Ry × R. We argue by contradiction as
in [9, Section 7]. Suppose L > 1. As M is embedded we can relabel indices so that
for each τ > τ0, the functions f
τ
j , j ∈ {1, . . . , L}, given in Theorem 1.3 are ordered
in the following manner: f τ1 < f
τ
2 < . . . < f
τ
L. Define, for τ > τ0,
δ(τ) = f τL(0)− f τ1 (0).
By (1.2), δ(τ)→ 0 as τ → +∞. Thus we may choose a sequence τ¯m ր +∞ so that
(5.1) δ(τ¯m) = sup
τ≥τ¯m
δ(τ).
Thus it follows from item (3) of Proposition 2.1, Theorem 1.3, and [21, Theorem
3.4] that, after passing to a subsequence and relabeling, K(y,0),τ¯m ∩ (R3× (−∞, 0))
converges smoothly to T = {νt}t<0 where each νt = LH2⌊Π for some fixed static
plane Π ⊂ R3. Hence there is Ω1 ⊂ Ω2 ⊂ · · · ⊂ Π and I1 ⊂ I2 ⊂ · · · ⊂ R with⋃
Ωm = Π and
⋃
Im = R such that for each m,
K(y,0),τ¯m ∩ (Ωm × R× Im) =

H2⌊
L⋃
j=1
graph(vmj (·, t))


t∈Im
where vm1 < v
m
2 < · · · < vmL are small functions on Ωm × Im. Without loss of
generality we assume Π to be the x1x2-plane. Then (v
m
L − vm1 ) satisfies a uniformly
parabolic equation which is a small perturbation of the heat equation:
∂t(v
m
L − vm1 ) =
2∑
k,l=1
(δkl + a
m
kl)∂k∂l(v
m
L − vm1 ) +
2∑
k=1
bmk ∂k(v
m
L − vm1 ) + cm(vmL − vm1 ),
where ∂k denotes to take the partial derivative with respect to xk. Moreover, the
coefficients amkl, b
m
k , c
m all converge to 0 as m→ +∞.
We define
wm(p, t) =
vmL (p, t)− vm1 (p, t)
vmL (0,−1)− vm1 (0,−1)
.
Let τm,t = (−t)−1/2τ¯m for t ∈ Im. Note that
(1 + ǫm)
−1(−t)1/2δ(τm,t) < wm(0, t) < (1 + ǫm)(−t)1/2δ(τm,t),
and ǫm → 0+. Thus it follows from our choice of τ¯m (cf. (5.1)) that
wm(0, t) < (1 + ǫm)
2(−t)1/2wm(0,−1)
for −1 ≤ t < 0. This together with the parabolic Harnack inequality implies that
wm is uniformly bounded on compact subsets of R
2×(−∞, 0). Hence, after passing
to a subsequence and relabeling, wm → w in C∞loc(R2 × (−∞, 0)), and w satisfies
the heat equation on R2. Moreover, for −1 ≤ t < 0, we have
(5.2) w(0, t) ≤ (−t)1/2w(0,−1).
However, we may choose c > 0 so that
ce−λ0ψ0(p) ≤ w(p,−1),
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where λ0 and ψ0 are the first eigenvalue and the corresponding (positive) eigen-
function, respectively, of the Laplacian on B21 with Dirichlet boundary condition.
As ceλ0tψ0 also solves the heat equation on R
2, the strong maximum principle for
parabolic equations implies that
w(0, t) ≥ ceλ0tψ0(0)
for all t ∈ [−1, 0). This contradicts (5.2), and thus, L must equal 1. Hence, by
Brakke’s regularity theorem [5] (cf. [40]), the curvature of
√−tM for t ∈ [−1, 0) is
uniformly bounded in some neighborhood of y in R3.
Therefore, if, for all y ∈ Λ, the Στ given in Theorem 1.3 are all of the form
Ry×R, then
√−tM converges in C∞loc(R3 \ {0}) to Λ as t→ 0−, and in particular,
Λ is a regular cone in R3. This implies item (1) of Theorem 1.1 with C(M) = Λ. 
Appendix A.
For readers’ convenience we give a recounting of [34, Theorem 19] on the linear
growth bound for the second fundamental form of an end of a noncompact self-
shrinker in R3 of finite topology.
Theorem A.1. Let M be an end of a self-shrinker in R3 of finite topology. There
is a constant C1 = C1(M) > 0 so that
|AM (x)| ≤ C1 (|x|+ 1)
for all x ∈M .
Proof. We argue by contradiction. Suppose that there was a sequence of points
xi ∈M with |xi| → +∞ so that
|xi|−1|AM (xi)| → +∞.
Without loss of generality we may assume that M¯ is a subset of R3 \ B¯4 and is
homeomorphic to B¯21 \ {0}.
Letting ri = |xi|−1, we define, on B¯3ri(xi) ∩M ,
fi(x) = (ri − |x− xi|) |AM (x)|.
Observe that fi ≡ 0 in ∂B3ri(xi) ∩M . Thus fi attains its maximum at some point
zi ∈ B3ri(xi) ∩M . Let σi = 12 (ri − |zi − xi|). By the triangle inequality, for any
x ∈ B3σi(zi),
ri − |x− xi| ≥ (ri − |zi − xi|)− |x− zi| > σi.
Thus it follows that
(A.1) sup
x∈B3σi(zi)∩M
|AM (x)| ≤ sup
x∈B3σi (zi)∩M
(ri − |x− xi|)−1 fi(zi) < 2|AM (zi)|.
By the self-shrinker equation (1.1),
(A.2) sup
x∈B3σi (zi)∩M
|HM (x)| ≤ |zi|.
Thus, together with (A.2), [8, Theorem 1.3], and our assumption on the topology
of M¯ , the local Gauss-Bonnet estimate of Ilmanen [26, Theorem 3] implies that
(A.3)
∫
B3σi (zi)∩M
|AM |2 dH2 < C
for some C independent of i.
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As fi(zi) ≥ fi(xi), we have that
(A.4) σi|AM (zi)| > 1
2
|xi|−1|AM (xi)| → +∞.
Define the rescaled surfaces Ni = |AM (zi)|(Σ− zi). Thus Ni satisfies
(A.5) HNi +
1
2
|AM (zi)|−1
(
zi + |AM (zi)|−1x
)⊥
= 0.
Hence, together with (A.1), (A.3), (A.4), and (A.5), it is implied from the Schauder
estimates for uniformly elliptic equations and the Arzela`-Ascoli theorem that, after
passing to a subsequence and relabeling, theNi converges locally smoothly (possibly
with multiplicity) to a properly embedded minimal surface N in R3 of finite total
curvature and genus 0. Moreover,
|AN (0)| = 1 and sup
x∈N
|AN (x)| ≤ 2.
Furthermore it follows from [31] that N must be a Catenoid in R3 which rotates
about a straight line of direction e.
Next we choose R to be a sufficiently large constant so that N ∩ (B34R \ B3R)
is close to two parallel planes with normal e. Let Mi = |AM (zi)|−1N˜i + zi where
N˜i is the connected component of Ni ∩ B34R containing 0. For i sufficiently large,
N˜i is given by the normal exponential graph of a small function over some subset
of N . Let γi = |AM (zi)|−1γ˜i + zi where γ˜i is the image of the closed geodesic,
which encircles the neck of N , via the graphical representation of N˜i. Thus γi for
i sufficiently large is a simple closed planar curve in Mi. Denote by M
+
i ,M
−
i the
two connected components of Mi \ γi. By passing to a subsequence and relabeling,
we may assume that |zi|−1zi → v. We divide the rest of the proof into two cases
according to whether v is parallel to e or not.
Suppose that v is parallel to e. By elementary geometry and Thom’s transver-
sality theorem, for each i large, there is a solid cylinder Si = Rvi × B¯22 so that ∂Si
andM \∂M intersect transversally, Si∩M±i 6= ∅, and Si∩γi = ∅.1 Furthermore, as
M¯ ⊂ R3 \ B¯34 , Lemma 4.2 implies that M±i can be connected to ∂M via the surface
M¯ ∩ Si. Hence it follows that γi does not separate M¯ , leading to a contradiction.
Suppose that v is not parallel to e. Then, for i sufficiently large,
inf
x∈M±
i
|x| < inf
x∈γi
|x| = ai.
However, by [17, Lemma 3.20],
∆M |x|2 − 1
2
x · ∇M |x|2 + |x|2 − 4 = 0.
As M¯ ⊂ R3 \ B¯34 , it follows from the maximum principle for elliptic equations that
M±i can be connected to ∂M via the surface M¯ ∩ B3ai . This implies that γi does
not separate M¯ , giving a contradiction. 
1Here is a recipe to find Si. Let z˜ be the center of the neck of N , and let z˜i = |AM (zi)|
−1
z˜+zi.
Let z′
i
be a point in the plane through z˜i normal to e so that 2|AM (zi)|
−1R < |z′
i
− z˜i| <
3|AM (zi)|
−1R. By continuity, there is a plane Πi through z′i such that e× (z
′
i
− z˜i) is parallel to
Π and dist(0,Πi) = 2. Observe that z′i − z˜i is almost normal to Π. Thus, Π ∩ γi = ∅, and Π and
M±
i
intersect nontrivially and transversally. Now let Si be the solid round cylinder of radius 2 so
that ∂Si is tangent to Π at z
′
i
, and Si and γi lie in different sides of Π. Finally we can adjust z
′
i
in an arbitrarily small manner so that ∂Si and M \ ∂M intersect transversally.
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