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ABSTRACT 
 
Multiple gravity assist (MGA) trajectories are essential to reach high- v  targets with low propellant consumption. 
In mathematical terms, the problem of finding a good first guess solution for the design of a MGA trajectory can be 
seen as a global optimisation problem. The dimension of the search space, and of the possible alternative solutions, 
increases exponentially with the number of swing-bys, and the problem is even more complex if deep space 
manoeuvres are considered. This makes the search for a globally optimal transfer quite difficult. The proposed 
approach aims at decomposing the main problem into smaller sub-problems, solved incrementally. In fact, starting 
from the departure planet and flying to the first swing-by planet, only a limited set of transfers are feasible, for 
example with respect to the maximum achievable v . Therefore, when a second leg is added to the trajectory, only 
the feasible set for the first leg is considered and the search space is reduced. The process iterates by adding one leg at 
a time and pruning the unfeasible portion of the solution space. The algorithm has been applied to two test cases – an 
E-E-M transfer and an E-E-V-V-Me transfer – to investigate the efficiency of the exploration of each sub-problem, 
and the reliability of the space pruning. A comparison to the direct global optimisation of the whole trajectory is 
shown. 
 
 
INTRODUCTION 
In recent times there has been a flourishing interest in 
methods and tools for preliminary mission analysis and 
design, ranging from low-thrust trajectory design  [1, 2], 
to perturbed geocentric orbits [3], to multiple gravity 
assist trajectories [4-6]. In particular, the generation of a 
large number of mission alternatives can serve as first 
guesses for more detailed and sophisticated analyses. 
This interest is directly related to the modern approach 
to space mission design, which steps through phases of 
increasing complexity, the first of which is always a 
mission feasibility study. In order to be successful, the 
feasibility study phase has to analyse, in a reasonably 
short time, a large number of different mission options. 
Each mission option requires the design of one or more 
optimal trajectories. In mathematical terms, the problem 
can be seen as a global optimisation or as a global search 
for multiple local minima. 
A typical example is the optimisation of multiple 
gravity assist (MGA) trajectories. In this case, a 
spacecraft exploits the encounter with one or more 
planets in order to change its velocity vector [7]. For an 
accurate trajectory model, the number of alternative paths 
can grow exponentially with the number of encounters. 
Moreover, finding an optimal planet-to-planet transfer is, 
in itself, a global optimisation problem, due to the high 
number of local minima. 
Solving the problem, i.e. finding the global minimum, 
is a challenge for every global optimisation tool. 
However, this class of global trajectory optimisation 
problems can be decomposed into sub-problems of 
smaller complexity and approached incrementally adding 
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one planet at the time. At each incremental step, a portion 
of the search space can be pruned out.  
In a work by Myatt et al. [8], it was demonstrated that, 
if the trajectory model does not contain deep space 
manoeuvres and a powered swing-by model is adopted 
for the gravity assist manoeuvre, then an algorithm with 
polynomial complexity exists that can prune the solution 
space efficiently. In this particular instance of the MGA 
problem, each sub-problem is a bi-impulsive planet-to-
planet transfer and can be solved independently of the 
other sub-problems. In this work, the two-dimensional 
search space associated to each sub-problem was 
explored with a simple grid sampling.  
Unfortunately, when deep space manoeuvres are 
inserted along a planet-to-planet transfer leg and an un-
powered swing-by model for gravity assist manoeuvre is 
considered [9], the grid sampling approach loses its 
effectiveness. The main issue associated to the use of grid 
sampling is that, if a course grid and an aggressive 
pruning are used, many optimal solutions are lost; on the 
other hand, if a sufficiently fine grid is used, the 
computational time becomes unacceptable even for a 
limited number of planetary swing-bys. 
The MGA problem, including deep space manoeuvres 
and a free sequence of gravity assist manoeuvres, was 
already tackled and a solution was found, for some 
specific cases, with a hybrid stochastic-deterministic 
optimiser for black-box problems [6]. 
In this work, instead, we propose a problem-dependent 
approach, in which, after dividing the problem in sub-
problems, the grid sampling is substituted with a global 
search through a stochastic method. Each global search 
aims at finding not only the global optimum for each sub-
problem, but also a number of local optima. Then, the 
neighbourhood of each local optimum is preserved and 
the rest of the search space is pruned out. It will be 
shown how the proposed stochastic search performs an 
efficient and reliable global optimisation of the whole 
trajectory. This approach will be compared to the direct 
application of known stochastic methods for global 
optimisation such as Differential Evolution [10], Particle 
Swarm Optimisation [11] and multi-start techniques. 
PROBLEM FORMULATION 
A multi-gravity assist trajectory (MGA) can be defined as 
a sequence of transfer arcs and swing-bys of gravitational 
bodies, starting from a departure one and ending at a 
target one (or a target orbit). Along the transfer arcs, the 
engine of the spacecraft can be fired to produce a minor 
change in its velocity vector. Each swing-by, instead, 
exploits the gravity of the celestial body to produce a 
major change in the velocity of the spacecraft. 
On the scale of the solar system, both the propelled 
manoeuvres and the gravity-assist manoeuvres can be 
generally considered instantaneous. Thus, as a first 
approximation, during each manoeuvre, the heliocentric 
position of the spacecraft does not change, and coincides 
with the position of the celestial body at the time of the 
swing-by, in the case of a gravity assist manoeuvre. 
In other words, each manoeuvre has the effect of 
introducing a discontinuity in the velocity vector, but not 
in the position vector. The propelled manoeuvres are 
called deep space manoeuvres (DSM), and v  is the 
modulus of the resulting change in velocity. This 
particular model of a multi-gravity assist trajectory is 
called linked-conic approximation since it is made of 
conic arcs (the transfer arcs) linked together by impulsive 
changes in the velocity vector (given by the swing-bys). 
For each instant of time the position and velocity of 
the celestial bodies are given by analytical ephemerides, 
with respect to a heliocentric, ecliptic, inertial reference 
frame. Therefore, given a sequence of celestial bodies 
and times of encounter, the position of each gravity assist 
manoeuvre is fully determined. For the case under 
examination, all the celestial bodies are planets. At the 
departure planet, the velocity of the spacecraft is the sum 
of the launch velocity and the heliocentric velocity of the 
planet and is normally limited by the launch capabilities. 
Gravity Assist Model 
As mentioned above, the effect of the gravity of a planet 
is to instantaneously change the velocity vector of the 
spacecraft. The relative incoming velocity vector and the 
outgoing velocity vector, at the planet swing-by, have the 
same modulus but different directions; therefore the 
heliocentric outgoing velocity results to be different from 
the heliocentric incoming one. In the linked conic model 
the spacecraft is assumed to follow a hyperbolic 
trajectory with respect to the swing-by planet. The 
angular difference between the incoming relative velocity 
iv  and the outgoing one ov  depends on the modulus of 
the incoming velocity and on the pericentre radius 
pr
 [7]. 
Both the relative incoming and outgoing velocities 
belong to the plane of the hyperbola. However, in the 
linked-conic approximation, the manoeuvre is assumed to 
occur at the planet, where the planet is a point mass 
coinciding with its centre of mass. Therefore, given the 
incoming velocity vector, one angle is required to define 
the attitude of the plane of the hyperbola . There are 
different possible choices for the attitude angle  ; the 
one proposed in [9] has been adopted (Fig. 1):   is the 
angle between the vector 
n , normal to the hyperbola 
plane  , and the reference vector rn , that is normal to 
the plane containing the incoming relative velocity and 
the velocity of the planet 
pv
. 
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Fig. 1: Reference for the swing-by plane angle  . 
 
Trajectory Model and Optimisation 
A complete MGA trajectory is divided into a number of 
legs connecting a sequence of celestial bodies (Fig. 2). 
Given a sequence of 
PN  planets, there exist 
1,..., 1Pi N   legs, each of them beginning and ending 
with an encounter with a planet. Each leg i is made of 
two conic arcs: the first, propagated analytically forward 
in time, ends where the second, solution of a Lambert’s 
problem [12], begins. The two arcs have a discontinuity 
in the absolute heliocentric velocity at their matching 
point 
iM . Each DSM is computed as the vector 
difference between the velocities along the two conic arcs 
at the matching point. Given the transfer time 
iT  and the 
variable  0,1i   relative to each leg i, the matching 
point is at time 
, , 1DSM i f i i it t T 
, where 
, 1f it 
 is the 
final time of the leg 1i  . The velocity vector at the 
departure planet can be a design parameter and is 
expressed as: 
 
0 0 sin cos ,sin sin ,cos Tv        v
 (1) 
with the angles   and   respectively representing the 
declination and the right ascension with respect to a local 
reference frame with the x axis aligned with the velocity 
vector of the planet, the z axis normal to orbital plane of 
the planet and the y axis completing the coordinate frame. 
This choice allows easily constraining the escape velocity 
and asymptote direction while adding the possibility of 
having a deep space manoeuvre in the first arc after the 
launch. This is often the case when escape velocity must 
be fixed due to the launcher capability or to the 
requirement of a resonant swing-by of the Earth (Earth-
Earth transfers). 
In order to have a uniform distribution of random 
points on the surface of the sphere defining all the 
possible launch directions, the following transformation 
has been applied [13]: 
 
 
2
cos 2 1
2



 


 

 (2) 
It results that the sphere surface is uniformly sampled 
when a uniform distribution of points for  , 0,1    is 
chosen. 
Once the heliocentric velocity at the beginning of leg 
i, which can be the result of a swing-by manoeuvre or the 
asymptotic velocity after launch, is computed, the 
trajectory is analytically propagated until time 
,DSM it
. 
The second arc of leg i is then solved through a 
Lambert’s algorithm, from 
iM , the Cartesian position of 
the deep space manoeuvre, to 
iP , the position of the 
target planet of phase i, for a time of flight  1 i iT . 
Two subsequent legs are then joined together using the 
swing-by model. Given the number of legs of the 
trajectory 1L PN N  , the complete solution vector for 
this model is: 
 0 0 1 1 1 ,1 2 2
, 1 1 1 , 1
, , , , , , , , , ,...,
, , , ,..., , , ,
L L L L
p
i p i i i N p N N N
v t T r T
r T r T
    
      
 

x  (3) 
where 
0t  is the departure date. Now, the design of a 
multi-gravity assist transfer can be transcribed into a 
general nonlinear programming problem, with simple 
box constraints, of the form: 
 
min ( )D fx x
 (4) 
One of the appealing aspects of this formulation is its 
solvability through a general global search method for 
box constrained problems. 
Depending on the kind of problem under study, the 
objective function can be defined in different ways. Here 
we choose to concentrate on the problem of minimising 
the total v  of the mission, therefore defining: 
 
  0
1
LN
i f
i
f v v v

    x
 (5) 
where 
iv  is the velocity change due to the DSM in the 
i-th leg, and 
fv
 is the manoeuvre needed to inject the 
spacecraft into the final orbit. 
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Fig. 2: Schematic representation of a multiple gravity 
assist trajectory. 
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THE INCREMENTAL APPROACH 
The generic 
iv  in the Eq. (5) can be computed once the 
trajectory is completed up to leg i. This means that only 
the part of the solution vector x  concerning legs 1 to i is 
needed, and the same value is independent of the 
variables associated to legs 1i   to LN . This allows 
splitting the problem into sub-problems, or levels: level 1 
is taking into account the v  associated with the launch 
from the departure planet and the flight to the second 
planet; each of the following levels takes into account a 
swing-by and the subsequent leg – including a DSM – to 
reach the next planet. Let us call 
,L iD
 the dimensional 
slice of the global domain D , such that it is composed 
only by the variables related to level i. For the model 
used here, the corresponding levels, variables and 
domains are listed in Table 1. Let us also define 
,1
ii L kkD D , such that the trajectory up to level i is 
defined on the domain 
iD . 
 
Table 1: Levels and related variables. 
Level Variables Domain 
1 
0t ,  ,  , 1 , 1T  ,1LD  
2 1 , ,1pr
, 
2 , 2T  ,2LD  
… … … 
i 1i  , , 1p ir 
, 
i , iT  ,L iD  
 
Let us introduce a partial objective function, for each 
level, of the form: 
      1 1 , , 1...i i i i i i i i Lf f D i N    y y y y (6) 
where  i i y  is a function (or local pruning criterion) 
that is specific to a given level i and is used to prune that 
level. For an MGA trajectory a partial function can 
simply be defined as follows: 
  
 
0
1
, 1... 1
L
i
i i k L
k
N
f v v i N
f f

    

y
x
 (7) 
In this particular case: 
  
 
1
1 1 0
1
i
i i k
k
i i i
f v v
v

 

  
 
y
y
 
but in the remainder of this paper it will be shown that 
the definition of a proper function  i i y  plays a very 
important role in the correct pruning of the solution 
space. 
It is important to stress that the function 
if  associated 
with level i depends only on the part of the solution 
vector related to the legs from 1 to i. Moreover, 
according to Bellman’s principle of optimality, if all the 
trajectory legs from 1 to i are optimal, 
if  is a lower 
bound for 
jf
, when j i , and for the whole objective 
function f . 
Furthermore we can say that, if *if  is the optimal 
solution of a partial objective function  i if y , and we 
define a threshold value *i if f  and a feasible set iD  
such that: 
   :i i i i i iD D f f  y y (8) 
then we can prune out the portion of the solution space 
that do not belong to 
iD  and consider for level 1i   the 
new solution space: 
 
, 1i L iD D 
 (9)  
This process is called incremental pruning and 
if  is 
called pruning threshold for level i. What makes this 
approach interesting is that the evaluation of a partial 
objective function can be remarkably less expensive than 
the evaluation of the function f, and the associated search 
space is easier to explore. Thus it is possible to analyse 
level 1, using 
1f  on 1 ,1LD D
, and ideally remove (or 
prune) from the search space all the sets of values for 
which the partial objective function is above the 
threshold. The result is a pruned partial domain 
1 1D D . 
Then the process continues with level 2, considering 
2f , 
on 
1 ,2LD D
. Note that this partial domain has a smaller 
volume than 
1 ,2LD D
, as there are sets of points in 
1D  
which have already been discarded during the pruning of 
level 1. The reduction in the search space at level i makes 
the search at level 1i   more efficient. At the last level, 
the complete objective function f  is then minimised, on 
the remaining part of the search domain which was not 
pruned at previous levels, which is 
LND
. 
Different approaches can be used to find the feasible 
set 
iD  at each level i. The proposed incremental 
algorithm aims, for each level i, at the identification of 
the basin of attraction of the low-laying local minima for 
each partial objective function 
if . 
Clearly, care must be taken in defining the different 
pruning thresholds. While keeping the thresholds too 
high will result on a light pruning with little 
improvements on the computational speed of the 
optimiser, lowering the threshold too much may result in 
having the optimal solution left out of the search space. 
Solution of the Sub-problems 
The search for local minima is performed by means of a 
multi-start optimiser. The multi-start algorithm generates, 
for each level of the problem, a uniform random 
sampling of the search space, and then for each point it 
starts a local optimisation, using the MATLAB® function 
fmincon. Once all the points have converged to a local 
minimum, only those below a given threshold are kept 
and considered. The threshold must be specified for each 
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level, and it is of course related to the expected value of 
the partial objective function. 
Once the promising minimisers are identified, an 
enveloping box (or a cluster of boxes) is created around 
them. Only the solution space within the boxes is 
preserved and the rest of the solution space at level i is 
pruned out. If the pruning criteria are chosen properly, 
the local minima, and the global minimum, of the 
objective function f are included in the collection of all 
the boxes generated at each of the 
LN  levels. The reason 
for using the enveloping boxes is that the global 
minimiser of the global objective function may not be a 
minimiser for any of the partial objective functions, but it 
is expected to be in a neighbourhood of at least one of the 
minima of each sub-problem. 
Nonetheless, as it will be highlighted in the E-E-M test 
case, for some particular kinds of transfer, the partial 
objective functions in Eq. (7) turn out not to be the best 
choice. In fact, for some cases, it is possible to exploit the 
knowledge of the physics of the problem, to create a 
partial objective function in which  i i y  does not 
contribute to the value of the objective function of the 
whole problem but it is specifically devised to prune the 
search space at level i. 
Box Identification and Affine Transformation 
The search for local minima at each level ends with a 
number of points, the objective value of which is below a 
given threshold. The following step is to identify the 
feasible set, i.e. the regions of the search space that have 
not to be pruned. 
The regions are selected in three steps: first, the sub-
domain 
,L iD
 is divided into a number of hyper-
rectangles, given the size of their edge in all the 
directions; then, all the boxes which do not contain any 
solution are discarded; lastly, all the boxes that have one 
edge in common are collected together and a wrapping 
box is built. The aim of the last step is twofold: it reduces 
the number of the boxes, and it envelopes in one box the 
regions in which there are many local minima close one 
another, preserving the local and adjacent structures of 
the solution space. Fig. 3 shows the phases of the box 
identification process, for an ideal two-dimensional level. 
While the pruning process reduces the search space, 
the result is that the subsequent optimisation problem is 
not box-constrained: rather, the domain becomes the 
union of all the boxes, which is a disconnected domain. 
On the other hand, the optimiser, at the following level, 
has to be able to search only on those boxes, in order to 
take advantage of the pruning of the previous levels. 
A possible solution is to collect all the boxes at each 
level and sample (or search) the collection instead of 
each single box individually. To this aim, a space 
transformation was applied, mapping all the disconnected 
boxes into a unit hypercube made of connected boxes. 
The dimensionality of the transformed space is the same 
as the one of the original space, so is the number of 
connected boxes in the unit hypercube. Each box in the 
real space has a corresponding one in the transformed 
space, and the affine transformation allows mapping a 
point inside a box in the transformed space into a point in 
the corresponding box in the real space. 
In general, there are infinite ways to partition the 
hypercube in a given number of boxes. Some of them 
have been tested: in the following, the partitioning is 
such to maintain the mutual proportion of the volume 
among the boxes. This choice was made to preserve the 
sampling probability of the original space 
,L iD
, when a 
uniform sampling is performed. Fig. 4 shows an example 
in two dimensions of a set of boxes in the real space, and 
the corresponding partitioned hypercube. 
Using this transformation of the search space, it is 
possible to run the search for local minima on the unit 
hypercube. The affine transformation is biunivocal, thus 
it allows obtaining the point in the real space given a 
point in the unit hypercube, and evaluating the objective 
function in that point. In such a way, the optimisation 
problem becomes box constrained. In addition, only 
those parts of the search space which have not been 
pruned out are included in the search. 
Back Pruning 
In some cases, pruning the search space at level i is not 
possible since none of the criteria up to level i can be 
used to discriminate whether a region of the solution 
space should be pruned or not. In addition, some of the 
regions in the domain 
iD , which were considered 
feasible according to the partial objective function 
if , 
then become unfeasible when adding one or more levels. 
When this occurs, part of the domain 
iD  can be further 
a) b)  
Fig. 3: The box identification process. In (a), boxes are 
chosen on a grid if they include at least one local 
minimum (red stars). In (b) is the resulting box set 
after clustering adjacent boxes. 
a) b)  
Fig. 4: A set of 4 boxes in a two-dimensional space (a) 
and the corresponding set in a unit square (b). 
Partitioning is such to maintain the proportions 
between the areas of correspondent boxes. 
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pruned once the partial objective function 
,jf j i
 is 
computed at level j. 
Therefore, at each level, a back pruning procedure is 
used to further reduce the search space of the preceding 
levels. At level i, the algorithm optionally decompose the 
previous pruned domains into boxes with a smaller edge 
than the one used before, and some of the boxes are 
retained while others are discarded depending on the 
value of the partial objective at level i. 
Discussion 
Before proceeding to the next section, it is worthwhile to 
examine some of the characteristics of the proposed 
incremental approach. 
One key assumption of the incremental approach is 
that a complete solution to the MGA problem, i.e. a 
complete trajectory, can be built by adding individual 
trajectory legs, starting from departure to the arrival or 
vice versa. Therefore, although the global minimum of 
each sub-problem does not represent the global minimum 
of the whole problem, we can build the solution space of 
the whole problem by incrementally adding up the search 
spaces associated to each sub-problem in such a way that 
the resulting total search space contains the global 
minimum.  
The objective functions that are used to prune the 
search space associated to each sub-problem do not 
directly depend on the chosen objective function for the 
whole problem. Therefore, the incremental approach is 
independent of the objective function of the whole 
problem, but is strongly dependent on the characteristics 
of the trajectory model. 
In particular, for the trajectory model presented in this 
paper, the partial objective function (and pruning 
criterion) associated to each sub-problem cannot be 
evaluated without considering all the previous levels. 
This represents a fundamental difference with respect to 
what done in [8]. In fact, a trajectory model in which 
gravity manoeuvres are modelled as powered swing-bys 
does not need to build the whole solution incrementally 
(or as a cascade of sub-problems) but each sub-problem 
can be tackled in parallel with the others. Furthermore, in 
the proposed incremental approach, the search space is 
built up incrementally, therefore the number of 
dimensions of each sub-problem increases as a new level 
is added to the list. On the other hand, the number of 
dimensions of each sub-problem in [8] remains constant 
throughout the whole pruning process. 
RESULTS 
The incremental algorithm was tested on the optimisation 
of two MGA trajectories: the first one is an Earth to Mars 
transfer, with a single gravity assist of the Earth; the 
second is a transfer to Mercury, exploiting the sequence 
of swing-bys of the Earth and Venus twice. Despite the 
simplicity of these two test cases, they are representative 
of two classes of MGA transfers and well illustrate the 
complexity of these kinds of problems. 
The incremental approach was compared to the direct 
solution of the whole problem (all-at-once approach) 
with three global optimisation methods: Differential 
Evolution (DE),  Particle Swarm Optimisation (PSO, as 
described in [14]) and the same multi-start used for the 
incremental approach. Since both the incremental 
algorithm and the global optimisation methods have a 
stochastic component, 20 runs were performed for each 
test case. 
E-E-M Test Case 
This single gravity assist test case consists of an Earth-
Earth-Mars transfer. Although it is quite simple, the aim 
of this test is twofold: it demonstrates the effectiveness of 
the incremental approach, and it is useful to define a 
particular class of problem-dependent functions  i i y . 
The Earth gravity assist is used to increase the kinetic 
energy of the spacecraft with respect to the Sun when the 
launch capabilities are limited. In order to gain the 
required v , the spacecraft has to reach the Earth with a 
relative velocity vector different from the one at 
departure. This is achieved with the DSM along the 
Earth-Earth transfer leg. Thus, the optimal design of the 
first leg is essential in order to exploit the encounter of 
the Earth properly, and gain the energy to reach Mars. 
The departure velocity vector depends on the launch 
capabilities, therefore its modulus was set at 2 km/s for 
this test case, while the non-dimensional declination   
and right ascension   were left free. Being 0v  constant, 
the solution vector has only 5 decision variables on level 
1, and 
0v  can also be removed from all the objective 
functions without loss of generality. Table 2 presents the 
bounds for the variables of the problem. The global 
objective function f is the sum of the v  of the two deep 
space manoeuvres, plus the 
fv
 needed to inject the 
spacecraft into an ideal operative orbit around Mars with 
3950 km of pericentre radius and 0.98 of eccentricity. 
In the incremental approach, the whole problem is 
decomposed into two levels: level 1 consists of the Earth-
Table 2: Bounds for the E-E-M test case. 
 
Lower 
bound 
Upper 
bound 
Level 
0t  [d, MJD2000] 3650 
9128.75 
(3650 + 15 
years) 
1   0 1 
  0 1 
1  0.01 0.99 
1T  [d] 50 1000 
1  [rad]     
2 ,1pr
[planet radii] 1 5 
2  0.01 0.99 
2T  [d] 50 1000 
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Earth transfer, while level 2 computes the Earth swing-by 
and the Earth-Mars transfer leg. 
The choice of the partial objective function 
1f  for the 
incremental approach at level 1 is tricky. In fact the 
cheapest way to perform an Earth-Earth transfer is to 
move from the Earth orbit as little as possible (or not 
move at all). Therefore, if the sum of the DSM and 
0v  is 
chosen as objective to minimise, the optimiser returns 
solutions with no manoeuvre. These solutions, though, 
arrive at Earth with a relative velocity that is not suitable 
to exploit the swing-by properly. Furthermore, it is 
known from the physics of the problem that the zero-
manoeuvre solution is a local minimiser even for the 
whole EEM transfer. Since the gravity assist manoeuvre 
requires an accurate timing to reach the swing-by planet 
with the right incoming conditions, its effect is to narrow 
down the basin of attraction of each minima. In fact, a 
gravity assist manoeuvre is more sensitive to a small 
variation of the variables than a direct transfer. 
Consequently the gradient of the objective function in a 
neighbourhood of the local minima is higher and the 
basin of attraction is expected to be narrower. Now a 
zero-manoeuvre solution for the E-E leg physically 
corresponds simply to a delayed departure from Earth, 
with no gravity assist. All the zero-manoeuvre solutions, 
therefore, have a much wider basin of attraction. This can 
be easily verified by applying a general stochastic global 
optimiser to the whole E-E-M problem. The optimiser 
will return with a higher probability the zero-manoeuvre 
solutions if no special condition is imposed on the 
departure velocity at the Earth. 
In order to minimize the v  on the E-M leg, the 
incoming velocity vector at the Earth should be as such 
to have an outgoing relative velocity vector aligned with 
the velocity vector of the Earth (maximum increase in the 
kinetic energy). 
A suitable criterion to optimise the first leg can be 
found by studying the characteristics of the relative 
velocity vector at the end of the Earth-Earth transfer. Fig. 
5 represents the in-plane components (radial 
rv  and 
transversal v ) of the normalised incoming relative 
velocity vector for the best solutions found minimising 
the total E-E-M v  with the all-at-once approach. On the 
same plot the objective function for the complete 
problem is also represented. 
For the best solutions (from 1 to about 300), the 
direction of the relative velocity is almost completely 
radial. Therefore, the following partial objective function 
was chosen for all the levels in which there is a resonant 
leg: 
 2 2
2
1
i
hi k
r k
v vf vv


  
 (10) 
This function tries to minimise the DSM while 
maximising the radial component 
rv  of the relative 
velocity before the subsequent swing-by, with respect to 
the other components , hv v .   was set to 1 km/s. 
Although this criterion was derived for a specific case, it 
has general validity and applies to two classes of MGA 
transfers: aphelion rising gravity manoeuvres and 
perihelion lowering gravity manoeuvres. 
Given the partial objective function in Eq. (10), the 
incremental algorithm was run with 30 randomly 
distributed starting points for level 1 and 20 for level 2. 
The threshold for 
1f  at level 1 has been set to 0.5 km/s. 
The size of the boxes at level 1 for each variable was set 
to the values represented in Table 3. 
The length of the edges along all the dimensions is a 
fraction of the whole search space, except for the edge 
along direction 
0t , which spans the entire range. The 
reason is that the orbit of the Earth is almost circular: 
therefore a different position along its orbit has little 
influence on the arrival conditions at the end of the Earth-
Earth leg. Thus, it is not possible to prune along 
0t  at 
level 1, i.e. in the E-E leg. 
The result of the pruning of level 1 is shown in Fig. 6 
to Fig. 8, which represent the projection of the boxes 
along variables of level 1. The red stars represent the 
solutions found by the incremental search engine at level 
1. All the search space which is not included in one of the 
boxes is pruned out, and not considered during the search 
at the following level. 
 
Fig. 5: Normalized in-plane components of the incoming 
relative velocity vector before the Earth swing-by, for 
the best solutions found, and corresponding objective 
value. 
Table 3: Box size for the E-E-M test case. 
Level under pruning Box edges at level 1 
1 
5478.75 d 
0.1429 
0.1429 
0.2967 
95 d 
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The fact that 
0t  is not relevant is clear from Fig. 6, as 
the solutions are spread along the whole time span. 
Instead, the pruning process reduces the search space 
along the other variables considerably, in particular  , 
  and 1T . Fig. 7 reveals that all the solutions have the 
non-dimensional declination   at 0.5, which means that 
the launch must be in the Earth orbit plane, and non-
dimensional declination   equal to 0, 0.5, or 1: these 
values correspond to a launch excess velocity aligned 
with Earth orbital velocity (with the same or the opposite 
direction). Considering the time of flight 
1T , there are 4 
classes of solutions, around 365 d, 510 d, 720 d and 900 
d. These local minima have been clustered in 3 boxes, as 
seen in Fig. 8. 
The following step of the incremental algorithm is the 
process of level 2. Since level 2 is the last one in this 
problem, its pruning is not necessary. All the solutions 
found by the multi-start are sorted and the best one is 
considered the best global minimum. The search for the 
solutions at level 2 takes advantage of the pruning at 
level 1, and exploits the space transformation. 
The smallest v  found by the incremental approach, 
averaged on the 20 runs, is shown in Table 4, together 
with the same value obtained by running the DE and the 
multi-start on the complete problem all-at-once. The 
number of objective function evaluations is also shown, 
as a parameter of the computational power required to 
obtain a certain objective value, and thus as an index of 
the performance of the optimiser. For the incremental 
approach, the number of function evaluations for each 
level is shown. The standard deviation of the best-found 
objective value on the 20 runs is also shown. 
The result is that the incremental algorithm finds 
solutions with a lower v  than DE, PSO and the multi-
start, with about 1/10 of the function evaluations.  
The trajectory corresponding to the best solution found 
by the incremental approach is represented in Fig. 9. 
 
 
Table 4: E-E-M results for 4 different approaches, values 
computed on 20 runs. 
 
Average no. of 
function 
evaluations 
Best v  [km/s] 
Average 
Standard 
deviation 
DE 
all-at-once 
200070 1.591 0.136 
PSO 
all-at-once 
200000 1.556 0.238 
multi-start 
all-at-once 
210217 1.268 0.137 
Incremental 6097, 18519 1.171 0.081 
 
3000 4000 5000 6000 7000 8000 9000 10000
t
0
, d, MJD2000
t0 at Level 1
 
Fig. 6: Projection on 
0t  of boxes and solutions after 
pruning level 1. 
 
Fig. 7: Projection on ,   of boxes and solutions after 
pruning level 1. 
 
Fig. 8: Projection on 
1 1,T  of boxes and solutions after 
pruning level 1. 
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Fig. 9: Projection on the ecliptic plane of the best 
solution found by the incremental algorithm. The 
total v  is 1.08 km/s. 
 
E-E-V-V-Me Test Case 
This sequence to reach Mercury includes three swing-
bys, 2 of which are resonant. It is the same sequence 
chosen for the MESSENGER mission [15], and is likely 
to be chosen for the BepiColombo mission [16], although 
the latter will use low-thrust propulsion. 
The launch excess velocity was fixed to 1.5 km/s, and 
no orbit insertion manoeuvre was considered at Mercury, 
because other resonant swing-bys may be added to 
further slow down the spacecraft. The objective function 
is then the sum of the deep space manoeuvres in each leg. 
The bounds for this problem are shown in Table 5. The 
launch window and the time of flights intervals were 
chosen to include the BepiColombo baseline mission 
option [16]. 
The 4th leg was required to perform 6 complete 
revolutions around the Sun. To this aim, the bounds on 
4  were restricted such that the propagated part of the 
leg can perform at least 3 complete revolutions, while the 
subsequent Lambert problem is solved searching for a 2-
complete-revolution solution. 
For the incremental approach, 100, 100, 100, 200 
starting points for levels 1 to 4 respectively were used. 
The size of the boxes for level 1 was set to a fraction of 
the span of the space (apart from 
0t ), as shown in Table 
6. At the pruning of level 2, the back pruning was used, 
and the boxes were re-generated also on level 1, with 
their edge on variable 
0t  reduced to 1/10. The reason is 
that the E-V leg introduces some constraints on the 
phasing of the Earth-Venus system, and this reduces 
dramatically the range of the possible launch dates, in 
order to have a low v . For the variables of the levels 2 
to 4, the size of the boxes was kept fixed, as in Table 6. 
The objective function in Eq. (10) was chosen for 
searching the solutions on level 1 and 3 of the 
incremental approach. These levels correspond to the 
resonant-swing-by legs E-E and V-V respectively. For 
levels 2 and 4, the sum of the v  was chosen. Local 
minima above 1, 1.1, 1.2 km/s were discarded at levels 1, 
2, 3 respectively. 
As in the E-E-M case, the pruning of level 1 does not 
identify any particular launch window, even if some 
periodicity is visible due to the eccentricity of the Earth 
orbit (Fig. 10). As seen in Fig. 11, the incremental 
algorithm clearly identifies an in-plane, tangential launch.  
Fig. 14 shows three classes of solutions with 3 possible 
time of flights 
1T , clustered into 2 sets of boxes. The 
solutions are spread in a wide range on 
1 . 
 
Table 5: Bounds for the E-E-V-V-Me test case. 
 
Lower 
bound 
Upper 
bound 
Level 
0t  [d, MJD2000] 4500 5500 
1 
  0 1 
  0 1 
1  0.2 0.9 
1T  [d] 350 600 
1  [rad]     
2 ,1pr
 [planet radii] 1 5 
2  0.01 0.99 
2T  [d] 300 450 
2  [rad]     
3 ,2pr
 [planet radii] 1 5 
3  0.01 0.99 
3T  [d] 150 300 
3  [rad]     
4 ,3pr
 [planet radii] 1 5 
4  0.595 0.733 
4T  [d] 750 850 
 
Table 6: Box size for the E-E-V-V-Me test case. 
Level 
under 
pruning 
Box 
edges at 
level 1 
Box 
edges at 
level 2 
Box 
edges at 
level 3 
Box 
edges at 
level 4 
1 
1000 d 
0.2 
0.2 
0.2333 
50 d 
   
2…4 
100 d 
0.2 
0.2 
0.2333 
50 d 
1.25 rad 
1.33 
0.29 
30 d 
1.25 rad 
1.33 
0.29 
30 d 
1.25 rad 
1.33 
0.046 
20 d 
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Fig. 10: Projection on 
0t  of boxes and solutions after 
pruning level 1. 
 
 
Fig. 11: Projection on ,   of boxes and solutions after 
pruning level 1. 
 
 
Fig. 12: Projection on 
1 1,T  of boxes and solutions after 
pruning level 1. 
 
 
The search at level 2 reveals that the solutions are no 
more spread along 
0t  (Fig. 13): thus, the reduced size of 
the boxes allows identifying a few launch windows, 
between 4900 and 5200 MJD2000 in particular. This 
result was expected and justifies choice for a smaller box 
size along 
0t  after level 1. In Fig. 14 it is noticeable that 
the time of flight 
2T  for the E-V leg should be around 
430 d. The projection of the boxes along the axes of the 
Earth swing-by, Fig. 15, shows that the ideal Earth 
swing-by angle 
1  is around 0. No pruning is done on 
,1pr
, as the solutions are spread in the whole span. 
The incremental approach proceeds in the same way 
up to level 4. At this point, the global solutions are found. 
Table 7 shows the comparison of the incremental 
approach with the two all-at-once approaches, in terms of 
objective function and number of function evaluations. 
 
 
4500 4600 4700 4800 4900 5000 5100 5200 5300 5400 5500
1
2
3
4
5
6
7
t
0
, d, MJD2000
E-E-V-V-Me Level 2
 
Fig. 13: Projection on 
0t  of boxes and solutions after 
pruning level 2. 
 
 
Fig. 14: Projection on 
2 2,T  of boxes and solutions after 
pruning level 2. 
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Fig. 15: Projection on 
1 ,1, pr
 of boxes and solutions after 
pruning level 2. 
 
Table 7: E-E-V-V-Me results for 4 different approaches, 
values computed on 20 runs. 
 Avg. no.  
obj. fun. 
eval. 
Time for 
obj. fun. 
eval. [s] 
Best v  [km/s] 
Avg. Std. dev. 
DE 
all-at-once 
400010 5842 8.456 0.444 
PSO 
all-at-once 
460000 6900 6.094 0.920 
multi-start 
all-at-once 
427499 6412 4.599 0.865 
Incremental 
24397, 
96674, 
184340, 
154754 
3625 3.89 0.739 
 
Table 8: Average time to evaluate the partial objective 
functions, for each level, in seconds. 
Level 1 Level 2 Level 3 Level 4 
31.8 10  33.5 10  35.0 10  21.5 10  
 
For this test case, the incremental algorithm 
outperforms all the other methods, using about the same 
number of function evaluations. Nevertheless, it has to be 
considered that all the all-at-once approaches evaluate the 
objective function for the complete problem every time, 
while the incremental is evaluating that function only at 
level 4. The partial objective functions at lower levels are 
cheaper to compute, as they include less legs and zero-
revolution Lambert problems, which are quicker to solve 
than the multi-revolution one at leg 4. Times for one 
function evaluation on an Intel Pentium 4 3 GHz are 
reported in Table 8. The result is that the total time spent 
in evaluating the objective function is far lower for the 
incremental approach than for the others. At the same 
time the incremental approach was able to identify better 
trajectories. 
-1 -0.5 0 0.5 1
-1
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0
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y
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Fig. 16: Projection on the ecliptic plane of the best 
solution found by the incremental algorithm.  
 
Fig. 16 plots the projection of the best trajectory found 
by the incremental algorithm during one of the 20 runs. 
The total v  is 4.55 km/s with a relative velocity at 
Mercury of 8.2 km/s. Note that, the reason why the 
relative velocity at Mercury is so high compared to the 
BepiColombo mission is that it was not included in any 
pruning criterion or in the objective function of the whole 
problem. 
CONCLUSION 
In this paper the authors presented an incremental 
approach for the optimisation of multiple gravity assist 
trajectories with deep space manoeuvres. The approach is 
based on a decomposition of the whole problem in sub-
problems that can be solved incrementally. For each sub-
problem, a stochastic optimization approach is used to 
identify the basin of attraction of the local optima with 
respect to a pruning criterion. Then, a portion of the basin 
of attraction is enveloped in a set of boxes and the rest of 
the search space is pruned out. After pruning, the 
remaining search space for each sub-problem is made of 
a disconnected set of boxes. A transformation is then 
applied to generate a connected and compact collection 
of boxes, and thus allowing the following search to be 
done only on the non pruned part of the domain. 
The proposed approach has demonstrated to be 
reliable and efficient compared to the solution of the 
whole problem all-at-once. In particular the incremental 
approach provides a significant reduction in the number 
of function evaluations compared to global optimisation 
methods, such as Differential Evolution and Particle 
Swarm Optimization, while at the same time is finding 
better solutions. 
Current work is focusing on an extension of the 
trajectory model to take into account multiple deep space 
manoeuvres for each leg and powered swing-bys, as well 
as the automatic selection of the sequence of planets. 
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