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ABSTRACT 
_The formulation of a generalized trapezoidal rule for the integration of the consti-
tutive equations for a convex elastic-plastic solid is presented. This rule, which is 
based on an internal variable description, is consistent with a generalized trape-
zoidal rule for creep. It is shown that by suitable linear extrapolation, the standard 
backward difference algorithm can lead to this generalized trapezoidal rule or to a 
generalized midpoint rule. In either case, the generalized rules retain the symmetry 
of the consistent tangent modulus. 
It is also shown that the generalized trapezoidal and midpoint rules are fully equiv-
alent in the sense that they lead to the establishment of the same minimum princi-
ple for the increment. The generalized trapezoidal rule thus inherits the notion of 
B-stability and both rules offer the opportunity to exploit the second order rate of 
convergence for a = ~. However, in the generalized trapezoidal rule, the equilibrium. 
and constitutive equations are fully satisfied at the end of the time increment. This 
may be more convenient than the generalized midpoint rule, in which equilibrium 
and plastic consistency are satisfied at the generalized midpoint. 
A backward difference return algorithm for piecewise linear yield surfaces is then 
formulated, with attention restricted to an associated flow rule and isotropic material 
behavior. Both the Tresca and Mohr-Coulomb yield surfaces with perfectly plastic 
and linear hardening rules are considered in detail. The algorithm has the advantage 
of being fully linked to the governing principles and avoids the inherent problems 
associated with corners on the yield surface. It is fully consistent in that no heuristic 
assumptions are made. 
The algorithm is extended to include the generalized trapezoidal rule in such a way 
that the general structure of the backward difference algorithm is maintained. This 
allows both for the computational advantages of the generalized trapezoidal rule to 
be utilized, and for a basis for comparison between this algorithm and existing back-
ward difference algorithms to be established. Using this fully consistent algorithm, 
the return paths in stress space for the Tresca and Mohr-Coulomb yield surfaces with 
perfectly plastic and linear hardening rules are identified. These return paths thus 
provide a basis against which heuristically developed algorithms can be compared. 
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CHAPTER 1 
INTRODUCTION 
The formulation and solution of the incremental problem for a convex elastic-plastic 
solid is a fundamental problem in rate-independent computational plasticity. At 
some point within the finite element solution of the problem, it becomes necessary 
to integrate the constitutive equations governing the material behaviour. This cal-
culation, which is carried out by an integration algorithm based on an appropriate 
time integration scheme, directly affects the overall accuracy of the analysis. 
Classical approaches to the formulation of the integration algorithm have been es-
sentially heuristic in that they are not fully linked to the governing principles4 • This 
is especially so in the case of piecewise linear plasticity, where the algorithm needs 
to be formulated within the confines of Koiter's rule. 
Due to the advantages associated with the backward difference integration scheme, 
there has been an increasing acceptance of this time integration scheme for piece-
wise linear plasticity1•2•3•7•11 • Further, recent research has concentrated both on 
the improvement of time integration schemes (in terms of the accuracy and rate of 
convergence of the overall analysis) and on understanding the links between these 
integration schemes and the governing mechanical principles6,S,lO,l2 . 
By exploiting the links between the classical and the consistent mathematical pro-
gramming formulations provided by the internal variable approach5•9 , a consistent 
backward difference integration algorithm can be formulated. The algorithm is writ-
ten in the form of a mathematical programming problem and is fully consistent in 
that no heuristic assumptions are made. In the application to piecewise linear plas-
ticity, it has the advantages of being fully linked to the governing principles and 
avoiding the inherent problems associated with corners on the yield surface under 
the classical formulation. It thus provides a basis against which heuristically devel-
oped algorithms can be compared. 
The algorithm can be improved by including a generalized trapezoidal rule for the 
integration of the constitutive equations. The formulation of this rule is also based 
on the internal variable approach and is fully linked to the governing mechanical 
principles. The generalized trapezoidal rule shares with the generalized midpoint 
rule of Simo et al 10•12 the notion of B-stability and the opportunity to exploit 
the second order rate of convergence for a = ~, while retaining the symmetry of 
the consistent tangent modulu~. It may however be regarded as more convenient 
than its generalized midpoint counterpart, in the sense that the equilibrium and 
constitutive equations are fully satisfied at the end of each interval rather than at 
the gen.eralized midpoint. 
The thesis is set out as follows: In chapter 2 the formulation and solution of the 
incremental elastic-plastic problem is cast in terms of the classical approach. A 
number of important computational aspects related to the choice of time integration 
schemes and their implementation in piecewise linear plasticity are considered. 
Chapter 3 deals with the formulation and solution of the incremental problem using 
the internal variable approach. A time discretization in terms of a dual sequence of 
discrete instants is introduced together with a backward difference time integration 
scheme. The formulation provides the basic framework for a finite element model of 
the elastic-plastic problem and is used in the following chapters. 
The generalized trapezoidal rule is introduced in chapter 4 and it is shown that by 
suitable linear extrapolation, the standard backward difference algorithm can lead 
to either this rule or to the generalized midpoint rule of Simo et al l0,l2 • Further, 
it is shown that the generalized trapezoidal and generalized midpoint rules are fully 
equivalent in the sense that they lead to the establishment of the same minimum 
principle for the increment. 
In chapter 5, an internal variable formulation of a consistent backward difference 
algorithm for the corrector step is considered. The algorithm is developed for piece-
wise linear plasticity and is restricted to isotropic materialS with an associated flow 
rule. It is first specialized to the Tresca and Mohr-Coulomb yield surfaces with lin-
ear hardening and then extended to include the generalized trapezoidal rule. The 
extension is carried out in such a way that the general structure of the backward 
difference algorithm is maintained in that the same convex quadratic programming 
problem is established for both cases. 
Finally, the quadratic programming problems for the Tresca and Mohr-Coulomb 
yield surfaces with perfectly plastic and linear hardening material behaviour are 
developed in chapter 6. These are then used to develop the said basis of comparison 
in the form of the classical return mapping algorithm by identifying the return paths 
in principal stress space associated with an elastically predicted stress. 
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CHAPTER 2 
FINITE ELEMENT SOLUTION FOR PLASTICITY 
2.1 INTRODUCTION 
In this chapter, the formulation and solution of the rate-independent elastic-plastic 
problem is cast in terms of the classical framework. Attention is restricted to an asso-
ciated flow rule and an isotropic material with linear hardening. Various important 
computational aspects in rate-independent computational plasticity are introduced, 
and particular attention is paid to the choice of time integration schemes to integrate 
the constitutive rate equations. 
Secondly, the elastic-plastic problem in piecewise linear plasticity is considered and 
solutions in terms of the classical framework discussed. 
2.2 BASIC EQUATIONS FOR ELASTO-PLASTICITY 
In small strain plasticity, under isothermal conditions, the total strain € can be 
decomposed into elastic and plastic components 
(2.1) 
The stress CT is related to the elastic strain component by means of the symmetric 
elasticity matrix D 
(2.2) 
The plastic strain rate is given by the flow rule 
i_p = Ar( CT,~) (2.3) 
where ,\ is the scalar multiplier which denotes the magnitude of the plastic strain 
rate, r is the plastic flow direction and·~ is a hardening parameter. 
5 
The onset of plastic flow is defined by a convex yield function </J(u, ,,-;) which is 
homogeneous and of degree one in a and delimits the elastic response region. This 
yield function is traditionally visualized as a yield surface in Cauchy stress space, 
its position in this space dependent on the hardening parameter K. 
For an associated flow rule, the plastic flow direction r is normal to the yield surface 
in stress space (normality con di ti on) 
( ) 8</J(u, ,,-;) r u,K = &u (2.4) 
and eqn. (2.3) can be written as 
(2.5) 
Eqn.(2.5) is the basic plastic constitutive equation which relates the yield function 
and the plastic strain rates. 
The scalar multiplier >. is evaluated using the loading-unloading conditions. These 
can be expressed in the Kuhn-Tucker form as the requirement that the following 
constraints be simultaneously satisfied at all times: 
(2.6a) 
(2.6b) 
(2.6c) 
This in turn implies the plastic consistency condition, which must be satisfied during 
plastic flow and has the effect of confining the stress trajectory to the yield surface. 
(2.7) 
In computational analysis it becomes necessary to integrate the constitutive equa-
tions given by eqns. (2.1)-(2.6). This is now described within the framework of the 
finite element method. 
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2.3 FINITE ELEMENT SOLUTION PROCEDURE 
In the displacement finite element method, the elastic-plastic body is spatially dis-
cretized. External forces P(t), which are given functions of time, act on the un-
constrained nodes. Displacements, represented by the vector u(t), are measured at 
the unconstrained nodes and both the strain field e(t) and the stress field u(t) are 
defined at points where the constitutive equations are integrated (Gauss points). 
The rate problem, described by eqns. (2.1)-(2.6), is recast in terms of an incremental 
problem by dividing the time domain into a sequence of discrete instants in time. 
We consider the time interval (tn, tn+I = tn + ~t) defined by two such instants. 
The initial conditions <Tn,En,e~,Kn, defined at the instant tn, as well as the strain 
increment for the interval ~€n+I, are assumed given. A solution u n+I, E~+I, Kn+I is 
sought at the end of the interval at instant tn+l · 
In seeking the solution, th~ equilibrium equations are weakly satisfied at time tn+I 
(2.8) 
Subscript [e = 1, ... ,M elements] denotes the spatial discretization of the volume V, 
while B is the matrix relating strains at the Gauss points to displacements at the 
nodes. 
A stress update algorithm, which incorporates the integration of the incremental 
(rather than the rate) constitutive equations, is defined in the following form: 
(2.9) 
The stress update algorithm, in conjunction with the discretized compatibility equa-
tion, allows the equilibrium equations to be written in terms of the nodal displace-
ment increments. 
(2.10) 
The non-linear equations defined by eqn. (2.10) are solved by an iterative procedure 
based on the Newton Raphson method15•29 • Each iteration within a particular time· 
interval consists of what will be referred to as a predictor and a corrector step. 
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2.3.1 The Predictor Step 
In the predictor step, new estimates of the nodal displacement increments are ob-
tained by an appropriate linearisation of the incremental constitutive equations. If 
the linearization is consistent with the stress-update algorithm, the consistent tan-
gent D of Simo and Taylor25 is obtained. 
jj = 8u(d€n+i,un,€n,€~,h':n) 
0€n+l 
(2.11) 
For a trial solution after the (i)-th iteration, the predictor step, for the (i + 1)-th 
iteration, then reduces ~o the solution of the following set of linear equations in du 
(2.12) 
where the term in brackets is the tangent modulus and the term on the right hand 
side is the out-of-balance nodal force vector or residual. The new estimates of the 
nodal displacement increments is given by 
(2.13) 
2.3.2 The Corrector Step 
In the corrector step, new estimates of the strain increments at the Gauss points 
are obtained directly from the nodal displacement increments using the discretized 
compatibility equation. The stress update algorithm of eqn. (2.9) is then used, to 
determine the stresses associated with the new estimates from the full (rather than 
linearised) incremental constitutive equations. The updated stresses lead to the 
residual (eqn. 2.12) which is the starting point of the next iteration. 
2.4 THE STRESS UPDATE ALGORITHM 
Two distinct approaches to the stress update algorithm exist, namely formulations 
based on incremental holonomic methods and those based on the concept of return 
mapping algorithms. The second of these approaches, although essentially heuristic8 , 
is treated in detail as it forms an integral part of the classical framework. 
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2.4.1 Incremental Holonomic Methods 
The deveiopment of incremental holonomic methods is based on the concepts of 
incrementally extremal paths5•18•20•21 and has the advantage that it is closely linked 
to the governing mechanical principles. A distinct correspondence exists between 
these methods and the internal variable formulation given in Chapter 310• 
2.4.2 Return Mapping Algorithms 
Return mapping algorithms have been the subject of a considerable amount of study 
since finite element incremental analysis was first attempted11 •22•28• Traditionally, 
as illustrated in Figure 2.1, the stress update algorithm has been conceived in stress 
space as a two-step algorithm. The stress at the end of then-th increment, O'n, is 
known, as is the total strain increment estimated for the ( i + 1 )-th iteration of the 
n + 1-th increment, L.\€~:;>. At each point where the stresses are calculated, it is 
first assumed that there is no plastic deformation in the increment, and the stress 
increment is computed as 
L\ E (i+I) - DA (i+l) <T n+l - u€n+l (2.14) 
If the es~imated updated stress (known as the elastically predicted stress) 
E (i+l) _ + A E (i+l) 
<T n+l - <Tn uO:n+I (2.15) 
lies within the yield surface, the assumption is correct, the increment is indeed elas-
tic, and the final stress point u~:;> is given by the elastically predicted stress. If 
not, the final stress point u~:;> on the yield surface and the plastic strain increment 
L\EP n~il) is computed, such that L.\EP n~il) is normal to the yield surface according 
to some time integration scheme. Incremental plastic consistency (algebraic coun-
terpart of eqn. 2. 7) is satisfied by enforcing the yield criterion </>( <T, ~) = 0 at the 
end of the time increment. Thus 
(i+l) - + DI A (i+l) - A p (i+l)) 
O' n+l - O'n \u€n+1 u€ n+l (2.16a) 
L\EP (i+l) - L\.Xr(u ~) 
n+l - ' (2.16b) 
(j•. IJ Elastic 
response 
region 
Convex yield surface 
.__ ____ <fij </>(CT,Kn) = 0 
E (i+l) 
CT n+I 
Convex yield surface 
( (i+l)) </> CT, Kn+l = 0 
Figure 2.1: Geometric illustration of the return mapping algorithm 
where r is evaluated via the normality condition (eqn. 2.4) at some point within the 
increment. 
If the initial stress CTn lies within the yield surface, as depicted in Figure 2.1, a contact 
stress state CT~i+l) on the yield surface first needs to be computed11•16• However, for 
simplicity, we choose the initial stress state on the yield surface (i.e. CT~i+l) = CTn), 
which in no way restricts the generality of the discussion. 
For hardening solids the yield surface may also change during the increment. Eqn. (2.16a) 
describes the movement of the elastically predicted stress point CT~+~+l) back onto 
the appropriate yield surface, and is illustrated in Figure 2.1. Set in this frame-
work, the stress update algorithm has been termed the return mapping algorithm 
and the numerical integration of the constitutive equations reduces to the solution 
of eqns. (2.16). 
2.5 COMPARATIVE STUDIES 
As the precision in which the constitutive equations are integrated within the stress 
update algorithm impacts directly on the accuracy of the overall analysis, compar-
isons of various algorithms have been made7•14. Three criteria for comparison have 
been established, namely the accuracy of the algorithm, the stability of the algo-
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rithm and the symmetry of the tangent moduli. Each of these criteria is considered 
briefly. 
2.5.1 Accuracy 
A numerically integrated solution CT n+l, €n+i, €~+1' Kn+i is accurate if it agrees with 
the exact solution CT( tn+t ), e(tn+l ),eP( tn+I ), K(tn+I) obtained using the full rate con-
stitutive equations (eqns. 2.1-2.6). 
As the numerical integration of the constitutive equations is carried out for a given 
strain increment ~€n+i, the total updated strain 
(2.17) 
is a function of the time increment ~t. The numerical solution is implicitly defined 
via the integration of the constitutive equations and thus CT n+I, e~+l' Kn+I are also 
functions of ~t. Further, by choosing</> to be sufficiently smooth, CTn+i,e~+i,Kn+t 
are differentiable functions of ~t (the implicit function theorem) and may be ex-
panded using a Taylor series. 
(2.18a) 
(2.18b) 
(2.18c) 
The stress update algorithm is first order accurate (or consistent with the consti-
tutive equations) if the above numerically integrated values agree with their exact 
values to within second-order terms in ~t. Similarly, the algorithm is second order 
accurate if the numerically integrated values agree with their exact values to within 
third-order terms in ~t. Any algorithm that is second-order accurate incorpo~ates 
first-order accuracy. 
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2.5.2 Stability 
First order accuracy and stability of the stress update algorithm a.re necessary and 
sufficient conditions for convergence as the time increment tit tends to zero14• Thus 
an acceptable algorithm needs to satisfy these two criteria. 
Ortiz and Popov14 introduced a general methodology for numerical stability of the 
elasto-plastic problem in which the yield surface is smooth. Within this methodol-
ogy, an algorithm is stable in the energy norm if infinitesimal perturbations in the 
initial conditions are attenuated. 
More recently, Simo and Govindjee23 introduced the notion of B-stability31 •32•33•34 
in which the algorithm is contractive relative to the natural norm defined by the 
complementary Helmholtz free energy function. The notion of B-stability is the 
appropriate notion of non-linear stability for rate independent plasticity. It is in-
dependent of the smoothness of the yield surface but relies on the convexity of <P 
(which is assumed) and the normality condition (eqn.2.4). 
2.5.3 Symmetry of the Tangent Modulus 
In order to preserve the quadratic rate of asymptotic convergence of the Newton 
Raphson method, the linearization of the constitutive equations in the predictor 
step must be consistent with the stress update algorithm, leading to the consistent 
tangent of Simo and Taylor25 • These consistent tangents may however not preserve 
constitutive symmetries: i.e. the tangent modulus ( eqn.2.12) may not be symmet-
ric. The symmetry of the tangent modulus is necessary for numerous regularity 
properties and bounding theorems of plasticity9 and thus it is important that it is 
preserved by the numerical procedure. As the consistent tangent is dependent on 
the stress update algorithm ( eqn. 2.9), a desirable feature of such an algorithm is 
that it ensures symmetry of the consistent tangents. 
2.6 TIME INTEGRATION SCHEMES 
The time integration scheme forms an integral part of the return mapping algorithm 
of eqn. (2.16). Ortiz and Popov14 have generalized the concept of return mapping 
algorithms and postulated two generalized time integration schemes which categorize 
a wide range of these algorithms. These generalized schemes are consistent with the. 
return mapping algorithm described in section 2.4.2, in that incremental plastic 
consistency is enforced at tn+l · The algorithms associated with these generalized 
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schemes are first order accurate and in general do not ensure symmetry of the tangent 
modulus except for the specific case of the backward difference scheme13• 
Simo and Taylor26 and Simo and Govindjee23 have proposed an alternate generalized 
midpoint scheme in which incremental plastic consistency is enforced at a generalized 
midpoint. This scheme, which also leads to first order accurate return mapping 
algorithms, has the advantage that symmetry of the tangent moduhis is ensured. A 
further advantage of this scheme is that it leads to a second order accurate algorithm 
if the true midpoint is chosen. 
2.6.1 The Generalized Trapezoidal rule of Ortiz and Popov 
For the generalized trapezoidal rule eqn. (2.16b) can be written as 
(2.19a) 
(i+l) ) (i+l) 
rn+a = (1 - a rn + arn+l (2.19b) 
where 
(2.19c) 
(i+l) - ( (i+l) (i+l)) 
r n+l - r <I' n+l 'Kn+l (2.19d) 
The return in stress space, associated with this time integration scheme, is a single 
step return in direction r~:!) and is illustrated in Figure 2.2. Alternately, the return 
can be visualized as consisting of two substeps, the first in the initial plastic flow 
direction rn (normal to the yield surface at <Tn, Kn) and the second in the final plastic 
flow direction r~:;) (normal to the yield surface at <T~:;), K~:{)). The parameter 
a gives the relative proportions of these substeps. 
For a = O the return mapping algorithm is explicit and for a > 0 it is implicit. 
For a = ! and the van Mises yield function, the algorithm coincides with the mean 
normal procedure of Rice and Tracy22; and for a = 1, it coincides with the backward 
difference or closest point algorithm (a generalization of the radial return algorithm 
of Wilkins28 for the von Mises yield function). 
..-
-Dtl>.(a)r~::> 
( (i+l)) </> <T, Kn+I = 0 
E (i+l) 
<Tn+I 
Figure 2.2: The generalized trapezoidal rule of Ortiz and Popov 
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For a yield surface of constant curvature ( eg von Mises) and for a ~ ! , the algorithm 
is unconditionally stable in the energy norm. The algorithm is also second-order 
accurate for a = ! . 
2.6.2 The Generalized Midpoint rule of Ortiz and Popov 
For the generalized midpoint rule eqn. (2.16b) can be written as 
(2.20a) 
(i+I) - (( ) (i+l) ( ) (i+l)) rn+a - r 1 - a <7n + aa n+I , 1 - a Kn+ aKn+I 0 ::; a ::; 1. (2.20b) 
The return in stress space, associated with this time integration scheme, is a sin-
gle step return in the plastic fl.ow direction r~t~> (normal to the yield surface at 
(i+t) (i+i)) d · ·n t d. F' 2 3 a n+a , Kn+a an IS 1 ustra e m igure . . 
For a = 1, this rule coincides with the generalized trapezoidal rule. The two rules 
also coincide for all a: for the von Mises yield function with elastic perfectly plastic 
and linear kinematic hardening. 
E (i+I) 
O'n+I 
( (i+l)) </> O', Kn+l = 0 
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Figure 2.3: The generalized midpoint rule of Ortiz and Popov 
Unlike the generalized trapezoidal rule, the generalized midpoint rule is uncondi-
tionally stable in the energy norm for a ~ ~ irrespective of the yield surface. The 
generalized midpoint rule is also second-order accurate for a = ! . 
2.6.3 The Generalized Midpoint rule of Simo et al 
The essential difference of this rule is that incremental plastic consistency is en-
forced at a generalized midpoint tn+a. This implies that the plastic strain increment 
~€~~~+1) is computed such that the stress point u~t~>, defined at the generalized 
midpoint, lies on the yield surface. Eqn. (2.16b) thus become 
(2.21a) 
(i+l) - ( ) (i+l) ( - ) (i+l)) 
rn+a - r( 1 - Q Un+ QO" n+l , 1 . Q Kn+ QKn+l 0 ~a~ 1. (2.21b) 
Eqn. (2.21b) coincides with eqn. (2.20b ). The geometric interpretation of this return 
mapping algorithm is given in Figure 2.4, in which the enforcement of incremental 
plastic consistency at tn+a is clearly illustrated. 
(i+l) : 
O'n+l 
( (i+l) </> u, Kn+l ) = Q 
"'( (i+l)) " 
'f' u, Kn+a = 0 
</>( O', Kn) = 0 
E (i+i) 
O'n+l 
Figure 2.4: The generalized midpoint rule of Simo et al 
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This rule preserves the symmetry of the tangent modulus for 0 ::; a ::; 1 and is 
second order accurate for a = ~· Simo and Govindjee23 have also shown that the 
algorithm is B-stable for a ~ ~. 
2.6.4 The Backward Difference Scheme 
The backward difference scheme is a special case of the generalized trapezoidal and 
both generalized midpoint rules for a = 1, in which all three rules coincide. This 
scheme implies that the plastic strain increment has the direction of the normal 
to the yield surface at the updated stress point (ie ~Ep~+l) has direction r~ti> = 
r(u~ti>,K~ti>) in the context of the integration rules quoted above). This ensures 
that consistency is enforced at time tn+a = tn+l· This is the only time integration 
scheme in which the contact stress u~i+l) need never be calculated for an initial 
stress u n not on the yield surface. 
The backward difference algorithm, although only first order accurate, is the only 
member of both generalized rules of Ortiz and Popov that preserves the symmetry of 
the tangent modulus13•26• It is also the only member of the trapezoidal rule that is 
unconditionally stable in the energy norm for a yield surface with c;orners. Further, 
the algorithm, as a member of the generalized midpoint rule of Simo et al 23•26, is 
B-stable. 
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Ortiz and Martin13 put forward arguments to show why the backward difference 
algorithm meets sufficient conditions for symmetry, while the generalized trapezoidal 
rule of Ortiz and Popov14 does not. Further, they show that the backward difference 
algorithm can be brought into correspondence with algorithms formulated using 
holonomic methods. 
2. 7 PIECEWISE LINEAR PLASTICITY 
Piecewise linear yield functions of the Tresca and Mohr-Coulomb type are widely 
used in metals and soils plasticity. These yield functions are distinguishable by the 
fact that they describe piecewise linear (singular) yield surfaces. We shall briefly 
consider the implications and methods of solution associated with piecewise linear 
plasticity. 
2. 7.1 Difficulties in Piecewise Linear Plasticity 
When the incremental problem, formulated with a piecewise linear yield function, 
is solved using the finite element method, numerical singularities may occur in the 
corrector step. This is due to the fact that the normal to the yield surface at a 
singularity (a corner or apex) lies within the fan (or singular region) defined by 
adjacent normals at the singularity. The plastic flow direction r, a necessary piece 
of information for the numerical integration of the constitutive equations, is thus 
not uniquely defined at this point. 
The ambiguity of the plastic flow direction is removed by Koiter's generalization, 
in which piecewise linear yield functions are considered to be made up of a number 
of continuously differentiable yield functions6 • The elastic response region is then 
given by 
p=l,2, ... ,N (2.22) 
where N is the number of continuously differentiable yield functions. 
The flow rule ( eqn. 2.5) becomes 
(2.23) 
E (i+l) 
. <r n+l 
·~ 
Singular 
region 
Figure 2.5: Return at a singular region 
and the loading-unloading criterion ( eqn. 2.6) apply for any </>p· 
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This generalization allows the plastic fl.ow direction to be constructed from the adja-
cent normals at the singularity. It also allows for multiple yield surfaces to become · 
active at the same time (i.e. </>p > 0, p ~ 2) and leads to the concept of multivector 
return paths in the framework of the return mapping algorithm2•314111117,19124• 
Singularity indicators have been developed to determin~ whether the elastically pre-
dicted stress point is in a singular region and a multivector return is necessary to 
return the stress to the corner 4•17•24 • Problems can be encountered during harden-
ing when the elastically predicted stress lies in a singular region but does not return 
to the corner as illustrated in Figure 2.5. 
The problem is further complicated by the fact that piecewise linear yield functions 
of the Tresca and Mohr-Coulomb type are expressed most naturally in terms of the 
principal stresses. N ayak and Zienkiewicz12 introduced a form of stress invariants 
which allows for a compact description of the yield functions, but these invariants 
still need to be calculated at each iteration. 
A mention of other approaches, not utilizing Koiter's generalization is appropriate 
at this point. These include; using the normal of the smooth yield surface that 
passes through the singularity15 (an approach which results in a discontinuity in the 
normal at this point), rounding the yield surface locally in the singular regions27 
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and rounding the entire yield surface30 . 
2. 7.2 Classification of Solution Algorithms 
Once again, it is convenient to classify solution algorithms employing Koiter's gener-
alization in terms of the integration schemes used. Due to the advantages associated 
with the backward difference scheme there has been an increasing acceptance of this 
scheme for the return mapping algorithm21314117124 • The essential differences between 
these algorithms is located in the singularity indicators used. 
Marques11, however, uses an explicit scheme with subincrementation which allows 
the singular regions to be identified. De Borst4 has shown that this formulation 
does not satisfy incremental plastic consistency for all active yield surfaces at a 
singularity. 
Crisfield213 , De Borst4 and Pankaj and Bifanic17 all apply a backward difference 
scheme and enforce incremental plastic consistency for all active yield surfaces at 
a singularity. Each uses a different singularity indicator and considers the Mohr-
Coulomb yield function with elastic perfectly plastic behaviour. All advocate an a 
posteriori check for hardening. 
Simo et al. 24 and Pramono and Willam19 consider hardening and employ an iterative 
return mapping based on the backward difference scheme. Simo et al24 propose a 
procedure that assumes all yield surfaces violated by the elastically predicted stress 
(ie </>p( a~+~+l), Kn) ~ 0) are active. In the iterative return, active yield surfaces are 
deactivated one by one when the corresponding plastic multiplier becomes negative. 
Pramono and Willam have proposed an opposite approach which encompasses soft-
ening behaviour as well. Here, the yield surfaces are activated one by one when they 
are violated during the iterative procedure. 
2.8 CONCLUSIONS 
The incremental elastic-plastic problem has been formulated in the classical frame-
work of the finite element method. Various time integration schemes, the relative 
merits of each scheme and the incremental problem and solution in piecewise linear 
plasticity have also been introduced. 
Next we wish to explore the formulation and solution of the same problem in terms 
of an internal variable formulation. 
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CHAPTER 3 
AN INTERNAL VARIABLE FORMULATION 
3.1 INTRODUCTION 
In this chapter, an internal variable formulation for the classical time-independent 
elastic-plastic problem is provided. The formulation provides the basic framework 
for a finite element model of this problem and allows for clear comparison of existing 
numerical techniques. This is a specific form of a general thermodynamically based 
formulation of the form initially given by Rice9 and Martin4 • 
In this work, attention is restricted to associated plasticity and simple linear hard-
ening rules. Further, a backward difference scheme is chosen, which assures that a 
minimum principle, or mathematical programming problem can be written for this 
formulation3 '6 . 
3.2 BASIC EQUATIONS FOR THE INTERNAL VARIABLE FOR-
MULATION 
Consider a finite element model of an elastic-plastic body under isothermal condi-
tions. The unconstrained nodal displacements are represented by the vector u(t), 
where t represents time. External forces P(t) act on the unconstrained nodes, and 
are given functions of time. Internal variables are defined at Gauss points, and are 
represented by the global vector A(t). 
The strain energy f of the body is assumed to be a homogeneous quadratic function 
of u(t) and A(t) and is given by 
f = ~u(tf Ku(t) + ~u(tf(L + LT)A(t) + ~A(tf HA(t) (3.1) 
The equilibrium equations can then be written in the following form: 
8f 
Bu(t) = Ku(t) + LA(t) = P(t) , (3.2a) 
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a1 
a>.(t) =LT u(t) + H>.(t) = -x(t) (3.2b) 
The internal forces x(t) are conjugate to the internal variables >.(t). The matrices 
K, L, H are fixed, and may be formulated by standard methods4 • The stiffness 
matrix K is assumed· to be positive definite, and H is assumed to be positive semi-
definite. 
A convex global dissipation function D(~) which is positive, homogeneous and of 
degree one in the components of ~ is introduced. The basic plastic constitutive 
relation then relates the internal forces x and the internal variable rates ~ : 
an 
x=-. 
a>. 
(3.3) 
The dissipation function D is assumed to be zero if and only if ~ = 0 and to 
be positive for ~ -::J 0. The dissipation function (illustrated Figure 3.1) is thus a 
generalized cone in a D - ~ space, formed by radial generators. The derivatives 
of D will certainly be discontinuous at the origin, and may be discontinuous along 
radial lines in the ~ space. At such points of discontinuity, an/a~ is taken to 
represent any value witrJn th<: fan defined by adjacent values. 
Substitution of eqn. (3.3) into eqns. (3.2) leads to 
Ku(t) + L>.(t) = P(t) , (3.4a) 
LT u(t) + H>.(t) + -. . = 0 anl 
a>. >.(t) 
(3.4b) 
The dissipation function D will in fact be the sum of contributions from individ-
ual Gauss points. Eqn. (3.4b) can be subdivided into a sequence of independent 
equations for each Gauss point; the equations are independent in the sense that the 
components of>. and~ which appear in any one Gauss point equation are only those 
associated with that Gauss point. 
Eqns. (3.4) provide the basic framework of the equations for a finite element model 
of an elastic-plastic body for a wide cla.ss of linear kinematic hardening materials, in-
cluding perfect plasticity. Suitable generalization can be incorporated to extend the 
model to cover isotropic hardening5 , but the model described by eqns. (3.4) is suffi-
ciently general for our present purposes. The generalization to isotropic hardening 
is incorporated at Gauss point level in Chapter 5. 
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Dissipation 
function 
D 
Figure 3.1: The dissipation function 
3.3 TIME DISCRETIZATION 
In the incremental problem, the time history is divided into discrete intervals by 
defining discrete instants in time. Two such sequences of discrete instants are in-
troduced. The first sequence is denoted by to = O, ti, ... , tn-1, tn, tn+Ii .. . , and for 
simplicity it is assumed that the interval between the discrete instants is fixed, and 
is given by D..t. The second sequence will be denoted by Ti, ... , Tn-1, Tn, Tn+l' . ... 
Again, the interval between these instants is fixed at D..t and tn < Tn+l ~ tn+l · The 
two sequences are shown diagrammatically in Figure 3.2. 
Consider the interval (tn, Tn+i)· For this interval 
(3.5a) 
where 0 <a~ 1, and 
(3.5b) 
Values of the variables u(t), ..X(t), P(t), x(t) at time tn will be denoted by un, An, P n, Xn, 
and at time Tn by UN,AN,PN,XN· 
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I 
I I 
Tn tn Tn+l tn+l 
I: 
a.6.t 
.I. * 
:I .6.t 
.6.t * = (1- a).6.t 
Figure 3.2: The time sequences t and T 
The governing equations must be satisfied at the end of the discrete interval (tn, Tn+i), 
so that at time Tn+l 
(3.6a) 
(3.6b) 
The term involving .XN+l in eqn. (3.6b) must be expressed in terms of AN+i and 
previous values An, AN, An-I,· · ·. This is achieved by applying the classical back-
ward difference assumption over the interval (tn, Tn+l)· This assures a choice of a 
minimum work path for the change in stress from Un to u~t:> 1 , and in turn the 
existence of the minimum principle3•6 • In this assumption .X(t) is fixed in direction 
over the interval (tn, Tn+l), and thus 
. . 1 1 -
A(t) = AN+i = ~(AN+i - An] = ~.6.An+i 
au.t au.t 
(3.7) 
where 
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(3.8) 
Since Dis homogeneous and of degree one, the derivative 8D/85.. is homogeneous 
and of degree zero. This implies that 8D/85.. depends only on the direction of>.., 
and not on its magnitude. Since a > 0, this implies that 
aDI aDI 
{)).. .XN+l = {)).. ~.Xn+l (3.9a) 
It is also convenient to regard D as a function of ~A, rather than 5.., and we can 
thus put 
8D(~A) I 
8~A ~.Xn+1 
(3.9b) 
Introducing the increment 
(3.10) 
the governing equations ( eqns. 3.6) may then be recast in incremental form: 
(3.lla) 
(3.llb) 
The solution of eqns. (3.11) can also be regarded as the minimization of a convex 
function Up(~u,~A), given by 
(3.12) 
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3.4 ITERATIVE SOLUTION ALGORITHM 
In a finite element implementation, the incremental problem is solved by an iterative 
procedure based on the Newton Raphson method7•10 • The classical Newton-Raphson 
algorithm can be considered to be a two-step iteration made up of what will be 
referred to as a predictor step and a corrector step. 
Let the trial solution after the i-th iteration be ~u~!1 , ~5'~il 1 . In the predictor step, 
eqns. (3.11) are approximated by expanding 8D/8~.X to first order about the trial 
solution, and solved for a new trial value of the displacement increment ~u~:;). 
This new value is then substituted into eqn. (3.llb ), which is solved for the new 
. 1 al f h . al . bl . J\ '(i+l) tna v ue o t e mtern vana e mcrement u"n+I 
The expansion of 8D/8~.X to first order is equivalent to the expansion of D(~.X) 
in the convex function Up (eqn. 3.12)to second order. In order to avoid difficulties, 
D is expanded only at Gauss points where ~5'~il1 is non-zero; these Gauss points, 
associated with the expansion, are defined as active for this iteration. Inactive 
Gauss points are ignored, eliminating the contributions for these Gauss points from 
eqns. (3.lla) and (3.llb). Reduced matrices L,H are thus defined. 
The solution of the approximate, linearised form of eqns. (3.11) is denoted by 
. 1 . 1 
J\ -(i+I) J\ ''+2 Th t J\ ''+2 d fi d 1 th t· G . . uun+I , u"n+I. e vec or u"n+I' e ne on y at e ac 1ve auss points, is 
an intermediate value·which is not computed. It is convenient to define the incre-
mental changes 
(3.13a) 
(3.13b) 
The linearised form of eqns. (3.11) can then be written as 
(3.14a) 
The right hand side of eqn. (3.14b) is zero as a consequence of the application of 
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the corrector step in the i-th iteratior.; this point will be referred to later. In this 
equation 
(i) 8D I 
XN+i = 8tl.A tl.~~·> 
.• +1 
at active Gauss points, and 
(3.14c) 
(3.14d) 
Except for situations in which unrestricted plastic flow may occur in the body (which 
are not of direct interest), the matrix (H + C) is positive definite8 • Thus tl.~ may 
be eliminated using eqn. (3.14b ), and eqn. (3.14a) may be written as 
K A A - R-(i+l) cL..lU - n+l ' (3.15a) 
whe:i:e 
Kc;:::; K- L(H + c)-1i/ (3.15b) 
(3.15c) 
The matrix Kc is the consistent tangent modulus defined at structural level, and is 
symmetric and positive definite. The vector R~:;> is the residual at the end of the 
i-th iteration. 
In the corrector step, the value 
(3.16) 
is adopted as the new trial displacement increment, and eqn. (3.llb) is written as 
(3.17) 
These equations can be solved independently at each Gauss point. Note that the 
concept of active and inactive Gauss points· falls away at the end of the predictor 
step; eqn. (3.17) is applied at every Gauss point. 
Eqn. (3.17) can also be written as 
(i+l) - -LT( + A -(i+l)) - H(' + A' (i+l)) XN+l - Un uUn+l An UAn+l (3.18) 
This justifies setting the right hand side of eqn. (3.14b) to zero. 
The predictor and corrector steps defined in this way are exactly equivalent to the 
consistent tangent predictors and the return algorithms classically used in Newton-
Raphson schemes in finite element analysis2•5•8 • Note that in the first iteration, the 
starting trial values are taken as ~u·n+l = 0, ~.Xn+l = 0, and by definition all Gauss 
points are inactive in the predictor .step. 
If the time sequences coincide i.e. tn+l = Tn+l or a = 1 in eqns. (3.5), the formu-
lation of the problem and the predictor and corrector steps reduces to the classical 
backward difference incremental formulation (i.e. for the interval (tn,tn+i)). 
3.5 CONCLUSIONS 
An internal variable formulation for the finite element solution of the incremental 
elastic-plastic problem is presented. It is shown that the choice of a backward 
difference assumption leads to the standard Newton-Raphson algorithm with the 
consistent tangent modulus. The advantages li:r:tked to the use of the consistent 
tangent modulus, as discussed in the previous chapter, thus apply. 
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CHAPTER4 
TIME INTEGRATION SCHEMES FOR PLASTICITY 
4.1 INTRODUCTION 
It has been established that the symme+.ry of the consistent tangent modulus is 
an important criterion of integration algorithms for the finite element analysis of 
convex elastic-plastic problems2 • The implicit backward difference algorithm leads 
to such symmetry6•2, but is only first order accurate3 • The question is thus to find 
an algorithm which is second order accurate and which preserves the symmetry of 
the consistent tangent modulus. 
Simo and Taylor7 and Simo and Govindjee5 consider a generalized midpoint rule in 
which the governing equations (equilibrium and the constitutive law) are satisfied 
at the generalized midpoint4 • They show that this rule preserves symmetry and 
further, when the true midpoint is chosen, provides second order accuracy. 
In this chapter, a generalized trapezoidal rule, that is symmetry preserving and 
contains a second order accurate algorithm, is in.troduced. This rule is not the same 
as that of Ortiz and Popov3 , but appears to be more consistent with a generalized 
trapezoidal rule for creep. 
The relation between the generalized trapezoidal rule, the backward difference rule 
and the generalized midpoint rule of Simo et al 5•1 is examined in terms of the internal 
variable formulation of chapter 3. It is shown that, by suitable linear extrapolation, 
we may generalize the backward difference algorithm while preserving symmetry of 
the consistent tangent modulus. If results from the previous step are incorporated, 
the generalized trapezoidal algorithm i~ recovered, while by projecting forward, the 
generalized midpoint algorithm of Simo and Govindjee5 is obtained. 
4.2 THE GENERALIZED TRAPEZOIDAL RULE 
Utilizing the time discretization introduced in chapter 3, we consider the time se-
quence Tn, Tn+I to be the prime sequence. The backward difference formulation of 
chapter 3 provided UN+b AN+I at time Tn+I, given Un+I, An+I at time tn+I. The 
problem is now framed in terms of the interval (Tn, Tn+I ); i.e. find UN+i, AN+I, 
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Figure 4.1: The generalized trapezoidal rule 
We apply a generalized trapezoidal rule to the increment 
(4.1) 
Thus, for 0 :::; a :::; 1 
(4.2) 
. Eqn.( 4.2) is consistent with the creep problem in which the creep rates are known. 
However, due to the non-real time nature of the elastic-plastic problem, only the 
plastic increments and not the rates are known and eqn.( 4.2) can be written as 
(4.3) 
where 
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{4.4a) 
(4.4b) 
Eqn. ( 4.3) is the incremental form of the generalized trapezoidal rule. This can be 
can be visualized as a two step integration scheme and is illustrated in Figure 4.1. 
First, a forward difference integration scheme is applied over part of the interval 
(Tn, tn)· Then a backward difference scheme is applied over the remainder of the 
interval (tn, Tn+i)· The relative proportions of these two steps are governed by the 
parameter a. 
From the basic framework, XN+i and hence XN will lie on or inside the yield surface. 
The increment ~AN+b in keeping with the notion of a two step integration, is 
divided into two parts. The component ~AK,+1 is associated with XN: if XN lies on 
the yield surface, ~AK,+1 will be normal to the yield surface at XN, while if XN lies 
within the yield surface, ~AK,+1 will be zero. Similarly, ~AN+l is associated with 
XN+l· 
This is a distinct difference from the formulation suggested by Ortiz and Popov3 , 
where the direction but not the magnitude of ~AK,+1 is assumed known if XN lies 
on the yield surface. If XN lies within the yield surface, unlike this formulation, the 
direction of ~AK,+1 is then evaluated at the contact stress and not set equal to zero . 
. 
In keeping with the formulation of Ortiz and Popov, the governing equations (equi-
librium and plastic consistency) are enforced at time Tn+l· First, by defining the 
increment 
(4.5) 
the governing equations ( eqns. 3.6) can be written in incremental form 
(4.6a) 
(4.6b) 
Noting that D(>.) is homogeneous and of degree one in its argument, we can put 
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a D( !:l.>..) I 
(}{)..). {)..). 
0 N+l 
(4.7) 
and eqns. ( 4.6) become 
(4.8a) 
ff we set a = 1 in eqn. ( 4.4b ), we recover a backward difference formulation for the 
interval (Tn, Tn+i)· 
To further explore the relation between the generalized trapezoidal rule and the 
backward difference scheme, the displacement increment, in a similar way to the 
internal variable increment !:l.>..N+i, is divided into two parts: 
( 4.9) 
First, we associate !:l.uN+l' !:l.>..N+i with the increments of our basic formulation 
(4.10) 
and adopt the governing equations (eqns. 3.11) for the backward difference for-
mulation for the interval (tn,Tn+i)· Second we assume that !:l.u~+l,!:l.>..~+1 are 
determined by projecting forward from the previous interval. Specifically, we put 
(4.lla) 
( 4.llb) 
It follows then that !:l.u~+l' !:l.>..~+ 1 are known a priori in the incremental problem. 
To formulate the problem in terms of the increments !:l.u~+l' !:l.>..~+1' !:l.uN+l' !:l.>..N+l 
we put 
(4.12a) 
( 4.12b) 
and substitute into the governing equations ( eqns. 3.11 ). This gives 
(4.13b) 
On inspecting these equations, it is evident that it is not necessary to distinguish 
between ~ujy+l and ~uN+l; these terms can be combined, and eqns. ( 4.13) are 
rewritten as 
( 4.14a) 
These equations retain symmetry and convexity in ~UN+i, ~AN+l and are equiva-
lent to eqns. ( 4.8). 
In considering the predictor step, we put 
Substituting into eqns. (3.15), we write 
K A. R(i+l) cU'UN+l = N+l 
(4.15) 
(4.16) 
where Kc is defined as in eqn. (3.15b). It should be noted, however, that a Gauss 
point is active if ~A~~l is non-zero. The residual Rt~~ is given by 
with 
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Figure 4.2: The corrector step for the generalized trapezoidal rule 
R (i+l) p K( A (i) ) L(' A,(i) ) N+l = N+l - UN+ uUN+l - AN+ UAN+l ' 
A ' ( i) A ' p A ' 0 ( i) UAN+l = UAN+l + UAN+l 
(4.17a) 
(4.17b) 
The corrector step is written, from eqn. (3.17), as 
H A ,o (i+l) 8D I - LT( A (i+l)) H(' A ,p ) ( ) uAN+l + BA.X A.Xo (i+l) - - uN+uuN+l - AN+uAN+l . 4.18 
N+l 
The essential features of the backward difference formulation are thus retained, in the 
sense that both the predictor modulus Kc is symmetric, and the return algorithm 
is applied in the same way. 
The corrector step is shown diagrammatically as a return map in x space in Fig-
ure 4.2. Eqn. ( 4.18) is written as 
(4.19a) 
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where 
(4.19b) 
The vector (XN - LT ~ut~V) is the equivalent elastically predicted· value of xt~V, 
the vector -H ~.X}.r+l is the equivalent return associated with the forward difference 
scheme and the vector -H ~.X'fv~il) is the equivalent return associated with the 
backward difference scheme. 
As ~.X~+l is determined fully from the result of the previous increment, some 
apparently paradoxical features are encountered. ff the N-th increment involves 
plastic deformation, and (XN - LT ~utt~) is inside the yield surface (unloading), 
~.xttV may not be zero, although ~.X'fv~il) will be zero. Further, for the specific 
unloading case illustrated in Figure 4.2b, ~.X'fv~t1> will not be zero and will cancel 
~.X}.r +1 to ensure plastic consistency is enforced at Tn+l · This behaviour is consistent 
with the limiting case of the generalized trapezoidal rule applied to Norton creep1 . 
Alternatively, the vector (XN - LT ~utt~) - H ~.X}.r+l can be taken to represent 
the equivalent elastically predicted value of xtt;). The vector -H ~.X'Jv~il) is then 
the equivalent backward difference return with ~.X'fv~-:1) normal to the yield surface 
at xtt;). Recast in this form, the corrector step takes on the classical form of the 
backward difference return mapping algorithm of chapter 2. 
4.3 THE GENERALIZED MIDPOINT RULE 
The relation between the generalized midpoint rule of Simo et al 5•7 and the back-
ward difference scheme is now examined. An internal variable formulation of the 
generalized midpoint rule is given by Reddy and Martin4 • 
The time sequence tn, tn+l is now considered to be the prime sequence. The back-
ward difference formulation given in chapter 3 provides UN+i,AN+i at time Tn+l, 
given Un, An at time tn. We choose to project forward linearly, as shown diagram-
matically in Figure 4.3, to obtain Un+l' An+i · 
Thus, we put 
UN+l - Un Un+l - Un 
a~t ~t (4.20a) 
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Figure 4.3: The generalized midpoint rule 
or 
(4.20b)' 
Similarly 
(4.20c) 
It follows also from eqns. ( 4.20) that 
(4.21a) 
(4.21b) 
This is recognizable as the form of the generalized midpoint rule, with the governing 
equations being satisfied at time 
(4.22) 
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It is instructive to rewrite the governing equations in terms of the variables 
(4.23a) 
(4.23b) 
It follows, on comparing eqns. ( 4.20) and ( 4.23), that 
(4.24) 
In view of the fact that 8D/8b..J\ is homogeneous and of degree zero in the compo-· 
nents of !)..)\, and that a > 0, 
8D(b..J\) I 8D(b..J\) I . 
81)..J\ /)..~n+l - 81)..)\ ab..An+i (4.25) 
Hence the governing equations (3.11) can be written as 
(4.26a) 
( 4.26b) 
If we define 
( 4.27a) 
it follows that 
(4.27b) 
The predictor equations (3.15a) then become 
(4.28) 
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- (i+l) . 
where Kc and Rn+l are defined as m eqns._ (3.15b) and (3.15c). 
The corrector step eqn. (3.17) becomes 
(4.29) 
We may thus formulate the problem directly in terms of the increments Llun+l, LlAn+i, 
and we retain the essential. structure of the backward difference formulation, in the 
sense that the predictor modulus aKc is symmetric, and that the corrector step, or 
return algorithm, is applied in a similar way. 
The comparison between the generalized midpoint rule and the backward difference 
formulation for the interval (tn;, tn+l) can be better understood by recasting the 
equations slightly. First, if the time sequence tn, tn+l is the prime sequence, it would 
be consistent to assume that the data for the problem is given at these instants, so 
that we are given P n, P n+l · If this is so, we must interpolate to find P N +1 · It is 
consistent to interpolate linearly, and hence we put 
(4.30a) 
where 
( 4.30b) 
The equilibrium equation (4.26a) then becomes 
( 4.31) 
If equilibrium is satisfied at the beginning of the step, the term in parentheses on the 
right hand side will be zero. This will not of course generally be so, since the iterative 
scheme is terminated with some residual, but acceptable, error. Nevertheless, if we 
assume that equilibrium is satisfied at time tn, eqn. (4.31) reduces to 
(4.32) 
It then follows that 
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Figure 4.4: The corrector step for the generalized midpoint rule 
(4.33) 
i.e. equilibrium is satisfied at the end of the step. 
Continuing with this assumption, the residual k~::> ( eqn. 3.15c) can be written as 
where 
(4.34b) 
The predictor equations ( 4.28) then become 
K A. R(i+l) cW.Un+l = n+l · (4.35) 
Note that this equation does not depend on a, and is thus identical for the backward 
difference algorithm ( a = 1 ) and the generalized midpoint rule ( 0 < a ::::; 1 ). 
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The corrector step is shown diagrammatically as a return map in x space in Fig-
ure 4.4. Eqn. ( 4.29) is written as 
{i+l) LT .6.. (i+l) H .6..A (i+t) 
XN+1 = Xn - a Un+1 - a n+l (4.36a) 
where 
( 4.36b) 
The vector ( Xn - a LT .6..u~tf>) is an elastic value of x~t;>; if this vector lies within 
the yield surface, it provides x~t;>, and .6..A~i:;> is zero. If it lies outside the yield 
surface, we must find x~t;> on the yield surface and .6..A~i:;> such that eqn. ( 4.36a) 
is satisfied and .6..A~tf > is normal to the yield surface at x~t;>. The diagram in 
Figure 4.4 is drawn assuming that A and HA have the same direction; this is not 
necessarily the case, but it simplifies the diagram. Then 
(i+l) ...L 1 ( (i+l) ) 
Xn+l = Xn t ~ XN+I - Xn • (4.37) 
It is clear from this diagram that when a = 1 we recover the classical backward 
difference return algorithm. It is also clear that, for a ::j; 1, x.~tf > will not in general 
lie on the yield surface. It should also be noted that, for a ::j; 1, Xn may lie within or 
beyond the yield surface and x.~it11 > may thus lie within or beyond the yield surface. 
The algorithm described in this section is identical to that of Simo and Govindjee5 • 
4.4 THE RELATION BETWEEN THE GENERALIZED TRAPE-
ZOIDAL RULE AND THE GENERALIZED MIDPOINT RULE 
Again, the generalized midpoint rule is applied over the interval Ctn, tn+I) and the 
generalized trapezoidal rule over the interval (Tn, Tn+l ). 
From a comparison between the two rules, illustrated in Figure ( 4.5), the following 
. . 
can be noted 
(4.38a) 
....... 
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,j. a!J.t 
I: l * D.t 
D.t *=(1-a)D.t 
Figure 4.5: Comparison of the generalized rules 
(4.38b) 
8D(!J.).0 ) I 8D(!J.).) I 
8/J.).0 !J.).;_,.+1 - 8/J.). IJ.An+1 
(4.38c) 
Substituting the above into the governing equations ( eqns. 4.8) for the generalized 
trapezoidal rule, we obtain 
(4.39a) 
(4.39b) 
Eqns. ( 4.39) are recognizable as the governing equations for the generalized midpoint 
rule ( eqns. 4.31 and 4.26b ). Thus the generalized trapezoidal rule and the generalized 
midpoint rule lead to the same minimum principle for the increment and in this sense 
are equivalent. 
As the prime sequence for the generalized midpoint rule is tn, tn+l, it is consistent to 
assume that the data for the problem is given at these instants. Even though equi-
librium is satisfied at these instants, both equilibrium and the constitutive equations 
are only satisfied at the generalized midpoint tn+a = Tn+l · It is thus meaningful to 
report ~he results 'ttN+J,AN+i,XN~t at the generalized midpoint5• 
In contrast, for the generalized trapezoidal rule, both the equilibrium and constitu-
tive equations are fully satisfied at the end of each interval, where the data for the 
problem is given. In this sense, it can be argued that the generalized trapezoidal 
rule is more convenient. 
4.5 CONCLUSIONS 
First, a.S the preservation of the symmetry of the consistent tangent modulus is an 
important criterion, the formulation of the generalized trapezoidal rule should be 
done on the basis given in this chapter. 
Second, the generalized midpoint rule of Simo et al 5•7 and the generalized trape-
zoidal rule as defined in this chapter are fully equivalent. The generalized trapezoidal 
rule thus inherits the notion of B-stability associated with the generalized midpoint 
rule. It could also be argued that the generalized trapezoidal rule is more conve-
nient, in the sense that the equilibrium and constitutive equations are fully satisfied 
at the end of each interval. · 
Third, the symmetry of the consistent tangent modulus is associated with the back-
.ward difference formulation over part of the interval in each case. Thus the general-
ized midpoint rule and the generalized trapezoidal rule should be regarded as equiv-
alent generalizations of the backward difference formulation, in which the essential 
advantageous characteristics of the backward difference formulation are retained. 
Fourth, both the generalized midpoint rule and the generalized trapezoidal rule offer 
the opportunity to exploit the second order rate of convergence for a = ! demon-
strated by Simo and Govindjee5, as opposed to the first order rate of convergence 
associated with the standard backward difference formulation. 
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CHAPTERS 
FORMULATION OF THE CORRECTOR STEP 
5.1 INTRODUCTION 
.As discussed in chapter 2, the corrector step has traditionally been formul.a.ted in the 
form of a return mapping algorithm. This essentially heuristic approach has been 
extended to piecewise linear plasticity, together with an increasing acceptance of the 
backward difference scheme for the integration of the constitutive equations1•2•3•8•9 . 
The question is thus to formulate a corrector step for piecewise linear plasticity 
that is closely linked to the governing principles and utilizes the computational 
advantages (second order accuracy and B-stability) associated with the generalized 
time integration rules of chapter 4. 
In this chapter, an internal variable formulation of a backward difference algorithm 
for the corrector step is considered. The backward difference integration scheme is 
chosen as it assures that a minimum principle can be wdtten5•7 , and it is readily 
extended to both generalized rules of chapter 4. The resulting algorithm is written 
in the form of a mathematical programming problem and is fully consistent, in that 
no heuristic assumptions need to be made. 
Suitable generalization to include linear isotropic hardening is introduced and the 
algorithm is first specialized to encompass piecewise linear plasticity and then spe-
cialized for the Tresca and Mohr-Coulomb yield surfaces with linear hardening (ex-
amples in chapter 6). The algorithm is also extended to include the generalized 
trapezoidal rule in such a way that the overall structure of the backward difference 
algorithm is maintained. This allows us to utilize the computational advantages of 
the generalized trapezoidal rule. 
5.2 FORMULATION OF THE CORRECTOR ALGORITHM FOR 
A GENERAL YIELD SURFACE 
The internal variable formulation of chapter 3 is developed at structural level. For. 
the corrector step, it is now necessary to restate the formulation at Gauss point 
level. The kinematic variables are thus strain components € and internal variables 
.A (representing slips within the continuum) defined at an individual Gauss point. 
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The specific free energy f for an isothermal element is assumed to be a homogeneous 
quadratic function of E and A. We thus write 
(5.1) 
In general the matrix C is positive definite, while H is positive semi-definite6 • The 
equations of state give the stresses er and the internal forces x at the Gauss point: 
Of T 
-x=-=E e+HA oA 
(5.2a) 
. ..--,---· ... , 
(5.2b) 
The minus sign is introduced into eqn. ( 5.2b) to define x as the forces applied by 
the elastic continuum to the slips rather than the reverse. 
A convex, non-negative dissipation function D(>.) which is homogeneous and of 
degree one in the components of>. is introduced. Again, the dissipation function 
is assumed to be zero if and 0nly if >. = 0 and to be positive for >. f::. 0. ·The · · 
dissipation function is thus a generalized cone in a D - >. space, formed by radial 
generators. The derivatives of D will be discontinuous at the origin, and may be 
discontinuous along radial lines in the >. space. At such points of discontinuity,. 
an;a>. is taken to represent any value within the fan defined by adjacent values. 
The dissipation function is defined at the individual Gauss point, unlike the global 
dissipation function of chapter 3, which is a sum of contributions from individual 
points. 
The internal forces x and the slip rates >. are related through a kinetic equation: 
an 
x=-. oA (5.3) 
Combining eqns. (5.2) and (5.3), leads to the constitutive equations for a class of 
elastic-plastic solids: 
Ce+ EA= er , (5.4a) 
( 5.4b) 
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It is pertinent to note that eqn. (5.4b) corresponds to one equation in the sequence 
of equations defined by eqn. (3.4b ). 
Utilizing the time discretization introduced in chapter 3, the time sequence tn, Tn+l 
is again considered 'to be the prime sequence. The constitutive equations ( eqns. 5.4) 
must be satisfied at time Tn+l · Thus 
(5.5a) 
T 8DI E EN+i +H.AN+l + -. . = 0 
8.A ANH 
(5.5b) 
We introduce the increments 
(5.6) 
(5.7) 
and apply a backward difference assumption over the interval (tn, Tn+i)· As D is 
homogeneous and of degree one in ..X, we can put 
8D(D...A) I 
86..A 6..Xn+l 
(5.8) 
Eqns. (5.5) can then be rewritten as 
(5.9a) 
(5.9b) 
Eqns. (5.9) are the incremental constitutive equations for a class of elastic-plastic 
solids that encompasses perfectly plastic and linear kinematic hardening solids. In 
order to include isotropic hardening it is necessary to constrain the signs of the com-
ponents of ..X. Alternatively, a simpler modification can be effected by introducing 
into the expression for f, given by eqn. (5.1), a term representing dissipated work 
stored elastically but irrecoverably in the solid6 . For the case of linear isotropic 
• 
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hardening, the term H "(2 /2 is added to f, where H is a scalar constant and 'Y is a 
scalar value given by 
'Y = ft D(5')dt 
· lo (5.10) 
In view of the backward difference assumption, we note that we can write, for 
tn < t $ Tn+l , 
'YN+l = 'Yn + D(~..Xn+i) , (5.11) 
and hence 
(5.12) 
Thus, again following through the steps of the previous argument, eqns. (5.9) become 
(5.13a) 
T . - f) 
E ~En+i + H ~An+l + O~A [(1 + H'Yn)D(~..X) 
+ !H D2(~..X)]'~"'n+l = -(ET €n + H..Xn) . (5.13b) 
With suitable choices of the constants C, E, H and H, this model can represent 
perfectly plastic, linear kinematic and linear isotropic hardening. 
Implementing these equations as the corrector step, we note that en, An and 'Yn are 
known, and ~En+i is given. We see then that the problem can be uncoupled. First, 
eqn. (5.13b) can be solved for ~..Xn+l' and then UN+l recovered from eqn. (5.13a), 
which can be written as 
(5.14) 
The solution of eqn. (5.13b) can ·be written. as a convex, non-linear programming 
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problem. Without giving a rigorous argument, we can define a function UN+i(~A) 
whose least value is given by ~..\n+I , where 
UN+i(~A) = (~€:f'+1E~A + e;f' E~A + A~HT ~A) 
+ t~AT H ~A+ (1 + H1n)D(~A) + tH D2(~A) . (5.15) 
5.3 SPECIALIZATION TO A PIECEWISE LINEAR YIELD SUR-
FACE 
A formal relation can be established between the yield surface in x space and a 
level surface of the dissipation function D in ..;\ space4•6• In view of the backward 
difference assumption and eqn. (5.3), D may be written in terms of the increments 
~A, and 
8D(~A) 
X = o~A (5.16) 
A piecewise linear yield surface is associated with a dissipation function with piece-
wise linear level surfaces, as shown diagrammatically in Figure 5.1. The relationship 
between these two surfaces is a relatively straightforward one. A flat region on the 
yield surface, identified by a normal vector n, becomes a vertex on a level surface 
of dissipation lying on the radial line defined by n. Similarly, a vertex on the yield 
surface will become a flat region on a level surface of the dissipation function. 
We choose to represent the increment ~A in terms of the set of unit vectors ni, n 2 , ... , nk 
which identify each of the radial lines in ~A space on which vertices of the level sur-
faces of the dissipation function lie. We then write 
(5.17a) 
with 
~Ai;:::: 0, i = 1, ... ,k (5.17b) 
and where ~A is the vector with components ~Ai, and NT is the matrix whose 
columns are the vectors ni. 
piecewise linear yield surface a level surface of the 
dissipation function 
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Figure 5.1: A level surface of the dissipation function associated with a piece-
wise linear yield function 
Along the radial line defined by ni in ~A space, the value of the dissipation function 
is given by 
(no summation) (5.18) 
as D is homogeneous and of degree one and ~Ai is non-negative. The coefficient 
Xoi can be identified as the shortest distance between the plane on the yield surface 
with normal ni and the origin in x space (Figure 5.1). 
The value of D associated with any given ~A can be expressed as a linear program-
ming problem7 ; 
D(~.A) =min( xJ'~A NT ~4 =~.A, ~A 2: 0) , (5.19) 
where Xo is the vector with components Xoi· 
This linear programming problem may now be embedded into the convex non-linear 
programming problem of eqn. (5.15) 
We thus seek 
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where 
(5.20a) 
UN+i(~A) = t~ATNHNT ~A+ ~€!+1ENT ~A+ (1 + H1n)X'/;~A 
+!H ~AT Xox6 ~A+ €'!'iENT ~A+ >..'fiHT NT ~A 
= [(~€!+1E + €'fiE + >..'fiHT)NT + (1 + H1n)x'{;]~A 
+!~AT[NHNT + Hxoxa]~A (5.20b) 
This may be recognized as a convex quadratic programming problem in ~A. We 
denote its solution by ~An+l' and recover ~,\n+l from the relation 
(5.21) 
All the information needed to solve the corrector step as a quadratic programming 
problem is contained in the dissipation function and the free energy function. The 
dissipation function contains information about the yield surface while the energy 
function contains information on the hardening model. 
5.4 SPECIALIZATION TO THE TRESCA AND MOHR-COULOMB 
YIELD SURFACES 
5.4.1 A framework for the Tresca and Mohr-Coulomb yield surfaces 
For both the Tresca and Mohr-Coulomb yield surfaces, the internal variable incre-
ment ~>.. can be construed as the plastic strain increment ~€P, and can equally be 
expressed in the form of the symmetric cartesian tensor of order 2, ~>..ii. 
~>..11 
~>..22 [ ~Au ~>..12 ~A13 l 
~>.. ~>..33 ~>..ii= ~,\12 ~A22 ~>..23 .• (5.22) ~,\12 
~,\13 ~,\13 ~,\23 ~;\33 
~,\23 
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Similarly the principal tensor Ll.Aii can be expressed in the form of the principal 
vector LlA *. 
Ll.A1 
Ll.A2 [~A, l LlA* = Ll>.3 Ll>.2 LlX!'. = 0 i3 
0 Ll>.3 
(5.23) 
0 
where Ll>.1 , Ll>.2, Ll>.3 are the principal components of the internal variable incre-
ment. The same applies to the conjugate force vector X· 
The Tresca and Mohr-Coulomb yield surfaces, </>(x), are only piecewise linear in 
principal conjugate force space. Thus, for the time interval (tn, Tn+i), the quadratic 
programming problem of eqn. (5.20) needs to be solved in principal Ll..Xn+l space, 
rather than in the reference space in which the problem is initially stated. It is 
therefore necessary to establish a framework that facilitates a transformation be-
tween these spaces. 
To define a transformation between reference and principal Ll..Xn+l space, we need to 
compute the principal directions of Ll..Xn+l a priori (i.e. at time tn)· For a backward 
difference scheme, the increment Ll..Xn+l is evaluated at time Tn+l and is a scalar 
multiple of '\l<f>N+i· As <f>N+i, and hence '\l<f>N+i, can be described in terms of the 
principal basis of XN+i' the principal directions of Ll..Xn+l and XN+i correspond. 
Further, the tensor H is isotropic and for a perfectly plastic or linear kinematic 
hardening rule, eqn. (5.9b) can be written as 
(5.24) 
Thus both terms in parentheses in eqn. (5.24) have principal directions corresponding 
to those of Ll..Xn+l and, by determining the principal directions of the left-hand term, 
we can establish a transformation between reference and principal Ll..Xn+l space a 
priori. This is equivalent to first formulating the problem at each iteration as a 
holonomic problem in x space. • 
Similarly, for a linear isotropic hardening rule, eqn. (5.13b) can be written as 
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-(D..€~+1E + e~E +>.~HT)= (XN+1 + H D..>.N+I + 
a!>. [H1nD(D..>.) + tn D2 (D..>..)]I - ) . 
D,_).n+l 
(5.25) 
As before, both terms in parentheses in eqn. (5.25) have principal directions corre-
sponding to those of D..oXn+l and the transformation can be established a priori. 
A framework can now been established where, while the corrector step at each itera-
tion of each timestep is formulated in reference ( 6-dimensional) space, the associated 
convex quadratic programming problem is solved in principal (3-dimensional) space. 
The corrector algorithm for the Tresca and Mohr-Coulomb yield surfaces is obtained 
by embedding the appropriate quadratic programming problem in this framework, 
which is illustrated in Figure 5.2. 
5.4.2 The Tresca plane stress case 
To validate the transformation process, it is necessary to ensure that a normal return 
in principal x space corresponds to a normal return in reference x space. The plane 
stress case allows for a geometric validation of this sort. The Tresca yield surface is 
constructed in a 11 - a 22 - a 12 space, which is equivalent to the reference x space 
for an elastic perfectly-plastic material. The subspace a 11 - a 22 then represents the 
principal x space and is shown in Figure 5.3. 
The transformation for the plane stress case is a purely rotational transformation 
about the major axis of the yield surface. Also, each cross-section of the yield surface 
normal to the major axis can be represented by an appropriate Mohr circle of stress, 
as shown in Figure 5.3. Thus, as normals to the yield surface lie on radial lines 
in the Mohr circle representation, a purely rotational transformation ensures that a 
correspondence exists between normal returns in principal space and reference space. 
5.5 EXTENSION TO THE GENERALIZED TRAPEZOIDAL RULE 
The corrector step is now extended to incorporate the generalized trapezoidal rule, 
while maintaining the general structure of the backward difference algorithm. As 
discussed in chapter 4, this is possible as the trapezoidal rule applied over the interval 
(Tm Tn+i) is equivalent to a forward projection from Tn to tn and the application of 
a backward difference scheme over the interval (tn, Tn+i)· 
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Figure 5.2: Framework for the Tresca and Mohr-Coulomb yield surfaces (back-
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Figure 5.3: The Tresca plane stress case 
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We now consider the sequence Tn, Tn+l to be the prime sequence and apply the 
trapezoidal rule over the interval (Tn, Tn+i}· The governing equations ( eqns. 4.8) 
are written at Gauss point level as: 
(5.26a) 
where 
(5.27a) 
~AP - (1 - a) ~Ao 
N+I - a N · (5.27b) 
We introduce the modification to include linear isotropic hardening and decompose 
the scalar value ~'Yin a consistent manner 
(5.28a) 
(5.28b) 
Following in the steps of previous arguments, the governing equations ( eqns. 5.26) 
then become 
ET ~€N+i + H~AN+I + o!A ((1 + H1N + H~'YPN+i)D(~A) 
+!HD2 (~A)]l~A~+i =-(ET€N+HAN+H~A~+l). 
(5.29a) 
(5.29b) 
Implementing these equations as the corrector step, we note that €N, AN and 'YN are 
known, ~A~+l and ~'YP N+i are forward projections and are thus known, and ~€N+i 
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is given. Again the problem can be uncoupled. First, we can solve eqn. (5.29b) for 
a..X_N+l, and then recover O'N+i from eqn. (5.29a), which can be ~ritten as 
(5.30) 
The solution of eqn. ( 5.29b) can be written as a convex, non-linear ·programming 
problem. The function UN+i(a..X), whose least value is given by a..X_N+l, is defined 
as 
UN+i(a:X) = (aeJ+lE + eJE + ..XhHT + a..x~!1HT)a..X 
+!a..xT H a..x + (1 + H··fN + H d/~+l)D(a..X) + !H D2 (a..X) . (5.31) 
It is evident that the Gauss point solution procedures of eqns. (5.30) & (5.31) and 
eqns. (5.14) & (5.15) are equivalent. Thus, in specializing the corrector step to a 
piecewise linear yield surface, we may embed the linear programming problem of 
eqn. (5.19) into the convex non-linear programming problem of eqn. (5.31). The 
resulting convex quadratic programming problem in aA for the generalized trape-
zoidal rule is then given by 
(5.32a) 
where 
UN+i(aA) = [(aeJ+lE + ehE + ..XhHT + a..X~!1HT)NT + 
(1 + H1N + na,~+l)x5] dA + !aAT[NHNT + Hxox5]aA . (5.32b) 
We denote its solution by aA_N+l, and recover a..X_N+l from the relation 
(5.33) 
In extending the framework for the Tresca and Mohr-Coulomb yield surfaces to 
the generalized trapezoidal rule, the quadratic programming problem of eqn. (5.32) 
needs to be solved in principal a..X_N+l space, rather than in the reference space. 
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Figure 5.4: Framework for the Tresca and Mohr-Coulomb yield surfaces (gen-
eralized trapezoidal) 
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For a perfectly plastic or linear kinematic hardening rule, eqn. (5.26b) can be written 
as 
(5.34) 
and, for a linear isotropic hardening rule, eqn. (5.29b) can be written as 
-(tie'f:r+1E+e'f.,E+>..'f.,HT +ti>..~rlHT) = (XN+i +Hti>...N+i 
+a!>.. [H(1N + ti1P N+i)D(ti>..) + ~H n 2 (ti>..)]I 
0 
) • 
fi)._N+l 
(5.35) 
As the increment ti>..0 N+l is evaluated at time Tn+J, and following a similar argu-
ment given in section 5.4.1, both terms in parentheses in eqns. (5.34) and .(5.35) 
have principal directions corresponding to those of ti>..0 N+i· Thus, by determining 
the principal directions of the left-hand term, a transformation between reference 
and principal ti>.. 0 N +1 space can be established a priori. 
This is again equivalent to first formulating the problem at each iteration as a 
holonomic problem in x space, except now the forward projection ti>..~r1 HT is 
included in the holonomic step. The transformation and minimization are then 
carried out in exactly the same way as for the backward difference algorithm, in the 
sense that the same quadratic programming problem is solved in each case, This 
facilitates a simple extension from the backward difference algorithm to an algorithm 
using the generalized trapezoidal rule. The extended framework for the Tresca and 
Mohr-Coulomb yield surfaces is given in Figure 5.4. 
5.6 CONCLUSIONS 
Firstly, a backward difference corrector algorithm for piecewise linear plasticity has 
been presented. The algorithm is written in the form of a convex quadratic program-
ming problem and is fully consistent, in that no heuristic assumptions are made. 
Secondly, for the particular cases of the Tresca and Mohr-Coulomb yield surfaces, 
a framework is established that is equivalent to first formulating the problem as a 
holonomic problem in x space. This allows the associated convex quadratic program-
ming problem to be solved in principal space, while the corrector step is formulated 
in reference space. 
Thirdly, the algorithm is extended to include the generalized trapezoidal rule. For 
the Tresca and Mohr-Coulomb cases, this entails a modification of the framework 
by including the forward projection as part of the holonomic step. The general 
structure of the backward difference algorithm is thus maintained, in the sense that 
the same quadratic programming problem is solved in both cases. 
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CHAPTER 6 
CORRECTOR STEP ALGORITHMS 
6.1 INTRODUCTION 
In this chapter, the quadratic programming problems for the Tresca and Mohr-
Coulomb yield surfaces with perfectly plastic and linear hardening material be-
haviour are developed. These quadratic programming problems are solved in princi-
pal space and, provided the problem is first formulated as the appropriate holonomic 
problem in conjugate force space, are common to both the backward difference and 
generalized trapezoidal rules. 
Because the corrector algorithm formulated as a quadratic programming problem is 
fully consistent, the quadratic programming problems can be used to provide a basis 
against which heuristically developed algorithms can be compared. This is done in 
the form of the traditional return mapping algorithm in which the return paths in 
principal stress space associated with an elastically predicted stress are identified. 
6.2 THE QUADRATIC PROGRAMMING PROBLEMS FOR THE 
TRESCA YIELD SURFACE 
The derivation of the quadratic programming problems for the Tresca yield sur-
face with perfectly plastic, linear kinematic and linear isotropic hardening material 
behaviour, is now considered. For principal conjugate forces x1 , x2 , x3 , the yield 
surface is the envelope bounded by 
</> = ± !(x1 - xa) - k = O 
</> = ±!(X1 - X2) - k = 0 
</> = ±!(x2 - xa) - k = O 
where k is a scalar constant. 
(6.1) 
Eqns. (6.1) describe the surfaces of an infinitely long regular hexagonal prism in 
\ 
\ 
\ 
I 
I 
I 
Radial lines in 7r plane 
I 
I 
I 
\ 
\ 
\ 
Figure 6.1: Level surfaces of the Tresca dissipation function 
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principal x space, with an axis in the hydrostatic direction. Associated with this 
yield surface is a dissipation function with piecewise linear level surfaces in the 
principal .6.A deviator plane, as shown in Figure 6.1. 
The matrix NT and the vector x6 are given by 
[ _~ 1 1 ...L 0 -~ l -../2 -../2 ../2 NT 0 1 1 1 ../2 - ../2 - ../2 1 0 0 1 
../2 ../2 ../2 ../2 
(6.2) 
xZ' = 2k [ 0 1 1 1 1 0] 
../2 ../2 ../2 ../2 (6.3) 
For this case .6.A = .6.EP and, as ~.X lies in the deviator plane, the plastic strains 
are deviatoric. We can thus divide the incremental problem for the time interval 
(tn, Tn+l) into its hydrostatic and deviatoric components and solve the hydrostatic 
component as an elastic problem and the deviatoric component as an elastic-plastic 
problem. We thus only consider the deviatoric elastic-plastic problem for the three 
material models. 
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6.2.1 The perfectly plastic case 
The specific free energy is given by 
f = G(e - eP)(e - eP) (6.4) 
where G is the shear modulus. The deviatoric strains e replace the strain components 
€ and the plastic strains eP the internal variables A of the general formulation of 
chapter 5. The equations of state then give 
8J 
s = - =Ce+ EeP = 2G(e - eP) , 8e 
8f 
-x = - = ETe +HeP = -2G(e-eP) = -s 8eP 
where s is the deviatoric stress, in place of u. 
(6.5a) 
(6.5b) 
Using the arguments given in chapter 5, the convex quadratic programming problem 
is given by 
where 
UN+i(~A) = [(-~e;+l - e; + eP;)2GNT + x5J~A 
+~~AT[N2GNT]~A . 
6.2.2 The linear kinematic hardening case 
The specific free energy is given by 
(6.6a) 
(6.6b) 
(6.7) 
where "'is the hardening parameter given by 
GrG /'i,=---
G-Gr 
and Gr is the tangent shear modu.lus. 
The equations of state give 
8f 
s =· - = Ce + EeP = 2G( e - eP) , 8e 
8f 
-x= f)eP =ETe+HeP=-2Ge+(2G+/'i,)eP' 
and the convex quadratic programming problem is given by 
where 
UN+i(~A) = [eP;(2G + K)NT - (~e;+i + e;)2GNT + xJ']~A 
+~~AT[N(2G + "')NT]~A . 
6.2.3 The linear isotropic hardening case 
The specific free energy is given by 
where 
n,2 f=G(e-eP)(e-eP)+-, 
2 
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(6.8) 
(6.9a) 
(6.9b) 
(6.lOa) 
(6.lOb) 
(6.11) 
(6.12) 
/'\, H=-k2 
GTG 
k2 (G - GT) 
The equations of state give 
of 
s = - = Ce + EeP = 2G( e - eP) , oe 
i =in+ D(~eP) , 
and the convex quadratic programming problem is given by 
where 
UN+i(~A) = ((-~e~+l - e~ + eP~)2GNT + (1 +; in)X6]~A 
+!~AT[N2GNT + ;xox6]~A . 
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(6.13) 
(6.14a) 
(6.14b) 
(6.15) 
(6.16a) 
(6.16b) 
6.3 THE QUADRATIC PROGRAMMING PROBLEMS FOR THE 
MOHR-COULOMB YIELD SURFACE 
We next consider the derivation of the quadratic programming problems for the 
Mohr-Coulomb yield surface with perfectly plastic and linear isotropic hardening 
material b~haviour. For principal conjugate forces x1 , x2 , x3 , the yield surface is 
the envelope bounded by 
</>·= ±t(x1 - Xa) ± tCx1 + x3 ) sin 0 - c cos 0 = O 
</> = ±t(x1 - X2) ± tCx1 + x 2)sin0- ccosO = 0 
</> = ±t(x2 - Xa) ± t(x2 + X3)sin0- ccosO = 0 
where c is the cohesion and 0 is the angle of internal friction. 
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(6.17) 
Eqns. (6.17) describe the surface of a cone whose normal section at any point is 
an irregular hexagon in principal x space. The axis of the cone coincides with 
the hydrostatic axis and the apex is at the point given by x1 = x2 = x3 = c cot 0. 
Associated with this yield surface is a dissipation function with piecewise linear level 
surfaces in principal ~A space, as shown in Figure 6.2. 
The matrix NT and the vector x6 associated with this dissipation function are 
given by 
[ 
(sinB+I} (sinB-1} (sinB-1} (sinB+I} 0 0 l 2 2 2 2 NT 0 0 (sinB+I} (sinB-1} (sinB-1} (sinB+I} (6.18) 2 2 2 2 (sinB-1} (sinB+I} 0 0 (sinB+I} (sinB-1} 2 2 2 2 
xl [ c cos 0 ccosO ccosO ccos 0 ccosO ccos 0 ] (6.19) 
6.3.1 The perfectly plastic case 
The specific free energy is given by 
(6.20) 
where D is the principal isotropic elastic constitutive tensor given by 
D E 
[ 
(1 - v) 
v .' (l - v) 
v v 
v 
(6.21) (1 + v)(l - 2v) 
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Figure 6.2: Level surfacef? of the Mohr-Coulomb dissipation function 
and Eis Young's modulus and vis Poisson's ratio. 
The plastic strains eP are identified as the internal variables A of the general formu-
lation and the equations of state then give: 
of 
er = - = Ce+ EeP = D( e - eP) , 0€ 
of T 
-x = - = E € + HeP = -D(e - eP) =-er 
oeP 
(6.22a) 
(6.22b) 
Using the arguments given in chapter 5, the convex quadratic programming problem 
is given by 
where 
UN+i(~A) = [(-~€~+1 - e~ + eP~)DNT + x&']~A 
+!~AT[N DNT]~A . 
(6.23a) 
(6.23b) 
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6.3.2 The linear isotropic hardening case 
It is assumed that the internal friction angle (} remains constant during hardening 
and that the parameter that varies is the cohesion c. The specific free energy is then 
given by 
(6.24) 
where 
(6.25) 
H = "" ( c cos 0) 2 
GrG (6.26) (ccos0)2 (G ~Gr) 
The equations of state give 
(6.27a) 
(6.27b) 
(6.28) 
and the convex quadratic programming problem is given by 
min( UN+I(~A): ~A~ 0) (6.29a) 
where 
/ 
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Un+I(~A) = [(-~€~+1 - €~ + €P~)DNT + (1 + ( K oi'Y~)x5J~A 
ccos 
+t~Ar[NDNT + ( K 0)2 x0x5J~A . (6.29b) ccos 
6.4 UNIAXIAL EXAMPLES 
We now consider the material response associated with the quadratic programming 
problems developed for the Tresca yield surface by carrying out a uniaxial test. As it 
is convenient to illustrate the material response in stress rather than conjugate force 
space, the test is carried out along a line of pure shear in principal deviatoric stress 
space. For the Tresca yield surface, these lines have the same direction as radial 
lines defined by ni passing through the vertices of level surfaces of dissipation. The 
material response for the perfectly plastic, linear kinematic hardening and linear 
isotropic hardening cases are plotted in deviatoric shear stress/shear strain space in 
Figure 6.3. 
For the linear isotropic hardening case, the increment in the scalar value k can be 
derived geometrically as 
GGr ( P P) ~k = G - Gr ~e1 - ~e3 ' (6.30) 
or 
(6.31) 
where sE is the elastically predicted deviatoric stress. 
These equations are the Tresca equivalent of the equations for the Von Mises yield 
surface for a holonomic incremental problem2 . 
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6.5 THE RETURN PATHS IN PRINCIPAL STRESS SPACE 
The quadratic programming problems developed in this chapter are solved in prin-
cipal space and contain no heuristic assumptions. They can thus be used to identify 
the correct return paths in principal stress space for both a backward difference and 
generalized trapezoidal integration rule. This is done in the form of the traditional 
return mapping algorithm described in chapter 2. . 
In this form, the return path for the (i + 1)-th iteration of then+ 1-th increment 
is from the elastically predicted stress point CT~l~+l) to the final stress point CT~~~ ' 
in stress space. We thus need to identify each O't~~ corresponding to all given 
CT~l~+l). Further, for hardening solids, the yield surface in stress space may change 
during the increment and we also need to identify this change. 
In adapting the framework for the Tresca and Mohr-Coulomb yield surfaces of chap-
ter 5 to the form of the return mapping algorithm, the elastically predicted stress 
CT~l~+l) needs to be brought into correspondence with the holonomic step in conju-
gate force space. For the backward difference scheme, we write 
(6.32) 
and for the generalized trapezoidal rule, we include the forward projection ~A~+l 
by updating the yield surface from <f>N to <f>n and writing 
(6.33) 
Having defined the yield surface and the elastically predicted stress in this way, 
the return paths in principal stress space for both the backward difference and 
generalized trapezoidal rules coincide. 
It is pertinent to note that, for all time increments, both the Tresca and Mohr-
Coulomb yield surfaces remain fixed in conjugate force space for hardening solids, 
and that all the returns presented below for these surfaces correspond to a closest 
point return in this space. 
For the description of the return paths in principal stress space, however, it is con-
venient, for a given yield surface and hardening rule, to group the CT~l~+l) in such a 
way that the ~e'jy~il) associated with the said CT~l~+l) lie on level surfaces of the 
dissipation function D. The CT~l~+l) grouped in this way form concentric piecewise 
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linear surfaces in principal stress space, with axes coinciding with the current yield 
surface axis. Only for the linear kinematic hardening case are we unable to construct 
surfaces of u~1~+I) that correspond to level surfaces of D. For this hardening case, 
the surfaces of u~1~+l) defined for the perfectly plastic case are used. 
As the surfaces of u~J~+I) are concentric, each u~J~+I) can only He on one such 
surface and thus, we need only consider the change in the yield surface associated 
with, and the return paths from, the u~J~+l) on one of these surfaces. 
6.5.1 The Tresca yield surface 
The piecewise linear surfaces of u~1~+I) associated with the. Tresca yield surface are 
infinitely long concentric 12-sided prisms in principal stress space. further, as the 
plastic strains are deviatoric, we need only consider the return paths in principal 
deviator stress space. 
We divide the area around the appropriate yield surface in the deviator plane into fl.at 
and corner regions, defined by adjacent normals ni at the corners of the appropriate 
yield surface. Due to the symmetry of the yield surface, we need only make a 
distinction between fl.at and corner regions, and not between individual fl.at regions 
or individual corner regions respectively. 
The perfectly plastic case 
For a perfectly plastic solid the yield surface remains fixed in principal stress space 
for all time increments. Thus the current and subsequent yield surface is the initial 
yield surface </>o. 
The surface of elastically predicted stress points u~J~+I) for this hardening case is 
illustrated in Figure 6.4, and is constructed with reference to the initial yield surface 
</>0 , as are the fl.at and corner regions. The return paths associated with the u~J~+I) 
on this surface are characterized below. 
All u~1~+I) on the surface within a flat region return to ut~i) on the fl.at surface 
of the yield surface </>o along the normal ni at ut~i). All u~1~+I) on the surface 
within a corner region return to u~~~) at the corner of the yield surface <f>0 . These 
return paths are illustrated in Figure 6.4. 
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The linear kinematic hardening case 
We con~ider the same surface of elastically predicted stress points u~l;+l) as defined 
for the perfectly plastic case, except it is now constructed with reference to the 
current rather than the initial yield surface. This surface, which does not correspond 
to a level surface of D for this hardening case, is illustrated in Figure 6.5, together 
with the flat and corner regions which are also constructed with reference to the 
current yield surface <l>n· 
We identify the stress points ut~~ that return from u~J~+i) on this surface and 
construct a surface of these stress points. The surface of ut~~ does not coincide 
with any one yield surface and is illustrated in Figure 6.5 together with the return 
paths which are characterized below. 
All u~l~+l) on the surface within a flat region return to u~~~ on the flat surface 
of the subsequent yield surface along the normal ni at ut~~. All u~J~+i) on the 
-surface within a corner region return tout~~ at the corner of the subsequent yield 
surface <l>N+i· This return is along the straight line joining u~J~+i) and the corner 
of </>n· 
During the time increment the yield surface translates. This translation is given by 
K~e~~tl) and is in the opposite direction to the return path -2G~e~~{1). We 
can thus identify the subsequent yield surfaces on which the stress points lie. These 
are illustrated in Figures 6.6 and 6.7 for a flat and corner region respectively. 
The linear isotropic hardening case 
For this hardening case, we consider a surface of elastically predicted stress points 
u~l;+l) constructed with reference to the subsequent yield surface <l>N+i· We also 
define the flat and corner regions with reference to the subsequent yield surface <l>N+i · 
This surface of u~l;+l) and the appropriate regions are illustrated in Figure 6.8 
together with the return paths which are characterized below. 
All u~l~+l) on the surface within a flat region return to ut~i) on the flat surface 
of the subsequent yield surface along the normal ni at ut~i). All u~l;+l) on the 
surface within a corner region return to ut~;> at the corner of the subsequent yield 
surface <l>N +I· The surface of these stress points ut~~ coincides with the subsequent 
yield surface <l>N+i· 
As the yi~ld surface expands in stress space during the time increment, the corner of 
the subsequent yield surface lies on the radial line through the corner of the current 
Chapter 6--------------.,...---------- 75 
(and initial) yield surface. This expansion of the yield surface in stress space can be 
measured by the increment ~kt~~). This increment is linked to a level surface of D 
. ' Ie 
Ak(i+l) D( A p (i+I)) 
u N+l ex: ue N+I (6.34) 
and corresponds to the largest of 
~k(i+i) _ ± GGr (~ P (i+t) _ ~ P (i+t)) 
N+t - G - Gr el N+t e2 N+t 
~k(i+t) _ ± GGr (~ P (i+t) _ ~ P (i+t)) 
N+t - G _Gr et N+t ea N+t 
~k(i+i) _ ± GGr (~ P (i+i) _ ~ P (i+t)) 
N +I - G - Gr e2 N +I ea N +I (6.35) 
for the flat regions only. 
There is a correspondence between eqn. (6.35) and eqn. (6.30) for the uniaxial case. 
We can make .use of eqn. (6.35) to construct the concentric surfaces of u~~~+l) 
about the current yield surface. From these we can then identify the subsequent 
yield surface <f>N+t and hence the stress point u~~~. 
Traditionally, the flat and corner regions have been constructed with reference ·to 
the current yield surface </>n rather than with reference to the subsequent yield 
surface. The return paths have also been associated with these regions of <f>n· We 
can identify the return paths given above in terms of these regions of <f>n by defining 
two secondary regions within each corner region of <f>n· The return paths within the 
flat regions of <f>n and these secondary regions are then characterized by those of a 
flat region of <f>N+t· The return paths within the remainder of the corner region of 
<f>n are characterized by those of a corner region of </>N+t· These secondary regions 
can be calculated from the shear and tangent shear moduli by 
Gr 
tanf3 = --y'3G 
and are illustrated in Figure 6.9. 
(6.36) 
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Figure 6.4: Return paths for the Tresca perfectly plastic case 
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Figure 6.5: Return paths for the Tresca linear kinematic hardening case 
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Figure 6.6: Subsequent yield surface for return paths in a flat region (LKH) 
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Figure 6.7: Subsequent yield surface for return paths in a corner region (LKH) 
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Figure 6.8: Return paths for the Tresca linear isotropic hardening case 
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Figure 6.9: Corner detail for the Tresca linear isotropic hardening case 
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6.5.2 The Mohr-Coulomb yield surface 
The piecewise linear surfaces of a~1~+l) associated with the Mohr-Coulomb yield 
surface are infinitely long 12-sided cones in principal stress space with axes coinciding 
with the current yield surface axis. Again, we divide the area around the appropriate 
yield surface into fiat and corner regions, defined now by vectors Tni = Dni at the 
corners of the appropriate yield surface. Due to the symmetry of the yield surface, 
we need only make a distinction between fiat and corner regions, and not between 
individual fiat regions or individual corner regions respectively. We further define . 
an apex region defined by vectors Tni at the apex. These three region types are 
identified in Figure 6.10. 
The perfectly plastic case 
For a perfectly plastic solid the yield surface remains fixed in principal stress space 
for all time increments. Thus the current and subsequent yield surface is the initial 
yield surface </>o. 
A surface of elastically predicted stress points a~1~+1) is illustrated in Figure 6.11. 
This surface, together with the fiat, corner and apex regions, is constructed with 
reference to the initial yield surface </>o. 
The return paths from this surface of a~1~+1) are also illustrated in Figure 6.11 and 
are characterized as follows. All a~1~+1) on the surface within a fiat region return 
to at~~ on the fiat surface of the yield surface </>o along the vector Tni at at~~. 
All a~1~+1) on the surface within a corner region return to at~~ at the corner of 
the yield surface </>o along the vector D8</>o/8a at the corner passing through the 
particular a~1~+1). All a~l~+l) on the surface within the apex region return to 
at~~ at the apex of the yield surface </>0 • 
These return paths correspond with the return paths, and the apex region coincides 
with the inverted pyramid, of Pankaj & Bifanic 1 . . 
The linear isotropic hardening case 
We now consider a surface of elastically predicted stress points a~l~+l) constructed 
with reference to the subsequent yield surface ¢NH· We also define the fiat, corner 
and apex regions with reference to the subsequent yield surface </>N+i· The return 
paths from this surface of a~1~+1) are illustrated in Figure 6.12 and are characterized 
below. 
, ... 
Hydrostatic axis 
.... 
..... 
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.... 
... 
..... 
..... 
Corner region 
Figure 6.10: Corner, flat and apex regions of the Mohr-Coulomb yield surface 
All u~~~+l) on the surface within a flat region return to utti> on the flat surface 
of the subsequent yield surface along the vector mi at utti>. All u~~~+l) on 
the surface within a corner region return to u~ti> at the corner of the subsequent 
yield surface ¢N+i along the vector D8</w+i/8u at the corner passing through the 
particular u~~~+l). All u~~~+i) on the surface within the apex region return to 
u~ti> at the apex of the yield surface <l>N+i · 
The yield surface expands in stress space during the time increment with no change 
in the friction angle 0. Thus the corners of the subsequent yield surface lie on radial 
lines through the corners of the current (and initial) yield surface, and the apex 
of the subsequent yield surface lies on the hydrostatic axis, but at a now greater 
distance from the origin. 
This expansion of the yield surface in stress space can be measured as an increase 
in the cohesion Llctti> and is quantified as the largest of 
Llc(i+l) = ± GGT 1 N+i - f2 N+i [(Ll?.. (i+l) Ll p (i+l))l 
N+l G - GT cos(O) 
Llc(i+l) = ± GGT 1 N+i - f3 N+i [(Ll?.. (i+l) Ll p (i+I))l 
NH G - GT cos(O) 
~c(i+I) = ± T 2 N+i - uE3 N+I . GG [(~?n (i+l) A p (i+l))l 
. N+I G - GT cos(O) (6.37) 
for the flat regions only. 
-We can make use of eqn. (6.37} to construct the concentric surfaces of u~~~+l) 
about the current yield surface. From these we can then identify the subsequent 
yield surface <l>N+i and hence the stress point ut~~). 
6.6 CONCLUSIONS 
Firstly, the quadratic programming problems of both the Tresca and Mohr-Coulomb 
yield surfaces with perfectly plastic and linear hardening material behavior are con-
sidered in detail. 
Secondly, the return paths, associated with the traditional return mapping algo-
rithm, are identified in principal stress space from the quadratic programming prob-
lems. These return paths provide a correct basis against which heuristically devel-
oped algorithms can be compared. 
Thirdly, provided the yield surface and the elastically predicted stress are suitably 
formulated in stress space (equivalent to the appropriate holonomic formulation in 
conjugate force space), the return paths in principal stress space are common to 
both the backward difference and generalized trapezoidal rules. 
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CHAPTER 7 
CONCLUSION 
The internal variable formulation of the incremental problem for convex elastic-
. plastic materials presented in this thesis has facilitated the development of a gen-
eralized trapezoidal rule that is consistent with a generalized trapezoidal rule for 
creep. Further, it has provided the understanding of the relationship between this 
and other integration rules in terms of the governing principles. Indeed, it is shown 
that the generalized trapezoidal rule and the generalized midpoint rule o.f Simo et 
al 1 •2 are fully equivalent in that the same minimum principle is established in each 
case. The generalized trapezoidal rule .thus inherits the notion of B-stability and 
offers the opportunity to exploit the second order rate of convergence for a - i 
associated with the generalized midpoint rule. 
The generalized midpoint rule and the generalized trapezoidal rule can also be re-
garded as equivalent generalizations of the backward difference scheme. The essential 
advantageous characteristics of the backward difference formulation (amongst oth-
ers, the symmetry of the consistent tangent modulus) are thus retained under these 
rules. However, the generalized trapezoidal rule may be regarded as more convenient 
than its generalized counterpart, in the sense that the equilibrium and constitutive 
equations are fully satisfied at the end of each interval rather than at the generalized 
midpoint. 
The internal variable formulation of a backward difference corrector algorithm for 
piecewise linear plasticity provides us with a consistent algorithm for the integration 
of the constitutive equations. The algorithm is written in the form of a mathemat-
ical programming problem and is fully consistent in that no heuristic assumptions 
are made. It further has the advantages of being fully linked to the governing princi-
ples and avoiding the inherent problems associated with corners under the classical 
formulation. 
For the particular cases of the Tresca and Mohr-Coulomb yield surfaces, by first for-
mulating the problem as a holonomic problem in reference space, a convex quadratic 
programming problem can be established in principal space. The backward differ-
ence algorithm can then be extended to include the generalized trapezoidal rule by 
simply modifying the holonomic step. This allows the general structure of the back-
ward difference algorithm to be maintained, in the sense that the same quadratic 
programming problem is solved in both ca,ses. In this way, the computational ad-
vantages of the gen~ralized trapezoidal rule can be exploited. 
Finally, as the corrector algorithm is fully consistent, the quadratic programming 
problems developed for the Tresca and Mohr-Coulomb yield surfaces are used to 
provide· a basis against which heuristically developed algorithms can be compared. 
This is done in the form of the classical formulation of a return mapping algorithm 
in which the return paths in principal stress space associated with an elastically 
predicted stress are identified. 
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