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ABSTRACT
It is interesting to ask how a confinement scale affects the thermalization of strongly coupled
gauge theories with gravity duals. We study this question for the AdS soliton model, which
underlies top-down holographic models for Yang-Mills theory and QCD. Injecting energy
via a homogeneous massless scalar source that is briefly turned on, our fully backreacted
numerical analysis finds two regimes. Either a black brane forms, possibly after one or more
bounces, after which the pressure components relax according to the lowest quasinormal
mode. Or the scalar shell keeps scattering, in which case the pressure components oscillate
and undergo modulation on time scales independent of the (small) shell amplitude. We show
analytically that the scattering shell cannot relax to a homogeneous equilibrium state, and
explain the modulation as due to a near-resonance between a normal mode frequency of
the metric and the frequency with which the scalar shell oscillates.
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1 Introduction
What happens to a strongly coupled field theory when it is brought far from equilibrium?
This question is important in many areas of physics, including the formation of a quark gluon
plasma in ultrarelativistic heavy ion collisions and quantum quenches in cold atom systems.
It is a difficult question, however, because conventional techniques fail in the strongly
coupled, far-from-equilibrium regime. In recent years, progress has been made using the
gauge/gravity duality, also known as“holography”. The simplest AdS/CFT models describe
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conformal field theories, and the original studies of holographic thermalization focused
on those. Interestingly, when extrapolating to heavy ion collisions, one typically finds
thermalization times that are short enough to be compatible with experiment [1, 2, 3, 4,
5, 6, 7, 8, 9, 10]. Another noteworthy result is that short- wavelength modes thermalize
first in the simplest holographic models [11, 7]. An obvious question is whether there are
interesting new effects for non-conformal models, in particular for confining ones.
The study of holographic thermalization in confining models was initiated in [12, 13],
where the hard wall model was considered, first in a weak field approximation [12] and then
using fully backreacted numerical simulations [13]. Following [14] (see also [3]), starting
from the ground state, energy was injected by turning on a homogeneous scalar source of
amplitude  for a brief time interval δt. In the bulk, this leads to a planar shell falling
towards the interior of AdS, which in the non-confining context of [14] always led to the
formation of a black brane, corresponding to thermalization in field theory. In the hard
wall model, however, two regimes were found [12, 13]. Certain shells collapsed into large
black branes, while others kept scattering between the hard wall and the AdS boundary. In
the scattering phase, for certain boundary conditions at the hard wall, the oscillating scalar
expectation values underwent interesting modulation on time scales scaling like the inverse
amplitude squared, due to resonant transfer of energy [13] similar to that discovered in [15]
for collapse in global AdS.
The hard wall model is simple, but is sometimes criticized for being crude and ad hoc
(an interior region of AdS being artificially cut away by the hard wall), and for being rather
different from large-N Yang-Mills theory in certain respects (see, for instance, Section 1.1
of [12] for a brief discussion). We therefore decided to re-examine these issues in the context
of the top-down AdS soliton model [16], which underlies top-down holographic models for
Yang-Mills theory [16] and QCD [17]. In the bulk spacetime corresponding to the ground
state, the radial direction and a circle combine into a cigar-shaped geometry, causing the
radial direction to cap off smoothly at a radius that sets the confinement scale. While the
starting point of the construction in [16] was the AdS7 soliton (which after compactification
on two circles left the radial direction and 3+1 large field theory dimensions), we will
consider AdS solitons in 4, 5, 6 and 7 dimensions.
Starting from the AdS soliton spacetime, we will again inject energy using a minimally
coupled massless scalar field with amplitude of order . An important difference with the
hard wall model is that now the metric itself contains dynamics (in the sense that it is
not completely determined by constraints), because there is no isotropy between the circle
and the other spatial field theory dimensions. If and when a black brane forms, isotropy is
restored in the metric components. Given a bulk solution, holographic renormalizaton can
be used to extract field theory quantities such as the expectation values of the energy and
of the pressure components.
We perform a fully backreacted numerical analysis, and identify a regime in which the
infalling shell collapses into a black brane, possibly after one or more bounces, as well as
a regime in which the infalling shell keeps scattering between the tip of the cigar (which
we will henceforth refer to as the IR) and the AdS boundary. In the former case, we find
that the pressure components relax to their (isotropic) equilibrium values according to their
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lowest quasinormal mode. In particular, the difference in pressure components along the
noncompact and compact spatial dimensions of the AdS boundary relaxes to zero as an
oscillating exponential. In the scattering phase, when the injected energy is sufficiently
small, we show analytically that the shell cannot relax to a homogeneous equilibrium state,
and we find numerically that the pressure anisotropy oscillates and undergoes modulation
on a time scale that is -independent in the limit of small amplitude  and short injection
time. This modulation time scale is very different from the 1/2 time scale found for the
hard wall model, and indeed the physical mechanism is different as well: the oscillations
are due to an almost resonance between the oscillation frequency of the scalar shell and
the lowest normal mode frequency of the dynamical metric component. Just above the
threshhold for black hole formation, we also find solutions that bounce a few times against
the AdS boundary before collapsing into a black brane, similar to solutions found in global
AdS [15].
Recently, several other papers have studied holographic thermalization in non-conformal
models. Based on a quasinormal mode analysis of top-down non-conformal (but gapless)
models, it was conjectured in [18] that, as soon as a horizon is formed in the bulk, deviations
from conformality do not significantly affect thermalization times. Similarly, the numerical
analysis in [19] found that the equilibration dynamics of N = 4 SYM theory does not change
much when chemical potentials or magnetic fields are added. In [20], quasinormal modes
were computed for bottom-up models mimicking the equation of state of QCD, and a non-
trivial dependence on the equation of state was found. A confining bottom-up model for
QCD was studied nonlinearly in [21], but only for initial conditions that already contain a
small black hole; in this case, good agreement with a quasinormal mode analysis was found.
In the present paper, we study top-down confining models at the nonlinear level, in regimes
with and without horizons. If and when a horizon forms, the subsequent dynamics is well-
described by a quasinormal mode analysis, and the confinement scale does not play much
of a role. In the parameter regime in which no horizon forms, the dynamics is dramatically
different.
The remainder of this paper is organized as follows. In Section 2 we describe our
setup, including our metric ansatz, the equations of motion and how to extract field theory
quantities from the bulk solutions. In Section 3 we briefly discuss the numerical methods
we have used. Section 4 starts introducing the reader to our numerical results and to the
two different phases. In Section 5 we discuss the black hole phase and in Section 6 the
scattering phase. We conclude in Section 7. A number of technical details are contained in
three appendices.
2 Holographic setup
The model we will consider is the Einstein-Hilbert action with a minimally coupled massless
scalar field,
S =
1
2κ2
∫
dd+1x
√−g
(
R− 2Λ− 1
2
(∂φ2)
)
− 1
κ2
∫
∂
ddx
√−γK, (1)
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where the cosmological constant Λ is related to the AdS radius L by Λ = −d(d − 1)/2L2.
The boundary term is the Gibbons-Hawking-York term, which is necessary to render the
variational principle well defined [22], but it will not play a role in this work. We will start
with the AdS soliton as an initial condition, and then inject energy into the system by
perturbing the scalar field.
The AdS soliton background corresponds to a Euclidean black brane with an extra time
direction. An explicit metric can be written as
ds2 =
L2
z2
−dt2 + dz2
1− zd
zd0
+ (1− z
d
zd0
)dθ2 + d~x2d−2
 . (2)
We will henceforth work in units with L = 1. The AdS boundary is located at z = 0
and the confinement scale is set by z0 (which would correspond to the horizon if we Wick
rotated back the above to a black brane). Note that the θ coordinate is compact in order
to avoid a conical singularity, and this metric breaks rotational invariance between the ~x
coordinates and the θ coordinate. This will have the implication that in order to solve
for the time-dependence of the metric, we will need the second order dynamical Einstein
equations. This should be contrasted with rotationally invariant metrics, for which the
metric can be determined using first order constraint equations alone.
The massless scalar field will be dual to a marginal operator in the dual field theory.
To quench the system we will use a source J coupled to this operator and turn it on for a
short period of time. While we imagine the source to vanish outside a finite time interval,
in our numerical computations we choose for simplicity a Gaussian profile of the form
J(t) = e−
t2
δt2 , (3)
which is indeed negligibly for |t|  δt. The total injected energy will scale like E ∼ 2/δtd for
small  and small δt [14]. In the dual gravitational description, this source term corresponds
to the value of φ at the AdS boundary. After the source has been turned off, the system’s
energy will have increased and the gravitational bulk solution will have a nontrivial time
dependence, governed by the action (1). The main question is how this time-dependent
solution behaves, in particular if it collapses into a black brane solution or not. To avoid
an extra scalar field, we will also consider quenching the metric, and compare this to the
case of perturbing the scalar. We can inject energy by turning on a short time dependence
for ηθθ/ηxjxj , where η is the boundary metric, which breaks the isotropy of the boundary
metric between the θ and ~x coordinates (see Section 2.1, in particular (5)). This can also
be interpreted as quenching the size of the compactified dimension. In this case, only the
gravitational mode will be turned on, and the dynamics will be qualitatively different from
the case where both the scalar and the metric mode are turned on. Although we will just
very briefly consider such quenches in the metric, it is important to remember that it is
possible in this setup to inject energy via the metric without a scalar field and without
breaking additional rotational symmetries.
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2.1 Ansatz and equations of motion
To solve the Einstein equations we need to choose specific coordinates. We can constrain
the form of the metric by using the symmetries of the problem and by suitable gauge
transformations (diffeomorphisms), but otherwise the metric will be completely general. In
particular, our metric will only depend on time and on the radial bulk coordinate. Also,
note in particular that due to parity invariance in the θ and ~x coordinates, we can set
all off-diagonal terms involving these coordinates to zero. We may then use our gauge
transformation to bring the metric to a diagonal form with three free functions. Note
that the absence of rotational symmetry between the θ and ~x coordinates in the AdS
soliton background forces us to choose a more general ansatz than in setups with rotational
symmetry in all spatial coordinates [14, 23, 12, 13, 21], in which case there are usually
only two free functions in the metric, which are completely determined by the constraint
equations (there are no propagating degrees of freedom in the metric). We have found that
the following ansatz is useful:
ds2 =
L2
z2
−h(z, t)2dt2 + f(z, t)2
1− zd
zd0
dz2 + (1− z
d
zd0
)e(d−2)b(z,t)dθ2 + e−b(z,t)d~x2d−2
 , (4)
with the initial conditions that f = 1, h = 1 and b = 0 before the injection. We will refer
to the boundary at z = 0 as the UV and the point z = z0 as the IR. The coordinate θ is
periodic with period 4piz0/d to avoid a conical singularity. This form of the metric has a
remaining gauge symmetry corresponding to rescaling of all coordinates. In the numerics,
we will use this to set z0 = 1, but for now we will keep z0 explicit. The coordinates in (4)
are very badly behaved at z = z0, however, so for numerics we will use a different ansatz,
see Section 3 and Appendix A.
To inject energy via the metric, we do this via the function b(z, t), namely we can assume
a boundary profile on the form
b(0, t) = e−
t2
δt2 , (5)
and turn off the scalar. It turns out to be convenient to define the following variables
Π = φ˙f
h
, P = b˙f
h
,
Φ = φ′, B = b′,
(6)
where ′ means derivative with respect to the z coordinate.1 Introducing
G(z) = 1− z
d
zd0
, (7)
1We warn the reader that ′ will have a different meaning in Section 6.1 and Appendix A.
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the equations of motion following from the ansatz (4) are
f˙ =z1−2d
(d− 2)(d− 1)Gh
2(Gz−2(d−1))′
(PBz + 2P ) +
z2−2dΦΠGh
(Gz−2(d−1))′
+
d− 2
2
Ph, (8)
h′
h
=
1
z2(d−1)(Gz−2(d−1))′
(
(d− 1)(d− 2)
2
(P 2 +GB2 +
4GB
z
) +GΦ2 + Π2
)
+
+ (d− 2)B − f
′
f
, (9)
h′
h
=
2d(d− 1)(f 2 − 1)
z2d(Gz−2(d−1))′
+
f ′
f
, (10)
P˙ =
1
d− 1
(
(Ge(d−1)b)′he−(d−1)b
fzd−1
)′
zd−1, (11)
Π˙ =
(
hGΦ
fzd−1
)′
zd−1, (12)
B˙ =
(
Ph
f
)′
, (13)
Φ˙ =
(
Πh
f
)′
. (14)
Note that in this gauge, only derivatives of b appear in the equations of motion, so we do
not need to integrate at every time step to obtain b. This is the reason for the particular
parametrization in (4), which makes the equations of motion decouple nicely. A similar
ansatz is used in [3].
Evaluating equation (8) at the point z = z0, and using (6), we obtain
f˙z=z0 = (
d− 2
2
Ph)z=z0 = (
d− 2
2
b˙f)z=z0 , (15)
so that
fz=z0 = Ce
d−2
2
b|r=0 (16)
for some constant C. Since initially f = 1 and b = 0, we have that C = 1. Thus we can
state this result as (
fe−
d−2
2
b
)
z=z0
= 1, (17)
which will be crucial for the analysis in Section 6.1. This condition actually is the statement
that the regularity (absence of a conical singularity) at z = z0 is preserved in time. This
can be easily seen in the ansatz (28), which is used in the numerical analysis, and we refer
the reader to Section 3 for further discussion.
2.2 Boundary expansion and holographic renormalization
To compute field theory observables, one resorts to a process called “holographic renormal-
ization” [24, 25], which requires adding counterterms to the action to cancel divergences
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from the near-boundary region. These counterterms, which in odd dimensions give finite
contributions to the various one-point functions, must be evaluated explicitly for every di-
mension and quickly become quite involved for increasing dimension. In addition, these
contributions make the one-point functions scheme-dependent. However, when the source
is turned off, the first non-trivial term in the boundary expansion is of order zd and no coun-
terterms are needed. Since we will be interested in the evolution of the one-point functions
after the source has been turned off, we will therefore be able to ignore the counterterms.
In even dimensions the counterterms do not give finite contributions to the one-point func-
tions even when the source is nonzero and thus in this case the counterterms can always be
ignored [24, 26]. For d = 3 we provide the full asymptotic boundary expansion in Appendix
C, which will be used in some of the figures.
The asymptotic behaviour of the various fields after the source has been turned off is
given by
f =1 +
E
2(d− 1)z
d + . . . , (18)
h =1− E
2(d− 1)z
d + . . . , (19)
b =bdz
d + . . . , (20)
φ =φdz
d + . . . , (21)
where the zd coefficients of f and of h have been related by the equations of motion. We
will see later that E will be the total injected energy, while the coefficient φd is related to
the vacuum expectation value of the dual operator. We also have that E˙ = 0, which follows
from the equations of motion or from holographic Ward identities.
To identify the stress energy components at the boundary, we want to write the metric
in the Fefferman-Graham gauge
ds2 =
dζ2
ζ2
+
1
ζ2
gαβdx
αdxβ. (22)
Doing this asymptotically, we can identify z = ζ − ζd+1 1
2d
( E
d−1 +
1
zd0
) +O(ζd+2), which gives
us the metric
ds2 =
dζ2
ζ2
− 1
ζ2
{(
1− (E − 1
zd0
)
ζd
d
+O(ζd+1)
)
dt2
+
(
1 + (
E
d− 1 +
1− d
zd0
)
ζd
d
+ (d− 2)bdζd +O(ζd+1)
)
dθ2
+
(
1 + (
E
d− 1 +
1
zd0
)
ζd
d
− bdζd +O(ζd+1)
)
d~x2
}
. (23)
Now it is easy to read off the non-zero stress energy components of the boundary field
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theory [24, 26]:
〈Ttt〉 = 1
16piGN
(E − 1
zd0
), (24a)
〈Tθθ〉 = 1
16piGN
(
E
d− 1 +
1− d
zd0
+ d(d− 2)bd), (24b)
〈Txx〉 = 1
16piGN
(
E
d− 1 +
1
zd0
− dbd), (24c)
from which we see that E is indeed the total injected energy (up to a factor of 1/16piGN),
and − 1
16piGN
1
zd0
is the initial AdS soliton energy density. Note also that 〈T µµ 〉 = 0.2 The
vacuum expectation value of the scalar is
〈O〉 = 1
16piGN
φd. (25)
Note that taking the difference 〈Tθθ〉−〈Txx〉 cancels the total injected energy E and isolates
the dynamical mode b, which is why we will prefer to plot this quantity instead of the
individual pressure components.
2.2.1 Temperature of black brane solutions
As seen in (24), the energy density will be positive for energies E > 1/zd0 , and we expect
that black branes will form. A black brane can be written as the metric
ds2 =
1
ξ2
−dt2(1− ξd
ξdh
) +
dξ2
1− ξd
ξdh
+ dθ2 + d~x2d−2
 . (26)
Note in particular that in the case of dynamically evolving from the AdS soliton background
into the black brane (26), isotropy between the ~x and θ coordinates must then be restored.
From (24) this means that we must have bd =
1
(d−1)zd0
and this is indeed verified numerically.
The temperature of such a black brane, as obtained by the standard procedure of requiring
the absence of a conical singularity for the Euclidean version of (26), is given by T = d/4piξh.
Asymptotically, the radial coordinates ξ and ζ are related by ξ = ζ−ζd+1/2dξdh, from which,
comparing with (23), we can obtain the temperature of the black brane,
T =
d
4piξh
=
d
4pi
[
E − 1
zd0
d− 1
]1/d
. (27)
3 Numerical methods
In this section we will list some important tricks that we had to employ to achieve stable
numerical evolution. We used a fourth order finite difference method to discretize the radial
2This is not generally true while the source is turned on; see, for example, Eqs (20)-(23) of [13].
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direction, and then we used the ordinary differential equation solver scipy.integrate.ode
from the Python library scipy [27] to evolve the resulting system of ordinary differential
equations in time. We have as initial conditions f = 1, h = 1, b = 0 and φ = 0, corre-
sponding to the AdS soliton geometry. The boundary conditions we impose in the UV are
f(0, t) = 1 and h(0, t) = 1 as well as φ(0, t) = J(t) and b(0, t) = 0 (b(0, t) = J(t) and
φ ≡ 0 if we quench the metric instead of the scalar), and the source is always taken as a
gaussian J(t) = e−t
2/δt2 . In the IR, we do not have to impose any boundary conditions,
since regularity already follows from the equations of motion. However, there are some
potential sources for numerical instability and inaccuracy, the coordinate singularity in the
IR and the AdS boundary being two examples.
3.1 The coordinate singularity
The z coordinate ansatz (4) is very inconvenient in the IR. The reason is that at this point
the geometry looks locally like Minkowski space in cylinder coordinates, with rotational
invariance in the (z, θ) plane. However, the relation to the radial coordinate in this locally
flat space is z = z0(1−r2), and thus dz = −2rz0dr. This means that a small grid spacing in
z will be mapped to a very large grid spacing in r (which is the natural coordinate around the
point z = z0), so a linearly spaced discretization in the z coordinate will become incredibly
bad at this point. We thus found it convenient to instead work with the coordinate r =√
1− z/z0, and use the metric ansatz
ds2 =
1
s(r)2
(−h(r, t)2dt2 + 4f(r, t)
2
dg(r)
dr2 + r2g(r)e(d−2)b(r,t)dθ˜2 + e−b(r,t)d~x2d−2), (28)
where s(r) = z0(1 − r2) and g(r) = (1 − (1 − r2)d)/(z20r2d). The advantage of this
parametrization of the metric is that now g(r) is a finite slowly varying non-zero func-
tion and g(0) = 1/z20 . The new periodic coordinate θ˜ now has period 4piz
2
0/d
3/2. While the
coordinate system (4) is convenient to derive analytic results and to extract the boundary
field theory observables, the coordinate system (28) will be used for the numerical evolu-
tion. It is also clear now in these coordinates, that the regularity condition (absence of
conical singularity), means that fe(d−2)b/2 remains constant in time, which is exactly the
statement (17). The equations of motion for the ansatz (28) can be found in Appendix A.
The functions f , P , Π, Φ and B are evolved in time, while the function h is solved for at
each time step using equation (60), and equation (62) is checked for consistency during the
time evolution.
There is also a convenient trick that can be employed to compute derivatives close
to an origin of a polar coordinate grid. Usually if one were to employ finite differences
close to a boundary, one would have to resort to non-symmetric stencils which can induce
instabilities or numerical inaccuracies. However, at r = 0 we do not have a boundary, and
we can imagine continuing r past r = 0 to negative values and thus it is possible to still use
central difference schemes when computing derivatives close to r = 0. An equivalent way
of reaching the same result is to use the fact that all functions must be even functions of r
when computing the derivatives.
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3.2 Radial discretization
We have found that high order finite difference discretization has worked well. However,
to avoid high frequency spurious oscillations, we have found that it is convenient to put
different functions on two different grids. To motivate this, consider first a function v(t, z)
satisfying the free wave equation v¨ = v′′. Defining V = v′ and P = v˙ we obtain
V˙ = P ′, P˙ = V ′, (29)
which should be compared to the equations of motion for the scalar field and the metric
component b. Now, if we discretize the z coordinate by {zj}nj=0, and consider the derivative
approximation (zj+1 − zj)/∆z, this will compute an approximation to the derivative at
the point (zj + zj+1)/2. We thus see that it might be convenient to put V and P on two
different grids, one on {zj}nj=0, and one one {xj}nj=0 where xj = (zj+zj+1)/2, to improve the
accuracy of the derivative approximations. If one were to use a central difference scheme,
we find that it typically induces high frequency noise. This high frequency noise is still
present when using higher order central difference schemes, but disappears when putting V
and P on different grids (also when we use a higher order finite difference scheme).
In our more complicated setup, the same reasoning holds for the free wave equation
in AdS, and we have found it very useful to employ the same trick even when including
backreaction. Thus we have put Φ and B on one grid, and Π, P and f on the other.
Function values are then interpolated to the other grid when necessary. This proves to
result in very stable evolution and the high frequency noise that is present when using
central difference schemes with all functions on the same grid disappears.
3.3 Extracting boundary data
To extract the boundary data, we will have to compute quantities like (f(z) − f(0))/zd
when z → 0. This becomes increasingly difficult when the dimension increases, since we are
taking the ratio of two very small numbers. In particular for d = 6, there is high frequency
noise which makes it difficult to extract the observables. For the simulations of black hole
formation (Fig. 5), we therefore found it appropriate to use a Savitzky-Golay [28] filter to
get rid of this noise and to make the boundary observables more smooth in time.
4 Phase diagram
When injecting energy into (the Poincare´ patch of) vacuum AdS, we always form a black
brane. However, since the energy density of the AdS soliton is negative, and any black
brane has positive energy density, there should be a threshold for black hole formation
when injecting energy into the AdS soliton. The obvious question is then, what solution do
we obtain below the threshold? In the probe limit, the scalar field will just bounce forever
between the boundary and the IR, so one could ask if this behaviour will still remain
when turning on backreaction, or if the system will equilibrate into some static solution
after a long time. In Section 6.1, we prove that the system cannot equilibrate into any
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static solution. We will thus refer to these solutions as the “scattering phase”, and the
solutions that thermalize into black holes as the “black hole phase”. In Fig. 1, we show the
separation between the two different phases, in terms of the parameters  and δt. For small
δt we have the relation  ∼ δtd/2, which is expected since the injected energy (which is the
only parameter associated to the shell in the thin shell limit) goes like E ∼ 2/δtd [14].
The shapes of the phase diagrams resemble those found for the hard wall model in [13]. In
particular, for large δt we find numerically the relation  ∼ δt, which is the same as in the
hard wall model with Neumann boundary conditions.
10-1 100 101
δt [z0 ]
100
²( z 0 δt
) 3/2
Scattering phase
Black hole phase
d=3
10-1 100 101
δt [z0 ]
10-1
100
²( z 0 δt
) 2 Scattering phase
Black hole phase
d=4
10-1 100 101
δt [z0 ]
10-1
100
²( z 0 δt
) 5/2
Scattering phase
Black hole phase
d=5
10-1 100 101
δt [z0 ]
10-1
100
²( z 0 δt
) 3
Scattering phase
Black hole phase
d=6
Figure 1: The separation between the black hole phase and the scattering phase. For
small δt, we see that  ∼ δtd/2, which is expected since the total injected energy goes like
E ∼ 2/δtd [14]. For large δt, we find the relation  ∼ δt.
Another interesting question is if we can find scattering solutions above the energy
threshold. Intuitively, right above the threshhold, a wave packet should bounce before
collapsing into a black brane due to the finite width of the wave packet, and this is indeed
what we find: Right above the threshhold when black brane formation is possible (the
energy density is positive), there is a region where solutions reflect many times against
the boundary without collapsing (although we are not able to say whether they eventually
collapse, due to numerical difficulties in following the solutions for a long time). We have
also found solutions that bounce a few times and then collapse into a black hole, similar
to what was found in global AdS [15]. In Fig. 3 we plot the number of scatterings before
collapse, as a function of amplitude  for fixed δt = 0.24z0. We see that when decreasing 
the number of reflections against the boundary before collapse varies between 0 and 3, and
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then for smaller  there is a large region where the solutions do not seem to collapse.
In Fig. 2, we show the vacuum expectation value of the scalar operator and min{f/h}
as a function of time, for a solution that bounces twice before collapsing into a black hole.
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Figure 2: Example of a quench where the scalar wave packet reflects twice at the boundary
before collapsing into a black brane. Time is here in units of z0. The parameters are d = 3,
 = 0.06305472 and δt = 0.24z0. The left axis is for h/f and the right axis is for 〈O〉 in
units of 1/(16piGNz
d
0). Vanishing of h/f signals the formation of an apparent horizon.
After two reflections (identified by the sharp peaks in the vacuum expectation value) we
see that min{f/h} approaches zero, which indicates the formation of an apparent horizon.
If the wave packet is very close to collapsing to a black hole while it scatters in the IR,
the wave packet usually becomes very squeezed and comes out almost like a shock wave,
resulting in the very sharp peaks in the expectation value 〈O〉.
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Figure 3: Number of reflections at the boundary of the scalar field wave packet before black
brane formation, as a function of  for d = 3 and δt = 0.24z0. Note that for  smaller than
0.06304, there is a parameter region where the injected energy density is above the black
brane threshold, but nevertheless the solutions seem to scatter for as long as we have been
able to follow them. This region is relatively large, since the threshhold where the energy
density becomes negative is  ≈ 0.0607.
5 Black hole phase
In the black hole phase, the space-time will collapse into a black brane, and a horizon will
form. The resulting solution will be an AdSd+1 black brane. This in particular means that
isotropy between the θ coordinate and the ~x coordinates will be restored, which in particular
means from equation (24) that bd =
1
(d−1)zd0
, and this is indeed verified numerically. Thus the
pressure anisotropy 〈Tθθ−Txx〉 will dynamically evolve from −d/16zd0piGN to 0. A relevant
question is what this isotropization process looks like. In Fig. 4, we show a typical evolution
of the pressure anisotropy for d = 3. We see that the system quite rapidly enters a regime
where it is isotropic up to some small fluctuations. In Section 5.1, we will compare these
small fluctuations with the quasinormal modes of the resulting black brane. Our numerics
will not allow us to follow the evolution for very long times after a black hole has formed,
but long enough to see the quasinormal mode behaviour.
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Figure 4: Example of a quench (δt = 0.1z0,  = 0.02) resulting in black hole formation
for d = 3. Time is here in units of z0, and the vacuum expectation values are in units of
1/(16piGNz
d
0). The temperature of the black brane in this example is T ≈ 0.15/z0.
5.1 Quasinormal modes and late time behaviour
For late times we can view the solution as being composed of a black brane background with
small fluctuations. The late-time relaxation is thus expected to be governed by the lowest
lying quasinormal modes for this black brane. A standard way to illustrate this behaviour
is to plot the logarithm of the absolute value of the deviation of some observable from its
final value. In Fig. 5, a few examples of the deviation of the pressure difference 〈Tθθ〉−〈Txx〉
from 0 are shown. We see that, as expected, the decay time is set by the lowest quasinormal
mode, since the decay constants 10.97T (for d = 3), 8.71T (for d = 4) and 5.66T (for d = 6)
are in good agreement with the values for the lowest quasinormal mode frequencies of AdS
Schwarzschild black branes obtained in [29], namely 11.16T , 8.63T and 5.47T , respectively.
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Figure 5: Log scaled plots of the absolute deviations from zero of the pressure differences
in the late time regime of some black hole collapse processes for various dimensions. Time
is expressed in units of z0, δt = 0.1z0, and the vacuum expectation values are given in
units of 1/(16piGNz
d
0). The decay constants 10.97T , 8.71T and 5.66T , where T is the
temperature, are in good agreement with the lowest quasinormal modes (11.16T , 8.63T
and 5.47T , respectively) quoted in [29].
6 Scattering phase
In the scattering phase, the scalar field wave packet that falls from the boundary, will
bounce in the deep IR and return to the boundary. When it reaches the boundary there
will typically be some excitation of the boundary observables. The wave packet then reflects
from the boundary and the scattering repeats. There will be a similar quasiperiodic behavior
in the metric, since due to the broken rotational symmetry between the ~x and θ coordinates
the metric has dynamical degrees of freedom of its own. For all figures we have varied the
grid spacing to make sure that the results are not numerical artifacts.
In Fig. 6, we show a typical scattering solution. As we can see, every time the scalar
field wave packet reaches the boundary, there is a bump in the expectation value, and this
oscillation goes on forever as far as we know. We can also see that the dynamical degrees
of freedom in the metric are excited, as expected, leading to non-trivial behavior in the
boundary pressure components.
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Figure 6: The pressure components and vacuum expectation value of the scalar operator
(in units of 1/(16piGNz
d
0)) for a scattering solution in d = 3 with parameters  = 0.01 and
δt = 0.1z0.
One interesting feature is that the interpretation of the scattering solution as a localized
wave packet persists for very long times, even for solutions where the non-linearities play a
significant role. This is not obvious; one could have imagined that the wave packet would
broaden and that at late times we would have seemingly random fluctuations, but instead
we see that the wave packet remains approximately localized for long times. However, the
shape of the wave packet can change with time due to the non-trivial dynamics of the full
Einstein equations, as is reflected in Fig. 7 for a scattering solution close to the black hole
threshold.
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Figure 7: The scalar expectation value compared with the probe limit result (in units of
1/(16piGNz
d
0)). There is a clear distortion of the wave packet which is due to the non-trivial
dynamics in the full Einstein equations and can not be seen in the probe limit, although the
wavepacket remains fairly localized. This example is for d = 3, with parameters  = 0.01
and δt = 0.1z0, and time is in units of z0. Note that this is already quite far into the
non-linear regime since black hole formation occurs around  ≈ 0.016.
In Fig. 8 we show a typical long time scattering solution when the metric is quenched
according to (5). We notice that the pressure anisotropy develops increasingly sharp fea-
tures after long times, which suggests transfer of energy to high frequency modes. At first
sight, this might seem reminiscent of what happens to small-amplitude spherical scalar
perturbations in global AdS3 [30], where turbulent transfer of energy to short wavelengths
was interpreted as an instability of AdS3. In Fig. 9 we repeat our analysis for a smaller-
amplitude source. While a Fourier analysis of the early and late time behavior in Fig. 8
confirmed the transfer of energy to higher frequencies, a similar analysis for Fig. 9 showed
no significant transfer to higher frequencies in the time range studied: in the latter case,
the spectrum is dominated by normal mode frequencies, with roughly the same strength at
early and late times. Decreasing the amplitude of the source further would simply rescale
the vertical axis in Fig. 9, showing that for small amplitude the dynamics we see happens
on timescales independent of the amplitude. The limited time range of our numerical simu-
lation does not allow us to exclude transfer of energy on longer time scales (e.g., scaling as
the inverse amplitude). However, based on the absence of resonances in the normal mode
spectrum in our setup, we expect no such energy transfer for small amplitudes. If so, the
energy transfer observed in Fig. 8 is the result of strong nonlinearity and quite different
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from that of [30].
One important question is whether or not these scattering solutions will go on forever,
or whether the system will approach some static solution. In section 6.1 we will show that,
if the injected energy density is below the black brane threshold, the system must keep
scattering forever.
0 50 100 150
t [z0 ]
300
200
100
0
100
200
300 〈
Tθθ
〉
−
〈
Txx
〉
0 2 4 6 8 10
t [z0 ]
100
50
0
50
100
190 192 194 196 198 200
t [z0 ]
100
50
0
50
100
Figure 8: The pressure difference after quenching the metric (in units of 1/(16piGNz
d
0)),
with  = 0.008 and δt = 0.1z0 for d = 3. Time is in units of z0. We see signs of transfer to
high frequency modes for late times.
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Figure 9: The pressure difference after quenching the metric (in units of 1/(16piGNz
d
0)),
with  = 10−4 and δt = 0.1z0 for d = 3. Time is in units of z0. This figure is unchanged
(except for an overall rescaling of the deviations from −3), when  is decreased further. For
these small amplitudes, we find no significant transfer to high frequency modes.
6.1 Static solutions and non-thermalization
From equation (24) we see that we are not able to form a black brane if E < 1/zd0 . However,
one could imagine that there are other static solutions that the system can end up in. We
will in this section show that if E < 1/zd0 there are no static solutions that can be obtained
through time evolution. To summarize the argument, the key information we get from the
dynamical equations is the relation (17). This condition is essentially the requirement that
the spacetime should be regular at z = z0 (such that a conical singularity can not be formed
at this point during time evolution). We will then consider static solutions, by looking at the
static equations of motion, and show that any possible static solution is incompatible with
(17). Actually, most of the solutions have a completely different asymptotic behavior at
z = z0 and are trivially excluded. The only solutions for which fe
− d−2
2
b goes to a constant,
turns out to be the AdS soliton solutions. However, as we will see, all AdS solitons except
our initial condition soliton will have fe−
d−2
2
b approaching a different constant than 1,
violating (17), so if the injected energy is non-zero, no static solutions can form. This
reasoning is reminiscent of the argument for non-thermalization in the hard wall model,
given in [13], where we also had a relation similar to (17).
To investigate this we will start by considering a different coordinate system, such that
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the metric takes the form
ds2 =
1
zˆd
(−hˆ2dt2 + dzˆ2fˆ 2 + dθ2e(d−2)bˆ + d~x2d−2e−bˆ). (30)
This can be obtained by the coordinate transformations and field redefinitions given by
b = bˆ− logG
d−1 , z = zˆG
1
2(d−1) ,
fˆ 2 = f
2
G(1−z G′
2(d−1)G )
2
, hˆ2 = h2G−
1
d−1 ,
(31)
where G(z) = 1 − zd/zd0 and G′(z) = −dzd−1/zd0 . The zˆ coordinate now ranges from 0 to
∞. The (static) equations of motion for such an ansatz are
hˆ′
hˆ
=
fˆ ′
fˆ
− d
zˆ
(fˆ 2 − 1), (32)
hˆ′
hˆ
= − fˆ
′
fˆ
− d− 2
4
zˆBˆ2 − 1
2(d− 1) zˆΦˆ
2, (33)
(
Bˆhˆ
fˆ zˆd−1
)′ = 0, (34)
(
Φˆhˆ
fˆ zˆd−1
)′ = 0, (35)
where Bˆ = bˆ′, Φˆ = φ′ and prime now denotes derivative with respect to zˆ. We can integrate
(34) and (35) to obtain
Φˆ = Cφ
fˆ
hˆ
zˆd−1, (36)
Bˆ = Cb
fˆ
hˆ
zˆd−1. (37)
where Cb and Cφ are integration constants, tuning the UV behavior. From (32) we have
fˆ/hˆ = e
∫ zˆ
0
d
zˆ′ (fˆ
2−1), so that we obtain the following formulas for Bˆ and Φˆ
Φˆ = Cφe
∫ zˆ
0
d
zˆ′ (fˆ
2−1)zˆd−1, (38)
Bˆ = Cbe
∫ zˆ
0
d
zˆ′ (fˆ
2−1)zˆd−1. (39)
By eliminating hˆ′/hˆ from (32) and (33) and substituting the expressions in (39) and (38)
for Bˆ and Φˆ we obtain that fˆ must satisfy
2
fˆ ′
fˆ
− d
zˆ
(fˆ 2 − 1) = −d− 2
4
C2b zˆ
2d−1e
∫ zˆ
0
2d
zˆ′ (fˆ
2−1)dzˆ′ − 1
2(d− 1)C
2
φzˆ
2d−1e
∫ zˆ
0
2d
zˆ′ (fˆ
2−1)dzˆ′ . (40)
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With the boundary expansion of f being f = 1 + E
2(d−1)z
d + . . . (see (18)), we obtain
the boundary expansion of fˆ as fˆ = 1 +
(E−1/zd0 )
2(d−1) zˆ
d + . . .. We expect that black branes
will form when the total energy density is positive, which from (24) corresponds to E −
1/zd0 > 0. Here we will now consider the case E < 1/z
d
0 (negative energy density) and
show that any possible static solutions with negative energy density cannot be obtained
dynamically. We emphasize that some solutions of (40) might have singular behaviours and
should be excluded as relevant solutions by other arguments, but we will not care about
such issues here, and just directly show that any static solutions, which must satisfy (40),
cannot be formed dynamically with the AdS soliton as initial condition. Recall the relation
(17), which says that we must have fe−
d−2
2
b = 1 in the IR when zˆ → ∞ or equivalently
z rightarrowz0. The idea is now to show that all solutions obtained by solving (40) are
inconsistent with this requirement. We will use the notation ≈ to mean that two quantities
are equal asymptotically, while ∼ means that they are equal asymptotically up to an overall
constant.
To show this we will have to compute the IR asymptotic behaviour of the solutions
(40). We first note that the derivative fˆ ′ in (40) is negative if 0 < fˆ < 1. Since fˆ =
1 + (E − 1/zd0)zˆd/2(d− 1) + . . . < 1 close to the boundary, we obtain that fˆ < 1 for all zˆ.
It is also easy to see that fˆ cannot become negative (because (40) implies that if fˆ = 0
then around that point fˆ ∼ zˆ−α for an α > 0 so fˆ can only go to zero asymptotically). Also,
fˆ can not asymptote to any other constant than zero. This can be seen by assuming that
fˆ → c > 0, and then (40) implies that fˆ ∼ e−αzˆβ for some α, β > 0 which is inconsistent
with fˆ → c (unless if Cφ = Cb = 0, in which case fˆ ∼ zˆ−α for α > 0, which is also
inconsistent, or if fˆ ≡ 1). Since fˆ is strictly decreasing, it thus follows that we must have
fˆ → 0 when zˆ →∞. When zˆ →∞ we thus have that
e
∫ zˆ
0
d
zˆ′ (fˆ
2−1)dzˆ′ ≈ C ′zˆ−2d (41)
for some constant C ′. For simplicity of notation we can thus redefine CbC ′ = Cb,IR and
CφC
′ = Cφ,IR. The asymptotic behaviour of bˆ is then
bˆ ≈ Cb,IR log zˆ. (42)
Equation (40) now becomes in the IR
2
fˆ ′
fˆ
≈ −
(
d− 2
4
C2b,IR +
1
2(d− 2)C
2
φ,IR + d
)
zˆ−1, (43)
from which we can obtain the asymptotic behaviour
fˆ ∼ zˆ− d−28 C2b,IR− 14(d−2)C2φ,IR− d2 . (44)
We must now compute the asymptotic relations between (f , b) and (fˆ , bˆ), by using the
expressions in (31). We have that zˆ ≈ z0G−1/(2(d−1)), which directly implies the asymptotic
relations
b ≈ bˆ+ 2 log zˆ
z0
(45)
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and
f ≈ d
2(d− 1) fˆ
(
zˆ
z0
)d−1
, (46)
which imply
fe−
d−2
2
b ≈ d
2(d− 1)
zˆ
z0
fˆ e−
d−2
2
bˆ. (47)
From the above relations and (42) and (44) we now obtain the asymptotic behaviour
b ≈ (Cb,IR + 2) log zˆ, (48)
f 2 ∼ zˆ(2(d−1)− d−24 C2b,IR− 12(d−2)C2φ,IR−d), (49)
so that we finally obtain
fe−
d−2
2
b ∼ zˆ− d−22 (
Cb,IR
2
+1)2− 1
4(d−2)C
2
φ,IR . (50)
We thus see that fe−
d−2
2
b will generically vanish in the IR, trivially violating the condition
that fe−
d−2
2
b → 1. The only way to have fe− d−22 b approach a constant in the IR, is when
the power in (50) vanishes. This only happens when Cφ,IR = 0 and Cb,IR = −2, which
in particular implies that the scalar identically vanishes. Only for these particular IR
parameters will fe−
d−2
2
b go to a constant. We will now show, however, that it will go to a
constant different from 1.
To specify a solution in the bulk, it would be customary to specify the UV behavior,
meaning that we specify E and Cb and then integrate to the IR, which should give a unique
solution. Specializing to Cb,IR = −2 should leave us a one parameter family of static
solutions. Below we will construct this one parameter family of solutions, which turns out
to be all the AdS solitons.
An AdS soliton solution with a general confinement scale z1, can be given by the metric
(4) with b = 0 and f = h = 1 with z0 replaced by z1. After transforming to the metric
(30), by using the transformations in (31), we can obtain the asymptotic behavior for fˆ
and bˆ as bˆ ≈ −2 log zˆ
z1
and fˆ ≈ 2(d−1)
d
(z1/zˆ)
d−1. We can now easily obtain from (47) that
fe−
d−2
2
b → z1/z0. Thus, the only possible solution that can be obtained is z1 = z0 which
corresponds to our initial condition, and which corresponds in the UV to E = 0.
To conclude, when the total energy density lies between that of the AdS soliton and
zero (the threshold for black brane formation), no static solutions exists.
6.2 Long time amplitude modulation
For small-amplitude scattering solutions (small ), we observe an amplitude modulation in
the pressure anisotropy on a long time scale, see Fig. 10. (The relevant timescale is actually
hard to see for d = 6, for reasons we will explain below.) The time scale can be seen to be
independent of  and δt as long as both parameters are sufficiently small. This is different
from the 1/2 modulation time scale observed in [13] for the d = 3 hard wall model with
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Neumann boundary conditions. As we will now explain, in the present case the modulation
is due a near-resonance between a metric mode and the bouncing scalar shell. (In the d = 3
hard wall model with Neumann boundary conditions, no dynamical metric modes were
excited, and the modulation was due to a resonant spectrum of scalar field normal mode
frequencies.)
In the small  regime, the scalar field is O(). Thus the metric is of order O(2) and the
next order corrections to the scalar are O(3). Working to order O(2), we can therefore
consider φ as a probe scalar acting as an external source on the metric. Since the scalar
φ bounces back and forth between the IR and the boundary, the source for the metric
backreaction can be characterized by a frequency3 fφ. In the limit of small δt (the thin
shell limit), this frequency will be the same as for a lightlike particle (following lightlike
geodesics) that bounces between the boundary and the interior. In particular, for small δt
the bounce frequency becomes independent of δt.
However, the metric also has some intrinsic frequencies fi (the normal mode frequencies,
see Appendix B). Every time the scalar crosses the space-time it kicks the metric. It is useful
to decompose the metric fluctuation into its normal modes. If fφ = fj for some j, we would
expect a resonance, such that the amplitude of the j’th normal mode will increase linearly
with time. But if fφ ≈ fj, such that we are close to resonance, it would be natural to expect
another time scale showing up, namely T = 1/|fφ−fj|. The results are summarized in table
1, and can be compared with the numerical results in Fig. 10 and Fig. 11. The latter figure
shows the decomposition of b in its normal modes, where the decomposition is of the form
b(z, t) =
∑
n≥0 an(t)Qn(z). The functions Qn (corresponding to the nth normal mode with
frequency ωn) satisfy the equation (75) with ω = ωn, which constitutes a Sturm-Liouville
problem (which makes this decomposition possible), and they are normalized with respect
to the inner product
∫ z0
0
Qn(z)Qm(z)z
−(d−1)dz = δmn. Note that replacing the frequency
of the scalar wave packet by that of a light-like thin shell still gives decent result, but
using the true frequency is required to get accurate results, especially for d = 5 (where the
system is very close to resonance). To summarize, the modulation can be traced back to a
near resonance between the lowest normal mode frequency of metric perturbations and the
frequency of a bouncing scalar shell. As expected from this picture, this type of modulation
does not show up when we quench the metric instead of the scalar field, as can be seen in
Fig. 9.
One can see from the numerics, however, that the metric perturbation consists not only
of a few normal modes: it has a slowly moving normal mode part and a rapidly moving
wave packet part. The wave packet part is in general smaller than the normal mode part.
However, close to the boundary, the wave packet part can still give large contributions to
the boundary observables. The intuitive explanation is as follows. Close to the boundary
a wave packet looks typically like ψ((z − t)/δt), where ψ is some localized profile and
δt is the width. Thus when extracting the zd coefficient when computing the boundary
observables, this will be proportional to ∂dzψ((z − t)/δt) ∼ 1/δtd, while the derivatives of
the normal modes are of O(1). We thus see that for larger dimensions, the wave packet
3Not to be confused with the metric component f from previous sections.
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part is expected to become more important. These are exactly the sharp peaks one can see
in Fig. 10, and indeed they become larger for larger dimansions. For d = 6 they completely
dominate and this is the reason why we cannot see the modulation due to the first normal
mode in the vacuum expectation value in d = 6. However, it can still be seen in the normal
mode decomposition in Fig. 11, since here the contribution from the wave packet part is
still small.
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Figure 10: The pressure anisotropy after a weak scalar perturbation with small  and
δt = 0.1z0. Time is measured in units of z0, and the vertical axis has been rescaled by
2/δtd, which is the expected dependence of the total energy of the system for small , δt.
For d = 3, 4, 5 we see that the amplitude undergoes an amplitude modulation on a much
longer time scale which is in excellent agreement with the result in table 1. For d = 6, the
modulation due to the first normal mode is hidden by the peaks from the bouncing wave
packet part; it is clearly visible, however, in the normal mode decomposition in Fig. 11.
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Figure 11: The metric function b decomposed in normal modes, after a weak scalar per-
turbation with small  and δt = 0.1z0. Time is measured in units of z0. We see that, as
expected, the lowest mode is more excited than higher modes, and undergoes an amplitude
modulation which agrees with the result in Table 1.
6.2.1 Harmonic oscillator toy model
To develop a better understanding of the modulations we have just described, we now study
a sourced harmonic oscillator which is conceptually similar to our gravitational setup (in the
small-amplitude scattering phase) and which experiences a similar amplitude modulation
phenomenon.
Consider a harmonic oscillator with angular frequency ω, sourced by a sequence of local
kicks (modelled by delta functions) with period T . (We denote the frequency of the kicks
by f = 1/T .) The equation of motion is
x¨+ ω2x =
∑
n≥0
δ(t− nT ), (51)
subject to the initial condition that x(t) should vanish for t < 0. To compare with our
gravitational setup, x is the analogue of B (the metric backreaction), the delta functions
are analogous to the stress energy tensor for the scalar φ which sources the metric, the
frequency f = 1/T is analogous to the oscillation frequency fφ of φ, and ω is analogous to
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d 3 4 5 6
z0f0 0.34195 0.37177 0.40151 0.43004
z0f 0.35682(19) 0.38190(36) 0.39944(16) 0.41263(43)
z0f
′ 0.3564 0.3807 0.3986 0.4117
T/z0 67.2(8) 98.7(35) 484(37) 57.4(14)
T ′/z0 69.2 111.9 344 54.5
Table 1: The lowest normal mode frequency f0, the oscillation frequency of the scalar
wave packet f for δt = 0.1z0, the oscillation frequency of a lightlike thin shell f
′ and the
expected modulation times T = 1/|f0 − f | and T ′ = 1/|f0 − f ′| using f respectively f ′.
Note that the frequency of a thin shell is extremely close to the frequency of the bouncing
scalar field. However, note also that in AdS6 (d = 5) we are extremely close to resonance,
and to get an accurate modulation time we must use the true frequency of the scalar wave
packet (compare with Fig. 10 and Fig. 11). The estimated error comes from reading off the
oscillation frequencies of the wave packet from the numerical simulations, while the errors
of f0 and f
′ are negligible.
the normal mode frequencies of the metric perturbations. We can solve (51) by performing
a Laplace transform. For the Laplace transformed field X we have
s2X(s) + ω2X(s) =
∑
n≥0
e−nTs ⇒ X(s) = 1
2iω
∑
n≥0
(
e−nTs
s− iω −
e−nTs
s+ iω
)
. (52)
It is now easy to do the inverse Laplace transform, to obtain
x(t) =
∑
n≥0
sin(ω(t− nT ))
ω
θ(t− nT ), (53)
where θ(t) is the Heaviside step function. By letting N = bt/T c (the largest integer less
than or equal to t/T ), we can write this as
ωx(t) =
N∑
n=0
sin(ω(t− nT )) = Im eiωt
N∑
n=0
e−iωnT = Im eiωt
1− e−iω(N+1)T
1− e−iωT , (54)
under the assumption that Tω 6≡ 0 (mod 2pi). Extracting the imaginary part and using
some trigonometric identities, we obtain
x(t) =
2 sin
[
ωT
2
]
sin
[
ω(t− NT
2
)
]
sin
[
ωN+1
2
T
]
ω(1− cos [ωT ]) . (55)
If the system is almost at resonance, Tω ≈ 2pi, the middle factor in (55) will give rise to
fast oscillations, while the last factor gives rise to slow amplitude modulations. To see this,
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we write f − ω/2pi =   f (so  is the difference between the source frequency and the
oscillator frequency). The third factor in (55) now becomes
sin
[
ω
N + 1
2
T
]
= sin [pi(1− T )(N + 1)] = ± sin [piT (N + 1)]
≈ ± sin [pi(t+ T )] , (56)
where in the last step we approximated N = bt/T c ≈ t/T , and we see that we indeed obtain
an overall amplitude modulation with period 1/. An example with ω = 1 and  = 0.05/2pi
is shown in Fig. 12. Further, we note that it is the small denominator in (55) that causes
a near-resonant normal mode to dominate the other normal modes.
If Tω = 2pik, for some non-zero integer k, the summation of the geometric series in (54)
yields instead
x(t) =
N + 1
ω
sinωt ≈ t+ T
2pik
sinωt, (57)
which is a sine function with a (step-wise) increasing amplitude, as expected when we are
at resonance. This can also be obtained as a limit Tω → 2pik in (55).
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Figure 12: Evolution of the sourced harmonic oscillator given by equation (51), close to
resonance with parameters ω = 1 and T = 2pi/1.05. We see that the result is a rapidly
oscillating solution with a long time modulation with period 2pi/0.05 ≈ 125.7.
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7 Conclusions and outlook
A common feature of the hard wall model and the AdS soliton is the energy gap between
the ground state and the lightest black hole. This feature underlies the dynamical phase
structure uncovered in [12, 13] (for the hard wall model) and in the present work (for the
AdS soliton).
In the black hole phase, we have found that the late-time decay is governed by the lowest
quasinormal mode, as could have been expected. It was nice, however, to find numerical
solutions in this model that collapse after one or more bounces, which is reminiscent of
spherical collapse in global AdS [15] – it would be interesting to study the similarities and
differences in more detail. A good starting point could be the observation that the AdS3
soliton is identical to global AdS3.
In the scattering phase, we have established that, if the injected energy density is below
the black hole threshold, relaxation to a static solution that is translationally invariant in
the spatial directions along the boundary is impossible. An interesting question for future
work is whether there are instabilities towards the formation of inhomogeneities in the ~x or
θ directions.4 In addition to the mere existence of scattering solutions, we have found that
the pressure components exhibit clear amplitude modulation, and we have explained this
as due to a near-resonance between a scalar shell bouncing frequency and a metric normal
mode. It would be interesting to see whether scattering solutions can also be established for
more phenomenological holographic models, and if so, whether they exhibit similar features.
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Appendices
A Equations of motion suitable for numerics
In this appendix we will present the equations of motion for the ansatz (28) used for
numerics. We stress that here ′ will mean derivative with respect to the r coordinate, which
is different from the notation in the main text. Also, the B and Φ below are not the same
as in the main text. Defining
P = b˙f
h
, Π = φ˙f
h
,
Φ = φ′, B = b′,
(58)
the equations of motion following from (28) are
h′
h
=
r2
s2d−2( gr
2
s2d−2 )
′
(2(d− 1)(d− 2)
d
P 2 +
4
d
Π2 + gΦ2+ (59)
+
(d− 1)(d− 2)
2
gB2 +
2(d− 2)(d− 1)gBs′
s
)
+ (d− 2)B − f
′
f
,
P˙ =
d
4(d− 1)r
((
ge(d−1)br2
)′
he−(d−1)b
fsd−1r
)′
sd−1, (60)
f˙ =
(d− 2)(d− 1)gr2PhBs+ 2(d− 2)(d− 1)gr2Phs′ + 2gr2ΠΦhs
2( gr
2
s2d−2 )
′s2d−1
+
d− 2
2
Ph, (61)
h′
h
=
8(d− 1)(f 2 − 1)r2
(r2gs−2(d−1))′s2d
+
f ′
f
, (62)
B˙ =
(
Ph
f
)′
, (63)
Π˙ =
d
4r
(
hgΦr
fsd−1
)′
sd−1, (64)
Φ˙ =(
Πh
f
)′, (65)
where s(r) = z0(1− r2) and g(r) = (1− (1− r2)d)/(z20r2d).
B Normal modes
To get some analytic understanding of the dynamics of the metric, we will look for normal
modes of the metric perturbations. These are solutions of the linearized equations of motion
(small perturbations around the soliton background) that can be written as a product of a
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radial function and a harmonically oscillating function of time. The normal mode spectrum
is expected to be discrete in confined geometries, and we saw in Section 6.2 that these
normal mode frequencies explain the amplitude modulation of the pressure anisotropy.
To find such solutions, we assume that b = O(µ), for some small parameter µ, and
that the scalar field vanishes. We then solve the equations to linear order in µ. So letting
f = 1 + µf1 + . . ., h = 1 + µh1 + . . ., B = 1 + µB1 + . . . and P = 1 + µP1 + . . . we obtain
f˙1 = z
1−2d (d− 2)(d− 1)
(Gz−2(d−1))′
P1G+
d− 2
2
P1, (66)
P˙1 =
1
d− 1(G
′(h1 − f1)z−(d−1) + (d− 1)B1Gz−(d−1))′zd−1, (67)
h′1 = (d− 2)B1 − f ′1 + z1−2d
2(d− 2)(d− 1)GB1
(Gz−2(d−1))′
, (68)
B˙1 = P
′
1, (69)
h′1 =
4d(d− 1)f1
z2d(Gz−2(d−1))′
+ f ′1, (70)
where G(z) = 1− zd/zd0 . To look for normal modes, we make the ansatz P1 = Q(z) cosωt.
This implies that B1 = Q
′(z) sinωt/ω, f1 = F (z) sinωt and h1 = H(z) sinωt, and the
functions Q, F and H satisfy the ordinary differential equations
ωF = z1−2d
(d− 2)(d− 1)
(Gz−2(d−1))′
QG+
d− 2
2
Q, (71)
−ωQ = 1
d− 1(G
′(H − F )z−(d−1) + (d− 1)Q
′G
ω
z−(d−1))′zd−1, (72)
H ′ = (d− 2)Q
′
ω
− F ′ + z1−2d2(d− 2)(d− 1)GQ
′
ω(Gz−2(d−1))′
, (73)
H ′ =
4d(d− 1)F
z2d(Gz−2(d−1))′
+ F ′. (74)
Actually it is possible to extract from these equations a single ordinary differential
equation for Q. Since (G′(H − F )z−(d−1))′ = G′z−(d−1)(H ′ − F ′), we can eliminate H ′ − F ′
from equation (72) by using equation (74), and then use (71) to eliminate the remaining F
such that we end up with
− ω2Q = G′ 4d
z2d(Gz−2(d−1))′
(
z1−2d
(d− 2)(d− 1)
(Gz−2(d−1))′
QG+
d− 2
2
Q
)
+
(
Q′G
zd−1
)′
zd−1, (75)
which is a second order ordinary differential equation for Q. Demanding regularity in the
IR, the only free parameter is ω (since we can set Q(z0) = 1 by an overall rescaling). Then
demanding that Q should be normalizable at the boundary (equivalent to Q(0) = 0), gives
us a discrete set of allowed frequencies ω. These are the frequencies of the normal modes,
and can be seen in Table 2.
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d 3 4 5 6
z0ω0 2.14853 2.33587 2.52274 2.70203
z0ω1 4.790 5.517 6.200 6.854
z0ω2 7.116 8.069 8.925 9.719
Table 2: The lowest normal mode frequencies for metric perturbations in various dimen-
sions. The normal mode frequencies are inversely proportional to the confinement scale
z0.
B.1 Normal modes for the scalar field
Although not relevant for this work, it is interesting to note that the normal modes of the
scalar field satisfy (72) but with the first term in the RHS, which is proportional to Q,
removed:
− ω2Q =
(
Q′G
zd−1
)′
zd−1, (76)
if we assume that φ = Q cosωt. Given that the omitted term is proportional to Q, and
therefore combines with the LHS, the normal modes of the scalar and the metric fluctua-
tions can be expected to approach each other for large ω. In addition, we have observed
numerically that the spectrum becomes linear for large ω. Global AdS3 is actually identical
to the AdS3 soliton, which leads us to expect that (76) must give a linear spectrum for
d = 2. Indeed, in this case if we redefine Q = z2q and z2/z20 = (x + 1)/2, we obtain the
equation
(1− x2)q′′ + (1− 3x)q′ + (ω
2
4
− 1)q = 0, (77)
which is solved by the Jacobi polynomials q(x) = P
(α,β)
n (x) with α = 0, β = 1 and with
ω = 2(n+ 1) for n = 0, 1, 2, . . ..
C Asymptotic expansion for d = 3
Here we provide the complete asymptotic expansion for d = 3, including the time window
when the source is turned on. We will thus assume a source Jb for the function b and
a source Jφ for the scalar field φ. The asymptotic expansions for the various functions,
following from the equations of motion, are then
f(z, t) = 1 +
1
8
(J˙2b + J˙
2
φ)z
2 +
E
4
z3 +O(z4), (78)
h(z, t) = 1− 1
4
(J˙2b + J˙
2
φ)z
2 − E
4
z3 +O(z4), (79)
b = Jb − 1
2
J¨bz
2 + b3z
3 +O(z4), (80)
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φ = Jφ − 1
2
J¨φz
2 + φ3z
3 +O(z4). (81)
We also obtain the Ward identity
3(2b3 − 1
z30
)J˙b + 6J˙φφ3 + 2E˙ = 0. (82)
When going to Fefferman-Graham gauge as in Section 2.2, the intermediate z2 terms will
not affect the z3 terms. Moreover, since in even dimensional AdS spaces the counterterms
do not affect the field theory observables, the boundary observables are given by the same
formulas (24) and (25), even when the sources are turned on. The Ward identity then takes
the form
3 (〈Tθθ〉 − 〈Txx〉) J˙b + 6〈O〉J˙φ + 2〈Ttt〉 = 0. (83)
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