Recent development of contraction theory-based analysis has opened the door for inspecting differential behaviour of singularly perturbed systems. In this paper, a contraction theory-based framework is proposed for stabilisation of singularly perturbed systems. The primary objective is to design a feedback controller to achieve bounded tracking error for both standard and non-standard singularly perturbed systems. This framework provides relaxation over traditional quadratic Lyapunov-based method as there is no need to satisfy interconnection conditions during controller design algorithm. Moreover, the stability bound does not depend on smallness of singularly perturbed parameter and robust to additive bounded uncertainties. Combined with high gain scaling, the proposed technique is shown to assure contraction of approximate feedback linearisable systems. These findings extend the class of nonlinear systems which can be made contracting.
Introduction
The study of singularly perturbed systems find application in model order reduction, optimal control, stochastic filtering, composite control, etc. (Kokotovic et al., 1986; Naidu, 1988) . A two-time scale singularly perturbed system consists of an interconnection of two dynamical systems referred as slow and fast subsystems (Khalil, 2002; Tikhonov, 1952) . Generally, we refer a singularly perturbed systems as standard models if there exists a unique root for the fast subsystem when the perturbation parameter goes to zero. Whereas in nonstandard models, fast system will have multiple roots or without any root (Khalil, 1989; Narang-Siddarth & Valasek, 2014) . Traditionally, quadratic Lyapunov function has been effectively utilised for stability analysis and controller design for singularly perturbed systems (Saberi & Khalil, 1985; Son & Lim, 2008) . For this purpose, the overall system is separated into two reduced-order models by setting the perturbation parameter to zero. Stability of each reduced system is investigated by selection of two appropriate quadratic Lyapunov functions. Subsequently, the convex sum of these two functions (Composite Lyapunov Function) is employed to assure stability of the overall system. The resulting stability bounds are valid for certain range of the perturbation parameter depending on the interconnection conditions satisfied by the Lyapunov functions (Saberi & Khalil, 1984) . In addition to solving regulation problems, quadratic Lyapunov functions have CONTACT M. M. Rayguru mmrayguru@gmail.com; eez@iitd.ac.in been efficient on examining closed-loop stability of output feedback controllers (Esfandiari & Khalil, 1992) , high gain feedback (Son & Lim, 2008) , dynamic surface control (Pan & Yu, 2015; Swaroop, Gerdes, Yip, & Hedrick, 1997) , etc. However, the composite Lyapunov approach encounters complication in analysing nonstandard models. Indirect manifold construction with a modified composite control law is used for stabilisation of nonstandard problems (Siddarth & Valasek, 2012) and references therein. Nevertheless, it is not always easy to search for Lyapunov functions which should satisfy all the interconnection conditions and moreover presence of uncertainties further complicates the search process. The overall system stability holds for a conservative range of perturbation parameter.
Recently, a differential form of stability analysis, namely contraction theory, is proposed in Lohmiller and Slotine (1998) . In agreement with this hypothesis, all the trajectories of a contracting dynamical system exponentially converge towards each other irrespective of their initial condition (Aminzarey & Sontag, 2014; Angeli, 2002) . The region in the state space is called contraction region, if every trajectory starting inside the region will converge towards each other (Aylward, Parrilo, & Slotine, 2008) . Contraction framework does not necessitate the presence of an attractor a priori, however a contracting autonomous system indirectly assures the presence of an equilibrium point (Forni & Sepulchre, 2014) . The exponential convergence property is inherently robust to bounded disturbances and hence easier to deal with uncertainties in system model (Sontag, 2010) . These interesting properties are utilised for analysis of distributed systems (Lohmiller & Slotine, 2005) , stability of networks (Russo, di Bernardo, & Sontag, 2013) , observer design , synchronisation (Wang & Slotine, 2005) , Kalman filter (Bonnabel & Slotine, 2015; Jouffroy & Slotine, 2004) , frequency estimator design (Sharma & Kar, 2008) , backstepping controller synthesis Sharma & Kar, 2010; Zamani & Tabuada, 2011) , controller design for mechanical systems (Lohmiller & Slotine, 2000) , etc. Moreover, contraction framework is extended to analyse singularly perturbed systems and its application to retroactive attenuation in biological systems (Del Vecchio & Slotine, 2011 . These results are employed for stabilisation of approximate feedback linearisable systems in (Rayguru and Kar, 2015) . Partial contraction analysis and robustness of contraction property is exploited to derive new stability bounds for singularly perturbed nonlinear systems in these works. The procedure is recursive and can be extended to three or multi time scale systems. The stability bounds obtained hold for a broad range of perturbation parameter rather than a small range found in quadratic Lyapunov based methods. Therefore, contraction framework-based analysis of singularly perturbed system provides less conservative bounds compared to conventional Lyapunov methods which is illustrated through an motivating example.
Motivation
The composite controller design approach for standard singularly perturbed systems is discussed through an example. The system is described aṡ
where μ is small positive number less than one. The design goal is to stabilise the system around the origin using composite Lyapunov function-based technique discussed in Saberi and Khalil (1985) , Narang- Siddarth and Valasek (2014) . System (1) is divided into two reducedorder models which are of slow and fast time scale, respectively. The procedure searches for a control law in the form of u(x, z) = u a (x) + u b (x, z), where u a (x) and u b (x, z) are selected to stabilise the reduced slow system and fast system, respectively.
Stabilisation of reduced slow system: Equating μ = 0, (1b) can be written as
where z ds is the unique and isolated root of reduced fast system. Furthermore assuming u b (x, z ds ) = 0, the root can be expressed as
Selecting u a = x 4/3 , the reduced slow system becomeṡ
which is stable around origin. For this choice of u a , a candidate Lyapunov function V (x) = 1 2 x 6 will satisfy the following inequalityV
where
Stabilisation of boundary layer system: The boundary layer system for (1) in a stretched time scale (τ = t μ ) can be written as:
A choice of u b = −3(z + x 4/3 ) will achieve stability of boundary layer system using Lyapunov function W = 1 2 (z − z ds ) 2 . The derivative of W along the trajectories of boundary layer system will folloẇ
where α 2 = 2 and φ(z − z ds ) = ||z − z ds ||.
Interconnection conditions: Overall system stability of (1) is examined by selecting a composite Lyapunov function which is a convex sum of v and W. To assure asymptotic stability of (1), v(x) and W(y) must satisfy the following interconnection conditions.
In the region (B x × B z ) given in (1), the choice of scalars β 1 = 7/4, β 2 = 4/3, β 3 = 7/3 will satisfy the interconnection conditions (4). The maximum value of perturbation parameter for which the system (1) is asymptotically stable depends on the interconnection conditions and selection of composite Lyapunov function. The maximum bound of perturbation parameter (μ * = 0.4246) can be achieved by selecting a composite Lyapunov function
From the above discussion it can be concluded that, composite control approach provides an elegant and stepby-step design for stabilisation problems. The idea is to reduce the complexity of the overall system by converting it into two reduced-order models and thereafter sensibly selecting two components of the control law for two reduced systems. The stability of the overall system hinges on the selection of Lyapunov functions v, W and interconnection conditions. Moreover, the condition for stability is a sufficient one and system (1) may be stable beyond the maximum predicted range of μ. The closedloop system for (1) is simulated for a choice of μ = 0.5 > μ * and the result is shown in Figure 1 for the initial condition [1, −0.5] T . It is clear that the closed-loop system trajectories are converging in the neighbourhood of origin. This behaviour of trajectories can not be concluded from composite Lyapunov function approach. An improved stability bound with respect to μ may give some relaxation to control design in many practical cases where a uniform ultimate boundedness is the design requirement. In high gain observer-based output feedback design (Esfandiari & Khalil, 1992; Khalil & Praly, 2014) or high gain feedback-based control designs (Son & Lim, 2008) , closed-loop system stability is guaranteed only for a very small range of perturbation parameter. These restriction can be relaxed if the stability of the closed-loop system can be assured for a wide range of perturbation parameter μ. Also, in the presence of systems uncertainties, searching for Lyapunov functions satisfying all the interconnection condition is a difficult task. Our work is inspired from (Del Vecchio and Slotine, 2013) where contraction analysis of singularly perturbed system is the main goal. However, we are more interested to solve stabilisation and tracking problem of singularly perturbed systems.
Contribution
The focus of this paper is to propose a contraction theory framework for the stabilisation of singularly perturbed system. The proposed control algorithm retains the idea of reducing the model order by equating the perturbation parameter to zero. The use of contraction tools completely circumvents the need of interconnection conditions and guarantees convergence behaviour beyond a conservative range of perturbation parameter μ. Thus, the proposed method relaxes the constraint on perturbation parameter for closed-loop stability which is not the case in quadratic Lyapunov based formalism. Furthermore, the approach is robust to bounded additive disturbances. The design procedure is also extended to nonstandard models and high gain scaling-based control law for a class of approximate feedback linearisable systems. For these cases, parameter selection for controller and convergence analysis is guaranteed in the formalism of contraction theory. The method presented in this paper will complement the composite controller design approach when searching for quadratic Lyapunov functions satisfying all the interconnection condition becomes difficult.
The paper is organised as follows. The introduction and motivation are presented in the first section followed by some discussion on contraction theory. Stability results of standard and nonstandard singularly perturbed systems are derived next. Application of these results to high gain feedback controller design for approximate feedback linearisable systems is presented in subsequent section. Finally, in the last section we present simulation results for some examples. Throughout this paper, we adopt the following notations and symbols. B x , B z denote compact subsets, R m denotes a m-dimensional real vector space. For real vectors v, ||v|| denotes the Euclidean norm and for real matrix ||E|| denotes induced matrix norm. A metric denotes a symmetric positive definite matrix and I n is an n × n identity matrix. The maximum eigen value of a matrix is denoted by λ max .
Prerequisites from contraction theory
A system of the formẋ = f(x, t) is said to be contracting if all trajectories starting inside some region in state space will converge to each other exponentially somehow forgetting their initial conditions or disturbances (Lohmiller & Slotine, 1998) . Existence of such region is sufficient for guarantying contraction behaviour in a dynamical system. A region in the state space is called a contraction region for the system, if the following inequality is satisfied for t > 0
where is a nonsingular metric, λ > 0 is a positive constant referred as contraction rate, F is defined as generalised Jacobian. This condition can also be expressed in an inequality form as:
where M(x, t) = T is an uniformly positive definite matrix. The system is said to be contracting in a metric M with a rate λ, when inequality (6) is satisfied. When this inequality is moderated into a negative semi-definite condition, the system is said to be semi-contracting. Some important results and observations from previous literatures are outlined in the form of following lemmas. The proof of lemma 2.1 and lemma 2.2 can be found in (Lohmiller and Slotine,1998; Sontag, 2010) .
Lemma 2.1: Suppose an autonomous systemẋ = f(x) is globally contracting with a nonsingular metric (x), then all the trajectories of this system will converge to an unique equilibrium point.
Contraction of a dynamical system points to the local behaviour of differential displacements of its trajectories. From the local analysis of the virtual displacements a fair idea about the global behaviour can be drawn for the system under consideration. Furthermore, contraction provides inherent robustness to bounded uncertainties affecting the system. The robustness property of contraction in a perturbed nonlinear system is summarised in the form of the following lemma.
Lemma 2.2: Define a perturbed system of the following
Suppose the systemẋ = f(x, t) is contracting using a nonsingular metric with a rate λ.
Furthermore assume that, the perturbation term d(x, t) is bounded uniformly in t by a positive constant d. Then the trajectories of the perturbed system verify the following bounds:
where χ is the condition number of . Apart from these properties, contraction framework provides a very useful tool called partial contraction (Wang & Slotine, 2005) , which find application in observer/filter design and synchronisation problems Sharma & Kar, 2008) .
Lemma 2.3:
A Systemẋ = f(x, y) is said to be partially contracting in x if an auxiliary system defined byż = f (z, y) is contracting in z for any value of y, ∀t > 0. If the auxiliary system verifies a smooth specific property, then the trajectories of original system will verify that property exponentially.
Furthermore, if a systemẋ = f(x, y) is partially contracting in x, then there exists a unique global mapping y = p(x) between the variables x and y. The proof can be found in (Del Vecchio and Slotine, 2013) .
Formulation of control law

Problem formulation
In this paper, we investigate the stabilisation of (9) in contraction theory framework. Consider the standard singularly perturbed systems described as:
where g(.) are assumed to be smooth and Lipschitz in their arguments. We solve the following problems.
(1) Design a control law in the form of u = u 1 (x) + u 2 (x, z) such that the trajectories of the overall system converge to an ultimate bound. (2) The proposed control law is shown to be robust against bounded disturbances and derive the convergence bounds depending on the magnitude of the disturbance term. (3) Explore the design steps required to solve a tracking problem in standard and nonstandard singularly perturbed models. (4) Exploit the proposed approach to design high gain feedback controllers for the stabilisation of approximate feedback linearisable systems.
Controller design for standard models
Denote z ds = h(x, u 1 (x)) as the isolated root of
The part of the control law u 2 (.) has to be selected such that, u 2 (x, h(x, u 1 (x))) = 0. As u 1 depends only on x, z ds = h(x) will be used for simplicity. Further assume that z ds is sufficiently smooth and lipschitz in its arguments. The reduced slow system can be expressed as:
Define an auxiliary system
System (11) can be regarded as perturbed virtual (copy/auxiliary) system. The extra term g(x, z ds , 0, u) is added intentionally so that, (11) becomes a copy of (9b). The similarity between (9b) and (11) is obvious when g(.) does not depend on μ. The main result of this section is stated in the following theorem. 
Then there exists a control law u = u 1 (x) + u 2 (x, z) such that (9) is contracting and its trajectories follow the steady-state error bounds given in (12) and (13). 
Proof: Adding and subtracting g(x, z ds , μ, u) in (11), we get
The virtual system (14) appears to be a perturbed form of the fast subsystem (9b). Using the second condition of theorem 3.1, there exists a control input u 2 such that the nominal partż ds = g(x, z ds , μ, u) is partially contracting in z ds . From the Lipschitz assumption for g in μ, the bound on the perturbation term is given by:
By exploiting the robustness property of contraction, the error bound between trajectories of the original fast subsystem (9b) and the desired slow manifold whose dynamics is described by (14) can be derived. Using lemma 2.2, the error bound can be expressed as,
the steady-state error bound (12) can be obtained when the transient part of (16) becomes zero at t → Ý. A virtual/copy system of (9a) can be represented as a perturbed version of (10):
which has the same dynamics as (9a). Here, the nominal part f(x, h(x), u 1 ) is nothing but the dynamics of reduced slow system. The perturbation term is bounded by
The bound ||z − z ds || is known from (16). Substituting the inequality (18) in (17) and employing lemma 2.2, it can be concluded that ||(x − x r || decreases exponentially and satisfies the following bound:
The constants C 1 and C 2 are given by,
The steady-state bound in (13) can be obtained by putting t → Ý in (19). Remark 3.1: As (15) is used to derive (16) and (19), the resulting bounds do not restrict the magnitude of μ within a very small range. However, if μ > 1, then the approximation that z → z ds and u 2 → 0 in faster time scale may fail to hold. Therefore, the results are valid only if there exist a time scale separation between the xsubsystem and z-subsystem (μ ࢠ (0, 1) ).
Remark 3.2:
The third condition given in theorem 3.1 appears to be a conservative condition, but as the variable x is varying slowly for auxiliary system (14), this is not actually very restrictive one. If x and z evolve inside bounded regions (B x × B z ), then this condition is reasonable. So, even if global stability cannot be established, semi-global stability can be achieved using these results. This condition is essential since no interconnection condition has to be satisfied.
Remark 3.3:
Quadratic Lyapunov-based composite control laws impose a conservative bound on perturbation parameter for achieving closed-loop stability. However, many practical applications like dynamic surface control (Swaroop et al., 1997) , high gain observers (Khalil & Praly, 2014) etc. utilises high gain filters to realise the control law. In these cases, perturbation parameter is inversely related to filter constant and it cannot be set arbitrarily high because of noise and sampling limitations. Realising a very small value of perturbation parameter is difficult in these cases and putting a conservative bound on perturbation parameter for stability is a restriction in control design. The bounds achieved ( (16) and (19)) by the contraction-based design does not impose these strict restrictions on perturbation parameter. The steady-state bounds can be decreased by increasing the contraction rates (λ x , λ z ) of reduced systems.
Robustness issues
Consider system (9) are perturbed by bounded disturbances. The system can be expressed as: f(x, z) . Using the second condition of theorem 3.1 and lemma 2.2, it can be derived that
The reduced system of (20a) can be obtained aṡ
From (10) and lemma 2.2 the following bound can be obtained:
Similar to (17), define a perturbed virtual x p -subsystem asẋ
Similar to the procedure in theorem 3., the perturbation terms can be bounded by
As the nominal systemẋ r = f(x r , h(x r , u 1 ), u 1 ) is contracting from first condition of theorem 3.1, similar procedure can be followed to obtain the bound for ||x p (t) − x r (t)||. The error bound for x p (t) − x rp (t) can be derived using the triangle inequality as follows;
One of the advantages of our approach is that, the controller design procedure is same in the presence of bounded disturbances and it is designed without considering them. However, the convergence bounds are changed due to the presence of additive uncertainties.
Exponential convergence
The following lemma is important for proving the result and its detailed proof can be found in (Sontag , 2010) . 
Lemma 3.1: Suppose the systemẋ = f (t, x) is contracting with a rate λ x . Moreover, for a perturbed system
Assume the right-hand side of the z-subsystem (9b) is independent of μ. The overall system can be written in the following form:ẋ
where μ ࢠ (0, 1) and g(x, z, u) = 0 has a root denoted by z ds = h(x, u 1 ). The functions f(.), g(.) and h(.) are assumed to be smooth and Lipschitz in their arguments. The following result is proved exploiting lemma 3.1.
Theorem 3.2: If the following conditions, (i − ii) are satisfied for (28), then there exists a control law u(x, z, t) such that all the trajectories of the system will exponentially converge to the trajectories of the reduced system.
( Proof: The proof is given in appendix.
Tracking controller design
Contraction framework can also be utilised to solve tracking problem in singularly perturbed systems. In this section, the tracking problem is solved for nonstandard singularly perturbed systems (however same methodology can be used for standard models). Consider the following system:ẋ
where μ ࢠ [0, 1]. The functions f(.), g(.) are assumed to be smooth and Lipschitz in their arguments. Note that the right-hand side of (29b) does not explicitly depend on μ. Absence of an unique root brings about fundamental challenge in designing controllers for this class of systems. This bottleneck can be avoided, if the fast variable z is treated as a virtual control variable for x-subsystem. Then a recursive design can be formulated to achieve closed loop stability of overall system.The aim here is to design a contracting controller in order to track a reference trajectory x ref (t) . The design procedure is divided into following steps.
Step 1: Defining an error signal e(t) = x(t) − x ref (t), system (29) can be written aṡ
Selection of a control law using the same procedure as in standard model is not possible due to the absence of an unique root. To overcome complication, choose a virtual control variable z de 
is contracting in e r with a metric ex and rate λ ex . Furthermore, z de should be selected in such a way that
is true (e r = 0 is also a solution of (31)). The virtual control input z de can be regarded as the desired slow manifold for (31), whereas u will be decided later. This step is analogous to selection of slow component of control law in standard models.
Step 2: The virtual control law selected in previous step depends explicitly on control input u which is unknown. The control law u is selected in such a way that the trajectories of z subsystem converges to z de . Define an error variable e z = z − z de whose dynamics can be expressed as,
The unperturbed part of (33) . Then, using lemma 2.1 the trajectories of the unperturbed system will exponentially converge to an unique equilibrium point e zo = 0. As the origin is also a trajectory of (34) (37) where χ ez is the condition number of ez . The dynamics (30a) can be written as:
The dynamics of (38) . The nominal part is a copy of (31) which is contracting by suitable selection of z de from step 1. The perturbation term follow the bound given by:
where L e is the Lipschitz constant. Substituting these inequalities in (38) and using lemma 2, the steady-state tracking error bound can be obtained as
where χ ex is the condition number of ex . The above discussions are summarised in the form of a theorem. (29) follow the bounds given in (37) and (39).
Performance improvement: From the definitions of e(t) and e z (t) and triangle inequality, the following can be inferred.
||z(t) − z de (t)|| ≤ ||e z (t) − e zo (t)|| + ||e zo (t)||
As the reduced fast system (35) is contracting, its trajectories will converge to a unique equilibrium point e zo = 0 which can be inferred from(36). Therefore, the steady-state tracking error for ||z(t) − z de (t)|| is same as ||e z (t) − e zo (t)||. Similarly,
||x(t) − x ref (t)|| ≤ ||e(t) − e r (t)|| + ||e r (t)||
Similarly, the reduced slow system (31) is contracting. So, the trajectories will converge to a unique equilibrium point e r = 0. Therefore, the steady-state tracking error for ||x(t) − x ref (t)|| is same as ||e(t) − e r (t)||. From the bounds given in (37) and (39), it can be concluded that the magnitude of steady-state tracking error is inversely proportional to contraction rates (λ ex and λ ez ). Therefore, the performance of tracking controller can be improved by increasing the contraction rate of reduced system which can be done by proper selection of z de and u. Remark 4.1: The design procedure for non-standard case is more conservative because the control law u not only has to ensure the contraction of the closed-loop system (35) but also has to affirm g cl (0, e, z de , x ref , u) = 0. Similarly, z de has to be selected such that e r = 0 is also a solution of the reduced system. Furthermore, the methodology is only applicable if the nonstandard singularly perturbed system is in the form of (28), where the right-hand side of the fast subsystem does not explicitly depend on μ.
Application to approximate feedback linearisable systems
In this section, we extend the contractive controller design to approximate feedback linearisable systems. These systems do not inherently posses a time scale separation in their dynamics but can be converted into a singularly perturbed form by high gain scaling-based transformation (Son & Lim, 2008) . Following the transformation, the results of theorem 3.1 can be applied to design a control law and derive the convergence bounds. The class of systems considered here are in the following form Rayguru and Kar (2015) : Assumption 5.2 is not conservative in nature and can be satisfied for practical systems such as flexible link manipulators (Son & Lim, 2008) . The traditional backstepping method will not work for the class of systems considered here due to the presence of the g 3 term in (41). The controller is designed in two steps. In the first step, systems (40) and (41) are transformed into a singularly perturbed form through a high gain scaling. Then, a control law is selected to stabilise the transformed system.
Transformation to singularly perturbed form
In the absence of g 3 , (41) is in parametric strict feedback form. Therefore, there exists a transformationξ and a control law u
such that the closed-loop system can be transformed into a Brunovsky canonical form (Sharma and Kar, 2010; . Using the same control law (42), the dynamics of (41) can be rewritten as:
The part of the control law v remains to be decided later. Define a new set of variables scaled by a positive constant k > 1 as:
The dynamics (40) and (41) in terms of new variables are:
The above simplifications are made by exploiting the structure of A, B and K matrices. Multiplying 1 k both sides and defining μ = 1 k , we get
Combining (45) and (46), the transformed system can be expressed as a singularly perturbed system in the following form. F (η, ξ) .
Similar method can be utilised for the case ofḡ 3 and the details can be found in lemma 2 of (Son and Lim, 2008) .
Contraction of transformed system
In the previous sub-section, a control law u (42) is selected such that the overall system is in singularly perturbed form. However, the control law is incomplete without v being selected. In this subsection, it will be proved that, with a proper selection of v in (42) the closed-loop system, trajectories of (47) 
where a 1 , a 2 , … , a m are suitable positive constants for the stability of G. These scalars always exist due to the companion form of matrix G. Using (48), the closed-loop fast sub-system (47) can be expressed as:
Denote ξ ds as the root of g cl (η, ξ, 0) = 0 and is given by
The nominal system μξ = g cl (η, ξ, 0) is partially contracting in ξ with a contraction rate λ G , where
]||. Define a virtual system
This system can be regarded as perturbed copy of ξ subsystem in (47). From second and third conditions of theorem 4, the perturbation terms satisfy the following relation.
where L ξ is the Lipschitz constant. Using lemma 2, the steady-state error between the trajectories of ξ subsystem in (47) and the desired slow manifold ξ ds is given by
Substituting ξ 1 = ρ(η) and ξ 2 , ξ 3 , … ξ n = 0 in (45), the reduced slow system can be written aṡ
From first condition of theorem 5.1, the reduced system is contracting. The error bounds for slow subsystem can also be computed following same steps as theorem 5.1. Note that the stability bounds can be changed according to design goal because λ G and μ = parameters which gives certain amount of relaxation in controller design. The transformation used here is a diffeomorphism in D x × D z . Therefore, the contraction of the transformed system is equivalent to contraction of original system.
Remark 5.1: For the purpose of converting the original system into a singularly perturbed form, we have exploited the results from (Son and Lim, 2008) . The design goal in this paper differs in the sense that the control law is designed to guarantee bounded error convergence of the system trajectories (η to η r and ξ to ρ(η)). However, this is a stronger requirement compared to stabilisation of the transformed system. Furthermore, the steady-state convergence bound obtained in (52) can be reduced by increasing the contraction rate and the bound is valid beyond a conservative small value of μ.
Discussion and comparison on simulated examples
Stabilisation of a standard singularly perturbed system
Consider a system in the form of (Narang- Siddarth and Valasek, 2014) .ẋ
The root of the fast subsystem is given by z ds = log e (− x + 1 + u 1 ). For a choice of u 1 = x − 1 + e −2x , the dynamics of reduced slow system becomeṡ
and is contracting with an identity metric. Suppose u 2 is selected as:
Note that u 2 → 0 when z → z ds . Using the overall control law u = u 1 + u 2 , the closed-loop fast subsystem can be expressed as
which is partially contracting in z with a rate λ z = 4. Then the error between trajectories of original system and the trajectories of reduced systems will exponentially converge to a small bound given in theorem 5.1. Figure 2 confirms the convergence of trajectories.
A nonstandard case
Consider a tracking problem for a nonstandard singularly perturbed system in the form of:
where x(t) should track a desired sinusoidal signal x ref (t) = sin(t). Define e = x(t) − x ref (t) and choose z de = tan −1 (− x + sin(t) + u). The error dynamics for the reduced systemė r = tan(z de ) − u = −e r is contracting with contraction rate λ ex = 1. Using lemma 1, it can be concluded that e r → 0 exponentially. Now, define e z = z − z de , the error dynamics for z subsystem can be expressed as
If a control law u = −x − e z is chosen, then the unperturbed part of (54) is contracting. Assuming e z → 0, the slow manifold can be expressed as z de = tan −1 (− 2x + sin(t)) and the control law is given by:
The simulation results for this control law with a perturbation parameter μ = 0.2 is given in Figure 3 . From the Figure 3 , it can be concluded that the control law proposed in theorem 4.1 is able to provide bounded tracking performance for nonstandard singularly perturbed systems although the steady-state errors are quite significant. One of the ways to decrease the steady-state error is to increase the contraction rate of the reduced system λ ex . Using z de = tan −1 (− 10x + 10sin(t) + u), the contraction rate of reduced slow system is found to be λ ex = 10. The system is simulated with with this change in control law and the results are shown in Figure 4 . It can be concluded that, by increasing the contraction rate of the slow reduced system, the steady-state error has decreased to sufficiently small bound which results in better convergence of closed-loop system trajectories.
High gain scaling
The example is taken from (Son and Lim, 2008) . The goal is to show the convergence of the trajectory of original system to the reduced system rather than showing stabilisation of the whole system.
Following the procedure mentioned in Section 6, system (55) is transformed to The fast subsystem of closed-loop system reduces to
Therefore, the slow manifold ξ ds can be described as,
Time ( Substituting the value of ξ 1 , the slow subsystem reduces toη r = −η r which is also contracting. The simulation for the reduced system is done with initial condition η(0) = 0.4 and the closed-loop system is simulated with initial conditions [− 1, 1, 0] . To show the advantage of our procedure, the simulation is done for a gain of k = 2 which is comparatively smaller than the gain k = 10 used in (Son and Lim, 2008) . Furthermore, the simulation is done for two cases:
(Case II) Figure 5 shows the convergence of system trajectory η to the reduced system trajectory η r and the fast system trajectory ξ 1 to the slow manifold ρ(η) for the two choices of G. The convergence of trajectories is more satisfactory for the second case (λ G = −3) compared to the first case (λ G = −1) which confirms the inequality given in (52). The control law and consequently the steady-state bounds can also be modified by changing the magnitude of k, which is inversely proportional to μ. The details can be found in (Rayguru and Kar, 2015) .
Conclusions
A new approach for stabilisation of singularly perturbed system is formulated based on contraction theory. The controller design formalism does not require any interconnection conditions. The trajectories of the closedloop system converge to an ultimate bound without restricting the magnitude of perturbation parameter to a conservative range. Moreover, an exponential convergence of trajectories can also be achieved under certain restrictions. The proposed design framework is extended to develop a high gain-based control law for approximate feedback linearisable systems. The design methodology presented here can assure ultimate boundedness of trajectories even if the Lyapunov-based bound on perturbation parameter is breached due to some design constraints. Furthermore, the methodology presented here is robust to additive bounded uncertainties. The proposed results provides some relaxation in the choice of high gain parameter and can be useful to high gain observers for nonlinear systems.
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