CBS entropy is compared to Tsallis entropy for image recognition. A multi-q feature vector is proposed to improve pattern recognition. The results show multi-q approach boost 3× the CBS entropy. Physica A xx (xxxx) 
Introduction 1
Pattern classification is an important problem for a number of fields, e.g., for recognizing embryo development stages [1] , 2 determining protein profile from ∧ fluorescence microscopy images [2] , and identifying cellular structures [3] . This can be a In this paper, however, our primary goal is to study the usefulness of the Tsallis entropy [5] by comparing it to the classic chemistry to computer science. For instance, using the non-extensive entropy instead of the BGS entropy can produce gains 1 in the results and efficiency of optimization algorithms [6] , image segmentation [7] [8] [9] or edge detection algorithms [10] . 2 In this paper we study the power of the Tsallis entropy in comparison to classic BGS entropy for classifying signal patterns 3 and proposes a multi-q approach to the construction of good feature vectors for pattern analysis. An experimental study 4 has been carried out in the specific case of images, to compare the different entropy approaches. Given a dataset of image 5 patterns, typically comprising 40 classes, the goal of our case study is to assess how well the different entropies can be used 6 to determine the class of a newly given image sample. The experiments show that the Tsallis entropy has great advantages 7 over the BGS entropy -the multi-q analysis proposed by this paper boosts recognition rates by a factor of 3.
8
This paper is organized as follows. A review of definitions and notation of fundamental concepts is given in Section 2.
9
Details about the problem of pattern classification, our multi-q approach based on the Tsallis entropy, and a case-study in 10 image pattern recognition are described in Section 3. The basic experimental setup is provided in Section 4. In Section 5 11 experimental results towards analyzing the power of the Tsallis entropy in the case of image pattern classification are 12 described. Section 6 summarizes and concludes the paper. 
Formulation and notation

14
Let p i be the estimated probability distribution of certain pattern properties of a signal. A well-known example is the 
(1)
22
In the special case of a uniform distribution, p i = 1/W , so that S BG = log W . Similarly, the Tsallis entropy is defined as
24 which recovers BGS entropy in the limit for q → 1. The relation to BGS entropy is made clearer by rewriting this definition 25 in the form:
27 where 28 ln q (x) . =
is called the q-logarithm, with ln q (x) → ln x for q → 1. For any value of q > 0, S q satisfies similar properties to the BGS 30 entropy; for instance, S q ≥ 0, and S q attains its maximum at the uniform distribution.
31
The BGS entropy is additive in the sense that the entropy of the whole system (the entropy of the sum) coincides with 32 the sum of the entropies of the parts. This is not the case for the Tsallis entropy when q ̸ = 1, however. Formally,
36
where A and B are two probabilistically independent subsystems. 38 In order to concretely assess the performance of using the Tsallis entropy, through a multi-q analysis, versus the classic 39 BGS entropy for pattern recognition, this work involves a case-study in image pattern classification, but we stress that any 40 signal and associated probability distribution could be used. The primary goal of image pattern classification is to assign a 41 class label to a given image sample or window, the label being chosen among a predefined set of classes in a dataset. Fig. 1 
Multi-q analysis
42
shows a schematic of the classification process. Fig. 1 . Our approach to studying the effectiveness of the Tsallis entropy for pattern recognition works by estimating a probability distribution of a series of properties of an input image sample (e.g., intensity or gradient orientation histograms), computing a vector of Tsallis Entropies (the multi-q vector), and using that in a classifier to produce a class label among 40 classes stored in a dataset. The image patterns in this figure are real samples illustrating the Brodatz dataset used in this paper. Note that the approach readily applies to any signal or temporal series beyond images.
In supervised classification, the classifier is trained from a set of samples that are known to belong to the classes (a priori 1 knowledge). The classifier is then validated by another set of samples. This methodology can be used for pattern recognition In this work we investigate the Tsallis entropy as a tool to analyze signal information and propose the use of a feature 6 vector using the so-called multi-q approach. The single q and the multi-q approaches are compared to the traditional BGS 7 entropy. Beyond statistical mechanics, the classic BGS entropy is also traditionally used in information theory and is present 8 as a metric in many image analysis methods, for instance Gabor texture analysis, Fourier analysis, wavelet, shape analyses 9 among many others.
10
The concept of Tsallis entropy (and, in particular, BGS entropy) defined in Section 2 provides ways to abstract the 11 information of a probability distribution of some pattern property, producing smaller and more efficient feature vectors 12 than the entire probability distribution (e.g., histogram). For q = 1 we have the classic BGS entropy, strongly abstracting 13 the distribution (e.g., the empirical 256-dimensional histogram representation) into the extreme case of a single number S 1 .
14 This paper explores multiple q parameters towards forming better feature vectors for classification. We construct feature 
35
In order to objectively evaluate the performance of the Tsallis entropy versus BGS entropy for classification, we use the 36 stratified 10-fold cross-validation scheme [16] . In this scheme, the samples are randomly divided into 10 folds, considering 37 that each fold contains the same proportions of the classes (i.e. for the Brodatz dataset, each fold contains 40 samples, one 38 sample of each class). At each run of this scheme, the classifier is trained using all but one fold and then evaluated on how 39 it classifies the samples from the separated fold. This process is repeated such that each fold is used once as validation.
40
The performance is averaged, generating a single number for classification rate which represents the overall proportion of 41 success over all runs. A standard deviation is also computed and displayed when significant. In the next section, moreover, a 
Experimental results
47
We have conducted two sets of experiments to evaluate the performance of Tsallis entropy against the classic BGS entropy 
Classification results: single q 52
To fairly compare the BGS and Tsallis entropies, we conducted an experiment using a single value of q, that is, the feature
53
vector was reduced to a single number for the purpose of our study. Note, however, that in a practical system one would use a higher-dimensional feature vector (i.e., more numbers) to represent an image sample. In the Brodatz dataset, using BGS entropy. Moreover, note that in the most cases, the classification rate decreases as the value of q increases.
5
We expected that for texture images in general (i.e., beyond Brodatz) the highest classification rates are also obtained 6 for values of q close to 0.2. with a larger set of numbers (features). 
Classification results: multiple q 14
One hypothesis for the power of the Tsallis entropy concerning pattern recognition is that each S q could hold different 15 information about the pattern. Therefore, different values of q used together could improve classification rates. Indeed, Fig. 3 
16
shows that the S q curve can help in distinguishing the patterns -the feature vector ⃗ S q = (S 0.1 , S 0.2 , . . . , S 2 ) is plotted for 17 four different textures, giving an idea of the discriminating power of the Tsallis entropy.
18
Since the nature of the S q curve is exponential, it is difficult to grasp the differences between the patterns. In order to Table 2 . These results corroborate the hypothesis that a multi-q approach can improve the power of the Tsallis entropy 27 applied to pattern recognition. The multi-q strategy using only 20 elements results in a gain of 41% compared to best value 28 of q and a gain of 48.8% compared to the BGS entropy. To visualize the behavior of the texture classes, we use a Karhunen-Loève transform (or principal components analysis, are q values in the interval that do not achieve the maximum classification. Therefore, a question arises: is the information but there are also values of q that do not increase the classification rate or even decrease it. To make the contribution of each
10
S q easier to see, we take the derivative of the curve of the Fig. 6(a) , shown in the Fig. 6(b) . We performed feature selection 11 by picking the q's whose values in the derivative curve are greater than t.
12
The feature selection reduces the number of features and increases the classification power of the multiple q entropy 13 approach. Table 3 shows results of the feature selection over multi-q approach for different range of q at the interval 0 to 2.
14 As can be observed with just 4 elements, the result is equivalent to a feature vector with size 20 without the feature selection
15
(see Table 2 ), and with 27 elements, the feature selection approach overcome the performance of a 2000 size feature vector
16
( Table 2 ). The results demonstrate that the feature selection strategy presents a much better performance for the mult-q 17 approach. The main reason of the performance increase is that the algorithm can select the S q significant elements. For comparison, the 27 features obtained through the selection strategy were classified using two other approaches: Support
19
Vector Machines and Neural Networks, achieving classification rates of 86.3% and 83%, respectively.
20
In order to get further insight into the nature of the classification errors on a class-by-class basis, the confusion matrices 
Conclusion 1
In this paper we proposed a multi-q pattern analysis approach based on the Tsallis entropy and conducted an image-based values of q, which in fact yields vastly better performance than using BGS entropy alone, even with simple probability 5 distributions and classifier strategies. This points to the fact that the Tsallis entropy for different q (the multi-q approach) 6 does encode much more information from a given probability distribution than the BGS entropy. In fact, one of the results 25
