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Abstract
In population genetic studies, the allele frequency spectrum (AFS) efficiently
summarizes genome-wide polymorphism data and shapes a variety of allele
frequency-based summary statistics. While existing theory typically features
equilibrium conditions, emerging methodology requires an analytical under-
standing of the build-up of the allele frequencies over time. In this work, we
use the framework of Poisson random fields to derive new representations of
the non-equilibrium AFS for the case of a Wright-Fisher population model with
selection. In our approach, the AFS is a scaling-limit of the expectation of a
Poisson stochastic integral and the representation of the non-equilibrium AFS
arises in terms of a fixation time probability distribution. The known duality
between the Wright-Fisher diffusion process and a birth and death process gen-
eralizing Kingman’s coalescent yields an additional representation. The results
carry over to the setting of a random sample drawn from the population and
provide the non-equilibrium behavior of sample statistics. Our findings are con-
sistent with and extend a previous approach where the non-equilibrium AFS
solves a partial differential forward equation with a non-traditional boundary
condition. Moreover, we provide a bridge to previous coalescent-based work, and
hence tie several frameworks together. Since frequency-based summary statis-
tics are widely used in population genetics, for example, to identify candidate
loci of adaptive evolution, to infer the demographic history of a population, or
to improve our understanding of the underlying mechanics of speciation events,
the presented results are potentially useful for a broad range of topics.
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1. Introduction
The allele frequency spectrum (AFS) describes the distribution of allele fre-
quencies over a large number of identical and independent loci. In practice, the
AFS is approximated by allele frequencies recorded in a sample of individuals.
Here, the recent progress in whole-genome re-sequencing has significantly im-
proved the accessibility of the AFS, and several allele frequency-based summary
statistics have become central measurements in population genetic studies. The
estimation of the AFS is then often based on polymorphic nucleotide sites, where
the frequency of the derived allele over a finite collection of sites in the sample
is summarized. In this context, the otherwise equivalent term ‘site frequency
spectrum’ (SFS) is frequently used. For the purpose of generality, we here use
the term AFS.
The theory on the AFS was initiated in the 1930s with the classical work of
Fisher and Wright in a framework of diffusion theory including effects of natu-
ral selection (Fisher, 1930; Wright, 1931, 1938). Subsequently, Kimura (1964)
pioneered the systematic use of stochastic processes in population genetics, and
developed the theory further. In particular, he considered the equilibrium dis-
tribution of allele frequencies under irreversible mutation in an ensemble of
polymorphic loci (Kimura, 1970b). Central to these successful applications of
diffusion theory in describing the equilibrium limit AFS for various mutation
and selection scenarios is the Green function representation of diffusion process
occupation time functionals (Karlin and Taylor, 1981). Then, in order to study
the impact of natural selection on the number of fixations in diverging species,
Sawyer and Hartl (1992) introduced the Poisson random field framework. The
basic assumptions of this approach are that new mutant alleles arise at Pois-
son times, mutations are irreversible, and the frequencies of the descendants
of each mutation are described by independent Markov processes (no linkage).
The loss or fixation of a mutant allele is captured by the separate events of ex-
tinction or fixation of the Markov process. The collection of Markov processes
form a Poisson random field in the sense that the limiting distributions of the
allele frequencies are independent Poisson random variables. In particular, the
number of fixations is a Poisson random variable with expected value increasing
linearly over time. Segregating mutations are, on the other hand, in equilibrium
with respect to time, and hence the marginal distributions of the corresponding
Poisson variables are stationary. In other words, the AFS is assumed to be in
equilibrium with respect to time.
More recently, Evans et al. (2007) initiated the study of the non-equilibrium
AFS in a single population including effects of natural selection, in the sense of
deriving a function f(t, x) which represents the expected fraction of alleles of
frequency x existing at some time t, given an initial fraction f(0, x) of alleles at
time t = 0. Some of the modeling parameters, such as population size and selec-
tion intensity, are also allowed to depend on time. The resulting non-equilibrium
AFS f(t, x) is provided as a solution to a partial differential equation (PDE),
essentially the Kolmogorov forward equation for the corresponding diffusion,
linked to a given rate of mutational influx via a specific boundary condition
2
of f(t, x) as x → 0. An additional approximation method using moments is
employed to study the resulting allele frequencies in a sample. Building on
this approach, Zivkovic and Stephan (2011) provide analytical results on the
non-equilibrium AFS for the neutral case, focusing on time-dependence arising
due to changes in population size. In the same direction, Zivkovic et al. (2015)
consider the case of natural selection and develop the moment approximation
method for a scenario of piecewise-constant population size starting from an
equilibrium.
In a parallel methodological track the AFS has been studied using the view
of coalescent theory, where mutations are randomly placed on the branches of
a genealogy of a sample of individuals (Kingman, 1982). First, Fu (1995) ob-
tained a representation of the stationary AFS for a single population under
the assumptions of neutrality and constant population size, by deriving mean
and variance of the number of mutations on each branch of a given length.
Griffiths and Tavare´ (1998) explored the duality relation between the neutral
Wright-Fisher diffusion process and Kingman’s pure death coalescent process
further and addressed deterministic changes in population size. Moreover,
Wakeley and Hey (1997) obtained a description of the joint AFS of two iso-
lated populations descending from a common ancestor under neutrality. Chen
(2012) elaborated on their work and extended it to multiple populations and
also modeled scenarios such as selective sweeps, influx of migration and changes
in population size.
Here, we build on the work of Sawyer and Hartl (1992) and develop the
approach of Mugal et al. (2014) further to derive a representation of the non-
equilibrium AFS as the limiting expected value of a suitable Poisson stochastic
integral. The model is developed in steps starting with finite population size
N and sequences of L sites, subject to mutational influx of derived alleles and
Wright-Fisher reproduction in discrete generation time. Assuming mutation and
selection rates per individual and generation of order 1/N and evolutionary time
t counting Nt generations, we then apply the continuous time Wright-Fisher dif-
fusion approximation, but follow Evans et al. (2007) in keeping N as a modeling
parameter. In a next stage of approximation the mutation rate per site tends
to zero with preserved over-all mutation rate for sequences, a procedure which
we interpret and implement as a limit in distribution as L → ∞. The result
is a Poisson random field parametrized by N , which we study in some detail.
Then, we find the limiting expected values as N → ∞ and identify the time-
dependent AFS which arises in the limit. Thereby, we provide a link between
the Poisson random field approach by Sawyer and Hartl (1992) and the setting
of Evans et al. (2007), in particular by identifying the PDE solution f(t, x) in
terms of a Wright-Fisher fixation time probability distribution. An additional
representation is obtained by elaborating on the duality relation between the
Wright-Fisher diffusion process and a class of birth and death processes, where
birth rates are proportional to the strength of selection (Shiga and Uchiyama,
1986; Athreya and Swart, 2005).
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2. Poisson random field model
2.1. Basic Markov chain model
A population consists of N individuals, where each individual is represented
by a sequence of L sites. Random mutation events act on sites, independently
and uniformly over individuals, replacing an ancestral allele by a derived. Only
mono-allelic sites are affected by mutation. Thus, the setting of the model
only allows for two alleles, the derived and the ancestral, in each site. The
composition of ancestral and derived alleles per site changes in discrete steps
from one generation to the next according to the Wright-Fisher reproduction
with selection, which relies on the following assumptions 1) non-overlapping
generations, 2) constant population size and 3) random mating. The population
dynamics is then given by a collection of independent, identically distributed
Markov chains in discrete time, {(X in)n≥0, 1 ≤ i ≤ L}, one component for each
site. The state variable is
X in = # of individuals in generation n with the derived allele in site i
and the state space of each chain is {0, 1, . . . , N}. An example path of the
Markov chain is visualized in Figure 1. Site i is said to be mono-allelic at
time n if it carries the ancestral allele throughout the entire population, so that
X in = 0. A trajectory (X
i
n)n≥0 consists of subsequent mono-allelic periods in
state 0 and active polymorphic periods with both ancestral and derived alleles
present. Whenever a derived allele reaches fixation in generation n, that is
X in = N , then the derived is declared to be the new ancestral allele at that site.
We let µ > 0 be the mutation probability
µ = probability per individual and generation that an ancestral is replaced
by the derived allele at a single mono-allelic site,
and for each generation n and site i, we let J in be binomially distributed inde-
pendent random variables, such that for i = 1, . . . , L, n ≥ 1,
J in = # of mutations in generation n hitting a mono-allelic site i ∈ Bin(N,µ).
In the limit of small mutation rate µ→ 0, such that Nµ is a small probability,
we have
P (J in = 0) = (1− µ)
N = 1−Nµ+ o(Nµ)
as well as
P (J in = 1) = Nµ+ o(Nµ), P (J
i
N ≥ 2) = o(Nµ).
Hence, given X in in generation n, the random variable
J in+11{Xin=0} = # of mutations in site i at generation n+ 1
is approximately Bin(1, Nµ) distributed, for each i. It is the injection of new
derived alleles in the population at mono-allelic sites, and the change-of-state of
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Figure 1: Simulation of a single path {Xn, 0 ≤ n ≤ 400} for the case N = 100, s = 0,
and µ = 2 · 10−4. A site is referred to as mono-allelic if Xn = 0. Once a mutation hits
a site, the site becomes polymorphic 0 < Xn < N , i.e. both the ancestral and the derived
allele are segregating in the population. The ultimate fate of the derived allele is either
extinction, Xn = 0, or fixation, Xn = N . However, whenever a derived allele reaches fixation
in generation n, then the derived allele is declared to be the new ancestral allele at that site,
in other words Xn is set to 0.
the Markov chain from 0 to 1, which marks the beginning of the active periods.
To make the dynamics during active periods precise, we let s, s ≥ −1, denote
the coefficient of selection. Then, conditionally given X in = k derived alleles at
site i in the parental generation n, the number of offspring derived alleles for
the next generation n + 1 is a binomially distributed random variable Hin+1,
such that
Hin+1 ∈ Bin(N, pk), pk =
k(1 + s)
k(1 + s) + (N − k) · 1
.
Here, the case k = N represents fixation of the derived allele and hence the
substitution of a former ancestral type with a derived in site i. In our context,
however, the derived is redefined to be the new ancestral type from generation
n+1 and onwards, and therefore the offspring Hin+1 = N will not count towards
X in+1. Summing up, given an initial distribution of X0 = (X
1
0 , . . . , X
L
0 ), the
components of the discrete time Markov chain Xn = (X
1
n, . . . , X
L
n ), are defined
recursively by
X in+1 = H
i
n+1 −N1{Xin=N} + J
i
n+11{Xin=0}, n ≥ 0, 1 ≤ i ≤ L.
It follows that a mono-allelic site remains mono-allelic for a geometrically dis-
tributed number of generations until a single mutation hits after an average
number of 1/Nµ generations.
2.2. Diffusion approximation
For the transition to a continuous time Markov chain we introduce the scaled
parameters θ > 0 and γ defined by
θ = LNµ = mutation intensity per sequence and generation
γ = Ns = selection intensity per site and generation.
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Along the relevant evolutionary time scale, t units of time correspond to [Nt]
generations. On this scale the total mutation rate is Nθ per sequence and time
unit. We define the time-scaled allele frequencies XN(t) = (X
1
N (t), . . . , X
L
N(t))
by
X iN (t) = N
−1X i[Nt], 1 ≤ i ≤ L, t ≥ 0.
Then, with h ∼ 1/N denoting a small evolutionary time step,
X iN(t+ h)−X
i
N(t) =
1
N
Hi[Nt]+1 − 1{XiN (t)=1} −X
i
N (t) +
1
N
J i[Nt]+11{XiN (t)=0}.
Furthermore, by evaluating conditional expectations for each term, for x ∈
{0, 1/N, . . . , 1},
E[X iN (t+ h)−X
i
N(t)|X
i
N (t) = x] = h
(γx(1− x)
1 + xγ/N
1{1/N≤x<1} + µN 1{x=0}
)
≈ h
(
γx(1− x) +
θ
L
1{x=0}
)
,
where the approximation in the last step comes from ignoring the term multi-
plied by γ/N . Similarly, by computing second moments,
E[(X iN (t+ h)−X
i
N (t))
2|X iN (t) = x] = h
(
x(1− x) +
θ
NL
1{x=0}
)
≈ hx(1− x).
The above relations of first and second moments are the approximative drift
and variance functions for the Wright-Fisher diffusion process with selection,
and with the additional mechanism of returns from state 0 to state 1/N with
intensity Nθ/L per site. The Wright-Fisher diffusion process arises in the limit
of weak convergence of the Wright-Fisher reproduction model as the population
size N tends to infinity. Letting (Wt)t≥0 be a standard Brownian motion, the
Wright-Fisher diffusion process with scaled selection coefficient γ, is the Markov
process (ξt)t≥0 with state space [0, 1] defined as the unique strong solution of
the stochastic differential equation
dξt = β(ξt) dt+ σ(ξt) dWt, t ≥ 0, ξ0 = x ∈ (0, 1),
with drift function β(x) and variance function σ2(x) given by
β(x) = γx(1− x), σ2(x) = x(1 − x).
The case γ = 0 is the neutral Wright-Fisher diffusion process, γ > 0 corresponds
to positive selection and γ < 0 to negative selection. Formally, we assume that
the paths (ξt) are elements in the class D of functions defined on the real line
R with values in the unit interval [0, 1], which are continuous from the right
and have limits from the left. We write Pγx for the probability measure and E
γ
x
for the expectation of the process in D, given that ξ0 = x. It is convenient in
the current setting to consider in addition time-shifted processes, initiated at
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an arbitrary time s. For such an s, let Pγx(dξ
s) be the law of the Wright-Fisher
diffusion process with selection coefficient γ and paths (ξsu) in D with initial
time s and initial value x, that is ξsu = 0, u < s, and ξ
s
s = x. This is the strong
solution of the stochastic differential equation
dξst = γξ
s
t (1− ξ
s
t ) dt+
√
ξst (1 − ξ
s
t ) dWt, t ≥ s, ξ
s
s = x.
We use the same notations Pγx and E
γ
x for the probability measure and expecta-
tion without explicit mentioning of the initial time s, which will be clear from
context. With initial value x, 0 < x < 1, the process either gets fixed in x = 1
or goes extinct in x = 0 with the corresponding fixation time τ1, extinction time
τ0, and absorption time τ = τ0 ∧ τ1 the minimum of τ0 and τ1. In this sense
both points {0, 1} are classified as boundary exit points. The exit measure is
given by the fixation probability
qγ(x) = P
γ
x(τ1 <∞) =
1− e−2γx
1− e−2γ
, γ 6= 0, q0(x) = P
0
x(τ1 <∞) = x. (1)
Based on these observations we now introduce a continuous time Markov
process YN,L(t) = (Y
1
N,L(t), . . . , Y
L
N,L(t)), which is our final population model
for the case of large but finite N and fixed L. An example of such a process is
visualized in Figure 2. The components Y iN,L(t) of YN,L have state space given
by the continuous interval [0, 1) and jumps from the boundary. The paths are
cyclic with each cycle consisting of one mono-allelic period in state 0 and one
polymorphic period of non-zero frequency. The mono-allelic periods are expo-
nentially distributed with intensity Nθ/L. During an active period, starting at
time s, the path is a Wright-Fisher diffusion process (ξst )t≥s with initial state
1/N . The duration of the active period is the absorption time τ . The result is
either fixation, which occurs with the scaled fixation probability
P
γ
1/N (τ1 <∞) ≈
ωγ
N
, ωγ = lim
N→∞
Nqγ(1/N) =
2γ
1− e−2γ
, ω0 = 1, (2)
or, otherwise, extinction. The end of the active period marks the beginning of
a new mono-allelic period, hence a new cycle. The previously studied frequency
processes X iN (t), are discrete state approximations of Y
i
N,L(t). The collection
of allele frequencies Y iN,L(t) > 0 over all L sites constitutes the AFS at time t.
Three example AFS are depicted by the histograms shown in the lower panel of
Figure 2.
2.3. Poisson random field approximation
The next stage in developing the model is concerned with calibrating the
length of the sequences measured in sites, L, with the strength of mutation per
site, Nθ/L. The basic observation is that the number of new mutations per
time unit in L mono-allelic sites is Bin(L,Nθ/L), hence for large L but fixed
population size N , approximately Poisson with mean Nθ. Rather than visual-
izing infinitely long sequences it is convenient therefore to imagine a spatially
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Figure 2: Upper panel: a simulation of YN,L(t), 0 ≤ t ≤ 4, for a population of size N = 500
consisting of L = 1500 sites, which are all mono-allelic at t = 0 and evolve neutrally, γ = 0,
with a mutation rate θ = 3. Each black line represents the path of the derived allele frequency
at one of the L = 1500 sites. The three vertical red dashed lines mark the time points
t = 0.5, 1, 3, for which the AFS is depicted by histograms. Lower panel: the three histograms
display the AFS for the time points t = 0.5, 1, 3 from left to right, which illustrates the
build-up of higher allele frequencies with time.
continuous sequence (of length one, say), where polymorphic “Poisson sites” are
placed according to a Poisson process with intensity Nθ.
The collection of allele frequencies over all L sites {YN,L(t), t ≥ 0} form a
random field XN,Lt on the positive real line, in the sense
t 7→ XN,Lt =
L∑
i=1
δY i
N,L
(t), t ≥ 0.
For bounded functions f : [0, 1]→ R on the unit interval [0, 1] we use the bracket
notation 〈XN,Lt , f〉 for the application of the random field to f , and evaluate the
combined effect of all sites by
t 7→ 〈XN,Lt , f〉 =
L∑
i=1
f(Y iN,L(t)).
To handle the limit operations as L and, later, N tend to infinity, we specify
the set of functions
F = {f : [0, 1]→ R, f bounded, f(0) = 0,
∫ 1
0
y−1|f(y)| dy <∞},
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and the further restricted subset
F0 = {f ∈ F : f(1) = 0}.
The class F0 enters naturally studying properties of the Wright-Fisher diffusion
process based on the Green function and occupation time functional for diffusion
processes, (Karlin and Taylor, 1981; Breiman, 1992).
The scale function Sγ(x) and speed function mγ(x) associated with the
Wright-Fisher diffusion process with selection parameter γ are
S0(x) = x, Sγ(x) =
1
2γ
(1− e−2γx), γ 6= 0, mγ(x) =
e2γx
x(1 − x)
.
By integration with respect to the Green function Gγ(x, y), defined as
Gγ(x, y) =
{
2qγ(x)(Sγ(1)− Sγ(y))m(y), 0 ≤ x ≤ y ≤ 1
2(1− qγ(x))(Sγ(y)− Sγ(0))m(y), 0 ≤ y ≤ x ≤ 1,
one obtains the time occupation functional
E
γ
x
[ ∫ τ
0
g(ξt) dt
]
=
∫ 1
0
Gγ(x, y)g(y) dy. (3)
Using the functions
piγ(y) =
1− e−2γ(1−y)
γy(1− y)
, piγ(y) =
e2γy − 1
γy(1− y)
, γ 6= 0
and
pi0(y) =
2
y
pi0(y) =
2
1− y
we have
Gγ(x, y) = qγ(x) 1{x<y}piγ(y) + (1 − qγ(x)) 1{x>y}piγ(y)
and∫ 1
0
Gγ(x, y)g(y) dy = qγ(x)
∫ 1
x
g(y)piγ(y) dy+(1− qγ(x))
∫ x
0
g(y)piγ(y) dy (4)
whenever the integrals on the right hand side are well-defined. It is now straight-
forward to derive from (3) and (4), and also using the parameter ωγ introduced in
(2), the following well-known and fundamental limit property of Wright-Fisher
diffusion processes:
lim
N→∞
NEγ1/N
∫ τ
0
f(ξs) ds = ωγ
∫ 1
0
f(y)piγ(y) dy, f ∈ F0, (5)
where ωγ piγ(y) is known as the allele frequency spectrum.
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We are now in position to introduce a random field XNt , which arises from
XN,Lt in the limit L→ ∞. We first construct X
N
t as a stochastic integral with
respect to a Poisson measure, see e.g. (Kallenberg, 2002), and then establish the
convergence in L. Let nN (ds, dξ
s) be the product measure defined on R+ × D
by
nN (ds, dξ
s) = Nθ dsPγ1/N (dξ
s)
and let NN (ds, dξs) be a Poisson random measure on R+ × D with intensity
measure given by nN . For t ≥ 0, we let XNt be the Poisson random field defined
by the stochastic integral
〈XNt , f〉 =
∫
R+×D
f(ξst )NN (ds, dξ
s).
Proposition 1. The stochastic integral 〈XNt , f〉 is well-defined with finite ex-
pected value, such that, for every f ∈ F0,
E〈XNt , f〉 = NθE
γ
1/N
[ ∫ t∧τ
0
f(ξ0u) du
]
<∞
and, for f ∈ F and fixed t,
E〈XNt , f〉 = NθE
γ
1/N
[ ∫ t
0
f(ξ0u) du
]
<∞.
Proof. For the existence and finite expectation of the Poisson integral it is suf-
ficient to show∫
R+×D
|f(ξst )|nN (ds, dξ
s) = NθEγ1/N
∫ t∧τ
0
|f(ξst )| ds <∞.
However, for f ∈ F0 the right hand side is bounded by
NθEγ1/N
∫ τ
0
|f(ξst )| ds = Nθ
∫ 1
0
Gγ(1/N, y)|f(y)| dy,
which is finite for every N and, moreover, has a finite limit as N → ∞. Thus,
〈XNt , f〉 exists with finite expected value
NθEγ1/N
∫ t∧τ
0
f(ξst ) ds = NθE
γ
1/N
∫ t∧τ
0
f(ξ0u) du.
A similar argument shows the claim for f ∈ F and fixed t.
Proposition 2. Let f ∈ F0. The allele frequency random field 〈X
N,L
t , f〉 con-
verges as L tends to infinity to the Poisson random field 〈XNt , f〉,
{〈XN,Lt , f〉, t ≥ 0} ⇒ {〈X
N
t , f〉, t ≥ 0},
in the sense of convergence of random processes in finite-dimensional distribu-
tion.
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The proof of this proposition employs an indexing method using measures,
which amounts to taking the limit as L→∞ of the quantities∫
〈XN,Lu , f〉µ(du),
for a suitable class of measures µ. This technique has been used for other random
fields elsewhere, and the technical aspects are not central for the specific problem
at hand. Therefore, the proof is given separately in Section 6.
2.4. The stationary functional
In our approach, we start from a completely mono-allelic state at time t = 0,
where 〈XNt , f〉, t ≥ 0, represents the non-equilibrium build-up of allele frequen-
cies towards a steady-state spectrum of frequencies in the limit t → ∞. One
way of identifying such an asymptotic limit is achieved by tuning the initial
state of the process to obtain a stationary system. Here, the appropriate ini-
tial state is obtained simply by including all mutations which occurred at some
time s < 0 and counting the resulting frequencies ξst at time t > 0. The result
is a stationary version 〈XN∞ , f〉 of the population functional 〈X
N
t , f〉. Indeed,
observing that f ∈ F0 implies g = eαf − 1 ∈ F0,
〈XNt , f〉 =
∫
R+×D
f(ξst )NN (ds, dξ
s), f ∈ F0,
has the Laplace functional
lnE exp{α〈XNt , f〉} = NθE
γ
1/N
[ ∫ t∧τ
0
(eαf(ξ
s
t ) − 1) ds
]
= NθEγ1/N
[ ∫ t∧τ
0
(eαf(ξ
0
u) − 1) du
]
,
which converges as t→∞ to
NθEγ1/N
[ ∫ τ
0
(eαf(ξ
0
u) − 1) du
]
= lnE exp{α〈XN∞ , f〉}.
Here, the intensity measure of
〈XN∞ , f〉 =
∫
R×D
f(ξst )NN (ds, dξ
s)
in the variable s extends to all of the real line. Furthermore, by (5),
lim
N→∞
lnE exp{α〈XN∞ , f〉} = θωγ
∫ 1
0
(eαf(y) − 1)piγ(y) dy.
Hence 〈XN∞ , f〉 converges in distribution as N →∞ to the stochastic integral
〈X∞, f〉 =
∫
f(y)N (dy), (6)
where N (dy) is a Poisson random measure on [0, 1] with intensity measure
θωγpiγ(y)dy.
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3. The non-equilibrium allele frequency spectrum
The limiting Poisson intensity ωγpiγ(y)dy of the stationary model X∞ in
(6) appeared in (5) as the kernel of a scaled occupation time functional. The
main theoretical result in this work is the derivation of the fixed time and large
population size limit of the Poisson integral expectations
lim
N→∞
E
γ〈XNt , f〉
in Proposition 1. In doing so we obtain a non-equilibrium version of the AFS
which represents the build-up of frequencies over a time period [0, t]. To simplify
notation from now on we write (ξt)t≥0 (rather than (ξ
0
t )) for the the Wright-
Fisher diffusion process with initial time t = 0. Then
E〈XNt , f〉 = θNE
γ
1/N
∫ t
0
f(ξu) du, f ∈ F
and
NEγ1/N
∫ t
0
f(ξu) du = NE
γ
1/N
∫ t∧τ
0
f(ξu) du, f ∈ F0.
3.1. Representation in terms of the probability distribution of the time to fixation
Let P∗γx and E
∗γ
x be the distribution and expectation of the Wright-Fisher
diffusion process with selection coefficient γ conditioned on the event of fixation,
τ1 <∞. Then, by symmetry,
P
γ
x(τ < t) = P
γ
x(τ1 < t) + P
γ
x(τ0 < t)
= P∗γx (τ1 < t)qγ(x) + P
∗−γ
1−x(τ1 < t)(1− qγ(x)),
where qγ(x) is the fixation probability defined in (1). For the neutral case γ = 0,
the fixation time distribution given that fixation occurs is given by (Kimura,
1970a)
P
∗0
x (τ1 > t) = (1− x)
∞∑
i=2
(2i− 1)(−1)iH([2− i, i+ 1], [2], x) e−(
i
2)t, (7)
where H is the hypergeometric function. In particular,
P
∗0
0 (τ1 > t) =
∞∑
i=2
(2i− 1)(−1)i e−(
i
2)t.
The time-dependent integration kernel of the non-equilibrium AFS turns out to
be ωγP
∗γ
1−y(τ1 ≤ t)piγ(y)dy, in the sense of the following result.
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Theorem 1. Let f ∈ F0. Then
lim
N→∞
E〈XNt , f〉 = θωγ
∫ 1
0
f(y)P∗γ1−y(τ1 ≤ t)piγ(y) dy (8)
= θ
∫ 1
0
f(y)
P
γ
1−y(τ1 ≤ t)
1− y
pi0(y) dy (9)
More generally, if f ∈ F , then
lim
N→∞
E〈XNt , f〉 = θωγ
∫ 1
0
(f(y)− f(1)qγ(y))P
∗γ
1−y(τ1 ≤ t)piγ(y) dy + θf(1)ωγ t
and
lim
N→∞
NEγ1/N
∫ t∧τ
0
f(ξu) du = θωγ
∫ 1
0
(f(y)− f(1)qγ(y))P
∗γ
1−y(τ1 ≤ t)piγ(y) dy
+ θf(1)ωγ
∫ t
0
P
∗γ
0 (τ1 > s) ds. (10)
Proof. The equivalence of (8) and (9) is immediate from
P
∗γ
1−y(τ1 ≤ t) =
P
γ
1−y(τ1 ≤ t)
qγ(1− y)
,
hence
ωγP
∗γ
1−y(τ1 ≤ t)piγ(y) =
P
γ
1−y(τ1 ≤ t)
1− y
pi0(y).
To prove (8) we apply a time reversal technique. Let νN be the two-state
distribution which gives probability qγ(1/N) to 1/N and 1 − qγ(1/N) to 1 −
1/N and assume that {ηv, v ≥ 0} with distribution P∗γνN is a Wright-Fisher
diffusion process with initial distribution νN and selection coefficient γ, which
is conditioned on ultimate fixation in state 1. The essence in the construction
of η is to provide a close mimic of the time and space reversal of ξ defined by
1 − ξτ−v, 0 ≤ v ≤ τ . Next, take f ∈ F0 and observe that ξ˜t = 1 − ξt defines a
Wright-Fisher diffusion with selection coefficient −γ, initial value ξ˜0 = 1− 1/N ,
and the same absorption time as (ξt). Hence
E
γ
1/N
∫ τ
0
f(ξu) 1{u≤t} du = E
−γ
1−1/N
∫ τ
0
f(1− ξ˜u) 1{u≤t} du.
Reversing time,
lim
N→∞
E
−γ
1−1/N
∫ τ
0
f(1− ξ˜u) 1{u≤t} du = lim
N→∞
E
∗γ
νN
∫ τ1
0
f(1− ηv) 1{τ1≤v+t} dv.
Let Fv = σ(ηu, u ≤ v) be the minimal σ-algebra generated by (ηv). Then τ1 is
an (Fv)-stopping time so, by conditioning,
E
∗γ
νN
∫ τ1
0
f(1− ηv) 1{τ1≤v+t} dv = E
∗γ
νN
∫ τ1
0
f(1− ηv)E
∗γ [1{τ1≤v+t}|Fv] dv
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Here, shifting τ1 to τ˜1 = τ1 − v, with the same distribution, we have
E
∗γ [1{τ1≤v+t}|Fv] = E
∗γ
ηv [1{τ˜1≤t}] = P
∗γ
ηv (τ1 ≤ t)
so that
E
∗γ
νN
∫ τ1
0
f(1− ηv) 1{τ1≤v+t} dv = E
∗γ
νN
∫ τ1
0
f(1− ηv)P
∗γ
ηv (τ1 ≤ t) dv.
Writing g(x) = f(x)P∗γ1−x(τ1 ≤ t), the integrand on the right hand side in the
previous expression takes the form g(1 − ηv). Hence, to complete the proof of
(1), it remains to show that, for any g ∈ F0,
lim
N→∞
NE∗γνN
∫ τ1
0
g(1− ηv) dv = ωγ
∫ 1
0
g(y)piγ(y) dy. (11)
However, the representation of the time occupation functional in (5) extends to
the measure conditional on fixation (Karlin and Taylor, 1981). Namely,
E
∗γ
x
∫ τ1
0
g(ξt) dt =
∫
G∗(x, y)g(y) dy,
where
G∗(x, y) =

2Sγ(y)(Sγ(1)− Sγ(x))
Sγ(y)mγ(y)
Sγ(1)Sγ(x)
, 0 ≤ y ≤ x ≤ 1
2Sγ(x)(Sγ(1)− Sγ(y))
Sγ(y)mγ(y)
Sγ(1)Sγ(x)
, 0 ≤ x ≤ y ≤ 1.
for the same scale function Sγ and and speed function mγ as in (3). Thus,
E
∗γ
νN
∫ τ1
0
g(1− ηv) dv = qγ(1/N)
∫ 1
0
G∗(1/N, y) g(1− y) dy
+ (1 − qγ(1/N))
∫ 1
0
G∗(1− 1/N, y) g(1− y) dy,
and so
NE∗γνN
∫ τ1
0
g(1− ηv) dv ∼ ωγ
∫ 1
0
G∗(1/N, y) g(1− y) dy
+N
∫ 1
0
G∗(1− 1/N, y) g(1− y) dy. (12)
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Here, asymptotically as N →∞∫ 1
0
G∗(1/N, y)g(1− y) dy
=
(e−2γ/N − e−2γ)
γ(1− e−2γ/N)(1 − e−2γ)
∫ 1/N
0
(1 − e−2γy)2g(1− y)
y(1− y)e−2γy
dy
+
∫ 1
1/N
1− e−2γ(1−y)
γy(1− y)
1− e−2γy
1− e−2γ
g(1− y) dy
∼
g(1)
N
+
∫ 1
0
1− e−2γ(1−y)
γy(1− y)
1− e−2γy
1− e−2γ
g(y) dy
and∫ 1
0
G∗(1−1/N, y)g(1− y) dy
=
(e−2γ(1−1/N) − e−2γ)
γ(1− e−2γ(1−1/N))(1− e−2γ)
∫ 1−1/N
0
(1− e−2γy)2g(1− y)
y(1− y)e−2γy
dy
+
∫ 1
1−1/N
1− e−2γ(1−y)
γy(1− y)
1− e−2γy
1− e−2γ
g(1− y) dy
∼
ωγ
N
∫ 1
0
1− e−2γ(1−y)
γy(1− y)
e−2γy − e−2γ
1− e−2γ
g(y) dy +
∫ 1/N
0
g(y) dy.
By adding up the terms in (12) and using g(0) = 0 and g(1) bounded we obtain
lim
N→∞
NE∗γνN
∫ τ1
0
g(1− ηv) dv = ωγ
∫ 1
0
g(y)piγ(y) dy,
as required to verify (11) and hence (8). The extension from F0 to F now
follows by an application of Lemma 1 in Section 6.
The representation of the time-dependent AFS in terms of the probability
distribution of the time to fixation allows for exact analytical solutions (Figure
3). To motivate the extension to the case F in Theorem 1, we mention ffix ∈ F
defined by ffix(y) = 1{y=1}. Then
〈XNt , ffix〉 = # of alleles that reach fixation in [0, t]
and
lim
N→∞
E〈XNt , ffix〉 = −θωγ
∫ 1
0
qγ(y)P
∗γ
1−y(τ1 ≤ t)piγ(y) dy + θωγ t.
But, clearly,
∫ t∧τ
0 ffix(ξu) du = 0 and so, by (10),
lim
N→∞
E〈XNt , ffix〉 = θωγ t− θωγ
∫ t
0
P
∗γ
0 (τ1 > s) ds = θωγ(t− E
∗γ
0 (τ1 ∧ t)).
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Figure 3: Left panel: the stationary AFS for six scenarios of selection, γ = −2 (blue solid
line), γ = −1 (turquoise solid line), γ = 0 (black dashed line), γ = 1 (yellow solid line), γ = 2
(orange solid line) and γ = 3 (red solid line). Right panel: the build-up of the AFS starting
from a completely mono-allelic state at t = 0 for the neutral case, γ = 0. The gray dashed
lines represent the AFS for the time points t = 0.1, t = 0.5, t = 1 and t = 2 in increasing
order. The black dashed line represents the equilibrium AFS.
In contrast to the work by Sawyer and Hartl (1992), who start from a station-
ary state, this relation, provides the precise growth in the number of fixations
starting from a completely mono-allelic population at time t = 0. Thus, it
can, for example, be applied to study the number of fixations of lineage-specific
mutations after a population split (Mugal et al., 2014).
3.2. Representation using the duality relationship
In this subsection, we establish an additional representation of the limit
functional in Theorem 1, valid for the neutral scenario or the case of negative
selection γ ≤ 0. This representation of the non-equilibrium AFS results by
rewriting (8), equivalently (9), using the duality between the Wright-Fisher
diffusion process and a class of birth-death processes generalizing Kingman’s
coalescent process. Kingman’s pure death coalescent process (Kingman, 1982),
is the Markov process (At)t≥0 defined by jump rates
P
0(At+h −At = −1|At = k) =
(
k
2
)
h+ o(h), h→ 0. (13)
Writing P0m and E
0
m for the conditional law and expectation given A0 = m,
Kingman’s coalescent (At) is a dual process of the neutral Wright-Fisher diffu-
sion (ξt)t≥0, in the sense
E
0
x(ξ
m
t ) = E
0
m(x
At)
(Tavare´, 1984), and since the distributional properties of (At) are known, the
duality relation provides an important computational tool. Indeed, Griffiths
(1979) and Tavare´ (1984) showed that, under P0m, the Markov transition prob-
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abilities of At have the representations
P
0
m(At = 1) = 1−
m∑
k=2
e−(
k
2)t(2k − 1)(−1)k
m[k]
m(k)
(14)
P
0
m(At = j) =
m∑
k=j
e−(
k
2)t
(2k − 1)(−1)k−jj(k−1)
j!(k − j)!
m[k]
m(k)
, 2 ≤ j ≤ m, (15)
with increasing and decreasing factorials defined as
m[k] =
Γ(m+ 1)
Γ(m− k + 1)
, m(k) =
Γ(m+ k)
Γ(m)
.
Furthermore,
E
0
m(At) = 1 +
m∑
k=2
e−(
k
2)t(2k − 1)
m[k]
m(k)
. (16)
These formulas remain valid as m → ∞ with the replacement m[k]/m(k) → 1,
for example
E
0
∞(At) = 1 +
∞∑
k=2
e−(
k
2)t(2k − 1).
The moment duality relation between the neutral Wright-Fisher diffusion
process and Kingman’s coalescent process extends to duality between theWright-
Fisher diffusion process with selection and a wider class of birth-and-death pro-
cesses, for which we keep the notationAt (Shiga and Uchiyama, 1986; Athreya and Swart,
2005). For γ ≥ 0, (At)t≥0 is a birth-death process with linear birth intensity γ,
such that
P(ηt+h − ηt = 1|ηt = k) = γkh+ o(h), h→ 0, (17)
and death intensity the same as in (13). Then At possesses a steady-state
A∞, which has the distribution of a Poisson random variable with mean 2γ,
conditioned to stay positive. The duality relation is
E
γ
x[(1 − ξt)
m] = Eγm[(1− x)
At ].
By symmetry,
E
−γ
x [ξ
m
t ] = E
γ
1−x[(1− ξt)
m].
Hence, if we now switch to the case γ ≤ 0,
E
γ
1−x[ξ
m
t ] = E
−γ
m [(1− x)
At ].
This relation applied to the representation of the non-equilibrium AFS in (9)
yields
P
γ
1−y(τ1 ≤ t) = P
γ
1−y(ξt = 1) = limm→∞
E
γ
1−y(ξ
m
t ) = E
−γ
∞ [(1− y)
At ]
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so that
P
γ
1−y(τ1 ≤ t)
1− y
= E−γ∞ [(1 − y)
At−1]
and we obtain the following alternative representation of the non-equilibrium
AFS in Theorem 1.
Corollary 1. For the case of neutral evolution or negative selection, γ ≤ 0, the
non-equilibrium AFS in Theorem 1 has the representation
ωγ
∫ 1
0
f(y)P∗γ1−y(τ1 ≤ t)piγ(y) dy =
∫ 1
0
E
−γ
∞ [(1− y)
At−1]f(y)pi0(y) dy
As a remark on the computational aspects of this representation, the proba-
bilities P0∞(At = j) for the case γ = 0 are those of (14,15) in the limit m→∞.
For the negative case γ < 0, one approach might be averaging over a large
number of simulated paths of (At).
4. Population functionals and sample functionals
At this stage, we have used the discrete time Markov chain (Xn), the time-
scaled allele frequencies (XN (t)), the continuous time and continuous state
scaled version (YN,L(t)), the random field (X
N,L
t ), and the Poisson stochastic
integral (XNt ), to study non-equilibrium allele frequencies. Moreover, stationary
versions XN∞ and X∞ appear in the large time limit. Figure 4 shows the relation
of the various random fields and the corresponding expectations. The same
sequence of approximations apply to building other functionals of the allele fre-
quencies, where it is natural to distinguish between population functionals and
sample functionals. Population functionals are in principal non-observable and
require knowing the history of the entire spectrum of allele frequencies in each
site counted as fractions of the entire population. Sample functionals refer to
the spectrum of frequencies being restricted to a smaller sample of individuals,
in the sense of fixing an integer m ≥ 1 and consider a sample of m sequences
chosen randomly with equal probabilities for all subsets of size m.
To identify the proper sampling functionals we consider the discrete gen-
eration version of the population model. Consider a sample of m sequences.
Let
M in = # of sampled derived alleles in site i of generation n.
Conditionally, for each n given Xn, the random variables M
i
n, 1 ≤ i ≤ L, are
i.i.d. and suitably approximated by the binomial distribution Bin(m,X in/N).
With these insights drawn from the discrete generation model it follows that
M i[Nt] is binomial with parameters m and N
−1X i[Nt], where the latter is a dis-
crete approximation of Y iN,L(t). Considering the map
t 7→ 〈MN,Lt , g〉 =
L∑
i=1
g(M iN,L(t)), M
i
N,L(t) ∼ Bin(m,Y
i
N,L(t)),
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〈XN,Lt , f〉
〈XNt , f〉 〈X
N
∞ , f〉 〈X∞, f〉
E
γ〈XNt , f〉 E
γ〈XN∞ , f〉 E
γ〈X∞, f〉
θωγ
∫ 1
0
P
∗γ
1−y(τ1 ≤ t)f(y)piγ(y) dy θωγ
∫ 1
0
f(y)piγ(y) dy
L→∞
t→∞ N →∞
N →∞
t→∞ N →∞
N →∞
t→∞
Figure 4: Schematic structure of the random fields (upper two rows), their expectations
(third row) and limiting expectations (third and fourth row). Going from left to right the
graph indicates the various non-equilibrium and equilibrium versions.
for g : Z → R, g(0) = 0, in analogy with Proposition 2 we obtain as L → ∞ a
limiting random field {〈MNt , g〉, t ≥ 0}, such that
MNt =
m∑
k=1
δZN,kt
and the family of random variables
ZN,kt = # of sites with exactly k derived in the sample, 1 ≤ k ≤ m,
are independent and Poisson distributed with mean
E
γ(ZN,kt ) = θ
(
m
k
)
NEγ1/N
[ ∫ t∧τ
0
ξku(1− ξu)
m−k du
]
.
Moreover, the sample functional MNt has a stationary version M
N
∞ such that
the family ZN,k∞ , 1 ≤ k ≤ m, are independent Poisson with mean
E
γ(ZN,k∞ ) = θ
(
m
k
)
NEγ1/N
[ ∫ τ
0
ξku(1− ξu)
m−k du
]
.
It is outside the scope of this work to study any limiting family of random
processes, {(Zkt )t≥0, 1 ≤ k ≤ m}, that might arise as N →∞. As a consequence
19
of Theorem 1, however, we do obtain the following additional results. As N →
∞, the Poisson expectations have limits
E
γ(ZN,kt )→ θ
(
m
k
)
ωγ
∫ 1
0
P
∗γ
1−y(τ1 ≤ t)y
k(1− y)m−kpiγ(y) dy (18)
and
E
γ(ZN,k∞ )→ θ
(
m
k
)
ωγ
∫ 1
0
yk(1− y)m−k piγ(y) dy.
As an application we fix the sample size m and consider
ZNm(t) =
m−1∑
k=1
ZN,kt = # of segregating sites in sample of size m.
Using notation am for the binomial formula
am(y) =
m−1∑
j=1
(
m
j
)
yj(1 − y)m−j = 1− ym − (1 − y)m, 0 ≤ y ≤ 1,
it follows that the summation ZNm(t) is Poisson distributed with expected value
E
γZNm (t) = NθE
γ
1/N
[ ∫ t∧τ
0
am(ξu) du
]
.
Since am ∈ F0, the limiting expected number of segregating sites,
Sm(t) = lim
N→∞
E
γZNm (t),
is now obtained from Theorem 1 as
Sm(t) = θωγ
∫ 1
0
P
∗γ
1−y(τ1 ≤ t)am(y)piγ(y) dy.
Moreover, if γ ≤ 0 then by Corollary 1
Sm(t) = θ
∫ 1
0
E−γ∞ [(1− y)
At−1] am(y)pi0(y) dy,
and hence, by evaluating the integral,
Sm(t) = 2θ E
−γ
∞
[m−1∑
k=0
1
k +At
−
Γ(At)Γ(m)
Γ(At +m)
]
≈ 2θE−γ∞ [log(1 + (m− 1)/At)].
Under neutral evolution γ = 0, one may use (7) or (15) to obtain series repre-
sentations of the limiting expressions of Sm(t). Yet another representation of
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the same quantity follows from
E
0ZNm(t) = θ
∫ t
0
NE01/N [am(ξu)] du
= θ
∫ t
0
NE0m[1− (1/N)
Au − (1 − 1/N)Au ] du
→ θ
∫ t
0
(E0m(Au)− P
0
m(Au = 1)) du, N →∞.
Thus, by (14) and (16),
Sm(t) = θ
m∑
k=2
(1 + (−1)k)(1 − e−(
k
2)t)
2k − 1(
k
2
) m[k]
m(k)
,
and we recover the fixed population size version of an expression which can
be found in Tajima (1989) and Zivkovic and Stephan (2011). For γ 6= 0, the
seemingly crude but straightforward approximation
Sm(t) ≈ θωγ
∫ 1
0
P
∗0
1−y(τ1 ≤ t)am(y)piγ(y) dy, (19)
obtained by simply replacing the conditional distribution in (8) with its neu-
tral, explicitly known, version (7), appears quite efficient and useful for many
purposes. In steady-state, letting t→∞,
Sm(t)→ Sm = θωγ
∫ 1
0
am(y)piγ(dy).
The neutral case γ = 0 yields the familiar relation
Sm = 2θ
m−1∑
k=1
1
k
≈ 2θ lnm.
As an illustration of these findings, Figure 5 shows the non-equilibrium growth
over time of the limiting expected number of segregating sites.
5. Discussion
Several allele frequency-based summary statistics are central measurements
in population genetic studies. In the study of a single population allele frequency-
based measurements assist, for example, the identification of candidate loci of
adaptive evolution (Tajima, 1989; Fay and Wu, 2000; Zeng et al., 2006), or the
inference of the demographic history of the population (Excoffier et al., 2013).
In the study of speciation events, the consideration of the joint AFS of closely
related species is of considerable interest for the underlying mechanics of spe-
ciation (Gutenkunst et al., 2009). Moreover, measures of population differen-
tiation, which depend on the comparison of the AFS between two populations
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Figure 5: Left panel: the number of segregating sites, {Sm(t), 0 ≤ t ≤ 4}, in a sample of
m = 10 individuals, using the approximation (19), for six scenarios of selection, γ = −2 (blue
solid line), γ = −1 (turquoise solid line), γ = 0 (black dashed line), γ = 1 (yellow solid
line), γ = 2 (orange solid line) and γ = 3 (red solid line). Right panel: illustration of the
effect of sample size for the neutral case γ = 0. The normalized number of segregating sites,
{Sm(t)/Sm, 0 ≤ t ≤ 4}, m = 2 (green solid line), m = 5 (red dashed-dotted line), m = 10
(blue dotted line), and m = 20 (black dashed line).
descending from a common ancestor, are commonly used to detect genomic
regions involved in the process of speciation (Seehausen et al., 2014). From a
theoretical viewpoint these kind of inferences require a sound analytical under-
standing of the non-equilibrium properties of the AFS as a function of time
starting from any specific initial value.
Evans et al. (2007) consider the non-equilibrium AFS in a population of size
2Nρ with mutation rate θ′ in a bi-allelic setting with allele frequencies governed
by a general class of diffusion processes, and where asymptotically in the scaling
limitN →∞ the factor ρ = ρ(t) may depend on time. In this setting they derive
a limiting function f(t, x) such that
f(t, x) dx ∼ expected fraction of alleles of frequency [x, x+ dx], 0 < x < 1.
For the case of the Wright-Fisher diffusion process with selection parameter S
and varying population size ρ(t), the function f(t, x) is characterized by the
property that the scaled function g(t, x) = x(1 − x)f(t, x) is a solution of
∂
∂t
g(t, x) = −Sx(1− x)
∂
∂x
g(t, x) +
x(1 − x)
2ρ(t)
∂2
∂x2
g(t, x)
with appropriate initial value g(0, x) = g0(x) at t = 0 and boundary conditions
lim
x→0
g(t, x) = θ′ρ(t), lim
x→1
g(t, x) = 0.
Comparing this result for the case ρ(t) = 1, S = γ, θ′ = 2θ and g0 = 0 with our
representation (9) of the AFS in Theorem 1, leads to identifying the implicitly
given function g as
g(t, x) = 2θ Pγ1−x(τ1 ≤ t).
Similarly, using (8), one obtains the representation
f(t, x) = 2θ P∗γ1−x(τ1 ≤ t)
1− e−2γ(1−x)
x(1 − x)(1 − e−2γ)
,
22
reminding that Pγ1−x is the probability law of the Wright-Fisher diffusion process
with initial state 1−x, τ1 is the time to fixation in state 1 of the same diffusion,
and P∗γ1−x is the conditional law given τ1 < ∞. In particular, for the neutral
case γ = 0,
f(t, x) = 2θP∗01−x(τ1 ≤ t)/x
with the probability distribution function given explicitly in (7). For non-
positive selection, γ ≤ 0, using the framework of duality theory of moment
functionals, and recalling the birth-death process (At) with intensities given in
(13) and (17), an alternative representation is given by
f(t, x) =
2θE−γ [(1− x)At |A0 →∞]
x(1 − x)
in terms of At “coming down from infinity” at time t = 0. We thus provide exact
analytical results on the non-equilibrium AFS, which if efficiently applied can
improve our understanding of a broad spectrum of population genetic inferences.
Our framework can further be related to the computational method devised
by Evans et al. (2007), which uses the fact that the moments
µn(t) =
∫ 1
0
xng(t, x) dx, n = 0, 1, . . .
satisfy a coupled system of ordinary differential equations. Assuming constant
population size, these moments can be identified within our framework by
µn(t) = lim
N→∞
E〈XNt , bn〉, bn(y) = (1− y)y
n+1.
Since bn ∈ F0, by Theorem 1,
µn(t) = θωγ
∫ 1
0
bn(y)P
∗γ
1−y(τ1 ≤ t)piγ(y) dy.
Moreover, the analytical description of the build-up of the AFS starting from
a completely mono-allelic state at t = 0, can be helpful to study the build-up of
lineage-specific polymorphisms as compared to the ebbing of shared ancestral
polymorphisms during the process of speciation. Our work therefore ties to the
work of Wakeley and Hey (1997) and Chen (2012), who model the separate AFS
of lineage-specific and shared ancestral polymorphisms in samples from closely
related species in the framework of coalescent theory. Precisely, our relation
(18) corresponds to the AFS of lineage-specific polymorphisms in Chen (2012)
(5), which in our notation reads
lim
N→∞
E(ZN,kt ) = θE
0
m
[ m∑
i=At
(
m−k−1
i−2
)(
m−1
i−1
) iE(Ti|At)],
where Ti is the time interval during which i lineages exist. While Chen (2012)
provides results on the neutral AFS and the AFS in regions that underwent se-
lective sweeps, we here add the case of negative selection. More importantly, our
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work illustrates that the use of the duality relation between the Wright-Fisher
diffusion process and a class of birth-death processes can tie several frameworks
together. We therefore foresee a broad applicability of the framework presented
in this study.
6. Technical details and remaining proofs
In order to find the limits of XN,L andMN,L as L→∞, is is convenient to
use a method first devised for Poisson random balls models (Kaj et al., 2007),
which applies a set of signed measures for indexing.
6.1. Indexing random fields by measures
Let H be the set of finite, signed measures on the positive real line, let |µ|
denote the variation norm on H, and put
H0 = {µ ∈ H :
∫ ∞
0
|µ|(du) <∞}, H1 = {µ ∈ H :
∫ ∞
0
u |µ|(du) <∞}.
For a given f ∈ F , denote
〈XN,L, µ〉 =
∫
〈XN,Lu , f〉µ(du) =
L∑
i=1
∫
f(Y
(i)
N,L(u))µ(du), µ ∈ H0.
In particular, with µ = δt we have 〈XN,L, δt〉 = 〈X
N,L
t , f〉. The quantity
〈MN,L, µ〉 is defined analogously. Similarly, for µ ∈ H,
〈XN, µ〉 =
∫
〈XNu , f〉µ(du) =
∫
R+×D
∫
f(ξsu)µ(du)NN (ds, dξ
s).
Now, in greater generality than Proposition 1, 〈XN, µ〉 is well-defined with finite
expected value, such that, for every f ∈ F ,
E〈XN, µ〉 =
∫
NθEγ1/N
[ ∫ u
0
f(ξ0v) dv
]
µ(du) <∞, µ ∈ H1, (20)
and for f ∈ F0,
E〈XN, µ〉 =
∫
NθEγ1/N
[ ∫ u∧τ
0
f(ξ0v) dv
]
µ(du) <∞, µ ∈ H0. (21)
Indeed, to verify (20) it suffices to show∫
R+×D
∣∣∣ ∫ f(ξsu)µ(du)∣∣∣nN (ds, dξs) <∞.
Here∫
R+×D
∫
|f(ξsu)| |µ|(du)nN (ds, dξ
s) = Eγ1/N
∫ ∞
0
∫
|f(ξsu)| |µ|(du)Nθds
= Nθ
∫
E
γ
1/N
∫ ∞
0
|f(ξsu)| ds |µ|(du),
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and for fixed u,
E
γ
1/N
∫ ∞
0
|f(ξsu)| ds = E
γ
1/N
∫ u
0
|f(ξsu)| ds = E
γ
1/N
∫ u
0
|f(ξ0v)| dv.
For f ∈ F this implies∫
E
γ
1/N
∫ ∞
0
|f(ξsu)| ds |µ|(du) ≤ ‖f‖∞
∫
u |µ|(du) <∞, µ ∈ H1,
and so
E〈X fN , µ〉 =
∫
R+×D
∫
f(ξsu)µ(du)nN (ds, dξ
s)
=
∫
NθEγ1/N
[ ∫ u
0
f(ξ0v) dv
]
µ(du), µ ∈ H1.
To show (21) we assume f ∈ F0. Then, for fixed u,
E
γ
1/N
∫ ∞
0
|f(ξsu)| ds = E
γ
1/N
∫ u∧τ
0
|f(ξ0v)| dv ≤ E
γ
1/N
∫ τ
0
|f(ξ0v)| dv
and hence using (5),
Nθ
∫
E
γ
1/N
∫ ∞
0
|f(ξsu)| ds |µ|(du) ≤ θ sup
N
NEγ1/N
∫ τ
0
|f(ξ0v)| dv
∫
|µ|(du) <∞.
6.2. Proof of Proposition 2
To demonstrate the convergence in finite dimensional distributions of the
sequence {〈XN,Lt , f〉, t ≥ 0} to {〈X
N
t , f〉, t ≥ 0} we need to show the convergence
in distribution
n∑
k=1
αk〈X
N,L
tk , f〉
d
=⇒
n∑
k=1
αk〈X
N
tk, f〉
for arbitrary weights α1, . . . , αn and arbitrary time points t1 ≤ · · · ≤ tn, n ≥ 1.
But obviously, letting µn =
∑n
k=1 αkδtk , this is the same as the convergence
in distribution of 〈XN,L, µn〉 to 〈XN, µn〉. Because of (20) and (21) we have
control of the generalized Poisson functionals in the limit and, therefore, we
may continue with the method of moment generating functions. Specifically,
using the defining properties of Poisson random measures,
lnE exp{α〈XN, µ〉} = NθEγ1/N
[ ∫ ∞
0
(eα
∫
f(ξsu)µ(du) − 1) ds
]
,
where µ ∈ H1 or H0 in line with using either (20) or (21).
On the other hand, for XN,L, by the independence of the sites,
lnE exp{α〈XN,L, µ〉} = L lnE exp{α
∫
f(Y
(1)
N,L(u))µ(du)}
∼ LE
[
exp
{
α
∫
f(Y
(1)
N,L(u))µ(du)
}
− 1
]
, (22)
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where we use the notation AL ∼ BL for AL/BL → 1 as L→∞. Let {κj}j≥1 be
independent, exponential random variables with intensity Nθ/L. Since f(0) =
0, ∫
f(Y
(1)
N,L(u))µ(du) =
∫ κ1+τ
κ1
f(ξκ1u )µ(du) +
∫ ∞
κ1+τ+κ2
f(Y
(1)
N,L(u))µ(du).
The expected value over κ1 on the right hand side in (22) now evaluates to∫ ∞
0
θNe−θNs/LE
[
exp
{
α
∫ s+τ
s
f(ξsu)µ(du) + α
∫ ∞
s+τ+κ2
. . . µ(du)
}
− 1
]
ds.
Letting L→∞ we have e−θNs/L → 1 and κ2 →∞, and so
lnE exp{α〈XN,L, µ〉} →
∫ ∞
0
θNEγ1/N
[
exp
{
α
∫ s+τ
s
f(ξsu)µ(du)
}
− 1
]
ds,
which is the logarithmic moment generating function of 〈XN, µ〉, hence complet-
ing the proof of convergence in distribution.
6.3. Extending Theorem 1 from F0 to F
Our proof of Theorem 1 is stated for f ∈ F0, hence specifically functions
f with f(1) = 0. For some applications, however, it is more natural to work
with the class F allowing f(1) 6= 0. To account for such cases we included two
extended versions of (8) in the theorem. These follow immediately from (8)
together with relations (24) and (25) of the following lemma.
Lemma 1. Let f be a bounded real-valued function defined on [0, 1] such that
f(0) = 0. Then
E
γ
x
∫ t
0
f(ξu) du = E
γ
x
∫ t∧τ
0
f(ξu) du+ f(1)qγ(x)
∫ t
0
P
∗γ
x (τ1 ≤ u) du, (23)
E
γ
x
∫ t∧τ
0
f(ξu) du = E
γ
x
∫ t∧τ
0
(f(ξu)− f(1)qγ(ξu)) du
+ f(1)qγ(x)
∫ t
0
P
∗γ
x (τ1 > u) du, (24)
E
γ
x
∫ t
0
f(ξu) du = E
γ
x
∫ t∧τ
0
(f(ξu)− f(1)qγ(ξu)) du + f(1)qγ(x)t. (25)
Proof. For bounded functions f on [0, 1],
E
γ
x
∫ t∧τ
0
f(ξr) dr =
∫ t
0
E
γ
x[f(ξr), τ > r] dr
and
E
γ
xf(ξs) = E
γ
x[f(ξs), τ0 < s] + E
γ
x[f(ξs), τ1 < s] + E
γ
x[f(ξs), τ > s]
= f(0)Pγx(τ0 < s) + f(1)P
γ
x(τ1 < s) + E
γ
x[f(ξs), τ > s],
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hence
E
γ
x
∫ t
0
f(ξu) du
= Eγx
∫ t∧τ
0
f(ξu) du + f(0)
∫ t
0
P
γ
x(τ0 ≤ u) du+ f(1)
∫ t
0
P
γ
x(τ1 ≤ u) du
= Eγx
∫ t∧τ
0
f(ξu) du + f(0)(1− qγ(x)) + f(1)qγ(x)t
− f(0)(1− qγ(x))
∫ t
0
P
∗γ
x (τ0 > u) du− f(1)qγ(x)
∫ t
0
P
∗γ
x (τ1 > u) du.
Take f(0) = 0 to obtain statement (23). Also
E
γ
x
∫ t∧τ
0
f(ξu) du = E
γ
x
∫ t
0
f(ξu) du − f(1)qγ(x)t + f(1)qγ(x)
∫ t
0
P
∗γ
x (τ1 > u) du.
Using Eγx[qγ(ξu)] = qγ(s), this may be rewritten
E
γ
x
∫ t∧τ
0
f(ξu) du = E
γ
x
∫ t
0
(f(ξu)− f(1)qγ(ξu)) du
+ f(1)qγ(x)
∫ t
0
P
∗γ
x (τ1 > u) du.
Therefore, since the function g defined by g(y) = f(y) − f(1)qγ(y) satisfies
g(0) = g(1) = 0, an application of (23) to g implies the second statement (24).
Combine (23) and (24) to get (25).
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