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Re´sume´ – Cet article introduit une me´thode de de´me´lange pour l’analyse d’images de tomographie par e´mission de positons (TEP) dynamiques
du cerveau. Plus pre´cise´ment, on souhaite estimer conjointement les courbes temps-activite´ (CTA) qui caracte´risent chaque type de tissu, et la
re´partition spatiale de ces tissus dans les voxels du cerveau image´. Le mode`le propose´ permet notamment de prendre en compte la variabilite´
spatiale de la CTA qui correspond a` une re´gion de fixation spe´cifique, ainsi que l’effet de volume partiel et le bruit affe´rants a` ce type d’image.
Les contributions de l’article sont d’une part, de montrer que le concept de de´me´lange est un outil d’analyse approprie´ pour les images TEP
dynamiques; et d’autre part, de proposer un nouvel algorithme de de´me´lange prenant explicitement en compte la variabilite´, ce qui permet
d’ame´liorer significativement les re´sultats de de´me´lange par rapport a` ceux obtenus par des me´thodes de l’e´tat-de-l’art.
Abstract – This paper introduces an unmixing technique to analyze dynamic positron emission tomography (PET) images of the brain. The
aim is to recover the time-activity curves (TACs) which characterize each tissue as well as their respective spatial distribution in the voxels of the
brain. In particular, the proposed model allows the intrinsic spatial variability of the specific binding TACs to be explicitly taken into account
during the unmixing process, along with the partial volume effect and the noise that affect this imaging modality. The contribution of this paper
is twofold: first, it shows that unmixing is well suited methodological tool for analyzing dynamic PET images; then, it demonstrates that taking
into account the specific binding TAC variability significantly improves the unmixing results when compared to state-of-the-art algorithms.
1 Introduction
La tomographie par e´mission de positons (TEP) dynamique
est une technique d’imagerie me´dicale qui mesure les varia-
tions au cours du temps d’un radio-traceur dans le corps. Les
donne´es reconstruites, que l’on appelle courbes temps-activite´
(CTAs), fournissent une information de´taille´e sur les phe´nome`-
nes physiologiques et biochimiques e´tudie´s. En premie`re ap-
proximation, la CTA mesure´e en un voxel peut eˆtre approche´e
par la combinaison line´aire des signatures des composants pre´-
sents dans ce voxel, ponde´re´e par leurs proportions respectives.
Cette hypothe`se de me´lange line´aire a e´te´ beaucoup exploite´e
pour l’analyse des images hyperspectrales d’observation de la
Terre [1] ou de microscopie e´lectronique [2], ou` l’estimation
conjointe des signatures des composants et de leurs propor-
tions (aussi appele´es abondances) est connue sous le nom de
de´me´lange. Les techniques de de´me´lange propose´es dans la
litte´rature s’apparentent a` une factorisation en matrices non-
ne´gatives, une diffe´rence notable provenant de l’ajout d’une
contrainte de somme-a`-un pour les abondances, qui force ces
dernie`res a` repre´senter une concentration.
Ce travail met en œuvre une technique de de´me´lange per-
mettant l’analyse des images TEP dynamiques, en adaptant les
techniques aux spe´cificite´s de cette modalite´. D’une part, les
images TEP dynamiques du cerveau souffrent d’un fort niveau
de bruit principalement duˆ aux courts temps d’acquisition et
d’un effet de volume partiel qui me´lange les concentrations ra-
dioactives de re´gions voisinnes, ce qui complique l’analyse des
donne´es. D’autre part, dans une re´gion de fixation spe´cifique
(RFS), le taux d’e´change du traceur entre un compartiment
de fixation spe´cifique et un compartiment libre varie signifi-
cativement, non seulement en fonction de la quantite´ de cible
pre´sente dans cette re´gion mais e´galement par d’autres fac-
teurs [3]. Ceci induit des variations spatiales sur la signature
e´le´mentaire conside´re´e. Autrement dit, la signature associe´ au
composant spe´cifique, dont l’estimation est cruciale d’un point
de vue applicatif, n’est pas constante spatialement.
Les contributions de cet article sont d’une part de montrer la
pertinence du de´me´lange pour l’analyse des images TEP dyna-
miques, et d’autre part de proposer un nouvel algorithme qui
prend en compte explicitement la variabilite´ spatiale de la si-
gnature spe´cifique. Nous nous inspirons pour cela de travaux
re´cents propose´s dans la communaute´ hyperspectrale, qui in-
troduisent e´galement de la variabilite´ pour les signatures [4].
Dans le mode`le propose´, la signature de la RFS de´pend du
voxel conside´re´, ce qui permet d’expliquer les variations de
taux d’e´change du traceur. Plus pre´cisement, exploitant la con-
naissance de quelques signatures typiques associe´es avec la
RFS, cette variabilite´ intrinse`que est de´crite physiquement a`
partir de sa de´composition dans un sous-espace identifie´ par
une analyse en composantes principales. Au final, en plus des
signatures des CTAs pures et des abondances correspondantes,
l’algorithme de de´me´lange propose´ est capable d’estimer la va-
riabilite´ de la CTA pure de la RFS, suppose´e non nulle dans une
petite re´gion d’inte´reˆt.
L’article est organise´ comme suit. Le mode`le d’observation
est de´crit dans la Section 2. La Section 3 pre´sente l’algorithme
PALM permettant d’estimer les signatures, les abondances et
les cartes de variabilite´. Des re´sultats de simulations re´alise´es
sur des donne´s synthe´tiques mais re´alistes sont reporte´s en Sec-
tion 4. La Section 5 conclut l’article.
2 E´nonce´ du proble`me
2.1 Mode`le d’observation
Soit xn la CTA du nie`me voxel dans une image TEP 3D ac-
quise a` L instants temporels. Sans effet de volume partiel, i.e.,
le flou spatial induit par la fonction d’e´talement du point (FEP)
de l’instrument, chaque CTA est suppose´e eˆtre la combinaison
line´aire de K signatures pures mk, ponde´re´es par leurs pro-
portions respectives dans le voxel ak,n. Par ailleurs, comme in-
dique´ pre´ce´demment, la signature de fixation spe´cifique (SFS)
m1 est affecte´e par une variabilite´ de´pendant du voxel, per-
mettant de la de´crire par un comportement moyen m¯1 auquel
s’ajoute un terme spatialement de´pendant, selon la de´composi-
tion m1 = m¯1 +
∑Nv
i=1 bi,nvi. La matrice V = [v1, . . . ,vNv ]
de dimensionL×Nv contientNv e´lements de base utilise´s pour
de´crire la variabilite´ de la SFS. Similairement a` l’approche pro-
pose´e dans [5], la SFS moyenne m¯1 et les e´lements de base vi
(i = 1, . . . , Nv) peuvent eˆtre identifie´s dans une e´tape de pre´-
traitement, en re´alisant une analyse en composantes principales
(ACP) sur un ensemble d’apprentissage compose´ de SFSs me-
sure´es ou simule´es. Finalement, les coefficients bi,n quantifient
la variabilite´ associe´e au voxel n, dans l’espace engendre´ par
V. Le mode`le de me´lange line´aire avec perturbation sur la SFS
(MML-PSFS) s’e´crit finalement
xn = a1,n
(
m¯1 +
Nv∑
i=1
bi,nvi
)
+
K∑
k=2
ak,nmk. (1)
Pour prendre en compte l’effet de volume partiel qui affecte
les images TEP, on introduit un ope´rateur de flou spatial H ∈
R
N×N , ope´rant une convolution spatiale 3D avec une FEP sup-
pose´e connue. En utilisant des notations matricielles standard,
le mode`le s’e´crit finalement
Y =MAH+
[
E1A ◦VB)
]
H+R, (2)
ou` Y = [y1, . . . ,yN ] est une matrice L × N qui contient
les N CTAs mesure´es , M = [m¯1, . . . ,mK ] est une matrice
L × K qui contient les signatures des CTAs pures, A est une
matrice K × N compose´ des vecteurs d’abondance an, “◦”
est le produit terme-a`-terme de Hadamard, E1 est la matrice
[1L,1,0L,K−1],B est la matrice Nv ×N qui contient les coef-
ficients bn = [b1,n, . . . , bNv,n] etR est une matrice L×N qui
de´signe le terme re´siduel qui prend en compte le bruit d’acqui-
sition et les erreurs du mode`le, ici conside´re´ additif, gaussien
et de moyenne nulle. Notons qu’en pratique le bruit peut eˆtre
temporellement corre´le´, il faut alors blanchir les donne´es apre`s
estimation de la matrice de covariance.
On a ajoute e´galement au mode`le direct (2) les contraintes
suivantes, qui imposent la positivite´ de toutes les quantite´s,
ainsi que la somme a` un des abondances pour chaque voxel :
A  0K,N , A
T1k = 1N ,
M  0L,K et B  0Nv,N
(3)
Remarquons que la variabilite´ est aussi suppose´e positive : bien
que ce ne soit pas force´ment le cas en ge´ne´ral, imposer cette
contrainte ame´liore les re´sultats, car elle e´vite la forte corre´lation
entre les autres signatures et le terme
∑Nv
i=1 vibi,n quand les
bi,n sont ne´gatifs. Ce n’est pas une limite, dans la mesure ou`
on peut compenser cela en introduisant un biais ne´gatif sur la
SFS nominale m¯1.
2.2 Formulation du proble`me
Nous pouvons a` pre´sent formuler le proble`me de de´me´lange
comme un proble`me inverse, que nous re´soudrons par optimi-
sation sous contraintes. Puisque le bruit est suppose´ gaussien,
le terme d’attaches aux donne´es sera la distance euclidienne
quadratique entre les observations Y et le re´sultat pre´dit par
le mode`le MML-PSFS (2). Puisque le proble`me est mal pose´,
nous introduisons des re´gulatisations sur chacune des quantite´s
a` estimer A, M et B, que nous de´taillerons par la suite. Le
proble`me s’e´crit finalement
(Mˆ, Aˆ, Bˆ) ∈ argmin
M,A,B
J (M,A,B) s.t. (3) (4)
avec
J (M,A,B) =
1
2
∥∥∥Y −MAH− [E1A ◦VB)
]
H
∥∥∥2
F
+αΦ(A) + βΨ(M) + λΩ(B)
ou` les parame`tres de pe´nalisation α, β et λ controˆle les re´gula-
risations Φ(A), Ψ(M) et Ω(B) de´crites ci-dessous.
Pe´nalite´ pour les abondances Les vecteurs d’abondances
an (n = 1, . . . , N ) sont suppose´s varier doucement spatiale-
ment, motivant l’utilisation d’une pe´nalite´ spatiale de lissage
Φ(A) =
1
2
‖AS‖2F (5)
ou` l’ope´rateur S calcule les diffe´rences finies spatiales au pre-
mier ordre dans les 3 directions du volume.
Pe´nalite´ pour les CTAs pures Dans ce travail, nous suppo-
sons qu’une estimation grossie`reM0 des CTAs pures est dispo-
nible. Elle est suffisamment pertinente pour avoir a` chercher la
solution finale proche de cette pre´-estimation. On utilise donc
la pe´nalisation suivante
Ψ(M) =
1
2
∥∥M−M0∥∥2F . (6)
Pe´nalite´ pour la variabilite´ Dans cette e´tude, la variabilite´
de la SFS est suppose´e eˆtre spatialement localise´e et de´crite
par seulement quelques contributions de l’e´lement de base V.
Nous choisissons ainsi une norme ℓ1 qui favorise la parcimonie
Ω(B) = ‖B‖1. (7)
3 Algorithme de de´me´lange
Puisque le proble`me (4) est globalement non convexe et sous
contraintes simples, il est possible de mettre en oeuvre une mi-
nimisation ite´rative a` l’aide d’un algorithme de minimisation
alterne´e. Nous avons recours a` l’algorithme PALM (proximal
alternating linearized minimization) [6], be´ne´ficiant ainsi de
ses proprie´te´s de convergence. Il consiste a` ope´rer des des-
centes de gradients alterne´es, en conside´rant successivement
chaque bloc de variableA,M etB. Le pas de ces descentes est
contraint par les constantes de Lipschitz associe´es. Enfin, les
contraintes sont prises en compte en ajoutant a` chaque fois une
e´tape de projection. L’algorithme est de´crit ci-apre`s par Algo.
1 ou` les notations suivantes ont e´te´ adopte´es (voir aussi [7]) :
— ∇XJ etLX repre´sentent respectivement le gradient et la
constante de Lipschitz de la fonctionnelle J par rapport
a` la variable X
— P+ est la projection sur le premier cadrant {X|X  0}
— PAR est la projection sur le simplexe AR, de´crite par
les contraintes de somme-a`-un (3), qu’on peut calculer
efficacement en suivant [8].
— l’ope´rateur proximal proxµ·‖·‖1(x) = x
(
1− µ|x|
)
+
est
l’ope´rateur proximal de la norme ℓ1 (seuillage doux).
— γ < 1 est une constante assurant la convergence de l’al-
gorithme qui est choisie comme γ = 0.99.
Algorithm 1: Algorithme de de´me´lange (PSFS-PALM)
Input: Y
Initialisation: A0, M0, B0, k ← 0
while crite`re d’arreˆt non satisfait do
A
k+1 ←PAR
(
A
k −
γ
Lk
A
∇AJ (M
k,Ak,Bk)
)
M
k+1 ←P+
(
M
k −
γ
Lk
M
∇MJ (M
k,Ak+1,Bk)
)
B
k+1 ← prox λ
Lk
B
‖·‖1
(
B
k −
γ
Lk
B
∇BJ (M
k+1,Ak+1,Bk)
)
k ← k + 1
Output: Aˆ , Ak+1, Mˆ , Mk+1 and Bˆ , Bk+1.
4 Expe´riences
4.1 Ge´ne´ration des donne´es
La me´thode propose´e a e´te´ e´value´e sur une image TEP dyna-
mique de taille 128×128×64 compose´e d’un me´lange line´aire
synthe´tique de K = 4 CTAs pures avec L = 20 e´chantillons
temporels. La ve´rite´ terrain des abondances et CTAs pures est
ge´ne´re´e a` partir d’un fantoˆme de re´gions d’inte´reˆt (RIs) de
haute re´solution, pour lesquelles des courbes de temps d’acti-
vite´ re´elles mesure´es dans des acquisitions cliniques ont e´te´ uti-
lise´es [9]. Pour ge´ne´rer le dictionnaire de repre´sentation de la
variabilite´V, une ACP a e´te´ re´alise´e sur un ensemble d’appren-
tissage de SFSs, en ne conservant que que le premier vecteur
propre (i.e., Nv = 1). Une variabilite´ de la SFS non nulle a e´te´
conside´re´e dans la RFS qui est divise´e en 4 sous-re´gions. Dans
chacune de ces sous-re´gions illustre´es sur la Fig. 1(gauche),
les coefficients de variabilite´ correspondants B ont e´te´ ale´a-
toirement ge´ne´re´s selon une distribution gaussienne des dif-
fe´rentes valeurs de moyenne. Finalement, un bruit gaussien de
SNR= 15dB a e´te´ ajoute´ aux donne´es synthe´tiques.
4.2 Comparaisons
La me´thode propose´e, de´nomme´e PSFS-PALM, est com-
pare´ a` VCA/SUnSAL [10, 11] et, pour montrer l’inte´reˆt de
conside´rer la variabilite´ de la SFS, a` une version de l’algo-
rithme PALM avec un mode`le qui ne contient pas le terme
de variabilite´. Cet algorithme, que l’on appellera MML-PALM,
n’effectue le de´me´lange que selon un MML standard. Les deux
algorithmes base´s sur PALM sont initialise´s avec les re´sultats
d’un classifieur K-means, ou` la composante nominale m¯1 de
la SFS est de´finie comme la plus petite, au sens de l’inte´grale,
des CTAs de la SFS qui appartiennent a` l’ensemble d’appren-
Vérité terrain PSFS-PALM 
FIGURE 1 – Variabilite´ de la SFS re´elle (gauche) et estime´e par
l’approche propose´e (droite).
tissage. Le crite`re d’arreˆt utilise´ est un seuil ε sur le taux d’ac-
croissement de la fonction objectif, fixe´ a` 10−3. Les parame`tres
utilise´s sont les suivants : α = 0.01, β = 0.01, λ = 0.02 et
ε = 0.001. Pour plus de de´tails sur le choix de ces parame`tres,
le lecteur est invite´ a` consulter [7].
Pour l’e´valuation de la performance du de´me´lange pour les
diffe´rents algorithmes, on calcule l’erreur quadratique moyenne
normalise´e (EQMN) pour les diffe´rentes quantite´s d’inte´reˆt :
EQMN(Θ) =
‖Θˆ−Θ‖2F
‖Θ‖2F
(8)
ou` Θˆ est la variable estime´e et Θ est la ve´rite´ terrain corres-
pondante. En particulier, pour mettre en e´vidence le roˆle de la
variabilite´ de la SFS, les EQMNs ont e´te´ calcule´es se´pare´ment
pour les quantite´s concerne´es ou non par cette variabilite´. Ainsi,
la performance de l’estimation a e´te´ e´value´e pour i) l’abon-
dance de la SFS A1 , [a1,1, . . . , a1,N ] et les abondances non-
SFS A2:K (ou` A2:K de´signe la matrice A dont la 1e`re ligne
a e´te´ supprime´e) et ii) les signatures correspondantes a` la SFS
M˜1 = [m˜1,1, . . . , m˜1,N ] avec m˜1,n , m¯1 +
∑Nv
i=1 bi,nvi et
les signatures non-SFS M2:K .
4.3 Re´sultats
Les cartes d’abondances estime´es et les CTAs associe´es sont
montre´es en Fig. 2 pour une coupe donne´e, et le Tableau 1
fournit les EQMNs. Par souci de concision, seules les deux
premie`res signatures, qui correspondent aux cine´tiques atten-
dues pour le compartiment de fixation spe´cifique (1e`re ligne) et
matie`re grise (2e`me ligne), sont repre´sente´es. Les deux autres
signatures, non repre´sente´es, correspondent aux cine´tiques de
la matie`re blanche et du sang. Si la me´thode de re´fe´rence VCA/
SUnSAL montre des re´sultats inte´ressants, illustrant la perti-
nence de conside´rer ce proble`me de de´me´lange pour la quan-
tification des images TEPs dynamiques, l’algorithme LMM-
PALM ame´liore significativement les performances. Enfin, notre
approche PSFS-PALM, qui prend en compte la variabilite´, ame´-
liore encore l’estimation des quantite´s lie´es a` la RFS, notam-
ment a1 etM1. Elle parvient enfin a` estimer correctement, avec
un taux d’erreur de 27%, la variabilite´B contenue dans la RFS.
Les re´sultats obtenus sont cohe´rents d’un point de vue clinique,
tant sur le plan physiologique par la forme des CTA signatures
associe´es a` chaque type de tissus, que sur le plan anatomique
par la distribution spatiale des abondances respectives.
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FIGURE 2 – Abondances (gauche) et CTAs pures correspondantes (droite) associe´es a` la RFS (haut) et a` la matie`re grise (bas).
TABLE 1 – EQMN des parame`tres estime´s par VCA/SUnSAL,
MML-PALM et PSFS-PALM.
VCA/SUnSAL MML-PALM PSFS-PALM
a1 0.518 0.469 0.378
A2:K 0.491 0.454 0.482
M˜1 0.507 0.264 0.027
M2:K 0.332 0.202 0.174
B - - 0.273
5 Conclusion
Cet article a introduit un mode`le de me´lange line´aire in-
cluant une perturbation sur la SFS, adapte´ pour le de´me´lange
des images TEP dynamiques. Les variations de la fixation spe´-
cifique ont e´te´ mode´lise´es graˆce a` une base d’apprentissage,
souvent disponible en pratique, sur laquelle est de´compose´ cette
variabilite´ spatiale. Le proble`me de de´me´lange est formule´ com-
me un proble`me d’optimisation sous contraintes, que l’on re´-
soud nume´riquement par un algorithme de minimisation line´aire
alterne´, qui converge vers un point stationnaire. L’inte´reˆt de
l’approche est de´montre´ par des simulations sur des donne´s
synthe´tiques, ge´ne´re´es a` partir de CTA extraites d’examens cli-
niques. La principale perspective de ce travail sera de valider
cette approche sur des donne´es re´elles. On pourra e´galement
raffiner le mode`le, notamment en conside´rant un bruit de Pois-
son au lieu du bruit gaussien, ce qui remplacera le terme d’at-
tache aux donne´es quadratique par une mesure de divergence
adapte´e. Enfin, l’algorithme propose´ pourrait eˆtre ge´ne´ralise´ au
cas de me´triques variables suivant [12].
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