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Seznam uporabljenih kratic
kratica anglesˇko slovensko
OCR Optical Character Recognition Opticˇno prepoznavanje znakov
HMM Hidden Markov Model Prikriti markovski model
HMT Hidden Markov Tree Prikrito markovsko drevo
SVM Support Vector Machines Metoda podpornih vektorjev
ASM Active Shape Models Aktivni modeli oblik
ASD Allowable Shape Domain Dovoljena domena oblik
Tabela 1: Tabela uporabljenih kratic
KAZALO
Povzetek
V tej diplomski nalogi zˇelimo preizkusiti metodo, ki nam omogocˇi, da s
pomocˇjo racˇunalniˇske analize sliko pripiˇsemo dolocˇenemu slikarju. Testiramo
dva nacˇina. Pri prvem pristopu zˇelimo identificirati slikarja glede na nacˇin,
s katerim preslika cˇlovesˇke obrazne poteze iz fotografije na naslikan portret.
Zanima nas, ali so razlike v obraznih razmerjih na fotografiji in sliki stati-
sticˇno pomembne.
Pri drugi metodi vsako sliko opiˇsemo z vektorjem znacˇilnic. Znacˇilnice ob-
segajo barvo, teksturo in dimenzije slike, katerih kombinacija tvori vektor
znacˇilnic. Princip testiramo na 3 slikarjih z razlicˇnimi stili. Za vsakega od
njih imamo mnozˇico desetih testnih slik. Zanima nas, ali lahko z grucˇenjem
sliko pravilno pripiˇsemo slikarju samo na podlagi teh vektorjev znacˇilnic.
Kljucˇne besede: racˇunalniˇski vid, umetnost, detekcija obraza, primerjava
umetniˇskih slik, klasifikacija, klasifikacija umetnikov.

Abstract
In this thesis we are trying to discover a method that allows us to attribute a
painting to a particular artist with the help of image analysis. We are testing
two methods. In the first one, we are trying to identify the style of a painter
by analysing the way in which he translates a human face from a photograph
into a painting. We are testing whether the differences on facial proportions
in photographs and paintings are statistically significant.
With the other method, we describe every painting with a set of features.
The features look at the image color, texture and dimensions to form a
feature vector. We test this on 10 pictures for each of the 3 painters with
different styles. We are trying to test, whether we can correctly attribute
these paintings to a painter just with these feature vectors.
Keywords: computer vision, art, face detection, artwork comparison, clas-
sification, artist classification.

Poglavje 1
Uvod
V diplomski nalogi zˇelimo preizkusiti metodo, ki bi nam omogocˇala identi-
ficiranje slikarja glede na nacˇin, s katerim preslika obrazne poteze. Metodo
zˇelimo testirati na dveh slikarjih, Thomasu Eakinsu in Rudolfu Sˇpanzelu.
Oba slikarja ustvarjata v realisticˇnem slogu, kar je primerno za metode av-
tomatskega zaznavanja kljucˇnih tocˇk na obrazih naslikanih oseb. Zanima
nas, ali se obrazna razmerja oseb iz fotografij in naslikanih portretov sta-
tisticˇno razlikujejo. To bomo preizkusili s statisticˇnim testom. Cˇe bomo
ugotovili da so razlike signifikantne, bomo poskusili slikarje grucˇiti glede na
razlike v preslikavah. To bi nam lahko sluzˇilo kot pomocˇ pri identificiranju
slik, ki jim zˇelimo pripisati avtorja. V primeru, da ugotovimo, da metoda
ni uspesˇna, bomo poskusili ponajti druge metode, s katerimi bi lahko avto-
matsko grucˇili slikarje glede na njihove slike. Prav tako bomo v diplomski
nalogi predstavili teoreticˇno ozadje nekaterih postopkov in metod, ki smo jih
uporabili za pridobivanje rezultatov oz. uspesˇnih znacˇilnic. Cˇe ta metoda ne
bo uspesˇna, se bomo problema lotili na drugacˇen nacˇin. Vzeli bomo deset
slik znanih slikarjev (Vincent Van Gogh, Jackson Pollock, Edgar Degas) in
na podlagi dolocˇenih lastnosti njihov slik (povprecˇna barva, tekstura, veli-
kost ipd.) izracˇunali znacˇilnice. Slike bomo potem na podlagi teh znacˇilnic
poskusili grucˇiti.
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Poglavje 2
Racˇunalniˇski vid in
metodologija
Racˇunalniˇski vid je podrocˇje racˇunalniˇstva, ki se ukvarja z zaznavanjem in
klasifikacijo objektov na racˇunalniˇskih slikah. Cilj je razumeti in analizirati
slike ter objekte na njih. To lahko delamo v realnem cˇasu (npr. sledenje
objektov na videoposnetkih) ali pa uporabljamo pocˇasnejˇse in natancˇnejˇse
metode, s katerimi lahko izvajamo bolj zahtevne operacije. Racˇunalniˇski vid
se v danasˇnjem svetu uporablja v razlicˇne namene, kot so opticˇno zaznavanje
cˇrk (OCR), strojno pregledovanje za potrebe kvalitete kontrole, izdelovanje
3D modelov terena iz satelitskih slik, uporaba v medicini, aplikacije za var-
nost v prometu ipd.
2.1 OpenCV
OpenCV je odprtokodna knjizˇnica za racˇunalniˇski vid in strojno ucˇenje. Vse-
buje algoritme, ki jih lahko uporabljamo za identifikacijo objektov, detekcijo
obrazov, sledenje kameri, sledenje objektom na videoposnetkih in podobno.
Uporablja jo veliko vecˇjih in manjˇsih podjetji po celem svetu in je postala
de-facto industrijsko standardna knjizˇnica za racˇunalniˇski vid. Knjizˇnica je
napisana v programskem jeziku C++ in je podprta na operacijskih sistemih
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Windows, Linux, Android in Mac OS. Vsebuje vecˇ kot 500 razlicˇnih algorit-
mov za analiziranje in pridobivanje informacij s slik.
2.2 Uporabljena orodja
Za zaznavanje obraznih znacˇilnic na slikah smo uporabili STASM [8], ki ga
podrobneje predstavimo v nadaljevanju. Program nam ponudi mozˇnost izbire
zaznave razlicˇnega sˇtevila kljucˇnih tocˇk na obrazu. Za nasˇe potrebe smo
izbrali mozˇnost zaznave 20 kljucˇnih tocˇk na vsaki sliki, ki definirajo obraz
osebe. Teh dvajset tocˇk je osnovanih na BioID [4]. Te tocˇke so:
• leva in desna zenica,
• levi in desni koticˇek ustnic,
• notranji in zunanji konec leve in desne obrvi,
• levo in desno teme,
• notranji in zunanji konec levega in desnega ocˇesa,
• konica nosu,
• leva in desna nosnica,
• sredinska tocˇka na zunanjem delu zgornje in spodnje ustnice.
Program nam lokacije kljucˇnih tocˇk na sliki zapiˇse v .log datoteko. Za
delo s to datoteko smo zaradi preprostosti izbrali programski jezik Python
[3] in knjizˇnico za numericˇno racˇunanje NumPy [2].
Poglavje 3
Drugi pristopi
Cˇe bo delovanje nasˇe metodo uspesˇno, bi jo poizkusˇali uporabiti v namene
avtentikacije in za pomocˇ pri dolocˇanju avtorja slikarskih del. To je iz staliˇscˇa
racˇunalniˇskega vida zahteven problem, saj ljudje, ki avtenticirajo slikar-
ska dela uporabljajo razlicˇne metode, kot so analiza kompozicije, simbolika
v danem delu, ocenitev starosti platna, poznavanje zgodovinskega ozadja
ipd. Z racˇunalniˇskimi programi se moramo problema lotiti na drugacˇen
nacˇin. V nadaljevanju bom predstavil nekaj pristopov, s katerimi s pomocˇjo
racˇunalniˇskega vida poskusˇamo resˇiti ta problem.
Preglejmo najprej metode, ki so jih predstavili avtorji v [6]. V cˇlanku so
se osredotocˇili na avtentikacijo slikarskih del s pomocˇjo analize teksture in
oblike slikarjevih gibov cˇopicˇa. Prvi korak postopka je, da iz slike, ki jo zˇelimo
analizirati odstranimo dele, ki jih slikar mogocˇe ni naslikal. Tukaj imamo v
mislih dele, ki so bili restavrirani in pa dele, ki jih je slikar dal naslikati svo-
jim ucˇencem. Predvsem renesenacˇni mojstri so znani po tem, da so vcˇasih
dolocˇene ”nepomembne”dele slike prepustili svojim vajencem. Restavrirane
dele lahko zaznamo s pomocˇjo visokoresolucijskih fotografij posnetih tako da
poudarimo razlicˇne spektralne valovne dolzˇine svetlobe. Prav tako moramo
paziti na razpoke, ki nastajajo zaradi susˇenja barve, saj jih lahko zamenjamo
za potege cˇopicˇa. Za zaznavanje in klasifikacijo znacˇilnic na sliki si poglejmo
tri pristope opisane v cˇlanku [6].
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3.1 PS (Penn State) pristop
Pri tem pristopu sliko razdelimo na dele velikosti 512x512 slikovnih pik,
kjer zaradi konsistentnosti notranjih predelov deli na robu zavzemajo ve-
likosti med 400 in 600 slikovnih pik. V vsakem predelu izracˇunamo dve vrsti
znacˇilnic. Najprej se osredotocˇimo na zaznavanje teksture s pomocˇjo valcˇkov
(ang. wavelets). Teksturo v predelu zaznamo s transformacijo z D4 ortonor-
miranimi valcˇki intenzitet slikovnih pik v predelu. To nam vrne intenziteto
in grobost sprememb v teksturi na sliki. Od koeficientov transformacije ki jih
dobimo, uporabimo tiste pri treh nizˇjih frekvencah. Dobljene orientacijske
koeficiente nato zdruzˇimo v tridimenzionalni vektor, ki definira predel slike.
Drugi tip znacˇilnic, ki jih zaznamo na sliki je geometricˇna oblika potekov
cˇopicˇa. Te znacˇilnice so viˇsjenivojske in jih s prostim ocˇesom lazˇje vidimo.
Zaznavanje le-teh je tezˇko, saj se potegi cˇopicˇov med seboj mesˇajo in sekajo.
To pomeni, da tezˇko izlocˇimo posamezne potege. Avtorji cˇlanka so razvili
algoritem za zaznavanje posameznih robov potega cˇopicˇa. Ko imamo le-te
najdene, na njih izracˇunamo dolzˇino, orientacijo in povprecˇno ukrivljenost.
Ko imamo najdene znacˇilnice za posamezno sliko, jih moramo statisticˇno
primerjati z bazo del. Teksturne znacˇilnice primerjamo z uporabo 2-D Hid-
den Markov Modela(HMM), za klasificiranje znacˇilnic potegov cˇopicˇa pa se
uporabljajo modeli grucˇenja. Modelov tukaj ne bomo natancˇneje opisovali,
njihovi natancˇnejˇsi opisi se nahajajo v [6].
3.2 Pr (Princeton Group) pristop
Tudi pri tem pristopu sliko razdelimo na dele velikosti 512x512 slikovnih pik.
Uporabljajo se t. i. kompleksni valcˇki, katerih koeficiente se modelira z HMT
modelom (ang. Hidden Markov Tree), ki ga tukaj ne bomo podrobneje opi-
sovali. Pri tem matematicˇnem modelu ima vsak koeficient valcˇka t.i. skrito
stanje (angl. hidden state), ki lahko zavzame dve vrednosti, rob (ang. edge)
in ne-rob(ang. non-edge), glede na to ali valcˇek koeficienta prekriva nek rob
na sliki. Poleg tega parametra, imajo koeficienti sˇe dve vrednosti, skalo s
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Slika 3.1: Razlicˇni tipi uporabljenih valcˇkov. Tu so prikazani v vseh mozˇnih
orientacijah in v dveh zaporednih skalah.
in orientacijo α in so modelirani glede na Gaussovo normalno porazdelitev
N(0, σ
rob/ne−rob
s,α ). Odvisnost med pari koeficientov (skala, orientacija), torej
(s,α) in (s-1,α) za vsako lokacijo predstavimo z 2x2 matriko αs,s−1 tranzicij-
skih verjetnosti med skritimi stanji. Te tranzicije se pojavijo velikokrat. Cˇe
si predstavljamo gladek gradient med dvema trdnima (ang. solid) regijama,
lahko vidimo, da ta gradient pri grobih skalah zaznamo kot rob, vendar kot
ne-rob pri bolj finih skalah. Za vsak del slike p, imamo 4 parametre modela
(2 verjetnosti, 2 varianci) za vsak par (s,α). Vse skupaj dobimo 108 parame-
trov in iz tega sestavimo vektor znacˇilnic v|p| ∈ R108. Teh 108 znacˇilnic nato
rangiramo glede na to kako ucˇinkovite so za ugotavljanje ali slika pripada
dolocˇenemu slikarju. Po rangiranju se na prvih mestih praviloma znajdejo
verjtnosti prehodov iz ne-rob v rob stanja. Odrezˇemo znacˇilnice, ki imajo
premajhno relevanco in tako dobimo vektor prvih m znacˇilnic v[p|m] ∈ Rm.
Sedaj lahko definiramo m-podobnost med p in p′ kot:
dm(p, p
′) = [
m∑
l=1
wl|v[p|m]l − v[p
′|m]
l |
2
]1/2 (3.1)
Kjer je wl utezˇ, ki daje dolocˇenim elementov vektorja vecˇji pomen. Upo-
rabi se multidimenzionalni skalirni algoritem (ang. multidimensional scaling
algorithm), da dobimo postavitev tocˇk (ki predstavljajo nasˇo bazo slik) v
prostoru. Ta algoritem se nanasˇa prav na m-podobnost med slikami za raz-
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poreditev tocˇk. Tocˇke, ki se nahajajo na robu oblaka, se najbolj razlikujejo
od povprecˇja in zato lahko sklepamo, da ne pripadajo avtorju, cˇigar slike so
vecˇinsko predstavljene v mnozˇici.
Ta analiza je primerna za klasificiranje slik, cˇigar avtorja ne poznamo. Da pa
bi zaznali ponaredke, se moramo posluzˇiti malo drugacˇne metode. Sliko raz-
delimo na dele velikost 128x128 in jo analiziramo pri precej bolj finih skalah
valcˇkov. Raziskovalci so ugotovili, da so imeli znani ponaredki Van Gogha
precej vecˇ koeficientov valcˇkov z velikimi vrednostimi kot slike, ki so bile
potrjene kot izvirnik. Transformacije z valcˇki uporabljajo manj koeficientov
pri grobih kot pri finih skalah. Najbolj fini dve skali sestavljata 15/16 =
93.75% vseh koeficientov. Presezˇek velikih koeficientov je torej mozˇen le, cˇe
se pri dveh najbolj finih skalah nahaja vecˇ kot normalno le-teh. To velja, ker
so pri ponaredkih potegi cˇopicˇa manj tekocˇi, saj slikar ni ustvarjal v svojem
naravnem stilu, ampak je kopiral delo oz. stil drugega slikarja. Izmerimo
lahko srednjo vrednost koeficientov pri prvih dveh najbolj finih skalah in
slike rangiramo glede na to. Tiste, ki imajo najvecˇje odstopanje od sredinske
vrednosti, so kandidati za ponaredke.
3.3 Ma (Maastricht Group) pristop
Skupina, ki je sestavila to metodo, je izhajala iz treh glavnih principov:
• obrisi so pomembni;
• slike moramo analizirati pri razlicˇnih skalah;
• podobnosti med slikami se kazˇejo v lokalni teksturi.
Pri tem pristopu se opravi konvolucija slike s pomocˇjo orientiranih filtrov
Gaborjevih valcˇkov razlicˇnih velikosti (ang. multiscale-oriented Gabor wave-
let filters), nato pa koeficiente, ki jih dobimo zdruzˇimo v histograme. Filtri
Gaborjevega valcˇka pridejo v parih, Gsod(x, y, σ, α, ω) in Glih(x, y, σ, α, ω).
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To sta ravno realni in imaginarni del funkcije
e2piiω(x sinα+y cosα)e
−x2+y2
2σ2 (3.2)
Kjer sta x in y prostorski koordinati, cˇe predvidevamo, da je filter cen-
triran na izhodiˇscˇe, α nam dolocˇi prostorsko orientacijo, ω pa prostorsko
frekvenco. Vsak par filtrov se odzove na spremembe intenzitete pri kombi-
nacijah orientacije in skale. Uporabljamo filtre, s katerimi lahko pokrijemo
zadostno sˇtevilo kombinacij orientacije in skale. Izberemo filtre s 6 razlicˇnimi
orientacijami (α = (k/6)pi, k = 0, 1, .., 5) ter 4 razlicˇnimi skalami, pri kate-
rih ω in σ nastavimo na take vrednosti, da se ujemajo z najmanjˇsimi in
najvecˇjimi potegi cˇopicˇa. Ko pare filtrov konvuliramo s sliko, dobimo kom-
pozicijo slike v t.i. energetske vrednosti. Za vsako kombinacijo slikovne pike,
orientacije in skale dobimo eno vrednost. Energijska vrednost dela slike je
definirana kot vsota kvadratov vrednosti, ki jih dobimo tako, da obe kompo-
nenti konvuliramo s tem predelom slike. Cˇe sesˇtejemo dobljeno energijo vseh
predelov na sliki, s tem sˇtejemo sˇtevilo tranzicij svetlo-temno.
Zˇe ta precej enostaven pristop nam lahko zazna ponaredke in pomaga pri
dolocˇanju avtorja slike. Vendar obstaja boljˇsi pristop, pri katerem upo-
rabljamo multidimenzionalne histograme, ki ujamejo konfiguracijo prostor-
skih frekvec znotraj dela slike. Za vsak predel velikosti N ∗ N dobimo
(6 ∗ 4)N2 = 24N2 vrednosti, ki jih uredimo v 4x6 zaboje. Enega za vsako
kombinacijo skale in orientacije. S temi histogrami definiramo sliko, nato pa
zˇelimo slike seveda klasificirati in jim dolocˇiti najbolj verjetnega avtorja oz.
dolocˇiti ali gre za ponaredek. Za to se uporabljajo t.i. SVM (ang. Support
Vector Machines), o katerih pa tukaj ne bomo podrobneje pisali, bralec si to
lahko podrobneje prebere v cˇlanku [6].
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Poglavje 4
Zaznavanje znacˇilnic
4.1 Active Shape Models (ASM)
Pregledali bomo metodo za zaznavanje struktur na sliki, ki je bila predsta-
vljena v [1].
Posamezne strukture (objekte) na nasˇi sliki zˇelimo predstaviti z metodo, ki
omogocˇa, da se oblika nasˇe strukture lahko deformira glede na pravila, ki
veljajo za ta razred objektov. To nam omogocˇa, da predstavimo naravno
varianco na objektih, ki jih vidimo na slikah. S tem lahko te modele nato
uporabimo za namene iskanja podobnih struktur na racˇunalniˇskih slikah.
Metoda ASM [1] temelji na tem, da je vsak objekt na sliki predstavljen z
mnozˇico tocˇk. Te tocˇke lahko predstavljajo tako robove slikovnega objekta
kot tudi notranje ali celo zunanje dele. Za vsak objekt najprej rocˇno oznacˇimo
tocˇke na objektih v mnozˇici vzorcˇnih slik, ki jih uporabimo za ucˇenje nasˇega
modela. Te tocˇke lahko razdelimo v tri razlicˇne tipe:
1. tip Tocˇke, ki oznacˇujejo pomembne strukturne dele predmeta. Npr.
sticˇiˇscˇa glavnih zˇil drevesnega lista.
2. tip Tocˇke, ki oznacˇujejo ekstreme modeliranega objekta, kot so najviˇsja
in najnizˇja tocˇka na predmetu in ekstremi krivulj objekta.
3. tip Tocˇke, ki jih interpoliramo iz tocˇk prejˇsnih dveh tipov. Kot primer si
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lahko predstavjamo tocˇko, ki je na sredini med dvema tocˇkama prejˇsnih
tipov.
Tocˇke prvega tipa so najbolj uporabne za opisovanje strukture nasˇega
objekta, vendar skoraj vedno potrebujemo tudi tocˇke drugega in tretjega
tipa, da lahko kasneje predstavimo naravno varianco, ki se nahaja v razredu
nasˇih objektov. Na vsakem objektu iz ucˇne mnozˇice moramo oznacˇiti iste
tocˇke (tocˇke, ki predstavljajo iste strukture objekta).
Zˇelimo primerjati ekvivalentne tocˇke na objektih ucˇne mnozˇice. Tako
lahko zgradimo model, ki predstavlja razred objektov, kar nam omogocˇa, da
predmetove naravne deformacije modeliramo.
Da lahko primerjamo ekvivalentne tocˇke med razlicˇnimi predmeti iz ucˇne
mnozˇice moramo te predmete najprej poravnati. Na predmetih lahko izva-
jamo afine transformacije, torej jih lahko skaliramo, rotiramo in premikamo.
Predmeti bodo poravnani, ko bomo minimizirali utezˇeno vsoto razdalj med
ekvivalentnimi tocˇkami.
Naj bo xi vektor, ki opisuje tocˇke i-tega predmeta v mnozˇici:
xi = (xi0, yi0, xi1, yi1, ..., xik, yik, ..., xin−1, yin−1)T (4.1)
Prav tako naj bo:
M(s, θ) =
[
xjk
yjk
]
=
(
(s cosθ)xjk − (s sinθ)yjk
(s sinθ)xjk + (s cosθ)yjk
)
(4.2)
rotacija za θ in skaliranje za faktor s. Cˇe imamo dva vektorja xi in
xj, potem lahko izberemo take vrednosti θj, sj in translacije (txj, tyj), da
dobimo:
min(Ej) = (xi −M(sj, θj)[xj]− tj)TW (xi −M(sj, θj)[xj]− tj) (4.3)
W je matrika, ki ima po diagonali utezˇi, ki dajejo dolocˇenim tocˇkam vecˇji
pomen. Vecˇjo utezˇ damo tocˇkam, ki so cˇez celotno mnozˇico nasˇih modelov
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najbolj stabilne (se glede na druge tocˇke premikajo najmanj), manjˇso utezˇ
pa damo tocˇkam, ki so na ucˇni mnozˇici bolj mobilne.
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Da poravnamo mnozˇico N objektov uporabimo naslednji algoritem [1,
p. 42],
• rotiramo, skaliramo in premaknemo vsak objekt, tako da je optimalno
poravnan s prvim objektom v mnozˇici.
• Ponavljaj
– izracˇunaj povprecˇno lokacijo za vsako posamezno tocˇko vseh do
sedaj poravnanih objektov,
– normaliziraj rotacijo, translacijo, skaliranje in center tega pov-
precˇnega objekta,
– optimalno poravnaj vse objekte na te povprecˇene tocˇke.
• Ko proces skonvergira, koncˇaj.
Data: set of objects N , size (N) = n
for (i = 2 ; i ¡ n ; i++) do
Rotate, Translate, Scale Ni so it is optimally aligned with object
N1 (the first object in the set)
end
while process has not converged do
Calculate average location for each point of already aligned objects;
Normalize rotation, translation, scale and center of the average
object;
Optimally align all objects onto the points that have been
averaged out;
end
Psevdokoda algoritma za poravnanje N objektov (v anglesˇcˇini)
Ko objekte v nasˇi ucˇni mnozˇici poravnamo, lahko vsakega predstavimo s
tocˇko v prostoru dimenzije 2n. Cˇe imamo N objektov, dobimo torej N tocˇk
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v 2n dimenzionalnem prostoru. Predpostavimo, da vse te tocˇke lezˇijo znotraj
neke lokacije v prostoru, ki jo imenujemo ang. Allowable Shape Domain in
jo bomo v nadaljnje klicali ASD. ASD nam predstavlja oblak tocˇk v tem
prostoru dim(2n). Zˇelimo najti center tega oblaka oz. tocˇko v tem prostoru,
ki predstavlja povprecˇen model nasˇega objekta. Cˇe predpostavimo, da je
ASD elipsoidne oblike (kar je v veliki vecˇini primerov res) lahko izracˇunamo
center in glavne osi tega elipsoida. Center lahko enostavno izracˇunamo:
x¯ =
1
N
N∑
i=1
xi (4.4)
Izracˇunati moramo sˇe osi. Vsaka os nam pove, kako se tocˇke na predmetu
premikajo skupaj, ko se objekt deformira. Najprej moramo za vsako tocˇko v
tem prostoru izracˇunati njeno razliko do x¯, torej dxi = xi − x¯. Iz dobljenih
diferenc lahko izracˇunamo kovariancˇno matriko S dimenzije 2nx2n.
S =
1
N
n∑
i=1
dxidx
T
i (4.5)
Osnovne osi nasˇega elipsoida dobimo tako, da poiˇscˇemo lastne vektorje
elipsoida, torej vektorje v za katere velja Svk = λkvk , kjer so λk seveda
pripadajocˇe lastne vrednosti. Vecˇja kot je lastna vrednost, daljˇsa je os elip-
soida, ki jo opisuje pripadajocˇi lastni vektor. Premikanje po tej osi nam
omogocˇa modeliranje najvecˇje variance v obliki objekta. Odlocˇimo se, da
lahko osi z majhno varianco (tiste, ki pripadajo majhnim lastnim vredno-
stim) zavrzˇemo in tako elipsoid dimenzije 2n aproksimiramo z elipsoidom
dimenzije t (t < 2n), saj ima original majhno sˇirino na oseh t+ 1...2n. Takoj
se pojavi vprasˇanje, kako izbrati ustrezno vrednost za t. Najprej definirajmo
λT kot vsoto vseh lastnih vrednosti nasˇe kovariancˇne matrike
λT =
2n∑
k=1
λk (4.6)
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Sedaj lahko izberemo najmanjˇsi t, za katerega velja, da vsota vseh lastnih
vrednosti v teh dimenzijah dovolj blizu vrednosti λT . Torej, veljati mora
|
t∑
k=1
(λk)− λT | < c (4.7)
za nek prej dolocˇen c, ki si ga izberemo po zˇelji. Cˇe imamo 2n lastnih
vektorjev lahko vsako tocˇko znotraj nasˇega ASD dosezˇemo tako, da vzamemo
sredino in ji priˇstejemo neko linearno kombinacijo lastnih vektorjev, ki delu-
jejo kot baza prostora. Ker pa smo se odlocˇili, da dolocˇene lastne vektorje
zavrzˇemo, lahko vsako tocˇko x znotraj oblaka aproksimiramo tako:
x = x¯+ Pb (4.8)
kjer je P = (v1, v2, ..., vt) matrika prvih t lastnih vektorjev in
b = (b1, b2, ..., bt)
T vektor utezˇi. Zgornja enacˇba nam omogocˇa, da s spremi-
njanjem vrednosti utezˇi generiramo nove oblike, ki ustrezajo razredu nasˇega
objekta. Ker vecˇina populacije lezˇi znotraj treh standarnih deviacij od sre-
dine, lahko za bk izbiramo vrednosti, ki so znotraj teh omejitev, torej:
− 3
√
λk ≤ bk ≤ 3
√
λk (4.9)
Sedaj, ko smo obrazlozˇili metodo za generiranje modelov mnozˇic tocˇk, ki
se lahko deformirajo glede na naravne lastnosti, hocˇemo, le-te uporabiti za
iskanje objektov na slikah, ki so tudi cˇlani razreda teh modelov. [1, p. 49]
Recimo, da imamo podan primer modela:
X = M(s, θ)[x] +Xc (4.10)
Xc = (Xc,0, Yc,0, ..., Xc,n−1, Yc,n−1)T (4.11)
M(s, θ)[] je rotacija za θ in skaliranje za faktor s. (Xc, Yc) je pozicija
centra modela v sliki. Zˇelimo imeti iterativno metodo, ki nam bo poi-
4.1. ACTIVE SHAPE MODELS (ASM) 17
skala X, brez da bi potrebovali natancˇno aproksimacijo zacˇetnega polozˇaja.
Zacˇnemo z grobim priblizˇkom iskanega objekta na sliki. Vsako tocˇko zˇelimo
premakniti vzporedno z normalo proti robu (proporcionalno z mocˇjo nor-
male). S tem dobimo vektor sprememb za vsako tocˇko nasˇega modela, torej
dX = (dX0, dY0, dX1, dY1, ..., dXn−1, dY n− 1)T . Nasˇe tocˇke zˇelimo prema-
kniti cˇim blizˇje lokaciji X + dX, a tako, da sˇe vedno uposˇtevamo omejitve
nasˇega modela. To storimo tako, da najprej poiˇscˇemo translacijo (dXc, dYc),
rotacijo dθ ter skalirni faktor (1 + ds), ki kar najbolje preslika X v X + dX
Ko najdemo najboljˇse parametre, da se slika najbolje prilega (po metodi
utezˇenih najmanjˇsih kvadratov), je potrebno objekt deformirati v skladu s
pravili [1].
Imamo torej zacˇetno lokacijo tocˇk, ki je podana z enacˇbo:
X = M(s, θ)[x] +Xc (4.12)
Zˇelimo izracˇunati vektor sprememb dX v lokalnem koordinatnem sistemu
modela, tako da je:
M(s(1 + ds), (θ + dθ))[x+ dX] + (Xc + dXc) = (X + dX) (4.13)
M(s(1 + ds), (θ + dθ))[x+ dX] = M(s, θ)[x] + dX)− (Xc + dXc) (4.14)
(uporabili smo dejstvo, da X = M(s, θ)[x])
M−1(s, θ)[] = M(s−1,−θ) (4.15)
dx = M((s(1 + ds))−1,−(θ + dθ))[y]− x (4.16)
kjer velja y = M(s, θ)[x] + dX − dXc
Zgornja enacˇba nam omogocˇa, da izracˇunamo premike tocˇk glede na nasˇ
koordinatni sistem. Ti premiki pa niso nujno konsistentni s pravili deformacij
nasˇega modela. Da to popravimo, pretvorimo dx v parametricˇni prostor
modela in tako dobimo db, ki predstavlja premike, ki so cˇim blizˇje vrednostim
dx, a da sˇe vedno zadosˇcˇajo nasˇim omejitvam. Spomnimo se ponovno na
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enacˇbo, ki smo jo zˇe uporabili,( 4.8), torej x = x¯+ Pb. Zˇelimo najti tak db,
da bo veljalo
x+ dx ≈ x¯+ P (b+ db) (4.17)
Cˇe odsˇtejemo te dve enacˇbi, dobimo dx ≈ P (db), torej db = P Tdx
Zgornje enacˇbe nam omogocˇajo, da izracˇunamo spremembe v translaciji,
skaliranju, rotaciji in deformaciji, da se oblika modela cˇim bolj prilega obliki
na sliki. Iterativno posodobljamo parametre, dokler proces ne skonvergira
(oziroma spremembe postanejo dovolj majhne za nasˇe potrebe).
Xc → Xc + wtdXc (4.18)
Yc → Yc + wtdYc (4.19)
θ → θ + wθdθ (4.20)
s→ s(1 + wsds) (4.21)
b→ b+Wbdb (4.22)
wt, ws, inwθ so skalarne utezˇi, medtem ko je Wb matrika utezˇi za vsako
tocˇko posebej. Cˇe omejimo vrednosti bk, omogocˇimo, da se model deformira
samo v oblike, ki so konsistentne z ucˇno mnozˇico.
4.2 Lokalni deskriptorji SIFT
S pomocˇjo ASM na nasˇi sliki zaznamo kljucˇne tocˇke (ang. landmarks), ki
pa jih nato opiˇsemo z lokalnim deskriptorjem metode SIFT, cˇigar teorijo
smo povzeli po naslednjemu cˇlanku [7]. Okoli vsake zaznane kljucˇne tocˇke
moramo najprej dolocˇiti globalno orientacijo, tako da poiˇscˇemo ekstreme v
histogramu orientacije. Vzamemo obmocˇje iz katerega naredimo 16x16 ma-
triko, ki vsebuje gradiente, ki pripadajo temu obmocˇju. Gradienti, ki se
nahajajo v centru in so zato blizˇje kljucˇni tocˇki, imajo vecˇjo tezˇjo, kot tisti
ki se nahajajo na robu nasˇega izbranega obmocˇja, zato vrednosti gradientov
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utezˇimo s pomocˇjo Gaussove funckije. Iz nasˇe matrike velikosti 16x16 lahko
naredimo tabelo histogramov velikosti 4x4. Za vsako obmocˇje velikosti 4x4
originalne matrike izracˇunamo gradientne histograme, ki si jih lahko pred-
stavljamo kot vektorje v = (v1, v2, ..., vn), kjer vrednost vsakega elementa
vi predstavlja mocˇ gradienta v dolocˇeno smer n. Najvecˇkrat je dovolj, da
uporabimo 8 smeri za gradiente, zato dobimo vektorje z osmimi elementi,
v = (v1, v2, ..., v8). Vrednosti vektorjev iz te 4x4 matrike lahko po vrsti
zlozˇimo v en vektor velikost 4x4x8 = 128, torej v = (v1, v2, ..., v128).
Ker zˇelimo primerjati znacˇilnice preko razlicˇnih osvetlitev, najprej ta vektor
znormaliziramo. Problem nastane, kadar je osvetlitev nelinearna; to na-
stane zaradi narave 3D objektov, ki so iz dolocˇenih strani osvetljeni drugacˇe.
To mocˇno vpliva na vrednosti oz. velikost dolocˇenih gradientov, vendar je
manjˇsa verjetnost, da to vpliva na dejansko orientacijo gradientov. Ta pro-
blem lahko delno resˇimo tako, da omejimo posamezne vrednosti v gradien-
tnem vektorju na 0.2 in nato vektor ponovno normaliziramo. S tem dosezˇemo,
da ima orientacija gradientov vecˇji pomen, kot dejanska mocˇ oz. ”ostrost”le-
teh. Vrednost 0.2 je bila dobljena na eksperimentalni podlagi [7, p. 16]
4.3 STASM
Za dolocˇanje kljucˇnih tocˇk na obrazih oseb sem uporabil program STASM
[8], ki uporablja svojo verzijo modela ASM za lociranje kljucˇnih znacˇilnic
in lokalne deskriptorje SIFT za ujemanje / ang. matching teh znacˇilnic.
Program deluje na naslednji nacˇin. Najprej z globalnim detektorjem zazna
obraze na sliki, to je narejeno s pomocˇjo detektorja ki ga vsebuje programski
paket OpenCV. Kot smo zˇe omenili, nam ASM ustvari ”povprecˇni”model
iz objektov na nasˇi ucˇni mnozˇici. V tem primeru, program prilagodi nasˇ
zgeneriran povprecˇni model cˇlovesˇkega obraza na obraz najden na nasˇi sliki.
Nato ponavlja ta dva koraka, dokler algoritem ne skonvergira:
i. predlagaj novo obliko tako, da se trenutne tocˇke modela premaknejo
na boljˇso lokacijo. To je storjeno tako, da okoli vsake kljucˇne tocˇke
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vzorcˇimo predele slike in tocˇko premaknemo na lokacijo, ki se najbolje
ujema z lokalnim deskriptorjem za tisto tocˇko (npr. konica nosu);
ii. predlagani model ni nujno v skladu z globalnimi pravili za strukturo
obraza, ki jo je s pomocˇjo ASM dolocˇila nasˇa ucˇna mnozˇica. Popravimo
lokacije tocˇk, ki se ocˇitno ne skladajo s strukturo cˇlovesˇkega obraza.
Kot lokalni deskriptor se uporablja ang. Histogram Array Transform
(HAT), na katerega lahko gledamo kot poenostavljeno razlicˇico SIFT. Ker se
pred zacˇetkom iskanja lokalnih znacˇilnic rotira celotna slika tako da so ocˇi
v horizontalnem polozˇaju (lokacija ocˇi je dobljena s pomocˇjo ang. OpenCV
eye detector), nam ni potrebno zaznavati globalne orientacije, kar je pri SIFT
standardno. S tem se zmanjˇsa racˇunuska zahtevnost in cˇas obdelave. Prav
tako se vsak obraz pred iskanjem poskalira tako, da je razdalja ocˇi-usta 100
slikovnih pik. Obicˇajno moramo pri SIFT vsaki slikovni piki iz izbranega
obmocˇja okoli kljucˇne tocˇke izracˇunati njegovo mesto v vektorju histogra-
mov. Ker pa je nasˇ obraz zˇe prej poskaliran in zarotiran se lahko preslikava
vsakega slikovnih pik iz nasˇega obmocˇja (sˇirine 15 slikovnih pik) v tabelo hi-
stogramov (velikost 4x5 slikovnik pik) dolocˇi samo enkrat za vse deskriptorje.
S tem se obcˇutno zmanjˇsa cˇas iskanja (tudi do 40%). Ker se pri iteriranju
nasˇega modela vecˇkrat obiˇscˇejo iste koordinate na sliki, lahko HAT deskrip-
torje shranimo v predpomnilnik in tako zmanjˇsamo cˇas iskanja za dodatnih
70%, kar so s poskusˇanjem ugotovili avtorji v cˇlanku [8] Ko se enkrat dobi
deskriptor za dolocˇeno obmocˇje, je potrebno ugotoviti, kako dobro se ujema z
obrazno strukturo, ki naj bi jo predstavljal. Za ugotavljanje ujemanja lahko
uporabimo vecˇ metod.
• Najenostavnejˇsi pristop je ta, da vzamemo evklidsko razdaljo med do-
bljenim deskriptorjem in ”povprecˇnim”deskriptorjem za to obrazno
znacˇilnico iz ucˇne mnozˇice. Problem tega pristopa je v tem, da do-
deli vsakemu predelku ( ang. bin), histograma isto tezˇo, kar pa ni
vedno primerno.
• Drug nacˇin je s pomocˇjo Mahalanobisove razdalje, ki dodeli vecˇjo tezˇo
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predelkom, ki imajo v ucˇni mnozˇici majhno varianco. Tezˇava je v tem,
da je racˇunanje Mahalanobijeve razdalje cˇasovno potratno. Prav tako
predvideva, da so predelki vektorja histogramov normalno porazdeljeni,
kar pa ni popolnoma res.
• Eden od nacˇinov je tudi primerjanje s pomocˇjo linearne regresije. Upo-
rabimo lahko vzorcˇne deskriptorje na in okoli znacˇilnic na ucˇni mnozˇici
in naucˇimo model, ki izracˇuna ujemanje glede na elemente deskriptorja
na sliki. Linearna regresija predpostavlja, da je vpliv vsakega pre-
delka v histogramu sorazmeren z njegovo vrednostjo in da ni potrebno
uposˇtevati interakcij med razlicˇnimi predelki. To pa seveda ni res, saj
iˇscˇemo vzorce slikovnih pik v neki regiji, ki se velikokrat pojavljajo v
grucˇah. Lahko bi naucˇili SVM (Support Vector Machines), ki bi upo-
rabljali bolj zapletene razlicˇice regresije. To nam da odlicˇne rezultate,
vendar je glavna slabost pocˇasnost teh SVM-jev.
• Zaradi pocˇasnosti SVM program STASM uporablja metodo MARS
(Multivariate Regression Spline), ki nam daje podobno kvaliteto uje-
manja, kot jo omogocˇajo SVMji, vendar je veliko hitrejˇsa.
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Poglavje 5
Primerjanje znacˇilnic
Ko dobimo vektor razmerij med znacˇilnicami za vsak obraz, lahko znacˇilnice
med seboj primerjamo. Najprej nas zanima, cˇe obstaja statisticˇno dojemljiva
razlika med znacˇilnicami, ki jih najdemo na fotografiji osebe in znacˇilnicami,
ki jih najdemo na portretu osebe, ki jo je naslikal slikar. Najprej povejmo
nekaj o teoriji preizkusˇanja statisticˇnih hipotez.
5.1 Preizkusˇanje statisticˇnih hipotez
Definicijo in nadaljno teorijo sem cˇrpal iz zapiskov predavanj dr. Hladnika [5]
Definicija: Statisticˇna hipoteza je vsaka domneva o porazdelitvi slucˇajne
spremenljivke X na populaciji.
Za statisticˇno hipotezo velja, da je lahko pravilna ali pa nepravilna. Vedno
testiramo eno statisticˇno hipotezo proti drugi, npr. H0 : H1. Pri preizkusˇanju
statisticˇnih hipotez pregledujemo ali so razlike znacˇilne oz. gledamo, da vzo-
rec ne odstopa prevecˇ od nasˇe hipoteze. Pomembno si je zapomniti, da neke
statisticˇne hipoteze ne moremo potrditi, ampak jo lahko samo zavrnemo.
Najvecˇ kar lahko naredimo je, da recˇemo, da glede na predstavljene podatke
ni zadostnega razloga za zavrnitev statisticˇne hipoteze. Zanima nas, kaksˇen
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je kriterij za zavrnitev, zato najprej izberemo kriticˇno obmocˇje K, ki je pod-
mnozˇica v prostoru vrednosti nasˇe statistike. Nasˇ K zˇelimo izbrati tako, da
bo verjetnost, da bi cenilka C padla v kriticˇno obmocˇje zelo majhna. (S ce-
nilkami na podlagi vzorca ocenjujemo parametre porazdelitve nasˇe slucˇajne
spremenljivke).
α = P (C ∈ K|H0) (5.1)
Ponavadi za vrednosti α izberemo vrednosti 0.05 ali 0.01.
5.1.1 Testi znacˇilnosti
Najprej izberemo cenilko oz. njeno funkcijo U, ki ji pravimo testna statistika.
S tem dolocˇimo nasˇ test. Da to lahko naredimo, moramo poznati vsaj njeno
pogojno porazdelitev pri dani predpostavki H0. S tem lahko dolocˇimo rob
kriticˇnega obmocˇja Kα, za nek zˇe prej izbrani α.
α = P (U ∈ Kα|H0) (5.2)
Ko imamo dolocˇen rob Kα, lahko izracˇunamo vrednost nasˇe testne stati-
stike U na danem vzorcu. Gledamo kam pade vrednost, cˇe se nahaja znotraj
kriticˇnega obmocˇja Kα hipotezo zavrnemo s stopnjo zaupanja α, v naspro-
tnem primeru pa o nasˇi hipotezi ne moremo recˇi nicˇ. Izbrati moramo drugo
testno statistiko ali pa dobiti vecˇji vzorec.
Za nasˇe potrebe, je pomemben test H0(µ = µ0), kjer je σ neznan. Nasˇa
predpostavka je, da ima spremenljivka porazdelitev N(µ, σ) in da je standar-
dna deviacija σ za nas nepoznana. Izbrati moramo testno statistiko
T =
X¯ − µ0
s
√
n (5.3)
s =
√
(X1 − X¯)2 + ...+ (Xn − X¯)2
n− 1 (5.4)
kjer je n velikost nasˇega vzorca, X1, ..., Xn pa njegove vrednosti. Cˇe velja
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nasˇa hipoteza je ta testna statistika porazdeljena po Studentovem zakonu
S(n− 1) [5].
V nasˇem primeru imamo dva vzorca obraznih znacˇilnic. Prvi vzorec je vek-
tor obraznih razmerij na fotografiji osebe, drugi vzorec pa vektor obraznih
razmerij na slikarjevi upodobitvi iste osebe. Zanima nas, ali slikarjeva upo-
dobitev statisticˇno znacˇilno spremeni obrazna razmerja. Ker vsak obraz
definiramo z n razmerji imamo X = (x1, x2, ..., xn) za razmerja fotografije
in Y = (y1, y2, ..., yn) za razmerja slikarjeva upodobitve. V prvem koraku
izracˇunamo X − Y = (x1 − y1, ..., xn − yn) nato pa zapiˇsemo nasˇo hipotezo:
H0(slikar ne spreminja razmerij) : H1(slikar spreminja razmerja)
µ1 = µ2 : µ1 6= µ2
Za nadaljni postopek moramo najprej izracˇunati X − Y , nato pa lahko
dobimo vrednost s =
√
(X1−X−Y )2+...+(Xn−X−Y )2
n−1 . Za statistiko t in 7 pro-
storskih stopenj velja
t1−α(n− 1) = t0.95(7) = 1.895 (5.5)
T =
X − Y − µ0
s
√
n =
X − Y
s
√
8 (5.6)
Ker testiramo hipotezo µ1 = µ2 in je µ0 = µ1 − µ2 iz tega sledi µ0 = 0.
Sledi Kα = (−∞,−1.895)∪ (1.895,∞). Cˇe vrednost testne statistike T pade
na obmocˇje intervala zaupanja Kα, potem hipotezo zavrnemo, v nasprotnem
primeru pa o nasˇi hipotezi ne moremo povedati nicˇ in moramo imeti vecˇ
vzorcev ali izbrati drugo testno statistiko.
Pomembno vprasˇanje je, katera razmerja med kljucˇnimi tocˇkami na nasˇem
obrazu moramo izbrati, da bo metoda primerjave delovala cˇim bolj pra-
vilno. Cˇe imamo n kljucˇnih tocˇk na obrazu, lahko med njimi izracˇunamo
n2 razdalj. Najprej smo poizkusili izracˇunati vsa mozˇna razmerja na obrazu.
Ker zaznamo 20 kljucˇnih tocˇk, dobimo torej kombinatoricˇno za vsak obraz
(20∗19)∗ (20∗19) = 144000 razmerij. Kmalu ugotovimo, da je za to metodo
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sˇtevilo znacˇilnic preveliko. Statisticˇno hipotezo smo preizkusili na dveh zapo-
redno posnetih fotografijah osebe. To smo ponovili na vecˇih osebah (n = 5)
in dobili rezultate, ki ne ustrezajo. Npr. pri primerjavi dveh zaporednih
fotografij, nam je T-test vrnil sˇtevilo mocˇno znotraj intervala, kar naj bi po-
menilo da so se obrazna razmerja spremenila, kar pa seveda ne more biti res.
Precej boljˇse rezultate smo dobili, cˇe smo vsak obraz definirali samo z nekaj
izbranimi razmerji med kljucˇnimi tocˇkami na obrazu.
Za nasˇa obrazna razmerja smo izbrali:
i. razdalja med zenicami proti razdalji med temeni,
ii. razdalja med temeni proti razdalji od centra med ocˇmi do konice brade,
iii. razdalja med zenicami proti sˇirini ustnic,
iv. razdalja med zunanjimi deli ocˇmi proti sˇirini ustnic,
v. razdalja med zunanjimi deli obrvi proti razdalji med temeni,
vi. razdalja med notranjimi deli obrvi proti razdalji med temeni,
vii. razdalja med zenicami proti razdalji od konice nosu do konice brade,
viii. razdalja od centra med ocˇmi do konice brade proti razdalji od konice
nosu do konice brade.
5.2 Testiranje na primerih
Obrazne znacˇilnice in posledicˇno obrazna razmerja smo iskali na primeru
dveh slikarjev, enega slovenskega in enega tujega. Zbrali smo dela ameriˇskega
realista Thomasa Eakinsa (1844-1916). Njegov realisticˇni umetniˇski stil nam
omogocˇa, da metode racˇunalniˇskega vida uporabimo tudi na slikah, kar bi
bilo pri bolj abstraktnem slogu precej tezˇje. Umetnik se je veliko ukvarjal
tudi s fotografijo, zato so nam na voljo fotografije portretirancev, kar nam
omogocˇa primerjavo med isto osebo na fotografiji in na slikarskem platnu. Na
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Slika 5.1: Obrazna razmerja
bazi fotografij oseb in ”poskeniranih”portretov smo izvedli postopek iskanja
obraznih znacˇilnic. Rezultati so bili mesˇani, zaradi slabe kvalitete nekate-
rih fotografij, je nasˇ postopek deloval nezanesljivo. Predvsem v primerih,
ko oseba z obrazom ni bila obrnjena ”direktno”proti fotoaparatu. Na ume-
tniˇskih delih smo dobili malo boljˇse rezultate. Tukaj smo naleteli na tezˇave,
predvsem v primerih, ko se je slikar odmaknil od popolnoma realisticˇnega
sloga. Na koncu smo znacˇilnice dobili na desetih parih fotografij in slikarje-
vih del. Med temi znacˇilnicami smo izvedli zˇe prej omenjeni statisticˇni test
znacˇilnosti in dobili naslednje rezultate.
Zˇe prej smo izracˇunali kriticˇno obmocˇje za nasˇo testno znacˇilnico, ki smo
jo dolocˇilli kot Kα = (−∞,−1.895) ∪ (1.895,∞). Hipotezo smo preizkusˇali
na nasˇih testnih primerih in iz zgornje tabele lahko vidimo, da je v devetih
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Fotografija Slika Test znacˇilnosti
Thomas Eakins (1890) Thomas Eakins (1902) -1.1377
Thomas Eakins (1904) Thomas Eakins (1902) -1.60534
Wiiliam H. Elder (1883) William H. Elder (1903) -0.51732
William H. Macdowell (1880) William H. Macdowell (1904) -0.54338
Samuel Murray (1889) Samuel Murray (1891) 1.49267
Henry A. Rowland (1897) Henry A. Rowland (1902) 1.38518
Susan Eakins (?) Susan Eakins (1884) 1.38715
Susan Eakins (?) Susan Eakins (1899) -0.89661
Henry O. Tanner (1907) Henry O. Tanner (1897) -1.45077
Horatio C. Wood (1913) Horatio C. Wood (?) -2.08794
Tabela 5.1: Tabela primerjanih del z rezultati testa
od desetih primerov hipoteza zavrnjena, saj razlike niso statisticˇno znacˇilne.
Iz tega lahko sklepamo, da slikar v svojem postopku ne spreminja obraznih
razmerij portretirane osebe in cˇlovesˇki obraz preslika realno. To ima v pri-
meru realisticˇnega slikarja smisel, saj slikarjev slog tezˇi k cˇim boljˇsi realni
reprezentaciji. Zˇal nam to v tem primeru onemogocˇa uporabo te metode za
npr. avtentikacijo slikarjevih del glede na preslikavo fotografija-slika.
Slika 5.2: Primeri napak v zaznavanju znacˇilnic
Nasˇo metodo smo zˇeleli preizkusiti sˇe na delih slovenskega slikarja Ru-
dija Sˇpanzla (1948-). Njegova dela se zgledujejo po prinicipih renesancˇnih
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umetnikov in poudarjajo realizem in simboliko. Iz njegove knjige [10] smo
izbrali slike, kjer so obrazi oseb dobro vidni. Zˇal pa nam ni uspelo pridobiti
fotografij oseb, ki bile vir slik v knjigi, zato smo ta test opustili.
5.3 OpenCV algoritmi za zaznavanje obrazov
OpenCV za zaznavanje obrazov uporablja metodo Haarovih kaskad (ang.
Haar Cascades). To je metoda strojnega ucˇenja, zato na zacˇetku potrebuje
mnozˇico pozitivnih slik (slik obrazov) in negativnih slik (slik brez obrazov)
da z njo naucˇimo klasifikator. Z uporabo Haarovih kaskad lahko iz teh slik
dobimo njihove znacˇilnice. Haarove kaskade delujejo kot jedro konvolucije.
Vsaka znacˇilnica slike je vrednost, ki jo dobimo, cˇe odsˇtejemo vsoto pikslov
pod belim pravokotnikom od vsote pikslov pod cˇrnim pravokotnikom (Glej
slika: 5.4). To izracˇunamo za vsako mozˇno kombinacijo velikosti in lokacije
jedra.
Med znacˇilnicami, ki so bile izracˇunane je vecˇino neuporabnih in nam sˇkodijo
pri natancˇnosti, zato moramo dolocˇene znacˇilnice odstraniti. Za dolocˇanje
primernih znacˇilnic se uporablja metoda Adaboost. Vse znacˇilnice zdruzˇimo s
vsemi slikami testne mnozˇice. Za vsako znacˇilnico najdemo najboljˇso mejo, ki
bo klasificirala sliko pozitivno ali negativno in nato izberemo tiste znacˇilnice,
ki imajo najmanjˇso mero napacˇnega klasificiranja. Koncˇni klasifikator je
utezˇena vsota teh klasifikatorjev.
Ta metoda deluje zelo dobro za obraze, ki so enakomerno osvetljeni in gle-
dajo naravnost v sliko. Pri nasˇih poizkusih pa smo ugotovili, da ima metoda
pomankljivosti. Ucˇna mnozˇica v OpenCV uporablja obraze, ki gledajo narav-
nost v sliko, zato detekcija obrazov na slikah kjer subjektov obraz opazujemo
pod kotom ne deluje zanesljivo. Predvsem je tezˇavno, cˇe je oseba postavljena
tako, da je vidno samo eno oko. Tezˇava nastane tudi, cˇe sta vidna oba ocˇesa
vendar se eden v senci oz. slabsˇe osvetljenem delu slike. Na nasˇih prime-
rih smo opazili tudi tezˇave pri zaznavanju obrazov na slikah slabsˇe kvalitete
(npr. analogne slike iz zacˇetka 20. stoletja). Prav tako je priˇslo do tezˇav
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pri detekciji obrazov na umetniˇskih slikah, kjer je zaradi same teksture dela,
priˇslo do napacˇne klasifikacije obrazov.
Slika 5.3: Haarove znacˇilnice
Slika 5.4: Konvolucija Haarovih znacˇilnic s sliko
5.4 Pomanjkanje baz umetniˇska slika - foto-
grafija
Ko smo zˇeleli primerjati obrazne poteze osebe na fotografiji z obraznimi po-
tezami na umetniˇskem delu - sliki, smo se soocˇili s problemom pomanjkanja
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primerne baze fotografij - umetniˇskih del, ki bi jo lahko uporabili za nasˇe
delo. Ta problem nastaja zaradi dveh glavnih faktorjev.
Veliko znanih slikarjev in njihovih del je nastalo v cˇasu pred obstojom foto-
grafije, zato fotografije teh oseb ne obstajajo. Cˇe gledamo dela, ki so sicer
nastala po izumu fotografije, a so vseeno starejˇsa (npr. dela iz 19. stoletja),
je velika verjetnost, da so se s cˇasom fotografije naslikanih oseb porazgubile
in jih je nemogocˇe ali pa zelo tezˇko pridobiti. Tezˇavno je predvsem, kadar
portretirana oseba ni slavna in zato njihove fotografije niso javno dostopne.
Drug problem je ta, da velika vecˇina portretnih slikarjev, svojih portretiran-
cev ne fotografira ampak osebo raje slikajo zˇivo v prostoru. To pomeni, da
tudi sam slikar nima dostopa do fotografij svojih portretirancev.
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Poglavje 6
Spremenjen pristop do
problema
Kot lahko vidimo v prejˇsnjem poglavju rezultati niso potrdili nasˇe hipoteze,
ki je trdila, da lahko slikarjev stil definiramo prek opazovanja preslikanih
obraznih potez. Sˇe vedno pa smo zˇeleli dobiti metodo ki bi nam omogocˇila, da
lahko sliko pripiˇsemo dolocˇenemu slikarju. Zato smo se odlocˇili, da se bomo
problema lotili drugacˇe. Vsako sliko zˇelimo opisati z dolocˇenimi znacˇilnicami,
ki to sliko definirajo. Te znacˇilnice so:
• Povprecˇne barve na sliki Na vsaki sliki zˇelimo najti njene pov-
precˇne barve. Najprej s pomocˇjo algoritma K-means na sliki poiˇscˇemo
sˇtiri znacˇilne barve v standardnem RGB prostoru, vendar to ni dovolj.
Dolocˇene barve lahko zavzemajo majhen del slike, pa vendar na sliki
mocˇno izstopajo, saj so zelo zˇive. Zato celo sliko pretvorimo v HSV
prostor, cˇe odrezˇemo tiste barve, ki imajo majhne vrednosti barvne
intenzivnosti (ang. saturation) in barve svetlosti (ang. value), nam
ostanejo samo sˇe zˇive barve. Cˇe na tej mnozˇici ponovno pozˇenemo
K-means algoritem, nam le-ta vrne izstopajocˇe barve na sliki.
• Standardna deviacija na barvnih histogramih Sliko pretvorimo
v LUV barvni prostor in izracˇunamo barvne histograme na sliki. Za
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vsako barvno kompnento izracˇunamo histogram in njegovo standardno
deviacijo, katero vzamemo za eno od znacˇilnic.
• Obseg slike Slikarji se stilsko razlikujejo po velikosti slik, ki jih ustvar-
jajo. Iz tega razloga za eno od znacˇilnic vzamemo obseg dane slike.
• Razmerje stranic Poleg velikosti se slike razlikujejo tudi v razmerju
velikosti stranic. Zato za eno od znacˇilnic vzamemo razmerje med sˇirino
in viˇsino slike.
• Tekstura slike Razlicˇni slikarji proizvajajo slike z razlicˇnimi struk-
turami. Eden od nacˇinov s katerim lahko definiramo teksturo slike je
algoritem ARes [9], ki na vsaki sliki poiˇscˇe skale, ki imajo najvecˇje
sˇtevilo lokalnih ekstremomv. Zacˇnemo pri polni resoluciji oz. skale
in se sprehodimo skozi vse slikovne pike na sliki. Za vsakega izmed
njih pogledamo ali je lokalni ekstrem v oknu 3x3 sosednjih slikovnih
pik in presˇtejemo tiste, za katere to velja. Ko pregledamo vse slikovne
pike, sliko pomanjˇsamo in postopek ponavljamo dokler ne pregledamo
vseh skal oz. resolucij. Prvih n resolucij z najvecˇ lokalnimi ekstremi
vzamemo kot znacˇilnice za nasˇo sliko.
Nasˇ algoritem smo testirali na treh slikarjih. Izbrali smo slikarje razlicˇnih
slogov, Edgar Degas, Vincent Van Gogh in Jackson Pollock. Od vsakega
slikarja smo vzeli mnozˇico desetih slik, ki predstavljajo slikarjev stil. Za vsako
od teh slik smo izracˇunali vektorje znacˇilnic, ki smo jih najprej normalizirali
in nato zdruzˇili v matriko. Za boljˇse rezultate smo matriko transformirali
s pomocˇjo postopka PCA (ang. Principal Component Analysis), ki nam
zmanjˇsa dimenzijo matrike in ponajde korelacijo med znacˇilnicami. Nad
vektorji znacˇilnic, ki smo jih dobili preko PCA postopka, izvedemo K-means
grucˇenje. Zanima nas, cˇe bo algoritem znacˇilnice pogrucˇil pravilno, torej
glede na slikarje, ki jim pripadajo.
Vse skupaj smo testirali 30 slik. Od tega jih je bilo pravilno klasificiranih
22 in nepravilno 8. Ta podatek nam pove, da je nasˇa metoda v tem primeru
pravilno klasificirala 73% vseh del. Problematika nasˇega pristopa je predvsem
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Slikar (ime dela) St. grucˇe Pravilno ali Nepravilno
Edgar Degas (The Rehearsal) 1 Pravilno
Edgar Degas (Dancer in Pink) 1 Pravilno
Edgar Degas (Interior) 1 Pravilno
Edgar Degas (Beach Scene) 1 Pravilno
Edgar Degas (Young Woman With Ibis) 1 Pravilno
Edgar Degas (Place de la Concorde) 1 Pravilno
Edgar Degas (Dancers at the Bar) 2 Nepravilno
Edgar Degas (The Rehearsal of the Ballet Onstage) 1 Pravilno
Edgar Degas (Yellow dancers in the wings) 2 Nepravilno
Edgar Degas (Young spartans Exercising) 1 Pravilno
Vincent Van Gogh (Starry Night Over the Rhone) 2 Pravilno
Vincent Van Gogh (Starry Night) 2 Pravilno
Vincent Van Gogh (Bedroom in Arles) 2 Pravilno
Vincent Van Gogh (Cafe Terrace at Hight) 1 Nepravilno
Vincent Van Gogh (Wheat Field with Cypresses) 2 Pravilno
Vincent Van Gogh Irises 2 Pravilno
Vincent Van Gogh (Red Vineyards) 2 Pravilno
Vincent Van Gogh (Portrait of Eugene Boch) 1 Nepravilno
Vincent Van Gogh (The Yellow House) 2 Pravilno
Vincent Van Gogh (The Night Cafe) 1 Nepravilno
Jackson Pollock (The Key) 3 Pravilno
Jackson Pollock (Blue Poles Nr. 11) 3 Pravilno
Jackson Pollock (Convergence) 3 Pravino
Jackson Pollock (Nr. 1) 3 Pravilno
Jackson Pollock (One: Nr. 31) 3 Pravilno
Jackson Pollock (Nr. 1) 2 Nepravilno
Jackson Pollock (Reflection of the Big Dipper) 2 Nepravilno
Jackson Pollock (Shimmering SUbstance) 2 Nepravilno
Jackson Pollock (Stenographic Figure) 3 Pravilno
Jackson Pollock (There were 7 in 8) 3 Pravilno
Tabela 6.1: Tabela pravilnosti klasifikacije slik
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v tem, da znacˇilnice, ki smo jih vzeli na sliki uposˇtevajo le barve, teksturo
ter velikost slike. Slikarska dela pa se razlikujejo tudi konceptualno, to pa
je s tem pristopom tezˇko definirati. Izboljˇsane rezultate bi verjetno dobili,
cˇe bi izbrali bolj kompletne in kompleksnejˇse metode za definiranje teksture,
kot recimo tiste opisane v enem od prejˇsnjih poglavij. Prav tako bi tocˇnost
verjetno narastla s sˇtevilom slik v testni mnozˇici.
6.1 Cˇasovna zahtevnost dolocˇenih algoritmov
Algoritem Cˇasovna zahtevnost Pomen spremenljivk
K-Means O(lkmn) m = sˇtevilo slikovnih tocˇk
n = sˇtevilo dimenzij vsake
tocˇke
k = sˇtevilo grucˇ
l = sˇtevilo iteracij
PCA (Z Jakobijevo diag.) O(p2n+ p3) n = sˇtevilo vektorjev
p = dimenzija vektorjev
ARes O(Kn) n = sˇtevilo slik, K = kon-
stanta, zacˇetna resolucija
slike. Ker se moramo
pri vsaki skali vsake slike
sprehoditi cˇez vse slikovne
pike, se algoritem izvaja kar
nekaj cˇasa.
STASM O(n) n = sˇtevilo kljucˇnih tocˇk na
obrazu ki jih zˇelimo zaznati
Tabela 6.2: Cˇasovna zahtevnost algoritmov
Poglavje 7
Zakljucˇek
V diplomski nalogi smo testirali dva pristopa za identificiranje slikarjev glede
na njihova dela. Pri nasˇem prvotnem pristopu nas je zanimalo ,ali lahko de-
finaramo slikarjev stil glede na njegovo preslikavo obraznih potez. Metodo
smo testirali na ameriˇskem realisticˇnem slikarju, Thomasu Eakinsu.
Imeli smo bazo fotografiranih oseb, ki jih je slikar portretiral. Na fotografi-
jah in portretih smo s programom STASM zaznali kljucˇne tocˇke na obrazih
oseb. Tukaj smo naleteli na prvo tezˇavo. Fotografije oseb so bile stare in zato
slabsˇe tehnicˇne kvalitete. V primerih, ko je bila fotografija neostra ali pa je
bil obraz slabo osvetljen, je pri zaznavanju tocˇk priˇslo do napak. Tako na
slikah, kot na fotografijah je priˇslo do tezˇav pri zaznavanju kljucˇnih tocˇk na
nefrontalnih obrazih. Odlocˇili smo se, da iz mnozˇice fotografij in slik izlocˇimo
neprimerne in tako nam je ostala mnozˇica desetih parov fotografija-slika, na
katerih nam je uspelo pravilno zaznati kljucˇne tocˇke na obrazu osebe. Iz
teh tocˇk smo izracˇunali obrazna razmerja na obeh in s statisticˇnim testom
poskusˇali ugotoviti ali obstajajo statisticˇno pomembne razlike med razmerji
na fotografiji in na naslikanem portretu osebe. V nasˇem primeru nismo ugo-
tovili razlik. Mogocˇe bi lahko za nadaljnje raziskovanje vzeli preslikave pri
slikarjih katerih slog ni realisticˇen, vendar to vodi do dodatnih problemov z
zaznavanjem kljucˇnih obraznih tocˇk, zato smo se odlocˇili da bomo preizkusili
drugacˇen pristop do problema.
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Pri drugem pristopu vsako sliko predstavlja vektor znacˇilnic. Za elemente
vektorja smo vzeli povprecˇne barve, izstopajocˇe barve, dimenzije slike, obseg
slike, standardno deviacijo na barvnih histogramih in teksturo slike, prido-
bljeno z algoritmom ARes. Izbrali smo tri znane slikarje z razlicˇnimi stili
slikanja in testirali, cˇe lahko slike pravilno pogrucˇimo glede na njihove vek-
torje znacˇilnic. Uspelo nam je dobiti 73% tocˇnost pri grucˇenju. Rezultat bi
verjetno lahko izboljˇsali z uporabo naprednejˇsih metod za detekcijo barv in
tekstur na slikah.
Dodatek A
Programska koda
Ares.py
from os import l i s t d i r
from os . path import i s f i l e , j o i n
from PIL import Image
import numpy as np
import cv2
import os
de f min (a , b ) :
i f a <= b :
return a
e l s e :
r e turn b
de f s e tRes i z eS tep ( radius , maxHeight ,maxWidth ) :
i f maxHeight <= maxWidth :
re turn f l o a t ( ( (2∗ f l o a t (RADIUS))/3)/ f l o a t (maxHeight ) )
e l s e :
r e turn f l o a t ( ( (2∗ f l o a t (RADIUS))/3)/ f l o a t (maxWidth ) )
de f l i s t F i l e s (mypath ) :
o n l y f i l e s = [ f f o r f in l i s t d i r (mypath ) i f i s f i l e ( j o i n (mypath , f ) ) ]
r e turn o n l y f i l e s
de f getMaxDimensions ( picDir , f i l e s ) :
p r i n t f i l e s
maxH = 0 ;
maxW = 0;
f o r p i c tu r e in f i l e s :
img = cv2 . imread ( p icDi r + pic ture , 0 )
height , width = img . shape
i f ( he ight > maxH) :
maxH = height
i f ( width > maxW) :
maxW = width
return maxH, maxW
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def ne ighbours ( img , i , j ) :
r e turn np . d e l e t e ( img [ i −1: i +2, j −1: j +2] . f l a t t e n ( ) , 4 )
de f isPeak ( hood , px ) :
maxEl = np . amax( hood )
minEl = np . amin ( hood )
i f ( px >= maxEl ) :
r e turn True
e l i f ( px <= minEl ) :
r e turn True
e l s e :
r e turn False
de f preparePic s ( picDir , g r ey s ca l eD i r ) :
p r i n t g r ey s ca l eD i r
l i s t e d F i l e s = l i s t F i l e s ( p i cDi r )
maxHeight , maxWidth = getMaxDimensions ( picDir , l i s t e d F i l e s )
f o r s l i k a in l i s t e d F i l e s :
img = cv2 . imread ( p icDi r + s l i k a , 0 )
height , width = img . shape
mean = np . average ( img )
newimage = np . z e ro s ( ( maxHeight ,maxWidth ) )
newimage [ 0 : height , 0 : width ] = img
newimage [ he ight : maxHeight , : : ] = mean
newimage [ : : , width :maxWidth ] = mean
cv2 . imwrite ( g r ey s ca l eD i r + s l i k a , newimage )
de f getPeaksForPicture ( picDir , g r eysca l eDi r ,RADIUS) :
preparePic s ( picDir , g r ey s ca l eD i r )
f a j l i = l i s t F i l e s ( p i cDi r )
r e s i z e S t ep = 0.01
peaksReso lut ions = [ ]
preparedPics = l i s t F i l e s ( g r ey s ca l eD i r )
maxHeight , maxWidth = getMaxDimensions ( g reysca l eDi r , preparedPics )
p r in t preparedPics
f o r s l i k a in preparedPics :
f = open ( ”peaks /” + s l i k a . r s t r i p ( ’ . jpg ’ ) + ’ . txt ’ , ’w ’ )
img = cv2 . imread ( g r ey s ca l eD i r + s l i k a , 0 )
v = f l o a t (1 )
whi le (min (maxWidth , maxHeight )∗v > 3∗RADIUS) :
peakCounter = 0
res i z ed img = cv2 . r e s i z e ( img , None , fx=v , fy=v)
imgHeight , imgWidth = res i z ed img . shape
f o r i in range (1 , imgHeight −1):
f o r j in range (1 , imgWidth−1):
px = res i z ed img [ i , j ]
hood = neighbours ( res ized img , i , j )
i f i sPeak ( hood , px ) :
peakCounter+=1
r e s o l u c i j a = imgHeight ∗ imgWidth
i f f l o a t ( peakCounter ) != 0 :
peaksReso lut ions . append (
[ v , round ( f l o a t ( r e s o l u c i j a )/ f l o a t ( peakCounter ) , 2 ) ]
)
s = s t r ( s l i k a ) + ” ; ” + s t r (v ) + ” ; ” +
s t r ( round ( f l o a t ( r e s o l u c i j a )/ f l o a t ( peakCounter ) , 2 ) ) + ”\n”
e l s e :
peaksReso lut ions . append ( [ v , 0 ] )
s = s t r ( s l i k a ) + ” ; ” + s t r (v ) + ” ; ” + ” 0 .00 ” + ”\n”
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f . wr i t e ( s )
r e s o l u t i o n sD i r=” s l i k e / r e s o l u t i o n s /”+s l i k a . r s t r i p ( ’ . jpg ’ )+”/”
i f not os . path . e x i s t s ( r e s o l u t i o n sD i r ) :
os . makedirs ( r e s o l u t i o n sD i r )
cv2 . imwrite ( r e s o l u t i o n sD i r + s t r (v ) + s l i k a , r e s i z ed img )
v = v−r e s i z e S t ep
f . c l o s e ( )
DetekcijaBarv.py
from c o l l e c t i o n s import namedtuple
from PIL import Image , ImageDraw
from math import sqrt , pow
import random
import numpy as np
import cv2
import math
from skimage import io , c o l o r
from i p t c i n f o import IPTCInfo
import sys
from os import l i s t d i r
from os . path import i s f i l e , j o i n
import mdp
import readFromFile
import a r e s
import c o l o r s y s
from sk l ea rn . p r ep roc e s s i ng import normal ize
t ry :
import Image
except ImportError :
from PIL import Image
Point = namedtuple ( ’ Point ’ , ( ’ coords ’ , ’n ’ , ’ c t ’ ) )
C lus te r = namedtuple ( ’ C lus te r ’ , ( ’ po in t s ’ , ’ c en te r ’ , ’n ’ ) )
de f rgb2hsv ( r , g , b ) :
r , g , b = r /255 .0 , g /255 .0 , b/255.0
mx = max( r , g , b)
mn = min( r , g , b)
df = mx−mn
i f mx == mn:
h = 0
e l i f mx == r :
h = (60 ∗ ( ( g−b)/ df ) + 360) % 360
e l i f mx == g :
h = (60 ∗ ( ( b−r )/ df ) + 120) % 360
e l i f mx == b :
h = (60 ∗ ( ( r−g )/ df ) + 240) % 360
i f mx == 0 :
s = 0
e l s e :
s = df /mx
v = mx
return round (h , 2 ) , ( round ( s , 2 ) ) , ( round (v , 2 ) )
de f hsv2rgb (h , s , v ) :
h = f l o a t (h)
s = f l o a t ( s )
v = f l o a t (v )
h60 = h / 60 .0
h60f = math . f l o o r ( h60 )
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hi = in t ( h60f ) % 6
f = h60 − h60f
p = v ∗ (1 − s )
q = v ∗ (1 − f ∗ s )
t = v ∗ (1 − (1 − f ) ∗ s )
r , g , b = 0 , 0 , 0
i f h i == 0 : r , g , b = v , t , p
e l i f h i == 1 : r , g , b = q , v , p
e l i f h i == 2 : r , g , b = p , v , t
e l i f h i == 3 : r , g , b = p , q , v
e l i f h i == 4 : r , g , b = t , p , v
e l i f h i == 5 : r , g , b = v , p , q
r , g , b = in t ( r ∗ 255) , i n t ( g ∗ 255) , i n t (b ∗ 255)
return r , g , b
de f hex to rgb ( value ) :
value = value . l s t r i p ( ’#’ )
lv = len ( value )
re turn tup le ( i n t ( value [ i : i + lv // 3 ] , 16) f o r i in range (0 , lv , l v // 3) )
de f rgb to hex ( rgb ) :
re turn ’#%02x%02x%02x ’ % rgb
de f g e t po i n t s ( img ) :
po in t s = [ ]
w, h = img . s i z e
f o r count , c o l o r in img . g e t c o l o r s (w ∗ h ) :
po in t s . append ( Point ( co lor , 3 , count ) )
re turn po in t s
de f g e t po i n t s h sv ( img ) :
po in t s = [ ]
w, h = img . s i z e
f o r count , c o l o r in img . g e t c o l o r s (w∗h ) :
barva = rgb2hsv ( c o l o r [ 0 ] , c o l o r [ 1 ] , c o l o r [ 2 ] )
i f barva [ 1 ] > 0 .5 and barva [ 2 ] > 0 .5 :
po in t s . append ( Point ( barva , 3 , count ) )
re turn po in t s
rtoh = lambda rgb : ’#%s ’ % ’ ’ . j o i n ( ( ’%02x ’ % p f o r p in rgb ) )
de f c o l o r z ( f i l ename , n=3):
img = Image . open ( f i l ename )
img . thumbnail ( (200 , 200))
w, h = img . s i z e
po in t s = ge t po i n t s ( img )
c l u s t e r s = kmeans ( points , n , 1)
rgbs = [map( int , c . c ente r . coords ) f o r c in c l u s t e r s ]
r e turn map( rtoh , rgbs )
de f c o l o r z h sv ( f i l ename , n=3):
img = Image . open ( f i l ename )
img . thumbnail ( (200 , 200))
w, h = img . s i z e
po in t s = ge t po i n t s h sv ( img )
c l u s t e r s = kmeans ( points , n , 1)
rgbs = [map( f l o a t , c . c ente r . coords ) f o r c in c l u s t e r s ]
r e turn rgbs
#return map( rtoh , rgbs )
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def euc l idean (p1 , p2 ) :
re turn sq r t (sum ( [
( p1 . coords [ i ] − p2 . coords [ i ] ) ∗∗ 2 f o r i in range ( p1 . n)
] ) )
de f c a l c u l a t e c e n t e r ( points , n ) :
va l s = [ 0 . 0 f o r i in range (n ) ]
p len = 0
f o r p in po in t s :
p len += p . ct
f o r i in range (n ) :
va l s [ i ] += (p . coords [ i ] ∗ p . ct )
re turn Point ( [ ( v / plen ) f o r v in va l s ] , n , 1)
de f kmeans ( points , k , m in d i f f ) :
c l u s t e r s = [ Clus te r ( [ p ] , p , p . n) f o r p in random . sample ( points , k ) ]
whi le 1 :
p l i s t s = [ [ ] f o r i in range (k ) ]
f o r p in po in t s :
sma l l e s t d i s t a n c e = f l o a t ( ’ I n f ’ )
f o r i in range (k ) :
d i s t ance = euc l idean (p , c l u s t e r s [ i ] . c en te r )
i f d i s t ance < sma l l e s t d i s t a n c e :
sma l l e s t d i s t a n c e = d i s tance
idx = i
p l i s t s [ idx ] . append (p)
d i f f = 0
f o r i in range (k ) :
o ld = c l u s t e r s [ i ]
c ente r = c a l c u l a t e c e n t e r ( p l i s t s [ i ] , o ld . n)
new = Cluste r ( p l i s t s [ i ] , center , o ld . n)
c l u s t e r s [ i ] = new
d i f f = max( d i f f , euc l i dean ( o ld . center , new . cente r ) )
i f d i f f < min d i f f :
break
return c l u s t e r s
de f l i s t F i l e s ( d i r ) :
o n l y f i l e s = [ f f o r f in l i s t d i r ( d i r ) i f i s f i l e ( j o i n ( dir , f ) ) ]
r e turn o n l y f i l e s
de f histogram ( image , channel ) :
image = cv2 . r e s i z e ( image , (400 , 400))
luvImg = co l o r . rgb2luv ( image )
h i s t , b ins = np . histogram ( luvImg [ channel ] . r av e l ( ) , 2 5 6 , [ 0 , 2 5 6 ] )
re turn h i s t . astype ( i n t )
de f stdDevHistograms ( image ) :
h i s t L = histogram ( image , 0 )
h i s t U = histogram ( image , 1 )
h i s t V = histogram ( image , 2 )
re turn [ round (np . std ( h i s t L ) , 3 ) , round (np . std ( h i s t U ) , 3 ) , round (np . std ( h i s t V ) , 3 ) ]
de f barve hex2rgb ( barve ) :
rgbBarve = [ ]
f o r barva in barve :
rgbBarve . append ( hex to rgb ( barva ) )
re turn rgbBarve
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def barve hsv2rgb ( barve ) :
rgbBarve = [ ]
f o r barva in barve :
rgbBarve . append ( hsv2rgb ( barva [ 0 ] , barva [ 1 ] , barva [ 2 ] ) )
re turn rgbBarve
de f drawColors ( barve , barve hsv ) :
im = Image . new( ’RGB’ , (512 ,512) , ( 255 , 0 , 0 ) )
dr = ImageDraw .Draw( im)
f o r i in range (0 , l en ( barve ) ) :
dr . r e c t ang l e ( ( ( i ∗512/ l en ( barve ) , 0 ) , ( ( i +1)∗512/ l en ( barve ) , 5 12 ) ) ,
f i l l =” rgb” +
s t r ( hex to rgb ( barve [ i ] ) ) )
im . save ( ” fo tka . png” )
im hsv = Image . new( ’RGB’ , (512 ,512) , ( 255 , 0 , 0 ) )
dr hsv = ImageDraw .Draw( im hsv )
f o r i in range (0 , l en ( barve hsv ) ) :
dr hsv . r e c t ang l e ( ( ( i ∗512/ l en ( barve hsv ) , 0 ) , ( ( i +1)∗512/ l en ( barve hsv ) , 5 12 ) ) ,
f i l l =” rgb” +
s t r ( hsv2rgb ( barve hsv [ i ] [ 0 ] , barve hsv [ i ] [ 1 ] , barve hsv [ i ] [ 2 ] ) ) )
im hsv . save ( ” fo tka hsv . png” )
img = cv2 . imread ( ’ f o tka . png ’ ,3 )
img hsv = cv2 . imread ( ’ f o tka hsv . png ’ ,3 )
cv2 . imshow( ’ image ’ , img )
cv2 . imshow( ’ image hsv ’ , img hsv )
cv2 . waitKey (0)
cv2 . destroyAllWindows ( )
de f ca l cu lateObseg ( keywords ) :
r e turn in t ( keywords [ 0 ] ) + in t ( keywords [ 1 ] )
de f wr i t eZnac i l n i c eToF i l e ( f i l ename , z n a c i l n i c e ) :
f = open ( f i l ename , ’w ’ )
f o r v ek to rZnac i l n i c in z n a c i l n i c e :
s t r i n g = s t r ( v ek to rZnac i l n i c )
f . wr i t e ( s t r i n g + ’\n ’ )
f . c l o s e ( )
de f barveToSimpleList ( barve ) :
s imp l eL i s t = [ ]
f o r barva in barve :
s imp l eL i s t . append ( barva [ 0 ] )
s imp l eL i s t . append ( barva [ 1 ] )
s imp l eL i s t . append ( barva [ 2 ] )
re turn s imp l eL i s t
de f arrayToStr ing ( array ) :
s t r i n g = ””
f o r i in range (0 , l en ( array ) ) :
i f i != ( l en ( array )−1):
s t r i n g= s t r i n g + s t r ( array [ i ] ) . r ep l a c e ( ’\n ’ , ’ ’ ) + ” ; ”
e l s e :
s t r i n g = s t r i n g + s t r ( array [ i ] )
r e turn s t r i n g
de f g e tZna c i l n i c e ( d i r ) :
a r e s . getPeaksForPicture ( dir , ” s l i k e / g r ey s c a l e /” ,3)
z n a c i l n i c eA l l = [ ]
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f i l e s = l i s t F i l e s ( d i r )
p r in t f i l e s
f o r f i l e in f i l e s :
image = cv2 . imread ( d i r + f i l e )
height , width , depth = image . shape
barve = co l o r z ( d i r + f i l e , 4 )
barve hsv = co l o r z h sv ( d i r + f i l e , 2 )
barvniHistogrami = stdDevHistograms ( image )
i n f o = IPTCInfo ( d i r + f i l e )
keywords = in f o . keywords
z n a c i l n i c e = barveToSimpleList ( barve hex2rgb ( barve ) ) +
barveToSimpleList ( barve hsv2rgb ( barve hsv ) ) +
readFromFile . r e tu rnBes tReso lu t i ons (5 , ”peaks /” +
f i l e . r s t r i p ( ’ . jpg ’ ) + ” . txt ” )
z n a c i l n i c e . append ( barvniHistogrami [ 0 ] )
z n a c i l n i c e . append ( barvniHistogrami [ 1 ] )
z n a c i l n i c e . append ( barvniHistogrami [ 2 ] )
z n a c i l n i c e . append ( keywords [ 0 ] )
z n a c i l n i c e . append ( keywords [ 1 ] )
z n a c i l n i c e = barve hex2rgb ( barve ) +
barve hsv2rgb ( barve hsv ) +
l i s t ( stdDevHistograms ( image ) ) +
keywords
z n a c i l n i c e . append ( f l o a t ( he ight / f l o a t ( width ) ) )
z n a c i l n i c e . append ( ca l cu lateObseg ( keywords ) )
z n a c i l n i c eA l l . append ( z n a c i l n i c e )
re turn z n a c i l n i c eA l l
de f normal izeArray ( array ) :
sum = 0
bigArray = [ ]
f o r subArray in array :
f o r element in subArray :
sum += pow( f l o a t ( element ) , 2)
sum = sqr t (sum)
newArray = [ ]
f o r element in subArray :
newArray . append ( f l o a t ( element )/sum)
bigArray . append ( newArray )
return bigArray
arrayZnac = np . array ( g e tZna c i l n i c e ( ” A r t i s t s /Van Gogh/” ) )
arrayZnac = np . array ( normal izeArray ( arrayZnac ) )
f = open ( ” pca znaci lniceVanGogh . txt ” , ”w” )
f o r element in arrayZnac :
f . wr i t e ( arrayToStr ing ( element ) +’\n ’ )
f . c l o s e ( )
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