Abstract. We introduce a high order test discretization for unsymmetric meshless methods, which samples the residual's derivatives in addition to the residual itself. When modified to use this new test discretization, unsymmetric meshless methods can exploit arbitrarily high smoothness in the solution to obtain arbitrarily high convergence orders or convergence in arbitrarily strong Sobolev norms, assuming a previously conjectured inverse inequality. This is justified using a new sampling inequality within the context of Schaback's framework.
Introduction
We introduce a high order test discretization for unsymmetric meshless methods, which samples the residual's derivatives in addition to the residual itself. When modified to use this new test discretization, unsymmetric meshless methods can exploit arbitrarily high smoothness in the solution to obtain arbitrarily high convergence orders or convergence in arbitrarily strong Sobolev norms, assuming a previously conjectured inverse inequality. This is justified using a new sampling inequality within the context of Schaback's framework [5, 6] . Because Schaback's framework is of central importance to this work and this new test discretization will require a few minor tweaks to Schaback's framework we concisely restate it here.
The framework requires the following setting. The first requirement is a continuous and bijective linear operator L : U → F mapping from the solution space to the data space. The spaces U and F are assumed to be complete in order to ensure the boundedness of L −1 . The problem intended to be solved is given data f ∈ F , to provide an approximation to the exact solution u * ∈ U such that Lu * = f . The error estimate, which this framework will provide, will exploit the additional regularity afforded by U to bound the error under a norm · U , which is weaker in the sense that u U ≤ u U for all u ∈ U . Also required are a regularity subspacẽ U ⊂ U and its dataF := LŨ, each of which will be treated as subspaces inheriting the norms of U and F or as their own spaces with a stronger norm under which they are complete. Also required is a scale of finite-dimensional trial subspaces U r , each of which must be a subspace ofŨ . These subspaces must also come equipped with projectors Π r : U → U r . The framework requires a well-posed testing strategy which is done with the linear, continuous, and bijective test mapping Λ : F → T , where the test space T is assumed to be complete in order to ensure the boundedness of Λ −1 . The framework also considersT := ΛF as a subspace of T or as its own space with a stronger norm under which it is complete. Test data from T is discretized into finite-dimensional test subspaces T s with a test discretization mapping Π s : T → T s , or instead, if there is a requirement for additional smoothness, then Π s will only map data fromT , in which case, the given data f must come from the regularity data spaceF and therefore the exact solution u * must come from the regularity subspaceŨ .
In order to apply the error bound of Schaback's framework a number of inequalities must be supplied. The first of these is the trial space approximation property
The second inequality is the test discretization's stability condition
The stability factor β (s), plays a crucial role in the final error bound, since if it grows as the test discretization is refined s → 0, then the error factor, originating from (1), will be spoiled. When the stability factor does not grow and the error bound is preserved, the test discretization is called uniformly stable. The final inequality required by Schaback's framework involves a numerical method capable of providing an approximate solution u * r,s ∈ U r which satisfies the numerical method approximation property
Here C is some constant and Π s ΛL is required to be bounded independently of s. The norm Π s ΛL denotes the operator norm of Π s ΛL mapping from either U orŨ, depending on the requirements of Π s , equipped with the weak norm · U , to the test space T s . Typically the numerical method will choose u * r,s ∈ U r which minimizes the left hand side. In this case it is known [5, Page 7] that the constant is at most one, since
Given the setting stated above, if the inequalities (1), (2) , and (3) are satisfied then the following error bound holds
There is a standard technique to establish the stability condition (2), which is justified by an inverse inequality
a sampling inequality
and a requirement that a fine enough test discretization is chosen such that
Typically, γ (r) → ∞ as r → 0, while α (s) → 0 as s → 0. (6) , and (7) hold then so does (2).
In Section 2 we will introduce a new test discretization (11) which is uniformly stable, as justified by a new sampling inequality, stated in Corollary 2.3. In Section 3, we will apply this new test discretization to the test spaces which Schaback's framework typically deals with. Finally, in Section 4, we will combine this new test discretization with other existing results for solving the Poisson problem to obtain convergence results in arbitrary order norms, and assuming the conjectured inverse inequality [5, Eq. 18], convergence of arbitrarily high order.
A New Test Discretization and Sampling Inequality
The only test discretization considered so far within Schaback's framework takes values of test data over some finite subset of its domain. Precisely, the test discretization mapping is denoted Π d . This test discretization is well-defined assuming that the following assumption is made
The subset Y s is assumed to have a uniformly bounded mesh ratio
In order to justify the stability condition of this test discretization, the sampling inequalities of [2, 3, 8] can be used. The most general of these is stated as follows. 
The inequality also holds when
We introduce a test discretization denoted Π µ s , which maps functions from a Sobolev space W m p (Ω) to the space R Mµ·|Ys| where M µ denotes the number of weak partial derivatives with order at most integer µ. Therefore, this test discretization applies Π 0 s to a function and all of its derivatives up to order µ, each producing vectors in R |Ys| which are combined into one vector in R Mµ·|Ys| .
For this mapping to be well-defined, the space W m−µ p
(Ω) must satisfy the assumption (8) . To use this test discretization within Schaback's framework it is required to provide a new sampling inequality. This will be provided by Corollary 2.3, which will be justified by a sampling inequality involving seminorms provided by Theorem 2.2. For this seminorm result we need to consider yet another test discretization, which only samples the derivatives of order µ. We denote this test discretization as π (Ω)
Proof. The technique used here is to apply the inequality of
Substituting for µ 1 and m 1 the inequality 
from which the result follows. These inequalities made use of:
,
Corollary 2.3. Given the situation of Theorem 2.2
Proof. From Theorem 2.2, for η = 0 . . . µ there exist constants C η and s η such that for all s ≤ s η
from which the result follows with constants C = (µ + 1) 1/q max {C η | η = 0 . . . µ} and s 0 = min {s η | η = 0 . . . µ}.
Rather than the standard Sobolev norm, an equivalent norm, defined by
, could have been used for which a sampling inequality similar to Corollary 2.3 could be obtained, only with the test discretization mapping on the right hand side redefined analogously by Π
The benefit of this alternative test discretization is computational, in that it avoids sampling derivatives of intermediate order.
For the problem considered in Section 4 a specialization of Corollary 2.3, with ρ = 2, will be nearly sufficient. It is necessary to generalize this sampling inequality to allow for noninteger µ. This can be done by applying 2.3 to ⌈µ⌉, just as in [ 
This result is not ideal since the factor s m−⌈µ⌉ will require a higher rate of refinement of the test discretization compared to the trial discretization. Therefore we conjecture that the following improvement is possible:
Application Within Schaback's Framework
We now adapt the new test discretization and sampling inequality to the types of test spaces typically dealt with by Schaback's framework. Consider test spaces
The typical case is that Ω 1 = Ω ⊂ R d is the domain over which the solution spaces are defined, while the remaining domains are subsets of its boundary over which different types of boundary data are provided, so that they form a disjoint union Ω 2 ∪ . . . 
where M k denotes the number of weak partial derivatives with order at most ⌈µ k ⌉.
Test data from each test space is discretized via the test discretization Π
. This test discretization is well-defined assuming that for each k, the space Wμ
(Ω k ) satisfies assumption (8) . The test spaces are combined into product spaces
each of which is equipped with a norm defined analogously to ·
The following provides a sampling inequality for this situation. Proof. For each k, by Corollary 2.4 there exist constants C k and s k such that for
. Each of these sampling inequalities can be combined into a sampling inequality (6) by the following inequalities, which make use of (13).
Convergence Results for the Poisson Problem
We consider the example from [5, Section 4.1], a Poisson problem with mixed boundary data. It is well-posed when specified as follows,
where Ω ⊂ R d is a bounded domain with a Lipschitz continuous boundary. The weaker norm · U is · W µ 2 (Ω) , satisfying µ ≤ m. The regularity spaceŨ = Wm 2 (Ω) is chosen, and we assume that the given data comes fromF . The trial spaces U r are constructed from a positive definite kernel, with smoothness parameter ϕ, centered over finite sets Y r with fill distance r and a uniformly bounded mesh ratio. A trial space approximation property (1) is provided by [4] assuming 0 ≤ µ ≤ m ≤ ϕ. It is presently required that ⌊m⌋ > . In order to formulate the inverse inequality, the kernel smoothness parameter ϕ will be chosen so that the trial spaces satisfy U r ⊂Ũ, which is the case when ϕ ≥m. We assume that the conjectured inverse inequality [5, Eq. 18 ] with factor γ (r) = r m−m is available. For strong testing the test mapping Λ : F → T is just the identity mapping and so each of the test spaces T Ω , T D , T N coincides with the analogous data space. From Section 3, these spaces can combined into the full test space T , discretized via Π s , in which case a sampling inequality is provided by Proposition 3.1. The test discretization Π s samples the test data and its derivatives. In particular, given test data In the typical case that m is an integer, as s approaches zero α (s) behaves like sm − 1 2 −m and so if the conjectured inverse inequality [5, Eq. 18 ] is justified, then the test discretization must be refined more rapidly, in order to satisfy (7) . However, if the conjectured improved sampling inequality (15) for noninteger Sobolev indexes is also justified, then r and s could safely be kept proportional.
Assuming that the test discretization is sufficiently fine so that Proposition 3.1 applies and (7) is satisfied, and that the function u * r,s ∈ U r which minimizes Π s Λ Lu * r,s − f Ts has been computed, then Schaback's framework provides the error bound (4) .
Since the test discretization is uniformly stable, assuming the conjectured inverse inequality [5, Eq. 18] and noninteger sampling inequality (15) the convergence order is given by the order of the trial space approximation property, which is m − µ, with convergence occurring in a µth-order Sobolev norm. Thus m is the sum of the convergence order and the norm order. The parameter m also controls the number of derivatives of the test data that must be sampled, which controls a smoothness requirement of the solution, specifically:
This is the only upper bound on m, unlike the previous test discretization which becomes unstable outside of a very limited range of m. From all of this it follows that using the test discretization proposed here, arbitrarily high smoothness can be exploited to obtain arbitrarily high convergence orders or convergence in arbitrarily strong Sobolev norms. A concrete example of the above is a three-dimensional Poisson problem with a solution in Wm (Ω). In this case, m is required to satisfy ⌈m⌉ < 4 1 2 , which implies that m ≤ 4. The condition for the trial space error approximation property to hold is that ⌊m⌋ > 1 + (Ω) norm, can be concluded.
Conclusions
We have introduced a new test discretization which enables unsymmetric meshless methods to exploit arbitrarily high smoothness to obtain arbitrarily high convergence orders or convergence in arbitrarily strong Sobolev norms, assuming a previously conjectured inverse inequality. The results of this paper are of both theoretical and practical significance, since for these theoretical results to be applicable to an unsymmetric meshless method code, it would be required to discretely sample not only the test residuals as done previously, but also their derivatives. We intend to explore such practical aspects of this new test discretization in the near future. Regarding future research directions: the application of this test discretization to weak test data [5, 7] could be explored, in particular to investigate whether or not the penalty factor discussed in [5, Page 16] could be mitigated. There is also a need to justify both the conjectured sampling inequality (15) for test data in noninteger Sobolev spaces, as well as the conjectured inverse inequality [5, Eq. 18] .
