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Abstract
For over 200 years, the formation of bubbles in the body as a result of ambient pres-
sure changes has been linked to decompression sickness (DCS). The mechanisms by
which bubbles may lead to DCS are poorly understood, despite this long history of re-
search. Mathematical modelling has played a key role in DCS prevention through the
development of dive computer algorithms. Algorithms which incorporate mechanistic
bubble models must make assumptions about a selected bubble property being statisti-
cally related to the incidence of DCS. This poses a problem for the validation of such
algorithms. Given the uncertain relationship between the mechanistic model output and
the symptoms of DCS, direct bubble observation is required to validate the mechanistic
portion of the model; such measurements, however, are not currently possible in vivo.
The use of biomimetic in vitro models provides a new research avenue to investigate
the causal mechanism as well address the validation problem currently faced.
In the work described in this thesis an in vitro matrix model (collagen type I gel)
was used to validate and further develop a 3D computational model of extravascular
bubble dynamics. The collagen gels together with a microscope compatible pressure
chamber provided the means to directly measure bubble formation and dynamics within
the gels during decompression profiles. The effect of material and dive parameter vari-
ations on bubble growth was first investigated and validated. Bubble-bubble interaction
and coalescence were then analysed. Both the computational and experimental results
of these analyses indicated that a model of bubble nucleation would be essential to
model bubble dynamics accurately. The possible nature and distribution of nucleation
sites was investigated. Options for incorporation of the nucleation findings are anal-
ysed. Finally the influence of live cells bubble dynamics through oxygen consumption
and the effect bubble proximity has on cell viability were investigated.
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Chapter 1
Introduction
1.1 Decompression sickness (DCS)
Decompression sickness (DCS) is a pathophysiology that may affect any organism ex-
posed to rapid reduction in ambient pressure. The research effort to prevent and un-
derstand the condition is driven by the commercial and recreational diving industries
as well as the construction, aeronautical and space industries. The primary cause of
DCS is the formation of bubbles of inert gas within the body and the inflammatory
response that follows. Bubbles are formed as a result of decompression following a
period of gas saturation at a higher ambient pressure. For self-contained underwater
breathing apparatus (SCUBA) divers, increasing pressure is exerted on the body as he
or she descends through the water. In order for a diver’s lungs to function, the pressure
of inhaled gas must be close to the ambient pressure, thus as a diver descends gas is de-
liver to the lungs at a higher pressure via a regulator. All gases breathed into the lungs
dissolve into, and/or chemically react with the blood. Metabolic gases, such as oxygen
and carbon dioxide, bind to haemoglobin to form complexes. Inert gases, such as ni-
trogen or helium, dissolve into the blood as it passes through the lungs in proportion to
their partial pressures. This is known as Henry’s Law. Therefore, as a diver descends
and stays at higher pressure, the concentration of inert gas dissolved in the blood will
increase, and over time will equilibrate with all tissues in the body. Once a diver begins
to ascend, the ambient pressure decreases and the dissolved gas is forced out of solution
forming bubbles. When in the blood stream, bubbles may be transported to the lungs
which can trap and filter them in the small alveoli capillaries. Bubbles which form in
tissues and cannot translate into the blood stream, will eventually dissolve as the tissue
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gas concentration drops with time. DCS is not a newly discovered condition, it was
first described in the eye of a viper by Boyle in 1670 [7]. The first medically recorded
observations in humans came in 1841 during the first caisson work in France [8]. It was
not until the work of Haldane and Boycott in 1908 [9] that systematic research into the
avoidance of DCS through control of the ascent speed began in earnest [10].
1.1.1 Symptoms, treatment and prevention
DCS affects many systems of the body, and there is thought to be a predilection of cer-
tain symptoms with certain types of dive [11]. The onset of DCS is entirely diagnosed
by clinical manifestation, and the three most common of these are musculoskeletal
pain, numbness or parenthesis, and constitutional (such as fatigue, nausea, headache
etc.) [11]. These symptoms often resolve with the administration of 100% oxygen,
but recompression is recommended in most cases as DCS is a progressive condition
with more severe symptoms often only manifesting after several hours [12]. These
later onset symptoms tend to be associated with more severe DCS, and include neu-
rological manifestations such as motor problems, paralysis, altered mental state loss
of consciousness and seizures [10], pulmonary manifestations more commonly seen in
aviation related DCS [13] include dyspnoea and coughing [11]. The treatment for all
DCS is the same, recompression therapy and 100% oxygen. This combined approach
aims to reduce the size and number of bubbles within the patient by increasing the gra-
dient for gas to dissolve from bubbles into the blood stream. Despite the effectiveness
of recompression, residual symptoms are relatively common, with a delay in treatment
increasing their likelihood [13]. In addition possible long term effects of repeated DCS
are unknown and so it is always preferrable to prevent rather than treat their occurrence.
Prevention has predominantly been focused on dive profiles, i.e. the length of time at
depth, the depth of the dive and the ascent rate. Tables or dive computers which calcu-
late safe profiles are often based on models of the underlying tissue gas kinetics or in
some cases, on basic bubble dynamics [14].
1.1.2 Gas kinetics
The gas kinetics of human bodies can be described through a series of concepts and gas
laws.
Three terms are used ubiquitously within the DCS field, under saturation, satu-
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ration and supersaturation. These terms are used to describe the dissolved gas con-
centration of tissues relative to the ambient pressure. In each case, the dissolved gas
concentration is described in relation to the equilibrium pressure for the current am-
bient pressure. Thus, undersaturation indicates lower dissolved gas concentration in
tissues than the equilibrium pressure for the current ambient pressure. Saturation is
the equilibrium condition and supersaturation (Pss) is the case where the dissolved gas
in the tissue or blood is higher than the equilibrium pressure for the current ambient
pressure.
There are three stages to gas kinetics in the body:
1. dissolution of gas into the blood stream from air in the lungs,
2. transport in the blood stream,
3. diffusion from the blood into the tissue,
As previously mentioned, Henry’s law governs the amount of gas that will dissolve
into the blood at a given pressure excluding any chemical reactions.
Cg = kgh ppg (1.1)
Where Cg is the concentration the gth gas, kgh is Henry’s solubility constant and
ppg is the partial pressure of gas g. Often the dimensionless solubility coefficient L is
used rather than Henry’s constant where L = kh/RT , (R is the universal gas constant
and T the temprature).
Transport of gas in the blood stream and its diffusion into tissues is generally
modelled by Fick-Fourier kinetics [13],
dCg
dt
= —(D ·—Cg)+ Q˙
Vt
.(Ca,g Cv,g) Z0met,g Z0b,g (1.2)
WhereD is the diffusion coefficient, Q˙ is the blood flow rate (ml of blood per min).
Vt is the tissue volume,Ca,g andCv,g are the arterial and venous gas concentrations and
Z0met,g and Z0met,b are the respective rates of gas consumption by metabolism and bubble
growth respectively.
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In general within the DCS literature tissues are modelled as either perfusion or
diffusion limited. For a perfusion limited tissue the first term on the RHS of (1.2) is
neglected. It is often described as the tissue being ’well stirred’, that is where all points
within the tissue have the same gas concentration and there are no internal gradients. In
this case the amount of dissolved gas within a tissue is limited only by the rate of blood
flow and the difference between the arterial and venous gas concentrations. The venous
gases, are considered to be in perfect equilibrium with the tissue gas concentration.
This formulation is often written in terms of the tissue gas tensions pt rather than the
gas concentrations C. Diffusion limited tissues, by comparison, are assumed to be
dominated by the first term on the RHS of (1.2) [13].
In the perfusion limited case of a tissue with no bubbles, the change in the inert
gas concentration with time can be described as
dpt,g
dt
=
pa,g  pt,g
tt
(1.3)
where tt is the tissue half time, and pt,g is the tissue tension assumed to be equal to the
venous gas tension.
tt =
Lt,g
Q˙Lb,t
, (1.4)
where Lt,g and Lt,b are the solubilities of the gth gas in the tissue and blood respectively.
The tissue half time is a parameter specific to a particular tissue.
1.1.3 Bubble dynamics
In order to explain bubble dynamics two key processes must be understood, nucleation
and diffusion controlled bubble growth.
Nucleation is the phase transition of a portion of a bulk liquid to a vapour (or
liquid to solid in the case of crystallisation). The process can be described by classical
nucleation theory which states that two Gibbs free energies are associated with the
phase change: a volume energy and a surface energy. For a spherical bubble this can
be written as
DG= 4
3
pR3Gv+4pR2Gs (1.5)
where G is the Gibbs free energy and subscripts v and s denote the surface and vol-
ume respectively. As can be seen the energy associated with the formation of a volume
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phase reduces the overall free energy whilst the formation of a phase boundary (a sur-
face) increases it. These two opposing terms lead to an energy barrier to nucleation
depending on the radius of the nucleus [15]. The volume and surface energies depend
on the surface tension and supersaturation of the surrounding liquid respectively, for a
bubble in a supersaturated solution the critical radius (Rcrit), at which the energy bar-
rier is overcome can be found from the maximum of the energy function (1.5) with Gv
equal to the supersaturation of the tissue (Pss) and Gs equal to the Laplace pressure:
Rcrit =
2g
(PB+Pv) Pamb =
2g
Pss
(1.6)
where PB is the pressure inside the bubble, Pv is the vapour pressure of the liquid in
which the bubble forms, g is the surface tension, Pamb is the ambient pressure. Nuclei
which are larger than the critical radius will expand rapidly to form bubbles as the dif-
fusion of gas into the bubble caused by the supersaturation is greater than the tendency
of the bubble to shrink due to the surface tension. From this the steady state nucleation
rate can be described by
Jss = J0eGkbT (1.7)
where Jss is the number of critical nuclei generated per unit time and per unit volume,
J0 is the kinetic factor, G is the reversible work for the formation of a critical nucleus,
kB and T are the Boltzmann constant and temperature respectively. The energy at the
critical radius (Gcrit) can be described by
Gcrit =
16g3
3P2ss
. (1.8)
It can be seen that the value of g is raised to a power of three and is in the exponent of
the steady state nucleation expression. It is therefore crucial for this to be accurately
described.
There are three types of nucleation: homogeneous, heterogeneous and tribonu-
cleation. Homogeneous nucleation occurs when there is no free gas phase initially in
the liquid phase. Thus, nucleation occurs only due to random molecular fluctuations
within the liquid. This type of nucleation is generally thought to require very high
supersaturation, far higher than those experienced in SCUBA diving [16].
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Heterogeneous nucleation occurs when a solid surface within the liquid lowers the
surface energy required to form a bubble. In this case the value of G is altered through
the presence of the surface [17]. The change in G can be described by
Ghet =
G
4
(2cosq)(1  cosq)2 (1.9)
where q is the contact angle. This type of nucleation essentially requires impurities
within the liquid which lower the surface energy barrier to nucleation.
Tribonucleation or viscous adhesion, is nucleation caused as two solid surfaces
immersed in a liquid and in contact are moved apart. It is thought to occur due to the
local low pressure cause by the movement of the solid surfaces in the viscous fluid [18].
This type of nucleation has been hypothesised to occur at joints and muscle facia [16].
The dissolution and growth of bubbles is predominately controlled by the mass
transfer through the bubble surface, which in turn is dependent on the concentration
of gas within the bubble and that in the immediately surrounding tissue. By assuming
that the concentration of gas a the bubble surface is in equilibrium with the bubble,
the concentration of gas at the bubble surface can be described by Henry’s law. At
equilibrium the pressure of gas within a bubble is described by the Laplace equation
PB = Pamb Pv+ 2gRB (1.10)
where RB is the bubble radius. As the radius of curvature is always positive for a
spherical bubble the pressure in the bubble will be higher than the ambient pressure
and hence bubbles will tend to dissolve unless within a supersaturated solution.
1.2 Thesis aims and outline
The aim of this thesis is to use a combined computational modelling and experimental
system to develop new understanding and provide insight into the formation and growth
of bubbles within tissues. By creating an experimental system that is sufficiently con-
trollable and comparable to a computational model, the development of current under-
standing about how material and pressure parameters control bubble dynamics will be
possible. The aim is for the computational model to be validated and developed by
results and observations from the experimental system, and for the computational sys-
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tem to generate hypotheses that can be tested in the experimental system. Throughout
this work continuous efforts have been made to ensure that simplifying and engineer-
ing the experimental system, has not eliminated the biological relevance of the work to
understanding DCS.
1.2.1 Chapter outlines
Chapter 2 provides a literature review to motivate the investigation of extravascular
bubbles with the combined approaches of in vitro experiements and numerical simu-
lations. Chapters 3 and 4 describe the development and testing of the experimental
system and of the governing equations of the computational model. Chapter 5 outlines
the numerical implementation and parameterisation of the computational model. Chap-
ter 6 is a validation and comparison of the computational model and the experimental
system. A comparative sensitivity analysis of the impact material and dive parameters
have on bubble dynamics is undertaken. Multi-bubble dynamics are introduced to the
model and their impact is assessed and used to interpret results from the experimental
system. Chapter 7 investigates the nature of nucleation in the experimental system.
The effect of both dive parameters and material parameters are explored, and their im-
plications for computational modelling discussed. The final chapter is an investigation
into the effect cells have on bubble dynamics and the impact bubbles may have on cell
viability. This constitutes an extension the the current uses of in vitro models within
the DCS literature.

Chapter 2
The use of in vitro models in DCS
The aim of this chapter is to motivate the investigation of extravascular bubbles via
a reductionist in vitro methodology. To provide this motivation two arguments are
needed: the first to show the importance of extravascular bubbles in the aetiology of
DCS and the second to establish that in vitro models are particularly suited to investi-
gation of these bubbles. The chapter is broken into 3 parts: The first section details the
mechanisms through which both extra and intravascular bubbles are thought to cause
DCS. The second section focuses on current measurement techniques of both intra and
extravascular bubbles.The final section is a summary of existing computational mod-
els of DCS and how these models have been conceptualised and validated in light of
experimental evidence.
2.1 Decompression sickness
DCS as described in the previous chapter is a collection of symptoms seen after a rapid
reduction in ambient pressure and broadly categorised into two types. Despite observa-
tions of bubble formation in decompressed animals by Boyle in 1670, it was not until
the seminal work of Paul Bert [19] motivated by the death of many caisson workers
in the 1800’s, that indicated nitrogen bubbles were the cause of the deaths. Hills and
Mcleod [20] repeated much of Bert’s work in 1903, observing bubble formation in vivo
in the wings of bats and the webbing of frogs legs during decompression. Following
this work Haldane and Boycott used goats to test dive profiles and produce the first
decompression tables for the British Navy [9]. Throughout the early 1900’s it was
widely believed that bubble formation and DCS were synonymous; bubble formation
in the various tissues of the body was thought cause DCS through mechanical distortion
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and embolitic effects. The wide range of symptoms and susceptibility was attributed
to variation in the location of bubble formation caused primarily, by anatomical dif-
ferences. However, as research techniques progressed, it became clear that bubbles
could cause biochemical as well as mechanical insult. Current understanding regard-
ing the pathophysiology of DCS is that bubbles which evolve during decompression,
cause both biophysical and biochemical insults which may result in immediate local
symptoms, a systemic inflammatory response and long term damage. The exact causal
chain, and complex feed back loops amongst these mechanisms as well as the variation
in individual susceptibility remain important areas of research.
2.2 How bubbles cause DCS
The injuries which bubbles cause are often split into two categories: biophysical and
biochemical. Biophysical actions are those caused by the mechanical forces bub-
bles have on tissues and vasculature; biochemical actions are the consequences of
the blood/tissue-air interface on molecules within the body. Although this distinction
is useful in many ways, most mechanisms believed to lead to symptomatic DCS are
caused by the feedback between both types of injury: The majority of mechanical in-
sults will result in a biochemical response, as many cells and systems within the body
are mechanosensitive. In this section the various theories and mechanisms by which
bubbles cause insult are discussed.
2.2.1 Immediate mechanical action
The term ’immediate’ is used here to denote the deleterious effects of bubbles on sur-
rounding tissues and vasculature independent of downstream biochemical reactions.
Bubbles within the vasculature become lodged within sufficiently small vessels, even-
tually occluding blood flow. In the arterial system this leads to an arterial gas embolism
(AGE), a condition with severe neurological and cardiac results. Bubbles due to DCS
are not routinely observed in the arterial system and hence AGE resulting from decom-
pression, occurs only when there is a route for bubbles to pass from the venous to the
arterial circulation. Pulmonary barotrauma, patent foramen ovale (PFO) or overload of
the pulmonary lung filter are mechanism by which this has been observed to happen
[12]. In general the mechanical effect of vascular bubbles is restricted to the venous
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system where the majority of DCS bubbles remain. Infarction of the venous system
may lead to various pathologies depending on the region in which it forms[13].
One widely researched hypothesis is that blockage of the epidural vertebral ve-
nous plexus (EVVP), the system of veins which drain the spinal cord, is the cause of
spinal cord DCS. This type of DCS is characterised by early onset (normally within
1-2hrs), and by ascending parenthesis and paralysis[13]. Infarction of the EVVP is
a very rare pathology [21], largely because of the extent of the plexus particularly in
humans. In order to block the system a very high bubble load would be needed. Evi-
dence for this mechanism is found in the work of Hallenbeck [22] where decompression
of dogs which had been laminaectomized (exposure of the EVVP) revealed extensive
bubble formation and blockage of the EVVP. Of the 33 dogs used in the study, 23
showed blocked EVVP and associated spinal cord lesions, in 10 which did not have
EVVP blockage, spinal cord damage was not found. Despite this evidence, the venous
infarction hypothesis has been widely criticised, due to the pattern of spinal cord le-
sions reported. The distribution of lesions found over a wide range of similar studies
[23, 24, 25, 26, 27] showed discrete white matter lesions and haemorrage with a large
degree of grey matter sparing (the pattern was less pronounced in the swine model[26]).
The grey matter sparing does not correspond with venous infarction injuries reported
by Taylor and Byrnes (monkey) [28] and Kato [13] or by Hughes[21] where venous in-
farction produced massive haemorrhage equally affecting the white and grey matter. In
addition, as noted by Hills [29], the improvement of spinal cord symptoms on recom-
pression, but their subsequent reoccurrence often seen at decompression is indicative
of bubbles dissolving and reforming in the same location. This is argued to be far more
likely if bubbles are forming extravascularly around local nucleation points, as opposed
to forming a vascular obstruction.
The formation of extravascular bubbles is more likely to occur in lipid rich poorly
perfused tissues. Nitrogen is five times more soluble in lipid than water increasing the
tissue tension whilst poor perfusion will increase gas wash out times. Tissues which
fulfil this criteria and have been particularly investigated are the bone marrow, spinal
cord and connective tissues. The alternative to the EVVP mechanism of spinal cord
DCS is the extravascular bubble formation, as proposed by Francis. Francis proposes
that bubble formation in white matter could result in loss of axonal conduction through
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mechanical distortion [23]. In addition Francis notes that venous infarction may still
be caused by extravascular bubbles, owing to the high compliance of white matter.
Evidence for this hypothesis exists in the lesion distribution discussed above but also
in the disruption and structural changes in myline sheath that have been investigated
histologically, and with X-ray diffraction [30, 31].
Bubble formation in the bone marrow and connective tissue have been researched
primarily in connection with musculoskeletal DCS. Pain is the most commonly re-
ported DCS symptom and is treated successfully by recompression therapy in the ma-
jority of cases. Two types of pain are reported, either a constant localised pain at a
particular joint or else a migratory polymyalgia. It is thought that these two pains are
likely due to different mechanisms, although extravascular bubble formation is consid-
ered a probable cause of both given the recompression response. Formation of bubbles
within tendons has been observed by Gersh [32, 33] in the rabbit and guinea pig mod-
els, distension to nerve endings within these tissues could lead to the joint specific pain.
Nerve ending distension by bubble formation within bone marrow could also cause the
joint specific pain. Bubble formation within bone marrow has been reported in many
studies [13, 34, 35, 36], it is thought that the more non-localised pain may be caused
by an increase in intramedullary pressure. There has also been a suggested link be-
tween the formation of bubbles in the bone marrow and long term damage resulting in
dysbaric osteonecrosis although the evidence is not conclusive[34] .
Finally it has also been hypothesised that bubble formation in the lymphatic sys-
tem may be the cause of skin bends and tissue swelling, although there is very minimal
evidence to support or disprove this hypothesis [13].
Despite the wide range of immediate mechanical mechanisms discussed above,
a-symtomatic bubbles, individual susceptibility and the time course of symptom devel-
opment are all indicative of additional downstream effects. Biochemical mechanisms
are thought to provide a better explanation for these findings.
2.2.2 Proinflammatory
The presence of bubbles in the blood steam creates an abnormal air liquid interface
at the blood bubble barrier. This interface has been has been shown to trigger bio-
chemical changes in the blood which may lead to a pro inflammatory response. One
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mechanism for these changes is through hydrophobic interactions, causing the adsorp-
tion of proteins onto the interface. Adsorbed proteins may undergo conformational
changes, which in turn can render them non-functional and cause the exposure of lipids
or active sites[13, 37, 38]. Such changes have been found to stimulate the coagulation
cascade, with platelet aggregation now being a widely recognised result of decom-
pression [39, 40, 41, 42, 43, 44, 45, 46, 47, 48]. Other pro inflammatory responses,
including leukocyte increase and aggregation [49, 50] and cytokine release, [51, 52]
have also been associated with decompression. Activation of the complement system,
was suggested by Ward [53] to be the source of the inter subject variability and deple-
tion of complement proteins [54] to be the source of the the acclimatisation response
to diving that has been found in both humans and animals [41, 55, 56]. However, work
by Nossum et al. and Hjelde at al. [57, 58] in which an anti-C5a antibody was used to
suppress the complement system, failed to show any protective affect.
2.2.3 The Endothelium
Endothelial dysfunction and activation are a well researched systemic consequence of
decompression thought to be caused by both mechanical and biochemical responses
to bubbles and oxidative stress. The vascular endothelium consists of a mono layer
of endothelial cells lining all vessels, it releases vasoactive substances, to maintain
hemostasis, control fluid filtering, maintain hormone trafficking and control neutrophil
recruitment. The most important vasodialator, endothelium-derived nitric oxide (NO),
is a small free radical molecule the production of which is catalysed by the endothe-
lial constitutive form of NO synthase (eNOS). The release of NO by endothelial cells
is modulated by shear force from blood flow and signalling molecules released into
the blood. Endothelial dysfunction is a pathology defined as the impairment of en-
dothelial vasodilation caused by a lack of NO synthesis or bioavaliability. It is con-
sidered a prognostic marker for cardiovascular disease[59]. Endothelial activation is a
related process:- Endothelial cells become activated in response to pro-inflammatory
cytokines within the blood, producing the cell surface adhesion molecules VCAM1,
ICAM1 and E-selectin that attract circulating leukocytes to the vessel walls. Endothe-
lial dysfunction and endothelial activation are linked through a feedback loop; activated
endothelial cells inhibit eNOS expression, whilst NO suppresses VCAM1, ICAM1 and
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E-selectin expression [60]. Endothelial activation is a normal inflammatory response
that if chronic may lead to atherosclerosis, whereas endothelial dysfunction is a pathol-
ogy in which the endothelium is unable to produce proper vasodilatation in response
to appropriate stimulus. Both endothelial dysfunction and endothelial activation are
widely reported in human divers and animal studies, leading to concerns regarding the
long term health implications for divers [61, 62, 63, 59].
Oxidative stress is known to produce endothelial dysfunction through stimulating
the production of reactive oxidative species (ROS) which inhibit the bioavailability
of NO[64]. The increased production of ROS by endothelial mitochondria has been
reported in vitro in response to simulated dives with increased oxygen partial pressure
[65]. Thus by production of ROS as a result of the increased oxygen partial pressure, the
bioavailabiltiy of NO is limited leading to both endothelial dysfunction, and potentially
stimulating endothelial activation.
The extent to which bubbles cause or exacerbate endothelial dysfunction and acti-
vation is less clear. A dose dependent reduction in endothelial function with venous gas
embolism (VGE) grade is reported in several studies [66, 67]. This may occur through
direct mechanical interaction of bubbles with endothelial cells; which has been shown
to cause cell death [68] and strip cells from the vessel walls [69]. In addition, alter-
ations in the viscosity of blood due to bubble presence may result in turbulent flow and
changes in blood pressure[13], all of which are causes of endothelial activation and NO
supression.
Another particularly interesting link to bubble formation, is the finding that admin-
istering NO-donors pre-dive decreases bubble numbers in the right heart of both large
animals and humans[70, 71]. This can be explained due to the vasodilation caused
by NO donors which facilitates inert gas wash out leading to lower supersaturation
and hence less bubble formation. However, use of short-lifetime NO donors, where
vasodialtion can be measured for only 15mins [70, 71] suggests that additional mecha-
nisms may be involved. Both studies discuss the idea that NO may lead to changes in
the hydrophobicity of the endothelial cells, specifically of calveolae. It is thought that
calveolae, which have a high concentration of sphingolipids [72], may be the nucle-
ation sites for bubbles detected in the vasculature. By decreasing the hydrophobicity,
the nucleating propensity of such sites is decreased. This is a theory which will be
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discussed in greater detail in Chapter 7.
2.3 Measuring bubbles
2.3.1 Venous gas embolism measurement
In the 1960’s the use of doppler to non-invasively measure venous and arterial gas em-
boli (VGE and AGE) became possible [73]. This provided the means to monitor the
time course of bubble formation post dive and to quantify the relationship between
bubbles and DCS. Current technology allows measurement of VGE either by Doppler
ultrasound, 2D echocardiogram or Transesophageal Echocardiography (TEE). Stan-
dardised measurement protocols and quantification methods have become used widely
in the field, typically measurements begin as soon as possible post dive and are taken at
intervals of 15-60 min for at least 2hrs. The sites at which the measurements are taken
for doppler are varied, the pulmonary artery outflow from the right ventricle or subcla-
vian veins are most commonly used [13]. Both resting bubble count and bubble count
post movement are normally measured as a shower of bubbles is typically observed
following movement.
The bubble echoes or images are analysed via grading scales: The Spencer and
Efterdal-Brukakk scales grade bubbles from 0-IV and I-V respectively, based on de-
scriptions of the bubble frequency (number of bubbles per cardiac cycle). They are the
two most widely used scales. The Kisman Masurel (KM) scale is a doppler grading
scale in which bubbles are graded on a 0-4 scale for 3 separate parameters: frequency
(number of bubbles per cardiac cycle) , percentage/duration (number of cardiac cycles
in which bubbles are heard), and the amplitude of the bubble sounds as compared to
background cardiac sounds. These three are combined to give a single grade. [74]
In order to estimate the risk a particular dive has resulted in, bubble grade data
across the time course is transformed to a single number; either the highest bubble
grade, or the Kisman integrated severity score (KISS)-: the integral of the bubble grade
over the whole experimental time course [13].
The use of such a measurement procedure and the subsequent analysis is a com-
plex procedure that requires specialist technicians to grade subjects. This increases the
cost of trials and reduces the number of subjects that can be measured. The grading
scales have also been criticised on the basis of their subjectivity, coarseness (particu-
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larly at high bubble grades) and in the loss of raw bubble data (i.e. bubbles/ml) which
would enable better validation of computational models[18, 74]. Some automated grad-
ing scales have been created [75], but are not widely used.
2.3.2 Correlation of VGE and DCS
From the first usage of VGE measurements, it became clear that bubble grades
could provide vital insight into the mechanisms of DCS. The routine presence of a-
symptomatic bubbles post dive [73, 76] and that of high bubble grades with no clinical
symptoms of DCS [77]; led to much of research into the pro-inflammatory and en-
dothelial disfunction mechanisms discussed above [37]. It has also provided a means
to test pharmacological interventions into DCS, with a more objective measure of DCS
stress.
Despite its obvious utility as an non-invasive method of measurement; many large
scale studies using doppler and echocardiograms, show an unclear relationship between
VGE and DCS [13].
Large studies of sub saturation diving include Swatzky’s analysis of 3234 human
dives [78]; this found a predictive value of only 0.07% for symptomatic DCS given
a high doppler grade. Similarly, altitude diving experiments [74] showed a positive
correlation coefficient R2 of only of 0.39 for DCS with bubble grade. Despite the
poor predictive power some studies do show increased risk of DCS with higher bubble
grades. Spencer and Johanson and Neuman’s trials [79, 80] which had high incidence
of DCS, 80% and 32% respectively, showed a statistically significant increase in DCS
risk between low and high bubble grades (1% with Grade 0 which rose to 80% with
Grade IV [79]). Similarly a study by Vann [81] reported a 3- 50% increase in DCS
risk between grades 0-IV. [82]. More recently a study to investigate the VGE-DCS
correlation introduced the term AED, ”adverse effects of decompression” [83]. They
hypothesised that by including often un-reported mild symptoms of decompression,
such as fatigue or minor transient pain, a clearer correlation would emerge. The study
concluded that VGE was a highly sensitive but poorly specific measure even with the
inclusion of AED. Similarly the Sawatzky thesis [78] reports a negative predictive val-
ues of 0.999 and the altitude study [74] an R2 of 0.98 between low bubble grades and
no symptoms.
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Subsaturation dives are the largest data sets and show the best correlation of VGE
with DCS. In such exposures the prevailing manifestation of DCS is neurological,
whereas for compressed air workers and saturation divers it is musculoskeletal. Al-
though trials for saturation dives tend to be smaller, there is no evidence to support a
correlation between VGE and risk of musculoskeletal DCS[82].
It has been argued that the lack of correlation in the available DCS data is due
to the necessarily low occurrence of DCS in most trials. Trials which aim to investi-
gate a correlation between high bubble grades and DCS symptoms, would need to use
provocative profiles and would therefore be unethical to perform on human subjects
[84, 85]. In the studies outlined above, in which there is a higher incidence of DCS
there appears to be stronger evidence of correlation. It is widely agreed that whilst
VGE may be an indicator for closer observation of a diver, it cannot be used to predict
DCS.
2.3.3 Measurement techniques for extravascular bubbles
Doppler/echocardiograms measure only a small sub population of the total bubble load.
Bubbles which never reach the measurement site will not be counted, this means the
extravascular and stationary vascular population are not considered. Although this
recording of only a subset of total bubble load is mentioned in the literature[86], what
is not widely discussed, is whether this measured subpopulation is a representative or
a skewed distribution; specifically, over-representative of asymptomatic bubbles. Bub-
bles which grow too large to escape the vasculature, becoming lodged as they grow,
are likely to cause damage and symptomatic DCS through ischemia injuries and haem-
orrhage. Dives which cause fast bubble growth are more likely to lead to bubbles
becoming lodged in the microvasculature, and could be measured to have a lower VGE
grade than a milder dive during bubbles grow more slowly. This is in fact reported in
the work of Daniels [73], where both stationary and mobile bubbles were monitored in
a guinea pig using pulsed ultrasound. Fewer mobile bubbles were recorded in the more
provocative profile than the milder one; only by considering the stationary bubbles did
the bubble load reflect the severity of the dive profile. A particularly strong inflam-
matory reaction to bubbles may also cause a lower VGE grade, for example where
bubbles cause greater platelet aggregation and endothelial activation, they are more
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Figure 2.1: Diagram representing the subpopulation of bubbles that VGE measures
likely to reattach to the vessel walls, this could lead to a lower VGE grade where there
is stronger inflammatory response. Figure 2.1 depicts how doppler/echocardiogram
may lead to measurement of a bias subpopulation of the total bubble load. This is an-
other argument for the importance of understanding extravascular bubble dynamics in
DCS. What proportion of the total bubble load extravascular bubbles contribute to and
how their growth affects the measured venous bubble load, could help better predict
DCS risk on the bases of VGE grade. To be able to model this effectively experimen-
tal data are required to parameterise extravascular bubble models and also to validate
the results. To provide such data quantitative measurement of extravascular bubbles is
needed.
A systematic literature search in to the techniques used to investigate extravascu-
lar bubbles was performed. Google scholar was used with search term Bubble AND
(Decompression sickness or decompression illness OR decompression) AND (extravas-
cular OR vitro OR phantom OR gelatin OR agarose OR autochthonous OR ”tissue
bubble” OR ”tissue bubbles”) , date range of 1945-current day was used.
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Returned results- 3300, first pass- 184 (exclusion criteria- review articles, compu-
tational modelling articles.) Second pass- 107 (exclusion criteria- articles which only
reported results of venous gas bubbles)
Seven additional of papers found from the references of those in the search were
included as they were deemed of interest and had not been found in the initial search.
These papers were categorised into five methods of investigation:
• Non- invasive methods, Pulsed or dual frequency ultrasound and MRI
• In vivo decompression of mammalian species, with invasive observation
• In vivo decompression of (non-mammalian) animal models with non-invasive
observation
• Ex vivo tissue
• In vitro models
In addition papers were grouped into those which reported only qualitative or ob-
servational bubble results, and those which reported quantitative results suitable for
either validation or parameterisation of a computational model. Figure 2.2 shows the
distribution. There were a group of papers which this search excludes though it could
be argued they are of relevance. These papers are those which take measurements of
blood or breathing gas mixture [87]. Such studies are useful in parameterising com-
putational models as they provide data for saturation times and tissue gas wash out.
They have not been considered here as the initial search results would have become
prohibitively large. Instead we have chosen to consider only those studies which may
provide parameter information regarding size or spacial bubble distribution and growth
or dissolution rates.
The most widely used technique is the invasive observations of in vivo decom-
pressed mammals. This technique is separated in Figure 2.2 into those which use
fixation and histology, or those which expose tissue of interest to image directly us-
ing light microscopy. The primary advantage of both these techniques is their obvious
physiological relevance. Animals with similar physiology to human divers are needed
for correlation of DCS symptoms with quantified bubble findings and are essential for
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Figure 2.2: Chart showing the distributions of techniques used to investigate extravascsular
bubbles
the assessment of pharmacological interventions. Other biological measurements in-
cluding blood samples, blood pressure, endothelial dysfunction, VGE etc. can also be
monitored.
Within the two invasive in vivo techniques, histological examination allows bub-
bles within opaque tissues to be imaged and staining may reveal additional information
regarding the surrounding tissue structure. However, fixation and staining can only
ever give a single time point for what is a dynamic process. Direct microscopy may
overcome this by allowing bubbles within exposed tissues of interest to be monitored
throughout the experimental time course. However by exposing internal organs either
before the dive or post-mortem, some of the biological relevance of the system is dis-
rupted, and visualisation of bubbles within many tissues will still be impossible due to
their opacity. In addition to this, two disadvantages of such studies are the cost and
ethical considerations. Another disadvantage of these techniques for monitoring ex-
travascular bubbles is the difficulty in obtaining quantitative data. As shown in Figure
2.2 the proportion of quantitative data for these two techniques is the lowest. This is
due to the complexity of a holistic mammalian model; with so many possible phys-
iological measurements which may be made of the whole system, few studies report
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histology or light microscopy as their primary findings. Often histology is performed
only at the end point of the experiment, after other measures have been taken for some
time post dive [58, 88]. Given that dissection or fixation would prevent or interfere with
other possible measurements, decompression of large animal groups solely for dissec-
tion limits the scope and the cost/ethical justification for such investigation. However,
unless light microscopy or fixation is done immediately at a number of different time
points, the results are not of use quantitatively. Another difficulty with animal models
is the variation in animal susceptibility [89]. Although it can be argued that this is an
important biological feature of DCS which should be replicated in a model; it vastly
complicates the understanding of how individual factors may affect bubble dynamics.
Without a more reductionist approach the number of possible variables is too large to
parameterise or validate current mathematical models of DCS [90].
The other two in vivo techniques shown in Figure 2.2 are the non-invasive ultra-
sound and the non-invasive observation of bubbles in non-mammalian animals (pri-
marily marine or aquatic animals). Extravasular and vascular bubbles may often be
observed in aquatic animals due to the transparency of their tissues. These systems
have provided a relatively high proportion of quantitative results due to the simplicity
with which bubbles can be observed. In addition such models retain some of the com-
plexity of the mammalian models but such animals often have a simpler physiology,
and more practical to decompress owing to the lower costs and fewer ethical issue sur-
rounding their use [91]. Although a full animal model coupled with tissue transparency
appears to make this an ideal model, they are not widely used in the literature. This
is mostly due to their physiological dissimilarity to human divers. Given that these
animals are primarily marine organisms, it is not unlikely to suppose that they have
evolved physiological mechanisms which make them more resistant to DCS or bubble
formation. As far less is known about their normal physiology, it is unclear whether
such adaptations exist. How applicable results from such animals are to parameterising
models intended for human use, is the main criticism of their utility. Additionally such
animals are mostly too small for monitoring physiological markers other than some
behavioural indications of DCS [91].
Non-invasive techniques which are capable of monitoring bubbles within opaque
tissues include MRI, pulsed and dual frequency ultrasound (DFU) [92, 93]. These
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methods show a high proportion of quantitative results but are amongst the most com-
plex and expensive to implement. The MRI experiments of Hansen et al. [92] for
instance, required the construction of a pressure chamber compatible with an MRI ma-
chine. Technological development of such techniques to reduce cost and increase ease
of use, will make them an improvement on and potential replacement for the invasive
in vivo techniques.
Ex vivo tissues have provided a very high proportion of the available quantitative
data, however they are one of the least utilised models. Ex vivo tissue lacks the com-
plexity of a full animal system, but still does not give the variable control control of
an in vitro model. Bubbles within the tissue are still often impossible to visualise, and
hence the data for these techniques largely reports bubble formation on the surface of
the tissue.
The second most commonly used technique is in vitro models. This includes cell
cultures and tissue phantoms such as gelatine and agarose. These models have also
provided a high proportion of quantitative data. This is largely due to the control with
which such systems can be manipulated and the ease of bubble observation. For exam-
ple the gelatin models of Yount et al. [94] have been instrumental in the field of DCS,
and resulted in development of the Varying Permeability Model (VPM) [95] and subse-
quent Reduced Bubble Gradient Model (RGBM) [96], The use of in vitro cell models
has been important in understanding the role of ROS in endothelial dysfunction [65].
This wide ranging utility is due to the specificity with which hypotheses can be tested,
a function of the control an experimenter has over the system. In addition such models
are relatively cheap to use and hence study design can be optimised and run with large
sample numbers. What is interesting within the in vitro category, is the lack of models
which are able to combine cellular responses and bubble dynamics during simulated
dives. Models tend to use either 2D cell cultures [97] in which case bubble formation
is not considered, or they involve monitoring bubble production in 3D but without any
cellular component, e.g. the gelatin models [94]. The main argument against in vitro
models is, as with marine animals, the unknown biological relevance. It is not clear
whether bubble models parameterised from such data are an accurate representation of
the in vivo diver. Such criticism although valid to a certain degree, fails to understand
that much greater simplifications are currently made in the computational modelling of
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bubbles used in dive algorithms. in vitro models bridge the gap between current com-
putational bubble models and predictions of DCS in whole animals. The utility of such
models lies in the reductionism that they enable. This provides the ability to validate
specific assumptions made in computational models and to probe specific interactions
of interest whilst providing far greater control over other variables in the system. Thus
through careful selection of the hypothesis to be tested and the specific in vitro model
used; data from these models is useful and important in the development of DCS un-
derstanding and prevention.
The following sections will overview only the quantitative experimental data
found in the literature search.
2.3.3.1 Published Data
The original pioneer of the doppler technique Daniels, recognised the importance
of monitoring the stationary as well as mobile bubble population and used a pulsed
doppler technique to measure stationary bubbles [73]. Using this technique. Decom-
pression of guinea pigs from 0.69 and 0.83MPa indicated that stationary bubbles oc-
curred before mobile bubbles were noted at⇡3min following a 0.83 MPa dive but only
17min following a 0.69MPa dive. From their work it was calculated that mobile in-
travascular bubbles accounted for only 0.01 to 0.9% for 0.69MPa of gas elimination
and 0.06-6% in 0.83MPa. Interestingly they noted that if only mobile bubbles had
been considered the 0.69MPa dive would have been reported as more severe than the
0.83MPa dive. Despite these findings pulsed doppler has not been widely used as a
method after this original work.
In recent years the development of a dual frequency ultrasound system has been
pursued [98, 99, 100, 101, 102, 103]. Dual frequency ultrasound uses two ultrasound
transducers to transmit a low pump frequency and an high image frequency. Extravas-
cular bubbles of a specific size will resonate due to the pump frequency. The nonlinear
resonant oscillations from the bubbles will interfere with the image frequency allowing
the bubbles to be detected and sized. This technique has been validated in vitro with
a gelatin model using injected microbubbles [99] and in ex vivo beef tissue [100]. It
has also been used in swine models [102]. Additionally the same group showed that
microbubble like signals could be detected in the legs of humans following walking
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[101]. Again the finding that stationary micro bubbles appear before mobile bubbles
is confirmed. A transthoratic version of the dual frequency machine was used for in-
travascular measurements in swine [98]. The results from these experiments report an
increase in signal amplitude after decompression, however the bubble sizing was not
sufficiently sensitive or of a large enough range, and hence was not reported. The de-
vice of Chahine et al. [100] showed excellent agreement between optical sizing and
DFU in ex vivo beef, however this was for injected micro bubbles. The main diffi-
culty for DFU is that the size of the bubbles and likely bubble density within tissue is
not known. Sizing of bubbles with this device requires either large pump frequency
sweeps, and or knowledge of the size distribution. More recent studies have begun to
use alternative non-invasive techniques such as MRI to investigate spinal cord DCS.
However these studies are in general retrospective studies of human divers [104, 105],
which could not provide useful quantitative bubble data.
2.3.3.2 In vivo decompression with histology or autopsy
Of the studies which use fixation and histological staining of mammalian species, only
approximately one third of the papers found give quantitative data regarding bubble
number, or size. The dog model of Francis et al. [23, 106] quantified the number of
bubbles per section of spinal cord as well as the area of the bubbles and the proportion
of the tissue which was occupied by bubbles. These data demonstrated that bubbles
were more numerous in the white matter (7.66 and 0.48 per section in white and grey
respectively), and that these white matter bubbles were smaller in size 0.010mm2 and
0.018mm2 for white and grey respectively. The highest proportion of the tissue area
occupied by bubbles was found to be 0.47% in the lumbar region of the spine (L4).
The rat model investigated by Marzella [88, 107] reported quantification of lesions
and demonstrated that fixation produced bubble like artefacts. The proportion of non-
staining lesion area was found to be 0.009% in control (undived) and 0.026% in dived.
The authors concluded that extravascular bubbles although present in rats with spinal
DCS did not constitute a large enough portion of the spinal cord area to cause dys-
function. Work by Palmer et al. [27] used a goat model of central nervous system
(CNS) DCS, where the number of so called, grossly dilated empty vessels (GVED)
was qualified and the percentage of meninges with GVED were also recorded. GVED
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was significantly greater for animals that were euthanised at depth and then decom-
pressed as well as those, compressed, decompressed and then euthanised, as compared
to undived controls, (those euthanised at depth were not breathing during decompres-
sion and there gas exchange was substantially altered in these animals). One particular
observation of this study was that what appeared to be extravascular bubbles, showed
thin endothelial staining around the edges; from this the authors conclude that many
”extravascular bubbles” actually arise in small capillaries or venuoles. In swine a large
study was performed by Dick [26], however lesions were not quantified, More recently
Mahon[108] carried out swine protocols and describes similar lesion distribution to
Dick. Quantification showed the maximum proportion of lesion area to be 1.2% of
the histological section of the spinal chord.This was found in the cervical spine, as op-
posed to the lumbar spine reported by Francis [106]. Areas of < 0.5% were reported
for the thoracic and lumbar spine. Kitano investigated DON through bubble forma-
tion in the bone marrow of rabbits[35]. Histological quantification reported only that
largest bubbles sizes were 5000µm for intravascular bubbles and 500µmmaximum for
extravascular bubbles.
Given the possible introduction of artefacts with fixation and the knowledge that
bubbles are a transient phenomenon, many investigators choose to directly observe
bubble formation with light microscopy. This is either done in real time with specialist
decompression chambers to view exposed organs and tissues; or with immediate au-
topsy post decompression. Studies which use real time observations are advantageous
in that they can investigate the initial bubble formation, however they suffer from poor
visualisation of extravascular bubbles and are restricted to small studies. In many cases
intravascular bubbles are reported in such experiments.
Direct observation by light microscopy has a higher proportion of quantified pa-
pers than the histological approach. This is primarily due to a series of papers by Hy-
delgaard et al. using a rat model with a specially constructed pressure chamber which
incorporated a microscope[109, 110, 111, 112, 113, 114, 115, 116, 117, 118]. Although
some spontaneous extravascular bubble formation was reported in adipose tissue [112],
the methodology in these works involved the injection of a known gas volume into the
tissue of interest and reporting on shrinkage rates with the addition of various interven-
tions. The data show that bubble shrinkage rates increase when a change to breathing
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heliox or oxygen is administered post or pre dive, and that this is increased further
with the use of perofluorocarbons. Although the data from these experiments are of a
high quality; it does not provide any insight into nucleation frequency, bubble sizes, or
distribution within tissue. Shupak [119], dissected the intestinal mesenterium of rats
post dive and quantified results via image analysis. Bubbles were mostly reported in
the fibrous tissue adjacent to capillaries. Bubble number averages ranged from 1.35
-0.02mm 2 and bubble sizes were grouped into < 50µm and > 50µm. ’Pingers’ (high
frequency sound emitters for locating underwater objects) were shown to increase bub-
ble size and number.
Bennett et al. [120] counted bubbles in the tear film of human divers. Counts
ranged from 0-0.33 pre dive to (0-2.25) for single day divers and (0.92-3.08) in multi-
day divers. Bubble counts were shown to slowly reduce over 72hrs.
2.3.3.3 Ex vivo
Arieli et al. investigated the nucleation of bubbles from the aorta of sheep[121, 122,
123]. Bubbles which formed following a decompression were tracked using video and
image analysis. The number of bubbles per area (⇡ 1 5/cm2) and the time to detach-
ment (1-18mins) were reported in the first paper [121]. A subsequent paper published
further data on the detachment size and diameter evolution over time (0.7mm-1.4mm
over 15mins) [122]. This paper particularly focused on characterising so called ”ac-
tive spots” from which repeated bubble nucleation was seen. Reported bubble sizes in
both papers, were far larger than is generally used in computational models, or that are
targeted in the DFU experiments[99]. Recently the addition of flow to the model was
investigated [123], it was found that a flow of 234 cm/min did not produce any change
in detachment size.
Papadopoulou et al. [124] compare bubble nucleation and growth from the sur-
face of ex vivo rabbit fat and muscle. This work used a specialised decompression
chamber and optical monitoring to compared growth rates of individual bubbles until
they detached from the surface of either muscle or fat. Growth rate of bubbles was
compared to a R(t) = At0.5 law (where R is the bubble radius, A is a constant and t is
the time), goodness of fit was high (0.98, 0.97) for muscle and fat respectively. The
size of bubbles was similar to those reported by Arieli et al. [122], with most bubbles
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detaching at radius of 439µm and 231µm for fat and muscle respectively. The num-
ber of bubbles which nucleated was significantly higher on fat than muscle 4.2 and
8.4cm 2. The work also commented that bubbles coalesced on muscle surface but not
on fat. Although this experiment provides excellent quantitative data for comparison to
experimental models, it does not observe bubbles within the tissue samples, only those
nucleating from the surface, and the relation between the two is unclear.
2.3.3.4 Transparent animals
Four simple animals have been described in the literature, A tadople tail fin model
[125], a crab model[126, 127] a fingerling salmon [128, 91] and a prawn[129, 130,
131, 132]
Of these models only the crab and prawn models report quantitative results of
bubble dynamics. The fingerling salmon model does not provide bubble data as the
salmonids were not transparent enough to image extravascular bubble formation di-
rectly. However they do have highly simplified vascular system which enables quantita-
tive reporting of the tissue saturation times for different gases [128]. The prawn model
is the most researched. Investigations into the effect of high frequency sound[129]
and hyperbaric oxygen [130, 131, 132] have been conducted. 14 animals were de-
compressed from 205kPa to investigate the affect of pingers. In the group exposed
to the pinger, higher bubble numbers which persisted for longer, in a higher propor-
tion of the prawns were reported. Hyperbaric oxygen exposure both pre-dive and post
[130, 131, 132] showed a reduction in the number and size of bubbles for decompres-
sion from between 205-810kPa. The bubble volumes and number of bubbles per prawn
are reported in both studies: in the pinger study 0-14 bubble/prawn were reported whilst
in the hyperbaric oxygen 0-55 bubbles/prawn, (decompressions from greater pressure
tended to produce more bubbles). The size distribution of bubbles in the pinger work
reported modal bubble volume of 0.7  5 x10 3 µl with a max of 20x10 3µl. Al-
though both studies show some increase in bubble number with increasing depth, no
trend was reported. McDonough and Hemmingsen [126, 127], used a megalopae model
to investigate the hypothesise that tribonucleation (the formation of bubbles caused by
the movement of two solid surfaces within a liquid) causes bubbling in more primitive
animals such as crustaceans. Mean bubble numbers of between 1-5 bubbles per animal
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were reported for various conditions. Inducing animal movement created the highest
number of bubbles (5 bubbles in 95% of animals), and immobilised animals had the
lowest bubble numbers (only 4% developed a single bubble). These results, in addi-
tion to the observed location of the bubbles (always observed in joints), led the authors
to conclude that tribonucleation played a significant role in bubble formation within
crustaceans.
2.3.3.5 In vitro
As previously mentioned, in vitro models can largely be split into those which investi-
gate cellular responses to bubbles or oxidative stress, and those which investigate phys-
ical mechanisms of bubble formation. Quantitative work on endothelial cell responses
to bubble has been reported using a bubble on the end of a micro pipette to charac-
terise the likelyhood and mechanism by which bubble proximity causes endothelial
cell death[133, 134, 68, 135, 1]. These studies suggest that microbubbles cause cell
death in 38.3% of cells via a an intracellular calcium influx with simultaneous mito-
chondirial membrane depolarisation whereas micropipette contact alone causes death
in only 5.3% of cells. Both cell death and mitochondria depolarisation could be re-
duced by exposure to Oxycyte, (a perfluorocarbon (PFC)), and the surfactants bovine
serum albium or Pluronic F-127, a polymer which competes for occupation of the bub-
ble surface. Removing calcium from the extracellular environment and use of a calcium
ion channel blocker, reduced calcium influx but not mitochondrial depolarisation. The
mechanosensitive syndecan-4 receptor, a member of the transient receptor potential
vanilloid (TRPV) family is the mechnosensitive trigger for two intracellular pathways
summarised in Fig 2.3. Introduction of the surfactants reduced the calcium response
by preventing the hydrophobic interaction of the air-liquid interface with HS syndecan
side chains.
Other cell culture work does not include bubble data but does show a quantified re-
sponse to the increased oxygen partial pressure for both endothelial cells[97, 65] and
networks of glial cells [136]. These results highlight the complexity of potential mech-
anisms that must be considered if cellular response or other biological responses are to
be modelled in dive algorithms. The works also highlight a gap in the field for models
where bubbles, increased oxidative stress and cellular response can be investigated.
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surfactant action, we developed an in vitro live-cell imaging
model of VAE. The platform, described in earlier work and
illustrated in Figure 1, enables generation of physiological-
sized air microbubbles (50–150 mm), which may be indi-
vidually manipulated into contact with single human
umbilical vein endothelial cells (HUVECs).12–14 By record-
ing cellular responses with phase contrast and epifluores-
cence microscopy concurrent with bubble contact, we have
established that such contact elicits large intracellular Ca2þ
transients associated with lethality.12 This transient
response requires an initial influx of external Ca2þ through
a stretch-activated channel in the transient receptor poten-
tial vanilloid (TRPV) family, which in turn triggers release
of Ca2þ from intracellular stores via the IP3 pathway to
produce the full signal.13,14 TRPV is gated open by the
heparan sulfate proteoglycan (HSPG), syndecan, that acts
as a mechanosensor. Oxycyte, a third-generation perfluor-
ocarbon/phosphotyidylcholine (PFC/PC) emulsion inter-
cedes syndecan activation by coating the gas/liquid
interface to outcompete triggering HS side-chain
interactions.13
Intracellular responses to bubble contact are not limited
to Ca2þ transients. Contact also elicits mitochondrial mem-
brane depolarization via a parallel, calcium-independent,
PKCa-dependent pathway.15 The common upstream
source of both pathways – initiation of syndecan signaling
through HS interfacial adherence – is indicated by the elim-
ination of mitochondrial depolarization in the presence of
surfactant. Figure 2 illustrates the current understanding on
early cell response to bubble contact.
Figure 2 Graphical depiction of early cell response to bubble contact. (Left panel) Important glycocalyx, membrane, and intracellular components in the absence of
bubble. Hyaluronic acid (HA) is represented as light gray curved lines with non-specifically bound ESL proteins such as albumin shown as light grey ovals. Syndecan-4
is shown with extracellular HS syndecan side chains depicted as black curved lines with bound protein ligands as black circles on its extracellular ectodomain, PIP2
associated with its membrane spanning region, and PKCa and actin binding proteins associated with its cytoplasmic V-domain. (Right panel) HS sidechains are pulled
into the air/liquid interface triggering two parallel intracellular signaling responses. (1) the IP3-dependent Ca2þ transient initiated by an external influx of Ca2þ through a
TRPV family ion channel and (2) PKCa-dependent lowering of the mitochondrial membrane potential, !"
Figure 1 (a) Schematic of bubble probing apparatus (described in Methods) to bring bubble, on the end of a pulled and ground glass capillary tip, in contact with
human umbilical vein endothelial cell (HUVEC) for real-time live-cell imaging using phase contrast and fluorescence epifluorescence microscopy. (b) Phase contrast
image of 72mm bubble on tip used to generate and manipulate bubbles
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Figure 2.3: Illu tration of mechanism by which air bubble contact elicits a calcium transi nt
and mitocho drial depolarisation through t o parallel mechanism. 1) the IP3 de-
pendentCa2+ i flux and the PKC-a dependent mitochondrial membrane lowering
pathway. [1]
Of the physical in vitromodels, gelatine is by far the most widely used and histori-
cally important. The use of gelatine was originally conceived by LeMessurier [137] but
largely developed by Yount, Strauss, Kunkle, Thomas and Beckman [2, 138, 139, 140].
The model was developed throughout the 1970’s and 80’s and was used to systemati-
cally investigate bubble nucleation and growth in response to variations in a wide range
of dive parameters. These results formed the basis of the VPM [95] and the RBGM
[96] as well as the theory of micronuclei which is now widely accepted in the field[13].
Strauss and Kunkle published two papers which tracked individual bubbles and mon-
itored their dissolution based on gas changes [140] as well as lifetime measurements
in response to recompression therapy [141]. Yount’s work focused primarily on under-
standing the mechanism of nucleation. Yount et al. built a pressure chamber set up
shown in Figure. 2.4, which utilised the transparency of gelatine to optically count the
number of bubbles. Four gelatin samples could be simultaneously compressed to sat-
uration pressure, Ps, left for a given time and rapidly decompressed to a final pressure,
Pf , with the supersaturation pressure defined as Pss=Ps Pf . A series of experiments to
test the variation in number of nucleated bubbles due to temperature, saturation times,
and crushing overpressure were initially investigated [2]. Bubble numbers within the
fiduciary volume (bottom 3mm of the sample chamber) were counted. Ranges of 16
- 500 per sample, 2.3-71 bubbles/ml, as a result of variation in pressure pretreatment
from 300 to 150 psi were recorded. Comparison to the bubble numbers in prawns
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Figure 2.4: Diagram of the apparatus used in [2]
shows a similar range of values, 37 bubbles/ml (volume of prawn ⇡ 1.2 ml bubbles per
prawn= 45) when decompressed from 87 psi, following hyperbaric oxygen treatment;
although it is difficult to directly compare such results as conditions and treatments
were different.
Yount et al. proposed the theory of micronuclei, described below, on the ba-
sis of the gelatin experiments. This stated that decompression induced bubbles
form, from gaseous nuclei stabilized by a surface-active membrane of varying gas
permeability[94, 142]. Yount et al. continued to investigate the nature of these mi-
cronuclei and the hypothesised membrane in several ways [2]. Denucleation of the
gelatin by centrifuging revealed that approximately 93% of the bubbles were present
from the distilled water used to make the gelatine, whilst the remaining 7% were shown
to form from the gelatine powder. Pressure spikes were also investigated as a means
of crushing gas nuclei, these experiments showed that 75% of gas nuclei could be
crushed by a short initial pressure spike of 300 psig for 1 second. Longer compression
of 10mins resulted in 97% of the nuclei being crushed. Their later papers [138, 139],
made a further investigation of this theory through gelatin filtering and use of stepped
pressure increases. The major disadvantage of the gelatin model was the batch to batch
variability [139, 143]. Numbers of bubbles produced varied by up to three orders of
magnitude between different batches, with consistent results only obtained by the use
of one large single batch of gelatin, frozen in aliquots and thawed before used. Using
the same apparatus but with agarose gel, D’Arrigo et al. investigated the source of the
batch variation and the possible surfactants which could constitute the stabilising gas
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impermeable layer [144, 145, 146]. Bubble number was reported in a similar fashion to
the gelatin work; purity of the agarose was found to be the factor which reduced batch
variability [147]. Variation in gas type, pH (3-8) or with the addition if UO+2 (which
would react with phospholipids) all produced no variation in bubble nucleation [146].
Much of this work focused on isolation of the molecule responsible for the stabilisation
of micronuclei and will be discussed in chapter 7. Agarose gels were also used to test
decompression schedules of six commercially available dive tables, including those of
the French, USA, UK and Japanese navies as well as that derived by Yount for the op-
timum decompression of gelatin [144] [148]. It was shown that tables with slow initial
ascent rates or deep stops resulted in fewer bubbles than schedules with faster initial
decompression and longer shallow stops.
The agarose gel model can be criticised with the biological relevance argument
discussed earlier. Gelatin is denatured collagen and therefore it can be argued that
it replicates the extracellular matrix of soft tissues, however the same is not true of
agarose. By using ultrapure agarose gels to ensure reproducbility, it is unclear whether
the nucleation mechanism in this model is that which occurs in vivo. Understanding
nucleation and micro bubble stabilisation are important scientific questions without
reference to DCS, and hence the agarose model has utility beyond the DCS field. How-
ever, if one aims to parameterise dive algorithms with in vitro models, the models must
be good biomimics.
Van Liew [149] specifically attempted to validate simulations of microbubbles
against the dissolution of gas bubbles in saline for different gases. It was found that
whilst the qualitative descriptions of the models matched, there was a systematic error
whereby bubble dissolution was predicted to occur 30% faster than was measured.
2.4 Computational models
This section provides an overview of current and previous bubble models within the
DCS literature, and in particular compares the methods of parameterisation and valida-
tion of each model
The section will be set out as follows: an overview of the structure and key devel-
opments of each of the reviewed models will be given with discussion of how bubble
features are used and how the models validity has been assessed, a second subsection
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Figure 2.5: Taken from [3] showing the exponential saturation and desaturations for a mixed
linear-exponential approach as used by (Thalmann).
will compare and contrast the various measures and methods used amongst the models,
for parameterisation and validation.
2.4.1 How are bubbles modelled
The linear exponential Thalmann algorithm, (LE) is the algorithm implemented by the
current US Navy dive computer. The algorithm describes a diver as a series of tissue
compartments each characterised by a tissue half time. Each compartment absorbs
gas according to an exponential gas saturation law but during decompression, tissue
desaturation may follow either a linear or an exponential law, depending on whether
the supersaturation of the tissue is greater than a threshold pressure denoted by PXO
(PT  Pamb > PXO).
The use of linear desaturation was implemented when symmetric models (expo-
nential on and off gassing) could not provide safe decompression from long deep dives
[150]. The linear desaturation regime resolved these problems and was thought to
reflect the physiological change in gas kinetics created by the formation of bubbles.
Bubble dynamics are not explicitly modelled in the Thalmann algorithm, as it is as-
sumed that the bubbles are in instantaneous equilibrium with the surrounding tissue.
The only output used in estimating the probability of DCS is the tissue tension, reflect-
ing an underlying theory that this is the physiologically important measure. It is only
by affecting this tissue tension that bubbles affect the probability of DCS. This prob-
ability is calculated using a maximum likelihood approach developed by Weathersby
et al. [151, 152], where the probability of DCS p(DCS) in a time window T1 T2 is
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given by:
P(DCS) = e 
R T1
0 rdt · (1  e 
R T2
T1 rdt) (2.1)
Where r is the hazard function. T1 is the last time the diver reported feeling normal and
T2 is the time the diver definitely had DCS. The maximum likelihood approach with the
above general expression had been used to optimise many DCS models, with the main
variation being the chosen form of the hazard function. In collaboration with Thalmann,
Weathersby et al. used a large dataset of over 8000 dives was used to calibrate the LE
model and optimise parameters [153, 154, 3]. The hazard function was of the form:
r =
3
Â
i=1
ri =
3
Â
i=1
Ai
✓
PTIN +PFVG Pamb Thri
Pamb
◆
(2.2)
Where Thr is a compartment threshold, A a constant of proportionality which sets the
compartment weight, PFVG is the fixed pressure contribution of the metabolic gases,
Pamb the external pressure and PTIN is the tissue inert gas saturation, governed by either
the linear or exponential laws as discussed above. Prediction of the p(DCS) using the
calibrated LE model (LE1) showed a good fit to the estimated time of DCS onset, with
a three compartment version. The success of the LE1 in predicting DCS onset was
taken as validation of the underling model. In addition, validation of the asymmetry
in gas kinetics was independently provided in some animal and human models [155,
156, 157], which measured the exhaled gas composition during dry chamber dives. The
linear desaturation kinetics, were also supported by a computational model of van Liew
and Burkard [158] which will be discussed in more detail. Surprisingly, in spite of the
success of the three compartment model the version in use commercially continues to
utilise 9 compartments [159].
The VPM was developed by Yount et al. on the basis of the gelatin experiments
[94, 160]. The premise of the model is that a population of bubble nuclei exist within
tissues. These nuclei are surrounded by skins of amphiphilic molecules; which, as the
bubble radius decreases, become more tightly packed eventually becoming imperme-
able to gas exchange. At this point the bubble is effectively stabilised against further
dissolution, ( the majority of the time the VPM operates in the permeable region, im-
permeability is only reached at ⇠8 atm). The distribution of bubble nuclei is assumed
to be exponential.
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Figure 2.6: Pressure schedule with specific pressures indicated
N = N0e rmin/b , (2.3)
where N is the number of nuclei with radius greater than or equal to rmin, N0 is the
total number of nuclei and b is the slope factor. When a supersaturation is applied to a
distribution of bubble nuclei only bubbles with a radius greater than the critical radius
rc will grow into microscopic bubbles.
rc >
2g
pss
(2.4)
where pss is the supersaturation pressure (see Figure 2.6), g is the surface tension
and rc the critical radius. Hence, for any applied supersaturation, the number of bubbles
which will nucleate into microscopic bubbles is given by.
Nactual = N0e rc(t)/b , (2.5)
Where rc(t) is the number of nuclei at time t to have a radius equal to or greater than
the critical radius. VPM also assumes that a certain number of bubbles Nsa f e can be
tolerated by a diver indefinitely, and that the number of bubbles may exceed Nsa f e for a
short period of time without any ill affects. Once bubbles have nucleated their volume
inflates in proportion to pss; VPM attempts to prevent DCS by keeping the volume of
gas below a critical volume Vcrit , which is calculated by
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Z t
0
Pss(t)(Nactual Nsa f e)dt  kVcrit (2.6)
k is the constant of proportionality.
As can be seen, the growth dynamics of nucleated bubbles are highly simplified,
most of the analytical effort is in calculating how the radial distribution of the bubble
nuclei changes on the basis of the dive profiles compression and saturation pressures.
To begin the algorithm values are picked for the initial minimum radius rmin0 ,g ,gc the
crumple compression of the molecular skin, the time constant tr over which bubble
nuclei will regenerate and l which describes the amount by which the number of bub-
bles Nactual can exceed the safe amount Nsa f e. Given a pressure increase from P1 to
P2, where the nucleus remains in the permeable region, the new nuclear radius can be
calculated by
1
rmin1
=
1
rmin0
+
P1 P2
2(gc  g) (2.7)
Nuclear regeneration then occurs during the profile saturation time see Figure 2.6,
and results in a nuclear radius r(tR). After nuclear regeneration a decrease to a pressure
p f is calculated which will just probe the originally set rmin0 .
pss = 2
✓
g
gc
◆✓
gc  g
r(tR)
◆
(2.8)
Given this pss (pss = ps  p f ) a decompression profile is calculated, and provides
a decompression time tD. The integral in 2.6 can be re-written using tD as
kVmax = (Nactual Nsa f e)pss(tD+H/ln(2)), (2.9)
where H is the tissue half time, and Vmax is the volume of gas evolved. A new value for
pss (pnewss ) can then be calculated from
pnewss =
kVcrit
(Nactual Nsa f e)(tD+H/ln(2)) , (2.10)
pnewss will be a more aggressive decompression causing bubbles of a smaller r0 to be
excited rnew0 . This process is done iteratively until the volume Vmax differs from Vcrit by
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a tolerated amount [161].
In the same way as the LE algorithm, the VPM models a diver as a series of com-
partments, 12 in this case, each compartment has a different tissue half time; the rate
at which the tissue accumulates gas is given by the Schreiner equation [162], or an ex-
ponential Haldane equation. In contrast to the LE model the VPM uses bubble volume
as the key predictor of DCS. In the originally formulated VPM this was not the case,
bubble numbers were used to predict the DCS probabililty. This approach was able to
predict gelatin experimental results as well as the morbidity of fingerling salmon[163],
rats and humans [164] for a limited set of pressure profiles. However, when full op-
erational dive tables were created there was seen to be a large deviation from current
diving practice, with many profiles having overly conservative decompression times.
This led to the development of the critical volume criterion [161] as well as the in-
clusion of a Boyle’s law contribution to the bubble growth [162]. This updated VPM,
(VPM-B) produced total decompression times more in keeping with tables calculated
from the LE algorithm but with a shift towards deep stops [14].
Models which explicitly simulate bubble dynamics within tissues have also been
of significance in the DCS literature. These models have been generalised to either
two or three region models [4], depending on how a tissue with a bubble is described.
As shown in Figure2.7 a two region model considers only a well stirred tissue with a
bubble within it, where as a three region model considers a well stirred tissue, a bubble
and a diffusion limited region directly surrounding the bubble. Two region models are
discussed here in the context of the van Liew model, whilst three region models are
typified by the Gernhardt model [165] and later the Gerth and Srinivasan models [166].
The model of Van Liew [167, 158, 168] was developed to investigate diffusion
limited bubble growth in perfused tissue with a focus on the effect bubbles would have
on the off gassing of the tissue. The model assumed a single spherical bubble centred
within a unit of tissue that was unstirred but had uniform perfusion; all points in the
tissue were subject to a diffusion law with a sink/source term. This enabled the effects
of increased perfusion to be modelled without explicitly modelling a blood region. The
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diffusion region
perfusion region
bubble
= well stirred region
Figure 2.7: Two and three region models as described by [4]
equation of radial change for the bubble was given by
dR
dt
= LtD
✓
1  ptissue
pbubble
◆
(l + 1
R
) (2.11)
l = (LbkQ˙/atD)
1
2 (2.12)
where L is the solubility of nitrogen in blood or tissue, kQ˙ is the effective blood flow,
D is the diffusion coefficient, bubble pressure is given by the Laplace equation and
the pressure in the tissue was based on the rate of perfusion and the rate at which gas
diffused into or out of the bubble [168]. This model could be either diffusion or perfu-
sion controlled depending on the value of k. Van Liew used the model with a variety
of tissue volumes to simulate tissues with differing bubble densities. This model pro-
duced an effect known as clamping, where bubbles stopped growing after an initial fast
growth phase and tissue desaturation became approximately linear. Clamping occurred
as during the initial fast growth phase a bubble will deplete the immediately surround-
ing tissue of gas, creating a zone of depletion which is almost in equilibrium with the
bubble. When there are many bubbles in the tissue the entire tissue becomes depleted
and the gradient to drive inert gas into the blood stream is greatly reduced. The effect
occurred for both high bubble densities and slow gas wash out times. Through changes
in the bubbles/ml and tissue half-times t1/2, bubble dissolution time and max radius
varied greatly, (⇡ 50 mins and 100µm for 105/ml with t1/2 = 5 mins and up to 2.5
days and 300µm for 102 /ml and t1/2 = 360 mins) [158]. Bubble numbers ranged from
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102-106 bubbles/ml in these simulations. Estimation of the densities and initial sizes
were based upon Yount’s gelatin model which reported between 2-2000 bubbles/ml,
crude estimates from Daniels [73] in the thousands of bubbles/ml and Kislyakov et
al.[169] reported values of 109 bubbles/ml. Van Liew and Burkard also extended this
model to multiple gases [170]. Validation of the model was done by predicting the
dissolution time of bubbles in saline and for the dissolution of gas pockets injected
subcutaneously in rats [171, 149]. The saline measurements found a systematic error
whereby the model under estimated the dissolution time by 30%. By contrast to the
maximum likelihood approach, van Liew’s approach to parameterisation was to use
values for solubility, blood flow, diffusivity, etc from the physiological literature and
to modified them only within an accepted physiological range. Although this model
was not directly used to predict DCS, the clamping effect found here was crucial in
the inception of the linear desaturation mode of the LE1. Although this model de-
scribed multi-bubble behaviours, bubble-bubble interaction was never considered. The
tissue:bubble volume ratio is altered to simulate higher or lower bubble densities but
gas transfer only occurs between tissue and bubble and tissue and blood, with no direct
bubble-bubble or tissue-tissue diffusion. For high bubble densities it would be thought
that bubble-bubble interaction would significantly alter overall gas transfer and bubble
dynamics.
The model of Gerhart [165], described the bubble tissue system in three regions,
the bubble, the perfused and well stirred tissue compartment and a well defined diffu-
sion region surrounding the bubble. The bubble radial change is given by,
dR
dt
=
LtDb
⇣
1
h +
1
Ri
⌘
(Pt Pi)  R
3
i dPamb
dt
Pamb+ 4s3Ri +
8p
R3i M
(2.13)
Where L is is the solubility of nitrogen in the tissue, Db is the diffusion coefficient
of nitrogen through the bubble surface, h is the thickness of the bubble surface andM is
the tissue bulk modulus of elasticity. The model assumed that region 3 which provides
the boundary conditions for the diffusion region, was perfusion i.e. well stirred with the
concentration of the entire of this region depending only on the rate of perfusion. The
parameterisation of the model was based on the coincidence of the maximum bubble
radius with symptomatic onset of DCS, and used logistic regression on a data set of
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approximately 6500 dives to set parameter values. Major differences between this and
the van Liew model were the introduction of tissue elasticity which acted on the bubble
surface, as well as the concept of the diffusion shell which surrounded the bubble. In or-
der to achieve the time delay in the onset of DCS symptoms this shell had a far smaller
diffusion coefficient (⇡ 10 12m2/s) than actual tissue (⇡ 10 9m2/s). These two mod-
els were combined in the bubble volume model (BVM) developed by Gerth [172].
This used the two region equations of van Liew with the tissue elasticity term from
Gernhardt. BVM parameters were optimised via the maximum likelihood method, on
the same data subsample used to optimise the the Linear Exponential Model. It was
shown that the BVM model with three compartments performed on a par with the LE1
model. However the parameter optimisation led to some non-physiological values for
the diffusion coefficient and bulk modulus. The authors acknowledged that this may
be indicative of an incorrect underlying model, or of mislabeling parameters, this will
be discussed in more detail in Chapter 3. Although the BVM predicts similar p(DCS)
and total decompression time to the Linear Exponential Model; it requires a different
distribution of stop depths, with deeper stops prescribed by the BVM. During a large
controlled manned trials of deeper stops profiles prescribed by the BVM a significantly
higher incidence of DCS was found for the BVM compared to the LE1 (11 DCS/198
dives for deep stops, 3/192 for shallow stops) [173]. However the VPM which also
prescribes similar deep stops continues to be widely used in the recreational industry,
particularly by those diving using trimix gases [14].
Development of explicit bubble dynamics models has continued over recent years
with much focus on the nature of Gernhardt’s diffusion shell surrounding the bubble.
This diffusion shell is considered to be an region of tissue immediately immediately
surrounding the bubble, which is unstirred (i.e. gas transfer occurs by diffusion only),
which has a very low diffusion coefficient. Investigation into differences between two
and three region models were carried out in a series of papers [4, 166, 174, 175, 6].
Comparison of a three region fixed thickness diffusion shell and van Liew’s two
region model [4], concluded that the two region model was only mathematically appro-
priate for infinite tissue volumes with transformation of parameter values. The authors
concluded that three region models were a preferable research avenue. Investigations
into the diffusion shell were continued with diffusion region thickness and diffusion
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coefficient analysis being carried out [166, 174]. These showed that use of a con-
stant thickness diffusion region violated Henry’s law. A further paper on the model
examined the extension of the model to multi bubble simulations where competition
for dissolved gas occurred but no mechanical interaction of bubbles could take place
[175]. These models have no direct experimental validation, and are not commercially
used to predict DCS risk through any hazard function.
The most recent tissue bubble model has been that of Hugon et al. [176], who
developed a model of bubble dynamics within a joint. The joint was modelled as two
compartments both of which are well stirred and therefore perfusion limited. These
two compartments exchange gas by diffusion and perfusion. In the model only one of
the compartments is considered to generate microbubbles which nucleate according to
Yount’s nucleation model. Their growth is governed by dynamics similar to van Liew
and Srinivansan. Parameterisation of the model was a particular focus and again total
gas phase volume was used as the model output which indicated DCS risk. Using risk
data base from COMEX, parameter optimisation led to two parameters sets both of
which were within a realistic physiological range. The authors conclude that this was a
validation of the underlying mechanical model.
In addition to extravascular tissue bubble models, vasculature bubble models are
also found in the DCS literature. Chappell and Payne’s model [177, 178, 179, 180, 181],
focused on nucleation of bubbles from crevices in the endothelium wall and their sub-
sequent growth and detachment. The effect of the crevice geometry was investigated
as a means of bubble stabilisation. The interaction between vascular and extravascu-
lar bubbles was also considered in the model with diffusion between the tissue to the
crevice bubble occurring. The tissue gas saturation was modelled using the three re-
gion extravascular tissue modelled of Srinivansan and Gerth [4]. Parameterisation of
the model was hampered due to the lack of experimental evidence particularly regard-
ing contact angles. In general physiologically realistic parameter values were used
however low surface tensions were needed for consistent bubble release at moderate
dive profiles [178, 177]. This work is of particular interest with regard to validation
as it offers the possibility of a direct validation of the model output against vascular
bubble load measured with ultrasound.
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2.4.2 Parameterisation and validation
Several validation and parameterisation techniques have been discussed in the models
above, these can broadly be categorised as models with validation against DCS symp-
toms and time of onset, or direct validation of model outputs. Parameterisation is a
problem bound with validation as parameter values whether fixed or optimised may
give an indication of the model’s validity.
Prediction of DCS and validation against data from human divers is clearly essen-
tial for any operational dive algorithm, and represents the ultimate goal of any DCS
model, however there are certain disadvantages to this method, particularly if it is ap-
plied prematurely to a complex bubble model. Prediction of DCS incidence is normally
done via the maximum likelihood approach with a hazard function discussed previ-
ously. Although this approach is immensely powerful given that the mechanism(s) by
which bubbles cause DCS are unknown, the form of the hazard function is not a trivial
decision. Tikuisis and Gault considered various forms of the risk function [182] with
discussion regarding the mechanisms of bubble injury suggested by each. A volumetric
hazard function is indicative of tissue displacement being the cause of DCS, whereas
a biochemical mechanism is more appropriately modelled by an R2 hazard function.
Interestingly the authors found an R4 risk function gave the best fit to the same dive
data used to optimise the LE1. This is not readily interpretable but could suggest a
combination of mechanisms contributing to DCS. One of the key problems of the haz-
ard function is that it may confound validation of the underlying model. If a model fits
poorly with the data set or the optimised parameter values are far outside physiological
limits, it cannot be known with certainty if the underlying model is incorrect or the haz-
ard function has been formulated on an inappropriate model output. This is a particular
problem if there is no independent validation of the underlying mechanistic model. The
second problem for such an approach is that the model optimisation is highly dependent
on the data set used to calibrate the model. Such data sets rely on the careful collection
of dive profiles and on precise recording of the DCS incidence. Such data sets are dif-
ficult to acquire and are largely held by various military bodies. This inevitably skews
the data as individuals will come from a much more restricted population in terms of
age, sex and physical fitness than the entire recreational diving community. In addition
how such data is subsetted can have a great impact on the p(DCS) calculated. In a
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re-analysis of the LE1 model and the dataset used to optimise it, van Liew and Flynn
[183, 184], subdivided the data into a compendium where saturation dives, repetitive
dives and non-air dives were separately considered. This analysis showed that the in-
clusion of even a small number of saturation dives in the data subset vastly increases
the total decompression time for all dives. The report suggests that careful selection of
calibration data is essential in correctly predicting the p(DCS).
Direct validation of bubble models overcomes the two problems described above.
Direct validation may be in the form of in vitro models or in the measurement of a
direct model output such as gas kinetics [185]. This type of validation allows individual
aspects of a model to be validated and in the case of the in vitro validation creates a more
controllable system. Once validity of the underlying model is demonstrated, the power
of such models to provide insights into the mechanism of DCS is greatly improved,
and it can be argued that this should be an essential step in the construction of any new
model prior to optimisation or calibration with DCS symptoms.
The modelling and measurement of VGE provides an interesting prospect for val-
idation. As previously discussed, there is no clear correlation between VGE and DCS,
but there is a general consensus that VGE may be an indicator of decompression stress.
As the technique is already widely used there are many large data sets available, with
an increase in quantity and quality of the data likely as the technology progresses.
Although such models have great potential, much of the vascular bubble dynamics is
dependent on the tissue gas kinetics. Vascular bubble models must therefore have inde-
pendently well validated extravascular bubble models, if they are to be validated against
ultrasound data.
A final point to note from the above modelling review is the lack of models which
incorporate biological responses. For example no immune responses, such as platelet
aggregation or cellular apoptosis are modelled despite good experimental evidence of
their coincidence with DCS. This is largely due to a lack of data with which to param-
eterise such models and an incomplete understanding of the mechanisms. This is an
area in which there is great potential for DCS modelling to be applicable to therapeutic
bubble usage. Such models could be used to generate new hypotheses which could in
turn develop a better understanding of the field and focus experimental research.
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2.4.3 Modelling summary
A variety of DCS bubble models have been discussed and their validation and pa-
rameterisation methods compared. Within the bubble models, several areas of con-
tention and possible further research have been identified, such as the diffusion shell
surrounding the bubble and the direct mechanical interaction of bubbles. In addition
two approaches to parameterisation have also been seen, either to fix parameter values
at known physiological values, or to allow parameters to be optimised on larger data
sets. The former of these requires direct validation of the model whereas the latter is
often used as a measure of validity itself. It is argued that direct validation of bubble
models is an essential part of any model development. In vitromodels provide not only
this direct validation capability, but also a more controllable test system. Once a ba-
sic model is validated it may then be used as a tool to investigate the mechanisms by
which bubbles may cause DCS. In vivo testing, potentially using VGE measurements
will clearly remain an important part of commercial dive algorithm development, how-
ever, the paucity of data regarding the mechanisms by which bubbles cause DCS, and
the difficulty in parameterising the underlying models remains a great challenge in this
field.
2.5 Conclusion
This chapter has summarised the current understanding of the role of bubbles in causing
DCS and the techniques used to investigate the underlying mechanisms.
The main challenge remains the unknown link between bubble formation and
DCS. Although there is good evidence that bubbles are involved in DCS there is no
simple correlation. Using bubble volume or another bubble characteristic as a means
of predicting DCS risk is therefore ineffective. This in turn leads to problems with the
validation of computational models. Without a mechanistically defined link between
a given bubble feature and the incidence of DCS, there can be no validation of the
underlying bubble models. Such a link can only be provided by quantitative exper-
imental work that can probe bubble dynamics and cellular responses in a controlled
manner. The literature review carried out here has revealed a scarcity of such evidence
currently. One approach is to use a biomimetic in vitro system, that can provide both
the cellular response and bubble dynamics; as such, this type of system thought to be a
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highly worthwhile research avenue in this field.
Chapter 3
Experimental system design and build
The aim of this chapter is to descibe, justify and show the limitations of the designed
experimental system. This system consists of a type I collagen hydrogel, within a small
pressure chamber, which provides real time optical access to bubble dynamics within
the gel. Chapter 2, highlighted the need to understand the role of extravascular bubbles
in DCS and provide parameterisation for dive algorithms. The difficulties associated
with these needs were partially shown to be due to the scarcity of quantitative experi-
mental evidence. This chapter will begin by discussing the appeal of the collagen type
I gel as the in vitro model as well as the limitations of the gels. The second half of the
chapter will then describe the design and function of the pressure chamber.
3.1 Collagen gels as in vitro models
3.1.1 Collagen in vivo
All tissues within the body are made up of a cellular and an acellular component. The
acellular component is known as the extracellular matrix (ECM); it provides the me-
chanical stability of the tissue as well as a scaffold onto and through which cells attach,
migrate, signal and proliferate. The ECM is a mesh of fibrous proteins, predominately
collagen of which there are 28 types; and smaller proportions of a host of other matrix
components which are tissue specific. For example elastin in arterial walls, hydroxyap-
atite in bone and basal laminin in endothelial walls. The ECM mesh is permeated by a
ground substance, which is a gelatinous mixture of water stabilised by macromolecules
known as proteoglycans. These proteoglycans are highly hydrophilic allowing the re-
tention of large amounts of water within tissues, up to as much as ⇠ 70  80% for
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cartilage and ⇠ 60  70% for other connective tissues [186]. The variation of ECM
proteins, macromolecules and water content amongst tissue types confers a variety
of mechanical properties; for example, it is the high water content of cartilage that
provides the resistance to compressive stress [187]. These mechanical properties will
affect bubble dynamics through the pressure the deformed tissue exerts on the bubble
as it grows. In addition, the air-liquid interface which the bubble provides acts as an
attractor for hydrophobic molecules which may be present in the ECM, this can lead to
conformational changes in proteins containing hydrophobic motifs. The cellular pop-
ulation of the tissue maintains the tissue specific ECM as well as performing many
other functions. The cellular component of a tissue may effect or be affected by bubble
dynamics in numerous ways: Cells exert mechanical forces on the ECM and in doing
so can cause anisotropies which may mechanically affect the growth of a bubble; the
metabolism of oxygen by cells creates an oxygen and carbon-dioxide gradient within
the tissue known as the oxygen window, this can affect the rate of gas dissolution into
and out of a bubble. Cells may also respond to the presence or nucleation of bubbles
and this response may be of crucial importance in understanding the pathophysiology
of DCS, in particular there is evidence that the permeability of endothelial cells is af-
fected by the presence of bubbles [188]. With such a myriad of potential interaction
it is essential to have an in vitro model which supports a cellular component, within a
relevant ECM.
3.1.2 Collagen production, extraction and the creation of hydrogels
Collagen is the most abundant protein in the body, making up approximately 30% of the
ECM. Within the superfamily, collagen type I (COL1) is the most common form [189].
COL1 is initially formed intracellularly as single collagen molecules with a triple a
helical structure. These are secreted into the extracellular space and the C-N terminals
are cleaved enzymatically forming tropocollagen.
Tropocollagen molecules self assemble to form collagen fibrils with a periodicity
leading to distinctive D-banding. In vivo the molecules of the fibril are cross-linked
through the hydroxylysine and lysine residues or disulphide bridges. Fibrils are further
bundled into collagen fibres [190]. The mechanical properties of a tissue are affected
by the length and diameter of fibrils as well as the packing and orientation of the fibres.
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Collagen hydrogels are formed by extracting tropocollgen from animal tissue with
high collagen content: typically tendon, skin or tail. Prior to self-assembly and cross-
linking tropocollagen monomers are acid soluble and can be extracted by weak acetic
acid and stored at pH 1-2 and 4   C without self-assembly occurring. To form a hy-
drogel the pH is increased to 7 and the temperature raised. Fibrilogensis occurs as the
molecules self-assemble, forming a solid gel over approximately 10-15 mins. Cells can
be incorporated by the addition of a cell suspension during the small time window after
neutralisation but prior to fibrilogensis.
3.1.3 Comparison to native tissue and other models
Although the in vitro formation of hydrogels leads to fibrils with the same D-banding
seen in vivo [191] and excellent cellular survival and attachment; hydrogels differ from
native tissues in several ways.
The most pronounced difference is in the water content; in mature tissue the pro-
portion of acid soluble tropocollagens is <10% and this decreases with age. This low
concentration limits the collagen content of a hydrogel to typical values of <1%. In
addition to the low collagen content, the self assembly process in vitro is driven en-
tropically rather than enzymatically meaning cross-links between fibrils are not formed
[191]. The combination of the low collagen content and the lack of cross links lead
to the poor mechanical stability of hydrogels compared to native tissue. Techniques
to address both these problems have been thoroughly researched and a number of so-
lutions are available. Plastic compression, [192] is a technique which removes excess
water from the hydrogel thereby increasing the proportion of collagen and subsequently
the mechanical properties without significantly affecting cellular survival [193]. Cross
links can also be formed through several mechanisms. Rich et al. [191] showed that
the introduction of riboflavin to the hydrogel prior to fibrilogensis and UV-light expo-
sure post fibrilogensis caused the formation of cross links and increased the mechanical
strength [191]. A disadvantage to this technique is the cytotoxicity associated with ri-
boflavin. A different approach which maintains biocompatibility is extraction of cross-
linked collagen from the native tissue to form a blended gel [194]. The pre-crosslinked
or polymeric collagen is insoluble in acetic acid but can be extracted into a stable sus-
pension by the addition of Ethylenediaminetetraacetic acid (EDTA) which destabilises
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the collagen fibril [194]. Using this technique a suspension of cross-linked polymeric
collagen mixed with acetic acid dissolved monomeric collagen can be made into a hy-
drogel, that has been shown to have increased Young’s modulus whilst maintaining
biocompatibility [194].
Collagen hydrogels have been used extensively within the tissue engineering field
for many years [195]. Their efficacy in this field is largely due to excellent biocom-
patibility, the conservation of collagen across species and the control over cellular be-
haviour which can be engineered. For example, endothelial cells can either migrate
through a collagen gel and form sheet-like structures with apical and basal polarity;
or form small capillary like networks within the gels, with the removal or addition of
basal laminin [196]. Collagen gels seeded with smooth muscle cells and under uni-
axial strain will remodel the collagen aligning it and forming myotubes which exert
measurable contractile forces [197]. Tendon and nerve models have also been devel-
oped in which cells show significant remodelling of the surrounding matrix into more
biomimetic structures [198, 199]. There is also data available on cellular metabolism,
migration and proliferation, which is useful for the incorporating cellular dynamics
into computational models of bubble dynamics and potentially, into dive algorithms
[195, 200].
Other in vitro models have been used in the field of DCS as outlined in Chapter
2. Where the collagen gel improves upon these models is the increased complexity that
can be achieved by comparison to gelatine or agarose models. This complexity is both
in terms of the mechanical structure, by the introduction of cross-linked collagen or the
plastic compression, as well as in the complex cellular structures which can be formed
within the collagen gels. The major advantage of using such a model by comparison to
an in vivo or ex vivo model is the level of control that can be exerted over mechanical
and biological parameters. In a condition as complex as DCS it is vital to ensure that as
the complexity of the computational models is increased, there is systematic validation
of each step. Collagen gels provide the ability to increase the in vitro complexity (upto
a certain limit), in line with development of computational models and thereby enable
direct validation of the computational model through its development. This is a unique
and incredibly important asset within the DCS field. To date there have been no models
which offer this level of control coupled with the potential to bridge the gap between the
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study of bubble dynamics based on physical parameters and those based on full animal
scale biological parameters. It is worth mentioning that the in vitromodelling approach
also reduces the amount of animal models that are needed, this not only reduces the
cost of experimental work, it is also in line with the current government Reduction,
Replacement and Refinement policy on the use of animal studies in the life science.
3.2 Approaches to chamber design
The second part of this chapter now discusses the design, development and testing of
the pressure chamber system. This system must apply a preset pressure profile to a
collagen gel whilst, allowing the realtime measurement of bubble dynamics. Chambers
with similar design requirements have been used to investigate cellular dynamics under
high pressure, as well as gels, rubbers and polymers in the DCS and industrial fields.
From this literature three design approaches are apparent.
The first approach is to design a chamber which fits under a conventional micro-
scope; the sample within the chamber is imaged through optical windows in the top and
bottom of the chamber. This microscope compatible chamber, allows one to utilise a
microscope of choice, and consequently benefit from the optimised optics. The cham-
bers of Ellis et al. [201] and more recently by Nishiyama et al. [202] are of this design
and both make used of high numerical aperture (NA) lenses to image cellular dynamics
at high resolution. Other potential imaging modalities such as fluorescence and confo-
cal microscopy are also possible with such a chamber design, for example the chamber
of Wang et al. [97] which was designed to be compatible with a confocal microscope.
Although such chambers can provide the high resolution needed for single cell dynam-
ics, the physical dimensions of the chambers are often restricted by the microscope
body and or the optical requirements. The need to have samples within the working
distance of the objective lens, is often more restrictive than the need to fit the entire
chamber between the microscope stage and objective lens (or stage and condenser if
an inverted microscope is used). By careful selection of window material 2D cell cul-
tures can be imaged to a high resolution in such chambers [203, 204, 205], however,
to image through the depth of a moderately sized collagen gel (thickness ⇠4mm), an
objective lens with working distances > 6 mm would be needed. Lenses with high NA
and long working distances are difficult and expensive to obtain, increasing the build
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cost of such a chamber.
The second approach is to build a chamber large enough to contain the sample
or multiple samples and modify existing microscopes or create new optics to allow
for imaging [124, 206]. The chamber of Yount et al. [2] allowed four samples to be
simultaneously decompressed, however the resulting imaging is of much lower reso-
lution than microscope compatible chambers. In addition if one is to take advantage
of having multiple samples, optics must be arranged to capture data from all samples
simultaneously.
The final approach is to use a commercially available hyperbaric chamber and put
microscopy equipment within it, as has been done by D’Agostino et al. [207]. This
approach is only suitable for those with access to such a facility and the cost of using
such chambers makes it prohibitive to many researchers.
For this work the decision to create a microscope compatible chamber into which a
single collagen gel sample could be placed and pressurised was made. The microscope
available for the work was a Nikon Diaphot inverted phase contrast microscope, with
the highest resolution lens being a Nikon Plan Ph2 X20/0.4 DM ELWD- WD 6 mm
N.A. 0.4.
Another crucial design decision was whether perfusion of the chamber would be
used. Perfusion at high hydrostatic pressure is used in several of the chambers men-
tioned above [203, 204, 97, 202]. Incorporating flow helps to maintain cell viability
and stable temperature. For a collagen hydrogel, flow would not be needed to ensure
viability of the cells over the length of a simulated dive [200]. Inclusion of such a
system dramatically increases the complexity and cost of the design, and so was not
included for this work. However the chamber is designed in such a way that should
perfusion be required at a later date there is sufficient space in the chamber body to
allow for these modifications. The final requirements for this chamber based on the
literature and planned experiments were as follows:
1. A maximum pressure limit of 145 psi, equivalent to ⇠100 m of sea water.
2. The rate of pressure increase and decrease must be controlled electronically to
allow for pre-set dive profiles to be specified.
3. The ability to maintain cell viability for the duration of the experiment and be-
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Figure 3.1: (Left) An exploded view of the pressure chamber components from the final CAD
design, (Right) the final chamber with the base plate removed to show the window,
o-ring and inner sample holder
yond - the chamber must permit autoclaving, have temperature control and con-
tain a single sample surrounded by culture media.
4. Optical access during the pressure profile with an adequate level of resolution
and field of view. This necessitated that the full sample should be within 6mm of
the objective lens.
3.3 Pressure chamber description
3.3.1 Chamber body
With the requirements set out above and similar designs from the literature reviewed,
the chamber design could proceed. Figure 3.1 shows the final designs of the chamber
body and the chamber itself disassembled with an additional sample holder. Computer
assisted design (CAD) software is an essential tool in the design of such a system, in
this case AutoCAD inventor 2012 was used. The use of CAD software not only helps
ensure accuracy but also facilitates design development. In this case exchange of CAD
designs with industry enabled modifications to the chamber body to be compatible with
industrially available components for the pressure and temperature control systems.
Fabrication of the chamber was by the IBME workshop in the University of Oxford.
The material choices for the chamber were made with both engineering and biological
requirements in mind. The chamber body was fabricated in stainless steel with all other
fittings selected to allow for the entire chamber to be autoclaved facilitating cell culture.
As the design progressed an inner sample holder was added to allow more culture
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Figure 3.2: The clamped (top) and unclamped (bottom) configurations for pressure window
design
media to be introduced to the chamber without damaging electrical components. This
also enabled sterilisation by autoclaving only the sample holder and lower window,
extending the life-time expectancy for the remaining components.
As has been discussed the main constraints on the chamber height came from
the optical requirements; the outer chamber diameter was selected to ensure sufficient
space for the gas inlet, pressure transducer and thermocouple. Additional space on
the outer circumference also allowed for potential additions or modifications to the
chamber such as additional windows, oxygen monitoring or perfusion. Designing with
potential future work in mind extends possible uses of the chamber whilst keeping the
initial fabrication cost lower.
3.3.2 Window design
In designing the window it is important to account for both the pressure and optical re-
quirements of the system. The material chosen for the window was sapphire glass. Sap-
phire is of particular use in pressure windows as it has both a wide optical transmission
range 180-4500 nm [208] and high apparent elastic modulus making it ideal for optical
requirements where window thickness is crucial [201]. There are two possible con-
figurations for windows within pressure chambers, clamped or unclamped Figure3.2.
The clamped configuration requires windows to be secured without any possible mo-
tion at the clamped edges, in order to do this a glass cement or epoxy is needed. The
unclamped configuration allows for a soft gasket to be used such as an o-ring, to be
used to provide a seal. The pressure the window is capable of withstanding is found by
[209],
t = D
r
SFKP
4Fa
(3.1)
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Figure 3.3: Bottom: cross-sectional view of the chamber, dimensions are shown in millimetres.
Top left: Enlarged view of the O-ring seal showing the dimension of the O-ring and
the groove. Top right: Plan view from the lid the six screws are used in both the
top and bottom plate. The inner sample holder is not shown
where t is the thickness of the window, D is the unsupported diameter, SF is the safety
factor (13 was used), K is a constant that is either 0.75 or 1.125 depending on the
mounting used [210]; P is the pressure difference across the window, and Fa is the
apparent elastic modulus, (45000 psi for sapphire glass as given by Edmund optics.)
The glass used was a circular sapphire glass window, diameter 25 mm thickness
2.3 mm. This thickness allows for a maximum unsupported diameter of 25 and 21 mm
for clamped and unclamped respectively.
An unclamped configuration for the chamber window was chosen to avoid the
need for specialist epoxy sealing. Instead an O-ring seal was chosen, and groove di-
mensions were designed from industrial specification for static sealing [211] Figure
3.3 shows the dimensions of the O-ring grove in more detail. As mentioned above the
unsupported diameter for this configuration was 21 mm, however this did not allow
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Figure 3.4: Diagram of the equipment setup
sufficient space for machining of the O-ring groove. A final size of a 16 mm window
opening was chosen; this provided the required space for the O-ring groove, created
inner dimensions large enough to allow the entirety of a gel made in a 48 well plate to
be viewed, and allows for a theoretical pressure differential of 254 psi.
3.3.3 Temperature and pressure, control and monitoring
In addition to the chamber body, control systems for temperature, pressure and imaging
were designed, Figure 3.4 shows a diagram of the complete set up.
3.3.4 Pressure control
Air pressure within the chamber was electronically controlled through Labview; either
via an interface for a pre-set pressure profile or an interface which provided real time
control.
The hardware used to control pressure were an electronic pressure regulator
(QVP1) and separate transducer (DSX) both from Proportion-Air. The pressure reg-
ulator was calibrated from 0-145 psi ±0.02%. A 4-20mA signal provided through a
CompactDAQ Chassis and output chassis (National Instruments NI 9265, cDAQ-9171)
was used to set the pressure. This particular regulator was chosen as it has a closed loop
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system with its own internal pressure transducer to prevent fluctuations in pressure as
a result of small leakage or temperature fluctuation. As the chamber volume was small
(3.5 ml) it was suggested by the manufacturers that oscillating pressure waves within
the chamber could occur affecting the specified accuracy and reliability. To monitor
this potential problem a separate transducer was mounted directly to the chamber to
provide an independent measure of pressure within the chamber. In the testing phase,
it was shown that the chamber held pressure over a 5 hrs time period at 130 psi with no
systemic loss in pressure. The low pressure limit and temporal response of the chamber
were also tested. Figure 3.5 shows a pressure profile designed to test the lag time and
possible oscillatory behaviour of the system. As can be seen from the lower left panel,
there is an initial lag in the pressure response of the system. This is due to the initial lag
time in filling the chamber and connective tubing. It can also be see that the pressure
measured at the transducer is systematically slightly lower than that inputted. This was
tested over a wide range of pressures and is always seen to be the case. In general this
discrepancy is seen to be approx. 0.5psi. Despite further investigations, the source of
the discrepancy was not determined, and given that it constituted only a maximum of
1.25% error in maximum pressure it was decided that this was within the acceptable
limit.
Oscillatory behaviour can also be seen in the lower right panel of Figure 3.5. With
each reduction in input pressure there is a small oscillation in the measured output
which is damped in <5 seconds. It was suggested by the manufacturer that longer inlet
tubing would help correct for this problem by increasing the overall chamber volume;
however this would be at the expense of an increased lag time.
Although there are some limitations with the pressure control system, most of
these limitations would be unimportant for the dive type profiles the chamber was de-
signed to mimic. Indeed, despite its limitations the chamber will follow a given pres-
sure profile far more closely than a diver would be able to. It was therefore decided not
to modify the pressure control system; but for profiles where the pressure limitations
could influence results, the recorded pressure profile from the transducer rather than the
input profile would be used for analysis purposes.
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Figure 3.5: Showing a comparison of input and output pressure profiles. The bottom left shows
the initial lag phase of the chamber filling.The lower right graph shows the oscilla-
tion associated with pressure changes.
3.3.5 Temperature control
The temperature control of the system was also set-up with one closed loop system con-
trolling the temperature surrounding the chamber (Nikon) and a second system to more
accurately monitor temperature within the chamber via a T-type thermocouple with
Conax feed through assembly (Techni-measure UK). Samples were stored at 37 C and
the chamber was heated prior to sample transfer. Once the chamber and sample were
assembled temperature was continuously monitored throughout the experiment. The
closed loop heating system was able to keep the ambient air pressure measured within
in the chamber stable over the period of the experiments other than during fast decom-
pressions. Figure 3.6 shows the change in the air pressure and associated temperature
change within the chamber. The temperature change is approx. 0.5 C and the temper-
ature recovers to the original pressure within 30 secs. Given this small change and the
quick recovery it can be assumed that there would be no temperature variation within
the gel and media which have a combined volume of 0.8 ml. Ideally the thermocouple
would be used to measure the temperature of the media surrounding the gel however,
in early trials it was found that bubbles tended to nucleate from the thermocouple.
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Figure 3.6: Showing the temperature fluctuation of the air inside the chamber associated with
the decompression from 80 psi over
3.4 Image analysis techniques
Acquisition of time lapse images was done using a Nikon Diaphot inverted phase con-
trast microscope and camera (Hamamatsu C4742-95-12G04). HCL live imaging soft-
ware was used to acquire images, with subsequent analysis being carried out in a com-
bination of ImageJ and Matlab. The accuracy of the imaging was dependent upon the
objective lens used in during acquisition. The lowest resolution lens enabled the largest
area of gel (most bubbles) to be imaged and was therefore the most widely used. To
determined the accuracy of bubble radii measurements repetitive images of the sample
holder that had a known width of 1.5 mm were taken and measured manually. The
standard error of the measurements was 0.005 mm, where one pixel of the image cor-
responded to a length of 0.007 mm. 0.007 mm constituted an absolute resolution limit
for radial measurements and was also the smallest bubble that could be identified in a
manual count of bubble number. However, it was found that the smallest bubble that
could be reliably identified by the ’analyse particles’ routine was an area of 0.001 mm2
(radius of 0.0178 mm).
Analysis of bubble dynamics from time-lapse imaging was performed with one of
three different techniques: 1) manually tracing individual bubbles in ImageJ (Fiji). 2) a
semi-automated analysis using Image J to segment and find the area of well separated
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bubbles, then Matlab to create time-course for each bubble. 3) counting of bubbles in
sub-sectioned areas of samples.
The choice of analysis method was largely based on the quality of the image and
the number and distribution of the bubbles. For samples in which a small number of
bubbles nucleated and bubbles were largely well separated the semi-automated analysis
could be used, and manual counting of all bubbles in the gel could be easily achieved.
However, for samples in which there was a high proportion of overlapping bubbles
or many were out of the plane of focus, the automated system performed poorly and
manual tracing had to be used. In these cases manually counting the he number of
bubbles within the entire gel lead to inaccuracies. To overcome this six rectangular
areas were sub-sectioned from the image at regular points. The areas of the rectangles
were chosen so that no more than 30 bubbles appeared in the area. Averaging over each
of these areas produced mean bubble number per unit volume. A large amount of time
was spent in trying to improve the automated bubble radius tracing algorithm. Within
the literature the majority of image analysis aimed at segmentation of bubbles focuses
on the circular shape [124, 212]. In the case here this could not be assured as bubbles
often deviated from spherical particularly when in contact with one another. The use of
machine learning segmentation as well as segmentation based on texture were used to
try and improve the automation, despite some improvement many samples still required
manual tracing. We suggest this would be an excellent area for potential future studies.
3.4.1 Matlab analysis
The semi-automated analysis that was used was designed as set out in Figure 3.7 briefly:
The initial time-lapse stack was imported into the Fiji workspace, a Gaussian filter is
applied to each image to remove uneven lighting effects. This blurred image is sub-
tracted from each original image. A mean thresh-holding filter is applied. The analyse
particles feature from Image J toolbox is used with the size of particle determined man-
ually and a roundness value set to 0.4 to eliminate contaminants which can be mistaken
for small bubbles.
The results of the analyse particles toolbox are imported into Matlab and the area
plotted against slice number Figure 3.8. At this point there is no information regarding
which area corresponds to which particular bubble over the entire time course. To
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Read stack into Image J
Duplicate stack  and apply 
Gaussian filter radius 40pxls
Subtract the Gaussian image 
from the original images
Apply mean thresholding to the 
whole image stack
Run the analyse particles on the entire 
stack with restriction on roundess of 0.4
Export to Matlab
Figure 3.7: Showing the image analysis technique for the imageJ portion of the semi-
automated technique
assign each area to a particular bubble trajectory the nearest neighbour for both the
position of the centre and area from previous slices is compared to each particle in the
current slice. If the bubble can be unambiguously assigned no user input is needed. If it
cannot the two disagree the user is prompted to specify a trajectory. In instances where
the number of particles changes such as where coalescence occurs a new trajectory
is automatically added. Finally trajectories which do not change over the entire time
course in area are eliminated as these denote mislabelled contaminant. The final result
can be seen in Figure 3.8.
3.5 Basic experiment outline
The majority of experiments involved collagen hydrogels being decompressed in the
pressure chamber. The basic experimental procedure is outlined here, any specific
changes to the protocol will be discussed in the relevant chapters. Collagen hydro-
gels (0.5ml) were made as follows: 0.4ml monomeric collagen ( rat tail collagen type I
(First Link, UK)); was added to, 0.05 ml 10X concentration Modified Eagle’s Medium
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Figure 3.8: Showing the input of the raw bubble traces from the image J analysis (left) and the
final output after the assignment of each data point to a specific bubble trajectory
(right). In the right hand panel each coloured line represents a single bubble’s
growth from the start of decompression at 0 secs till 1hr 30 after the end of the
profile.
(Gibco, UK). This mixture was neutralised by the drop wise addition of 5M NaOH and
then stored on ice for 1hr to remove bubbles. After 1 hr 0.05 ml of either cells suspen-
sion with the required cell density, or plain Phosphate buffered saline (PBS) (Oxoid,
Thermo Scientific, Loughborough, UK) or a PBS - nucleating agent suspension, was
added. This was pipetted into individual wells of a 48 well plate and placed at 37 C
for 15 mins for fibrilogensis to begin. After this time gels were removed from the in-
cubator and covered in 0.6 ml Dulbeccos modified Eagles medium (DMEM), 2 mmol/l
glutamine high glucose, (Sigma, UK), with 10% foetal calf serum (FCS; First Link,
UK) and penicillin streptomycin (500 unit ml 1 and 500µml 1) (ICN Biochemicals,
UK)). In cases where gels were to be plastically compressed, this was done before the
addition of the media. Gels were returned to 37 C for a minimium of 8-10 hrs be-
fore being used in any experiments. For use in the chamber, the entire chamber was
incubated at 37  before 0.3 ml of warm DMEM was added to the sample holder. For
transfer of the gels to the pressure chamber, the media covering the gels was initially
removed, a 30G needle was then used to gently detach the gel from the well edge by
running the needle around the edge of the gel. A small spatula was then used to lift
the gel from the well to the chamber sample holder. The window and sample holder
were screwed into place within the chamber and the whole chamber was placed on the
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microscope table. The PID temperature system, pressure inlet hose and thermocouple
were connected and the system left to equilibrate. The experimental dive profile was
chosen as required via the Labview program and the time lapse imaging protocol set up
as required for the experiment.
3.6 Conclusion
In this chapter a detailed description of a new experimental system for the in vitro study
of DCS has been given. The system consists of a COL1 hydrogel and microscope com-
patible pressure chamber. The advantages of the COL1 as an in vitro model compared
to others previously used in the DCS field are largely due to the interactions that are
possible between, bubble dynamics, material parameters and biological functions such
as cellular metabolism and viability. The controlled increase in complexity of the colla-
gen gels and direct comparison to computational models will enable better development
and validation of such models. The microscope compatible pressure chamber design
was presented in light of other chambers in the field. Although the current design al-
lows only single samples to be investigated at any one time, this is balanced against the
ability to have greater resolution, which is needed for direct comparison to mathemat-
ical modelling. Some of the limitations of the chamber include the slight pressure lag
between the input and measured chamber pressure however it is concluded that these
sources of error are within a suitable tolerance for the type of pressure profiles that will
be used. The chamber is designed with potential future alterations in mind in partic-
ular perfusion, and side windows are thought to be the most useful additions. Other
further work that would improve the system would be in the automated image analysis,
where dealing with overlapping bubbles and highly non-spherical bubbles would be a
significant improvement to the system as a whole.

Chapter 4
Computational Model Derivation
4.1 Introduction
Models of DCS which incorporate bubble dynamics need to describe and predict a
wide array of bubble behaviours. These include nucleation and stabilisation of gas
micronuclei, diffusion-limited bubble growth and dissolution; as well as more complex
bubble-bubble interactions such as coalescence and Otswalds ripening. As discussed
in Chapter 2, an ideal bubble model of DCS should go further than this and incorporate
the interaction of bubbles with cells and other biological systems. In this chapter a set
of governing equations and assumptions are established for a computational model of
bubble growth, dissolution and inter-bubble interactions, in the collagen gels described
in chapter 3. As collagen gels themselves are good models for avascular soft tissue, it
is hypothesised that such a model will provide insights into bubble dynamics in vivo.
The use of the experimental system described in chapter 3, to validate and develop the
computational model, is a novel approach in the DCS field. It provides the opportunity
to investigate parameters and mechanisms in a systematic and controlled way which, in
turn, can inform the development of bubble models currently used to predict and avoid
DCS.
In the remainder of this chapter, the basic laws governing gas transport both
through bulk tissue and over the tissue bubble boundary are discussed. The effect of
tissue elasticity on bubble growth is examined, and how this has been modelled to date
in the literature is analysed. The tissue mechanics analysis is presented as an exemplar
of how validation of bubble models using symptoms of DCS can lead to inconsisten-
cies in nomenclature and therefore understanding. It is particularly important that such
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inconsistencies are well described and understood within the DCS field, as not doing so
greatly limits the contributions other bubble research fields can make to DCS. Having
analysed the elastic contribution, the full set of governing equations for the computa-
tional model is derived with non-dimensionalisation.
4.2 Gas Transfer
The model presented in this work is of bubble dynamics in collagen hydrogels due
to the decompression from elevated pressure. The model considers the transport of
gas through the tissue/gel during compression and the time spent at increased external
pressure. During decompression, bubble growth is modelled, with gas diffusion across
the tissue-bubble boundary and the external pressure change being the mechanisms
of bubble radius change. Several assumptions are made regarding the behaviour and
transport of gases, those which are not widely used are discussed in greater detail.
4.2.1 Gas laws
All gases are assumed to behave as perfect gases, this can be expressed as:
PV = am, (4.1)
where P and m are the pressure and mass of a gas, and V is the volume occupied by it.
a = RT
M
, (4.2)
R is the universal gas constant, T is the temperature and M is the molar mass of the
gas. With the assumption of perfect gas laws, Boyle’s Law applies thus:
P1V1 = P2V2 (4.3)
The total pressure of all is the sum of the partial pressures of the individual gases. The
gases considered in this model are Oxygen and Nitrogen. The effects of water vapour,
Carbon dioxide and other gases are not included.
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4.2.2 Diffusive Laws
At the tissue or gel boundaries, gas is assumed to be dissolved in the surrounding
media (blood in the case of a real tissue but culture media in the experimental system)
in accordance with Henry’s Law. Within the tissue, gases diffuse from the tissue edges
according to the diffusion equation. In this model, advection is not considered [87].
Hence the governing equation can simply be written as:
∂C
∂ t
= D52C, (4.4)
where C is the concentration of gas, D is the diffusion coefficient and t is the time.
Boundary conditions at the tissue edge given by Henry’s Law:
Cg = kghpp
g (4.5)
where Cg is the concentration of the gth dissolved gas, kgh is Henry’s constant and pp
g
is the partial pressure of the gth gas.
At the bubble-tissue interface, the change in mass of gas in the bubble is governed
by Fick’s first law of diffusion:
dm
dt
= 4pr2D∂C
∂ r
    
RB
(4.6)
∂C
∂ r
   
RB
is the concentration gradient at the bubble boundary. Henry’s Law is used once
again for the concentration of gas on the inner surface of the bubble but with PB the
pressure inside the bubble used.
CgB = k
g
hP
g
B . (4.7)
PB is calculated by the Young-Laplace equation
PB = Pamb+2g/RB+W(R), (4.8)
where W(R) is an additional term added to describe the pressure exerted by the sur-
rounding tissue as a result of its deformation by the bubble and g is the surface tension.
The equations (4.1)-(4.8) are used to derive an expression for the radius change of a
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bubble over the course of a dive profile. Before deriving the final equation, the elastic
term W(R) and the possible forms it may take are analysed in depth.
4.3 Tissue mechanics
The elastic deformation term W was originally conceptualised by Nims and termed the
’deformation pressure’ [213]. In Nims’ model it was considered to describe a tissue
deformation threshold; i.e when the threshold was exceeded nerve endings would be
distended causing the joint pain characteristic in DCS. Nims did not give any explicit
formulation for the term and there was no discussion of the possible affects this pres-
sure could have on bubble dynamics[213]. Vann and Clarke were the first to discuss
a defined elastic deformation function with reference to bubble dynamics [214]. They
applied a hyperelastic strain-energy function used to describe the failure of rubbers
[215, 216, 217, 218] which shall be known as ”the Gent term”. Vann and Clarke dis-
cussed elasticity in the context of its hypothesised effects on bubble nucleation. In the
rubber field, this term predicts the growth of small spherical inclusions to occur only
when the inflation pressure exceeds 5E/6⇡ 2µ/5 (where E is the Young’s modulus and
µ the small shear modulus).This prediction was validated in vulcanised rubber [219].
Vann and Clarke hypothesised that a similar effect could be responsible for the growth
of bubbles in tissues, however they did not discuss incorporation of the term into a
bubble growth framework. Instead, the first use of W(R) into a full diffusion/perfusion
limited DCS bubble model was by Gernhardt [165]. In this work, the term was pro-
posed to take a different form: W= 4/3pR3M where M = K/Va f f with K =bulk mod-
ulus and Va f f =the affected tissue volume. This term (the Gernhardt term) was then
used in the so-called Bubble Volume Model (BVM) [172]; a model which predicted the
probability of DCS based on bubble volume. BVM was a three-compartment model of
which three variants, BVM(1,2,3), included the W(R) term in either 1,2 or 3 compart-
ments respectively. Validation of BVM was done via comparison to the then current
US Navy linear exponential algorithm (LE1). BVM(3) was found to predict incidence
of DCS on a par with LE1 [172], for the Navy dive database. Matching the prediction
of LE1 was taken as validation for the model and, in particular, for the inclusion of
tissue elasticity in the form of Gernhardt term. The problem with this analysis (which
is acknowledged by the authors) is that, in order to match the LE1 outcomes, M be-
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comes a free parameter which is optimised based on a subset of the database. The
optimised value ofM, however is unphysiological by several orders of magnitude. This
suggests several possibilities: (i) that the Gernhardt term does not correctly model tis-
sue elasticity and the M parameter relates to some other mechanical property; (ii) that
their elastic term represents the combined effect of several factors which restrict bub-
ble growth, some of which may be entirely unrelated to mechanistic affects; (iii) that
the use of bubble volume for DCS prediction is not the most pertinant bubble feature.
Despite these problems, the Gernhardt term and continued reference to M as the bulk
modulus are found in the development of the BVM into the 3-region and multi-bubble
models of [4] as well as used in the articulate joint model of [176], the 3-dimensional
multi-bubble model of [220] and the joint tissue-crevice model of [178]. This is a clear
example of how validation of bubble models using symptoms of DCS can confuse our
understanding and intuition of the pathophysiology.
Problems with the Gernhardt term were once again highlighted by Goldman [221].
Goldman pointed out that the term is incorrectly derived with reference to either linear
or non-linear elasticity. Goldman derived a new term (the Goldman term) via a more
rigorous continuum mechanics approach, however the correctness of one of the bound-
ary condition used in the derivation is disputed [6], as well as the application of linear
elasticity to the problem of bubble growth in tissue. This will be discussed in detail
in the following sections. In response to the work of Goldman, Srinivasan and Gerth
acknowledged the incorrectness of the Gernardt term [6] but raised similar objections
to the boundary conditions used in the derivation of the Goldman term. Instead Gerth
and Srinivasan argue that the Gernhardt term can be seen as a reasonable one-parameter
approximation to the hyperelastic Gent term[6] . Again this is disputed, in particular as
the single parameter to which they refer is in-fact not a non-dimensional parameter of
their model. This will be discussed in greater detail along with other non-linear elastic
models within this chapter.
The final approach to tissue elasticity modelling is that taken by van Liew [158,
222]. Their models neglect tissue elasticity (W = 0) as does the work of Chappell and
Payne [178] in the crevice model. Chappell and Payne in fact, used the Gernhardt term
but set M = 0 as it was shown that the Gernhardt term did not impact the dynamics
of bubbles with radius < 1000µm, [178]. Although it may be the case that tissue
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elasticity has a limited effect on bubble growth, given that the Gernhardt term has been
recognised as mathematically incorrect it can be argued this remains to be proven. In
addition, even if elasticity does not have an effect on bubble growth, there is still the
question of the effect tissue distortion may have on cells and other biological systems
in the vicinity of the bubble. Many cells have mechanosensitive ion channels, such
channels are thought to be the mechanism behind the endothelia cell death caused by
bubble proximity [134, 68].
In vitro work into the validation of tissue elasticity has been mentioned by [139].
In this work comparison of bubble nucleation in gelled vs sol (un-gelled) gelatine re-
vealed no differences, with the conclusion that the hypothesised nucleation stabilisation
as discussed in the Vann and Clark paper is disproved [214]. However, the depth of the
analysis in this paper does not seem to justify their conclusion. The values for the shear
modulus of the sol and gelled gelatin are not discussed and therefore it is not clear
whether an inflation pressure of 2µ/5 was reached. Furthermore, the system did not
look at the potential effect of tissue elasticity on bubble growth rate, and no cellular
element was incorporated.
Finally, two constitutive approaches which might be expected to have been applied
to this problem are viscoelastic and poroelastic frameworks. With reference to DCS
only one application of such models [223] has been found; it describes the dissolution
of large gas pockets in the subcutaneous tissue of rats using a viscoelastic constitutive
equation. The dissolution of gas in polymers and other tissue-like materials is a widely
researched subject and viscoelastic and poroelastic models are used in many other fields
including ultrasound, soil mechanics, and polymer sciences [224, 225, 226, 227]. One
of the major difficulties in the application of such models is the quasi-static approxi-
mation, which is generally used in DCS bubble models. Removing this approximation
leads to a massive increase in the computational cost of such models and therefore
must have a high level of justification. As the experimental evidence for extravascular
bubbles is relatively scant, such justification cannot currently be made.
Having established the current state of the literature regarding tissue elasticity, the
following section develops an expression to describe the stress acting on the bubble
surface as a result of tissue distortion caused by a change in bubble radius. The anal-
ysis begins with the linear elastic framework, with a more detailed discussion of the
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Goldman and Gernhardt terms as well as a derivation of our own linear elastic term.
A general discussion regarding the validity of linear elasticity in this context follows.
Hyperelastic models, in particular, the Gent model are then addressed, and evaluation
of the statement that the Gernhardt term approximates the Gent term will be examined.
All models are initially compared with a simple Boyle’s law approach which neglects
gas diffusion. Having done this, the full derivation of the diffusion limited bubble
model is given.
4.3.1 Solid mechanics
The framework of solid mechanics is the basis for all the tissue elasticity terms dis-
cussed here. For any problem in solid mechanics to be well posed, three conditions
must be specified:
• The conservation equation
• A constitutive equation
• Boundary conditions
The conservation equation in this work will be the Cauchy momentum equation and
the constitutive equation may be linear or non-linear elasticity. In the case where the
Cauchy momentum equation and linear constitutive equations are used with the as-
sumption of electrostatics, the Navier equation is arrived at:
(l +2µ) grad div u µ52 u+F= 0, (4.9)
where µ and l are the Lame´ parameters, u is the material displacement and F the body
forces.
The constitutive equation describes the relationship of stress to strain and is typ-
ically formulated in terms of several material parameters l ,µ,E,K and n . All the
parameters can be related to one another as follows.
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n = l
2(l +µ)
, (4.10)
µ = E
2(1+n)
, (4.11)
l = nE
(1+n)(1 2n) , (4.12)
E =
µ(3l +2µ)
l +µ
, (4.13)
K = l + 2
3
µ, (4.14)
Poisson’s ratio, n , describes the tendency of materials to contract along an axis
perpendicular to a force exerting an extension. Many types of soft tissue are treated as
incompressible (n ⇠ 0.5 ) due to their high water content [228].
Young’s modulus E, is defined as the ratio of tensile stress to extensional strain.
Typical tissues values range from as high as 80GPa for bone, to 1 2GPa for a tendon,
and 1 2kPa for the liver [186].
The shear modulus µ is defined as the ratio of shear stress to shear strain. µ also
has a wide range of values across different tissue types, from ⇠ 1Pa for the eye to
1 2MPa for cartilage [186].
Bulk modulus has already been introduced; it describes the resistance of a material
to any change in volume caused by hydrostatic pressure (p). p =  Kekk (where ekk is
the volumetric strain) . K is strictly positive and is very large for almost all tissues,
tending to infinity as the material approaches incompressibility. The Lame´ parameter
l is closely related to the bulk modulus but is the only one of the five parameters to
have no direct physical meaning. It is often understood to represent the compressibility
of the material as from (4.14) it can be seen that for large l ,K ⇡ l
Finally boundary conditions are needed to close the problem. In the case of a
bubble expanding in an elastic media these boundary conditions are not straightforward.
As highlighted by [229], in a standard cavity expansion problem such as that found in
[230], or generally solved in soil mechanics [231], the cavity pressure is known and can
therefore be used as a boundary condition. In the case of bubble expansion caused by
external pressure changes, the bubble internal pressure and bubble volume and (hence
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Figure 4.1: Showing how the derivation is set out with the reference configuration and the
changes in bubble size depending on the change in external pressure.
radial position) are not known and must be determined.
4.3.1.1 Linear elasticity
Although as early as the 19th Century tissues were shown to have non-linear stress
strain behaviours [232] the widespread use of infinitesimal strain theory and the ease
of application has led to many instances of linear constitutive relations being applied to
tissue mechanics. Linear elasticity crucially assumes that the strain is small and for a
three-dimensional material this is essentially the same as assuming small deformations.
By making this assumption, the strain tensor can be reduced in the following way:
Ei j =
1
2
✓
∂ui
∂Xj
+
∂u j
∂Xi
+
∂uk
∂Xi
∂uk
∂Xj
◆
⇡ ei j = 12
✓
∂ui
∂Xj
+
∂u j
∂Xi
◆
(4.15)
where X is the domain of the unstressed body and Ei j is the strain tensor. The form of
the constitutive relation is also limited to a linear relation of the form, and subsitiution
into Cauchy’s momentum equation leads to the well know Navier equation;
si j = lekkdi j+2µei j. (4.16)
To apply this to the problem of bubble growth in tissue consider the situation in
Fig. 4.1. In this situation, it is assumed there is a bubble of initial size R0 within a
homogeneous, infinite tissue block. At time t0 there is an initial external pressure of P0
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and therefore there is a constant stress throughout the tissue srr must be equal to the
external pressure P0. At time t1 the external pressure varies from P0 to P• and the bubble
radius will change as a result. Inertial effects are ignored so that the bubble is assumed
to be in static equilibrium in both situations. Diffusion of gas across the bubble-tissue
interface is neglected for this formulation. The problem begins in the same way as any
cavity expansion problem such as can be found in [230]. The equilibrium equation is
simplified by assuming a spherically symmetric system where the displacement u is a
function of a single vector component r direction only hence52u= 0, and body forces
are neglected F= 0. Therefore 4.9 can be reduced to:
d
dR
✓
1
r2
d
dr
 
r2ur
 ◆
= 0, (4.17)
where ur is the radial displacement. Integrating twice gives
ur = ar+
b
r2
. (4.18)
The components of the strain tensor are given by
err =
∂ur
∂ r
= a  2b
r3
, (4.19)
eqq = eff =
1
r
✓
∂uq
∂q
+ur
◆
= a+
b
r3
. (4.20)
Using spherical polar co-ordinates an expression for the stress within the tissue can
be found from the displacement by assuming the linear elastic constitutive equation
Eq.4.16.
srr = (l +2µ)err+leqq +leff (4.21)
srr = 3Ka  4bµr3 (4.22)
At this point the boundary equations are needed and the added difficulties of this prob-
lem as compared to a standard cavity expansion problem are evident. In cavity expan-
sion problems the bubble pressure can be used with the known external pressure as two
boundary conditions to solve for the constants a and b. In the bubble problem three
unknowns exist, the bubble pressure PB, a and b
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Arriving at the expression (4.22) is a simple process as is the definition of two of
the boundary conditions: the force balance at the bubble surface and the force balance
at the tissue edge.
PB = P0+
2g
R0
at r = RB , srr = P0 as r > • (4.23)
Where RB is the final bubble radius, P0 and R0 are the initial external pressure and radius
respectively. As discussed, Goldman et al. [221] take this same linear elastic approach
to the problem but use an unusual third boundary condition to close the problem, Gold-
man et al. apply continuity of displacement between the gas and tissue phases at the
bubble surface
ubr (RB) = u
t
r(RB) (4.24)
Where the superscripts (b) and (t) denote the bubble (gas phase) and tissue phase re-
spectively. Although this approach enables a solution to be reached, the application of
mechanical equilibrium and a displacement vector ur to a gas is odd given that a gas
has no solid configuration to be displaced from. The final form reached via Goldman’s
approach is
PB = P0  4µ3 +
2g
R
(4.25)
Where µ is the bulk modulus and g is the surface tension. This approximation can be
found in [233] and is dependent upon µ << K in an infinite elastic media.
An alternative approach to the third boundary condition, more often utilised in
solid mechanics is to derive the third boundary condition based on the reference con-
figuration.This is the configuration of the system if it were unstressed see Fig 4.1. In
this case if srr were zero throughout the tissue, there would exist a bubble with a radius
of Rre f . The displacement ur will always be formulated as the difference between the
current radius (RB) and this reference radius: ur = RB Rre f . At time t = 0, RB = R0
hence ur = R0 Rre f . At later times the displacement is described as the sum of the
displacements at time t0 and time t from the reference configuration. Given the two
boundary conditions in (4.23) it can be seen that when r! • (4.18) is only valid if,
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b= 0 and hence a=  P03K ; (4.18) therefore becomes
ur = P0r3K . (4.26)
When RB = R0 and at r = Rre f :
R0 = Rre f   P03KRre f (4.27)
Moving to the situation at t1; the external pressure has changed to P• and stress
throughout the tissue is no longer constant. At r= Rre f , we can now define a new stress
in the tissue srr = Pint , where Pint is the internal pressure at a point in the tissue.
 Pint = 2gRB  PB (4.28)
At r = •, srr = P•, and from eq. 4.22 when r = •, can be used to find a,
a= P•
3K
(4.29)
Equating the two expression for srr at r = Rre f with the expression for a:
 P•  4bµR3re f
= Pint (4.30)
Four simultaneous equations therefore result from the above derivation:
 P•  4bµR3re f
=
2g
RB
 PB, (4.31)
ur = RB Rre f = P•3K +
b
R2re f
, (4.32)
and the ideal gas law gives
PBR3B =
✓
P0+
2g
R0
◆
R30, (4.33)
R0 = Rre f
✓
1  P0
3K
◆
. (4.34)
Summarising the known and unknown quantities in the above 4 equations we find:
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Figure 4.2: Comparison of the correct linear elastic model with the originally proposed model
and with a hyperelastic model. A pressure change from 101MPa - 0.1MPa (1000-
1atm) was modelled with: µ = 3.54kPa, g = 0.07N/m, K = 2.2x103 MPa [5],
M = 1x104 MPa/µm3 - Taken from [6]
These are solved to find an expression for RB in terms of the change in external
pressure P•. The full derivation can be found in Appendix A. The final expression is a
quartic equation:
0= 4µ
✓
1  P0
3K
◆
R4B 
✓
4µR0
✓
1  P•
3K
◆
 R30P•
◆
R3B+2gR30R2B P0R40 2gR30
(4.35)
There is only a single positive real root in the above quartic equation. A comparison
of our new linear elastic function, the Goldman term and the Gernhardt term can be
made by a similar application of Boyle’s law. Derivations of these terms can be found
in Appendix 1.
Figure 4.2 compares the predicated radii by the application of Boyle’s law, for
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the newly derived term with the Gernhardt and Goldman terms. The left hand panels
show the bubble radius profiles during a reduction in ambient pressure from 1000-1atm
. At R0 < 1.4x10 3µm (top panel), all terms result in approximately the same radius
profile; whilst at larger R0 (lower panel), differences in the radial dynamics become
evident. This is due to the dominance of the surface tension term, which is common
to all three models, at smaller radii. The right hand side shows the final radius after
the decompression for each of the terms at varying values of R0. The Goldman term
results in the largest radii, actually enhancing bubble growth due to the negativity of
the elasticity term in eq.( 4.25). The newly derived term still confers elastic resistance
to bubble growth but to a lesser degree than the Gernhardt term.
The parameter values chosen for this model are given in the figure caption. For the
newly derived term and the Goldman terms, values of µ and K are set at physiological
values, whereas the value of M for the Gernhardt term is taken from the work or Gerth
et al. [175]. As mentioned earlier, the M parameter is not considered a physiological
parameter. Therefore, that the use of this M value results in greater bubble restriction
suggests that the term may, in fact, be approximating a combination of several mecha-
nisms which restrict bubble growth.
Both our newly derived term and the Goldman term are restricted by the assump-
tions of the linear elastic limit, most notably that of small deformations. Given the
sparse evidence for the range of tissue bubble size in the literature, there is little sup-
port for the small deformation assumptions. In observations of bubble formation in
collagen hydrogels bubbles grow to sizes >0.5 mm diameter, which is incompatible
with such an assumption. In addition, as bubble growth is thought to cause mechani-
cal damage to certain tissues through distension of the ECM [30] a portion of bubble
growth must occur in the non-linear response region of the tissue as this represents
the normal physiological range or the ’toe region’ shown in Figure 4.3. By virtue of
this argument and by the fact that good non-linear models of tissue elasticity are avail-
able, non-linear models are considered the appropriate way to progress in developing
models of DCS and, therefore, the models incorporating linear elasticity are not further
pursued.
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Figure 4.3: Typical stress strain curve of a tissue with the configuration of collagen fibres
shown above.
4.3.1.2 Hyperelasticity
Hyperelasticity is the simplest way to introduce non-linearity into solid mechanics and
hence it has been widely used to model tissue mechanics. Hyperelastic models are used
to describe materials that can undergo large deformations and return to their original
conformation. They assume perfect elasticity in the same way as linear models, but do
not neglect higher order terms in the stress tensor and hence are not restricted to small
deformations. Hyperelastic constitutive relations are described in terms of the stored
elastic potential energy by a strain energy functionW (Fi j), where Fi j is the deformation
gradient (the gradient of the mapping function from the reference to deformed config-
uration). For any hyperelastic material a strain energy function must be given which
satisfies:
Ti j =
∂W
∂Fi j
(4.36)
If Ti j is the Lagrangian stress tensor andW is formulated in terms of the same material
parameters as the linear models.
Hyperelastic models were initially formulated to describe the behaviour of rubbers
and other polymers and have since been applied to tissue biomechanics. The similarity
in the structure of synthetic polymers and tissues, all consist of an entangled or cross-
linked mesh of polymeric molecules permeated by a liquid, has meant that hyperelas-
tic models have often been successfully applied to biomechanics. However, as made
clear by Humphrey [232], there are several differences between synthetic polymers
and tissues which can render the use of such models inappropriate. The assumption
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of reversibility is one such problem. Energy dissipation is known to occur both in the
straightening of the collagen fibres and the movement of the ground substance [234]. It
can also be observed from the hysteresis in loading unloading curves of various tissues
[228]. Another related problem is in the assumption of strain rate independence. Hyper-
elastic models assume no energy strain-rate dependence but tissue are known to exhibit
both creep and stress relaxation. Despite this, the assumption of tissue hyperelasticity
can often be made regardless. For instance, pre-conditioned or cyclically-loaded tissues
show a steady state response in which hysteresis can be neglected. Viscous behaviours
can also sometimes be neglected, depending on the relative characteristic times of the
viscous and elastic responses and the experimental condition. The applicability of a
hyperelastic model may also depend on the type of mechanical loading imposed. For
instance, the periodontal bovine ligament is well-modelled by a hyperelastic relation
in tensile extension but viscous behaviour dominates under compression [235]. Bear-
ing in mind these considerations, three hyperelastic models are assessed with a view
to their incorporation into our three-dimensional model of bubble growth in collagen
hydrogels.
The Gent term is described by the strain energy function[236].
W = µJlim
2
ln
✓
1  J
Jlim
◆
(4.37)
where J is the first invariant of the Cauchy Green deformation tensor, J = l 2q +l 2f +
l 2r  3, with lq = lf the hoop stretch ratio and lr the tangential stretch ratio. Jlim rep-
resents a limiting stretch, at which point the stresses and strain energy become infinitely
large. Jlim molecularly represent the limiting stretch of the individual molecules which
make up the polymer, allowing the model to mimic the strain-stiffening observed in
biological tissues. When Jlim! • the classical neo-Hookean strain energy function is
recovered. The Gent model assumes elasticity, isotropy and incompressibility. Whist
the term was originally formulated as a phenomenological model, it was later derived
from molecular considerations of the elastomer structure [219]. In this derivation it is
assumed that the polymer consists of a network of freely jointed polymer molecules
where the end-to-end distances of the network follow a Gaussian distribution and each
molecule has a linear stress-strain response.
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The Gent model, although utilised widely in rubber science, has in some cases
been shown to be a poor descriptor of some native tissues [237]. In a comparative
study of hyperelastic models, the Gent function was shown to be a poor predictor of
the stress-strain response of fatty tissues by comparison to the Neo-Hookean model
(Jlim ! •). The neo-Hookean form has also been used as the theoretical basis of an
experimental technique to measure the shear modulus of hydrogels [238, 239], ex vivo
tissue [240] and in vivo shear modulus of skin [241]. A benefit of the Gent model is the
ease with which it may be implemented; the mathematical formulation is simple and
the two parameters have real measurable physical counterparts. This simplicity has led
to its wide use in biomechanics [242] as well as its validation for bubble growth in elas-
tomers [218]. It has also previously been suggested that its use in a DCS bubble model
would be appropriate [243, 214, 6], however it has yet to be implemented in a com-
plete diffusion or perfusion limited bubble model. Although the Gent model appears
an obvious choice, there are many other hyperelastic models of tissues and hydrogels,
in particular the model of Fung [228], and Holzapfel [244], are widely used. The Fung
pseudoelastic model is also a relatively simple mathematical formulation, however it is
not considered suitable for this work as it assumes that tissues are pre-conditioned (re-
peatedly loaded and unloaded), this assumption is not met by the experimental system
here. The Holzapfel model should be considered due its wide application in the biome-
chanics field [245], The main power in this model lies in modelling a tissue as a series
of layers each of which comprises a different ECM make up. Each layer contributes to
an isotropic and an anisotropic component of the total tissue response. Given that the
collagen hydrogel is a single layer with no orientation the Holzapfel model reduces to
a single layer with only an isotropic component, which is the neo-Hookean form [244].
In future work where tissue anisotropy may be considered this model provides a good
opportunity to extend the current model.
One particular criticism of hyperelastic models that should be addressed is the
absence of accounting for strain-rate dependence either through a visco or poroelas-
tic model. Given that a collagen hydrogel contains 98% water it could be argued that
neglecting the viscous properties is a serious omission. The argument against the inclu-
sion of viscoelasticity is that it comes at a high cost to the simplicity of the model, as
the quasi-static approximation would no longer hold. Given that the aim of this work
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is to model bubble dynamics in a way which will be relevant to DCS; it is important to
remember that tissue mechanics, is only one, of a myriad of mechanism that affect bub-
ble dynamics. Hence it is argued that the best approach to modelling tissue mechanics
and all other mechanisms in the model, is to choose the simplest model which can be
easily implemented with both mathematical consistency and reasonable experimental
evidence. Validation of the mechanism in the experimental system should then be used
to assess the model. If it is found to be a poor descriptor of the experimental data more
complex additions may be added. Given that the Gent term has already been discussed
in connect with DCS, has been validated in the neo-Hookean form and has measurable
parameters, it was chosen to implement the the Gent term with Jlim ! •. Following
validation the suitability of the model will be assessed.
4.3.2 Implementation
A tissue containing a spherically symmetric bubble can be described by three principle
stretches in spherical polar coordinates; two equal hoop stretches lq = lf , and a radial
stretch lr. Assuming incompressibility lqlflr = 1, and the hoop stretch ratio can
be written as lf = lq = l . The tissue will experience two equal hoop stresses and
a radial stress (sq ,sq ,sr). Both the stress and the stretch ratios are functions of the
radial position (r) in the tissue. The hoop stretch ratio at the bubble surface is given
by l = (R0/RB) and the radial stress sr(RB) =  PB+ 2g/RB; at other points in the
tissue l = r/r0, where r and r0 denote the radial position in the initial and deformed
tissue respectively. As r! •, l = 1 and sr(•) = Pamb. As the tissue is considered
incompressible r3 R30 = r30 R3B. The equation of equilibrium for the system may be
written as
dsr
dr
+2
sr sq
r
= 0, (4.38)
integration, using a change of variables from r to l , and substitution into the stress at
the bubble surface expression yields.
PB = Pamb+
2g
RB
+
Z RB/R0
1
2s(l )dl
l (l 3 1) , (4.39)
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where s = sr sq . It is related to the strain energy function by:
s(l ) = l
2
dW
dl
(4.40)
Substituting the Gent strain energy function (4.37) this becomes
PB = Pamb+
2g
RB
+2µ
Z RB/R0
1
l 2+l 5dl
1  (2l 2+l 4 3)/Jlim (4.41)
The term in this form must be solved numerically, however if Jlim ! • an analytical
solution of the integral can be obtained thus:
PB = Pamb+
2g
RB
+
µ
2
"
5 4
✓
RB
R0
◆ 1
 
✓
RB
R0
◆ 4#
(4.42)
Figure 4.4: The Gent term for variations in the parameter gµr0 , (Jlim = • for all lines)
Figure 4.4 shows the normalised bubble pressure for varying bubble radii as given
by (4.42), with variations in the parameter gµr0 . As can be seen the Gent term behaves
similarly to the Laplace equation (with no-elastic term) for large values of the parame-
ter, and when the bubble is larger than the initial radius R0. At smaller values of
g
µr0 , the
elastic term dominates and the increase in pressure due to surface tension is balanced
by the decrease in pressure due to a reduction in elastic pressure, leading to a peak in
the pressure.
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Figure 4.5: Comparison of the Gernhardt term model with the Gent hyperelastic term using the
Boyle’s law model. The parameters used to generate these plots are: µ = 3.54kPa
(see lit search on param) atm, g = 0.7 atm µm, M = 1e4 MPa/µm3 - Taken from
[6]
When the Gent and Gernhardt terms are compared using the simple Boyle’s law
approach (see Figure 4.5) it can be seen that the Gent term is far less restrictive of
bubble growth than the Gernhardt term. This is due to setting llim  > • and hence
the contribution of tissue elasticity asymptotes to a value of 5µ/2 for large values of l
(RB/R0). Gerth and Srinivasan [6] argue that the Gernhardt term is a single parameter
approximation for the Gent term for a material where lµr0 is small and llim known.
However lµr0 is not a dimensionless parameter; the Gernhadt term can only be con-
sidered a fairly poor approximation for large values of gµr0 and for finite values of Jlim,
(see Figure 4.6).
Given that arguments have already been made as to the use of Jlim!•, the Gern-
hardt should not be used further. Using the form of the Laplace in (4.42), the complete
diffusion limited bubble model can now be derived.
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Figure 4.6: Comparison of the Gernhard and Gent terms for variations inM.
4.4 Derivation of the computational model
4.4.1 Assumptions
The assumptions made in the derivations of the diffusion-limited bubble model are as
follows:
1. Homogeneity is assumed to hold for all material properties of the gel - these
include, the diffusion coefficient, Henry’s constant and the elastic moduli. This
is believed to be valid to a reasonable degree given the method of gel fabrication
described in chapter 2.
2. Bubbles are assumed to be spherical - this assumption is made to simplify the
governing equations and will be dealt with more fully in chapters 5 and 6.
3. A constant temperature of 37  is assumed throughout - this has been dis-
cussed in the chapter 3.
4. All dynamic processes are modelled as quasi-static - this assumption vastly
simplifies the governing equations and their consequent implementation. The
validity of this assumption is established through its use across several research
fields including DCS [158, 246].
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5. Gas micronuclei of a size R0 are initialised within the tissue block as starting
point for the growth model - these can be considered to be the gas micronuclei
which were of a size greater than the critical radius. This assumption is the same
as that used in [220] and will be discussed in detail in Chapter 7
Derivation of an expression for dRB/dt is given by substituting the bubble mass in
(4.6), with the perfect gas law:
d
dt
✓
PV
a
◆
= 4pR2BD
∂C
∂ r
    
RB
(4.43)
Expanding the LHS of using the product rule and including the separate effects of a
mixture of N2 and O2 gases, we find:
d
dt
  
PN2B
aN2
+
PO2B
aO2
!
VB
!
= 4pR2BD
∂ (CN2B +C
O2
B )
∂ r
     
RB
(4.44)
The model can be generalised to as many gases as one wishes. For simplicity, only
Oxygen and Nitrogen are shown as these make up 99.9% of the gas mix used in the ex-
perimental work. Introducingmgf as the constant mole fraction of gas g and substituting
in the Gent form of the Young-Laplace equation to the LHS of the above equation we
find:
 
mN2f
aN2
+
mO2f
aO2
!✓
PBR2B
dRB
dt
+
R3B
3
✓
dPamb
dt
+
✓
  2g
R2B
+
2µR0
R2B
+
2µR40
R5B
◆
dRB
dt
◆◆
= R2BD
∂ (CN2B +C
O2
B )
∂ r
     
RB
(4.45)
Rearranging for dRB/dt
dRB
dt
=
aO2aN2
mN2f aO2+m
O2
f aN2
D∂Ctot∂ r |RB  RB3 dPambdt
Pamb  4g3RB +
5µ
2   4µ3
⇣
RB
R0
⌘ 1
+ mu6
⇣
RB
R0
⌘ 4 (4.46)
This is the final equation to describe bubble growth. It is very similar to the derivations
of [4] differing only in the form of the Young-Laplace equation and in the ∂Ctot/∂ r
term. The equations of the model were recast into pseudo non-dimesionalisation form
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Parameter Description unit Values in collagen gels Source
g Surface tension m/bar 0.07 Chapt. 5
µ Shear modulus bar 0 - 4 Chapt. 5
aN2 Gas const. N2 m3.bar/kg 0.9201 [247]
aO2 Gas const. O2 m3.bar/kg 0.8054 [247]
kN2h Henry’s const.N2 kg/bar.m
3 0.0152 Chapt. 5
kO2h Henry’s const. O2 kg/bar.m
3 0.0335 Chapt. 5
D Diffusion coeff. m2/s 2.5⇥10 9 - 1.7⇥10 9 Chapt. 5
mf mole fraction [-] N2 = 0.8 , O2 = 0.2 [-]
Table 4.1: Parameter units and values used in derivation of the radial change equation
where only the time dimension of the model is retainied. This is done to avoid nu-
merical errors during computation. A characteristic pressure P = 1bar and length
r = R0/2 were introduced and a characteristic concentration and mass derived from
these. P0 = PP , r
0 = rr , C = k
N2
h P, m= k
N2
h Pr
3. The parameters can then be re-cast
in pseudo non-dimensional form,
g 0 = g
RP
, µ 0 = µ
P
, t =
kN2h DaN2aO2
(mN2f aO2 +m
O2
f aN2)R2
(4.47)
The radial change equation can then be rewritten as:
dR0B
dt
=
t ∂C
0
tot
∂R0 |R0B  R
0
3
dP0amb
dt
P0amb  4g
0
3R0 +
5µ 0
2   4µ
0
3
⇣
R0
R00
⌘ 1
+ µ
0
6
⇣
R0
R00
⌘ 4 . (4.48)
Table 4.1 presents a summary of the parameters used in Eq. 4.46.
4.5 Summary and Conclusion
In this chapter the governing equations for a diffusion-limited model of bubble dynam-
ics in collagen hydrogels has been derived. There has been a particular focus on the
term used to describe the tissues mechanical response to deformation by the bubble.
This focus was due, in part, to the controversy that surrounds the term in the literature.
A term originally derived by Gernhardt, describes the elastic tissue response to be equal
to the product of the bubble volume and the parameterM, which was originally consid-
ered to be a function of the bulk modulus. Optimisation of the BVM with the Gerhardt
term increased the accuracy of the Bubble Volume Model in predicting the onset of
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DCS, however the optimised parameter value was far outside the physiological range
of the bulk modulus. Despite the authors of the BVM model discussing this problem
in their original work, in later works they continue to use the term and describe the pa-
rameter M as a function of the bulk modulus, which led to the incorrect interpretation
and use of the term in other models. In fact, the term has never been rigorously derived
and is mathematically inconsistent with linear elasticity. Given that the parameter value
was so far outside the physiological range, this should have been an indication of the
inconsistency. This chapter provides two versions of the term using the frameworks
of both linear and non-linear elasticity. The newly-derived linear term is appropriate
for small deformations of a soft elastic material containing a bubble with varying ex-
ternal pressure. The non-linear term taken from the work of Gent is more appropriate
for the deformation of hydrogels caused by bubble growth. Comparison of the term to
the Gernhardt term shows it to provide less restriction to bubble growth. The use the
Gent term with a simplification where Jlim!• was decided to be the most appropriate
model for this work due to its simplicity, robustness, previous validation. Assumptions
regarding derivation of the final bubble model were discussed and the final equation
derived in pseudo non-dimensional form.
Chapter 5
Code implementation and Sensitivity
analysis
5.1 Introduction
This chapter details the numerical implementation, parameterisation and sensitivity
analysis of the 3D diffusion-limited bubble growth model. The first section of this
chapter describes the numerical implementation of the model, with particular discus-
sion of how the phase change at the bubble tissue interface is treated, and the stability
of the finite difference scheme. The following section is an analysis of the material
parameters of the model, this is done via a literature search to establish the parameter
limits followed by a feature sensitivity analysis of the computational model for a single
bubble. The diffusion coefficient D and shear modulus µ are shown to be the most
sensitive and widest ranging parameters respectively.
5.2 Numerical Implementation
5.2.1 Structure of the code
The computational model is written in C++, an open access programming language
with an object oriented coding style. Using C++ allows for code transferability and the
use of external resources such as the ’boost’ library for more efficient computing. The
object orientation of this language also allows for a more natural treatment of bubble
objects, particularly when dealing with more complex behaviours such as coalescence.
The model describes a block of collagen gel as a 3-dimensional Cartesian grid
of points and is executed as described by Figure 5.1: The code can be considered in
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3 separate sections: The initialisation section creates a tissue block as an object with
eight properties: 2 grids to store the gas concentration of every point for bothO2 andN2,
spatial and temporal step sizes, a vector of bubble objects, two masks termed the phase
and boundary masks and the total mass of gas. All grid values are initialised to zero.
A value for the time step is then chosen and used to interpolate a prescribed pressure
profile of the correct length from a txt file. The bubbles in the block are then assigned
locations, initial radii, bubble pressure, mass, and concentration gradient vectors. The
final stage in the initialisation is to assign the initial conditions from the pressure profile
to the concentration grids.
The dive portion of the code consists of a time loop. At each time step the bound-
ary values of the concentration grid are updated from the pressure profile via Henry’s
Law. The diffusion equation is numerically solved at each grid point using one of two
finite difference schemes. This grid is then used to calculate the concentration gradient
at each bubble surface via a second-order accurate forward-difference scheme. This
value is used in (4.46) to solve for the radius of each bubble at this new time step. Mass
conservation at the bubble boundary is ensured by comparing the total mass of the bub-
ble bounding box at the mid-point of the calculation, i.e. when the tissue concentration
grid has been updated to reflect the new time point but the bubble radius has yet to be
changed; to the final time point when both have been updated. The new bubble radii
are then checked for bubble coalescence and grid edge proximity before being stored
in the appropriate bubble radii vectors. The old concentration grid is overwritten with
the new grid and a new grid with the current bubble radii is re-initalised for the next
time step.
Once the time loop has ended the bubble radii, and bubble concentration vectors
are written to a .txt file, and the bubble and tissue block objects deleted from the mem-
ory.
This code can be described as a Cartesian grid method with sharp immersed
boundaries, meaning that the grid does not conform to the bubble surface so that the sur-
face of the bubble cuts the grid without necessarily intersecting grid nodes and thus the
interface is considered a discontinuity in the concentration field. This type of method
was originally described by Peskin [248] to model cardiac movement and has been
greatly developed in recent years [249, 250]. The main advantage of such methods are
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Figure 5.1: Diagram representing the execution of the code
that computationally expensive re-gridding at every time step can be avoided, whilst
still enabling solutions for highly complex geometries and moving boundaries [251].
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Although the complexities associated with re-gridding are avoided by the immersed
boundary method, more careful application of boundary conditions is required and will
be discussed in detail in this chapter. It may seem that the use of such a method is
unnecessary given the initial focus on the simple geometry of single spherical bubbles;
however, modelling multiple bubbles and allowing for the simulation of non spherical
bubbles makes the model more applicable for future work.
5.2.1.1 Numerical forms of the governing equations
The governing equations of the model were described in chapter 4. To solve the system
of equations numerically, both time and space are discretised as Dt and Dx,Dy,Dz, and
denoted by the subscripts s, i, j and k respectively. The LHS of (4.48) is approximated
by a forward difference approximation as.
dR
dt
⇡ Rs+1 Rs
Dt
(5.1)
likewise ambient pressure and concentration can also be written as.
dPamb
dt ⇡
Ps+1amb Psamb
Dt
∂C
∂ t ⇡
Ci, j,k,s+1 Ci, j,k,s
d t
(5.2)
The diffusion equation is given by:
∂C
∂ t
= D
✓
∂ 2C
∂x2
+
∂ 2C
∂y2
+
∂ 2C
∂ z2
◆
(5.3)
applying the forward time and centre space approximations leads to the second order
accurate forward time centred space (FTCS) approximation.
ci, j,k,s+1  ci, j,k,s
d t
=D
⇣ci+1, j,k,s 2ci, j,k,s+ ci 1, j,k,s
dx2
+
ci, j+1,k,s 2ci, j,k,s+ ci, j 1,k,s
dy2
+
ci, j,k+1,s 2ci, j,k,s+ ci, j,k 1,s
d z2
⌘ (5.4)
which is used to calculate the concentration at each grid point. Each gas will have a
separate concentration grid.
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Figure 5.2: The time step size requirements for various spatial resolutions h to meet the stability
criteria.
5.2.2 Stability and Simulation length
When using numerical schemes stability must be considered. Stability of the FTCS is
notoriously poor and can result in large inaccuracies if the criteria for a stable solution
are not met [252]. The condition for the FTCS is given by the stability criterion:
DDt
Dx2
+
DDt
Dy2
+
DDt
Dz2
 1
2
. (5.5)
If Dx2 = Dy2 = Dz2 = h2, this is simplified to
hp6DDt. (5.6)
This requirement limits the size of the temporal step allowed for a given spatial res-
olution as shown in Figure 5.2. In any numerical code there will be a compromise
between resolution of the simulation and the total run time. A fine spatial grid would
give better bubble surface resolution but would dramatically increase simulation time
as both the number of time steps and the calculation time per step would increase. The
FTCS suffers from a very stringent stability requirement but, as it is an explicit scheme,
the calculation at each time step is simple and hence the time per step is short. Use of
more stable schemes such as the unconditionally stable Crank-Nicholson scheme would
reduce the number of time steps required, but as this solution is implicit i.e. the con-
centration at the new time point Cs+1i, j,k does not depend explicitly on the concentrations
at the current time pointsCsi, j,k, it requires the solution of a system of linear equations at
each time step. This is more computationally expensive and consequently the length of
120 Chapter 5. Code implementation and Sensitivity analysis
time for each step increases. The ideal solution is to maintain the speed and simplicity
of an explicit scheme at each step whilst benefiting from larger step sizes possible in an
unconditionally stable scheme. One such scheme is the Alternating direction explicit
scheme (ADE) developed by Sal’yev [253] and used within the financial computing
sector [254] and, though not so widely, in solution to both the heat and convection
diffusion equations[255, 256, 257]. The ADE uses the average of an upwind (calcu-
lated from 1 to total node number) and a downwind sweep (calculated from total node
number to 1), to approximate the concentration at each grid node.
Cs+1i, j,k =
Cus+1i, j,k+Cd
s+1
i, j,k
2
(5.7)
whereCu is the upwind sweep andCd the downwind. Each sweep is calculated thus:
Cus+1i, j,k Cusi, j,k
Dt
=
Cus+1i 1, j,k Cus+1i, j,k Cusi, j,k+Cusi+1, j,k
Dx2
+
Cus+1i, j 1,k Cus+1i, j,k Cusi, j,k+Cusi, j+1,k
Dy2
+
Cus+1i, j,k 1 Cus+1i, j,k Cusi, j,k+Cusi, j,k+1
Dz2
(5.8)
Cds+1i, j,k Cdsi, j,k
Dt
=
Cdsi 1, j,k Cds+1i, j,k Cdsi +Cds+1i+1, j,k
Dx2
+
Cdsi, j 1,k Cds+1i, j,k Cdsi, j,k+Cds+1i, j+1,k
Dy2
+
Cdsi, j,k 1 Cds+1i, j,k Cdsi, j,k+Cds+1i, j,k+1
Dz2
(5.9)
By using the boundary conditions in this way the terms Cus+1i 1, j,k and Cd
s+1
i+1, j,k (and
equivalent terms in the y and z directions) are known explicitly (see Figure 5.3).
Despite this scheme appearing to offer all the advantages discussed above, it is not
applicable to problems with moving boundaries such as those of the growing bubbles
[254]. This limits the use of the scheme to times at which there is no bubble radius
change namely times when the bubble is at a minimum radius and the external pressure
is either increasing (during descent) or unchanging (during bottom time). At this time
the bubbles are treated as micronuclei with a no flux boundary condition and hence they
have a fixed radius. The ADE scheme is therefore implemented where these criteria are
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Figure 5.3: representation of the upwind and downwind sweeps in a 2-dimensional ADE
scheme, the red points show points calculated in the previous spacial step
met and with a larger time step than the FTCS permits. In this way the ADE scheme
decreases the overall simulation time, particularly for simulations with long bottom
times.
In the future development of this code it would be ideal to implement a highly
optimised implicit scheme with a refined mesh at the bubble tissue interface.
5.2.3 Bubble boundary
Diffusion at the bubble boundary requires consideration of how to calculate concen-
tration gradients at the phase boundary. This problem arises in many fields and there
are two broad approaches: diffuse or sharp interface techniques. A diffuse interface
technique assumes the phase boundary to have a finite thickness over which there is a
smooth change in physical properties such as concentration. By comparison, sharp in-
terface techniques model the boundary as a surface over which a discontinuous change
in physical properties occurs, (see Figure 5.4). The diffuse interface technique has been
used to model several bubble behaviours including growth, coarsening and coalescence
[258]. The diffuse interface approach can avoid the need to explicitly track the position
of the interface relative to the finite difference grid, as the interface is implicitly tracked
via the value of a phase field, (a field which takes a value of 1 in one phase and 0 in
the other, with a smooth change over the interface). This makes the diffuse interface
approach more suited to modelling coalescence and small scale events in which there
are large changes in interface topology [259]. Despite these advantages diffuse inter-
face methods have two important disadvantages. Firstly a parameter related to interface
thickness is required. This parameter cannot be easily measured and it’s value may have
a significant affect on bubble dynamics, as investigated by Srinivasan et al. [166]. Sec-
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Figure 5.4: diagram of sharp (left) and diffuse (right) interfaces
ondly and relatedly; in order to compute the phase field at the interface, a very fine grid
hi/4 where hi is the interface thickness is needed. This makes the technique unsuitable
for computational domains far larger than the interface thickness without employing an
adaptive mesh scheme, which itself is computationally challenging [260].
The sharp interface technique avoids the mesh refinement problem and was there-
fore chosen for implementation in this work. A method as detailed in [261, 262, 263],
formed the basis of the implementation in this work.
One of the key difficulties associated with the sharp interface technique is the
need to track the interface position. There are several distinct methods to achieve this
including the Level-set-Method [264] and front tracking [265]. In this model, boundary
tracking is greatly simplified as bubbles initially are assumed to be spherical and sta-
tionary, hence the boundary can be simply defined with the co-ordinates of the bubble
centre and radius. The location of the boundary points (grid nodes which lie on the
bubble boundary) are defined and stored at each time point by two masks; a phase and
boundary mask. Points not in the vicinity of a bubble are assigned zero in both masks,
points within a bubble are assigned an integer corresponding to the bubble number in
the phase mask and a zero in the boundary mask. Points adjacent to a bubble (where
the neighbouring point has a different phase), are assigned a zero in the phase mask and
integer corresponding to the bubble number, in the boundary mask. Figure 5.5 shows a
2D representation of this scheme.
5.2.3.1 Bulk diffusion
During the decompression the standard FTCS explicit scheme with the imposed stabil-
ity scheme must be used. For point in the bulk of the gel/tissue, the boundary mask and
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Figure 5.5: Diagram showing the masks, Left boundary mask, Right phase mask
Figure 5.6: Diagram showing the case where a boundary point is reached in the FTSC bulk dif-
fusion calculation (only a 2D representation is shown). Boundary points are shown
as open circles, points inside the bubble are shown in red and bulk points as filled
black. Consider the point marked ’boundary point’: for the standard FTSC stencil
one of the points lies within the bubble (red point). This is replaced by a point on
the bubble surface and Dh shows the reduced distance between the boundary point
and bubble edge. The reduced distance necessitates the use of inverse distance
weighted interpolation, rather than the a space centred approximation
phase masks will both have a value of zero and an the standard scheme can be used with
a 7 point stencil. For points with a boundary mask value greater than zero; at least one
of the 7 points in the standard FTCS stencil would lie within the bubble, (see Figure
5.6). In this case the point within the bubble must be replaced by one at the bubble
surface with concentration equal to CB, and the stencil becomes asymmetrical. If the
finite difference were calculated with this new stencil the stability criteria would be
violated and spurious concentration values would be assigned to the boundary points.
Instead, the value of the boundary point is found by interpolation from the surrounding
neighbours including the point on the bubble surface.
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Figure 5.7: 2D Diagram showing the spherical points (squares) surrounding the bubble used
to calculate the concentration gradient. The concentration of the radial points are
given by interpolation from the surrounding cartesian mesh points as indicated by
the arrows in the right hand panel.
5.2.3.2 Gradient at the bubble tissue interface
The expression for the gradient at the bubble surface ∂Ctot∂R |RB is needed to calculate the
flux of gas into and out of the bubble. As a sharp interface method is used, the interface
width cannot be used to calculate the gradient as done in other models [175]. Instead
it is calculated using a normal probe method described in [264]. A set of spherically
symmetrical points around each bubble is created as shown in Figure 5.7. The concen-
tration of these points is found using inverse distance weighting interpolation of the 6
nearest neighbours.
Cnew =
ÂNi=1(wi(xCi))
ÂNi=1(wi(x)
(5.10)
where w(i) is the weighting function described by:
wi(x) =
1
d(x,xi)p
(5.11)
d(x,xi) is the euclidean distance between the two points x and xi and p is the power
parameter.
Using the new array of spherical points a 1D forward difference approximation
with 2nd order accuracy can be constructed in terms of the radial co-ordinate.
∂C
∂R
=
1
2Dr
( Cr+2+4Cr+1 3CB) (5.12)
where Cr+2 and Cr+1 are the concentrations at points r+ 1 and r+ 2, and Dr is the
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radial distance between points shown in Figure 5.7. CB is the concentration of gas at
the bubble surface as given by Henry’s law, in all simulations Dr = h
5.2.4 Mass conservation
Mass conservation is of particular importance for sharp interface Cartesian grid meth-
ods. Such methods are particularly prone to local violation of mass conservation due
to the movement of the boundary over grid points (nodes), creating so called fresh and
dead cells which may act as spurious sources and sinks, as well as the potential surface
area discrepancy between the gas and tissue phase[266]. In order to ensure mass con-
servation the calculation of the mass of gas within the tissue is required for which the
partial volume of cells cut by the bubble boundary must be calculated. As the bubbles
are always spherical, the volume of gas can easily be calculated using the perfect gas
law and the current bubble radius.
mO2 +mN2 =
PBVB(mN2f MrN2 +m
O2
f MrO2)
RT
(5.13)
where mg is the mass of gas, m
g
f is the mole fraction, Mr is the molar mass of the gas
and R is the universal gas constant. For the tissue, mass is calculated by summing the
contribution from each cell in the tissue grid:
mO2 +mN2 =
n
Â
n=1
Vn(CnN2+C
n
O2) (5.14)
where n is the number of tissue nodes Vn is the volume of the cube the node is centred
within. For the majority of nodes in the grid the volume is simply the spatial step cubed
h3; however cubes which contain the bubble tissue interface, have only a partial volume,
these are referred to as cut cells. If the partial volume of cut cells is not accounted for
then discontinuous jumps in the total tissue gas mass are seen as nodes pass into and
out of the tissue grid (see Figure 5.8).
In order to calculate the mass of such cells an estimation of the volume is needed.
This is calculated as follows, Firstly boundary nodes which are cut cells are identified.
Then the cut cell node position is converted to spherical polar co-ordinates where q
is the incline and f the azimuth, the radial distance between the node and the bubble
surface is calculated, (see Figure 5.9). At this point an estimate of the volume fraction
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Figure 5.8: Showing the jumps in the total tissue gas mass as the number of nodes in the tissue
changes
is made by assuming the surface of the bubble within the cell can approximated by a
plane rather than a portion of a spherical cap. This assumption becomes more accurate
as the bubble becomes larger. This assumptions results in the volume portion of bub-
ble within the grid cube being defined by a polyhedron, the volume of which can be
calculated using ray tracing algorithms. However, this is a computationally intensive
task requiring all the cube plane intersection point to be calculated in the correct order.
Given that the plane is already an approximation of a spherical cap, a further approx-
imation is made whereby the volume fraction of the cell is estimated by finding the
fraction of the line, which passes though the cube and is normal to the bubble surface,
which is inside the bubble (see Figure 5.10). The fraction is defined as (l  p)/l. The
length l can be calculated a coordinate system local to each cube from the azimuth and
incline angles and the knowledge that either x = 0.5,y = 0.5 or z = 0.5 depending on
which co-ordinate axes the line l is closest to (angular distance). For example consider
Figure 5.10. If the angle between each co-ordinate axis and the line l is calculated, the
angular distance to the negative z axis will be the smallest, therefore it is known that the
line passes though the front and back faces of the cell and consequently the distance z
will be 0.5. The length of l is then calculated by lcos(q) = 0.5. Similarly this could be
done if x= 0.5 or y= 0.5 using both q and f
Cells for which the node lies in the bubble rather than the tissue, are merged with the
cell that is closest in the x,y or z direction from the bubble surface, see Figure 5.9.
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Figure 5.9: Showing the bubble imposed on the finite difference grid in 2D, the inset shows the
radial distance to the bubble surface, note that the angle between the bubble surface
and the line from the centre of the bubble to the node point will always be 90 
Figure 5.10: Showing a single cell with the bubble surface estimated by a plane. The line l is
the total length of the line from the bubble surface to the node which lies within
the cell. The line p is the distance from the node to the plane, intersecting the
plane at 90 . The angles q and f are shown. In this instance it can be seen that
the line l passes through the front of the cube xy plane and as such the z length of
the triangle will be 0.5, from knowledge of one side and angle q and f the length
l can be calculated by lcos(q) = 0.5. Similarly this could be done if x = 0.5 or
y= 0.5 using both q and f
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Figure 5.11: Showing the mass conservation for an oscillatory pressure profile with no flux
boundary conditions at the grid edge. All masses have been non-dimensionalised
to the initial total mass of the system, as can be seen there are only very small
fluctuations in the total mass.
Using this new volume approximation the volume of the tissue can be seen to far more
closely match the analytical value, (see Figure 5.8).
Calculation of the total mass of gas does not ensure conservation, in order to en-
sure local mass conservation at the bubble surface a mid-point approach similar to that
of Seo at al. [266], is employed. At the point in each time step where the tissue con-
centration grid has been updated by the FTCS scheme, but the bubble radius has yet to
be updated, the total mass of gas in a bubble bounding box must equal the total mass of
gas after the radius has been updated. The mass of the bounding box at the mid point
and the final point are compared. If a mass deficit is found, the mass is transferred
to the surrounding tissue points in proportion to the tissue volume they contain. This
method can be shown to ensure relatively good mass conservation by simulation of an
oscillatory external pressure profile with no flux boundary conditions applied to the
tissue edges (see Figure 5.11).
Coalescence is dealt with more extensively in the following chapter, but is dis-
cussed here briefly with reference to the computational model. Coalescence is initially
modelled following the 2-dimensional implementation of O’Brien [220] i.e. when two
bubbles come within one node of each other they instantly coalesce into a single bubble
located at the position of the larger of the two. The new bubble is assumed to have a
5.3. Summary of numerical implementation 129
mass equal to the sum of mass in the two coalescing bubbles and the volume is cal-
culated via the perfect gas law. This model relies on the assumption that coalescence
will always occur when two bubbles are in contact, and that the time over which coa-
lescence takes place is far shorter than the time step used in the simulation. This part
of the model is evaluated and developed in the following chapter.
5.3 Summary of numerical implementation
This concludes the description of the numerical implementation of the code. A link
to the full code is given in the Appendix B. This section has highlighted and justified
the choices made when implementing the code in particular concerning the interface
techniques chosen. It has also highlighted the computational expense created by the
stability requirements of the FTCS method in calculating the bulk diffusion. The in-
troduction of the unconditionally stable ADE scheme in the descent and bottom time
sections of the simulation are used to increase the efficiency of the code. Future work
will include the development of a refined mesh and implicit technique.
5.4 Material Parameters sensitivity analysis
The following sections of this chapter discuss and justify the model’s parameterisation.
This is done through a literature search to establish physiological parameter limits and
a sensitivity analysis to understand the affect each parameters has on bubble growth.
The model described thus far has many parameters (those listed in Table 4.1) in
addition to the numerical parameters Dt and h as well as the overall tissue block size
and the initial bubble radii R0. The numerical parameters are chosen to ensure numer-
ical efficiency and convergence of the solution, the initial bubble radii will be dealt
with in the following chapters. This chapter is concerned with understanding the effect
variations in the material parameters D, µ , g , kO2h and k
N2
h , have on the time course of
bubble growth and dissolution. Such understanding is important as material parameter
variation is seen across different tissue types in the body and also between individuals.
Current models used in dive computers tend to give more consideration to dive pa-
rameters, with tissue half-time being the only variable material parameter. The tissue
half-time represents the combined effects of perfusion, diffusion and solubility of gas
in a given tissue. By separating material parameters, and using collagen gels in which
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this parameter separation can be partially mimicked, such models can be more fully
validated leading to better understanding and prevention of DCS.
Sensitivity analyses are used to investigate the influence of input parameters on
model outputs. In addition to informing understanding of a model, such analyses can
also be useful in generating hypotheses, checking for computational errors and focus-
ing experimental design and protocol. There are many methodologies for performing
sensitivity analyses and these can broadly be split into local and global methods. For
local analyses parameters are altered one at a time whilst global analyses use prob-
abilistic distributions of parameter values to investigate the whole parameters space.
Local analyses are generally easier to implement and less computationally intensive.
However, they cannot be used to investigate parameter interactions and represent only
a small portion of the total parameter space [267]. Of local methods there are again
many methodologies including direct and indirect methods as well as feature sensitiv-
ity. Direct and indirect methods define sensitivity as the solution to either the finite
difference approximation of the following ODE or the solution to the differential of the
following ODE with respect to a parameter k j.
dy
dt
= f (y,k) , y(0) = y0 (5.15)
Where y is the vector of variables and k is the vector of parameters. Feature sensitivity
selects a feature in the model output and defines the parameter sensitivity as
SF, j =
Fj F
Dk j
(5.16)
Where F is the feature of interest and SF, j is the sensitivity of the parameter k j with
respect to the feature.
Feature sensitivity analysis was chosen for this work, with the maximum bubble
radius and the time at which this occurs as two features that capture the time course of
bubble dynamics well. The first step in such an analysis is to prescribe the parameter
value space. This is done based on a literature review which aimed to provide phys-
iological limits and collagen gel limits for all five material parameters. The literature
was evaluated for mammalian tissue values, values related to collagen gels and other
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similar tissue scaffolds including Agar, decellularised tissues and some synthetic poly-
mer models where appropriate. The results are given in the form of tables for each
parameter.
5.5 Parameter literature review
5.5.1 Diffusion coefficient
Values for diffusion coefficients of gases in tissues and biological fluids other than
oxygen are uncommon in the literature. A meta-analysis by Lango et al. [268] reviewed
166 works on the subject and provides by far the most comprehensive review of such
values. From their meta analysis [268] derive the following relation between the water
content of the tissue in question and the diffusion coefficient.
Dtissue = Dwatereh(w 1) (5.17)
where h = 4.3 for N2 and h = 4.4 for O2 and w= water fraction.
In addition to this review, further literature searches for diffusion coefficients re-
lating to collagen gels and other tissue scaffolds were done. No literature was found for
diffusion coefficients of nitrogen, however diffusion of oxygen has been more widely
researched in relation to the viability of such scaffolds in regenerative medicine [269].
Due to the lack of data regarding diffusion of nitrogen in collagen gels it was hy-
pothesised that a relation such (5.17) might be applicable to collagen gels as well as
tissue. The data for oxygen diffusion in collagen gels was compared to the values
predicted by (5.17). Values of diffusion coefficients for oxygen in 0.1%, 0.2% , 11%
and 34% collagen gels can be calculated to be. 2.3948⇥10 9,2.29⇥10 9,1.8⇥10 9
and 6.7⇥ 10 10m2/s (where the diffusion coefficient of oxygen in water is taken to
be 2⇥10  5m2/s) These predicted values are larger than those experimentally found
for high density collagen[200] and smaller or similar to those for low density colla-
gen [270], (see Table5.1). This is possibly due to the high cell content of tissues used
to fit (5.17), verses the a-cellularity of collagen gels. As (5.17) does not seem to be
applicable to collagen gels in the case of oxygen, it was decided that the estimated
D for nitrogen could not be derived from 5.17 and should instead be set the same as
experimental values measured for oxygen.
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Other DCS bubble models use a wide range of diffusion coefficient values. Srini-
vasan [166] and Gurmen [271] both use very small diffusion coefficients of the order
of 1⇥ 10 12m2/s. This value is three orders of magnitude less than that of water and
such values are not found in any of the reviewed works of [268]. Their use stems from
the work of Gernhardt [165] in which a range of values from 1⇥10 9 7⇥10 15m2/s
was found using a literature search based approach. The extremely low values came
from the work of Hills, who argued that the diffusion coefficients for intracellular N2
diffusion were far lower than extracellular. Gernhardt performed a sensitivity analysis
on this range and found that values greater than 1⇥10 10m2/s (close to that of water),
lead to a peak bubble radius almost immediately after decompression, whereas values
in the range of 1⇥ 10 11 and 2⇥ 10 12 lead to a delayed peak by 65-105 mins. This
result was discussed in the context of the time of onset for DCS symptoms which are
typically seen in in the 30-90min window post-surfacing. Gernhardt concluded that
the values of 1⇥10 11 and 2⇥10 12 ”predicted decompression stress patterns which
were consistent with expectations for this exposure” [165]. This is again a validation
of a mechanistic bubble model using symptoms of DCS. Choosing a diffusion coeffi-
cient range in this way tacitly assumes that DCS symptoms are directly caused by the
increasing size of extravascular bubbles, a correlation for which there is little or no ev-
idence. Indeed other researchers have questioned the choice of such a small diffusion
coefficient. Other models such as those of Hugon and Van Liew use more biologically
supported values of - 2.8⇥10 9 7⇥10 10 [176] and 5.35⇥10 9 [158].
Table 5.1 shows a summary of the review of [268] and additional data gathered
from collagen and Agar gels. Based on the experimental data in Table 5.1 and the
known percentage of collagen in the gels used an estimated range of diffusion coeffi-
cients of 2.5⇥ 10 9m2/s  9⇥ 10 10m2/s was chosen. For comparison the range of
values in the Table 5.1 is from 1.7⇥10 10m2/s at smallest to 3⇥10 10m2/s at largest.
5.5.2 Shear modulus
The literature values for the shear modulus of collagen hydrogels, show a large variation
(see Table 5.2). This variation seems to be an intrinsic feature of the gels and it is
commented upon in several of the works referenced, particularly those which measure
shear modulus at small scales such as Shayegan et al. [278]. It is concluded by these
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Source Value of D(m2/s) Material Gas Temp  C
[200] 4.5⇥10 10 Collagen 11% w.t O2 37
[200] 1.7⇥10 10 Collagen 34% w.t O2 37
[272] 1.88⇥10 9 Water N2 25
[272] 2.10⇥10 9 Water N2 25
[273] 1.7⇥10 9 Water O2 37
[273] 2.0 2.7⇥10 9 Agar 2% O2 30
[274] 2.7⇥10 9 Agar 2% O2 37
[275] 2.2⇥10 9 cartilage O2 37
[276] 7⇥10 10 2⇥10 9 Decellularized ECM O2 37
[270] 3⇥10 9 Collagen (1mg/ml)0.1%, (3mg/ml) 0.2% O2 30
[268] 8⇥10 10 Aortic pig wall N2 37
[268] 2.9⇥10 10 Plasma membranecardeomyocyte O2 37
[277] 2.83⇥10 10 Water N2 40
[277] 3.33⇥10 10 Water O2 40
Table 5.1: Estimations of diffusion coefficients in various biological media
researchers that at the length scales measured by them, there is significant anisotropy
in the gels leading to variation of two orders of magnitude within the same gel. Our
own measurements, using a modified cavitation rheology technique, [239] similarly
saw very high variability in the shear modulus measured. Owing to the large variation
in results throughout our own and others work it was difficult to estimate the range of
values that would be taken by the gels. The values for gels were chosen to range from
0.5-100Pa, as this covered the majority of the experimental range.
5.5.3 Solubility
The solubility coefficients of both nitrogen and oxygen were considered in the literature
search. In particular the nitrogen solubility coefficient is considered important in the
formation of bubble in lipid rich tissue and this is hypothesised to be a factor in the
development of neurological DCS [13]. It was not clear how this parameter might
vary with plastic compression of the collagen hydrogels. From the literature search,
variation in tissue density did not appear to substantially affect the solubility of oxygen,
and nitrogen solubility appeared to alter only where tissue lipid content varied. As none
of the collagen constructs used in this portion of results had the lipid content altered,
these parameters were not considered variables in experimental conditions but, their
sensitivity was investigated in the computational domain. Conversion from Ostwald
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Source Value ofµ(Pa) Material Method Temp
[279]
6.32 318
(aggregate
modulus)
1mg/ml Collagen confinedcompression 37
[280] 10 100 0.9mg/ml Colla-gen
cone plate
rheology 37
[278] 0.2 100 0.5mg/ml-1mg/mlCollagen optical tweezers 21
[281] 53 40
2.3mg/ml-
1.5mg/ml Col-
lagen
optical tweezers 37
[282] 2 2mg/ml Collagen Bholin Geminirheometry Unspecified
[283] 15.5 2.1mg/ml Colla-gen
coquette
rheometry Unspecified
[284] 300 350 2.4mg/ml Colla-gen
Bholin CVO
rheometry 37
[285] 23 4mg/ml Collagen Plate rheology 37
[286] 0.75k 2k Liver Various in vivo
[287] 0.173M 0.4M
Articulate carti-
lage Various in vivo
[288] 10.6±5.3 Turkey breast Elastography Unspecified
[288] 10.3±1.5 Bovine liver Elastography Unspecified
[288] 7.1±2.1 Agar-Gelatin Elastography Unspecified
[288] 46.7±28.7 Poricine Fat tissue Elastography Unspecified
Table 5.2: Estimations of µ in various biological soft tissues and tissue mimics
coefficient (L) to Henrys constant is done via the formula from Emerson [289] pg 87.
(assuming the density of biological fluid to be 1), given by
Lg =
kgh
RspecT
(5.18)
whereRspec is the specific gas constant for the gth gas. Values chosen for collagen gels
were 0.027 for O2 and 0.0145 for N2, in the modelling literature there is also agreement
with these values [165, 170, 176, 271, 175, 177].
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Source Value of khorL) Material Gas Temp
[268] 0.0145(L) Blood Plasma N2 37
[268] 0.027(L) Blood Plasma O2 37
[290] 0.027(L) Water O2 37
[291] 0.014520(L) Water N2 35
[268] 0.073(L) Sheep bone marrow N2 37
[268] 0.015(L) Calf Brain N2 37
[268] 0.0133(L) Olive oil O2 37
[268] 0.0261(L) Whole man O2 37
Table 5.3: Estimations of L in various biological tissues
5.5.4 Surface tension g
The final parameter considered was surface tension. The collagen gels used in this
work have a high water content, and as such the surface tension is not expected to dif-
fer greatly from that of saline. However the presence of surface active molecules and
the salt concentration can affect the surface tension. The literature survey for biologi-
cal tissues revealed lower values for surface tension in albumin, plasma and serum than
that of water or saline. Surface tension occurs due to the hydrogen bonding between
H2O molecules. The introduction of of ionic salts or amphiphillic molecules such as
phospholipids reduces surface tension by interrupting the hydrogen bonding. In bio-
logical media there are many molecules which may have this affect resulting in a lower
surface tension. The addition of lipids or other surfactants may affect surface tension
and this will be further discussed in chapters 6, and 7. In the modelling literature values
used for surface tension tend to towards the lower end (0.05 - 0.03 N/m) of the values in
Table 5.3, [165, 170, 176, 271, 175, 177]. This is consistent with the estimated surface
tension for blood. For hydrogels and collagen gels made without fetal calf serum it is
not clear that surface tension values will differ greatly from that of saline. This will be
investigate in the following section.
5.5.5 Model sensitivity results
Figure 5.12 shows the results of the feature sensitivity analysis for all 5 material pa-
rameters. A single bubble in a tissue block exposed to a decompression from 30m in
3.75mins was modelled. The block of tissue was assumed to be saturated at the start
of the decompression, hence time t = 0 represents the beginning of the ascent from a
saturation dive. In all cases the single bubble was assumed to have an initial radius of
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Source Value ofg mN/m Liquid Method Temp
[292] 69.8 Water Tensiometer 37
[292] 69.8 Saline Tensiometer 37
[292] 46.4 Albumin Tensiometer 37
[292] 40.5 Plasma Tensiometer 37
[292] 40.6 Serum Tensiometer 37
[293] 73 Saline Microscopy Not reported
[294] 73 Polyacrylamidehydrogel
spherical
harmonic of
liquid drops
Room temp
Table 5.4: Estimations of g in various biological tissues
0.04mm and the tissue block a size 128⇥ 128⇥ 128mm. The left-hand column shows
the radius change with time for the single bubble and the right hand column shows
the change in maximum bubble radius and the time of maximum bubble radius for the
parameter values. For each parameter the range of values taken reflected the total pos-
sible physiological range rather than values associated with collagen gels as based on
the literature survey in Tables 5.1-5.4.
From Figure 5.12 it can be seen that increases in the parameters D, µ and g lead
to a decrease in the maximum bubble size and decrease and the time taken to reach this
maximum. For both LN2 and LO2 the increase in parameter value leads to an increase in
maximum bubble size but a decrease in the time taken to reach max. This shows that
bubbles are growing more quickly and to a larger size as the amount of dissolved gas in
the tissue increases. In the case of tissues these results suggest that stiffer tissues will
resist bubble growth to a greater degree, and that tissues which have small diffusion
coefficients (denser tissues) will have larger bubbles which persist for a longer time.
Tissues with low surface tensions, will also have larger bubbles, and finally more lipid
rich tissues will tend to have larger bubbles.
All the right-hand panels show that there is some level of non-linearity associated
with the the time to max bubble size. Some of the non-linearity is due to the effec-
tive asymptote imposed by the Boyle’s law contribution. Until 225 seconds after the
profile begins the ambient pressure is decreasing rapidly hence the Boyle’s law term
will tend to dominate. Parameters D, g and LO2 appear to have a linear relation be-
tween parameter value and maximum radius. Whereas LN2 is slightly non-linear and µ
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Figure 5.12: Sensitivity of the material parameters of the model for a single bubble of initial
size 0.04mm. In all cases the fixed parameter values are the modal values of
the range (g = 0.056N/m, LN2 = 0.0436, LO2 = 0.02, µ = 2⇥ 106Pa, D = 1.4⇥
10 9m2/s). Left is the bubble radius profile with time, Right is the response of
the two features, (bubble maximum radius and time to maximum) to changes in
the parameter value. Note the y-axis scales are not even across all panels
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Figure 5.13: comparison of all parameters on the range of max bubble sizes (Left) and time to
max bubble size (Right)
highly non-linear. In this case the largest changes in the maximum with µ appear at the
low end of parameter value range. This suggests the effect of shear modulus is most
pronounced in softer tissues.
Figure 5.13 shows a comparison between the relative sensitivities of all parame-
ters. The top panel shows total effect each parameter has across its entire physiological
range. From this top panel it can be seen that µ has the largest effect on maximum
radius across its entire range, whilst the diffusion coefficient has the largest effect on
time to max radius. The lower panel shows the sensitivity of the parameter. In this case
we see that although µ has the largest affect this is due to the wide physiological range
as opposed to the sensitivity of the parameter. The most sensitive parameter is D with
LN2 ,LO2 and g having lower and relatively similar sensitivity, µ has the lowest sensi-
tivity. The sensitivity of D is not unexpected, as it plays a role both in the transport of
gas through the bulk tissue towards and away from the bubble and also in the diffusion
across the bubble tissue interface. In this model the diffusion coefficient governs the
rate at which gas is eliminated from the tissue and hence it is expected to have a strong
influence on the rate of bubble growth. A factor which should not be ignored is that
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whilst g appears to have a low sensitivity, the initial radius of the bubble will affect the
magnitude of the surface tension force. A more appropriate way to consider the surface
tension sensitivity is by considering the radius at which the surface tension force begins
to substantially contribute to the bubble pressure. For the lowest and highest values of
surface tension (g = 0.04andg = 0.073) the surface tension contribution to the total
bubble pressure is only 2% and 3.5% at the initial radius of 0.04mm. If an initial radius
of 2µm was used the proportions would be 27% and 36% for g = 0.04 and g = 0.073
respectively. It is therefore important to not discount the importance of surface tension.
5.6 Conclusions and Summary
This chapter has described and justified the choices made in the numerical implemen-
tation of the bubble model. The use of a Cartesian grid method with immersed sharp
boundaries has been employed, as a future need to model complex geometries is an-
ticipated. Similarly, a sharp interface method has been chosen to enable larger volume
simulations. Parameterisation of the model has been addressed through a literature
search for the five most crucial material parameters in the model. It is thought that val-
ues for these parameters should be restricted to physiological limits unless there is clear
evidence that such limits do not apply. A comparison of the parameter limits for colla-
gen gels to those for biological tissue reveals that, although collagen gels can mimic the
physiological diffusion coefficient range, shear moduli comparable with stiffer tissues
cannot be achieved. The feature sensitivity analysis showed that in the current model
µ was the least sensitive parameter, this coupled with the small range of values which
can be achieved in collagen gels makes this experimental system unsuitable for investi-
gating the effect of tissue elasticity and the form of the elasticity function. Despite this,
the diffusion coefficient D, which was the most sensitive parameter, is well represented
in collagen gels and therefore the system is ideally suited to investigate the diffusion
barrier which has been proposed in other bubble models of DCS.
for the remainder of the thesis parameter values for the less sensitive parameters
are set at the values: LN2 = 0.145, LO2 = 0.027, µ = 40Pa and g = 0.07N/m. The
diffusion coefficient for hydrogels is assumed to be the same as that of water D =
2.5⇥10 9m2/s and to reduce with gel density.

Chapter 6
Validation
6.1 Introduction
This chapter focuses on the validation of the computational model, through direct com-
parison of simulations to experimental data. Validation to changes in both material and
dive parameters are presented. This validation stage is critical to enabling future devel-
opment of the model and to assessing its current validity. As described in the previous
chapters, one of the main benefits of this experimental system is the control that can
be exercised over the pressure profile and the material properties of the gel. This al-
lows validation of material parameters to be done whilst controlling dive and bubble
parameters, such as bubble density. Conversely, the simulated effect of dive parameters
on bubble dynamics can be validated on gels which have consistent material proper-
ties. This chapter will initially present validation of the effect change in the diffusion
coefficient has on bubble dynamics. In this instance the initial computational model
required development to effectively describe the experimental data. Following on from
this a sensitivity analysis of dive parameters in both the computational and experimental
model is presented. The complementary analyses highlight areas in which the simula-
tions are able to describe the experimental data; instances in which the computational
model aids in the interpretation of data; and areas in which the computational model
is unable to predict or describe the data. In all cases the complementary approach is
highly valuable. In particular areas where the model failed to predict/describe the data,
attention is drawn to useful developments such as viscoelasticity and complex bubble-
bubble interactions.
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6.2 Diffusion coefficient validation
Of the five material parameters analysed in chapter 5, only the diffusion coefficient, and
specifically the diffusive mass transfer at the bubble interface, were chosen for valida-
tion analysis. This choice was made for three reasons: i) the diffusion coefficient was
found to be the most sensitive parameter computationally; ii) the diffusion coefficients
for collagen gels of varying density are well characterised and fall within the range
of in vivo values [200]; iii) there is some controversy in the modelling literature over
the value the diffusion coefficient should take. As previously mentioned, some models
of DCS use low diffusion coefficients in the tissue region immediately surrounding the
bubble [4, 295, 271]. These values are on the order of 10 12m2/s and their use has been
challenged, particularly by Hugon et al. [176]. Direct observation of bubble growth or
dissolution to validate one or other of these views has not been widely reported in
the DCS literature. Van Liew et al. investigated bubble dissolution times in saline.
They reported that the experimental dissolution times were broadly in agreement with
their model, which used higher diffusion coefficients (⇠ 10 9m2/s). However, they
also noted that there was a systematic error whereby bubbles persisted for 30% longer
than predicted [149]. Outside the DCS field, a large body of literature on gas-liquid
mass transfer exists in the chemical and bioprocessing industries. Diffusion through
gas-liquid interfaces is of importance in aeration reactors such as those used for waste
treatment, and fermentation [296, 297, 298, 299]. This literature is largely focused
on quantifying the magnitude of the liquid-side mass transfer coefficient, (kL) which
is proportional to the diffusion coefficient (assuming diffusion across the interface is
modelled by Fick’s first law). This literature provides an excellent source of experi-
mental and modelling data regarding the reduction of kL due to the contamination of
the air-liquid interface.
When seeking to quantify the effect of varying the diffusion coefficient, it should
be altered whilst other material parameters are held constant. Altering the diffusion co-
efficient of the collagen hydrogels has been experimentally verified in previous works
[200] and is done by partial plastic compression. The first hypothesis of this investi-
gation was that plastic compression would reduce the rates of both bubble growth and
dissolution. Active control of the other material parameters was not achievable as it
was not possible to accurately measure the solubilities of O2 and N2. Likewise, sur-
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Figure 6.1: Showing the oscillatory pressure profile,
face tension was not measured in the gels, however all gels were made without FCS as
this was thought to be the most likely source of contaminates that would alter the sur-
face tension. As these parameters were shown to have low sensitivity, it was assumed
that any small variation would not significantly affect the bubble dynamics. Similarly
the shear modulus was shown to be a very low sensitivity parameter. As previously
mentioned, measurement of the shear modulus was attempted using the method of cav-
itation rheology [238, 300], no significant change could be measured between partially
plastically compressed (denser) gels and hydrogels. However, the technique was diffi-
cult to implement owing to the fragility of the hydrogels, resulting in poor reproducibil-
ity of the result. As the focus of this validation was diffusion through the bulk of the
gel and across the bubble-gel interface, it was necessary to prevent bubble nucleation
or bubble-bubble interactions from becoming dominant dynamics. To do this bubbles
were introduced prior to gelling the gels by stirring the solution. In this way bub-
bles were seeded within the gel without decompression and adequate bubble spacing,
to prevent bubble-bubble contact, could be ensured. To further restrict bubble-bubble
interactions through gas exchange, short pressure profiles were used. An oscillatory
pressure profile was chosen as both bubble growth and shrinkage could be investigated.
The profile, shown in Figure 6.1, was applied to hydrogels and denser gels.
6.2.1 Methods
6.2.1.1 Experimental
Collagen gels were made as described in chapter 3, with a slight alteration, whereby
gels were seeded with bubbles just after neutralisation by stirring with a pipette tip.
After the initial fibrilogensis, samples were split into the dense gel or hydrogel group.
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The hydrogel group were covered in FCS free, media and returned to 37  C. The re-
maining samples were removed and compressed with an absorbent plunger for 1 min.
This technique, known as plastic compression, [192], removes some of the gels water
content and thus increases the collagen fraction. These gels were termed the dense gel
group. After plastic compression, the dense gels were covered with media returned to
37 C for 8-12hrs, before being transferred to the pressure chamber, covered in 0.3ml of
FCS free media and exposed to the pressure profile in Figure 6.1. Time lapse imaging
was used to track bubble radii.
6.2.1.2 Computational
Computational simulations for the dense gels and hydrogels were conducted for single
bubbles, in a block of gel that measured 1.28 x 1.28 x 1.28 mm. The material parame-
ters other than diffusion coefficient were fixed at µ = 40 Pa, g = 0.07 N/m, LN2 = 0.014
and LO2 = 0.027 as discussed in chapter 5. The initial bubble radius, is a key param-
eter of both the model and experimental system, as it dictates the relative magnitude
of the surface tension pressure term. In order to interpret the effect that the change in
diffusion coefficient had had, it was therefore essential that the initial radii in the dense
and hydrogels were equivalent. This was done by pairwise matching of the bubbles
measured in the dense gels and hydrogels. Equivalence testing using a Two One-Sided
Test (TOST) was done to assess the success of the pairwise matching. The TOST test
is done by comparing the 95% CI for the mean of each distribution of initial bubble
radii. The difference between the lower CI for the smaller mean and the upper CI for
the large mean, is compared to a defined equivalence region (e); if the difference is less
than e the distributions are considered equivalent.
Statistical equivalence between the initial pressure distributions was found for
e > 0.137 (0.55 times the standard deviation of the joint distribution). Whether this is
an acceptable level of equivalence must be assessed by considering the bubbles them-
selves. In this case the concern is that differences in the initial pressure of the bubble
pairs will be larger at smaller initial radii, due to surface tension. For the twenty-three
individual bubble pairs the largest difference in initial pressure was 13% as shown in
Table 6.1. Although this difference seems large, removal of the pair from the data did
not cause any change in the final result, it was therefore accepted that the distributions
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Bubble
Pair
Hydrogel
initial radius
(mm)
Dense gel
initial radius
(mm)
Rounded
mean radius
(simulation
value) (mm)
% Pressure
difference
1 0.0889 0.0988 0.09 6.09
2 0.103 0.134 0.12 13.25
3 0.133 0.141 0.14 3.11
4 0.133 0.147 0.14 4.98
5 0.140 0.150 0.15 2.88
6 0.142 0.153 0.15 3.44
7 0.147 0.157 0.15 3.09
8 0.170 0.168 0.17 0.41
9 0.193 0.172 0.18 5.08
10 0.212 0.176 0.19 7.43
11 0.216 0.180 0.2 7.71
12 0.217 0.195 0.2 4.48
13 0.225 0.201 0.21 4.42
14 0.228 0.212 0.22 2.82
15 0.237 0.228 0.23 1.51
16 0.239 0.238 0.24 0.084
17 0.244 0.238 0.24 0.90
18 0.245 0.239 0.24 0.80
19 0.250 0.2410 0.25 1.36
20 0.254 0.244 0.25 1.37
21 0.254 0.246 0.25 1.08
22 0.254 0.258 0.25 0.57
23 0.255 0.292 0.27 4.34
Table 6.1: The initial radii of the paired bubble data with the pressure difference between the
bubble pair shown and the mean of the pair for use in the computational simulations
were equivalent. Analysis of both the experimental and simulated bubble radii was
done using the maximum and minimum radius of the bubbles in successive pressure
oscillations. Statistical comparison of the result was done based on 4 measurements:
the final radial distributions at both the final minimum and maximum, and the total loss
in bubble radius, again at the final maximum and minimum.
6.2.2 Diffusion coefficient validation results
6.2.2.1 Experimental results
The mean radial time course for the hydrogel and dense gels bubbles is shown in Figure
6.2, as can be seen the hydrogel shows a greater decrease in the bubble size with succes-
sive oscillations. Statistically significant differences were found between the hydrogel
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Figure 6.2: The time course of successive minima and maxima for the dense and hydrogels (n
= 5) gels. Mean and standard error are shown.
and the dense gel for the change in the minimum, the change in the maximum and the
final maximum as paired t-test’s show in Figure 6.3. These results confirm that plastic
compression can be used to effectively alter the material parameters of the collagen
gels in ways which can be measured through changes in bubble dynamics. Although
it has been discussed that this measured difference is primarily thought to be due to
the change in diffusion coefficient, without accurate measurement of all other material
parameters this cannot be definitively shown.
6.2.2.2 Computational results
Preliminary computational simulations of the oscillatory profile experiment were first
conducted with a single bubble of initial radius 0.2 mm, as this was the approximate
mean initial radius for both the experimental hydrogels and dense gels. Simulations
were done assuming a single bubble centred in a tissue of size 1.28mm3 and a spatial
resolution of 2x10 5m. Larger total grid size and greater spacial resolution were shown
to have no affect on the final radial profile, so this grid size was used to decrease sim-
ulation time. Initial results of the simulation are shown in Figure 6.4, only successive
maxima are shown for clarity. As can be seen there is a large discrepancy between
the experimental results shown in dotted lines and the simulated values for the range
of diffusion coefficients which were deemed plausible for collagen gels. Although the
trend in successive maxima as the diffusion coefficient is decreased is the same as that
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Figure 6.3: Left-hand panel- Showing the normalised radius for the dense and hydrogels where
the minima and maxima have been split over two graphs for clarity (top and bottom
respectively). Mean and standard error in mean are shown, the measurements,
change in maxima and change in minima are indicated and the astrix denotes the
oscillation at which the minimum radius was measured. Right-hand panel- showing
final minima, final maxima and change in the minima and maxima, statistically
significant difference between the hydrogel and dense gel can be seen for the final
maximum, change in maxima and change in minima. The initial distributions (not
shown) were tested for equivalence using a TOST test and found to be equivalent
at e = 0.55 standard deviations.
seen experimentally, the values differ greatly, with diffusion of gas out of the bubble
being far too high.
In this initial version of the simulation there was no diffusion barrier, the dif-
fusion coefficient used to characterise the bubble surface was the same as that used
for diffusion through the bulk. Given the use of a diffusion barrier, in other models
[166, 295, 220] and the large discrepancy between experimental and simulated results,
the affect of varying the bubble surface diffusion was investigated. The approach to
altering the surface diffusion coefficient was two fold. Firstly a simple decrease in the
value, which was described as a fold change from the bulk diffusion coefficent, i.e.
Dsur f = Dbulk/ f where f was an integer factor. In addition to this the change in Dsur f
as a function of the bubble radius was considered. This was done as there may be
several possible causes for a diffusion barrier. One possible source is the adherence
of surfactants to the bubble surface. Such surfactants are known to reduce the surface
diffusion by up to 15% and have a surface area or radial dependence [301, 302]. An-
other possible mechanism may be compaction of the collagen at the bubble surface, this
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Figure 6.4: Showing the successive maxima for a computational simulation of a bubble of
0.2mm initial radius for a range of diffusion coefficients D and constant µ of 40
Pa values. Mean experimental maxima are shown in dotted lines for both hydrogel
and dense gel
0 50 100 150 200 250 300
Time (s)
Bu
bb
le 
rad
ius
 (m
m)
0.2
0.16
0.14
0.2
0.18
0.4
0.12
0.1
0.8
0.6
Dbulk=Dsurf
Dsurf=Dbulk/10
Dsurf=Dbulk/50
Dsurf=Dbulk/100
Experimental dense gel
Experimental hydrogel
0 50 100 150 200 250 300
Time (s)
0.2
0.16
0.14
0.2
0.18
0.4
0.12
0.1
0.8
0.6
Dbulk=Dsurf
DsurfR
DsurfR
2
DsurfR
3
DsurfR
4
Experimental dense gel
Experimental hydrogel
Figure 6.5: Showing the successive maxima the computational simulation of a bubble of
0.2mm initial radius for a variations in the bubble diffusion coefficent. Left: the
functional relation to the radius of the bubble is varied. Right: The initial value
of the bubble surface diffusion coefficient is varied in all cases the bulk diffusion
coefficient was D= 2.5⇥10 9.
was observationally seen, shown in Figure 6.6. If this compaction leads to a diffusion
barrier, the value may well depend on the bubble radius. With this in mind a diffusion
barrier function was described by D(R)sur f = D
sur f
0 (1  (Rmin/R(t))p), where Rmin is
micronuclei radius at which the bubble is impermeable and p is the power of R which
was altered in this analysis. As can be seen in Figure 6.5 (RHS) the increase in Dsur f0
has a greater change on the radial profile than variation of the dependence on R (Figure
6.5 (LHS)).
To examine this more quantitatively, both the diffusion function and Dsur f0 were
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Figure 6.6: Bubbles within a compressed collagen hydrogel. Arrows indicate the outline of the
bubble prior to compression these could show areas of compressed collagen and be
a cause of the decreased diffusion coefficient.
optimised using the mean experimental hydrogel time course with a least squares ap-
proach. The results of this optimisation are shown in the left hand graph of Figure
6.7. This optimisation revealed that the R2 function with a Dsur f0 = Dbulk/30 provided
the best fit to the experimental data. This function and fold change were then used to
optimise for the dense gel bulk diffusion coefficient, which is shown in the right hand
graph of Figure 6.7. Optimisation was done in this way as it was felt that the bulk diffu-
sion coefficient of the hydrogel could be estimated to be the same as that of water with
reasonable confidence. It was also assumed that the plastic compression of the gels
would not affect the relationship between the bulk diffusion coefficient and the bubble
surface diffusion coefficient. Although this is by no means a trivial assumption, there
was no clear indication to suggest a difference mechanism of bubble surface diffusion
in the dense gel by comparison to the hydrogel. In the absence of any evidence to the
contrary the dependence of Dsur f on Dbulk and R were left the same. The optimisation
of the dense gel to a value of Dbulk = 1.7⇥109 is within the expected range, however
the sum of squares was greater in the dense gel than the hydrogel 1.7⇥10 4 compared
to 0.6⇥10 4.
Using these optimised values, simulations of the oscillatory profile for bubbles in
the hydrogel and dense gel were again performed and the results are shown in Figure
6.8. The simulated hydrogel bubble fits the data better than the dense gels data which
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Figure 6.7: Showing the optimisation of the diffusion coefficient on a least squares comparison
to the mean experimental profile. Left: The hydrogel was optimised for both the
function and fold change from the bulk diffusion coefficient based radius profile.
The R2 value with a 30 fold decrease in initial bubble surface diffusion coefficient
is seen to be the optimal parameter values Right: The bulk diffusion coefficient for
the dense gel was optimised using the same fold change (Dsur f0 = Dbulk/30) and
function Dsur f µ R2. The optimal value was found to be 1.7x10 9, however the
dense gel is less well optimised than the hydrogel
can be seen in Figure 6.8. This may be due to the way in which the optimisation was
carried out, i.e. two parameters optimised on the hydrogel and only one on the dense
gel; however, it may also be due to greater variation in the dense gels. The technique
of plastic compression creates a gel with anisotropic material parameters as removal of
water is from a single face of the gel only and therefore leads to a gradient of collagen
density through the gel. This gradient may mean that the computational model with
a single bulk diffusion coefficient is less suitable for modelling gels compressed in
this way. However, despite the less encouraging fit both models were carried forward
for further analysis. Given the importance of the initial radius, simulations were then
performed for a range of initial bubble sizes with the optimised diffusion coefficients.
The initial radial distribution for the simulated bubbles was created from the mean
of each experimental bubble pair see Table 6.1. Comparison of the experimental data
and the simulated results was done for the same measures as previously used in the
experimental analysis. Figure 6.9 shows the comparison for the simulated hydrogel
(left) and dense gel (right) to their experimental counterparts. As can be seen, the
hydrogel shows no significant differences from the experimental values whereas the
simulated dense gels shows some significant differences as measured by paired t-tests.
It can be seen that the dense gel simulations consistently predicts a greater loss of gas
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Figure 6.8: Showing the computationally optimised oscillatory simulation with the function,
fold change and bulk diffusion coefficient found from the least squares analysis
above. The dotted line show the mean experimental dense and hydrogel results. It
can be seen that the hydrogel is better optimised than the dense gel
through the bubble surface resulting in lower final bubble sizes and larger changes in
radius. This poorer description is due to what appears to be a more non-linear response
in the dense gels; the decrease is not uniform under successive oscillations and the
smallest radius is not seen at the final oscillation. This can be more clearly seen in the
left-hand panel of Figure 6.3, where the minimum radius in each graph (minima and
maxima) is denoted by an astrix. It can be seen that this is at the final value for the
hydrogel but on the fourth or fifth cycle for the dense gel. This is not well captured
in the model which predicts a more linear decrease in successive bubble minima and
maxima, until the bubble approaches the minimum radius, (see Figure 6.5). A possible
explanation for this behaviour could be that the dense gels are demonstrating some
viscoelasticity, and hence the successive cycling may be leading to a preconditioned
response.
Figure 6.10 shows the comparison of the simulations. From this comparison it
can be seen that, similar to the experimental results (Figure 6.4), significant differences
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Figure 6.9: Comparison of the optimised simulated and experimental results, left- the hydrogel,
right- the dense gel. The simulations used an initial radial distribution which was
matched to the experimental values. For the hydrogel no significant differences
were found between the simulated and experimental measures using paired T-tests
in each case. For the dense gels significant differences for the change in minima
and maxima was found as well as the final maximum
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Figure 6.10: Comparison of the simulated dense gels and hydrogels. Significant differences
found for all measures using paired t-tests
were found for the final maximum radius, the total change in maxima and the total
change in minima. In contrast to the experimental results, the final minimum was also
found to show statistically significant differences. All comparisons were done using a
paired t-test.
6.3 Diffusion coefficient summary
The above experimental validation of the computational model has revealed a number
of interesting findings. Firstly, it has been shown that plastic compression alters the
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material parameters of the hydrogels in a way which can be significantly measured in
the oscillatory response of bubbles within the gels. Secondly, it has been shown that
with no diffusion barrier at the bubble surface, the computational model described in
this work, is a poor descriptor of the experimental results. Using a diffusion barrier,
which reduces the diffusion through the bubble’s surface by thirty times compared to
the bulk coefficient and has a surface area dependence, gives an optimal fit to the hy-
drogel data. By defining Dsur f with the same relations for the denser gel the optimised
value of bulk diffusion coefficient. This value is within the expected range for such a
gel given the literature discussed in chapter 5. The diffusion barrier proposed here is
most likely to be due to surface contamination of the air-liquid interface by surfactants
from the collagen gel constituents. With this optimisation, the computational model is
able to satisfactorily model bubble behaviour in the hydrogel. Simulations of the dense
gels show a poorer fit to the experimental data, as measured by a higher sum of squares.
This is primarily due to the observed more non-linear response of the dense gel bubbles,
which the model does not capture. This non-linearity may be caused by several factors,
including the anisotropy in collagen gel density, or possibly due to a more viscoelastic
response from the denser gel. Given these findings, the hydrogel only is taken forward
for dive parameter validation. Future work on the response of the dense gels would
be interesting and important to discover the source of the non-linearity and investigate
whether this is likely to be a feature of in vivo tissue.
6.4 Sensitivity to dive parameters
Given the validation above, hydrogels were used to investigate the effect of dive pa-
rameters on bubble growth. The dive parameters investigated were: the length of time
at depth, the rate of decompression and the rate of compression. Time at depth and
decompression rate are considered two of the most important parameters for divers un-
dergoing decompression, and compression rate enabled some investigation of the the
proposed surfactant diffusion barrier. The initial hypotheses for this investigation were:
slower decompression would lead to smaller bubbles and slower growth rates, greater
time spent at depth would lead to larger bubbles, increased compression rate would re-
duce the number of bubbles which nucleated. The decompression rate hypothesis arises
as bubble growth is thought to be initially controlled by Boyle’s law and if bubbles
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Depth (psi) Compression rate(psi/s)
Decompression
rate (psi/s) Time at depth (hrs)
130 1 13 0.33
130 1 13 1
130 1 13 2
130 1 13 3
130 1 13 2
130 1 8 2
130 1 4 2
130 1 2 2
130 5 13 2
130 1 13 2
130 0.5 13 2
130 0.1 13 2
Table 6.2: Dive parameters used in the experimental sensitivity analysis
reach a larger size more quickly there will be a larger surface area through which diffu-
sion into the bubble can take place. Time at depth was thought to lead to larger bubbles
as the amount of dissolved gas within the gels will increase with time at depth. If a sur-
factant adheres to the bubble-gel interface then as the bubble size changes, surfactant
molecules will need to either be shed or recruited from the surrounding media. If the
compression rate is fast there may not be sufficient time for molecular re-arrangement
of the surfactant layer on the surface, making the complete dissolution of bubbles more
likely. Hence it is hypothesised that if the surfactant hypothesis is correct, fewer bub-
bles will nucleate at high compression rates. A similar effect was observed in gelatin by
Yount et al. [138]. In terms of the growth, if fewer bubbles nucleate but the total gas in
the tissue remains the same, bubbles should grow to larger sizes. Hence the hypothesis
is that at faster compression rates, fewer bubbles will form and they will grow to larger
sizes.
6.4.1 Experimental sensitivity methods
The experimental dive profiles used are described in Table 6.2. In each case a hy-
drogel was transferred to the pressure chamber between 12-24 hours after it had been
made by the method described previously (see chapter 2). Within each gel 1mg/ml of
mesoporous carbon nanoparticles (Sigma) was also seeded. This was done to ensure
bubble nucleation within each gel, (this will be discussed further in chapter 7). Once
transferred to the pressure chamber, gels were covered with cell culture media (0.3ml),
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Figure 6.11: Showing an example of the non-linear regression analysis with the half-life and
plateau values marked
which just covered the surface of the gel. From the start of decompression onwards im-
ages were taken of the centre of each gel, every 5 seconds until 100 images were taken
and then every 30 secs for the next 50 images, then every 5 mins for a final 12 images,
giving a total time of approx. 1.5hrs post decompression. The radial trajectories of
the bubbles were extracted with the image analysis software described in chapter 3.
The number of bubbles which nucleated within the entire gel was also recorded. Three
gels per pressure profile were analysed. To compare the dive parameters each individ-
ual bubble time course was analysed via non-linear regression. The regression model
chosen was a single-phase exponential decay equation described by:
R= (R0 Plateau)e( t ln(2)/t) +Plateau, (6.1)
where R is the bubble radius, R0 the initial radius, Plateau is the asymptotic value of
the radius and t is the half life of the bubble. The fit was constrained to ensure the
plateau value was greater than the initial radius. A robust regression method was used
as the residuals were not normally distributed even after a log transform. From the
regression analysis the values of the plateau and half life were used to characterise each
bubble trajectory and to compare between samples. Figure 6.11 shows an example of
the non-linear regression analysis with the half life and plateau value marked.
As the bubbles will tend to dissolve with time, it may be thought that the use of a
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Figure 6.12: Radial trajectories over long time scales post decompression, each line is a bubble
radius trajectory from a separate experiment conducted under the same conditions.
single-phase exponential decay, is not a suitable fit for the radial trajectories. An alter-
native approach which extracted the maximum size and the time at which this occurred,
was also originally analysed but found to be inappropriate. The method was vulnera-
ble to small local maxima which resulted from bubble-bubble contact and fluctuations
in the extracted radius due to variations in light levels. In addition a study into the
long term dissolution behaviour, where bubbles were followed for up to 19hrs revealed
that in almost all cases bubbles were approximately stable in size even after this time,
(see Figure 6.12). It was therefore decided that over 1.5hr post decompression, this fit
represented the most robust approach to comparing bubble time courses.
6.5 Sensitivity results
Figure 6.13 shows the mean plateau radius and half life of the bubble as well as the
number of bubbles which nucleated in each gel. Linear regression of these means
reveals a significant positive linear trend between the time at depth and the plateau
radius of the bubbles, as well as the number of nucleated bubbles. Also there is a
significant positive correlation between the rate of compression and the plateau radius
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Figure 6.13: Showing the plateau values and half lives of the bubbles for each experimental
condition, also the number of bubbles nucleated within in each gel, where error
bars are shown the mean an 95% confidence interval is plotted. Linear regression
was performed for all samples other than the number of bubbles with variation
in compression rate for which non-linear regression was used. The regression R2
values are reported for each condition and for each dive profile N=3 gels.
of the bubbles. Interestingly there is a significant negative correlation between the rate
of decompression and the plateau radius. There is a non-linear relation between the
number of bubbles which nucleate and the rate of compression. Another interesting
result is the lack of significant correlation between the bubble half times and any dive
parameters. These results are summarised in Table 6.3.
Plateau radius Half life Nucleation
Time at depth + ** + + **
Compression rate + ** + Non linear
Decompression rate - ** - -
Table 6.3: Summary of results of experimental sensitivity analysis, (+/-) indicates the sign of
the gradient (and hence the nature of the correlation) and ** indicates statistical
significance.
The apparent lack of effect that any dive parameters have on bubble half lives is an
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Figure 6.14: Showing a plot of the half live against the plateau radius bubbles under the various
conditions. In each case the dotted line indicates the linear regression for the
individual bubbles whilst the solid black line indicates the regression line for all
data. A statistically significant slope is found for the decompression rate plot as
compared to the total data line.
interesting result. To understand this better, the relationship between half life, plateau
value and initial bubble growth rate (the amount of growth within the first half life)
should be considered. Analysis of the correlation between the half lives and plateau
radius shows that for the compression rate and the time at depth experiments, there is
significant positive correlation, (r= 0.3857,p = 0.0074) and (r= 0.5739, p < 0.0001) re-
spectively however for decompression rate variation there is no correlation (see Figure
6.14). The change in the nature of the correlation in this case, indicates that decompres-
sion rate may be affecting bubble growth in a more complex manner than previously
considered. It was hypothesised that the change in correlation reflected a change in
initial growth rate; Figure 6.15 shows this change in initial growth rate with rate of de-
compression. However it can be seen no significant trend can is detected in the initial
growth rate. For the correlated cases from (Figure 6.14) radial trajectories based on this
correlation are plotted for three bubbles with half lives that span the experimental data
range (Figure 6.16). This shows that larger bubbles appear to be growing more slowly
than smaller bubbles. Although this seems slightly counterintuitive the relationship is
also shown in the computational simulation and will be discussed in the next section.
The trend in the plateau radii with variation of dive parameters supports the origi-
nal hypotheses in the cases of time at depth and compression rate. For the time at depth
experiment, plateau radius increases with increasing time at depth. Increased time at
depth leads to a larger amount of dissolved gas within the gels and hence more gas can
diffuse into the bubbles leading to larger plateau radii. For compression rate, there is
a decrease in bubble plateau radius with decreasing compression rate, again as hypoth-
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Figure 6.15: Showing the relationship between the initial rate of bubble growth and the rate of
decompression - no significant correlation found p=0.0974.
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Figure 6.16: Showing the radial trajectories where tau is linearly dependent on plateau with the
relation found from the linear regression of the experimental data
esised. The clear change in bubble nucleation further supports the hypothesis that the
trend is caused by the competition for dissolved gas. This is a similar effect to that
seen in the models of van Liew and Burkard as well as Chappell’s implementation of
the Gerth and Srinivasan model [158, 178, 175], where increased bubble density led to
the arrest in bubble growth due to depletion of the surrounding dissolved gas. Inter-
estingly, both Chappell and van Liew and Burkardt’s models predict that the affect of
competition would be seen at lower bubble densities for longer half life tissues. van
Liew and Burkardt’s model predicts competition to arise at 102 bubbles/ml for tissue
half times of 360 mins; Chappell’s model predicted competition at 10 bubbles/ml for
tissue half times of 100 mins [158, 178]. A decrease in maximum radii with increasing
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bubble number was also shown in the 2D model of O’Brien [220], where simulations
used either 5 or 10 bubbles in a 2.5 m2 tissue region. For the collagen gels, bubble
competition appears to be apparent between 101  102 bubbles/ml. This accords well
with van Liew and Burkardt’s predictions as collagen gels, having no perfusion, would
be more representative of a long half life tissue. The trend for decreasing bubble ra-
dius with increasing decompression rate is somewhat harder to understand. It is very
surprising to see that for slower decompression rates bubbles appear to have a larger
plateau radius. Given that there is no trend in the number of bubbles which nucleate
with decompression rate, this radius trend cannot be explained by similar arguments
to the compression rate result. One possibility is that there is a bubble growth rate
dependant resistance, such as viscosity. If bubbles with faster initial growth rates expe-
rienced more viscous resistance, this could lead to smaller final radii than their slower
growing counterparts. There is little other experimental literature in the DCS field to
which these results can be easily compared, the field of volcanic melts and polymer
foaming again provide some experimental comparisons [303, 304, 305, 306, 307]. In
the majority of cases these researchers are interested only in the initial bubble growth
or foaming density and hence bubble time courses are not recorded for longer than a
few minutes. In addition many of these works do not control the decompression rate
only the maximum pressure and the length of time left at this pressure (typically sev-
eral days to allow equilibrium to be established). The papers of Lensky et al. and
Gardner et al. [305, 306] did control the decompression rate and investigated its ef-
fect on bubble growth in molten obsidean. It was shown that at faster decompression
rates the bubble growth was faster, however bubbles were only recorded for 8mins and
therefore a plateau radius was not seen. An interesting result from these works was
that dimensionless analysis of the computational model revealed viscous resistance to
be unimportant, even at the fastest decompression rate of 1MPa/s (145psi/s) from this
analysis however indicated that the viscous resistance in such experiments was not sig-
nificant. Similar experiments by Ohshima et al. showed increased bubble growth rate
over the initial 2 seconds growth as decompression rate was increased [307]. Another
possible explanation for the decompression trend in plateau radius, is that it is caused
by the nucleation mechanism in these gels. It would be ideal to discover if the trend
persists in denser gels and with more biologically relevant nucleating agents.
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Figure 6.17: Showing the variation in radial profile caused by the position of the bubble within
the gel. Left shows the birds eye view and cross section of the simulated bubbles
in the left-hand panel. The size of the bubbles in the left-had panel is the final
plateau radius.
The final point to note on the experimental results are that all linear regression
R2 values are relatively low. This suggests that the dive parameters are able to explain
only a small proportion of the variation in the bubble dynamics. In order to explain the
additional variation other variables must be important. One such variable which has
not been discussed till now is the position of the bubble within the gel. With the current
experimental system there is no accurate way of determining the bubble position in the
gel in 3D. Although this can be done in the x-y plane relatively simply, the z calibra-
tion of the microscope stage used did not have sufficient accuracy to enable this to be
determined. To investigate the affect of bubble position within the gel, multibubble
simulations were done. Figure 6.17 shows a diagram of the placement of the bubbles
within the gel and the corresponding radial paths. As can be seen bubble 3 (green) is
the closest bubble to the tissue edge and has the smallest plateau radius. Bubbles 2 and
3 are further towards the middle of the gel and grow to similar and larger sizes. This
variation is due to the diffusion of gas out of the gel post decompression-: Towards
the middle of the gel gas change occurs more slowly; this means that areas towards the
middle of the gel will both saturate and desaturate with dissolved gas far more slowly.
Bubbles which form towards the middle of the gel will therefore have a longer exposure
to high gas concentrations and would be expected to grow for longer time, resulting in
a larger plateau radius.
Some evidence of this effect exists in the work or Yount et al. [2]. During the
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Figure 6.18: Showing a comparison of the simulated sensitivity analysis and the experimental.
Mean and standard deviation shown
investigations of nucleation in gelatin by Yount et al. images of the gels were taken
from a side on view. In these images it was noted that the top 1mm of the gelatin
contained bubbles which were far smaller and more numerous than the remaining 3mm.
The effect was apparent enough for Yount et al. to exclude this top 1 mm of the gel from
their quantification of bubble numbers. The position effect can also explain the low R2
values; if larger bubbles are closer to the centre of the gel their rate of growth may
be slower due to a lower initial gas concentration in the surrounding gel, however the
growth continues for longer as the gel centre does not desaturate as quickly as the edges.
The position of the bubbles within the gels and any trends in bubble position with dive
parameter changes would therefore be important to account for future simulations.
Simulations of a 3-bubble gel for variations in the dive parameters were also done
and the same non-linear regression analysis performed. The diffusion optimisation val-
ues were used, the grid was set to reflect the actual hydrogel size and the initial bubble
radii were chosen to be 0.008mm which was the smallest experimentally measured ra-
dius. The results are shown in Figure 6.18. In the case of the time at depth the plateau
radius of the simulated dives follows a similar trend (increasing radius with increasing
time at depth) but the values of plateau radius are somewhat below those of the ex-
perimental data and have a smaller variance. This could be explained by the chosen
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spatial distribution of the bubbles. In the simulations, the bubble distribution was ini-
tially chosen randomly but then maintained throughout. However, if the distribution of
bubbles in the experimental system was not randomly distributed and varied systemat-
ically with time at depth this would create additional variation and would be expected
to cause an increase in the plateau radius with increasing time. For the decompression
rate the simulation does not follow the same trend as the experimental values. This
implies that the mechanism which causes the decrease in bubble plateau radius with
increasing decompression rate is something which is not modelled. This supports the
possibility that visco or poroelasticity may play a role in the bubble growth as it would
explain the experimental trend and is not currently modelled. Finally the half lives of
the modelled data in both cases are slightly higher than those of the experimental data
and are positively correlated with the plateau radius similarly to the experimental data
for time at depth.
Another potential source of variance, which has not been discussed, is the initial
bubble radius. In the gels the initial bubble radius will depend on the nature and dis-
tribution of micronuclei. Variation in the initial radius of the simulated data caused
relatively large variation in the plateau radius as shown in Figure 6.19. Parameterising
the initial radius for the model is difficult as has been discussed. One possibility is
to use an exponential distribution of micronuclei radii as done in the VPM model and
used by Hugon et al. [95, 176], however this type of approach still requires parameters
regarding the slope and magnitude of the distribution. In order to parameterise this part
of the model a more complete understanding of micronuclei is needed. The nature of
these nuclei in collagen gels will be more fully explored in the following chapter.
6.6 Summary of Dive sensitivity
The investigation into the effects dive parameters have on bubble dynamics has revealed
that, of the parameters investigated here, the time at depth is the most critical parameter
for explaining the variation in bubble plateau radius. The compression rate is thought
to affect plateau radius by altering the nucleating density and thus changing the com-
petition for dissolved gas. Increases in the decompression rate show a decrease in the
bubble plateau radius. This is counter intuitive and is also not seen in corresponding
simulations of the profile. It is thought that this decrease in plateau radius may be due
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Figure 6.19: Showing the effect that initial radius has on the bubble growth. It can be seen
that bubbles of larger initial radii, grow to larger plateau sizes. This effect appears
non-linear with initial radius.
to viscous resistance of the gel to bubble growth which is not modelled in the simula-
tions, or to an aspect of the nucleation mechanism. That the initial bubble growth rates
are affected by varying the decompression may be interpreted from the correlations of
the plateau radius and the bubble half life. For the cases where there is a positive cor-
relation between the plateau and half life, this suggests that larger bubbles have slower
growth rates. This may also be explained by understanding of how the position of a
bubble within the gel alters bubble dynamics. Bubbles near the gel edge grow quickly
as the concentration of gas in the surrounding tissue is high, but the desaturation of
such areas also happens more quickly and therefore such bubbles stop growing sooner
ending up at smaller plateau radii. For the case where there is no correlation, between
half life and plateau radius, as found for the decompression rate experiments, there is
no clear relation between the plateau radius and the initial growth rate as this depends
both on the half life and the plateau values.
Another important feature of the experimental results was the large variance in
results not explained by the dive parameters. By using model simulations the proba-
ble cause of the variation can be understood to be both the locations at which bubbles
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nucleate within the gel and the initial radius from which bubbles grow. Both of these
parameters will depend crucially on how nucleation is modelled. In addition, the com-
petition for dissolved gas is also dependent on the number of bubbles and therefore the
nucleation model. Overall the main result of this investigation has been to shown that
although dive parameters do affect bubble dynamics, it is significant that bubble nucle-
ation be modelled realistically as this governs several parameters which have a great
impact on the subsequent bubble dynamics, independent of the dive parameters.
6.7 Bubble-Bubble interaction
The final feature of bubble dynamics that is investigated in this chapter is bubble-bubble
interactions. These may be in the form of diffusion coarsening also known as Ostwald
ripening or direct bubble-bubble contact which may result in coalescence. For many
processes such as polymer foaming or volcanic melt dynamics, coarsening and bubble
coalescence may have a significant impact on the overall bubble population dynamics
[308].
Ostwald’s ripening, so called as it was first described by Ostwald [309], is a pro-
cess by which larger bubbles will grow at the expense of smaller ones. The mechanism
is fairly simple, bubbles which are smaller have a higher pressure due to surface ten-
sion. If a large and small bubble are close together the pressure difference between the
two will tend cause gas to diffuse from the smaller to the larger bubble, decreasing the
size of the smaller bubble and increasing the pressure difference between the bubbles.
Coalescence is a more complex process which can be described in three stages [310].
1. Two bubbles collide resulting in a liquid film between the two.
2. The thickness of the film gradually decreases as liquid drains from the film, this
drainage may be governed by several mechanisms including capillary forces or
further bubble growth.
3. The film reaches a critical thickness and ruptures, resulting in coalescence.
The likelihood that a bubble collision results in coalescence was described by Chesters
and Hofman in terms of a balance between the film drainage time and the energy of
deformation [311]. As two bubbles collide they will begin to deform. This deformation
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increases the surface energy of the bubbles whilst decreasing the kinetic energy of the
two bubbles. Eventually this energy transfer will lead to bubbles bouncing apart; if
the film has not reached a critical thickness before this occurs then bubbles will not
coalesce. The transfer between the kinetic and surface energy can be described by the
Weber number (We)
We= rv2R/g (6.2)
where r and g are the density and surface tension of the liquid, v is the approach
velocity of the two bubbles and R is the equivalent bubble radius (the radius the bubble
would be if it were spherical). Higher Weber numbers result in greater deformation
upon collision. The change in thickness of the film with time when capillary forces are
the driving mechanism has been modelled by Huber et al. [312] by the relation
tc =Ccln
✓
d0
dcrit
◆
hR
g
(6.3)
where tc is the critical time, Cc is a constant d0anddcrit are the initial and critical film
thicknesses respectively and h is the viscosity of the film liquid.
In order to have a basic estimate for the expected coalescence likelihood of bub-
bles in collagen gels, estimates of tc using the ratio d0/dcrit and the Cc constant value
found by Huber et al. [312], as well as the viscosity of collagen gels, taken from Knapp
et al. (6.6⇥ 104 Pa/s) [279], can be made. With these approximations the critical
time is of the order of 10 hrs for a bubble of 0.5 mm radius. This very long drainage
time is for capillary drainage only and will be reduced by the additional film thinning
caused by bubble growth. Given that the pressure exerted by bubble growth will vary
depending on what stage in their growth bubbles collide, it is not clear how applicable
this approximation of the critical time is to our experimental system. Experimental re-
sults for bubble coalescence in collagen gels could not be found in a literature search,
however experimental results of Nuguyen et al. [310], describe the film drainage time
for bubbles rising to the surface of PDMS (Polydimethylsiloxane ) and silica liquids.
This work was the closest equivalent to our experimental system that was found. The
PDMS has a viscosity lower than collagen gel by approx. ten fold and surface tension
of approx. 0.02 N/m. In these experiments critical time was decreased as film thin-
ning occurred due to both capillary drainage and gravitational forces. The drainage
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times were on the order of 104 secs (⇠2.7hrs). Given this available data we may es-
timate that coalescence in the collagen gels would predominantly occur over a time
scale of hours and would become less likely as growth slowed. This time scale and
prevalence of coalescence was investigated by tracking the number of bubble-bubble
interface which formed and the proportion that resulted in coalescence. Figure 6.20
shows the proportion of interfaces which resulted in coalescence over 1.5hrs, with ac-
companying images of an example where coalescence does occur. As can be seen the
proportion of collisions which result in coalesce is very low and the case where it does
occurs in the images, the top bubble was restricted in its movement by other bubbles.
If the bubble density of a sample were increased the coalescence efficiency would be
expected to increase also, as bubbles would be more likely to collide at earlier stages of
growth when their velocities are higher. Once again having a better understanding of
the bubble density and spatial distribution is key to understanding whether coalescence
would be an important feature of bubble dynamics in vivo.
Modelling of bubble coalescence within the DCS literature is rare; the multi-
bubble model O’Brien [220] is one of the few which incorporates a simple coalescence
feature. This model is a two-dimensional finite difference simulation of a small dif-
fusion controlled tissue area. Coalescence was modelled by assuming that if contact
between two bubbles occurred coalescence was instantaneous and resulted in a single
bubble with a volume equal to the sum of the two coalesced bubbles volumes. As seen
from the estimates above, this model seems unlikely to be an accurate picture of co-
alescence and, indeed, when it was incorporated into the 3-dimensional model in this
work, all instances of coalescence resulted in the new larger bubble having a radii too
large for the simulated tissue grid. However, the introduction of more complex models
of coalescence for our situation [312, 258, 313] comes with significant computational
cost, and it should therefore be clear whether coalescence is an important dynamic to
capture.
6.8 Conclusion
This chapter has consisted of a validation of the computational model described in
chapters 4 and 5 through variation of the material properties and dive parameters of the
experimental system. It has been shown that the computational model was only able
168 Chapter 6. Validation
Figure 6.20: Showing the proportion of bubble-bubble contacts which result in coalescence
to satisfactorily model experimental data when a diffusion barrier at the bubble surface
with bubble surface area dependency was introduced. It is thought that this diffusion
barrier may be due to surfactants from the collagen solution adhering to the bubble sur-
face. It was also seen that hydrogels were better modelled than denser gels, this may
either be due to the anisotropy of the denser gels or potentially due to the importance
of factors such as poroelasticity or viscoelasticity. In future work it would be important
to clarify whether viscoelasticy/poroelasticity of the gels is the cause of these data, as
increasing collagen density makes the gels more tissue like. The sensitivity of bubble
dynamics to dive parameters has revealed several interesting results. In particular the
unexpected trend of a decrease in bubble plateau radius with increasing decompression
rate. This is both unintuitive and also not observed in simulations. The reason for
this trend is unclear but potentially again viscosity of the gel may be restricting bubble
growth during fast decompression. The computational model was also used to demon-
strate how bubble position within the gels and initial radius are important parameters
in bubble dynamics. Both of these parameters would be the end point of a nucleation
model and therefore highlight the importance of characterising the nature and behaviour
of bubble micronuclei. Finally bubble-bubble interactions were observed in the colla-
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gen gels over 1.5 hrs, and the coalescence efficiency was shown to be low; this is to
be expected when an estimate of the film drainage time is considered. Again the im-
portance of bubble-bubble interactions will depend on the density of bubbles in the gel.
The key conclusion that can therefore be drawn from this chapter is the importance of
understanding nucleation before embarking on any further development of the growth
portion of the computational model.

Chapter 7
Nucleation chapter
7.1 Introduction
Chapter 6 established bubble density as an important parameter in subsequent bubble
dynamics. As bubble density is dependent on the distribution and nature of nucleation
sites, this chapter focuses on the mechanisms of nucleation and nature of micronuclei in
collagen hydrogels. Theoretical mechanisms of nucleation and the literature regarding
these mechanisms in vivo and in vitro are outlined, followed by a comparison of mod-
elling approaches from the DCS and polymer foaming fields. The experimental work
presented in this chapter consists of a material and dive parameter investigation into the
nature of nucleation sites in collagen hydrogels. Particular attention is given to biologi-
cally plausible possible nucleation sites, including bone, cell surfaces and extracellular
matrix proteins. This is followed by an exploration of the impact dive parameters have
on the most potent biological nucleating agent, polymeric collagen.
7.1.1 Nucleation mechanisms
Nucleation is one of the most poorly understood areas of bubble dynamics. This is be-
cause nucleation is inherently a stochastic process which begins at a molecular length
scale and quickly transitions to the nano or micro scale. As such experimental inves-
tigations are fraught with difficulties and mathematical models must content with the
difficulties surrounding multi-scale dynamics. As discussed in the introduction there
are three types of nucleation, two of which are governed by classical nucleation theory
(CNT). This chapter focuses primarily on heterogenous nucleation. Classical hetero-
geneous nucleation, is nucleation mediated by a surface. The presence of a surface
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reduces the Gibbs surface energy barrier thus lowering the total energy required for
nucleation to occur. Within the DCS field the definition of heterogeneous nucleation
has been somewhat expanded to include nucleation from pre-existing stable gas nuclei
[16]. This broader definition of heterogeneous nucleation is discussed in a review by
Jones et al. in which heterogenous nucleation is further subdivided into three types:
Classical heterogeneous nucleation is defined by Jone et al. as type II (type I being
homogeneous), nucleation from micronuclei stabilised below critical radius is type III,
and type IV is the case where micronuclei are stabilised above the critical radius [314].
Only in type IV is there no energy barrier to nucleation.
There have been many experiments both in vitro and in vivo, over the previous
decades which have shown that a short exposure to very high pressure prior to a ’nor-
mal’ dive profile, decreases the number of bubbles produced and incidence of DCS
[16, 315, 316, 317]. These experiments support the hypothesis that the bubbles which
cause DCS, nucleate from stabilised micronuclei that can be crushed by a short high
pressure exposure. As such, much research effort has been directed at elucidating the
nature of the stabilisation mechanism.
Surface active molecules which adsorb onto the bubble surface from either the
blood or extracellular matrix are thought to be one possible stabilisation mechanism.
Such ’skins’ confer mechanical stability to the bubble, may reduce the permeability
of the bubble surface and lower the surface tension. Fox and Herzfeld considered a
skin of organic molecules that were impermeable until a threshold pressure ’cracked’
the skin at which point diffusion could once again occur [318]. These skins were not
widely accepted however as experiments using cyclic pressure conflicted with theoret-
ical predictions [18, 319]. Yount et al. [94], considered skins of variable permeability.
In this theory skins were formed of surface active molecules which diffused between
the bubble surface and a reservoir surrounding the bubble. Normally such skins were
permeable however at high pressures >8 atm these skins became impermeable. The
actual nature of the surface active molecules was never definitively demonstrated, and
the gelatin experiments which provided the foundations of the theory were plagued by
significant variability [142]. In an attempt to resolve this variability and identify the
surface active molecule in question, D’Arrigo conducted further investigations into the
source of the gelatin variability [143]. D’Arrigo proposed that the source of the vari-
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ability was the gelatin itself and conducted a study with a more chemically inert gel,
agarose [143]. In a series of experiments, D’Arrigo, comparing commercially available
agarose sources of varying purity, found that purer forms of agarose gave more consis-
tent results, (purity was described as lower sulphate and ash [143]). No differences in
bubble nucleation were reported for different gases, for changes in the pH or with the
addition ifUO+2 (which would react with phospholipids). From these collective results
D’Arrigo concluded that nonionic surfactants were responsible for the stabilising layer
[146]. This work demonstrates some of the experimental problems and also highlights
the difficuties in using in vitro systems for such work. As the in vitro system is simpli-
fied further and further to attain a controllable system, the biological relevance of the
system diminishes. In the end it is difficult to relate D’Arrigo’s conclusions back to
nucleation in a human body following a SCUBA dive. However, without such simplifi-
cation data is often conflicting and irreproducible, in vivo experiments with the aim of
identifying possible skin surfactants have thus far been inconclusive [320, 12, 18].
The second method of stabilisation proposed in the literature, is by hydrophobic
crevices. If gas is located within a hydrophobic cavity, it will adopt a negative radius of
curvature due to the hydrophobicity of the surface and the angle of incline. A negative
radius of curvature will mean that the Laplace pressure in the bubble is lower than that
of the dissolved gas within the bulk liquid and thus the bubble will be stabilised against
dissolution. Crevice nucleation was first proposed by Harvey based on observations of
bubble formation from glass surfaces in supersaturated water [316]. A mathematical
model of crevice nucleation was proposed by Harvey and later developed by Atchley
and Prosperetti and Tikuisus [316, 321, 322]. Most recently this has been further ex-
tended by the works of Chappell and Payne [180, 179, 181, 177]. In these works a
model was developed in which gas micronuceli within crevices grew as a result of a
decompression. Bubbles initially grew within the crevice, advancing up the walls, and
then external to the crevice, before ultimately detaching from the surface. Gas diffusion
through the crevice walls from the tissue was included in this model and a joint tissue
crevice bubble model was described. Analysis of the model revealed that the geom-
etry of the cavity was important for modelling the initial bubble growth up the walls
of the crevice, but was less important once the bubble emerged into the blood stream.
In addition it was found that the formation of tissue bubbles resulted in the decreased
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production of crevice bubbles as the tissue bubbles stored the inert gas, and increased
gas wash out times. One of the difficulties highlighted in these works is the lack of
information regarding the crevice sites in vivo. Without their identification both the ge-
ometry and likely density cannot be known. Several hypotheses exist as to the source
of these cavities, with the majority focusing on areas of the body where lipids accumu-
late. Hills proposed that lamellar bodies composed of phospholipids in the spinal cord
could provide nucleation sites [29]. In addition Hills identified areas of hydrophobicity
in the lumen of certain ovine blood vessels thought to be due, again to phospholipid
surfactants. In the same work an oligolamellar lining was also found bridging the tight
cell-cell junctions of endothelial cells in the cerebral vasculature [323], which had pre-
viously been suggested as a nucleation source by Tikuisus [322]. More recently Arieli
et al. have investigated bubble formation from large ovine vessels [121, 122]. ’Active
spots’ were described by the group as points on the vessels from which bubbles re-
peatedly nucleate, however the hydrophobic/hydrophilic nature of such spots was not
detailed. Caveolae, small invaginations on the surface of most mammalian cells, which
contain a high proportion of sphingolipids and phospholipids have most recently been
suggested as a candidate nucleation site [324]. Caveolae are found on the surface of
most cells but are not uniformly distributed in the body, with greater numbers identified
in endothelial and certain epithelial cells, as well as adipocytes [325, 72, 326].
Observation of bubble density in vivo was discussed in chapter 2. The use of these
data to understand or parameterise models of nucleation is somewhat frustrated by the
variations in the type of bubbles being measured, and the lack of systematic comparison
of tissue type and bubble number. Some experiments which provide such comparisons
are available. The works of Gersh et al. are some of the most useful in understanding
systematic differences in bubble formation between various tissue. Gersh at al. reported
a comparative study into the distribution of bubbles for various tissues in a guinea pig
model [327, 32]. Raw bubble numbers and the bubble volume/tissue volume were
reported. These results found that the numbers of bubbles in fatty tissues including,
adipose fat, myelin sheaths, adrenal gland and bone marrow was much higher than that
of skeletal muscle or liver. Bubble numbers ranged from 116 bubbles (146 bubble vol-
ume/ tissue volume) to zero for leaner animals. A low number of extravascular bubbles
was also found in tendons. Gersh et al. noted that bubbles were predominantly lo-
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cated in regions of tissue dominated by fat cells, and bubbles were often noted within
fat cells. The findings of Gersh et al. support the hypothesis that the distribution of
bubbles within various tissues in the body is closely correlated to their fat content and
the increased solubility of nitrogen this fat confers. The work of Papadopoulou et al.
compared bubble nucleation from the surface of fat and muscle, finding that fat had sig-
nificantly higher bubble nucleation than muscle (8.4 bubbles/cm2 and 4.2 bubbles/cm2
respectively) [124]. This work is particularly interesting as the tissue was not saturated
with dissolved gas, only the surrounding water, therefore the increased nucleation in
this instance cannot be attributed to the greater solubility of nitrogen in the fatty tis-
sue. One theory is that the hydrophobicity of fatty tissues in addition to the increased
nitrogen solubility, causes higher levels of bubble nucleation in such tissues [18]. The
prawn experiments of Arieli et al. and the crustacean work of McDonough and Hem-
mingsen reported that bubbles were seen to preferentially form between muscle strata
in the prawn and in the joints of crustaceans [126, 132]. The authors observed that
tribonucleation would explain this distribution of bubbles.
7.1.2 Models of nucleation
The two main models of nucleation within the DCS literature are the crevice model of
which the most recent development is that of Chappell and Payne [180] and the VPM
model of Yount et al. [94]. As discussed above, the model of Chappell and Payne
requires parameterisation of the crevice geometry, and, for use on a larger scale, the
density of crevices also needs to be known. The VPM model, described in chapter 2,
models an exponential distribution of nuclei which have a surface permeability depen-
dent on the external pressure. The slope parameter (b ) for the exponential distribution
and the total number of bubbles (N0) need to be parameterised in this model. Hugon
et al. used the VPM model of nucleation with parameter values of N0 = 5000ml 1 and
b = 5⇥106m 1 [176]. These values were used to successfully predict the incidence of
DCS in the COMEX database set, however it is not clear on what the parameter values
were based.
Nucleation models are of particular interest in the field of polymer foaming. In
the current foaming processes nucleation is initiated with a rapid pressure reduction
after saturation with a gas, typically CO2. In many instances nucleating particles are
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introduced to the molten polymer to control bubble density [17]. Classical nucleation
theory (CNT) is often used to predict bubble density, but it has been known to under
predict bubble nucleation in the foaming process by several orders of magnitude, in
cases both with and without nucleating agents [328]. Improvement in CNT predic-
tions for cases which use nucleating agents have been made through the use of crevice
models similar to that of Chappell and Payne [329, 330]. However, this type of model
is still fundamentally based on CNT. Investigations into the poor predictive power of
CNT show that the essential flaw in the model lies in the treatment of the gas liquid in-
terfacial tension. As discussed in the introduction to this thesis, the interfacial tension
in CNT is described by the large scale surface tension, g , and appears in the exponent
of the expression for steady state nucleation raised to a third power (1.8). In most im-
plementations of CNT the value of this interfacial tension is set to the same value as
the flat interface surface tension g•. This approximation is widely known to be prob-
lematic as it is strictly only applicable where the thickness of the interface is negligible
by comparison to the nucleus size [331]. Approaches to correctly approximating the
interface tension largely revolve around describing a scaling function between g• and
the nucleus interfacial tension. One way in which this scaling function is derived is
through the use of the diffuse interface techniques, that were discussed in chapter 5
(section 5.2.3) [332, 333, 334, 331]. This method parameterises the entropy and en-
thalpy in the two bulk phases (liquid and gas) and results in a characteristic interface
thickness and corresponding interface free energy dependent on the radius of a cluster
of gas molecules [334, 331]. Applying this interfacial tension model provides far more
accurate bubble density predictions for homogeneous nucleation within polymer foams
[332, 333, 335]. The utility of these models lies in their depiction of the gas liquid inter-
face at small length scales. At larger length scales the interfacial tension is closer to the
g• and CNT becomes a better predictor of bubble density. Thus, the need to apply a dif-
fuse interface technique is largely dependent on the size of the micronuclei in question.
For DCS the micronuclei size distribution in vivo is not known but calculation of the
critical radius can provide estimates: Given a decompression from 33fsw (10m depth),
minimum stable nuclei would be approx. 0.8 µm this decreases with increased depth
[336]. Stable nano-bubbles of 100nm have been reported by Arieli et al. in water [337],
as have 1 micron bubbles in gelatin by Yount et al. [338]. The theroetical work of Gold-
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man regarding the formulation of the Gibbs free energy supports this. The calculations
in this work suggest nuclei would be on the order of ⇡ 5⇥103 molecules for an N2 in
H2O system [339]. At these sizes the need for diffuse interface techniques or similar
methods less crucial for predicting in vivo bubble nucleation. However, these models
are still of interest as they aid in numerical implementations of nucleation models and
inform the theoretical understanding of gas-liquid interfaces.
Before developing DCS models of nucleation further, a better understanding of
the distribution of nucleation sites in vivo and the nature of the stabilisation mecha-
nism must be attained. We argue that nucleation in collagen hydrogels provides an ade-
quately biomimetic model to achieve this aim. Collagen hydrogels are more biomimetic
in their composition than either water or gelatin and have the advantage of being able
to support cellular populations. As current nucleation theory is largely based on obser-
vations in water made by Harvey et al. [316], or gelatin by Yount et al. [338]; collagen
hydrogels represent a progression in this research.
7.2 Overview
To the best of the author’s knowledge no previous experimental work investigating nu-
cleation in collagen hydrogels exists, therefore this work was highly exploratory in its
initial stages. Initial decompressions of the monomeric type I collagen hydrogels or
gelatin were unable to produce bubble nucleation, even under the most provocative
decompression profiles that could be applied. These early results were unexpected in
light of the gelatin work conducted by Yount et al. [95]. In order to conduct systematic
investigations into bubble growth such as those discussed in Chapter 6, establishing
control and reliability of bubble nucleation was essential. A trial and error approach
was adopted in a preliminary study which aimed to produced bubbles within the gels
through the addition of dopants. A range of dopants were chosen, some of which are
used to commercially control foaming processes (carbon black) and others that were
deemed possible in vivo nucleation sites based upon the literature. The results of these
experiments are discussed in section 7.5. The wide range of substances tested in this
trial precluded high n numbers for any single dopant. Dopants that were deemed of
particular interest from this study were taken forward for further investigation. The
commercial agents were found to be reliable nucleating agents and were used to in-
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vestigate the effects of dive parameter variation (as presented in Chapter 6). Further
investigation of these dopants with particular focus on possible batch variation was un-
dertaken, as this had been identified as a potential source of error from the work of
Yount et al. and D’Arrigo [144, 142]. The biological dopants were more extensively
investigated given their relevance to the problem of DCS. Of the four biological dopants
only one (polymeric collagen) produced a clear and striking increase in nucleation. In-
vestigation into the lack of nucleation that appeared from both bone/mineral as well
as from cellular surfaces were carried out. The preliminary cellular results were of
particular interest as there is a good rational for cells providing nucleation sites, and
a growing preference in the literature for this theory [59, 69]. In addition to the small
preliminary study using Hacat cells, two further studies using adipose cells and human
dermal fibroblasts (HDF) were conducted. The HDF results are presented in chapter
8 with additional cell-bubble interaction data. The choice of adipocytes was hypoth-
esis driven, based on data concurrently acquired from the investigations of polymeric
collagen. These data had revealed that removal of non-polar molecules via chloro-
form fumigation (a standard sterilisation process for monomeric collagen) reduced or
entirely negated the nucleating propensity of untreated polymeric gels. Such a treat-
ment is able to sterilise collagen because the chloroform acts as a solvent for fats which
comprise cell membranes. The method is also used to estimate the fat content of certain
tissues [340]. Thus, the hypothesis was formed that nucleation in the case of polymeric
collagen was due to the presence of lipid from cellular debris. Adipocytes produced
intracellular lipid droplets, it was therefore hypothesised that monomeric collagen gels
containing adipocytes would have a nucleating propensity similar to polymeric colla-
gen. In addition this hypothesis was supported by literature [316, 124] and from the
known hydrophobic nature of lipid droplets. In a separate analysis confirmation of
the presence of lipid in the polymeric collagen was attempted via Raman spectroscopy.
The results of the polymeric and cell surface studies are presented in section 7.5.3.2 and
7.5.3.3 respectively. Following the dopant study, a systematic investigation of the effect
dive parameters had on nucleation in polymeric collagen was conducted. The hypothe-
sis of this study was that polymeric collagen would produce the same nucleation trends
as the non-biological dopants (chapter 6). The rational for this was that nucleation in
both cases was believed to be driven by the gel’s supersaturation with the threshold of
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nucleation for polymeric collagen being lower than that of the non-biological dopants.
The data was also used to develop strategies for modelling such nucleation.
7.3 Types of dopant
Initial results of nucleation within collagen hydrogels were surprising, no bubbles could
be formed within the gels even under the most aggressive of decompression profiles.
In order to understand this, attempts to replicate the gelatin experiments of Yount et al.
[139] were undertaken. Using bovine skin gelatin (Sigma), no decompression profiles
and no variation in the concentration of gelatin was able to produce any bubble nucle-
ation. This was again a surprising result given the work of Yount et al. [139]. It was
hypothesised that the gelatin was too pure and did not contain the nonionic surfactants
which D’Arrigo had identified to be the cause of the nucleation. To test this hypothesis
the gelatin was doped with various impurities, these included charcoal, talc, sodium
dodecyl sulphate, and glass. With the addition of any of these dopants bubble nucle-
ation was seen. This simple preliminary study indicated that the purified collagen in
the Sigma gelatin, did not contain the impurities required for heterogeneous nucleation.
A more rigorous dopant study into the nucleation within the First link type I collagen
using a range of both biologically relevant and synthetic dopants, was used undertaken
following the gelatin findings. The selection of dopants used in the preliminary colla-
gen study are outlined below with the rational for each choice:
1. Activated charcoal (Sigma)- This had worked well in the preliminary gelatin
study and was therefore tested in the collagen hyrogels. Activating carbon usu-
ally involves heating and oxidising the carbon to increase the porosity and results
in a hydrophilic surface.
2. 500nm mesoporous carbon nano particles (Sigma), were used as carbon black (a
similar preparation) is used in industrial foaming processes. The particles used
here are graphized and therefore hydrophobic and have a better characterised,
size distribution.
3. Crushed bone - This was included as one of the plausible in vivo dopants. Frag-
ments of bone are found in joint capsule due to the joint rubbing and the calcified
cartilage zone has mineralised portions.
180 Chapter 7. Nucleation chapter
4. 200nm Hydroxyapatite nano particles (HANPs)- hydroxyapatite is the main min-
eral component of bone and these were used as they were considered to provide
a similar surface to the bone but with a better characterised shape, surface topog-
raphy and chemical composition.
5. Spontaneously immortalized human keratinocytes (HaCat) cells were used as a
dopant. These cells are an epithelial cell line which grow with ease in collagen
hydrogel, can form tight cell-cell junctions and have calveolae [341].
6. Plain collagen which had already been shown to have little or no nucleating
propensity.
7. Polymeric collagen, this was extracted as described in the methodology, from
calf tendon.
Each of these dopants was incorporated into a collagen hydrogel and decom-
pressed to evaluate its nucleating potency. On the basis of the preliminary results,
further investigations were made of the dopants physical and chemical properties.
7.4 Experimental Methods
7.4.1 Prep of powder samples
Crushed bone powder was prepared from sheep femur by initial crushing in a pestle
and mortar to obtain a rough powder. This powder was then transferred to the Mikro-
Dismembrator (Sartorius) where it underwent a 1 min milling process. The powder was
then added to PBS at 1 mg/ml, 5 mg/ml and 10 mg/ml. Hydroxyapatite particles (200
nm) [342] were added to PBS at the same concentrations as above. Activated charcoal
and 500nm mesoporous carbon nanoparticles were also added to PBS at 1 mg/ml. All
PBS powder suspensions were sonicated for 15 mins to disperse powders evenly. For
use in hydrogels, 0.01 ml of the powder-PBS suspension was added after the gel had
been neutralised and left on ice for 1 hr. Good dispersal of the powders throughout the
gels were seen in all cases.
7.4.2 Transmission electron microscopy (TEM)
Powdered samples were prepared for TEM by the dropwise addition of the powder
PBS suspension to carbon film TEM grids (Agar scientific) and allowed to dry in a
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fume hood. TEM images were taken using a Philips CM 12 TEM.
7.4.3 Polymeric collagen extraction
Polymeric collagen was extracted from calf tendon as per the method of Wong et al.
[194]. Samples of calf tendon (⇡ 1 cm3) were frozen and weighed. Each sample was
placed in a pestle and mortar with a small amount of liquid nitrogen and crushed to
break up the tendon, until a powder was produced. The tendon powder was then placed
into 0.5 M EDTA (Gibco) (100 ml/g of tendon) and stirred overnight at 4 C. This pro-
cess destabilises the cross-links. The solution was then centrifuged at 200 rmp for 2
mins and the supernatant removed. The 0.5 M EDTA was replaced and the mixture
stirred for 4 hrs at 4 C. The solution was washed with distilled water twice. Acetic
acid 0.5 M (100 ml/g of tendon) was then added to expand the collagen. This was
stirred overnight at 4 C. To purify the polymeric collagen, 0.1 ml of MEM per 1 ml of
solution was added to the acetic acid collagen mix, and 1M NaOH used to neutralise
the mixture whilst simultaneously stirring with a cold glass or metal rod. The unidi-
rectional shearing created by the stirring, caused polymeric collagen to accumulate on
the rod. The polymeric collagen was then transferred to fresh acetic acid (0.5 M) and
stirred overnight at 4 C. The purification process was repeated twice. Finally to assess
the polymeric collagen concentration a wet weight dry weight method was used as de-
scribed in [197]. Briefly this involves weighing a sample of the final collagen acetic
acid solution, then freezing and freeze drying the sample before re-weighing. Once
the sample has been freeze dried the vast majority of the remaining solid portion of
the sample is collagen. This polymeric collagen solution is then blended with the rat
tail monomeric collagen (First link), and a collagen hydrogel can be made in the usual
manner.
7.4.4 Cell culture, differentiation and staining
Spontaneously immortalized human keratinocytes line (Hacat cells) were used in this
work. Cells between passage 13-30 were cultured in tissue culture flasks (T 75 or
T225) (Corning) Dulbeccos modified Eagles medium (DMEM), 2 mmol/l glutamine
high glucose, (Sigma, UK), with 10% foetal calf serum (FCS; First Link, UK) and
penicillin - streptomycin (500 unit ml 1 and 500µml 1) (ICN Biochemicals, UK).
When confluent (approx. every 2-3 days) cells were passaged. Cell culture media was
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removed and the flask washed gently with PBS (Oxoid, Thermo Scientific). A 10%
Trypsin/solution (Gibco, Paisley, UK) was applied to the cells and incubated at 37 C
for 1-2mins (until cells visibly became detached) equal amounts of DMEMwere added
to block the action of the tripsin. The cell suspension was transferred to universal
tubes and centrifuged for 2mins at 2000 rpm. The supernatant was poured away and
fresh DMEM added. Cells were split down at a 1:4 ratio. If cells were to be added
to collagen hyrogels a small amount of the cell suspension was pipetted into a clean
eppendorf and added in either a 1:1, 2:1 or 4:1 ratio to trypan blue (Sigma); 10 µl of
this mixture was introduced to a haemocytometer and cells counted manually with a
dissecting microscope. Two counts were made for each cell density and the number
averaged. Cells were then spun down again and DMEM added to make the desired
cellular concentration. These were then added to the collagen gels after they had been
neutralised
Bone marrow stem cells (BMSCs) from 4-6 weeks old wistar female rats were
kindly cultured and differentiated into adipocytes by Anita Sanghani and Liza Osagie.
Briefly cells were seeded at 1⇥ 104 cells/cm2 followed by 14 days of culture in adi-
pogenic induction media (MEM, 10% serum, 1 µM dexamethasone, 10 µg/ml human
insulin, 100 µM indomethacin and 25 µM IBMX). Assessment of adipogenic differ-
entiation was by oil red O staining. Cells were fixed for 4-5 mins in paraformaldehyde
(Sigma), this was then removed and cells washed with PBS, 60% isopropanol was
added for 15 mins followed by oil red O stain. Stain was washed off with PBS after 15
mins, the same protocol was used for cells within the collagen gel with longer initial
fixing time (10 mins) and three washes to remove the stain. Imaging was done on an
inverted fluorescence microscope (Apotome Zeiss).
7.4.5 Raman spectroscopy
Raman spectra of collagen samples were taken with a Renishaw inVia (Renishaw plc,
Gloucestershire, UK) Raman microscope (x50 objective) equipped with an 830 nm
laser (laser power at the sample was 10 mW). 20 accumulations of 1 min. Two sample
preparations were used. Either, fully set hydrogels were frozen at -80 C then freeze
dried overnight; or 0.5 ml of polymeric collagen solution was dropped directly onto a
clean metal well and allowed to dry in the fume hood overnight.
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Dopants no. bubbles in 0.5mlgel (mean) SD N
500nm mesoporous
carbon nps 40.857 63.164 14
Activated charcoal 8.208 10.413 24
HA nano particles 0.000 0.000 7
Bone fragments 0.000 0.000 5
Hacat cells 0.000 0.000 3
None 0.250 0.500 4
Polymeric collagen 766.667 404.145 3
Table 7.1: Bubble nucleation in monomeric COL1 gels with the addition of various dopants
to investigate possible nucleation sites. 500nm mesoporous Carbon Activated Char-
coal were intended to serve as positive controls, on the basis of preliminary gelatin
experiments and literature. Other dopants were considered potential biological nu-
cleation sites, all gels were 0.5ml volume
7.5 Results
7.5.1 Preliminary investigations
The results of the preliminary collagen investigation are shown in Table 7.1. The
dopants were incorporated into the gel as per the methodologies previously above. A
pressure profile of 130psi for 4hrs with 130psi/s decompression and 1psi/s compression
was used on all samples. The number of bubbles that nucleated in the each 0.5ml hy-
drogel were counted. As can be seen no nucleation was observed in the crushed bone,
hydroxyapatite, Hacat cell samples and only one incidence of nucleation in the plain
monomeric collagen. Some nucleation was observed in the carbon and the charcoal
samples, a result which matched the preliminary trials in gelatin. Polymeric collagen
provided a striking increase in nucleation. The large standard deviation in the case of
the polymeric collagen samples was primarily due to the difficulties associated with ac-
curate manual counting of the bubbles. Following this experiment the segregated area
method of counting, described in chapter 3 was used.
7.5.2 Non-biological dopants
Both types of carbon particle had relatively similar nucleating propensities. This is in-
teresting given the differences in the surface properties of the two. Carbon is inherently
non-polar and therefore hydrophobic. Activated charcoal is a treatment which heats
charcoal in the presence of an oxidising catalyst. This process increases the porosity of
the carbon and also renders the surface hydrophilic [343]. The mesoporous carbon by
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Figure 7.1: A study into the variation amongst batches of 500nm carbon and activated charcoal.
As can be seen the charcoal does not show particular variation however the carbon
shows one batch (batch 16) with very high nucleating power by comparison to other
batches. Kruskal-wallis test finds that there are no significant differences between
batches (p-value = 0.058 for activated charcoal, p-value = 0.052 for 500nm carbon).
Even though there was not a significant difference, batch number was maintained
going forward.
contrast, retains the hydrophobic surface of graphite. A more detailed comparison of
the two samples was undertaken to investigate this further. Given the previous results in
the literature regarding batch variability, a batch study of the carbon and charcoal was
undertaken, Figure 7.1 shows the results. Comparison of the various batches of carbon
and charcoal revealed an unexpected level of variation. Although the results were not
significantly different, there was an indication that one of the batches of carbon (batch
16) produced greater number of bubbles than other batches. This was the batch that had
been used in the previous bubble dynamics study of chapter 5. Whilst not affecting the
analysis regarding correlations of bubble growth to dive parameters or bubble growth
to bubble nucleation any results regarding bubble nucleation as a result of dive parame-
ter variation were somewhat undermined. In particular the change in compression rate
relation, (an experiment specifically used to test for the bubble surface contaminants)
[142], was of importance to investigate further.
Repetition with a more typical batch of the carbon (batch 17) did not show the
same trend as the previous. Figure 7.2 shows the difference in the trend of the two
batches, batch 17, when fit with the same regression as batch 16 had an R2 of only
0.1044 compared to the 0.9648 of batch 16.
The difference between these two behaviours was strongly suggestive of contami-
nation of batch 16 at some point during the methodology. Despite efforts to reduce the
possibility of such contamination through the use of aseptic culture hoods, and washing
of the chamber in water, ethanol and acetone before each use; avoiding contamination
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Figure 7.2: Showing the relation between compression rate and nucleation in 500nm carbon
with two different batches of carbon batch 16 is one suspected of contamination
could only be assured through use of a clean room. It is also interesting to note that
the contamination appeared to be confined solely to the powdered carbon and possibly
charcoal as the PBS used was the same across all solutions. Although these results were
of great interest it was felt that the various forms of carbon were not of sufficient bio-
logical relevance to merit further investigation in light of the bone, cell and polymeric
collagen results.
7.5.3 Biological dopants
7.5.3.1 Bone and HANPs
Of the powdered biological dopants both HANPs and crushed bone showed no nucleat-
ing propensity. This may be unsurprising given that they are both hydrophilic, however
the nucleation seen in the activated charcoal and with talc in the preliminary study (both
of these are hydrophilic), suggested that hydrophobicity was not necessary [344]. In
addition bone contains small amounts of lipid [345] and therefore may have areas of
hydrophobicity. TEM of the two powders was done to assess the surface morphology
for suitable crevices. The TEM images are shown in Figure 7.3. A clear difference in
the topology of the two particles can be seen, however, due to the agglomerates of the
HANPs which form, crevices within the agglomerates are of very varied angles. Mea-
surements of crevice angles using the line tool in image J, were made from the TEM
data. These cannot provide a full 3-dimensional understanding of crevice geometries
and as such can only be treated as an indication of suitable crevice morphology. What
is revealed by these images, particularly in the crushed bone, is the presences of many
potential crevice angles and geometries. It may be concluded, therefore that it is the
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Figure 7.3: representative TEM images for the comparison of (A) bone fragments and (B) hy-
droxyapatite particles, the radar plot shows the distribution of crevice angles from
all images.
surface properties of the bone i.e. its hydrophilicity which prevent nucleation.
7.5.3.2 Polymeric collagen
Of all the dopants used in the initial study, polymeric collagen was by far the most
successful nucleating agent, with over a 20 fold increase in nucleation compared to the
carbon or charcoal. The effect of increasing the polymeric collagen concentration on
bubble nucleation showed significant positive correlation as shown in Figure 7.4. Poly-
meric collagen is the mature form of collagen where enzymatic and non-enzymatic
cross links have formed in the ECM. In tendon, these cross links are predominately
trivalent intermolecular pyridinoline cross-links and lysyl pyridinoline [346]. As the
tendon ages the amount of non-enzymatic cross-links formed by glycation will in-
crease [347]. Cross-links render such collagen insoluble in acetic acid thus making
its extraction from tissue more difficult. The monomeric collagen, used up till now
in this work, is tropocollagen. This type of collagen is far less abundant in the ECM
as it represents only that fraction which has yet to be cross linked. The amount of
monomeric to polymeric collagen in tissues will vary depending on the rate of collagen
production by cells and the rate of enzymatic cross linking extracellularly. In general
collagen cross linking increases with age or high glucose levels [348, 349]. In order to
extract polymeric collagen the covalent cross-links must be destabilised before it can
be extracted. An extraction method based on calf tendon was previously optimised by
Cheema et al. and Wong et al. [197, 194], and it has been demonstrated that blended
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Figure 7.4: Changes in nucleation as a result of variation in the concentration of polymeric
collagen. Linear regression reformed r2 value reported with p-value.
polymeric-monomeric gels are biocompatible and have an increased Young’s modulus
[194]. Such gels may be considered more biomimetic than the previous monomeric
collagen gels as, in vivo the majority of collagen (>90%) is cross-linked [194]. To
the best of our knowledge, the nucleating propensity of polymeric collagen has never
been investigated. Its efficacy is surprising, as it is not clear that polymeric collagen
would contain crevices, and, although cross-linking may increase or amplify areas of
hydrophobicity, uncrosslinked collagen also has areas of hydrophobicity, these are the
drivers of its self assembly into fibrils [350]. Another possibility is that particulate
debris from the tendon could be mechanically caught in the highly viscous collagen
when it is extracted, (collagen cannot be filtered for such particles as it is too viscous),
such particles may have appropriate crevices. Another alternative is that the polymeric
collagen was contaminated as suspected in the case of the carbon. However three sepa-
rate batches were extracted at different times from different tendons and all had similar
nucleating propensity. The final possibility is that an amphiphilic molecule possibly a
neutral lipid was extracted from the tendon with the collagen.
The discovery of this nucleating propensity may be highly significant for decom-
pression sickness and for ultrasound induced cavitation. The ECM as a possible source
of nucleation sites is not an area that has received much attention. However, this ma-
trix is rich in many proteins and molecules which could provide sources of nucleation.
Furthermore the amount of extracellular matrix and its composition differs throughout
tissues in the body. If a particular constituent of the ECM can be found to be a primary
cause of bubble nucleation, tissue matrices rich in this component would be at higher
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risk. If the source is a wide spread matrix constituent, tissues with a high proportion
of ECM such as connective tissue would be at higher risk of bubble formation. The
general pattern of DCS injury, although by no means conclusive, does fit this idea [12].
Interestingly bubble nucleation in tendon was noted by Gersh et al. but the amount
of bubble formation was lower than that of the fatty tissues [32, 327]. This suggests
that the extraction of polymeric collagen from tendon may be specifically selecting for
a strong nucleating agent, or that the mechanical breaking up of the tendon releases
nucleating particles, possibly components that were previously intracellular. A final
and more concerning possibility is that the process of polymeric collagen extraction
introduces contamination by its nature. An indication against this is that the stages of
the process where contamination seems most likely, the breaking up of the tendon, are
the same as those used on the bone fragments.
The drastically different nucleation behaviour of the monomeric and polymeric
collagen provided some ideas as to the likely source of the nucleation. The previous
commercially extracted monomeric collagen was from rat tail whereas the polymeric
was extracted from calf tendon. Both the animal source and the tissue from which the
collagen was extracted were different. Different animals are know to have a differ-
ent predisposition to DCS, however this is largely thought to be due to the size of the
animal [89]. Collagen is a highly conserved molecule across species and therefore the
animal source was thought unlikely to be the cause [192]. The difference in the tissue of
extraction was considered a more likely source of the variation, as there may be differ-
ences in the amount of lipid in each tissue. However, tendon is generally though to have
a very low lipid content [351] and as rat tail is a poorer source of polymeric collagen
than calf tendon, this was not easily investigated. The hypothesis thought most likely
was that the treatment used to sterilise the commercial monomeric collagen affected the
nucleating behaviour. This treatment is chloroform fumigation. The collagen solution
is pipetted onto a layer of chloroform (the two are immiscible) and left for several hours
for the chloroform to evaporate through the collagen. Chloroform is used as a sterili-
sation method as it is a non-polar solvent and therefore disrupts the cell membranes of
any bacteria or other cells within the collagen. In addition to this fumigation method
a chloroform agitation method was also investigated. In this method the chloroform
and collagen solution were continuously mixed together for 2hrs as previous work had
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shown that fumigation was not always effective at sterilising polymeric collagen due
to its higher viscosity than monomeric collagen. In addition to this treatment UV ster-
ilisation and a hexane mixing protocol were also used to contrast. Hexane is again a
non-polar solvent, and it was used in the same way as the chloroform (stirred with col-
lagen for 2hrs). All treatments other than the hexane treatment allowed hydrogel gels
to be made in the usual way after the process (hexane treated gels would not undergo
fibrilogenesis). The nucleating propensity of the remaining four groups was examined
and the results are shown in Figure 7.5. As can be seen, the chloroform fumigation
slightly reduced the nucleating propensity and the chloroform agitation entirely elim-
inated it bringing it to the same level as the monomeric collagen. The UV treatment
did not affect the nucleating propensity. All three batches of polymeric collagen were
included in this study and all showed the same trend of results.
These results are strongly suggestive that non-polar molecules in the ECM are
responsible for the nucleation of bubbles. The previous data from the addition of
adipocytes to the monomeric collagen initially appears to contradict this. However it
may be reconciled if all the available literature is considered. In all cases where bub-
bles were seen in fatty tissue or in adipose cells, these tissues had been mechanically
deformed. In the works of Harvey, the deliberate mechanical deformation of tissue and
cells was specifically shown to induce bubble nucleation [206]. In the same work it
was also noted that bubble formation at the cut edges of the tissue was profuse, and
was thought to be due to contamination of the cut edges with micronuclei. In addition
inducing crush injuries to the limbs of animals also increased the number of bubbles
after decompression [352]. In the works of Gersh et al. the samples in which bubbles
were identified had been surgically removed and fixed [327, 32]. In the work of Pa-
padopolou et al. again tissue was dissected from the animal prior to its use [18]. The
cutting of such samples is likely to mechanically disrupt cells within the tissue and
contaminate the cut edges with micronuclei. If the mechanical disruption either kills
the cells or disrupts the cell membrane, intracellular debris may be expelled into the
ECM. This intracellular debris could be the cause of nucleation with certain cell types
such as adipose cells having intracellular components which favour nucleation more
than others (such as muscle cells). In the adipocyte work conducted for this thesis,
cells were not specifically mechanically disrupted prior to seeding in the gels. The
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Figure 7.5: Treatment of polymeric collagen in order to sterilise it and use in cellular gels was
done via three methods. Vigorously stirred with chloroform, fumigated with chlo-
roform and UV treated. Stirring with chloroform removed all nucleating capabili-
ties of the polymeric collagen, whist fumigating decreased it from both the control
and UV treated, (this was significant in batches 1 and 3 but not batch 2) (statistical
significance assessed by Kruskal-Wallis and Dunn’s multiple comparisons test. (*
= p=0.018, *** = p = 0.0003)
O-oil red stain additionally confirmed that lipid droplets were not obviously present in
the ECM. This would suggest that it is not the polymeric collagen itself which caused
the nucleation in these experiments, but the cellular debris which is extracted with the
collagen from the tendon.
To investigate the presence of the suspected non-polar molecules in the polymeric
collagen, Raman spectroscopy was used. Raman spectra of freeze dried gels that had
been treated or untreated with chloroform agitation were taken in addition to a spectrum
of calf tendon prior to the extraction. Raman spectroscopy measures the frequency shift
of incident photons, caused by the inelastic scattering of these photons as they interact
with the vibrational modes of the sample molecules. The technique has become widely
used in biological investigations owing to the limited sample prep required, and the
quantitative results that can be extracted [353].
Figure 7.6 shows the raman spectrum of the calf tendon from which the polymeric
collagen was extracted, the blended collagen gels when fully gelled, and the ungelled
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polymeric collagen solution. Identifying changes in molecular structure from Raman
spectra is not straightforward. Raman spectroscopy provides information regarding
both the primary and secondary structures (such as beta sheets or alpha helices) of
biological molecules. Secondary structures are observed as broader bands whilst the
primary structure is denoted by the vibrational energies of specific skeletal structures
such as the C C stretching or aliphatic ring vibrations. Of particular importance in
Raman spectra of biological tissues are the amide I and amide III bands. These bands
arise due to two different vibrational modes of the peptide bond and are sensitive to
the secondary structure of the protein. These bands are found at 1600-1685 cm 1
for Amide I and 1225-1310 cm 1 for Amide III, the range denotes the shift which is
dependent on the secondary structure. Vibrations arising from amino acids originate
either from the CH2 or CH3 groups, or from the aromatic rings of the phenylalanin,
tryosine and tryptophan. These occur in the lower region of the spectrum from ⇠ 1100
- 500 cm 1. Both types of features must be considered when analysing spectra.
Examination of Figure 7.6A shows the initial tendon sample, within the spectra
the Amide I (1627 cm 1) and Amide III (1253 cm 1) peaks can be clearly identified,
and a number of peaks in the skeletal region corresponding to various aliphatic rings.
This spectra is almost identical to spectra of turkey tendon [354]. When comparing
this spectra to the gelled polymeric collagen samples Figure 7.6B a several of the peaks
have been changed and some lost. The clearest difference are the prominence of the
peaks at 1001.1 cm 1 and 1031 cm 1 in the gelled collagen. These are attributed to
the Phenylalanine, and are sometimes used to quantify the amount of collagen within
a sample [353, 355, 356, 357]. In addition the amide I and amide III bands are still
evident with the double peaks of the amide III band (a-helix and b pleated sheet at
1268 cm 1 and 1241cm 1 respectively) clearly distinguishable in the gelled collagen.
In addition the peak at 1448.3 cm 1 can be attributed to the CH2 bending [353, 355,
356, 357]. The region below the Phenylalanine peak is more complex to distinguish.
To understand the effect of the chloroform treatment, Figures 7.6 B and C should
be considered. For the gelled collagen samples the peaks already identified appear to
show no differences between samples or treatment conditions. When looking at the
933.4 cm 1 peak it appears there may be a very slight difference. In batch 1 untreated
there appears to be a double peak, this is reduced in the untreated batch two and does
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not appear to be present in the chloroform treated samples of both batches. This peak is
slightly contentious in the literature with some assigning it to a proline ring stretch [356,
357], whilst in other literature it is assigned to the skeletal C C stretch in the a- helix
configuration [353, 355]. A further insight into this difference was provided by taking
the raman spectra of the gels without gelling the samples. It was thought that this may
provide spectra with less potential interference from other solutions used in the gelling
process and possibly higher concentration of the polymeric collagen. Only Batch 1 was
investigated and the spectra is shown in Figure 7.6C. As can be seen there does indeed
appear to be a loss of the 933.4 cm 1 peak in the sample agitated with chloroform.
In addition it can be seen that the Amide III band (area marked in red bracket) has
also been greatly diminished or removed. That the two bands appear to have some
basic correlation supports the assigning of the band to the C C stretch in the a- helix
configuration rather than the proline ring stretch, however it is far from clear how or
whether this is the cause of the change in nucleation behaviour. In addition a spectra
difference in the 738.8 cm 1 peak can also be seen where this peak is evident only
in the untreated samples. Unfortunately this peak was not discussed in any literature
found regarding collagen or ECM, this is largely because the convention of Raman
spectroscopy is to focus on the 800-1800 cm 1 region. By searching Raman databases
for molecules with peaks at 735-742 cm 1, but no other strong peaks between this
and 801cm 1, a possible candidate molecule is identified to be Thymine, one of the
nucleic acids found in DNA [358]. Although this could be present as the tendons
were not decellularised, the comparison of the spectra of individual pure molecules
from a database to the spectra obtain from mixtures such as the samples here is often
misleading.
Assessment of non-polar molecules with raman is dependent on the behaviour of
the long acyl chains which causes the hydrophobicity of lipids. Normally this is done
in two regions, the finger print region 1500-1050 cm 1 and the higher wave numbers
2700-3100 cm 1 [359]. In the current set up only spectra in the finger print region
could be recorded and not the high wave numbers. This lower region is associated with
CC, CH2 and CH3 vibrations whereas the higher region is associated with CH. As the
finger print region already contains many peaks from amino acids and collagen it is
particularly difficult to associate peaks in this region with lipid in a mixed sample such
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as these gels. One peak which is associated with a CH2 vibration only within lipids is
a peak at 1297 cm 1. This peak is not seen in any of the samples.
Although the raman data are difficult to interpret, there is no strong evidence to
suggest that there is a large amount of lipid in the treated verses untreated samples as
the region from 1100-1200 cm 1 do not appear to have peak variation between the
treated and untreated samples. Investigating higher wavenumbers would be of use in
strengthening this conclusion. In addition there does seem to be a difference in the
skeletal C-C vibration in the a-helix configuration as well as an absence of the amid
III band. The 738.8 cm 1 peak could not be assigned but is worth further investigation.
One feature that would greatly improve this characterisation is development of better
sample holders for the ungelled collagen, this would increase the concentration of col-
lagen left as a residue after evaporation and would greatly improve the quality of the
spectra attained.
7.5.3.3 Cellular surfaces
Nucleation from cells is a contentious area of DCS research, on the one hand there
are several theories that bubbles may nucleate from the cell junctions on endothelial
linings [16], or from the caveolae on cell surfaces [70]; on the other hand the body
of experimental evidence opposes this. Both Harvey et al. and Hemmingsen et al.
investigated the nucleation of bubbles in single cells [360, 352]. Both found resistance
to bubble formation for a wide range of cells, (Amoebae: Chaos chaos and Amoebra
sp. Paramecium Arbacia eggs, Asterias eggs and Nitella,Tetrahymena). It was even
shown by Hemmingsen et al. that particles which were successful nucleating agents in
water, lost all nucleating potential once ingested by Tetrahymena [16]. Harvey showed
that nucleation was possible in cells which died spontaneously or were mechanically
deformed. Bubbles were also seen to be present within fat cells and in general much
higher levels of bubbles were seen in fatty tissues [352]. The work of Gersh et al. also
found evidence of bubble nucleation within and in the vicinity of fat cells [32, 327].
The lack of nucleation from Hacat cells seen in the initial dopant study, adds to the
evidence against nucleation from cell surfaces or intracellular structures. However,
the effect of chloroform treatment on polymeric collagen, strongly suggest that lipids,
trapped within the gels, are the sites of nucleation. Given that lipid presence could not
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Figure 7.6: Raman spectra of A the calf tendon from which the collagen was extracted, B
batches 1 and 2 of polymeric collagen both treated and untreated with chloroform,
C Ungelled polymeric collagen batch 1
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Figure 7.7: Oil red O staining of the differentiated bone marrow stem cells, showing positive
staining for lipid indicated by the arrows. On the left the cells are in 2D cell culture
on the right the image is of the cell within the collagen hydrogel, indicating that
the lipid is retained when cells are transferred to the hydrogel
be found by Raman spectroscopy and nucleation from Hacat cells was not noticeable, it
was hypothesised that very low lipid concentration might be producing a large variation
in nucleation. To test this hypothesis the nucleating potential of adipocytes was also
investigated. Bone marrow stem cells from rats were differentiated into adipocytes as
described in the methodology. O-Oil red stain was used to show the presence of lipid
droplets within the cells and confirm their differentiation. Stained images of the cells
both in 2D tissue culture and in the 3D collagen gel show lipid droplets to be present,
(see Figure 7.7). Lipid droplets are organelles and within adipocytes, are composed
largely of triglycerides and free cholesterol with a phospholipid layer [361]. They are
important in the regulation of lipid metabolism.
Despite the clear presence of lipid droplets, there was no significant change in
bubble formation for gels containing 45,000 adipocytes/ml, (see Figure 7.8). A slight
increase in bubble nucleation was seen but this was not statistically significant. Al-
though the n numbers for this study were low (n=4), it can be said that intracellular
lipid droplets do not cause a striking change in nucleation such as was observed with
even the lowest concentrations of polymeric collagen. These data in conjunction with
the HaCat data of the preliminary study (and HDF data presented in chapter 8) collec-
tively add to a the evidence that lipid droplets and caveolae in live cells do not provide
highly effective nucleation site. This conclusion accords with Hemmingsen’s results
[360], where hydrophobic particles ceased to nucleate once internalised by cells; but
conflicts with those of Havey et al. and Gersh et al. [352, 32, 327]. One possibil-
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Figure 7.8: Nucleation of bubbles within monomeric collagen hydrogels containing 45,000
Adipose cells/ml. No statistically significant differences (N=4)
ity is that the bubbles may occur in adipocytes but only when the cell is dead or the
membrane is compromised. An additional experiment that may be able to disprove this
hypothesis, would be to lyse or mechanically deform the adipocytes within the colla-
gen hydrogels and then observe subsequent nucleation. Another possibility is that tight
cell-cell junctions are needed to provide nucleation sites. This could also be tested in
such a system if cellular gels were allowed to mature to the stage where such junctions
formed.
7.5.4 Summary of dopant nucleation
From the range of dopants investigated, the non-biological dopants nucleated bubbles
reliably in response to decompression. However, it was found that batch variation ap-
peared to confound the results. The batch variation is an important finding to stress as
batches varied in both the magnitude of nucleation, as well as in the trend between nu-
cleation and response to changed in compression rate. Batch variation is also reported
in the literature on gelatin [139] and it is therefore an important parameter to consider
in any future works. Biological crystalline dopants such as crushed bone or HANPs
do not show a high nucleating propensity, this is most likely due to their surface hy-
drophilicity. Polymeric collagen had very striking nucleation propensity that has not
been previously reported. The reduction of this nucleating propensity with chloroform
treatment indicates that it may be due to lipids physically trapped within the gel. How-
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Depth (psi) Compression rate(psi/s)
Decompression
rate (psi/s) Time at depth (hrs)
130 1 13 0.5
130 1 13 1
130 1 13 2
130 1 13 2
130 1 8 2
130 1 4 2
130 5 13 2
130 1 13 2
130 0.5 13 2
130 0.1 13 2
130 1 13 2
80 1 13 2
40 1 13 2
40 1 4 2
80 1 8 2
130 1 13 2
Table 7.2: Dive parameters used to assess nucleation in polymeric collagen
ever, Raman spectroscopy was unable to detect lipids and incorporation of Hacat cells
or adipocytes into the hydrogels, did not produce nucleation of a similar magnitude.
These findings appear somewhat in tension with one another but could be interpreted
as adding to existing evidence that intracellular lipid, (the normal mechanism of fat
storage in the body [362]), or caveolae, from intact cells are not suitable nucleation
sites. Further testing of dead cells and cellular debris may be a fruitful research avenue.
7.5.5 Dive parameter sensitivity
In addition to analysing the nature of the nucleation sites, changes in nucleation for
polymeric collagen gels, as a result of dive parameter variation were also investigated.
This type of investigation is important as the current experimental DCS literature re-
garding dive parameter variations, consists only of the works of Yount et al. and Kunkle
et al. [139, 2, 141]. All these works used the same gelatin model and experimental sys-
tem. This experimental system did not have control over the decompression rate and
the time of nucleation is not reported. The works of Yount et al. and Kunkle et al. sup-
ported the hypothesis that nucleation is dependent only on the level of supersaturation.
This hypothesis can be more fully investigated in the current set up as greater control
of dive parameters is possible and higher resolution imaging available.
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In similar experiments to the previous chapter, gels were decompressed for various
dive profiles and the number of bubbles nucleated quantified. As the number of bubbles
was much higher in the polymeric samples as compared to the carbon; the number of
bubbles was analysed after the experiment via manual image analysis. Just prior to,
and for 70 secs during the decompression images in the centre of the gel were taken
every second. Onto this set of images 6 rectangular areas were imposed, (5 evenly
radially distributed and one in the centre), the number of bubbles in each area was
counted and the size of the area recorded. The areas were sized so that no more than
⇡25 bubbles were present in each area. These counts were converted to the number of
bubbles per unit volume by establishing that the imaging system could capture a depth
of ⇡ 3mm with clarity. This is slightly subject to the clarity of the gels and also the
size of the bubbles (very small bubbles at the maximum depth may not be resolved).
Due to this, direct comparison of raw bubble numbers to the carbon results, cannot
be made, however trends between polymeric and carbon can be compared and raw
numbers across all polymeric collagen samples can also be compared.
Dive profiles which varied in: time at depth, decompression rate, compression rate,
maximum depth and decompression rate and depth simultaneously were used, and are
summarised in Table 7.2. Results for the four single parameter variations are shown in
Figure 7.9.
As can be seen there is significant positive linear correlation for time at depth,
decompression rate and max depth. No correlation was found for the compression
rate. The trends for the 3 positive correlations are in line with expected results for
nucleation occurring from stabilised micronuclei. The fact that nucleation occurred
even at relatively low maximum pressure and for short bottom times (40 psi ⇡ 27 msw
for 30 mins) suggests that the micronuceli are stabilised at relatively large sizes (on the
order of 1 µm). Increasing the time at depth, the maximum depth or the decompression
rate will increase the supersaturation upon decompression. These results differ from
those of carbon, which did not a significant affect of dive parameters on nucleation for
most parameters. One interesting feature of the results that was observed is from the
point which was excluded from the time at depth study indicated by the open circle.
In this case a large bubble was trapped between the bottom of the gel and the glass
base of the chamber. This bubble failed to dissolve during the compression and bottom
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Figure 7.9: Showing the relations of depth, rate of compression, rate of decompression and
time at depth for polymeric collagen doped samples. R2 values for linear regression
shown with p values for significance from 0 gradient line given. The open circle
denotes a data point that was excluded as an outlier as a large bubble between the
base of the gel and the glass of the chamber failed to dissolve on compression and
grew rapidly during decompression.
time and upon decompression grew rapidly and apparently at the expense of nucleation
within the gel. This result is of interest as it shows that pre-existing bubbles within the
system may have significant effects on the nucleation of bubbles due to decompression.
This would be of particular interest in repetitive diving situations. By comparison to
the works of Yount and Kunkle these data show a generally higher level of bubble
nucleation than the gelatin work. Gelatin samples decompressed from a saturation of
2.5 atm (⇡ 37 psi) produced 12.5-25 bubbles/ml in the fiducial volume [2, 94]. The
bubbles per ml in the collagen hydrogels is of the order of several thousand. In the
experiments of Yount et al. the upper 1 mm of the gelatin was not included in the
bubble count. This area of the gel was believed to be disturbed by the meniscus of
the gelatin [2] and bubbles within the area were reported to be far smaller and more
numerous. No such consideration was necessary for the collagen gels, as no meniscus
was present. This may account for the a proportion of the additional bubbles measured
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in the collagen system.
The lack of correlation with compression rate may be in conflict with a surfactant
stabilisation hypothesis. A surfactant stabilisation hypothesis also requires a surfactant
absorbance and shedding mechanism. Surfactant molecules will be absorbed on to the
bubble from the immediate surrounding or shed from the surface depending on whether
the bubble is growing or shrinking. The rate at which this occurs will be dependent on
the adhesive interactions of the surfactant molecules and their concentrations in the
bulk liquid and on the bubble surface. There will be rates associated with both these
processes. The relative rates of bubble shrinkage gas diffusion and surfactant absorp-
tion and shedding, dictate the stability of the bubble [220]. If the bubble radius change
is far faster than the rate of surfactant shedding, abrupt changes in the bubble radius
may be seen. This is observed in lipid stabilised bubbles within an ultrasound field
[220]. When a large amount of surfactant is shed abruptly, there is a large increase in
the Laplace pressure of the bubble as the surface tension increases, the radius decreases
and the permeability of the surface increases. This drives faster dissolution of the bub-
ble and leads to a prediction that nuclei would be more likely to be crushed by faster
compression rates. That this is may be taken as evidence that surfactant stabalistion is
not occuring in the gels. This could be seen as evidence in favour of a crevice based
nucleation hypothesis [179, 322] rather than a surfactant skin model [95]. Alterna-
tively this result could also be interpreted to show the rates of surfactant shedding and
absorption are on a far faster time scale than the compression rates used in this work.
The variation of multiple dive parameters seen in Figure 7.10, shows that the ef-
fects of each individual dive parameter on nucleation are not additive. This supports
the hypothesis, that nucleation is driven only by supersaturation. Although this may not
surprising given the widespread acceptance of the theory; it provides interesting data
for the validation of any nucleation models.
Computational modelling of the concentration of dissolved gas distributions was
used to further understand the causal relations of dive parameters to nucleation. As
already discussed, the critical radius is the threshold size above which micronuclei will
grow to become bubbles. This radius depends on the surface tension and the super-
saturation of the gel. Using the computational model of the previous chapters with no
bubbles seeded, the supersaturation of the gels in response to changes of dive parame-
7.5. Results 201
-2
0
140
2
4
6
8
120
10
100
1380 121110960 876540 4
Decompression rates (psi/s)
Depth (psi)
Bu
bb
les
 nu
cle
ate
d m
m-
3
 Addition of two linear regessions 
y = 0.213 + 0.057depth + 0.16deco  
Linear regression depth
 y = 0.05733depth - 0.8725
Linear regression decompression rate
y =  0.1648deco + 1.086
Variation of depth or decompression 
rate
Variation of depth and decompression 
rate
Figure 7.10: Experimental results, showing the effect of changing two dive parameters at once.
Both the depth and the decompression rate were simultaneously changed. It is
shown that the multi-linear regression is not simply the additive affect of both
parameters indicating that there is interaction.
ters was investigated. To facilitate comparison between the profiles, the supersaturation
of the central unit grid cube of each gel was plotted over time. Figure 7.11 shows that
the change in supersaturation for the middle of the gel is greater in gels where greater
bubble nucleation was seen. In addition this analysis suggested that if nuclei were all of
a uniform distribution, there would be a threshold supersaturation pressure that would
be the same for all bubbles. If an arbitrary supersaturation threshold of 0.02 bar is con-
sidered, Figure 7.11 shows that this threshold will be approached at different times for
the different dive conditions. As decompression rate is decreased and depth increased
bubble nucleation is expected to occur at later times. For the variation of both param-
eters it is predicted that the 40psi and 4psi/s profile will have the longest time before
nucleation with 80psi and 8psi/s the next longest and 130psi and 13psi/s the shortest.
The gradient of this trend is expected to be shallower than that of the other two single
parameter variations. These predictions were tested for the decompression rate, and the
depth and decompression rate experiments by extracting the time of nucleation onset
from the time lapse images. These data, shown in Figure 7.12, revealed the expected
trends in the time of nucleation as well as the relative gradients of the single and double
parameter variation. This could have implications for the time of onset of DCS. Varia-
tions in supersaturation occur between different tissues and gradients of supersaturation
will also exist within tissues. Tissues or tissue regions of higher supersaturation will
nucleate bubbles earlier during decompression than tissues with lower supersaturation
and may significantly deplete the dissolved gas within that tissue through competition
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Figure 7.11: Showing the supersaturation of the midpoint of each gel as modelled solely by
diffusion without bubble nucleation
for dissolved gas. This means that tissue with high supersaturations could become
dominant controlling tissues in a way far more pronounced than is currently accounted
for in most DCS bubble models.
7.6 Conclusions and Summary
This chapter has been an investigation into the nature of nucleation sites in collagen
hydrogels. Initially the focus was on identifying the types of material which may cause
nucleation. A selection of both biologically relevant and synthetic dopants were added
to the collagen hydrogels and their nucleating propensity tested. Investigations into
the synthetic dopants, charcoal and carbon revealed batch to batch variability, presum-
ably due to contamination. This variability affected not only the levels of nucleation,
but also the relation between nucleation and rate of compression. This highlights the
importance in batch testing and in reporting any such variations when they are found.
Of the biologically relevant dopants, bone fragments, HANPs, Hacat cells and adipose
cells were found to produce no significant increase in nucleation. In the case of the
bone and HANP’s this was thought to be due to the hydrophilicity of the surfaces. For
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Figure 7.12: Showing the time of nucleation onset for changes in the decompression rate
only, (green circles) and the variation in both decompression rate and depth (pink
squares), values for the depth only were not recorded
the two cell types these results further add to the body of work which suggest cells
caveolae or intracellular lipid droplets are not likely nucleation sites. This suggests
that nucleation sites should be sought within the ECM. The nucleating propensity of
polymeric collagen which has been shown in this chapter, is an interesting and novel
finding for the DCS and ultrasound cavitation fields. It further strengthens the idea
that the ECM should be more carefully considered as a nucleation site and mediator
of bubble dynamics. The nucleating propensity of this mature form of cross linked
collagen is 20 fold greater than that of the carbon or charcoal. Investigation into the
source of this nucleation revealed that treatment of the polymeric collagen with chloro-
form eliminated the nucleation almost entirely. As chloroform is a solvent for non-polar
molecules, this was strongly indicative that extracellular lipids may be the source, how-
ever, raman spectroscopy of the samples failed to shown the presence of any lipid in
the original tendon, the gelled samples or the ungelled solution. It is possible that ra-
man spectroscopy in the higher wavenumber region would be able to further elucidate
the source of the nucleation, however it was seen that a change in the C-C vibrational
energy in an a- helix secondary structure were removed by the chloroform treatment.
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In addition another change in an unassignable peak was also seen.
Moving on from the material causes of the nucleating behaviour to the effect tissue
supersaturation has on nucleation; it was seen that increasing the gel supersaturation by
varying dive parameters resulted in increased nucleation. This result is as expected
if nucleation is considered to occur from a population of stabilised micronuclei. In
addition, the effect of dive parameters on the time of nucleation could be predicted by
considering the supersaturation of a single point in the centre of the gel. This shows
that the most obvious way to incorporate nucleation into computational models is to
either seed bubbles dependent on the concentration of gas within a tissue, or to seed
micronuclei of various sizes throughout the gel and only those which exceed the critical
radius will grow. The advantage of the former method is that only the initial number
of bubbles needs to be parameterised rather than the distribution of radii. The final
preliminary investigation in this chapter has highlighted the data that may be gathered
by three dimensional imaging of bubble formation in in vitro models.
Chapter 8
Cell-bubble interactions
This chapter investigates the effect cells have on bubble dynamics in terms of nucleation
and growth, in addition to the effect that bubble nucleation has on cellular function.
8.1 Introduction
Cell-bubble interactions were an area, highlighted in chapter 2, in which in vitromodels
are lacking. No models were found in the literature that were able to measure the
responses of cells to bubble formation, growth as well as high ppO2, whilst also being
able to monitor the changes in bubble dynamics. In vitro models which investigated
only cell-bubble interactions but did not provide data on high ppO2 can be found in the
ultrasound literature and focus primarily on endothelial cells [363]. Much of this work
may be applicable to the DCS field, as the interaction of bubbles with endothelial cells
has been found to increase endothelial permeability, which is used to aid drug delivery
in the therapeutic ultrasound case [188], and thought to be a mechanism of injury in
the DCS case [65]. However, the effects that extracellular bubbles may have on the
stromal cell population and vice versa have been largely overlooked, as has the added
possible injury caused by the high ppO2, which is specific to the DCS case. This is
an interesting oversight as stromal cells are the majority of the cell population within
tissue in the body [364]. That bubbles may effect or be affected by this cell population
seems clear, but what the effects and affects may be, have not been quantified.
One area in which in vitro cell models have been used, is in investigating nucle-
ation. One feature of this nucleation work, is that often the investigations use rather
unusual cell types such as single cell organism. Although information on these cells
adds to the body of work, the direct physiological relevance to human divers is more
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tenuous. When designing an in vitro cell bubble model the choice of cell is important
[363]. For the model to be as relevant as possible, the choice of cell should ideally
be from the species in question, (human) or, at least, a mammalian cell type would be
preferable. It is important to balance this against the difficulty of obtaining and cultur-
ing the cells. Cells which are particularly sensitive, require specialist culture conditions
or have slow doubling times. This will lead to less reliability in experiments and ul-
timately limit the numbers of experiments that can be performed. This is particularly
the case for 3D culture where the numbers of cells needed is generally much higher
than 2D culture. The ideal cell type is therefore a human derived cell that is relatively
robust and widely present within the body. It should be simple to culture and have a
fast cell doubling time. Such requirements are very well fulfilled by the human dermal
fibroblast (HDF). Fibroblasts are the most widely abundant cells in connective tissue
producing much of the ground substance of the ECM; HDFs are a subpopulation found
in the dermis of the skin. The cells used in this work were primary dermal fibroblasts.
Their culture is very simple, and the cells are extremely robust to many cell culture
stresses.
Cells and bubbles may interact through several mechanisms which will be of im-
portance in DCS pathogenesis and modelling of bubble dynamics. The one most com-
monly described in the literature and incorporated into some computational models of
DCS is the metabolism of oxygen.
8.1.1 Cellular metabolism of oxygen and the oxygen window
One way in which cells may impact on bubble dynamics is through altering the
dissolved gas concentrations via the metabolism of oxygen. Oxygen is needed for
respiration, during which, it is combined with glucose to produce CO2 and water:
C6H12O16+ 6O2   ! 6CO2+ 6H2O. As can be seen, the ratio of oxygen consump-
tion to CO2 production is 1:1, however there is a large difference in the partial pressure
exerted by 1 molecule of O2 by comparison to 1 CO2 molecule in solution. This differ-
ence is due to the differences in solubilities; the solubility of oxygen is relatively low
(⇠20x less than CO2). If a concentration of 1mol/ml of O2 is considered, by Henry’s
law this exerts a partial pressure of 1/kO2h , when metabolised and converted to 1 mol of
CO2 the new partial pressure exerted is 1/k
CO2
h where k
CO2
h is 20k
O2
h . This decrease in
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partial pressure leads to a decrease in total pressure (sum of all partial pressures) and
thus increases the fraction of N2 in the total dissolved gas. This creates a greater gra-
dient for N2 to diffuse out at the alveoli and hence be eliminated from the body. This
is known as the oxygen window and is exploited in diving by breathing high oxygen
content gas mixtures pre, during and post dive [13].
Modelling of the oxygen window is generally done via assuming that the con-
tribution of metabolic gases is of a fixed partial pressure. In The Linear Exponential
model the venous partial pressure of oxygen, PVO2 is considered the same for all com-
partments (46mmHg) [365]. The same is true for Hugon’s joint model, where both
compartments are assumed to have the same fixed partial pressure of metabolic gases
[176]. In the work of O’Brien [220], which investigated only extravascular bubbles with
a spatially explicit model, the metabolism of O2 was modelled as fixed at 50%. Whilst
a fixed PVO2 may make sense in the major vessels i.e. the superior vena cava, in general
the venous dissolved gas concentration will depend on the dissolved gas concentration
of the tissue it is passing through and hence on the metabolic rate of that tissue. Dif-
ferent tissues metabolise different amounts of O2 and therefore the magnitude of the
oxygen window will vary throughout the body. These various levels of tissue satura-
tion would be expected to affect bubble nucleation as well as the subsequent growth
dynamics.
Oxygen metabolism within cells is the result of three reactions, glycolysis, the
Krebs cycle and the electron transport chain, The last of which is where the majority
of the oxygen is consumed. These reactions are fact well modelled by a single ex-
pression, Michaelis-Menten kinetics. This is a relation to describe reactions which are
enzymatically catalysed, and can be written as:
E+S
k f  *) 
kr
ES kcat  ! P+E, (8.1)
where E is the enzyme, S is the substrate, P the product and k denotes a rate constant.
Km, the Michaelis rate constant, can be written as Km = kr+kcatk f . From this the rate of
oxygen consumption (RO2) can be derived as:
RO2(C) =
VmaxCO2
CO2 +Km
, (8.2)
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where Km is described as the half-maximal oxygen concentration and Vmax is the maxi-
mum rate of oxygen consumption. Modelling of oxygen metabolism with this equation
is widely accepted [366, 367, 368]. Of particular interest are the parameter values
for Km and Vmax, the half maximal concentration and the maximum rate of oxygen
metabolism respectively. These are values that will be cell specific, and to a large part
dependent on the number of mitochondria within the cell; they may also vary for a
specific cell type depending on the state of the cell e.g. quiescent, differentiating or
proliferating [369]. To model the spatial distribution of oxygen within a cellular tis-
sue or collagen gel, the Michaelis-Menten approximation can be incorporated into the
diffusion equation:
∂c
∂ t
= D52 ∂c
∂x
  Vmaxc
c+Km
(8.3)
In this work, the diffusion equation with Michaelis-Menten kinetics is implemented
numerically using the ADE finite difference approximation, described in chapter 5,
to investigate the spatially explicit dissolved oxygen concentration in collagen gels of
differing cell densities.
8.1.2 Mechanism of cell damage during diving and decompression
The above section describes how cellular metabolism may affect bubble dynamics.
The effect that bubbles and increased oxygen partial pressure have on cells is also of
importance to divers, however this is not something which is currently incorporated
into any dive algorithms. Inclusion of such mechanisms in dive algorithms in a simple
manner may enable a more precise prediction of the impact bubble dynamics will have
on specific tissues in the body.
8.1.2.1 Increased oxygen partial pressure (ppO2)
Although oxygen is required for respiration, high concentrations of oxygen may have
toxic effects on the body. At a cellular level, increased ppO2 increases the produc-
tion of reactive oxygen species (ROS) such as the superoxides H2O2 and O2 ˙, which
are a product of the electron transport chain. Under normal conditions these ROS are
prevented from further reacting either through enzymatic action or via direct reactions
with antioxidants. However, increased levels of ROS can overwhelm the antioxidant
defences, allowing the ROS to further react within the cell [13]. An area particularly
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prone to damage by the reactions of ROS are plasma membranes, and with mitochon-
dria being one of the greatest producers of ROS, increased ppO2 will often lead to mi-
tochondrial membrane damage, or depolarisation. Membrane depolarisation is a linked
will apoptosis, and works of Wang et al.[65], have shown that for bovine endothelial
cells, increased ppO2 leads to membrane depolarisation and death.
8.1.2.2 Mechano-sensitive responses of cells
The effect of bubbles on cell function and viability is less clearly understood. There are
a variety of ways which bubbles may affect cellular function, some of which were dis-
cussed in chapter 2. Most cells within the body are mechanosensitive, that is they con-
tain transmembrane ion channels or receptors that can trigger intracellular biochemical
signals in response to extracellular mechanical stimulus. One particular mechanosen-
sitive pathway that has been investigated in relation to bubble proximity is that of the
syndecan IV ion channel. This channel is activated by bubble proximity, and results in
a large calcium influx into the cell, ultimately resulting in cell death in ⇠ 30% of en-
dothelial cells [68]. This effect is in fact a combination of a hydrophobic attraction and
a mechanosensitive response. The heparan sulfate side chains of the syndecan IV chan-
nels are attracted to the air liquid interface of the bubble and as the bubble is moved the
mechanical tension on the side chains displaces the syndecan IV which in turn activates
a calcium specific transient receptor potential channel (TRPV) resulting in a calcium
influx [133]. This response has only been investigated in endothelial cells, however the
syndecan IV and TRPV channels are found widely in most cell membranes and hence
the effect may be expected to occur in a wide range of cell types.
8.2 Methods
Human dermal Fibroblast (HDF) cells (primary cells obtained with full consent and
ethical approval; passages 5-12) were cultured in Dulbeccos modified Eagles medium
(DMEM), 2 mmol/l glutamine high glucose (25mM/L), (Sigma, UK), with 10% foetal
calf serum (FCS; First Link, UK) and penicillin streptomycin (500 unit ml 1 and
500µml 1) (ICN Biochemicals, UK). Collagen hydrogel gels (0.5 ml) were made up of
0.4 ml blended collagen (0.1:10) polymeric collagen, extracted as previously described
to monomeric collagen (rat tail collagen type I (First Link, UK)); added to this was,
0.05 ml 10X concentration Modified Eagle’s Medium (Gibco, UK). This mixture was
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Figure 8.1: Left- pressure profile used for all cellular decompressions; right - the set up for the
oxygen monitoring with relevant distances given.
neutralised by the drop wise addition of 5 M NaOH and then stored on ice for 1 hr to
remove excess bubbles. After 1 hr 0.05 ml of cell suspension with the required cell
density was added. Cellular densities were calculated by adding in a ratio of 1:1 2:1
or 4:1, Trypan blue to cell suspension; 10µl of this mixture were introduced to the
haemocytometer and cells counted manually with a dissecting microscope. Two counts
were made for each cell density and the number averaged. Gels were then pipetted into
a 48 well plate (0.5 ml per well) and allowed to set at 37 C for 15mins. After this a
further 0.5 ml of culture media was added to the top of the gels and these were left for
8-12 hrs at 37 C.
For oxygen monitoring, the 48 well plate was placed in a jig onto which oxygen
probes were attached to ensure placement of probes was consistent. An oxygen probe
(NX-NP/O/E Oxford Optronix) was inserted into the centre of the gel vertically until
the tip of the gel contacted the well plate base (see Figure 8.1). Oxygen measurements
were taken every 80secs for ⇠8hrs or until there was an obvious error with a probe at
which time the experiment was terminated.
For bubble growth and nucleation experiments, cellular gels were transferred to
the pressure chamber under aseptic conditions. The pressure profile shown in Figure
8.1 was applied and gels were imaged following protocol previously described. Cell
viability measurements were made on cellular gels which had either undergone the
profile in Figure 8.1 or a sham dive, where the gel was transferred to the chamber for
the same total time with no pressure applied. Following the profile end, gels were
immediately transferred to a 7 ml Bijou tube containing 17 µl ethidium homodimer
(2 mM; Invitrogen) and 20 µ calce- in-AM (4 mM; Fluka Analytical) diluted in 5ml
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PBS, and incubated for 35 mins. Gels were then imaged on an inverted fluorescence
microscope (Apotome Zeiss). 6 images of each gel were then taken: 3 on each side at 0,
120 and 240 . In each case 200 um total depth was imaged in slices of 6µm thickness.
Live dead cell proportions were manually counted for all samples.
8.3 Results and discussion
8.3.1 Effect of cellular metabolism on bubble nucleation and
growth
This section of the chapter details the results of the investigation into the affect cel-
lular oxygen consumption has on bubble dynamics. If all cells within a collagen gel
are assumed to consume the same amount of oxygen, it can be deduced that a greater
cell density will lead to a decreased dissolved oxygen concentration. Given that the
previous chapter concluded that cell surfaces do not increase nucleation, increased cell
density was hypothesised to decrease the amount of bubble nucleation. It was also hy-
pothesised that increasing the cell density would result in smaller bubbles with shorter
half lives. These hypotheses were again due to the overall reduced dissolved gas con-
centration at the start of the pressure profile, as well as the effect continued oxygen
metabolism would have on bubble growth post decompression.
To initially assess the magnitude of the oxygen consumption for varying cell den-
sities, the concentration of dissolved oxygen within the gels was measured. Using the
set-up configuration shown on the right hand side of Figure 8.1, the dissolved oxy-
gen concentration for the gels at varying cell densities are shown in Figure 8.2. It can
be seen that only 500,000 cells/ml showed a significant difference over the time mea-
sured. This was interesting as the cells at 50,000 cells/ml and 5,000 cells/ml could be
observed to be alive from their morphology under a dissecting microscope. To under-
stand whether this result was to be expected, simulations using the Vmax and Km found
by Cheema and Streeter [370], were used to perform simulations of the experimental
set up. Figure 8.3 shows the results of these simulations. As can be seen there is good
agreement between the measured and simulated values for all cellular densities. There
is some additional measurement error in the experimental samples by comparison to
the modelled data, this is likely due to a slightly inhomogeneous distribution of the
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Figure 8.2: Oxygen monitoring of collagen hydrogels with 5000, 50,000 or 500,000 HDF
cells/ml. Atmospheric concentration is shown for reference. Statistically signif-
icant difference between 500,000/ml vs. 5,000/ml and 500,000/ml vs 50,000/ml as
assessed by two way repeated measures using ANOVA (Tukey’s multiple compar-
ison correction) p0.0003
Figure 8.3: Modelled oxygen consumptions for set up seen in Figure 8.1. The parameters used
were kh = 1.397x10 9 mol ml 1mmHg, D= 2.5x10 9m2s 1,
Vmax = 3x10 17mol cell 1 s 1 , Km= 5.6mmHg, cell densities were 5,000 cells/ml,
50,000 cells/ml, and 500,000 cells/ml, ± 10%, error bars are from repeated simu-
lations (3 per cell density) with variation in the cell density between max and min
estimates, in addition to error caused by averaging over the sensor area.
cells within the gel and the relative position of the probe, as well as small movements
in the probe within the gel.
To understand how this dissolved gas was distributed within the gels, the simula-
tion results were also plotted as a cross sectional view through the centre, see Figure
8.4. Interestingly there is not a large gradient within the gels by comparison to the
differences between them.
For samples that were exposed to pressure profiles, a transfer from the 48 well
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Figure 8.4: Modelled dissolved oxygen concentrations at the mid-cross section of the gel for
the three different cell densities just prior to start of the pressure profile. Concentra-
tions have been non-dimensionalised on the ambient pressure colour scale shown
on the right side. The parameters used were kO2h = 1.397x10
 9 mol ml 1mmHg,
D= 2.5x10 9m2s 1,
Vmax = 3x10 17mol cell 1 s 1 , Km= 5.6mmHg, cell densities were 5,000 cells/ml,
50,000 cells/ml, and 500,000 cells/ml,
plate where the gels were gelled, to the chamber was necessary. This occurred at 10 hrs
after the gels had been set i.e. at time = 0 hrs on Figure 8.2. This transfer will have al-
tered the dissolved oxygen distribution of these gels by comparison to their pre-transfer
state. To ensure that the differences found in Figure 8.2 were preserved for the decom-
pressions, transfer time was minimised as far as possible. It was assumed that this
preserved the differences between gels. For simulation purposes, the initial dissolved
gas concentration prior to compression, was the same as the state just prior to transfer
from the 48 well plate to the chamber. The key change for the simulations before and
after gel transfer was in the geometry of the system. Whilst in the 48 well plate the
edges of the gels were considered to have no-flux boundaries (they were against tissue
culture plastic), and there was 11 mm of media on top of the gel. Once transferred to
the chamber all edges other than the bottom face were modelled to be in equilibrium
with the external ambient pressure (media was added to only just cover the gel surface).
Having established the differences in dissolved gas concentrations within the gels
at the beginning of the dive profile, the effect this had on the final bubble dynamics was
investigated. The differences in the nucleation within the gels is shown in Figure 8.5.
As can be seen, there is a significant decrease in the number of bubbles which nucleated
between the 5,000 cells/ml and 50,000 cells/ml and the 5,000 cells/ml and 500,000
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Figure 8.5: Nucleation of bubbles within blended monomeric-polymeric collagen hydrogels
containing 5,000, 50,000 or 500,000 HDF cells/ml. Left - the maximum number
of bubbles which nucleated, statistical significance was found between 500,000 vs.
5,000 cells/ml and 500,000 vs. 50,000 cells/ml as assessed by one way ANOVA
(Tukey’s multiple comparison correction). Right - the number of bubbles in the
field of view over time. N=3 gels per cellular density.
cells/ml. This concords with the measured dissolved oxygen concentration prior to
the dive (Figure 8.2). The nucleation data supports the original hypotheses that the
consumption of oxygen by cells decreases the nucleation of bubbles. For human divers,
this suggests that tissue with high cellular content and or high metabolic demands, are
at lower risk from decompression induced bubble formation. Cells within collagen
hydrogels are at a lower concentration than would normally be found within the body.
For instance, the cellular density of articulate cartilage is estimated at between 2.56 -
106cells/ml [364] and for cortical bone 400,000-900,000 cells/ml, [364] both of which
are cell sparse tissues within the body. Although it would be preferable to use higher
cell densities closer to those found in vivo, higher cell densities lead to significant
contraction of the gel within 10 hrs of fibrilogenesis and also increase the opacity of
the gels making it more difficult to obtain good quality images.
Having investigated the first hypothesis, analysis of bubble growth for the same
experiments was used to assess whether the cell density in the gel caused a decrease in
the bubbles plateau radii and half lives. Figure 8.6 shows the results of both the plateau
radius and half life analysis, which was conducted in the same way as that in chapter 6.
Note that the cellular density is plotted on a log axis for clarity. This analysis suggests
that the cell density had minimal effect on the bubble plateau radius or bubble half life,
which is in conflict with the original hypothesis. There are several possible reasons for
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Figure 8.6: Left - relationship between bubble half life and cell density, right - relationship
between bubble plateau radius and cell density, mean and SD shown for points
a linear regression fit with 95% CI is also shown. R2 and p-values of the linear
regression given on each graph. No statistical dependence was found for either
measured variable with varying cell density
this. The first is the combination of trend in bubble radius with number of bubbles that
nucleate, and the reduced dissolved gas concentration. As was shown in chapter 6, for
gels in which a higher number of bubbles nucleate, the plateau radii will be smaller
and the half life shorter. Given the nucleation data shown above, this effect would act
to increase the size of bubbles in the 500,000 cell/ml and potentially cancel out the
reduction in radius due to the lower dissolved gas concentration. Another factor which
may be responsible is a change in the level of cellular metabolism during the pressure
profile.
Long term maintenance of the reduced dissolved oxygen concentration in the gels
post dive is dependent on continued metabolism of oxygen. However, as discussed in
the introduction to this chapter, there is evidence to suggest that increased ppO2 in-
terferes with cellular metabolism and may even cause cell death. If this is the case it
cannot be assumed that the rate of oxygen consumption will continue at the same level
when the ppO2 is increased, or, that it will recover to its original value after the decom-
pression. If the rate of oxygen consumption falls, the dissolved gas concentration in
the gels will rise and hence the growth of bubbles after the decompression may be in-
creased. The effect that this change in metabolism could have on the dissolved oxygen
concentration was examined by simulating the total gas concentrations in the three gels
for the case where the Michaelis-Menten kinetics were applied with the same Vmax and
Km throughout the simulation, and the case where oxygen metabolism stopped entirely
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during and post dive. This is the most extreme case, and was not expected to occur in
the experiments performed here. However very little information could be found in the
literature on howVmax and Km would be altered by the increased ppO2, and decompres-
sion, and hence simulation of the two most extreme possibilities was investigated. It
should be made clear that these simulations did not include bubble formation, which
will of course alter the dissolved gas concentration. Inclusion of Michaelis-Menten ki-
netics into the full 3D bubble model was not achieved within this project but is a key
aim of future work. Figure 8.7 shows the cross-sectional gas concentrations for simu-
lations of each of the three cellular densities at 1800 secs (just prior to decompression)
(left) and at 2 hrs after the start of the profile (right); the top and bottom panels show
the cases where oxygen metabolism continues, and where it is zero after the start of the
profile. As can be seen, the levels of cellular density lead to only small differences in
the dissolved gas concentrations just prior to decompression in both the top and bottom
panels. There also appears to be no differences between the two extremes of metabolic
behaviour, at any time or for any cellular density. In fact, for the 500,000 cells/ml
simulations at 2hrs (bottom right heat map in panels A and B), there are very small
differences, a maximum of 0.003 greater concentration in panel B - no metabolism
than A - normal metabolism. These results indicate that the initial dissolved gas con-
centration prior to the pressure profile, dictates the dissolved gas concentration 2hrs
after the profile regardless of any changes in cellular metabolism caused by increased
ppO2. This shows that the dissolved gas concentration at the start of the profile (Figure
8.4) will determine the number of bubbles which nucleate, and it is this bubble density
which will predominately control bubble dynamics in the short to medium term after
the dive. In vivo, where tissues generally have a higher cellular content, the effect of
cellular metabolism on bubble growth may be more pronounced and hence, whether or
not cellular metabolism is changed by exposure to a pressure profile is still important
to investigate.
8.3.2 Effect of bubbles on cell viability
The final section of this chapter is an investigation into the effect dive profiles may have
on cell viability. The effects will be due to both the increased ppO2, as well as bubble
formation and growth. The hypothesis of this investigation was that cell death would be
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Figure 8.7: Showing the dissolved oxygen concentration during the pressure profile just prior
to decompression (at 1880secs) and at 2hrs after the start of the profile, (A) - where
cellular metabolism continues at the same rate as pre profile. (B) - where all cellular
metabolism stops when pressure profile begins. Concentrations for all plots use the
scale shown in the scale bar on the right-hand side, where all concentrations have
been non-dimensionalised to atmospheric pressure
seen following a decompression profile. Of particular interest was to assess the magni-
tude of the response. Previous works looked at cell viability following increased ppO2
or bubble proximity alone [133, 65], whereas the experimental setup in this work theo-
retically allows both mechanisms to act simultaneously. In addition, the previous works
were done on 2D cultures of endothelial cells, in this work, 3D cultures of fibroblast
cells were chosen. Although the choice of cell may affect the magnitude of cell death
somewhat, the mechanisms proposed for both the bio-mechanical (bubble proximity)
induced cell death and the ppO2 cell death, should not be unique to endothelial cells.
Fibroblasts have both the syndecan IV ion channels as well as the TRPV family of
calcium channels, and mitochondria in fibroblasts should be susceptible to membrane
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Figure 8.8: Comparison of the live dead cell population in collagen hydrogels with 50,000 HDF
cells/ml. Statistically significant differences are shown between the pre and post
exposure as well as the sham and post exposure. Significance assessed by ANOVA
(Tukey’s multiple comparison correction) *** - p = 0.0007, * - p = 0.0116, below
the graph are representative images of the 3 conditions scale bars are 200 nm, N=6
depolarisation and damage by ROS.
The pressure profile used for this experiment was a 1psi/s compression to 80 psi for
30 mins followed by an 8 psi/s decompression, which has already been demonstrated to
cause bubble formation. In this experiment only gels containing 50,000 cells/ml were
used, which did strongly inhibit bubble formation previously but provides enough cells
for accurate live dead analysis. Figure 8.8 shows the results of the fluorescent live dead
analysis with comparison of the live cell percentage pre-pressure profile, post sham
profile and post actual pressure profile. As can be seen there is a significant reduction
in the proportion of live cells following the dive profile, which supports the original
hypothesis. The magnitude of the reductions were 11.56% and 15.82% from the sham
and pre-dive respectively. These reductions are less than the 30% found by Sobolewski
et al. for the bubble proximity experiments and the ⇠ 40% reported by Wang et al. for
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Figure 8.9: The result of the post exposure live dead measurement spilt according to the ori-
entation of the gel. Diagram of the orientation is shown to the right of the graph
as is an image taken through the side of the gel post decompression. A statistically
significant difference is found between the two orientation as assessed by a paired
t-test
high ppO2 mediated cell death [65, 68] .
To understand this magnitude difference we must consider both the geometry of
the 3D culture and the pressure profiles used. It has already been discussed in chapter 7
that bubbles do not form uniformly throughout the collagen gels, but follow the gradient
of supersaturation. In the works of Sobolewski et al. 30% of endothelial cells which
came into contact with bubbles died; as such only a proportion of the cells within the
collagen gel are likely to die by this mechanism [68]. The same is true for the ppO2,
as seen in Figure 8.7, there will be a gradient of ppO2 in the gel with again only a
small proportion of the cells exposed to the higher concentrations. If this gradient is
taken into account, it is understandable that the mean cell death measured for both the
top and bottom portions of the gel is lower than the 2D works. To provide a more
direct comparison to the other works, the live dead measurements of the post exposure
gels were subdivided depending on the orientation in which the images were taken,
see Figure 8.9. It can be seen that there is a significant decrease in the percentage of
live cells for samples with bubbles nearest the objective lens, i.e. those exposed to the
higher ppO2 and a higher likelihood of bubble proximity. The increase in % cell death
for the bubbles down samples are 19.8% and 15.6% as compared to the pre-exposure
and sham exposure groups respectively. This value is closer to the literature but still
below any combination of the two effects. To understand this we must consider the
3D geometry. Both the ppO2 gradient and non-homogeneous bubble distribution (see
Figure 8.9) mean that the proportion of cells exposed to the maximum ppO2 and those
likely to experience bubble contact is far lower than in either of the 2D cell culture
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experiments. Estimating the number of cells that contact a bubble is not possible with
the current imaging setup however if one were to estimated that 50% of cells were in
contact with a bubble, predicted cell death based on the 2D results for the 3D system
would be 15%. The magnitude and duration of the ppO2 exposure in the 3D geometry
must also be considered. In the work of Wang et al., endothelial cells were exposed to a
ppO2 ten times that of atmospheric oxygen for 52 mins. In this experiment, the external
ppO2 was six times that of ambient air pressure and the time of exposure was only 30
mins. Cell death at 30 mins in the Wang et al. study was reported as ⇠20%. If one
now considers the ppO2, as seen in Figure 8.7. it can be seen that only cells towards
the edge of the collagen gel are exposed to the highest increased ppO2. If an estimate
that 20% of cells are exposed levels of ppO2 comparable to the 2D experiment only
a 4% increase in cell death would be expected. Thus if the ppO2 gradient and bubble
distribution are taken into account, it may be argued that cell death measured for the
top of the gel greater than either of the 2D studies. This suggests that the level of cell
death seen in our experiments is higher than that caused by high ppO2 only or bubble
cell contact only. Although one explanation of this is that the increased cell death is due
to the combined effects of high ppO2 and bubble contact, it may also be the case that
fibroblasts are more susceptible to ppO2 and/or bubble contact than endothelial cells.
It could also be the case that all cell types are more vulnerable to ppO2 and/or bubble
contact mediated cell death when in 3D culture. Further investigation would be required
to understand the separate affects of ppO2 and bubble-cell proximity. Use of HUVEC
cells in the 3D culture would be of particular interest to provide a direct comparison to
the 2D experiments. In addition, the amount of bubble caused death and ppO2 caused
death could be separated by using either dive parameters (such as decompression rate),
or nucleation material parameters (such as chloroform treatment) to control the number
of bubbles produced in a given profile. Furthermore time lapse fluorescent imaging
during the dive could be used to separate these two effects. This would require either
modification to the chamber for the use of a thinner optical window, or the alteration
of the inverted fluorescent microscope table to allow the objective lens to be brought
closer to the sample.
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8.4 Conclusions
This chapter has been an investigation into various cell bubble interactions. In partic-
ular, this chapter has sought to provide evidence which is lacking in the literature re-
garding the interaction between stromal cells, bubbles and increased ppO2. In the first
section of the chapter it was shown that bubble nucleation is lowered by the metabolism
of oxygen. This finding suggests that tissues with high cell densities may be protected
from bubble formation by their inherent undersaturation. It was then shown that the
bubbles which did nucleate within the varying cell density gels, reached similar plateau
radii and had similar half lives. Given the lower initial supersaturation confirmed by
the measurements, modelling and nucleation results; this plateau radius result was not
predicted. It was originally hypothesised that bubbles would be both less numerous
and smaller in the higher cell density gels. This result could be due to the relation-
ship, shown in chapter 6, where lower numbers of bubbles have higher plateau radii
and longer half lives. This highlights the importance for models of bubble dynamics to
include competition for dissolved gases.
The second hypothesis concerned the effect of dive profiles on cell viability. Cell
viability may be affected by both increased ppO2, and by bubble contact. To investi-
gate the effect of both these mechanisms, the viability of HDF cells within collagen
gels were measured following a prescribed pressure profile. Cell death following the
pressure profile was higher than that following the sham exposure, indicating that cell
death may be caused by one or both of the high ppO2 and bubble contact mechanisms.
The magnitude of the cell death initially appeared lower than the data reported for either
bubble contact or increased ppO2 alone. However, when geometry of the 3D culture
was taken into consideration as well as the length and magnitude of the ppO2 exposure,
it appears that there is higher cell death than found for the ppO2 response alone. This is
suggestive that either both mechanisms are contributing to cell death; or that the change
in either cell type or 3D culture are the cause. This could be determined in the current
system with additional experiments.
Cell death may also be important for modelling tissue gas kinetics in vivo. If
increased ambient pressure and decompression disrupts cellular metabolism of oxygen,
undersaturation of cell rich tissues will diminish. For the first ”dive” and in the short to
mid term after this ”dive” possible variation in cellular metabolism does not appear to
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affect bubble nucleation or growth as measured in collagen gels. However, for the cell
densities more typically found in vivo, and over longer time periods, this effect could
become important. This would be of particular importance for dive algorithms which
aim to be used for repetitive exposures over several days and for commercial divers
undertaking saturation dives.
Chapter 9
General Conclusions
DCS is a complex condition, with many variables influencing its development, and the
causal mechanisms of injury not clearly described. In particular, the role of extravas-
cular bubble formation and growth is poorly understood [25, 13]. One of the major dif-
ficulties in understanding the role of these bubbles is the lack of quantitative evidence
about their distribution within the body and their growth dynamics. The main obsta-
cle to obtaining such evidence is the difficulty in observing or measuring extravascular
bubble formation, subsequent dynamics and interactions with biological structures in
vivo. A review of the available literature revealed several different measurement tech-
niques which aim to over come this obstacle. Techniques for extravascular bubble
measurement are far less developed than those of vascular bubbles, where ultrasound
is routinely used to assess bubble density in human divers [74]. Traditionally extravas-
cular bubble formation has been assessed via histological sectioning or invasive light
microscopy. These methods have informed much of the understanding regarding the
distribution of bubbles in the body. One of the drawbacks of such data however, is
that the majority is not quantitative. That which is, generally represents only a single
time point post dive. Thus the utility of such data for understanding the time course of
bubble nucleation, growth and dissolution is limited.
Current dive algorithms aim to prevent DCS by limiting the growth of bubbles
through controlling dive parameters, specifically the ascent rate. The algorithms tend
to model divers as a series of compartments, which are loosely intended to model differ-
ent tissue types within the body [371]. Parameterisation and validation of such models
with the current experimental data is a problem within the DCS field [87]. The cur-
rent most widely used procedure relies on a maximum likelihood method developed
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by Weathersby et al. [151]. The procedure can be summarised as follows: a bubble
dynamics model is run with an initial set of parameters. A bubble output, usually total
free gas volume, is used to infer the risk of DCS using a risk function. The risk for
the particular simulation is compared to the incidence of DCS reported for that dive
in large databases of DCS incidences, either with or without time of onset and type
of symptoms. The input parameters are then adjusted to attempt to better match this
symptoms database. If the final optimal parameter set is within physiological limits,
this is used as proof of validation of the mechanistic model [14, 165, 172]. However as
a validation methodology this has serious flaws. The risk function tacitly assumes the
form of the relationship between bubble formation and the probability of DCS. As dis-
cussed by Tikuisus et al. the selection of the bubble feature, (i.e. surface area, volume,
number etc) will affect the final prediction of DCS risk [182]. Not only is there scant
evidence regarding this relationship, there is positive evidence that the vascular bubble
grade does not correlate with the risk of DCS [78]. By using this validation technique,
it cannot be known whether the mechanistic model of bubble formation and growth is
valid.
These problems may be addressed by the use of a joint in vitro and computational
modelling approach. An in vitro system may allow detailed quantitative data to be more
easily extracted, and the system itself can be made more similar to a computational
model. By using this joint approach appropriately, the reduction of the systems com-
plexity enables isolated testing of the effects material and dive parameters may have
on bubble dynamics. The similarity of the computational and experimental system also
allows hypotheses, generated by the computational model, to be tested in the experi-
mental system, and enables observations from the experimental system to be used to
develop the complexity of the computational model. An important pitfall to avoid with
such a system, and a criticism that has been made of their use, is the loss of biological
relevance [16]. It should always be kept in mind that the overall aim is not to build
a very good predictor for bubble dynamics in this specific in vitro system, but to use
the in vitro system and computational model to increase understanding of DCS and
ultimately improve the tools to help avoid its occurrence.
Chapters 3-5 of this work outline the development and testing of a novel exper-
imental system with a complementary computational model: an experimental system
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consisting of a collagen gel within a miniature pressure chamber; and a 3-dimensional
spatially explicit multi-bubble computational model. The experimental chamber sys-
tem provides control over the temperature, and pressure of the sample, as well as pro-
viding real-time data on bubble formation and dynamics over the course of a preset
pressure profile. The collagen gel has been shown to be a good tissue mimic in many
instances and is widely used throughout the tissue engineering field [195]. The com-
putational model created simultaneously with the experimental system, enables simu-
lations of multiple bubbles within a 3-dimensional gel. The model is novel within the
DCS field in providing both 3-dimensional spatially explicit dissolved gas distributions
and multi-bubble dynamics. The derivation of the computational model highlighted
the inconsistencies of a tissue elasticity term, currently widely used in the literature
[174, 4, 166, 175, 176, 220], with a continuum mechanics framework. The replace-
ment of the term with a hyperelastic neo-Hookean term used in the modelling of rubber
[219] was suggested as a reasonable alternative. The initial implementation, parame-
terisation and sensitivity analysis of the computational model was able to show that,
in the experimental system the diffusion coefficient would be the dominant material
parameter. Tissue stiffness was found to be the widest ranging parameter in vivo and
as such, may play a role in bubble dynamics. Collagen gels have a low mechanical
stiffness and are therefore only able to mimic the most compliant tissues, limiting its
ability to validate the entire range of mechanical parameters.
Chapter 6 demonstrated the utility of the joint experimental and computational ap-
proach. Simple control over the experimental system enabled direct validation of how
mass transfer into and out of the bubble is computationally modelled. A large difference
between the initial simulations and measured results, revealed that the model was a poor
descriptor of this behaviour, with mass transfer out of the bubble being far too large.
This was rectified by the addition of a bubble surface diffusion barrier, implemented by
a lower diffusion coefficient for the bubble surface in the governing equations. This dif-
fusion barrier has been a source of controversy in the literature. Some researchers have
introduced diffusion barriers with very low diffusion coefficients in order to match the
time course of bubble evolution to the time of onset of DCS [165]. Other researchers
have argued that the introduction of such unphysiological values of the diffusion co-
efficients is unsupported and unnecessary [176]. The work in this thesis is one of the
226 Chapter 9. General Conclusions
only direct validations showing that introducing a diffusion barrier provides a better fit
to actual measured bubble dynamics, indeed to the best of our knowledge, it is the only
case to do so in a collagen gel. The work of van Liew et al. had previously showed that
their model, which did not include any diffusion barrier, under predicted the lifetime of
bubbles in saline [149]. For collagen gels, the diffusion barrier that provided an opti-
mal fit, was based on an initial small reduction from the bulk diffusion coefficient with
variation according to the surface area of the bubble. A similar surface area depen-
dence was used in a 2-dimensional model of bubble dynamics by O’Brien [220]. The
physical interpretation for such a barrier is that surfactant molecules which are present
in the collagen gel, adhere to the air-liquid interface at the bubble surface, and reduce
mass transfer. Experimental evidence of such mechanisms is found in the fields of ul-
trasound contrast agents and the modelling of aeration reactors [220, 296, 297, 299].
Although the surfactants in collagen gels may not be identical to those found in vivo, it
is most likely that surfactants adhere to the bubble liquid interface in vivo and produce
a similar effect. This means that models which currently do not include a diffusion
barrier [176, 158] are likely to be over estimating the size of bubbles in vivo.
Chapter 6 also provided an investigation into the changes in bubble dynamics due
to variations in the dive parameters using both the computational and in vitro models.
Discrepancies between the computational model and the in vitro results were found
for the changes in bubble plateau radius and half life with variation in decompres-
sion rate. The experimental data show a statistically significant trend for decreasing
plateau radius with increasing decompression rate, whereas in the simulated response
there was a trend for increasing bubble size with increasing decompression rate. The
experimental result is somewhat counterintuitive and is contrary to the computational
simulations and to the models of O’Brien et al., Gerhardt et al. and Gurmen et al.
[220, 165, 271]. These data for collagen gels are either erroneous, or point to a poten-
tially important and unaccounted for mechanism. One possibility is the role of visco-
or poroelasticity. Such a mechanism could act to restrict the size of bubbles with fast
initial growth, whilst slower growing bubbles would experience less viscous resistance
and hence, grow to larger sizes. Viscosity was discussed in the computational models
development, however it was felt that the additional mathematical and computational
complexity its implementation would introduce, required experimental evidence that it
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was a significant factor in bubble dynamics. These data may provide that incentive, all
the more so as the viscoelasticity of tissues in the body is well established [228].
The experimental work of chapter 6 also provided evidence in support of pre-
dictions made in the literature regarding the competition for dissolved gas amongst
bubbles [158, 178, 175]. The bubble densities at which competition for dissolved
gas became apparent in the collagen gels was similar to that predicted by both van
Liew and Burkardt as well as Chappell and Srinivasan for tissues with long half times
[158, 178, 175]. This is an important phenomenon both for describing bubble dynamics
and for preventing DCS. Depending on the mechanisms by which bubbles are thought
to cause DCS, a large number of smaller bubbles could be less harmful than a smaller
number of larger bubbles or vice versa [220, 182]. The computational model was able
to show that the spatial position of the bubbles in relation to the gel edge and the initial
size of the bubble nuclei were parameters that impacted significantly on subsequent
bubble dynamics. These parameters could account for much of the radius and half life
variation seen in the in vitro data, which was not predicted by the dive parameters.
The relative importance of bubble-bubble interactions, specifically coalescence,
was another area in which this experimental system was able to provide new insight.
The majority of previous DCS bubble models do not model direct bubble-bubble in-
teractions [176]. In one computational model which does, coalescence is assumed to
occur instantaneously [220]. This is shown to be a largely inaccurate description of the
dynamics in collagen gels where the coalescence efficiency is low. The number of in-
terfaces which form and the velocity of colliding bubbles is likely to play an important
role in this efficiency.
One of the main conclusions that can be drawn from all the findings of chapter 6
is the importance of bubble density. This feature will affect much of the subsequent
bubble dynamics, through dictating initial bubble size, spatial distribution, as well as
the likelihood and velocity of bubble-bubble collisions. To provide bubble density esti-
mates bubble nucleation is the key process that must be better understood and modelled.
The in vitro model can again be used as a powerful tool in the investigation of
nucleation but it must be carefully applied. Unlike with the material parameters, where
the similarity of collagen gels to tissues is well understood, how similar nucleation in
collagen gels is to nucleation in tissue, is less well defined. A good argument can how-
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ever be made that collagen gels are more biomimetic in their constituents and structure,
than gelatin, agarose or water; three models upon which much of the current nucleation
theory is ultimately based [352, 206, 2, 141, 143]. It can even be argued that nucleation
within and from the surface of cells will be more accurately represented in a collagen
gel than in 2D culture or suspension as previously used [360, 352].
One of the most critical problems for DCS and nucleation models is identifying
possible nucleation sites in vivo. One of the most compelling findings of this thesis is
the dependence of nucleation on the components of the ECM. It was shown that bone
fragments, despite having the appropriate geometry for nucleation, did not nucleate
bubbles. It was also shown that several cell types, Hacat, Adipocytes and HDF’s do not
significantly increase bubble nucleation when intact and alive. These findings add to
the body of evidence against bubble nucleation occurring from the caveolae, cell-cell
junctions or intracellular lipid droplets of live cells in vivo. By contrast, the ability of
polymeric collagen, extracted from tendon, to nucleate bubbles was strikingly clear.
This nucleation was over 20 fold greater than the synthetic dopants. This was partic-
ularly interesting given the in vivo findings of Gersh et al. which showed that bubble
density in guinea pig tendon was far lower than fattier tissues and below the levels
found in the collagen gels [327, 32]. The elimination of this nucleating propensity by
agitation with chloroform suggests non-polar molecules in the extracted matrix are the
source. Non-polar molecules are hydrophobic and therefore could line existing crevices
or flat surfaces, or provide stabilising molecular skins. All of these mechanisms would
provide micronuclei stability. The most obvious source of non-polar molecules would
be neutral lipids, these are sometimes present in the ECM but are mostly stored in cells
or make up the cell membrane [325, 362]. One hypothesis is that mechanical cell dam-
age causes intracellular or cell membrane lipids to be released into the ECMwhere they
are able to act as nucleation sites. This is supported by a large amount of experimental
evidence in the literature [327, 32, 352, 124]. It is a particularly attractive hypothesis as
it would explain the strong nucleating propensity of the polymeric collagen - the first
stage in the extraction from calf tendon is a vigorous mechanical breakdown without
prior decellularisation of the tendon. However, Raman spectroscopy of the polymeric
collagen did not clearly show the presence of lipids. Chloroform treatment was found
to effect the Raman spectra of the collagen solution, however the changes appeared to
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be in the secondary structure of the collagen fibrils, and it is unclear how this may be
causing the loss of nucleating propensity.
Quantification of the effect each dive parameter had on nucleation within poly-
meric collagen gels revealed that nucleation was significantly affected by the maximum
depth, time of dive and decompression rate, but not by the rate of compression. In ad-
dition experimental variation of two parameters simultaneously, and time of nucleation
were investigated. Simulation of the dissolved gas concentration in the gels and com-
parison to the two parameter variation and time of nucleation provide additional strong
support for the theory that bubble nucleation can be predicted by the level of tissue
supersaturation.
The final chapter in the thesis addressed the question of how does diving and
specifically decompression lead to the symptoms that constitute DCS. Whilst in vitro
models will never have the complexity of an entire animal and cannot exhibit ’symp-
toms’ of DCS, cellular responses to bubbles and high oxygen partial pressures can be
investigated in a more detailed way. The experimental system in this work provides the
only model found in the literature that can monitor the combined effects bubbles have
on cells, that cells have on bubble dynamics and that high ppO2 has on cells. Increasing
the cellular density of the gels led to a decrease in the measured dissolved gas concen-
tration and a decrease in bubble nucleation. There was no significant change in the
plateau radii or half lives of the bubbles with varying cellular density of the gels. The
plateau radius result was unexpected. It was originally hypothesised that bubbles would
be smaller in more cell dense gels, due to the reduction in total available dissolved gas.
However as shown in chapter 6, where fewer bubbles nucleate they grow larger as there
is less competition for dissolved gas. In this case; gels with higher cell densities and
hence lower supersaturation, nucleate fewer bubbles. This reduces the competition for
dissolved gas amongst these bubbles, resulting in larger than expected plateau radii.
Current bubble models do not vary the magnitude of the oxygen windows in different
tissues/compartments [372, 176, 220], however, as shown here, this may have a signifi-
cant impact on the bubble density and hence bubble dynamics of different tissues. This
is an effect that could be easily incorporated into current dive algorithms by simply
varying the venous oxygen concentration of different tissue compartments.
Finally, the impact which bubble nucleation has on cell viability was investigated.
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It was shown that the combination of bubble nucleation and higher ppO2 led to cell
death within 1 hr of the end of the dive. The amount of cell death found in this work
appear to be greater than that reported by 2D cell culture studies into either bubble
proximity or high ppO2 alone [65, 68]. This work in isolation constitutes a novel ad-
dition to the literature, however it can more interestingly be viewed as a proof of the
utility of this experimental system. The use collagen gels in this type of study could
be easily extended to more biologically complex structures such as neovasculature or
cellularly aligned gels, for which existing techniques already exist [196, 199, 200]. In
addition, more specific staining and time course analysis could be used to investigate
mechanisms of cell damage more fully. Elucidating these types of mechanisms will
facilitate the understanding of how different biological structures in the body respond
to diving stress and decompression. Ultimately it is plausible that some of the wide
ranging symptoms of DCS could be understood from such investigations.
Overall this work has developed and shown the utility in using a combined ex-
perimental and computational approach to understanding bubble dynamics in tissues.
The use of a biomimetic in vitro model with a pressure chamber capable of providing
real time bubble measurements, allows precise quantitative data to be extracted from
the experimental system and thus compared to the computational model. The utility of
this approach has been demonstrated through the direct validation of the computational
model as well as through the use of the computational model in interpretation of ex-
perimental results. The comparison of the model and the experimental data has shown
that a diffusion barrier at the bubble surface which reduces mass transfer is likely to
be present and has highlighted the central importance of nucleation in modelling bub-
ble dynamics. Assessment of suggested in vivo nucleation sites from the literature has
revealed that intact cells are unlikely to provide nucleation sites, however the ECM
and the possible cellular debris that may be found within it appear to be an important
and novel site for nucleation. The effects which the metabolic activity of cells have on
bubble dynamics, has been shown and the cell death caused by bubbles and high ppO2
have been clearly demonstrated.
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9.1 Further Work
The work in this thesis has highlighted many new and interesting lines of research
which merit further work. The key avenues of potential further work will be briefly
outlined and data of a preliminary study designed to parameterise a model for the spatial
distribution of bubble nuclei is presented.
9.1.1 Experimental set up development
The experimental set up could be improved upon and developed in many ways. Without
re-building the chamber improvements could be made to the imaging system. Better
automation of the image processing analysis, specifically for gels with high bubble
densities where the majority of gels overlap, is needed. The use of a machine learning
segmentation algorithm was tested and appeared to be a promising avenue of research.
However, one of the main obstacles to a more automated analysis lies in the quality and
consistency of images. Improved consistency of the imaging would be achieved by bet-
ter optics, specifically an objective corrected for spherical aberrations and a more pow-
erful light source. In addition, more accurate timing of the imaging would be greatly
facilitated by using a single labview program to control both the pressure systems and
camera. More significant alterations to the chamber would include the insertion of
an additional window in the side of the chamber. This would allow imaging in two
planes of the gels which would enable the assessment of spatial variations in bubble
dynamics. Adaptation to allow for a thinner chamber window would make the cham-
ber compatible with an inverted fluorescent microscope. The introduction of perfusion
to the chamber would better reflect in vivo tissues. The experimental system would
then include perfusion rate as a controllable parameter.
9.1.2 Tissue mechanics
The results of chapter 6 suggest that viscous or poroelastic mechanisms are impacting
significantly on bubble dynamics. The inclusion of such dynamics in the governing
equations of the model could be done in several ways. The effect of viscous proper-
ties on bubble dynamics is already widely modelled in the ultrasound field [373] and a
poroelastic framework developed by Rice and Cleary [226], is used within the fields of
soil mechanics. It would also be advisable to incorporate anisotropic material parame-
ters into the formulation at this point. In this way more biomimetic gels such as layered
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and cellularly aligned gels could be modelled [195, 198, 199, 200].
9.1.3 Numerical implementations
There are many ways in which the numerical implementation here could be furthered.
The most immediately applicable would be the introduction of a refined mesh scheme.
One possibility would be to apply a model currently used in a related field such as
polymer foaming, volcanic eruption or metal annealing [313, 374, 258]. In particular
it would be of interest to apply a phase field model which accounts for both nucleation
and bubble-bubble interactions [333]. If this was done non-spherical bubbles and coa-
lescence could be modelled; their impact on bubble dynamics could then be assessed
and validated.
9.1.4 Validation
Work in developing methodologies to measure all material parameters of the gels more
effectively, would improve the quality of the validation and parameterisation of the
model. Methodologies to measure the rheological properties could include optical
tweezers or two photon microscopy [278, 285]. A diffusion cell could be used to pro-
vide separate diffusion coefficients for various gases. In addition quantification of the
solubilities of nitrogen and oxygen and how they are affected by increasing gel den-
sity would be of utility [291]. Additionally, assessment of whether the introduction of
viscoelasticity into the model was able to account for the decompression rate trend in
plateau radii would be of interest.
9.1.5 Nucleation
The most crucial further work is in developing both a model of nucleation and in uncov-
ering the source of the nucleation in the polymeric collagen. One particular experiment
that could be done to investigate the cellular debris hypothesis, would be to mechan-
ically disrupt cells prior to seeding them within a collagen gel. This could be done
by simply drawing the cell suspension through a fine needle several times prior to its
addition into the neutralised collagen solution. This is well know to lyse cells due to
the capillary pressure when forced through the needle. Varying the number of cells in
the cell suspension or the gauge of the needle could be used to introduce more or less
debris. An alternative experiment which could investigate this hypothesis would be to
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decellularise the calf tendon prior to extracting polymeric collagen (this would require
the extraction method to be altered significantly and re-optimised).
9.1.5.1 Development of a nucleation model
As discussed in chapter 6, the position of a bubble relative the surface of the gel will
impact on the dynamics of the bubbles growth. In the current model micronuclei are
randomly distributed within the gel, similar to that of O’Brien [220]. However, it was
observed that this was not a good representation of the experimental system where there
appeared to be a non-uniform distribution. It was hypothesised that bubble nucleation
followed the spatially explicit supersaturation within the gels. The investigation of this
spatial distribution and its incorporation into the 3D multi-bubble model was investi-
gated in a preliminary study by Johns [375]. The spatial distribution of bubbles within
hydrogels was analysed using low magnification images taken from both birds-eye and
cross-sectional views. No variation in the spatial distribution of nuclei was found in the
birds eye view, but the bubble distribution could be clearly seen to be inhomogeneous
in the cross sectional view. As mentioned earlier in this section, in order to investigate
the bubble distribution in real time, the three dimensional co-ordinates of the bubbles
would need to be known. For this to be achieved a side window in the chamber and
accompanying imaging system would be needed. As this was not possible, gels were
instead removed from the chamber post decompression and placed in a dish containing
PBS. Images from the side of the gel i.e. (cross sectional) view through the gels were
taken with a stereo microscope and attached digital camera. Representative images for
different dive profiles can be seen in the left-hand panels of Figure 9.1. Although these
images are of reasonably good quality, image analysis was unsuccessful, largely due to
the varying light conditions and orientation of the the gels. The right hand side of Fig-
ure 9.1 shows the cross sectional view through the centre of a simulated gel exposed to
the same pressure profile as the experiment. Despite the lack of quantitative data, qual-
itative analyses and comparisons can still be made. The inhomogeneous distribution of
bubbles, in the top three images, is clear, with more bubbles present towards the top
of the gels. Comparison of the left and right-hand images shows that the dissolved gas
concentration appears to mirror the bubble distributions. This is particularly striking
when comparing the bottom of the four panels to the other three. In this gel the pro-
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Figure 9.1: Images taken side on showing the change in bubble distribution with changes in
the max depth and decompression rate. scale bars are 2mm length.
file of exposure was for a duration of 1hr; the simulated dissolved gas concentration is
high and almost uniform. The corresponding gel image shows a far more homogeneous
distribution of bubbles than the other images.
A Monte-Carlo method for incorporating this data into at 2-dimensional finite dif-
ference model was investigated. In this model, micronuclei were uniformly seeded
throughout the finite difference grid. The micronuclei were ”activated” with a proba-
bility dependent on the supersaturation of the finite difference grid node. This method
qualitatively produced the same bubble distribution seen in the gel images however,
in this preliminary analysis bubble formation was not modelled. To do this it would
be necessary to calculate the amount of gas in the new bubble and ensure mass was
conserved during the activation process.
Appendix A
Solid mechanics
A.1 Derivation of quartic expression for the solution to
the bubble expansion problem using linear elastic
constitutive equations
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Substitute into 4.32
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(A.7)
putting in the expression for b
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A.1.1 Nims term
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+
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Where M is the lumper parameter previously described as K/Va f f ected using
P1V1=P2V2
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A.1.2 Gent term
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Appendix B
Numerical Code
The full code can be downloaded from dropbox, via this link, it can be compiled
and run as is in Xcode Version 6.1.1 (6A2008a), in can also be run in codeBUG.
https://www.dropbox.com/sh/bl3svmya9jinu87/AADcVesM1XQ4BGHc4sCUF5Foa?dl=0
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