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Abstract
In this paper, we study the free boundary problem for 1D compressible Navier–Stokes equations with density-dependent viscos-
ity. We focus on the case where the viscosity coefficient vanishes on vacuum. We prove the global existence and uniqueness for
discontinuous solutions to the Navier–Stokes equations when the initial density is a bounded variation function, and give a decay
result for the density as t → +∞.
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1. Introduction
We establish the global existence and uniqueness of a weak solution to the Navier–Stokes equations for one-
dimensional isentropic viscous gas{
ρτ + (ρu)ξ = 0, τ > 0,
(ρu)τ +
(
ρu2 + P(ρ))
ξ
= (μ(ρ)uξ )ξ , a(τ ) < ξ < b(τ), (1.1)
with initial data
(ρ,u)(ξ,0) = (ρ0, u0)(ξ), ξ ∈ [a, b], (1.2)
where ρ, u and P(ρ) are the density, velocity and pressure, respectively, μ(ρ) is the viscosity coefficient with the
property μ(0) = 0, a(τ) and b(τ) are the free boundaries, i.e. the interfaces of the gas and the vacuum, satisfying⎧⎨
⎩
d
dτ
a(τ) = u(a(τ), τ), d
dτ
b(τ) = u(b(τ), τ),(−P(ρ) + μ(ρ)uξ )(a(τ), τ)= 0, (−P(ρ) + μ(ρ)uξ )(b(τ), τ)= 0. (1.3)
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ible Navier–Stokes systems with constant viscosity coefficient is ill-posed. Considering a modified Navier–Stokes
system in which the viscosity coefficient μ depends on the density ρ and μ(0) = 0, Liu, Xin and Yang in [9] proved
that such system is locally well-posed. As remarked in [9], such Navier–Stokes equations can be derived from the
Boltzmann equation through the Chapman–Enskog expansion to the second-order, and the viscosity coefficient is a
function of temperature. If we consider the isentropic gas flow, this dependence is reduced to dependence on the
density function by using the second law of thermal dynamics.
We are interested in the case where the viscous gas is in contact with the vacuum when the viscosity depends on
the density, say, μ = cρθ . There are many works, such as [7–10,15], based on the assumption that the gas connects
to the vacuum with jump discontinuities, and the density of the gas has a compact support. In these papers, the initial
density ρ0 must be a differentiable function in ξ ∈ (a, b). We know that discontinuous solutions are fundamental both
in the physical theory of non-equilibrium thermodynamics and in the mathematical study of inviscid models for the
compressible flow. Therefore, we want to seek a rigorous theory which accommodates these discontinuities.
Let us assume the initial density ρ0(ξ) is a piecewise smooth function, having only a finite number of jump dis-
continuities, i.e., ρ0(ξ) is discontinuous at ξ = ξi , a = ξ0 < ξ1 < · · · < ξN < ξN+1 = b, and ρ0(ξ) is smooth at
ξi < ξ  ξi+1. Since the parabolicity of the second equation in (1.1) should force the smoothing of u, we consider
the case that there are no shocks or rarefaction waves, but contact discontinuities. Applying the Rankine–Hugoniot
conditions to (1.1), we then find that on these curves of discontinuity li : (ξi(τ ), τ ), ξ˙i = si ,
si
[
ρ
(
ξi(τ ), τ
)]= [(ρu)(ξi(τ ), τ)],
si
[
(ρu)
(
ξi(τ ), τ
)]= [(ρu2 + P(ρ) − μ(ρ)uξ )(ξi(τ ), τ)]. (1.4)
([·] denotes the jump across li , i.e., [f (ξi(τ ), τ )] = f (ξi(τ )+ 0, τ )−f (ξi(τ )− 0, τ ).) Granting [u] = 0, we conclude
from (1.4) that si = u(ξi(τ ), τ ), so that, if (ρ,u) is a solution of (1.1) which is locally C1 except on curves of
discontinuity li , then (ρ,u) will still be a distribution solution provided that (the jump conditions)
ξ˙i (τ ) = u
(
ξi(τ ), τ
)
, ξi(0) = ξi,[
u
(
ξi(τ ), τ
)]= 0, [P(ρ)(ξi(τ ), τ)]= [(μ(ρ)ux)(ξi(τ ), τ)]. (1.5)
Since the free boundaries ξ = a(τ) and ξ = b(τ) are unknown in Eulerian coordinates, we will convert them to
fixed boundaries by using Lagrangian coordinates. We introduce the following coordinate transformation:
x =
ξ∫
a(τ)
ρ(y, τ ) dy, t = τ,
then the free boundaries x = a(τ) and x = b(τ) become
a˜(t) = 0 and b˜(t) =
b(t)∫
a(t)
ρ(y, t) dy =
b∫
a
ρ0(y) dy,
where
∫ b
a
ρ0(y) dy is the initial total mass, and without loss of generality we can normalize it to 1. So in terms of
Lagrangian coordinates, the free boundaries become fixed. The discontinuous curves ξ = ξi(τ ), i = 1,2, . . . ,N , also
become fixed. For simplicity, let yi(t) =
∫ ξi (t)
a(t)
ρ(y, t) dy, i = 1,2, . . . ,N , and y0 = 0, yN+1 = 1. Under the coordinate
transformation, Eqs. (1.1) are transformed into{
ρt + ρ2ux = 0, t > 0,
ut + P(ρ)x =
(
ρμ(ρ)ux
)
x
, 0 < x < 1,
(1.6)
while initial data, boundary conditions and jump conditions are
(ρ,u)(x,0) = (ρ0, u0)(x), x ∈ [0,1], (1.7)
P(ρ) = ρμ(ρ)ux, at x = y0 + 0 and x = yN+1 − 0, (1.8)
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u(yi, t)
]= 0, [P(ρ)(yi, t)]= [(ρμ(ρ)ux)(yi, t)], i = 1,2, . . . ,N. (1.9)
At first, for simplicity of presentation, we consider the polytropic gas
P(ρ) = A1ργ , μ(ρ) = A2ρθ , (1.10)
where A1,A2 > 0, γ > 1 and θ > 0 are constants. Without loss of generality, we assume A1 = A2 = 1.
In [2], we obtained the global existence and uniqueness of the weak solution when the initial density is piecewise
smooth with arbitrarily large jump discontinuities. From the arguments in [7–10,15], we know that the difficulty of
this problem is to obtain the lower bound of the density. But, from Remark 2.1 in [2], we know that the lower bound
of the density C(T )−1 depends on δy := min{yi+1 − yi}, and deteriorates as δy tends to zero. What will happen when
δy → 0? We can use the following theorem to answer this question.
The assumptions on initial data and constants θ, γ can be stated as follows:
(A1) 0 < θ < 1, γ > 1;
(A2) ρ0 is monotone increasing on [0, d] and monotone decreasing on [d,1], d ∈ (0,1);
(A3) ρ0 satisfies
ρ0 ∈ L∞
([0,1]), inf
ξ∈[0,1]ρ0 > 0, Varρ0  C; (1.11)
(A4) u0 ∈ H 1([0,1]).
Let 〈f 〉a,bX be the usual Hölder norm
sup
{ |f (x, t) − f (y, s)|
|x − y|a + |t − s|b , (x, t), (y, s) ∈ X, (x, t) = (y, s)
}
.
Theorem 1.1. Assume that P and μ satisfy condition (1.10). Under conditions (A1)–(A4), the initial-boundary value
problem (1.6)–(1.8) has a unique global weak solution (ρ,u) in the sense that, for any T > 0,
u ∈ C((0, T ],H 1([0,1]))∩ C 12 ([0, T ],L2([0,1])), (1.12)
ρ ∈ L∞([0,1] × [0, T ])∩ C1([0, T ];L2([0,1])), (1.13)
C(T )−1 
∥∥ρ(·, t)∥∥
L∞  C, Varρ(·, t) C(T ), ∀t ∈ [0, T ], (1.14)
sup
t∈[0,T ]
1∫
0
(
u2 + u2x + ρ2t
)
dx +
T∫
0
1∫
0
u2t dx dt  C(T ), (1.15)
sup
t∈(0,T ]
t
1∫
0
u2t dx +
T∫
0
1∫
0
tu2xt dx dt +
T∫
0
∥∥ux(·, t)∥∥2L∞ dt  C(T ), (1.16)
‖u‖L∞t,x + τ
1
2 〈u〉
1
2 ,
1
2[0,1]×[τ,T ]  C(T ), ∀0 < τ < T, (1.17)
sup
0<tT
t
1∫
0
(
ργ − ρ1+θux
)2
x
dx +
T∫
0
1∫
0
(
ργ − ρ1+θux
)2
x
dx dt C(T ), (1.18)
for some positive constants C = C(‖ρ0‖L∞,‖u0‖L2) and C(T ) = C(T ,‖ρ0‖L∞,‖ρ−10 ‖L∞,Varρ0,‖u0‖H 1), and thefollowing equations hold:
ρt + ρ2ux = 0, ρ(x,0) = ρ0(x) for a.e. x ∈ (0,1) and ∀t > 0, (1.19)
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0
1∫
0
{
uφt +
(
P(ρ) − ρμ(ρ)ux
)
φx
}
dx dt +
1∫
0
u0(x)φ(x,0) dx = 0, (1.20)
for any test function φ(x, t) ∈ C∞0 (Q) with Q = {(x, t) | 0 x  1, t  0}.
Furthermore, we obtain
lim
t→∞
∥∥ρ(·, t)∥∥
Lα
= 0, (1.21)
for α ∈ [1,∞).
Remark 1.1. As pointed out in [7], physicists claim that the viscosity of a gas is proportional to the square root of the
temperature (e.g. see [14,16]). The temperature is of order ργ−1, provided that the pressure P of the perfect fluid is
proportional to the product of the density and the temperature. In this case, we have μ = ρ γ−12 .
Remark 1.2. The evolution of the gas ball in the vacuum is an interesting physical problem. Put a gas ball covered by
a pellicle into the vacuum, and withdraw the pellicle, then the gas will disperse. Thus, we consider a simple model of
this problem in this paper, assume the gas connects to the vacuum with jump discontinuities and the density of the gas
has compact support. For related works, see [7–10,15].
Remark 1.3. From (1.21), we know that the viscosity coefficient will degenerate as time t → ∞, which makes the
analysis significantly different from the case in which the viscosity coefficient is bounded away from zero. When
the viscosity coefficient is bounded away from zero, using the classical method of characteristics, one can obtain the
lower bound of the density, see [1,3–5], and this method is fail to our case. In this paper, using the result in [2], we can
construct the approximate solutions (ρh,uh) of the system (1.6)–(1.9) with the piecewise smooth initial density ρh0 .
Then, applying the monotone property (A2) of the initial density, and using some fine estimates on the jump discon-
tinuities [ρh(yi)], we could obtain the lower bound of the density ρh independent of δy and h. Finally, we utilize the
compactness argument to pass the limit.
Remark 1.4. Some important physical consequences of our results are that neither vacuum states nor concentration
states can occur in the interior of the gas, and the interface separating the gas and the vacuum propagates with the
finite speed, no matter how great the oscillation of the initial density.
Remark 1.5. Using similar arguments in the proof of Theorem 1.1, we can obtain same results in Theorem 1.1 with
assumption (A2) replacing by
(A2′) There are some constants 0 = y0 < y1 < · · · < yL < d < yL+1 < · · · < yL+M = 1, such that ρ0 is monotone
increasing on [yL, d] and monotone decreasing on [d, yL+1], and
yL
−
∫
0
[(
ρθ0
)
x
]2n
dx +
yL+M
−
∫
yN+1
[(
ρθ0
)
x
]2n
dx C,
with a positive integer n > 5+
√
1+24θ
8(1−θ) , where −
∫ yL
0 =
∑L−1
i=0
∫ yi+1
yi
and −
∫ yL+M
yL+1 =
∑L+M−1
j=L+1
∫ yj+1
yj
.
This means, the initial density could have no monotone assumptions in some intervals.
Next, we could consider a general case where P(·) ∈ C1(R+0 ) ∩ C2(R+) and μ(·) ∈ C(R+0 ) ∩ C1(R+), where
R
+
0 = [0,∞) and R+ = (0,∞). And we assume that
μ(0) = P(0) = P ′(0) = 0, μ(s),μ′(s),P (s),P ′(s) > 0, for all s > 0, (1.22)
1∫
s−2P(s) ds < ∞,
∞∫
s−1μ(s) ds = ∞, lim
s→0
P 2(s)
sμ(s)
O(1), (1.23)0 0
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s→0
P(s)∫ s
0 α
−1μ(α)dα
O(1), lim
s→0
sθ
μ(s)
O(1), lim
s→0
s3(P ′(s))2
P(s)μ(s)
O(1). (1.24)
This general case includes the case (1.10). In this case, our assumptions on initial data and the constant θ can be stated
as follows:
(H1) 0 < θ < 1;
(H2) ρ0 ∈ L∞([0,1]), infξ∈[0,1]ρ0 > 0, and for some positive integer n (n > 5+
√
1+24θ
8(1−θ) ), −
∫ 1
0[(E(ρ0))x]2n dx  C,
with constant C > 0;
(H3) u0 ∈ H 1([0,1]),
where −
∫ 1
0 =
∑N
i=0
∫ yi+1
yi
and E(ρ) = ∫ ρ0 s−1μ(s) ds. We denote that ‖f ‖−2nL2n = −∫ 10 f 2n dx.
Theorem 1.2. Assume that P and μ satisfy conditions (1.22)–(1.24). Under conditions (H1)–(H3), the initial-
boundary value problem (1.6)–(1.9) has a unique global weak solution (ρ,u) in the sense that (1.12)–(1.21) hold,
sup
t∈[0,T ]
1
−
∫
0
|ρx |2n(x, t) dx  C(T ),
for all T > 0, and∣∣[E(ρ(yi, t))]∣∣ ∣∣[E(ρ0(yi))]∣∣e−Ct , i = 1,2, . . . ,N, ∀t > 0.
Furthermore, under conditions (H1), (H3) and (A2)–(A3), the initial-boundary value problem (1.6)–(1.8) has a unique
global weak solution (ρ,u) in the sense that (1.12)–(1.21) hold.
Using similar arguments to those in [2] and Theorem 1.1, we can easily prove Theorem 1.2, and omit the details.
Finally, we should also mention that there has been a large amount of investigation into the Navier–Stokes equations
with density-dependent viscosity, see [13,16,17] and references therein.
2. Proof of Theorem 1.1
The following approximation result will be needed for the extension of the existence theory in Theorem 1.1 in [2]
to the case that ρ0 ∈ BV .
Lemma 2.1. Assume that the function ρ0 satisfies (A2) and
0 < ρ  ρ0  ρ¯ a.e., (2.1)
Varρ0 C1, (2.2)
then given h = 1
N
> 0, there is a partition 0 = y0 < y1 < · · · < yN+1 = 1 and a function ρh0 which is constant on
(yi, yi+1), i = 0, . . . ,N , that satisfies (A2) and
ρ  ρh0  ρ¯, (2.3)
Varρh0  2C1, (2.4)
ρh0 → ρ0, a.e. when h → 0. (2.5)
The proof is quite elementary and so will be omitted.
From Lemma 2.1, we see that ρh0 satisfies
1
−
∫ [(
ρh0
)θ ]2n
x
dx = 0,0
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√
1+24θ
8(1−θ) , where −
∫ 1
0 =
∑N
i=0
∫ yi+1
yi
as in [2–4,6]. Using Theorem 1.1 in [2], we see that
there exists a global weak solution (ρh,uh) of (1.6)–(1.9) with initial data replaced by (ρh0 , u0). Now, we propose to
let h → 0 and to show that there is a subsequence of {(ρh,uh)} converges to a weak solution. To this end, we will
need some uniform estimates on (ρh,uh). For simplicity, we omit the superscripts h in (ρh,uh) from now on till
Lemma 2.7. In what follows, we always use C(C(T )) to denote a generic positive constant depending only on the
initial data (and the given time T ) and independent of h.
The following lemma concerns the standard energy estimate, a uniform upper bound for the density function, and
an L2n-a priori estimate on (ρθ )x whose proofs can be found in [2], these upper bound estimates are independent
of h.
Lemma 2.2. Assume that the conditions in Theorem 1.1 hold and the initial density ρ0 is constructed as in Lemma 2.1,
we have
1∫
0
(
1
2
u2 + 1
γ − 1ρ
γ−1
)
dx +
t∫
0
1∫
0
ρθ+1u2x dx ds  C, (2.6)
ρ(x, t) +
t∫
0
ργ (x, s) ds  C, (2.7)
1∫
0
u2n dx +
t∫
0
1∫
0
ρ1+θu2n−2u2x dx ds  C(T ), (2.8)
1
−
∫
0
∣∣∂xρθ ∣∣2n dx  C(T ), (2.9)
for all t ∈ [0, T ] and x ∈ [0,1], where n is a positive integer satisfying n > 5+
√
1+24θ
8(1−θ) .
Lemma 2.3. Under the conditions in Lemma 2.2, we have∣∣[ρθ (yi, t)]∣∣ ∣∣[ρθ0 (yi)]∣∣ (2.10)
and
Varρ(·, t) C(T ), (2.11)
for all t ∈ [0, T ] and i = 1, . . . ,N .
Proof. Applying (1.6)1 and (1.9), we obtain[
ρθ (yi, t)
]
t
= −θ[ργ (yi, t)]
= −ξi(t)
[
ρθ (yi, t)
]
,
where ξi(t) = θ[ργ (yi ,t)][ρθ (yi ,t)]  0. Thus, we have
[
ρθ (yi, t)
]= [ρθ0 (yi)] exp
{
−
t∫
0
ξi(s) ds
}
(2.12)
and
∣∣[ρθ (yi, t)]∣∣= ∣∣[ρθ0 (yi)]∣∣ exp
{
−
t∫
0
ξi(s) ds
}

∣∣[ρθ (yi)]∣∣. (2.13)0
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Varρ(·, t) =
1
−
∫
0
∣∣ρx(x, t)∣∣dx + ∑
j=1,...,N
∣∣[ρ(yhj , t)]∣∣, (2.14)
from (2.7), (2.9)–(2.10) and (2.14), we obtain
Varρ(·, t) C(T ).  (2.15)
Combining the ideas in [2,13], applying the monotone properties (A2) of the initial density, and using some fine
estimates on the jump discontinuities [ρ(yi)], we can obtain the lower bound of the density as follows.
Lemma 2.4. Under the conditions in Lemma 2.2, we have
1∫
0
ρ−β(x, t) dx  C(T ), (2.16)
where β = 4n−34n and for all t ∈ [0, T ].
Proof. From (1.6), we have(
(x(1 − x))k
ρ(x, t)
)
t
= (x(1 − x))kux(x, t). (2.17)
Integrating (2.17) over [0,1] × [0, t], using integration by parts and Young’s inequality, we have
1∫
0
(x(1 − x))k
ρ(x, t)
dx =
1∫
0
(x(1 − x))k
ρ0(x)
dx +
t∫
0
1∫
0
(
x(1 − x))kux dx ds
=
1∫
0
(x(1 − x))k
ρ0(x)
dx −
t∫
0
1∫
0
d(x(1 − x))k
dx
udx ds

1∫
0
(x(1 − x))k
ρ0(x)
dx + C
t∫
0
1∫
0
(
x(1 − x))k−1|u|dx ds
 C + C
t∫
0
1∫
0
u2n dx ds + C
t∫
0
1∫
0
(
x(1 − x)) 2n(k−1)2n−1 dx ds.
By using (2.8) and k > 12n , i.e., 2n(k−1)2n−1 > −1, we have
1∫
0
(x(1 − x))k
ρ
dx  C(T ).
Using this inequality with k = 12n−1 and Hölder’s inequality, we have
1∫
0
ρ−β dx  C
( 1∫
0
(x(1 − x))k
ρ
dx
)β( 1∫
0
(
x(1 − x))− kβ1−β dx
)1−β
 C(T )
( 1∫
0
(
x(1 − x))− kβ1−β dx
)1−β
 C(T ),
since kβ = 4n−3 < 1. This completes the proof of this lemma. 1−β 6n−3
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ρ(x, t) C(T )−1, (2.18)
where 0 < θ < 1 and for all (x, t) ∈ [0,1] × [0, T ].
Proof. Without loss of generality, we assume ys < d < ys+1. From (2.12), we have
ρθ (yi + 0, t) ρθ (yi − 0, t), i = 1, . . . , s, (2.19)
ρθ (yi + 0, t) ρθ (yi − 0, t), i = s + 1, . . . ,N. (2.20)
By the boundary conditions (1.8) and Eq. (1.6)1, we have
ρt (0, t) = −ργ−θ+1(0, t),
which yields
ρ−1(0, t) = ρ−10 (0)
(
(γ − θ)ργ−θ0 (0)t + 1
) 1
γ−θ  C(T ), t ∈ [0, T ]. (2.21)
Similarly, we obtain
ρ−1(1, t) C(T ), t ∈ [0, T ]. (2.22)
From (2.9), (2.16) and (2.19)–(2.21), we have, for all (x, t) ∈ ((yi, yi+1] ∩ [0, d]) × [0, T ],
ρ−β(x, t) = ρ−β(0, t) +
i∑
j=1
(
ρ−β(yj + 0, t) − ρ−β(yj − 0, t)
)+ i∑
j=1
yj∫
yj−1
(
ρ−β
)
x
dz +
x∫
yi
(
ρ−β
)
x
dz
 ρ−β(0, t) +
1
−
∫
0
∣∣(ρ−β)
x
∣∣dz
 C(T ) + C
( 1
−
∫
0
ρ2n(θ−1)(ρx)2n dx
) 1
2n
( 1∫
0
ρ−(β+θ)
2n
2n−1 dx
) 2n−1
2n
 C(T ) + C(T ) sup
[0,1]
ρ−θ−
β
2n
( 1∫
0
ρ−β dx
) 2n−1
2n
 C(T ) + C(T ) sup
[0,1]
ρ−θ−
β
2n . (2.23)
This implies
sup
[0,d]
ρ−β C(T ) + C(T )
(
sup
[0,1]
ρ−β
) θ
β
+ 12n
.
Similarly, we can obtain
sup
[d,1]
ρ−β C(T ) + C(T )
(
sup
[0,1]
ρ−β
) θ
β
+ 12n
and
sup
[0,1]
ρ−β  C(T ) + C(T )
(
sup
[0,1]
ρ−β
) θ
β
+ 12n
.
When n > 5+
√
1+24θ
8(1−θ) , i.e.,
θ
β
+ 12n = 4nθ4n−3 + 12n < 1, we have
sup
[0,1]
ρ−β  C(T ). 
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sup
t∈[0,T ]
1∫
0
u2x(x, t) dx +
T∫
0
1∫
0
u2t (x, s) dx ds  C(T ), (2.24)
sup
0<tT
t
1∫
0
u2t dx +
T∫
0
1∫
0
tu2xt dx ds C(T ), (2.25)
T∫
0
∥∥u(·, t)∥∥2
L∞ dt C(T ), (2.26)
‖u‖L∞x,t  C(T ), (2.27)
τ
1
2 〈u〉
1
2 ,
1
2[0,1]×[τ,T ]  C(T ), 0 < τ < T, (2.28)
1∫
0
∣∣ux(x, t) − ux(x, s)∣∣2 dx  C(T )τ−1|t − s|, 0 < τ  s < t  T , (2.29)
1∫
0
∣∣u(x, t) − u(x, s)∣∣2 dx C(T )|t − s|, 0 s < t  T , (2.30)
T∫
0
1∫
0
(
ργ − ρ1+θux
)2
x
dx dt  C(T ), (2.31)
sup
0<tT
t
1∫
0
(
ργ − ρ1+θux
)2
x
dx C(T ). (2.32)
Proof. (2.24)–(2.25) follow from somewhat tedious but fairly routine energy estimates. (2.26)–(2.32) then follow
easily from (2.24)–(2.25) and Eq. (1.6). The proofs are omitted. Interested readers are referred to [2]. 
Lemma 2.7. Under the assumptions in Lemma 2.2, we have
sup
t∈[0,T ]
1∫
0
∣∣ρt (x, t)∣∣2 dx  C(T ), (2.33)
1∫
0
∣∣ρ(x, t) − ρ(x, s)∣∣2 dx  C(T )|t − s|2, 0 s < t  T , (2.34)
t∫
0
1∫
0
ρθ−2|ρt |2 dx ds C, for all t > 0. (2.35)
Proof. From (1.6)1, (2.7) and (2.24), we immediately get (2.33). From (2.33), we get
1∫ ∣∣ρ(x, t) − ρ(x, s)∣∣2 dx =
1∫ ∣∣∣∣∣
t∫
ρt (x, η) dη
∣∣∣∣∣
2
dx0 0 s
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t∫
s
1∫
0
∣∣ρt (x, η)∣∣2 dx dη
 C(T )|t − s|2.
From (1.6)1 and (2.6)–(2.7), we obtain
t∫
0
1∫
0
ρθ−2|ρt |2 dx ds =
t∫
0
1∫
0
ρθ+2|ux |2 dx ds C, for all t > 0.
This completes the proof of Lemma 2.7. 
Proof of the existence. From Lemmas 2.2–2.7, we have
C(T )−1  ρh  C, Varρh  C(T ), (2.36)
1∫
0
∣∣ρh(x, t) − ρh(x, s)∣∣2 dx  C(T )|t − s|2, 0 s < t  T , (2.37)
∥∥ρht ∥∥L∞([0,T ];L2([0,1])) + ∥∥uh∥∥L∞([0,T ];H 1([0,1])) + ∥∥uht ∥∥L2([0,1]×[0,T ])  C(T ), (2.38)
sup
t∈(0,T ]
t
1∫
0
(
uht
)2
dx +
T∫
0
1∫
0
t
(
uhxt
)2
dx dt +
T∫
0
∥∥uhx(·, t)∥∥2L∞([0,1]) dt  C(T ), (2.39)
∥∥uh∥∥
L∞([0,1]×[0,T ]) + τ
1
2
〈
uh
〉 1
2 ,
1
2[0,1]×[τ,T ]  C(T ), (2.40)
where 0 < τ < T .
The estimate (2.40) shows that the functions uh are bounded and Hölder continuous in both x and t , uniformly
in h. Thus, there is a limiting function u, such that, up to a subsequence h → 0,
uh → u uniformly on compact sets in [0,1] × (0,∞). (2.41)
From (2.36)–(2.37), using Theorem 19.9 in [12] (or using the Lions–Aubin compactness lemma in [11]), we obtain
that there is a subsequence h → 0 for which
ρh(x, t) → ρ(x, t), in La([0, T ];Lb[0,1]), ∀a, b ∈ [1,∞). (2.42)
Thus, from (2.36)–(2.40), we can get
ρht
∗
⇀ ρt weak-∗ in L∞
([0, T ],L2([0,1])), (2.43)
uhx
∗
⇀ ux weak-∗ in L∞
([0, T ],L2([0,1]))∩ L2([0, T ],L∞([0,1])), (2.44)
uht ⇀ ut weakly in L2
([0,1] × [0, T ]), (2.45)
t
1
2 uht
∗
⇀ t
1
2 ut weak-∗ in L∞
(
(0, T ],L2([0,1])), (2.46)
tuhxt ⇀ tuxt weakly in L2
([0,1] × [0, T ]), (2.47)
and from Lemmas 2.6–2.7, we easily obtain (1.12)–(1.18). It is a simple matter to check that the limiting pair (ρ,u) is
indeed a weak solution of (1.6)–(1.8) with the initial data (ρ0, u0). This will complete the proof of the existence part
of the theorem. 
Finally, we obtain a decay result for the density as t → +∞.
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lim
t→∞
∥∥ρ(·, t)∥∥
Lα
= 0, (2.48)
for α ∈ [1,∞).
Proof. From (2.7), (2.35) and the weak lower semi-continuity of various norms, we have
‖ρ‖L∞([0,1]×[0,∞)) +
∞∫
0
1∫
0
(
ργ + ρθ−2|ρt |2
)
dx ds  C. (2.49)
Setting h(t) = ∫ 10 ργ (x, t) dx, we have
∞∫
0
h(t) dt  C. (2.50)
From (2.49) and the Cauchy–Schwarz inequality, we obtain
∞∫
0
∣∣h′(t)∣∣dt =
∞∫
0
1∫
0
γργ−1|ρt |dx dt
 C
∞∫
0
1∫
0
ρθ−2|ρt |2 dx dt + C
∞∫
0
1∫
0
ρ2γ−θ dx dt
 C. (2.51)
Consequently,
lim
t→∞h(t) = 0. (2.52)
Moreover, ‖ρ‖L∞  C lead to
lim
t→∞
1∫
0
ρα(x, t) dx = 0, (2.53)
for any α ∈ [1,∞). 
Using similar arguments to those in [2,7], we can obtain the uniqueness of the weak solution and complete the
proof of Theorem 1.1.
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