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PREDICT-AND-RECOMPUTE CONJUGATE GRADIENT
VARIANTS
TYLER CHEN∗
Abstract. The standard implementation of the conjugate gradient algorithm suffers from com-
munication bottlenecks on parallel architectures, due primarily to the two global reductions required
every iteration. In this paper, we introduce several conjugate gradient variants, which decrease
the runtime per iteration by overlapping global synchronizations, and in the case of our pipelined
variants, matrix vector products. Through the use of a predict-and-recompute scheme, whereby re-
cursively updated quantities are first used as a predictor for their true values and then recomputed
exactly at a later point in the iteration, our variants are observed to have convergence properties
nearly as good as the standard conjugate gradient problem implementation on every problem we
tested. It is also verified experimentally that our variants do indeed reduce runtime per iteration in
practice, and that they scale similarly to previously studied communication hiding variants. Finally,
because our variants achieve good convergence without the use of any additional input parameters,
they have the potential to be used in place of the standard conjugate gradient implementation in a
range of applications.
Key words. Kyrlov subspace methods, Conjuate Gradient, Parallel algorithms, Numerical
algorithms
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The conjugate gradient algorithm (CG) is perhaps the most widely used method
for solving a linear system of equations Ax = b, when A ∈ Rn×n is symmetric positive
definite. While the low storage costs and low number of floating point operations per
iteration make CG an attractive choice for solving very large sparse systems, the
standard implementation of the conjugate gradient algorithm requires that nearly
every computation be done sequentially. In particular, it requires two inner products
and one (typically sparse) matrix vector product per iteration, none of which can
occur simultaneously. Each inner product requires a costly global reduction, and the
matrix vector product (even if sparse) requires local communication. The result is a
communication bottleneck on parallel machines [18, 1, 4, 19].
To address this bottleneck, many mathematically equivalent variants of the CG
algorithm have been introduced; see for instance [33, 34, 9, 31, 35, 11, 40, 21, 20, 15, 16,
etc.]. Broadly speaking, these variants aim to rearrange the standard CG algorithm
in such a way that the communication occurs less frequently, or is overlapped with
other computations. As a result, the time per iteration of these methods is reduced
on parallel machines.
However, it is well known that the conjugate gradient algorithm is particularly
sensitive to rounding errors, and any modification to the CG algorithm will have an
effect on numerical behaviour. Specifically, both the rate of convergence (number of
iterations to reach a given level of accuracy) and the maximal attainable accuracy of
any CG implementation may be severely impacted by carrying out computations in
finite precision. As a result, the practical use of some of the previously mentioned
variants is limited because on many problems the algorithms fail to reach an acceptable
level of accuracy, or require so many more iterations to do so that the overall runtime
is not decreased.
In this paper, we present a communication hiding variant very similar to that of
Meurant in [31], which requires a single global synchronization per iteration. We then
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introduce “pipelined” versions of this variant and of the variant introduced by Meu-
rant, which allow the matrix vector product and preconditioning step to be overlapped
with all inner products. Building on an idea of Meurant in [31] to use recursively com-
puted quantities as a predictor for their true values, and then recomputing them later
in the iteration, we demonstrate numerically that the convergence of our pipelined
variants is comparable to the standard CG implementation. All of the algorithms in-
troduced in this paper require exactly the same inputs as the standard CG algorithm,
and therefore require no additional tuning by the end user.
Although we leave a roundoff error analysis of the variants introduced in this pa-
per to later work, we provide a range of numerical experiments to support the claim
that our variants improve the rate of convergence and ultimately attainable accu-
racy of previously studied pipelined variants. In particular, based on the numerical
experiments in Section 3, our variants appear to converge similarly to the standard
conjugate gradient implementation without any additional input parameters. As such,
they have the potential to be used as black box solvers wherever the standard con-
jugate gradient algorithm is used. Finally, we demonstrate through a strong scaling
experiment that the new variants do indeed reduce the time per iteration.
Unless otherwise stated, matrices should be assumed to be of size n×n and vectors
of size n × 1. The transpose of a matrix is denoted with T, and the inverse of the
transpose denoted with −T. The standard Euclidean inner product and corresponding
spectral/operator norm are respectively denoted 〈·, ·〉 and ‖ · ‖, and the inner product
and norm induced by a positive definite matrix B are denoted 〈·, ·〉B and ‖ · ‖B.
While much of the theory about the conjugate gradient algorithm applies to complex
systems, we consider real systems for convenience.
1. The conjugate gradient algorithm. The conjugate gradient algorithm was
introduced in 1952 by Hestenes and Stiefel in [27], and subsequently became a popular
method for solving symmetric positive definite linear systems. The popularity of
CG is due in part to the fact (i) that it is matrix free, meaning that the algorithm
does not need explicit access the entries of A, but rather a means to compute the
product v 7→ Av, (ii) that it requires only O(n) storage and floating point operations
(in addition to the cost of a matrix vector product) each iteration, and (iii) the
development of effective preconditioners. However, as stated in the introduction, on
high performance machines, CG suffers from communication bottlenecks. In this
section we provide an brief overview of the conjugate gradient algorithm.
The CG algorithm works by constructing a sequence of iterates x0,x1,x2, . . .
each meant to approximate the true solution x∗ = A−1b of the system Ax = b.
By construction, at step k, the iterate xk minimizes the A-norm of the error ek =
x∗ − xk = A−1b− xk over the Krylov subspace,
x0 +Kk(A, r0), r0 = b−Ax0(1.1)
where Kk(A,v) is defined as,
Kk(A,v) = span{v,Av,A2v, . . . ,Ak−1v}(1.2)
In exact arithmetic, the convergence of the conjugate gradient algorithm is well
understood [24]. First, since Kj(A, r0) ⊆ Kk(A, r0) for j ≤ k, the A-norm of the error
is non-increasing. Moreover, by applying the Cayley-Hamilton theorem, it is easy to
show that the solution will be found in at most n steps. In fact, the convergence of
exact CG is determined entirely by the spectrum of A and the size of b and x0 in
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Algorithm 1.1 Hestenes and Stiefel Conjugate Gradient (preconditioned)
1: procedure HS-CG(A, M, b, x0)
2: initialize()
3: for k = 1, 2, . . . do
4: xk = xk−1 + αk−1pk−1
5: rk = rk−1 − αk−1sk−1, r˜k = M−1rk
6: νk = 〈r˜k, rk〉
7: βk = νk/νk−1
8: pk = r˜k + βkpk−1
9: sk = Apk
10: µk = 〈pk, sk〉
11: αk = νk/µk
12: end for
13: end procedure
14: procedure initialize
15: r0 = b−Ax0, r˜0 = M−1r0, ν0 = 〈r0, r˜0〉, p0 = r˜0, s0 = Ap0, α0 = ν0/〈p0, s0〉
16: end procedure
directions of the eigenvectors of A. A bound on the rate of convergence can be given
in terms of the minimax polynomials on the set of eigenvalues. In particular, the error
at step k satisfies the inequality,
‖ek‖A
‖e0‖A ≤ minp∈Pk
[
max
z∈λ(A)
|p(z)|
]
(1.3)
where Pk = {p(x) : deg p ≤ k, p(0) = 1} is the set of polynomials of degree at most
k which take value one at the origin, and λ(A) is the set of eigenvalues of A. This
bound is tight in the sense that for any matrix A and iteration k, there exists a right
hand side b for which equality is attained.
1.1. Preconditioning. Notice that to obtain the solution x = A−1b, we could
instead solve,
R−TAR−1y = R−Tb(1.4)
and then set x = R−1y, where R is any full rank square matrix.
If A is symmetric positive definite, then this new system is also symmetric positive
definite. Thus, if the spectrum of R−TAR−1 is “better behaved” than the spectrum
of A, the bound in Equation 1.3 will be stronger and the conjugate gradient method
can be expected to converge significantly faster on the preconditioned system than on
the original system.
By writing out the unpreconditioned CG algorithm for the preconditioned system
in Equation 1.4 it is easy to show that we only need to be able to evaluate the map
v 7→ M−1v, where M−1 = R−TR−1. In particular, the individual factors R−T
and R−1 need not be known [24]. This gives the preconditioned conjugate gradient
algorithm, displayed in Algorithm 1.1.
While using the preconditioned conjugate gradient algorithm is mathematically
equivalent to applying CG to the explicitly preconditioned system in Equation 1.4,
there are practical differences which become increasingly important when considering
communication avoiding/hiding variants. For instance, as summarized in Table 1,
the preconditioned variants require additional memory to store r˜k and any related
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auxiliary vectors. Updating these additional vectors has the potential to introduce
additional rounding errors.
We note that when the factors R−1 and R−T are known, it may be advantageous
to work with the explicitly preconditioned system in order to avoid the additional
storage costs and floating point errors associated with preconditioned variants (see
Table 1). Although R−TAR−1 may be less sparse than any of the individual factors,
the product v 7→ (R−TAR−1)v can be computed by applying each factor individually,
and so there is no need to ever explicitly form the matrix R−TAR−1. As a result,
the cost of the matrix multiply and preconditioning each iteration will be exactly the
same as using the preconditioned variant.
Throughout this paper, we use a tilde (“ ∼ ”) above a vector to indicate that,
in exact arithmetic, the tilde vector is equal the preconditioner applied to the non-
tilde vector; i.e. r˜k = M
−1rk, s˜k = M−1sk, etc. With this notation in mind, the
unpreconditioned version of a variant can easily be obtained by first replacing non-
tilde quantities with their tilde quantities, and then removing any tildes. This is
equivalent to setting M−1 to the identity matrix and the removing any redundant
expressions.
1.2. Communication costs. On large machines, the cost of moving data dom-
inates the costs of floating point arithmetic. From the presentation of HS-CG in
Algorithm 1.1, it is clear that the algorithm is highly sequential. Specifically, in each
iteration, the preconditioning step, the first inner product, the matrix vector product,
and the final inner product must occur one after the other. Thus, the communication
costs for each of these steps will add to the time it takes to compute a single iteration.
Inner products. Each inner product requires a global synchronization of all nodes
involved in the computation. This means that the next computation cannot begin
until all nodes have completed their computations and the results are aggregated.
Such synchronizations are typically the most expensive component of each iteration
on parallel machines [18, 41].
Matrix vector product. While a matrix vector product typically requires more
floating point operations than a single inner product, if A has an exploitable structure
(i.e. A is sparse, is a DFT operator, etc.) the communication costs can be much
lower [41]. In fact, even in the extreme case that the matrix A is dense, computing
the matrix vector product still only requires one global synchronization, since each
row of the output can be computed simultaneously and independently.
Preconditioning. Traditional preconditioners based on incomplete factorizations
are applied through a triangular solve. However, even if the triangular factors are
sparse so that they require only O(n) floating point operations, the operations for the
solved are mostly sequential and inherently difficult to parallelize. For this reason,
there has been a range of work on finding classes of preconditioners which can be
efficiently applied on parallel machines; for an overview see [36].
1.2.1. Previous communication reducing variants. In order to address
the communication costs in the conjugate gradient algorithm, many mathematically
equivalent variants have been developed. The variants presented in this paper are
most closely related to communication hiding variants such as M-CG, CG-CG, and
GV-CG (pipelined CG), respectively introduced by Meurant in [31], Chronopoulos
and Gear in [11], and Gysels and Vanroose in [21]. These variants maintain the iter-
ation structure of HS-CG, but add auxiliary vectors so that the computations within
an iteration can be arranged in such a way that expensive ones can occur simultane-
ously, effectively “hiding” communication. Full descriptions of these algorithms are
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variant vec. ops. scal. mult. communication mem.
HS-CG 3 (+0) 2 1 2 ·GR + MV + PC 4 (+1)
CG-CG 4 (+0) 2 1 GR + MV + PC 5 (+1)
M-CG 3 (+1) 3 1 GR + MV + PC 4 (+2)
PR-CG 3 (+1) 4 1 GR + MV + PC 4 (+2)
GV-CG 6 (+2) 2 1 max(GR,MV + PC) 7 (+3)
pipe-PR-M-CG 5 (+3) 3 2 max(GR,MV + PC) 6 (+4)
pipe-PR-CG 5 (+3) 4 2 max(GR,MV + PC) 6 (+4)
Table 1: Summary of costs for various conjugate gradient variants. Values in paren-
thesis are the additional costs for the preconditioned variants. vec. ops: number of
vector updates (AXPYs) per iteration. scal : number of inner products per iteration.
mult : number of matrix vector products per iteration. communication: time spend on
communication for global reduction (GR) and matrix vector product/preconditioning
(MV + PC). mem: number of vectors stored.
contained in Appendix C.
While communication hiding variants are perhaps the most commonly used class
of high performance conjugate gradient variants, they have some theoretical and prac-
tical shortcomings. First, even if both inner products and the matrix vector product
can be overlapped, as shown in Table 1, the maximum theoretical speedup of over
HS-CG is only a factor of three. In fact, for many common classes of matrices, as the
number of nodes is increased, the cost of the matrix vector multiplication and precon-
ditioning will become small compared to the cost of global reductions. In this limit,
the maximum theoretical speedup is only a factor of two. Recently, “deep pipelined”
variants [12, 16, 13] have been introduced to address this limitation by allowing more
global reductions to be overlapped through the use of additional auxiliary vectors.
Second, pipelined communication hiding methods suffer numerical problems due
to the additional floating point operations required to rearrange the iteration. For
example, as discussed in Section 3, there are many problems for which the final ac-
curacy GV-CG is able to reach is orders of magnitude worse than HS-CG. These
effects are typically more pronounced for deep pipelined variants, because the ad-
ditional auxiliary recurrences provide more opportunities for rounding errors to be
introduced. There have been many approaches to improving the numerical properties
of these variants. For example, residual replacement [21, 14] and shifts in auxiliary
recurrences [15] have been explored as a means of improving the final accuracy of such
methods. However, both strategies typically require certain parameters to selected
ahead of time based on user intuition, or rely on heuristics for when/how to apply
corrections.
It is also worth mentioning some other approaches to reducing communication
costs in the conjugate gradient algorithm. First, it is possible to reduce the three
two-term recurrences for xk, rk, and pk to two three-term recurrences for xk and
rk. However, this typically reduces the maximum attainable accuracy, as was shown
to be the case in [26] for one three-term formulation. Second, the Krylov subspace
from Equation 1.1 can be expanded by s dimensions at a time [9, 11]. These so-called
s-step methods reduce the number of global synchronization points by a factor of
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O(s) (over a fixed number of iterations) compared to HS-CG. The communication
costs and reads over the data are reduced by exploiting data locality in A using a so
called “matrix powers kernel”, and by computing all inner products simultaneously
using more efficient batched kernels [10, 28, 6]. For a more detailed analysis of these
methods we refer readers to [6]. Finally, we note that s-step methods and pipelining
can be combined [43].
1.3. Considerations in finite precision. The behavior of the standard HS-CG
conjugate gradient algorithm in finite precision is often very different from the behav-
ior in exact arithmetic. In this sense, the algorithm could be considered unstable.
Unfortunately, the result is that any modification to the algorithm is likely to have a
non-negligible effect on its numerical properties. In fact, poor convergence has limited
the adoption of many variants of the CG algorithm meant to reduce communication
costs.
In this section we highlight some of what is known about the conjugate gradient
algorithm in finite precision. The goal is to give readers a sense of why finding stable
high performance conjugate gradient algorithms is a difficult problem, and what tools
exist to analyze such methods. For more detailed overviews of the modern analysis
of Lanczos and conjugate gradient type methods in finite precision, we turn readers
to [24] and [32].
Recall that the optimality of an iterate xk produced by the conjugate gradient
method requires the orthogonality or A-orthogonality of certain vectors which form
bases for a Krlyov subspace. These properties cannot be guaranteed in finite precision,
and often leads to worsened convergence. The primary effects observed are (i) a loss of
maximally attainable accuracy and (ii) a delay of convergence (an increase in number
of iterations to reach a given level of accuracy) [24]. Specifically, the error bound in
Equation 1.3 may be violated. Some theory is known about both effects.
First, for variants such as HS-CG, it is observed that the updated residual rk
decreases to much lower than the machine precision. As a result, an estimate of
the smallest true residual attainable can be computed in terms of the residual gap
rk − (b−Axk) [23, 37]. Such an analysis was done by Gutknecht and Strakosˇ in [26]
for a three-term CG variant meant to reduce communication costs, and it was shown
why the maximum attainable accuracy of that variant was reduced. Similarly, the
residual gap of pipelined conjugate gradient variants is studied in [14, 8]. However,
for some variants, the updated residual rk may not decrease to well below machine
precision, so some care must be taken when interpreting these results.
In addition to the theory about the maximal accuracy in finite precision, there is
also (highly nontrivial) theory about the rate of convergence of the conjugate gradient
algorithm in finite precision, due primarily to Greenbaum in [22]. In this paper, it was
shown that for any iteration k, a CG implementation run in finite precision will behave
like exact CG applied to a larger matrix whose eigenvalues lie in small intervals about
the eigenvalues of A, provided that (i) the updated residuals approximately satisfy
the three term Lanczos recurrence, and (ii) successive residuals are approximately
orthogonal. This analogy provides a means to apply results about exact precision CG
to finite precision implementations.
For instance, an immediate result is that for some small δ (depending on the
machine precision and implementation), the errors of a “good” CG implementation
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will satisfy the relaxation of Equation 1.3,
‖ek‖A
‖e0‖A ≤ minp∈Pk
[
max
z∈L(A)
|p(z)|
]
, L(A) =
n⋃
i=1
[λi − δ, λi + δ](1.5)
However, while numerical experiments suggest that some variants do satisfy the con-
ditions necessary for Greenbaum’s analysis to apply [25], no commonly used variants
have ever been proved to satisfy these conditions.
2. Derivation of new variants. In this section we describe a new communi-
cation hiding variant, PR-CG, which requires only one global synchronization point
per iteration. This variant is similar to M-CG, introduced by Meurant in [31], and
the relationship between the two algorithms is discussed.
Then, in the same way that GV-CG is obtained from CG-CG, we “pipeline” PR-
CG to overlap the matrix vector product with the inner products. The order in which
operations are done in the pipelined version of PR-CG allows for a vector quantity
to be recomputed using an additional matrix vector product, giving the pipelined
predict-and-recompute variant pipe-PR-CG. Since this matrix vector product can
occur at the same time as the other matrix vector product and as the inner products,
the communication costs per iteration are not increased.
Table 1 provides a comparison between some commonly used communication
avoiding variants and the newly introduced variants. It should be noted that although
the number of matrix vector products and inner products of pipe-PR-M-CG and
pipe-PR-CG are increased, most of this work can be done locally, and they have the
same dominant communication costs as GV-CG.
2.1. A simple communication hiding variant. Like the derivation of M-
CG in [31], and the variants introduced in [29, 33, 34, 35, etc.], we derive our first
communication hiding variant, PR-CG, by substituting recurrences into the inner
product µk = 〈r˜k, rk〉. This allows us to obtain an equivalent expression for the inner
product, involving quantities which are known earlier in the iteration.
To this end, we first define s˜k = M
−1sk so that,
r˜k = r˜k−1 − αk−1s˜k−1(2.1)
Then, by substituting the recurrences for rk and r˜k we can write,
νk = 〈r˜k, rk〉
= 〈r˜k−1 − αk−1s˜k−1, rk−1 − αk−1sk−1〉
= 〈r˜k−1, rk−1〉 − αk−1〈r˜k−1, sk−1〉 − αk−1〈s˜k−1, rk−1〉+ α2k−1〈s˜k−1, sk−1〉(2.2)
Using this expression for νk produces convergence which is similar compared to
HS-CG and CG-CG in all of our numerical tests. However, we note that we can
eliminate another inner product with no apparent effect on the convergence.1
To do this we note that since M, and therefore M−1, are symmetric, that
〈s˜k−1, rk−1〉 = 〈sk−1, r˜k−1〉. Thus,
νk = νk−1 − 2αk−1〈r˜k−1, sk−1〉+ α2k−1〈s˜k−1, sk−1〉(2.3)
1 While using this simplified formula for νk does not seem to change the convergence properties
compared to using Equation 2.2, we have no rigorous justification for why this is the case. A short
discussion is contained in Appendix B.
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Once sk = Apk and s˜k = M
−1sk have been computed, we can simultaneously
compute the three inner products,
µk = 〈pk, sk〉, δk = 〈r˜k, sk〉, γk = 〈s˜k, sk〉(2.4)
A variant using a similar expression for νk was suggested in [30] and briefly
mentioned in [8]. However, one term of their formula for νk has a sign difference from
Equation 2.3, and no numerical tests or rounding error analysis were provided.
Algorithm 2.1 Predict-and-recompute conjugate gradient
1: procedure PR-CG(A, M, b, x0)
2: initialize()
3: for k = 1, 2, . . . do
4: xk = xk−1 + αk−1pk−1
5: rk = rk−1 − αk−1sk−1, r˜k = r˜k−1 − αk−1s˜k−1
6: ν′k = νk−1 − 2αk−1δk−1 + α2k−1γk−1
7: βk = ν
′
k/νk−1
8: pk = r˜k + βkpk−1
9: sk = Apk, s˜k = M
−1sk
10: µk = 〈pk, sk〉, δk = 〈r˜k, sk〉, γk = 〈s˜k, sk〉, νk = 〈r˜k, rk〉
11: αk = νk/µk
12: end for
13: end procedure
14: procedure initialize
15: r0 = b −Ax0, r˜0 = M−1r0, ν0 = 〈r0, r˜0〉, p0 = r˜0, s0 = Ap0, s˜0 = M−1s0,
α0 = ν0/〈p0, s0〉, δ0 = 〈r˜0, s0〉, γ0 = 〈s˜0, s0〉
16: end procedure
In the current form, the rate of convergence of this variant is improved over CG-
CG, but the final accuracy is severely impacted. This phenomenon was observed
in the variants suggested in [33, 29, 34], all of which use similar expressions for νk
as M-CG, and is due to the updated value of νk becoming negative. In [31], it is
suggested to use the recursively updated value of νk as a predictor for the true value
in order to update any vectors required for the algorithm to proceed, and then to
recompute νk = 〈r˜k, rk〉 at the same time as the other inner products. We observe
experimentally that using this strategy effectively brings the ultimately attainable
accuracy to a similar level as that of HS-CG. This algorithm, denoted PR-CG, is
given in Algorithm 2.1.
Note that we use a prime (“ ′ ”) to distinguish the recursively updated quantity
ν′k from the explicitly computed quantity νk. Note further that the variant M-CG can
be obtained by replacing line 6 of Algorithm 2.1 with the expression ν′k = −νk−1 +
α2k−1γk−1 and skipping the computation of δk in line 10. Similarly, the expression
νk = −αkµk + α2kγk is used in [40]. It can easily be seen that these expressions
are equivalent to Equation 2.3 by noticing that µk = 〈pk, sk〉 = 〈r˜k, sk〉 = δk and
αk = νk/µk.
2.2. Pipelined variants. Recall that our goal is to be able to compute the
matrix vector product and inner products simultaneously. To this end, note that in
both M-CG and PR-CG, we have the recurrence pk = r˜k + βkpk−1. Thus, defining
wk = Ar˜k, we can write,
sk = Apk = Ar˜k + βkApk−1 = wk + βksk−1(2.5)
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Similarly, defining, uk = As˜k,
wk = Ar˜k = Ar˜k−1 − αk−1As˜k−1wk−1 − αk−1uk−1(2.6)
Using these recurrences allows us to compute the product uk = As˜k at the same
time as all of the inner products.
To move the preconditioning step, we define w˜k = M
−1wk so that,
s˜k = M
−1sk = M−1wk + βkM−1sk−1 = w˜k + βks˜k−1(2.7)
and define u˜k = M
−1uk so that,
w˜k = M
−1wk = M−1wk−1 − αk−1M−1uk−1w˜k−1 − αk−1u˜k−1(2.8)
2.2.1. Predict-and-recompute for vector updates. In this section we ex-
tend the idea to predict-and-recompute recursively updated quantities, which was first
introduced by Meurant in [31]. Implemented in the above form, the pipelined variants
derived from M-CG and PR-CG appear to converge slightly better than GV-CG on
most problems, but still suffer from delayed convergence and reduced final accuracy
compared to the unpipelined versions. To address this, we observe that wk = Ar˜k
and w˜k = M
−1wk can be recomputed at the same time as the other matrix vector
product and all inner products are being computed. Thus, in the same way we use
the recursively updated value of νk as a predictor for the true value, we can use the
recursively updated value of wk as a predictor for the true value in order to update
other vector quantities, and then update the value of wk later in the iteration. Using
this predict-and-recompute approach gives pipe-PR-M-CG and pipe-PR-CG.
Algorithm 2.2 Pipelined predict-and-recompute conjugate gradient
1: procedure pipe-PR-CG(A, M, b, x0)
2: initialize()
3: for k = 1, 2, . . . do
4: xk = xk−1 + αk−1pk−1
5: rk = rk−1 − αk−1sk−1 , r˜k = r˜k−1 − αk−1s˜k−1
6: w′k = wk−1 − αk−1uk−1, w˜′k = w˜k−1 − αk−1u˜k−1
7: ν′k = νk−1 − 2αk−1δk−1 + α2k−1γk−1
8: βk = ν
′
k/νk−1
9: pk = r˜k + βkpk−1
10: sk = w
′
k + βksk−1, s˜k = w˜
′
k + βks˜k−1
11: uk = As˜k, u˜k = M
−1uk
12: wk = Ar˜k, w˜k = M
−1wk
13: µk = 〈pk, sk〉, δk = 〈r˜k, sk〉, γk = 〈s˜k, sk〉, νk = 〈r˜k, rk〉
14: αk = νk/µk
15: end for
16: end procedure
17: procedure initialize
18: r0 = b−Ax0, r˜0 = M−1r0, w0 = Ar˜0, w˜0 = M−1w0, ν0 = 〈r0, r˜0〉, p0 = r˜0,
s0 = Ap0, s˜0 = M
−1s0, u0 = As˜0, u˜0 = M−1u0, α0 = ν0/〈p0, s0〉, δ0 = 〈r˜0, s0〉,
γ0 = 〈s˜0, s0〉
19: end procedure
Algorithm 2.2 shows pipe-PR-CG, from which pipe-PR-M-CG can be obtained
by using the alternate expression ν′k = −νk−1 +α2k−1γk−1 in line 7. As before, we use
a prime to denote predicted quantities.
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2.2.2. Implementation. The presentation of pipe-PR-CG in Algorithm 2.2 is
intended to match the derivation from HS-CG, and to emphasize the mathematical
equivalence of the two algorithms. However, as with any parallel algorithm, some care
must be taken at implementation time as an inefficient implementation may actually
increase the runtime per iteration.
We suggest that at the beginning of each iteration the scalars αk−1, ν′k and βk
(lines 14,7,8) be computed. This will allow all vector updates (lines 4, 5, 6, 9, 10)
to occur simultaneously. The vector updates require only local on-node communi-
cation, and therefore are assumed to be very fast. Finally, the matrix vector prod-
ucts/preconditioning (lines 11,12), and inner products (line 13) can all be computed
simultaneously. As a result, the dominant cost per iteration will be either the time
for the global reduction associated with the inner products, or with the matrix vector
products, thus giving the runtime max(GR,MV + PC) as listed in Table 1.
The matrix vector products (and preconditioning) in lines 11 and 12 can be com-
puted together using efficient kernels. In particular, this means that pipe-PR-CG
still requires only one pass over A (and M−1) each iteration. This is an important
consideration if A is too large to store in fast memory. Similarly, three of the inner
products involve sk, so the number of passes over sk can be reduced from three to
one. However, this is likely not to have a noticeable effect until the cost of reading
sk from memory becomes large compared to the reduction time. Finally, there is no
need to store wk and w
′
k as separate vectors.
3. Numerical performance. As previously mentioned, the primary effects of
finite precision on the conjugate gradient algorithm are delayed convergence and loss
of accuracy. In this section we present the results of numerical experiments intended
to give insight into the numerical behaviour of the variants introduced in this paper.
We emphasize that while numerical experiments provide an indication that a given
variant may perform well in finite precision, such tests do not prove that this will
always be the case.
We run experiments on a range of matrices from the Matrix Market [5]. In addi-
tion we include the model problem, which was introduced in [38], and has since been
considered in [39, 17, 25, etc.]. The model problem used in our tests has eigenvalues,
λ1 = 1/κ, λn = 1, and for i = 2, 3, . . . , n− 1,
λi = λ1 +
(
i− 1
n− 1
)
· (λn − λ1) · ρn−i(3.1)
for n = 48, ρ = 0.8, and κ = 103, and has eigenvectors chosen uniformly from the set
of unitary matrices. Since the spacing between eigenvalues grows exponentially, this
is a particularly difficult problem in finite precision.
The experiments are implemented in Numpy using using IEEE double precision
floating point arithmetic and the results are outlined in Table 2. In this table we give
two summary statistics: (i) the number of iterations required to decrease the A-norm
of the error by a factor of 105, and (ii) the minimum error reached. For a given
problem, these two quantities give a rough indication of the rate of convergence and
ultimately attainable accuracy. Plots of convergence for all experiments appearing in
Table 2 can be found online in the repository linked in Appendix Section A. As done
in [21], the right hand side b is chosen so that x∗ = A−1b has entries 1/
√
n, and the
initial guess x0 is the zero vector. For most problems we selected, we run tests without
a preconditioner, and then with a simple Jacobi (diagonal) preconditioner. For each
problem, we run all variants for enough iterations that the true residual stagnates.
PREDICT-AND-RECOMPUTE CONJUGATE GRADIENTS 11
0 200 400 600 800
iteration k
10−16
10−13
10−10
10−7
10−4
10−1
A
-n
o
rm
o
f
er
ro
r:
‖x
−
x
k
‖ A
bcsstk15, prec.=Jacobi
pipe-PR-CG
PR-CG
GV-CG
M-CG
CG-CG
HS-CG
0 2000 4000 6000 8000 10000 12000
iteration k
s3rmq4m1, prec.=Jacobi
0 200 400 600 800 1000 1200
iteration k
10−16
10−13
10−10
10−7
10−4
10−1
A
-n
or
m
of
er
ro
r:
‖x
−
x
k
‖ A
bcsstk03
0 20 40 60 80 100
iteration k
model 48 8 3
Fig. 1: Error A-norm of conjugate gradient variants on selected problems
Figure 1 shows the results of four of the numerical tests contained in Table 2.
These problems were chosen to highlight some of the types of behaviour observed for
finite precision conjugate gradient variants. On some problems such as bcsstk03 and
the model problem, the rate of convergence and final accuracies of each variant may
differ, due primarily to the large gaps in the spectrum [8]. Alternatively, on many
other problems, such as bcsstk15 with Jacobi preconditioning, the rate of convergence
for all varaints is the same until the final accuracy is reached. However, even on such
problems, it may be possible for the final accuracy of a variant to be significantly
worse than other variants. For instance, on s3rmq4m1 with Jacobi preconditioning,
the final accuracy of GV-CG is 8 orders of magnitude worse than HS-CG even though
the rates of convergence are initially the same.
We note that on problems where CG-CG enouncters a delay of convergence, such
as bcsstk03, PR-CG converges more quickly. More notably, the pipelined predict-
and-recompute variants pipe-PR-M-CG and pipe-PR-CG show significantly better
convergence than GV-CG, frequently exhibiting convergence similar to that of HS-
CG. In particular, on all the problems tested, pipe-PR-M-CG and pipe-PR-CG
converge to a final accuracy within 10 percent (on a log scale) of that of HS-CG if
Jacobi preconditioning is used, and on some problems, these two variants actually
converge to a better final accuracy than HS-CG.
4. Parallel performance. In this section we present the results of scaling exper-
iments meant to demonstrate that the algorithms introduced in this paper do indeed
reduce the runtime per iteration compared to HS-CG. This provides experimental
backing to the theoretical runtimes listed in Table 1.
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matrix prec. n nnz iterations: min{k : log10(‖ek‖A/‖e0‖A) < 10−5} minimum error: mink log10(‖ek‖A/‖e0‖A)
HS CG M PR GV PPRM PPR HS CG M PR GV PPRM PPR
1138 bus - 1138 4054 1721 1753 1797 1727 1870 1799 1733 -12.69 -12.52 -12.70 -12.73 -6.54 -11.85 -11.85
494 bus - 494 1666 898 917 941 899 1040 957 909 -13.14 -12.48 -13.11 -13.11 -6.89 -12.24 -12.16
662 bus - 662 2474 443 447 451 444 464 451 444 -13.93 -13.21 -13.93 -13.95 -8.78 -12.67 -13.35
685 bus - 685 3249 437 456 455 439 485 471 445 -14.36 -14.10 -14.31 -14.36 -9.53 -13.15 -13.06
bcsstk03 - 112 640 364 439 425 380 598 492 411 -14.55 -14.49 -14.40 -14.43 -6.86 -12.65 -12.96
bcsstk14 - 1806 63454 3982 4060 4045 4003 4212 4096 4014 -14.31 -14.19 -14.30 -14.29 -5.32 -14.24 -14.26
bcsstk15 - 3948 117816 5702 5777 5782 5721 5951 5820 5738 -13.77 -13.40 -13.79 -13.79 -5.60 -13.61 -13.74
bcsstk16 - 4884 290378 429 430 430 430 818 431 430 -14.48 -14.34 -14.47 -14.47 -5.07 -14.18 -14.20
bcsstk17 - 10974 428650 17568 18103 18174 17590 - 18497 17795 -13.42 -12.85 -13.42 -13.45 -4.25 -12.06 -12.30
bcsstk18 - 11948 149090 42525 43366 43118 42652 49210 43704 42908 -13.18 -13.15 -13.16 -13.18 -5.00 -13.15 -13.18
bcsstk27 - 1224 56126 519 521 523 520 531 523 520 -14.42 -14.26 -14.42 -14.43 -9.85 -14.04 -14.10
bcsstm19 - 817 817 274 287 286 274 334 299 277 -14.84 -14.84 -14.82 -14.82 -9.63 -14.59 -14.67
bcsstm20 - 485 485 203 219 221 205 239 228 208 -15.06 -14.95 -15.09 -15.13 -9.81 -14.92 -14.89
bcsstm21 - 3600 3600 3 3 3 3 3 3 3 -15.69 -15.68 -15.69 -16.47 -14.58 -14.92 -14.92
bcsstm22 - 138 138 43 43 43 43 43 43 43 -15.43 -15.43 -15.48 -15.43 -12.51 -15.26 -15.07
bcsstm23 - 3134 3134 1325 1376 1360 1342 1434 1367 1346 -14.35 -14.29 -14.31 -14.36 -6.87 -14.30 -14.34
bcsstm24 - 3562 3562 1573 1689 1686 1595 19411 1698 1605 -14.14 -13.97 -14.05 -14.13 -5.00 -13.83 -14.04
bcsstm25 - 15439 15439 10089 10948 10963 10293 12736 11245 10400 -13.84 -13.74 -13.68 -13.81 -5.50 -13.62 -13.76
model 48 8 3 - 48 2304 43 42 45 44 45 43 44 -14.32 -14.28 -14.31 -14.32 -10.23 -13.67 -13.66
nos1 - 237 1017 1846 1895 2008 1843 2305 1999 1870 -12.81 -13.07 -12.83 -12.80 -5.81 -12.15 -11.82
nos2 - 957 4137 29829 30672 32717 29706 - 32157 29744 -11.29 -11.21 -11.30 -11.29 -3.23 -10.99 -10.99
nos3 - 960 15844 221 221 221 221 221 221 221 -13.39 -13.58 -13.39 -13.39 -9.86 -13.36 -13.22
nos4 - 100 594 72 72 72 72 72 72 72 -14.33 -14.41 -14.32 -14.33 -11.47 -14.19 -14.19
nos5 - 468 5172 315 315 316 316 317 316 316 -14.98 -14.97 -15.00 -14.99 -10.97 -14.91 -14.89
nos6 - 675 3255 551 555 582 555 672 601 589 -12.21 -12.28 -12.23 -12.22 -6.67 -10.21 -10.21
nos7 - 729 4617 2869 2798 3536 2874 - 3416 2899 -9.01 -8.74 -8.97 -9.01 -0.65 -6.80 -7.24
s1rmq4m1 - 5489 281111 3406 3447 3432 3410 3603 3442 3434 -13.54 -13.53 -13.55 -13.56 -8.23 -13.47 -13.43
s1rmt3m1 - 5489 219521 3890 3932 3910 3895 4076 3916 3908 -13.39 -13.28 -13.39 -13.40 -7.35 -13.34 -13.22
s2rmq4m1 - 5489 281111 10476 10699 10651 10491 11622 10693 10615 -13.09 -13.32 -13.11 -13.12 -6.07 -12.78 -13.19
s2rmt3m1 - 5489 219521 14484 14727 14655 14533 - 14679 14620 -12.83 -12.70 -12.82 -12.81 -4.55 -12.59 -12.78
s3rmq4m1 - 5489 281111 26628 29395 28004 26937 - 28822 28161 -12.06 -11.94 -12.06 -12.10 -4.20 -11.69 -11.59
s3rmt3m1 - 5489 219521 38459 41037 40188 38471 - 40839 40105 -12.04 -11.86 -12.08 -12.07 -4.07 -11.54 -11.28
s3rmt3m3 - 5357 207695 69095 72598 71471 69051 - 72258 70852 -12.60 -11.72 -12.59 -12.71 -4.20 -11.65 -11.13
1138 bus Jac. 1138 4054 734 734 734 734 734 734 734 -12.69 -12.75 -12.67 -12.70 -8.62 -12.66 -12.65
494 bus Jac. 494 1666 371 371 371 371 371 371 371 -13.15 -13.09 -13.09 -13.15 -9.84 -13.14 -13.16
662 bus Jac. 662 2474 166 166 166 166 166 166 166 -14.16 -14.12 -14.15 -14.19 -10.94 -14.11 -13.76
685 bus Jac. 685 3249 192 192 192 192 192 192 192 -14.48 -14.36 -14.59 -14.46 -11.32 -14.51 -14.33
bcsstk03 Jac. 112 640 118 118 120 120 120 120 121 -14.10 -14.11 -14.10 -14.05 -9.48 -13.48 -13.50
bcsstk14 Jac. 1806 63454 198 198 198 198 198 198 198 -14.78 -14.73 -14.66 -14.67 -11.18 -14.35 -14.36
bcsstk15 Jac. 3948 117816 442 442 443 444 444 444 444 -14.10 -14.08 -14.11 -14.10 -10.05 -13.95 -13.93
bcsstk16 Jac. 4884 290378 132 132 132 132 132 132 132 -14.61 -14.51 -14.60 -14.60 -10.98 -14.24 -14.20
bcsstk17 Jac. 10974 428650 2203 2205 2210 2212 2218 2214 2216 -13.98 -13.71 -13.98 -14.00 -7.99 -13.40 -13.32
bcsstk18 Jac. 11948 149090 536 537 539 541 542 541 542 -14.57 -14.54 -14.57 -14.55 -10.12 -14.30 -14.30
bcsstk27 Jac. 1224 56126 173 173 173 174 174 174 174 -14.67 -14.41 -14.67 -14.70 -10.45 -13.99 -14.03
model 48 8 3 Jac. 48 2304 49 48 50 50 52 50 50 -14.30 -14.25 -14.28 -14.29 -10.66 -13.70 -13.72
nos1 Jac. 237 1017 306 314 322 312 346 323 326 -12.98 -12.79 -12.93 -12.96 -6.70 -12.67 -12.28
nos2 Jac. 957 4137 3047 3184 3197 3097 - 3326 3303 -11.27 -11.32 -11.30 -11.27 -3.44 -11.23 -11.12
nos3 Jac. 960 15844 186 186 186 186 186 186 186 -13.38 -13.42 -13.37 -13.39 -9.62 -13.55 -13.53
nos4 Jac. 100 594 67 67 67 67 67 67 67 -14.30 -14.39 -14.34 -14.36 -11.76 -14.22 -14.14
nos5 Jac. 468 5172 136 136 136 136 136 136 136 -15.07 -14.99 -15.11 -15.08 -12.02 -14.82 -14.89
nos6 Jac. 675 3255 71 71 71 71 71 71 71 -12.17 -12.00 -12.19 -12.20 -9.10 -12.14 -12.14
nos7 Jac. 729 4617 67 67 67 67 67 67 67 -8.91 -9.21 -8.90 -8.88 -6.41 -9.42 -9.41
s1rmq4m1 Jac. 5489 281111 595 595 596 596 597 597 597 -13.95 -13.86 -13.97 -13.90 -8.49 -13.67 -13.65
s1rmt3m1 Jac. 5489 219521 674 674 674 675 675 675 676 -13.58 -13.76 -13.60 -13.62 -8.76 -13.71 -13.20
s2rmq4m1 Jac. 5489 281111 1437 1437 1438 1439 1439 1439 1440 -13.16 -12.65 -13.15 -13.23 -6.65 -13.10 -12.81
s2rmt3m1 Jac. 5489 219521 2030 2028 2033 2034 2040 2037 2039 -12.84 -12.65 -12.83 -12.81 -6.19 -12.47 -12.19
s3dkq4m2 Jac. 90449 4820891 25527 25513 25548 25553 - 25576 25582 -11.09 -11.17 -11.10 -11.09 -4.03 -11.12 -11.21
s3dkt3m2 Jac. 90449 3753461 36195 36152 36247 36263 - 36327 36348 -11.39 -10.91 -11.39 -11.39 -3.97 -11.09 -10.82
s3rmq4m1 Jac. 5489 281111 5743 5726 5775 5780 - 5800 5806 -12.06 -12.14 -12.03 -12.04 -3.82 -12.00 -12.06
s3rmt3m1 Jac. 5489 219521 8827 8806 8867 8871 - 8908 8917 -12.07 -11.78 -12.09 -12.10 -3.78 -11.57 -11.41
s3rmt3m3 Jac. 5357 207695 10251 10248 10317 10324 - 10385 10404 -12.84 -11.77 -12.58 -12.93 -4.43 -11.66 -11.95
Table 2: Summary statistics of convergence on problems from the matrix market.
Preconditioners are applied using preconditioned variants rather than constructing
an explicitly preconditioned system. Values are bold if they differ from HS-CG by
more than ten percent, and dashes indicate that a method failed to reach the specified
accuracy. Note that ek = A
−1b− xk is the error at step k.
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We implement PR-CG and pipe-PR-CG in PETSc [2, 3]. Unfortunately, PETSc
does not natively support an efficient kernel for the simultaneous matrix product
with a block of vectors, so we compute the two matrix vector products and pre-
conditioning steps sequentially. However, this means the asymptotic communicatoin
costs of our implementation of pipe-PR-CG is max(GR, 2 · (MV + PC)) rather than
max(GR,MV + PC).
To account for this we add an optional parameter to our implementation which
allows the “recompute” stage to be skipped (denoted pipe-P-CG). For runs on a high
number of nodes, this gives a more accurate representation of what the runtime of
a good implementation of pipe-PR-CG would be, since the communication costs of
computing Ax and Ay together in an efficient way is nearly the same as computing
only Ax. However, the convergence of this variant is not as good as pipe-PR-CG, and
it should not be used in practice. We also note that the four inner products in our
pipelined methods are computed independently. This means that some additional
costs may be saved by combining the appropriate inner products as mentioned in
Section 2.2.2. Thus, the performance of a good implementation of pipe-PR-CG is
expected to fall somewhere between the performance of our implementations of pipe-
P-CG and pipe-PR-CG.
Figure 2 shows the results of a strong scaling experiment run on the Hyak su-
percomputer at the University of Washington. In this experiment we solved an “ap-
proximate” model problem, which has diagonal entries equal to those of the model
problem with parameters n = 6.5× 105, ρ = 0.95, κ = 106 scaled so that the smallest
eigenvalue is equal to 1. In order to simulate a more expensive matrix product, we put
small off diagonal entries of size 10−4 at all entries within the half-bandwidth k = 32
of the main diagonal. By Gershgorin’s circle theorem, it is clear that this matrix has
eigenvalues near those of the model problem. In particular, the approximate model
problem is positive definite.
We run each variant for 4000 iterations without a preconditioner, resulting in
residual norms on the order of 10−7 for most variants, and 10−4 for GV-CG. In order
to make a fair comparison with HS-CG, we use the option ksp norm type natural.
This tells PETSc to use νk as the measure of the error at each step, rather than
computing the norm of the updated residual, which would increase the runtime of HS-
CG to 3 ·GR + MV + PC. To account for effects such as system noise and network
topology, we ask for three separate allocations of nodes, and for each allocation, run
three experiments on each number of MPI processes. More detailed logs of the system
configuration can be found in the repository linked in the Appendices.
As expected, on a single node pipe-P-CG takes nearly twice as long as the other
variants. This is due to the fact that floating point operations, rather than commu-
nication, are the main cost on a single node, and the matrix vector product used
in this exapmle requires many more floating point operations than any other part
of the algorithms. However, when the number of nodes is increased and the matrix
vector product becomes much cheaper, all of the communication hiding variants give
roughly a two times speedup over HS-CG. Finally, there is a point between these ex-
tremes where the speedup of GV-CG and pipe-P-CG over HS-CG is greater than two.
Moreover, pipe-PR-CG provides a further speedup over PR-CG, demonstrating that
hiding the matrix vector products behind global reductions does indeed decrease the
runtime per iteration. All of these phenomena agree with the theoretical behaviours
written in the time column of Table 1.
Since this is a single, small, experiment in the context of high performance com-
puting, the results should not be taken as an indication of the scaling which will
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Fig. 2: Strong scaling experiment on approximate model problem with n = 6.5×105
unknowns and half bandwidth k = 32. ∗This variant is implemented suboptimally.
be observed on different systems or different hardware. Indeed, for matrices with
lower floating point costs our implementation of pipe-PR-CG has a similar runtime
to GV-CG. Rather, the experiments should be taken as an indication that, even
with a suboptimal implementation, pipelined predict-and-recompute methods scale
similarly to the better known pipelined method GV-CG. Specifically, even our naive
implementation of pipe-PR-CG is able to decrease the runtime over HS-CG, while
maintaining similar numerical properties.
5. Future work. This paper opens up a few natural topics for future work,
namely (i) the roundoff error analysis of pipe-PR-CG and similar methods, (ii) the
modification of pipe-PR-CG to reduce the communication costs further, and (iii) the
modification of pipe-PR-CG to improve convergence.
While PR-CG and pipe-PR-CG demonstrated good convergence properties on
the problems we tested them on, it is not completely clear why this is the case. In fact,
using approaches similar to the predict-and-recompute strategies employed by our
methods may slow or even destroy convergence. For instance, in [42] it was shown that
recomputing the residual rk = b−Axk can negatively impact the convergence of finite
precision conjugate gradient methods as the computation of the true residual may
introduce large roundoff errors. Some insight into why the corrections introduced in
this might be obtained through a detailed rounding error analysis of these algorithms.
Second, since the maximum reduction in communication costs of pipe-PR-CG
over HS-CG is only a factor of three, potential ways of further decreasing commu-
nication costs should be explored. Recently, there has been development on “deep
pipelined” conjugate gradient variants where more matrix vector products are over-
lapped with global communication; see for instance [21, 16, 13, etc.]. This approach
is similar to the “look ahead” strategy suggested in [33].
Alternatively, it may be possible to either incorporate predict-and-recompute
strategies into s-step methods, or to develop new s-step methods which are built
on PR-CG. CG-CG is the s = 1 case of the s-step method from [11], so it may
be possible to develop an s-step method based based on PR-CG, which has slightly
better numerical properties than CG-CG. Finding such a method which is usable in
practice would be of great practical interest.
Third, it may be possible to improve the final accuracy of pipe-PR-CG in the
cases when it is worse than HS-CG. While using a simple Jacobi preconditioner was
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sufficient to achieve a maximal accuracy near that of HS-CG on all the problems we
tested, it is possible that there are other problems where this is not the case. In
[42, 21, 7, 14, 8, etc.], residual replacement is explored as a means of increasing the
ultimately attainable accuracy of conjugate gradient variants. Unfortunately, residual
replacement can lead to a further delay of convergence on problems where the rate
of convergence is already slower than HS-CG. Limited numerical tests indicate that
residual replacement can increase the ultimately attainable accuracy of the predict-
and-recompute variants from this paper, but that it may simultaneously reduce the
rate of convergence.
Finally, the predict-and-recompute variants presented here can be naturally ex-
tended to other related methods such as conjugate residual, and conjugate gradient
squared.
6. Conclusion. In this paper we introduced a range of communication hiding
conjugate gradient variants, each of which have better theoretical scaling properties
than the standard HS-CG algorithm. These variants exhibit improved convergence
compared to their analogous, previously studied, counterparts on a range of test
problems. We additionally extended the predict-and-recompute idea of Meurant in
order to improve the rate of convergence and final accuracy of the pipelined vari-
ants presented in this paper. The resulting pipelined predict-and-recompute variants
pipe-PR-M-CG and pipe-PR-CG had better convergence properties than the clas-
sic pipelined conjugate gradient variant on every numerical experiment we ran. Our
predict-and-recompute variants require exactly the same input parameters as HS-CG,
and therefore have the potential to be used wherever HS-CG is used without any ad-
ditinoal parameter selection. Despite these advances, there is still significant room
for future work on high performance conjugate gradient variants, especially in the
direction of further decreasing the communication costs.
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Appendix A. Additional resources.
A repository with the code necessary to reproduce all of the figures and results
in this paper is available at https://github.com/tchen01/new cg variants, and
released to the public domain under the MIT License. The repository also contains
convergence data and plots for all the matrices listed in Table 2.
I am committed to facilitating the reproducibility process, and encourage ques-
tions and inquiries into the methods used in this paper. I’m more than happy to help
you get my code running on your system so that you can run the experiments from
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this paper.
Appendix B. A note on other variants we studied.
There are countless mathematically equivalent variants which can be derived by
substituting different equivalent quantities. This section contains a discussion on some
of the more “obvious” variants which for a variety of reasons do not appear in the
main paper.
First, recall that we have tried alternate formulas for Equation 2.2. As a heuristic,
we suggest that using the orthogonality of vectors to avoid computing an inner product
has a larger impact than switching the ordering of vectors in an inner product induced
by a positive definite matrix. This would explain why using 〈s˜k−1, rk−1〉 in place of
〈rk−1, s˜k−1〉 does not seem lead to a noticeable change in convergence, while using
〈pk, sk〉 = 〈r˜k+βkpk−1, sk〉 in place of either of these inner products might. However,
it may be the case that when using preconditioners that introduce more rounding
errors, the formula based on four inner products will produce better convergence. On
the other hand, using the A-orthogonality of pk and pk−1 to interchange 〈pk, sk〉 with
these quantities leads to a variant which is equivalent to M-CG up to local rounding
errors in computing a scalar quantity. This reduces the rate of convergence on some
difficult problems, but on many problems does not change the convergence noticeably.
Finally, we note that in the derivation of CG-CG, if the formula for µk is not
simplified fully, that convergence is slightly improved. This comes at the cost of an
additional inner product. However, using this expression in GV-CG does not appear
to lead to improved convergence.
As an afterthought, we suggest that it may be possible to procedurally generate
mathematically equivalent conjugate gradient variants, and then automatically check
if they have improved convergence properties. Perhaps, by finding many variants
which work well, the similarities between them could provide insights into necessary
properties for a good finite precision conjugate gradient variant.
Appendix C. Previously studied communication hiding varaints.
While we omitted the full descriptions of the M-CG, CG-CG, and GV-CG
algorithms in the main paper, we include them here for for completeness.
Algorithm C.1 Meurant conjugate gradient
1: procedure PR-CG(A, M, b, x0)
2: initialize()
3: for k = 1, 2, . . . do
4: xk = xk−1 + αk−1pk−1
5: rk = rk−1 − αk−1sk−1, r˜k = r˜k−1 − αk−1s˜k−1
6: ν′k = −νk−1 + α2k−1γk−1
7: βk = ν
′
k/νk−1
8: pk = r˜k + βkpk−1
9: sk = Apk, s˜k = M
−1sk
10: µk = 〈pk, sk〉, γk = 〈s˜k, sk〉, νk = 〈r˜k, rk〉
11: αk = νk/µk
12: end for
13: end procedure
14: procedure initialize
15: r0 = b −Ax0, r˜0 = M−1r0, ν0 = 〈r0, r˜0〉, p0 = r˜0,
s0 = Ap0, s˜0 = M
−1s0, α0 = ν0/〈p0, s0〉, γ0 = 〈s˜0, s0〉
16: end procedure
Algorithm C.2 Chronopoulos and Gear conjugate gradient
1: procedure CG-CG(A, M, b, x0)
2: initialize()
3: for k = 1, 2, . . . do
4: xk = xk−1 + αk−1pk−1
5: rk = rk−1 − αk−1sk−1, r˜k = M−1rk
6: wk = Ar˜k
7: νk = 〈r˜k, rk〉, ηk = 〈r˜k,wk〉
8: βk = νk/νk−1
9: pk = r˜k + βkpk−1
10: sk = wk + βksk−1
11: µk = ηk − (βk/αk−1)νk
12: ak = νk/µk
13: end for
14: end procedure
15: procedure initialize
16: r0 = b − Ax0, r˜0 = M−1r0 ν0 = 〈r˜0, r0〉, p0 = r˜0,
s0 = Ap0, α0 = ν0/〈p0, s0〉
17: end procedure
Algorithm C.3 Ghysels and Vanroose conjugate gradient
1: procedure GV-CG(A, M, b, x0)
2: initialize()
3: for k = 1, 2, . . . do
4: xk = xk−1 + αk−1pk−1
5: rk = rk−1 − αk−1sk−1, r˜k = r˜k−1 − ak−1s˜k−1
6: wk = wk−1 − ak−1uk−1, w˜k = M−1wk
7: νk = 〈r˜k, rk〉, ηk = 〈r˜k, wk〉
8: tk = Aw˜k
9: βk = νk/νk−1
10: pk = r˜k + βkpk−1
11: sk = wk + βksk−1, s˜k = w˜k + βks˜k−1
12: uk = tk + βkuk−1
13: µk = ηk − (βk/αk−1)νk
14: αk = νk/µk
15: end for
16: end procedure
17: procedure initialize
18: r0 = b − Ax0, r˜0 = M−1r0, ν0 = 〈r˜0, r0〉, w0 =
Ar˜0, p0 = r˜0, s0 = Ap0, s˜0 = M
−1s0, u0 = As˜0,
α0 = ν0/〈p0, s0〉
19: end procedure
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