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a b s t r a c t 
Background and objective: Over the past decade, convolutional neural networks (CNNs) have revolu- 
tionized the field of medical image segmentation. Prompted by the developments in computational re- 
sources and the availability of large datasets, a wide variety of different two-dimensional (2D) and three- 
dimensional (3D) CNN training strategies have been proposed. However, a systematic comparison of the 
impact of these strategies on the image segmentation performance is still lacking. Therefore, this study 
aimed to compare eight different CNN training strategies, namely 2D (axial, sagittal and coronal slices), 
2.5D (3 and 5 adjacent slices), majority voting, randomly oriented 2D cross-sections and 3D patches. 
Methods: These eight strategies were used to train a U-Net and an MS-D network for the segmentation of 
simulated cone-beam computed tomography (CBCT) images comprising randomly-placed non-overlapping 
cylinders and experimental CBCT images of anthropomorphic phantom heads. The resulting segmenta- 
tion performances were quantitatively compared by calculating Dice similarity coefficients. In addition, 
all segmented and gold standard experimental CBCT images were converted into virtual 3D models and 
compared using orientation-based surface comparisons. 
Results: The CNN training strategy that generally resulted in the best performances on both simulated 
and experimental CBCT images was majority voting. When employing 2D training strategies, the seg- 
mentation performance can be optimized by training on image slices that are perpendicular to the pre- 
dominant orientation of the anatomical structure of interest. Such spatial features should be taken into 
account when choosing or developing novel CNN training strategies for medical image segmentation. 
Conclusions: The results of this study will help clinicians and engineers to choose the most-suited CNN 
training strategy for CBCT image segmentation. 
© 2021 The Authors. Published by Elsevier B.V. 














Convolutional neural networks (CNNs) are becoming increas- 
ngly popular for a wide range of medical image segmentation 
asks [1] . The first CNNs developed to segment three-dimensional 
3D) images acquired using e.g. magnetic resonance imaging (MRI) ∗ Corresponding author. 





169-2607/© 2021 The Authors. Published by Elsevier B.V. This is an open access article ur computed tomography (CT) were trained on two-dimensional 
2D) image slices [2] . The majority of these CNNs used axial slices 
s input [3–5] due to the high in-plane resolution with respect 
o the slice thickness [1] . Recent advances in Graphics Processing 
nit (GPU) computing and efficient CNN architectures such as U- 
et [6] led to an increasing number of studies on 3D CNNs [7–
] . However, due to the memory constraints of current GPUs, fully 
D CNN approaches remain limited in terms of volume size (e.g., 
56 × 256 × 256). Therefore, most 3D CNNs are trained using nder the CC BY license ( http://creativecommons.org/licenses/by/4.0/ ) 






































































































ropped images (e.g., 128 × 128 × 128) [9] or small patches (e.g., 
3 × 23 × 23) [10] that are extracted from the original images. 
s a consequence, global anatomical information is not adequately 
odeled within the segmentation approach. Another disadvantage 
f 3D CNNs is their large number of trainable parameters [11] , 
hich makes these networks more prone to overfitting and leads 
o considerably longer training times when compared to 2D CNNs 
12] . 
The aforementioned limitations have sparked a wide range 
f different CNN training strategies to exploit the 3D nature of 
natomical features in image segmentation tasks without the need 
o train 3D CNNs. In the present study, we refer to these ap- 
roaches as augmented 2D training strategies. An example of such 
 training strategy is the “2.5D” approach, in which a small num- 
er of 2D slices are combined for CNN training purposes. This can 
e achieved either by combining three orthogonal slices (i.e., ax- 
al, sagittal and coronal) to classify the voxel at the intersection 
f the three slices [ 13 , 14 ], or by combining three adjacent slices
n the same plane [15] . Another augmented 2D training strategy 
s to train separate CNNs for each of the three orthogonal slices 
nd combine the predictions of these CNNs using majority voting 
16] . This strategy was developed to mimic the thought process of 
adiologists, who typically first analyze multiple 2D image slices 
rom different orthogonal planes and then combine them to inter- 
ret the shape and size of the anatomical structure of interest [17] . 
To date, there has been little agreement in the literature 
 7 , 13 , 18–23 ] on which CNN training strategy is the best for 3D
edical image segmentation. In addition, it remains unclear how 
he segmentation performance of different strategies is influenced 
y the spatial characteristics of the anatomical structure of interest. 
herefore, the aim of this study was to compare different 2D, aug- 
ented 2D and 3D training strategies for the segmentation of CBCT 
mages containing structures with diverse spatial orientations. Seg- 
entation of bony structures in CBCT images is often required for 
iagnostic purposes [24] , virtual treatment planning [25] , person- 
lized implant design [26] and post-operative analysis [27] . How- 
ver, this task is notoriously difficult since CBCT images are typi- 
ally affected by high noise levels, directionally dependent imaging 
rtifacts and partial volume effects [28] . Although previous stud- 
es have experimented with using CNNs to automate CBCT image 
egmentation [ 29 , 30 ], it remains unclear which training strategy is 
est suited for this task. 
The contributions of this study are as follows: 
1. This study is the first to provide a comprehensive and quanti- 
tative comparison between different 2D, augmented 2D and 3D 
CNN training strategies for CBCT image segmentation. 
2. All CNN training strategies were evaluated using simulated 
CBCT images with a known ground truth, as well as real CBCT 
images of physical anthropomorphic phantom heads for which 
high-quality gold standard segmentation labels were acquired 
using an industrial micro-CT scanner. 
3. In addition to calculating Dice similarity coefficients commonly 
used in the field, we propose a novel metric to quantify seg- 
mentation performance by converting the segmented images 
into virtual 3D surface models and performing orientation- 
based surface comparisons. 
4. This study demonstrates that majority voting can improve a 
CNN’s segmentation performance compared to conventional 2D 
and 3D CNN training strategies. 
. Materials & methods 
The performance of 2D, augmented 2D and 3D CNN training 
trategies was quantitatively compared using both simulated CBCT 
mages and experimental CBCT images. The simulation of CBCT im- 2 ges offered the unique possibility to create images with a known 
round truth in which the spatial orientation of the inner struc- 
ures could be precisely controlled. The experimental CBCT im- 
ges were obtained by imaging five anthropomorphic phantom 
eads that were also scanned using an industrial micro-CT scanner. 
his allowed us to create highly accurate gold standard segmenta- 
ion labels, which are indispensable for a fair comparison between 
raining strategies. 
.1. CBCT simulations 
A simulation phantom was generated by removing 10.500 
andomly-placed non-overlapping cylinders from a large homoge- 
eous cylinder with a value of one. The large cylinder had a height 
f 300 mm and a radius of 100 mm. The height of the smaller 
ylinders ranged from 7 to 12 mm and their radius ranged from 
.4 to 2.4 mm. Three different types of this simulation phantom 
ere generated ( Fig. 1 ) by varying the orientation of the smaller 
ylinders in the XZ-plane as follows: (1) fixed orientation of the 
maller cylinders parallel to the Z-axis; (2) randomly rotating the 
maller cylinders independently between -20 and 20 °; and (3) ran- 
omly rotating the smaller cylinders independently between -90 
nd 90 °. For each of these three phantom types, ten different simu- 
ation phantoms were created. The code to construct the phantoms 
as adapted from a recent study by Hendriksen et al. [ 31 , 32 ] 
All 30 simulation phantoms were subsequently used to simu- 
ate CBCT projections using the Astra Toolbox [ 33 , 34 ] (v. 1.8) that
rovides high-performance GPU implementations for tomographic 
perations with flexible geometries. In order to remain as close 
s possible to clinical practice, a limited-data CBCT geometry was 
imulated by calculating 180 projections with an angular incre- 
ent of 2 ° for each simulation phantom. These simulated projec- 
ions were used to reconstruct CBCT images using the Feldkamp 
avis and Kress (FDK) algorithm [35] . The dimensions of the recon- 
tructed CBCT images were set to 512 × 512 × 512. Finally, Gaus- 
ian noise ( μ = 0 and σ = 0.2) was added to all reconstructed 
BCT images. 
.2. Experimental CBCT data 
CBCT images of five anthropomorphic phantom heads were 
cquired in this study. Four of these heads contained real hu- 
an bone (The Phantom Laboratory, Salem, NY, USA; Erler-Zimmer 
mbH & Co.KG, Lauf, Germany), and one contained acrylic bony 
tructures (CIRS Inc., Norfolk, VA, USA). Such anthropomorphic 
hantom heads are commonly used by CBCT device manufacturers 
o evaluate their scanners for clinical use, and are specifically de- 
igned to mimic the tissue densities and morphologies of real hu- 
an heads. As a result, these phantom heads cause realistic imag- 
ng artifacts without the need of exposing patients to harmful X- 
ay radiation. 
All phantom heads were scanned using a Planmeca ProMax Mid 
BCT scanner (Planmeca Oy., Helsinki, Finland) that is widely used 
n dentistry and maxillofacial surgery. All scans were performed 
sing a tube voltage of 90 kVp, a tube current of 10 mA and an
sotropic voxel size of 0.2 mm using two non-overlapping imag- 
ng protocols. The first imaging protocol covered the top part of 
he phantom heads and the second imaging protocol covered the 
ottom part of the phantom heads ( Fig. 2 ), resulting in a total of
en CBCT images with dimensions between 1001 × 1001 × 153 
nd 1001 × 1001 × 380. Since the acquisition of annotated medi- 
al imaging data is a common challenge in training deep learning 
lgorithms, we believe that the relative small size of the datasets 
sed in the present study (10 CBCT scans per dataset) is repre- 
entative for the datasets that can be typically obtained in clinical 
ettings. 
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Fig. 1. Schematic representation of the three different simulation phantoms used in this study (top) and magnified examples (4x) of the central slices of the resulting CBCT 
images (input and gold standard segmentation labels). 




















In order to create gold standard segmentation labels, all five 
hantom heads were also scanned using an industrial GE phoenix 
|tome|x m cone-beam micro-CT scanner (GE Sensing & Inspec- 
ion Technologies GmbH, Wunstorff, Germany) using a tube volt- 
ge of 100 kVp, a tube current of 1.2 mA and 250 ms ex- 
osure time. All micro-CT images were reconstructed with an 
sotropic voxel size of 0.12 mm. Since the voxel sizes of the 
icro-CT images were smaller than those of the CBCT images, 
he voxels of the micro-CT images were rescaled to 0.2 mm. 
he high radiation dose and long scanning times (roughly 2 h 3 er phantom head) resulted in micro-CT images with a supe- 
ior signal-to-noise ratio (SNR) when compared to the CBCT im- 
ges, which enabled accurate segmentation of the bony struc- 
ures. Segmentation of all five micro-CT images was performed us- 
ng global thresholding, followed by manual post-processing us- 
ng the open-source 3D slicer software package [ 36 , 37 ]. The seg-
ented micro-CT images were subsequently aligned on the CBCT 
mages and cropped to the same dimensions. The aligned micro-CT 
egmentation labels served as gold standard segmentation labels 
 Fig. 2 ). 
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.3. Training strategies 
Eight different CNN training strategies were evaluated ( Fig. 3 ). 
he first three training strategies were traditional 2D approaches 
n which axial, sagittal and coronal CBCT slices were used to train 
 2D CNN ( Fig. 3 a–c). 
In addition, three augmented 2D training strategies were eval- 
ated. First, we implemented a 2.5D approach proposed by Ben- 
ohen et al. [15] in which a 2D CNN was trained using input 
mages consisting of 3 or 5 channels: one axial slice of interest 
nd either two or four adjacent slices above and below this axial 
lice ( Fig. 3 d and e). Second, we evaluated a majority voting (MV) 
cheme proposed by Zhou et al. [ 16 , 17 ] ( Fig. 3 f). In this scheme,
eparate 2D CNNs were trained for each of the three orthogonal 
lices, after which a voxel was labeled as foreground if at least two 
f the three trained CNNs also labeled that voxel as foreground. 
hird, we developed a novel augmented 2D training strategy in 
hich a 2D CNN was trained using randomly oriented 2D cross- 
ections of CBCT images ( Fig. 3 g). In order to compare this cross-
ection strategy with the 2D axial strategy, we acquired the same 
umber of randomly oriented cross-sections from each CBCT im- 
ge as the original number of axial slices. The cross-sections were 
qually spread over the Z-axis of the CBCT image and the orienta- 
ion of each cross-section was randomly and independently sam- 
led with an angle of at most 10 ° with respect to the axial plane.
e refer to this novel approach as the randomly oriented 2D cross- 
ections strategy. 
Finally, we evaluated a fully 3D training strategy ( Fig. 3 h). Ex- 
sting 3D CNN approaches typically use cropped [38] or down- 
ampled [7] 3D images due to GPU memory constraints. However, 
ropping leads to a loss of global information, whereas downsam- 
ling results in lower spatial resolution and thus a loss of fine de- 
ails in the images. Therefore, the most popular 3D CNN training 
trategies use multiple 3D patches extracted from the original im- 
ges [ 11 , 39 ]. In the present study, we implemented a 3D patch-
ased training strategy that allowed us to use all voxels of the 
BCT image when training the CNN without reducing the image 4 esolution. All CBCT images were padded with reflective bound- 
ries to ensure that image dimensions were a multiple of the patch 
ize. Partially overlapping 3D patches of 128 × 128 × 128 voxels 
ere extracted from the padded CBCT images with a stride of 64 
oxels, resulting in 343 3D patches acquired from each simulated 
BCT image and between 675 and 1125 3D patches acquired from 
ach experimental CBCT image. Thus, a large number of training 
nstances (i.e., 2D slices or 3D patches) were extracted for all train- 
ng strategies, ensuring convergence of the CNN during the training 
rocess. 
.4. CNN architecture 
In order to compare the effectiveness of the aforementioned 
raining strategies, CNN architectures were required that (1) can 
e broadly applied for many different medical image segmentation 
asks and (2) are robust and easy to train on a small number of 
BCT images. In order to comply with (1), we employed the com- 
only used U-net architecture that has been used for a wide va- 
iety of medical image segmentation tasks [40–42] . However, since 
-net consists of a relatively large number of trainable parameters, 
t tends to overfit when few training images are available. There- 
ore, to comply with criterion (2), we also used the mixed-scale 
ense convolutional neural network (MS-D network) initially de- 
eloped by Pelt and Sethian [43] . The MS-D network uses dense 
onnections to directly pass relevant feature maps to deeper layers 
f the network. As a result, fewer trainable parameters are neces- 
ary compared to U-Net [29] , thereby reducing the risk of overfit- 
ing and making the MS-D network particularly suited to process 
mall imaging datasets. 
The U-Net and the MS-D network were implemented in Python 
v. 3.7.4) using the deep learning framework PyTorch (v. 1.1.0) 
nd are both publicly accessible online [ 44 , 45 ]. The U-Net used 
n the present study was comparable to the one described by 
onneberger et al., [6] except that we used batch normalization 
46] after each Rectified Linear Units (ReLU) activation function and 
pplied reflection padding on input images of which the dimen- 
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Fig. 4. Visual representation of the bony structures that were separately analyzed for each orthogonal plane. 
Table 1 
Mean Dice similarity coefficients ( ± standard deviation) of the segmented simulated CBCT images comprising cylinders with a fixed, limited-range random and random 
orientation. 
Training strategy Fixed orientation Limited-range random orientation Random orientation 
U-Net MS-D network U-Net MS-D network U-Net MS-D network 
2D 
Axial 0.9930 ± 0.0006 0.9913 ± 0.0004 0.9899 ± 0.0002 0.9869 ± 0.0002 0.9879 ± 0.0008 0.9849 ± 0.0003 
Sagittal 0.9992 ± 0.0001 0.9993 ± 0.0001 0.9908 ± 0.0002 0.9888 ± 0.0002 0.9869 ± 0.0001 0.9842 ± 0.0003 
Coronal 0.9991 ± 0.0001 0.9993 ± 0.0001 0.9930 ± 0.0001 0.9909 ± 0.0002 0.9910 ± 0.0002 0.9868 ± 0.0003 
Augmented 2D 
2.5D 
3 channels 0.9878 ± 0.0001 0.9857 ± 0.002 0.9754 ± 0.0001 0.9727 ± 0.0003 0.9733 ± 0.0002 0.9668 ± 0.0003 
5 channels 0.9782 ± 0.0001 0.9752 ± 0.0005 0.9608 ± 0.0003 0.9560 ± 0.0003 0.9577 ± 0.0002 0.9458 ± 0.0006 
MV 0.9996 ± 0.0001 0.9995 ± 0.0001 0.9946 ± 0.0001 0.9924 ± 0.0001 0.9927 ± 0.0001 0.9890 ± 0.0002 
Randomly oriented 
cross-sections 
0.9929 ± 0.0002 0.9918 ± 0.0003 0.9891 ± 0.0006 0.9867 ± 0.0003 0.9882 ± 0.0006 0.9845 ± 0.0003 
3D 























































ions were not divisible by 16. The MS-D network was the same 
s the one proposed by Pelt and Sethian [43] , with a depth of 50
onvolutional layers and a width of 1. 
In order to ensure a fair comparison between the different CNN 
raining strategies, both CNN architectures (i.e., U-Net and MS-D 
etwork) were trained using the default Adam optimizer [47] (i.e., 
earning rate = 0.001, ε= 1e-08) with a batch size of 1 on a server
ith 192 GB RAM and one NVidia GeForce GTX 1080 Ti GPU. Both 
NNs were trained for 10 epochs on the experimental CBCT im- 
ges and for 50 epochs on the simulated CBCT images. In order to 
void overfitting, a relatively small number of epochs (i.e., 10) was 
sed to train the CNNs on the experimental data. The chosen num- 
er of epochs was based on the results of a previous study [29] , in
hich we found that training the networks for 10 epochs already 
as sufficient to achieve satisfactory performances in image seg- 
entation tasks. Training of the CNNs on the simulated datasets 
as performed for 50 epochs. The reason for this was that the risk 
f overfitting on the simulated dataset was substantially smaller, 
ince this dataset consisted of manually created CBCT scans that 
hared many similar image properties and features compared to 
BCT scans of the experimental dataset (e.g., same intensity val- 
es, same range of cylinder sizes). 
.5. Evaluation 
All eight training strategies were evaluated on each of the four 
ifferent datasets, i.e., the three types of simulated CBCT images 
nd the experimental CBCT images. A leave-2-out scheme was used 
n which eight of the ten CBCT images were alternately used for 
raining and two for testing. In the leave-2-out scheme performed 
sing the experimental CBCT images, the test set always consisted 5 f the two CBCT images acquired from the same phantom head 
i.e., the top and the bottom imaging protocol). This ensured that 
raining and testing of the CNNs was fully independent. The 3D 
atch-based training strategy was only evaluated for U-Net since 
he MS-D network implementation used in this study does cur- 
ently not support 3D convolutions. 
All segmentation performances of the trained CNNs were as- 
essed using the Dice similarity coefficient (DSC). The DSC is the 
ost commonly used measure for the overlap between a seg- 
ented image and the corresponding gold standard segmentation 
abels, and is given by 
SC = 2 T P 
2 T P + F P + F N , (1) 
here TP is the number of true positives, FP is the number of false 
ositives and FN is the number of false negatives. To enable mutual 
omparisons between the segmentation performances achieved by 
he different training strategies, all DSCs were normalized by divid- 
ng them by the DSC achieved by the U-net trained on axial slices. 
tatistical differences were calculated using a paired nonparamet- 
ic Wilcoxon signed-rank test at a predefined significance level of 
 < 0.05. 
As an additional evaluation step, all segmented experimental 
BCT images and gold standard CBCT images were converted into 
irtual 3D models in the standard tessellation language (STL) file 
ormat using 3D slicer software [ 36 , 37 ]. The resulting STL mod- 
ls were geometrically compared to the corresponding gold stan- 
ard STL model using the surface comparison module in GOM 
nspect software (GOM Inspect 2018, GOM GmbH, Braunschweig, 
ermany). Mean absolute deviations (MADs) between the gold 
tandard STL models and the CNN-based STL models were calcu- 
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Table 2 
Mean Dice similarity coefficient ( ± standard deviation) of the segmented 
experimental CBCT images. 
Training 
strategy U-Net MS-D network 
2D 
Axial 0.805 ± 0.10 0.809 ± 0.10 
Sagittal 0.802 ± 0.11 0.806 ± 0.10 
Coronal 0.799 ± 0.11 0.813 ± 0.10 
Augmented 2D 
2.5D 
3 channels 0.813 ± 0.10 0.807 ± 0.09 
5 channels 0.803 ± 0.10 0.801 ± 0.09 




0.811 ± 0.09 0.808 ±0.09 
3D 











































Fig. 5. Mean normalized Dice similarity coefficients (DSCs) of the segmented simu- 
lated CBCT images comprising cylinders with (a) fixed orientation; (b) limited-range 
random orientation; and (c) random orientation. DSCs were normalized by dividing 
them by the DSC obtained using U-Net trained on axial slices. ated for bony structures that were oriented between -20 and 20 °
ith respect to each of the three orthogonal planes ( Fig. 4 ). The
ADs were then separately analyzed for each orthogonal plane. 
his novel metric allowed us to investigate the influence of the 
patial orientation of bony structures on the segmentation perfor- 
ance of the different CNN training strategies. 
. Results 
Generally, the highest mean DSCs were achieved using majority 
oting ( Table 1 and 2 ; Figs. 5 and 6). The 3D patch-based strategy
esulted in mean DSCs comparable to those achieved using ma- 
ority voting when segmenting simulated CBCT images ( Table 1 ; 
ig. 5 ), but resulted in the lowest mean DSCs when segmenting 
xperimental CBCT images ( Table 2 ; Fig. 6 ). Both 2.5D strategies 
esulted in significantly lower mean DSCs compared to training on 
xial slices ( P < 0.001) when segmenting simulated CBCT images. 
oreover, the 5-channel strategy resulted in significantly lower 
ean DSCs compared to the 3-channel strategy ( P < 0.001). In 
he experimental CBCT images, no significant differences were ob- 
erved between the 2.5D strategies and the axial strategy. The ran- 
omly oriented 2D cross-sections strategy always resulted in sim- 
lar DSCs compared to training on axial slices. Training on coro- 
al slices resulted in significantly higher mean DSCs ( P < 0.001) 
ompared to training on axial slices in all simulated experiments, 
hereas training on sagittal slices only outperformed the axial 
trategy when segmenting fixed orientation cylinders ( P < 0.001). 
o significant differences were observed between the three 2D 
raining strategies when segmenting experimental CBCT images. In 
ddition, no significant differences were observed between the two 
NN architectures, i.e., U-Net and MS-D network. 
The segmentation performances of the eight CNN training 
trategies on experimental CBCT images were also compared using 
rientation-based surface comparisons. Generally, the majority vot- 
ng strategy resulted in the lowest MADs, i.e., the least deviations 
rom the gold standard STL models ( Table 3 ; Fig. 7 ). Interestingly,
he 2D strategies generally resulted in higher MADs when seg- 
enting bony structures oriented in the same plane as the training 
lices. Furthermore, the randomly oriented 2D cross-sections strat- 
gy resulted in higher MADs when segmenting bony structures ori- 
nted in the axial plane compared to structures oriented in the 
agittal and coronal planes. 
Table 4 shows the number of trainable parameters of the two 
etwork architectures used in this study, as well as the training 
ime per epoch and the segmentation time required to segment 
ne simulated CBCT image. The 2D U-Net comprised roughly 10 0 0 
ime more trainable parameters and required longer training and 6 
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Table 3 
Mean absolute surface deviations (MADs) ( ± standard deviation) between the gold standard STL models and the STL models acquired using the eight different CNN training 
strategies. MADs were calculated separately for bony structures oriented in the axial, sagittal and coronal plane. 
Training strategy MAD of bony structures in axial plane (mm) MAD of bony structures in sagittal plane (mm) MAD of bony structures in coronal plane (mm) 
U-Net MS-D network U-Net MS-D network U-Net MS-D network 
2D 
Axial 0.48 ± 0.17 0.54 ± 0.17 0.36 ± 0.18 0.41 ± 0.20 0.42 ± 0.20 0.56 ± 0.33 
Sagittal 0.43 ± 0.15 0.48 ± 0.14 0.51 ± 0.23 0.53 ± 0.16 0.42 ± 0.18 0.49 ± 0.13 
Coronal 0.40 ± 0.12 0.41 ± 0.13 0.37 ± 0.16 0.41 ± 0.16 0.52 ± 0.25 0.52 ± 0.20 
Augmented 2D 
2.5D 
3 channels 0.43 ± 0.14 0.43 ± 0.15 0.36 ± 0.18 0.40 ± 0.18 0.42 ± 0.22 0.43 ± 0.19 
5 channels 0.44 ± 0.15 0.44 ± 013 0.34 ± 0.16 0.41 ± 0.16 0.41 ± 0.20 0.43 ± 0.17 
MV 0.38 ± 0.14 0.36 ± 0.09 0.37 ± 0.18 0.38 ± 0.17 0.41 ± 0.23 0.39 ± 0.15 
randomly oriented 
cross-sections 
0.50 ± 0.17 0.49 ± 0.16 0.35 ± 0.18 0.42 ± 0.16 0.42 ± 0.20 0.46 ± 0.16 
3D 
3D patches 0.48 ± 0.20 n.a. 0.44 ± 0.24 n.a. 0.50 ± 0.36 n.a. 
Table 4 
Overview of the number of trainable parameters, training times per epoch, and the times required to segment one simulated CBCT image. 
Number of trainable parameters Training time per epoch (s) Segmentation time per CBCT image (s) 
U-Net MS-D network U-Net MS-D network U-Net MS-D network 
2D 
Axial/sagittal/coronal 14,787,844 11,631 377.8 ± 0.4 260.2 ±1.3 25.6 ± 0.8 12.4 ± 0.8 
Augmented 2D 
2.5D 
3 channels 14,789,006 12,545 377.4 ± 1.4 274.6 ± 1.0 29.3 ± 1.7 14.8 ± 0.7 
2.5D 5 channels 14,790,176 13,467 379.8 ± 2.6 288.6 ± 0.5 27.3 ± 0.3 15.6 ± 0.7 









25.6 ± 0.8 
3 x 
12.4 ± 0.8 
randomly oriented 
cross-sections 
14,787,844 11,631 374,6 ± 0.4 260.3 ± 0.7 22,9 ± 0.1 10,8 ± 1.1 
3D 
3D Patches 42,944,900 n.a. 9960.7 ± 58 n.a. 259.3 ± 13.5 n.a. 
Fig. 6. Mean normalized Dice similarity coefficients (DSC) of the segmented exper- 
imental CBCT images. DSCs were normalized by dividing them by the DSC obtained 
































egmentation times compared to the MS-D network. The 3D U-Net 
omprised approximately 3 times more trainable parameters com- 
ared to the 2D U-Net and the training and segmentation times 
ere 30 and 10 time longer, respectively. 7 . Discussion 
Although CNNs are being employed for an increasing number 
f 2D and 3D medical image segmentation tasks, it remains un- 
lear which CNN training strategy is best in terms of segmentation 
erformance and computational cost. In this study, we therefore 
ompared eight different 2D, augmented 2D and 3D CNN training 
trategies for the segmentation of CBCT images comprising struc- 
ures with diverse spatial orientations. The strategy that generally 
esulted in the highest DSCs and lowest MADs was majority voting 
 Table 1 –3 ; Figs. 5 –7). This finding is in agreement with a recent
tudy by Zhou et al., who improved the segmentation of multiple 
rgans in abdominal CT images by training three different CNNs 
nd combining the resulting segmentations [16] . These findings 
re also supported by the study of Mlynarski et al., who reported 
hat a U-Net trained using the majority voting strategy more ac- 
urately segmented various anatomical regions in brain MRI scans 
han with a 2D axial strategy [48] . Majority voting strategies thus 
eem to perform well on various imaging datasets and anatomical 
egions of interest. The high segmentation performance achieved 
y majority voting strategies can be explained by the fact that 
hey combine distinct anatomical features from different orthog- 
nal slices, thereby correcting erroneously labeled voxels in one 
lice if these voxels are correctly labeled in the other two slices. 
Both 2.5D CNN training strategies evaluated in this study re- 
ulted in comparable or worse segmentation performances com- 
ared to training on axial slices. These results are in line with 
hose presented by Desai et al, who reported that their 2.5D strat- 
gy did not lead to more accurate segmentation of femur cartilage 
n MRI scans compared to training with axial slices [49] . However, 
J. Minnema, J. Wolff, J. Koivisto et al. Computer Methods and Programs in Biomedicine 207 (2021) 106192 
Fig. 7. Box and whisker plot of the mean absolute surface deviations (MADs) be- 
tween the gold standard STL models and the STL models acquired using the eight 
different CNN training strategies. MADs were calculated separately for bony struc- 
tures oriented in the axial (a), sagittal (b) and coronal (c) plane. The boxes represent 
the interquartile range and the whiskers represent the lowest and highest MAD. The 






























































8 ontradicting findings were presented by Ben-Cohen et al. [15] and 
u et al. [50] who reported that their 2.5D strategies generally out- 
erformed training on axial slices when segmenting different CT 
nd MR images. Similarly, Zhang et al., showed that their U-Net 
rained with a 2.5D approach resulted in higher DSCs than training 
ith axial slices when segmenting the heart and the spleen [51] . 
hese contradicting findings may be explained by the fact that 
en-Cohen et al., Vu et al., and Zhang et al. segmented relatively 
arge and connected soft tissue structures such as pelvic region or- 
ans or brain tumors, whereas the present study, and the study 
y Desai et al., focused on relatively small and thin structures of 
hich the appearance can differ considerably between consecutive 
lices. The large variations in the shape of thin anatomical struc- 
ures may have impeded the CNNs’ ability to learn spatial relations 
etween multiple adjacent image slices. 
Another interesting finding was that, in all simulated experi- 
ents, training on coronal slices outperformed training on axial 
lices ( Table 1 ). This phenomenon may be due to the fact that 
oronal slices contained more voxels of each inner cylinder com- 
ared to axial slices ( Fig. 1 ), which facilitated segmentation of 
he cylinders. When segmenting the experimental CBCT images, 
he best segmentation results were generally achieved by training 
n slices perpendicular to the orientation of the bony structures 
 Table 3 and Fig. 7 ). A possible explanation could be that structures 
n perpendicular slices are less affected by the partial volume ef- 
ect, resulting in better contrast between the bony structures and 
he surrounding soft structures of the anthropomorphic phantom 
eads. 
The 3D patch-based strategy evaluated in this study resulted 
n the highest mean DSC when segmenting simulated CBCT im- 
ges, whereas it resulted in the lowest mean DSC when segment- 
ng experimental CBCT images ( Table 1 , 2 and Figs. 5 , 6 ). This dif-
erence is likely due to the fact that the simulated CBCT images 
nly comprised inner cylinders with little morphological variation, 
hereas the experimental CBCT images comprised bony structures 
ith large variations in shape, size and intensity. Consequently, op- 
imization of the large number of trainable parameters in the 3D 
-net ( Table 4 ) was challenging with only 8 different CBCT images 
vailable for training. Another recent study that showed that 3D 
NNs are not always better than 2D CNNs was conducted by Mly- 
arski et al., [52] who found that a conventional 3D U-Net did not 
utperform a 2D U-Net when segmenting brain tumors in MR im- 
ges. 
The segmentation performances of the 2D and augmented 2D 
trategies evaluated in this study were comparable between the 
wo CNN architectures, i.e. U-Net and the MS-D network. The ob- 
erved performances are therefore likely to be generalizable to dif- 
erent CNN architectures. This finding is consistent with a recent 
tudy by Isensee et al., who showed that non-architectural modifi- 
ations such as training strategies can be more powerful than using 
ifferent CNN architectures [53] . 
An important advantage of 2D and augmented 2D CNN train- 
ng strategies over 3D strategies are the short computational times 
eeded for training and segmentation ( Table 4 ). In the present 
tudy, training of the 2D CNNs took approximately 7 min per epoch 
nd segmentation of one simulated CBCT image (512 × 512 × 512) 
ook less than 30 s. In comparison, training the 3D U-Net took al- 
ost 3 h per epoch and segmentation of a single CBCT image took 
ore than 4 min. These longer computational times were caused 
y the 3D U-Net’s larger number of trainable parameters and the 
act that more voxels needed to be processed during training and 
egmentation because of the overlapping 3D patches. 
The insights gained from this study will hopefully help clin- 
cians and engineers to choose a suitable CNN training strat- 
gy for the segmentation task at hand. Nevertheless, further re- 
earch is needed to investigate to which extent the results of the 














































resent study can be generalized to other imaging modalities (e.g., 
RI), different anatomical structures, or anisotropic images. An- 
ther possible direction for future research is to assess the im- 
act of different training strategies when simultaneously segment- 
ng multiple anatomical regions, i.e. multi-class segmentation. Fi- 
ally, additional studies are necessary to determine whether the 
ndings of this study also hold when applying different CNN ar- 
hitectures. 
. Conclusion 
The present study provides a comprehensive comparison be- 
ween eight different 2D, augmented 2D and 3D CNN training 
trategies for the segmentation of CBCT scans of the head and neck 
rea. The empirical findings suggest that majority voting is a robust 
NN training strategy that generally results in the best segmenta- 
ion performances. However, if training three separate CNNs is in- 
easible, it is recommended to train on image slices perpendicular 
o the predominant orientation of the anatomical structure of in- 
erest. 
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