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Valeur propre minimale d’une matrice Toeplitz et d’un produit
de matrices de Toeplitz.
Philippe Rambour∗
RE´SUME´
Valeur propre minimale d’une matrice de Toeplitz et d’un produit de ma-
trices de Toeplitz.
Nous donnons une expression asymptotique de la plus petite valeur propre λN,α de la
matrice TN (ϕα) ou` ϕα(e
iθ) = |1 − eiθ|2αc1(e
iθ), avec c1 une fonction strictement positive
suffisamment re´gulie`re et 0 < α < 1
2
. Nous obtenons λN,α ∼ cαN
−2αc1(1) et nous don-
nons un encadrement de cα. Pour obtenir un e´quivalent de la valeur propre minimale nous
donnons et utilisons un the´ore`me qui relie les coefficients de T−1N (ϕα) et ceux de TN(ϕ
−1
α ).
Sous l’hypothe`se α1 + α2 >
1
2
nous obtenons e´galement une expression asymptotique de
la valeur propre minimale de TN (ϕα1)TN (ϕα2).
ABSTRACT
Minimal eigenvalue of a Toeplitz matrix and of a product of Toeplitz ma-
trices.
This paper is essentially devoted to the study of the minimal eigenvalue λN,α of the Toe-
pllitz matrice TN (ϕα) where ϕα(e
iθ) = |1 − eiθ|2αc1(e
iθ) with c1 a positive sufficiently
smooth function and 0 < α < 1
2
. We obtain λN,α ∼ cαN
−2αc1(1) when N goes to the
infinity and we have the bounds of cα. To obtain the asymptotic of λN,α we give a theorem
which suggests that the entries of T−1N (ϕα) and TN(ϕ
−1
α ) are closely related. If α1+α2 >
1
2
we obtain the asymptotic of the minimal eigenvalue of TN (ϕα1)TN (ϕα2).
Mathematical Subject Classification (2000)
Primaire 47B35 ; Secondaire 47B34.
Mots clef
Matrices de Toeplitz, produit de matrices de Toeplitz, valeur propre minimale,
ope´rateurs a` noyau.
1 Introduction
Rappelons que si f est une fonction de L1(T) on appelle matrice de Toeplitz d’ordre N
de symbole f , et on note TN (f), la matrice (N + 1) × (N + 1) telle que (TN (f))k+1,l+1 =
fˆ(l−k) ∀ k, l 0 ≤ k, l ≤ N ou` hˆ(j) de´signe le coefficient de Fourier d’ordre j d’une fonction
h (une bonne re´fe´rence peut eˆtre [2]). Une fonction de L1(T) strictement positive sur le tore est
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appele´e une fonction re´gulie`re. Dans ce travail on s’inte´resse a` l’expression asymptotique de la
valeur propre minimale des matrices de Toeplitz de symbole ϕα avec ϕα(e
iθ) = |1−eiθ|2αc1(e
iθ),
c1 e´tant une fonction re´gulie`re et aussi a` la valeur propre minimale du produit de deux matrices
de ce type. Ce travail comple`te et prolonge les articles [3], [4], [10]et [9].
Dans [3] Bo¨ttcher et Virtanen donnent un e´quivalent quand N tend vers l’infini de la valeur
propre maximale de TN (ϕα) avec −
1
2 < α < 0. La norme ‖TNϕα‖ (qui est aussi la plus grande
valeur propre) est relie´e a` la norme d’un ope´rateur. On a (dans [3] on s’inte´resse a` des α
ne´gatifs)
‖TN (ϕα)‖ ∼ N
−2αC(α)‖Kα‖c1(1),
avec C(α) = Γ(1 + 2α) sin(−πα)π et ou` Kα est l’ope´rateur inte´gral sur L
2(0, 1) de noyau
|x−y|−2α−1. Dans [9] on utilise une ide´e du meˆme type pour obtenir la valeur propre maximale
d’un produit TN (ϕα1)TN (ϕα2) avec −
1
2 < α1, α2 < 0. Dans ce cas on obtient
‖TN (ϕα1)TN (ϕα2)‖ ∼ N
−2α1−2α2C(α1)C(α2)c1(1)c2(1)‖Kα1,α2‖
ou` Kα1,α2 est l’ope´rateur inte´gral sur L
2(0, 1) de noyau
(x, y)→
∫ 1
0
|x− t|2α1−1|t− y|2α2−1dt.
Lorsque α est positif on cherche un e´quivalent de la plus grande valeur propre ΛN,α de la
matrice (TN (ϕα))
−1 dans le but d’obtenir la plus petite valeur propre de TN (ϕα). Pour ce faire
on utilise la fonction de´finie sur [0, 1] × [0, 1] si α > 12 et sur [0, 1] × [0, 1] \ {(x, x)/x ∈ [0, 1]}
pour α ≤ 12 par
Gα(x, y) =
1
Γ2(α)
xαyα
∫ 1
max(x,y)
(t− x)α−1(t− y)α−1
t2α
dt si (x, y) 6= (0, 0),
Gα(0, 0) = 0.
Le lien entre cette fonction et T−1N (ϕα) a e´te´ e´tabli dans [11], [10] et [1]. Dans [4] Bo¨ttcher et
Widom obtiennent un e´quivalent de la valeur propre minimale λN,α de TN (ϕα) avec α ∈ N
∗.
Ils utilisent le re´sultat suivant, e´tabli dans [11] (voir e´galement [1])
Si α ∈ N∗ on a pour tous re´els x et y avec 0 ≤ x, y ≤ 1
T−1N (ϕα)[Nx]+1,[Ny]+1 =
N2α−1
c1(1)
Gα(x, y) + o(N
2α−1)
uniforme´ment pour x et y dans [0, 1].
L’uniformite´ de l’approximation sur [0, 1]× [0, 1] permet d’approcher la plus grande valeur
propre de l’inverse par la norme d’un ope´rateur inte´gral sur L2(0, 1) de noyau Gα(x, y) (cet
ope´rateur e´tant de Hilbert-Schmidt et positif sa norme est aussi sa plus grande valeur propre).
Bo¨ttcher et Widom obtiennent
ΛN,α ∼ ‖G˜α‖N
2α 1
c1(1)
ou` G˜α est l’ope´rateur de noyau Gα.
Dans [10] nous traitons ce dernier proble`me dans le cas ou` α est un re´el non entier strictement
2
supe´rieur a` 12 . Quand l’exposant α est supe´rieur a`
1
2 mais non entier le fait que l’on n’a
pas l’uniformite´ de l’approximation sur tout [0, 1]2 (voir [13]) empeˆche d’utiliser directement
l’approximation par un ope´rateur. On utilise alors une me´thode matricielle ( voir [10]) qui
consiste a` obtenir un e´quivalent quand s tend vers l’infini de (Tr (TN (ϕα))
s)1/s qui, puisque
les valeurs propres sont positives, est e´quivalent a` ΛN,α. On exprime Tr (TN (ϕα))
s au moyen
des puissances de convolution ∗sGα(x, y) ou` pour une fonction f de´finie sur [0, 1]
2 on a
⋆sf(x, y) =
∫ 1
0
∫ 1
0
f(x, x1)
∫ 1
0
f(x1, x2) · · ·∫ 1
0
f(xs−1, xs)f(xs, y)dxsdxs−1 · · · dx2dx1.
On obtient alors
ΛN,α ∼ N
2α 1
c1(1)
lim
s→+∞
(∫ 1
0
⋆sGα(t, t)dt
)1/s
. (1)
Ici nous donnons un e´quivalent de la plus petite valeur propre de TN (ϕα) avec 0 < α <
1
2 .
Pour ce faire nous utilisons le the´ore`me (voir [13])
The´ore`me 1 Pour 0 < α < 12 et c1 ∈ A(T,
3
2 ) nous avons
c1(1)
(
T−1N (ϕα)
)
[Nx]+1,[Ny]+1
= N2α−1Gα(x, y) + o(N
2α−1)
uniforme´ment en (x, y) pour 0 < δ1 ≤ x 6= y ≤ δ2 < 1,
On rappelle que si r ≥ 1 on pose A(T, r) = {h ∈ L2(T) tels que
∑
n∈Z
||n + 1|sgˆ(n)| <∞} .
On peut consulter [7] pour les espaces A(T, r).
Dans le cas qui nous inte´resse ici les indices k, l pour lesquels
(
T−1N (ϕα)
)
k+1,l+1
ne peuvent
pas eˆtre obtenus en fonction de Gα ne sont pas ne´gligeables dans le calcul de la trace, comme
c’est le cas pour α > 12 . Pour obtenir le the´ore`me 3 on de´finit la matrice GN,α est de´finie par
(GN,α)k+1,l+1 = N
2α−1 1
c1(1)
Gα(
k
N ,
l
N ) si k 6= l et (GN,α)k+1,k+1 = 0 et on montre
‖T−1N (ϕα)−GN,α‖ = o(N
2α)
(c’est le lemme 4). On relie ensuite, pour terminer la de´monstration du the´ore`me 3, la matrice
GN,α a` l’ope´rateur de noyau Gα. Pour obtenir le lemme 4 nous avons besoin d’une connaissance
fine des coefficients de la diagonale de la matrice TN (ϕα). Cette e´tude est rendue possible par
une nouvelle e´criture des coefficients du polynoˆme pre´dicteur (on rappelle un peu plus loin
le lien entre le polynoˆme pre´dicteur de ϕα et les coefficients de la matrice T
−1
N (ϕα)) obtenue
dans [14] a` partir des re´sultats de [12]. Cette e´criture permet d’obtenir le the´ore`me 2 qui relie
les coefficients de T−1N (ϕα) et ceux de TN (ϕ
−1
α ). En gros nous obtenons
∀k, l, 0 ≤ k, l ≤ N
(
T−1N (ϕα)
)
k+1,l+1
−
(
TN (ϕ
−1
α )
)
k+1,l+1
= O(N2α−1). (2)
Ce the´ore`me est a` rapprocher de l’e´nonce´ obtenu dans [12] qui dit (d’une manie`re plus pre´cise
qu’ici) que
Tr
(
T−1N (ϕα)
)
− Tr
(
TN (ϕ
−1
α )
)
= O(N2α).
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L’e´quation (2) indique aussi que si le couple (k, l) est au voisinage de la diagonale T−1N (ϕα)k+1,l+1
et TN (ϕ
−1
α )k+1,l+1 ne sont pas tre`s diffe´rents, ce qui est conforme a` l’approximation de Whit-
tle ([15]). Pour ce qui concerne la de´monstration du the´ore`me 3 l’e´galite´ (2) intervient pour
de´montrer le lemme 4. Elle permet d’e´valuer la diffe´rence entre les coefficients
(
T−1N (ϕα)
)
k+1,l+1
et (GN,α)k+1,l+1 quand
|l−k|
N → 0 (dans ce cas le the´ore`me 1 ne peut pas s’appliquer).
D’autre part la proximite´ entre les matrices T−1N (ϕα) et GN,α permet d’approcher le produit
T−1N (ϕα1)T
−1
N (ϕα2) par GN,α1GN,α2 . Si α1+α2 >
1
2 on peut alors relier la norme de ce produit
de matrices avec l’ope´rateur sur L2(0, 1) de noyau Gα1 ⋆ Gα2 .
Rappelons maintenant quelques re´sultats et notations que nous utiliserons dans la suite de
ce travail. On sait (voir [6]) que si c1 > 0 et ln c1 inte´grable sur T alors il existe deux fonctions
gα et g1 telles que ϕα = gαgα et c1 = g1g1 avec gα = (1−χ)
αg1 et g1 ∈ H
2+ (et donc gα ∈ H2+).
On notera ici β
(α)
u le coefficient de Fourier d’ordre u de g−1α . On sait que si u assez grand on a
β
(α)
u = (g1(1))
−1 uα−1
Γ(α) +o(u
α−1) (on pourra se re´fe´rer a` [16]). Dans la suite de l’article on suppo-
sera β
(α)
0 = 1, ce qui simplifie les notations et ne restreint pas la ge´ne´ralite´ des re´sultats. Enfin
il faut remarquer que si f est une fonction a` valeurs re´elles TN (ϕα)k+1,l+1 = TN (ϕα)l+1,k+1 et
TN (ϕα)k+1,l+1 = TN (ϕα)N−l+1,N−k+1. Ces relations traduisent deux syme´tries sur la matrice
TN (ϕα) et donc sur son inverse T
−1
N (ϕα). Nous utiliserons enfin d’une manie`re de´terminante
les proprie´te´s des polynoˆmes pre´dicteurs. Rappelons que si h ∈ L1(T) le polynoˆme pre´dicteur
de h est le polynoˆme trigonome´trique dont les coefficients sont obtenus en divisant les termes
de la premie`re colonne de l’inverse de TN (h) par
(
T−1N (h)
)1/2
1,1
(voir [8]).
Rappelons ici la proprie´te´ fondamentale des polynoˆmes pre´dicteurs ainsi que la formule de
Gohberg-Semencul [5].
Proprie´te´ 1 Si PN de´signe le polynoˆme pre´dicteur de degre´ N du symbole h alors
∀s tel que −N ≤ s ≤ N ĥ(s) =
̂
(
1
|PN |2
)
(s).
On a alors
TN (h) = TN
(
1
|PN |2
)
. (3)
D’autre part si QN est le polynoˆme orthogonal associe´ au poids h rappelons que
QN (z) = z
NPN
(
1
z
)
. (4)
Le calcul des coefficients (TN (f))
−1
k+1,l+1 0 ≤ l, k ≤ N donne donc e´galement les coefficients
des polynoˆmes orthogonaux.
Rappelons la proprie´te´ suivante
Proprie´te´ 2 Quelque soit l’entier naturel N et le complexe z appartenant a` T on a PN (z) 6= 0
et QN (z) 6= 0.
Dans la suite de ce travail nous noterons par χ la fonction θ → eiθ.
4
Proprie´te´ 3 (Gohberg-Semencul) Si KN =
N∑
u=0
ωuχ
u un polynoˆme trigonome´trique de degre´
infe´rieur ou e´gal a` N ne s’annulant pas sur le tore, on a, si 0 ≤ k ≤ l ≤ N
TN
(
1
|KN |2
)−1
k+1,l+1
=
k∑
u=0
ω¯k−uωl−u −
k∑
v=0
ωv+N−lω¯v+N−k.
Si f ∈ L1(T) on remarque que la formule de Gohberg-Semencul et la proprie´te´ 1 permettent
de calculer, en toute ge´ne´ralite´, les coefficients (TN (f))
−1
h+1,l+1 , 0 ≤ h ≤ N, 0 ≤ l ≤ N quand
on connaˆıt les coefficients (TN (f))
−1
k+1,1 0 ≤ k ≤ N.
2 Principaux re´sultats
The´ore`me 2 Soit ϕα(e
iθ) = |1 − eiθ|2αc1(e
iθ) avec 0 < α < 12 et c1 ∈ A(T,
3
2 ). Alors il
existe une fonction hα de´finie sur ]0, 1]
2 telles que pour tout re´el x, y, 0 < x, y < 1 on ait,
uniforme´ment sur tout compact de ]0, 1[2
T−1N (ϕα)[Ny]+1,[Nx]+1 = ϕ̂
−1
α (|[Ny]− [Nx]|) +
N2α−1
c1(1)Γ2(1)
(hα(x, y)) + o(N
2α−1)
avec
hα(x, y) = h1,α(x, y) + h2,α(x, y).
Les fonctions h1,α et h2,α e´tant de´finies par
h1,α(x, y) =
∫ +∞
min(x,y)
tα−1(y − x+ t)α−1dt
et
h2,α(x, y) =
∫ min(x,y)
0
tα−1(y − x+ t)α−1 ((1− t)α − 1) dt
+
∫ min(x,y)
0
(1− t)α−1tα(1− t− y + x)α−1(y − x+ t)αdt
The´ore`me 3 Soit ϕα(e
iθ) = |1 − eiθ|2αc1(e
iθ) avec 0 < α < 12 et c1 ∈ A(T,
3
2). Alors si
λmin,α,N est la valeur propre minimale de TN (ϕα) on a
λmin,α,N = N
−2α‖G˜α‖
−1c1(1) + o(N
−2α)
ou` G˜α est l’ope´rateur sur L
2(0, 1) de noyau Gα.
Si la fonction c1 ve´rifie les meˆmes hypothe`ses que dans le the´ore`me pre´ce´dent nous avons
e´nonce´ dans [13] le lemme
Lemme 1 Si 0 < α < 12 et si
1
2 − α est suffisamment petit nous avons, avec les meˆmes
notations que ci-dessus
‖TN (ϕα)− TN (ϕ1/2)‖ ≤ K
(
1
2
− α
) ∣∣∣ln(1
2
− α
)∣∣∣N.
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Ce lemme et le the´ore`me 3 permettent imme´diatement d’obtenir le corollaire suivant
Corollaire 1 si λmin,1/2,N est la valeur propre minimale de TN (ϕ1/2) on a
λmin,1/2,N =
1
N
‖G˜1/2‖
−1c1(1) + o(
1
N
)
ou` G˜1/2 est l’ope´rateur sur L
2(0, 1) de noyau G1/2.
On peut alors donner les encadrements
Proprie´te´ 4 Pour 0 < α ≤ 12 on obtient
Γ2(α)Γ(2α + 4)
6Γ(1 + 2α)
≥ ‖G˜α‖
−1 ≥
Γ(1 + α)Γ(1 − α)
Γ(1− 2α)
.
Dans la suite si h et g sont deux fonctions de´finies dans L1([0, 1]2) on note par f ⋆ g(x, y) la
fonction (x, y)→
∫ 1
0 f(x, t)g(t, y)dt.
The´ore`me 4 Soient α1 et α2 deux re´els dans [0,
1
2 ] avec 2α1 + 2α2 − 1 > 0 et c1 et c2 sont
deux fonctions re´gulie`res appartenant a` A(T, 32). On pose comme pre´ce´demment
TN (ϕα1) = |1− e
iθ|2α1c1(e
iθ)
TN (ϕα2) = |1− e
iθ|2α2c2(e
iθ)
Alors si λmin,α1,α2 de´signe la valeur propre minimale de TN (ϕα1)TN (ϕα2) on a
λmin,α1,α2 = N
−2α1−2α2Γ2(α1)Γ
2(α2)c1(1)c2(1)‖G˜α1 ⋆ G˜α2‖
−1 + o(N−2α1−2α2).
ou` G˜α1 ⋆ G˜α2 est l’ope´rateur de L
2(0, 1) de noyau Gα1 ⋆ Gα2
Remarque 1 Compte tenu des re´sultats obtenus ici et dans [10] on peut raisonnablement
conjecturer qu’on peut obtenir ce re´sultat pour tout couple d’exposants re´el α1 > 0 et α2 > 0,
avec 2α1 + 2α2 − 1 > 0.
Proprie´te´ 5 Avec les meˆmes hypothe`ses que pour le the´ore`me 4 on obtient
λmin,α1,α2 = N
−2α1−2α2c1(1)c2(1)cα1,α2 + o(N
−2α1−2α2)
avec
Γ(1− α1)Γ(α1 + 1)
Γ(1− 2α1)
Γ(1− α2)Γ(α2 + 1)
Γ(1− 2α2)
min(α1, α2)
α1 + α2
≤ cα1,α2
et
cα1,α2 ≤
1∫ 1
0 (1− t)
2tα1+α2dt
Γ2(α1)∫ 1
0 (1− t)
2t2α1dt
Γ2(α2)∫ 1
0 (1− t)
2t2α2dt
.
ou encore
cα1,α2 ≤
1
63
Γ(α1 + α2 + 4)
Γ(α1 + α2 + 1)
Γ(2α1 + 4)Γ
2(α1)
Γ(2α1 + 1)
Γ(2α2 + 4)Γ
2(α2)
Γ(2α2 + 1)
.
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3 De´monstration du the´ore`me (2)
Dans la de´monstration nous allons supposer que x < y. Nous noterons par PN,α =
N∑
u=0
γ
(α)
u,Nχ
u le polynoˆme pre´dicteur de degre´ N de la fonction ϕα. Pour en savoir plus sur
les polynoˆmes pre´dicteurs on pourra se re´fe´rer a` [8] ou [11]. Nous utiliserons le re´sultat suivant
e´tabli dans [14]
The´ore`me 5 On conside`re une fonction ϕα ve´rifiant les hypothe`ses du the´ore`me 2. Alors il
existe un entier n1, inde´pendant de N , tel que
γ
(α)
k,N = β
(α)
k (1−
k
N
)α (1 + o(1))
pour tout entier k ∈ [0, N − n1], uniforme´ment par rapport a` N .
Remarque 2 Dans la pratique n1 est choisi par rapport a` un re´el ǫ > 0 de manie`re a` ce que
pour tout entier 0 ≤ u ≥ N − n1 on ait β
(α)
u =
1
g1(1)
uα−1
Γ(α) (1 + ru) avec la pre´cision |ru| < ǫ.
Remarque 3 Ce the´ore`me peut alors se lire, n1 e´tant comme dans la remarque 2
∀ǫ > 0 ∃N0 t.q. ∀N ≥ N0 ∀k, 0 ≤ k ≤ N − n1 ∃Rk, |Rk| ≤ ε tel que
γ
(α)
k,N = β
(α)
k (1−
k
N
)α (1 +Rk) .
Nous allons aussi utiliser le the´ore`me suivant qui nous permet de pre´ciser les coefficients γ
(α)
k,N
quand N → +∞ (voir [10]).
The´ore`me 6 Soit ϕα est une fonction ve´rifiant les hypothe`ses du the´ore`me et telle que β
(α)
0 =
1. Si k un entier tel que
k
N
→ 0 on a
γ
(α)
N−k = β
(α+1)
k
α
N
(1 + o(1)) ,
ou` β
(α+1)
k est le coefficient de Fourier d’ordre k de la fonction ϕα+1 = |1− χ|
2(α+1)c1.
Remarque 4 On peut remarquer que si kN → 0 avec k supe´rieur au n1 de la remarque 1 les
the´ore`mes 5 et 6 sont compatibles pour calculer γ
(α)
N+1−k.
Nous allons utiliser maintenant la formule de Gohberg-Semencul (voir l’intoduction), qui nous
permettra de calculer les coefficients de la matrice T−1N (ϕα) en fonction des coefficients γ
(α)
u .
On a, en posant k = [Nx], l = [Ny] et en supposant k ≤ l
(
T−1N (ϕα)
)
k+1,l+1
=
k∑
u=0
γ
(α)
k−u,Nγ
(α)
l−u,N −
k∑
v=0
γ
(α)
v+N−l,Nγ
(α)
v+N−k,N . (5)
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Il vient alors
k∑
u=0
γ
(α)
u,Nγ
(α)
l−k+u,N =
k∑
u=0
β
(α)
u β
(α)
l−k+u +
k∑
u=0
β
(α)
u
(
γ
(α)
l−k+u,N − β
(α)
l−k+u
)
+
+
k∑
u=0
(
γ
(α)
u,N − β
(α)
u
)
γ
(α)
l−k+u,N .
Nous pouvons e´crire, si k assez grand pour que β
(α)
u puisse eˆtre remplace´ par son asymptotique
pour u ≥ k
k∑
u=0
β
(α)
u β
(α)
l−k+u =
+∞∑
u=0
β
(α)
u β
(α)
l−k+u −
+∞∑
u=k+1
β
(α)
u β
(α)
l−k+u
= ϕ̂−1α (l − k)−
N2α−1
Γ2(α)c1(1)
I1,α(x, y) + o(N
2α−1)
avec
I1,α(x, y) =
∫ +∞
x
tα−1(y − x+ t)α−1dt.
Nousavonsensuite
k∑
u=0
β
(α)
u
(
γ
(α)
l−k+u,N − β
(α)
l−k+u
)
=
N2α−1
Γ2(α)c1(1)
I2,α(x, y) + o(N
2α−1)
avec
I2,α(x, y) =
∫ x
0
tα−1(y − x+ t)α−1 ((1− y + x− t)α − 1) dt.
En effet soti k0 un entier inde´pendant de N tel que pour tout u ≥ k0 l’on puisse remplacer
β
(α)
u par son asymptotique. On a k0 ≤ k si x > 0 et N assez grand. On peut alors e´crire
i) si l − k > k0
k0∑
u=0
β
(α)
u
(
γ
(α)
l−k+u,N − β
(α)
l−k+u
)
=
k0∑
u=0
β
(α)
u β
(α)
l−k+u
(
1− (1−
l − k + u
N
)α
)
∼ Nα−1
(y − x)α−1
Γ(α)g1(1)
(1− (1− y + x)α)
k0∑
u=0
β
(α)
u
= O(Nα−1) = o(N2α−1).
ii) Si l − k ≤ k0 alors
k0∑
u=0
β
(α)
u
(
γ
(α)
l−k+u,N − β
(α)
l−k+u
)
= O
(
1
N
)
= o(N2α−1).
Etnfin on obtient
k∑
k0
β
(α)
u
(
γ
(α)
l−k+u,N − β
(α)
l−k+u
)
=
N2α−1
Γ2(α)c1(1)
I2,α(x, y) + o(N
2α−1)
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avec la formule d’Euler et Mac-Laurin. Ces meˆmes me´thodes nous donnent d’une part
k∑
u=0
γ
(α)
u,N − β
(α)
u γ
(α)
l−k+u,N =
N2α−1
Γ2(α)c1(1)
I3,α(x, y) + o(N
2α−1)
avec
I3,α(x, y) =
∫ x
0
(y − x+ t)α−1(1− y + x− t)αtα−1 ((1− t)α − 1) dt,
et d’autre part
k∑
u=0
γ
(α)
N−l+u,Nγ
(α)
N−k+u,N =
N2α−1
Γ2(α)c1(1)
I4,α(x, y) + o(N
2α−1)
avec
I4,α(x, y) =
∫ x
0
tα−1(1− t)α(y − x+ t)α−1(1− y + x− t)αdt.
On peut remarquer que l’uniformite´ annonce´e est fournie par l’uniformite´ de l’approximation
de β
(α)
u par
uα−1
Γ(α)g1(1)
et par le reste de la formule d’Euler et Mac-Laurin. Ceci ache`ve de prouver
le the´ore`me 2. Pour obtenir le the´ore`me 3 nous avons besoin d’une e´tude plus fine de certains
e´le´ments de la matrice T−1N (ϕα). Cela va eˆtre le but du the´ore`me 7 que nous allons e´noncer,
puis de´montrer.
The´ore`me 7 Soit un re´el ǫ strictement positif. Si nǫ est un entier naturel tel que
∀u ≥ nǫ β
(α)
u =
uα−1
Γ(α)g1(1)
(1 +R(u)) avec |R(u)| < ǫ.
Alors pour tout re´el δ → 0 avec Nδ > nǫ il existe une constante C1,α qui ne de´pend que de α
telle que (
T−1N (ϕα)
)
k+1,l+1
≤ C1,α|l − k|
α−1 (Nδ)α
pour tout couple d’entiers naturels k, l avec 0 ≤ min(k, l) < Nδ et 2Nδ < max(k, l) < N−2Nδ.
Remarque 5 La conclusion du the´ore`me 7 peut e´galement s’e´noncer
il existe une constante C1,α qui ne de´pend que de α telle que(
T−1N (ϕα)
)
k+1,l+1
≤ C2,α|ϕ̂α/2(k − l)| (Nδ)
α
pour tout couple d’entiers naturels k, l avec 0 ≤ min(k, l) < Nδ et 2Nδ < max(k, l) < N−2Nδ.
4 De´monstration du the´ore`me 7
On reprend la formule de Gohberg-Semencul (formule 5) avec min(k, l) = k et max(k, l) =
l. Les autres cas se de´duisent de ce cas la` en utilisant les syme´tries de la matrices de Toeplitz
qui se transmettent a` son inverse. On repart de la de´composition
k∑
u=0
γ
(α)
u,Nγ
(α)
l−k+u,N =
k∑
u=0
β
(α)
u β
(α)
l−k+u +
k∑
u=0
β
(α)
u
(
γ
(α)
l−k+u,N − β
(α)
l−k+u
)
+
+
k∑
u=0
(
γ
(α)
u,N − β
(α)
u
)
γ
(α)
l−k+u,N .
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Ecrivons
k∑
u=0
β
(α)
u β
(α)
l−k+u =
k∑
u=0
β
(α)
u
(
(l − k + u)α−1
Γ(α)g1(1)
(1 + o(1))
)
ce qui donne la majoration∣∣∣ k∑
u=0
β
(α)
u β
(α)
l−k+u
∣∣∣≤ (l − k)α−1
Γ(α)|g1(1)|
Nδ∑
u=0
|β(α)u |
ou encore ∣∣∣ k∑
u=0
β
(α)
u β
(α)
l−k+u
∣∣∣≤ (l − k)α−1(Nδ)α
Γ2(α)|c1(1)|
ce qui est aussi ∣∣∣ k∑
u=0
β
(α)
u β
(α)
l−k+u
∣∣∣≤ C|ϕ̂−1α/2(l − k)|(Nδ)α
avec C =
(
Γ(1− α) sin(παπ
)−1 1
Γ2(α)c1(1)
. De meˆme
k∑
u=0
β
(α)
u
(
γ
(α)
l−k+u,N − β
(α)
l−k+u
)
=
k∑
u=0
β
(α)
u
(
(l − k + u)α−1
Γ(α)g1(1)
(
(1−
l − k + u
N
)α − 1
))
(1 + o(1)) .
En proce´dant comme pre´ce´demment on obtient la majoration∣∣∣ k∑
u=0
β
(α)
u
(
γ
(α)
l−k+u,N − β
(α)
l−k+u
)∣∣∣ ≤ |(l − k)α−1
Γ(α)g1(1)
||(1 −
l − k
N
)α − 1|
∣∣∣ k∑
u=0
β
(α)
u
∣∣∣.
Et finalement ∣∣∣ k∑
u=0
β
(α)
u
(
γ
(α)
l−k+u,N − β
(α)
l−k+u
)∣∣∣ ≤ (l − k)α−1(Nδ)α
Γ2(α)|c1(1)|
ou aussi ∣∣∣ k∑
u=0
β
(α)
u
(
γ
(α)
l−k+u,N − β
(α)
l−k+u
)∣∣∣ ≤ C|ϕ̂−1α/2(l − k)|(Nδ)α.
Enfin nos obtenons, avec les meˆmes proce´de´s,∣∣∣ k∑
u=0
(
γ
(α)
u,N − β
(α)
u
)
γ
(α)
l−k+u,N
∣∣∣ ≤ 2(l − k)α−1(Nδ)α
Γ2(α)|c1(1)|
ou ∣∣∣ k∑
u=0
(
γ
(α)
u,N − β
(α)
u
)
γ
(α)
l−k+u,N
∣∣∣ ≤ 2C|ϕ̂−1α/2(l − k)|(Nδ)α.
Reste a` traiter le deuxie`me terme de la formule de Gohberg-Semencul (formule 5). A savoir
k∑
u=0
γ
(α)
N−k+u,Nγ
(α)
N−l+u,N . En utilsant le the´ore`me 6 on obtient
∣∣∣ k∑
u=0
γ
(α)
N−k+u,Nγ
(α)
N−l+u,N
∣∣∣ ≤Mα k∑
u=0
∣∣∣β(α+1)k−u
N
∣∣∣(N − l + u)α−1( l − u
N
)α
≤M ′αN
−1(Nδ)α−1 ≤M ′α|l − k|
α−1(Nδ)α−1.
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En remarquant que Mα et M
′
α ne de´pendent que de α ceci termine la de´monstration du
the´ore`me.
5 De´monstration du the´ore`me 3
5.1 Re´sultats pre´liminaires
Nous allons d’abord devoir obtenir les quatre lemmes suivants
Lemme 2 Si 0 < α, α 6= 1 et 0 ≤ x 6= y ≤ 1 on a
Gα(x, y) ≤ Cα|x− y|
2α−1 avec Cα =
Γ(1− 2α)
Γ(1− α)Γ(α)
Lemme 3 Si 0 < α < 12 et 0 < x 6= y ≤ 1 il existe une constante H, inde´pendante de x et y
telle que
|hα(x, y)| ≤ H|y − x|
α−1.
Preuve du lemme 2 : Pour la de´monstration de ce lemme nous supposerons 0 ≤ x < y ≤ 1.
Il est alors clair que∫ 1
y
(t− x)α−1(t− y)α−1
t2α
dt ≤
1
y2α
∫ 1
y
(t− x)α−1(t− y)α−1dt
Nous allons nous concentrer sur l’inte´grale
∫ 1
y (t− x)
α−1(t− y)α−1dt. En utilisant des change-
ments de variables successifs nous obtenons :∫ 1
y
(t− x)α−1(t− y)α−1dt = (y − x)α−1
∫ 1−x
y−x
hα−1
(
h
y − x
− 1
)α−1
dh
= (y − x)2α−1
∫ 1−x
y−x
1
uα−1(u− 1)α−1du
= (y − x)2α−1
∫ 1
y−x
1−x
v−2α(1− v)α−1dv.
Et puisque ∫ 1
0
v−2α(1− v)α−1dv =
Γ(1− 2α)Γ(α)
Γ(1− α)
nous pouvons e´crire
Gα(x, y) ≤
xα
yα
Γ(1− 2α)Γ(α)
Γ(1− α)
(y − x)2α−1
≤
Γ(1− 2α)
Γ(1− α)Γ(α)
(y − x)2α−1.
✷
Preuve du lemme 3 : En remarquant que si t > 1 alors y − x+ t > t(y − x) nous avons, en
supposant encore cette fois que 0 < x < y < 1,
|h1,α(x, y)| =
∫ +∞
x
tα−1(y − x+ t)α−1dt ≤
(∫ 1
0
tα−1dt+
∫ +∞
1
t2α−1dt
)
(y − x)α−1dt.
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Nous avons d’autre part∫ x
0
tα−1(y − x+ t)α−1 ((1− t)α − 1) dt ≤ (y − x)α−1
∫ 1
0
tα−1 ((1− t)α − 1) dt.
Ensuite, en remarquant que l’on a t < x⇒ 1− t > 1− x > y − x on peut e´crire
∣∣∣∫ x
0
(1− t)α−1tα(1− t− y + x)α−1(y − x+ t)αdt
∣∣∣
≤ (y − x)α−1
∫ x
0
tα(1− t− y + x)α−1dt
≤(y − x)α−1
∫ x
0
(1− t− y + x)α−1dt
≤(y − x)α−1
(
(1− y)α
α
+
(1− y + x)α
α
)
≤
2
α
.(y − x)α−1
C’est a` dire que
|h2,α(x, y) ≤ (y − x)
α−1
(
2
α
+
∫ 1
0
tα−1 ((1− t)α − 1) dt
)
.
Ce qui donne la majoration annonce´e. ✷
5.2 Un Lemme d’approximation.
Soit δ un re´el suffisamment petit. Pour la suite de la de´monstration nous allons introduire
les sous-ensembles suivants de [0, N ]2 ∩ N, les intervalles utilise´s ici e´tant des intervalles de N
et N1 de´signant la partie entie`re de Nδ.
1.
I1,δ = [0, 2N1]
2, I2,δ = [N − 2N1, N ]
2,
I3,δ = [N − 2N1, N ]× [0, 2N1], I4,δ = [0, 2N1]× [N − 2N1, N ],
2.
L1,δ = {(i, j)/0 ≤ i ≤ N1, 2N1 ≤ j ≤ N − 2N1},
L2,δ = {(i, j)/2N1 ≤ i < N − 2N1, 0 ≤ j ≤ N1},
L3,δ = {(i, j)/N −N1 ≤ i ≤ N, 2N1 ≤ j ≤ N − 2N1},
L4,δ = {(i, j)/2N1 ≤ i ≤ N − 2N1, N −N1 ≤ j ≤ N}.
3.
∆δ = {(i, j) ∈ N
2/0 ≤ |i− j| ≤ N1}.
4.
Dδ = ∆δ \ (I1,δ ∪ I2,δ) .
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5.
Cδ = [0, N ]
2 \ Jδ
avec
Jδ = ∆δ ∪
(
∪4h=1Ih,δ
)
∪
(
∪4h=1Lh,δ
)
.
Le the´ore`me 3 est alors la conse´quence du lemme
Lemme 4 Si GN,α de´signe la matrice (N+1)×(N+1) de´finit pour tout entier k, l 0 ≤ k, l ≤ N
par (GN,α)k+1,l+1 = N
2α−1 1
c1(1)
Gα(
k
N ,
l
N ) si k 6= l et (GN,α)k+1,k+1 = 0. Alors
‖T−1N (ϕα)−GN,α‖ = o(N
2α).
Remarque 6 On sait que T−1N (ϕα) est une matrice diagonalisable, dont les valeurs propres
sont srtictement positives et on a ‖T−1N (ϕα)‖ = ΛN,α si ΛN,α de´signe la plus grande de ces
valeurs propres. D’autre part GN,α est une matrice syme´trique donc diagonalisable a` valeurs
propres re´elles. Si Λ˜N,α de´signe la valeur propre maximale de cette matrice il est clair que
‖GN,α‖ = |Λ˜N,α|. Le lemme 4 implique donc que
∣∣∣ΛN,α − |Λ˜N,α|∣∣∣= o(N2α). La suite de la
de´monstration, apre`s la preuve du lemme 4, sera donc consacre´e a` l’estimation de |Λ˜N,α|.
Preuve du lemme 4 : Posons T−1N (ϕα)−GN,α, = HN,α et conside´rons un re´el δ > 0 qui tend
vers ze´ro. On a
‖HN,α‖ = max
‖x‖=‖y‖=1
〈HN,α(x)|y〉.
Ecrivons
〈HN,α(x)|y〉 =
N∑
i=0
 N∑
j=0
(HN,α)i+1,j+1xj+1
 yi+1.
Nous allons maintenant utiliser la de´composition
N∑
i=0
 N∑
j=0
(HN,α)i+1,j+1xj+1
 yi+1 = ∑
(i,j)∈Cδ
(HN,α)i+1,j+1xj+1yi+1
+
∑
(i,j)∈Dδ
(HN,α)i+1,j+1xj+1yi+1 +
4∑
k=1
∑
(i,j)∈Ik,δ
(HN,α)i+1,j+1xj+1yi+1,
+
2∑
k=1
∑
(i,j)∈Lk,δ
(HN,α)i+1,j+1xj+1yi+1.
Avec le the´ore`me 1 et la de´finition de GN,α on ve´rifie facilement que∣∣∣ ∑
(i,j)∈Cδ
(HN,α,δ)i+1,j+1xi+1yj+1
∣∣∣ ≤ max
(i,j)∈Cδ
|(HN,α)i+1,j+1|
∑
0≤i≤N,0≤j≤N
|xi+1yj+1| = o(N
2α−1).
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Nous avons d’autre part∣∣∣ ∑
(i,j)∈Dδ
(HN,α)i+1,j+1xi+1yj+1
∣∣∣ ≤∣∣∣ ∑
(i,j)∈Dδ
(
T−1N (ϕα)
)
i+1,j+1
xi+1yj+1
∣∣∣
+
∣∣∣ ∑
(i,j)∈Dδ
(GN,α,δ)i+1,j+1xi+1yj+1
∣∣∣
≤
∑
(i,j)∈Dδ
∣∣∣ϕ̂−1α (i− j) +N2α−1hα( i+ 1
N
,
j + 1
N
)
∣∣∣|xi+1||yj+1|
+
∑
(i,j)∈Dδ
∣∣∣(GN,α,δ)i+1,j+1∣∣∣|xi+1||yj+1|
On a vu dans le lemme 2 que
(GN,α)i+1,j+1 ≤ Cα|
k − i
N
|2α−1N2α−1.
D’ou` ∑
(i,j)∈Dδ
∣∣∣(GN,α)i+1,j+1∣∣∣|xi+1||yj+1| ≤ CαN2α−1 ∑
(i,j)∈Dδ
∣∣∣ i− j
N
∣∣∣2α−1|xi+1||yj+1|
≤ CαN
2α
∫ δ
−δ
t2α−1dt = O(N2αδ2α) = o(N2α).
De meˆme on a, en utilisant cette fois le lemme 3
∑
(i,j)∈Dδ
∣∣∣N2α−1hα( i+ 1
N
,
j + 1
N
)
∣∣∣|xi+1||yj+1| ≤ C ′αN2α ∫ δ
−δ
tα−1dt = O(N2αδα) = o(N2α).
Enfin, puisque ϕ̂α(u) = O(u
2α−1) si u assez grand on a :∣∣∣ ∑
(i,j)∈Dδ
∣∣∣ϕ̂−1α (i− j)∣∣∣xi+1yj+1∣∣∣ = O(N2αδ2α) = o(N2α).
Conside´rons maintenant, quelque soit l’entier k, 1 ≤ k ≤ 4, la quantite´∣∣∣ ∑
(i,j)∈Lk,δ
(HN,α)i+1,j+1xi+1yj+1
∣∣∣ ≤∣∣∣ ∑
(i,j)∈Lk,δ
(
T−1N (ϕα)
)
i+1,j+1
xi+1yj+1
∣∣∣
+
∣∣∣ ∑
(i,j)∈Lk,δ
(GN,α)i+1,j+1xi+1yj+1
∣∣∣
On obtient, avec le the´ore`me 7∣∣∣ ∑
(i,j)∈Lk,δ
(
T−1N (ϕα)
)
i+1,j+1
xj+1yi+1
∣∣∣ ≤ C1,α(Nδ)α ∑
(i,j)∈Lk,δ
|i− j|α−1|xj+1yi+1|.
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En e´crivant, si par exemple k = 1,
∑
(i,j)∈L1,δ
|i− j|α−1|xj+1yi+1| =
N−2N1∑
v=N1
vα−1
(
N1∑
i=0
|yv+i||xi|
)
on obtient, puisque ‖x‖ = ‖y‖ = 1,∣∣∣ ∑
(i,j)∈L1,δ
(
T−1N (ϕα)
)
i+1,j+1
xj+1yi+1
∣∣∣ = O ((N2αδα) .
Toujours en utilisant le lemme 2 on obtient∑
(i,j)∈L1,δ
∣∣∣(GN,α)i+1,j+1∣∣∣|xi+1||yj+1| ≤ Cα ∑
(i,j)∈L1,δ
|i− j|2α−1|xi+1||yj+1|.
Nous allons majorer cette somme pour (i, j) ∈ [0, N1] × [2N1, N − 2N1] = L1,δ. Le re´sultat
s’e´tendra sur tout L2,δ,L3,δ, L4,δ en utilisant les meˆmes types de calculs. En remarquant que
puisque |i− j| ≥ Nδ impliqueN−2Nδ∑
j=2Nδ
|i− j|4α−2
1/2 < (Nδ)2α−1
N−2Nδ∑
j=2Nδ
1
1/2 ≤ (Nδ)2α1−1/2
et en se souvenant que
Nδ∑
i=0
|xi| ≤
(
Nδ∑
i=0
|xi|
2
)1/2( Nδ∑
i=0
1
)1/2
On obtient∑
(i,j)∈L1,δ
|i− j|2α−1|xi+1||yj+1| =
Nδ∑
i=0
|xi|
N−2Nδ∑
j=2Nδ
|i− j|2α−1|yj |
≤
Nδ∑
i=0
|xi|
N−2Nδ∑
j=2Nδ
|i− j|4α−2
1/2N−2Nδ∑
j=2Nδ
|yj |
2
1/2
≤
Nδ∑
i=0
|xi|(Nδ)
2α−1/2
≤ (Nδ)1/2(Nδ)2α−1/2 = (Nδ)2α = o(N2α).
En utilisant le lemme 2 on obtient, pour k = 1∣∣∣ ∑
(i,j)∈I1,δ
(GN,α)i+1,j+1xj+1yi+1
∣∣∣ ≤ Cα ∑
(i,j)∈I1
|i− j|2α−1|xj+1yi+1|
et il vient∣∣∣ ∑
(i,j)∈I1,δ
(GN,α)i+1,j+1xj+1yi+1
∣∣∣ ≤ CαN2α ∫ δ
−δ
t2α−1dt = O
(
(Nδ)2α
)
= o(N2α).
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Les sommes portant sur L2,δ, L3,δ et L4,δ se traitent de meˆme.
Nous devons maintenant e´valuer les quantite´s∣∣∣ ∑
(i,j)∈Ik,δ
(
T−1N (ϕα)
)
i+1,j+1
xj+1yi+1
∣∣∣
pour k ∈ {1, 2, 3, 4}. Des calculs pre´cis utilisant les the´ore`mes 5 et 6 permettent d’obtenir que∣∣∣ ∑
(i,j)∈Ik,δ
(
T−1N (ϕα)
)
i+1,j+1
xj+1yi+1
∣∣∣ = o(N2α)
(voir l’appendice). Ce qui ache`ve la de´monstration du lemme. ✷
5.3 De´monstration du the´ore`me 3 proprement dit
Rappelons tout d’abord le lemme (voir [3])
Lemme 5 Soit AN = (ai,j)
N−1
i,j=0 une matrice N×N a` coefficients complexes. Soit GN l’ope´rateur
inte´gral sur L2[0, 1] de noyau
gN (x, y) = a[Nx],[Ny], (x, y) ∈ (0, 1)
2.
Alors la norme de la matrice AN et la norme de l’ope´rateur GN ve´rifient l’e´galite´ ‖AN‖ =
N‖GN‖.
Donnons nous un re´el µ ve´rifiant 1 > µ > 1 − α et conside´rons les ope´rateurs sur L2(0, 1)
G1N,α, G
2
N,α, (G˜N,α)
1 et (G˜N,α)
2 dont les noyaux g1N,α, g
2
N,α, (g˜N,α)
1 et (g˜N,α)
2sont de´finis par
g1N,α(x, y) =
{
N−2α+1GN,α([Nx], [Ny]) si |x− y| > N
µ−1
0 sinon
g2N,α(x, y) =
{
N−2α+1GN,α([Nx], [Ny]) si |x− y| < N
µ−1
0 sinon
(g˜N,α)
1(x, y) =
{
Gα(x, y) si |x− y| > N
µ−1
0 sinon
(g˜N,α)
2(x, y) =
{
Gα(x, y) si 0 < |x− y| < N
µ−1
0 sinon
Dans la suite nous poserons xN =
[Nx]
N , yN =
[Ny]
N , et supposerons y > x. Il nous faut d’abord
montrer que
‖G1N,α − (G˜N,α)
1‖ = o(1), (6)
c’est a` dire que |Gα(xN , yN )−Gα(x, y)| = o(1) uniforme´ment pour |x− y| > N
µ−1.
Dans un premier temps e´tudions, |xαN − x
α|yα
∫ 1
y
(t−x)α−1(t−y)α−1
t2α dt. On a facilement
yα
∫ 1
y
(t− x)α−1(t− y)α−1
t2α
dt ≤ y(y − x)α−1
∫ 1
y
(t− y)α−1
tα+1
dt
≤ (Nµ−1)α−1(1− y)α
1
yα
y = O((Nµ−1)α−1
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et finalement si xN ≥
1
N le the´ore`me des accroissements finis donne si µ > α− 1
|xαN − x
α|yα
∫ 1
y
(x− t)α−1(y − t)α−1
t2α
dt = O(
1
Nα−1
)
1
N
N (µ−1)(α−1) = O(N (µ−1)(α−1)−α).
Par contre si xN <
1
N on a aussi xN = 0 et
|xN − x|y
α
∫ 1
y
(x− t)α−1(y − t)α−1
t2α
dt = O(
1
Nα
)N (µ−1)(α−1) = O(N (µ−1)(α−1)−α)
On ve´rifie que si µ > 1− α alors O(N (µ−1)(α−1)−α) = o(1).
Nous avons de meˆme
|yαN − y
α|xαN
∫ 1
y
(x− t)α−1(y − t)α−1
t2α
dt
≤ xN |y
α
N − y
α|O(Nµ−1)α−1
(1− y)α
yα
= O(Nµ−1)α−1N−α = o(1).
Il nous faut ensuite conside´rer
xαNy
α
N
∫ y
yN
(t− x)α−1(t− y)α−1
t2α
dt ≤ O(N (µ−1)(α−1))
∫ y
yN
(t− y)α−1dt
= O(N (µ−1)(α−1)N−α) = o(1)
avec l’hypothe`se faite sur µ. Conside´rons maintenant la de´composition
xαNy
α
N
∫ 1
y
(t− x)α−1(t− y)α−1 − (t− xN )
α−1(t− yN )
α−1
t2α
dt =
xαNy
α
N
∫ 1
y
(t− x)α−1
(
(t− y)α−1 − (t− yN
)
)α−1
t2α
dt
+ xαNy
α
N
∫ 1
y
(
(t− x)α−1 − (t− xN )
α−1
)
(t− y)α−1
t2α
dt
= I1 + I2.
On ve´rifie facilement que
|I1| ≤ O(N
(µ−1)(α−1))
∫ 1
y
|(t− y)α−1 − (t− yN )
α−1|dt
≤ O(N (µ−1)(α−1))
∫ 1
y
(
(t− y)α−1 − (t− yN)
α−1
)
dt
≤ O
(
N (µ−1)(α−1) ((1− y)α − (1− yN)
α)
)
Si 1N ≤ 1−y alors
1
N ≤ 1−yN et ((1− y)
α − (1− yN)
α) = αcα−1N
1
N avec cN ≥
1
N . Nous pouvons
finalement conclure que |I1| = O(N
(µ−1)(α−1)N−α) et puisque µ > α−1 on a (µ−1)(α−1) < α,
c’est a` dire que |I1| = o(1).
Si 1N > 1 − y alors
1
N ≥ 1 − yN et ((1− y)
α − (1− yN )
α) = O(N−α) ce qui nous rame`ne au
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cas pre´ce´dent.
Occupons nous maintenant de l’inte´grale I2. Nous pouvons e´crire, graˆce au the´ore`me des
accroissements finis,
|I2| ≤
∫ 1
y
|(t− x)α−1 − (t− xN )
α−1|(t− y)α−1dt
≤
∫ 1
y
cα−2N (t)
1
N
(α− 1)(t− y)α−1dt
avec Nµ−1 < y−x < t−x < cN (t) < t−xN . Ce qui donne finalement |I2| = O(N
(µ−1)(α−1)) =
o(1). En combinant les diverses majorations obtenues on obtient l’e´quation 6.
Il nous faut maintenant e´tudier ‖G2N,α‖. On montre comme dans [3] que pour estimer cette
norme il suffit d’estimer ‖G3N,α‖ ou` G
3
N,α est la matrice de´finie par
(G3N,α)k+1,l+1 =
{
N−2α+1Gα(k, l) si 0 < |k − l| ≤ N
µ
0 sinon
En se rapportant a` la de´monstration du lemme 4 on comprend que ‖G3N,α‖ = o(N
2α)N−2α+1 =
o(N) et donc ‖G2N,α‖ = o(1) en utilisant le lemme 5.
Enfin avec le lemme 2 on obtient ‖(G˜2N,α)‖ est majore´e par O(‖K
2
α‖) ou` K
2
α est l’ope´rateur
dans L2(0, 1) de noyau (k2α) de´fini par
(k2α)(x, y) =
{
|x− y|2α−1 si |x− y| < Nµ−1
0 sinon
On sait d’autre part que ‖K2α‖ = o(1)(voir [3]), ce qui ache`ve de de´montrer la proprie´te´.
6 De´monstration du corollaire 4
En utilisant le lemme 2 et le the´ore`me 1 on obtient
ΛN,α ≤
N2α
Γ(α)c1(1)
Γ(1− 2α)
Γ(1− α)
‖Kα‖.
Comme l’on sait que ‖Kα‖ ≤
1
α (voir [3]) on en de´duit la majoration
ΛN,α ≤
N2α
Γ(α)c1(1)
Γ(1− 2α)
Γ(1− α)
1
α
.
et donc la minoration de la plus petite valeur propre de TN
(
|1− χ|2αc
)
D’autre part nous pouvons e´crire ‖G˜α‖ ≥ ‖G˜α(1)‖ si 1 de´signe la fonction constante e´gale a` 1.
En re´utilisant la minoration de Gα(x, y) utilise´e dans [10] pour minorer ΛN,α quand α ∈]
1
2 , 1[
(paragraphe 7.1) (a` savoir Gα(x, y) ≥ x
αyα(1−x)(1−y)) , minoration qui est toujours valable
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ici, il vient
‖G˜α(1)‖ ≥
(∫ 1
0
x2α(1− x)2(
∫ 1
0
yα(1− y)dy)dx
)1/2
≥
(∫ 1
0
x2α(1− x)2(
∫ 1
0
y2α(1− y)2dy)dx
)1/2
≥
∫ 1
0
x2α(1− x)2dy =
6Γ(1 + 2α)
Γ(2α + 4)
.
7 De´monstration du the´ore`me 4
Comme dans la de´monstration du lemme 4 nous de´finissons les deux matrices GN,α1 et
GN,α2 par
(GN,α1)k+1,l+1 = N
2α1−1 1
c1(1)
Gα1(
k
N
,
l
N
) si k 6= l et (GN,α1)k+1,k+1 = 0.
(GN,α2)k+1,l+1 = N
2α1−1 1
c1(1)
Gα2(
k
N
,
l
N
) si k 6= l et (GN,α2)k+1,k+1 = 0.
En utilisant le lemme 4 de la de´monstration du the´ore`me 3 il vient
‖T−1N (ϕα1)T
−1
N (ϕα2)−GN,α1GN,α2‖ =
= ‖T−1N (ϕα1)T
−1
N (ϕα2)− T
−1
N (ϕα1)GN,α2 + T
−1
N (ϕα1)GN,α2 −GN,α1GN,α2‖
≤ ‖T−1N (ϕα1)
(
T−1N (ϕα2)−GN,α2
)
‖+ ‖GN,α2
(
T−1N (ϕα1)−GN,α1
)
‖
≤ O(N2α1)o(N2α2) +O(N2α2)o(N2α1) = o(N2α1+2α2).
Nous sommes donc ramene´ a` e´valuer ‖GN,α1GN,α2‖. Pour ce faire notons l’ope´rateur GN,α1+α2
de´fini sur L2(0, 1) par
(x, y)→ N2α1+2α2−1
∑
h 6=[Nx],h 6=[Ny]
(GN,α1)[Nx]+1,h(GN,α2)h,[Ny]+1.
Nous allons en fait montrer que
‖GN,α1+α2 − G˜α1 ⋆ G˜α2‖ = o(1). (7)
Reprenons la notation xN =
[Nx]
N et yN =
[Ny]
N , supposons que y > x et donnons nous un re´el
δ ∈]0, 1[. Posons Jδ,xN =]xN −
[Nδ]
N , xN +
[Nδ]
N [ et Jδ,yN =]yN −
[Nδ]
N , yN +
[Nδ]
N [. Nous noterons
NJδ,xN =][Nx] − [Nδ], [Nx] + [Nδ][ et NJδ,yN =][Ny] − [Nδ], [Ny] + [Nδ][. Conside´rons les
ope´rateurs sur L2(0, 1) G1N,δ,α1+α2 , G
2
N,δ,α1+α2
, de noyaux respectifs g1N,α1+α2,δ, g
2
N,α1+α2,δ
, qui
sont de´finis par
g1N,α1+α2,δ(x, y) =
1
N
∑
h∈[0,N ]\(NJδ,xN∪NJδ,yN )
Gα1(xN ,
h
N
)Gα2(
h
N
, yN ),
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et
g2N,α1+α2,δ(x, y) =
1
N
∑
h∈NJδ,xN∪NJδ,yN
Gα1(xN ,
h
N
)Gα2(
h
N
, yN ).
Conside´rons tout d’abord la diffe´rence
D = g1N,α1+α2,δ(x, y)−
∫
[0,1]\(Jδ,xN∪Jδ,yN )
Gα1(x, t)Gα2(t, y)dt.
Nous pouvons e´crire
D =
∑
h∈[0,N−1]\(NJδ,xN∪NJδ,yN )
∫ (h+1)/N
h/N
(
Gα1(xN ,
h
N
)Gα2(
h
N
, yN )−Gα1(x, t)Gα2(t, y)
)
dt
=
∑
h∈[0,N−1]\(NJδ,xN∪NJδ,yN )
∫ (h+1)/N
h/N
(
Gα1(xN ,
h
N
)−Gα1(x, t)
)
Gα2(
h
N
, yN )dt
+
∑
h∈[0,N−1]\(NJδ,xN∪NJδ,yN )
∫ (h+1)/N
h/N
Gα1(x, t)
(
Gα2(
h
N
, yN )−Gα2(t, y)
)
dt.
En remarquant que si t ∈ [ hN ,
h+1
N ] alors [Nt] = h nous pouvons e´crire, en utilisant les
re´sultats acquis dans la de´monstration du the´ore`me 3, que |Gα1(xN ,
h
N ) − Gα1(x, t)| = o(1)
et |Gα2(
h
N , yN ) − Gα2(t, y)| = o(1) uniforme´ment en x, y, t (en effet si |x − t| > δ alors
|x− t| > Nµ−1 si N assez grand) . D’ou` si ǫ > 0 assez petit et N suffisamment grand
∑
h∈[0,N−1]\(NJδ,xN∪NJδ,yN )
∫ (h+1)/N
h/N
(
Gα1(xN ,
h
N
)−Gα1(x, t)
)
Gα2(
h
N
, yN )dt
≤
∑
h∈[0,N ]\(NJδ,xN∪NJδ,yN )
ǫ
∫ (h+1)/N
h/N
Gα2(t, y)dt+ ǫ.
uniforme´ment en x et y.
D’autre part , en utilisant le lemme 2, on a :∫ 1
0
Gα2(t, y)dt = O
(∫ 1
0
|t− y|2α2−1dt
)
= O(1).
En traitant de meˆme le terme∑
h∈[0,N−1]\(NJδ,xN∪NJδ,yN )
∫ (h+1)/N
h/N
Gα1(x, t)
(
Gα2(
h
N
, yN )−Gα2(t, y)
)
dt
on obtient |D| = o(1) uniforme´ment en x et y.
D’autre part il vient, toujours avec le lemme 2
|g2N,α1+α2,δ(x, y)| ≤
1
N
∑
h∈NJδ,xN∪NJδ,yN
∣∣∣xN − h
N
∣∣∣2α1−1∣∣∣ h
N
− yN
∣∣∣2α2−1.
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En utilisant la monotonie de la fonction t→ |x−t|2α1−1|x−t|2α2−1 comme dans [9], on obtient∑
h∈NJδ,xN∪NJδ,yN )
|xN−
h
N
|2α1−1|
h
N
−yN |
2α2−1 ∼
∫
(Jδ,xN∪Jδ,yN )
|x−t|2α1−1|x−t|2α2−1dt = O(δ).
En faisant maintenant tendre δ vers ze´ro et en utilisant encore une fois le lemme 2 pour obtenir
la convergence de l’inte´grale on obtient (7).
8 De´monstration du the´ore`me 5
On a obtenu dans [9] l’encadrement suivant
Lemme 6 Si 0 < α1 ≤ α2 <
1
2 et x 6= y nous avons
|x− y|2α1+2α2−1 ≤
∫ 1
0
|x− t|2α1−1|y − t|2α2−1dt ≤ Hα1,α2 |x− y|
2α1+2α2−1
avec Hα1,α2 =
1
α1
+ 1α2 .
Ce lemme fournit une majoration imme´diate de ‖GN,α1 ⋆ GN,α2‖. Pour minorer cette norme
on peut remarquer qu’elle est supe´rieure a` ‖(GN,α1 ⋆GN,α2)1‖ que l’on peut minorer, toujours
en utilisant les minorations de [10], par(∫ 1
0
(∫ 1
0
(Gα1 ⋆ Gα2)(x, y)dy
)2
dx
)1/2
≥
(∫ 1
0
(∫ 1
0
(∫ 1
0
xα1(1− x)tα1+α2(1− t)2yα2(1− y)dt
)
dy
)2
dx
)1/2
≥
(∫ 1
0
x2α1(1− x)2dx
)1/2(∫ 1
0
yα2(1− y)dx
)(∫ 1
0
tα1+α2(1− t)2dx
)
≥
(∫ 1
0
x2α1(1− x)2dx
)(∫ 1
0
y2α2(1 − y)2dx
)(∫ 1
0
tα1+α2(1 − t)2dx
)
ce qui ache`ve la de´monstration.
9 Appendice
Nous devons majorer les quantite´s∣∣∣ ∑
(i,j)∈Ik,δ
(
T−1N (ϕα)
)
i+1,j+1
xj+1yi+1
∣∣∣
pour k ∈ {1, 2, 3, 4}. Nous allons nous concentrer sur∣∣∣ ∑
(i,j)∈I1,δ
(
T−1N (ϕα)
)
i+1,j+1
xj+1yi+1
∣∣∣
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Pour cela` nous devons majorer avec pre´cision les quantite´s
(
T−1N (ϕα)
)
i+1,j+1
pour (i, j) ∈ I1,δ.
Utilisons encore la formule (5). En supposant i ≤ j, le the´ore`me 5 permet d’e´crire
i∑
u=0
γ
(α)
i−uγ
(α)
j−u =
(
i∑
u=0
β
(α)
i−uβ
(α)
j−u
)
(1 + o(1)) .
Notons k0 de´signe un entier tel que β
(α)
k puisse eˆtre remplace´ par son asymptotique pour
k ≥ k0. Nous sommes amene´s a` distinguer quatre cas.
• Si j ≥ i ≥ k0 et 0 ≤ j − i ≤ k0 on e´crit
i∑
u=0
β
(α)
i−uβ
(α)
j−u =
i∑
u=i−k0+1
β
(α)
i−uβ
(α)
j−u +
i−k0∑
u=0
β
(α)
i−uβ
(α)
j−u.
En posant M1 =
∑
0≤h1≤k0,0≤h2≤2k0
∣∣∣β(α)i−uβ(α)j−u∣∣∣ on obtient
∣∣∣ i∑
u=i−k0+1
β
(α)
i−uβ
(α)
j−u
∣∣∣ ≤ M1 = (M1k1−α0 )kα−10
≤ (M1k
1−α
0 )(j − i)
α−1 ≤ (M1k
1−α
0 )|j − i|
2α−1
et avec le lemme 6∣∣∣i−k0∑
u=0
β
(α)
i−uβ
(α)
j−u
∣∣∣ ∼ N2α−1
Γ2(α)c1(1)
∫ x
0
(x− t)α−1(y − t)α−1dt ≤ Hα1,α2 |j − i|
2α−1
en posant x = iN et y =
j
N .
•• Si 0 ≤ i < k0 et 0 ≤ j − i ≤ k0 on peut alors e´crire, en remarquant que∣∣∣ i∑
u=0
β
(α)
i−uβ
(α)
j−u
∣∣∣ ≤M1
et comme pre´ce´demment
M1 ≤ (M1k
1−α
0 )|j − i|
2α−1.
• • • Si j ≥ i ≥ k0 et j − i ≥ k0 on e´crit
i∑
u=0
β
(α)
i−uβ
(α)
j−u =
i∑
u=i−k0+1
β
(α)
i−uβ
(α)
j−u +
i−k0∑
u=0
β
(α)
i−uβ
(α)
j−u.
Si M2 = max0≤h≤k0 |β
(α)
h | nous pouvons e´crire∣∣∣ i∑
u=i−k0+1
β
(α)
i−uβ
(α)
j−u
∣∣∣ ≤M2 i∑
u=i−k0+1
|j − u|α−1
≤M2k0|j − i|
α−1 ≤M2k0|j − i|
2α−1,
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et de plus, toujours avec le lemme 6
i−k0∑
u=0
β
(α)
i−uβ
(α)
j−u ∼
N2α−1
Γ2(α)c1(1)
∫ x
0
(x− t)α−1(y − t)α−1dt ≤ Hα1,α2 |j − i|
2α−1
par des calculs de´ja` vu et toujours en posant en posant x = iN et y =
j
N .
• • •• Si 0 ≤ i < k0 et j − i ≥ k0. On peut alors e´crire∣∣∣i
u=0
β
(α)
i−uβ
(α)
j−u
∣∣∣ ∼ |j − i|α−1
Γ(α)c1(1)
k0∑
v=0
|β(α)v |.
On obtient finalement∣∣∣ ∑
(i,j)∈I1,δ
(
i∑
u=0
γ
(α)
i−uγ
(α)
j−u
)
xi+1yj+1
∣∣∣
≤ O
(
N2α
∫ δ
−δ
t2α−1dt
)
= O
(
(Nδ)2α
)
= o(N2α).
Enfin le the´ore`me 6 permet d’e´crire, toujours si i ≤ j
i∑
v=0
γ
(α)
v+N−jγ
(α)
v+N−i ∼
i∑
v=0
β
(α+1)
j−v
N
β
(α+1)
i−v
N
=
O((Nδ)2α+1)
N2
= o(N2α−1).
On obtient alors
∣∣∣ ∑
(i,j)∈I1,δ
N−j+i∑
u=N−j
γ(α)u γ
(α)
u+j−i
xi+1yj+1∣∣∣ ≤ o(N2α−1) ∑
(i,j)∈I1,δ
|xi+1yj+1| = o(N
2α−1)
puisque
∑
(i,j)∈I1,δ
|xi+1yj+1| ≤ 1.
La majoration de la somme sur I2,δ se de´duit de ce re´sultat en utilisant les syme´tries de la
matrice T−1N (ϕα). Les meˆmes me´thodes que pour I1,δ donnent le re´sultat sur I3,δ puis I4,δpar
syme´trie.
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