We consider the issue of numerical stability in solving the problem of coded large scale matrix multiplication in distributed systems where worker nodes are prone to failures/delays. We construct new codes that achieve comparable fault tolerance as previous codes, but are more numerically stable. Unlike previous codes that use polynomials expanded in a monomial basis, our codes use polynomials expressed in a basis of orthonormal polynomials. We show via new theoretical results on the condition number, as well as numerical experiments, that the application of these codes can lead to significantly more numerically stable computation than the current monomial-basis codes.
I. INTRODUCTION
Distributed computing is central to modern machine learning and data analytics, where millions of data points with very high dimensions are being processed. The central challenges to implementing and scaling distributed data processing across a large number of nodes are stragglers, communication bottlenecks and security issues. A lot of recent research in the area of "coded computing" focuses on incorporating redundancy to distributed computation based on coding-inspired strategies to tackle these challenges. Such ideas have been applied to different large scale distributed computations such as matrix multiplication [1] - [3] , gradient methods [4] , [5] , linear solvers [6] , [7] (also see references in [8] ). An important idea that has emerged from this body of the work is the use of novel, Reed-Solomon like polynomial based methods for encoding data. These polynomial based methods are the focus of our paper.
In polynomial based methods, the data is partitioned, and each worker stores a linearly encoded combination of these data partitions. The linear combination coefficients are chosen based on evaluations of an appropriate polynomial. The nodes then perform computation on these encoded versions of the data, and a central master/fusion nodes aggregates the outputs of these computations to recover the overall computation via a decoding process that inevitably involves polynomial interpolation. Perhaps the most striking application of polynomial based methods comes in the context of matrix multiplication. To multiply two N × N matrices A, B, assuming that each node stores 1/m of each matrix, classical work in algorithm based fault tolerance [9] outlines a coding based method which has been analyzed in [10] . Reference [1] showed through polynomial based encoding methods that the result of just m 2 nodes can be used by the master node to recover the matrixproduct. That is, polynomial based codes ensures that the recovery threshold -the number of nodes whose computation suffices to recover the overall matrix-product -does not grow This work is supported by NSF grant No. CCF 1763657.
with P , the number of the distributed system's worker nodes, unlike the approaches of [9] , [10] . The recovery threshold for matrix multiplication has been improved to 2m−1 via MatDot codes proposed in [2] , albeit at a higher computation cost than [1] at the computation nodes. In addition to matrix multiplication, polynomial based coded computing methods have been applied to gradient coding [5] , communication efficient and straggler-resilient linear inverse methods [7] , [11] , and secure, straggler resilient multi-variate polynomial computation [12] . Despite the enormous success, a central challenge that limits the scalability of polynomial based methods in practice are their numerical stability -this is the focus of our paper.
The decoding methods for polynomial based methods require interpolating a degree K −1 polynomial using K evaluation points. The main reason for the instability of interpolation is that interpolation effectively solves a linear system whose transform is characterized by a Vandermonde matrix. It is well known that the condition number of Vandermonde matrices with real-valued nodes grows exponentially in the size of the matrix [13] , [14] (see also coded computing literature that reports this issue [5] , [15] ). The large condition number means that small perturbations of the Vandermonde matrix due to numerical precision issues can result in singular matrices [16] . The problem of numerically unstable decoding also arises in the context of signal reconstructions in communication systems and has been studied in [17] in presence of erasure channels with additive noise.
Our Contributions: In this paper, we propose new codes for distributed real-valued matrix multiplications. In particular, when multiplying two matrices over P computation nodes where each node stores 1/m of each of the two matrices, our code achieves a recovery threshold of 2m − 1 -the best known recovery threshold for matrix multiplication thus far [2] , [18] . The basic template of our construction is provided in Section III (Constr. 1). In our construction, the generator matrix that is used to encode the original multiplicands has entries which are evaluations of orthonormal polynomials, instead of monomials like previous constructions. In Constr. 2 in Sec. IV, we specialize our constructions of Sec. III to the use of Chebyshev polynomials, which are a class of orthogonal polynomials that are ubiquitous in numerical methods and approximation theory. The use of Chebyshev polynomials leads to encoding matrices which are known as Chebyshev-Vandermonde matrices [14] , instead of Vandermonde matrices. Constr. 2 coupled with carefully chosen evaluation points lead to numerically stable matrix-multiplication codes. In Theorem 4.1 in Sec. IV, we show that the condition number for our construction grows at most polynomially in the number of computation nodes. This result is in contrast with the well known exponential growth for Vandermonde systems. Numerical results reflect the significant improvement in stability as well. For instance in a system with P = 100 nodes, when a single redundant node is needed, the condition number for the monomial basis (e.g, MatDot codes [2] ) is over 10 20 , whereas our codes with our choice of evaluation points leads to a condition number of less than 10 4 . From a technical viewpoint, our code constructions and results involves nontrivial use of ideas from numerical approximation theory. Our bound on the condition number of our construction may also be viewed as a new coding-inspired contribution to numerical methods literature.
II. PRELIMINARIES ON ORTHOGONAL POLYNOMIALS
In the following, we present some definitions and theorems that will be used in this paper [19] , [20] . Notice that, in the following, C[a, b] denotes the vector space of continuous integrable functions defined on the interval [a, b].
Definition 2.1 (Inner Products on C[a, b])
: For any f, g ∈ C[a, b], and given a non-negative integrable weight function w,
for some non-zero values c i , where the inner product is relative to w, are called orthogonal polynomials relative to w, . Definition 2.3 (Orthonormal Polynomials): Consider a non-negative integrable weight function w, the polynomials
where the inner product is relative to w, are called orthonormal polynomials relative to w.
Note that based on the definition, q n (x) is orthogonal to all polynomials of degree ≤ n − 1. For w(x) = 1, the orthogonal polynomials are Legendre polynomials, which are derived via Gram-Schmidt procedure applied to {1, x, x 2 , . . . , } sequentially. The following is an important class of orthogonal polynomials in our paper. Example 2.1 (Chebyshev polynomials of the first kind): The following recurrence relation defines the Chebyshev polynomials of the first kind:
These Chebyshev polynomials have a lot of interesting applications in numerical integration, and least-square approximations to functions [19] . In addition, 1 √ 2 T 0 , T 1 , T 2 , · · · are orthonormal relative to the weight function 2 π √ 1−x 2 . In general, Chebyshev polynomials are defined over x ∈ R. However, for x ∈ [−1, 1], T n (x) = cos(n arccos(x)), for any n ∈ N. For the rest of this paper, . We next state the Gauss Quadrature result which is a fundamental result in numerical analysis [19] .
Theorem 2.1 (Gauss Quadrature [20] ): Fix a weight function w, and let {q i } i≥0 be a set of orthogonal polynomials in C[a, b] relative to w. Given n, let t 1 , · · · , t n be the roots of q n such that a ≤ t 1 < t 2 < · · · < t n ≤ b, there exist real values a 1 , · · · , a n such that
for any polynomial f with degree less than 2n.
Remark 2.1: 1) Consider any orthonormal polynomials {q i } i>0 . For any n ∈ N, the set {q 0 , q 1 , · · · , q n−1 } forms a basis for the vector space of polynomials with degree less than n. 2) In Theorem 2.1, a 1 , · · · , a n can be chosen as
3) In Theorem 2.1, the roots of q n , i.e., t 1 , · · · , t n are, in fact, real and distinct. Moreover, the Chebyshev polynomial of the first kind T n has the following roots
In this paper, ρ
n are used to denote the n roots of T n . Furthermore, in this case, the weights a i in (3) are all equal to π 2 .
III. ORTHONORMAL POLYNOMIALS BASED CODES A. System Model and Problem Formulation
We consider the distributed framework depicted in Fig. 1 that consists of a master node, P worker nodes. The master node possesses two real-valued input matrices A, B with dimensions N 1 × N 2 , N 2 × N 3 , respectively. Every worker node receives from the master node an encoded matrix of A of dimension N 1 × N 2 /m and an encoded matrix of B of dimension N 2 /m × N 3 , for some positive integer partitioning factor m that divides N 2 , and performs matrix multiplication of these two received inputs. Upon performing the matrix multiplication, each worker node sends the result to the fusion node. The fusion node needs to recover the matrix 12 13 14 15
Partitioning Factor (m) multiplication AB once it receives the results of any k worker nodes, where k ≤ P . The quantity k is called the recovery threshold of the distributed computing scheme.
B. Orthonormal Polynomials based Code Construction
We provide a construction for the problem in Sec. III-A based on orthonormal polynomials for any weight function w.
Construction 1 (Orthonormal Polynomials based Codes):
Splitting of input matrices: Matrix A is split vertically into m equal sub-matrices (of dimension N 1 × N 2 /m each) and B is split horizontally into m equal sub-matrices (of dimension N 2 /m × N 3 each) as follows:
Master node (encoding): Let x 1 , x 2 , . . . , x P be distinct real numbers in the range
. For all r ∈ [P ], the master node sends to the r-th worker evaluations of p A (x), p B (x) at x = x r , that is, it sends p A (x r ), p B (x r ) to the r-th worker.
Worker nodes: For r ∈ {1, 2, . . . , P }, the r-th worker node computes the matrix product p C (x r ) = p A (x r )p B (x r ) and sends the result to the fusion node.
Fusion node (decoding): The fusion node performs the following steps: (i) waits till receiving the results of any 2m−1 worker nodes, (ii) interpolates the polynomial p C (x) = p A (x)p B (x), (iii) evaluates p C (x) at t 1 , · · · , t m , where t 1 , · · · , t m are the roots of q m , (iv) performs the summation m r=1 a r p C (t r ), where a 1 , · · · , a m are as in (3) . Note that Construction 1 differs from previous constructions [2] , [18] in that the polynomials p A (x), p B (x) are expanded in the orthonormal polynomials basis in our constructions, whereas in the monomial basis in the latter construction. The following result shows that we achieve the same recovery threshold despite this difference.
Theorem 3.1: For the matrix multiplication problem described in Section III-A, a recovery threshold of 2m − 1 is achieved by Construction 1.
We begin with the following claim. The proof of this Claim is in the extended version [8] . Now, we can prove Theorem 3.1.
Proof of Theorem 3.1:
In order to prove the theorem, it suffices to show that Construction 1 is a valid construction with a recovery threshold of 2m − 1. Therefore, in the following, we prove that Construction 1 can recover AB after the fusion node receives the output of 2m − 1 worker nodes. Assume that the fusion node has already received the results of any 2m − 1 worker nodes. Now, because the polynomial p C (x) has degree 2m − 2, the evaluations of p C (x) at any 2m − 1 distinct points is sufficient to interpolate the polynomial, and since x 1 , · · · , x P are distinct, the fusion node can interpolate p C (x) once it receives the output of any 2m−1 worker nodes. Afterwards, given that AB = m r=1 a r p C (t r ) (Claim 3.2), the fusion node can evaluate p C (t 1 ), · · · , p C (t m ) and perform the scaled summation m r=1 a r p C (t r ) to recover AB. Remark 3.1: In Construction 1, setting x 1 , · · · , x m to be the roots of q m leads to a faster decoding for the scenarios in which the first m worker nodes send their results but only less than 2m − 1 workers succeed to send their outputs. For such scenarios, we already have m r=1 a r p C (x r ) = m r=1 a r p C (t r ) = AB, where the last equality follows from Claim 3.2.
IV. CHEBYSHEV POLYNOMIALS BASED CODES
In this section, we apply Construction 1 for the specific case where the orthonormal polynomials are based on the Chebyshev polynomials {T i } i≥0 , and show via numerical experiments that these codes provide a higher stability compared to MatDot codes in [2] .
A. Chebyshev Polynomials based Codes:
Recalling from Example 2.1 that 1 √ 2 T 0 , T 1 , T 2 , · · · form an orthonormal polynomial set relative to w = 2 π √ 1−x 2 , we explain the application of Chebyshev polynomials of the first kind to Construction 1 in the following construction. For all r ∈ [P ], the master node sends to the r-th worker p A (x r ), p B (x r ). Worker nodes: Same as Construction 1.
While the proof of Theorem 3.1 leads to a decoding procedure, the decoding procedure outlined in its proof (as presented) is numerically unstable since it involves evaluation of polynomial p C (x) via interpolation. A small but important tweak to this decoding procedure is described here.
Fusion node (decoding): The fusion node performs the following steps: (i) waits till receiving the output of any 2m−1 worker nodes, (ii) let p C (x) = 2m−2 i=0 C i T i (x), the fusion node inverts the appropriate sub-matrix of G (2m−1,P ) (x) (defined in (5)) to obtain {C 0 , · · · , C 2m−2 }, i.e., obtain p C (x), (iii) evaluates p C (x) at the Chebyshev points ρ Note that the matrix G (s,t) for integers s, t, s ≤ t in the above decoding procedure is the s×t Chebyshev-Vandermonde matrix [14] defined as:
B. Evaluation points and Condition number Bound
When there is no redundancy, i.e., n = 2m − 1, it is well known that the n × n decoding matrix G (n,n) has condition number n with the 2 as well as the Frobenius norms [21] . Note the remarkable contrast with the Vandermonde matrix, whose condition number real-valued evaluation points grows exponentially in n, no matter how the nodes are chosen [13] , [21] . Our problem differs from the standard problem in numerical methods, since we have to choose a rectangular "generator" matrix where every square sub-matrix is well conditioned. In particular, that even for Chebyshev-Vandermonde matrix, if the evaluation points are not chosen carefully, they are poorly conditioned [14] (also see Fig. 3 ). Here, we show that choosing x i = ρ (n) i leads to a well-conditioned system with s redundant nodes. For a k×n matrix H where k ≤ n, we define the worst-case condition number -denoted by κ max (H) -as the highest condition number among all the k × k square sub-matrices of H. Our goal is to choose vector x such that κ max (G (n−s,n) (x)) is sufficiently small. 
The numerical stability of our codes is determined by the condition number of the 2m − 1 × 2m − 1 sub-matrices of G (2m−1,P ) . The natural comparison is with MatDot codes where the decoding depends on effectively inverting 2m − 1 × 2m − 1 sub-matrices of
Based on the result of Theorem 4.1, we choose the
In our experiments, we compare the average 2 condition number of all 2m − 1 × 2m − 1 sub-matrices of G (2m−1,P ) and all 2m−1×2m−1 sub-matrices of G M . The results, in Fig. 2 , show that, for every examined system, the maximum (average) condition numbers of the 2m−1×2m−1 sub-matrices of G (2m−1,P ) are less than its MatDot codes counterparts, especially for larger systems with ≥ 60 worker nodes, where the improvement is around a factor of 10 15 . Fig.  3 shows how the maximum (average) condition number of the 2m−1×2m−1 sub-matrices of G (2m−1,P ) grows with the size of the distributed system given a fixed number of redundant worker nodes, namely 1 and 3, and compares with MatDot codes. The figure shows that while MatDot codes provide a reasonable condition number (∼ 10 10 ) to distributed systems with size up to only 25 worker nodes, Construction 2 can afford distributed systems with size up to 150 worker nodes for the same condition number bound ∼ 10 10 . As a reflection to the significant higher stability of Construction 2 compared to MatDot codes, Fig. 4 shows that Construction 2 provides much more accurate outputs compared to MatDot codes. For the experiments whose results are shown in Fig. 4 , the entries of the input matrices A, B are chosen independently according to the standard Gaussian distribution N (0, 1). In addition, for any two input matrices A, B, letĈ be the output of the distributed system (which is not necessarily equal to the correct answer AB), we define the relative error between AB andĈ to be E r (AB,Ĉ) = ||AB −Ĉ|| F /||AB|| F . Fig. 4 shows how the maximum relative error (the worst case relative error given a fixed number of parity workers s among all the P − s successful nodes scenarios) grows with the size of the distributed system. We plot the average result of five different realizations of the system at each system size P . The figure shows that MatDot codes crushes after the size of the system exceeds 50 workers, providing a relative error of ∼ 10 5 . On the other hand, Construction 2 can support systems with sizes up to 150 worker nodes only allowing for a relative error < 10 −5 .
V. DISCUSSION Although MatDot codes [2] have a low recovery threshold of 2m − 1, their worker to fusion nodes communication cost and computation cost per worker are high compared to polynomial codes [1] . However, polynomial codes have higher recovery threshold (m 2 ) than MatDot codes. Different codes have been proposed in [3] , [18] offering a trade-off between the communication/computation cost and the recovery threshold. However, all of these codes are based on the "ill-conditioned" monomial basis. In the extended version [8] , we offer a numerically stable code construction based on Chebyshev polynomials that offers a comm./computation costs vs recovery threshold trade-off. It is worth noting that our results are also useful for the coded matrix-vector multiplication problem and providing numerically stable lagrange coded computing techniques, we discuss this in details in [8] . The design of numerically stable codes for other applications in large scale machine learning such as distributed gradient methods and linear solvers is a potentially interesting future direction.
