We consider second order uniformly elliptic operators of divergence form in R d+1 whose coefficients are independent of one variable. For such a class of operators we establish a factorization into a product of first order operators related with Poisson operators and Dirichlet-Neumann maps. Consequently, we obtain a solution formula for the inhomogeneous elliptic boundary value problem in the half space, which is useful to show the existence of solutions in a wider class of inhomogeneous data. We also establish L 2 solvability of boundary value problems for a new class of the elliptic operators.
Introduction
We consider the second order elliptic operator of divergence form in R d+1 = {(x, t) ∈ R d × R},
Here d ∈ N, ∇ = (∇ x , ∂ t ) ⊤ with ∇ x = (∂ 1 , · · · , ∂ d ) ⊤ , and each a i,j is always assumed to be tindependent in this paper. The differential operator with t-independent coefficients like (1.1) has been studied for a long time. One of the typical assumptions of A is that a i,j are complex-valued measurable functions satisfying the ellipticity condition Re A(x)η, η ≥ ν 1 |η| 2 , | A(x)η, ζ | ≤ ν 2 |η||ζ| (1.2) for all η, ζ ∈ C d+1 and for some constants ν 1 , ν 2 with 0 < ν 1 ≤ ν 2 < ∞. Here ·, · denote the inner product of C d+1 , i.e., η, ζ = d+1 j=1 η jζj for η, ζ ∈ C d+1 . The condition (1.2) is always assumed throughout this paper. For later use we set
We call r 1 and r 2 the off-block vectors of A. Let us denote by D H (T ) the domain of a linear operator T in a Banach space H. Under the condition (1.2) the standard theory of sesquilinear forms gives a realization of A in L 2 (R d+1 ), denoted again by A, such as
3)
Here H 1 (R d+1 ) is the usual Sobolev space and f, g L 2 (R d+1 ) = R d+1 f (x, t)g(x, t) dx dt. The realization of
is given in the similar manner, for A ′ satisfies the uniform ellipticity condition thanks to (1.2) . In this paper we are concerned with a factorization of the elliptic operators under weak assumptions for the matrix A, whose motivation lies in the application to the boundary value problems. The simplest example of A is the (d + 1)-dimensional Laplacian
In this case it is straightforward to obtain the factorization The factorization (1.4) is not only formal but also topological. Indeed, we see
, and D L 2 ((∂ t −(−∆ x ) 1/2 )(∂ t +(−∆ x ) 1/2 )) = H 2 (R d+1 ).
Another key feature of (1.4) is that it is a factorization of the operator in the t variable and the x variables. Hence, by the t-independent assumption for the coefficients, the factorization into the first order differential operators as in (1.4) is easily extended to the case when A is a typical block matrix, i.e., r 1 = r 2 = 0 and b = 1, at least in the formal level. Indeed, it suffices to replace (−∆ x ) 1/2 by A ′ 1/2 , the square root of A ′ in L 2 (R d ). However, in contrast to the Laplacian case, the topological factorization is far from trivial in this case, for one has to verify the relation D L 2 (A ′ 1/2 ) = H 1 (R d ). This characterization is nothing but the Kato square root problem for divergence form elliptic operators, which was finally settled in [5] . The first goal of the present paper is to give sufficient conditions on A, which may be a full entry matrix, so that the exact topological factorization of A like (1.4) is verified. To this end we first introduce some terminologies. Here ·, · Ḣ−1/2 ,Ḣ 1/2 denotes the duality coupling ofḢ −1/2 (R d ) andḢ 1/2 (R d ).
Remark 1.2. The notion of semigroup for {E A (t)} t≥0 will be justified in Section 2.3. When A is Hermite, the Dirichlet-Neumann map Λ A is extended as a self-adjoint operator in L 2 (R d ), denoted again by Λ A . As is well known, even in the general case the ellipticity condition (1.2) ensures that Λ A is extended as an injective m-sectorial operator in
The adjoint matrix of A will be denoted by A * , and A * is the adjoint of A in L 2 (R d+1 ), which is a realization of −∇ · A * ∇ in L 2 (R d+1 ). Also M(R d ) denotes the space of finite Radon measures, and L p,∞ (R d ) denotes the Lorentz space L p,q (R d ) with the exponent q = ∞. Then our first result is stated as follows.
Theorem 1.3 (Factorization for specific cases). Suppose that either
(i) A is Hermite or both
with small L d,∞ (R d ) parts (or small M(R) parts resp.) and (iib) Im (r 1 + r 2 ) = 0 and Im b = 0.
, and the operators −P A , − P A * defined by 8) generate strongly continuous and analytic semigroups in L 2 (R d ). Moreover, the realization of A ′ in L 2 (R d ) and the realization A in L 2 (R d+1 ) are respectively factorized as
9)
A = −M b (∂ t − Q A )(∂ t + P A ).
(1.10)
Here (MbP A * ) * is the adjoint of MbP A * in L 2 (R d ).
Remark 1.4. In Theorem 1.3 the operators ∂ t + P A and ∂ t − Q A are respectively defined as sum operators in L 2 (R d+1 ), that is,
Similarly, M b (∂ t − Q A )(∂ t + P A ) is defined as a product operator in L 2 (R d+1 ): Remark 1.6. The regularity condition (iia) is natural in view of the scaling of the operators. In general one cannot remove this regularity condition on the divergence of the off-block vectors; see Section 4.2 for details. It should be noted that (iia) is satisfied if ∇ x ·r j belongs to
The condition (iib) in Theorem 1.3 is regarded as a kind of symmetry condition on A. Indeed, it is clear that if A is Hermite or real valued then these conditions are satisfied. Remark 1.7. If the coefficients of A are Lipschitz continuous, then the conclusion of Theorem 1.3 holds even when the condition (iib) is absent; see [25] . In this case we also have D L 2 (Λ A ) = D L 2 (Q A ) = H 1 (R d ) with equivalent norms. Remark 1.8. When A possesses enough regularity it is classical in the theory of pseudo-differential operators that one looks for the factorization of A of the form −M b (∂ t − A 1 )(∂ t + A 2 ) for some first order operators A 1 and A 2 but with modulo lower order operators; e.g. [32] . On the other hand, (1.10) is just exact, i.e., any modifications by lower order operators are not required. Remark 1.9. The operator −P A is nothing but the generator −P A of the Poisson semigroup associated with A. That is, −P A f = −P A f := lim t↓0 t −1 E A (t)f − f in L 2 (R d ), which is welldefined if {E A (t)} t≥0 can be extended as a strongly continuous semigroup in L 2 (R d ). We will call P A and P A the Poisson operators.
When the coefficients of A are merely bounded and measurable we cannot expect the representation (1.10). In fact, it is revealed by [22] that (1.5) is not always solvable for boundary data in L 2 (R d ) in general, which implies that the construction of the Poisson semigroup in L 2 (R d ) itself is impossible without additional assumptions. On the other hand, as is well-known, the ellipticity (1.2) is enough to realize the Poisson semigroup {E A (t)} t≥0 in H 1/2 (R d ) due to the Lax-Milgram theorem. The key feature here is that this semigroup is strongly continuous and analytic (see Proposition 2.4), and hence its generator −P A is always well-defined in the functional setting of H 1/2 (R d ). Although the analyticity of {E A (t)} t≥0 in H 1/2 (R d ) is not difficult to prove, it is an important observation since D H 1/2 (P A ) is shown to possess a strong regularity such as D H 1/2 (P A ) ֒→ D L 2 (Λ A ) ∩ H 1 (R d ). The space D H 1/2 (P A ) is useful and plays an essential role in rigorous derivation of several identities related to the factorization (1.10) without additional conditions on A other than the ellipticity (1.2). These identities are described in Theorem 1.10 below, which can be regarded as a counterpart of Theorem 1.3 for general case. We denote bẏ
Theorem 1.10 (Identity in weak form for general coefficients case).
Here γ :
(1.14)
Remark 1.11. The identities (1.11)-(1.14) are closely related to the Rellich type identity [31] . However, it is important to specify the class of u and v for which (1.11)-(1.14) are verified. Indeed, it is not clear whether or not (1.11) holds even for functions in C ∞ 0 (R d+1 ) if we impose only (1.2), since the inclusion
is not known when A is not Hermite and nonsmooth. The identities (1.12) and (1.14) are sometimes more useful than (1.11) and (1.13), for in general the detailed informations on D H 1/2 (P A * ) are lacking, while only H 1 regularity is required for v in (1.12) and (1.14). When {e −tP A } t≥0 and {e −tP A * } t≥0 are extended as strongly continuous semigroups in
As an application of our result, we will consider L 2 solvability of the Dirichlet problem
and the Neumann problem
+ .
(N)
There is a lot of literature on the solvability of these problems under weak assumptions for the matrix A and the data F , g. In the case F ∈Ḣ −1 (R d+1 + ) and g ∈ H 1/2 (R d ), the Lax-Milgram theorem is directly applied to find the unique solution inḢ 1 (R d+1 + ). However, in other cases the abstract theory from functional analysis is not always applicable and the problem becomes subtle. The factorization formula (1.10) has an important application to the boundary value problems, for it leads to the formal representations of solutions to (D); 15) and to (N);
(1.16)
Here the semigroup {e −tQ A } t≥0 is given by 17) which is well-defined if the Poisson semigroup {E A * (t)} t≥0 = {e −tP A * } t≥0 in H 1/2 (R d ) (which is always well-defined) is extended as a semigroup in L 2 (R d ). These formula reduce the inhomogeneous problems (D) and (N) to the analysis of the semigroups {e −tP A } t≥0 and {e −tQ A } t≥0 . We will call u and v the mild solutions, if (2.4) and (2.5) are well-defined; see Definition 2.2. In order to clarify the relation between weak solutions and mild solutions it is important to study the domain of the Poisson operators, which will be discussed in Section 5.1. Now let us state some results on L 2 solvability of (D) and (N) in the simplest form. We set R + = [0, ∞), and for a Banach space X we write f ∈ C(R + ; X) if and only if f ∈ C([0, T ); X) for all T > 0. For the homogeneous problems (i.e., F = 0 in (D) or (N)), Theorem 1.3 implies the following result: Corollary 1.12. Under the assumptions in Theorem 1.3, there exists a unique weak solution u to (D) with
If in addition g belongs to the range of Λ A , then there exists a unique weak solution v to (N) with
Remark 1.13. As we mentioned before, if A is Hermite then D L 2 (Λ A ) = H 1 (R d ) holds. In this case the weak solution to (N) obtained in Corollary 1.12 possesses further regularity such as C(R + ; H 1 (R d )). Remark 1.14. It is well-known that solvability of the homogeneous boundary value problems in R d+1 + can be extended to that in the domain above a Lipschitz graph. The L 2 solvability of the Laplace equation (i.e., A = I) in Lipschitz domains was shown in [7, 15, 33] . This result was extended by [16, 20, 1] to the case when A is real symmetric, and by [4] to the case when A is Hermite. In view of L 2 solvability of the homogeneous boundary value problems, Corollary 1.12 gives a new contribution under the conditions (iia) -(iib) in Theorem 1.3.
When A is not Hermite and nonsmooth, the boundary value problems are not always solvable for L 2 boundary data. If A is a typical block matrix, r 1 = r 2 = 0 and b = 1, then the homogenous Dirichlet problem is easily solved by using the semigroup theory, while the homogeneous Neumann problem in this case is equivalent with the Kato square root problem. Recently the authors in [3] showed L 2 solvability of the homogeneous Dirichlet and Neumann problems when A is a small L ∞ perturbation of a block matrix; see also [4, 1, 2, 6] for related stability result. In fact, Theorem 1.12 under the conditions (iia) -(iib) can be regarded as another stability result for the block matrix case. Note that the principal scaling of
Thus, in view of the scaling, the condition (iia) in Theorem 1.12 is comparable to L ∞ perturbations discussed in [3, 4, 1] . On the other hand, for general real nonsymmetric A, L p solvability of the homogeneous Dirichlet problems in the half plane R 2 + was obtained in [22] for sufficiently large p depending on A. They also constructed an example of the matrix A such that the homogeneous Dirichlet problem in R 2 + is not solvable for the boundary data in L 2 (R). In their example, A is real but nonsymmetric, and ∇ x · r j (j = 1, 2) is a Dirac measure whose mass is not small. This example shows the optimality of our condition (iia) for the case of real nonsymmetric matrices when d = 1. For further results on solvability of the homogeneous problems, see [19] and references therein.
The next result concerns L 2 solvability of the inhomogeneous problems. For simplicity of the presentation, we will assume the boundary data are zero. 
parts (or small M(R) parts resp.) and (iib') r 1 , r 2 , and b are real-valued.
ds belongs to the range of Λ A , then there exists a weak solution v to (N) with g = 0 satisfying [8, 17, 11] . Our result also shows the gradient of the Dirichlet Green operator (i.e., the solution map for (D) with the zero boundary data:
. Results of this type go back to [8] where the author showed that the gradient of the Dirichlet Green operator for A = −∆ in the bounded Lipschitz domain is a continuous map from L 1 (Ω) to L n/(n−1),∞ (Ω). Recently, it was generalized in [26] for the Neumann Green operator by using potential technique; see also [27, 28] for further results.
As is well-known in the spectral theory, it is a subtle problem to determine sufficient conditions for F to solve the problems (D) or (N). Indeed, due to the lack of the Poincaré inequality, the origin belongs to the continuous spectrum of A (with the zero boundary condition) in L 2 (R d+1 + ). Hence the inhomogeneous problem is not always solvable for F ∈ L 2 (R d+1 + ), even if A is real symmetric and smooth. Therefore some additional conditions related to the spatial decay have to be imposed on F to find the solution. Furthermore, the solution may fail to decay at spatial infinity even if it exists. To show Theorem 1.15 we will make use of the representation formulas (2.4) and (2.5). Then it is clear that the temporal decay of e −tQ A is crucial for solving our problems. In fact, the conditions in Theorem 1.15 guarantee the boundedness of the semigroup {e −tQ A } t≥0 in L 2 (R d ), and hence, the integrals in (2.4) and (2.
. By a simple observation of the scaling, it is easy to see that the space L 1 (R + ; L 2 (R d )) includes some functions decaying more slowly at (time) infinity than those inḢ −1 (R d+1 + ). In this sense, our result generalizes the class of the inhomogeneous terms for the solvability in terms of the decay at infinity. In should be emphasized here that the factorization in Theorem 1.3 plays an essential role behind the proof of Theorem 1.15, for the representation formulas such as (2.4) and (2.5) are nothing but a result of (1.10). In Section 5.3, we will state a detailed version of Theorem 1.15.
We finally note that our approach provides a unified view for the Dirichlet and Neumann problems to both homogeneous and inhomogeneous equations. In [25] the results of the present paper is applied to the study of the Helmholtz decomposition of vector fields in domains with noncompact boundary.
The rest of this paper is organized as follows. Section 2 collects some preliminarily facts on the Poisson semigroup. In particular, in Section 2.1 we give the notions of weak solutions, and in Section 2.3 the analyticity of the Poisson semigroup in
will be shown in Section 2.5. Using this embedding property, we prove the Rellich type identity and Theorem 1.10 in Section 3.1. Then the relation between the domain of the Poisson operator and
is established in an abstract setting in Section 3.3. Based on this result, we analyze in Section 4 two specific classes of A as described in Theorem 1.3. In Section 5 we apply Theorem 1.3 to the boundary value problem. In particular, the relation between mild solutions and weak solutions is discussed in Section 5.1, and Theorem 1.15 and its extension are proved in Section 5.3. Finally, we state the counterpart of Theorem 1.3 for A + λ, λ ∈ C with Re λ > 0 in the appendix without proof.
Preliminaries
In this preliminary section we first define the notion of weak solutions and mild solutions, and next collect fundamental results on Poisson semigroups and Dirichlet-Neumann maps. We note that most of the results stated in this section are valid only under the ellipticity condition (1.2), without any other assumptions on the matrix A.
Definitions of weak solution and mild solution
We first define the notion of weak solutions treated in this paper. Set
and u(t) → g as t → +0 in the sense of distributions.
(
Here g, γϕ
ϕ(x, 0) dx. As stated in the introduction, it is natural to introduce the notion of mild solutions for elliptic boundary value problems in terms of the Poisson semigroups.
Definition 2.2 (Mild solution).
Assume that the Poisson semigroups {e −tP A } t≥0 and {e −tP A * } t≥0 acting on H 1/2 (R d ) are extended as strongly continuous semigroups acting on L 2 (R d ). We set the one-parameter family {e −tQ A } t≥0 by
which is again a strongly continuous semigroup acting on
+ ) has the well-defined representation 
Construction of A-extension operator and Dirichlet-Neumann map
In this section we give a realization of the A-extension operator and the Dirichlet-Neumann map in Definition 1.1. The argument is rather standard.
+ ) be the classical harmonic extension of f to R d+1 + , i.e., E −∆ f is the solution to (1.5) for A = −∆. Then E A f is constructed in the form
where 
Next we construct the Dirichlet-Neumann map Λ A associated with the elliptic operator A. As in Definition 1.1 we define the operator Λ A :
Then the ellipticity ( 
. This identity implies that the adjoint operator Λ * A of Λ A in L 2 (R d ) is given by Λ A * , where A * = ∇ · A * ∇ and A * is the adjoint matrix of A. In particular, Λ * * A = Λ A holds.
Construction of Poisson operator in
In this section we consider the Poisson semigroup {E A (t)} t≥0 , where E A (0) = I is the identity map and
In (2.9) it is important to take f from
A is nonsymmetric and nonsmooth, as stated in the introduction.
is well defined for all t > 0. The main observation of this section is the analyticity of {E A (t)} t≥0 in
Proposition 2.4. The one-parameter family {E A (t)} t≥0 defined by (2.9) is a strong continuous and analytic semigroup in H 1/2 (R d ). Moreover, we have
Remark 2.5. From the proof below we will see that E A (t)f Ḣ1/2 ≤ C f Ḣ1/2 holds for t > 0, i.e., {E A (t)} t≥0 is bounded in the homogeneous spaceḢ 1/2 (R d ).
Proof of Proposition 2.4. (i) Boundedness: Let s > 0 and set
On the other hand, we have
. In particular, we may take ϕ = w, which leads to w = 0 by the coercive condition.
But (2.13) immediately follows once we obtain ∂ t E A f ∈ H 1 (R d+1 δ,+ ) for all δ > 0. Indeed, from this regularity we see
+ ) and thus we can take ϕ = φ t 0 (t)∂ t E A f by the density argument, where φ r (t), r > 0, is a smooth nonnegative cut-off function such that φ r (t) = 0 if 0 ≤ t ≤ r/2 and φ r (t) = 1 if t ≥ r. We can take φ r so that
, which leads to
The L 2 norm of ∂ t E A f (t 0 ) is estimated from the equality
By the duality we obtain
In the same manner we also have
δ,+ ) for all δ > 0 is shown by the standard argument, that is, the estimate of the difference h −1 E A (t + h)f − E A (t)f and the limiting procedure as h → 0.
The assumption that A is t-independent is essential here. We omit the details. By the bootstrap argument we also have
we get the desired convergence.
The properties (i) -(iv) are sufficient conditions so that {E A (t)} t≥0 has an analytic extension in the sector S = {λ ∈ C | λ = 0, |arg λ| < θ − π/2} for some θ ∈ (π/2, π) (see [23, Proposition 2.1.9]), and thus, {E A (t)} t≥0 is an analytic semigroup in
Finally we observe that (2.10) yields lim
, which proves lim
The proof is complete.
is denoted by −P A , and P A is called the Poisson operator associated with A. Since {e −tP A } t≥0 is strongly continuous in
Thus, the spectrum of
, is included in the closure of the sector {λ ∈ C | λ = 0, |arg λ| < θ} for some θ ∈ (0, π/2). In the sequel we will freely use the maximal regularity for sectorial operators (with sectorial angles less than π/2) in the Hilbert space setting; cf. [13, Chapter 9.3.3].
Remark 2.7.
.
(2.18)
Here the constant C depends only on ν 1 and ν 2 . This estimate will be used later.
The following proposition will be used in Section 4.2.
Proposition 2.8. Assume that β ∈ [0, 1) and f ∈ H 1/2 (R d ), and let t > 0. Then there exists C β > 0 depending only on d, β, ν 1 , and ν 2 such that
Proof. From (2.11) and (2.16) the interpolation inequality implies that
Then the Young inequality and the integration by parts lead to
Here we have used (2.15) . By the interpolation
and (2.16) we see that
Here C β depends only on d, ν 1 , ν 2 , and β. Now it is easy to derive (2.19) from (2.20) -(2.22). The proof is complete.
Poisson semigroup in
However, a simple Caccioppoli type inequality shows that once we have the bound of {e
Then it is an analytic semigroup acting on L 2 (R d ), and it follows that e −tP A L 2 →L 2 ≤ C(1 + t) 1/2 and
Moreover, we have lim
Remark 2.11. By the density argument,
Proof of Proposition 2.9. By the assumption of the proposition, for
prove the analyticity it suffices to show the estimate
Since {e −tP A } t≥0 is assumed to be strongly continuous in L 2 (R d ), we have from (2.18)
Combining (2.15) with (2.25), we get
This is nothing but (2.24), as desired. The estimate for e −tP A L 2 →L 2 follows from (2.12) and (2.25). Indeed, we have e −(t+τ
) by taking τ = 1. The estimate (2.23) with β = 1 follows from (2.16) and (2.25). The case β ∈ (0, 1) is a consequence of the interpolation inequality. The convergence as t → ∞ is already shown in Proposition 2.4. The proof is complete.
If the Poisson semigroup in
although it is a difficult problem in general. In the proceeding section we will study the relation between D L 2 (P A ) and
General relation between Dirichlet-Neumann map and Poisson operator
In this section we consider the relation between Λ A and P A , which is formally described as
where we have used that
Note that the right-hand side of (2.26) makes sense for all ϕ ∈ L 2 (R + ;Ḣ 1 (R d )). Hence ∂ tΛA f is extended as a distribution belonging to L 2 (R + ;Ḣ −1 (R d )). In particular, the functionΛ A f belongs to C([0, ∞); H −1 (R d )), and we have from (2.26) 
Here we have used (2.8) in the last line. Since E A (t)f = e −tP A f , the equality (2.27) implies
we have the desired representation as follows.
and
. Moreover, the left-hand side of (2.28)
and (2.29) holds. The proof is complete.
Identity of Rellich type and factorization of elliptic operator
This section is devoted to derive the Rellich type identity with the aid of the class D H 1/2 (P A ), which is used in studying the relation among the domains of Poisson operators, Dirichlet-Neumann maps, and H 1 (R d ).
Identity in weak form for general case
In this section we give a proof of Theorem 1.10. The following proposition plays central roles.
Remark 3.2. When A is Hermite and f = g the equality (3.1) is formally written as
which is a variant of the classical Rellich identity [31] .
. Now let us recall the equality (2.26), which implies
As stated in the proof of Proposition 2.13,
This proves (3.1). The proof is complete.
Proof of Theorem 1.10. Let us prove (
. Then the definition of A and Proposition 3.1 imply
Thus we get (1.
In this case, instead of (3.4), we have from (3.1),
But the density argument implies
which gives (1.12). It remains to show (1.13) and (1.14). We will give a proof only for (1.14) since (1.13) is proved in the same manner. As in the proof of (1.12), we have
Let v ǫ = j ǫ * v be the mollification of v with respect to the x variables, which converges to v in
Then we see from the integration by parts,
+ ) is the trace operator. Hence (1.14) holds. The proof is complete.
Criterion on the embedding between H
In this section we show various relations among
Proposition 3.3. The following two statements are equivalent.
(ii) {e −tP A } t≥0 is extended as a strongly continuous semigroup in
Moreover, if the condition (ii) (and hence,
, and it follows that
Proof. Assume that the statement (ii) holds. Then, from Proposition 2.
for any h ∈ H 1/2 (R d ) and g ∈ H 1 (R d ). Since the right-hand side of (3.7) can be extended to h ∈ L 2 (R d ), we conclude that
The identities (3.5) and (3.6) follow from Proposition 3.1 and the above embeddings by using the fact that
Next we assume that the statement (i) holds. We first show that for any
Fix T ∈ (0, 1]. We may assume that f (t) = 0 for t > T . Let φ c M , M > 2, be the cut-off function in the proof of Proposition 2.4. Then by extending Ψ P A [f ](t) by zero for t < 0 it is easy to see that
Thus from (1.12) we have
dt.
Here we have used the fact (φ c M )
for t > T , by using Proposition 2.4 we take M → ∞ in the above inequality and arrive at
Now the assumption of (i) leads to
Then, applying the estimate
, the left-hand side of (3.9) is bounded from above by C f 2
. Thus we get (3.8) from
Then we have from (2.12) and (2.18),
Here we have also used t 0 ∈ [t/2, t]. By Remark 2.11 the estimate (3.10) implies that {e −P A } t≥0 is extended as a strongly continuous semigroup in L 2 (R d ). Finally, taking g = f in (3.1) and using
The proof of Proposition 3.3 is now complete.
Corollary 3.4. Assume that {e −tP A * } t≥0 is extended as a strongly continuous semigroup in
Then the condition (i) in Proposition 3.3 holds and
Proof. Under the assumptions of the corollary we have
and we can also take a sequence {t n }, t n → 0, such that
3 is also valid. The proof is complete.
Corollary 3.5. Assume that {e −tP A } t≥0 and {e −tP A * } t≥0 are extended as strongly continuous semigroups in
Then we have
Proof. By Proposition 3.3 the space
The last assertion on the identity is obtained by applying Proposition 3.3 to P A and P A * . The proof is complete.
Although Corollary 3.5 gives the comparability of f
or not in general. In order to obtain the exact characterization of D L 2 (P A ) we need an additional estimate as follows. 
(ii) Suppose that the assumptions of Corollary 3.5 holds. Assume further that
where
The argument of (i) implies that if (3.14) holds then
Thus we have for t ∈ (0, 1),
Here we have used Corollary 3.5. Hence (3.13) holds, i.e., we have
Characterization of D L 2 (P
Next lemma shows that the factorization of A as in Theorem 1.3 is obtained as a consequence of the
Lemma 3.7. Assume that the semigroups {e −tP A } t≥0 and {e −tP A * } t≥0 in H 1/2 (R d ) are extended as strongly continuous semigroups in
15)
Proof. Proposition 3.3 shows that 
This shows u ∈ D L 2 (A) and Au = −M b T Su. The proof is complete.
Analysis of Poisson operator for specific cases
For general elliptic operators the verification of D L 2 (P A ) = H 1 (R d ) is a difficult problem in general. As far as the authors know, at least the following cases are settled so far; (I) A is a constant matrix, (II) A is an Hermitian, i.e., A = A * , (III) A is block-type, i.e.,
, where B satisfies one of (I)-(III) above. Roughly speaking, the relation D L 2 (P A ) = H 1 (R d ) follows from L 2 solvability of both Dirichlet and Neumann problem. The case (I) is verified by the direct application of the Fourier transform. As stated in the introduction, the case (II) is classical and L 2 solvability is proved by [7, 15, 16, 33, 9, 20, 4] . The case (III) is related with the Kato square root problem, which was finally solved by [5] . The stability with respect to small L ∞ perturbations, the case (IV), is solved by [10] when B is a constant matrix, by [14, 1] when B is a constant or real symmetric matrix, by [3] when B is a constant, real symmetric, or block matrix, and by [4] when B is a constant, Hermite, or block matrix. In this section we study the domain of the generator for the Poisson semigroup when A is Hermite (Section 4.1) and when the off-block vectors r 1 , r 2 have additional regularity (Section 4.2).
Analysis for Hermitian case
In this section we consider the case A is Hermite. This is a classical case, and the derivation of various estimates for Poisson semigroups here is based on the Rellich type identity [31] as already observed in [30, 15, 16] . Strictly speaking, in [30, 15, 16] the problem is studied when the domain is bounded and A is real symmetric, and one has to be careful about the noncompactness of the domain R d+1 + in the present problem. In the proof of Theorem 4.2 below, to verify
based on the Rellich identity we firstly approximate the nonsmooth A by smooth ones {A ǫ } ǫ>0 and then take the limit. In this approach the results for the smooth A ǫ have to be obtained in advance. If the domain is bounded then the case of smooth A is handled by using the localization and perturbation argument from the constant matrix case. This method is quite robust (also for L p framework), but when the domain is unbounded it does not always work successfully. Thus, although Theorem 4.2 itself is not essentially new, we will give an alternative proof using the result in our companion work [24] , where 
Here the constants C 4 , C 5 depend only on ν 1 and ν 2 .
Proof. The equality (4.1) directly follows from (3.1). The inequality Λ
follows by combining (2.29), (4.1), and
for some c > 0 by the ellipticity condition (1.2). The details are omitted here. We can now conclude that {e −tP A } t≥0 is extended as a strongly continuous analytic semigroup acting on L 2 (R d ) by Propositions 2.9, 2.13, and 3.3 since Λ A = Λ A when A is Hermite. As for (4.4), we note that 
. This proves (4.4), which is now extended to any F ∈ L 2 (R d+1 + ). To prove (4.3) set w(t) = e −tP A g = g − P A t 0 e −(t−s)P A g ds. Fix any T > 0. Then, as a consequence of (4.4), we have
where χ T = χ T (t) is the characteristic function on the interval [0, T ] and C > 0 is independent of T and g. Thus there is
with C independent of T and g. Set w 1 (t) = tP A w(t). Then w 1 satisfies ∂ t w 1 + P A w 1 = P A w with the zero initial data. Hence we have the representation w 1 (t) = t 0 e −(t−s)P A P A w(s) ds = P A t 0 e −(t−s)P A w(s) ds. Thus (4.4) yields
By the identity w(T ) = e −(t−T 0 )P A w(T 0 ) = w(T 0 ) − T T 0 P A w(t) dt we have from (4.5) and (4.6),
Here we have used 
with equivalent norms. Moreover, the estimates (4.1) -(4.4) hold for all
Proof. In the proof of Lemma 4.1, as a result of the estimate (4.2) and Proposition 3.3, we have already seen that {e −tP A } t≥0 is extended as a strongly continuous analytic semigroup in L 2 (R d ), which is bounded due to (4.3). Moreover, Proposition 3.3 also gives the continuous embeddings
For this purpose we first consider the mollified matrix A ǫ = (a
, where a (ǫ) i,j = j ǫ * a i,j with a standard mollifier j ǫ , ǫ > 0. It is easy to see that A ǫ is Hermite and also satisfies (1.2) with the same constants ν 1 , ν 2 . Hence by [24, Theorem 1.2] we have the characterization
, and (4.1) implies the estimate
Then the function u ǫ (t) = e −tP Aǫ f with f ∈ H 1 (R d ) satisfies
Here the constant C in these estimates depends only on ν 1 and ν 2 . Hence we can take a sequence {ǫ n }, ǫ n → 0, such that u ǫn converges to some u ∈Ḣ 1 (R d+1 + ) weakly inḢ 1 (R d+1 + ) and strongly in L 2 loc (R d+1 + ), and u also satisfies the estimate sup t>0 ∇u(t)
, and it is not difficult to see lim t→0 u(t) → f strongly in L 2 (R d ) from the above uniform bound. Hence the uniqueness of the weak solutions inḢ 1 
, which requires more technicality. Let us recall that we have already known that
. Now let us consider the approximation A ǫ as above, and for any [24, Theorem 1.3] . Moreover, using the fact that the ellipticity constants of A ǫ is the same as those of A, we have
where C > 0 is independent of ǫ. Hence by taking suitable subsequence if necessary, we may assume that g ǫ converges to some
Now we observe that
Since η > 0 and R > 0 are arbitrary, we conclude that lim sup
Collecting these above, we finally obtain
Hence, (4.7) and (4.10) imply
Analysis for regular off-block case
In this section we consider the case when the off-block vectors r 1 , r 2 possess additional properties. As stated in Theorem 1.3, the key assumption will be made for the divergence of r 1 , r 2 .
Proposition 4.3. Assume that {e −tP A } t≥0 acting on H 1/2 (R d ) is extended as a strongly continuous semigroups acting on L 2 (R d ) and that (i) there are λ ≥ 0 and C 1 > 0 such that
(ii) there are α ∈ [0, 1), C 2 > 0, and C 3 > 0 such that
where the constant C depends only on d, ν 1 , ν 2 , α, C 1 , C 2 , and C 3 .
Remark 4.4.
As is seen in the proof below, the constant C in (4.14) does not depend on the value sup
Remark 4.5. Let d ≥ 2 and let
Then we have To prove Proposition 4.3 let us recall the operator
Since A(x) satisfies the ellipticity condition (1.2), so does A ′ (x). Hence A ′ is realized as an m-sectorial operator in L 2 (R d ). Furthermore, due to the result [5] on the Kato square root problem we have
Reminding this fact, we start from the next lemma based on the Littlewood-Paley theory. Let ψ ∈ C ∞ 0 (R d ) be a real-valued function with zero average such that
Here ψ s (x) = s −d ψ(x/s). We may take ψ = ∆ψ so that
Lemma 4.6. Suppose that the assumptions in Proposition 4.3 hold. Set
Then there is λ 0 ≥ λ such that
Here the constant C depends only on d, ν 1 , ν 2 , α, C 2 , and C 3 .
Proof. For simplicity we assume λ = 0 in the condition of Proposition 4.3 and take λ 0 = 1. We also assume, instead of (4.13), that (4.17) which makes the computation slightly simpler. The general case is treated just in the same manner. We write U (t) for U 1 (t). By taking into account the Schur lemma (cf. see [12, pp.643-644] ) it suffices to show 19) with the constant C depends only on d, ν 1 , ν 2 , α, C 2 , and C 3 . Here we have set Q s g = ψ s * g. Let us prove the desired estimates by the duality. Take any f ∈ L 2 (R d ) and
Then from (2.16) we have
This proves (4.18). To show (4.19) we recall the characterization
and the fact that the realization of A ′ in L 2 (R d ) has the bounded imaginary powers leads to the characterization A
by the complex interpolation. By (2.11) we obtain
Therefore it remains to consider the case t ≥ s. Proposition 3.1 yields
The term I 1 is estimated as
Here we have used (2.14) and
As for the term I 2 , we perform the integration by parts and get
By using (2.14) and (2.16) the term I 2,1 is bounded from above by Ct −1 s. To estimate the last term I 2,2 we recall the standard identity for a given inner product , :
Then, applying (4.17), we have for any m > 0,
The interpolation inequality with (2.14) and (2.16) shows that
for β ∈ [0, 1]. Thus we have
Hence, setting m 4 = t 2 s, we get I 2,,2 ≤ Ct −(1−α)/2 s (1−α)/2 for t ≥ s > 0, which proves (4.19). The proof is complete.
We are now in position to prove Proposition 4.3. Proof of Proposition 4.3. As in the proof of Lemma 4.6, we assume that λ = 0 and λ 0 = 1, and write U (t) for U λ 0 (t). It suffices to show
We apply the duality argument. For any g ∈ H 1 (R d ) we have
Thus the Hölder inequality implies
Here we have used the condition (i) of Proposition 4.3 and Lemma 4.6. The proof is complete.
Proposition 4.7. Let α ∈ [0, 1). Assume that r 2 and b are real-valued. Then there is δ 0 > 0 depending only on ν 1 , ν 2 , and α such that if
Proof. As in the proof of Lemma 4.6, we assume
instead of (4.21) for simplicity of computations. Let f ∈ H 1/2 (R d ). Then by Proposition 2.4 and Proposition 2.13 the function e −tP A f belongs to
for all t > 0, and the following calculation is valid.
(4.24)
Applying (4.23), we then have
Fix T > 0. Integrating (4.24) from t = 0 to t = T , we get
Then we use Proposition 2.8 to conclude that
Now we note that there is T 0 ∈ [T /2, T ] such that
Thus, taking δ small enough if necessary, we arrive at
Since T > 0 is arbitrary the Gronwall inequality leads to (4.22). The proof is complete.
Theorem 4.8. Let α ∈ [0, 1) and let δ 0 be the number in Proposition 4.7. Then there is δ ∈ (0, δ 0 ] depending only on d, α, ν 1 , and ν 2 such that the following statement holds: Suppose that Then the semigroups {e −tP A } t≥0 and {e −tP A * } t≥0 in H 1/2 (R d ) are extended as strongly continuous semigroups in
holds with equivalent norms.
Proof. To simplify the computation we assume, instead of (1), that
where δ ∈ (0, δ 0 ] will be chosen later. We denote by A 1 the matrix defined as
It is easy to see that A 1 satisfies (1.2) with the same numbers ν 1 , ν 2 . Let t 0 be a positive number satisfying t 0 ≤ min{1, ν 1 /(2C 5 + δ 0 )}. Then (4.22) and (2.23) yield the estimate
for β ∈ [0, 1], where C depends only on d, α, ν 1 , and ν 2 .
For the moment we consider the case when each a i,j belongs to
in the weak sense and u| t=0 = f , where A 1 u = −∇ · A 1 ∇u. Since the right-hand side of (4.31) satisfies the condition in Theorem 5.1 we have the integral representation of u such as
Here, for 0 < t ≤ t 0 /2 and k = 1, 2, each F k is defined by
Note that we have used the condition (2) . Recalling that each F k satisfies ∂ t F k + P A 1 F k = G k , we have from the energy calculation and (4.28),
Thus, for 0 < T ≤ min{t 0 /2, C 5 ν −1
1 } the Gronwall inequality yields 32) where C is a numerical constant. Since t is less than or equal to t 0 /2, the term F 1 and G 1 are of lower order and easy to estimate. Indeed, by the definition e −tQ A 1 = M 1/b (e −tP A * 1 ) * M b the duality argument using the results of Proposition 2.4 and (4.30) imply 33) where C depends only on d, ν 1 , and ν 2 . The details are omitted. Then (4.33) combined with (4.30) yields
for β ∈ [0, 1). Here the constant C depends only on d, β, ν 1 , and ν 2 . From (4.33) and (4.34) we see
for 0 < t ≤ t 0 /2, with C depending only on d, α, ν 1 , and ν 2 . On the other hand, the identity (4.20) and the assumption (4.28) lead to
for any m > 0. From Proposition 2.4 we have
, while the interpolation inequality based on (4.30) and e
for 0 < t < s ≤ t 0 /2. Then, taking m = t 1/8 s 3/8 in (4.36), we get
(4.37)
The triangle inequality and (4.34) imply
for 0 < t ≤ t 0 /2 and β ∈ [0, 1]. Hence, if in addition t 0 is small so that (C 5 + 1)t 0 ≤ δ, we get
. 
Here C depends only on d. α, ν 1 , and ν 2 . Thus, by taking T 0 small enough depending on δ and C 5 , and by using (2.19) and (4.22) for {e −tP A 1 } t≥0 together with (4.30), we have for 0 < T ≤ T 0 ,
Now we use
and (4.38). Then, again from (2.19), (4.22) , and (4.30) for {e −tP A 1 } t≥0 , and from (4.34) for F 1 , we observe that
Here we have used
and the interpolation inequality for the term t −α u(t) 2Ḣ
. By applying Proposition 2.8 for
where C depends only on d, α, ν 1 , and ν 2 . We take δ so small that Cδ ≤ ν 1 . Then the Gronwall inequality and the Young inequality give
(4.44)
By taking δ further small (but depending only in d, α, ν 1 , and ν 2 ) if necessary, the argument as in the derivation of (4.27) leads to the desired estimate:
for sufficiently small T 0 > 0. Here C depends only on d, α, ν 1 , and ν 2 , while T 0 depends only on d, α, δ, C 5 , ν 1 , and ν 2 . Clearly the same estimate is valid also for v(t) = e −tP A * f . Hence Proposition 4.3 implies
where C depends only on d, α, δ, C 5 , ν 1 , and ν 2 . Now let us eliminate the assumption a i,j ∈ Lip(R d ). First we consider the mollified matrix
i,j = j ǫ * a i,j , where j ǫ is a standard mollifier. Note that the conditions (1) (or (4.28)) and (2) are invariant under this mollification. We have already known that [24, Theorem 1.2] . Moreover, (4.46) and the proof of Corollary 3.5 implies that
) with constants independent of the parameter ǫ > 0. Let f ∈ H 1 (R d ) and set u ǫ (t) = e −tP A (ǫ) f . Then we have the uniform bounds such that
By the standard limiting procedure and the uniqueness of weak solutions we conclude that w(t) = e −tP A f satisfies 
holds with equivalent norms. The proof is complete.
Proof of Theorem 1.3
We are now in position to prove Theorem 1.3. From Theorems 4.2 and 4.8 we have
, P A = P A , and P A * = P A * under the assumptions of Theorem 1.3. The factorizations (1.9) and (1.10) follow from Lemma 3.7. The proof is complete.
Application to boundary value problem
In this section we consider the Dirichlet and Neumann problems for elliptic operators in R d+1 + .
Relation between mild solution and weak solution
The aim of this section is to clarify the relation between the weak solution and the mild solution for the boundary value problems.
Theorem 5.1. Assume that the semigroups {e −tP A } t≥0 and {e −tP A * } t≥0 acting on H 1/2 (R d ) are extended as strongly continuous semigroups acting on Remark 5.2. In Section 2.1, we define the mild solution for F ∈ L 1 loc (R + ; L 2 (R d )). However, if the semigroup {e −tP A * } t≥0 is analytic in L 2 (R d ) and D(P A * ) = H 1 (R d ) holds, the Duhamel terms in the integral equations still make sense even for F ∈Ḣ −1 (R d+1 + ) by the duality argument. We note that the Duhamel terms make sense also for F in some Sobolev spaces of negative order in the same way.
Proof of Theorem 5.1. Firstly we observe that 
. Thus we have from (2.11),
Collecting these, we conclude that
by the same calculation as above. Now let us prove the assertion (i). Note that u 0 (t) = e −tP A g, g ∈ H 1/2 (R d ), is a weak solution to (D) with
+ ) due to Proposition 2.9. Thus, considering u(t) − u 0 (t) if necessary, we may assume that u is a weak solution to (D) with
by the maximal regularity, for e −ǫP A * m A * [ψ] belongs to the space L 2 loc (R + ; H 1/2 (R d )). Moreover, since m A * [ψ](s) = 0 for s ≥ T 0 /2 ≫ 1 the function ϕ is written in the form ϕ(t) = e −(t−T 0 +ǫ)P A * w with some w ∈ D H 1/2 (P A * ) if t ≥ T 0 . Hence, recalling (2.10), we conclude that ϕ ∈Ḣ 1 0 (R d+1 + ) and
By the definition of ϕ and the integration by parts, the left-hand side of (5.3) is calculated as
On the other hand, by using (5.2) the right-hand side of (5.3) satisfies
s) ds, which proves (i). Next we show (ii). Let w ∈Ḣ 1 0 (R d+1 + ) be the weak solution to (D) with g = 0 (which uniquely exists by the assumption F ∈Ḣ −1 (R d+1 + )). Then w is a mild solution because of (i), and since
Then from the estimate
for t ∈ (0, 1), we have
The equalities (5.6) and (5.7) show that the functionṽ defined byṽ = v 0 + w ∈Ḣ 1 (R d+1 + ), which is a mild solution to (N) by the construction, is a weak solution to (N). Then
. Hence the uniqueness of weak solutions to (D) inḢ 1 0 (R d+1 + ) verifies the representation z(t) = e −tP A z(0), i.e., z ∈Ḣ 1 (R d+1 + ). Then we can take φ = z in the above equality, which gives z = 0, i.e., v =ṽ. The proof is complete.
Proof of Corollary 1.12
In order to show Corollary 1.12, we use the following elementary estimate:
holds, where C depends only on F .
Proof. By Theorem 5.1 and a simple change of variables, we have the representation formula:
Then since Proposition 2.9 yields the estimate
we have
where we have used the fact that F is smooth and has a compact support in the last inequality.
Since
holds with the equivalent norm, the estimate for
can be proved in the same way. Thus the proof is complete.
Proof of Corollary 1.12. Since the existence part is a direct consequence of Theorem 1.3, we will prove the uniqueness of the solution in the class For small r ∈ (0, 1/2), we take φ such that φ(t) = 1 if t ∈ (2r, 1/r), φ(t) = 0 if t / ∈ (r, 2/r), |∂ t φ(t)| ≤ C/r if t ∈ (r, 2r), and |∂ t φ(t)| ≤ Cr if t ∈ (1/r, 2/r). By a direct calculation we have
+ a 2,d+1 · ∇w, ϕ∂ t φ L 2 (R 
which converges to 0 as r → 0 by the assumption w ∈Ḣ 1 (R d × (δ, ∞)) for any δ > 0. In the same manner, we also see the term II converges to 0 as r → 0. Thus taking the limit in (5.9) as r → 0, we obtain w, F L 2 (R 
Solvability of the inhomogeneous problem
The purpose of this section is prove the solvability of the inhomogeneous boundary value problems under weak conditions for the inhomogeneous term. for the same q as above.
Remark 5.7. It is not clear whether the weak solution in the class (5.10) is unique. It would be also an interesting question to find other conditions on A for the boundedness of the semigroup {e −tP A * } t≥0 in L 2 (R d ).
Since Theorems 5.4 and 5.6 are proved in the same manner, we will only give a proof of the latter one.
Proof of Theorem 5.6. Consider the Dirichlet problem (D). Let ψ N = N −d ψ(·/N ) be a function such that ψ ∈ C ∞ 0 (R d ) and let φ N = φ(t/N ) be a smooth function in R + such that φ(t) = 1 for 0 ≤ t < 1 and φ(t) = 0 for t ≥ 2. Then the function F N defined by F N (x, t) = φ N (t)(F N (t) * ψ N )(x) (N = 1, 2, · · · ) satisfies that
Therefore, for each F N (N = 1, 2, · · · ), the Lax-Milgram theorem gives the unique weak solution
for all ϕ ∈ C ∞ 0 (R d+1 + ) (5.11) and u N (t) → 0 as t → 0 in the sense of distributions. By Theorem 5.1 the weak solution is also the mild solution. Then the representation formula (2.4) and the maximal regularity for P A yields
Then the duality argument and boundedness of the semigroup e −tP A * in L 2 (R d ) together with Remark 2.10 yield RHS of (5.12)
where we have used the Hardy-Littlewood-Sobolev inequality in the last line. From the assumption D L 2 (P A ) = H 1 (R d ) with the equivalent norm, we also see ∇u N converges to ∇u strongly in L The one parameter family of linear operators {E A λ (t)} t≥0 , defined by E A λ (t)g = (E A λ g)(·, t) for g ∈ H 1/2 (R d ), is called the Poisson semigroup associated with A λ .
(ii) Let Re λ > 0. We denote by Λ A λ : H 1/2 (R d ) → H −1/2 (R d ) the Dirichlet-Neumann map associated with A λ , which is defined through the sesquilinear form 
, and the operators −P A λ , − P A * λ defined by
generate strongly continuous and analytic semigroups in L 2 (R d ). Moreover, the realization of A ′ +λ in L 2 (R d ) and the realization A λ in L 2 (R d+1 ) are respectively factorized as Remark A.3. Theorem A.2 is proved in the same manner as in the proof of Theorem 1.3. We also note that the conclusion of Theorem A.2 holds if A is Lipschitz continuous, which can be proved by arguing as in [24] .
