We present a framework which can be used to rigorously assess and compare large-eddy 
INTRODUCTION
In recent years, large-eddy simulations (LES) have been firmly established as a research tool for turbulent flows. At present an increasing number of LES studies is oriented towards effective industrial applications. However, several fundamental issues remain to be solved in LES, and in order to allow LES to develop into a suitable tool for industrial design, severe reliability and quality verifications need to be incorporated.
Obviously, thorough code verification and validation is needed before a large-eddy simulation code can be deemed 'trustworthy'. Foremost, these validations should be based on an extensive set of canonical flow cases, such as homogeneous isotropic turbulence, channel flow, jets (swirling and nonswirling), mixing layers, transition, etc. The performance of a simulation code in these different flow conditions, and, e.g., observed limitations, are of great value for the use of such a code for more application oriented simulations. The quality of the latter can often be reduced to the code's performance in a set of related canonical flow situations. Clearly, the direct validation of LES codes with application-oriented complex flows is important in a production environment. However, such validations are often too complex to fully identify why certain good or bad results emerge, and insights which allow the general improvement of the reliability and quality of simulation codes, are not easily gained.
In the present study, a framework is proposed in which LES codes can be evaluated. It is centered around the most simple canonical test case of the above-mentioned list, i.e., decaying homogeneous isotropic turbulence. Though this case is very simple (o.a., with three periodic directions), and avoids many problems encountered in complex flow simulations, it serves nevertheless as a generally accepted first test case for any LES code. This mainly originates from the fact that the background turbulence in high Reynolds number turbulence is locally homogeneous and isotropic, as documented in many textbooks on turbulence [1, 2] .
The methodology used to assess the errors-dynamics of large-eddy simulations in the present study, was first introduced in [3] and later extended in [4, 5] , for LES employing a Smagorinsky model. By systematically varying the simulation resolution and the model coefficient [3] , 'optimal refinement trajectories' were obtained, which provide the optimal model parameter, resulting in the lowest simulation error (for one single flow property) at given resolution. As will be further illustrated in the present paper, this methodology can be extended to include the error-dynamics of several flow properties [5] . In the current study, three different flow properties will be considered, i.e. the longitudinal integral length scale, the resolved energy and the resolved enstrophy. For LES employing the Smagorinsky model, results illustrate that, depending on the numerical discretization and the spatial resolution, parameter settings can be identified where all separate error measures that are included are simultaneously 'near optimal'. This gives rise to so-called 'multi-objective optimal parameter regions'.
In recent years, it has been shown in various publications, that discretization and modelling errors can interact in intricate and unpredictable ways [6, 7, 8, 3] , quite often leading to counterintuitive trends when, e.g. grid-refinement is considered [7, 3] , and current results will further document this. In fact, using the above-mentioned methodology for error assessment, we will evaluate the effects of different numerical discretization schemes in LES employing the Smagorinsky model.
To this end second-order and fourth order discretization of the convective and viscous terms are used, and a mix of a fourthorder convective and a second-order viscous discretization is also considered. The fully second order method is shown to provide the best overall results, closely followed by the fully fourth order method. The mixed order method provided the worst results and might be discarded as unreliable. In fact, for Smagorinsky LES using this discretization, it is demonstrated that no 'multi-objective optimal parameter region' exists. Consequently, though the optimization of model parameters with respect to one flow property can be readily obtained for this method, it is always at the expense of the accuracy with which other flow properties are predicted, since no parameter and resolution ranges exist where all included errors are nearly optimal.
Further presentation and discussion of results proceeds as follows. In the next section, the governing equations and simulation setup are summarized. In a following section, a framework for the assessment of LES errors is presented. Subsequently, large-eddy simulations with three different numerical schemes are compared based on the presented framework. Finally, in the last section, conclusions are presented.
GOVERNING EQUATIONS AND SETUP
The filtered Navier-Stokes equations for incompressible flows can be written in dimensionless form as
where u i is the filtered velocity component in the x i -direction, p the filtered pressure and Re the computational Reynolds number. The LES filter is denoted by (·), and
corresponds to the filtered strain tensor. The filtering of the Navier-Stokes equations gives rise the subgrid-scale stress tensor τ i j which is unclosed and given by
In large-eddy simulations, these subgrid-scale stresses are replaced by a model m i j , which approximates their dynamic effect and is based on the resolved velocity field u i only.
One of the most often employed formulations for m i j is the Smagorinsky model, given by [9] , which approximates the deviatoric part of τ i j as
with C s the Smagorinsky coefficient, ∆ the LES filter width, and |S| = (2S i j S i j ) 1/2 the magnitude of the filtered strain-rate tensor.
In the current study, three different numerical schemes are employed to discretize the spatial derivative in the closed LES equations, all formulated using a cell-centered finite-volume approach. The first method discretizes both the convective and viscous terms with second-order finite-volume schemes, and we will use the acronym '2o2o' to refer to this discretization. Further schemes correspond to a fourth-order finite-volume discretization of the convective and viscous terms (4o4o), and the combination of a fourth order discretization of the convective terms with a second-order discretization of the viscous terms (4o2o). More details on these schemes and their application can be found in [7, 10, 11] . All schemes are combined with a four-stage, second-order accurate Runge-Kutta time integration.
Large-eddy simulations of decaying homogeneous isotropic turbulence are carried out at a number of resolutions and different values for the model parameter C s following the procedure proposed in [3] . The Reynolds number in the current study corresponds to Re λ = 100 in terms of the Taylor-Reynolds number Re λ . The initial fields for the LES are generated by filtering the initial DNS fields [3] with a cubical sharp cut-off filter, with cutoff related to the grid cut-off wavenumber k c = π/h, with h the grid spacing. During the simulations, no additional explicit filtering is performed and for the implementation of the Smagorinsky model, we further take ∆ = h.
OPTIMAL REFINEMENT TRAJECTORIES
In Reference [3] , LES of homogeneous isotropic turbulence was performed at various resolutions and settings of the Smagorinsky coefficient, and here, these simulations are repeated using the 2o2o method (and the 4o2o and 4o4o methods in the next section). Based on these simulation results and a corresponding DNS reference [3] , it is possible to define an overall simulation error based on the resolved kinetic energy
Here, E LES is the kinetic energy obtained from a large-eddy simulation at given resolution N and model coefficient C s , while E DNS is the reference solution, obtained by filtering the DNS field with a sharp cut-off filter with filter-width ∆ = h = 1/N. For sake of mathematical consistency we use the filtered DNS solution as reference [12] . In case only unfiltered data are available (e.g., originating from experiments), one should either verify that the filtering has no appreciable effect on the considered reference property, or use an explicit subgrid scale closure to account for this difference (see, e.g., [13] ). Though of some practical importance, we will not further address this issue in the present study, but consistently use filtered DNS data in all error definitions.
In Fig. 1 , the δ E (N,C s ) error is presented. This error landscape illustrates how errors, related to the resolved turbulent kinetic energy, strongly depend on the simulation resolution and model coefficient. Further, based on this figure, an 'optimal refinement trajectory' can readily be identified. Such a trajectory corresponds to the coefficients C s (N) for which the error δ E (N, C s (N)) at given resolution N is minimal. Different flow properties can be used as basis to define simulations errors. In the present study, we will further consider the longitudinal integral length scale L , defined as
with f (r,t) the longitudinal autocorrelation function, i.e. f (r,t) = u 1 (x + re 1 ,t)u 1 (x,t) / u 2 1 . Next to L , the resolved enstrophy E will also be considered as basis for an error definition, with E = ω i ω i /2 . Here, ω ω ω = ∇ × u is the filtered vorticity.
Consequently, the following overall relative errors are introduced
As for the error measure δ E , optimal refinement trajectories C s (N) can be obtained based on either δ L or δ E , and we will illustrate that the corresponding trajectories can considerably differ. In order to better accommodate an analysis which allows to consider the above-defined errors simultaneously, we will introduce a 'near optimal' region Ω(δ) with respect to the error measure δ as [5] 
Hence, for a resolution N, the 'near optimal' region contains all values C s for which the resulting simulation error δ (i.e. δ L , δ E or δ E ) is smaller than the minimal error at that resolution, multiplied by a factor a > 1. Though the selection of a is somewhat arbitrary, a value a = 1.2 appears suitable [5] , and we will use this value for the present study. Consequently, Ω(δ) provides an overview of the robustness of the model, with respect to its per-resolution optimal error level. In Fig. 2 , an overview is presented of optimal refinement trajectories and 'near optimal regions' for the three error definitions δ L , δ E and δ E . In this figure, the respective optimal refinement trajectories are marked with symbols at the different simulation resolutions. Moreover, the corresponding 'near optimal' regions are displayed shaded gray and semitransparent. As a result, regions with overlap appear in darker shades of gray. Consequently, regions where one, two or three of the considered errors are 'near optimal' can be readily distinguished. As can be observed in Fig. 2 , for N ≥ 40, a region exists where all three errors are 'near optimal', and we will refer to this as a 'multiobjective optimal' region.
For N < 40 in Fig. 2 , no 'multi-objective optimal' region exists. We hypothesize that in this region the separation between the filter cut-off ∆ and the longitudinal integral length scale L is too small to allow a decent representation of the large-scale turbulence. Though simulations can be optimized with respect to one single flow property, this will be at cost of other predictions, i.e., one can, e.g., observe in Fig. 1 that errors at low resolutions can increase rapidly outside the near optimal region.
In the next section, we will compare the existence and extent of 'multi-objective optimal' regions occurring in Smagorinsky LES with different numerical discretizations. Moreover, error levels along a 'multi-objective optimal' refinement trajectory will be compared.
EVALUATION OF DIFFERENT NUMERICAL SCHEMES
We turn to the comparison of the 2o2o, 4o2o, and 4o4o numerical discretizations using the methodology presented in the previous section.
In Fig. 3(a) and (b) the optimal refinement trajectories and near optimal regions, respectively associated with the 4o2o and 4o4o methods, are displayed, while the 2o2o results were already shown in Fig. 2 . Clearly, large differences appear between the three numerical discretizations. First of all, the 2o2o method has the most extended 'multi-objective optimal' region starting from N ≈ 40. Surprisingly, the 4o4o has a smaller multi-objective optimal region, i.e., for resolutions N ≥ 56. The 4o2o method has almost no multi-objective optimal region in the considered resolution range, and overlap only occurs for N ≥ 80.
In order to further establish the differences between the three numerical discretizations, we will turn to the evaluation of error levels along a selected multi-objective optimal refinement trajectory. To this end we define a refinement trajectory C s (N) as the optimal trajectory associated to the error [5] 
where δ L ,opt , δ E,opt , and δ E ,opt are the errors δ L , δ E , and δ E evaluated at their respective optimal refinement trajectories C s . Obviously, the definition of C s (N) as an overall refinement trajectory is somewhat arbitrary, but we carefully checked that C s is situated inside the multi-objective optimal region for resolutions ranges where it exists.
In Fig. 4 the different errors δ L , δ E , and δ E along the refinement trajectory C s are compared for the three methods 2o2o, 4o2o, and 4o4o. First of all, errors along the considered 'multi-objective optimal' refinement trajectory are not decreasing monotonously with resolution, even in resolution ranges where a multi-objective optimal region exists (N ≥ 40 for 2o2o, N ≥ 80 for 4o2o, and N ≥ 56 for 4o4o). This is a clear illustration of the typical non-linear and intricate error dynamics which can be encountered in LES.
If one further compares errors in Fig. 4 , it is surprising to observe that the 2o2o discretization for N ≥ 40 yields overall lower errors than both the 4o2o and 4o4o methods. For N < 40 the inverse is true. However, we recall that neither method has a multi-objective optimal region for these resolutions, such that overall solution quality and reliability at these resolutions is poor.
Finally, for N ≥ 96, the errors δ E and δ E associated with the 4o4o method are lower than the 2o2o errors. However, at these resolutions, the contribution of the subgrid-scale dissipation to the total turbulent dissipation is quite small. Hence, at high enough resolutions, where LES is approaching DNS, the expected higher accuracy of a fourth-order over a second-order discretization, as e.g., commonly observed in DNS, is recovered.
We would like to emphasize that the evaluations presented in Fig. 4 represent errors which are determined along a posteriori determined 'multi-objective optimal' refinement trajectories C s . Hence, these error levels correspond roughly to the lowest errors one can potentially obtain using the respective numerical methods. However, if the model coefficient is set a priori in simulations, e.g., by means of a dynamic procedure, the location of these model coefficients can be well outside the multiobjective optimal regions, such that considerably higher errors are observed [4] .
CONCLUDING REMARKS
In the present paper, a framework has been presented which is based on the evaluation of multiple flow properties simultaneously. It was shown that regions exist where all considered flow quantities are predicted nearly optimal. The existence of such 'multi-objective optimal' regions depends on an adequate simulation resolution, and further varies strongly with the considered numerical schemes. The 2o2o scheme displayed the largest 'multi-objective optimal' region with the smallest errors, closely followed by the 4o4o scheme. The 4o2o scheme was shown to have almost no 'multi-objective optimal' region in the considered resolution range and the method produced the largest associated errors. Based on this analysis, the latter discretization method combined with the Smagorinsky model may be classified as not reliable.
The present work is centered around simulations of homogeneous isotropic turbulence, which is a first validation test case commonly considered for LES methods. An extension of the framework to other test cases, including non-homogeneous directions or complex physics, appears a fruitful direction for future work. Moreover, the surprising results which were obtained for the different numerical schemes, also call for further research.
