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Abstract
　The paper adopts the method of spatial autocorrelation Moran’s I and spatial error 
model and spatial lag model of Spatial Econometrics, based on Cobb Douglas function, 
to analyze the spillover effects of urban residents’ consumption expenditure in China. It 
turns out that the per capita disposable income (PCDI), the amount of savings (SAVS) of 
urban residents, gross dependency ratio (GDER) of population have significant effects on 
the level of urban residents per capita consumption expenditure (PCCE) in China, and 
PCDI has the greatest influence. Besides, the level of China’s urban residents PCCE has 
significant spatial spillover effects and has a tendency to cluster in space. The formation 
of regional consumer groups is conducive to the development of regional economy. To 
give full play to regional spatial spillover effects among the urban residents’ consumption 
expenditure, the government should continue to improve the income distribution system 
and the social security mechanism, reduce urban residents money demand which is 
hold in case of precautionary motive, and solve any menace from the “rear” of the 
consumption of urban residents, to break administrative barriers among provinces, in 
addition to further adjusting consumption structure of urban residents, which makes 
raising the consumption of urban residents a new point of economic growth in China.
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1 Introduction
　Since reform and opening up, the development of China’s economy and society has 
made considerable progress, people’s income and consumption levels continuously 
improve. Consumption, investment and export are just like “three carriages” for national 
economic development. While an export-oriented economy makes for development, 
domestic consumption including household and government consumption demand 
become more and more important to promote economic growth. The residents’ 
consumption demand growth is becoming an important support and leverage for 
the transformation of the economic growth mode. In 2013, China’s final consumption 
expenditure made a 50.0% contribution rate to GDP growth, and a 3.9% pull to GDP 
growth. Through analyzing the key factors affecting the urban residents’ consumption 
and spatial dependence and heterogeneity of consumption of urban residents in China, 
this paper aims to comb the development stage of China’s economy, explore the 
possibilities for building a good consumption environment for urban residents, and then 
put forward the measures and suggestions for improving the level of urban residents’ 
consumption, which has important realistic and guiding significance for promoting the 
development of the national economy.
　Lots of researches abroad concentrate on spatial econometrics, the consumption 
function and consumption behavior. Anselin (1988)1,2） defined spatial econometrics as: A 
series of methods used to dispose special attribution which is due to spatial factors 
in the area of economic models is to make a model specification, estimation, testing 
and prediction for regional economy, which is based on appropriate setting of spatial 
effects. When it comes to the study of consumption function, the most representative 
is Keynes’s (1936)３） absolute income hypothesis. As income increases, consumption 
will increase, but the increase of consumption is less than the increase of income. This 
relationship between consumption and income is called as the consumption function 
or propensity to consume. Duesenberry’s (1949)4） relative income hypothesis suggests 
that consumers will be affected by their past spending habits and consumption levels 
around them. So consumption is decided relatively. In addition, there is the life cycle 
theories of consumption of US economist Franco Modigliani5）, as well as the permanent 
income theory of Milton Friedman6）. H. Yigit Aydede (2007)7） analyzed social security’s 
impact on the consumer in a developing country based on time-series data in Turkey. 
The analysis showed that social security wealth was the largest component in Turkish 
household wealth, which obviously had a significant impact on consumer behavior. At 
present, the domestic research on consumption is mainly about consumption level and 
the consumption structure. Wu Yuxia (2011)8） thought that consumption played an 
important role in economic growth, and analyzed the present situation of consumer 
demand in China and the influence factors of Chinese residents’ consumption factors, 
such as pre property difference of income uncertainty, the real interest rate, price level, 
liquidity constraints, consumption habits, consumption structure of residents and the 
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government fiscal expenditure etc. Ma Li, Sun Jingshui (2008)9） analyzed the relationship 
between China’s urban and rural residents’ consumption and income using the first-
order the autoregressive model (FAR) of spatial econometrics, the spatial autoregressive 
model (SAR) and spatial error model (SEM) and found that China’s PCCE level had 
significant spatial correlation. There may be a high order correlation besides the first 
order correlation. Li Qihua (2011)10） analyzed the relationship between urban and rural 
residents’ consumption spatial correlation and the convergence of urban and rural 
residents’ consumption in China through spatial correlation in spatial econometrics. It 
was found out that the spatial correlation of urban and rural residents’ consumption in 
China increased year by year. The level of urban and rural residents’ consumption and 
various types of consumer had different Convergence and Divergence. In summary, the 
scholars mostly conducted academic researches on spatial econometrics. But, there is 
still much more room for improvement in the setting of urban residents in the consumer 
spatial econometric model and spatial aspects of weight determination. Therefore, based 
on C-D function, and combined with different spatial weight matrix, this paper analyses 
China’s urban residents’ consumption level through a spatial data analysis model and the 
impact of space effect on consumption levels of urban residents, which has important 
practical significance and academic value.
2 Analytical Models and Data Sources
2.1 Spatial Lag Model and Spatial Error Model
2.1.1 Spatial Lag Model
　Spatial correlation is mainly added to standard linear regression model with two 
different forms, the first one of which is the lagged item of explained variable (Wy), 
constituting spatial lag model (SAR). The form of the model is as follows:
⑴　　　　　　　　　　　　
　In this formula, dependent variable y is a n×1 vector, representing the dependent 
variable; X is a n×k data matrix, representing the explanatory variables; W is a n×n 
spatial weight matrix; Parameterρ, the coefficient of spatial lagged dependent variable 
Wy, which is called Spatial autoregression coefficient, reflects the spatial dependence of 
sample observations. ϐ reflects the impact of the explanatory variables on the dependent 
variable; εis a stochastic error vector.
2.1.2 Spatial Error Model
　The second form is to put error structure into the model (E[εiεj ]≠0, then 
constituting the spatial error model (SEM). The form of the model is as follows: 
⑵　　　　　　　　　　　　
　In this formula, dependent variable y is a n×1 vector; X is a n×k data matrix, 
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In this formula, dependent variable y is a 1n vector; X is a kn  data matrix, 
representing the explanatory variables; W is spatial weight matrix; Parameter   is the 
coefficient of spatial correlation error;  reflects the impact of the explanatory variables on the 
dependent variable. 
2.2 Spatial Correlation Test 
Moran's I, the earliest application in global clustering test, indicates the correlation 
coefficient between observations and its spatial lag. Over the entire study areas, it tests whether 
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representing the explanatory variables; W is spatial weight matrix; Parameter λ is the 
coefficient of spatial correlation error; ϐ reflects the impact of the explanatory variables 
on the dependent variable.
2.2 Spatial Correlation Test
　Moran’s I, the earliest application in global clustering test, indicates the correlation 
coefficient between observations and its spatial lag. Over the entire study areas, it 
tests whether the adjacent region is similar or different (spatial positively or negatively 
correlated), or independent 11）. Moran’s I is calculated as follows: 
⑶　　　　　　　　　　
　In this formula, n is the total number of studied regions; wij is spatial weight; xi and xj 
are respectively the attributes of region i and region 
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the adjacent region is similar or different (spatial positively or negatively correlated), or 
independent [11]. Moran's I is calculated as follows:  
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Therefore, the range of Moran’s I is consistent with Simple Pearson Correlation Coefficient 
which varies from -1 to 1. When the value is greater than zero, it means a positive correlation. 
When the value is close to 1, it means that the similar attributes aggregate (high values are 
adjacent to each other, the same as low values). In contrast, when the value is less than 0, it 
means a negative correlation. When the value is close to -1, it means that the different attributes 
gather together (high values are adjacent to each other, the same as low values). When the 
Moran’s I is close to 0, it means that the attributes distribute randomly, or there is no spatial 
autocorrelation[12]. 
2.3 Spatial Weight Matrix 
    It’s the prerequisite and foundation for spatial econometric analysis of introducing spatial 
weight matrix into spatial econometrics. This section concentrates on four kinds of commonly 
used spatial weight matrix in spatial econometrics. 
(1) Simple weight matrix. Matrix of this type is the most basic and simplest. It’s based mainly 
on whether two regions are adjacent in space. If they are adjacent, its assigned value 1, otherwise 
value 0. ROOK adjacent criterion is a common method . Owing to it is easy to be calculated and 
can reflects the spatial correlation among regions to a certain extent; simple weight matrix is 
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　⑵ Distance weight matrix. It calculates the distance between two regions through 
the latitude and longitude of each provincial capital. The methods of distance calculation 
include Cosine Distance, Mahalanobis Distance, Euclidean Distance and Correlation 
Distance. The paper uses Euclidean Distance to measure the spatial correlation degree 
between two regions. The calculation formula is 
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widely used by domestic scholars. However, it has some disadvantages: It only reflects the spatial 
correlation of adjacent areas and splits the economic ties among non-adjacent regions; it ignores 
the fact that geographically adjacent regions are not certainly correlated. At the same time, it can’t 
reflect the adjacent degree of center zone among adjacent regions. 
(2) Distance weight matrix. It calculates the distance between two regions through the 
latitude and longitude of each provincial capital. The methods of distance calculation include 
Cosine Distance、Mahalanobis Distance、Euclidean Distance and Correlation Distance. The paper 
uses Euclidean Distance to measure the spatial correlation degree between two regions. The 
calculati n formula is 22 )yy()xx(d jijiij  , in which )y,x( ii  represents the 
coordinate of district i, and )y,x( jj  stands for coordinate of district j. Since it might decay in 
inter-regional consumer spending with the increase of distance, we adopt the reciprocal of distance 
or the square of the reciprocal of distance as weight (Anselin, 1997; Fisher, 2003). The advantages 
of this type is that it makes up for the defect of simple weight matrix, which can’t measure the 
possible connections among non-adjacent regions and it can measure the degree of correlation 
between different areas more accurately. But it also has some shortcomings that it expands the 
possibility of spatial correlation. If two regions are geographically close, but have less economic 
connections, then distance weight matrix will overestimate the extent of spillover effects of 
residents consumer spending. 
(3) Economic weight matrix. The weight matrix of this kind does not measure spatial 
correlation from the perspective of geography, but constructs weight based on the difference of 
regional economy. Commonly used indicators include Gross Domestic Product (GDP), Per Capita 
Gross Domestic Product, Per Capita Disposable Income, etc. There is a close connection between 
adjacent degree of location and development of the economy, especially for the features of China’s 
eastern, central and western regions. The economic weight matrix makes up for the geographic 
weight matrix’s possibly underestimating or overestimating spatial correlation, but the adjacent 
degree of economy does not mean spatial correlation of residents’ consumer spending. 
,
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　⑷ Economic and geographic weight matrix. Residents’ consumer spending spillover 
tends to have direction, and adjacent regions nd economically developed areas have 
strong spillover effects on economically poor developed ones. The calculation method of 
economic and geographic weight matrix is: W＝w＊E. In this formula, w stands for simple 
weight mat ix, a d E tands for diagonal matrix of regional Per Capita real GDP me n, 
that is 
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At last, in a practical application, we need to standardize the weight matrix in order to make 
the sum of each row equals 1. Firstly, we add up the elements of each row of the weight matrix to 
get the total number; secondly, with each element divided by the total number, we get the 
standardized weight matrix. 
2.4 Model Construction 
The analysis model of this paper is based on Cobb-Douglas Production Function, (C-D) and 
the basic form of C-D function is: βαLAKY  , in this formula, parameter  ,   stands for 
capital and labor output elasticity ( 1，0   ) respectively. Based on C-D function, we set the 
following form as an analysis model in this paper: 
φγβα εGDERSAVSPCDIA=GDER)SAVS,f(PCDI,=PCCE      （5） 
In this formula, 0>γβ,α, , PCCE denotes Per Capita Consumption Expenditure; PCDI 
denotes Per Capital Disposable Income; SAVS denotes Savings; GDER denotes Gross 
Dependency Ratio. In order to facilitate the parameter estimation of this model and eliminate the 
influence of potential heteroscedasticity, we respectively take natural logarithm on both sides of 
…  denotes real Per Capita GDP 
mean of dist i t i; 
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to make the sum of each row equals 1. Firstly, we add up the elements of each row of 
the weight matrix to get the total number; secondly, with each element divided by the 
total number, we get the standardized weight matrix.
2.4 Model Construction
　The analysis model of this paper is based on Cobb-Douglas Production Function, (C-
D) and the basic form of C-D function is: Y＝AKαLβ, in this formula, parameter α, ϐ 
stands for capital and labor output elasticity (0≤α, β≤1) respectively. Based on C-D 
function, we set the following form as an analysis model in this paper:
⑸　　　　　　　　
　In this formula, α,β,γ> 0, PCCE denotes Per Capita Consumption Expenditure; 
PCDI denotes Per Capital Disposable Income; SAVS denotes Savings; GDER denotes 
Gross Dependency Ratio. In order to facilitate the parameter estimation of this model 
and eliminate the influence of potential heteroscedasticity, we respectively take natural 
logarithm on both sides of this model, and get the linear equation model. See equation 6.
⑹　　　　　　　　
　In this formula, i denotes different provincial observation object; t denotes time; εit 
is random error and denotes other factors influencing the urban residents’ consumption 
expenditure.
3 Spatial Econometric Analysis of China’s Urban Residents’ Consumption 
Expenditure
3.1 Data Collection and Processing
　In this paper, the data source of the selected indicators comes from China Statistical 
Yearbook and China Financial Statistical Yearbook from 2000 to 2014. The units of urban 
residents PCCE and PCDI are Yuan. To guarantee the comparability of data among 
different years and eliminate the influence of inflation on urban residents PCCE and 
PCDI, this paper recalculates PCCE and PCDI based on consumer price index (CPI) of 
year 1999. Urban residents savings’ unit is One Hundred Million Yuan. GDER consists of 
Children Dependency Ratio and The Elderly Dependency Ratio①, whose unit is percent. 
Due to lack of data of urban GDER, this paper takes total GDER as replacement (total 
of urban and rural GDER). Because of the lag effect of PCDI and SAVS to PCCE, this 
paper adopts one year lagged PCDI and SAVS as explained variable in actual analysis.
3.2 Descriptive statistical analysis
①　Dependency Ratio refers to the ratio of non-labor population and labor population.  GDER= 
Children’s Dependency Ratio + The Elderly Dependency Ratio = [underage population (0-14 years 
old) + the elderly population (65 years old or older)] / labor population.
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①Dependency Ratio refers to the ratio of non-labor population and labor population.  GDER= 
Children’s Dependency Ratio + The Elderly Dependency Ratio = [underage population (0-14 
years old) + the elderly population (65 years old or older)] / labor population. 
②According to the statistics classification standards of China National Bureau, Eastern regions 
include: Zhejiang, Jiangsu, Fujian, Hebei, Liaoning, Beijing, Shanghai, Shandong, Tianjin, 
Guangdong and Hainan; Central region includes: Anhui, Jiangxi, Jilin, Heilongjiang, Henan, 
7 
(4) Economic and geographic weight matrix. Residents’ consumer spending spillover tends to 
have direction, and adjacent regions and economically developed areas have strong spillover 
effects on economically poor developed ones. The calculation method of economic and 
geographic weight matrix is: E*wW  . In this formula, w stands for simple weight matrix, 
and E stands for diagonal matrix of regional Per Capita real GDP mean, that is 
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2.4 Model Construction 
The analysis model of this paper is based on Cobb-Douglas Production Function, (C-D) and 
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　The unbalanced regional economic development in China results in the unbalanced 
distribution of PCCE and PCDI. The section analyses the difference of PCCE and 
PCDI in 2013 among China’s eastern, central and western regions. According to the 
classification standards of National Statistical Bureau, China’s 31 provinces (autonomous 
regions and municipalities directly under the central government) are divided into three 
parts: Eastern, Central and Western Regions.② We use statistical software SAS to make 
China’s PCCE and PCDI statistical map of 2013, as shown in figure 1, figure 2. 
　Figure 1 shows that if the value of urban residents PCDI is divided into three 
intervals, there is overlap among provinces of eastern, central and western regions 
falling in different intervals. And it is not completely consistent with boundaries of 
eastern, central and western regions. Yunnan, Shaanxi and Guangxi province are located 
in the western region, but their PCDI are in the second interval (22398～23414 Yuan); 
Chongqing and Inner Mongolia autonomous region are located in the western region, 
but their PCDI are in the third interval (25216.1～43851.4 Yuan); Heilongjiang, Jilin, and 
Jiangxi province are located in the central region, whose PCDI are in the first interval 
(18964.8～22367.6 Yuan). Urban residents PCDI of Hebei province which is in the 
eastern region is in the second range.
②　According to the statistics classification standards of China National Bureau, Eastern regions 
include: Zhejiang, Jiangsu, Fujian, Hebei, Liaoning, Beijing, Shanghai, Shandong, Tianjin, Guangdong 
and Hainan; Central region includes: Anhui, Jiangxi, Jilin, Heilongjiang, Henan, Hunan, Hubei, and 
Shanxi; Western regions includs: Qinghai, Xinjiang, Tibet, Gansu, Guangxi, Guizhou, Inner Mongolia, 
Ningxia, Shaanxi, Yunnan, Sichuan and Chongqing.
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We use statistical software SAS to make China’s PCCE and PCDI statistical map of 2013, as 
shown in figure 1, figure 2.  
Figure 1 shows that if the value of urban residents PCDI is divided into three intervals, there 
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Heilongjiang, Jilin, and Jiangxi province are located in the central region, whose PCDI are in the 
first interval (18964.8 ~ 22367.6 Yuan). Urban residents PCDI of Hebei province which is in the 
eastern regio is in the second range.
 
Figure 1 Distribution of China's 31 Provinces and Regions’ PCDI of 2013 
                                                                                                                                                                                  
Hunan, Hubei, and Shanxi; Western regions includs: Qinghai, Xinjiang, Tibet, Gansu, Guangxi, 
Guizhou, Inner Mongolia, Ningxia, Shaanxi, Yunnan, Sichuan and Chongqing. 
Figure 1　Distribution of China’s 31 Provinces and Regions’ PCDI of 2013
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　Figure 2 shows the regional distribution of PCCE of China’s 31 provinces in 2013. As 
can be seen from Figure 2, provinces who’s PCCE belongs to the third interval mainly 
distribute in the eastern coast of China. The distribution is consistent with provinces in 
the third interval in Figure 1, but provinces who’s PCCE belongs to the first and second 
intervals are more scattered on the spatial distribution. 
3.3 Unit Root Test and Cointegration Test
3.3.1 Unit Root Test
　Time-series data may have a common trend, which leads to false regression or pseudo 
regression. Therefore, before the model fitting, a stationarity test must be implemented 
to examine the panel data. The paper uses Unit Root Test for data stationarity test. 
Based on the ADF Unit Root Test provided by software EVIEWS7.2, this section 
examines the stationarity of every original sequence. After examination, all original 
③　See specific data of PCDI and PCCE of 2013 in Appendix B.
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Figure 2 Distributions of China's 31 Provinces and Regions’ PCCE of 2013③ 
Figure 2 shows the regional distribution of PCCE of China's 31 provinces in 2013. As can be 
seen from Figure 2, provinces who’s PCCE belongs to the third interval mainly distribute in the 
eastern coast of China. The distribution is consisten  with provinces in the third interval in Figure 
1, but provinces who’s PCCE belongs to the first and second intervals are more scattered on the 
spatial distribution.  
3.3 Unit Root Test and Cointegration Test 
3.3.1 Unit Root Test 
Time-series data may have a common trend, which leads to false regression or pseudo 
regression. Therefore, before the model fitting, a stationarity test must be implemented to examine 
the panel data. The paper uses Unit Root Test for data stationarity test. Based on the ADF Unit 
Root Test provided by software EVIEWS7.2, this section examines the stationarity of every 
original sequence. After examination, all original sequences are non-stationary series under the 
10% significance level. However, all sequences are stationary series after first order difference, 
and that is )1~I(x t . Specific results are shown in table 1. 
                                                              
③See specific data of PCDI and PCCE of 2013 in Appendix B. 
Figure 2　Distributions of China’s 31 Provinces and Regions’ PCCE of 2013③
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Table 1 Results of Stationary Test 
Variables 
ADF 
Test 
Sig. Conclusion Variables ADF Test Sig. Conclusion
lnPCCE 35.578 0.997 Non- S ationary ΔlnPCCE 271.023 0.000 Stationary 
lnPCDI 34.727 0.998 Non- Stationary ΔlnPCDI 223.178 0.000 Stationary 
lnSAVS 10.472 1.000 Non- Stationary ΔlnSAVS 229.817 0.000 Stationary 
lnGDER 9.674 1.000 Non- Stationary ΔlnGDER 192.714 0.000 Stationary 
The null hypothesis (H0) of ADF Test is that there exists a unit root. As can be seen from the 
test results, after the first order difference, each variable’s null hypothesis is declined under the 1% 
significance level. That is to say there is no unit root. 
3.3.2 Cointegration Test 
The former stationarity test shows that all variables’ logarithm values meet )I(1 . Now we 
examine whether there exists a cointegration relationship among the variables selected. Only when 
there existence a cointegration relationship, it is possible to make regression analysis and reduce 
the possibility of pseudo regression. EVIEWS7.2 provides three cointegration test methods, and 
the paper adopts the "Kao (Engle Granger-based)" method, the null hypothesis (H0) of which is 
that there is no co-integration relationship. To examine the co-integration relationship among 
variables lnPCCE, lnPCDI, lnSAVS and lnGDER, test result shows that t statistic of ADF is 
8.9289, and P value is 0.0000, in the case of 1% significant level, rejecting the null hypothesis. It 
means that there is a co-integration relationship. Therefore, the original sequence can be used for 
regression analysis. 
3.4 Spatial Correlation Test and the Selection of Model 
Prior to selecting the fitting model, we must test the spatial autocorrelation of the model, and 
the output is shown in table 2. The null hypothesis (H0) of Moran's I test is that there does not exist 
spatial correlation, As can be seen from table 2 , geographic weight matrix, economic and 
geographic weight matrix, simple weighting matrix and geographic weight matrix all reject the 
null hypothesis, respectively under the significance level of 1%, 5% and 10%, accepting the 
provincial spatial correlation hypothesis, which suggests that the provincial urban PCCE in China 
exists a clear positive correlation dependence (Spatial Dependence) in the spatial distribution and 
Table 1　Results of Stationary Test
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sequences are non-stationary series under the 10% significance level. However, all 
sequences are stationary series after first order difference, and that is xt ～ I (1). Specific 
results are shown in Table 1.
　The null hypothesis (H0) of ADF Test is that there exists a unit root. As can be seen 
from the test results, after the first order difference, each variable’s null hypothesis is 
declined under the 1% significance level. That is to say there is no unit root.
3.3.2 Cointegration Test
　The former stationarity test shows that all variables’ logarithm values meet I (1 ). 
Now we examine whether there exists a cointegration relationship among the variables 
selected. Only when there existence a cointegration relationship, it is possible to make 
regression analysis and reduce the possibility of pseudo regression. EVIEWS7.2 provides 
three cointegration test methods, and the paper adopts the “Kao (Engle Granger-based)” 
method, the null hypothesis (H0) of which is that there is no co-integration relationship. 
To examine the co-integration relationship among variables lnPCCE, lnPCDI, lnSAVS 
and lnGDER, test result shows that t statistic of ADF is 8.9289, and P value is 0.0000, 
in the case of 1% significant level, rejecting the null hypothesis. It means that there is a 
co-integration relationship. Therefore, the original sequence can be used for regression 
analysis.
3.4 Spatial Correlation Test and the Selection of Model
　Prior to selecting the fitting model, we must test the spatial autocorrelation of 
the model, and the output is shown in Table 2. The null hypothesis (H0) of Moran’s 
I test is that there does not exist spatial correlation, As can be seen from Table 2, 
geographic weight matrix, economic and geographic weight matrix, simple weighting 
matrix and geographic weight matrix all reject the null hypothesis, respectively under 
the significance level of 1%, 5% and 10%, accepting the provincial spatial correlation 
hypothesis, which suggests that the provincial urban PCCE in China exists a clear 
positive correlation dependence (Spatial Dependence) in the spatial distribution and 
urban PCCE is not the scattered distributed in the spatial, but tends to cluster in space. 
That is to say, the higher provincial PCCE is, the higher the surrounding areas’ PCCE is. 
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urban PCCE is not the scattered distributed in the spatial, but tends to cluster in space. That is to 
say, the higher provincial PCCE is, the higher the surrounding areas’ PCCE is.  
Table 2 Spatial Correlation Test（Moran’s I） 
Spatial Weight Matrix Simple Geographic Economic 
Economic and 
Geographic 
Moran's I Value 0.0759 0.0992 0.0439 0.0881 
Moran's I Statistics 2.4160** 3.9244* 1.6587*** 3.4937* 
Sig. 0.0157 0.0001 0.0972 0.0005 
Mean -0.0059 -0.0056 -0.0050 -0.0056 
Std. 0.0339 0.0267 0.0295 0.0268 
NOTES: ***, **, * respectively denotes passing parameter significance test under the 
significance level of 10%, 5%, 1%. 
Therefore, generally speaking, the level of provincial urban PCCE exists significant spatial 
correlation. That is to say, it has obvious space agglomeration phenomenon. Considering that 
Moran's I statistics of the economic weight matrix passes the parameter significance test only 
under the significance level of 10%, we do not analyze this weight matrix when processing actual 
model fitting. 
To further determine the model fitting types of geographic, economic and geographic and 
simple weight matrix, we use Anselin’s (1988) Lmerr and Lmsar spatial correlation test, with 
Lmerr test examining SEM model and Lmsar test examining SAR model. If Lmsar test is 
significant and its value is greater than Lmerr test value, we choose SAR model, and vice versa. 
The results of two kinds of spatial correlation test are shown in Table 3. 
Table 3 Lmsar and Lmsem Test 
Spatial Weight Matrix Simple Geographic Economic and Geographic 
LM Value 4.9187** 13.3965* 10.4659* 
Sig. 0.027 0.000 0.001 Lmerr Test 
chi(1).01  17.61 17.61 17.61 
LM Value 108.2613* 188.1671* 185.3045* 
Sig. 0.000 0.000 0.000 Lmsar Test 
chi(1).01  6.635 6.635 6.635 
NOTES: **, * respectively denotes passing parameter significance test under the significance 
level of 5%, 1%. 
Table 2　Spatial Correlation Test (Moran’s I)
NOTES: ***, **, * respectively denotes passing parameter significance test under 
the significance level of 10%, 5%, 1%.
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　Therefore, generally speaking, the level of provincial urban PCCE exists significant 
spatial correlation. That is to say, it has obvious space agglomeration phenomenon. 
Considering that Moran’s I statistics of the economic weight matrix passes the 
parameter significance test only under the significance level of 10%, we do not analyze 
this weight matrix when processing actual model fitting.
　To further determine the model fitting types of geographic, economic and geographic 
and simple weight matrix, we use Anselin’s (1988) Lmerr and Lmsar spatial correlation 
test, with Lmerr test examining SEM model and Lmsar test examining SAR model. If 
Lmsar test is significant and its value is greater than Lmerr test value, we choose SAR 
model, and vice versa. The results of two kinds of spatial correlation test are shown in 
Table 3.
　The null hypothesis (H0) of two kinds of test is that there does not exist the spatial 
correlation. As can be seen from the test results, Lmerr test of the simple weight 
matrix, under the significance level of 5%, rejects the null hypothesis; The test of other 
fitting results, under the significance level of 1%, reject the null hypothesis, which 
suggests that spatial correlation does exist. Lmsar test’s LM value of all weight matrix 
is relatively bigger, so in this paper, the SAR model is adopted.
3.5 The Analysis of Spatial Lag Model Fitting Results
　Table 4, Table 5 and Table 6 show the estimation results of spatial lag model with 
four different effects, based on different spatial weight matrix. The indicators in the table 
show the pros and cons of the fitting results based on different spatial weight matrix 
and SAR model of different effects.
　The estimation results of three models show the goodness of fit (R2) of the overall 
models is high which is up to 97%. Only the adjusted goodness of fit (AdjR2) of the 
temporal fixed effects model is up to 62% and the adjusted goodness of fit of other 
models is up to 93%. The merits of Model fitting degree are estimated by the log-
likelihood because the model parameters are estimated by maximum likelihood method. 
The larger the log-likelihood is, the higher the fitting degree and the extent of model 
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Table 4 Fitting Results of SAR Model Based on Simple Weight Matrix 
 
No Temporal 
Fixed Effects 
Space  
Fixed Effects 
Time  
Fixed Effects 
Temporal  
Fixed Effects 
C 
1.470871 
（10.895712）*    
lnPCDI 
0.966837  
（58.411357）* 
0.767004 
（22.431013）*
0.973795  
（60.142105）* 
0.847127 
（20.375306）*
lnSAVS 
-0.006057 
（-1.830090）*** 
-0.022167 
（-4.820103）*
-0.007291 
（ -2.323383 ）**
-0.018507 
（-3.812887 ）*
lnGDER 
-0.031650 
（-2.025480 ）** 
0.044280 
（ 2.609680）*
-0.064402 
（-3.833607）* 
0.027133 
（1.020634 ） 
W*dep.var. 
-0.136960 
（-7.577603）* 
0.152973 
（3.630688）*
-0.100999 
（-4.698762）* 
0.093986 
（2.065675 ）*
R2 0.9734 0.988 0.9763 0.989 
AdjR2 0.9745 0.9805 0.9416 0.6241 
sigma^2 0.0037 0.0017 0.0033 0.0066 
log-likelihold 597.3062 770.44388 622.65813 524.34352 
NOTES: **, * respectively denotes passing parameter significance test under the significance 
level of 5%, 1%. 
The analysis results show the contribution rate of the urban residents PCDI, SAVS and 
GDER to urban residents PCCE are respectively 79420.α  、 02180- .β  、 04260.γ  . It means 
that the urban residents PCDI and GDER have significant positive correlation and the urban 
residents’ savings have significant negative correlation to urban residents PCCE. In addition, the 
contribution rate of the urban residents PCDI to urban residents PCCE is significantly higher than 
urban residents GDER. So the urban residents PCDI is the most important factor impacting urban 
residents PCCE. When the urban residents PCDI of last period grows by 1% on average, the  
 
 
 
 
Table 4　Fitting Results of SAR Model Based on Simple Weight Matrix
NOTES: **, * respectively denotes passing parameter significance test under the 
significance level of 5%, 1%.
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Table 5 Fitting Results of SAR Model Based on Geographic Weight Matrix 
 
No Temporal 
Fixed Effects 
Sp c   
Fixed Effects 
Tim  
Fixed Effects 
Temporal  
Fixed Effects 
C 
1.746691 
（12.117016）*    
lnPCDI 
0.993098 
（57.365133 ）* 
0.802038 
（22.109774）*
0.995402  
（60.463659）* 
0.881365 
（22.940660）*
lnSAVS 
-0.004307 
（-1.319760） 
-0.021829 
（-4.568467）*
-0.005643 
（-1.818086 ）***
-0.017386 
（-3.588982 ）*
lnGDER 
-0.046339 
（-2.990923 ）* 
0.042310 
（2.467642）**
-0.082887 
（-4.952695 ）* 
0.020275 
（0.764401 ）
W*dep.var. 
-0.189975 
（-8.868872）* 
0.109997 
（2.450446）**
-0.212960 
（-6.312190）* 
0.066974 
（1.010342） 
R2 0.9741 0.9878 0.9769 0.9889 
AdjR2 0.9747 0.9803 0.9413 0.6214 
sigma^2 0.0036 0.0017 0.0032 0.0016 
log-likelihold 602.64287 766.4474 626.47039 786.95051 
NOTES: **, * respectively denotes passing parameter significance test under the significance 
level of 5%, 1%. 
Table 6 Fitting Results of SAR Model Based on Economic and Geographic Weight Matrix 
 
No Temporal 
Fixed Effects 
Space  
Fixed Effects 
Time  
Fixed Effects 
Temporal  
Fixed Effects 
C 
1.762154 
（12.640931）*    
lnPCDI 
1.003443  
（59.480350 ）* 
0.813478 
（22.900626）*
1.006712 
（67.763437）* 
0.887477 
（23.443720）*
lnSAVS 
-0.003381 
（-1.053723） 
-0.021324 
（-4.454366）*
-0.004559 
（-1.501549） 
-0.017267 
（-3.562125 ）*
lnGDER 
-0.044004 
（-2.895002）* 
0.041108 
（2.395000）**
-0.081142 
（-4.995692 ）*
0.019085 
（0.719706 ） 
W*dep.var. 
-0.201979 
（-9.934026）* 
0.093995 
（2.160672）**
-0.231967  
（-10.829223）*
0.038998 
（0.590097） 
R2 0.9749 0.9877 0.9779 0.9888 
AdjR2 0.9754 0.9803 0.9366 0.6201 
sigma^2 0.0035 0.0017 0.0031 0.0016 
log-likelihold 609.98073 765.99096 595.32909 786.68089 
NOTES: **, * respectively denotes passing parameter significance test under the significance 
Table 5　Fitting Results of SAR Model Based on Geographic Weight Matrix
NOTES: **, * respectively denotes passing parameter significance test under 
the significance level of 5%, 1%.
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explanation are. At the same time, the model selection should consider the result of 
parameter significant test and the actual economic meaning. For these reasons, the 
spatial fixed effect model is used in this paper in which all coefficients passes the 
parameter significant test and the positive and negative of the parameters is consistent 
with the actual economic meaning. And the final estimate value of the model is based on 
the average of different weight matrix’s parameters fitting results.
　The analysis results show the contribution rate of the urban residents PCDI, SAVS 
and GDER to urban residents PCCE are respectively α ＝0.7942、 β ＝-0.0218、 γ
＝0.0426. It means that the urban residents PCDI and GDER have significant positive 
correlation and the urban residents’ savings have significant negative correlation to 
urban residents PCCE. In addition, the contribution rate of the urban residents PCDI to 
urban residents PCCE is significantly higher than urban residents GDER. So the urban 
residents PCDI is the most important factor impacting urban residents PCCE. When 
the urban residents PCDI of last period grows by 1% on average, the urban residents 
PCCE level will rise on average of 0.7942% in current period. When the urban residents 
savings increases 1%, the urban residents PCCE will reduce on average of 0.0218%.
　On one hand, the increase in the urban residents income is the basic factor of the 
increase in residents savings. On the other hand, the increase of the savings will occupy 
residents’ consumption expenditure accounting for the proportion of residents income. 
Out of these reasons, the relationship between the two changes in the opposite direction. 
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sigma^2 0.0036 0.0017 0.0032 0.0016 
log-likelihold 602.64287 766.4474 626.47039 786.95051 
NOTES: **, * respectively denotes passing parameter significance test under the significance 
level of 5%, 1%. 
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-0.201979 
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log-likelihold 609.98073 765.99096 595.32909 786.68089 
NOTES: **, * respectively denotes passing parameter significance test under the significance 
Table 6　Fitting Results of SAR Model Based on Economic and Geographic 
Weight Matrix
NOTES: **, * respectively denotes passing parameter significance test under the 
significance level of 5%, 1%.
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When the GDER increases 1%, the urban residents PCCE will increase 0.0426% 
averagely. GDER reflects the burden of working aged population.
　The average spatial spillover effects of China’s urban residents PCCE are W.dep.var.
＝0.1190, which means that the urban residents PCCE has a significant effect to prompt 
the level of the urban residents’ consumption. The paper shows that the China’s urban 
residents’ consumption expenditure is influenced by various factors in local areas and 
also affected by the urban residents’ consumption expenditure of surrounding areas. 
When the urban residents’ consumption expenditure increases 1% of local area, the 
urban residents’ consumption expenditure of the surrounding areas will increase 0.119% 
averagely. If the spatial spillover effects of the urban residents’ consumption expenditure 
are ignored, the selected model fitting results will produce a great deviation.
4 Conclusions and Enlightenment
　This paper adopts the spatial econometric analysis on the study of the spatial spillover 
effects of the urban residents’ consumption expenditure through the method of Moran’s 
I of spatial autocorrelation and spatial econometrics. The analysis results show that：
⑴ The PCDI is the most important factor affecting China’s urban residents spending. 
The urban residents’ consumption level of local areas is not only related to the urban 
PCDI, SAVS, and GDER, but also affected by the urban residents’ consumption level of 
surrounding provinces. Moreover, the closer the geographical locations are, the greater 
the impact on which the urban residents’ consumption level of surrounding regions 
to the one of local area is. ⑵ Nowadays, the urban residents’ consumption in China 
shows the east and west cluster mode. Consumer clusters in the eastern region mainly 
contain Fujian, Jiangsu, Shanghai, Zhejiang province, and the one in western region 
mainly includes Qinghai, Sichuan, Xizang, Xinjiang, Yunnan province. The conformation 
and development of regional consumer clusters is beneficial to the regional economic 
development.
　We draw the conclusion that the unbalanced development of regional economy is 
the most important factor of the regional differences of urban residents consumer 
spending and it is also the main reason for the eastern and western urban residents’ 
consumption accumulation mode in China. So the coordination of regional disequilibrium 
among economic development of different provinces becomes the Chinese significant 
matter to solve the problem of urban residents spending imbalance. Besides, the 
government should continue to improve the income distribution system and social 
security mechanism to reduce the demand of holding money among urban residents for 
precautionary motivations. The government should also eliminate the scrupulosity of the 
urban residents’ consumption and break the inter-provincial administrative barriers, so 
that the urban residents’ consumption expenditure structure will get adjusted gradually 
and the urban residents’ consumption patterns will be transformed. In the meanwhile, 
consumption level will be promoted and then China will come to be “China’s New 
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Normal” where the economy develops sustainable. 
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Appendix A: First Order ROOK Neighboring Weight Matrix of 31 Provinces in China④
Appendix
④　The regions above are respectively: Beijing, Tianjin, Hebei, Shanxi, Inner Mongolia, Liaoning, Jilin, 
Heilongjiang, Shanghai, Jiangsu, Zhejiang, Anhui, Fujian, Jiangxi, Shandong, Henan, Hubei, Hunan, 
Guangdong, Guangxi, Hainan, Chongqing, Sichuan, Guizhou, Yunnan, Tibet, Shaanxi, Gansu, Qinghai, 
Ningxia, Xinjiang.
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Appendix A: First Order ROOK Neighboring Weight Matrix of 31 Provinces in China④ 
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陕       ο ο                ο ο     ο ο         ο  ο  
甘         ο                       ο       ο   ο ο ο
青                                 ο     ο   ο   ο
宁         ο                              ο ο    
新                                      ο   ο ο   
  
                                                              
④The regions above are respectively: Beijing, Tianjin, Hebei, Shanxi, Inner Mongolia, Liaoning, 
Jilin, Heilongjiang, Shanghai, Jiangsu, Zhejiang, Anhui, Fujian, Jiangxi, Shandong, Henan, Hubei, 
Hunan, Guangdong, Guangxi, Hainan, Chongqing, Sichuan, Guizhou, Yunnan, Tibet, Shaanxi, 
Gansu, Qinghai, Ningxia, Xinjiang. 
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Appendix B: China's 31 Provinces and Regions’ PCCE and PCDI of 2013⑤
⑤　The data are sorted by region of China. ‘1’, ‘2’ and ‘3’ respectively represent eastern, central 
and western regions in China.
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Appendix B: China's 31 Provinces and Regions’ PCCE and PCDI of 2013⑤ 
Province PCCE PCDI Region 
Beijing 26274.89 40321.00 1 
Fujian 20092.72 30816.37 1 
Guangdong 24133.26 33090.05 1 
Hainan 15593.04 22928.90 1 
Hebei 13640.58 22580.35 1 
Jiangsu 20371.48 32537.53 1 
Liaoning 18029.65 25578.17 1 
Shandong 17112.24 28264.10 1 
Shanghai 28155.00 43851.36 1 
Tianjin 21711.86 32293.57 1 
Zhejiang 23257.19 37850.84 1 
Anhui 16285.17 23114.22 2 
Heilongjiang 14161.71 19596.96 2 
Henan 14821.98 22398.03 2 
Hubei 15749.50 22906.42 2 
Hunan 15887.11 23413.99 2 
Jiangxi 13850.51 21872.68 2 
Jilin 15932.31 22274.60 2 
Shanxi 13166.19 22455.63 2 
Chongqing 17813.86 25216.13 3 
Gansu 14020.72 18964.78 3 
Guangxi 15417.62 23305.38 3 
Guizhou 13702.87 20667.07 3 
Inner Mongolia 19249.06 25496.67 3 
Ningxia 15321.10 21833.33 3 
Qinghai 13539.50 19498.54 3 
Shaanxi 16679.69 22858.37 3 
Sichuan 16343.45 22367.63 3 
Tibet 12231.86 20023.35 3 
Xinjiang 15206.16 19873.77 3 
Yunnan 15156.15 23235.53 3 
 
                                                              
⑤The data are sorted by region of China. ‘1’, ‘2’ and ‘3’ respectively represent eastern, central 
and western regions in China. 
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