
























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Recently W. Nadler andW. Fink [1] showed that the fraction of patterns that can be stored in
a single and a multilayer neural network (perceptron) obeys a nite-size scaling (FSS) behavior.
A similar FSS result was previously demonstrated in some problems such as the satisability of
random boolean expressions, the connectivity of random graphs [2] and the quasi-species model
of molecular evolution [3], where no intrinsic length scale is present.
The aim of the present comment is to complement the FSS study of perceptron using some
previous knowledge from FSS behavior in dierent physical systems [4] - [6].




g; i = 1; :::; N ; = 1; :::; p, drawn from a Gaussian distribution. By N and p we denote the
numbers of the inputs and the patterns, respectively.
It is well known that for this system, the fraction of all possible input-output relations of
size  = p=N that can be stored, called P (;N), exhibits a smooth transition from one to zero,
which becomes discontinuous, i.e. rst-order one, at the critical storage capacity 
c
and in the
thermodynamic limit N ! 1 [7, 8]. In the case of a single- layer perceptron with one output
unit, Gaussian inputs and continuous couplings, an exact result for P (;N) is known [8]:























revealing an FSS behavior with a scaling parameter





and a scaling exponent  = 2 near the transition point 
c
= 2. Thus it is interesting to investigate
the nite-size eects near the transition point and of particular interest is the determination of
the shift and the rounding of the transition.
Following the analogy with the conventional rst-order transitions [4]-[6], we dene as a
transition point 
c










a maximum for large but nite values of N (N being the size of the system). This derivative
becomes divergent in the thermodynamic limit at 
c
= 2. The above denition permits to treat
in a similar way the nite-size eects in a perceptron with continuous and binary weights.
From eq.(1) we calculated the inection point of the function P (;N) with respect to the


















Figure 1: The critical storage capacity 
c
(N) for values of N within the interval [8,400].
We did the same analysis also by using eq.(2). We obtained the following dependence of the
critical storage capacity 
c









giving a shift exponent  = 1.
The result (5) is similar to the well-known result for asymmetric temperature-driven rst-
order transitions in nite d-dimensional systems with cubic symmetry, where the location of the
shift by the maximal slope scales like L
 d
(L being the nite size) [4]- [6]. Note that in our case
the system is eectively one-dimensional (of nite size N) and there are no boundary conditions
imposed.
The two classes of transitions, symmetric and asymmetric, however show a rounding behav-
ior, which is given by the scaling of the width of the peak of the diverging observable. In other
words, it is the interval over which the singularity is smeared out and which becomes increasingly
sharp as the nite dimension of the system goes to innity.
































the rounding exponent  =
1
2
follows. Note that a similar behavior with N occurs for the shift
and the variance of the generalization error in the case of a Bayesian perceptron with continuous
weights [9]. Their specic dependence on  however cannot be explained by the present analysis.
An interesting problem is what happens in the case of a perceptron with binary weights [10].
For this case the numerical analysis for the typical fraction shows a sharpness between the two
regimes by increasing N , but there is no denitive conclusion about the step-like behavior in
the thermodynamic limit [11]. An investigation, similar to that for the continuous case, could
explain many of the features of this behavior [12].
In the general case of a perceptron, having a larger variety of outputs [13], it has been proved,




being the Vapnik-Chervonenkis (VC) dimension), the fraction of all
possible input-output relations obeys the following inequality:






















xed, the VC-entropy shows dierent behavior above and below
 = 2
V C










Eq.(7) shows that for N -large, the asymptotic form of the upper bound

P (;N) of the






















leading to the same values for the shift and the rounding exponents for the upper bound, known
from the case of the simple perceptron, These are also upper bounds for the shift and rounding




Finally, we would like to mention that considering the behavior of the VC-entropy above
and below the transition, or studying the behavior of the annealed entropy and its relation to
the generalization error, leads again to the problem of nding inequalities for the functions of
interest [15].
Obviously, the full understanding of the general problem requires an investigation for every
concrete case of architecture and machine [12].
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