We examined the ability of human observers to detect three kinds of statistical structure in binary arrays: first-order statistics (luminance), local fourth-order statistics (isodipole textures), and long-range statistics (bilateral symmetry). Performance was closest to ideal on the luminance task and furthest from ideal on the symmetry task. For each kind of statistic, the dependence of performance on the degree of structure was well described by a model consisting of an initial stage of multiple independent detectors, followed by a pooling stage. For the luminance task and the isodipole task, performance was well-modeled by local processing followed by extensive spatial pooling. For the symmetry task, limitations at the local detection stage and a near-absence of spatial pooling were needed to model for performance.
Introduction
A wide range of phenomena related to discrimination and detection of visual textures can be accounted for by two-stage models, consisting of a stage of local processing, followed by a stage of pooling of the local signals over a wider area (Bergen & Adelson, 1988; Chubb & Landy, 1991; Graham, 1989; Graham, Beck, & Sutter, 1992; Grossberg & Mingolla, 1985; Malik & Perona, 1990; Victor & Conte, 1991; Wilson, 1993; Zhu, Wu, & Mumford, 1998) . These architectures have in common at least one locally acting nonlinearity in addition to the decision process. This intervening nonlinearity ensures that signals from different kinds of local features (or features of opposite polarities) cannot cancel, and that the model is formally distinguishable from a single linear filter.
Not all kinds of local statistical structure are readily detected by human observers. Observers are insensitive to most local correlations beyond second-order (Julesz, 1981; Julesz, Gilbert, Shepp, & Frisch, 1973; Maddess & Nagai, 2001; Maddess, Nagai, James, & Ankiewcz, 2004; Victor & Conte, 1991) . Some fourth-order statistics (e.g., the one that distinguishes the ''even'' and ''odd'' isodipole textures) are visually salient (Julesz, Gilbert, & Victor, 1978) . But even for discriminations based on this statistic, subjectsÕ performance is substantially worse than that of an ideal observer (Joseph, Victor, & Optican, 1997) . Our first goal in this study is to use the two-stage model structure to determine to the contributions of the initial stage of local detection and the second stage of spatial pooling to the less-than-ideal behavior. In some variants of the model framework, more than one local nonlinearity is required to account for the details of dependence of performance on contrast (Graham et al., 1992) higher-order correlations (Victor & Conte, 1991) . One might therefore hypothesize that the relatively low efficiency for detection of higher-order local correlations is related to the greater complexity of local analysis, and thus, is restricted to the initial stage of the model.
The immense variety of visual textures (Maddess et al., 2004) makes it impossible to study all texture types; instead, as in previous work , we focus on a comparison of luminance-based textures (Fig. 1A ) and isodipole textures (Fig. 1B) . This choice is motivated by physiological principles and previous work with texture discrimination and segmentation: luminance variations and variations of secondorder correlation structure result in changes in spatial contrast, and thus, are anticipated to lead to differences in the overall firing rate of retinal ganglion cells. Conversely, isodipole textures (Julesz et al., 1978) , which share a common power spectrum (and luminance), are likely to be detected only after cortical analysis of local variation in firing patterns. Sensitivity of cortical (Purpura, Victor, & Katz, 1994) but not lateral geniculate neurons (Victor, 1986) to these statistics has been demonstrated experimentally.
Our second goal is to compare the characteristics of detection of texture with that of bilateral symmetry (Attneave, 1954; Tyler, 1995; Wenderoth, 1994) . We are concerned here with detection of statistical symmetry, rather than perfect symmetry-that is, detection of correlations between the two halves of an image, and not necessarily an exact correspondence. Detection of such statistical symmetry is arguably more relevant to natural vision, in which perfect symmetry is rare, but approximate bilateral symmetry is common (e.g., faces).
Many authors have pointed out that symmetry detection has special characteristics, in terms of spatial pooling, eccentricity dependence, and processing dynamics (Conte, Purpura, & Victor, 2002; Conte & Victor, 2003; Rainville & Kingdom, 1999 Tyler, 1995 Tyler, , 1999 Tyler, , 2001 , though some of these studies (Rainville & Kingdom, 1999 Tyler, 1995 Tyler, , 1999 Tyler, , 2001 ) did not make a direct within-subject comparison based on texture stimuli with comparable characteristics. However, at a formal level, the two-stage model framework for texture processing described above can also be applied to detection of statistical symmetry. As in texture processing, independent analyzers can determine whether corresponding parts of an image are correlated, and then the statistical evidence of these correlations can be pooled over a wide area. However, in contrast to texture analysis, the independent analyzers need not be local, and the regions to be compared depend on the location of the symmetry axis. Thus, one might hypothesize that either of the two stages of computation will have different characteristics for symmetry processing than for processing of spatially homogeneous textures. The results reported here, which are based on direct within-subject comparisons and stimuli of comparable spatiotemporal characteristics, show that the processing of statistical symmetry indeed differs from that of spatially homogeneous statistics at both levels.
Methods

Subjects
Studies were conducted in eight normal subjects (3 male, 5 female), ages 21-54. Other than author MC, the remaining subjects were naive to the purpose of the experiments. Subjects were practiced psychophysical observers in a related task involving targets in the same positions relative to fixation (Victor & Conte, 2001) , and had visual acuities (corrected if necessary) of 20/20 or better. 
Stimuli
The stimulus consists of four arrays of checks on a mean gray background. The arrays were positioned along the cardinal axes, with centers 200 min from fixation (Fig. 2) . In Experiment I, each array subtended 160 min and was subdivided into 6 · 6, 8 · 8, 12 · 12, or 16 · 16 equally sized contiguous checks, each of which was either black or white ( Fig. 2A shows the 8 · 8 case, and Fig. 2B shows the 16 · 16 case). In three of the four arrays, the luminance values (black or white) were assigned to the checks at random. In the fourth array (''the target''), a particular kind of statistical structure was introduced into the arrays. The subjectÕs task was to identify the target, whose position in the stimulus was chosen at random from the four alternatives.
We used three kinds of statistical structure: luminance, higher-order statistical structure (the ''isodipole'' textures), and bilateral symmetry. In each case, the strength of the statistical structure was parameterized by a quantity c, where c = 0 denotes a maximally random assignment, and c = 1 denotes a maximally structured assignment. For luminance statistics, an array corresponding to a value c had 1þc 2 of its checks white, and 1Àc 2 of its checks black. For higher-order statistics, c = 1 corresponded to a maximally ''even'' isodipole texture. For symmetry, c = 1 corresponded to a texture in which all pairs of checks that were related by a vertical mirror symmetry axis were matched in luminance. For details on construction of these textures (see . As pointed out in that paper, all of these textures are maximum-entropy textures given the above constraints, and that the luminance and isodipole textures are Markov random fields (Pollack, 1971; Zhu et al., 1998) .
Apparatus
The above visual stimuli were produced on a Sony Multiscan 17seII (17 00 diagonal) monitor, with signals driven by a PC-controlled Cambridge Research VSG2/3 graphics processor programmed in Delphi II to display precomputed maps (generated in Matlab) for specified periods of time. The resulting 768 · 1024 pixel display had a mean luminance of 47 cd/m 2 , a refresh rate of 100 Hz and subtended 11°· 15°(approximately 1 min/ pixel) at the viewing distance of 100 cm. The intensity vs. voltage behavior of the monitor was linearized by photometry and lookup table adjustments provided by VSG software. Stimulus contrast was 1.0.
Procedure
Experiments were organized as a sequence of 4-alternative forced choice trials, whose common features are as follows. After binocular fixation on a uniform gray background, the subject initiated a trial via a buttonpress on a Cambridge Research CT3 response box. Three hundred milliseconds later, a stimulus (S, described in detail above) appeared, consisting of four arrays of checks, surrounding a central ''X'' subtending approximately 30 min. After presentation of S for 100 ms, a mask was presented for 500 ms, consisting of a full-field random checkerboard whose checks were half as large (linear dimension) as those in S. The mask was followed by a uniform field at the mean luminance. The subjectÕs task was to identify the target array via a button-press on the response box, which had four buttons positioned corresponding to the stimulus arrays. Subjects were instructed to maintain central fixation and to respond as quickly as possible, but not to compromise accuracy for speed. Responses and reaction times (measured with respect to the onset of S) were collected via the Delphi II display software. Trials in which the subject responded before the onset of S, or after 4000 ms, were discarded and repeated.
An experimental session consisted of blocks of 216-224 trials in which an equal number of targets were constructed from a range of 4-7 c-values and one kind of statistical structure (luminance, isodipole, and symmetry) and were placed in each of the four possible locations (4 · 4 · 14 = 224, 5 · 4 · 11 = 220, 6 · 4 · 9 = 216, 7 · 4 · 8 = 224). Typically, four blocks of a single kind of statistical structure but varied spatial parameters (e.g., check size and check number) were combined into a single experimental session, lasting 1-2 h. To accumulate a sufficient number of trials (800-1000) for each condition, data from sessions on separate days were combined. Sessions corresponding to the three statistical structure types were presented in interleaved order, randomized across subjects.
Prior to data collection, subjects received practice and training in the task, as follows. First, they were shown paper exemplars of the targets with the highest c-value used, and asked to identify ''which array is different''. Then, they were asked to perform the above computer-controlled task, but with timing requirements relaxed, beginning with a 500-600 ms duration for S. As performance stabilized, the presentation duration for S was gradually decreased (over 2-8 h of practice, distributed over several sessions) to 100 ms. Once data collection began, subjects were shown paper exemplars of trials with low and high c-values at the beginning of each session.
Results
Psychophysical data
In Experiment I, we measured performance for 6 · 6, 8 · 8, 12 · 12, or 16 · 16 arrays. Check number and check size varied reciprocally so that the array size remained fixed at 160 min, and arrays were positioned as in Fig. 2A . For each kind of statistical structure and array size, pilot experiments determined a range of c-values that spanned the range from near-threshold to near-ceiling performance (or, to c = 1 if near-ceiling performance could not be obtained), as illustrated in Fig. 1 . Six subjects were tested with all three kinds of stimuli; one subject was tested with luminance and symmetry stimuli only and one subject was tested with isodipole stimuli only.
Results for two typical subjects are shown in Fig. 3 (subject CC) and Fig. 4 (subject EC). For luminance imbalance, performance at a fraction correct of 0.5 required progressively lower amounts of luminance imbalance as the number of checks increased: c % 0.1 for 6 · 6 arrays, but c % 0.06 for 16 · 16 arrays. The slope of the psychophysical curve also appears to increase as the number of checks increases. For isodipole textures, performance changed more dramatically as the number of checks increased: performance at a fraction correct of 0.5 required maximal levels of statistical structure (c = 1) for 6 · 6 arrays, but was typically achieved for c < 0.5 for 16 · 16 arrays. For symmetry, maximal levels of statistical structure (c = 1) led to performance that ranged from just barely above chance (Fig. 3) to a fraction correct of 0.5 (Fig. 4) , and showed little if any change as the number of checks increased.
In Experiment II (Fig. 5) , we manipulated combinations of check size, check number, and eccentricity, as shown in Fig. 2 . This experiment was carried out for a subset of four of the seven subjects who participated in Experiment I. There was only a very minor and inconsistent effect of these manipulations. A fourfold reduction in the area of the checks, with the arrays centered in the same locations (''8 · 8 standard'' vs. ''8 · 8 small'') reduced performance slightly in three of four subjects (EC, MH, KS) for the luminance statistics, in one of the subjects (KS) for isodipole statistics (with subject MC showing the opposite trend), and produced no significant change in any subject for the symmetry stimuli. Literal scaling (a twofold reduction in eccentricity, corresponding with a fourfold reduction in check area, and constant check number (''8 · 8 standard'' vs. ''8 · 8 central'')) produced a slight improvement in performance for one subject (EC) for the isodipole statistics, and no significant change for any of the four subjects for the luminance and symmetry stimuli. In contrast, and replicating the findings of Figs. 3 and 4 (in independently measured psychophysical curves), increasing the number of checks in the array fourfold while reciprocally decreasing their area (''16 · 16 standard'' vs. ''8 · 8 standard'') improved performance for the luminance and isodipole stimuli in all four subjects, and produced no change in performance for the symmetry stimuli in three subjects (and a slight worsening in subject EC).
Model
We next attempted to account for the above results in terms of a simple psychophysical model. Our goal was not to construct a detailed correspondence between computational stages and neural elements, but rather, to frame a model that could distinguish local and long-range limitations on psychophysical performance. The strategy was also guided by the above observation that the number of check elements appeared to be the main determinant of performance, rather than their absolute size or retinal position. This approach is also consistent with the scaling properties of texture detection (Sutter, Sperling, & Chubb, 1995; Victor & Conte, 1989) and symmetry (Rainville & Kingdom, 1999 .
Thus, we chose to formalize a model of the sort used by many authors (Chubb & Landy, 1991; Graham et al., 1992) in which a local detection, which may be nonlinear, is followed by a spatial pooling stage. In view of the above scaling properties, we expressed the spatial aspects of the ''back pocket'' model in terms of checks (i.e., scaled to the texture), not in terms of visual angle. Local limitations on processing are modeled by imperfect detection of elements of statistical structure, and global limitations are modeled by limits on the extent of spatial pooling of these detected elements. As described below (Fig. 6 ), a similar model framework could be used for the three kinds of statistical structure, thus allowing a direct comparison of performance limitations. In the first stage of the model, the term ''local'' is justified because the postulated computational element has the smallest possible area of any computational element that could detect the relevant statistical structure.
For each kind of statistical structure, we postulate that detection of a statistical element is characterized by two probabilities: p h , the ''hit rate'', and p f , the ''false-alarm rate''. p h is the probability that a detector is activated when a statistical element is present, and p f is the probability that a detector is spuriously activated when the statistical element is not present. For the luminance stimuli, p h is merely the probability that a bright check is signaled as bright, while p f is the probability that a dark check is signaled as bright. For the isodipole stimuli, p h is the probability that a 2 · 2 quadruple of checks containing an even number of bright checks (i.e., consistent with the isodipole constraint) is signaled as such, while p f is the probability that a quadruple that contains an odd number of bright checks is spuriously signaled as being even. For the mirror-symmetry stimuli, p h is the probability that a pair of checks related by the mirror axis which match in brightness is signaled as such, while p f is the probability that a mismatched pair is spuriously signaled as matching. In all cases, we postulate that these local detectors operate independently. Thus, p h and p f describe the detection of the smallest statistical elements contained in each stimulus class.
We then postulate that, within each array, a subset of up to N max detectors is chosen at random, and the state of these detectors is pooled by summation (1: detection, 0: no detection). (For an n · n array of checks, there are n 2 luminance elements, (n À 1) 2 isodipole elements, and n 2 /2 mirror symmetry elements.) The decision rule is that the subject selects the array for which the total number of detections is largest (ignoring of course whether the detection events were true or false positives). With this decision rule, a set of parameters {p h , p f , N max } determines a model psychophysical curve. Ideal behavior corresponds to p h = 1, p f = 0, and N max no less than the total number of statistical elements. Deviations of p h and p f from these values characterize limitations in performance due to detection of the statistical elements, while reductions of N max , the effective summation area, characterize limitations in performance due to longrange pooling.
To calculate the model fraction correct f model (n, c), we first used the binomial distribution to determine the exact distribution of number of hits and false alarms for subsets of N max elements of arrays constructed with structure parameter c, and for c = 0 (the distractor arrays). We then determined the exact probability that the number of detected stimulus elements (total of hits and false alarms) was greatest for the target. This probability was taken to be the fraction correct f model (n, c).
Model parameters were determined independently for each dataset (one subject, one kind of statistical structure, all array sizes, all values of c). Parameter values for {p h , p f , N max } were estimated by minimizing the total squared difference between the observed and modeled fraction correct,
where the summation is over all array sizes n and values of c, f obs (n, c) is the observed fraction correct calculated as above, and f model (n, c) is the model fraction correct. MatlabÕs nonlinear minimization routine fminsearch acting on p h , p f , and 1/N max was used for this minimization. Confidence limits on the fitted parameters and derived quantities (Fig. 7) were determined via numerical calculation of the Hessian at the minimum point. Goodness of fit was determined by a v 2 -statistic:
ðmðn,cÞðf obs ðn,cÞ À f model ðn,cÞÞÞ
where m(n, c) is the number of trials performed and the other quantities were defined above. The denominator is the expected variance associated with each count, determined by Bernoulli statistics for the model fraction correct f model (n, c) and the number of trials m(n, c). The number of degrees of freedom was taken to be 3 less than the number of conditions. For all subjects and all three kinds of statistical structure, the goodness of fit was acceptable (p > 0.5). The fitted parameter values are summarized in Fig. 7A-C and Table 1 . Although there is considerable scatter across subjects, two trends are clear. First, the effective summation area N max for luminance and isodipole statistics was substantially higher (geometric mean of 85 checks for luminance, 148 for isodipole; N max > 75 checks in all but one subject, KS) than for symmetry (geometric mean of 21 checks, N max < 25 checks in all but one subject, MH). These differences were highly significant (for luminance vs. symmetry: p < 0.02 for two-tailed paired t-test comparisons among the six subjects who participated in all experiments, p < 0.001 for unpaired comparisons among all seven subjects; for isodipole vs. symmetry: p < 0.002 and p < 0.001; comparisons based on log(N max )). The somewhat greater effective summation area for isodipole statistics, compared to luminance statistics, was borderline significant (p % 0.08 for paired comparisons, p < 0.02 for unpaired comparisons).
There also appear to be some differences in the parameters that described local processing: the false alarm rate p f for luminance is significantly less than for isodipole textures. However, the saturation of the hit rate parameter p h for luminance and isodipole textures, and the error bars and inter-individual variability for symmetry, make it difficult to discern other differences. The situation is clarified by considering instead two derived parameters:
and p h À p f . The former parameter can be regarded as a measure of background noise: it is the average probability that a local processing unit signals the presence of structure when confronted with a fully random (c = 0) texture. The latter parameter can be regarded as a measure of local detection. In terms of these parameters ( Fig. 7D and E, and Table 1), other differences are apparent. Processing of luminance and isodipole statistics differs both in terms of background noise (significantly lower for luminance than for isodipole textures) and intrinsic local detection (significantly higher for luminance than for isodipole statistics). Local processing of symmetry differs from both of the other two kinds of statistics. In comparison to processing of luminance statistics, background noise is comparable, but local detection is poorer. In comparison to processing of isodipole statistics, background noise is lower, and local detection is poorer as well. (For all of these comparisons, p < 0.05 by two-tailed paired and unpaired t-statistics.)
In sum, the superior performance on the luminance task compared to the isodipole task reflects more efficient local processing (lower background noise
and better local detection p h À p f ). The inferior performance on the symmetry task compared to both the luminance and the isodipole task reflects less-efficient spatial combination (lower N max ) and poorer local detection (p h À p f ). 
Symmetry and the vertical axis
Bilateral symmetry is most readily detected when the target is on the vertical axis, as shown in many previous studies (Dakin & Herbert, 1998; Rainville & Kingdom, 1999; Rainville & Kingdom, 2000) and also for targets of the kind used here . Since our stimuli consisted of four targets, with two on the vertical axis and two on the horizontal axis, it is possible that mixing ''hard'' and ''easy'' targets might have confounded the above analysis. With this in mind, we subdivided the symmetry data into trials in which the target was on the vertical axis, and trials in which the target was on the horizontal axis. Fig. 8 shows data from a representative subject with a large bias towards detection of symmetry targets on the vertical axis. The positional bias precludes a meaningful fit of the above model to these subsets of the data, since responses to targets on the horizontal axis are very nearly at chance. Nevertheless, it is clear from the similarity of performance for 6 · 6 and 16 · 16 arrays that there is virtually no pooling of statistics across arrays with larger numbers of checks. Thus, although anisotropies are readily detectable, they do not alter our basic conclusion that there is little if any pooling of statistics in the symmetry task.
Discussion
We used a stimulus set that allowed us to compare human subjectsÕ ability to detect three kinds of deviation from randomness: local first-order statistics (luminance), local high-order statistics (an isodipole texture), and symmetry, which formally consists of second-order but nonlocal correlations. For each kind of statistical deviation, a common parameter c quantified the deviation of test stimuli from randomness. For all subjects, detection of first-order statistics occurred at the lowest values of c, followed by detection of local fourth-order statistics, followed by detection of symmetry, consistent with previous studies .
A common model framework, consisting of an initial stage of multiple independent detectors followed by a Table 1 Summary of the model parameters across subjects Confidence limits are ±2 s.e.m. as determined via t-statistics. Significance of comparisons are determined via 2-tailed paired t-statistics for the six subjects who participated in all studies, and via 2-tailed unpaired t-statistics for the full population of eight subjects. For N max , statistics are determined after logarithmic transformation. stage of spatial summation, provides a reasonable account of human subjectsÕ performance on all three tasks. Such a model structure (Bergen & Adelson, 1988; Chubb & Landy, 1991; Graham, 1989; Graham et al., 1992; Grossberg & Mingolla, 1985; Malik & Perona, 1990; Victor & Conte, 1991; Wilson, 1993; Zhu et al., 1998) has been frequently used to interpret studies of image statistics, but is not typically applied to detection of approximate symmetry. For symmetry detection (see Fig. 6 ), the initial detectors of our model are independent and analyze only a restricted portion of the image, but, in contrast to the detectors of the typical ''back pocket'' model, they need not be adjacent. Our intent is not to imply that symmetry is detected by a parallel computation. Indeed, other work (Conte et al., 2002; Conte & Victor, 2003) strongly suggests that this is not the case, and psychophysical performance does not reach ceiling, so this range of performance is unavailable to test the model. Rather, the goal is to determine the extent to which two factors limit performance: the ability to identify individual statistical elements and the ability to pool statistical evidence over a wide area. We found that both factors contributed to the poorer performance on the symmetry task; local detection was modestly worse than for the isodipole task and substantially worse than for the luminance task; spatial pooling of symmetry signals was substantially worse than for both luminance and isodipole tasks. In contrast, spatial pooling for the luminance and isodipole tasks were comparable; differences in local detection were responsible for the performance differences between these tasks.
It is not surprising that detection of even vs. odd isodipole elements is less efficient than detection of white vs. black checks, since the former is a nonlinear process that depends on the latter. However, the finding that the spatial pooling of these signals is very similar could not have been predicted from such considerations: for both texture classes, each local element, once detected, represents an independent clue as to whether the image deviated from randomness. For isodipole textures, detection of statistical structure is less efficient (Joseph et al., 1997; Victor & Conte, 1989 for 64 · 64 than for 16 · 16 arrays. This supports the present inference that for isodipole statistics, efficient pooling is limited to 100-200 checks.
Role of an ''integration region'' for symmetry? One possible basis for the apparent inefficiency of pooling of symmetry signals could be that there is a specialized region near the vertical axis in which symmetry signals are efficiently combined (e.g., via a special attentional strategy, Wenderoth, 1994) , and that outside of this ''integration region'' (Dakin & Herbert, 1998; Rainville & Kingdom, 2002) , symmetry signals are effectively ignored. For unoriented narrowband stimuli presented at the fixation point (for a duration of 250 ms), this effective integration region subtends about 3 cycles along the horizontal axis, and 7 cycles along the vertical axis (Dakin & Herbert, 1998) . In a study of anisotropic stimuli presented for 500 m (Rainville & Kingdom, 2000) , a similar area was found for the integration region, but it was more elongated when the dominant orientation was vertical and less elongated when the dominant orientation was horizontal. However, these studies do not provide a direct estimate of the effective integration region for the current stimuli, since it is a not spatial frequency per se that sets the scale, but rather, the number of ''objects'', or micro-elements (Rainville & Kingdom, 2002) .
The latter authors, using stimuli presented at fixation for 250 ms, estimated that the integration region subtends about 18 ''objects''. While this might at first seem to account for our findings that there is little improvement in performance as the array size grows from 6 · 6 checks to 16 · 16 checks (as in Figs. 3 and 4) , there is an important aspect of our study that the ''integration region'' notion cannot explain. In contrast to the above studies and many others (Dakin & Herbert, 1998; Rainville & Kingdom, 1999 , 2000 Tyler, 2001) , the stimuli in this study were not presented at fixation. Indeed, based on the above studies, the estimated size and shape of the integration region (about 18 checks, elongated along the vertical axis) would not cover any of the targets. Thus, while the notion of an integration region whose size is scaled to the stimulus elements accounts for the lack of spatial pooling that we observed, this ''integration region'' cannot be fixed in location-to account for our data, it must be object-centered, and deployable to multiple targets within the 100 ms presentation period. Moreover (Fig. 8) , it appears to be preferentially deployed along the vertical axis.
The distinctive behavior of symmetry supports the notion that symmetry detection does not share a computational substrate with detection of local statistical structure (Tyler, 2001) . Identification of an individual symmetry element (match vs. mismatch) is less efficient than identification of an individual isodipole element, even though the former computation is formally simpler (second-order vs. fourth-order). Pooling of signals related to luminance or isodipole statistics can be accomplished over a hundred or more texture elements. In contrast, symmetry signals do not appear to be pooled, even though, for the stimuli used here, the symmetry axis was in a fixed location, so that the locations of the pairs of checks to be compared remained constant. These differences are consistent with the notion that local image statistics are analyzed by a fixed computational network such as V1, but symmetry detection requires accumulation of evidence in a dynamic process (Conte et al., 2002; Wenderoth, 1994) , and not just a parallel feedforward computation within a fixed integration region.
