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Definitions 
Diffie – Hellman Key Exchange 
A cryptographic protocol that can produce a shared secret key between two hosts over 
an insecure public network. 
 
HMAC 
A HMAC is a message authentication code that in HIP is calculated over an entire sig-
naling packet excluding the SIGNATURE parameter. 
 
Host Identity (HI) 
A Host Identity is represented by the public part of a public/private key pair, presently 
RSA or DSA. Must be unique.  
 
Host Identity Tag (HIT) 
A HIT is a 128 bit value calculated as a cryptographic hash from a Host Identity. 
 
Internet Key Exchange (IKE) 
A protocol used with IPSec that creates a Security Association (SA). Uses Diffie-
Hellman key exchange and public-key techniques (RFC 2409). IKEv2 is an updated 
version of IKE (RFC 4306). 
 
Internet Protocol Security (IPSec) 
A protocol suite that uses authentication and encryption for securing IP communication. 
IPSec works between the network and transport layer and therefore applications do not 
need to be redesigned for IPSec to use it (RFC 4301). 
 
IP tunnel 
An IP based communication channel that is used to transport other protocols by encap-
sulating their packets. 
 
Local Scope Identifier (LSI) 
A 32 bit value that can be used as an IPv4 address. 
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Security Parameter Index (SPI) 
A numeric value that is chosen by each host when setting up an ESP Security Associa-
tion for combining the right data packet with the right SA.   
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1  INTRODUCTION 
This BSc thesis contains an overview of mobility protocols with focus on Host Identity 
Protocol (HIP). A mobility protocol in this thesis is defined as a protocol that can make 
traditional TCP/IP communication mobile. The main goal of this thesis is to examine 
mobile preferences of HIP by doing practical tests on common scenarios such as chat-
ting and video streaming. This thesis work started as a part of the WISEciti research 
project. WISEciti stands for Wireless Community Services for Mobile Citizens and is a 
research project between several research institutions and companies (WISEciti Project, 
2010)  
1.1 Background 
Traditional TCP/IP communication doesn’t offer the possibility for the user to become 
mobile. In a traditional network architecture the IP address is used both to identify a 
communicating host and to locate the host’s network position. If a host is attached to a 
new IP address, all communication is interrupted. Mobility protocols such as Mobile IP 
and HIP are designed to solve that problem. By introducing a new namespace, Host 
Identity namespace, and an new layer in the TCP/IP stack HIP separates the locator and 
identifier from each other (Moskowitz & Nikander, 2006). Mobile IP solves the mobili-
ty problem by using two IP addresses. 
1.2 Aims and goals 
The main goal of this thesis is to describe different mobility protocols that provide mo-
bile data communication. One of the protocols, HIP, is described in detail and practical 
tests to evaluate its mobility preferences are performed. All three HIP implementations 
which have been developed until the writing of this thesis are evaluated.   
The aim of this report is to show how data communication can be mobile, especially 
data communication that is used by common people on a daily basis. 
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1.3 Structure of thesis 
This thesis contains of two parts. The first part is a theoretical part that describes differ-
ent mobile protocols with a detailed description of HIP.  The second part is a practical 
part that contains all the mobility tests that are performed with HIP. This part shows 
how the tests are performed, which settings are used, and contains results and illustra-
tions of the tests. 
2 OVERVIEW OF MOBILITY PROTOCOLS 
A mobility protocol can be defined as a protocol that gives hosts in a network the possi-
bility of moving around and switching network location or completely moving to anoth-
er network without any interruption for running applications. Mobile IP (MIP), Mobile 
Internet Key Exchange (MOBIKE), Host Identity Protocol (HIP), Network Mobility 
(NEMO), Mobile Stream Control Transport Protocol (mSCTP), Datagram Congestion 
Control Protocol (DCCP), and Session Initiation Protocol (SIP) are examples of this 
kind of protocols. NEMO is based on Mobile IPv6 and offers mobility features for net-
works. mSCTP is the mobile version of SCTP and can be used for mobility manage-
ment at the transport layer. DCCP works at the transport layer. SIP is a signaling proto-
col for controlling multimedia sessions. SIP works at the session layer. This thesis gives 
a brief overview of MIP and MOBIKE and a detailed description of HIP. 
2.1 Mobile IP 
Mobile IP, MIP, is a standardized protocol developed by Internet Engineering Task 
Force (IETF). The main purpose of MIP is to offer a mobile device the possibility of 
moving from one network to another without changing its IP address (C. Perkins, 2002). 
MIP for IPv4 is defined in RFC 3344 and for IPv6 in RFC 3375. MIP is already in 
commercial use. For example Cisco and Birdstep offer mobile VPN solutions that are 
based on MIP. 
A Mobile Node (MN) is able to have two IP addresses, a home address which is perma-
nent and a care-of-address (CoA) which is used when a MN is visiting another network. 
A MIP network solution consists of two specific hardware routers, a Home Agent (HA) 
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and a Foreign Agent (FA). A HA stores information about CoAs of Mobile Nodes hav-
ing their home addresses in the network the HA is located in. A FA stores information 
about visiting Mobile Nodes in the network it is located in. A FA also delivers CoAs. 
In MIP a node that communicates with a MN always sends all packets to the permanent 
home address of the MN. When the mobile node moves to another network the follow-
ing happens. The MN sends to the FA a registration request containing e.g. home ad-
dress, Home Agent and care-of address. The FA relays the message to the HA. The HA 
sends a registration reply back to FA where it appears if the request was granted or de-
nied. As the last step the FA informs the MN about the outcome of the request. The 
communicating host is still transmitting its packet to the MN:s permanent address but 
the HA redirects these packets by encapsulating them with a new IP header, the CoA of 
MN, and sends them through an IP tunnel (Fig. 1). When the MN is transmitting, the 
packets go directly to the IP address of the communicating host. The MN uses its home 
address as the source for the IP packets. 
The main difference between MIPv4 and MIPv6 is that in MIPv6 there is no FA. In 
MIPv6 route optimization is fully integrated. A communicating host can communicate 
directly with the MN without sending data packets through the HA. 
14 
 
 
Figure 1. Packet routing from a communicating host to a Mobile Node that has moved to a foreign network. 
2.2 MOBIKE 
The IKEv2 mobility and multihoming protocol, MOBIKE, is an extension to IKEv2. 
MOBIKE enables the use of IKEv2 when a host has multiple addresses (multihoming) 
or when an IPSec host changes its IP address (mobility) (Kivinen, Tschofenig, 2006). 
IKEv2 is designed to use the IP addresses of communicating peers to create the IKE se-
curity associations (SAs) and tunnel mode IPSec SAs. Therefore if a peer changes its 
point of attachment to the Internet, new IKE SAs and IPSec SAs need to be created. 
That is not recommended for several reasons, for example if authentication is based on 
user interaction such as entering a code from a token card (Eronen, 2006). Even without 
user interaction it is not recommended to often create new IKE SAs because the process 
involves expensive calculations. 
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MOBIKE solves this problem by working on the top of IKEv2. . The solution is based 
on a mechanism that updates the IP addresses of existing IKE SAs and IPSec SAs. 
3 HIP IN DETAIL 
3.1 Architecture 
The TCP/IP stack (Fig. 2) uses the IP address as both locator and endpoint identifier. 
When a host gets a new IP address it will be recognized as a new host and therefore all 
communication with other hosts will be interrupted. HIP redesigns this stack by separat-
ing the locator and identifier from each other (Fig. 2) The IP address is still used as a 
locator but as identifier a public key of a public/private key pair is used. By using cryp-
tographic keys HIP offers encryption and authentication by default.  
When communicating over HIP the socket is bound to the HI instead of to an IP ad-
dress. Therefore HIP offers mobility and multihoming to a very low infrastructure cost. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2. The TCP/IP stack. 
Figure 3. New HI layer in the TCP/IP stack. 
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3.2 Base Exchange 
HIP Base Exchange (Fig. 4) is a four-way handshake between two hosts (Moskowitz & 
Nikander, 2008). The host that starts the Base Exchange is called initiator and the other 
host is called responder. The first packet, I1, is used to trigger the exchange and the 
three others, R1, I2, R2, are used to generate a session key based on Diffie-Hellman key 
exchange. 
 
3.3 HIP signaling 
3.3.1 I1  
I1 is the initiator packet that is sent from the host that tries to make a HIP connection to 
the other part. The I1 packet (Fig. 5) contains the initiator´s HIT and, if known, the re-
sponder´s HIT.  If the responder´s HIT is unknown it has the value NULL and oppor-
tunistic mode is used.  Opportunistic mode is not recommended to use as it is more vul-
nerable to Man-in-the-Middle attacks.  
If a Rendezvous Server is used, the I1 packet is sent to the Rendezvous Server instead 
of to the responder. The Rendezvous Server looks up the IP address of the recipient and 
transmits the I1 packet to the responder.  
Figure 4. HIP Base Exchange captured with Wireshark. 
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After an I1 packet is sent, a timer is started at the initiator. If the R1 packet is not re-
ceived before a chosen timeout the initiator retransmits the I1 packet and restarts the 
timer. 
 
Figure 5. Data fields of an I1 packet captured with Wireshark. 
3.3.2 R1  
R1 is the packet that the responder sends, as a response to the I1 packet, to the initiator. 
A R1 packet (Fig 6) contains a Diffie-Hellman value, a cryptographic puzzle and the 
responder’s public key. The responder uses its private key to sign the packet. The cryp-
tographic puzzle contains a random number and a difficulty.  
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Figure 6. Data fields of a R1 packet captured with Wireshark. 
3.3.3 I2  
I2 is the second packet from the initiator and is a response to the R1 packet. An I2 pack-
et (Fig. 7) contains a solution to the cryptographic puzzle and Diffie-Hellman values. A 
hashed message authentication code (HMAC) is included in the packet and is used as an 
additional protection against attacks. The packet is signed before the transmission. 
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Figure 7. Data fields of an I2 packet captured with Wireshark. 
3.3.4 R2  
R2 is the second packet (Fig. 8) from the responder and is a response to the I2 packet.  It 
contains a HMAC and a HIP_SIGNATURE. R2 is the fourth and the last packet in HIP 
Base Exchange. If the puzzle is solved and all parameters are correct, a HIP connection 
is established and data can flow between the two hosts. 
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Figure 8. Data fields of a R2 packet captured with Wireshark. 
3.4 Other HIP control packets 
UPDATE  
An UPDATE packet is used to send information about the HIP association to the other 
part. When a host changes its network location an UPDATE packet is sent to the other 
part containing the new IP address. If an UPDATE packet contains a SEQ parameter the 
responder needs to confirm the UPDATE with an ACK parameter. 
NOTIFY  
A NOTIFY packet is used to inform the other host about protocol errors and negotiation 
failure. A NOTIFY packet is a pure information packet. 
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CLOSE   
A CLOSE packet is used to terminate an existing HIP association. A CLOSE packet 
contains a HMAC and a HIP_SIGNATURE. 
CLOSE_ACK  
A CLOSE_ACK packet is sent in response to a CLOSE packet and confirms the shut-
down of a HIP association.  A HIP_SIGNATURE is included for verifying its validity. 
 
3.5 DNS extension 
To continue using human-friendly domain names with HIP all DNS servers need to be 
modified. According to HIP DNS extension (Nikander & Laganier 2008) a HIP Re-
source Record (RR) will be stored in DNS. A HIP RR (Fig. 9) contains a HI, HIT and 
optionally one or several domain names of Rendezvous Servers.  Because a HIT has the 
same length as an IPv6 address it can be stored in an AAAA record. 
 
 
 
 
 
 
 
 
 
 
 
Figure 9. HIP data as it is stored in a HIP Resource Record in DNS. 
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3.6 ESP protection 
For protection of user data HIP uses Encapsulated Security Payload (ESP) (Jokela, 
Moskowitch & Nikander, 2008). During Base Exchange a pair of Security Associations 
(SAs) is established, one SA in each direction, by modifying parameters in the HIP 
packets.  
The responder begins the negotiations by adding a new ESP_TRANSFORM parameter 
to the R1-packet. An ESP_TRANSFORM message contains information of which ESP 
transform suites a host is prepared to use. Transform suites are limited to six and are 
stored in preferred order (Fig. 10)   
The Initiator responds to the R1 packet by selecting one of the suggested transforms and 
adds that information in an ESP_TRANSFORM parameter in the I2 packet. An 
ESP_INFO containing an own chosen Security Parameter Index (SPI) value is also in-
cluded in this packet. The responder responds to the I1 packet by including its own cho-
sen SPI value in the R2 packet.    
The SPI is used to locate right SA for received packets. 
 
3.7 Rendezvous server  
The Rendezvous Extension for HIP is used to reach a HIP mobile node that often 
changes its IP address (Laganier J, Eggert L 2008). Updating a host´s current IP address 
to DNS is very slow. Instead the FQDNs of a host´s Rendezvous Servers are stored in 
DNS in a HIP RR (chapter 3.3 DNS Extension).  
A Rendezvous Server (RVS) is used in two ways, in client registration at client start up 
and in establishing a HIP connection with another node through itself. Every time when 
Figure 10. Supported ESP transform suites. 
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a mobile node changes its IP address, the node sends that information to the RVS. If a 
HIP association already exists between the Mobile Node and the RVS the new IP ad-
dress is delivered to the RVS with UPDATE packets. Otherwise a HIP Base Exchange 
with specific registration parameters is executed between the mobile node and the RVS. 
HIP Base Exchange through a RVS is basically a way to set up a HIP connection with a 
mobile node that has an IP address that is unknown to the initiator. The only difference 
from a Base Exchange between two nodes that know each other’s IP addresses is that 
the first packet, I1, is sent to the RVS and the RVS sends it to the responder. After that 
the following packets, R1, I2 and R2, are transmitted directly between the nodes.    
 
3.7.1 NAT traversal 
A Rendezvous Server (RVS) is also used when a host is behind a NAT and HIP packets 
therefore are not forwarded to the HIP host. By establishing an outgoing connection 
from the host to the RVS the RVS can pass on related packets to the responder.     
3.8 Mobility and Multihoming 
3.8.1 Client mobility 
The simplest mobility scenario is when two hosts are communicating with a single SPI 
pair between them. If one of the hosts changes its IP address, e.g. is moving to another 
subnet or is renewing its DHCP lease, the other hosts needs to be notified of this change 
so that it can update its HIT-IP mapping. This notification is made by a sequence of 3 
UPDATE packets with different parameters (See 3.2.1). The first UPDATE packet con-
tains ESP_INFO, LOCATOR and SEQ parameters. If no re-keying is needed the old 
SPI value and the new SPI value are the same as the existing SPI value in the 
ESP_INFO parameter. The LOCATOR parameter contains the new IP address and the 
SEQ parameter is just a simple sequence number that is incremented by one before each 
UPDATE packet is sent. The second UPDATE packet contains, besides ESP_INFO and 
SEQ, an ACK and an ECHO_REQUEST parameter. The ACK parameter is just a sim-
ple acknowledgment and the ECHO_REQUST contains a nonce which is used for per-
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forming address verification. The third and last UPDATE packet contains only an ACK 
and an ECHO_RESPONSE parameter. 
If re-keying is needed the first UPDATE packets contains a new SPI value and an index 
in the key material for generating a new ESP session key. The second UPDATE packet 
contains the sending host´s new SPI and the third UPDATE packet is the same that is 
used when not re-keying. Another way to re-key is to use the DIFFIE-HELLMAN pa-
rameter in the first and the second UPDATE packets for generating a new shared secret 
that will be used to generate the new keying material. 
If a RVS is in use, the same UPDATE packet communication is realized between the 
mobile host and the RVS. 
3.8.2 Simultaneous mobility  
A scenario when two communicating hosts frequently and simultaneously change their 
point of attachment to the Internet would cause a problem if normal UPDATE packets 
were used. A solution to this problem has been presented and for an implementation 
based on OpenHIP. This solution has also been tested (Hobaya F, Gay V, Robert E 2009)). 
However it is not revealed whether the solution worked. 
The proposed solution includes an extended use of a Rendezvous Server that updates 
the HIT-IP mappings on both mobile hosts. 
A basic scenario with simultaneous mobility could be the following: two hosts that both 
have their own Rendezvous Server are communicating. Both hosts move to another lo-
cation and get new IP addresses. Both hosts send an UPDATE packet to their own RVS 
and to the last known location of the other host. Since both hosts have a new IP address 
the packets are forwarded to wrong locations which results in a disconnection. Accord-
ing to the proposed solution the UPDATE packet is sent to the other hosts RVS instead 
of directly to the host. The RVS relays the packet to the right location. Because a client 
always informs its RVS of its new location after a mobility event, the RVS always 
knows the current location. Therefore simultaneous mobility is possible when the UP-
DATE packet is sent to the others host´s RVS instead of directly to the host. This solu-
tion requires modification to the software that is used by the clients and the RVS. 
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3.8.3 Multihoming 
The Host Identity Protocol supports multihoming (Nikander P, Henderson T, 2008). A 
host is multihomed when it has multiple network interfaces or IP addresses. The benefit 
of multihoming is that it increases the reliability of network applications.  
A simple HIP multihoming scenario is when a new IP address is added to a host, e.g. if 
a wireless host connects to LAN through a network cable while it is still connected to 
the WLAN. The data still flows through the WLAN interface, until a UPDATE packet 
is received with a LOCATOR parameter that has the IP address that is used with the 
LAN interface and a preferred value that indicates which interface is to be used. If the 
LAN interface is preferred, the other host updates its HIT-IP mapping. Otherwise the 
WLAN interface is used until the next UPDATE packet is sent.  
3.8.4 Network mobility 
Host Identity Protocol can also be used to make a network mobile (Melen J, Ylitalo J, 
Salmela P, Henderson T, 2009). A network in this context is a network with mobile 
nodes (MN) and mobile routers (MR). Such a network could be located on trains or 
buses where the entire network, including the Mobile Nodes and the Mobile Routers, 
can change its point of attachment to the Internet. Host Identity Protocol based Mobile 
Router (HIPMR) is a draft that describes the HIP extension that gives a network mobile 
features. According to the draft, the HIP nodes that are clients of a HIP Mobile Router 
give the MR permission to signal UPDATE packets on their behalf.  
The described network has two different components, MN and MR. A scenario with a 
mobile network starts from the MN. The MN can find a MR by monitoring incoming 
beacons that all Mobile Routers are sending to inform all network nodes about their ex-
istence. After a suitable MR is found a Base Exchange is initiated by the MN. By using 
the HIP registration extension, the MN registers itself to the MR as a client of its routing 
service and delegates to the MR the authority to signal UPDATE packets on its behalf. 
A network mobility event happens when the MR changes its point of attachment to the 
Internet. If a new IP address is delivered to the MR, then packets from MNs to peers 
outside the network flow correctly but packets from other peers to the MNs are deliv-
ered to wrong locations. Because the MR has been authorized to signal UPDATE pack-
ets, the MR digitally signs UPDATE messages on behalf of MNs. This is possible be-
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cause a MN shares a portion of its symmetric key space and therefore the MR is capable 
of computing HMACs of UPDATE messages. After a successful update event the 
communication can continue even if the entire network with the MR and all the Mobile 
Nodes have changed their point of attachment to Internet. 
 
3.9 Implementations 
Presently there are three major implementations of HIP, OpenHIP that is developed by 
the Boeing Company, InfraHIP that is developed by Helsinki Institue of Information 
Technology, and hip4inter that is developed by Oy LM Ericsson Ab.  
3.9.1 OpenHIP 
OpenHIP is an open source HIP implementation developed by Boeing Company. 
OpenHIP supports following operating systems: Linux, BSD, Mac OS X, and Windows 
XP, Vista and 7. OpenHIP uses an XML library for configurations files, supports SHA, 
MD5, HMAC hashing and 3DES, BLOWFISH, AES encryption (Boeing Company, 
2010) 
 
Using OpenHIP 
After OpenHIP is installed an icon is placed in Windows task bar. 
When right-clicking on the icon a menu appears. From the menu the user can reach the 
configuration files.  
hip.conf (Fig. 11) is auto generated when installing and contains all HIP options. 
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Figure 11. Content of the hip.conf configuration file. 
 
The my_host_identities.xml (Fig. 12) contains information about the own Host Identity 
i.e. the public and private key. It also contains the HIT, which is calculated upon the 
public key, and a LSI. 
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known_host_identities (Fig. 13) contains information about other known host identities. 
It is used to locally map a HIT or LSI with a IP address when not using a DNS. There-
fore a host´s HIT, LSI, IP and optionally one or several RVS names are stored in this 
file.  
Figure 12. Content of the my_host_identitites.xml file. Content of this file should not be shared in public. 
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Figure 13. Content of the known_host_identities.xml file. 
 
3.9.2 InfraHip 
InfraHip is an open source HIP implementation developed by HIIT, Helsinki Institute of 
Information Technology. Only supported operating systems are those that are based on 
Linux 2.6.  
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Using InfraHip  
The HIP daemon of InfraHip can be started with the following command: 
/usr/sbin/hipd. 
The host´s own HI and HIT are stored in /etc/hip. If DNS is not in use, known HIT´s 
and IP addresses can be stored in /etc/hip/hosts or mapped by the command hipconf add 
map [HIT] [IP]  
3.9.3 Hip4inter 
Hip4inter is a HIP implementation developed by Nomadic Labs at Oy LM Ericsson Ab. 
Hip4inter is only supported by FreeBSD 5.4 and 6.0 (HIP for BSD Project documentation, 
2005). 
 
Using Hip4inter 
Hip4inter is very similar to Infrahip. It can be started by the command /usr/sbin/hipd. HITs 
of known hosts can be stored in /etc/hosts. The own HI and HIT are stored in: /etc/hip 
3.10  HIP on Symbian 
Symbian is a widely used operating system for smartphones. A group of researchers in 
Helsinki Institute for Information Technology (HIIT), Helsinki University of Technolo-
gy and University of Helsinki have ported both HIPL and OpenHIP for execution on a 
phone with Symbian S60 3
rd
 edition OS (A. Khurri, D. Kuptsov, A. Gurtov, 2009) The 
following subchapters describe the porting process and the performance of HIP on three 
different Symbian phones.   
3.10.1 Porting process 
To be able to port the source code of HIPL and OpenHIP to Symbian without larger 
modifications, an Open C SDK plug-in for S60 3
rd
 edition SDK was used. The Open C 
plug-in offers possibility to run many standard C functions and therefore it was an im-
portant component for avoiding a large modification of the source code. 
During the porting process most compilation errors were data type conversions (A. 
Khurri, D. Kuptsov, A. Gurtov. 2009). For the HIPL project a few header files were up-
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dated. The OpenHIP project was more suited for porting to Symbian, no system header 
files needed to be updated. Other porting issues were different errors that appeared due 
to differences in Linux and Symbian emulator compilers and memory alignment errors.  
Both HIPL and OpenHIP are written in C and contain many platform dependent fea-
tures. Therefore the ported version of HIPL does not fully support ESP encapsulation. 
For the OpenHIP a userspace alternative (PFKEY protocol and SADB) was used and 
therefore ESP encapsulation is fully supported.   
3.10.2 Performance 
Performance of HIP on Symbian was tested on 3 Nokia phones that are based on Sym-
bian S60 3
rd
 edition (Khurri, 2009). For the newest one of the tested phones, Nokia E51, 
a Base Exchange with a server over a WLAN varied between 1.68 and 3.17 seconds. A 
base exchange between two phones varied between 3.49 and 6.71 seconds. OpenHIP 
was slightly faster than HIPL. 
A key pair creation with 512 bit key length took 4.90 seconds for a DSA key and 0.51 
seconds for a RSA key. Creation of a 2048 bit key took 389.99 seconds for DSA and 
40.73 seconds for a RSA key. 
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4 PRACTICAL MOBILITY TESTS BASED ON HIP 
4.1 Mobile video streaming with VLC 
The purpose of this test was to make a video stream mobile.  VLC 1.0.3 player was used 
as both streaming server and client. All three implementations, OpenHip, InfraHIp and 
Hip4Inter, were first tested separately and then “crosstested”. In all tests the server part 
was a virtual machine in the hip.arcada.fi domain. All clients were attached to the 
hip.arcada.fi network through a network wire. Mobility was tested by pulling out the 
wire and switching to a wireless network in the arcada.fi domain.  
4.1.1 Openhip 
The stream was started by choosing UDP as protocol and the client´s LSI as address. 
The stream can also use the HIT instead of the LSI. The graphical interface of VLC was 
used to start and receive the stream. The test was successful (Fig. 14) 
 
Figure 14. Successful mobile video stream using OpenHIP and VLC. 
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4.1.2 InfraHip 
The stream was started from the command line with following command:  
vlc–vvv[FILENAME.AVI]--ipv6--sout 
„#std{access=udp,mux=ts,dst=[2001:0012:4b7a:4a66:ac4d:7141:40ff:71ae]:1234}‟ 
 
The stream was received with the following command:  
vlc -vvv 'udp://@[::]:1234'    
 
The test was successful. 
4.1.3 hip4inter 
The stream was started from the command line with following command:  
vlc–vvv[FILENAME.AVI]--ipv6--sout 
„#std{access=udp,mux=ts,dst=[2001:0012:4b7a:4a66:ac4d:7141:40ff:71ae]:1234}‟ 
 
The stream was received with the following command:  
vlc -vvv 'udp://@[::]:1234'    
 
The test was successful. 
4.1.4 Crosstesting 
All three implementations were also crosstested. Basic streaming worked on every 
combination but after a mobility event the only combinations that were able to continue 
the stream were those who had OpenHIP as client (Fig. 15). In all three implementations 
the software has been developed based on the same protocol description but it is still a 
possibility that it has been implemented in a different way. Especially the mobility sec-
tion is a critical part of the software. 
 
Implementations Openhip (client) Infrahip (client) Hip4inter (client) 
Openhip (server) X 0* 0* 
Infrahip (server) X X 0* 
Hip4inter (server) X 0* X 
Figure 15. Result of mobile video stream tests. “X” = successful, “O” = unsuccessful,     “*” = streaming on HIP 
works but not mobility. 
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4.2 Mapping a network drive with Expandrive 
Expandrive is a software company in Cambridge, MA. Expandrive has developed net-
work mapping software that has the same name as the company: Expandrive. Ex-
pandrive can be used to map network drives on FTP/FTPS/SFTP/SSH-servers. 
An Ubuntu 9.04 virtual machine in the hip.arcada.fi-domain was used as server and a 
laptop with Microsoft XP professional was used as client. A shareware version of Ex-
pandrive v1.8.3 was installed on the client computer. 
The network drive was mapped by its LSI-address (Fig. 16) 
 
Figure 16. Settings showing the LSI address that is used to map a network drive. 
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The network drive was mapped successfully (Fig. 17). Mobility was tested by streaming 
a video from the mapped unit and switching from a cable based connection to a wireless 
connection. The mobility worked fine (Fig. 18). 
Figure 17. A successfully mapped network drive based on a HIP connection. 
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Figure 18. Screen capture of VLC streaming video and Whireshark captions from both used interfaces. 
4.3 Text chat with a P2P chat application 
The purpose of this test was to show how a chat can continue uninterrupted if it is based 
on a HIP connection. The chat application that was used in this test is a simple messag-
ing application developed by Jonas F. Jensen. P2P chat is released under the GNU GPL 
license. 
The test was performed on two computers that were in the same LAN. Both computers 
had Windows XP SP3 as operating system and OpenHIP as HIP software. A HIP con-
nection was established by using LSI (Fig. 19) Mobility was tested by pulling out the 
wire of one of the clients and switching to a wireless network. The test was successful 
(Fig. 20). 
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Figure 19. Settings from a P2P chat application showing that the communication is based on a LSI address. 
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Figure 20. Screenshot from a P2P chat application that shows how the chat continues uninterrupted even if one of 
the clients gets a new IP address. 
  
4.4 Video chat with yawcam 
The purpose of this test was to show how a video chat can continue uninterrupted if it is 
based on a HIP connection. Video streaming software used in this test was yawcam and 
a webcam was used as the video source. Yawcam is a webcam application written in 
Java by Magnus Lundvall. It supports streaming to http, to ftp or to a file.  
The test was performed on two computers in the same LAN. Both computers had Win-
dows XP SP3 as operating system and OpenHIP as HIP software. The streaming host 
used the yawcam software and the streaming output was set to its LSI address. The re-
ceiver captured the stream by browsing to the sender´s LSI address and a specific port 
in a web browser. In this case Mozilla Firefox was choosed as web browser and the 
stream was captured with both IP address and LSI address of the sender. Mobility was 
tested by pulling out the wire of one of the clients and switching to a wireless network. 
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The test was successful. The stream that was based on the LSI address continued unin-
terrupted and the stream that was based on the IP address was interrupted (Fig. 21 & 22) 
  
 
Figure 21. Two ways of streaming from the same source. The left one is based on the LSI address and the right one 
on the IP address.  
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Figure 22. The left stream based on LSI continues uninterrupted and the right stream based on the IP-address is 
interrupted. 
4.5 HIP on Symbian 
The mobility of HIP on Symbian was planned to be tested as a part of this thesis. HIIT 
provided two binary files, both the HIPL and the OpenHIP version that they had ported. 
Unfortunately the signing of the binary files, with the IMEI-code of the phone that the 
application were planned to be performed on, failed. HIIT also provided source code for 
the HIPL project. After trying to compile the source code it turned out that it would 
have needed an unknown amount of modification. That would be outside the purpose of 
this thesis.  
If someone would like to continue the work of Symbian of HIP, it should be ported to 
work on Symbian^3 instead of Symbian S60, because Nokia does no longer support 
S60. Symbian^3 is completely redesigned and porting the HIPL and OpenHIP projects 
to a Symbian^3 supported application may be a very complex task.  
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5 FLASH ANIMATION ON HIP MOBILITY 
As a part of the WISEciti project a flash animation demonstrating HIP has been de-
signed by BSc Laura Bergström, Arcada. The flash animation contains 5 scenes: 
 Plain TCP/IP communication 
 Plain HIP/TCP/IP communication 
 ESP HIP/TCP/IP communication 
 Mobile HIP/TCP/IP communication 
 HIP Multihoming 
 
Laura designed the 3 first scenes and a small part of the fourth scene. As a part of this 
thesis the rest of scene 4 and scene 5 have been designed. 
Both scene 4 and scene 5 contain of 3 networks and 2 nodes (Fig. 23) The Server Node 
(SN) is located in a network called website.fi. A Mobile Node (MN) switches between 
the Arcada.fi network and the Otherdomain.fi network. In both networks the MN is us-
ing a WLAN and HIP mobility is demonstrated by switching between the networks.  
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Figure 23. Network map of flash scenes 4 and 5. 
 
Scene 4 is divided into 4 sub scenes.  
 4A: Rendezvous client registration 
 4B: Base Exchange with a Mobile Host through a RVS 
 4C: Update message to a Communicating Node 
 4D: Update message to  a RVS 
 
5.1 Scene 4A: Rendezvous Client Registration 
Scene 4A shows the client registration to a RVS after the Mobile Node has entered Ar-
cada.fi network. The scene shows detailed information of all 4 signaling messages (Fig. 
24). After that there is a HIP association between the MN and the RVS located in Ar-
cada.fi domain. 
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5.2 Scene 4B: Base Exchange with a MN through a RVS 
Scene 4B shows the Base Exchange between the SN and the MN. Because the HIT of 
MN is unknown to SN, the Base Exchange is executed through the RVS that the MN is 
using. The HIT and IP of the RVS are received from the DNS. SN sends the I1 packet to 
the RVS (Fig. 25) that re-directs it to the MN. Because of the client registration in 4A, 
the RVS knows the HIT and IP address of the MN and is able to re-direct it to the right 
location. 
 
Fig 24. Detailed information of the I2 message when a Mobile Node is performing a RVS registration. 
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Fig 25. I1 packet is sent from SN to RVS because the HIT of MN is unknown to SN. 
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5.3 Scene 4C: Update message to SN 
Scene 4C shows the UPDATE communication between the SN and the MN when the 
MN has moved from the Arcada.fi network to the Otherdomain.fi network. The scene 
shows detailed information of all the three UPDATE packets. Especially the LOCA-
TION parameter is described in detail (Fig. 26). 
  
 
Fig 26. UPDATE packet from MN to SN with detailed information of the LOCATOR parameter. 
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5.4 Scene 4D: Update message to RVS 
Scene 4D shows the same UPDATE communicating as in 4C but now it is executed be-
tween the MN and the RVS (Fig. 27). 
   
 
Fig 27. UPDATE communication between MN and RVS. 
5.5 Scene 5: Multihoming 
Scene 5 has only a main scene. The scene begins when the MN is having a HIP associa-
tion with the SN from a 3G network. The MN moves into the range of the WLAN in the 
Arcada.fi network. After the move and before any UPDATE packets, data is still trans-
ported through the 3G network (Fig. 28). 
Fig 28. Data is transported to same location until SN receives an UPDATE packet from MN. 
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The scene shows the UPDATE communication with detailed information. The UP-
DATE packet from the MN contains a parameter that informs the SN which location 
address is preferred. After that data is transported to the new location of the MN (Fig. 
29) even if it is still connected to the 3G network. 
 
 
Fig 29. After an UPDATE event, SN transports data packets to the location that the multihomed MN prefers. 
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6 CONCLUSIONS 
The society we live in is moving increasingly towards a mobile society where you even-
ly and continuously have to be connected to the Internet. Most of the data traffic today 
is transferred over connections that are not mobile.  Great efforts are made to make all 
data traffic mobile. As this thesis shows, there are already commercial technologies 
(Mobile IP) as well as promising technologies such as Host Identity Protocol (HIP). The 
aim of this thesis is to evaluate the HIP from a user perspective. How do popular appli-
cations work when they are made mobile with HIP?  
 
The practical part of this thesis is divided into two different parts. The first part was to 
evaluate the mobility of HIP with a video stream application, a text chat application, a 
video chat application, and a network drive mapping application. Due to the architecture 
of popular programs such as MSN messenger and Skype, lesser known applications 
were used. Some of the tests were done with all three HIP implementations and some 
only with one of the implementations when the tested applications were designed to 
work only on a computer with Windows as operating system. 
None of the tests failed totally. Mapping a network drive, text chatting and video chat-
ting worked perfectly with HIP. These tests had one thing in common, they were all 
tested only with one implementation (OpenHip or InfraHip) and both nodes used the 
same implementation of HIP. The mobile video stream test worked fine for all imple-
mentations when both parts of the communication used the same implementation and 
when the stream receiver used Openhip. Other combinations failed after a mobile event.  
The reason that some of the tests failed are probably at source level of the implementa-
tions. 
As a part of the practical studies of this thesis, HIP on Symbian was planned to be test-
ed. Unfortunately, it turned out that it would have required too much work even to get 
the source code that HIIT provided compiled. 
 
The practical part of this thesis also included further development of a Flash animation. 
This was the most time-consuming part, although it doesn’t take up so much space in 
the thesis report. This was mainly due to the fact that it is very hard to take over projects 
of other people. You don’t know how they have planned to do the rest of the project and 
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you have to go through all what they have made to figure out what can be reused and so 
on.  Another problem was that the project was developed with an earlier version of Ac-
tionscript and with an old IDE.  The conversion to Adobe Flash CS3 caused that part of 
the Actionscript code was available only through the search function, even if you knew 
which button the code was linked to. 
 
As a summary I think that HIP is a very strong candidate for future data communication. 
Theoretically, the advantages of HIP are not limited to the possibility of mobile com-
munication, also the network security features make HIP a desirable candidate. 
However, HIP is still at the research stage and the practical part of this thesis shows that 
there is a lot work to do to get it to work stable. 
The fact that HIP is still on the research stage has made this thesis more challenging.  
If a test has failed, is it because you are doing it wrong or is the problem associated with 
HIP implementations?  
Also the theoretical part has been challenging as there is not yet so much publications 
on HIP. However, I am sure this will change much in the future because I believe that 
HIP is a very good candidate for future data communication. 
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