ABSTRACT Influence maximization for opinion formation (IMOF) in social networks is an important problem, which is used to determine some initial nodes and propagate the most ideal opinions to the whole network. The existing researches focus on improving the opinion formation models to compute the opinion of each node. However, little work has been done to describe the IMOF process mathematically, and the current researches cannot provide an effective mechanism to deal with the IMOF. In this paper, the IMOF is formulated mathematically and solved by an iterative framework. At first, we describe the IMOF as a constrained optimization problem. Then, based on node influence and neighbor coordination, the weighted coordination model is proposed to compute the opinions of network nodes with the change of iterations. In particular, in order to determine top-k influential nodes (i.e., seed nodes), an iterative framework for the IMOF, called IIMOF is presented. Based on the framework, the score and rank of each node by Iterative 2-hop algorithm, i.e., SRI2 is proposed to compute the influence score of each node. Based on small indegree and high out-degree, one-hop measure is proposed to better reflect the rank of all initial nodes. We also prove that IIMOF converges to a stable order set within the finite iterations. The simulation results show that IIMOF has superior average opinions than the comparison algorithms.
I. INTRODUCTION
In recent years, social networks (e.g., Facebook, Wechat, Twitter, etc) have received a surge in attention because of their potential applications in many fields [1] , [2] . For example, many companies utilize social network to promote their new products, services and quality. They usually enhance the whole image of new products or candidates by the specific way, and eventually obtain the optimal evaluation from the public, which can be regarded as the Influence Maximization for Opinion Formation (IMOF) problem. The IMOF is regarded as a meaningful problem in many fields, such as political analysis, recommendation system and virtual marketing [3] - [5] . It is the main goal of the IMOF to employ a subset of informed agents [6] , [7] attached to seed set and propagate the ideal opinion value to neighbors of these seed nodes, and finally obtain the influence spread maximally [8] , [9] .
Opinion formation is described as one process, in which the opinions on the topics, such as politic, economic and entertainment, are influenced and changed through the interactions with their neighbors [10] , [11] . Each individual forms and updates its opinion by communicating with others. Opinion formation is important as it crucially affects the decisions of each individual. Influence maximization in social networks aims to select some network nodes, spread these nodes through specific propagation modes, and eventually maximize the number of the influenced nodes. Influence maximization was formalized as one constrained optimization problem and was NP-hard [12] , [13] . IMOF is the extension and application of influence maximization, and it mainly includes two core parts: (1) opinion formation model and (2) generation methods of seed nodes. The typical opinion formation models (e.g., the bounded confidence model [14] , [15] , voter model [16] , [17] , HegselmannKrause (HK) model [14] , [18] and Axelrod model [19] , [20] , etc) have been studied. Meanwhile, to determine the seed nodes, some greedy algorithms [21] - [23] and heuristic algorithms [12] , [24] , [25] have been developed.
On one hand, although the influence maximization and opinion formation have been explored, few studies on the IMOF have been done. Moreover, with the continuous increasing of network users and constant enlargement in network scale, the existing methods on influence maximization obtain low efficiency or instable accuracy [26] . For instance, the accuracy of greedy algorithms is guaranteed; however, as greedy algorithms demanded heavy Monte-Carlo simulations for each node, their efficiency is low. Heuristic algorithms acquire notable efficiency due to their simple computation, but they cannot provide reliable accuracy [47] .
As we know, the iterative method is described as the mathematical process of solving a problem by finding a series of approximate solutions from an initial estimate [27] , [28] . Each iteration result is achieved by the last computation, and the iterative method takes some advantages, including fast computing and repeated operation. Iterative method has been widely used in many fields, such as optimization calculation, linear or nonlinear equations, and eigenvalue calculation [29] , [30] . As mentioned above contents, the iterative method has profound impact on optimization problem, and introducing the ideas of iterative method into the IMOF is becoming a hot research topic.
In our previous work [50] , the Rank and Selection of Potential Nodes with the 3-hop measure (i.e., RSPN3) was proposed to address the IMOF problem in social networks. Although RSPN3 obtained stable average opinions, its time complexity was unguaranteed. To obtain high efficiency with the stable accuracy, this paper proposes an Iterative framework to settle the IMOF (IIMOF) problem in social networks. Compared with RSPN3, IIMOF has the following improvements. i) IIMOF introduces the budget of seed nodes in directed networks instead of the number of seed nodes in undirected networks, ii) different from the improved bounded confidence model in RSPN3, IIMOF proposes the weighted cooperation model to compute the opinions of network nodes comprehensively, and iii) different from the 3-hop heuristic algorithm in RSPN3, IIMOF presents an iterative framework with the 2-hop measure to effectively generate the initial seed set. In particular, IIMOF can converge a stable order in short iterations, accelerating the spread of seed nodes. The major contributions of this work are summarized as follows:
1) The IMOF is formulated as a constrained optimization problem mathematically. Moreover, we also consider the budget of seed nodes.
2) Based on the node influence and neighbor coordination, we propose a weighted coordination model to compute the opinions of network nodes with the change of iterations.
3) We present an iterative framework, i.e., IIMOF to determine the initial seed nodes. IIMOF consists of rank of initial nodes, influence score of each nodes and determination of seed nodes.
4) Based on small in-degree and high out-degree, we propose the 1-hop measure to calculate the rank of all initial nodes. In particular, the initial opinion value of each node was considered into the 1-hop measure.
5) We propose the Score and Rank of each node by Iterative 2-hop algorithm, called SRI2 to compute the influence scores of all nodes.
The rest of this paper is organized as follows. The related work is reviewed in Section II. The IMOF is formulated in Section III. The proposed IIMOF is constructed in Section IV. The simulation and performance evaluation are achieved in Section V. Section VI concludes this paper.
II. RELATED WORK A. OPINION FORMATION MODEL
Opinion formation models (e.g., the bounded confidence model, voter model, HK model and Axelrod model) are used to compute the opinion of each node. In [14] and [15] , the bounded confidence model changed the node opinion according to the difference of opinions between two adjacent nodes in each iteration. If the opinion difference between them was less the specific threshold value, their opinions are changed with a certain rule; otherwise, their opinions kept unchanged. In [16] and [17] , the voter model was a stochastic process. The opinion of any voter on some issues was changed under the influence of opinions of its neighbors, and the voter's opinion at any given time had only two values, denoted as 0 and 1 respectively. In [14] and [18] , HK model updated the opinion change of network nodes according to using the opinions of their confidence-dependent neighbors. In [19] and [20] , Axelrod model updated the opinions of nodes according to the following rules: similar nodes interacted with each other much frequently and their opinions were more similar when there were connections among these nodes.
However, the current opinion formation models [14] - [20] mainly adopted same influence between one node and its neighbor nodes. Actually, there are different preferences and interests between two adjacent nodes. Based on the node influence and opinion coordination among neighbor nodes, this paper proposes the weighted coordination model to show the preferences among nodes comprehensively and in depth.
B. METHODS FOR INFLUENCE MAXIMIZATION
Influence maximization has been proven to be NP-hard [12] , [13] and some approximation algorithms are devised to generate the seed nodes. Greedy algorithms were first developed, for example, in [21] , the influential sets of individuals were VOLUME 6, 2018 considered as an influence maximization problem, which was essentially NP-hard. The objective function with weights for influence maximization was sub-modular, and the proposed greedy algorithm was used to solve the problem and guaranteed within (1 − e −1 ) of the optimal influence degree. In [22] , the influence maximization, as a query processing problem was formulated to distinguish given users from others, and its main goal was to obtain the maximal profit of viral marketing. The objective function of the query processing problem was sub-modular and the processing problem was NP-hard. To solve the influence maximization problem, the greedy-based approximation method was proposed. In addition, a method used to reduce the number of candidate seed nodes was devised. In [23] , the influence maximization problem in mobile social networks was studied to maximize the influence spread. To address the influence maximization problem, a community-based method with parallel scheme was devised. Specifically, a community-based greedy algorithm was proposed to find initial seed nodes. The presented algorithm was composed of two phases: (i) division of communities (i.e., from the large-scale network into some communities), and (ii) construction of communities to generate the initial seed nodes. In order to enhance the efficiency of the scheme, the influence spread within communities was parallelized and the influence spread between communities was considered. Although these greedy algorithms obtain guaranteed accuracy, they usually have high running time (i.e., low efficiency) [26] .
To obtain high efficiency, many heuristic algorithms were investigated. In [24] , a degree discount heuristic algorithm, i.e., DegreeDiscount was proposed. DegreeDiscount assumed that the influence propagation increased with the increasing of node degree and it had fast computation efficiency without the provable performance guarantee. In [25] , the budgeted influence maximization problem was studied. The inference propagation computation on a Directed Acyclic Graph (DAG) was constructed as a belief propagation on a Bayesian network. The influence maximization was described as the #P-hardness problem, and two heuristic algorithms were proposed to construct the DAG and acquire large influence propagation. In [12] , the mobile crowdsourced data was used to explore location-based influence maximization in social network services. The influence spread model was presented and was extended to the influence maximization problem of position selection. To address the position selection problem, a heuristic algorithm was devised. In a word, the above heuristic algorithms obtain notable scalability without providing reliable accuracy guarantee.
In summary, the current proposals on influence maximization [12] , [21] - [25] mainly employed greedy algorithms and heuristic algorithms, and could not guarantee accuracy or efficiency. Different from them, based on the iterative framework, the proposed IIMOF in this paper consists of rank of initial nodes, influence score of each nodes and determination of seed nodes. More specifically, the proposed SPI2 adopts iterative 2-hop algorithm and accelerates the propagation toward the desirable opinion value.
III. PROBLEM FORMATION A. OPTIMIZATION MODEL FOR IMOF
Network Model: The directed social network is modelled as a graph G=(V,E,W), where V = {v 1 , v 2 , ..., v N } and E = {e 1 , e 2 , ..., e M } are node set and edge set respectively. W is a weight matrix, and each element w ij (where i, j ∈ {1, 2, ..., N }) represents the weight between v i and v j . To describe the IMOF, we propose the following definitions.
Definition 1 (Influence Spread): For G, budget b and a node set S = {s 1 , s 2 , ..., s k }, influence spread is defined as average opinions of N nodes within specific iterations with S in the limited b, named (S) N . Definition 2 (IMOF): Given S and b, connect the informed agents with ideal opinions to S in the limited b, then spread the ideal opinions to neighbors of these initial seed nodes, and finally make (S) N to be maximum.
In general, the objective of the influence maximization is to produce the number of the influenced node maximally. Different from previous influence maximization, in this paper, the IMOF uses the average opinions of all nodes. The opinion value of node varies between [−1, 1], where our objective is to maximize the average opinions of all nodes, thus 1 is the most ideal (i.e., the best opinion value) and −1 the least ideal (i.e., the worst opinion value). The IMOF is expressed in Eqs. (1)-(6):
where (S) N is the average opinions of N nodes after the specific iterations. I * = {1, 2, ..., N }, λ i is a 0-1 variable, and [8] has shown that nodes with small in-degree (easy to be influenced) and large out-degree (suitable for spread) are able to efficiently spread opinion to the whole network and these nodes are more difficult to be influenced than other network nodes. Therefore, nodes with large out-degree and small in-degree require high budget and
is used to describe the budget weight of v i .
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B. THE WEIGHTED COOPERATION MODEL
The existing opinion formation models [14] - [20] mainly adopted the same influence among neighbors. However, in the real network, these individuals are diverse and have different interests and preferences [31] , [32] . Based on the node influence and the opinion coordination among neighbor nodes, this paper proposes the weighted cooperation model to compute opinions of network nodes with the change of iterations. Based on out-degree, node influence describes the influence of v i , shown in Eq. (8) . The opinion coordination is described as follows: if the difference between the opinion of v i and those of its neighbors is less than the specific threshold,
where β i is the uncertainty of v i ), the opinion of v i for the next iteration is mutually influenced and updated correspondingly by its neighbors; otherwise, the opinion keeps unchanged. When the opinions of two individuals are close, they are friendly and can produce influence mutually. Meanwhile, the related researches [50, 51] have shown that when the difference of opinions between two adjacent nodes is more than a certain threshold value, their relationship becomes estranged and they hardly have any influence on their neighbors. Therefore, the weighted cooperation model is computed as follows:
Here, η ∈ [0, 1] denotes the control parameter. When v j and v i are adjacent as well as v j / ∈ i (k) , the opinion of v j has no influence on that of v i . To reflect the influence of v i reasonably, the out-degree and in-degree nodes of v i only contain those of similar opinions with v i , that is, they belong to i (k).
IV. THE PROPOSED IIMOF A. THE CONSTRUCTION OF IIMOF
The whole framework of IIMOF is shown in Algorithm 1. Firstly, we determine the initial node order set O 0 according to 1-hop measure in Eq. (9) . Then, we calculate the influence scores of all nodes and obtain new order set by SPI2 in Algorithm 2. We stop the above iteration process and obtain the convergence rank O t when the new order set equals to the last one; otherwise, we continue the above iteration process according to the current iteration results. Finally, we determine seed nodes with the limited b, consisting of the first k nodes in O t . The workflow of IIMOF is shown in Fig. 1 .
B. INITIAL RANK OF NODES
To determine the initial rank of N nodes efficiently, the score of each node with the 1-hop measure (described in Definition 3) need to be calculated. Specifically, the influence score of v i with its 1-hop measure is calculated as follows:
where O 1 i is the influence score of v i based on its first neighbors; O out i is the set of nodes to whom v i has outgoing links, and if v j is out-degree of
max(deg) ) α 2 represents the initial opinion of v i , where α 2 ∈ [0, 1] is a proportional parameter.
C. THE PROPOSED SPI2
In order to determine the initial seed nodes, we need to calculate the influence propagation of each node. Generally, the influence propagation of network nodes is usually restricted to the 3-hop measure(i.e., the three degree VOLUME 6, 2018 FIGURE 1. The framework used to illustrate IIMOF. theory) [33] . Recently, the influence spread of network nodes relies on the 2-hop measure [34] . Influence spread of one node on their neighbors gradually dissipates and ceases beyond 2-hop measure. Similarly, network nodes are usually affected according to their neighbors within 2-hop measure. Therefore, this paper approximates the influence spread with 2-hop measure (i.e., the neighbors'neighbors). Fig. 2 shows the 1-hop and 2-hop measures, and the 2-hop measure is described in Definition 4.
Definition 4 (2-hop):
Here, we calculate the Score and Rank of each node by Iterative 2-hop algorithm, called SRI2. With the above rules, SRI2 is composed of the following parts.
1) Firstly, we generate the initial opinions of N nodes by x i (0).
2) Then, we calculate the rank of N nodes by Eq. (9), sort these nodes in descending order, and obtain the initial order set O 0 .
3) Next, we consider an iterative algorithm with the 2-hop measure. Let O t+1 i denote the influence score of v i with its neighbours of neighbours in (t + 1) th iteration, and it is expressed as follows:
where µ ∈ [0, 1] is a proportional parameter. 4) Finally, after computing influence scores of all nodes, we re-sort them in descending order, and get a new order set O j+1 . SRI 2 is depicted in Algorithm 2.
Next, we prove the convergence of IIMOF and analyze time complexity of IIMOF.
Theorem 1: For any order set of the initial nodes, IIMOF converges to a stable order within the finite iterations.
The proof of Theorem 1 is presented in Appendix A.
Definition 5 (maf(.)):
, where T I is the iterative times for the needed convergence of IIMOF.
The proof of Theorem 2 is presented in Appendix B.
V. EXPERIMENTAL RESULTS

A. SETUP
In this section, we use eight social networks dataset, including four artificial networks and four real networks to evaluate the performance of IIMOF compared with the other five well-known schemes, i.e., PageRank [35] , degree [36] , CoFIM [37] , Chen et al. [38] , and EPN [8] . The simulation is implemented by Matlab, and each independently runs 50 times on computer with Intel(R) Core(TM) i5-4590M CPU processor and 4.00G RAM. The corresponding parameters are set as follows: β i = 0.1, η = 0.1, α 2 = 0.5, ε = 10 −6 , µ = 0.5 and times of iteration T = 5000. To investigate the performance of IIMOF, we describe some fundamental features for eight social networks, shown in Table 1 . Four artificial networks include Barabasi Albert (BA) network [39] , Erdős-Rényi (ER) network [40] , Watts and Strogatz (WS) network [41] and Forest Fire (FF) network [42] . Here, we set probability to be 0.012 and 0.1 in ER and WS respectively. Moreover, four real networks include Email network [43] , Hamsterster Friendships (HF) network [44] , Bitcoin OTC (BO) network [45] and Advogato network [46] . 
B. RESULTS ANALYSIS 1) RESULTS ON BUDGET
As shown in Figs. 3 and 4 , BA and Email are selected to show the connection between b (budget) and the average opinions respectively. We keep b varying between [0, 500]. It can be observed that the average opinions gradually increase with b, and IIMOF always obtains the best performance in terms of average opinions, followed by CoFIM and EPN when b varies between [0, 500]. Degree shows the worst performance in BA and Email, which illustrates that Degree hardly provide the performance guarantee. Although b has a great influence on the average opinions and influence spread, b is usually limited.
2) RESULTS IN ARTIFICIAL NETWORKS
Figs. 5(a)-(d) depcit the average opinions with the change of iterations in four artificial networks. Fig. 5(a) demonstrates the average opinions in Email, and it can be observed that the average opinions of six schemes increase consantly with seed nodes. The average opinions of IIMOF are more superior than those of the other five chosen schemes. Besides, CoFIM has larger average opinions than PageRank, Degree, Chen and EPN; Degree acquires smaller average opinions compared with the other five schemes. In particular, average opinions for IIMOF, PageRank, Degree, CoFIM, Chen and EPN are 0.893, 0.854, 0.832, 0.816, 0.825 and 0.846 respectively when T is 5000. Figs. 5(b) , (c) and (d) illustrate the average opinions in ER, WS and FF respectively. We can find that IIMOF has larger average opinions than the other five benchmark schemes and CoFIM obtains suboptimal aveage opinions. Moreover, Degree has the worst average opinions in the four social networks, which shows that Degree has instable performance. Overall, from the results on four artificial networks, the proposed IIMOF demonstrates its effectiveness in generating initial seed set and obtaining the optimal average opinions compared with the state-of-the-art schemes.
3) RESULTS IN REAL NETWORKS
To further capture the real characteristics of social networks, we evaluate the average opinions in four real social networks, depicted in Figs. 5(e)-(h). The reasons are as follows. Firstly, IIMOF adopts an iterative framework to deal with the IMOF. In particular, the proposed rank of initial nodes based on 1-hop measure considers the initial opinion of each node and re-calculate the outdegree and in-degree of each node, contributing to speeding up the spread of the desirable opinions. Secondly, IIMOF uses SRI2 to calculate the score of each node and can more precisely assess the influence of all nodes than the chosen benchmarks. Thirdly, PageRank ranks network nodes according to the 1-hop measure; the degree reflects the number of neighbors for each network node; CoFIM evaluates the overall influence by g(S) = N (S) + γ * NC(S), where γ a parameter, N (S) is the neighbor set of S, and NC(S) is the neighbor community set of S; Chen employs the 1-hop and 2-hop neighbors to rank network nodes; EPN evaluates the node influence with high out-degree and small in-degree; In contrast, IIMOF is based on 2-hop iterative framework and can converge a more superior result in small iterations than PageRank, Degree, CoFIM, Chen and EPN. 
VI. CONCLUSIONS
In this paper, an iterative framework and the weighted coordination model are proposed to address the IMOF in social networks. We formulate the IMOF as a constrained optimization problem mathematically, and based on the node influence and neighbor coordination, the weighted coordination model is proposed to compute opinions of network nodes with the change of iterations. To generate the initial seed set, an Iterative framework for IMOF, i.e., IIMOF is presented. Based on the framework, SRI2 is proposed to compute the influence scores of network nodes. We propose the 1-hop measure with small in-degree and high out-degree to better reflect the rank of all initial nodes. Furthermore, we also prove that IIMOF eventually converges to a stable order within the finite iterations. Finally, we evaluate the proposed IIMOF in terms of the average opinions, and simulation results validate that IIMOF performs better than the chosen benchmarks.
For future work, we will theoretically prove the effectiveness of the proposed framework. In addition, we will also take into account our framework to the influence minimization. ≤ 1, thus
(2) Then, we prove the convergence of 
The theorem 2 is proven. 
