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ARITHMETIC PROGRESSIONS AND CHAOS IN LINEAR DYNAMICS
RODRIGO CARDECCIA, SANTIAGO MURO
Abstract. We characterize chaotic linear operators on reflexive Banach spaces in terms of the existence
of long arithmetic progressions in the sets of return times. To achieve this, we study F-hypercyclicity
for two families of subsets of the natural numbers associated to the existence of arbitrary long arithmetic
progressions. We investigate their connection with different concepts in linear dynamics. We also prove
that one of these notions characterize multiple recurrent hypercyclic operators.
1. Introduction
A linear operator T is said to be hypercyclic provided that there is x ∈ X such that OrbT (x) :=
{T n(x) : n ∈ N} is dense in X and chaotic if it is hypercyclic and has dense periodic points. The notion
of chaos was introduced by Devaney [21] and developed by Godefroy and Shapiro [22] in the context of
linear dynamics. Since then it was one of the most important concepts in the dynamics of linear operators.
Linear dynamics has experienced a lively development in the last decades, see [6, 28]. For instance we
know that every infinite dimensional and separable Banach space supports a hypercyclic operator [2, 8]
while there are Banach spaces without chaotic operators [12], there are hypercyclic operators T such
that T ⊕ T are no longer hypercyclic [20], etc. Over the last years attention was given to frequent
hypercyclicity [3] and more recently to F-hypercyclicity [10, 14], for more general families F of subsets
of N.
Given a Furstenberg family F ⊆ P(N) we say that an operator is F-hypercyclic if there is x ∈ X for
which the sets NT (x,U) := {n ∈ N : T n(x) ∈ U} of return times belong to F . Thus, for example, if we
consider F6=∅, the family of non empty sets, F6=∅-hypercyclicity is simply hypercyclity and if D denotes
the family of sets with positive lower density, then D-hypercyclicity is frequent hypercyclicity. Over the
last years several notions of F-hypercyclicity were introduced such as upper frequent hypercyclicity [38],
reiterative hypercyclicity [10] and more recently piecewise-syndetic hypercyclicity [33].
It is known that there are are frequently hypercyclic operators that are not chaotic [4] and it was
recently shown that there are chaotic operators that are not frequently hypercyclic [32]. However, the
connection between frequently hypercyclicity and chaos is still not very well understood. The following
question was posed by Bonilla and Grosse-Erdmann [14].
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Question 1.1. Does there exist a Furstenberg family F such that F-hypercyclicity is equivalent to chaos?
A related (weaker) question is the following.
Question 1.2. Is it possible to characterize chaos in terms of the behavior of a single orbit?
In the present note we introduce two different notions of F-hypercyclicity related to the existence
of long arithmetic progressions and study their connection with chaos and other concepts in linear
dynamics. We answer Question 1.1 affirmatively on separable reflexive Banach spaces and Question 1.2
on separable Fre´chet spaces.
The motivation to study the relationship between arithmetic progressions and chaotic operators is
simple: if T is a chaotic operator and U is a nonempty open set then the existence of periodic points on
U imply that NT (x,U) must have arbitrarily long arithmetic progressions for any hypercyclic vector x.
The study of sets having arbitrary long arithmetic progressions (or sets inAP) had a great development
over the last century and is a central task in number theory and additive combinatorics. For instance
the celebrated Szemeredi’s Theorem [39] and the Green-Tao Theorem [25] establish that the sets having
positive lower density and the set of prime numbers belong to AP. This area has also an intrinsic relation
to ergodic theory. An example of this relationship is the celebrated proof of Szemeredi’s Theorem using
the multiple recurrence theorem of Furstenberg.
In linear dynamics, multiple recurrence was first studied by Costakis and Parissis [19]. An op-
erator is (topologically) multiple recurrent provided that for every open set U there is n such that
∩ni=1T−in(U) 6= ∅. This notion was also studied in [15, 16, 17], where the authors gave examples of mul-
tiple recurrent operators and in [34] where the author studied a connection between multiple recurrence
and reiterative hypercyclicity. We will see that multiple recurrence plus hypercyclicity is equivalent to
AP-hypercyclicity.
On the other hand, there isn’t, up to our knowledge, a systematic investigation on sets having arbitrary
long arithmetic progressions with fixed common difference. Nevertheless, as we shall see, this sets play
an important roll in linear dynamics. We will denote by AP∗ to this family of subsets, and we will
use it to answer Question 1.1 for weak∗-weak∗ continuous operators: such an operator is chaotic if and
only if it is AP∗-hypercyclic (Theorem 4.1). For arbitrary operators the family AP∗ can still be used to
characterize chaos in terms of a single orbit: T is chaotic if and only if there is x ∈ X such that for every
nonempty open set U , the return times set N(x,U) contains a subsequence (nk)k ∈ AP∗ for which the
set {T nk(x)} is weakly precompact. As a corollary we obtain a Transitivity Theorem (Theorem 4.12)
for chaotic operators.
The paper is organized as follows. In Section 2 we fix notation and recall facts about Furstenberg
families and F-hypercyclicity. Section 3 is devoted to AP-hypercyclicity. We prove, among other results,
that there are AP-hypercyclic operators on arbitrary infinite and separable Fre´chet spaces, answering a
question posed by Costakis and Parissis [19] (Theorem 3.16) and that there are AP-hypercyclic operators
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that are not weakly mixing (Theorem 3.17). We also provide a simple criterion for AP-hypercyclicity
which is implied by the strong Kitai Criterion (Proposition 3.7) and which allows us to characterize AP-
hypercyclic weighted shifts. In Section 4 we study AP∗ hypercyclic operatos, operators having dense
small periodic sets and their connection to chaos. We prove that this concepts are equivalent for weak∗-
weak∗ continuous operators (Theorems 4.1 and 4.10) and we show the existence of an AP∗-hypercyclic
weighted shift on c0 which is not chaotic. We also prove that hypercyclic weighted shifts with dense
small periodic sets are chaotic (Theorem 4.18) and that AP∗-hypercyclic operators cannot have isolated
points in the spectrum (Corollary 4.16).
2. Preliminaries on Furstenberg families
A family F ⊆ P(N) is said a Furstenberg family or hereditary upward if A ⊆ B and A ∈ F , then
B ∈ F (see for example [1, 14]). Given a Furstenberg family F we will say that T is F-hypercyclic
provided that there is x ∈ X such that for every open set U , NT (x,U) := {n : T n(x) ∈ U} ∈ F . Such
an x is called an F-hypercyclic vector.
Several Furstenberg families and notions of F-hypercyclicity will be considered:
(1) A is said to have positive lower density (or A ∈ D) if dens(A) := lim infn#{k≤n:k∈A}n > 0 and
an operator is said to be frequently hypercyclic if T is D hypercyclic.
(2) A is said to have positive upper density (or A ∈ Fud) if lim supn#{k≤n:k∈A}n > 0 and an operator
is said to be U -frequently hypercyclic if T is Fud-hypercyclic.
(3) A is said to have positive Banach upper density (or A ∈ Fbd) if limn lim supk #A∩[k,k+n]n > 0 and
an operator is said to be reiterative hypercyclic if T is Fbd-hypercyclic.
Recall that the arithmetic progression of length m+ 1 (m ∈ N), common difference k ∈ N and initial
term a ∈ N is the subset of N of the form {a, a+ k, a+ 2k, . . . , a+mk}.
(4) The Furstenberg family of subsets of the natural numbers that contain arbitrarily long arithmetic
progressions is denoted by AP .
(5) The Furstenberg family of subsets of the natural numbers that contain arbitrarily long arithmetic
progressions of a fixed common difference k, for some k ∈ N, is denoted by AP∗.
A Furstenberg family is said to be upper provided that ∅ /∈ F and F can be written as
⋃
δ∈D
Aδ, with Fδ =
⋂
m∈M
Fδ,m,
where M is countable and such that the families Fδ,m and Fδ satisfy
• each Fδ,m is finitely hereditary upwards, that means that if A ∈ Fδ,m and there is a finite set F
such that F ∩A ⊆ B, then B ∈ Fδ,m;
• Fδ is uniformly left invariant, that is, if A ∈ F then there is δ such that for every n, A−n ∈ Fδ.
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Example 2.1. The families F6=∅, Fud,Fbd are upper while D is not upper (see [14]).
The family AP results upper: let Fδ = AP and let Fm be the family of subsets with arithmetic progres-
sions of length greater than m.
The family AP∗ is an upper family: it is the union of the families (AP∗)n of subsets having arbitrary
long arithmetic progressions with fixed step n, and (AP∗)n is the intersection of the families (AP∗)n,m
of subsets having arithmetic progressions fixed step n with length m.
Theorem 2.2 (Bonilla-Grosse Erdmann [14]). Let F be a an upper Furstenberg family and T be a linear
operator on a separable Fre´chet space. Then the following are equivalent:
(1) For any open set V there is δ such that for any open set U there is x ∈ U with NT (x,U) ∈ Fδ.
(2) For any open set V there is δ such that for every U and m there is x ∈ U with NT (x,U) ∈ Fδ,m.
(3) The set of F-hypercyclic points is residual.
(4) T is F-hypercyclic.
3. AP-hypercyclic operators and multiple recurrence
An operator is said to be multiple recurrent provided that for every open U and every m there is k
such that
U ∩ T−k(U) ∩ · · · ∩ T−km(U) 6= ∅.
The notion is motivated from the celebrated multiple recurrence of Furstenberg which states that if T
preserves measure then for any U with positive measure and any m then there is k such that
µ(U ∩ T−k(U) ∩ · · · ∩ T−km(U)) > 0.
Multiple recurrent operators were first considered by Costakis and Parissis in [19]. In this section we
study multiple recurrence from the F-hypercyclicity point of view: we show that AP-hypercyclicity is
equivalent to multiple recurrence plus hypercyclicity. Recall that AP denotes the family of subsets of
the natural numbers which contain arbitrarily long arithmetic progressions. It is an upper Furstenberg
family, thus by Theorem 2.2 we have the following.
Proposition 3.1. Let T be a linear operator on a separable Fre´chet space. Then the following are
equivalent.
(1) T is hypercyclic and every hypercyclic vector is AP-hypercyclic.
(2) There is x ∈ X such that for every open set U , NT (x,U) ∈ AP.
(3) T is hypercyclic and multiple recurrent.
(4) For each pair of nonempty open sets U, V and each m > 0 there exists x ∈ U such that NT (x, V )
has an arithmetic progression of length m.
(5) The set of AP-hypercyclic vectors is residual.
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Proof. 1) ⇒ 2) ⇒ 3) ⇒ 4) and 5)⇒ 2) are all straightforward; also 4) ⇒ 5) is a direct consequence of
Theorem 2.2.
3)⇒ 1). Let x be a hypercyclic vector and U a nonempty open set. Let m > 0. Thus, there is k2 such
that V := U ∩ T−k2(U)∩ · · · ∩ T−k2m(U) 6= ∅ and hence N(x, V ) 6= ∅. If k1 ∈ N(x, V ) it follows that for
every j ≤ m, T k1+jk2(x) ∈ U for every j ≤ m. 
In [19], the authors showed examples of a hypercyclic bilateral weighted shift on ℓp (hence weakly
mixing) which is not multiple recurrent and a bilateral weighted shift which is multiple recurrent and
hypercyclic but not frequently hypercyclic. Since for weighted backward shifts frequent hypercyclic-
ity is equivalent to reiterative hypercyclicity [10], it follows that weakly mixing does not imply AP-
hypercyclicity and AP-hypercyclicity does not imply reiterative hypercyclicity. We will see in Theorem
3.17 that there are AP-hypercyclic operators that are not weakly mixing.
On the other hand, as observed in the introduction, any chaotic operator is AP-hypercyclic. Moreover,
AP-hypercyclicity is also implied by reiterative hypercyclicity. This follows from a direct application of
Szemeredi’s Theorem [39]: every subset of the natural numbers with positive upper Banach density has
arbitrary long arithmetic progressions.
Proposition 3.2. Let T be a reiterative hypercyclic operator. Then T is AP-hypercyclic.
There are many operators that are multiple recurrent but not hypercyclic. For instance take a root
of the identity. Here we provide a non trivial example of a multiple recurrent operator that is not
hypercyclic (and hence not AP-hypercyclic).
Consider X = H(C) and Ta(f)(z) = f(a · z+ b). It is known that Ta is hypercyclic if and only if a = 1
and b 6= 0 and that T is recurrent if and only if |a| = 1 (See [23] and [18, Theorem 6.4]).
Example 3.3. Let X = H(C) and Ta(f)(z) = f(az + b). Then Ta is multiple recurrent if and only if
|a| = 1.
Proof. We follow the ideas of [18]. If Ta is multiple recurrent then is in particular recurrent and hence
|a| = 1.
Reciprocally suppose that |a| = 1. Let f ∈ H(C). Given R > 0, ǫ > 0 and m ∈ N we must find g and
k such such that ‖f − T jk(g)‖R < ǫ for every 0 ≤ j ≤ m.
By the uniformly continuity of f in a compact set there is δ > 0 such that
(1) |z − z′| < δ implies |f(z)− f(z′)| < ǫ for every z ∈ D
(
0, R +
2b
|a− 1|
)
.
We have the following dichotomy: Either a is a root of the unity or {an : n ∈ N} is dense in T. In
both cases , there is k and N such that |ajk+N −1| < δ(R+ b
a−1)
−1 for every 0 ≤ j ≤ m. Let g = TN (f).
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We have that for any z ∈ B(0, R) and j ≤ m, that
|ajk+Nz − z + a
jk+N − 1
a− 1 b| = |(a
jk+N − 1)(z + b
a− 1)| ≤ δ.
Therefore, by (1),
|T jk+N(f)(z)− f(z)| = |f(ajk+Nz + a
jk+N − 1
a− 1 b)− f(z)| < ǫ
for any z ∈ D(0, R) and j ≤ m. 
One of the major problems in F-hypercyclicity is to decide whether T−1 and T p are F-hypercyclic
provided that T is F-hypercyclic. For AP-hypercyclicity we obtain an easy answer.
Proposition 3.4. Let T be an invertible AP-hypercyclic operator on a Fre´chet space. Then T−1 is
AP-hypercyclic.
Proof. Since T is hypercylic it follows that T−1 is hypercyclic. Let m ∈ N and U be an open set. Since
T is AP-hypercyclic there is x ∈ U and n ∈ N such that T jnx ∈ U for every j ≤ m. Let y = Tmn(x). It
follows that T−jn(y) = T (m−j)n(x) ∈ U for every 0 ≤ j ≤ m. 
Proposition 3.5 (Ansari’s property). Let T be an AP-hypercyclic operator on a Fre´chet space. Then
T p is AP-hypercyclic.
Proof. Since T is hypercyclic, it follows by Ansari’s Theorem that T p is hypercyclic. By Proposition 3.1
it suffices to show that for every open set U and every m ∈ N there is x and n ∈ N such that T jnp(x) ∈ U
for every j ≤ m. Since T is AP-hypercyclic, again by Proposition 3.1, there is some x ∈ U and n ∈ N
for which T jn(x) ∈ U for every j ≤ pm. In particular T jpn(x) ∈ U for every j ≤ m. 
Note that by Proposition 3.1 every hypercyclic vector of an AP-hypercyclic operator is an AP-
hypercyclic vector and by Ansari’s Theorem the hypercyclic vectors of T and T p coincide. We conclude
that every hypercyclic vector of T must be an AP-hypercyclic vector of T p.
The most efective tool to prove that an operator is hypercyclic is to show that it satisfies the hyper-
cyclicity criterion. We generalize the criterion to AP-hypercyclicity.
Note that an arithmetic progression whose initial term coincides with the common difference is just a
set of the form {q, 2q, . . . ,mq} for some q,m ∈ N.
Definition 3.6. We will say that an operator T satisfies the AP-hypercyclicity criterion provided there
exists a dense set X0 ⊆ X, a function S : X0 → X0 and a sequence (mk)k ∈ AP, which contains
arbitrarily long arithmetic progressions whose initial term coincides with the common difference such
that for each x ∈ X0,
(1) Tmk(x)→ 0;
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(2) Smk(x)→ 0 and
(3) TS(x) = x.
In [9, 11], the authors introduced d-hypercyclic operators. It is clear that if (T, T 2, . . . , Tm) is d-
hypercyclic for everym then T isAP-hypercyclic. Moreover, if T satisfies theAP-hypercyclicity criterion
then (T, T 2, . . . , Tm) satisfies the d-hypercyclicity criterion for every m (see [11, Section 2]) and thus
(T, T 2, . . . , Tm) is d-hypercyclic for every m. Hence we have the following.
Proposition 3.7. Let X be a separable Fre´chet space. If T satisfies the AP-hypercyclicity criterion
then T is AP-hypercyclic.
Recall that an operator is said to satisfy the strong Kitai’s criterion provided that it satisfies the above
criterion but for the full sequence of natural numbers.
Corollary 3.8. Every operator that satisfies the strong Kitai’s Criterion is AP-hypercyclic.
We will show in Theorem 3.17 that there are AP-hypercyclic operators that are not weakly mixing.
Therefore, there are AP-hypercyclic operators which do not satisfy the AP-hypercyclity criterion.
3.1. AP-hypercyclic backward shifts. In [19] the authors characterized the bilateral weighted back-
ward shifts on ℓ2 which are multiple recurrent. They also showed that recurrent bilateral weighted shifts
are hypercyclic and hence every multiple recurrent bilateral weighted shift on ℓ2 is in fact AP-hypercyclic.
We will extend this result to unilateral weighted shifts on Fre´chet spaces having a Schauder basis by
applying the AP-hypercyclicity criterion.
Lemma 3.9. Let (nk)k ∈ AP with the property that given p,m ∈ N there exists q ∈ N such that the
arithmetic progression of length m, common difference q and initial term p + q is contained in (nk)k
and such that xnk−j → 0 for every j ≥ 0. Then there is a sequence in AP, (mk)k which contains
arbitrarily long arithmetic progressions whose initial term coincides with the common difference, such
that xmk+j → 0 for every j.
Proof. Let ‖ · ‖ denote the F -norm of X. By our assumptions, for each m, there is an arithmetic
progression of length m, common difference qm and initial term m+ qm such that ‖xlqm+m−j‖ < 1m for
every 0 ≤ j ≤ m, 1 ≤ l ≤ m. Thus, ‖xlqm+j‖ < 1m for every 0 ≤ j ≤ m, 1 ≤ l ≤ m.
Let (mk)k be the sequence formed by ∪m{lqm : 1 ≤ l ≤ m}. Then (mk)k is in AP , it has arbitrarily
long arithmetic progressions whose initial term coincides with the common difference and satisfies that
‖xmk+j‖ → 0 for every j. 
Theorem 3.10. Let X be a separable Fre´chet space with Schauder basis {en} and suppose that B(en+1) =
en is a well defined and continuous backward shift. The following are equivalent:
i) B is AP-hypercyclic;
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ii) B is multiple recurrent;
iii) enk → 0 for some sequence (nk)k ∈ AP with the following property: given p,m ∈ N there exists
q ∈ N such that the arithmetic progression of length m, common difference q and initial term
p+ q is contained in (nk)k;
iv) B satisfies the AP-hypercyclicity criterion.
Proof. Let ‖ · ‖ denote the F -norm of X.
i)⇒ ii) is obvious by definition.
ii)⇒ iii). Suppose that B is multiple recurrent. It suffices to show that for each ǫ > 0, and each
p,m ∈ N there is q such that ‖ejq+p‖ < ǫ for every 1 ≤ j ≤ m.
Since {en} is a Schauder basis, there exists δ > 0 such that ‖x − ep‖ < δ implies ‖xnen‖ < ǫ2 for
any n 6= p and |xp| > 12 . Since B is multiple recurrent, there exist q and x such that ‖x − ep‖ < δ and
‖Bjq(x)− ep‖ < δ for every 1 ≤ j ≤ m. Thus, ‖xnen‖ < ǫ2 for every n 6= p and |Bjq(x)p| = |xjq+p| > 12
for every 0 ≤ j ≤ m. It follows that ‖ejq+p‖ < ǫ for every 1 ≤ j ≤ m.
iii)⇒ iv). Let X0 = span(en : n ∈ N) and S be the forward shift defined in X0. We have for free
that Bn(x)→ 0 for every x ∈ X0 and that BS(x) = x. It remains to find a sequence (mk)k ∈ AP with
arbitrarily long arithmetic sequences of the form {q, 2q, . . . ,mq} such that Smk(x)→ 0 for every x ∈ c00.
Since enk → 0 we have that enk−j = Bj(enk) → 0 for every j. Thus, by Lemma 3.9, there is an
sequence (mk)k ∈ AP with the required property such that emk+j = Smk(ej)→ 0 for every j.
iv)⇒i) follows by Proposition 3.7. 
Applying a quasiconjugation argument we obtain an analogous result for weighted backward shifts.
Corollary 3.11. Let X be a Fre´chet space with Schauder basis {en} and suppose that Bω(en+1) = ωnen
is a well defined and continuous weighted backward shift. The following are equivalent:
i) Bω is AP-hypercyclic;
ii) Bω is multiple recurrent;
iii)
∏nk
l=1 ω
−1
l enk → 0 for some sequence (nk)k ∈ AP with the following property: given p,m ∈ N
there exists q ∈ N such that the arithmetic progression of length m, common difference q and
initial term p+ q is contained in (nk)k;
iv) Bω satisfies the AP-hypercyclicity criterion.
Since a backward shift on a Fre´chet space with basis is mixing if and only if en → 0 and every
hypercyclic backward shift is weakly mixing we have that every mixing backward shifts is AP-hypercyclic
and that every AP-hypercyclic backward shift is weakly mixing.
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3.2. Existence of AP-hypercyclic operators. Ansari and Bernal [2, 8] proved independently that
every separable and infinite dimensional Banach space supports a hypercyclic operators. Later on, Bonet
and Peris generalized the result to Fre´chet spaces [13]. We will follow the same strategy to prove that
every separable and infinite dimensional Fre´chet space supports an AP-hypercyclic operator. We will
prove first that every operator T = I +B is AP-hypercyclic on ℓ1(v) and then apply a quasiconjugation
argument. This in particular answers a question posed by Costakis-Parissis [19, Question 7.1]. Note
that despite being mixing [26], T = I+B does not necessarily satisfy the strong Kitai Criterion [37] and
thus we cannot apply Corollary 3.8.
Theorem 3.12. Let X = ℓ1(v) and T = I +B. Then T is AP-hypercyclic.
The key point of proving that T is mixing is the following Lemma [35, Lemma 3.2].
Lemma 3.13 (Salas). Let k ∈ N and Cn ∈ Ck×k, (Cn)i,j =
(
n
k+j−i
)
. For 1 ≤ i ≤ k, let bi(n) be a
polynomial in n of degree at most k − i. Then there exists n0 such that for n ≥ n0 there is xi(n) such
that Cn(x1(n), . . . , xk(n))
t = (b1(n), . . . , bk(n))
t and |xi(n)| ≤ Pni , where P is a constant independent of
n.
The following notation will we used in the next lemmas. Let k,m fixed and 1 ≤ i ≤ km. We define
1 ≤ pi ≤ m as the unique natural number such that (pi − 1)k ≤ i ≤ pik. Thus if we think {1, . . . ,mk}
as the union of m blocks of length k, then pi indicates the block index where i belongs.
Lemma 3.14. Let k,m ∈ N. Let C ∈ Kmk×mk defined as Ci,j = 1(pik+j−i)!p
pik+j−i
i ,
C =


1
k!
1
(k+1)! · · · 1((m+1)k−1)!
1
(k−1)! · · · · · · 1((m+1)k−2)!
...
. . .
. . .
...
1
1!
1
2! · · · 1(mk)!
2k
k!
2k+1
k+1! · · · 2
(m+1)k−1
((m+1)k−1)!
...
. . .
. . .
...
2
1!
22
2! · · · 2
mk
(mk)!
...
...
...
...
m
1!
m2
2! · · · m
mk
(mk)!


.
Then C is invertible.
Proof. Let V be the (mk-dimensional) vector subspace of K[x] with basis {xk
k! , . . . ,
x(m+1)k−1
(m+1)k−1}. We consider
T : V → Kkm defined as
T (P ) =
(
P (1), P ′(1), . . . , P (k−1)(1), P (2), . . . , P (k−1)(2), . . . , P (m), . . . , P (k−1)(m)
)
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which is clearly an isomorphism. The proof finalizes by observing that the matrix associated to T is
precisely C. 
The next lemma is a generalization of Salas’ Lemma 3.13. When m = 1 we recover Lemma 3.13.
Lemma 3.15. Let m,k ∈ N and consider Cn ∈ Cmk×mk the matrix the defined as
(Cn)i,j =
(
pi · n
pi · k + j − i
)
,
where (pi − 1)k < i ≤ pik. Thus,
Cn =


(
n
k
) (
n
k+1
) · · · ( n
mk+k−1
)
...
. . .
. . .
...(
n
1
) (
n
2
) · · · ( n
mk
)
(2n
k
) ( 2n
k+1
) · · · ( 2n
mk+k−1
)
...
. . .
. . .
...(2n
1
) · · · · · · ( 2n
mk
)
...
. . .
. . .
...(
mn
1
) · · · · · · (mn
mk
)


.
For 1 ≤ i ≤ mk, let bi(n) be a polynomial in n of degree at most pik − i.
Then for large n there exist xi(n) such that Cn(x1(n), . . . , xmk(n))
t = (b1(n), . . . , bmk(n))
t and |xi(n)| ≤
M
ni
, where M is a constant independent of n.
Proof. We claim that det(Cn) is a polynomial in n of degree m(m+ 1)k
2/2.Indeed,
det(Cn) =
∑
σ
(−1)σ
mk∏
l=1
(
pl · n
pl · k + σ(l)− l
)
.
Each summand is a polynomial in n of degree
∑
l pl · k + σ(l) − l =
∑m
l=1 lk
2 = m(m + 1)k2/2. The
principal coefficient of each summand is (−1)σ∏mkl=1 p
pl·k+σ(l)−l
l
pl·k+σ(l)−l! . Hence the principal coefficient of det(Cn)
is
∑
σ(−1)σ
∏mk
l=1
p
pl·k+σ(l)−l
l
pl·k+σ(l)−l! which is the determinant of the matrix defined in the above lemma, and it
is thus distinct from zero.
Let Cjn be the matrix obtained after replacing the j-th column of Cn by (b1(n), . . . , bmk(n))
t. Thus,
det(Cjn) =
∑
σ
(−1)σbσ−1(j)(n)
∏
l 6=σ−1(j)
(
pl · n
pl · k + σ(l)− l
)
.
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We notice that each summand is a polynomial in n of degree at most m(m+ 1)k2/2− j. Indeed,
deg

bσ−1(j)(n) ∏
l 6=σ−1(j)
(
pl · n
pl · k + σ(l)− l
) = m(m+ 1)k2/2− (pσ−1(j) · k + j − σ−1(j)) + deg(bσ−1(j)(n))
≤ m(m+ 1)k2/2− j.
Applying Cramer’s rule we have that xj =
det(Cjn)
det(Cn)
and we obtain the desired result. 
Proof of Theorem 3.12. By Proposition 3.1 is suffices to show that for every open set U and every m > 0
there exists n and x ∈ U such that T ln(x) ∈ U for every l ≤ m.
Let U be an open set, m > 0 and x ∈ U with supp(x) ⊆ [1, k]. We will find n ≥ k and z, supp(z) ⊆
[k + 1, (m+ 1)k] such that T ln(x+ z) ∈ U for every 1 ≤ l ≤ m.
Let l be fixed. Note that [T ln(x+ z)]i =
∑ln
j=0
(
ln
j
)
[Bj(x+ z)]i =
∑k−i
j=0
(
ln
j
)
xi+j +
∑(m+1)k−i
j=k−i+1
(
ln
j
)
zi+j.
Thus the system of equations [T ln(x+ z)]i = xi, 1 ≤ i ≤ k and supp(z) ⊆ [k + 1, (m+ 1)k] is equivalent
to solving Dl · Bkz = bli(n), where (Dl)i,j =
(
ln
k+j−i
)
=
(
ln
lk+j−(i+(l−1)k)
)
, for 1 ≤ i ≤ k, 1 ≤ j ≤ mk and
bli(n) = xi −
∑k
j=i
(
ln
j−i
)
xj is a polynomial of degree at most k − i in n.
Applying the above lemma to the matrix C = [Dt1, . . . ,D
t
m]
t, we obtain for every n ≥ n0 a common
solution z for the systems of equations [T ln(x + z)]i = xi, for 1 ≤ i ≤ k, 1 ≤ l ≤ m and supp(z) ⊆
[k + 1, (m+ 1)k] such that |zi| ≤ Mni−k , for k + 1 ≤ i ≤ (m+ 1)k.
When we compute [T ln(x+ z)− x]i for i ≥ k + 1 we obtain that
|[T ln(x+ z)− x]i| =
∣∣∣∣∣∣
ln∑
j=0
(
ln
j
)
zi+j
∣∣∣∣∣∣ ≤
(m+1)k−i∑
j=0
(
ln
j
)
M
ni+j−k
≤
(m+1)k−i∑
j=0
(ln)j
j!
M
ni+j−k
≤ Me
l
ni−k
.
We conclude that for large n, T ln(x+ z) ∈ U for every 1 ≤ l ≤ m. 
It is well known that for every infinite dimensional and separable Fre´chet space there exists an operator
S that is quasiconjugated to T = I +Bω in ℓ1 [13]. Hence we obtain the following result.
Corollary 3.16. Let X be an infinite dimensional and separable Fre´chet space. Then there exist an
AP-hypercyclic operator.
3.3. An AP-hypercyclic operator which is not weakly mixing. In 2006 De la Rosa and Read
solved one of the most important problems that were open in linear dynamics: they constructed a hyper-
cyclic operator that is not weakly mixing or equivalently that does not satisfy the hypercyclicity criterion
[20]. The hypercyclicity criterion has many formulations and usually is implied by some regularity con-
dition. For instance, every chaotic operator or every reiterative hypercyclic operator is weakly mixing.
Thus, it would be reasonable to expect that AP-hypercyclicity implies weakly mixing.
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On the other hand Bayart and Matheron constructed examples of non-weakly mixing hypercyclic
operators on classical spaces, such as ℓp, c0,H(C) [5]. They also studied non-weakly mixing operators
having a high level of frequently orbits in [7], and proved that if (mk)k satisfies that limk
mk
k
= +∞ then
there exists a hypercyclic non-weakly mixing operator T on ℓ1 satisfying that for each nonempty open
set U , the recurrence set NT (x,U) is O((mk)k). Note that this result is very tight since if (mk)k were
bounded then such a T would be frequently hypercyclic and hence weakly mixing.
We will show next that this result together with the quantitative upper bounds known for Szemere´di’s
theorem imply that there are AP-hypercyclic operators which are not weakly mixing.
Theorem 3.17. There exists an AP-hypercyclic operator on ℓ1 that is not weakly mixing.
Proof. Let f(t) := t
√
2
−√log log log t
, where log is the base 2 logarithm, and ml = [f
−1(l)], for l ∈ N. Then
since l ∼ ml
√
2
−√log log logml ,
ml
l
∼ mlml√
2
√
log log logml
→∞, as l→∞.
Thus by [7], there exist T ∈ L(ℓ1) and x ∈ ℓ1 such that T is not weakly mixing and NT (x,U) is O((ml)l)
for every nonempty open set U .
Let us show that such an operator T must be AP-hypercyclic. Let rk(n) be the maximum of all r
such that there exists A ⊂ {1 . . . , n} such that |A| = r and A does not have an arithmetic progression
of length k.
It is known by [24] that rk(n) <
n
(log logn)2−2
k+9 − 1. Take k(n) = [log log
√
log log log n− 9]. Then
rk(n)(n) + 1 <
n
(log log n)2− log
√
log log log n
=
n
(log log n)
1√
log log log n
=
n
2
√
log log logn
.
Then, since l > rk(ml)(ml), there must be an arithmetic progression of length k(ml) contained in
{m1,m2, . . . ,ml}. Moreover if (nl)l = O((ml)l) then nl ≤ Cml for some C > 0 then since l ∼
ml
2
√
log log log
√
ml
rk(nl)(nl)
l
≤ rk(Cml)(Cml)
l
≤
Cml
2
√
log log logCml
C˜ml√
2
√
log log logml
< 1,
for sufficiently large l. Therefore {n1, n2, . . . , nl} contains an arithmetic progression of length k(nl) for
all sufficiently large l. Consequently, T is AP-hypercyclic. 
4. AP∗-hypercyclic operators and chaotic operators
In this section we study AP∗-hypercyclic operators and their relationship with chaotic operators. The
main result of the section is the following theorem, which shows that the weak∗-weak∗ continuous chaotic
operators are exactly the AP∗-hypercyclic operators. We will also show in Theorem 4.20 that on c0 there
are AP∗-hypercyclic operators which are not chaotic.
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Theorem 4.1. Let X be a separable Banach space which is a dual space and let T be a weak∗-weak∗
continuous operator on X. Then T is chaotic if and only if there exists x ∈ X such that for each
nonempty open set U , NT (x,U) contains arbitrary long arithmetic progressions of common difference k,
for some k ∈ N.
Note that the above equivalence holds for arbitrary operators on reflexive spaces. Theorem 4.1 is a
direct consequence of Theorem 4.10 below. Recall that a subset A of the natural numbers belongs to AP∗
provided that there is k ∈ N such that A supports arbitrarily long progressions with common difference
k, and that AP∗ is an upper Furstenberg family. The next proposition is analogous to Proposition 3.1.
Proposition 4.2. Let T be an operator on a Fre´chet space. Then the following assertions are equivalent.
1) T is hypercyclic and every hypercyclic vector is AP∗-hypercyclic.
2) There is an AP∗-hypercyclic vector.
3) For every open sets U and V there is k such that for every m there are km and x ∈ U with
T km+jk(x) ∈ V for every 0 ≤ j ≤ m.
4) T is hypercyclic and for every open set U there is k such that for every m ,
⋂m
j=1 T
−jk(U) 6= ∅.
5) The set of AP∗-hypercyclic vectors is residual.
In [32] it was shown that chaotic operators are reiteratively hypercyclic. The proof given there
essentially proves the following.
Proposition 4.3. Let T be a chaotic operator. Then T is AP∗-hypercyclic.
On the other hand, there are subsets of the natural numbers (for instance the square free numbers) that
have positive lower density but do not belong to AP∗. So we cannot conclude that frequently hypercyclic
operators areAP∗-hypercyclic. There are also chaotic operators that are not upper frequently hypercyclic
[32]. Therefore there are AP∗-hypercyclic operators that are not upper frequent hypercyclic. Moreover,
since there are frequently hypercyclic operators on Hilbert spaces that are not chaotic [6, Section 6.5],
by Theorem 4.1 frequent hypercyclicity does not imply AP∗-hypercyclicity.
Since AP∗ sets have positive upper Banach density and since reiterative hypercyclic operators are
weakly mixing [10] we have that AP∗-hypercyclic operators are weakly mixing.
Proposition 4.4. Let T be a AP∗-hypercyclic operator. Then T is reiterative hypercyclic. In particular
T is weakly mixing.
In order to prove Theorem 4.1, we need the concept of dense small periodic sets, which is a natural
generalization of density of periodic points. The notion was introduced by Huan and Ye in [29] for non
linear dynamics on compact spaces. We will say that a subset Y is a periodic set for T if T k(Y ) ⊂ Y
for some k > 0.
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Definition 4.5. A mapping T has dense small periodic sets provided that for every open set U there is
a closed periodic set Y ⊆ U .
Proposition 4.6. An operator T has dense small periodic sets if and only if for every nonempty open
set U there is k such that
⋂∞
j=1 T
−jk(U) 6= ∅.
In particular if T is hypercyclic and has dense small periodic sets then it is AP∗-hypercyclic.
Proof. Let U be an open set and consider V ⊆ U such that V ⊆ V ⊆ U . Let x ∈ ⋂∞j=1 T−jk(V ). Then
the set Y = OrbT k(x) is a closed subset of U which satisfies T
k(Y ) ⊂ Y . Reciprocally given an open set
U and Y ⊆ U a closed subset which is T k-invariant, every x ∈ Y belongs to ⋂∞j=1 T−jk(U). 
In the Subsection 4.2 we will present an example of an AP∗-hypercyclic operator that does not have
dense small periodic sets.
The next lemma, which is purely linear as it exploits the linearity of both the operator and the space,
is an important ingredient for the proof of the main theorem.
Lemma 4.7. Let Y be a k-periodic set for an operator T on a Fre´chet space X such that either
i) Y is weakly compact or
ii) X is a dual space, Y is weak∗-compact and T is weak∗-weak∗ continuous.
Then there is a k-periodic vector in co(Y )
τ
, where τ denotes weak or weak star topology, respectively.
Proof. The proof is an elementary application of the Schauder-Tychonoff fixed point Theorem for locally
convex spaces [40].
Let Y be a k-periodic set. Then co(Y )
τ
is T k-invariant. Moreover, co(Y )
τ
is τ -compact (by either
the Krein-Sˇmulian Theorem [30] or [36, Chapter II, 4.3]). Therefore, the Schauder-Tychonoff Theorem
assures the existence of a fixed point of T k in co(Y )
τ
. This fixed point is a k-periodic vector for T . 
Proposition 4.8. Let T be a hypercyclic operator on a separable Banach space. Consider the following
statements.
i) T is AP∗-hypercyclic.
ii) For each nonempty open set U ⊂ X there is a closed periodic set of T ∗∗ contained in
◦
U
w∗ ⊂ X∗∗.
iii) For each nonempty open set U ⊂ X there is k such that
∞⋂
j=1
(T ∗∗)−jk
( ◦
U
ω∗
)
6= ∅.
iv) The norm closure of the periodic points of T ∗∗ contains X.
Then i)⇒ ii)⇔ iii)⇔ iv).
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Proof. i) ⇒ ii) Let U ⊂ X be an open set and V = Br(x0) so that V ⊆ U , V ω
∗ ⊂
◦
U
ω∗
is a weak∗-
compact set in X∗∗. Let x ∈ V such that N(x, V ) ∈ AP∗. Thus, there are k ∈ N and a sequence (an)n,
such that T an+ik(x) ∈ V for every i ≤ n. There is a weak∗-limit point y ∈ V ω∗ of the sequence (T an(x))n
Let Y = Orb(T ∗∗)k(y)
ω∗
, the weak∗-closure of the orbit of y under (T ∗∗)k. This set is clearly (T ∗∗)k-
invariant, so we only need to show that Y ⊆
◦
U
ω∗
. It suffices to show that for every m, (T ∗∗)km(y) ∈ V ω∗ .
Fix m ∈ N and notice that T ∗∗ since is weak∗-weak∗-continuous then (T ∗∗)km(y) is a weak∗-limit point
of ((T ∗∗)an+km(x))n = (T an+km(x))n. Since for any n ≥ m, we have that T an+km(x) ∈ V , we conclude
that Tmk(y) ∈ V ω∗ .
ii)⇔ iii) Follows as the proof of Proposition 4.6.
ii)⇔ iv) Since any ball of the bidual X∗∗ centered at a point of X contains a weak∗-compact periodic
set, statement iv) holds by Lemma 4.7. The converse is immediate.

Note that, in particular, the above proposition proves Theorem 4.1 for reflexive spaces. Let us see
that we can push this argument a little further.
In [29, Proposition 3.2] Huang and Ye studied the relationship between compact dynamical systems
having dense small periodic sets and sets Nf (x,U) having arbitrary long arithmetic progressions with
fixed step (see also [31]). The following lemma is a generalization of their result to dynamical systems
on infinite dimensional spaces.
Lemma 4.9. Let X be a separable Banach space which is a dual space and let T : X → X be a
weak∗-weak∗ continuous (not necessarily linear) mapping. Then T is AP∗-hypercyclic if and only if T is
hypercyclic and has dense small periodic sets.
Proof. One implication is Proposition 4.6. The proof of the converse is similar to the proof of i) ⇒ ii)
in Proposition 4.8.

We can now prove our main theorem, which can be restated as follows.
Theorem 4.10. Let X be a separable Banach space which is a dual space and let T : X → X be a
weak∗-weak∗ continuous linear operator. The following assertions are equivalent:
i) T is AP∗-hypercyclic;
ii) T is hypercyclic and has dense small periodic sets and
iii) T is chaotic.
Proof. i)⇐⇒ ii) is Lemma 4.9. iii)=⇒ ii) is immediate.
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For ii)=⇒ iii) let U be an open set. We must show that T has a periodic point in U . Consider V ⊆ U
such that V is open, convex, weak∗-precompact and such that V ⊆ U . Let Y ⊆ V be a k-periodic set.
Then by Lemma 4.7, T has a k-periodic point in co(Y )
ω∗ ⊂ U . 
In a similar way we have.
Corollary 4.11. Let X be a Fre´chet space and T a linear operator that has dense small weakly compact
periodic sets. Then T has dense periodic points.
If we apply Proposition 4.2 we obtain a transitivity theorem for chaotic operators.
Corollary 4.12 (A transitivity Theorem for chaotic operators.). Let X be a separable Banach space
which is a dual space and let T : X → X be weak∗-weak∗ continuous. Then the following are equivalent:
(1) T is chaotic;
(2) For every nonempty open sets U, V there is k such that for every m there are x ∈ U and km with
T km+jk(x) ∈ V for every 0 ≤ j ≤ m and
(3) T is hypercyclic and for every open set U there is k such that ∩mj=1T−jk(U) 6= ∅ for every m.
If the operator is not weak∗-weak∗ continuous we still can characterize chaos in therms of the behavior
of a single orbit.
Proposition 4.13 (A characterization in terms of a single orbit). Let X be separable Fre´chet space.
The following are equivalent:
(1) There exists a hypercyclic vector x such that for every open set U there is (an)n ⊆ NT (x,U)∩AP∗,
such that (T anx)n is is contained in a weakly compact set of X.
(2) T is chaotic.
Proof. We only prove (1) =⇒(2), being (2) =⇒(1) inmediate.
(1) =⇒(2). By Corollary 4.11, it suffices to show that T has dense small weakly compact periodic sets.
So let U be an open set and consider V ⊆ V ⊆ U a convex open set. By assumption there is k > 0 and a
sequence (kn)n such that for each n, T
kn+ikx ∈ V for every i ≤ n and such that K := {T kn+ikx : i ≤ n}
is weakly precompact. Let y be a weak accumulation point of {T knx : n ∈ N} ⊂ K. Then y ∈ Kω.
Since V is convex it follows that y ∈ U . Proceeding as in the proof of Lemma 4.9 (but using that T is
weak-weak continuous) we prove that Y = OrbT k(y)
ω
is a periodic set contained in U . Moreover, Y is
weakly compact because Tmk(y) ∈ Kω for every m.

4.1. The spectrum of an AP∗-hypercyclic operator. In this subsection we study the spectrum of
AP∗-hypercyclic operators. Recall that chaotic operators are easily seen to have perfect spectrum. In
ARITHMETIC PROGRESSIONS AND CHAOS IN LINEAR DYNAMICS 17
[38], Shkarin presented a very ingenious argument to prove that frequently hypercyclic operators share
the same property. We will see that AP∗-hypercyclic operators also have perfect spectrum.
Recall that an operator is said to be quasinilpotent provided that ‖T n‖ 1n → 0. The proof of the next
lemma is a slight modification of an analogous result for frequently hypercyclic operators (see [38] or
[28, Lemma 9.38]).
Lemma 4.14. Let S be an operator, x∗ ∈ X∗ \ {0} and U = {y : Re(〈y, x∗〉) > 0, Re(〈S(y), x∗〉) < 0}.
Suppose that for some x ∈ U \ ker(x∗),
(2) lim inf
k→∞
|NS(x,U) ∩ [0, k]|
k + 1
= µ > 0.
Then S − I is not quasinilpotent.
Proof. Replacing x∗ by x
∗
Re(〈x,x∗〉) we can suppose that Re(〈x, x∗〉) = 1.
Suppose that S − I is quasinilpotent. Then, given ε > 0, there is some constant M > 0 such that
‖(S − I)k‖ ≤Mεk, for every k. Thus we have for z ∈ C, and |z| ≤ R that
∞∑
k=0
|Re(〈(S − I)kx, x∗〉)|
∣∣∣∣z(z − 1) . . . (z − k + 1)k!
∣∣∣∣ ≤M‖x‖‖x∗‖
∞∑
k=0
εk
R(R+ 1) . . . (R+ k − 1)
k!
=
M‖x‖‖x∗‖
(1− ε)R
where we have used the generalized binomial theorem.
This implies that
f(z) =
∞∑
k=0
Re(〈(S − I)kx, x∗〉)z(z − 1) . . . (z − k + 1)
k!
defines an entire function of exponential type 0, such that f(0) = 〈x, x∗〉 = 1. Therefore, as a consequence
of Jensen’s formula, the number or zeros on the disk {|z| < R}, n(R) is bounded above by
log(M‖x‖‖x∗‖(1− ε)−2R)
log 2
= c− 2R log(1− ε)
log 2
.
Thus, we have
n(k + 1)
k + 1
≤ c
k + 1
− 2(k + 1) log(1− ε)
(k + 1) log 2
→ −2 log(1− ε)
log 2
.
This contradicts (2) because ε can be chosen arbitrarily close to 0, and |NS(x,U) ∩ [0, k]| ≤ n(k + 1).
Indeed, since
f(n) =
n∑
k=0
Re(〈(S − I)kx, x∗〉)n(n− 1) . . . (n− k + 1)
k!
= Re(〈
n∑
k=0
(
n
k
)
(S − I)kIn−kx, x∗〉) = Re(〈Snx, x∗〉),
we have that n ∈ NS(x,U) if and only if f(n) > 0 and f(n+ 1) < 0. Finally, since f |R is real valued, f
must have at least a zero in the open interval (n, n+ 1). 
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Theorem 4.15. Let T be a AP∗-hypercyclic operator on a K-Banach space. Then T − λId is not
quasinilpotent for any |λ| = 1.
Proof. Let λ = e2πiθ. Suppose first that θ = p
q
a rational angle.
Note that if T − λI quasinilpotent, q ∈ N then (T ∗∗)q − λqI = (T q)∗∗ − I is a quasinilpotent operator
on X∗∗. Moreover, it is not difficult to see (just as we did in Proposition 3.5) that if T is AP∗-hypercyclic
then so is T q.
We will apply the above lemma for S = (T q)∗∗. Let x∗ ∈ X∗ \ {0} and U = {y ∈ X∗∗ : Re(〈y, x∗〉) >
0, Re(〈S(y), x∗〉) < 0}. Note that since T q is hypercyclic, U 6= ∅ and, moreover, it contains a nonempty
open ball V of X such that
◦
V
ω∗ ⊂ U . Then, since T q is AP∗-hypercyclic, Proposition 4.8 im-
plies that there are x ∈
◦
V
ω∗
and m ∈ N for which Sjm(x) ∈
◦
V
ω∗
for every j ∈ N. In particular
lim infk→∞
|NS(x,U)∩[0,k]|
k+1 ≥ 1m > 0.
Therefore we have that S − I and hence T − λI is not quasinilpotent for |λ| = 1 with rational angle.
Suppose suppose now that θ is an irrational angle. Note that it suffices to prove that S − I is not
quasinilpotent, where S = e−2πiθT ∗∗.
Let U be the open set ofX∗∗ defined in Lemma 4.14 for S. Since e−2πiθT is hypercyclic, U is non-empty
and contains a nonempty open ball V of X such that
◦
V
ω∗ ⊂ U .
For small δ > 0 let Vδ := {x ∈ V : d(x, V c) > δ and ‖x‖ < 1/δ}. Since T is AP∗-hypercyclic, by
Proposition 4.8, there is some x ∈
◦
Vδ
ω∗
and m such that T jmx ∈
◦
Vδ
ω∗ ⊂ U for every j ∈ N.
We claim that if ε < δ2/4π, y ∈
◦
Vδ
ω∗
and ϕ ∈ p + (−ε, ε) for some p ∈ Z, then e2πiϕy ∈
◦
V
ω∗ ⊂ U .
Indeed, if z /∈
◦
V
ω∗
,
‖e2πiϕy − z‖ ≥ ‖y − z‖ − ‖y(1− e2πiϕ)‖ ≥ δ − 1
δ
ε2π > δ/2.
Define now
A := {j : −jmθ ∈ p+ (−ε, ε) for some p ∈ Z}.
Since mθ is irrational, dens(A) > 0, and by the claim,
A ⊂ {j : Smjx ∈ U}.
Thus
0 < dens(A) ≤ m · dens(NS(x,U)).
Therefore by Lemma 4.14, S − I is not quasinilpotent. 
Corollary 4.16. The spectrum of an AP∗-hypercyclic operator cannot have isolated points.
Proof. If λ is an isolated point of the spectrum of a hypercyclic operator then by the Riesz decomposition
Theorem and the fact that the property of having dense small periodic sets is preserved under quasi-
conjugacies, we may construct an operator S having dense small periodic sets and such that σ(T ) = λ.
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Since T is hypercyclic, it would be of the form T = S + λI for some |λ| = 1. By the spectral radius
formula, S would be quasinilpotent, contradicting Theorem 4.15. 
Corollary 4.17. There are not AP∗-hypercyclic operators on hereditarily indecomposable Banach spaces.
4.2. Weighted shifts. In this subsection we study weighted shifts with dense small periodic sets. We
also show the existence of an operator on c0 that is AP∗-hypercyclic but does not have dense small
periodic and hence it is not chaotic.
To find an example of a AP∗-hypercyclic operator that is not chaotic we will study weighted backward
shifts over c0. It is well known [27, Theorem 8] that a backward shift defined on a Fre´chet space with
unconditional basis {en} is chaotic if and only if
(3)
∞∑
n=1
en ∈ X.
Theorem 4.18. Let {en}n be an unconditional basis on a Fre´chet space X and let B : X → X be the
backward shift defined in {en}. Then B is chaotic if and only if it has dense small periodic sets.
Proof. By (3) it is enough to show that
∑∞
n=1 en is convergent.
Let ρ be a continuous seminorm such that for every x, |x1| ≤ ρ(x). Since B has dense small periodic
sets there is k ∈ N and x such that Bkn(x) ∈ 14{y : ρ(y) < 1}+ e1 for every n ≥ 0. Thus |x1| ≥ 1− 14 and
ρ
(
Bnk(x)− x) < 12 for every n ∈ N. Then we have that |x1 − x1+nk| = |e∗1(x − Bnk(x))| < 12 for every
n. Thus, x1+nk = (x1 + δn), where δn is a number of modulus less than
1
2 . Note that, in particular we
get that x1+nk 6= 0 for every n.
We consider now the series
∑∞
n=1 e1+nk =
∑∞
n=1
1
x1+δn
x1+nke1+nk, which is (unconditionally) conver-
gent by the unconditionallity of {en}. Finally we notice that
∞∑
n=1
en =
k−1∑
j=0
∑
n≥1
e1+nk−j =
k−1∑
j=0
Bj(
∑
n≥1
1
x1 + δn
x1+nke1+nk),
which is convergent. Therefore B is chaotic. 
Corollary 4.19. Let {en}n be an unconditional basis on a Fre´chet space X and let Bω : X → X be a
weighted backward shift defined in {en}. Then Bω is chaotic if and only if it has dense small periodic
sets.
On the other hand we show next that there are weighted backward shifts on c0 that are AP∗-hypercylic
but that are neither upper frequently hypercyclic nor chaotic. In [10] the authors exhibited an example
of a reiterative hypercyclic weighted shift on c0 that is not upper frequently hypercyclic. A closer look
to their proof shows in fact that their operator is AP∗-hypercyclic.
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Theorem 4.20. Let S =
⋃
l,j[l10
j − j, l10j + j] and (wn) the sequence of weights defined by
wn =


2 if n ∈ S∏n−1
l=1 w
−1
l if n ∈ S + 1 \ S
1 else.
Then T := Bω : c0 → c0 is AP∗-hypercyclic and has not dense small periodic points. In particular it is
not chaotic.
The main argument used by the authors to prove that T is reiterative hypercyclic is that T satisfies
the F-hypercyclicity criterion applied to the family of sets with upper positive Banach density. Let us
recall the criterion restricted to weighted shifts on ℓp or c0.
Theorem 4.21 (Be`s, Menet, Peris, Puig). Let F be a Furstenberg family such that there exist disjoint
sets (Ak)k ⊆ F such that
i) for any j ∈ Ak, any j′ ∈ Ak′, j 6= j′ we have that |j − j′| ≥ max{k, k′};
ii) for any k′ ≥ 0 and any k > k′
∑
n∈Ak+k′
en∏n
v=1 wv
∈ X and
∑
n∈Ak+k′
en∏n
v=1 wv
k→∞−−−→ 0;
iii) There are (Ck,l)k,l such that for every k
′ ≥ 0, any k > k′ and any l ≥ 1,
sup
j∈Al
∥∥∥∥∥∥
∑
n∈Ak−j
en+k′∏n
v=1 wv+k′
∥∥∥∥∥∥ ≤ Ck,l
and such that supl Ck,l → 0 when k →∞ and such that for any k, Ck,l → 0 when l→∞.
Then Bw is F-hypercyclic in X = ℓp or c0.
Proof of Theorem 4.20. Be`s et. al. [10] proved that the operator is not upper frequently hypercyclic.
Since a weighted backward shift on c0 is chaotic if and only if it has dense small periodic sets and since
chaotic weighted backward shifts are upper frequently hypercyclic, we conclude that the operator does
not have dense small periodic sets.
In [10], sets (Ak)k satisfying i − iii) of the above criterion and of positive Banach density were
constructed. To prove that T is AP∗-hypercyclic, it suffices to show that the sets (Ak)k chosen by the
authors belong to AP∗.
Each Ak is defined as ∪j∈φ−1(k)Fj, where the φ−1(k) are disjoint infinite subsets of N and the Fj
are defined as Fj+1 := {10j0 + 102kl : 0 ≤ l ≤ l0}, where l0 > j and j0 is large enough (it is defined
inductively). Thus, for each j ∈ φ−1(k) each set Fj+1 is an arithmetic progression of length greater than
j with step 102k. Since the set φ−1(k) is infinite, we conclude that the sets Ak have arbitrarily long
arithmetic progressions with fixed step 102k. 
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5. Final comments and questions
We would like to end this note with some questions related with the results discussed in the preceding
paragraphs.
The proof of Theorem 4.10 relies on the normabilty of the space. Indeed, we use that balls are
weak∗-compact sets with non empty interior.
Question 5.1. Does Theorem 4.10 hold on non normable Fre´chet spaces?
In Theorem 4.20 we showed the existence of an AP∗-hypercyclic operator that is not chaotic. By
Theorem 4.18 the operator does not have dense small periodic sets. In fact, we did not come to an
operator that has dense small periodic points and does not have dense periodic points.
Question 5.2. Is any hypercyclic operator with dense small periodic sets necessarily chaotic. Or, more
generally, does any operator with dense small periodic sets have dense periodic points?
We answered Question 1.1 for a wide class of operators and spaces. However the general question
whether there exists a family F for which F-hypercyclicity is equivalent to chaos remains open.
In Section 3 we showed that there are weakly mixing weighted shifts that are not AP-hypercyclic and
that any mixing weighted shift is AP-hypercyclic. But we don’t know the following.
Question 5.3. Is any mixing operator on a separable Fre´chet space necessarily AP-hypercyclic? Or
equivalently, is any mixing operator multiple recurrent?
The following diagram shows the known implications between the concepts appearing in this article.
A solid arrow means that the implication holds. A dashed arrow means that the implication holds with
some extra hypothesis (here in both cases weak∗-weak∗-continuity of the operator suffices). For the
dotted lines we don’t know if the implication holds in general (they are Questions 5.2 and 5.3) and all
other implications are known to fail.
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