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Abstract
Variable Block Size (VBS) based motion estimation has
been adapted in state of the art video coding, such as
H.264/AVC, VC-1. However, a low complexity H.264/AVC
encoder cannot take advantage of VBS due to its power con-
sumption requirements. In this paper, we present a VBS par-
tition algorithm based on a binary motion edge map without
either initial motion estimation or Rate-Distortion (R-D)
optimization for selecting modes. The proposed algorithm
uses the Walsh Hadamard Transform (WHT) to create a bi-
nary edge map, which provides a computational complex-
ity cost effectiveness compared to other light segmentation
methods typically used to detect the required region.
1. Introduction
In recent years, the VBS motion estimation technique
has been widely employed to improve the performance of
the Block Matching Algorithm (BMA). In VBS, the block
size is varied according to the type of motion. It is known
to be very efficient for areas containing complex motions.
However, it requires a large number of computational com-
plexity. Therefore the traditional methods to decide VBS
perform it after exhaustive motion estimation and R-D op-
timization. Clearly, it is not suitable for power limited plat-
forms. There have been several attempts to reduce the com-
putational complexity of VBS partitioning recently based
on not performing motion estimation in advance. In this
scenario, light segmentation of block characteristics is used,
which introduce its own complexity. Therefore low com-
plexity segmentation algorithms have become an important
requirement for an encoding process on a power or com-
putation constrained platform. In [9], an edge block detec-
tion based subsampling method was proposed. They used
Robert cross convolution masks to detect if the block is
either an “Edge block” or a “Flat block”. However their
approach requires 15 additions and 16 absolute difference
operations and 2 thresholdings per a 3 × 3 block . Our ap-
proach described in this paper requires only 8 additions and
1 thresholding per a 4 × 4 block . Moreover the threshold
value should be decided empirically. In [7], a Cellular Non-
linear Network (CNN) type segmentation algorithm was
used for detecting edge information. They used an edge en-
hancing low-pass filter to find regions that contain remark-
able features, i.e. edges. Both prior works are performed in
the pixel domain using various gradient filters, which intro-
duces a heavy burden of computations. Our proposed VBS
partition algorithm has two distinguishing features. Firstly,
all processing is performed in the WHT domain, making it
is easy to predict residual data’s characteristics. Secondly,
a computational cost effective algorithm compared to other
related works to detect features is presented.
2 Walsh Hadamard Transform (WHT)
Since it is simple and efficient to execute, the WHT has
been applied in many fields, such as pattern matching [4],
feature recognition [13], wireless communication [3], and
image/video compressions [2]. It is attractive due to the
simplicity of its implementation and to its properties which
are similar to the familiar Discrete Transform (DT). Many
DTs have been used in image processing such as Dis-
crete Cosine Transform (DCT), Discrete Fourier Transform
(DFT) and Discrete Tchebichef Transform (DTT) that has
recently comes under the spotlight [6]. However such trans-
forms are often hard to implement in real time in some ap-
plications due to their computational complexity of floating
operations. Even when fast algorithms exist, their inverse
transforms do not match the original which can cause a drift
effect in image/video compression. In order to solve these
problems, integer algorithms were developed and deployed
in recent video standards MPEG-4 PART 10 Advanced
Video Coding (H.264/AVC) and VC-1 combined with a
quantisation procedure named Integer Cosine Transform
(ICT) [10]. Also recently, the Integer Discrete Tchebichef
Transform (IDTT) was proposed in [6]. However they fo-
cus on a 4 × 4 or a 8 × 8 limited block size which is not
extensible to an arbitrary block. They still introduce com-
putational complexity even though they have multiplier free
structure. Although the performance of the WHT is infe-
rior to other DTs on image/video processing, it provides
comparable performance on images that show rapid gradi-
ent changes [5] and its computational efficiency makes it
very attractive image processing directly in the transform
domain since the elements of the basis vectors are orthogo-
nal and contain only binary values (±1).
The WHT has different kinds of order; “natural order”,
“dyadic order”, and “sequency order”. The natural order of
the WHT is equivalent to the post-permutation algorithm of
the fast Fourier transform (FFT) and dyadic order represents
the machine-oriented algorithm of the FFT [11]. On the
contrary, sequency order is analogous to frequency in DFT,
the row vectors of an Sequency ordered Walsh Hadamard
Transform (SWHT) matrix are arranged in the ascending
order of sequencies which is useful for image processing
given its energy compaction property.
2.1 The Properties of the WHT
The lowest-order Walsh Hadamard Matrix (WHM) is of
order two.
H2 =
[
1 1
1 −1
]
(1)
Its higher order can be obtained via a recursive method.
HN =
n⊗
i=1
H2 =
n︷ ︸︸ ︷
H2 ⊗ . . .⊗H2 (2)
where ⊗ represents the Kronecker product. Let the array
[i(x, y)] represents the intensity samples of an original im-
age over an array of N2, (N = 2k). The 2-D Hadamard
Transform,[I(u, v)] is given as
[F (u, v)] = HN [f(x, y)]HTN =
1
N
HN [f(x, y)]HN (3)
since the WHT has orthogonal, symmetric, and unitary
properties;
HNH
T
N = NI, HNH
−1
N = NI, H
−1
N H
T
N = NI (4)
where HTN and H
−1
N represent a transpose and inverse ma-
trix of HN respectively, I is an identity matrix. Its inverse
is expressed as:
HN [F (x, y)]HTN = HNHN [f(x, y)]H
T
NH
T
N
= N2[f(x, y)],
[f(x, y)] =
1
N2
HN [F (x, y)]HTN
(5)
The WHT has several interesting properties. The most
important properties from the standpoint of image coding
are dynamic range, conservation of energy, and energy com-
paction as like other DTs.
• The zero sequency term is a measure of the average
brightness of a block.
F (0, 0) =
N−1∑
x=0
N−1∑
x=0
f(x, y) (6)
The maximum possible value of the zero sequency
term is N2A, where A is the maximum value of
f(x, y). Therefore, the magnitude of other samples in
the WHT is confined to ±N2A/2.
• A conservation of energy property, called Parserval
Theorem, exists between the spatial domain and the
Walsh Hadamard domain.
N−1∑
x=0
N−1∑
x=0
|f(x, y)|2 = 1
N2
N−1∑
u=0
N−1∑
v=0
|F (u, v)|2 (7)
3 Motion Edge Detection Algorithm
In this Section, an algorithm for detection motion edges
using lowest order WHT (2 × 2 block) is presented. A
block with motion edges generates more inter prediction er-
ror compared to a homogeneous one, which is verified via
a mathematical analysis. Then the edge detection algorithm
and its results will be discussed.
3.1 Prediction Error Analysis of Edge
Gradient
Two temporal and spatial intensity functions are defined
as f1(x), f2(x) and g1(y) respectively. These are continu-
ous image signals sampled by the sensor before discretiza-
tion shown in Figure 1. The prediction errors are denoted
as (8), and its variance (E(21)) + E(22)) denotes the total
power of prediction errors.
1 = f1(t)− f1(t− 1)
2 = f2(t)− f2(t− 1)
(8)
The subtraction of each prediction error is denoted in (9),
where Δd1,Δd2 represent temporal displacement error.
1 − 2 = f1(t)− f1(t− 1)− f2(t) + f2(t− 1)
= f1(t)−Δd1 × f1(t)− f2(t) + Δd2 × f2(t)
(9)
The temporal displacement error of two point is almost the
same because all motion vectors in the block are invariant.
Therefore, (9) is rewritten as (10).
1 − 2  (1−Δd1)(f1(t)− f2(t)) (10)
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Figure 1: Inter prediction error analysis
In case of infinite sampling periods, it is simplified in (11)
using the differential of the function, g′1(y), at y = s at time
t.
lim
t→0
(1 − 2) = (1−Δd1)× g′1(s) (11)
The temporal displacement error Δd1 is a random variable
with zero mean, Δd1 ∈ [−search,+search]. It is assumed
that prediction error 1 and 2 are a memory less stationary
Gaussian source of zero means and variances (σ21 , σ22), the
total power of prediction error (σ2) is expressed as in (12).
σ2 = σ21 + σ
2
2 = E((1 − 2)2) = E((1 + 2)2)
= E((1−Δd1)2)× (g′1(s))2
= (1 + E(Δ2d1))︸ ︷︷ ︸
motion
× (g′1(s))2︸ ︷︷ ︸
edge
(12)
Therefore, σ2 should be linear to (g′1(s))2, which means
that the average prediction error magnitude is mainly deter-
mined by the edge gradient. When a picture contains a lot of
edge information, its prediction error from previous frame
will be significant. Therefore, in this case, VBS should be
considered. On the contrary, when a block is homogeneous,
the redundant computational complexity is removed with-
out coding quality degradation. As a result, blocks with
edge information and motion (named motion edge in the re-
mainder) need to be detected before the encoding process to
reduce inter prediction error and redundant computational
complexity.
3.2 Motion Edge Detection
It is well known the human visual system is very sensi-
tive to edge information. From (12), the prediction errors
of blocks located on edges of objects are not estimated ac-
curately. Moreover, it causes worst prediction error along
the motion edges. Therefore, motion edges of the frame are
detected for partitioned VBS. In a nutshell, the procedure of
the motion edge detection is as follows;
1. A 2 × 2 block is selected from the top and left posi-
tion of the frame, and its 2 × 2 WHT coefficients are
calculated.
2. From (7), the total power of a 2 × 2 block is conser-
vative in the transform domain. Therefore, the edge
information can be obtained from the statistics of non
zero sequency terms ( F (1, 0), F (0, 1), F (1, 1)).
3. The good approximation to the distribution of non zero
sequency term is a variance, however its computational
complexity is so high that it cannot be applied for com-
plexity constrained systems. Instead of obtaining a
variance, the maximum value of non zero sequence
term is useful to obtain the similar property as a vari-
ance since the dynamic range in the transformed co-
efficients of non zero sequency term is limited by the
zero sequency term shown in (6). When the condition
of (13), this block is considered to contain an edge.
max
(u,v) =(0,0)
F (u, v) ≥ τ (13)
where τ is threshold value, which is insensitive to the
image characteristics since only a small block (2 × 2)
is used for thresholds.
4. Motion edges are obtained in the same fashion with
(13), which is slightly modified as follows;
max
(u,v) =(0,0)
|F (u, v)t − F (u, v)t−1| ≥ τ (14)
where F (u, v)t and F (u, v)t−1 represents the trans-
formed block at the same location both in the current
and the previous frame.
5. When a 2× 2 block is classified as a motion edge, the
block is mapped to one pixel, so a 4:1 down sampled
motion edge frame is obtained from the original image
without any further processing introduced. It is com-
putational complexity efficient when VBS directly per-
forms on the down sampled binary motion edge frame.
Figure 2 illustrates a comparison of the result of the
proposed edge detection (b), using the Canny edge detec-
tion [1](d), which has a very accurate edge detection per-
formance. The proposed method shows more edge pixel
compared to (d), since Canny edge could be obtained by de-
tecting zero crossing, which detects a single edge line when
it performs on the boundary of object has texture informa-
tion. The results of proposed method here shows compa-
rable edges over all image resolutions (a), (352 × 288 →
3
1280 × 720). The detection of a motion edge follows the
same approach as displayed in (c). Note that an edge and a
motion edge image are 4: 1 subsampled, (b) and (c) are in-
tentionally displayed as the same size for clear distinction.
Figure 2: Motion edge and edge detection results (a) original im-
age (all images are the 46th frame ); (b) 4:1 down sampled bi-
nary edge image; (c) 4:1 down sampled binary motion edge image;
(d) binary edge image captured by Canny edge detection, double
thresholds value are [100, 180]
Figure 3 shows the effect of threshold value, τ . As τ
is increase, weak edge pixels move to the background pix-
els. Therefore, when high Quantisation Parameter (QP) is
applied on the image, the motion edge detection on recon-
structed image is equivalent to increasing τ , which is impor-
tant concept for the video encoder because we can estimate
the reconstructed image not to perform encoding process
controlling the threshold value, τ . The relationship between
τ and QP is driven and discussed in details in Chapter 4.1.
In terms of computational complexity, Canny edge de-
tection requires several steps; 1) smoothness by applying a
Gaussian filter, 2) finding gradients for each direction, 3)
double thresholds. A Sobel operator is used as a tool for
finding the gradient, it requires 6 additions and 4 shift oper-
ations for every three pixels. On the contrary, the proposed
method requires 8 additions for every four pixels. Table 1
shows computational complexity of each method. The pro-
posed one achieve computation saving compared to Canny
edge by a factor three. Moreover, when we apply to High-
Definition (HD) sequence, it only requires 6 ∼ 7ms per a
frame to detect motion edges. In case of highly complex
edge such as “Mobile”, the computational complexity is
Figure 3: The effect of threshold value τ ; (a) binary edge image
(b) binary motion edge image; from the left τ is 0, 5, 10, 40 at
Pedestrian sequence 46th frame with 720x576
more reduced by a factor 8. Note that all tests are performed
on an Intel Core(TM)2 Duo 3.0GHz with 2GB RAM using
Window XP version 2002 with service pack 2 written in
ANSI C++.
Table 1: Comparison of execution time of edge or motion edge
detection
Unit (10 ∗ ms
frame
) Edge Motion Edge Canny Edge
Mother (352× 288) 7.00 8.47 21.21 )
Mobile(352× 288) 5.68 6.97 41.05
Pedestrian(720× 576) 27.45 33.19 84.21
Pedestrian(1280× 720) 63.20 77.02 152.35
4 VBS Partitioning for Motion Estimation
In this section a VBS partitioning algorithm for motion
estimation is presented using the approach in the previous
section. The relationship between threshold value for gen-
erating a motion edge image and QP is obtained by sim-
ple mathematical analysis. Then the VBS partitioning algo-
rithm is explained in details and its results presented.
4.1 Relationship between threshold (τ)
and QP
A memory less Laplacian source with zero mean may
provide the governing distribution for non-DC DCT or
high-frequency wavelet transform coefficients [12, 14]. The
characteristic of WHT is similar to that of other DTs.
Suppose that 2 × 2 non zero sequency WHT coefficients’
residues, which is used for detecting a motion edge image,
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follow a zero mean Laplace distribution, i.e.,
plap(x) =
Λ
2
e−Λ|x|, Λ =
√
2
σ
(15)
where x and σ represent the WHT residues and their stan-
dard deviation respectively. For a given QP, the distortion
is obtained as following.
D(Q) =2×
(∫ Q
2
0
x2plap(x)dx
)
+ 2×
∞∑
i=1
(∫ i+ Q2
i−Q2
(x− iQ)plap(x)dx
) (16)
From [8, 15], closed form of D can be derived as
D(Q) =1/2
(√
2Qe
√
2Q
σ
(
2−
√
2Q
σ
)
σ−1 + 2− 2 e
√
2Q
σ
)
× σ2
(
1− e
√
2Q
σ
)−1
(17)
Figure 4 shows the distortion against transformed coeffi-
cients variance σ2. For larger σ2, the distortion is linear
to Q2. In our case, the target of σ2 is a large value to decide
edge information. So, the distortion can be rewritten for a
Figure 4: D(Q) vs variable σ; the relation D(Q) ∼= kQ2 is ob-
tained for a large σ
large σ as
D(Q) ∼= kQ2 (18)
The distortion is constant for a given QP, therefore (19) is
obtained from (12) and (18) as,
(1 + E(Δd1)2))× (g′1(s))2 ∼= kQ2 (19)
Assuming that the displacement error E(Δd1)2 is negli-
gible, the edge gradients is also proportional to threshold
value, τ . Therefore the threshold value is also linear to QP:
τ ∼= (β ×Q) (20)
where β =
√
k.
(20) shows the fact that the variation of QP is similar to
that of τ . Our proposed VBS partitioning algorithm does
not perform the encoding processing; we need to estimate
the output of quantised signal which is usually obtained
after the encoding processing. However, it is hard to un-
derstand the behavior of QP in the pixel domain because
it works on the transformed coefficients. The method pre-
sented here works in the transform domain, it enables the
encoder to obtain the similar image signal after QP by ad-
justing τ not to encode directly.
4.2 VBS partition algorithm
The VBS partition algorithm makes use of a binary mo-
tion image, the procedure is as follows;
1. A 16 × 16 macro block is chosen from the top, left
position of the frame.
2. When macro block area of the motion edge image has a
motion edge as per (1), this block is partitioned as 8×8
or 4× 4 block size depending on edge pixel location.
3. Check the position in motion edge has a value of 1,
then this block is partitioned into smaller blocks by re-
cursive method to a 4x4 block size.
4. Perform above procedure on the rest of macro blocks
with raster scan order.
From (20), the threshold value, τ should be applied because
a binary motion edge map is obtained before reconstructing
an image. The proposed method operates on the WHT do-
main, so it is easy to estimate the reconstructed image char-
acteristic – usually residual data are coded by DCT which
has similar characteristics to WHT.
Figure 5 shows the R-D performance of the proposed
method compared to JM11.0 with full search motion esti-
mation. The proposed approach can greatly reduce motion
estimation time and achieves almost the same R-D perfor-
mance as the original encoder. As τ is getting large, the
blocks have weak motion edges go to homogenous blocks.
Clearly, it enable us to control computational complexity
automatically not to consider where weak motion edge is.
Segmented VBSs are shown in Figure 6 at various τ .
5 Conclusion
Despite the fact that there are a large number of VBS par-
titioning algorithms presented by various researches, a few
promising techniques can be identified as the potentially
useful approaches for computational complexity. In this pa-
per, the fundamental features of the WHT are overviewed,
that is, its energy conservation, dynamic range and energy
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Figure 5: R-D performance comparision on Mother and Daughter
sequence with 352× 288 at τ = 15
(a) (b) (c)
(d) (e) (f)
Figure 6: VBS partitioned results at various threshold value; τ , (a)
5, (b) 10, (c) 20; (a)(b)(c) “Mother and Daughter” at 352 × 288,
(d)(e)(f) “Pedestrian” at 720× 576
compactness. Using graphical approach, the inter predic-
tion errors are mainly originate from the spatial gradients
and motion variation. So we focus on detecting motion
edges. Binary motion edge detection algorithms are pre-
sented in the WHT domain. The results shows that it is com-
putational cost effective compared to other edge detection
algorithms such as Canny and Sobel operator. Moreover,
the relationship between threshold value (τ ) and QP is sug-
gested. Finally, VBS algorithms based on the motion edge
detection is presented, its results show that it can be used as
a basic tool for motion estimation without exhaustive modes
decision via R-D optimization. In the future work, we need
to investigate the combination algorithm between VBS and
fast motion estimation especially performed on WHT.
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