Predicting the relationship between a molecule's structure and its odor remains a difficult, decades-old task. This problem, termed quantitative structure-odor relationship (QSOR) modeling, is an important challenge in chemistry, impacting human nutrition, manufacture of synthetic fragrance, the environment, and sensory neuroscience. We propose the use of graph neural networks for QSOR, and show they significantly outperform prior methods on a novel data set labeled by olfactory experts. Additional analysis shows that the learned embeddings from graph neural networks capture a meaningful odor space representation of the underlying relationship between structure and odor, as demonstrated by a strong performance on two challenging transfer learning tasks. Machine learning has already had a large impact on the senses of sight and sound. Based on these early results with graph neural networks for molecular properties, we hope machine learning can eventually do for olfaction what it has already done for vision and hearing.
Introduction
Predicting properties of molecules is an area of growing research in machine learning [1, 2] , particularly as models for learning from graph-valued inputs improve in sophistication and robustness [3, 4] . A molecular property prediction problem that has received comparatively little attention during this surge in research activity is building Quantitative Structure-Odor Relationships (QSOR) models (as opposed to Quantitative Structure-Activity Relationships, a term from medicinal chemistry). This is a 70+ year-old problem straddling chemistry, physics, neuroscience, and machine learning [5] .
Odor perception in humans is the result of the activation of 300-400 different types of olfactory receptors (ORs), expressed in millions of olfactory sensory neurons (OSNs), embedded in a small 5 cm 2 patch of tissue called the olfactory epithelium. These OSNs send signals to the olfactory bulb, and then to further structures in the brain [6, 7] . Advances in deep learning for vision and audition suggest that we might be able to directly predict the end sensory result of an input stimulus. Progress in deep learning for olfaction would aid in the discovery of new synthetic odorants, thereby reducing the ecological impact of harvesting natural products. Additionally, new representations of molecules derived from a model trained on odor recognition tasks may contribute our understanding of sensory perception in the brain [8] . Lyral, the reference molecule. B. Molecules with similar structure can share similar odor descriptors. C. However, a small structural change can render the molecule odorless. D. Further, large structural changes can leave the odor of the molecule largely unchanged. Example from Ohloff, Pickenhagen and Kraft [28] .
Here, we curated a dataset of molecules associated with expert-labeled odor descriptors (in QSOR, odor descriptors refer to the properties we wish to predict, as opposed to their usage in chemoinformatics, where they refer to the input features of a model). We trained Graph Neural Networks (GNNs) [4, 9] to predict these odor descriptors using a molecule's graph structure alone. We show that our model learned a representation of odor space that clusters molecules based on perceptual similarity rather than purely on structural similarity, on both a global and local scale. Further, we show that this representation is useful for making predictions on related tasks, which is a developing area in chemistry applications of machine learning [10, 11] . These results indicate that our modeling approach has captured a general-purpose representation of the relationship between a molecule's structure and odor, which we anticipate to be useful for rational molecular design and screening.
Prior Work in QSOR: A Decades-Long Pursuit
The problem of QSOR is ancient [12] , but in the scientific literature emerges with Amoore, Schiffman and Dyson, among others [13, 14, 15] . Modern attempts to solve this problem in a directly data-driven and statistical manner began a few decades ago [5] , and even included early applications of neural networks [16] . However, the number of odor descriptors used in these early studies was small (less than ten, usually one), and the number of total stimuli was limited (usually 10s, rarely 100s of molecules) [17, 18, 19] . This has remained an open problem for so long due to its difficulty-very small changes in a molecule's structure can have dramatic effects on its odor, a phenomenon known in medicinal chemistry as an activity cliff [20, 21] . A classic example is Lyral, which is a commercially successful molecule that smells of muguet (a floral scent often used in dryer sheets). Its structural neighbors are not always perceptual neighbors, and some of its perceptual neighbors share little structural similarity ( Figure 1 ).
Recently, the DREAM Olfactory Challenge spurred applications of traditional machine learning approaches to QSOR prediction [22] . This challenge presented a dataset where 49 untrained panelists rated 476 molecules on 21 odor attributes on an analog scale. The winning models of the DREAM challenge primarily relied on either the Dragon molecular features [23] or Morgan fingerprints [24] as a featurization of molecules. These features were used by random forests to make predictions, an approach with a long track record of success in chemoinformatics. We use these methods as baselines in this work.
We wish to highlight a few modern machine learning approaches to QSOR. Tran and colleagues [25] have revisited the use of neural networks for this task and have developed a convolutional neural network taking as input a custom 3D spatial representation of molecules. Nozaki et al. [26] used the mass spectra of molecules and natural language processing tools to predict textual descriptions of odor. Gutierrez et al. [27] used word embeddings and chemoinformatics representations of molecules to predict odor properties.
Classic Approaches to Featurizing Molecules and Modeling Their Properties
QSOR has historically used many computational techniques from chemoinformatics and medicinal chemistry. For predicting molecular properties, molecules are typically transformed into fixed-length vectors using hand-crafted features, and fed to a prediction model such as a random forest or fullyconnected neural network [2, 29] . We describe the details of baseline approaches to featurizing molecules below.
Dragon and Mordred Features
There are several available hand-crafted featurizations for molecules, which are popular in the field of olfactory neuroscience. Both Dragon (closed source, [23] ) and Mordred (open source, [30] ) are approaches that include many thousands of computed molecular features. They are an agglomeration of several types of molecular information and statistics, such as counts of atom types, graph topology statistics, and acid/base counts. Some of these features are easily interpretable (e.g. number of Carbon atoms) and some are not (e.g. spectral moment of order 4 from distance/detour matrix). We use Mordred in the present work because it is open source, and we found no appreciable difference in predictive performance between these features and Dragon features (data not shown).
Molecular Fingerprints
Molecular fingerprints encode topological environments of a molecular graph into a fixed-length vector. An environment is a fragment of the molecular graph, and indicates the presence of a single atom type or a functional group, e.g. an alcohol or ester group. This approach to featurizing molecules is popular in the field of medicinal chemistry; traditionally, bit-based Morgan fingerprints have been used in chemoinformatics for retrieving nearest neighbor molecules using Tanimoto similarity [31] . When these environments are atom-centered and constructed via adjacent atoms, they are called Extended-Connectivity Fingerprints, or Morgan fingerprints [32] and when they are constructed via paths through the graph they are path descriptor fingerprints [33] . The more commonly used bit variant records the presence of a given environment (e.g., is there an ester in this molecule?), while the count variant records the number of instances of a given environment (e.g. how many ester groups are there in this molecule?). This information is hashed into a fixed-length vector. There are two tunable parameters: max topological radius and fingerprint vector size. The max topological radius determines the largest fragment which the fingerprint can represent. Fingerprint vector size affects how likely a hash collision can occur. We tune both of these parameters to maximize predictive performance.
In our baseline experiments, we explicitly compare bit-based path descriptors fingerprints (bFP) and count-based Morgan fingerprints (cFP). The cheminformatics package RDKit was used to generate both types of fingerprints [34] . Molecular properties are typically predicted using models such as random forests or support vector machines, so we use random forests as the predictive model for each of the bFP and cFP features.
Graph Neural Networks
Most machine learning models require regularly-shaped input (e.g. a grid of pixels, or a vector of numbers) as input. Recently, Graph Neural Networks (GNNs) have enabled the use of irregularlyshaped inputs, such as graphs, to be used directly in machine learning applications [35] . Fields of use include predicting friendships in social network graphs, citation networks in academic literature, and most germane for this work, classification and regression tasks in chemistry [1] .
Graph Neural Networks for Predicting Molecular Properties
By viewing atoms as nodes, and bonds as edges, we can interpret a molecule as a graph. GNNs are learnable permutation-invariant transformations on nodes and edges, which produce fixed-length vectors that are further processed by a fully-connected neural network. GNNs can be considered learnable featurizers specialized to a task, in contrast with expert-crafted general features [4, 9] . GNNs have achieved state-of-the-art results in the prediction of biophysical, biological, physical, and electronic quantum properties of molecules [1] , and thus, we believe their use in QSOR to be promising.
The GNN consists of message passing layers, each followed by a reduce-sum operation, followed by several fully connected layers. Architectural details can be found in the the appendix, Table 8 . The final fully-connected layer has a number of outputs equal to the number of odor descriptors being predicted. Figure 2 illustrates our model. We implement these GNN models using the TensorFlow software package [36] .
Each molecule is first featurized by its constituent atoms, bonds, and connectivities. Each Graph Neural Network (GNN) layer, here represented as different colors, transforms the features from the previous layer. The outputs from the final GNN layer is reduced to a vector, which is then used for predicting odor descriptors via a fully-connected neural network. We retrieve graph embeddings from the penultimate layer of the model. An example of the embedding space representation for four odor descriptors is shown in the bottom right; the colors of the regions in this plot correspond to the colors of odor descriptors in top right.
Learned Graph Neural Network Embeddings
All deep neural network architectures build representations of input data at their intermediate layers. The success of deep neural networks in prediction tasks relies on the quality of their learned representations, often referred to as embeddings [37] . For instance, ImageNet embeddings are often used as-is to make predictions on unrelated image tasks [38, 39] , and with the advent of the BERT model and its cousins, this ability to use pre-trained embeddings is becoming common in natural language processing [40] . The structure of a learned embedding can even lead to insights on the task or problem area, and the embedding can even be an object of study itself [8, 41] .
We save the activations of the penultimate fully connected layer as a fixed-dimension "odor embedding". The GNN model must transform a molecule's graph structure into a fixed-length representation that is useful for classification. Although the utility of learned neural network embeddings of molecules is still young and relatively unproven [42, 43] , we still anticipate that a learned GNN embedding on an odor prediction task may include a semantically meaningful and useful organization of odorant molecules. We explicitly test the utility of this odor embedding in later sections in this work.
A Curated QSOR Dataset
We assembled an expert-labeled set of 5030 molecules from two separate sources: the GoodScents perfume materials database (n = 3786, [44] ) and the Leffingwell PMP 2001 database (n = 3561, [45] ). The datasets share 2317 overlapping molecules. Molecules are labeled with one or more odor descriptors by olfactory experts (usually a practicing perfumer), creating a multi-label prediction problem. GoodScents describes a list of 1-15 odor descriptors for each molecule ( Figure 3A ), whereas Leffingwell uses free-form text. Odor descriptors were canonicalized using the GoodScents ontology, and overlapping molecules inherited the union of both datasets' odor descriptors. After filtering for odor descriptors with at least 30 representative molecules, 138 odor descriptors remained ( Figure 3B ), including an odorless descriptor. Some odor descriptors were extremely common, like fruity or green, while others were rare, like radish or bready. This dataset is composed of materials for perfumery, and so is biased away from malodorous compounds. There is also skew in label counts resulting from different levels of specificity, e.g. fruity will always be more common than pineapple.
There is an extremely strong co-occurrence structure among odor descriptors that reflects a commonsense intuition of which odor descriptors are similar and dissimilar ( Figure 3C ). For example, there is a dairy cluster that includes the dairy, yogurt, milk, and cheese descriptors, indicating that they often co-occur as descriptors in individual molecules. There is also a fruity cluster with apple, pear, pineapple etc., and a bakery cluster that includes toasted, nutty, and cocoa, among others. Previous approaches in QSOR often train one model per odor descriptor. To take advantage of this correlation structure, we apply a GNN to predict all 138 odor descriptor tasks at once. 
QSOR Prediction Performance Benchmark
We benchmark classification performance for each odor descriptor in our dataset, as a multi-label classification problem. We compare the GNN model against random forest models (RF) and k-nearest neighbor models (KNN) on bit-based RDKit fingerprints (bFP), count-based Morgan fingerprints (cFP), and Mordred features. We report several metrics (Table 1) , as each metric can highlight different performance characteristics. For the rest of the analysis, we primarily compare models on mean AUROC, averaged across odor descriptors; AUROC performance by descriptor is shown in Figure 4 . We trained non-graph based fully-connected neural networks on cFP and bFP features, but their performance is indistinguishable from the RF model (data not shown).
Evaluating Odor Embeddings
An odor embedding representation that reflects common-sense relationships between odors should show structure both globally and locally. Specifically, for global structure, odors that are perceptually similar should be nearby in an embedding. For local structure, individual molecules that have similar odor percepts should cluster together and thus be nearby in the embedding. We examine both of these properties in sequence.
Examining the Global Structure of a Learned Odor Space
We take our embedding representation of each data point from the penultimate-layer output of a trained GNN model. In the case of our best model, each molecule gets mapped to a 63-dimensional AUROC Table 8 for results reported by odor label. Precision/recall decision thresholds are optimized for F1 score on a cross-validation split created from the training set. The best values for each metric are in bold. Models include graph neural networks (GNN), random forest (RF) and k-nearest neighbor. Featurizations include bit-based RDKit fingerprints (bFP), count-based Morgan fingerprints (cFP), and Mordred features. There was no statistical winner as measured by recall, and thus it is omitted; these scores ranged from 0.365 to 0.393, with high overlap amongst all models. vector. Qualitatively, to visualize this space in 2D we use principal component analysis (PCA) to reduce its dimensionality. The distribution of all molecules sharing a similar label can be highlighted using kernel density estimation (KDE).
The global structure of the embedding space is illustrated in Figure 5 . In this example, we find that individual odor descriptors (e.g. musk, cabbage, lily and grape) tend to cluster in their own specific region. For odor descriptors that co-occur frequently, we find that the embedding space captures a hierarchical structure that is implicit in the odor descriptors. The clusters for odor labels jasmine, lavender and muguet are found inside the cluster for the broader odor label floral. If we examine the pairwise distances between all odors in our learned embedding, we see the block structure apparent in Figure 3C is reflected by the learned GNN embedding, but not with molecular fingerprints ( Figure  S1 ). Further, a dimensionally-reduced molecular fingerprint does not share the same degree of organization and interpretability ( Figure S3 ). Figure S3 for the equivalent analysis with molecular fingerprints.
Evaluating the Local Structure of a Learned Odor Space
We tested whether molecules nearby in embedding space share perceptual similarity. Specifically, we asked whether molecules with small cosine distances in our GNN embeddings were perceptually similar. As a baseline, we used Tanimoto distance, which is equivalent to Jaccard distance on bFP features. Tanimoto distance is a commonly used metric for molecular database lookup in chemoinformatics. However, molecules with similar structural features do not always smell the same (Figure 1 ), so we anticipated that nearest neighbors using bFP features may not be as perceptually similar as neighbors in using our embeddings.
We trained a k-nearest neighbors (KNN) classifier (k = 20) to predict odor descriptors from GNN embeddings and bFPs. GNN embeddings (AUROC = 0.818, 95% CI [0.806, 0.830] ) outperformed bFP (AUROC = 0.782, 95% CI [0.773, 0.797]). Inspecting the nearest neighbors found by each method (Figure 6 ) reveals that both methods yield molecules with similar structural features, but retrieval using GNN embeddings yields molecules that are more perceptually similar to the source molecule. This suggests that our representations are better able to cluster molecules by their odor perceptual similarity than bit-based fingerprints. Figure S2 and Table S4 show additional results comparing odor perceptual similarity and embedding distance between molecules using different distance metrics with bFPs and GNN embeddings.
We have shown that our embedding space has global and local structure that reflect the commonsense and psychophysical organization of odor descriptors. In the following sections, we show that this organization is useful, and that this embedding can be used to make predictions on adjacent, challenging tasks. 
Transfer Learning to Previously-Unseen Odor Descriptors
An odor descriptor may be newly invented or refined (e.g., molecules with the pear descriptor might be later attributed a more specific pear skin, pear stem, pear flesh, pear core descriptor). A useful odor embedding would be able to perform transfer learning [46] to this new descriptor, using only limited data. To approximate this scenario, we ablated one odor descriptor at a time from our dataset. Using the embeddings trained from (N − 1) odor descriptors as a featurization, we trained a random forest to predict the previously held-out odor descriptor. We used cFP and Mordred features as a baseline for comparison. The results are shown in Figure 7 . GNN embeddings significantly outperform Morgan fingerprints and Mordred features on this task, but as expected, still perform slightly worse than a GNN trained on the target odor. This indicates that GNN-based embeddings may generalize to predict new, but related, odors. 
Generalizing to Other Olfaction Tasks: the DREAM Olfaction Prediction Challenge
The DREAM Olfaction Prediction Challenge [22] was an open competition to build QSOR models on a dataset collected from untrained panelists. The DREAM dataset has several differences from our own. First, it was a regression problem --panelists rated the amount that a molecule smelled of a particular odor descriptor on a scale from 1 to 100. Second, it had 476 molecules compared to our ∼ 5k (although our dataset contains nearly all of the DREAM molecules). Third, the ratings were provided by a large panel of untrained individuals over a short period of time, whereas ours were gleaned from a small set of experts over many years. The DREAM challenge measured model performance as the Pearson's r correlation of model predictions with the mean reported intensity of each odor descriptor, which we show in Figure 8 . Additional statistics such as R 2 and 95% confidence intervals are found in Figures S4, S5 . The winning DREAM model used random forest models with a combination of several sources of features, primarily Dragon and Morgan fingerprints, among other sources of information [22] . Using only our embedding with a tuned random forest model, we achieve a mean Pearson's r = 0.55 while the state-of-the-art model described above achieved a mean Pearson's r = 0.54. While we can have better average performance in 13 tasks, when taking into account confidence intervals, we find the performance is indistinguishable between the two models for both r and R 2 regression scores ( Figures S4, S5) .
Overall, this indicates that our QSOR modeling approach can generalize to adjacent perceptual tasks, and captures meaningful and useful structure about human olfactory perception, even when measured in different contexts, with different methodologies.
Conclusion
We assembled a novel and large dataset of expertly-labeled single-molecule odorants, and trained a graph neural network to predict the relationship between a molecule's structure and its smell. We demonstrated state-of-the-art results on this QSOR task with respect to field-recognized baselines. Further, we showed that the embeddings capture meaningful structure on both a local and global scale. Finally, we showed that the embeddings learned by our model are useful in downstream tasks, which is currently a rare property of modern machine learning models and data in chemistry. Thus, we believe our model and its learned embeddings might be generally useful in the rational design of new odorants.
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Supporting Information Hyperparameter Tunning and GNN Architecture
We consider two types of GNNs: Message Passing Neural Networks (MPNN) [4] and Graph Convolution Networks (GCN) [9] . With both variants, we utilize a shared trunk that consists of message passing layers, followed by a reduce-sum operation, followed by several fully connected layers.
For the GCN and MPNN, we optimized the hyperparameters of our model using 5-fold crossvalidation in our training set of ∼4,000 molecules, and tuned ∼30 hyperparameters (including learning rate, momentum, architecture depth & width, etc) using 500 trials of random search. Each model fit took less than 1 hour on a Tesla P100. We present results for the model with the highest mean AUROC on the cross-validation set.
We found that MPNNs and GCNs perform similarly. Both MPNNs and GCNs significantly outperform all baseline models. Because MPNNs and GCNs perform similarly, and GCNs are architecturally simpler, the analysis of GNN results in this work are reported on the GCN model.
For our RF baseline methods, we tuned an exhaustive space of configurations of fingerprinting methods (bits, radius, counted/binary, RDKit/Morgan), and RF hyperparameters. The RDKit software was used to calculate all features [34] .
For the KNN baseline methods, we also tuned fingerprinting options along with the number of neighbors. This resulted in a binary RDKit fingerprint of 4096 bits with radius 6. The optimal k = 20 was found with an elbow analysis over k = 3 to 100 using the Jaccard distance. KNN predictions are weighted by distance.
Since our multi-label problem had highly unbalanced labels, we used second-order iterative stratification to build our train/test/validation splits [47] . Iterativative stratification is an iterative procedure for stratified sampling that attempts to preserve many-order label ratios, prioritizing more unbalanced combinations. For second order, this means preserving ratios of pairs of labels in each split.
Confidence Intervals
Confidence intervals were constructed by bootstrap resampling. We resampled the test dataset with replacement n = 1000 times, and computed AUROC on each sample. The training set and model remained fixed. We report the [2.5, 97.5] Figure S1 : A comparison of embedding distances with odor label co-occurrence . We compare the odor label co-occurrence (center) with the Morgan fingerprint embedding (left) and the GNN embedding (right). For the fingeprint embedding and the GNN embeddings, the cosine distance between the embeddings of two molecules sharing the corresponding label are depicted. The correlation coefficient between the GCN embedding image and the label co-occurrence matrix is 0.43, and the correlation coefficient between the fingerprint embedding and the label co-occurrence matrix is 0.22. The color range for each matrix is on a log-scale, and the matrix is normalized such that per-row and per-column sums equal 1. Figure S2 : Label distance vs. embedding distance under different metrics. We found that label distance (as measured by Jaccard distance) correlated with distance in embedding space for different choices of embedding space and distance metrics. We calculated all pairwise distances between our training set and test set molecules, for the following spaces and metrics: GNN embeddings/Euclidean distance, GNN embeddings/cosine distance, Morgan bFP embeddings/Jaccard distance, Morgan bFP embeddings/cosine distance.
Embedding space / distance metric Kendall τ GCN embeddings with Euclidean distance 0.280 GCN embeddings with cosine distance 0.235 Morgan bit-FP with Jaccard distance 0.187 Morgan bit-FP with cosine distance 0.180 Table S4 : Kendall Tau coefficient of embedding spaces and distance metrics. To assess which distance metric best correlated with label distance, we computed the Kendall Tau coefficient for each embedding space and metric. The Kendall Tau coefficient can be thought of intuitively as the fraction of the time that two pairwise distances are ordered correctly, ranging from [-1, 1] for reverse-sorted to sorted. Figure S3 : 2D representation of molecular fingerprints as an unlearned odor space. Fingerprints are dimensionally-reduced to two dimensions using PCA. For clarity, molecules are assigned a z-score based on a Gaussian fit of the data, and molecules with z > 2.5 are not shown. Contoured and shaded areas are computed via KDE of positive labeled data identically to Figure 5 . A. Labels with low co-occurrence are spread across the embedding space, but show substantial overlap, as opposed to the GNN-based embeddings. B, C and D each show an individual general label (Floral, Alcoholic and Meaty), and three more specific versions that should be contained in each label. On the whole, the embedding space does not reflect the hierarchical organization of odor descriptors as reflected in both the co-occurrence matrix ( Figure 3C ) or the GNN embeddings learned from the data ( Figure 5 ). Figure S4 : DREAM Pearson's r with confidence intervals. Bar chart of Pearson's r for DREAM challenge winner versus a RF trained on GNN embeddings, broken down by odor descriptor and approach. 95% CI intervals are computed via bootstrap. The predictions transfer-learned using a random forest on GNN embeddings are statistically indistinguishable from the state-of-the-art DREAM model. Figure S5 : DREAM olfaction challenge R 2 with confidence intervals. Bar chart of R 2 for DREAM challenge winner versus a RF trained on GNN embeddings, broken down by odor descriptor and approach. 95% CI intervals are computed via bootstrap. The predictions transfer-learned using GNN embeddings are statistically indistinguishable from the state-of-the-art DREAM model.
