In a companion paper ͓Blaizot et al., Phys. Rev. E 74, 051116 ͑2006͔͒, we have presented an approximation scheme to solve the nonperturbative renormalization group equations that allows the calculation of the n-point functions for arbitrary values of the external momenta. The method was applied in its leading order to the calculation of the self-energy of the O͑N͒ model in the critical regime. The purpose of the present paper is to extend this study to the next-to-leading order of the approximation scheme. This involves the calculation of the four-point function at leading order, where interesting features arise, related to the occurrence of exceptional configurations of momenta in the flow equations. These require a special treatment, inviting us to improve the straightforward iteration scheme that we originally proposed. The final result for the self-energy at next-toleading order exhibits a remarkable improvement as compared to the leading order calculation. This is demonstrated by the calculation of the shift ⌬T c , caused by weak interactions, in the temperature of Bose-Einstein condensation. This quantity depends on the self-energy at all momentum scales and can be used as a benchmark of the approximation. The improved next-to-leading order calculation of the self-energy presented in this paper leads to excellent agreement with lattice data and is within 4% of the exact large N result.
I. INTRODUCTION
The development of nonperturbative methods is essential to be able to deal with a large variety of problems in which the absence of a small parameter prevents one to build solutions in terms of a systematic expansion. Among such methods, the nonperturbative renormalization group ͑NPRG͒ ͓2-6͔ stands out as a very promising tool, suggesting new approximation schemes which are not easily formulated in other, more conventional, approaches in field theory or many body physics. The NPRG has been applied successfully to a variety of physical problems, in condensed matter, particle or nuclear physics ͑for reviews, see, e.g., Refs. ͓7-9͔͒. In most of these problems, however, the focus is on long wavelength modes and the solution of the NPRG equations involves generally a derivative expansion which only allows for the determination of the n-point functions and their derivatives at small external momenta ͑vanishing momenta in the case of critical phenomena͒. In many situations, this is not enough: a full knowledge of the momentum dependence of the correlation functions is needed to calculate the quantities of physical interest.
For this reason, in Ref. ͓1͔ , we have presented an approximation scheme to solve the NPRG equations that allows the calculation of the n-point functions for arbitrary values of the external momenta. The method was applied in its leading order to the calculation of the self-energy of the O͑N͒ model in the critical regime. The purpose of the present paper is to extend this study to the next-to-leading order of the approximation scheme. This involves the calculation of the fourpoint function at leading order, where new features arise. In particular we need to deal with exceptional configurations of momenta that enter the flow equations. Because of these, the straightforward iteration scheme proposed in Ref. ͓1͔ yields some unphysical features in the four-point function. After having identified the origin of the problem, we shall show how it can be cured by a proper treatment of the flow equation in the channel where the exceptional momenta matter. The final result for the self-energy at next-to-leading order exhibits a significant improvement as compared to the leading order calculation. In particular, the calculation of the shift ⌬T c in the transition temperature of the weakly repulsive Bose gas ͓10͔, a quantity which is very sensitive to all momentum scales and which is used as a benchmark of the approximation, is now in excellent agreement with the available lattice data, and within 4% of the exact large N result. Note that preliminary results concerning the calculation of ⌬T c at next-to-leading order have been presented in Ref. ͓11͔ . These results were obtained without the improvements just alluded to. This paper is a sequel of Ref. ͓1͔, and should be read in conjunction with it ͑hereafter Ref. ͓1͔ will be referred to as Paper I, and the prefix I in equation labels will refer to equations in Paper I͒. As in Paper I we shall focus the discussion on the O͑N͒ model, although most of the arguments have a wider range of applicability. Thus we shall consider a scalar 4 theory in d dimension with O͑N͒ symmetry:
The basic equation of the NPRG is the flow equation for the effective action ⌫ ͓͔ which interpolates between the classical action S and the full effective action ⌫͓͔ ͑ is the expectation value of the field͒ as the parameter varies from the microscopic scale ⌳ down to zero. The flow equation for the effective action ⌫ ͓͔ reads ͓2-6͔
where the trace runs over the O͑N͒ indices, ⌫ ͑2͒ is the second derivative of ⌫ with respect to , and R ͑q͒ is the regulator chosen, as in Paper I, of the form ͓12͔
The role of the regulator is to suppress the fluctuations with momenta q Շ , while leaving unaffected those with q տ .
The flow equations for the various n-point functions are obtained by taking functional derivatives with respect to of the equation for ⌫ ͓͔ ͓see Eq. ͑I.8͔͒. In particular, the selfenergy ⌺͑ ; p͒ is obtained by integrating the flow equation with the inverse propagator given by G −1 ͑,q͒ = q 2 + ⌺͑;q͒ + R ͑q͒. ͑5͒
In Eq. ͑4͒, and later in this paper, we often denote the O͑N͒ indices simply by numbers 1, 2, etc., instead of i 1 , i 2 , etc., in order to alleviate the notation. The flow equations for the n-point functions constitute an infinite hierarchy of coupled equations ͓for example, Eq. ͑4͒ for the two-point function contains in its right-hand side ͑rhs͒ the four-point function͔. In Paper I we have proposed a strategy to solve this hierarchy by following an iterative procedure. This starts with an initial Ansatz for the n-point functions to be used in the right-hand side of the flow equations. Integrating the flow equation of a given n-point function gives then the leading order ͑LO͒ estimate for that n-point function. Inserting the leading order of the n-point functions thus obtained in the right-hand side of the flow equations and integrating gives then the next-to-leading order ͑NLO͒ estimate of the n-point functions, and so on.
Recall that there is no small parameter controlling the convergence of the process, and the terminology LO, NLO, refers merely to the number of iterations involved in the calculation of the n-point function considered. Since the calculations become increasingly complicated as the number of iterations increases, the success of the procedure relies crucially on the quality of the initial Ansatz. A major task then is to construct such a good initial Ansatz.
The equations are solved starting at the bottom of the hierarchy, that is, with the equation for the two-point function which involves, in its right-hand side, the two-point function ͑through the propagator͒, and the four-point function. As initial Ansatz for the propagator, we take the propagator of a modified version of the derivative expansion that we called the LPAЈ; it is given by ͑see Paper I, Sec. II͒
where the field renormalization factor Z and the running mass m are obtained by solving the LPAЈ equations ͑see Paper I, Sec. II B͒. The initial Ansatz for the four-point function is given explicitly in Paper I, Sec. III, and is obtained as the solution of an approximate equation ͓see Eq. ͑I.68͒ and Eq. ͑11͒ below͔. For more clarity, we shall distinguish in this paper the initial Ansatz for ⌫ ͑4͒ by a tilde. For consistency, we shall use a similar notation for the initial Ansatz for the propagator, i.e., we shall set G ϵ G LPA Ј . Summarizing, the leading order self-energy is given by
Note that, as compared to Eq. ͑4͒, Eq. ͑7͒ is now a trivial flow equation since all quantities in the rhs are known quantities: ⌺ LO ͑ ; p͒ is simply obtained by integrating the rhs with respect to . The leading order self-energy has been studied in detail in Paper I. As stated earlier, the purpose of the present paper is to calculate ⌺ NLO ͑p͒, the self-energy at next-to-leading order. To do so, we need to use in the rhs of Eq. ͑4͒ the leading order expressions for both the propagator and the four-point function. The leading order propagator is obtained from Eq. ͑5͒ with the self-energy ⌺ LO . Getting the leading order expression for the four-point function ⌫ 12ll ͑4͒ ͑ ; p ,−p , q ,−q͒ will be the main task of this paper; it is presented in Sec. II. First, in Sec. II A, we follow the procedure outlined above, i.e., replace in the rhs of the flow equation for the four-point function, Eq. ͑8͒ below, the initial Ansatz for the propagator, the four-and the six-point functions. The initial Ansatz for the six-point function is obtained by following the same strategy as that used in Paper I, Sec. III, in order to construct the initial Ansatz for the four-point function. Although conceptually straightforward, this is technically more involved and the details are presented in Appendix A. Then, in Sec. II B, we present an improved procedure to calculate ⌫ 12ll ͑4͒ ͑ ; p ,−p , q ,−q͒ at LO, which copes properly with the difficulties related to the exceptional configuration of momenta. The properties of ⌺ NLO are presented in Sec. III, together with the result of the calculation of ⌬͗ 2 ͘, which we use, as we have recalled earlier, as a benchmark of the approximation scheme. The last section summarizes the results, and points to further improvements of the approximation scheme that we have already started to implement ͓13,14͔.
II. FOUR-POINT FUNCTION AT LO
The flow equation for the the four-point function in vanishing field reads ͓see, e.g., Eq. ͑I.11͔͒: 
We have specified here the O͑N͒ indices and the momenta of the particular four-point function ⌫ 12ll ͑4͒ ͑ ; p ,−p , q ,−q͒ that is needed for the calculation of ⌺ NLO ͑p͒ ͓see, e.g., Eq. ͑4͔͒. Following the terminology introduced in Paper I, we refer to the second line of Eq. ͑8͒ as to the s-channel contribution, while the third and fourth lines are, respectively, the t-and u-channel contributions. Note that the contribution of the u channel differs from that of the t channel solely by the change in sign of q. A graphical illustration of these various contributions is given in Figs. 1-3. As stated above, the leading order expression for ⌫ ͑4͒ is obtained by substituting in the rhs of Eq. ͑8͒ the initial Ansatz for G, ⌫ ͑4͒ , and ⌫ ͑6͒ . In fact, we shall proceed with a further simplification which consists in setting qЈ = 0 in the vertices of the rhs of Eq. ͑8͒. For ⌫ ͑4͒ , this is justified by the fact that the initial Ansatz ⌫ ͑4͒ varies little when the momenta on which it depends are varied by an amount smaller than . This property has been explicitly assumed in the construction of ⌫ ͑4͒ in Paper I. It has also been tested quantitatively in the calculation of the leading order self-energy ͑see Fig. 15 in Paper I and the discussion at the end of Sec. IV of Paper I͒. We assume that this property also holds for the initial Ansatz ⌫ 12llmm ͑6͒ ͑ ; p ,−p , q ,−q , qЈ ,−qЈ͒. In fact, for this latter function we shall also set q = 0, which can be justified as follows. Note first that ⌫ ͑4͒ ͑p ,−p , q ,−q͒ will eventually be used in the calculation of ⌺ NLO ͑p͒, and in this calculation q Շ . As we explained in Paper I, Sec. III A, setting q = 0 is then well justified when p Շ , because in that case all the momenta are smaller than , and ⌫ ͑6͒ is well approximated by the LPAЈ; it is also justified when p since then q is negligible compared to p. It is only in the small integration region q ϳ that the approximation could be less accurate. Observe finally that the contribution of ⌫ ͑6͒ is negligible unless p c .
Thus, in line with approximation A 1 of Paper I, we shall, in the rhs of Eq. ͑8͒, set qЈ = 0 in the four-point functions ⌫ ͑4͒ and
We then arrive at the following simplified equation: there, the approximation A 1 is indeed excellent. However, at very small momenta, the error due to this approximation on the magnitude of ⌺ NLO ͑p͒ can be large. But in this region the approximation A 1 is not the dominant source of error anyway: in particular, any error on the exponent will translate into a large relative error on the magnitude of ⌺ NLO ͑p͒.
A. Direct procedure
As we have just discussed, since all quantities in the rhs of Eq. ͑9͒ are known, ⌫ 12ll ͑4͒ ͑ ; p ,−p , q ,−q͒ at LO is obtained by simply integrating the rhs of Eq. ͑9͒ between ⌳ and , and adding the bare value of ⌫ ͑4͒ ͑i.e., the value of ⌫ ͑4͒ at the microscopic scale ⌳͒:
͑10͒
with g ⌳ = u /3, u being the parameter of the classical action ͑1͒ ͑see Paper I, Sec. II B͒.
The LO value of ⌫ 12ll ͑4͒ ͑ , p ,−p ,0,0͒ thus obtained is compared with both the initial Ansatz and the LPAЈ result, ͑N +2͒g , in Fig. 4 below. When տ p one expects the LPAЈ to be a good approximation, and indeed the three curves almost coincide ͑the initial Ansatz is by construction identical to the LPAЈ for large ͒. When goes to values smaller than p, the flow of the four-point function is expected to be slower than that of the LPAЈ since, generally, momenta in the propagators tend to suppress the flow. Figure 4 shows that it is indeed the case ͑in the initial Ansatz this feature is implemented in a sharp manner with the help of ⌰ functions depending on a parameter ␣ ͓see Paper I, Sec. III, and Eq.
͑11͒ below͔. As shown by Fig. 4 , as / p decreases further, the LO curve remains close to that corresponding to the initial Ansatz but when / p becomes too small, eventually the two curves deviate: while the initial Ansatz goes to zero as → 0, the LO curve goes to a negative value. As we shall explain shortly this is an unphysical feature of the LO in the direct procedure.
At this point, it is instructive to recall the form of the approximate flow equation whose solution is the initial Ansatz ⌫ ͑4͒ . This equation is established in Paper I, Sec. III, and reads ͓see Eq. ͑I.68͔͒
The function F is defined in Eq. ͑I.44͒. It measures ͑ap- proximately͒ the magnitude of the contribution of the sixpoint function relative to that of the terms containing the four-point functions. Note the similarity between the rhs of Eq. ͑9͒ giving the LO expression of ⌫ ͑4͒ and the rhs of Eq.
͑11͒ for the initial Ansatz ⌫ ͑4͒ : the main differences are the replacement of the ⌰ functions of Eq. ͑11͒ by the proper loop integrals in Eq. ͑9͒, and a more accurate treatment of the contribution of the six-point function in Eq. ͑9͒. This observation leads us to expect that ⌫ ͑4͒ at LO should not differ much from ⌫ ͑4͒ , a necessary condition for the validity of the iteration procedure. As shown by Fig. 4 , this expectation is fulfilled, except for small values of : while the LO ⌫ ͑4͒ goes to a negative value when → 0, the initial Ansatz
There is in fact a major difference between Eq. ͑11͒ for the initial Ansatz and Eq. ͑9͒ giving ⌫ ͑4͒ at leading order: while in Eq. ͑11͒ the unknown function ⌫ ͑4͒ ͑ ; p ,−p ,0,0͒ sits in the rhs, this is not so in Eq. ͑9͒, as we have already emphasized. Thus the structures of Eqs. ͑11͒ and ͑9͒ are different, and only Eq. ͑11͒ captures the essential feature that guarantees the vanishing of ⌫ ͑4͒ ͑ ; p ,−p ,0,0͒ as → 0, which, as we shall show now, is a property of the exact solution of the flow equation.
To do so, we shall consider Eq. ͑8͒ for ⌫ ͑4͒ ͑ ; p ,−p ,0,0͒ and study the behavior of its solution in the limit when → 0. Observe first that the s channel controls the flow when Շ p: indeed, in this channel, the exceptional configuration of momenta ͑p ,−p͒ makes the loop integral in the rhs of the flow equation independent of p. This is manifest in Eq. ͑9͒: the loop integral reduces to the momentum independent function I d ͑3͒ ͑͒, while in the other channels the p-dependent functions J d ͑3͒ ͑p ± q͒ enter ͓this is also obvious in Eq. ͑11͒ where the functions J d ͑3͒ ͑p ± q͒ are approximated using ⌰ functions͔. It follows that in the s channel, the external momentum p does not contribute to stabilize the flow whenever Շ p, as it does in the other channels: the flow continues all the way down to = 0. When treated correctly, this is what induces the vanishing of ⌫ ͑4͒ ͑ ; p ,−p ,0,0͒. To show this latter point, we focus on the contribution of the s channel and, in the rhs of Eq. ͑9͒ we keep ⌫ ͑4͒ ͑ ; p ,−p ,0,0͒ as an unknown function ͓instead of replacing it by the initial Ansatz ⌫ ͑4͒ ͑ ; p ,−p ,0,0͔͒. We also temporarily neglect the contribution of the other two channels, and also the contribution of the six-point function. Then, Eq. ͑8͒ takes the following simple form ͓here we focus on the structure of the equation, dropping the O͑N͒ indices for simplicity, as well as explicit reference to the external momenta; a more precise equation is written in the next subsection͔:
where we have replaced ⌫ ͑4͒ ͑ ;0,0,0,0͒ by the LPA vertex g ͓see Eq. ͑19͒ below͔. In the limit → 0 ͑see Paper I͒ g ϳ Z 2 4−d and
where is a positive constant. It then follows from Eq. ͑12͒ that ⌫͑͒ϳ as → 0, and hence vanishes as vanishes. Turning now to the contributions of the t and u channels, we note that these are more regular than the s-channel contribution ͓this can be seen, for instance, from the fact that the ratio 
where ⌽͑͒ may be considered at this point as a known function of ͓⌽͑͒ is constructed from the initial Ansatz for the four-point and six-point functions͔. The equation above can be easily solved, with the result
Since, as we have just argued, ⌽͑͒ vanishes as → 0, the integral does not diverge faster than − , and the small behavior is governed by the factor outside the brackets, that is, by the solution of Eq. ͑12͒, which guarantees that ⌫͑0͒ = 0. This argument shows also that provided one solves consistently Eq. ͑13͒ small errors in the estimate of the function ⌽ are damped by the factor ͑ / 0 ͒ . In particular, the solution for the initial Ansatz is identical to that written above, Eq. ͑14͒, with ⌽ replaced by another function ⌽ not too different from ⌽ ͓we may ignore here the factor F͑͒ in Eq. ͑11͒, which complicates the analysis, but in an inessential way. Accordingly we can also ignore the contribution of the six-point function in Eq. ͑9͒. Then the only difference between Eqs. ͑11͒ and ͑9͒ comes from the approximation of the functions J 3 ͑3͒ of Eq. ͑9͒ with the functions ⌰ in Eq. ͑11͔͒.
One then expects the two solutions corresponding to ⌽ and ⌽ to be close to each other. Let us, however, imagine that we apply the direct procedure to our schematic equations, by calculating ⌫ LO from the analog of Eq. ͑9͒, namely,
where we have used the fact that ‫ץ‬ ⌫ ͑͒ = ⌫ ͑͒ + ⌽ ͑͒. We would then obtain
where the integral is convergent and yields a finite value for ⌫ LO ͑ =0͒. Thus although the two solutions ⌫͑͒ and ⌫ ͑͒ would differ little if ⌽ and ⌽ differ little, the direct procedure which consists in simply integrating the rhs of the flow equation fails to reproduce the low behavior. This small behavior can only be obtained if the feedback of the flow is properly taken in the solution of the flow equation. But, as revealed in the previous analysis, this needs to be done only in the channel where the flow is not controlled by the exter-nal momenta, i.e., the s channel. We shall implement this improved strategy for the LO in the next subsection.
B. Improved approximation for ⌫ 12ll
"4…
" ; p ,−p ,0,0…
As we have seen, the main problem with the direct procedure that we have followed in the previous subsection comes from the s channel where the exceptional configuration of momenta does not contribute to stabilize the flow when → 0. In this subsection and the following one, we shall present a more accurate treatment of this particular situation, making more precise the treatment presented in the previous subsection.
To this aim, we consider first the case q = 0 and replace Eq. ͑9͒ by
where we have isolated the contribution of the s channel, and grouped the other contributions into the function ⌽ 12 ͑ ; p͒:
⌽ 12 ͑ , p͒ is a known function which involves the initial Ansatz ⌫ ͑4͒ and ⌫ ͑6͒ . In contrast, ⌫ 12ll ͑4͒ ͑ ; p ,−p ,0,0͒ is taken to be the same function in the rhs and the lhs of Eq. ͑17͒. That is, Eq. ͑17͒ properly takes into account the feedback of the flow in the s channel on the solution of the flow equation.
Note that for p = 0 the solution of Eq. ͑17͒ ͓or Eq. ͑9͔͒ is the LPA solution. We can therefore replace in the rhs of Eq. ͑17͒ ⌫ ijkl ͑4͒ ͑ ;0,0,0,0͒ by the LPA value
͑20͒
where we used the definitions
͑21͒
and we omitted a factor ␦ 12 in both sides of Eq. ͑20͒. Equation ͑20͒ is a linear differential equation in , with a nonhomogenous term ⌽, depending on a parameter p. The general solution of the homogenous equation is
where
Note that, as → 0, ␥͑͒ϳ with Ͼ 0. The value of 0 is to be chosen large enough for the LPA solution to remain a good approximation at this value of ͑for example, 0 =10p͒. A particular solution of the total equation can be found in the form
One gets
so that the general solution of Eq. ͑20͒ can be written as
This expression has the expected behavior: the last exponential in the rhs guarantees that ⌫ ͑4͒ ͑ , p͒ → 0 as a power law when → 0.
The behavior of the solution is shown in Fig. 4 above and compared with the other expressions that we had for ⌫ ͑4͒ , for the particular values p = u and p = u / 10. One can appreciate the effect of the improved procedure: the corresponding curve follows the direct LO one down to ϳ p / 10, then it correctly goes to zero when → 0 while the direct LO one does not. This analysis confirms the importance of keeping the feedback of the flow in the s channel, that is, of solving the flow equation in this channel, in order to get the correct behavior at → 0.
As suggested by Fig. 4 , the range of values of where ⌫ ͑4͒ ͑ ; p ,−p ,0,0͒ obtained in the direct procedure exhibits its pathological behavior decreases as p decreases. In fact, as p → 0, ⌫ ͑4͒ ͑ ; p ,−p ,0,0͒ → 0 as → 0 ͑since the four-point function is then given by the LPAЈ͒. One can argue at this point that the unphysical behavior of ⌫ ͑4͒ ͑͒ at small has a moderate influence on the calculation of the NLO result for the self-energy. Indeed, as we shall see, it is mostly the region ϳ p that contributes significantly to the flow of ⌺ NLO ͑p͒; in this region, the estimates of the four-point function obtained in the direct and improved LO are almost identical ͑the difference with the initial Ansatz is also small͒. This is why we have used the direct procedure in the first estimate of ⌺ NLO presented in Ref. ͓11͔. However, as we shall see in the next section, the improved procedure turns out to be much more accurate.
C. Improved calculation of ⌫ "4…
" ; p ,−p , q ,−q…
The procedure described in the previous subsection only applies to the four-point function at q = 0. It is only for this value of q that we can write Eq. ͑9͒ as a closed equation: where now
ϵ ␦ 12 ⌽͑;p,q͒.
͑27͒
In Eq. ͑26͒, we use the fact that q Ͻ to replace ⌫ llij ͑4͒ ͑ ; q ,−q ,0,0͒ by the initial Ansatz ͑we have seen earlier that this is a good approximation͒:
As a result, all the q dependence is now in the function ⌽͑ ; p , q͒. For the other factor in the rhs of Eq. ͑26͒, 
͑29͒
͑30͒

D. Dependence on ␣
In Paper I we discussed the dependence of ⌺ LO on the parameter ␣ that we introduced in one of the approximations ͑approximation A 2 ͒ used to construct the initial Ansatz for the four-point function ͓see Eq. ͑11͔͒. Recall that this approximation consists in replacing propagators such as G͑p + q͒ in the rhs of the flow equations by G LPA Ј ͑q͒⌰͑ 2 − ␣ 2 p 2 ͒. We found in Paper I that ⌺ LO ͑p ; ␣͒ obeys an approximate scaling law, ⌺ LO ͑p ; ␣͒Ӎ⌺ ͑␣p͒. Here, we discuss the ␣ dependence of the LO expression of the four-point function. For simplicity, we shall discuss the ␣ dependence of the expression obtained using the direct procedure ͑Sec. II A͒: The ␣ dependence of that obtained with the improved procedure is essentially identical, and the qualitative features that we want to discuss are easier to exhibit on the expression obtained in the direct procedure.
To study the ␣ dependence of the four-point function, it is convenient to separate ⌫ 12ll ͑4͒ ͑ ; p ,−p , q ,−q͒ into three contributions: that of the s channel ͑see Fig. 1͒ , denoted by ⌫ ͑4͓͒s͔ ; the sum of the contributions of the t and u channels ͑see according to Eq. ͑9͒. There is an important difference between ⌫ ͑4͓͒s͔ and ⌫ ͑4͓͒6͔ on one side, and ⌫ ͑4͓͒t+u͔ on the other side: while p flows through the loop in ⌫ ͑4͓͒t+u͔ ͑see Fig. 2͒ , in the other two cases it does not, so that the p dependence of ⌫ ͑4͓͒s͔ and ⌫ ͑4͓͒6͔ comes entirely from the vertices. The latter are those of the initial Ansatz ⌫ ͑4͒ and ⌫ ͑6͒ , which depend on p and ␣ approximately only through the product p␣ ͑see Paper I, Sec. III and Appendix A͒. On the other hand, the p dependence of ⌫ ͑4͓͒t+u͔ is mainly due to the explicit p dependence of the loop in Fig. 2 , which is given by the ͑␣-independent͒ function J d ͑3͒ ͑ ; p͒: Since J d ͑3͒ ͑ ; p͒ is only important when տ p ͑see Fig. 9 in Paper I͒, the contribution of the t + u channels is nonzero only in a region where the vertices in Fig. 2 are essentially the ͑p and ␣ independent͒ LPAЈ ones ͑see, e.g., Fig. 4͒ . Then, one expects ⌫ 12ll ͑4͓͒t+u͔ ͑ ; p ,−p , q ,−q͒ to be almost independent of ␣. Figure 5 shows that the total four-point function ⌫ ͑4͒ ͑ , p ,−p ,0,0͒ is in fact almost independent of ␣ when p =10u, which indicates that the contributions of the t and u channels dominate for this value of p. The same holds for all values of p much larger or much smaller than u. Only in the intermediate momentum region p ϳ c ϳ u / 10 is the variation with ␣ important, which reflects the fact that in this interme-diate range of momenta, the contributions of ⌫ ͑4͓͒s͔ and ⌫ ͑4͓͒6͔ are of the same order of magnitude as that of ⌫ ͑4͓͒t+u͔ , as we shall verify later ͓see, e.g., Fig. 7 below, and the related discussion concerning the ␣ dependence of ⌺ NLO ͑p͔͒.
III. SELF-ENERGY AND ⌬Š
‹ AT NLO
We now have all the ingredients to calculate the selfenergy at next-to-leading order. Recall that the physical selfenergy at criticality is given by ͓see Eq. ͑I.108͔͒
͑31͒
In order to get ⌺ NLO , one needs to insert in the rhs of Eq. ͑31͒ the LO expression for the four-point function ⌫ 12ll ͑4͒ ͑ ; p ,−p , q ,−q͒ which has been calculated in the previous section, and the LO propagator given by
with ⌺ LO ͑ ; q͒ the LO expression of the self-energy, given by Eq. ͑I.111͒.
A. Self-energy ⌺ NLO
In this subsection, we present numerical results obtained for d = 3 and N = 2 in order to illustrate the main features of the self-energy. We shall use the LO estimate of the fourpoint function derived in the improved procedure. In the next subsection, we shall present results for N 2.
Figures 6 display the self-energy at NLO and at LO for various values of ␣. As can be seen in these figures, ⌺ NLO depends much less on ␣ than ⌺ LO ͓recall that ⌺ LO ͑␣ ; p͒ obeys the approximate scaling property ⌺ LO ͑␣ ; p͒Ϸ⌺ ͑␣p͔͒.
In fact, both the IR and the UV regimes are nearly independent of ␣. It is only in the intermediate momentum range ͑p ϳ c ͒ that ⌺ NLO exhibits some dependence on ␣. Furthermore, it can also be seen in Figs. 6 that while ⌺ LO ͑␣ ; p͒ increases as ␣ increases, ⌺ NLO ͑␣ ; p͒ decreases with increasing ␣.
At high momentum, one expects ⌺͑p͒ to be given by perturbation theory, that is, one expects ⌺͑p͒ϳln͑p / u͒. Recall that in Paper I, we found that ⌺ LO ͑p͒ indeed behaves in this way, but the coefficient in front of the logarithm differed from that of perturbation theory by 7%. As we have discussed in Paper I, perturbation theory is recovered exactly at high momenta when one performs iterations. In particular, the two-loop result is exactly reproduced at NLO. We have verified that the coefficient in front of the logarithm in ⌺ NLO ͑p͒ at large p, is correctly obtained, to within the numerical accuracy with which it can be determined ͑about 0.5%͒.
In the IR regime, the power law behavior already reproduced in LO, p 2 + ⌺ LO ͑p͒ϳ p 2− , is essentially not modified: however, the numerical calculation is more involved in NLO, leading to a loss of accuracy that prevents us to determine the value of with any useful precision.
As was the case in LO, the ␣ dependence of ⌺ NLO is intimately connected with its momentum dependence. Following the analysis that we did in Sec. II D to understand the variation of ⌫ ͑4͒ with ␣, we split ⌺ NLO into three separate contributions: we define ⌺ ͓s͔ , ⌺ ͓t+u͔ , and ⌺ ͓6͔ as the contributions obtained, respectively, when only ⌫ ͑4͓͒s͔ , ⌫ ͑4͓͒t+u͔ , and ⌫ ͑4͓͒6͔ are included in the rhs of Eq. ͑31͒. The properties of the LO four-point function discussed in the previous section imply that ⌺ ͓s͔ ͑␣ ; p͒Ϸ⌺ ͓s͔ ͑␣p͒, ⌺ ͓6͔ ͑␣ ; p͒Ϸ⌺ ͓6͔ ͑␣p͓͒i.e., the same dependence on ␣ as ⌺ LO ͑see Paper I, Sec. IV A͔͒, while ⌺ ͓t+u͔ is expected to be roughly independent of ␣. These properties are well verified in our numerical calculations.
The three contributions of the self-energy are shown in Fig. 7 together with their sum ⌺ NLO . While ⌺ ͓t+u͔ is positive, the two other contributions are negative. The latter property can be understood as follows: In calculating, say, ⌺ ͓s͔ , one puts in Eq. ͑31͒ only ⌫ ͑4͓͒s͔ which, in turn, is calculated with only the first term of Eq. ͑9͒. In the latter, the flow is evaluated with the initial Ansatz ⌫ ͑4͒ which, as can be seen in Sec. III C of Paper I, verifies, in all regions of momenta, ⌫ ͑4͒ ͑ ; p ,−p , q ,−q͒ Ͼ⌫ ͑4͒ ͑ ;0,0,q ,−q͒ Ͼ 0. Since the integration over Ј that is needed to obtain ⌫ ͑4͓͒s͔ ͑͒ from Eq. ͑9͒ runs from ⌳ to , we have ⌫ ͑4͓͒s͔ ͑ ; p ,−p , q ,−q͒ Ͻ⌫ ͑4͓͒s͔ ͑ ;0,0,q ,−q͒ so that the integrand in Eq. ͑31͒ is negative, yielding eventually ⌺ ͓s͔ Ͻ 0. A similar analysis can be done for ⌺ ͓6͔ . Figure 7 shows that, as was the case for the four-point function discussed in the previous section, the t and u channels dominate, except in the intermediate momentum region ͑p ϳ c ͒ where the contributions of the three channels are of the same order of magnitude. This, together with the ␣ dependence of ⌺ ͓s͔ , ⌺ ͓6͔ , and ⌺ ͓t+u͔ recalled in the previous paragraph, explains the behavior seen in Fig. 6 . Figure 7 also reveals an interesting feature of the present approximation, for which we have no simple explanation: to within numerical accuracy, ⌺ ͓s͔ and ⌺ ͓6͔ appear indistinguishable. This property remains true for other values of N.
B. Calculation of ⌬Š
2
‹
We turn now to the calculation of the changes of the fluctuations of the field caused by the interactions:
As recalled in the Introduction, and more thoroughly in Paper I, this quantity is very sensitive to the intermediate momentum region and constitutes a stringent test of the calculation. In the following, we shall refer to the quantity in square brackets in Eq. ͑33͒, multiplied by 1 / ͑2 2 ͒, as to the integrand. Note that in the range of momenta where this integrand is significant ͑see, e.g., Fig. 8 
The shift, caused by weak interactions, in the temperature of the Bose-Einstein transition of a dilute gas is directly proportional to c ͓10,15͔.
As we have seen in Fig. 6 , ⌺ NLO ͑p͒ is independent of the parameter ␣ both at high and low momenta. However, in the crossover region ͑p ϳ c ͒ which determines the value of c, ⌺ NLO ͑p͒ still depends on the value of ␣. It follows that the value of the coefficient c calculated with ⌺ NLO ͑p͒ still depends on ␣. To understand better the ␣ dependence of the NLO predictions, one can write the coefficient c as the sum of three expressions, each of them containing only one of the three parts of the self-energy. The three contributions to the integrand yielding c are displayed together in Fig. 8 . Because of the approximate scaling discussed above, both ⌺ ͓s͔ and ⌺ ͓6͔ contribute to c with a term proportional to ␣, while the contribution of ⌺ ͓t+u͔ is essentially independent of ␣. This affine behavior of the NLO result for c is indeed observed in Fig. 9 . The negative slope is due to the negative sign of ⌺ ͑4͓͒s͔ and ⌺ ͑4͓͒6͔ . The ␣ dependence remains a source of uncertainty in the calculation of c. As can be seen in Fig. 9 , when we move from the LO calculation to the direct NLO to the improved NLO, the dependence on ␣ decreases, and so does the corresponding uncertainty in the calculated value of c. We regard the variation in the value of c when ␣ runs from 0.6 to 0.9 as a large overestimate of the uncertainty related to the choice of ␣. In fact we can eliminate much of this uncertainty by following a procedure suggested by the results plotted in Fig. 9 : since the curves representing c as a function of ␣ have opposite slopes at LO and NLO, one can invoke a principle of fastest apparent convergence to choose as best estimate that given by the value of ␣ for which the two curves cross: At this point indeed, the NLO correction vanishes. One thus obtains the value c = 1.44 ͑the crossing point being at ␣ = 0.83͒ when we use the direct LO expression of the four-point function, and c = 1.30 with the improved LO ͑corresponding to ␣ = 0.77͒. The improved NLO calculation is thus in remarkable agreement with the lattice data: 1.32± 0.02 ͓16͔ and 1.29± 0.05 ͓17͔.
We have also repeated our calculation for other values of N for which results have been obtained with other techniques, either the lattice technique ͓16-18͔, or variationally improved seven-loops perturbative calculations ͓19͔. These results are summarized in Table I and Fig. 10 ͑other optimized perturbative calculations have also been recently performed, and are in agreement with those quoted here; see Refs. ͓20,21͔͒. For small values ͑N Շ 10͒, our results fulfill all the numerical tests that we have described in this paper. For N Յ 4, where we can compare with other results, the values of c obtained with the present improved NLO calculation are in excellent agreement with those obtained from lattice and seven-loop calculations.
What happens at large values of N deserves a special discussion. As seen in Fig. 10 the curve showing the improved leading order results extrapolates when N → ϱ to a value that is about 4% below the known exact result ͓22͔. A direct calculation at very large values of N is difficult in the present approach for numerical reasons: since the coefficient c represents in effect an order 1 / N correction ͑see Ref. ͓22͔͒, it is necessary to insure the cancellation of the large, order N, contributions to the self-energy, in order to extract the value of c. This is numerically demanding when N տ 100. Figure  10 also reveals an intriguing feature: there seems to be no natural way to reconcile the present results, and for this matter the results from lattice calculations or seven-loop calculations, with the calculation of the 1 / N correction presented in Ref. ͓23͔: the dependence in 1 / N of our results, be they obtained from the direct LO or the improved LO, appear to be incompatible with the slope predicted by the 1 / N expansion.
Let us finally comment on the calculation of the coefficient c using the nonperturbative renormalization group reported in Ref. ͓24͔. The authors of Refs. ͓24͔ used a different approximation scheme than the one presented here: in the right-hand side of the flow equation for the four-point function, the six-point function is ignored, as well as the momentum dependence of the four-point functions. Thus contributions that we find important in our calculation are neglected. error on the calculation of c, using the extended treatment of marginal terms discussed in the second of Refs. ͓24͔. In view of this, it is hard to gauge the quality of the estimate c = 1.23 reported in Ref. ͓24͔ , and not to consider as largely accidental the agreement between this estimate and the lattice results.
IV. SUMMARY AND OUTLOOK
The quality of the results that we have obtained for the parameter c that characterizes the shift in the transition temperature of the weakly repulsive Bose gas is encouraging. It demonstrates that the method that we have developed in order to solve the nonperturbative renormalization group is capable indeed to yield the full momentum dependence of the n-point functions, in physical regimes where other approximation schemes are limited.
It is of course difficult to quantify the size of the theoretical uncertainties in this approach. We have commented in the previous section about the source of uncertainty related to the choice of the parameter ␣. A better estimate of the accuracy of the whole approximation scheme would be to perform one more iteration. However, the numerical effort involved in the calculation of the relevant multidimensional integrals is non-negligible, and, furthermore, the approximate equations that need to be solved in order to get the initial Ansatz for the n-point functions become increasingly complicated ͑see, for instance, Appendix A͒. Thus it seems unrealistic to imagine doing a further iteration, going, say, to the next-to-next-to-leading order. What remains then, as a measure of the quality of the approximation scheme, is the direct comparison with results obtained by other, reliable, nonperturbative methods, such as lattice calculations.
We have, however, started exploring an alternative approach which may have, among other features, the capability of yielding estimates for theoretical uncertainties. This approach builds on the present approximation scheme, but brings to it conceptual simplification. As we have seen when discussing results, both in Paper I and in the present paper, the approximation A 1 introduced in Paper I is accurate in most situations encountered when solving the flow equations. This approximation assumes that the vertices in the rhs of the flow equation are smooth functions of the momenta and exploits the fact that the loop momentum is bounded to neglect some of the momentum dependence. Once this is done, as shown in Ref. ͓13͔, one can relate directly the higher n-point functions that arise in the rhs of the flow equations to derivatives of the n-point function whose flow is being studied with respect to a constant background field. One then obtains closed equations. This method allows us to bypass both the approximation A 3 needed for n-point functions of high order, and also the approximation A 2 used to implement the decoupling of high momenta in the propagators. The price to pay is that the new equations are not only differential equations in the variable , but also partial differential equations with respect to the background field. However, they can be solved numerically, as will be demonstrated in a forthcoming publication ͓14͔.
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The diagrams in this paper were made with JAXODRAW ͓25͔. Authors R.M.-G. and N.W. are grateful for the hospitality of the ECT* in Trento where part of this work was carried out. In order to obtain the explicit expression of the initial Ansatz for ⌫ ͑6͒ we follow the same steps as in Paper I, Sec. III, when constructing the initial Ansatz for ⌫ ͑4͒ : We use the three approximations A 1 , A 2 , and A 3 to get an approximate equation for the flow of ⌫ ͑6͒ , which we then solve semianalytically.
The exact flow equation for ⌫ ͑6͒ can be written in the following form, exhibiting three kinds of contributions:
We start by implementing approximations A 1 and A 2 . To keep the discussion simple, we do so explicitly only for some typical terms of Eq. ͑A1͒. Take for example the following contribution involving the product of three ⌫ ͑4͒ : 
− Tr
After setting the external momenta to their values ͑p 3 = p 4 = p 5 = p 6 =0, p 2 =−p 1 ͒, imposing q = 0 in the vertices ͑approximation A 1 ͒, and replacing G͑q + p͒ by
where we have also made use of the symmetry of the bosonic n-point functions. A similar contribution corresponding to a different permutation reads
All 45 permutations containing three ⌫ ͑4͒ reduce either to the forms ͑A3͒ or ͑A4͒: those where both the external legs carrying the nonzero momenta ͑p and −p͒ belong to the same ⌫ ͑4͒ are of the type ͑A3͒, whereas those where the two legs with nonzero momenta belong to two different ⌫ ͑4͒ are of the type ͑A4͒.
The second kind of contribution is that which involve one ⌫ ͑4͒ and one ⌫ ͑6͒ . Among the 15 contributions of this kind, we have three different cases, depending on how the two external legs carrying nonzero momenta are attached: both on ⌫ ͑4͒ , both on ⌫ ͑6͒ , one on ⌫ ͑4͒ , and the other on ⌫ ͑6͒ . We explicitly write here one contribution of the latter type:
Finally, the third type of contribution is that which involves ⌫ ͑8͒ : − p,0,0,0,0,0,0͒. ͑A6͒ Observe that while all expressions in Eqs. ͑A3͒ and ͑A4͒ are known ͑the explicit form of ⌫ ͑4͒ can be found in Paper I, Sec. III C͒, in the rhs of Eq. ͑A5͒ appears the function ⌫ ͑6͒ , the variable of the differential equation ͑A1͒. Evaluating all the 15 permutations which includes this function ⌫ ͑6͒ , one verifies that it appears either in the form ⌫ ͑6͒ ͑p ,−p ,0,0,0,0͒, or in the form ⌫ ͑6͒ ͑0,0,0,0,0,0͒. The latter being simply the ͑known͒ LPAЈ expression ͑see Paper I, Sec. II C͒, one ends up with a differential equation for the function ⌫ ͑6͒ ͑ ; p ,−p ,0,0,0,0͒. In order to solve it, one needs an initial Ansatz for ⌫ ͑8͒ that appears in Eq. ͑A6͒. To get the latter, we follow approximation A 3 . Let us write the LPAЈ equation corresponding to Eq. ͑A1͒. This can be obtained by differentiating three times with respect to the equation for the effective potential, and then setting = 0. One gets
͑A7͒
Defining ͑see also Paper I, Sec. II C͒
we transform Eq. ͑A7͒ into
On the other hand, as suggested by the large N limit ͑see Paper I, Sec. II D͒, once approximation ͑A 2 ͒ is performed, one expects the term containing ⌫ ͑8͒ to be proportional to the other ones, the coefficient depending only on . However, while in the case of the equation for ⌫ ͑4͒ the three contribu- BLAIZOT, MÉNDEZ-GALAIN, AND WSCHEBOR PHYSICAL REVIEW E 74, 051117 ͑2006͒
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tions involving products of ⌫ ͑4͒ in Eq. ͑11͒ where identical at zero external momenta ͑thus giving a unique proportional factor F ͒, here we have two different contributions ͑those with three ⌫ ͑4͒ and those with one ⌫ ͑4͒ and one ⌫ ͑6͒ ͒. Thus the way the contribution of ⌫ ͑8͒ can be distributed over the other two is not unique. To remove the ambiguity, we distribute the various terms as they appear in the LPAЈ, Eq. ͑A9͒:
where F is the function defined in Eq. ͑I.44͒, while Eq.
͑A10͒ can be taken as the definition of F Ј. Using Eqs. ͑I.42͒
and ͑I.44͒ and Eq. ͑A8͒, one then sets
l ͬ.
͑A11͒
The function F Ј is shown in Fig. 11 .
We are now in the position to perform the approximation A 3 in the flow equation of ⌫ ͑6͒ , i.e., in Eq. ͑A1͒. This amounts to the replacement: In this appendix we obtain explicit expressions for the products of functions ⌫ ͑4͒ that appear in the rhs of Eq. ͑9͒, where ⌫ ͑4͒ is the initial Ansatz for the four-point function. All the needed expressions for the four-point functions that are needed here are those for ⌫ ͑4͒ ͑p 1 , p 2 ,0,−p 1 − p 2 ͒ that can be found in Paper I, Sec. III B.
͑i͒ s-channel contribution.
Here we consider the product ⌫ 12ij ͑4͒ ͑ ; p ,−p ,0,0͒ ϫ⌫ llij ͑4͒ ͑ ; q ,−q ,0,0͒, where, because of the regulator, q Ͻ . ␦ 12 .
͑B2͒ ͑ii͒ t-channel contribution.
Here we consider the product ⌫ 12ij ͑4͒ ͑p ,−p ,0,0͒ ϫ⌫ llij ͑4͒ ͑q ,−q ,0,0͒. As q Ͻ and ␣ Ͻ 1 ͑and thus ␣q Յ ͒, one has two cases to study: p Ͼ ͉p + q͉ and ͉p + q ͉ Ͼ p. ͑A͒ p Ͼ ͉p + q͉. In Paper I, Sec. III B, we assumed p 1 Ͼ p 2 Ͼ ͉p 1 + p 2 ͉. Using the symmetry of the bosonic n-point functions, we can conveniently rewrite the product as and the expressions of the vertices to consider are those of either regions ͑a͒, ͑b͒, or ͑c͒ of Paper I, Sec. III B, depending on the value of ͓region ͑d͒ never enters, because q Ͻ ͔: ͑a͒ Ͼ ␣p.
The two vertices are in region ͑a͒ of Paper I, Sec. III B. The product is simply:
