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Many papers have been published recently on studies of dynamical processes in 
which the attracting sets appear quite strange. In this paper the question of 
estimating the dimension of the attractor is addressed. While more general 
conjectures are made here, particular attention is paid to the idea that if the 
Jacobian determinant of a map is greater than one and a ball is mapped into itself, 
then generically, the attractor will have positive two-dimensional measure, and most 
of this paper is devoted to presenting cases with such Jacobians for which the 
attractors are proved to have non-empty interior. 
1. INTRODUCTION 
The purpose of this paper is to argue that a meaningful concept of the 
dimension of strange attractors can be defined in terms of Liapunov 
exponents. We call this dimension the Liapunov dimension. We consider the 
problem of determining the dimension of the invariant attractor for certain 
chaotic systems of difference equations. For specific systems, we will 
rigorously compute the “dimension” of the strange attractor. These values 
will be consistent with the predictions of a conjecture which was formulated 
on the basis of numerical studies of some of these same systems. 
Intuitively, the fractal dimension of a space depends on the amount of 
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information required to specify a location within a given precision. In 
practice, positions are often specified approximately to within some tolerance 
E. For a space S, let N(E) be the minimum number of points that can be 
chosen so that the E balls centered at these points cover the space. The 
capacity of S tells us how N(E) grows as E shrinks to 0. If the set is d- 
dimensional we expect N(E) N Vcsd for some V. Define 
whenever the limit exists. This is called the fracral dimension (a term coined 
by Mandelbrot) or capacity, and can be viewed as a simplified version of the 
Hausdorff dimension. While it is easy to construct examples of sets where 
the Hausdorff dimension differs from the fractal dimension, we know of only 
pathological examples in which the sets are attractors lying in Euclidean 
space. Such examples eem to depend on delicate details that are destroyed 
by small perturbations. Douady has shown us an example in one dimension 
in which the attractor is a countable sequence of points converging to 0, and 
the two dimensions are different, but such attractors are unlikely to appear in 
practice. Notice that an open set in R” will have capacity n, though the 
capacity of more general sets is not always an integer. For a detailed 
discussion of this concept, see the work of Mandelbrot 121. 
In order to formulate a conjecture in [ 11, Kaplan and Yorke examined 
numerically a class of difference quations of the form 
Xk =fV-l)> (1) 
where f: B + B, B a compact n-dimensional set, f(B) c interior(B). In 
particular, observe that y+‘(B) c?(B). The attractor for (1) is defined as 
s = (-)z J(B). 
Specifically, they examined the family of equations 
X kf I = 2xk (mod 11, 
Y k+,=‘hyk+PtXk) 
(2) 
and 
X k+l=2Xk (mod 11, 
Yk+I=Alyk+P(Xk)~ 
zk+ I = hzk + dxk)7 
(3) 
where p, q are non-constant periodic functions having period 1 for which 
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sup p (x) = sup q(x) = 1, and infp (x) = inf q(x) = -1. Throughout the paper 
we always make the restrictions ]I, 1 < 1, 11, ] < 1. For (2), 
B= (x,y):OCx< 1, 
I 
while for (3) 
B= (x,y,z):O,<x< l,& 
I 
1 
PtninGYG 
I 
1 -)L, Pm,x? 
These systems were chosen because of the ease with which it is possible to 
compute the eigenvalues of Df, namely, 2 and A, for Eq. (2), and 2, A,, and 
1, for Eq. (3). The determinants of Pf are therefore 21, and 21, A,, respec- 
tively. 
Liapunov Numbers 
For any k vectors v, ,..., vk in R”, k < n,, let vol,(v, ,..., vk) denote the k- 
dimensional volume (20) of the k-dimensional parallelopiped that has a 
vertex at 0 and v, ,..., vk as sides. Hence vol, (v) = ]I u I]. Write 
A, = D[j”‘(X)], the n x n matrix of partial derivatives off”. For XE R”, let 
6,(X, v, ,..., v,J = lim,,, [vol,(A, v, ,..., A, vJ] ‘im when this limit exists. If 
almost every choice of v, ,..., vk and X yields the same number then we say 
the system has a k-dimensional growth rate and we denote this value by 6,. 
When these rates exist for k = I,..., n, write L, = 6, and Li = S/dim, for 
i = 2,..., n. We say Li is the ith Liapunov number ofJ: It can be seen that 
L,>L,> *‘. > L,. If f(X) is linear, the Liapunov numbers exist and they 
are the absolute values of the eigenvalues off: See [9]. 
For system (3) observe that the three Liapunov numbers are 2,1, and &, 
while for (2) the Liapunov numbers are 2 and A,. 
For system (2), it was observed in [ 1 ] in numerical experiments in which 
p (x) = cos 47tx, that if 2A, > 1, then the chaotic set appears two-dimensional, 
while if 2A, < 1 then the chaotic set appears less than two-dimensional. 
Notice that if we set p(x) = 0 the attracting set would have y = 0 and so 
would have dimension 1. This case appears to be exceptional. 
For system (3) it was found that if 22, A, > 1 then the chaotic set appears 
three-dimensional, while if 2A, > 1 and 21, A, < 1, the chaotic set appears to 
be less than three-dimensional, but more than two-dimensional. This 
relationship held for various choices of functions p and q. 
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For certain exceptional choices, however, this relationship breaks down. 
For example, if 
A, =A* and P’4 
then each point (x, y, z) in the attracting set satisfies y = z and (3) 
degenerates into a two-dimensional system. That is, there is a smooth 
invariant manifold (namely, a plane) to which all trajectories are attracted. 
Similarly, if p (x) = cos 8rr.x and q(x) = cos 47rx and 1, = AZ, there is an 
invariant, attracting two-dimensional surface. To see this notice that 
p(xk-d=dxk). Henceyk=4yk-, +P(~~-,)=~.JJ-, +q(xA so 
IYk-zk+l I=h/Yk-I-Zkl’ (4) 
Since ]A,] < 1, yk-zk+,-+O as k-+oo. Rewriting zk+,, we get 
Y, - h zk - dxk) --) O. Hence the (invariant) surface satisfying 
y - lz - q(x) = 0 is attracting. The examples lead to the following 
conjectures, a version of which appeared in [ 11. See also [ 16, 171. 
Let B be a compact subset of an n-dimensional space. Let 
f: B + interior(B) be C*. Consider the process (1). 
We say S c B is a strong attractor (for B) if for almost every X E B (with 
respect to Lebesgue measure on B), the positive limit set L’(X) equals S. 
Let C*(B) be the set of C* maps from B into B with the standard topology of 
uniform convergence of the map and all its first and second partial 
derivatives. Let A(B) be the set offE C*(B) for which: 
(i) there is a strong attractor; and 
(ii) there are Liapunov numbers L, ,..., L, (and in particular almost 
every X in B yields the same Liapunov numbers). 
The set A(B) has a complicated structure but there appear to be examples 
to show A contains some open sets, as when the attractor is “AxiomA.” 
There also seem to be important pieces of A that are second category but do 
not have interior. 
We have heard on a variety of occasions over the years the opinion that 
the dimension of a (strong) attractor would be the number of Liapunov 
numbers that are greater than 1. We believe this is generally an 
underestimate of the dimension. 
We conjecture that if Liapunov numbers exist (and we believe they usually 
do when there is a strong attractor) then 
L, x **a XLj>l (5) 
generally implies the capacity of the attractor is at least j. Let us try to be 
more precise, though our conjectures may have to be reformulated. We 
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describe the exceptional set off which have the prerequisites but the fractal 
dimension is too small. 
Conjecture 1. Let j E { I,..., n }. Let Ej be the set of f(Z A whose 
Liapunov numbers satisfy (5) and whose attractor has fractal dimension less 
thanj. We conjecture Ej is nowhere dense in C*(B). 
This conjecture concerns only the integer part of the dimension. Most of 
the evidence in this paper concerns this conjecture. It is possible to exhibit 
sets with a non-integer fractal dimension. In fact, as our previous discussion 
of system (3) suggested, we observed attractors of dimension less than 3 but 
greater than 2 where 21, > 1 but U,1, < 1. ‘The attractors can be shown to 
be strong attractors for (2) and (3). The following is a more relined 
conjecture about the dimensions of the attracting set. Let 6, be the sum of 
the exponents In L, + ... + In L, and let 
pk = k + , In Lk+, , for k = l,..., n - 1 and P,, = n* 
Define m = max{i: cIi 2 O}. Notice that if m < n then m <p, < m + 1. If 
L, < 1, we definep,=O. 
We call pm the Liapunov dimension and write dimliar, S. Notice that this 
dimension depends on the map as well as the set S. 
We originally conjectured that generally dimcaD =dimLiap but gave up this 
idea as a result of discussions with Lai-Sang Young who convinced us that 
the exceptional points with different Liapunov numbers would have a major 
effect on the fractal dimension [4], so that the fractal dimension could be 
larger than the Liapunov dimension. Her comments were based on the 
application of considerable insight to the unpublished results of Manning. 
Notice that in Conjecture 1 we are using the Liapunov exponents to obtain a 
lower bound on the fractal dimension and we believe dimprob elow could be 
substituted for dim,,, . In [ II] she gives a lower bound in terms of Liapunov 
exponents. See also [lo]. 
We believe the Liapunov dimension reflects the dimension of what might 
be called the “core” of a strong attractor, the region of high density where 
most trajectories reside most of the time. The fractal dimension by contrast 
is used for measuring the entire attractor. To make this more precise, choose 
an initial X at random and examine the sequence Xi =deFJi(X) for i = l,..., M 
where A4 is quite large. The sequence will in general exhibit great variations 
in the density of the attractor. If we choose an s-grid of cubes in Euclidean 
space, some of the cubes that contain any of the points X, will contain only 
one point while others will contain many. Let 8 E (0, 1) and let N(B, M) be 
the smallest number of cubes of the e-grid needed to include at least Mt? of 
the points XI,..., X”. As M+ co, generally N(B, M) will converge to some 
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limit we denote N,(8). In particular, N,(l) is the number of cubes needed to 
cover the entire attractor. Since only the highest density cubes need be 
chosen, N,(B) with 8 = i, for example, will often be a tiny fraction of N( 1). 
For each 0 let 
dim&X,) = lii In N,(B, M) 
ln(l/.s) . 
If almost every X, yields the same number, we write dim,. 
We feel that dim, will generally exist forfE A(B) and will be independent 
of 0 as long as 0 < 1 and will be equal to dimLiap. This is because we are 
able to exclude the region of S having lowest density. It should be noted that 
for 8 < 1, N,(B) is far more easily estimated numerically than N,(l). This and 
other definitions of dimension that reflect the variable density nature of 
attractors need more study. See [ 171 for related ideas. 
We conjecture that dim, exists for most fE A(B) and satisfies 
dim, = dimLiap S for all 8 E (0, 1). 
In particular dim, is conjectured to be generally independent of 8 provided 0 
is strictly between 0 and 1. We say f has a probabilistic dimension dimprob if
for all 8 E (0, 1) dim, exists and equals dimprob. (The term dim, depends on 
having a probability measure on B which is inferred from the trajectory 
residence times). See also [ 13, 15, 16, 17) in which Renyi’s information 
dimension is discussed. 
Conjecture 2. Let E, be the “exceptional” set off E A which either fails 
to have a probabilistic dimension or has dimprob # dimllap. We conjecture 
E, is nowhere dense in C*(B). [C”(B) may be needed]. 
We will say the Liapunov numbers L, ,..., L, are absolute if every x E B 
(not just almost every) yields these Liapunov numbers. It is rare for 
Liapunov numbers to be absolute, but in the rare explicit examples where the 
Liapunov numbers can be calculated theoretically, they are often absolute. 
When the Liapunov numbers are absolute we generally expect 
dimcap = dimprob. 
An example of an exceptional case is where a point x0 is attracting and 
yet L, = 1, for example, when Df(x,) has an eigenvalue + 1. The attraction 
here is due to higher order terms. The attractor is a point and so has 
dimension 0, yet dimLiap > 1. Small perturbations of the map will change this 
delicate balance. The statement dimpro,, S = dimLiapS certainly fails in the 
case where there is a compact smooth manifold of dimension less than p, 
that is a stable attractor (though [ 161 suggests there are other cases in which 
it fails). Such a smooth manifold, when it exists should be destroyed by 
LIAPUNOV DIMENSION OF STRANGE ATTRACTORS 191 
almost any perturbation. It may be replaced by a non-smooth manifold that 
is a stable attractor and is nowhere differentiable. 
Douady and Oesterle [5] prove that an upper bound for the fractal 
dimension can be obtained using an expression like ours for the Liapunov 
dimension. The numbers they use are basically upper bounds for the 
Liapunov numbers. 
Mori and Fujisaka [6] have claimed a related dimension formula is valid. 
In the case of sufficiently simple situations, their formula gives the same 
prediction as ours, and they apply the results to the Lorenz attractor. In 
higher dimensional cases where their formula differs from ours, we believe 
their brief derivation is wrong. 
Hanson et al. [3] have attempted to check the predictions of our 
conjecture (in [I]) for several low dimensional situations including the 
Henon map, using particular choices of the parameters. They have estimated 
the Liapunov numbers and used these numbers to compute the Liapunov 
dimension directly by counting the number of a-balls that are needed to 
cover the attractor. In one representative case, a direct computation of the 
dimension produces a value of 1.202 f 0.003, while our conjecture predicts a 
value of 1.200 f 0.001 based on numerical calculation of the Liapunov 
exponents. For a different set of parameters, they estimate the dimension to 
be 1.261 f 0.003, while the corresponding result using numerically estimated 
Liapunov numbers is 1.264 f 0.002. Most relevant to our examples is their 
work on the system 
x ,,+, =kl. mod 1, 
Y n+,=(f)yn+COS47rx,. 
The Liapunov numbers are L, = 2 and L, = f so the Liapunov dimension 
1 + (In n,)/ln( l/A,) is 1.4306766.... Their direct computer estimate of the 
fractal dimension is 1.4316 f 0.0016. While these results are not conclusive, 
they provide additional evidence for the validity of this approach. It should 
also be noticed that there is no reason to expect dimcap to equal dimLiap 
though they may be very close. Their maps all have constant Jacobian. 
Similar calculations have been made by Farmer [ 141 in cases where the 
dimension exceeds 2.0. His estimates were consistent with our conjectures 
and disagreed with Mori’s. He additionally studied situations (differential 
delay equations) with Liapunov dimension as high as 20. 
In the following Section 2 we will present some heuristics which led to the 
formulation of our conjectures. Then, in Section 3, we will study the limit set 
for systems having form (2) or (3). In each case our results are in agreement 
with Conjecture 1. In Section 4, numerical results are presented showing how 
the Liapunov dimension varies for a particular map in R“ as a parameter is 
varied. 
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Ledrappier [ 12) has defined a dimension which is essentially lim,,,, dim, 
which he conjectures can be estimated using Liapunov exponents calculated 
using an appropriate measure. He obtains several inequalities. We now give 
our theoretical motivation for defining dimLiaD . 
2. HEURISTICS 
In this section we give a plausibility argument hat pm sz dim,,,,S. While 
this argument is not conclusive, it is clear that it can be made precise for 
many mappings J 
Consider an e-cover (using cubes) of the attracting set employing N(E) 
cubes such that In N(s)/]ln E] is approximately the dimensions of S. Denote 
the cover by C. 
In order to estimate how many cubes of a size smaller than E are needed 
to cover S, note first that for each integer k we have S c U,Ecfk(c). For 
simplicity, let ui ,..., U, denote the sides of one of the cubes. For simplicity, 
assume that f”(c) is approximately a rectangular parallelopiped. Then the 
sides of most cubes will be on the average stretched by a factor of L, underf, 
so that the kth image will be roughly a rectangular parallelopiped. If the 
orientation of the sides is chosen appropriately the sides offk(c) will have 
lengths approximately 
L?&, L:& )...) Lk,&. 
[Actually, it is possible that fk will fold and crinkle c. This decreases the 
dimension. The image “parallelopiped” may not be rectangular, but 
moderate shear should have little effect on the number of tiny cubes needed 
to cover it.] 
Choose j with Lj+, < 1. The number of cubes with sides Ljk+,c needed to 
cover fk(x) is approximately 
L:& 
Ljk+ls 
. . . +L t! (A-)“. 
Lj+lE 
In the remaining directions, since the eigenvalues are arranged in order of 
decreasing magnitude, one cube is thicker thanfk(c). Hence the number of 
cubes sufficient o cover UcGcfk(c) is approximately 
N(E) fi (+)k 
1=1 Jil 
which is at least as big as N(cLf). In particular, there may be cubes in C 
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whose images under fk overlap, in which case (6) is an overestimate for 
N(.sL$. For E small we have 
When k is large, the terms on the right in both the numerator and 
denominator dominate and we have 
In nJ;= 1 I;i 
dims--j+ ,lnLj+,, =Pj* 
Hence, for each j with Lj+ , < 1 we have pi > dim S. The following lemma 
completes the heuristic argument. 
LEMMA 1. pm = min{pj: Lj+, < 11. 
Proof: In order to compare pj- I with pi, define 
g(a)=j-In fi Li 
( ,i 
In Q for a > 0. 
i= I 
Then g(Lj+ 1) = Pj and g(Lj) = pi-, . Also 
g’(cr)=In 1J[ Li (Ina)-*a-’ 
( 1 i=l 
has the same sign as ln(n{=, L,), namely, 
sign g’(a) = + 1 if jcm 
=- 1 if jam. 
Since Lj,, <L, we have pj a~,+~ when j < m and the reverse when 
jam. I 
This argument seems valid for most cubes c. However, if the expansion 
and the contraction vary from point to point, the Liapunov exponents are 
generally statistical averages, essentially averaged over the attractor. For any 
k, there will be exceptional cubes whose volume shrinks significantly more 
slowly than average. Hence, Conjecture 2 discards regions of lowest density 
by speaking of dim,. The Liapunov dimension seems to express the “size” of 
“most” of the attractor that lies in a high density core region. 
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3. ATTRACTORS THAT HAVE INTERIOR 
The results in this section give cases in which the preliminary conjecture is 
valid. Showing the capacity is the same as the dimension of the space is, in 
general, difftcult. We are able to show this here by showing the attractor 
contains an open set. This approach is inadequate for sharp estimates. 
We begin by considering the simple system 
X kf I = 2xk (mod 1X 
Yk, 1 = ‘bk + dxk). 
(7) 
where we define p to be a periodic function (of period 1) for which 
p(x)=-1 if O<x<+ 
= 1 if $,<x<l. 
(8) 
PROPOSITION 1. If f < ,l c 1, then S has non-empty interior for system 
(711 (8). 
We remark that a set in R2 with non-empty interior must have dim,,, = 2. 
Any set in R* which has positive Lebesgue measure has dimcap = 2 even if it 
has no interior. 
Proof. We observe that the set 
s= [O,l] x 
I 
-&,& 1 
is the invariant attractor for f < 1 < 1. I 
Next, we turn our attention to the case of a continuous function p. Define 
p (x) = -4x + 1 if O<x<f 
= 4x-3 if +<x<l, 
(9) 
and p(x + 1) =p (x) for all x. Observe that p is the piecewise linear analog 
of the function cos(27rx). 
THEOREM 2. If 3 < 3, < 1 then the attracting set S has non-empty 
interior for system (7), (9). 
ProoJ As in Proposition 1 we look for an invariant attracting region. 
The piecewise linear nature of p suggests that we look for a region with a 
piecewise linear boundary. 
A straightforward computation shows that the mapping f: R ’ --f R2 defined 
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by the right hand side of (2) [i.e., f(x, y) = (2x (mod l), 2~ +p (x))] sends 
the line segment 
L, = I (x,y):y=&x- +Xx<+ 1 
to 
Thus L, and f(L,) are coincident, with f(L,) containing L, . Similarly, 
L,= (x,y):y=- & x+ 
I t i 
31- 2 
,‘,<X< 1 
(l-2)(1- 1) 2 t 
is mapped onto itself. It follows that the polygonal path formed by L, and L, 
is an invariant curve under (2), and this path forms the upper boundary of 
the invariant attractor S. 
The line segment L, is the unique straight line on 0 <x < f which is 
invariant under (2); the segment L, has an analogous property on f < x < 1. 
In order to determine the lower boundary, therefore, we have to use a slightly 
modified approach. Now, we look for line segments L, and L, with the 
property that f(L3) is coincident with L,, while f(L4) overlaps L,. Again, 
by direct computation, we find that 
L,= (x,y):y=&+ 
I 
2-A 
(A + 2)@ - 1) 
,o,<x<l’ 
’ 21’ 
and 
L,= (x,y):y=-&+ 
I 
31- 2 
,&x< 1 
@+2)(1,- 1) 2 I 
are the unique segments with this property. The resulting region S is shown 
in Fig. 3.1. 
Finally, we note that for ,J > $ we have the y-intercept off(L,) = L, above 
the y-intercept off(L,) = L,, so that the region S* shown in Fig. 3.1 will be 
invariant, and so is contained in S and our proof is completed. I 
Note that in the previous proof it is easily seen that S* is, in fact, equal to 
S. 
Our conjecture asserts that Theorem 2 should be true for 4 < A < 1. 
although our proof requires 3 < k < 1. The discrepancy is due to the fact that 
we have actually proved more than was asserted. We proved that S, c S. It 
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FIG. 3.1. The attractor described in Theorem 2. 
is interesting to examine the invariant attractor for (7), (9) for A slightly 
smaller than 3. For A = 0.6, the invariant set is shown in Fig. 3.2. The 
triangular wedges at the sides are formed by the linesf(LJ, i = 1, 2, 3,4. In 
this case S still has non-empty interior, although it is no longer true that 
s*cs. 
Our original conjecture was motivated by a numerical examination of 
system (7) for p (x) = cos(47rx). In this case, it seems likely that the region S 
can be determined in a manner similar to the proof of Theorem 2. For 
example, the upper boundary (x, d(x)) of S would be defined implicitly by 
the functional equation 
n&C/2> + cos(47rx) = qqx). 
FIG. 3.2. 1= 0.6. 
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FIGURE 3.3 
Figure 3.3 shows the region S for I = 3, drawn numerically; 80,000 points 
were plotted. 
Figure 3.4, by contrast, shows the system (7) with A = 4. Here 100,000 
points have been plotted. It would appear that each cross section of S is a 
Cantor set, as in the case where p(x) is given by (9). We claim that this set 
has dimension 2 although it probably has no interior. 
FIGURE 3.4 
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We next turn our attention to the three-dimensional system (3) 
X . k+l==k (mod I>, 
Y k+l=~1yk+Pwk)r 
z&+1 = L2Zk + 4(X,)* 
We will assume that f < 1, < 1, < 1. 
We begin by making the change of variables 
x&=x&, 
Yk=4yk, 
Z& = I,Z,. 
The transformed system is 
(10) 
X k+ 1 = 2xk (mod I), 
y&f I = ‘,Yk + & dxkh 
‘k+ 1 = hzk + ‘&dXk)* 
(11) 
It will facilitate our analysis to consider this system in the form of (11). 
rather than (3). 
Next, define TX: D-D, D CR', by 
Yk+,=~,h+~,~(x)~ 
zk+ I = AZzk + ‘bdx), 
(12) 
where D is the ball of radius p around the origin, with 
As before, S = (-)m j"(D). Define 
s,= {(y,z): (x,y,z)E S). 
We treat the special case 
p (x) = q(x) = sgn(sin(2nx)) = $1 if O<x<{ 
(13) =- 1 if $<x< 1. 
In Proposition 1 we were able to establish our conjecture for the full range 
of parameter values 4 < 1, < 1. In Theorem 2, in exchange for treating a 
more complicated system, we proved our result for a more restricted set of 
values. In the case of our three-dimensional system the situation is even more 
extreme. 
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THEOREM 3. Given the system (1 l), (13), there exists E > 0 such that for 
all A,, 1, satisfying 1 - E < A, < 1, < 1, the interior of S is non-empty. 
Proof: Fix x E [0, 1). Observe that corresponding to x there are two 
numbers which we denote by x, and x- satisfying 
o,<x+ <f, ;<x-<1 
and 
2x, =2x-=x (mod 1). (14) 
Since x is fixed, we will use the notation T, , T- to denote the mappings T,, 
and TX-, respectively. From (12), (‘13) and (14) we see that for (y, z) E D, 
T, (Y, 4 = (4 Y + 1, > &r + J,>, 
T-(Y,z)=(~,Y--l,,l,z-~,). 
(15) 
Our proof will consist of constructing explicitly a parallelogram P c D such 
that 
P c T, (P) U T-(P). (16) 
This, in turn, will imply that (x, P) c S for each x E [0, l), so that S 
contains a solid torus. 
We begin by letting c = (c,, cp) denote an (as yet unspecified) vector in D, 
with c, < c2. Let d = c + (2,2), and define P to be the parallelogram deter- 
mined by the four points (c, d, -c, -d). We wish to select c, and c2 so that 
(16) will be satisfied. A direct application of (15) shows that 
T+(c)=@,c, +4,&c,+&), 
T+td)=(~,c,+31,,;1,~,+3~,)=f, 
T+(-c)= (-J,cI +A,, -A,c, +A,) = -e, 
T+(-d)=(-II,c,-3,,,-~,c,-1,), 
VW 
T-(c)=(&c,-L,,&c,-A,)=e. 
T-(d)=(~,c,+;1,,1,c,+1,), 
T-(-c) = (-A, c, - A,, -A,c, - A,), 
T-(-d) = (-A,c, - 34 -&c, - 34) = -f: 
(17b) 
From (17) it is readily seen that the parallelograms T+(P) and T-(P) have 
the property that T+(P) U T-(P) is itself the parallelogram spanned by 
ted -e, -f). 
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Now the slope of $ is 1,/A,, which is greater than the slope of cd. It 
follows that provided the point c lies below 3, the entire line 2 will also. 
Similarly, provided the point d lies to the left of the linef(-e), so will the 
line d(-c). By symmetry about the origin, these geometric onditions will be 
sufficient o guarantee (16). [See Fig. 3.5.1 
We can write the equation of the line 2 as 
y - (A, c, - A,) = p (x - (A, c, - A,)). 
I 
Thus the requirement that c lie below $ may be expressed analytically as 
c2 < (&c* - 1,) + $ * (Cl - &Cl - 4)). (18) 
Similarly, the line A-e) has equation 
y-(-~2c,+12)=*~(c2+ l) A,(c, + 1) (x-(-kc, + 4)) 
so that we require 
h(c, + 1) 
d2(c2+1)((C2+2)-(-~2C2+~2))+(-~1CI+~,)~CI+2. (19) 
Next, let us fix c, = 1. Then (18) and (19) can be solved for c2 to yield 
A2 l--I, 
c, Q- 
4 [ 1 1-I,’ (20) 
2&A, - 41, + 3A, 
21,A2+2A,-31E, “” (21) 
FIGURE 3.5 
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These can be combined into the single inequality 
(22) 
We remark that the condition 2, > 1, implies that -41, + 31, > 21, - 3L,, 
so that (21) guarantees that c2 > c, = 1. 
Consider now the auxiliary function 
It is easily verified that f( 1, 1) = 0. Also, 
~j&J,)=l,(l-1,)[21, +2] -1,[2&& + 2L, -3A,] 
1 
-[(l -A2)[2k,&-44A1 +3/l,] +A,(1 -A&(2&-4)] 
so that 
&f(L 1)=-l (0. I 
It follows that for A, < 1 but sufficiently near 1, f(L,, 1) > 0. By the 
continuity of f there must now exist some E > 0 such that for all 
1 -E < 1, < 1, < 1, f(A,, A,) > 0. But this implies that (22) holds with a 
strict inequality, so that we can select a number cz satisfying (20) and 
(21). I 
The following result represents a partial converse to Proposition 1 and 
Theorems 2 and 3 and suggests that the original conjecture is the correct 
one. 
THEOREM 4. Consider the system 
x k+* =2x, (mod 11, 
Yk+I=4Yk+P(xk), 
zk+1=A2zk+q(xk), 
(3) 
whereO<A,<A,<l. ZfA,&,>f, therearefinctions$=[~]: [0,1)-R’ 
such that S has non-empty interior. 
ProoJ: Let f: R 3 + R 3 denote the right hand side of (3), and let A denote 
the 2 x 2 diagonal matrix [;I :,I. 
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For any x E R we will use the notation (x) to denote the fractional part of 
x. It is then easily seen that for any x E R, D c R2, 
f@> D) = ({2x), AD + 4(x)), (23a) 
f*(x, D) = ({4x}, A20 + /1$(x) + 4(2x)) W) 
and, generally 
f"(x,D)=({2"x},A"D+A"-'qi(x)+A"-'4(2x) 
+ *.a +A$(2"-'x)+$(2"x)). 
(23~) 
We focus first on that portion of the region 1,A, > i in the first quadrant 
for which At > $. 
Let D denote the square with vertices (1, l), (1,-l), (-1, -1) and 
(-1, 1). We remark that D has area 4. We wish to construct p and q such 
that 
[O, 1)xDc iif’([O, l)xD). (24) 
i=l 
In particular, (24) will ensure that [0, 1) x D cf*([O, 1) x 0). 
Recall that from (23b) 
f2(x,D)=({4x},A2D+A~(~)+~(2~)). 
Note, further, that A*D is a square with vertices (ktn:, *A:) and, by 
hypothesis, each side of this square will have length greater than 1. It follows 
that with proper placement four translations of ,4*D will suffice to cover D. 
Towards this end, we consider the system of eight equations 
A$qO) + fj(2.0) = (1 - A:, 1 - A:), 
A#(:> + $?q+, = (-1 + n:. 1 - A:), 
A#($) + $(O) = (-1 f n:, -1 + A:), 
(25) 
A$(:) + g(f) = (1 - A:. -1 + ;I;>. 
This system will have a unique solution for the unknowns d(O), d(i), #($), 
$(i) whenever the matrix 
I 
A+Z 
0 
I 
0 
0 
A 
0 
0 
0 
I 
A (26) 
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is nonsingular. [Note that I is the 2 x 2 identity matrix.] But if we view (25) 
as a 4 x 4 matrix, its determinant is given by the determinant of 
(1 +A)& 
which is clearly nonsingular. 
Now, simply define 
d(x) = b(O) if O<x<+ 
=4(f) if f<x<f 
=4(t) if f\<x<i 
=0(j) if t<x<l. 
It then follows from (23b) that (24) is satisfied. 
In order to extend our result to a larger set of parameter values, we 
consider the third iterate off, 
j+(x,D)= ({8x},A3D +A’$(x) t A@x) + #(4x)) 
and try to select d so that [0, 1) x D c Uz=, f’([O, 1) x D). We stipulate 
that 
/I;>; and A; > $ (27) 
or, 
n; > a and n: > 4. 
[See Fig. 3.6.1 In this case the rectangle A30 with vertices (*A:, *A:) will 
have area greater than $, and so it will take eight translations of this 
rectangle in order to cover D. This can be accomplished provided we can 
solve the system of equations 
(28) 
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FIGURE 3.6 
where ai, i = 1, 2,..., 8, are appropriately chosen points in R2. This system 
will have a unique solution provided the matrix 
l+A+Ll' 0 0 0 0 0 0 0 
0 A2 A 0 z 0 0 0 
Z 0 A2 0 A 0 0 0 
0 0 0 A2 z 0 A 0 
Z+d 0 0 0 A2 0 0 0 
0 0 A 0 z AZ 0 0 
Z 0 0 0 A 0 A2 0 
0 0 0 0 z 0 A AZ 
is nonsingular. This is equivalent o requiring that 
(1 +A +A2)(A2)’ 
be nonsingular, which is clearly the case. Finally, we can now define 
4(x> = W/8) if j/8 <x < (j + 1)/8, j = 0, 1, 2 ,..., 7. 
Proceeding inductively, consider the nth iterate (23~) 
P(x,~)=((2”x},A”D+A”-‘Q)(x)+n”-2~(2x)+~~~+n~(2”-‘x)~g)(2”x)). 
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Here we must require that 
A: > (4)” and 1; > ($)n-m, 
Note that 
m = 1, 2 ,..., n - 1. (29). 
Then 2” translates of the rectangle with vertices (+A;, &A:) can be made to 
cover D whenever the matrix system analogous to (24) or (28) has a 
nonsingular coefficient matrix. But this, in turn, is equivalent to the 
nonsingularity of 
(l+n+/i’+ . . . +p--l)(/p-yl, 
and our result is established. 1 
Remark. If we consider, for example, the larger difference system 
X k+l=%l (mod 1X 
Yktl=4Yk+Pw, 
zh+ 1 = J22, + dxJ9 
wk + 1 = 4 wk + r&J 
then we can establish a corresponding result to Theorem 4 in the case that 
lll,L, > f, simply by using 3 x 3 blocks. 
4. AN EXAMPLE INVESTIGATED NUMERICALLY 
As an example of the ideas in Section 1, we have examined the variation 
of the Liapunov numbers and Liapunov dimensions as a parameter is 
changed for a system of four coupled difference quations. The form chosen 
was motivated by equations used in population biology for four competing 
populations, but no attempt was made to choose “realistic” parameters. The 
equations are 
~,(n + I) =Pi(n) exp Ri - i CijPj(n) * 
j=l Ii 
Here the integer i runs from 1 to 4 and the 4 x 1 matrix R and 4 X 4 matrix 
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FIG. 4.1. Dimension and exponents. 
C are chosen so that P,(n) = 1 is a fixed point. The Liapunov numbers 17,8 ] 
and dimension were calculated as a function of the parameter S and the 
results are shown in Fig. 4.1. 
For S < S* 2: 0.916972 a sequence of period doubling bifurcations is 
observed. For S > S* the dimension varies non-monotonically. (Similar 
behavior has been observed in other systems.) For some values of S, narrow 
periodic regimes lead to sharp drops of the dimension to zero but the broad 
dip between S = 1.06 and 1.1 is not connected with such behavior. In 
computing the dimensions for most values of S, iterations were continued 
until the maximum and minimum values of d within a sequence of 1000 
iterations differed by less than 0.02 from the last d computed in that 
sequence (values of S close to S* were investigated with higher precision.) A 
typical data point required approximately 0.1 set on the University of 
Maryland UNIVAC 1108 (using BASIC) and could be run on an HP85 in 
3 hr. Several values of S yielded stable periodic orbits. These are not 
reported on the graph as they existed on rather small S intervals. 
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An interesting phenomenon can be seen in the figure: a negative pair of 
Liapunov exponents that appear to be ex,actly equal. When the pair reaches 
the value 0, it splits. We suspect such a structure, a double negative 
Liapunov exponent, persists under small perturbations which make small 
changes in the exponents. 
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