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最小被覆問題の素数表現による解法
松田 秀雄・本庄 邦幸ぺ宮腰 隆
緒 言
論理設計を行なう場合， ま ず与 えられた関数の プライムインプリカント を導出し， 次いでこ れらの
プライムインプリカントの中から， 関数を実現する 最小被覆を求める ， とい った2つの ステッブが必
要である 。 プライムインプリカントの 計算機 による 導出法として， 筆者らはすでに関数変換法， 及び
縮小カル ノー図 法の 2つの方法を考案してい る 。
最小被覆問題の 解 法としては， 0 - 1 計画法や擬似ブ ルー 計画法が一般に知られてい る が， ここで
は， プライムインプリカント を計算機上 素 数で表現することにより， 最小被覆を求める方法 につ い て
述べる 。 この方法は着想、が簡単で， 数式 処理で行なえるのでプログ ラムが容易になり， 5 - 6変数ま
での 論理関数なら， 最小被覆が非常 に早く 求ま るとい う特長がある 。
1 . 最小被覆 問題の素数表現 に よ る 解法
1. 1 原 理
最小被覆の問題はカバー表( プライムインプリカントチャート) により表わされる が， 表1 に簡単
な例 を示す。 表の上欄1 ， 2， 3 は最小項， 左の 欄の A， B ， C はプライムインプリカント(以下PI
と略) である 。 Aの 行には1と2の 列に×印がある が， こ れはAが最小項1と2をカバーしてい るこ
とを示す。 又B， Cはそ れぞれの行の ×印の ある 列の 最小項2， 3 及び1 ， 2をカバーしてい る 。 問
表l カバー表の例
2 3 
A X X 
B X X 
G X X 
題は1 ， 2， 3 の すべての 最小項をカバーする ために必要な最
も少ない個数のPIをい かに選ぶかということである 。 表l の 最
小被覆を手計算で求める 通常の方法はA， B ， C を論理変数の
ごとくみなして
( A+C) (A+B十C) ( B ) 
= ( A.A十A-B十A. C+C.A+C.B+C・C) ( B) 
二 ( A + C) (B) = A . B + C • B (1 ) 
と論理展開して解 を求める 。 但し， かけ算は論理積 ， +記号 は
論理和の 演算を表わす。 ここで用い た簡単化の ための公式 は
( べき等律) A. A = A (2) 
(吸収律) A十A.B=A (3 ) 
の 2つである 。
計算機上で、上 記の 手法で最小カバーを求めるとすればPIの内 部表現が計算機上次の 性質 をもつこと
が要求される 。
( i ) 公式(2)， (3 )の 処理が容易にできること。
(ii) 式( 1 )の 最終結果から， そ れぞれの積項を構成してい る変数成分(A. BならAとB)が識別で
きること。
*インテンク 1 
富山大学工学部紀要第30巻 1979 
そこでA， B， C……などの 各 変数に素 数p， 'pz， P3…ーなど をわりあてるとこの要求をみたし，
最小被覆の選出ができることを以 下に示そ う。
表1の例ではまず， A ， B， C に素 数2 ， 3 ，  5 をわりあて式( 1)に対応して
( 2+5) ( 2+3+5) ( 3) 
ニ ( 2・2+2・3+2・ 5 + 5・2+ 5・3+ 5・5) ( 3) (4・ a ) 
と展開する。 かけ算は通常の かけ算だが， +記号 は和の意味はなくここでは区切り記号 の役目をはた
す。 従って， 計算機上では各 積項は別々 の変数に記憶される。
ここで式 (4.a ) の( ) の中第一項2・2(実際 4と記憶されてい る) は2 でわり切れるので， 2 そ
のものとする。 一般に素 数p， の n乗の項があればp，で・わり切れるので p， そのものとお く。 この操作に
よって， 式( 2 )が処理される。
又， 2 + 2・3 は第2 項が第1項でわり切れるので， 第2 項を省略し， 2 + 2・3 =2 とおし一般
に素 数の積項p， . pz・…・ .P.に対し， 他 のより小さい積項 Pt • pz・・H ・H・P.'(j1'， 2'， ……， k' I Çj 1 ， 
2 ，.・…・…，n 1) があって， わり切れると， はじめの 大きな積項を省略する。 この操作によって， 公式
( 3 )の 処理を行なう。 こ れらの公式に より， 上 式 の 計算を続けると，
ニ ( 2 + 5 ) ・ 3
ニ 2 ・ 3+ 5 ・ 3 (4・b) 
となる。 最後 の結果は計算機上では 6 (ニ 2 ・ 3) と1 5(= 5 ・ 3) の 2 つの数として記憶されてい
ることになる。 こ れらの数を， い まPIにわりあてた素 数2 ， 3 ，  5 でそ れぞれ順次わって， わり切れ
ればその積項を構成してい るPIであると判定する。 6 は2 と3 でわり切れ， 1 5 は3 と 5 でわり切れる
ので最小被覆はA， Bと B， C であることがわかる。 一般に素 数の積項t -f・….. . p:mはあ， P2' 
， Pm でわり切れ， 他 の 素 数め ではわり切れない。 このことから性質(ii)の論理積 を構成して い
る変数を識別することができる。
きて， 以上， 原理の 大筋を述べたが， カバー表が大きく なるとその ために生ずる若干 の問題点を解
決する ための工夫が必要 となる。 以下， 流れ図 を示しながら， この点を明らかにしたい。
1. 2 流 れ 図
図 1 は素 数表現によって最小被覆を求める方法の 流れ図である。 又図2 は， 図l の④一⑥聞を詳し
く書い た流れ図である。
ま ず， 実現したい論理関数をデータ として与 え， こ れよりPIを求め， カバー表を作成する。 次にカ
バー表にエッセンシャ ル プライムインプリカント(EPI) があれば抽出して行及 列の縮約をはかる。
更に行支配 ， 列 支配の技法を使ってカバー表の縮約を行なう。 縮約した表から新たにEPIが見 つ かれ
ば， そ れを抽出して， 縮約の技法を続ける( 図lループ1)。
カバー表の縮約が終わり， 行の数が制限以内であれば， 各 PIに素 数をわりあて， すべての 最小項が
カバーされるよう 式(4 )のよう に論理展開式 の 計算処理を行なう。
しかし， カバー表が大きく なるとPIの数がふ え， そ れにわりあてられる 素 数も大きくなり， 積項の
数値 が著しく増大して， 計算機(FACOM23 0- 45S本学 計算センタ )ー の整数型 変数の 最大値231_
1 (約21億 ) をこえover flowを生じ計算不可能となる。 この over flow を生じない で計算し得る
カバー表の 大きさは本学の計算機でおよそ 1 5 行X 1 5 列位までである。
しかし， 実際問題としては， 更に大きなカバー表を処理しなければならない。 そのため の 1つの技
法として， 表2 のよう にPIをいくつ かのグルー プに分け， そ れぞれのグループで一番小さい 素 数から
順次わりあてていくよう にする。 この場合， 同じ素 数がいくつものPHこわりあてられることになるが，
ク申ルーフ。ごとにベクトル の異なった成分になるよう 表現すれば混同する恐れはない。 表2 の例では，
グループIのPIは(p" 1)， (Pz， 1)， (P3' 1)， (P4' 1) と表わし， ク、、ループII のPIは(1 ， p， )， 
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( 1 ，  P2)， ( 1 ，  P 3 ) と表わす。 も
し、 論理展開式 でPIの積項AB， E
F， C Fなど が表われるとするなら，
こ れらは素 数表現として， そ れぞれ，
図1 素数表現によって最小被覆を求める方法の流れ図
(PIP2， 1)， ( 1 ，  PIP2)， ( P3' Pl) 
と表わされる。 このよう に素 数の積
項を各 クールーフ。に対応した部分積項
にわけで多次元的に表現すれば， 上
記の over flowの問題 も解決できる。
原理的にはこ れでいくらでも大き
なカバー表を一 度に処理できること
になる が， い ま 1つ の問題 が生じて
く る。 そ れは表が大きく なると， 論
理展開式 の項が急速に増加し， その
ために用意した配 列の 大きさに不足
をきたすとい うことである。 本学の
計算機では積項の数の 最大は2 0 0 0を
限度とし， カバー表の 大きさでいえ
ば， 2 0行X2 0列位のもの までしか扱
えない。
しかし， こ れらの積項で最小被覆
の 解となるもの はごく 一 部であり，
Jレ
プ
他 の 大部分は解より多くの イ回数のPI( あるいは素 数) の積 か
らなる項である。 そこで， この 不用な項を見出して捨て去れ
は， 配 列が節約でき， 論理展開式 の 処理時間も短縮できるも
のと考えられる。 この ための 一 手法として， あらかじめ近似
被覆解 を求め， 積項の中でPIの数がこれを上 ま わるもの があ
らわれると， そ れを取り除くょっ操作する。 この方法を取り
入れることによって， 今まで一 度に処理不可能で、あった 5 変
数で最大のカバー表(26行X26y1j) となる 図 3 の 関数も計算
が可能となり， 5 変数以下の 関数なら， 一 応すべて解 けるよ
う になった。
実際の 計算では， この 近似被覆解 が本当の 最小被覆解の 1
つとなってい なければ， この方法を取り入れた利点がほとん
ど 得られない。 例えば最小解よりl個だけ多くのPIを含む近
似解 を条件として， そ れより多いPIをもっ項を取り除い てい
っても ， 上の26行X26列の カバー表では積項の数が2 0 0 0を越
えて配 列 に不足が生じて計算が不可能となった。
以上' ク
処理できる。
)� 
プ
表2 グループ化の例
素数 PI 
P， A 
P2 B グループ
P3 G 
I 
P4 D 
P， 目
P2 F グループ
II 
1 P3 日
6変数以上の 関数になると， カバー表は更に大きく なることがある が， この場合は行の数(PIの数)
に制限をも う け， こ れを越える 大きさの カバー表はこ れより小さないくつ かの カバー表に分けて処理
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図2
図1 の流れ図の④一⑤聞の詳細図
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項をカバーするPIの中から， 任意に 2 つq" q，を選ぶ。 このと
き， 最小被覆解 に
(1) q，だけが入る
(2 ) q，だけが入る
(3 ) q，とq，の双方が入る
(4) q" q，ともに入らない
の4つの場合が考えられる。 そ れぞれの場合につ い て条件を仮
定すると， はじめの カバー表より， 小さなカバー表を得る。 こ
れらの縮 小されたカバー表がそ れぞれ， 指定された数より小さ
な行数をもてば， 計算を行ない ， 制限以上であれば， さらに分枝の 段数をふやして計算を行なう。 図
1の 流れ図のループ2 の部分がこの 手順に対応し， 行の数が制限内でなければ， こちらへ移る。 又，
論理展開式 の項数がその ために用意した配 列の 大きさを上 ま わる場合も分校のループへとぴ， カバー
表をより小さく して処理を行なうよう になってい る。
なお ， ある 最小項をカバーするPIがq，とq，の 2 つ だけなら， (4)の場合を考えなく てよく ， 分校の
枝の数が少なく なって好都合である。 一 回の 分校では， 大体2 ない し4 行， 4 ない し 6 列 カバー表が
小さく なり， もしこ れにEPIの 抽出などの縮約技法がつ かわれれば， 一挙に 10行， 10列位小さくでき
ることもある。
2 . 実際の計算例
表3， 表4 は実際 にプログ ラムを組み計算してみた結果である。
表3 は 5 変数関数の 2 つの例である。 カバー表を分校せず， 一 度に処理した場合が最も計算時聞が
長い。 こ れは論理展開式 の積項の数が非常に多く なることと， PIのグルー プ化の ための手数の増加に
よるものである。 持に論理展開式 の 処理時聞が計算時聞の 大部分を占める。 論理展開式 の積項につ い
て調べてみると， PIの個数( カバー表の 行の数) の 制限を2 0とすると，
26行X26列の 表で 最大約140
23行X25 列の 表で 最大約13 0
であったもの が， 市Ij限なしでは
26行X26列の 表で 最大約 15 0 0
23行X25 列の 表で 最大約5 0 0
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表3 5 変数関数の例
PIの数 最小項 PIの制限 分枚数 計算回数の数
な し な し
22 3 
20 2 5 
23 25 18 2 7 
16 3 9 
14 3 11 
12 3 15 
10 3 15 
な し な し
2A 3 
22 3 
20 2 7 
26 26 18 2 9 
16 2 9 
14 3 15 
12 2 23 
10 2 41 
表4 6変数関数の例
最小項
円の数 の数 PIの制限 分枚数 計算回数
24 3 23 
22 d 33 
20 5 49 
18 5 69 
48 50 16 6 1 13 
14 7 187 
12 7 217 
10 7 255 
一
一
と著しく増加する 。
解の数
25 
25 
21 
21  
12 
12 
7 
7 
6 
4 
4 
4 
4 
4 
3 
2 
2 
解 の数
53 
46 
46 
37 
37 
37 
37 
5 
計算時間
M s 
1 - 33 
1 - 15 
19 
13 
10 
9 
9 
9 
1 - 34 
44 
“ 
19 
17 
17 
15 
15 
16 
M S 
8 - 54 
5 - 33 
4 - 7 
2 - 37 
2 - 28 
2 - 3 
2 - 3 
2 - 1 
分校して計算を行なうと， 計算回数はふえる が， 各 計算ごとの論理展開式 の積項の数が小さいので，
全体として計算時聞が短縮されることになる 。 計算時間の短縮 は分校数の 大きいもの程大きい。 表で
分校数と計算回数が必ずしも一致しないの は， 分校のときの状態により， 分枚数が 5 のものでも4番
目の 分枝で， ある い は3 番目の 分校で計算が終了してい る ためであり， 表の 分枚数は最も分校の 段数
の 大きな数である 。 解の数は分校なしで一番多く ， 分校数の増加と共に次第に少なく なる 。
表4の 6変数関数の例でも同じことがいえる 。 但し， この場合カバー表が大きく なるので， 一度に
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処理することはできない。
P Iの 制限数をノl、きくすると， そ れだけ分校の段数もふえ計算時聞が短かくなることがわかったが，
必要以上 小さく(例えは18) としても， 今度は分校の数がふえてきて， 計算回数の増加が論理展開式
の 処理数の 減少の 効果を打消すよう になり， 計算時間の 改善が見 られなく なる 。
カバー表を一度に処理する方法は計算時間で不利である が， 最小被覆解がすべて求ま るとい う 利点
がある 。 一方， 分校して処理する方法は計算時聞が早いとい う 特長をもつが， 分校ごとに一部の 解 が
失われて， 代表的な解 しか求ま らない 。 しかし， 実際 上， 代表的な解が得られれはそ れで十分である
とい う 場合が多い。
次に， 表 5 は以上述べた素 数表現法と 0-1 計画法(パラスの 加法アルゴリズム) で解 い た 5 変数
の 最小カバー問題の 5 つの例の 計
算時間を示したものである 。 特に
例 5 は図 3 の 関数である 。 カバー
表は26行X26列 になる が， 本方法
で1 5 秒で解 けたの に対し， 0 - 1 
計画法では1 時間18分も要した。
このことから本方法の特長は計
算時聞が短かく てすむこと， 及び，
分校しないで計算した場合には最
小被覆解 がすべて求ま ることがあ
げられよう 。
表 5 計算時聞の 比較
最小項 言十 算
PIの数 の数 素 数 法
例1 10 22 50 MS 
例2 11 22 43 MS 
'f?1] 3 18 22 354 MS 
伊1] 4 23 25 9 S 
伊1] 5 26 26 15 S 
3. 結 言
日寺 問
0-1計画法
781 MS 
1478 MS 
19 S 
14 M 28 S 
1 H 18 M 
素 数表現法では一 度に処理できる カバー表の 大きさは本学の 計算機 で26行X26列である が， 分校の
手法をとり入れると， 更に大きなもの が取扱える 。 しかし， 分枝段数が大きく なり過ぎると， 計算回
数が分校数の べき乗 でふえてく るので， 計算時聞が大きく なり， 結局やはり制限がある 。 およそのと
こ ろ， P Iの 制限数を18としたときで， 分校段数が7 ない し8 とい ったとこ ろが実用限度であろうと思
われる 。 こ れはカバー表の 大きさでい って， 5 0行X5 0列位， 関数なら 6変数の 論理関数まで設計でき
る 。
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Computer Algorithm for Minimal Cover Problems by Representation of 
Prime Implicant with Prime Number 
Hideo MATSUDA, Kuniyuki HONJO, and Takashi MIYAGOSHI 
In this paper it is shown that, if any prime implicant on cover tables is represented 
by ·its "specified prime number" on the digital computer, a solution to a minimal cover 
problem can be very simply determined in a numerical procedure. 
The algorithm is suitable for the computer program, and it is efficient for the compu­
ting time in comparison with the other known procedures. 
In our computer, this technique is applied to logical functions of less than six varia­
bles. 
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