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Abstract
Existence of global weak solutions to the continuous Oort-Hulst-Safronov (OHS)
coagulation equation is investigated for coagulation kernels capturing a singularity
near zero and growing linearly at infinity. The proof mainly relies on a relation,
between classical Smoluchowski coagulation equation (SCE) and OHS coagulation
equation, which is introduced in [16] as generalized coagulation equation. Moreover, all
weak solutions formulated in a suitable sense are demonstrated to be mass-conserving.
We obtain here a similar result for OHS coagulation equation as the one in [6] for SCE.
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1 Introduction
Coagulation is a kinetic process which can be seen to take place in several physical cir-
cumstances. In this process, particles combine to form larger ones through coalescence
where each particle is identified according to its size. A mathematical model to govern
the coagulation of collides moving according to Brownian motion was first introduced by
Smoluchowski [27]. The Smoluchowski coagulation model was a discrete system of differen-
tial equations which illustrates the time evolution of particle size distribution for particles
having their sizes as positive integers. By considering the size of each particle by a positive
real number, the continuous version of the Smoluchowski coagulation model is given by
Mu¨ller [23]. Later, the discrete and the continuous Smoluchowski coagulation equations
have been widely discussed by several researchers. The continuous Smoluchowski coagu-
lation equation (SCE) describes the evolution of number density ζ(µ, t) for the particles
of size µ ∈ R>0 := (0,∞) at time t ≥ 0 and expresses
∂ζ(µ, t)
∂t
=
1
2
∫ µ
0
Λ(µ − ν, ν)ζ(µ− ν, t)ζ(ν, t)dν
−
∫ ∞
0
Λ(µ, ν)ζ(µ, t)ζ(ν, t)dν, (µ, t) ∈ R2>0, (1.1)
with initial condition
ζ(µ, 0) = ζ in(µ) ≥ 0, µ ∈ R>0. (1.2)
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The positive and negative terms on the right-hand side of (1.1) describe the birth and
death of particles, respectively, as a result of coagulation events. The coagulation rate,
at which particles of size µ merge with particles of size ν, is indicated by a non-negative
symmetric function Λ(µ, ν). Within a separate sense, a new coagulation model was intro-
duced by Oort and van de Hulst in [25] and then further reformulated by Safronov in [26].
Therefore, it is known as Oort-Hulst-Safronov (OHS) model. The corresponding discrete
model is derived by Dubovski which is known as Safronov-Dubovski coagulation equation,
see [8, 9, 10, 2] and references therein. The general Oort-Hulst-Safronov coagulation equa-
tion for the dynamics of evolution of the number density ζ(µ, t) of particles of size µ > 0
at time t ≥ 0 is given by
∂ζ(µ, t)
∂t
=−
∂
∂µ
(
ζ(µ, t)
∫ µ
0
νΛ(µ, ν)ζ(ν, t)dν
)
−
∫ ∞
µ
Λ(µ, ν)ζ(µ, t)ζ(ν, t)dν, (µ, t) ∈ R2>0. (1.3)
Here ∂∂t and
∂
∂µ represent the time and space partial derivatives, respectively. Furthermore,
the non-negative and symmetric quantity Λ(µ, ν) indicates the intensity rate at which
particles of sizes µ and ν coagulate to form bigger ones. As mentioned in [16], in OHS
coagulation model (1.3), the birth rate of particles of size µ from smaller particles does
not depend on the sizes of the particles taken place in the coagulation process, but on
a certain averaged quantity, and this is a basic difference with (1.1). While the SCE
and OHS models were developed in different ways, there is a relationship between these
two models which has been established by Lachowicz et al. [16] and known as generalized
coagulation equation. It should be mentioned that a relationship between these models was
first observed by Dubovski [9] in discrete settings. The purpose of the present work is to
establish the existence of mass conserving weak solutions to the OHS coagulation equation
(1.3) with singular kernels via generalized coagulation equation. Thus, let us first revisit
a generalized coagulation equation [16] for the number density ζ(µ, t) of particle of size µ
at time t as
∂ζ(µ, t)
∂t
=
1
2
∫ ∞
0
∫ ∞
0
P (µ; ν, τ)Λ(ν, τ)ζ(ν, t)ζ(τ, t)dτdν
−
∫ ∞
0
Λ(µ, ν)ζ(µ, t)ζ(ν, t)dν, (1.4)
where P is the nonnegative weighted probability function which describes the collision of
a particle of size ν and a particle of size τ produces a particle of size µ and satisfying
P (µ; ν, τ) = P (µ; τ, ν), (µ, ν, τ) ∈ R3>0, (1.5)
and ∫ ∞
0
µP (µ; ν, τ)dµ = ν + τ, (ν, τ) ∈ R2>0. (1.6)
Before reviewing the existing literature let us now define the total mass (volume) of the
particles for the number density ζ at time t ≥ 0 as:
M1(t) =M1(ζ)(t) :=
∫ ∞
0
µζ(µ, t)dµ. (1.7)
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It is well understood, according to the conservation of matter, that the total mass
of particles is neither produced nor destroyed. It is therefore anticipated that the total
mass of the system will be preserved all over the time evolution specified by (1.1)–(1.2),
that is, M1(ζ)(t) = M1(ζ
in) for each t ≥ 0. It is worth noting, however, that for the
multiplicative rate Λ(µ, ν) = µν, the total mass conservation breaks down for the SCE at
finite time t = 1, see [22]. Physical understanding is that the missing mass corresponds to
particles of infinite size produced by the uncontrolled growth in the system because of the
extremely high rate of coalescence of really big particles. Such massive particles [1] are
called infinite-gels, and their appearance is called the gelation phenomenon. The earliest
time at which the gelation phenomenon takes place is called the gelation time.
The main objective of this paper is to have a global existence result on weak solutions
to the OHS equation (1.3)–(1.2) for coagulation kernels having a small-volume singular-
ity. Another task is to show that the weak solutions constructed here are indeed mass-
conserving i.e. (2.20) holds. Now, let us review some of the current literature available
for coagulation models, including OHS and SCE equations, and their associated models.
For the last three decades, the SCE and its associated models have been of considerable
interest to mathematicians and physicists.
After the classical works of Stewart [28, 29] and Ball & Carr [4], there have been many
papers dedicated to the existence and uniqueness of solutions to the SCE for coagulation
kernels that are locally bounded, along with the mass conservation property and gelation
phenomenon, see [1, 5, 11, 12, 14, 15, 17, 18, 19, 20, 21, 24, 29] and the references therein.
Although all of these studies for singular coagulation kernels are of great mathematical
significance, due to the availability of physically relevant singular kernels such as: Smolu-
chowski coagulation kernel for the Brownian motion, granulation kernel and stochastic
stirred froth [1, 6, 24], there are a few papers in which existence and uniqueness of solu-
tions to the SCE with singular coagulation rates have been investigated, see [7, 13, 24, 6].
Recently, in [6], the global existence of weak solutions to the continuous SCE is shown for
singular coagulation kernels which extends the results obtained in [7, 24]. More specifi-
cally, a linear growth at infinity of the coagulation kernel is incorporated and the second
moment of the initial data need not be finite. In addition, all weak solutions in a suitable
sense are shown to be mass-conserving, a property that has been demonstrated in [24]
under stronger assumptions. More details can be found in [6].
Now, let us turn to the mathematical studies of the OHS coagulation model. In
[16], after developing a relationship between the SCE and OHS model, Lachowicz et al.
have established the existence of weak solutions to OHS coagulation equation (1.3)–(1.2)
for a class of sub-additive coagulation kernel Λ(µ, ν) ≤ k(1 + µ + ν) and sub-quadratic
coagulation kernel
Λ(µ, ν) ≤ k(1 + µ)(1 + ν) with sup
µ∈[0,R]
Λ(µ, ν)
ν
→ 0 as ν → +∞
for each R ≥ 1, where these coagulation kernels also satisfy Λ ∈ W1,∞
loc
([0,∞))2 and
∂µΛ(µ, ν) ≥ −α for some α ≥ 0. In addition, weak solutions to OHS coagulation equa-
tion (1.3)–(1.2) have been found to be mass-conserving for sub-additive kernels and the
occurrence of gelation phenomenon takes place for sub-quadratic coagulation kernels. Fur-
thermore, they have investigated the large time behavior of the solutions. It has also been
observed that a compactly supported initial distribution propagates with finite speed which
may not be possible for SCE. Recently, the global existence of solutions to the discrete ver-
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sion of OHS model i.e. Safronov-Dubovski coagulation equation has been investigated, by
Davidson [8], for unbounded kernels. In addition, it is shown that the mass-conservation
property is satisfied for kernels having sub-linear growth at infinity. The questions of
uniqueness and continuous dependence on the initial condition are also demonstrated for
bounded kernels. In [17], Laurenc¸ot addressed self-similar solutions to the OHS coagu-
lation model with the coagulation kernel Λ ≡ 1. Moreover, it has also been shown that
the existing solution is unique. In [18], the existence of self-similar solutions is studied to
the OHS model with the multiplicative coagulation kernel Λ(µ, ν) = µν. Recently, in [3],
Bagland and Laurenc¸ot have established the existence of self-similar solutions for the OHS
model (1.3)–(1.2) when the coagulation kernel satisfies Λ(µ, ν) = (µλ+ νλ), for λ ∈ (0, 1).
However, this is clearly visible that the existing literature on the existence and uniqueness
of solutions to the OHS model is quite limited in comparison to the classical SCE. More-
over, the existence of mass-conserving weak solutions to the OHS model for coagulation
kernels having singularity for small volumes is missing. Therefore, the main novelty of
the present work is to extend the result on the global existence of mass-conserving weak
solutions to the OHS equation (1.3)–(1.2) in [16] from non-singular coagulation kernels to
singular coagulation kernels having linear growth at infinity. It is worth mentioning that
the growth conditions (2.1) considered here on coagulation kernels and assumption on the
the initial data are motivated from the ones considered in [6] for showing the existence of
mass-conserving solutions to the SCE (1.1)–(1.2) with singular rates. The existence proof
is mainly motivated from [16] and [6].
Let us now outline the contents of the paper. Next section contains some assumptions
on coagulation kernel and on the initial data together with the definition of weak solutions
and the statement of the main result. In Section 3, the existence of a weak solution to
the OHS equation (1.3)–(1.2) is shown by using a classical weak L1 compactness method.
In the last section, it is investigated that all weak solutions defined in a suitable sense are
mass-conserving.
2 Assumptions, Definition and Main result
In order to state the main existence result to the OHS model (1.3)–(1.2), let us first in-
troduce some assumptions on the coagulation kernel and initial data.
Assume that the coagulation kernel Λ is a non-negative measurable function on R>0×R>0
and there are σ ≥ 0 and k ≥ 0 such that
0 ≤ Λ(µ, ν) = Λ(ν, µ) ≤ k(µν)−σ, (µ, ν) ∈ (0, 1)2,
0 ≤ Λ(µ, ν) = Λ(ν, µ) ≤ kµν−σ, (µ, ν) ∈ [1,∞)× (0, 1),
0 ≤ Λ(µ, ν) = Λ(ν, µ) ≤ k(µ + ν), (µ, ν) ∈ [1,∞)2,

 (2.1)
and the coagulation kernel Λ also satisfies
Λ ∈W 1,∞
loc
([0,∞)2), and Λµ(µ, ν) ≥ −ηµ
−σ−1ν−σ, (2.2)
for some η ≥ 0 and (µ, ν) ∈ R2>0.
Next, let us assume that the initial data ζ in belongs to the following weighted L1 space
0 ≤ ζ in ∈ Y+, (2.3)
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where Y+ denotes the positive cone of the Banach space
Y = L1(R>0; (µ + µ
−2σ)dµ), (2.4)
endowed with the norm
‖ζ‖Y =
∫ ∞
0
(µ+ µ−2σ)|ζ(µ, t)|dµ. (2.5)
Definition 1. Assume that ζ in ∈ Y+ and T ∈ (0,∞]. For t ∈ [0, T ), a weak solution to
(1.3)–(1.2) on [0, T ) is a nonnegative function
ζ ∈ Cw([0, T );L
1(R>0; dµ)) ∩ L
∞(0, T ;L1(R>0; (µ
−σ + µ)dµ)),
satisfying∫ ∞
0
ω(µ){ζ(µ, t)− ζ in(µ)}dµ =
∫ t
0
∫ ∞
0
∫ ν
0
ω1(ν, τ)Λ(ν, τ)ζ(ν, s)ζ(τ, s)dτdνds, (2.6)
where
ω1(ν, τ) = τω
′(ν)− ω(τ), (2.7)
for any ω ∈W1,∞(R>0), and ω
′ is compactly supported. The space Cw([c, d];L
1(R>0; dµ))
indicates the space of all weakly continuous functions from [c, d] to L1(R>0; dµ).
Next, we state the weak formulations of other two coagulation models. For any test
function ω ∈ C∞c (R>0), the weak formulation to the classical SCE (1.1)–(1.2) is given by
∫ ∞
0
ω(µ){ζ(µ, t)− ζ in(µ)}dµ =
∫ t
0
∫ ∞
0
∫ τ
0
ω˜(ν, τ)Λ(ν, τ)ζ(ν, s)ζ(τ, s)dνdτds, (2.8)
where
ω˜(ν, τ) = ω(ν + τ)− ω(ν)− ω(τ), (2.9)
and the weak formulation to (1.4)–(1.2) is stated as
∫ ∞
0
ω(µ){ζ(µ, t)− ζ in(µ)}dµ =
∫ t
0
∫ ∞
0
∫ ν
0
ω2(ν, τ)Λ(ν, τ)ζ(ν, s)ζ(τ, s)dτdνds, (2.10)
where
ω2(ν, τ) =
∫ ∞
0
P (µ; ν, τ)ω(µ)dµ − ω(ν)− ω(τ). (2.11)
In order to obtain the common frame of both coagulation equations (1.1) and (1.3) by
a family of generalized coagulation equation (1.4), we replace Pε for P and Λε for Λ and
substituting them into (2.10), where
Pε(µ; ν, τ) = δ(µ −max{ν, τ} − εmin{ν, τ}) + (1− ε)δ(µ −min{ν, τ}), (2.12)
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and
Λε(ν, τ) =
Λ(ν, τ)
ε
, (2.13)
for ε ∈ (0, 1], hence, we obtain
∫ ∞
0
ω(µ)[ζε(µ, t)− ζ
in
ε (µ)]dµ =
∫ t
0
∫ ∞
0
∫ ν
0
ωε(ν, τ)Λ(ν, τ)ζε(ν, s)ζε(τ, s)dτdνds, (2.14)
where
ωε(ν, τ) =
ω(ν + ετ)− ω(ν)
ε
− ω(τ). (2.15)
Analogously, for ε ∈ (0, 1], a non-negative function
ζε ∈ Cw([0, T );L
1(R>0; dµ)) ∩ L
∞(0, T ;L1(R>0; (µ
−σ + µ)dµ)) (2.16)
is a weak solution to the following equation
∂t(ζε)(µ, t) = Q(ζε)(µ, t), (µ, t) ∈ R
2
>0, (2.17)
with
ζε(µ, 0) = ζ
in(µ) ≥ 0, (2.18)
where
Q(ζε)(µ, t) =
1
ε
∫ µ/(1+ε)
0
Λ(µ − εν, ν)ζε(µ − εν, t)ζε(ν, t)dν
− ζε(µ, t)
[(
1
ε
− 1
)∫ µ
0
Λ(µ, ν)ζε(ν, t)dν +
∫ ∞
0
Λ(µ, ν)ζε(ν, t)dν
]
.
For ε = 1 and ε → 0, one can see that the equation (2.14) converges to the weak
formulation of (1.1) and (1.3), respectively. Here, we will indeed prove the convergence of
the solution ζε to (2.17),(2.18) towards a weak solution to (1.3)–(1.1) as ε→ 0.
This is the right time to state our main result of this paper.
Theorem 1. Let the coagulation kernel satisfies (2.1)–(2.2) and the initial data ζ in ∈ Y+.
Then, for ε ∈ (0, 1], there exists a subsequence (ζεk) of (ζε) to (2.17)–(2.18) and a weak
solution ζ to (1.3)–(1.2) on [0,∞) which satisfies
ζεk → ζ, in Cw([0, T );L
1(R>0; (µ
−σ + µ)dµ)) (2.19)
as εk → 0, for each T ∈ (0,∞] and t ∈ [0, T ). Furthermore, ζ satisfies
M1(ζ
in) :=
∫ ∞
0
µζ in(µ)dµ =
∫ ∞
0
µζ(µ, t)dµ =M1(ζ)(t), t ≥ 0. (2.20)
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3 Existence of weak solutions
Proof of the existence result is based on a weak compactness technique in L1(R>0; dµ)
which was first proposed by Stewart in [28] for the continuous SCE and further elaborated
in later articles. For the OHS model, this technique was well implemented in [16]. In order
to apply the weak L1 compactness technique, one has to construct a sequence of solutions
to some approximating equations that will be done here later.
Now, let us first recall a particular type of convex functions and their properties. As
ζ in ∈ Y+, a refined version of de la Valle´e-Poussin theorem is given in [19, Theorem 2.8]
guarantees the existence of two non-negative convex functions Ψ1,Ψ2 ∈ C
2([0,∞)), whose
derivatives are concave, satisfying
Ψj(0) = 0, lim
s→∞
Ψj(s)
s
=∞, (3.1)
and
Γ1 :=
∫ ∞
0
Ψ1(µ)ζ
in(µ)dµ <∞, and Γ2 :=
∫ ∞
0
Ψ2(µ
−σζ in(µ))dµ <∞. (3.2)
The above convex functions obey the following properties.
Lemma 1. Let us consider Ψ1 and Ψ2 be two convex functions and their derivatives are
concave functions. Then, the following results hold
Ψ2(z1) ≤ z1Ψ
′
2(z1) ≤ 2Ψ2(z1), (3.3)
z1Ψ
′
2(z2) ≤ Ψ2(z1) + Ψ2(z2), (3.4)
and
0 ≤ Ψ1(z1 + z2)−Ψ1(z1)−Ψ1(z2) ≤ 2
z1Ψ1(z2) + z2Ψ1(z1)
(z1 + z2)
, (3.5)
for all z1, z2 ∈ R>0.
Next, we introduce the following convex function
Ψj,λ(µ) :=
{
Ψj(µ) if µ ∈ [0, λ]
Ψ′j(λ)(µ − λ) + Ψj(λ) if µ ∈ [λ,∞),
for λ ≥ 2 and j = 1, 2. One can easily check that the above Ψj,λ, for j = 1, 2 satisfy
(3.1)–(3.2) and Lemma 1. Now, this is the right time to derive a priori estimates in the
next subsection.
3.1 Moment Estimate
Lemma 2. Let T > 0 and ǫ ∈ (0, 1]. Assume that ζ in ∈ Y+ and the coagulation kernel
satisfies (2.1). Let ζǫ ∈ C([0, T );L
1(R>0; dµ)) be a weak solution (2.17)–(2.18) on [0, T ).
Then, we have ∫ ∞
0
(µ−2σ + µ)ζε(µ, t)dµ ≤ Θ, (3.6)
where Θ :=
∫∞
0 (µ
−2σ + µ)ζ in(µ)dµ.
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Proof. Consider ω(µ) := (µ+ δ)−2σ for δ ∈ (0, 1) and insert it into (2.14), we obtain∫ ∞
0
(µ+ δ)−2σ{ζε(µ, t)− ζ
in
ε (µ)}dµ =
∫ t
0
∫ ∞
0
∫ ν
0
ωε(ν, τ)Λ(ν, τ)ζε(ν, s)ζε(τ, s)dτdνds.
(3.7)
Next, we evaluate ωε as
ωε(ν, τ) =
(ν + ετ + δ)−2σ − (ν + δ)−2σ
ε
− (τ + δ)−2σ
≤
(ν + δ)−2σ − (ν + δ)−2σ
ε
− (τ + δ)−2σ ≤ 0.
Applying above inequality into (3.7), we get∫ ∞
0
(µ + δ)−2σζε(µ, t)dµ ≤
∫ ∞
0
(µ+ δ)−2σζ inε (µ)dµ. (3.8)
For δ → 0, an application of Fatou’s lemma to (3.8) gives∫ ∞
0
µ−2σζε(µ, t)dµ ≤
∫ ∞
0
µ−2σζ in(µ)dµ. (3.9)
Similarly, setting ω(µ) := µ ∧ λ, for λ > 1 into (2.14), we obtain∫ ∞
0
(µ ∧ λ)ζε(µ, t)dµ =
∫ ∞
0
(µ ∧ λ)ζ inε (µ)dµ
+
∫ t
0
∫ ∞
0
∫ ν
0
ωε(ν, τ)Λ(ν, τ)ζε(ν, s)ζε(τ, s)dτdνds. (3.10)
Now, for τ ∈ (0, ν), we determine ωε as
ωε(ν, τ) =


0, if ν ∈ (0, λ), ν + ετ ∈ (0, λ),
λ−ν
ε − τ, if ν ∈ (0, λ), ν + ετ ∈ [λ,∞),
−(τ ∧ λ) ≤ 0, if ν ∈ [λ,∞).
From (3.10) and ωε ≤ 0, we thus get∫ ∞
0
(µ ∧ λ)ζε(µ, t)dµ ≤
∫ ∞
0
(µ ∧ λ)ζ inε (µ)dµ. (3.11)
Again, using the Fatou lemma for λ→∞, we get∫ ∞
0
µζε(µ, t)dµ ≤
∫ ∞
0
µζ in(µ)dµ. (3.12)
Combining (3.9) and (3.12), we obtain the required result. This completes the proof of
Lemma 2.
Lemma 3. Let T > 0 and ǫ ∈ (0, 1]. Assume that ζ in ∈ Y+ and (2.1) holds. Let
ζǫ ∈ C([0, T );L
1(R>0; dµ)) be a weak solution (2.17)–(2.18) on [0, T ). Then
sup
t∈[0,T )
∫ ∞
0
Ψ1(µ)ζǫ(µ, t)dµ ≤ Θ2(T ), (3.13)
where Θ2(T ) :=
(
Γ1 +6kTΨj,λ(1)Θ
2
)
exp(6TkΘ) and Ψ1 satisfies (3.1), (3.2), (3.3) and
(3.4).
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Proof. Setting ω := Ψj,λ into (2.14). Since Ψj,λ is a convex function and ε ∈ (0, 1], then
by the definition of the convex function, we have
Ψj,λ(µ+ εν)−Ψj,λ(µ) =Ψj,λ((1 − ε)µ+ (µ + ν)ε)−Ψj,λ(µ)
≤(1− ε)Ψj,λ(µ) + εΨj,λ(µ+ ν)−Ψj,λ(µ)
=ε{Ψj,λ(µ+ ν)−Ψj,λ(µ)}, (3.14)
for every (µ, ν) ∈ R>0 × R>0. Next, using (3.14) and (3.5) into (2.14), we obtain∫ ∞
0
Ψj,λ(µ)ζε(µ, t)dµ −
∫ ∞
0
Ψj,λ(µ)ζ
in
ε (µ)dµ
=
∫ t
0
∫ ∞
0
∫ µ
0
{
Ψj,λ(µ + εν)−Ψj,λ(µ)
ε
−Ψj,λ(ν)
}
Λ(µ, ν)ζε(µ, s)ζε(ν, s)dνdµds
≤
∫ t
0
∫ ∞
0
∫ µ
0
{Ψj,λ(µ + ν)−Ψj,λ(µ)−Ψj,λ(ν)}Λ(µ, ν)ζε(µ, s)ζε(ν, s)dνdµds
≤2
∫ t
0
∫ ∞
0
∫ µ
0
{νΨj,λ(µ) + µΨj,λ(ν)}
(µ+ ν)
Λ(µ, ν)ζε(µ, s)ζε(ν, s)dνdµds
=2
∫ t
0
∫ 1
0
∫ µ
0
{νΨj,λ(µ) + µΨj,λ(ν)}
(µ+ ν)
Λ(µ, ν)ζε(µ, s)ζε(ν, s)dνdµds
+ 2
∫ t
0
∫ ∞
1
∫ 1
0
{νΨj,λ(µ) + µΨj,λ(ν)}
(µ+ ν)
Λ(µ, ν)ζε(µ, s)ζε(ν, s)dνdµds
+ 2
∫ t
0
∫ ∞
1
∫ µ
1
{νΨj,λ(µ) + µΨj,λ(ν)}
(µ + ν)
Λ(µ, ν)ζε(µ, s)ζε(ν, s)dνdµds. (3.15)
Let us first evaluate the first integral on the right-hand side to (3.15), by using (2.1) and
Lemma 2, as
2k
∫ t
0
∫ 1
0
∫ µ
0
{νΨj,λ(µ) + µΨj,λ(ν)}
(µ + ν)
(µν)−σζε(µ, s)ζε(ν, s)dνdµds
≤4k
∫ t
0
∫ 1
0
∫ µ
0
µΨj,λ(µ)
(µ+ ν)
(µν)−σζε(µ, s)ζε(ν, s)dνdµds
≤4kΨj,λ(1)
∫ t
0
∫ 1
0
∫ 1
0
(µν)−σζε(µ, s)ζε(ν, s)dνdµds ≤ 4kΘ
2Ψj,λ(1)T. (3.16)
Similarly, the second integral on the right-hand side to (3.15) can be estimated as
2k
∫ t
0
∫ ∞
1
∫ 1
0
{νΨj,λ(µ) + µΨj,λ(ν)}
(µ+ ν)
µν−σζε(µ, s)ζε(ν, s)dνdµds
≤2k
∫ t
0
∫ ∞
1
∫ 1
0
{Ψj,λ(µ) + µΨj,λ(1)}
(µ+ ν)
µν−σζε(µ, s)ζε(ν, s)dνdµds
≤2kΘ
∫ t
0
∫ ∞
0
Ψj,λ(µ)ζε(µ, s)dµds+ 2kΘ
2Ψj,λ(1)T. (3.17)
Again thanks to (2.1) and Lemma 2 for further calculating the last integral on the right-
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hand side to (3.15) as
2k
∫ t
0
∫ ∞
1
∫ µ
1
{νΨj,λ(µ) + µΨj,λ(ν)}ζε(µ, s)ζε(ν, s)dνdµds
≤2k
∫ t
0
∫ ∞
1
∫ ∞
1
νΨj,λ(µ)ζε(µ, s)ζε(ν, s)dνdµds ≤ 2kΘ
∫ t
0
∫ ∞
0
Ψj,λ(µ)ζε(µ, s)dµds.
(3.18)
Now, substituting (3.16), (3.17) and (3.18) into (3.15) and then applying Gronwall’s
inequality, we obtain ∫ ∞
0
Ψj,λ(µ)ζε(µ, t)dµ ≤ Θ2(T ). (3.19)
By taking j = 1 and λ→∞ in (3.19), we complete the proof of Lemma 3.
3.2 Uniform Integrability
Lemma 4. Let T > 0 and ǫ ∈ (0, 1]. Assume that ζ in ∈ Y+ and the coagulation kernel
satisfies (2.1)–(2.2). Let ζǫ ∈ C([0, T );L
1(R>0; dµ)) be a weak solution (2.17)–(2.18) on
[0, T ). Then the following inequality holds true
sup
t∈[0,T )
∫ ∞
0
Ψ2(µ
−σζε(µ, t))dµ ≤ Θ1(T ), (3.20)
where Θ1(T ) := Γ2 exp(kTΘ) and Ψ2 satisfies (3.1)–(3.4).
Proof. Set hε(µ, t) = µ
−σζε(µ, t). For j = 2, we infer from (2.17) that
d
dt
∫ ∞
0
Ψ2,λ(hε(µ, t))dµ =
∫ ∞
0
µ−σΨ′2,λ(hε(µ, t))
∂ζε(µ, t)
∂t
dµ
=
∫ ∞
0
µ−σΨ′2,λ(hε(µ, t))
{
1
ε
∫ µ/(1+ε)
0
Λ(µ− εν, ν)ζε(µ− εν, t)ζε(ν, t)dν
− ζε(µ, t)
[(
1
ε
− 1
)∫ µ
0
Λ(µ, ν)ζε(ν, t)dν +
∫ ∞
0
Λ(µ, ν)ζε(ν, t)dν
]}
dµ.
(3.21)
By applying repeated applications of Fubini’s theorem and using µ − εν = µ′ and ν = ν ′
to the first integral on the right-hand side to (3.21), we obtain
d
dt
∫ ∞
0
Ψ2,λ(hε(µ, t))dµ =
1
ε
∫ ∞
0
∫ µ
0
(µ+ εν)−σΨ′2,λ(hε(µ+ εν, t))Λ(µ, ν)ζε(µ, t)ζε(ν, t)dνdµ
−
(
1
ε
− 1
)∫ ∞
0
∫ µ
0
µ−σΨ′2,λ(hε(µ, t))Λ(µ, ν)ζε(µ, t)ζε(ν, t)dνdµ
−
∫ ∞
0
∫ ∞
0
µ−σΨ′2,λ(hε(µ, t))Λ(µ, ν)ζε(µ, t)ζε(ν, t)dνdµ.
(3.22)
Since ζε and Λ are non-negative functions, thus from (3.22), we get
d
dt
∫ ∞
0
Ψ2,λ(hε(µ, t))dµ
≤
1
ε
∫ ∞
0
∫ µ
0
µ−σ{Ψ′2,λ(hε(µ+ εν, t)) −Ψ
′
2,λ(hε(µ, t))}Λ(µ, ν)ζε(µ, t)ζε(ν, t)dνdµ. (3.23)
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Due to the convexity of Ψ2,λ, one can infer that µ(Ψ
′
2,λ(ν)−Ψ
′
2,λ(µ)) ≤ Φ2,λ(ν)−Φ2,λ(µ)
for µ, ν ≥ 0, where Φ2,λ(µ) = µΨ
′
2,λ(µ)− Ψ2,λ(µ), µ ≥ 0. Now, using this argument into
(3.23), we obtain
d
dt
∫ ∞
0
Ψ2,λ(hε(µ, t))dµ
≤
1
ε
∫ ∞
0
∫ µ
0
{Φ2,λ(hε(µ + εν, t))− Φ2,λ(hε(µ, t))}Λ(µ, ν)ζε(ν, t)dνdµ. (3.24)
Again changing the order of integration by Fubini’s theorem and using the transformation
µ+ εν = µ′ and ν = ν ′ into (3.24), we have
d
dt
∫ ∞
0
Ψ2,λ(hε(µ, t))dµ ≤
1
ε
∫ ∞
0
∫ ∞
ν
{Φ2,λ(hε(µ+ εν, t))− Φ2,λ(hε(µ, t))}Λ(µ, ν)ζε(ν, t)dµdν
=
1
ε
∫ ∞
0
∫ ∞
(1+ε)ν
Φ2,λ(hε(µ, t))Λ(µ − εν, ν)ζε(ν, t)dµdν
−
1
ε
∫ ∞
0
∫ ∞
ν
Φ2,λ(hε(µ, t))Λ(µ, ν)ζε(ν, t)dµdν
≤
1
ε
∫ ∞
0
∫ ∞
ν
{Λ(µ − εν, ν)− Λ(µ, ν)}Φ2,λ(hε(µ, t))ζε(ν, t)dµdν
=
1
ε
∫ ∞
0
∫ µ
0
{Λ(µ − εν, ν)− Λ(µ, ν)}Φ2,λ(hε(µ, t))ζε(ν, t)dνdµ.
(3.25)
Using (2.2) and Lemma 2 into (3.25), we have
d
dt
∫ ∞
0
Ψ2,λ(hε(µ, t))dµ ≤−
∫ ∞
0
∫ µ
0
νΛµ(µ, ν)Φ2,λ(hε(µ, t))ζε(ν, t)dνdµ
≤η
∫ ∞
0
∫ µ
0
νµ−σ−1ν−σΦ2,λ(hε(µ, t))ζε(ν, t)dνdµ
≤η
∫ ∞
0
∫ µ
0
ν−2σΦ2,λ(hε(µ, t))ζε(ν, t)dνdµ
≤ηΘ
∫ ∞
0
Φ2,λ(hε(µ, t))dµ ≤ ηΘ
∫ ∞
0
Ψ2,λ(hε(µ, t))dµ. (3.26)
Thanks to (3.2) and Gronwall’s inequality, (3.26) leads to∫ ∞
0
Ψ2,λ(hε(µ, t))dµ ≤ Θ1(T ). (3.27)
Finally, passing the limit λ → ∞ to (3.27) which gives (3.20). This completes the proof
of Lemma 4.
3.3 Existence and uniqueness of solutions for truncated problem
In this subsection, we discuss the existence and uniqueness of non-negative solutions for
truncated problems. Fix ε ∈ (0, 1] and n ∈ N. Let us truncate the coagulation rate Λ by
Λn as
Λn(µ, ν) :=
{
Λ(µ, ν), if (µ, ν) ∈ (1/n, n)2,
0, otherwise.
(3.28)
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Inserting (3.28) into (2.17), the truncated generalized Smoluchowski coagulation equa-
tion can be expressed as
∂t(ζε,n) = Qε,n(ζε,n) (µ, t) ∈ (0, n)× (0,∞) (3.29)
and
ζε,n(0) = ζ
in
ε,n := ζ
inχ(0,n), µ ∈ (0, n), (3.30)
where
Qε,n(ζε,n) = Q
1
ε,n(ζε,n)−Q
2
ε,n(ζε,n),
Q1ε,n(ζε,n)(µ, t) =
1
ε
∫ µ/(1+ε)
0
Λn(µ− εν, ν)ζε,n(µ − εν, t)ζε,n(ν, t)dν,
Q2ε,n(ζε,n)(µ, t) =ζε,n(µ, t)
[(
1
ε
− 1
)∫ µ
0
Λn(µ, ν)ζε,n(ν, t)dν +
∫ n
0
Λn(µ, ν)ζε,n(ν, t)dν
]
.
Next, we state the weak formulation to the truncated generalized equations (3.29)–
(3.30) as∫ n
0
ω(µ)ζε,n(µ, t)dµ −
∫ n
0
ω(µ)ζ inε,n(µ)dµ
=
∫ t
0
∫ n
0
∫ n
ν
{ω(µ + εν)χ(0,n)(µ+ εν)− ω(µ)}
ε
Λn(µ, ν)ζε,n(µ, s)ζε,n(ν, s)dµdνds
−
∫ t
0
∫ n
0
∫ ν
0
ω(µ)Λn(µ, ν)ζε,n(µ, s)ζε,n(ν, s)dµdνds, (3.31)
for ω ∈ L∞(0, n).
Let us state the following theorem which is useful to prove coming Proposition 1.
Theorem 2. Let B be a Banach space. If G : B → B is a locally Lipschitz function in B
and if ζ in ∈ B, then there exists a unique maximal solution ζ ∈ C1([0, T1);B) to the initial
value problem
dζ
dt
= G(ζ),
and
ζ(0) = ζ in,
and either
Case-I: T1 =∞, or Case-II: T1 <∞ and lim
t→T1
‖ζ(t)‖ =∞.
Proposition 1. Let ε ∈ (0, 1]. Then, for each n ≥ 1, there exists a unique non-negative
solution ζε,n ∈ C
1([0,∞);L1((0, n); dµ)) to (3.29)–(3.30) which satisfies∫ n
0
µζε,n(µ, t)dµ ≤
∫ n
0
µζ inε,n(µ)dµ, (3.32)
and
‖ζε,n(t)‖L1((0,n);dµ) ≤ ‖ζ
in
ε,n‖L1((0,n);dµ), (3.33)
for t ≥ 0.
12
Proof. From (2.1) and (3.28), we can see that
Λn(µ, ν) ≤ 2kn
2+2σ , ∀(µ, ν) ∈ (1/n, n)2. (3.34)
In order to prove the existence of a unique non-negative solution to (3.29)–(3.30), it
is sufficient to apply Theorem 2. For this, we first need to show that Qiε,n, i = 1, 2 are
locally Lipschitz functions from L1((0, n); dµ) into L1((0, n); dµ). Let ζ1 and ζ2 be two
solutions in L1((0, n); dµ), then we have∫ n
0
|Q1ε,n(ζ
1
ε,n)(µ, t)−Q
1
ε,n(ζ
2
ε,n)(µ, t)|dµ
≤
1
ε
∫ n
0
∫ µ/(1+ε)
0
|Λn(µ− εν, ν){ζ
1
ε,n(µ − εν, t)ζ
1
ε,n(ν, t)− ζ
2
ε,n(µ− εν, t)ζ
2
ε,n(ν, t)}|dνdµ.
(3.35)
On the one hand, by applying the Fubini theorem, the transformation µ− εν = µ′ and
ν = ν ′ into (3.35) and then (3.34), we obtain∫ n
0
|Q1ε,n(ζ
1
ε,n)(µ, t)−Q
1
ε,n(ζ
2
ε,n)(µ, t)|dµ
=
1
ε
∫ n
0
∫ n−ǫν′
ν′
|Λn(µ
′
, ν ′)||ζ1ε,n(µ
′, t)ζ1ε,n(ν
′, t)− ζ2ε,n(µ
′, t)ζ2ε,n(ν
′, t)|dµ′dν ′
≤
2kn2+2σ
ε
∫ n
0
∫ n
0
{|ζ1ε,n(µ, t)||ζ
1
ε,n(ν, t)− ζ
2
ε,n(ν, t)|+ |ζ
2
ε,n(ν, t)||ζ
1
ε,n(µ, t)− ζ
2
ε,n(µ, t)|}dµdν
=
2kn2+2σ
ε
{‖ζ1ε,n‖L1((0,n);dµ) + ‖ζ
2
ε,n‖L1((0,n);dµ)}‖ζ
1
ε,n − ζ
2
ε,n‖L1((0,n);dµ). (3.36)
On the other hand, again (3.34) helps to show that Q2ε,n is locally Lipschitz function, i.e.,∫ n
0
|Q2ε,n(ζ
1
ε,n)(µ, t)−Q
2
ε,n(ζ
2
ε,n)(µ, t)|dµ
=
(
1
ε
− 1
)∫ n
0
∫ µ
0
|Λn(µ, ν)||ζ
1
ε,n(µ, t)ζ
1
ε,n(ν, t)− ζ
2
ε,n(µ, t)ζ
2
ε,n(ν, t)|dνdµ
+
∫ n
0
∫ n
0
|Λn(µ, ν)||ζ
1
ε,n(µ, t)ζ
1
ε,n(ν, t)− ζ
2
ε,n(µ, t)ζ
2
ε,n(ν, t)|dνdµ
≤2kn2+2σ
(
1
ε
+ 2
)
{‖ζ1ε,n‖L1((0,n);dµ) + ‖ζ
2
ε,n‖L1((0,n);dµ)}‖ζ
1
ε,n − ζ
2
ε,n‖L1((0,n);dµ).
(3.37)
From (3.36) and (3.37), it is clear that Qiε,n, i = 1, 2 are locally Lipschitz functions
from L1((0, n); dµ) to L1((0, n); dµ). Then, by Theorem 2, there exists a unique solution
ζε,n ∈ C
1([0, T∗);L
1((0, n); dµ)) to (3.29)–(3.30). Next, we want to show that ζε,n is non-
negative. Let us introduce the positive part of a real number p as [p]+ = max{p, 0}. Since
Q1ε,n is locally Lipschitz, thus [Q
1
ε,n]+ is also a locally Lipschitz function. Hence, the initial
value problem
∂t(ζε,n) = [Q
1
ε,n(ζε,n)]+ −Q
2
ε,n(ζε,n) (3.38)
and
ζε,n(0) = ζ
in
ε,n, (3.39)
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has a unique solution by Theorem 2. Next, to prove the non-negativity of ζε,n, we apply
the chain rule
∂
∂t
(−ζε,n)+ = −sign+(−ζε,n)
∂
∂t
(ζε,n), (3.40)
where sign+(x) = 1 for x ≥ 0 and sign+(x) = 0 for x < 0. We infer from (3.38),(3.34) and
(3.40) that
d
dt
‖(−ζε,n)+(t)‖L1((0,n);dµ)
= −
∫ n
0
sign+(−ζε,n)(µ, t)
[
Q1ε,n(ζε,n)(µ, t)
]
+
dµ
+
∫ n
0
sign+(−ζε,n)(µ, t)Q
2
ε,n(ζε,n)(µ, t)dµ
≤ −
∫ n
0
sign+(−ζε,n)(µ, t)(−ζε,n(µ, t))
[(
1
ε
− 1
)∫ µ
0
Λn(µ, ν)ζε,n(ν, t)dν
+
∫ n
0
Λn(µ, ν)ζε,n(ν, t)dν
]
dµ
≤ 2kn2+2σ
∫ n
0
(−ζε,n)+(t)
[(
1
ε
+ 1
)∫ µ
0
ζε,n(ν, t)dν +
∫ n
0
ζε,n(ν, t)dν
]
dµ
≤ 2kn2+2σ
(
1
ε
+ 2
)
‖ζε,n(t)‖L1((0,n);dµ)‖(−ζε,n)+(t)‖L1((0,n);dµ).
Using an application of Gronwall’s lemma, we end up with
‖(−ζε,n(t))+‖L1((0,n);dµ)
≤‖(−ζ inε,n)+‖L1((0,n);dµ) exp
(
2kn2+2σ
(
1
ε
+ 2
)∫ t
0
‖ζε,n(s)‖L1((0,n);dµ)ds
)
for t ∈ [0, T∗). Next, the non-negativity of ζ
in
ε,n from (3.30) confirms that
‖(−ζ inε,n)+‖L1((0,n);dµ) = 0.
Thus, we have ζε,n(t) ≥ 0 a.e. in R>0.
Next, in order to prove (3.33), let us consider the following from (3.31) by setting ω ≡ 1
‖ζε,n(t)‖L1((0,n);dµ) =‖ζ
in
ε,n‖L1((0,n);dµ) −
∫ t
0
∫ n
0
∫ ν
0
Λn(µ, ν)ζε,n(µ, s)ζε,n(ν, s)dµdνds
−
1
ε
∫ t
0
∫ n
0
∫ ν
n−εn
Λn(µ, ν)ζε,n(µ, s).ζε,n(ν, s)dµdνds
Since ζε,n(t) ≥ 0 a.e. in R>0 and Λn ≥ 0, hence, the above equation implies that
‖ζε,n(t)‖L1((0,n);dµ) ≤ ‖ζ
in
ε,n‖L1((0,n);dµ), for t ∈ [0, T∗), (3.41)
which prevents the case-II (given in Theorem 2 ). Hence, T∗ =∞. Analogously, 3.32 can
be obtained by setting ω(µ) = µχ(0,n)(µ) into (3.31).
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Next, it can easily be shown that ζε,n satisfies similar estimates in Lemmas 2–4 for
each T > 0. Hence, we have ∫ ∞
0
(µ−2σ + µ)ζε,n(µ, t)dµ ≤ Θ, (3.42)
sup
t∈[0,T )
∫ ∞
0
Ψ1(µ)ζǫ,n(µ, t)dµ < Θ2(T ), (3.43)
and
sup
t∈[0,T )
∫ ∞
0
Ψ2(µ
−σζε,n(µ, t))dµ ≤ Θ1(T ), (3.44)
uniformly with respect to ε ∈ (0, 1] and n ∈ N, and where Ψ1 and Ψ2 are two convex
functions whose first derivatives are concave and satisfy (3.1)–(3.2) and Lemma 3.
From (3.44) and the Dunford-Pettis theorem, we infer that there exists a weakly relatively
compact subset WT of L
1(R>0;µ
−σdµ) with respect to space variable µ.
3.4 Time Equicontinuity
In this section, we turn to check the equicontinuity with respect to time variable t in
the weak topology of L1(R>0;µ
−σdµ). Let us first consider ω ∈ D(R>0) and λ ∈ (1, n).
For η ∈ (0, 1) and 0 ≤ t1 < t2 ≤ T , set ω3(µ) ≡ ω(µ)(µ + η)
−σ into (3.31), where
ω(µ) = ω(µ)χ(0,λ)(µ), we have∣∣∣∣
∫ λ
0
ω3(µ){ζε,n(µ, t2)− ζε,n(µ, t1)}dµ
∣∣∣∣
≤
1
ε
∫ t2
t1
∫ n
0
∫ n
ν
(µ+ η)−σ|ω(µ + εν)χ(0,λ)(µ+ εν)− ω(µ)χ(0,λ)(µ)|
× Λn(µ, ν)ζε,n(µ, s)ζε,n(ν, s)dµdνds
+
∫ t2
t1
∫ n
0
∫ ν
0
(µ + η)−σ|ω(µ)|χ(0,λ)(µ)Λn(µ, ν)ζε,n(µ, s)ζε,n(ν, s)dµdνds
=
∫ t2
t1
∫ λ
0
∫ λ
λ−εν
(µ+ η)−σ
|ω(µ+ εν)− ω(µ)|
ε
Λn(µ, ν)ζε,n(µ, s)ζε,n(ν, s)dµdνds
+
∫ t2
t1
∫ n
0
∫ ν
0
(µ + η)−σ|ω(µ)|Λn(µ, ν)ζε,n(µ, s)ζε,n(ν, s)dµdνds. (3.45)
One can infer from (2.1), Lemma 2 and (3.45) that∣∣∣∣
∫ λ
0
(µ + η)−σω(µ){ζε,n(µ, t2)− ζε,n(µ, t1)}dµ
∣∣∣∣
≤‖ω‖W 1,∞(R>0)
∫ t2
t1
∫ λ
0
∫ λ
λ−εν
(µ+ η)−σνΛn(µ, ν)ζε,n(µ, s)ζε,n(ν, s)dµdνds
+ ‖ω‖L∞(R>0)
∫ t2
t1
∫ n
0
∫ ν
0
µ−σΛn(µ, ν)ζε,n(µ, s)ζε,n(ν, s)dµdνds
≤4k(‖ω‖W 1,∞(R>0) + ‖ω‖L∞(R>0))Θ
2(t2 − t1).
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As η → 0, then by Fatou’s lemma, we obtain∣∣∣∣
∫ λ
0
µ−σω(µ){ζε,n(µ, t2)− ζε,n(µ, t1)}dµ
∣∣∣∣ ≤ k(‖ω‖W 1,∞(R>0) + ‖ω‖L∞(R>0))Θ2(t2 − t1).
(3.46)
Next, by using Lemmas 2–3 and (3.46), we estimate the following term as∣∣∣∣
∫ ∞
0
µ−σω(µ){ζε,n(µ, t2)− ζε,n(µ, t1)}dµ
∣∣∣∣ ≤
∣∣∣∣
∫ λ
0
µ−σω(µ){ζε,n(µ, t2)− ζε,n(µ, t1)}dµ
∣∣∣∣
+
∣∣∣∣
∫ ∞
λ
µ−σω(µ){ζε,n(µ, t2)− ζε,n(µ, t1)}dµ
∣∣∣∣
≤k(‖ω‖W 1,∞(R>0) + ‖ω‖L∞(R>0))Θ
2(t2 − t1) + ‖ω‖L∞Θ2(T )
λ
Ψ1(λ)
.
As λ→∞, then by (3.1), we have∣∣∣∣
∫ ∞
0
µ−σω(µ){ζε,n(µ, t2)− ζε,n(µ, t1)}dµ
∣∣∣∣ ≤ k(‖ω‖W 1,∞(R>0) + ‖ω‖L∞(R>0))Θ2(t2 − t1).
This proves the time equicontinuity in L1(R>0;µ
−σdµ) when ω ∈ D(R>0).
Next, we will check the time equi-continuity of family of solutions {ζε,n}n>1 ⊂ L
1(R>0;µ
−σdµ)
when ω ∈ L∞(R>0).
Let us assume Φε,n(µ, t) = µ
−σζε,n(µ, t) for every 0 ≤ t1 < t2 ≤ T . Then for ω ∈
L∞(R>0), there exists a family of functions ωk ∈ D(R>0) such that
ωk(µ)→ ω(µ) a.e. in R>0 with ‖ωk‖L∞(R>0) ≤ c‖ω‖L∞(R>0), (3.47)
where c > 0 is a constant and supp(ωk) ⊂ [0, λ0] ⊂ [0, n), λ0 > 1.
Let us simplify the following integral, by using the triangle inequality, as∣∣∣∣
∫ ∞
0
{Φε,n(µ, t2)− Φε,n(µ, t1)}ω(µ)dµ
∣∣∣∣ ≤
∣∣∣∣
∫ ∞
0
{Φε,n(µ, t2)− Φε,n(µ, t1)}ωk(µ)dµ
∣∣∣∣
+
∣∣∣∣
∫ ∞
0
{Φε,n(µ, t2)− Φε,n(µ, t1)}(ω − ωk)(µ)dµ
∣∣∣∣
=:
2∑
i=1
Ii. (3.48)
where Ii, for i = 1, 2, are the first and second integral on the right-hand side of (3.48).
Next, one can infer from the Egorov theorem that
lim
k→∞
sup
µ∈(0,λ0)\Eδ,λ0
|ωk(µ)− ω(µ)| = 0, for every λ0 > 1 and δ ∈ (0, 1), (3.49)
where Eδ,λ0 is a measurable subset of (0, λ0) with Lebesgue measure |Eδ,λ0 | ≤ δ.
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From (3.47), we evaluate the estimate value of I1 as
I1 ≤ kc(‖ω‖W 1,∞(R>0) + ‖ω‖L∞(R>0)Θ
2|t2 − t1|. (3.50)
Next, we evaluate I2, by applying Lemma 2, as
I2 =
∣∣∣∣
∫ ∞
0
{Φε,n(µ, t2)− Φε,n(µ, t1)}(ω − ωk)(µ)dµ
∣∣∣∣
≤
∫
(0,λ0)\Eδ,λ0
|{Φε,n(µ, t2)− Φε,n(µ, t1)}(ω − ωk)(µ)|dµ
+
∫
Eδ,λ0
|{Φε,n(µ, t2)− Φε,n(µ, t1)}(ω − ωk)(µ)|dµ
+
∫ ∞
λ0
|{Φε,n(µ, t2)− Φε,n(µ, t1)}(ω − ωk)(µ)|dµ.
≤2Θ sup
µ∈((0,λ0)\Eδ,λ0 )
|ωk(µ)− ω(µ)|+
∫
Eδ,λ0
|{Φε,n(µ, t2)− Φε,n(µ, t1)}(ω − ωk)|dµ
+
∫ ∞
λ0
|{Φε,n(µ, t2)− Φε,n(µ, t1)}(ω − ωk)(µ)|dµ. (3.51)
As k →∞ and using (3.47) and (3.49) into (3.51), we get
I2 ≤(c+ 1)‖ω‖L∞(R>0)
{∫ ∞
λ0
+
∫
Eδ,λ0
}
{µ−σζε,n(µ, t2) + µ
−σζε,n(µ, t1)}dµ. (3.52)
From (3.42), we have∫ ∞
λ0
µ−σζε,n(µ, t)dµ ≤ Θ and
∫
Eδ,λ0
µ−σζε,n(µ, t)dµ ≤ Θ
for t ∈ (0,∞). Using Lebesgue’s dominated convergence theorem, we obtain∫ ∞
λ0
µ−σζε,n(µ, t)dµ → 0, as λ0 →∞. (3.53)
Similarly, as λ0 →∞ and δ → 0, we have∫
Eδ,λ0
µ−σζε,n(µ, t)dµ→ 0. (3.54)
Now, taking the limit λ0 →∞ and δ → 0 into (3.52) and then using (3.53) and (3.54),
we have
I2 → 0. (3.55)
From (3.50) and (3.55) into (3.48), we obtain∣∣∣∣
∫ ∞
0
{Φε,n(µ, t2)− Φε,n(µ, t1)}ω(µ)dµ
∣∣∣∣ ≤ C1(ω)|t2 − t1|, (3.56)
for |t2 − t1| < δ1 for some sufficiently small δ1, this proves the equi-continuity result. One
can easily see that it is also true for t1 > t2. Thus, the family of functions (ζε,n) is a time
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equi-continuous in the topology L1(R>0;µ
−σdµ).
Then according to a refined version of Arzela`-Ascoli theorem [30, Definition 1.3.1.]
there exists a subsequence (not relabeled) ζε,n and ζε ∈ Cw[(0, T );L
1(R>0, µ
−σdµ)) such
that
ζε,n(µ, t)→ ζε in Cw([0, T );L
1(R>0, µ
−σdµ)). (3.57)
Next, from Lemma 2, (3.43) and (3.1), one can easily improve the convergence in (3.57)
to
ζε,n(µ, t)→ ζε in Cw([0, T );L
1(R>0, (µ
−σ + µ)dµ)). (3.58)
As ε→ 0, we have
lim
ε→0
ζε → ζ in Cw([0, T );L
1(R>0, (µ
−σ + µ)dµ)). (3.59)
In order to complete the existence result of Theorem 2.19, we need to check ζ is indeed a
weak solution to (2.17)–(2.18) which is shown in the next subsection.
3.5 Weak Convergence of Integral Operators
Let ω ∈ D([0,∞)) be a test function with compact support contained in (0, λ) ⊂ (0, n),
for 1 < λ < n. From (2.10), we have∫ ∞
0
ζε,n(µ, t)ω(µ)dµ =
∫ ∞
0
ζ in(µ)ω(µ)dµ + P1ε,n(t)− P
2
ε,n(t) (3.60)
where
P1ε,n(t) =
∫ t
0
∫ n
0
∫ ν
0
{
ω(ν + ετ)− ω(ν)
ε
}
Λ(ν, τ)ζε,n(ν, s)ζε,n(τ, s)dτdνds,
P2ε,n(t) =
∫ t
0
∫ n
0
∫ ν
0
ω(τ)Λ(ν, τ)ζε,n(ν, s)ζε,n(τ, s)dτdνds.
Since ζε,n → ζε and ζε → ζ in Cw([0, T );L
1(R>0; (µ + µ
−σ)dµ)), then we have
lim
n→∞
∫ n
0
ζε,n(µ, t)ω(µ)dµ =
∫ ∞
0
ζε(µ, t)ω(µ)dµ, (3.61)
and as ε ∈ (0, 1]
lim
ε→0
∫ ∞
0
ζε(µ, t)ω(µ)dµ =
∫ ∞
0
ζ(µ, t)ω(µ)dµ. (3.62)
In order to complete the proof it is sufficient to show that P1ε,n(t)→ P
1(t) and P2ε,n(t)→
P2(t) as n→∞ and ε→ 0, where
P1(t) =
∫ t
0
∫ ∞
0
∫ ν
0
τω′(ν)Λ(ν, τ)ζ(ν, s)ζ(τ, s)dτdνds,
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and
P2(t) =
∫ t
0
∫ ∞
0
∫ ν
0
ω(τ)Λ(ν, τ)ζ(ν, s)ζ(τ, s)dτdνds.
Let us first split P1ε,n into two sub-integrals as
P11ε,n(t) =
∫ t
0
∫ λ
0
∫ ν
0
{
ω(ν + ετ)− ω(ν)
ε
}
Λ(ν, τ)ζε,n(τ, s)ζε,n(ν, s)dτdνds,
P12ε,n(t) =
∫ t
0
∫ n
λ
∫ ν
0
{
ω(ν + ετ)− ω(ν)
ε
}
Λ(ν, τ)ζε,n(τ, s)ζε,n(ν, s)dτdνds.
Before passing the limit in P11ε,λ, we claim that for all ν ∈ (0, λ),
lim
n→∞
∫ ν
0
νστσ
{
ω(ν + ετ)− ω(ν)
ε
}
Λ(ν, τ)ζε,n(τ, s)dτ
=
∫ ν
0
νστσ
{
ω(ν + ετ)− ω(ν)
ε
}
Λ(ν, τ)ζε(τ, s)dτ. (3.63)
One can infer from (2.1) and ω ∈W 1,∞ that νστσ
{
ω(ν+ετ)−ω(ν)
ε
}
Λ(ν, τ) ∈ L∞((0, λ)2).
Since ζε,n → ζε in C([0, T ]w ;L
1(R>0;µ
−σdµ)), then by [20, Lemma 4.3], we have
lim
n→∞
∫ ν
0
νσ
{
ω(ν + ετ)− ω(ν)
ε
}
Λ(ν, τ)ζε,n(τ, s)dτ
=
∫ ν
0
νσ
{
ω(ν + ετ)− ω(ν)
ε
}
Λ(ν, τ)ζε(τ, s)dτ. (3.64)
Next, from (2.1) and (3.42), the following integral can easily be shown finite i.e.∫ ν
0
νστσ
{
ω(ν + ετ)− ω(ν)
ε
}
Λ(ν, τ)ζε,n(τ, s)dτ ≤ K(λ)‖ω‖W 1,∞(R>0)Θ <∞, (3.65)
where K(λ) is a constant depending on λ. Applying once more [20, Lemma 4.3], we obtain
lim
n→∞
∫ t
0
∫ λ
0
∫ ν
0
{
ω(ν + ετ)− ω(ν)
ε
}
Λ(ν, τ)ζε,n(τ, s)ζε,n(ν, s)dτdνds
=
∫ t
0
∫ λ
0
∫ ν
0
{
ω(ν + ετ)− ω(ν)
ε
}
Λ(ν, τ)ζε(τ, s)ζε(τ, s)dτdνds. (3.66)
As ε→ 0 to (3.66), we have
lim
ε→0
lim
n→∞
P11ε,n(t) = lim
ε→0
∫ t
0
∫ λ
0
∫ ν
0
{
ω(ν + ετ)− ω(ν)
ε
}
Λ(ν, τ)ζε(τ, s)ζε(ν, s)dτdνds
=
∫ t
0
∫ λ
0
∫ ν
0
τω′(ν)Λ(ν, τ)ζ(τ, s)ζ(τ, s)dτdνds. (3.67)
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Finally, by using (2.1), (3.42), (3.43), the integrability properties of ζ from Definition 1
and Lebesgue’s dominated convergence theorem, we estimate that
lim
λ→∞
P12ε,n(t) = lim
λ→∞
∫ t
0
∫ n
λ
∫ ν
0
{
ω(ν + ετ)− ω(ν)
ε
}
Λ(ν, τ)ζε,n(τ, s)ζε,n(ν, s)dτdνds
≤k‖ω‖W 1,∞(R>0) limλ→∞
∫ t
0
∫ n
λ
∫ 1
0
ντ−σζε,n(τ, s)ζε,n(ν, s)dτdνds
+ k‖ω‖W 1,∞(R>0) limλ→∞
∫ t
0
∫ n
λ
∫ ν
1
(ν + τ)ζε,n(τ, s)ζε,n(ν, s)dτdνds
≤3k‖ω‖W 1,∞(R>0) limλ→∞
λ
Ψ(λ)
Θ
∫ t
0
∫ n
λ
Ψ(ν)ζε,n(ν, s)dνds
≤3k‖ω‖W 1,∞(R>0) limλ→∞
λ
Ψ(λ)
ΘΘ2(T )T = 0.
Similarly, we can prove that for ε→ 0,
lim
λ→∞
P12ε (t) = lim
λ→∞
∫ t
0
∫ ∞
λ
∫ ν
0
τω′(ν)Λ(ν, τ)ζε(τ, s)ζε(ν, s)dτdνds = 0. (3.68)
Combing (3.67) and (3.68), we obtain
lim
ε→0
lim
n→∞
P1ε,n(t) = P
1(t). (3.69)
Similarly, it can be easily seen that
lim
ε→0
lim
n→∞
P2ε,n(t) = P
2(t). (3.70)
This completes the weak convergence of integral operators. Hence, ζ is a weak solution to
(1.3)–(1.2).
4 Weak solutions are mass-conserving
For the purpose of completing the proof of Theorem 1, it is sufficient to show that all
solutions are mass-conserving. For this, we need the following lemma which will give the
sketch of the proof of the equation 2.20.
Lemma 5. Suppose Λ satisfies (2.1)–(2.2) and ζ in ∈ Y+. Let ζ be a weak solution to
(1.3)–(1.2) on [0, T ). Then, we have
∫ λ
0
µζ(µ, t)dµ−
∫ λ
0
µζ in(µ)dµ = −
∫ t
0
∫ ∞
λ
∫ λ
0
νΛ(µ, ν)ζ(µ, s)ζ(ν, s)dνdµds, (4.1)
for λ ∈ R>0 and t ∈ (0, T ).
Proof. Set ω(µ) = µχ(0,λ)(µ) for µ ∈ R>0 and substitute this into (2.15) to have
ωε(µ, ν) =


0, if (µ, ν) ∈ (0, λ)× (0, µ),
−ν, if (µ, ν) ∈ [λ,∞)× (0, λ),
0, if (µ, ν) ∈ [λ,∞)× [λ, µ).
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Inserting the above values of ωε into (2.14), we find∫ λ
0
[ζ(µ, t)− ζ in(µ)]µdµ =−
∫ t
0
∫ ∞
λ
∫ λ
0
νΛ(µ, ν)ζ(µ, s)ζ(ν, s)dνdµds,
which settles the proof of Lemma 5.
In order to complete the proof of equation (2.20), it is enough to show that the right-
hand side of (4.1) goes to zero as λ→∞.
Lemma 6. Assume that Λ satisfies (2.1) and ζ in ∈ Y+. Let the weak solution ζ to
(1.3)–(1.2). Then the following holds
lim
λ→∞
∫ t
0
∫ ∞
λ
∫ λ
0
νΛ(µ, ν)ζ(µ, s)ζ(ν, s)dνdµds = 0,
for each t ∈ (0, T ).
Proof. Assume λ > 1, t ∈ (0, T ), and s ∈ (0, t). In order to prove Lemma 6, we first split
the following integral into two sub-integrals as∫ ∞
λ
∫ λ
0
νΛ(µ, ν)ζ(µ, s)ζ(ν, s)dνdµ = Σ1(λ, s) + Σ2(λ, s),
with
Σ1(λ, s) :=
∫ ∞
λ
∫ 1
0
νΛ(µ, ν)ζ(µ, s)ζ(ν, s)dνdµ,
Σ2(λ, s) :=
∫ ∞
λ
∫ λ
1
νΛ(µ, ν)ζ(µ, s)ζ(ν, s)dνdµ.
On the one hand, we infer from (2.1) and Young’s inequality that
Σ1(λ, s) ≤ k
∫ ∞
λ
∫ 1
0
ν1−σµζ(µ, s)ζ(ν, s)dνdµ
≤ k
(∫ ∞
0
ν1/2−σζ(ν, s)dν
)(∫ ∞
λ
µζ(µ, s)dµ
)
≤ k‖ζ(s)‖Y
∫ ∞
λ
µζ(µ, s)dµ,
and by using the integrability properties of ζ from Definition 1 and Lebesgue’s dominated
convergence theorem, we obtain
lim
λ→∞
∫ t
0
Σ1(λ, s)ds = 0. (4.2)
On the other hand, we infer from (2.1) that
Σ2(λ, s) ≤ k
∫ ∞
λ
∫ λ
1
ν(µ+ ν)ζ(µ, s)ζ(ν, s)dνdµ
≤ 2k
∫ ∞
λ
∫ λ
1
µνζ(µ, s)ζ(ν, s)dνdµ ≤ 2k‖ζ(s)‖Y
∫ ∞
λ
µζ(µ, s)dµ,
and using the same argument as in (4.2), we conclude that
lim
λ→∞
∫ t
0
Σ2(λ, s)ds = 0.
Recalling (4.2), we obtain the desired result of Lemma 6.
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Now, we are in a position to prove (2.20).
Proof of (2.20). Let t ∈ (0, T ). Then, from Lemma 6, we find
lim
λ→∞
∫ t
0
∫ ∞
λ
∫ λ
0
νΛ(µ, ν)ζ(µ, s)ζ(ν, s)dνdµds = 0, (4.3)
it readily follows from (4.3) that the left-hand side of (4.1) converges to zero as λ → ∞.
Thus, we have
M1(ζ)(t) = lim
λ→∞
∫ λ
0
µζ(µ, t)dµ = lim
λ→∞
∫ λ
0
µζ in(µ)dµ =M1(ζ
in).
This completes the proof of (2.20).
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