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Abstract| An algorithm is presented in this paper
to disambiguate sequences of hand gestures by uti-
lizing their overall meaning. This algorithm relieves
the traditional reliance on a potentially complex syn-
tactical analysis step by sharing this burden with
higher level processing. A minimal set of concur-
rent primitives are used to represent hand gestures,
improving scalability while reducing the complexity
of training and recognition. These gesture primi-
tives are synthesized into concepts and associated
with a knowledge base using an approximate graph
matching technique to determine their overall mean-
ing. Initial experimental results have shown that this
technique is able to successfully disambiguate one or
more hand gestures in sequences of 2-5 noisy ges-
tures, resulting in an improved understanding of the
overall meaning.
Keywords|Hand gesture understanding, knowledge-
based recognition, human computer interaction, nat-
ural language processing
I. Introduction
The dependence of humans on machines for assistance
with a diverse range of everyday tasks is steadily in-
creasing, yet interaction with these machines is often
restricted to tedious and strict sets of instructions pro-
vided via awkward interfaces. The keyboard and mouse
are impractical interfaces in numerous scenarios includ-
ing ubiquitous computing environments and for interac-
tion with domestic or industrial service robots.
Although signicant advances have been made in
speech-based interface research, these interfaces will al-
ways be impractical both in very noisy and in very quiet
environments. Noisy environments exist both in domes-
tic and industrial scenarios, including noise from enter-
tainment centres, multiple conversations, and assembly
lines. Quiet environments include any location where
cellular telephones are socially unacceptable, including
the library, theatre, or when others are asleep. Pro-
viding machines with the ability to understand hand
gestures will improve the ease and eciency of society's
interaction with a diverse range of machines.
Traditional hand gesture interface research focuses
primarily on recognition with an emphasis in two areas;
non-intrusive data acquisition techniques and synthe-
sis of hand gestures using syntactical analysis. A need
exists for intuitive hand gesture interaction between hu-
man and machine in which the machine does not simply
recognize hand gestures, but understands and utilizes
their meaning.
A brief review of related techniques and limitations
is presented in Section II of this paper, followed by an
overview of our approach to using a knowledge base for
disambiguation in Section III. Individual components
of this architecture are described in Section IV through
VI. Results and conclusions are presented in Sections
VII and VIII.
II. Current Limitations
In simple scenarios including a service robot follow-
ing a person, or use of the hand solely as a pointing de-
vice, isolated hand gestures can convey sucient infor-
mation without requiring use of gesture understanding
techniques. Nicolescu and Mataric describe an implicit
communication technique for human-robot communica-
tion, claiming to avoid the use of a predened set of ges-
tures or symbols[1]. Such an interface is ideal in simple
appliances and devices with limited functionality ([2],
[3]), as it is possible to describe their entire operational
domain in terms of a few isolated gestures. These im-
plicit communication and learn-by-example approaches
are successful in conveying very specic simple tasks in-
cluding navigation. A number of machines, including
interactive service-robots, require a more comprehen-
sive interaction method to cooperate and be able to ef-
ciently assist people in carrying out a diverse range of
potentially complex everyday tasks.
A signicant portion of hand gesture research con-
centrates primarily on recognition and places little em-
phasis on utilizing meaning. In research where high
level language information is utilized, n-gram statisti-
cal grammar models [4], [5] or restricting the syntax [6]
are common. Although these techniques can be used to
improve the recognition rate by constraining or weight-
ing the possible gestures that can be recognized relative
to one another, information about the meaning of the
gesture is not utilized to disambiguate and compensate
for noise. In addition, n-gram statistical grammar mod-
els require prohibitively large training sets that are not
readily available for model-based hand gestures.
The system architecture of a typical hand gesture
recognition system using a stochastic language model
is illustrated in Fig. 1. Although the synthesis stage
in this architecture can be optimized to improve recog-
nition rates, stochastic language models require large
training sets and rarely obtain sucient data for all
hand gesture combinations. Infrequently used hand ges-
tures and rarely used combinations of hand gestures
remain ambiguous and are inadequately handled in a
stochastic syntax-only framework.Feedback￿
Recognition￿ Synthesis￿
Hand￿
Gestures￿ Sequence of￿
Symbols￿
Human￿
Output￿
Medium￿
Stochastic grammar models￿
used for syntactical analysis￿
Output phrases sometimes do not￿
"make sense" due to ambiguities that￿
cannot be resolved using only syntax￿
Fig. 1. Conventional Gesture Recognition
III. Understanding Hand Gestures
To interact seamlessly with humans in today's soci-
ety, a machine must not only identify individual hand
gestures, but it must be able to associate a set of hand
gestures with an appropriate meaning. Recognizing a
gesture in isolation can facilitate simple commands, but
individual gestures are often ambiguous in natural com-
munication.
As Hummels and Stappers identied, meaning is a
fundamental aspect of hand gestures[7]. Although a
\wizard-of-oz" approach was used by the authors, the
importance of using meaning to understand hand ges-
tures was emphasized. Incorporating information about
relationships between concepts represented by hand ges-
tures allows a machine to improve its overall under-
standing accuracy. By mapping candidate concepts con-
veyed by each hand gesture against existing domain
knowledge, the overall meaning of hand gesture phrases
can be estimated. This probable meaning is then used
to resolve ambiguities in individual hand gestures where
necessary.
Once machines understand the meaning of continuous
phrases of hand gestures, the communication possibili-
ties between humans and machines expand dramatically
from simple commands to a language in which the ex-
pression of complex concepts and instructions is feasi-
ble. Similar to the manner humans interpolate within
spoken phrases to complete or correct missing or mis-
heard words, the ability for machines to understand the
meaning of gestures will allow machines to interpolate
within gesture phrases to compensate for missing ges-
tures and ambiguous gesture information. Hand ges-
tures that cannot be recognized on their own, or are in-
correctly recognized have an increased chance of being
correctly identied using the meaning of the supporting
gesture phrase.
A. Language
The hand gesture language used for knowledge-based
disambiguation consists of single-handed signs based on
native (as opposed to nger-spelling) signs in the Amer-
ican Sign Language (ASL). Natural signs were used due
to their eciency in conveying concepts, and since use
of nger-spelling does not utilize the full capabilities of
hand gesture languages. Although occasionally neces-
sary for names and specic objects, nger-spelling only
emulates speech or text-based languages.
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B. System Architecture
An important distinction must be made between un-
derstanding and recognition in this paper. The func-
tions of recognition, synthesis and understanding are
closely related, but functionally distinct steps. The
recognition process identies signicant components of
hand gestures from a set of relevant features. This in-
cludes the process of identifying likely candidate nger
congurations that can be combined to form a letter
in the nger-spelling alphabet. The synthesis task as-
sembles a set of these candidate gesture primitives into
potential concepts. The understanding task uses do-
main knowledge to determine probable meaning from
the set of potential concepts. The results of the under-
standing task are then used to rene the set of candi-
date concepts selected in the synthesis stage, assisting
with disambiguation and compensating for errors in the
recognition task.
As illustrated in Fig. 2, domain specic knowledge is
an integral component of this architecture. It is essen-
tial for understanding sequences of hand gestures and
provides direct feedback to the synthesis stage. This
feedback is used to disambiguate hand gestures that
may not be handled accurately in conventional stochas-
tic language model approaches to synthesis.
IV. Feature Extraction
To facilitate experiments with disambiguation and to
provide a controlled environment for the experiments,
an 18-sensor CyberGlove
TMand a Flock of Birds
TMwere
used to obtain an accurate 3D representation of the
hand. The data obtained with these tools can be di-
rectly replaced with 3D reconstruction techniques as
they mature using less intrusive hardware, including [8],
[9], [10]. The measurements obtained from this hard-
ware are joint angles, 3D position, and orientation rep-
resented using quaternions.
A simple, but eective time-varying parameter seg-
mentation technique was applied to identify the begin-
ning and end of hand gestures and features of interest.
This technique was previously described in detail and
used successfully in [11] for recognition of signs in Tai-
wanese Sign Language.
V. Gesture Primitives
Relatively simple 3 to 6-state Bakis models (left-right
with skip states) were used to model each hand gestureprimitive. The Bakis model has been used successfully
for a wide range of hand gesture recognition applications
in current research, including [12], [13].
Although common hidden Markov model techniques
were used to recognize hand gestures, the manner in
which they were used diers from the norm. Rather
than training individual HMMs for each hand pose, dy-
namic gesture, or conguration, models were trained to
identify only a small set of primitives. Each relevant
hand gesture was then represented using combinations
of hand gesture primitives, based on the Hamburg No-
tation System (HamNoSys) [14]. Using this small set of
hand gesture primitives reduced the search space during
recognition while still supporting recognition of a wide
range of hand gestures. HamNoSys was selected as a
basis for these gesture primitives due to its ability to
encode both concurrent and sequential components of
hand gestures, and its language-independent exibility.
This encoding method utilizes the natural parallelism in
hand gestures, reducing the required number of HMMs.
An approach to hand gesture recognition using com-
ponents smaller than the whole hand was proposed pre-
viously in [15]. In this paper, hand gestures were bro-
ken down into sequential components to help address
scalability issues in recognition, similar to phonemes in
speech recognition.
A. Synthesis
After the most likely potential hand gesture primi-
tives were recognized, the probabilities of each of these
candidate primitives were adjusted based on the re-
sults of disambiguation. Hand gesture primitives form-
ing hand gestures that \make more sense" when the
complete sequence is considered will have an increased
probability of use. This allows for a gesture primitive
that might be ambiguous or incorrectly recognized by
the HMMs to be corrected based on the meaning of the
supporting sequence of hand gestures.
VI. Disambiguation
A domain specic knowledge base was implemented
using conceptual graphs due to their ability to both rep-
resent semantic information and perform simple reason-
ing tasks using standard graph operations [16]. Sets
of hand gestures were associated with information in
the knowledge base to determine reasonable interpreta-
tions of meaning. This association was accomplished
using an algorithm derived from graph edit operations
for error-correcting subgraph isomorphisms ([17], [18])
and adapted for use with conceptual graphs.
A. Conceptual Graphs
Conceptual graphs are a exible method of knowledge
representation using bipartite graphs developed by Sowa
[19] and based on a combination of the existential graphs
of Charles Sanders Peirce and semantic networks. An
adaptation of the simple connected conceptual graphs as
described in [20] are used in this paper. These graphs
are connected conceptual graphs without negation or
nesting.
The comparison between concepts represented by
hand gestures and existing knowledge in the form of con-
ceptual graphs was performed using graph morphisms
or projection techniques. Subgraph isomorphism tech-
niques can be used to determine if the set of hand ges-
tures corresponds to a portion of an existing knowledge
graph, but subgraph isomorphism is an NP-complete
problem even for the special case of bipartite graphs
[21].
A simple example of subgraph isomorphism in gesture
understanding using conceptual graphs is illustrated in
Fig. 4 and Fig. 3. If all hand gesture primitives are
recognized correctly by the HMMs, a exact subgraph
isomorphism for the conceptual graph in Fig. 4 can be
found in the knowledge base illustrated in Fig. 3.
B. Approximate Mapping
Due to the NP-completeness of subgraph isomor-
phism, and the increased complexity of error-correcting
subgraph isomorphism, an approximation algorithm was
necessary to obtain reasonable solutions in reasonable
time. A Tabu search technique was implemented to per-
form the approximate subgraph isomorphisms.
The objective in understanding hand gestures using
conceptual graphs is to nd the closest match between
a subset of the existing knowledge and the given set of
concepts represented by hand gesture primitives. If the
set of hand gesture concepts is contained exactly within
the knowledge conceptual graph, an exact subgraph iso-
morphism exists, and is the optimal solution.
In a more realistic scenario, the conceptual graph rep-
resenting the set of gestures are not contained exactly
within the existing knowledge as illustrated in the sim-
ple example illustrated in Fig. 5 and Fig. 3. In this
scenario, modications are required to the conceptual
graph before it can be found exactly within the existing
knowledge. The objective is to minimize the seman-
tic distance between the conceptual graph representing
the gesture and a subset of the knowledge conceptual
graph. The semantic dierence between sets of hand
gestures and their identied meaning in the knowledge
base was quantied by assigning penalties for each type
of conceptual graph modication, resulting in objective
function in Eq. 1.
F =
X
i=fAg
CAi +
X
i=fDg
CDi +
X
i=fMg
CMi (1)
Where A is the set of conceptual graph elements that
must be added to the existing conceptual graph to ob-
tain an exact subgraph isomorphism with the set of hand
gesture concepts , CAi is the cost of adding graph ele-
ment i, D is the set of deleted conceptual graph ele-
ments, CDi is the cost of deleting graph element i, M is
the set of conceptual graph node labels that are modi-
ed, and CMi is the cost of modifying graph node label
i.
Before the objective function can be applied to hand
gesture understanding, the cost of each graph modica-
tion must be related to the semantic distance or logical
dierence between the original and modied graphs. ToPlate￿
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relate the costs in the objective function to semantic dis-
tances, the costs are dened in terms of the fundamental
conceptual graph operations as dened in [22].
C. Restrict / Unrestrict Operation
Substitution of one node for another node can be ac-
complished using the restrict and unrestrict operations.
These operations change the meaning of a conceptual
node by modifying its referent and/or its type. Since
relation nodes do not have referents, the restrict and
unrestrict operations only modify the type of a relation
node.
Costs are assigned to type modications based on the
minimum cost path between the original type and mod-
ied type in the concept or relation hierarchy. Costs are
assigned in the concept and relation hierarchies with
non-negative values, allowing Dijkstra's algorithm to be
used to determine the minimum cost path between the
two types in the relevant hierarchy.
The resulting cost of the restrict and unrestrict oper-
ations to transform node i into node j is illustrated in
Eq. 2.
CMi = kCrestrictref + lCunrestrictref (2)
+min(Cpath (typeof (i);typeof (j)))
Where k = 0 if node i has no referent or the referents
of node i and j are identical, otherwise k = 1,
l = 0 if node j has no referent or the referents of node
i and j are identical, otherwise l = 1,
Crestrictref is the cost of restricting a referent,
Cunrestrictref is the cost of unrestricting a referent,
and
min(Cpath (typeof (i);typeof (j))) is the minimum
cost path between the types of nodes i and j.
To maintain the goal of measuring semantic similarity,
edge costs in the hierarchy should be assigned based on
how similar the two types are relative to the other edges
in the hierarchy. For simplicity, all edges are assigned a
xed cost except for edges connected to the "absurdity"
and "entity" types, which are assigned innity and a
large value respectively.
D. Join / Detach Operation
The Join operation allows additional conceptual
graphs to be attached to the gesture conceptual graph.
Similarly, the detach operation allows subgraphs of the
gesture conceptual graph to be separated. These two
operations allow adjacent nodes from the original ges-
ture conceptual graph to be mapped on to nonadjacent
nodes in the knowledge conceptual graph, and nonadja-
cent nodes from the original gesture conceptual graph
to be mapped on to adjacent nodes in the knowledge
conceptual graph.
In a join operation, costs are assigned based on the
number of new relation links and concepts introduced
between two existing nodes. The cost of joining n con-
cepts and l relation links between node i and node j is
shown in Eq. 3.
CAi = Cjoin(i;j) = nCjc + lCjrl (3)Similarly, the cost of deleting n concepts and l relation
links between node i and node j is shown in Eq. 4.
CDi = Cdtach(i;j) = nCdc + lCdrl (4)
Where Cjc is the cost associated with joining an ad-
ditional concept, Cjrl is the cost associated with joining
an additional relation link, Cdc is the cost associated
with detaching a concept, and Cdrl is the cost associ-
ated with detaching a relation link.
To ensure the conceptual graph remains consistent,
only valid conceptual graphs can be detached or joined
to an existing conceptual graph. Each relation must
have exactly as many links to concepts as specied by
the valence of its relation type.
VII. Experiments
The technique presented was implemented in C and
C++ in a Linux/x86 environment. Data acquisition
from the CyberGlove and Flock of Birds was performed
at 100 Hz to synchronize measurements with the closest
monitor refresh rate to reduce the eects of electromag-
netic interference. Data provided in each channel as
input to the HMMs was down-sampled as necessary.
The knowledge domain for these experiments was re-
stricted to food related concepts, including meal prepa-
ration, consumption, and related concepts.
A. Primitives
The following set of gesture primitives were used as a
basis to dene each hand gesture. These hand gesture
primitives are loosely based on the Hamburg Notation
System.
 Slight curl of nger (each nger handled individually)
 Curl and extension of nger
 Tight curl of nger
 Spreading ngers
 Bringing ngers together
 Rotation of palm from face down to face up
 Rotation of palm from face up to face down
 Long arc of hand toward face
 Short movement of hand toward face
 Small looping movement
The training set and test set of data are disjunct,
with 75% of the data used for training and 25% used
for testing.
B. Hand Gestures
The gesture primitives were used to dene hand ges-
tures that were then combined in meaningful phrases.
Some examples of the written equivalents to these
phrases are provided in this section.
 Cook food in the morning
 Place spaghetti on the plate
 Include a spoon with the bowl
 Bring some water in a small glass
C. Knowledge Base
A knowledge base was constructed to describe the re-
lationships between concepts described using hand ges-
tures. Some examples of these relationships are de-
scribed in this section in English for illustration. This
information is stored in an ontology of concepts and set
of conceptual graphs expressing relationships between
concepts.
 Spaghetti is a type of food
 Cooking can be performed by an oven
 Ovens are machines
 Plates are food containers
 Glasses are liquid containers
D. Results
Experiments were run to evaluate the feasibility and
to provide preliminary results of the disambiguation per-
formance using the technique presented in this paper.
For these experiments, the domain specic knowledge
base consisted of approximately 25 concepts and the re-
lationships between them. Only hand gestures repre-
senting known concepts were used during these experi-
ments, but random noise was introduced to control the
ambiguity of individual hand gestures.
Results for varying levels of noise with and with-
out disambiguation assistance from the knowledge base
are shown in Table I. The values in these two ta-
bles are the percentage of correctly identied hand ges-
ture primitives, the percentage of correctly identied
concepts without knowledge base disambiguation assis-
tance, and the percentage of correctly identied con-
cepts with knowledge base disambiguation assistance.
Although these results were obtained with a relatively
small knowledge base, the accuracy of the nal concepts
improved substantially in almost all cases when assisted
using the knowledge-based disambiguation technique.
VIII. Conclusions and Future Work
In this paper, scenarios where hand gesture interfaces
are necessary have been identied and the signicance
of incorporating domain knowledge to disambiguate se-
quences of hand gestures emphasized. An architec-
ture was presented for knowledge-based disambiguation
of hand gestures using computationally simple gesture
primitives in combination with conceptual graphs. This
technique for knowledge-based disambiguation of hand
gestures was experimentally shown to improve the prob-
ability of discerning the original intent or meaning of
the communication. Disambiguating hand gestures in
this manner can be utilized to improve the ease and ef-
ciency of society's interaction with a diverse range of
machines.
A relatively small knowledge-base and set of hand
gestures were used to illustrate the feasibility of this
technique. Although the results are promising, further
work is required to evaluate the performance of this
knowledge-based approach to assist with disambigua-
tion of hand gestures using both a larger vocabulary
and a larger knowledge-base. In addition to disambigua-
tion, future work includes utilizing this approach to as-
sist with segmentation of continuous hand gesture at
points in time that divide meaningful phrases.
Related future work includes further development of
annotated model based hand gesture datasets. Large
annotated datasets are readily available for spoken lan-
guages, however, there is limited data currently avail-TABLE I
Knowledge-Based Disambiguation Assistance Results
Correct Primitives Correct Concepts (unassisted) Correct Concepts (assisted)
83% 50% 100%
81% 75% 75%
80% 67% 100%
69% 60% 80%
64% 50% 75%
31% 20% 60%
able with annotated 3D model based hand gestures.
Further development of annotated model based hand
gesture datasets would help to address the growing need
in both hand gesture and multimodal research commu-
nities.
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