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Parte I Um resultado elementar, mas in(.;lrutivo, da chamada Teoria de 
Ramsey afirma que seis 0 o rnenor nümero de pessoas uum grupo tal que: ou 
existem tri~s pest>oas que se conhecem mutuamente, ou existem três pessoas 
que silo estranhas eutre si ( assumimos quf' a relação'' conhecer" é slrnétri<·a, 
ou seja. se x conhece y, eut.ão y conhece x). Este valor da famosa fum:ão 
de R~-tnlst'Y refere-se a um dos casos mais sünplf)S dentre os poucos V<dores 
conhecidos até o momento. 
O problema de se detenninar os \'alores E>Xatos desta funçilo parece ser 
bastante dificil , haja visto que, em mais de seis décadas de pesquisa, as 
sollH;ôes exatas foram obtidas apenas para alguns poucos e geralmente pc•-
queuos valores dos paTiimet.os do domfnio. 
A partir de 1971, passcnl"St-' a ínYest.igar Yaria!Jtcs deste probl~·rna: o ar-
tígo[Ca3 J apresenta uma ve-rsão euja variante consiste na possibilidade da 
relbçiio "couhecer" não ser neccssarímrwHte simé1riea . .:\esta versão. um pro-
blema similar IW descrito acima pode ser refonnulítdo do seg,uínte modo: 
qual 0 o menor número de pessoas numa reunikío que garanta a 
exisTência de dois grupos de três pessoas eada t.al qtw: ou cada 
pessoa do primt;iro grupo couhece todas do segnudo grupo. ou 
cada pessoa do primeiro g,rupo não conhe('f' nenhurrw do segundo? 
Esre problema pode ser gem.-':ralizado. gerando urna fuuçâo q11e dunnamos 
funçào polarizado .. Como se trata de literaturn recente, há vários problemas 
aparentement.e complicados em aherlo e cujos similares na clássica t,eoria de 
Ramsey já foram solucionados. Por exemplo, enquanto o valor do problema 
do parágrafo introdutório já foi estabelecido. <'Outinua em aberto a deter-
minação exata do seu similar na funç:im polarizada. ResolYernos parcialmente 
o problema: o valor está entre 10 e 19. 
Para os casos f-initos, a principio, a detNminação dos valores exatos desta 
uova função pode ser Uiodificll qmmto seu similar na teoria clássica ( am-
bas. são problemas ~'F-completos ). As primeíras cínco seçfws tratam deste 
pro h lema, 
lll 
O propósito deste trabtllho é est.ndar, de um ponto de ':ista introdutório, 
duas da,sses de problemns extremos em combinat.ória finita e uma versão 
transfinHa dE> uma dE'las 
O capÍtulo I ( seçi;es 1 a 5 ) coust a inicialmente de nma breve díscussiio 
sobre alguns conceitos combinatórios, tais cümo: planejamentos, quadrados 
latinos e apresentação de uma nova maneira de construir determínados plane-
jamentos. A formulação da fuw:;ão polarizada encontra-se- Wt segunda parte. 
As próximas duas seçôes descreYem resultados (na sua maioria originais) so-
bre límítes inferiores c superiores para certas das~<:!S de pará metros da função 
mencionada. A última seção deste capitulo estahela(:f' uma conexão entre o 
problema. de. Zarankiewicz e a funçilo polarizada. 
Parte 11 O outro assunto abordado nesta monografia refere-se a um 
couhecido problf'ma com.hinat.ório, também de caráter vetorial, qm• passamos 
a descrever. 
Qual é o número minimo de torr(~S de xadrez para satisfazer a 
propriedade seguint.e: qualquer posição do t.almlewo podE' SE'r 
atiugída com um movimento de uma das torres ? 
N.âo há dificuldade em ver que a respo::;ta;,. 8. !\o (~ntant.o.a resposta 
não é tão fácil se consídf"nnrnos a mesnw pergunta pa-ra tabuleiros de for-
Inato hiperclibkos no espaç·o n-dimensional. Esta sít.uaçào particularíza um 
problema conhecido como coberf ura por hiperl.orres Er11hora est udnda há 
décadas, conhecem-se apenas poucas classes de valores exato;;; para a funç·iio 
relacionada _ 
Est.e prohlema será abordado no capb1lo Il ( se<;ôes 6 a 10 ) Discu-
tíremos brevemente alguns tópicos da teoria dos n)digos em (G). Posterior-
menl.e, enfocaremos algumaR est imat.ivas de parâmetros da fum;ão associada 
à cnhertura por hipertorres. Dedicamos Hl.aior at.eução a uma HO'\ca proposta 
de ataque a taís problemas, conhecido {'Omo mhodo de, cobertura 'usando 
ma.tri.ze8 (parte 9 ), reservando a última seç<~O deste capitulo a uma brew~ 
exposição dos avauços rça1izados neste pH)blema através de recursos com-
put.acíouais e otimlzaçào comhinatóri<L 
I\ii.o p01.iemos deixar de mencionar o fato curioso: um caso especifico 
desta fun(;ão determi11a uma estrat.úgía ck apostas para g~mhar nn Loteria 
Esportiva com mí.mero minlmo de cartões. 
Parte III O capitulo UI apwsenta urn estudo sobre as versões t.ransfini-
tas das partições erwowradas no capftnlo I ( nnm certo selltJdo, ext.eiJS(>es in-
finitárias da função polarizada). Tal assunto faz P<>.rlP da tf>í.:n"ia das parüçôes 
lV 
polarizada.s. Ern particular , dedicamos atem,cão especial ao Principio de Ari~ 
adne, uma versão proposta por Canáelli P Di Prisco. 
K'>te capft.ulo tem como escopo a apresentação dE" resultados rela1 i vos às 
partições polarizadas, dando €nfase a algumas cornparaçúes entre a teoria 
dos conjuntos ZF , a teoria de Ramsey infinita e o Principio de Ari<Hlne_ 
Para i:::to, um breve resumo de alg1lll5 tóplcos de ZF é d(~scrit.o na seçãolL 
Em seguida, descrevemos algllll!:i dos príncip.ais result ado.s da te-"úria de Ram-
sey infinita em 12. 
A teoria das partições polarizadft.<; é assunto das duas ült imas seções, 
sendo que a parte 13 trata da classe destas J)artições definidas em produtos 
cartesianos de dímensão fini1 a E. finalmente, o Prínefpio de Ariadne é 
discutido na última , a qual tem como principal resultado deste capit.ulo: o 
Principio de Ariadne é contraditório com o axioma da escolha. 
A maioria dos trabalho3 publicados sobre a teoria das partições polariza-
das refere-·se às partições definidas em produtos ('iHtesianos de dímensào 2. 
Por outro L~1do. as referências bibliogrMiuu:; das duas útimtts seções são pre-
(·ursoras de um novo eu foque des1 a teoria, a saber :partiç·ões cuja dimensão 
pode ser maior que 2, ou mesmo transfinita. Como se trata de literatura re-
cente. há vários problemas aparentemente difÍceiR em aberto e cujos similares 
na t-eoria de Ramsey infinita já foram solucionados. 
Pressupomos, nesta dissertação, apenas familiaridade com alguns. tóp1cos 
matemáücos elementares : construç{io de coq)()s finitos G'F(q) para q 
pot('m:in de primo. rudinwntos da teoria de _grupos e anéis, uoções de espaço 
Yetorial, elementos de teoria do;.; conjuntos. 
Finaliutndo esta introdução, comentarernos a originalídade deste tra-
balho. O raphulo III é uma mera exposi<;,:iin. O mesmo açontece com as 
seções 6, 7 e 8 ; enquanto 9 apreserJta algumas geJwralizações de teoremas 
já conhecidos. Resultados via métodos computaciouais e a conexão entre 
o problema da cobertura por hipertones e- a Te<nia dos Grafos ( seção lO ) 
foram obtidos com a colaboração dos professores do DCC~Onicamp: Cid C. 
Souza e Marcus V .S. P. Aragão. 
O capitulo I (em particular ns seções 3 , 4 e .). ) consta essencialmente 
de modestos resultados originais, com dependência d0 nosso conhedmento 
sobre o tema. Quanto aos dem{üs resultados apresent.adm; ne-ste trabalho, 
procuramos citar as fontes biblíográficas. 
Capítulo I 
Função Polarizada 
1 Teoria dos Planejamentos 
.:\<'Stf' capft ulo ntmos a:':-:umir que todo~ os <'nil_ÍU1lto;:; menCÍOll<ldo:o si;o fini" 
lo~ e que todos os parúr:wtros sán núnwros 1wturaís positivos IuJcia!mente. 
apresentaremos algm1s <·uue<-·ít os C(JlnlHJtlt1 óríos: 
1.1 Conceitos 
Definição 1.1 Sej;un \"um wujnnto de cHnlimdidade i' ( !\'! (') (' J uma 
famÍlia dP snbconjuut o;; de í ·. Os dementos de \ · { lTS]Wct Í\'<1lllE'ltte de j } 
n'C('1wm o uonw de pon'os (r(':-;pectinmWJJte bloco8 on lmlws 
t'm plmH:_~omcnlo com p;niirnetro.c; (o. k. À} consist(' em um par 
P ( \ ·. _;)) 1 al que: 
i) qualquer bloco 1 ern ( ~.,rdinalidodu k 
Ji') qualquer 2-su1wonjunto ( snlwoujunto d<' tamanho 2 _) de\· está eoutido 
em exntmuenk À hlO('OS d<' :3. 
Elimiw1 rnnus n 1101 i'l(:ãn coll.JU111 ist a ( ,.;rg nla~ e dut n•s) dos blocos q nando 
u.'ln houw•r perígo de umfusiio. 
Ex em p]o 1. 2 Sc:ian: \' ,., {O. L . , . 6} <' 
il ' { r11:; .124. n" :J4(i, 040, JS6, o2G} 
Por sirllple.s l!J,<.,l)f'Çiiú. wrífica-:w que { 1 ·. 3) é um plmwjanwmo ( 7. :~. 1). 
I 
Definição 1.3: Diz-se quE> P :::::: ( \ ', 3) é um planejamento resolúre:l 
(v, k, .\)quando: 
i) P é um plmJejament o (v. k. .\) : 
ii) a fami,lia de blocos ,3 pode ser diYidida em classes tais que cada classe é 
uma partiç:ão de L 
Urna classe de /i qne particiona i· reçebe o nome de classe de porulelas. 
Exemplo 1.4: S\'jarn 1·· = {0.1. , 8} e 3 a famÚJa de 3-sulxonjuntos: 
b1 = 036 b4""' o.~s 1;- = 057 ho = 012 
b:; '"" 147 
b3 ::-~ 258 
b5 ,·c;; 156 
bf, = 2:37 
bs = 138 
b'} = 246 
bll -o:;. 3.f) 
bl:; = 678 
O par ( 1·. 3) é um planejamento resolúw~l (9.3. 1). onde os blocos de 
cada coluna acima E'Stahelc•cem uma class0 de paralelas. 
Definição 1.5: Sej;un l _2: 2 em 2: l. :\tripla T ~::: (''.G'.,:-J) é uma 
configuração transrenal {l.m) quando: p·i o-.::. l.m (; particiona i' em I 
grupos G 1,G'] ..... G'1. onde jG';! = m para 1::; 1 :S: l: 3 uma famÚia de 
l-subconjuntos de\· tal que: 
·i} c-ada bloco contém um ünico ponto de cada bloco de G'. 
ii) cada 2-subconjunto {.r.y} de\'. onde 1· e y penenc{;'m a grupos dis1ín1os 
de G, está num úníco bloco de J. 
Exemplo 1.6 : Ctilizando o exemplo acima e denota!ldo· 
~1 ~ {bi. 1 <;i<; 9} c,~ {3.4,.5} o,~{6,7,8} 
obtemos (V, {G1,G'2,G3 }. !h) uma confignraçiio t.ransversal (3.3). 
Definição 1.7: Seja A= (a;j)uma matriz quadrada de ordem m cujas 
entradas a íj estão em E = {O, 1, .... m- 1}. A é um quadrado latino de ordem 
m. se cada elemento de E ocorre exatamente uma YeZ em cada linha e em 
cada coluna de A ,ou ainda, todas as linhas e colunas de A são permutações 
de E. 
2 
Exemplo 1.8 Denotando E ~"' {0, 1, 2}, considere <ts matrízes: 
[! o n [~ I 21 [ ~ l 2 l [ ~ I n I I  2 o o 2 I 2 2 o I 2 
As duas últimas são quadrados latinos de ordem ;1. 
Definição 1.9 Sejam d11as matrizes A= (aíJ)mxn e B = (bij)mxn. Deno~ 
t.amos por A* 13 a matriz concatenoçiio dt' B em A . definida por A >r. B :::o· ( Cij) 
onde: CíJ ~-= (a.ij, bij) para 1 ::; i::; n e 1 ::; j ::; n. 
Definição 1.10: /\s matrizes A e B siio ditas orto_qon1a5 se a con-
catenaçáo A * B possuir todos os elemeutos dE· E .>< E As matrizes 
A1 , A 2 , ... , Ak são mutuamr:nte orto.r;muns se A; for ort-ogonal a A5 para 1 ·:J j. 
Exemplo 1.11: As matrizes do exemplo "1.8 são mntuamente ortogonai~. 
De modo geral, podemos caraet.ló'tiz<u qu<Hlrados latino::; em t.f.'rrnos de ort.o-
gonalidadc. 
Proposição 1.12: Cma matriz A de ordem m é quadrado latino se e 
somem. te s.e as ma i rizes: 
o 
I 
m ~ 1 
são mutuamente ortogonais. 
[
01 m~ll 
: ~ :: ~ : 
PrM•o: Conseqüt~ncia direta da ddiuição de quadrado latino. 
1.2 Alguns resultados combinatórios 
c A 
Dado seu interessE> particular para o nosso trabalho, mostraremos uma forma 
direta d{' construir eert.as dasses de planejam.ent.os, que serão usadas poste~ 
rlonnentE' na obtenção de limites ínferiorps para a funçUo po1arizadit 
3 
:\(~S!t> e<:1pÚ.ulo, sa]Yo mel!Çito co1üráría. d<•notar<-•rn()s mn vetor 1'-
dimciJsiorwl X por (X o· X 1. . X;, ... , X r 1) onde X 1 repres<•n1 H a i-ésima 
coordPlW.da de X (O :Si-~ T ~ 1) .O wtor X 1 dcuota o tr<~nspos1o de X 
Lema 1.13: Se r ó primo então: 
(a) ('XiS!(' planejanwut.o rcsohível (r~, r, 1): 
(b) existE' configurBçio t.wnsveL<><>l (r. r); 
(c) existem r ~ 1 quadrados la1 iuos de ordPm -r mutuamt'JÜf' ort ogouais. 
Prm1a: Seja .íZr o arwl dos inteiros módulo r, onde -t- e denotam as 
operar;ô('s uo;uais de adição e produto. resp(_•ctJYamente. CmJtruiremos o 
planejunwut() d12sejado f' (\ '. 3). Sem IWHla <k geuer11lidade. podemos 
ident ífinu- \ · <"Otno ronsl it ufdo polos elementos da som R direta.Z:,. ;7< &:, .. As-
sim. SPus cl<'merli.os tém ü forma: (u, h) -o- r-+- b, outk O :5_ o. h;_; r-~ 1 
Tomt' (;, { (i.y) E\' O :S y _,;r --1} para0:::; 1 _,;r ·-1. Dess(' 
modo.(,' {C\, O :S: i S r- 1} P<Jrticiona V em r hlocos. \Iait:: 1-lÍHd<:J, (,'é 
llHHt dassc Ü(' paralelas na ,..;;eguuda coordenada. 
Para O ~ o. b :S r - 1, ('OHsid<'n.': 
(i j F (a. b) - -· (a, b ·i o. 2 b I o . - · - . (r - 1 j h -1 o/ 
(iii B(o.b) o 1·-:.;ubcou_jmJto d(• t• formado pcl():< <·lenwntos de 
(0. 1. . , r - 1 / * F (a. b .! 1 , isto é: 
B(a,/;)c {(ll.o).(Lb+o) ..... (r-l,(r-l)bia)} 
Seja 13 o conjunto cujos elementos sào os bloco:; B(o.h). Fiualnwnte, 
.} - J3 U C é o çoujuuro de blocos desejiH.lo. 
C'l1mnneJ1te temos ]1 'i.--- r· 2 e qualq1wr bloco t.em 1etm<-mlw r. Pnra (\ -, fJ) 
st'!' plaiJ('jHmento n:solúveL resta provar qu<' qualquer 2-suhcon,lnuto de \' 
est ,; contido ('lll um {mic-o h loco de ,J. Dividirc·mos esta tarefa em t rôs pHrt es. 
Primeira parte: a iutersecção de doís blocos não excedP nm cl<'HH'l1to: 
(1.1 l ]Gi n (.'jl- O para 1 --1 j. pois G pil.rt.icionn \' : 
(1.2) !Gi n B(a, b)l 1 por cmts1ruçào d~, B(o, b) 
(l.:·q a inkl'SE'Cçiio de dois hlocos de B t.em (·anlíw-tlidadc nwnor ou 1gnal a 
um. [)pfato. digamos qu(':r f y (' {.T . .1J} C B(o.b)nB(c.d). Como 
{.r, y} C B (o.. b) , 1 E> mos :r c~_ ( n, nb + a) e y -_-;-:; ( m . m h + a ) . onde n 1- m 
por {1.2). PoroutrolfHlo, {J',1J} C B(('.d) E'Hssirn: 
nh --1- a ----- nb l c 
mb--i-a mli+c 
Suhtraindo nwmbro a nwmhro as duas igualdades. 
Como ;z'" é f'Orpo (' r1 -- m I O, oht('rnos d h. 
a c e, port1mto, B(a, b) B(c. d). 
(h- d)(n -m) O. 
C'l<1rarneu1P temos 
Par1c doís: qualquer 2--suhcoujmJto {.r, y} d0 \ · aparNT nma \'PZ nos blo-
cos de;). De fato, dado um .r de\·. ele est.ú <'ontido Plll T + 1 blocos, pois 
há r dasS('S de p<mtklas- em B mais a da.ssc G( P<Jrte 1n':·.'-= ). Parn ("&do urn 
dessE'S blocos, :r se wla<'ÜHJa corn T ~ 1 pout.os. Eutao x se relndona corn 
( 1·- 1) (r+ 1) r~- 1 pout.os. 1-Ll ( r 2 - 1) 2-sutwoHjnut os de \ · qut' eont érn .r 
e, uenhurn dPSHes podP ttp<llüt'f:'r mais d10• uma vez ( primf·Ínl part.c ). Assim 
to dos são dist ittt os. 
Parte t rCs: Dado O :S b ~ r - 1 , a união 13 (O. b) U B (1 h_, U ... U lJ (r- l. h) 
furma uma classe• de pa rnldas Tome ( 1. j) E \ ·. C lar ;;nH('llk t•xist (' um 
O-:::; o::; r- l tHl que ib +a j, on sejB, (i,j) E B(o f,, Por outro lado. 
( 1. ) ) pert i'UC(' llJ)C'HAS il.. um bloco dn classe ele parald<1"-
Com cst.as trê.s partes, couch1í"se o i1em {a) d() lema_ :\tripla ('F. G. B) 
forma 11ma configuraçito trHltsYersal (r, r) pois: 
(i) cada bloco de B possni um ponto de cnda bloco de G. 
(ií) cada '2-suhcotJjun1 o {.L y} . .r e !J IWTt<:>W'E'lltes a hloc()s dí;-;t Í1Jt os de G 
est iÍ. num lÍnico blo('o de B. 
Finalnwut<:\ os r-· 1 qtwdrados lat mos podem ser con:<l ruídos dc1 seguint t· 
forma. Dado 1 ~ i :::; r~ 1. cousidNf' F; a matriz CUJaS eutradas s11o as 
i-fõsimas projeÇÓ('S dos \-'t'tOn's F (o. b) : 
fi 0'' ( F(a.b); J onde- O :-S rch::; r -1 
Ctili:znlldo o fato de fi:,. ser Uin ('Orpo, prm·a-St' qu<' F, é quadrado latino 
e que {F\. F'.f. . F~ J} contit-<ú um conj11nto de nu11rize;-; mutunmen1e or-
t-ogonais. D 
-!\1atriz Geradora-
O leitor deve notar que as comlWllE-'Hi.es de (O, L . . r- 1)1 * F(fl,b/ 
foram definides adiciouaudo-s<: a uas segundas coordenadas das compo-
lH'HÜ'S d(~ (0, L _,. -1}1 * F(O,b) 1 ,J;t Yimos q1w u:~<{ B(o,!J)} é mrw 
d<:i,-;,.<.;(' d<• paralelas. Dessa foruHL para /1 fixado, (O, 1. .r-- 1)1 '~- _F(o,b)1 
podem ser construidos a partír de (0. 1 .... ,r- 1) 1 * F(O.br. Assírn, 
B (O, 0), B (0, 1 ), , , , , B (0, r - 1) geram as famÜias de paralelas de B, 
Com este principio, introduziremot:~ mn algoritmo de obtenção desses ge-
radores e, em conseqüência , todos os blocos de B. 
Definição 1.14: Fixe O ::; k ::; r - 1. denot<' por IV k a ma.tra geradora 
definida por IV k ~"' (k:o. + fJ)o-:;a.bST 1, isto é: 
o 1 2 r-1 
k (k+ 1) kT 2 k+r-1 
-v, ,~ 2k 2k + 1 2(k ,, 1) 2k +r- 1 
(r- 1)k (r~,J)k+l (r-l)k+2 (r+ l)(k + 1) 
A coluna .i de W~,: coincide con1 o vetor F(j, k) :os elernüutos da diagonal 
principal de Wk : com as component.E's ck F(O, k +- l). Est.e, por sua vez, 
aparece na primeira coluna ( j c-e:. O ) de \11 k e gerB o bloco B (O. k 1- 1) 
Analogamente, os elementos da diagonal priucipal de wk~-1 ('OÜtcidem com os 
pontos de F(O. k +2), gerando 13(0, k +2) e assim ~ucessinunente. Portanto, 
este proeedirnent.o recursivo produz F (0. O) , F (0. 1 )- .. , F (O, r~ 1) .os quais 
geram a famÜia B 
Exemplo 1.15: Construção de planejamento resoltíi:el (9, 3, 1) Con~ 
sídere V =- Zls 8 lZ;>, e a hijeçào canônica entre \' e {O, 1. . , . , 8}. Pelo lema 
],]3, t<m1os F(b, O)',, {b, b, b} para b ,, O, L 2. Assim 
[
o 1 2 J 
'i' o •• ~ : ~ 
Concatenando o vetor (O, 1, 2r com as colunas de "\1! 0 , obtemos três blows 
de B: 
B(O, O)~ (0, 3. 6) B(LO) ~ (1.4,7) B(2, O) " (2, 5, 8) 
Da:-:; outras duas matrizes gemdoras: 
[
o 1 2] 
w1 ~· 1 2 O 
2 o 1 
13 (O. 1) 
li (O. 2) 
Tomn1JdO-S(' 
p ( {111 .. 
(0. 4. i{) 







(2, :l, 7) 
•. (2. 4. G) 
G { (0. 1. 2). (3, 4. 5), (b. 7. 8)}. o phnH~anwHto 
, 8}. B U G ) 6 re"-ohível com p<ll"<Ímetro.'i (9. :3, 1 ). 
Ern 1.13(c) . \'imch· que F1. F:>. . f'r .. l são mutuamentE:' onogonais. Dt: 
nm modo geral Yalt:>: 
Lema 1.16: Para qnnlquer po1('H<'Ía d~" primo q _c, rn. exist.e nm çnnjunto 
de q ~ 1 quadrados latino;; nmtuanwute ort.()gonais de ordem q . 
Prai'U: S<'.Ja o {'ürpo dt' Calois GF(q) (·om q f>knwHtos. Par<~~- E UF(q) \ 
{O} . dcfl11a a ma1riz 
F~.:,-- (F~,:{f!,a)) _.-- (k n -t- h) {a.b} c GF(ql 
A qual é quadn1do latiun dE'\·ido ~ esltu11-tra dP c()rpo ~:m GF(q) 
F<~lta mol':trBr quí' F~- e FJ sào mtogouais para k )- j Snponlw. que 
(Fk(h.o).Fj(b.o)) (Fk(d.C!.Fj(d.c)). :\;.;sim ('()lt'lO na dernoustração do 
lf'lUa 1.n(ç), etwoH1ramos o,-_-, c d<t ig,tt11ldadc (k- J) (o- c) _-c- O. desde que 
k f .i Logo h ---~ d . poi;; Fk é quadnldo lnt.lno. 
;\o km(l 1 1:3(c!. pod<'riamos <'On:>truir os blocos de _;3 par1mdo da 
c·xist f:'ttda (k (r - li' qtvvlntdos ht1 i nos mut.uamentc ortogonais de ordem 
r e YH't'-\VrS<-1. :\a r{'tÜidade>. os co11ceitüs: quadrado latíno. planejHlll.('IJtu 
resolúveL configllnH;ão 1 f<:tHSYer~;a1 est ~to mt.immncut.e ralaeionados J)('la: 
Proposição 1.17: hna m ;::: 2. as afirma~·óes segumtes sáo equivHlentes: 
(a) exist-e plauejanwuto rcsolúwl (m::-, m, 1)~ 
Cb'l exist(-' cmlfiguraçào t ranswrsal ( m. m) ~ 
(cl existem--- 1 quHdrados 1atilws de ordem m nltl1111H!lt'tlie ortogona.b. 
Pro-va: VN [Síj 
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2 Formulação da Função Polarizada 
:\o primeiro parágrafo da Introdução lembramos um resultado foklórico da 
Teoria de Ramsey 
seis é a quantidade mÍnima de pessoas m1ma reunião para garan-
tir a existência de um grupo de três pessoas que se conhecem 
mutuamenre, ou de um grupo de três pessoa.s que são estranhas 
duas a duas ( assumímos a simetria da relação ''conhecer''). 
Podemos ge-neralizar est<' problema de \·árías maneiras. a saber: 
(a) subistituir a relação hiniiria ··couhecer·· por umf! n-ária (não necessaria-
mente simétrica ): 
(b) supor que a relação possa as_sumir r \'alares distintos e não apt:nas dois 
( conhecído ou desconhecido): 
(c) exigir que o grupo tenha um Yalor arbitrário t de pessoas. 
Afim de formular matematkamcnte estas posskeis generalizações do pro-
blema em questão . Yamo:i adoí ar algurna:i notações e definições. Dados um 
conjunto X e ummímero natural n . denotamos por IX I a su.:1. U1rdinalidade, 
por X 11 o produto cartcsíano de X n wzes e x(nl = p·: )"c X 'Wi co~ n}. 
Sah'o menção C011tníria. assumiremos a simbologia da teoria dos conjunTOs 
conforme [Je] . 
Definição da Função de Ramsey 
Sejam a. t. n e r cardinais finitos. C ma r-coloraçtio do conjlmto Sé sim-
plesmente uma funç-ão X : S _, r Para cada s E 8. ).(s) recebe o nome 
de eor de s (em relação a x). Gm subconjunto T C 8 é monocromático ou 
homogêneo se a imagem de T, \''(T), tem apenas nm elemento. 
A relação de partição a ___. (t); ( lê-se a flecha t, n. r ) sígnífica: para 
qualquer r-coloração de a(~j exist.e lim subconjunto T C a, 11T11 - !. y\n) 
homogêneo. 
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Obviamente quando a __. (t); não vale ( neste ('aso, indiC'ado por 
a f' ( t )~ - lê-se a niio flecha f, 11, r ) significa que há pelo nwnos uma r-
coloração de an onde nenlnuna das r cores contém um subcoujunto T(n) 
homog(>neo, com !TI ~ t . 
Os Índice.<> inferior e superior nã.o scri'ío indicados em alguns casos. r--.: estes, 
asliumlrernos o valor (·orno sendo 2. Por exemplo: a ------. (tf' representa 
a·- (-t)~ e a f' (1) 4 signifk:a a f- (!)~. Conforme e.<>tns notações, a asserção 
a que nos referimos no parágrafo ínidal resume-se a 6 -- (3) e 5 f" (3) 
F. Ramsey, em 1928, provou qUE' para toda 1ripla (t. r. n) s0mpre existe 
um a suficient.emente grande satisfazendo a ~ (t)~. Dessa forma, o problema 
relativo à generalização comentada da asserção acima pode ser interpretado 
::;imbolicamcnt.e por: dados 1·. L n ; qual o menor o tal que a -----> (t)~ '? Logo, 
faz sentido definir 
R(t.r.n) .=: min{o. E IA': o--+ (i)~} 
Esta é a famosa funçáo de Rarnsey Desde que 6--. (3j , 5 -!""" (3) e que 
a relação o __, {t)~ é claramente monóton<:l crescent-e em t , n e r , temos 
R(3, 2. 2) "'~ 6. l'lo entanlo. conhecem-se poucos valoHcs eX<itos dess<1 função, 
mesmo para parâmetros pequeuos. Há rn~üs de sete dént.das esta função 
vem resistíudo a todo;:; os tipos d0 ., krrarnentas'· matenuíri<"aS e irn'est.Jdas 
(mesmo em computadores) í::lllpregados W.t s1111. dctermirw~,"ão. 
Definição da função polarizada 
A partir de 197L varian1es desse problema começaram a ser pesqnisadas 
( ver [:t<C] ). O art.ígo (Ca~ j , publicado em 198(), aprcsenla unHt versão na 
qual considera a possihllidade da rela<,:âo não ser uece,sariamente sirnê1"rica. 
Passamos à sua formulação. 
Sejam t,r,n naturais. /-\ rela~:ão de partü;.iio a=-:+(t;;' ( k'-se a 
dvpla flecha t, n. r ) significa: para toda r-colon:t.:,:ão \ de an existe 
urna cor i e existem Hj C a, com IHJI = t, 1 :S. j :S n, t:aís que 
x(HJ X H c X ""X Hn) ~ {i)" 
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:\este caso, o conjunto H1 x H 2 x x H.., recebe o nome de t-
morwcromáttco Se a=i(t)~ não vale, escrevemos a=ft(t)~ ( lê~se o não duplo 
flecho. t, n, r) Em alguns casos, omitiremos o fndie12 inferior r ( indiee supe-
rior n ) se r oo 2 (n = 2). 
No m·tigo [Ca3 ] é demonstrado o sirnilar do teorema de H:.arnsey finito: 
dados t, r, n ; sempre existe um natural a sufieíeilt.cmente grande tal que 
a~(t );1 O menor a satisfazendo tal prop1·iedade é defmido como sendo o 
valor da função p(t, r, n) , ou seja, 
p(t, r, n) .o• min{a E IN 'ac.c;(t)~} 
Como tdiramos a obrigatoriedade da simetria, esta nova funçiio tem 
taráter vetoriaL Por est.e motivo, pÉ' dito função po!orazida. 
Já mencionamos que R(:_~, 2, 2) ~'-'- 6 : em comp(-'llsação, a determinação 
exata de seu slrnilar nesta versão ('Ontimw em aberto, tendo até o momento 
a solução parcial- 10:::; p(3, 2, 2) :::; 19 _ 
Est-e fato não é isolado. Há vários prohlPmas em aberto nesta versão cujos 
similares na Teoria de Rarnsey já foram solucionados_ 
Im.pondo a rest.ríçã.o H 1 :=-~ H'2 '"". '""' H11 , se o:::::t{t)~ então a ----+ (t-)~ .Tal 
observaç,ào mostra que a----+ (t.)~ reduz-se a um caso partlcular de a.c::::::t(t)~, 
no entanto, por serem problemas \-P~complet.os, apresentam a princfpío a 
mesma dificuldade computacional Das delimitações feitas para a função p 
neste trabalho conseguimos ohtc>:r um único valor exato dos casos não trivías. 
a saber, p(2,2,2) ::::-5 _ 
Vejamos os casos triviais. Dados t, r, n , o menor a tal que a~(t )~' é a --:: t 
( p(t, Ln) """ t ), Por outro lado, p(Lr,n) ;:.c· 1 quando t""' 1 Agora, para 
no~.- l, o Priudpio da Casa do Pombo diz que p(L r, I)-= r(t -1) + 1 ~este 
sentido, a função p pode ser encarada como uma das possÍveis generalizações 
do prindpio citado. Daquí em diante, vamos ton:-;iderar os casos onde- os 
parâmetros são todos superiores a L Claramente vale: 
Proposição 2.1:{ regras de monotonícidade) Se a.~ a· 
w :5: 'li e a:::::t{t)~ então a'=+(t')~.· 
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t < i' 1'' < r . 1 - , - ' 
3 Delimitações Inferiores 
Para a determinação de um limite inferior da fltnçào p, digamos a < p(t, r, 11) 
( a=;it(t)~ ), hasta exibir uma 1·-coloração de o" que não apresente um f-
subconjunt-o monocromático. 
Até o momento, não é de nosso conhecimento a publicação de nenhum 
trabalho referente ao assmü.o que nos propomos a enfocar nesta seç·ào (a 
sah(-êf, obtenção de límit.es inferiores), salvo os poucos tesultados deYidos a 
Carnielli ( ver [Ca3] e [Ca4] ). 
Tendo em vista os comentários acima, apresentaremos algumas novas 
classes de limites inferiores cujas colorações dependem essenórllmente das 
estruturas de certos planejamentos e de quadrados latinos. 
Teorema 3.1 Se T é primo então r:;< p(2, r, 2). 
Prova~ Exibiremos uma r-coloraf)io x de V x \ · t.al que I F i "~ r 2 e cujas 
cores uão coiltém um conjunto da forma: { :r1, :r2} x {1;1, y:;:}. Sem perda 
de generalidade, podemos jdentificar os pontos de V com os elementos de 
tEr x Z:Sr e as cores, com {0, 1, ... , r- 1} 
Dado um x1 E l', adotaremos a tabela: 
~-~~-J-iioJ-.-:-.~T A j~-~~~4;~·~ 
--- ---· ____ .J ____ L_.l ___ '-J 
p<Ha iudicll.r que as células {:ri} x A j de F x \ · recehem a coT j . onde 
O:; j :; r- 1 e Ao U A1 U ... U Ar."l particiüna \' 
Para um o de LZr fixado, considere a tabela: 
r= (a O)_~~~ __ B(O.a=) _ .. ~ -=- BCi.aL_ .cf~-B(r-::TaJ~=l 
: : ; : I f-(;;~6)- , --B(b. a) -.. -. B(& +);;;- -:--:-rl!w.;:-;:-::.-1.~) 
l----~~---······--·-- -- .. _____ ill::__ ---------
onde a famÜia dos blocos B(b,a), O:; h S r- 1 , consiste na classe de 
paralelas gerada pelo vetor F(O, a) na demonstração do lema L13 
Agora. Yariando a, obtemos a coloração x com as propriedades: 
11 
(P1) para qualquer elemento v de F x \ · existe uma cor j 1 al que x( t' J c_- J, 
pois U~~:-6{B(b, a)} part.idoua F p{'lo h'ma L13 
(P2) nào existe nm 2--suhconjuuto homogôneo para x . De fat.o. se t.al ocor-
resse, existiria um 2-subcoujunto dE' V apmH~endo 2 vezes em blocos 
de B cont-idos nesta cor . Mas ísto leva a um absurdo, desde que B c /3 
e (F, _B) é planejamento. 
A prova está completa .O 
Comentário Assumíndo a!' notações acima, podemos notar que, com a 
:fixado, a eliminação da prímeira coluna da tabela acima origina um quadrado 
latino dado pela matriz (B(i +- j,a))rxr .Variando a, obtemos r cópias de 
quadrados latinos isomorfos e a propriedade: 
(P3) os blocos de uma cor são os mesmos T 2 blocos de B do Lema. 1.13 
As propriedades (Pl) a (P3) evidenciam uma simetria muito especial na 
claSS(~ de colorações descri r a_ 
Exemplo 3.2. 10 :': p(2, 3, 2) A aplicação do 1 eorema 3.1 quando 
r :c-' 3 determina a coloraç:ão ( (-'-l11preg<tmos n hijeçào usual ~o;~ntre z;;:; x LZ3 e 
{0, 1, .... 8} para facilitar a leitura): 
C01' () 
(O. OI (O, 3) (0. 6) 
(Ll) (1.41 (1, 7) 
(2. 2) (2, 5) (2, 8) 
(3, O) (3, 4) (3, 8) 
(4, 1) (4,5) (4,6) 
(5, 2) (5, 3) (5, 7) 
(6, O) (6, 5) (6, 7) 
(7.1) (7, 3) (7, 8) 
(8, 2) (8, 4) (8, 6) 
cor 2 
(0, 1) (0. 4) (0, 7) 
(1,2) (1.5) (1,8) 
(2. O) (2, 3) (2.6) 
(3, 1) (:l. 5) (il, 6) 
(4.2) (4,3) (4.7) 
(5, O) (5, 4) (5. 8) 
(6,1) (6, 3) (6, 8) 
(7. 2) (7, 4) (7, 6) 
(8, O) (8, 5) (8,7) 
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cor 2 
(O. 21 (0, 5) (O, 8) 
(!O) (1. 3) (1, 6) 
(2. 1) (2, 4) (2, 7) 
(3. 2) (.3, 3) (3, 7) 
(4. O) (4, 4) (4, 8) 
(5. !) (5. 51 (.5, 6) 
(6. 2) (6, 4) (6, 6) 
(7, O) (7, 5) (7, 7) 
(8.1) (8, 3) (8, 8) 
Nota: Esta construção não se aplica quando 1· é poti:"l!Cla de primo. Ve-
jamos o contra-E•xemplo T :=c 4 . Seguindo a construção mencionada, a cor O 
conteria a.s células do tipo: 
(O,O)xB(O,O) e (2,0)xB(0,2) 
Como F(O, O) - (0. O, O, O) e F(O, 2) . (O, 1.2. 2.2. 2.3) - (0, 2, O, 2) 
(operações em Zi4 ), terfamos B(O, O) ,,, (O. 4, 8, 12) e B(O 2) ·'' (0, 6, 8, 14). 
O conjunto {0, O} x {0. 8} seria homogéne-o. 
Esta limitação t:tcontece pelo fato de empregarmos a estrutura dclica do 
grupo (LZn +·) para 1· primo, o qual não é \'âlido diretamente em (GF(q), +) 
para q potêud<~ de primo. 
:\o ent.ant.o. uma generalização do resultado acima é possivel para r· 
potência de primo (Teorema 3.5). Para aproveitar a nomenclatura veremos 
antes o resultado: 
Teorema 3.3. Para r primo. r(r + 1) < p(2, r·+· L 2) 
Pro·va. Seja a coloração desejada :\ : t> x ( --; {0. L .... r}. onde 
\' :.== LZr~-16 Z!r· Considere\ \·"X\"-....,. {O.L ... ,T- 1} do t.eotema 
3.1 representada na forma de tabelas: 
Exibiremos X em etapas, algumas doias baseàdas em ce-rtas alteraçóes dos 
blocos de À 
(1) Fixemos (o.,b} E F. O.:::; a,b .:s; T ~ 1 
(2) C'onshução do bloco É (b +},a) a par! ír de B ( b + j, o) . O :5. j :S r~ 1. Na 
cor j. suhstitnhnos o elemento de B (i1 + J. a) cuja primeira coordenada 
é (a +.i) por (r, a +j) E t':. Seja É(b +j,a) esteuovohloco: 
B'(H-J,o) ~ B(b + j.a) U{(r,a +Jl} \ {(a+ J.(a +Jla +b + J)} 
Variando J , o conjunto do!' elcrnentos suhstituido::: na tabela ac-ima 
furam: 
a2 tb),(a+1,a2 +b+a+1), ... , (a+r-1,a2 +b+(r-1)(a+l)J} 
Por out.ro lado, B(b- o,o + 1) contém os mesmos r pontos. 
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(3) CornoÉ(b,a:uÉ(H 1,a)U .uÉ(bH·-1,a)UB(b-a,a+1), forma 
uma pa.rt.içW.'> de (' , colorimos as célula.s com primeira coordenada igual 
a (a, b) conforme a uova tabela: 
(4) Variando (a. h) e repetíudo as 3 etapas iniclais, obtemos a colora<,~ão de 
r 3 (r + 1) c{'lulas. 
(5) Para os pontos da forma (r, b), O ::; b ::; r - 1 , considere as tabelas: 
[ (r~'h)E;r . Te;',. jL]_.ih.~"";:r_q_;-:J 
onde c; i ::·::: {i} x .íZ1• e * denot.a a adiçúo em LZr~ 1 -
A comruçii.o de x' rrwntevc as proprú~dades: 
(p1) [G,nGJI••Oparak/J; 
(p2) [G, n B(b.oil õ: 1 (lema 1.13) 
(p3) [B(b,a) nB(c,d)[ s 1 (lema 113) 
Mais ainda, a nova coloração satisfaz: 
(p4) IÉ(b.o)nÉ(c.dll s 1. Suponha que {J,y} c Ú(b,a) nÉ(c,d) 
2\ão podem ac-outecer os casos {x.J;} C V e {_,-.y} C {r} X ~r devido 
às propriedadeS (p3) f' (pl), respectivanwute. l{~;>:;ta o caso :r E \ · 
e y E {r} y ~r . Por construção, 11 aparece em 1· blocos, digamos 
ÉJ 1, É:;~ .... Ér Mas B1 U B'.2 U ... U Br par1iciona Y e cont.êrn o 
conjunto (É1 U É2 U ... UÉ r)\ {r} x LZr Ponanto. nesses?' blocos. 
não há dois distintos que contenha :;: . 
As quatro propriedades pro·vam que não existe urna cor i e um 
Q c {U, V} X {J.y) ta] que x(Q) cc {i} .0 
Exemplo 3.4: 13 :S p(2. 4, 2) . Identificando ( -~"' /Z4 e LZ:~ com o 
conjunto {O, L . . 11} , temos 
Go''"{O.l.2} G 1 ~{3,4,5} 00 ~{6,7,8} G0 =,{9,10,11} 
A coloração;\, : ( x {r_, {0.1, 2, 3} definida pel<t tabela abaixo não produz 
2-quadrado monocromáüco 
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wrO cor 1 ror 2 ("f;T' .3 
o 906 1 10 7 2 c, li () 4 8 
] o 1 7 2 1 () 8 0311 1 .')(j 
2 g s 3 0106 ] ,j 11 2 1 7 
,) 0108 1 .) 11 o :n 2 4 (j 
4 1 10 G 2 3 ]] 9 4 8 o '> 7 
5 2107 () 1 11 9!) 6 1 3 8 
6 o,\ 11 9 3 8 2 10 6 1 -! 7 
7 1 3 ]] 9 4 (i 0](17 L ;-d~ 
8 2 4 ]] 957 1 ] () ,j o :Jli 
o o 1 2 :5 4 ,) fi 7 8 'J 011 
10 .) 4 5 (j 7 ~ 9 ](I 11 o ] 2 
] ] () 7 8 9 10 1] o 1 2 1 '1 ~) 
J<i obsernmws que a classe de coloraçôe,; coilstrnfd-H na ]H"OYa U.o teorema 
1.:3 não fuHciona para r potf'llCÍ<I (k prilllO. :\o t'lltanto, podemos propor 
outra contrnç:áo para tal resultado faze!ldo w:><J do lnna LHi. 
Pn)J'a: Considere GF(ql o grupo de Galois com q elenwuto.';:. Pelo lema 
1.16 . rxi;;tem q - 1 quadntdos latilto.s de ordem q com entradas em G F(ql 
.\tran',::: de nma bijeo;;ào enrnJ U:q e GF(ql 1.ntusfornw estas q -1 matnzes em 
qnadrados latlnüs, digamos A1. A.c>· .. Aq-- l . <·uja;.; ('Utradas f'Stüo E•m U:9 _ 
A proposi~·ão 1.12 ganmt t' a ort ogounlidadf' rnú1ua enl r<' esh_cs JlOYO» 
quadrados laliuos e a matriz_ 
A,, - [ O 1 
o 1 
IJ - 1 1 
q - 1 
Consider(' a q"·coloraçiio \ : (Z!"q!~ ;zq}2 .. .....,. {O.].···. q ~ 1} da :·wguiutE' fonn<L 
PBnl todo (o. b) E (~q é- %4 ) e p<tra toda cor J. defiw1 :y( (o. bl. (c, d) ) ) 
se e somente se 
(cd!E {(O,A0 (a,h! 1 j), (LA 1(cd)1 J), 
Da ortogonalidade mútua do conjunto {.4 0_ A1, A 2 , . . , Aq"l} prova-se a 
inexist.(~ncia de 2-subconjunto Inonocromátieo para a fuuçil.o \ C:. 
Teorema 3.6: Se a < p(t, T, 2) então [r;_~11 ] .a < p(m, r, 2) pi:tra m :2:: f 
Prot1x Sej<Jm l = [ 1~~.-n , V :::c ::E1 EB Z:a e x uma r-coloraç·fío desejada. 
Por hipótese, para eada t, O ~ i ~ l-1, existe uma função \i · ( {i} x ~a)2 
que nilo apresenta i-subconjunto monocromático. Fixemo::; uma cor dentre 
estas, digamos O . 
Para cada x E .&?a, denote por: 
i) Ti(x) o l:lHhconjunto de {i} x Z:a tal que {1. x) x Ti(:r) é pintado de O com 
respeito a \'i ,onde O~ i ~ l- 1 
ii) A(x) c" 1(,(") U T,(x) U ... U 7; .. ,(x). 
Agora, pintamos com a cor O as células de V 2 que pertencem à famflia 
(i, :r) x A.( :c) . O .S i .S l -- 1. Tomando-se o mesmo procedimento para as 
outras cores, construhnos a coloração A· 
J\ão existem subconjuntos Q 1 C V, Q'J. C F com IQJI ~ lT. • IQ:d :2: m 
e x(Ql X Q'J.) "-"'- {0}. Suponha que {yl,Y':.-···-Ym} c Q2· Como v foi 
pitrt.:icionado em [ !(-::{--J classes , existem f destes y 18 cmnldos numa úníca 
classe considerada. digamos {Yl· Y'J., ... , !!t} C l ·o . 
Por hipótese. {y1 , y2 •... , yt} aparece no má.xírno t- 1 veZR:.c; nos blocos 
do t.lpo 10(:r:) . Assim, {y1• y2, ... , Yt} aparece no rnúximo (f - 1 [ 7~~n < rn 
vezes como subconjunto de blocos do típo A{x). Logo, {y1 ,y::.. .. ,y1} não 
chegH a estar conlido em m blocos de x na <-orO .D 
Corolário 3.7 :Se a< p(2,r,2)ent.ào (m·-l)a < p(m.r.2 param~ 2 
Pro~~a: Basta tomar f = 2 no teorema acima. O 
Teorema 3.8 [Ca3]: Se ·m :2:: 3 ou 1·:::: 3 então (m-+ l}T < p;·m, r, 2). 
Prot'G. Denote por (a/b) a estrut.ura formada pela matriz (m -c-l) x (m+ 1) 
cuja diagonal principal recebe a cor a e as entrad_,_'\-<; restftntes. cor b . Fixe 








(r - 1/0) 
(0/l) 
(r- l/0) (0/1) (r-2/T-1) 
Vamos mostrar que não existe quadrado m x m homogêuro çontido na matriz 
r(rn + 1) x T(m + 1) gerada por S. Fixe a cor O. Paw cada línha 'i, denote 
por Li o conjunto de colunas tal que(i}x Li tenha cor O . Por construção, 
\Li\ , .. " m + 1 para todo i . 
:\tais ainda) ILi n Ljl :; m - 1 para i ::J. j De fato: seja I L, n LJI 2: m , 
ent.ão obrigatoriamente estas m colunas em comum apare{:em em estruturas 
do tipo {a/0). ~o entanto, como se vi: diretamente da construçâ.o de S, não 
hâ duas estxnturas distintas (ajO} e \b/0) numa mesma linha ou coluna de 
S , desd(' que a fonnação deste quadrado provém da mncatenaçào de dois 
quadrados latinos. Forçosamente i'"': j . C 
Nota: A rest.riç.ão m 2: 1 ou r 2: :3 se explica porque. no c<cso m -~· T ~"" 2, 
temos a mat.riz gerada por S : 
o 1 1 1 o o 
o 1 o 1 o 1 
110001 





1 o 1 
1 1 o 
:\ote que os pontos c-entrais fomM.m nm quadrado 2 x 2 de cor O . 
As idéias relatiY.as à construção acima e argumentos de cardinalidade po-
dem ser aplicados no resultado seguinte 
Teorema 3.9 :25:;: p(:~, 3, 2) . 
PmtJa: Conforme a prová acima, tome estrut.m·as de tnmanho 4 x 4 (a./b) 
formadas pelas cores O, 1 e 2 . Seja S o quadrado 6 x 6 : 
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(0/1) (0/2) (1 /0) (2/0) (1/2) (2/1) 
..... 
(0/2) (1/0) (2/0) ( j! 2) (2/1) (0/1) 
(2/1) (0/ 1) (0/2) (ljO) (2/0) ( 1 /2) 
Para (''·it.ar u.mfnsão. trocaremos o substantivo "linha de 8 " por ''h loco de 
S ''. Considere n matriz 24 x 24 gerado por S . Fixe a eor O e as:-mma H 
nwsrna defiuição dada para Li ua dernonstraçào ;minior. 
Falta provar a Íltexisti'ncia d~C' ;~·subconjunt.o rnorHHTomátü·o. Sejam .1 
linhas distintas Li- L;. Lk tal que IJ--'i n Lj n L~.:l 2 :~ . digamos que o 3· 
suhconjunt o d(' eoluuas { r:1 . c::;, c;o,} está em {Li. L;. L;;} . Devido às sinwt rias 
d11s linhas. pod('mos supor í --- 1 :\%im: 
h· c,. c:~} C {1. '>.10 11.1214.1,). l(i} 
('in ranw11t e { 1. ;) } n (!, 1 n L j n L,,) ---- 0 . 
DeYido às sinwt rias da cüloração. os :3"'~.mhconjnnt o formados pelas fi co-
luHas n•st mJH's podem ser reduzidos. sc>rn perda de generalidade. em ttpenas 
dois nt::;os: 
C] ---- 10 I;<> ... 11 C?, 12 
(j 10 c-- 11 i':'. 1·1 
1\o primnro caso. a~ colunas {10, 11.12} apan~ceriam (:~In;~ Cíi1rutnras 
(o/0) l\o enttmto. s0 há 2 dd.as. Assim. I{Ly. k}l <. :1. leYaudo a nma 
cont radl~·âo. 
Auali:wHw'"' a SE'gUu(b-1 possihilidade (r-;o, 
1.. temos IL: n Ljl ?.: 3 (' I L] n Lkl ?.: :~ 
ohrigat.oríamente nos blocos l. 2 ou 6 d(:• S . 
--- 14}. Como j.L1 n Lj il Ld ?.: 
Assnn. estas duas liubas ~'st.iio 
A 14" componeHt·e 
díft~rcm de O ( 5'(2. 4) 
de <'ado linb;; gE'rad<:~ pelo segundo bloco de ,.:,· 
(j/ '2',••,. I'' 1 l l . 1 or ou ro ac o. nao aparece o \'C .or 
(0. O) Hft'"i (•nordenadas 10 e 11 das llHhas gr•radas pelo sexto bloco (k .':i 
( !!(6, :J) .· (0/2) ). 
Hesttt a possíhílidadc {.7. k} siiu linhas do r· hlo('(.l. Por simples in.speçào 
coudu{nws { 1. j. k} C { 1. 4}, h"Yawlo llOnmwnt{' a uma cont r<-J.diçàü, pois 
supomos L1 L.i. L~.: mutuameutc di.stmtas.D 
O pró;ímo corol<írio pro,·ém de rdaçôPs cnt re re;-:;ult.ados apn'::;eut a dos 
uest li' (<a.pil nlo. 
1M 
Corolário 3.11: Para r piirno. q potência Je- primo. m > 2 e r1 > 3 
val0m: 
1. (m -l).q' < p(m.q.2) 
2. (m -1) (r+ l).r < p(rn, r+ 1, 2) 
3. 3.(rn -1).a < p(m.a. 2) 
Prova: Os Ítens (1) e (2) provém Je aplicaçÕE~s diretas dos HXJremas 3.3, 
3.5 e 3.6. Pelo teorema 3.81 t-emos 3a=j6(2)~ quando m :;;c;· 2 e assim pelo 
corolário 3.7, 3(m.- l)u:j(m)~ .D 
Até agora. todos os result.;tdos desta seçi'lo apresentam pro-vas <.~onstrutl­
-vas. Est.e procE•dimento não é o único poss{n:·L 
De faH>, o método prohabilL<>tú.:o th'. ErdDs . o qual fornece proYas existeu~ 
ciais de e.':itruturas finil<l.s com eert.as propriedaües. foi utilizado na prova do 
segnínte hmite inferior para a funçáo d(• Ramse:: ( .-e r [ GRSJ ) 
' 
" Para t.odo I ?. .3. R(t. 2. 2) > 2::-
Baseado uest.a demonstração, propomos resuhodo similar para a fnnçáo 
polarizada. O sÍmbolo Knn denota um grafo hipartidc, completo de dirnensào 
(:n.. nl Desta forma, um f-snbconjuuto rnoHocTomático é isomorfo ( ,.,... ) a 
nrn Kn rnonocrornát.ic-o. 
Prova Va.m.os mostrar qne existe uma função K,m ~.--,. {O. L .. , r ~ 1} 
desprovida de t~subconjunto homogêneo. Considere O o espaç-o amostrai 
formado por todas as r-coloraç~Õ('S de .n·nn e f! prohabilidad(' P dE"finid<i por: 
P!(a. b)J .·c:: ~para toda aresta (o, b) em Knr, 
Dado S um subgrafo de K "" isomorfo a 1\ tt , denotando por .4s o evento 
" S' é monocromático ... temos P[A~l ::---: r 1- 12 . .Se Vs~K,. As· representa o 
eYento ''algum t-suhconjunt.o é hornogêrH'o · . entào 
Por hipótese. alguma r-colora.çiio de K 1111 es1 á no complementar do evento 
Vs·c..-K11 .4s . O 
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Exemplo 3.13 
(a) Para r·'"'"' 2, t '~" 6 e no;;: 25, 
c:) = 177.100 < 185.363.. .jp. 
Conforme 3< 12, p(6, 2, 2) > 2."> , melhorando o límite p(6, 2, 2) > 20 
(c:Qrolário 3.11) 
(h) Mais ainda: 
p(t. 2. 2) > 39Ji1. 94. 144 . resp(-cctivament.e parb. f= 7, 8, 9. 10 
os quais melhoram as estimativas dctcnniw•das pelo corolário 3.11. 
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4 Delimitações superiores 
Como Yimos, basta exibir uma úuíut r-colorac,'i'lo de a" deôprodda de qualquer 
f sulwonjul!to homog&ueo para Yaler o limit(-' inferior o < p(t. r. n). I>or outro 
lado, para \';ller a desigualdad<' p(t. r. n) :::; o é necessário mostrar quu todas 
as r-colonu,:ôcs dC' on ('ontém urn f subconjunto moiHHTOllliÍtico. 
Scs1.a seção veremos os pon<·os r<>s1ütado::-: refereHL<>s a tais limites_ hüci-· 
arnos com dois re~mltadm; obtidos crn [Ca:3]. 
Lerna 4.1 [C'a3j Para li :2' L I> I e {ai.l <·i 5 n} nm coHjnulo de n 
i ui e1ros . tt:'lllOS 
" 
S(' L::>~ '---- () 
Í c-1 
o ]Htr<-l :r < 
Prova Por indw:,·ào em li • \ afinnac;·ào é Yerdadein> quando 1i 1. 
Suponha que SE'j<J nílida para 11 > .1 Se n11 ___ 1 O . (1) se w•rifica. P11.ra 
lln-l I O obtemos a dc'f>Í.s~ualdndt' acima aplicando um 11Úmcro fillilo de 
YC'7F~ 11 rd<H;ilo: 
:i(' (I j -- l :2: (I~-
Falta verificar (:21 Da id('Jl1id;Hlc de hu;nJl: (.."\) ·i G:) e·.~: 1) \'("ll1: 
C~"t)····C+",c+l)-C","'),C~,~~J) c~,"")-CI"i l) 
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Teorema 4.2 [Ca3] : Se n2 > -r(k - 1) para k onde 
[~]2 I 
então p{t, r, 2) ::; rl 
Provo:. Se n? > r(k- 1) então, dado urna 7'-coloração de -n 2 , SE'mprc 
existe uma cor com pelo menos k céluhs. Tome um subconjunto 8 formado 
por n [~] S: k pares ordenados da cor mcnclonada e- consídere a parr.içtl.o de 
5' : ( n, b) '"'""' (c, d) se e somente se a ::~· c . 
H à no máximo n classes. cada uma C()ntendo r .kl + ai células ( ai pode 
'" ser negaiivo ), sujeito~~ restriçào: 
De cada classe podemos extra ir (I~ 1;~-a,) t -sulH:onjuntos de n . Tomando-
se l ;;:;.c[~] ,o lema adma fornece: 
Da hipótese e do Príndpío da Casa do Pombo gaTallti>SC' a existência de 
um f-subconjunto homogêm'o em S. D 
Exemplos 4.3 De acordo com o teon:ma 4.2, as melhmes delinüt.ações 
encontradas nos exemplos abaixo são: 
p(2, 2. 2) " ti p(2, 3, 2) " 12 p(3, 2, 2) " 20 
Corolário 4.4 Para qualque-r T 2: 2 , p(2, T'. 2):; T(T + 1) 
Prova /\.plic-a.~~ão dlretil do teor~ma. Dado r > 2 , torne n ~-" r(r + 1) e 
[,~ y ~· ;;J 
n.y.(y- 1) 
2 
n (n- 1) 
> -
2
-.1 ""'y.(y- 1) > r (r+ 1)- 1 
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Se y .":~ r + 1 . a desigualdad(' àclrna vale. Tome o menor k tal que y =~ [~] 
~ ou seja 1 k c.oo r.(r + 1)2 . (~orno T2 .(r + 1)2 > (r.(r + 1)2 - 1) r , temos 
n2 > r.(k- 1) , satisfazendo ás condiçôes do teorema. 
?\os próximos resultados desta seção utilizaremos a nornenclatura 
11" 11, ·~ t, C') 
onde f é um nümero natural e :r um vetor n-dimensional. x cc:: (x 1 • • r 2, . , x 11 ). 
Para facilítar a leitura, os fudlces da somat-Ória serão omitidos quando não 
houw-r perigo de eonfusão. 
Teorama 4.5 Seja k 2 2 e ·m lllll número natllraL vale: 
( :J i 
onde tJ -"~ m- n [~J 
Pro·va: CsarE'rnos as uotaç(ws e designaldadt'S do lema 4.1. Definindo 
""'-' [r~] , a; :::::: .Tí - I para 1 :$ i ::;: n e a -:.::_ (a 1, a2, , a,) , obtemos 
Lo 1 ~= v de\·ido à condição restritiva li .r!! 1 ""' m Vamos analisar dois 
caso:;_ A ígualdadc (3) se n~rifka para',~ ull.tural ;hasta aplico r lema 4.l,poís 
La 1 '"''v -.c:- O_ Caso contrárío, se~ náo é natural, ternos O< !f;-[~]< 1 
e assim O < L oi '"' 11 < n - 1. A igualdctd(-' ahaixo vale: 
min{ 11 (l+a1 1iac ,I ia,lll,, li a 11, "v) u(J7[) +(n -v)(tf]) 
De fato. a melhor solução desse problema de m{nimo se verifica quando há 
v áí,' tom valor 1 e (n- v) com ·valor O; poís se a:i- nk 2': 2 , podemos 
aplltar a desigun1dade (2) Como :[a;--~' r< 11 -- 1, as soluções poss{vcis 
(a 1. n:2_ .. , a 11 ) têm ·v valores iguais a 1 e os (n - -u) valores restantes iguais a 
O \hts: 
min{ I! (l+a,,l+ac,· ,,i+a,)li,: 11 a 11 1 ~v} ''nün{ 11 xll,: 11 xll, ''m} 
e isto completa a prova. O 
Comentário ;\ soluçào da dasse d(' pwhlNHas tk J,~ogranutç'Úo in1.<·inl 
est alwkcidn pdo i<'or{'ma acima propicül lkt ('rillÍHHção <:,, UO\'Ofi limites su-
pNiores !'dais aillda. até o hwll deste capÍtulo. Y<'rPIJ/~:-': aplicnçóes de:-.i.e 
resultado. Eutn• estas. cotas :-illJWríorcs d<' (I(' da fnw:,~,o rf'laliva ao pro-
bl('Jna di;' Zarauki{'wÍ(:z ( seo:;ão :) ) n1E'llwrnm as propost;;;.~ ohtidns por vúrios 
pesquisadores. Uest a forma, (-•mbora de demoust ração ::imples. o teoremn 
4.:) tem se rev<'lado dkaz; conhp.,l.lrRndo-se como o príuc:pal rc.-;ultndo desta 
scçao 
Teorema 4.6: Se min{ 11 xll 1 
p(l.r.2:):::; 11. 
tl.,,,,{ r -,-n · n 1' !! • lil · ,; T l1 m} :S miu{ li xl!t : H J v} 
Em nnw 1'-coloracão de n'2 h;i n'2 c61nlas distrihuidas nu r lOres. Por hipótt'SP. 
('Xistt•HnM cor. dig11mos azul, com pdo nwuos }:~-=_f c(;lulaé' CoJJsidNe :t'; como 
sE•ndo o lllÍUH-'1'0 de ç(•lnlas piuhH]as de aznl na linha ' para 1 S -í S r1 
D<t obs.:.•rvat;ão iwdal P l1ipótese. CülJduimos que existe nru sulwonj<mto (' 
de colunas, com !C' i~ I , aparecendo mun suhnmjunto L Jns li11has I V('Z<'.s. 
Assirtl. L x ('' f<mlw um coujnuto bomogt·Heo_[] 
Corolário 4.7: Pam qnalquer r~ 2 p(2.r.2):::; r{"- +-1) -- l. 
Pml'o: Aplicac;ii.o direta d<> ·4 G Dado r lOHHtllloó' 
1 ~~ r . · ::; . ., 
r(r-!1)-lE· 
m - J?-i . ou St'Ja. m ::-cc r' -+ :Zr -r- 1 Como 
~- L · 
r(r·(r-+ 1)- n <r (r --l 1)-:::- 2(r t- 1 i + 1 m <(r-- l)(r(r + 1)- 1) 
tewos ]~[ r_, 1 e [~1"] 
de valor r e r:.; 
T 
curnpouentes :r; 
Por 4.-5 , lHí (r-+ 1 )(r{T - 1) -- ll -- m 
l de \·alor -r +- 1 . ou SE-J<l: 
satisfaz<om1o às condiçôes de 4.G .O 
Exemplos 4.8: Conforme 4.G, as delimítaç(w:-s sào. 
p(222)<;5 p(2. :u1 <: 11 ('(.)" 2. 2 < 19 
2·1 
T 
as quais fornecem melhores (~st.íma t.iYas do qm·· às encontradas VÍH 4. 2 , mesmo 
para o últírno caso, quando f '"' ~~ 
Nota Estes exemplos não são fatos lsolt~dos; d11 <:omparação entre esses 
Ü'oremas, podemos notar que o último foruece estimativa,'> melhores para 
quaisquer valores de t f:~ r. De fato, dados te r, sejam n e k scdisfazendo às 
condições de 4.2: 
n2 n2 ]n'[ k<--+l.,k<;--s-
r r r 
Da hipótese e desde que n[~J::::; ] 1~[, valem as desigualdades: 
(1-1) (;) < rnin{ li xli,. li xli.J •••. n [~]} s min{ 11 xll,. 11 xll, c r~'[l 
Em ou1ras pal<nTa.S; dados f e T. se n satísfaz o teorema 4.2: então o mesmo 11 
também s8.tisf<1Z às condições do teorema 4.6. Portanto, este último fornec<.: 
um menor ou igmd limite superior. 
O resultado 4.5 também é ütil na del.Pmünação do mímero máximo dP 
(·élulas de uma cor sem que esta apresE•nt.e ·um conjnnt.o mou()crotnátlco de 
certa ordem. Para ilustrar esta declaração, leYan1 amos fi conjectura seguinte: 
Conjectura 4.9: p(2. 3. 2) ·~ 10 
Evid[ncias: Já sabemos que 9 < p(2. 3, 2) :::; 11. C'laranwnte, se m 2: 36 
Vamos mostrar a prímeira desigualdade do problema de programação 
linear inteira descrito adma. Por 4 . .), a soluç:ão rnfnima .-r.-::.·. (:r 1, :1." 2, .x11 ) 
tem 6 coordewtdas com valor 4 e 4 coordPnadas de vaJor 3. assim 
. { 11 " . mm .r 11 ;:;· li 111, ~ 36} ~(i(~) +4G) CC 48 > 45 
formhndo um 2-coujunto monocromático, ou seja, se 10 < p(2. 3, 2) então 
nenhuma cor pode ter 36 células. São 100 células distrilnlida::; em 3 cores, 
2.5 
digamos, rlznl, verde e amarela. H.estam, sem perda de g(~lwnüídade, apenas 
as c(mfiguraç<:Je::> se~~nint-es: 
(:35, 35, 30) (35, 34, 31) (3'i, 33, 32) (:34,.14, ,32) (34, 34, ,)3) 
o11de as entradas dos vetores representam o númN·o de células da coloração 
respectivamente nas cores azul, verde e amarela. 
Afirmamos q1.1c uenhuma cor pode ter 3.) células caso acont-eça 10 < 
p(2, 3. 2). Seja a cor azul com 35 cé-lulas. Por 4 .. 3, a solução mfuima :r: '"'c 
(;r1 , .T~ .... ;r 11 ) tem 5 coordenadas de valor 4 e 5 de valor 3 para o problema 
min{ 11 :r li~: 11 xil 1 .;c_ :_)~1}. cujo valor- é 45. 
Para não formar 2-conjunto monocromático. todos os 2-sttbconjnutos 
{i~J} O :;:: i i _j :S 10 dt_-'n:m aparecer um únira vez. Como há 5 blows 
de tamanho 4 e:) hlocos ele tamanho 3, entào den·rá apareçer um elenwnto~ 
digtunos o "T'. em pelo menos dois blocos de tamanho 4. Temos: 
(i) num bloco de tamanho 4, o elemento., r· se rE'laciona com os ounos 3 
elemen1os, formando 3 2-subconjuntos do r.ipo {i.J }: 
(iJ) HUil1 blOCO de tamanho 3, O elementO "r· se- relaciona Com OS ()Utros 2 
elernenl(>-5, formando 2 2--~-m hconjuntos do 1 ipo {i, j}. 
Corno t.odos os { 1, j} ( são ao todo 9) df•Yem ocorrer uma única vez, nos 
deparamos com a equação diofantína 3.a.-+ 2.h "''· 9 cujas possÍveis sohH;ões 
são: 
O clement.o ''1"' aparece em pelo menos dois blocos de tarnanh() 4 (a> f). 
Asslm, est{~ elemento está em 3 blocos de tamanho ·1 (a =o: 3) e em nenhum 
bloco de 1 amanho ~~ (b :::;: O) Ou seja, 3 dos blocos têm a configuração: 
(L~·~·_), onde os espaços vazios &io preenchida.s com outros elementos. 
Para a formação do quarto bloco de tamaulw 4, precisaremos rcpe1.Jr urn 
2~sltbconjunto contido em um dos 3 blocos iniciai::; já descritos. f: inevitável 
a fonnaçiío do 2~conjnnto monocromáti<··o na cor rom 35 células. 
Continuam os casos: (34, 34. 32) (34, .'33. 3.'~). Se 10 < p(2. 3. 2). então 
obrigatoriamente a 3~coloração de {0, 1, ... 9f! que não possui conjunto ho-
InogZ•rwo apresenta uma das duas configurações restantes. 
Testamos diversas colorações dessas configurações restantes do seguinte 
modo: Críamos ;34 células que não apresentam conjunto monocromático cujos 
blocos sào: 
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{0121}{0·1 C.fi}{14 H}(2f>~9}{079}{169){:l'>7}{:JHJ}{2ü7){368) 
(elimiuamos a.s drgulas). Ern seguida, geramos color<H;Ôt•::: das c(•lulas 
n•:-:taulP<' atravús do pacote ''Matlwruntíca··, \'(•r j\\'ol. Foram fPitas ('(''Ui.PUas 
d(' t cHIa t iv;ts f' em todas, E•rwollt nvhL~ conjnnt o lwmogúuen_ 
E:-;sc.:' t.e5ks corroboram a nossa conjectura. 
Tabelas de limites: função polarizada 
A.preseu1 MJnos os lin111<'s de p(t, r, n) par fi os casos iluuais de I ('r . com 
n 1 ( I :;_ p{t, '!', 2) :::; t-: A coluna da esquerJa (lf. c;-;da tabela imlin1 
límitC' inf<'nor (I ) h('m nmw sua justíficati\·a ( expocuh• de f ) dadn atrav('•s 
do aphtthce ahaixo. 
Yia -L~l. 4.(i f' ·i.7 
Cntas superiores (coluna d<l tlírf•ita· ,'.-:) foram obtidos 
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Apêndice: resumo de limites 
Se q é potência de primo, r primo. rn e a naturais : 
(A) q2 < p(2, q, 2). ( tmrema 3.;, ) 
(B) r(r + 1) < p(2. r+ L 2). ( tporema 3.3) 
(C) se T 2: :3 ou m 2: 3 , t~ntão r.(m + 1) < p(m. r, 2) ( d<' .3.8 ) 
{ 
(1) q2(m - 1) < p(m. q. 2í 
(D) (li) r(r+l)(m-l)<p(m,r+I,2) (por3.11) 
(iii) :3.a.(m -1) < p(m. a. 2) 
(E) 24 < p(3, 3. 2) ( por 3.9 ) 
(F) regras de mouotonicidade ( 2.1 ) 
28 
5 O problema de Zarankiewicz 
I\'esta sc<:;ão, pretendemos estabelecE'r a conexão eut.r<' dois problemas 
aparentemente iudependeutes, a saber, a fnnçiio polarizada e o problema 
de Zarankiewkz. 
A1 ravés desta conexão, é possivel ''tradnzir ., delimitaçócs entre as funçõe..-; 
p e K ( relativa ao problema d.e ZarHnkiewicz ). 
Partindo de resultados deste capitulo (seções 3 e 4 ), tal t.ra.dução de valo-
res fornec(~ boas estimativas para K , chegando indusive a apresentar limites 
superiores ótimos em alguns casos. :~vhis ainda, outros casos melhoram as 
cstimntivas obtidas por alguns pesquisadores (ver [GZ] e [Zn] ). 
!\1o1 ivados pela conexão entre K e p , propomos uma generalização do 
problema de Zarankit~wicz. 
5.1 Introdução 
Zaraukiewicz. em 1951, propôs o problema seguinte, 
Seja A., uma matriz quadrada de ordem n , cujas entradas re-
cebem exdusivarnente as eores O e 1 O problema de Zarankiewicz 
consisif' em detE-rminar o menor rnimero de> l'.s em A 71 de modo 
qne assegure a existência de uma submatriz de ordem t formada 
apenn.s rwla cor 1 , onde 2 5 i < n Tal mírnero sc~ní deuotado 
por K 1(11) 
Convém notar qut~ K 1(n) independe de permutação das cores O e 1 , ísto 
é, a cor da subma.triz homogênea não interfere na determinação de K 1(n) 
Guy e Znám mencionam, na nllrodução do artigo [GZ], n:sultados refe-
rentes à ddimitações superiores de Kt('n), alguns deles obtidos por outros 
pesquisadores da conexão com a Teoria dos Grafos. Citamos alguns: 
• l<t(n) ~ 1 +- [n.(~--.l) + (t -l)f.n( 2--fl] 





• O príncipn_l resuliado de !CZ]. t'11.ÍH lH'OYa utiliza al-f!)llllt'lltu~ de Awíli~c 
HeaL afirma: s<:- A.n possui mai>~ de 7UJ 118 e 
( 1 I 
O artigo (Zn]ruostra. 
/ .. '<] rn(l 'i ( I" ( ''( (1 l. l • \r(n) _ + __ __:_._~-'-- + 1--l_T.n. 11- i;' 1- J) -~~ lj ( ;, I 
• ((i I 
5.2 Conexão entre p e K 
- - ' . f ~ ( . ( . fn2f I Dado I _::: 2 . cousidere a .nJJçao: _(}r n l b. 1 n _!- J:Tl . o11dE' J d{•no1 a o 
menor intf'iro nJ.n inferior a .c De acurdo com a desigualdadP ( 1 
lím qt(n) ''"'- --x 
1)------.. • (\fi > li 
Asc;iln, <I S{'gn.int(' fm1ç;to d1ê rnfHimo c~sl <i hem dcfillida: 
mm {o E L\' h'1(o} ~·]'~'[<;o} 
O próxnno resultado \"<li ao <:'Hcontro dessa que~tào. cu_)<~ re;;.post<l 
relaciona- St' con1 n fullç0,o p . A 11t ('f; disso. (·o nYóm olx«'f\'<tr qu(' uma pa!'l içi-i (! 
dt· A, em r corC's sempn• potle SN l'('duzídn a uma ]XIrti(;/io com '1. cores. (' 
YÍct'~HTSa. Desse rnodo. K 1(n) uào dt'JH'Ude da qum1tid<tde th' cort•;-:, e da c01· 
da suhmatriz d(' ordem i, 
Lema 5.1: Dados t 2: 2 e 1· 2.: 2 
Prorn: Da_dii ttm<l r~cnlouu;'iio de a:2. R('l11})re existf' uma cor com pdn 
1" nwnos J 01~ l c~lulHs. Est<'l cor apreseuta. 1-subnmjunto homog€>1wo p()Ís assnm· 
imos quP f\ 1(o_) :S ]aT~[- C 
.)[I 
Teorema 5.2: Para f 2: 2 e r 2'_ 2 , 
p(t,r,2) <; rnin{a E IN • K,(a) <; ]';.~[} 
Prova: Consequêllcia direta do lema aut e ri o r. O 
Através dos resultados da seçiio 4 e do teorema 5.2 obtérn~se diretamente 
Corolário 5.3 Seja q pot.éucia de primo. r primo e a qualquer, E'ni.ã.(): 
(a) K 2(y) >]~[para y <; q2 
(h) K,(y) >]c",~[ para y <; (r (r+ I))' 
(c) h·2.(y) > ]Y2"[ para 11 :S 24 
Nota J\ matriz 5 x ,) alMixo, com 12 0lementos 1 ·~. nô.o forma suhmatriz 
de ordem 2 nesta cor 
I I I o o 
o o I I 1 
I o o o I 
o I o o 1 
o 1 o 1 o 
).his ainda, niio é dificil ver que K2 (5) --- 13 ( Yer próxmw resultado). 
Os fatos 5=t(2h e)';"[~, 1.3 sugerem a ndidada da reciproca de Zd. Por 
outro lado, um argumento a.diC'ional usado na corroboração da conjectura 
p(2. 3. 2) · 10 (seção 4) É' K 2(10) "'' 35. Assim, aH·ciprOC<i de .5.1 resultaria 
falsa se 10::::4(2h 
Teorema 5.4: Se min{llxll 1 : il:rll 1 o-,~ m} > (t -1) (~)então K~_(n) :S m. 
Prova Análoga à demonstração do \.corem a 4.6 . O 
Este resultado, em conjunto com 4 . .5 . permite determinar novos limít.es 
para a função K. Vejamos alguns exemplo::-. 
Exemplo 5.5: K 4(8) ::; 53 e K 4(9) :S 65 . Fan~mos apenas a prova do 
pTinwir-o limite. Tomem "'~ 53, por 4 . .5 
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min{llxll4 • 11'111 = S3) c= 5 (:) + 3 (:) ~ 220 
Mas 220 > 3. (~) = 210, satisfazendo às c-ondições do corolário 5. ??. Estas 
cotas melhoram em 1..1ma. unidade os límites obtidos em jZn]( .K4 (8) ::; 54 e 
K 4(9) S 66 ). 
Também obtemos K 4(6) ::S 32 t~ I<4(7) :=; 43, as quais sã.o cotas superiores 
ótimas. desde que K4(6) > 31 e K4(7) > 42 ( ve1 [Zn] ). 
Exemplo 5.6 De acordo com 4.5 e 5.4 , t{'mos K:;,(19) :s;: 18L Por 
outro lado. as estímatívas determinadas pelas de.<;igua1d<'Ides (1) a (6) foram, 
respectivamente: 
K,1(l9) S 227, 190.182. 182.185, 184 
O resultado por nós obtido melhora em uma unidade a cota superior de 
J\3(HJ). 
5.3 Generalização do problema de Zarankiewicz 
Em Yísta da conexão entre K e p , propomos a generaliza,ção do prob-lema 
de Zarankie\vicz formulada logo aha.ixo. 
O problema de Zarankiewicz multidimensiona! e multicolorido: 
considere (Z'n)d particionada em r cores: C 1,C:; ... . C.,.. Qual 
o menor mimero de células necessárias, Kt(n, d) . para garantir 
a existência de um produto cartesiano H 1 x !!;:. )< .. x Hd ( IHjl 
"2:: t) homogêneo nas cores com IC11 ~ Kt(n. d) ? 
Quando r ""- 2 e d = 2 testa nova questão se reduz ao couhf~cido prohltcma 
de Zaraukie\Yicz. Claramente Kt(rl,2) c:.o K 1(n). 
::\(~stas condições, para todo I ~ 2. r ~ 2 c d "2:: 2 Yalem: 
Lema 5.7 
se K,(a,d) S ]:d[ entâD a=t(t); 
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Teorema 5.8: 
f!( I, r, d) 
As pron1s silo análogas à!:' jú vistas. Dessa forma, este g('JWralizaçilo 
lll<UJtt'•m a colwx<lo ('Iltre h_' c p. 
J)(•stacamos du11S t]lWstOes ('lll aberto. 
Problema Hesult.<1dos ( exe1uplos .) ;:, e 5.6 ) :mgerem que <ts cot.as dc-
H.•rmiwld<Js para /\. ,·in l<•orenms !)A e 4.!) s<lo sempre nwlhores 011 igwü~ do 
que as (•llccmtrad~ts crn <dgum<l d11S desigwüdades ( [) a (6i. Tal sugestúo {: 
corre! a? 
Problema Como t•st(~Jlder os kmHn11s 3A c ·1.) p1na dirrwnS<)e.':' d snpe~ 
riores i'l dms ? 
Capítulo II 
O Problema das Hipertorres 
6 Códigos Latinos 
6.1 Resultados Básicos 
Dados naturaís positivos q e n , denot-amos por \ ;;' o espaço fonnado por 
toda.o:; os vetores (palavras) de tamauho n cuja.s cornpoBent.es ( letras) estão 
no anel dos int.t<iros módulo q, ::Zq ( alfabeto q-wíno .J. 
A dist/incia de Hmnrrân_q d(x.y) entre duas palanas de\-~"' estabelece o 
número de coordenada<;-r1as quais elas díferem. 
Cm cód1go C consiste simplesment-e nnm subconjunto de \--~'"' Seus 
elemeutos recebem o norne de polaFra:s-cÓdtgo . Dado C , associamos a este 
código a dísl'áucia: 
d oc min{d(x,y): T f y E C) 
Definição 6.1: Seja L um código em\:;' com qm palanas-código. Dize-
mos que L é d-código luUno se as distâncitls dP Harnrning entre os pontos de 
L não são inferion's a r -+- ) ( d 2': r + 1 ) , onde r '-'' 11 ~ m 
Exemplo 6. 2 Seja Jl.i formado pelas 8 pala \Ta : 
(0,0,0,0) (0,0,1,1) (0,1,0,1) (O,U,O) 
(LO,O,l) (1,0,10) (1,1,0,0) (U,11) 
Por simples inspE-ção, verific<H>e que N é 2-código latino em l-24. 
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Exemplo 6.3 Seja L em ~~~4 constitufda pelas palanas: 
(0.0.0.0) (1.0,1,2) (2,2,1.0) 
(0,1,1.1) (1,1,2,0) (2,0.2,1) 
(O. 2. 2 2) (1, 2, O, 1) (2, 1, O, 2) 
Neste caso, L forma um ,)-código latino em \'34 
Na literatura, os códigos latinos recehem vários nomes; por exemplo, 
também são chamados de DÓdigos com d'1:stância de separação má:l'i'ma , ou 
simplesmente, códigos MDS . A motivação dessa nomenclatur<l. se deve ao 
fato: 
um código 1·1DS dE> t.amanho qrn em v;' e T :.:::- n ~ m satisfaz d :S T +- 1 
O exemplo 6.2 ilustra um ca;:;o ondE> d atinge a distãrJcia máxima. Nest-e 
exemplo, escolhidas quaisquer m = 2 coordeHadas, obtemos os 9 vetores df~ 
F~,2 <·orno projeções das palavnts··(·ódigo de L Em geral. E'sta propriedad<:) de 
simetria Yale para todo cód.igo MDS devido 
Proposição 6.4 [Sn] Seja L um ('ódígo MDS de tamanho qm em \ ~n 
e d '"'' T + 1 Então m <·oordenadas das pahrvras-códlgo podem ser consi-
d<;>radas como posições d<~ .. informações'· e as T restan1es, corno posições de 
"checap;cm" ( redundrmte:-: Ou seja, c-om m posições de uma palavnH:ódi?;o 
é possivd re~uperar as r remanescent-es. 
P.ro·1•a: f-L:i qrn veton~s num alfabeto q~nário em rn posiçóes fixa.das. C01no 
d "'"" r ·!~ 1 , duas palavras:-código x , y não podem coíHcidír em todas esta.s m 
coordenadas. Caso contrário. d(::r, y) :5_ n- m = 1' , ;ontrariando a hipótese 
d "'~-r+ 1. Assim cada mna das qm assoclaç.ôes possh"eÍs ocorre exa.tarnen1e 
numa úrüca palaxra-código. 
Proposição 6.5 [SnJ C m código q-nárío L de tamaho q2 e d = r + 1 
equivale a um conjunt.o dt' r quadrados latinos mutuamente ottog()nais de 
ordem q 
Pro·va: Seja {L 3 , L4 , .. , Lr't'2} um conjunto de T quadrados latinos mu-
tuamente ortogonais de ordem q , onde as entradas estão em lZq . Construa 
o código L com q2 palaYras-código 
L co { (i,j,L,(iy).L 4(i,j) ... ,L,"o(i,J)) q E Zq} 
Dados :r f' 11 distintos em L , eles diferem em pelo menos r- 1 das 
últímas r coordenadas. de,·ido à ortogonalidade mútua dos quadrados latinos. 
Mais ainda, se :.r e y coincidem em urna das chias posições iniciais, então 
diferem nas 1· re,;üunes. pois Lk é quadrados latinos. Das observações feita,.;;;, 
d(x,y) ;=:r+ 1 para todo :.r f y em L 
Reciprocamente, suponha a existêncja de um código q-nário L com 
I L\"'' q2 Pela proposiçiio 6A ' todos os vetores (i,j) E x; aparecem exata-
mente urna única vez nas duas primeiras coordenadas das palavras-códigos. 
Assim, podemos encarar :r em L como fuBçâo das coordenadas meu('ionadas: 
x :c-= :r('i, j) , onde 
x(i.y) oc (i.y,x,(i,)),x4 (i,j), ... ,xh2 (i,,i)) 
Para cada k, 3 "S k 5 r+2 ,definimos o quadrado latino: LkU. j) cc-: (:.r(i, j))k 
onde OS i, _i :S q- 1. Variando (i_.J), ns projeções dos vetores x{i.J) nas 
coordenadas k e I con1é-rn todos os elementos de íZ~. Corno há q2 entradas na 
concatenação L ~c* L1 , obrigatoriamente cada par ordenado de z.:g aparece 
um única vez em L~..-* L1 . Assim, L~..- e L1 são quadrado.<> latino:-; ortogonais. 
onde 3 :::; k f I .::; 1· + 2 O. 
Exemplo 6.6: Sejam os dois quadrados latinos ortogonais : 
Pela proposíçHo acima, definindo L -:c. { ( i.j, Ls(L .i). L4 (t. j)_). O::; L J:::; 2}. 
obtemos o código do exemplo 6.:.t 
Analogamente, d(' um código MDS com rn 2:: 3 , podemos contruir um 
COJJjunto de r "hipercu hos'' latitws m-dimen::.ionais de ordem q. Estes ''hiper-
cubos" terão relação de onogonalidade como ronsequência do fato: duas 
palana.s-código não coincidem em mais de m - 1 coordenadas. A reciproca 
tamhém se verifica 
É um fato conhecido a não exist.éncia de um conjun\o eorn mai:o de q - 1 
quadrados latinos (hipercubos'' ) mutuamente ortogouaiR de ordem q As-
sim, pela proposição 6 . .5 , num ~;ódigo MDS com m 2: 2 , forçosamente temos 
r :; q- 1 ( ou d _:::; q )< 
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6.2 Códigos Lineares 
Até o fim desta seção, q represent-a um mírnem primo ou potência de primo. 
Portanto, o alfaheto v;1· , de todas as n-uplas cujas coordenadas pertencem 
ao corpo finito G F[q) , forma um espaço vetorial. Ncst.e contexto, um código 
lmear F é ;,implcsme-nte urn suhespa~;,:o vetorial de l~n. 
Exemplo 6. 7 : O conjunto <"OHst.ituido pelos 8 Yetores : 
(0.0.0,0,0) (l,O.O,l.l) (O. LO. LO) (Ll.0.0,1) 
(0,0,1,0,1) (1,0,1,1.0) (O.ll.Ll) (11.10,0) 
forma um subespaço vet.orial JY e ,portanto, um código litH~a.r. 
Considere os vetores de uma b<tse de um código linear \ · como linhas da 
rnatriz assocíada G . Port<mto. um vet-or rwrterwe ao código V se e somen1.e 
se ele é combinação linear das linhas de G .O post.o desw matriz se iguala à 
dinH-'usão de "í' 
Seja V o espaco dual de I" em 1·~01 e H sua matriz associada.( motriz 
checagem. de V ) Assim, v E F SE'" e sonwme se ele é ortogonal a todas as 
linhas de H, ·vHt ""' O . EstB igualdctd<: acontece para todo v em F : em 
particular, para os vetores da base de G 
G/l1 ·c() 
Exemplo 6.8 O espaço obtido pela dualidade dü código em 6.7 é 
consrituido por quatro palavras: 
(0.0.0,0,0),(1,1,0. 1,0),(1.0, 1.0. 1),(0, 1.1. 1,1) 
Os prirneiros dois vetores não nulos são liuerarnente independentes. ::\"est.e 
caso, 
H[~~~~n 
Claramente o rnídeo de H coincide com .N 
Proposição 6.9 [BM] : Seja v· um códígo llnear formado pelo núdeo de 
uma matriz H. Para cada palavra código 1.' tal que d(v.Ol ""'" B ,existe uma 
depend&ucia linear de B eolunas de H Re(·iprocanH:~Hte. para cada relação 
de dependência linear em·olvendo s colunas d(' I!, existe urna pala \Ta-código 
v com d(v, 0) -=-' $ 
Prova: Seja v-''"" (a 1, a~, . . , an) um vetor de Vr? ; v é palavra-código se e 
som('nt.e se -vlJt ~-,-.- O , ou , dm10t.ando a i--é:sinHt coluna de }{ por h1 , 
O número de colunas de H que aparecem com coeficientes não nulos coincíde 
com o número de componentes náo nulas de v . Analogamente, os coeficientes 
de uma relação dE~ dependência linear sobre as colunas de H sã.o componentes 
de urna palavra.-côdigo. D 
Logo. um código linear q-nário corn matriz che<·ag0m H . tem dist.ância d 
se e soment(' se: 
(a) todo subconjunto de d- 1 colunas d~;• H é linearmente independente~ 
(b) alg·um subeonjunto de d colunas de H é linearmente depeudente. 
A distáncia de Harnming é im'Hriante sobre operações não singulares 
de permutação de colunas, multipliea<;:f1o de linha~ por constantes niio nulas. 
Consich~n1mos dois códigos equivah~ntes quando um pode ser tnmsfonnado 
no outro através de operaçõc;s descritas 11est-0 parágrafo. Em particular, um 
códigç1 linear pock~ ser tranformado em um equivalente cuja matriz checagem 
tem a forrna; H ""'' (.4; I) ou H ·'''- (A; -I), onde I deuot.a a matriz identidade 
1' X r 
Desde que todo conjunto de r+ 1 colunas dt• H é linearmente dependente, 
temos d :::; r + 1 e: 
Corolário 6.10 [Sn]: Seja V nm código linear em \';' , com matriz 
checagem H e m posições de infonnaç:ão. As equivaléncias valem: 
(1) d c T + 1 , 
(2) todo conjunto de r colunas de H é linearmente independente. 
{3) toda suhmatriz quadrada d(:- ordem j em A tem determinante não nulo, 
omk 1 _-:;.f:::; mín{T, m }-
Pmva: ver [Sn] 
Dado um código linear MDS enJ ~·qr~ com matriz checagem H . Inicial-
mente t.ranformamos a matriz checagem na forma H :::::: (A.; I). Denotamos 
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por fi a matriz H (A. 1:l_i H qual é coutJtn{da p<'ln junçào da matriz Íílcll-
tidadc 1, com il transp{lsla_ de A !)o corolúrio 6.10, IT ._-,um códJgolincar 
(chamado código dual de \- ) com m r . r ,_._ m (' dist itucia (]' m ~ ] . 
6.3 Construção de algumas classes de códigos latinos 
Teorema 6.1l:[Su] 
(a) Para todo n, q ( q?:: '2 _) cxíst<' 2-código latino cru 1:;'; 
(h) .S<· q é pot.énda d<' 2 ('XÜ;te um q--cúdigo latino em \·,r<.: 
S<' q é primo ou potêllcÍil ck primo exist<•m: 
((·}(li ---1)- códig<l latino em \;1 p<11"<l todo 'l :=; n :5: q --1- ]: 
( d l :)-dldigo lat Íl!O en1 \ ~~~· . para 1 odo 4 ::; r1 :S q + 1 
Pnn'o ( a ) Dados r -~- 1 e uw m qualquer. puckrnos formar mn código 
\-1 DS <>rn \ ·;n-·-l Ü{' i arnardw q'" e d 2 Bxsta d(•litur a~ JHtb\Tas-código 
('omo :-wndo todas as (m -i· 1 )-nplas com cnon-k·mtdas f'lll Zq cujas sornas das 
('Il1 nulas i> rrula rnódulo q 
L -t Om_,_ 1 ~O (mor!) 4} 
( b _) S(-:ja o llHlH raiz prlmitiYa dE• GF\q,: definimos a matriz clwcHgE'lll 
do cód1h0 desejado por J-l (A., lq 1 )onde A ( o '-.i ) para j O, l _ 2 (, 
os,<:q-~ 
A~ compoucntef5 de A dikrnn do zero ('nl GF(q) !\ão {:- difkil n:·r qu(· 
as dPt(•nuilHmtes da~ suhmatrizes 2 x '2 em A nunca s(-' anulam. Por ültm1o. 
qualquer d('h,nnirwnte dt' mna snhmatn;. :1 ;,.-·:)em A não coincide com z<.•ro. 
pois sna expressão tem H forma: 
(n' ·- oJ)(oJ- 01-:)(n~- --oi) i O 
pa.ra {i.j.k} -=" {0, 1,2}. Assím .a condição (:fl docoroládo(dOós.atisfeita_ 
(c) Considere o lllllH raiz primi1iva de (,'F(qJ Para T q- 1 tome 11 
Illatrizdl(~<·agemH (kf'l __ 1)umkA. ·c- (u'-J )paraJ --- O.leOS: 1:5: (j·-"'L 
O item {:5) do corolário G.10 .~(' n•rif-:Í<'il Para n < q- 1 . a elimiiHt\Bo 
de j liuhas, digamos li./'2.. , lj e as l"('fiPE'<·tiYa~ cohnws c1. c;;. 
produz unHl mat-ríz dwcapprn (k um código línear <'Oirl m _::-_ 2 <:' '' 
( d } BHs1a tomar n;.; código,; duai~ dos ('Ullstruidos 110 ilcnJ (c 
, rj de I 
q--1-j, 
).0 
7 Formulação do Problema das Hipertorres 
7.1 Introdução 
Conforme a Introdução deste trabalho, hav·famos comentado que 8 é o mÍinero 
mÍnimo de t.ones necessárias para satisfazer a seguinte propriedade: qualquer 
posição do tabuleiro de xadrez pode ser atingida movendo-se uma única vez 
urna da.s tones . 
Podemos generalizar esta sírnaçào pelo menos de· duas formas, a saber: 
considerando tabuleiro com k 11 posíções uo espaço n-dirnE'nsional e possíbili-
tando que cada torre realize até R movirrH'nt.os. 
Em termos píctórícos, é este problema qm' nos propomos a estudar neste 
capitulo. Passamos a descrição formal do mesmo. Antes relembraremos 
a1gurnas definições da seção anterior-
Denotamos por \ '/: o conjunto de t.odos as palavras :t ::., (x1 . :1·2 , . . , :r·n) 
com n letras , onde x i as::;unw urn dos vnJores O, L . . , k - 1 , tomados sobn~ 
o anel dos inteiros módulo k ,Z!k 
Definimos a distáncia de 1-la.nuning. d(:r. y), entre dois ver.ores :r, y em Fkn 
como sendo o número de letras nos quai:;; os dois diferem. Com esta distância, 
(\ k"-, d) toma···s·e um espaço métrico. 
Dado R , O :::; R :; n , o domÚúo R-rhnu:usionnl de x em V{', de-
notado por B(.T,R). é definido como o conjunto de 1odos as palavras y 
em v·;~ cuja dístância de Hammíug não excede R do dado ponto inidal 
um seja, B(x, R) "' {y E l'k: d(,x, y) 5 R), Claramente B(x', O) '= {x) e 
B ( :r. n ) "'·7 \'k'f! . 
Se Vi_;t pode ser dado c()mo uma uniào de domÍnios R-dimensional de 
vetores em H , então o subconjunto H é chamado uma R-cobertura de Vt , 
ou uma cobertura (n. k, n- R) ; ou melhor, H forma urna R-cobert.ura se e 
somente se 
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Elementos de H recelwm o nome de h~p1~rtorres e este conjunt,o, dominio 
de lúpedorres. Desd~;' que a união dos dorn{uios de todas as palavras cobrem 
Vt ' podemos definir a função rrCn. k, n- R.) como a mfnima çanlínalidade 
das coberturas (n, k, n- R), isto é: 
')(n,k,n- R) .ccrnin{[Hj 'H écoh<'ltura (n,k,n- fl)}. 
Quando R ""'·0 1, frequentemente utílúaremos o(n, k) para representar 
rí(n,k,n-1). 
O problema da cobertura por hipertorres consiste em se determinar os va-
lores í"X<It.os da funç~o 'Y 
A motivação da nomendatuta foi inspirada no caso n '"'- 2, k =- 8 e R ::-'"" l, 
que pode ser interpretada como o problema descrito no parágrafo ínicwl 
Para fixar C'onceitos, vejamos algumas sitna-çôcs simples. 
Exemplo 7,1 Inicialmente vamos veríficar que o·(2, 8) "' 8- Tom(' I--1 em 
Fl composto pelas 8 palavras do típo (O, l ). O :;: i :;: 7 ClanunentE' H 
ci l-cobertura dP \-'62 ( a(2, 8) ~ 8 ) Dado 7 palavras, digamos (::r~, y,) 
considere a palavra (a, b) . onde o ( b ) difere de todas as letras x·; ( y, J 
Assim .. d ((a, b), (x·i, Yi)} .,-= 2 para 1 Si:::::; 7 e a iguuldade segue_ 
Exemplo 7.2 Para n ~ 3, k ~ 2 , R ~ 1 H cc {(000), (111)} é 1~ 
cohertnra de F~? - ( a(3, 2) :=; 2 ) Por outrQ lado, como as 1E)t.ras a.f>sumem 
valores O ou 1 , qualquer wtor ern I 'J'" cobre apenas 4 palavras (2::::; o (~t 2)), 
Logo, a(3, 2) ,,, 2, 
Das çondiçõeii aeíma, não é diÚc-il V<'r que: 
li CC {(0000),(0001),(1110),(1111)} 
~ 1-cobt_~rtura de 1·24 , Porém 3 palavras não são suficientes, pois cada uma de-
las cohre exatnmente ~) vetores , ficando pelo menos uma palavra descobertu. 
Embora a formulação deste problema necessite de uma linguaguem 
matemática simples, o leítor não deve se enganar quanto a complexid<1de 
envolvida na determinação de seus valorer:-; exatos. 
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1.2 Campeonato de futebol com n jogos 
A fun~:ão a (n, 3) tE;~m uma aplicação int.eres5;ante. I\ um cartã.o da Lotería 
Esportiva, em cada jogo de futebol há três possibilidades: coluna "1", "2" ou 
a do "meio''. :\;;sim, o valor de a( 13, 3) podE' ser int-erpretado como o nürnero 
minimo de apostas que garanta pelo menos 12 acertos num dos cartões , 
contemplando o apost ador- Pesquisas já demonst rararn que o (n, 3) .~ a10 
Num torneio com 5 jogos de futebol, há 35 possibilidades distíntas de 
resultado.':; destes jogos. Kamps e nm Lint [KvL] provaram que a(5, 3) = 27: 
27 pre\·isões de um modo "int.eligente" garantem o acerto de 4 resultados 
numa das apostas A demonst.raç<'io, element.ar mas nada trivial, faz uso de 
11 páginas uo periódico "Journal of Combinat.orial Thcor.v''. 
Curiosnmente os casos o(n, :~) . paTa "11 """· 6, 7, 8,. continuam em aher~ 
tos, resistindo a todos as t.ent.ath:as de resolução. A computação dos exato~ 
valores da função a constitui um problema combinatório dificÜüno; basta 
dizer que a cohert ura das hiper1 nrres j<Í foi classificada como um problema 
:\F-completo. 
Aplicações do caso geral de 1 sáo menos óbvias, exceto no caso ~t(n, 3, s) , 
o qual pode ser .-isto como a nwueira mais eficiente de assegu.rn.r B previsões 
corret.as num tomeio de fut.ehol com n jogos. 
7.3 Evolução do problema 
O problema precursor da cobertura das torres foi proposto por Taussky e 
Todd, em 1948, cuja formulação segue. 
Seja C um grupo abeliano com n geradores g1 , g3 , , 9n , todos 
de ordem k. Originalmente. o problema consistia em determinar 
a(n, k), definido como a Ininima cardinalídade de um .subconjunto 
H de C com a propriedade que todo elemento g E G pode ser 
escrito na forma g ~-;;; hgf' , onde h E H e g~' uma polência de 
nm gerador. 
Em 1960. eles refonnularam o mesmo problema em termos puramente 
comhíuatórios. Este novo enfoqu(> tornou-se predominalite ao longo dos anos. 
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Os primeiro:-; trabalhos puhlicado~ n{e;-eHt-e::; à <·olwrturn das ton<-·s 
trataram exdusiYanwt;l(• a fnuçüo o ( H. 1 ). :\o iJJicio d<: (h'•cad<t de 
7(L ilJWllas pouu1s classps infinitas de \'alores exatos {ou nws:mo d(-sigwd-
dades) <'nun couheddos. 
Teorema 7.1 ( Rcsulrados pn~úos ): O artigo [Cal] , 19X:i. apresCJJLa um 
n""lllllO dos princíp11í.s I'{\~·ulta(lo~ 
(a) o(2. k) --- k e o(~t k) todo k ]Stj 
(1)) o(n. k) ~~ kn-" para k poléncin d(' primo e 1 + 1l(k- 1) "- k'. 
(c) o(k + 1. kp) ---- 1/1,-k 1 se k é pnmo 
. I ( I k''- l l ( l o !i- k) 2: rn·~~ii 
(f)o(n.2) 
A p<1r1lr da ckcada de ~0. passon-s<· a esrndur H f11nç~io ~, em sna forma 
mms gnal ( R~ 1 ) (ver ,íCa1),jCa2] ). 
Da forma como foi ddünda. HS compcment (~S do esp3ÇO ··lnper-ní bicos" sito 
fixBs ( ír~..- ':< ;z,. x .. x Z:k':. ?dais re('elltcnwu1e, ét nibertura da.-,. hípertorr('s 
fm W'lJN<-t1izado çonsiderando-·se cornpo1w11tes rnis1 as na sua con::'-r i1 uiç-ào dos 
( '.N'" X ".17"2 X X "7.r;J·,,' )( ''(.'!. '1( •. ),,'1. ·.'•· esp;-1 r:; os .u..· ~c; u~ ~·" ,.,._ ,__ 
.\"u entanto, abonbremos a}H'ltas tms <·oherinra e-m esp;-u;os 
., hllWlTÚ bicos'" 
8 Resultados Gerais 
Inicialmente, abordaremos alguns resultados trívíais da cobertura das 
hipertorres. 
Em seguida, descreveremos métodos conslrutruos , os quais produzem 
"novas"cohert.uras através de certas combinações de códigos previamente 
conhecidos. 
Ctiliz.ando resultados das seções anieriorPs ( 6 0 7 ). aplicações destes 
métodos fornecem boas estimatíva.,;; superiores para í , tornando possivel 
indusiYe a deieminaç.ão de valores exatos de c:erti"IS dasses infinitas de 
parâmetros. 
Todos os resultados desta seção encontram-se em lCal __ 
8.1 Resultados elementares 
Até o fim desta seç.ão, denotaremos s = n --R em "1 (n, k. rí- R) ?\ão há 
nada a fazer quando k -~ l Os casos R :--c· O e R -~:::: n fornecem os valores 
tri"vias ·J(1L k, n) :::"c k71 e J'(n. k. O) . ..::: 1 . respect.ivameutc~_ Para R~~ n ·-- 1 , 
não é difÍdl ver que !(n. k, 1) 27~ k ( proposiç:úo 8.18 
Proposição 8.1 Para quaisquer" e k , ,_-,,Jem: 
(a) -1 (n. k, n) "'" k1l 
(b} ":(n,k,O) ""] 
(c) ":(n, k, 1) c= k 
(d) ":(rd,s) S k', 
Portanto, estaremos int-eressados na detenninaçào de "r(n, k, s) onde 
n ~ 3, k ~ 2 e 2 :S: s :S: n - 1 (1 ~ R :::; -n - 2 ) 
Considere H e H' códigos em Vt e\'[" , respectivamente. Definimos a 
soma di.reta de 2 vetores x o=' (xl, Xz .... , :rn) E H E-: Y c;:;. (y~.1J2, ... , Ym) E H' 
romo sendo x • y = (x1, x2, . . , X11 , y1, Y>. , Ym) E vt·-m Analogamente, 
defiuünos 1:t soma díreta de 2 códigos por H • ]JI -~ {:r • y E Vk~+m x E 
Fn y E \'m} 1.· . ' k . 
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Proposição 8.2 ( n~gras de rnonotonicidade ): Para O :::::; s ::; n, valem 
as desigualdades: 
(a) ~(n + l, k, s) S T(n, k, s) 
(b) "r(n,k,s) S "r(n,k,s+ 1) 
(c) "r(n, k, B) S "t(n, k + 1, s) 
Prova: (a) De H urna cobertura minlmal (n, k, s). H • {(O)} produz uma 
cobertura (n + 1, k, s); 
(b) direto ,poisB(x,n -s-1) C B(:r,n- s); 
(c) Para x = (:rJ.:t'2, ... ,xn) em l-'í.,~ 1 , definimos 
X; or { x;" -]se x; E {0,], , ,k -1} 1 SiSo 
" sexi~"'k 
De uma cobertura (n, k -+ 1, s) H . podemos produzir a cobertura 
(n,k,s) {1"E \k"rJ'E H} ,O 
Um dominio R-dímensíonal em \ ··t tem cardinalidade c ~-c· _ _ -f= (~) (k- 1);. 
""= 1 
Assím obtemol'! o limit-e trivial : 
R 
Proposição 8.3 Dados n, k e R, se v'"'~ (7)(k -1)i entáo 
r~:l · 
-~ (n. k, n - R) 2 ] kn [ 
'() 
8.2 Métodos Construtivos 
Proposição 8.4 Se O < m ::; n , O< q _::; s , 5 ~ q < n - m e q 'S. m então : 
(a) "r(n, k, s) S 'r ( n - m, k, s - q) 'Y(m, k, q ); 
(b) -~(n+r,k.s+r) :$')(n,k,s)J._,..pant todo r 2:1. 
Prowl. .· (a) Tome H urna cobertui'a (n- m, k. s- q) e H' uma cober-
tura (m,k,q) Afirmamos que H • H 1 é uma cobertura (n!k,s) De 
fato, dado x em \·k1 , podemos representá-lo na forma :r ~== x 1 • x:: , com 
x1 E vt·-m e :r~ E F{'t . Por hipóteste. existfm y 1 E H e }1;1 E H' tais que 
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tl(:r1, '!h) :S: ( n- m)- (5 -- q) e d(:1>2, Y'2) :S m- q . Pela propríeda.dc trittng1llar, 
d(xl • 'Y1J2 • Y2l < 11 - 5 A parte (h) 0 eow:K-~qüém·Ia direta dC' (a). pois 
r( r, k, r) c, k",D 
Exemplo 8,5 De o(n ~, ,, 310 ( teorema 7, l(g) ), obtemos o(l4, 3) S 
311 . De a (5, 3) ~"' 27 ( teorema 7.1 (c) ) ganhamos,-( 15 . . '3, 12_) ::=; o·(5. 3}3 =- 39, 
Teorema 8.6 : Para t-odo n , k , r , p e q satisfazendo O ::=; p ::; r e 
O :S q < n . acont-ece: 
'r ( nr, k, (n ,, q)(r -p) ) S 'I( n, 'f(r, k, r -p), n- q) 
Prova: Dado 
( ')E\'n.r 1: = _:r1,X2 .... x ... Ir-l·X,._.j- .:r::r··· .:I.'(n-·-l)r-l··T(n~-lir-2··· .Xm· - 'k 
pod<:•mos representá-lo como nm Yctor d(, u-nnauho n formado pelos "'hnbolos 
Yi :·:- (.1\,.-1,.r.;,<:-- .. xu- 1w em \·t. O:;_ 1.:; n- l Considere H 1 uma 
cobertura minímal (r,k.r- p) e o:""' -1(r.k.1· -r;)~-~ IHd Para todo Yi 
existe :z.i. E H 1 com Yí E B(: 1.p) . ou seja, y,- e ;:i diferem em p coordenadas 
no máximo. Seja H'2 um q-cübertura minünal de \-~11 ( IHd _·.:::: ~r(n, k. n -q) ) , 
onde os simbolos csrii..o em H~, isto é. J-I2 forma uma q-cohertura de (H 1)n. 
Dado :c. :-co (:c. 1.:::> .:n),existeurn-u' = (w1 ,w::, ,U'71 )emH'.!.talque::etc 
diferem ern q coordenada.s no máximo. Logü, o primeiro Y€-tor (y1, y2. . . , Yr~) 
e w çoincidem el1) pelo meno::.- nr -· ( (n - q )p + qr) '~-- (n - q) (r -- p' posições 
e a desigualdade seguE\ O 
Exemplo 8.7: Vamos llu..st.rar o ca:oo no~: 4. r:.-:: 3. k ~~ 2 e q -,~ p ·""'- 3. 
Sabemos que ~r(3, 2, 21 ::..-oo of3, 2) =-- 2 , hasta tomar a mhertllrtt minimal 
H1 7.::= {(O. O, 0), (1, 1.1)} ( E'Xemplo 7.2) s(-~guindo os passos do teorema 
acima, considere 
v,' CC (H li' ~ { (õ õ õ õ), (o, o o.]), ... (I. TI Oi (f I, I f)} 
onde O , (O, (lO) e I c, (L L 1) 
o eódígo H, , { (õ, o o, O), (O, I. T f) (I, O, (i O), (1 I. T, I)} forma J, 
cobertura minimal de (H1 ) 4 (ver 7.2 ). 
Pm exemplo, seja o vetor 1: = (0, O, O. 11 1. 1_. O, l, O, O. O, 1) Tomando-
se •o ·- ~,, ~- -, --·-- -0 e ~ ·-- ~1 "<'m <i(y· ·) ., () O 1 I reSj)f'('tJ. "'~m<'nte ~ .. -~--·-.:.;)- --1-~ • ~- 1 1 -> ·~-, ,~. • - •v ·"
para i = O, I, 2, 3, Como ' = (0, I, O, O) E (H1 ) 4 , tome w 0 ' (0, O, O, O) E 
112 (d(::,·w) -=- 1) De.stes comentáríos, concluÍmos d()!J,Wi) ::;_ 0,3,1, 1, 
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resped ivamente para i ~-:: O, 1. 2. 3 
abaixo) 
Yo ~ 000 
z0 oc 000 





... __ 111 
" 000 
Logo. d(y, 'lL') S 5 ( veja ilustração 
Jh ·- 010 Y:~ ---- 001 
22 _, 000 ;::;~ -'" 000 
w'2 - 000 W::>, --·-- 000 
Por simples inspeç&o, d(yí, wi) =- O, 3. L 1 para i =O,], 2, 3, respectivamente. 
Para o vetor :r~"' (101,010.001. 110), considerando os mesmos fh e H2 
acima,tornez0 ~- zo=' (1Jl)e: 1 =- z0 "·' (000). Definaw .~ (O,O,il.]) EH2. 
Neste exe-mplo, d{;t,w) c~ 3 + l + 1 + 1-c:, 6 o-_, p(n- q) +qr. 
Qu<1ndo p "-''- O e q ,.,c 1 no teorema acima, obtP.mos T(nr. k. (n - 1 )r) :.:; 
~-'(n.·-;<(r.k,r),n-1) ~'- r·(n,k'".n -1) '" o(n.F') O casoq ~-- Ocp:.:; r diz 
que rr(:nr. k, n(?'- p)) :::; f(T, k. T- p)11 (casO pa.rticulu.r da proposição 8.4 ). 
Exemplo 8.8 Tome r '""- 3. k =: 3 e p ,-~ 1 , 1 (3. ~{. 2) cc: o 
(a) para n :·=- 3 e q 2 , o teorema acima fornece ~i(9, 3, 2) :::; ~j (3, 5, 1) ---_ 5 
{resultado 8.1 , melhorando o limi1e trivial. 
(h) para n '::::: 3 e q -_,, L )- (9. 3. 4) .S 1 (3, ,'}. 2) '~~ ]·~ 2:J" 1 [ ::-..:: 13 ( ver t.f:x)rema 
7 1) 
O próximo t-eorema possíhilita a eoustruçho de limites superiores partindo 
de ci>dJg,os lat-lnos eonheeídos ( wr seção 6 ) 
Teorema 8.9 : Se existe um (H.-+ 1)~códico latino em \ 't então a de~ 
sigua.ldade abaixo vale para t.odo T 2: 1 
hw:a : Recordemos o resultado 6.4 num (R +- l)~çódigo latino G' em 
\·k1 • urna escolha de n ~ R coordenadas fornece todos os vetores de Vt'-~R 
corno projeções das palavras-códigos uest as coordenadas consideradas. 
Seja x =-~ (a1. a 2, .. , a.n.) em Vk~; podemos representar a1 • 1 :s; i::; n , na 
forma a; = rbi + ci , onde O :5: bí :s; k ~ 1 e O ~ Ct ~ T ~ 1 . Da nomenclatura 
:r 1 -;;..:: (b1. b2, ... , bn) e x2 ""~- (c1, c2,, .. , Cn.) . vem 1· = r· x1 + 1:2 (onde· e + 
denotam as operaç·óes produto escalar e adição vetorial, respectivamente) 
Se H é uma cobertura minimal (n,r.n- R) e G' um (R+ 1)-código latino 
em V[' ,aJ:ínnamos que o conjunto r.G +H , . .::c {r.z 1 + z2 : :: 1 E G, z2 E H} é 
cobf•rtura (n. kT, n- R) . De fato, qualquer ::r em Vkr pode ser decomposto em 
l." '"'"· r· .T1 +:r:; , :r:1 E Fkn e :r::! E v;~ . Por hipótese .. {~xiste y:, E H que coincide 
com :r:; em (n- R) coordenadas pelo menos, e que existe uma palana-código 
y 1 coincidindo com :r 1 nestas mesmas posiçôes, como observamos no inicio da 
prova. Log<\ o vetor x pertence ao dominio R-dimeusioiJal de urna palavra 
emr.G+H .O 
Exemplo 8.10 Seja G o 3-côdigo latino descrito no exemplo 6.2 O 
código H"""~ {(0000}}.(1111)} constitui uma coberiura minímal (4.2.2) 
Dessa forma, 2.0 +H possui os Plementos: 
0000 22ll4 4204 1!11 3305 .510·5 
0222 2420 4042 13:13 3530 '}0.')3 
0444 2042 4420 }.55f} 305:J .).)10 
As trés primeiras tabelas >:>âo geradas por (0000) E H tas restantes. por 
{1111) E H Pelo teorema 8.8, 2.G' -+H descreve uma 2-coberura de 1(;4 . 
8.3 Classes Particulares 
O teorema 6.11 em conjunto com o teorema acímú permirf·-nos obter díreta-
ment.e o seguinte: 
Corolário 8.11 As desigualdades valem 
(a) a(n, kr) ~ a(n.r).k"." 1 para todo n, k, r 
(b) ') (211 + 2, 2nr! a) ~ 2~""'··y(2n + 2, T, 3) para lOdO Ti , }; , r 
Se k é primo ou pot.éncia de primo: então : 
(c) ~1 (n, rk, 2) :::; k (n,1·, 2) para todo 2 ~ n 5 k + 1 
{d) J(n, rk, n- 2) ::; kn-·2J(n, r. 2) para todo 4::; 11 ::; k- 1 , 
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Corolário 8.12 Se k é primo ou poténciH df' primo ent.ãoo(k + 1. rk) '·""' 
rk kk~J para. todo r ~ 1 e k ?.: 1 . 
PrmJa: Conforme o resultado 7.1 ( Ú.ens c e d), temos a(k + 1, k) --"'" kk~-l 
e O"(k + l,kr) :> r'k'' 1 . Mas u(k + 1. kr) :<; r'k'' 1 por 8.1l(a) 
O Principio da Casa do Pombo -.:alída o resultado abaixo, o qual genera-
liza a proposiçào 8.1(c). Dessa forrna, mais uma classe iufinita de valores da. 
funt;:ão T passa a ser conhecida. 
Proposição 8.1.3: Se O< s:; n e s ~]f[ então ~t(n, k, s) '"' k. 
Prova : Tome y em ~"t , para CRda O ~ i ~ k- 1 definimos a função 
fi(Y) eomo sendo o número de letras i em y Dado .T em F[1 , afirmn.mos 
que existe um .i , O ~ j :S k -- 1 . tal que fJ ( .1·) ?.: s . Se a asserção não vale, 
t-emos 
~f,(JiS:k(s-l)S:kGH-l)<n 
to· .• O 
e ísto i· lmpossfvel , pois a soma do membro à esquerda sempre coincide com 
11 Por1anto.ai>kpa1avra-c6dígo(OO .0)_.(11 ... 1) . .. (k~l k-~l ... k-1) 
formam uma cobert-uTa (n. k, s). Por outro Indo. uma cohert.ura {n, k, ;,) r..ern 
pelo menos k Yetores. De fato, tonsidercruos um conjunto com m pal<:t\Tll.S 
(a.i.o~, . ,a~) ,1 :S 'I :S:: m < k Os Ye-tores formados pelas letras b; não 
pertcHcenu~s à coluna i deixam de ser cobertos pdos m vetores menc:iowidos. 
Logo, ~1 (n,k,s) "'' k. 
Corolário 8.14 Se k (;.primo ou potência de primo e 2::; n::; k+ 1 entào 
'f(n. k(n - Jí, 2) ~ k 2(n ,_ 1) 
Pnma: C()uforme o corolário 8.11(e) e 7.l{el , 1(n. k(n- 1), 2) ~­
k'2-1 (n. n- 1_. 2) . Mas ~1 (n. n - 1, 2) "-" n- 1 pela proposíçâo ac-ima . 
Exemplo 8.15 De 8.12, obt-emos ·y(7, .'1. 2) ''-"" 3 e ·1 (8, 3. :3) "''-' 3. DE' acordo 
com resultado acima, tais limites produzem: 
(a) )(9,3.4) S: 7(7,3,2) '1(2.3.2) -· :l32 " 27 




As tabelas apresentadas encontram-se nos tuihrtlhos: [Cal] ( k ,~, 2) e 
[Os] ( k c" .34.5). 
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9 O l\1étodo de Cobertura por Matrizes 
Ern (Kd~J. Knmps e Yall Lí11t provurarn qne o (5. 3) --' 27 e o(D, :J) .:; 2 3r_ 
B<lst·ados JH'SÍE' artigo. Lun (' Blokhnis ( n'r [BLJ) sisff•nHttizanun Hmmét.odo 
de dc•knninação de cotas superiores ch-' o .C(HllH'cido corno mé't.odo dP colwr-
fum por molríu:s. Por sua vez. C'arnielli jCa2] estcwh'u este mé1.udo para o 
nl~u nmltldimeHsional ( R 2:: 1 ) . obtC'ndo ;-dgmna:;; classes de delimit a~·ôcs {• 
rdaç(.)es de paránwtros da função-. 
;\('Si a st•ç:üo a hordarnnos tal mé1 o do. Baseado nos <1r11gos [BL], [C'n2j, [Zaj. 
cmlé'eguimos ohi <::r resnlt a dos UO\"(b (' <tlgmnas gencrnlizaçôes de t corenuts em 
'!'] . '("' ')' i_)_.· e:. iL! 
9.1 Descrição do Método 
Inwíaluwnt<'. nunos eslalwlecer algnmas uotw:.·Oes: /,. deuota a matriz idcl!-
tJdMle Ü<' onh~m r Sejam B r·(' matrize~ r x n e T x m , re"peetivamcnh'. 
Dd-inimos <l jtrstaposiçúo de C eJn B . dcnot:nda por (B: (') corno sendo <l 
nnltriz r x ( 11 1~ m l cn.ias primei!"~ n colunas provém d(' B (' <ts m restante;:. 
de ( '. En1 particular. para f E \ ·t f~ }I E \ ·t o W'\ or (:r: !I) n'presNII a a 
ju~l<>posú;d\) (k y (•Jn .r 
Definição 9.1: SejaM um<~ matriz r- x (n ·-r) corn <~ntradüs em -ÍZA· 
k > 2 ,. s; n Tmnf' O :::::; R "S 11 ,, A (I: :\f} C ma colr•ção ,'-: f:'lll 
\/ é dwnwda de R~wlH~riura de\/ v;;andu .4 se C<>da \"C>tor de\ t pode ~w1 
<·ob(-rto por S com ·- ajnd;·l df' H coluna:-:. de A , ou nwlllOr: 
\j -"-' {s + tn-/IJ: .~E .S'. n.i E íYk. a1 cohnw. de A} 
) ·.~ l 
A U-cohertura de i"[ definido 1w Se(:ão 7 conespomk ao c~tso 1· - n . ou 
st::yl. (·onc•spmHk· À R-colwrtuw dv í [usando a pena~ os vetores C<tlJÚnÍn);; de 
I,.. P;,·1ra ver isto. consideH' S' uma 11.-f.,olwnura de\'[, Dado .r E\'[. exíste 
um::< ('IlJ ,.:.,·tal que d(:c s) ::; R . digamos que .1.: c s diferem IHL'-.' coordcuadHs 
11. i:_;. • 11 , çom O :SI S: H Logo 
X~ S c;;;;. O:i1C11 -1 Oi2 C;~ -1 ·, +- Ui/':i1 
onde E.i representa i-ésimo vetor canônico dE> V{ ( ei em lr ) e ai E 2Zk 
Logo, S é R-cobertura usando Ir . 
Exemplo 9.2 O conjunto S = {si = (i, i, i, i, t'L O :; i :=;: 4} é 3-cohertum 
de \ ·,~' usando a matriz : 
1 o o o o o 
o 1 o o o 1 
.4 - o o 1 o o 2 
o o o 1 o 3 
o () o o 1 4 
De fato. denote 1: -- (0, 1,2 3.4) e considere y um Yetor arbitrário de 
V55 ·:-<ão há nada a fn.zer se y apresenta pelo menos 2 coordenadas com 
o mesmo valor. poís d(y. sd :::; 3 pari! algum_ ·1 Caso cont.rário. rest.a a 
situação onde todos os valores das coordenadas são distintos; as..'>im . basta 
verificar que existem a E {L 2, 3, 4} e si E S tais que d(y ~ cn:, sd ~ 2 . 
Pelo configuraçào de S , poden1os supor que y =(O, a, b. c, d). 
Fixe inicialmente a ·;,;c 1 Se ü :f 1 ent iio b f- 2, c f- 3 e d f: 4. Logo, 
por simples inspeç-i'Íl>. restam os casos y ::::~ (0. 1, 4. 2. 3) e y '"""' (0, 1, 3. 4. 2) , os 
qua.ls respectiY<'ttnente fornecem d(y- 2.v, &0 ) ~ 2 e d(y ~ 3.v, s0):; 2. Para 
a f 1 a verifieaç::-'io é análoga. 
Em seguida, apresentamos o teorema principal dest.a seção. 
Teorema 9.3 ! Ca2 J Seja 1 ~ R ::;_ n . 1 ~ r ~ n e Sé uma R-cobertura 
de \·;-usando A -= (M; Ir) Nest-a.:; coudi.;,:ões, 
Pm~'a : Considere z em Vk:' escrito na forma (x; y) , com x E V{ e y E 
Vkn--r_ Como Sé R-eobertnra de F{ usando A e A(x;~) =-(I: M)(x;y) ~-= 
x + AJ y E '-'k , existem 8 E S e i1, ÍJ .... , iR tais que : 
R 
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~·--~---~--~._. ~ l) >i I'; ) ,,. '" 
\ t\'11;,•(;-:'<t';~ C't'N'A"-<-
--~~-------
R<'onlciJí' .~w l\('<-esc;úrio. os imi<.'cps de! al modu que: 
de\ {para 1 :::; .i :5; q (' n,-J sào coluuas tk M para 
q R 
:t~ .· .r- L 0;
1
1.:.{} e ,1.1* y- L (t; r; . temos .r~ 
vl . PJ1-·l .1 .J 
H R 
-~ ·- ,Hy' J'- Lo;jn 1J f- L Cl';,o;; 
.r- i .~:o:q·' 1 
Assimd(v.y')-::; R-q. d(:r,s- My~) :;qe 
d ((r: y) ( s - M y'; y': $ RI 
Desde que y" é- nm n:tor ;trbit nírio di! \ t-·r . a cole<:kio de todos os ISI. k11 r 
\'H ores do 1 ipo (.~ - Jl !I•: ,1;' j fonna R -colwrt nra de \ 't . O 
Qnawlo R , .. J . o t (~on'rua foru<'ce: 
se 3 forma 1-colwrtnra d(' \ /' ent ,9-o o (Ji. k) :::; 1181 k" ·-·r 
( prÍJWlpa[ re:':nltado dt' [BL/ ) .\este .seutído. o teon'UHl 9.:) pode' ser visto 
como <1 ~t'lli.,ntliza~·iio nnllt idimcncional do método de.'Wnt o 11est e art ígo. comn 
lun·Lunos tornent ado uo in{(·io da ;;;e.:,: à o . 
9.2 Aplicações do Método 
via códigos latinos 
Em alguBS casos. dH..ligos lariuos pNrnitem a CollstnH:ão sish,mátkn d(' ('er\a!'i 
dasses dt' eoheu nras USitllt'b IHi1t rize,:;; apropriadas. como mo:-;t ram os resnl-
t ados dt'S1 a subseção: 
Lema 9.4 [Ctt2_] Sejil k _2: '2 . r ?: 1 . li 2:: r! Se t'xish' um (d -1 1 l-
código lnrino L em \'t eutào cxi~tC> código satisf"'zer1do: f.' é umn (d + 1 )-
('Obertura de I·;;. usaudo mrw ma1 riz .4 d(• dlmensôe::: n x (n t k 11 d ~ l ). çom 
fS'j ·''-- '1 {F. r. r;- d) 
Pmta Para cada .r E \í,~;. , podemos esneyé-lo na forrna x .r 1 --t T :r:;. 
com _r 1 E i ~·1 e :r~ E \ '{'. SejH S' uma d-cohenura miráma] de\~., e A ~- (A1; I) 
a ma1riz n x (n -!- k1'·-d ·- 1} onde M é conslitufda peli.l~ pAltf\T<Is-códígo.c; não 
uulns de L 
;).) 
PMa cada :r· '"" .r1 + r.x 2 , exist-e y1 em S que coin,íde com x 1 em pelo 
menos 11 ~ d coordenadas. É possfvel escolher Y:::. E L que coillcidc com .T2 
nestas mesmas n ~ d posições. ( ver proposição 6.4 ). Logo , .1· e y1 -+ ·r.y2 
diferem em d coordenadas no máximo. !'\ote que se Y2 i' (0, O,. , O) E L 
então y;; é uma coluna de A C'aso ('Ontní.rio ( Y"J. :~, (O. O .... , O) ) então Y'2 
e x 2 se ig1Htlam em n- d coordenadas. ohtEmdo d(:r. yJ::; d. Em qwdquer 
d 
caso: x = Y1 + r.y'2 + E O:ifi- Portanto, 8 é uma (d + 1 )-cobertura de V);;. 
i=--l 
usando A .O 
Exemplo 9.5 Vamos ilustar o cfL'iO n == 4, k :=:;) .· d = 2 . .Já vimos que 
8 ~- { ( 0000), ( 1000), (0111 ) , ( Jl JJ!} forma 2~cobertura mínima] de l~,' . Pelo 
teorema acima, S t.am1-:>ém é uma :~-('ohertura de l't( u:=::ando a maJriz 
lo o 1112 2 21 o o o] 4 ~ 1 2 1 2 o o 2 1 o 1 o o - l 2 o 1 2 1 o 2 o o 1 o l 2 2 o 1 2 1 o o o o 1 
Note que a união das primeiras oito colunas eom o vetor nulo forma 3-código 
latino de \ "64 descrito em 6.3 . 
Teorema 9.6 [Ca2·! Se k 2': 2 . r 2': 1 , 11 2::: d . q ~o k''>·d- 1 e existe um 
(d+ 1)-código la!ino em \'k"'. entiio 
7ln-tq.kr.n+q-(d+1)) S: )(n.r·,n-d).(kl-;4 (1) 
Prova: Consequênda direta de 9.3 e 9.4.0 
A obtHJÇão de desigualdades do tipo ( 1) fica d""pendendo da existência 
de códigos latinos . Courndo, 6.11 fornec-e algumas das.:;cs de tais códig,-o,s e 
por 9.6 : 
Corolário 9.7:1Ca2] 
(a) para todo r, n ~ 2. k 2:: 2 e a"""' kn·-d- 1 
•1(n+a,kr,n+a -2) 'Sa(n,r).(kr)" 
(b) para todo r, 11. 
b 'OCO k2 - 1 
k primo ou potência de primo com 2 < n < k + 1 e 
~, ( n + b, kr, n + b) S 1 (n, r. 2) (kri'' 
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(c) para todo r~_ r , k primo ou potência de prímo com 4 :; n < k ·+- 1 e 
c c:o kfl-Z- 1 
'r(n+c,kr,n+c-3) <; 7(n,r,n -2),(kr)" 
Exemplos 9.8 
(a) Para 11 "·"' 4, k = 3 e r·= 3, de 9.7(a) tE'mo~ !(30, 9. 28) '5: :~ 54 
(b) Para n = 4, k '" 3 e r = 2, obtemos 1(12, 6, 9) <; 2,66 de 9,7(b) 
(c) Para n ,_ 4, k =, 5 e r"' 3, ~1 (28, 15, 25) <; 3,1524 por 9,7(c) 
via relações indutivas 
Teor-ema 9.9: Seja n c::::; ts,.'i (r- S. L (1·- s)- (R- 1 ))+(r -B) para k 2: 2, 
2 ~ t _:::;: k , s:; r e r- s '2:: R- 1 :\"E·s.tas ("omlições vale 
'i (n, k,n- R)<; (k -I+ l)'',k"-' 
Pro11a: TomeS::::: {O} x í'~;·'_h- 1 C Fk e a mat.íz: 




onde a submatriz [ * ~r (r- .s, k, (r- s)- (R- 1)) * u ] representa 
rodas as colunas do tipo (v: u) com : v pertence a urna (R - 1 )-<'obertura 
minimal de \- í._:-.s a qual contém o VNor nulo eu pertence a Fk~ .. A matriz A 
tem dimensões r x n e contém_ os wtores de 1 ,. Falta proYar que S é uma 
cobertura dC' í '{' usando A . 
Dado um vetor ern \ '[ . ele pode ser representado por {;r; y) com :r E l7---~< 
e y E F~,~ . Tome z E \j,:~-t-l e j E V~"" tais que z + j = y Assim , 
(x;y) ~-"= (0:::) + (:r;j). Por construção de A, existe urna coluna da. forma 
(v;j) eorn d(x,v) :5 R -1, dígamos 
R-1 
(x;j) """ (t•;j) + '2:: cxi e1, 
i"" 1 
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onde O::; Oi-$_ k -- 1 e ez, denota o 1,-ésiino vetor canônico de V{. Logo 
R--1 
(x;y) '"(O; c)+ l.(v;j) ,I L n;.tJ, 
i= 1 
Como (0:.:-) E S 1 11. C .A. e (v:jl E A, t€mos que S' é cobettura dt• \).: 
usando .4 . Pelo teorema 9.3, a relação indutiva segue. O 
Observaçôes: 
(1) Em particular, para .s = 1 e R -c~ 2 obtemos 
1 (n. k. n - 2) <; (k - t + I) .k"-' se n cc ta (r - L k) + ( ,. - 1) 
que- <>orre~poude ao tE>orerna 3.7 de [Ca2]. :\este sentido. 9.9 generaliza tal 
resultado. 
(2) :\as hipóteses dt• 9.9, param :::-::_ n vale: 
~r (rn. k, m- R):;-~ (tL k, n- R) .en--n::; (k -- t + l}".km.-r 
?\este context-o. para s ~---: 1 . R '""- 2 , n -=-~ ta(r- 1. k) +(r- 1) a relação 
acima Yalida 
•1 (m, k. m- 2) <; (k-t+ 1) k"'-' sem ~ 1 + t[l+ k H (3, k )+ ... +o (r-1, k)] 
!v1as esta desigualdade é a tese do teorema 3.6 de [Ca2j , o qual pode 
ser obtido via 1 eorema 3. 7 de j Ca2.J, como foi verificado acíma. 
(3 J Quando f .-::: k no enunciado de 9.9. temos 
Exemplos 9.10 
s,k.r--.~-(R-l))--.~ = __ I__ do limite trivial kn-R 
kr--R 
(a) Para n =, 2.a(3, 4) + 0 ~ 19, temos 1 (19, 4. 17) <; 3.4r.' , 
(b) Para n ,= 3.')(4, 3, 3) + 4vale !(31, 3, 29) <; 326 , 
O teorema acima estabelece urna classe de limites para 7(n, k, n - R) 
quando n é uma "combinação linear'' de valores de t cujos parâmetros ap-
resentam o raio constante, a saber R ~ 1 Contudo, podemos obter cer-
tas delimitaçôes para r com n dependendo de valores de "r cujos raios dos 
parâmetros não excedam R . 
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Teorema 9.11: Seja r ::::: L;~"-l Oi e n ""' r- 1 + fl;'.~, 1 "da 1 • k. ai- Ri) 
para k 2:: 2 , ai 2:: Rl , s ~ 2 e n 2: 1 + 2:~~-l Ri . Então : 
Pro'va: DefinaS"'--" {O} x \//e A'=-~ (B; C) com 
-1(a1, k. a 1 - R1) 
7(a2. k, a2- R2) 
!'(a,, .. k.ob ·- R.s) 
onde a submatriz B é constitu{da pela'-> coluna'> do tipo {t·1;1.!Q: . . :v,ç) com: 
(a) vi perrence a uma R 1-c.obert.ura minimal de \·'f:i a qual contóm o vetor 
nulo O E \··ka, , para 1 :S í :S s- 1 ; (b) v$ pertence a urna R-<·cohertuTa 
minimal de F:'; a qual eontém o vetor (0. O . ... 1} E \"ka. 
Assim. I,.. está na matriz A de dimensões r x n Falta verificar que S é 
uma (l+I.::'""1 Ri)-cobertura de V{ usando A. Considere (:r 1:x2 : ... ;x$) E 
V[, onde .ri E V~-.~' Por const ruçii.o de A . exist.<:• uma colllna da foma 
(y1:y2:. :y$) tal que d(J.'1.y,).:; Ri para todo 1::; i:::;;;,. 
A aplição do teorema princ1pal completa a prova. p01s (J.· 1:x 2; .. ::rB) e 
(!11; y:2: . ; y_,.) dlferem em ()_:~.o=l R;) coordenadas uo má .. ximo.D 
Observação : O limit-e por nós encontrado equi\·ale a 
Exemplos 9.12: 
(a) Se n ~ ( 5 + 4 - I) + 1 ( 5, 3, 2)"r(4, 3, 2) -~-· 17 então -1 ( 17. 3. ll) <; 38 
(b) Para n = (4 + 2- 1) + a(4, 2) + a(2. 2) ,, 13_. temos -1 (13. 2. 10) <; 27 . 
(c) Se n = (3.3- 1) + o(:l. 2)7' ,, 16 então '!(16, 2. 12i <; 27 Mas est<1 
rE-sultado melhora ~1 (16, 2, ] 2) :; 26 desde que í (9, 2, 5) -= 2 . 
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Teorema 9.13: Seja p pnmo ou potênC'ia d(;' pnmo, 
r--·1 
n cc R+ I! ~(i,p, i~ R) para r 2: R+ 1, Então: 
i c.-, R. 
T(n,p, n ~R) S [1 + (p ~]),(r~ R)] ,pncr 
Pro'va: Tome 
H .c-e: {((Laej) E \;·~R+l: a E GF(p) Jj E Ir--R} e S =H x {0} C \r; 
Claramente \SI~ J + (p ~ 1),(r ~R), Considere 
1 ÜR 
't(r ~ l.p,T ~ l ~R) OR 
' 
' 
onde ]O ... 01 ~1 ( 1, p, 'i - R) * . , . *]r representa a submatriz_ -1 (i, p, i - R) x r 
eomposta pelas eolunas (0, O, ... O, 1, u)T, sendo v uma palana-c.ódico de uma 
R-cobertura minimal de\,~ (~ontendo o vetor nulo (para R~ i S r- 1). A 
subrnatriz \OR .. OR; IR( denota os vetores (O; C-.J) E v; com eJ E IR 
Desde que rr(R,p, O) = 1 e ;(R+ 1,p.l) = p • 1.,. e.stá em .4rx1l' Do 
teorema 9.:3, basta verificar que Sé uma cobertura de t; usando A . 
Seja u· ::::.-:: (0, O, .. , O, a1, a2, . , ai) um n~tor arbitrário de v; , onde as 
primeiras 1' - 1 coordEmadas são nulas, O ~ 'Í. ~ 1' . Se -i "'-~ O então 1L' ::.:::: O E S'; 
em geral , se i ::; R 
Corno O E Se Ej está em A, w E B(O,R). 
Se i 2-: R+ 1 existe ô E G'F(p) tal que a1.;8 = 1 , poís a 1 f O Assim, 
{3u· = (O, O, .. , O, L ;1a2, ... , /i ai) e, por construção de A , existe uma coluna 
'U em [0, ... 'O, L,, (i ~ 1' p, i ~ 1 ~ R) * . . * rr tal que d(;Ju<' tI .~ 8 :5 R ' ou 
melhor, 
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Vamos con:sidcrar dois casos possÍveis. S(' s < R , obrigatoríamente w é uma 
comhiuação line;u de s + 1 ::; R colunas d(> A Para s """ R, podemos supor 
sem perda dE' geueralid<tdc qu0 e1r tem a.s ült.imas R- 1 coordenadas iguais 
a zero, poü; há R Yetores unitários distint()s. Logo 
a~l -j t..>-1 a~l "-1 
'U' = ,IJ 0'1·t'/1 -fi 1J -f- O O';].E!1 -f-· ·-f- f-! QR.C[R 
O vetor B--1n 1.t:1, pertH1ce aS pois 2 _:::; !1 :::; T- R+ 1 Portanto, Sé uma 
R-cobertura de F; usando A _[] 
Observação: Em particular, o caso R~ 1 coincide com o teorema 3.9 de 
[Ca2] 
Exemplos 9.14: 
(a) Para p ~"" 3, R"'-~ 1 e r -oc.- 6 vale o(46. ~~ ::; 11.34(j pois n c;;.. 1 + (1 + 3 + 
.::) + 9 + 27) ( \'er ta hela seção 8 ) 
(h) SE· p """' 2, R c-: 2 e r'""- 7 ,t<,mos rl ~~ 2 ·+· (1 + 2 + 2 + 2 + 4) (ver tabela 
seção 8 ) e ~(( 1:3, 2, 11) ::; 6. 210 • Est-e resultado melhora 1 ( 13, 2. 11) :::; 29 
obtido atr«\·és de ~, (5. 2, 3) := 2. 
(c) Sep ~, 2, R ~.3er ••• 9, n -~ 3+(1+2+2+2+2+4) ••l6e~·(l6.2, 13) <; 
7.27 que equiYale a i do limite -1(16. 2, 13):; a(4. 2? 24 ·cc 210 . 
outras aplicações 
Teorema 9.15: Para 1 ::; R::; n e ·p prinw ou potúncla de prímo, Yale 
Pnrva: Consider<' S o subconjunto de\ ~n-d compos1o pelos vetores (.::; 0), 
onde :::. é uma palavra~código df.'. urna R-cobertura minimaJ de \.·~~n contendo 
o vetor nulo. Seja a matriz 
1.ln-R+1 1.l.n-·R+l. 2. ln-··R-1 (p- l).ln--R•l o 
o 
A- OR-1 OR-1 O R-I ÜR-·1 
lu 
00. .. o 11 .. 1 11 . l ]] 1 
A notação OR-·-l indica a matriz-<1nadrWa nula d(' ord('Hl R~ 1 Claramente 
ISI "'" ~l (:n,p, n ~R) e 111 +1 está na matriz A(n-l)xp(n---R---1)--,-R· 
Considere u· ::::~ (x;t) E vPn--l, com :r E \-·~n e tE Gf\q). Existe um z em 
S satisfazendo d ((x; o), (z; O))~ s S R , digamos 
(x; O) = (z; O)+ o:1.eh +- 0:2.ez2 +- .. + a.s.Ct. o-~ E- GF~.p) . ft, E !.,, 1 ~ 1 ~ s 
A continuação da prova é análoga à demonstraç·ão anterior. Claramente 
u• está em B((z; 0), R) se t =O. Para t f:- O vamos analisar dois casos. Se 
s <R ,temos w E E((:: O). R) pois 
·w =(:::;O)+ t..en~l + O:J.el1 +- a-2.e12 +-.,. + O:s.cl. 
Por último, s =R. Corno há R vetores cat1ónicos (todos distintos de en~- 1 ), 
existe um deles, digamos f11 , tal que 1 ::; 11 ::; n ~ R+ 1 Logo 
YJ =::.- ( z; O) + t. (en--d + C 1o1 .ef1) +- ü:2-f1~ +- -+ O: R. e/R 
Por construção, Cn-l + t- 1a 1 .t:J1 E A, satisfazendo às condiç~ões de 9.3 .O 
Obsenações: 
(!) A . d . I ,-('llp.n-RJ l ]" - .. 1 cota supenor encontra a eqUJva e a "P','"·n-1 co 1011te trl\-Ja 
pp(n·~R+l) Quanto rneuor ') (n,p,n- R) e maíor n----R+J , melhor a 
cota em relação ao limite triviaL 
(2) Em particular. o caso p primo e R = 1 coincide com o teorema 4.1 de 
[L> L] 
(3) Em [Os]. pá.gina 16, ('onsta o resultado S;t>guinte .. Se l' é primo ou potência 
de- primo ent.ào 
-! (pn + 1,p,pn- R-+ 1)) :S ": (n.p. n -- R)pn.(p·-ll 
Ora, da proposição 8.4 e de 9.1.5, temos 
'f(pn+l.p,pn-R+l)) S 1(n.p n-R)p"(p--l) 
Logo, o teorema acima implica o resultado <epresentado em [Os]. 
Corolário 9.16 [BL]: Para p primo ou poti?ncia de primo e R arbitrário, 
vale 
o (JJ + 1,p,p) :;_ rr- 1 
Prova : Basta tomar n = R :::o, 1 em 9.15 
Esta classe de desiguald~tdes prodliZ as melhores delimitações posskeis, 
corno havfamos comentado anteriormente. 
fíO 
Exemplos:9.17 
(a) Se n :--= 4, R c:::.· 1 e p '"" 3 eutão a(13,;3) :S 9.:38 ::c: ;~ 10 , sendo es1.e limite 
ótirno (ver seção 7). 
(b) Se n = 3, R""- 1 e p = 3 ob1emos o (lO. 3) ::;: 5.36 , cujo limite coincide 
com il tabda ern (Os]_ 
(c) De -1 (.5, 2, 3) "'"' 2 temos ·; (10,2. 8) :S 2·:. , melhorando o límite 
~r (lO, 2, 8) :S 26 obtido atmvés de 1(5. 2. 5) c• 2. 
(d) Como 1(8, 2, 5) ~ 4, vale )(13. 2, 10) S 26 
(e) De9.16: o(4,3) :S 32 , 0'(5.4) :S4;~. o-(6.5) :S 54 , ... ('_stasesümativas 
são ótimas. 
Seja.\/ uma R-cobertura de\~;· e ]'.,f um subconjunto de ."M .sa1isfazeudo 
a propríedede: todo m em .H pode ser t>xpresso como rn ,_o o· .m , onde 
0:Sa~k-lemEA1 
Lema 9.18 Considere .H eM 11as condíçôes mencionadas, com IMI "'-' v. 
S(• n -_,., r + v eut áo 
·!(n,k,n- R) :S il +(r- FI+!) (k --l)]k" 
Prrwa: Tome 5' o .subeonjumo dP \·{ nmstituido pelos vetores do tipo 
;:; ;;o.c o _f 1 • ou de O < a :S k - 1 e c3 o j-ésim() \'etor unitário de V{ com 
1 ::; .i ~ 1'- R+ L Clar-amente /SI _-_, !1 +(r- R-+- 1) (k ··- 1)]. Defina 
A c (ITI,). 
Dado :r E'm V[, existem EM com d(.T. m) "c: s-::; R. Como m cc--:: o.m e 
rn E M . temos : 
r c-"" n.m + o,.f~/ 1 + a-2-ch +-. -+ c:x8.f:l_,. 
N ào hâ nada a fazer se s < R Quando s ::_- R , pelo Principio 
da Casa do Pombo, existe um vetor canônico, digamos q 1 , satisfazendo 
1 :; t:r1 :S T- R--+· 1 Como cq.c11 E Se rn E A , conclufmos qne Sé uma 
R-cobertura de i-~: usando A e a tese segue pelo teorE~ma 9.3 . 
Observação : 
(1) Este- lema pode fornecer melhores estimatints para r· (n, k, n- R) se 
[! + (r - R + I ).(k - 1)] :5 1 (r·, k, r - R) 
Como a maioria dos valores í é desconhecida, a cota proveniente deste 
lema melhora o límite trivial quando [1 + (T- R t l).(k -1)] :S kr-R, 
ou equivalentemente, 
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(r~ R-+ 1):; k(r--R--1) +· k(r n--2) + 1 
mas esta desigualdade acontece desde que (r-- R --l--1; :; r- 2. 
Teorema 9.19 Para a""'~/ (r, k.1·- R) acontece: 
1 (a+t-1,k,a+r-1-R) S [1+ (t·- R+1).(k-1)Jk"~ 1 
Pmva: Conside M uma R-tobertura minimal de \·~: contendo o vetor 
nulo. Aplique 9.] 8 para M oo M - (O} . 
Exemplos 9.20 
(a) Sabemos que rJ(4, 4) = 24 ( SE'\·ão 7) . Definindo 1' = k o::. 4 e a= 23, o 
teorema 9.19 fornece o(27,4) _:::; (1 + 4.3).42;' c-=- 13.4::: 
(b) Corno o(G, 3) :; 73, sígnifica que existe l-cobertura de \-:16 com 73 
pabvras, sendo uma delas o Yetor nulo. Para esta situação, o(78, 3) :::; 
13.3 72 , melhorando o limite a(78, 3) 5 3n' desde que iJ(B, 3)'"" 310 . 
(c) De u(6, 2) -= 12 , vem a(17, 2) ~ 7.211 que equiutle a ~ do limite 
o(17,2) S 214 , pois o(8,2) -"-'-'' 25 {ver seção 7) :\1ais ainda, o caso 
o(7, 2) = 16 produz o(22, 2) ~-= 215 . melhoraudo o(22 2) :=;: 7.2 16 obtido 
anteriorrneute, 
A diminuíção da cardinalidade de XT necessita de um2 propriedade par-
tícular: múltiplos de "poucas" palavras-código geram toda a cobertura M 
Tal situaçáo ocorre nas seguintes situações: 
Corolário 9.21 Seja R _2: 1 e p primo Suponha ainda que exista um 
subgrupo Af no grupo aditivo '-'"'; tal que Af também f. uma R-cobertura de 
b h -v;; com IM I = p . Se v o;::_ ;_-/ e n = r + v então: 
1 (n,b'- R):": [1 +(r- R+ 1).(k- 1)]F' 
Prova: Como p é primo, todo elemento não nulo de \ ·; tem ordem p 
Desse modo, M pode ~'er partidonado em classes laterais disjuntas ( descon-
siderando o elemento nulo do grupo ) Defina M como sendo a união de 
representant-es (geradores) de cada classe lateral Logo. :MI =v -:c~ ~~~/ e 
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seus nnílt.iplos geram o subgrupo AJ O lema 9.18 completa a prova. O 
Corolário 9.22 !Ca2] !\as condições do corolârio acima. para R =:: 1 e 
1 + (p- 1 )r pot.encia de p, .-ale: 
o (n,p) S [1 + (p- J)r]p' 
Pnwa: Ba~t.a aplicar 9.91 e o resultado devjdo a Zaremba [Za] , o qual 
passamos a descrever. 
Considere {\··;. +) gr1.1po aditivo, onde p i! prüno. Seja S =-
{ iei :0:; i ::;;p-l,cjEl .. }. Sel+(p-l)J·éprimooupotência 
de primo, então existe um subgrupo M < v; tal queM + S =~ v; 
e I !vi I -- _ ____E:_ o 
' ' '' HP·l)T ' 
Observações: 
( J) O caso r :::o p + 1 e 11141 == pp-l deste corolário coincidE' com o teorema 
:l4 de [Ca2] 
{2) A cota obtida por 9.22 equivale a pr::\_
8 
do limíte trivial . 
Teorema 9.23 [Ca2] Para todo n, k?: 2-, se k(n- 2- R) < n- 2 então 
'I (n, k, n- R) S (k- l).k 
Prova: Tome 8 em Ft'.,-1 formado pelas palavras (a. tL .... a), onde a f 
k - 1 Defina a matriz ( n - 1) x n abaixo : 
Po1· g_;=j, basta provar que Sé R-cobertura de Vt- 1 usando A . St> 1· em 
vt~ .. J tem n ·- 1- R letras iguais então não há nada a fazer . Caso contrário, 
r obrígatoriamente deve apresentar n ~ R letras do tipo k - 1 . Neste cas:o: 
R-l 
,. = (O, O .... O) + (k- 1 )(J, 1, .. , I) 4 L a 1,e1, 
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0 a tese segue por 9.3 .O 
Exemplos 9.24 
(a) '1(8, 4, 3) 5 12 
(b) ~(9, 3, 4) 5 6 , melhorando o limite~ (9, 3, 4) 5 9 em 8.15 , 
Tabela 
Ilustramos na seguinte tabela alguns limites obtidos nesta seção. As letras 
correspondem aos exemplos originá.rios de tais delimitações: A:::= 9.12 , B-=: 
9.14, C .co:::9.17, D ·=9.20, E ::.:::9.24 O simbolo • índica que o Iesult.ado 
coincíàe com [Os] e* que o limite é ó1imo. 
~--------------,-------------·"·------,._~-~ 
\ 'r(16, 212) 52 A ' ,,(16, 2, 13) 5 7.2 B 
lr(17, 2, 16) 5 7.211 D -, (13, 2, 101 5 26 c 
•1(22,2,21) 5 218 D r(10,2.8) 52' C 
~·(17, 3, 11) 5 38 A r(46, 3,45) 5 ll.340 B 
1 (13, 3, 121 5 310 c* 1 (lo, 3, 9) 5 s.36 c • 
')(78, 3, 75) S 13.372 D o(9. 3,4) 56 E 
! ·r(4.3,3) 59 c* ,(.õ.4.4) 54"* c 
I ·'27,4,26) S 13.4"1D ,,(8,4,3) S 12 E LU:--------~- ---···-------"--' 
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10 Abordagem Computacional 
10.1 Grafos 
Cm1 grafo G consiste em urn par ordenado (\·.E) onde: 
(i ) V é um conjunto não yazio cujos elementos são chamados nós ou vértices 
de C: 
(ii) E uma relação"binária"( E C l-'(2) --"" {Y C V 
componentes recebem o nome de arestas de G 
IYI = 2 ) cujos 
F ma aresta do tipo (:r- :r) é chamado la-ru. Dois vértices , .T ~~ y , sao 
adjacentes se eles estão ligados por uma aresta , (:r, y) E E 
Para cada nó x em G = (F, E), denote por l~ os nós adjacentes a .r:: 
\'x "' {yE\':(:t,y)EE} e E,~. {(x,y)EE:{x,y}nV,-'0} Por 
último, defina o subgrafo Gx ~~ {\" \ V1:. E\ Ex}. 
Dado seu interesse pari icular, apresentaremos um problema d.<issico em 
Teoría dos Grafos intimamente relacionados com a cobertura por hipertorrcs 
(ver [PS] ). 
Conjunto Dominante 
Um confant.o dominante H em um grafo G é uma coleção de vértices que 
"dominam " todos os outros nós , 01.1 melhor- para todo vértice .r em G ,ou 
x está em H , ou existe um Yértice y em H adjacent-e a :r 
lim conjunto dominam e mmimal é um c:onjunt.o dominante tal que nen-
hum vf>rtke possa i:ler n~movido sem desüuir a propriedade de dominância . 
O menor número de vértices N D ( G) de um conjunto dominante rninirnal é 
denominado número dornH1.ador. 
1Tàpko obtido com a çolaboração do prof. Cid C. Souza ,DCC-'Cnkarnp 
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Formulação da cobertura por hipertorres via grafos 
Dados naturais n , k e R, consídere o grafo Qk(R) """' (F. E) onde V~" Ft 
e E C F(:l) tal que 
(x, y) E E'*" l :S d(,, y) :S R 




, I , 
'lí~- ~~, ~~- -2i 
Propriedades de Qk(R) 
Para que um grafo se-m laços G :.-:c (\".E) possa estar associado à um 
problema de cobertura por hipertorres, ele düve apresentar as caracterfsticas 
seguintes: 
(a) I\' i::.·::: vt: 
(b) G é regular, o grau correspondtc a L!1 (~)-(k- l)i : 
{c) para todo nó ;:r em (; \ c; X é isomorfo ( isomorfismo de grafos: 0.,!_ ) a 
Q} __ 1 (R) , devído ao resultado: 
Proposição 10.2 : Para todo nó x (~m Q!,(R) , vale: 
Q~(RV:'Qí:_ 1 (R) 
Pro11a: A tese se verifiva para x ·= (k - 1. k - 1,. . , k - 1) pela 
própria definição de Qk(R)x· Os outros casos podem ser reduzidos ao 
ant-erior através de re-pre:;entaçào do grupo Fk-n por translação, desde que 
d(v,v) o·:::: d(tP(u.), (46(r)) para toda trartslação q, ern V;' O. 
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Exemplo 10.3: 
de Q~(l )x : 
Para lodo x no ex<'mplo an!A:.~ríor. temos a represent.aç·ão 
Apresentamos a cobertura por hipert.orres em termos da Teoria. dos 
Grafos, cuja forrnulaçã.o segue. Dado o grafo Qk(R) , urna R~c-()})(~rtura mini-
mal H de 1~kn pode ser interpretada como um subconjunto de vértices H em 
Qk(R) de cardinalidade mfnima, satisfazendo à propriedade: para todo nó x 
em Qk(R) , ou 1· está em H ou :r é adjacente a um nó em Qk(R) Ora, esta 
situação c<)rresponde à detenninaçií.o do conjunto dominante minimal H em 
QJ;(R). Portamo. estabelen:mos a relação formal: 
Proposição 10.4: Para todo n ~ k e R , temos 
'1 (n, k, n- R)'~ ,~'D (Qk(R)) 
Comentários 10.5 Algumas propriedades mencionas de Q~(R) nos 
levam a condusáo de que esta~ dasse& de grafos apresentam estruturas muito 
partiçulares: grande simet.rin , alta regularidade, propriedade de decom~ 
posição ( proposição 10.2 ) Isto sugf're que o tamanho grupo de auto-
morfismos de Ql1(R) é relativAmente alto. 
Desse modo, a cobertura por hípertorres pode ser reduzida a uma classe 
multo part.kular do problema conjunto dominante. 
10.2 Programação Linear Inteira 
I\a2 primeira parte desta seção, estahelelecemos a relação entre o problema 
do conjunto domínante e a cobertura por hípertorres. Tam'bém é possivel 
fmmular este problema em termos de Programação Linear Inteira. 
Considere IJ um conjunto dominante minimal de Qk(R) = (F, E) Para 
------
2Tópico obtido com a colaboraç-ão do prof. Cid C. Souza ,DCÇCnieamp 
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cada nó u em \r , associe a função caract.erf~1 ica 
S( uEJI 
uf/cH 
Desse modo, a asserçiio H é um conjunto dominante pode ser expressa por 
Xu + L :l'r;::: 1 
t>EV, 
'lu E V 
Neste contexto, a minimalldade de H é reprüsentada pelo minimo da função 
objetiva E :Tv . 
li'~ F 
Proposição 10.6: Dado Qk(R) :._-::(F. E), valE' a igualdade: 
:ru +- 2:: :r 1, > l 
·vEI·, 
V, E\'} 
Prova: Consequência imediata dos comentários acima e de 10.4. 
A determinaçâo do valor exato de ~r(n. k, n- R) em:olve duas etapas. a 
saber construir urna R~cobertura em vkn de tamanho "r (n. k. n- R): segunda 
et-apa, mostar a não exist-ênc:ia dE' um conjunto com menos de ~r(n. k. n- R) 
vetores satisfazendo a propriedade de cobertura . 
A interpretação da cobertura por hipertorres via Programação Linear 
possibilitou a obtenção de boas cotas superiores e inferiores de ~r(n, k. n.- R) 
( algumas exatas ) , para Yalores pequenos dos parámet.ors n, k e R 
No entanto, tal método revela~se poueo eficiE'nte basicamente por dois 
motivos. Primeiro, em geral apresenta distância relatívamente grande entre 
as duas cotas de --1(n, k, n ~R) Segundo, por se tratar de um problema KP-
completo, a busca de limites via Programa{,~ão Linear torna-se rapidamente 
ínfactfvel na rnedída que forem aumentando os valores dos parâmetros. 
Contudo, cot-as superiores já foram oht.ida~ graças a um método chamado 
"Sinmlated Annealíng'' que passamos a comentar . 
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10.3 Algoritmo "Simulated Annealíng" 
T\o inicio da década de 80, alguns pesquisadores d~?seuvo!Yeram um algoritmo 
probabilistiC'o conhecido por" Sirnulated Aunealing" ( ver (AK] ) . Esta técnlca 
consiste basicamente#t'a''yersão aleatória do mé1odo d<-' iterações melhoradas 
1 nt-ilizado em problemas de otimizaçãD <'omhinatória. 
Inicialmente,"Simulated Anealing'' fol 0mpregado na determinação de co-
tas para o problema do campeonato de futebol com n jogos ( ver seção 7 ) 
possibilitando o límite a(6, 3) ::; 74 
Laarhoven e outros {LAL], em 1989, obtíwcram os resultados: 
{a) a(6, 0) ~ 73, melhorando em urna unidil.de o Emite já mencionado. No 
entamo, a cobertura com 72 torres revelou-~e infrutÍfera. apesar de ter 
sido feita r·entenas de milhares de iterações. Os autores constataram 
que1 do ponto de vista computacionaL há eYidfmcias que o(6, 3) = 73; 
(b) Após 100 horas de execuç·ão em um computador VAX 11/785, encon-
traram uma. cobertura que implica a(7. ;{):; 186. 
Tais resultados ilustram a grande dificuldade na determinação de boas co~ 
tas superiores para códigos de tamanho rE'latívament(' grande, m8smo usando 
algoritmos não det.enninisticos. 
?\o entanto, o uso .~imultâneo de ''Sínmlated Annealiug'' e do méwdo 
de cobertura por matriz<?s ten1 se revelado eficaz para parâmeuos poucos 
maiores dos do méwdo anterior, inclusive para o (n. a) onde n .~c 8, 9, J 1, 12 
e para 't(n. k.n- R) com R 2'. '2 
Uma aplicação de "Simulated Annealing ,. 
A principal consequência do métod-o cobertura por matrizes diz 
que: S{O 8 é urn<t R-c.obertura de \'{ usa.ndo a mauíz Arxn entào 
'f(n, k, n -R) õ: ISI k"- ' , 
Este rnétodo pode ser reduzido ao problema de otimização combinatória 
descrito abaixo. 
Dados n , k e R 1 inlcíalment.e fixamos r e f -~ l5l Em seguída, produza 
configurações H/ = (S, A) onde 
Q = {W cc (S, .4)' S C\{. !SI'" f. A,xn} 
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Considere a funçào cuBto c de H' como sendo o número de palavras fora da 
cobertura R' ( ver definição 9.1 ) , ou melhor: 
Assim, o problema equivale à determinação de Vr'"'· E O que mlnimiza a função 
custo c Se, por sorte, for encontrado um código H"= (S, A) sa1isfazendo 
c(W) '=- O então S é uma R-cobertura de V{ usando A e pelo teor<~ma 9.3, 
temos 1 (n, k, n ~R) .S: t.kn- r. Nesta situação, t é decrescido em 1 unidade 
e o problema novo é executado. 
O algoritmo "Sirnulated Annealing'' foi ntilizado no problema de minímo 
relatiYo ao método das manlzes por vários pesquisadores. apresentando boas 
cotas superiores para Yários panirm~tros No artigo [LALJ consta o limite 
a(8, 3) :S 486 (encontrado em pouco mais de 10 rninut.os num computador 
VAX 11/785 ) Por sua vez, [Ko] apresent.a a(9, 3)::; 53.3.:. 
Através deste procedimento, [Os] fornece os limites tJ(11, 3) < 9477 e 
r;(l2. 3) ~ 27702, bem corno vários coberturas com nüo R :2: 2 
10.4 Busca Tabu 
A?" Busca Tabu é um proct:dimento adaptativo que vem sendo empregado 
na resolução aproximada de um \·asto UIÜ\·erso de problemas de otimização 
combinatória (ver \Gl~l], \Gl~2\ ). 
Tal algoritmo explora o espaço de soluçõe.s a partir de uma solução inicial 
que é modificada SU('eSsiYamente. Assim. a sequéncia de soluç.óes visitadas 
descreve urn caminho no espaço de soluções. O Tabu consiste em um meça-
nismo que tem como objetivo principal eYita.r que o eaminho deserito pela 
busca possua ciclos, o qual reduziria a abrangência da busca no espaço de 
soluções. Para a escol11a da solução a ser visitada é necessárío que se defina 
a vizinhança da nesma. O critério de seleção da próxima soluçâ.o corrente, 
embora guloso, considera apenas as soluções dentro da vizinhança que podem 
ser alcançadas atra-rés de movimentos que não são tabu. dai o nome Busca 
Tabu. 
3E.sta df'scrição da Busca Tabu é devido ao prof. !vfarcu:i V.S.P. Aragào, DCC-Cnicamp 
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A aplicação da Busca Tabu na. dett'rminaç-ã.o do menor conjunto domi-
nante de um grafo 11tiliza como espaç.o dE' wh1ções 1.odos os su beonjuntos do 
conjunto de vértices V. Abaixo descreveremos o mecanismo para a obtenção 
de conjuntos dominantes dentro deste espaço. Neste problema, a vizinhança 
de uma solução corrente é- definida como os subconjuntos de V obtidos pela 
exclusão ou inclusão de um outro vértice do grafo. Descarta-se aqui a pos-
sibilidade de se considerar apenas o espaço de conjuntos dominanü~s devldo 
à severas restrições imposta..<; sobre o caminho de busca em um {~spaço assírn 
definido. 
Falta •omentar c.omo o tabu é utilizado e como as soluções que não são 
conjuntos dominantes são descartadas. O primeiro é implementado pela 
proibição de entrada , ou sa.ida ( caso esteja dentro ), de urn vért.lce da. 
solnçã.o corr<~nte. Um tabu é imposto sobre a troca de urn vértice quando 
o seu mo,:imeut.o na iteração anterior degradou urna função que avalia a 
qualidade do subconjunto de vértites cornmte. ERta funçáo poderia ser sim-
plesmente a cardinalidade deste subconjunto, pois procunhS(' o menor sub-
conjunto domin1lnte, entretanto, é preciso qu.;> esta condição ( dominância ) 
se verefique. Para tal, contabiliza-se durante rodo o procedimento o número 
de vértices do subconjunto corrente que dominam eada um dos vértices de V. 
Desse modo, uma fnw;ã() para medir ft qualidade de um subconjunto pode ser 
obtida através do produto de uma ,.penalid.ad(;'" (um número positivo) pelo 
número de vértices de V não aüngídos pela cobertura da solução corrente 
adicionado· a cardinalída.de deste último. l~ m valor ,. grande "desta penBli-
da.de garante que o caminho descrito pela Busca Tabu irá convergir para urn 
subconjunto dorninante. 
A Busca Tltbu procede repetindo dh·ersas V(~zes um número fixado de 
iterações. Para cada repetição, tanto a soluçiio corrente como o valor da 
penalidade são modificados, de tal forma que este valor descreve uma função 
dente de serra compreendida entre zero e um número suficientemente grande. 
Ao final de um cíclo de repetições entre os valores das penalidades, sem que 
seja encontrado um conjunto dominante de valor inferior ao do menor eon-
junt.o dominante obtido até o cldo ant.eriox-. o procedimento termina. 
Uma aplicação da Busca Tabu 
Um trabalho relatívo à aplicação da Busca Tabu no problema das hiper-
torres est..á seudo desenvolvido pelos professores do DCC-1..1.!\ICAMP : Cíd 
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C. Souza e ~1arcus V.S.P. Aragão e pelos orientador t' autor desta tese. 
Embora em fase inicial de pesquisa, tal trabalho já apresenta resulta~ 
dos animadores. De uma bate1ia de .simulaçôes exenrtadas para vários 
parâmetros da função 1) obteve-se boas cotas superiores em tempo relati-
vamente pequeno ( menos de um minuto em alguns casos). 





A tabela abaixo ilustra alguns dos limites mais slguificat.lvos. O nümero 
em colchetes indica a cota conforme [Os] e o sfmbolo •, que o limite coincide 
com o valor apresentado nesta referência. 
-, r 6, :l .n-·,s 73-;----~ 
,rs.3.2) "'s. 1 
1 (6,.3,2) <:, 17 • 1 
' 1(7,3. 1) <:, 189 [186] I 
1 ~1 (5, 4, 2) ::; 16 • \ 





Partições Polarizadas Infinitas 
11 Alguns Tópicos de Teoria dos Conjuntos 
Assumimos como pré-requisito alguma familíaridade com a Teoría dos Con-
juntos de Zerrnelo-Fraenkel ( ZF ) , priucipalrnent.e os t.ópícos referentes aos 
números: cardinais ( manipulaçiio arltmét.ica ) e ordina.Js - A rftulo de n~ 
visão, comentaremos bren"mente ( (~mbora seja necessária uma exl.ens<> lista 
de definições ) alguns tópicos que serão utilizados no decorrer do capitulo. 
Dado uma função f : X --t 1' e A C X : f ! A representa a rest..ríçào de 
f em A . e f" A a iJnagem de f I A Indicamos por IX I a cardinalidade de 
X e w o conjunto dos números naturais. Em geral, as notações seguem as 
n1esmas dü Jech ! Je J. 
lima ordem linear (P. ::;:) tal que todo subconjunto não vazío de P tem 
menor elemento recebe o nome de boa ordem. Um conjunto X é transitivo 
se : Vy( y E X ::::;. y C X J. 
Definição 11.1 Todo conjunto transitivo e bem ordenado pela relação 
de pertinêuda é denominado número ordinal (ou slmplesmente ordinal). 
Para cada ordinal o , a + 1 = o U {a} . Se existe um ordinal fJ tal que 
!3 + 1 '""" o. , ent-ão n é ordinal sucessor ; caso contrário, a é ordinal limite. 
Definição 11.2 Um ordinal li é número cardtnal ( cardinal ) se não existe 
uma bijeção f : À ---> K para algum À E n, -
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l-'ara çada (·ardiual. À· d(•uot.a o nwn()r cardinal nwior que À . Cm cardi-
ual K c/- O á stl<'essor S(' exíst <~ um eardiual À com À.. K : caso cout rário. r.- i· 
cardilla!lirnite. Todo cardinal ülfiuíto per1-PIH'e 11 dassc d()s ordíunis liJm1e~. 
Proposiçã.o 11.3 (Lei ck nh.sol\ilo do:- (·nrdiuais iufínilos) St• "(' ,\ S<~l() 
n-ntlinais. com pdo nwnm: um üd'mit o. e11t iio · 
Prov<-> ver l Je ] 
Axioma da Escolha 
O A.ri.omo da Hswlha ( A C' ) afirma: 
"'toda famÜia d(:• COBjnutos não Tlll}OS Ç1 pOSSUÍ ftrii{"ÚO C.'iWfhtL 
isto é. exisLP r: ('In S1 tal que c( X j E X })11ra todo X E f2 :· 
DP110i amos por ZFC a 1Pona ZF 1nuuidn do AC ( c•siE' axioma c> lndqw1J-
dE•n1e de ZF ). Há vána'"> as . ::erçôes (:'(jllÍnÜentes d() AC, dei!tn• da:-. citamos: 
(a) Lema d{' Zorn . 
{h) Todo coujuut.o possui urna boa ordem 
l- m n'rsào mais fraca do AC , c(mhecida como furma PlHllner<i \"('] do 
axlom<t da ('ôcolha ( AC .... :) . postula 
toda famÜía e-nunwnÍ\·el d(' C()ll.JH!'!to~ nào Yazios pqssm fnuo:Jio 
('Scolh<L }Htrticularnwnte>. a uuiào ('tmrut•U:ÍYel d>" col!jnntos enn-
rueráveis {, enumeui.Yel" 
Cardinais Inacessiveis 
Consld(~re o nm nrdiuallirniU•; a cofínolúladf' de D notação w.f(n) 
deuot a o menor cardinal ;J tul que existe l.UHH fuução f : ,J _ _, o eu _ia imAgem 
.f" 3 niio é límíta,da em n , ou equh·a)eu1 ement.e. 
u,.f(c\) n >. v, E I (IC;I < nj} 
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ond~ À e cardinaL Um cardinal infinito n~gular· satisfaz a propriedade 
co f (o.) o_-::: n. São exemplo...::; de cardinais regulares w ;:;:::_ No cardinais 
sucessores , coj(o:) se o: é ordinal limite. Como cof(Nw) = :....· N.,.. não é 
regular. 
lJm cardinal x: é limite forte se : 2>.. < K, para todo À < '"'- Claramente!;..' 
é limite forre, mas N1 nã.o o é . 
Definição 11.4: Um cardinal ~>-com a.s caracteristicas : K > ;;; , K limite 
forte e regular recebe o nome de car·rh.na.lznacess[oel . 
Sabe-se que demonstrar a existência de um cardinal inacessh·el no âmbito 
de ZF'C não é possfvel, supondo a consistên..-::ia desta t..eoria. 
Hipótese do Continuo Generalizada 
?\o inicio deste séeulo. Caut.or já havia demonstrado o resultado abaixo, 
o qual ficou conhecido como: 
Teorema de Cantor. Para todo cardinal K , vale ,.. < 2" ( K :; 2" 
Prova: ver! .le ]. 
A asserção ( também indepeudent.e de ZF ) proposta por Cantor segue, 
A Hipótese do Conti~mo Genera.lzzada ( GCH ) 
,._ V K cardinal infinito P cardinal À tal que K < >. < 2" 
Em vista do teorema de Cantor , GC'H pode Sf'I" reformulada como : 
K--+ = 2r-.· para todo cardinal infinito K • 
Sabe--se que ZFI-- GCH------->AC, fato demonstrado por Sierpinski em 1927 
(ver (Je] ). 
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Axioma da Determinação 
Denote por P(~.~,,w) o conjunto formado por todos os subconjuntos de 
~w -::::c. {f : f : w ---> t.,.'} . Considere dois jogadores, digamos A e B , dis-
putando a partida X C P(:.,_:w) X ~ Gx tal que o n~sultado deste jogo, 
G x . é definido por uma sequência em u.l''-' 
a.1, b1, o:2. bz, ... , ai. bi. 
SUJeito à regra; o segundo jogador B escolhe um natural bi logo após o JO-
gador A ter escolhido um na1ural o1 , para 1 E:;,' (cada jogRdor conhece os 
moYiment.os prévios na elabora-ção da 1wquênría ). 
A norma estahelect' que A \'encc o jogo X se (,' x está em X ; caso 
contrárío, B o vence. Cma estratégia vencedoru do jogo X co11siste em urn 
plano de jogo , segundo o quaL o competidor que escolher os números baseado 
neste plano sempre vence a partida X O jogo X é det-erminado se um dos 
partic]pames possui uma estratégia vencedora. 
O Axwnw da Determinação ( AD ) pos1ula: 
todos os jogos siio determinados .. , 
Convém observar um fato interessant(' embora AD contradiga o AC , 
el0 .implica a sua \cersão mais fraca, AC1...:. 
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12 Teoria de Ramsey Infinita 
O PrincÍpio da Casa do Pombo afirma; 
,. qualquer partição de urn número finit.o de bolas x ( x > 2 ) em 
:r - l clas~>L"S apresenta uma delas com pelo menos 2 bolas ( ou 
simplesmente x _, (2);_ 1, conforme seção 2 ).'· 
A venúio infinitárla deste principio diz~ 
,. se os elementos de um cardinal regular 1\' forem dü;tribuidos 
nnrna quantidade de classes inferior a este cardi11al , então há 
uma destas com K elemew.os. ,. 
Análogo ao caso finito, visto na seçao 2, a \'ersao transfinita de tal 
principio pode ser gtmeralizada como segue. 
Definição 12.1 Sejam r: , ), , n t? ó cardinaÍ.'S não nulos , finitos ou 
infinitos. A relaçã() de partição 
n----"' (X)~' 
significa: para toda coloração F : ,Cn} ~ 6 existem uma cor ç E !; e um 
sub('.onjunto H C K, jHj =À, tal que F"(]_[(nl) '-= {,n ( fl é monocromático 
ou homogêneo sobre F ) 'onde x(n) o-:-c {Y c X Wi ;-:-: n} Escrevemos 
K ..; ... (..\)~ quando K ......---. (.\)h não se verifica. 
Desronsideramos os casos triviais: n = 1 , f, = l e ~-; < À O enunciado 
do segundo parágrafo expresso em termos desta notação fica: 
K ----+ ( K H para K cardinal regular e é < " 
A área pertinente ao estudo destas partições denomina-se Teoria de Ram-
sey, a qual, ern termos intuitivos, consiste na determinaçã.o de alguma "or-
dem" ( subestrutura regular) em ambit:'utes de ''grande desordem" ( estru-
tura caótico ) 
Para fixar conceitos, tornemos a função P : w<2) ___._ 2 : 
F({a,b}) ~ { O sea+bépar 1 se o -+· b é impar 
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Claram(;'nt.e, a clnsse dos números pares forma um subconjunto hornogéneo de 
grandeza infinita. Mais ainda, a afirmação: " toda 2~<'oloração de .j.'i21 apre~ 
senta subconjunto monocromático infiníto'' particulariza o resultado clássico 
devido à Ramsey , 1930 . 
Teorema 12.2 (Teorema de Ramse;.:) Pa.ra naturais n e r, vale:~..:---. 
Pwv'"' ver [ DP ] ou [ Dr ] 
(")" u.. 1' ' 
Sierpinski. em 1933 .. obtt>Ye certa classe de contra-exemplos para relações 
do tipo K -" ( K )g , mais especificamente: 
Teorema 12.3: Para t.odo cardinal K 2/,:-/-+ (K+)g. 
Prova: vn ( DP } ou ! Je- ]. 
Cuja conseqnBncia imediata obtém-se: ~ 1 f. (N 1)§ , N2 r (N2J& .. 
questão da existência de um cardinal n >~·em ZFC' satisfazendo K---. 
foi solucionada pE'lo: 
Teorema 12.4 Se K > u: e t; ___, (r.:)H e11tão f< é inacessível. 
Pn.-n·a: ver \ DP ] 
Destes fatos. conclui-se qu0 · · e o Unico cardinal com a propnedade 
H ____. (K)?,' no ârnhito de ZFC, pois este llâo suporta a existência de um 
cardinal i~acessÍVel\ conforme haYÍamos <'otnentado na seção anterioL 
Na década de .50, os t."'llinentes matemáticos P.ErdOs, R.Rado e A.Hajnal 
inkiaram o desenvolvimento de uma t.eoria que abord<~ várias generalizações 
e problemas variantes das partições mencionadas. Ao longo dos anos. a con-
tribuição de muitos matemáticos nesta linha de pesquisa gerou unHi. extensa 
gama de resultados. Apresentamos mais duas contribuições importantes, per-
tinentes aos Fundamentos da Teoria dos Conjuntos, as quais vão ao encontro 
de nosso objetivo: 
Teorema 12.5 Se n e r são naturais e n: :2 i.l.J então K ~+ (K)~ equivale a 
K-+(K)~. 
Prova: ver [ CP2 ] 
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Teorema 12.6: A relação:.;.>-"" (w ); in depende de ZF, pois algum uso do 
AC é necessário para validá~la: 
Prova: ver I CP2 ]. 
Contrastando a situação com expoent<;> r; finito, citamos o fato curioso: 
Teorema 12.7 Embora a partição'"-''-----. k)'2" seja consistente com ZF, 
ela contraria o axioma da escolha. 
(!) 
ProYa: ver [ CP2] ( apresentan~mos uma prova altE'rnatiYa de (1) na seção 
14 
:\o::; ültimos anos. a área de pesquisa relacíonada à Teoria de R.amsey 
tem se expandido em várias direções. Conexões e aplícaçôes foram estabele-
cidas com as áreas de Geometria, Topologia. Teorla dos i\úm.eros, Teoria dos 
Grafos . Fundamentos da Teoria dos Conjuntos. 
Recentemente, conformE' [ :\R ] . surgiram nowts publicações assocíando 
esta leoria à.s áreas de A.uálise FunciouaL Ti'.•orla dos Vltraflltros, Lógica-
Matemática ~' Computahllidade. 
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' 13 Partições em Domínios de Dimensão 
Finita 
Erdôs, Rado e Hajnal fornm os prennsores da Teoria das Partições Polarizadas; 
tal fato se deve a um trabalho publicado em 1956, o qual apresenta partições 
de produtos cartesianos de dimensão dois, tendo (~ste easo recebido atenção 
ec;pecial na maioria da literatura publícada nf'sta área. 
Apresentamos aqm alguns re:::ruliados relativos às partições polarizadas 
em produtos cartesianos de dimensão finita encontrados em \CDl] ou [CD2}. 
Conforme seçào anterior, a relação " ~ {.,\)~ pode ser vista como uma 
generalizaçã-o da versão iiJfiuita do Príudpio da Ca~a do Pombo. I\ o entanto, 
esta generalização não é a única pos:;;{vel; de fato, exibiremos outra relação, 
conhecida como partição polarizada, que também estende tal principio. 
Definição 13.1 Considere >11 . À2, ... , À 11 , o 1, 0:2. 
finítos ou infinitos. A partiçào polarizada 
r:~l r::l. 
. .. o 11 • b e ·11 cardinais, 
(I) 
sigrüfica: para toda F : >. 1 x À:; x 
Hi C Ài 1 com IHil --;;;: oi paTa 1 < 'l < 
x ÀtJ ___. {; , existem conjuntos 
'I! e existe uma cor Ç E ó tal que 
F"( H 1 x H2 x x Hry) oo {Ç} 
O eará.ter vetorial dos dominios destas colorações caracterizam as 
partições polarizada..<; como uma variante ordenada da clássica teoria de R.am-
sey ( seç-ôes 2 ou 12 ). Quando Ài =· À e o:i = o para todo 1 :::; i :::; 'f/ . 
denotamos a relação ( 1 ) simplesmente por 
(2) 
Indicamos por -f- e =f:. nas situações onde (1) e (2) não se verlficam, respec-
tivamente . A classe particular formada pelo cardinais finitos o: , 1J e 6 gera 
a fnuçiio p ( capÚulo I }. 
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Assim ('Omo ua n'rsiio fiuitària. ,·, df' iillE'H'Sse a dctermina(,:ito do meuor 
cardillaltnmsfinito À que satisfaz À=::;;(n r'/,. 
Ati• o fim desUt S<'()io <-~hordmTnJos Pxclusi\·.arnenk partições polarizadas 
('Ujo dotufnio tem dirneusáo ÜHJta ( IJ E:..· ). 
Resultados Principais 
Proposição 13.2: ( regras de rnouot.oHicidade) Sf' m < n . b' < h . 
À; :S >.; e o.; .s; o; p<:tra todo l ::; i.::; n . t.<·mos 
O prt'J:ximo res.ul!ado apa,sent.a conseq_uência.s iHtercssauh~s. permitindo o 
iH i cio das comparaç()es eut r€' as n•rs(ws infinl1 as da t.eorú1 de H ams(~Y E' d;ls 
relnçúes polarizadas. 
Proposição 13.3 Para todo cardiual H. t-:=f:.(n)2. 
' ' 





Stlp,mha. st~lH IH>rda dt> gt"llcralidade, qUf' ,,~xistám .li 1 c_ h' c Jf,2 C h" tom 
F"(lf 1 x H:::)"" {O} Flxe i E H As nmdh.;ôes: :1 é ordJHal ( ,-J E n). 
IHll:::; de K cardinal implicam iH11 < n: Logo, w:to lHi forma<;áo dt_• eoli-
juut.o Inouocromúticn d(' tmnauho;; .-:r; C 
Observação 13.4 Ern particular, a relação similnr nn teon'nM de Ham-
sey ml.o se verifit·tt: ou seja 
'=*( ·)" 
"'- r ""' r 
I'E'\'elaudo uma dift.~nmç<; importcmte eutte as duas teorias. O mesmo a<·oll-
tec{~ para o teorerrw. 12.4. Contudo. enfraqu(;'ceudo <ts exigCncias relatin,:-; à 
homogt'neidade. o t.eorerna d<' Ramsey pod<' ~wr ni ilizado p<Ha mostrar. 
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Proposição 13.5: :)ar;;·; quaisquer n11turais o e r , (:) - (~)r 
Pro'l'o: Dado F : '"' . .:. -- 2. tom<:' a restriçúo }"I {(o.b) :a > b} O 
h'OH'IIW de RamS('Y afirma a cxisti~IKin ck um conjunto ínfini1o !f em -"'""' 
mono('lürttático. DE'fina H 1 çomo sendo os primeiros o ele!llentos dt' H (' 
H:.;"' H\ H 1 Assim. H1 x H'.! forma conjunto homogêueo em F .D 
Proposição 13.6: C'on:>idcre a classe dP fu.nçÕ~'s recur~i\'as de ü.: em v.· : 
1 
:\t.'stas ('Ondú;ões. para t.ndo natural r 
( r,(n 1 ) - ( ~ ) , 
Pnrro: :\ d<·moustnH;iio segnE' por iuduçào dupla IWS varllh·if~s r e n (ver 
det<dhes t'm : CP 1] ) 
Das n-•gras de rnonot()llÍcidadf' <.'da proposú;;iio FLG, daHtlTl('JÜc ohtnno~; 
a propo:-:içúo n.s. 
Observação 13.7 Coll\'(;m nol<H que a.s dtws par1içiws ('·oncordnm lHl"' 
rela(;úcs: 
(' 
sugerindo a Yalida(k do resultado simihtr ao teorenM 12.:\. a saber: 
(3) 
De um lado, n exjs1 ência de- cardinal sa tisfazeudo 2''' =(" ~- )~ implica a 
ncgaçito da hipóV•se do conÜnuo. a qual f imh'peudt'Bi P d(• ZF. Rest-am duas 
1 }O R si l >i lida des-
(a) ou {:3) É' df~rnonstuiYd em ZF. 
(h) ou (.1; 0 indqwndentP de ZF. 
Em cout rapart ida, a solu(~ào desta QU(;'S1.ão parec-n ser dificil, entrando na 
lista dos problemas em aberto. Propomos a questão: seriam (3) e H hipótese 
do cou1 hnw generalizada eqnival~;;,n1 es ? 
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À:::::t(a:)2 então n < À (4) 
O próximo h;orema exernplifica relaçôes do típo (4) 
Lema 13.8 Se À: , À~ ,. ÀT1 são cardinais infinitos tais que 
co f( Ài.~, 1 ) > 2Ã,. para todo 1:::; 1-:::; n- 1, e se 6 < cof( >'l) então: 
Prcn-a ; Tome o caso n ::-=- 2 . Dado F : À 1 x À2 __, b , considere a relação 
de equivaléncia !"V em À:! . 
a- 3? F(i;. <>) o.o F(C ;3) (li( < >< 1 ) 
O nlÍmero de classes de equivalência não Alipera 2>.' . pois 
lU: 1: À:- 6ll ·= ó"'::: (2'J''::: 2''' ~ 2'' 
pela lei de absorção dos cardinais transfinitos. Assim. como À::; foi parti~ 
cíonado numa quantidade de conjuntos menor que co f(>.:;;) , bá uma classe 
H2 C À;: de tamanho À;,> . 
Defina a função a.uxíliar G : )11 --+ 6 
G"'l -- f'(' •J') d-, --·· c,.; 
Analogamente , deve exisrir H 1 homogônoo para G 
cr;f(>q) > ó. Logo. H 1 x ll:2. é monocromático em F 
com ]H1 , "" ..\ 1 , pois 
A demonstração con-
tinua por indução na variável n, a passagem n =---:: ~·para 11 = k __;.._ 1 segue em 
analogia ao caso n ::_~ 2 . O 
O easo mais simples deste res11ltado é: 
Teorema 13.9: Se n E w _. ,.,._ inaccssfvel e o, 6 < fi então n ~{o);i:' 
Pro\'a ; Dados o, b < h , tome À = max{o, 8} e .\ 1 c:-~ max{__.;, À~}. As-
sim, .\1 é cardinal regular infinito pertencente a " , pois À < À~ :; 2.>. < "- . 
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Definindo A;--;-l ''"' ( 2>..,) + para 1 ::; i ::; n ~ 1 , a proYa segue da aplicação do 
lema anterior e das regras de monot.onicidade. 
Nota: O teorema <:ontinua válido ap~na.s eonsiderando K hmit.e forte. 
Como corLs.equência im~diat.a. 12.4 {' 13.9 estabelecem outra conexào en~ 
tre as duas teorias, a saber: 
Corolário 13.10 Se K > w e K ----~o (K)§ então tc:::::t-{o.)~ para o, 15 < K 
Teorema 13.11: Para todo cardinal infiníto n e ri na1:ural: 
Prova: Fixe inicialmeutc~ r! -- 2 
classe de funç6es injetoras { e0 a _,. 
por: 
o 
Variando n . n < '· 
K . o. < ~"--}. Defina F 
F(n, /3) ~ { 
Crnax{n.B:·(miu{o.. 3}) + 1 
SE_Ct::---:í} 
B( Q i- .Ô 
<"onsidere uma 
K XK ----~o;:: 
Não é difidl ver q11e não há fonna1;ão de conjunto homogéneo do tipo (2, 2) 
, ou seja, não exist:e H1 x H;:: rnonoeromático com iH;! =o 2 , i -"""" l, 2 
Por hipótese indutiva. suponha a existência de urna (J (ff~- (1!·-ll)n _ ___, K 
.quf' não apresenta sequênda homogêne~t do tipo (2. 2_ .. , 2) de tamanho 
n. Análogo ao caso n "'' 2 , fixe uma fuuçi=í.o ínje1ora C0 o --------+ K-..,_ {n-lJ 
para cada o: < K-t-" Defina F (,...-- 11 -> K como segue!. Para cada 
( o- 1 . 02 .... , o., _,_ 1 ) do domÍnio tonw O. i = rnax{ o 1. n:2. . 0 11 ~-J} 
Seja H 1 x Ih x 
IHd =~ 2, i~ 1,2, . 
o se 3 j # i tal que ní = Ct.j 
U (f.0 ,(<>,),, Ea, (a.-, 1). Cu, ( 0,_1 ), ... 6 0 ,( On)) + 1 C.C. 
X Hn--1 
. n + 1 
uma SE'qUfJncia homog,_·ênea para F com 
A cor difere de O pois é sempre possfvel 
encontrar uma sequ0ncia (o 1, n2 ... , ftn-.d em H 1 x H'.!.>~,. x Hn--1-l que ap-
resente um único elemento maximal (IHíl > 1 ). Para outrll.s cores, torne 
0: = max{H1, 1-1::;, ... , Hn+l} , digamos o-. E H; Por definição de F 




Proposição 13.12 Para cadR n E:-..· e K infinito: 
Prova : Tome F : K-r-t- x ,..~- -. K Para cada f1 < ,~-___,. , F I {p.} x K 
determina uma partição de K-r em;;, . Como K- é regular, para cada f1 escolha 
( A C) uma cor g(p) tal que: 
Ap,g(p) c~ {a< K-: F(!,, a) .C. g(p}} 
tenha. cardinalidade ;;·- _ Variando fJ < ,..~-~- . a função g : K ~- .. ~- --+ K est-ahelace 
uma part.içâo de K ----:-- em K partes . Logo. existem uma cor 6 e um conjunto 
A em K-·~ de tamanho K.-,--- tais que :/A-1-',.;j '~" n:- para todo fJ E A 
Dado n na1ural: para cada fJ E A, (A 1,,,r' :o.~ {Y C Ap,b: IYI """ n} tem 
cardinal-idade K- , pms 
K -- IAJ-t,,~l :s I(AJ-'.~ri -,:;: !K~T' '"' K 
pela lei de absorçào dos cardinais infinitos. 
Variando 11 E A, escolha um n-subconjunto de (Ap,br'. Como IA/=--" K•·--•-
há tml n-subconjunto de..:,Tes eseolhidos, digamos H 2 _,que aparece r;~·""" vezes 
em f-J 1 ~~,_ {p JJ 2 C AJ-',h}· Logo, Ji1 >c: ll:;. é homogÊ~neo para F .O 
Como consequê11cia imediata , temo~ 
Corolário 13.13 ; Para cada ;; infinito, 
Exemplo 13.14 De ( 13.11 ) . obtemos :..:+-4( w·),:. Por outro lado: 
pelo corolário aclma, "--'-r1-=i:( w);:. Com isto, w--,-+ é o menor cardinal que 
satisfaz a relação;;:~( w)~ 
8 -•J 
• 14 Partições em Dominios de Dimensão In-
finita 
Esta seção versa sobre relações do tipo K:::::t(À)~ onde o expoente TJ as.-
sume valores ínfinitos. Abordamos principalmente um caso pa1ticular destas 
partíções, conhecida corno "Principio de Ariadne" 
Assim tomo na seção anierior. optamos pda apresentação dos principais 
resultados de jCPl] e [ CP2J dando ê·nfase nas tomparaç.ôes entre ZF'C. Teo-
ria dt> Ramsey .!nfinit.a e o Principio d(' Aríadrw. 
Principio de Ariadne 
O nome Principio de Ariadne é de\·ido a uma interpretaç·iio haseada mmra 
estória da mitologia grega. 
Pedimos certa liberdade para adaptar a conhecida versão enYolvendo Ari-
adne, Teseu e o lahirint.o e possíbilidade de acrescentar um fato na história 
da mat.ernática - esta ilustração trata de ficção cieut{tim: portanto, tudo é 
permitido. inclusive alterar a ordem cronológica e utiliztn cmno personagem 
de noss<J. versão um c:ontemporâueo mestre ua arte de innmtar personageus. 
cnaturas e objetos fantásticos [Bo]. 
Imag·inemos a situaçiio seguinte. Ariadn<~. a bela filha do rei Minos, e ;;-eu 
amado Teseu estão presos num labirinto projetado por Dédalo e auxiliado 
por mn perverso grupo de maremátkos. Estes j<Í assumiam a Yalidade de um 
prindpio, segundo o qual, dois números sempn• podt'm ser compara.dos ern 
qualquer sistema aritmético. 
Estamos numa época em que se acredít.a\·a na existência de uma única 
matemátíca. Toda verdade era passfve1 d{! demonstração. T\ão menos ver~ 
dad(>lro era o principio mencionado. 
O labirinto é const.ituido de infinitos niveis, cada um deles possuindo 
infinitas portas (pontos) O. 1, 2,. 
Para um prisioneíro que est.á no nivel i passar ao próximo, ele obrigato-
riamente deve abrir urna porta do nh·el i + 1 A fuga se realiza quando for 
possfvel percorrer um caminho , passando em todos os N0 nfveis do labirinto, 
perfazendo uma sequêucia dtê pontos c1, c2, ... , c11 , . n E :..: 
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Cada um dos 21>\o caminhos está pintado de uma das cores, branco ou 
cinza. O labirinto foi projetado tomando-se certos cuidados: 
(a) o prisionf'iro não pode voltar a um nive1 anterior, poís as portas se 
fecham automaticamente 
(b) dois prisioneiros não podem passar na mesma porta de um determi-
n<tdo nÍvel ; logo, eles percorrem caminhos a.1, a::!,a3,. e t 1, t2,t 3 , 
totalmente disjuntos, ai i t; para todo i em w 
(c) kita inicialm0t1te a eseolha da cor, os ful-,'itivos só podem caminhar em 
trilhas desta cor , poi!i: os caminhos dtt outra cor são impedidos. 
Além disto, o labirinto possui um sistema de bloqueio ao acesso de por-
tas comrolado por Bergos, o único auxiliar de Dédalo disposto a dedicar 
toda sua \·ida numa tarda potencialmente sem fim. Embora cético à filosofia 
maternáuca da época. ele náo e-sboçava qualquer oposição perante à eomu-
túdade. 
Enquanto Teseu c Ariadne t.entam escapar, acessos à dettcnninadas ponas 
vão sendo fechados da seguinte fortrhl.. Para cada nfvd 1 , se Teseu e Ariadne 
ocupi:lm as portas ti e ai, Bergos pode impedir o acesso a urna porta do nivel 
i.+ 1 , digamos ai a aí-l , de tal modo que todas OH caminhos iniciados por 
a1, a2.. . Oj, ai--1 ficam bloqueados. 
Dado uma coloração dos caminhos. Bergos vm1c0 se ele possui um es-
tratégl<: eficaz que impeça a fuga de pelo menos um dos prisíoneiros. Por 
outr-o lado. Teseu e Ariadne vencem se possuem umf! estratégia que-garanta 
a fuga dos dois , por mais que Bergos tente impedi-los através do sistema 
menciOnado. 
O Pnnci}.1io de. Anadnc (PAr) postula que 
''Em todo labirinto. sempre há estratégia de fuga para Teseu e Ariadne" 
Esperamos que os dois próximos rewltados esclareçam a nossa versão. 
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Resultados 
Proposição 14.1: PAr equivale a relação :J::::::i(2)t' 
PrO'I:a De ;_,r--:+(2)2.- , existen1 conjuntos Ih, H;:.,, . , Hn.. ,)Hn) = 2, 
n E w tais que H 1 x H2 x x H'fl X ... é monocromático. Logo, se 1Cseu 
e Aríadne percorrem eaminhos , digamos t 1, t;:,. , 1'11 e o1, a~> . . , G.n em 
H 1 x F/2 x x H., , há pelo menos duas possibilidade~ no próximo nfvel, 
desde que Hn-"--l ,_..,_- {cn--1· bn-l} 
Sem perda de generalidade, suponha que- Bergos bloqueie o acesso de t 11 
a bn+l 1 então Aríadue pode ocupar a porta bn-'-J e Teseu , a porta c'fl+l 
Portanto, Teseu e Arihdne possuem estratégia vencedora. 
Reciprocarnentt'. assumindo PAr, devemos mostrar a exis1ência de 
J-l 1 x H 2 x x H, x lJOmogênt->c) Isto será feito por indw;;ão Para 
n =- 1 , tome Ih --'-" {a 1. tl} as posições ocupadas pelo casal no nÍvel 1 
Por hipótese indutiva, existe H 1 x H2 >< x Hn homogÊneo. Desse modo, 
há dua:-; portas no nh-el n + 1 . digamos bn-~I e Cn-.,J . t<:n:; que a1nbos tém 
a<:esso a elas: easo contrário. se urn deles só tem acesso a trma destas portas, 
então Bergos poderia bloqueá-la através do mecanismo df' defesa. ~-1as isto 
contraria a hipótese iniciaL Definindo Hn+l c-:::. {bn·t·l· c.,< } , a pTO\"a segue 
indutivamente. C 
Em segtüda, apres~ntamos o princípaltesnltado düste capÍtulo. surpreen-
dendo os auxiliares dt:> Dédalo e talvez o leitor também : pois o prindpio de 
Ariadne afinna a existência de um cert-o tipo de ordem !_ regularidade ) no 
universo do labirímo, isto é, a destnüçilo total da possibilidade de fuga de 
Teseu e Ariadne é imposskel. ?\o entanto, este tipo de ordem contradiz o 
axioma da escolha, o qual intuiti\'..:tmellte reprt,->Seuta a esikncía da noção de 
mdem (boa ordem ) ern matemática. 
Teorema 14.2 [CPl] O princípio de Ariadne contradiz o axioma da 
escolha : 
ZF r AC => ~F A1· 
Pro·va: Defina a relação de equivalência ,...... em w"": 
p"'"' q <::::> (311 E w) ((Vm ~ n) p(m) -::::: q(rr;)) 
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Pelo A C', tome urn representante de cada c!Bsse de equivalência. Dado 1-' em 
»w, denote por f! o reprcsent.ant e da dass0 a qual r; pertence e seja nP o menor 
natural tal que: (Vm '2'_ np) ·p(m) -~ p(m). 
Finalmente, defina a coloração F : "-''"'' ___,. 2 por: 
F( 1 ~ { 0 se p, 1 S( np i: par np é impar 
Se:ía {H i : i E w} uma coleção de subconjuntos de w com IH i I 
i E:,; Vamos most.rar que fL:r.:wHi não é mononomá.tieo para F 
dado p em IlEw H i , p e fi satisfazem (Vm :2: np) (r!(m) = P(m)) 
= 2 para 
De fato, 
Cma vez que IH111,1 = 2. defina q em Ilc~,Hi como q(m) ··· p(m) 
para rn f np e q( np) I ·p( np). Por definição, q :-c:. p pms p ~ q 
( Vm ~ np -+· 1 q(m) o::: p(m) ) Assim n 4 :::; np +·l. Por omro lado, 
p( np) :c p( np) f q( np)- Logo F(q) f, F(p) pois r1q -~- ny +-l O 
Corolário 14.3 Em ZF. nao existe uma sequenna. de na\ urais 
Pro'ua: De fato, se tal sequêucia dE~ naturais exitisse, en1 ão '-'.-' =t(2)~· pela 
regra d(' monotonicida.de. ~-ias pelo teoreuu1 14.2 , teriamos a d<ml.onsiração 
da negação do axioma da escolha , levando-nos a uma contradição , pois AC 
é independente de ZF.D 
Pelo teorema 12.7 e o resultado acíma, ambas as relações PAr e:..,' -(.:.u)J 
implicam a negação do axioma da e..;;;colha, sugerindo a pergunta: 
Problema: São PAr e G' -(u.r);-;' equivalen1es '? 
Até agora, sabe-se a resposta parcial , d~C->scrha abaíxo. 
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Lema 14.4 [ CP1] S{' u) __,.(::..!):!"'então para todo seqnência de naturais 
a1. a2, ... , an· . .. n E ;;.• vale: 
Frovo Identifique w<w) como o eonjunto das sequências estritamente 
crescentes em "'-'w . Dado F : L:..'"" ......,. 2 . dd1na G como F I w(w) . Por hipótese, 
existe um conjunto monocromático infinito H C w para G TOme H1 os 
primeiros a1 elementos de H , H2 os primeiros a2 elementos de H - H 1 ,e 
assim sucessivamente. Logo, fl1r;"'. H. i forma çonjunto homogêneü para F .O 
Como consequênóa irnedíata: 
Teorema 14.5 [ CP1] A relação L:..·'---+(:..:)::;· implica PAr. 
Oh.,;;ervaçâo: Por outro lado. provar a redproca ( ou refutá-la através de 
um contra-exemplo ) continua em aberto. 
Observação 14.6 Vimos que v.: ..----;.(.:..:..,');';. :;:;;;>PA.r e que PAr::::::} •AC 
Destes fatos. encontramos uma prova aliernati;;a de uma parte do teorema 
12.7. i:i saber: :,.;.._· ....... (.;,;)2. ~-,,A(' 
Problema t:m problen1a que continua em aberto é investigar as relações 
entre PAr e o axioma da determínação. 
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Problemas 
Elentamos aqui alguns probl0mas que niio só nos parect~m relevantes, 
mas sobre os quais esta dissertação oferece a!gumn.s informações e referências 
básicas. Alguns são apareHtemente dif{ceis ( marcados com * ) e os que 
apresentam um grau maíor de dificuldade s.iio marcados ('Offi * * 
L Da existência de classes d(' p1arwjamcntos com parâmetros (v. k.l) 
de1"ivam-se limit-es próximos dos otimais, conforme teoremas 3.1 e 3.5. 
Como estender este resultado ( ou s-eja. encontrar limites inferiores 
para p) partindo da construção de planejamentos com parâmetro::; 
(v. k, À), À> 1 ? 
2. Em termos computacionais. um desafio estimulante Sf'ria obter c.otas ín-
feriores para p e K (pelo menos para parârne1ros pt•quenos do dQminio) 
via programas baseados em constrw:;i-X~s de ('Olorações desprovídas de 
conjunto monocromático. 
3. É po.ss{ve1 estender os resultados 4.5 e .S.4 para dímen»ões d superiores 
a 2 ? Isto possivelmente dete.nninilria · boa.<> ,. cotas superiores para p 
e para a função de Zarankiewicz generalizada. 
4.. * Como havfamos comentado, o estudo dn fun<;ão polarizada encontra-
se em fase embrionária, contrastando com a dássica função de R.am-
sey. Devido à similarídade entre elas. traduzir rn~todos em.pregados 
na teoria clássica para a função p . em especial. aprofundar o méwdo 
prohahiÜstico de Erdós ( n•r [GRSJ ) 
v. As relacões da part.íç(}('s polarizadas também podem ser reformuladas 
em termos de hipergrafos, permitindo talYez a tradução de delimitações 
através de resultados previamente conhecidos desta teoria , 
6. ·* Qual o comportamento assintótico de p(t, 1', n) ? 
7. * Este problema foi proposto pelo pro f. Cid C. Souza, Il\4ECC: Pode-se 
inteqn·etar a cobertura por hipert.orres corno urna classe de problemas 
da programação line<H inteira e neste cont.Pxto. utilizar o método de 
"relaxação linear ,. . A et.apfl de tranferência de soluções I"eais para 
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soluções inteiras exignia um estudo aprofundado dos grafos associa-
dos às coberturas, tendo ern vista a determinação de novas condições 
re.:-;tritivas ao prohl~:<ma. 
8. *Nas hipóteses do lema 9.13 e do corolário 9.21 aparecem R-coberturas 
cujos múltiplos escalares das palavras-código geram todo o espaço. 
Códigos satisfazendo tais coudiç&:s relacionam-se com o problema 
seguinte. Encarando Vkl eorno (íZk)n , qual a rninima cardinalidade 
de W C Vt cujas combinações lincare::> de tamanho até R cobrem todo 
o espaço? Por exemplo, W •= {(0, 1), (1, 0), (l, 1), (2, 1), (3, 1), (4, !)) é 
um código cujos múltiplo8 cobrem (Z::"cJ-; . 
9. Limites encontrados nas seções 8 e 9 foram obtldos graças à existêneía 
de certas classes de eódigos latinos. A referE-nda lOs] apresenta boas 
cotas superiores para 1 , rujas dernonstra~;ões fazem U!:>O de códigos nor~ 
mais e suhnormais. Sabe-se que a existência de deterrninados códigos 
propiciaria novos limites superiores: contudo, este problema exlsteneial 
continua em aberto. 
!0. ~.;n--l **Sabe-se que o(n, k)?: (r•-"ll e que -y(n, k, 2) É verdadeira 
a conjectura: J(n, k, s) ?: (n~··l} para todos '! 
11. Encontrado o valor de í'(n, k, n ~R}, nma questão ainda pouco estudada 
refen'-se à determinação da quantidade de R-cobert mas minimais de 
Ft niio ísomorfas. 
12. *Quais são as rela<cões entre (VK} 2"4;(K-+h e a hipótese do continuo 
ppneralizada ? 
13. Vale o similar do teorema 12.,) , ou melhor: para K infinito e r natural, 
K::::t(/\)2-=?- fí:::::;(K)r 7 
14. O Príndpio de Ariadne e ~·::::t(w)~ são equivalentes? 
15. * * Tanto o axiorna da determinação como o priudpio de Ariadne 
coutrariam o axioma da escolha, sugerindo a quBstão: quais as relações 
(se existirem) entre AD e PAr? 
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F\' =--~· ~o~;:~~:t:~:~:~:l~~;o~~att:~~~s =~===-~~ 
/Z conjunt.o dos Inímeros ínteiros 
:!Zq anel dos inteiros módulo q 
G F(q) corpo de Galois com q elementos 
lq matriz identidade de ordem q 
Oq matriz nula de ordem q 
T A transposta de A 
A*B 
(.4: B) 
C' •C 1 
IX! 
i xn 
i x(n) l;,~(t)~ 
1 a "' (I)~ 
I a~(t.)~ a=ft(t)~ 
H(t, 1·, n) 
p(t., c, n) 
h"t(n) 
-y(n,k.n-R 







concatenação das matrizes A e B 
justaposição de B ern A 
::.""Orna direta dos codigos C e C'' 
cardinalidade do conjunto X 
produto c<trt(~siano d(' X Il vezes 
{l': Y C K ll'l "' n) 
relaç·ão de partíç:ão R.amse_y 
negação de a ~ ( t );: 
relação de partiç:ãe; polarizada 
negaçào de a::::t(t)~ 
função de Itamsey 
função polarizada 
funçii.o de Zarankif'\\'iez 
função associada á cobertura das hiper-torres 
função r(n,k.n -1) 
distâneía de Harnrning emre os pontos 1· e y 
maior inteiro niio superior a x 
menor inteiro não inferior a :r 
função binomial , sujeita à convenção (7) = O se m < t 
.L;~ol (~;)para x -= (:r1, .T::!, ... , :r·n) 
função F restrit-a ao domínio A. 
im<tgem de F j A 
w conjunto dos números naturais 
I cof(o) oofinahdade do oidmal a 
I a -t cardinal sucessor de a f f-- A A é teorema na teoria r I :-'"1 .. TH.'gaçào da fó1 mula A 
~--o-é-sim~~;_::rdJn~:I mfi:u~o:'':c":_ _ 
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