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Abstract
Due to limited backhaul/feedback link capacity and channel state information (CSI) feedback delay,
obtaining global and instantaneous channel state information at the transmitter (CSIT) is a main obstacle
in practice. In this paper, novel transmission schemes are proposed for a class of interference networks
that can achieve new trade-off regions between the sum of degrees of freedom (sum-DoF) and CSI
feedback delay with distributed and temperately-delayed CSIT. More specifically, a distributed space-
time interference alignment (STIA) scheme is proposed for the two-user multiple-input multiple-output
(MIMO) X channel via a novel precoding method called Cyclic Zero-padding. The achieved sum-DoFs
herein for certain antenna configurations are greater than the best known sum-DoFs in literature with
delayed CSIT. Furthermore, we propose a distributed retrospective interference alignment (RIA) scheme
that achieves more than 1 sum-DoF for the K-user single-input single-output (SISO) X network. Finally,
we extend the distributed STIA to the MˆN user multiple-input single-output (MISO) X network where
each transmitter has N´1 antennas and each receiver has a single antenna, yielding the same sum-DoF
as that in the global and instantaneous CSIT case. The discussion and the result of the MISO X network
can be extended to the MIMO case due to spatial scale invariance property.
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Degrees of freedom (DoF), distributed CSIT, retrospective interference alignment (RIA), space-time
interference alignment (STIA), X network.
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2I. INTRODUCTION
Channel state information at the transmitter (CSIT) is of great importance in interference
alignment in wireless communication. While CSIT can be used to align the interference from
multiple transmitters to reduce the aggregate interference footprint in interference networks, the
caveat behind most of these results has been the assumption of perfect, sometimes global and
instantaneous CSIT [1], [2], [3], [4], [5], [6], [7], [8]. Nevertheless, it is difficult to achieve the
theoretical gains of these techniques in practice due to the distributed nature of the users and
the increasing mobility of wireless nodes.
It is not practical to obtain instantaneous CSIT when the channel coherence time is shorter
than the feedback delay, i.e., completely-delayed CSIT. Thus, the completely-delayed CSIT didn’t
attract much attention to improve the sum-DoF until Maddah-Ali et al. introduced the idea of ret-
rospective interference alignment (RIA), where the receivers can successfully decode appreciable
symbols based on the centralized transmitter’s ability to reconstruct all the interference seen in
previous symbols [9]. Extensive works on RIA over interference networks [10], [11], [12], [13],
[14] have been carried out following the seminar work [9], especially the recent works on the
interference alignment with delayed CSIT [15], [16], [17], [18]. The basic approach of dealing
with CSI feedback delay for RIA is to seek the possibility of aligning inter-user interference
between the past and the currently observed signals by creating new channel side information,
with the help of global delayed CSIT. Although there are plenty of works considering various
channel models with no CSIT assumption [19], [20], [21], it is interesting that Maleki et al.
introduced a distributed version of RIA over the interference network, where the three-user
interference channel and two-user X-channel with delayed CSIT can respectively achieve more
than 1 sum-DoF almost surely [10]. However, there is still a gap between the achievable bounds of
the sum-DoF and the outer bounds that were developed under the full CSIT assumption (perfect,
global and instantaneous CSIT). The delayed CSI feedback setting has been naturally extended
to some other forms such as delayed output feedback [22] and delayed Shannon feedback [23],
aiming to improve the performance of network.
On the other hand, obtaining global CSIT is another bottleneck to realize transmitter coop-
eration with CSIT sharing among distributed transmitters, especially non-collocated transmitters
with limited feedback link capacity. Recently, Lee et al. introduced the temperately-delayed CSIT
regime, which assumes independent and identically distributed (i.i.d.) block fading channels
3with perfect knowledge of both current and delayed CSIT alternatively [24]. The concept of
the temperately-delayed CSIT has attracted attention due to the reduced CSI feedback and the
consideration of the distributed nature of transmitters. In particular, when the transmitters are
distributed, each transmitter may obtain local CSI of the channel to its associated receivers using
feedback links without exchanging CSI among the transmitters. In the context of the K ˆ 2 X
channel with a single antenna at each node, an interesting result was reported in [25] that not only
the temperately-delayed CSIT has a significant impact on increasing the DoF, but also with local
delayed CSIT. Interestingly, the result does not hold in the multiuser multiple-input multiple-
output (MIMO) interference network [26]. The interference alignment with local CSIT becomes
intriguing and the corresponding maximum achievable degrees of freedom is still unknown in
this scenario.
Therefore, a natural question being raised is: Does local CSIT improve DoF in MIMO X
wireless networks with non-cooperation distributed transmitters? We would like to address the
fundamental problem in this paper. In the context of interference networks, the problem may be
addressed by answering the following two questions: 1) Is RIA still able to obtain DoF benefits in
interference networks with local CSIT? 2) Is space-time interference alignment (STIA) still able
to obtain DoF benefits in multiuser MIMO interference networks with local CSIT? Specifically,
we focus on the MˆN user MIMO X network which has received significant attention in recent
years [1], [2], [3], [4], [5], [?], [12], [13], [14], [25]. Under the full CSIT assumption, the capacity
region of the MˆN user single-input single-output (SISO) X network was characterized in [3].
The sum-DoF of the MˆN user MIMO X network with A antennas at each node was shown
to be AMN
M`N´1
with full CSIT [4]. Also, it was proved that the MˆN user multiple-input single-
output (MISO) X network with R antennas at each transmitter and a single antenna at each
receiver almost surely has a sum-DoF of min(N , MNR
N`MR´R
). Since then, the impact of delayed
CSIT has been actively studied, especially for some SISO and MIMO X channels [11], [12],
[13], [14]. In particular, enhanced DoF was achieved for the two-user MIMO X channel by
Maleki in [10] and it was further improved by Ghasemi et al in [11]. The DoF of the two-user
MIMO X-channel with delayed CSIT was investigated for the symmetric case in [13]. Soon
thereafter, Abdoli et al. investigated the sum-DoF of the 2 ˆK SISO X channel with delayed
CSIT, which converges to the value of 1
ln 2
as K goes to infinity [12]. In [25], it was shown that
it is possible to strictly increase the sum-DoF with temperately-delayed and local CSIT for the
two-user SISO X channel.
4In this work, we are able to answer the fundamental questions raised above by characteriz-
ing the sum-DoF for MˆN user MIMO X networks with distributed and temperately-delayed
CSIT. We first address the scenario of transmission over the two-user MIMO X channel with
temperately-delayed local CSIT, where each transmitter has A antennas and each receiver has B
antennas. By developing a novel precoding technique, namely Cyclic Zero-padding, we obtain
new achievable DoFs for the two-user MIMO X channel which is given by 4A{p2` r2A´B
B
sq and
it is greater than the best known DoFs in literature. Then, we consider the K-user (M“N“K)
SISO X network with temperately-delayed and local CSIT. The achievable sum-DoF in this case
is 2p2K´1q
3K´1
which is the same as that in [11]. However, we achieve the sum-DoF via an alternative
multiphase transmission scheme which shows that the RIA is still able to obtain the DoF benefits
in the interference network with local CSIT. It implies that the local and temperately-delayed
CSIT is definitely beneficial to obtain larger sum-DoF compared to the case without CSIT in
which the sum-DoF reduces to 1 for the K-user SISO X channel. Finally, we extend our results
to MˆN user MIMO X network from the perspective of spatial scale invariance by exploring
a general setting of MISO X network where each transmitter has N ´ 1 antennas and each
receiver has a single antenna. An interesting result is that the achievable sum-DoF in this case
is MNpN´1q
MpN´1q`1
with local CSIT which reaches the outer bound of the full CSIT case.
The rest of this paper is structured as follows. The system model is described in Section II.
Section III presents our main results on the sum-DoF trade-off regions, and the achievable sum-
DoFs are compared with those obtained with delayed CSIT, with full CSIT, and without CSIT,
respectively. In Sections IV, V and VI, our transmission schemes for the two-user MIMO X
channel, K-user SISO X network, and MˆN user MISO X network with local and temperately-
delayed CSIT are specified, respectively. Finally, Section VII concludes this paper.
Throughout the paper, we use the following notations. Matrix transpose, inverse and deter-
minant are denoted by AT , A´1, and det(A), respectively. We use lowercase letters for scalars,
lowercase bold letters for vectors, and uppercase bold letters for matrices.
II. SYSTEM MODEL
A. Signal Model
As illustrated in Fig. 1, an MˆN user MIMO X network is a single-hop communication
network with M transmitters and N receivers where transmitter i has an independent message
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Fig. 1: Illustration of MˆN user MIMO X network.
W rjis for receiver j, for each i P t1, 2, ...,Mu, j P t1, 2, ..., Nu. Transmitter i has Ai antennas
and receiver j has Bj antennas. The M ˆN user MIMO X network is described as
Y
rjspnq “
Mÿ
i“1
H
rjispnqXrispnq ` Zrjspnq, j P t1, 2, ..., Nu, (1)
where n represents the time slot, Xrispnq P CAiˆ1 is the signal transmitted by transmitter i,
Y
rjspnq P CBjˆ1 is the signal received by receiver j and Zrjspnq P CBjˆ1 denotes the additive
Gaussian noise (AWGN) at receiver j. The average power at each transmitter is bounded by
ρ and the noise variance at all receivers is assumed to be equal to unity. Hrjispnq P CBjˆAi
represents the channel matrix from transmitter i to receiver j in time slot n. We assume that
all channel coefficients values in different fading blocks are drawn from an i.i.d. continuous
distribution and the absolute value of all the channel coefficients is bounded between a non-zero
minimum value and a finite maximum value. Each receiver has a perfect estimate of its CSI,
i.e., has perfect (global) CSIR. We ignore noise in this paper because, for linear beamforming
schemes, noise does not affect sum-DoF.
Assuming that the error-free feedback links have feedback delay of Tfb time slots, transmitter
iPt1, 2, ...,Mu has access to local CSI Hrjisn´Tfb“tH
rjisp1q,Hrjisp2q, ...,Hrjispn´Tfbqu up to time n
for receivers jPt1, 2, ..., Nu. We denote the local and delayed CSI matrix known to transmitter i in
time slot n by Hin´Tfb“tH
r1is
n´Tfb
,H
r2is
n´Tfb
, ...,H
rNis
n´Tfb
u. Then, the signal transmitted by transmitter
i is generated as a function of the transmitted messages and the delayed and local CSIT, i.e.,
62 31 4 5 7 86 9 10 11 13 1412 15
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Fig. 2: Illustration of the ideal block fading channels.
X
rispnq “ fipW
r1is,W r2is, ...,W rNis,Hin´Tfbq, where fip˚q represents the encoding function for
transmitter i.
B. Block Fading and CSI Feedback Model
Following the terminology of [24], we define an ideal block fading channels where the channel
values remain invariant during the channel coherence time Tc and change independently between
blocks. Each transmitter is able to continuously track all variations in the channel changes
since each receiver perfectly estimates CSI from different transmitters and sends it back to
the corresponding transmitters every Tc time slots periodically through error-free but delayed
feedback links.
We further assume that the feedback delay Tfb is less than the channel coherence time, i.e.,
Tfb ă Tc. An interesting fact about this CSI feedback model is that it allows transmitter i to
obtain the current CSI due to the channel invariance for every channel block. For example, as
illustrated in Fig. 2, transmitter i can access to the current CSI of the second channel block as
well as the outdated CSI of the previous channel blocks in time slot 6. We provide a parameter
namely the normalized CSI feedback delay to characterize CSI unit obsoleteness, i.e., λ “ Tfb
Tc
.
C. Sum-DoF and CSI Feedback Delay Trade-Off
Since the achievable data rate of the users depends on the normalized CSI feedback delay λ and
signal-to-noise ratio (SNR), we express it as a function of λ and SNR [25]. Specifically, for code-
words spanning over n channel uses, a rate of message W rjis, Rjipλ, SNRq “
log2|W rjispλ,SNRq|
n
,
is achievable if the probability of error for W rjis approaches zero as n goes to infinity. The DoF
of W rjis is defined as dji “ limSNRÑ8 Rjipλ,SNRqlogpSNRq . Thus, the sum-DoF trade-off of the MIMO
X network is given by dXΣ pM,N ;λq “
ř
i,j
dji.
7III. MAIN RESULTS AND COMPARISONS
A. Main Results
The main results of this paper are presented in the following three theorems, and their proofs
are provided in Sections IV, V and VI. We characterize three achievable sum-DoF regions each
as a function of the normalized CSI feedback delay λ for the two-user MIMO X channel, K-user
SISO X network and M ˆN MISO user X network, respectively.
Theorem 1 For the two-user MIMO X channel with local CSIT, where each transmitter has A
antennas and each receiver has B antennas, an achievable trade-off region between the sum-DoF
and λ is given as follows:
dXLΣ p2, 2;λq “
$’’’&
’’’%
4A
TAB
,
apA,Bqλ` bpA,Bq,
minp2A,Bq,
0 ď λ ď 2
TAB
,
2
TAB
ă λ ă 1,
λ ě 1.
(2)
where TAB“2`
P
2A´B
B
T
, apA,Bq“4A´TAB minp2A,Bq
2´TAB
and bpA,Bq“ 2minp2A,Bq´4A
2´TAB
.
Theorem 2 For the K-user SISO X network with local CSIT, the achievable CSI feedback
delay-DoF gain trade-off region is given by
dXLΣ pK,K;λq “
$’’’&
’’’%
2p2K´1q
3K´1
,
´1
3
λ` 4
3
,
1,
0 ď λ ď 2
3K´1
,
2
3K´1
ă λ ă 1,
λ ě 1.
(3)
Theorem 3 For the MˆN (Ně3) user MISO X network with local CSIT, where each transmitter
has A“N ´ 1 antennas and each receiver has a single antenna, an achievable trade-off region
between the sum-DoF and λ is given as follows:
dXLΣ pM,N ;λq “
$’’&
’’%
MNpN´1q
TMN
,
cpM,Nqλ ` dpM,Nq,
1.
0 ď λ ď 2
TMN
,
2
TMN
ă λ ă 1,
λ ě 1.
(4)
where TMN“MpN ´ 1q ` 1, cpM,Nq“1´MpN´1q
2
MpN´1q´1
and dpM,Nq “ MNpN´1q´2
MpN´1q´1
.
Remark 1 (Spatial Scale Invariance): With the sum-DoF achieving transmission schemes
discussed in the following content, the spatial scale invariance property proposed in [7], [4] is
still valid with the temperately-delayed local CSIT assumption, i.e., if the number of antennas at
8TABLE I: Sum-DoFs of the two-user MIMO X channel under different CSIT assumptions.
Case No. dXL
STIA
d
XG
GAK
d
XF
IA
d
XN
VV
2B ď A 4A
TAB
4B
3
2B B
B ă A ă 2B 4A
TAB
2BpA`2Bq
A`4B minp2B,
4A
3
q B
3B
4
ă A ď B 4A
3
6B
5
minp2A, 4B
3
q B
B
2
ă A ď 3B
4
4A
3
4AB
2A`B
minp2A, 4B
3
q B
A ď B
2
2A 2A 2A 2A
each node is scaled by a common constant factor q, then the DoF of the network scale by the same
factor. Therefore, using the scaled schemes proposed in Sections V and VI, qdXLΣ pK,K; 23K´1q
and qdXLΣ pM,N ; 2MpN´1q`1q are achievable in the K-user MIMO X network and MˆN user
MIMO X network, respectively, where dXLΣ pK,K; 23K´1q and d
XL
Σ pM,N ;
2
MpN´1q`1
q are given
in Sections V and VI, respectively.
B. Comparisons of Achievable Trade-offs
To reveal the impact of the distributed CSIT on the sum-DoF of the two-user MIMO X channel,
we first compare the achievable sum-DoF under local and temperately-delayed CSIT with the
achievable sum-DoF using GAK scheme in [13], where global and completely-delayed CSIT is
considered. The comparison results are summarized in Table I along with other achievable regions
with full CSIT or without CSIT. For simplicity, we denote dXLSTIA, d
XG
GAK, d
XF
IA and d
XN
VV as the
sum-DoFs achievable by our proposed STIA scheme, the GAK scheme in [13], the interference
alignment (IA) scheme in [2], and the VV scheme in [19], respectively. From Table I, we have
the following observations:
‚ For 2B ď A, local CSIT contributes to attain better sum-DoFs than those obtained under
global and no CSIT assumptions. For example, when A “ 5 and B “ 2, the proposed
method achieves 10
3
sum-DoF that significantly exceeds the 8
3
sum-DoF under the global
and completely-delayed CSIT case and 2 sum-DoF under the no CSIT case, where the
sum-DoF with full CSIT is 4.
‚ For 3B
4
ăAă2B, local CSIT improves the sum-DoF compared to the no CSIT case. Another
interesting finding is that the achievable sum-DoF with local CSIT may be higher than
the global CSIT case on certain configurations. For instance, when A “ 5 and B “ 3, our
achievable sum-DoF is 4 which is strictly better than the 66
17
sum-DoF with global CSIT and
93 sum-DoF with no CSIT, respectively, while the sum-DoF under the full CSIT assumption
is 6. It is also remarkable that the sum-DoF of 4 is greater than the sum-DoF of 90
23
achieved
by a linear coding strategy in [18]. Another similar case can be A “ 10 and B “ 11, where
achievable sum-DoF for local CSIT is 40
3
while 66
5
and 10 sum-DoFs are achievable for the
global CSIT case and the no CSIT case, respectively.
‚ For 3B
4
ăA, the achievable result under the local CSIT assumption lies strictly between the
regions with full and no CSIT.
We note that, comparing with the delayed CSIT and no CSIT cases, distributed CSIT still
contributes to increase the DoF performance. To shed further light on how CSI feedback delay
affects the sum-DoF, we establish another trade-off region for the two-user MIMO X channel
with global and delayed CSIT as follows:
Corollary 1 For the two-user MIMO X channel with global CSIT, where each transmitter has A
antennas and each receiver has B antennas (2B ď A), an achievable trade-off region between
the sum-DoF and λ is given by
dXGΣ p2, 2;λq “
$’’’&
’’’%
4A
TAB
,
epA,Bqλ` fpA,Bq,
4B
3
,
0 ď λ ď 2
TAB
,
2
TAB
ă λ ă 1,
λ ě 1.
(5)
where TAB “ 2`
P
2A´B
B
T
, epA,Bq “ 4BTAB´12A
3pTAB´2q
and fpA,Bq “ 12A´8B
3pTAB´2q
.
Proof: That 4B
3
is the achievable sum-DoF found for this channel follows from the corre-
sponding GAK scheme for the 2B ď A antenna configuration in [13]. Note that an achievable
result for the 2B ď A antenna configuration with global CSIT is also an achievable result for our
setting because global CSIT becomes available for the completely delayed regime, λ ě 1. Thus,
with the achievable sum-DoF of dXGΣ p2, 2;λq “ 4ATAB derived from Theorem 1 for 0 ď λ ď
2
TAB
,
the achievability of the new trade-off region between the sum-DoF and the CSI feedback delay
λ can be spread over global CSIT setting, where a time-sharing technique between these two
schemes is used to achieve any points in the line connecting two points between dXGΣ p2, 2; 2TAB q
and dXGΣ p2, 2; 1q. It is remarkable that similar results can be obtained for the other antenna con-
figurations. l
We next compare it with other regions achieved by different methods when A “ 5, and B “ 2.
As illustrated in Fig. 3, the IA-TDMA region of dXGIA´TDMAp2, 2;λq “ ´2λ`4 can be achievable
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Fig. 3: Illustration of trade-offs for the two-user MIMO X channel when A “ 5 and B “ 2.
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Fig. 4: Illustration of trade-offs for the K-user SISO X network.
with global CSIT for 0 ď λ ď 1 by using a time sharing technique between IA and TDMA
scheme. A same argument is applied for the other regions. Note that the STIA-TDMA region
coincides with the IA-TDMA region for 2
6
ď λ ď 1, which implies that a time sharing technique
between STIA and TDMA can provide a tight bound for this antenna configuration. It is also
notable that global CSIT allows to attain a higher trade-off region for the STIA-GAK scheme
for 2
6
ď λ ď 1, compared to the STIA-TDMA region where local CSIT is applied. Whereas,
only local CSIT is enough for the case of λ ď 2
6
because global CSIT does not improve the
sum-DoF here.
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Fig. 5: Illustration of trade-offs for MˆN user MISO X network.
Similarly, as illustrated in Fig. 4, a comparison between the achievable trade-off region in
Theorem 2 and other regions achievable with global CSIT (GMK scheme in [11]) is given. We
show that a K-user SISO X network only with local CSIT can achieve more than 1 sum-DoF.
We further compare the achievable trade-off region in Theorem 3 with the region under the
full CSIT assumption. As shown in Fig. 5, in the context of MˆN user MISO X network, the
proposed method with local CSIT allows to attain a higher trade-off region between the sum-DoF
and CSI feedback delay than the IA scheme does when the delay of the CSI feedback is not
severe.
IV. TRANSMISSION SCHEME ACHIEVING THE SUM-DOF IN THEOREM 1
In this section, we specify the transmission scheme that achieves the sum-DoF in Theorem
1. To better explain our idea, we start with the two-user MISO X channel under the local and
temperately-delayed CSIT assumption and then give a general proof to the theorem.
A. Two-User MISO X Channel
Consider the two-user MISO X channel where each transmitter i P t1, 2u has two antennas
and each receiver j P t1, 2u has a single antenna. We focus on the special case of λ “ 2
5
, i.e.,
each transmitter has access to current CSIT over three-fifths of the channel coherence time. We
show that 8
5
sum-DoF is achievable, i.e., 8 independent information symbols will be transmitted
over 5 channel uses. In particular, we select n P t1, 6, 13, 18, 23u five time slots belonging to
12
different channel coherence blocks. Note that all channel coefficients values are drawn from an
i.i.d. continuous distribution. We refer to u,v as symbol vectors intended for receiver 1 and 2,
respectively. The proposed transmission scheme involves two phases.
Phase one: This phase takes two time slots, i.e., n P t1, 6u. In time slot 1, each transmitter
sends a two-symbol vector intended for receiver 1, i.e.,
X
r1sp1q “ ur1s,Xr2sp1q “ ur2s, (6)
where ur1s“rur1s1 , u
r1s
2 s
T and ur2s“rur2s1 , u
r2s
2 s
T
. Then, at receiver j, for j P t1, 2u, we have
yrjsp1q “ hrj1sp1qur1s ` hrj2sp1qur2s, (7)
where hrjisp1qPC1ˆ2 denotes the channel vector from transmitter i to receiver j, for i, j P t1, 2u.
In time slot 6, each transmitter sends the two-symbol vector intended for receiver 2, i.e.,
X
r1sp6q “ vr1s,Xr2sp6q “ vr2s, (8)
where vr1s “ rvr1s1 , v
r1s
2 s
T and vr2s “ rvr2s1 , v
r2s
2 s
T
. Therefore, at receiver j, for j P t1, 2u, we have
yrjsp6q “ hrj1sp6qvr1s ` hrj2sp6qvr2s. (9)
Phase two: This phase takes three time slots, i.e., n P t13, 18, 23u. In each time slot of
this phase, each transmitter sends a superposition of two-symbol vectors they ever sent after
precoding, i.e.,
X
r1spnq “ V
r1s
1 pnqu
r1s `V
r1s
2 pnqv
r1s,Xr2spnq “ V
r2s
1 pnqu
r2s `V
r2s
2 pnqv
r2s, (10)
where Vrisj pnq P C2ˆ2 denotes the precoding matrix used for carrying the same symbol vectors
u
ris and vris in time slot n, where i, j P t1, 2u and n P t13, 18, 23u. The main idea for designing
the precoding matrix is to ensure that each receiver exactly sees the aligned interference shape that
it previously obtained by exploiting both current and outdated CSI. Recall that each receiver has
obtained a linear combination of desired symbols as well as a linear combination of undesired
symbols by the end of phase one. Therefore, transmitter 1 constructs the precoding matrices
V
r1s
1 pnq and V
r1s
2 pnq to satisfy
h
r21spnqV
r1s
1 pnq “ h
r21sp1q,hr11spnqV
r1s
2 pnq “ h
r11sp6q. (11)
Since the channel matrix is a vector, matrix inversion here is unavailable. Recall that the
channel values do not change over the same channel block, which implies that, in time slot n
13
(n P t13, 18, 23u), each transmitter is able to access current CSI, i.e., hrjispnq “ hrjispn ´ 2q.
With the help of current and delayed CSI, however, we can find the special precoding matrices,
of which the back-diagonal elements are zeroes, to satisfy the equations, i.e.,
V
r1s
1 pnq “
»
– h
r21s
1
p1q
h
r21s
1
pn´2q
0
0
h
r21s
2
p1q
h
r21s
2
pn´2q
fi
fl ,Vr1s2 pnq “
»
– h
r11s
1
p6q
h
r11s
1
pn´2q
0
0
h
r11s
2
p6q
h
r11s
2
pn´2q
fi
fl . (12)
Similarly, transmitter 2 constructs the precoding matrices Vr2s1 pnq and V
r2s
2 pnq carrying the
two-symbol vectors, ur2s and vr2s, to satisfy
h
r22spnqV
r2s
1 pnq “ h
r22sp1q,hr12spnqV
r2s
2 pnq “ h
r12sp6q. (13)
where the precoding matrices can be written as
V
r2s
1 pnq “
»
– h
r22s
1
p1q
h
r22s
1
pn´2q
0
0
h
r22s
2
p1q
h
r22s
2
pn´2q
fi
fl ,Vr2s2 pnq “
»
– h
r12s
1
p6q
h
r12s
1
pn´2q
0
0
h
r12s
2
p6q
h
r12s
2
pn´2q
fi
fl . (14)
Thus, the received signals at receiver 1 and 2 in time slot n are given by
yr1spnq“hr11spnqXr1spnq ` hr12spnqXr2spnq,
“hr11spnqV
r1s
1 pnqu
r1s ` hr12spnqV
r2s
1 pnqu
r2s ` hr11sp6qvr1s ` hr12sp6qvr2sloooooooooooooomoooooooooooooon
yr1sp6q
. (15)
yr2spnq“hr21spnqXr1spnq ` hr22spnqXr2spnq,
“hr21spnqV
r1s
2 pnqv
r1s ` hr22spnqV
r2s
2 pnqv
r2s ` hr21sp1qur1s ` hr22sp1qur2sloooooooooooooomoooooooooooooon
yr2sp1q
. (16)
Next we explain how every receiver has enough information to recover its desired symbols.
Consider receiver 1, it obtains three fresh linear combinations containing of four desired symbols,
tu
r1s
1 , u
r1s
2 , u
r2s
1 , u
r2s
2 u, at the end of phase two, by performing the interference cancellation, i.e.,
yr1spnq ´ yr1sp6q. Therefore, there are four different equations in total and the concatenated
input-output relationship is given as»
—————–
yr1sp1q
yr1sp13q´yr1sp6q
yr1sp18q´yr1sp6q
yr1sp23q´yr1sp6q
fi
ffiffiffiffiffifl“
»
———————–
h
r11s
1 p1q h
r11s
2 p1q h
r12s
1 p1q h
r12s
2 p1q
h
r11s
1 p13q
h
r21s
1
p1q
h
r21s
1
p13q
h
r11s
2 p13q
h
r21s
2
p1q
h
r21s
2
p13q
h
r12s
1 p13q
h
r22s
1
p1q
h
r22s
1
p13q
h
r12s
2 p13q
h
r22s
2
p1q
h
r22s
2
p13q
h
r11s
1 p18q
h
r21s
1
p1q
h
r21s
1
p18q
h
r11s
2 p18q
h
r21s
2
p1q
h
r21s
2
p18q
h
r12s
1 p18q
h
r22s
1
p1q
h
r22s
1
p18q
h
r12s
2 p18q
h
r22s
2
p1q
h
r22s
2
p18q
h
r11s
1 p23q
h
r21s
1
p1q
h
r21s
1
p23q
h
r11s
2 p23q
h
r21s
2
p1q
h
r21s
2
p23q
h
r12s
1 p23q
h
r22s
1
p1q
h
r22s
1
p23q
h
r12s
2 p23q
h
r22s
2
p1q
h
r22s
2
p23q
fi
ffiffiffiffiffiffiffifl
loooooooooooooooooooooooooooooooooooooooooooomoooooooooooooooooooooooooooooooooooooooooooon
Hˆ1
»
—————–
u
r1s
1
u
r1s
2
u
r2s
1
u
r2s
2
fi
ffiffiffiffiffifl .
(17)
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Recall that all precoding matrices Vrisj pnq, i, j P t1, 2u, are independently generated regardless
of the direct channel hrjispnq for n P t1, 2, ..., n ´ 2u. Further, it is assumed that all channel
values are drawn from an i.i.d. continuous distribution across time and space. Therefore, the
effective channel Hˆ1 for receiver 1 has a full rank almost surely, i.e., rank(Hˆ1)=4. Consequently,
we see receiver 1 has obtained four linear independent combinations for four desired symbols.
By symmetry, receiver 2 operates in a similar fashion, which implies that a total DoF of 8
5
is
achievable.
Remark 2 (Decomposability of the Two-User MISO X Channel): We refer to decomposability
as an independent processing at each antenna, essentially splitting a multiple antenna node into
multiple independent single antenna nodes. Recall that the optimal sum-DoF of 2K
K`1
is achievable
almost surely for the Kˆ2 SISO X channel with local CSIT [25]. We argue that such a two-user
2 ˆ 1 vector MISO X channel can be broken up into a 4 ˆ 2 SISO X channel where the same
sum-DoF of 8
5
is achievable, without joint processing among collocated antennas at any node.
The new result stated above is strictly better than the best known lower bound under feedback
and delayed CSI assumption in [14]. More generally, if we select and integrate an arbitrary
number of nodes among K in [25] to be the transmitter 1 with A1 antennas and the rest part to
be the transmitter 2 with A2 antennas where A1`A2 “ K, the two-user MISO X channel with
such an asymmetric antenna configuration can achieve 2pA1`A2q
A1`A2`1
sum-DoF, almost surely. And
one can easily prove that the precoding matrices Vrisj P CAiˆAi for i, j P t1, 2u are diagonal.
Without loss of generality, another extension can be inferred subsequently where the M ˆ 2
pM ě 3q user MISO X channel with temperately-delayed local CSI can achieve 2pA1`A2`¨¨¨`AM q
A1`A2`¨¨¨`AM`1
sum-DoF, almost surely.
B. Two-User MIMO X Channel: Proof of Theorem 1
We refer to the case where λ ě 1 as the completely delayed local CSIT point. By a TDMA
transmission method for this case, one can easily infer that dXLΣ p2, 2; 1q “ minp2A,Bq is
achievable [19]. Hence, by time sharing between the proposed STIA scheme and a TDMA
method, we can obtain the points connecting two points dXLΣ p2, 2; 2TAB q “
4A
TAB
and dXLΣ p2, 2; 1q “
minp2A,Bq, where we take the sum-DoF as a linear equation of the CSI feedback delay λ. Thus,
we concentrate on the proof of the point dXLΣ p2, 2; 2TAB q “
4A
TAB
by considering each of the three
cases separately as follows:
a)B ď A.
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In this case, we interpret the transmission method selecting TAB channel uses while the
normalized CSI feedback delay is λ “ 2
TAB
, i.e., 4A information symbols are delivered over TAB
channel uses. Consider n` TAB ´ 1 channel blocks comprising of a total of TABpn` TAB ´ 1q
time slots so that each block has TAB time slots, i.e., Tc=TAB . We define St “ t1, 2, ..., TABpn`
TAB ´ 1qu as a set of time slots for transmission. Since we assume that the normalized CSI
feedback delay is λ “ 2
TAB
, the total time slots set can be divided into two subsets, Sc with
|Sc| “ pTAB ´ 2qpn ` TAB ´ 1q and Sd with |Sd| “ 2pn ` TAB ´ 1q. Here, Sc denotes the
set of time slots when the transmitter is able to access both current and delayed CSI, and Sd
represents time slot set corresponding to the case where the transmitter has delayed CSI only.
Further, we define n time slot sets, tI1, I2, ..., Inu, each of which has TAB elements for applying
the STIA scheme, i.e., Il “ ttl,1, tl,2, ..., tl,TABu, where l P t1, 2, ..., nu, ttl,1, tl,2u P Sd, and
tl,k P Sc for k P t3, 4, ..., TABu. Note that any two time slots of Il belong to different channel
blocks. For example, when TAB “ 5 and n “ 3, a total of 7 channel blocks comprising of
35 time resources can definitely provide three index sets for the proposed transmission method,
i.e., I1 “ t1, 6, 13, 18, 23u, I2 “ t2, 7, 14, 19, 24u, and I3 “ t3, 8, 15, 20, 25u. Next we prove the
achievability of sum-DoF for each time slot set Il and we omit the index l for simplicity, i.e.,
Il “ tt1, t2, ..., tTABu. The proposed transmission scheme involves two phases.
Phase one: It consists of two time slots belonging to tt1, t2u. In time slot t1, each transmitter
sends a A-symbol vector intended for receiver 1, i.e., Xr1spt1q “ ur1s, Xr2spt1q “ ur2s, where
u
r1s “
”
u
r1s
1 , ..., u
r1s
A
ıT
and ur2s “
”
u
r2s
1 , ..., u
r2s
A
ıT
are the A-symbol vectors from transmitter 1 and
2, respectively. In time slot t2, each transmitter sends the A-symbol vector intended for receiver
2, i.e., Xr1spt2q “ vr1s, Xr2spt2q “ vr2s, where vr1s “
”
v
r1s
1 , ..., v
r1s
A
ıT
and vr2s “
”
v
r2s
1 , ..., v
r2s
A
ıT
.
Note that each transmitter sends symbol vectors without a precoding technique in this phase for
lack of channel knowledge. As a result, each receiver obtains B linear independent combinations
of 2A desired symbols, while overhearing B linear independent combinations of 2A undesired
symbols as follows
Y
rjspt1q “ H
rj1spt1qu
r1s `Hrj2spt1qu
r2s,Yrjspt2q “ H
rj1spt2qv
r1s `Hrj2spt2qv
r2s, (18)
where Hrjispt1q P CBˆA denotes the channel matrix from transmitter i to receiver j, i, j P t1, 2u.
Phase two: Phase two consists of the rest time slots of Il, i.e., tt3, t4, ..., tTABu. Recall that
transmitter i with the set of delayed CSIT Hin´2 “ tH
r1is
n´2,H
r2is
n´2u is able to access current CSI
in phase two. We seek the possibility of aligning interference so that each receiver can obtain
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B more linear independent combinations of desired symbols per time slot during phase two, by
performing interference cancellation. Since B ď A, each receiver needs 2A´B additional linear
independent combinations of desired symbols. In that way, a number of
P
2A´B
B
T
time slots are
required for phase two, i.e., TAB ´ 2 “
P
2A´B
B
T
. Thus, in each time slot of n P tt3, t4, ..., tTABu,
two transmitters repeatedly multicast a superposition of the A-symbol vectors they ever sent
after precoding in a distributed manner such that receiver 1 and receiver 2 observe the same
interference symbols, respectively. Therefore, we construct the transmit vectors in time slot n as
X
rispnq “ V
ris
1 pnqu
ris `V
ris
2 pnqv
ris, (19)
where i P t1, 2u, n P tt3, t4, ..., tTABu. V
ris
1 pnq,V
ris
2 pnq P C
AˆA represent the precoding matrices
generated at transmitter i. As a result, receiver j, for j P t1, 2u, obtains
Y
rjspnq“Hrj1spnqXr1spnq `Hrj2spnqXr2spnq,
“Hrj1spnqV
r1s
1 pnqu
r1s`Hrj2spnqV
r2s
1 pnqu
r2s`Hrj1spnqV
r1s
2 pnqv
r1s`Hrj2spnqV
r2s
2 pnqv
r2s.(20)
Note that the inverse of the channel matrix is nonexistent for A ‰ B. We now proceed to
characterize the precoding matrices via an elegant way called Cyclic Zero-padding and describe
how every receiver performs interference cancellation. The precise construction of precoding
matrices can be found in Appendix I.
Consider receiver 1, to ensure that receiver 1 can obtain B more linear independent combina-
tions of desired symbols per time slot during phase two, we construct Vrisj pnq, i P t1, 2u, j P t2u
to satisfy
H
r11spnqV
r1s
2 pnq “ H
r11spt2q,H
r12spnqV
r2s
2 pnq “ H
r12spt2q. (21)
As shown in the Appendix I, we can obtain Vr1s2 pnq and V
r2s
2 pnq by Cyclic Zero-padding and
these two precoding matrices are full rank, almost surely. Thus, let Yr1spnq subtract Yr1spt2q,
we have
Y
r1spnq ´Yr1spt2q “ H
r11spnqV
r1s
1 pnqu
r1s `Hr12spnqV
r2s
1 pnqu
r2s. (22)
Likewise, for receiver 2, we construct Vrisj pnq, i P t1, 2u, j P t1u, to satisfy
H
r21spnqV
r1s
1 pnq “ H
r21spt1q,H
r22spnqV
r2s
1 pnq “ H
r22spt1q. (23)
Let Yr2spnq subtract Yr2spt1q, we have
Y
r2spnq ´Yr2spt1q “ H
r21spnqV
r1s
2 pnqv
r1s `Hr22spnqV
r2s
2 pnqv
r2s. (24)
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At the end of this phase, receiver 1 obtains a system of linear equations as»
—————–
Y
r1spt1q
Y
r1spt3q ´Y
r1spt2q
.
.
.
Y
r1sptTABq ´Y
r1spt2q
fi
ffiffiffiffiffifl “
»
—————–
H
r11spt1q H
r12spt1q
H
r11spt3qV
r1s
1 pt3q H
r12spt3qV
r2s
1 pt3q
.
.
.
.
.
.
H
r11sptTABqV
r1s
1 ptTABqH
r12sptTABqV
r2s
1 ptTABq
fi
ffiffiffiffiffifl
loooooooooooooooooooooooooooooomoooooooooooooooooooooooooooooon
Hˆ2
»
–ur1s
u
r2s
fi
fl . (25)
Note that the elements of the precoding matrices Vr1s1 pnq and V
r2s
1 pnq are generated from
independent channel coefficients of Hr21spnq and Hr22spnq, respectively. And the channel matrices
of the same path in different time slots belong to disparate channel blocks. Therefore, the effective
channel matrix of Hˆ2 has a full rank almost surely, i.e., rank(Hˆ2)=2A. Thus, receiver 1 is able
to decode the 2A desired symbols tur1s1 , ..., u
r1s
A , u
r2s
1 , ..., u
r2s
A u by the end of phase two. Simulta-
neously, receiver 2 successfully decodes the 2A desired symbols tvr1s1 , ..., v
r1s
A , v
r2s
1 , ..., v
r2s
A u. As
a consequence, 4A sum-DoF is achievable over |Il| “ TAB channel uses.
Recall that a total number of time resources is St “ t1, 2, ..., TABpn`TAB´ 1qu and we have
shown that 4An sum-DoF are achievable over n time slot sets, i.e., |I1 Y ¨ ¨ ¨ Y In| “ TABn. With
the TDMA transmission method, we can achieve additional minp2A,BqTABpTAB´1q sum-DoF
for the residual TABpTAB ´ 1q time slots. Hence, we have
dXLΣ p2, 2;
2
TAB
q “
4An`minp2A,BqTABpTAB ´ 1q
TABn ` TABpTAB ´ 1q
. (26)
Therefore, as n goes to infinity, the sum-DoF gain asymptotically achieves 4A
TAB
.
b)A ă B ă 2A.
For this case, we have 4A
3
sum-DoF in total. The transmission scheme here is a little different
from the proposed scheme for the case B ď A because the precoding matrix constructed by
Cyclic Zero-padding under the condition A ă B ă 2A is unavailable. However, such a MIMO
X channel is equivalent to a MIMO X channel with A antennas at each node by switching off
B ´ A antennas at each receiver. Therefore, the coding scheme is straightforward by using a
scaled version of the proposed scheme in [25]. It is remarkable that even in this setting the
achievable sum-DoF can still be represented as the form in Theorem 1, i.e., 4A fresh symbols
can be decoded successfully over 3 time slots and a total of dXLΣ p2, 2; 23q “
4A
3
can be achievable.
c)B ě 2A
As the number of antennas at receivers becomes large, one can easily prove that the sum-DoF
of 4A
2
is achievable for any normalized CSI feedback delay because no more linear independent
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equations in desired symbols are required for each receiver, i.e., each receiver is able to decode
2A symbols over one channel use. Note that for this case, time sharing between the proposed
scheme and a TDMA method is needless. Thus, the apA,Bqλ`bpA,Bq in Theorem 1 will make
no sense and the achievable trade-off region between the sum-DoF and λ will be a straight line.
Remark 3 (CSI Feedback Delay): We take 2
TAB
as an allowable normalized CSI feedback delay
where the proposed transmission for the two-user MIMO X channel can achieve 4A
TAB
sum-DoF.
In fact, the threshold for CSI feedback delay can be considered as an optimization problem with
some constraints in detail. For example, in case B ď A, an appropriate CSI feedback delay
should be selected to ensure that n enough time slot sets, i.e., tI1, I2, ..., Inu, can be picked from
the n` TAB ´ 1 channel blocks, where each time slot set Il has TAB elements for applying the
proposed method. Nevertheless, the maximum allowable feedback delay achieving the optimal
sum-DoF remains an open problem.
Remark 4 (An Extension to the M ˆ 2 MIMO X Channel with a Symmetric Antenna Config-
uration): A similar transmission scheme comprised of two phases can be easily proposed for
the M ˆ 2 MIMO X channel with a symmetric antenna configuration. Actually a total of 2MA
independent symbols can be successfully decoded at each receiver over TAB “ 2`
P
MA´B
B
T
time
slots where a certain allowable normalized CSI feedback delay λAB is supposed. We claim that
the sum-DoF dXLΣ pM, 2;λABq “ 2MATAB is achievable with local CSIT as long as the CSI feedback
delay is less than λAB.
Remark 5 (An Extension to the Two-user MIMO X Channel with an Asymmetric Antenna
Configuration): We further discuss the two-user MIMO X channel in a more general setting
where transmitter i has Ai antennas and receiver j has Bj antennas, for i, j P t1, 2u. For case
mintAiu ě maxtBiu, we argue that A1 `A2 desired symbols will be resolved at each receiver
over TA1A2B1B2 “ 2 `
Q
A1`A2´minpB1,B2q
minpB1,B2q
U
time slots and dXLΣ p2, 2;λA1A2B1B2q “
2pA1`A2q
TA1A2B1B2
is
achievable as long as the CSI feedback delay is less than λA1A2B1B2 . The sum-DoF will be less
than satisfactory when the gap between the numbers of antennas at each receiver is too large.
This is because how many time slots required in phase two is determined by the receiver who
has fewer antennas.
V. TRANSMISSION SCHEME ACHIEVING THE SUM-DOF IN THEOREM 2
In this section, we describe the transmission scheme that can achieve the sum-DoF in Theorem
2. To explain the basic idea, we elaborate the transmission scheme for the case of K “ 3. The
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discussion can be generalized to the general K-user scenario straightforwardly.
For the three-user SISO X network, we will show that even with distributed and temperately
delayed CSIT, 5
4
sum-DoF is achievable with λ “ 2
8
. More precisely, a total of 15 independent
information symbols will be successfully decoded at receivers during 12 channel uses. We
select the time slots for the proposed transmission method in a same manner as section IV, i.e.,
n P tt1, t2, ..., t12u, where each time slot belongs to a different channel block, while tt1, t4, t7u
represent time slots without current CSIT and tt2, t3, t5, t6, t8, t9u represent time slots when the
transmitters have access to both current and delayed CSIT. We refer to u, v, w as variables
intended for receiver 1, 2, and 3, respectively. The proposed transmission scheme involves four
phases.
Phase one: Phase one is dedicated to receiver 1 and it spans three time slots, i.e., n P tt1, t2, t3u.
In time slot t1, each transmitter i P t1, 2, 3u feeds a fresh information symbol uris1 to the channel.
Therefore, at receiver j, for j P t1, 2, 3u, we have
yrjspt1q “ h
rj1spt1qu
r1s
1 ` h
rj2spt1qu
r2s
1 ` h
rj3spt1qu
r3s
1 . (27)
In time slot t2, transmitter i is able to exploit both current and outdated CSIT. Transmitter 1
sends another fresh information symbol ur1s2 for receiver 1, while transmitter 2 and 3 respectively
construct the transmit signals as
xr2spt2q “
hr22spt1q
hr22spt2 ´ 2q
u
r2s
1 , x
r3spt2q “
hr23spt1q
hr23spt2 ´ 2q
u
r3s
1 . (28)
Since hrjispt2q “ hrjispt2 ´ 2q, for i, j P t1, 2, 3u, the received signals can be written as
yrjspt2q “ h
rj1spt2qu
r1s
2 ` h
rj2spt2q
hr22spt1q
hr22spt2q
u
r2s
1 ` h
rj3spt2q
hr23spt1q
hr23spt2q
u
r3s
1 . (29)
In time slot t3, similar operation is repeated. Transmitter 1 sends another fresh information
symbol ur1s3 for receiver 1. Transmitter 2 and 3 simultaneously retransmit their previous symbols
with a special precoding technique as
xr2spt3q “
hr32spt1q
hr32spt3 ´ 2q
u
r2s
1 , x
r3spt3q “
hr33spt1q
hr33spt3 ´ 2q
u
r3s
1 . (30)
Thus, at receiver j, for j P t1, 2, 3u we have
yrjspt3q “ h
rj1spt3qu
r1s
3 ` h
rj2spt3q
hr32spt1q
hr32spt3q
u
r2s
1 ` h
rj3spt3q
hr33spt1q
hr33spt3q
u
r3s
1 . (31)
The main idea for designing the precoding coefficients is to allow the unintended receivers 2
and 3 to separately eliminate the variables ur2s1 and u
r3s
1 , thereby obtaining a linear combination
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in variables originated from the corresponding transmitter 1 for themselves. In particular, let
yr2spt2q subtract yr2spt1q for receiver 2 to obtain a linear combination of ur1s1 and u
r1s
2 , i.e., yˆr21s “
hr21spt2qu
r1s
2 ´ h
r21spt1qu
r1s
1 . Likewise, receiver 3 obtains a new combination yˆr31s comprising of
u
r1s
1 and u
r1s
3 by subtracting yr3spt1q from yr3spt3q, i.e., yˆr31s “ hr31spt3qu
r1s
3 ´ h
r31spt1qu
r1s
1 . Note
that yˆr21s and yˆr31s are linearly independent almost surely, each of which can be reconstructed
by transmitter 1 with local CSIT.
Phase two: Phase two is dedicated to receiver 2 and it also spans three time slots, i.e.,
n P tt4, t5, t6u. In each time slot during phase two, transmitter 2 feeds a fresh information symbol
v
r2s
1 , v
r2s
2 and v
r2s
3 , respectively. Transmitter 1 sends an information symbol v
r1s
1 for receiver 2 in
time slot t4 and retransmit it after precoding in the next two time slots t5 and t6. Transmitter 3
does the similar operation as transmitter 1. The transmit signals can be described as
xr1spt5q “
hr11spt4q
hr11spt5 ´ 2q
v
r1s
1 , x
r3spt5q “
hr13spt4q
hr13spt5 ´ 2q
v
r3s
1 ,
xr1spt6q “
hr31spt4q
hr31spt6 ´ 2q
v
r1s
1 , x
r3spt6q “
hr33spt4q
hr33spt6 ´ 2q
v
r3s
1 . (32)
Therefore, at receiver j, for j P t1, 2, 3u, we have
yrjspt4q“ h
rj1spt4qv
r1s
1 ` h
rj2spt4qv
r2s
1 ` h
rj3spt4qv
r3s
1 ,
yrjspt5q“ h
rj1spt5qx
r1spt5q ` h
rj2spt5qv
r2s
2 ` h
rj3spt5qx
r3spt5q,
yrjspt6q“ h
rj1spt6qx
r1spt6q ` h
rj2spt6qv
r2s
3 ` h
rj3spt6qx
r3spt6q. (33)
Since hrjispt5q “ hrjispt5´ 2q, hrjispt6q “ hrjispt6´ 2q for i, j P t1, 2, 3u, receiver 1 and 3 can do
the similar operation as phase one to obtain a linear combination of variables originating from
transmitter 2, respectively. In particular, let yr1spt5q subtract yr1spt4q for receiver 1 to obtain a
linear combination, i.e., yˆr12s “ hr12spt5qvr2s2 ´hr12spt4qv
r2s
1 . Likewise, by subtracting yr3spt4q from
yr3spt6q, receiver 3 can obtain a new combination, i.e., yˆr32s “ hr32spt6qvr2s3 ´ hr32spt4qv
r2s
1 . Note
that yˆr12s and yˆr32s are linearly independent almost surely, each of which can be reconstructed
by transmitter 2 with local CSIT.
Phase three: Phase three is dedicated to receiver 3 and it also spans three time slots, i.e.,
n P tt7, t8, t9u. Similar to phase one and two, in each time slot, transmitter 3 feeds a fresh
information symbol wr3s1 , w
r3s
2 , w
r3s
3 for receiver 3 respectively. Transmitter 1 sends an information
symbol wr1s1 for receiver 3 in its first time slot and retransmit it after precoding in each of the
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next two time slots. Transmitter 2 does the similar operation as transmitter 1. Therefore, the
transmitted and received signals can be described as
xr1spt8q“
hr11spt7q
hr11spt8 ´ 2q
w
r1s
1 , x
r2spt8q “
hr12spt7q
hr12spt8 ´ 2q
w
r2s
1 ,
xr1spt9q“
hr21spt7q
hr21spt9 ´ 2q
w
r1s
1 , x
r2spt9q “
hr22spt7q
hr22spt9 ´ 2q
w
r2s
1 . (34)
Thus, at receiver j, for j P t1, 2, 3u, we have
yrjspt7q“h
rj1spt7qw
r1s
1 ` h
rj2spt7qw
r2s
1 ` h
rj3spt7qw
r3s
1 ,
yrjspt8q“h
rj1spt8qx
r1spt8q ` h
rj2spt8qx
r2spt8q ` h
rj3spt8qw
r3s
2 ,
yrjspt9q“h
rj1spt9qx
r1spt9q ` h
rj2spt9qx
r2spt9q ` h
rj3spt9qw
r3s
3 . (35)
Using the fact that hrjispt8q “ hrjispt8 ´ 2q, hrjispt9q “ hrjispt9 ´ 2q for i, j P t1, 2, 3u, receiver
1 and 2 can do the similar operation as phase one and two to obtain a linear combination of
variables originating from transmitter 3. In particular, let yr1spt8q subtract yr1spt7q for receiver
1 to obtain a linear combination, i.e., yˆr13s “ hr13spt8qwr3s2 ´ hr13spt7qw
r3s
1 . Likewise, receiver 2
can do the similar operation via yr2spt9q minus yr2spt7q to get a new combination, i.e., yˆr23s “
hr23spt9qw
r3s
3 ´h
r23spt7qw
r3s
1 . Note that yˆr13s and yˆr23s are linearly independent almost surely, each
of which can be reconstructed by transmitter 3 with local CSIT.
Phase four: Phase four consists of three time slots, i.e., n P tt10, t11, t12u. Recall that each
transmitter by the end of phase three is able to reconstruct the corresponding new combinations.
In time slot t10, transmitter 1 transmits yˆr21s, transmitter 2 transmits yˆr12s, and transmitter 3 keeps
silent. In time slot t11, yˆr31s and yˆr13s are sent from transmitters 1 and 3 respectively. In time
slot t12, transmitter 2 sends yˆr32s and transmitter 3 sends yˆr23s.
Consider receiver 1. From the linear combinations of yˆr21s and yˆr12s received over the first
time slot in phase four, it is able to remove yˆr12s that previously acquired in phase two, to obtain
yˆr21s. Likewise, receiver 1 has access to yˆr31s. Thus, receiver 1 has»
————————–
yr1spt1q
yr1spt2q
yr1spt3q
yˆr21s
yˆr31s
fi
ffiffiffiffiffiffiffiffifl
“
»
————————–
hr11spt1q 0 0 h
r12spt1q h
r13spt1q
0 hr11spt2q 0 h
r12spt2q
hr22spt1q
hr22spt2q
hr13spt2q
hr23spt1q
hr23spt2q
0 0 hr11spt3q h
r12spt3q
hr32spt1q
hr32spt3q
hr13spt3q
hr33spt1q
hr33spt3q
´hr21spt1qh
r21spt2q 0 0 0
´hr31spt1q 0 h
r31spt3q 0 0
fi
ffiffiffiffiffiffiffiffifl
looooooooooooooooooooooooooooooooooooooomooooooooooooooooooooooooooooooooooooooon
Hˆ3
»
————————–
u
r1s
1
u
r1s
2
u
r1s
3
u
r2s
1
u
r3s
1
fi
ffiffiffiffiffiffiffiffifl
. (36)
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Since the channel coefficients are picked from a continuous random distribution and each time
slot of tt1, t2, t3u belongs to a different channel block, the efficient channel matrix Hˆ3 has a full
rank almost surely, i.e., rank(Hˆ3)=5. Thus, receiver 1 can successfully decode these five variables.
In a similar way, receiver 2 and receiver 3 can resolve the five variables tvr1s1 , v
r2s
1 , v
r2s
2 , v
r2s
3 , v
r3s
1 u
and twr1s1 , w
r2s
1 , w
r3s
1 , w
r3s
2 , w
r3s
3 u, respectively. Thus, 15 transmitted information symbols are re-
solved over 12 channel uses and 5
4
sum-DoF is achieved on the three-user SISO X channel.
Remark 6 (Time Slots for the Transmission Scheme): Note that each phase is mutually inde-
pendent in channel path as well as the transmitted symbols. For instance, yˆr21s is in the form of
hr21spt2qu
r1s
2 ´ h
r21spt1qu
r1s
1 , while yˆr12s is consisted of channel coefficients in different path and
symbols dedicated to receiver 2, i.e., hr12spt5qvr2s2 ´ hr12spt4qv
r2s
1 . Thus, there is no need to select
a time slot set as each time slot in this set belongs to a different block. What we need to ensure
is that the time slots for each of the previous three phases are picked from different channel
blocks, such as tt1, t2, t3u for phase one should be selected from three different channel blocks.
Moreover, the time slots tt10, t11, t12u for the final phase can be selected from arbitrary channel
blocks because the final phase aiming to deliver the previous auxiliary linear combinations needs
no any CSIT.
Remark 7 (Overhead of channel feedback): In each of the first three phases, only four complex
values representing the ratios of the CSI need to be fed back. For instance, in phase one,
only required information at transmitters in time slot t2 and t3 are effective channel values for
precoding, i.e.,
!
hr22spt1q
hr22spt2´2q
,
hr32spt1q
hr32spt3´2q
)
for transmitter 2 and
!
hr23spt1q
hr23spt2´2q
,
hr33spt1q
hr33spt3´2q
)
for transmitter
3. Thus, a more practical precoding technique with reduced CSI feedback amount is proposed
to achieve the same sum-DoF for the three-user SISO X network compared to [11]. This implies
that global and delayed CSIT is not necessarily required to obtain the greater sum-DoF than that
achievable with no CSIT.
Remark 8 (An Extension to the K-user SISO X Network): The novelty of RIA over the K-
user SISO X network appears in the construction of auxiliary linear combinations of independent
information symbols that aid in the decoding of the previously transmitted information symbols
based on only the information symbols and local CSIT available to each transmitter. With the
idea used for the proof of the 3-user SISO X network, one can easily prove that the sum-DoF
of 2p2K´1q
3K´1
is achievable for the K-user SISO X network almost surely when the transmitters
have local CSI and the normalized feedback delay is less than 2
3K´1
.
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VI. TRANSMISSION SCHEME ACHIEVING THE SUM-DOF IN THEOREM 3
In this section, we explore the achievability of sum-DoF for the MˆN user MISO X network
where each transmitter has A “ N ´ 1 antennas and each receiver has a single antenna.
We focus on the proof of the point dXLΣ pM,N ; 2MpN´1q`1q “
MNpN´1q
MpN´1q`1
, where the feedback
delay is Tfb “ 2 and the channel coherence time becomes Tc “ MpN ´ 1q ` 1. Over the
MpN ´ 1q ` 1 channel uses, the proposed scheme achieves N ´ 1 degrees of freedom for
each of the MN messages W rjis, i P t1, 2, ...,Mu, j P t1, 2, ..., Nu. To show this, we consider
n ` Tc ´ 1 channel blocks consisting of pn ` Tc ´ 1qTc time slots where we divide the time
resources into two sets, Sd with |Sd| “ 2pn`Tc´1q and Sc with |Sc| “ pTc´2qpn`Tc´1q. We
further define n time slot sets, tI1, I2, ..., Inu, each of which has Tc elements for applying the
proposed method, i.e., Il “ ttl,1, tl,2, ..., tl,Tcu where l P t1, 2, ..., nu, ttl,1u P Sd, and tl,k P Sc for
k P t2, 3, ..., Tcu. Remember that any two time slots of Il belong to difference channel blocks.
Here we omit the index l for simplicity, i.e., Il “ tt1, t2, ..., tTcu. The achievable scheme is as
follows:
Phase one: This phase takes one time slot, i.e., n P tt1u. Each transmitter sends a superposition
of A-symbol vectors dedicated to all the receivers. We denote the transmitted signal as
X
rispt1q “
Nÿ
j“1
s
rjis, (37)
where srjis “ rsrjis1 , s
rjis
2 , ..., s
rjis
A s
T is the signal vector from transmitter i to receiver j, for i P
t1, 2, ...,Mu, j P t1, 2, ..., Nu. The received signal at receiver j will be
yrjspt1q“
Mÿ
i“1
h
rjispt1qX
rispt1q,
“
Mÿ
i“1
h
rjispt1qs
rjis
looooooomooooooon
desired
`
Mÿ
i“1
h
rjispt1q
˜
Nÿ
k“1,k‰j
s
rkis
¸
looooooooooooooomooooooooooooooon
undesired
. (38)
where j P t1, 2, ..., Nu, and hrjispt1q “ rhrjis1 pt1q, ..., h
rjis
A pt1qs is a 1 ˆ A vector representing
the channel vector from transmitter i to receiver j in time slot t1. By the end of phase one,
each receiver obtains a linear equation involving two items, i.e., desired terms and undesired
(interfering) terms.
Phase two: Here comes the preparatory phase for interference cancellation at receivers. The
superposition of A-symbol vectors is retransmitted in each time slot n, for n P tt2, ..., tTcu,
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with precoding matrices. In other words, during a time slot n, message W rjis is encoded at
transmitter i as A independent streams srjisa along directions vrjisa pnq, for a “ 1, 2, ..., A. So the
signal transmitted at transmitter i may be written as
X
rispnq “
Nÿ
j“1
Aÿ
a“1
srjisa v
rjis
a pnq “
Nÿ
j“1
V
ris
j pnqs
rjis, (39)
Note that Vrisj pnq is a AˆA matrix whose columns are v
rjis
a pnq, a “ 1, 2, ..., A. In time slot n,
the received signal at receiver j, j P t1, 2, ..., Nu, can then be written as
yrjspnq“
Mÿ
i“1
h
rjispnq
˜
Nÿ
j“1
V
ris
j pnqs
rjis
¸
,
“
Mÿ
i“1
h
rjispnqV
ris
j pnqs
rjis
loooooooooooomoooooooooooon
desired
`
Mÿ
i“1
h
rjispnq
˜
Nÿ
k“1,k‰j
V
ris
k pnqs
rkis
¸
loooooooooooooooooooomoooooooooooooooooooon
undesired
. (40)
We wish to design precoding matrices Vrisk pnq so that receiver j can eliminate the undesired
item by interference cancellation. Once the interference is eliminated by subtracting yrjspt1q
from yrjspnq, a receiver can obtain a linear equation in MA desired symbols. Repeating the
same operation for the residual time slots during phase two, there will be MpN ´ 1q linear
equations in MA desired symbols observed at receiver j. Interference cancellation is ensured
by constructing the precoding matrices Vrisk pnq so that the following conditions (on the left) are
satisfied at receiver j, for j P t1, 2, ..., Nu:
h
rjispnqV
ris
1 pnq “ h
rjispt1q
h
rjispnqV
ris
2 pnq “ h
rjispt1q
.
.
.
h
rjispnqV
ris
j´1pnq “ h
rjispt1q
h
rjispnqV
ris
j`1pnq “ h
rjispt1q
.
.
.
h
rjispnqV
ris
N pnq “ h
rjispt1q
,/////////////.
/////////////-
ô
$’’’’’’’’’’’’’&
’’’’’’’’’’’’’%
h
r1ispnqV
ris
k pnq “ h
r1ispt1q
h
r2ispnqV
ris
k pnq “ h
r2ispt1q
.
.
.
h
rpk´1qispnqV
ris
k pnq “ h
rpk´1qispt1q
h
rpk`1qispnqV
ris
k pnq “ h
rpk`1qispt1q
.
.
.
h
rNispnqV
ris
k pnq “ h
rNispt1q
@i P t1, 2, ...,Mu. @i P t1, 2, ...,Mu, @k P t1, 2, ..., Nu.
(41)
In other words, we wish to construct precoding matrices Vrisk pnq so that, at receiver j, all the
effective channel vectors hrjispnqVrisk pnq carrying the interference originated from transmitters
i P t1, 2, ...,Mu in time slot n can be equal to the channel vectors hrjispt1q previously seen in
time slot t1. Note that there are A “ N ´1 relations above for a certain Vrisk pnq. These relations
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can be recorded to be expressed alternately as the right side above. Remember that hrjispnq are
1ˆ A vectors, the relations can be rewritten as
V
ris
k pnq “
»
———————————–
h
r1ispnq
.
.
.
h
rpk´1qispnq
h
rpk`1qispnq
.
.
.
h
rNispnq
fi
ffiffiffiffiffiffiffiffiffiffiffifl
´1
looooooooomooooooooon
Hˆpnq
»
———————————–
h
r1ispt1q
.
.
.
h
rpk´1qispt1q
h
rpk`1qispt1q
.
.
.
h
rNispt1q
fi
ffiffiffiffiffiffiffiffiffiffiffifl
looooooooomooooooooon
Hˆpt1q
. (42)
Now the same interference pattern at receiver j before and after phase two is guaranteed
because Hˆpnq P CAˆA has a full rank almost surely. Thus, each receiver j P t1, 2, ..., Nu is able
to extract a desired equation by subtracting yrjspt1q from yrjspnq, i.e.,
yrjspnq ´ yrjspt1q “
Mÿ
i“1
h
rjispnqV
ris
j pnqs
rjis ´
Mÿ
i“1
h
rjispt1qs
rjis. (43)
Finally, by the end of phase two, a receiver can obtain MA linear equations of MA variables.
We describe the effective channel input-output relationship for receiver j during the selected
time slot set Il as»
—————–
yrjspt2q´y
rjspt1q
yrjspt3q´y
rjspt1q
.
.
.
yrjsptTcq´y
rjspt1q
fi
ffiffiffiffiffifl“
»
—————–
h
rj1spt2qV
r1s
j pt2q´h
rj1spt1q
h
rj1spt3qV
r1s
j pt3q´h
rj1spt1q
.
.
.
h
rj1sptTcqV
r1s
j ptTcq´h
rj1spt1q
¨ ¨ ¨
¨ ¨ ¨
.
.
.
¨ ¨ ¨
h
rjMspt2qV
rMs
j pt2q´h
rjMspt1q
h
rjMspt3qV
rMs
j pt3q´h
rjMspt1q
.
.
.
h
rjMsptTcqV
rMs
j ptTcq´h
rjMspt1q
fi
ffiffiffiffiffifl
loooooooooooooooooooooooooooooooooooooooooooomoooooooooooooooooooooooooooooooooooooooooooon
Hˆ5
»
—————–
s
rj1s
s
rj2s
.
.
.
s
rjMs
fi
ffiffiffiffiffifl .
(44)
Recall that the precoding matrices Vrisj pnq for n P tt2, ..., tTcu were generated independently
from channel hrjispnq and each time slot n belongs to a different channel block. Further, the
elements of the channel vectors are picked from a continuous random distribution. Therefore,
the channel vectors hrj1spt1q, . . . ,hrjMspt1q and hrj1spnqVr1sj pnq, . . . ,hrjMspnqV
rMs
j pnq for n P
tt2, ..., tTcu, are statistically independent and the effective channel matrix Hˆ5 has a full rank
almost surely, i.e., rank(Hˆ5)=MA. Lastly, receiver j successfully decodes MA desired symbols
over |Il| “ Tc channel uses. For the other time resources we simply apply a TDMA transmission
method. Thus, we have
dXLΣ pM,N ;
2
Tc
q “
MNpN ´ 1qn` TcpTc ´ 1q
Tcn` TcpTc ´ 1q
, (45)
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where the asymptotical sum-DoF gain is MNpN´1q
MpN´1q`1
as n goes to infinity.
Remark 9 (An Inner Bound on the Sum-DoF of MISO X Networks): We are able to establish an
inner bound with the achievability proof of theorem 3, on the condition of temperately-delayed
CSI feedback, thereby revealing insights that this bound is tight for the A “ N ´ 1 case, for
which we achieve the bound of minpN, MNpN´1q
MpN´1q`1
q in the MˆN MISO X network with full CSI
[4]. Although the bound does not scale with neither M nor N , the number of transmitters or
receivers, it’s the best known inner bound under the local and temperately-delayed CSIT.
VII. CONCLUSION
In this paper, we investigated achievable sum-DoFs of multiuser MIMO X networks including
the two-user MIMO X network, K-user SISO X network and MˆN user MIMO X network
with local and temperately-delayed CSIT. With the proposed precoding technique (Cyclic Zero-
padding), we are able to characterize the achievable trade-off between the sum-DoF and CSI
feedback delay in the two-user MIMO X channel with distributed CSIT. We also showed that
the RIA scheme can improve the performance of DoF with local and temperately-delayed CSIT
in the K-user SISO X network. Finally, an achievable DoF inner bound of the MˆN user MISO
X network was developed. We note that this inner bound is tight when each transmitter has
N ´ 1 antennas and each receiver has a single antenna. Based on the spatial scale invariance
property, we extended the results to the general MIMO scenario. It is interesting to observe that
the multiuser MIMO X networks with various antenna configurations allow us to design efficient
transmission schemes that can achieve larger sum-DoF by using less time slots.
APPENDIX A
CYCLIC ZERO-PADDING
First, we would like to develop a lemma that will be useful in the description of Cyclic
Zero-padding which leads to the construction of precoding matrices for the B ď A case in the
two-user MIMO X channel.
Lemma 1: Consider an Aˆ A square matrix G such that gij , the element in the ith row and
jth column of G, is of the form as
gij “
$&
%fijpx
rα
rjs
1
s, ..., xrα
rjs
BB
s, yrγ
rjs
1
s, ..., yrγ
rjs
B
sq,
0,
for i P t1, ..., B ´ j ` 1u Y tA ´ j ` 2, ..., Au,
for i P tB ´ j ` 2, ..., A´ j ` 1u Y tA `B ´ j ` 2, ..., Au .
(46)
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Fig. 6: Illustration of the matrix G.
where we define Sx “ txr1s, ..., xrABsu and Sy “ tyr1s, ..., yrABsu as two sets of i.i.d. ran-
dom variables drawn from a continuous random distribution. Further, we divide Sx into A
subsets, tSr1sx , Sr2sx , ..., SrAsx u, each of which has B2 elements, i.e., Srjsx “ txrα
rjs
1
s, ..., xrα
rjs
BB
su
where j P t1, ..., Au, αrjs
1
, ..., αrjs
BB
P t1, ..., ABu. Likewise, Sy can be divided into A sub-
sets, tSr1sy , S
r2s
y , ..., S
rAs
y u, each of which has B elements, i.e., Srjsy “ tyrγ
rjs
1
s, ..., yrγ
rjs
B
su where
j P t1, ..., Au, γ
rjs
1 , ..., γ
rjs
B P t1, ..., ABu. Note that the elements of any two subsets from S
rjs
x
overlap because |Sx| “ AB. fijp˚q is an unique function corresponding to an element gij and
containing four algorithms of multiplication, division, addition and subtraction. In that way, if
the absolute value of each element generated from the function fijp˚q is bounded between a
non-zero minimum value and a finite maximum value, the matrix G has a full rank of A with
probability 1, of which the special type is shown in Fig. 6, where the subscripts α, β are some
short-hands of different rows and columns.
Proof: Starting from the perspective of determinant of a matrix, we need to show that det(G)
is nonzero with probability 1. We first discuss the constitution of this matrix where the elements
in the blue zone are zeroes and each of the others is a nonzero random variable. As shown in
Fig. 6, we see that the first column of the matrix is comprised of B random variables above
and A ´ B zeroes below. When it comes to the second column, the number of variables and
zeroes remain invariant excepting the relative positions, i.e., the zeroes in the second column
shift upwards one unit as a whole comparing with those in the first column. Meanwhile, the
overflowing element on the top fills the gap underneath in sequence. The following columns
can be treated in a similar way until the zeroes move to the top position as a whole, i.e., after
shifting B times, there will be B ` 1 columns in total. Then, from the pB ` 1qth column, the
zeroes continue to shift upwards for A´ B ´ 2 more times in the same manner resulting in A
columns in total finally. It is remarkable that each nonzero element in each column differs in
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Fig. 7: Case for B is even.
the distribution since each of them is generated from a disparate function which is composed of
a set of i.i.d. random variables by four algorithms.
Let Dij denote the cofactor corresponding to gij and removing the terms with zero coefficients.
Then
detpGq “ D11g11 `D12g12 ` ...`D1Bg1B. (47)
Recall that we assume each element generated from the function fijp˚q is nonzero with probability
1. Thus, det(G)=0 only if a polynomial in such a set of i.i.d. random variables whose coefficients
are D1j , j P t1, ..., Bu, is equal to zero. Therefore, det(G)=0 with nonzero probability implies
one of the following two events:
1) The i.i.d. random variables of Srjsx and Srjsy are roots of the polynomial formed by setting
det(G)=0.
2) The polynomial is the zero polynomial.
Note that the probability of these i.i.d. random variables taking values which are equal to the
roots of this linear equation is zero. Therefore, the second event happens with probability greater
than 0. Since each g1j is a random variable drawn from a continuous distribution, det(G)=0
happens only if the coefficients D1j “ 0, j P t1, ..., Bu. Further, we can write PrpdetpGq “
0q ą 0 ñ PrpD11 “ 0q ą 0. Note that D11 is the determinant of the matrix formed by
stripping the first row and first column of G. Now, the same argument can be iteratively used,
stripping the first row and first column at each stage, until we reach a determinant Dii where
the next determinant along the diagonal will be unavailable. Nevertheless, we subsequently strip
the first row and last column along the back-diagonal where the element is nonzero (shown as
Fig. 7), until we finally reach a single element matrix containing a certain variable gAj , i.e.,
PrpdetpGq “ 0q ą 0 ñ PrpgAj “ 0q ą 0.
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Recall that the absolute value of gAj is assumed to be non-zero before. We can hence conclude
that PrpgAj “ 0q “ 0. Thus, det(G) is nonzero almost surely, i.e., the matrix G has a full rank of
A with probability 1. l
Cyclic Zero-Padding: Inspired by lemma 1, if we may construct a precoding matrix in such
a special form and simultaneously satisfying the condition of interference cancellation we men-
tioned before, each receiver will see the aligned interference shape that it previously obtained.
Without loss of generality, we expound the content via (21), i.e., Hr11spnqVr1s2 pnq “ Hr11spt2q.
Recall that the channel matrix is B ˆ A (B ď A). Next, we will show that the precoding
matrix may still have a full rank even if B ă A. By developing the expressions through the
system of linear equations, we have
H
r11spnqvi “ h
r11s
i pt2q, (48)
where vi P CAˆ1 and hr11si pt2q P CBˆ1, i P t1, ..., Au, are the ith column vectors of V
r1s
2 pnq and
H
r11spt2q, respectively. Note that in time slot n we have knowledge of Hr11spt2q and Hr11spnq
due to the delayed and current CSIT. With the fact that the channel coefficients are i.i.d. drawn
from a continuous distribution, we further have A systems of linear equations and each system
has B linear independent equations in A unknown random variables. Since B ă A, for the first
system, let the A´ B unknown variables of v1 be zeroes from the bottom up in sequence and
there are B unknown variables left. In particular, the equivalent formula can be expressed as
H
r11s
1 pnqv˜1 “ h
r11s
1 pt2q, (49)
where Hr11s1 pnq “ rh
r11s
1 pnq h
r11s
2 pnq . . .h
r11s
B pnqs is a BˆB coefficient matrix containing the first
B columns vectors from Hr11spnq. v˜1 “ rv11, . . . , vB1sT is the solution of the first system, which
can be represented as vm1 “ Dm1
detpH
r11s
1
pnqq
, where Dm1 “ detprhr11s1 pnq . . .h
r11s
m´1pnq h
r11s
1 pt2q h
r11s
m`1pnq . . .
h
r11s
B pnqsq, for m P t1, ..., Bu. Since the elements of Dm1 are i.i.d. drawn from a continuous
distribution, Dm1 is nonzero almost surely, i.e., the absolute value of vm1 in v˜1 is nonzero
almost surely. Thus, v1 can be solved in a form as v1 “ rv11, . . . , vB1, 0, . . . , 0sT . Furthermore,
for the second system, we do the same operation as the first system but the relative positions of
the zeroes. Here, starting from the last but one of v2, let the A ´ B unknown variables of v2
from the bottom up in sequence be zeroes, i.e., the zeroes shift one unit upwards compared with
v1. Thus, v2 can be solved in a form as v2 “ rv12, . . . , vpB´1q2, 0, . . . , 0, vA2sT . We continue
cyclic zero-padding until we finally reach vA for the last system of linear equations. Therefore,
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we get a precoding matrix Vr1s2 pnq which is of the form as G presented before. Subsequently,
lemma 1 can be applied to show that such a precoding matrix has a full rank almost surely.
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