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ABSTRACT OF DISSERTATION
Some Proofs Regarding Minami Estimates and Local Eigenvalue Statistics for some
Random Schrödinger Operator Models
We provide three proofs on dierent, but related models in the eld of random
Schrödinger operators. All three results are motivated by the desire to extend results
and techniques on eigenvalue statistics or Minami estimates (an essential ingredient
Poisson eigenvalue statistics).
Chapters 2 and 4 are explorations of the only two known techniques for proving
Minami estimates for continuum Minami estimates. In Chapter 2, we provide an
alternative and simplied proof of Klopp that holds in d = 1. Chapter 4 is an
application of the techniques of Dietlein and Elgart to prove a Minami estimate for
nite rank lattice models, which is an improvement on known results. Chapter 3 is
an improvement on a result of Dolai and Krishna, in which we show the statistics for
a RSO with a decaying potential is the same as the free Laplacian for decay down to
|n|−α for α > 1.
The rst chapter is a brief, general introduction to the Anderson model and rel-
evant concepts in the eld random Schrödinger operators. Each subsequent chapter
has a more specic introduction before proceeding with the results.
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Chapter 1 Introduction and Preliminaries
We begin by laying out the organization of this thesis. In this introductory chapter,
we will give a brief introduction to the eld of random Schrödinger operators (RSO)
with a focus on concepts relevant to the remainder of this thesis.
The next three chapters each give a new result or proof or application on a dierent
random Schrödinger model. The common theme between these dierent topics is
eigenvalue statistics and the Minami estimate (an essential ingredient to proofs of
Poisson eigenvalue statistics).
Chapter 2 discusses a Minami estimate for a RSO model on R rst proven by
Klopp [22] and provides a new and simpler proof.
Chapter 3 is inspired by a result of Dolai and Krishna [13] that investigates eigen-
value statistics for a model with random, decaying potential. We provide an improve-
ment of this theorem.
Chapter 4 provides a discussion of the techniques of Dietlein and Elgart [12], the
rst proof of a Minami Estimate for a RSO model in Rd, d > 1. We focus on the
essential ingredients and give an appication to a discrete, alloy type model with single
site potential uniform but high rank that improves a previously known result of Hislop
and Krishna [17] and provide a framework for how the techniques may be used for
more models.
1.1 Random Schrödinger Operators
The study of random Schrödinger operators came about in the physics community in
order to study the properties of electrons in a random medium. Random Schrödinger
operators are really collections of operators, {Hω}ω on some Hilbert space H, where
ω varies over some probability space. There are many ways to realize the randomness
in a specic model, but we will only discuss models in which we have a deterministic,
self-adjoint free operator, H0 and a random potential, Vω so that each realization (i.e.
for each realization of ω) is a self-adjoint operator,
H0 + Vω =: Hω : H 7→ H (1.1.1)
The simplest RSO model is the Anderson tight binding model on H = `2(Zd),
in which H0 is the centered, discrete, nearest neighbor Laplacian and Vω consists of










where δn ∈ `2(Zd) is the vector that is 1 at n and 0 everywhere else, and {ωn}n∈Zd
is a collection of independent and identically distributed (iid), real valued random
1
variables. This model is named after physicist Philip Anderson, who introduced it in
[1].
The continuum Anderson model is a model on H = L2(Rd). The free operator
is the positive Laplacian and the potential consists of multiplication by some real-






where {ωn}n∈Zd is a collection of iid, real valued, random variables.
For simplicity, we assume ωn is associated to the probability space (R, ρ) for
some probability density, ρ. Then we denote the probability space for ω := (ωn)n∈Zd
as Ω ∼ (suppρ)Zd , the innite product space whose existence is guaranteed by the
Kolmogorov extension theorem. We emphasize here that the independence of {ωn}















where ω = (ωn)n∈Zd .
There are many other random operator models that are studied: on dierent
Hilbert spaces, dierent free operators, H0, dierent realizations of the randomness.
However, the models we will discuss in the rest of this thesis will be one of the above
operators with possible variations on the potential.
Finally, we describe a standard fact about the spectrum of the above operators
that makes our discussion and notation simpler, though it is not essential to any of
our proofs. It is clear that for each ω, Hω may have a dierent spectrum, σ(Hω),
though it is clear we have,





However, we may say something stronger. The above two operators are examples
of ergodic families of operators. This implies [16] there exists a deterministic set,
Σ ⊂ R, such that,
σ(Hω) = Σ almost surely.
1.2 Localization
One of the main reasons random Schrödinger operator models are of interest is the
phenomenon of localization. It is known that both the above models exhibit local-
ization. There are a few mathematical expressions of localization.
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Spectral localization refers to the existence of an interval (or union of intervals),
Σloc ⊂ Σ, the deterministic spectrum dened in Section 1.1, such that with probabil-
ity one, Σloc consists entirely of pure point spectrum. This means that spectrum in
Σloc consists of a countable collection of dense eigenvalues. Furthermore, the eigen-
functions associated to the eigenvalues in Σloc decay exponentially in space. This is
often referred to as Anderson Localization.
The rst proofs of Anderson localization were given in [14], [10] and [27]. There
have been many results since (see the reviews [16] and [19]).
Specically, for the Anderson models above, localization is known to hold in the
following cases,
 d = 1 at all energies
 d > 1 at any energy for suciently large potential
 d > 1 at the band edges or the bottom of the spectrum for the lattice or the
continuum models respectively.
We will only explicitly use, without proof, a form of localization for nite volume
operators from [15] (Lemma 2.4.1).
1.3 Eigenvalue Statistics
Another feature exhibited by RSO models related to localization involves the limiting
behavior of the rescaled eigenvalues of Hω restricted to a nite volume box near a
xed energy.
Let ΛL be a box of length L centered at 0 in Zd or Rd for the discrete, or respec-
tively, continuum Anderson model. For the purposes of this section, we consider the
following cuto operators,






In either case, the spectrum of HLω consists of discrete eigenvalues.
In the rest of this thesis, we will use the notation χB(H) to denote the spectral
projection of the operator H onto the set B. Thus, for operators with discrete
spectrum like the cuto operators above,
trχB(H
L
ω ) = |σ(HLω ) ∩B| = # of eigenvalues of HLω in B (1.3.2)
For E ∈ R, dene ξLω,E as the random point measure on R with weights at the




δ(x− |ΛL|(ELω − E)) (1.3.3)





{ξLω,E}ω is a random point process on R.
We note that in the denition of ξLω,E, the eigenvalues are scaled by |ΛL| because
|ΛL|−1 is proportional to the average eigenvalue spacing for large L. For example,





Generally, for the Anderson models above, if there exists Σloc,M such that both
spectral localization and a Minami estimate hold, then for almost every E ∈ Σloc,M,
{ξLω,E}L converges weakly to a Poisson point process with intensity equal to the density
of states, n(E) as L → ∞. For the Anderson, tight binding model, Poisson local
eigenvalue statistics were originally proven by Minami in [24].
1.4 Spectral Averaging and Wegner Estimates
Here, we include two fundamental results in the eld of Random Schrödinger opera-
tors: spectral averaging and the Wegner estimate.
Spectral averaging is an important technique that estimates quantities like the
average of the matrix element of the spectral projection of a one-parameter family of
operators, H0 + ωV for some V > 0 and a real, random variable ω,
E[〈ψ, V 1/2χI(Hω)V 1/2ψ〉] (1.4.1)
There are many variations on spectral averaging depending on the context and what
assumptions are made on the operators. Usually, the proof involves changing the
average over the parameter ω into an average of a spectral parameter over the interval
I.
The use of spectral averaging in the eld of random Schrödinger operators goes
back to Kotani [23] and Simon and Wol [27] with many more advancements in other
sources.
Below, we include a spectral averaging theorem and proof in the simplest context,
in which V is a rank-one operator. For more discussions of spectral averaging and
proofs for more general models, see [19] and [16].
Theorem 1.4.1 (Spectral Averaging). Let H0 be a self-adjoint operator on a Hilbert
space H. Let φ ∈ H, with ‖φ‖ = 1 and let Hω be a rank one perturbation of H0,
Hω −H0 = ωPφ := ω〈φ, ·〉φ (1.4.2)
Then for any interval I ⊂ R,∫
R
〈φ, χ[a,b](Hω)φ〉dω ≤ |I| (1.4.3)
As a consequence, if ω is a random variable with bounded probability density ρ, then,
E〈φ, χI(Hω)φ〉 ≤ ‖ρ‖∞|I| (1.4.4)
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Proof. We follow the proof from [5]. From the second resolvent identity, and using
that Pφ is a rank one operator, we get,
(H0 − z)−1φ− (Hω − z)−1φ = ω(Hω − z)−1Pφ(H0 − z)−1φ
= ω(Hω − z)−1〈φ, (H0 − z)−1φ〉φ
(1.4.5)
Taking inner product with φ and rearranging yields,
〈φ, (Hω − z)−1φ〉 =
1
〈φ, (H0 − z)−1φ〉−1 + ω
(1.4.6)
Let 〈φ, (H0 − z)−1φ〉−1 = x+ iy. Then,∫
R








To get a bound on on the spectral projection, we use Stone's formula,






〈φ, Im(H − E − iδ)−1φ〉dE (1.4.8)
So, integrating over ω yields,∫
R
〈φ, χ[a,b](Hω)φ〉dω ≤ |I| (1.4.9)







The Wegner estimate is a rst result on the distribution of the eigenvalues of the
cuto RSO model, HLω and an essential ingredient to proofs of localization. It is also
important context for understanding the Minami estimate and will be essential to
proofs in chapter 2. We include here the standard proof for the tight-binding model,
for which the Wegner estimate is an immediate consequence of spectral averaging
result stated above. For a longer discussion and proofs for some continuum models,
see [16].
Theorem 1.4.2 (Wegner Estimate). Let Hω be the discrete Anderson model from
Section 1.1. Assume {ωn} have a common, bounded probability density ρ . Then, for
any interval I ⊂ R
P[ trχI(HLω ) ≥ 1] ≤ ‖ρ‖∞|ΛL||I| (1.4.11)
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Proof. For this model, the Wegner estimate is an immediate consequence of spectral
averaging,













We used the notation Eωn to denote the expectation with respect to just ωn and and
Eω⊥n to denote the expectation with respect to all other variables, {ωm}m6=n. Specif-
ically, we take advantage of the independence of the random variables by iterating
E = Eω⊥n Eωn .
1.5 Minami Estimates and Applications
Minami estimates, originally proven by Minami in [24] is a bound on the probability
that HLω has at least two eigenvalues in a small interval. Below, we provide a simple
proof for the discrete Anderson model that is provided in [5]. For more general
RSO models, this estimate, which is aected by the correlation between distinct
eigenvalues, is more dicult to prove and is the topic of chapters 2 and 4.
Theorem 1.5.1 (Minami Estimate). Let Hω be the discrete Anderson model from
Section 1.1. Assume {ωn} have a common, absolutely continuous probability density
ρ.
Then, there exists a constant depending only on ρ such that for any I ⊂ R,
P[ trχI(HLω ) ≥ 2] ≤ C|ΛL|2|I|2 (1.5.1)
Proof. Let Hω⊥n ,ω̃n denote the rank one perturbation of Hω,
HLω −HLω⊥n ,ω̃n = (ωn − ω̃n)δn (1.5.2)
and let ω̃n be a random variable, independent of, and with identical distribution to,
ωn. Weyl's inequality for rank one perturbations implies that for any interval, I,
| trχI(HLω )− trχI(HLω⊥n ,ω̃n)| ≤ 1 (1.5.3)
We then proceed in a similar manner to the proof of the Wegner estimate, and
use the trick above to get a product of independent random variables,
6




Eω⊥n Eωn [〈δn, χI(H
L




Eω⊥n ,ω̃nEωn [〈δn, χI(H
L









To go from (1.5.5) to (1.5.6), we used (1.5.3), which importantly, is true for any
ωn, ω̃n ∈ R.
One of the main applications of a Minami estimate proving the local eigenvalue
statistics, ξLω,E converges weakly to a Poisson point process.
Below, we outline the proof given in [6], [7] to see the role of Minami estimates,
and specically, the fact that weaker forms of the Minami estimate are still sucient
to prove Poisson statistics.
For some ` << L to be specied later, we divide ΛL into disjoint boxes of side
length `,
ΛL = ∪M`j=1Λ`,j (1.5.9)
such that {HΛ`,jω } are independent operators. We dene random, point measures for








ω,E. Then, the rst step of the proof is to show that ξ̃
L
ω,E and
ξLω,E have the same limit as L→∞. For appropriately chosen `, this is a consequence
of spectral localization.
The second step is to show that the superposition measure, ξ̃Lω,E satises a set of
three conditions, which, from the theory of point processes, imply weak convergence
to a Poisson point process with intensity, νE > 0 [8]. The conditions are that for any















P[ξ`,jω,E(I) ≥ 2] = 0 (1.5.13)
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The Wegner estimate quickly implies (1.5.11). For the second quantity, the inten-
sity is equal to an important quantity called the density of states, n(E) = νE. Then,
(1.5.12) is a consequence of standard results on density of states, along with (1.5.13).
A Minami-type estimate is required to prove (1.5.13). Let us examine a (1.5.13) a
bit further. Using (1.5.1),
∑
j



















which goes to 0 as long as ` = o(L). For the discrete Anderson model above, the
choosing ` = L1/2 is sucient for the proof.
However, the Minami-type estimates proven in Chapters 2 and 4 for models with
higher rank perturbations are weaker than the (1.5.1). But they are sucient to
prove (1.5.13) if we choose dierent values for `.
Copyright© Samuel Herschenfeld, 2021.
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Chapter 2 A Minami Estimate in R by Inverse Tunneling - a Simple
Proof
2.1 Introduction
The proof given in the rst chapter of a Minami estimate for the discrete Anderson
model is heavily reliant on the fact that the single site potential is a rank-one operator.
Since Minami's original work in 1996 [24], there have been few generalizations of
a Minami-type estimate and Poisson statistics to models with non-rank one pertur-
bations, including continuum Anderson models, for which the single site potential is
an innite rank operator.
In 2014, Klopp [22] proved a Minami-type estimate for a one-dimensional, contin-
uum Anderson model with a new approach that attempts to make rigorous common
heuristics about the Minami estimate. In 2018, Deitlein and Elgart [12] proved a
Minami-type estimate in Rd for d ≥ 1 that holds in an interval at the bottom of the
spectrum (in both cases, we say "Minami-type" because the bound acquired is weaker
than in the tight-binding model, (1.5.1)). These two proofs are quite dierent, as is
common for the dierence between one-dimensional and multi-dimensional random
Schrödinger operators. We explore both in Chapters 2 and 4 of this thesis.
This chapter focuses on the d = 1 case. We will provide an alternative proof to
Klopp's. The proof follows the same general strategy while removing some technical
arguments.
Let us discuss here Klopp's strategy, which is to prove that a Minami estimate
on R is a consequence of the Wegner estimate and localization. We recall here the
Wegner and Minami estimates,
P[ trχI(HLω ) ≥ 1] ≤ C|ΛL||I|
P[ trχI(HLω ) ≥ 2] ≤ C|ΛL|2|I|2
We see the bound for the Minami estimate is the square of the bound for the
Wegner estimate and might conclude that the Minami estimate is a result of the
Wegner estimate and some form of independence of close-lying eigenvalues. This is
reected in the proof of Theorem 1.5.1, where we use a rank-one perturbation trick
to get a product of independent random variables.
This trick is not available in the continuum. However, we may still use the idea of
indepedence of the eigenvalues by showing the associated eigenfunctions lie in mostly
distinct regions of space, so that they depend mostly on distinct sets of random
variables and thus are approximately independent. In the case that eigenfunctions
are exponentially localized in space, it is more likely they are independent. We note
that eigenfunctions will be at most approximately independent because of the unique
continuation principle.
Klopp's proof is in two parts. First, given two eigenfunctions associated to eigen-
values of HLω in a small interval, I, he proves they are approximate eigenfunctions
9
for operators restricted to smaller, disjoint, independent domains. This allows for
independent applications of the Wegner estimate.
In case the two eigenfunctions signicantly overlap in space, the idea is that this is
the result of tunneling. So, we nd linear combinations that do lie in disjoint spaces
and control them suciently so they are still approximate eigenfunctions. Klopp
refers to this as "inverse tunneling," to which he attributes the main idea of the
proof.
The result of the above arguments gives a bound on the probability with less than
ideal dependence on the volume. Localization is used to apply the inverse tunneling
Minami estimate to boxes of length ` ∼ (logL)r, instead of the full domain. This
yields an improved estimate.
We provide below an alternative proof to the rst step. In order to execute the
"inverse tunneling," the linear combinations of the eigenfunctions must both
1. be in the domain of Hω restricted to some smaller, predetermined intervals, and
2. still be approximate eigenfunctions for nearby eigenvalues
Klopp uses Prüfer variables to do this. His technique provides for some quantitative
bounds from assuming the eigenfunctions "signicantly overlap" that can be leveraged
into control of the linear combinations.
In our proof, we provide a dierent approach that avoids the technical arguments
using Prüfer variables and instead uses the related but qualitative Sturm's oscillation
theorem. The proof given below also gives a better estimate than the Prüfer variable
approach for the part of the proof without localization. This improved estimate still
falls short of (1.5.1), but may lead to a proof that does not.
2.2 Model and Results
2.2.1 Model
We consider the random Schrödinger operator on R,
Hω := H0 + Vω (2.2.1)








for some single site potential function, v, and random variables, {ωn}n∈Z. We make
the following assumptions on Vω,
(A1) v is a compactly supported, smooth, positive function with supp(v) ⊂ [−R,R],
for R > 0, and sup v =: V+
(A2) We have the covering condition, v > V−χ[0,1], for some V− > 0
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(A3) {ωn}n∈Z is a family of independent and identically distributed (i.i.d.) bounded,
random variables with absolutely continuous distribution, µ, with supp(µ) ⊂
[0, 1]






where HL0 is the Laplacian on [0, L] with Dirichlet boundary conditions and V
L
ω :=
Vωχ[0,L]. Similarly, we will use H
Λ
ω to denote restrictions to other domains Λ. The
results should hold with other self adjoint boundary conditions, we will restrict our-
selves to Dirichlet boundary conditions for simplicity.
We note that our assumptions imply Vω ≥ 0 so that,
σ(HLω ) ⊂ [0,∞) (2.2.4)
2.2.2 Results
The new argument appears in the next section. There, we prove a Minami estimate
with still less than ideal dependence on L. The result is the main theorem of the
chapter,
Theorem 2.2.1. Let I ⊂ [0,∞) be any interval. There exists C > 0, L0 > 0 depend-
ing on I such that for L > L0, we have,
P[ tr (1I(HLω ) ≥ 2] ≤ CL3|I|2 (2.2.5)
In section 2.4, we use localization to improve the dependence on L to get the
following result. This nal Minami estimate is the same result proven by Klopp [22]
and the argument is the same, though we include the proof for completeness. We
recall also that for one dimensional operators like this one, localization holds at all
energies.
Theorem 2.2.2. Let I ⊂ [0,∞) be any interval. Fix any p > 0, β > 1 Then, for
suciently large L (depending on p, β, I), there exist C > 0 such that
P[ tr (1I(HLω ) ≥ 2] ≤ L−p + CL2(|I|+ L−β)2 (2.2.6)
2.3 Proof of the Minami-type estimate Without Localization
The proof of Theorem 2.2.1 begins by showing that if HLω has two eigenvalues close
together, then we may nd close by eigenvalues for Hamiltonians on two disjoint
intervals by choosing from a nite number of points on which to divide [0, L].
This is our version of an inverse tunneling result. A result like this is the heart of
the proof of this Minami estimate as it is in Klopp's proof as well. This proof is also
where our proof is furthest from Klopp's technique. Despite this, both our technique
and Klopp's share the same limitation of only being available for one dimensional
operators.
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Proof of Theorem 2.2.1. For any interval J ⊂ R, we will use the notation {λk(HJ)}∞k=1
to denote the eigenvalues of HJ in increasing order. We note that these eigenvalues
are simple, because d = 1.
The rst step is to consider a xed conguration, ω, such that HLω has at least two
eigenvalues in the inteval I and show the following deterministic fact. We can nd
smaller, mostly disjoint domains J1, J2 ⊂ [0, L] such that the restrictions HJ1ω , HJ2ω
each have an eigenvalue in I. The specic properties of J1, J2 will be set in the
argument below.
Let u1 and u2 be normalized eigenfunctions of H
L
ω associated to eigenvalues
E1, E2 ⊂ I. Suppose E1 = λN(HLω ), E2 = λN+1(HLω ). Let xn be the nth zero of
u1 and ym the m
th zero of u2, with x0 = y0 = 0.
We recall that, by Sturm's oscillation theorem [28, Lemma 5.21], u1 has exactly
N + 1 zeros, u2 has exactly N + 2 zeros and the zeros of u2 interlace the zeros of u1.
Thus, xN+1 = yN+2 = L and,
0 = y0 = x0 ≤ y1 ≤ x1 ≤ . . . ≤ yN ≤ xN = yN+1 = L (2.3.1)
If necessary, let us change the signs of the eigenfunctions so that u1 and u2 are the
same sign on (x0, y1). Note, in particular, that the domain consists of intervals of
the form (xm, ym+1) on which u1u2 > 0 and intervals of the form (ym, xm) on which
u1u2 < 0.
Fix some m ∈ {1, · · · , N}. Note that u1|[0,xm] is a Dirichlet eigenfunction of
H
[0,xm]
ω with eigenvalue E1. Furthermore, since u1|[0,xm] has exactly m + 1 zeros,
Sturm's oscillation theorem gives that E1 = λm(H
[0,xm]
ω ). Repeating this observation
for u2, we have the following,
E1 = λm(H
[0,xm]






ω ) = λN−m(H
[ym+1,L]
ω ) (2.3.3)
We consider p1 ∈ (ym, xm) and p2 ∈ (xm, ym+1). This allows us to control eigenval-
ues on [0, p1] and on [p2, L]. Recall that as a consequence of the minimax theorem, we








ω ) ∈ [E1, E2] (2.3.5)
We wish to nd some k ∈ Z such that H [0,k]ω and H [k+1,L]ω both have eigenvalues
in I, close to E1 or E2.
Depending on the location of the zeros of u1 and u2, one of the following occurs:
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1. there exists k, 0 < k < L − 1 such that k ∈ [ym, xm] and (k + 1) ∈ [xm, ym+1]
for some m
2. there exists k, 0 < k < L−1 such that k ∈ [xm, ym+1] and (k+1) ∈ [ym+1, xm+1]
for some m
3. for all k ∈ {1, · · · , L− 1}, we have k ∈ [ym, xm] for some m
4. for all k ∈ {1, · · · , L− 1}, we have k ∈ [xm, ym+1] for some m
Let us name the events in which these conditions hold for i = 1, 2, 3, 4:
Ωi := {ω such that (i) holds} (2.3.6)
Before continuing, let us emphasize here the consequences of these cases. If (1)
holds then for the given k, the domain monotonicity argument gives that H
[0,k]
ω has
an eigenvalue in I and H
[k+1,L]
ω has an eigenvalue in I. Similarly, if (2) holds then for
the given k, we have that H
[k,L]
ω has an eigenvalue in I and H
[0,k+1]
ω has an eigenvalue
in I. If (3) or (4) holds we get that for all k, H
[0,k]





{ω : tr (1I(HLω )) ≥ 2} ⊂ ∪4i=1Ωi (2.3.7)
and,




We are now ready to reduce our Minami estimate to applications of a Wegner
estimate. The arguments to estimate the probability each of these four events are
similar. To demonstrate the ideas, let us rst estimate the most straight forward




P[ tr (1I(H [0,k]ω )) ≥ 1 and tr (1I(H [k+1,L]ω )) ≥ 1] (2.3.9)
We would like to estimate these summands by a product of Wegner estimates. This





not completely independent. However, they are almost independent since the number
of random variables appearing in both operators is at most 2R (small relative to the
number of random variables).
To resolve this issue, we need a Wegner estimate in which we are allowed to hold
a xed number of random variables xed. We will return to this issue below in the
moment it becomes technically necessary. Now, we return to bounding the summands
above,
P[ tr (1I(H [0,k]ω )) ≥ 1 and tr (1I(H [k+1,L]ω )) ≥ 1] (2.3.10)
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for xed k ∈ {1, ..., L− 2}. Let us assume k ≥ bL/2c (the argument in case k < L/2
will be the same). Let us dene the two random variables Xω,1 := tr (1I(H
[0,k]
ω )) and
Xω,2 := tr (1I(H
[k+1,L]
ω )). Our main obstacle in estimating 2.3.10 is that Xω,1 and
Xω,2 may both depend on ωj for j = k−R, · · · , k+R. Thus, we freeze some of these
random variables so that they are independent (in probability terms, we are taking
the conditional probability of Xω,1 given {ωj}k+Rj=k−R).

















Now in this last line, we would like to estimate the inner and outer integrals both
by a Wegner estimate, but we must take care with the inner integral especially since
we are considering the operator H
[0,k]
ω but only varying {ωj}k−R−1j=0 . It is now well
known that a Wegner estimate like this, in which some random variables are held
xed can be proven with a quantitative unique continuation principle (QUCP) such
as the ones proven in [4] and [26]. These papers have slightly dierent perspectives
and intended applications than we do here, so we believe it may be helpful to provide
here a proof of the necessary Wegner estimate given as an application of a QUCP
proven in [21] which in turn is inspired by the result in [4]. For convenience, we
restate the result here,
Theorem 2.3.1 (QUCP (Corollary A.2 from [21])). Consider the Schrödinger oper-
ator HΛ := −∆(D)Λ + V , where Λ = ΛL(x0) and ||V ||∞ ≤ K < ∞. Let ψ ∈ D(∆Λ).
Fix δ,D such that 0 < δ ≤ D. There exists a constant m̃ = m̃(d, δ,D) > 0, such that
given a measurable set Θ with diam(Θ) ≤ D and x ∈ Λ such that B(x, δ) ⊂ Λ and
R := d(x,Θ) ≥ D, we have,





We wish to prove that,∫
Πk−R−1j=0 dωj(1{Xω,1}≥1) . |I|k (2.3.15)
or, written dierently,
P{j<k−R}[ tr (1I(H [0,k]ω ) ≥ 1] . |I|k (2.3.16)
where we have used the shorthand P{j<k−R} to mean we are only varying ωj for
j < k −R.
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We will follow the usual strategy for proving Wegner estimates, beginning by














E{i<k−R}[ tr (χΛj1I(H [0,k]ω )χΛj)] (2.3.19)
By spectral averaging as in for example [16], we can estimate the terms with
j < k −R,
E{i<k−R}[ tr (χΛj1I(H [0,k]ω )χΛj)] ≤
1
V−






j )] ≤ Cv|I|
(2.3.20)
For k − R < j ≤ k, we must use the QUCP. In particular, we will show there
exists C ∈ (0, 1) such that,
tr (χΛ[k−R,k]1I(H
[0,k]
ω )χΛ[k−R,k]) < C tr (1I(H
[0,k]
ω )) (2.3.21)
In this case, 2.3.21 along with 2.3.20 implies,








which is exactly the Wegner estimate desired. So, to complete this Wegner estimate,
we return to proving 2.3.21 using the QUCP.
Let φ be a normalized eigenfunction of H
[0,k]
ω with associated eigenvalue E ∈ I.
We will apply the QUCP to the operator HE := H
[0,k]
ω and φ. Our exceptional set
will play the role, Θ := [k − R, k], with D = |Θ| = R, x := k − 2R, δ := R/2, and
the R of the QUCP equal to D which is the same as our R from our potential. Then
the QUCP, gives the following inequality,





where C1 > 0 depends on D, m̃,K andK > 0 depends on V+ and sup I. In particular,
we get,
||φ|Θ|| ≤ C2||φ|x,δ||ρ ≤ C2(1− ||φ|Θ||)ρ (2.3.24)
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where C2 is a positive constant independent of k and
0 < ρ := 2/(2 + m̃R4/3 log(R)) ≤ 1 (2.3.25)
We recall here that R ≥ 1.
Note that the function f(x) = C2(1 − x)ρ − x is decreasing with f(0) = C2 > 0,
f(1) = −1, so that f(C0) = 0 for some C0 ∈ (0, 1) depending on C2 and ρ. Thus,
(2.3.24) implies (importantly) that ||φΘ|| ≤ C0 < 1, where C0 depends on ρ which in
turn depends on R.
Finally, we return to proving 2.3.21, recalling that [k −R, k] = Θ,
tr (χΘ1I(H
[0,k]










||(φE)Θ||2 ≤ C20 tr (1I(H [0,k]ω )) (2.3.27)
which completes the proof of (2.3.21).




≤ (Ck|I|) (C ′(L− k − 1)|I|)
≤ C ′′L2|I|2
(2.3.28)
where the rst inequality requires the Wegner estimate proven in this section. The
second inequality uses a Wegner estimate in which we vary all the random variables
(the QUCP argument is not used). Now, summing over k, we have,
P[Ω1] . L3|I|2 (2.3.29)
When estimating P[Ω2], we are given k, we proceed in exactly the same way, but
we have operators that overlap by at most one more random variable. In particular,
2.3.10 is replaced by,
P[ tr (1I(H [0,k+1]ω )) ≥ 1 and tr (1I(H [k,L]ω )) ≥ 1] (2.3.30)
Thus, the same argument will give the desired estimate, but our exceptional set in
the Wegner set is [k−R−1, k+1] which of course will change the constants but they
will remain independent of L and I.
Let us describe how to estimate P(Ω3) and P(Ω4). At rst glance, it appears
that in cases (3) and (4) above, we cannot use the same arguments, since we do
not have eigenfunctions extending from both 0 and L. However, we are guaranteed
an eigenfunction on a small domain which saves us. For example, take case (3).









ω both have eigenvalues in I. So, in the same way we estimated P[Ω1],






where Yω,1 := 1I(H
[0,1]
ω ) and Yω,2 := 1I(H
[0,L]
ω ). So, the internal integral is estimated
by a Wegner estimate for H
[0,L]
ω but we have frozen the rst R random variables.
Thus, the same Wegner estimate we used to bound P[Ω1] allows us to bound this in
the same way. In this case, we get,
P[Ω3] . L|I|2 (2.3.33)
Estimating P[Ω4] is similar but we have an eigenfunction for H [L−1,L]ω .
Putting together the estimates for Ωj, j = 1, 2, 3, 4, we get,
P[ tr (1I(H [0,L]ω ) ≥ 2] . L3|I|2 (2.3.34)
2.4 Improving the Minami-Type Estimate Using Localization
In this section, we prove Theorem 2.2.2 by following Klopp's arguments. We recall
the idea of the proof is to use the localization of eigenfunctions to reduce to smaller
intervals. We consider the event that eigenfunctions in I are exponentially decaying
and cover our domain [0, L] with intervals of length ` ∼ (logL)1/ξ. We show that
localized eigenfunctions are approximate eigenfunctions on the scale ` and so ifHLω has
two eigenvalues in I, the restriction of HLω to two length ` intervals have an eigenvalue
near I. In the event the two intervals are far apart, so that the Hamiltonians are
independent, we may again use Wegner estimates. In the event the two intervals are
close together, we apply Theorem 2.2.1.
Localization can be characterized in many ways. Our focus is on proving the
Minami-type estimate for our model and so we will not provide here a proof of local-
ization. For this section, we will assume a result that we can directly apply and that
directly expresses the features of localization we have described earlier, namely the
exponenetial decay of eigenfunctions. In particular, we assume the following lemma
from [15],
Lemma 2.4.1. [Lemma 1.1 from [15]] For any p > 0 and ξ ∈ (0, 1), for L ≥ 1
large enough, there exists a set of congurations Z such that P(Z) ≥ 1−L−p and for
ω ∈ Z, if
(1) φ is a normalized eigenvector of HLω with associated eigenvalue E ∈ I
(2) xm ∈ ΛL is a maximum of x 7→ ||φ||x =: ‖φ|B(x,1)‖,




In [15], and in [22] this result is proven as a consequence of a stronger expression
of localization for multiple families of random Schrödinger operators including the
one discussed here. To see a complete proof of localization for a category of one
dimensional continuum operators that includes ours and that holds at all energies,
see [9].
As in [22, Lemma 3.6], lemma 2.4.1 can be used to prove the following lemma
in which we see that our localized eigenfunctions are approximate eigenfunctions for
operators on the scale `. Here and in the remainder of the chapter, we use the notation
Λd(x) := [x− d, x+ d] ∩ [0, L].
Lemma 2.4.2. Let l = (r log(L))1/ξ for r > 0, ξ ∈ (0, 1). For L suciently large,
ω ∈ Z, γ ∈ ΛL, if HLω has k eigenvalues in I with localization centers in Λl(γ), then
H
Λ3l(γ)
ω has k eigenvalues in
I + 2[−L−α, L−α]
for α = r − 1− p as long as α > 1.
We include a proof for k = 1, 2, the cases used in this section.
Proof of Lemma 2.4.2. Let k = 1 and φ a normalized eigenfunction of HLω with eigen-
value e ∈ I. Then let χ be a smooth cuto function that is identically 1 on Λ2l(γ)
and has support contained in Λ3l(γ). Then, an application of Lemma 2.4.1 gives,
||(HΛ3l(γ)ω − e)(χφ)|| ≤ Lp+1e−
ξ
= L−(r−1−p) (2.4.1)
By a similar calculation, using that α > 1, we get that ||χφ|| > 1 − L−(α−1) > 1
2
so we get the desired result.
If k = 2 and φ1, φ2 are normalized eigenfunctions with associated eigenvalues in
I, then,
| < χφ1, χφ2 > | ≤ 3L−(α−1)
This, along with the argument above gives the desired result.
We now complete the proof Theorem 2.2.2.
Proof of Theorem 2.2.2. Fix ξ ∈ (0, 1) and p, r > 0. Let l = (r log(L))1/ξ and Γ = l
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Z.
Suppose for ω ∈ Z, HLω has two eigenvalues in I with localization centers x1 < x2.
Consider the two cases,
1. |x1 − x2| ≥ l
2. |x1 − x2| < l.
In case of (1), there exist γ1, γ2 ∈ Γ with d(γi, xi) ≤ l8 for i = 1, 2 and
d(Λ3l/8(γ1),Λ3l/8(γ2)) ≥ l4 . Thus by Lemma 2.4.2, H
Λ3l/8(γi)
ω has an eigenvalue in
I+[−L−α1 , L−α1 ] where α1 = (18)
ξr−1−p. Furthermore, we have that HΛ3l/8(γ1)ω and
H
Λ3l/8(γ2)





In case of (2), there exists γ ∈ Γ such that x1, x2 ∈ Λ9l/16(γ) ⊂ Λl(γ) (by taking
the point closest to the midpoint of x1 and x2). So, by lemma 2.4.2, we get that
Λ3l(γ) has two eigenvalues in I + [−Lα2 , L−α2 ] where α2 = r − 1− p.
We may now bound the probability of having two eigenvalues in I by the event
that (1) or (2) from above occurs for some point(s) in Γ. Let Iα = I + [−L−α, L−α].
P[ tr (1I(HLω )) ≥ 2] ≤ L−p +
∑
γ∈Γ





P[ tr (1Iα1 (H
Λ3`/8(γ1))) ≥ 1 and tr (1Iα1 (H
Λ3`/8(γ2)) ≥ 1]
(2.4.2)






≤ L−p + C ′′L2|Iα1|2 (2.4.4)
where we used Theorem 2.2.1 for the terms in the rst sum and the Wegner
estimate for the terms in the second sum. In the nal inequality, we use |Iα2| < |Iα1|.
Since α1 = (1/8)
ξr − 1 − p, and we can x any ξ ∈ (0, 1), we can nd r so that
α1 = β for any β, which gives us,
P[ tr (1I(HLω )) ≥ 2] ≤ L−p + C ′′L2(|I|+ L−β)2 (2.4.5)
2.5 Conclusion and Further Questions
This work, along with the work in Chapter 4 is motivated by a desire to improve
and generalize techniques for proofs of Minami estimates for non-rank one models.
It was an accomplishment in this chapter to replace the technical Prüfer variable
argument Klopp uses with an argument only based on Sturm's oscillation theorem
and domain monotonicity. However, Sturm's oscillation theorem is often proven using
Prüfer variable techniques, and so if we wanted to extend the argument to models
where Prüfer variables are unavailable such as in Rd, for d > 1, then we would likely
need some signicant additional arguments. It is an interesting and dicult question
(that we could not answer) if any proof could be given for d > 1 that still is generally
based on "inverse tunneling" and the approximate independence of eigenfuntions in
space.
It was also an accomplishment of this chapter to improve the L dependence of the
Minami estimate (without localization) from the dependence acquired by Klopp. It is
perhaps an easier problem than the one above to improve the estimate further to the
ideal dependence, L2, without the explicit use of localization. After all, localization
holds at all energies for this one dimensional model, so perhaps using other one-
dimensional techniques, like Sturm's oscillation theorem, are sucient to prove an
19
ideal Minami estimate. Looking at where there is room to improve the proof, one
might try to nd a way to identify events that are overcounted in estimates like
(2.3.9).
Copyright© Samuel Herschenfeld, 2021.
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Chapter 3 Eigenvalue Statistics for Lattice RSO's with Decaying
Potentials
3.1 Inroduction
In this chapter, we will prove that the random point measures of the local, rescaled
eigenvalues of some random Schrödinger operators with decaying, random potential
have the same limit as the free Laplacian. This is an improvement of a result of Dolai
and Krishna [13] in the rate of decay allowed for the potential.
It is now well known that the limiting process for the local eigenvalue statistics
of the Anderson model in the localization regime is a Poisson point process. The
existence of a delocalized regime and any distinct limiting process for it are open
problems.
Local eigenvalue statistics for other random operator models are also of interest,
both because the models are of independent interest, and because progressing towards
the demonstration of any phase transition might be illuminating for many models.
In this chapter, we study random Schrödinger operators with a decaying, random
potential. The perturbation of the free Laplacian by a potential with power decay
has been studied in the context of scattering theory. For example, if the potential,
V , decays suciently fast, we expect states to propagate at innity like free states.
Indeed, [25, Theorem XIII.33] if V is a short range potential V (x) . (1 + |x|)−α for
α > 1, the absolutely continuous parts of the spectra of HV and H0 are unitarily
equivalent.
Results like this make decaying, random potentials a tempting context to try to
prove properties related to delocalization, which have been more elusive than proofs
related to localization for random operators like the Anderson model.
What is known about random, decaying potentials is more complicated than the
result described above. In [20], the main theorems concern discrete, random, decay-
ing potentials, Vω(n) = anωn on `
2(Zd), d ≥ 3 with |an| . |n|−α, α > 1, and certain
unbounded but nite variance random variables ωn. They prove that for these po-
tentials, σ(Hω) = R, σc(Hω) ⊂ [−2d, 2d], σac(Hω) = [−2d, 2d] almost surely. The
part of their result concerning the continuous spectrum resembles the deterministic
result on short range potentials from the previous paragraph. Indeed, it would be
a direct consequence of the scattering theory if the {ωn} were bounded. However,
the previous result does not directly apply because Vω is almost surely unbounded.
Nevertheless, it seems randomness allows for an "eective decay" that behaves like
|n|−α almost surely.
In [11], the main theorem provides an interesting picture for the one-dimensional,
discrete case. In this model, Vω(n) = λanωn, with |an| ∼ |n|−α, with some moment
conditions on {ωn}. They prove that if α ∈ [0, 1/2), the spectrum of Hω is pure
point and if α > 1/2, the spectrum in [−2, 2] is purely continuous. If α = 1/2,
there exists transitions in both the coupling constant, λ, and in the energy from pure
point to continuous spectrum. The main theorem gives results for more specic cases
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and provides decay rates for eigenfunctions, but we emphasize here that we see that
the randomness allows for even slower decay (down to α > 1/2) to still provide for
continuous spectrum in [−2, 2].
In [2], Bourgain extended part of this generalization to d = 2 proving [−4, 4] ⊂




There are not as many results investigating the eigenvalue statistics of RSO's
with random, decaying potentials. Dolai and Krishna investigate the local eigenvalue
statistics for some of these models, proving they have the same limit as the free
operator for power decay down to α > 2. We give a variation on their argument,
which improves the result to α > 1.
3.2 Model and Main Theorem
We consider the random Schrödinger operator on `2(Zd),
Hω = H0 + Vω (3.2.1)
where H0 is the centered, discrete Laplacian and Vω is a random potential. We dene







We make the following assumptions on the potential Vω,
 {ωn}{n∈Zd} is a collection of i.i.d. random variables with bounded, absolutely
continuous density.
 {an}n∈Zd is a sequence of real, constants satisfying a power decay bound,
|an| ≤ V+(1 + |n|)−α (3.2.3)
for some V+ > 0 and α > 0.
Let ΛL = [−L,L] ⊂ Zd and dene the cuto operators by,
1. HL0 = χΛLH0χΛL ,
2. HLω = χΛLHωχΛL ,
3. V Lω = χΛLVωχΛL .
We dene the following point measures on R for E ∈ R, by the locally rescaled















The main theorem of the chapter is the following,
Theorem 3.2.1. Let f ∈ C∞0 (R). Suppose the coupling constants have power decay,
for V+, α > 0,
|an| ≤ V+(1 + |n|)−α (3.2.5)








fdµωL,E = 0 (3.2.6)
for all E ∈ R and any ω.
Remark. 1. We note here that this result is a an improvement on the of Dolai
and Krishna in [13]. In particular, their result holds for α > 2 instead of α > 1.
2. In [13], the random variables are allowed to be unbounded with nite rst mo-
ment, while here the random variables are assumed to be bounded. In exchange
for this restriction, the result holds for all ω instead of almost surely.
Remark. Let us make make some comments here on the scaling in the denition of
these measures. The scaling we used here is the same as in [13]. However, this scaling
is dierent than the scaling used for the point processes for the ergodic Anderson
model, HLA, in the localized regime, ∑
λ∈σ((2L+1)d(HLA−E))
δ(x− λ) (3.2.7)
The scaling used here is related to spectral properties of the free Laplacian. Consider







Since HL0 may have eigenvalues with multiplicity up to L
d−1 for innitely many
L, (see [18] for the continuum case or examine the formulas in Lemma 3.4.1 for
the discrete case), we see that supL
∫
f dµ0,rL,E may be unbounded for r > 1 and
f ∈ C∞0 (R).
However, eigenvalues of HL0 have multiplicity bounded by CL
d−1. Also, in Lemma
3.4.1, we show the related fact that for |I| ≥ CL−1, d ≥ 3 we have the Wegner type
bound,
|σ(HL0 ) ∩ I| . Ld|I| (3.2.9)
This fact, in turn, guarantees that supL
∫
f dµ0,rL,E < ∞ for r ≤ 1. Thus, the choice
r = 1 seems correct, being the largest value (giving the nest window on the eigenval-
ues) for which µ0,rL,E might have a limit. In [13] Dolai and Krishna prove {µ0L,E}L has
a limit point for E ∈ (−2d,−2d+ 2) ∪ (2d− 2, 2d) and a formula is conjectured as a
limit at all E ∈ (−2d, 2d).
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3.3 Proof of Main Theorem
We now proceed with a proof of the main theorem.
Proof. Let λk be the k
th eigenvalue of HL0 counting multiplicity with associated or-
thonormal eigenfunctions {ψk}, and let νk be the kth eigenvalue of HLω counting
multiplicity with associated orthonormal eigenfunctions {φk}.
For ease of notation, let {λ̃i}, {ν̃i} be the eigenvalues of (2L + 1)(HL0 − E) and
(2L+ 1)(HLω − E) respectively,
λ̃i := (2L+ 1)(λ
L
i − E),





























































〈Vωψi, φj〉〈φj, ψi〉 (3.3.7)
Let ε = α−1
2
> 0. We divide the above sum into sections determined by the size of
λ̃i, i.e. the distance between λi and E. We dene the partition of index sets below,
I0 = {i : |λi − E| ≤ L−1+ε}
Ik = {i : L−1+kε < |λi − E| ≤ L−1+(k+1)ε}
for k = 1, · · · , b1
ε
c. We further note, that for suciently large L, d ≥ 3, Lemma 3.4.1,
implies that,
|Ik| . Ld−1+(k+1)ε (3.3.8)
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L−αLd−1+ε . L1−α+ε = L−ε (3.3.15)
Here, we used that sup ‖Vωψi‖ . L−α. We can see this as a consequence of the







L−d(1 + |n|)−2α . L−2α (3.3.16)
as desired.
For k > 0, the estimate is similar, but we use that f is compactly supported. In
particular, for some R > 0, if |νj − E| > RL−1, then f(ν̃j) = 0. Similarly, for all



























































L−αLd−1+(k+1)ε = L1−α+ε = L−ε (3.3.22)






∣∣∣∣ . (1 + 1ε )L−ε → 0 (3.3.23)
Finally, we note that if d = 2, if we perform the same calculations using lemma
3.4.1, (2), the result still holds.
3.4 Some Spectral Properties of HL0
In this section, we prove two lemmas on the structure of the eigenvalues and eigen-
functions of the cuto, free Laplacian that are used in the previous section. First, let
us list the eigenvalues and associated orthogonal, normalized eigenfunctions of HL0 .

























for j1, · · · , jd ∈ {1, · · · , 2L+ 1}.
We begin with a lemma on counting the eigenvalues of HL0 in an interval. After,
we prove the normalization constant for the eigenfunctions above is correct.
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Lemma 3.4.1. Let HL0 be as dened in the previous section and d ≥ 3. We denote
the eigenvalues of HL0 counting multiplicity in nondecreasing order as {λi}2L+1i=1 . Let
I ⊂ R be an interval. Then, there exist constants C1, C2, L0 > 0, such that the
following holds for |I| ≥ C1L−1,
1. If d ≥ 3,
|{i : λi ∈ I}| ≤ C2|I|Ld (3.4.3)
2. If d = 2,
|{i : λi ∈ I}| ≤ C2|I|Ld | log |I|| (3.4.4)
Remark. 1. The bound here is similar to the bound in a Wegner estimate, telling
us the eigenvalues are approximately uniformly distributed at the appropriate
scale. By the appropriate scale, we mean the minimum size of I.
This condition on the minimum size of I is strictly necessary. To see this
explicitly, we can nd large L for which there are eigenvalues with multiplicity
up to Ld−1, so that .





is simpler to prove. In the proof below, we prove that |m−1(I)| . |I| for m(θ) =
2
∑
cos(θj). In the continuum, we would use the function m(k) = |k|2, for
which this technical result is almost immediate.
Lemma 3.4.2. Let {ΨLj1,··· ,jd} be the eigenfunctions of H
L
0 as in the beginning of this
section. Then,
‖ΨLj1,··· ,jd‖ = 1 (3.4.6)
In particular, the eigenfunctions are uniformly delocalized,
sup
j1,··· ,jd,n
|ΨLj1,··· ,jd(n)| ≤ L
−d/2 (3.4.7)
Now, we begin the proofs of the above two lemmas.
Proof of Lemma 3.4.1. Let ZL = { 12L+2π, · · · ,
2L+1
2L+2
π}d. Let m(·) : [0, π]d → R,
m(θ) = 2
∑d
`=1 cos(θ`) so that for an interval I ⊂ R, for suciently large L, we
have
|{i : λi ∈ I}| = |m−1(I) ∩ ZL| (3.4.8)
It appears as though this count is simply proportional to the volume of the preim-
age m−1(I) scaled by ( 1
2L+2
)d, but we must be a little careful. If I is too small, this is
may not be the case since m−1(I) may contain a level surface with many eigenvalues
(an energy with high multiplicity) but not many distinct energies. So, we continue
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our estimate rigorously below to avoid this issue. In particular, we'll see we can
proceed with the intuitive estimates if |I| ≥ C 1
L
.
Let BL = {Λ = Λ π
2L+2
(x) : Λ has vertices in ZL}, a partition of [0, π]d into boxes
of side length π
2L+2
. Then,
|{i : λi ∈ I}| = |m−1(I) ∩ ZL| (3.4.9)
≤ (2L+ 2)d | ∪ {Λ ∈ BL : Λ ∩m−1(I) 6= ∅}| (3.4.10)
The union of small cubes in (3.4.10) is contained in some neighborhood of m−1(I).
In particular, consider Λ ∈ B, a cube of side length π
2L+2
, such that Λ ∩m−1(I) 6= ∅
and θ ∈ Λ. Then, we must have |θ −m−1(I)| ≤ d1/2 π
2L+2
. Thus,




Above, we bounded a union of boxes by a neighborhood of m−1(I). We now use that
this neighborhood is contained in the preimage of an expanded interval, Ĩ, I ⊂ Ĩ,
with the same center as I and,
Ĩ := I +
[
− sup |∇m| πd
1/2
2L+ 2





Indeed, we check here the claimed containment. If there exists θI ∈ m−1(I), and
|θ− θI | < πd
1/2
2L+2
, then |m(θ)−m(θI)| ≤ sup |∇m|πd
1/2
2L+2
. So, |m(θ)− I| < sup |∇m|πd1/2
2L+2
and θ ∈ m−1(Ĩ). We therefore, get,
(3.4.11) ≤ (2L+ 2)d |m−1(Ĩ)| (3.4.13)
where, importantly,







so that, if |Ĩ| ≥ C/L, as we have assumed, then |Ĩ| . |I|. Therefore, it is sucient to

















Fix a single octant, which we will label by the corner of the associated unit cube,
δ = (δ1, · · · , δd) ∈ {−1, 1}d. Then, we change variables again, zj := 1−|yj| = 1−δjyj




Dδ := [0, 1]
d ∩ {2
∑
δ`z` ∈ b− Ĩ}
(3.4.17)
where, b = 2
∑
` δ` ∈ {−d, · · · , d} depends on the octant chosen. Now, since z` ≤ 1,










First, let us consider the case, d = 2, δ = (1, 1), the rst quadrant in the {y`}
coordinates. We note that in this case, b = 2 and that the estimates for δ = (−1,−1),






















dθ . E2 − E1 = |Ĩ|, (3.4.20)
which would complete the desired estimate in this case. We note that we have an
inequality when switching to polar coordinates, because we may have expanded the
region of integration outside [0, 1]2.
Now, for d ≥ 3, for any δ ∈ {−1, 1}d, there are at least two coordinates with the
same sign. So, x δ and without loss of generality, let us permute coordinates and



















Above, the interior integral is bounded by |Ĩ| in the same way as the d = 2 case
and the exterior integral is equal to 2(d− 2). Adding up the above estimate for each
octant completes the proof for d ≥ 3.
Finally, we return to part (2) of the lemma, the d = 2 case. We must estimate the
above integral for the second and fourth quadrant, which are the same up to changing





Let us assume that E1 ≥ 0. Otherwise, we can divide [E1, E2] into [E1, 0] ∪ [0, E2].
By symmetry, the integrals for [0, E] and [−E, 0] are equal, so it is sucient to bound
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each of the two integrals by an integral over z2−z1 ∈ [0,max{|E1|, E2}]. We simplify
further, by noting that if E1 > 0 and E1−ε > 0, that the integral for z2−z1 ∈ [E1, E2]
is bounded above by the integral for [E1−ε, E2−ε] and so we may assume that E1 = 0.




















− 1)dz1 = 2(
√


















1/E) ≤ 2E log(1/E) (3.4.26)
which completes part (2) of the lemma.
Next, we prove the lemma on the delocalization of the eigenfunctions on HL0 .
Proof of Lemma 3.4.2. Since we already have the formula for ΨLj1,··· ,jd(n), this is an












for any j ∈ {1, · · · , 2L + 1} and any L. To simplify notation, we show the shifted,

































































3.5 Conclusion and Further Questions
The result in this chapter proves the expected analogue for local eigenvalue statistics
to the scattering theorey of short range potentials (potentials with power decay down
to α > 1). An interesting problem that motivated this project, along with to the
result of Dolai and Krishna, is to get a similar result for decay down to α > 1
2
, the
analogue of the interesting result of Bourgain, [2]. This result would surely need to
use the randomness in the model in a more essential way.
Copyright© Samuel Herschenfeld, 2021.
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Chapter 4 A Minami Estimate for a Finite Rank Lattice Model
4.1 Introduction
In this chapter, we prove a Minami-type estimate at the band edges of the spectrum
for a polymer model with single site potential of nite, uniform rank in Zd (d ≥ 1).
We apply the technique of Dietlein and Elgart [12]. In [12], they prove a Minami-type
estimate for a continuum model in Rd. Our result is an improvement on the previously
proven results for the nite-rank polymer model described below. We also have the
goal of illuminating the essential parts of the technique of Dietlein and Elgart, so it
may be applied to a wide range of other non rank-one models.
Models on Zd with uniform, rank m <∞ single site potential were studied by His-
lop and Krishna in [17]. They proved a generalized Minami estimate of the following
form,
P[ trχI(HLω ) > m] ≤ CM,mL2d|I|2 (4.1.1)
Additionally, they used this estimate to prove that the local eigenvalue statistics
converge to a compound Poisson point process. We prove below a Minami-type
estimate of the form,
P[ trχI(HLω ) > 1] ≤ CL4d|I|| log |I||−p (4.1.2)
for arbitrary p > 0. We note that the bound on the probability is worse, but im-
portantly, we bound the probability of having at least two eigenvalues in I instead
of m + 1. This is sucient to prove that the local eigenvalue statistics converge to
a Poisson point process instead of a compound Poisson point process. However, the
general Minami estimate in [17] holds at all energies, while our result holds only in
an interval at the edge of the spectrum.
Let us now summarize the strategy of the proof, which closely follows the proof in
[12]. Most of the proof works towards proving an estimate on the minimum eigenvalue
spacing on some energy interval ΣM ⊂ Σ,
spacΣM (H
L




|Eωj − Eωj+1| (4.1.3)
In particular, we acquire a bound on P[spacΣM (H
L
ω ) < δ]. The level spacing estimate
itself is a type of Minami estimate, since we are bounding the probability of the event
of having two eigenvalues near each other. However, the level spacing itself is too
weak in its dependence on δ to be able to prove Poisson eigenvalue statistics. We
follow [12] and make an improvement to get the Minami estimate.
To get a bound on P[spacΣM (H
L
ω ) < δ], the strategy again is in two parts: an
initial spacing estimate, and a Cartan-type lemma similar to one used by Bourgain
in [3].
The initial spacing estimate is a perturbation theory result. It is also the key esti-
mate (both in regards to being able to apply the technique to any specic model,
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and the energy interval on which the Minami estimate holds). For some small





The initial spacing estimate is necessary to use a Cartan-type lemma on
spacΣM (H
L
ω ). The Cartan-type lemma is a bound on the variation of an analytic
function (of several variables). Specically, in [12], the lemma is applied to the dis-
criminant of HLω in an energy restricted interval, which is an analytic function of ω.
The discriminant bounds the level spacing,
F (ω) := spacΣM (H
L
ω ) (4.1.4)
The result is a bound on the size of the set where F is small,
|ω ∈ Qε : spacΣM (H
L
ω ) < δ| (4.1.5)
depending on δ0 (see Lemma 4.3.2), which will imply the level spacing estimate.
Finally, let us make some comments on the necessary properties for the proof of
the initial spacing estimate. Consider HΛm,∗0 where ∗ can mean both Dirichlet and
Neumann boundary conditions and Λm is the support of some single site potential.
The proof of the inital spacing estimate uses Dirichlet-Neumann bracketing in order
to take advantage of the spectral properties of HΛm,∗0 . In particular, it is essential that
an edge of the spectrum of HΛm,∗0 consists of a simple eigenvalue and a gap between
this extreme eigenvalue and the rest of the spectrum. This gap is directly tied to ΣM ,
the set on which the Minami estimate holds.
We also note that Dietlein and Elgart also prove versions of the initial spacing
estimate and the level spacing estimate for energies in the localization regime with a
better probability bound, but we do not include one here.
4.2 Model






So, σ(H0) = [0, 4d].
Let Λr(n) =
∏d
j=1{nj, · · · , nj +r−1} be a cube with side length r ∈ N and vertex
at n ∈ Zd. Let χΛ be the characteristic function on Λ, or equivalently in this model,
χΛ = PΛ, the projection onto the sites in Λ with rank |Λ| = rd. Note that rd is equal
to the m from the introduction.
Let,
Hω = H0 + Vω (4.2.2)





 {ωn}n∈rZd is a collection of i.i.d. bounded, random variables with continuous
density ρ and suppρ = [0, 1]. We also assume ρ is Lipschitz-continuous and
bounded below,
|ρ(x)− ρ(y)| < K|x− y| and ρ− < ρ(x) < ρ+ (4.2.3)
for some K, ρ−, ρ+ ∈ (0,∞) and all x, y ∈ [0, 1].









We also note that our assumptions imply that the deterministic spectrum for this
this model is,
Σ = σ(H0) + supp(ρ) = [0, 4d+ 1] (4.2.4)
by which we mean σ(Hω) = Σ almost surely.
4.3 Functional Analytic Lemmas
In this section, we repeat two essential lemmas from [12]. The proofs, along with
intermediate lemmas used in their proofs can be found in [12, Section 3].
These lemmas are independent of the specic model we are interested in and rely
only on functional analysis. We begin with the context and notation required for the
lemmas.
Let A be self-adjoint operator on a separable Hilbert space, H and let I ⊂ R be
an interval with |I| ≤ 1
2
. Fix ε ∈ (0, 1
12
). We assume A has n eigenvalues in I and
there exists a gap between I and the rest of the spectrum of A,
n := trχI(A) <∞,
d(I, σ(A)\I) ≥ 6ε
(4.3.1)
where d(A,B) = the distance between two sets A and B in R.
Let B be a bounded, self-adjoint operator with ‖B‖ ≤ 1 and consider the one-
parameter family of operators,
As := A+ sB (4.3.2)
for s ∈ (−ε, ε).
Let Iε = I+ (−ε, ε) and let {Esi }ni=1 be the eigenvalues of As in Iε. We also denote







Lemma 4.3.1 (Lemma 3.1 from [12]). Let 0 < δ < ε < 1
12















Let N ∈ N and 0 ≤ Bk ≤ 1 be self-adjoint operators for k ∈ {1, · · · , N} such that∑
k Bk ≤ 1. Consider the N -parameter family of operators,




for (s1, · · · , sN) ∈ (−ε, ε)N .
The following is the Cartan-type lemma we refer to in the introduction and in the
proofs below.
Lemma 4.3.2 (Lemma 3.4 from [12]). Suppose there exists δ0 ∈ (0, ε) and s0 ∈
(−ε, ε)N such that,
spacIε(As0) > δ0 (4.3.6)
Then, there exist constants C1, C2 such that,









for all δ ∈ (0, 1).
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4.4 Eigenvalue Spacing and Minami Estimates
Recall that r ∈ N is xed by the projections χΛr(k), which are rank rd and we assume
L ∈ rN.
We begin with the key level spacing estimate, proving that there is an energy
interval on which we can nd a conguration where two eigenvalues in an interval, I
cannot be too close together. Theorem 4.4.1 is the full initial spacing estimate and is
a result of induction on this lemma. We recall the notation introduced in the previous
section, Iε = I + [−ε, ε].
Lemma 4.4.1 (Initial Spacing Estimate). Let ε ∈ (0, 1
12
). We suppose there is a
conguration ω0 and an interval I ⊂ R with |I| ≤ 12 for which the following holds,
1. The local Hamiltonian HLω0 has n eigenvalues {E
ω0
i }ni=1 in I, counting multiplic-
ity, and the interval I is well-separated from σ(HLω0)\I,
d(I, σ(Hω0)\I) ≥ 8ε (4.4.1)
2. The interval I is located in a region at an edge of the spectrum,
I ⊂ [0, γL,n,r] ∪ [4d+ 1− γL,n,r, 4d+ 1] (4.4.2)
where,








We note that this immediately implies the average of the eigenvalues is also







i ∈ [0, γL,n,r] ∪ [4d + 1 −
γL,n,r, 4d+ 1]
Then, there exists ω̂ ∈ Q̂ε := ω0 +[−ε(1−L−(2d+1)), ε(1−L−(2d+1))]ΛL, and an integer
1 ≤ k ≤ n− 1 so that
|Eω̂k+1 − Eω̂k | > 8εL−(2d+1). (4.4.4)
Proof. We proceed by proving the contrapositive: suppose under the condition (1),
all the eigenvalues in Iε lie close together for all ω ∈ Q̂ε,
sup
ω∈Q̂ε
maxk|Eωk+1 − Eωk | ≤ 8εL−(2d+1) (4.4.5)
then we must have,
E
ω ∈ (γL,n,r, 4d+ 1− γL,n,r) (4.4.6)




ω| ≤ 8nεL−(2d+1) (4.4.7)
We recall that L ∈ rN, so that ΛL consists of (L/r)d subcubes, each containing





be the Neumann and
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Dirichlet Laplacians for the subcube, Λr(k) respectively. Recall the notation for the
set of points, k ∈ rZd that index our subcubes, Λ∗L := rZd ∩ ΛL.
We will use Dirichlet-Neumann bracketing (see Section 4.5 for denitions of Dirich-
let and Neumann boundary conditions in the lattice and [19, Section 5.2] for a proof
of Dirichlet-Neumann bracketing in the lattice):⊕
k∈Λ∗L




For ease of notation, we dene the spectral projection Pω := χIε(H
L
ω ), which in
this case, is simply the projection onto the span of the eigenspaces of HLω associated
to eigenvalues in Iε.
















k + ‖Vω‖ trPω (4.4.9)
using that Vω ≥ 0 for the left most inequality.
Let RNk,0 be the projection onto the eigenspace corresponding to the smallest eigen-
value of ∆Nk and R
D
k,m be the projection onto the eigenspace corresponding to the
largest eigenvalue of ∆Dk .
Examining (4.5.7) conrms that RNk,0 and R
D
k,0 are both rank one projectors. Fur-
thermore, γr := 2(1− cos(π/r)) is equal to the second smallest eigenvalue of ∆Nk and
4d− γr is equal to the second largest eigenvalue of ∆Dk . We therefore, have,
∆Nk ≥ 0 ·RNk,0 + γr(RNk,0)⊥
= γrχΛr(k) − γrRNk,0,
∆Dk ≤ 4dRDk,m + (4d− γr)(RDk,m)⊥




⊥ are understood to be the complements in `2(Λr(k)).














(4d− γr) trPωχΛr(k)Pω + γr‖PωχΛr(k)Pω‖








































trPωχΛr(k)Pω. An application of Lemma 4.3.1 with δ = 8nεL
−2d+1
and ε′ = ε(1− L−(2d+1)) guarantees that,
















































ω ∈ (γL,n,r, 1 + 4d− γL,n,r) (4.4.17)
as desired.
The above lemma is the key result for determining if these techniques can prove a
Minami estimate for a specic model. Thus, if we wish to apply the same machinery
to a dierent model, or if we want to get an improvement in the energy at which the
result holds, we should look to this lemma rst.
Next, we prove the full initial spacing estimate by induction, using the previous
lemma.
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Theorem 4.4.1 (Initial Spacing Estimate, Inductive Step). Let ε ∈ (0, 1
12
). We
suppose there is a conguration ω0 and an interval I ⊂ R with |I| ≤ 12 for which the
following holds,
1. The local Hamiltonian HLω0 has n eigenvalues E
ω0
i in I, counting multiplicity,
and the interval I is well-separated from σ(HLω0)\I,
d(I, σ(Hω0)\I) ≥ 8ε (4.4.18)
2. The interval I is located in a region at an edge of the spectrum,
I ⊂ [0, γL,2,r − ε] ∪ [4d+ 1− γL,2,r + ε, 4d+ 1] (4.4.19)
Then, there exists ω̂ ∈ Q̂ε := ω0 + [−ε, ε]ΛL, so that
min
1≤k≤n−1
|Eω̂k+1 − Eω̂k | > 8εL−(n−1)(2d+1). (4.4.20)
Proof. This theorem is a result of iterating Lemma 4.4.1.
1) We rst apply the lemma with ε1 = ε and nd ω1, |ω1−ω0| ≤ ε1(1−L−(2d+1)),






2) Next, let ε2 := ε1L
−(2d+1). Dene the groups of eigenvalues from the previous
step, Cω11 = {Eω11 , · · · , Eω1k1 } and C
ω1
2 = {Eω1k1+1, · · · , E
ω1
n }. If k1 ≥ 2, we apply the
lemma to Cω11 with ε = ε2. If k1 = 1, we apply the lemma to C
ω1
2 .
We must check that the gaps between groups of eigenvalues are suciently large
to apply the lemma. We have d(Cω11 , C
ω1
2 ) ≥ 8ε2 as a result of the rst iteration of




)\(Cω11 ∪ Cω12 )) ≥ 8ε1 − 2|ω1 − ω0| > 6ε1 > 8ε2 (4.4.22)
Thus, we have ω2, with |ω2 − ω1| ≤ ε2(1− L−(2d+1)) and three groups of eigenvalues,




)\Cω2i ) ≥ 8ε2L−(2d+1) =: 8ε3 (4.4.23)
3) We continue iterating, letting εj+1 := εjL
−(2d+1). After n−1 iterations, we nd







i }) > 8εn−1L−(2d+1) = 8εL−(n−1)(2d+1) (4.4.24)
Thus, (4.4.20) is satised for ω̂ = ωn−1. Finally, we must check that |ωn−1 − ω0| ≤ ε,
|ωn−1 − ω0| ≤
n−2∑
i=0













We note that at each step of the iteration, each group of eigenvalues, C
ωj
i , is contained
in [0, γL,2,r] ∪ [4d + 1 − γL,2,r, 4d + 1] and has size between 2 and n or is a singleton
and does not need splitting. Therefore, the conditions of Lemma 4.4.1 are always
satised when it is applied.
Next, we prove the bound on the probability that the minimum eigenvalue spacing
is small by using the initial spacing estimate and the Cartan type lemma.
Theorem 4.4.2 (Eigenvalue Level Spacing Estimate). Let Isp = [0, γ∞,r]∪ [4d+ 1−
γ∞,r, 4d+ 1] where,
γ∞,r := (1− cos(π/r)) (4.4.26)
Fix any 0 < E < γ∞,r and p > 0 and let,
IE = [0, E] ∪ [4d+ 1− E, 4d+ 1] (4.4.27)
Then, there exists Lsp = Lsp(E, p), Csp = Csp(E, p) such that,
P(spacIE(H
L
ω ) < δ) ≤ CspL2d| log δ|−p (4.4.28)
for L ≥ Lsp and δ ≤ exp(−(logL)5).
Proof. Decompose Isp into overlapping intervals {Ki}I with length |Ki| = κ and
|Ki+1 ∩Ki| ≥ κ/2 so that |I| ≤ d|Isp|( 2κ)e.
Let Ki,8ε := Ki + [−8ε, 8ε] for ε ∈ (0, 1/12). Dene the event Ωi,ε,
Ωi,ε := {ω : trχKi(HLω ) ≤ rd and trχKi,8ε\Ki(HLω ) = 0} (4.4.29)
The probability of Ωci,ε can be bounded using a Wegner estimate and a generalized
Minami estimate [17],
P(Ωci,ε) ≤ P( trχKi,8ε\Ki(HLω ) ≥ 1) + P( trχKi(HLω ) > rd)
≤ CWLd(16ε) + CM,rdL2dκ2
(4.4.30)
For 0 < δ < κ/2,
P(spacIE(H
L





ω ) < δ} ∩ Ωi,ε)
(4.4.31)
Next, partition the conguration space, [0, 1]Λ
∗
L into cubes Qj, j ∈ J with side length
2ε so that |J | ≤ (d 1
2ε
e)(L/r)d . In case (2ε)−1 is not an integer, we may choose the
Qj to be almost disjoint except for cubes at within 2ε of the boundary of [0, 1]
(L/r)d .










≤ 1 + 4ε(L/r)dρ+
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) ≥ 8εL−(ni,j−1)(2d+1) ≥ 8εL−(rd−1)(2d+1) (4.4.33)
We will see below that ε is small (as a function of L). So, for any xed E, we can
choose L large enough so that IE ⊂ [0, γL,2,r − ε] ∪ [4d + 1 − γL,2,r + ε, 4d + 1] and
Theorem 4.4.1 may be applied.
Now, we apply Lemma 4.3.2, the Cartan-type lemma, with δ0 = 8εL
−(rd−1)(2d+1)
to get the following bound,
P(Qj ∩ {spacKi(H
L







ω ) < δ} ∩Qj| (4.4.34)
where (Qj)k denotes the interval given by projection of Qj on the the k
th coordinate.
We continue,




















| log(8ε)|+ (rd − 1)(2d+ 1)| logL|
) (4.4.35)
For 0 < δ ≤ exp(−(logL)5), choose,
κ := | log δ|−α













ω ) < δ} ∩ Ωi,ε ∩Qj)
≤ 16CW (2|Isp|)Ldε/κ+ CM,rd(2|Isp|)L2dκ





| log ε|+ | logL|
)
≤ C ′Ld exp(−| log δ|1/4)| log δ|α + C ′′L2d| log δ|−α






Using that δ ≤ exp(−(logL)5), for any p > 0, we can choose α and Lsp so that,
P(spacIE(H
L
ω ) < δ) ≤ CspL2d| log δ|−p (4.4.38)
Finally, we prove the Minami-type estimate as a consequence of the eigenvalue
level spacing estimate. Theorem 4.4.2 already estimates the probability that there
are two eigenvalues Isp whose distance from each other is less than some small δ.
However, we would like the probability bound for our Minami estimate to be at least
o(δ) for applications. The key to get the improvement is that |Isp| is order one and
δ << 1. So, broadly, we prove the probability that two eigenvalues are within δ of
each other is approximately evenly divided over a larger energy interval in Isp.
Theorem 4.4.3 (Minami Estimate). Let HLω be the same as in Theorem 4.4.2. Fix
E ∈ [0, γ∞,r) ∪ (4d+ 1− γ∞,r, 4d+ 1) (4.4.39)
and let I = E + [−δ/2, δ/2]. Recall γ∞,r = 1− cos(π/r) Fix any p > 0. Then, there
exists C > 0, Lsp > 0 such that,
P( trχI(HLω ) ≥ 2) ≤ CL4dδ| log δ|−p (4.4.40)
for L ≥ Lsp, δ ≤ exp(−(logL)5).
Remark. Before beginning the proof of the Minami estimate, we need to be able to
apply the level spacing estimate to a slightly dierent Hamiltonian,
HLω,κ := H
L
ω − (1− κ)HL0 = κ∆L + V Lω (4.4.41)
for κ ∈ R close to 1. For the continuum model, Dietlein and Elgart need to conjugate




The proofs of the previous lemma and theorems are the same when proven for HLω,κ
except in the initial spacing estimate, the eigenvalues of κ∆∗Λr(k) are of course scaled
by κ, which aects the energy regime for which the estimates are valid. Specically,
the respective intervals in the hypotheses of Lemma 4.4.1 and Theorem 4.4.1 should
be replaced with the following,
[0, κγL,n,r] ∪ [1 + κ(4d− γL,n,r), 4d+ 1] (4.4.42)
[0, κγL,n,r − ε] ∪ [1 + κ(4d− γL,n,r) + ε, 4d+ 1] (4.4.43)
Recall that the level spacing estimate, Theorem 4.4.2, holds on
IE = [0, E] ∪ [1 + 4d− E, 4d+ 1]
for arbitrary E < γ∞,r = supL γL,2,r. We can see that for any E as above, there exists
κ0 ∈ (0, 1) suciently close to 1 so that Theorem 4.4.2 holds for HLω,κ on IE for any
κ ∈ [κ0, 1].
Below, we will take κ < 1 and κ → 1 as L → ∞. Thus, for suciently large L,
we will be able to apply Theorem 4.4.2 to the necessary intervals.
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Proof of Theorem 4.4.3. First, we make sure to choose Lsp large enough so that
exp(−(logL)5) ≤ L−d/4 ≤ |Isp| = 2γ∞,r.




|I1| = 12Ld , |I2| =
1
Ld
. We choose Lsp large enough to ensure I ⊂ I1 ⊂ I2 ⊂ Isp.
Cover I2 with almost disjoint intervals {Ii}Ni=1 of length δ (possibly shorter for
the intervals intersecting boundaries of I2) so that I = Ii0 for some i0 ≤ N and
1
Ldδ









ω ) ≤ δ and Eωj ∈ I) (4.4.44)
Dene the following events,
ΩJi,j := {spacJ(HLω ) < δ and Eωj ∈ Ii} (4.4.45)
The following key estimate can be thought of as uniformity of P(ΩI1i,j) over i. First,
we make some denitions. Let κ := 1
1+L−d




ω − (1− κ)HL0 = κ∆L + V Lω (4.4.46)




We may enlarge Lsp so that Theorem 4.4.2 can be applied to HLω,κ on the interval
κI2. We claim that for some Cρ > 0, and any 1 ≤ i ≤ N ,
P(ΩI1i0,j) ≤ CρP[spacκI2(H
L
ω,κ) < δ , E
κ
ω,j ∈ κIi] (4.4.47)
recalling that i0 is xed so that I = Ii0 .
Assuming (4.4.47), summing over i yields,
NP(ΩI1i0,j) ≤ P(spacκI2(H
L
ω,κ) < δ) (4.4.48)
So, applying Theorem 4.4.2 and summing over j quickly yields the desired estimate,










≤ CL4dδ| log δ|−p
(4.4.49)
To nish the proof, we must prove (4.4.47). This is an application of a standard
trick, using that a shift in energy is equivalent to a shift in the potential. In particular,
we are in the simplest case that
∑
n∈Λ∗L
Vk = χΛL = Id`2(ΛL), so that,
HLω+τ = H
L
ω + τ (4.4.50)
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We proceed by working with integrals over the conguration space, starting with the
change of variables, ωk 7→ ωk + ηi, where ηi := d(I, Ii) + δ is the distance from the


























ρ(ωk − ηi) dωk
(4.4.51)
Next, we make another change of variables ωk 7→ κω with the purpose of returning


































ρ(κ−1ωk − ηi) dωk
(4.4.52)
Now, we note that,
1
κ
ω ∈ ΩI2i,j ⇐⇒ spacκI2(H
L
ω,κ) < κδ and E
κ
ω,j ∈ κIi (4.4.53)
The Lipshitz continuity of ρ and the fact that ρ ≥ ρ− implies we also have,
ρ(κ−1ωk − ηi) ≤ ρ(ωk) + 2KL−d ≤ ρ(ωk)(1 + 2KL−dρ−1− ) (4.4.54)
So, we get the desired estimate,
(4.4.52) ≤ CρP[spacκI2(H
L
ω,κ) < δ , E
κ
ω,j ∈ κIi] (4.4.55)
where we used that (κ(1 + 2KL−dρ−1− ))−(
L
r
)d ≤ Cρ for some Cρ independent of L.
4.5 Discrete Laplacian Boundary Conditions and Eigenvalues





When we restrict to nite set, Λ ⊂ Zd, we usually do so in the most natural
way, simply cutting o the full space operator. This is known as simple boundary
conditions (the denition is given below).
We need dierent denitions for Neumann and Dirichlet boundary conditions in
order to use Dirichlet-Neumann bracketing. Our denition is equivalent the ones
given in [19, Section 5.2] but we give a dierent expression. To help dene these
operators, we dene an auxiliary, diagonal operator, mΛ,
mΛ(n, n) := #{n′ : |n− n′| = 1, n′ 6∈ Λ}, (4.5.2)
counting the neighbors of n that are not in Λ.
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Denition 4.5.1.
1. We denote the cuto Laplacian with simple boundary conditions as HΛ0 ,
HΛ0 := χΛH0χΛ (4.5.3)
2. We denote the cuto Laplacian with Dirichlet boundary conditions as ∆Λ,D,
∆Λ,D := HΛ0 +mΛ (4.5.4)
3. We denote the cuto Laplacian with Neumann boundary conditions as
∆Λ,D,
∆Λ,N := HΛ0 −mΛ (4.5.5)
Remark. Note that in this section we are using the uncentered (positive) Laplacian
so σ(H0) = [0, 4d]. In addition, the spectrum of each of the above cuto operators is
contained in [0, 4d].
Below, we enumerate the eigenvalues and eigenfunctions of the Dirichlet and Neu-
mann Laplacians on cubes.
Let ΛL ⊂ Zd be a cube consisting of Ld sites. Dene Λ̃L ⊂ Rd as the union of all
cubes of side length 1 centered at sites in ΛL. For example, if ΛL = {1, · · · , L}d, then
Λ̃L = [1/2, L+ 1/2]
d.
It can be checked that eigenfunctions of the discrete Laplacian on ΛL with Dirichlet
or Neumann boundary conditions are the restriction of eigenfunctions of the contin-
uum Laplacian on Λ̃L with corresponding boundary condition.





























where ni ∈ {1, · · · , L} and mi ∈ {0, · · · , L− 1}.
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4.6 Conclusion and Further Questions
One clear area of further study is to try to apply the techniques to more models and
to try to remove hypotheses. An example that is of current interest to myself and my
adviser, Peter Hislop, is the random Landau model.
Another area that is of current interest is to come up with an alternative proof of
the Minami estimate as a consequence of the level spacing estimate, or specically,
an alternative to the proof of (4.4.47). This would allow a relaxation of the covering
condition for the continuum model and an extension to more types of potential for
the lattice model.
Finally, another interesting question is how to extend the Minami estimate to more
energies in the spectrum and to improve the probability estimate. Let us consider
just the problem of the valid energies. Perhaps the initial spacing estimate can be
extended to more energies or perhaps an entirely new proof is necessary. However,
we can see that the result proven here is not ideal. If it were, we would expect that
at least formally when r = 1, we would recover the result for the rank one Anderson
model. We know that a Minami estimate holds at all energies for that model, and
while parts of the initial spacing estimate break down for the r = 1 case, the Minami-
type estimate proven here formally only applies on intervals of length 2 at the edge
of the spectrum, independent of dimension.
Copyright© Samuel Herschenfeld, 2021.
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