In this note we detail a framework to systematically derive polynomial basis functions for approximating isometry and permutation invariant functions, particularly with an eye to modelling potential energy surfaces. Our presentation builds and expands on (Drautz, Phys. Rev. B 99, 2019). We clarify how to modify this construction to guarantee that the basis becomes complete, and moreover show how to obtain an orthogonal basis.
Introduction
Many functions and functionals of interest for different scientific domains exhibit symmetries. In this note, we are targeting the approximation of functions that are invariant under isometry and permutations of its variables. This is a feature of many particle models, e.g. potential energy surfaces or hamitonians in chemistry or materials science.
There has been a long history of constructing accurate approximations of such functions, based on physical modelling, possibly combined with parameter fitting and more recently machine learning techniques. While the proposed representations and fitting procedures can be very different, one characteristics usually remains: the symmetries of the function of interest are included in the representation, hence are exactly preserved by the approximation.
We are particularly interested in the approximation of potential energy surfaces, for which several methods relying on a permutation and rotation invariant representations have been proposed [5, 4, 3, 13, 10] . These representations often rely on the use of spherical harmonics, which are natural objects to describe rotations. This is the case of the Gaussian Approximation Potential (GAP) [3] , where a rotation-invariant environment descriptor (SOAP) is constructed, by employing a spherical harmonics expansion and then used in a regression scheme using a kernel method. The Spectral Neighbor Analysis Potential (SNAP) [15] builds on a similar (extrended) descriptor, but empoys a linear regression scheme instead of a Gaussian process framework.
An alternative approach is to directly generate a basis spanning an approximation space that is invariant under rotation and permutation. For example, the Permutation-Invariant Potentials (PIPs) [5] relying on invariant theory propose a construction of polynomials that are invariant under permutations and rotations. Another generation of such invariant polynomial basis is called Moment Tensor Potentials (MTPs), derived by Shapeev [13] . This method relies on tensor contractions to construct a basis of invariant polynomials. A third construction on which we particularly rely on in this note is called Atomic Cluster Expansion (ACE) proposed by Drautz [10] . This method reformulates and significantly extends the SOAP descriptor [3] to obtain of a basis of invariant polynomials where the angular component is described by spherical harmonics.
Our present work has multiple purposes: first, it serves as an introduction to symmetric polynomials based on the spherical harmonics basis in the language of a numerical analysis audience. Secondly, we present a slightly different derivation from [10] to clarify why the ACE basis is complete (at least after a minor modification). This also serves as a starting point for a rigorous approximation error analysis that we are pursuing in a separate work. Thirdly, we are presenting a range of modifications and extensions of the ACE basis in the present as well as in future work.
In addition to offering a more detailed derivation and completion of the ACE basis, there are two fundamental modifications from [10] : (1) We show that the ACE basis is ill-conditioned and demonstrate how to obtain an orthogonal basis set that spans the same space. (2) We demonstrate how to use the ACE basis or our orthogonal variant to fit general training sets as opposed to clusters in vacuum. In particular, the latter leads to ill-posed inverse problems and thus requires careful regularisation techniques.
To conclude the introduction we emphasize again that we heavily build on [3, 13] and especially [10] ; indeed, our note should primarily be seen as a first step towards a numerical analysis of the ACE method on which our future works will build. 1.1. Outline. The outline of the paper is as follows. In Section 2, we describe the assumption made on the potential energy surface and its approximability. In Section 3, we show that the symmetrised approximation of the potential are at least as accurate as non symmetric version, and we derive an orthogonal basis of polynomials that are invariant under rotations, inversion, and permutations. In Section 4, we explain how to efficiently evaluate the basis functions derived in the previous section, using a density projection. In Section 5, we describe the specification of the radial basis and we give a rough estimate on the computational cost of the potential. Finally, we mention the linear least regression that we perform as well as the regularisation put in to fit the potential energy surfaces, and we illustrate it with numerical results on a Tungsten database.
1.2.
Notation. We briefly summarize key notation used throughout this paper:
• N = {0, 1, . . . } : natural numbers, beginning with zero • clos X : closure in the space X • R = (r j ) J j=1 : collection of particle positions, r j ∈ R 3 • r = rr, i.e., r = |r| andr = r/r • P = {P 0 , P 1 , . . . } : radial basis functions • Y m l : complex spherical harmonics; M l • S N : unit sphere in N dimensions • δ a := δ a0 , e.g., used in the form δ a+b = δ a,−b .
Potential Energy Surfaces
This paper is concerned with the approximation of atomistic potential energy surfaces. For simplicity of presentation, we only consider single-species clusters but extensions to infinite and multi-species configurations are straightforward; see Appendix B.2.
The set of admissible finite configurations is given by
i.e., a configuration R ∈ R J is a set consisting of J particle positions. A potential energy surface is a mapping
which is invariant under isometries (permutation invariance is already implicit in identifying configurations as sets) and observes a certain locality of interaction. All interatomic potential models make various (often ad hoc) assumptions on the PES regarding low-rank structures and locality of interactions. Here, we shall assume that E can be written in the form
Note that we treat the V N as functions on R 3N rather than on configurations, which makes it easier to reason about them, e.g., their regularity. On the other hand we then now to place assumptions on V N to retain important physical symmetries. If R = (r 1 , . . . , r N ) ∈ R 3N , Q ∈ R 3×3 and σ ∈ S N , then we will write QR := (Qr j ) J j=1 , and σR := (r σj ) J j=1 . Assumption 1. We assume throughout that the V N satisfy to following conditions:
A rigorous justification of these assumptions requires quantifying the error committed by truncation the interaction range and body-order. This goes well beyond the scope of this work, however, we observe that locality of interatomic interaction in some simple electronic structure models has been explored in [7, 8] .
In the remainder of this paper we will present a framework, building on [10, 3, 13] , how to construct a broad class of polynomial approximations capable of representing any potential V N , while respecting the symmetry and cutoff requirements, and which moreover can be efficiently evaluated even at high body-order N . Note that the cost of evaluating E i scales naively as J N , but it was shown in [10, 3, 13] how this cost can be significantly reduced.
2.1. Potential spaces. Assumption 1 motivates the following classes of function spaces for N -body potentials:
. . , r N ) = 0 if r j ≥ r cut for any j . Since N -body potentials typically have a singularity at r = 0, we specify a family of semi-norms on X j,α and X j,α N which act on [r 0 , ∞) for some r 0 > 0. This is also natural in a second sense; namely, we are often less interested in high accuracy in the high-energy regime when particles approach very closely.
Thus, given r 0 > 0, we define the domain Ω N,r 0 := (r 1 , . . . , r N ) ∈ R 3N | min r j > r 0 , and the resulting norms
Approximation by tensor products. Informally for now, we approximate a multivariate function f : R 3N → R (in particular V N ) using a tensor product basis
where P k , k = 0, 1, 2, . . . are the radial basis functions defined below, while Y m l , l = 0, 1, 2, . . . ; m = −l, . . . , l are the standard complex spherical harmonics; see Appendix A for a brief introduction. In particular, for l ∈ N N , we have the restriction
The choice of spherical harmonics for the angular component is crucial and will later enable us to explicitly incorporate O(3)-symmetry into the approximation.
On the other hand, there is significant freedom in the choice of radial basis, which we denote by P := P k (r)|k = 1, 2, . . . .
We will make the following standing assumption.
Assumption 2. The set P is a linearly independent subset of X 1,1 [r cut ], and there exists 0 ≤ r 0 < r cut such that
, Intuitively, Assumption 2 states that any pair potential V 1 (r) = V 1 (r) (due to rotationinvariance) may be approximated to within arbitrary accuracy from spanP. As a consequence we obtain that any V N satisfying the requirements of Assumption 1 can be approximated using the tensor product basis
Proposition 1. Suppose that V N satisfies Assumption 1(i, ii), and P satisfies Assumption 2; then, V N ∈ clos X 1 N,r 0 spanΦ N .
Symmetric Polynomials
We have seen in Proposition 1 that we can approximate an N -body function V N from the tensor product space span{φ klm }. In the present section, we will show that (1) if V N satisfies the symmetries of Assumption 1(iii, iv) then the approximant may be assumed to inherit these symmetries without loss of accuracy; and (2) we will adapt a construction from [10] to construct a basis that respects these symmetries.
To motivate our presentation, which is somewhat different from [10] we observe that an abstract basis respecting the symmetries can be easily obtained as follows:
(1) Define the normalised Haar measure H on the compact group S N ∪O(3) obtained by joining the permutation and isometry groups. which may now be linearly dependent.
In what follows we will make this construction explicit when the symmetry group includes permutations, and isometries (cf. Assumption 1). We will see that this leads to an explicit but computationally inefficient basis. We will then revisit a technique employed in [3, 13, 10] to transform this basis into one that is computationally efficient, arriving at an extension of Drautz' Atomic Cluster Expansion (ACE) [10] . In prepration for this, me make the following definition. 3.1. Permutation invariance. In addition to the regularity and locality V N ∈ X 1,1 N [r cut ], let us now also assume that V N is permutation-invariant, i.e., that it satisfies Assumption 1(i, ii, iv). LetṼ N ∈ spanΦ N be an approximation to V N , and denote the symmetrised approximation byṼ
then we have, for any permutation-invariant norm · on C 1,1 [Ω N,0 ] (cf. Definition 1),
That is, the symmetrised approximationṼ perm N is at least as accurate as the original approximationṼ N and we may therefore assume from now on thatṼ N =Ṽ perm N , i.e., it is already permutation symmetric.
then linear independence of the φ klm and permutation symmetryṼ N =Ṽ N • σ implies that c klm = c σk,σl,σm . We can therefore alternatively write
with possibly different coefficients c klm . By (k,l,m) ordered we mean that we sum over all ordered triples of tuples (k, l, m), according to the following definition, which we adopt throughout.
Definition 2. We say that a tuple (a (p) ) P p=1 ∈ (Z N ) P is ordered if the vector of tuples
is lexicographically ordered.
We emphasize the any ordering convention would suffice, but we have found lexicographical ordering particularly convenient and intuitive.
3.2.
Invariance under reflections. Next, we add reflection symmetry to our approximation; that is, we assume that the potential V N satisfies
where JR = −R. Treating this case separate from rotation symmetry allows us an elementary demonstration how imposing invariance under isometries on the approximation can further reduce the number of admissible basis functions.
Assume again that · respects this symmetry, i.e., f = f • J , then
That is, we may once again assume without loss of accuracy that our approximationṼ N inherits the reflection symmetry.
Recalling
Thus, all basis functions φ klm for which l is odd, vanish under this operation. That is, we only need to retain (k, l, m) tuples for which l is even. The resulting basis functions already respect reflection symmetry.
In summary, we have so far shown that we can approximate V N by symmetrised tensor products of the form
3.3. Rotation invariance. Finally, suppose that V N satisfies all the conditions of Assumption 1, including now also the rotation invariance. We may argue again as above to obtain
for any norm · that respects the rotation-invariance. Thus, we can again assume thatṼ N is itself rotation invariant and rewrite it as
For a practical implementation it will be necessary that we can evaluate the integral over SO (3) explicitly to obtain a rotation-invariant basis. This is the key step where the spherical harmonics enter. Recall first that
that is we only need to perform the integration over products of Y mα lα but can ignore the radial components, which are already rotation-invariant.
(ii) If m = 0 or µ = 0, then D l mµ = 0. Proof. (i) To see this we represent the rotation of the spherical harmonics in terms of the Wigner D-matrices, defined in (A.1), to obtain
(ii) This statement is a consequence of the expression of D l mµ in terms of Clebsch-Gordan coefficients, hence we give its proof in Appendix A.5.
The expression obtained for the D l mµ in the proof of Lemma 2 can be converted into a computationally convenient recursion formula, which we derive in Appendix A.2, for a practical numerical evaluation that does not incur a quadrature error. In light of Lemma 2(ii) we define the set
Ignoring the permutation-invariance for the moment, we have shown that the functions
span the space of rotation-invariant functions on S N . However, they are not linearly independent. Since b lm , b l m for l = l are obviously independent (they are orthogonal in L 2 (S N )), we can focus on each subset {b lm |m ∈ M 0 l }. Proposition 3. Let l ∈ N N , N ≥ 1, then we have
where D l := (D l mµ ) m,µ∈M 0 l . Moreover, the following statements are true:
Proof. The statement (3.4) is obvious. The statements (i-iii) are proven, respectively, in
For N > 3, it can occur that rank D l > 1. At present, we do not have a sharp estimate on rank D l in that case, nor a direct construction of a linearly independent subset of the b lm basis functions. However, (3.4) suggests that choosing a minimal subset of rows of D l with full rank immediately leads to a basis. We can take this idea further, to obtain even an orthogonal basis.
form an orthonormal basis of span{b lm | m ∈ M 0 l }. In particular, we have that
Proof. Using the fact that the tensor products Y m l are orthonormal, we have
This establishes orthonormality. To see that the basis is complete, we note that the range condition implies that
The second statement is an immediate consequence.
In practise we can obtain the new coefficientsŨ l via an SVD factorisation, which also provide a numerically stable estimate of the rank of D l . (Alternatively, a pivoted QR factorisation could be used.) 3.4 . Combining Rotation and Permutation Invariance. It now remains to combine the rotation-invariance with permutation and reflection invariance. Directly applying our construction of the b li basis to the permutation symmetric functions (3.2) yields basis functions (we now revert to using m instead of µ)
which are permutation, reflection and rotation-invariant by construction. Unfortunately it turns out that, except for N ≤ 3 (cf. Proposition 3), theB kli are not linearly independent. One can observe that the D l coefficients observe certain symmetries, and after symmetrising the rotation invariant basis with respect to S N these symmetries give rise to additional linear dependence.
To overcome this, we proceed by algebraically evaluating the Gramian
It is obvious that, if P is linearly independent, then ·, · is an inner product on Φ N (cf. § 2.2). Moreover, we will show in § 5 how to construct radial bases that are indeed orthogonal with respect to natural inner products. At low and moderate body-orders G kl can be evaluated fairly efficiently. After diagonalising G kl = V ΣV T we can then define a new set of coefficients
where n kl = rank(G kl ) andŨ l αm ,ñ l are defined in Lemma 4. With this definition we obtain
which we collect into the basis
This defines our first symmetric basis set.
Theorem 5. Fix N ≥ 1 and let P be a radial basis satisfying Assumption 2 with r cut > r 0 > 0, then B N ⊂ X 1,1 N [r cut ] is linearly independent and
Moreover, B N are orthonormal with respect to the inner product (3.5).
Proof. This result is an immediate consequence of Proposition 1 and the construction of B N .
Efficient Evaluation: Density Projection
We already commented at the beginning of § 3 that the basis B N we constructed throughout that section is not computationally efficient due to the N ! terms arising due to the summation over all permutations. A second limitation of the B N basis is that we usually wish to evaluate the N -body sum (cf. § 2)
which brings an additional J N cost. For the remainder of this paper we take (4.1) to be the definition of B kli when applied to a collection of atomic neighbours {r j } J j=1 . This is a consistent extension: When N = J this definition coincides with our previous one.
The purpose of the present section is to derive an alternative basis with cost that scales linearly with N . The main ideas that we use here can in various formats be found in [3, 13] and in particular [10] . We nevertheless give a full derivation, for the sake of completeness, but also because we will later modify this construction to obtain an alternative basis with better theoretical properties.
4.1. The ACE Basis. An alternative way to write (4.1) is
where j 1 =··· =j N means summation over all N -tuples (j 1 , . . . , j N ) ∈ {1, . . . , J} N for which j α = j α unless α = α .
A key observation of Drautz [10] , who calls this the Atomic Cluster Expansion (ACE), was that we can also write
where W N −1 is an (N − 1)-body polynomial, i.e., it can be written as a sum over terms each of which depends on at most N − 1 particles. Its precise form is unimportant for now, as we simply drop it from the N -body basis and absorb it into the (N − 1)-body basis.
In this way, we obtain a new basis function
which we now manipulate to relate it to the density projection of § 4.3. Inserting the definition of B kli (r j 1 , . . . , r j N ) from (3.7) we obtain
Thus, recalling the density projection (4.9) and defining also
we obtain the alternative expression
which avoids both the N ! cost for symmetrising the basis as well as the J N cost of summation over all N -body clusters within an atomic neighbourhood. We will give precise estimates on the computational cost of this new basis in § 5.3.
We call the resulting basis B N := B kli (k, l) ∈ N 2N ordered, l even, i = 1, . . . , n kl , and obtain the following result. Theorem 6. Fix N ≥ 1 and let P be a radial basis satisfying Assumption 2 with r cut > r 0 > 0, then ∪ N n=1 B n ⊂ X 1,1 N [r cut ] is linearly independent and
Proof. This result is a direct corollary of Theorem 5 and of (4.2).
4.2.
Efficient evaluation of the orthogonal basis. We have seen that the computationally efficient ACE basis B N not only has the downside of dropping the "pure" body-ordering, but it is also ill-conditioned with respect to the canonical inner product.
(We will also see in § 6 how this leads to difficulties for regularisation.) On the other hand the canonical symmetrised basis B N retains the body-ordering, orthogonality, but is seemingly impossible to evaluate. We will now show that there is in fact a recursion formula for the B basis functions which is not as efficient as the three point recursion for univariate orthogonal polynomials, but still sufficient for our purposes. This is due to the fact that the basis evaluation only occurs during the training phase, while the final fitted potential will be represented differently; cf. § 5.3.
To simplify the notation we identify multi-indices n = (k, l, m), n i = (k i , l i , m i ) and analogously for tuples n = (k, l, m).
With this notation we first observe that
That is, we can reformulate our goal to find a computationally efficient scheme for the "pure" body-ordered permutation symmetrised functions A n .
The 3-body case.
It is instructive to first treat the 2-body (N = 2) case: we have
The second term on the right-hand side is a two-body term, and we shall show that it can be written in terms of (A ν ) ν . Suppose, for the moment that we can write
where the summation formally ranges over all ν = (k, l, m), though it should ideally only contain finitely many non-zero terms. We will return to this in § 5.4 after introducing a concrete class of orthogonal polynomial radial basis functions for which (4.6) will follow fom the three-point recursion and the product formula for spherical harmonics.
Then we obtain
In summary, we therefore obtain (4.7) A n 1 n 2 = A n 1 n 2 − ν P ν n 1 n 2 A ν and the resulting expressions for the basis functions B kli follow from the definition of A n in (4.5).
General recursion formula.
We now need to extend this construction to general N . To obtain a recursion, let n = (k, l, m) where k, l ∈ N N +1 , m ∈ M l and let n := (n 1 , . . . , n N ) = (k , l , m ).
To obtain a convenient recursion we start not from A n but from A n A n N +1 :
The first term on the right-hand side is already the term we seek. To evaluate T, for each β = 1, . . . , N and j N +1 = j β we have
We define
Thus, we conclude that, if the one-particle basis observes the product expansion (4.6), then the "pure" body-ordered permutation symmetric basis can be obtained from the recursion
where the sum ν∈N is formally infinite but we will see in § 5 that for a wide class of radial basis functions it becomes finite, and in fact relatively short.
Remark 1.
(1) The computational cost of (4.8) is determined by the sparsity of the expansion coefficients P ν n 1 n 2 . The product expansion of the spherical harmonics is determined by the Clebsch-Gordan coefficients which are already fairly sparse. The product expansion coefficients of the radial basis depends heavily on the choice of basis, hence we return to this in § 5. That said, from the perspective of (4.8) the Chebyshev polynomials appear to be ideal since they have only two terms in the product formula.
(2) If the expansion (4.6) is infinite rather than finite, then it can be truncated to obtain an approximate product formula. This would lead to an approximate basis A n which is no longer "pure" in the sense of body-ordering but would still be better conditioned than the A n basis.
Density projection.
In this section we argue purely formally. An atomic neighbourhood configuration R = {r j } J j=1 can be represented as its density,
We can equivalently identify the configuration R with the projection of the density onto the 1-particle basis,
This means that we can think of a site energy V as a function defined on configuration space R, or on the space of measures, or on the space of descriptors {(A klm )}.
To add isometry invariance to the descriptors, we may use a subset of the ACE basis,
as descriptors. Taking only N = 2 we obtain descriptors closely related to SOAP [3] .
Polynomial Radial Bases
We have left the specification of the radial basis P to the very end, in order to emphasize that very little needs to be assumed about it. Indeed, the choice of radial basis leaves significant freedom for optimisation. Here, we present a variation of Drautz's construction [10] , which leads to an orthogonal basis with respect to some prescribed measure, but leave a more detailed investigation of further possibilities for future work.
Orthogonal polynomials. A general class of orthogonal radial bases P can be obtained by specifying
(1) r cut > r 0 ≥ 0, specifying the domain [r 0 , r cut ] on which we require orthogonality;
(2) a smooth coordinate transformation ξ : [r 0 , r cut ] → [−1, 1] (3) a cut-off function f cut which is at least C 1,1 and vanishes in [r cut , ∞); (4) an orthogonality measure ρ on [r 0 , r cut ]. We will write x = ξ(r), r = ξ −1 (x). The measure µ r gives rise to a measure ρ x on [−1, 1] via ρ x = |ξ |ρ. We then specify a second measurẽ
From [12, Sec. 11.4] it follows that there exists a unique sequence of polynomials J k (x), k ∈ N such that
where c 0 , c 1 are normalisation factors, and moreover, the J k can be evaluated by a recurrance relation
with explicit expressions for the coefficients A k , B k , C k ∈ R which can be evaluated provided that integrals of polynomials with respect to the measureρ x can be evaluated. This provides a fast and numerically stable means to evaluate the J k . (See [12, Sec. 11.4] for the details.) After defining the J k (x) polynomials we define the radial basis to be
We immediately obtain the following result.
Lemma 7. The radial basis P satisfies Assumption 2, and in addition is orthogonal in
Remarks.
(1) The choice of transform is very general; canonical choices are shifted and scaled versions of
where r nn is an estimate for the nearest-neighbour distance. Following extensive testing of such transforms during our work on aPIPs [16] we recommend ξ(r) = ((1 + r)/(1 + r nn )) −q with q = 2 as the default choice. (2) There is significant freedom in the choice of cut-off functions. We recommend
where p ∈ {2, 3, . . . } and we assumed that ξ(r cut ) = 1. This is attractive since the resulting products P k (r) = J k (x)f cut (r) is again a polynomial in x. In particular p = 2 is canonical in that it is the lowest power for which we have C 1,1 -regularity across the cutoff. should typically choose r 0 to be close to the infimum of the support of the radial distribution function of the training set. In many of our tests r 0 ∈ [0.6r nn , 0.8r nn ] is typical. This is related to regularisation: the interval [r 0 , r cut ] specifies where the potential will be regular, and we should not expend degrees of freedom in a domain where no accuracy is required since no data is provided there.
(6) Related to the previous point is the idea of a two-sided cutoff, which we introduced also in [16] , e.g., f cut (x) = (1 − x) p (1 + x) p This effectively applies a standard outer cutoff at r = r cut and and inner cutoff at r = r 0 and prevents the basis functions from oscillating wildly or blowing up in the domain r ∈ (0, r 0 ).
5.3.
Computational Cost of the ACE Basis and Potential. Let B N ⊂ B N be a subset of the N -neighbour ACE basis and let {r j } J j=1 be a configuration of neighbours of some centre atom on which to evaluate the basis. Then the total cost of evaluating all basis functions B ∈ B N is clearly dominated by the cost of evaluating the corresponding permutation invariant basis functions A N := {A klm } that are involved in the definition of B N . Suppose that we encounter only at most P k , k ≤ K and Y m l , l, |m| ≤ L, then this can be estimated as follows:
• Due to the three-point recursion for orthogonal polynomials, the cost of evaluating A klm = j φ klm (r j ) is at most O(JM L 2 ). • Once the A klm are precomputed we can simply form their products to obtain the cost of computing all A N to be O(N · #A ). • Evaluating all basis functions B N eventually costs at most O(max n kl · #A ), but this is likely an overestimation. In practise we therefore expect that the computation of the A klm dominates at low bodyorders while the cost of computing the A N dominates at high body-orders.
For a corresponding orthogonal basis B N ⊂ B N the cost of the recusion must be added which may be significantly higher. This will be explored in future tests.
Once a potential V has been fitted, but determining the basis coefficients, we can rewrite it as
where the isometry invariance is now incorporated into the A-basis coefficients c klm . Thus, then cost of evaluating the final potential V can be estimated as O(JM L 2 + N · #A ). We we fit V in the orthogonal basis, then we still represent the final fitted potential in terms of the A klm basis in order to avoid the computational cost of the recursion.
The cost of basis gradients is significantly higher, however by applying an adjoint strategy, one can implement gradients of the fitted potential V with the same cost (up to a moderate constant) as V itself; the details are given in B.1.
Products of polynomials.
We now return to the construction of an orthogonal permutation and isometry invariant basis in the context of § 4.2. We will now narrow down our choice of radial basis to pure polynomials in the transformed x coordinate. We obtain the strongest result if we we choose a polynomial (in x) cutoff function. In this case, P k 1 P k 2 is again a polynomial in x which gives the following result.
Proposition 8. Assume that P k (r) = J k (ξ(r))f cut (r) where J k is a polynomial of degree k satisfying the three-point recursion (5.1). In addition assume that f cut •ξ −1 is a polynomial of degree d (cf. § 5.2(2, 3, 6)), then there are unique coefficients p κ k 1 ,k 2 , κ = 0, . . . , k 1 + k 2 + d such that
Moreover, the coefficients P ν n 1 ,n 2 from (4.8) are then given by (5.5) P κλµ k 1 l 1 m 1 ,k 2 l 2 m 2 = p κ k 1 k 2C λµ l 1 m 1 l 2 m 2 . Proof. From the assumptions it is clear that J k 1 J k 2 f cut • ξ −1 is a polynomial of degree k 1 + k 2 + d, hence there exists a unique representation
It immediately follows that
which proves (5.4) .
To obtain the resulting P ν n 1 ,n 2 coefficients we first recall from (A.5) that
Combining this with (5.4) we deduce Finally, we therefore obtain
which establishes (5.5).
For the sake of completeness we briefly discuss how to evaluate p κ k 1 k 2 . First, suppose we have a product formula for J k 1 J k 2 ,
For some classes of polynomials this is explicitly available, otherwise it can be obtained from the three-point recursion (5.1). Next, we need an expansion of f cut • ξ −1 ,
which can be obtained by evaluating the inner products. With these in hand, we have
Upon reordering the sum we conclude that
6. Regression and Regularisation 6.1. Linear Least Squares. Once the functional form of the potential has been chosen, which in our case is (5.3), it remains to compute the coefficients c klm in the linear combination of basis functions. This is done by solving a linear least square problem. More precisely, we are given a training set R containing atomic configurations R ∈ R 3J (combined with a cell and a boundary condition), together with corresponding observations: potential energies E R ∈ R, forces F R ∈ R 3J and possibly also virials V R ∈ R 3×3 . We then minimizing the quadratic cost function
with respect to the new potential, where w E , w F , w V are weights that may depend on the configurations R and F (R) and V (R) are respectively the forces and virials derived from E(R). This can be rephrased as a linear least-squares problem
where y ∈ R N obs contains the weighted observations E R , F R , V R , and Ψ ∈ R N obs ×N basis , with N basis being the number of basis functions. This is then solved using a QR factorisation, or rank-revealing QR factorisation if regularisation is required.
Convergence Tests.
A key result of this paper is the claim that our variant of the ACE basis is complete. We now demonstrate this on a simple but realistic example. Our implementation of the methods described in this paper is available as an open source Julia package, SHIPs.jl [1].
6.2.1. Tungsten. We fit SHIPs potentials on energies, forces and virials in a solid tungsten training set originally developed for a SOAP-GAP potential in [14] . This database is composed of 9693 configurations from primitive unit cells, surfaces, γ-surfaces, vacancies and dislocation quadrupoles generated with CASTEP [9] . The SHIPs hyperparameters are chosen as follows:
• The space transform ξ is chosen as an affine correction toξ(r) = [(1 + r)/(1 + 2.7)] −2 ; where 2.7Å is an estimate for the nearest-neighbour distance in bcc W. 
where D is a degree which we vary to increase the basis size and w Y is an additional weight which we choose from w Y ∈ {1.0, 1.25, 1.5, 1.75, 2.0}; this leads to basis sets that put more weight into the radial or angular component. In Figures 1 and 2 we compare the SHIPs various models construct this way against analogous aPIPs models [16] . The stars are coloured by body-order, while different stars at the same body-order correspond to different choices of the weight w Y and the degree D. The comparison with aPIPs is particularly interesting since the two models define the same class of basis functions, with only minor variations in the choice of hyperparameters, but use very different representations. That is, we expect similar rates of convergence in terms of the number of basis functions, but drastically improved performance of SHIPs over aPIPs. Indeed, the results in Figures 1 and 2 fully confirm this.
We also briefly mention other potentials in the literature, GAP [14] and MTP [13] , with similar accuracy of approximately 0.6eV RMSE for the forces, but our comparison is less direct: the evaluation time for the GAP potential [14] is approximately 50ms per atom, for a linear MTP fit approximately 3ms and for a highly sparsified nonlinear MTP fit around 0.8ms per atom [13] . The times for MTP are taken from [13] and more recent versions of the MTP potential are likely more performant. We mention these numbers only to emphasize that the SHIPs evaluation cost is in the same range as one of the most efficient existing potentials. 6.3. Silicon. For our second test we fit a single SHIP potential on energies, forces and virials in a training set developed again for a SOAP-GAP potential in [2] . This training set is much richer than the one for W we used in the previous section and therefore requires a much larger basis and higher body-order. We use the same hyperparameters as in § 6.2.1, but fix the body-order at 7 (i.e., N = 6). The polynomial degree is chosen such that #B ≈ 10, 000. The weights are the same as in [2] .
The resulting RMS errors for all individual configuration classes in the training set are displayed in Table 1 . We observe that the SHIP potential closely matches or improves on SOAP-GAP accuracy on all subsets. The computational cost of evaluating the SHIP potential was approximated 5ms per atom, while for the Si potential it is approximately 30ms per atom. the complex spherical harmonics Y m l : S 2 → C, l ∈ N, m = −l, . . . , l are given by Y m l (r) := P m l (cos θ)e imϕ . The normalisation factor, which is irrelevant for our purposes and is hence ignored, varies across different application domains. The associated Legendre polynomials P m l are defined by (there are many equivalent definitions)
however, we will never use this expression in practise, but instead follow a numerically stable implementation described in [11] , which we slightly adapt to our purposes in § A.1.
The two key properties of spherical harmonics that we will employ are (1) that they form an orthogonal basis of L 2 (S 2 ); and (2) rotations Y m l (Qr) can be conveniently expressed and manipulated. To explain these manipulations we first need to define the Wigner Dmatrices and Clebsch-Gordan coefficients. These are easiest to define implicitly through their action on spherical harmonics.
First, we define integration over SO(3),
to be integration with respect to the unique normalised left Haar measure on the group of rotations. This can be conveniently expressed analytically in terms of Euler angles, but we will never require this representation. (3), then there exist D l µm (Q) ∈ C, µ, m = −l, . . . , l, measurable with respect to the left Haar measure on SO(3), such that
Lemma 10 (Clebsch-Gordan coefficients). There exist C λµ
where C λµ l 1 m 1 l 2 m 2 = 0 if m 1 + m 2 = µ.
A.2. Recursion for the D l mµ coefficients. Recall the definition of D l mµ from the proof of Lemma 2
where D lα µαmα are the Wigner D-matrices. In the following, for the sake of notation convenience, we drop the integration domain and (Q) arguments.
We will compute the D l µm recursively. Assume therefore that we have computed all D l µm with l ∈ N N −1 and now let l ∈ N N , m, µ ∈ M l . Applying the product formula (A.3) for the D-matrices we obtain
That is, we have the recursion formula
where µ = (µ 1 , . . . , µ N −2 , µ N −1 + µ N ), m = (m 1 , . . . , m N −2 , m N −1 + µ N ), (l , λ) = (l 1 , . . . , l N −2 , λ).
To initialise the recursion we need to provide the case N = 1, however, we will present both N = 1, 2 which is are instructive, as well as N = 3 which is required to prove Lemma 3. For the following sections it is helpful to first recall the notation from § 3.
A.3. Numerical construction of the orthogonal rotation-invariant basis. As we have stated in Proposition 3, many of the rotation invariant basis functions are linearly independent and following Lemma 4 we therefore numerically generate new coefficients that lead to an orthogonal basis of rotation-invariant basis functions. The procedure is as follows:
For N > 2 we generate the basis numerically. For each l we use the recursion formula (A.8) to assemble the matrix D l = (D l km ) lm , followed by an SVD
The singular values Σ l can then be used to determine the rank of D l which specifies the number of basis functions n l . These are obtained from the columns of U l . That is, we obtain n l basis functions Since the Y k l (R) are ortho-normal in L 2 (S N ) and the columns U l [:, j] are orthonormal in 2 it follows readily that B (j) l (R) | l ∈ N N , j = 1, . . . , n l forms an ortho-normal basis of the rotation-invariant functions f ∈ L 2 (S N 2 ).
A.4. The case N = 1 (pair interaction). For N = 1 we have a single particle (pair interaction since this particle is interacting with a centre atom). It is then geometrically obvious that the only rotation invariant functions V 2 (r) can depend only on r = |r|, which formally also follows from the fact that SO(3) Y m l (Qr) dQ = 0 for all l > 0.
Thus, we obtain that n (k)(l) = 0 if l > 0, while n (k)(0) = 1 and in this case we simply obtain B (k),(0),1 (r) = P k (r).
In particular, this proves Lemma 3(i).
A.5. Proof of Lemma 2(ii). We are now also in a position to complete the proof of Lemma 2; recall that part (i) of the result was already proven in the main text. We need to prove that D l µm = 0 unless m = µ = 0. For N = 1 this follows from § A.4. Suppose the statement is true for N = 1, . . . , N − 1. Now let l ∈ N N and consider the recursion (A.8). Since we have m = m and µ = µ, if either sum is non-zero then D D l 1 m 1 µ 1 D l 2 m 2 µ 2 dQ ∝ (−1) m 1 −µ 1 δ m 1 +m 2 δ µ 1 +µ 2 δ l 1 l 2 .
Thus, D l mµ can be non-zero only if l = (l, l), m = (m, −m), µ = (µ, −µ).
We immediately observe that all vectors D (l,l) (m,−m)(µ,−µ) µ=−l,...,l m = −l, . . . , l are constant multiples of one another. That is, for each l ∈ N there is a single rotationinvariant basis function b (l,−l),1 , and in particular n (l 1 ,l 2 ) = 1, l 1 = l 2 , 0, l 1 = l 2 , and consequently also n (k 1 ,k 2 )(l 1 ,l 2 ) = 1, l 1 = l 2 , 0, l 1 = l 2 .
This proves Proposition 3(ii). Furthermore, we can deduce that for each k ∈ N 2 , l = (l, l) ∈ N 2 there exists exactly one permutation and isometry symmetric basis function B k(l,l)1 (r 1 , r 2 ) ∝ Here, the D kl mi coefficients are the same as in the single-species case, i.e., they are entirely independent of the species involved in the basis definition. The superscript (ζ) indicates that this is a basis function for a centre-atom of species ζ.
