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Introduction
As computational science continues advancing in analysing and understanding the increasing complexity and sophistication of modern engineering systems, the ability to interpret, within a probabilistic framework, the dependence of various quantities of interest (QoI's) on system inputs, remains a challenging problem in uncertainty quantification (UQ) [1] [2] [3] . The nature of the involved physics, and the interplay of the induced uncertainties, when described in high-dimensional probability spaces, often results in prohibitive computational effort required for rigorous assessment of the uncertainty in the system's observables.
Statistical surrogates to high-fidelity computational models enable the efficient estimation of statistics of interest. The polynomial chaos (PC) expansion [1, 4, 5] is particularly attractive, as it is applicable under the mild assumption of square integrability (finite variance) of the QoI, providing an explicit functional representation in terms of the input uncertainties, through an orthogonal polynomial series. As a general-purpose tool in stochastic computational analysis, it has particularly enabled a vast range of UQ methodologies for uncertainty propagation [6, 7] , model validation [8] , Bayesian inversion [9, 10] , design optimization [11] , experimental design [12, 13] and sensitivity analysis [14] [15] [16] . Significant efforts have also been expanded towards reducing the computational cost of obtaining a PC representation, accelerating its convergence or reducing its functional form, by following an intrusive approach [17] , compressive sensing [18, 19] , maximum likelihood [20, 21] or Bayesian inference [6, 22, 23] .
Dimensionality reduction provides a unifying framework for addressing the above needs. The basis adaptation methodology, in particular, [24] provides such a perspective whereby the PC expansion is carried out in terms of rotated Gaussian subspaces. The rotation in question is adapted to specific quantities of interest and provides a reduction of full polynomial expansions through a rotation of the independent variables. This formulation enables the concentration of the probabilistic content into a very low-dimensional structure that can be easily explored using low-level quadrature rules, active subspaces [25, 26] , 1 -minimization [27] and even analytical mappings [28] , allowing the segregation and reordering of uncertainties. In this work, we attempt a Bayesian approach to the basis adaptation framework for Homogeneous (Hermite) Chaos that views both the chaos coefficients and the input rotation matrix as random variables defined on probability spaces and we employ inference techniques for characterization of their probability measures. Specifically, building on a hierarchical Bayesian model, a combination of variational inference (VI) [29] [30] [31] for the approximation of the coefficients' posterior distribution, and the use of Hamiltonian Monte Carlo sampling [32] on the Stiefel manifold, for sampling the random matrix posterior, results in a novel, robust method that extends our previous efforts [27] . This paper is structured as follows: §2 introduces PC and the adaptation framework. Section 3 presents the problem of coefficient and adaptation matrix estimation as a Bayesian problem and describes the specific choices of Likelihood and prior distributions. Section 4 describes the details of the VI approach for the approximation of the coefficients' posterior distribution, while §5 describes the Hamiltonian Monte Carlo algorithm on the Stiefel manifold. Section 6 presents the two-step iterative algorithm for the joint computation of the two posteriors. Three numerical examples are presented in §7, namely a validation example on a known polynomial function (a), an uncertainty propagation problem on an one-dimensional elliptic differential equation (b) and finally the computationally challenging problem of oil production in heterogeneous porous media (c). Our conclusion is summarized in §8.
Homogeneous chaos with adapted input basis (a) Homogeneous chaos
Throughout this paper, we assume that our observable quantities of interest (QoI's) lie in the space of square integrable random variables L 2 (Ω, F, P) where (Ω, F, P) is a probability triplet. Let a QoI F be expressed as the output of a computational model that admits input x ∈ R d construed as a realization of an R d -valued, uncorrelated standard Gaussian variables, ξ . We write F := f (ξ ) and we introduce G :
as the Gaussian space spanned by ξ . Then by choosing F = σ (G) to be the σ -algebra generated by G, and taking F ∈ L 2 (Ω, F, P), we can expand F in its PC series expansion [1, 5, 33, 34 ]
are finite-dimensional multiindices with norm |α| = α 1 + · · · + α d , and the basis functions ψ α are defined as the tensor product
and h n are the standard one-dimensional Hermite polynomials of order n that are orthogonal with respect to the standard Gaussian density p(x) = (2π ) −1/2 exp(−x 2 /2) and have norm h n = √ n!, n ∈ N. The induced inner product on L 2 (Ω, F, P) is defined as
where
p(x i ) and the normalized multivariate Hermite polynomials satisfy
with δ α,β being the Dirac delta function taking the value of 1 if α = β and 0 otherwise. In applications, we consider a truncated version of equation (2.1) that retains all polynomial terms up to a specified order P ∈ N and we write
The above series consists of
basis terms and for notational convenience it can be recast as
where there is a one-to-one correspondence between {f α , ψ α } defined by (2.6) and {c i , Ψ i }, respectively. To simplify our notation, we further assume that P is kept fixed, unless otherwise noted and we simply write N d for N d,P .
(b) Basis rotations in Gaussian input subspaces
Our interest in this section is to reformulate the above construction such that the QoI under investigation can be expressed in a reduced Chaos series as a function of a low-dimensional input vector. As was first introduced in [24] , any basis of the Gaussian Hilbert space G can be used to construct the PC series, resulting in equivalent representations of f [35] . In particular, we consider a basis of G obtained from ξ through a rotation. Let a denote an orthogonal matrix that also span G. This allows one to view F ∈ L 2 (Ω, F, P) as the random variable F = f A (η), that is, a function of any η that spans G (including ξ ), and therefore expand in a PC series as 10) where the function Ψ A i (ξ ) = Ψ i (Aξ ) and the coefficients {c A i } are related to {c i } from (2.8) according to
Our motivation in recasting the Chaos series with respect to a new basis η is to allow a lowdimensional representation of f that will further reduce the number of basis terms in the expansion. Specifically, for a given isometry a, we would like to be able to pick a d d such that f depends only on the subvectorη = (η 1 , . . . , η d ) T , consisting of the first d components of η, and therefore 12) where the remaining coefficients c A i from (2.10) corresponding to polynomials that depend on any of the d − d variables not included inη, are assumed to be negligible. Here, the matrix w T contains the first d rows of a; therefore, w is a d × d orthonormal matrix that is an element of the Stiefel manifold [36] defined as 
Bayesian inversion (a) Prior measures and the likelihood function
The main challenge in the PC construction presented above is the accurate estimation of the series coefficients. In non-intrusive techniques, this is based on availability of a numerical dataset that typically consists of pairs of model input and output. For instance, when numerical integration methods are used, these can be sets of quadrature points, associated with certain quadrature rules and their corresponding outputs, or they can be an ensemble of Monte Carlo samples. In the case of the reduced dimensionality PC expansion using the basis rotation framework shown above, the projection matrix w is also unknown a priori and needs to be determined. In a previous work [27] by the authors, compressive sensing [37, 38] techniques where used for the estimation of the coefficients, while the optimal isometry was computed on-the-fly so as to minimize the leastsquares fit on the data. In this section, we develop a Bayesian formulation that allows a treatment of the unknown parameters as random variables and we describe the probability distribution used for characterizing those variables, conditioned on available data. We therefore introduce the
be such a set of data points associated with K independent experiments with x i a realization from ξ and y i the corresponding output. We assume that the ith output observation depends on the ith input observation through an adapted PC series of the form
where C j is a real random variable and W is a random variable with realizations denoted with w, as described above. Furthermore, i is the truncation error and determines the likelihood function as can be seen below. Rewriting this using vector notation gives
. For simplicity in the notation, we drop the dependence on x which is assumed to be fixed, and we simply write Ψ (W). In the general setting where C and W are modelled as a random vector and a random matrix, respectively, one can assign independent prior distributions with probability measures on R N d and V d ,d , given, respectively, as dμ C (c), and dμ W (w). Considering also a likelihood function L(c, w; D), we can write Bayes' formula as
Note that the above prior and posterior measures are defined on the product σ -algebra of
, where ν(dc) is the Lebesgue measure on R N d . Computation of the above posterior distribution is not a trivial problem in the general case where the priors dμ C (c), dμ W (w) and the distribution of the measurement noise are chosen arbitrarily. However, the special case where no adaptation is considered (or where we simply fix W = I d ) and c is the only variable to be inferred, has been investigated in the past [23, 39] . Motivated mainly within the signal processing literature developed on linear models, special cases have been considered such as assigning c a Laplace prior distribution and L being a Gaussian likelihood function, which corresponds to the well-known Bayesian Compressive Sensing (BCS) problem [40] that is well understood, while its maximum posteriori solution reduces to the deterministic compressive sensing problem. Furthermore, the Gaussian prior and its conjugate prior property on the Gaussian likelihood correspond to what is known as the Relevance Vector Machine (RVM) [41] and yield a Gaussian posterior. Both approaches have been successfully applied in PC series [19] . At last, the use of hierarchical priors was also proposed as an alternative, the hyperparameters of which can be optimized either by an expectationmaximization scheme for the RVM case [42] or by a variational approach [43] . To the best of our knowledge, application in the context of PC has not been attempted yet.
In the spirit of the latter, here we consider a hierarchical prior for c that is a conditional zeromean Gaussian distribution dμ C (c) = p C | ω (c) dc with density, 4) where N denoting the Gaussian density function and ω i is a realization from random variable O i , the precision (inverse-variance) of the Gaussian density functions which are further assigned Gamma priors with parameters a and b, where the noise precision T is also assumed to be a random variable with the following Gamma density function with parameters c and d,
The choice of the Gaussian likelihood function corresponds to the discrepancy between true model and the surrogate model and should be expected to have a vanishing mean while its standard deviation models the tolerance of the fitting errors. The latter are assumed to be uncorrelated, which agrees with intuition, in the presence of only sparse data. The choice of Gamma distribution for all precision variables above ensures positivity and allows for assigning large priors by choosing the hyperparameters close to zero.
(i) Matrix Langevin distribution
We assume that, a priori, W follows the matrix Langevin (mL) (also known as matrix von MisesFisher) distribution, that is defined on the Stiefel manifold and is described by the probability measure 8) where the normalizing constant is c(
is the hypergeometric constant with matrix arguments and [dw] is the Haar measure on the Stiefel manifold [44] , defined as
Here, denotes the wedge product [36] , w j are the columns of w and dw i are the columns of the ordinary differentials.
The parameter matrix F ∈ M d×d can be further parametrized using the singular value decomposition (SVD) F = UΣV T , where u, v are in O(d ) and O(d), respectively, and Σ is the d × d diagonal matrix containing the singular values of F. As has been shown in [45] , using the SVD representation of F one gets c(
and the mode of the distribution is UV T . Intuitively, the matrices u and v are orientations that determine the locations where w is concentrated while the elements of Σ control the level of concentration in the directions determined by these orientations, with diag(Σ) → 0 recovering the uniform distribution on the Stiefel manifold. In what follows, we simplify our notation by restricting ourselves to the more specific case where V = I d , that is the columns of F = UΣ are assumed to be orthogonal. In this case, the mode of the distribution is simply u and the columns of w concentrate around the columns of u with a degree of concentration again determined by the entries of diag(Σ). As an example, figure 1 shows 1000 samples following a matrix-Langevin distribution on V 2,3 , with parameters being an arbitrary pair of orthogonal vectors U = [u 1 u 2 ] obtained from the SVD decomposition of a randomly generated matrix, while Σ = diag(σ 1 , σ 2 ) are such that σ 1 takes values 10, 10 2 and 10 3 and σ 2 = 10 −3 is kept fixed (approximately uniform). The left scatter plot shows the case (σ 1 , σ 2 ) = (10, 10 −3 ) where the samples of the first column w 1 are scattered around u 1 (red line), with a relatively broad distribution while those of w 2 are distributed almost uniformly due to the very small value of σ 2 , satisfying however the orthogonality constraint with respect to w 1 . This effect is becoming more apparent in the middle and right plot where the increase in σ 1 results in concentrating the samples of w 1 tighter around u 1 and therefore restricting the admissible values of w 2 as well, in a domain that asympotically shrinks into a circle (as σ 1 → ∞). This will be a particularly attractive feature for our algorithms developed below as one can assign a broad prior on w by choosing small values for diag(Σ) or increase them accordingly, for certain columns of w that have been already inferred from lower dimensional computations. Algorithms for generating random samples have been developed for the d = 1 case [46] and have been extended to d > 1 [47] . 
Sampling from the posterior using standard Markov Chain Monte Carlo algorithms is infeasible as those result in extremely low acceptance rates. Owing to the absence of any information on either Θ and w, one typically has to assign broad priors. Taking also into account the high dimensionality of the problem, it becomes obvious that the task of constructing efficient proposals is extremely hard. On the other hand, VI [48] or RVM approaches are not practical either as those can have very restrictive assumptions on the approximating distribution of the posterior and the parameter dependence. Specifically, the posterior distribution is often approximated by densities such as Gaussian mixtures or distributions within the same exponential family as the prior. Both these cases are not directly applicable on probability measures defined on the Stiefel manifold V d ,d . Also, the model often is assumed to have linear dependence on the parameters, which is true only for the expansion coefficients in the case of PC models, as the dependence on w is through the Hermite polynomials, which become highly nonlinear as the order of the PC expansion increases. Graphical model representation of the inference framework. The chaos coefficients c and their affiliated parameters ω along with the noise scale T are inferred using VI. Their priors are specified by the constants (a, b) and (u, w). The projection matrix W is inferred using HMC with the parameters (U, Σ) specifying its prior. When both combined, they determine the PC model which is used together with the data D to evaluate the Likelihood function.
To sidestep the above challenges, we adopt here a Gibbs-like procedure that allows us to estimate (and sample) the posterior distribution of Θ, conditioned on D and w and subsequently sample from w, conditioned on D and Θ. The target distributions for the two steps are p Θ|D,w (θ) and p W|D,θ (w). For the first step, we develop a VI approach that computes an approximation of the target posterior. This relies on the fact that the model is a linear function in terms of the coefficients and results in an efficient optimization problem. For the second step, we sample w using a Hamiltonian Monte Carlo (HMC) algorithm on the Stiefel manifold. The HMC proposal mechanism is known to provide with long distance moves in the state space that retain a high acceptance probability. For our particular problem, the version of HMC used here takes into account the geometric structure of the Stiefel manifold, through defining an appropriate distance metric on it. A schematic of the above Bayesian framework is illustrated as a graphical model in figure 2 . The details of two inference procedures, namely VI and HMC are described in the next sections.
Variational inference (a) Evidence lower bound
We approximate the posterior distribution described above using a variational approach that consists of finding a probability density function q(θ | λ) that is sufficiently 'close' to our target posterior. This proximity is quantified by employing the Kullback-Liebler (KL) divergence criterion [49] . Specifically, we would like to solve the minimization problem of finding * such that
Using Bayes' rule to expand the posterior p Θ | D,w (θ), one gets the identity
with
and
From (4.3), we can see that the left-hand side is the log-evidence quantity that is fixed for a certain dataset D and a fixed choice of w, therefore minimizing the KL divergence is equivalent to maximizing F [q]. The latter is called evidence lower bound and is the sum of the expectation of the log-joint density p Θ,D|w (θ , D) and the entropy H[q] of the approximating distribution.
(b) Posterior factorization within the prior exponential families
Given a fixed projection matrix w, we can rewrite our target distribution of Θ as
The prior choices for Θ = {c, O, T}, shown above, are exponential family distributions that can be written in their canonical form
where ζ i is the natural parameter, R(θ i ) is a function of θ i that constitutes a sufficient statistic and A i (ζ i ) is the log of the normalizing factor. The posterior approximation q Θ | (θ) is also assumed to admit a factorized expression of the form
Thus, the distributions of the components q Θ i (θ i ) belong to the same exponential family as their corresponding priors
The parameters of the above distributions are a factorized posterior density within the same exponential family as the prior, is that it allows factorization of the integrals involved in F [q Θ | λ ] and therefore their analytical computation. Furthermore, the resulting optimization problem in this approach, known also as mean field VI [50] , becomes a convex problem and be approached using a batch parameter updating scheme [51] , as will be seen below. In addition to being crucial for computing the objecting function, breaking the dependence among the coefficients has little importance in predicting the chaos coefficients as one is typically not interested in exploring their interdependencies but rather ensures accurate prediction and tight confidence intervals. The specific expressions for R(θ) and A(υ) as well as the relationship between the parameters in the canonical and non-canonical forms for the Gaussian and Gamma distributions are provided in the electronic supplementary material accompanying this paper.
(i) Computation of entropy
First, we need to compute
(4.14)
Assuming that any q i := q(θ i | i ) is the same exponential family distribution as in the prior case, given in (4.13) and υ := υ( ) is the natural parameter, then the entropy can be written as
where we used the property of sufficient statistics
(ii) Computation of the expected log joint distribution
In the above, we get 
as ζ now depends on θ . As shown below, for the Gaussian N (c i |0, ω (−υ c,2 ). Next, we have 19) where (c) Optimization using a gradient ascent scheme Our goal is to maximize F [q] with respect to the parameters λ. Working in the space of the natural parameters {υ i } allows us to follow the approach in [52] and propose an algorithm that updates υ i iteratively to the values that vanish the gradient ∇ υ i F [q]. For our specific choices of prior and posterior distributions, analytical expression for υ i is available. Specifically, the parameters υ τ ,
21a)
and A c (·), A τ (·) are the lognormalizing constants for q(c i ), q(τ ), respectively, 1 i is the unit vector with 1 at the ith position and zero elsewhere, while m −i is equal to m except its ith entry that is 0. Note also that from the choice of prior p(c | ω), it follows that ζ c i depends on ω i and its expectation is taken with respect to q(ω i ). Detailed derivation of the above formulae is given in §2 of the electronic supplementary material. The updating procedure is summarized in algorithm 1. [52, 53] , it is the unique global maximum. [54] , using a Hamiltonian system defined on the random variable and an auxiliary Gaussian momentum variable. The Hamiltonian flows are then simulated using semi-explicit symmetric integrators that are generalized versions of the standard symplectic integrator known as the Stormer-Verlet leapfrog scheme [32] and have also been used in the context of stochastic differential equations for sampling from invariant measures [55, 56] . Specifically, when a Riemannian manifold M is isometrically embedded in R d that is the inner product on the tangent space T x M defined by the metric tensor G(x) is equivalent to the euclidean product, the Hamiltonian has the form
and the corresponding Hamiltonian dynamics are described by the equationṡ
Furthermore, the natural geodesics γ (t) on M which have, by definition, constant speed γ (t) G , are preserved under the isometric embedding and are determined by the metric G as extrema of the integrated path length. This has allowed us to effectively bypass the problem of integrating the Hamiltonian by splitting it into two distinct Hamiltonians and alternately simulate their solutions [57] . Namely the first component defines the potential term
and gives the dynamicsẋ 6) are shown to be a geodesic flow under the natural geodesic, known as Levi-Civita connection of G [58] .
(b) Monte Carlo over geodesic flows on the Stiefel manifold
For our purpose, we are working on M := V d ,d and we define an isometric embedding ζ :
and for M with (M) ij = ∂X i /∂x j , we get
For simplicity, we write X = w as the new probability measure is also invariant under the isometric embedding and we rewrite the Hamiltonian as
From (5.4), we can see that w(t) remains constant while u(t) satisfies . Taking into account that the tangent space at w is described as where ϑ = u(t) is the constant angular velocity. At last, the initial condition u 0 ∼ N (0, G(x)) in the transformed spaces becomes
therefore one can simply draw z ∼ N (0, I d,d ) and set u 0 = Π W (z). To summarize, the integrator of the HMC algorithm over geodesic flows would alternately simulate from the dynamics of H [1] and H [2] for a time step by first updating u according to (5.10) for t = /2, then update (w, u) by following the geodesic of H [2] for t = and then update again u according to H [1] One full accept-reject step of the HMC algorithm is described in algorithm 2.
Algorithm 2:
Geodesic Monte Carlo algorithm [57] .
Initialize: Choose integration period T, time step and sample W 0 ∼ p W (·). At the nth step assume W n = W:
Update (w * , u) by following the geodesic flow (5.13) for a time interval
At last, computation of the gradient of log p W | D,Θ (w) is required. In our case, the posterior is known up to a constant
which gives
is provided in §3 of the electronic supplementary material, while the second term is simply ∇ w log p W (w) = Σ T U T . Scaling of the algorithm is performed by changing the time step . Overall the proposed integrator is reversible and symplectic [57] and similar to the Riemannian Manifold HMC it can be written in the form of a discrete preconditioned Langevin diffusion used in MALA algorithms [54] , the optimal scaling of which has been theoretically studied [59] .
Two-step iterative algorithm
Here, we describe how the VI and Geodesic Monte Carlo frameworks discussed above are combined together in an algorithm to address the inference problem described in §3b. By performing alternately the two procedures, we generate a sequence {θ n , w n } n≥1 that is a reminiscent of a Markov Chain constructed via Gibbs sampling. In our case however, for the θ -update, rather than sampling, we obtain an approximation q(θ) of the posterior and we choose θ n to be the mean of the posterior, while for the w update we generate a short chain of w samples that allow the Hamiltonian to move far enough from the w n−1 and approach the posterior conditioned on θ n . As the chain is generated, the marginal posteriors p Θ | D,W n (θ) and p W | D,Θ n (w) are approaching the true marginal posteriors p Θ | D,W (θ) and p W | D,Θ (w), respectively. Once this proximity has become small enough, the generated chain converges as a result of the Gibbs sampler principle. The procedure is described in algorithm 3. In practice, the two steps are (υ c , υ ω , υ τ ) is achieved, which implies that the posterior approximation q(θ | ) has converged itself. Detailed convergence analysis of the above heuristic algorithm is beyond the scope of this work.
In the above scheme, the choice of d can be arbitrary and in practice, it will be specified by the user. As d increases, the implementation of the algorithm can become extremely slow as the dimensionality of the random parameters increases rapidly. Specifically, the number of entries of w increases geometrically and the number of coefficients increases factorially and so do the natural parameters υ c , υ ω . This increase has negligible impact on the VI step of the above algorithm; however, it strongly affects the acceptance rate and the gradient computation involved in the HMC. In order to improve our algorithm's performance, we propose the following procedure: We use our prior knowledge in the distribution p W (w) and we set the d − 1 columns of u equal to a posterior sample obtained by running the algorithm for d − 1. The corresponding singular values in Σ are then assigned large values (approx. 10 2 or greater), in order to concentrate the measure around those columns and we only chose a small entry for the last singular value that essentially allows only the last column to be uniformly distributed (but still subject to being orthogonal to the first d − 1 columns of U).
Algorithm 3: Two-step iterative update of (Θ, W)
For simplicity, we write Θ = (c, τ ) as ω plays no role in the posterior of W. Initialize: Assign broad priors for ω and τ by setting a = b = u = w = 10 −6 .
Sample
W n ← Run Algorithm 2 n ← n + 1 end
Numerical examples
For all the numerical examples presented, we have set the tolerance criterion for convergence in algorithms 1 & 3 to δ = c = 10 −4 . Similarly, the choice of the HMC integration parameters that guarantee optimal performance is problem specific and no certain guidelines are available in the literature for tuning the algorithm. After several trials, it was observed that the choices of = 0.005 and T = 10 exhibited reasonable acceptance rate and relatively fast convergence and were used in all examples. In order to facilitate the implementation of the methodology in similar applications, we have made the VI and HMC algorithms available in a Python repository that can be found in https://github.com/tsilifis/bayesian_adaptation_ VIGeodMC.
(a) Polynomial function with known adaptation
We consider a quantity of interest that is given as a polynomial function f :
where w is a particular element from
×d and one can trivially set η = w T ξ and rewrite the quadratic function The terms in the latter expression can easily be rearranged so that f is written as a second-order PC expansion in terms of η. We will consider the cases where d = 10 and d = 1, 2. The values of f 0 , b, Γ and w are randomly generated, but a fixed seed was used to allow reproducibility of the results. An ensemble of K = 150 data points were used as synthetic data for each of the two cases that are presented below.
(i) Function with one-dimensional adaptation
For this case, we take d = 1 and we fix the parameters to First, we perform some numerical experiments in order to justify the HMC tuning parameters mentioned above. We run algorithm 3 for different choices of and T. Figure 3 shows the values of the ELBO objective function F [q] for = 0.001, 0.005 and 0.01 (from left to right) and for different values of T (varying from 2 to 20). We can observe that a fine discretization in time ( = 0.001) allows for better exploration of the Hamiltonian dynamics and results in larger ELBO values; however, this typically requires larger final times T and takes more iterations for the algorithm to converge. On the other hand, a coarse discretization ( = 0.01) results in large jumps of the Hamiltonian, lower acceptance rate and eventually fails to explore the posterior density surface accurately. The algorithm thus fails to reach high ELBO values and converges to suboptimal solutions, even for relatively large final times T > 10. The case where = 0.005 finally balances the two aspects, that of sufficient exploration and fast convergence as can be seen from the ELBO values for T > 4. Given the above, we choose for all our examples to use = 0.005 and T = 10, although a smaller value for T in several cases could suffice. To make the above comparison meaningful, we have also fixed the random seed, in order to ensure the same initial sample for w and therefore the same starting point for F [q] .
The same K = 150 observations are now used to run our algorithm which converges after six iterations of VI and HMC steps. For the converged solution of the chaos coefficients, the HMC algorithm was further run and 500 additional samples were generated. Figure 4a shows the plot of the resulting PC expansion against 50 additional test observations that were not used to train the model and their input is projected to β using a w sample from the posterior. Figure 4b shows the resulting chain and the agreement with the true values of w.
(ii) Function with two-dimensional adaptation and the projection matrix to A different set of 150 is used to train the model for this case. A two-dimensional (2d) expansion is fit directly on the data where both singular values in the prior Σ parameter are very small, that is the prior is near to uniform. The results are shown in figure 5 where the resulting posterior samples from w can be seen on the left plot, while the graph 2d PC expansion can be seen on the right plot with 100 additional test observations. As it can be observed, most entries of the realizations W either appear to be close to the true value or its reflection around the origin and the expansion fits perfectly the data.
(b) Stochastic elliptic differential equation
Here, we consider a one-dimensional elliptic differential equation with random coefficient given as
with boundary conditions
and we model the log-conductivity field log[a(x; ξ )] using a Gaussian process with exponential covariance kernel
where σ 2 is the variance and b is the correlation length. Analytical expressions for the eigenfunctions and eigenvalues of the above covariance kernel and the corresponding KarhunenLoève representation of log a(x; ξ ) are known [1] and we have that
The solution of the above boundary-value problem is obtained after differentiating twice to get 0.8 Figure 6 shows the results obtained when d = 1 and d = 2 we assumed for the reduced PC expansions of order 3. For the d = 1, seven iterations of the algorithm were enough to achieve convergence, while for d = 2 the algorithm converged after six iterations. Subsequently, the HMC sampling was further performed in order to obtain 500 and 100 samples from the W posterior, for each case respectively, that are shown in figure 6a(i). Besides the obvious qualitative pointwise agreement with the observations in both cases, the fast convergence of the density functions and the chaos coefficients (figure 7) as we move to higher dimensions indicates a tremendous reduction in the chaos representation of the QoI. Note that the 15-dimensional, order 3 PC expansion would consist of 816 series terms and when using a level-3 Gauss-Hermite (GH) sparse grid rule would require 6911 function evaluations on the quadrature points.
(c) Oil production in heterogeneous reservoir
In this section, we investigate the problem of oil production in a heterogeneous porous medium and more precisely we consider a reservoir to consist of a confined rectangular domain B = [0, 335.28] × [0, 670.56] m 2 , where immiscible and incompressible two-phase flow (water and oil) takes place, while gravity effects are ignored [60] . In our setting, three wells are assumed to be present, in one of which, located at the middle point of the north boundary, water is pumped in, while the oil is pushed out of the remaining two wells that are located at the middle point of the east and west boundaries of the domain. The input uncertainty considered in this problem comes from the unknown rock permeability that is present throughout the domain and the quantity of interest that we seek to model using a PC expansion, is a function of the oil saturation at the production well integrated over a certain period of time and is explained further below. ∂p cap ∂s w ds, (7.13) where f w is the fractional-flow function and measures the water fraction of the total flow and is given by 14) where λ w and λ o are the water and oil total mobilities, respectively. These can be expressed as
and s * w = s w − s wc 1 − s or − s wc , (7.15) where μ o and μ w are the oil and water viscosities, respectively, s or is the irreducible oil saturation (lowest oil saturation that can be achieved by displacing oil by water) and s wc is the connate water saturation (the saturation of water trapped in the pores of the rock during the formation of the rock). Taking the above definitions into consideration, the governing equations of the flow model are [60] − ∇ · (Kλ(s w )∇p) = q (7.16a) and φ ∂s w ∂t + ∇ · (f w (s w )v) =q w , (7.16b) in the interior of the domain B, where K is the permeability tensor, φ is the porosity, q is the source term modelling the water injection andq w is the source term for the saturation equation given bỹ
The total velocity is connected to the pressure via the modified Darcy Law [61] v = −Kλ(s w )∇p. (7.18) No-flux boundary conditions are considered on ∂B where n is the unit vector that is normal to the boundary. Furthermore, the initial water saturation is taken to be zero s w (x, t = 0) = 0 (7.20)
For this example, we assume a constant porosity φ = 10 −3 , the water and oil viscosities are μ w = 3 × 10 −4 and μ o = 3 × 10 −3 while the saturations are s w c = s or = 0.2. The initial boundaryvalue problem is solved using a finite control volume method where for the pressure we use a two-point flux approximation finite volume scheme and for the saturation equation we use a firstorder upwind scheme [60] . The discrete system of differential equation is evolved in time using a first-order implicit scheme with adaptive step selection upon a Newton-Raphson solver. At last, the wells are modelled via the source term which is set to an injection rate value IR = 9.3529 for the injection well and to IR/2 for the two production wells.
(ii) Permeability model and the quantity of interest
The source of uncertainty in our computational model is assumed here to be permeability tensor K, which is taken to be isotropic, that is K = KI, and K := K(x, ξ ) is modelled as the exponential of a Gaussian random field G(x, ξ ) which is expressed by its Karhunen-Loève expansion,
where {ξ i } are independent Gaussian variables. We make use of the SPE-10 dataset [62] which is measured in the range of 1200 × 2200 × 170 (ft 3 ) and is discretized on a regular Cartesian grid with 120 × 220 × 85 nodes. We use the 85 log-fields of dimension 120 × 220 as different realizations from which we compute the sample meanĜ 0 and the sample covariance matrix C(x, x ). From the latter, we next obtain the eigenvalues and eigenvectors used in equation (7.21) and we choose L = 20 to retain the 20 most significant terms corresponding to the largest eigenvalues. Note that the relatively small number of samples used to construct the covariance matrix results in a large variance. In order to avoid numerical instabilities in our simulations, we have multiplied σ by an additional constant taken to be γ = 0.3 and added an additional constant κ 0 = 10 −12 to K(x, ξ ) = exp{G(x, ξ )} + κ 0 in order to ensure well-posedness of the elliptic problem in (7.16a). The mean of the log permeability, the most and the least dominant eigenvectors are shown in figure 8 . Figure 10 . Generated chains of 500 W-samples using HMC for K = 200, 300, . . . , 900.
As our quantity of interest in this example, we consider the cumulative oil fractional-flow rate given as
where q pr = IR/2 is the source term corresponding to the production wells and
is the oil fractional flow for the two production wells. The integration period is taken to be T = 1000 days. Figure 9 shows a sample realization of the oil saturation s o at time T and 20 samples of the oil fractional-flow rate. 
(iii) Results
For this study, we first perform some analysis on how the quality of the posterior distribution improves, as the number of Monte Carlo samples, comprised in the dataset, varies. Before proceeding with the analysis, we apply a scaling on our current dataset that consists of the following transformation: Let y uns be the unscaled model outputs, we definite y sc as the vector of length y uns with entries y i sc = y i uns − min{y uns } max{y uns } − min{y uns } + sc , (7.24) where the quantity sc is user-specified and added in order to ensure strict positivity of the data points. . . , 900, and after convergence, the HMC algorithm was run alone in order to obtain 500 samples of the posterior distribution. The traces of the generated Markov Chains shown in figure 10 indicate that the posterior sample entries of W always remain at certain 'neighbourhoods' when K > 300, with the scatter being reduced as K increases and stabilized after K = 600. It is apparent that for K ≥ 300 the solutions coincide. The polynomial order used here is 4 and was chosen after comparing with the corresponding results for order 3, shown in figure 11 where it is observed that the density function and the first row of the isometry are almost identical (the latter subject to reflections around the origin). Comparisons are also performed between 1d and 2d reductions and behave similarly. Although the plots of the expansions indicate that the PC expansion might not be highly accurate as a pointwise predictor, as the true model output differs at many data points, it definitely identifies the dominant directions for its low-dimensional representation. The density functions for the solutions obtained for d = 1, . . . , 4 and K = 600 and the corresponding coefficients are shown in figure 12 , indicating that the density stabilizes as the dimensionality d increases, while most coefficients in 1d and 2d agree with their counterparts computed in threedimensional and four-dimensional expansions. For a comparison with the traditional numerical techniques, we note that that 20-dimensional PC expansions of order 3 and order 4 would consist of 1771 and 10 626 terms, respectively, while a level-4 GH sparse grid rule would require 192 561 model evaluations!
Conclusion
We have presented a novel methodology that follows a Bayesian approach for computing lowdimensional PC expansions for high-dimensional QoIs such that the system input is projected to a low-dimensional subspace through a random mapping that is identified as a random projection matrix and the corresponding chaos coefficients are also modelled are random variables. Our methodology allows computing the posterior distributions of both quantities, conditioned on model observations, by effectively sampling from the orthogonal matrix posterior distribution that is defined on the Stiefel manifold, using a version of the Hamiltonian Monte Carlo algorithm over geodesic flows, and approximating the coefficients' posterior distribution using VI. The Bayesian estimation of the adaptation matrix contributes to the field of model reduction by characterizing the reduced space as a random subspace. This type of approach to the reduction problem, where the adaptation matrix estimate (or its samples) are computed jointly or on-the-fly, has seen only limited applicability in UQ works before, within the context of Gaussian Process regression [63] and Karhunen-Loeve expansions [64] . This novel attempt, being the first within the PC context, also showcases the use of VI as a new way of estimating the chaos coefficients and shows great potential due to its explicit formulation as a convex optimization problem with unique solution and the fact that the required data and its associated computational effort can be dramatically reduced, compared to traditional techniques, as shown in the numerical examples. Overall, the applicability of the methodology is not limited to PC expansions but can rather be used on any linear models where the subject of inference is the basis function coefficients and the input rotation matrix. At last, this work can be seen as a Bayesian extension of previously developed adaptation methodologies [27] that only proposed a maximum a posteriori estimate of the coefficients along with a least squares solution estimate for the adaptation matrix and is another step towards an efficient framework for PC construction.
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