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A B S T R A C T
New manufacturing technologies such as additive manufacturing facilitate flexible and complex designs and
production of components. However, these new techniques should not compromise the safety aspect, which
imposes higher demands on the integrity insurance and inspection methods. Phased array ultrasonic testing
(PAUT) provides advanced inspection and evaluation processes, whereas qualification is still needed when ap-
plied together with new manufacturing techniques. Numerical modeling, as one of the potential qualification
methods, has been developed for decades and should be validated before practical applications. This paper
presents an experimental validation work of the phased array probe model implemented in a software,
simSUNDT, by comparing the maximum echo amplitudes between the physical experiments and simulations.
Two test specimens with side-drilled holes (SDHs) and different materials are considered for validation and
practical purposes. An experimental platform with a mechanized gantry system, which enables stabilized in-
spection procedure, is built and applied during the validation work. Good correlations can be seen from the
comparisons and this model is concluded as an acceptable alternative to the corresponding experimental work.
The relation between depth and beam angle is also noticed and investigated, which is essential to guarantee an
accurate inspection.
1. Introduction
New manufacturing technologies such as additive manufacturing
(AM) have emerged in industries to enable new design concepts and to
facilitate production of complex components. The application of these
new technologies should however not compromise safety, a critical
aspect in most industries. This leads to higher demands on the methods
to ensure the integrity of the components. Nondestructive evaluation
(NDE) as a collection of methods, enables inspection without interfering
with the integrity and functionality of the manufactured components, is
widely used among industries. Ultrasonic testing (UT) as one of the NDE
methods, plays an important role in the inspection process, especially
with the use of phased array (PA) techniques, which enable enhanced
signal processing and specific optimizations for the cases that pre-
viously were not possible to achieve with conventional single element
UT. The advantages of the PA techniques over the conventional single
element UT are revealed in terms of, e.g. fast, flexible beam steering
and focusing ability with a single PA probe, application of imaging
algorithms and optimized delay law specific for an inspection situation.
However, new techniques and corresponding evaluation procedures
should be comprehensively qualified before practical applications.
Future practical applications may especially be challenged by AM
where part integrity needs to be assured on a net shaped geometry with
inherent process variability. The traditional qualification methods in-
volve extensive and expensive experiments on test pieces, which means
that many variables need to be characterized and limited to situations
relevant for the specific application. The cost of creating representative
test pieces can be significant. Specific challenges can be to manufacture
representative defects in critical locations or in large numbers for sta-
tistical evaluations such as probability of detection (POD) assessments.
However, such experimental work can be assisted or even partly be
replaced by mathematical models developed in recent decades, with the
aim to facilitate simulations of the inspection procedure. Examples of
these are the Thompson-Gray Measurement Model used in UTSim [1],
the Elastodynamic Finite Integration Technique (EFIT) [2], the Finite
Element Method (FEM) model used in terms of TOFD technique [3] and
CIVA [4]. These models provide the possibility to simulate the whole
process of UT inspection and generate results corresponding to the re-
levant experiments. Besides, the models can also be important for un-
derstanding the physical principles and system optimizations regarding
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equipment and procedure design [5,6]. However, before applying these
models, they need to be thoroughly validated by either comparing the
simulation results with other already validated models, or with physical
experiments. For example, Lopez et al. [7] investigated the possibility
of applying PAUT on inspection of AM components, where CIVA was
utilized to simulate the inspection process and was experimentally va-
lidated in the end. Avramidis et al. [8] used CIVA to design a proper PA
probe for railway solid axles inspection by beam pattern simulation,
and it was experimentally compared for validation. Chatillon et al. [9]
validated the simulated FMC-TFM imaging capabilities in CIVA by ex-
periments. It was shown that CIVA can produce good image and am-
plitude predictions. The simulation model implemented in the software,
simSUNDT, developed by Chalmers University of Technology in
Sweden, has been experimentally validated [10–13] by comparing the
simulation results with the ultrasonic benchmark study [14]. This study
was initiated by the World Federation of NDE Centres with experi-
mental results provided by Commissariat a l’énergie atomique (CEA,
France). The model renders satisfactory results in terms of conventional
contact probes. The recently developed PA probe model implemented
in the software had however, been validated only to a limited extent
[15] using the benchmark study. In order to facilitate more compre-
hensive experiments and make full use of the experimental data for
validation, an experimental platform was built at the Department of
Industrial and Materials Science (IMS), Chalmers University of Tech-
nology. The platform consists of a mechanized gantry system for high
accuracy transducer positioning and an ultrasonic testing data acqui-
sition unit with PA configuration. In this paper the focus is to further
validate the PA probe model in simSUNDT by experiments. A physical
PA contact probe with wedge is used towards side-drilled holes (SDHs)
as defects in noise-free aluminum and stainless-steel test specimens. The
developed experimental platform is described and used for the model
validation. A relation between the beam angle and the defect depth is
then investigated and compared with the simulation.
2. simSUNDT software
The simSUNDT software consists of a Windows-based pre-processor
in order to specify the parameters that define the simulation, and a
postprocessor for analysis of the simulated result. The software exploits
a mathematical kernel UTDefect [10–12,16], which does the actual
mathematical modeling part. The UTDefect Fortran code has been de-
veloped at Chalmers University of Technology and it has previously
been validated to some extent by comparing with available experi-
mental data [10–13]. The 3D elastodynamic wave equation that defines
the wave propagation in a homogeneous half space is solved by using
vector wave functions [16]. The modeled geometry can also be limited
by a totally reflecting backwall and thus be described as a plate with
finite or infinite thickness bounded by the scanning surface, on which
the scanning sequences are defined by rectangular mesh. The scattering
by the individual defect is solved using analytical or semi-analytical
methods. Volumetric defects are treated by separation-of-variables.
Strip-like, circular, and rectangular cracks are treated by hypersingular
integral equation methods.
The software can simulate the entire NDE inspection, i.e. the com-
bination of used technique and procedure. Thus, the software includes a
calibration option with reference reflectors. The side-drilled hole (SDH)
is represented by a cylindrical cavity [17] and the flat-bottom hole
(FBH) is approximated by an open circular crack.
The analytical approach, however, limits the morphological struc-
ture of the defects into well-defined mathematical volumes and sur-
faces, though having correct crack tip behaviour (i.e. diffraction). The
volumetric defects include a spherical/spheroid cavity (pore), a sphe-
rical inclusion (isotropic material differing from the surrounding ma-
terial, i.e. slag) and a cylindrical cavity (SDH). Crack-like defects in-
clude in the software at this stage is a rectangular/circular crack and a
surface breaking strip-like crack. Tilting planar back surface could also
be modeled for the strip-like crack, but otherwise it is assumed parallel
to the scanning surface. The surface-breaking strip-like crack and the
rectangular crack close to the back surface can be used to model the
corresponding defects in the test piece (e.g. lack of fusion or fatigue
crack).
The conventional contact probe is represented in the mathematical
model as the boundary condition representing a plane wave in the far-
field at a certain angle. This enables the simulation of most probes
commercially available on the market, by specifying related parameters
such as wave types, crystal size and shape, angles, frequency ranges and
contact conditions. To model the receiver, a reciprocity argument [18]
is applied. The arrangement of the probe can be pulse-echo, separate
with fixed transmitter and tandem configuration (TOFD). These prin-
ciples are the same for the PA probe model in which each individual
element being represented by corresponding boundary conditions. The
individual boundary conditions are translated into the main coordinate
system and a phased array wave front with certain nominal angle is
formulated by constructive phase interference. The PA model enables a
focusing effect by deploying the delay law of individual element. The
formulated nominal angle can also be altered by a specific delay law,




The data acquisition hardware unit TOPAZ64 from ZETEC company
is a 64-channel phased array ultrasonic testing equipment. Ultrasonic
data is communicated between TOPAZ64 and a computer physically by
Gigabyte ethernet cable and is processed by corresponding software
UltraVision on the computer.
The PA probe used in the experiments with notation of LM-5MHz
from ZETEC is a 64-crystal linear phased array longitudinal-wave probe
with nominal center frequency of 5 MHz and bandwidth of 74%. Each
element has a size of 0.5 mm in the primary axis and 10 mm in the
secondary axis (elevation). With the kerf of 0.1 mm, the total aperture
of the probe is 38.3 mm in the primary axis and 10 mm in elevation, see
Fig. 1 for the nomination convention of a general linear PA probe di-
mension. Table 1 lists all relevant technical specifications for the linear
PA probe used in the experiments.
Two ZETEC probe-matched wedges, denoted as LM-0LW and LM-
55SW shown in Fig. 2, were used for non-angled and angled inspection,
respectively. Together with the angled wedge (LM-55SW), the probe is
capable of generating 55-degree shear wave into carbon steel (wave
speed = 3230 m/s) without specifying delay law for the elements. It is
Fig. 1. Nomination convention of PA probe dimension.
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otherwise capable of providing 40 to 70-degree azimuthal scanning by
certain delay laws.
3.2. Mechanized gantry system
To provide an accurate scanning procedure with high repeatability,
a mechanized gantry system was developed and used. This experi-
mental system enables different data presentation probabilities, such as
B- and C-scan that require probe position (encoder) information. The
probe position can thus be retrieved from the in-built encoders in the
stepper motors and the generated B- and C-scan are available directly
for data interpretation.
Fig. 3 shows the mechanized gantry system on the platform. It is a
three-axes gantry system, while only two horizontal axes (X- and Y-axis)
are motor-controlled at this stage. The corresponding encoder signal is
transmitted to the TOPAZ64 to locate the probe position. The vertical
position of Z-axis is manually adjusted by rotating the top guide screw.
The Z-axis together with a fixture with spring load capability is used to
apply a constant pressure of the probe onto the scanning surface of the
specimen.
3.3. Test specimens
There were two test specimens used in the validation work. The
artificial defects considered were SDHs, all with the same diameter of
3 mm, drilled into the specimens. One of the SDHs was taken as the
reference defect in the corresponding test specimen. It should be noted
that the FBH could also be drilled and treated as the reference defect, as
an option in the simSUNDT software. However, as indicated in [15] the
FBH might lead to variations in results due to the potentially non-planar
bottom surface from the actual manufacturing.
The first test specimen is a 320*100*30 mm (length*height*width)
flat surface aluminum block with longitudinal and transverse wave
speed of 6320 m/s and 3130 m/s, respectively. The depth of the SDHs
range from 20 mm from the scanning surface to 90 mm with an in-
crement of 5 mm, ordered consecutively from one side to the other. The
second test specimen is a 140*130*30 mm (length*height*width) flat
surface stainless-steel block with longitudinal and transverse wave
speed of 5624 m/s and 3238 m/s, respectively. The depth of the SDHs
range from 20 mm to 115 mm from four different scanning surfaces,
with an increment of 5 mm but not ordered consecutively under the
same surface. The four scanning surfaces considered are denoted by the
letters A to D. The surface notation and detailed locations of the SDHs
are presented in the sketches of the two test specimens shown in Figs. 4
and 5 for the aluminum and the stainless-steel specimen, respectively.
All the dimensions are in unit of millimetres and note that the sketches
only show the profile with the location of SDHs, i.e. in the length-height
perspective of the specimens. The presented validation work focuses
mainly on the aluminum specimen as it is suitable for probe validation
due to its homogenous and isotropic material properties, as well as low
absorption and scattering characteristics. In addition, it has a long
scanning surface that facilitates mechanized inspection over many
SDHs in one continuous scanning. The stainless-steel specimen is used
afterwards as a complement in order to include the validation in a more
realistic material type that is often encountered during UT inspection.
3.4. Experimental setup
The PA probe used in the experiments and simulations operates in
pulse-echo mode. This is not a limitation, neither in the system nor the
software. The experiments towards the SDHs in these test specimens
aim at detecting the maximum direct echo responses under non-angled
and 45-degree angled inspections with and without focusing effect.
Only the central 16 elements were activated to avoid ghost images
during the unfocused inspection, while all 64 elements were activated
to generate proper focusing effect at certain depths of interest. In a
Table 1









Cable length (m) 2.5
Center frequency (MHz) 5
Relative bandwidth (%) 74
Fig. 2. Probe-matched ZETEC wedges, LM-0LW (left) and LM-55SW (right).
Fig. 3. Mechanized gantry system on the experimental platform.
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single run, the PA probe performed a continuous one-line scan over all
SDHs on the scanning surface from one end to the other, in the same
procedure settings as in the simulation. Then, the maximum echo am-
plitude of each SDH could be retrieved from the recorded data.
The inspections mainly focus on the aluminum test specimen
(Fig. 4) thanks to its long scanning surface that ensures consistency in
probe alignment for all positions using the mechanized gantry system.
All the SDHs are physically reachable from the scanning surface for the
non-angled inspection on this aluminum test specimen, while only 11
SDHs ranging from 20 mm to 70 mm with an increment of 5 mm can be
reached for the 45-degree angled inspection due to the limited sample
size. All echo amplitudes were normalized with respect to the reference
SDH located at the focusing depth used during the inspection, they were
otherwise normalized with SDH at 50 mm depth. Regarding the
Fig. 4. Aluminum test specimen with 15 SDHs at different depth with diameters of 3 mm.
Fig. 5. Stainless-steel test specimen with 5 SDHs at different depth with diameters of 3 mm.
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stainless-steel test specimen (Fig. 5), only the non-angled inspections
without focusing effect were performed due to the limited scanning
space for 45-degree angled inspection. Besides, the inspections were
separated into 4 groups upon each scanning surface in accordance with
its geometry. The reason for this was that the backwall depths are
different to each scanning surface and it was inappropriate to normalize
all signals towards the same reference signal, i.e. a specific backwall
echo. Thus, the echo amplitudes were processed separately based on
which scanning surface they belong to, and the echo amplitudes were
normalized with respect to the middle SDH belonging to the corre-
sponding scanning surface instead.
Each set of the experiments was repeated five times. For each re-
petition the probe was moved continuously in a one-line scan from the
same starting point on the scanning surface. All other experimental
conditions were unchanged between repetitions to ensure consistency.
Experimental results are thus expressed by the average value and the
variation in experimental values are gathered and represented by error
bars in the result presentations. The echo amplitudes for all SDHs were
recorded in percentage of screen height with the same gain values for







where ASDH is the echo amplitude of the SDH of interest and ARef is the
counterpart of the reference SDH. Normalized results in decibel (dB)
were used in comparisons. It was observed during the experiments that
a strong echo occurs at a certain depth in the A-scan due to the wave
reflection within the non-angled wedge used. This strong echo can mask
the echo reflected from an actual SDH at a similar depth. For this
reason, the SDH at 85 mm depth in the aluminum specimen and 75 mm
depth in the stainless-steel specimen is undetectable and is thus ex-
cluded from the analysis.
4. Results and discussion
The experiments were performed mainly on the aluminum specimen
with the same parameters used in the corresponding simulations. Echo
amplitudes were then normalized based on the same reference SDH so
that the results are comparable under the same scale.
4.1. Non-angled inspection
The results for the non-angled inspection on the aluminum spe-
cimen are presented without focusing effect in Fig. 6 and with focusing
depth at 50 mm, 70 mm and 90 mm in Figs. 7, 8, 9, respectively. In each
figure, the upper part presents the normalized echo amplitudes for
SDHs and the lower part shows the corresponding differences between
the experimental and simulated results in terms of absolute value. Note
again that the amplitude normalizations were performed using the SDH
at 50 mm depth in the non-focusing case and at the individual focusing
depth in the focusing cases.
The non-angled inspection without focusing effect (Fig. 6) indicates
good agreement between the experiments (asterisk signs) and the si-
mulations (circle signs). The differences (solid-circle line) for most
SDHs are within 1 dB for SDHs down to 75 mm in depth. The dis-
crepancy for SDHs deeper than 75 mm could be due to attenuation in
the experiments. Attenuation in this case could be material damping
(grain scattering and viscous damping) and/or deviation in beam di-
vergence due to boundary conditions that was not included in the
current simulations.
When the focusing depth of 50 mm is set for the non-angled in-
spection (Fig. 7), the simulations (circle signs) show the same ampli-
tude trend as in the experiments (asterisk signs), i.e. more energy is
reflected from the SDHs positioned close to the focusing depth. The
discrepancies in the range of interest from 45 to 55 mm depth are
within 3 dB (solid-circle line). To show the flexibility of the simulation
model and the effect of a shallower focusing depth, a series of simula-
tions with focusing depth of 45 mm are included (right-pointing tri-
angle signs). It is indicated in Fig. 7 that a 5 mm decrease of focusing
depth in this case retains the focusing trend, while the echo amplitudes
in the range of interest differ much comparing to the experiments
(solid-triangle line).
When the focusing depth is set at 70 mm for the non-angled in-
spection (Fig. 8), the comparisons show similar correspondence as in
the 50 mm focusing case. The discrepancies within the focusing range
of interest, i.e. between 65 mm and 75 mm depth, are around 1 dB
(solid-circle line). But it should be noticed in the experimental results
(asterisk signs) that the maximum echo amplitude does not occur at
70 mm depth, where the focusing depth is set, but at around 65 mm
Fig. 6. Results comparison on aluminum specimen for the non-angled inspec-
tion without focusing effect.
Fig. 7. Results comparison on aluminum specimen for the non-angled inspec-
tion with focusing depth at 50 mm.
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depth instead. This phenomenon indicates that the actual focusing
depth in the experiment could be less than the specified depth at
70 mm, as Azar indicated in their beam simulation findings [19]. Thus,
another two series of simulations with focusing depth at 60 mm (cross
signs) and 65 mm (right-pointing triangle signs) were carried out and
compared with the experiments. A better correspondence can be ob-
served when the simulated focusing depth is set at 65 mm (solid-tri-
angle line), even outside the focusing region of interest.
When the focusing depth is set at 90 mm for the non-angled in-
spection (Fig. 9), the same phenomenon can be noticed in the experi-
ments as previous results, i.e. the maximum echo amplitude is not from
the SDH at 90 mm depth, but from a shallower SDH at around 80 mm.
Regarding the simulation, it is important to see that the simulations
with focusing at 90 mm depth (circle signs), i.e. the same focusing
depth set in the experiments, differ much comparing with the
experiments (asterisk signs). This could be caused by an increasing
mismatch between the specified and the actual focusing depth when the
focusing depth gets deeper, found by Sun [20] during numerical si-
mulation of the sound beam. Thus, a series of simulations with focusing
depth at 80 mm were conducted (right-pointing triangle signs), which
lead to a better agreement between the experiments and the simulations
(solid-triangle line) within the focusing depth range. The differences are
then at most 2 dB in this case in the focusing range of interest.
When it comes to the stainless-steel test specimen, the SDHs that can
be reached from the same scanning surface are grouped and processed
to create a dataset for each surface, since there is no specific backwall
echo that can be considered as the general reference signal for nor-
malization. This also reduces the irrelevant variations for the current
study caused by small changes of probe alignment between each sur-
face. Explicitly, the SDHs were grouped based on their scanning sur-
faces nominated by the letters A to D, see Fig. 5. To ensure the accuracy
of normalization, the echo amplitudes were normalized towards the
middle SDH in each group. It again should be noted that for the group
belonging to surface B, the SDH in the middle (at depth of 75 mm) was
undetectable due to the masking effect of the strong echo from the non-
angled wedge. Thus, the echo amplitudes in this group were instead
normalized by the SDH at 55 mm depth. The corresponding results
comparisons are presented in Fig. 10. Clear correlations are seen in each
group and the overall difference is within 2 dB.
4.2. 45-degree angled inspection
Regarding the angled inspection on aluminium specimen with
nominal refracted angle of 45 degree, the inspections were performed
without focusing effect (Fig. 11) and with focusing effect at depths of
50 mm (Fig. 12) and 70 mm (Fig. 13). Similarly, the upper part of each
figure presents the normalized echo amplitudes for SDHs and the lower
part shows the corresponding differences between the experimental and
simulated results in terms of absolute value. The mismatch is at most
2 dB for non-focusing case shown in Fig. 11 (solid-circle line), which
gives a good correlation. When the focusing depth at 50 mm is con-
sidered, good correlations with at most 2 dB mismatch can be seen in
Fig. 12 (solid-circle line) within the focusing depth range of interest
from 45 mm to 55 mm. Similar correlations for focusing depth of
70 mm are presented in Fig. 13 (solid-circle line) within the focusing
depth range of interest around 70 mm.
Furthermore, it is worth noticing in Figs. 7, 8, 9, 12 and 13 that
when the beam focusing effect is involved, the deviations between the
experimental and simulated results are large outside the focusing depth
range of interest. Since 64 probe elements were used in the focusing
cases, the calculated near field length is around 270 mm beneath the
probe surface, which potentially contributes to the deviations by the
wave intensity fluctuations and uncertainties. Attenuation in the ex-
periments, e.g. material damping (grain scattering and viscous
damping) or contact conditions that was not included in the current
simulations could also be a potential aspect to the deviation. Thus, the
model should be used with care if the target defect is not located around
the focusing depth.
4.3. Depth-angle relation
Taking a closer look at the experimental results in case of angled
inspections, it can be noticed that the true beam angle where the
maximum echo amplitude is obtained can be different with respect to
defect depth. The calculation of this true beam angle is based on Fig. 14,
in which p is the half path length of wave propagation when the echo
amplitude reaches maximum. D is the SDH depth seen from the scan-
ning surface to the center axis of the SDH and r is the radius of this SDH.
The true beam angle can thus be calculated as:
Fig. 8. Results comparison on aluminum specimen for the non-angled inspec-
tion with focusing depth at 70 mm.
Fig. 9. Results comparison on aluminum specimen for the non-angled inspec-
tion with focusing depth at 90 mm.
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Fig. 10. Results comparison on stainless-steel specimen for the non-angled inspection without focusing effect a) on surface A normalized by SDH at 60 mm depth; b)
on surface B normalized by SDH at 55 mm depth; c) on surface C normalized by SDH at 70 mm depth; d) on surface D normalized by SDH at 65 mm depth.
Fig. 11. Results comparison on aluminum specimen for the angled inspection
without focusing effect.
Fig. 12. Results comparison on aluminum specimen for the angled inspection
with focusing depth at 50 mm.








The half path length of wave propagation for each SDH can be re-
trieved from the A-scan in the experiments and simulations. The alu-
minum test specimen (r = 3 mm) was used in this investigation, where
the nominal refracted angle used was 45 degrees.
When the focusing depth is at 50 mm, the depth-angle relation can
be seen in Table 2. It is obvious that the calculated true angle of the
main beam at each depth is different in both the simulations and in the
experiments. Specifically, the true beam angle obtained at the focusing
depth of 50 mm in the experiments reaches 46 degrees while the
counterpart from the simulations is still around 45 degrees.
To ensure the accuracy of the simulation results, especially within
the focusing depth range of interest, i.e. from 45 mm to 55 mm depth in
this case, a new set of simulations with prescribed nominal refracted
angle of 46 degrees were conducted and the true beam angle is then
presented in Table 3. The angle of 45.96 degrees at 50 mm depth
correlates better with the experiments under this configuration, and the
corresponding echo amplitudes for SDHs are plotted in Fig. 12 (right-
pointing triangle sign) to verify the influence by the change of nominal
refracted angle. It can be noticed that the echo amplitudes are slightly
influenced, and the discrepancies increase to at most 3 dB within the
focusing depth range of interest (solid-triangle line).
Regarding the inspection with a focusing depth at 70 mm, a true
angle of the main beam is calculated as 45.5 degrees at the focusing
depth following the same procedure as for the previous case, thus a
series of simulations with a prescribed nominal refracted angle of 45.5
degrees were performed, which end up with a similar true beam angle
of 45.6 degrees at 70 mm depth. The corresponding echo amplitudes
are shown in Fig. 13 (right-pointing triangle sign) and the mismatch
rises to at most 2 dB instead within the focusing depth range at around
70 mm (solid-triangle line).
5. Conclusion
This paper presents a mechanized operation platform aiming for
ultrasonic inspection and the experimental validation work performed
using this platform towards a developed PA probe model. A correlation
between the depth of defect and the corresponding true beam angle was
briefly investigated. Two different test specimens with side-drilled holes
at different depths and materials were manufactured and involved in
this work. Since the validation of the transmitter/receiver model was
only addressed, the aluminum piece was mainly used in the current
Fig. 13. Results comparison on aluminum specimen for the angled inspection
with focusing depth at 70 mm.
Fig. 14. Parameters for the determination of depth-angle relation.
Table 2
Depth-angle relation when focusing depth of 50 mm and nominal refracted
angle of 45-degree is used in the simulation.
Simulations Experiments
D p p + r p p + r
(mm) (mm) (mm) (°) (mm) (mm) (°)
20 21.73 23.23 30.58 22.21 23.71 32.49
25 31.00 32.50 39.72 30.56 32.06 38.76
30 38.65 40.15 41.65 39.16 40.66 42.45
35 46.83 48.33 43.60 47.47 48.97 44.38
40 54.78 56.28 44.71 55.32 56.82 45.25
45 62.40 63.90 45.23 63.40 64.90 46.10
50 69.29 70.79 45.06 70.46 71.96 45.99
55 76.05 77.55 44.83 77.34 78.84 45.76
60 83.00 84.50 44.76 84.23 85.73 45.58
65 89.85 91.35 44.64 91.10 92.60 45.42
70 98.29 99.79 45.45 97.98 99.48 45.28
Table 3
Depth-angle relation when focusing depth of 50 mm and nominal refracted
angle of 46-degree is used in the simulation.
Simulations Experiments
D p p + r p p + r
(mm) (mm) (mm) (°) (mm) (mm) (°)
20 22.39 23.89 33.16 22.21 23.71 32.49
25 30.97 32.47 39.65 30.56 32.06 38.76
30 39.48 40.98 42.94 39.16 40.66 42.45
35 47.89 49.39 44.88 47.47 48.97 44.38
40 55.92 57.42 45.84 55.32 56.82 45.25
45 63.54 65.04 46.22 63.40 64.90 46.10
50 70.43 71.93 45.96 70.46 71.96 45.99
55 77.45 78.95 45.84 77.34 78.84 45.76
60 84.42 85.92 45.71 84.23 85.73 45.58
65 91.41 92.91 45.60 91.10 92.60 45.42
70 100.15 101.65 46.48 97.98 99.48 45.28
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work. Non-angled and angled inspections with and without focusing
effect were compared with their corresponding simulations to show the
accuracy of the simulation model, and the accompanying parametric
studies showed the flexibility of the model. It can be concluded from
these comparisons that the PA probe model implemented in this si-
mulation software, simSUNDT, can provide acceptable UT results, in
terms of maximum echo amplitudes. The model can thus be treated as
an alternative to the physical experimental work to some extent. The
phenomenon of shallower actual focusing depth than the nominal one
found by the sound field simulation was also observed experimentally,
thus leading to a confirmed variation and discrepancy of the focusing
depth in the reality. The relation between the defect depth and the
corresponding true angle of the main beam emphasizes the necessity of
calibration towards a calibration specimen that is similar to the actual
block to be inspected regarding material properties, potential defect
depth, etc. It again reveals the possibility of the flexible parametric
study of the simulation model. However, one should still be aware of
the limitation that the defects considered in this study are only SDHs
since they are easy to manufacture with well-defined properties and
more importantly, can provide direct and clear echoes to be compared
with. In terms of the inspection with focusing effect, larger mismatches
between experiments and simulations are observed on the defects lying
outside the focusing depth of interest. These mismatches might come
from the near field effect and sound wave attenuation. Attenuation
includes beam divergence and material damping, whereas the latter is
currently not considered in the simulations because of the low ab-
sorption assumption to the aluminum test specimen, and of the vali-
dation focus on the PA probe model rather than on material aspects.
While the material damping is an option in the simSUNDT and shall be
further explored in the future work. Nevertheless, it should still be
noted that the focusing depth needs to be carefully specified with re-
spect to the certain defect of interest for accurate simulation purpose.
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