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BEREZIN TRANSFORMS ON NONCOMMUTATIVE POLYDOMAINS
GELU POPESCU
Abstract. This paper is an attempt to unify the multivariable operator model theory for ball-like
domains and commutative polydiscs, and extend it to a more general class of noncommutative poly-
domains Dmq (H) in B(H)
n. An important role in our study is played by noncommutative Berezin
transforms associated with the elements of the polydomain. These transforms are used to prove that
each such polydomain has a universal model W = {Wi,j} consisting of weighted shifts acting on a
tensor product of full Fock spaces. We introduce the noncommutative Hardy algebra F∞(Dmq ) as the
weakly closed algebra generated by {Wi,j} and the identity, and use it to provide a WOT-continuous
functional calculus for completely non-coisometric tuples in Dm
q
(H), which are identified. It is shown
that the Berezin transform is a completely isometric isomorphism between F∞(Dmq ) and the algebra of
bounded free holomorphic functions on the radial part of Dm
q
(H). A characterization of the Beurling
type joint invariant subspaces under {Wi,j} is also provided.
It has been an open problem for quite some time to find significant classes of elements in the commu-
tative polidisc for which a theory of characteristic functions and model theory can be developed along
the lines of the Sz.-Nagy–Foias theory of contractions. We give a positive answer to this question, in
our more general setting, providing a characterization for the class of tuples of operators in Dmq (H)
which admit characteristic functions. The characteristic function is constructed explicitly as an arti-
fact of the noncommutative Berezin kernel associated with the polydomain, and it is proved to be a
complete unitary invariant for the class of completely non-coisometric tuples. Using noncommutative
Berezin transforms and C∗-algebras techniques, we develop a dilation theory on the noncommutative
polydomain Dmq (H).
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Introduction
Throughout this paper, we denote by B(H) the algebra of bounded linear operators on a Hilbert
space H. A polynomial q ∈ C[Z1, . . . , Zn] in n noncommuting indeterminates is called positive regular
if all its coefficients are positive, the constant term is zero, and the coefficients of the linear terms
Z1, . . . , Zn are different from zero. If X = (X1, . . . , Xn) ∈ B(H)
n and q =
∑
α aαZα, we define the map
Φq,X : B(H)→ B(H) by setting Φq,X(Y ) :=
∑
α aαXαY X
∗
α.
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Given two k-tuples m := (m1, . . . ,mk) and n := (n1, . . . , nk) with mi, ni ∈ N := {1, 2, . . .}, and a k-
tuple q = (q1, . . . , qk) of positive regular polynomials qi ∈ C[Z1, . . . , Zni ], we associate with each element
X = (X1, . . . , Xk) ∈ B(H)
n1 × · · · ×B(H)nk the defect mapping ∆mq,X : B(H)→ B(H) defined by
∆mq,X := (id− Φq1,X1)
m1 ◦ · · · ◦ (id− Φqk,Xk)
mk .
We denote by B(H)n1 ×c · · ·×cB(H)
nk the set of all tuples X = (X1, . . . , Xk) ∈ B(H)
n1 × · · ·×B(H)nk ,
where Xi := (Xi,1, . . . , Xi,ni) ∈ B(H)
ni , i ∈ {1, . . . , k}, with the property that, for any p, q ∈ {1, . . . , k},
p 6= q, the entries of Xp are commuting with the entries of Xq. In this case we say that Xp and Xq are
commuting tuples of operators. Note that the operators Xi,1, . . . , Xi,ni are not necessarily commuting.
In this paper, we develop an operator model theory and a theory of free holomorphic functions on the
noncommutative polydomains
Dmq (H) :=
{
X = (X1, . . . , Xk) ∈ B(H)
n1 ×c · · · ×c B(H)
nk : ∆pq,X(I) ≥ 0 for 0 ≤ p ≤m
}
.
Our study is an attempt to unify the multivariable operator model theory for the ball-like domains and
commutative polydiscs, and to extend it further to the above-mentioned polydomains. The main tool in
our investigation is a Berezin [13] type transform associated with the abstract noncommutative domain
Dmq := {D
m
q (H) : H is a Hilbert space}.
In the last sixty years, this type of polydomains has been studied in several particular cases. Most of
all, we mention the study of the closed operator unit ball
[B(H)]−1 := {X ∈ B(H) : I −XX
∗ ≥ 0}
(which corresponds to the case k = n1 = m1 = 1, and q1 = Z) which has generated the celebrated
Sz.-Nagy–Foias [54] theory of contractions on Hilbert spaces and has had profound implications in func-
tion theory, interpolation, and linear systems theory. When k = n1 = 1, m1 ≥ 2, and q1 = Z, the
corresponding domain coincides with the set of all m-hypercontractions studied by Agler in [1], [2], and
recently by Olofsson [29], [30].
In several variables, the case when k = 1, n1 ≥ 2, m1 = 1, and q1 = Z1 + · · ·+Zn, corresponds to the
closed operator ball
[B(H)n]−1 := {(X1, . . . , Xn) ∈ B(H)
n : I −X1X
∗
1 − · · · −XnX
∗
n ≥ 0}
and its study has generated a free analogue of Sz.-Nagy–Foias theory (see [22], [14], [33], [34], [35], [36],
[37], [38], [39], [19], [20], [8], [41], [43], [47], and the references there in). The commutative case was
considered by Drurry [21], extensively studied by Arveson [5], [6], and also in [38], [41], [9], and [10]. We
should remark that, in recent years, many results concerning the theory of row contractions were extended
by Muhly and Solel ([26], [27], [28]) to representations of tensor algebras over C∗-correspondences and
Hardy algebras. We mention that in the particular case when k = 1 and q1 is a positive regular polynomial,
the corresponding domain was studied in [46], if m1 = 1, and in [42], [48], [49], when m1 ≥ 2. The
commutative case when m1 ≥ 2, n1 ≥ 2, and q1 = Z1 + · · · + Zn, was studied by Athavale [7], Mu¨ller
[24], Mu¨ller-Vasilescu [25], Vasilescu [56], and Curto-Vasilescu [16]. Some of these results were extended
by S. Pott [51] when q1 is a positive regular polynomial in commuting indeterminates.
The commutative polydisc case, i.e, k ≥ 2, n1 = · · · = nk = 1, and q = (Z1, . . . , Zk), was first
considered by Brehmer [15] in connection with regular dilations. Motivated by Agler’s work [2] on
weighted shifts as model operators, Curto and Vasilescu developed a theory of standard operator models
in the polydisc in [17], [18]. Timotin [55] was able to obtain some of their results from Brehmer’s theorem.
The polyball case, when k ≥ 2 and qi = Z1+ · · ·+Zni , i ∈ {1, . . . , k}, was considered in [38] and [11] for
the noncommutative and commutative case, respectively. As far as we know, unlike the ball case, there
is no theory of characteristic functions, analoguos to the Sz.-Nagy–Foias theory, for significant classes of
operators in the polydisc (or polyball) case.
In Section 1, we work out some basic properties of the noncommutative polydomains Dmq (H). One
of the main results, which plays an important role in the present paper, states that any podydomain
Dmq (H) is radial, i.e., rX ∈ D
m
q (H) whenever X ∈ D
m
q (H) and r ∈ [0, 1). This fact has also an
important consequence in the particular case when k = 1, namely, that all the results from [42], [48], [49],
which were proved in the setting of the radial part of Dm1q1 (H), are true for any domain D
m1
q1 (H).
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In Section 2, we introduce the noncommutative Berezin transform at T ∈ Dmq (H) to be the mapping
BT : B(⊗
k
i=1F
2(Hni))→ B(H) defined by
BT[g] := K
∗
q,T(g ⊗ IH)Kq,T, g ∈ B(⊗
k
i=1F
2(Hni)),
where F 2(Hni) is the full Fock space on ni generators and
Kq,T : H → F
2(Hn1)⊗ · · · ⊗ F
2(Hnk)⊗∆
m
q,T(I)(H)
is the noncommutative Berezin kernel associated with T, which is defined in terms of the coefficients
of the positive regular polynomials q1, . . . , qk. We remark that in the particular case when H = C,
q = (Z1, . . . , Zk), T = λ = (λ1, . . . , λk) ∈ D
k, and mi = ni = 1 for any i ∈ {1, . . . , k}, we recover the
Berezin transform of a bounded linear operator on the Hardy space H2(Dk), i.e.,
Bλ[g] =
k∏
i=1
(1 − |λi|
2) 〈gkλ, kλ〉 , g ∈ B(H
2(Dk)),
where kλ(z) :=
∏k
i=1(1− λizi)
−1 and z = (z1, . . . , zk) ∈ D
k.
The noncommutative Berezin transforms are used to prove the main result of this section (Theorem
2.2) which shows that each polydomainDmq (H) has a universal modelW = {Wi,j} consisting of weighted
shifts acting on a tensor product of full Fock spaces. Moreover, we show that a tuple of operators X is
in the noncommutative polydomain Dmq (H) if and only if there exists a completely positive linear map
Ψ : C∗(Wi,j)→ B(H) such that
Ψ(p(W)r(W)∗) = p(X)r(X)∗,
for any p(W), r(W) polynomials in {Wi,j} and the identity.
In Section 3, we introduce the noncommutative Hardy algebra F∞(Dmq ) as the weakly closed algebra
generated by {Wi,j} and the identity, and use it to provide a WOT-continuous functional calculus for
completely non-coisometric tuples T = {Ti,j} in D
m
q (H), which are identified. We show that
Φ(ϕ) := SOT- lim
r→1
ϕ(rTi,j), ϕ = ϕ(Wi,j) ∈ F
∞(Dmq ),
exists in the strong operator topology and defines a map Φ : F∞(Dmq ) → B(H) with the property
that Φ(ϕ) = SOT- lim
r→1
BrT[ϕ], where BrT is the noncommutative Berezin transform at rT ∈ D
m
q (H).
Moreover, Φ is a unital completely contractive homomorphism, which is WOT-continuous (resp. SOT-
continuous) on bounded sets.
In Section 4, we introduce the algebra Hol(Dmq,rad) of all free holomorphic functions on the abstract
radial polydomain Dmq,rad. We identify the polydomain algebra A(D
m
q ) (the closed algebra generated by
{Wi,j} and the identity) and the Hardy algebra F
∞(Dmq ) with subalgebras of Hol(D
m
q,rad). For example,
it is shown that the noncommutative Berezin transform is a completely isometric isomorphism between
F∞(Dmq ) and the algebra of bounded free holomorphic functions on D
m
q,rad. We remark that there is an
important connection between the theory of free holomorphic functions on abstract radial polydomains
Dmq,rad, and the theory of holomorphic functions on polydomains in C
d (see [23], [52]). Indeed, if H = Cp
and p ∈ N, then Dmq (C
p) can be seen as a subset of C(n1+···+nk)p
2
with an arbitrary norm. Given a free
holomorphic function ϕ on the abstract radial polydomain Dmq,rad, we prove that its representation on
Cp, i.e., the map ϕ̂ defined by
C
(n1+···+nk)p
2
⊃ Dmq,rad(C
p) ∋ (λi,j) 7→ ϕ(λi,j) ∈ C
p2
is a holomorphic function on the interior of Dmq (C
p). In addition, ϕ̂ is bounded when ϕ ∈ F∞(Dmq ), and
it has continuous extension to Dmq (C
p)) when ϕ ∈ A(Dmq ).
In Section 5, we obtain a characterization of the Beurling [12] type joint invariant subspaces under
{Wi,j}. We prove that a subspace M ⊂ ⊗
k
i=1F
2(Hni) ⊗ H has the form M = Ψ
(
(⊗ki=1F
2(Hni))⊗ E
)
for some inner multi-analytic operator with respect to the universal model W, if and only if
∆
p
q,W⊗I(PM) ≥ 0, for any p ∈ Z
k
+,p ≤m,
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where PM is the orthogonal projection of the Hilbert space ⊗
k
i=1F
2(Hni)⊗H ontoM. In the particular
case when m = (1, . . . , 1), the latter condition is satisfied when W ⊗ I|M is a doubly commuting tuple.
We also characterize the reducing subspaces under {Wi,j} and present several results concerning the
model theory for pure elements in the noncommutative polydomain Dmq (H).
In Section 6, we provide a characterization for the class of tuples of operators in Dmq (H) which admit
characteristic functions. We say that T ∈ Dmq (H) has characteristic function if there is a multi-analytic
operator Ψ with respect to the universal model W such that
Kq,TK
∗
q,T +ΨΨ
∗ = I,
where Kq,T is the noncommutative Berezin kernel associated with D
m
q (H). In this case, Ψ is essentially
unique. We prove that T ∈ Dmq (H) has characteristic function if and only if
∆
p
q,W⊗I
(
I −Kq,TK
∗
q,T
)
≥ 0, for any p ∈ Zk+,p ≤m.
The characteristic function is constructed explicitly and it is proved to be a complete unitary invariant
for the class of completely non-coisometric tuples. Moreover, we provide an operator model for this class
of elements in Dmq (H) in terms of their characteristic functions.
In Section 7, using several results from the previous sections and C∗-algebras techniques, we develop
a dilation theory on the noncommutative polydomain Dmq (H). The main result states that if T = {Ti,j}
is a tuple in Dmq (H), then there exists a ∗-representation π : C
∗(Wi,j)→ B(Kπ) on a separable Hilbert
space Kπ, which annihilates the compact operators and ∆
m
q,π(W)(IKpi) = 0 such that H can be identified
with a ∗-cyclic co-invariant subspace of
K˜ :=
[
(⊗ki=1F
2(Hni))⊗∆
m
q,T(I)(H)
]
⊕Kπ
under each operator
Vi,j :=
[
Wi,j ⊗ I 0
0 π(Wi,j)
]
,
and such that T ∗i,j = V
∗
i,j |H for all i, j. Under a certain additional condition on the universal model
W, the dilation above is minimal and unique up to unitary equivalence. We also obtain Wold type
decompositions for non-degenerate ∗-representations of the C∗-algebra C∗(Wi,j).
We mention that the results of this paper are presented in a more general setting, when q is replaced by
a k-tuple f = (f1, . . . , fk) of positive regular free holomorphic functions in a neighborhood of the origin.
Also, the results are used in [50] to develop an operator model theory for varieties in noncommutative
polydomains. This includes various commutative cases which are presented in close connection with the
theory of holomorphic functions in several complex variables.
1. A class of noncommutative polydomains
For each i ∈ {1, . . . , k}, let F+ni be the unital free semigroup on ni generators g
i
1, . . . , g
i
ni and the
identity gi0. The length of α ∈ F
+
ni is defined by |α| := 0 if α = g
i
0 and |α| := p if α = g
i
j1
· · · gijp , where
j1, . . . , jp ∈ {1, . . . , ni}. If Z1, . . . , Zni are noncommuting indeterminates, we denote Zα := Zj1 · · ·Zjp
and Zgi0 := 1. Let fi :=
∑
α∈F+ni
ai,αZα, ai,α ∈ C, be a formal power series in ni noncommuting
indeterminates Z1, . . . , Zni . We say that fi is a positive regular free holomorphic function if the following
conditions hold: ai,α ≥ 0 for any α ∈ F
+
ni , ai,gi0 = 0, ai,gij > 0 for j = 1, . . . , ni, and
lim sup
k→∞
∑
|α|=k
|ai,α|
2
1/2k <∞.
Given Xi := (Xi,1, . . . , Xi,ni) ∈ B(H)
ni , define the map Φfi,Xi : B(H)→ B(H) by setting
Φfi,Xi(Y ) :=
∞∑
k=1
∑
α∈F+ni ,|α|=k
ai,αXi,αY X
∗
i,α, Y ∈ B(H),
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where the convergence is in the week operator topology.
Let n := (n1, . . . , nk) and m := (m1, . . . ,mk), where ni,mi ∈ N := {1, 2, . . .} and i ∈ {1, . . . , k},
and let f := (f1, . . . , fk) be a k-tuple of positive regular free holomorphic functions. We introduce the
noncommutative polydomain Dmf (H) to be the set of all k-tuples
X := (X1, . . . , Xk) ∈ B(H)
n1 ×c · · · ×c B(H)
nk
with the property that Φfi,Xi(I) ≤ I and
(id− Φf1,X1)
ǫ1m1 · · · (id− Φfk,Xk)
ǫkmk(I) ≥ 0
for any i ∈ {1, . . . , k} and ǫi ∈ {0, 1}. We use the convention that (id − Φfi,Xi)
0 = id. We remark that
Dmf (H) contains a polyball [B(H)
n1 ]−r1 ×c · · · ×c [B(H)
nk ]−rk for some r1, . . . , rk > 0, where
[B(H)ni ]−ri := {(Y1, . . . , Yni) ∈ B(H)
ni : Y1Y
∗
1 + · · ·+ YniY
∗
ni ≤ r
2
i I}.
Throughout this paper, we refer to Dmq := {D
m
q (H) : His a Hilbert space} as the abstract noncommu-
tative polydomain, and Dmq (H) as its representation on the Hilbert space H.
A linear map ϕ : B(H) → B(H) is called power bounded if there exists a constant M > 0 such that
‖ϕk‖ ≤ M for any k ∈ N. For information on completely bounded (resp. positive) maps, we refer to
[31] and [32]. If p := (p1, . . . , pk) ∈ Z
k
+ and q := (q1, . . . , qk) ∈ Z
k
+, we set p ≤ q iff pi ≤ qi for all
i ∈ {1, . . . , k}, where Z+ := {0, 1, . . .}.
Proposition 1.1. Let ϕi : B(H) → B(H), i ∈ {1, . . . , k}, be power bounded positive linear maps such
that
ϕiϕj = ϕjϕi, i, j ∈ {1, . . . , k}.
If Y ∈ B(H) is a self-adjoint operator and p := (p1, . . . , pk) ∈ Z
k
+ with pi ≥ 1, then the following
statements are equivalent.
(i) (id−ϕ1)
ǫ1p1 · · · (id−ϕk)
ǫkpk(Y ) ≥ 0 for all ǫi ∈ {0, 1} with ǫ := (ǫ1, . . . , ǫk) 6= 0 and i ∈ {1, . . . , k}.
(ii) (id− ϕ1)
q1 · · · (id− ϕk)
qk(Y ) ≥ 0 for all q := (q1, . . . , qk) ∈ Z
k
+ with q ≤ p and q 6= 0.
Proof. Note that it is enough to prove that (id − ϕ1)
p1 · · · (id − ϕk)
pk(Y ) ≥ 0 if and only if (id −
ϕ1)
q1 · · · (id − ϕk)
qk(Y ) ≥ 0 for all q := (q1, . . . , qk) ∈ Z
k
+ with qi ≤ pi and qi ≥ 1. We proceed
by induction over k ∈ N. Let k = 1, and assume that (id − ϕ1)
p1 (Y ) ≥ 0 and p1 ≥ 2. Suppose
that there is h0 ∈ H such that
〈
(id− ϕ1)
p1−1(Y )h0, h0
〉
< 0. Set yj :=
〈
ϕj1(id− ϕ1)
p1−1(Y )h0, h0
〉
,
j = 0, 1, . . ., and note that {yj}
∞
j=0 is a decreasing sequence with yj ≤ y0 < 0. Consequently, we deduce
that
∑∞
j=0 yj = −∞. On the other hand, we have∣∣∣∣∣∣
p∑
j=0
yj
∣∣∣∣∣∣ :=
∣∣∣〈(id− ϕp+11 )(id− ϕ1)p1−2(Y )h0, h0〉∣∣∣
≤
(
1 + ‖ϕp+11 (I)‖
)
‖(id− ϕ1)
p1−2(Y )‖‖h0‖.
Since ϕ1 is power bounded, we get a contradiction. Therefore, we must have (id − ϕ1)
p1−1(Y ) ≥ 0.
Continuing this process, we show that (id−ϕ)p1(Y ) ≥ 0 if and only if (id−ϕ)s(Y ) ≥ 0 for s = 1, 2, . . . , p1.
Now, assume that
(id− ϕ1)
p1 · · · (id− ϕk)
pk(id− ϕk+1)
pk+1(Y ) ≥ 0.
Due to the fact that ϕiϕj = ϕjϕi for all i, j ∈ {1, . . . , k}, we deduce that (id−ϕk+1)
pk+1(Yk) ≥ 0, where
Yk := (id− ϕ1)
p1 · · · (id− ϕk)
pk(Y ). On the other hand, due to the identity
(id− ϕk)
pk(Y ) =
pk∑
p=0
(−1)p
(
pk
p
)
ϕpk(Y ),
the operator (id − ϕk)
pk(Y ) is self-adjoint whenever ϕk is a positive linear map and Y is a self-adjoint
operator. Inductively, one can easily see that Yk is a self-adjoint operator. Now, applying the case k = 1,
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we deduce that (id−ϕk+1)
pk+1(Yk) ≥ 0 if and only if (id−ϕk+1)
qk+1(Yk) ≥ 0 for all qk+1 ∈ {0, 1, . . . , pk+1}.
Hence,
(id− ϕ1)
p1 · · · (id− ϕk)
pk(id− ϕk+1)
qk+1(Y ) ≥ 0.
Due to the induction hypothesis, we deduce that
(id− ϕ1)
q1 · · · (id− ϕk)
qk (id− ϕk+1)
qk+1(Y ) ≥ 0
for all (q1, . . . , qk+1) ∈ Z
k+1
+ with qi ≤ pi and qi ≥ 1. This completes the proof. 
Let Φ = (ϕ1, . . . , ϕk) be a k-tuple of power bounded, positive linear maps on B(H) such that ϕiϕj =
ϕjϕi, i, j ∈ {1, . . . , k}. For each p := (p1, . . . , pk) ∈ Z
k
+, we define the linear map ∆
p
Φ : B(H)→ B(H) by
setting
∆p1,...,pkΦ = ∆
p
Φ := (id− ϕ1)
p1 · · · (id− ϕk)
pk .
Lemma 1.2. Let m ∈ Nk and let Y ∈ B(H) be a self-adjoint operator such that ∆pΦ(Y ) ≥ 0 for all
p ∈ Zk+ with p ≤m and p 6= 0. If q ∈ Z
k
+ with q 6= 0 and q ≤m, then
∆mΦ (Y ) ≤ ∆
q
Φ(Y ).
Proof. Set m := (m1, . . . ,mk) ∈ N
k and m′ := (m1 − 1,m2, . . . ,mk). Since ∆
m′
Φ (Y ) ≥ 0 and ϕ1 is a
positive map, we deduce that
∆mΦ (Y ) = ∆
m′
Φ (Y )− ϕ1(∆
m′
Φ (Y )) ≤ ∆
m′
Φ (Y )
Using the fact that ϕiϕj = ϕjϕi for i, j ∈ {1, . . . , k}, one can continue this process and complete the
proof. 
Proposition 1.3. Let Y ∈ B(H) be a self-adjoint operator, m ∈ Zk+, m 6= 0, and let Φ = (ϕ1, . . . , ϕk)
be a k-tuple of commuting, power bounded, positive linear maps on B(H) such that
(i) ∆mΦ (Y ) ≥ 0, and
(ii) each ϕi is pure, i.e., ϕ
p
i (I)→ 0 strongly as p→∞.
Then ∆qΦ(Y ) ≥ 0 for any q ∈ Z
k
+ with q ≤m. In particular, Y ≥ 0.
Proof. Setm′ := (m1−1,m2, . . . ,mk) and note that due to the fact that ∆
m
Φ (Y ) ≥ 0 and ϕ1 is a positive
linear map, we have
0 ≤ ∆mΦ (Y ) = ∆
m′
Φ (Y )− ϕ1(∆
m′
Φ (Y )).
Hence, we deduce that ϕp1(∆
m′
Φ (Y )) ≤ ∆
m′
Φ (Y ) for any p ∈ N. Since ∆
m′
Φ (Y ) is a self-adjoint operator,
we have
−‖∆m
′
Φ (Y )‖ϕ
p
1(I) ≤ ϕ
p
1(∆
m′
Φ (Y )) ≤ ‖∆
m′
Φ (Y )‖ϕ
p
1(I).
Now, taking into account that ϕpi (I) → 0 strongly as p → ∞, we conclude that ∆
m′
Φ (Y ) ≥ 0. Using the
commutativity of ϕ1, . . . , ϕk, one can continue this process and complete the proof. 
For each i ∈ {1, . . . , k}, let fi :=
∑
αi∈F
+
ni
,|α|≥1
ai,αZα be a positive regular free holomorphic function in
ni variables and let A := (A1, . . . , An) ∈ B(H)
ni be an ni-tuple of operators such that
∑
|α|≥1 ai,αAαA
∗
α
is convergent in the weak operator topology. One can easily prove that the map Φfi,A : B(H)→ B(H),
defined by
Φfi,A(X) =
∑
|α|≥1
ai,αAαXA
∗
α, X ∈ B(H),
where the convergence is in the weak operator topology, is a completely positive linear map which is
WOT-continuous on bounded sets. Moreover, if 0 < r < 1, then
Φfi,A(X) = WOT- lim
r→1
Φfi,rA(X), X ∈ B(H).
These facts will be used in the proof of the next theorem.
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Let T = (T1, . . . , Tk) ∈ B(H)
n1 ×c · · · ×c B(H)
nk , where Ti := (Ti,1, . . . , Ti,ni) ∈ B(H)
ni for all
i = 1, . . . , k, be such that Φfi,Ti(I) is well-defined in the weak operator topology. If p := (p1, . . . , pk) ∈ Z
k
+
and f := (f1, . . . , fk), we define the defect mapping ∆
p
f ,T : B(H)→ B(H) by setting
∆
p
f ,T := (id− Φf1,T1)
p1 · · · (id− Φfk,Tk)
pk .
Given r ≥ 0, we set rT := (rT1, . . . , rTk) and rTi := (rTi,1, . . . , rTi,ni) for i ∈ {1, . . . , k}. We say that the
k-tuple T has the radial property with respect to Dmf (H) if there exists δ ∈ (0, 1) such that rT ∈ D
m
f (H)
for any r ∈ (δ, 1].
Theorem 1.4. Let T = (T1, . . . , Tk) ∈ B(H)
n1 ×c · · · ×c B(H)
nk be such that Φfi,Ti(I) ≤ I for any
i ∈ {1, . . . , k}, and let q ∈ Zk+ be with q 6= 0. Then the following statements are equivalent:
(i) T ∈ Dmf (H);
(ii) for any pi ∈ {0, 1, . . . ,mi} and i ∈ {1, . . . , k},
(id− Φf1,T1)
p1 · · · (id− Φfk,Tk)
pk(I) ≥ 0;
(iii) ∆mf ,rT(I) ≥ 0 for any r ∈ [0, 1];
(iv) there exists δ ∈ (0, 1) such that ∆mf ,rT(I) ≥ 0 for any r ∈ (δ, 1);
(v) T has the radial property with respect to Dmf (H).
Proof. The equivalence of (i) with (ii) is due to Proposition 1.1, when applied to ϕi = Φfi,Ti . We prove
that (ii) implies (iii). First, note that if D ∈ B(H), D ≥ 0, then, for each i ∈ {1, . . . , k},
(1.1) (id− Φfi,Ti)(D) ≥ 0 =⇒ (id− Φfi,rTi)(D) ≥ 0, r ∈ [0, 1].
Indeed, if Φfi,Ti(D) ≤ D, then Φfi,rTi(D) ≤ D for any r ∈ [0, 1]. Now, assume that (ii) holds. If p ∈ Z
k
+
with p ≥ e1 := (1, 0, . . . , 0) ∈ Z
k
+, then (id − Φf1,T1)(∆
p−e1
f ,T (I)) ≥ 0 for any p ∈ Z
k
+ with e1 ≤ p ≤ m.
Consequently, due to (1.1), we have
(1.2) (id− Φf1,rT1)(∆
p−e1
f ,T (I)) ≥ 0
for any r ∈ [0, 1] and any p ∈ Zk+ with e1 ≤ p ≤m. Due to the commutativity of Φf1,T1 , . . . ,Φfk,Tk , the
latter inequality is equivalent to
(id− Φf1,T1)(∆
p−2e1
f ,T (id− Φf1,rT1)(I)) ≥ 0
for any r ∈ [0, 1] and any p ∈ Zk+ with 2e1 ≤ p ≤m. Due to (1.2), we have ∆
p−2e1
f ,T (id−Φf1,rT1)(I) ≥ 0
and, applying again relation (1.1), we deduce that
(id− Φf1,T1)(∆
p−3e1
f ,T (id− Φf1,rT1)
2(I)) ≥ 0
for any r ∈ [0, 1] and any p ∈ Zk+ with 3e1 ≤ p ≤m. Continuing this process, we obtain the inequality
(id− Φf2,T2)
p2 · · · (id− Φfk,Tk)
pk(id− Φf1,rT1)
p1(I) ≥ 0
for any p ∈ Zk+ with e1 ≤ p ≤ m, and any r ∈ [0, 1]. Similar arguments lead to the inequality
∆mf ,rT(I) ≥ 0 for any r ∈ [0, 1]. Since the implications (iii) =⇒ (iv) and (v) =⇒ (i) are clear, it remains
to prove that (iv) =⇒ (v).
To this end, assume that there exists δ ∈ (0, 1) such that ∆mf ,rT(I) ≥ 0 for any r ∈ (δ, 1). Since
Φfi,rTi(I) ≤ rI, it is clear that Φfi,rTi is pure for each i ∈ {1, . . . , k}. Applying Proposition 1.3, we
deduce that ∆pf ,rT(I) ≥ 0 for any r ∈ (δ, 1) and any p ∈ Z
k
+ with p ≤m. Note that ∆
p
f ,rT(I) is a linear
combination of products of the form Φq1f1,rT1 · · ·Φ
qk
fk,rTk
(I), where (q1, . . . , qk) ∈ Z
k
+. On the other hand
Φq1f1,T1 · · ·Φ
qk
fk,Tk
(I) = WOT- lim
j→∞
∑
αi∈F
+
ni
|α1|+···+|αk|≤j
cα1,...,αkT1,α1 · · ·Tk,αkT
∗
k,αk · · ·T
∗
1,α1 ≤ I
for some positive constants cα1,...,αk ≥ 0. Given x ∈ H and ǫ > 0, there is N0 ∈ N such that∑
αi∈F
+
ni
|α1|+···+|αk|≤j
cα1,...,αkr
2(|α1|+···+|αk|)
〈
T1,α1 · · ·Tk,αkT
∗
k,αk
· · ·T ∗1,α1x, x
〉
< ǫ
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for any j ≥ N0 and r ∈ (δ, 1). This can be used to show that
Φq1f1,T1 · · ·Φ
qk
fk,Tk
(I) = WOT- lim
r→1
Φq1f1,rT1 · · ·Φ
qk
fk,rTk
(I).
Hence, we deduce that∆pf ,T(I) = WOT- limr→1∆
p
f ,rT(I) ≥ 0 for any p ∈ Z
k
+ with p ≤m. Consequently,
T ∈ Dmf (H) and it has the radial property. This completes the proof. 
As expected, the domain Dmf (H) is called radial if any T ∈ D
m
f (H) has the radial property.
Corollary 1.5. The noncommutative polydomain Dmf (H) is radial.
In the particular case when k = 1, Theorem 1.4 shows that any noncommutative domain Dm1f1 (H),
m1 ∈ N, is radial. An important consequence is the following
Corollary 1.6. All the results from [42], [48], [49], which were proved in the setting of the radial part of
Dm1f1 (H), are true for any domain D
m1
f1
(H).
Another consequence of Theorem 1.4 is the following
Corollary 1.7. The following statements hold:
(i) If f = (f1, f2), and T = (T1, T2) ∈ D
m1
f1
(H)×c D
m2
f2
(H) with ∆mf ,T(I) ≥ 0, then T ∈ D
m
f (H).
(ii) If T = (T1, . . . , Tk) ∈ B(H)
n1 ×c · · · ×c B(H)
nk and Φfi,Ti(I) = I, i ∈ {1, . . . , k}, then T is in
the polydomain Dmf (H).
We say that a k-tuple T = (T1, . . . , Tk) ∈ D
m
f (H) is pure if
lim
q=(q1,...,qk)∈Zk+
(id− Φqkfk,Tk) · · · (id− Φ
q1
f1,T1
)(I) = I.
We remark that {(id − Φqkfk,Tk) · · · (id − Φ
q1
f1,T1
)(I)}q=(q1,...,qk)∈Zk+ is an increasing sequence of positive
operators. Indeed, due to Theorem 1.4, (id − Φfk,Tk) · · · (id − Φf1,T1)(I) ≥ 0. Taking into account that
Φf1,T1 , . . . ,Φfk,Tk are commuting, we have
(id− Φqkfk,Tk) · · · (id− Φ
q1
f1,T1
)(I) =
qk−1∑
s=0
Φsfk,Tk · · ·
q1−1∑
s=0
Φsf1,T1(id− Φfk,Tk) · · · (id− Φf1,T1)(I),
which proves our assertion. Note also that
(id− Φqkfk,Tk) · · · (id− Φ
q1
f1,T1
)(I) ≤ (id− Φ
qk−1
fk−1,Tk−1
) · · · (id− Φq1f1,T1)(I) ≤ · · · ≤ (id− Φ
q1
f1,T1
)(I) ≤ I.
Hence, we can deduce the following result.
Proposition 1.8. A k-tuple T = (T1, . . . , Tk) ∈ D
m
f (H) is pure if and only if, for each i ∈ {1, . . . , k},
Φpfi,Ti(I)→ 0 strongly as p→∞.
A k-tuple T ∈ Dmf (H) is called doubly commuting if Ti,pT
∗
j,q = T
∗
j,qTi,p for any i, j ∈ {1, . . . , k} with
i 6= j, and p ∈ {1, . . . , ni}, q ∈ {1, . . . , nj}. The next results provides some classes of elements in D
m
f (H).
Proposition 1.9. Let T = (T1, . . . , Tk) ∈ B(H)
n1 ×c · · · ×c B(H)
nk be such that Φfi,Ti(I) ≤ I and let
m = (m1, . . . ,mk) ∈ N
k. Then the following statements hold.
(i) If ∆mf ,T(I) ≥ 0 and, for each i ∈ {1, . . . , k}, Φ
p
fi,Ti
(I)→ 0 strongly as p→∞, then T ∈ Dmf (H).
(ii) If T ∈ Dm1f1 (H)×c · · · ×c D
mk
fk
(H) is doubly commuting, then T ∈ Dmf (H).
(iii) If m1Φf1,T1(I) + · · ·+mkΦfk,Tk(I) ≤ I, then T ∈ D
m
f (H).
(iv) If T = (T1, . . . , Tk) ∈ D
m
f (H), then ∆
m
f ,T(I) = 0 if and only if
(id− Φf1,T1) · · · (id− Φfk,Tk)(I) = 0.
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Proof. Applying Proposition 1.1 and Proposition 1.3, when Φ = (Φf1,T1 , . . . ,Φfk,Tk), we deduce part (i).
To prove part (ii), note that since Ti ∈ D
mi
fi
(H), we have (id−Φfi,Ti)
pi(I) ≥ 0 for any pi ∈ {0, 1, . . . ,mi}.
Using the fact that T is doubly commuting, we deduce that
∆
p
f ,T(I) = (id− Φf1,T1)
p1 (I) · · · (id− Φfk,Tk)
pk(I) ≥ 0
for any p ∈ Zk+ with p ≤m, which shows that T ∈ D
m
f (H).
Now, we prove part (iii). Let p := m1 + · · · + mk and set ij := 1 if 1 ≤ j ≤ m1, ij := 2 if
m1 + 1 ≤ j ≤ m1 +m2, . . ., and ij := k if m1 + · · ·+mk−1 + 1 ≤ j ≤ m1 + · · ·+mk. Due to Theorem
1.4, to prove (iii) is equivalent to showing that if
∑p
j=1Φfij ,Tij (I) ≤ I, then
(id− Φfi1 ,Ti1 ) · · · (id− Φfip ,Tip )(I) ≥ 0.
Set Yi0 = I and Yij := (id − Φfij ,Tij )(Yij−1 ) if j ∈ {1, . . . , p}. We proceed inductively. Note that
I = Yi0 ≥ Yi1 = (id− Φfi1 ,Ti1 )(I) ≥ 0. Let n < p and assume that
I ≥ Yin ≥ (id− Φfi1 ,Ti1 − · · · − Φfin ,Tin )(I) ≥ 0.
Hence, we deduce that
I ≥ Yin ≥ Yin+1 = Yin − Φfin+1 ,Tin+1 (Yin)
≥ (id− Φfi1 ,Ti1 − · · · − Φfin ,Tin )(I) − Φfin+1 ,Tin+1 (I),
which proves our assertion.
Now, we prove part (iv). If T = (T1, . . . , Tk) ∈ D
m
f (H), Theorem 1.4 implies that
(id− Φf1,T1)
p1 · · · (id− Φfk,Tk)
pk(I) ≥ 0
for any pi ∈ {0, 1, . . . ,mi} and i ∈ {1, . . . , k}. Due to Lemma 6.2 from [42], if ϕ : B(H) → B(H) is a
power bounded positive linear map such that D ∈ B(H) is a positive operator with (id−ϕ)(D) ≥ 0, and
γ ≥ 1, then
(id− ϕ)γ(D) = 0 if and only if (id− ϕ)(D) = 0.
Applying this result in our setting when ϕ = Φf1,T1 , γ = m1, and D = (id − Φf2,T2)
m2 · · · (id −
Φfk,Tk)
mk(I) ≥ 0, we deduce that relation ∆mf ,T(I) = 0 is equivalent to (id − Φf1,T1)(D) = 0. Due
to the commutativity of Φf1,T1 , · · · ,Φfk,Tk , the latter equality is equivalent to (id − Φf2,T2)
m2(Λ) = 0,
where Λ := (id−Φf3,T3)
m3 · · · (id−Φfk,Tk)
mk(id− Φf1,T1)(I) ≥ 0. Applying again the result mentioned
above, we deduce that the latter equality is equivalent to (id− Φf2,T2)(Λ) = 0. Continuing this process,
we can complete the proof of part (iv). 
2. Noncommutative Berezin transforms and universal models
Noncommutative Berezin transforms are used to show that each polydomain Dmf (H) has a universal
model W = {Wi,j} consisting of weighted shifts acting on a tensor product of full Fock spaces.
Let Hni be an ni-dimensional complex Hilbert space with orthonormal basis e
i
1, . . . , e
i
ni . We consider
the full Fock space of Hni defined by
F 2(Hni) :=
⊕
p≥0
H⊗pni ,
where H⊗0ni := C1 and H
⊗p
ni is the (Hilbert) tensor product of p copies of Hni . Set e
i
α := e
i
j1
⊗ · · · ⊗ eijp if
α = gij1 · · · g
i
jp
∈ F+ni and e
i
gi0
:= 1 ∈ C. It is clear that {eiα : α ∈ F
+
ni} is an orthonormal basis of F
2(Hni).
Let mi, ni ∈ N := {1, 2, . . .}, i ∈ {1, . . . , k}, and j ∈ {1, . . . , ni}. We define the weighted left creation
operators Wi,j : F
2(Hni) → F
2(Hni), associated with the abstract noncommutative domain D
mi
fi
by
setting
(2.1) Wi,je
i
α :=
√
b
(mi)
i,α√
b
(mi)
i,gjα
eigjα, α ∈ F
+
ni ,
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where
(2.2) b
(mi)
i,g0
:= 1 and b
(mi)
i,α :=
|α|∑
p=1
∑
γ1,...,γp∈F
+
ni
γ1···γp=α
|γ1|≥1,...,|γp|≥1
ai,γ1 · · · ai,γp
(
p+mi − 1
mi − 1
)
for all α ∈ F+ni with |α| ≥ 1.
Lemma 2.1. For each i ∈ {1, . . . , k} and j ∈ {1, . . . , ni}, we define the operator Wi,j acting on the
tensor Hilbert space F 2(Hn1)⊗ · · · ⊗ F
2(Hnk) by setting
Wi,j := I ⊗ · · · ⊗ I︸ ︷︷ ︸
i− 1 times
⊗Wi,j ⊗ I ⊗ · · · ⊗ I︸ ︷︷ ︸
k − i times
,
where the operators Wi,j are defined by relation (2.1). If Wi := (Wi,1, . . . ,Wi,ni), then the following
statements hold.
(i) (id−Φf1,W1)
m1 · · · (id−Φfk,Wk)
mk(I) = PC, where PC is the orthogonal projection from ⊗
k
i=1F
2(Hni)
onto C1 ⊂ ⊗ki=1F
2(Hni), where C1 is identified with C1⊗ · · · ⊗ C1.
(ii) W := (W1, . . . ,Wk) is a pure k-tuple in the noncommutative polydomain D
m
f (⊗
k
i=1F
2(Hni)).
Proof. Note that, due to relation (2.1), for each i ∈ {1, . . . , k} and βi ∈ F
+
ni , we have
Wi,βiW
∗
i,βie
i
αi =

b
(mi)
i,γi
b
(mi)
i,αi
eiαi if αi = βiγi, γi ∈ F
+
ni
0 otherwise.
As in Lemma 1.2 from [42], straightforward computations reveal that (id−Φfi,Wi)
mi(I) = I ⊗ · · · ⊗ I ⊗
PC ⊗ I ⊗ · · · ⊗ I, where PC is on the i
th position and denotes the orthogonal projection from F 2(Hni)
onto C1 ⊂ F 2(Hni). Since the k-tuple W := (W1, . . . ,Wk) is doubly commuting, we deduce that
(id− Φf1,W1)
m1 · · · (id− Φfk,Wk)
mk(I) = (id− Φf1,W1)
m1(I) · · · (id− Φfk,Wk)
mk(I) = PC.
which proves part (i). To prove part (ii), note first that relation (2.1) implies Φpfi,Wi(I)e
i
α = 0 if p > |α|,
α ∈ F+ni . Since ‖Φ
p
fi,Wi
(I)‖ ≤ 1 for any p ∈ N, we deduce that lim
p→∞
Φpfi,Wi(I) = 0 in the strong operator
topology. Taking into account that ∆mf ,W(I) = PC, we can use Proposition 1.3 to conclude that W is
in the noncommutative polydomain Dmf (⊗
k
i=1F
2(Hni)). Moreover, due to Proposition 1.8, W is a pure
k-tuple in Dmf (⊗
k
i=1F
2(Hni)). 
We mention that one can define the weighted right creation operators Λi,j : F
2(Hni) → F
2(Hni) by
setting
Λi,je
i
α :=
√
b
(mi)
i,α√
b
(mi)
i,αgj
eiαgj , α ∈ F
+
ni .
As in Lemma 2.1, it turns out thatΛ := (Λ1, . . . ,Λk) is a pure k-tuple in the noncommutative polydomain
Dm
f˜
(⊗ki=1F
2(Hni)), where f˜ = (f˜1, . . . , f˜k) with f˜i :=
∑
|α|≥1 ai,α˜Zα and α˜ = g
i
jp
· · · gij1 denotes the
reverse of α = gij1 · · · g
i
jp ∈ F
+
ni .
Throughout this paper, the k-tuple W := (W1, . . . ,Wk) of Lemma 2.1 will be called the universal
model associated with the abstract noncommutative polydomain Dmf . We introduce the noncommutative
Berezin kernel associated with any element T = {Ti,j} in the noncommutative polydomain D
m
f (H) as
the operator
Kf ,T : H → F
2(Hn1)⊗ · · · ⊗ F
2(Hnk)⊗∆
m
f ,T(I)(H)
defined by
Kf ,Th :=
∑
βi∈F
+
ni
,i=1,...,k
√
b
(m1)
1,β1
· · ·
√
b
(mk)
k,βk
e1β1 ⊗ · · · ⊗ e
k
βk
⊗∆mf ,T(I)
1/2T ∗1,β1 · · ·T
∗
k,βk
h,
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where the defect operator is defined by
∆mf ,T(I) := (id− Φf1,T1)
m1 · · · (id− Φfk,Tk)
mk(I),
and the coefficients b
(m1)
1,β1
, . . . , b
(mk)
k,βk
are given by relation (2.2). The fact that Kf ,T is a well-defined
bounded operator will be proved in the next theorem.
Theorem 2.2. The noncommutative Berezin kernel associated with a k-tuple T = (T1, . . . , Tk) in the
noncommutative polydomain Dmf (H) has the following properties.
(i) Kf ,T is a contraction and
K∗f ,TKf ,T = lim
qk→∞
. . . lim
q1→∞
(id− Φqkfk,Tk) · · · (id− Φ
q1
f1,T1
)(I),
where the limits are in the weak operator topology.
(ii) If T is pure, then
K∗f ,TKf ,T = IH.
(iii) For any i ∈ {1, . . . , k} and j ∈ {1, . . . , ni},
Kf ,TT
∗
i,j = (W
∗
i,j ⊗ I)Kf ,T.
Proof. Let T = (T1, . . . , Tk) be in the noncommutative polydomain D
m
f (H) and let X ∈ B(H) be a
positive operator such that
∆
p
f ,T(X) := (id− Φf1,T1)
p1 · · · (id− Φfk,Tk)
pk(X) ≥ 0
for any p := (p1, . . . , pk) ∈ Z
k
+ with pi ∈ {0, 1, . . . ,mi} and i ∈ {1, . . . , k}. Fix i ∈ {1, . . . , k} and assume
that 1 ≤ pi ≤ mi. Then, due to the commutativity of Φf1,T1 , . . . ,Φfk,Tk , we have
(id− Φfi,Ti)∆
p−ei
f ,T (X) =∆
p
f ,T(X) ≥ 0,
where {ei}
k
i=1 is the canonical basis in C
k. Hence, and using Lemma 1.2, we have
0 ≤ Φfi,Ti(∆
p−ei
f ,T (X)) ≤∆
p−ei
f ,T (X) ≤ X,
which proves that {Φsfi,Ti(∆
p−ei
f ,T (X))}
∞
s=0 is a decreasing sequence of positive operators which is conver-
gent in the weak operator topology. Since Φfi,Ti is WOT-continuous on bounded sets and Φf1,T1 , . . . ,Φfk,Tk
are commuting, we deduce that
(2.3) lim
s→∞
Φsfi,Ti(∆
p−ei
f ,T (X)) =∆
p−ei
f ,T
(
lim
s→∞
Φsfi,Ti(X)
)
.
Then we have
D
(1)
i (∆
p
f ,T(X)) :=
∞∑
s=0
Φsfi,Ti(∆
p
f ,T(X)) =
∞∑
s=0
Φsfi,Ti
[
∆
p−ei
f ,T (X)− Φfi,Ti(∆
p−ei
f ,T (X))
]
=∆p−eif ,T (X)− limq1→∞
Φq1fi,Ti(∆
p−ei
f ,T (X)) ≤∆
p−ei
f ,T (X) ≤ X.
Due to relation (2.3), we deduce that
0 ≤ D
(1)
i (∆
p
f ,T(X)) =∆
p−ei
f ,T
(
X − lim
q1→∞
Φq1fi,Ti(X)
)
, p ≤m, 1 ≤ pi.
Define D
(j)
i (∆
p
f ,T(X)) :=
∑∞
s=0 Φ
s
fi,Ti
(D
(j−1)
i (∆
p
f ,T(X))), where j = 2, . . . pi. Inductively, we can prove
that
(2.4) 0 ≤ D
(j)
i (∆
p
f ,T(X)) =∆
p−jei
f ,T
(
X − lim
qj→∞
Φ
qj
fi,Ti
(X)
)
≤∆p−jeif ,T (X) ≤ X, j ≤ pi.
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Indeed, if j ≤ pi − 1 and setting Y := X − lim
qj→∞
Φ
qj
fi,Ti
(X), relation (2.4) implies
D
(j+1)
i (∆
p
f ,T(X)) = limqj+1→∞
qj+1∑
s=0
Φsfi,Ti
[
∆
p−jei
f ,T (Y )
]
=∆
p−(j + 1)ei
f ,T
[
Y − lim
qj+1→∞
Φ
qj+1
fi,Ti
(Y )
]
=∆
p−(j + 1)ei
f ,T (Y )−∆
p−(j + 1)ei
f ,T
(
lim
qj+1→∞
Φ
qj+1
fi,Ti
(Y )
)
.
On the other hand, we have
lim
qj+1→∞
Φ
qj+1
fi,Ti
(Y ) = lim
qj+1→∞
Φ
qj+1
fi,Ti
(
X − lim
qj→∞
Φ
qj
fi,Ti
(X)
)
= lim
qj+1→∞
Φ
qj+1
fi,Ti
(X)− lim
qj+1→∞
lim
qj→∞
Φ
qj+1
fi,Ti
(
Φ
qj
fi,Ti
(X)
)
= 0.
Combining these results, we obtain
D
(j+1)
i (∆
p
f ,T(X)) =∆
p−(j + 1)ei
f ,T
(
X − lim
qj→∞
Φ
qj
fi,Ti
(X)
)
≤∆
p−(j + 1)ei
f ,T (X) ≤ X,
for any p := (p1, . . . , pk) ∈ Z
k
+ with p ≤m and pi ≥ 1, which proves our assertion. When j = pi, relation
(2.4) becomes
0 ≤ D
(pi)
i (∆
p
f ,T(X)) =∆
p−piei
f ,T
(
X − lim
q→∞
Φqfi,Ti(X)
)
≤ X.
On the other hand, taking into account that we can rearrange WOT-convergent series of positive
operators, we deduce that, for each d ∈ N,
Φdfi,Ti(∆
p
f ,T(X)) =
∑
α1∈F
+
ni
,|α1|≥1
ai,α1Ti,α1
· · · ∑
αd∈F
+
n1
,|αd|≥1
ai,αdTi,αd∆
p
f ,T(X)T
∗
i,αd
· · ·
T ∗i,α1
=
∑
γ∈F+ni,|γ|≥d
∑
α1,...,αd∈F
+
ni
α1···αd=γ
|α1|≥1,...,|αd|≥1
ai,α1 · · · ai,αdTi,γ∆
p
f ,T(X)T
∗
i,γ
and
D
(1)
i (∆
p
f ,T(X)) =
∞∑
s=0
Φsfi,Ti(∆
p
f ,T(X))
=∆pf ,T(X) +
∑
γ∈F+ni,|γ|≥1

|γ|∑
d=1
∑
α1,...,αd∈F
+
ni
α1···αd=γ
|α1|≥1,...,|αd|≥1
ai,α1 · · · ai,αd
Ti,γ∆pf ,T(X)T ∗i,γ .
SinceD
(j)
i (∆
p
f ,T(X)) :=
∑∞
s=0 Φ
s
fi,Ti
(D
(j−1)
i (∆
p
f ,T(X))) for j = 2, . . . , pi, using a combinatorial argument
and rearranging WOT-convergent series of positive operators, one can prove by induction over pi that
D
(pi)
i (∆
p
f ,T(X)) =∆
p
f ,T(X) +
∑
α∈F+ni ,|α|≥1

|α|∑
p=1
∑
γ1,...,γp∈F
+
ni
γ1···γp=α
|γ1|≥1,...,|γp|≥1
ai,γ1 · · · ai,γp
(
p+ pi − 1
pi − 1
)Ti,α∆pf ,T(X)T ∗i,α
=
∑
α∈F+ni
b
(pi)
i,α Ti,α∆
p
f ,T(X)T
∗
i,α.
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For each i ∈ {1, . . . , k}, let Ωi ⊂ B(H) be the set of all Y ∈ B(H), Y ≥ 0, such that the series∑
βi∈F
+
ni
b
(mi)
i,βi
Ti,βiY T
∗
i,βi
is convergent in the weak operator topology, where
b
(mi)
i,g0
:= 1 and b
(mi)
i,α :=
|α|∑
p=1
∑
γ1,...,γp∈F
+
ni
γ1···γp=α
|γ1|≥1,...,|γp|≥1
ai,γ1 · · · ai,γp
(
p+mi − 1
mi − 1
)
for all α ∈ F+ni with |α| ≥ 1. We define the map Ψi : Ωi → B(H) by setting
Ψi(Y ) :=
∑
βi∈F
+
ni
b
(mi)
i,βi
Ti,βiY T
∗
i,βi.
Due to the results above, we have
0 ≤ Ψi(∆
p
f ,T(X)) = D
(mi)
i (∆
p
f ,T(X))
=∆p−mieif ,T
(
id− lim
qi→∞
Φqifi,Ti
)
(X)
≤∆p−mieif ,T (X) ≤ X,
(2.5)
for any p := (p1, . . . , pk) ∈ Z
k
+ with p ≤m and pi = mi. Since T = (T1, . . . , Tk) is in the noncommutative
polydomain Dmf (H), Theorem 1.4 implies
∆
p
f ,T(I) := (id− Φf1,T1)
p1 · · · (id− Φfk,Tk)
pk(I) ≥ 0
for any p := (p1, . . . , pk) ∈ Z
k
+ with pi ∈ {0, 1, . . . ,mi} and i ∈ {1, . . . , k}. Applying relation (2.5) in the
particular case when i = 1, p1 = m1, and X = I, we have
0 ≤ Ψ1(∆
p′
f ,T(I)) = D
(m1)
1 (∆
p′
f ,T(I)) =∆
p′−m1e1
f ,T
(
I − lim
q1→∞
Φq1f1,T1(I)
)
≤∆p
′−m1e1
f ,T (I) ≤ I
for any p′ = (m1, p2, . . . , pk) with p
′ ≤ m. Hence and using again relation (2.5), when i = 2, p =
(0,m2, p3 . . . , pk), and X = limq1→∞
(
id− Φq1f1,T1
)
(I) ≥ 0, we obtain
0 ≤ Ψ2(Ψ1(∆
p′′
f ,T(I))) = Ψ2
(
∆
p′′−m1e1
f ,T
(
I − lim
q1→∞
Φq1f1,T1(I)
))
=∆p
′′−m1e1−m2e2
f ,T limq2→∞
lim
q1→∞
(
id− Φq2f2,T2
)(
id− Φq1f1,T1
)
(I)
≤∆p
′′−m1e1−m2e2
f ,T (I) ≤ I
for any p′′ = (m1,m2, p3, . . . , pk). Continuing this process, a repeated application of (2.5), leads to the
relation
0 ≤ (Ψk ◦ · · · ◦Ψ1)(∆
m
f ,T(I)) = limqk→∞
. . . lim
q1→∞
(id− Φqkfk,Tk) · · · (id− Φ
q1
f1,T1
)(I) ≤ I,
where m = (m1, . . . ,mk). To prove item (i), note that the results above imply
‖Kf ,Th‖
2 =
∑
βk∈Fnk
· · ·
∑
β1∈Fn1
b
(m1)
1,β1
· · · b
(mk)
k,βk
〈
Tk,βk · · ·T1,β1∆
m
f ,T(I)T
∗
1,β1 · · ·T
∗
k,βkh, h
〉
=
〈
(Ψk ◦ · · · ◦Ψ1)(∆
m
f ,T(I))h, h
〉
≤ ‖h‖2
for any h ∈ H, and
K∗f ,TKf ,T = limqk→∞
. . . lim
q1→∞
(id− Φqkfk,Tk) · · · (id− Φ
q1
f1,T1
)(I).
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Now, item (ii) is clear. To prove part (iii), note that
(2.6) W ∗i,je
i
βi =

√
b
(mi)
i,γi√
b
(mi)
i,βi
eiγi if βi = g
i
jγi, γi ∈ F
+
ni
0 otherwise
for any βi ∈ F
+
ni and j ∈ {1, . . . , ni}. Hence, and using the definition of the noncommutative Berezin
kernel, we have
(W∗i,j ⊗ I)Kf ,Th
=
∑
βp∈F
+
np ,p∈{1,...,k}
√
b
(m1)
1,β1
· · ·
√
b
(mk)
k,βk
e1β1 ⊗ · · · ⊗ e
i−1
βi−1
⊗W ∗i,je
i
βi ⊗ e
i+1
βi+1
⊗ · · · ⊗ ekβk ⊗∆
m
f ,T(I)
1/2T ∗1,β1 · · ·T
∗
k,βk
h
=
∑
βp∈F
+
np ,p∈{1,...,k}\{i}
γi∈Fni
√
b
(m1)
1,β1
· · ·
√
b
(mi)
i,γi
· · ·
√
b
(mk)
k,βk
e1β1 ⊗ · · · ⊗ e
i−1
βi−1
⊗ eiγi ⊗ e
i+1
βi+1
⊗ · · · ⊗ ekβk
⊗∆mf ,T(I)
1/2T ∗1,β1 · · ·T
∗
i−1,βiT
∗
i,gijγi
T ∗i+1,βi+1 · · ·T
∗
k,βkh
for any h ∈ H. Using the commutativity of the tuples T1, . . . , Tk, we deduce that
(W∗i,j ⊗ I)Kf ,T = Kf ,TT
∗
i,j
for any i ∈ {1, . . . , k} and j ∈ {1, . . . , ni}. The proof is complete. 
Remark 2.3. If ∆mf ,T(I) = 0, then Kf ,T = 0 and (id− Φfk,Tk) · · · (id− Φf1,T1)(I) = 0.
We can define now the noncommutative Berezin transform at T ∈ Dmf (H) to be the mapping BT :
B(⊗ki=1F
2(Hni))→ B(H) given by
BT[g] := K
∗
f ,T(g ⊗ IH)Kf ,T, g ∈ B(⊗
k
i=1F
2(Hni)).
We denote by P(W) the set of all polynomials p(Wi,j) in the operators Wi,j , i ∈ {1, . . . , k}, j ∈
{1, . . . , ni}, and the identity. We introduce the polydomain algebra A(D
m
f ) to be the norm closed
algebra generated by Wi,j and the identity.
Theorem 2.4. Let T = {Ti,j} be in the noncommutative polydomain D
m
f (H) and let
S := span{p(Wi,j)q(Wi,j)
∗ : p(Wi,j), q(Wi,j) ∈ P(W)},
where the closure is in the operator norm. Then there is a unital completely contractive linear map
Ψf ,T : S → B(H) such that
Ψf ,T(g) = lim
r→1
BrT[g], g ∈ S,
where the limit exists in the norm topology of B(H), and
Ψf ,T
(
s∑
γ=1
pγ(Wi,j)qγ(Wi,j)
∗
)
=
s∑
γ=1
pγ(Ti,j)qγ(Ti,j)
∗
for any pγ(Wi,j), qγ(Wi,j) ∈ P(W) and s ∈ N. In particular, the restriction of Ψf ,T to the polydomain
algebra A(Dmf ) is a completely contractive homomorphism. If, in addition, T is a pure k-tuple, then
lim
r→1
BrT[g] = BT [g], g ∈ S.
Proof. According to Theorem 1.4, rT = (rT1, . . . , rTk) ∈ D
m
f (H) for any r ∈ (0, 1). Since we have
Φnfi,rTi(I) ≤ r
nΦnfi,Ti(I) ≤ r
nI for any n ∈ N, Proposition 1.8 shows that rT is a pure k-tuple in Dmf (H).
Using Theorem 2.2, we deduce that the noncommutative Berezin kernel Kf ,rT is an isometry and
(2.7) K∗f ,rT [p(Wi,j)q(Wi,j)
∗ ⊗ IH]Kf ,rT = p(rTi,j)q(rTi,j)
∗, p(Wi,j), q(Wi,j) ∈ P(W).
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Hence, we obtain the von Neumann [57] type inequality
(2.8)
∥∥∥∥∥
s∑
γ=1
pγ(rTi,j)qγ(rTi,j)
∗
∥∥∥∥∥ ≤
∥∥∥∥∥
s∑
γ=1
pγ(Wi,j)qγ(Wi,j)
∗
∥∥∥∥∥
for any pγ(Wi,j), qγ(Wi,j) ∈ P(W), s ∈ N, and r ∈ [0, 1]. Fix g ∈ S and let {χn(Wi,j ,W
∗
i,j)}
∞
n=0
be a sequence of operators in the span of P(W)P(W)∗ which converges to g in norm, as n → ∞.
Define Ψf ,T(g) := limn→∞ χn(Ti,j , T
∗
i,j). The inequality (2.8) shows that Ψf ,T(g) is well-defined and
‖Ψf ,T(g)‖ ≤ ‖g‖. Using the matrix version of (2.7), we deduce that Ψf ,T is a unital completely contractive
linear map. Now we prove that Ψf ,T(g) = limr→1BrT[g]. Note that relation (2.7) implies
χn(rTi, rT
∗
i ) = K
∗
f ,rT(χn(Wi,j ,W
∗
i,j)⊗ IH)Kf ,rT = BrT[χn(Wi,j ,W
∗
i,j)]
for any n ∈ N and r ∈ (0, 1). Using the fact that Ψf,rT (g) := limn→∞ χn(rTi, rT
∗
i ) exists in norm, we
deduce that
(2.9) Ψf ,rT(g) = K
∗
f ,rT(g ⊗ IH)Kf ,rT = BrT[g].
Given ǫ > 0 let s ∈ N be such that ‖χs(Wi,W
∗
i )− g‖ <
ǫ
3 . Due to the first part of the theorem, we have
‖Ψf ,rT(g)− χs(rTi, rT
∗
i )‖ ≤ ‖g − χs(Wi,W
∗
i )‖ <
ǫ
3
for any r ∈ [0, 1]. On the other hand, since χs(Wi,W
∗
i ) has a finite number of terms, there exists
δ ∈ (0, 1) such that
‖χs(rTi, rT
∗
i )− χs(Ti, T
∗
i )‖ <
ǫ
3
for any r ∈ (δ, 1). Now, using these inequalities and relation (2.9), we deduce that
‖Ψf ,T(g)−BrT[g]‖ = ‖Ψf ,T(g)−Ψf ,rT(g)‖
≤ ‖Ψf ,T(g)− χs(Ti, T
∗
i )‖+ ‖χs(Ti, T
∗
i )− χs(rTi, rT
∗
i )‖
+ ‖χs(rTi, rT
∗
i )−Ψf ,rT(g)‖ < ǫ
for any r ∈ (δ, 1), which proves our assertion. Now, we assume that T = (T1, . . . , Tk) is a pure k-tuple in
Dmf (H). Due to Theorem 2.2, we have
BT[χn(Wi,j ,W
∗
i,j)] := K
∗
f ,T(χn(Wi,j ,W
∗
i,j)⊗ IH)Kf ,T = χn(Ti,j , T
∗
i,j).
Taking into account that {χn(Wi,j ,W
∗
i,j)}
∞
n=0 is a sequence of operators in the span of P(W)P(W)
∗
which converges to g in norm, we conclude that
BT[g] = Ψf ,T(g) = lim
r→1
BrT[g], g ∈ S.
This completes the proof. 
We remark that Theorem 2.4 shows that the noncommutative polydomain algebra A(Dmf ) is the
universal algebra generated by the identity and a doubly commuting k-tuple in the abstract polydomain
domain Dmf .
We denote by C∗(Wi,j) the C
∗-algebra generated by the operators Wi,j , where i ∈ {1, . . . , k}, j ∈
{1, . . . , ni}, and the identity.
Corollary 2.5. Let q = (q1, . . . , qk) be a k-tuple of positive regular noncommutative polynomials and let
X := (X1, . . . , Xk) ∈ B(H)
n1 × · · · ×B(H)nk .
Then X is in the noncommutative polydomain Dmq (H) if and only if there exists a unital completely
positive linear map Ψ : C∗(Wi,j)→ B(H) such that
Ψq,T(p(Wi,j)r(Wi,j)
∗) = p(Xi,j)r(Xi,j)
∗, p(Wi,j), r(Wi,j) ∈ P(W),
where W := {Wi,j} is the universal model associated with the abstract noncommutative polydomain D
m
q .
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Proof. The direct implication is due to Theorem 2.4 and Arveson’s extension theorem [3]. For the
converse, note that, due to Lemma 2.1, Proposition 1.8, and Proposition 1.3, we have
(I − Φq1,X1)
p1 · · · (I − Φqk,Xk)
pk(I) = Ψq,T [(I − Φq1,W1)
p1 · · · (I − Φqk,Wk)
pk(I)] ≥ 0
for any pi ∈ {0, 1, . . . ,mi} and i ∈ {1, . . . , k}. Using now Theorem 1.4 we can complete the proof. 
We remark that under the condition
span {p(Wi,j)r(Wi,j)
∗) : p(Wi,j), r(Wi,j) ∈ P(W)} = C
∗(Wi,j),
Corollary 2.5 shows that C∗(Wi,j) is the universal C
∗-algebra generated by the identity and a doubly
commuting k-tuple in the abstract polydomain domain Dmf . We remark that the condition above holds,
for example, if Dmf (H) is the noncommutative polyball [B(H)
n1 ]−1 ×c · · · ×c [B(H)
nk ]−1 .
3. Noncommutative Hardy algebras and functional calculus
We introduce the noncommutative Hardy algebra F∞(Dmf ) and provide a WOT-continuous functional
calculus for completely non-coisometric tuples in in the noncommutative polydomain Dmf (H).
Let ϕ(Wi,j) =
∑
β1∈F
+
n1
,...,βk∈F
+
nk
cβ1,...,βkW1,β1 · · ·Wk,βk be a formal sum with cβ1,...,βk ∈ C and such
that ∑
β1∈F
+
n1
,...,βk∈F
+
nk
|cβ1,...,βk |
2 1
b
(m1)
1,β1
· · · b
(mk)
k,βk
<∞.
We prove that ϕ(Wi,j)(e
1
γ1 ⊗ · · · ⊗ e
k
γk
) is in ⊗ki=1F
2(Hni), for any γ1 ∈ F
+
n1 , . . . , γk ∈ F
+
nk
. Indeed, due
to relation (2.1), we have∑
β1∈F
+
n1
,...,βk∈F
+
nk
cβ1,...,βkW1,β1 · · ·Wk,βk(e
1
γ1 ⊗ · · · ⊗ e
k
γk
)
=
∑
β1∈F
+
n1
,...,βk∈F
+
nk
cβ1,...,βk
√√√√ b(m1)1,γ1
b
(m1)
1,β1γ1
· · ·
√√√√ b(mk)k,γk
b
(mk)
k,βkγk
e1β1γ1 ⊗ · · · ⊗ e
k
βkγk
.
Let i ∈ {1, . . . , k} and α, β ∈ Fni be such that |α| ≥ 1 and |β| ≥ 1. Note that, for any j ∈ {1, . . . , |α|}
and k ∈ {1, . . . , |β|}, (
j +mi − 1
mi − 1
)(
k +mi − 1
mi − 1
)
≤ C
(mi)
i,|β|
(
j + k +mi − 1
mi − 1
)
,
where C
(mi)
i,|β| :=
(
|β|+mi − 1
mi − 1
)
. Using relation (2.2) and comparing the product b
(mi)
i,α b
(mi)
i,β with b
(m)
i,αβ ,
we deduce that
(3.1) b
(mi)
i,α b
(mi)
i,β ≤ C
(mi)
i,|β| b
(mi)
i,αβ and b
(mi)
i,α b
(mi)
i,β ≤ C
(mi)
i,|α| b
(mi)
i,αβ
for any α, β ∈ F+ni . Hence, we deduce that∑
β1∈F
+
n1
,...,βk∈F
+
nk
|cβ1,...,βk |
2
b
(m1)
1,γ1
b
(m1)
1,β1γ1
· · ·
b
(mk)
k,γk
b
(mk)
k,βkγk
≤ C
(m1)
1,|γ1|
· · ·C
(mk)
k,|γk|
∑
β1∈F
+
n1
,...,βk∈F
+
nk
|cβ1,...,βk |
2 1
b
(m1)
1,β1
· · · b
(mk)
k,βk
<∞,
which proves our assertion. Let P be the linear span of the vectors eγ1⊗· · ·⊗eγk for γ1 ∈ F
+
n1 , . . . , γk ∈ F
+
nk .
If
sup
p∈P,‖p‖≤1
∥∥∥∥∥∥∥
∑
β1∈F
+
n1
,...,βk∈F
+
nk
cβ1,...,βkW1,β1 · · ·Wk,βk(p)
∥∥∥∥∥∥∥ <∞,
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then there is a unique bounded operator acting on F 2(Hn1)⊗· · ·⊗F
2(Hnk), which we denote by ϕ(Wi,j),
such that
ϕ(Wi,j)p =
∑
β1∈F
+
n1
,...,βk∈F
+
nk
cβ1,...,βkW1,β1 · · ·Wk,βk(p) for any p ∈ P .
The set of all operators ϕ(Wi,j) ∈ B(⊗
k
i=1F
2(Hni)) satisfying the above-mentioned properties is denoted
by F∞(Dmf ). One can prove that F
∞(Dmf ) is a Banach algebra, which we call Hardy algebra associated
with the noncommutative polydomain Dmf .
In a similar manner, one can define the Hardy algebra R∞(Dmf ). For each i ∈ {1, . . . , k} and j ∈
{1, . . . , ni}, we define the operator Λi,j acting on the Hilbert space F
2(Hn1)⊗ · · · ⊗ F
2(Hnk) by setting
Λi,j := I ⊗ · · · ⊗ I︸ ︷︷ ︸
i− 1 times
⊗Λi,j ⊗ I ⊗ · · · ⊗ I︸ ︷︷ ︸
k − i times
.
Set Λi := (Λi,1, . . . ,Λi,ni). As in Lemma 2.1, one can prove that, Λ := (Λ1, . . . ,Λk) is in the noncom-
mutative polydomain Dm
f˜
(⊗ki=1F
2(Hni)), where f˜ = (f˜1, . . . , f˜k).
Let χ(Λi,j) =
∑
β1∈F
+
n1
,...,βk∈F
+
nk
cβ˜1,...,β˜kΛ1,β1 · · ·Λk,βk be a formal sum with cβ˜1,...,β˜k ∈ C and such that
∑
β1∈F
+
n1
,...,βk∈F
+
nk
|cβ1,...,βk |
2 1
b
(m1)
1,β1
· · · b
(mk)
k,βk
<∞
and
sup
p∈P,‖p‖≤1
∥∥∥∥∥∥∥
∑
β1∈F
+
n1
,...,βk∈F
+
nk
cβ˜1,...,β˜kΛ1,β1 · · ·Λk,βk(p)
∥∥∥∥∥∥∥ <∞.
Then there is a unique bounded operator acting on F 2(Hn1)⊗· · ·⊗F
2(Hnk), which we denote by χ(Λi,j),
such that
χ(Λi,j)p =
∑
β1∈F
+
n1
,...,βk∈F
+
nk
cβ˜1,...,β˜kΛ1,β1 · · ·Λk,βk(p) for any p ∈ P .
The set of all operators χ(Λi,j) ∈ B(⊗
k
i=1F
2(Hni)) satisfying the above-mentioned properties is a Banach
algebra which is denoted by R∞(Dmf ).
Proposition 3.1. The following statements hold:
(i) F∞(Dmf )
′ = R∞(Dmf ), where
′ stands for the commutant;
(ii) F∞(Dmf )
′′ = F∞(Dmf );
(iii) F∞(Dmf ) is WOT-closed in B(⊗
k
i=1F
2(Hni)).
Proof. Let U ∈ B(⊗ki=1F
2(Hni)) be the unitary operator defined by equation
U(e1γ1 ⊗ · · · ⊗ e
k
γk
) := (e1γ˜1 ⊗ · · · ⊗ e
k
γ˜k
), γ1 ∈ F
+
n1 , . . . , γk ∈ F
+
nk
,
and note that U∗Λi,jU = W
f˜
i,j for any i = 1, . . . , k and j ∈ {1, . . . , ni}, where W
f˜
i,j is the universal
model associated with Dm
f˜
. Consequently, we have U∗(F∞(Dm
f˜
))U = R∞(Dmf ). On the other hand,
since Wi1,j1Λi2,j2 = Λi2,j2Wi1,j1 for any i1, i2 ∈ {1, . . . , k}, j1 ∈ {1, . . . , ni1}, and j2 ∈ {1, . . . , ni2}. we
deduce that R∞(Dmf ) ⊆ F
∞(Dmf )
′. Now, we prove the reverse inclusion. Let G ∈ F∞(Dmf )
′ and note
that, since G(1) ∈ ⊗ki=1F
2(Hni), we have
G(1) =
∑
β1∈F
+
n1
,...,βk∈F
+
nk
cβ˜1,...,β˜k
1√
b
(m1)
1,β˜1
· · ·
1√
b
(mk)
k,β˜k
e1
β˜1
⊗ · · · ⊗ ek
β˜k
for some coefficients cβ˜1,...,β˜k ∈ C with∑
β1∈F
+
n1
,...,βk∈F
+
nk
|cβ1,...,βk |
2 1
b
(m1)
1,β1
· · · b
(mk)
k,βk
<∞.
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Taking into account that GWi,j = Wi,jG for i ∈ {1, . . . , k} and j ∈ {1, . . . , ni}, relations (2.6) and its
analogue for Λi,j imply
G(e1α1 ⊗ · · · ⊗ e
k
αk) =
√
b
(m1)
1,α1
· · ·
√
b
(mk)
k,αk
GW1,α1 · · ·Wk,αk(1)
=
√
b
(m1)
1,α1
· · ·
√
b
(mk)
k,αk
W1,α1 · · ·Wk,αkG(1)
=
∑
β1∈F
+
n1
,...,βk∈F
+
nk
cβ˜1,...,β˜k
√
b
(m1)
1,α1√
b
(m1)
1,α1β˜1
· · ·
√
b
(mk)
k,αk√
b
(mk)
k,αkβ˜k
e1
α1β˜1
⊗ · · · ⊗ ek
αkβ˜k
=
∑
β1∈F
+
n1
,...,βk∈F
+
nk
cβ˜1,...,β˜kΛ1,β1 · · ·Λk,βk(e
1
α1 ⊗ · · · ⊗ e
k
αk)
for any α1 ∈ F
+
n1 , . . . , αk ∈ F
+
nk
. Therefore,
G(p) =
∑
β1∈F
+
n1
,...,βk∈F
+
nk
cβ˜1,...,β˜kΛ1,β1 · · ·Λk,βk(p)
for any polynomial for any p ∈ P . Since G is a bounded operator,
g(Λi,j) :=
∑
β1∈F
+
n1
,...,βk∈F
+
nk
cβ˜1,...,β˜kΛ1,β1 · · ·Λk,βk
is in R∞(Dmf ) and G = g(Λi,j). Therefore, R
∞(Dmf ) = F
∞(Dmf )
′. The item (ii) follows easily applying
part (i). Now, item (iii) is clear. This completes the proof. 
Similarly to the proof of Proposition 3.1, one can prove that if S ⊂ B(K) and IK ∈ S, then
(F∞(Dmf )⊗ S)
′
= R∞(Dmf )⊗¯S
′ and (R∞(Dmf )⊗ S)
′
= F∞(Dmf )⊗¯S
′,
where F∞(Dmf )⊗¯S
′ is the WOT-closed algebra generated by the spatial tensor product of the two alge-
bras. Moreover, for each i ∈ {1, . . . , k}, the commutant of the set
{Wi,j ⊗ IH : j ∈ {1, . . . , ni}} ∪ {IF 2(Hni ⊗ Y : Y ∈ S}
is equal to R∞(Dm1f1 )⊗¯S
′. A repeated appplication of these results shows that, if f = (f1, . . . , fk) and
m = (m1, . . . ,mk), then
F∞(Dmf )⊗¯B(H) = F
∞(Dm1f1 )⊗¯ · · · ⊗¯F
∞(Dmkfk )⊗¯B(H)
In the same manner, one can prove the corresponding result for R∞(Dmf )⊗¯B(H). Another consequence
of the results above is the following Tomita-type theorem in our non-selfadjoint setting: if M is a von
Neumann algebra, then
(F∞(Dmf )⊗¯M)
′′
= F∞(Dmf )⊗¯M.
Proposition 3.2. The noncommutative Hardy algebra F∞(Dmf ) is the sequential SOT-(resp. WOT-,
w∗-) closure of all polynomials in Wi,j and the identity, where i ∈ {1, . . . , k}, j ∈ {1, . . . , nk}.
Proof. Let Pn, n ≥ 0, be the orthogonal projection of F
2(Hn1) ⊗ · · · ⊗ F
2(Hnk) on the the subspace
span {eα1 ⊗ · · · ⊗ eαk : |α1|+ · · ·+ |αk| = n, α1 ∈ F
+
n1 , . . . , αk ∈ F
+
nk
}. Define the completely contractive
projection Γj : B(⊗
k
i=1F
2(Hni))→ B(⊗
k
i=1F
2(Hni)), j ∈ Z, by
Γj(A) :=
∑
n≥max{0,−j}
PnAPn+j .
The Cesaro operators on B(⊗ki=1F
2(Hni)), defined by
χn(A) :=
∑
|j|<n
(
1−
|j|
n
)
Γj(A), n ≥ 1,
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are completely contractive and χn(A) converges to A in the strong operator topology. Let A ∈ F
∞(Dmf )
have the Fourier representation
∑
β1∈F
+
n1
,...,βk∈F
+
nk
cβ1,...,βkW1,β1 · · ·Wk,βk . Taking into account the defini-
tion of the operatorsWi,j , one can easily check that
Pn+jAPj =
 ∑
|β1|+···|βk|=n
β1∈F
+
n1
,...,βk∈F
+
nk
cβ1,...,βkW1,β1 · · ·Wk,βk
Pj , n ≥ 0, j ≥ 0,
and PjAPn+j = 0 if n ≥ 1 and j ≥ 0. Therefore,
χk(A) =
∑
0≤q≤n−1
(
1−
q
n
) ∑
|β1|+···|βk|=q
β1∈F
+
n1
,...,βk∈F
+
nk
cβ1,...,βkW1,β1 · · ·Wk,βk

converges to A, as k →∞, in the strong operator topology. The proof is complete. 
Lemma 3.3. Let W := (W1, . . . ,Wk) be the universal model associated to the abstract noncommutative
domain Dmf , where Wi := (Wi,1, . . . ,Wi,ni) for i ∈ {1, . . . , k}. If
ϕ(Wi,j) =
∑
β1∈F
+
n1
,...,βk∈F
+
nk
cβ1,...,βkW1,β1 · · ·Wk,βk
is in the noncommutative Hardy algebra F∞(Dmf ), then the following statements hold.
(i) The series
ϕ(rWi,j) :=
∞∑
q=0
∑
β1∈F
+
n1
,...,βk∈F
+
nk
|β1|+···+|βk|=q
rqcβ1,...,βkW1,β1 · · ·Wk,βk
converges in the operator norm topology for any r ∈ [0, 1).
(ii) The operator ϕ(rWi,j) is in the noncommutative domain algebra A(D
m
f ) and
‖ϕ(rWi,j)‖ ≤ ‖ϕ(Wi,j)‖.
(iii) ϕ(Wi,j) = SOT- limr→1 ϕ(rWi,j) and
‖ϕ(Wi,j)‖ = sup
0≤r<1
‖ϕ(rWi,j)‖ = lim
r→1
‖ϕ(rWi,j)‖.
Proof. First, we prove that∑
β1∈F
+
n1
,...,βk∈F
+
nk
|β1|=p1,...,|βk|=pk
b
(m1)
1,β1
· · · b
(mk)
k,βk
W1,β1 · · ·Wk,βkW
∗
k,βk · · ·W
∗
1,β1
≤
(
p1 +m1 − 1
m1 − 1
)
· · ·
(
pk +mk − 1
mk − 1
)
I.
(3.2)
According to relations (2.1) and (3.1), for each i ∈ {1, . . . , k}, and pi ∈ N, the operators {Wi,βi}βi∈Fni ,|βi|=pi
have orthogonal ranges and
‖Wi,βix‖ ≤
1√
b
(mi)
i,βi
(
|βi|+mi − 1
mi − 1
)1/2
‖x‖, x ∈ F 2(Hni).
Consequently, we deduce that∑
βi∈F
+
ni
,|βi|=pi
b
(mi)
i,βi
Wi,βiW
∗
i,βi ≤
(
pi +mi − 1
mi − 1
)
I for any pi ∈ N.
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A repeated application of this inequality proves our assertion. Since ϕ(Wi,j) ∈ F
∞(Dmf ), we have
(3.3)
∑
β1∈F
+
n1
,...,βk∈F
+
nk
|cβ1,...,βk |
2 1
b
(m1)
1,β1
· · · b
(mk)
k,βk
<∞.
Hence, using relation (3.2) and Cauchy-Schwarz inequality, we deduce that, for 0 ≤ r < 1,
∞∑
p=0
rp
∥∥∥∥∥∥∥∥
∑
p1,...,pk∈N∪{0}
p1+···+pk=p
∑
β1∈F
+
n1
,...,βk∈F
+
nk
|β1|=p1,...,|βk|=pk
cβ1,...,βkW1,β1 · · ·Wk,βk
∥∥∥∥∥∥∥∥
≤
∞∑
p=0
rp
∑
p1,...,pk∈N∪{0}
p1+···+pk=p
 ∑
β1∈F
+
n1
,...,βk∈F
+
nk
|β1|=p1,...,|βk|=pk
|cβ1,...,βk |
2 1
b
(m1)
1,β1
· · · b
(mk)
k,βk

1/2
∥∥∥∥∥∥∥∥
∑
β1∈F
+
n1
,...,βk∈F
+
nk
|β1|=p1,...,|βk|=pk
b
(m1)
1,β1
· · · b
(mk)
k,βk
W1,β1 · · ·Wk,βkW
∗
k,βk
· · ·W∗1,β1
∥∥∥∥∥∥∥∥
1/2
≤
∞∑
p=0
rp
∑
p1,...,pk∈N∪{0}
p1+···+pk=p
(
p1 +m1 − 1
m1 − 1
)1/2
· · ·
(
pk +mk − 1
mk − 1
)1/2 ∑
β1∈F
+
n1
,...,βk∈F
+
nk
|β1|=p1,...,|βk|=pk
|cβ1,...,βk |
2 1
b
(m1)
1,β1
· · · b
(mk)
k,βk

1/2
≤
 ∞∑
p=0
r2p
∑
p1,...,pk∈N∪{0}
p1+···+pk=p
(
p1 +m1 − 1
m1 − 1
)
· · ·
(
pk +mk − 1
mk − 1
)
1/2 ∑
β1∈F
+
n1
,...,βk∈F
+
nk
|cβ1,...,βk |
2 1
b
(m1)
1,β1
· · · b
(mk)
k,βk

1/2
.
Now, using relation (3.3) we obtain
(3.4)
∞∑
p=0
r2p
∑
p1,...,pk∈N∪{0}
p1+···+pk=p
(
p1 +m1 − 1
m1 − 1
)
· · ·
(
pk +mk − 1
mk − 1
)
≤
∞∑
p=0
r2p(p+M)Mk−k(p+ 1)k <∞,
where M := max{m1, . . . ,mk}, and deduce that the series
ϕ(rWi,j) :=
∞∑
q=0
∑
β1∈F
+
n1
,...,βk∈F
+
nk
|β1|+···+|βk|=q
rqcβ1,...,βkW1,β1 · · ·Wk,βk
converges in the operator norm topology. Therefore ϕ(rWi,j) is in the noncommutative domain algebra
A(Dmf ). In what follows, we show that
(3.5) ϕ(Wi,j) = SOT- lim
r→1
ϕ(rWi,j)
for any ϕ(Wi,j) =
∑
β1∈F
+
n1
,...,βk∈F
+
nk
cβ1,...,βkW1,β1 · · ·Wk,βk in the noncommutative Hardy algebra F
∞(Dmf ).
According to the first part of this lemma,
(3.6) ϕ(rWi,j) = lim
n→∞
pn(rWi,j),
where pn(Wi,j) :=
∑n
q=0
∑
β1∈F
+
n1
,...,βk∈F
+
nk
|β1|+···+|βk|=q
cβ1,...,βkW1,β1 · · ·Wk,βk and the convergence is in the opera-
tor norm topology. For each i ∈ {1, . . . , k}, let γi, σi, ǫi ∈ F
+
ni and set n := |γ1| + · · · + |γk|. Since
W∗1,β1 · · ·W
∗
k,βk
(e1γ1 ⊗ · · · ⊗ e
k
γk
) = 0 for any βi ∈ F
+
ni with |β1|+ · · ·+ |βk| > n, we have
ϕ(rWi,j)
∗(e1α1 ⊗ · · · ⊗ e
k
αk) = pn(rWi,j)
∗(e1α1 ⊗ · · · ⊗ e
k
αk)
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for any αi ∈ F
+
ni with |α1| + · · · + |αk| ≤ n and any r ∈ [0, 1). Due to Lemma 2.1 and Theorem 1.4,
rW := (rW1, . . . , rWn) is a pure k-tuple in the noncommutative polydomain D
m
f (⊗
k
i=1F
2(Hni)) for any
r ∈ [0, 1). Applying Theorem 2.2, we obtain
Kf ,rWpn(rWi,j)
∗ = [pn(Wi,j)
∗ ⊗ I⊗ki=1F 2(Hni )]Kf ,rW
for any r ∈ [0, 1). Using all these facts and the definition of the noncommutative Berezin kernel, careful
calculations reveal that〈
Kf ,rWϕ(rWi,j)
∗(e1γ1 ⊗ · · · ⊗ e
k
γk), (e
1
σ1 ⊗ · · · ⊗ e
k
σk)⊗ (e
1
ǫ1 ⊗ · · · ⊗ e
k
ǫk)
〉
=
〈
Kf ,rWpn(rWi,j)
∗(e1γ1 ⊗ · · · ⊗ e
k
γk), (e
1
σ1 ⊗ · · · ⊗ e
k
σk)⊗ (e
1
ǫ1 ⊗ · · · ⊗ e
k
ǫk)
〉
=
〈
[(pn(Wi,j)
∗ ⊗ I⊗ki=1F 2(Hni )
)]Kf ,rW(e
1
γ1 ⊗ · · · ⊗ e
k
γk
), (e1σ1 ⊗ · · · ⊗ e
k
σk
)⊗ (e1ǫ1 ⊗ · · · ⊗ e
k
ǫk
)
〉
=
∑
βi∈F
+
ni
,i=1,...,k
r|β1|+···|βk|
√
b
(m1)
1,β1
· · ·
√
b
(mk)
k,βk
〈
pn(Wi,j)
∗(e1β1 ⊗ · · · ⊗ e
k
βk), e
1
σ1 ⊗ · · · ⊗ e
k
σk
〉
×
〈
W∗1,β1 · · ·W
∗
k,βk
(e1γ1 ⊗ · · · ⊗ e
k
γk
),∆mf ,rW(I)
1/2(e1ǫ1 ⊗ · · · ⊗ e
k
ǫk
)
〉
=
∑
βi∈F
+
ni
,i=1,...,k
r|β1|+···|βk|
√
b
(m1)
1,β1
· · ·
√
b
(mk)
k,βk
〈
ϕ(Wi,j)
∗(e1β1 ⊗ · · · ⊗ e
k
βk
), e1σ1 ⊗ · · · ⊗ e
k
σk
〉
×
〈
W∗1,β1 · · ·W
∗
k,βk(e
1
γ1 ⊗ · · · ⊗ e
k
γk),∆
m
f ,rW(I)
1/2(e1ǫ1 ⊗ · · · ⊗ e
k
ǫk)
〉
=
〈
[(ϕ(Wi,j)
∗ ⊗ I⊗ki=1F 2(Hni ))]Kf ,rW(e
1
γ1 ⊗ · · · ⊗ e
k
γk), (e
1
σ1 ⊗ · · · ⊗ e
k
σk)⊗ (e
1
ǫ1 ⊗ · · · ⊗ e
k
ǫk)
〉
for any r ∈ [0, 1) and γi, σi, ǫi ∈ F
+
ni , i ∈ {1, . . . , k}. Hence, since ϕ(rWi,j) and ϕ(Wi,j) are bounded
operators on ⊗ki=1F
2(Hni), we deduce that
Kf ,rWϕ(rWi,j)
∗ = [ϕ(Wi,j)
∗ ⊗ I⊗ki=1F 2(Hni )]Kf ,rW
for any r ∈ [0, 1). Since rW := (rW1, . . . , rWn) is a pure k-tuple in the noncommutative polydomain
Dmf (⊗
k
i=1F
2(Hni)) for any r ∈ [0, 1), Theorem 2.2 shows that the Berezin kernel Kf ,rW is an isometry
and, therefore, the equality above implies
(3.7) ‖ϕ(rWi,j))‖ ≤ ‖ϕ(Wi,j))‖ for any r ∈ [0, 1).
Hence, and due to the fact that ϕ(Wi,j)(e
1
α1⊗· · ·⊗e
k
αk) = limr→1
ϕ(rWi,j)(e
1
α1⊗· · ·⊗e
k
αk) for any αi ∈ F
+
ni ,
an approximation argument implies relation (3.5). Note that if 0 < r1 < r2 < 1, then
‖ϕ(r1Wi,j)‖ ≤ ‖ϕ(r2Wi,j)‖.
Indeed, since ϕ(r2Wi,j) is in the polydomain algebra A(D
m
f ), Theorem 2.4 implies ‖ϕ(rr2Wi,j)‖ ≤
‖ϕ(r2Wi,j)‖ for any r ∈ [0, 1). Taking r :=
r1
r2
, we prove our assertion. Now one can easily complete the
proof of the theorem. 
Lemma 3.4. Let T = (T1, . . . , Tk) be in the noncommutative polydomain D
m
f (H) and let ϕ(Wi,j) be in
the Hardy algebra F∞(Dmf ). Then the noncommutative Berezin kernel satisfies the relations
ϕ(rTi,j)K
∗
f ,T = K
∗
f ,T(ϕ(rWi,j)⊗ IH)
and
ϕ(rTi,j)K
∗
f ,rT = K
∗
f ,rT(ϕ(Wi,j)⊗ IH)
for any r ∈ [0, 1).
Proof. Due to Theorem 2.2, we have
Ti,jK
∗
f ,T = K
∗
f ,T(Wi,j ⊗ IH)
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for any i ∈ {1, . . . , k} and j ∈ {1, . . . , ni}. Hence, using Theorem 2.4 and part (i) of Lemma 3.3, we
deduce that
ϕ(rTi,j) :=
∞∑
q=0
∑
β1∈F
+
n1
,...,βk∈F
+
nk
|β1|+···+|βk|=q
rqcβ1,...,βkT1,β1 · · ·Tk,βk
converges in the operator norm topology and ϕ(rTi,j)K
∗
f ,T = K
∗
f ,T(ϕ(rWi,j)⊗IH) for all r ∈ [0, 1). Now,
we prove the second part of this lemma. Using again Theorem 2.2, we obtain
(3.8) K∗f ,rT[p(Wi,j)⊗ IH] = p(rTi,j)K
∗
f ,rT
for any polynomial p(Wi,j) and r ∈ [0, 1). Since rT := (rT1, . . . , rTn) ∈ D
m
f (H) (see Theorem 1.4),
relation (3.6) and Theorem 2.4 imply
ϕ(rtTi,j) = lim
n→∞
n∑
q=0
∑
β1∈F
+
n1
,...,βk∈F
+
nk
|β1|+···+|βk|=q
(rt)qcβ1,...,βkT1,β1 · · ·Tk,βk , r, t ∈ [0, 1),
where the convergence is in the operator norm topology. Consequently, an approximation argument
shows that relation (3.8) implies
(3.9) K∗f ,rT[ϕ(tWi,j)⊗ IH] = ϕ(rtTi,j)K
∗
f ,rT for r, t ∈ (0, 1).
On the other hand, let us prove that
(3.10) lim
t→1
ϕ(rtTi,j) = ϕ(rTi,j),
where the convergence is in the operator norm topology. Notice that, due to relation (3.4), if ǫ > 0,
there is m0 ∈ N such that
∑∞
p=m0
r2p
∑
p1,...,pk∈N∪{0}
p1+···+pk=p
(
p1 +m1 − 1
m1 − 1
)
· · ·
(
pk +mk − 1
mk − 1
)
< ǫ
2
4K2 , where
K := ‖ϕ(Wi,j)(1)‖. Since T := (T1, . . . , Tn) ∈ D
m
f (H) , Theorem 2.4 and relation (3.2) imply∑
β1∈F
+
n1
,...,βk∈F
+
nk
|β1|=p1,...,|βk|=pk
b
(m1)
1,β1
· · · b
(mk)
k,βk
T1,β1 · · ·Tk,βkT
∗
k,βk
· · ·T ∗1,β1
≤
(
p1 +m1 − 1
m1 − 1
)
· · ·
(
pk +mk − 1
mk − 1
)
I.
Now, as in the proof of Lemma 3.3, we can deduce that
∞∑
p=m0
rp
∥∥∥∥∥∥∥∥
∑
p1,...,pk∈N∪{0}
p1+···+pk=p
∑
β1∈F
+
n1
,...,βk∈F
+
nk
|β1|=p1,...,|βk|=pk
cβ1,...,βkT1,β1 · · ·Tk,βk
∥∥∥∥∥∥∥∥
≤
 ∞∑
p=m0
r2p
∑
p1,...,pk∈N∪{0}
p1+···+pk=p
(
p1 +m1 − 1
m1 − 1
)
· · ·
(
pk +mk − 1
mk − 1
)
1/2
‖ϕ(Wi,j)(1)‖
≤
ǫ
2
.
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Consequently, setting T(β) := T1,β1 · · ·Tk,βk , there exists 0 < d < 1 such that∥∥∥∥∥∥∥∥
∞∑
p=0
∑
β1∈F
+
n1
,...,βk∈F
+
nk
|β1|+...+|βk|=p
(rt)|β1|+...+|βk|cβ1,...,βkT(β) −
∞∑
p=0
∑
β1∈F
+
n1
,...,βk∈F
+
nk
|β1|+...+|βk|=p
r|β1|+...+|βk|cβ1,...,βkT(β)
∥∥∥∥∥∥∥∥
≤ ǫ+
∥∥∥∥∥∥∥∥
m0−1∑
p=1
rp(tp − 1)
∑
β1∈F
+
n1
,...,βk∈F
+
nk
|β1|+...+|βk|=p
cβ1,...,βkT(β)
∥∥∥∥∥∥∥∥ ‖ϕ(Wi,j)(1)‖
≤ 2ǫ
for any t ∈ (d, 1). Hence, we deduce relation (3.10). On the other hand, due to Lemma 3.3, we have
ϕ(Wi,j) = SOT- limt→1 ϕ(tWi,j). Since the map Y 7→ Y ⊗ IH is SOT-continuous on bounded sets, we
deduce that
(3.11) SOT- lim
t→1
[ϕ(tWi,j))⊗ IH] = ϕ(Wi,j)⊗ IH.
Consequently, using relation (3.10) and passing to limit in (3.9), as t→ 1, we complete the proof. 
In what follows we show that the restriction of the noncommutative Berezin transform to the Hardy
algebra F∞(Dmf ) provides a functional calculus associated with each pure tuple of operators in the
noncommutative domain Dmf (H). Moreover, we obtain a Fatou type result.
Theorem 3.5. Let T = (T1, . . . , Tk) be a pure k-tuple in the noncommutative polydomain D
m
f (H) and
define the map
ΨT : F
∞(Dmf )→ B(H) by ΨT(ϕ) := BT[ϕ],
where BT is the noncommutative Berezin transform at T ∈ D
m
f (H). Then
(i) ΨT is WOT-continuous (resp. SOT-continuous) on bounded sets;
(ii) ΨT is a unital completely contractive homomorphism and
ΨT(W1,β1 · · ·Wk,βk) = T1,β1 · · ·Tk,βk , βi ∈ F
+
ni , i ∈ {1, . . . , k}
(iii) for any ϕ(Wi,j) ∈ F
∞(Dmf ),
BrT[ϕ(Wi,j)] = ϕ(rTi,j) = BT[ϕ(rWi,j)]
and
ΨT(ϕ(Wi,j)) = SOT- lim
r→1
ϕ(rTi,j).
Proof. Since
(3.12) ΨT(ϕ(Wi,j)) = K
∗
f ,T(ϕ(Wi,j)⊗ IH)Kf ,T, ϕ(Wi,j) ∈ F
∞(Dmf ),
using standard facts in functional analysis, we deduce part (i).
Now, we prove part (ii). Since T is pure, Theorem 2.2 shows that Kf ,T is an isometry. Consequently,
relation (3.12) implies ∥∥∥[ΨT(ϕij)]k×k∥∥∥ ≤ ∥∥∥[ϕij ]k×k∥∥∥
for any operator-valued matrix [ϕij ]k×k in Mk×k(F
∞(Dmf )), which proves that ΨT is a unital completely
contractive linear map. Due to Theorem 2.4, ΨT is a homomorphism on the set P(W) of polynomials
in {Wi,j}. By Proposition 3.2, the polynomials in Wi,j and the identity are sequentially WOT-dense
in F∞(Dmf ). On the other hand, due to part (i), ΨT is WOT- continuous on bounded sets. Using the
principle of uniform boundedness we deduce that ΨT is also a homomorphism on F
∞(Dmf ).
Due to Lemma 3.4 and taking into account that Kf ,T and Kf ,rT are isometries, we have
BrT[ϕ(Wi,j)] = K
∗
f ,rT(ϕ(Wi,j)⊗ I)Kf ,rT
= ϕ(rTi,j) = K
∗
f ,T(ϕ(rWi,j)⊗ I)Kf ,T
= BT[ϕ(rWi,j)].
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Now, due to relation (3.11) we have
SOT- lim
t→1
[ϕ(tWi,j))⊗ IH] = ϕ(Wi,j)⊗ IH.
Hence, and using the equalities above, we deduce that
BT[ϕ(Wi,j)] := K
∗
f ,T(ϕ(Wi,j)⊗ I)Kf ,T
= SOT- lim
r→1
K∗f ,T(ϕ(rWi,j)⊗ I)Kf ,T
= SOT- lim
r→1
ϕ(rTi,j).
This completes the proof. 
We say that T = (T1, . . . , Tk) ∈ D
m
f (H) is completely non-coisometric if there is no h ∈ H, h 6= 0 such
that 〈
(id− Φq1f1,T1) · · · (id− Φ
qk
fk,Tk
)(IH)h, h
〉
= 0
for any (q1, . . . , qk) ∈ N
k. This is equivalent to the condition
lim
q=(q1,...,qk)∈Nk
〈
(id− Φq1f1,T1) · · · (id− Φ
qk
fk,Tk
)(IH)h, h
〉
= 0.
In what follows we present an F∞(Dmf )-functional calculus for the completely non-coisometric part of
the noncommutative polydomain Dmf (H).
Theorem 3.6. Let T = (T1, . . . , Tk) be a completely non-coisometric k-tuple in the noncommutative
polydomain Dmf (H). Then
Φ(ϕ) := SOT- lim
r→1
ϕ(rTi,j), ϕ = ϕ(Wi,j) ∈ F
∞(Dmf ),
exists in the strong operator topology and defines a map Φ : F∞(Dmf ) → B(H) with the following
properties:
(i) Φ(ϕ) = SOT- lim
r→1
BrT[ϕ], where BrT is the noncommutative Berezin transform at rT ∈ D
m
f (H);
(ii) Φ is WOT-continuous (resp. SOT-continuous) on bounded sets;
(iii) Φ is a unital completely contractive homomorphism.
Proof. According to Theorem 1.4, rT ∈ Dmf (H) and rW ∈ D
m
f (⊗
k
i=1F
2(Hni)) for any r ∈ [0, 1). Due
to relations (3.7) and (3.11), we have SOT- limt→1[ϕ(tWi,j)) ⊗ IH] = ϕ(Wi,j) ⊗ IH. Taking the limit
in the first relation of Lemma 3.4, as r → 1, we deduce that the map Λ : rangeK∗f ,T → H given by
Λy := lim
r→1
ϕ(tTi,j)y, y ∈ rangeK
∗
f ,T, is well-defined, linear, and
‖ΛK∗f ,Tx‖ ≤ lim sup
r→1
‖ϕ(rTi,j)‖‖K
∗
f ,Tx‖ ≤ ‖ϕ(Wi,j)‖‖K
∗
f ,Tx‖
for any x ∈ (⊗ki=1F
2(Hni))⊗H.
Since T = (T1, . . . , Tk) is completely non-coisometric, Theorem 2.2 implies that the noncommutative
Berezin kernel Kf ,T is one-to-one and, therefore, the range of K
∗
f ,T is dense in H. Consequently, the map
Λ has a unique extension to a bounded linear operator on H, denoted also by Λ, with ‖Λ‖ ≤ ‖ϕ(Wi,j)‖.
We show that
(3.13) lim
r→1
ϕ(rTi,j)h = Λh for any h ∈ H.
Let h ∈ H and let {yk}
∞
k=1 be a sequence of vectors in the range of K
∗
f ,T, which converges to h. According
to Theorem 2.4 and relations (3.6), (3.7), we have
‖ϕ(rTi,j)‖ ≤ ‖ϕ(rWi,j)‖ ≤ ‖ϕ(Wi,j)‖
for any r ∈ [0, 1). Note that
‖Λh− ϕ(rTi,j))h‖ ≤ ‖Λh− Λyk‖+ ‖Λyk − ϕ(rTi,j))yk‖+ ‖ϕ(rTi,j))yk − ϕ(rTi,j))h‖
≤ 2‖ϕ(Wi,j)‖‖h− yk‖+ ‖Λyk − ϕ(rTi,j))yk‖.
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Consequently, since lim
r→1
ϕ(rTi,j)yk = Λyk, relation (3.13) follows. Due to Lemma 3.4, we have
(3.14) ϕ(rTi,j) = K
∗
f ,rT[ϕ(Wi,j)⊗ IH]Kf ,rT,
which together with relation (3.13) imply part (i) of the theorem.
Now we prove part (ii). Since ‖ϕ(rTi,j)‖ ≤ ‖ϕ(Wi,j)‖ we deduce that ‖Φ(ϕ)‖ ≤ ‖ϕ‖ for ϕ ∈ F
∞(Dmf ).
Taking r → 1 in the first relation of Lemma 3.4 and using the first part of this theorem, we obtain
(3.15) Φ(ϕ)K∗f ,T = K
∗
f ,T(ϕ⊗ I), ϕ ∈ F
∞(Dmf ).
If {gι} be a bounded net in F
∞(Dmf ) such that gι → g ∈ F
∞(Dmf ) in the weak (resp. strong) operator
topology, then gι⊗ I converges to g⊗ I in the same topologies. By relation (3.15), we have Φ(gι)K
∗
f ,T =
K∗f ,T(gι⊗ I). Since the range of K
∗
f ,T is dense in H and {Φ(gι)} is bounded, an approximation argument
shows that Φ(gι)→ Φ(g) in the weak (resp. strong) operator topology.
Now, we prove (iii). Relation (3.14) and the fact that Kf ,rT is an isometry for r ∈ [0, 1) imply
‖[ϕst(rTi,j)]k×k‖ ≤ ‖[ϕst]k×k‖
for any operator-valued matrix [ϕst]k×k ∈ Mk×k(F
∞(Dmf )) and r ∈ [0, 1). Hence, and using the fact
that Φ(ϕst) = SOT- limr→1 ϕst(rTi,j), we deduce that Φ is completely contractive map. Due to Theorem
2.4, Φ is a homomorphism on polynomials in Wi,j and the identity. Since, due to Proposition 3.2, these
polynomials are sequentially WOT-dense in F∞(Dmf ) and Φ is WOT-continuous on bounded sets, we
deduce part (iii) of the theorem. The proof is complete. 
4. Free holomorphic functions on noncommutative polydomains
We introduce the algebra Hol(Dmf ,rad) of all free holomorphic functions on the abstract radial poly-
domain Dmf ,rad. We identify the polydomain algebra A(D
m
f ) and the Hardy algebra F
∞(Dmf ) with
subalgebras of Hol(Dmf ,rad) .
For each i ∈ {1, . . . , k}, let Zi := (Zi,1, . . . , Zi,ni) be an ni-tuple of noncommuting indeterminates and
assume that, for any p, q ∈ {1, . . . , k}, p 6= q, the entries in Zp are commuting with the entries in Zq. We
set Zi,αi := Zi,j1 · · ·Zi,jp if αi ∈ F
+
ni and αi = g
i
j1
· · · gijp , and Zi,gi0 := 1, where g
i
0 is the identity in F
+
ni .
We consider formal power series
ϕ =
∑
α1∈F
+
n1
,...,αk∈F
+
nk
aα1,...,αkZ1,α1 · · ·Zk,αk , aα1,...,αk ∈ C,
in ideterminates Zi,j . Denoting (α) := (α1, . . . , αk) ∈ F
+
n1 × · · · × F
+
nk , Z(α) := Z1,α1 · · ·Zk,αk , and
a(α) := aα1,...,αk , we can also use the abbreviation ϕ =
∑
(α)
a(α)Z(α).
Given a Hilbert space H, we introduce the radial polydomain
Dmf ,rad(H) :=
⋃
0≤r<1
rDmf (H) ⊆ D
m
f (H).
A formal power series ϕ, having the representation above, is called free holomorphic function on the
abstract radial polydomain Dmf ,rad := {D
m
f ,rad(H) : H is a Hilbert space} if the series
ϕ(Xi,j) :=
∞∑
q=0
∑
(α)∈F
+
n1
×···×F
+
nk
|α1|+···+|αk|=q
a(α)X(α)
is convergent in the operator norm topology for any X = (Xi,j) ∈ D
m
f ,rad(H) with i ∈ {1, . . . , k},
j ∈ {1, . . . , ni}, and any Hilbert space H. We denote by Hol(D
m
f ,rad) the set of all free holomorphic
functions on the abstract radial polydomain Dmf ,rad.
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Lemma 4.1. Let ϕ =
∑
(α)∈F+n1×···×F
+
nk
a(α)Z(α) be a formal power series and let W = {Wi,j} be the uni-
versal model associated with the abstract noncommutative polydomain Dmf . Then the following statements
are equivalent.
(i) ϕ is a free holomorphic function on the abstract radial polydomain Dmf ,rad.
(ii) For any r ∈ [0, 1), the series
ϕ(rWi,j) :=
∞∑
q=0
∑
(α)∈F
+
n1
×···×F
+
nk
|α1|+···+|αk|=q
a(α)r
|α1|+···+|αk|W(α)
is convergent in the operator norm topology.
(iii) The inequality
lim sup
n→∞
∥∥∥∥∥∥∥∥
∑
(α)∈F
+
n1
×···×F
+
nk
|α1|+···+|αk|=n
a(α)W(α)
∥∥∥∥∥∥∥∥
1/n
≤ 1.
Proof. The equivalence of (i) with (ii) is due to Theorem 2.4. Using standard arguments, one can easily
prove that (ii) is equivalent to (iii). 
We remark that the coefficients of a free holomorphic function are uniquely determined by its repre-
sentation on an infinite dimensional Hilbert space. Indeed, under the above notations, let 0 < r < 1 and
assume that ϕ(rWi,j) = 0. Taking into account relation (2.6), we have〈
ϕ(rWi,j)1,W(α)1
〉
= r|α1|+···+|αk|a(α)
1
b
(m1)
1,α1
· · ·
1
b
(mk)
k,αk
= 0
for any (α) = (α1, . . . , αk) ∈ F
+
n1 ⊗ · · · ⊗ F
+
nk . Therefore a(α) = 0, which proves our assertion.
Due to Lemma 4.1, if ϕ ∈ Hol(Dmf ,rad), then ϕ(rWi,j) is in the domain algebra A(D
m
f ) for any
r ∈ [0, 1). Using the results from the previous section, one can see that Hol(Dmf ,rad) is an algebra. Let
H∞(Dmf ,rad) denote the set of all elements ϕ in Hol(D
m
f ,rad) such that
‖ϕ‖∞ := sup ‖ϕ(Xi,j)‖ <∞,
where the supremum is taken over all (Xi,j) ∈ D
m
f ,rad(H) and any Hilbert space H. One can show that
H∞(Dmf ,rad) is a Banach algebra under pointwise multiplication and the norm ‖ · ‖∞. For each p ∈ N, we
define the norms ‖ · ‖p :Mp×p
(
H∞(Dmf ,rad)
)
→ [0,∞) by setting
‖[ϕst]p×p‖p := sup ‖[ϕst(Xi,j)]p×p‖,
where the supremum is taken over all (Xi,j) ∈ D
m
f ,rad(H) and any Hilbert space H. It is easy to see that
the norms ‖ · ‖p, p ∈ N, determine an operator space structure on H
∞(Dmf ,rad), in the sense of Ruan
([31]). Let ϕ be a free holomorphic function on the abstract radial polydomain Dmf ,rad. Note that if
0 < r1 < r2 < 1, then r1D
m
f (H) ⊂ r2D
m
f (H) ⊂ D
m
f (H). Since ϕ(r2Wi,j) is in the polydomain algebra
A(Dmf ), Theorem 2.4 implies ‖ϕ(rr2Wi,j)‖ ≤ ‖ϕ(r2Wi,j)‖ for any r ∈ [0, 1). Taking r :=
r1
r2
, we deduce
that
‖ϕ(r1Wi,j)‖ ≤ ‖ϕ(r2Wi,j)‖.
On the other hand, if 0 < r < 1, then we can use again Theorem 2.4 to show that the mapping
g : rDmf (H)→ B(H) defined by
g(Xi,j) := ϕ(Xi,j), (Xi,j) ∈ rD
m
f (H),
is continuous and ‖g(Xi,j)‖ ≤ ‖g(rWi,j)‖. Moreover, the series defining g converges uniformly on
rDmf (H) in the operator norm topology.
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Given ϕ ∈ F∞(Dmf ) and a Hilbert space H, the noncommutative Berezin transform associated with
the abstract noncommutative polydomain Dmf generates a function whose representation on H is
B[ϕ] : Dmf ,rad(H)→ B(H)
defined by
B[ϕ](Xi,j) := BX [ϕ], X := (Xi,j) ∈ D
m
f ,rad(H),
where BX is the Berezin transform at X . We call B[ϕ] the Berezin transform of ϕ. In what follows, we
identify the noncommutative algebra F∞(Dmf ) with the Hardy subalgebra H
∞(Dmf ,rad) of bounded free
holomorphic functions on Dmf ,rad.
Theorem 4.2. The map Φ : H∞(Dmf ,rad)→ F
∞(Dmf ) defined by
Φ
∑
(α)
a(α)Z(α)
 :=∑
(α)
a(α)W(α)
is a completely isometric isomorphism of operator algebras. Moreover, if g :=
∑
(α)
a(α)Z(α) is a free holo-
morphic function on the abstract radial polydomain Dmf ,rad, then the following statements are equivalent:
(i) g ∈ H∞(Dmf ,rad);
(ii) sup
0≤r<1
‖g(rWi,j)‖ <∞, where g(rWi,j) :=
∑∞
q=0
∑
(α)∈F
+
n1
×···×F
+
nk
|α1|+···+|αk|=q
rqa(α)W(α);
(iii) there exists ϕ ∈ F∞(Dmf ) with g = B[ϕ], where B is the noncommutative Berezin transform
associated with the abstract polydomain Dmf .
In this case,
Φ(g) = SOT- lim
r→1
g(rWi,j), Φ
−1(ϕ) = B[ϕ], ϕ ∈ F∞(Dmf ),
and
‖Φ(g)‖ = sup
0≤r<1
‖g(rWi,j)‖ = lim
r→1
‖g(rWi,j)‖.
Proof. To show that the map Φ is well-defined, let g :=
∑
(β)
a(β)Z(β) be in the Hardy algebra H
∞(Dmf ,rad).
Since (rWi,j) ∈ D
m
f ,rad(F
2(Hn)), Lemma 4.1 shows that g(rWi,j) is well-defined for any r ∈ [0, 1)
and sup0≤r<1 ‖g(rWi,j)‖ ≤ ‖g‖∞ < ∞. We need to show that g(Wi,j) :=
∑
(β)
a(β)W(β) is the Fourier
representation of an element in F∞(Dmf ). Taking into account relation (2.6), we deduce that∑
β1∈F
+
n1
,...,βk∈F
+
nk
r|β1|+···+|βk||aβ1,...,βk |
2 1
b
(m1)
1,β1
· · · b
(mk)
k,βk
= ‖g(rWi,j)(1)‖ ≤ sup
0≤r<1
‖g(rWi,j)‖ <∞
for any 0 ≤ r < 1. Consequently,
∑
β1∈F
+
n1
,...,βk∈F
+
nk
|aβ1,...,βk |
2 1
b
(m1)
1,β1
···b
(mk)
k,βk
<∞. As in Section 3, the latter
relation implies that g(Wi,j)p is in the tensor product ⊗
k
i=1F
2(Hni) for any polynomial p ∈ ⊗
k
i=1F
2(Hni).
Now assume that g(Wi,j) /∈ F
∞(Dmf ). According to the definition of F
∞(Dmf ), for any fixed positive
number M , there exists a polynomial q ∈ ⊗ki=1F
2(Hni) with ‖q‖ = 1 such that ‖g(Wi,j)q‖ > M. Since
‖g(rWi,j)(1)−g(Wi,j)(1)‖ → 0 as r → 1, we have ‖g(Wi,j)q−g(rWi,j)q‖ → 0, as r → 1. Consequently,
there is r0 ∈ (0, 1) such that ‖g(r0Wi,j)q‖ > M , which implies ‖g(r0Wi,j)‖ > M . This contradicts the
fact that sup0≤r<1 ‖g(rWi,j)‖ < ∞. Therefore, g(Wi,j) ∈ F
∞(Dmf ), which proves that the map Φ is
well-defined.
Moreover, due to Theorem 2.4 , we have ‖g(Xi,j))‖ ≤ ‖g(rWi,j)‖ for any (Xi,j) ∈ rD
m
f (H). Using
now Lemma 3.3, we deduce that
‖g(Wi,j)‖ = sup
0≤r<1
‖g(rWi,j))‖ = ‖g‖∞
and
Φ(g) = g(Wi,j) = SOT- lim
r→1
g(rWi,j).
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Therefore, Φ is a well-defined isometric linear map. We show now that Φ is a surjective map. To this
end, let ϕ(Wi,j) :=
∑
(β)
a(β)W(β) be in F
∞(Dmf ). Using Lemma 3.3 and Theorem 4.1, we deduce that
g :=
∑
(α)
a(α)Z(α) is a free holomorphic function on the noncommutative domain D
m
f ,rad and
‖g(Xi,j)‖ ≤ ‖g(rWi,j)‖ ≤ ‖g(Wi,j)‖
for any (Xi,j) ∈ rD
m
f (H) and r ∈ [0, 1). Hence, we deduce that
sup
(Xi,j)∈Dmf,rad(H)
‖g(Xi,j)‖ ≤ ‖g(Wi,j))‖ <∞,
which proves that g ∈ H∞(Dmf ,rad). This shows that the map Φ is surjective. Therefore, we have proved
that Φ is an isometric isomorphism of operator algebras. Using the same techniques and passing to
matrices, one can prove that Φ is a completely isometric isomorphism. Moreover, note that if X :=
(Xi,j) ∈ D
m
f ,rad, then there is r ∈ (0, 1) such that X = rY with Y = (Yi,j) ∈ D
m
f (H). Applying Theorem
3.5 part (iii), we deduce that ϕ(X) = BX [ϕ]. Now, the equivalences mentioned in the theorem can be
easily deduced from the considerations above. The proof is complete. 
For the rest of this section, we assume that Dmf (H) is closed in the operator norm topology for any
Hilbert space H. Then we have Dmf ,rad(H)
− = Dmf (H). Note that the interior of D
m
f (H), which we
denote by Int(Dmf (H)), is a subset of D
m
f ,rad(H). We remark that if q = (q1, . . . , qk) is a k-tuple of
positive regular noncommutative polynomials, then Dmq (H) is closed in the operator norm topology.
We denote by A(Dmf ,rad) the set of all elements g in Hol(D
m
f ,rad) such that the mapping
Dmf ,rad(H) ∋ (Xi,j) 7→ g(Xi,j) ∈ B(H)
has a continuous extension to [Dmf ,rad(H)]
− = Dmf (H) for any Hilbert space H. One can show that
A(Dmf ,rad) is a Banach algebra under pointwise multiplication and the norm ‖ ·‖∞, and it has an operator
space structure under the norms ‖ · ‖p, p ∈ N. Moreover, we can identify the polydomain algebra A(D
m
f )
with the subalgebra A(Dmf ,rad). Using Theorem 2.4, Theorem 4.2, and an approximation argument, one
can obtain the following result.
Corollary 4.3. The map Φ : A(Dmf ,rad)→ A(D
m
f ) defined by
Φ
∑
(α)
a(α)Z(α)
 :=∑
(α)
a(α)W(α)
is a completely isometric isomorphism of operator algebras. Moreover, if g :=
∑
(α)
a(α)Z(α) is a free holo-
morphic function on the abstract radial polydomain Dmf ,rad, then the following statements are equivalent:
(i) g ∈ A(Dmf ,rad);
(ii) g(rWi,j) :=
∑∞
q=0
∑
(α)∈F
+
n1
×···×F
+
nk
|α1|+···+|αk|=q
rqa(α)W(α) is convergent in the norm topology as r → 1;
(iii) there exists ϕ ∈ A(Dmf ) with g = B[ϕ], where B is the noncommutative Berezin transform
associated with the abstract polydomain Dmf .
In this case,
Φ(g) = lim
r→1
g(rWi,j) and Φ
−1(ϕ) = B[ϕ], ϕ ∈ A(Dmf ).
We remark that there is an important connection between the theory of free holomorphic functions
on abstract radial polydomains Dmf ,rad, and the theory of holomorphic functions on polydomains in C
d.
Indeed, consider the case when H = Cp and p = 1, 2 . . . . Then Dmf (C
p) can be seen as a subset of
C(n1+···+nk)p
2
with an arbitrary norm. We denote by Int(Dmf (C
p)) the interior of the closed set Dmf (C
p).
In the particular case when p = 1, the interior Int(Dmf (C)) is a Reinhardt domain, i.e., (ξi,jλi,j) ∈
Int(Dmf (C)) for any (λi,j) ∈ Int(D
m
f (C)) and ξi,j ∈ T. Let Mp×p(C) denote the set of all p× p matrices
with entries in C.
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Proposition 4.4. If p ∈ N and ϕ is a free holomorphic function on the abstract radial polydomain Dmf ,rad,
then its representation on Cp, i.e., the map ϕ̂ defined by
C
(n1+···+nk)p
2
⊃ Dmf ,rad(C
p) ∋ (λi,j) 7→ ϕ(λi,j) ∈Mp×p(C) ⊂ C
p2
is a holomorphic function on the interior of Dmf (C
p). Moreover, the following statements hold:
(i) if ϕ ∈ F∞(Dmf ,rad), then ϕ̂ is bounded on the interior of D
m
f (C
p);
(ii) if ϕ ∈ A(Dmf ,rad), then ϕ̂ is continuous on D
m
f (C
p) and holomorphic on the interior of Dmf (C
p).
Proof. If K is a compact subset in the interior of Dmf (C
p), then there exists r ∈ (0, 1) such that K ⊂
rDmf (C
p). Indeed, if λ := (λi,j) ∈ Int(D
m
f (C
p)) ⊂ C(n1+···+nk)p
2
, then there exists ǫλ > 0 and rλ ∈ (0, 1)
such that 1rλµ ∈ Int(D
m
f (C
p)) for any µ ∈ Bǫλ(λ) := {z ∈ C
(n1+···+nk)p
2
: ‖λ − z‖ < ǫλ}. Since
K is a compact set and K ⊂ ∪λ∈KBǫλ(λ), there exists λ1, . . . λl ∈ K such that K ⊂ ∪
l
i=1Bǫλi (λi).
Consequently, for any µ ∈ K, we have 1rλi
µ ∈ Int(Dmf (C
p)) ⊂ Dmf (C
p) for some i ∈ {1, . . . , n}. Taking
into account that r1D
m
f (C
p) ⊂ r2D
m
f (C
p) if r1, r2 ∈ (0, 1) and r1 ≤ r2, we conclude that K ⊂ rD
m
f (C
p),
where r := max{r1, . . . , rl}.
Note that if ϕ :=
∑∞
q=0
∑
(α)∈F
+
n1
×···×F
+
nk
|α1|+···+|αk|=q
a(α)Z(α), then∥∥∥∥∥∥∥∥ϕ(λi,j)−
∑
(α)∈F
+
n1
×···×F
+
nk
|α1|+···+|αk|≤n
a(α)λ(α)
∥∥∥∥∥∥∥∥ ≤
∞∑
s=n+1
∥∥∥∥∥∥∥∥
∑
(α)∈F
+
n1
×···×F
+
nk
|α1|+···+|αk|=s
r|α1|+···+|αk|a(α)W(α)
∥∥∥∥∥∥∥∥
for any (λi,j) ∈ K. Using Theorem 4.1, we deduce that
∑
(α)∈F
+
n1
×···×F
+
nk
|α1|+···+|αk|≤n
a(α)λ(α) converges to ϕ(λi,j)
uniformly on K, as n → ∞. Therefore, the map (λi,j) 7→ ϕ(λi,j) is holomorphic on the interior of
Dmf (C
p). Now, the items (i) and (ii) are consequences of Theorem 4.2 and Corollary 4.3. The proof is
complete. 
We remark that one can obtain versions of all the results of this section in the setting of free holomorphic
functions with operator-valued coefficients. Since the proofs are very similar we shall omit them. We also
mention that, in the particular case when k = m1 = 1 and f1 = Z1 + · · · + Zn, we recover some of the
results concerning the free holomorphic functions on the unit ball of B(H)n (see [40], [45], [47]).
5. Joint invariant subspaces and universal models
We obtain a Beurling type factorization and a characterization of the Beurling [12] type joint invariant
subspaces under {Wi,j}. We also characterize the reducing subspaces under {Wi,j} and present several
results concerning the model theory for pure elements in the noncommutative polydomain Dmf (H).
We recall that a subspace H ⊆ K is called co-invariant under S ⊂ B(K) if X∗H ⊆ H for any X ∈ S.
Theorem 5.1. Let W := (W1, . . . ,Wk) be the universal model associated to the abstract noncommuta-
tive domain Dmf . If K be a Hilbert space and M⊆ (⊗
k
i=1F
2(Hni))⊗K is a co-invariant subspace under
each operator Wi,j ⊗ IK for i ∈ {1, . . . , k}, j ∈ {1, . . . , ni}, then there exists a subspace E ⊆ K such that
span
{
(W1,β1 · · ·Wk,βk ⊗ IK)M : β1 ∈ F
+
n1 , . . . , βk ∈ F
+
nk
}
= (⊗ki=1F
2(Hni))⊗ E .
Consequently, a subspace M ⊆ (⊗ki=1F
2(Hni)) ⊗ K is reducing under each operator Wi,j ⊗ IK for i ∈
{1, . . . , k}, j ∈ {1, . . . , ni}, if and only if there exists a subspace E ⊆ K such that
M = (⊗ki=1F
2(Hni))⊗ E .
Proof. Define the subspace E ⊆ K by E := (PC ⊗ IK)M, where PC is the orthogonal projection from
⊗ki=1F
2(Hni) onto C1 ⊂ ⊗
k
i=1F
2(Hni). Let ϕ be a nonzero element of M with representation
ϕ =
∑
β1∈F
+
n1
,...,βk∈F
+
nk
e1β1 ⊗ · · · ⊗ e
k
βk ⊗ hβ1,...,βk ,
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where hβ1,...,βk ∈ K and
∑
β1∈F
+
n1
,...,βk∈F
+
nk
‖hβ1,...,βk‖
2 < ∞. Let σ1 ∈ F
+
n1 , . . . , σk ∈ F
+
nk be such that
hσ1,...,σk 6= 0 and note that
(PC ⊗ IK)(W
∗
1,σ1 · · ·W
∗
k,σk ⊗ IK)ϕ = 1⊗
1√
b
(m1)
1,σ1
· · ·
1√
b
(mk)
k,σk
hσ1,...,σk .
Consequently, since M is a co-invariant subspace under Wi,j ⊗ IK for i ∈ {1, . . . , k}, j ∈ {1, . . . , ni}, we
deduce that hσ1,...,σk ∈ E . This implies
(W1,σ1 · · ·Wk,σk ⊗ IK)(1⊗ hσ1,...,σk) =
1√
b
(m1)
1,σ1
· · ·
1√
b
(mk)
k,σk
e1σ1 ⊗ · · · ⊗ e
k
σk ⊗ hσ1,...,σk
is a vector in ⊗ki=1F
2(Hni)⊗ E . Therefore,
(5.1) ϕ = lim
n→∞
n∑
q=0
∑
β1∈F
+
n1
,...,βk∈F
+
nk
|β1|+···+|βk|=q
e1β1 ⊗ · · · ⊗ e
k
βk
⊗ hβ1,...,βk
is in ⊗ki=1F
2(Hni)⊗ E . Hence, M⊂ ⊗
k
i=1F
2(Hni)⊗ E and
Y := span
{
(W1,σ1 · · ·Wk,σk ⊗ IK)M : σ1 ∈ F
+
n1 , . . . , σk ∈ F
+
nk
}
⊂ (⊗ki=1F
2(Hni))⊗ E .
To prove the reverse inclusion, we show first that E ⊂ Y. If h0 ∈ E , h0 6= 0, then there exists
g ∈ M ⊂ ⊗ki=1F
2(Hni)⊗ E such that
g = 1⊗ h0 +
∑
β1∈F
+
n1
,...,βk∈F
+
nk
|β1|+···+|βk|≥1
e1β1 ⊗ · · · ⊗ e
k
βk ⊗ hβ1,...,βk
and 1⊗ h0 = (PC ⊗ IK)g. Consequently, due to Lemma 2.1, we have
1⊗ h0 = (PC ⊗ IK)g = (I − Φq1,W1⊗IK)
m1 · · · (I − Φqk,Wk⊗IK)
mk(I)g.
Taking into account thatM is co-invariant underWi,j⊗ IK for i ∈ {1, . . . , k}, j ∈ {1, . . . , ni}, we deduce
that h0 ∈ Y for any h0 ∈ E , i.e., E ⊂ Y. The latter inclusion shows that (W1,σ1 · · ·Wk,σk⊗IK)(1⊗E) ⊂ Y
for any σ1 ∈ F
+
n1 , . . . , σk ∈ F
+
nk
, which implies
1√
b
(m1)
1,σ1
· · ·
1√
b
(mk)
k,σk
e1σ1 ⊗ · · · ⊗ e
k
σk
⊗ E ⊂ Y.
Hence, if ϕ ∈ (⊗ki=1F
2(Hni)) ⊗ E has the representation (5.1), we deduce that ϕ ∈ Y. Therefore,
(⊗ki=1F
2(Hni))⊗ E ⊆ Y. The last part of the theorem is now obvious. The proof is complete. 
Let W := (W1, . . . ,Wk) be the universal model associated to the abstract noncommutative domain
Dmf . An operator M : (⊗
k
i=1F
2(Hni))⊗H → (⊗
k
i=1F
2(Hni))⊗K is called multi-analytic with respect to
W if
M(Wi,j ⊗ IH) = (Wi,j ⊗ IK)M
for any i ∈ {1, . . . , k} and j ∈ {1, . . . , ni}. In case M is a partial isometry, we call it inner multi-analytic
operator.
Theorem 5.2. Let W := (W1, . . . ,Wk) be the universal model associated to the abstract noncommuta-
tive domain Dmf and let Wi⊗ IH := (Wi,1⊗ IH, . . . ,Wi,ni ⊗ IH) for i ∈ {1, . . . , k}, where H is a Hilbert
space. If Y ∈ B((⊗ki=1F
2(Hni))⊗H) then the following statements are equivalent.
(i) There is a multi-analytic operator M : (⊗ki=1F
2(Hni))⊗E → (⊗
k
i=1F
2(Hni))⊗H with respect to
W, where E is a Hilbert space, such that
Y =MM∗.
(ii) For any p := (p1, . . . , pk) ∈ Z
k
+ such that p ≤m, p 6= 0,
(id− Φf1,W1⊗IH)
p1 · · · (id− Φfk,Wk⊗IH)
pk(Y ) ≥ 0.
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Proof. Setting ∆pf ,W⊗IH := (id − Φf1,W1⊗IH)
p1 · · · (id − Φfk,Wk⊗IH)
pk , it is easy to see that if item (i)
holds, then
∆
p
f ,W⊗IH
(Y ) =M∆pf ,W⊗IE (I)M
∗ ≥ 0
for any p := (p1, . . . , pk) ∈ Z
k
+ such that p ≤m, p 6= 0.
To prove the converse, assume that (ii) holds. In particular, we have Φf1,W1⊗IH(∆
m′
f ,W⊗IH
(Y )) ≤
∆m
′
f ,W⊗IH
(Y ), wherem′ = (m1−1,m2, . . . ,mk). Consequently, Φ
n
f1,W1⊗IH
(∆m
′
f ,W⊗IH
(Y )) ≤∆m
′
f ,W⊗IH
(Y )
for any n ∈ N. SinceW := (W1, . . . ,Wk) is a pure k-tuple, we have SOT-limn→∞Φ
n
f1,W1⊗IH
(∆m
′
f ,W⊗IH
(Y )) =
0, which implies ∆m
′
f ,W⊗IH
(Y ) ≥ 0. Continuing this process, we deduce that Y ≥ 0.
Let M := rangeY 1/2 and define
(5.2) Ai,j(Y
1/2x) := Y 1/2(W∗i,j ⊗ IH)x, x ∈ (⊗
k
i=1F
2(Hni))⊗H,
for any i ∈ {1, . . . , k} and j ∈ {1, . . . , ni}. Since Φfi,Wi⊗IH(Y ) ≤ Y , we have∑
α∈F+ni ,|α|≥1
ai,α‖Ai,α˜Y
1/2x‖2 = 〈Φfi,Wi⊗IH(Y )x, x〉 ≤ ‖Y
1/2x‖2
for any x ∈ (⊗ki=1F
2(Hni)) ⊗ H. Consequently, we deduce that ai,gij‖Ai,jY
1/2x‖2 ≤ ‖Y 1/2x‖2, for any
x ∈ (⊗ki=1F
2(Hni)) ⊗ H. Since ai,gij 6= 0 each Ai,j can be uniquely be extended to a bounded operator
(also denoted by Ai,j) on the subspace M. Denoting Xi,j := A
∗
i,j for i ∈ {1, . . . , k}, j ∈ {1, . . . , ni}, an
approximation argument shows that Φfi,Xi(IM) ≤ IM and relation (5.2) implies
X∗i,j(Y
1/2x) = Y 1/2(W∗i,j ⊗ IH)x, x ∈ (⊗
k
i=1F
2(Hni))⊗H,
for any i ∈ {1, . . . , k} and j ∈ {1, . . . , ni}. This implies
Y 1/2∆pf ,X(IM)Y
1/2 =∆pf ,W⊗IH(Y ) ≥ 0
for any p := (p1, . . . , pk) ∈ Z
k
+ such that p ≤m, p 6= 0. On the other hand, we have〈
Φnfi,Xi(IM)Y
1/2x, Y 1/2x
〉
=
〈
Φnfi,Wi⊗IH(Y )x, x
〉
≤ ‖Y ‖
〈
Φnfi,Wi⊗IH(I)x, x
〉
for any x ∈ (⊗ki=1F
2(Hni)) ⊗ H and n ∈ N. Since SOT- lim
n→∞
Φnfi,Wi⊗IH(I) = 0, we have SOT-
lim
m→∞
Φnfi,Xi(IM) = 0, which, due to Proposition 1.8 shows that X := (X1, . . . , Xk) is a pure k-tuple
in the noncommutative polydomain Dmf (M). Set E := ∆
m
f ,X(IM)(M). According to Theorem 2.2, the
noncommutative Berezin kernel Kf ,X :M→ (⊗
k
i=1F
2(Hni))⊗ E is an isometry with the property that
Xi,jK
∗
f ,X = K
∗
f ,X(Wi,j ⊗ IE)
for any i ∈ {1, . . . , k} and any j ∈ {1, . . . , ni}. Now, define the bounded linear operatorM := Y
1/2K∗f ,X :
(⊗ki=1F
2(Hni))⊗ E → (⊗
k
i=1F
2(Hni))⊗H and note that
M(Wi,j ⊗ IE) = Y
1/2K∗f ,X(Wi,j ⊗ IE) = Y
1/2Xi,jK
∗
f ,X
= (Wi,j ⊗ IH)Y
1/2K∗f ,X = (Wi,j ⊗ IH)M
for any i ∈ {1, . . . , k} and j ∈ {1, . . . , ni}, which proves that M is a multi-analytic operator with respect
to Wi,j . We also have MM
∗ = Y 1/2K∗f ,XKf ,XY
1/2 = Y . This completes the proof. 
We say that M ⊂ (⊗ki=1F
2(Hni)) ⊗ H is a Beurling type invariant subspace under the operators
Wi,j ⊗ IH, i ∈ {1, . . . , k}, j ∈ {1, . . . , ni}, if there is an inner multi-analytic operator with respect to W,
Ψ : (⊗ki=1F
2(Hni))⊗ E → (⊗
k
i=1F
2(Hni))⊗H,
such that M = Ψ
(
(⊗ki=1F
2(Hni))⊗ E
)
.
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Corollary 5.3. Let M⊂ (⊗ki=1F
2(Hni)) ⊗H be an invariant subspace under the operators Wi,j ⊗ IH,
i ∈ {1, . . . , k}, j ∈ {1, . . . , ni}. Then M is of Beurling type if and only if
(id− Φf1,W1⊗IH)
p1 · · · (id− Φfk,Wk⊗IH)
pk(PM) ≥ 0
for any p := (p1, . . . , pk) ∈ Z
k
+ such that p ≤ m, where PM is the orthogonal projection of the Hilbert
space (⊗ki=1F
2(Hni)) ⊗ H onto M. In the particular case when m = (1, . . . , 1), the condition above is
satisfied when W ⊗ IH|M := (W1 ⊗ IH|M, . . . ,Wk ⊗ IH|M) is doubly commuting.
Proof. If Ψ : (⊗ki=1F
2(Hni)) ⊗ E → (⊗
k
i=1F
2(Hni)) ⊗ H is a inner multi-analytic operator and M =
Ψ
(
(⊗ki=1F
2(Hni)) ⊗ E
)
, then PM = ΨΨ
∗. Taking into account Lemma 2.1, we deduce that
(id− Φf1,W1⊗IH)
p1 · · · (id− Φfk,Wk⊗IH)
pk(PM) = Ψ(PC ⊗ IE)Ψ
∗ ≥ 0
for any p := (p1, . . . , pk) ∈ Z
k
+ such that p ≤ m. The converse is a consequence of Theorem 5.2, when
we take Y = PM.
Now, we consider the case when m = (1, . . . , 1). Note that if M is an invariant subspace under the
operatorsWi,j⊗ IH, thenW⊗ IH|M is doubly commuting if and only if PM(Wi1,j1 ⊗ IH)PM commutes
with PM(W
∗
i2,j2
⊗ IH)PM for any i1, i2 ∈ {1, . . . , k}, i1 6= i2, and any j1 ∈ {1, . . . , ni1}, j2 ∈ {1, . . . , ni2}.
The latter condition is equivalent to
(5.3) PM(Wi1,α ⊗ IH)PM commutes with PM(W
∗
i2,β ⊗ IH)PM
for any α ∈ F+ni1 and β ∈ F
+
ni2
. Assume thatM is invariant subspace under the operatorsWi,j ⊗ IH and
W ⊗ IH|M is doubly commuting. Then, due to relation (5.3), for any αi ∈ F
+
ni , i ∈ {1, . . . , k}, we have
(W1,α1 ⊗ IH) · · · (Wk,αk ⊗ IH)PM(W
∗
k,αk ⊗ IH) · · · (W
∗
1,α1 ⊗ IH)
= (W1,α1 ⊗ IH)PM(W
∗
1,α1 ⊗ IH) · · · (Wk,αk ⊗ IH)PM(W
∗
k,αk
⊗ IH).
(5.4)
Consequently, we deduce that
(id−Φf1,W1⊗IH)
p1 · · · (id−Φfk,Wk⊗IH)
pk(PM) = (PM − Φf1,W1⊗IH(PM))
p1 · · · (PM − Φfk,Wk⊗IH(PM))
pk
for any p := (p1, . . . , pk) ∈ Z
k
+ such that p ≤ (1, . . . , 1). Now, since W1, . . . ,Wk are commuting tuples,
we deduce that PM − Φfi,Wi⊗IH(PM), i ∈ {1, . . . , k}, are commuting operators. On the other hand,
they are also positive operators. Indeed, let {ai,αi}α∈F+ni
be the coefficients of the positive regular free
holomorphic function fi, and let x ∈ (⊗
k
i=1F
2(Hni))⊗H have the representation x = x1+x2 with respect
to the orthogonal decomposition M⊕M⊥. Note that
〈Φfi,Wi⊗IH(PM)x, x〉 = 〈Φfi,Wi⊗IH(PM)x1, x1〉 =
∑
|α|≥1
ai,αi‖PM(Wi,αi ⊗ IH)x1‖
2
≤ 〈Φfi,Wi⊗IH(I)x1, x1〉 ≤ ‖x1‖
2 = 〈PMx, x〉 ,
which proves our assertion. Therefore, we can deduce that
(id− Φf1,W1⊗IH)
p1 · · · (id− Φfk,Wk⊗IH)
pk(PM) ≥ 0
for any p := (p1, . . . , pk) ∈ Z
k
+ such that p ≤ (1, . . . , 1). Due to the first part of this corollary, we conclude
thatM is a Beurling type invariant subspace under the operatorsWi,j ⊗ IH. The proof is complete. 
Let W := (W1, . . . ,Wk) be the universal model associated to the abstract noncommutative domain
Dmf , and let Φ : (⊗
k
i=1F
2(Hni))⊗H → (⊗
k
i=1F
2(Hni))⊗K be a multi-analytic operator with respect to
W, i.e., if Φ(Wi,j ⊗ IH) = (Wi,j ⊗ IK)Φ for any i ∈ {1, . . . , k} and j ∈ {1, . . . , ni}. We introduce the
support of Φ as the smallest reducing subspace supp (Φ) ⊂ ⊗ki=1F
2(Hni))⊗H under each operatorWi,j ,
containing the co-invariant subspace M := Φ∗((⊗ki=1F
2(Hni))⊗K). Using Theorem 5.1 and its proof,
we deduce that
supp (Φ) =
∨
(α)∈F+n1×···×F
+
nk
(W(α) ⊗ IH)(M) = (⊗
k
i=1F
2(Hni))⊗ L,
where L := (PC ⊗ IH)Φ∗((⊗ki=1F
2(Hni)) ⊗K).
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Assume that W := (W1, . . . ,Wk) is the universal model associated to the abstract noncommutative
domain Dmf . We remark that if Ψ : (⊗
k
i=1F
2(Hni)) ⊗ E → (⊗
k
i=1F
2(Hni)) ⊗ H is an isometric multi-
analytic operator and M = Ψ
(
(⊗ki=1F
2(Hni))⊗ E
)
, then W ⊗ IH|M is doubly commuting. Since
this is a straightforward computation, we omit it. The converse of this implication holds true for the
noncommutative polyball.
Corollary 5.4. Let W := (W1, . . . ,Wk) be the universal model associated to the noncommutative
polyball [B(H)n1 ]−1 ×c · · ·×c [B(H)
nk ]−1 , i.e., m = (1, . . . , 1) and fi := Zi,1+ · · ·+Zi,ni for i ∈ {1, . . . , k}.
IfM⊂ (⊗ki=1F
2(Hni))⊗H is a nonzero invariant subspace under the operatorsWi,j⊗IH, thenW⊗IH|M
is doubly commuting if and only if there is a Hilbert space L and an isometric multi-analytic operator
Φ : (⊗ki=1F
2(Hni))⊗ L → (⊗
k
i=1F
2(Hni))⊗H such that M = Φ((⊗
k
i=1F
2(Hni))⊗ L).
Proof. Due to the remarks preceding this corollary, it remains to prove the direct implication. Assume
thatW⊗IH|M is doubly commuting. Corollary 5.3 and Theorem 5.2 imply the existence of an inner multi-
analytic operator Ψ : (⊗ki=1F
2(Hni))⊗ E → (⊗
k
i=1F
2(Hni))⊗H such that M = Ψ((⊗
k
i=1F
2(Hni))⊗ E).
SinceWi,j are isometries, the initial space of Ψ, i.e., Ψ
∗((⊗ki=1F
2(Hni))⊗H) = {x ∈ (⊗
k
i=1F
2(Hni))⊗E :
‖Ψx‖ = ‖x‖} is reducing under each Wi,j . On the other hand, the support of Ψ is the the smallest
reducing subspace supp (Ψ) ⊂ F 2(Hni)) ⊗ H under each operator Wi,j, containing the co-invariant
subspace Ψ∗((⊗ki=1F
2(Hni)) ⊗H). Therefore, we must have supp (Ψ) = Ψ
∗((⊗ki=1F
2(Hni)) ⊗H). Note
that Φ := Ψ|supp (Ψ) is an isometric multi-analytic operator. Since supp (Ψ) = (⊗
k
i=1F
2(Hni))⊗L, where
L := (PC ⊗ IE)Ψ
∗((⊗ki=1F
2(Hni))⊗H) and M = Φ((⊗
k
i=1F
2(Hni))⊗ L), the proof is complete. 
We remark that in the particular case when n1 = · · · = nk = 1, Corollary 5.4 is a Beurling type result
for the the Hardy space H2(Dk) of the polydisc, which seems to be new if k > 2.
We recall that P(W) is the set of all polynomials p(Wi,j) in the operators Wi,j , i ∈ {1, . . . , k},
j ∈ {1, . . . , ni}, and the identity.
Lemma 5.5. If W := (W1, . . . ,Wk) is the universal model associated to the abstract noncommutative
polydomain Dmf , then the C
∗-algebra C∗(Wi,j) is irreducible.
Proof. LetM 6= {0} be a subspace of ⊗ki=1F
2(Hni), which is jointly reducing for each operatorWi,j for
all i ∈ {1, . . . , k} and j ∈ {1, . . . , ni}. Let ϕ ∈M, ϕ 6= 0, and assume that
ϕ =
∑
β1∈F
+
n1
,...,βk∈F
+
nk
aβ1,...,βke
1
β1 ⊗ · · · ⊗ e
k
βk .
If aβ1,...,βk is a nonzero coefficient of ϕ, then, using relation (2.6), we deduce that
PCW
∗
1,β1 · · ·W
∗
k,βk
ϕ =
1√
b
(m1)
1,β1
· · ·
1√
b
(mk)
k,βk
aβ1,...,βk .
On the other hand, according to Lemma 2.1, (I − Φq1,W1)
m1 · · · (I − Φqk,Wk)
mk(I) = PC, where PC is
the orthogonal projection from ⊗ki=1F
2(Hni) onto C1 ⊂ ⊗
k
i=1F
2(Hni). Hence, and using the fact that
M is reducing for each Wi,j, we deduce that aβ1,...,βk ∈ M, so 1 ∈ M. Using again that M is invariant
under the operators Wi,j, we have M = ⊗
k
i=1F
2(Hni). This completes the proof. 
LetT = (T1, . . . , Tk) ∈ D
m
f (H) andT
′ = (T ′1, . . . , T
′
k) ∈ D
m
f (H
′) be k-tuples with Ti := (Ti,1, . . . , Ti,ni)
and T ′i := (T
′
i,1, . . . , T
′
i,ni
). We say that T is unitarily equivalent to T′ if there is a unitary operator
U : H → H′ such that Ti,j = U
∗T ′i,jU for all i ∈ {1, . . . , k} and j ∈ {1, . . . , ni}.
Theorem 5.6. Let T = (T1, . . . , Tk) be a pure k-tuple in the noncommutative polydomain D
m
f (H) and
let
Kf ,T : H → F
2(Hn1)⊗ · · · ⊗ F
2(Hnk)⊗∆
m
f ,T(I)(H)
be the noncommutative Berezin kernel. Then the subspace Kf ,TH is co-invariant under each operator
Wi,j ⊗ I∆m
f,T
H for any i ∈ {1, . . . , k}, j ∈ {1, . . . , ni} and the dilation provided by the relation
T(α) = K
∗
f ,T(W(α) ⊗ I∆m
f,T
(I)(H))Kf ,T, (α) ∈ F
+
n1 × · · · × F
+
nk ,
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is minimal. If f = q = (q1, . . . , qk) is a k-tuple of positive regular noncommutative polynomials and
span {W(α)W
∗
(β)) : (α), (β) ∈ F
+
n1 × · · · × F
+
nk
} = C∗(Wi,j),
then the minimal dilation of T is unique up to an isomorphism.
Proof. Due to Theorem 2.2, we haveKf ,TT
∗
i,j = (W
∗
i,j⊗I)Kf ,T for any i ∈ {1, . . . , k} and j ∈ {1, . . . , ni},
where the noncommutative Berezin kernel Kf ,T is an isometry. On the other hand, the definition of the
Berezin kernel Kf ,T implies
(PC ⊗ I∆m
f,T
(I)(H))Kf ,TH =∆
m
f ,T(I)(H).
Using Theorem 5.1 in the particular case when M := Kf ,TH and E := ∆mf ,T(I)(H), we deduce that the
subspaceKf ,TH is cyclic forWi,j⊗IE for i ∈ {1, . . . , k} and j ∈ {1, . . . , ni}, which proves the minimality
of the dilation, i.e.,
(5.5) (⊗ki=1F
2(Hni))⊗∆
m
f ,T(I)(H) =
∨
(α)∈F+n1×···×F
+
nk
(W(α) ⊗ I∆m
f,T
(I)(H))Kf ,TH.
To prove the last part of the theorem, assume that f = q = (q1, . . . , qk) is a k-tuple of positive regular
noncommutative polynomials and that the relation in the theorem holds. Consider another minimal
dilation of T, i.e.,
(5.6) T(α) = V
∗(W(α) ⊗ ID)V, (α) ∈ F
+
n1 × · · · × F
+
nk
,
where V : H → (⊗ki=1F
2(Hni)) ⊗ D is an isometry, VH is co-invariant under each operator Wi,j ⊗ ID,
and
(5.7) (⊗ki=1F
2(Hni))⊗D =
∨
(α)∈F+n1×···×F
+
nk
(W(α) ⊗ ID)VH.
Due to Theorem 2.4, there exists a unique unital completely positive linear mapΨq,T : C
∗(Wi,j)→ B(H)
such that
Ψq,T
(
s∑
γ=1
pγ(Wi,j)qγ(Wi,j)
∗
)
=
s∑
γ=1
pγ(Ti,j)qγ(Ti,j)
∗
for any pγ(Wi,j), qγ(Wi,j) ∈ P(W) and s ∈ N. Consider the ∗-representations
π1 : C
∗(Wi,j)→ B((⊗
k
i=1F
2(Hni))⊗∆
m
q,T(I)(H)), π1(X) := X ⊗ I∆m
q,T
(I)(H)
and
π2 : C
∗(Wi,j)→ B((⊗
k
i=1F
2(Hni))⊗D), π2(X) := X ⊗ ID.
Since the subspaces Kq,TH and VH are co-invariant for each operator Wi,j ⊗ I∆m
q,T(I)H
, the relation
(5.6) implies
Ψq,T(X) = K
∗
q,Tπ1(X)Kq,T = V
∗π2(X)V, X ∈ C
∗(Wi,j).
Due to relations (5.5) and (5.7), we deduce that π1 and π2 are minimal Stinespring dilations of the
completely positive linear map Ψq,T. Since these representations are unique up to an isomorphism, there
exists a unitary operator U : (⊗ki=1F
2(Hni))⊗∆
m
q,T(I)(H)→ (⊗
k
i=1F
2(Hni))⊗D such that
U(Wi,j ⊗ I∆m
q,T(I)(H)
) = (Wi,j ⊗ ID)U
and UKq,T = V . Taking into account that U is unitary, we deduce that
U(W∗i,j ⊗ I∆m
q,T
(I)(H)) = (W
∗
i,j ⊗ ID)U.
Since C∗(Wi,j) is irreducible (see Lemma 5.5), we must have U = I ⊗ Z, where Z ∈ B(∆mq,T(H),D) is
a unitary operator. This implies that dim∆mq,T(H) = dimD and UKq,TH = VH, which proves that the
two dilations are unitarily equivalent. The proof is complete. 
BEREZIN TRANSFORMS ON NONCOMMUTATIVE POLYDOMAINS 35
Let D be a Hilbert space such that the Hilbert space H can be identified with a co-invariant subspace
of (⊗ki=1F
2(Hni)) ⊗ D under each operator Wi,j ⊗ ID for any i ∈ {1, . . . , k}, j ∈ {1, . . . , ni} and such
that T(α) = V
∗(W(α) ⊗ ID)V for (α) ∈ F
+
n1 × · · · × F
+
nk
. The dilation index of T is the minimum
dimension of D with the above mentioned property. We remark that the dilation index of T coincides with
rank∆mf ,T(I). Indeed, since ∆
m
f ,W(I) = PC, where PC is the orthogonal projection from ⊗
k
i=1F
2(Hni)
onto C1 ⊂ ⊗ki=1F
2(Hni), we deduce that ∆
m
f ,T(I) = PH [PC ⊗ ID ] |H. Hence, rank∆
m
f ,T(I) ≤ dimD.
Now, Theorem 5.6 implies that the dilation index of T is equal to rank∆mf ,T(I).
Proposition 5.7. Let q = (q1, . . . , qk) is a k-tuple of positive regular noncommutative polynomials such
that
span {W(α)W
∗
(β)) : (α), (β) ∈ F
+
n1 × · · · × F
+
nk} = C
∗(Wi,j).
A pure k-tuple T = (T1, . . . , Tk) ∈ D
m
q (H) has rank∆
m
q,T(I) = n, n = 1, 2, . . . ,∞, if and only if it is
unitarily equivalent to one obtained by compressing (W1⊗ ICn , . . . ,Wk⊗ ICn) to a co-invariant subspace
M ⊂ (⊗ki=1F
2(Hni)) ⊗ C
n under each operator Wi,j ⊗ ICn , i ∈ {1, . . . , k} and j ∈ {1, . . . , ni}, with the
property that dim[(PC⊗ ICn)M] = n, where PC is the orthogonal projection from ⊗
k
i=1F
2(Hni) onto C1.
Proof. The direct implication is a consequence of Theorem 5.6. To prove the converse, assume that
T(α) = PH(W(α) ⊗ ICn)|H, (α) ∈ F
+
n1 × · · · × F
+
nk
where H ⊂ (⊗ki=1F
2(Hni)) ⊗ C
n is a co-invariant subspace under each operator Wi,j ⊗ ICn for any
i ∈ {1, . . . , k}, j ∈ {1, . . . , ni} , such that dim(PC ⊗ ICn)H = n. Note that T is a pure element in the
noncommutative polydomain Dmq (H). First, we consider the case when n <∞. Since (PC⊗ ICn)H ⊆ C
n
and dim(PC ⊗ ICn)H = n, we deduce that (PC ⊗ ICn)H = C
n. This condition is equivalent to the
equality H⊥∩Cn = {0}. Since ∆mq,W(I) = PC, where PC is the orthogonal projection from ⊗
k
i=1F
2(Hni)
onto C1 ⊂ ⊗ki=1F
2(Hni), we deduce that ∆
m
q,T(I) = PH [PC ⊗ ICn ] |H = PHC
n. Consequently, we have
rank∆mq,T(I) = dimPHC
n. If we assume that rank∆mq,T(I) < n, then there exists h ∈ C
n, h 6= 0, with
PHh = 0. This contradicts the fact that H
⊥ ∩ Cn = {0}. Therefore, we must have rank∆mq,T(I) = n.
Now, we consider the case when n =∞. According to Theorem 5.1 and its proof, we have
(⊗ki=1F
2(Hni))⊗ E =
∨
(α)∈F+n1×···×F
+
nk
(W(α) ⊗ ICn)H
where E := (PC ⊗ ICn)H. Since (⊗
k
i=1F
2(Hni))⊗ E is reducing for each operatorWi,j ⊗ ICm , we deduce
that T(α) = PH(W(α) ⊗ IE )|H, (α) ∈ F
+
n1 × · · · × F
+
nk . The uniqueness of the minimal dilation of T (see
Theorem 5.6) implies dim∆mq,T(I)H = dim E =∞. This completes the proof. 
We can characterize now the pure n-tuples of operators in the noncommutative polydomain Dmq (H),
having rank one, i.e., rank∆mq,T(I) = 1.
Corollary 5.8. Under the hypothesis of Proposition 5.7, the following statements hold.
(i) If M ⊂ ⊗ki=1F
2(Hni) is a co-invariant subspace under each operator Wi,j, where i ∈ {1, . . . , k}
and j ∈ {1, . . . , ni}, then
T := (T1, . . . , Tk), Ti := (PMWi,1|M, . . . , PMWi,ni |M),
is a pure k-tuple in Dmq (M) such that rank∆
m
q,T = 1.
(ii) If M′ is another co-invariant subspace under each operator Wi,j, which gives rise to an k-tuple
T′, then T and T′ are unitarily equivalent if and only if M =M′.
Proof. Since ∆mq,T(I) = PMPC|M we have rank∆
m
q,T(I) ≤ 1. On the other hand, it is clear that T is
pure. This also implies that ∆mq,T(I) 6= 0, so rank∆
m
q,T(I) ≥ 1. Therefore, rank∆
m
q,T(I) = 1.
To prove (ii), note that, as in the proof of Theorem 5.6, one can show that T and T′ are unitarily
equivalent if and only if there exists a unitary operator Λ : ⊗ki=1F
2(Hni) → ⊗
k
i=1F
2(Hni) such that
ΛWi,j = Wi,jΛ, i ∈ {1, . . . , k}, j ∈ {1, . . . , ni}, and ΛM = M
′. Hence ΛW∗i,j = W
∗
i,jΛ. Since
C∗(Wi,j) is irreducible (see Theorem 7.1), Λ must be a scalar multiple of the identity. Therefore, we
have M = ΛM =M′. 
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6. Characteristic functions and operator models
We provide a characterization for the class of tuples of operators in Dmf (H) which admit characteristic
functions. We prove that the characteristic function is a complete unitary invariant for the class of
completely non-coisometric tuples and provide an operator model for this class of elements in terms of
their characteristic functions.
Let W := (W1, . . . ,Wk) be the the universal model associated with the abstract noncommutative
domainDmf . We say that two multi-analytic operator Φ : (⊗
k
i=1F
2(Hni))⊗K1 → (⊗
k
i=1F
2(Hni))⊗K2 and
Φ′ : (⊗ki=1F
2(Hni))⊗K
′
1 → (⊗
k
i=1F
2(Hni))⊗K
′
2 coincide if there are two unitary operators τj ∈ B(Kj ,K
′
j)
such that
Φ′(I⊗ki=1F 2(Hni ) ⊗ τ1) = (I⊗ki=1F 2(Hni ) ⊗ τ2)Φ.
Lemma 6.1. Let Φs : (⊗
k
i=1F
2(Hni))⊗Hs → (⊗
k
i=1F
2(Hni))⊗K, s = 1, 2, be multi-analytic operators
with respect to W := (W1, . . . ,Wk) such that Φ1Φ
∗
1 = Φ2Φ
∗
2. Then there is a unique partial isometry
V : H1 → H2 such that
Φ1 = Φ2(I⊗ki=1F 2(Hni ) ⊗ V ),
where (I⊗ki=1F 2(Hni )
⊗ V ) is an inner multi-analytic operator with initial space supp (Φ1) and final space
supp (Φ2). In particular, the multi-analytic operators Φ1|supp (Φ1) and Φ2|supp (Φ2) coincide.
Proof. Due to Lemma 2.1, (id − Φf1,W1)
m1 · · · (id − Φfk,Wk)
mk(I) = PC, where PC is the orthogonal
projection from ⊗ki=1F
2(Hni) onto C1 ⊂ ⊗
k
i=1F
2(Hni). Since Φ1,Ψ2 are multi-analytic operators with
respect to W, we deduce that Φ1(PC ⊗ IH1)Φ
∗
1 = Φ2(PC ⊗ IH2)Φ
∗
2. Consequently, we have
‖(PC ⊗ IH1)Φ
∗
1x‖ = ‖(PC ⊗ IH2)Φ
∗
2x‖, x ∈ (⊗
k
i=1F
2(Hni)) ⊗K.
Set Ls := (PC ⊗ IHs)Φ
∗
s((⊗
k
i=1F
2(Hni))⊗K), s = 1, 2, and define the unitary operator U : L1 → L2 by
U(PC ⊗ IH1)Φ
∗
1x := (PC ⊗ IH2)Φ
∗
2x, x ∈ (⊗
k
i=1F
2(Hni))⊗K.
This implies that there is a unique partial isometry V : H1 → H2 with initial space L1 and final space
L2, extending U . Moreover, we have Φ1V
∗ = Φ2|1⊗H2 . Since Φ1,Ψ2 are multi-analytic operators with
respect toW, we deduce that Φ1(I⊗ki=1F 2(Hni )⊗V
∗) = Φ2. Hence, the result follows. Now, the last part
of the lemma is clear. 
We say that T = (T1, . . . , Tk) ∈ D
m
f (H) has characteristic function if there is a Hilbert space E and
a multi-analytic operator Ψ : (⊗ki=1F
2(Hni)) ⊗ E → (⊗
k
i=1F
2(Hni))⊗∆
m
f ,T(I)(H) with respect to Wi,j ,
i ∈ {1, . . . , k}, j ∈ {1, . . . , ni}, such that
Kf ,TK
∗
f ,T +ΨΨ
∗ = I.
According to Lemma 6.1, if there is a characteristic function for T ∈ Dmf (H), then it is essentially unique.
We give now an example of a class of elements T ∈ Dmf (H) which have characteristic function. Let
Ψ : (⊗ki=1F
2(Hni)) ⊗ E → (⊗
k
i=1F
2(Hni)) ⊗ G be an inner multi-analytic operator with Ψ(0) = 0 and
consider the subspaceM := Ψ((⊗ki=1F
2(Hni))⊗E). Note thatM is invariant under each operatorWi,j
and define Ti,j := PM⊥(Wi,j ⊗ IG)|M⊥ for i ∈ {1, . . . , k} and j ∈ {1, . . . , ni}. Set T := (T1, . . . , Tk),
where Ti = (Ti,1, . . . , Ti,j), and note that
∆mf ,T(IM⊥) = PM⊥∆
m
f ,W⊗IG (IG)|M⊥ = PM⊥(PC ⊗ IG)|M⊥ .
Since Ψ(0) = 0, we have 1 ⊗ G ⊂ M⊥ and, consequently, ∆mf ,T(IM⊥)
1/2 = (PC ⊗ IG)|M⊥ . Consider an
arbitrary vector
h =
∑
βi∈F
+
ni
,i=1,...,k
e1β1 ⊗ · · · ⊗ e
k
βk
⊗ hβ1,...,βk
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in M⊥ ⊂ (⊗ki=1F
2(Hni)) ⊗ G. Using the definition of the noncommutative Berezin kernel and relation
(2.6), we obtain
Kf ,Th :=
∑
βi∈F
+
ni
,i=1,...,k
√
b
(m1)
1,β1
· · ·
√
b
(mk)
k,βk
e1β1 ⊗ · · · ⊗ e
k
βk ⊗ (PC ⊗ IG)(W
∗
1,β1 · · ·W
∗
k,βk ⊗ IG)
∗h
=
∑
βi∈F
+
ni
,i=1,...,k
√
b
(m1)
1,β1
· · ·
√
b
(mk)
k,βk
e1β1 ⊗ · · · ⊗ e
k
βk ⊗
1√
b
(m1)
1,β1
· · ·
1√
b
(mk)
k,βk
(1 ⊗ hβ1,...,βk) = h
Consequently, Kf ,T can be identified with the injection of M
⊥ into (⊗ki=1F
2(Hni)) ⊗ G, and Kf ,TK
∗
f ,T
can be identified with the orthogonal projection PM⊥ . Therefore, Kf ,TK
∗
f ,T + ΨΨ
∗ = I, which proves
our assertion.
We also remark that in the particular case when k = 1 and m1 = 1, all the elements in the noncom-
mutative domain D1f1 have characteristic functions.
Theorem 6.2. A k-tuple T = (T1, . . . , Tk) in the noncommutative polydomain D
m
f (H) admits a char-
acteristic function if and only if
∆
p
f ,W⊗I(I −Kf ,TK
∗
f ,T) ≥ 0
for any p := (p1, . . . , pk) ∈ Z
k
+ such that p ≤ m, where Kf ,T is the noncommutative Berezin kernel
associated with T.
Proof. If T has characteristic function, then there is a multi-analytic operator Ψ with the property that
Kf ,TK
∗
f ,T +ΨΨ
∗ = I. Using the multi-analyticity of Ψ, we have
∆
p
f ,W⊗I(I −Kf ,TK
∗
f ,T) = Ψ∆
p
f ,W⊗I(I)Ψ
∗ ≥ 0,
for any p := (p1, . . . , pk) ∈ Z
k
+ such that p ≤m. For the converse, we apply Theorem 5.2 to the operator
Y = I −Kf ,TK
∗
f ,T and complete the proof. 
If T has characteristic function, the multi-analytic operator M provided by the proof of Theorem 5.2
when Y = I − Kf ,TK
∗
f ,T, which we denote by Θf ,T, is called the characteristic function of T. More
precisely, Θf ,T is the multi-analytic operator
Θf ,T : (⊗
k
i=1F
2(Hni))⊗∆
m
f ,MT
(I)(MT )→ (⊗
k
i=1F
2(Hni))⊗∆
m
f ,T(I)(H)
defined by Θf ,T := (I −Kf ,TK
∗
f ,T)
1/2K∗f ,MT , where
Kf ,T : H → F
2(Hn1)⊗ · · · ⊗ F
2(Hnk)⊗∆
m
f ,T(I)(H)
is the noncommutative Berezin kernel associated with T and
Kf ,MT : H → F
2(Hn1)⊗ · · · ⊗ F
2(Hnk)⊗∆
m
f ,MT
(I)(MT)
is the noncommutative Berezin kernel associated with MT ∈ D
m
f (MT). Here, we have
MT := range (I −Kf ,TK∗f ,T)
and MT := (M1, . . . ,Mk) is the k-tuple with Mi := (Mi,1, . . . ,Mi,ni) and Mi,j ∈ B(MT) given by
Mi,j := A
∗
i,j , where Ai,j ∈ B(MT) is uniquely defined by
Ai,j
[
(I −Kf ,TK
∗
f ,T)
1/2x
]
:= (I −Kf ,TK
∗
f ,T)
1/2(Wi,j ⊗ I)x
for any x ∈ (⊗ki=1F
2(Hni))⊗∆
m
f ,T(I)(H). According to Theorem 5.2, we haveKf ,TK
∗
f ,T+Θf ,TΘ
∗
f ,T = I.
We denote by Cmf (H) the set of all T = (T1, . . . , Tk) ∈ D
m
f (H) which admit characteristic functions.
Theorem 6.3. Let T = (T1, . . . , Tk) be a k-tuple in C
m
f (H). Then T is pure if and only if the char-
acteristic function Θf ,T is an inner multi-analytic operator. Moreover, in this case T = (T1, . . . , Tk) is
unitarily equivalent to G = (G1, . . . , Gk), where Gi := (Gi,1, . . . , Gi,ni) is defined by
Gi,j := PHf,T (Wi,j ⊗ I) |Hf,T
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and PHf,T is the orthogonal projection of (⊗
k
i=1F
2(Hni))⊗∆
m
f ,T(I)(H) onto
Hf ,T :=
{
(⊗ki=1F
2(Hni))⊗∆
m
f ,T(I)(H)
}
⊖ rangeΘf ,T.
Proof. Assume that T is a pure k-tuple in Cmf (H). Theorem 2.2 shows that the noncommutative Berezin
kernel associated with T, i.e.,
Kf ,T : H → F
2(Hn1)⊗ · · · ⊗ F
2(Hnk)⊗∆
m
f ,T(I)(H)
is an isometry, the subspace Kf ,TH is coinvariant under the operatorsWi,j ⊗ I∆m
f,T
(I)(H)
, i ∈ {1, . . . , k},
j ∈ {1, . . . , ni}, and Ti,j = K
∗
f ,T(Wi,j ⊗ I∆m
f,T
(I)(H))Kf ,T. Since Kf ,TK
∗
f ,T is the orthogonal projection
of (⊗ki=1F
2(Hni)) ⊗∆
m
f ,T(I)(H) onto Kf ,TH and Kf ,TK
∗
f ,T + Θf ,TΘ
∗
f ,T = I, we deduce that Θf ,T is
a partial isometry and Kf ,TH = Hf ,T. Since Kf ,T is an isometry, we can identify H with Kf ,TH.
Therefore, T = (T1, . . . , Tk) is unitarily equivalent to G = (G1, . . . , Gk).
Conversely, if we assume that Θf ,T is inner, then it is a partial isometry. Due to the fact that
Kf ,TK
∗
f ,T + Θf ,TΘ
∗
f ,T = I, the noncommutative Berezin kernel Kf ,T is a partial isometry. On the
other hand, since T is completely non-coisometric, Kf ,T is a one-to-one partial isometry and, therefore,
isometry. Due to Theorem 2.2, we have
K∗f ,TKf ,T = lim
q=(q1,...,qk)∈Zk+
(id− Φqkfk,Tk) · · · (id− Φ
q1
f1,T1
)(I) = I
Consequently, T is a pure k-tuple. The proof is complete. 
Now, we are able to provide a model theorem for class of the completely non-coisometric k-tuple of
operators in Cmf (H).
Theorem 6.4. Let T = (T1, . . . , Tk) be a completely non-coisometric k-tuple in C
m
f (H) and let W :=
(W1, . . . ,Wk) be the universal model associated to the abstract noncommutative domain D
m
f . Set
D :=∆mf ,T(I)(H), D∗ :=∆
m
f ,MT
(I)(MT ),
and ∆Θf,T :=
(
I −Θ∗f ,TΘf ,T
)1/2
, where Θf ,T is the characteristic function of T. Then T is unitarily
equivalent to T := (T1, . . . ,Tk) ∈ C
m
f (Hf ,T), where Ti := (Ti,1, . . . ,Ti,ni) and Ti,j is a bounded operator
acting on the Hilbert space
Hf ,T :=
[(
(⊗ki=1F
2(Hni))⊗D
)
⊕∆Θf,T((⊗
k
i=1F
2(Hni))⊗D∗)
]
⊖
{
Θf ,Tϕ⊕∆Θf,Tϕ : ϕ ∈ (⊗
k
i=1F
2(Hni)) ⊗D∗
}
and is uniquely defined by the relation(
P(⊗ki=1F 2(Hni ))⊗D|Hf,T
)
T
∗
i,jx = (W
∗
i,j ⊗ ID)
(
P(⊗ki=1F 2(Hni ))⊗D|Hf,T
)
x
for any x ∈ Hf ,T. Here, P(⊗ki=1F 2(Hni ))⊗D
is the orthogonal projection of the Hilbert space
Kf ,T :=
(
(⊗ki=1F
2(Hni))⊗D
)
⊕∆Θf,T((⊗
k
i=1F
2(Hni))⊗D∗)
onto the subspace (⊗ki=1F
2(Hni))⊗D.
Proof. First, we show that there is a unique unitary operator Γ : H → Hf ,T such that
(6.1) Γ(K∗f ,Tg) = PHf,T(g ⊕ 0), g ∈ (⊗
k
i=1F
2(Hni))⊗D,
where PHf,T the orthogonal projection of Kf ,T onto the subspace Hf ,T. Indeed, note that the operator
Φ : (⊗ki=1F
2(Hni))⊗D → Kf ,T defined by
Φϕ := Θf ,Tϕ⊕∆Θf,Tϕ, ϕ ∈ (⊗
k
i=1F
2(Hni))⊗D∗,
is an isometry and
(6.2) Φ∗(g ⊕ 0) = Θ∗f ,Tg, g ∈ (⊗
k
i=1F
2(Hni))⊗D.
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This leads to
‖g‖2 = ‖PHf,T(g ⊕ 0)‖
2 + ‖ΦΦ∗(g ⊕ 0)‖2 = ‖PHf,T(g ⊕ 0)‖
2 + ‖Θ∗f ,Tg‖
2
for any g ∈ (⊗ki=1F
2(Hni))⊗D. Now, taking into account that
‖K∗f ,Tg‖
2 + ‖Θ∗f ,Tg‖
2 = ‖g‖2, g ∈ (⊗ki=1F
2(Hni))⊗D,
we deduce that
(6.3) ‖K∗f ,Tg‖ = ‖PHf,T(g ⊕ 0)‖, g ∈ (⊗
k
i=1F
2(Hni))⊗D.
Since the k-tuple T = (T1, . . . , Tk) is completely non-coisometric, the noncommutative Berezin kernel
Kf ,T is a one-to-one operator and, consequently, rangeK
∗
f ,T is dense in H. Now, let x ∈ Hf ,T and
assume that
〈
x, PHf,T (g ⊕ 0)
〉
= 0 for any g ∈ (⊗ki=1F
2(Hni)) ⊗D. Using the definition of Hf ,T and the
fact that Kf ,T coincides with the span of all vectors g⊕0 for g ∈ (⊗
k
i=1F
2(Hni))⊗D and Θf ,Tϕ⊕∆Θf,Tϕ
for ϕ ∈ (⊗ki=1F
2(Hni))⊗D, we deduce that x = 0. This shows that
Hf ,T =
{
PHf,T (g ⊕ 0) : g ∈ (⊗
k
i=1F
2(Hni))⊗D
}
Using relation (6.3), we conclude that there is a unique unitary operator Γ satisfying relation (6.1). For
each i ∈ {1, . . . , k} and j ∈ {1, . . . , ni}, let Ti,j : Hf ,T → Hf ,T be defined by
Ti,j := ΓTi,jΓ
∗, i ∈ {1, . . . , k}, j ∈ {1, . . . , ni}.
In what follows, we prove that
(6.4)
(
P(⊗ki=1F 2(Hni ))⊗D|Hf,T
)
T
∗
i,jx = (W
∗
i,j ⊗ ID)
(
P(⊗ki=1F 2(Hni ))⊗D|Hf,T
)
x
for any i ∈ {1, . . . , k}, j ∈ {1, . . . , ni}, and x ∈ Hf ,T. Using relations (6.1) and (6.2), and the fact that Φ
is an isometry, we deduce that
P(⊗ki=1F 2(Hni ))⊗DΓK
∗
f ,Tg = P(⊗ki=1F 2(Hni ))⊗DPHf,T(g ⊕ 0) = g − P(⊗ki=1F 2(Hni ))⊗DΦΦ
∗(g ⊕ 0)
= g − Θf ,TΘ
∗
f ,Tg = Kf ,TK
∗
f ,Tg
for any g ∈ (⊗ki=1F
2(Hni)) ⊗ D. Taking into account that the range of K
∗
f ,T is dense in H, we deduce
that
(6.5) P(⊗ki=1F 2(Hni ))⊗DΓ = Kf ,T.
Hence, and using the fact that the noncommutative Berezin kernel Kf ,T is one-to-one, we can see that
P(⊗ki=1F 2(Hni ))⊗D|Hf,T = Kf ,TΓ
∗
is a one-to-one operator acting from Hf ,T to (⊗
k
i=1F
2(Hni))⊗D. Relation (6.5) and Theorem 2.2 imply(
P(⊗ki=1F 2(Hni ))⊗D|H,T
)
T
∗
i,jΓh =
(
P(⊗ki=1F 2(Hni ))⊗D|Hf,T
)
ΓT ∗i,jh = Kf ,TT
∗
i,jh
=
(
W∗i,j ⊗ ID
)
Kf ,Th =
(
W∗i,j ⊗ ID
) (
P(⊗ki=1F 2(Hni ))⊗D|Hf,T
)
Γh
for any i ∈ {1, . . . , k}, j ∈ {1, . . . , ni}, and h ∈ H. Now, we can deduce relation (6.4). Note that, since
the operator P(⊗ki=1F 2(Hni ))⊗D
|Hf,T is one-to-one, the relation (6.4) uniquely determines each operator
T∗i,j for all i ∈ {1, . . . , k} and j ∈ {1, . . . , ni}. This completes the proof. 
In what follows, we show that the characteristic function Θf ,T is a complete unitary invariant for the
completely non-coisometric part of the noncommutative domain Cmf .
Theorem 6.5. Let T := (T1, . . . , Tk) ∈ C
m
f (H) and T
′ := (T ′1, . . . , T
′
k) ∈ C
m
f (H
′) be two completely non-
coisometric k-tuples. Then T and T′ are unitarily equivalent if and only if their characteristic functions
Θf ,T and Θf ,T′ coincide.
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Proof. Assume that the k-tuples T and T′ are unitarily equivalent and let U : H → H′ be a unitary
operator such that Ti,j = U
∗T ′i,jU for any i ∈ {1, . . . , k} and j ∈ {1, . . . , ni}. It is easy to see that
U∆mf ,T(I) =∆
m
f ,T′(I)U and, consequently, UD = D
′, where
D :=∆mf ,T(I)(H), D
′ :=∆mf ,T′(I)(H
′).
Using the definition of the noncommutative Berezin kernel associated with Dmf , one can easily check that
(I⊗ki=1F 2(Hni ) ⊗ U)Kf ,T = Kf ,T
′U . This implies
(6.6) (I⊗ki=1F 2(Hni ) ⊗ U)(I −Kf ,TK
∗
f ,T)(I⊗ki=1F 2(Hni ) ⊗ U) = I −Kf ,T
′K∗f ,T′
and (I⊗ki=1F 2(Hni ) ⊗ U)MT = MT
′ , where MT := range (I −Kf ,TK∗f ,T) and MT ′ is defined similarly.
Recall that MT := (M1, . . . ,Mk) is the k-tuple with Mi := (Mi,1, . . . ,Mi,ni) and Mi,j ∈ B(MT), and it
is given by Mi,j := A
∗
i,j , where Ai,j ∈ B(MT) is uniquely defined by
Ai,j
[
(I −Kf ,TK
∗
f ,T)
1/2x
]
:= (I −Kf ,TK
∗
f ,T)
1/2(Wi,j ⊗ I)x
for any x ∈ (⊗ki=1F
2(Hni)) ⊗ ∆
m
f ,T(I)(H). Similarly, we define the k-tuple MT′ and the operators
A′i,j ∈ B(MT′). Note that
Ai,j(I −Kf ,TK
∗
f ,T)
1/2x = (I⊗ki=1F 2(Hni ) ⊗ U
∗)A′i,j(I −Kf ,T′K
∗
f ,T′)
1/2(I⊗ki=1F 2(Hni ) ⊗ U
∗)x
= (I⊗ki=1F 2(Hni ) ⊗ U
∗)A′i,j(I⊗ki=1F 2(Hni ) ⊗ U)(I −Kf ,TK
∗
f ,T)
1/2x
for any x ∈ (⊗ki=1F
2(Hni))⊗∆
m
f ,T(I)(H). Hence, we deduce that
Ai,j = (I⊗ki=1F 2(Hni )
⊗ U∗)A′i,j(I⊗ki=1F 2(Hni )
⊗ U).
Now, we can see that (I⊗ki=1F 2(Hni ) ⊗ U)D∗ = D
′
∗, where D∗ := ∆
m
f ,MT
(I)(MT ) and D
′
∗ is defined
similarly. We introduce the unitary operators τ and τ ′ by setting
τ := U |D : D → D
′ and τ∗ := (I⊗ki=1F 2(Hni ) ⊗ U)|D∗ : D∗ → D
′
∗.
Using the definition of the characteristic function, it is easy to show that
(I⊗ki=1F 2(Hni ) ⊗ τ)Θf ,T = Θf ,T
′(I⊗ki=1F 2(Hni ) ⊗ τ∗).
To prove the converse, assume that the characteristic functions of T and T′ coincide. Then there exist
unitary operators τ : D → D′ and τ∗ : D∗ → D
′
∗ such that
(I⊗ki=1F 2(Hni ) ⊗ τ)Θf ,T = Θf ,T
′(I⊗ki=1F 2(Hni ) ⊗ τ∗).
It is clear that this relation implies
∆Θf,T =
(
I⊗ki=1F 2(Hni )
⊗ τ∗
)∗
∆Θf,T′
(
I(⊗ki=1F 2(Hni )
⊗ τ∗
)
and (
I⊗ki=1F 2(Hni )
⊗ τ∗
)
∆Θf,T((⊗
k
i=1F
2(Hni)⊗D∗) = ∆Θf,T′ (⊗
k
i=1F
2(Hni)⊗D
′
∗).
Define now the unitary operator U : Kf ,T → Kf ,T′ by setting
U := (I⊗ki=1F 2(Hni )
⊗ τ) ⊕ (I⊗ki=1F 2(Hni )
⊗ τ∗).
Note that the operator Φ : (⊗ki=1F
2(Hni)⊗D∗ → Kf ,T, defined by
Φϕ := Θf ,Tϕ⊕∆Θf,Tϕ, ϕ ∈ (⊗
k
i=1F
2(Hni)⊗D∗,
and the corresponding Φ′ satisfy the following relations:
(6.7) UΦ
(
I⊗ki=1F 2(Hni ) ⊗ τ∗
)∗
= Φ′
and
(6.8)
(
I⊗ki=1F 2(Hni ) ⊗ τ
)
P
Kf,T
⊗ki=1F
2(Hni )⊗D
U∗ = P
Kf,T′
⊗ki=1F
2(Hni )⊗D
′ ,
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where P
Kf,T
(⊗ki=1F
2(Hni )⊗D
is the orthogonal projection of Kf ,T onto (⊗
k
i=1F
2(Hni) ⊗ D. Note also that
relation (6.7) implies
UHf ,T = UKf ,T ⊖ UΦ((⊗
k
i=1F
2(Hni)⊗D∗)
= Kf ,T′ ⊖ Φ
′(I⊗ki=1F 2(Hni )
⊗ τ∗)((⊗
k
i=1F
2(Hni)⊗D∗)
= Kf ,T′ ⊖ Φ
′((⊗ki=1F
2(Hni)⊗D
′
∗).
This shows that the operator U |Hf,T : Hf ,T → Hf ,T′ is unitary. Note also that
(6.9) (W∗i,j ⊗ ID′)(I(⊗ki=1F 2(Hni )
⊗ τ) = (I(⊗ki=1F 2(Hni )
⊗ τ)(W∗i,j ⊗ ID).
Let T := (T1, . . .Tn) and T
′ := (T′1, . . .T
′
n) be the model operators provided by Theorem 6.4 for T and
T′, respectively. Using the relation (6.4) for T′ and T, as well as (6.8) and (6.9), we have
P
Kf,T′
(⊗ki=1F
2(Hni )⊗D
′T
′
i,j
∗
Ux = (W∗i,j ⊗ ID′)P
Kf,T
(⊗ki=1F
2(Hni )⊗D
Ux
= (W∗i,j ⊗ ID′)(I⊗ki=1F 2(Hni ) ⊗ τ)P
Kf,T
(⊗ki=1F
2(Hni )⊗D
x
= (I⊗ki=1F 2(Hni ) ⊗ τ)(W
∗
i,j ⊗ ID)P
Kf,T
(⊗ki=1F
2(Hni )⊗D
x
= (I⊗ki=1F 2(Hni ) ⊗ τ)P
Kf,T
(⊗ki=1F
2(Hni )⊗D
T
∗
i x
= P
Kf,T′
(⊗ki=1F
2(Hni )⊗D
′UT
∗
i,jx
for any i = {1, . . . , k}, j ∈ {1, . . . , ni}, and x ∈ Hf ,T. Since P
Kf,T′
(⊗ki=1F
2(Hni )⊗D
′ |Hf,T′ is an one-to-one
operator (see Theorem 6.4), we obtain
(
U |Hf,T
)
T∗i,j = (T
′
i,j)
∗
(
U |Hf,T
)
. Due to Theorem 6.4, we conclude
that the k-tuples T and T′ are unitarily equivalent. The proof is complete. 
Proposition 6.6. If T = (T1, . . . , Tk) ∈ D
m
f (H), then the following statements hold.
(i) T is unitarily equivalent to (W1 ⊗ IK, . . . ,Wk ⊗ IK) for some Hilbert space K if and only if
T ∈ Cmf (H) is completely non-coisometric and the characteristic function Θf ,T = 0.
(ii) If T ∈ Cmf (H), then Θf ,T has dense range if and only if there is no nonzero vector h ∈ H such
that
lim
q=(q1,...,qk)∈Nk
〈
(id− Φq1f1,T1) · · · (id− Φ
qk
fk,Tk
)(IH)h, h
〉
= ‖h‖.
Proof. Note that if T = (W1 ⊗ IK, . . . ,Wk ⊗ IK) for some Hilbert space K, then Kf ,T = I. Since
Kf ,TK
∗
f ,T + Θf ,TΘ
∗
f ,T = I, we deduce that Θf ,T = 0. Conversely, if T ∈ C
m
f (H) is completely non-
coisometric and the characteristic function Θf ,T = 0, then Kf ,TK
∗
f ,T = I. Using Theorem 6.4, the result
follows.
Due to Theorem 2.2, the condition in item (ii) is equivalent to ker(I − K∗f ,TKf ,T) = {0}, which is
equivalent to ker(I −Kf ,TK
∗
f ,T) = {0} and, therefore, to kerΘf ,TΘ
∗
f ,T = {0}. Hence, the result follows.
The proof is complete. 
7. Dilation theory on noncommutative polydomains
We develop a dilation theory on the noncommutative polydomain Dmq (H) and obtain Wold type
decompositions for non-degenerate ∗-representations of the C∗-algebra C∗(Wi,j).
We recall that P(W) is the set of all polynomials p(Wi,j) in the operators Wi,j , i ∈ {1, . . . , k},
j ∈ {1, . . . , ni}, and the identity.
Lemma 7.1. Let q = (q1, . . . , qk) be a k-tuple of positive regular noncommutative polynomials and let
W = (W1, . . . ,Wk) be the universal model associated with the noncommutative polydomain D
m
q . Then
all the compact operators in B(⊗ki=1F
2(Hni)) are contained in the operator space
S := span{p(Wi,j)q(Wi,j)
∗ : p(Wi,j), q(Wi,j) ∈ P(W)},
where the closure is in the operator norm.
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Proof. According to Lemma 2.1, we have
(7.1) (I − Φq1,W1)
m1 · · · (I − Φqk,Wk)
mk(I) = PC,
where PC is the orthogonal projection from ⊗
k
i=1F
2(Hni) onto C1 ⊂ ⊗
k
i=1F
2(Hni). Fix
g(Wi,j) :=
∑
β1∈F
+
n1
,...,βk∈F
+
nk
|β1|+···+|βk|≤n
dβ1,...,βkW1,β1 · · ·Wk,βk and ξ :=
∑
β1∈F
+
n1
,...,βk∈F
+
nk
cβ1,...,βke
1
β1 ⊗ · · · ⊗ e
k
βk
and note that PCg(Wi,j)
∗ξ = 〈ξ, g(Wi,j)(1)〉 . Consequently, we have
(7.2) χ(Wi,j)PCg(Wi,j)
∗ξ = 〈ξ, g(Wi,j)(1)〉χ(Wi,j)(1)
for any polynomial χ(Wi,j). Using relation (7.1), we deduce that the operator χ(Wi,j)PCg(Wi,j)
∗ has
rank one and it is in the operator space S. On the other hand, due to the fact that the set of all
vectors of the form
∑
β1∈F
+
n1
,...,βk∈F
+
nk
|β1|+···+|βk|≤n
dβ1,...,βkW1,β1 · · ·Wk,βk(1) with n ∈ N, dβ1,...,βk ∈ C, is dense in
⊗ki=1F
2(Hni), relation (7.2) implies that all the compact operators in B(⊗
k
i=1F
2(Hni)) are contained in
S. This completes the proof. 
Let C∗(Γ) be the C∗-algebra generated by a set of operators Γ ⊂ B(K) and the identity. A subspace
H ⊂ K is called ∗-cyclic for Γ if K = span{Xh,X ∈ C∗(Γ), h ∈ H}. The main result of this section is the
following dilation theorem for the elements of the noncommutative polydomain Dmq (H).
Theorem 7.2. Let q = (q1, . . . , qk) be a k-tuple of positive regular noncommutative polynomials and let
W = (W1, . . . ,Wk) be the universal model associated with the abstract noncommutative polydomain D
m
q .
If T = (T1, . . . , Tk) is a k-tuple in D
m
q (H), then there exists a ∗-representation π : C
∗(Wi,j) → B(Kπ)
on a separable Hilbert space Kπ, which annihilates the compact operators and
(I − Φq1,π(W1)) · · · (I − Φqk,π(Wk))(IKpi ) = 0,
where π(Wi) := (π(Wi,1), . . . , π(Wi,ni)), such that H can be identified with a ∗-cyclic co-invariant
subspace of
K˜ :=
[
(⊗ki=1F
2(Hni))⊗∆
m
q,T(I)(H)
]
⊕Kπ
under each operator
Vi,j :=
[
Wi,j ⊗ I∆m
q,T(I)(H)
0
0 π(Wi,j)
]
, i ∈ {1, . . . , k}, j ∈ {1, . . . , ni},
where ∆mq,T(I) := (id−Φq1,T1)
m1 · · · (id−Φqk,Tk)
mk(I), and such that T ∗i,j = V
∗
i,j |H for all i ∈ {1, . . . , k}
and j ∈ {1, . . . , ni}.
Proof. Applying Arveson extension theorem [3] to the map Ψq,T of Theorem 2.4, we find a unital com-
pletely positive linear map Ψq,T : C
∗(Wi,j) → B(H) such that Ψq,T(W(α)W(β))
∗ = T(α)T
∗
(β), where
T(α) := T1,α1 · · ·Tk,αk for (α) := (α1, . . . , αk) ∈ F
+
n1 × · · · × F
+
nk
, and W(α) is defined similarly. Let
π˜ : C∗(Wi,j)→ B(K˜) be the minimal Stinespring dilation [53] of Ψq,T. Then we have
Ψq,T(X) = PHπ˜(X)|H, X ∈ C
∗(Wi,j),
and K˜ = span{π˜(X)h : X ∈ C∗(Wi,j), h ∈ H}. Now, we prove that that PHπ˜(W(α))|H⊥ = 0 for any
(α) := (α1, . . . , αk) ∈ F
+
n1 × · · · × F
+
nk
. Indeed, we have
Ψq,T(W(α)W
∗
(α)) = T(α)T
∗
(α) = PHπ˜(W(α))π˜(W
∗
(α))|H
= PHπ˜(W(α))(PH + PH⊥)π˜(W
∗
(α))|H
= Ψq,T(W(α)W
∗
(α)) + (PHπ˜(W(α))|H⊥)(PHπ˜(W(α))|H⊥)
∗.
Consequently, we deduce that PHπ˜(W(α))|H⊥ = 0 and, therefore, H is an invariant subspace under each
operator π˜(Wi,j)
∗ and
(7.3) π˜(Wi,j)
∗|H = Ψq,T(W
∗
i,j) = T
∗
i,j
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for any i ∈ {1, . . . , k} and j ∈ {1, . . . , ni}.
According to Theorem 7.1, all the compact operators C(⊗ki=1F
2(Hni)) in B(⊗
k
i=1F
2(Hni)) are con-
tained in the C∗-algebra C∗(Wi,j). Due to standard theory of representations of C
∗-algebras [4], the
representation π˜ decomposes into a direct sum π˜ = π0 ⊕ π on K˜ = K0 ⊕ Kπ, where π0, π are disjoint
representations of C∗(Wi,j) on the Hilbert spaces
K0 := span{π˜(X)K˜ : X ∈ C(⊗
k
i=1F
2(Hni))} and Kπ := K
⊥
0 ,
respectively, such that π annihilates the compact operators in B(⊗ki=1F
2(Hni)), and π0 is uniquely deter-
mined by the action of π˜ on the ideal C(⊗ki=1F
2(Hni)) of compact operators. Since every representation
of C(⊗ki=1F
2(Hni)) is equivalent to a multiple of the identity representation, we deduce that
(7.4) K0 ≃ (⊗
k
i=1F
2(Hni))⊗ G, π0(X) = X ⊗ IG , X ∈ C
∗(Wi,j),
for some Hilbert space G. Using Theorem 7.1 and its proof, one can easily see that
K0 := span{π˜(X)K˜ : X ∈ C(⊗
k
i=1F
2(Hni))}
= span{π˜(W(α)PCW
∗
(β))K˜ : (α), (β) ∈ F
+
n1 × · · · × F
+
nk}
= span
{
π˜(W(α))
[
(I − Φq1,π˜(W1))
m1 · · · (I − Φqk,π˜(Wk))
mk(IK˜)
]
K˜ : (α) ∈ F+n1 × · · · × F
+
nk
}
.
Since (I −Φq1,W1))
m1 · · · (I −Φmkqk,Wk)(I) = PC, is a projection of rank one in C
∗(Wi,j), we deduce that
(I − Φq1,π(W1))
m1 · · · (I − Φqk,π(Wk))
mk(IKpi ) = 0 and dimG = dim [range π˜(PC)] . On the other hand,
since the Stinespring representation π˜ is minimal, we can use the proof of Theorem 7.1 to deduce that
range π˜(PC) = span{π˜(PC)π˜(W
∗
(β))h : (β) ∈ F
+
n1 × · · · × F
+
nk
, h ∈ H}.
Indeed, we have
range π˜(PC) = span{π˜(PC)π˜(X)h : X ∈ C
∗(Wi,j), h ∈ H}
= span{π˜(PC)π˜(Y )h : Y ∈ C(⊗
k
i=1F
2(Hni)), h ∈ H}
= span{π˜(PC)π˜(W(α)PCW
∗
(β))h : (α), (β) ∈ F
+
n1 × · · · × F
+
nk
, h ∈ H}
= span{π˜(PC)π˜(W
∗
(β))h : (β) ∈ F
+
n1 × · · · × F
+
nk , h ∈ H}.
Now, using the fact that
Ψq,T(W(α)X) = PH(π˜(W(α))π˜(X))|H
= (PHπ˜(W(α))|H)(PHπ˜(X)|H)
= Ψq,T(W(α))Ψq,T(X)
for any X ∈ C∗(Wi,j) and (α) ∈ F
+
n1 × · · · × F
+
nk , it is easy to see that〈
π˜(PC)π˜(W
∗
(α))h, π˜(PC)π˜(W
∗
(β))k
〉
=
〈
h,T(α) [(id− Φq1,T1)
m1 · · · (id− Φqk,Tk)
mk(IH)]T
∗
(β)h
〉
=
〈
∆mq,T(I)T
∗
(α)h,∆
m
q,T(I)T
∗
(β)k
〉
for any h, k ∈ H and (α), (β) ∈ F+n1 × · · · × F
+
nk . This implies the existence of a unitary operator
Λ : range π˜(PC)→∆mq,T(I)H defined by
Λ[π˜(PC)π˜(W
∗
(α))h] :=∆
m
q,T(I)T
∗
(α)h, h ∈ H, α ∈ F
+
n .
This shows that
dim[rangeπ(PC)] = dim∆mq,T(I)H = dimG.
Using relations (7.3) and (7.4), and identifying G with∆mq,T(I)H, we obtain the required dilation. On the
other hand, due to the fact that (I−Φq1,π(W1))
m1 · · · (I−Φqk,π(Wk))
mk(IKpi) = 0, we can use Proposition
1.9 to deduce that (I − Φq1,π(W1)) · · · (I − Φqk,π(Wk))(IKpi ) = 0. The proof is complete. 
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We remark that if we replace q = (q1, . . . , qk), in Theorem 7.2, by a k-tuple f := (f1, . . . , f) of positive
regular free holomorphic functions we obtain a dilation theorem for anyT = (T1, . . . , Tk) inD
m
f (H). More
precisely, one can show that there is a ∗-representation π˜ : C∗(Wi,j)→ B(K˜) such that H is an invariant
subspace under each operator π˜(Wi,j)
∗ and T ∗i,j = π˜(Wi,j)
∗|H for any i ∈ {1, . . . , k}, j ∈ {1, . . . , ni}.
On the other hand, note that, using the proof of Theorem 7.2 and due to the standard theory of
representations of C∗-algebras, one can deduce the following Wold type decomposition for non-degenerate
∗-representations of the C∗-algebra C∗(Wi,j).
Corollary 7.3. Let q = (q1, . . . , qk) be a k-tuple of positive regular noncommutative polynomials and
let W = (Wi,j) be the universal model associated with the abstract noncommutative polydomain D
m
q . If
π : C∗(Wi,j)→ B(K) is a nondegenerate ∗-representation of C
∗(Wi,j) on a separable Hilbert space K,
then π decomposes into a direct sum
π = π0 ⊕ π1 on K = K0 ⊕K1,
where π0 and π1 are disjoint representations of C
∗(Wi,j) on the Hilbert spaces
K0 := span
{
π(W(α))
[
(I − Φq1,π(W1))
m1 · · · (I − Φqk,π(Wk))
mk(IK)
]
K : (α) ∈ F+n1 × · · · × Fnk
}
and K1 := K
⊥
0 , respectively, where π(Wi) := (π(Wi,1), . . . , π(Wi,ni)). Moreover, up to an isomorphism,
K0 ≃ (⊗
k
i=1F
2(Hni))⊗ G, π0(X) = X ⊗ IG for any X ∈ C
∗(Wi,j),
where G is a Hilbert space with
dimG = dim
{
range
[
(I − Φq1,π(W1))
m1 · · · (I − Φqk,π(Wk))
mk(IK)
]}
,
and π1 is a ∗-representation which annihilates the compact operators and
(I − Φq1,π1(W1)) · · · (I − Φqk,π1(Wk))(IK1 ) = 0.
If π′ is another nondegenerate ∗-representation of C∗(Wi,j) on a separable Hilbert space K
′, then π is
unitarily equivalent to π′ if and only if dimG = dimG′ and π1 is unitarily equivalent to π
′
1.
Note that in the particular case when m = (1, . . . , 1), qi := Zi,1 + · · · + Zi,ni for i ∈ {1, . . . , k},
and Vi = (Vi,1, . . . , Vi,ni) are row isometries such that V = (Vi,j) are doubly commuting, Corollary 7.3
provides a Wold type decomposition for V. We also remark that under the hypotheses and notations
of Corollary 7.3, and setting Vi,j := π(Wi,j) for any i ∈ {1, . . . , k} and j ∈ {1, . . . , ni}, the following
statements are equivalent:
(i) V := (V1, . . . , Vk) is a pure element in D
m
q (K) ;
(ii) for each i ∈ {1, . . . , k}, lim
p→∞
Φpqi,Vi(I) = 0 in the strong operator topology;
(iii) K := span
{
V(α) [(I − Φq1,V1)
m1 · · · (I − Φqk,Vk)
mk(IK)] (K) : (α) ∈ F
+
n1 × · · · × Fnk
}
.
We mention that, under the additional condition that span {W(α)W
∗
(β) : (α), (β) ∈ F
+
n1 × · · · × F
+
nk}
is equel to C∗(Wi,j), (eg. for the polyball) the map Ψq,T in the proof of Theorem 7.2 is unique and the
dilation of T is minimal, i.e., K˜ is the closed span of all V(α)H, (α) ∈ F
+
n1×· · ·×F
+
nk
. Taking into account
the uniqueness of the minimal Stinespring representation and the Wold type decomposition mentioned
above, one can prove the uniqueness, up to unitary equivalence, of the minimal dilation provided by The-
orem 7.2. Moreover, let T′ = (T ′1, . . . , T
′
k) be another k-tuple in D
m
q (H
′) and let V′ = (V ′1 , . . . , V
′
k) be the
corresponding dilation. Using standard arguments concerning the representation theory of C∗-algebras,
one can prove that T and T′ are unitarily equivalent if and only if dim∆mq,T(I)(H) = dim∆
m
q,T′(I)(H
′)
and there are unitary operators U : (⊗ki=1F
2(Hni))⊗∆
m
q,T(I)(H)→ (⊗
k
i=1F
2(Hni))⊗∆
m
q,T′(I)(H
′) and
Γ : Kπ → Kπ′ such that
U(Wi,j ⊗ I∆m
q,T(I)(H)
) = (Wi,j ⊗ I∆m
q,T′
(I)(H′)
)U, Γπ(Wi,j) = π
′(Wi,j)Γ
for any i ∈ {1, . . . , k} and j ∈ {1, . . . , ni}, and
[
U 0
0 Γ
]
H = H′.
Corollary 7.4. Let V := (V1, . . . , Vk) ∈ D
m
q (K˜) be the dilation of T := (T1, . . . , Tk) ∈ D
m
q (H), given by
Theorem 7.2. Then,
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(i) V is a pure element in Dmq (K˜) if and only if T is a pure element in D
m
q (H);
(ii) (I − Φq1,V1) · · · (I − Φqk,Vk)(IK˜) = 0 if and only if (I − Φq1,T1) · · · (I − Φqk,Tk)(IH) = 0.
Proof. According to Theorem 7.2, we have
(id−Φpkqk,Tk) · · · (id−Φ
p1
q1,T1
)(IH) = PH
[
(id− Φpkqk,Wk) · · · (id− Φ
p1
q1,W1
)(I⊗ki=1F 2(Hni )
)⊗ I
∆m
q,T(H)
0
0 0
]
|H.
Hence, we deduce that limq=(q1,...,qk)∈Zk+(id−Φ
pk
qk,Tk
) · · · (id−Φp1q1,T1)(IH) = I if and only if PH
[
I 0
0 0
]
|H =
I. Consequently, T is pure if and only if H ⊥ (0 ⊕Kπ). According to Theorem 7.2, this is equivalent to
H ⊂ (⊗ki=1F
2(Hni))⊗∆
m
q,T(I)(H). On the other hand, since (⊗
k
i=1F
2(Hni)) ⊗∆
m
q,T(I)(H) is reducing
for each Vi,j , and K˜ is the smallest reducing subspace for Vi,j , which contains H, we must have K˜ =
(⊗ki=1F
2(Hni))⊗∆
m
q,T(I)(H). Therefore, item (i) holds.
To prove part (ii), note that
∆mq,V(IK˜) =
[
∆mq,W(I⊗ki=1F 2(Hni ))⊗ I∆mq,T(H)
0
0 0
]
.
Hence, we deduce that ∆mq,V(IK˜) = 0 if and only if ∆
m
q,W(I⊗ki=1F 2(Hni )) ⊗ I∆mq,T(H)
= 0. On the other
hand, we know that ∆mq,W(I⊗ki=1F 2(Hni )
) = PC. Consequently, the relation above holds if and only if
∆mq,T = 0. Now, using Proposition 1.9, we obtain the equivalence in part (ii). The proof is complete. 
We remark that every pure k-tuple T ∈ Dmq (H) with rank∆
m
q,T = 1 is unitarily equivalent to one
obtained by compressing (W1, . . . ,Wn) to a co-invariant subspace under Wi,j , where i ∈ {1, . . . , k}
and j ∈ {1, . . . , ni}. Indeed, this follows from Theorem 7.2, Corollary 7.4, and the remarks preceding
Corollary 7.4.
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