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We establish a general bound on the amount of energy required to implement quantum circuits
and prove its achievability within a constant factor. The energy requirement for quantum circuits
is independent of their time complexity, indicating a promising route to the design of future energy-
efficient quantum processors. The bound on the energy requirement follows from a general argument
on the realization of unitary gates in quantum resource theories, stating that the approximation of
a resource-generating gate within an error  requires an initial resource growing as 1/
√
 times the
amount of resource generated by the gate.
Introduction. Energy efficiency is a major concern in to-
day’s information technologies [1] and is expected to be-
come even more pressing in the near future, due to its
critical role in the areas of high performance computing
[2] and wireless communication [3]. The need for en-
hanced energy performance is currently driving a search
for new hardware solutions and new energy-optimized al-
gorithms [4].
With the advent of quantum computing, it is natural
to expect that energy efficiency will gradually become
relevant also to the design of new quantum processors.
As quantum computing technologies approach real-life
applications, the comparison between the energy per-
formances of quantum and classical processors is likely
to become one of the factors determining the domain in
which quantum computing is beneficial.
The energy efficiency of classical processors is quan-
tified by two parameters: the energy cost (how much
energy is consumed and dissipated as heat in the com-
putation) and the energy requirement (how much energy
has to be initially supplied to the computer). The energy
cost arises from logical irreversibility and is quantified by
Landauer’s principle [5]. In theory, this cost can be elimi-
nated by making the computation reversible, as shown in
the pioneering works of Bennett [6] and Toffoli [7]. The
energy requirement arises from energy conservation, ac-
cording to which every transition between two states with
different energies requires an auxiliary system, sometimes
called the battery. A universal model of energy conserva-
tive classical computation was introduced by Fredkin and
Toffoli, who observed that the energy requirement can be
made as small as the energy needed to write down the
output of the computation [8]. As a simple example, the
energy cost of a classical NOT gate is zero since it is re-
versible, whereas its energy requirement is equal to the
energy gap between the bit 0 and the bit 1.
For quantum processors, the energy cost is still quan-
tified by Landauer’s principle, suitably extended to the
quantum realm [9–12]. Regarding the energy require-
ment, a general quantification is still missing. Analyses
based on the Wigner-Araki-Yanase theorem [13–17] pro-
vide bounds on the variance of the energy in the initial
FIG. 1. Implementing a reversible gate using a bat-
tery. This figure describes the energy-preserving scheme
that approximates a generic quantum gate G that may not
preserve energy on a system. The scheme works by using a
battery system, possibly in a superposition of different energy
eigenstates. The system and the battery together undergo an
energy-preserving unitary UG, and, with the energy supplied
by the battery, G is approximated on the system.
state of the battery. However, the variance is not directly
related to the size of the battery, nor to the average en-
ergy that needs to be stored in it. For batteries with a
small number of energy levels, one can obtain bounds on
the energy average requirement in terms of the variance,
but these bounds are not tight when the spread of energy
is large. This limitation is significant, because the accu-
rate realization of quantum gates requires batteries with
large energy spread. As a simple example, consider a sys-
tem with d equally spaced energy levels {E0, . . . , Ed−1}.
A pure state in the superposition of energy eigenstates
corresponding to E0 and Ed−1 with amplitudes
√
1− 1/d
and
√
1/d, respectively, has average energy less than E1
and large energy variance that grows as d. On the other
hand, a superposition of E0 and Ed−1 eigenstates with
amplitudes
√
1− 1/d3/2 and d3/4 respectively has the
average energy in the same range but vanishing energy
variance as d goes to infinity.
Here we determine the energy requirement of quan-
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2tum processors, establishing a lower bound on the energy
requirement of reversible gates. An arbitrary reversible
gate G can be approximated by employing a battery that
supplies energy to the system (see Figure 1 for an illus-
tration). We show that the average energy 〈HB〉 of the
battery satisfies the lower bound
〈HB〉 ≥ ‖∆HS‖
2
8
√
 ‖HS‖ , (1)
where  is the error of the approximation, ‖HS‖ is the
operator norm of the system’s Hamiltonian, and ∆HS =
G†HSG−HS is the change of the system’s Hamiltonian
induced by the action of the gate G. We have assumed,
without loss of generality, that the minimum energy is
zero for both the system and the battery, and thus ‖HS‖
is equal to the maximum energy of the system. The
bound (1) states that the average energy of the battery
should be above the ground state energy by an amount
determined by the energy change operator ∆HS, the sys-
tem’s energy scale ‖HS‖, and the error . It differs from
previous bounds [13–17] in that it is expressed directly
in terms of the average amount of energy in the battery,
rather than its variance.
Fixing HS, in the worst case over all possible gates, the
bound (1) becomes
〈HB〉 ≥ ‖HS‖
8
√

, (2)
meaning that the energy requirement of a universal quan-
tum processor operating on system S grows at least as
‖HS‖/
√
. When the target system has equally spaced
energy levels, we show that this scaling can be achieved
by an explicit implementation where the initial energy of
the battery satisfies the bound
〈HB〉 ≤ pi ‖HS‖
2
√

. (3)
Bounds (2) and (3) show that the energy requirement
for operating on system S grows as ‖HS‖/
√
. Note that
if the system’s Hamiltonian is fully degenerate, we have
‖HS‖ = 0, and the bounds (2) and (3) are consistent with
the fact that no energy is required for the computation.
Besides the average energy, we show that the minimum
energy spread of the battery should scale as ‖HS‖/
√
,
which is also achieved by the same implementation sat-
isfying Eq. (3).
After establishing the energy requirement for individ-
ual gates, we determine how the energy requirement of
a quantum circuit depends on its complexity. Previ-
ous works considered implementations of quantum cir-
cuits where each gate is powered by an independent bat-
tery [13, 15] (see Figure 2(a)). In this model, the en-
ergy requirement grows linearly with the number of non-
conservative gates, making complex computations ener-
getically demanding. In contrast, we show that the en-
ergy requirement of quantum circuits is independent of
their complexity. We consider an implementation that
uses a single battery to power all gates in the circuit
(see Figure 2(b)). Taking advantage of the possibility
to recycle energy from one gate to the next, we show in
Appendix that the energy requirement for a sequence of
gates is exactly equal to the energy requirement for the
overall gate resulting from their composition. Hence, the
energy requirement depends only on the size of the com-
putational register, but not on the time complexity of
the computation. For quantum computations with clas-
sical inputs and outputs, such as Shor’s algorithm, we
further show that our implementation is exact and the
energy requirement is just the energy needed to write
down the output of the computation, as in the classical
model of Fredkin and Toffoli [8]. This means that, in-
put and output being equal, quantum computers are as
energy-efficient as classical computers.
To prove the bounds for energy, we establish a general
lower bound that applies to other quantum resources be-
yond energy. We consider the approximate implemen-
tation of a reversible, resource-generating gate G using
a battery, initially in a state β, and a reversible, re-
source non-generating gate UG. The amount of resource
of quantum states is measured using a function M satis-
fying additivity on product states and a regularity prop-
erty with respect to the trace distance. We assume that
the amount of resource generated by the gate G, denoted
by M(G), can be measured by the maximum increase of
the function M from the input to the output. We will
show in the next section that the resource requirement is
lower bounded as
M(β) ≥
[
M(G) +M(G−1)]2
32KS
√

− c−O(√) , (4)
where KS is a suitable constant, depending only on the
target system, and c is a constant independent of the
system under consideration.
General lower bound on the resource requirement. Con-
sider a general quantum resource theory, specified by a
set of free operations closed under composition [19]. Sup-
pose that a quantum processor is designed to implement
a non-free gate G on the target system S, using a battery,
whose interaction with the system results in a free gate
UG. In general, the implementation is approximate and
is described by the quantum channel
EG(·) = TrB[UG(· ⊗ β)U†G] , (5)
where β is the initial state of the battery and TrB denotes
the partial trace over the battery’s Hilbert space.
To measure the accuracy of the implementation, we
use the worst-case fidelity between the output of the tar-
get gate G and the output of its approximation (5). In
general, the input can be correlated with an external ref-
erence system, hereafter denoted by R. For a generic
3(a)
(b)
FIG. 2. Multiple and single battery implementations
of quantum computation. Two different setups of energy-
preserving quantum computation are compared. Fig. 2(a)
depicts the multiple battery implementation that has often
been considered in previous work [13–18], where each single
gate of the circuit is equipped with an individual battery that
is discarded after the gate is implemented. In contrast, in
this work we consider the single battery implementation as
illustrated in Fig. 2(b), where a single battery provides energy
for the whole circuit and is reused after the implementation
of each individual gate.
input state |Ψ〉 ∈ HS ⊗HR, the fidelity is
FΨ := Tr [(EG ⊗ IR)(Ψ) (G ⊗ IR))(Ψ)] , (6)
where we used the notation Ψ := |Ψ〉〈Ψ|, G(·) = G · G†,
and IR for the identity map on L(HR), the space of linear
operators on HR. Taking the infimum over all |Ψ〉 and
over all reference systems, the worst-case fidelity of the
implementation is defined as
Fwc := inf
R
inf
|Ψ〉∈HS⊗HR
FΨ . (7)
The worst-case fidelity is equivalent to other figures of
merit in the small error regime1 and it is also easier to
evaluate. We say that an implementation has error  if
Fwc = 1− .
We now derive a lower bound on the amount of re-
source in the battery in terms of the error . The effective
evolution of the system is described by the the channel
VG(·) := UG(· ⊗ β) (8)
with UG(·) = UG · U†G. In Appendix, we use techniques
from Refs. [21–23] to show that the channel VG is close
to G⊗β′, where β′ is a suitable battery state. Explicitly,
we obtain
‖VG − G ⊗ β′‖ ≤ 2
√
 , (9)
1 It is related to the diamond norm [20], which is another com-
monly used figure of merit [see the lines after Eq. (9) for its defi-
nition], via the inequalities 1−√Fwc ≤ 12‖EG−G‖ ≤
√
1− Fwc.
FIG. 3. Approximating m uses of a gate and its in-
verse. If a unitary gate G can be implemented once small
error, then the battery can be reused 2m times, approximately
implementing m uses of the gates G and G†. As a conse-
quence, the state of the battery should be able to provide m
times the maximum resource generation of G and G† up to a
correction.
‖ · ‖ denotes the diamond norm [20], equal to the maxi-
mum trace distance between the outputs of the two chan-
nels, maximized over all input states and over all possible
reference systems.
Equation (9) tells us that approximately there is no en-
tanglement between the system and the battery after the
evolution, and the battery ends up in a state close to β′.
In turn, the state β′ can be used to approximately imple-
ment the inverse gate G†, using the gate U†G. Explicitly,
one has the bound
‖G−1 ⊗ β − V ′G‖ ≤ 2
√
 , (10)
with V ′G(·) := U−1G (· ⊗ β′).
All together, Eqs. (9) and (10) imply that one can im-
plement the gates G and G† and reset the battery state
with an error 2
√
, evaluated in terms of the diamond
norm. Further notice that we can implement m uses of
G and G† for any m with an error bounded by 4m
√
,
by repeating this procedure for m times as illustrated in
Figure 3. To increase the amount of resource in an input
state, the circuit below can use the resource generation
power of G and G†, whereas the circuit above, due to
its resource-preserving nature, needs to extract resource
from the battery. Therefore, the battery needs a certain
amount of initial resource to match the resource genera-
tion power of m uses of G and G†. This observation leads
us to a lower bound on the amount of resource contained
in the initial state of the battery.
Suppose that the resourcefulness of quantum states is
measured by a function M , defined on any density matrix
of any system. We assume that M satisfies the following
three properties:
1. Monotonicity. M is non-increasing under free op-
erations and partial trace.
2. Additivity on product states. M(ρ ⊗ σ) = M(ρ) +
M(σ).
43. Regularity. There exists a constant c ∈ R and, for
any system S, a Lipschitz constant KS ≥ 0, such
that |M(ρ) − M(σ)| ≤ KS ‖ρ − σ‖1 + c for any
states ρ and σ of system S. The constant KS is
subadditive, namely KAB ≤ KA +KB for arbitrary
systems A and B.
Then, the following theorem holds
Theorem 1. Every approximation of the gate G within
error  using a free gate UG and a battery in state β must
satisfy the inequality (4), KS being the Lipschitz constant
associated to system S.
The proof is provided in Appendix.
We now apply Theorem 1 to the resource theory
where the free operations are energy-preserving channels
[24, 25] to prove Eq. (1). We can identify a lower bound
on the energy requirement of quantum gates. For any
density matrix ρ of an arbitrary system, the resource
function is M(ρ) = Tr[Hρ], where H is the Hamilto-
nian of the system (with the minimum energy assumed
to be zero). M(ρ) is non-increasing under energy preserv-
ing channels and partial trace. Moreover, the inequality
|Tr(ρ − σ)H| ≤ ‖ρ − σ‖1 · ‖H‖ shows that the func-
tion M is Lipschitz continuous with Lipschitz constant
KS = ‖H‖, equal to the energy scale of the system under
consideration, and c = 0. Hence, Eq. (4) yields
〈HB〉 ≥
(
E(G) + E(G−1))2
32
√
‖HS‖ . (11)
For simplicity, we omit the vanishing term O(
√
). No-
tice that the maximum energy generation is the same
for the gates G and G−1, with both equal to E(G) =
max|ψ〉∈HS〈ψ|G†HSG|ψ〉 − 〈ψ|HS|ψ〉 = ‖∆HS‖. Substi-
tuting it into Eq. (11), we get the lower bound (1) on the
battery energy.
The general formula (4) also gives a lower bound on the
capacity ‖HB‖ of the battery, quantified by its energy
spread. Indeed, one can apply Eq. (4) to the resource
function M ′(ρ) := Tr ρ(‖H‖ · I−H) to obtain the bound
‖HB‖ − 〈HB〉 ≥ ‖∆HS‖
2
8
√
 ‖HS‖ . (12)
Combining Eq. (12) with the bound (1) and taking the
worst-case G, we get that a universal processor, imple-
menting arbitrary gates on system S with error  or less,
requires a battery with capacity satisfying
‖HB‖ ≥ ‖HS‖
4
√

. (13)
The general bound (4) can also be used to determine
the requirement of other types of resources, like coher-
ence [26–29]. As a measure of resource, we consider the
relative entropy of coherence [26] C(ρ) := S(ρdiag)−S(ρ),
with S denoting the von Neumann entropy of quantum
states and ρdiag being the diagonal part of ρ in the energy
basis. In Appendix, we apply Eq. (4) to this measure,
obtaining a lower bound on the initial coherence in the
battery:
C(β) ≥
(
C(G) + C(G−1))2
32
√
 log dS
− 2. (14)
Here C(G) is the amount of coherence generated by the
gate G and dS is the dimension of the system. Gates
like the generalized Hadamard gate have coherence gen-
eration up to log dS. Therefore, the minimum amount
of required coherence in a quantum processor scales like
log dS/
√
.
Attaining the bound. We now show that the bound (2)
can be attained with a suitable choice of battery state
and interaction between the system and the battery. In
this part, we assume that the system has equally spaced
energy levels, as it is the case in a quantum processor
operating on n identical qubits. We denote the spacing
by ~ω.
The implementation uses a battery with equally spaced
energy levels with spacing ~ω, ranging from zero to
‖HB‖ = R‖HS‖, where R is an integer, assumed to be
larger than 2 for later convenience. At the beginning, the
battery is initialized in a superposition of energy eigen-
states with sine-shaped amplitudes [30, 31]
|β〉 =
√
2
L
(R−1)‖HS‖∑
EB=‖HS‖
sin
[
(EB − ‖HS‖+ ~ω)pi
~ωL
]
|EB〉 ,
(15)
where the summation runs in steps of ~ω, and L = (R−
2)‖HS‖ + 2. Note that the lowest and highest energy
levels are unoccupied, in order to allow the battery to
supply to and absorb energy from the system.
For the interaction between the system and the bat-
tery we adopt a construction from Refs. [32, 33], suitably
adapted to unitary gates on finite-dimensional systems.
Denote by ES,x the energy of |ψx〉. For a given value E of
the total energy, and for every x satisfying the condition
E − ‖HB‖ ≤ ES,x ≤ E (16)
we define the eigenstates
|x,E〉 := |ψx〉 ⊗ |E − Ex〉 . (17)
Then, we denote by Eok the set of values of the total
energy such that condition (16) is satisfied for every x =
1, . . . , dS, or equivalently, the set of values E satisfying
the condition ‖HS‖ ≤ E ≤ ‖HB‖. For every E ∈ Eok,
define the partial isometry
U
(E)
G :=
dS−1∑
x,y=0
〈ψx|G|ψy〉 |x,E〉〈y,E| , (18)
5which acts as the unitary gate G in the eigenspace with
total energy E. To make the computation reversible on
the whole system SB, we set UG to be the unitary gate
UG :=
∑
E∈Eok
U
(E)
G +
∑
E 6∈Eok
PE , (19)
where PE is the projector on the subspace with total
energy E.
In Appendix we show that the worst case fidelity of
the above implementation is lower bounded as
Fwc ≥ 1−
(
pi‖∆HS‖
2〈HB〉
)2 [
1 +O
(‖HS‖
〈HB〉
)]
, (20)
and therefore the energy requirement is upper bounded
as
〈HB〉 ≤ pi‖∆HS‖
2
√

[
1 +O
(‖HS‖
〈HB〉
)]
. (21)
In the worst case over all possible gates, one has
‖∆HS‖ = ‖HS‖, matching the lower bound (2) up to
a constant factor of 4pi.
The error  depends on the parameter R that charac-
terizes the battery state (15). Observing that the energy
of the sine state is 〈HB〉 = R‖HS‖/2, we obtain the de-
pendency R ≈ pi‖∆HS‖/(
√
‖HS‖). Therefore, the bat-
tery capacity of this implementation is ‖HB‖ = R‖HS‖ ≈
pi‖∆HS‖/
√
. Taking the worst-case G, the capacity of
the battery is approximately
‖HB‖ ≈ pi‖HS‖√

, (22)
matching the lower bound (13) up to a constant of 4pi.
Energy-efficient quantum computations. We established
the minimum energy requirement of individual gates.
But what about a computation consisting of many quan-
tum gates? One way to implement the computation is to
assign an individual battery to each gate and to replace
the gate by its conservative approximation. However,
this approach leads to a heavy energy toll. If each gate
is powered by an individual battery of energy 〈HB〉, then
bound (2) implies that the error cannot decrease faster
than 1/〈HB〉2. The error (infidelity) is a lower bound
on the trace distance, which in the worst case increases
linearly with the number of gates. The linear increase
implies that at most O(〈HB〉2) gates can be combined
together with tolerable error. For a circuit of N non-
conservative gates, this means that the energy of each
individual battery should be at least
√
N , with a total
energy requirement scaling at least as N3/2. As a conse-
quence, the energy requirement grows with the number
of non-conservative gates, just as in traditional models of
dissipative computation.
We now show that, in fact, quantum computation can
be implemented with an amount of energy that is in-
dependent of the circuit depth. To do so, we propose
a scheme of computation where energy is recycled from
one computational step to the next. The computation
is performed on n identical qubits, each with energy
gap ‖H(1)S ‖ = ~ω, and uses a single battery of capac-
ity CB = Rn‖H(1)S ‖, where R is an integer depend-
ing on the desired level of accuracy. For an elemen-
tary gate G acting on a subset of k qubits, we let the
battery and the k qubits interact through the energy-
preserving gate UG in (19). The energy subspaces where
the gate UG act non-trivially correspond to the energy
values E
(k)
ok = {E | k ‖H(1)S ‖ ≤ E ≤ ‖HB‖}. Now, con-
sider the total energy of the n qubits and the battery.
For every two gates G1 and G2, one has the property
UG1UG2P
(n)
ok = UG1G2P
(n)
ok , (23)
where P
(n)
ok is the projector on the eigenspaces of the to-
tal energy in E
(n)
ok . The above relation means that the
local interactions of the battery with subsets of qubits
are enough to generate every global interaction between
the battery and all the qubits involved in the computa-
tion. Hence, the computation can be realized by prepar-
ing the battery in the state (15), with ‖HS‖ = n‖H(1)S ‖.
For a computation consisting of N gates (Gi)
N
i=1, the en-
ergy requirement does not depend on N , but only on the
unitary gate G = G1G2 · · ·GN , associated to the whole
computation. Since the gate G acts on at most n qubits,
the energy requirement for implementing any computa-
tion with accuracy  is at most pin~ω/(2
√
).
It is worth noting that, if the computation is only re-
quired to work on a subset of input states, the energy
requirement can be lower. For example, suppose that a
computation has classical input and classical output, as
in Shor’s algorithm and in many other quantum algo-
rithms. In this case, every computation can be imple-
mented exactly by setting the battery in the initial state
with energy n~ω, and then using the interaction (19) for
every gate (see Appendix).
Conclusions. We derived a bound on the approxima-
tion of resource-generating unitary gates in general re-
source theories. The bound implies that every approxi-
mation using a resource-nongenerating unitary gate has
a resource requirement growing as 1/
√
, where  is the
approximation error. For the energy resource, the bound
is attainable within a constant factor, provided that the
target system has equally spaced energy levels. An ex-
ample of this situation is that of a quantum processor
acting on n identical qubits.
Remarkably, the energy requirement for a computation
is attainable also when it is decomposed into a complex
quantum circuit with many gates. In this case, we showed
that the battery state can be recycled from one step to
the next, making the energy requirement dependent only
on the size of the computational register and independent
of how the computation is decomposed.
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Proof of Theorem 1.
We assume that the resource function M satisfies the following three properties:
1. Monotonicity. M is non-increasing under free operations and partial trace.
72. Subadditivity on product states. M(ρ⊗ σ) ≤M(ρ) +M(σ).
3. Regularity. There exists a constant c ∈ R and, for any system S, a Lipschitz constant KS ≥ 0, such that
|M(ρ)−M(σ)| ≤ KS ‖ρ− σ‖1 + c for any states ρ and σ of system S. The constant KS is subadditive, namely
KAB ≤ KA +KB for arbitrary systems A and B.
Comparing them to the three properties in the main text, one can notice that Property 2 is weaker. Under these
properties, we prove a more general result on the resource requirement, which reduces to Theorem 1 when Property
2 is substituted by additivity.
Theorem 2. Every approximation of the gate G within error  using a free gate UG and a battery in the state β must
satisfy the inequality
M(β) ≥ mMm
(G ⊗ G−1)− 8√KSm2 − c (24)
for every m ∈ N∗, where Mm(A) is the regularised resource generation [34, 35] of m uses of a quantum channel A
acting on a system S defined as
Mm(A) := max
ρm∈R⊗m
1
m
[
M(A⊗m(ρm))−M(ρm)
]
. (25)
We remark that Eq. (24) is the general formula that can be used to further derive resource inequalities with simpler
forms: Mm can scale differently, e. g. Mm = O(1) or Mm = O(m), for different resource theories. One can then
optimise over all m ∈ N∗ to get the scaling of the resource requirement with respect to the error, which depends on
the resource theory under consideration.
The proof of Theorem 2 is based on the following Lemma, in which we use the notation Fwc(C,D) :=
infR inf |Ψ〉∈HS⊗HR F ((C ⊗ IR)(|Ψ〉〈Ψ|), (D ⊗ IR)(|Ψ〉〈Ψ|)).
Lemma 1. Let G be a gate acting on system S, UG a gate acting on system SB, β be a state of system B, let VG
be the channel from S to SB defined by VG(ρ) := UG(ρ ⊗ β)U†G, and let EG be the channel from S to S defined by
EG(ρ) := TrB[VG(ρ)]. Then, there exists a state β′ of system B, such that ‖VG − G ⊗ β′‖ ≤ 2
√
1− F (EG,G).
Proof. Let β˜ be a purification of β with purifying system E. Then, the channel V˜G(·) := (UG ⊗ IE)(· ⊗ β˜), is a
Stinespring dilation of the channel EG [36].
The Uhlmann’s theorem for gates [21, 37] guarantees that there exist a Stinespring dilation of the gate G, say G⊗ β˜′
for some pure state β˜′, such that the fidelity between V˜G and G⊗ β˜′ is equal to the fidelity between EG and G, namely
Fwc(G ⊗ β˜′, V˜G) = Fwc(G, EG). (26)
Tracing out E, we obtain
Fwc(G ⊗ β′,VG) ≥ Fwc(G, EG) , (27)
where VG(·) := UG(· ⊗ β). Since VG and G ⊗ β′ are extensions of the original channels, the converse inequality also
holds, namely Fwc(G ⊗ β′,VG) ≥ Fwc(G, EG). Hence, the inequality is in fact an equality.
Then, the Fuchs-Van de Graph inequality [38] yields the relation
‖VG − G ⊗ β′‖ ≤ 2
√
1− Fwc(G, EG) . (28)
Corollary 1. Let V ′G be the channel from S to SB defined by V ′G(ρ) := U†G(ρ⊗β′)UG. Then, one has ‖V ′G−G†⊗β‖ ≤
2
√
1− F (EG,G).
Proof. The inequality follows from the unitary invariance of the diamond norm:
‖V ′G − G† ⊗ β‖ = ‖UG ◦ V ′G ◦ G − UG ◦ (G† ⊗ β) ◦ G‖
= ‖G ⊗ β − VG‖
≤ 2
√
1− Fwc(G, EG) . (29)
8Corollary 2. Let CG be the multipartite channel corresponding to the circuit in Figure 3 of the main text. Then, one
has the bound ‖CG − (G ⊗ G−1)⊗m ⊗ β‖ ≤ 4m
√
1− Fwc(G, EG).
Proof. Follows from the unitary invariance and triangle inequality of the diamond norm, combined the bounds in
Lemma 1 and Corollary 1.
Proof of Theorem 2. Consider the input state ρin := ρ
(2m)
in ⊗ β, where ρ(2m)in is an arbitrary input state on 2m
identical copies of the system. Let ρout be the output state resulting from the approximate circuit in Figure 3 of the
main text. Using the monotonicity of the function M , we obtain the relation
M(TrB[ρout]) ≤M(ρout) ≤M(ρin) . (30)
By Property 2 (subadditivity), we have M(ρin) ≤M(β) +M
(
ρ
(2m)
in
)
. Then, we have the bound
M(β) ≥M(TrB[ρout])−M
(
ρ
(2m)
in
)
. (31)
Now, we apply Property 3 (regularity) to the ideal output and to its approximation, whose difference has trace norm
at most 4m
√
 from the actual output state ρout, due to Corollary 2. Noticing that the Lipschitz constant for the
system (S⊗ S)⊗m is upper bounded by 2mKS, the bound (31) becomes
M(β) ≥M
((G ⊗ G−1)⊗m (ρ(2m)in ))−M (ρ(2m)in )− 8√KSm2 − c
which holds for any m ∈ N∗ and for any input state ρ(2m)in . Maximising over all inputs fixing m, we have
M(β) ≥ mMm
(G ⊗ G−1)− 8√KSm2 − c,
where Mm(A) is defined by Eq. (25).
When M is additive on product states, i. e. M(ρ⊗ σ) = M(ρ) +M(σ), the general bound (24) can be simplified by
finding an m-independent lower bound on Mm.
Corollary 3 (Theorem 1 in the main text). When M is additive, the resource requirement in the battery becomes
M(β) ≥ (M(G) +M(G
−1))2
32KS
√

− c− 2KS
√
 , (32)
where M(G) := maxρM(G(ρ))−M(ρ) is the amount of resource generated by the gate G.
For additive M the function Mm is monotonically increasing with m. Since M(G) = M1(G), it is obviously upper
bounded by Mm(G).
Proof. Let us consider a product form input ρ
(2m)
in = (ρ⊗ σ)⊗m to the circuit. Since M satisfies additivity, we have
Mm
(G ⊗ G−1) ≥ 1
m
[
M
(
(G(ρ)⊗ G−1(σ))⊗m)−M((ρ⊗ σ)⊗m)] (33)
= [M (G(ρ))−M(ρ)] + [M (G−1(σ))−M(σ)] (34)
for every m ∈ N∗. Choosing ρ and σ to be the maximal resource generating inputs for G and G−1 respectively, we
have
Mm
(G ⊗ G−1) ≥M(G) +M(G−1). (35)
Substituting into Eq. (24), we get
M(β) ≥ m [M(G) +M(G−1)]− 8√KSm2 − c. (36)
Finally, maximising the bound over all possible m ∈ N, we obtain the lower bound (32) on the amount of resource in
the battery.
We conclude by mentioning a further extension of Theorem 2 that takes into account the possibility of applying
the gate G on part of a composite system:
9Corollary 4. Every approximation of the gate G within error  using a free gate UG and a battery in the state β
must satisfy the inequality
M(β) ≥ mMm
(G ⊗ IR ⊗ G−1 ⊗ IR)− 8√KSRm2 − c (37)
for every m ∈ N∗ where R is a reference system.
Proof. The result follows from the application of Theorem 2 to the gate G ⊗ IR, observing that, by definition, the
diamond norm and the worst-case fidelity are invariant under addition of a reference system.
Application to the resource theory of coherence
The resource of quantum coherence [26–28, 39–41] can be characterised operationally in terms of different sets of free
operations, such as strictly incoherent operations [39], maximally incoherent operations [42, 43], dephasing covariant
operations [28, 40, 41], phase covariant operations [28], and physically incoherent operations [40, 41]. These operations
are defined relative to a fixed basis {|i〉}, and preserve the set of incoherent states, of the form ρ = ∑i pi |i〉〈i|. For
composite systems, it is understood that the fixed basis of the composite system is the product of the fixed bases for
the components.
For the purpose of our bound, the choice of the set of free operations is not critical. As a measure of resource, we
consider the relative entropy of coherence [26]
C(ρ) := S(ρdiag)− S(ρ) , (38)
S denoting the von Neumann entropy of quantum states and ρdiag being the diagonal part of ρ in the energy basis.
This measure of coherence satisfies the Properties 1 (Monotonicity) and 2 (Additivity on product states). It also
satisfies Property 3, as shown by the following
Proposition 1. The function C : L(Cd) → R , C(ρ) = S(ρdiag) − S(ρ) satisfies the inequality |C(ρ) − C(σ)| ≤
log d ‖ρ− σ‖1 + 2.
Proof. For any two states ρ and σ in a d-dimensional Hilbert space, the difference of their entropies is bounded by
the Fannes-Audenaert inequality [44, 45]
|S(ρ)− S(σ)| ≤ log d
2
‖ρ− σ‖1 + h2(‖ρ− σ‖1/2). (39)
where h2(p) := −p log p− (1− p) log(1− p) is the binary entropy, upper bounded by one for any p. For our purpose,
it is enough to use the relaxed version of the above inequality:
|S(ρ)− S(σ)| ≤ log d
2
‖ρ− σ‖1 + 1. (40)
Now, let us consider the difference of the relative entropies of coherence (38) between ρ and σ. We have
|C(ρ)− C(σ)| ≤ |S(ρ)− S(σ)|+ |S(ρdiag)− S(σdiag)|. (41)
Applying Eq. (40) to both terms on the right hand side of the above inequality and noticing that ‖ρdiag − σdiag‖1 ≤
‖ρ− σ‖1 (monotonicity of trace distance under data processing), we have
|C(ρ)− C(σ)| ≤ log d · ‖ρ− σ‖1 + 2. (42)
Therefore, we have K = log d and c = 2.
Using the above Proposition and Eq. (4) of the main text, we obtain a lower bound on the initial coherence in the
battery:
C(β) ≥
(
C(G) + C(G−1))2
32
√
 log dS
− 2. (43)
Gates like the generalized Hadamard gate have coherence generation up to log dS. Therefore, the minimum amount
of required coherence in a quantum processor is lower bounded as
C(|β〉〈β|) ≥ log dS
8
√

− 2 . (44)
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Lower bound on the accuracy
In the following we will determine the lower bound (20) on Fwc. To evaluate the fidelity, we observe that the gate
UG, defined in Eq. (19), can be expressed as UG = U
(ok)
G + P
(ok)
⊥ , where P
(ok)
⊥ is the projector on the eigenstates of
the total energy outside the set Eok, and U
(ok)
G is the partial isometry
U
(ok)
G :=
∑
x,y
Gxy |ψx〉〈ψy| ⊗ S(xy) (45)
S(xy) :=
∑
E∈Eok
|E − Ex〉〈E − Ey| , (46)
where we used the shorthand Axy = 〈ψx|A|ψy〉 for a generic operator A ∈ L(HS). Observe that the battery state (15)
is defined so that the joint state of the system and the battery has full support in energy subspaces with E ∈ Eok.
Substituting (45) into (6), one has the expression
FΨ =
dS−1∑
x,y,z,t=0
Cxyzt(ρG
†)xyGyxG
†
zt(Gρ)tz, (47)
where ρ is the marginal state ρ = TrR[|Ψ〉〈Ψ|] and Cxyzt = 〈β|S†ztSxy |β〉.
The quantity Cxyzt can be explicitly evaluated as
Cxyzt =
(R−1)‖HS‖−x∑
k=‖HS‖+y
2
L
sin
(
(k − z + t− 2‖HS‖+ 1)pi
L
)
× sin
(
(k + x− y − 2‖HS‖+ 1)pi
L
)
=
(L− x− y − 1) cos
(
(x−y−z+t)pi
L
)
L
+
sin
(
(x+y+1)pi
L
)
cos
(
(2‖HS‖−t+z)pi
L
)
L sin
(
pi
L
)
=1− (x− y − z + t)
2pi2
8〈HB〉2
[
1 +O
(‖HS‖
〈HB〉
)]
, (48)
where the last step follows from the definition of L. Inserting the above expression into Eq. (47) and rearranging the
different terms, we obtain
FΨ = 1− pi
2 Var(∆HS)
4〈HB〉2
[
1 +O
(‖HS‖
〈HB〉
)]
, (49)
where Var(∆HS) denotes the variance of the operator ∆HS on the state |Ψ〉. Noticing that the maximum eigenvalue
and the minimum eigenvalue of ∆HS are ‖∆HS‖ and −‖∆HS‖, we have Var(∆HS) ≤ ‖∆HS‖2, Eq. (49) implies the
following bound on the worst-case fidelity
Fwc ≥ 1−
(
pi‖∆HS‖
2〈HB〉
)2 [
1 +O
(‖HS‖
〈HB〉
)]
. (50)
Perfect implementation of quantum computation
Here we consider a generic quantum algorithm that starts by preparing an energy eigenstate state |ψx〉 and ends
by measuring the energy eigenbasis. The overall action of the algorithm can be described by a unitary gate G. We
observe that the input-output relation induced by gate G can be reproduced without errors using the interaction (19).
For an initial state |ψx〉 of the system, one prepares the battery in the state |E − ES,x〉, so that the joint state is
|x,E〉 = |ψx〉 ⊗ |E − ES,x〉, (51)
where the total energy E ∈ Eok. Then the initial state of the system and the battery can be expressed as |x,E〉. The
effect of the interaction (19) can be expressed as UG|x,E〉 =
∑
y gy,x|y,E〉, where gx,y = 〈ψy|G|ψx〉 is the matrix
element of G. The system ends up in the state
∑
y |gy,x|2|ψy〉〈ψy|. Therefore, when measuring in the energy eigenbasis
in the end, the probability of getting the outcome y is exactly |gy,x|2, which is the same as the original algorithm G.
