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CM VALUES OF GREEN FUNCTIONS ASSOCIATED TO SPECIAL CYCLES ON
SHIMURA VARIETIES WITH APPLICATIONS TO SIEGEL 3-FOLD X2(2)
PENG YU
Abstract. We generalize the definition of CM cycles beyond the small and big CM ones studied by
various authors, such as in [BY09] and [BKY12] and give a uniform formula for the CM values of Green
functions associated to these special cycles in general using the idea of regularized theta lifts. Finally, as
an application to Siegel 3-fold X2(2), we can compute special values of theta functions and Rosenhain
λ-invariants at a CM cycle, which is useful for genus two curve cryptography as in [CDSLY14].
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1. Introduction
In 1985, Gross and Zagier discovered a beautiful factorization formula for singular moduli. This has
inspired a lot of interesting work, one of which is to study the ’small’ or ’big’ CM values of special
functions on Shimura varieties. Here ’small’ means that the CM cycle is associated to an imaginary
quadratic field, while ’big’ means that the CM cycles are associated to a maximal torus of the reductive
group of the Shimura datum. In his proof of factorization formula on ’small’ CM values of Borcherds
modular functions on Shimura varieties of orthogonal type, Schofer [Sch09] used the idea of regularized
theta lifts. The idea was later adapted by Bruinier and Yang [BY09] to study ’small’ CM values of
automorphic Green functions and then by Bruinier, Kudla and Yang [BKY12] to study ’big’ CM values.
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There are two natural questions. Is there any CM cycle on Shimura variety between ’small’ and ’big’
CM cycles? Is there a uniform formula for the CM values for all of them? They are motivations for our
paper.
We answer the question in our main theorem by using the same idea. There are several applications
to our theorem, one of which is to genus two curve. In [CDSLY14], the authors developed a method for
cryptography using classical theta functions and Rosenhain λ-invariants. By applying our main theorem
to Siegel 3-fold case, we can compute special values of theta functions and Rosenhain λ-invariants at a
CM cycle, and give bound to the denominator of the CM value of the Rosenhain λ-invariants.
Let (V,QV ) be a rational quadratic space of signature (n, 2), G = GSpin(V ) and K ⊂ G(Af ) be a
compact open subgroup. Let D be associated hermitian symmetric domain of oriented negative 2-planes
in V (R) = V ⊗QR, and let XK be the canonical model of Shimura variety over Q associated to Shimura
datum (G,D) whose C-points are
XK(C) = G(Q)\(D×G(Af )/K).
Let d ≤ n/2 and assume there is a totally real number field F of degree d + 1 and a 2-dimensional
F -quadratic space (W,QW ) of signature sig(W ) = ((0, 2), (2, 0), . . . , (2, 0)) with respect to the d + 1
R-embeddings {σj}dj=0 such that there exists a positive definite subspace (V0, QV |V0) of (V,QV ) of
dimension n− 2d satisfying
V ∼= V0 ⊕ ResF/QW,
QV (x) = QV (x0) + trF/QQW (xW ),
The negative 2-plane Wσ0 gives rise to two points z
±
0 in D with two orientations. W has its associated
CM field E = F (
√− detW ) over F .
Let T = ResF/QGSpin(W ) → GSpin(V ) = G, g ∈ G(Af ), a special 0-cycle can be defined in XK
according to [Mil90]
Z(T, z0, g) = T (Q)\(z0 × T (Af)/KgT )→ XK , [z0, t] 7→ [z0, tg],
where KgT is the preimage of gKg
−1 ⊂ G(Af ) in T (Af). This is the so-called CM cycle.
It is good to note here that when n is even and d = n/2, T becomes a maximal torus and this reduces
exactly to the case of ’big’ CM cycles in [BKY12]. On the other hand, if we allow the case where d = 0,
then F = Q, W will be a 2-dimensional negative definite Q-quadratic space and E is nothing but an
imaginary quadratic field, which will reduce to the case of ’small’ CM cycles in [BY09].
Similarly, we can define special divisors on XK . Let x ∈ V be a vector with QV (x) > 0, Vx be
the orthogonal complement of x in V with respect to QV and Gx be the stabilizer of x in G. Clearly,
Gx ∼= GSpin(Vx). The sub-Grassmannian Dx = {z ∈ D | z ⊥ x} defines a divisor of D. For g ∈ G(Af ),
there is an injection
Gx(Q)\Dx ×Gx(Af )/(Gx(Af ) ∩ gKg−1)→ XK , [z, gx] 7→ [z, gxg].
So its image defines a divisor Z(x, g) onXK . The natural divisor is not stable under pullback of morphism
XK1 → XK2 where K1 ⊂ K2. To define a better special divisor, let m ∈ Q>0 and ϕ ∈ S(V (Af ))K , the
space of K-invariant Schwartz functions on V (Af ). If we fix an x0 ∈ V with QV (x0) = m > 0, we define
the following special divisor
Z(m,ϕ) =
∑
g∈Gx0(Af )\G(Af )/K
ϕ(g−1x0)Z(x0, g,K).
Associated to the quadratic space (V,QV ) is the reductive pair (O(V ), SL2). We know there exists the
Weil representation ω = ωV,ψ of ˜SL2(Af ) on S(V (Af ))K . Using the Weil representation, we can define
the Siegel theta function as a linear functional on S(V (Af ))
θ(τ ; z, g)(ϕ) = v
∑
x∈V
e(QV (xz⊥)τ +QV (xz)τ )⊗ ϕ(g−1x),
where xz is the projection of x in the subspace z of V , and similarly for xz⊥ . θ(τ, z, g) is a modular form
on H of weight n/2− 1 with respect to τ and an automorphic function on XK with respect to [z, g].
In order to define the Green function, we also need the definition of K-invariant harmonic weak Maass
forms. Let ρ¯ = ω|
S˜L2(Z)
be the Weil representation of S˜L2(Z) on S(V (Af ))K . A harmonic weak Maass
forms is a smooth function f : H → S(V (Af ))K satisfying certain modular condition with respect to
the Weil representation ρ¯, the harmonic condition ∆kf = 0, where ∆k is the usual weight k-hyperbolic
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Laplacian operator and finally certain growth condition on the cusps. We denote the vector space of all
harmonic weak Maass forms of weight k associated with ρ¯ by Hk,ρ¯. The Laurent expansion of f ∈ Hk,ρ¯
gives a unique decomposition
f(τ) = f+(τ) + f−(τ) =
∑
n≥n0
c+(n)qn +
∑
n<0
c−(n)Γ
(n
2
, 4π|n|v
)
qn,
where Γ(a, t) denotes the incomplete Gamma function, v is the imaginary part of τ ∈ H and c±(n) ∈
S(V (Af ))K . We refer to f+ as the holomorphic part of f . In particular, we call f weakly holomorphic
if f− = 0. Let M !k,ρ¯ be the vector space of all weakly holomorphic modular forms of weight k associated
with ρ¯.
Now we consider the regularized theta integral as a limit of truncated integrals as follows
Φ(z, g; f) =
∫ reg
F
〈f(τ), θ(τ, z, g)〉 dµ(τ) = CT
[
lim
T→∞
∫
FT
〈f(τ), θ(τ, z, g)〉v−s dµ(τ)
]
,
where θ(τ, z, g) is the Siegel theta function defined above, CT stands for the constant term of the Laurent
series at s = 0 and FT is the truncated fundamental domain with imaginary part not more than T .
This theta lift was first studied by Borcherds [Bor98] for weekly holomorphic modular forms, and later
Bruinier and Funke [BF04] generalized the lift to make it work on harmonic weak Maass forms and most
importantly proved that Φ(z, g, f) is a Green function for the divisor Z(f) =
∑
m>0 Z(m, c
+(−m)) in
the sense of Arakelov geometry in the normalization of [Sou92].
Associated to the quadratic subspace V0 is a holomorphic modular form θ0(τ) of weight
n
2 − d valued
in S(V0(Af ))∨ defined in a similar way as the Siegel theta function θ(τ, z, g). Associated to W is an
incoherent Hilbert Eisenstein series EW (~τ , s,1) of weight (1, · · · , 1) on F valued in S(W (AF,f ))∨. This
Eisenstein series is automatically zero when s = 0 and let EW (τ) be the ‘holomorphic part’ of E′W (τ∆, 0,1)
as defined in [BKY12].
For a function Θ on XK , we define its value on CM cycles to be
Θ(Z(T, h0, g)) =
2
wK,T,g
∑
t∈T (Q)\T (Af )/KgT
Θ(h0, tg).
Then we have the following main theorem on CM values of Green function.
Theorem 1.1. Let χ : F×\A×F → C× be the quadratic Hecke character associated to E/F and
Λ(s, χ) = N
s
2
F/Q(∂F dE/F )
(
π−
s+1
2 Γ
(
s+ 1
2
))d+1
L(s, χ)
be the normalized L-function, where ∂F is the different of F , dE/F is the relative discriminant of E/F .
Note that Λ(0, χ) = L(0, χ).
Then for a K-invariant harmonic weak Maass form f of weight 1− n
2
with principle part f+, we have
Φ(Z(W ), f) =
deg(Z(T, z±0 ))
Λ(0, χ)
(
CT[〈f+, θ0 ⊗ EW 〉]− L∗,′W (0, ξ(f))
)
,
where Z(W ) is the sum of Galois conjugates of Z(T, z±0 , 1) and
LW (s, g) = 〈g(τ), θ0 ⊗ EW (τ△, s,1)〉Pet,
L∗W (s, g) = Λ(s+ 1, χ)LW (s, g)
are a Rankin-Selberg convolution L-function and its completion for a cusp form g of weight
n
2
.
The special case when f is weakly holomorphic is of special interest. According to Borcherds [Bor98],
there is a unique (up to a constant of modulus 1) meromorphic form Ψ(z, g, f) on XK on G = GSpin(V )
of weight c+(0, 0) satisfying
divΨ(f) = Z(f), and − log ||Ψ(z, g; f)||2Pet = Φ(z, g; f),
where || · ||2Pet is the normalized Petersson metric. We also know ξ(f) = 0 and f+ = f in this case. So
we have
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Corollary 1.2. Let f ∈M !1−n2 ,ρ¯ be a K-invariant weakly holomorphic modular form, and let Ψ(z, g; f)
be the associated Borcherds lifting of f as above. Then
(1.1) − log ||Ψ(Z(W ), f)||2Pet =
deg(Z(T, z±0 ))
Λ(0, χ)
CT[〈f, θ0 ⊗ EW 〉].
Next, the first non-trivial example that has not been covered by previous studies of ’big’ and ’small’
CM cycles is the case where n = 3, d = 1. It is well-known that Siegel 3-folds are special cases of
orthogonal Shimura varieties of signature O(3, 2). So our next attempt is to apply our main theorem to
this case.
Classically, Siegel upper half plane is defined as
H2 = {τ ∈M2×2(C) | τ symmetric and Im(τ) positive definite}
and symplectic group Sp4(Q) acts on H2 by fractional linear transformation. One can define congruence
subgroups
Γ2(N) = ker(Sp4(Z)→ Sp4(Z/NZ)).
For the application to Siegel 3-fold, we actually mean the following quotient space
X2(2) = Γ2(2)\H2.
In order to apply our main theorem, we also need to realize X2(2) in our setup of orthogonal Shimura
variety. Please check Sections 9.2.1 and 9.2.2 for details. In particular, we identify W with E˜, where
E is a quartic CM field with totally real subfield F = Q(
√
D) and CM type Σ = {σ1, σ2} and E˜ is the
reflex field of (E,Σ).
Our next focus is to give the CM 0-cycles Z(W ) defined above on X2(2) a moduli description.
First, it is known that X2(2) parametrizes principally polarized abelian schemesA = (A, λ, ψ : A[2]
∼→
(Z/2Z)4) with A an abelian scheme of relative dimension 2 over C with 2-torsion A[2], a principally
polarization λ : A → A∨ satisfying some inherent conditions, and ψ preserves the symplectic forms
between the Weil pairing on A[2]×A∨[2] and the standard symplectic pairing on (Z/2Z)4.
Next, if we define CMΣ2 (E) to be the set of isomorphic classes of principally polarized CM abelian
schemes A = (A, κ, λ, ψ : A[2]
∼→ (Z/2Z)4) of CM type (OE ,Σ) with an OE-action κ : OE →֒ End(A),
there will be a map
j : CM2(E) =
∐
Σ
CMΣ2 (E)→ X2(2).
which defines a CM point on X2(2).
Via this moduli description, we are able to give z±0 a geometric interpretation on Siegel upper half
plane. Please check Section 9.4.2 for details. Let T = {z ∈ E× | zz¯ ∈ Q×}. We could construct a CM
cycle
Z(W ) = Z(A) = T (Q)\{z±0 } × T (Af)/KT ,
which has a C(T )-action with C(T ) = T (Q)\T (Af)/KT .
Now let z ∈ H2 and a quadruple (x, y) = (x1, x2, y1, y2) ∈ {0, 1}4, the Siegel theta constant of
characteristic (x, y) is defined as
θSx,y(z) =
∑
m∈Z2
exp
(
πi
(
m+
x
2
)
z
(
m+
x
2
)t
+ 2πi
(
m+
x
2
)(y
2
)t)
.
The function θSx,y(z) is a Siegel modular form of weight
1
2
for the modular group Γ2(2). A quadruple
(x, y) as above is called even if xty = 0, i.e. x1y1 + x2y2 ≡ 0 (mod 2). There are 10 even quadruples and
it is well-known that θSx,y 6= 0 if and only if (x, y) is even.
For each even pair (x, y), Lippolt constructed in [Lip08] an weakly holomorphic modular form fx,y of
weight −1/2 valued in SL such that
θSx,y(z) = Ψ(z, fx,y) or − log ‖θSx,y(z)‖2Pet = Φ(z, fx,y)
is the Borcherds lifting of fx,y in the fashion of Theorem 6.4. Then a direct consequence of Corollary 1.2
is
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Theorem 1.3. Notation as above. Let L be an even integral lattice in V , L0 = L ∩ V0 and M =
L∩ResF/QW . Let L′, L′0, M ′ be their corresponding duals. Then there is a surjection ̟ : L′/(L0⊕M)→
L′/L and we have
− log ‖θSx,y(Z(A))‖2Pet = CE · CT
 ∑
µ∈L′/L
∑
(µ0,µ1)∈̟−1(µ)
fx,y,µθ0(ϕµ0,L0)EW (ϕµ1,M )
 ,
where
CE =
deg(Z(A))
Λ(0, χ)
=
4
ωE
|C(T )|
Λ(0, χ)
,
with ωE being the number of roots of unity in E and CT[
∑
n∈Z anq
n] = a0.
Remark 1.4. Here I use the lattice version of main Theorem 8.2 to derive the formula for purpose of
computation. Please check Section 8.2 for details of ̟, fx,y,µ, θ0(ϕµ0,L0) and EW (ϕµ1,M ).
Furthermore, we can also derive a formula for special values λk(Z(A)), k = 1, 2, 3 for Rosenhain
lambda invariants at these CM cycles in Theorem 10.3. In particular, the formula can be used to give
bounds on the denominators in the coefficients of Rosenhain lambda invariants’ minimal polynomials,
which is essential in the study of genus two curve cryptography as in [CDSLY14]. We also would like to
remark that other algebraic properties of Rosenhain lambda invariants are also quite interesting, as the
author has explored thoroughly that of modular lambda invariants with Yang and Yin in [YYY18]. The
study of Rosenhain lambda invariants is more complex and challenging and we would like to present it
in a sequel.
Finally, we also show that similar results are also true for unitary Shimura varieties of type (n, 1) in
Section 11.
2. Orthogonal Shimura Varieties
For a number field F , we denote the ade`les of F by AF and the finite ade`les by Fˆ = F ⊗Z Zˆ. In
particular, if F = Q, we simply write A for AQ and Af for the finite ade`les of Q. Let (V,QV ) be a rational
quadratic space of signature (n, 2) for some positive integer n. Let G = GSpin(V ) be the general Spin
group of V over Q which satisfies the exact sequence
1→ Gm → G = GSpin(V )→ SO(V )→ 1
and let K ⊂ G(Af ) be a compact open subgroup. Let D be the associated hermitian symmetric domain
of oriented negative 2-planes in V (R) = V ⊗Q R, and let XK be the canonical model of Shimura variety
over Q associated to Shimura datum (G,D) whose C-points are
XK(C) = G(Q)\(D×G(Af )/K).
Let d ≤ n/2 be a non-negative integer and assume there is a totally real number field F of degree
d+ 1 and a 2-dimensional F -quadratic space (W,QW ) of signature
sig(W ) = ((0, 2), (2, 0), . . . , (2, 0))
with respect to the d + 1 R-embeddings {σj}dj=0 such that there exists a positive definite subspace
(V0, QV |V0) of (V,QV ) of dimension n− 2d satisfying
V ∼= V0 ⊕ ResF/QW,(2.1)
QV (x) = QV (x0) + trF/QQW (xW ),
if x ∈ V maps to x0+xW under (2.1). For abuse of language, we’ll simply write V = V0⊕ResF/QW . For
future reference, let us denote ResF/QW by W0. Then there is an orthogonal direct sum decomposition
V (R) = V0(R)⊕
(⊕jWσj ) , Wσj =W ⊗F,σj R
with respect to the quadratic form QV . The negative 2-plane Wσ0 gives rise to two points z
±
0 in D with
two orientations.
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2.1. CM Cycles. Let T = ResF/QGSpin(W ). There is a homomorphism
(2.2) T = ResF/QGSpin(W )→ GSpin(V ) = G
as algebraic groups over Q, whose real points, gives rise to the homomorphism
(2.3) T (R) =
∏
j
GSpin(Wσj )→ GSpin(V ⊗Q R) = G(R),
associated to the decomposition (2.1). We define T˜ to be the image of (2.2).
A more explicit description of T can be given as follows using Clifford algebra.
Recall that the Clifford algebra C(V ) is defined as the quotient algebra ⊗V/I(V ), where ⊗V is the
tensor algebra over V , I(V ) is the ideal generated by all elements of the form
v ⊗ v −Q(v)1 for all v ∈ V.
It has a main involution i(v1⊗· · ·⊗ vm) = vm⊗· · ·⊗ v1, a degree map deg(v1⊗· · ·⊗ vm) = m, a natural
grading C(V ) = C0(V ) ⊕ C1(V ) and a canonical embedding V → C1(V ), where Ck(V ) = {v ∈ C(V ) |
deg(v) ≡ k mod 2}. C0(V ) and C1(V ) are usually called the even and odd Clifford algebras respectively.
Therefore, we could define
GSpin(V ) = {g ∈ C0(V )× | gi(g) = ν(g) and gV g−1 = V },
Spin(V ) = {g ∈ GSpin(V ) | ν(g) = 1},
where ν(g) is the Spin character.
Actually, T is a torus associated to the CM number field E = F (
√− detW ). Indeed, we can prove
that T (Q) = E×.
First, if we fix an orthogonal basis e, f for W , then the Clifford algebra CF (W ) is 4-dimensional
F -vector space generated by 1, e, f, ef , satisfying e2 = QW (e), f
2 = QW (f) and ef = −fe. On one
hand, the even part C0F (W ) of CF (W ) is F -vector space generated by 1, ef with (ef)
2 = efef =
−e2f2 = −QW (e)QW (f), which is totally negative under all embeddings F →֒ R. So C0F (W ) is nothing
but pure imaginary quadratic extension E = F (
√
−QW (e)QW (f)) = F (
√− detW ). Finally, T (Q) =
ResF/QGSpin(W )(Q) = E× as they are invertible elements in C0(W ) in general. On the other hand,
the odd part of the Clifford algebra C1F (W ) = W is generated by e, f . Since QW (e), QW (f) ∈ F , we
could view W = Ee = E with QW (x) = QW (e)xx¯.
We will have the following exact sequences
1 // ResF/QGm //
NF/Q

T = ResF/QGSpin(W ) //

ResF/QSO(W ) //
=

1
1 // Gm //
=

T˜ //

ResF/QSO(W ) // _

1
1 // Gm // G = GSpin(V ) // SO(V ) // 1
as algebraic groups over Q with their Q-points on the top row satisfying another exact sequence
1 // F× // E× // E1 // 1
If we fix an identification S = ResC/RGm
∼→ GSpin(Wσ0), we obtain a homomorphism h0 : S → GR
as algebraic groups over R corresponding to the inclusion in the first factor in (2.3). Let {e0, f0} be a
standard oriented basis of Wσ0 ⊂ V ⊗ R. Then it is easy to check that the following map
gh0g
−1 7→ Rge0 + Rgf0
gives a bijection of G(R)-conjugacy class of h0 and D, the set of oriented negative 2-planes in V ⊗Q R.
We will not distinguish between the two interpretations of D. In particular, the two points z±0 in D
described earlier correspond to the two different orientations determined by h0, or {e0, f0}, or the two
extensions of σ0 : F →֒ C to E →֒ C.
By construction, h0 will factor through TR. So we have, for any g ∈ G(Af ), a special 0-cycle in XK
according to [Mil90]
(2.4) Z(T, h0, g)K = T (Q)\(h0 × T (Af )/KgT )→ XK , [h0, t] 7→ [h0, tg]
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where KgT is the preimage of gKg
−1 ⊂ G(Af ) in T (Af ). We will usually drop the subscript K and
identify Z(T, h0, g) with its image in XK , but every point in Z(T, h0, g) is counted with multiplicity
2
wK,T,g
and wK,T,g is the number of roots of unity in T (Q)∩KgT . In particular, for a function Θ on XK ,
we have
(2.5) Θ(Z(T, h0, g)) =
2
wK,T,g
∑
t∈T (Q)\T (Af )/KgT
Θ(h0, tg).
When g = 1, we will further abbreviate notation and write Z(T, h0) for Z(T, h0, 1).
Remark 2.1. It is not hard to show that Z(T, h0, g) = Z(T˜ , h0, g), since T˜ is the image of T → G.
For general theory, we are still going to use T for the torus. However, for computation purpose in the
application, T˜ is actually the more useful one.
As mentioned in the introduction section, when n is even and d = n/2, T becomes a maximal torus
and this reduces to the case of ’big’ CM cycles in [BKY12]. On the other hand, when d = 0, then F = Q,
E will automatically become an imaginary quadratic field, which will reduce to the case of ’small’ CM
cycles in [BY09].
Next, we would like to define a formal sum Z(W ) of Z(T, h0, g) with its all Galois conjugates following
[BKY12].
First, the 0-cycle Z(T, h0) is defined over σ0(E), the reflex field of (T, h0). Let us now describe its
Galois conjugates.
For j ∈ {0, . . . , d}, let W (j) be the unique (up to isomorphism) quadratic space over F such that
W (j)⊗F Fv and W ⊗F Fv are isometric for all finite place v of F , and that
(2.6) sig(W (j)) = ((2, 0), . . . , (2, 0), (0,2)︸︷︷︸
j
, (2, 0), . . . , (2, 0)).
Note that, although the quadratic spaces W and W (j) over F are not isomorphic for j 6= 0, there is an
isomorphism C0F (W (j))
∼= C0F (W ) = E of their even Clifford algebras. Let V (j) = V0⊗ResF/QW (j) with
quadratic formQV (j)(x) = QV (x0)+trF/QQWj (xW ) for x = x0+xW under the orthogonal decomposition
(2.1). The signature of V (j) is still (n, 2) and the quadratic spaces V and V (j) are isomorphic over Q.
If we fix an isomorphism
(2.7) V (j)
∼→ V,
we could identify V (j) with V . Let T (j) = ResF/QGSpin(W (j)) and h0(j) : S → GR be the ho-
momorphism defined in a similar way how we define h0. As noted above, there is an isomorphism
C0F (W (j))
∼= C0F (W ) = E of their even Clifford algebras. Therefore, as invertible elements in even Clif-
ford algebra, T (j) = ResF/QGSpin(W (j)) and T = ResF/QGSpin(W ) are isomorphic. For g ∈ G(Af ),
the analogue of the construction above yields a special 0-cycle Z(T (j), h0(j), g) on XK defined over
σj(E).
Remark 2.2. If F/Q is Galois, we have the following explicit construction of W (j).
Let α = QW (e0), β = QW (f0) ∈ F× satisfying
σi(α) > 0, i > 0, σ0(α) < 0.
Then essentially, W (j) =W as an F -vector space but with a different quadratic form
QW (j)(e0) = αj , QW (j)(f0) = βj
where αj , βj are Galois conjugates of α, β, respectively, satisfying
σi(αj) > 0, i 6= j, σj(αj) < 0,
σi(βj) > 0, i 6= j, σj(βj) < 0.
Hence we have trF/QQW (j) = trF/QQW . Therefore, the following decomposition holds for any j
V = V0 ⊕ ResF/QW (j),
QV (x) = QV (x0) + trF/QQW (j)(xW )
We fix an Fˆ -linear isometry
µj :W (j)(Fˆ )
∼→W (Fˆ ).
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Noting that there are canonical identifications W (j)(Fˆ ) = W0(j)(Af ) and W (Fˆ ) = W0(Af ), and using
the fixed identification of V and V (j), there is a unique element gj,0 ∈ O(V )(Af ) such that the isometry
µj can be expressed by g
−1
j,0 on V (Af ).
Modifying the isometry µj by an element of O(W )(Fˆ ), if necessary, we can assume that gj,0 ∈
SO(V )(Af ). For any element gj ∈ G(Af ) with image gj,0 ∈ SO(V )(Af ), the finite ade`les of the tori T (j)
and T are related, as subgroups of G(Af ), by
T (j)(Af ) = gjT (Af )g−1j ,
and hence
K
gj
T (j) = gjKT g
−1
j .
These relations depend only on the image gj,0 of gj .
The reciprocity laws for the action of Aut(C) on special points of Shimura varieties yields the following
lemma.
Lemma 2.3 ([BKY12, Lemma 2.2]). Let the notation be as above and let τ ∈ Aut(C/Q).
(1) If τ = σj ◦ σ−10 on σ0(E), then
τ(Z(T, h0)) = Z(T (j), h0(j), gj).
(2) If τ is complex conjugation, then
τ(Z(T, h0)) = Z(T, h
−
0 ),
where h−0 is the map from S→ GR induced by S→ GSpin(Wσ0 ), z 7→ z.
We will write
Z(T (j), h±0 (j), gj) = Z(T (j), h
+
0 (j), gj) + Z(T (j), h
−
0 (j), gj).
We will also write z±0 (j) ∈ D for the oriented negative two planes in V (R) associated to h±0 (j). Let
(2.8) Z(W ) =
d∑
j=0
Z(T (j), h±0 (j), gj) ∈ Zn(XK).
Then Z(W ) is a CM 0-cycle defined over Q.
3. Special Divisors
Let x ∈ V be a vector with QV (x) > 0, Vx be the orthogonal complement of x in V with respect to
QV and Gx be the stabilizer of x in G. Clearly, Gx ∼= GSpin(Vx). The sub-Grassmannian
Dx = {z ∈ D | z ⊥ x}
defines a divisor of D. For g ∈ G(Af ), there is a natural map
(3.1) Gx(Q)\Dx ×Gx(Af )/(Gx(Af ) ∩ gKg−1)→ XK , [z, gx] 7→ [z, gxg].
This map is actually an injection, so its image defines a divisor Z(x, g,K) on XK . The natural divisor
is not stable under pullback of morphism XK1 → XK2 where K1 ⊂ K2, so Kudla in [Kud97] defines a
special divisor as a weighted sum of natural divisors which has nice properties. To define the special
divisor, let m ∈ Q>0 and ϕ ∈ S(V (Af ))K , the space of K-invariant Schwartz functions on V (Af ). If we
fix an x0 ∈ V with QV (x0) = m > 0, we define the following special divisor
(3.2) Z(m,ϕ) =
∑
g∈Gx0 (Af )\G(Af )/K
ϕ(g−1x0)Z(x0, g).
It is a divisor on XK with complex coefficients. Note that, since ϕ has compact support in V (Af ) and
K is open, the sum is actually finite. If there is no x0 ∈ V such that QV (x0) = m, we set Z(m,ϕ) = 0.
Proposition 3.1 ([BKY12, Proposition 3.1]). Let notation be as above. Then Z(m,ϕ) and Z(T (j), h±0 (j), gj)
do not intersect in XK .
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4. Weil Representation
Let (V, (, )V ) still be the quadratic space defined above and (Q⊕2, 〈, 〉) the standard 2-dimensional
non-degenerate symplectic space over Q. Then (Ω = V ⊗Q Q⊕2, 〈, 〉Ω = (, )V ⊗ 〈, 〉) is also a symplectic
space over Q. Let S˜L2,A (resp. S˜pΩ,A) be the metaplectic double cover of SL2,A (resp. Sp(Ω)A).Then we
have the following group homomorphisms on A
O(V )A × S˜L2,A //

S˜pΩ,A

O(V )A × SL2,A // SpΩ,A
.
If we identify Ω = V ⊗Q Q⊕2 = V ⊕2. Then by Stone-von Neumann theorem and construction of
Weil representation, for any non-trivial additive character ψ : Q\A → C×, there exists a unique (up to
isomorphism) Weil representation ω = ωψ of S˜L2(A) on S(V (A)) with central character ψ.
By Weil, there always exists a canonical splitting
(4.1) η : SL2(Q)→ S˜L2,A.
Let us fix the non-trivial additive character ψ to be the canonical unramified additive character of
Q\A with ψ∞(x) = e2πix for x ∈ R.
Note that we can identify S˜L2(R) with{
(γ, ǫ)
∣∣∣∣γ = (a bc d
)
∈ SL2(R), ǫ(τ)2 = cτ + d
}
,
and the group multiplication is given by
(γ1, ǫ1(τ))(γ2, ǫ2(τ)) = (γ1γ2, ǫ1(γ2τ)ǫ2(τ)).
Let K ′ be the full inverse image of K = SL2(Zˆ) in ˜SL2(Af ). Then for any γ˜ = (γ, ǫ) ∈ S˜L2(Z) ⊂
S˜L2(R), η(γ) ∈ S˜L2(A) under the splitting (4.1) can be written as γˆγ˜, where γˆ = (γ, ǫˆ) ∈ K ′ is the finite
ade`les part and γ˜ is the infinity ade`les part. In other words, there exists a unique γˆ ∈ K ′, such that
η(γ) = γ˜γˆ. Then we can define
(4.2) ρ(γ˜)ϕ = ω¯f (γˆ)ϕ,
where ωf is the restriction of ω to ˜SL2(Af ). Then ρ becomes a representation of S˜L2(Z) on S(V (Af )).
And note that the conjugation ρ¯ of ρ is thus the restriction of ω to the subgroup S˜L2(Z).
5. Siegel Theta Functions
Associated to the quadratic space (V,QV ) is the reductive pair (O(V ), SL2) and the Weil representation
ω = ωV,ψ of ˜SL2(Af ) on S(V (Af )). Recall in Section 4, for any γ˜ = (γ, ǫ) ∈ S˜L2(Z) ⊂ S˜L2(R),
η(γ) ∈ S˜L2(A) under the splitting (4.1) can be written as γˆγ˜, where γˆ = (γ, ǫˆ) is the finite ade`les
part and γ˜ is the infinity ade`les part. The groups ˜SL2(Af ) and G(Af ) act on the space S(V (Af )) of
Schwartz-Bruhat functions of V (Af ) via the Weil representation ω = ωψ.
For z ∈ D, one has decomposition
V (R) = z ⊕ z⊥, x = xz + xz⊥ .
Let (x, x)z = −(xz , xz)V + (xz⊥ , xz⊥)V and define the associated Gaussian by
ϕ∞(x, z) = e−π(x,x)z ,
which belongs to S(V (R)). It has invariance property ϕ∞(gx, gz) = ϕ∞(x, z) for any g ∈ G(R). More-
over, it has weight n/2 − 1 under the action of the maximal compact subgroup K ′∞, where K ′∞ is the
full inverse image in S˜L2(R) of K∞ = SO2(R) ⊂ SL2(R).
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Then, following [BY09], for any τ = u + iv ∈ H and [z, g] ∈ XK , the theta function θV (τ, z, g) =
θ(τ, z, g), as a linear functional on S(V (Af )), is given by
θ(τ, z, g)(ϕ) =
∑
x∈V
w(g′τ )ϕ∞(x, z)ϕ(g
−1x),(5.1)
= v
∑
x∈V
e(QV (xz⊥)τ +QV (xz)τ )⊗ ϕ(g−1x),
where g′τ = (gτ , v
− 14 ) ∈ S˜L2(R) with
gτ =
(
v
1
2 uv−
1
2
0 v−
1
2
)
∈ SL2(R).
Here g acts on V via its image in SO(V ). The theta kernel function θ(τ, z, g)(ϕ) is a modular form of
weight n/2− 1 with respect to τ and an automorphic function on XK with respect to [z, g].
Lemma 5.1. As a function on S(V (Af )) = S(V0(Af ))⊗ S(W (Fˆ )), we have
θV = θ0 ⊗ θW ,
where θV , θ0 and θW are theta kernel functions associated to V, V0 and W respectively.
Proof. Let ϕ∞,V and ϕ∞,W be the same function ϕ∞ defined above associated to V and W respectively,
and let ϕ∞,V0 be the Gaussian e
−π(x0,x0)V for x0 ∈ V0. Then one has
ϕ∞,V (x, z) = ϕ∞,V0(x0)ϕ∞,W (xW ), if x = x0 + xW under (2.1).
So for ϕ = ϕ0 ⊗ ϕW ∈ S(V0(Af )) ⊗ S(W (Fˆ )) = S(V (Af )), one has for τ ∈ H, g0 ∈ GSpin(V0)(Af ) and
[z, g] ∈ Z(W ),
θV (τ, z, g0g)(ϕ) = θ0(τ, g0)(ϕ0)θW (τ, z, g)(ϕW ).

6. Automorphic Green Functions
6.1. Harmonic Weak Maass Forms.
Definition 6.1 (Harmonic Weak Maass Forms). A smooth function f : H → S(V (Af )) is called a
harmonic weak Maass form of weight k with respect to S˜L2(Z) and the Weil representation ρ¯ = ω|S˜L2(Z)of
S˜L2(Z) on S(V (Af )) if the following is satisfied:
(1) f |k,ρ¯γ˜ = f for all γ˜ = (γ, ǫ) ∈ S˜L2(Z), where
f |k,ρ¯γ˜(τ) = ǫ(τ)−2k(ρ¯(γ˜))−1f(γτ),
i.e. we have
f(γτ) = ǫ(τ)2k ρ¯(γ˜)f(τ);
(2) There is an S(V (Af ))-valued Fourier polynomial
Pf (τ) =
∑
n≤0
c+(n)qn,
where c+(n) ∈ S(V (Af )), such that f(τ) − Pf (τ) = O(e−εv) as v →∞ for some ε > 0;
(3) ∆kf = 0, where
∆k := −v2
(
∂2
∂u2
+
∂2
∂v2
)
+ ikv
(
∂
∂u
+ i
∂
∂v
)
is the usual weight k hyperbolic Laplacian operator.
The Fourier polynomial Pf is called the principal part of f . We denote the vector space of all harmonic
weak Maass forms of weight k associated with ρ¯ by Hk,ρ¯. f ∈ Hk,ρ¯ has the following Fourier expansion
(6.1) f(τ) = f+(τ) + f−(τ) =
∑
n≥n0
c+(n)qn +
∑
n<0
c−(n)Γ
(n
2
, 4π|n|v
)
qn,
where Γ(a, t) =
∫∞
t
xa−1e−x dx is the incomplete Gamma function, v is the imaginary part of τ ∈ H
and c±(n) ∈ S(V (Af )). We refer to f+ as the holomorphic part and f− as the non-holomorphic part
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of f . In particular, we call f weakly holomorphic if f− = 0. Let M !k,ρ¯ be the vector space of all weakly
holomorphic modular forms of weight k associated with ρ¯.
Recall that there is an anti-linear differential operator ξ = ξk : Hk,ρ¯ → S2−k,ρ, defined by
(6.2) f(τ) 7→ ξ(f)(τ) := 2ivk ∂
∂τ¯
f(τ),
here S2−k,ρ stands for the vector space of all cusp forms of weight 2− k associated with ρ.
By [BF04], one has an exact sequence
(6.3) 0→M !k,ρ¯ → Hk,ρ¯
ξ→ S2−k,ρ → 0
6.2. Regularized Theta Lifts. Now we consider the regularized theta integral as a limit of truncated
integrals as follows
(6.4) Φ(z, g, f) =
∫ reg
F
〈f(τ), θ(τ, z, g)〉 dµ(τ) = CTs=0
[
lim
T→∞
∫
FT
〈f(τ), θ(τ, z, g)〉v−s dµ(τ)
]
,
where CTs=0[F ] means the constant term in the Laurent expansion of the function F at s = 0 and
FT = {τ ∈ F | Im τ ≤ T },
is the truncated fundamental domain.
This theta lift was first studied by Borcherds [Bor98] for weakly holomorphic modular forms and got
its name “Borcherds lift” and later Bruinier and Funke [BF04] generalized the lift to make it work on
harmonic weak Maass forms and most importantly proved that
Theorem 6.2 ([BF04]). Let f : H→ S(V (Af ))K with same notations as above. The function Φ(z, g, f)
is smooth on XK\Z(f), where
Z(f) =
∑
m>0
Z(m, c+(−m)).
It has a logarithmic singularity along the divisor −2Z(f). The (1, 1)-form ddcΦ(z, g, f) can be continued
to a smooth form on all of XK . And we have the Green current equation
ddc[Φ(z, g, f)] + δZ(f) = [dd
cΦ(z, g, f)],
where δZ denotes the Dirac current of a divisor Z. Moreover, if ∆z denotes the invariant Laplacian
operator on D, normalized in [Bru02], we have
∆zΦ(z, g, f) =
n
4
· c+(0)(0).
In particular, the theorem implies that Φ(z, g, f) is a Green function for the divisor Z(f) in the sense
of Arakelov geometry in the normalization of [Sou92]. Moreover, we see that Φ(z, g, f) is harmonic when
c+(0)(0) = 0. It is often called the automorphic Green function associated with Z(f).
Theorem 6.3 ([Bru02]). There exists fm,ϕ ∈ H1−n/2(S(V (Af ))), such that Z(m,ϕ) = Z(f). Moreover,
fm,ϕ is unique when n > 2 or n = 2 and V is anisotropic.
Theorem 6.4 ([Bor98]). Assume f ∈ M !1−n/2,ρ¯ such that c+(−m) is integral valued for all m > 0.
Then there exists a unique (up to a constant of modulus 1) meromorphic modular form Ψ(z, g, f) on
G = GSpin(V ) of weight c+(0)(0) satisfying
divΨ(f) = Z(f), and − log ||Ψ(z, g, f)||2Pet = Φ(z, g, f),
where
||Ψ(z±, g, f)||2Pet = |Ψ(z±, g, f)|2(4πeΓ
′(1)y+y−)c
+(0,0)
is the normalized Petersson metric. Moreover, Ψ(z, g, f) has an infinite converging product expansion
near a cusp if any.
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7. Eisenstein Series
Let us fix the non-trivial character ψ to be the canonical unramified additive character of Q\A with
ψ∞(x) = e2πix for x ∈ R. Let ψF be
ψF = ψ ◦ trF/Q .
Following Section 4, there is a unique Weil representation ω = ωψF of
˜SL2(AF ) on S(W (AF )) associ-
ated to the quadratic space (W, (, )W ) and a non-trivial additive character ψF . In our case dimF W = 2
is even, it is well-known that the Weil representation actually factors through SL2(AF ).
Let χ : F×\A×F → C× be the quadratic Hecke character associated to E/F . Let B be the Borel
subgroup of SL2. Then B has a decomposition B = NM that satisfies for any F -algebra R, we have
N = {n(b) | b ∈ R}, M = {m(a) | a ∈ R×}, where
n(b) =
(
1 b
0 1
)
, m(a) =
(
a 0
0 a−1
)
.
Then χ is also the quadratic Hecke character associated to W , and there is an SL2(AF )-equivariant map
(7.1) λ =
∏
λv : S(W (AF ))→ I(0, χ), λ(ϕ)(g) = ω(g)ϕ(0)
Here I(s, χ) = Ind
SL2(AF )
B(AF )
(χ · | |s) is the principal series, whose sections are smooth functions Φ on
SL2(AF ) such that
Φ(n(b)m(a)g, s) = χ(a)|a|s+1Φ(g, s)
for any a ∈ A×F , b ∈ AF and g ∈ SL2(AF ).
Φ is called standard if Φ|K is independent of s, where K = SL2(OˆF )SO2(R)d+1 is the maximal
compact open subgroup of SL2(AF ). And it is called factorizable if Φ = ⊗Φv, with Φv ∈ I(s, χv).
For a standard section Φ ∈ I(s, χ), its associated Eisenstein series is defined as
EW (g, s,Φ) =
∑
γ∈B(F )\SL2(F )
Φ(γg, s).
For simplicity, we denote EW simply by E in this section from now on.
By general theory of Eisenstein series, the summation defining E(g, s,Φ) is absolutely convergent when
Re(s) is sufficiently large, and has meromorphic continuation to the whole complex plane with finitely
many poles. The meromorphic continuation is holomorphic along Re(s) = 0 and satisfies a functional
equation in s 7→ −s. Furthermore, there is a Fourier expansion
E(g, s,Φ) =
∑
t∈F
Et(g, s,Φ),
where
Et(g, s,Φ) =
∫
F\AF
E(n(b)g, s,Φ) · ψF (−bt) db.
Here db is the Haar measure on F\AF self-dual with respect to ψF . If Φ = ⊗Φv is factorizable and
t ∈ F×, there is a factorization
Et(g, s,Φ) =
∏
v
Wt,v(gv, s,Φv),
where
Wt,v(gv, s,Φv) =
∫
Fv
Φv(w
−1n(b)gv, s) · ψFv (−bt) db,
and w =
(
0 1
−1 0
)
.
For ϕ ∈ S(Wf ), let Φf be the standard section associated to λf (φ) ∈ I(0, χf). For each real embedding
σi : F →֒ R, the maximal compact subgroup Kσi ∼= SO2(R) is abelian with character kθ 7→ eikθ indexed
by k ∈ Z. Using the decomposition SL2(Fσi) = B(Fσi ) ·Kσi and the fact that χ is odd, it follows that
I(s, χC/R) = I(s, χEσi/Fσi ) =
⊕
k odd
CΦkσi ,
where Φkσi ∈ I(s, χC/R) is the unique standard section satisfying
Φkσi(n(b)m(a)kθ) = χC/R(a)|a|s+1eikθ,
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for a ∈ R×, b ∈ R, and kθ =
(
cos θ sin θ
− sin θ cos θ
)
∈ SO2(R). Then for ~τ = ~u + i~v ∈ Hd+1 and a standard
section Φf ∈ I(s, χf ), we define
E(~τ , s, ϕ,1) = NF/Q(v)
− 12E(g~τ , s,Φf ⊗ Φ1∞),
where Φ1∞ = ⊗di=0Φ1σi and g~τ = n(~u)m(~v1/2) viewed as an element of SL2(AF ) with trivial non-
archimedean components.
It is a non-holomorphic Hilbert modular form of parallel weight 1. We further normalizeE∗(~τ , s, ϕ,1) =
Λ(s+ 1, χ)E(~τ , s, ϕ,1), where
Λ(s, χ) = N
s
2
F/Q(∂F dE/F )
(
π−
s+1
2 Γ
(
s+ 1
2
))d+1
L(s, χ),
and ∂F is the different of F , dE/F is the relative discriminant of E/F .
The Eisenstein series is incoherent in the sense that all Φv except Φσ0 come from some λ(ϕv). This
forces E∗(~τ , 0, ϕ,1) = 0 automatically.
Proposition 7.1 ([BKY12, Proposition 4.6]). Let ϕ ∈ S(W (Fˆ )). For a totally positive element t ∈ F×+ ,
let a(t, ϕ) be the t-th Fourier coefficient of E∗,′(~τ , 0, ϕ,1) and write the constant term of E∗,′(~τ , 0, ϕ,1)
as
ϕ(0)Λ(0, χ) logN(~v) + a0(ϕ).
Let
E(τ, ϕ) = a0(ϕ) +
∑
m∈Q+
am(ϕ)q
m,
where
am(ϕ) =
∑
t∈F×+ ,trF/Q t=m
a(t, ϕ).
Finally, write τ△ = (τ, · · · , τ) for the diagonal image of τ ∈ H in Hd+1, then
E∗,′(τ△, 0, ϕ,1)− E(τ, ϕ)− ϕ(0) (d+ 1)Λ(0, χ) log v
is of exponentially decay as v goes to infinity. Moreover,
an(ϕ) =
∑
p
an,p(ϕ) log p
with an,p(ϕ) ∈ Q(ϕ), the subfield of C generated by the values ϕ(x), x ∈W (Fˆ ) = V (Af ).
Lemma 7.2 ([BKY12, Lemma 4.3]).
−2∂¯j(E′W (~τ , 0,1)dτσj ) = EW (~τ , 0,1(j))dµ(τσj ).
Proposition 7.3 ([BKY12, Proposition 4.5]).
θW (τ, Z(T (j), h
±
0 (j), gj)) =
1
2
deg(Z(T, h±0 )) · EW (τ△, 0,1(j)).
8. Main Theorem
8.1. CM Values of Green Functions. Now we are ready to state and prove our main general formula.
Theorem 8.1. For a K-invariant harmonic weak Maass form f ∈ H1−n/2,ρ¯ with f = f+ + f− as in
(6.1) and with notation as above,
Φ(Z(W ), f) =
deg(Z(T, z±0 ))
Λ(0, χ)
(
CT[〈f+, θ0 ⊗ EW 〉]− L∗,′W (0, ξ(f))
)
,
where
LW (s, g) = 〈g(τ), θ0 ⊗ EW (τ△, s,1)〉Pet,
L∗W (s, g) = Λ(s+ 1, χ)LW (s, g)
are a Rankin-Selberg convolution L-function and its completion for g ∈ S1+n/2,ρ.
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Proof. First, by Lemma 7.2 and Proposition 7.3, we have
Φ(Z(T (j), z0(j), gj), f) =
∫ reg
F
〈f(τ), θ(τ, Z(T (j), z0(j), gj))〉 dµ(τ)
=
∫ reg
F
〈f(τ), θ0(τ) ⊗ θW (τ, Z(T (j), z0(j), gj))〉 dµ(τ)
=
1
2
deg(Z(T, z0))
∫ reg
F
〈f(τ), θ0(τ) ⊗ EW (τ△, 0,1(j)) dµ(τ)〉
= − deg(Z(T, z0))
∫ reg
F
〈f(τ), θ0(τ) ⊗ ∂¯j(E′W (τ△, 0,1) dτ)〉.
Recall the definition 2.8 of Z(W ) as a sum of Z(T (j), z0(j), gj), we have
Φ(Z(W ), f) = −2 deg(Z(T, z0))
∫ reg
F
〈f(τ), θ0(τ) ⊗
d∑
j=0
∂¯j(E
′
W (τ
△, 0,1) dτ)〉
= −2 deg(Z(T, z0))
∫ reg
F
〈f(τ), θ0(τ) ⊗ ∂¯(E′W (τ△, 0,1) dτ)〉
= −2 deg(Z(T, z0))
∫ reg
F
d(〈f(τ), θ0(τ) ⊗ E′W (τ△, 0,1) dτ)〉)
+2 deg(Z(T, z0))
∫ reg
F
〈∂¯f(τ), θ0(τ) ⊗ E′W (τ△, 0,1) dτ)〉
= −2 deg(Z(T, z0))
Λ(1, χ)
I1 +
2deg(Z(T, z0))
Λ(1, χ)
I2,
where
I1 =
∫ reg
F
d(〈f(τ), θ0(τ) ⊗ E∗,′W (τ△, 0,1) dτ〉),
I2 =
∫ reg
F
〈∂¯f(τ), θ0(τ) ⊗ E∗,′W (τ△, 0,1) dτ〉.
Recall that
∂¯f(τ) = − 1
2i
v
n
2−1ξ(f) dτ¯ .
Thus,
〈∂¯f(τ), θ0(τ) ⊗ E∗,′W (τ△, 0,1) dτ〉 = −〈ξ(f), θ0(τ)⊗ E∗,′W (τ△, 0,1)〉v
n
2+1 dµ(τ)
is integrable over the fundamental domain F , and hence
I2 = −
∫
F
〈ξ(f), θ0(τ)⊗ E∗,′W (τ△, 0,1)〉v
n
2+1 dµ(τ) = −L∗,′W (0, ξ(f)).
By a similar argument in [Kud03], there is a unique constant A0 such that
I1 = lim
T→∞
(∫
FT
d(〈f(τ), θ0(τ) ⊗ E∗,′W (τ△, 0,1) dτ)〉) −A0 logT
)
= lim
T→∞
(I1(T )−A0 logT ).
By Stokes’ theorem, one has
I1(T ) =
∫
∂FT
〈f(τ), θ0(τ) ⊗ E∗,′W (τ△, 0,1) dτ)〉
= −
∫ iT+1
iT
〈f(τ), θ0(τ) ⊗ E∗,′W (τ△, 0,1)〉 dτ
= −
∫ iT+1
iT
〈f+(τ), θ0(τ) ⊗ E∗,′W (τ△, 0,1)〉 dτ +O(e−ǫT )
for some ǫ > 0 since f− is of exponential decay and E∗,′W is of moderate growth. Proposition 7.1 asserts
that
E∗,′W (τ
△, 0,1) = EW (τ) + Λ(0, χ)(d+ 1) log v +
∑
m∈Q>0
a(m, v)qm
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such that a(m, v)qm is of exponential decay as v →∞. Thus,
−I1(T ) = CT[〈f+(τ), θ0 ⊗ EW (τ)〉] + Λ(0, χ)(d+ 1) logT +
∑
m∈Q>0
c+(−m)a(m,T ).
The last sum goes to zero when T →∞. So we can take A0 = (d+ 1)Λ(0, χ), and
I1 = −CT[〈f+(τ), θ0 ⊗ EW (τ)〉]
as claimed. 
8.2. Lattice Version. Let L be an even integral lattice in V , i.e. Q(x) = 12 (x, x) ∈ Z for x ∈ L, and let
L′ = {y ∈ V | (x, y) ∈ Z for every x ∈ L} ⊃ L
be its dual.
For µ ∈ L′/L, we write ϕµ,L = char(µ+ Lˆ) ∈ S(V (Af )) and Z(m,µ) = Z(m,ϕµ,L), where Lˆ = L⊗ Zˆ.
Recall from Section 4, there is a Weil representation ω = ωψ of S˜L2(A) on S(V (Af )) with non-trivial
additive character ψ. Denote the subspace ⊕Cϕµ,L ⊂ S(V (Af )) by SL.
Since the subspace SL is preserved by the action of S˜L2(Zˆ), there is a representation ρL of S˜L2(Z) on
this space defined by the formula
ρL(γ˜)ϕ = ω¯f (γˆ)ϕ,
where γ˜ = (γ, ǫ) ∈ S˜L2(Z) ⊂ S˜L2(R), η(γ) ∈ S˜L2(A) under the splitting (4.1) can be written as γˆγ˜,
where γˆ = (γ, ǫˆ) is the finite ade`les part and γ˜ is the infinity ade`les part. This representation is given
explicitly by Borcherds [Bor98] as
ρL(T )(ϕµ,L) = e(Q(µ
2))ϕµ,L,(8.1)
ρL(S)(ϕµ,L) =
e((2− n)/8)√
|L′/L|
∑
ν∈L′/L
e(−(µ, ν))ϕν,L,(8.2)
where T =
((
1 1
0 1
)
, 1
)
and S =
((
0 −1
1 0
)
,
√
τ
)
and S˜L2(Z) is generated by T and S. Note that
the complex conjugate ρ¯L is thus the restriction of ω to the subgroup SL2(Z) ⊂ SL2(Zˆ).
Then the Fourier expansion of any f ∈ Hk,ρL gives a unique decomposition f = f+ + f−, where
(8.3) f+ =
∑
µ∈L′/L
f+µ,Lϕµ,L.
Using the splitting (2.1), we obtain definite lattices
L0 = L ∩ V0, M = L ∩ ResF/QW.
Then L0 ⊕M ⊂ L is a sub-lattice of finite index.
θ0 =
∑
µ0∈L′0/L0
θ0(ϕµ0,L0)ϕ
∨
µ0,L0 ,
EW =
∑
µ1∈M ′/M
EW (ϕµ1,M )ϕ∨µ1,M .
It is easy to see that L0 ⊕M ⊂ L ⊂ L′ ⊂ L′0 ⊕M ′ and therefore,
L′/(L0 ⊕M) ⊂ (L′0 ⊕M ′)/(L0 ⊕M),
and there is a surjection ̟ : L′/(L0 ⊕M)→ L′/L.
As a result, for µ ∈ L′/L, we have
̟−1(µ) ⊂ L′/(L0 ⊕M) ⊂ (L′0 ⊕M ′)/(L0 ⊕M)
and hence
ϕµ,L =
∑
(µ0,µ1)∈̟−1(µ)
ϕµ0,L0 ⊗ ϕµ1,M .
〈f+, θ0 ⊗ EW 〉 =
∑
(µ0,µ1)∈̟−1(µ)
f+µ,Lθ0(ϕµ0,L0)EW (ϕµ1,M )(8.4)
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Theorem 8.2 (Lattice Version of the Main Theorem). For a harmonic weak Maass form f ∈ H1−n/2,ρ¯
valued in SL with f = f
+ + f− as in (6.1) and with notation as above,
Φ(Z(W ), f) =
deg(Z(T, z±0 ))
Λ(0, χ)
CT
 ∑
µ∈L′/L
∑
(µ0,µ1)∈̟−1(µ)
f+µ,Lθ0(ϕµ0,L0)EW (ϕµ1,M )
− L∗,′W (0, ξ(f))
 .
9. Siegel 3-Fold
Now for a concrete example, let us apply our main theorem to the special case of Siegel 3-fold.
9.1. Classical Definition. First, we can define Siegel upper half plane
H2 = {τ ∈M2×2(C) | τ symmetric and Im(τ) positive definite}
and symplectic group
Sp4(Q) =
{
g =
(
A B
C D
)
∈ GL4(Q)
∣∣∣∣ AtD − CtB = I2, AtC = CtA, BtD = DtB} .
Sp4(Q) acts on H2 by fractional linear transformation
g · τ := (Aτ +B)(Cτ +D)−1.
Similar to the modular curve case, we can define congruence subgroups Γ2(N) of Sp4(R) as follows
Γ2(N) = ker(Sp4(Z)→ Sp4(Z/NZ)).
We are particularly interested in the following quotient space, or Siegel 3-fold
X2(2) = Γ2(2)\H2.
It is the moduli space of the triples (A, λ, ψ : A[2]
∼→ (Z/2Z)4). Here A is a principally polarized abelian
scheme of relative dimension 2 with polarization λ. ψ is an isomorphism preserving the symplectic forms
between the Weil pairing on A[2]×A∨[2] and the standard symplectic pairing on (Z/2Z)4.
9.2. As an Orthogonal Shimura Variety.
9.2.1. Realization. In order to identify Siegel 3-fold as an orthogonal Shimura variety defined in Section
2, we take the following V, W0, V0 with associated lattices L, M, L0 in (2.1) as follows.
Let
V =
A =

r −c 0 −a
d −r a 0
0 −b r d
b 0 −c −r

∣∣∣∣∣∣∣∣ a, b, c, d, r ∈ Q

with quadratic form
QV (A) =
1
2
tr(A2) = 2r2 − 2ab− 2cd
and lattice L = (a, b, c, d, r) ∈ Z5 ⊂ V . Therefore, L′/L ∼=
(
1
2
Z
/
Z
)4
⊕
(
1
4
Z
/
Z
)
.
Let
W0 =


r −Ds 0 −a
s −r a 0
0 −b r s
b 0 −Ds −r


with quadratic form QW0 = 2r
2 − 2ab − 2Ds2 and lattice M = (a, b, r, s) ∈ Z4 ⊂ W0. Therefore,
M ′/M ∼=
(
1
2
Z
/
Z
)2
⊕
(
1
4
Z
/
Z
)
⊕
(
1
4D
Z
/
Z
)
.
Let
V0 =


0 Dt 0 0
t 0 0 0
0 0 0 t
0 0 Dt 0


with quadratic form QV0 = 2Dt
2 and lattice L0 = (t) ∈ Z ⊂ V0. Therefore, L′0/L0 ∼=
1
4D
Z
/
Z.
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Let
W =
{(
σ1(u) a
b σ2(u)
)∣∣∣∣ u ∈ F, a, b ∈ Q}
with quadratic form QW = 2NΣ(u)− 2ab. It is easy to see that W0 ∼= ResF/QW .
9.2.2. Identification. First, let us identify GSp4 with G = GSpin(V ) in Section 2.
It is easy to check that GSp4(Q) acts on V via Adg(X) = gAg
−1 for any g ∈ GSp4(Q) and A ∈ V .
Then, by direct computation
QV (gAg
−1) =
1
2
tr((gAg−1)2) =
1
2
tr(gA2g−1) =
1
2
tr(A2) = QV (A),
we can see that this adjoint action of g on V also preserves the quadratic form QV . Hence it gives the
well-known identification GSp4
∼= GSpin(V ) with
1→ Gm → GSp4 → SO(V )→ 1.
Under this identification, one also has Sp4
∼= Spin(V ).
Next, let us identify H2 with D+ in Section 2.
Let us construct the following space
D = {negative lines in V (C) = V ⊗Q C}
= {z ∈ V (C) | QV (z) = 0, B(z, z¯) < 0}/C×
= {[a, b, c, d, r] ∈ V (C) | r2 = ab+ cd, 2|r|2 − a¯b− ab¯− c¯d− cd¯ < 0}/C×,
which is a complex manifold of dimension 3 consisting of 2 connected components. Here
B(x, y) = QV (x+ y)−QV (x)−QV (y)
is the bilinear form associated to QV . It is clear that D is well-defined using basic properties of bilinear
form B and quadratic form QV .
Now we would like to identify both H±2 and D with D by the following two lemmas.
Lemma 9.1. There is an identification
D ∼=→ D
z = x+ iy 7→ Rx+ Ry,
where x = Re(z), y = Im(z) ∈ V (R).
Lemma 9.2. There is an identification Ξ : H±2
∼=→ D given by
τ =
(
τ1 τ12
τ12 τ2
)
7→
(
(Jτ)t J det(τ)
−J Jτ
)
,
where J =
(
0 1
−1 0
)
, H+2 = H2, and H
−
2 consists of symmetric complex matrices τ of size 2 × 2 such
that Im(τ) is negative definite.
Conversely, for z ∈ D who has coordinate [a, b, c, d, r], it can be proved that ab 6= 0. Then Ξ clearly
has an inverse map
Ξ−1 : D ∼=→ H±2
z = [a, b, c, d, r] 7→ 1
b
(
c r
r d
)
Proof. According to our construction, Ξ(τ) has coordinate
[− det(τ), 1, τ1, τ2, τ12].
Hence, we have
QV (Ξ(τ)) = 2τ
2
12 − 2τ1τ2 − 2(− det(τ)) = 0,
B(Ξ(τ),Ξ(τ)) = 2|τ12|2 − τ1τ2 − τ1τ2 + det(τ) + det(τ¯ )
= 2|τ12|2 − τ1τ2 − τ1τ2 + τ1τ2 − τ212 + τ1τ2 − τ122
= (τ1 − τ1)(τ2 − τ2)− (τ12 − τ12)2 = −4 det(Im(τ)) < 0.
Therefore, Ξ(τ) ∈ D.
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For the claim about ab 6= 0 for [a, b, c, d, r] ∈ D. If we assume that ab = 0, we will have both r2 = cd
and r2 < Re(c¯d), which causes a contradiction.
Conversely, the definition of Ξ−1 clearly does not depend on the choices of [a, b, c, d, r]. Now let us
verify that the image does lie in H±2 .
−4 det(Ξ−1(z)) =
(c
b
− c¯
b¯
)(d
b
− d¯
b¯
)
−
(r
b
− r¯
b¯
)2
=
(cb¯− c¯b)(db¯ − d¯b)− (rb¯ − r¯b)2
|b|4
=
(cd− r2)b¯2 + (c¯d¯− r¯2)b2 − (cd¯+ c¯d− 2|r|2)|b|2
|b|4
=
−abb¯2 − a¯b¯b2 − (cd¯+ c¯d− 2|r|2)|b|2
|b|4
=
−ab¯− a¯b− cd¯− c¯d+ 2|r|2
|b|2 < 0
Since Ξ−1(z) is already symmetric of size 2× 2, it is either positive definite or negative definite. 
9.3. Embeddings of Hilbert Modular Surfaces. In our setup, it is very easy to see that W0 =
ResF/QW is the underlying vector space of orthogonal Shimura variety of signature (2,2). And it is
actually related to Hilbert modular surfaces.
Let F = Q(
√
D) be a real quadratic field with fundamental discriminant D. Denote the ring of
integers of F by OF , and its different by ∂F =
√
DOF . For convenience, we fix the following Z-basis
{e1, e2} of OF with e1 = 1 and
(9.1) e2 =

1−√D
2
if D ≡ 1 (mod 4),
−√D
2
if D ≡ 0 (mod 4).
Let σ be the non-trivial Galois automorphism of F and denote by trF/Q(t) = t + σ(t) the standard
field trace of t ∈ F over Q. For z = (z1, z2) ∈ H2 and t ∈ F , define tz = (tz1, σ(t)z2). We also define the
trace trF/Q on H2 as the map trF/Q(z) = z1 + z2. Hence, for t ∈ F , we have trF/Q(tz) = tz1 + σ(t)z2.
The group SL2(F ) acts on H2 via γ · z = (γ · z1, σ(γ) · z2), where
γ · z = az + b
cz + d
, if γ =
(
a b
c d
)
,
and σ(γ) is the matrix obtained by applying σ to all the entries in γ. Let
SL2(OF ⊕ ∂−1F ) =
{
γ =
(
a b
c d
)
∈ SL2(F )
∣∣∣∣ a, d ∈ OF , b ∈ ∂−1F , c ∈ ∂F} .
Let
R =
(
e1 e2
σ(e1) σ(e2)
)
, γ∗ =
(
a b
c d
)∗
=

a 0 b 0
0 σ(a) 0 σ(b)
c 0 d 0
0 σ(c) 0 σ(d)

By abuse of language, we define the following three maps using the same notation φ. Let
φ : H2 → H2, z = (z1, z2) 7→ Rtdiag(z1, z2)R,
φ : SL2(F )→ Sp4(Q), γ 7→ diag(Rt, R−1)γ∗diag((Rt)−1, R),
φ : (OF /2OF )2 → (Z/2Z)4, (a, b) 7→ (a1, a2, b1, b2),
where
(a1, a2)
t = R−1(a, σ(a))t, (b1, b2) =
(
σ(e2) −σ(e1)
e2 −e1
)−1
(b, σ(b))t.
We have the following lemma.
Lemma 9.3 ([LNY16, Lemma 2.1]). Let the notation be as above. Then
(1) For γ ∈ SL2(F ) and z ∈ H2, one has φ(γ · z) = φ(γ) · φ(z);
(2) φ−1(Sp4(Z)) = SL2(OF ⊕ ∂−1F );
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(3) The map φ is a bijection between (OF /2OF )2 and (Z/2Z)4 such that (x, y) is even if and only if
φ(x, y) is even.
In particular, we could also know that
φ−1(Γ2(2)) = Γ˜2(2) =
{
γ =
(
a b
c d
)∣∣∣∣ a, d ∈ OF , b ∈ ∂−1F , c ∈ ∂F , γ ≡ I2 mod 2OF} .
It is also not hard to show that there is a commutative diagram as follows.
SL2(OF ⊕ ∂−1F )\H2

// Sp4(Z)\H2

Γ˜2(2)\H2 // Γ2(2)\H2
where Γ˜2(2) =
{(
a b
c d
)
∈ SL2(F )
∣∣∣∣ a− 1, d− 1 ∈ 2OF , b ∈ 2∂−1F , c ∈ 2∂F}.
9.4. CM Points. Let (E,Σ) be a quartic CM field with totally real subfield F = Q(
√
D) and CM type
Σ = {σ1, σ2}, where D is the fundamental discriminant of F . Denote the ring of integers of F by OF ,
and its different by ∂F =
√
DOF . Let E˜ be the reflex field of (E,Σ), the subfield of C generated by the
type norm NΣ(z) = σ1(z)σ2(z), z ∈ E. Then E˜ is also a quartic CM number field with real subfield
F˜ = Q(
√
D˜) if the absolute discriminant of E is dE = D
2D˜. Note that D˜ is not the fundamental
discriminant of F˜ .
Let CMΣ2 (E) be the set of isomorphic classes of principally polarized CM abelian schemes A =
(A, κ, λ, ψ : A[2]
∼→ (Z/2Z)4) of relative dimension 2 over C of CM type (OE ,Σ) with abelian scheme A
over C with 2-torsion A[2], an OE-action κ : OE →֒ End(A) and a principally polarization λ : A → A∨
satisfying the further conditions:
(1) The Rosati involution induced by λ induces the complex conjugation on E.
(2) There are two translation invariants, non-zero differentials ω1 and ω2 on A over C such that
κ(r)∗ωi = σi(r)ωi for r ∈ OE .
(3) ψ preserves the symplectic forms between the Weil pairing on A[2] × A∨[2] and the standard
symplectic pairing on (Z/2Z)4.
It is known that X2(2) parametrizes principally polarized abelian schemes A = (A, λ, ψ : A[2]
∼→
(Z/2Z)4) of relative dimension 2, where ψ preserves the symplectic forms between the Weil pairing on
A[2]×A∨[2] and the standard symplectic pairing on (Z/2Z)4. In other words, there is a map
(9.2) j : CM2(E) =
∐
Σ
CMΣ2 (E)→ X2(2).
which defines a CM point on X2(2).
Let a = H1(A,Z) with the induced OE-action and the non-degenerate symplectic form λ : a× a→ Z
induced from the polarization of A. In particular, λ defines a pairing on a satisfying
λ(κ(r)x, y) = λ(x, κ(r¯)y), r ∈ OE , x, y ∈ a,
so that a is a projective OE-module of rank one, which is nothing but a fractional ideal a of E. The
polarization λ induces a polarization λξ on a given by
λξ : a× a→ Z, λξ(x, y) = trE/Q ξx¯y,
where ξ ∈ E× with ξ¯ = −ξ. A simple calculation shows that λ is principally polarized if and only if
(9.3) ξ∂E/F aa¯ ∩ F = ∂−1F .
Moreover, A is of CM type Σ if and only if Σ(ξ) = (σ1(ξ), σ2(ξ)) ∈ H2. And it is obvious that
ψ : A[2]
∼→ (Z/2Z)4 will induce a map
(
1
2
a
/
a
)
→ (Z/2Z)4 that preserves the symplectic forms, or
equivalently give a symplectic basis of
(
1
2
a
/
a
)
with respect to Weil pairing.
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The converse is also true. Given (a, ξ, e) satisfying (9.3), where e is a symplectic basis of
(
1
2
a
/
a
)
with respect to Weil pairing, there is a unique CM type Σ of E such that Σ(ξ) ∈ H2 and one has
A(a, ξ, e) := (A = (a⊗ 1)\(E ⊗Q R), κ, λξ, e) ∈ CMΣ2 (E).
Here we identify E ⊗Q R with C2 via CM type Σ.
9.4.1. Identification of W with E˜. Let F = Q(
√
D) be a real quadratic field with fundamental dis-
criminant D and E = F (
√
∆) be a totally imaginary quadratic extension of F with CM type Σ. Let
F˜ = Q
√
∆∆′, where σ(r + s
√
D) = (r + s
√
D)′ = r − s
√
D is the non-trivial automorphism of F over
Q. Then E˜ = Q(
√
∆+
√
∆′).
For any (α, β) ∈ E2, we define a map κα,β : W0 → E˜,
κ(A) = aσ1(α)σ2(α) + σ1(α)σ2(β)(r − s
√
D) + σ1(β)σ2(α)(r + s
√
D) + bσ1(β)σ2(β)
= aασ(α) + ασ(β)(r − s
√
D) + βσ(α)(r + s
√
D) + bβσ(β).(9.4)
For a CM point [a, ξ, e] ∈ CMΣ2 (E), we write
a = OFα+ ∂−1F β, z =
β
α
∈ E+
We define the Q-quadratic form on E˜ via
Q(z) = trF˜ /Q
1√
D˜
zz¯ =
1√
D˜
(zz¯ − σ(z)σ(z)).
Lemma 9.4 ([BY06, Lemma 4.2]). Let f0 be an integral ideal of F , and let a = OFα+ f0β be a fractional
ideal of E. Then √
D˜NE/Q a = ±4(αβ¯ − α¯β)(σ(α)σ(β) − σ(α)σ(β))NF/Q f0.
Proposition 9.5. Let [a, ξ, e] ∈ CMΣ2 (E), and write a = OFα + ∂−1F β. Then the map κα,β is a Q-
isometry between quadratic spaces (W0, QW0) and (E˜,
2NE/Q a
NF/Q f0
Q) with
Q(κα,β(A)) =
NF/Q f0
2NE/Q a
QW0(A).
Proof. For simplicity, we write λ = r + s
√
D and assume β = 1 and write z = α and
κz(A) = κz,1(A) = azσ(z) + zλ
′ + σ(z)λ+ b.
When K is cyclic over Q, E˜ = E, then κz is clearly a Q-linear map. When K is non-Galois, E˜ is the
subfield of M fixed by τ and thus belongs to E˜. So κz is again a Q-linear map.
Next, we claim that ρz is injective. If κz(A) = 0, so is σ(κz(A)), and thus
0 = κz(A)− σ(κz(A)) = (aσ(z) + λ′)(z − z¯).
Since z 6∈ F , this identity can only happen if a = λ′ = 0 or simply A = 0. This completes our claim.
Notice that dimW0 = dim E˜ = 4, thus κz is an isomorphism.
To check isometry, set κ = κz(A), and it is easy to verify that
κ− σ(κ) = (aσ(z) + λ′)(z − z¯),
κ− σ(κ) = (az + λ)(σ(z) − σ(z))
κ¯σ(z)− σ(κ)σ(z) = (λ′z¯ + b)(σ(z)− σ(z)).
So
κκ¯− σ(κ)σ(κ) = κ¯(κ− σ(κ)) + σ(κ)(κ − σ(κ))
= (z − z¯)
(
a(κ¯σ(z)− σ(κ)σ(z)) + λ′κ− σκ
)
= (z − z¯)(σ(z)− σ(z))(ab − λλ′)
= (z − z¯)(σ(z)− σ(z))(−1
2
QW0(A)).
By Lemma 9.4, we have
Q(κz(A)) =
NF/Q f0
2NE/Q a
QW0(A).
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The proposition below determines the image of the lattice M of W0 in E˜.
Proposition 9.6. Let the notation be as above. Then we have
κα,β(M) = Zασ(α) + Z (ασ(β) + σ(α)β) + 2
√
DZ (−ασ(β) + σ(α)β) + Zβσ(β),
κα,β(M
′) =
1
2
Zασ(α) +
1
4
Z (ασ(β) + σ(α)β) +
1
2
√
D
Z (−ασ(β) + σ(α)β) + 1
2
Zβσ(β).
Therefore ,
κα,β(M
′)/κα,β(M) ∼=
(
1
2
Z
/
Z
)2
⊕
(
1
4
Z
/
Z
)
⊕
(
1
4D
Z
/
Z
)
∼=M ′/M.
Furthermore, κα,β(M) is of index 2 in NΦ a.
In particular, we would like to point out that M and M ′ are not OF -lattices.
9.4.2. Interpretation of z0. Now let us review the construction of CM points on X2(2) of CM type
(OE ,Σ). Recall the discussion at the beginning of this section, CMΣ2 (E) can be indexed by the equivalence
classes [a, ξ, e], where ξ ∈ E× with ξ¯ = −ξ and a is a fractional ideal of E satisfying
ξ∂E/F aa¯ ∩ F = ∂−1F ,
and e is a symplectic basis of
(
1
2
a
/
a
)
with respect to Weil pairing.
Two pairs (a1, ξ1, e1) and (a2, ξ2, e2) are equivalent if there exists a z ∈ E× such that a2 = za1,
e2 = ze1 and ξ2 = zz¯ξ1, i.e. [a, ξ, e] = [za, zz¯ξ, ze] for any z ∈ E×. Given such a pair, one can write
(9.5) a = OFα+ ∂−1F β, Σ(β/α) ∈ H2,
with ξ(α¯β − αβ¯) = 1.
Lemma 9.7. The CM point z+0 or z
−
0 in Section 2 associated to E˜σ˜1 correspond to z = Σ(β/α) ∈ H2
associated to the CM point [a, ξ, e] ∈ CMΣ2 (E).
Proof. For simplicity, let us denote β/α by ω. Now for the point z = Σ(ω) = (σ1(ω), σ2(ω)) ∈ H2, recall
the embedding φ : H2 → H2 in Section 9.3, it is not hard to obtain that
φ(z) =
(
τ1 τ12
τ12 τ2
)
with det(τ) = σ1(ω)σ2(ω)
(
σ1(e1)σ2(e2)− σ1(e2)σ2(e1)
)2
, where
τ1 = σ1(e
2
1ω) + σ2(e
2
1ω),
τ2 = σ1(e
2
2ω) + σ2(e
2
2ω),
τ12 = σ1(e1e2ω) + σ2(e1e2ω).
Recall we also identify H±2 with D and D in Section 9.2.2. Now CΞ(φ(z)) will be a negative line in
V (C), hence corresponds to a point in D. Finally, through the Q-isogeny κα,β from W0 to E˜, we get that
κα,β(Ξ(φ(z)) = − det(τ)σ1(α)σ2(α) + σ1(α)σ2(β)
(
σ1(e2)σ2(e1)− σ1(e1)σ2(e2)
)
σ1(ω)
+σ1(β)σ2(α)
(
σ1(e1)σ2(e2)− σ1(e2)σ2(e1)
)
σ2(ω) + σ1(β)σ2(β)
= (1−D)σ1(β)σ2(β) ∈ E˜
Now CΞ(φ(z)) becomes E˜⊗E˜,σ˜j C = C, where σ˜j , j = 1, 2, 3, 4 are 4 complex embeddings of E˜. To make
it a negative line, there are exactly two embeddings giving it. Recall our definition of W in Section 2,
the embeddings have to be σ˜1 and ¯˜σ1 
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9.4.3. Construction of T . Now since we have identified W with E˜, it is obvious that
ResF˜ /QSO(W )(Q) = SO(W )(F˜ ) = E˜
1.
In order for the following diagram of short exact sequences hold true,
1 // Gm //
=

T˜ // _

ResF˜ /QSO(W )
//

1
1 // Gm //
=

Γ = GSpin(ResF˜ /QW )
//
 _
φ

SO(ResF˜ /QW )
//

1
1 // Gm // GSp4(Q) = GSpin(V ) // SO(V ) // 1
where Γ = {g ∈ GL2(F ) | det g ∈ Q×}, we must have
T˜ (Q) = {z ∈ E× | zz¯ ∈ Q×} → E˜1
z 7→ z
σ(z¯)
Similarly,
1 // {±1} //
=

T˜ 1 // _

ResF˜ /QSO(W )
//

1
1 // {±1} //
=

SL2(F ) // _
φ

SO(ResF˜ /QW )
//

1
1 // {±1} // Sp4(Q) // SO(V ) // 1
where T˜ 1 = T˜ ∩E1.
Let us summarize our construction of CM points in the following proposition.
Proposition 9.8. Let A = [a, ξ, e] ∈ CMΣ2 (E) be as above and write a = OFα+∂−1F β. We can interpret
z0 by Σ(β/α) ∈ H2 and we can define T = {z ∈ E× | zz¯ ∈ Q×}. By the construction in (2.8), we have
a CM cycle
Z(A) = T (Q)\{z±0 } × T (Af)/KT ,
which also has a C(T ) = T (Q)\T (Af)/KT -action.
9.5. Siegel Theta Constants. Let z ∈ H2 and a quadruple (x1, x2, y1, y2) ∈ Z4, which we write as
(x, y) = ((x1, x2), (y1, y2)), i.e. x, y ∈ Z2, the Siegel theta constant of characteristic (x, y) is defined as
θSx,y(z) =
∑
m∈Z2
exp
(
πi
(
m+
x
2
)
z
(
m+
x
2
)t
+ 2πi
(
m+
x
2
)(y
2
)t)
.
The function θSx,y(z) is a Siegel modular form of weight
1
2
for the modular group Γ(2). Note that
θSx,y(z) = ±θSx′,y′(z) if (x, y) ≡ (x′, y′) (mod 2).
From now on, we only focus on the case where x, y ∈ {0, 1}2. The sign ambiguity will not be an issue,
since only (θSx,y)
2 appears in our future computations. A quadruple (x, y) as above is called even if xty = 0,
i.e. x1y1 + x2y2 ≡ 0 (mod 2). There are 10 even quadruples and it is well-known that θSx,y 6= 0 if and
only if (x, y) is even.
Recall that for our construction of the lattice L in V in Section 9.2.1, L′/L ∼=
(
1
2
Z
/
Z
)4
⊕
(
1
4
Z
/
Z
)
has a basis of 64 elements ϕ1, . . . , ϕ64.
For this choice of L and each even pair (x, y), Lippolt constructed in [Lip08] an weakly holomorphic
modular form fx,y of weight −1/2 valued in SL such that
θSx,y(z) = Ψ(z, fx,y) or − log ‖θSx,y(z)‖2Pet = Φ(z, fx,y)
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is the Borcherds lifting of fx,y in the fashion of Theorem 6.4. Here fx,y =
∑
µ∈L′/L fx,y,µϕµ, where
fx,y,µ ∈ {0,±u,±v,w} and
u = 1 + 4q + 14q2 + 40q3 + 100q4 + 232q5 + 504q6 + · · ·
v = −2q 12 − 8q 32 − 24q 52 − 64q 72 − 154q 92 − 344q 112 − · · ·
w = q−
1
8 − q 78 + q 158 − 2q 238 + 3q 318 − 4q 398 + 5q 478 − 7q 558 + · · ·
where q = e2πiτ .
Please check Appendix A for the exact definitions of u, v, w, fx,y.
With our realization of V and W = E˜, we have constructed z0 and T in the previous sections. Now
by applying our main Theorem 8.2 to this case, we will have the following
Proposition 9.9. Notation as above and Z(A) as defined in Proposition 9.8, we have
− log ‖θSx,y(Z(A))‖2Pet = CE · CT
 ∑
µ∈L′/L
∑
(µ0,µ1)∈̟−1(µ)
fx,y,µθ0(ϕµ0,L0)EW (ϕµ1,M )
 ,
where
CE =
deg(Z(A))
Λ(0, χ)
=
4
ωE
|C(T )|
Λ(0, χ)
,
with ωE being the number of roots of unity in E.
Remark 9.10. By the definition in Section 2, every point in Z(A) is counted with multiplicity
2
ωE
.
Furthermore, z±0 are the same point in X2(2), the image of a point in X2(2) should be counted with
multiplicity
4
ωE
.
Remark 9.11. Note that Z(A) is a torus orbit that always contains a Galois orbit but might be strictly
smaller than a whole CM cycle CM2(E).
9.6. Rosenhain Invariants. Consider a genus 2 curve with the form C : y2 =
∏6
i=1(x − ui) over the
algebraic closure, any three of the ui can be mapped to 0,1 and∞ using linear fractional transformations
to write C in Rosenhain form as
(9.6) Cλ : y
2 = x(x− 1)(x− λ1)(x− λ2)(x − λ3),
where λ1, λ2 and λ3 are called the Rosenhain invariants of C.
LetM2 be the moduli space of genus two curves. Similarly to the modular curve case, there is a map
M → X2(1) = Sp4(Z)\H2 that sends C ∈ M to its Jacobian J(C) with proper structures. Now let
M2(2) = {C ∈M2|C → P1 branch points are rational}. We have the following diagram
M2

// X2(1)

M2(2) // X2(2)
In other words, for some special point τ ∈ X2(2), we should also be able to construct an associated
genus 2 curve Cτ by computing all of its Rosenhain invariants λ1(τ), λ2(τ), λ3(τ).
For generating such curves, there are many different possible combinations of 6 even theta constants
which yield a Rosenhain model for the curve Cλ with
(9.7) λ1 = −
θ2i1θ
2
i3
θ2i4θ
2
i6
, λ2 = −
θ2i2θ
2
i3
θ2i5θ
2
i6
, λ3 = −
θ2i1θ
2
i2
θ2i4θ
2
i5
.
Several different choices for the combination of even theta constants have appeared in the literature.
In this work we find it convenient to adopt the following choices of of (i1, . . . , i6) as our choices.
i1 = (0, 0, 1, 0), i2 = (1, 0, 0, 0), i3 = (0, 1, 1, 0),
i4 = (0, 0, 1, 1), i5 = (1, 1, 0, 0), i6 = (1, 0, 0, 1).
Hence,
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Corollary 9.12. Notation as above. We have
log |λi(Z(A))| = CE · CT
 ∑
µ∈L′/L
∑
(µ0,µ1)∈̟−1(µ)
fi,µθ0(ϕµ0,L0)EW (ϕµ1,M )
 ,
where
f1 = −f0,0,1,0 − f0,1,1,0 + f0,0,1,1 + f1,0,0,1,
f2 = −f1,0,0,0 − f0,1,1,0 + f1,1,0,0 + f1,0,0,1,
f3 = −f0,0,1,0 − f1,0,0,0 + f0,0,1,1 + f1,1,0,0.
9.7. Hilbert Siegel Constants. With notations as above, for (x, y) ∈ (OF /2OF )2 and z ∈ H2, we
define the Hilbert theta constant of characteristic (x, y) as
(9.8) θHx,y(z) =
∑
u∈OF
exp
(
πi trF/Q
((
u+
x
2
)2
z +
(
u+
x
2
) y√
D
))
Similarly to the Siegel theta constants, the function θHx,y(z) is a Hilbert modular form of weight
1
2
and
θHx,y = ±θHx′,y′ if (x, y) ≡ (x′, y′) (mod 2OF ).
One can prove that θHx,y 6= 0 if and only if trF/Q
(
xy√
D
)
∈ 2Z. In this case, we call the pair (x, y) even.
Now it can be seen that Lemma 9.3 actually shows that the pull back via φ of a Siegel modular form
θS for a congruence subgroup of Sp4(Z) is a Hilbert modular form θ
H for a congruence subgroup of
SL2(OF ⊕ ∂−1F ).
Theorem 9.13 ([LNY16, Theorem 2.2]). Let the notation be as above. Then
φ∗θSx,y = ±θHφ−1(x,y).
Given that Lippolt in [Lip08] has found the modular forms whose Borcherds lifts give out Siegel theta
constants θS. It is not hard to find the corresponding modular forms associated with Hilbert theta
constants θH.
Associated to the quadratic space (V,QV ) is the seesaw dual pair (O(V ), SL2).
S˜L2
((◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
◗ _

O(ResF˜ /QW )×O(V0)
vv♠♠♠
♠♠
♠♠
♠♠
♠♠
♠
 _

SL2 × S˜L2
66
O(V )
hh
Recall that the Borcherds lifts as regularized theta lifts as follows
θSx,y = Φ(z, g; f
S
x,y) =
∫ reg
F
〈fSx,y(τ), θV (τ, z, g)〉 dµ(τ),
=
∫ reg
F
〈fSx,y(τ), θResF˜ /QW (τ, z, g)⊗ θV0(τ)〉 dµ(τ)
=
∫ reg
F
〈fSx,y(τ)θV0 (τ), θResF˜ /QW (τ, z, g)〉 dµ(τ),
θHx,y = Φ(z, g; f
H
x,y) =
∫ reg
F
〈fHx,y(τ), θResF˜ /QW (τ, z, g)〉 dµ(τ).
So we can take fHx,y = f
S
x,yθV0 .
10. Main Formulas for Siegel 3-Fold Case
Now we would like to compute the terms in the formulas appearing in Proposition 9.9 and Corollary
9.12.
Lemma 10.1. Assume (x, y) ∈ {0, 1}4 and µ0 ∈ L′0/L0, µ1 ∈ M ′/M, µ ∈ L′/L satisfying (µ0, µ1) ∈
̟−1(µ) in (L′0 ⊕M ′)/(L0 ⊕M) and
CT[fx,y,µθ0(ϕµ0,L0)EW (ϕµ1,M )] 6= 0.
Then only the following cases may happen:
(0) µ = (a, b, 0, 0, r) with µ0 = (0) and µ1 = (a, b, r, 0). Furthermore, θ0(ϕµ0) has constant term with
the corresponding terms in EW (ϕµ1 ) and fx,y,µ being their constant terms.
(1) µ = (a, b, 0, 0, r) with µ0 = (0) and µ1 = (a, b, r, 0). Furthermore, θ0(ϕµ0) has constant term with
the corresponding term in EW (ϕµ1 ) being q1/8, the corresponding term in fx,y,µ being q−1/8;
(2) µ =
(
a, b,
1
2
, 0, r
)
with µ0 =
(
− 1
4D
)
and µ1 =
(
a, b, r,
1
4D
)
. Furthermore, θ0(ϕµ0 ) has leading
term q1/8D with the degree of corresponding term in EW (ϕµ1 ) being q1/8−1/8D, the corresponding
term in fx,y,µ being q
−1/8.
Proof. First, let us write µ = (a, b, c, d, r) ∈ L′/L, µ1 = (a, b, r, s) ∈M ′/M and µ0 = (t) ∈ L′0/L0.
Note that V0 and W0 are orthogonal to each other under QV as subspaces of V . In order that
(µ0, µ1) ∈ ̟−1(µ), one requires that µ0 + µ1 = µ ∈ (L′0 ⊕M ′)/(L0 ⊕M), or more concretely,
c = D(s− t), d = s+ t.
In other words,
s =
c+Dd
2D
, t =
−c+Dd
2D
.
Then simple calculation shows that there are only four possible cases for the pair (µ1, µ0) as follows.
(i) c = 0, d = 0: we will have s = 0, t = 0.
(ii) c = 0, d =
1
2
: we will have s =
1
4
, t =
1
4
.
(iii) c =
1
2
, d = 0: we will have s =
1
4D
, t = − 1
4D
.
(iv) c =
1
2
, d =
1
2
: we will have s =
1
4
+
1
4D
, t =
1
4
− 1
4D
.
By Table A.2-A.11, the only negative term in fx,y,µ is q
−1/8. In case (ii) and (iv), the degrees of the
leading term of θ0(ϕµ0 ) are
2D
(
1
4
)2
=
D
8
and 2D
(
1
4
− 1
4D
)2
=
(D − 1)2
8D
,
which are greater than 1/8 as long as D ≥ 3. Therefore, only when µ has d-coordinate 0, we can find two
pairs (µ1, µ0) such that µ1+µ0 = µ. Otherwise, there is no such pair for µ and hence the corresponding
term makes no contribution to the sum.
For the other two cases, it is also very easy to compute that the degrees of the leading term of θ0(ϕµ0)
are
0 and 2D
(
1
4D
)2
=
1
8D
.
Recall that the degree of the negative term in fx,y,µ is -1/8. In order to get the constant term, the degrees
of the corresponding term in Eisenstein series in case (i) and (iii) should be
1
8
and
1
8
− 1
8D
.
Case (0) is obvious with similar argument. 
Now we would like to state our main formulas for special values of Siegel theta constants and Rosenhain
invariants.
Let (x, y) ∈ {0, 1}4 be an even pair. By Table A.2-A.11 in Appendix A, there are exactly two µ such
that fx,y,µ = w has negative degree term q
−1/8. Let us denote them by µ(x, y, 1), µ(x, y, 2).
Recall in Proposition 9.9, we have θSx,y = Ψ(fx,y), with
fx,y =
64∑
i=1
fx,y,µ(i)ϕµ(i)
=
2∑
i=1
ϕµ(x,y,i)q
−1/8 +
16∑
i=1
ϕµ(i) + higher terms,
where µ(i) : {1, . . . , 64} → L′/L is given by Table A.1 in Appendix A.
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Theorem 10.2. Let the notation be as above. For A = [a, ξ, e] ∈ CMΣ2 (E) and Z(A) be the associated
CM cycle defined in Proposition 9.8. Now we have
− log ||θSx,y(Z(A))||2Pet = CE
4∑
i=1
ǫx,y,4i−3a0(ϕµ1(4i−3))
+ CE
2∑
i=1
δ(x, y, i)
∑
t∈F×+ ,
trF/Q t=
1
8
a
(
t, ϕµ1(x,y,i)
)
+ 2δ′(x, y, i)
∑
t∈F×+ ,
trF/Q t=
1
8− 18D
a
(
t, ϕµ1(x,y,i)
)

where CE =
4
ωE
|C(T )|
Λ(0, χ)
, with ωE being the number of roots of unity in E and C(T ) = T (Q)\T (Af)/KT
and ǫx,y,i = fx,y,µ(i)/u ∈ {±1} and
δ(x, y, i) =
{
1 if µ(x, y, i) = (a, b, 0, 0, r),
0 otherwise,
δ′(x, y, i) =
 1 if µ(x, y, i) =
(
a, b,
1
2
, 0, r
)
,
0 otherwise,
µ1(i) = (a, b, r, 0) if µ(i) = (a, b, 0, 0, r),
µ1(x, y, i) =

(a, b, r, 0) if µ(x, y, i) = (a, b, 0, 0, r),(
a, b, r,
1
4D
)
if µ(x, y, i) =
(
a, b,
1
2
, 0, r
)
.
Proof. By Proposition 9.9, we get that
− log ‖θSx,y(Z(A))‖2Pet = CE · CT
 ∑
µ∈L′/L
∑
(µ0,µ1)∈̟−1(µ)
fx,y,µθ0(ϕµ0,L0)EW (ϕµ1,M )
 .
By Table A.2-A.11 in Appendix A, we know that for each (x, y) ∈ {0, 1}4, there are exactly two µ so
that fx,y,µ = w has negative degree term q
−1/8 with coefficient 1. By lemma 10.1, there are only three
cases we need to care about.
Recall the Fourier expansion of EW (ϕµ1) in Proposition 7.1,
EW (τ, ϕµ1 ) = a0(ϕµ1) +
∑
m∈Q+
am(ϕµ1)q
m,
where
am(ϕ) =
∑
t∈F×+ ,trF/Q t=m
a(t, ϕ).
By definition of Siegel theta functions in Section 5, for the special case of dimension 1 in our case of
V0, we have
θ0(τ, ϕµ0,L0) =
∑
m∈µ0+L
bm(ϕµ0,L0)q
m.
It is not hard to show that bm(ϕµ0 ) = 2 if m 6= 0 and b0(ϕµ0) = 1 if µ0 = 0 or b0(ϕµ0 ) = 0 if µ0 6= 0. By
Table A.1 in Appendix A, only the first 16 coordinates of fx,y has constant terms 1 or -1. Therefore,
− log ‖θSx,y(Z(A))‖2Pet
= CE
16∑
i=1
∑
µ0+µ1=µi
ǫx,y,ib0(ϕµ0 )a0(ϕµ1 ) + CE
2∑
i=1
∑
µ0+µ1=µx,y,i
(
b0(ϕµ0))a 18 + b
1
8D (ϕµ0)a 1
8
− 1
8D
(ϕµ1 )
)
For case (0) in Lemma 10.1, we have to require µ(i) = (a, b, 0, 0, r), then we get µ0 = (0) and
µ1 = (a, b, r, 0). By looking up Table A.1, among the first 16 coordinates, only 1st, 5th, 9th, 13th qualify
for the condition.
For case (1), we have to require µx,y,i = (a, b, 0, 0, r), then we get µ0 = 0, µ1 = (a, b, r, 0). In this case,
only the first term in the parentheses contribute to the sum and b0(ϕµ0) = 1.
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For case (2), we have to require µx,y,i = (a, b, 1, 0, r), then we get µ0 = − 1
4D
, µ1 =
(
a, b, r,
1
4D
)
. In
this case, only the second term in the parentheses contribute to the sum and b 1
8D
(ϕµ0) = 2.
For all other cases, by Lemma 10.1, the contribution of the corresponding term will be 0.
Therefore, by putting all of above data in, we obtain our main formula
− log ||θSx,y(Z(A))||2Pet = CE
4∑
i=1
ǫx,y,4i−3a0(ϕµ1(4i−3))
+ CE
2∑
i=1
δ(x, y, i)
∑
t∈F×+ ,
trF/Q t=
1
8
a
(
t, ϕµ1(x,y,i)
)
+ 2δ′(x, y, i)
∑
t∈F×+ ,
trF/Q t=
1
8− 18D
a
(
t, ϕµ1(x,y,i)
)


Theorem 10.3. Let the notation be as above. For k = 1, 2, 3, λk is as defined in (9.7)
λ1 = −
θ2i1θ
2
i3
θ2i4θ
2
i6
, λ2 = −
θ2i2θ
2
i3
θ2i5θ
2
i6
, λ3 = −
θ2i1θ
2
i2
θ2i4θ
2
i5
,
with our special choice of (i1, . . . , i6) as
i1 = (0, 0, 1, 0), i2 = (1, 0, 0, 0), i3 = (0, 1, 1, 0),
i4 = (0, 0, 1, 1), i5 = (1, 1, 0, 0), i6 = (1, 0, 0, 1).
Then we have
log |λk(Z(A))|
= CE
∑
(x,y)∈Sk
εk,x,y
2∑
i=1
δ(x, y, i)
∑
t∈F×+ ,
trF/Q t=
1
8
a
(
t, ϕµ1(x,y,i)
)
+ 2δ′(x, y, i)
∑
t∈F×+ ,
trF/Q t=
1
8− 18D
a
(
t, ϕµ1(x,y,i)
)

where
S1 = {i1, i3, i4, i6}, S2 = {i2, i3, i5, i6}, S3 = {i1, i2, i4, i5}
and
(x, y) i1 i2 i3 i4 i5 i6
ε1,x,y -1 0 -1 1 0 1
ε2,x,y 0 -1 -1 0 1 1
ε3,x,y -1 -1 0 1 1 0
Remark 10.4. For our choice of (i1, . . . , i6), it turns out that the terms a0(ϕµ1(4i−3)) in the previous
theorem all cancel out thanks to the definition of Rosenhain invariant. For other choices, this might not
happen.
10.1. Local Whittaker Functions. To compute the t-th Fourier coefficient a(t, ϕ) of E∗,′(~τ , 0, ϕ,1),
one may assume that φ = ⊗φv is factorizable by linearity. Write for t 6= 0,
E∗(~τ , 0, ϕ,1) =
∏
v∤∞
W ∗t,v(s, ϕ)
2∏
j=1
Wt,σj (τj , s,Φσj ),
where
W ∗t,v(s, ϕ) = |A|−
s+1
2
v Lv(s+ 1, χv)Wt,v(s, ϕ)
with
Wt,v(s, ϕ) =
∫
Fv
ω(w−1n(b))(ϕv)(0)|a(w−1n(b))|svψv(−tb) db,
and W ∗t,σj (τj , s,Φσj ) = v
− 12
j π
− s+12 Γ
(
s+2
2
) ∫
R Φσj (wn(b)gτj , s)ψ(−bt) db. Here A = NF/Q(∂FdE/F ) and
|a(g)|p = |a|p if g = n(b)m(a)k with k ∈ SL2(Op).
The following proposition is well-known and is recorded here for reference.
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Proposition 10.5 ([YY19, Proposition 2.7]). For a totally positive number t ∈ F , let
Diff(W, t) = {p |Wp does not represent t}
be the so-called ’Diff’ set of Kudla. Then |Diff(W, t)| is finite and odd. Moreover,
(1) If |Diff(W, t)| > 1, then a(t, ϕ) = 0.
(2) If Diff(W, t) = {p}, then W ∗t,p(0, ϕ) = 0, and
a(t, ϕ) = −4W ∗,′t,p(0, ϕ)
∏
q∤p∞
W ∗t,q(0, ϕ).
(3) When p ∤ αA and ϕp = char(OEp), W ∗t,p(s, φ) = 0 unless t ∈ Op. In this case, one has
W ∗t,p(0, ϕ)
γ(Wp)
=
{
1 + ordp(t
√
D) if p is split in E,
1+(−1)ordp(t
√
D)
2 if p is inert in E.
Here γ(Wp) is the local Weil index (an 8-th root of unity) associated to the Weil representation.
Moreover, in this case, W ∗t,p(0, ϕ) = 0 if and only if ordp(t) is odd and p is inert in E. In such
a case, one has
W ∗,′t,p(0, ϕ)
γ(Wp)
=
1 + ordp(t
√
D)
2
logN(p).
(4) One has for j = 1, 2,
W ∗t,σj (τ, 0,Φσj ) = −2ie(tτ).
10.2. Computation of a(t, ϕ). The calculation of a
(
t√
D
, ϕ′x,y,i
)
is local and is similar to other cases
which have been done by several authors, such as Section 4.6 in [HY12], Section 5.3 in [YY19] and Section
4.4 in [YYY18]. For this reason, we only care about primes p | 2.
For ϕx,y,i = ϕµ1 , by Proposition 10.5, a
(
t√
D
, ϕµ1
)
= 0 unless t−2µ1µ¯1 ∈ OF . When |Diff(W, t√D )| >
1, ϕx,y,i = ϕµ1 = 0. When Diff(W,
t√
D
) = {p}, p is inert in E/F and ordp(t) is odd. However, Proposition
9.6 implies that M is not OF -lattice. So ϕµ1 is not totally factorizable over primes of F as assumed in
Proposition 10.5. Indeed, one only has
ϕµ1 = ϕµ1,2
∏
p∤2
ϕµ1,p,
where ϕµ1,p = char(OE,p) for a prime ideal p of F not dividing 2, and ϕµ1,2 = char(M2). So we need to
take special care for the local computation at p = 2.
Case (I): If 2 splits in E˜ completely. Write
2OF˜ = p1p2, pi = BiB¯i.
Let
√
D˜ ∈ Z2 and
√
∆˜ ∈ Z2 be some prefixed square roots of D˜ and ∆˜ respectively. We identify
F˜pi , E˜Bi and E˜B¯i with Q2 as follows.
F˜pi
∼= Q2,
√
D˜ 7→ (−1)i−1
√
D˜,
E˜Bi
∼= Q2,
√
D˜ 7→ (−1)i−1
√
D˜,
√
∆˜ 7→
√
∆˜,
E˜B¯i
∼= Q2,
√
D˜ 7→ (−1)i−1
√
D˜,
√
∆˜ 7→ −
√
∆˜.
With this identification, we can check that M2 =M ⊗Z Z2 is given by
M2 = {(x1, x2, x3, x4) ∈ OE˜B1 ×OE˜B¯1 ×OE˜B2 ×OE˜B¯2
∼= Z42 |
∑
xi ∈ 2Z2},
with quadratic form
Q(x) =
x1x2√
D˜
+
x3x4
−
√
D˜
= Qp1(x1, x2) +Qp2(x3, x4).
The embedding from M to M2 is given by
x 7→ (σ1(x), σ1(x¯), σ2(x), σ2(x¯)).
So
ϕµ1,2 = char(M2) = ϕp1,0ϕp2,0 + ϕp1,1ϕp2,1,
where Sa = {(x1, x2) ∈ Z22 | x1 + x2 ≡ a (mod 2)} and ϕpi,a = char(Sa) ∈ S(Q22) ∼= S(E˜pi).
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Correspondingly, we have
ϕµ1 = ϕµ1,0 + ϕµ1,1, a(t, ϕµ1) = a(t, ϕµ1,0) + a(t, ϕµ1,1),
where ϕµ1,i = ϕp1,iϕp2,i
∏
p∤2 ϕp.
Proposition 10.5 implies
a(t, ϕµ1,i) = −4
∑
p inert in E˜/F˜
1 + ordp(t
√
D˜)
2
∏
q∤2
ρq(tp
−1∂F˜ )
2∏
j=1
W ∗,ψ
′
t
√
D˜,pj
(0, ϕpj ,i)
γ(Wpj )
log(N(p)).
Case (II): Write
2OF˜ = p1p2, p1 = B1B¯1 splits in E˜, p2 inert in E˜.
Let
√
D˜ ∈ Z2 and
√
∆˜ be some prefixed square roots of D˜ and ∆˜ respectively. We identify
F˜pi , E˜B1 , E˜B¯1 with Q2 and E˜p2 with Q2(
√
∆˜) as follows.
F˜pi
∼= Q2,
√
D˜ 7→ (−1)i−1
√
D˜,
E˜B1
∼= Q2,
√
D˜ 7→
√
D˜,
√
∆˜ 7→
√
∆˜,
E˜B¯1
∼= Q2,
√
D˜ 7→
√
D˜,
√
∆˜ 7→ −
√
∆˜,
E˜p2
∼= Q2(
√
∆˜),
√
D˜ 7→ −
√
D˜,
√
∆˜ 7→
√
∆˜.
With this identification, we can check that M2 is given by
M2 = {(x1, x2, x3) ∈ OE˜B1 ×OE˜B¯1 ×OE˜p2
∼= Z22 × Z2(
√
∆˜) | x1 + x2 + x3 + x′3 ∈ 2Z2},
with quadratic form
Q(x) =
x1x2√
D˜
+
x3x
′
3
−
√
D˜
= Qp1(x1, x2) +Qp2(x3).
The embedding from M to M2 is given by
x 7→ (σ1(x), σ1(x¯), σ2(x)).
So
ϕµ1,2 = char(M2) = ϕp1,0ϕp2,0 + ϕp1,1ϕp2,1,
where Sa = {(x1, x2) ∈ Z22 | x1 + x2 ≡ a (mod 2)}, ϕp1,a = char(Sa) ∈ S(Q22) ∼= S(E˜p1) and S′a = {x3 ∈
Z2(
√
∆˜)2 | x3 + x′3 ≡ a (mod 2)}, ϕp2,a = char(S′a) ∈ S(Q2(
√
∆˜)) ∼= S(E˜p2).
Correspondingly, we have
ϕµ1 = ϕµ1,0 + ϕµ1,1, a(t, ϕµ1) = a(t, ϕµ1,0) + a(t, ϕµ1,1),
where ϕµ1,i = ϕp1,iϕp2,i
∏
p∤2 ϕp.
Proposition 10.5 implies
a(t, ϕµ1,i) = −4
∑
p inert in E˜/F˜
1 + ordp(t
√
D˜)
2
∏
q∤2
ρq(tp
−1∂F˜ )
2∏
j=1
W ∗,ψ
′
t
√
D˜,pj
(0, ϕpj ,i)
γ(Wpj )
log(N(p)).
Case (III): Write
2 inert in F˜ , 2OE˜ = BB¯ splits in E˜.
Let
√
∆˜ ∈ Z2(
√
D˜) be some prefixed square roots of ∆˜. We identify F˜2, E˜B, E˜B¯ with Q2(
√
D˜) as
follows.
F˜2 ∼= Q2(
√
D˜),
√
D˜ 7→
√
D˜,
E˜B ∼= Q2(
√
D˜),
√
D˜ 7→
√
D˜,
√
∆˜ 7→
√
∆˜,
E˜B¯
∼= Q2(
√
D˜),
√
D˜ 7→
√
D˜,
√
∆˜ 7→ −
√
∆˜
With this identification, we can check that M2 is given by
M2 = {(x1, x2) ∈ OE˜B ×OE˜B¯ ∼= Z2(
√
D˜)2 | x1 + x2 + x′1 + x′2 ∈ 2Z2},
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with quadratic form
Q(x) =
x1x2√
D˜
− x
′
1x
′
2√
D˜
= Qp(x1, x2)−Qp(x′1, x′2).
The embedding from M to M2 is given by
x 7→ (σ1(x), σ2(x)).
So
ϕµ1,2 = char(M2) = ϕ2,0 + ϕ2,1,
where S′′a = {(x1, x2) ∈ Z2(
√
D˜)2 | x1 + x2 ≡ a (mod 2)} and ϕ2,a = char(S′′a ) ∈ S(Q2(
√
D˜)2) ∼= S(E˜2).
Correspondingly, we have
ϕµ1 = ϕµ1,0 + ϕµ1,1, a(t, ϕµ1) = a(t, ϕµ1,0) + a(t, ϕµ1,1),
where ϕµ1,i = ϕ2,i
∏
p∤2 ϕp.
Proposition 10.5 implies
a(t, ϕµ1,i) = −4
∑
p inert in E˜/F˜
1 + ordp(t
√
D˜)
2
∏
q∤2
ρq(tp
−1∂F˜ )
2∏
j=1
W ∗,ψ
′
t
√
D˜,pj
(0, ϕpj ,i)
γ(Wpj )
log(N(p)).
11. Unitary Case
As a side note, our general theory of CM values also works out for unitary Shimura varieties. Here is
the setup.
Let k = Q(
√
D) be an imaginary quadratic field, where D < 0 is the discriminant of k/Q and we fix
an embedding of k into C with Im(
√
D) > 0. Let (V, (, )V ) be a hermitian space over k of signature (n, 1)
for some positive integer n. Let V˜ be the underlying Q-vector space of V with associated bilinear form
(x, y)V˜ = trk/Q(x, y)V . There is a natural isomorphism between the following two spaces
VC = V ⊗k C ∼→ V˜R = V˜ ⊗Q R
1⊗ i 7→
√
D ⊗ 1√|D|
with the above complex structure J on V˜R.
The associated symmetric spaces are
D = {negative complex 1-lines in VC}
and
D˜ = {oriented negative real 2-planes in V˜R}.
An orientation on a negative 2-plane z ∈ D˜ is equivalent to giving a choice of a complex structure jz
on z. Then there is a natural embedding
ξD : D →֒ D˜, z 7→ z˜, J |z˜,
where z˜ is the underlying real 2-planes of z.
Let G = U(V ) be the indefinite unitary group of signature (n, 1)
G(R) = U(V )(R) = {g ∈ GL(V ⊗Q R) | (gx, gy)V = (x, y)V }.
For V˜ , there is still the indefinite orthogonal group of signature (2n, 2)
O(V )(R) = {g ∈ GL(V˜ ⊗Q R) | (gx, gy)V˜ = (x, y)V˜ }.
Clearly, by our definition of (, )V˜ , g ∈ G will automatically preserve the bilinear form (, )V˜ . Therefore,
there is a natural embedding between the two groups
ξG : U(V ) →֒ O(V˜ ).
Further, since U(V ) is connected, the image of ξG should also lie in one of the connected component of
O(V ), which should be SO(V ) in this case. So let us denote SO(V ) by G˜ and ξG : U(V ) →֒ SO(V˜ ).
Finally, let K ⊂ G(Af ) be a compact open subgroup. Let XuK be the canonical model of unitary
Shimura variety over Q associated to Shimura datum (G,D) whose C-points are
XuK(C) = G(Q)\(D×G(Af )/K).
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Similarly, for Shimura datum (G˜, D˜), we have our orthogonal Shimura variety XoK . Although there does
not exist an embedding between XuK and X
o
K , there do exist relations between the CM points and Green
functions on both sides. With these two main ingredients ready, it will be sufficient to prove our main
theorem in the unitary case, derived from the orthogonal case.
Let d ≤ n/2 and E be a CM number field with totally real field F of degree d+1 and a 1-dimensional
E-hermitian space (W, (, )W ) of signature
sig(W ) = ((0, 1), (1, 0), . . . , (1, 0))
with respect to the d + 1 R-embeddings {σj}dj=0 such that there exists a positive definite subspace
(V0, (, )V |V0) of (V, (, )V ) of dimension n− d satisfying
V = V0 ⊕ ResE/QW.
Let T u = ResF/QU(W ). There is a homomorphism
T u = ResF/QU(W )→ U(V ) = G
as algebraic groups over Q. For the orthogonal side, let W˜ be the underlying 2-dimensional F -space of
E with bilinear form (x, y)
W˜
= trE/F (x, y)W of signature
sig(W˜ ) = ((0, 2), (2, 0), . . . , (2, 0)).
We already have T o = ResF/QSO(W ) as in Section 2. By an easy computation, we have
T u(Q) = E1 = T o(Q).
In other words, if we fixK ⊂ G(Af ) a compact open subgroup, the CM cycles Zu(T u, h0, g)K defined as in
(2.4) for the unitary Shimura variety XuK all come from the CM cycles Z
o(T o, ξG,R ◦h0, ξG,Af (g))ξG,Af (K)
defined for the corresponding orthogonal Shimura variety XoK . Recall the definition of Z(W ) in (2.8),
we can obtain
Zu(W ) = Zo(W˜ ).
For Green function as the regularized theta integral, recall its definition 6.4 in Chapter 6, what
matters are the harmonic weak Maass form and the theta kernel. Since we have embedded our group
G = U(V ) into G˜ = SO(V ) via ξG, we can still use the reductive pair (O(V ), SL2) for our (V, (, )V ). So
the Weil representation ω = ωψ is the same as in the orthogonal case. This, on one hand, means that
the definition of harmonic weak Maass forms stay the same. On the other hand, we can also make sure
that the action of SL2(R) on S(V (R)) is unchanged in (5.1). For the action of G(Af ) on S(V (Af )), as
noted in the remark under (5.1), the action of g ∈ G(Af ) is actually via its image in SO(V ). This also
stays unchanged since we have the embedding ξG : U(V ) →֒ SO(V ). Therefore, the Green function is
exactly the same as in the orthogonal case.
Now we have
Theorem 11.1. For a K-invariant harmonic weak Maass form f ∈ H1−n/2,ρ¯ with f = f+ + f− as in
(6.1) and with notation as above,
Φu(Zu(W ), f) = Φo(Zo(W˜ ), f) =
deg(Z(T u, z±0 ))
Λ(0, χ)
(
CT[〈f+, θ0 ⊗ EW 〉]− L∗,′W (0, ξ(f))
)
.
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Appendix A. Table of Input Modular Forms
For the ten classical even theta constants, Lippolt [Lip08] have found the following corresponding
input modular forms to express them as Borcherds products.
First, following Lippolt [Lip08], we would like to introduce the following classical theta functions.
ϑ(τ) =
∑
n∈Z
eπin
2τ
ϑ˜(τ) =
∑
n∈Z
(−1)neπin2τ
˜˜
ϑ(τ) =
∑
n∈Z
eπi(n+
1
2 )
2
τ
Now as mentioned in Section 9.5, we have
u =
1
2ϑ
+
1
2ϑ˜
= 1 + 4q + 14q2 + 40q3 + 100q4 + 232q5 + 504q6 + · · ·
v =
1
2ϑ
− 1
2ϑ˜
= −2q 12 − 8q 32 − 24q 52 − 64q 72 − 154q 92 − 344q 112 − · · ·
w =
2
˜˜ϑ
= q−
1
8 − q 78 + q 158 − 2q 238 + 3q 318 − 4q 398 + 5q 478 − 7q 558 + · · ·
where q = e2πiτ .
Next, we label the basis of L′/L ∼=
(
Z
/
2Z
)4
⊕
(
Z
/
4Z
)
as the following
Table A.1. µ(i)
1 : (0, 0, 0, 0, 0) 2 :
(
0, 0, 0,
1
2
, 0
)
3 :
(
0, 0,
1
2
, 0, 0
)
4 :
(
0, 0,
1
2
,
1
2
,
2
4
)
5 :
(
0,
1
2
, 0, 0, 0
)
6 :
(
0,
1
2
, 0,
1
2
, 0
)
7 :
(
0,
1
2
,
1
2
, 0, 0
)
8 :
(
0,
1
2
,
1
2
,
1
2
,
2
4
)
9 :
(
1
2
, 0, 0, 0, 0
)
10 :
(
1
2
, 0, 0,
1
2
, 0
)
11 :
(
1
2
, 0,
1
2
, 0, 0
)
12 :
(
1
2
, 0,
1
2
,
1
2
,
2
4
)
13 :
(
1
2
,
1
2
, 0, 0,
2
4
)
14 :
(
1
2
,
1
2
, 0,
1
2
,
2
4
)
15 :
(
1
2
,
1
2
,
1
2
, 0,
2
4
)
16 :
(
1
2
,
1
2
,
1
2
,
1
2
, 0
)
17 :
(
0, 0,
1
2
,
1
2
,
1
4
)
18 :
(
0, 0,
1
2
,
1
2
,
3
4
)
19 :
(
0,
1
2
,
1
2
,
1
2
,
1
4
)
20 :
(
0,
1
2
,
1
2
,
1
2
,
3
4
)
21 :
(
1
2
, 0,
1
2
,
1
2
,
1
4
)
22 :
(
1
2
, 0,
1
2
,
1
2
,
3
4
)
23 :
(
1
2
,
1
2
, 0, 0,
1
4
)
24 :
(
1
2
,
1
2
, 0, 0,
3
4
)
25 :
(
1
2
,
1
2
, 0,
1
2
,
1
4
)
26 :
(
1
2
,
1
2
, 0,
1
2
,
3
4
)
27 :
(
1
2
,
1
2
,
1
2
, 0,
1
4
)
28 :
(
1
2
,
1
2
,
1
2
, 0,
3
4
)
29 :
(
0, 0, 0, 0,
2
4
)
30 :
(
0, 0, 0,
1
2
,
2
4
)
31 :
(
0, 0,
1
2
, 0,
2
4
)
32 :
(
0, 0,
1
2
,
1
2
, 0
)
33 :
(
0,
1
2
, 0, 0,
2
4
)
34 :
(
0,
1
2
, 0,
1
2
,
2
4
)
35 :
(
0,
1
2
,
1
2
, 0,
2
4
)
36 :
(
0,
1
2
,
1
2
,
1
2
, 0
)
37 :
(
1
2
, 0, 0, 0,
2
4
)
38 :
(
1
2
, 0, 0,
1
2
,
2
4
)
39 :
(
1
2
, 0,
1
2
, 0,
2
4
)
40 :
(
1
2
, 0,
1
2
,
1
2
, 0
)
41 :
(
1
2
,
1
2
, 0, 0, 0
)
42 :
(
1
2
,
1
2
, 0,
1
2
, 0
)
43 :
(
1
2
,
1
2
,
1
2
, 0, 0
)
44 :
(
1
2
,
1
2
,
1
2
,
1
2
,
2
4
)
45 :
(
0, 0, 0, 0,
1
4
)
46 :
(
0, 0, 0, 0,
3
4
)
47 :
(
0, 0, 0,
1
2
,
1
4
)
48 :
(
0, 0, 0,
1
2
,
3
4
)
49 :
(
0, 0,
1
2
, 0,
1
4
)
50 :
(
0, 0,
1
2
, 0,
3
4
)
51 :
(
0,
1
2
, 0, 0,
1
4
)
52 :
(
0,
1
2
, 0, 0,
3
4
)
53 :
(
0,
1
2
, 0,
1
2
,
1
4
)
54 :
(
0,
1
2
, 0,
1
2
,
3
4
)
55 :
(
0,
1
2
,
1
2
, 0,
1
4
)
56 :
(
0,
1
2
,
1
2
, 0,
3
4
)
57 :
(
1
2
, 0, 0, 0,
1
4
)
58 :
(
1
2
, 0, 0, 0,
3
4
)
59 :
(
1
2
, 0, 0,
1
2
,
1
4
)
60 :
(
1
2
, 0, 0,
1
2
,
3
4
)
61 :
(
1
2
, 0,
1
2
, 0,
1
4
)
62 :
(
1
2
, 0,
1
2
, 0,
3
4
)
63 :
(
1
2
,
1
2
,
1
2
,
1
2
,
1
4
)
64 :
(
1
2
,
1
2
,
1
2
,
1
2
,
3
4
)
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Here are the input data for fx,y’s.
1) f1,1,1,1 has the following coeffients in SL:
Table A.2. f1,1,1,1
f1 = u f2 = u f3 = u f4 = −u f5 = u f6 = u f7 = u f8 = −u
f9 = u f10 = u f11 = u f12 = −u f13 = −u f14 = −u f15 = −u f16 = u
f17 = 0 f18 = 0 f19 = 0 f20 = 0 f21 = 0 f22 = 0 f23 = 0 f24 = 0
f25 = 0 f26 = 0 f27 = 0 f28 = 0 f29 = v f30 = v f31 = v f32 = −v
f33 = v f34 = v f35 = v f36 = −v f37 = v f38 = v f39 = v f40 = −v
f41 = −v f42 = −v f43 = −v f44 = v f45 = w f46 = w f47 = 0 f48 = 0
f49 = 0 f50 = 0 f51 = 0 f52 = 0 f53 = 0 f54 = 0 f55 = 0 f56 = 0
f57 = 0 f58 = 0 f59 = 0 f60 = 0 f61 = 0 f62 = 0 f63 = 0 f64 = 0
2) f0,1,1,0 has the following coeffients in SL:
Table A.3. f0,1,1,0
f1 = u f2 = u f3 = −u f4 = u f5 = u f6 = u f7 = −u f8 = u
f9 = u f10 = u f11 = −u f12 = u f13 = −u f14 = −u f15 = u f16 = −u
f17 = 0 f18 = 0 f19 = 0 f20 = 0 f21 = 0 f22 = 0 f23 = 0 f24 = 0
f25 = 0 f26 = 0 f27 = 0 f28 = 0 f29 = v f30 = v f31 = −v f32 = v
f33 = v f34 = v f35 = −v f36 = v f37 = v f38 = v f39 = −v f40 = v
f41 = −v f42 = −v f43 = v f44 = −v f45 = 0 f46 = 0 f47 = w f48 = w
f49 = 0 f50 = 0 f51 = 0 f52 = 0 f53 = 0 f54 = 0 f55 = 0 f56 = 0
f57 = 0 f58 = 0 f59 = 0 f60 = 0 f61 = 0 f62 = 0 f63 = 0 f64 = 0
3) f1,0,0,1 has the following coeffients in SL:
Table A.4. f1,0,0,1
f1 = u f2 = −u f3 = u f4 = u f5 = u f6 = −u f7 = u f8 = u
f9 = u f10 = −u f11 = u f12 = u f13 = −u f14 = u f15 = −u f16 = −u
f17 = 0 f18 = 0 f19 = 0 f20 = 0 f21 = 0 f22 = 0 f23 = 0 f24 = 0
f25 = 0 f26 = 0 f27 = 0 f28 = 0 f29 = v f30 = −v f31 = v f32 = v
f33 = v f34 = −v f35 = v f36 = v f37 = v f38 = −v f39 = v f40 = v
f41 = −v f42 = v f43 = −v f44 = −v f45 = 0 f46 = 0 f47 = 0 f48 = 0
f49 = w f50 = w f51 = 0 f52 = 0 f53 = 0 f54 = 0 f55 = 0 f56 = 0
f57 = 0 f58 = 0 f59 = 0 f60 = 0 f61 = 0 f62 = 0 f63 = 0 f64 = 0
4) f0,0,1,1 has the following coeffients in SL:
Table A.5. f0,0,1,1
f1 = u f2 = u f3 = u f4 = −u f5 = u f6 = u f7 = u f8 = −u
f9 = −u f10 = −u f11 = −u f12 = u f13 = u f14 = u f15 = u f16 = −u
f17 = 0 f18 = 0 f19 = 0 f20 = 0 f21 = 0 f22 = 0 f23 = 0 f24 = 0
f25 = 0 f26 = 0 f27 = 0 f28 = 0 f29 = v f30 = v f31 = v f32 = −v
f33 = v f34 = v f35 = v f36 = −v f37 = −v f38 = −v f39 = −v f40 = v
f41 = v f42 = v f43 = v f44 = −v f45 = 0 f46 = 0 f47 = 0 f48 = 0
f49 = 0 f50 = 0 f51 = w f52 = w f53 = 0 f54 = 0 f55 = 0 f56 = 0
f57 = 0 f58 = 0 f59 = 0 f60 = 0 f61 = 0 f62 = 0 f63 = 0 f64 = 0
5) f0,0,1,0 has the following coeffients in SL:
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Table A.6. f0,0,1,0
f1 = u f2 = u f3 = −u f4 = u f5 = u f6 = u f7 = −u f8 = u
f9 = −u f10 = −u f11 = u f12 = u f13 = u f14 = u f15 = −u f16 = u
f17 = 0 f18 = 0 f19 = 0 f20 = 0 f21 = 0 f22 = 0 f23 = 0 f24 = 0
f25 = 0 f26 = 0 f27 = 0 f28 = 0 f29 = v f30 = v f31 = −v f32 = v
f33 = v f34 = v f35 = −v f36 = v f37 = −v f38 = −v f39 = v f40 = −v
f41 = v f42 = v f43 = −v f44 = v f45 = 0 f46 = 0 f47 = 0 f48 = 0
f49 = 0 f50 = 0 f51 = 0 f52 = 0 f53 = w f54 = w f55 = 0 f56 = 0
f57 = 0 f58 = 0 f59 = 0 f60 = 0 f61 = 0 f62 = 0 f63 = 0 f64 = 0
6) f0,0,0,1 has the following coeffients in SL:
Table A.7. f0,0,0,1
f1 = u f2 = −u f3 = u f4 = u f5 = u f6 = −u f7 = u f8 = u
f9 = −u f10 = u f11 = −u f12 = −u f13 = u f14 = −u f15 = u f16 = u
f17 = 0 f18 = 0 f19 = 0 f20 = 0 f21 = 0 f22 = 0 f23 = 0 f24 = 0
f25 = 0 f26 = 0 f27 = 0 f28 = 0 f29 = v f30 = −v f31 = v f32 = v
f33 = v f34 = −v f35 = v f36 = v f37 = −v f38 = v f39 = −v f40 = −v
f41 = v f42 = −v f43 = v f44 = v f45 = 0 f46 = 0 f47 = 0 f48 = 0
f49 = 0 f50 = 0 f51 = 0 f52 = 0 f53 = 0 f54 = 0 f55 = w f56 = w
f57 = 0 f58 = 0 f59 = 0 f60 = 0 f61 = 0 f62 = 0 f63 = 0 f64 = 0
7) f1,1,0,0 has the following coeffients in SL:
Table A.8. f1,1,0,0
f1 = u f2 = u f3 = u f4 = −u f5 = −u f6 = −u f7 = −u f8 = u
f9 = u f10 = u f11 = u f12 = −u f13 = u f14 = u f15 = u f16 = −u
f17 = 0 f18 = 0 f19 = 0 f20 = 0 f21 = 0 f22 = 0 f23 = 0 f24 = 0
f25 = 0 f26 = 0 f27 = 0 f28 = 0 f29 = v f30 = v f31 = v f32 = −v
f33 = −v f34 = −v f35 = −v f36 = v f37 = v f38 = v f39 = v f40 = −v
f41 = v f42 = v f43 = v f44 = −v f45 = 0 f46 = 0 f47 = 0 f48 = 0
f49 = 0 f50 = 0 f51 = 0 f52 = 0 f53 = 0 f54 = 0 f55 = 0 f56 = 0
f57 = w f58 = w f59 = 0 f60 = 0 f61 = 0 f62 = 0 f63 = 0 f64 = 0
8) f0,1,0,0 has the following coeffients in SL:
Table A.9. f0,1,0,0
f1 = u f2 = u f3 = −u f4 = u f5 = −u f6 = −u f7 = u f8 = −u
f9 = u f10 = u f11 = −u f12 = u f13 = u f14 = u f15 = −u f16 = u
f17 = 0 f18 = 0 f19 = 0 f20 = 0 f21 = 0 f22 = 0 f23 = 0 f24 = 0
f25 = 0 f26 = 0 f27 = 0 f28 = 0 f29 = v f30 = v f31 = −v f32 = v
f33 = −v f34 = −v f35 = v f36 = −v f37 = v f38 = v f39 = −v f40 = v
f41 = v f42 = v f43 = −v f44 = v f45 = 0 f46 = 0 f47 = 0 f48 = 0
f49 = 0 f50 = 0 f51 = 0 f52 = 0 f53 = 0 f54 = 0 f55 = 0 f56 = 0
f57 = 0 f58 = 0 f59 = w f60 = w f61 = 0 f62 = 0 f63 = 0 f64 = 0
9) f1,0,0,0 has the following coeffients in SL:
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Table A.10. f1,0,0,0
f1 = u f2 = −u f3 = u f4 = u f5 = −u f6 = u f7 = −u f8 = −u
f9 = u f10 = −u f11 = u f12 = u f13 = u f14 = −u f15 = u f16 = u
f17 = 0 f18 = 0 f19 = 0 f20 = 0 f21 = 0 f22 = 0 f23 = 0 f24 = 0
f25 = 0 f26 = 0 f27 = 0 f28 = 0 f29 = v f30 = −v f31 = v f32 = v
f33 = −v f34 = v f35 = −v f36 = −v f37 = v f38 = −v f39 = v f40 = v
f41 = v f42 = −v f43 = v f44 = v f45 = 0 f46 = 0 f47 = 0 f48 = 0
f49 = 0 f50 = 0 f51 = 0 f52 = 0 f53 = 0 f54 = 0 f55 = 0 f56 = 0
f57 = 0 f58 = 0 f59 = 0 f60 = 0 f61 = w f62 = w f63 = 0 f64 = 0
10) f0,0,0,0 has the following coeffients in SL:
Table A.11. f0,0,0,0
f1 = u f2 = −u f3 = −u f4 = −u f5 = −u f6 = u f7 = u f8 = u
f9 = −u f10 = u f11 = u f12 = u f13 = −u f14 = u f15 = u f16 = u
f17 = 0 f18 = 0 f19 = 0 f20 = 0 f21 = 0 f22 = 0 f23 = 0 f24 = 0
f25 = 0 f26 = 0 f27 = 0 f28 = 0 f29 = v f30 = −v f31 = −v f32 = −v
f33 = −v f34 = v f35 = v f36 = v f37 = −v f38 = v f39 = v f40 = v
f41 = −v f42 = v f43 = v f44 = v f45 = 0 f46 = 0 f47 = 0 f48 = 0
f49 = 0 f50 = 0 f51 = 0 f52 = 0 f53 = 0 f54 = 0 f55 = 0 f56 = 0
f57 = 0 f58 = 0 f59 = 0 f60 = 0 f61 = 0 f62 = 0 f63 = w f64 = w
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