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REPRESENTACION DE OPERADORES SOBRE ESPACIOS L p(tl) POR MEDIDAS VECTORIALES
INTRODUCCION
Una útil y bonita aplicación de las medidas vectoriales es el estudio
de operadores entre espacios de Banach . Si un operador se expresa como una
integral con respecto a una medida vectorial, ésta, además de darle una for
ma elegante y sencilla', nos da información sobre el comportamiento y propie
dades del ooperador .
El punto de partida de este trabajo es el capitulo 6 de Diestel-Uhl
(5) y dos artículos, uno de Diestel (4) que estudia la representación de
operadores sobre el espacio de Banach B(E) de las funciones E-medibles
acotadas con la norma del supremo, y otro de A . Tong (16) que lo hace para
C (SL) .
En todos ellos se relacionan propiedades del operador con propiedades
de la medida que lo representa y se llega a parecidos resultados . Concre-
tamente de demuestran que el operador considerado es debilmente compacto,
si y sólo si la medida que lo representa es fuertemente acotada, que es ab
solutamente sumante si y sólo si la medida es de variación acotada y es nu-
clear si y sólo si la medida asociada tiene derivada de Radón-Nikodym en
cierto sentido .
¿Qué puede decirse para los espacios L p(u) a la vista de los ante-
riores resultados? La respuesta a esta pregunta es el principal objeto de la
presente tesina . Y para su desarrollo las herramientas más utilizadas son
los productos tensoriales y las técnicas con medidas vectoriales .
Por último quiero expresar un agradecimiento a los compañeros de la
Universidad Autónoma y en especial al Dr . D . Juan L . Cerdá sin cuya va -
liosa ayuda no hubiera sido posible la presentación de este trabajo .
CAPITULO 1
REPRESENTACION DE OPERADORES.POR MEDIDAS.VECTORIALES
1 .1 Medidas vectoriales, variac ión y semivariación .
Los siguientes resultados previos así,como el Teorema 1 que a conti-
nuación exponemós,se encuentran en Diestel-Uhl (5) capítulo 1 .1 .
Sea si un conjunto, A un álgebra de subconjuntos de si y F un espacio
de Banach .
Definición Se llama medida vectorial a toda aplicación m : A -> F finitamen-
te aditiva, es decir, que cumple
m(AUB)=m(A) + m(B)
	
(A,B de A con AnB=0)
se llama contablemente aditiva .
Si además se cumple m( U E ) = E m(E
n
) para todas las sucesiones
n=1 n n=1
Im¡(A)=sup E ¡ImEJ1 (A deA)
u Ee,r
(En)n=1 de elementos
de A di sjuntos dos a dos tales que es U En de A , m
n=1
En lo sucesivo será m: A -> F una medida vectorial .
Definición Se llama variación de m a la aplicación ImI : A -> 1 definida por
donde el supremo está tomado de entre todas las particiones finitas n de A
formadas por elementos de A disjuntos dos a dos .
Si Im1(2) < + -, m se llama de variación acotada .
La variación Ami de una medida vectorial m es también medida y es con-
tablemente aditiva si m lo es .
Si m:A -> F es una medida vectorial entonces, para todo x* de F*,
x*m : A -> 1 es una medida escalar, de la que podemos considerar su varia-
ción Ix*mi .
Definición Dada m :A -> F, se llama semivariación de m a la aplicación
'!:A-! definida por
m(A)=sup {Ix*mi(A) : x* de F* , lix*11<1'
Si m(2) < + -, m se llama de semivariación acotada . La semivariación
m de una medida m es una función subaditiva que en general no es medida . Se
cumple m(E) < ImI(E) y al ser ¡mi la menor medida positiva p tal que
¡ImEJ1 <p(E) y al ser tambiénllmEll < m(E) (E de A), resulta que la semivaria-
ción m es una medida si y sólo si coincide con IMI .
Otra definición equivalente de semivariación de una medida es
donde el supremo está tomado de entre todos las particiones finitas ,r de E
formadas
De
luego una medida es de semivariación acotada si
do y por esta razón a veces se llaman acotadas a las medidas de semivaria-
ción acotada .
con elementos de A disjuntos dos a dos y c n constantes con Ie n l < 1 .
aquí resulta sup {¡ImA11 : E) A de A} < m(E) < 4 sup{¡ImA11 : E, A de A}
y sólo si tiene rango acota-
1 .2 Representación de operadores por medidas vectoriales
El planteamiento general es el siguiente : Dado un espacio de funcio-
nes X y un operador T : X -> F donde F es ;in Banach, ver si existe una medida
vectorial m : A
	
-> F tal que sea Tf = J f dm , es decir, que T tenga forma in
tegral respecto de m . En tal caso diremos que la medida m representa al ope-
rador T . Naturalmente deberemos decir qué entendemos por integrar una fun-
ción con respecto a una medida vectorial .
Por ejemplo, si X contiene a las funciones características de los con-
juntos medibles de una cierta álgebra A de subconjuntos de un conjunto 2,
m(E) =sup 11 E c n m(E n ) ~~
n En e7r
para que una medida m:A } F represente a un operador T : X -} F deberá ser
m(E) = T(X E ) si E es de A ; de este modo m es medida al ser T lineal . Lue-
go podríamos estudiar qué condiciones debe cumplir m para que efectivamente
represente a T y tratar de relacionar propiedades de la medida con propie-
dades del operador y viceversa .
En lo que sigue estudiaremos los casos en que sea X = B(A) ó CM ó
un LP (p) para
	
1 < p < ~.
1 .2 .1 Operadores T : B(A) -> F y operadores T : L~(p) -> F
Dada un álgebra A en un conjunto 2, se llama función simple a toda
n
función s : si -> C de la forma s = l ElaixEl donde a l son escalares y E ¡ e A
son disjuntos dos a dos . El conjunto S de las funciones simples es un espa-
cio vectorial normado con la norma del supremo .
Así, dada una medida vectorial acotada m :A -> F,podemos definir
n n
cación T : S ; F dada por T( E aIXE . ) = E a ¡ m(E i ), que es obviamente
i=1 i i=1
y verifica . :
a . _
JIT(s)11 _ 11 iE1ai m(Ei )11 _ 11sÍ~~~i El ~m(Ei)11 < li s I~~ m(sa)
donde 11s~~W = sup la i l es la norma del supremo y m(st) es
1<i<<n
de m .
y por tanto admite una única extensión,
que seguiremos llamando T, al espacio de todas las funciones f :st -> ¢ que
son limite uniforme de funciones simples, que con
un espacio de Banach al que llamaremos B(A) .
Así pues, a una medida vectorial m :A ->F de
hemos asociado un operador T : B(A) -> F de manera que T(XE ) = m(E) (E de A) .
f dm donde el segundo miembro es la . integral
Luego T es lineal y continua
En este caso resulta ser Tf =
la apli-
lineal
la semivariación
la norma del supremo es
semivariación acotada le
de una función escalar que es límite uniforme de funciones simples pcr una
medida vectorial m, llamada integral de Bartle y cuya construcción anterior
puede tomarse como definición de tal integral .
Recíprocamente, dado un operador T : B(A) -> F, si definimos m :A- F
por m(E) = T(xE ), entonces m es una medida vectorial de semivariación acota-
da
	
con m(2) <J¡ T ¡l .
Con ello hemos demostrado el
Teorema 1 Existe una biyección entre el conjunto de operadores T : B(A) -> F
y el de las medidas acotadas M :A -> F dada por Tf =~f dm (f e B(A)) . En tal
caso es JIT11=m(2) .
Nótese que en el caso de ser A = E a-álgebra entonces B(E) es preci-
samente el espacio de las funciones escalares E-medibles acotadas . Luego,
dado un espacio de medida positiva se tiene :
Corolario 2 Existe una biyección entre el conjunto de operadores
T : L_(p) -> F y el de las medidas acotadas m:E -> F que son nulas sobre los
p-nulos .
El conjunto ba(A) de las medidas
espacio vectorial normado tomando como
la variación de n, ya que, en el caso
y variación coinciden . También es un espacio normado con la semivariación
el conjunto ba(E,p) de todos las medidas escalares finitamente aditivas que
se anulan sobre los conjuntos de p-medida nula . Una consecuencia del si-
guiente corolario es que tales espacios son Banach .
Corolario 3 El dual de B(A) es el espacio ba(A) de las medidas escalares
finitamente aditivas acotadas con la norma de la semivariación . El dual de
L_(p) es el conjunto ba(E,p) de las medidas escalares finitamente aditivas
escalares n : A -> 1 acotadas es un
norma la semivariación de n, o bien
de una medida escalar, semivariación
y acotadas que se anulan sobre los conjuntos de IÁ :medida nula, normado con
la semivariación .
Demostración
	
Basta con poner F = ~ 6 IR en los resultados anteriores .
Definición Una medida m:A ->F se llama fuertemente aditiva si dada una suce-
sión de conjuntos E e A disjuntos dos a dos, la serie E m(E ) convergen n=1 n
con la norma de F .
Las medidas fuertemente aditivas son las que extienden a una contable-
mente aditiva sobre la a-álgebra generada por A .
Propiedades interesantes de tales medidas y la demostración de los si-
guientes teoremas pueden verse en Diestel-Uhl (5) capítulo 6 1 1 .
Teorema 4 T : B(A) ; F (o bien T : L-(p) 3 F) es débilmente compacto si y só-
lo si la medida'que lo representa es fuertemente aditiva .
Teorema 5 Dado T : L-(p) } F son equivalentes :
(a) T es continuo .
(b) La medida que representa T es contablemente aditiva
(c) La medida que representa T es p-continua .
1 .2 .2 Operadores T : C(Q) ; F
Sea ahora 2 un espacio topológico compacto Hausdorff y E la a-álgebra
de los borelianos de 2 . Como es usual C(2) en el espacio de Banach de las
funciones f : q ->¢ continuas con la norma del supremo ~ Cómo es el teorema
de representación de Riesz para operadores T : C(n) ; F?
Los siguientes resultados, debidos a Bartle-Dunford y Swartz (1) dan
la respuesta a la pregunta . Véanse también en Diestel-Uhl (5) capítulo 6 12.
Definición m : E ->F** se dice que representa al operador T : C( 2) ; F si
(a) mx* = x*m:E->1 son medidas regulares de Borel
	
(x* de F*) .
(b) La aplicación x* e F* -> mx* e C(st)* es continua .
(c) x*T es representada (Riesz) por mx* , o sea, x*Tf =
ff
dmx*
(f de C(2) y x* de F*) .
(d) JIT11 = m( 2 ) .
Entonces se tiene
Teorema 6 Existe una biyecci6n entre los operadores T : C(si) - F y las me-
didas aditivas m :E } F** que cumplen (a) y (b), de manera que x*T es repre-
sentada por mx* (x* de F*) y tal que JIT11= m(2) .
Quizá el hecho más sorprendente sea que en general la medida que re-
presenta a T : C(Q) -> F tome valores en F** . Ello resulta así porque C(2)
no contiene a las funciones características de los conjuntos medibles y en-
tonces el operador T : B(E) -" F** definido por !f= 1 f dm extiende a T en
el sentido en que es ¡f= Tf si es f de C(st), lo que ya aparece como más na-
tural . Otra manera de verlo es considerar B(E) c C(sa)** y T que sea la res-
tricción a B(E) de T** .
Ejemplo 7 Sea T : 000,11 -r Co definido por Tf = (f(1/n) - f(o))n=1	si f es
de Cf0,11 . Entonces su medida asociada que lo representa es m : E-> l _ = C**
dada por m(E) = (XE (1/n) - XE(o))n= 1 que deja de ser Co valuada . Incluso
deja de ser contablemente aditiva, como se comprueba por ejemplo tomando
En = {1/n}, ya que E m(En ) no es de Cauchy en 1" .
n=1
Teorema 8 Sea T : C( .A) -+ F representado por m :E -+ F** son equivalentes :
(a) T es débilmente compacto .
(b) La medida m toma valores en F .
(c) m es contablemente aditiva .
(d) m es fuertemente aditiva
(e) m es regular, es decir, que para todo E eE existe K compacto
	
y 0 abier-
to tales que KCEC:O y m(G\K) <e .
Antes de pasar a la representación de los operadores sobre los espa-
cios LP(u) necesitamos algunos resultados previos que exponemos seguidamen-
te . Las secciones 1 .3 y 1 .4 se encuentran en N . Dinculeanu (6 y 7) .
1 .3 q-semivariación y q-variación de una medida vectorial
Nuestro objetivo es hallar una generalización de la semivariación y
variación de una medida . Generalización que surge de manera natural al estu-
diar operadores sobre espacios LP(u) .
Sea sa un conjunto, E una a-álgebra de subconjuntos de st y u :E -> IR
una medida positiva finita . Consideremos una medida vectorial m:E -> F, donde
F es un espacio de Banach .
Definición Se llama q-semivariación de m, mq , a la función mq :E ;]R dada
por
todas las funciones
en A, disjuntos dos
Definición Se llama q-variación de m, mq , a la función mq :E -> 1R dada por
donde
de la
dos a
como antes tomamos el supremo de entre todas las funciones simples
n
forma s = lE1
aiXEl
con al de ¢, E i de E contenidas en A, disjuntos
dos, con 11 slip < 1 .
Nótese que, al ser en estos casos li s ilp = ( lE l 1 al 1 pu(E¡))
l~p, ll s Ilp < 1
equivale a que sea
n
mq (A) = IlluTI~111
iE1
al ME¡
supremo tomado de entre
n
simples s= ,E1 aiXEi con al de ¢, E i de E
contenidos
a dos, con lls ilp < 1 .
n
mq(A) = sup E l a¡ 1 .llm E i ll (A de E)
lls1ip<1 i=1
n
E la¡ l pu(E i ) < 1 .i=1
n
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Escribiremos mq --- mq (2) y mq = mq(n) .
Resumimos a continuación algunas propiedades de la q-semivariación y
de la q-variación .
1) Si m es la semivariación de m y
	
Im1 es la variación de m entonces m < -M,~
y ImI <Mi , pero, si u(E) = 0 - m(E) = 0 para E de E , es M-4= M, y ImI=m1 .
2) m1 es aditiva, mq y mq son subaditivas . Si m es contablemente aditiva en-
tonces m1 es contablemente aditiva y mq y mq son contablemente subaditivas .
3) mq <mq , pero si F=¢ ó si q=+- vale la igualdad .
4) jImEJI< mq(E)u(E)1/P < mq (E)u(E) 1/P (E de E)
5 ) mp <
u(2)
1/P-1/q
mq
y mp < u(S~)l/P-1/q m
q
si 1 < P < q <
6) Para 1 < q < m y toda A de E se tiene
contínua respecto de u .
m (A) = sup { E
mE q w(E) } 1/q
q n Ee,r 1,(E )q
Ix*
I q
q
11x*11 < 1 u E e u u(E) q
x* de F*
donde u recorre todas las particiones finitas disjuntas de elementos de E .
7) De las relaciones anteriores se deduce
mq (E) =sup {Ux-15) q (E) : x* de F*, lix*11< 1}
lo cual recuerda la definición dada en la página 2 de la semivariación de m .
8) La q-semivariación de ¡mi, lml q , es precisamente mq .
9) Si mq < + - con q l 1 entonces m es de variación acotada y absolutamente
1 .4 Óperadores T:
	
LP( p) -r F con 1 _<p <
Sea si un conjunto, E una a-álgebra de subconjuntos de si y p una medida
positiva finita .
Sea 1 < p < m y q tal que P +q = 1
Proposición 9 Existe una correspondencia biunivoca T+-, m entre operadores
T : L P (p) -> F y medidas vectoriales m : E -> F contablemente aditivas (aditi-
vas si p= -) y nulas sobre los conjuntos de p-medida nula, de q-semivaria
ción acotada, dada por Tf =
f
f dm Vf e LP(p) . Si T y m están en correspon-
dencia entonces es IITII= mq .
Demostración Dado T : LP(p) -} F se define la medida vectorial m : E -> F
por m(E) = T(xE ), que es finitamente aditiva por ser T lineal . Como qué para
p<- IImEII= Il(xE)II<IITIl .p(E)1/p resulta que si {En}n=1 es una sucesión de
elementos de E tales que En + 0 será p(En ) -> 0 al ser p contablemente aditiva,
luego m(E n ) -> 0 y por tanto es m contablemente aditiva .
De la misma definición de m se observa que p(E) = 0 - m(E) = 0 y además
_ n n
m = sup II E a . m(E i ) II = sup 11T(S)JI donde S= E ax con E disjun-
q I I S I Ip < 1 i =1 ' I I Slip < 1
i;= 1 E¡
i
tos, pero al ser las funciones simples densas en LP(p) y T continuo es .
sup IIT(S) II= sup IITf II con f e LP(p), de donde mq = IITII .
IISIIp < 1 Ilfllp < 1
Por otra parte dos operadores distintos no pueden tener asociada la
misma medida vectorial, puesto que de ser así coincidirían sobre las funcio-
nes características xE VE'er, luego por linealidad coincidirían
sobre las funciones simples y por último por continuidad valdrían lo mismo
sobre las funciones de Lp(p), contradicción .
Recíprocamente, dada m :E -> F con mq < ., se define T sobre las funciones
n n
simples s = E ai ;YE como T(s)= E al m(E¡ ), que no depende de las diferentes
i=1 i i=1
formas en que pueda escribirse s . Como que
~r
tiene norma 1 será
p
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JIT(
	
s )1J .< mq de donde JIT(s) jj < mq .JI s l1p . Esto nos dice que T es continuo so-
11 -
p
bre las funciones simples, luego, por ser éstas densas en LP(p), podemos ex-
tender T a LP (p) del siguiente modo : Si f e LP(u), existen sn simples tales
que 5sn -> f en LP(p), luego se define Tf =]¡m T(sn) y se define también la in-
n
tegral de una función f e L P (p) por una medida vectorial como (f dm = T(f)
Definición Dado un operador T : Lp(p) -> F y una medida vectorial m :E- F dire-
mos que m representa a T cuando es Tf =
f
f dm (f de Lp(p)) .
El caso particular p= - . ya era conocido : m:E->F representa a T:L'(p)- F
si y sólo 'si m<-.
Nótese que para 1< p< - todo operador T : LP(p) - F es débilmente compac-
to, ya que en este caso L P (u) es reflexivo .
Para p = m ya hemos visto, teorema 4, que T : L'(p) -} F es débilmente
compacto si y sólo si la medida que lo representa es fuertemente aditiva .
Para p = 1 se tiene : T : L'(p) -> F es débilmente compacto si y sólo si
existe g e L(p,F) de rango esencialmente relativamente débilmente compacto
tal que Tf = j fg dp (integral de Bochner, véase pág . 23' si es f de L'(p) .
n
Siendo en tal caso JITIJ= m(sa) =11g11 . Véase la demostración en Diestel-Uhl(5)
pág . 75 .
CAPITULO 2
Sean X a Y espacios de Banach
Definición Un operador T :X -> Y se llama absolutamente sumante , lo llamaré
A .S ., si aplica sucesiones sumables {x n } de X en sucesiones {Tx, } absoluta-
mente sumables de Y .
Proposición 1 Son equivalentes :
OPERADORES ABSOLUTAMENTE SUMANTES (A :S .) Y ORDEN SUMANTES (O .S .)
T es absolutamente sumante .
T aplica sucesiones débilmente
mables .
Existe una constante p > 0 tal que si x 1 , . . .x n e X es
n
	
n
E IlTxi 11-cp su p{ E Ix*(x i ) 1 : x* de x*, lix*11< 1}
i=1 i=1
una medida regular positiva ~ definida sobre los borelianos de laExiste
bola unidad de X*, U°, tal que
El conjunto de los operadores A .S . de X a Y forman un espacio de Banach
las constantes p >0 que verifican (c) = Infi-
que verifican (d) . La composición de un opera
un operador continuo con uno A .S .. sigue siendo
más detalles véase A. Pietch (13) capítulo 2 .
con la norma 11T. 11AS = infimo de
mo de u(U ° ) entre las medidas
dor A .S . con uno continuo y de
A .S . Para las demostraciones y
En un artículo de Diestel (5) se demuestra
Proposición 2 T : B(E) -> F es A.S .
presenta es de variación acotada y
Como consecuencia se tiene
sumables en sucesiones absolutamente su-
JITx 11`- 1Ú
Ix* (x) Jdu(x*)
si y sólo si la medida m:E- F
en tal caso JITIJAS = Imi(2) .
que lo re-
Proposición 3 T : L'(w) -> F es A .S . si y sólo si'la medida que lo representa
es de variación acotada y en tal caso IITIIAS = Imi (si) .
Resultado éste que se encuentra en C . Swartz (15), pero con una demos-
tración diferente .
Si T : C(9) -r F es A .S . entonces es débilmente compacto, véase Pelczyns-
ki (10), luego la medida que lo representa es F-valuada . También en este caso
se tiene
Proposición 4 T : C(Q) -> F es A .S . si y sólo si la medida que lo representa
m :E -> F es de variación acotada . En tal caso IITIIAS - Imi(2)
Demostración : Véase A . Tong (16) .
La pr:posición 2 de Diestel sigue siendo cierta en el caso de operado-
res sobre B(A), si bien se requiere otra demostración :
Lema 5
	
Sean f1 , . . ., f n de B(A) . Se tiene
n . n
II . E I f i III W = sup II E E i f i II~ ,
i=1 Ie1I = . . . = len l = 1 i=1
supremo tomado de entre todas las constantes em de módulo 1 .
n n
Demostración En efecto, por un lado es II E E i fi II-< II E 1f.111_ para toda
i=1 i=1
elección de las constantes ei . Por otro l.ádo dado t de SZ existe e i (t) constan-
n n
te de módulo 1 tal que ei (t)fi (t) = Ifi(t)I , luego II E If i lIL =sup E I --I( t)=
i=1 t esZ i=1
n
= sup E e (t) f .(t), luego, dado e >O, existe t
o
de z tal que
t e Z i=1
n n
E e i (to ) > II E If i I¡L -e . Poniendo ahora e i (t) = ei (to ) = E i	pa atodo t resulta
i=1 i=1
n n n
que sup II E EifiIL = sup sup I E e i f i (t)I > E E ¡ (to ) >IEiI = . . . =I Eni =1 i=1 IE iI=1 test i=1 i=1
n
> IIiE1Ifi1IL-e .
n n
Esto para todo e > 0, lo cual implica que sup II E Eifi II~_II E If iII~, .
I el I = 1 i=1 i=1
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Proposición 6 Un operador T: B(A) - ; F es A .S . si y sólo si la medida que
lo representa m :(1-} F
	
es de variación acotada . En tal caso IITIIAS = Imi(2) .
Demostración Si T : B(,i4) -> F es A .S . entonces, por definición, se cumple
n n
E IITf i II_ IITIIAS sup {E Ix*(f i ) I : x*e B(q)', IIx*II< 1} . Pero B(«
= ba(A),
ii=1 =1
espacio de las medidas finitamente aditivas y acotadas p :A-~ ¢ con la norma
de la variación, luego si m es la medida que representa a T será
¡mi (5~) = sup E IIME n 11= sup E IIT(xE ) II <ir En de n n En de ,r n
< sup IITIIASsupl E Ix*(X ) I : x* e BCA) ~, IIx*II< 1} _-
n En de Tr En
sup IITIIAS - sup E IJ XE dpI : pe ba(A), variac . (p) < 1}'=
n En de n n
= sup IITIIAS-sup { E I p (En ) I : p e ba(A), variac . (p)-< 1} 9 IITIIAS
n E n de
luego m es de variación acotada con Im1(2) 9 IITIIAS'
Reciprocamente supongamos que m es de variación acotada, en este caso
si f1 , . . . ,fneB(A)
E IITf i II= E Iljf i dm II < E ~ If i l dlml =JE If i l) dlmI <II E If ilIL -Im1(2)i=1 i. i=1 =1 i=1 i=1
n n
pero, de acuerdo con el lema 5, 11E IfilIL = su p II E eifill~
i=1 IE1I= . . .=lenl= 1 i=1
donde e l son constantes, luego
n n
i E1 IlTf i II -<¡MI (Q) sup II E Ei f i Ií = Imi(2) sup
IEII= . . .=len'=1 i=1
Ie II= . . .=le t~1
n
sup { E e i f i dp : p e ba(A) variac . (p) < 1} _
i=1
n
= jmi(2) . sup { E I f i dpI :peba(A), variac .(p) <1}=
i=1
n
_ Imi (n). . sup { E Ix*(f i ) I
	
: x* E B(f1)' , lix* 11< 1} , luego T es A .S . con
i=1
11TIIAS< 1m1(2) .
A la vista de estos resultados es natural preguntarse : ¿ qué ocurre con
un operador T : L P (p) -> F con 1 < p <-?
Al tenerse la inclusión j : L- ( p) ->L P(p),Si tenemos un operador T :LP (p) -} F
que es A.S . por composición será To j : L
,
(l.)~ F A.S ., luego la medida que
representa a T -j es dé variación acotada, pero ésta es la medida que repre-
senta a T, así
Proposición 7 T : LP (p) -> F A .S . =y la medida vectorial que lo representa es
de variación acotada .
El recíproco falla, un sencillo contraejemplo es el siguiente
Ejemplo 8 La identidad id : L'[0,11 -> L'[0,1] no es A .S . porque todo Banach
de dimensión infinita contiene series débilmente sumables que no son absolu-
tamente sumables . Sin embargo la medida que lo representa m :E -> L'(p) es tal
que m(E) =XE cuya variación
Otro contraejemplo es el ejemplo 16 del capítulo 4
Veremos a continuación que se cumple T : LP (p) -> F O .S . si y sólo si
mq < - , y que esto generaliza los resultados anteriores ya que los operadores
T : LP(p) -> F O .S . coinciden con los A .S . en el caso p = - .
Definición Sea 1 < p < . . Un operador T : L P (p) -> F es orden sumante, lo llama-.
ré O.S ., cuando existe p >O tal que
- n n
E 11Tf i 1I_p11,E If i 1iip
i=1 i=1
Equivale a decir que T aplica series de elementos positivos convergentes
en series absolutamente sumables . Se define IITI6S como el ínfimo de las cons-
tantes p > 0 que cumplen la desigualdad de la definición .
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Im1(2) = sup E1¡MEI~=sup p(E) = p[0,11 =1<°~-
E e  ,r
Nótese que si 1 < p < - es
~fi 1¡¡p=sup {~1 ( E ~f i ~)9 dp~ : geLq(u),,,gIIq <1} = sup {1_~: Jlfi 1 g 0 :
i=1
	
sZ i=1 ~=1 s2
9ELq (u),ligliq <1} = sup { E Ifi1igidu : 9ELq(p),l,9il
i=1 sz q
<1}=sup E (Jifilgdu1
119liq < 1 i=1 si
y en el caso p = w se tiene
n n
~IE ifilIL =sup {i E If i Idn1 :n e (LW (u))'} que, como veremos a continuación,
i=1 Sri=1 n
en la proposición 10, es igual al sup { E fi dn~ :n e(C(u))'} , donde
i=1 sZ
recordemos que (L_(p))' =medidas escalares finitas acotadas nulos sobre los
p-nulos, con la norma de la semivariación .
Proposición 9 Todo operador T: L P(p) -> F A .S . es O .S .
Demostración Para 1 <p < m, si T es A .S . entonces
Tf<<p-s
9il- 1
1 E1 1 J~f 9duI
<p .su
1zllfiI)'~91dv~
<
q
_< p . sup J ( E If i 1 ) .9 d p¡= p . 11 . E 1fi 1 li
-li g ilq_1 st i=1 i=1 q
luego T es O .S . con además IITlbS <JITIJAS .
Análogamente se haría para el caso p = - . Lo mismo vale también para
el espacio C(Q) 6 B(E) ó B([1) .
El recíproco en general no es cierto, como se ve por ejemplo con la iden-
tidad id : L'[0,11 -> L'[0,11 que no es A .S . pero es O .S . como veremos más ade-
lante (proposición 11) . Otro contraejemplo es el ejemplo 16 del capítulo 4
que da un operador T: L2[0,11 -> Co O .S . no A .S .
Proposición 10 T : L_(p) - F es O .S . si y sólo si es A .S .Además JIT16S = JITIkS .
Demostración Sólo falta ver que O .S . - A .S . . Si T es O .S . entonces por defi-
n n
nición E JITfi1f <p .11 E Ififl. , pero veamos ahora que
i=1 i=1
II E Ifii .l!=
	
sup
'
II E E .f i L . En efecto, por un lado es
i=1 Ie 1 I= . . .=l eni=l i=1 .
n n
sup II E e, f	IL`-II E Íf i 'IL , por otra parte si f e L"(p) entoncesIe11= . . .=1Eni=1 i=1 i i=1
n
IIfIL inf sup If(t)I, luego si llamo c'E sup E ~i (t)I,como queEez test\E E tesa\E i=1
~(E)=0
Ifi(t)I= e i (t) fi (t) para ciertas funciones ci(t) de módulo 1, dado d1 > 0
n
3 to e sz\ E tal que si llamo
el =ci to) es aE < sup I E e i f i (t) I + d,test\E i=1
y como que dado 52 > 0 ! E e E con u(E) z 0 tal que IIf II. < aE-g2 ya está,
luego tenemos
n n n
IITfi ll
p
. sup I~T f i f 1 = sup sup lJ ( ~~F ;) dSI : cSsL(rí IS1~1~=i=1 J¿
11 = . . .= I¿ n l =1 i=1 11
i1= 1 R i=1
suP . sup I Z £iJ F i cI ~I = p sup I J t: . cISI
es decir que T es A .S . con IITIIAS << p
La proposición sigue siendo válida si en vez de L'(u) partimos de
C(a) ó de B(E) ó de B(A) . Para estos casos puede utilizarse la misma demos-
tración anterior con las obvias modificaciones .
Sea como siempre u medida positiva, Ea-álgebra
medida finita . Sea 1 < p <-, q conjugado de p .
Proposición 11 Un operador T : LP(u) -> F -es O .S . si y sólo si la medida que
lo representa m: E-> F es de q-variación mq acotada . En tal caso ¡¡Ti ¡OS = -m q*
Demostración Sea el caso 1< p <
n
Si T : L P (u)i -> F es O .S . entonces roq =
IISsup_
.E la i1 .IImEi11
II p 1 i=1
n n
= sup E IIT(aixE	)II
-115
sup IITI~S . II E Ia1XE
i
I II =
IISIIp < 1 i=1 i II p < 1 i=1 p
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espacio de
II up
11T1~S .11Sl1p=11Tl~S
	
en donde hemos utilizado la definición de
s lip< 1 .
operador O .S ., luego mq < m con mq < 1ITIIOS .
por otro lado si tenemos una medida m:E -> F con m < -, al ser
m
mq < mq <	, m representa un operador T: LP(p) - F dado por Tf = f dm
V f e LP(v) y con 1ITII= mq . Veamos que T es O .S ., en efecto
i E 111Tf i ll= i E 111J~f i dm-ll_ i E Ifildlm1=
12iE
Ifildlml _mq '11 i E 1 1f i 1llp
= =119 =l
ya que como sabemos 1 If i ¡dimI< mg Jlfillp ,
El caso p = 1 sale igual poniendo m_=sup mB , pero como que
BeE p B
M.= mm resulta que todo operador T : L'(p) -> F es O .S .
El caso p= - ya está visto pues en este caso O.S . es lo mismo que
A .S . y también m1 = Imi, véase proposición 3 .
Con esto hemos resuelto la cuestión que nos habíamos planteado . Ahora
para saber si un operador T : L P (p) - F es O .S .,	b starácon calcular -m
q
#
Ejemplo 12 La inclusión natural j : LP(p) -> L'(p) es O .S .
Demostración En efecto, la medida que la representa es m :E -> L'(p) dada por
m(E) =XE V E e E, luego
m = sup E l« i 1 .limE i ll	, sup E la i lp(E i )= sup 11s¡¡L ' (,)-PO)L~1<W
q 11Sl1p < 1 i=1
L (p)
11S11 p < 1 i=1 11S¡Ip < 1-
Ejemplo 13 Si 1 < p < r la inclusión j : Lr (v) -> L P (p) no es O .S .
Demostración En efecto, podemos suponer sin perder generalidad que p(2) = 1,
ahora dividimos 2 en n trozos A n cada uno de medida ñ (se supone que esto
se puede hacer), luego
m q = sup E la i l-11mE i lILp( p ) sup E la i lp(E i
) 1/P	dondes= E a iXEi ,
11 s li r < 1 i=1 .11 s 11r < 1 i=1 i=1
tomando en particular
	
s= E XA . es llsilr = u(Q) 1/r =1 pero E
(A¡)l/p=
i=1 i=1
1 que diverge para p >1 de donde mq = .n . ñ n1/p-1
Proposición 14 T : LP (p) -r F es O .S . si y sólo si existe a medida positiva
de q-variación acotada y un operador S : L'(a) -> F de manera que sea conmuta-
tivo al diagrama
Lp(p) T- F
J '\.' /S
donde J es la inclusión natural . En tal caso a y S pueden elegirse de modo
que ~q =11T16S y 11s11<1 .
Demostración Si T es O .S . la medida m que lo representa será de q-variación
acotada, luego es de variación acotada . Definimos S : L'(Imi) -} F por
n n
S(f) = E a i m( E i.) si f es simple de la forma f = E a~xE , S está bien defi-
nida .v es continua sobre las funciones simples pues
n nJIS(f)
11=I1 E al m(Ei ) f~ < .E Ja¡J .JimEiil=lifi~,(Iml)
i=1 i=1
luego por densidad podemos extenderla a todo L'(Iml) con 11sil< 1 .
Por otro lado, como que t ifldimi< mq .llfllp, la inclusión
J : L P(p) -> L'(Imi) es continua y es T = S oJ, de donde obtenemos la factori-
zación buscada .
Para el reciproco es suficiente con ver que J : LP(u) + L'(a) es O .S .,
lo cual es completamente análogo al ejemplo 12 .
Como consecuencia de la proposición obtenemos la siguiente definición
de operador O .S .
Proposición 15
	
T: LP(u) -r F es O .S . si y sólo si existe a :E -> R+ con
X
q
< - tal que
IITfII_c . t I f(t)I da(t)
Demostración Si T es O .S . por la factorización de la proposición 14 será
IITfII = IIJ ° R(f)II< CIIS(f)II _ CIISII-IIfll L ' . (a ~
< CIIfilU(a ) y ya
está .
Reciprocamente, definimos S(f) = E a iT(X ) cuando f es simple de la
i=1 E i
n
forma f= 1E 1 aiX
Ei
. Como que por hipótesis II5(f)II _c .IIflIL - (a) será
S : L' (a) -> F acotada, y al ser ~ q < - será t I fI da < X q .II fllp y por tanto la
inclusión J : LP (P) -> L'(a) es continua . Luego se comprueba que T = S O J y se
aplica la proposición 14 .

CAPITULO 3
3.1 Integral de Bochner e integral de Pettis
Vamos aresumir brevemente a continuación algunas de las definiciones
y propiedades más interesantes de la integración de una función vect! ¡al
por una medida escalar
Sea (2,E,p) un espacio de medida finita y F un espacio de Banach una
función f:st-> F se llama
	
simple cuando existen x1 , . . . ,x n de F y E1 , . . . En
n
de E tales que f = E xiXE i
. Una función f:S2-> F es u-medible si existe una
i=1
sucesión {sn}n=1 de funciones simples tales que limlisn-flI F = 0 P-c .p .t .n
Una función f :st->F se llama débilmente u-medible si para toda x* de F* la
función escalar x*f es },-medible . La suma, producto por escalar y límites
puntuales u-c .p .t de funciones medibles ó débilmente medibles son de la mis-
ma clase y muchas de la propiedades del caso escalar siguen siendo ciertos
en el caso vectorial, por ejemplo se cumple también el teorema de Egoroff .
Se demuestra que una función f :2 -> F es u-medible si y sólo si es débilmen-
te },-medible y tiene rango esencialmente separable, es decir que salvo en
un conjunto de i,-medida nula el rango de f es separable en F .
Una función l,-medible f:2 -+ F se dice que es Bochner integrable cuan-
do existe una sucesión {sn}n=1 de funciones simples
tales que
lim tllsn-fl~u = 0 . En tal caso se define la integral de Bochner de f sobre
cada E de E por f du = 1 im S di, en donde es s d}, = E x . i,(E 0 E ¡ ) s i
m IE n fE n JE n i=1
es s n = E x iXE .
OPERADORES CON NÚCLEO INTEGRAL
Se demuestra que una función f :sa-} F es Bochner-integrable si y sólo
si
f2
Jifipu < - y para la integral de Bochner se cumple el teorema de la
convergencia dominada : Sea (2,E,p) espacio de medida finita y fn :2 -> F una
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sucesión de funciones Bochner integrables tales que fn -r f puntualmente
u-c .p .t ., si existe g e L'(u) tal quelifn 1I < g
	
u-c.p .t . entonces f es
Bochner i ntegrabl e y ]¡m f dy = f du V E de E .
n fE n fE
Análogamente al caso escalar, se definen el espacio L P (u,F) para
1 < p < - como el conjunto de las funciones u-medibles f:2 - F tales que
IIfJIF e L'(u), con la norma IIfJIp = (ti¡ f1IFd u) 1'P , y forman un espacio de
Banach . L'(u,F) es el espacio de Banach de las funciones u-medibles
fin -> F que están acotadas excepto en un conjunto de medida . nula, con la
norma IIfIL= ess sup { IIf(w)II :w de sal .
Si una función sólo es débilmente u-medible no puede definirse su
integral de Bochner, para ella se define la llamada integral de Pettis .
Para ello se tiene : si una función f :2 -> F débilmente u-medible es tal que
x*f pertenece a L'(u) para todo x* de F*, entonces, para todo E de E exis-
te x** de F** tal que x**(x*)= x*f du (x* de F*) ; si resulta ser x** de
E
F para todo E de E entonces se dice que f es Pettis integrable y al elemento
x** de F se le llama la integral de Pettis de f sobre E de E , empleándose
la notación Pettis- f du para representar a x*t
E
Naturalmente existen ejemplos y contraejemplos de todos los tipos para
las integrales y funciones indicadas aquí . Para una exposición más general
y detallada véase Diestel-Uhl (5) capítulo II .
En el comienzo de este trabajo hemos asociado a algunos operadores
entre espacios de Banach medidas vectoriales que los representan . Si tales
medidas se pudieran escribir como una cierta integral de una función vecto
rial por una medida escalar, entonces los operadores representados tendrían
una expresión elegante y sencilla . Por eso es importante ver cómo y en qué
condiciones ello es posible . Dicho en otras palabras, se trata de estudiar
cómo es el teorema de representación de Riesz y el teorema de Radón-Nikodym
en el caso vectorial .
3 .2 Propiedad de Radón- Nikodym (PRN)
Sea (2,E,p) espacio de medida finita
Definición Un espacio de Banach F se dice que tiene la propiedad de Radón-
Nikodym (PRN) con respecto a (Q,E,u) si para cada medida vectorial m :E -> F
p-continua de variación acotada, existe g de L'(p,F) tal .que m(E) = f
E
g dp
para todo E de E .
Se dice simplemente que F tiene la PRN si F tiene la PRN con respecto
a cada espacio de medida finita .
El teorema de Radón-Nikodym para medidas escalares nos dice que si F
es el cuerpo de escalares entonces F tiene la PRN y ejemplos de espacios con
la PRN son los'reflexivos y los duales separables . No todos los Banach tienen
la PRN, así
	
por ejemplo co , como no, no tiene la .PRN :
m : E - co	definida por m(E) = (J
E
cos ntdt)ñ=1( de E), donde E son los
Lebesgue medibles de [0,1], es una medida vectorial que toma valores en co
(lema de Reimann-Lebesgue), sin embargo si existiera g e L'(dt,c0 ) tal que
m(E) = ]
E
g dt , deberia ser g(t) =(cos nt)ñ=1 que claramente no toma valores
en co. Luego co no tiene la PRN .
Sea 1 < p < - y q tal que p + q = 1
Definición Un operador T : LP (p) -} F se dice que es Riesz-representable si
existe g de Lq(p,F) tal que
Tf =f fg di, (f de LP (p))
Nótese que es un operador que está bien definido ya que, si es g de
Lq (p,F), se cumple IITfII F =IIL fgdi,IIF -<f,, Ifl-IIgIIFdp_< .IIflip-IIgl~, luego T es
un operador continuo sobre L P (p) conJITII_I'gll q "
Lema
	
1 si m(E) = f
E
gdu con geLq (u,F) entonces es mq =119liq
n
Demostración .caso q<~ , por un lado se tiene m= supq
,lisH -<1 i=1p
= sup E lai 1 .11j 9 du 11< sup E 1ai I j l¡9~~u =~~ s ~~ < 1 i=1
E ]s lip < li=1 E i
= sup ( E l-¡ 1 -XE )11911 du < il g ilq	y por otra parte
lis 11 p < 1 ii=1
~~9sup 1 fliglldPI < sup ~, Ifi .ilgll di, = sup Ifl dimi <
~~f 11 1 t IW1
11f
11 < ~~
< sup m jifli = m ya que es ImI(E) =~ ligll du(Diestel-Uhl (5) pág . 46)
- 1W 11
mB ~l Bgdu11 119~~u(B)caso q = , m~ = sup ü B = sup u B `_ sup BBc9 Bc2 Bc2 u
lo que prueba la desigualdad en un sentido, ahora de ~ jiglidu< m-u(E)
E
resulta m_ c .p .t ., luego ligil,< w.
Proposición 2 Sea T : LP(u) -> F, si se define m :E -> F por m(E) = T(XE)
(E de E) entonces T es Riesz-representable si y sólo si existe g e Lq(u,F)
tal que m(E) = f
E
g du (E de E) . En tal 'casó Tf = fg du para todo f e L P (u) .
Además ¡¡TI¡ < mq=11911q .
Demostración Si T es Riesz-representable ; existe g de Lq(u,F) tal que
Tf = t fg di, (f de LP(u)) ; luego, si es E de E,
m(E) = T(XE ) =
1
XEg du = ~
E
9 du
n
Recíprocamente, si es m(E) _ g dp (E de E) y si s= E a ixE es
fE i=1 i
una función simple será
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n n n
T(s) = E a l T(XE )
= E a l m (Ei ) = E al g du
=f
sg du .
i=1 i i=1 i=1 Ei
Si ahora defino R(f) =
f2
fg du
	
( f de L P (u)), R será continuo al ser
g de Lq (u,F), así tenemos dos operadores R y T continuos que coinciden sobre
las funciones simples, luego coinciden sobre LP(u) y por'ello tenemos
T,f=~ fgdlii (f de L P (u)) de donde resulta IITII < Ilgllq y es mq = 119lIq por
el lema 1 .
La norma del operador T: LP(u) -> F Riesz-representable con núcleo g
cumple IITII < Ilglh . Puede ser la desigualdad estricta? Si p = 1 entonces
hay igualdad puesto que IITII= m. = m- = 1191L . Sin embargo puede ser estricta
si p >1 como se ve en el ejemplo 3 .
Recordemos que dada m:E -> F entonces m = sup x*m (véase(7) pág .10),
q
11x*11< 1
q
si es m(E) _ ~ g du con g de Lq(u,F), será x*m(E) = I
E
x*g du para todo x* de
F*, luego x*mgE ( Ix*glq du) 1/ q y por tanto
E
mgq = sup (Ix*g(t)Iq du(t) ° suP
Ix*9(t)Iq du(t) <
IIx*II_1
' 2 «i llx*11< 1
x* de F*
< sup I x*(t)9(t)Iq du(t) =J IIg(t)lP
du(t) = mq
2 IIx*(t)11_1
q
x*(t) :2-, F*
en donde hemos aplicado el teorema de la convergencia monótona para pasar el
supremo dentro de la integral y en donde en (a) x* de F* son constantes y
en (b) x*(t) son funciones den a la bola unidad de F* .
Con esto puede tomarse pues ya una idea de como funcionan estas desi-
gualdades .
Ejemplo 3 en el que IITII < IIgIlq
Sea 2 = [0,11 con la medida de Lebesgue dt y sea T : LP[0,11 - co
1
definido por Tf = f fg dt V f e Lp[0,11 , en donde g :P - co está dada por
0
g(t) = xix E (t) + x2xE
2
(t) con El = [ 0,1/21 , E 2 = (1/2,11
3 1
luego si
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- 1/n n impar
xl - (a n ) n=1
	
an
Z 0 n par
0 n impar
x2
-_
(bn)n_1 bn=
~
1/n en otro caso
así x , x de c con x = sup1 2 o II 111c P lan l IIx2l~ = sup lb n l = 2o n>1 o n>1
q<W 1lgll q = f
1
1 (IIx11IgXE 1
(t) + IIx2IlgXE
2
(t)) dt =
0
2+ (2)q .2=2+
2
q+1~
sin embargo si x* de c*=1' es x*=(an)n=1 será lix* 11 =	E la n l yn=1
x*(x 1 ) = E ~ , x*(x 2 ) = E an luego- ,n impar n par n
1 1
IITIl=mq= sup Ix*g(t)l q dt= sup Ix*(x )X + x*(x )X Igdt=
q Ilx*II< 1 fo IIx*II< 1 fo 1 El 2 E2
1
= sup 1J ( E an ) gX (t) + ( E a)gX (t) : (a )~ e 1' con E (a L1}=0 n impar n El n par n E2 n n=1 n=1 n
= suP f2 E (ñ) q +2 E (ñ) q :Ela n l<1} = 2sup f E (ñ)q : EIanI <1}=2n impar n par n=1
Definición Se dice que F tiene la q-PRN respecto de (2,E,p) si para cada
medida vectorial m :E -> F u-continua de q-variación mq acotada, existe g de
Lq(u,F) tal m(E) =.~ gdu
E
Proposición 4 Son equivalentes, para 1 < p < .
(a) F tiene la PRN respecto
(b) F tiene la q-PRN respecto de
(c) todo operador T : L'(},) -~ F es Riesz-representable .
(d) todo operador T : LP (u) -~ F cuya medida que lo representa cumpla mq < +
es Riesz-representable .
Demostración
	
(a) (b) Sea m:E->F p-continua tal que mq < + _, entonces
¡MI< mq. ,(Q)
1-1/q
< + _, al tener F la PRN, existe g de L'(u,F) tal que
m(E) = I g dp pero además es g de Lq (p iF) pues por hipótesis ligliq=mq < + ~,
F
(b) -_-,> (c) Dado T :L' (},) -> F sea m:E -> F definida por m(E) = T(XE ), como que
m representa a T será m. = mW = 11TIJ< + _, luego mq < p(sa) 1/q . m- < + . y
además es m p-continua, como que F tiene la q-PRN, existe g de Lq(p,F) C
C L' (p,F) tal que m(E) = f
E
g d ti, , de donde M-- = 119 IL y por tanto T es
Riesz-representable .
(c) =>(a) véase Diestel-Uhl (5) pág . 63 .
(a) =P (d) Sea T : L P (p) -> F con mq < + m, luego al ser ¡mi <p(2)1-1/q
. mq
m es de variación acotada y será además p-continua porque representa a T,
como que F tiene la PRN, existe g de L'(p,F) con m(E)= í
E
g du , luego
g e Lq(p,F) pues 11g11q = mq , de donde T es Riesz-representable .
(d) 4 (c) Sea T : L'(p) -> F, considero el diagrama commutativo
LP(p)
donde j : LP(p) } L'(p) es la inclusión natural, la medida que representa a T
es tal que m_=m. = JITIJ< ., luego mq <m , pero m es también la medida que
representa a R, luego por (d) será R(f) = J fg dp con. g e L9(p,F), pero ahora
es m(E) = I gdp y por tanto m = ligIL, de donde T es Riesz-representable .
E
La hipótesis en (d) de que mq <+ - no puede ser quitada como se ve en
el siguiente ejemplo, ya que si 1- < p< - LP (p) tiene la PRN por ser reflexi-
vo .
Ejemplo 5 de un operador T : LP[0,11 -> LP[0,11que no es Riesz-representable .
Sea 1 < p<- y sea la identidad id : L P[ 0,11 } LP[ 0,11 , LP[ 0,11 aquí es
el usual con p la medida de Lebesgue sobre los Lebesgue medibles de [0,11 .
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La medida que lo representa será m :E -> LP[0,11 dada por m(E) =T(xE ) = XE .
Veamos que m es de variación infinita sobre cada medible E con
p(E) > 0 ; en efecto, dividamos E en n otrozos E i de E disjuntos dos a dos
de medida u(E i ) =
	
u (nE) ,luego E¡ImE i 11=	 u(Ei
) 1/P =p(E) l/P . E l/nl /P que
i=1 i=1 i=1
al ser p >1 se hace tan grande como queramos, luego, por definición de varia-
ción, es Imi(E) =-.
Por ello no puede existir ninguna g :[0,l] -~ LP[0,11 medible tal que
r1 (1
sea Tf =
J
1 fg du ni incluso que sea Tf = Pettis-
JO
fg du ya que de ser así
sería m(E) = Pettis-f g du y por tanto todo conjunto E l de E con u(E 1 ) > 0
E
contiene un E2 de E con p(E2) > 0 tal que ImI(E2 ) < + _, contradicción
(véase capítulo 3 § 2 Diestel-Uhl (5)) .
Nótese que al ser Imi(n) = m será mq(~) = m , luego aquí tenemos un ejem-
plo de una medida que cumple m
q
< + - pero m
q
= + ~.
Sea l < p < . , q tal que -!+ q = 1
Proposición 6 F tiene la PRN con respecto a (2,E,u) si y sólo si todo ope-
rador T: LP(p) -r F con mq < m factoriza
LP(M) > F
S \, ~ .R
Demostración
luego F tiene la PRN .
con S Riesz representable . En tal caso para todo £ > 0, S y R pueden tomar-
se de modo que ¡¡SI¡ < mq + e y JIRII < 1 .
Si S : LP(u) -> l' es Riesz-representable,es que existe g de Lq(p,l')
tal que S(f) = fg du , considero la función Ro g :n -> F que será de
st
Lq(u,F) puesto que JIR-gil q = IRogIn, du) 1/q < JIR11 .11g1¡q , luego por el teore-
ma de Hille (véase página 47 Diestel-Uhl (5)) será T(f) = R- S(f) = í f .Rog du,
es decir que todo operador T : L P (p) -> F con mq < . es Riesz-representable,
Como que F tiene la PRN y es mq <
	
, existe h de Lq(u,F) con
TF =
1
hf du (f de LP(u)) . Sea E > 0 . Por el corolario 3 de la pág . 42 de
st
Diestel-Uhl (5) existe una sucesión (f n ) de funciones u-medibles de rango
numerable tales que 11h-fnIL < E/ 2 n , poniendo h1 = f1 y hn = fn-fn-1 si n > 2,n w
se tienellh- E gjlL < E/2n , escribamos h = E x x donde {E } k=j=1 n =1 n,kEn,k n,k
1
son elementos de E disjuntos dos a dos, definimos S: LP(u) -> 1'(NxN) por
S(f) = {Ilxn,Jí f du}n,k = 1' que es lineal y acotada puesn,k
IIS(f) II- nEl kE
1
Ilxn , k IIJ E Ifldu=
n,k
_llkEl
kEl
Ilxn,kIXEn,kllq-llfllp
E E llx II-x Ifidu <
n=1 k=1 n,k En,k
pero como que E E llx ( t ) < Ilh(t) II + E ñ = Ilh(t) II + E/2n=1 k=1
n,klxEn,k l
n=2 2 l
resul ta que 11 E E I I x n, k Ik E	Ilq<< II hl Ilq + E/2 u(st) 1/q y como quen=1 k=1 n,k
Ilh l llq _IIh-h, llq + Ilhllq<
e/2 u(9) 1/q + mq queda finalmente
IIS(f)lI < (mq
+ Eu(st)1/q) .Ilf11p,
Queremos probar ahora que S es Riesz-representable . Para ello podemos
proceder de dos maneras, una es comprobar que la medida que representa a S
cumple ñq < _ y al tener 1' la PRN será S Riesz-representable . La otra mane
ra es encontrar directamente la forma integral de S, que es lo que vamos a
hacer :
Sea 9 :2 -> 1' definida por g(t) ={ Il xn,klkE (t)} n,k =1* Entoncesn,k
tenece a Lq(u,l') porque Il9IIq =( JAI Ilxn,kIIxEn,k(t)Ilq . du(t))1/q =
( ( E Ilxn,kIkE (t)) q du(t))1_
( /q que como hemos probado antes es
J~ n,k n,k
Il9IIq < m4
 + ':w(2)
1/q < + W .
9 per-
Luego S(f) = {11xn
.JIEn,k
fdu}
=Ist
fg
_
du
	
(f de L p (u)) ya que ambos
miembros son dos operadores continuos sobre LP(v) que coinciden sobre las
funciones simples . Así S es Riesz-representable con núcleo integral
g de Lq(u,F) .
Ahora, para acabar la factorización, definimos R : 1'(NxN) -> F por
R({a }) = E E a xn,kn, k n=1 k=1 n " k '(j
y si f e LP(u) será
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si {an,k} e 1'(NxN) . ClaramentejIR11< 1
RS(f) = E E xn, kIII fdu) x
n'k
_= E
I
f hn du = f fh du
n=1 k=1 En,k Wn,k~ n=12 s~
en donde hemos aplicado el teorema de la convergencia dominada .
Notas 1) Este resultado podría haberse enunciado en forma más general apro-
vechando el hecho de que 1' tiene la PRN : "F tiene la PRN respecto de
(si,E,u) si y sólo si todo operador T : L P (p) ->'F con -m q<
+ - factoriza de la
forma
T
Lp (u) -~ F
S~~ /~R
donde la medida n que representa a S verifica ñq <
2) El caso más interesante es cuando p = 1 ya que en tal caso siempre
es m. < + W y n < + - , es el llamado teorema de Lewis-Stagall (véase
Diestel-Uhl (5) pág . 66) .
3) Como que todo operador Riesz-representable es O .S . tendrá la facto-
rización
T
Lp (u) = F
R \ /S
L'(jmj)
en donde m es la medida que representa a T, análogamente a la proposición
6 puede demostrarse que T es Riesz-representable si y sólo si T lo es, luego
podriamos anunciar : "F tiene la PRN si y sólo si todo operador T : Lp (p) -} F
con mq < + m factoriza en la forma anterior con S Riesz=representable" .
4) Análogamente,si T : LP(p) -> F es Riesz-representable entonces existe
he Lq(i,,F)
	
con Tf = hf dp , luego T factoriza por
T
Lp(p) % F
R\. ~5
donde R está definido por R(f) =f .h con JIRIJ<JIhil q y S está definida por
S(g) _ g di,, siendo JISIJ< 1, luego será también T Riesz-representable si y
sólo si S lo es y podría decirse algo parecido a 3) . De hecho esta construc-
ción da la factorización
L'(p,F) =L'(jmj)
donde J es la inclusión natural y aquí T es Riesz-representable si y sólo
si S lo es .
5) Como que F tiene la PRN si y sólo si F tiene la PRN respecto de los
Lebesgue medibles de [0,11 con la medida de Lebesgue en [0,11, véase Chatter-
gi, S .D . (3), sustituyendo L P (p) por Lp[0,11 en los anteriores resultados
nos dará la equivalencia de tener F la PRN en vez de tenerla únicamente res-
pecto de
3 .3 Operadores Riesz-representables y operadores O .S .
Recordemos que los operadores O .S . están caracterizados por tener la
medida que los representa con q-variación acotada .
Sea 1 < p < m
Proposición 7 Todo operador T : LP (p) -> F Riesz-representable es O .S .
Demostración
	
Si g es el núcleo integral de T entonces JITI6S mq _II9IIq < +
Si p = - el recíproco es cierto ya que en este caso O .S . coincide con ser
A .S . Sin embargo si p ¢ m el recíproco falla, como se ve en el siguiente
Ejemplo 8 Sea p < . y T : Lp[0,1] -> c° tal que Tf= {f(n)}ñ=1 donde
f(n) =
101
e-2nn1 tf(t)dt es el n-ésimo coeficiente de Fourier de f . El lema de
Riemann-Lebesgué asegura que Tf pertenece a c° y además es If(n)J <¡¡fi¡, <
< IIflip, luego es IITf lc < IIfilp lo que nos dice que T es continuo .
° ( -2,,intLa medida que representa a T será m(E)= TSE . _ {
J
e dt} , luego
E
IJm(E)I1 = sup
I)
e-2,rintdt J< p(E) y por tanto mq =Sup E JaiJ .IImE j ilE IIsilp < 1 i=1
< II sp
1 II s JI1
< 1_
< m de donde T es O . S .
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p_
Sin embargo T no es Riesz-representable, pues si existiera h de
Lq(u,co ) tal que m(E) = f h(t)dt debería ser necesariamente
E
h(t) = (h1(t), . . .,hn(t), . . .) con hn(t) = e-2nint cpt y al ser le-2nintl = 1
h no tomaría valores en co .
En este ejemplo ha jugado un papel esencial el hecho de que co no
tenga la PRN . Ello no es una casualidad :
Sea 1<p<-
Proposición 9 Si F tiene la PRN entonces todo operador T : Lp (p) -> F O .S .
es Riesz representable .
Demostración Si T es O .S . será mq
que m es de variación acotada y es p-continua por representar a T .
Así pues, tenemos una medida m :E -> F de variación acotada y absoluta-
mente continua respecto de p . Como que F tiene la PRN existirá g de L'(p,F)
tal que m(E) = f
E
gd u , luego IIgllq=mq < + W de donde geLq (p,F) .
como que ¡mi< M-q.p(~)1/q resulta
Por último si definimos R: LP (p) -> F por R(f) =1 fg dp R y T son dos
s2
operadores acotados que coinciden sobre las funciones simples, luego R = T
y por tanto T es Riesz representable .
El recíproco no siempre es cierto, sin embargo se tiene.por ejemplo,
para 1<p<m
Proposición 10 Si F no tiene la PRN existe un operador T : Lp[0,1] -> F O .S .
que no es Riesz representable .
Demostración Si F no tiene la PRN existe un conjunto acotado K en F que no
es dentable, y podemos construir una medida m:E --> F, donde E son los borelia-
nos de [0,1], de tal modo que si p es la medida de Lebesgue de [0,1] se cum-
plellmEJ1 < p(E) (E de E) y además m no tiene derivada Bochner integrable
respecto de p . Esta construcción está en el llamado teorema de Davis-Huff-
Maynard-Phelps (véase Diestel "Geometry of Banach spaces . Selected Topics"
vol . 485, Lecture Notes, Springer-Verlag)
Luego por ser IlmEJI < p(E), será mq < - y m representará pues un operador
T :
	
LP (p) -> F definido por Tf = ~ f dm que es,O .S ., pero que no puede ser
[ 0,1]
Riesz representable, ya que si fuera Tf = Jfg dr (f de Lp[0,1]) para
[ 0,1]
cierta g de Lq(p,F) C L'(p,F) sería m(E)
=l .9
du ( . E de E), contradicción .
E
Nota La construcción de m sigue siendo válida para cualquier espacio
(2,E,p) de medida finita positiva no puramente atómica, luego para tal espa-
cio es válida la proposición .
Así pues, de los resultados anteriores, si fijo p con 1 < p< - y para
(2,E,p) espacio de medida finita no puramente atómica :
Corolario 11 F tiene la PRN si y sólo si O .S . equivale a Riesz-representable .
3 .4 Otros tipos de operadores integrales
Los operadores Riesz-representables son los que tienen la forma
Tf = I fg dp, integral de Bochner,Z cómo son los operadores de la forma
Tf = PFttis- í fg dp sobre LP(p)?_ En principio puede haber dos clases de
si
tales operadores, los que tienen el núcleo integral g p-medible y los que
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lo tienen débilmente u-medible . Los del primer tipo son los que trata
J .J . Uhl y son los que llama "vector integral" .
Definición T : L P (u) -} F es "vector integral" de núcleo g si existe g :sa-}F
medible tal que
	
x*Tf = f fx*g du (f de LP (u) y x* de F*) .
2
El núcleo g de un "vector integral" está unívocamente determinado
clase de los Riesz-representables, Para 1 < p < m una función u-medible
g :2 -} F es el núcleo de un operador "vector integral" si y sólo si es
x*g de Lq (p) para todo x* de F* .
sup (j Ix*gigdu) 1 /q es finito . Este número, al que podríamos llamar
11 x*~~< 1 sZ
norma-q-Pettis de g, coincide precisamente con la q-semivariación de m,
mq , ya que mq =sup {x*m : ~~x*~~< 1} = sup {lix*g1b : lix*11< 1}, así pues, si
T es "vector integral" con núcleo g, será
gral" . Si mq < + - el recíproco es cierto :-
Proposición 12 T es Riesz-representable si y sólo si T es "vector integral"
ymq <+ .,
Demostración Que la condición necesaria, es inmediato . Veamos que es sufi-
ciente : Si T es "vector integral", existe g :sa-" F u-medible tal que es x*9
de Lq(p) si es x* de F* y, si m :E -> F representa a T, es x*m(E)=] x*g du
E
(E de E) . Dicho en otras palabras, m(E) =Pettis- ~ g du . En el capítulo 3
E
§ 2 de Diestel-Uhl (5) se prueba que una tal medida es "localmente" Bochner
integrable, es decir, que podemos encontrar una sucesión {En}en E disjuntos
40
u-c .p .t . y para p = 1 la clase de los "vector integral" es precisamente la
De la demostración de J .J . Uhl se sigue que el número
m =sup (
f 1
x*g gdp) 1Iq = norma-q-Pettis de g .
Es inmediato comprobar que todo Riesz-representable es "vector inte-
Sea T : LP (u) -> F con 1<p<_, m :E -. F la medida que representa a T .
dos a dos con
	
u En= 2 , de manera
que g es integrable sobre cada E n . Así
n=1
pues, como que
la función g .
1 1191ÍXmEdp<st n=1 n
por el teorema de la convergencia-mon6tona se sigue que
12
< im1(2) < + -, luego será Imi(E) =1E
1191bp y por tanto
mq = ( ~~ g J¡q dp ) l"
=
119%, con l o que T es Ri esz-representabl e con núcleo
De manera análoga puede comprobarse que si T : L P (p) -> F es "vector
integral" entonces mq es "localmente" finita .
Corolario 13 Sea T : L P (p) -> F "vector integral" . Entonces para todo E de
E con p(E 1 ) > 0, existe E2 de E , E2 C El , con p(E 2 ) > 0 de modo que
m
q
(E) < + - si es E de E con E C E 2 y p(E) > 0 .
Lo cual equivale a (ver lema 4 pág . 70 Diestel-Uhl (5))
Corolario 14 Sea T : L P (p) -} F "vector integral" . Entonces existe una suce-
sión {E}1 de
conjuntos medibles disjuntos dos a dos, con u E = n yn n= n=1 n
tales que mq(E n ) < + m para todo n .
Y esto implica :
Corolario 15 Sea T : L P (p) -> F "vector integral" . Entonces para todo Al de
E con p(A 1 ) > 0, existe A2 e E A2 C A, con p(A2 ) > 0 de manera que el conjun-
to (
. m(E) : E de E, E C A , p(E) >O} es relativamente compacto .1, E 2
N . Din culeanu (6) y A . y C . Ionescu Tulcea (9) con la ayuda de "lif-
tings" dan una caracterización de las medidas de variación acotada que lue-
go utilizan para estudiar los operadores T : LP(w) } F con mq < W , llegando
al siguiente resultado :
Proposición 16 (Din culeanu, Ionescu Tulcea) Sea T : LP (p) -> F con 1 < p < m,
entonces mq < - si y sólo si existe 9 :2 -> F** tal que son
4 1
(a)
	
x*gf de L'(u) y x*Tf =f x*gf du si f e L P (u) y si x* e F* .
(b) (1911 de LI (u) y mq = 119liq . Aaef,<3-s ;
(c) Puede tomarse g :2 - F u-medible si para todo E de E con u(E1 ) > 0 exis-
te E2 c El con u(E 2 ) > 0 tal que {m ( E) : E de E, E C E Z , u(E) > 0} es
relativamente débilmente compacto .
Demostración Véase Dierculeanu (6) .
De la proposición extraemos el siguiente
Corolario 17 Dada una medida vectorial m :E -> F, si m es u-continua enton-
ces mq es medida para 1 <p< ~.
Demostración En efecto, es mq
=11911q
para cierto ligil de L q (u)
Supongamos ahora que m :E -> F representa un operador T : L p (u) - F y
que existe una sucesión En en E, disjuntos dos a dos, de modo que sea
US E = Si y que mq(E ) < m para todo n .
n=1 n n
De acuerdo con la proposición 16, para todo n existe 9n :2 -> F** con
x*g nf de L' (u) y con x*Tf = í x*gn du si x* e F* y si f e Lp (u), luego
En
x*m(AnE n ) _
LE
x*gn du (A de E) .
._
Así, si definimos h :2 - F por hn(w) = gn (w) si es w de En , h es débil-
mente-*-N-medible en el sentido en que x*h es medible (x* de F*) y
m
x*m(A n u En ) _ x*h x m E du
n=1 A nUl n
m
de donde x*m(A) = ]¡m x*m(A n u E ) = 1 im x*h ;x m du , y como que
m n=1 n m A ñlEn
lim Ix*hIq X m E < Ix*mi q (52), por el teorema de la convergencia monóto-
m sa ny]. n
na x*heiLq(u), y x*m(A) = lim x*h X m E du = x*h du (x* de F*, A de E)
m fA ni n A
por el teorema de la convergencia dominada . AdemáD
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I I OI 1 1 1 1
mq
	
sup1~<_1
x*mq
sup11< 1(12Ix*hlgdu
)1/q-
11x*11 <
Así pues, hemos demostrado :
Proposición 18 Sea m :E - F que representa T : LP(u) -" F, entonces, si existe
{E}=1 con En de E disjuntos dos a dos, con mq(En)<
m y con U En n=l
= st,
n=1
existe h :s2 } F** débilmente -*-u-medible tal que :
(a) x*m(A) = f x*h d~ y x*h e Lq (u), si x* e F* y si A e E
A
(b) x* Tf = ~ x*hf du ,' para toda f de LP(u)
si
(c) m =sup lix*hit y m (En)=(~ 11hlig dv) lIq para todo n .q II x *I~ ` l g g
En
Si fuera h :2 - F vi-medible entonces el operador T así obtenido sería
"vector integral" . Una condición suficiente para que aquello ocurra es que
se cumpla la condición (c) de la proposiciónil .Pero esta condición se cumple
siempre si T es "vector integral" . Así pues, tenemos una condición necesaria
y suficiente para que T sea vector integral para 1< p < m:
Sea T : LP(u) -> F y m :E -> F que representa a T
Proposición 19 T es "vector integral" si y sólo si para todo E l de E con
v(E1) > 0, existe E2 de E con p(E 2 ) >0 y con mq(E2 )>0 de manera que el con-
junto
{u
E : E de E, E C E 2 , u(E) >O} es relativamente débilmente compac-
to .

CAPITULO 4
OPERADORES NUCLEARES
4 .1 Productos tensoriales Sean X e Y espacios de Banach, en el producto
tensorial X ® Y
	
podemos considerar varias normas, entre ellas son impor
tantes las llamadas "reasonable crossnorm" que son las que cumplen
(a) a(X ® Y) <11xli. ¡¡y11
(b) Si son x* de X*, y* de Y*, entonces es x* ® y* de (X(& Y, a)* y
tienen norma del dual < lix*11 .11y*11 .
Si para u de X(» Y se define
a(u) = sup { jx* 0 y* (u)j: x* de X*, y* de Y*, 11x* 11< 1, 11Y* 11< 1}
norma sobre X ® Y, que se llama la "least reasonable
a es una "reasonable crossnorm" es a(u) <-(u)
Y
de X e Y , X l Y , ala
compleción de X ® Y con a .
Ejemplo 1 Sea 1 <p < m q tal P +
q
= 1 . Dado espacio de medida
finita, L P (u) ® F es el espacio Kp(u,F) de las medidas vectoriales m :E -; F
de p-semivariación acotada y u-continuas, que representan a los operadores
compactos T: Lq (u) -> F :
n
caso 1 < p <- . En efecto, si u = l E 1f i (D x i e LP(u) ® F definimos mu:E -r F
resulta que x les uña
crossnorm" porque si
llu eX
Deficición Se llama producto tensorial inyectivo
n
por m
(E) =J
E f i .x i du, entonces
u E i=1
n 1/P =m =sup x*m = sup (~ E x* (x i )f i	P di, )
P ~~x* ~~~ 1 up 11x*~~~ 1 i=1
n
= sup sup ~~ ( E x*(xi)fi)g du~ =
11x* ~~< 1 119l~ < 1 i=1
= sup {I(y* 0 x*)(u) I : y* e (L p (u))', x* e F*, I¡y*II<1 , Ilx*II< 1} = a(u)
y el
	
operador T : Lq( u) -" F definido por Tf = L f dm
LA
Vf e Lq( u) es de rango
finito, luego compacto .
Luego la aplicación u -r m 1, inyecta LP (u) ® F isométricamente dentro
de Kp(u,F), si ahora vemos que aplica LP(p) Z F, en un subconjunto denso
de Kp(u,F), habremos terminado .
Sea pues m e Kp(u,F), si para cada partición finita ,r formada con ele-
mentos de E defino
m~(E) = E
m
(A
)
u(EnA) V E e E
AeTi
resulta que mn es la imagen de u = E xA ® u(Á e L p (u) ® F, ahora defino
JAfdu A e ,r
E~(f)= E ~~xA y T : Lq (u) -> F es Tf=~
si
fdm con la meKp(u,F)
A e u
de partida, entonces por el lema 4 es lim TE. = T, y como que
TEn(f) = E u Á
. f dp . T(xA ) _ f dmr resulta que
A e u A si
como queríamos probar .
l¡m (mmm~) p =1¡m IITE IT - TII = 0,
caso p= -, teniendo en cuenta que para f e L(u,F) es
IIJEfdpll -
j1jifl¡dv1 seráIlfl
EC
h
G u E vsupeba(E, 
j)IIfIbv~
IIUII <1
I x* E) I
n
m
IIx*II<1 EcS2 u"E = Ilxpll< 1 EcfI
u E
IIJ( u
=1x
* (x )f i )dull
sup sup II E x*(x . 1fi Ih= sup
su
p f
p I E x*(x .) f dvI=
i=1 , Il x*II< 1 I V I'< 1 i=1
sup Ix* ® y*(u)I = a(u) luego todo como antes utilizando el lema 3 .
En la
gidus
mente relativamente compacto .
será
Probemos ahora los detalles que nos faltan
Sea n una partición finita de elementos de
aplicación lineal definida por
para p=°° IJEU(f) IL =
luego lim ¡¡En (f)-f1Ip =0 .
n
(c) Análogo al anterior
densas en las funciones
compacto, es decir, que
lativamente compacto .
f dw
E,~(f) = s
	
A XA
Ae,r
V fe L
Lema 2 (a) para 1 < p <WJIEn(f) llp <llf11 V f e LP (p,F)
1 < p < - y tomando el conjunto de particiones
para completar el ejemplo :
E disjuntos dos a dos y
finitas(b) para
por refinamiento se tiene lim ¡¡En(f)-f¡1p = 0, Vf e LP(u,F) .
n
(c) para p=- l im IJE T(f)-f IL= 0 V f e L-(p,F) con rango esencial-
Demostración (
J
fd r
(a) si 1<p<-11En(f)lip=1IAe,r
A
Ap XA ~~p , .pero si llamo
m(A)=
JA
fdp
¡¡En(f)Hp-pAe,r p(A)TXA 1
Ip
={Ae,
,(A)p18-1p ¡,(A) }1 ' p < mp=llf~~,
(b) si s es simple la red (E, ,(s)) n es constante y E,(s) -> s, ahora dado
s > 0 sea s simple con lif-SI1
P
< e/2, será
11E,r (f) '- flip `_ 11En(f) -E,(S) JJp + IJE F (S) - f 11p <_ IIEJI Ilf - sJh +
JIS - f l~ <_
e,
diri-
teniendo en cuenta que las funciones simples son
de L'(p,F) con rango esencialmente relativamente
salvo en un conjunto de medida nula el rango es re-
Recordemos que (L'(p))' = ba(E,p) el espacio de las medidas finitamente
aditivas de variación acotada nulos sobre los p-nulos, si . PA (-) es la medi-
da definida
	
por PA (E) = u(E n A) VE e E, y defino Y ve ba(E,u)
En (v) = Ae ú A "A( " ) resulta que E~ es lineal y además E (v) e ba(E,p), si
11 .11 es la variación .
Lema 3 (a) IIE M (v)11< 11 vi¡ Vveba(E,u)
dem .
(b) 1 im11En (v) - v11 = 0 Vveba(E,u)
n
(a) IIEn (v)11=IIE 7T (v)II(~) -AeTr u(A) II"A(L)11 Ae,~lv(A)I-Ilv
II
n
(b) si v = E ai'A¡( .) entonces v e ba(E,u) y (E~(v))~ es constante coni=1
E
n
(v) } v, como que tales v son densos en ba(E,u) .(véase Diestel (5))
y ¡¡E7r 11<1 se cumple (b) .
Lema 4 1 <p <-, si T : LP(u) - F es compacto entonces 1im T£,,= T .
Demostración
para 1 < p <- si f e L P (u) g e Lq(u) p
+ q = 1 , es
Afdu . A9du
E~(f)gdu=
A
u A f .E  ( g)du , luego E.	coincidecon su
adjunto y por tanto el adjunto de TE, es ET* . Por el teorema de Schauder
T* : F* -> Lq (u) es compacto, y como que lim En (f) = f Vf e Lq (u) y IIEji< 1
es lim E
Tr
(f) = f uniformemente sobre los compactos de Lq (u), luego
n
lim EnT*(x*) = T*(x*) uniformemente para 11x* 11< 1 ya que la imagen de la bolan
unidad de F* es compacto, con lo que finalmente tenemos lim T E,= T .
(la
JAfdu JAfdu(En(f),v)=1 E,(f)dv=~ . ( E X A)dv= E --v(A)
sZ A e ir A e n
_~ f d (v A PA('» =(f, E (v)), luego E, , es adjunto de si mismo,
T* : F* -> (L-(p»' es compacto y el resto es como antes,
para p= . si fe L'(u), v e ba(E,u) entonces
Para 1< p< - sea Mp(p,F) el espacio de las funciones
	
p-medibles Pettis
integrables f :P -> F tales que
~~f~~ - sup (IIx_
*f1pdp)1/r<
MP I~x*~~< 11
y seaM.(p,F) el espacio de las funciones p-medibles Pettis integrables de
rango esencialmente relativamente compacto tales que
11fli - sup lix*fIL < + W .
Mm
~1 x*il~ 1
Si a cada f e M p (u,F) con 1 < p < ~ le asociamos la medida mf:E - F
definida por mf(E) = Pettis-
IEf
d p resulta que (mf)q=llf ~T1P y por tanto
la aplicación f - mf inyecta isométricamente Mp(p,F) en Kp(u,F), ya que
si f es simple es r~ e Kp (p,F) y las funciones simples son densas en Mp(v,F) .
Por último se comprueba como en el ejemplo que la aplicación f - mf	 n
ta Mp(p,F) en un subconjunto denso de Kp (u,F) . Luego son isométricos .
Resumiendo todo lo que hemos visto
Proposición 5 Sea (9,E,p) espacio de medida finita . Para 1 < p < m los siguien-
tes espacios son isométricos
(a) Kp(u,F)
(b) Mp(p,F)
(c) Lp(p) 15 F
(d) si 1 <p < - con el espacio de los operadores T : Lq (p) - F compactos .
Para p = 1 con el subespacio de los operadores T: L _(u) - F compactos
(a*-v)-continuos .
Demostración
Sólo falta ver la última parte de (d), que es consecuencia del teore-
ma 5 del capitulo 1, pues m es vi-continua con m1 < + - representa un opera-
dor T : L"(p) -> F (v*-a)-continuo .
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es una norma en X 0 Y que se llama la "greatest reasonable crossnorm"
ya. que si W-es otra "reasonable crossnorm" en X ® Y se verifica a(u) < f(u)
VueX®Y .
Definición
	
Se llama producto tensorial proyectivo de X e Y, X ® Y, a la
compleción de X ® Y con f .
Ejemplo 6 L'(p) ^or F = L'(u,F) si
Consideremos la inclusión J : L'(p) ® F -" L'(p,F) que es continua con
J una isometria, para ello
4 .2 Operadores nucleares
~El llxñll llyn ll <
s0
Si dado u a X ® Y consideramos
n n
f(u) = in f { E I1xi II .Ily ¡ 11 : xi	e X, .v i e Y si u = E xi yi }i=1 i=1
(2,E,p) es espacio de medida,
norma ljill< 1 . J aplica el subespacio S de los elementos de la forma
n
E XA ® x ; con A 1 , . . .,An E E disjuntos dos a dos y de medida finita yi=1 i
con x1 , . . .,xn e F, que denso en L'(p) ® F, sobre el subespacio de las fun-
ciones simples de L'(p,F) que también es denso en L'(p,F), luego si compro-
n n
bamos que f( E
XA . ® x i ) < J( E XA
® x
;)I~,(p,F) para EXA . @ x ;eS serái-1 i i=1 i i
n n n
f( E XA ® x;) < E f(XA . e x i ) < E IIXA 111 . 11x; ll=i=1 i i=1 i i=1 i
n n n
=
j=1
u(A ;) .Ilx ; II = II i =l xi XAi 11 C(p,F) I
,
IJ(
i
E
1
XA
i
®x ;)IIL-(p,F)
Sean X e Y espacios de Banach
Definición Un operador T : X -> T es nuclear si 3 x* e x*,
+ - de modo que Tx= E x*(x) .y Vx e X .
n=1 n n
Si T es nuclear se define la norma nuclear de T como
yn E Y con
II T IInuc = inf { nE111xñ1l-Ilyn 11 } , ínfimo tomado de entre todas las sucesiones
{xñ} e {yn }
	
tales que Tx = E xñ(x) .yn . Con JITIInuc el conjunto de operado-
n=1
res nucleares de X a Y es un Banach y la clase de operadores nucleares es
estable por la composición con operadores continuos .
Qué relación existe entre operadores nucleares y las medidasque los
representan 7
Para el espacio C(2) se tiene
Teorema 7 T : C(Q) F es nuclear si y sólo si la medida que lo representa
m :E -> F es de variación acotada y de la forma m(E)= J f dImI . En tal caso
E
JITIInuc= S = IiflU(ImI,F)
La demostración está en varios autores, véanse las referencias que
de Diestel-Uhl (5), pág . 184 . Nótese que como todo operador nuclear es débil-
mente compacto) la medida m toma valores en F (véase teorema 8 capítulo 1) .
Cuando una medida m :E -> F tiene la forma m(E) = f dv con f e L'(v,F) se dice
E
que m tiene derivada Bochner integrable f con respecto a v .
Diestel en [4] trata el espacio B(E),
Definición Se dice que m:E -r F tiene derivada aproximada de Radón-Nikodym
en el sentido de Bochner con respecto a v si dado e > 0 3 a- : E -" F
n
de la forma a(A) = E v(E i n A)y i	U A e E , con E1 , . . .,En e E disjuntos dos
i=1
a dos, y i e F, de manera que ¡m-al< e .
Teorema 8 (Diestel) T: B(E) -> F es nuclear si y sólo si la medida que lo re-
presenta m:E ; F tiene derivada aproximada de Radón-Nikodym en el sentido de
Bochner, con respecto a IMI .
C . Swartz (15) demuestra para L_ (v)
Teorema 9 T : L"(v) -> F es nuclear si y sólo si la medida que lo representa
m :E- F tiene derivada Bochner integrable con respecto a v, es decir, que es
m(E) = f f dv con f e L' ((v,F) .
E
¿ Qué diferencia hay entre el teorema & y el 9? Cuándo una medida m
que tiene derivada aproximada de Radón-Nikodym en el sentido de Bochner con
respecto a v es de la forma mIE)=
J
	f d v
	
con f e L' (v, F) ? Si no es conta
blemente aditiva son dos los casos diferentes, sin embargo si L> es conta-
blemente aditiva no :
Proposición 10 m(E) = í
E
f du con f e L'(u,F) si y sólo si-m tiene derivada
aproximada de Radón-Nikodym en el sentido de Bochner con respecto a u .
Demostración
cia dominada
Si f e L'(U,F) entonces (véase Diestel-Uhl [5]pág. 17 )3 E n e E no
necesariamente disjuntos, xn e F tales que f = E : >1i XE absolutamenten=1 n
u-c .p.t . con U x n ilu(En
)< II fU (,,F) + E, por el teorema de la convergen-n=1
m(A) = f du =
J
( E x nXE )du = E (
1
XE du)xn = E v(En n A ) x nfA A n=1 n n=1 A n n=1
luego si ponemos PE- (A) = u(En n A) es m( .) = E vi E ( .) .xnn n=1 n
n
y si an = .E PE ( .) .x i entonces ¡m-ano= 1 E x i " E ( .)I=i=1 i i > n i
~~ E xiXE
i
11du * 0
si i> n n->-
ya que si m(A) = ~ f du con f e L' (u,F) es Ami = f il f ildu, como que podemos
A st
n m(n) . .
escribir an = E uE .,x i = E "A ( .) .y ¡ -con Aj e E disjuntos dos a dos yai=1 i=1 i
esta ; hemos demostrado que m tiene derivada aproximada de Radón-Nikodym en
el sentido de Bochner con respecto a u .
n
Veamos la condición suficiente, si dado E > 0 a = E xiPE . tal quei=1
Im-al < E por suma telescópica obtenemos m = E'a con
n=1
n
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E loJ < W + E,
n=1 n
luego podemos escribir m como m = E p .
	
.xn	con
An
p q
EPA JI x n 11-c + m, como que
n
Vn pA	es p-continua por el teorema de Radón-Nikodym fn e L'(p) talesn
que pAn (E) = JE
fndp con ipAn 1
=pAn =JE
Ifn Jdu aqui es fn =x(An ) ; luego si
ponemos f= E fn .x n al ser E IlfIIL'(p) .¡Ixn 11 E "An .11xn11 < + - resulta
n=1 n=1 n=1
que fe L'(p,F) y m(E) = E 'JA
(E) .xn= E fndp .xn
=f
E fnxndp=f fdp
=1 n-1 fE E n=1 En
donde hemos aplicado el teorema de la convergencia dominada .
Dado T : B(E) } F si la medida que lo representa m fuera contablemente
aditiva entonces tendría derivada Bochner integrable con respecto a IMI
como en el teorema 3, pero en general m es sólo finitamente aditiva .
Sea 1<p<- gtal 1 + 1 =1
Definición Se dice que la medida vectorial m :E- F tiene derivada q-aproxi-
mada de Radón-Nikodym en el sentido de Bochner con respecto a v si dado e > 0
n
9a :E , F de la forma a(A) = Ev(Ei nA) .y i	V E con E l , . . .,En eE dis-
i=1
juntos dos a dos, yi e F, de manera que (m-a) q < e .
Nótese que en tal caso mq < + - y que para q= 1 coincide con la defi-
nición habitual .
El siguiente resultado es una inmediata generalización de la proposi-
ción 8
Sea 1 <P< m , dado T : LP (p) } F
Proposición 11 T es Riesz representable si y sólo si la medida m :E - F que
lo representa tiene derivada q-aproximada de Radón-Nikodym en el sentido de
Bochner con respecto a p .
Demostración
Si T es Riesz-representable será Tf = f fg dp con g e Lq(p,F), luego
m(E) _ g dp representa T . Como que g e Lq(u,F) 3 s n simples tales que
Ve > 0 E 3 n con 1jg-s n liq
< e, si es
sn=mÉn)
x ixE	 o Ei e E disjuntos
i=1 n i
dos a dos, x i e F, sn define la medida ms (A)=
	
E
pE
(A)x i	Y A e E con
n i=1 i
(mmsn)q = llg-s n llq < e, ya que m-msnsla medida asociada al operador
R(f) _
fo
(g-sn)f dp , luego ya está .
n
Para el reciproco,si dado e > 0 3 a = E p x . con (ma) < ei-1
Ei
q
m(n)
por suma telescópica obtenemos m = E a con E a < m
q
+ e . Si es
n=1 n . n=1 nq
m(n) m(n)
an (A) = E 1,E .(A)xi será an(A) _ sn dp con sn = E xE .x i y conii=1 A i=1 i
E (V
n)q .IIxn 11<+~n=1
m
E (-Vn ) q 'l1x n ll_IITllnuc + en=1
Demostración
(Qn)q = llsn ll q , luego la serie E sn	co verge hacia una cierta h e Lq(u,F)n=1
ya que E II s 11 _< m + e . Así pues m(A) = E a (A) = E s dij=
1
E s dp=
n=1 n q q n=1 n n-1 fA n A n=1 n
= f
A
h d p Y A e E , por el teorema de la convergencia dominada, luego T
es Riesz-representable con Tf= f h f d u Vf e L p(p)-
Análogamente para p= 1 se tiene
Proposición 12 T : L'(u) -} F es Riesz-representable con núcleo integral
g e Lm (p,F) de rango esencialmente relativamente compacto si y sólo si la
medida que representa a T tiene derivada --aproximada de Radón-Nikodym en
el sentido de Bochner con respecto a p .
La caracterización de las medidas que representan a los operadores
nucleares T: LP(p) - F con 1<p<- es muy burda :
Proposición 13 T : LP(p) -> F es nuclear si y sólo si la medida m :E - F que
lo representa es de la forma m(A) = E v n (A) .x n V A e E con
n=1
Y dado e > 0 pueden tomarse vn , x n	c
Si T es nuclear 3 xn e F, 9n e Lq(p) = (L P(p))' con
E II9n IIq ~~~x n 1I_IIT11nuc +
E tales que
	
Tf = E (
1
fgndu)x n	Vf e LP(u), luego
n=1 n=1 sz
V A e E m (A) = É (~ g du)x = E v (A)x donde hemos puesto v (A) _ g du
n=1 A n n n=1 n
n n A n
y es mq < nE 1 (vn )
q .11%11= n E 1lI9 n ilq «1Ix n l¡
_I¡TI¡nuc + E .
Recíprocamente si
(vn)q
< + m vn es u-continua, luego por el teorema
de Radón-Nikodym 3 fn e L'(u) con vn (A) = f
A
fndu, pero al ser
(vn)q
< +
será fn e Lq(Y1) con IIfn li q = ( vn) q
. Ahora si es 1n(f) _ ~~ f .fndu resulta
que l n e (L P(u))' con 111 n il=I1gI q , luego el operador R : LP(u) -> F definido
por R(f) = E 1 n (f) .xn es nuclear ya que E
1
111 n11-11%11= E (vn)q.IIxb+
n=1 n=
~,
n=1
pero R = T ya que coinciden sobre las funciones simples .
Sea 1<p<
Proposición 14 Todo T : LP (u) -> F nuclear es Riesz-representable . Y dado
E > 0 puede elegirse un .núcleo integral de T, h E Lq(u,F), con
I1h11q `IITIInuc + E
dem .
Por definición dado E > 0 existirán gn e Lq (u), xn e F con
E lI 9niIq'~I xn 1 I <-II T Iinuc +
E tales que Tf= E fgn du .xn	YfeLP(y,).
n=1 n=1 sz
Por ser normalmente convergente y Lq(u,F) completo la serie E lgn .xn con-n
verge hacia un elemento g e Lq (u,F), luego
1 fld u
=
1
f( E 9
n
x
n
)du =
1
El9
n
x
n
du = E
1
fgn .xndu =
st n=1 n=1 n=1
donde hemos aplicado el teorema de la convergencia dominada . Además
IIT11`1I9IIq -I1TJInuc +
E .
También se tiene
= E j2fg ndu .x n = Tf
n=1
5 5
Proposición 15 Si T : LP(u) -> F es nuclear entonces la medida que lo repre-
senta es de q-variación acotada y m(E) ='f
E
h dlml
	
con h E Lq(Imi,F) . Dado
E > 0 puede tomarse h de modo que Il h liq < I I T (lnuc + E .
Demostración
Si T es nuclear dado E > 0 3 gn e Lq (u), yn e F con
nE1 lig n IIq -IIX n ll<JITllnuc
+ E
que representa a T es
m(A) = T(XA) = E
J X Agndu .yn
= E gndu .yn = i vn(A) .yn
n-1 sz n=1 A n=1
donde hemos pueso vn (A) = f
A
g ndu u A e E .
de manera que Tm = E (~~ fgndu)yn,
n=1
Así resulta que m :E- F es una medida vectorial cuya q-variación
_ n n
mq = suP E I a ; I llmE i II= sup E la i l .II . E vj (E i )yj ll _
IISlip`_ 1 i=1 lis¡IP < 1 i =1 J =1
11 slip< 1
i E l la i l j E l ll~j (E ¡ ) IIIIY i 11 <
E1 sup <1P
= E (vj)gl1Yj Il= E 119j Ih .IIY i II_IITIInuc + E < +
j=1 j=1
aditiva y de variación ImI acotada, veamos ahora que podemos elegir las
vn de modo que sean Iml-continuas, para ello descomponemos vn = vn + vn con
vn ¡mi-continua y vn l+singular y con Ivn l l vn l + Ivn l (teorema de decompo-
sición de Lebesgue, véase Diestel-Uhl f5] pág . 31'), entonces
iEl
la i I Il~ j (E ¡ ) Il llyj II
luego m es contablemente
m(E) = E v-(E)yn + E vn(E)yn	V E e E, como que cada vn es ¡mi-singular la
n=1 n- 1
medida E -> B lvn 1(E) .IIy n ¡les ¡mi-singular, luego3A, Be E con AUB=sa
n=1
de manera que 1TWj(A) = 1m1(s~), Im1(B) =0 y E Ivn 1(A) .Ily n ll=0 Y
n=1
la medida
E I-Vn l(B) .IIYn li= E Ivn l(52)-IIYn Il , luego VEe E es É v n (E"A) .yn =D yn=1 n=1 n=1
como que m «ImI será m(E) =m(EnA)= E vn(EnA) .yn + E vn(EnA)yn=
n=1 n=1
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nElvn(E) .yn . Ahora al ser ~vn ~ < ~ vn 1
	
será
(vn)q_
<(v
n ) q
Vn, y como que
m «M por el teorema de Radón-Nikodym -3 fn e L'(Iml) tales que
Vn (E) = fnd Im1 VE e E y al ser
(q
< + - será fn e Lq (u) con
E
11fn Ilq = ( vn ) q
' luego
donde h = E fn .yn e Lq (Im1 , F) y hemos aplicado el teorema de la conver-
n=1
gencia dominada .
m(E) = E v (E)y = É f dIm1y = ( É f 'yn
n=1 n n n-1 IE n n IE n=1 n
Luego m representa también a un operador R: Lp(Im1) -" F dado por
R(f) =
12
hf d1mi Vf e Lp(Im1) y se tiene el diagrama conmutativo
El reciproco de la pronosicíón 14 es falso, con se ve en . el
Ejemplo 15 de un operador T :
. L2
[0,1) -> 1 - Riesz-réprésentable no nuclear .
Consideremos primero la inclusión 12
IR,
co	que no es 2-absolutamen-
te sumante, en efecto, de serlo verificaría
( E~~Rx i ~~ ) 1/2 < p . sup ( E J<xi ,a>J
? ) 1/2
i=1 o llall l i=1
ae1
pero ello no se cumple, basta tomar por ejemplo x i =e i , el vector cuyas
componentes son cero excepto la i-ésima que vale uno, pues en tal caso seria
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será
n
nl/2 = (
	
n
E ¡¡Re .
1 2 )112 < P .
su'
( E 1 <e ¡ ,a > X
2)1/2
=1 0 ¡la [1= 1 i =1
ae1 2
para n = 1,2 . . . lo cual es obviamente imposible . Como que todo operador A .S .
es 2-absolutamente sumante, la inclusión R : 1 2 _> co no es A .S . (véase
A. Pietsch [12] , donde trata estos tipos de operadores) . Si en vez de co
ponemos 1 °° todo es análogo y obtenemos 1 2 ~> 1`° no A .S .
Ahora utilizando la isometría de espacios de Hilbert L2[0,1] -r 1 2 ,
que viene dada por f ~+ {f(n)}, obtenemos por composición el operador T que
buscamos
L2 [ 0,1]x_-- 1T21
que no es A .S ., luego no es nuclear porque todo operador nuclear es A .S .
Sin embargo es un operador Riesz-representable, pues la medida repre-
senta T es
m(E) =T(XE.) _ {XE (n)
}ñ_
-_ = {~
e-2,rintdt}n -me 1 -	VE e E ,
E =
luego si defino h :[0,1]->l' -2,rint+m
dible y he L 2 (dt, 1 _ ) puesto que
li h IIL 2 (dt,l °° ) - (ló1h(t)JJ1
.
dt ) 1/2 = ( 1
dt)1/2=1
con lo que el operador S : L 2[0,1] -> 1" dado por S(f) =ff(t)h(t)dt
(0 ,17
Y f e L 2[0,1) está bien definido y coincide con T sobre las funciones simples,
luego S =T, con lo que T es Riesz-representable .
Cambiándolo un poco podemos conseguir que sea un ejemplo de operador
O .S . no Riesz representable, en efecto, si consideramos ahora T : L 2[0,1]-> co
que sea la composición L 2[0,1] = 1 2 -
R
--> co , la medida que lo representa
m(E) _ {zE(~)}+n-W °
{11XE(t)e-2,rintdt
	
={~ e-2,rintdt}
0 E
que es m :E -> c0 por representar a T (o bien directamente por el lema de Rie-
mann-Lebesgue) cuya variación si 1,=dt medida de Lebesgue en [0,1] :
pues IImEIIc =sup 11
e-2,rintdtl < u(E)
o nez E
y es un operador O .S . pues su 2-variación .es finita :
m2 = sup E I al I .IImEi ll0
IISII2<1 i=1 0
n
para
m2
_< sup < +
IISII2 _1
=sup E IImEIlc < sup E u(E)=u[0,1] =1
,r E e n o n E e,r
S= E a iXE con lis il2 = ( . E Ia112
.u(E¡-1 1
i=1 i ¡=1
Sin embargo ahora T : L2[0,11 -> c0 no es Riesz-representable, pues de
serlo existiría g e L2 (dt, c0 ) tal Tf =
1[
fg dt Vf e L 2 [ 0,11 pero si
g(t) = {gn(t)} n=-- y l n es la proyección sobre la n-ésima componente re-
sultaria que 1
n
Tf
=jf0,1]f
.gndt con gn(t)=1 ng(t) medible por ser composi-
ción de una medible con la n-proyección que es continua, en particular po-
niendo f =XE se tendría 1 n
m(E) =
1[0,1]X
E _9n dt = ~ E
gn(t)dt, pero la medida
que representa a T es m(E) =
{)
e
-2,rintdt}n e Z de donde resulta que necesa-
riamente gn(t) = e-2, r
intc .p .t., así pues debería ser g(t) ={e-2,rint }n e Z
que no es una función de L2(dt, c 0 ) pues no toma valores en c0 (los toma
en 1 °° =(c0 )° ) .
Así pues, resumiendo, obtenemos un operador T : L2[0,11 -> c0
no A.S ., no Riesz-representable, y cambiando co por 1 °° obtenemos
dor Riesz-representable no A .S ., luego no nuclear .
O .S .,
un opera-
Veremos a continuación que para 1 < p < _ siempre existe al menos un
operador T : LP(u) -> F Riesz-representable no nuclear, para ello haremos un
cambio de lenguaje que quizás nos presente el problema de un modo más fami-
liar :
Lema 17
	
Si 1 < p < m existe una biyección entre Lq (u,F) y el conjunto de los
operadores Riesz-representablesT : Lp(u) } F .
dem . Definimos la aplicación g e Lq(u,F) ~> T e
ble de LP(p) a F, donde es T9(f) _ fg du Vf e L P(v) . Que es inyectiva pues-
to que si 91 ~ 92 entonces es Tg1 ¢ Tg2 puesto que sobre f= X. es
T91(X2)=19
g 1du¢ f2 g2du = 792 (X0 y es obviamente exhaustiva, luego es
biyección .
Lema 18 Si 1 <p <m existe una biyección entre el producto tensorial proyec-
tivo Lq(u) ® F, y el conjunto de los operadores nucleares T : LP(p) -> F que
los identifica como espacios de Banach .
Demostración
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operadores Riesz-representa-
n
Definimos la aplicación que a cada u e Lq(u)® F con u= E f i ® xi
n i=1
le asocia el operador T : LP(p) -> F dado por T (f)= E f f i x iduu u i=112
Vf ELp(u), Tu es nuclear con JI Tu' iinuc - ll u l~q( u ) 0 F,
luego tal aplicación
es lineal e inyectiva y aplica 1q(u) ® F en un subconjunto denso de la ima
gen, luego al hacer la compleción coinciden Lq (v) F con el conjunto de
operadores nucleares T : LP(p) -> F .
Así pues el problema se reduce a estudiar la relación entre Lq(u,F) y
Lq (u) ® F . Ya conocemos que para q= 1 es L'(u) ® F = L'(u,F) y esto puede
ser utilizado, con algunas modificaciones, para demostrar la equivalencia
entre operadores Riesz-representables y nucleares de c(2) 6 LW(u) como lo
hace por ejemplo Gil de Lamadrid [8] .
Proposición 19 Si q >1 existe una inclusión continua no exhaustiva
Lq(u) ® F - Lq(u,F) .
dem .
	
En efecto, dado T e Lq (u) ® F y E > 0 es Tf = E (I fg ndu)yn	 on
n=1 st
gn eLI (u), yn eF y con E lI9n Ilq -Ilyn il <_JITIInuc + E, así definimos la apli-
n=1
cación que a cada T e Lq (u) ®F le asocia su núcleo integral
9
9n xnn=i e
Lq(u,F), que está bien definida puesto que diferentes repre-
sentaciones de T nos dan el mismo núcleo integral como elemento de Lq(u,F)
y es lineal inyectiva .
Es continua puesto que si T n -a 0 asociamos g n a Tn con
119n liq < JITn il + E:/n, así Tn -, 0 - gn + 0 .
Sin embargo esta inyección no puede ser exhaustiva pues de serlo
Lq (u) ® F y Lq(,,F) coincidirían como espacio de Banach y ello es imposible
como veremos seguidamente .
Sea (s~,~,u) sin átomos, sea 1 < q < W, fijemos un a con 1 < a < q,
entonces E 1 converge por ser a > 1, llamo c = E 1 y tomo una suce-
n=1 n ° ` n=1 na
sión {En} n=1 con En e E, disjuntos dos a dos de manera que u(E n )
= u . 1
an
Yn , ello es posible porque (9,E,u) no tiene átomos y es
u( E E ) = E u(E) = u(sa) . Tomo ahora una sucesión {x } de elementos lineal-
n=1 n n=i n n
g :Q -> F así definida es de Lq(u,F) ya que
dli) w(9)
n= 1ElXE n
mente independientes de F tales que lix 11=1 V y sea g = E x X . Entoncesn n=1 n En
~~9lIq = ( J
~~9Jgdu)1/q= (~ ~~ E xnXE JI-du)1/q
__ (~ E IIxni~,XE du)1/q=
sa sd n=1 n sa n=1 n
n
y si llamo gn = E xiXE	ent nces gn -> g en Lq (u,F) . Sea ahora T n el elemen-
i=1 i
to de Lq(un ® F que corresponde a gn por la inclusión Lq(u) ® F ~> Lq(u,F),
será Tn = E XE ® xi con
i-1 i
puesto que XE , . . ., XE
	
y xl " " ,xn son linealmente independientes en Lq (u)
1 n
y F respectivamente . Pero como que a < p será lIT1111Lq(u) ® F }
m cuando
n -> _, luego Tn *no puede converger en Lq(u,F), mientras que sus imágenes
gn convergen hacia g en Lq (u) ® F, luego hemos encontrado una sucesión no
convergente cuya imagen por la inclusión converge, luego la inclusión no es
bicontinua y por tanto no puede ser exhaustiva .
Si no es puramente atómica podemos adecuar el razonamiento
anterior obteniendo los mismos resultados .
Para q = _ y (2,E,u) no puramente atómica tendremos la inclusión
L-(u) ® F ~" L'(u,F) definida como antes al asociar a cada operador nuclear
T : L'(u) -> F su núcleo integral, como que Al , . . .A n disjuntos y x l , . . .xn li-
nelamente independientes se tiene
pero
obviamente podremos también encontrar sucesiones no convergentes en
LW (u) ® F que se aplican en sucesiones convergentes de L_(u,F), por ejemplo
tomando xn e F linealmente independientes y unitarios, E n e E disjuntos dos
a dos ya se cumple .
Si (m',0 es puramente atómica pero tiene un número infinito de áto-
mos también con un razonamiento análogo llegamos a los mismos resultados
Si (m ,u) es puramente atómica con un número finito de átomos enton-
ces si tiene n átomos es LP (u) = kn si K es el cuerpo de escalares para
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IIT n l~q( u ) ® F "l!XE,IILq(u) .Ilxill=
E u(Ei)1_ /q= É
i ( u c))l/q /q-1 i=1 i=1 i
n n n
II
iE1XAi
x i IILW( u ) ® F = i E lIXAi IlL°°(u)-Ilxi IIF= iE111xi II
n
II iE1XAi .xi lIL-(u,F)
1<pi , n
Ilxi II
1 < p <-, mientras que LP(p,F) =F', luego todo sé reduce a comprobar que
Kn il F = F n lo cual es inmediato ya que en Kn y en Fn todas las normas son
equivalentes .
Corolario 20 Dado (Q,E,p) que no sea puramente atómica con un número fini-
to de átomos y dado 1 < p < - siempre existe al menos un operador T : LP(p) -> F
Riesz-representable no nuclear .
4.3 Operadores quasinucleares
Dados X e Y espacios de Banach
def . Un operador T : X -> Y es quasi nuclear cuando existe una sucesión
{x}1 cX
con É IIxnII < +
	
de manera que 11T.11 < E I< x*, x>I VxeX .
n n= n=1 n=1
Si T es quasi nuclear se define la norma quasinuclear de T como .
IITIIq = inf E 1Ixñ1I, ínfimo tomado de entre todas las sucesiones -{xñ} de
X* que cumplen II Tx II < E I < x*, x > I Vx e X . Todo operador quas i nuclear es
n=1 n
lineal acotado con IITII < IITIIgn y el conjunto de operador quasinucleares de
X a Y es un Banach con IITIIgn . Todo operador nuclear es quasinuclear y todo
quasinuclear es A .S . La composición de un quasinuclear con un operador con-
tinuo es quasinuclear . Para más detalles y mes información de estos operado-
res véase A. Pietsch [131 .
Proposición 21 Un operador T: C(2) -> F es quasinuclear si y sólo si admite
una factorización
L - 1w) -> 1'
donde p es una medida positiva regular sobre los borelianos del compacto
Haunsdorff 2 . En tal caso dado e > 0 H puede ser elegida de modo que
JITIIgn < u(2) < ¡¡TI Ign + e, J : C(s2) -> L' (p) es la inclusión natural y
IIRII_ 1, ¡¡SI¡_ 1 .
6 3
dem.
	
Si T : C(Q) -} F es quasinuclear existirán une
C(Q)' con
E Ipnl(2) < + -de modo que IITfII < E
IJs~
fdu n ( con IIT .Ign < B _<n=1 n=1 n=1
<_ IITIIgn + e, defino H : C(2) -> 1' por H(f) fdun } n 1 Vf E C(P), que
está bien definida y es continua puesto que
IIH(f)Ih, = E If"fd un ) < IIfII~ (S~ ) . E (p n )(~)~
n=1 n=1
Veamos que H es A.S ., para ello comprobaremos que la medida que
representa H es de variación acotada . La medida que representa H es
m:E -> l' dada por m(E) ={vn(E)}n=1 cuya variación
¡mi
=sup Ee,rilmEIII~
-sup E E Ip n (E)I _ E
sup E Ipn(E)¡= E Ipn1 <+E eTí n=1 n=1 rr E e,r n=1
luego H factóriza por
C(sz) --"--> 1'
J / R
L~(¡mil
con IITIIgn < ImI =IIHIJAS = E ¡¡,n
i
jTIIgn + E, ahora si llamo E=H(C(sa)),
n=1
que será subespacio normado de l' (o bien toma su clausura que será Banach)
y defino S : E -> F tal que S{ J fdvn}= Tf Vf e C(Q), es decir de manera que
cierre el diagrama, entonces S está bien definida puesto que si
J fdu n = fgdpn Vn l- II Tf-Tg II = 0 - Tf = Tg, es lineal y es continua ya que
IIS{
J
fdun }II =IITfII _ E IJ fdp n I =II(fdu n}II1 
12 n- 1 st
Ahora fijémonos en H : C(2) - E, como que E es subespacio cerrado de
1' tendrá la PRN, y como que la medida que representa a H, m es de varia-
ción acotada y ¡mi-continua resulta que 3 h e L'(Imi,E) con m(A) = f h d ¡mi
A
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VA e E luego
	
será H(f) =
J
fh dlm1 Vf e C(st) y por tanto H es nuclear (véase
teorema)3)luego por composición T es nuclear .
Pero si T es nuclear existirán xn eF, v n eC(2)' con
É ¡vnl,1Ixn1I < + - de manera que Tf = E
1
] fdvn .xn	Vf e C(2), defino
n=1 n=
H : C(sa) -> 1' por H(f) = {IIxn 1I .j9 fdun }n=1 e
1' que es lineal y continua
puesto que
IIH(f) 11 1 =nEIIIIxnII- J, fdvn l nE l Ivn 1-IIxJ
Sea G :E -> 1' la medida que representa a H, será
G(A) =H(xA ) ={IIxnlLvn(A)}n=1 YA e E ,, cuya variación es
además JITIIgn=JITIInuc-
IG) =sup E JIGAJI=sup E E Iixn1i.Ivn(A)¡ < E sup E IIxn 1I .Ivn(A)1
n A en ,r A e-ff n=1 n=1 n A e,r
= E ~Ixn II~I~n I < + W,
n=1
luego H es A .S . y por tanto factoriza por L'(IGI) .
m x n
Si defino ahora S : 1' -; F por S({an}n=1) E an lix 11
resulta
n=1 n
que S cierra el diagrama y es continua ya que
INS({an }n=1) ~I E Jan 1 = I1{an}II1,n=1
lo que nos da la factorización buscada .
Reciprocamente si existe tal factorización H : C(2) es A .S . por-
que factoriza por L'(u), luego es nuclear y por tanto T es nuclear por com-
posición . De donde T es quasinuclear .
De paso hemos demostrado
Corolario 22 T : C(n) -> F es quasi nuclear si y sólo si es nuclear, con
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Corolario 23 T : C(Q) -} F es nuclear si y sólo si tiene la factorizaci6n
con R nuclear . En tal caso R y S pueden elegirse de modo que sea
11R I¡uc - 11 T Iiuc
	
y ¡JSil < 1 .
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