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Abstract
In this paper, we consider an open-loop, finite-time, optimal control problem of attaining a specific
desired current profile during the ramp-up phase by finding the best open-loop actuator input trajec-
tories. Average density, total power, and plasma current are used as control actuators to manipulate
the profile shape in tokamak plasmas. Based on the control parameterization method, we propose a
numerical solution procedure directly to solve the original PDE-constrained optimization problem using
gradient-based optimization techniques such as sequential quadratic programming (SQP). This paper
is aimed at proposing an effective framework for the solution of PDE-constrained optimization problem
in tokamak plasmas. A more user-friendly and efficient graphical user interface (GUI) is designed in
MATLAB and the numerical simulation results are verified to demonstrate its applicability. In addition,
the proposed framework of combining existing PDE and numerical optimization solvers to solve PDE-
constrained optimization problem has the prospective to target challenge advanced control problems
arising in more general chemical engineering processes.
Keywords: Nuclear Fusion, Current Profile Control, Control Parameterization, Sequential Quadratic
Programming (SQP)
1. Introduction
Nuclear fusion is two light nuclei such as deuterium and tritium, two isotopes of hydrogen are brought
together within the range of strong nuclear interactions to fuse a heavier element and free a neutron.
According to Einstein’s mass-energy equivalence theory, this process will generate substantial amounts
of energy. In contrast to the nuclear fission, nuclear fusion reaction poses no risk of generating harmful
radioactive substances. The by-products produced by the nuclear fusion are low-level and short-term,
which can be easily disposed within a human life [19]. As such, it has become the best compromise
between nature and the energy needs of human being.
Achieving a controlled fusion reaction on Earth is always a great challenge issue. There are two
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Fig. 3: Cyclotron motion of ions and electrons in a magnetic
field. The direction of the magnetic field is shown by the
green arrows, the red line represents the path of an electron,
the blue line the path of an ion.
Fig. 4: Tokamak. (Source: EFDA-JET)
to prevent the particles from coming into collision with the
reactor walls as this will dissipate their heat and slow them
down. However, an open-ended channel (e.g., Fig 3) can-
not be used to hold nuclear fusion reactions due to boundary
losses. The most effective magnetic configuration is donut-
shaped, in which the magnetic field is curved around to form
a closed loop. There are several types of toroidal confine-
ment systems, the most important being tokamaks (shown in
Fig. 4), stellarators and reversed field pinch (RFP) devices.
The word tokamak means “toroidal chamber with mag-
netic coils”, which was invented in the 1950s by Russian
physicists Igor Tamm and Andrei Sakharov, inspired by an
original idea of Oleg Lavrentyev. In a tokamak (shown in
Fig. 4), the toroidal field is created by a series of super-strong
electromagnets, which are evenly spaced around the torus-
shaped reactor. The poloidal field is created by the inner
poloidal coils in the donut hole by means of a transformer
mechanism. A tokamak can be considered as a giant trans-
former with the inner poloidal coils and conducting plas-
mas being the primary and secondary circuits, respectively.
Fig. 5: Ergodic motions of magnetic field lines and magnetic
surfaces.
Current in the primary circuits is applied to induce an elec-
tric current in the highly conducting plasma (the secondary
transformer circuit). Then, this induced electric current pro-
duces “poloidal” magnetic fields in the conducting plasmas.
The combination of both the toroidal and poloidal fields re-
sults in a helical field. Due to ergodic motions, helical lines
then generate a sequence of nested magnetic surfaces (shown
in Fig. 5) which confine the plasma. The hottest and densest
plasma takes place in the center of the torus and drops off
gradually to the cool periphery.
In a magnetic confinement fusion power plant (shown in
Fig. 6), the fusion fuel is held away from the chamber walls
by magnetic forces long enough for a useful number of re-
actions to take place. The charged helium nuclei give up
energy of motion by colliding with newly injected cold fuel
atoms that are then ionized and heated, thus sustaining the
fusion reaction. The neutrons, having no charge, move in
straight lines through the thin walls of the vacuum chamber
with little loss of energy. The neutrons and their 14 MeV of
energy are absorbed in a “blanket” containing lithium which
surrounds the fusion chamber. The neutrons’ energy of mo-
tion is given up through many collisions with lithium nu-
clei, thus creating heat that is removed by a heat exchanger
that conveys it to a conventional electric plant. The neu-
trons themselves ultimately enter into nuclear reactions with
lithium to generate tritium which is separated and fed back
into the reactor as a fuel. Further details on nuclear fusion
can be available from textbooks such as [5, 6, 9].
4 Magnetohydrodynamic Equilibrium
A plasma usually includes huge amount of charged par-
ticles and it is extremely challenging, if not impossible, to
model very single particle to describe collective plasma be-
haviors. Mganetohydrodynamics (MHD) offers a practical
way to describe basic and dominant behaviors taking place
in the magnetically confined plasmas. In the MHD frame-
work, plasmas are considered as a single fluid without any
distinction being made among the various constituent par-
ticles. It plays an fundamental role in the design of fusion
reactors and plasma control systems.
The basic equilibrium condition is that the magnetic force
balances that due to plasma internal pressure (shown in
Fig. 5),
j×B = ∇p, (2)
where j represents the magnetic current density, and B rep-
resents the magnetic induction field and p is the kinetic pres-
Figure 1: Schematic of a tokamak chamber and magnetic profile (Source: EFDA-JET).
necessary conditions such as high temperature (about 100 million degrees) and high pressure must be
satisfied to overcome the Coulomb barrier between the nuclei. Under these conditions of extremely high
temperature and pressure, all the matter is in the plasma state, which is a necessary part in the nuclear
fusion. However, the hot plasma must be confined in order to prevent it from hitting the walls of the
confining device. Fortun te y, there is a magnetic confinement torus devi e call d a tokamak (shown in
Figure 1), which can generate a helical magnetic field to confine the plasmas. The plasmas in tokamak
can get squeezed by super-conducting magnets, thereby allowing fusion to occur.
In a tokamak, the attainment of a desired toroidal current profile is critical for high fusion gain and
non-inductive sustainment of the plasma current for steady-state operation [15, 16, 22]. The evolution
in time of the current profile in tokamak is related to the evolution of the poloidal magnetic flux, which
is modeled by the magnetic diffusion equation, a parabolic partial differential equation (PDE) in the
normalized cylindrical coordinate system [10]. For the plasma current evolution, it can be divided into
two phases – ramp-up phase and flat-top phase, as shown in Figure 2. During the ramp-up phase,
one possible approach to current profile control focuses in creating the desired current profile with
the aim of maintaining this target profile during the subsequent phases of the discharge. This phase
can be formulated as a finite-time optimal control problem for the magnetic flux diffusion PDE [2].
There has been attracting considerable attention in the literature to the problem of manipulating the
current profile to achieve high performance. In Moreau [14], the empirical models for current profile
evolutions are derived using system identification techniques, then the models are used to synthesize
a controller for the safety factor profile manipulation. In [18], the extremum seeking approach [1] is
used to compute the optimal open-loop control trajectory during the ramp-up phase of the plasma
discharge. This approach can handle quite complicated constraints without being trapped by local
minima. A reduced-order model is obtained in [24] by using the proper orthogonal decomposition
(POD) method [26], which can reduce the computational burden of the extremum seeking approach
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Figure 2: The plasma current evolution can be divided into two phases – ramp-up phase and flat-top phase.
in [18] and make receding horizon control a feasible approach for online implementation [17]. In [25],
the open-loop optimal control problem of the q-profile is solved in ramp-up tokamak plasmas using
the minimal-surface theory. In [8] and [20], using the Galerkin method, a finite-dimensional ordinary
differential equation (ODE) model based on the original magnetic diffusion PDE is obtained, then the
optimization of open-loop actuator trajectories for the tokamak plasma profile control is solved by the
nonlinear optimization algorithm. There are also several advanced control and optimization approaches
being investigated (e.g., [3, 4, 6, 9, 22, 23]) due to advances in internal diagnostics and plasma actuation.
However, many challenging research problems still remain open.
In the present work, using the framework proposed by Witrant [22] and Ou [16], we consider the
problem of obtaining a predefined desired output current profile at the end of the current ramp-up
phase. We formulate the problem as a finite-time dynamic PDE-constrained optimization problem,
in which the average density, total power, and plasma current are used as input control actuators to
manipulate the profile shape. In this paper, we are aiming at proposing an effective framework for
the solution of PDE-constrained optimization problem in tokamak plasmas. We propose a numerical
solution procedure directly to solve the original PDE-constrained optimization problem rather than
discretizing the original PDE model over the space into a finite-dimensional system of ODEs (e.g.,
[6, 8, 20, 24]). Applying the control parameterization approach, each control function is approximated
by a linear combination of temporal basis functions with the constant coefficients to be determined
by numerical optimization procedures such as sequential quadratic programming (SQP) based on the
gradient optimization technique. A more user-friendly and efficient graphical user interface (GUI) is
designed in MATLAB and the numerical simulation results are verified to demonstrate its applicability.
In fact, PDE-constrained optimization problem involves more applications, e.g., fluid pipeline [5],
transport-reaction processes [7], shape optimization [11]. There are usually two main approaches for
solving PDE-constrained optimization problem: discretize-then-optimize framework or optimize-then-
discretize framework. Designing the efficient solution of PDE-constrained optimization problem has
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a strong impact on these applications. In this paper, our proposed framework of combining existing
PDEs and the numerical optimization solvers to solve PDE-constrained optimization problem has also
the prospective to target advanced control problems arising in more general spatial-temporal processes.
This paper is organized as follows. The formulation of the PDE-constrained optimization problem
for the ramp-up current profile in tokamak plasmas is introduced in Section 2. In Section 3, we give
a numerical solution procedure to solve the PDE-constrained problem in which the control parame-
terization technique is used to approximate the control input variables by linear combinations of basis
functions, thereby obtaining an approximate problem that can be solved using numerical optimization
methods such as SQP. Then, the details of framework for the optimization procedure are proposed. In
Section 4, numerical results for a plasma discharge in the DIII-D tokamak (under the shot #129412)
are presented. In Section 5, we conclude the paper by summarizing our results and suggesting topics
for further research.
2. Problem Formulation
In a tokamak device, the plasma transport is governed by a set of PDEs that are nonlinearly coupled
(with coupling strength depending on plasma scenarios). Due to the assumptions made in [22] and [16],
the model used in this paper only contains the magnetic flux PDE. The dynamic behavior of the
magnetic-flux profile ψ(ρˆ, t) is described by the following parabolic PDE [24]:
1
ϑ1(ρˆ)
∂ψ(ρˆ, t)
∂t
=
u1(t)
ρˆ
∂
∂ρˆ
[
ρˆD(ρˆ)
∂ψ(ρˆ, t)
∂ρˆ
]
+ ϑ2(ρˆ)u2(t), (1)
where t is the time, ρˆ ∈ [0, 1] is the normalized radius and ψ(ρˆ, t) is the poloidal magnetic flux around
the tokamak. ϑ1(ρˆ), ϑ2(ρˆ) and D(ρˆ) are given functions that can be identified offline using experimental
data. The auxiliary functions u1(t), u2(t) depend on the physical actuators such as the average density
n¯(t), the total power P (t), the total plasma current I(t). The nonlinear relationship between the
auxiliary inputs u1(t), u2(t) and the actuators n¯(t), P (t), I(t) satisfies the following equations:
u1(t) = n¯(t)
3
2 I(t)−
3
2P (t)−
3
4 , (2a)
u2(t) = I(t)
−1P (t)
1
2 . (2b)
The starting values of input signals n¯(t), I(t) and P (t) are pre-specified before each plasma discharge
n¯(0) = n¯0, I(0) = I0, P (0) = P0, (3)
where n¯0, I0, P0 are given values. Furthermore, the open-loop input signals n¯(t), I(t) and P (t) also
need to satisfy the following physical constraints:
n¯min ≤ n¯(t) ≤ n¯max, Imin ≤ I(t) ≤ Imax, Pmin ≤ P (t) ≤ Pmax, (4)
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and the terminal time actuator constraints:
n¯(T ) = n¯target, I(T ) = Itarget, P (T ) = Ptarget, (5)
where n¯min, n¯max, Imin, Imax, Pmin, Pmax and n¯target, Itarget, Ptarget are given constants. Any vector-
valued function Θ = [n¯, I, P ]> : [0, T ] → R3 that satisfies the constraints (4) and (5) is called an
admissible control. Let Ξ be the class of all such admissible controls.
The boundary conditions for the poloidal magnetic flux (1) are given by
∂ψ(0, t)
∂ρˆ
= 0,
∂ψ(1, t)
∂ρˆ
= kI(t), (6)
where the k is a given constant. The initial condition for the magnetic flux profile (1) is given by
ψ(ρˆ, 0) = ψ0(ρˆ). (7)
Furthermore, the system output is defined as the poloidal flux spatial derivative:
ι(ρˆ, t) =
∂ψ(ρˆ, t)
∂ρˆ
. (8)
In the tokamak, our aim is to find the optimal open-loop input signals n¯(t), I(t) and P (t) so that the
system output ι(ρˆ, t) is as close as possible to a given target profile ιd(ρˆ) at the terminal time t = T .
Thus, we give the following cost functional to be minimized
J(ρˆ) =
1
N
N∑
i=1
(ι(ρˆi, T )− ιd(ρˆi))2 + ε
N∑
i=1
(
∂ψ(ρˆi, T )
∂t
)2
, (9)
where N denotes the number of discrete points in space within the interval ρˆ ∈ [0, 1] for the normalized
radius and ε is a given small positive constant. Note that in order to establish the appropriate current
density profile for a quasi-static operation in the flat-top phase (as shown in Figure 2), we add the second
term in (9) to penalize the terminal growth rate in the end of the ramp-up phase. By introducing the
penalty term, we expect to maintain the achieved profile in the end of the ramp-up phase rather than
just let it fly away in the beginning of the flat-top phase. Now we state our dynamic optimization
problem formally as follows.
Problem P. Given the poloidal magnetic flux (1) with boundary conditions (6) and initial condition
(7), find an admissible control Θ = [n¯, I, P ]> ∈ Ξ such that the cost functional (9) is minimized.
3. Numerical Solution Procedure
3.1. Control Parameterization
In this section, we will use the control parameterization method [12, 21] to approximate the control
inputs. We first subdivide the whole time horizon [0, T ] into p subintervals [tk−1, tk), k = 1, 2, . . . , p,
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where t0 = 0 and tp = T . For each subinterval [tk−1, tk), k = 1, 2, . . . , p, they satisfy the following
constraints:
τmin ≤ tk − tk−1 ≤ τmax, k = 1, 2, . . . , p. (10)
Here, τmin > 0 and τmax > 0 are the minimum and maximum subinterval durations, respectively. Then,
we use values n¯(tk), I(tk) and P (tk) at each time knot points tk, k = 1, 2, . . . , p, to parameterize the
open-loop input signals n¯(t), I(t) and P (t). For each interior points (tk−1, tk), k = 1, 2, . . . , p, we use
the linear interpolations to approximate n¯(t), I(t) and P (t), i.e.,
n¯linear(t) ≈ n¯(tk−1) + n¯(tk)− n¯(tk−1)
tk − tk−1 (t− tk−1), (11a)
Ilinear(t) ≈ I(tk−1) + I(tk)− I(tk−1)
tk − tk−1 (t− tk−1), (11b)
Plinear(t) ≈ P (tk−1) + P (tk)− P (tk−1)
tk − tk−1 (t− tk−1). (11c)
Then, for the physical constraints (4), we can easily obtain the following canonical bound constraints:
n¯min ≤ n¯(tk) ≤ n¯max, Imin ≤ I(tk) ≤ Imax, Pmin ≤ P (tk) ≤ Pmax, (12)
and the terminal time state constraints (5) satisfy
n¯(tp) = n¯target, I(tp) = Itarget, P (tp) = Ptarget. (13)
After we parameterize the open-loop input signals n¯(t), I(t) and P (t) as in (11), the control input
signals have been represented as the linear functions of time t and n¯(tk), I(tk) and P (tk). Define a
parameterization vector
Υ = (n¯(t1), n(t2), . . . , n(tp−1), I(t1), I(t2), . . . , I(tp−1), P (t1), P (t2), . . . , P (tp−1)) ∈ Ξ,
which contains all the parameters needed to be optimized. Now the Problem P is equivalent to the
following problem.
Problem PN . Given the poloidal magnetic flux (1) with boundary conditions (6) and initial condition
(7), find a control parameter vector Υ ∈ Ξ such that the cost functional (9) is minimized subject to
constraints (12) and (13).
Problem PN is a canonical PDE-constrained optimization problem in which the parameters n¯(tk),
I(tk), P (tk), i = 1, 2, . . . , p − 1, need to be selected optimally. Actually, we can solve such problems
using the SQP method whose advantage is that the local extremal solution can be obtained with a local
quadratic convergence. To solve Problem PN using the SQP method, the key idea is to evaluate the
values of cost functional (9) and its gradients with respect to the decision parameters n¯(ti), I(ti), P (ti),
i = 1, 2, . . . , p − 1, at different time instants, iteratively. Once we evaluate these simultaneously, then
Problem PN can be solved using the following gradient-based optimization algorithm.
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Algorithm 1: Gradient-based optimization procedure for solving Problem PN
Step 1. Set an initial guess starting vector (n¯(0)(tk), I
(0)(tk), P
(0)(tk)).
Step 2. Solve the poloidal magnetic flux (1) with boundary conditions (6)
and initial condition (7).
Step 3. Evaluate the value of cost functional (9) at the current state
(n¯(m)(tk), I
(m)(tk), P
(m)(tk)).
Step 4. Evaluate the gradients of cost functional (9) with respect to
parameters (n¯(m)(tk), I
(m)(tk), P
(m)(tk)), using finite difference approximation.
For the bound constraints (12) and actuator constraints (13), because they are
canonical forms in the nonlinear optimization problem, we can readily solve
them in the optimization program.
Step 5. Use the gradients information obtained in Step 4 to perform an optimality test.
If the current points is optimal, then stop; otherwise, go to Step 6.
Step 6. Use the gradients information obtained in Step 4 to calculate a search direction.
Step 7. Perform a line search to determine the optimal step length.
Step 8. Evaluate a new vector (n¯(m+1)(tk), I
(m+1)(tk), P
(m+1)(tk)) and return to Step 2.
The key steps in Algorithm 1 are Steps 2-4. For the Steps 5-8, they can be performed automatically
by existing nonlinear optimization solvers such as FMINCON combined with SQP method available in
MATLAB. In the next section, we will focus on implementing the details of Algorithm 1.
3.2. The Optimization Framework
3.2.1. Cost Functional Implemention
The solver for the Problem PN is typically implemented in the following step.
Firstly, to evaluate the values of the cost functional (9) of Step 2 of Algorithm 1, we need to solve
the poloidal magnetic flux (1) with boundary conditions (6) and initial condition (7) (Step 2). There
are many numerical methods to solve the governing PDEs, i.e., finite element method (FEM), finite
difference method (FDM). To implement Step 2 of Algorithm 1, we employ the PDEPE toolbox in
MATLAB to compute the value of magnetic-flux profile ψ(ρˆ, t). The PDEPE is a toolbox for solving
initial-boundary value problems for systems of parabolic or elliptic PDEs in the one space variable and
time variable. It can solve the following unified form of PDEs such as
c
(
x, t, φ(x, t),
∂φ(x, t)
∂x
)
∂φ(x, t)
∂t
= x−m
∂
∂x
(
xmf
(
x, t, φ(x, t),
∂φ(x, t)
∂x
))
+ s
(
x, t, φ(x, t),
∂φ(x, t)
∂x
)
,
(14)
where x ∈ [x0, xf ] and t ∈ [t0, tf ] denote the space and time variables, respectively, the parameter m
can be set 0, 1, or 2. Furthermore, the boundary conditions using in PDEPE must be the following
unified form:
p(x, t, φ(x, t)) + q(x, t)f
(
x, t, φ(x, t),
∂φ(x, t)
∂x
)
= 0, (15)
where x = x0 or x = xf . Since the poloidal magnetic flux (1) and boundary conditions (6) are canonical
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forms expressed in the forms (14) and (15), respectively, we can easily obtain
m = 1, (16a)
c
(
x, t, φ(x, t),
∂φ(x, t)
∂x
)
=
1
ϑ1(x)
, (16b)
f
(
x, t, φ(x, t),
∂φ(x, t)
∂x
)
= u1(t)D(x)
∂ψ(x, t)
∂x
, (16c)
s
(
x, t, φ(x, t),
∂φ(x, t)
∂x
)
= ϑ2(x)u2(t). (16d)
Here, we use the variable x denotes the variable ρˆ in (1). On the left boundary condition ρˆ = 0, we
have
pl(0, t, φ) = 0, ql(0, t) =
1
D(x)u1(t)
, (17)
and on the right boundary condition ρˆ = 1, we have
pr(1, t, φ) = −kI(t), qr(1, t) = 1
D(x)u1(t)
. (18)
In the designed program, we call the following function to compute the value ψ(ρˆ, t),
u = pdepe (m, @pde fun , @pde ic , @pde bc , x mesh , t span , z ) ;
where u denotes the returned value ψ(ρˆ, t) computed by function pdepe and
• parameter m corresponds to (16a).
• subfunction pde fun corresponds to the terms c
(
x, t, φ(x, t), ∂φ(x,t)∂x
)
, f
(
x, t, φ(x, t), ∂φ(x,t)∂x
)
, and
s
(
x, t, φ(x, t), ∂φ(x,t)∂x
)
in (16), it has the following form:
function [c, f, s] = pde fun(x, t, u, dudx, z).
• subfunction ic fun corresponds to the initial condition (7), which uses the following form:
function u0 = pde ic(x).
• subfunction bc fun corresponds to the terms p(x, t, φ(x, t)), q(x, t) in (17) and (18), it uses the
following form:
function [pl, ql, pr, qr] = pde bc(xl, ul, xr, ur, t, z).
• x mesh denotes a vector [x0, x1, . . . , xf ] satisfying the condition x0 < x1 < . . . < xf .
• t span denotes a vector [t0, t1, . . . , tf ] satisfying the condition t0 < t1 < . . . < tf .
• z denotes the to-be-optimized vector (n¯(t1), n¯(t2), . . . , n¯(tp−1), I(t1), I(t2), . . . , I(tp−1), P (t1), P (t2),
. . . , P (tp−1)), it will be transferred to the subfunctions ic fun and bc fun.
Once we set all the parameters and functions in function pdepe, it will return the solution of ψ(ρˆi, ti) =
u(xi, ti) at the space nodes x1, x2, . . . , xf and time nodes t1, t2, . . . , tf . Note that the cost functional (9)
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contains the terms ι(ρˆi, T ) and
∂ψ(ρˆi,T )
∂t . We use the forward finite difference method to approximate
ι(ρˆi, T ) in the domain ρˆi ∈ (0, 1):
ι(ρˆi, T ) =
∂ψ(ρˆi, T )
∂ρˆ
≈ ψ(ρˆi + h, T )− ψ(ρˆi, T )
h
, (19)
where h denotes the space size. On the left boundary ρˆ = 0, using the Taylor series expansion, we can
easily obtain
ψ(0 + h, T ) ≈ ψ(0, T ) + h∂ψ(0, T )
∂ρˆ
+
h2
2!
ψ′′(0, T ), (20)
where ψ′′(0, T ) denotes the second derivative at ρˆ = 0 and can be obtained using the forward finite
difference method
ψ′′(0, T ) =
ψ(0 + 2h, T )− 2ψ(0 + h, T ) + ψ(0, T )
h2
. (21)
Substituting (21) into (20), we obtain
ι(0, T ) =
∂ψ(0, T )
∂ρˆ
≈ 4ψ(0 + h, T )− 2ψ(0 + 2h, T )− 3ψ(0, T )
2h
. (22)
Similarly, we can obtain the following approximation
ι(1, T ) =
∂ψ(1, T )
∂ρˆ
≈ 3ψ(1, T )− 4ψ(1− h, T ) + ψ(1− 2h, T )
2h
, (23)
and
∂ψ(ρˆi, T )
∂t
≈ 3ψ(ρˆi, T )− 4ψ(ρˆi, T − τ) + ψ(ρˆi, T − 2τ)
2τ
, ρˆi ∈ [0, 1]. (24)
where τ denotes the time step size. By using (19), (22), (23) and (24), then the cost functional (9) can
be evaluated sequentially by the input parameter vector Υ.
3.2.2. Parameters Optimization Implemention
In section 3.2.1, we have implemented the framework of evaluating the cost functional (9). In this
section, we will mainly focus on implementing the framework of optimizing the parameter vector Υ by
using the existing nonlinear optimization solvers such as FMINCON combined with SQP algorithm in
MATLAB.
The SQP algorithm solves a set of constrained quadratic optimization sub-problems obtained by
quadratically approximating the cost function and linearizing the constraints. For the SQP algorithm,
it requires the gradients of both the cost function and constraint functions with respect to the to-be-
optimized parameters at the current states. For Problem PN , it is possible to use the finite difference
method to calculate these gradients. Fortunately, evaluating these gradients by finite difference can
be done automatically using the optimization function FMINCON in MATLAB. The FMINCON has
combined with SQP algorithm, which can be called as necessary by setting options in the FMINCON
function. The FMINCON attempts to find a constrained minimum of a cost function starting at an
9
initial guess point. It can solve the nonlinear optimization problem specified by the following form:
min
p
J(x˙(tf ), x(tf ), p), (25a)
subject to:
f(x˙(t), x(t), p) = 0, (25b)
c(x(tf )) ≤ 0, ceq(x(tf )) = 0, (25c)
A · p ≤ b, Aeq · p = beq, (25d)
lb ≤p ≤ ub, (25e)
where p is the to-be-optimized parameter vector and x(t) denotes the system state, x, b, beq, lb, and
ub are vectors, A and Aeq are matrices, c(x(tf )) and ceq(x(tf )) are functions that return vectors,
and J(x˙(tf ), x(tf ), p) is a cost function that returns a scalar. Note that f(x˙(t), x(t), p), c(x(tf )), and
ceq(x(tf )) can be nonlinear functions.
To optimize the parameter vector Υ in our program, we call the function FMINCON as the following
form:
[ dec var , o b j v a l ] = fmincon ( @objfun ( z ) , z0 , A, b , Aeq , beq , lb , ub ,
@nonlcon , opt ions ) ;
opt i ons = opt imset ( ‘ GradObj ’ , ‘ o f f ’ , ‘ Algorithm ’ , ‘ sqp ’ ) ;
The above function will return the cost functional (9) value obj val at the optimal solution dec var.
The subfunction and parameters in the function fmincon are set as:
• function objfun(z) denotes the objective function (9) evaluated at parameter vector z. Since
the cost functional value (9) in Section 3.2.1 has been evaluated successfully using the function
pdepe, we can specify it into the function objfun(z).
• z0 denotes the initial guess vector for z.
• A, b, Aeq, and beq denote the linear constraint matrices A and Aeq, and their corresponding
vectors b and beq in (25). Since there are no linear constraints in Problem PN , we set them into
null in our program.
• lb and ub denote the vector of lower and upper bounds for parameter vector z, respectively. Here,
we can set them using the constraints (12).
• nonlcon denotes the nonlinear constraint function, since there are no nonlinear constraints in
Problem PN , we set it into null in the program.
• “options” denotes an optimization options structure. Here, we use the SQP algorithm to optimize
the Problem PN . Since the cost functional gradients can be evaluated by the finite difference
method, we set the command “GradObj” is “off”. This opinion will cause the function fmincon
to estimate the gradients of the cost function using finite differences method.
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pde_fun
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pde_bc
pdepe objfun fmincon
Figure 3: Functions input.
After setting all the functions and parameters in functions fmincon and pdepe, Problem PN will be
solved successfully. The relationship of functions input is shown in Figure 3.
Remark 1. In the present work, the finite difference method is used to evaluate the gradients of the
cost function. However, there are also other methods such as adjoint method or sensitivity method
to evaluate the cost functional gradients. For example, in our previous work [20], Galerkin method
is used to obtain a finite-dimensional ODE model based on the original magnetic diffusion PDE, then
the gradients of the cost function with respect to the decision parameters can be evaluated analytically
based on the forward sensitivity analysis. The computation of the cost functional gradient using these
alternative approaches such as the adjoint or sensitivity methods can be readily incorporated into current
framework. This will be our next step to integrate our previous work on different gradient computation
modules [20] to unify the numerical dynamic optimization process.
3.2.3. GUI Implemention
Based on Sections 3.2.1-3.2.2, there are four types of parameters in the PDE system and optimization
processing need to be required. We give an illustration of these parameters in Figure 4.
• PDE Model Parameters include the value of parameter m, space variable ρˆ, terminal time T , the
number of discrete points in space N , and the number of time knots k during the whole time
horizon [0, T ].
• Start-End Input Values define the start values n¯(0), I(0), P (0) and the terminal conditions
n¯(T ), I(T ) and P (T ).
• Initial Guess Values define the initial guess starting vector (n¯(0)(tk), I(0)(tk), P (0)(tk)) for each
knot.
• Bound Constraints define the lower and upper bound constrains n¯min, n¯max, Pmin, Pmax, Imin,
Imax for the control parameters n¯(tk), P (tk) and I(tk).
Once these parameters are set availably in the program, the Optimization Process module will check
whether or not these parameters are within the allowable ranges, then the Optimization Process
module will compute the values of cost function and their corresponding gradients, and then call the
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Start-End Input Values
Initial Guess Values
Bound Constraints
Optimization 
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Optimal Results
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Display All Optimal 
Parameters
Figure 4: System parameters inputs and optimization processing.
Figure 5: GUI for system parameters inputs and output results (Source code: http://pan.baidu.com/s/1qWLyCDu).
nonlinear optimization solver FMINCON to perform the optimization process and output the optimal
results. The Optimal Results module will display all the optimal results, which include the opti-
mal n¯(t), I(t), P (t) and ι(ρˆ, T ), as well as plotting all these results. We implement the GUI for all
these necessary data set in the program, as shown in Figure 5. The Optimize button will execute
the Optimization Process module in Figure 4 and the Optimal Results button will display all the
optimal inputs n¯(tk), P (tk) and I(tk) at each time knot points tk, k = 1, 2, . . . , p, in the edit text boxes
embedded in the GUI as well as displaying all the figures of the optimal results.
4. Numerical Simulations
We now apply the computational method proposed in Sections 3 to an example. This example, which
comes from [24], is based on experimental data from the DIII-D tokamak in San Diego, California. The
functions D(ρˆ), ϑ1(ρˆ), and ϑ2(ρˆ) in the PDE model (1) are shown in Figures 6-8. The initial magnetic
flux profile is taken from shot #129412 from the DIII-D tokamak (see Figure 9). The constant parameter
k in boundary condition (6) is given 1.0996× 10−7, which also comes from the experimental data. For
the input bounds and initial conditions, they are given in Table 1.
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Figure 6: Diffusivity coefficient function D(ρˆ).
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Figure 7: Coefficient function ϑ1(ρˆ).
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Figure 8: Coefficient function ϑ2(ρˆ).
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Figure 9: The initial distribution ψ0(ρˆ).
Table 1: Input bounds and initial conditions and terminal constraints.
Variable Value
n¯0 2.03 [10
19m−3]
n¯min 1.00 [10
19m−3]
n¯max 2.95 [10
19m−3]
n¯target 2.00 [10
19m−3]
I0 0.73 [MA]
Imin 0.6 [MA]
Imax 1.18 [MA]
Itarget 1.18 [MA]
P0 4.67 [MW]
Pmin 1.90 [MW]
Pmax 4.70 [MW]
Ptarget 1.91 [MW]
13
0 0.5 1
1
1.5
2
2.5
3
x 1019
time t
n¯
(m
−
3
)
0 0.5 1
2
3
4
x 106
time t
P
(W
)
0 0.5 1
6
8
10
12
x 105
time t
I
(A
)
0 0.5 1
−0.2
0
0.2
0.4
0.6
ρˆ
ι(
ρˆ
,T
)
 
 
Desired target
Optimal target
Figure 10: Optimal controls for target profile 1 (N = 6).
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Figure 11: Optimal controls for target profile 1 (N = 11).
14
0 0.5 1
1
1.5
2
2.5
3
x 1019
time t
n¯
(m
−
3
)
0 0.5 1
2
3
4
x 106
time t
P
(W
)
0 0.5 1
6
8
10
12
x 105
time t
I
(A
)
0 0.5 1
−0.2
0
0.2
0.4
0.6
ρˆ
ι(
ρˆ
,T
)
 
 
Desired target
Optimal target
Figure 12: Optimal controls for target profile 2 (N = 6).
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Figure 13: Optimal controls for target profile 2 (N = 11).
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Our numerical simulation study was carried out within the MATLAB programming environment
running on a personal computer with the following configuration: Intel Core i7-2600 3.40GHz CPU,
4.00GB RAM, 64-bit Windows 7 Operating System. The MATLAB code implements the gradient-
based optimization procedure described in Section 3 by combining FMINCON. We considered two
target profiles ιd(ρˆ) in our simulations: the first target profile is generated using the experimental input
data in [24]; the second target profile is generated using the experimental output flux data in [18] (see
Figure 20(a) in [18]). In the following two numerical simulation examples, the value of penalty term
parameter ε in cost functional (9) is chosen ε = 0.05. Note that this chosen value is enough to penalize
the terminal growth rate in the end of the ramp-up phase so as to establish the appropriate current
density profile for a quasi-static operation. The penalty parameter can also be regulated manually
during the processes of numerical experiment but need to consider the efficiency of optimization.
4.1. Example 1: Optimal Control for Target Profile 1
For the target profile 1 in the example, we apply the control parameterization technique proposed
in Section 3 to subdivide the time interval [0, T ] = [0, 1.2s] into p intervals. The control input functions
n¯(t), I(t), P (t) are approximated by the piecewise-linear functions with break-points at t1, t2, . . . , tp−1,
where t0 = 0 and tp = 1.2s. We first considered p = 6 so that the equidistant switching times are
τmin = τmax = 0.2. The optimal controls and optimal flux profiles generated by our proposed method
are shown in Figure 10. The results show that our proposed numerical optimization method can drive
the final ι-profile to within close proximity of the desired target profile. We also increase p = 11 and
the optimal results are shown in Figure 11. Note that increasing p results in reduced matching error,
as expected.
4.2. Example 2: Optimal Control for Target Profile 2
For the target profile 2 in the example, we also considered p = 6, 11 to subdivide the time interval
[0, 1.2s]. The optimal time evolutions for the three input signals n¯(t), I(t), P (t) and the corresponding
output trajectory ι(ρˆ, T ) are shown in Figures 12-13. The results also validate that our proposed
numerical optimization method are effective.
Remark 2. For the numerical simulations, note that the SQP algorithm (or any other nonlinear
programming algorithm) is designed to find local optima. We can never guarantee that a local optimum as
found by SQP or other algorithms is also one global optimum. The risk of finding the local minima can be
reduced efficiently by choosing different initial conditions. During the numerical simulation processes, we
also try different initial guess conditions and choose the satisfied results that the optimization procedure
yields an improvement over the initial conditions.
5. Conclusion and Future Research
In this paper, a simplified dynamic model describing the evolution of the poloidal flux has been used.
A finite-time PDE-constrained optimal control problem is proposed arising during the ramp-up phase of
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a tokamak plasma and solved successfully under our proposed numerical optimization framework. We
designed a user-friendly GUI embedded in FMINCON and SQP algorithm to carry out the computations
for solving the PDE-constrained optimal problem directly (Source Code: http://pan.baidu.com/s/1qWLyCDu).
Simulation results using experimental data from the DIII-D tokamak demonstrate that the method is
effective at driving the plasma profile to a predefined desired profile at the terminal time. Neverthe-
less, there is still some room for improvement. For example, there are also some complicated state
constraints (path constraints) in the realistic tokamak operation. We can also developed some effective
computational methods embedded in our program to handle these conditions (see [12, 13]). Some more
accurate dynamic models for the prediction of the evolution of poloidal flux profile can also be further
considered as well as steady-state operation for the flat-top phase in the plasma current evolution.
Furthermore, the proposed framework of solving PDE-constrained optimization problem in this paper
has also the prospective to solve the real general applications arising in the industrial fields.
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