As an alternative to directly integrating their defining equations to find the running coupling a(µ) and the running mass m(µ), we expand these quantities in powers of ln µ µ ′ and their boundary values a(µ ′ ) and m(µ ′ ). Renormalization group summation is used to partially sum these logarithms. We consider this approach using both the M S and 't Hooft renormalization schemes and show how the results of these two schemes can be related.
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Two essential ingredients of quantum chromodynamics are the running coupling a(µ) and the running mass m(µ), which when using mass independent renormalization [1, 2] satisfy µ da(µ) dµ = β(a) = −ba 2 1 + ca + c 2 a 2 + c 3 a 3 + . . .
µ dm(µ) dµ = mγ(a) = mf a 1 + g 1 a + g 2 a 2 + . . . ,
where c i , g i requires an (i + 1) loop calculation [3] . Under a change of renormalization scheme (RS) corresponding to a finite renormalization of the coupling and mass a = a + x 2 a 2 + x 3 a 3 + . . .
m = 1 + y 1 a + y 2 a 2 + . . .
only the coefficients b, c, f are unaltered [4] . Using MS, the coefficients g i (i = 1, 2, 3, 4), c i (i = 2, 3, 4) have been evaluated [11, 12] . In this paper we show how one can systematically obtain useful perturbative expressions for a(µ) and m(µ). The approach used also appears in refs. [4] . This provides an alternative to explicitly integrating the formal solutions to eq. (1,2)
where Λ and IM are related to the boundary values of a and m, consistent with the conventions of ref. [5, 6] . In our approach, we utilize the expansions
where
Since a ′ and m ′ are independent of µ, we can say that µ da
If, in eq. (4), we define
β n+k,k ξ k and α n,0 = β n,0 = δ n,0 , we find that eqns.
(5a,b) take the form
mT n (aℓ)a n = 0.
Together, eqs. (1,7) result in a pair of sets of nested equations -one set for S n , the first two of which are
and the second set for T n , the first two of which are
In general the equation for S n requires knowing (S 0 . . . S n−1 ) as well as (b, c, c 2 . . . c n ) and for T n requires knowing (T 0 . . . T n−1 ) as well as (b, c, c 2 . . . c n , f, g 0 . . . g n ).
Using the boundary conditions S n (0) = T n (0) = δ n,0 we illustrate the solutions of eqs. (8, 9) as follows:
It is possible to verify that if eq. (10) is used to express a(µ ′′ ) in terms of a(µ ′ ) and then a(µ ′ ) is expressed in terms of a(µ), one obtains what is expected for a(µ ′′ ) in terms of a(µ). Furthermore, it is also possible to show that
These two consistency checks are most easily verified if the expansion coefficients α mn , β mn of eq. (4) are used. When using the 't Hooft renormalization scheme [2] we set c i = 0(i ≥ 2) and g i = 0(i ≥ 1). In this case the coupled equations for S n and T n simplify, (whereḟ
Upon setting w n+1 S n = c n σ n , eq. (11a) leads to
where σ 0 = 1 and
while from eq. (11b), if w n−ρ T n = c n τ n , it follows that (n = 0, 1, . . .)
It thus proves relatively easy to obtain S n and T n in the 't Hooft renormalization scheme. In particular, the solutions for T 3 and T 4 in the 't Hooft RS are significantly simpler than the solutions in a general RS provided in Appendix A: It is possible to express a and m, the coupling and mass apprpriate to the RS defined by the parameters c i and g i , in terms of a and m, the coupling and mass appropriate to the RS defined by the parameters c i and g i . To do this, we make use of [7, 8] 
If we now expand
where φ i (c j , c j ; g j , g j ) = 0 = ψ i (c j , c j ; g j , g j ), then the equations
can be used to write down two sets of nested equations for the coefficients φ i (c j , c j ) and ψ i (c j , c j ; g j , g j ) in (18a) and (18b). Using the solutions of these nested equations in (18a,b), we find [6] 
Eqs. (20a,b) satisfy the consistency conditions a(a(a)) = a(a) and m(m(m, a), a(a)) = m(m, a). If c i = g i = 0, then a and m are in the 't Hooft renormalization scheme and evolve according to σ n and τ n in eqs. (12, 13) . Using eq. (17) we can determine the value of the running coupling and mass in another scheme (such as MS) which employ c i and g i . This approach provides an alternative to what we obtained in eq. (10) . The approach we have outlined in this paper has been applied to one-coupling, one-mass model. It is straightforward to extend the approach to models which involve more than one coupling or more than one mass. If, for example, there are N coupling g a (a = 1, 2 . . . N), these running couplings would satisfy equations of the form
. . .
when using mass independent renormalization. This is a generalization of eq. (1). Only in exceptional circumstances can this equations be integrated analytically, even when working to just one-loop order [ 10] . However, in analogy with eq. (4a), we can express
where again ℓ = ln
can be used to find α if there are two couplings. Similar considerations can be used if there are multiple masses m a (a = 1 . . . M) to show how they evolve when the renormalization mass scale µ changes. A discussion of how g a varies under a change of RS appears in refs. [13, 16] .
In Figures 1 and 2 , we llustrate the behaviour of the perturbative expressions of coupling a and running b-quark mass, m b , with respect to RG-summed expressions in both the MS and t'Hooft schemes. Using the number of quark flavours as n f = 5 along with the initial conditions, a(M Z ) = 0.1185 π and m b (m b ) = 4.18 GeV, we find greater convergence and lesser renormalization scale (µ) dependence in both RG-impoved quantities as compared to using the 5-loop RG-functions directly.
The equation
which follows from eqs. (4a,6a) shows how a evolves from a boundary value a(µ) to a value a(µ ′ ). An alternate way of describing the way in which a evolves under a change in mass scale is described in refs. [14, 15] . Here systematic approximations are used to integrate eq. (3a). An alternate approach is to make the ansatz
With β(a) given by eq. (1a), we see that, for example, at order etc.
The boundary condition chosen in refs. [14, 15] amounts to setting x 20 = 0; eq. (B.2) leads to
(B.8) 
