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SUMMATION IDENTITIES AND TRANSFORMATIONS FOR
HYPERGEOMETRIC SERIES
RUPAM BARMAN AND NEELAM SAIKIA
Abstract. We find summation identities and transformations for the Mc-
Carthy’s p-adic hypergeometric series by evaluating certain Gauss sums which
appear while counting points on the family
Zλ : x
d
1
+ xd
2
= dλx1x
d−1
2
over a finite field Fp. A. Salerno expresses the number of points over a finite
field Fp on the family Zλ in terms of quotients of p-adic gamma function under
the condition that d|p−1. In this paper, we first express the number of points
over a finite field Fp on the family Zλ in terms of McCarthy’s p-adic hyperge-
ometric series for any odd prime p not dividing d(d− 1), and then deduce two
summation identities for the p-adic hypergeometric series. We also find certain
transformations and special values of the p-adic hypergeometric series. We fi-
nally find a summation identity for the Greene’s finite field hypergeometric
series.
1. Introduction and statement of results
It is a well known result that the number of points over a finite field on the
Legendre family of elliptic curves can be written in terms of a hypergeometric
function modulo p. In [17], A. Salerno extends this result to a family of monomial
deformations of a diagonal hypersurface. She finds explicit relationships between
the number of points and generalized hypergeometric functions as well as their finite
field analogues. Let Xλ denote the family of monomial deformations of diagonal
hypersurfaces
Xλ : x
d
1 + x
d
2 + · · ·+ x
d
n = dλx
h1
1 x
h2
2 · · ·x
hn
n ,
where
∑
hi = d and gcd(d, h1, . . . , hn) = 1. For λ ∈ Z, let NFq(Xλ) denote
the number of points on Xλ in P
n−1
Fq
, where Fq is the finite field of q = p
e-
elements. Under the condition that dh1 · · ·hn|(q − 1), A. Salerno [17, Thm. 4.1]
expresses NFq (Xλ) − NFq(X0) as a sum of finite field analogues of hypergeomet-
ric functions defined by N. Katz [12]. She studies the special case Dwork fam-
ily Xdλ : x
d
1 + x
d
2 + · · · + x
d
d = dλx1x2 · · ·xd when d = 3, 4. In [6], H. Goodson
gives an expression for the number of points on the family of Dwork K3 surfaces
X4λ : x
4
1 + x
4
2 + x
4
3 + x
4
4 = 4λx1x2x3x4 over a finite field Fq in terms of Greene’s
finite field hypergeometric functions under the condition that q ≡ 1 (mod 4). She
further gives an expression for the number of points on the family X4λ in terms of
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McCarthy’s p-adic hypergeometric series nGn[· · · ] (defined in Section 2) under the
condition that p 6≡ 1 (mod 4). Recently, the authors with H. Rahman [1] express
the number of Fq-points on X
d
λ in terms of McCarthy’s p-adic hypergeometric series
when d is any odd prime such that p ∤ d and q 6≡ 1 (mod d), which gives a solution
to a conjecture of H. Goodson [6].
The aim of this paper is to find summation identities and transformations for the
McCarthy’s p-adic hypergeometric series and Greene’s finite field hypergeometric
series. In [2], the authors with D. McCarthy find eight summation identities for
the p-adic hypergeometric series by counting points on certain hyperelliptic curves
over a finite field. Here we apply similar technique to the 0-dimensional variety
Zλ : x
d
1+x
d
2 = dλx1x
d−1
2 and deduce the summation identities. Under the condition
that d|p − 1, A. Salerno expresses the number of points over a finite field Fp on
the family Zλ in terms of quotients of p-adic gamma function (for example, see [17,
Lemma 5.4]). In the following theorem, we express the number of points over a
finite field Fp on the family Zλ in terms of McCarthy’s p-adic hypergeometric series
for any odd prime p not dividing d(d− 1).
Theorem 1.1. Let p be an odd prime such that p ∤ d(d − 1). If λ 6= 0, then the
number of Fp-points NFp(Zλ) on the 0-dimensional variety Z
d
λ : x
d
1+x
d
2 = dλx1x
d−1
2
is given by
NFp(Zλ) = 1 + d−1Gd−1
[
1
d ,
2
d , . . . ,
d−1
d
0, 1d−1 , . . . ,
d−2
d−1
|λd(d− 1)d−1
]
.
We evaluate certain Gauss sums which appear while counting points on Zλ over
Fp and deduce the following two summation identities. Let φ denote the quadratic
character on Fp.
Theorem 1.2. Let d ≥ 3 be odd and p an odd prime such that p ∤ d(d − 1). For
x ∈ F×p we have∑
t∈Fp
φ(t(t− 1))×
d−1Gd−1
 1d , 2d , . . . , d−12 −1d , d−12d , d−12 +1d , . . . , d−3d , d−2d , d−1d
1
d−1 ,
2
d−1 , . . . ,
d−1
2 −1
d−1 ,
d−1
2 +1
d−1 ,
d−1
2 +2
d−1 , . . . ,
d−2
d−1 , 0, 0
|xt

= −1− p · d−1Gd−1
[
1
d ,
2
d , . . . ,
d−1
d
0, 1d−1 , . . . ,
d−2
d−1
|x
]
.
Theorem 1.3. Let d > 2 be even and p an odd prime such that p ∤ d(d − 1). For
x ∈ F×p we have∑
t∈Fp
φ(1 − t)d−2Gd−2
 1d , 2d , . . . , d2−1d , d2+1d , d2+2d , . . . , d−2d , d−1d
1
d−1 ,
2
d−1 , . . . ,
d
2−1
d−1 ,
d
2
d−1 ,
d
2+1
d−1 , . . . ,
d−3
d−1 ,
d−2
d−1
|xt

= −d−1Gd−1
[
1
d ,
2
d , . . . ,
d−1
d
0, 1d−1 , . . . ,
d−2
d−1
|x
]
.
Using the summation identities, we obtain the following two point count formulas
for Zλ.
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Corollary 1.4. Let d > 2 be even and p an odd prime such that p ∤ d(d− 1). Then
NFp(Zλ) = 1 −
∑
t∈Fp
φ(1 − t)×
d−2Gd−2
 1d , 2d , . . . , d2−1d , d2+1d , d2+2d , . . . , d−2d , d−1d
1
d−1 ,
2
d−1 , . . . ,
d
2−1
d−1 ,
d
2
d−1 ,
d
2+1
d−1 , . . . ,
d−3
d−1 ,
d−2
d−1
|αt
 ,
where α = λd(d− 1)d−1.
Corollary 1.5. Let d ≥ 3 be odd and p an odd prime such that p ∤ d(d− 1). Then
pNFp(Zλ) = p− 1−
∑
t∈Fp
φ(t(t − 1))×
d−1Gd−1
 1d , 2d , . . . , d−12 −1d , d−12d , d−12 +1d , . . . , d−3d , d−2d , d−1d
1
d−1 ,
2
d−1 , . . . ,
d−1
2 −1
d−1 ,
d−1
2 +1
d−1 ,
d−1
2 +2
d−1 , . . . ,
d−2
d−1 , 0, 0
|αt
 ,
where α = λd(d− 1)d−1. Hence,∑
t∈Fp
φ(t(t− 1))×
d−1Gd−1
 1d , 2d , . . . , d−12 −1d , d−12d , d−12 +1d , . . . , d−3d , d−2d , d−1d
1
d−1 ,
2
d−1 , . . . ,
d−1
2 −1
d−1 ,
d−1
2 +1
d−1 ,
d−1
2 +2
d−1 , . . . ,
d−2
d−1 , 0, 0
|αt

≡ p− 1 (mod p).
In the following example, we take some values of d to show how our results are
applied to particular cases.
Example 1.6. We put d = 5 and d = 4 in Theorem 1.2 and Theorem 1.3, respec-
tively. Then, for x ∈ F×p , we have the following summation identities.
∑
t∈Fp
φ(t(t − 1))4G4
[
1
5 ,
2
5 ,
3
5 ,
4
5
1
4 ,
3
4 , 0, 0
|xt
]
= −1− p · 4G4
[
1
5 ,
2
5 ,
3
5 ,
4
5
0, 14 ,
1
2 ,
3
4
|x
]
,
∑
t∈Fp
φ(1 − t)2G2
[
1
4 ,
3
4
1
3 ,
2
3
|xt
]
= −3G3
[
1
4 ,
1
2 ,
3
4
0, 13 ,
2
3
|x
]
.
The first identity is valid for p = 3 and all p > 5; whereas the second identity is
valid for all prime p > 3.
In [8], J. Fuselier and D. McCarthy stablish certain transformations and iden-
tities for the G-function, and use them to prove a supercongruence conjecture of
Rodriguez-Villegas between a truncated 4F3 classical hypergeometric series and the
p-th Fourier coefficients of a weight four modular form, modulo p3. Here, we prove
that the G-function satisfies the following transformations.
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Theorem 1.7. Let d ≥ 2 and p an odd prime such that p ∤ d(d − 1). For λ ∈ F×p
we have
d−1Gd−1
[
1
d ,
2
d , . . . ,
d−1
d
0, 1d−1 , . . . ,
d−2
d−1
|λ
]
=

φ(−λ(d − 1))
×d−1Gd−1
[
1
2(d−1) ,
3
2(d−1) , . . . ,
d−1
2(d−1) ,
d+1
2(d−1) , . . . ,
2(d−1)−1
2(d−1)
0, 1d , . . . ,
d
2−1
d ,
d
2+1
d , . . . ,
d−1
d
| 1λ
]
if d is even;
φ(dλ)d−1Gd−1
[
0, 1d−1 , . . . ,
d−3
2(d−1) ,
d−1
2(d−1) , . . . ,
d−3
d−1 ,
d−2
d−1
1
2d ,
3
2d , . . . ,
d−2
2d ,
d+2
2d , . . . ,
2d−3
2d ,
2d−1
2d
| 1λ
]
if d ≥ 3 is odd,
For example, if we put d = 6, then for all prime p > 5, we have
5G5
[
1
6 ,
2
6 ,
3
6 ,
4
6 ,
5
6
0, 15 ,
2
5 ,
3
5 ,
4
5
|λ
]
= φ(−5λ)5G5
[
1
10 ,
3
10 ,
5
10 ,
7
10 ,
9
10
0, 16 ,
2
6 ,
4
6 ,
5
6
|
1
λ
]
.
Theorem 1.8. For p > 7 and p 6= 23 we have
4G4
[
0, 14 ,
1
2 ,
3
4
1
10 ,
3
10 ,
7
10 ,
9
10
| −
55
44
]
= φ(−1) + φ(3) + φ(−1) 2G2
[
1
3 ,
2
3
0, 12
|
4
27
]
;
4G4
[
1
5 ,
2
5 ,
3
5 ,
4
5
0, 14 ,
1
2 ,
3
4
| −
44
55
]
= 1 + φ(−3) + 2G2
[
0, 12
1
6 ,
5
6
|
27
4
]
;
= 1 + φ(−3) + 2G2
[
1
3 ,
2
3
0, 12
|
4
27
]
.
From Theorem 1.2 and Theorem 1.8, we have the following summation identities.
Corollary 1.9. For p > 7 and p 6= 23 we have∑
t∈Fp
φ(t(t − 1)) 2G2
[
1
3 ,
2
3
0, 0
|
4t
27
]
= p− 1 + pφ(−3)− pφ(−1)4G4
[
0, 14 ,
1
2 ,
3
4
1
10 ,
3
10 ,
7
10 ,
9
10
| −
55
44
]
;
∑
t∈Fp
φ(t(t − 1))4G4
[
1
5 ,
2
5 ,
3
5 ,
4
5
0, 0, 14 ,
3
4
| −
44t
55
]
= −1− p− pφ(−3)− p · 2G2
[
0, 12
1
6 ,
5
6
|
27
4
]
;
= −1− p− pφ(−3)− p · 2G2
[
1
3 ,
2
3
0, 12
|
4
27
]
.
Finally, we find a summation identity for the Greene’s finite field hypergeometric
series. We first recall some definitions to state our results. Let q = pe be a power
of an odd prime p and Fq the finite field of q elements. Let F̂
×
q be the group of
all multiplicative characters χ : F×q → C
×. We extend the domain of each χ ∈ F×q
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to Fq by setting χ(0) := 0 including the trivial character ε. If A and B are two
characters on Fq, then
(
A
B
)
is defined by(
A
B
)
:=
B(−1)
q
∑
x∈Fq
A(x)B(1 − x),
where B is the character inverse of B. In [9], J. Greene introduced the notion
of hypergeometric series over finite fields which are also known as Gaussian hy-
pergeometric series. For any positive integer n and characters A0, A1, . . . , An and
B1, B2, . . . , Bn ∈ F̂
×
q , the Gaussian hypergeometric series n+1Fn is defined to be
n+1Fn
(
A0, A1, . . . , An
B1, . . . , Bn
| x
)
:=
q
q − 1
∑
χ
(
A0χ
χ
)(
A1χ
B1χ
)
· · ·
(
Anχ
Bnχ
)
χ(x),
where the sum is over all multiplicative characters χ on Fq.
The motivation for deriving summation identities for Greene’s hypergeomet-
ric series is the following summation identity due to Greene [9, Theorem 3.13].
Let A0, A1, . . . , An, B1, . . . , Bn be multiplicative characters on Fq and let x ∈ Fq.
Greene proved that
n+1Fn
(
A0, A1, . . . , An
B1, . . . , Bn
| x
)
(1.1)
=
AnBn(−1)
q
∑
y∈Fq
nFn−1
(
A0, A1, . . . , An−1
B1, . . . , Bn−1
| xy
)
An(y)AnBn(1− y).
We first express the number of Fq-points on Zλ in terms of Greene’s hypergeometric
series in the following result.
Theorem 1.10. Let p be an odd prime and q = pe for some e > 0. Let d ≥ 3 be
odd such that q ≡ 1 (mod d(d − 1)). For λ 6= 0, the number of Fq-points NFq (Zλ)
on the 0-dimensional variety Zdλ : x
d
1 + x
d
2 = dλx1x
d−1
2 is given by
q ·NFq (Zλ) = q − 1 + q
d−1
2
∑
t∈Fq
φ(1− t)
×d−1F d−2
(
χ
d−1
2 , χ, . . . , χ
d−1
2 −1, χ
d−1
2 +1, χ
d−1
2 +2, . . . , χd−1
ψ, . . . , ψ
d−1
2 −1, ε, ψ
d−1
2 +1, . . . , ψd−2
|
t
α
)
,
where χ and ψ are characters of order d and d−1 respectively, and α = λd(d−1)d−1.
Using the above point-count formula, we prove the following summation identity.
Unlike to (1.1) our summation identity contains characters of specific orders. It
would be interesting to know if the identity could be derived from (1.1).
Theorem 1.11. Let p be an odd prime and q = pe for some e > 0. Let d ≥ 3 be
odd such that q ≡ 1 (mod d(d− 1)). For λ ∈ F×q we have∑
t∈Fq
φ(1− t)d−1F d−2
(
χ
d−1
2 , χ, . . . , χ
d−1
2 −1, χ
d−1
2 +1, χ
d−1
2 +2, . . . , χd−1
ψ, . . . , ψ
d−1
2 −1, ε, ψ
d−1
2 +1, . . . , ψd−2
|λt
)
=
1− φ(−λ)
q
d−1
2
+ qφ(−1)dF d−1
(
φ, χ, . . . , χ
d−1
2 , χ
d−1
2 +1, . . . , χd−1
ψ, . . . , ψ
d−1
2 , ψ
d−1
2 , . . . , ψd−2
|λ
)
,
where χ and ψ are characters of order d and d− 1 respectively.
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If we put d = 3 in Theorem 1.11, then, for λ 6= 0, we have∑
t∈Fq
φ(1 − t)2F 1
(
χ3, χ
2
3
ε
|λt
)
=
1− φ(−λ)
q
+ qφ(−1)3F 2
(
φ, χ3, χ
2
3
φ, φ
|λ
)
,
where χ3 is a charcater of order 3. In particular, if we take λ = −1, then we have∑
t∈Fq
φ(1 + t)2F 1
(
χ3, χ
2
3
ε
|t
)
= qφ(−1)3F 2
(
φ, χ3, χ
2
3
φ, φ
| − 1
)
.
If we apply (1.1), then we have∑
t∈Fq
χ23(t)χ3φ(1 + t)2F 1
(
φ, χ3
φ
|t
)
= qχ3φ(−1)3F 2
(
φ, χ3, χ
2
3
φ, φ
| − 1
)
.
Remark 1.12. When d is even, we are unable to simplify certain Gauss sums which
appear while counting points on the family Zλ. It would be interesting to know if
similar results like Theorem 1.11 and Theorem 1.10 exist when d is even.
2. Preliminaries
2.1. Gauss sums and Davenport-Hasse relation. Recall that F̂×q denotes the
group of all multiplicative characters on Fq. The orthogonality relations for multi-
plicative characters are listed in the following lemma.
Lemma 2.1. ([11, Chapter 8]). We have
(1)
∑
x∈Fq
χ(x) =
{
q − 1 if χ = ε;
0 if χ 6= ε.
(2)
∑
χ∈F̂×q
χ(x) =
{
q − 1 if x = 1;
0 if x 6= 1.
We now introduce some properties of Gauss sums. For further details, see [5]
noting that we have adjusted results to take into account ε(0) = 0. Define the
additive character θ : Fq → C
× by
θ(α) = ζtr(α)p(2.1)
where ζp = e
2pii/p and tr : Fq → Fp is the trace map given by
tr(α) = α+ αp + αp
2
+ · · ·+ αp
e−1
.
For χ ∈ F̂×q , the Gauss sum is defined by
g(χ) :=
∑
x∈Fq
χ(x)ζtr(x)p =
∑
x∈Fq
χ(x)θ(x).(2.2)
It is easy to see that θ(a+ b) = θ(a)θ(b) and∑
x∈Fq
θ(x) = 0.(2.3)
Using (2.3) one easily finds that g(ε) = −1.
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The following lemma provides a formula for the multiplicative inverse of a Gauss
sum. Let T be a generator of the cyclic group F̂×q .
Lemma 2.2. ([9, Eqn. 1.12]). If k ∈ Z and T k 6= ε, then
g(T k)g(T−k) = q · T k(−1).
Using orthogonality, we can write θ in terms of Gauss sums as given in the
following lemma.
Lemma 2.3. ([7, Lemma 2.2]). For all α ∈ F×q ,
θ(α) =
1
q − 1
q−2∑
m=0
g(T−m)Tm(α).
For χ, ψ ∈ F̂×q we define the Jacobi sum by J(χ, ψ) :=
∑
t∈Fq
χ(t)ψ(1 − t). We
will use the following relationship between Gauss and Jacobi sums (for example,
see [9, Eqn 1.14]). For χ, ψ ∈ F̂×q not both trivial, we have
J(χ, ψ) =
{
g(χ)g(ψ)
g(χψ) , if χψ 6= ε;
− g(χ)g(ψ)q , if χψ = ε.
(2.4)
Lemma 2.4. ([9, Eqn. 1.14]). If Tm−n 6= ε, then
g(Tm)g(T−n) = q
(
Tm
T n
)
g(Tm−n)T n(−1) = J(Tm, T n)g(Tm−n).
Theorem 2.5. ([14, Davenport-Hasse relation]). Let p be an odd prime and q = pe
for some e > 0, and let m be a positive integer such that q ≡ 1 (mod m). For
multiplicative characters χ, ψ ∈ F̂×q , we have∏
χm=ε
g(χψ) = −g(ψm)ψ(m−m)
∏
χm=ε
g(χ).
2.2. p-adic Gamma function, Gross-Koblitz formula and McCarthy’s p-
adic hypergeometric series. Let Zp denote the ring of p-adic integers, Qp the
field of p-adic numbers, Qp the algebraic closure of Qp, and Cp the completion of
Qp. It is known that Z
×
p contains all the (p−1)-th roots of unity. Therefore, we can
consider multiplicative characters on F×p to be maps χ : F
×
p → Z
×
p . Let ω : F
×
p → Z
×
p
be the Teichmu¨ller character. For a ∈ F×p , the value ω(a) is just the (p− 1)-th root
of unity in Zp such that ω(a) ≡ a (mod p). Also, F̂
×
p = {ωj : 0 ≤ j ≤ p− 2}. Thus,
in the p-adic setting the Gauss sum g(χ) takes value in Qp(ζp) for any χ ∈ F̂
×
p .
We now recall the definition of p-adic gamma function. For further details, see
[13]. The p-adic gamma function Γp is defined by setting Γp(0) = 1, and for positive
integer n by
Γp(n) := (−1)
n
∏
0<j<n
p∤j
j.
If x and y are two positive integers satisfying x ≡ y (mod pkZ), then Γp(x) ≡ Γp(y)
(mod pkZ). Therefore, the function has a unique extension to a continuous function
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Γp : Zp → Z
×
p . If x ∈ Zp and x 6= 0, then Γp(x) is defined as
Γp(x) := lim
xn→x
Γp(xn),
where xn runs through any sequence of positive integers p-adically approaching x.
We now introduce Gross-Koblitz formula, which allows us to relate Gauss sum and
the p-adic Gamma function. Let pi ∈ Cp be the fixed root of x
p−1 + p = 0 which
satisfies pi ≡ ζp − 1 (mod (ζp − 1)
2). For x ∈ Q we let ⌊x⌋ denote the greatest
integer less than or equal to x and 〈x〉 denote the fractional part of x. We have
〈x〉 = x − ⌊x⌋ and 0 ≤ 〈x〉 < 1. Recall that ω denotes the character inverse of the
Teichmu¨ller character ω.
Theorem 2.6. ([10, Gross-Koblitz]). For a ∈ Z, we have
g(ωa) = −pi(p−1)〈
a
p−1 〉Γp
(〈
a
p− 1
〉)
.
We also need the following lemma to prove the main results.
Lemma 2.7. ([2, Eqn 3.4, Lemma 3.4]). For odd prime p and 0 < l ≤ p − 2, we
have
Γp
(
l
p− 1
)
Γp
(〈
1−
l
p− 1
〉)
= −ωl(−1).
We now state a product formula for the p-adic Gamma function.
Lemma 2.8. [16, Lemma 4.1]. Let p be an odd prime. For 0 ≤ l ≤ p − 2 and
t ∈ Z+ with p ∤ t, we have
ω(ttl)Γp
(〈
tl
p− 1
〉) t−1∏
h=1
Γp
(〈
h
t
〉)
=
t−1∏
h=0
Γp
(〈
h
t
+
l
p− 1
〉)
,
ω(t−tl)Γp
(〈
−tl
p− 1
〉) t−1∏
h=1
Γp
(〈
h
t
〉)
=
t−1∏
h=0
Γp
(〈
(1 + h)
t
−
l
p− 1
〉)
.
In [15, 16], D. McCarthy introduces the notion of hypergeometric series in the
p-adic setting which are now famously known as p-adic hypergeometric series. The
McCarthy’s p-adic hypergeometric series nGn[· · · ] is defined as follows.
Definition 2.9. [16, Definition 1.1] Let p be an odd prime and let t ∈ Fp. For
positive integer n and 1 ≤ i ≤ n, let ai, bi ∈ Q ∩ Zp. Then the function nGn[· · · ]
is defined by
nGn
[
a1, a2, . . . , an
b1, b2, . . . , bn
|t
]
:=
−1
p− 1
p−2∑
j=0
(−1)jn ωj(t)
×
n∏
i=1
(−p)−⌊〈ai〉−
j
p−1 ⌋−⌊〈−bi〉+
j
p−1 ⌋
Γp(〈(ai −
j
p−1 )〉)
Γp(〈ai〉)
Γp(〈(−bi +
j
p−1 )〉)
Γp(〈−bi〉)
.
3. Counting points on Zλ : x
d
1 + x
d
2 = dλx1x
d−1
2
In this section, we prove Theorem 1.1 which expresses the number of points over
a finite field Fp on the 0-dimensional variety Zλ : x
d
1 + x
d
2 = dλx1x
d−1
2 in terms of
p-adic hypergeometric series. We first prove a lemma which will be used to derive
the point count formula.
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Lemma 3.1. Let p be an odd prime. Then for 0 < l ≤ p− 2 we have
l
p− 1
+
〈
(d− 1)l
p− 1
〉
+
〈
−dl
p− 1
〉
= 1−
d−1∑
h=1
⌊
h
d
−
l
p− 1
⌋ −
d−2∑
h=1
⌊
h
d− 1
+
l
p− 1
⌋.
Proof. We have
l
p− 1
+
〈
(d− 1)l
p− 1
〉
+
〈
−dl
p− 1
〉
=
l
p− 1
+
(d− 1)l
p− 1
−
dl
p− 1
−
⌊
(d− 1)l
p− 1
⌋
−
⌊
−dl
p− 1
⌋
= −
⌊
(d− 1)l
p− 1
⌋
−
⌊
−dl
p− 1
⌋
.(3.1)
Now, it is enough to prove that⌊
(d− 1)l
p− 1
⌋
=
d−2∑
h=1
⌊
h
d− 1
+
l
p− 1
⌋
,(3.2)
⌊
−dl
p− 1
⌋
=
d−1∑
h=1
⌊
h
d
−
l
p− 1
⌋
− 1.(3.3)
Since 0 < lp−1 < 1, we have 0 <
(d−1)l
p−1 < d−1. Therefore, ⌊
(d−1)l
p−1 ⌋ ∈ {0, 1, 2, . . . , d−
2}. We now prove the lemma by considering some cases.
Case 1: If ⌊ (d−1)lp−1 ⌋ = 0, then
(d−1)l
p−1 6= 0 by the choice of l, which yields 0 <
(d−1)l
p−1 <
1. So, 0 < lp−1 <
1
d−1 . Therefore,
⌊
h
d−1 +
l
p−1
⌋
= 0 for h = 1, 2, . . . , d − 2, which
gives
d−2∑
h=1
⌊
h
d− 1
+
l
p− 1
⌋
= 0.
Thus, (3.2) is true in this case.
Case 2: Let
⌊
(d−1)l
p−1
⌋
= s, where 0 < s ≤ d− 2. Then we have
s ≤
(d− 1)l
p− 1
< s+ 1,
and this implies
s
d− 1
≤
l
p− 1
<
s+ 1
d− 1
.(3.4)
Therefore, (3.4) implies that whenever 1 ≤ h ≤ d−s−2 we have
⌊
h
d−1 +
l
p−1
⌋
= 0,
which yields
d−s−2∑
h=1
⌊
h
d− 1
+
l
p− 1
⌋
= 0.(3.5)
Also, (3.4) implies that for d− s− 1 ≤ h ≤ d− 2, we have⌊
h
d− 1
+
l
p− 1
⌋
= 1,
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which yields
d−2∑
h=d−s−1
⌊
h
d− 1
+
l
p− 1
⌋
= s.(3.6)
Combining (3.5) and (3.6) we find that (3.2) is also true in this case. This completes
the proof of (3.2).
Now, we are going to prove (3.3) using similar arguments. Since 0 < lp−1 < 1
in the given range of l, so we have −d < −dlp−1 < 0. Hence,
⌊
−dl
p−1
⌋
∈ {−d,−d +
1, . . . ,−1}.
Case 1: Let
⌊
−dl
p−1
⌋
= −d, then by the choice of l, −dlp−1 6= −d, which yields −d <
−dl
p−1 < −d+ 1. Thus, we have
−1 <
−l
p− 1
< −1 +
1
d
.(3.7)
Using (3.7) we find that
⌊
h
d −
l
p−1
⌋
= −1 for 1 ≤ h ≤ d− 1, and this gives
d−1∑
h=1
⌊
h
d
−
l
p− 1
⌋
= −(d− 1).
Therefore, (3.3) is true in this case.
Case 2: Let
⌊
−dl
p−1
⌋
= −s, where s = 1, 2, . . . , d − 1. Then we have −s ≤ −dlp−1 <
−s+ 1, which implies that
−s
d
≤
−l
p− 1
< −
s
d
+
1
d
.(3.8)
Using (3.8) we deduce that
⌊
h
d −
l
p−1
⌋
= −1 for 1 ≤ h ≤ s− 1 and
⌊
h
d −
l
p−1
⌋
= 0
for s ≤ h ≤ d− 1. Thus, we have
d−1∑
h=1
⌊
h
d
−
l
p− 1
⌋
= −(s− 1).
Hence, (3.3) is also true in this case. Finally, combining (3.2) and (3.3) we complete
the proof of the lemma. 
We now prove the point count formula for the family Zλ : x
d
1 + x
d
2 = dλx1x
d−1
2 .
Proof of Theorem 1.1. Let P (x1, x2) = x
d
1 + x
d
2 − dλx1x
d−1
2 . Let #Zλ(Fp) =
#{(x1, x2) ∈ F
2
p : x
d
1 + x
d
2 = dλx1x
d−1
2 } be the number of Fp-points on Zλ. If
NFp(Zλ) denotes the number of points on Zλ in P
1
Fp
then
NFp(Zλ) =
#Zλ(Fp)− 1
p− 1
.(3.9)
Using the identity∑
z∈Fp
θ(zP (x1, x2)) =
{
p, if P (x1, x2) = 0;
0, otherwise,
(3.10)
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we have
p ·#Zλ(Fp) =
∑
z,x1,x2∈Fp
θ(zP (x1, x2))
= p2 +
∑
z∈F×p
θ(0) +
∑
z,x1∈F
×
p
θ(zxd1) +
∑
z,x2∈F
×
p
θ(zxd2)
+
∑
z,x1,x2∈F
×
p
θ(zxd1)θ(zx
d
2)θ(−dλzx1x
d−1
2 )
= p2 + p− 1 + 2
∑
z,x1∈F
×
p
θ(zxd1) +
∑
z,x1,x2∈F
×
p
θ(zxd1)θ(zx
d
2)θ(−dλzx1x
d−1
2 )
= p2 + p− 1 +B +A,(3.11)
where B = 2
∑
z,x1∈F
×
p
θ(zxd1) and A =
∑
z,x1,x2∈F
×
p
θ(zxd1)θ(zx
d
2)θ(−dλzx1x
d−1
2 ).
Using Lemma 2.3 and Lemma 2.1 we obtain B = −2(p− 1).
Again, using Lemma 2.3 we obtain
A =
∑
z,x1,x2∈F
×
p
θ(zxd1)θ(zx
d
2)θ(−dλzx1x
d−1
2 )
=
1
(p− 1)3
∑
z,x1,x2 6=0
p−2∑
l,m,n=0
g(T−l)g(T−m)g(T−n)T l(zxd1)T
m(zxd2)T
n(−dλzx1x
d−1
2 )
=
1
(p− 1)3
p−2∑
l,m,n=0
g(T−l)g(T−m)g(T−n)T n(−dλ)
∑
x1 6=0
T dl+n(x1)
×
∑
x2 6=0
T dm+(d−1)n(x2)
∑
z 6=0
T l+m+n(z).
From Lemma 2.1 we observe that the inner sums are non zero only if n = −dl and
m = (d− 1)l. Substituting these values in the above sum we have
A =
p−2∑
l=0
g(T−l)g(T−(d−1)l)g(T dl)T−dl(−dλ).(3.12)
Now, taking T = ω and applying Gross-Koblitz formula we obtain
A = −
p−2∑
l=0
pi(p−1){
l
p−1+〈
(d−1)l
p−1 〉+〈
−dl
p−1 〉}ωdl(−dλ)
× Γp
(
l
p− 1
)
Γp
(〈
(d− 1)l
p− 1
〉)
Γp
(〈
−dl
p− 1
〉)
.
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Applying Lemma 2.8 we deduce that
A = −
p−2∑
l=0
pi(p−1){
l
p−1+〈
(d−1)l
p−1 〉+〈
−dl
p−1 〉} ωdl(−dλ)ω(d−1)l(d− 1)ωdl(d)
× Γp
(
l
p− 1
) ∏d−2
h=0 Γp(〈
h
d−1 +
l
p−1 〉)∏d−2
h=1 Γp(
h
d−1)
∏d
h=1 Γp(〈
h
d −
l
p−1 〉)∏d−1
h=1 Γp(
h
d )
= −
p−2∑
l=0
pi(p−1){
l
p−1+〈
(d−1)l
p−1 〉+〈
−dl
p−1 〉} ωl((−1)dλd(d− 1)d−1)Γp
(
l
p− 1
)
× Γp
(〈
1−
l
p− 1
〉) ∏d−2
h=0 Γp(〈
h
d−1 +
l
p−1 〉)∏d−2
h=1 Γp(
h
d−1 )
d−1∏
h=1
Γp(〈
h
d −
l
p−1 〉)
Γp(
h
d )
= −1−
p−2∑
l=1
pi(p−1){
l
p−1+〈
(d−1)l
p−1 〉+〈
−dl
p−1 〉} ωl((−1)dλd(d− 1)d−1)
× Γp
(
l
p− 1
)
Γp
(〈
1−
l
p− 1
〉)
Γp
(
l
p− 1
)
×
d−2∏
h=1
Γp(〈
h
d−1 +
l
p−1 〉)
Γp(
h
d−1 )
d−1∏
h=1
Γp(〈
h
d −
l
p−1 〉)
Γp(
h
d )
.(3.13)
Using Lemma 3.1 and Lemma 2.7, we have
A = −1 +
p−2∑
l=1
(−p)1−
∑d−1
h=1⌊
h
d
− l
p−1 ⌋−
∑d−2
h=1⌊
h
d−1+
l
p−1 ⌋ ωl((−1)d−1λd(d− 1)d−1)
× Γp
(
l
p− 1
) d−2∏
h=1
Γp(〈
h
d−1 +
l
p−1 〉)
Γp(
h
d−1)
d−1∏
h=1
Γp(〈
h
d −
l
p−1 〉)
Γp(
h
d )
= −1− p
p−2∑
l=1
(−p)−
∑d−1
h=1⌊
h
d
− l
p−1 ⌋−
∑d−2
h=1⌊
h
d−1+
l
p−1 ⌋ ωl((−1)d−1λd(d− 1)d−1)
× Γp
(
l
p− 1
) d−2∏
h=1
Γp(〈
h
d−1 +
l
p−1 〉)
Γp(
h
d−1)
d−1∏
h=1
Γp(〈
h
d −
l
p−1 〉)
Γp(
h
d )
.
Adding and subtracting the term under summation for l = 0, we obtain
A = −1 + p− p
p−2∑
l=0
(−p)−
∑d−1
h=1⌊
h
d
− l
p−1 ⌋−
∑d−2
h=1⌊
h
d−1+
l
p−1 ⌋ ωl((−1)d−1α)
×Γp
(
l
p− 1
) d−2∏
h=1
Γp(〈
h
d−1 +
l
p−1 〉)
Γp(
h
d−1)
d−1∏
h=1
Γp(〈
h
d −
l
p−1 〉)
Γp(
h
d )
.
Since ωl(−1) = (−1)l, we have the following expression for A in terms of the G-
function.
A = p− 1 + p(p− 1)d−1Gd−1
[
1
d ,
2
d , . . . ,
d−1
d
0, 1d−1 , . . . ,
d−2
d−1
|α
]
,(3.14)
where α = λd(d−1)d−1. Finally, substituting the expressions for A and B in (3.11),
and then using (3.9) we complete the proof. 
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4. Summation identities for the p-adic hypergeometric series
In this section, we prove both the summation identities for the p-adic hyperge-
ometric series stated in Theorems 1.2 and 1.3. In the following two lemmas, we
express certain products of values of p-adic Gamma function in terms of certain
character sums.
Lemma 4.1. For 1 ≤ l ≤ p− 2 we have
(−p)−⌊
1
2+
l
p−1 ⌋Γp
(
〈1 − lp−1 〉
)
Γp
(
〈12 +
l
p−1 〉
)
Γp(
1
2 )
=
1
p
∑
t∈Fp
ωl(−t)φ(t(t − 1)).
Proof. We have
(−p)−⌊
1
2+
l
p−1 ⌋Γp
(
〈1− lp−1 〉
)
Γp
(
〈12 +
l
p−1 〉
)
Γp(
1
2 )
=
pi−(p−1)⌊
1
2+
l
p−1 ⌋Γp
(
〈1 − lp−1 〉
)
Γp
(
〈12 +
l
p−1 〉
)
Γp(
1
2 )
=
(pi)−(p−1)(
1
2+
l
p−1 )+(p−1)〈
1
2+
l
p−1 〉Γp
(
〈1− lp−1 〉
)
Γp
(
〈12 +
l
p−1 〉
)
Γp(
1
2 )
=
pi(p−1)〈
1
2+
l
p−1 〉Γp
(
〈12 +
l
p−1 〉
)
pi(p−1)〈
−l
p−1 〉Γp
(
〈 −lp−1 〉
)
pi(p−1)(
1
2 )Γp(
1
2 )pi
(p−1){〈 l
p−1 〉+〈
−l
p−1 〉}
.
Using Gross-Koblitz formula we find that
(−p)−⌊
1
2+
l
p−1 ⌋Γp
(
〈1 − lp−1 〉
)
Γp
(
〈12 +
l
p−1 〉
)
Γp(
1
2 )
=
−g(φωl)g(ωl)
pi(p−1)g(φ)
.(4.1)
Since 1 ≤ l ≤ p− 2, Lemma 2.2 gives g(ωl)g(ωl) = pωl(−1). Then (4.1) reduces to
(−p)−⌊
1
2+
l
p−1 ⌋Γp
(
〈1 − lp−1 〉
)
Γp
(
〈12 +
l
p−1 〉
)
Γp(
1
2 )
=
−φωl(−1)g(φωl)g(φ)
pip−1g(ωl)
=
1
p
φωl(−1)g(φωl)g(φ)
g(ωl)
.(4.2)
Now, using (2.4) we deduce that
φωl(−1)
p
g(φωl)g(φ)
g(ωl)
=
φωl(−1)
p
J(φωl, φ)
=
φωl(−1)
p
∑
t∈Fp
φωl(t)φ(1 − t)
=
1
p
∑
t∈Fp
φ(t(t− 1))ωl(−t).(4.3)
Finally, combining (4.2) and (4.3) we obtain the desired result. 
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Lemma 4.2. Let 0 ≤ l ≤ p− 2. Then we have
(−p)−⌊
1
2−
l
p−1 ⌋Γp
(
〈 lp−1 〉
)
Γp
(
〈12 −
l
p−1 〉
)
Γp(
1
2 )
= −
∑
t∈Fp
ωl(−t)φ(t(t − 1)).(4.4)
Proof. If we put l = 0 in both the sides of (4.4) then we obtain that the left hand
side is 1 and the right hand side is equal to −
∑
t∈Fp
φ(t(t − 1)). Using (2.4) and
Lemma 2.2, we easily find that
∑
t∈Fp
φ(t(t − 1)) = −1, and hence the right hand
side of (4.4) is also 1. Thus, (4.4) is true for l = 0. For 1 ≤ l ≤ p − 2, the proof
proceeds along similar lines to the proof of Lemma 4.1 so we omit the details for
reasons of brevity. 
Proof of Theorem 1.2. For x ∈ F×p , we consider the sum
Ax = −1−
p−2∑
l=1
pi(p−1){
l
p−1+〈
(d−1)l
p−1 〉+〈
−dl
p−1 〉} ωl(−x)Γp
(
l
p− 1
)
Γp
(
〈1−
l
p− 1
〉
)
× Γp
(
l
p− 1
) d−2∏
h=1
Γp(〈
h
d−1 +
l
p−1 〉)
Γp(
h
d−1)
d−1∏
h=1
Γp(〈
h
d −
l
p−1 〉)
Γp(
h
d )
.(4.5)
Since d is odd, the term A given in (3.13) is equal to Aα with α = λ
d(d − 1)d−1.
Thus, proceeding similarly as shown in the proof of Theorem 1.1 we deduce that
Ax = p− 1 + p(p− 1)d−1Gd−1
[
1
d ,
2
d , . . . ,
d−1
d
0, 1d−1 , . . . ,
d−2
d−1
|x
]
.(4.6)
Also,
Ax = −1−
p−2∑
l=1
pi(p−1){
l
p−1+〈
(d−1)l
p−1 〉+〈
−dl
p−1 〉} ωl(−x)Γp
(
l
p− 1
)
Γp
(
〈1−
l
p− 1
〉
)
× Γp
(
l
p− 1
) d−2∏
h=1
Γp(〈
h
d−1 +
l
p−1 〉)
Γp(
h
d−1)
d−1∏
h=1
Γp(〈
h
d −
l
p−1 〉)
Γp(
h
d )
.
= −1−
p−2∑
l=1
pi(p−1){
l
p−1+〈
(d−1)l
p−1 〉+〈
−dl
p−1 〉} ωl(−x)Γp
(
l
p− 1
)
Γp
(
l
p− 1
)
×
Γp
(
〈1− lp−1 〉
)
Γp
(
〈12 +
l
p−1 〉
)
Γp(
1
2 )
d−2∏
h=1
h 6= d−12
Γp(〈
h
d−1 +
l
p−1 〉)
Γp(
h
d−1)
d−1∏
h=1
Γp(〈
h
d −
l
p−1 〉)
Γp(
h
d )
.
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Using Lemma 3.1 we have
Ax = −1−
p−2∑
l=1
(−p)1−
∑d−1
h=1⌊
h
d
− l
p−1 ⌋−
∑d−2
h=1⌊
h
d−1+
l
p−1 ⌋ ωl(−x)
×
Γp
(
〈1− lp−1 〉
)
Γp
(
〈12 +
l
p−1 〉
)
Γp(
1
2 )
Γp
(
l
p− 1
)
Γp
(
l
p− 1
)
×
d−2∏
h=1
h 6= d−12
Γp(〈
h
d−1 +
l
p−1 〉)
Γp(
h
d−1 )
d−1∏
h=1
Γp(〈
h
d −
l
p−1 〉)
Γp(
h
d )
.
= −1−
p−2∑
l=1
(−p)
1−
∑d−1
h=1⌊
h
d
− l
p−1 ⌋−
∑d−2
h=1
h 6=d−12
⌊ h
d−1+
l
p−1 ⌋
ωl(−x)
×
(−p)−⌊
1
2+
l
p−1 ⌋Γp
(
〈1− lp−1 〉
)
Γp
(
〈12 +
l
p−1 〉
)
Γp(
1
2 )
Γp
(
l
p− 1
)
Γp
(
l
p− 1
)
×
d−2∏
h=1
h 6= d−12
Γp(〈
h
d−1 +
l
p−1 〉)
Γp(
h
d−1 )
d−1∏
h=1
Γp(〈
h
d −
l
p−1 〉)
Γp(
h
d )
.
Lemma 4.1 yields
Ax = −1 +
p−2∑
l=1
(−p)
−
∑d−1
h=1
⌊ h
d
− l
p−1 ⌋−
∑d−2
h=1
h 6= d−12
⌊ h
d−1+
l
p−1 ⌋
ωl(−x)
×
∑
t∈Fp
ωl(−t)φ(t(t− 1))Γp
(
l
p− 1
)
Γp
(
l
p− 1
)
×
d−2∏
h=1
h 6=d−12
Γp(〈
h
d−1 +
l
p−1 〉)
Γp(
h
d−1 )
d−1∏
h=1
Γp(〈
h
d −
l
p−1 〉)
Γp(
h
d )
.
The term under summation for l = 0 is
∑
t∈Fp
φ(t(t− 1)). Using (2.4) and Lemma
2.2, we easily find that
∑
t∈Fp
φ(t(t − 1)) = −1. Thus,
Ax =
∑
t∈Fp
φ(t(t− 1))
p−2∑
l=0
(−p)
−
∑d−1
h=1⌊
h
d
− l
p−1 ⌋−
∑d−2
h=1
h 6= d−12
⌊ h
d−1+
l
p−1 ⌋
ωl(xt)
×Γp
(
l
p− 1
)
Γp
(
l
p− 1
) d−2∏
h=1
h 6= d−12
Γp(〈
h
d−1 +
l
p−1 〉)
Γp(
h
d−1 )
d−1∏
h=1
Γp(〈
h
d −
l
p−1 〉)
Γp(
h
d )
= −(p− 1)
∑
t∈Fp
φ(t(t− 1))×
d−1Gd−1
 1d , 2d , . . . , d−12 −1d , d−12d , d−12 +1d , . . . , d−3d , d−2d , d−1d
1
d−1 ,
2
d−1 , . . . ,
d−1
2 −1
d−1 ,
d−1
2 +1
d−1 ,
d−1
2 +2
d−1 , . . . ,
d−2
d−1 , 0, 0
|xt
 .
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Finally, combining (4.6) and the above expression for Ax we derive the required
summation identity. 
Proof of Theorem 1.3. For x ∈ F×p , we consider the sum
Ax = −1−
p−2∑
l=1
pi(p−1){
l
p−1+〈
(d−1)l
p−1 〉+〈
−dl
p−1 〉} ωl(x)Γp
(
l
p− 1
)
Γp
(
〈1−
l
p− 1
〉
)
× Γp
(
l
p− 1
) d−2∏
h=1
Γp(〈
h
d−1 +
l
p−1 〉)
Γp(
h
d−1 )
d−1∏
h=1
Γp(〈
h
d −
l
p−1 〉)
Γp(
h
d )
.(4.7)
Since d is even, the term A given in (3.13) is equal to Aα with α = λ
d(d − 1)d−1.
Thus, proceeding similarly as shown in the proof of Theorem 1.1 we deduce that
Ax = p− 1 + p(p− 1)d−1Gd−1
[
1
d ,
2
d , . . . ,
d−1
d
0, 1d−1 , . . . ,
d−2
d−1
|x
]
.(4.8)
Also,
Ax = −1−
p−2∑
l=1
pi(p−1){
l
p−1+〈
(d−1)l
p−1 〉+〈
−dl
p−1 〉} ωl(x)Γp
(
l
p− 1
)
Γp
(
〈1−
l
p− 1
〉
)
× Γp
(
l
p− 1
) d−2∏
h=1
Γp(〈
h
d−1 +
l
p−1 〉)
Γp(
h
d−1 )
d−1∏
h=1
Γp(〈
h
d −
l
p−1 〉)
Γp(
h
d )
= −1−
p−2∑
l=1
pi(p−1){
l
p−1+〈
(d−1)l
p−1 〉+〈
−dl
p−1 〉} ωl(x)Γp
(
l
p− 1
)
Γp
(
〈1−
l
p− 1
〉
)
×
Γp
(
l
p−1
)
Γp(〈
1
2 −
l
p−1 〉)
Γp(
1
2 )
d−2∏
h=1
Γp(〈
h
d−1 +
l
p−1 〉)
Γp(
h
d−1 )
d−1∏
h=1
h 6= d2
Γp(〈
h
d −
l
p−1 〉)
Γp(
h
d )
.
We now apply Lemma 3.1 and Lemma 2.7 to obtain
Ax = −1 +
p−2∑
l=1
(−p)1−
∑d−1
h=1⌊
h
d
− l
p−1 ⌋−
∑d−2
h=1⌊
h
d−1+
l
p−1 ⌋ ωl(−x)
×
Γp
(
l
p−1
)
Γp(〈
1
2 −
l
p−1 〉)
Γp(
1
2 )
d−2∏
h=1
Γp(〈
h
d−1 +
l
p−1 〉)
Γp(
h
d−1 )
d−1∏
h=1
h 6= d2
Γp(〈
h
d −
l
p−1 〉)
Γp(
h
d )
= −1 +
p−2∑
l=1
(−p)
1−
∑d−1
h=1, h6= d
2
⌊ h
d
− l
p−1 ⌋−
∑d−2
h=1⌊
h
d−1+
l
p−1 ⌋
ωl(−x)
×
(−p)−⌊
1
2−
l
p−1⌋Γp
(
l
p−1
)
Γp(〈
1
2 −
l
p−1 〉)
Γp(
1
2 )
×
d−2∏
h=1
Γp(〈
h
d−1 +
l
p−1 〉)
Γp(
h
d−1 )
d−1∏
h=1
h 6= d2
Γp(〈
h
d −
l
p−1 〉)
Γp(
h
d )
.
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Adding and subtracting the term under summation for l = 0, and then applying
Lemma 4.2 we deduce that
Ax = −1 + p+ p
∑
t∈Fp
φ(t(t − 1))
p−2∑
l=0
(−p)
−
∑d−1
h=1, h6= d
2
⌊ h
d
− l
p−1 ⌋−
∑d−2
h=1⌊
h
d−1+
l
p−1 ⌋
× ωl(−x)ωl(−t)
d−2∏
h=1
Γp(〈
h
d−1 +
l
p−1 〉)
Γp(
h
d−1 )
d−1∏
h=1
h 6=d2
Γp(〈
h
d −
l
p−1 〉)
Γp(
h
d )
= −1 + p− p(p− 1)
∑
t∈F×p
φ(t(t− 1))
× d−2Gd−2
 1d , 2d , . . . , d2−1d , d2+1d , d2+2d , . . . , d−2d , d−1d
1
d−1 ,
2
d−1 , . . . ,
d
2−1
d−1 ,
d
2
d−1 ,
d
2+1
d−1 , . . . ,
d−3
d−1 ,
d−2
d−1
|
x
t
 .
Finally, combining (4.8) and the above expression, and then replacing 1/t by t we
complete the proof. 
5. Transformations and special values of the p-adic hypergeometric
series
In this section, we derive transformations for the p-adic hypergeometric series.
We use these transformations to find certain special values of the G-function. In
[3], we express the number of distinct zeros of the polynomials xd + ax + b and
xd + axd−1 + b over a finite field in terms of McCarthy’s p-adic hypergeometric
series. We use certain Gauss sums evaluations from [3] in the proof of Theorem 1.7
below.
Proof of Theorem 1.7. For λ ∈ F×p , we consider the sum
Aλ =
p−2∑
l=0
g(T−l)g(T−(d−1)l)g(T dl)T l
(
(−1)d(d− 1)d−1
ddλ
)
.(5.1)
Since (3.12) and (5.1) contain the same Gauss sums, so proceeding similarly as
shown in the proof of Theorem 1.1, we deduce that
Aλ = p− 1 + p(p− 1) d−1Gd−1
[
1
d ,
2
d , . . . ,
d−1
d
0, 1d−1 , . . . ,
d−2
d−1
|λ
]
.(5.2)
Now, if d is even, then replacing l by l − p−12 in (5.1) we have
Aλ = φ(λ(d − 1))
p−2∑
l=0
g(T−l+
p−1
2 )g(T−(d−1)l+
p−1
2 )g(T dl)T l
(
(d− 1)d−1
ddλ
)
.(5.3)
We observe that the Gauss sums present in (5.3) are the same Gauss sums appeared
in [3, Eqn 11]. Therefore, proceeding similarly as shown in the proof of [3, Theorem
1.2], we deduce that
Aλ = p− 1 + p(p− 1)φ(−λ(d − 1))
×d−1Gd−1
 12(d−1) , 32(d−1) , . . . , d−12(d−1) , d+12(d−1) , . . . , 2(d−1)−12(d−1)
0, 1d , . . . ,
d
2−1
d ,
d
2+1
d , . . . ,
d−1
d
|
1
λ
 .(5.4)
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Combining (5.2) and (5.4) we obtain the desired transformation when d is even.
If d is odd, then replacing l by l − p−12 in (5.1) we have
Aλ = φ(−dλ)
p−2∑
l=0
g(T−l+
p−1
2 )g(T−(d−1)l)g(T dl+
p−1
2 )T l
(
−(d− 1)d−1
ddλ
)
.(5.5)
Again, we observe that the Gauss sums present in (5.5) are the same Gauss sums
appeared in [3, Eqn 22]. Therefore, proceeding similarly as shown in the proof of
[3, Theorem 1.3], we deduce that
Aλ = p− 1 + p(p− 1)φ(dλ)
× d−1Gd−1
[
0, 1d−1 , . . . ,
d−3
2(d−1) ,
d−1
2(d−1) , . . . ,
d−3
d−1 ,
d−2
d−1
1
2d ,
3
2d , . . . ,
d−2
2d ,
d+2
2d , . . . ,
2d−3
2d ,
2d−1
2d
|
1
λ
]
.(5.6)
Finally, combining (5.2) and (5.6) we obtain the desired transformation when d is
odd. This completes the proof of the theorem. 
Remark 5.1. For λ 6= 0, the number of points in P1Fq over a finite field Fq on the
family Zλ : x
d
1 + x
d
2 = dλx1x
d−1
2 is equal to the number of distinct zeros of the
polynomial xd − dλx + 1 over Fq. Therefore, using [3, Theorem 1.2 and Theorem
1.3] and Theorem 1.1 we obtain the transformations stated in Theorem 1.7 for
certain values of λ, namely λd(d− 1)d−1.
Proof of Theorem 1.8. Putting d = 3 in Theorem 1.7, we find that
2G2
[
1
3 ,
2
3
0, 12
|
4
27
]
= 2G2
[
0, 12
1
6 ,
5
6
|
27
4
]
(5.7)
for p > 3. Now, from [2, Theorem 4.6] we have
4G4
[
0, 14 ,
1
2 ,
3
4
1
10 ,
3
10 ,
7
10 ,
9
10
|
−55
44
]
= φ(−1) + φ(3) + φ(−1)2G2
[
0, 12
1
6 ,
5
6
|
27
4
]
(5.8)
for p > 7 and p 6= 23. Combining (5.7) and (5.8) we readily obtain the first identity.
Again, if we apply Theorem 1.7 for d = 5, then for p = 3 and p > 5 we have
4G4
[
1
5 ,
2
5 ,
3
5 ,
4
5
0, 14 ,
1
2 ,
3
4
| −
44
55
]
= φ(−1)4G4
[
0, 14 ,
1
2 ,
3
4
1
10 ,
3
10 ,
7
10 ,
9
10
| −
55
44
]
.(5.9)
Combining (5.8), (5.9) and (5.7) we obtain the second set of transformations. 
In [2], the authors with D. McCarthy find certain special values of the G-function.
We use the transformations given in Theorem 1.7 to find some new values of the
G-function.
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Theorem 5.2. Let a, b, c ∈ F×p be such that a + b + c = 0 and ab + bc + ca 6= 0.
Then, for p ≥ 5, we have
2G2
[
1
3 ,
2
3
0, 12
| −
4(ab+ bc+ ca)3
27a2b2c2
]
= A,(5.10)
where A = 2 if all of a, b, c are distinct and A = 1 if exactly two of a, b, c are equal.
If a, b, c ∈ F×p are such that ab+ bc+ ca = 0 and a+ b+ c 6= 0, then, for p ≥ 5,
we have
2G2
[
1
3 ,
2
3
0, 12
| −
4(a+ b+ c)3
27abc
]
= A.(5.11)
Proof. Let a + b + c = 0 and ab + bc + ca 6= 0. Then, from [2, Theorem 4.1], for
p ≥ 5, we have
2G2
[
0, 12
1
6 ,
5
6
| −
27a2b2c2
4(ab+ bc+ ca)3
]
= A · φ(−(ab + bc+ ca)).(5.12)
Now, applying Theorem 1.7 for d = 3 and λ = − 4(ab+bc+ca)
3
27a2b2c2 , and then comparing
the result with (5.12) we derive (5.10). Again, if ab+ bc+ ca = 0 and a+ b+ c 6= 0,
then [2, Theorem 4.1] gives
2G2
[
0, 12
1
6 ,
5
6
| −
27abc
4(a+ b+ c)3
]
= A · φ(−abc(a+ b+ c))(5.13)
for p ≥ 5. We now apply Theorem 1.7 for d = 3 and λ = − 4(a+b+c)
3
27abc , and then
compare the result with (5.13) to derive (5.11). This completes the proof of the
theorem. 
Example 5.3. If we put a = b = 1 and c = −2 in (5.10), then for p ≥ 5 we have
2G2
[
1
3 ,
2
3
0, 12
|1
]
= 1.
If we put a = 1, b = 2 and c = −3 in (5.10), then for p ≥ 5 we have
2G2
[
1
3 ,
2
3
0, 12
|
343
243
]
= 2.
Theorem 5.4. If p ≥ 5, then we have
3G3
[
1
4 ,
1
2 ,
3
4
0, 13 ,
2
3
|1
]
= 1 + φ(−2).
Proof. If p ≥ 5, then from [2, Theorem 4.5] we have
3G3
[
1
6 ,
1
2 ,
5
6
0, 14 ,
3
4
|1
]
= φ(−3) + φ(6).(5.14)
If we use Theorem 1.7 for d = 4 and λ = 1, then we have
3G3
[
1
4 ,
1
2 ,
3
4
0, 13 ,
2
3
|1
]
= φ(−3)3G3
[
1
6 ,
1
2 ,
5
6
0, 14 ,
3
4
|1
]
.(5.15)
Now, (5.14) and (5.15) readily gives us the desired special value. 
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6. Summation identities for Greene’s hypergeometric series
In this section we prove the point count formula for the family Zλ and the
summation identity for Greene’s hypergeometric series. We first prove two lemmas
which will be used to prove our main results. The following lemma is a special case
of Davenport-Hasse relation.
Lemma 6.1. Let d be a positive integer and let p be an odd prime and q = pr such
that q ≡ 1 (mod d). Then for t ∈ {1,−1} and l ∈ Z we have
d−1∏
i=0
g(T l+t
i(q−1)
d ) =
{
q
d−1
2 T
(d−1)(d+1)(q−1)
8d (−1)T−ld(d)g(T ld), if d ≥ 1 is odd ;
q
d−2
2 g(φ)T
(d−2)(q−1)
8 (−1)T−ld(d)g(T ld), if d ≥ 2 is even.
Proof. The lemma readily follows by putting m = d in Theorem 2.5, and then
applying Lemma 2.2. 
Lemma 6.2. Let 0 ≤ l ≤ q − 2. Then we have
g(T l)g(T−lφ)
g(φ)
=
∑
t∈Fq
φ(t(t − 1))T−l(−t).(6.1)
Proof. If we put l = 0 on the left hand side of (6.1), then we have g(ε)g(φ)g(φ) = −1.
Also, if we simplify the expression on the right hand side of (6.1) for l = 0, then
we have ∑
t∈Fq
φ(t(t − 1)) = φ(−1)
∑
t∈Fq
φ(t)φ(1 − t) = φ(−1)J(φ, φ).
Using (2.4) and then Lemma 2.2 we obtain that the above sum is equal to −1.
Thus the right hand side of (6.1) is also −1. So, the result is true for l = 0. Now,
for l 6= 0 using Lemma 2.2 and then (2.4) we have
g(T l)g(T−lφ)
g(φ)
=
φT l(−1)g(T−lφ)g(φ)
g(T−l)
= φT l(−1)J(T−lφ, φ)
= φT l(−1)
∑
t∈Fq
T−lφ(t)φ(1 − t) =
∑
t∈Fq
φ(t(t− 1))T−l(−t).
This completes the proof of the lemma. 
We now prove Theorem 1.10 which will be used to deduce the summation identity.
Proof of Theorem 1.10. Let #Zλ(Fq) = #{(x1, x2) ∈ F
2
q : x
d
1+x
d
2 = dλx1x
d−1
2 } de-
note the number of Fq-points on the 0-dimensional variety Z
d
λ : x
d
1+x
d
2 = dλx1x
d−1
2 .
If NFq(Zλ) denotes the number of points on Zλ in P
1
Fq
then
NFq(Zλ) =
#Zλ(Fq)− 1
q − 1
.(6.2)
From the proof of Theorem 1.1 we have
q ·#Zλ(Fq) = q
2 + q − 1 +B +A,(6.3)
where B = 2
∑
z,x1∈F
×
q
θ(zxd1) and A =
∑
z,x1,x2∈F
×
q
θ(zxd1)θ(zx
d
2)θ(−dλzx1x
d−1
2 ).
Using Lemma 2.3 and Lemma 2.1 we obtain B = −2(q − 1). Also, proceeding
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similarly as shown in the proof of Theorem 1.1 we have
A =
q−2∑
l=0
g(T−l)g(T−(d−1)l)g(T dl)T−dl(−dλ).(6.4)
Here d ≥ 3 is odd. From Lemma 6.1, we have
g(T dl) =
∏d−1
i=0 g(T
l+ i(q−1)
d )
q
d−1
2 T
(d−1)(d+1)(q−1)
8d (−1)
T dl(d),
g(T−(d−1)l) =
∏d−2
i=0 g(T
−l−
i(q−1)
d−1 )
q
d−3
2 g(φ)T
(d−3)(q−1)
2 (−1)
T−(d−1)l(d− 1).
Plugging these two expressions in (6.4) we deduce that
A =
T
(3d−1)(q−1)
8d (−1)
qd−2g(φ)
q−2∑
l=0
g(T−l)
d−1∏
i=0
g(T l+
i(q−1)
d )
d−2∏
i=0
g(T−l−
i(q−1)
d−1 )T l
(
−
1
α
)
=
T
(3d−1)(q−1)
8d (−1)
qd−2g(φ)
q−2∑
l=0
{g(T l)g(T−l−
q−1
2 )}g(T−l)2
d−1∏
i=1
g(T l+
i(q−1)
d )
×
d−2∏
i=1
i6= d−12
g(T−l−
i(q−1)
d−1 )T l
(
−
1
α
)
,
where α = λd(d− 1)d−1.
Now, pairing the terms under summation we obtain
A =
T
(3d−1)(q−1)
8d (−1)
qd−2g(φ)
q−2∑
l=0
{g(T l)g(T−l−
q−1
2 )}g(T−l)2
d−1∏
i=1
g(T l+
i(q−1)
d )
×
d−2∏
i=1
i6= d−12
g(T−l−
i(q−1)
d−1 )T l
(
−
1
α
)
=
T
(3d−1)(q−1)
8d (−1)
qd−2g(φ)
q−2∑
l=0
T l
(
−
1
α
)
{g(T l)g(T−l−
q−1
2 )}{g(T l+
q−1
d )g(T−l−
q−1
d−1 )}
× {g(T l+
2(q−1)
d )g(T−l−
2(q−1)
d−1 )} · · · {g(T l+(
d−1
2 −1)
(q−1)
d )g(T−l−(
d−1
2 −1)
(q−1)
d−1 )}
× {g(T l+(
d−1
2 )
(q−1)
d )g(T−l)}{g(T l+(
d+1
2 )
(q−1)
d )g(T−l)}
× {g(T l+(
d+3
2 )
(q−1)
d )g(T−l−(
d+1
2 )
(q−1)
d−1 )} · · · {g(T l+
(d−1)(q−1)
d )g(T−l−
(d−2)(q−2)
d−1 )}.
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Applying Lemma 2.4 and Lemma 2.2 we deduce that
A =
q
d+1
2
g(φ)
q−2∑
l=0
T l
(
−
1
α
)
{g(T l)g(T−l−
q−1
2 )}
(
T l+
q−1
d
T l+
q−1
d−1
)
×
(
T l+
2(q−1)
d
T l+
2(q−1)
d−1
)
· · ·
(
T l+(
d−3
2 )
(q−1)
d
T l+(
d−3
2 )
(q−1)
d−1
)(
T l+(
d−1
2 )
(q−1)
d
T l
)
×
(
T l+(
d+1
2 )
(q−1)
d
T l
)(
T l+(
d+3
2 )
(q−1)
d
T l+(
d+1
2 )
(q−1)
d−1
)
· · ·
(
T l+
(d−1)(q−1)
d
T l+
(d−2)(q−1)
d−1
)
= q
d+1
2
q−2∑
l=0
T l
(
−
1
α
){
g(T l)g(T−l−
q−1
2 )
g(φ)
}(
T l+
q−1
d
T l+
q−1
d−1
)
×
(
T l+
2(q−1)
d
T l+
2(q−1)
d−1
)
· · ·
(
T l+(
d−3
2 )
(q−1)
d
T l+(
d−3
2 )
(q−1)
d−1
)(
T l+(
d−1
2 )
(q−1)
d
T l
)
×
(
T l+(
d+1
2 )
(q−1)
d
T l
)(
T l+(
d+3
2 )
(q−1)
d
T l+(
d+1
2 )
(q−1)
d−1
)
· · ·
(
T l+
(d−1)(q−1)
d
T l+
(d−2)(q−1)
d−1
)
.(6.5)
Lemma 6.2 yields
A = q
d+1
2
∑
t∈F×q
φ(t(t− 1))
q−2∑
l=0
T l
(
1
tα
)(
T l+
q−1
d
T l+
q−1
d−1
)
×
(
T l+
2(q−1)
d
T l+
2(q−1)
d−1
)
· · ·
(
T l+(
d−3
2 )
(q−1)
d
T l+(
d−3
2 )
(q−1)
d−1
)(
T l+(
d−1
2 )
(q−1)
d
T l
)
×
(
T l+(
d+1
2 )
(q−1)
d
T l
)(
T l+(
d+3
2 )
(q−1)
d
T l+(
d+1
2 )
(q−1)
d−1
)
· · ·
(
T l+
(d−1)(q−1)
d
T l+
(d−2)(q−1)
d−1
)
= q
d+1
2
∑
t∈F×q
φ(t(t− 1))
q−2∑
l=0
T l
(
1
tα
)(
T l+(
d−1
2 )
(q−1)
d
T l
)(
T l+
q−1
d
T l+
q−1
d−1
)
×
(
T l+
2(q−1)
d
T l+
2(q−1)
d−1
)
· · ·
(
T l+(
d−3
2 )
(q−1)
d
T l+(
d−3
2 )
(q−1)
d−1
)(
T l+(
d+1
2 )
(q−1)
d
T l
)
×
(
T l+(
d+3
2 )
(q−1)
d
T l+(
d+1
2 )
(q−1)
d−1
)
· · ·
(
T l+
(d−1)(q−1)
d
T l+
(d−2)(q−1)
d−1
)
= q
d−1
2 (q − 1)
∑
t∈F×q
φ(t(t− 1))
× d−1F d−2
(
χ
d−1
2 , χ, . . . , χ
d−3
2 , χ
d+1
2 , χ
d+3
2 , . . . , χd−1
ψ, . . . , ψ
d−3
2 , ε, ψ
d+1
2 , . . . , ψd−2
|
1
tα
)
.
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Now, substituting the values of A and B in (6.3), and then using (6.2) we deduce
that
q ·NFq(Zλ) = q − 1 + q
d−1
2
∑
t∈F×q
φ(t(t− 1))
×d−1F d−2
(
χ
d−1
2 , χ, . . . , χ
d−3
2 , χ
d+1
2 , χ
d+3
2 , . . . , χd−1
ψ, . . . , ψ
d−3
2 , ε, ψ
d+1
2 , . . . , ψd−2
|
1
tα
)
.(6.6)
Finally, replacing t by 1t in (6.6) we derive the required result. 
Proof of Theorem 1.11. For λ ∈ F×q , we consider
Aλ =
q−2∑
l=0
g(T−l)g(T−(d−1)l)g(T dl)T l
(
−(d− 1)d−1λ
dd
)
.(6.7)
We observe that (6.4) and (6.7) contain the same Gauss sums. Therefore, proceed-
ing similarly as shown in the proof of Theorem 1.10 we deduce that
Aλ = q
d−1
2 (q − 1)
∑
t∈F×q
φ(t(t− 1))
×d−1F d−2
(
χ
d−1
2 , χ, . . . , χ
d−3
2 , χ
d+1
2 , χ
d+3
2 , . . . , χd−1
ψ, . . . , ψ
d−3
2 , ε, ψ
d+1
2 , . . . , ψd−2
|
λ
t
)
,(6.8)
where χ and ψ are characters of order d and d− 1, respectively.
In [4] we express the number of distinct zeros of the polynomial xd+axi+ b over
a finite field Fq in terms of Greene’s hypergeometric function under the condition
that i|d and q ≡ 1 (mod d(d−i)i2 ). In [4, Eqn 17], we consider the following term.
B =
1
q − 1
q−2∑
l=0
g(T−l)g(T
ld
i )g(T−l(
d
i
−1))T l
(
b
d
i
−1
a
d
i
)
.(6.9)
When i = 1, the Gauss sums present in (6.7) and (6.9) are the same. Therefore,
proceeding similarly as shown in the proof of [4, Thm. 1.3] for i = 1 we deduce
that
Aλ = q − 1− φ(−λ)(q − 1) + (q − 1)q
d+1
2 φ(−1)
×dF d−1
(
φ, χ, . . . , χ
d−1
2 , χ
d+1
2 , . . . , χd−1
ψ, . . . , ψ
d−1
2 , ψ
d−1
2 , . . . , ψd−2
|λ
)
,(6.10)
where χ and ψ are characters of order d and d− 1, respectively. Finally, combining
(6.8) and (6.10), and then replacing 1/t by t we deduce the desired summation
identity. This completes the proof of the theorem. 
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