A b s t r a c t
The o p t i m a l c o n t r o l model of t h e human o p e r a t o r i s modified to account for imperfect knowledge concerning the system and/or environment. Two simple examples i l l u s t r a t i n g some of t h e b a s i c e f f e c t s are given.
I n t r o d u c t i o n
Modern c o n t r o l and estimation theory have been used successfully t o develop a model f o r human performance i n c o n t i n u o u s c o n t r o l t a s k s [ l ] . This model, frequently referred to as the optimal c o n t r o l model of the human operator, has been v a l i d a t e d e x t e n s i v e l y by experimental data and has been applied to a variety of problems. The model i n c o r p o r a t e s a n " i n t e r n a l model" t h a t is a n e x a c t r e p l i c a o f t h e s y s t e m model a s p a r t of a Kalman f i l t e r sub-model t h a t r e p r e s e n t s human information processing.
The concept that t h e human o p e r a t o r b u i l d s a n i n t e r n a l model o f h i s "universe'' (e.g., through training) i s n o t uncommon in psychology. Moreover, the assumption of a p e r f e c t i n t e r n a l model a p p e a r s t o b e a s a t i s f a c t o r y o n e i n many i n s t a n c e s , as has been demonstrated by the agreement between model p r e d i c t i o n s and experimental data.
There a r e s i t u a t i o n s , however, i n which the assumption of a p e r f e c t model does not appear s u i t a b l e and important applications which would b e n e f i t f r o m a l l o w i n g f o r a n i n t e r n a l model t h a t is d i f f e r e n t from the system model. For example, n a i v e o r u n t r a i n e d t r a c k e r s may not have "perfect" models even for simpler system. Tracking of t a r g e t s e x e c u t i n g d e t e r m i n i s t i c b u t unknown m o t i o n s r e q u i r e s a d m i t t i n g i m p e r f e c t i n t e r n a l models ( f o r t h e i n p u t ) f o r c o m p l e t e g e n e r a l i t y . When a s y s t e m f a i l u r e o c c u r s t h e r e is a change i n t h e s y s t e m ; u n t i l t h i s c h a n g e i s detected and the f a i l e d s y s t e m i d e n t i f i e d t h e o p e r a t o r ' s model i s different than the system model. I n t h i s p a p e r , some of t h e i s s u e s a n d e q u a t i o n s i n v o l v e d i n p r e d i c t i n g c l o s e d -l o o p manmachine performance f o r s i t u a t i o n s i n which the human o p e r a t o r s ' knowledge of t h e s y s t e m a n d l o r environment are i m p e r f e c t a r e p r e s e n t e d a n d discussed.
A simple example to demonstrate some o f t h e e f f e c t s t o be expected when such i s t h e J e f f r e y E. B e r l i n e r 2. E q u a t i o n s f o r D e v i a t e I n t e r n a l Model
Let the system to be controlled by the human o p e r a t o r b e d e s c r i b e d by t h e l i n e a r e q u a t i o n s where i s an n,-dimensional vector of system s t a t e v a r i a b l e s , 2 i s an nu-dimensional vector o f c o n t r o l i n p u t s , y i s an ny-dimensional vector of displayed outputs and is a n n r d i m e n s i o n a l v e c t o r o f a zero-mean, gaussian, white noise process with autocovariance E{w( t l ) w ' ( t 2 ) } = t h a t i s c o n s t a n t o f a l l t . W e w i l l a l s o assume t h a t t h e matrices i n (1) and (2) are c o n s t a n t . Thus, we t r e a t a time-invariant system. Moreover, we w i l l be concerned here o n l y w i t h t h e s t e a d y -s t a t e s o l u t i o n .
-W 6 ( t l -t 2 ) . W e assume w ( t ) i s s t a t i o n a r y s o
The o p t i m a l c o n t r o l model f o r t h e human o p e r a t o r h a s t h e s t r u c t u r e i l l u s t r a t e d i n F i g u r e 1. The s t r u c t u r e and equations of 
n t s ( q ( -) i ) .
Thus, t h e r e a r e t h r e e classes of q u a n t i t i e s o r p a r a m e t e r s ( s y s t e m / environment, own l i m i t a t i o n s , and cost weightings) t h a t are r e q u i r e d t o b e known by t h e human o p e r a t o r i f h e i s to perform optimally.
There are many assumptions that can be made concerning the human o p e r a t o r ' s knowledge of t h e r e q u i s i t e i n f o r m a t i o n .
A t one extreme, one can assume t h a t a l l q u a n t i t i e s are unknown ( i n c l u d i n g the dimensions of the various matrices).
A t t h e other end of the spectrum, one can assume that a l l q u a n t i t i e s are known and t h e human performs optimally. This l a t t e r assumption is, of course, the one used in formulating the optimal c o n t r o l model; f o r t r a i n e d o p e r a t o r s , i t seems c l o s e r t o t h e t r u t h ( o r , a t least i t e x p l a i n s t h e d a t a b e t t e r ) t h a t t h e a s s u m p t i o n o f c o m p l e t e ignorance. Here, f o r r e a s o n s d i s c u s s e d i n [ 2 ] , we assume t h e human o p e r a t o r knows the c o s t functional weightings and his own l i m i t a t i o n s o f delay, neuromotor-lag and observation noise.
On
To implement the above assumptions, w e assume t h e human o p e r a t o r ' s i n t e r n a l model t o b e where where t h e m a t r i c e s w i t h " t i l d e s " i n d i c a t e i n t e r n a l m a t r i c e s a n d E q u a t i o n s
(1) and (2) have been "augmented" t o i n c o r p o r a t e t h e "neuromotor" dynamics (see Fig.   1 and Ill).
The perceived variables remain unchanged inasmuch as t h e " t r u e " y is d i s p l a y e d t o t h e o p e r a t o r . The " i n t e r n a l state" 2 does not have t o h a v e t h e same dimension as 2. However, we assume t h a t y and 3 i n t h e i n t e r n a l model have t h e same dimensions as t h e c o r r e s p o n d i n g v e e t o r s of the system. It i s now assumed t h a t t h e human w i l l perform "optimally" for his internal system. These assumptions lead to the following equations describing closed-loop performance 121
where e ( t ) is t h e s t a t e e s t i m a t i o n e r r o r and 2 is t h e Kalman gain for the system described by Equations (3)-(6). Equation ( 7 ) is a "coupled'' s e t of d e l a y -d i f f e r e n t i a l e q u a t i o n s . N o t e , however, t h a t i f A J = A J t h e e q u a t i o n f o r t h e error "decouples" from t h e s t a t e equation and the estimation equation. Moreover, the system reduces to a s e t o f o r d i n a r y d i f f e r e n t i a l equations. Performance computations are thereby simplified enormously requiring evaluation of nx 5 nx matrices only. This i s t h e c a s e e v e n i f W J # g . Unfortunately, the assumptions required to achieve this simplificat i o n a r e t o o s t r i n g e n t f o r mst c o n s i d e r a t i o n s .
The d e l a y -d i f f e r e n t i a l c h a r a c t e r o f t h e above equations can be circumventeG by approximating the human's delay via a Pade approximat i o n . The d e l a y i s then considered part of the system dynamics (except for computation of human d e s c r i b i n g f u n c t i o n s ) ; i t i s a p a r t t h a t i s assumed known t o t h e human o p e r a t o r s o t h e r e w i l l be some compensation for the delay. The r e s u l t i n g c l o s e d -l o o p e q u a t i o n s a r e l i n e a r and time i n v a r i a n t . However, t h e i r s t a b i l i t y i s not automatically guaranteed as i n t h e c a s e when a l l m a t r i c e s a r e known t o t h e o p e r a t o r ; i n s t e a d , s t a b i l i t y depends on t h e p a r t i c u l a r i n t e r n a l model s e l e c t e d .
Examples

A s i m p l e example was i n v e s t i g a t e d t o i l l u s t r a t e t h e e f f e c t of a wrong i n t e r n a l model
on closed-loop performance. In particular, we examined the case where the actual system dynamics were second-order and with transfer f u n c t i o n F ( s ) = *, whereas the human's i n t e r n a l model was e i t h e r c o r r e c t o r t h e f i r s torder approximation Fint (s) = &. Thus t h e actual and internal dynamics were t h e same a t low frequencies, and both had a pole a t t h e o r i g i n . The actual dynamics had an additional p o l e a t a frequency of w r a d l s e c . For small v a l u e s o f w t h e i n t e r n a l model is a poor approximation to the actual system; the approximation improves as w i n c r e a s e s .
The operator parameters employed i n t h i s study were set a t t h e f o l l o w i n g n o m i n a l v a l u e s found i n p r e v i o u s s t u d i e s The p e r c e p t u a l time delay was set a t z e r o , however, t o s i m p l i f y t h e p r o b l e m .
The system i n p u t d i s t u r b a n c e was a f i r s t -o r d e r n o i s e spectrum having a break frequency of 2 r a d l s e c .
The e f f e c t o f t h e wrong i n t e r n a l model on e r r o r i s i l l u s t r a t e d i n F i g u r e 2 , a log-log plot of t h e r a t i o o f p r e d i c t e d ma e r r o r scores with t h e wrong and r i g h t i n t e r n a l model v e r s u s w. As e x p e c t e d , t h i s r a t i o is q u i t e l a r g e when w is small (1 r a d l s e c ) and decreases as w i s i n c r e a s e d .
A second example explored the effects of a deviate motor noise covariance. There were two r e a s o n s f o r e x a m i n i n g t h i s p o s s i b i l i t y : ( 1 ) a n i n c o r r e c t motor n o i s e m i g h t b e s u f f i c i e n t t o a c c o u n t f o r model i m p e r f e c t i o n s , w i t h o u t r e s o r t t o d i f f e r e n t s y s t e m dynamic matrices; and (2) c e r t a i n p r o b l e m s i n which "proprioceptive" feedback might be impaired could possibly be modelled t h i s way. W e made a very brief examination of t h e e f f e c t s o f i n c o r r e c t m o t o r n o i s e on k / s tracking and found a very weak i n f l u e n c e on predicted performance. For example, with an actual motor n o i s e l s i g n a l r a t i o ( P u ) o f -25dB, an i n c r e a s e i n t h e o b s e r v e r s e s t i m a t e o f t h i s r a t i o ( P u i ) ( i . e . , t h e o b s e r v e r ' s pseudo-motor n o i s e ) from -25dB t o +12dB r a i s e d t h e p r e d i c t e d ms e r r o r s c o r e by j u s t 28%. The e f f e c t o f t h i s change on the operator equivalent describing function and remnant i s i l l u s t r a t e d i n F i g u r e 3; t h e e f f e c t s h e r e a r e a l s o s u r p r i s i n g l y small. However, t h e s e n s i t i v i t y o f p e r f o r m a n c e t o motor n o i s e is very dependent on t h e s p e c i f i c s o f t h e c o n t r o l t a s k , so general conclusions should not be drawn from t h e r e l a t i v e l y i n s i g n i f i c a n t e f f e c t s d e m o n s t r a t e d i n t h i s example. when t h e r e is s i g n i f i c a n t p r o c e s s n o i s e , s t a t e p r e d i c t i o n and e s t i m a t i o n i s d i f f i c u l t and the contribution to performance d e g r a d a t i o n o f d e v i a t e i n t e r n a l models is l i k e l y t o b e r e d u c e d s i g n i f i c a n t l y ; ( 4 ) computational requirements for predicting closed loop performance may well i n c r e a s e u n d e r this assumption; and (5) most i m p o r t a n t l y , i n order to avoid having to choose among an i n f i n i t y o f p o s s i b l e i n t e r n a l m o d e l s , r u l e s f o r p i c k i n g a s p e c i f i c i n t e r n a l model are needed and, presently, no s u c h r u l e s e x i s t .
. Conclusion In conclusion, i t s h o u l d b e n o t e d t h a t t h e above procedures and examples have not been validated experimentally and are, therefore, simply t h e o r e t i c a l c o n s t r u c t s a t t h i s t i m e . F u r t h e rmore, w e w i s h t o p o i n t o u t t h a t , w h i l e t h e n o t i o n of a d e v i a t e i n t e r n a l model i s a p p e a l i n g i n t ui t i v e l y , i n t h e a u t h o
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