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Abstract
We study in detail a variety of gravitational toy models for hyperscaling-violating Lif-
shitz (hvLif) space-times. These space-times have been recently explored as holographic dual
models for condensed matter systems. We start by considering a model of gravity coupled
to a massive vector field and a dilaton with a potential. This model supports the full class
of hvLif space-times and special attention is given to the particular values of the scaling ex-
ponents appearing in certain non-Fermi liquids. We study linearized perturbations in this
model, and consider probe fields whose interactions mimic those of the perturbations. The
resulting equations of motion for the probe fields are invariant under the Lifshitz scaling.
We derive Breitenlohner–Freedman-type bounds for these new probe fields. For the cases of
interest the hvLif space-times have curvature invariants that blow up in the UV. We study
the problem of constructing models in which the hvLif space-time can have an AdS or Lifshitz
UV completion. We also analyze reductions of Schro¨dinger space-times and reductions of
waves on extremal (intersecting) branes, accompanied by transverse space reductions, that
are solutions to supergravity-like theories, exploring the allowed parameter range of the hvLif
scaling exponents.
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1 Introduction
Applications of the holographic correspondence to real-world field theories have led to a re-
newed interest in the phenomenology of gravitational models. According to the duality, the
phases of a strongly-coupled quantum field theory may be described by gravity at weak cou-
pling, supplemented by appropriate matter fields. The most established examples of hologra-
phy involve conformal field theories in d+1 dimensions dual to string theory (at low energies,
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Einstein gravity and matter) in anti-de-Sitter space-times with d + 2 dimensions. However,
there is a wide-ranging effort to understand and make use of holography in a more generic
way. The application of holographic techniques to the study of condensed matter systems (see
Refs. [1, 2, 3, 4] for reviews) is one of the most active fronts in this development.
The goal of this paper is to provide a tentative survey of gravitational toy models which
possess certain properties of interest to the study of condensed matter systems. In particular,
we will consider toy models which admit metrics of the form
ds2 = r2θ/d
(
−dt
2
r2z
+
dr2
r2
+
dx2i
r2
)
. (1.1)
which we refer to as hyperscaling-violating Lifshitz (hvLif) space-times. This geometry has two
independent parameters, the “dynamical critical exponent” z and the “hyperscaling violation
exponent” θ, and possesses the scaling property
r → λr , xi → λxi , t→ λz t , ds2 → λ2θ/d ds2 . (1.2)
When θ = 0, z = 1, the solution is simply anti-de-Sitter space-time in Poincare´ coordinates,
the most familiar setting for holography. When θ = 0 but z 6= 1, we have a so-called Lifshitz
(Lif) space-time, since the solution has a non-relativistic scaling symmetry of Lifshitz type,
parametrized by z. This type of scaling is natural at critical points in several condensed
matter models. Therefore, Lifshitz space-times have been proposed as gravity duals of these
critical points [5, 6, 7], and the problem of embedding these space-times into string theory
has been studied in several works [8, 9, 10, 11, 12, 13, 14, 15, 16, 17].
Our analysis is based on three perspectives on hvLif space-times:
• Lifshitz perspective
• Schro¨dinger perspective
• waves-on-branes perspective
with emphasis on the first. The first takes as a starting point (further motivated below) a
model that we refer to as Einstein-Proca-dilaton (EPD) which is gravity coupled to a massive
vector field and a scalar field with a potential. We find that this is a natural toy model for
the full class of hvLif space-times and in particular we identify four-dimensional solutions
that allow for the exponents θ = 1, z = 3/2. These involve negative mass squared for the
vector field and by performing a linearized perturbation analysis we argue that these do not
lead to instabilities. Furthermore we use this analysis to construct a new class of probe fields
in hvLif space-times, whose couplings mimic those of the linearized perturbations and whose
equations of motion are invariant under the Lifshitz scaling (1.2). This allows us to discuss
Breitenlohner-Freedman (BF)-like bounds and as a potential application to consider their
two-point functions in hvLif space-times.
The Lifshitz perspective is further explored by examining a more general class of models
that admit both hvLif space-times as well as AdS or Lif space-times, which allows for the
existence of interpolating solutions with an AdS/Lif in the ultraviolet (UV) and hvLif in the
infrared (IR). In particular, this class of models exhibits the novel feature that a quartic
interaction term for the massive vector field is introduced.
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We briefly consider two other perspectives. The Schro¨dinger perspective starts with the
observation that the natural theory for this class is gravity coupled to a massive vector field,
and by dimensional reduction these give rise to hvLif space-times. Finally, we examine a
waves-on-branes perspective which is in part motivated by the Schro¨dinger perspective, and at
the same time inspired by the fact that these models naturally occur in a supergravity/string
theory setting. The corresponding actions arise from reducing higher-dimensional gravity
coupled to dilatons and higher rank gauge potentials.
The motivation for studying hvLif spaces comes from the precise way in which hyperscaling
is violated and the behavior of the entanglement entropy. Hyperscaling is the property that
the thermal entropy scales with the temperature to the power d/z where d is the number
of spatial dimensions and z the dynamical critical exponent. Black holes in AdS (z = 1) or
Lifshitz (z > 1) space-times satisfy this property. The entanglement entropy for such space-
times scales with the area of the boundary entangling region. For hvLif space-times one finds
a scaling for the entropy density with respect to the temperature of the type S ∼ T (d−θ)/z
where θ describes the violation of hyperscaling [18]1. The exponent θ parametrizes the scaling
of the proper distance, which is holographically connected to the thermal entropy density in
the dual theory. There is a physical condition that, for any local quantum field theory, the
entanglement entropy of a certain region scales with the area of the boundary of that region.
In terms of the exponent θ, this condition translates into
θ ≤ d− 1 . (1.3)
When this inequality is saturated, the area law is only valid up to a logarithmic correction,
which is consistent with the presence of a co-dimension one Fermi surface [19, 20]. This ties
in well with the fact that for θ = d − 1 the thermal entropy scales like S ∼ T 1/z and hence
‘sees’ an effective one-dimensional system (the direction transverse to the Fermi surface) of
thermal excitations with dynamical exponent z.
There is also a constraint for the dynamical exponent z in the holographic set-up. This
constraint is the null energy condition, which any sensible gravitational system must satisfy.
It implies that
z ≥ 1 + θ
d
. (1.4)
The simultaneous saturation of the two inequalities leads for a given d to fixed values of θ and
z of particular interest. Remarkably, these values are precisely the ones relevant for gauge
theories of non-Fermi liquid states in d = 2 [19], giving the exponents
θ = 1 , z =
3
2
. (1.5)
There has been considerable interest in the analysis of toy models and string theory embed-
dings admitting metrics of the type (1.1). This work started with [21, 22, 23, 20, 19, 24],
and proceeded in [25, 26, 27, 28, 29, 30, 31, 32, 33, 34, 35] 2. The present paper puts some
of these approaches in a more general setting. Moreover, explicit well-defined toy models
1Hyperscaling occurs when the scaling is determined by the dynamical critical exponent z, that is, θ = 0.
2See also Refs. [36, 37, 38, 39, 40, 41, 42] for more on entanglement entropy and other physical properties
of hvLif space-times.
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admitting the special exponents (1.5) will be proposed here for the first time, to the best of
our knowledge.
Before we proceed, it is important to comment on the infrared (IR, r →∞) and ultraviolet
(UV, r → 0) limits of the space-times (1.1).3 Lifshitz space-times are known to be singular in
the IR, where they possess a null curvature singularity where tidal forces diverge [5, 43, 44].
The introduction of hyperscaling violation complicates the situation generically, as the infrared
may possess a naked singularity with diverging curvature invariants for θ < 0 and/or divergent
tidal forces [36, 45]. The exception occurs precisely, amongst others, for the special exponents
(1.5), in which case the IR limit of the metric is regular. As for the UV limit, the cases
with θ > 0 have singular curvature invariants. Generically, a metric of the type (1.1) should
be taken as an effective metric in the “interior” of the space-time, away from the infrared
and ultraviolet limits, as emphasised in [24]. The problem of regularization of the IR and
UV regions in Lifshitz and hvLif holography has been discussed in several scenarios in the
literature [46, 23, 47, 30, 32, 33].
An outline of the paper and summary of the main results is as follows:
We start in Section 2 by introducing the EPD model consisting of gravity coupled to a
vector field with a mass term, along with a scalar field with a potential term, which in our
concrete applications is of exponential form. This choice of model is motivated by the fact
that Lif space-times occur in two generic types of toy models: One including a massive vector
field, the other including a massless vector and a dilaton. Only in the former case does the
entire background preserve the Lifshitz symmetries, while in the latter one they are broken
by the matter fields. The EPD model with a mass term m for the vector is thus a natural
starting point4 for our analysis, and for concreteness we focus on the case d = 2. In particular,
turning on a mass term we find that this model admits the entire class of hvLif space-times,
provided one allows m2 to be negative, but bounded from below. In these solutions the scalar
runs logarithmically with the radial distance r. We also identify the conditions such that scale
invariance is restored when θ → 0, i.e. the breaking of scale invariance both for the metric
and all matter fields is proportional to θ.
The class of models withm2 ≥ 0 fails to describe the two NEC respecting cases θ = 2 (z > 0
or z < 1) and θ = 2(z − 1) (1 < z < 4), which includes in particular the phenomenologically
interesting case (1.5). We first identify the general properties that the energy momentum
tensor of the matter sector should satisfy in order to support such solutions. In particular,
we find that for θ = 2(z − 1) the weak energy condition (WEC) is violated, due to the fact
that m2 < 0 (and the potential being negative).
The fact that we find that m2 < 0 in the above-mentioned cases, raises the question of
whether the theory has an instability. To this end we perform in Section 3 a linearized pertur-
bation analysis around our hvLif backgrounds, focussing on the purely radial perturbations
which are the lowest lying modes of the system. As a result we find that for a very large range
of θ, z values, including the special case (1.5), there is no instability. As an application of this
3We consider here that θ ≤ d, such that the hyperscaling violation S ∼ T (d−θ)/z does not lead to a violation
of the third law of thermodynamics.
4Even though the dual field theory interpretation of the fields in our model depend on the explicit UV com-
pletion we expect that the case of a positive mass for the vector field corresponds to an explicit or spontaneous
breaking of a U(1) symmetry.
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analysis, we construct new scalar and vector probe fields whose couplings to the background
mimic those of the perturbations and for which we derive BF-like bounds.
A generalization of the EPD model that allows for a non-negative mass squared for the
vector field describing also the case (1.5) is discussed in Subsections 2.4 and 4.2 and consists of
an action with an additional quartic couping for the vector field. Such terms appear naturally
in the context of Lorentz violating field theories [48].
As mentioned before hvLif spaces of interest (e.g. those with θ = 1) are UV singular, so
one might want to replace the UV with an AdS or Lifshitz space-time. This would require a
solution that interpolates from an IR hvLif to a UV AdS or Lif space-time. For explicitness
we assume that the action describing the UV solution is the same as the one describing the
IR solution. In more realistic scenarios this need not be the case. We then proceed to require
that both the UV and the IR are themselves solutions of the equations of motion. Such a
setup guarantees that the UV and IR geometries decouple from the full interpolating solutions
so that one can perturb around these geometries in a well-defined way. We expect that in this
case there exists a well-defined limit for a probe field on the full interpolating solution that
reduces to the solution for a probe field on the UV or IR geometries. We therefore classify in
Section 4 a particular set of Lagrangians that have a θ = 1 hvLif in the IR and AdS or Lif in
the UV, both as solutions to the equations of motion. This is achieved in the above-mentioned
generalization of the EPD model with quartic couplings for the vector field. In particular, we
consider a multi-scalar model with a constant potential and show that one can have θ = 1 in
the IR and θ = 0 in the UV for large ranges of their respective z values.
We then briefly discuss in Section 5 a slightly different approach that is also based on
massive vector fields, but which uses dimensional reduction of a Schro¨dinger space-time. This
leads to a class of models with hvLif solutions where we have both dilatonic and axionic
scalars. Motivated by the fact that Schro¨dinger space-times can be viewed as a wave-type
deformation of AdS, we consider in Section 6 waves propagating on extremal branes, where
the AdS factor arises in the near-horizon limit. The starting point here is gravity coupled
to dilatons and higher rank gauge potentials in dimension D > d + 2 and the corresponding
extremal brane solutions, including intersecting branes. By adding a wave propagating along
the world volume and subsequently reducing along the transverse space of the brane as well
as the direction of the wave, we then construct hvLif spaces as solutions of the corresponding
reduced actions. We expect this class of models to be relevant in finding hvLif solutions in
string theory, and more generally supergravity.
Note added
While this work was being completed the papers [49, 50] appeared on the arXiv. They contain
some overlap with this manuscript.
2 A Lifshitz perspective
Lifshitz space-times are solutions of the type (1.1) with θ = 0, which must be supported by
matter fields. Two generic types of toy models have been proposed for these space-times: one
including a massive vector field; the other including a massless vector and a dilaton. In the
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latter case, the matter fields necessarily break the Lifshitz scale invariance, as mentioned in
the introduction. We therefore start by considering hvLif solutions of the EPD model. Our
main result is the solution (2.68)–(2.73).
2.1 EPD model and equations of motion
Consider the following four-dimensional theory
S =
∫
d4x
√−g
(
R− 1
2
(∂φ)2 − 1
4
eaφF 2 − m
2
2
ebφA2 − V (φ)
)
. (2.1)
For m2 = 0 this is known as the Einstein–Maxwell–dilaton (EMD) model, and for m2 6= 0 we
will refer to this as the Einstein–Proca–dilaton (EPD) model. The equations of motion are
Gµν =
1
2
[
∂µφ∂νφ− 1
2
(∂φ)2gµν + e
aφ
(
FµρFν
ρ − 1
4
F 2gµν
)
+m2ebφ
(
AµAν − 1
2
A2gµν
)
− V gµν
]
, (2.2)
φ =
a
4
eaφF 2 +
b
2
m2ebφA2 +
dV
dφ
, (2.3)
∇µ(eaφFµν) = m2ebφAν . (2.4)
We want to know when this model admits a metric solution of the type
ds2 = rθ
(
−dt
2
r2z
+
dr2
r2
+
dx2 + dy2
r2
)
. (2.5)
The nonzero components of the Einstein equations are
Gtt = −1
4
r−2z
(
θ2 − 8θ + 12) , (2.6)
Grr =
1
4
r−2
(
3θ2 − 4zθ − 8θ + 8z + 4) , (2.7)
Gxx = Gyy =
1
4
r−2
(
θ2 − 4zθ − 4θ + 4z2 + 4z + 4) . (2.8)
The null energy condition Gµνξ
µξν ≥ 0 for every ξµ with gµνξµξν = 0 gives
0 ≤ (z − 1)(z + 2− θ) , (2.9)
0 ≤ (θ − 2)(θ + 2− 2z) . (2.10)
We assume that the scalar field φ is only a function of r. For m2 6= 0, we require
A = At(r)dt . (2.11)
This comes from imposing the symmetries LKAµ = 0, with K ∈ {∂t, ∂x, ∂y, x∂y−y∂x} as well
as the r-component of the Aµ equation of motion. For m
2 = 0, we take instead
F = Frt(r)dr ∧ dt+ Pdx ∧ dy , (2.12)
where P is a constant. This comes from imposing the symmetries LKFµν = 0, with K ∈
{∂t, ∂x, ∂y, x∂y − y∂x}, and also dF = 0.
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When m2 6= 0, the equations of motion with the above Ansa¨tze become
r2φ′2 + r2+2z−θeaφA′2t +m
2r2zebφA2t + 2r
θV = −θ2 + 8θ − 12 , (2.13)
r2φ′2 − r2+2z−θeaφA′2t +m2r2zebφA2t − 2rθV = 3θ2 − 4zθ − 8θ + 8z + 4 , (2.14)
−r2φ′2 + r2+2z−θeaφA′2t +m2r2zebφA2t − 2rθV = θ2 − 4zθ − 4θ + 4z2 + 4z + 4 , (2.15)
r−θ+z+3
d
dr
(
rθ−z−1φ′
)
= −a
2
r2+2z−θeaφA′2t −
b
2
m2r2zebφA2t + r
θ dV
dφ
, (2.16)
r−z+3
d
dr
(
rz−1eaφA′t
)
= m2rθebφAt . (2.17)
Adding (2.13) and (2.14) gives
r2φ′2 +m2r2zebφA2t = (θ − 2)(θ + 2− 2z) , (2.18)
while adding (2.13) and (2.15) yields
r2+2z−θeaφA′2t +m
2r2zebφA2t = 2(z − 1)(z + 2− θ) . (2.19)
Note that the NEC conditions (2.9) and (2.10) appear on the right hand side of these equations.
Adding (2.14) and (2.15) gives
m2r2zebφA2t − 2rθV = 2(z + 1− θ)(z + 2− θ) . (2.20)
In this subsection we only consider the case m2 > 0. In the next subsection we will consider
negative m2.
When m2 = 0, the equations of motion with the above Ansa¨tze become
r2φ′2 + r2+2z−θeaφA′2t + P
2r4−θeaφ + 2rθV = −θ2 + 8θ − 12 , (2.21)
r2φ′2 − r2+2z−θeaφA′2t − P 2r4−θeaφ − 2rθV = 3θ2 − 4zθ − 8θ + 8z + 4 , (2.22)
−r2φ′2 + r2+2z−θeaφA′2t + P 2r4−θeaφ − 2rθV = θ2 − 4zθ − 4θ + 4z2 + 4z + 4 , (2.23)
r−θ+z+3
d
dr
(
rθ−z−1φ′
)
= −a
2
r2+2z−θeaφA′2t +
a
2
P 2r4−θeaφ + rθ
dV
dφ
, (2.24)
d
dr
(
rz−1eaφA′t
)
= 0 . (2.25)
Adding (2.21) and (2.22) gives
r2φ′2 = (θ − 2)(θ + 2− 2z) , (2.26)
while adding (2.21) and (2.23) yields
r2+2z−θeaφA′2t + P
2r4−θeaφ = 2(z − 1)(z + 2− θ) . (2.27)
Note that the NEC conditions (2.9) and (2.10) appear on the right hand side of these equations.
Adding (2.22) and (2.23) gives
V = −(z + 1− θ)(z + 2− θ)r−θ . (2.28)
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2.2 Solutions
We will now consider some particular cases of solutions to these equations of motion both
for m2 = 0 and m2 6= 0. The novel solution, which will be the focus of our attention in this
paper, is presented in Eqs. (2.68)–(2.73).
Zero vector field
We will first demand that Aµ = 0. This is equivalent to setting z = 1 or z = θ − 2, so that
one of the two conditions in (2.9) and (2.10) is saturated. Let us start with setting z = 1.
This requires (regardless the value of m2)
φ = φ0 + α log r , (2.29)
V = −(θ − 2)(θ − 3)e− θα (φ−φ0) , (2.30)
α2 = θ(θ − 2) , (2.31)
Aµ = 0 . (2.32)
On the other hand, setting z = θ − 2 requires (regardless the value of m2)
φ = φ0 + α log r , (2.33)
V = 0 , (2.34)
α2 = −(θ − 6)(θ − 2) , (2.35)
Aµ = 0 . (2.36)
The category with z = 1 of course contains the AdS solution (θ, z) = (0, 1) whereas the
category z = θ − 2 contains the Ricci-flat case (θ, z) = (6, 4) [35]; the latter category is to be
disregarded, however, as it can be shown not to describe an extremal horizon.
Constant scalar field
In them2 = 0 case there is only one case not already contained in the zero vector case dicussed
above that has a constant scalar field. This solution has (θ, z) = (4, 3) and is given by
φ = φ0 , (2.37)
V = 0 , (2.38)
Frt = Qe
−aφ0r−2 , (2.39)
with either a = 0 and Q2 + P 2 = 4 or Q2e−aφ0 = P 2eaφ0 = 2 (see also [35]). It should be
disregarded as it can be shown not to describe an extremal horizon.
In the m2 6= 0 case, putting the scalar equal to a constant leads to the following class of
θ = 0 (Lifshitz and AdS) solutions (z ≥ 1)
φ = φ0 , (2.40)
V = −(z2 + z + 4) , (2.41)
At = ±e−aφ0/2
(
2(z − 1)
z
)1/2
r−z , (2.42)
m2 = 2ze(a−b)φ0 , (2.43)
b = −az/2 . (2.44)
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Massless vector field
We first consider the m2 = 0 case. We must have
φ = φ0 + α log r , (2.45)
V = −(z + 1− θ)(z + 2− θ)e− θα (φ−φ0) , (2.46)
α2 = (θ − 2)(θ + 2− 2z) > 0 . (2.47)
There are three classes of solutions. The first class is
a =
1
α
(4− θ) 6= 0 , (2.48)
P = 0 , (2.49)
Q2 = 2e
1
α (4−θ)φ0(z − 1)(z + 2− θ) > 0 , (2.50)
Frt = Qe
−
1
α (4−θ)φ0rθ−z−3 , (2.51)
the second class has
a = − 1
α
(4− θ) 6= 0 , (2.52)
P 2 = 2e
1
α (4−θ)φ0(z − 1)(z + 2− θ) > 0 , (2.53)
Q = 0 , (2.54)
Frt = 0 , (2.55)
and finally for the third class
a = 0 , (2.56)
θ = 4 , (2.57)
P 2 +Q2 = 2(z − 1)(z − 2) > 0 , (2.58)
Frt = Qr
−z+1 . (2.59)
For the third class, we also have α2 = 4(3 − z) > 0. The first and second classes are related
by electric/magnetic (EM) duality, whereas the third class is EM self-dual. Furthermore, for
the first class we have under the Lifshitz scaling
r → λr , t→ λzt , ~x→ λ~x , (2.60)
for the 2-form field strength F → λθ−2F , while for the second and third classes we have the
scaling F → λ2F . Note that it is possible to have θ = 0 in which case we have for the first
class
φ = φ0 + α log r , (2.61)
V = −(z + 1)(z + 2) , (2.62)
α2 = 4(z − 1) , (2.63)
a =
4
α
, (2.64)
P = 0 , (2.65)
Q2 = 2e
4
αφ0(z − 1)(z + 2) , (2.66)
Frt = Qe
−
4
αφ0r−z−3 . (2.67)
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This is the Lifshitz solution of the EMD model where the matter fields break the Lifshitz scale
invariance as opposed to the Lifshitz solution (2.40)–(2.44) of the EPD model.
Massive vector field
We now come to our main result regarding hvLif solutions. For this we consider the case
m2 6= 0 and assume the simplest form of the scalar field allowing for non-trivial solutions
φ = φ0 + α log r . (2.68)
In the m2 = 0 case this was the only possibility. It is not clear at this stage if there is a
similar statement for m2 6= 0. This leads to a class of solutions given by
V = V˜0e
(b−a)φ = −1
2
(
θ2 − 6θ + 8 + 2z2 − 2θz + 2z + α2) r−θ , (2.69)
At = ±e−aφ0/2
(
2(z − 1)
z + bα2
)1/2
r−z−bα/2 , (2.70)
m2 =
z + bα2
2(z − 1)
[
(θ − 2)(θ − 2z + 2)− α2] e(a−b)φ0 , (2.71)
b =
α2 − θ(θ − 2)
(z − 1)α , (2.72)
a =
α2 − θ(θ − z − 1)
(z − 1)α . (2.73)
Reality of At requires that
α2 ≥ θ(θ − 2)− 2z(z − 1) . (2.74)
The parameters of the solution are φ0, α, θ and z. The sign of m
2 is not fixed by this reality
condition and the NEC (2.9) and (2.10). The parameters of the Lagrangian are V˜0, m
2, a
and b. If we choose bα2 = 2 − θ, then the solution becomes the m2 = 0 case given in (2.45)–
(2.51). Under the Lifshitz scalings of (2.60) we have that our 2-form field strength scales as
F → λ−bα/2F .
2.3 Breaking of scale invariance
For θ = 0 we obtain from (2.69)–(2.73)
φ = φ0 + α log r , (2.75)
V = −z2 − z − 4− 1
2
α2 , (2.76)
At = ±e−aφ0/2
(
2(z − 1)
z + bα2
)1/2
r−z−bα/2 , (2.77)
m2 =
z + bα2
2(z − 1)
[
4(z − 1)− α2] , (2.78)
a = b =
α
z − 1 . (2.79)
For α2 = 4(z − 1) we retrieve the Lifshitz solutions of the EMD model, (2.61)–(2.67). It is in
general not a regular limit to send α to zero.
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Since we have from (2.72), (2.73) that (a − b)α = θ it follows that sending α to zero in
(2.68)–(2.73) is only possible if we also send θ to zero. Even though in general for the solutions
above α is a free parameter (provided we allow the parameters of the Lagrangian to be free),
we will always assume that α2 is some function of θ and z admitting a Taylor expansion in θ
around θ = 0. Assuming that we have
α2 = c1θ + c2θ
2 +O(θ3) , (2.80)
where c1, c2, etc are functions of z, it can be shown that we need c1 6= 0 in order for the limit
θ → 0 to exist. In this case sending θ to zero leads to the Lifshitz solution (2.40)–(2.44) with
a = b = 0.
In the θ = 0 case the space-time is Lifshitz and there is an additional Killing vector
associated with the scaling (2.60). A natural requirement is to demand that for θ = 0 the
matter fields respect this symmetry. This will be true if and only if α = 0, i.e. if the scalar
φ is constant and the 1-form A invariant. Breaking of the scale symmetry should then be
controlled by θ. These requirements tells us that we should take α as in (2.80) and that the
θ = 0 solution corresponds to a = b = 0. In this way the breaking of the scale invariance
for both the metric and all the matter fields is proportional to θ. We can summarize this by
saying that: “θ needs a scalar field and z needs a massive vector field”. Since in the massless
case α is given by (2.47) and F scales as F → λθ−2F this condition is not satisfied there.
This is of course a choice. One could also demand that for θ going to zero we recover
the Lifshitz solutions of the EMD model given by (2.61)–(2.67). It would be interesting to
understand the different choices better from the boundary perspective.
In explicit models the Lagrangian parameters are fixed in which case we cannot continu-
ously vary the θ parameter. In this case the above arguments do not apply and one must resort
to another condition for how α2 depends on θ and z. In the case of the metric the fact that
ds2 → λθds2 under (2.60) (and not for example ds2 → λ2θds2) follows from demandig that a
black brane that is asymptotically hvLif has an entropy density that scales with temperature
as T (d−θ)/z . Since the thermodynamics will not depend on the background scalar and vector
fields one can use the EMD model to construct these black brane solutions [21, 20] despite the
fact that the background matter gives additional θ independent contributions to the breaking
of scale invariance. It would be interesting to see if there exists a physical requirement that
fixes α2 as a function of θ giving the coefficients c1, c2, etc in (2.80) in terms of a universal,
i.e. model independent, value possibly depending on z.
2.4 Violating the WEC
We have discussed in the previous subsection a model with a massive vector, defined by the
EPD model (2.1), that allows for values of the exponents θ and z satisfying the inequalities
of (2.9) and (2.10). The cases where one of these inequalities is saturated were specifically
addressed. While the model (2.1) allows for values of θ and z saturating the inequality (2.9),
this is not the case when we consider the inequality in (2.10), provided m2 ≥ 0. More
specifically, our model with m2 ≥ 0 fails to describe the following two NEC respecting cases
θ = 2 , z < 0 or z > 1 , (2.81)
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and
θ = 2(z − 1) , 1 < z < 4 , (2.82)
One case of particular interest that belongs to the latter category has θ = 1 and hence z = 3/2.
This is the special case (1.5) relevant to the description of non-Fermi liquids, which is a major
motivation for the study of hvLif space-times. In this subsection, we will consider a model
that generalizes (2.1), and which allows for these exponents. This can be achieved either by
taking m2 < 0 or by adding an extra non-derivative term to the action of the form ecφA4 (see
the end of this subsection).
Before presenting an explicit model, let us look at a general property that the matter fields
must satisfy for θ = 2 and θ = 2(z − 1). Introduce the tetrad
e
t
t = r
θ/2−z , err = e
x
x = e
y
y = r
θ/2−1 . (2.83)
We have
Ttt + Trr =
1
2
r−θ(θ − 2)(θ + 2− 2z) , (2.84)
Ttt + Txx = r
−θ(z − 1)(z + 2− θ) , (2.85)
Txx + Trr = r
−θ(z + 1− θ)(z + 2− θ) , (2.86)
and Tyy = Txx. It follows that for θ = 2(z − 1) we have
Trr = −Ttt = (2− z)Txx = (2− z)Tyy = (z − 4)(z − 2)r−θ . (2.87)
We thus find
Ttt ≥ 0 → 2 ≤ z ≤ 4 (2 ≤ θ ≤ 6) , (2.88)
Ttt ≤ 0 → 1 ≤ z ≤ 2 (0 ≤ θ ≤ 2) . (2.89)
For θ = 2 we find
Ttt = 0 , (2.90)
Trr = 0 , (2.91)
Txx = (z − 1)zr−2 . (2.92)
We will focus on the case θ = 2(z − 1). We see from (2.89) that the weak energy condition
(WEC) is violated for 1 ≤ z ≤ 2. The includes AdS in which the violation of the WEC
comes from a constant negative potential, which is not problematic. From (2.87) it is clear
that violation of the WEC cannot (only) come from terms proportional to the metric in the
energy-momentum tensor. We will therefore look for other non-derivative terms that can be
added to the model that violate the WEC and that allow for NEC respecting θ = 2(z − 1)
and θ = 2 solutions.
Let us consider again the solution (2.68)–(2.73) of the previous subsection. Putting θ =
12
2(z − 1) (which includes θ = 1 and z = 3/2) we obtain
V = V˜0e
(b−a)φ = −
(
(z − 4)(z − 3) + 1
2
α2
)
r−2(z−1) , (2.93)
At = ±e−aφ0/2
(
2(z − 1)
z + bα2
)1/2
r−z−bα/2 , (2.94)
m2 = − z +
bα
2
2(z − 1)α
2e(a−b)φ0 , (2.95)
b =
α
z − 1 −
4(z − 2)
α
, (2.96)
a =
α
z − 1 −
2(z − 3)
α
. (2.97)
We observe that m2 < 0 which together with the potential is responsible for the violation of
the WEC. In the next section we will study the question of whether or not it is admissbale
to let m2 < 0. To this end we look at linearized perturbations around the background hvLif
space-time. We will show that there are no immediate problems.
Instead of letting m2 become negative we can also consider to add the following term
−γ4 ecφA4 to the action (2.1). In order to violate the WEC with m2 > 0 we need γ > 0. Note
that in the energy-momentum tensor we have the additional term
+γecφA2
(
AµAν − 1
4
A2gµν
)
. (2.98)
Since we have on-shell A2 < 0 it is for positive γ that we can violate the WEC. We will
consider this term again in section 4.
3 Perturbations and probe fields
In this section, we will study perturbations in the EDP model around the hvLif background
given by (2.68)–(2.73), for general z and θ. Our main goal is to determine whether the purely
radial perturbations (lowest lying perturbations) lead to any pathologies for negative values
of m2 < 0. We will show that this is not the case. As an application we derive from the
perturbation analysis natural actions for probe fields and derive a BF bound for scalar and
vector probes.
3.1 Linearized perturbations
We start by expanding the fields in the action (2.1),
gµν = g¯µν + ǫhµν , (3.1)
Aµ = A¯µ + ǫa˜µ , (3.2)
φ = φ¯+ ǫϕ . (3.3)
where the hvLif background (barred fields) is defined in (2.68)–(2.73). We write
A¯t = A0r
−κ , κ = z +
bα
2
, (3.4)
φ¯ = φ0 + α log r . (3.5)
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We will employ radial gauge throughout, i.e. we take
hrµ = 0 . (3.6)
At first order in ǫ, we get the linearized equations of motion:
0 = ∇¯µ∇¯νh+ ¯hµν − ∇¯σ∇¯µhνσ − ∇¯σ∇¯νhµσ + ∂µφ¯∂νϕ+ ∂ν φ¯∂µϕ
+m2ebφ¯
(
A¯µa˜ν + A¯ν a˜µ + bϕA¯µA¯ν
)
+ ϕV ′(φ¯)g¯µν + V (φ¯)hµν
+eaφ¯aϕ
(
F¯µρF¯ν
ρ − 1
4
g¯µν F¯
2
)
+ eaφ¯
(
F¯µρf˜ν
ρ + F¯νρf˜µ
ρ − F¯µρF¯νσhρσ
)
−1
2
eaφ¯g¯µν
(
F¯ρσ f˜
ρσ − F¯τρF¯ τ σhρσ
)
− 1
4
eaφ¯F¯ 2hµν , (3.7)
0 = ∂µ
(√−g¯eaφ¯ [aϕF¯µν + f˜µν − F¯µρhνρ + F¯ νρhµρ + 1
2
hF¯µν
])
−m2√−g¯ebφ¯
[
bϕA¯ν + a˜ν − hνρA¯ρ + 1
2
hA¯ν
]
, (3.8)
0 = ∂µ
(√−g¯ [g¯µν∂νϕ− hµν∂ν φ¯]+ 1
2
√−g¯hg¯µν∂ν ϕ¯
)
−a
4
√−g¯eaφ¯
(
aϕF¯ 2 + 2F¯µν f˜
µν − 2F¯µρF¯µσhρσ + 1
2
hF¯ 2
)
− b
2
m2
√−g¯ebφ¯
(
bϕA¯2 + 2A¯µa˜
µ − hµνA¯µA¯ν + 1
2
hA¯2
)
−√−g¯ϕd
2V
dφ2
(φ¯)− 1
2
√−g¯hdV
dφ
(φ¯) , (3.9)
where f˜µν = ∂µa˜ν − ∂ν a˜µ, h = g¯µνhµν and where ∇¯ is the covariant derivative with respect to
the background metric g¯µν . Indices are raised/lowered with respect to g¯µν . We collect several
equations in Appendix A.1.
We can use the symmetries of the background to expand in Fourier modes. Each mode is
characterized by a frequency ω and a wave-vector ~k = (kx, ky),
ϕ = e−iωt+i
~k·~xg1 , (3.10)
at = e
−iωt+i~k·~xr−zg2 , (3.11)
ar = e
−iωt+i~k·~xr−1g3 , (3.12)
ax = e
−iωt+i~k·~xr−1g4 , (3.13)
ay = e
−iωt+i~k·~xr−1g5 , (3.14)
htt = e
−iωt+i~k·~xg6 , (3.15)
hxt = e
−iωt+i~k·~xr1−zg7 , (3.16)
hyt = e
−iωt+i~k·~xr1−zg8 , (3.17)
hxx = e
−iωt+i~k·~xg9 , (3.18)
hxy = e
−iωt+i~k·~xg10 , (3.19)
hyy = e
−iωt+i~k·~xg11 , (3.20)
where we suppressed the ω and ~k indices on the complex fields g1 to g11. The perturbations aµ
are related to a˜µ through a˜µ = A¯tr
zaµ. The resulting equations of motion are scale invariant
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under r → λr if we also rescale ~k → λ−1~k and ω → λ−zω. Notice that hxy and hxx − hyy are
tensor perturbations with respect to the isometry group of the x− y plane. Likewise, hti and
ai with i = x, y are vector perturbations; and finally hxx + hyy, htt, ϕ, at and ar are scalar
perturbations.
Imposing that the perturbations are real requires g
(ω,~k)
i to satisfy
g
(ω,~k)
i
∗ = g
(−ω,−~k)
i . (3.21)
If g
(ω,~k)
i is a solution, then it will satisfy this property since complex conjugating the equations
and replacing (ω,~k) by (−ω,−~k) leaves the equations invariant. However, when (ω,~k) = 0
we need to ensure that it is consistent to have real perturbations gi. To ensure that this
is the case, we look now at the equations for (ω,~k) = 0, that is, we consider purely radial
perturbations.
3.2 Purely radial perturbations
For (ω,~k) = 0, the system of equations decouples into several sectors. We have two equations
involving only g3,
0 = κ (θ − 2 + κ− z) g3 , (3.22)
0 = −2(z − 1)(θ − 2 + κ− z)g3 , (3.23)
which enforce g3 = 0 (otherwise we would have to take m
2 = 0). Two other perturbations
completely decouple: g10 and the combination g9 − g11. They obey
0 = r2g′′10 + (θ − z − 1)rg′10 , (3.24)
0 = r2
(
g′′9 − g′′11
)
+ (θ − z − 1)r (g′9 − g′11) , (3.25)
respectively. These functions decouple because they correspond to hxy and hxx−hyy, which are
tensor perturbations, as mentioned above. The two equations do not represent any restriction
on the reality of g10 and g9 − g11.
The remaining equations split into three systems of equations that are mutually decoupled.
We have a system for g4 and g7 (corresponding to vector perturbations ax and htx),
0 = r2g′′4 + (θ − z − 1)rg′4 − κrg′7 + (z − 1) [θ + 2κ− 2z − 1] g4 + (z − 1)κg7 , (3.26)
0 = r2g′′7 − 2(z − 1)rg′4 + (θ − z − 1)rg′7 − 2(z − 1)(θ − 3)g4 − (z − 1)(θ − 3)g7 , (3.27)
a system for g5 and g8 (corresponding to vector perturbations ay and hty),
0 = r2g′′5 + (θ − z − 1)rg′5 − κrg′8 + (z − 1) [θ + 2κ− 2z − 1] g5 + (z − 1)κg8 , (3.28)
0 = r2g′′8 − 2(z − 1)rg′5 + (θ − z − 1)rg′8 − 2(z − 1)(θ − 3)g5 − (z − 1)(θ − 3)g8 , (3.29)
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and a system for the remaining (scalar) perturbations,
0 = r2g′′1 + (θ − z − 1)rg′1 − 2a(z − 1)rg′2 +
α
2
r
(
g′6 + g
′
9 + g
′
11
)
− [(z − 2)(z − 1)ab− 2(z − 1)za2 − θ(θ − z − 2)] g1
+(z − 1) [2za− (θ − 4)b]
(
g2 − 1
2
g6
)
, (3.30)
0 = r2g′′2 − κarg′1 + (θ − z − 1)rg′2 +
1
2
κr
(
g′6 − g′9 − g′11
)
+(b− a)κ (θ − 2 + κ− z) g1 , (3.31)
0 = r2g′′6 + 2(z − 1)rg′2 +
1
2
(3θ − 4z − 2)rg′6 +
1
2
(θ − 2z)r (g′9 + g′11)
+ [(θ − z − 2)(θ − 2)(a − b) + 2(z − 1)(θ − z − 2)b+ (z − 1)bκ] g1
+2(z − 1)(2θ − 4 + κ− 2z)
(
g2 − 1
2
g6
)
, (3.32)
0 = r2(g′′6 + g
′′
9 + g
′′
11) + 2αrg
′
1 + 2(z − 1)rg′2 +
1
2
(θ − 4z + 2)rg′6
+
1
2
(θ − 2)r(g′9 + g′11) + [(θ − z − 2)(θ − 2)(a − b)− b(z − 1)κ] g1
−2(z − 1)κ
(
g2 − 1
2
g6
)
, (3.33)
0 = r2
(
g′′9 + g
′′
11
)− 4(z − 1)rg′2 + (θ − 2)rg′6 + (2θ − z − 3)r (g′9 + g′11)
+ [2(θ − z − 2)(θ − 2)(a − b) + 2(2a − b)(z − 1)κ] g1
+4(z − 1)κ
(
g2 − 1
2
g6
)
. (3.34)
We now solve (3.26) and (3.27) by writing it as a system of 4 first order equations. Defining
h1 = g4 , (3.35)
h2 = g7 , (3.36)
h3 = rg
′
4 , (3.37)
h4 = rg
′
7 , (3.38)
the equations (3.26) and (3.27) become
rh′1 = h3 , (3.39)
rh′2 = h4 , (3.40)
rh′3 = −(θ − z − 2)h3 + κh4 − (z − 1) [θ + 2κ− 2z − 1] h1 − (z − 1)κh2 , (3.41)
rh′4 = 2(z − 1)h3 − (θ − z − 2)h4 + 2(z − 1)(θ − 3)h1 + (z − 1)(θ − 3)h2 , (3.42)
or as a matrix equation
r
d
dr
hi =Mi
jhj , (3.43)
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where the Mi
j are the components of the following matrix
M =


0 0 1 0
0 0 0 1
−(z − 1) [θ + 2κ− 2z − 1] −(z − 1)κ −(θ − z − 2) κ
2(z − 1)(θ − 3) (z − 1)(θ − 3) 2(z − 1) −(θ − z − 2)

 . (3.44)
The subsystem of equations (3.28) and (3.29) is described by the same matrix M . The four
eigenvalues of M are all real and given by 3− θ, 1− z, z − 1 and 2z − θ + 1. Hence the two
subsystems (3.26)–(3.27) and (3.28)–(3.29) have real solutions (for real integration constants),
and so there are no constraints coming from imposing reality.
Hence we are left with equations (3.30)–(3.34). We can readily define a new function
η =
g9 + g11
2
, (3.45)
so that the system of five equations depends only on the four functions g1, g2, g6 and η. To
be precise, the system does not depend on the function η itself, but only on its derivatives.
The five equations are not all independent. To identify a system of independent equations,
we start by solving the five equations algebraically for g′′1 , g
′′
2 , g
′′
6 , η
′′ and η′, in terms of g′1,
g1, g
′
2, g2, g
′
6 and g6. The constraint is the equation for η
′,
(1 + z − θ) rη′ = −α
2
rg′1 + (1− z)rg′2 +
θ − 2
2
rg′6
+
α4 + α2
[−2(θ − 1)θ + z2 + (2θ − 3)z + 2]+ θ(−θ + z + 1)[2(z − 1)z − (θ − 2)θ]
2α(z − 1) g1
+ [−θ2 + θ + α2 + z2 + (θ − 3)z + 2]g2
+
1
2
[
θ2 − α2 − z2 − θ(z + 1) + 3z − 2] g6 . (3.46)
We can now substitute in the remaining four equations the expression (3.46) for η′ and the
corresponding derivative, η′′, obtained by differentiating (3.46). The consistency condition
is that the four equations, after the substitution, are algebraically equivalent to three final
equations for g′′1 , g
′′
2 and g
′′
6 , which are independent of η and its derivatives. We will express
these final equations in a matrix form as before,
r
d
dr
hi =Mi
jhj , (3.47)
defining
h1 = g1 , (3.48)
h2 = g2 , (3.49)
h3 = g6 , (3.50)
h4 = rg
′
1 , (3.51)
h5 = rg
′
2 , (3.52)
h6 = rg
′
6 . (3.53)
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The Mi
j are the components of the following matrix
M =


0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
M 14 M
2
4 M
3
4 M
4
4 M
5
4 M
6
4
M 15 M
2
5 M
3
5 M
4
5 M
5
5 M
6
5
M 16 M
2
6 M
3
6 M
4
6 M
5
6 M
6
6


, (3.54)
where the matrix components are listed in Appendix A.2. The six eigenvalues of this matrix
are
0 , (3.55)
2 + z − θ , (3.56)
2 + z − θ , (3.57)
− θ
2
, (3.58)
1
2
(
2 + z − θ +
√
σ
α(z − 1)
)
, (3.59)
1
2
(
2 + z − θ −
√
σ
α(z − 1)
)
, (3.60)
with
σ = 4α6 + 4α4
(−3θ2 + 3z2 + 2θ(z + 2)− 7z + 4)+ α2 [12θ4 − 16θ3(z + 2)
+θ2((62 − 11z)z − 3) + 2θ(z − 1) (5z2 + z − 14)+ (z − 1)2(z(9z − 20) + 20)]
−4(θ − 2)θ2(−θ + z + 1) (−θ2 + θ + θz + (z − 3)z + 2)
. (3.61)
For the special exponents
θ = 1 , z =
3
2
, (3.62)
we get real eigenvalues only, since
σ = 4α6 + 17α4 +
361α2
16
+
15
2
> 0 . (3.63)
Therefore, we do not expect a BF-type instability, which corresponds to a complex exponent.
Likewise, for any pure Lifshitz space-time, θ = 0, we have positivity for α2 > 0,
σ = 4α2
((
α2 +
1
2
(z − 1)(3z − 4)
)2
+ (z + 1)(z − 1)2
)
. (3.64)
For generic values of z and θ, assuming z ≥ 1 and θ ≥ 0, the sign of σ is undetermined.
The physical conditions (area-law entanglement entropy and null energy condition) combined
lead to
0 ≤ θ ≤ d− 1 = 1 , z ≥ 1 + θ
d
= 1 +
θ
2
. (3.65)
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These are not enough to fix the sign of σ. To obtain a positive σ, and thus real eigenvalues, it is
sufficient to further impose, along with those conditions, one of the following three restrictions:
z ≥ 2 , θ ≥ 0.10558 , α2 ≥ 0.0058351 . (3.66)
There is a region with small values of θ and α2 for which σ is negative (though not in the
θ = 0 Lifshitz case).
In the case θ = d− 1 = 1 (for which the area law of the holographic entanglement entropy
has a logarithmic violation), σ is positive, as the comment above shows. However, if θ > d−1,
there is again a range for which σ is negative.
3.3 Probe fields and the BF bound
We will now consider probe fields on the hvLif space-time given by (2.68)–(2.73), and discuss
the analogue of the BF bound in AdS. We will choose particular interaction terms, which are
the counterparts of a mass term in AdS, that have the property that the equations of motion
for the probe fields are invariant under the Lifshitz scaling
r → λr , xi → λxi , t→ λzt , (3.67)
(with an appropriate scaling of the vector components in the case of a probe vector field as
we will see below). This symmetry is analogous to that of the linearized equations of motion
studied in the previous section, and listed in Appendix A.1.
Scalar probes
Consider the following action for a probe scalar field χ on the hvLif background (2.68)–(2.73),
Sχ =
∫
d4x
√−g¯
(
−1
2
(∂χ)2 + cR R¯χ
2 + cF
1
4
eaφ¯F¯ 2χ2 + cA
1
2
ebφ¯A¯2χ2 − cφ 1
2
e(b−a)φ¯χ2
)
,
(3.68)
where cR, cF , cA and cφ are the coupling constants of the interactions of the scalar field. We
will see what are the constraints on these couplings imposed by a BF-type bound in the hvLif
space-time. The equation of motion for the scalar field is
0 = −r2z∂2t χ+ r2∂2xχ+ r2∂2yχ+ r2∂2rχ− (1 + z − θ)r∂rχ−m2χχ , (3.69)
where we defined
m2χ = cR
(
3(θ − 2)2 + 4z2 + (8− 6θ)z) + cF 2(z − 1)κ+
(
cA
2(z − 1)
κ
+ cφ
)
e−
θφ0
α . (3.70)
The choice of terms in the action guarantees that we obtain a homogeneous radial equation
if χ = χ(r). Keeping only the radial dependence, the solution to the equation of motion is
χ(r) = C+ r
1
2(2+z−θ+
√
(2+z−θ)2+4m2χ) + C− r
1
2(2+z−θ−
√
(2+z−θ)2+4m2χ) . (3.71)
The BF bound for the scalar field is therefore
m2χ ≥ −
(2 + z − θ)2
4
. (3.72)
This is a direct generalization of the AdS result for z = 1, θ = 0.
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Vector probes
Consider now the case of a vector field Wµ on the hvLif background. Let us take the action
SW =
∫
d4x
√−g¯
(
− 1
4
(dW )2 + qR R¯W
2 + qRW R¯µνW
µW ν
+qF
1
4
eaφ¯F¯ 2W 2 + qA
1
2
ebφ¯A¯2W 2 + qAW
1
2
ebφ¯(A¯µW
µ)2
−qD 1
2
(∂φ¯)2W 2 − qDW 1
2
((∂µφ¯)W
µ)2 − qφ 1
2
e(b−a)φ¯W 2
)
, (3.73)
where qR, qRW , qF , qA, qAW , qD, qDW and qφ are the coupling constants. We wrote down
interaction terms which will lead to homogeneous radial dependence in the equations of motion
for Wµ, as happened in the case of the scalar field. The equations of motion are
0 = r2(∂2rWt + ∂
2
xWt + ∂
2
yWt − ∂t∂rWr − ∂t∂xWx − ∂t∂yWy)
+(z − 1)r(∂rWt − ∂tWr)−m2WtWt , (3.74)
0 = −r2z(∂2tWr − ∂t∂rWt) + r2(∂2xWr + ∂2yWr − ∂r∂xWx − ∂r∂yWy)
−m2WrWr , (3.75)
0 = −r2z(∂2tWx − ∂t∂xWt) + r2(∂2rWx + ∂2yWx − ∂r∂xWr − ∂y∂xWy)
−(z − 1)r(∂rWx − ∂xWr)−m2WxWx , (3.76)
0 = −r2z(∂2tWy − ∂t∂yWt) + r2(∂2rWy + ∂2xWy − ∂r∂yWr − ∂x∂yWx)
−(z − 1)r(∂rWy − ∂yWr)−m2WyWy , (3.77)
where we defined
m2Wt = qR
(
3(θ − 2)2 + 4z2 + (8− 6θ)z)+ qRW ((θ − 2)θ + 2z2 + (4− 3θ)z)
+qF 2(z − 1)κ+
(
(2qA + qAW )
z − 1
κ
+ qφ
)
e−
θφ0
α + qDα
2 , (3.78)
m2Wr = qR
(
3(θ − 2)2 + 4z2 + (8− 6θ)z)+ qRW (−2θ + 2z2 − θz + 4)
+qF 2(z − 1)κ+
(
qA
2(z − 1)
κ
+ qφ
)
e−
θφ0
α + (qD + qDW )α
2 , (3.79)
m2Wx = qR
(
3(θ − 2)2 + 4z2 + (8− 6θ)z)+ qRW (2− θ)(2 + z − θ)
+qF 2(z − 1)κ+
(
qA
2(z − 1)
κ
+ qφ
)
e−
θφ0
α + qDα
2 , (3.80)
m2Wy = m
2
Wx . (3.81)
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Let us take the purely radial case, Wµ = Wµ(r). Then the second equation above enforces
Wr = 0 (unless m
2
Wr
=0). The other three equations decouple and have solutions
Wt(r) = C
+
t r
1
2
(
2−z+
√
(2−z)2+4m2Wt
)
+ C−t r
1
2
(
2−z−
√
(2−z)2+4m2Wt
)
,
Wi(r) = C
+
i r
1
2
(
z+
√
z2+4m2Wi
)
+ C−i r
1
2
(
z−
√
z2+4m2Wi
)
, (3.82)
for i = x, y. Therefore, the BF bound for the vector field is the combination of the two
conditions
m2Wt ≥ −
(2− z)2
4
, m2Wi ≥ −
z2
4
. (3.83)
The standard AdS BF bound is determined near the boundary (r = 0), where the non-
radial derivatives are subleading in the equations of motion. In our case, although the terms
would still be subleading, the boundary of the hvLif space-time is singular, due to the divergent
behavior of the curvature invariants. Taking the perspective of [24] that the hvLif space-time
is an effective description for r not too small nor too large, the small r region requires an AdS
or Lifshitz UV completion. However, the analysis above is still relevant, since all perturbation
modes of the probe fields (and of the background fields studied before) should be real in the
entire space-time, including the range described approximately by the hvLif metric. This is
not possible unless the BF bounds determined above are respected.
It will be interesting to compute the two-point function for these probe fields.
4 AdS or Lifshitz asymptotics
Curvature invariants of the hvLif metric blow up near the boundary at r = 0 for θ > 0, so
we should replace the UV with a regular θ = 0 space-time, i.e. AdS or Lifshitz. As already
explained at the end of the introduction we will therefore consider in this section a class of
models, i.e. Lagrangians with the same parameters, that admit both hvLif space-times as well
as AdS or Lifshitz space-times. This is a useful starting point for the explicit construction
of interpolating solutions with an AdS or Lifshitz UV and a hvLif IR. Generically the IR
geometries are also not regular, so one could consider to further deform it. We will not
consider this here.
A physically very interesting case is to put a θ = 1 geometry in the IR because this leads
to logarithmic violations of the area law for entanglement entropy. The previous model (2.1)
is too constrained for this purpose. This is because demanding that the equations of motion
of (2.1) admit AdS solutions requires the potential to have an extremum. On the other hand,
the potential in that case must be a single exponential in order to allow for hvLif solutions. So
an AdS UV is not possible. For Lifshitz solutions, one does not need to sit at the extremum
of a potential, but in that case, if demands that there are both θ = 1 and θ = 0 solutions
there are conflicting conditions for the mass parameter. This situation gets much better if
we consider multiple dilaton fields. However this is generically not good enough since for
example an IR geometry with θ = 1 and z = 3/2 requires a negative m2 whereas a Lifshitz
UV requires a positive m2. This problem can be overcome by adding the A4 term mentioned
in Subsection 2.4 where we discussed ways of violating the WEC with non-derivative terms.
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4.1 Model and equations of motion
So we now consider the following more general model
S =
∫
d4x
√−g
(
R− 1
2
(∂~φ)2 − 1
4
e~a·
~φF 2 − m
2
2
e
~b·~φA2 − γ
4
e~c·
~φA4 − V (~φ)
)
. (4.1)
We will demand that this theory admits either an AdS or Lifshitz solution as well as a θ = 1
solution:
ds2 = r
(
−dt
2
r2z
+
1
r2
(
dr2 + dx2 + dy2
))
, (4.2)
A = A0r
−κdt , (4.3)
~φ = ~φ0 + ~α log r . (4.4)
The latter is chosen for explicitness and for its physical relevance.
The equations of motion for (4.1) are
Gµν =
1
2
∂µ~φ · ∂ν~φ− 1
4
gµν∂ρ~φ · ∂ρ~φ+ 1
2
e~a·
~φ
(
FµρFν
ρ − 1
4
gµνF
2
)
− 1
2
V gµν ,
+
1
2
m2e
~b·~φ
(
AµAν − 1
2
A2gµν
)
+
1
2
γe~c·
~φA2
(
AµAν − 1
4
A2gµν
)
, (4.5)
∇µ
(
e~a·
~φFµν
)
= m2e
~b·~φAν + γe~c·
~φA2Aν , (4.6)
φi =
ai
4
e~a·
~φF 2 +
bi
2
m2e
~b·~φA2 +
ci
4
γe~c·
~φA4 +
∂V
∂φi
. (4.7)
4.2 Solutions
We define
V (~φ = ~φ0 + ~α log r) = V0r
−θ , (4.8)
∂V
∂φi
(~φ = ~φ0 + ~α log r) = βir
−θ . (4.9)
Substituting the Ansatz (4.2)–(4.4) (for the moment we keep θ arbitrary) with ~α 6= 0 into the
equations of motion we find
~a · ~α = θ − 2z + 2κ , (4.10)
~b · ~α = −2z + 2κ , (4.11)
~c · ~α = θ − 4z + 4κ , (4.12)
as well as
~α2 + m˜2A˜20 − γ˜A˜40 = (θ − 2)(θ + 2− 2z) , (4.13)
κ2A˜20 + m˜
2A˜20 − γ˜A˜40 = 2(z − 1)(z + 2− θ) , (4.14)
2m˜2A˜20 − γ˜A˜40 − 4V0 = 4(z + 1− θ)(z + 2− θ) , (4.15)(
κA˜20 − 2(z − 1)
)
(z + 2− θ) = 0 , (4.16)
αi(θ − z − 2) = −ai
2
κ2A˜20 −
bi
2
m˜2A˜20 +
ci
4
γ˜A˜40 + βi , (4.17)
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where we defined
A˜20 = A
2
0e
~a·~φ0 , (4.18)
m˜2 = m2e(
~b−~a)·~φ0 , (4.19)
γ˜ = γe(~c−2~a)·
~φ0 . (4.20)
Assuming θ 6= z + 2 this can be written as
m2 =
κ
z − 1 ((z + 3− 2θ)(z + 2− θ) + (z − 1)κ+ 2V0) e
(~a−~b)·~φ0 , (4.21)
γ =
κ2
(z − 1)2 ((θ − 2)(θ − z − 2) + (z − 1)κ + V0) e
(2~a−~c)·~φ0 , (4.22)
~α2 = θ(θ − 2) − 2z(z − 1) + 2(z − 1)κ , (4.23)
A20 =
2
κ
(z − 1)e−~a·~φ0 , (4.24)
0 = [(z − 1)κ+ V0 + (θ − z − 2)(θ − 2)] (~a+~b− ~c)
+ [V0 + (θ − z − 2)(θ − 2)]
(
~b− ~a− 1
V0
~β
)
+(θ − z − 2)
(
~α− (z − 1)~b+ (θ − 2) 1
V0
~β
)
. (4.25)
The linear combination of vectors in the last expression is such that each of them is orthogonal
to ~α as follows from (4.10)–(4.12) as well as the fact that
~α · ~β = −θV0 . (4.26)
If we instead consider an Ansatz of the form
ds2 = −dt
2
r2z
+
1
r2
(
dr2 + dx2 + dy2
)
, (4.27)
A = A0r
−zdt , (4.28)
~φ = ~φ0 , (4.29)
i.e. with θ = 0 and matter respecting the Lifshitz scaling symmetry we obtain for z > 1
m2 =
2z
z − 1
(
V0 + z
2 + 2z + 3
)
e(~a−
~b)·~φ0 , (4.30)
γ =
z2
(z − 1)2
(
V0 + z
2 + z + 4
)
e(2~a−~c)·
~φ0 , (4.31)
A20 =
2
z
(z − 1)e−~a·~φ0 , (4.32)
0 = −z(z − 1)~a− (2V0 + 2z2 + 4z + 6)~b+ (V0 + z2 + z + 4)~c+ ~β , (4.33)
where
V0 = V (~φ = ~φ0) , (4.34)
βi =
∂V
∂φi
(~φ = ~φ0) . (4.35)
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For z = 1 we find
A0 = 0 , (4.36)
V0 = −6 , (4.37)
~β = 0 , (4.38)
with m and γ arbitrary. We see that for AdS we need an extremum of the potential βi = 0
whereas for Lifshitz we can have βi 6= 0.
θ = 1 solutions
In order that the equations of motion of (4.1) admit θ = 1 solutions we need ~α 6= 0 and
~α2 = −1 + 2(z − 1)(κ − z) , (4.39)
V0 = rV
(
~φ = ~φ0 + ~α log r
)
, (4.40)
βi = r
∂V
∂φi
(~φ = ~φ0 + ~α log r) , (4.41)
~β = (z + 1 + (z − 1)κ+ V0)(~a+~b− ~c) + (V0 + z + 1)(~b− ~a)
−(z + 1)(~α − (z − 1)~b) , (4.42)
m2 =
κ
z − 1
(
(z + 1)2 + (z − 1)κ+ 2V0
)
e(~a−
~b)·~φ0 , (4.43)
γ =
κ2
(z − 1)2 (z + 1 + (z − 1)κ+ V0) e
(2~a−~c)·~φ0 , (4.44)
where
− V0 = ~α · ~β , (4.45)
0 = ~α ·
(
~c− ~a−~b
)
, (4.46)
1 = ~α ·
(
~a−~b
)
, (4.47)
1 = ~α ·
(
(z − 1)~b− ~α
)
. (4.48)
AdS solutions
In order that the model (4.1) admits AdS solutions we need that
V (~φ = ~φUV) = −6 , (4.49)
∂V
∂φi
(~φ = ~φUV) = 0 , (4.50)
where by ~φUV we mean the near boundary value of ~φ. Since for z = 1 we have that the vector
field A vanishes the values of m2, γ, ~a, ~b and ~c are arbitrary.
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Lifshitz solutions
In order that the model (4.1) admits Lifshitz solutions with zUV = Z > 1, i.e. solutions of
the form
ds2 = − dt
2
r2Z
+
1
r2
(
dr2 + dx2 + dy2
)
, (4.51)
A = ±
(
2(Z − 1)
Z
)1/2
e−~a·
~φUV/2r−Zdt , (4.52)
~φ = ~φUV , (4.53)
we need
m2 =
2Z
Z − 1
(
Z2 + 2Z + 3 + VUV
)
e(~a−
~b)·~φUV , (4.54)
γ =
Z2
(Z − 1)2
(
Z2 + Z + 4 + VUV
)
e(2~a−~c)·
~φUV , (4.55)
as well as
∂V
∂φi
(~φ = ~φUV) = VUV(bi − ai) + (Z2 + Z + 4 + VUV)(ai + bi − ci)
−2(Z + 2)ai + (Z + 2)(Z + 1)bi , (4.56)
where
VUV = V (~φ = ~φUV) . (4.57)
4.3 Constant potential
Consider the case where the potential V = V0 is constant. The NEC restricts us to take in
the UV Z ≥ 1 and in the IR z ≥ 3/2. We first consider the case where Z > 1, i.e. we consider
a Lifshitz UV. We then find for m2 and γ
m2 =
κ
z − 1
(
(z + 1)2 + (z − 1)κ+ 2V0
)
e(~a−
~b)·~φ0
=
2Z
Z − 1
(
Z2 + 2Z + 3 + V0
)
e(~a−
~b)·~φUV , (4.58)
γ =
κ2
(z − 1)2 (z + 1 + (z − 1)κ + V0) e
(2~a−~c)·~φ0
=
Z2
(Z − 1)2 (Z
2 + Z + 4 + V0)e
(2~a−~c)·~φUV . (4.59)
For simplicity we will assume that
(~a+~b− ~c) ·
(
~φ0 − ~φUV
)
= 0 . (4.60)
We define
f =
Z
2(Z − 1)
Z2 + Z + 4 + V0
Z2 + 2Z + 3 + V0
. (4.61)
From (4.58) and (4.59) it follows that
0 = κ2 +
(
z + 1 + V0
z − 1 − (z − 1)f
)
κ− ((z + 1)2 + 2V0) f , (4.62)
e(~a−
~b)·(~φ0−~φUV) =
Z2
(Z − 1)2
(z − 1)2
κ2
Z2 + Z + 4 + V0
z + 1 + (z − 1)κ+ V0 > 0 . (4.63)
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In order that κ satisfying (4.62) is real we need that the discriminant D given by
D = (z − 1)2f2 + 2 ((z + 1)(2z + 1) + 3V0) f + (z + 1 + V0)
2
(z − 1)2 ≥ 0 . (4.64)
On top of that we need that
~α2 = −1 + 2(z − 1)(κ − z) > 0 . (4.65)
By appropriately choosing V0 we can satisfy the positivity requirements (4.63), (4.64) and
(4.65) for a wide range of values for z ≥ 3/2 and Z > 1. For example z = 3/2, Z = 2 and
V0 < V
∗
0 where V
∗
0 ≈ −11.18 is the smallest real zero of D and where κ is the largest positive
real number satisfying (4.62), satisfies all positivity conditions (4.63), (4.64) and (4.65). There
are no serious constraints coming from the equations involving the dilaton parameters. In the
IR we can read (4.42) with ~β = 0 as providing ~α whereas in the UV (4.56) gives just a
constraint on ~a, ~b and ~c.
Consider next an AdS UV, i.e. we set Z = 1. In this case since the vector field goes to
zero and the scalar becomes constant in the UV the values of m2 and γ are only dictated by
the IR solution. In the case of a constant potential supporting AdS4 we need to take V0 = −6.
This gives
m2 =
κ
z − 1
(
(z + 1)2 + (z − 1)κ − 12) e(~a−~b)·~φ0 , (4.66)
γ =
κ2
(z − 1)2 (z + 1 + (z − 1)κ− 6) e
(2~a−~c)·~φ0 , (4.67)
with z ≥ 3/2 where κ can be taken to be any real number such that ~α2 > 0. Further the
AdS UV does not constrain the dilaton couplings ~a, ~b and ~c. Again (4.42) with ~β = 0 can be
viewed as giving ~α.
4.4 Multi-exponential potentials
We can replace the constant potential by one depending on the scalars ~φ. A typical super-
gravity inspired choice would be to take a potential of the form
V =
M∑
I=1
ΛIe
~αI ·~φ , (4.68)
which then needs to be constrained such that we can have both θ = 1 and θ = 0 solutions
of the equations of motion of the action (4.1). Here we will just indicate the part of the
analysis that is universal to all such potentials. We leave it for future applications to work
out interesting special cases where one has, say, M = 1, M = 2, or M = 3 exponential terms.
We have in the IR
V (~φ = ~φ0 + ~α log r) =
∑
I
ΛIe
~αI ·~φ0r~αI ·~α = V0r
−1 , (4.69)
∂V
∂φi
(~φ = ~φ0 + ~α log r) =
∑
I
ΛIe
~αI ·~φ0αIir
~αI ·~α = βir
−1 . (4.70)
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By contracting (4.70) with αi and adding (4.69) using ~α · ~β = −V0 we find∑
I
ΛIe
~αI ·~φ0(1 + αI · ~α)r~αI ·~α = 0 . (4.71)
We split the sum over I into three pieces
I¯ : those I for which αI · ~α = −1,
Iˆ : those I for which αI · ~α 6= −1 and the value αI · ~α occurs only once,
I˜a : those I for which αI · ~α 6= −1 and the value αI · ~α occurs at least twice. A group I˜a
contains all cases where αI · ~α 6= −1 gives the same value.
We illustrate this with an example. Let αI · ~α = (2,−1, 1,−1, 1, 5, 2,−1) where I = 1, . . . , 8
then I¯ = 2, 4, 8, Iˆ = 6, I˜1 = 1, 7 and I˜2 = 3, 5. The conditon (4.71) gives no constraints for
the Λ˜I¯ . Further we find
0 = ΛIˆ , (4.72)
0 =
∑
I˜a
ΛI˜ae
~αI˜a ·
~φ0 . (4.73)
Because of ΛIˆ = 0 we can assume WLOG from the start that there are no Iˆ cases. It follows
also that
V0 =
∑
I¯
ΛI¯e
~αI¯ ·
~φ0 . (4.74)
Equation (4.70) becomes ∑
I¯
ΛI¯e
~αI¯ ·
~φ0αI¯i = βi , (4.75)
∑
I˜a
ΛI˜ae
~αI˜a ·
~φ0αI˜ai = 0 . (4.76)
Note that even though for the IR solution the indices I˜a play no role for the values of V0 and
βi, this is not so for the UV solution where we have
VUV =
∑
I¯
ΛI¯e
~αI¯ ·
~φUV +
∑
a
∑
I˜a
ΛI˜ae
~αI˜a ·
~φUV . (4.77)
∂V
∂φi
(~φ = ~φUV) =
∑
I¯
ΛI¯αI¯ie
~αI¯ ·
~φUV +
∑
a
∑
I˜a
ΛI˜aαI˜aie
~αI˜a ·
~φUV . (4.78)
We have thus defined what the values of the potential are in the expressions for the
parameters supporting the θ = 1 IR solution (4.39)–(4.44) and in the parameters supporting
the θ = 0 UV solution (4.49) and (4.50) or (4.54)–(4.56). This provides us with a large class of
models in which we can choose zIR = z and zUV = Z and look for space-times that interpolate
between these two solutions. We note that what we call the IR is a singular solution because
of divergent tidal forces [36] and/or because of a divergent dilaton (for example θ = 1 and
z = 3/2 has no divergent tidal forces but the dilaton still blows up). Hence we need to further
deform the IR to a third geometry (in the spirit of [47, 32, 33]) which is again a solution of our
model (4.1) that is free of any singularities. We leave the construction of such interpolating
solutions to future work.
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5 A Schro¨dinger perspective
In the previous three sections we took our inspiration from toy model Lagragians that are
known for Lifshitz space-times and generalized them appropriately to account for hvLif space-
times. In this section, we will briefly discuss a slightly different approach that is also based on
massive vector fields, now via dimensional reduction of a Schro¨dinger space-time. We know
that a 4D z = 2 Lifshitz space-time can be obtained by dimensional reduction of a 5D z = 0
Schro¨dinger space-time [10, 11, 14, 17, 51]. This can be generalized to other values of z except
that now we obtain a hvLif space-time from a 5D Schro¨dinger space-time as we will see below.
For Schro¨dinger space-times it is known that a ‘natural theory’ is one containing a massive
vector field satisfying all the Schro¨dinger symmetries. Schro¨dinger space-times satisfying the
NEC come in two different forms. These are
dsˆ2 =
1
r2ζ
du2 + 2
dudt
r2
+
1
r2
(
dr2 + dx2 + dy2
)
, for ζ2 ≤ 1 , (5.1)
dsˆ2 = − 1
r2ζ
du2 + 2
dudt
r2
+
1
r2
(
dr2 + dx2 + dy2
)
, for ζ2 ≥ 1 . (5.2)
The class with ζ2 ≤ 1 can be dimensionally reduced along u by writing
dsˆ2 = e2Φ
(
du+A0
)2
+ e−Φds2 , (5.3)
with
eΦ = r−ζ , (5.4)
A0 =
dt
r2−ζ
, (5.5)
ds2 = r−ζ
(
− dt
2
r2(2−ζ)
+
1
r2
(
dr2 + dx2 + dy2
))
. (5.6)
This corresponds to a hvLif space-time with θ = −ζ and z = 2− ζ. Hence we have z = 2+ θ.
The space-times (5.1) with 0 ≤ ζ ≤ 1 and ζ = −1 (and not for −1 < ζ < 0) are solutions of
the following theory
S =
∫
d5x
√
−gˆ
(
Rˆ− 1
4
Fˆ 2 − 1
2
m2Aˆ2 − V0
)
, (5.7)
with
V0 = −12 , (5.8)
m2 = ζ(ζ + 2) , (5.9)
Aˆ = ±
(
1− ζ
2ζ
)1/2 du
rζ
, with 0 < ζ ≤ 1 . (5.10)
The cases ζ = 0 and ζ = −1 are special. The latter is a solution of pure gravity with a cos-
mological constant V0 = −12. The former requires to first perform the consistent truncation
Aˆµˆ =
1
m∂µˆϕˆ in the action and the equations of motion with m nonzero. If we reduce this
theory down to 4-dimensions with the metric as in (5.3) and with the vector decomposed as
Aˆ = χ
(
du+A0µdx
µ
)
+Aµdx
µ , (5.11)
28
we find
S =
∫
d4x
√−g
(
R− 3
2
(∂Φ)2 − 1
2
e−2Φ (∂χ)2 − 1
4
e3ΦF 0µνF
0µν
−1
4
eΦ
(
Fµν + χF
0
µν
) (
Fµν + χF 0µν
)− 1
2
m2A2 − V0e−Φ − 1
2
m2χ2e−3Φ
)
. (5.12)
The action (5.12) provides a different class of models supporting hvLif solutions where an
axionic scalar plays an important role. It would be interesting to further work out the potential
uses of such a model.
A possible generalization of this method is to start with scale-covariant Schro¨dinger space-
times, Ref. [52, 53], by adding a dilaton to the 5-dimensional action (5.7) and to reduce in
the same way to four dimensions to obtain a larger class of hvLif space-times.
6 A waves on branes perspective
In this section, we will explore a different approach to constructing hvLif space-times. We will
consider a gravitational wave propagating on the world-volume of an extremal black brane,
and take the near-horizon limit. The hvLif metric will result from dimensional reduction5 on
the directions transversal to the brane and on the direction of propagation of the wave along
the brane. This procedure will allow for a certain range of values of the scaling exponents θ
and z.
We will consider three different scenarios:
1. Single q-brane with a purely gravitational wave. The brane will act as a source for a
(q + 2)-form field strength.
2. Two intersecting branes with a gravitational wave in the intersection. Each brane will
source a different field strength.
3. Single brane with two gauge fields - one which charges the brane and one that sources
the wave.
The main result of the first two cases is given in equations (6.65) to (6.67). The third case is
briefly discussed in Subsection 6.4.
We take the branes to have codimensionality 3 at least. The first and the third scenarios
are inspired by the work of [17] where gravitational as well as axion waves along extremal D3
branes were considered.
6.1 Model and equations of motion
We consider the case of intersecting branes each acting as an electric source for a (qI+2)-form
field strength FqI+2. We thus consider solutions to the following action,
S =
∫
dDx
√−g
[
R− 1
2
(∂φ)2 −
∑
I
1
2(qI + 2)!
eaIφF 2qI+2
]
. (6.1)
5See also e.g. [23, 54] for similar approaches to hvLif space-times via dimensional reduction.
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We note that there is an ambiguity in the notation for the form fields that occurs when two
form fields have the same rank. One should think of the form fields in (6.1) as carrying an
additional I label that we have suppressed. The equations of motion are
Rµν =
1
2
∇µφ∇νφ+
∑
I
1
2(qI + 1)!
eaIφFµρ1···ρqI+1F
ρ1···ρqI+1
ν
−
∑
I
qI + 1
2(D − 2)(qI + 2)!e
aIφF 2qI+2 gµν , (6.2)
∇µ∇µφ =
∑
I
aI
2(qI + 2)!
eaIφF 2qI+2 , (6.3)
0 = ∂µ
(√−geaIφFµρ1···ρqI+1) . (6.4)
We know a large class of extremal solutions (e.g. see [55]) for which the metric has the form
ds2 = −
∏
I
H
−2
D−qI−3
∆I
I dt
2 +
∑
i
∏
I
H
−2
δiI
∆I
I δijdy
idyj +
∏
I
H
2
qI+1
∆I
I δabdξ
adξb , (6.5)
where δiI and ∆I are given below. Here I runs over the number of branes in the configu-
ration and the qI denote the spatial dimensionality of the branes. The brane directions are
parametrized by the yi with i = 1, . . . , p. The transverse space is parametrized by the ξa
coordinates with a = 1, . . . , n+ 2. The total space-time dimension is D = p+ n+ 3. To each
brane is associated a gauge field and a dilaton coupling aI . For an electric ansatz one has the
following field strengths,
Fti1···iqI a = εi1···iqI
√
2(D − 2)
∆I
∂aH
−1
I , (6.6)
where εi1···iqI is the volume-form of the spatial part of the brane’s world-volume. Further, the
dilaton is given by
eφ =
∏
I
H
aI
D−2
∆I
I . (6.7)
The harmonic functions can be chosen to describe multi-center solutions, however here we
restrict to single brane solutions, in which case we have
HI = 1 +
r0I
rn
, (6.8)
where r2 =
∑
a(ξ
a)2. Furthermore, one defines the following quantities
∆I = (qI + 1)(D − qI − 3) + 1
2
a2I(D − 2) , (6.9)
and
δiI =
{
D − qI − 3 for i ‖ I
−(qI + 1) for i ⊥ I
, (6.10)
where i ‖ I refers to the directions parallel to brane I and i ⊥ I to the directions perpendicular
to brane I. The consistency condition for brane intersections is that the dimension of the
intersection for each pair of branes IJ is
q¯ + 1 =
(qI + 1)(qJ + 1)
D − 2 −
1
2
aIaJ , (6.11)
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where aI is the dilaton coupling of the corresponding gauge field and q¯ is the dimensionality
of the pairwise intersection. Notice that these constraint equations relate the dilaton cou-
plings for each pair of intersecting branes. This imposes a strong restriction on the possible
configurations of branes.
6.2 Gravitational wave on a single extremal brane
The theory given by equation (6.1) admits a class of black p-brane solutions carrying p-brane
charge. These are generalizations of the Gibbons-Maeda black holes [56, 57] and have a single
gauge field in the theory that charges the p-brane. In this section we will start from the
extremal limit of these D = p + n + 3 dimensional solutions given by equation (6.5). The
index I thus only runs over a single value. In this case the metric is
ds2 = H−2
D−p−3
∆ (−dt2 + d~y2) +H2
p+1
∆ (dr2 + r2dΩ2n+1) , (6.12)
where dΩ2n+1 is the metric on a unit (n+ 1)-sphere. The gauge field BqI+1 defined such that
FqI+2 = dBqI+1 , (6.13)
with qI = p is given by
Bp+1 =
√
2(D − 2)
∆
(
1
H
− 1
)
dt ∧ dy1 ∧ · · · ∧ dyp , (6.14)
and the dilaton is
φ =
D − 2
∆
a logH , (6.15)
where the index I has been dropped on H, ∆ and a.
We now want to add the gravitational wave for which it is convenient to go to lightcone
coordinates defined by
x+ =
1√
2
(y1 + t), x− =
1√
2
(y1 − t) . (6.16)
Performing the coordinate transformation and adding a gravitational wave (respecting trans-
lational symmetries in the ~y-directions), the metric takes the form
ds2 = H−2
D−p−3
∆
(
2dx+dx− + d~x2 +G(r)(dx+)2
)
+H2
p+1
∆
(
dr2 + r2dΩ2n+1
)
, (6.17)
where ~x = (y2, ..., yp) = (x1, ..., xp−1). Notice one must have p ≥ 1. The presence of the grav-
itational wave will neither affect the dilaton equation of motion nor the generalized Maxwell
equations and it only shows up in one of the Einstein equations. We have
G(r) = C1 +
C2
rn
. (6.18)
where C1 and C2 are constants. One can choose C1 = 0 and C2 = 1 by a coordinate
transformation. Let us set r0 = 1 and define
A =
2n
∆
, B =
2(p + 1)
∆
, N = A+B =
2(D − 2)
∆
. (6.19)
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We can then take the near horizon limit r ≈ 0 with the metric written in the form
ds2 = r2−nB
(
rnN−2
[
2dx+dx− + d~x2 + r−n(dx+)2 + r−nNdr2
]
+ dΩ2n+1
)
. (6.20)
In order to connect with the canonical form of the hyperscaling violating metrics we define a
new radial coordinate ρ via
r = kρ
2
2−nN , k =
(
2− nN
2
) 2
2−nB
, (6.21)
x+ = k
1−A
2 nx+
′
, (6.22)
x− = k−
1+A
2 nx−
′
, (6.23)
~x = k−
A
2 n~x′ . (6.24)
This transformation leads to (dropping the prime on the rescaled coordinates)
ds2 = ρ
Na2
2−nN
(
1
ρ2
[
ρ−
2n
2−nN (dx+)2 + dρ2 + 2dx+dx− + d~x2
]
+
(
2− nN
2
)2
dΩ2n+1
)
, (6.25)
φ =
nNa
nN − 2 log ρ , (6.26)
Bp+1 =
√
Nρ
2n
2−nN dx+ ∧ dx− ∧ dx1 ∧ · · · ∧ dxp−1 , (6.27)
where we used that the action is invariant under φ → φ + c and Bp+1 → e−
a
2 cBp+1 with
c = 12nNa log k.
The conformal factor in equation (6.25) can be removed by defining a new frame, denoted
the dual frame, such that
ds2 = e−
a
n
φds2DF . (6.28)
The near horizon metric in the dual frame can be written as
ds2DF =
1
ρ2
(
ρ−
2n
2−nN (dx+)2 + dρ2 − 2dx+dx− + d~x2
)
+
(
2− nN
2
)2
dΩ2n+1 . (6.29)
The action in the dual frame takes the form
S =
∫
dDx
√−gDF
[
e−(
D
2
−1) a
n
φ
(
RDF +
(
−1
2
+ (D − 2)(D − 1) a
2
4n2
)
(∂φ)2
)
− 1
2(p+ 2)!
e(
D
2
−1) a
n
φF 2p+2
]
, (6.30)
where RDF is the Ricci scalar of the dual frame metric and where the implicit inverse metric
is gµνDF.
We dualize the (p+2)-form field strength to a (n+1)-form. The brane is now magnetically
charged with respect to the dual field strength which is proportional to the volume form of the
transverse (n+1)-dimensional sphere. Reducing over the sphere of fixed radius (Freund–Rubin
compactification) gives
S ∝
∫
dp+2x
√−gL
[
e−(
D
2
−1) a
n
φ
(
RL +
(
−1
2
+ (D − 2)(D − 1) a
2
4n2
)
(∂φ)2
)
+
4n2 + 2n(2−Nn)
(2− nN)2 e
−(D
2
−1) a
n
φ
]
, (6.31)
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where now the contractions are with respect to the (p + 2)-dimensional metric gL. The
proportionality factor is basically the volume of the transverse sphere over which we reduced
the theory. We will continue omitting such volume factors in the reductions below. The
metric is given by
ds2L =
1
ρ2
(
ρ−
2n
2−nN (dx+)2 + dρ2 + 2dx+dx− + d~x2
)
. (6.32)
One can now go to the Einstein frame by performing a redefinition of the metric of the
(p + 2)-dimensional theory given by equation (6.32),
ds2L = e
(D−2)a
np
φ
dsˆ2E . (6.33)
The corresponding action takes the form
S ∝
∫
dp+2x
√
−gˆE
[
RˆE − (D − 2)
2pn2N
(2− nN + 2n)(∂φ)2
+
4n2 + 2n(2− nN)
(2− nN)2 e
(D−2)a
np
φ
]
, (6.34)
and the metric is given by
dsˆ2E = ρ
(D−2)Na2
p(2−nN)
−2
(
ρ−
2n
2−nN (dx+)2 + dρ2 + 2dx+dx− + d~x2
)
. (6.35)
This is conformal to a Schro¨dinger metric. Note that
(D − 2)Na2
2(2 − nN) = p+ 1 +
2n
2− nN . (6.36)
Now, we are in position to perform a Kaluza-Klein reduction to go to a (p+1)-dimensional
theory and obtain the sought-after hyperscaling violating Lifshitz space-times. The reduction
is done along the x+ direction. The Kaluza-Klein decomposition ansatz in the Einstein frame
is
dsˆ2E = e
1
(p−1)p
ϕ
ds2E + e
−
1
p
ϕ(dx+ +Aµdx
µ)2 . (6.37)
Note that one must have p ≥ 2 and thus the Kaluza-Klein field strength can never be space
filling.
The action can be written as
S ∝
∫
dp+1x
√−gE
[
R− 1
4(p − 1)p (∂ϕ)
2 − (D − 2)
2pn2N
(2− nN + 2n)(∂φ)2
−1
4
e
−
1
(p−1)
ϕ
F 2 +
4n2 + 2n(2− nN)
(2− nN)2 e
(D−2)a
np
φ+ 1
(p−1)p
ϕ
]
. (6.38)
We end up with a theory containing four dynamical fields, gµν , φ, ϕ and Aµ. The action has
two kinetic dilaton terms, two Liouville potentials and a Maxwell gauge field.
The Kaluza-Klein scalar is
ϕ =
(
−2 + 2n p− 2
2− nN
)
log ρ , (6.39)
while the metric is
ds2E = ρ
2
p−1
2+n−nN
2−nN
(
−ρ 2n2−nN (dx−)2 + dρ2 + d~x2
)
, (6.40)
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and the KK vector is
A = ρ 2n2−nN dx− . (6.41)
We want to compare the metric to the space-time with Lifshitz scaling and hyperscaling
violation parameters of the form
ds2 = ρ
−2
(
1− θ
p−1
) (
−ρ−2(z−1)(dx−)2 + dρ2 + d~x2
)
. (6.42)
One therefore finds the following values for z and θ:
z = 1 +
n
nN − 2 , (6.43)
θ = p− n
nN − 2 . (6.44)
These values are related by
z + θ = p+ 1 , (6.45)
where p + 1 is the dimensionality of the final space-time (6.42). We note that the sum z + θ
is independent of n, so as far as this relation is concerned the ‘memory’ of the dimensionality
n+ p+ 3 of the initial space-time is lost.
An important question is whether the null energy condition is respected in the space-
time (6.42), which is required if the dual field theory is physically sensible. The null energy
condition demands that [24]
(d− θ)(d(z − 1)− θ) ≥ 0 , (6.46)
(z − 1)(d + z − θ) ≥ 0 , (6.47)
where d = p−1. Using our expression (6.45), we can see that these inequalities correspond to
p(z − 2)2 ≥ 0, (6.48)
2(z − 1)2 ≥ 0, (6.49)
respectively, and therefore always hold. This is not surprising since the null energy condition
is satisfied in the higher-dimensional spacetime, before the reduction. The relation (6.45) tells
us that the pure Lifshitz case (θ = 0) is obtained when z = p + 1. Our procedure requires
p ≥ 2, and thus z ≥ 3. In particular, AdS space-time (z = 1) is not allowed.
6.3 Gravitational wave on two intersecting branes
In this subsection, we consider the case of intersecting branes each acting as an electric source
for a (qI+2)-form field strength FqI+2. We want to relate the brane intersecting configurations
to hyperscaling violating metrics by performing successive reductions on them. The final
configuration will consist of the time direction and the directions for which all the branes
intersect. For simplicity we restrict the analysis to two intersecting branes, so that the label I
only assumes the two values 1 and 2. The analysis is straightforward to generalize to multiple
intersecting branes that do not have any additional intersections among the branes. The two
electrically charged branes have q1 and q2 spatial directions, respectively. The dimensionality
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of the intersection is denoted q¯ = q1 ∩ q2. For two intersecting branes the total number of
brane directions is,
p = q1 + q2 − q¯ . (6.50)
The metric will then take the form,
ds2 = H−α11 H
−α2
2 (−dt2 + d~y2[q¯]) +
+H−α11 H
β2
2 (d~y
2
[1]) +H
β1
1 H
−α2
2 (d~y
2
[2])
+Hβ11 H
β2
2 (dr
2 + r2dΩ2n+1), (6.51)
where ~y[q¯] denote the q¯-directions where the two branes intersect, and ~y[1], ~y[2] are the (q1− q¯)
and (q2 − q¯) directions of the branes, respectively. The coefficients are given by,
α1 = 2
(D − q1 − 3)
∆1
, α2 = 2
(D − q2 − 3)
∆2
, (6.52)
β1 = 2
(q1 + 1)
∆1
, β2 = 2
(q2 + 1)
∆2
. (6.53)
In order to ensure having a null direction after adding a wave, one must at least have an
intersection of dimension q¯ ≥ 1. One can add a gravitational wave in the same way as in
Subsection 6.2, leading to
ds2 = H−α11 H
−α2
2 (2dx
+dx− +G(r)(dx+)2 + d~x2)
+H−α11 H
β2
2 (d~y
2
[1]) +H
β1
1 H
−α2
2 (d~y
2
[2])
+Hβ11 H
β2
2 (dr
2 + r2dΩ2n+1), (6.54)
In the following, we take r0I = 1 (see equation (6.8)), such that HI = r
−n for all I, and
G(r) = r−n. Then the near horizon r ≈ 0 limit of the intersecting branes can be written as
ds2 = r2−nB
(
rnN−2
(
2dx+dx− + r−n(dx+)2 + d~x2 + r−nNdr2
)
+
∑
I
rnγI−2(d~y[I])
2 + dΩ2n+1
)
, (6.55)
where we have defined
A =
∑
I
αI , B =
∑
I
βI , N =
∑
I
γI , γI = αI + βI . (6.56)
This overlaps with the case of a single brane given by equation (6.20), except that now we
have additional orthogonal brane directions. In order to connect with the canonical form
of the hyperscaling violating metrics, we define, similarly to the previous subsection, a new
radial coordinate ρ via
r = kρ
2
2−nN , k =
(
2− nN
2
) 2
2−nB
, (6.57)
x+ = k
1−A
2 nx+
′
, (6.58)
x− = k−
1+A
2 nx−
′
, (6.59)
~x = k−
n
2A~x′ , (6.60)
~y[I] = k
−
n
2 (γI−B)~x′[I] . (6.61)
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With this transformation one finds (dropping the prime on the rescaled coordinates),
ds2 = ρ
2(2−Bn)
2−nN
(
1
ρ2
[
ρ−
2n
2−nN (dx+)2 + dρ2 + 2dx+dx− + d~x2
]
∑
I
ρ
2(nγI−2)
2−nN d~x2[I] +
(
2− nN
2
)2
dΩ2n+1
)
, (6.62)
φ = α log ρ, α =
2n(D − 2)
nN − 2
∑
I
aI
∆I
, (6.63)
Fx+x−i2···iqI ρ = εi2···iqI
√
2(D − 2)
∆I
(
2
2− nN
)
ρ
nN+2(n−1)
2−nN , (6.64)
where we used that the action (6.1) is invariant under φ→ φ+ c and BqI+1 → e−aIc/2BqI+1
with c = n(D − 2)∑I aI∆I log k. In the components of the field strength Fx+x−i2···iqI ρ the
indices i2, etc. are such that x
i2 = (~x, ~x[I]).
We now outline the reduction procedure that we have gone through and refer to Appendix
B for the details. First, we do a redefinition of the metric in order to remove the conformal
factor of the transverse sphere followed by a Freund-Rubin compactification. Second, for
each brane I, we change the frame to remove the conformal factor in front of the orthogonal
qI -brane directions, and compactify on the (qI − q¯)-directions. Finally, we go back to the
Einstein frame, where the theory is now (qI + 2)-dimensional, and perform a Kaluza-Klein
reduction to obtain a (qI + 1)-dimensional theory.
It is now possible to read off the dynamical critical exponent z and the hyperscaling
violation exponent θ by relating the metric given in equation (B.54) to the canonical form
ds2 = ρ
−2
(
1− θ
q¯−1
) (
−ρ−2(z−1)(dx−)2 + dρ2 + d~x2
)
. (6.65)
One finds the same structure appearing as in the single brane case,
z = 1 +
n
nN − 2 , (6.66)
θ = q¯ − n
nN − 2 . (6.67)
The relation between the exponents is
z + θ = q¯ + 1 . (6.68)
One could expect that the same structure will appear for multiple intersecting branes that
do not have additional intersections among them. It would be interesting to investigate cases
with more complicated intersections.
6.4 Waves sourced by fluxes on an extremal brane
Instead of using the second gauge field to charge a second brane as discussed in the previous
section, we can also use it as a source for the wave that we add to the single brane.
We would like to do this in a way that only affects the x+x+ component of the Einstein
equation and nothing else, just like with the gravitational wave considered above. This puts
severe restrictions on the second field strength that we now discuss.
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For definiteness we assume in the following that we have a p-brane (with charge sourced
by Fp+2) and the second field strength is denoted by Fq+2. Then we require
(Fq+2)
µ
µ2···µq+2(Fq+2)
νµ2···µq+2 ∝ δµ
x+
δνx+ (6.69)
so that the corresponding stress tensor only has a non-zero x+x+ component acting as an
extra source in the x+x+ component of the equations of motion for the metric. In particular
since gx
+x+ = 0 this means that F 2q+2 = 0, so this is a null-flux. First we observe that this
condition implies that Fx−µ2···µq+2 = 0. We furthermore impose the symmetries LKFq+2 = 0
for the Killing vectors K corresponding to translations {∂x+ , ∂x− , ∂i} (i = 2, . . . , p) along the
world volume of the p-brane, as well as the rotations {xi∂j − xj∂i} in the (p− 1)-dimensional
subspace of the world-volume transverse to the light-cone directions (x+, x−). This implies
that only the following components can be non-zero
Fx+2···pαp+2···αq+2 , Fx+α2···αq+2 (6.70)
where the indices labelled with α correspond to angular directions of the internal space.
We now make use of the equation of motion of the field strength d(⋆e−2a¯φFq+2) = 0 and
assume that the internal space (which we take to be of dimension n+1) is an Einstein space.
One finds that the field strengths in (6.70) should be proportional to the volume form on
the corresponding cycles in the internal space. This means that the internal space Mn+1
has an m-cycle, and depending on which case we are in, the m-cycle should of dimension
q − p + 1 or q + 1. The r-dependence on the right hand side of (6.69) will turn out to be
just a power law. We leave a detailed analysis of the resulting solutions to future work, but it
should be clear that this construction enables new phases and a modification of the relation
(6.44) in parameter space. The construction described above includes and generalizes the one
considered in Ref. [26].
7 Discussion
In this work, we have analyzed in detail several approaches to the construction of hyperscaling-
violating Lifshitz (hvLif) space-times, which have attracted a lot of interest in the context of
applications of the holographic correspondence to condensed matter systems.
We had two main goals. One was to obtain explicit models allowing for hvLif space-times
with special scaling exponents, in particular for θ = 1 and z = 3/2 (for dual theories in d = 2
spatial dimensions), which are particularly interesting from the point of view of applications
to condensed matter. In Section 2, we considered the EPD model with a dilaton and a massive
vector which allows for such solutions. We also studied linearized perturbations in that model,
and used that to construct the natural probe fields to put on a hvLif space-time. We showed
that these probes satisfy a generalized BF bound. It would be interesting to explore these
probes further, e.g. by computing their two-point functions.
The other main goal was to generalize the different methods of obtaining hvLif space-
times in the literature. The approaches studied in this paper fall into three categories. The
first category is a dilaton extension of the massive vector model used for Lifshitz space-
times, the second category goes via the observation that hvLif space-times can be uplifted
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to Schro¨dinger space-times for well chosen θ and z parameters (and more generally to scale
covariant Schro¨dinger space-times) and finally the last approach is based on the observation
that the Schro¨dinger picture leads to a waves on branes perspective. Our aim was to present
a number of motivated examples whose study could be the start of a survey of the “hvLif-
landscape” in supergravity-like models. It would of course be very interesting and important
to know exactly how we can find real supergravity embeddings for hvLif space-times for large
ranges of θ and z values.
The model considered in Sections 2 and 3 (and generalized in Section 4) has hvLif solutions
with the interesting property that the violation of hyperscaling can be chosen to be tied with
the running of the dilaton. More explicitly we can construct solutions where the dilaton
profile φ = φ0+α log r is such that α goes to zero as θ goes to zero (and similarly for the non-
invariance of the 1-form A under Lifshitz rescalings). This requirement selects the EPD model
as the preferred model as opposed to the EMD model where this does not hold. The advantage
of the EMD model is however that it is possible to construct analytic black hole solutions
whereas this may prove to be hard for the EPD model as this has been proven difficult for
Lifshitz black hole solutions of the massive vector model. It would be very advantageous to
get better analytic control over black brane/hole solutions of theories with massive vector
fields as these are needed for many holographic applications6 along with their embedding into
(gauged) supergravity. Another attractive feature of the EPD model in contrast to the EMD
model is that it can account for all values of θ and z including the case θ = 1 and z = 3/2,
which is not a solution of the EMD model.
We recall that hvLif space-times have pathological IR and UV limits for generic scaling
exponents θ and z, as discussed in the Introduction. The special case with exponents θ = 1
and z = 3/2 possesses both pathologies: the curvature invariants diverge in the UV (since
θ > 0); in the IR, while the metric is regular, the dilaton runs logarithmically. As stressed in
[24], the hvLif space-time should be an effective description for intermediate scales, not too
close to the IR or to the UV. One interesting extension of our work would be to construct
an explicit interpolating solution, where our hvLif solutions are provided with a regular IR
geometry (such as AdS2×R2) and a regular UV geometry which can be used for holographic
computations (such as AdS4 or a Lifshitz space-time). We have already studied in Section
4 a model that should at least allow for a UV completion. However, we point out that, in
principle, one should be able to use holography without such explicit completions, in the
spirit of effective field theories. This extension of the holographic dictionary would be crucial
not only for practical applications, but also for developing a deeper understanding of the
holographic correspondence.
Acknowledgements
We thank Wissam Chemissany and Blaise Goute´raux for useful discussions. The work of JH
and NO is supported in part by the Danish National Research Foundation project “Black
holes and their role in quantum gravity”.
6See e.g. Refs. [58, 59, 60, 61] for Lifshitz black holes, [62, 63, 64] for hyperscaling violating Lifshitz black
holes and [21, 20, 65, 66] for other interesting black brane solutions in gauged supergravity.
38
A Linearized equations
In this appendix, we present lists of equations used in Section 3.1, when analyzing perturba-
tions of the hvLif background (2.68)–(2.73) for general z and θ.
A.1 List of equations of motion
We list here the linearized radial equations of motion in radial gauge, using the parametrization
(3.1)–(3.3), except that we now use aµ, which is related to a˜µ through a˜µ = A¯tr
zaµ. We start
with (3.9),
0 = −r2z∂2t ϕ+ r2∂2rϕ+ (θ − z − 1)r∂rϕ+ r2(∂2xϕ+ ∂2yϕ) +
x
2
r∂rh
− [(z − 2)(z − 1)ab− 2(z − 1)za2 − θ(θ − z − 2)]ϕ
+
[
1
2
(z − 1)(θ − 4)b− (z − 1)za
]
htt − 2a(z − 1)rz+1(∂rat − ∂tar)
−b(z − 1)(θ − 4)rzat . (A.1)
The t component of (3.8) gives
0 = κar∂rϕ+ (b− a)κ (2− θ − κ+ z)ϕ− rz+2∂2rat + rz+2∂r∂tar
+(θ − 1 + κ) rz+1∂tar − (z − 1 + θ)rz+1∂rat − z(θ − 2)rzat
−rz+2∂xfxt − rz+2∂yfyt − κr∂rhtt + 1
2
κr∂rh . (A.2)
For the r component of (3.8) we find
0 = −κarz∂tϕ− r2z+1∂2t ar + r3(∂2xar + ∂2yar)− κ (2− θ − κ+ z) rar
+r2z+1∂t∂rat + (z − κ)r2z∂tat − r3∂x∂rax − r3∂y∂ray + κrz∂ahat − κ
2
rz∂th . (A.3)
For the x component of (3.8) we find
0 = r3(∂2rax − ∂r∂xar) + (θ − z + 1)r2∂rax − (θ − 2z + 1 + κ) r2∂xar
+(bx(z − 1) + z(θ − 2)) rax − r2z+1∂tftx − r3∂yfxy − κrz∂rhxt . (A.4)
For the y component of (3.8) we find
0 = r3(∂2ray − ∂r∂yar) + (θ − z + 1)r2∂ray − (θ − 2z + 1 + κ) r2∂yar
+ [2(z − 1)κ + z(θ − 2z)] ray − r2z+1∂tfty + r3∂xfxy − κrz∂rhyt . (A.5)
The tt component of the Einstein equations is
0 = (z − 1)(2θ − 2z − 4 + κ)htt − 1
2
(3θ − 4z − 2)r∂rhtt − 1
2
(θ − 2z)r∂r (hxx + hyy)
−r2 (∂2yhtt + ∂2xhtt + ∂2rhtt)− 2r2z (∂t∂yhyt + ∂t∂xhxt) + r2z∂2t (hxx + hyy)
+2(z − 1)(4 + z − 2θ − κ)rzat + 2(z − 1)rz+1(∂tar − ∂rat)
+ [(θ − 2− z) [b(θ − 2z)− a(θ − 2)]− (z − 1)bκ]ϕ . (A.6)
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The tr component of the Einstein equations is
0 = −2(z − 1)rz (∂yhyt + ∂xhxt) + (z − 1)rz∂t (hxx + hyy)− rz+1 (∂r∂yhyt + ∂r∂xhxt)
+rz+1∂r∂t (h
x
x + h
y
y) + xr
z∂tϕ+ 2(z − 1)(2 − θ + z − κ)rar . (A.7)
The tx component of the Einstein equations is
0 = (θ + z − 3)rz∂rhxt + rz+1∂2yhxt − rz+1∂x∂yhyt + rz+1∂2rhxt − rz+1∂t∂yhxy
+rz+1∂t∂xh
y
y − 2(z − 1)(θ − 2)rax + 2(z − 1)r2 (∂xar − ∂rax) . (A.8)
The ty component of the Einstein equations is
0 = (θ + z − 3)rz∂rhyt + rz+1∂2xhyt − rz+1∂x∂yhxt + rz+1∂2rhyt − rz+1∂t∂xhxy
+rz+1∂t∂yh
x
x − 2(z − 1)(θ − 2)ray + 2(z − 1)r2 (∂yar − ∂ray) . (A.9)
The rr component of the Einstein equations is
0 = r2∂2rh+
1
2
(θ − 2)r∂rh− 2(z − 1)r∂rhtt + 2xr∂rϕ− θ
x
V0ϕ− κa(z − 1)ϕ
−(z − 1)bxrzat + 2(z − 1)rz+1 (∂rat − ∂tar) + κ(z − 1)htt . (A.10)
The rx component of the Einstein equations is
0 = −(z − 1)r∂xhtt − r2∂r∂yhxy + r2∂r∂xhtt + r2∂r∂xhyy + r2z∂r∂thxt + xr∂xϕ
+2(z − 1)rz+1fxt . (A.11)
The ry component of the Einstein equations is
0 = −(z − 1)r∂yhtt − r2∂r∂xhxy + r2∂r∂yhtt + r2∂r∂yhxx + r2z∂r∂thyt + xr∂yϕ
+2(z − 1)rz+1fyt . (A.12)
The xx component of the Einstein equations is
0 =
1
2
(θ − 2)r∂rhtt + 1
2
(3θ − 2z − 4)r∂rhxx + 1
2
(θ − 2)r∂rhyy + r2∂2yhxx − 2r2∂x∂yhxy
+r2∂2xh
t
t + r
2∂2xh
y
y + r
2∂2rh
x
x + 2r
2z∂t∂xh
x
t − r2z∂2t hxx − (z − 1)κhtt
+ [(b− a)V0 + (z − 1)κa]ϕ− 2(z − 1)(z − κ)rzat − 2(z − 1)rz+1 (∂rat − ∂tar) .(A.13)
The xy component of the Einstein equations is
0 = (θ − z − 1)r∂rhxy + r2∂x∂yhtt + r2∂2rhxy + r2z∂t∂yhxt + r2z∂t∂xhyt − r2z∂2t hxy .(A.14)
The yy component of the Einstein equations is
0 =
1
2
(θ − 2)r∂rhtt + 1
2
(3θ − 2z − 4)r∂rhyy + 1
2
(θ − 2)r∂rhxx + r2∂2xhyy − 2r2∂x∂yhxy
+r2∂2yh
t
t + r
2∂2yh
x
x + r
2∂2rh
y
y + 2r
2z∂t∂yh
y
t − r2z∂2t hyy − (z − 1)κhtt
+ [(b− a)V0 + (z − 1)κa]ϕ− 2(z − 1)(z − κ)rzat − 2(z − 1)rz+1 (∂rat − ∂tar) .(A.15)
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There are 15 equations and 11 unknowns. Note that the gauge freedom is still not completely
fixed, so some perturbations could still be pure gauge. These equations are all invariant under
r → λr, t→ λzt, ~x→ λ~x with the fields transforming as
hij → hij , (A.16)
htt → htt , (A.17)
hti → λz−1hti , (A.18)
hit → λ−z+1hit , (A.19)
ar → λ−1ar , (A.20)
at → λ−zat , (A.21)
ai → λ−1ai , (A.22)
ϕ → ϕ . (A.23)
A.2 List of matrix components
We list here the components of the matrix (3.54):
M 14 = −
1
2α2(z − 1)(−θ + z + 1)
[
α6 + α4
(−2 (θ2 + θ − 3)+ 3z2 + 3z)
+θα2
(
θ3 + 7θ2 − 24θ + 6z3 − 8(θ − 1)z2 + (θ2 − 12θ + 18) z + 16)
+2θ2(−θ + z + 1)2 (−2θ + 2z2 − θz + 4) ] , (A.24)
M 24 =
1
α(1 + z − θ)
[
− α4 + α2 (4θ − 3z2 + (2θ − 3)z − 6)
+θ
(
θ3 − 7θ2 + 14θ − 2z3 + 4(θ − 1)z2 + (−3θ2 + 10θ − 10) z − 8) ] , (A.25)
M 34 = −
1
2
M 24 , (A.26)
M 44 =
1
2(1 + z − θ)
[
α2 + 2
(
θ2 − 3θ + z2 + (3− 2θ)z + 2) ] , (A.27)
M 54 =
1
α(1 + z − θ)
[
α2(−2θ + 3z + 1) + 2θ(−θ + z + 1)2
]
, (A.28)
M 64 =
1
2(1 + z − θ)
[
α(1 − z)
]
, (A.29)
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M 15 =
1
4α(z − 1)2(1 + z − θ)
[
α6 + α4
(−4θ2 + 5θ + 3z2 + (3θ − 5)z + 2)
+α2
(
θ
(
5θ3 − 13θ2 + 2θ + 8)+ 2z4 + 8(θ − 1)z3 + (−7θ2 − 2θ + 10) z2
− (7θ3 − 25θ2 + 14θ + 4) z)+ 2θ(− (θ − 2)2θ (θ2 − 1) + 2z5 − 6z4
+
(−5θ2 + 12θ + 2) z3 + 2 (θ3 + θ2 − 8θ + 3) z2
+
(
2θ4 − 11θ3 + 15θ2 − 4) z)] , (A.30)
M 25 =
1
2(z − 1)(1 + z − θ)
[
(θ − 2)2θ(θ + 1) + α4 + α2 (−2θ2 + 3θ + 3z2 + (θ − 5)z + 2)
+2z4 + 2(θ − 4)z3 + (−3θ2 + 2θ + 10) z2 − (θ3 − 7θ2 + 8θ + 4) z] , (A.31)
M 35 = −
1
2
M 25 , (A.32)
M 45 =
1
4α(z − 1)2(1 + z − θ)
[
α4(−2θ + z + 3) + 2θ(−θ + z + 1)2 (−(θ − 2)θ + 2z2 − 2z)
+α2
(
θ
(
4θ2 − 11θ + 8)+ 2z3 − 2(θ − 2)z2 + (−5θ2 + 10θ − 6) z) ] , (A.33)
M 55 = −
1
2(1 + z − θ)
[
α2 + (θ − 2)(−3θ + 4z + 2)
]
, (A.34)
M 65 = −
1
4(z − 1)(1 + z − θ)
[
(−2θ + z + 3) (−(θ − 2)θ + α2 + 2z2 − 2z) ] ,
M 16 =
1
2α(1 + z − θ)
[
α4 + α2
(−6θ + 4z2 − 3(θ − 2)z + 8)
+2θ
(
2
(
θ2 − 3θ + 2)+ 2z3 + (2− 3θ)z2 + (θ2 − 3θ + 4) z) ] , (A.35)
M 26 =
1
1 + z − θ
[
(z − 1) (2(θ − 2)2 + α2 + 4z2 + (6− 5θ)z) ] , (A.36)
M 36 = −
1
2
M 26 , (A.37)
M 46 =
1
2(1 + z − θ)
[
α(θ − 2z)
]
, (A.38)
M 56 = −
1
2(1 + z − θ)
[
(z − 1)(−3θ + 4z + 2)
]
, (A.39)
M 66 =
1
2(1 + z − θ)
[
2θ2 − 5θ + 4z2 + (4− 5θ)z + 4
]
. (A.40)
B Details on intersecting branes
In this section we provide the details for the successive reduction procedure performed on the
configuration given by equations (6.62)-(6.64).
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The first step is to go to the dual frame where we will apply the Freund-Rubin compacti-
fication on the transverse sphere. The redefinition of the metric is
ds2 = eω0φds2DF , (B.1)
for which one has
ω0 =
1
α
2(2−Bn)
2− nN = −
2− nB
n(D − 2)
(∑
I
aI
∆I
)
−1
, (B.2)
where α is defined in equation (6.63). The metric in the dual frame is
ds2DF =
1
ρ2
[
ρ−
2n
2−nN (dx+)2 + dρ2 + 2dx+dx− + d~x2
]
+
∑
I
ρ
2(nγI−2)
2−nN d~x2[I] +
(
2− nN
2
)2
dΩ2n+1 , (B.3)
and the action takes the form
S =
∫
dDx
√−gDF
[
e(
D
2
−1)ω0φ
(
RDF +
(
−1
2
+
(D − 2)(D − 1)
4
ω20
)
(∂φ)2
)
−
∑
I
1
2(qI + 2)!
e((
D
2
−(qI+2))ω0+aI)φF 2qI+2
]
. (B.4)
Here RDF is the Ricci scalar of the dual frame metric and the implicit metric is gDF. We can
now reduce over the sphere of fixed radius leading to a theory in p+2 dimensions with action
S =
∫
dp+2x
√−gL
[
e(
D
2
−1)ω0φ
(
RL +
(
−1
2
+
(D − 2)(D − 1)
4
ω20
)
(∂φ)2 +
4n(n+ 1)
(2− nN)2
)
−
∑
I
1
2(qI + 2)!
e((
D
2
−(qI+2))ω0+aI)φF 2qI+2
]
, (B.5)
where the contractions are with respect to the metric gL,
ds2L =
1
ρ2
[
ρ−
2n
2−nN (dx+)2 + dρ2 + 2dx+dx− + d~x2
]
+
∑
I
ρ
2(nγI−2)
2−nN d~x2[I] . (B.6)
The next step is to perform successive reductions over the orthogonal directions of the
branes in the configuration. We define the constants
d0 = p+ 2 = q1 + q2 − q¯ + 2 , (B.7)
d1 = d0 − q1 + q¯ = q2 + 2 , (B.8)
d2 = d1 − q2 + q¯ = q¯ + 2 , (B.9)
which is the dimensionality of the theory at each step of the reduction chain. Also, in the
following it is convenient to define the conformal factor of the orthogonal brane directions
ΩI =
2(nγI − 2)
2− nN . (B.10)
The first frame redefinition is
ds2L = e
ω1φdsˆ2[1], ω1 =
Ω1
α
. (B.11)
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Here Ω1 is the conformal factor of the first set of orthogonal brane directions we want to
reduce on. In this frame, the metric is
dsˆ2[1] = ρ
−Ω1
(
1
ρ2
[
ρ−
2n
2−nN (dx+)2 + dρ2 + 2dx+dx− + d~x2
]
+ ρΩ2d~x2[2]
)
+ d~x2[1] , (B.12)
and the corresponding action is
S =
∫
dd0x
√
−gˆ[1]
[
es1φ
(
Rˆ[1] + sφ(∂φ)
2
)
+ esΩφ
4n(n+ 1)
(2− nN)2
−
∑
I
1
2(qI + 2)!
esFIφF 2qI+2
]
, (B.13)
where contractions are with the hatted d0-dimensional metric gˆ1 and the coefficients are
s1 =
(
D
2
− 1
)
ω0 +
(
d0
2
− 1
)
ω1 , (B.14)
sφ = −1
2
+
(D − 2)(D − 1)
4
ω20 + λ1 , (B.15)
sΩ =
(
D
2
− 1
)
ω0 +
d0
2
ω1 , (B.16)
sFI = aI +
(
D
2
− (qI + 2)
)
ω0 +
(
d0
2
− (qI + 2)
)
ω1 , (B.17)
λ1 = −(d0 − 2)(d0 − 1)
4
ω21 + (d0 + 1)ω1s1 . (B.18)
The reduction over the orthogonal brane directions is now trivial and the action takes the
form
S =
∫
dd1x
√−g[1]
[
es1φ
[
R[1] + sφ(∂φ)
2
]
+ esΩφ
4n(n+ 1)
(2− nN)2
− 1
2(q2 + 2)!
esF2φF 2q2+2 −
1
2(q¯ + 2)!
esF1φF 2q¯+2
]
, (B.19)
where the action now has a (q¯ + 2)-form field strength and the metric is
ds2[1] = ρ
−Ω1
(
1
ρ2
[
ρ−
2n
2−nN (dx+)2 + dρ2 + 2dx+dx− + d~x2
]
+ ρΩ2d~x2[2]
)
. (B.20)
The second frame redefinition will undo the previous one and implement the current one,
ds2[1] = e
ω2φdsˆ2[2], ω2 =
−Ω1 +Ω2
α
, (B.21)
which gives the metric
dsˆ2[2] = ρ
−Ω2 1
ρ2
[
ρ−
2n
2−nN (dx+)2 + dρ2 + 2dx+dx− + d~x2
]
+ d~x2[2] . (B.22)
The action is now given by
S =
∫
dd1x
√
−gˆ[2]
[
es2φ
[
Rˆ[2] + sφ(∂φ)
2
]
+ esΩφ
4n(n+ 1)
(2− nN)2
− 1
2(q¯ + 2)!
esF1φF 2q¯+2 −
1
2(q2 + 2)!
esF2φF 2q2+2
]
, (B.23)
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with the coefficients
s2 =
(
D
2
− 1
)
ω0 +
(
d0
2
− 1
)
ω1 +
(
d1
2
− 1
)
ω2 , (B.24)
sφ = −1
2
+
(D − 2)(D − 1)
4
ω20 + λ1 + λ2 , (B.25)
sΩ =
(
D
2
− 1
)
ω0 +
d0
2
ω1 +
d1
2
ω2 , (B.26)
sF1 = a1 +
(
D
2
− (q1 + 2)
)
ω0 +
(
d0
2
− (q1 + 2)
)
ω1 +
(
d1
2
− (q¯ + 2)
)
ω2 , (B.27)
sF2 = a2 +
(
D
2
− (q2 + 2)
)
ω0 +
2∑
I=1
(
dI−1
2
− (q2 + 2)
)
ωI , (B.28)
λ1 = −(d0 − 2)(d0 − 1)
4
ω21 + (d0 + 1)ω1s1 , (B.29)
λ2 = −(d1 − 2)(d1 − 1)
4
ω22 + (d1 + 1)ω2s2 , (B.30)
s1 =
(
D
2
− 1
)
ω0 +
(
d0
2
− 1
)
ω1 . (B.31)
Again, the reduction over the second set of orthogonal brane directions is now trivial and the
action takes the form
S =
∫
dq¯+2x
√−g[2]
[
es2φ
[
R[2] + sφ(∂φ)
2
]
+ esΩφ
4n(n+ 1)
(2− nN)2
−
∑
I
1
2(q¯ + 2)!
esFIφF 2q¯+2
]
, (B.32)
where the implicit contractions are with respect to the metric g[2]. As mentioned below
equation (6.1) we are suppressing an I label on the field strengths. This means that in the
sum in (B.32) each field strength is different. For our solution we have
ds2[2] = ρ
−Ω2 1
ρ2
[
ρ−
2n
2−nN (dx+)2 + dρ2 + 2dx+dx− + d~x2
]
. (B.33)
This completes the reductions over the orthogonal brane directions and we can now finally go
back to Einstein frame using
ds2[2] = e
ωEφdsˆ2E, ωE =
ΩE
α
. (B.34)
with
ωE = −2
q¯
[(
D
2
− 1
)
ω0 +
(
d0
2
− 1
)
ω1 +
(
d1
2
− 1
)
ω2
]
, (B.35)
= − 2
q¯(2− nN)α [(D − 2) (2−Bn) + (q1 − q¯) (nγ1 − 2) + q2(nγ2 − 2)] . (B.36)
The metric is then given by
dsˆ2E = ρ
−(Ω2+ΩE)
1
ρ2
(
ρ−
2n
2−nN (dx+)2 + 2dx+dx− + dρ2 + d~x2
)
. (B.37)
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All the gauge field strengths in (B.32) are now top-forms. Updualizing them we obtain
S =
∫
dq¯+2x
√
−gˆE
[
RˆE − sφ(∂φ)2 + esΩφ 4n(n + 1)
(2− nN)2
−
∑
I
4(D − 2)
(2− nN)2∆I e
sFIφ
]
, (B.38)
with the coefficients
s1 =
(
D
2
− 1
)
ω0 +
(
d0
2
− 1
)
ω1 , (B.39)
s2 =
(
D
2
− 1
)
ω0 +
(
d0
2
− 1
)
ω1 +
(
d1
2
− 1
)
ω2 , (B.40)
sΩ =
(
D
2
− 1
)
ω0 +
d0
2
ω1 +
d1
2
ω2 +
d2
2
ωE , (B.41)
sφ =
1
2
− (D − 2)(D − 1)
4
ω20 − λ1 − λ2 − λE , (B.42)
sF1 = a1 +
(
D
2
− (q1 + 2)
)
ω0 +
(
d0
2
− (q1 + 2)
)
ω1 (B.43)
+
(
d1
2
− (q¯ + 2)
)
ω2 +
(
d2
2
− (q¯ + 2)
)
ωE + 2b , (B.44)
sF2 = a2 +
(
D
2
− (q2 + 2)
)
ω0 +
2∑
I=1
(
dI−1
2
− (q2 + 2)
)
ωI (B.45)
+
(
d2
2
− (q¯ + 2)
)
ωE + 2b , (B.46)
λ1 = −(d0 − 2)(d0 − 1)
4
ω21 + (d0 + 1)ω1s1 , (B.47)
λ2 = −(d1 − 2)(d1 − 1)
4
ω22 + (d1 + 1)ω2s2 , (B.48)
λE = −(d2 − 2)(d2 − 1)
4
ω2E , (B.49)
b = −
(
q¯ + 1 +
2n
2− nN
)
1
α
. (B.50)
We can now perform the Kaluza-Klein reduction to go to a (q¯ + 1)-dimensional theory. The
reduction is done along the x+ direction. The Kaluza-Klein decomposition ansatz in the
Einstein frame is
dsˆ2E = e
1
(q¯−1)q¯
ϕ
ds2E + e
−
1
q¯
ϕ(dx+ +Aµdx
µ)2 . (B.51)
Note that one must require that q¯ ≥ 2. The action is
S =
∫
dq¯+1x
√−g
[
R− 1
4(q¯ − 1)q¯ (∂ϕ)
2 + sφ(∂φ)
2 + e
sΩφ+
1
(q¯−1)q¯
ϕ 4n(n+ 1)
(2− nN)2
−
∑
I
4(D − 2)
(2− nN)2∆I e
sFIφ+
1
(q¯−1)q¯
ϕ − 1
4
e−
1
q¯−1
ϕF 2
]
, (B.52)
The Kaluza-Klein dilaton is
ϕ = q¯
(
Ω2 +ΩE +
2n
2− nN + 2
)
log ρ , (B.53)
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and the final space-time is q¯ + 1 dimensional with metric,
ds2q¯+1 = ρ
κ
(
−ρ 2n2−nN (dx−)2 + dρ2 + d~x2
)
, (B.54)
where
κ =
q¯
1− q¯ (Ω2 +ΩE + 2) +
1
1− q¯
(
2n
2− nN
)
, (B.55)
and finally the KK vector is
A = ρ 2n2−nN dx− . (B.56)
Using the expressions for Ω2 and ΩE given by (B.10) and (B.34) we find that κ in (B.55)
simplifies, and we arrive at the metric given in (6.65).
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