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Dans cet article, nous adoptons une de´marche a` la fois intuitive et modulaire afin de re´soudre de manie`re auto-
stabilisante le proble`me de la K-parmi-L exclusion dans un anneau unidirectionnel enracine´. Cette de´marche nous permet
d’obtenir un protocole e´le´gant, plus simple que les solutions pre´ce´dentes, sans pour autant de´te´riorer l’efficacite´.
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1 Introduction
Le proble`me de base d’allocation de ressources est la gestion de ressources concurrentes, comme une im-
primante ou une variable partage´e. L’usage de telles ressources par un agent affecte leur disponibilite´ pour
les autres utilisateurs. Dans les deux cas pre´cite´s, un agent au maximum doit avoir acce`s simultane´ment
a` la ressource via une section critique du code. Les protocoles associe´s doivent donc garantir la pro-
prie´te´ d’exclusion mutuelle : la section critique ne peut eˆtre exe´cute´e que par un processeur a` la fois. La
L-exclusion est une ge´ne´ralisation de cette proprie´te´ ou` L processeurs peuvent exe´cuter la section critique
simultane´ment. Un nombre L d’unite´s d’une meˆme ressource (par exemple, un pool d’adresses IP) peuvent
ainsi eˆtre alloue´es. Ce mode`le peut encore eˆtre ge´ne´ralise´ pour conside´rer des demandes dont le couˆt est
variable (par exemple, de la bande passante pour du streaming audio ou vide´o). La K-parmi-L exclusion
permet de ge´rer des demandes qui utilisent jusqu’a` K unite´s d’une meˆme ressource simultane´ment (avec
1≤ K≤ L). Tout protocole de K-parmi-L exclusion ve´rifie les trois proprie´te´s suivantes :
- suˆrete´ : Chaque unite´ de la ressource partage´e peut eˆtre utilise´e par au plus un processeur a` la fois et
au plus L unite´s peuvent eˆtre utilise´es simultane´ment.
- vivacite´ : Toute demande d’au plus K unite´s doit eˆtre satisfaite en un temps fini.
- efficacite´ : Le plus grand nombre possible de demandes doit eˆtre satisfait simultane´ment.
Travaux pre´ce´dents. Deux types d’approches sont ge´ne´ralement utilise´s pour re´soudre les proble`mes
d’allocation de ressources : les protocoles a` permissions et les circulations de jetons. Des me´canismes de
permissions sont notamment utilise´s dans [Ray91]. Deux protocoles (auto-stabilisants) de K-parmi-L exclu-
sion sont propose´s dans [DHV03b, DHV03a]. Ils fonctionnent dans un anneau unidirectionnel enracine´ et
utilisent une circulation de jetons.
Contributions. La contribution de cet article est double. D’une part, nous proposons un protocole de
K-parmi-L exclusion fonctionnant dans un anneau unidirectionnel enracine´. Ce protocole est auto-stabili-
sant [Dij74] : confronte´ a` une pe´riode de pannes transitoires susceptibles de modifier arbitrairement l’e´tat
des composants du re´seau (me´moire des processeurs, contenu des messages. . .), il retrouve de lui-meˆme
et en un temps fini un comportement normal apre`s que les pannes ont cesse´. Le temps de stabilisation de
notre protocole est meilleur que ceux des deux solutions pre´ce´dentes : il stabilise en 4n rondes‡ alors que
les autres solutions de la litte´rature stabilisent en 8n rondes [DHV03b] et 5n rondes [DHV03a].
†Par manque de place, nous ne pre´sentons pas la preuve formelle du protocole pre´sente´ dans cet article. Cette preuve est disponible
en ligne (http://www.lri.fr/∼devismes/rapports/klexclu.pdf).
‡ Une ronde correspond au temps ne´cessaire pour que le processeur le plus lent agisse. Chaque action comporte trois e´tapes atomiques :
(1) les messages pre´sents dans les canaux sont rec¸us, (2) le processeur change son e´tat et (3) envoie des messages si ne´cessaire.
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D’autre part, notre me´thodologie nous permet d’obtenir une solution e´le´gante, plus simple que les solu-
tions pre´ce´dentes : nous pre´sentons le protocole de manie`re intuitive et modulaire en pre´sentant se´pare´ment
un algorithme qui attribue l’usage des ressources de manie`re a` assurer une K-parmi-L exclusion non auto-
stabilisante, et un module d’auto-stabilisation pour ge´rer les pannes transitoires.
2 Le protocole
Dans la suite, n repre´sente la taille de l’anneau et nous nume´rotons les processeurs de 0 a` n− 1. Cette
nume´rotation est utilise´e uniquement pour faciliter la pre´sentation. Chaque processeur i connaıˆt son pre´de´-
cesseur i−1 (modn) et son successeur i+1 (modn) dans l’anneau. De plus, nous distinguons un proces-
seur particulier, le processeur 0, comme la racine du re´seau. Chaque processeur peut envoyer des messages
a` son successeur et en recevoir par son pre´de´cesseur. Les liens de communication sont suppose´s FIFO,
fiables (apre`s la fin des pannes transitoires) et a` capacite´ borne´e (Cmax e´tant la capacite´ maximale).
Une solution simple non auto-stabilisante. Le principe de base de notre protocole est de faire circuler L
jetons ressource dans le re´seau : le processeur i rec¸oit des jetons de son pre´de´cesseur (i−1) et en envoie a`
son successeur (i+ 1). Les demandes sont repre´sente´es par les variables Need : si le processeur i a besoin
de j unite´s de ressource, Needi est e´gal a` j. Pour chaque processeur, il y a e´galement une seconde variable
(Cnt), qui compte les jetons « re´serve´s ». Tant que Cnti est infe´rieur a` Needi, le processeur i collecte les
jetons qu’il rec¸oit en incre´mentant Cnti. Lorsque Cnti = Needi, il entre en section critique. Une fois que
la section critique est termine´e, le processeur i envoie les jetons qu’il de´tient a` son successeur, puis remet
a` ze´ro Cnti et Needi. Lorsque le processeur i n’est pas demandeur (quand Cnti = Needi), les jetons rec¸us
sont transmis directement a` son successeur i+1.
Malheureusement, ce protocole est trop simple pour garantir la vivacite´. Dans le cas pre´sente´ dans la
figure 1, il y a cinq processeurs et cinq unite´s de ressource (L = 5) avec des demandes de taille infe´rieure
ou e´gale a` trois (K = 3). Conside´rons le cas ou` chaque jeton est en transit dans un lien diffe´rent et chaque
processeur demande deux jetons (partie gauche de la figure 1). Chaque processeur collecte le jeton prove-
nant de son pre´de´cesseur puis attend un second jeton (partie droite de la figure 1), sans jamais relaˆcher le
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FIG. 1: Cas d’interblocage.
Nous corrigeons ce cas d’interblocage en ajoutant un jeton particulier appele´ jeton pousseur. Ce jeton ne
peut pas eˆtre utilise´ comme une unite´ de ressource par les processeurs. Il circule en permanence dans l’an-
neau et empeˆche un processeur qui n’est pas en section critique de garder des jetons : lorsque le processeur
i rec¸oit le jeton pousseur, s’il posse`de des jetons ressource sans eˆtre en section critique (0 < Cnti < Needi),
il les envoie imme´diatement a` son successeur i+1. Dans tous les cas, il envoie ensuite le jeton pousseur.
Le jeton pousseur empeˆche les cas d’interblocage globaux du syste`me. Cependant, des cas locaux de
famine peuvent encore se produire. La figure 2 pre´sente un cas de famine, pour un protocole de 2-parmi-3
exclusion dans un anneau de trois processeurs. Dans la configuration (a), chaque processeur est demandeur :
les processeurs 0 et 1 demandent un jeton ressource et le processeur 2 en demande deux. Il y a un jeton
ressource dans chaque lien et le jeton pousseur est en transit entre le processeur 2 et le processeur 0 derrie`re
un jeton ressource. Chaque processeur rec¸oit un jeton ressource et le conserve (configuration (b)). Si le
jeton pousseur passe par les processeurs 0 et 1 avant qu’ils aient fini d’exe´cuter leur section critique, on
obtient les configurations (c) puis (d). Le processeur 2 rec¸oit alors le jeton pousseur, qui le force a` relaˆcher
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son unique jeton ressource (configuration (e)). Les processeurs 0 et 1 peuvent alors terminer leur section
critique, relaˆcher leur jeton, puis redevenir demandeurs d’un jeton. On arrive alors a` la configuration ( f )
qui est identique a` la configuration (a). Ce processus peut se re´pe´ter inde´finiment, sans que la demande du
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FIG. 2: Cas de famine (le jeton blanc correspond au jeton pousseur, les jetons noirs sont les jetons ressource).
Pour re´soudre ce proble`me, nous ajoutons un jeton priorite´, qui annule l’effet du jeton pousseur. Comme
ce dernier, il ne peut pas eˆtre utilise´ comme une unite´ de ressource. Les processeurs qui le rec¸oivent le
retransmettent imme´diatement a` leur successeur a` moins qu’ils n’aient une demande insatisfaite. Dans ce
cas, le jeton priorite´ est conserve´ par le processeur jusqu’a` satisfaction de la demande : il ne sera relaˆche´ que
lorsque le processeur entrera en section critique. Un processeur qui posse`de le jeton priorite´ n’est pas tenu
de relaˆcher ses jetons s’il rec¸oit le jeton pousseur : il renvoie uniquement le jeton pousseur a` son successeur.
Avec ces trois types de jetons, nous obtenons un protocole simple mais non auto-stabilisant de K-parmi-L
exclusion. Ci-dessous, nous pre´sentons le module rendant ce protocole auto-stabilisant.
Un re´gulateur auto-stabilisant. Les pannes transitoires peuvent avoir deux types d’effets sur notre pro-
tocole non auto-stabilisant : (1) modifier les demandes et (2) modifier le nombre de jetons.
Le premier cas ne pose pas de proble`me : si un processeur demande plus de K jetons, cela est duˆ a` une
corruption de sa me´moire. Le processeur annule alors cette demande. De meˆme, si sa demande est modifie´e
mais ne de´passe pas K, la perte de suˆrete´ est temporaire : le syste`me retrouvera un fonctionnement normal
une fois ces « mauvaises » demandes traite´es. Ce premier cas se re`gle donc en au plus 1 ronde.
Le deuxie`me cas est plus complexe : il faut ajouter un me´canisme auto-stabilisant permettant de re´guler
le nombre de jetons dans le re´seau. Pour ce faire, nous utilisons le protocole auto-stabilisant de coun-
ter flushing de Varghese [Var00]. Ce protocole converge partant d’une configuration quelconque vers une
configuration ou` un unique jeton privile`ge circule dans le re´seau (ce protocole est pre´sente´ dans la dernie`re
partie de l’article). Nous utilisons le jeton privile`ge comme point de repe`re : entre deux re´ceptions du pri-
vile`ge, le processeur racine compte le nombre de jetons de chaque type (ressource, pousseur et priorite´) et
ajuste ce nombre si celui-ci n’est pas ade´quat.
Conside´rons le proble`me du comptage des jetons ressource (le comptage des autres types de jetons de´rive
de cette me´thode). Lorsque la racine rec¸oit le privile`ge, elle initialise un compteur avec le nombre de jetons
qu’elle de´tient. Ce compteur est ensuite incre´mente´ a` chaque fois que la racine rec¸oit un jeton ressource
jusqu’a` ce que le jeton privile`ge ait fait un tour complet de l’anneau. Lorsque la racine rec¸oit le jeton
privile`ge par son pre´de´cesseur, le privile`ge a fait un tour complet. La racine ajoute alors la valeur de son
compteur de jetons ressource au nombre de jetons ressource « double´s » par le privile`ge, ce nombre e´tant
stocke´ directement sur le jeton privile`ge. Le jeton privile`ge « double» des jetons ressources dans la situation
suivante : lorsqu’un processeur a re´serve´ des jetons ressource et qu’il rec¸oit le jeton privile`ge, il garde ses
jetons ressource mais renvoie le jeton privile`ge. Pour ne pas oublier ces jetons dans le de´compte final, le
processeur met a` jour le champ « nombre de jetons double´s » du jeton privile`ge avant de le renvoyer.
Une fois le protocole de counter flushing stabilise´ (apre`s au plus 2n rondes [Var00]), le bon compte est
connu de la racine apre`s chaque tour complet du jeton privile`ge (n rondes). Trois cas sont alors possibles :
- Le nombre de jetons est correct. Dans ce cas, le syste`me est stabilise´.
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- Le nombre de jetons est insuffisant. Dans ce cas, la racine cre´e les jetons manquants a` la fin du tour
et le syste`me est stabilise´.
- Il y a trop de jetons. Dans ce cas, on re´initialise comple`tement le re´seau. Pour cela, le jeton privile`ge
est marque´ avec un drapeau spe´cial. La racine envoie le jeton privile`ge marque´, supprime ses jetons
re´serve´s ainsi que tous les jetons qu’elle rec¸oit jusqu’au retour du jeton privile`ge. A la re´ception
du jeton privile`ge marque´, les autres processeurs de´truisent leurs jetons re´serve´s. Lorsque le privile`ge
revient a` la racine (n rondes), il n’y a donc plus de jeton dans le re´seau, la racine cre´e alors exactement
L jetons ressource et le syste`me est stabilise´.
En e´tendant cette technique aux autres types de jetons, le syste`me stabilise en au plus 4n rondes (cf. http:
//www.lri.fr/∼devismes/rapports/klexclu.pdf pour la preuve).
Le protocole du jeton privile`ge. Le protocole de counter flushing propose´ par Varghese simule la circula-
tion d’un jeton unique via des messages contenant une variable entie`re. Les processeurs de´cident localement
si un message est valide — c’est-a`-dire qu’il repre´sente effectivement la re´ception du jeton privile`ge — ou
s’il ne l’est pas — auquel cas il est totalement ignore´. Le controˆle local se fait en comparant des valeurs
variant de 0 a` n(Cmax +1)−1. Chaque processeur i posse`de une variableCi. Il envoie pe´riodiquement a` son
successeur des messages contenant cette valeur. Les effets de la re´ception d’un message contenant la valeur
c sont diffe´rents pour la racine et pour les autres processeurs :
- La racine conside`re qu’un message est un jeton privile`ge valide si c =C0. Lorsqu’elle rec¸oit un tel
message elle incre´menteC0 modulo n(Cmax +1).
- Le processeur i 6= 0 conside`re qu’un message est un jeton privile`ge valide si c 6=Ci. Lorsqu’il rec¸oit
un tel message, il donne a`Ci la valeur c.
Ce protocole converge car le domaine des variables Ci est supe´rieur (d’une unite´) au nombre de valeurs
maximales initialement pre´sentes dans le re´seau. La racine ge´ne`re donc en un temps fini une nouvelle valeur
de message. Lorsque cette valeur revient a` la racine apre`s avoir traverse´ tous les processeurs, la racine est
le seul processeur du syste`me a` de´tenir le jeton privile`ge.
3 Conclusion
Nous avons suivi une de´marche intuitive pour construire un protocole auto-stabilisant de K-parmi-L ex-
clusion a` la fois simple et efficace. Nous avons obtenu cette simplicite´ en partant d’une solution naı¨ve : une
circulation de L jetons ressource. Nous avons ensuite ajoute´ deux jetons spe´ciaux — le jeton pousseur et le
jeton priorite´ — pour lever les proble`mes d’interblocages et de famines. Enfin, nous avons compose´ notre
solution non auto-stabilisante avec un module auto-stabilisant re´gulant le nombre de jetons du syste`me per-
mettant ainsi de stabiliser l’ensemble. Le temps de stabilisation de notre solution (au plus 4n rondes) est
meilleur que pour les solutions pre´ce´dentes, ce qui montre que notre approche intuitive est efficace. Cette
me´thodologie peut eˆtre applique´e a` d’autres types de proble`mes. De plus, compose´ avec un protocole auto-
stabilisant de parcours en profondeur, notre protocole peut eˆtre e´tendu aux re´seaux de topologie quelconque.
En effet, le parcours en profondeur permet de construire un anneau virtuel dans un re´seau quelconque.
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