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ABSTRACT
We use cosmological, magnetohydrodynamical simulations of MilkyWay-mass galaxies from
the Auriga project to study their enrichment with rapid neutron capture (r-process) elements.
We implement a variety of enrichment models from both binary neutron star mergers and
rare core-collapse supernovae. We focus on the abundances of (extremely) metal-poor stars,
most of which were formed during the first ∼Gyr of the Universe in external galaxies and
later accreted onto the main galaxy. We find that the majority of metal-poor stars are r-process
enriched in all our enrichment models. Neutron star merger models result in a median r-
process abundance ratio which increases with metallicity, whereas the median trend in rare
core-collapse supernova models is approximately flat. The scatter in r-process abundance
increases for models with longer delay times or lower rates of r-process producing events. Our
results are nearly perfectly converged, in part due to themixing of gas betweenmesh cells in the
simulations. Additionally, differentMilkyWay-mass galaxies show only small variation in their
respective r-process abundance ratios. Current (sparse and potentially biased) observations of
metal-poor stars in the Milky Way seem to prefer rare core-collapse supernovae over neutron
star mergers as the dominant source of r-process elements at low metallicity, but we discuss
possible caveats to our models. Dwarf galaxies which experience a single r-process event early
in their history show highly enhanced r-process abundances at low metallicity, which is seen
both in observations and in our simulations. We also find that the elements produced in a single
event are mixed with ≈ 108 M of gas relatively quickly, distributing the r-process elements
over a large region.
Key words: stars: abundances – stars: neutron – supernovae: general – Galaxy: abundances –
galaxies: dwarf – methods: numerical
1 INTRODUCTION
Observations have revealed sizeable scatter in rapid neutron capture
(r-process) elemental abundances for metal-poor stars, which indi-
cates that these elements are produced in rare objects (e.g. Cowan
et al. 2019, and references therein). Binary neutron star mergers (or
neutron star–black hole mergers) and special types of core-collapse
supernovae, such as magneto-rotational supernovae (e.g. Cameron
2003; Winteler et al. 2012; Mösta et al. 2018; Halevi & Mösta
2018) or collapsars (e.g. MacFadyen & Woosley 1999; Siegel et al.
? E-mail: freeke@astro.cf.ac.uk
2019), are the two main classes of objects considered as r-process
element production sites, which are both considered in this work.
Other possible scenarios include, for example,magnetized neutrino-
driven winds from proto-neutron stars (e.g. Thompson & ud-Doula
2018) and common envelope jet supernovae (e.g. Grichener&Soker
2019).
The first detection of a neutron star merger via gravitational
waves led to the observation of an optical transient (Abbott et al.
2017; Coulter et al. 2017). The colour evolution of this ‘kilonova’
was consistent with being powered by the radioactive decay of
r-process elements, thus providing strong evidence for r-process
element production in neutron star mergers (e.g. Drout et al. 2017;
Pian et al. 2017). Although estimates of the total r-process-rich
© 2020 The Authors
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ejecta mass are high (≈ 0.05M ; Kasen et al. 2017; Cowperthwaite
et al. 2017) and the r-process nucleosynthesis robustly produces a
solar abundance pattern as observed (e.g. Bauswein et al. 2013; Ji
et al. 2016b), it remains unclear whether or not these objects are the
only or even the dominant source of r-process elements (e.g. Côté
et al. 2019; Siegel 2019).
Idealized models of galactic chemical enrichment generally
have difficulties reproducing observations of r-process abundances
in low-metallicity stars via neutron star mergers (e.g. Argast et al.
2004; Matteucci et al. 2014; Wehmeyer et al. 2015). However, such
models do not include the full complexity of large-scale cosmic
gas flows. Powerful outflows, driven by supernovae or supermas-
sive black holes, are frequently observed in galaxies (e.g. Veilleux
et al. 2005; Cicone et al. 2014). Galaxy mergers are also common,
especially in the early Universe, and significantly disturb the gas
and stars in a galaxy. The large-scale flow of gas throughout cos-
mic time is responsible for redistributing heavy elements far from
their birth location and enriching both the entire interstellar medium
(ISM) and the intergalactic medium. These metals can later reac-
crete onto a galaxy in a small-scale or large-scale galactic fountain.
The reaccretion of gas can dominate over the accretion of pristine
gas, especially at low redshift (e.g. van de Voort 2017, and refer-
ences therein). Galactic outflows and galaxy mergers are therefore
in part responsible for setting the elemental abundances with which
subsequent generations of stars form. Without this large-scale mix-
ing known to occur in and around galaxies, a key aspect of galaxy
formation is missing when modelling the metal abundances, which
could give rise to very different results. Excluding processes that
lead to more efficient mixing of heavy elements will especially have
strong effects on the distribution of metals produced in rare events,
such as r-process elements.
Cosmological, (magneto)hydrodynamical simulations include
many of the complex processes involved in galaxy formation and
can thus help study the distribution of r-process elements and their
incorporation into future generations of stars. Previous simulations
that included r-process enrichment through neutron star mergers
have shown that including the full galaxy formation context results
in a better match between simulations and observations (Shen et al.
2015; van de Voort et al. 2015; Naiman et al. 2018; Haynes &
Kobayashi 2019). However, these simulations included r-process
enrichment in post-processing (Shen et al. 2015; Naiman et al.
2018) or they did not include metal mixing (van de Voort et al.
2015; Haynes & Kobayashi 2019), leading to results that were not
converged (van de Voort et al. 2015). Thus, large uncertainties
remain in the resulting r-process abundance ratios.
The deficiencies of previous galaxy formation simulations have
motivated us to revisit the question of where r-process elements
are produced. Advantages of our simulation method are that we
enrich the gas with r-process elements on-the-fly, therefore treating
them in the same way as other elements, and that we use a moving
mesh code, which allows for the exchange of material between
different grid cells, resulting in more realistic mixing of metals
on small scales compared to, for example, particle-based methods.
Furthermore, our fiducial simulation of a Milky Way-mass galaxy
down to z = 0 has the highest resolution of any simulation that
includes r-process enrichment.We explore a range of simple models
for r-process enrichment by neutron star mergers and by rare core-
collapse supernovae and find qualitative differences between the
two sets of models. We also discuss, for the first time, differences
in abundance ratios between different Milky Way-mass galaxies.
In Section 2, we briefly describe the cosmological, magneto-
hydrodynamical zoom-in simulations used and give details of the
chemical enrichment, including various r-process enrichment mod-
els, in Section 2.1. In Section 3, we show the abundance ratios
for our different r-process enrichment models, focusing on differ-
ences between neutron starmergers (Sec. 3.1) and rare core-collapse
supernovae (Sec. 3.2) as the sole source of r-process elements. Con-
vergence is shown and discussed in Section 3.4. We compare our
results to observations in Section 4, focusing on Milky Way stars in
Section 4.1 and an r-process enriched low-mass satellite galaxies in
Section 4.2, where we also explore the mixing of gas and metals.
We compare our results to previous work in Section 5 and discuss
and summarize our work in Section 6.
2 METHOD
This work uses simulations from the Auriga project1 (Grand et al.
2017), which consists of a large number of zoom-in magnetohydro-
dynamical, cosmological simulations of relatively isolated Milky
Way-mass galaxies and their environments. These simulations pro-
duce realistic disc-dominated galaxies with stellar masses, galaxy
sizes, rotation curves, star formation rates, and metallicities in rea-
sonable agreement with observations.
The original suite of 30 haloes in Grand et al. (2017) has
recently been extended by 10 haloes to include slightly lower halo
masses (Grand et al. 2019). Additionally, these new simulations
include neutron capture elements (alongside the usually included
elements H, He, C, N, O, Ne, Mg, Si, Fe) as passive tracers (see
Section 2.1). Of the original suite, 6 galaxies have been rerun with
r-process elements included, which means that we can study 16
different Milky Way-mass galaxies in total. One of the new haloes,
named halo L8, has been run down to z = 0 at very high resolution.
We briefly describe the simulations below, focusing on the high-
resolution simulation, from which we derive our main results. More
details can be found in Grand et al. (2017) and references therein.
The simulations were carried out with the quasi-Lagrangian
moving mesh code arepo (Springel 2010; Pakmor et al. 2016;
Weinberger et al. 2019) and assume a ΛCDM cosmology with
parameters taken from Planck Collaboration et al. (2014): Ωm =
1 − ΩΛ = 0.307, Ωb = 0.048, h = 0.6777, σ8 = 0.8288, and
n = 0.9611.
Here, we focus on one high-resolution zoom-in simulation, for
which the target cell resolution is 8.1×103 M and dark matter par-
ticle mass is 4.3 × 104 M .2 The gravitational softening length of
the dark matter and star particles and the minimum softening length
of the gas is 184 proper pc at z < 1 and 369 comoving pc at higher
redshift. The simulation data was saved at 128 discrete output red-
shifts. For our resolution test, we use simulationswith 8 and 64 times
lower mass resolution, which we refer to as medium-resolution and
low-resolution, respectively.3 To quantify the differences between
MilkyWay-mass galaxies, we use our suite of 16medium-resolution
simulations.
Gas becomes star-forming above a density threshold of n?H =
0.11 cm−3 and forms stars stochastically (Springel & Hernquist
2003). In general, the entire gas cell is converted to a star particle.
The exception is the rare case that the total mass exceeds the target
mass resolution by more than a factor of two, in which case only the
1 https://wwwmpa.mpa-garching.mpg.de/auriga/
2 This resolution is also referred to in the literature as ‘level 3’.
3 Simulations with 8 and 64 times lower mass resolution than our fiducial
simulation are also referred to as ‘level 4’ and ‘level 5’, respectively.
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Figure 1. 50 kpc × 50 kpc face-on and 50 kpc × 25 kpc edge-on images at
z = 0 in K-, B-, and U-band, which are shown by red, green and blue colour
channels, respectively. Younger stars thus appear bluer. The galaxy consists
both of a star-forming disc, which dominates in the outskirts, and an older
bulge, which dominates in the centre.
target mass is converted to a star and the gas cell is retained with
reduced mass.
The model includes both stellar and active galactic nucleus
(AGN) feedback, which results in large-scale outflows (see Grand
et al. 2017 for details). These outflows push metals far out into the
halo, which can later reaccrete onto the galaxy and get incorporated
into new generations of stars. They therefore have a large impact on
the chemical evolution of the galaxy.
The resulting galaxy at z = 0 has a total stellar mass of
1010.7 M , a total halo mass of 1011.9 M , and a virial radius,
Rvir of 200 kpc. A face-on and an edge-on three-colour image (in
K-, B-, and U-band) are shown in Figure 1. The galaxy has both a
clear disc and a prominent bulge. The outer part of the galaxy is
dominated by young, blue stars, whereas the inner part is dominated
by older, redder stars.
The star formation history of our high-resolution galaxy is
shown by the black, solid curve in Figure 2, calculated by adding up
the initial masses of all stars within Rvir at z = 0 in 50Myr age bins.
The red, dashed curve shows the subset of stars formed outside the
main progenitor of the central galaxy, either in satellite galaxies or
in galaxies outside the virial radius of the main galaxy, identified in
the same way as in Monachesi et al. (2019). Only 12 per cent of the
total stellar mass within Rvir has been accreted rather than formed
in-situ. In the first ∼1.6 Gyr (z > 4), however, most of the stars were
formed external to the central galaxy. This is also the time at which
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Figure 2. Star formation history (using 50 Myr bins) based on ages and
initial masses of all the star particles within Rvir at z = 0 (black, solid curve).
The red, dashed curve shows the star formation history of the subset of stars
that was formed outside the main progenitor of the central Milky Way-mass
galaxy (i.e. ex-situ). The blue, dotted curve shows the star formation history
of the subset of stars with [Fe/H] < −2multiplied by a factor of 10. Ex-situ
stars dominate at early times, when there are numerous small building block
galaxies. At intermediate times, most stars are formed in-situ, but there is
still a non-negligible contribution of ex-situ stars. At late times this galaxy
does not experience any substantial mergers and the ex-situ contribution
vanishes. Metal-poor stars form exclusively at very high redshift and their
contribution becomes negligible when the Universe is less than 3 Gyr old.
the majority of metal-poor stars form. The blue, dotted curve shows
the star formation history of all metal-poor stars, with [Fe/H] < −2,
multiplied by a factor of 10 for visibility. Metal-poor stars are very
old in our simulation; the very last metal-poor star particle forms at
z = 1.7 or 10 Gyr ago, but their median age is 12.6 Gyr.
The low redshift star formation rate fluctuates around ≈
10 Myr−1, which is higher by a factor of a few than the one
inferred for the Milky Way (e.g. Diehl et al. 2006; Snaith et al.
2015). This will also affect the late-time chemical enrichment, so
an exact match between our simulation and theMilkyWay is not ex-
pected. However, firstly, we focus our attention on metal-poor stars,
for which the late-time star formation rate is unimportant. And sec-
ondly, we discuss the variation between different galaxy simulations
in Section 3.3 and show that the differences are relatively minor.
2.1 Chemical enrichment
Every star particle in the simulation represents a single stellar popu-
lation with a specific age and metallicity. We assume an initial mass
function from Chabrier (2003). Stars with masses between 8 M
and 100 M are assumed to explode as core-collapse supernovae.
The mass-loss and metal return is calculated for core-collapse and
Type Ia supernovae and for asymptotic giant branch (AGB) stars
at each simulation time-step using the yields from Karakas (2010)
for AGB stars, from Portinari et al. (1998) for core-collapse su-
pernovae, and from Thielemann et al. (2003) and Travaglio et al.
(2004) for Type Ia supernovae. Themass andmetals are then equally
distributed amongst approximately 64 neighbouring gas cells.4
In our simulation, we trace some of the more common ele-
ments (H, He, C, N, O, Ne, Mg, Si, Fe) which allow the gas to
4 To study the effect of this choice, we ran an additional simulation in which
the material is only added to the single host cell of the star particle. The
results are shown and discussed in Section 3.4.
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cool radiatively and thus affect the growth of the galaxy. We ad-
ditionally implement a range of models for r-process enrichment,
which we also trace on-the-fly, i.e. with the same time resolution
as any other property in the simulation. However, the newly added
r-process elements are implemented as passive tracers and there-
fore do not affect the dynamical evolution of the galaxy. Given how
rare these elements are, they are not expected to dynamically influ-
ence galaxy formation in reality either. Whereas other elements are
produced using yield tables, we assume that each r-process event
produces the same amount of r-process elements. The effective yield
is set to a different value for each r-process enrichment model in
post-processing. This is done by renormalizing each model inde-
pendently to the same value at a specific metallicity (see below).
The r-process enrichment events, in this work either through
neutron star mergers or through a subclass of core-collapse super-
novae, are implemented stochastically. This means that we pick ran-
dom numbers to determine whether a star particle has an r-process
production event at this specific simulation time-step. The r-process
enrichment is then only done at the time-step at which such an event
took place. Because a star particle represents a simple stellar popu-
lation (with initial mass ≈ 8× 103 M), it is in principle allowed to
produce multiple r-process enrichment events over its life time, al-
though this is rare. None of the r-process enrichment models in this
work include a dependence on metallicity, although it is possible
that the formation and/or evolution of binary neutron stars and/or
rapidly rotating massive stars changes with metallicity. However,
the exact form of the metallicity dependence is very uncertain and
we therefore chose not to include it here.
Othermetal species, such as iron andmagnesium, are produced
in much more common sources. The enrichment from standard
core-collapse and Type Ia supernovae is not sampled stochastically.
Rather, each stellar particle at every time-step smoothly enriches its
surroundings with elements up to the iron peak based on its age.
This choice might slightly reduce the scatter in the abundance of
these metal species, but is not expected to significantly impact our
results given that the production sites of these metals are ubiquitous.
In our simulations, no iron is produced by the sources that
produce r-process elements. This is a good approximation for neu-
tron star mergers, which produce very little iron. However, if the
subclass of core-collapse supernovae that we consider produce a
substantial amount of iron, which is mixed with the r-process el-
ements produced in the same event, this would increase the iron
abundance of stars formed from the gas enriched by such an event.
This is discussed further in Section 3.2.
2.1.1 r-process models: neutron star mergers
Neutron star mergers are assumed to be the source of all r-process
enrichment in 7 of our 10 models. Because the rates of neutron
star mergers and their delay time distribution (DTD) are not well-
constrained, we use a range of models that aim to bracket the pos-
sibilities. Each star particle in our simulation represents a simple
stellar population and we parametrize the rate of NS mergers (RNS)
in each one as
RNS = AM?t
γ for t > tmin (1)
and RNS = 0 otherwise, where A is the number of neutron star
mergers per unit of stellar mass, M? is the mass of the star parti-
cle, t is the time since the formation of the star particle, γ is the
(always negative) exponent of the time dependence of the delay
time distribution, and tmin is the minimum time needed for a neu-
tron star merger to take place. Each star particle has a non-zero,
Table 1. Parameters of neutron star merger models (see also Eq. 1): model
name, number of neutron star mergers per M of stars, minimum delay time
for the first neutron star merger in a simple stellar population, delay time
distribution power-law exponent, resulting neutron star merger rate at z = 0
(averaged over the last Gyr), and the europium yield, yEu, per neutron star
merger (based on our chosen normalization, see Section 3). The total yield
of r-process material for elements with A > 92 is 215 times higher than
yEu. For each model we vary one parameter compared to the fiducial model,
which is indicated in bold.
model name A tmin γ RNS(z = 0) yEu
(M−1 ) (Myr) (yr−1) (M)
fiducial NS 3 × 10−6 30 −1.0 1.7 × 10−4 4.7 × 10−5
high rate 1 × 10−5 30 −1.0 5.8 × 10−4 1.4 × 10−5
low rate 1 × 10−6 30 −1.0 5.8 × 10−5 1.4 × 10−4
short delay 3 × 10−6 10 −1.0 2.0 × 10−4 3.8 × 10−5
long delay 3 × 10−6 100 −1.0 1.4 × 10−4 6.4 × 10−5
shallow DTD 3 × 10−6 30 −0.5 5.5 × 10−4 2.2 × 10−5
steep DTD 3 × 10−6 30 −1.5 2.7 × 10−5 2.5 × 10−4
but small, chance to experience a neutron star merger and enrich
their surroundings with r-process elements, based on stochastically
sampling the delay time distribution.
The present-day merger rate is estimated to be ≈ 10−4 yr−1 in
the Milky Way, but could be as low as ≈ 10−6 yr−1 or as high as
≈ 10−3 yr−1 (e.g. Abadie et al. 2010). The delay time distribution
is expected to be inversely proportional to the age of the stellar
population, after a minimum delay of about 107 yr (e.g. Belczynski
et al. 2006). Therefore, we take the following values for our fiducial
neutron star merger model: A = 3 × 10−6 M−1 , γ = −1, and
tmin = 3 × 107 yr. This results in RNS = 1.7 × 10−4 yr−1 at z = 0
for our high-resolution simulation.
Because the parameter values of the delay time distribution
have large uncertainties associatedwith them, we vary A, γ, and tmin
as listed in Table 1. The second to last column gives the resulting
neutron star merger rate for our simulated galaxy at z = 0. The
resulting rates differ by more than an order of magnitude, but all of
the models are consistent with constraints from observations within
uncertainties (e.g. Behroozi et al. 2014;Kim et al. 2015;Abbott et al.
2017). The last column lists the amount of europium, an element
which is almost exclusively produced by the r-process, ejected by
a single r-process event. These yields are set for each neutron star
merger model separately so that the average europium abundance
at solar metallicity matches the solar value (i.e. [Eu/Mg] = 0 at
[Mg/H] = 0) as given by Asplund et al. (2009). To calculate the
total amount of r-process material above the first neutron capture
peak (i.e. elements more massive than zirconium or atomic mass
number A > 92), the europium yields, yEu, should be multiplied
by a factor 215. This factor is based on the r-process abundances of
each element taken from Burris et al. (2000). All of our neutron star
merger yields are consistent with the lower limit derived by Macias
& Ramirez-Ruiz (2018).
2.1.2 r-process models: rare supernovae
Besides the neutron star merger models, we implemented 3 addi-
tional models in which the r-process element production rate scales
MNRAS 000, 1–17 (2020)
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Table 2. Parameters of rare supernova models: model name, the fraction
of core-collapse supernovae producing r-process elements, the resulting
rate of r-process producing core-collapse supernovae in the last Gyr, and
the europium yield per r-process producing event (based on our chosen
normalization, see Section 3). Multiplying yEu by 215 gives the total yield
of r-process material for elements with A > 92.
model name fraction RccSNrp(z = 0) yEu
(yr−1) (M)
high fraction 10% 1.1 × 10−2 5.4 × 10−7
medium fraction 1% 1.1 × 10−3 5.4 × 10−6
low fraction 0.1% (fiducial) 1.1 × 10−4 5.5 × 10−5
with the rate of core-collapse supernovae.5 Possible sources include
magneto-rotational supernovae and collapsars (see Côté et al. 2019
for an overview). We remain agnostic towards the exact type of
object producing r-process elements and just use a fixed fraction
of the total core-collapse supernova rate, between 0.1 and 10 per
cent as listed in Table 2, which we sample stochastically, as was
also done for the neutron star merger models (see Section 2.1). The
rate of magneto-rotational supernovae used in Haynes & Kobayashi
(2019) at low metallicity is similar to (about a factor 2 lower than)
the rate in our fiducial model (“low fraction”) at low metallicity, but
is substantially lower at high metallicity. A possible dependence on
other properties, for example on stellar metallicity, is not taken into
account, because we opted to use only the simplest models here. The
third column in Table 2 lists the r-process-producing core-collapse
supernova rate for the simulated galaxy at z = 0. The last column
provides the amount of europium produced by a single r-process
event. Multiplying yEu by a factor 215 gives the total amount of r-
process material above the first neutron capture peak (i.e. elements
moremassive than zirconium). The r-process yield in the “high frac-
tion” model is inconsistent with the lower limit derived by Macias
& Ramirez-Ruiz (2018), based on the observed abundance ratios
of a single star, but our other models have yields above this lower
limit.
Both the star formation rate and the rate of core-collapse su-
pernovae at z = 0 (i.e. about 10 per century) in our simulation are
likely somewhat higher than those in the Milky Way, although large
uncertainties remain in determining the latter (Chomiuk & Povich
2011; Adams et al. 2013). Because we focus primarily on the low-
metallicity stars, which all formed at high redshift, we do not expect
this difference to substantially influence our conclusions.
The resulting history of r-process producing events is shown in
Figure 3, normalized by the z = 0 event rate, for the fiducial neutron
starmergermodel (black, solid curve) aswell asmodels “long delay”
(orange, dot-dashed curve) and “steep DTD” (red, dashed curve).
Our fiducial rare core-collapse supernova model (“low fraction”) is
shown as the blue, dotted curve. The rare core-collapse supernova
model follows the star formation history shown in Figure 2 closely,
as expected. The fiducial neutron star merger model clearly depends
on the global shape of the star formation history, but is much less
affected by its fluctuations. Furthermore, this model has relatively
fewer events at early times. Model “steep DTD” has a normalized r-
5 All our simulations have these models, including our fiducial, high-
resolution simulation. The 16 additional medium-resolution simulations in-
clude a fourth core-collapse supernova model with an even lower event rate,
discussed in Section 3.3.
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Figure 3. The r-process event rate history (using the 128 simulation outputs)
for all the star particles within Rvir at z = 0 in 4 out of our 10 models
divided by the event rate at z = 0. The models with rare core-collapse
supernova (blue, dotted curve) and steep delay time distribution (red, dashed
curve) have relatively more events at early times than the fiducial model
(black, solid curve), whereas the model with longer delay times (orange,
dot-dashed curve) has fewer early events. These differences impact the r-
process abundance ratios as discussed in Section 3.
process event rate in between the fiducial neutron star merger model
and the rare core-collapse supernovamodels. Themodel with longer
minimum delay time has relatively fewer r-process events at early
times compared to the fiducial model, although the difference is
small. The difference in normalized event rates decreases towards
late times for all models. Note that the normalization of these mod-
els is also very different, as detailed in Tables 1 and 2. Although
the other models are not shown, they behave as expected, i.e. the
normalized event rate in model “short delay” lies slightly above
model “fiducial NS”, whereas model “shallow DTD” lies substan-
tially below.
3 RESULTS
In the following, we show results for both disc stars and halo stars
out to the virial radius of our simulated Milky Way-mass galaxy (or
galaxies) at z = 0. Abundance ratios of a star compared to those of
the Sun are defined as
[A/B] = log10
(
NA
NB
)
star
− log10
(
NA
NB
)

(2)
where A and B are different elements and NA and NB are their
number densities. Solar abundances are taken from Asplund et al.
(2009). Throughout this work, we refer to stars with [Fe/H] < −2
as metal-poor stars and to those with [Fe/H] < −3 as extremely
metal-poor stars.
Type Ia supernovae contribute only about 40 per cent of the
total amount of iron in our simulations by z = 0, which is somewhat
lower than their observed contribution in the Milky Way. It is not
known what exactly causes this underproduction of Type Ia iron
or overproduction of iron from core-collapse supernovae in our
simulations. Nevertheless, the result of this, in combinationwith our
chosen yield tables, is that there is not a large enough of a decrease
in [α/Fe] at high metallicity as compared to observations of Milky
Way stars: [O/Fe] ([Mg/Fe]) decreases by 0.08 dex (0.17 dex) from
[Fe/H] = −1 to [Fe/H] = 0 and [Si/Fe] even increases slightly by
0.08 dex in our fiducial simulation. Observations show amuch larger
decrease for all three α element abundance ratios. We therefore, in
this work, focus on the low-metallicity end ([Fe/H] < −1) and note
MNRAS 000, 1–17 (2020)
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Figure 4. [r-process/Fe] ([r-process/Mg]) as a function of [Fe/H] ([Mg/H]) are shown in the left-hand (right-hand) panel for our fiducial neutron star merger
enrichment model. The colour coding of the 200 by 200 pixel images represents the logarithm of the stellar mass per pixel. Black curves show the median
(solid curves), the 1σ scatter (dashed curves), and the 2σ scatter (dotted curves). The r-process abundance ratios have been normalized so that the median
[r-process/Mg] is zero at [Mg/H] = 0 (see Table 1). The median [r-process/Fe] and [r-process/Mg] increase with increasing metallicity. The distribution shows
there are many extreme outliers in the metal-poor regime (more than expected from a Gaussian distribution) and the scatter increases towards low metallicity.
here that the high-metallicity regime is expected to change in future
simulations with more realistic late-time iron production. We also
show a subset of our results with magnesium instead of iron as a
metallicity indicator, which does not change any of our conclusions.
Because the magnesium yields used in our simulations are known
to be low, we multiply them by a factor 2.5 in post-processing
to correct for this. This is further detailed in Appendix A, which
shows the magnesium abundance ratios in our fiducial simulation. α
abundances in the Auriga simulations are discussed in further detail
in Grand et al. (2018).
Because the r-process yields are uncertain, the r-process abun-
dance ratios shown in this work are renormalized. As stated above,
our simulations underproduce the enhanced late-time iron pro-
duction and thus do not show the ≈ 0.4 dex observed decrease
in [r-process/Fe] at the high-metallicity end. We therefore use
the magnesium abundances to normalize to the solar value, i.e.
[r-process/Mg] = 0 at [Mg/H] = 0 and use the same r-process
yields to calculate [r-process/Fe]. Models with a larger number of
r-process producing sources will therefore have a lower r-process
yield per event. This can be done self-consistently in post-processing
because the r-process elements are passive tracers in the simulation
(as opposed to other metals species which affect the cooling of the
gas). In the following we focus on the shape of the relation between
stellar abundances rather than its normalization. To calculate the
median and scatter, we use 0.2 dex bins and only show those bins
that contain at least 100 star particles.
3.1 Neutron star mergers
Figure 4 shows the abundance ratio of r-process elements to iron
(magnesium) for our fiducial neutron star merger enrichment model
as a function of iron (magnesium) metallicity in the left-hand (right-
hand) panel. The median abundance ratios are shown by the black
solid curves and the 1σ and 2σ scatter by the dashed and dotted
curves, respectively. The median increases with metallicity for both
iron and magnesium, while the scatter decreases. Low-metallicity
stars are rare and only 0.03 per cent of the star particles have
[Fe/H] < −3, which is the reason we need a high-resolution sim-
ulation to be able to study extremely metal-poor stars. It can be
useful to show both r-process elements with respect to iron and
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Figure 5. [r-process/Fe] as a function of [Fe/H] for our fiducial neutron star
merger enrichment model colour coded by the (mass-weighted) formation
redshift of the stars. The r-process yield is chosen so that [r-process/Mg] = 0
at [Mg/H] = 0 (see Figure 4 and Table 1). A large fraction of very low-
metallicity stars were formed when the Universe was less than a Gyr old
(z > 6). Outliers from the median trend were also on average formed earlier
than the bulk of the stars at fixed metallicity.
magnesium, because of the uncertainties involved with the yields of
any element. In most of the following, we use iron as a metallicity
indicator, but the results presented in this work are independent of
this choice.
Even at the lowest metallicities we can probe with our simu-
lation, the majority of stars are enriched with r-process elements.
However, the median abundance ratio is lower than at intermediate
metallicities, giving rise to an increasing trend of [r-process/Fe] and
[r-process/Mg] with metallicity. The 2σ scatter is larger than twice
the 1σ scatter, which means that there are more extreme outliers
than expected from a Gaussian distribution.
Metal-poor stars (i.e. [Fe/H] < −2) in our simulation have
a median formation redshift of z = 4.7, which corresponds to a
median age of 12.6 Gyr, as was shown previously in Figure 2.
Extremely metal-poor stars (i.e. [Fe/H] < −3) on average formed at
an even higher redshift, z = 6.2, i.e. 12.9Gyr ago,when theUniverse
was less than a Gyr old. Besides the abundance of all metal species
increasing with time, the r-process abundance ratio also exhibits a
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Figure 6. [r-process/Fe] as a function of [Fe/H] for our fiducial neutron
star merger enrichment model colour coded by the (mass-weighted) ex-situ
fraction of the stars. The r-process yield is chosen so that [r-process/Mg] = 0
at [Mg/H] = 0 (see Figure 4 and Table 1). A high fraction of extremely
metal-poor stars were formed in other galaxies than the main progenitor
of our simulated galaxy. At low metallicity, outliers in [r-process/Fe] also
have a further enhanced ex-situ fraction compared to stars with r-process
abundances closer to the median.
residual dependence on formation redshift at fixed metallicity. This
is shown in Figure 5, which is the same as the left-hand panel of
Figure 4 but coloured according to the average formation redshift
of the stars in each pixel. Stars that are outliers in [r-process/Fe]
were formed earlier than stars that are near the median trend at fixed
[Fe/H]. Our other models (with either neutron star mergers or rare
core-collapse supernovae) exhibit the same behaviour.
Qualitatively similar results were obtained in simulations
which employed a very different hydrodynamical method with no
metal exchange between different resolution elements (van de Voort
et al. 2015). This trend therefore seems to be robust to the choice
of numerical method. Quantitatively, however, there are some no-
ticeable differences. The scatter in [r-process/Fe] was larger in van
de Voort et al. (2015) and the median formation redshift (age)
of extremely metal-poor stars was z ≈ 2.9 (11.6 Gyr) instead of
z = 6.2 (12.9 Gyr). Both of these differences are likely due to en-
hanced small-scale mixing in our new calculations which allows
material to move from one gas cell to another (see also Section 4.2).
Improved mixing also results in fewer extremely metal-poor stars,
because heavy elements produced are more quickly distributed over
the entire ISM.
In order to trace the history of the stars, we check whether
the disc and halo stars were formed in the main progenitor of the
central galaxy (i.e. in-situ) or in an external galaxy (i.e. ex-situ).
The colour coding in Figure 6 shows the same abundance ratios as
the left-hand panel of Figure 4 with the fraction of stars formed
ex-situ used as colour coding. The in-situ stars vastly outnumber
the ex-situ stars; only 8 per cent of all stars within Rvir have been
accreted. However, 78 per cent of metal-poor stars ([Fe/H] < −2)
and 83 per cent of extremely metal-poor stars ([Fe/H] < −3) were
formed in other galaxies and later accreted onto the central galaxy
or its halo. For stars with [Fe/H] < −1, 61 per cent of stars were
accreted, in agreement with observations (Di Matteo et al. 2019).
As with the formation redshift, there is a strong dependence
of ex-situ fraction on metallicity. However, the residual dependence
on r-process abundance ratio at fixed metallicity is somewhat less
strong. Nevertheless, a larger fraction of r-process enhanced metal-
poor stars (as well as of r-process-poor stars) was formed ex-situ
compared to all metal-poor stars (e.g. 91 per cent for stars with
[Fe/H] < −2 and [r-process/Fe] > 0.7). This is consistent with
observations, which also find that r-process enhanced metal-poor
stars were likely accreted (Roederer et al. 2018) and with empiri-
cal models, which find that a large fraction of r-process enhanced
metal-poor halo stars could have originated in now-destroyed dwarf
galaxies (Brauer et al. 2019). Our other models (with either neutron
star mergers or rare core-collapse supernovae) exhibit similar be-
haviour, so this result also appears to be robust to variations in our
enrichment model.
Figure 7 shows the r-process-to-iron abundance ratio for all
10 enrichment models: 7 neutron star merger models and 3 rare
core-collapse supernova models. All models are normalized to
[r-process/Mg] = 0 at [Mg/H] = 0. The 1σ scatter is shown for
the models which are presented for the first time in this figure. The
top left panel shows neutron star merger models with delay times
varying from 10 to 100 Myr. The neutron star merger models vary
in rate of mergers from 10−6 to 10−5 M−1 in the top right panel.
The bottom left panel shows results for steep, fiducial, and shallow
neutron star merger delay time distribution, varying from -1.5 to
-0.5.
The different models behave as expected. Shorter delay times,
higher merger rates, and steeper delay time distributions result in
flatter r-process abundance ratios as a function of metallicity. The
reason that, at low metallicity, the median [r-process/Fe] in the
steep delay time model is lower than in the fiducial model is likely
because the former produces fewer neutron star mergers overall (see
Table 1). The 1σ scatter remains high in this model, even at the
lowest metallicities.
The scatter is larger for the neutron star merger models with
long delay times or lower merger rates, because these models have
fewer r-process events (and because the r-process abundances in
each model are renormalized, these events necessarily have higher
r-process yields per event). However, the increase in scatter does
not offset the decrease in the median [r-process/Fe] for metal-poor
stars and the 16th percentile of the distribution is higher for models
with short delay times or higher merger rates. A model with short
minimum delay time, high rate, and steep index would result in
the highest [r-process/Fe] at low metallicity and the flattest trend
with metallicity, potentially providing a better match with existing
observations (see Section 4).
3.2 Rare supernovae
Figure 8 shows the abundance ratio of r-process elements to iron
(magnesium) for the rarest core-collapse supernovae enrichment
model (i.e. 1 in 1000 core collapse supernovae producing r-process
elements) as a function of iron (magnesium) metallicity in the left-
hand (right-hand) panel. The median (black, solid curves) varies
much less over the full metallicity range, for both [r-process/Fe]
and [r-process/Mg], than it does for our fiducial neutron star merger
model (see Figure 4). The 1σ and 2σ scatter (dashed and dotted
black curves) increase towards lower metallicities, but are slightly
smaller than for the fiducial neutron star merger model. This is
likely due to the fact that r-process element production in rare core-
collapse supernova models is more correlated with the production
of other metals, because in this case all elements are produced
in supernovae. As before, the distribution shows a relatively large
number of extreme [r-process/Fe] outliers.
The bottom right-hand panel of Figure 7 shows the abundance
ratios for models where the fraction of core-collapse supernovae
involved in producing r-process elements decreases from 10 to 1
to 0.1 per cent for the dashed, dotted, and solid curves, respec-
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Figure 7. [r-process/Fe] as a function of [Fe/H] for the different models listed in Tables 1 and 2. Curves show the median value and the shaded regions cover the
16th to 84th percentiles of the distribution. From left-to-right and top-to-bottom, the different panels show variations in neutron star merger delay time, neutron
star merger rate, power-law time dependence (or steepness) of the neutron star merger delay time distribution, and the rate of rare core-collapse supernovae (a
fixed fraction of all core-collapse supernovae). All neutron star models show increasing r-process abundance ratios with increasing metallicity. This relation
flattens for models with shorter delay time, higher merger rate, and steeper power-law index and steepens for models with longer delay time, lower merger
rate, and shallower power-law index. Enrichment of r-process elements via rare core-collapse supernovae results in almost no dependence of [r-process/Fe] on
[Fe/H], although our fiducial model (0.1 per cent) shows a small decline of [r-process/Fe] towards the lowest metallicities. The bottom-right panel shows an
additional medium-resolution simulation in orange (dot-dashed curve plus shaded region), which uses a model with only 1 in 10,000 core-collapse supernovae
as r-process production sites and exhibits large scatter and a decrease of the median [r-process/Fe] below [Fe/H] = −2. The scatter is large at low [Fe/H] for
all our neutron star merger models, but only for the rare core-collapse supernova models (6 0.1 per cent of core-collapse supernovae).
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Figure 8. The left-hand (right-hand) panel shows [r-process/Fe] ([r-process/Mg]) as a function of [Fe/H] ([Mg/H]) for the model in which 1 in 1000
core-collapse supernovae produce r-process elements. The colour coding and curves have the same meaning as in Figure 4. The r-process abundance ratios have
been normalized so that the median [r-process/Mg] = 0 at [Mg/H] = 0 (see Table 2). The median r-process abundance ratios are approximately flat, although
there is a small increase with increasing metallicity for both iron (at low metallicity) and magnesium (over the full range). The scatter decreases towards high
metallicity. There are more extreme outliers than expected from a Gaussian distribution.
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tively. At low metallicity, the median is slightly lower for models
with lower rates of r-process events and the scatter increases. For
our high-resolution simulation the rarest supernova model has 1 in
1000 core-collapse supernovae producing r-process elements. This
model shows a small decrease of [r-process/Fe] towards very low
metallicities and has the largest scatter of the three models (shown
in Figure 8).
Additionally, we ran amedium-resolution simulation including
a model with only 1 in 10,000 core-collapse supernovae producing
r-process elements. This is shown as the orange, dot-dashed curve
and shaded region in Figure 7. This model results in a lower me-
dian [r-process/Fe] than the other core-collapse supernova models
at [Fe/H] . −2. As expected, the scatter produced by this model
is the largest. The median [r-process/Fe] decreases towards lower
metallicities, although not as steeply as the neutron starmergermod-
els do. At this extremely low rate of r-process producing events, the
r-process site is so rare that it may become difficult to efficiently
pollute the ISM at very high redshift, even for prompt core-collapse
supernovae, but a high-resolution simulation is necessary to statis-
tically sample below [Fe/H] ≈ −3.
The production of iron or magnesium by the same objects
that produce r-process elements is higher for the rare core-collapse
supernova scenario than for the neutron star merger scenario and
therefore more likely to affect the resulting abundance ratios. This
would be especially important formetal-poor stars that are enhanced
in r-process elements, which couldmove to higher [Fe/H] ([Mg/H])
and lower [r-process/Fe] ([r-process/Mg]), reducing the number of
r-process enhanced metal-poor stars. This simultaneous production
of iron (magnesium) is not included in our simulations, but should
be kept in mind when interpreting our results. However, as shown
in Section 4.2, the r-process elements produced by a single event
mix with a substantial amount of pristine and metal-enriched gas.
Therefore, the iron production by the same source is likely negli-
gible, at least in our simulations. Detailed yields for different rare
core-collapse supernova models, such as magneto-rotational super-
novae or collapsars, are necessary to determine whether or not this
affects the abundance ratios.
3.3 Variation between galaxies
An interesting question is whether differentMilkyWay-like galaxies
have different abundance patterns. We simulated only one galaxy at
high resolution, so we are unable to answer this question with our
fiducial simulation. However, we ran 16 medium-resolution simu-
lations, all with different initial conditions and therefore producing
galaxies with different star formation and merger histories. These
simulations do not form enough extremely metal-poor stars to probe
this rare population, but their resolution is sufficient for stars with
[Fe/H] > −3. We use the same renormalization for all 16 simula-
tions, based on halo L8, which is the galaxy we focus on in this
work. This means that we use the same r-process yield per event
given a specific enrichment model for each simulation.
In Figure 9 we show the abundance ratios for all 16 galaxies
for one of the r-process enrichment models with relatively large
variation between galaxies (model “low rate”). The abundances for
the galaxywith the highest (lowest) [r-process/Fe] at [Fe/H] = −2.5
is shown in blue (orange) and fiducial halo L8 is shown in black.
Solid curves show the median values and dotted curves the 16th and
84th percentiles.
At the metallicities we can reliably probe with our medium-
resolution simulations, the maximum difference in [r-process/Fe]
between our 16 simulations is less than 0.3 dex. Additionally, our
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Figure 9. [r-process/Fe] as a function of metallicity for 16 different Milky
Way-mass galaxies and their haloes for the r-process enrichment model with
low rate of neutron star mergers. Our fiducial galaxy is shown in black
and the two galaxies most discrepant at low metallicity are shown as blue
and orange curves. The median (1σ scatter) is shown by the solid (dotted)
curves. The abundance ratios are reasonably similar for all our galaxies, each
showing an increase in [r-process/Fe] with increasing metallicity. Our fidu-
cial galaxy has relatively average abundance ratios. The variation between
galaxies increases towards low metallicity, where the r-process production
sites become extremely rare. The maximum difference at [Fe/H] = −2.5 is
shown by the red error bar and listed for all r-process models in Table 3.
fiducial halo L8 is an average halo in terms of its r-process abun-
dances (see Figure 9). We therefore conclude that all our results
based on a single high-resolution simulation are likely to hold
for any Milky Way-like galaxy. However, the variation between
galaxies tends to increase towards lower metallicity T˙here could be
larger differences in the extremelymetal-poor regime, because fewer
events contributed to the r-process enrichment, but a suite of high-
resolution simulations is needed to test this. When the source(s)
of r-process elements are known and understood, these rare ele-
ments could potentially help constrain the early star formation and
enrichment history of the Milky Way.
We find that exactly how similar r-process abundance ratios
are in different galaxies depends on the specific model for r-process
enrichment. For example, our fiducial neutron star merger model
shows negligible differences between galaxies. However, for the
model with low rate of neutron star mergers, the abundance ratios
diverge somewhat towards the low-metallicity end, as shown in
Figure 9.
We quantify this for all r-process models in Table 3 by calculat-
ing the difference between the simulation with the highest median
[r-process/Fe] and one with the lowest median [r-process/Fe] at
fixed metallicity of [Fe/H] = −2.5 (as indicated by the red error bar
in Figure 9) and at [Fe/H] = −1.5. We use our 10 standard models
plus the additional model (“extra low fraction”) with 1 in 10,000
supernovae producing r-process elements. For models where the
source of r-process elements is more rare (and the yield per event is
higher), the scatter between different galaxies at low metallicity is
larger. At higher metallicities, [Fe/H] > −2, the maximum differ-
ence between simulations is below 0.1 dex for all models except the
one with longer minimum delay time and the one with a shallower
delay time distribution, because these twomodels are less correlated
with the star formation rate of the galaxy.
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Table 3. Variation of r-process abundance in low-metallicity stars between
different galaxies: model name, model type, the difference between mini-
mum and maximum value of median [r-process/Fe] at [Fe/H] = −2.5 for
16 different Milky Way-mass galaxies (shown in Figure 9 for model “low
rate”), and the difference at [Fe/H] = −1.5.
model name model type ∆max[r-process/Fe] ∆
max
[r-process/Fe]
[Fe/H] = −2.5 [Fe/H] = −1.5
fiducial NS NS merger 0.105 0.078
high rate NS merger 0.140 0.078
low rate NS merger 0.211 0.071
short delay NS merger 0.092 0.047
long delay NS merger 0.257 0.170
shallow DTD NS merger 0.225 0.151
steep DTD NS merger 0.229 0.055
high fraction rare ccSNe 0.030 0.036
medium fraction rare ccSNe 0.040 0.034
low fraction rare ccSNe 0.045 0.030
extra low fraction rare ccSNe 0.252 0.045
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Figure 10. Median (thick curves) and 98th and 2nd percentiles (top panel,
thin curves) and 84th and 16th percentiles (bottom panel, thin curves) of
[r-process/Fe] as a function of [Fe/H] for our fiducial neutron star merger
enrichment model using the normalization of the high-resolution simulation
(black solid curves). Simulations with 8 and 64 times lower resolution are
shown as red dashed (medium resolution) and blue dotted curves (low res-
olution), respectively. A simulation with medium resolution, but an initial
enrichment region consisting of a single gas cell (the host cell) instead of
64 neighbouring cells is shown by the orange, dot-dashed curves. Only bins
containing at least 100 star particles are shown. The simulations are well-
converged and the choice of initial enrichment region does not affect our
conclusions. The scatter increases slightly with increasing resolution. This
increase is larger for the 2σ scatter than for the 1σ scatter. Reducing the
injection region of mass and metals ejected by star particles only slightly
enhances the 2σ scatter, but does not noticeably affect the 1σ scatter of this
model.
3.4 Convergence
Previous particle-based cosmological simulations that followed r-
process enrichment, but did not allow for the exchange of mass
and metals between resolution elements, found strong dependence
on resolution (van de Voort et al. 2015). At [Fe/H] = −3 the r-
process abundance dropped by more than an order of magnitude
when increasing the mass resolution by a factor of 8. This was due
to the fact that the initial enrichment region around a neutron star
merger decreasedwith increasing resolution in combinationwith the
complete absence ofmass andmetal exchange between gas particles.
The newly produced r-process elements were distributed over a fixed
number of neighbouring gas particles, rather than over a fixed mass
or volume. Metals obtained were stuck to their initial resolution
element and not able to mix with neighbouring gas particles.
In a very similar way, themovingmesh simulations in this work
also distribute heavy elements over a fixed number of neighbouring
gas cells, which means that the initial enrichment region decreases
with increasing resolution as well. The grid cells in our calculations
move with the bulk of the flow as in particle-based simulations.
However, the gas, including the metals, can subsequently move to
and mix with different resolution elements, which means that the
choice of initial enrichment region is much less important. Note that
the mixing between cells is treated self-consistently, as determined
by the local velocity field, and not imposed by any subgrid mixing
model. This small-scale mixing removes the dependence on reso-
lution and on parameter values chosen for the initial enrichment, as
shown in Figure 10.Black, solid curves show themedian and 2σ (top
panel) and 1σ (bottom panel) scatter in [r-process/Fe] in our high-
resolution simulation for our fiducial neutron star merger model.
Additionally, the red, dashed and the blue, dotted curves show the
same quantities for simulations with medium and low resolution,
respectively. We use the normalization of the high-resolution sim-
ulation for all simulations shown, which means the same r-process
yield per event is used for each simulation.
All simulations show very similar r-process abundances, with
up to 0.1 dex difference in themedian value between simulations that
vary a factor 64 in mass resolution. We therefore conclude that the
metal enrichment in our simulation is well-converged. The scatter
increases slightly at higher resolution, especially the 2σ scatter.
Although this is a small effect, the initial enrichment region is
smaller and numerical mixing is reduced at higher resolution, which
could both contribute to producing slightly more extreme outliers.
The scatter increases somewhat more strongly with resolution for
our fiducial rare core-collapse supernova model than for the fiducial
neutron starmergermodel shown here, likely because of the stronger
correlation between star formation and r-process enrichment. When
considering only 10 star particles per metallicity bin instead of the
100 we use throughout this work, the result is noisy in the lowest-
metallicity regime and the convergence behaviour is worse. This is
the reason that we only trust and show results for bins with at least
100 star particles.
To understand the importance of our choice to initially mix the
newly produced metals into 64 neighbouring cells when they are
ejected by a star particle, we ran an additional medium-resolution
simulation in whichwe change the initial injection region to only the
single host gas cell of the star particle. This is shown by the orange,
dot-dashed curves. For our fiducial neutron star merger model, the
median and 1σ scatter are unaffected by this factor of 64 change in
the initial gasmass enriched by an r-process event. Our fiducial core-
collapse supernovamodel exhibits a slight increase in the 1σ scatter,
because r-process enrichment traces star formationmore closely, but
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Figure 11. Median (black curves) and 1σ, 2σ, and 3σ scatter (grey shaded regions) of [r-process/Fe] as a function of [Fe/H], where the r-process abundances
are normalized to [r-process/Mg] = 0 at [Mg/H] = 0 (see Tables 1 and 2 for the yields used). The left-hand panel shows results from our fiducial neutron star
merger model, while the right-hand panel shows r-process enrichment from 1 in 1000 core-collapse supernovae. Measurements of [Eu/Fe] in Milky Way stars
are shown as light blue circles (detections) and red downward triangles (upper limits) from the database compiled by Suda et al. (2008). The blue solid and
dashed curves show the median and 1σ scatter of the observational detections. We exclude the yellow shaded region ([Fe/H] > −1) from our comparison.
The different trends with metallicity for the two models seem to suggest that observations prefer rare core-collapse supernovae over neutron star mergers as the
dominant source of r-process elements.
the median is also unaffected. This allows us to conclude that our
results are robust to changes in the injection region. The 2σ scatter
does increase slightly, showing that it is the extreme outliers (both
high and low) which are most affected by the initial enrichment.
The metallicity distribution function is converged at subsolar
metallicities and also does not depend on the choice of initial en-
richment region. For every dex decrease in [Fe/H], there are about
an order of magnitude fewer stars. This is shown in Appendix A.
The convergence problem for metal abundances in fully La-
grangian codes can likely be remedied by adding an appropriate
subgridmetal diffusionmodel to the hydrodynamics (e.g. Shen et al.
2010; Pilkington et al. 2012; Escala et al. 2018). These models have
been shown to reduce the number of extremely metal-poor stars
and the scatter in abundance ratios at fixed metallicity. Currently,
such efforts have not yet included on-the-fly r-process enrichment.
In the future, it would be very interesting to compare galactic r-
process abundances obtained with our moving mesh technique to
Lagrangian methods that include subgrid metal diffusion.
4 COMPARISONWITH OBSERVATIONS
Europium is almost completely produced by the r-process (Burris
et al. 2000) and has been observed in the Milky Way and in sur-
rounding dwarf galaxies across a wide range of metallicities. It is
therefore an ideal observational tracer of r-process enrichment. In
this section, we will compare our simulated r-process abundance
ratios to observed [Eu/Fe], but still refer to it as [r-process/Fe].
Observational data of stellar abundances in the Milky Way, its halo,
and its satellites were taken from the SAGA database, compiled
by and described in Suda et al. (2008). Solar abundances for both
observations and simulations are taken from Asplund et al. (2009).
We use only metal-poor and extremely metal-poor stars from the
SAGA database and exclude carbon-enhanced stars, as also done
by Wehmeyer et al. (e.g. 2019). This results in a total sample of
1388 stars. We checked that if we restrict the sample to only include
stars observed with a spectral resolution of R > 10, 000, resulting
in 1217 stars, the distribution is very similar and none of our con-
clusions are changed. Observational selection effects and errors are
not modelled in our simulated data. It is therefore not possible to
compare our models and available observations in detail, but still
enlightening to look at general trends.
As discussed before, the insufficient iron production by Type Ia
supernovae results in unrealistic abundance ratios at highmetallicity
([Fe/H] > −1) and we therefore cannot compare our simulations to
observations in this regime. Instead, we focus on the low-metallicity
stars. As in the previous section, we normalize the r-process yields
to result in amedian [r-process/Mg] of zero at [Mg/H] = 0, because
our simulated abundances do not show the ≈ 0.4 dex decrease in
[r-process/Fe] (and [α/Fe]) towards high metallicity. The resulting
yields are listed in Tables 1 and 2.
4.1 Milky Way
Abundances from our fiducial neutron star merger enrichment
model are shown in the left-hand panel of Figure 11 and those
from our fiducial core-collapse supernova enrichment model are
shown in the right-hand panel. The grey shaded regions show the
1σ, 2σ, and 3σ scatter in bins with at least 100 star particles. Dif-
ferent symbols show the observational data, where light blue circles
show europium detections and red downward triangles show upper
limits. The blue solid and dashed curves show the median and 1σ
scatter of the observational detections.
The largest difference between r-process enrichment models
through neutron star mergers and those through rare core-collapse
supernovae is the dependence of the median [r-process/Fe] on
metallicity. Neutron star merger models show a modest, but sig-
nificant, increase, whereas the median [r-process/Fe] in rare core-
collapse supernovamodels is almost independent of metallicity. It is
important to note that the observational data are relatively sparse for
extremely metal-poor stars and potentially biased due to unknown
selection effects in the heterogeneous sample, which are not taken
into account.
Although the normalization of our simulations is somewhat
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uncertain, the trend with metallicity appears to be steeper in our
fiducial neutron star merger model than in the observational data. A
higher rate of neutron star mergers, shorter delay time, and steeper
delay time distribution would improve the match with observa-
tions of low-metallicity stars. In contrast to the neutron star merger
models, the rare core-collapse supernova model matches the obser-
vational data reasonably well at [Fe/H] < −1, although the scatter
is slightly too small. A model with a lower event rate (as shown in
Figure 7) could improve the agreement, but this needs to be tested
with a new high-resolution simulation. When comparing the me-
dian trend with metallicity, currently available observations seem
to prefer rare core-collapse supernovae over neutron star mergers
as the dominant source of r-process element, although both source
types may contribute. We caution the reader, however, that a big-
ger and unbiased observational sample is necessary to rule out any
of our r-process enrichment models. We discuss possible future
improvements to our simulations in more detail in Section 6.
At −2 < [Fe/H] < −1, the observations exhibit larger scatter
than our simulations. At [Fe/H] < −2, the scatter in [r-process/Fe]
increases towards lowmetallicity for both models and observations,
but the simulations appear to still underproduce the scatter in this
regime. This is likely at least in part due to additional observational
errors, which are not included in our simulation results. Another
possibility is that the r-process production source in reality is more
rare than in our fiducial models, which would also increase the scat-
ter (see Figure 7). This would, however, also decrease the median
[r-process/Fe] and result in more r-process-free metal-poor stars.
Alternatively, a smaller simulated scatter may indicate that the mix-
ing of metals in the ISM is too efficient in our simulations. Even
though our simulation results are almost independent of resolution,
the scatter increases slightlywith improved resolution, a trendwhich
could continue towards even better resolution.
4.2 Dwarf galaxies
Interesting differences exist between r-process abundances in the
Milky WayâĂŹs halo and in its satellites (e.g. Tolstoy et al. 2009;
Frebel 2018, and references therein). Because of the rarity of the
production site(s) of r-process elements, extremely low-mass galax-
ies only experience a single or very few r-process-producing events
over their lifetime. The stochasticity of these events therefore im-
pacts dwarf galaxies even more strongly than the MilkyWay. A suf-
ficiently low-mass dwarf galaxy will experience either no r-process
enrichment if no events occur or strong r-process enhancement if
one event occurs. This is the interpretation for the widely different r-
process abundances found in local ultra-faint dwarf galaxies, where
most have no detected europium, but some of them are strongly
r-process enhanced (Ji et al. 2016a; Hansen et al. 2017). At high
redshift, hydrodynamical simulations have shown that a single neu-
tron star merger could indeed lead to high r-process abundances in
very low-mass galaxies (Safarzadeh & Scannapieco 2017).
The limited resolution of our simulation prohibits a study of
ultra-faint dwarfs, which have stellar masses . 105 M . However,
it does allow us to study reasonably low-mass dwarfs with stellar
masses around 106 M orbiting the central galaxy as satellites.
We focus on the r-process enrichment model which results in fewer
events over the full history of the satellite galaxies (model “low
rate”). A model with fewer r-process producing events will result
in more scatter between different satellites. The neutron star merger
rate in our fiducial model, on the other hand, is high enough for
satellites of 106 M to follow the average enrichment trend (similar
to the central galaxy). The variation in r-process abundance ratios
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Figure 12. The stellar abundances of individual star particles in a simulated
satellite with stellar mass of 106.4 M are shown as circles and colour
coded by how many neutron star mergers the satellite had experienced
at the time the stars were born. Star particles for which the number of
neutron starmergerswas not known exactly are colouredwhite. Star particles
without any r-process enhancement have been set to [r-process/Fe] = −3,
as shown by the dotted grey line. The r-process enrichment model used
here is the one with a low rate of neutron star mergers (model “low rate”
in Table 1) and the simulated r-process abundances have been normalized
to [r-process/Mg] = 0 at [Mg/H] = 0, as before. The black curve shows
the median abundance ratios for the central Milky Way-mass galaxy. Star
symbols (triangles) show detections (upper limits) in 9 (2) metal-poor stars
observed in ultra-faint dwarf galaxy Reticulum II (Ret II; Ji et al. 2016a).
Our simulated dwarf galaxy experiences an early r-process enrichment event
and the stars that form shortly afterwards are strongly enhanced in r-process
elements, as also seen in the lower mass observed satellite.
for different observed satellites can thus help constrain how rare the
site for r-process production is (Beniamini et al. 2016).
In Figure 12, we show abundance ratios of individual star
particles for one of the satellites in our simulation with present-day
stellar mass 106.4 M . The black, solid curve shows the median
abundance ratio for the central galaxy, as shown before in Figure 7.
The star particles are colour coded by the number of neutron star
mergers that occurred in the dwarf galaxy before the star was born.
To do this we need to include the stars that were stripped from the
dwarf galaxy as well. We use merger trees (Springel et al. 2005)
to trace the progenitor galaxy and identify all the stars that used
to belong to the galaxy. We then use all stars (including stripped
stars) to calculate the cumulative number of r-process events as
a function of time. Each star particle keeps track of how often it
experienced an r-process event, which is saved at 128 output times.
This limits our time resolution, so for a small fraction of stars we
do not know whether the r-process event took place before or after
the star formed. In this case, the circles in Figure 12 are coloured
white. For visualization purposes, r-process-free stars have been
set to [r-process/Fe] = −3 (as also indicated by the grey, dotted
line). Star symbols and triangles show detections and upper limits
of metal-poor stars observed in ultra-faint dwarf galaxy Reticulum
II (Ji et al. 2016a). The observations and simulations are not directly
comparable, because of the different mass regime.
The satellite shown in Figure 12 experienced a very early r-
process enrichment event (at z > 9.4). This results in a large fraction
of themetal-poor stars being strongly r-process enhanced, especially
at [Fe/H] ≈ −3. This dwarf was specifically selected to show this
behaviour and there are also examples of dwarfs in our simula-
tions which show no r-process enrichment in metal-poor stars. Such
differences emphasize the strong stochastic nature of r-process en-
richment in our model. This is qualitatively similar to the observed
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Figure 13. The total amount of gas (left y-axis) enriched to [r-process/Fe] >
−0.5 (red circles) and [r-process/Fe] > 0.5 (red stars) by a single r-process
event in the dwarf galaxy shown in Figure 12, using the “low rate” neutron
star merger enrichment model, as a function of look-back time. The total
amount of iron (right y-axis) mixed with the r-process enriched gas is shown
by the blue symbols. Initially, the r-process event enriches 64 gas cells with
newly produced heavy elements, which is shown by the red error bar. The
r-process material quickly mixes with about 108 M of gas and 102 M of
iron in the first few hundred Myr and continues to mix with more gas over
the next Gyr.
variation between ultra-faint dwarfs, although at much higher stellar
mass. If the r-process enrichment site is indeed as rare as in our rarest
models (i.e. a z = 0 rate of less than 10−4 yr−1), as also suggested
based on ultra-faint dwarf abundances (Beniamini et al. 2016), then
our simulations predict that (extremely) metal-poor stars in classical
dwarfs will also show large r-process abundance variations, similar
to those in ultra-faint dwarfs.
Besides strongly r-process enhanced stars, we furthermore find
a substantial r-process-free population within the satellite shown in
Figure 12. Stars without any r-process elements were still forming
after the first r-process enrichment event. We traced this satellite
back in time and found that it underwent a major merger at z ≈ 2
in which one of the partners had experienced an early neutron star
merger (at z > 9.4) and the other partner had its first neutron star
merger at a much later time z < 3.5. When these two dwarf galax-
ies merged (before becoming a satellite), the r-process enhanced
population of one galaxy and the mostly r-process-free population
of the other galaxy were combined, which results in the bimodal
distribution seen at z = 0.
The stellar abundance ratios depend, in part, on the amount of
mixing of the gas from which they formed. If the r-process ejecta
mix with mostly pristine gas, then [r-process/Fe] stays approxi-
mately constant, while [Fe/H] decreases. If the r-process enhanced
gas mixes with metal-rich (i.e. iron-rich) gas, then [r-process/Fe]
decreases and [Fe/H] increases.
In Figure 13 we show the evolution of the total gas mass
(left y-axis) enriched by a single neutron star merger to values of
[r-process/Fe] > −0.5 (red circles) and [r-process/Fe] > 0.5 (red
stars), for the same dwarf galaxy and r-process enrichment model as
shown in Figure 12. Shown in blue, on the right y-axis, is the amount
of iron mixed with the r-process enriched gas. Initially, the r-process
event enriches 64 gas cells with newly produced heavy elements,
which equates to Menrichedgas = 105.7 M for our high resolution
simulation and is shown by the red error bar. The r-process event
occurs after z = 9.8, but before z = 9.4, which is the time between
two consecutive simulation outputs. No other neutron star merger
occurs within a 40 kpc radius for the next 1.3 Gyr (until z < 3.5).
We can therefore use this event to investigate the amount of mass
that becomes enriched with r-process elements in and around this
dwarf galaxy due to a singular r-process event.
In our simulation, the r-process material quickly mixes with
about 108 M of gas and 102 M of iron in the first few hun-
dred Myr. After this initial phase, the amount of gas enriched
to [r-process/Fe] > 0.5 decreases, due to the continued produc-
tion of iron in the dwarf galaxy, which mixes with the r-process
enriched gas. On the other hand, the amount of gas enriched to
[r-process/Fe] > −0.5 continues to increase, because the r-process
enriched region continues to expand to several tens of kpc, far be-
yond the dwarf galaxy’s radius, and thus continues to mix with
more pristine gas. Most of the gas has [r-process/Fe] > −0.5 for
this part of the evolution, so if we lowered the threshold to e.g.
[r-process/Fe] > −2, the evolution would be practically identical.
This is just one example of the (iron) massmixed in with that of
a single r-process event. The amount of mixing could be somewhat
different in more massive galaxies and in the present-day Universe.
Additionally, the ISM model used does not capture its true multi-
phase nature, as also discussed below. However, this example shows
that the amount of mixing in our simulations is reasonably high.
Our values are consistent with those derived by Macias & Ramirez-
Ruiz (2019), who find high levels of mixing could be necessary to
match observed abundances of extremely metal-poor stars. It may
also imply that the production of iron in r-process producing core-
collapse supernovae, which is not included in our simulations, is
negligible compared to the iron mass produced by other supernovae
and mixed in with the r-process enriched gas.
5 COMPARISONWITH PREVIOUS WORK
This work is the first time r-process elements are produced and
traced on-the-fly in high-resolution, cosmological, moving mesh
simulations. It is useful to compare our newly obtained results for r-
process enrichment by neutron star mergers to previous work, which
used different hydrodynamical techniques and/or post-processed
their simulation. All cosmological simulations that include mod-
els for r-process enrichment by neutron star mergers find that the
majority of metal-poor stars are enriched with r-process elements
(Shen et al. 2015; van de Voort et al. 2015; Naiman et al. 2018),
unlike more idealized chemical evolution models (e.g. Argast et al.
2004; Matteucci et al. 2014; Wehmeyer et al. 2015), and that the
scatter in [r-process/Fe] is large. This result therefore appears to
be robust and shows that neutron star mergers are likely relevant
for enriching (extremely) metal-poor stars with r-process elements,
although it remains unclear whether or not they dominate. How-
ever, the details of the r-process abundances can be quite different
between the various cosmological simulations.
The highest resolution particle-based simulation in van de
Voort et al. (2015) also showed an increasing trend of [r-process/Fe]
with metallicity, as we do in this work. This simulation is therefore
in qualitative agreement with ours. However, their r-process abun-
danceswere not converged due to the lack ofmixing at the resolution
scale. Their fiducial (medium resolution) simulation resulted in an
approximately flat [r-process/Fe] trend with metallicity, and a low
resolution simulation even showed a decreasing trend. Therefore,
there is some uncertainty as to whether the metallicity trends in van
de Voort et al. (2015) are physically or numerically driven and thus
to what extent our results agree. The addition of a subgrid turbu-
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lent diffusion model would likely help to improve the convergence
properties and reveal a more robust trend with metallicity (e.g. Shen
et al. 2010; Pilkington et al. 2012; Escala et al. 2018). This work
also includes a range of neutron star merger model parameters, find-
ing qualitatively similar differences between models as we do in our
simulations. However, the variation betweenmodels in van de Voort
et al. (2015) is larger than the variation between our models, which
can likely also be attributed to the lack of small-scale mixing.
Shen et al. (2015) used a post-processing enrichment approach,
which means they injected r-process elements after the simulation
was finished. The results could therefore depend on the spacing
between output times of the simulation. Their fiducial model addi-
tionally includes a metallicity floor for iron and a subgrid mixing
scheme (assigning abundances based on 128 neighbouring gas par-
ticles) for both iron and r-process elements. This study found that
the median [r-process/Fe] decreases with increasing metallicity,
as opposed to the results presented in this work. Unfortunately,
whether or not these results depend on resolution is not discussed.
We believe the discrepancy with our simulations is likely due to
the post-processing approach in Shen et al. (2015) and it would be
interesting to see how our results compare when both simulations
apply on-the-fly r-process enrichment.
Naiman et al. (2018) used moving mesh simulations with on-
the-fly r-process enrichment, which included a metallicity floor for
both iron and r-process elements, and a subgrid scheme in post-
processing to redistribute r-process elements to only part of the
mass contained by a star particle. The latter was necessary because
of the limited resolution of the simulation (owing to the much larger
volume simulated, yielding many Milky Way-mass galaxies). This
study also found that the median [r-process/Fe] decreases with in-
creasingmetallicity, again contrary to our current results.We believe
the imposed metallicity floor in Naiman et al. (2018) is responsible
for this behaviour, because it artificially increases [r-process/Fe] at
[Fe/H] < −1.5, as shown by their results without subgrid redistri-
bution model in post-processing.
The particle-based cosmological simulations of Haynes &
Kobayashi (2019) show increasing [r-process/Fe] and [r-process/α]
with increasing [Fe/H] at subsolar metallicity for their neutron star
merger model and a flat trend for magneto-rotational supernova
model (which is similar to our fiducial rare core-collapse supernova
model). These results also qualitatively agree with ours. However,
our simulations do not exhibit the large scatter towards low r-process
abundances at −2 < [Fe/H] < 0 that is seen in their neutron star
merger model. This could be due to differences in the chosen delay
time distribution, the lack of mixing between gas particles, the lim-
ited resolution of their simulation, or a combination thereof. The
inclusion of an on-the-fly subgridmetal diffusionmodelmay further
improve the agreement between our simulations.
Because our simulations are well-converged and the r-process
enrichment was treated on-the-fly, with no imposedmetallicity floor
nor subgrid mixing prescription, we believe that our conclusions of
a rising trend in [r-process/Fe] with metallicity for neutron star
merger models is robust. Based on the fact that our r-process re-
sults vary little with resolution (see also Section 3.4), we expect
that Lagrangian codes with realistic metal diffusion and on-the-
fly r-process enrichment would also find an increasing trend of
[r-process/Fe]with metallicity as well as somewhat reduced scatter
compared to their previous results.
6 DISCUSSION AND CONCLUSIONS
We studied the abundance of r-process elements in cosmological,
magnetohydrodynamical simulations of Milky Way-mass galaxies
using the moving mesh code arepo as part of the Auriga project.
We implemented 10 models for r-process enrichment, 7 of which
model neutron star mergers as the r-process production site and 3 of
which assume that a fixed fraction of core-collapse supernovae are
responsible for all of the r-process enrichment. These enrichment
models are relatively simple, but show clearly what the results of
different model assumptions are. The main conclusions from our
present study are as follows.
(i) Models with neutron star mergers as the only source of r-
process elements result in themajority of stars being enrichedwith r-
process elements, even at [Fe/H] < −3, indicating that they could be
important even in the early Universe when these stars were formed.
However, the median r-process abundance ratio is below solar at
low metallicity and increases with increasing metallicity. This is
the case for all the model variations, which aim to bracket possible
delay time distributions for neutron star mergers.
(ii) Models that use rare core-collapse supernovae as the only r-
process source show higher median r-process enrichment for metal-
poor stars. The trend of [r-process/Fe] with metallicity is almost
completely flat, although the rarest model shows a slight decrease
towards the lowest metallicities. The scatter increases for models
with fewer r-process events.
(iii) Metal-poor stars were formed at very high redshift, in the
first fewGyr of the Universe. Outliers in [r-process/Fe]were formed
at higher redshift than those following the median [r-process/Fe]
trend. The majority of metal-poor stars were formed in external
galaxies and accreted onto the main galaxy later on. Metal-poor
stars that are outliers in [r-process/Fe] are more likely to have been
accreted, but this residual trend is less strong than the one with
redshift.
(iv) In general, Milky Way-mass galaxies with different forma-
tion histories have reasonably similar r-process abundance ratios at
fixed metallicity, varying at most by a factor of 2 for [Fe/H] > −3.
At high metallicity and for models with relatively high rates of r-
process producing events, the median r-process abundance ratios
vary even less.
(v) Observations of the r-process element europium show in-
creased scatter towards low metallicity, as do all of our models.
The [r-process/Fe] trend with metallicity is approximately flat in
observations for [Fe/H] < −1. This seems to be more consistent
with the rare core-collapse supernova models that closely follow
the star formation rate of the galaxy than with neutron star merger
models which show an increase of [r-process/Fe] with metallicity.
However, more homogeneous observational data sets and potential
improvements to the models may change this conclusion.
(vi) Even though we found little variation between different
Milky Way-mass galaxies, the r-process abundance ratios of dwarf
galaxies can vary wildly for models with a relatively low rate of
r-process producing events. If a dwarf galaxy in our simulations
experiences an early r-process producing event in their evolution,
their metal-poor stars are strongly r-process enhanced, as is also
observed. As more stars form and more supernovae and r-process
events occur and more material is mixed with the r-process enriched
gas, the stellar abundances approach the median trend of the main
Milky Way-mass galaxy. We studied the enrichment by a single
neutron star merger in a simulated dwarf galaxy and found that the
r-process elements mix with ≈ 108 M of gas and ≈ 102 M of
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iron within a few hundred Myr, efficiently distributing r-process
material over a large region.
All the neutron star merger models show a rising trend in
[r-process/Fe] as a function of metallicity in our simulations and
therefore seems to be robust. The simulations are well-converged,
which lends additional credence to our results. However, the scat-
ter in [r-process/Fe] increases slightly with improved resolution,
especially the 2σ scatter.
There are a few caveats to our study, however. The ISM model
employed by our simulations does not attempt to capture the clumpy
multi-phase structure of the MilkyWay’s ISM. The resulting model
ISM is therefore smoother, possibly resulting in metals mixing too
efficiently within the ISM (see also Schönrich & Weinberg 2019),
although it is also possible we underestimate mixing due to the ab-
sence of small-scale turbulence driven by local supernova feedback.
Our simulations also do not include neutron star kicks, which could
cause a larger fraction of neutron star mergers to occur outside the
galaxy, in the low-metallicity halo. This would result in less effi-
cient direct r-process enrichment of the ISM, but potentially higher
r-process abundances in accreting gas. Whether or not adding such
ingredients improves the match of our neutron star merger models
to observations will be explored in future work.
Another possibility is that multiple types of sources are re-
sponsible for the r-process enrichment of the Universe, which could
dominate at different epochs. A combination of neutron star mergers
and rare core-collapse supernovae would likely be able to provide
a reasonable match with observations of metal-poor stars. Future
models could also, for example, include a metallicity dependence or
non-uniform r-process yields depending on specific stellar param-
eters, which could change the scatter and the slope of the relation
between [r-process/Fe] and [Fe/H]. However, in this workwe aimed
to use simple models of single source types in order to study their
resulting r-process enrichment.
Any newly derived r-process yields for neutron star mergers
or for a specific type of core-collapse supernova from either theory
or observations, including potential dependence on metallicity, can
also easily be incorporated into our cosmological framework. Ongo-
ing and future spectroscopic surveys, such as Gaia-ESO, GALAH,
WEAVE, and 4MOST, will obtain detailed abundance information
of additional samples of metal-poor stars for both the Milky Way
and nearby dwarf galaxies (e.g. Buder et al. 2018; Magrini et al.
2018; Christlieb et al. 2019). Together with high-resolution sim-
ulations, these can be used to constrain both the early history of
the Milky Way and its satellites as well as the production site of
r-process elements.
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APPENDIX A: IRON AND MAGNESIUM
The [Fe/H] distribution function for all the stars within the virial
radius of our simulated galaxy is shown in Figure A1 for high
(solid, black curve), medium (dashed, red curve), and low (dotted,
blue curve) resolution. The high-resolution simulation produces
more stars with supersolar metallicities. This is because the galaxy
has a higher star formation rate at low redshift than in the lower
resolution simulations. Since we do not study high-metallicity stars
in this work, we conclude that the metallicity distribution function
is converged in the regime we focus on.
The dot-dashed, orange curve shows the result for a medium
resolution simulation where iron (and other metals) were injected
only in the single host cell of the star that produced them, rather than
in 64 cells (i.e. the host cell plus 63 neighbouring cells). Because
of the exchange of mass and metals between cells, the metals mix
with lower metallicity gas, and the resulting metallicity distribution
function is insensitive to reducing the initial enrichment region.
The thin, dot-dashed line indicates a slope of unity, which is
closely followed by the metallicity distribution function for subsolar
metallicities. The distribution ofmetal-poor stars in our simulations,
for which the number of stars decrease by an order of magnitude
for every dex decrease in metallicity, is in agreement with some
observational samples (Yong et al. 2013; Li et al. 2018). However,
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Figure A1. Logarithm of the metallicity distribution function (in solar
masses per dex) of all stars within the virial radius at z = 0 for three sim-
ulations spanning a factor 64 in mass resolution (linestyles are identical to
those in Figure 10). The high resolution simulation (solid, black curve) has a
somewhat higher star formation rate at low redshift than the lower resolution
simulations and therefore forms slightly more metal-rich stars. The regime
we study in this work, [Fe/H] < −1, is converged. The metallicity distribu-
tion function is also independent of the initial metal injection region. The
thin, dot-dashed line has a slope of unity, which is close to the slope of the
distribution function. This means that there are about an order of magnitude
more stars at [Fe/H] = −2 than at [Fe/H] = −3.
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Figure A2. Magnesium abundance ratio: [Mg/Fe] against [Fe/H]. The
colour coding and curves have the same meaning as in Figure 4. The scatter
in the magnesium abundance ratio is much smaller than for [r-process/Fe],
indicating that the magnesium production site is much more common. The
normalization is about 0.4 dex too low as compared to observations, which
is a known problem for the yields of Portinari et al. (1998) used in our
simulations, but this does not affect our conclusions. In the main body of
the paper, we correct for this discrepancy by multiplying the magnesium
yields by a factor 2.5 in post-processing. The decrease at high metallicity
is not strong enough, likely due to the incorrect balance of iron produced
by Type Ia supernovae and core-collapse supernovae. We therefore focus on
the regime where core-collapse supernovae dominate, [Fe/H] < −1.
other samples show a cut-off at lowmetallicity (Schörck et al. 2009),
potentially due to the way the sample was selected or differences
in analysis of the data (Yong et al. 2013). Larger samples of stars,
that span an even wider range in metallicity, will be necessary in
order to confirm the match with the metallicity distribution function
obtained from our simulations.
Figure A2 shows the abundance ratio of the α element mag-
nesium to iron as a function of iron metallicity. The 1σ scatter is
small accross the full range in metallicity and the median [Mg/Fe]
is approximately constant for [Fe/H] < −1, in agreement with ob-
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servations of the Milky Way (e.g. Cayrel et al. 2004; Arnone et al.
2005). The normalization of [Mg/Fe] is, however, lower than in
observations, by about 0.4 dex. This is caused by a well-known un-
derproduction of magnesium in the adopted yields (Portinari et al.
1998). Because magnesium is not a strong coolant in our simula-
tions, this is not expected to affect the dynamics of our simulations
and can therefore be corrected in post-processing. In the main text,
we show results for which the magnesium yield was multiplied by a
factor 2.5. The values of [Mg/H] in Figures 4 and 8 were therefore
increased by 0.4 dex in post-processing.We use [r-process/Mg] (af-
ter correcting the magnesium yields) to renormalize the r-process
abundances throughout this work by setting [r-process/Mg] to zero
at [Mg/H] = 0 and using the same r-process yiels for [r-process/Fe].
This results in different r-process (or europium) yields for each r-
process enrichment model, as listed in Tables 1 and 2. In this work,
we study the trends of r-process abundance ratios with metallicity
and not the normalization, owing to the uncertain r-process yields.
The renormalization in post-processing therefore does not affect our
conclusions.
At high metallicity, observations show a stronger decrease of
[Mg/Fe]with increasing [Fe/H] than our simulations. As discussed
in Section 3, this could be either due to the underproduction of iron
byType Ia supernovae or the overproduction of iron by core-collapse
supernovae. Because of this, we focus our analysis of r-process
elements entirely on the regime where core-collapse supernovae
are known to dominate, i.e. at [Fe/H] < −1.
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