, and S ++ relative to hydrogen. In addition, eight of the most recent sets of measurements of ionic line strengths in H ii regions have been reanalyzed in order to attempt to reconcile differences in optical versus far-IR abundance determinations. We have in total 168 sets of observations of 117 H ii regions in our analysis. The new analysis included updating the atomic constants (transition probabilities and collision cross sections), recalculation of some of the physical conditions in the H ii regions (n e and T e ), and the use of new photoionization models to determine stellar effective temperatures of the exciting stars. We also use the most recent data available for the distances for these objects, although for most we still rely on kinematic distance determinations. Our analysis finds little indication of differences between optical and infrared observations of the nitrogen abundances, but some differences are seen in the oxygen and sulfur abundances. A very significant offset continues to be seen between optical and infrared measurements of the N/O abundance ratio.
INTRODUCTION
When the first stars formed in galaxies, they were composed almost entirely of hydrogen and helium. However, as these first stars evolved and returned some of their processed interiors to the interstellar medium, the heavier elements (C, N, O, S, etc.) were then present to be incorporated into future generations of stars. The amount of these heavy elements observed today is clearly, then, a function of many processes fundamental to our understanding of galactic evolution: the star formation rate, the rate of element production and eventual return to the ISM as a function of stellar mass, and the initial mass function (IMF). Elemental abundances will be functions of time, and since physical conditions (e.g., AE, the surface density of gas in the galactic disks) vary throughout many galaxies (including the Milky Way), the abundance will vary with position as well. Thus, the accurate and detailed measurement of galactic abundance gradients in galaxies is essential to develop an accurate picture of galactic evolution, and possibly dynamics (e.g., in barred galaxies, radial mixing of interstellar gas may occur).
The study of abundances in the Milky Way provides both special challenges and rewards. Due to our location in the plane of the Galaxy, extinction by dust can limit our view of the objects whose abundances we wish to study, and the determination of galactocentric distances can be difficult. However, it is possible, in our own Galaxy, to obtain a level of detail in our studies, both in the determination of abundances of individual objects, and in modeling overall galactic trends, that is difficult to obtain in external galaxies.
H ii regions are ideal objects with which to study abundance gradients. Since they are bright and hot they emit strongly in many lines observable over much of the Milky Way. Unlike stars, H ii regions probe the current state of abundances and unlike planetary nebulae and supernovae remnants, do not contaminate the surrounding ISM.
The seminal study of H ii region abundances in the Milky Way was by Shaver et al. (1983) , who studied optical recombination and forbidden lines of H ii regions spanning a range of galactocentric radii from 5.0 to 13.6 kpc (all distances quoted have been scaled to R 0 ¼ 8:5 kpc; see x 6) and found clear gradients of N/H and O/H. Subsequent optical studies by Fich & Silkey (1991) and Vílchez & Esteban (1996) have focused on the outer Galaxy (R ¼ 8:5 18 kpc), showing some evidence for flattening of the gradient of N/H at large galactocentric radii. Most recently, Caplan et al. (2000) have observed a number of H ii regions optically over a range of R ¼ 6:6 17:7 kpc, and Deharveng et al. (2000) have analyzed these data together with some other observations in the literature to determine the O/H gradient. They too find a significantly smaller gradient than that found by Shaver et al. and other observers. Far-infrared (FIR) studies of H ii regions have extended all the way to the Galactic center (Lester et al. 1987; Simpson et al. 1995) and to the outer Galaxy as well (Rudolph et al. 1997; this work) . Also the Infrared Space Observatory (ISO) was used to measure abundances in a large number of Galactic H ii regions (Peeters et al. 2002; Giveon et al. 2002; Martín-Hernández et al. 2002) . One of the striking results of the FIR observations has been that a discrepancy has arisen in the determination of abundances determined optically versus those determined using FIR lines, particularly the ratio N/O ( Rubin et al. 1988) .
A number of factors complicate the comparison of these various studies. First, and most simply, the distances used by the various authors are not consistent, due to changes in the rotation curve used (Schmidt vs. flat rotation curve, and changes in R 0 and Â 0 ). In addition, the atomic constants ( Einstein A coefficients and collisional cross sections) have been updated in the past two decades. Finally, each study has used a slightly different scheme to determine corrections for unobserved ionization states (ionization correction factors or icfs), with the differences most striking between optical and FIR studies. Henry & Worthey (1999) have recently reviewed observations of abundance gradients both in the Milky Way and in external galaxies. They concentrated on oxygen as the most abundant and least depleted element in the interstellar medium. They find reasonably good agreement, with a large amount of scatter, across studies that use H ii regions, planetary nebulae, and supernova remnants, and they do not see any strong evidence for flattening of abundances in the outer Galaxy, at least for oxygen. However, they do not attempt to reanalyze the data in any self-consistent manner across studies, but rather simply take their results from the literature.
This paper has two purposes. The first is to present new FIR observations of H ii regions in the range of galactocentric radius R ¼ 10 15 kpc to fill in a gap in the FIR abundance observations. Table 1 lists the sources observed, including their positions, galactocentric distance, distance from the Sun, and angular size. The second is to present a complete redetermination of the abundances of all the optical and FIR H ii region observations in the literature with a single, consistent program. This update includes the most up-to-date atomic constants and recent non-LTE stellar models to try to reconcile these discrepancies between the optical and FIR data sets. Equally important, we have collected from the literature the distances to all these sources and redetermined their galactocentric radii using a common rotation curve. This is especially important for the sources observed by Shaver et al. (1983) , whose distances were previously determined using a Schmidt rather than a flat rotation curve.
OBSERVATIONS AND NEW DATA
The FIR observations of [S iii] (19 m), [O iii] (52, 88 m), and [ N iii] (57 m) were made with the 91 cm telescope of the KAO using the facility Cryogenic Grating Spectrometer (CGS; Erickson et al. 1984 Erickson et al. , 1995 on flights of 1995 August 6, 10, and 12. The aperture sizes were $40 00 (the exact values are shown in Table 2 ), corresponding to a spectral resolution of $90 km s
À1
. Standard chopping techniques were employed throughout; the integration time was 10 or 20 s (depending on line strength); the chopper frequency was 11 or 13 Hz; the chopper amplitude was $5 0 on August 6 and 10 (except for Saturn on August 10, for which it was $7 0 ) and $6 0 on August 12; the chopper rotation angle was individually selected for each source to avoid background contamination.
Telescope pointing was done by offsetting from stars from the HST Guide Star Catalog Jenkner et al. 1990 ). The infrared boresight established on the ground was verified in flight to an accuracy of AE5 00 . The [S iii] line and its adjacent continuum were measured with an array of 13 discrete Si : As impurity band conduction (IBC) detectors ( Bharat 1994) . The longer wavelength [O iii] and [ N iii] lines and continua were measured with an array of 13 Ge : Sb photoconductors. Both detector arrays were flat-fielded and a Positions are from VLA radio maps and are the positions used to point the KAO telescope. Units of right ascension are hours, minutes, and seconds, and units of declination are degrees, arcminutes, and arcseconds. flux-calibrated using observations of Saturn at the same wavelengths. The brightness temperature for the disk of Saturn (Hanel et al. 1983; Bézard et al. 1986 ) was combined with the ring brightness temperature ( Haas et al. 1982 ) using the technique of Matthews & Erickson (1977) to account for the geometry. Laboratory measurements were used to remove the differential instrumental response from the divided spectra. The zenith water vapor overburden was determined to be 8.35, 10.5, and 7.5 precipitable m for the three flights from observations of Saturn in the telluric 85 m H 2 O line. The overburden for each source was calculated from the zenith value by correcting for the elevation angle of the telescope. The H ii region spectra, divided by the Saturn spectra, were corrected for differential absorption using ratios of water vapor model transmission spectra ( Lord 1992 ) and for differences (P10%) in diffraction assuming a circular aperture with an obscuring secondary ( Born & Wolf 1964) . The continuum intensities were determined from the arithmetic mean of the detectors showing no line emission. The line intensities were obtained by summing the detectors with line emission, after subtracting the average continuum level from each detector, and then multiplying the difference by the detector width in m. The final FIR fluxes are listed in Table 2 , along with radio continuum fluxes determined from VLA observations. The quoted uncertainties include the uncertainties in the measured continuum level and in the individual line detectors but do not include the absolute calibration uncertainty, which is estimated to be AE8% (1 ), determined by flux reproducibility over many flight series. However, this calibration uncertainty is included in the ionic and final abundance uncertainties (see x 5). The beam sizes are also listed for each line.
DETERMINATION OF ELEMENTAL ABUNDANCES
The method of determining elemental abundances from nebular emission lines is well documented elsewhere (Osterbrock 2000; Pagel 1997; Dinerstein 1990; Simpson et al. 1995; Henry & Worthey 1999 ) and we will review only the major points here. For each step, we will briefly discuss the differences in application to optical and FIR data. The general method of determining abundances from emission lines proceeds as follows:
1. Emission lines are observed.-The majority of these lines are ''collisionally excited'' (to use the terminology of Osterbrock 2000) meaning that the ions are excited to upper energy levels by collisions, typically with hot electrons. Since the excitation levels of the most abundant elements, hydrogen and helium, are much higher than the thermal energy of electrons at typical H ii region temperatures (T ¼ 4000 20;000 K ), their emission lines do not provide significant cooling to the regions. It is the common ions such as O ii, O iii, N ii, N iii, and others, whose excitation potentials are on the order of the electron thermal energy, that provide much of the H ii region cooling, and are thus observable. These lines are also commonly referred to as ''forbidden lines'' as they are typically not observed in terrestrial laboratories, since their low downward transition probabilities lead to fast collisional de-excitation under those conditions. It is only in the relatively diffuse conditions of interstellar space that the excited ions survive long enough to radiate.
2. Correct the observed line fluxes for extinction.-The corrections for extinction are generally much larger in the optical than the FIR, and thus FIR observations allow one to look into much more obscured regions, such as the Galactic center, and to look at younger, more compact objects. However, the extinction in these highly obscured regions can be quite large and significant extinction corrections can be required in the FIR, especially at wavelengths shortward of 20 m.
3. Determine the physical conditions (n e and T e ) in the H ii region to determine the emissivity of the line.-This is the one of the two most critical steps in the analysis. Because the lines are collisionally excited, primarily by hot electrons, the relevant parameters are n e and T e , the electron density and temperature. These can often be determined from various observed line ratios, including some of those observed to determine abundances. For example, the ratio of doublets of [O ii] or [S ii] in the optical or [O iii] in the FIR can be used to determine electron density. Electron temperatures can sometimes be determined from [O iii] lines observed in the optical, but it is often difficult to observe all the relevant lines, and the range of wavelengths covered is large, so extinction effects are important. Therefore, the preferred method of determining electron temperatures is to use hydrogen radio recombination lines (see, e.g., Shaver et al. 1983) . ( Note, however, that even this method has difficulties, for example, caused by temperature fluctuations in the gas; Peimbert 1967.) Optical abundance determinations depend on both parameters but are particularly sensitive to the electron temperature. The size of the variation in abundance is itself a function of the temperature. Changes of AE500 K lead to ionic abundance variations of AE0.05-0.1 dex around T e ¼ 10;000 K, and up to AE0.50 dex around T e ¼ 4000 K.
The FIR lines, by contrast, are extremely insensitive to electron temperature, since they come from transitions between finestructure levels of the ground states of the ions. Changing the electron temperature by AE1000 K changes the ionic abundances by AE0.01 dex or less. On the other hand, some FIR lines are especially sensitive to density.
4. Determine the ionic abundance relative to H (or another ion).-Having determined the electron temperature and density, the ionic abundances are determined. The first step is to use a statistical equilibrium calculation involving a multilevel (typically five level) model of each ion to determine the relative populations of the levels for the ion. This information, together with the observed intensity ratios and relevant atomic constants then determine the ionic abundance.
Abundances determined from optical observations are generally produced from observations of the ratio of the line intensity to the intensity of a nearby hydrogen recombination line. Thus, optical lines are in general already in the form of an abundance relative to hydrogen. In contrast, the FIR lines are measured in absolute terms. A radio continuum observation is used to measure the hydrogen column density. A detailed discussion of the results and uncertainties created by this procedure is given in Rudolph et al. (1997) .
5. Determine the effective temperature (T eA ) of the exciting star and the corresponding ionization correction factor (icf ).-This is the other most critical step in the analysis. In order to determine total abundances from ionic abundances, it is necessary to either measure all relevant ionization states of the atom (often difficult or impossible, if observing in a limited wavelength range), or to make some correction for the unmeasured ionization states. Some observers have used semiempirical methods to make this correction, while others have tried to model the ionization structure of the H ii region to determine icfs. The latter method usually requires some means of determining the effective temperature of the star exciting the region, typically from line ratios.
6. Correct the ionic abundance for unmeasured ionization states, using the icfs determined in Step 5 to produce the final atomic abundances.-When more than one ionization state is observed, these can be added together before correcting for the other, unobserved states. Thus, when both [O ii] and [O iii] are observed in the optical, they typically account for k80% of the oxygen, and thus this correction is small. When, more typically, only one ionization state is observed, this correction varies in size, depending on whether the measured ionization state is the dominant state of the atom.
PREVIOUS ABUNDANCE STUDIES: DISCREPANCIES IN OPTICAL VERSUS FAR-INFRARED ABUNDANCE DETERMINATIONS
The first study to systematically combine radio determinations of electron temperature and optical determinations of abundances was that of Shaver et al. (1983) , which resulted in the first comprehensive study of abundance gradients in the Milky Way. Shaver et al. observed radio recombination lines for 67 H ii regions resulting in determination of their electron temperatures. These temperatures were combined with optical spectroscopy of 33 of these sources, spanning a range of R ¼ 5:0 13:6 kpc to determine their abundances and galactic abundance gradients of O/H, N/H, and S/H. They saw very clear gradients in O/H and N/H but none in S/H. Shaver et al. used an ionization correction scheme based on the assumptions that all the O is either singly or doubly ionized and that N/O ¼ N þ /O þ , and they made a semiempirical correction to the sulfur abundance for the unobserved ionization state S ++ . Shaver et al. also found a clear gradient of electron temperature with R in the sense of increasing T e with R, which they attribute to the abundance gradients. Fich & Silkey (1991) and Vílchez & Esteban (1996) both extended optical studies to the outer part of the Galaxy. Fich & Silkey obtained optical spectra of 18 outer Galaxy H ii regions spanning a range of R ¼ 11:7 17:9 kpc. They then determined abundances for these 18 regions, using a simplified version of the Shaver et al. ionization correction scheme.
Fich & Silkey only detected the [O iii] doublet in 4 of their 18 sources, and therefore focused their analysis on nitrogen. When they compared their results with those of Shaver et al.
(after rescaling the distances of Shaver et al. for a flat rotation curve and R 0 ¼ 8:5 kpc, Â 0 ¼ 220 km s À1 ), they found evidence for a flattening of the N/H abundances in the outer Galaxy; namely, their abundances were higher than an extrapolation of the Shaver et al. nitrogen gradient, by a statistically significant amount.
Vílchez & Esteban observed 8 outer Galaxy H ii regions, including 6 previously observed by Fich & Silkey, using a larger telescope and extending the spectral range of the observations into the near-infrared. They then analyzed their new observations together with ten more of Fich & Silkey's objects to determine abundances for these 18 objects spanning a range of R ¼ 8:4 17:9 kpc. When Vílchez & Esteban fitted their outer Galaxy abundance data, they found slopes significantly flatter than those of Shaver et al. and concluded that the flattening seen by Fich & Silkey was real. Deharveng et al. (2000) determined oxygen abundances for 34 H ii regions observed in the optical and presented by Caplan et al. (2000) . They found a significantly flatter slope to the oxygen abundances than found in previous studies but no evidence for an additional flattening at large galactocentric distances.
In order to make meaningful comparisons of our new results with these previously published results, we have refitted the Shaver et al. data with updated distances based on a modern rotation curve. Shaver et al. calculated the distances to their sources using a Schmidt rotation curve with R 0 ¼ 10 kpc. As part of our complete reanalysis of previous work, we have determined distances to all the sources studied by Shaver et al. (as well as many others; see x 6). We have refitted the Shaver et al. data with these new distances to obtain the corrected values of the optically determined abundance gradients with which to compare FIR studies of H ii regions and studies of other types of objects (e.g., B stars; Smartt & Rolleston 1997; Gummersbach et al. 1998; Rolleston et al. 2000) .
Following Shaver et al. we recomputed the abundance gradients for their data set both including and excluding sources for which their ionization correction scheme could be applied. Table 3 shows these recomputed results. As we fitted the abundances as a function a þ b(R À 8:5) the abundance uncertainty is not welldefined at R ¼ 0. The top row shows the fit including only those sources for which Shaver et al. had both [O ii] and [O iii] lines, which they considered ''well-determined,'' but excluding the sources S38 and S48, which had abundances that deviated greatly from the fit generated by the others. The second row is a fit of all of the Shaver et al. sources. We find, as Shaver et al. did , that the fit is very different depending on which sources are included. The abundance gradients determined with rescaled distances are the same as the published values, within the uncertainties, not larger as one might expect if all galactocentric distances simply scaled due to the smaller scale of the Galaxy.
The first major studies of Milky Way abundances in the FIR were done by Lester et al. (1987) , and Rubin et al. (1988) . These studies focused on the abundance ratio N/O. Lester et al. observed 13 H ii regions in the range R ¼ 0 10:2 kpc, while Rubin et al. observed 6 H ii regions, 3 in common with Lester et al., for a total of 16 regions observed in the two studies. Lester et al., in the absence of any direct way to estimate the degree of excitation in these regions, made the simple assumption that N/O ¼ N þþ /O þþ , though they acknowledge that this assumption may be wrong. Rubin et al. analyzed all 16 regions and attempted to estimate the degree of excitation in the regions using the ratio He + /H + . The striking finding of these studies is that the FIR determinations of N/O are systematically 2-5 times higher than those determined from optical lines. Rubin et al. considered a number of possible reasons for this discrepancy and concluded that the most important is what they call the ''geometry effect,'' the possibly incorrect ++ to N/O, conclude that such a conclusion is possible but uncertain.
The next major study of Milky Way abundance gradients in the FIR was done by Simpson et al. (1995 Rudolph et al. (1997) , in conjunction with the same observers, extended these observations to the outer Galaxy, observing lines of [O iii] 
, for an additional 5 sources with R ¼ 12:7 16:5 kpc. Since these two groups used the same instrument on the same telescope, and reduced the data using a single method, they will be considered together from here on. Simpson et al. (1995) and Rudolph et al. (1997) 4 K for their sources in the outer Galaxy, since abundances determined from FIR lines are extremely insensitive to T e . Both groups corrected ionic abundances to atomic abundances using H ii region excitation models of Rubin (1985) . To determine the effective temperature of the exciting star in each region, they used the observed ratio of [O iii]/[S iii] relative to an assumed constant ratio of O/S ¼ 47. Both groups used radio continuum data to determine the hydrogen column density; Simpson et al. estimated the radio flux in the relevant area using data from the literature, while Rudolph et al. measured the radio flux in the appropriate beam directly from VLA images.
Most recently, Afflerbach et al. (1997) 
for an additional 17 sources (one in common with Simpson et al.) , also aboard the KAO, also using the same instrument as Simpson et al. and Rudolph et al. They then combined these data with those from the Simpson et al. sources, and with their own high-resolution VLA maps of these regions to do a self-consistent statistical equilibrium and ionization equilibrium model of each source. These models attempt to simultaneously fit the FIR lines and the radio continuum (including source geometry) to determine the atomic abundances, electron density and temperature, and ionization structure of the source. The 34 sources they modeled cover a range of R ¼ 0 11:4 kpc.
Together, Simpson et al. and Rudolph et al. found clear gradients In studying the N/H gradient determined from their data and that of Simpson et al., Rudolph et al. concluded that the N/H abundances did not flatten in the outer Galaxy. In fact, one result that Rudolph et al. noted was that the abundances they determined for the outer Galaxy H ii regions S127 and S128 agreed quite well with those determined optically by Fich & Silkey and Vílchez & Esteban, suggesting that, rather then a flattening of N/H in the outer Galaxy, there is a systematic offset between the Shaver et al. and FIR determined N/H abundances in the inner Galaxy. Comparing the values of the nitrogen abundances at R ¼ 8:5 kpc from the fits, there is some evidence for an offset between the optical and FIR determinations of $0.15-0.35 dex, corresponding to the optical nitrogen abundances being 30%-55% lower than the those determined from FIR lines, though such a difference is on the order of the uncertainties in the fits. Comparing the various fits in The Infrared Space Observatory was used to obtain spectra of ions in H ii regions. Two versions of the original data can be found in papers by Peeters et al. (2002) and Giveon et al. (2002) . The Giveon et al. paper includes an analysis of the ionic and atomic abundances from their data, while the Peeters et al. data are analyzed in Martin-Hernandez et al. (2002) . Neither of these analyses give abundance gradients for the atoms under study in this current paper.
Unlike the subtle differences noted for N/H, the optical and FIR determinations of N/O are strikingly different. In considering N/O as determined by all these studies (Shaver et al. 1983; Vílchez & Esteban 1996; Lester et al. 1987; Rubin et al. 1988; Simpson et al. 1995; Afflerbach et al. 1997; Rudolph et al. 1997) , there is a clear, systematic offset between the optically determined and FIR-determined ratios, as noted by Rubin et al. (1988) . The variations seen both within and between the optical and FIR data sets, together with variations in methodology for determining abundances in the various studies, prompted us to undertake a complete reanalysis of the major abundance studies in the literature, beginning with the study of Shaver et al. We hoped that by using a single consistent method, we could reconcile these discrepancies (or at least rule out some of their causes), possibly settle some of the outstanding issues, such as whether there is a change in slope in abundance gradients with R, and determine a single best model for the variations of abundance in the Milky Way, based on the data currently available.
The following section begins by describing our method of determining abundances for the studies we analyzed, including the new data presented here, and then goes on to present the results of that analysis.
DETAILS OF NEW ABUNDANCE ANALYSIS
The studies we chose to reanalyze were those of Shaver et al. (1983) , Fich & Silkey (1991) , Simpson et al. (1995) , Vílchez & Esteban (1996) , Afflerbach et al. (1997) , Rudolph et al. (1997) , Deharveng et al. (2000;  the data for this study were published by Caplan et al. 2000) and Martin-Hernandez et al. (2002; data in Peeters et al. 2002) . The data from these eight studies were added to the new observations reported here to create a data set of observations of 117 distinct H ii regions (listed in Table 4 ). Figure 1 shows the positions of these 103 objects projected onto the Galactic plane, using distances derived here and tabulated in Table 4 (see x 6). Twenty-four of these regions were observed by more than one observer, two of them (S127, S128) a total of six times.
The only recent major studies of H ii regions we did not include in our analysis were those of Lester et al. (1987) and Rubin et al. (1988) . Neither of these studies observed the [S iii] lines necessary for the determination of effective temperature of the exciting star of the region (see xx 3 and 4). Additionally, many of the objects first observed in these two FIR studies were included in Simpson et al. We now report on the method used to analyze these data in detail. We generally followed the scheme outlined in x 3. For each step, we will describe the FIR and optical data sets separately, as we often used common analysis for studies in the same wavelength region.
Flux Uncertainties
All the FIR studies, including this one, quote statistical uncertainties for their fluxes. In addition, a systematic uncertainty of 7% was added to all FIR fluxes for the KAO data when used to determine abundances relative to hydrogen. This additional uncertainty is based on comparisons of fluxes of the same source between flight series on the KAO, and therefore is not included when calculating flux ratios, such as 
Extinction Correction
All the KAO FIR studies presented here, including this one, followed a procedure for estimating extinction presented in Simpson & Rubin (1990) , and Simpson et al. (1995) . The FIR extinction is proportional to the optical depth of the silicate feature at 9.7 m, 9.7 (Simpson & Rubin 1990; Simpson et al. 1995) , and falls with increasing wavelength. Simpson & Rubin (1990) assumed a spectral shape for the 18 m silicate feature and that k / k À2 for k ! 22 m. They then estimated k / 9:7 ¼ 0:395, 0.054, 0.044, and 0.019 for k ¼ 19, 52, 57, and 88 m, respectively. By determining 9.7 for each source, the relevant FIR extinction can be estimated.
For the ISO data of Peeters et al. (2002) we used the extinction method they outline. They did not use this in their analysis as they did not have accurate extinction information for many of their sources. However, we were able to find extinction values for a significant number, primarily for objects from their sample that are in common with others in our data sets. We have extinction corrected all the ISO sources for which we had such data.
For our new data, the optical depth of the silicate feature for the Sharpless sources, except S138, is estimated from the optical extinction. Although the optical extinction may not be caused by the same silicate grains as the 9.7 m extinction, in general, the two interstellar dust components track each other well enough that an average relationship can be derived. We use A V / 9:7 % 12:5 and the extinction curve (A V /E BÀV ¼ 3:09) of Rieke & Lebofsky (1985) and Martin & Whittet (1990) . The optical extinction is calculated from the relative extinction between H and H. For S127 B and S128, we estimate 9:7 ¼ 0:26 and 0.45 from the measured extinction at H from Fich & Silkey (1991) . For S152, we estimate 9:7 ¼ 0:26 from the average relative extinction between H and H from Hunter (1992) . Antonopoulou & Pottasch (1987) directly determined 9:7 ¼ 0:16 for S138 by performing a fit to the silicate feature.
The silicate feature optical depths for the embedded sources WB 73 and WB 411 are estimated from the IRAS LRS spectra following the method of Simpson & Rubin (1990) for model III. We find 9:7 ¼ 1:7 and 2.1 for WB 73 and WB 411, respectively. This method is not used for W3 A and B because they are confused in the LRS beam. Hackwell et al. (1978) mapped 9.7 over the W3 complex. Using their map, we estimate 9:7 ¼ 2:5 and 4.0 for W3 A and B, respectively, by averaging over the beam area. We assign an uncertainty of 20% to all estimates of 9.7 , including those of previous studies. This uncertainty is propagated into the corrected fluxes by standard methods of error propagation.
The optical studies all used the hydrogen recombination lines they observed to estimate extinction. Shaver et al. fitted the Note.- Table 4 is also available in machine-readable form in the electronic edition of the Astrophysical Journal Supplement. observed Balmer decrement to the theoretical one using the extinction law of Whitford (1958) to determine extinction corrections. From this fit they also derived C(H), the extinction correction at the wavelength of the H line. Fich & Silkey used the observed ratio of H to H to derive C(H) by assuming an intrinsic ratio of 2.859, and corrected their fluxes using the extinction law of Seaton (1979) . Vílchez & Esteban compared the ratios of a number of Balmer lines to the theoretical values expected for case B recombination (Brocklehurst 1971 ) to determine C(H) and to correct for extinction, also using the extinction law of Whitford (1958) .
To determine if the use of older extinction laws might cause any systematic problems with the optical fluxes, we compared the extinction law of Whitford (1958) to the recent extinction law of Cardelli et al. (1989) and found that they agreed within 10% over the relevant wavelength range. Since Cardelli et al. also found their law in good agreement with that of Seaton (1979) we made no attempt to update the extinction corrections of the optical studies.
Physical Conditions
For our new data, we followed the procedure outlined in Rudolph et al. (1997) , namely, we determined n e , the electron density from the extinction-corrected ratio of the [O iii] lines at 52 and 88 m, and we estimated T e , the electron temperature to be 10,000 K for all our sources, a value roughly correct for the outer Galaxy. Since the FIR abundance determinations are extremely insensitive to T e (see x 3) this simple assumption is adequate.
For the other KAO FIR studies (Simpson et compared their estimates of n e and found that the sulfur-determined densities were typically 10 times higher than those determined by radio continuum fluxes. Since the radio continuum flux comes from an average over the whole H ii region while the sulfur lines come from the region emitting the forbidden lines used to determine abundances, we attempted to correct the electron densities of Fich & Silkey. For all the Fich & Silkey sources observed by Vílchez & Esteban, we used the latter's estimate of n e . For the other Fich & Silkey sources we multiplied their estimate of n e by 10. The one exception was S270, a compact H ii region, where we used the n e determined from the radio continuum, since in such a compact region, the radio continuum density is typically a better match to the fine-structure line emitting region (Rudolph et al. 1997) .
As noted here and elsewhere, the determination of the electron temperature, T e , is one of the most critical parameters for determining abundances from optical H ii region data. Shaver et al. measured the electron temperature of each region from radio recombination lines, thereby avoiding the extinction problems that make such determinations difficult from the optical lines of O iii. Fich & Silkey, following Shaver et al. attempted to determine electron temperatures for their 18 sources using radio recombination lines, but they were only able to detect 8 of them and could only determine what they considered reliable values for 2 of them. For the other 16 sources, they instead used a combined linear fit of their and T e data and that of Shaver et al. and estimated values of T e from this fit.
Vílchez & Esteban determined electron temperatures for 3 of their 18 sources directly from the optical spectra, using the lines of [O ii] . For the other sources, the electron temperature was determined indirectly by fitting various line ratios with photoionization models of Stasińska (1980 Stasińska ( , 1982 .
Deharveng et al. determine electron temperature directly for six H ii regions, calculate the Galactic electron temperature gradient, and then use the distances to the other H ii regions to interpolate on this relationship to determine their electron temperatures.
Although the three optical studies we reanalyzed use very different methods of estimating electron temperature, we had no better way to determine this crucial parameter than the authors, so in all cases we used their values. However, we note that the sensitivity of ionic abundances derived from optical lines on electron temperature, combined with the inhomogeneity in methodology and resultant potentially large uncertainties in that parameter, suggest that this might be one of the potential causes of inconsistencies in determination of abundances from optical data (see x 8).
Simpson et al. and Rudolph et al. quote uncertainties in n e propagated from the [O iii] flux uncertainties used to determine the electron density, and we use these uncertainties in our analysis. For the other studies a 10% uncertainty was assumed for n e . A similar 10% uncertainty was assumed for T e for all eight studies (including this one). 
Determination of Ionic Abundances:
Updated Atomic Constants
The ionic abundances relative to hydrogen, and a number of relevant ion ratios were calculated from statistical equilibrium calculations using five-level models of the relevant ions. The atomic constants were compiled from the literature and represent the most current values of transition probabilities and collision cross sections available at the time of this work. Table 5 lists the references used for these atomic constants. The derived ionic abundances, along with the n e and T e of each source, are listed in Table 6 .
Determine the Effective Temperature (T eA ) of the Exciting Star and the Corresponding Ionization Correction Factor for Each Ion
The determination of the ionization structure of the H ii region is one of the most difficult in the entire process. The early optical studies (including Shaver et al. and Fich & Silkey) used semiempirical ionization correction schemes, while FIR studies, beginning with Simpson et al., tried to determine the effective temperature of the exciting star from measured line ratios in order to apply photoionization models ( Rubin 1985 , in the case of Simpson et al. and Rudolph et al. and Mathis 1985 for Afflerbach et al.) to determine the ionization structure of the region. Both sets of models used by the FIR investigators used the LTE stellar atmospheres of Kurucz (1979) . Recently, there have been published photoionization models of single-star H ii regions (Stasińska & Schaerer 1997 ) which use non-LTE stellar atmosphere models which include the effects of line-blanketing and stellar winds (''CoStar'' models; Schaerer & de Koter 1997) , which are also available in electronic form. We have acquired the data from these models and incorporated them into our abundance code in order to allow us to calculate accurate icfs.
In order to use such models, it is necessary, in addition to knowing n e and T e of the H ii region itself, to determine T eA , the effective temperature of the exciting star of the region (for simplicity, we have assumed a single exciting star throughout this analysis). For the FIR studies, we followed the method of Simpson et al., who used the observed ratio [O iii]/[S iii] relative to an assumed value of O/S to estimate stellar effective temperatures. Figure 2a shows a plot of this ratio as a function of T eA for electron densities of 10 and 10 4 cm À3 taken from the models of Stasińska & Schaerer (1997) . This ratio varies by more than an order of magnitude over the relevant range of T eA ¼ 33;000 50;000 K, making it an extremely sensitive measure of T eA .
A similar ratio can be used to determine effective temperatures for optical H ii region lines. Figure 2b shows a plot of [O iii]/[S ii] (a ratio commonly measured in optical studies) versus T eA for the same electron densities also from the models of Stasińska & Schaerer. This ratio varies by almost 3 orders of magnitude over the same range of stellar effective temperature, making it even more sensitive than the FIR line ratio at determining T eA .
For both cases we assumed an underlying constant ratio of O/S ¼ 47; the value determined for Orion (Rubin et al. 1991) . The ratio O/S is expected to remain constant since both elements are produced by primary nucleosynthesis, and Simpson et al. conclude that the gradient in this ratio is no larger than À0.03 dex kpc À1 , corresponding to a variation of less than a factor of 3 in O/S. Such a variation leads to changes in T eA of P1000 K.
For each source, the effective temperature of the source is determined from the relevant line ratio, if available, and n e and T e . The uncertainties in the line ratios, n e , and T e are propagated through the code to determine an uncertainty in T eA , and in the derived icfs. Figure 3 shows a plot of this comparison. Although the relation is not a perfect 45 degree straight line, most of the points fall on such a line, giving us confidence that this method works well.
For the FIR studies, it is necessary to have a line of [S iii] to determine T eA . Five of the regions observed in the FIR do not have such a measurement. In addition, Afflerbach et al. do not list fluxes for one of their observed sources, G34.26+0.15, which they state does not have a geometry consistent with a simple spherical model of the region.
Final Abundances
The final calculated abundances, along with the determined (or assumed) T eA and derived icfs are listed in Table 6 . For the sources where two ionization states were observed, the final abundance was determined by summing the two ionic abundances and dividing by the sum of the icfs. For other abundances relative to hydrogen, we simply divided the single measured ionic abundance by the relevant icf. An additional correction of 6% was added to all abundances relative to hydrogen to account for the additional electrons contributed by helium. This value represents the model value of He + /H + for T eA ¼ 36;000 K, a typical midrange value of effective temperature. This ratio varies from 0 to 0.10 and therefore this assumption will cause, at most, a 5% uncertainty in the final abundances.
For the abundance ratio, N/O, we followed a somewhat different procedure. Since Stasińska & Schaerer (1997) 
þ over a large range of T eA , we determined N/O directly from this ion ratio, even when [O iii] lines were observed, since we believe this led to a more accurate determination of N/O. However, for the FIR observations, where only one ionization state of each atom was observed, we followed the standard procedure outlined above. Standard error propagation was followed throughout to arrive at the uncertainties in the final abundances quoted in Table 6 . The asymmetric uncertainties listed in Table 6 are due to taking the logarithm of the abundances.
We compared the oxygen abundances we calculate using our method with those determined by Deharveng et al. (2000) for the 43 regions they analyzed and find essentially identical abundances: Note.- Table 6 is also available in machine-readable form in the electronic edition of the Astrophysical Journal Supplement.
our final abundances are on average 4:4 AE 2:5 percent lower than the Deharveng et al. values.
DISTANCES
Accurate galactocentric distances of the sources in the fit to an abundance gradient (or any Galactic gradient) are equally as important as the abundances themselves. Many studies have used kinematic distances for the sources we are studying, which are both model dependent and inherently inaccurate due to random and streaming motions of gas in the Galaxy. For example, Shaver et al. (1983) derived kinematic distances for all of the sources they studied using a Schmidt rotation curve and R 0 ¼ 10 kpc. Many more modern studies that have compared their gradient results to those of Shaver have incorrectly scaled Shaver's galactocentric distances to an R 0 ¼ 8:5 kpc without accounting for the additional change to a flat rotation curve in the outer parts of the Galaxy (Fich et al. 1989) .
In order to minimize the effects of inaccuracies in distances on our analysis of abundance gradients in the Galaxy, we have searched the literature for the most accurate distances possible for all the sources observed in the six studies we analyzed. Table 4 shows the results of this work. The first column lists the name of the source as used by the first of the six groups to observe that source. The second and third columns list the galactocentric distance (R) and distance from the Sun (d ) of the source, including our best estimates of the uncertainties in these quantities. The fourth and fifth columns list the method used to determine the distance (SP: spectrophotometric; K: kinematic; GC: Galactic center; M: maser proper motions) and the reference from which the distance or data used to determine the distance were taken. The sixth column lists any additional names for the source we could identify, and the seventh and last column lists those of the six groups who have observed each source. Throughout this analysis, we assumed a flat rotation curve, and used the IAU accepted values of distance to the Galactic center (R 0 ¼ 8:5 kpc) and circular velocity of the local standard of rest (Â 0 ¼ 220 km s À1 ). We began by searching for spectrophotometric distances to these objects (some studies already had listed such distances, and we took those, where available). Of the 117 sources listed in the table, we were able to find spectrophotometric distances to 55 of them. For those that had no uncertainty given, we assigned an uncertainty of 20%. Of the remaining sources, two have distances determined by the method of maser proper motions (Orion and W51); and one source, G7.47+0.06, is associated with the ''3 kpc arm,'' which puts it at a distance of 6.3 kpc with R 0 ¼ 10 kpc (Wink et al. 1982) , or 5.4 kpc with R 0 ¼ 8:5 kpc. For these 40 sources with relatively well-determined distances from the literature, we then determined their galactocentric distances (R) and Stasińska & Schaerer (1997) . This ratio is used to determine effective temperatures for the FIR studies. (b) Plot of the ratio (O iii/S ii)/(O/S) vs. stellar effective temperature for the models of Stasińska & Schaerer (1997) . This ratio is used to determine effective temperatures for the optical studies. Shaver et al. (1983) vs. the same quantity calculated from the models of Stasińska & Schaerer (1997) , using effective temperatures determined from the data in Fig. 2b . uncertainties in R, the latter by standard methods of error propagation. Another two sources are in the Galactic center, which assigns them an R of zero and a distance of 8.5 kpc.
For all but one of the remaining 64 sources, we used radial velocities from the literature to determine kinematic and galactocentric distances. Where two references in the table occur, the second reference was used to resolve the near/far distance ambiguity. Following Fich & Silkey (1991) , we derived uncertainties in the kinematic distances by assuming a 7 km s À1 uncertainty in the radial velocities, corresponding to the observed velocity dispersion of local molecular clouds (Stark 1984) . The last source, k Cen, has a forbidden velocity, and we assigned it a galactocentric distance corresponding to the tangent point appropriate for its Galactic longitude.
ABUNDANCE GRADIENTS
From the derived abundances in Table 6 we can study the distribution of Galactic abundances with galactocentric radius (R). Figures 4, 5, 6 , and 7 show plots of the newly determined N/H, O/H, S/H, and N/O plotted versus galactocentric radius for the six studies reanalyzed plus the new data presented here. To make it easier to distinguish between the two data sets, the optical data are plotted as open symbols, while the FIR data are plotted as solid symbols. Linear fits to the optical and FIR results are plotted as dashed and solid lines, respectively (see x 7.1 for details of the fitting procedure). For all four abundances, but particularly for N/O, there is evidence of an offset between the optical and FIR results.
Abundance Gradient Fitting
Given the amount of scatter evident in Figures 4-7 we considered a number of different fitting techniques and fitting functions.
However, we concluded that a linear fit is still the simplest way to characterize the data, and we leave the fitting of more complex functions to eventual comparisons to detailed theoretical models (see, e.g., Hou et al. 2000) .
To determine linear abundance gradients, we used the straight line fitting routine, FIT, from Press et al. (1986) and fitted to a linear function of (R À 8:5 kpc). This routine allows one to fit data in which different points have different, known uncertainties and uses those individual uncertainties to produce estimates of the uncertainties in each of the fitted parameters (the intercept and the slope) as well as an overall goodness-of-fit of the data to the model line (to simplify calculations of gradients, all asymmetric uncertainties were averaged, leading to final uncertainties that are symmetric in the linear abundances for fitting purposes). In all cases we found that the goodness-of-fit parameter suggested that the input uncertainties for each data point were too small; in other words, the data at a given galactocentric radius, R, are more scattered than the observational uncertainties, including both the distance uncertainties and the measurement uncertainties, alone would suggest. This suggests that there is a real spread in abundances.
To measure this additional spread, we introduce a parameter we call the ''intrinsic scatter,'' which is added in quadrature to the uncertainty for each data point. The use of the intrinsic scatter parameter had no noticeable effect on the fit parameters, but may have some significance as a measure of the intrinsic variation of abundances at a given radius, R. Its use also leads to more meaningful uncertainties in the fitted parameters. For each element we chose the smallest possible value of the intrinsic scatter required to obtain a meaningful fit, according to the goodness-of-fit parameter. This additional scatter was typically between 0.10 and 0.20 dex. Afflerbach et al. (1997) , in fitting their data, followed a similar procedure to find what they also call the ''intrinsic scatter'' in the data and find values from 0.10 to 0.16, in good agreement with our values. These nonzero values of the scatter may indicate that the gas is not as well mixed as in commonly thought.
To determine if the results from the optical and FIR data sets could be combined into a single fit, we fitted straight line gradients to each result separately as well as to the combined data set. The fit to the combined data set gave slopes considerably different from either individual data set and was not as good as the separate fits because the two data sets had significant offsets between them. Thus, we chose to use the separate fits for the optical and FIR data sets as our final results.
In addition, the fits to the complete optical data set gave extremely steep slopes for O/H and S/H, largely due to some extremely high points from the Shaver et al. study around R ¼ 5 6 kpc. Upon closer inspection, we discovered that all of these points corresponded to regions whose abundances Shaver et al. did not consider ''well-determined.'' Furthermore, all these regions were very cool (T e < 6000 K), making the estimates of their ionic abundances very sensitive to uncertainties in electron temperature. Deharveng et al. (2000) in their reanalysis of the Shaver et al. data concluded that the Shaver et al. estimates of the electron temperatures for these regions are too cool.
Thus, we chose to exclude these data points from the fits to the optical data. We also excluded the data for S266 (which is known to have anomalously low abundances; Fich & Silkey 1991; Deharveng et al. 2000) , and for the Vílchez & Esteban regions with model-dependent determinations of electron temperature. These data points excluded from the optical fit are plotted as smaller symbols in the plots. Table 7 shows the final fits to each data set as well as the ratio of the slopes and the offsets in both the intercept and in the abundance ( X/H ) at the solar circle (R 0 ¼ 8:5 kpc).
N/H
The final derived nitrogen abundances are shown in Figure 4 . As given in Table 7 , the FIR gradient of À0.085 dex kpc À1 is slightly steeper than the optical gradient of À0.071 dex kpc À1 and the fitted line for the FIR is higher almost everywhere, especially at small galactocentric distances. Other observers have also found a relatively wide variation in nitrogen abundance gradients (see Table 3 ). The original result of Shaver et al., using only the sources with ''well-determined'' abundances, and recomputed with the new distances from . In studies of B stars, Gummersbach et al. (1998) . Thus, there is no consistent result for the gradient of N/H, either between FIR studies or between FIR and optical studies, but it should be noted that the spread in the results is not very much larger than the uncertainties in the fitted slopes.
Besides the difference in slopes between the optical and FIR data sets, the most visible feature in this plot is the lack of many data points below the optical fit inside of R % 5:5 kpc. There are no useful optical observations inside of this galactocentric distance, and most of the FIR observations are above the best fit to the optical data. Hence, the FIR data are not consistent with the optical fit in the innermost parts of the Galaxy.
The inclusion of the innermost optical data points (i.e., the Shaver et al. sources that were left out of the optical fit) would lead to a steeper nitrogen gradient or a break in the gradient through a step around 7 kpc or a strong flattening of the nitrogen abundance gradient in the outer Galaxy. Both of these possibilities have been discussed previously (Fich & Silkey 1991; Simpson et al. 1995) . Without these data points, the evidence for a flattening of the nitrogen gradient at large R is not as compelling. The mean nitrogen abundance at R 0 ¼ 8:5 kpc shows that the FIR observations produce abundances that are slightly higher than those from the optical measurements, though this result is not statistically very significant. Figure 5 shows the final derived abundances for oxygen. The figure shows that the optical gradient is steeper than that determined from the FIR observations. However, as given in Table 7 the difference is not statistically significant (the ratio of the slopes are less than 1 from 1.00). Within the uncertainties these results are not different from those found for other kinds of objects. Henry & Worthey (1999) , who simply collected all the H ii region and PNe abundance data in the literature and fitted it simultaneously, found a gradient of À0:06 AE 0:01 dex kpc À1 . Our result is also consistent with gradients found from observations of abundances in B stars by Smartt & Rolleston (1997;  À0:07 AE 0:01) and Gummersbach et al. (1998; À0:07 AE 0:02) .
O/H
There is a vertical shift of 0.25 dex between the fits to the optical and FIR oxygen gradients at R ¼ 8:5 kpc and this is statistically significant at the 4 level. There is less evidence for a flattening or step function in the oxygen gradient, even before excluding the optical data near 6 kpc.
S/H
Although one expects the sulfur abundances to track well with the oxygen abundances, Figure 6 shows that the optical measurements of sulfur do not follow this rule. The FIR result is constrained by the analysis method to give the same gradient for oxygen and sulfur. The optical observations give a slightly shallower slope of À0.046 dex kpc
À1
. This is strongly influenced by approximately a dozen data points from the work of Fich & Silkey, all of which are higher than the FIR results in the same range in galactocentric distances. The offset between FIR and optical data sets at R ¼ 8:5 kpc is very significant in this analysis.
N/O
The most glaring display of the difference between the optical and FIR abundances is shown in Figure 7 , where the ratio of the nitrogen to oxygen abundances (N/O) are shown. Except at the outer edge of the Galaxy the two sets of observations appear to span completely different ranges in this abundance ratio. This is to be expected from the N/H and O/H results. The FIR determined N/H results give higher values and a slightly steeper slope than the optically determined results. On the other hand the FIR determined O/H results are lower and have a less steep slope than the optically determined results. Dividing N/H by O/H values naturally leads to the more dramatic differences seen in Figure 7 .
The FIR observations lead to abundance ratios that are approximately 0.5 dex higher than those found from the optical data. The FIR observations are best fitted by a slightly negative abundance ratio gradient of À0:036 AE 0:006 kpc À1 , while the distribution of the optical data appears flat. This fit to the FIR data agrees quite well with the N/O gradient of À0:04 AE 0:02 dex kpc À1 found in a study of B star abundances (Rolleston et al. 2000) .
CONCLUSIONS
This work was motivated by the hope that a single analysis of all of the available data, both optical and infrared, would lead to a resolution of the differences found in various abundance studies of H ii regions in the Milky Way. This has not been successful. We now know that these differences are not due to the use of different distance scales in the Galaxy, the use of different physical constants for the various quantum processes modeled, or the use of different ionization correction schemes. The optical and infrared studies of the H ii region abundances still give systematically different results, most evident in the ratio of N/O.
To a first approximation the use of a different distance scale in the Milky Way (i.e., changing R 0 from 10 to 8.5 kpc) does not result in any change in the gradient. When comparing gradients from studies using different values of R 0 the gradient should not be automatically rescaled by the ratio of the R 0 values (see x 4).
Although the physical constants used in this analysis are now consistent across the analysis there is still more work to be done on the detailed physics of the analysis. In particular, there may be important excitation processes that have not yet been accounted for in this analysis and these processes may differ for the dominant lines in the optical and the FIR. For example, as suggested by Rubin et al. (1988) , it is possible that recombination excitation could be important in the optical lines.
The biggest weaknesses in the FIR studies are the relative insensitivity of FIR telescopes (this will improve with SOFIA); the need to determine the hydrogen column density from other data (typically radio continuum images) in order to determine X/H, and the difficulty in doing this accurately (see Rudolph et al. 1997 for a discussion of this point) and the fact that the corrections from N ++ /O ++ to N/O can be large (though the small error bars on the FIR points in Figure 7 suggest this effect may not be as large as has been suggested).
The biggest weaknesses in the optical studies are the extreme sensitivity to extinction (making it difficult or impossible to observe some parts of the Galaxy) and to the assumed electron temperature. This latter point cannot be emphasized enough. Even the determination of N/O from N + /O + (which are nominally equal in the models of Stasińska & Schaerer 1997 ) is heavily dependent on the assumed electron temperature (as evidenced by the large error bars on the optical data points in Fig. 7) . The recent study of Deharveng et al. (2000) , in which they reanalyzed a number of the same optical H ii region studies we did, but with a different method for determining the electron temperature, led to a significantly shallower slope of O/H than had been seen previously, highlighting this problem.
The abundances in a handful of H ii regions have been studied in great detail (e.g., by Esteban et al. 1990 Esteban et al. , 1998 Peimbert & Torres-Peimbert 1990) . These studies looked at numerous lines of sight in one or two individual H ii regions and obtained sensitive measurements of the line intensities of numerous line at optical wavelengths. These allowed the authors of these studies to make much more precise determinations of the conditions within each nebula and to examine each for variations in quantities such as extinction and electron temperature. All of the resulting abundances from those studies are consistent with the abundances found in this current study.
While it is now well established that there is an overall abundance gradient in the Milky Way, the size of that gradient is still uncertain, and it is clear that it may be different for different elements. Thus, it is probably misleading to refer to a single ''abundance gradient'' for the Milky Way. There also may not be a single gradient for all R, though the evidence for this result is not yet compelling.
It is tempting, in the face of such discrepancies between the optical and FIR data sets, to conclude that our place in the disk of our Galaxy is the major cause of these differences. One might even be tempted to question the usefulness of Galactic studies of abundance in favor of extragalactic studies, which do not suffer from such severe extinction problems. We believe, however, that our study is a cautionary tale for anyone who wishes to study abundance variations in galaxies. Our inability to reconcile the optical and FIR data sets, particularly the N/O data, suggest that there is still fundamental physics we do not understand well enough, physics that will affect any determination of nebular abundances, Galactic or extragalactic.
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