On the iteration of a bijective transformation of integer k-tuples  by Stein, P.R. & Everett, C.J.
Discrete Mathematics 63 (1987) 67-79 
North-Holland 
67 
ON THE ITERAT ION OF A B I JECT IVE  
TRANSFORMATION OF INTEGER k-TUPLES* 
P.R. STEIN and C.J. EVERETT 
Theoretical Division, Los Alamos National Laboratory, Los Alamos, NM 87545, U.S.A. 
Received 6July 1984 
Revised 24 February 1986 
1. Introduction 
Over the past 26 years much work has been done on the iteration of quadratic 
and higher-order transformations in several variables. These variables typically 
represent the fraction of 'particles' with certain properties (e.g. 'color') in a fixed 
total number of particles. Here the total number is taken to be large, and the 
purpose of these studies is to determine the limiting ratios ('fixed points'), if they 
exist. Frequently, such fixed points fail to exist for certain initial conditions; one 
finds instead cyclic or even chaotic behavior [1]. (There are many examples of 
what today would be called 'strange attractors'). The transformations are 
determined by a set of 'mating rules', i.e., a table specifying which sets of 
particles give rise to which new sets in the next generation. 
In all this work, linear forms were generally left out of consideration. From 
some points of view, the iteration of linear mappings promises few surprises; after 
all, iteration of linear transformations is a field of respectable maturity. There is 
little experience, however, with the 'modular' case, that is, when the arithmetical 
operations are carried out (modp). "Non-Quantitative Biology" is just such a 
case. Here we designate an individual by a k-tuple of integers, and there is just 
one individual of each type. The transformation transmutes one individual into 
another (or into itself). (Contrary to usual usage, we call a k-tuple in which the 
order of the elements matters 'unordered', if all k-tuples are a set of nondecreas- 
ing indices, and are kept so by rearrangement after the modular operations, then 
we deal with the 'ordered' case.) If we choose the transformation to be bijective 
on the space of k-tuples, then the population will be decomposed into a set of 
cycles. What are the possible lengths of these cycles? How many cycles of a given 
length are there? For the transformation we study in this paper, these questions 
can be answered (for all k), at least if the arithmetic is done modulo a prime and 
the k-tuples are unordered (in our sense). We might add that we have looked at 
many other, nonbijective transformations. In our experience, they tend either to 
degenerate into something trivial or to be analytically intractable. 
* Work performed under the auspices of the U.S. Department of Energy. 
0012-365X/87/$3.50 © 1987, Elsevier Science Publishers B.V. (North-Holland) 
68 P.R. Stein, C.J. Everett 
Table 1 
Periods of triples (modp)  5 ~<p ~< 97 
p l k Nk(O ) Nk(U ) p 1 k Nk(O ) Nk(U ) p l k Nk(O ) Nk(U ) 
5 4 1 3 1 37 36 1 19 1 71 35 1 36 1 
2 2 12 2 114 684 2 420 2520 
4 7 25 36 247 1369 35 72 2 
70 840 5040 
7 3 1 4 1 41 20 1 21 1 73 9 1 37 1 
2 4 24 2 140 840 2' 444 2664 
3 8 2 20 602 3362 9 296 8 
6 8 48 18 3552 21312 
1 6 1 43 14 1 22 1 77 (7 X 11) 1 39 1 
2 10 60 2 154 924 2 494 2964 
10 26 121 14 990 5547 3 78 2 
6 988 5928 
10 1027 5929 
30 2054 11858 
1 7 1 47 23 1 24 1 79 39 1 40 1 
2 14 84 2 184 1104 2 520 3120 
12 35 169 23 48 2 39 80 2 
46 368 2208 78 1040 6240 
17 8 1 9 1 53 52 1 83 82 1 42 1 
2 24 144 2 2 574 3~ 
8 114 578 52 82 1190 6889 
19 18 1 10 1 55 (5 x 11) 1 85 (5 x 17) 1 43 1 
2 30 180 2 2 620 3612 
18 70 361 4 1247 7225 
8 12470 72250 
11 10 
13 12 
23 11 1 12 1 59 58 
2 44 264 
11 24 2 
22 88 528 
29 28 1 15 1 61 60 
2 70 420 
28 155 841 
31 5 1 16 1 
2 80 480 
5 96 6 
10 480 2880 
35 (5 xT) I 18 1 
2 102 612 
3 36 2 
4 222 1225 
6 2o4 1224 
12 444 2450 
27 1 
234 1404 
495 2809 
28 1 
252 1512 
4 532 3025 
10 532 3025 
20 1064 6050 
1 30 1 
2 290 1740 
58 610 3481 
1 31 1 
2 310 1860 
60 651 3721 
65 (5x13) 1 33 1 
2 352 2112 
4 737 4225 
12 3685 21125 
67 66 1 34 1 
2 374 2244 
66 782 4489 
89 11 1 45 1 
2 660 3690 
11 360 8 
22 5280 31680 
95 (5 x 19) 1 48 1 
2 752 4512 
4 1552 9025 
18 1552 9025 
36 3104 10850 
97 48 1 49 1 
2 784 4704 
48 3234 18818 
On the iteration of a bijective transformation of integer k-tuples 69 
Consider the set (or 'space') of all integer k-tuples (modp). If the k-tuples are 
unordered, their number is pk; if they are ordered, there are (~' +k -  1) of them. 
Given a k-tuple (xl, x2 , . . . ,  Xk) we produce a new k-tuple (x~, x~, . . . ,  x~) by 
the rule: 
! 
X 1 - - 'X  2 -~X 3 + • . . -~-Xk  
¢ 
X2=Xl  -~-X  3 -~- . . . -~X k 
(modp), 
(modp), 
X;  = X 1 "Jt-X2 q-  " " " q"X]_  1 -} 'X j+ 1 "~" " " " ~t 'X  k (modp) (1.1) 
X rk - -  X l -~" X 2 "Jt " " " ° "lt- X k_  l (modp) 
If the k-tuples are ordered, one must, of course, reorder the x}, after applying 
the rule, at each step. 
We restrict our interest to the case when (1.1) is a bijection, so that each 
k-tuple has exactly one inverse. For example, when k = 3, p must be odd. For if 
p = 2r, say, then both (0, 0, 0) and (r, r, r) are inverses of (0, 0, 0). As shown in 
Section 2, under appropriate restrictions on p the set of unordered k-tuples 
decomposes into sets of disjoint finite cycles whose number and length depend on 
p and k. Experimentally, with given modulus p, the same cycle lengths are 
observed for ordered k-tuples, but we have not succeeded in finding a proof of 
this (see, however, the remark at the end of Section 2). As for the modulus itself, 
our detailed treatment covers the case p a prime, p ,k (k -  1) (k -  2). For 
unordered k-tuples, the number of cycles of each length can be enumerated 
(Section 3). For square-free p, the cycle lengths can be found, but no 
enumeration has been carried out. General moduli could probably be treated by 
the methods used here, but the work might prove to be prohibitively tedious. 
For k = 3 and p < 100 numerical results are given in Table 1. Nk(O) and Nk(U) 
are the number of cycles of lengths k for the ordered and unordered cases 
respectively (a more detailed notation is used in Section 3), and I is the smallest 
integer such that 2 t - 1 (rood p). 
2. Some preliminaries 
We are concerned here with the solution of a certain linear system in a ring 
with identity, and the powers of its matrix of coefficients. 
[,emma 2.1. If B,, is the n x n matrix (n >I 2) with zeros immediately below the 
main diagonal and ones elsewhere, then det B. = 1. 
Proof. Obviously det B2 = 1, and det Bn+I = det B,, which is clear upon subtract- 
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ing the second row of Bn+~ from the first, and expanding the result by the first 
row. [] 
Lemma 2.2. I f  A n is the n x n matrix (n >-- 2) with zeros on the main diagonal and 
ones elsewhere, then detAn = ( -1 )n - l (n -  1). 
Proof. We again use induction, noting first that det A2 = -1 .  Subtracting the first 
row of An+l from the last, and expanding the result by the last row, shows that 
det An+~ = (-1)  n+2 det Bn - det A,  = ( -1)  n+2 -- det An, in view of Lemma 2.1, and 
induction yields the result. Iq 
Lemma 2.3. I f  A~ 1) is the matrix A ,  o f  Lemma 2.2 with its first column replaced by 
a column of ai's, i -- 1, . . .  , n, then 
det  A~I) = ( -1 )  n-1 a i - (n -2 )a l  . 
Proof. The trivial relation detA i l )=-a2  serves as basis for the induction. 
Subtracting the first row of A(~+)~ from the last, and expanding the result by the 
last row, gives det A(,,~I = (-1)n+2(an+l -a l )  -det  A(~ 1), and the lemma follows by 
induction. [] 
Lemma 2.4. I f  A°n ) is the matrix A ,  o f  Lemma 2.2, with its jth column replaced by 
the column of ai's, then 
detA°n)=( -1 ) " - l i~a i - (n -2 )a j} .  
~iq=j 
Proof. Lemma 2.3 is the case j = 1. For j > 1, one sees that j -  1 successive 
interchanges of the jth column of A,  °) with the preceding columns brings the 
column of ai's into the first column, and then j - 1 successive interchanges of the 
resulting jth row with the preceding rows gives the matrix A~ 1) with the ai's in the 
first column, but with aj at the top, instead of al. The result then follows from 
Lemma 2.3. [] 
Lemma 2.5. I f  (x) and (a) denote respectively column vectors of  xi and 
ai, i = 1 , . . . ,  n, satisfying the linear system A. (x)  = (a), where A .  is the matrix of  
Lemma 2.2, then necessarily 
(n - 1)xj = ~ a , -  (n - 2)ay. 
Conversely, if n - 1 has a unique inverse in the ring of  operation, the xj so defined 
yield a vector (x) such that A , (x )  = (a). 
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Proof. This follows from the preceding Lemmas and 'Cramer's rule'. [] 
Lemma 2.6. I f  A = An is the matrix of Lemma 2.2, then its 2kth power A 2k (k >- 1) 
is a matrix with ak + 1 on the main diagonal and ak elsewhere, ak being the integer 
ak=( (n - -1 )2k -1) /n .  
Proof. The matrix A 2 has n -  1 (=at + 1) and n -  2 (=al) in these positions. 
Moreover, if A 2k has the stated structure, then A 2k+2 = A2A 2k is found to have the 
same form, with the off-diagonal element 
(n - 2)(ak + 1) + (n -- l)ak + (n -- 2)(n - 2)ak 
=(n- -  1)2ak + (n --2) = ((n -- 1) 2~+2- 1)/n=ak+l. 
The diagonal element is seen to be (n - 1)(ak + 1) + (n -- 1)(n -- 2)ak = 
(n -- 1)2ak + (n - 1), which, from above, is ak+l + 1. [] 
Lemma 2.7. I f  A=An is the matrix of Lemma 2.2, then its odd power 
A 2k÷1 (k >t0) has (n -  1)ak on the main diagonal, and (n -  1)ak + 1 elsewhere, 
with ak = ((n -- 1) 2k -- 1)/n defined as above. 
Proof.  For k = 0, A has the structure indicated, since a0 = 0. If k > 1, the result 
follows at once from Lemma 2.6, and the relation A 2k÷x = AA 2k. [] 
2.1. A transformation of integer vectors, modulo m. 
In this section, A =An(n t>2) is the matrix of Lemma 2.2, m >12 is a fixed 
modulus, all column vectors (x) have components xi (rood m), with 0 ~<xi < m, 
i = 1 , . . . ,  n, and all relations (-=) are understood to be modulo m. 
Theorem 2.1. f f  n - 1 is prime to m, then under the mapping (x)-->A(x) - (a), 
every vector (a) has a unique 'predecessor' (x). Hence, (x)--> (a) is one-one onto 
the whole (finite) set of (x), and so defines a permutation of the latter set. For any 
particular vector (x), the iterated transformation 
(x),A(x),AE(x),  . . . 
is therefore cyclic, and (x) has a well-defined period l=pd((x) ;m),  where 
Al(x)--  (x), l ~ 1 minimal. 
Proof. Since the g.c.d. (n - 1, m) = 1, n - 1 has a unique inverse (mod m), and 
Lemma 2.5 shows that every vector (a) has a unique predecessor (x) 
(mod m). [] 
Hereafter in this section, we take the modulus m to be a prime p not dividing 
n(n-1) (n -2) .  Thus n>~3 and p 6=2, p #=3 (p is an odd prime>~5). The 
condition p # (n - 1) of course insures the validity of Theorem 2.1. 
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I~=ml l  2 .8 .  Al(x)=---(x) iff (A ' - I ) (x ) - - (O) .  Hence (A) A~(x)=-(x) ,k>~ 1, iff 
( (n -  1) 2k-  1) ETx,---0 (modp), 
(B) A2k+I(x)=--(x), k >~O iff x l - "  " -x~ and ( (n -  1) 2k+1- 1)x1-0 (modp). 
Proof. Condition (A) for a repetition at 2k follows from Lemma 2.6, since 
ak ~,'~xi--O(modp) is equivalent o ((n - 1) 2k - 1) Y.'~xi=-O(modp) for p 4-n. 
As for (B), we see from Lemma 2.7 that A 2k+~ - I is a matrix with b - 1 on the 
main diagonal and b + 1 elsewhere, with b = (n - 1)ak, k >I O. 
It is clear from the corresponding linear system (A2k+~ -- /)(x) ---- 0 that 
2x l -2x2 , . . . ,  2xl-2xn, necessarily, and hence x l - - ' - -x~ (modp), since 
p ~2. Therefore, we must also have (nb + (n -  2))xl-= 0 (modp), where nb + 
(n - 2) = n(n - 1){((n - 1) 2k - 1)/n} + n - 2 = (n - 1) 2k+1 - 1. The sufficiency of 
condition (B) is obvious. [] 
Vectors (x) of period 1 (A(x)=-(x) a fixed point) and of period 2 (A2(x ) - (x ) ,  
(x) * (0)) are easily characterized in
Theorem 2.2. The zero vector (x) - (0)/s the only vector of  period 1. A vector (x) 
has period 2 iff (x) ~ (0) and ~Txi-= 0 (modp). 
Proof. The fixed point condition is clear from Lemma 2.8, since ( (n -  1 ) -  
1)x1-=0 implies x l -=0(modp) for p 4"n-2 .  The same Lemma yields the 
condition for period 2, since (n - 1)  2 - 1 ~ n(n - 2) ~ 0 (modp). [] 
Lemma 2.9. For a vector (x)~(0),  with ~ '~x i~O(modp) ,  (A) A2k(x)=---(x) iff 
(n -- 1) zk = 1 (mod p), k I> 2 necessarily, (B) A2k+l(x) -- (x) iff Xl =--''' =- xn, and 
(n - 1) 2k+1 --= 1 (modp), k ~> 1 necessarily. 
Proof. This is an obvious consequence of Theorem 2.2 and Lemma 2.8 [] 
We now correlate the period pd((x);p) of a vector (x)(modp) with the 
number-theoretic pd(n -1 ;p )  of n -1  (modp), recalling that the period 
l = pd(b; m) of an integer b prime to modulus m is the least positive power of b 
congruent to 1 (mod m): b I - 1 (mod m), l >~ 1 minimal. (l is sometimes called the 
"exponent of b (mod m)".) 
Lemma 2.10. Let (x)~(0) be a vector with ~,T xi ~ O (mod p) (hence with some 
period >-3) and define l = pd(n - 1;p) and k = pd((n -1)e;p).  
Case I. I f  the components xi of  (x) are not all congruent, then pd((x);p) = 2k. 
Case II. I f  the xi are all congruent, then 
l if  l is odd, 
pd((x);p)= 2k i l l  is even. 
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Proof. (I) By Lemma 2.9, (x) must have an even period, say 2K. Then 
A2K(x) -- (X) implies (n -- 1) 2r = 1 (modp). But (n - 1) 2L ~ 1 (modp) for L < K, 
since A2L(x)~(x) for 2L<2K=pd( (x ) ;p ) .  Hence K must be the period k of 
(n -- 1) 2 (modp), and 2K = 2k. 
(II) (a) First suppose l = 2r + 1 is odd. Then (n - 1) 2"+1 =- 1 (modp) implies 
A2r+l(x)- (x) since the xi are all congruent, and certainly A2~+l(x)~ (x) for 
2s+1<2r+l  since (n -1 )2~+l~l (modp)  for 2s+l<2r+l=pd(n-1 ;p ) .  
Moreover, A2~(x) ~ (x) for 2s < 2r + 1 since (n - 1) 2~ ~ 1 (modp) for 2s < 2r + 
1 = pd(n - 1;p). Hence, pd((x);p) = 2r + 1 = I. 
(II) (b) If l = 2r is even, then (x) must have period 2k. For, by definition of 
k, ((n - 1)2) k ~- 1, which implies AEk(x) -- (x). But A2~(x) ~ (x) for 2s < 2k, since 
( (n -  1)2)s ~ 1 for s<k=pd( (n -  1)2;p). Moreover, A2~+l(x)~(x) for 2s + 1 < 
2k, since A2~+l(x) =-- (x) for a vector (x) with all components congruent would 
imply (n - 1) 2~+1 ~ 1 (modp), whereas the even period l of n - 1 cannot divide 
2s + 1. Hence, pd( (x ) ;p )=2k.  (One may easily prove directly in this case that 
pd((x);p) = 1, a fact which appears next.) [] 
Theorem 2.3. Let (x )~(0)  be a vector 
/=  pd(n -  1;p). 
Case I. I f  the X i are not all congruent, then 
with Y~ xi ~ 0 (modp), and define 
~ 21 if I is odd, 
pd((x); P) It if I is even. 
Case II. If  the X i are all congruent, then pd((x);p) = l (even or odd) 
Proof. It is well known from number theory that pd(bJ ;m)=pd(b;m)/  
(j, pd(b; m)). Thus, in our case 
k=pd( (n_ l )E ;p )= i / (2 ,  l )={ l  if / is odd, 
1/2 if I is even, 
and the Theorem follows from Lemma 2.10. [] 
Corollary 2.1. I f  l=pd(n - 1;p) /s  even, all (x) have period 1, 2, or l>>-4. If  l is 
odd, all have period 1, 2 or l >I 3 (if the xi are all congruent), or 21 >- 6 (if the xi are 
not all congruent). 
com,,  2.2. All periods of the vectors (x) divide p - 1. 
Proof. 1 [ p - 1, and 2 I P - 1 since p is odd. For a vector of period l ~> 3, the 
result is also clear since l = pd(n - 1;p) I 0(P) =P  - 1. Otherwise pd((x);p) = 21 
with I odd, and then 2/I 0(P) =P  - 1 since p - 1 is even. [] 
A number b prime to p is called a quadratic residue (QR) if X 2-~- b (modp) for 
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some x, otherwise, it is a quadratic non-residue (QNR), and the Legendre symbol 
(b/p)  is defined as 
f l  for b a QR, 
(b /p )= [ -1  fo rbaQNR.  
We recall the well known relation 
(b /p) -b½0' -1)  (modp). 
Corollary 2.3. I f  (n -1 ]p)=-1 ,  then /=pd(n -1 ;p )  is even. I f  (n - l /p )= 1 
and p - 3 (mod 4), then l is odd. 
Proof. We write p - 1 = If, and a = (n - 1). If (a/p)  = -1  and I were odd, we 
should have the contradiction -1  -- d "-v2 =- a 1172 - attY/2)(+l)m - +1 (modp).  If 
(a/p)  = 1 with p -- 3 (mod 4), and I were even, we again reach a contradiction. 
For a I - +1 (modp)  implies a v2 -- 4-1 (modp),  and a 1/2 -- 1 (modp) is impossible 
since ½1 < l = pd(a;p) .  But a v2-  -1  (modp)  would imply 1 -- a p-1/2 =-- a (v2)f=- 
( - l y (modp) ,  with f even also. Thus we should have 4 I l l=p-1  and 
p -- 1 (mod 4), whereas we have stipulated p - 3 (rood 4). [] 
Thus for n = 3 ,  a = n - 1 = 2, we know that 
1 for p ~-- + 1 (mod 8), 
(2/p) = _ 1 for p --- 4-3 (mod 8), 
so that, for p - 4-3 (rood 8), l = pd(2;p)  is even, while for p -= -1  (mod 8), l is 
odd. If p - 1 (mod 8), I may have either parity, e.g. l = 8 for p = 17 and 1 = 9 for 
p =73. 
It can be shown that, for a given a = n - 1, half of the primes (asymptotically) 
have (a lp)  = -1 ,  while a quarter of them satisfy (a lp)  = 1 andp -3  (mod 4). It is 
an open question whether l=pd(n -  1;p) may have either parity for primes 
p - 1 (mod 4) with (n - 1/p) = 1. 
The periods of vectors (x ) (modp)  have been characterized number- 
theoretically. For a modulus p% tr > 1, they are quite complicated, and we do not 
discuss them. However, the periods of vectors for an arbitrary modulus have 
some of the properties of number-theoretic periods, as shown in Lemmas 2.11, 
2.12, and this enables us to say a little more in Theorem 2.4 for a composite 
modulus. 
Lamina 2.11. I f  r = pd((x); m),  then AN(x)  -- (X) iff KIN. 
Proof. From AX(x) - (x) follows A2r(x) --- At (At (x ) )  --- A r (x )  =- (x), and so on, 
whence K [ N implies AN(x)  -- (X). Conversely, if AN(x)  -- (x) and N = KQ + R, 
0~<R <K,  then (x)=-AN(x)- -AR(AKQ(x)) - - - -AR(x) ,  so R=0and KIN .  [] 
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Lemma 2.12. I f  P l , . . . ,  Pr are distinct primes, k~ = pd((x);p~"), M = 
[kl, . . . , kr], and K=pd((x) ;  IIpT'), then K= M. 
Proof. From AK(x)=--(x) (mod IIp~') follows AK(x) =-- (x) (modp~') and k lK for 
each i. Hence M I K. On the other hand, AM(x) -- (x) (modp~') for each i, since 
ki I M. Thus AM(x) -- (x) (mod llP~i'), and K I m. Consequently K = M. [] 
Theorem 2.4. I f  m =Pl"" "Pr is a square-free modulus such that (m, n (n -  
1) (n -2) )= l ,  then pd( (x ) ,m)=l  iff (x )=(0) (modm) ,  and pd( (x ;m)=2 iff 
~Tx i -O(modm) ,  (x )* (0 ) (modm) .  If (x )* (0 ) (modm)  and X?x i*  
0(modm),  then K=pd((x) ;  m) (t>3) is the l.c.m. [k l , . . . ,  k,] of the periods 
ki = pd((x); p,). 
Proof. The conditions for periods 1, 2 follow easily from Theorem 2.2, and the 
final statement is an obvious consequence of the preceding Lemma. [] 
2.2. A transformation of ordered vectors (mod m). 
One may also consider the subset of all vectors (~) (mod m) which are ordered, 
i.e., with components 0 <~ ~1 ~<" • • <~ ~n < m, and the composite mapping T(~) = 
(tr) of this subset into itself, defined by (~)---~A(~)--(a)---> g2(a) = (tr), where 
A = An is the matrix of Lemma 2.2, and ~2 is the ordering operation. For brevity, 
we write (x ) -  (y) when (x) and (y) are permutations of each other. Obviously 
(x) ~ (y) iff f2(x) = £2(y). We assume (n -  1, m) = 1 throughout. 
Lemma 2.13. I f  (x)--->A(x)~-(a), (y)--->A(y)=-(b), and (x ) - (y ) ,  then (a)-~ (b) 
also. 
Proof. We need only note that the vector (a) consists of all sums of the xi, taken 
n - 1 at a time (modp). [] 
Lemma 2.14. Under the mapping T(~)= (o0, every ordered vector (o0 has an 
ordered predecessor (~). 
Proof. We know from Theorem 2.1 that (/r) has a unique predecessor (x)---~ 
A(x)=-(oO. If (~)= £2(x) is the ordered (x) vector, and (~)--->A(~)-(b), then 
(x)---(~) implies (or)-  (b), so that (~)--->A(~)-(b)---> £2(b) = (tr), i.e., T (~)= 
[] 
To see that every ordered vector (~r) has a unique ordered predecessor under 
the mapping T, we have to prove that (~)-.A(~)-(a)-->g2(a)=(o 0 and 
(Tl)-->A(T1)-(b)->g2(b)=(o 0 implies that (~)=(r/) ,  i.e., (a ) - (b )  implies 
(~) = (7/). This follows from the converse of Lemma 2.13, namely 
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Lemma 2.15. If (x)-->A(x)==-(a), (y)-->A(y)=(b), and (a)-(b), then (x)- 
(y). 
Proof. This follows from Theorem 2.1, since the numerators of the x/consist of 
all sums of the ai taken n -  1 at a time, minus (n -  2) times the component 
omitted from the sum. 
Hence we have the analogue of Theorem 2.1 in 
Theorem 2.5. I f  (n -  1, m)= 1, then every ordered vector (tr) has a unique 
ordered predecessor (~) under the mapping T(~) = (o:). Thus the iterated mapping 
(~), T(~), T2(~) , . . . ,  /s cyclic for each ordered (~), which therefore has a 
well-defined period t, where Tt(~) - (~), t >1 1 minimal. 
It is easy to see that the vectors An(~) and Tn(~) are permutations of each 
other, and hence that the above period t is the first n for which An(~) is a 
permutation of (~), but it seems difficult to predict when this will occur. Thus for 
n = 3, n - 1 = 2, p = 7, l = pd(2; 7) = 3. The period I being odd, pd((x); 7) will be 
2/= 6 for any (x)~ (0), with Zxi ~ 0, and Xl not all congruent (rood 7). We 
contrast he iteration of A and T for the two vectors (1 3 5) and (1 3 4). 
A T A T 
135  135 134 134 
164 146 054 045 
350 035 245 245 
531 135 206 026 
461 612 126 
053 (t=3) 310  013 
135 134 134 
(t=~ 
In particular, we do not know whether the period t of (~) is always that of (~) 
under the mapping A(~), or half of this. 
Remark. When n = 3, it can in fact be shown (we omit the details) that the set of 
cycle lengths is the same for ordered and unordered triples (for the same modulus 
p). The principal fact is that, for odd l, the unordered cycles of length 21 
'collapse' under ordering to cycles of length l (as in the example above) iff two 
times one element of the triple is ~ to the sum of the other two (modp). 
Unfortunately, the enumeration of ordered triples for all l still requires the use of 
an empirical relation (obtained by examination of Table 1); therefore the 
formulae (for this case) given in Section 3 are, strictly speaking, conjectural. 
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3. Some Enumeration Results 
3.1. Unordered k-tuples 
Lemma 3.1. The number of compositions of n into k nonnegative parts, no 
part > s, is 
Q(n ,k ,s )=~' ( -1 ) i (k i ) (n+k- l - ( s+ l ) i ) .  (3.1) 
i~o k - 1 
Proof. The generating function for these compositions i clearly 
(1 + x + x 2 +- - -+ x~) k = (1 --xS+l)k(1 - -x) -k) .  (3.2) 
The coefficient of x n in (3.2) is, by the binomial theorem, 
(--1)i(k){coeflicient of n n-(s+l)i n (1 + x + x 2 +- . . )k} .  (3.3) 
i~0  
But the expression in braces in (3.3) is the number of compositions of n - (s + 1)i 
into k nonnegative parts (no limit on the part size). This is, by a well-known 
result, 
[n - (s  + 1)i + k - 1] 
(3.4) 
k -1  ] 
On substitution in (3.3) we get the right-hand side of (3.1), and the lemma is 
proved. [] 
Consider unordered k-tuples of integers (modp), where p is prime and 
(p, k(k - 1)(k - 2) = 1. Denote by Nu(2; k, p) the number of 2-cycles, with the 
given parameters, k p, under the basic mapping (1.1). 
Theorem 3.1. 
k-1  
Nu(2; k, p) = ½ ~ Q(rp, k, p - 1). (3.5) 
r= l  
Proof. This follows immediately from Theorem 2.4 and Lemma 3.1 on noting 
that each 2-cycle is counted twice in the enumeration. [] 
From Corollary 2.1 of Theorem 2.3 we know that: 
(a) If I is even, the possible periods are of length 1, 2, l; 
(b) If I is odd, the possible periods are of length 1, 2, l, 2/. 
In (b) the period of length l occurs when all the elements xi, 0 <~ xi <p of the 
k-tuple are equal and greater than zero. There are clearly p -  1 such k-tuples, 
hence (p - 1) I l k-cycles. As shown in Theorem 2.2, there is only one fixed point, 
namely (0, 0 , . . . ,  0). 
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Now the total number of unordered k-tuples (modp) is pk, so we have 
1 + 2N.(2; k, p)  + 1N,.(l; k, p)  =pk in case (a), 
and 
1 + 2N. (2 ;k ,p )+p-  1 + 21N,,(21;k,p)=p k in case (b). 
Since Nu(2; k, p) is given by Theorem 3.1, we can solve for the unknowns: 
Case (a) 
1 
N,,(I; k, p)  = 7 {pk - 2N~(2; k, p) - 1}. 
Case (b) 
1 
N.(2/; k, p) = ~ {pk _p  _ 2N.(2; k, p)}. 
~t 
Thus for unordered k-tuples, the complete 
known. When k = 3, these results simplify to 
(N.(1; 3, p) = 1, 
N.(2; 3, p) = ½(p2_ 1). 
If I is even, 
N, , ( l ;3 ,p )= 
p2(p _ 1) 
(3.6) 
spectrum of period is explicitly 
(3.7) 
(3.8) 
(3.9) 
If I is odd, 
(p -  1) 
N,,(l; 3, p )= l ' (3.10) 
(p + 1)(p - 1)2 
N,,(2/; 3, p) = (3.11) (2/) 
3.2. The ordered case for  k = 3 
For the ordered case, it is easily shown that all fixed points except (0, 0, 0) are 
of the form (0, a, b), a ~< b, a + b = p. This yields 
No(l; 3, p) = ½(p + 1). (3.12) 
Applying the basic algorithm (1.1) to the triple (a, b, p - a - b), a ~ b ~<p - a - 
b, shows that triples of this form generate 2-cycles. Therefore No(2; 3, p) is the 
number of partitions of p into exactly three positive parts. In general, this is equal 
to the nearest integer to ~p2 [2]. For integers of the form 12k +j,  j = 1, 5, 7, 11 
(which includes all primes), the nearest integer to ~2p 2is ~(p2_ 1). Thus 
N0(2; 3, p) = ~(p2_  1). (3.13) 
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Now, using the fact that the total number of ordered triples (modp)  is 
(t'~-2) = 16(p + 2)(p + 1)p, we find for even l: 
N0(t; 3, p )= (p + 1)(p + 2)(p - 1) (6l) (3.14) 
For odd l, we can only obtain 
No(t; 3, p)  + 2No(21; 3, p)  = (p + 1)(p + 2)(p - 1) 61 (3.15) 
It seems difficult to find the separate values of the terms on the left hand side of 
(3.15). Inspection of Table 1 indicates that 
No(21; 3, p) = 16(p - 1)No(I; 3, p). (3.16) 
Other equivalent "empirical" relations are (l odd): 
N,,(2l;3, p)=(p-1)No(l;3, p), Nu(21;3, p)=6No(21;3, p). (3.17) 
Any of these can be used to derive the (conjectured) relations on odd l: 
(p + 1)(p - 1) (p + 1)(p - 1)2 
No(t; 3, p) = , No(21; 3, p)  - (3.18) 
(2•) (12l) 
These conjectured formulae fit the facts given in Table 1, and also further 
results for ordered triples not reproduced here. 
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