Abstract. Canonical forms are developed for several sets of matrices that are normal with respect to an indefinite inner product induced by a nonsingular Hermitian, symmetric, or skewsymmetric matrix. The most general result covers the case of polynomially normal matrices, i.e., matrices whose adjoint with respect to the indefinite inner product is a polynomial of the original matrix. From this result, canonical forms for complex matrices that are selfadjoint, skewadjoint, or unitary with respect to the given indefinite inner product are derived. Most of the canonical forms for the latter three special types of normal matrices are known in the literature, but it is the aim of this paper to present a general theory that allows the unified treatment of all different cases and to collect known results and new results such that all canonical forms for the complex case can be found in a single source.
Introduction. Let
, respectively. These three types of matrices have been widely discussed in the literature, both in terms of theory and numerical analysis, in particular for the case of a sesquilinear form or under the additional assumptions F = R. Extensive lists of references can be found in [1, 14, 19, 21] In this paper, we develop canonical forms for polynomially H-normal matrices. It will turn out that canonical forms for H-selfadjoint, H-skewadjoint, and H-unitary matrices are special cases of the general form. We mainly consider the case F = C here, but we will extend results to the real case, whenever this easily achievable. However, the investigation of the real case in full detail needs additional discussions and is referred to the subsequent paper [18] .
The paper is organized as follows. In Section 2, we compare the notions of blockToeplitz H-normal matrices and polynomially H-normal matrices and we introduce the notion of H-decomposability. In Section 3, we discuss how to decompose a matrix into a block diagonal matrix with indecomposable diagonal blocks. Section 4 is devoted to similarity transformations that leave the set of upper triangular Toeplitz matrices invariant. These similarity transformations will be used in Section 5 to obtain canonical forms for polynomially H-normal matrices that are similar to a Jordan block. Finally, we present canonical forms for polynomially H-normal matrices and deduce from the general result canonical forms for H-selfadjoint, H-skewadjoint, and H-unitary matrices. Section 6 contains the case of Hermitian H, Section 7 the case of symmetric H, and Section 8 the case of skew-symmetric H. Most of the canonical forms presented in Sections 6-8 are known in the literature, but it is the aim of this paper to present a general theory that allows a unified treatment of H-selfadjoint, H-skewadjoint, and H-unitary matrices and to provide a forum, where all forms for the case F = C are collected in a single source.
Throughout the paper, we use the following notation. N is the set of natural numbers (excluding zero). If it is not explicitly stated otherwise, H always denotes an n × n invertible matrix that is either Hermitian and induces a sesquilinear form [ ·, ·] , or it is symmetric or skew-symmetric and induces a bilinear form [ ·, ·] . A matrix A = A 1 ⊕ · · · ⊕ A k denotes a block diagonal matrix A with diagonal blocks A 1 , . . . , A k (in that order). e i is the i-th unit vector in F n . A = (a α(i),β(j) ) ∈ F m×n , where α(i), β(j) are functions of the row and column indices i or j, respectively, denotes a matrix A whose (i, j)-entry is given by a α(i),β(j) for i = 1, . . . , m; j = 1, . . . , n. The symbols R n and Σ n denote the n × n reverse identity and the n × n reverse identity with alternating signs, respectively, i.e., 
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A matrix X ∈ F n×n is called H-decomposable if there exists a nonsingular matrix P ∈ F n×n such that
where X 1 , H 1 ∈ F m×m and X 2 , H 2 ∈ F (n−m)×(n−m) for some 0 < m < n. Otherwise, X is called H-indecomposable. Clearly, any matrix X can always be decomposed as
where X j is H j -indecomposable, j = 1, . . . , k. Thus, it remains to classify indecomposable matrices.
As pointed out in the introduction, block-Toeplitz H-normal matrices have been investigated in [8, 9] in order to obtain a complete classification for matrices from a subset of the set of H-normal matrices. An H-normal matrix X is called block-Toeplitz if there exists a decomposition as in (2.1) such that each indecomposable block X j is similar to either one Jordan block or to a matrix with two Jordan blocks associated with two distinct eigenvalues. The reason for the notion "block-Toeplitz H-normal" is obvious by the following theorem (proved in [8] 
where, for each j, the matrices X j and H j have the same size, X j is indecomposable, and the pair (X j , H j ) has one and only one of the following forms:
1) H j = εR pj , where ε ∈ {1, −1} and X j is an upper triangular Toeplitz matrix with nonzero superdiagonal element; 2) X j = X j1 ⊕ X j2 and H j = R 2pj , where X j1 , X j2 ∈ C pj ×pj are upper triangular Toeplitz matrices with nonzero superdiagonal elements and the spectra of X j1 and X j2 are disjoint. In [20] , it has been shown that polynomially H-normal matrices are block-Toeplitz H-normal in the case of a Hermitian form. (The converse is false, i.e., there are blockToeplitz H-normal matrices that are not polynomially H-normal, see [20] .) However, this is no longer true for the case of a (skew-)symmetric bilinear form, because the following examples show that already H-selfadjoint and H-skewadjoint matrices need not be block Toeplitz H-normal.
Example 2.2. Let S = J 2 (0). Then there exists no invertible symmetric matrix H ∈ F 2×2 such that S is skewadjoint with respect to the bilinear form induced by H. Indeed, setting H = (h ij ), h 21 = h 12 , we obtain from the identity
This implies h 11 = h 12 = 0 in contrast to the invertibility of H. Next consider
It is easily seen thatS is skewadjoint with respect to the bilinear form induced byH. By the above,S must beH-indecomposable, butS has two Jordan blocks associated with 0. Thus,S is not block-Toeplitz H-normal.
Example 2.3. Let A = 0 ∈ F 2×2 and H = Σ 2 . Then H is skew-symmetric and A is selfadjoint with respect to the bilinear form induced by H. Clearly, A is H-indecomposable, because there do not exist invertible skew-symmetric matrices of odd dimension. But A has two Jordan blocks associated with 0. Thus, A is not block-Toeplitz H-normal.
These examples show that the set of block-Toeplitz H-normal matrices does not contain all H-selfadjoint and H-skewadjoint matrices in the case of bilinear forms. (Similarly, one can construct examples of H-unitary matrices that are not blockToeplitz H-normal.) Therefore, we suggest to investigate polynomially H-normal matrices instead. Indeed, any H-selfadjoint matrix A, H-skewadjoint matrix S, and H-unitary matrix U is always polynomially H-normal. This follows immediately from the identities A = A, S = −S, and U = U −1 , using in the latter case that the inverse of an invertible matrix U is a polynomial in U . We conclude this section by listing some useful properties of polynomially H-normal matrices. Recall that a Jordan chain (v 1 , . . . , v l ) for X ∈ F n×n associated with λ ∈ C is an ordered set of nonzero vectors such that Xv 1 = λv 1 and
, that is, X is polynomially H-normal. 
1) There is a unique polynomial p ∈ F[t] of minimal degree with
The same formula implies 4), because p(X) = H −1 X H. Thus, the dimensions of the spaces Eig(X) and Eig p(X) generated by all eigenvectors of X and p(X), respectively, must be equal. Finally, 5) follows from
in the case that H induces a bilinear form, and in the case that H induces a sesquilinear form, 5) follows from 
Proof. We only prove the result for the case that H is Hermitian and induces a sesquilinear form. The proof in the case of a bilinear form proceeds completely analogously. Let v 0 := 0 and w 0 := 0. Then 
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Next consider the case p(λ) = µ. Then the induction hypothesis yields [
This concludes the proof of b) and c).
With the help of the results of Proposition 3.2, we can now give some criteria for the H-nondegeneracy of invariant subspaces. . . , n. This contradicts H being nonsingular and the inner product being nondegenerate. Consequently, V is nondegenerate.
As an application of Proposition 3.3, we obtain a classification of H-indecomposable polynomially H-normal matrices in terms of maximal numbers of linearly independent eigenvectors.
n×n be an H-indecomposable polynomially Hnormal matrix with H-normality polynomial p and let Eig F (X) ⊆ F n be the space generated by all eigenvectors of X (over F). Then: 
Assume v = 0 and let k be the largest index such that α k = 0 or β k = 0. Then conditions a) and b) in Proposition 3.2 and
where ζ and ξ are nonzero constants. Thus, we obtain α k = β k = 0, a contradiction. Hence v = 0, i.e., U is nondegenerate. Then Proposition 3.1 implies n = 2m and, Case (ii): µ = λ. First, we consider the case of a Hermitian form. Then
Now let α ∈ C and consider (v 1 + αw 1 , . . . , v m + αw m ) which is a Jordan chain associated with λ. Clearly, α can be chosen such that Proof. By Proposition 3.4, we may assume that, after an appropriate change of bases, X and H have the forms
It is clear that H 12 is nonsingular and H 21 = δH 12 , where δ and λ satisfy the conditions in the statement of the corollary. Hence, setting
12 , we obtain using X = p(X) that P −1 XP and P HP have the forms (3.1).
Transforming upper triangular Toeplitz matrices.
In this section, we will collect some technical results that will be used in the following section for the reduction of polynomially H-normal matrices towards canonical form. Let us start with a nilpotent Jordan block J n (0). If H is such that J n (0) is polynomially Hnormal with H-normality polynomial p, then J n (0)
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which implies that the similarity transformation with R n H transforms J n (0) to an upper triangular Toeplitz matrix. (Here, we used that R n J n (0)R n = J n (0)
T or, more generally, R n T R n = T T for any Toeplitz matrix T ∈ F n×n .) In this section, we will focus on transformation matrices such as R n H and analyze their structure.
It is well known that a matrix T commutes with J n (0) if and only if T is an upper triangular Toeplitz matrix, see [5] . These matrices will play an important role in the following and we use the following notation for them: for a 0 , . . . , a n−1 ∈ C we denote
Moreover, we denote T (n) : set of all n × n upper triangular Toeplitz matrices T k (n) : set of all n × n upper triangular Toeplitz matrices T (a 0 , a 1 , . . . , a n−1 ),
In particular, T 1 (n) consists of all upper triangular Toeplitz matrices that are similar to the Jordan block J n (0). This means that for a 1 , . . . , a n−1 ∈ F, a 1 = 0, there exists a nonsingular matrix Q such that
. . , a n−1 ). The set of all transformations of this form will be denoted by G(n), i.e., which concludes the induction proof. Hence, G(n) is a group. For the remainder of the proof, let Q ∈ G(n) be such that 0, a 1 , . . . , a n−1 ).
Then noting that R n T * R n = T for any T ∈ T (n), we obtain that 0, a 1 , . . . , a n−1 ).
What do the elements of G(n) look like? The answer is given in a more general sense in the next result.
Proposition 4.2. Let a 1 , . . . , a n−1 ∈ F, a 1 = 0, let T := T (0, a 1 , . . . , a n−1 ), and let p ≥ n. Then for any q ∈ F n , the matrixQ = (q ij ) ∈ F p×n given bỹ (a 1 , . . . , a l , q 11 , . . . , q 1l ), (4.5) where f kl ∈ F depends on a 1 , . . . , a l , q 11 , . . . , q 1l , but not on a l+1 or q 1,l+1 , and where a n := 0.
On the other hand, any matrixQ satisfying (4.2) is uniquely determined by its first row, say q T , and has the form (4.1). In particular, Q is upper triangular, and for
Proof. It is well known (see, e.g., [5] chapter VIII, §1) that the solutions X of the equation J p (0)X = XT form a vector space of dimension n. A straightforward computation shows that any Q of the form (4.1) is indeed a solution to J p (0)X = XT . Thus, Q is uniquely determined by the n entries of the first row q T and we immediately obtain the identities (4.3) and (4.4) by comparing the two sides in (4.1). We will now 
By the induction hypothesis, we obtain that q k,k+l−j+1 does neither depend on a l+1 nor on q 1,l+1 for j = 2, . . . , l. Moreover, using (4.3) and the induction hypothesis for q k,k+l , we obtain that
where f kl ∈ F and f k+1,l = f kl + a 1 f kl may depend on a 1 , . . . , a l , q 11 , . . . , q 1l , but do neither depend on a l+1 nor on q 1,l+1 . This concludes the proof. (0, a 1 , . . . , a n ) ∈ T 1 (n) such that 
.4. Let n ≥ 2 and let H be such that R n H ∈ G(n), i.e., H is invertible and there exists a matrix T := T
J n (0) T H = HT . 1) If H is symmetric, then a 1 = 1 if n is even, or a 1 = ±1 if n is odd.
2) If H is skew-symmetric, then n is even and
a 1 = −1. 3) If H is Hermitian, then a 1 = |hν+1,ν | 2 h 2 ν+1,ν if n = 2ν is even or a 1 = ± |hν+2,ν | hν+2,ν if n = 2ν + 1 is odd.
If one of the conditions 1)-3) is satisfied and if, in addition, the last row of H is a multiple of the first unit vector
i.e., the rows of M are just the first rows of I, T , . . . , T n−1 multiplied by m 11 . Since each T k is an upper triangular Toeplitz matrix, it is completely determined by its first row and we immediately obtain that
Assume that not all a j , j = 2, . . . , n−1 are zero. Let l ∈ {2, . . . , n−1} be the smallest index such that a l = 0, i.e.,
is the coefficient of J n (0) n−1 in T n−l . On the other hand, using (4.8) to compute T n−l , we obtain that
This implies m n−l+1,n = m 11 (n − l)a
a l . However, we have m n−l−1,n = ±m 1l if H is (skew-)symmetric or m n−l−1,n = ± m 1l if H is Hermitian, and we have that m 1l = 0. This implies a l = 0 in contradiction to the assumption. Thus, we have that a 2 = . . . = a n−1 = 0. In particular, T is just a scalar multiple of a Jordan block and it follows from (4.7) that m k+1,j = 0 for j = k + 2, . . . , n, k = 1, . . . , n − 1. Thus, M is diagonal, i.e., H is anti-diagonal.
H-normal matrices similar to a Jordan block.
As an application of the results in Section 4, we obtain a canonical form for H-normal matrices that are similar to a Jordan block. For the case of a Hermitian sesquilinear form, the reduction technique is based on ideas that are similar to the ideas used in [9] . However, an independent proof is given here in order to make the paper self-contained and to be Moreover, there exists a nonsingular matrix Q ∈ C n×n such that
where the parameter ε = ±1 is uniquely determined, and the parameters θ ∈ [0, π) and r 2 , . . . , r n−1 ∈ R are uniquely determined by λ and the coefficients of the polynomial p and can be computed from the identity
In particular, one of the following cases applies: 2a) if p (λ) = 1, then H is symmetric and there exists a nonsingular matrix
Q ∈ F n×n such that
where ε is uniquely determined and ε = 1 if F = C and ε = ±1 if F = R; 2b) if p (λ) = −1, then H is symmetric if n is odd and skew-symmetric if n is even; moreover there exists a nonsingular matrix Q ∈ F n×n such that
where ε = is uniquely determined and ε = 1 if F = C or ε = ±1 if F = R, and where a j = 0 for odd j and the parameters a j for even j are uniquely determined by λ and the coefficients of the polynomial p and can be computed from the identity T (λ, −1, a 2 , 0, a 4 , 0, . . .) = p T (λ, 1, a 2 , 0, a 4 , 0, . . .) . Proof. Without loss of generality, we may assume that X = J n (λ). From the identity X = p(X), we immediately obtain that p(λ) = λ in the case of a Hermitian form and p(λ) = λ in the case of a bilinear form. Without loss of generality, we may 
in the case of a Hermitian form or
in the case of a bilinear form. (Recall that by (2.4) the coefficients of p 0 depend on λ and on the coefficients of p.) Thus, let λ = 0 and p(t) = α 0 + α 1 t + . . . + α n−1 t n−1 . Then the fact that X is polynomially H-normal implies
Clearly, we have α 0 = 0. Moreover, (5.6) implies J n (0)R n H = R n HT (α 0 , . . . , α n ), that is, R n H ∈ G(n) and hence, R n H is upper triangular. The idea is now to simplify H by applying a congruence transformation on H with a matrix Q = (q ij ) ∈ G(n). By Proposition 4.2, the matrix
. . , a n−1 ) is uniquely determined by the parameters q 11 , . . . , q 1n , a 1 , . . . , a n−1 . It is our aim to choose these parameters in a way such that the transformed matrices X and H become as simple as possible. We will consider two different cases. 
By (4.5), the only summands in (5.7) that do possibly depend on a k or q 1k (where a n := 0) are q nn h n1 q 1k and q n−k+1,n h n−k+1,k q kk . Identity (4.3) of Proposition 4.2 implies that h n−k+1,k = α k−1 1 h n1 and q kk = a k−1 1 q 11 . Using this and (4.5), we obtain that m 1k has the form m 1k = a n−1 1 (a 1 , . . . , a k−1 , q 11 , . . . , q 1,k−1 ) does neither depend on a k nor on q 1k . Now choose a 1 = e iθ to be the square root of α 1 with argument θ ∈ [0, π). Then α 1 = a 1 2 and (5.8) becomes 
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Note that a
Then we set q 11 = 1/ |a n−1 1 h n1 | and we successively choose
Im a
Re a
which implies m 1k = 0 for k = 2, . . . , n − 1. Observe that (5.9) for k = n takes the form
Since a n−1 1 h n1 , q 11 , and m 1n = h nn are real, so must be S n . Then choosing
Observe that the anti-diagonal elements of H := ( h ij ) := Q * HQ have the forms
where ε = 1 if a n−1 1 h n1 > 0 and ε = −1 otherwise. (We have h n1 = 0, because of the nonsingularity of H.) Thus, Q * HQ = εR n . By construction, we have that
where r 2 , . . . , r n−1 ∈ R. It remains to show uniqueness of these forms. First, we show that the parameters r 2 , . . . , r n−1 ∈ R and θ ∈ [0, π) are uniquely determined by the coefficients of the polynomial p. Indeed, since p(t) = α 1 t + α 2 t 2 + . . . + α n−1 t n−1 , we obtain from the special structure of X := Q −1 XQ that
where s j may depend on α 2 , . . . , α j , r 2 , . . . , r j−1 , but not on r j . A straightforward computation shows
Then we obtain from the identity p(
Thus, θ ∈ [0, π) is uniquely determined by the identity α 1 e iθ = e −iθ and the parameters r j can be successively obtained as the unique solutions of 2ir j = −s j , because , the parameters r 2 , . . . , r n−1 are uniquely determined by the coefficients of p. Concerning uniqueness of the parameter ε, assume that Z −1 XZ = X. Since X is an upper triangular Toeplitz matrix with nonzero superdiagonal element a 1 , it follows easily that Z = (z ij ) must be an upper triangular Toeplitz matrix as well. Then consideringĤ := Z * HZ = R n (R n Z * R n )R n HZ, it follows by Remark 5.1 that the (1, n)-entryĥ 1n ofĤ has the form
Thus, we can never change the sign of ε with a transformation that leaves X invariant. This proves uniqueness of the parameter ε and concludes the proof of Case (1). Case (2): H is (skew-)symmetric and induces a bilinear form. Then Proposition 4.4 implies α 1 = ±1. Consider the matrix M := (m ij ) := R n Q T HQ. Then a calculation analogous to the calculation that lead us to (5.8) yields
where S k = S k (a 1 , . . . , a k−1 , q 11 , . . . , q 1,k−1 ) neither depends on a k nor on q 1k . We now distinguish two subcases.
Subcase ( 
Set a 2 = . . . = a n−1 = 0 and q 11 = 1/ √ h 11 if F = C, or q 11 = 1/ |h 11 | if F = R, respectively. Then successively define
for k = 2, . . . , n. Then m 1k = 0 and as in Case (1), we conclude that Q T HQ is anti-diagonal. In particular, Q T HQ and Q −1 XQ have the forms (5.3), where ε = 1 if F = C or ε = h 11 /|h 11 | = ±1 if F = R, respectively. Uniqueness of ε is shown as in Case (1) .
Subcase (2b): α 1 = −1. By Proposition 4.4, H is symmetric if n is odd and skew-symmetric if n is even. Moreover, (5.11) becomes m 1k = a n−1 1
Then we set q 11 = 1/ √ h 11 if F = C, or q 11 = 1/ |h 11 | if F = R, respectively, and then successively
if k is even, 
where s j may depend on α 2 , . . . , α j and a i for i < j, but it does not depend on a j . Thus, the parameters a 2 , a 4 , . . . can be successively obtained as the unique solutions of the identities 2a 2j = s 2j and, consequently, they are uniquely determined by the coefficients of p. 1, a 2 , a 3 , . . . , a n−1 ), then (5.14) becomes
Thus, only the parameters a j with even index j are determined by s 2 , . . . , s n−2 and the parameters a j with odd index j have to be specified in another way. We did this by setting all of them to zero.
6. The case of a Hermitian sesquilinear form. In this section, we present a canonical form for polynomially H-normal matrices for the case that H is Hermitian and induces a sesquilinear form. Then, we recover from the general result the well-known forms for H-selfadjoint and H-unitary matrices. We do not consider H-skewadjoint matrices, because a matrix S ∈ C n×n is H-skewadjoint if and only if iS is H-selfadjoint and thus, the canonical form for H-skewadjoint matrices is an immediate consequence of the canonical form for H-selfadjoint matrices.
Theorem 6.1 (Canonical form for polynomially H-normal matrices). Let the matrix X ∈ C n×n be polynomially H-normal with H-normality polynomial p. Then there exists a nonsingular matrix Q such that
where X j is H j -indecomposable and where X j and H j have one of the following forms: i) blocks associated with eigenvalues λ j ∈ C satisfying p(λ j ) = λ j :
where n j ∈ N, ε j = ±1, θ j ∈ [0, π), and r j,2 , . . . , r j,nj −1 ∈ R; ii) blocks associated with a pair (λ j , µ j ) of eigenvalues, where Proof. Clearly, X can be decomposed as in (6.1) into blocks X j that are H j -indecomposable. Thus, it is sufficient to investigate the case that X is H-indecomposable. Let Eig(X) be the space generated by all eigenvectors of X. Then dim Eig(X) ≤ 2 by Proposition 3.4. Case (1) : dim Eig(X) = 1. Let λ be the eigenvalue of X. In particular, X is similar to the Jordan block J n (λ) and thus, Theorem 5.2 implies the desired result. Case (2) : dim Eig(X) = 2. Then, the result follows directly from Corollary 3.5. In particular, λ = µ = p(λ). It remains to show uniqueness of the form (6.1). Thus, let us consider two canonical forms (Q −1
2 XQ 2 , Q * 2 HQ 2 ) for the pair (X, H). Then the fact that the parameters r j,2 , . . . , r j,nj −1 and θ j are uniquely determined by λ j and the coefficients of the polynomial p and the uniqueness of the Jordan canonical form of X imply that, apart from permutations of blocks, these two forms can only differ in the parameters ε j in blocks of the form (6.2). After eventually having permuted blocks in a suitable way, assume that
are partitioned conformably such that X 1j = X 2j , for j = 1, . . . , , that each X 1j has only one eigenvalue λ j with p(λ j ) = λ j for j = 1, . . . , − 1, X 1 only has eigenvalues λ k with p(λ k ) = λ k , and that the spectra of X 1i and X 1j are disjoint for i = j, i, j = 1, . . . , . (Thus, X 1 = X 2 contains all blocks of the forms as in (6.3).) Let P ∈ C n×n be such that
Then X 1j = X 2j and the disjointness of spectra of X 1i and X 1j for i = j imply that P is block diagonal with a diagonal block form P = P 1 ⊕. . .⊕P conformable with (6.4) . 
Hence, it suffices to consider the case that X has only one eigenvalue λ satisfying p(λ) = λ. To this end, assume that
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where X 1j = X 2j = T (λ, e iθ , a 2 , . . . , a nj−1 ), ε j , δ j ∈ {−1, +1} for j = 1, . . . , k and, furthermore, n 1 ≥ · · · ≥ n k . Then all we have to show is that for a fixed size, say n m , where
the tuple of signs (ε m , . . . , ε m+ ) is a permutation of the tuple of signs (δ m , . . . , δ m+ ).
Partition Q conformably with (6.6):
Then the blocks Q i,m+j ∈ C n1×nm+j , j = 0, . . . , , have the forms
whereQ i,m+j is upper triangular. Indeed, we have that
Since X 1,m+j is an upper triangular Toeplitz matrix with nonzero superdiagonal, there exists P m+j ∈ G(n m ) such that P m+j (X 1,m+j − λI nm )P
and for the case n i ≥ n m , the matrix P m+j Q i,m+j has the form (4.1) by Proposition 4.2. Since P m+j is upper triangular, it follows that Q i,m+j has the desired form. (For the case n i < n m use a corresponding variant of Proposition 4.2.) Note that for i, j = 0, . . . , , we have in particular that X 1,m+i = X 2,m+j . Thus, we can choose P m+j = P m+i and we find that P m+j Q m+i,m+j P (δ m , . . . , δ m+ ) .
Remark 6.2. The proof of uniqueness of the parameter ε j uses the same techniques as does the proof of uniqueness for the case of H-selfadjoint X. For this case, uniqueness has been shown in various sources, see, e.g., [6, 15] . Here, the proof of uniqueness has been included for the sake of self-containment of the paper.
At this point, it is interesting to point out the difference in the canonical forms given in Theorem 6.1 and Theorem 2.1. As one can immediately see, there are no restrictions on the entries in the strict upper triangular parts in the upper triangular Toeplitz blocks in the form (2.2). In particular, a block-Toeplitz H-normal matrix in canonical form may have several upper triangular Toeplitz blocks associated with the same eigenvalue λ, but with different entries in the strict upper triangular part. On the other hand, each block X j in the form (6.1) is uniquely determined by the associated eigenvalue λ j and the H-normality polynomial p which imposes restrictions on the entries in the strict upper triangular parts. We quote the following example from [20] for illustrating this fact: By definition, X is block-Toeplitz H-normal, but a straightforward computation reveals that there exists no polynomial p such that X
[ * ] = p(X). The argument just explained cannot be used if the geometric multiplicity of every eigenvalue of X does not exceed one, i.e., if X is nonderogatory. In fact, it is easy to prove that for nonderogatory matrices H-normality already implies block-Toeplitz H-normality and polynomially H-normality. Proposition 6.3. Let X ∈ C n×n be H-normal and nonderogatory. Then X is polynomially H-normal (and thus, also block-Toeplitz H-normal.)
Proof. It is a well known fact that any matrix that commutes with a nonderogatory matrix X is a polynomial in X. Thus, since H-normality means that X [ * ] commutes with X, we immediately obtain that X is polynomially H-normal.
In the following, we recover from Comparing the (1, 2)-elements in both sides, we obtain λ j e iθj + λ j e −iθj = 0. If arg(λ j ) = φ, i.e., λ j = e iφ , we obtain that e i(θj −φ) + e i(φ−θj ) = 0 or, equivalently, e 2i(φ−θj ) = −1 which reduces to 2(φ − θ j ) = π + 2kπ for some k ∈ N ∪ {0}.
Thus, noting that θ j ∈ [0, π), we obtain that it has the form 
