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Recent advancements like multiple contextual analysis, attention mechanisms, distance-
aware optimization, and multi-task guidance have been widely used for supervised person
re-identification (ReID), but the implementation and effects of such methods in unsuper-
vised person ReID frameworks are non-trivial and unclear, respectively. Moreover, with
increasing size and complexity of image- and video-based ReID datasets, manual or semi-
automated annotation procedures for supervised ReID are becoming labor intensive and cost
prohibitive, which is undesirable especially considering the likelihood of annotation errors
increase with scale/complexity of data collections. Therefore, this thesis proposes a new it-
erative clustering framework that incorporates (a) two attention architectures that learn to
ignore background clutter and focus on important regions in the image, (b) three objective
functions that produce discriminative feature representations without using any labels and
(c) a diversity term that helps cluster persons across different cross-camera views without
leveraging any identification or camera labels. Our approach provides new state-of-the-art
performance on both image- and video-based datasets while reducing the performance gap
between supervised and unsupervised ReID.
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The use of traditional biometric modalities, such as fingerprints and irises, have been widely
accepted forms of identification. For example, the most prevalent forms of identification
used by military and federal law enforcement are fingerprints. The advantage of fingerprints
or iris for biometric recognition are the relatively higher degrees of control during acquisition
for both enrollment and matching. However, the problem is that collection of fingerprint and
iris signatures usually requires physical intervention and control, which makes the modalities
challenging to use in contactless and unconstrained applications, such as intelligence or
surveillance operations for military and law enforcement. Therefore, we study the problem
of person re-identification (ReID), which exploits discriminative visual characteristics of a
person, including, but not limited to: hair, face, gait, and clothing.
1.1 Problem
The principal task in ReID is to retrieve imagery of persons of interest from across non-
overlapping camera views acquired at various locations and times. More specifically, given
a query video sequence, image or a text description of an identity, the task is to correctly
retrieve the corresponding identity from a database called a gallery set. The gallery set
contains a collection of enrolled imagery of persons from across a camera network. ReID
can be used to track individuals across indoor and outdoor settings (e.g., airport terminals
and parking areas, university campus and campus buildings, etc.). ReID is a vital analysis
tool during or following a critical event, such as terrorist attacks, mass shootings or child
abductions, because ReID may be used to determine times and locations of persons of
interest in (near) real-time. Figure 1.1 shows an overview of ReID and its challenges.
Building an automatic ReID system can be summarized in five major steps:
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Figure 1.1: Overview of Person Re-identification
1. Acquiring raw data—Surveillance cameras capture long duration (days or even
months) videos from indoor and outdoor settings like public streets, airports, banks,
and offices. Often surveillance cameras have little to no overlapping field of views
(FOVs) to reduce redundancy and maximize coverage in the environment. Raw data
are captured across various dates/times, weather patterns, locations and lighting con-
ditions. Despite high resolution (720p or 1080p) cameras, there may be relatively few
pixels associated with each person because of the large (e.g., greater than 10 meters)
standoff distance between the camera and the person (especially outdoors). Figure 1.2
shows the diverse conditions and locations of data captured from surveillance cameras
that can be used for ReID.
2. Person Detection—For ReID, locating people in camera FOVs is essential to ignore
background clutter. Manual annotation of pedestrians at every frame is very time-
consuming, and hence, automatic person detectors are used. Figure 1.3 presents
3
Figure 1.2: Raw video data from the MEVA dataset (Corona et al. (2021)) showcasing
video frames from multiple cameras.
some automatic detectors, such as Histogram of Oriented Gradients (HOG)-based
classifiers (Dalal and Triggs (2005)) and Deformable Part Model (DPM) (Felzenszwalb
et al. (2009)). A sequence of these detected frames is called a tracklet.
Figure 1.3: Person detection in raw video data (Left). HOG-based and DPM detectors
(Right).
3. Identity Labeling—Each person in the image/frame is then manually annotated
by assigning an identification number across all camera-views. This is the most time
consuming step as video data is usually very large. Identity labels are not necessarily
required for training/development (e.g., unsupervised learning), but identity labels
are necessary for evaluation/testing purposes.
4
Figure 1.4: Identity Annotation
4. Model Building—The goal of the model is to extract compact, discriminative infor-
mation from imagery called features. There are several ways to learn these features,
such as:
(a) learning from a large amount of data and corresponding annotations (i.e., super-
vised learning),
(b) learning patterns from the data itself without using any annotations (i.e., unsu-
pervised learning),
(c) learning from both unlabeled and (often a small amount of) labeled data (i.e.,
weakly-supervised learning).
5. Query-Gallery Matching—Given a query image/tracklet, the system retrieves the
most visually similar from the gallery set. In open-set ReID, the query may or may
not be in the gallery set. Hence, the system should only retrieve the person if the
identity is in the gallery set, i.e., matches with little similarity are filtered out. In this
work, we assume closed-set ReID, meaning that the query is assumed to always be
present in the gallery set.
1.2 Challenges and Motivation
While the problem of ReID seems tractable at first, the various conditions involved make
it a very challenging problem. In most cases, there exists a considerable distance between
5
Figure 1.5: Building a Model.
Figure 1.6: Query to Gallery Matching
the person and camera (with a wide FOV). This makes the detected image of the person
of relatively low resolution, making face recognition difficult/impractical. Therefore, body
appearance is largely associated with the identity. This appearance is subject to change from
one camera to another because of different position, zoom and resolution of the cameras.
For instance, a camera placed near the top of the building and a camera placed indoors
have significant variations in conditions and perspective.
In addition, people are likely to change appearance over a period of time. A per-
son might pick up/drop a handheld object (e.g., bags, umbrellas), put on or take off a
sweater/jacket, change hair-style, which all greatly effect their overall appearance. Oc-
casional occlusions from other people or objects pose additional challenges. Hence, such
6
distractions need to be ignored by the system to robustly perform ReID.
Moreover, ReID is very difficult in scenarios like stadiums and schools where the same
sports jersey/uniform is worn across all identities. Thus, a lot of attention should be focused
on fine-grained details to discriminate individuals.
To address this problem, there is a need to explore computer vision techniques that
are robust to such extensive changes. Unlike traditional methods that pre-define features
for classification, recent deep learning methods are capable of automatically learning new
features that are highly discriminative for different people. The following section discusses
deep learning for ReID tasks.
1.3 Deep Learning in Computer Vision
Learning from data has been an important research area to make computers perform tasks
without explicitly being programmed. The field of machine learning consists of algorithms
that build statistical models from the exemplar data, i.e., training data. In practice, models
should be capable of generalizing to unseen operational data and conditions, such as varying
illumination conditions, camera views, resolutions, etc.
Deep learning is a subset of machine learning that achieves great discriminability and
versatility by repeated application of nonlinear transformations, such as convolutional (fil-
tering) and pooling (compression) operators. These models are largely inspired by the
human visual system (Hubel and Wiesel (1962)), where representations are formed hierar-
chically at increasing levels (e.g., edges to corners to contours to objects to scenes) in the
network. These methods are optimized by propagating a training signal from the output
to the input.
Over about a decade or so, deep learning methods have outperformed traditional ma-
chine learning techniques in many applications, including ReID. It is important to note
that these high performance improvements come at a cost of large amounts of annota-
tion data and processing power. One of the first multi-layered neural networks was the
Neocognitron, proposed by Fukushima and Miyake (1982) used for Japanese handwrit-
ing recognition. The Neocognitron served as an inspiration to convolutional neural network
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(CNN) for handwritten character recognition. LeCun et al. (1989) combined CNNs with the
backpropagation algorithm setting the foundation of deep learning based computer vision.
With the advancements of graphic processing units (GPUs) and very large-scale datasets
(e.g., ImageNet Deng et al. (2009)), Krizhevsky et al. (2012) started an important era of
deep learning for computer vision by significantly improving state-of-the-art (SOTA) image
recognition, achieving top-1 and top-5 error rates of 37.5% and 17.0%.
ReID can leverage such deep learning methods to generate discriminative features for
individuals that are robust to visual changes. However, such methods usually consists of a
large number of parameters that depend on very large labeled training sets. These methods
are also prone to overfit, meaning it does not generalize well to unseen data. Hence, this
thesis focuses on learning without any labels/annotations for ReID.
1.4 Contributions and Organization of Thesis
This master’s thesis makes several contributions to various aspects of unsupervised visual
learning. However, this work applies this visual learning specifically to the application of
ReID. The remaining chapters of this thesis are organized as follows:
• Chapter 2 summarizes the work done in the field of ReID using traditional- and deep
learning based approaches and the inspiration for some of the proposed methods.
• Chapter 3 provides a high-level overview of the proposed ReID system and interaction
between components of the system.
• Chapter 4 introduces a group convolutional-based deep neural network with two novel
attention modules that improve discriminative representation of the identities while
being 60% more efficient than methods based on this architecture. This chapter is
concluded by ablation studies of various design parameters for these architectures.
• Chapter 5 showcases novel learning functions that are coupled with the previous
attention-based architectures to directly learn features from the data without the
need of data annotations. The chapter ends with discussions and analysis of various
hyper-parameters in the learning functions.
8
• Chapter 6 organizes results from five very large-scale image and video datasets in
ReID and benchmarks recent SOTA results with our contributions. The combination
of the proposed methods sets a new SOTA performance on all of these datasets. The
chapter concludes by several qualitative analysis of the results.




This chapter reviews some preliminaries for ReID, including deep learning and clustering.
Then, learning methods using supervision (identity labels) are discussed in addition to
attention mechanism modeling. Further, we discuss some weakly-supervised approaches
that utilize supplementary or artificially synthesized datasets to adapt to unlabeled data.
Finally, we discuss recent unsupervised approaches for ReID.
2.1 Preliminaries
This section discusses the most widely used optimization method for deep neural networks
called stochastic gradient descent (SGD). In addition, different types of clustering, CNN
layers and architectures are described.
2.1.1 Optimization
Deep neural networks, which can have millions of tunable parameters, map a set of inputs
to a set of outputs by learning from the training data (often leveraging training labels for
guidance). However, it is impractical to manually adjust each parameter of the network so
that a given input produces a desirable output. Instead, an objective function is used to
minimize the difference between the desired and network produced outputs. Typically, we
want to adjust the parameters in such a way that the error is minimized.
It is important to choose or design an objective function that reflects the model per-
formance in such a way that reducing the error improves the generalization of the model.
To optimize this objective function, a common optimization algorithm is the gradient
descent algorithm. Using the training data, the gradient descent algorithm computes the
gradient of the objective function, i.e., the set of partial derivatives with respect to model
10
parameters. While there are many variants of the gradient descent algorithm, the most
popular is stochastic gradient descent (SGD) (Kiefer and Wolfowitz (1952)):
θ = θ − η · ∇θJ(θ;x(i), y(i)). (2.1)
where θ is the set of tunable model parameters, η is the learning rate, ∇θ is the gradient
operator with respect to the parameters and J(θ) is the objective function.
Some popular objective functions for ReID are:
Cross-entropy Identity Loss (Xiao et al. (2016))—This treats ReID as an image
classification problem, where each identity is a distinct class. For every image xi with label
yi, the probability of xi belonging to class (identity) yi is maximized while minimizing the
probability that it belongs to other classes (identities) yk where k 6= i. Mathematically, the







where C is the total number of distinct classes, ŷ is the predicted output and y is the ground
truth.
Triplet Loss (Schroff et al. (2015))—In this loss, the objective is to randomly
select three samples:
• an anchor (xa)—a reference sample used for computing distances,
• a positive sample (xp)—a sample with the same label as the anchor,
• a negative sample (xn)—a sample with a different label as the anchor,
and minimize the distance between the xa and xp while maximizing the distance between
xa and xn. Mathematically, this is described by a type of hinge loss :
Ltriplet = max(0, ‖xp − xa‖2 − ‖xn − xa‖2 + α) (2.3)
where α is a slack variable that ensures the negative sample is farther away than the positive
by a margin. The combination of triplet and cross-entropy identity loss has been widely
11
used in ReID, such as in Wang et al. (2018a), Chen et al. (2019), Zhou et al. (2019) and
is shown to improve discriminability in supervised ReID applications.
The SGD algorithm updates the parameters for each training example opposed to
updating the parameters for the entire dataset. The algorithm can be summarized as
follows:
1. Initialize parameters—In neural networks, each artificial neuron has d+ 1 param-
eters: a weight vector w ∈ Rd and a scalar bias b. A network’s weights are often
randomly generated from a uniform distribution, a normal distribution, or initializa-
tion schemes like Xavier (Glorot and Bengio (2010)) or Kaiming (He et al. (2015)).
Biases are typically initialized to zeroes.
2. Choose learning rate η—This controls the relative magnitude of weight updates
(i.e., step size). Taking very small steps in the steepest descent direction will increase
susceptibility to converging to a local minimum (instead of the global minimum). On
the other hand, having a large learning rate can overshoot the minimum and become
unstable. A popular technique, known as learning rate annealing, sets η to a relatively
high learning rate and gradually decreases it as training progresses. A popular form of
this technique is cyclic learning rate schedule (Smith (2017)), where the learning rate
varies between two bound values, first starting at the upper bound gradually reduced
to the lower bound, and then again increased to the upper bound. This reportedly
prevents being stuck at a local minimum.
3. Calculate Gradients—At each iteration, calculate the first-order partial derivative







4. Update Parameters—Using Eqs. 2.4 and 2.5, the weight and bias are modified:
w = w − η∇wJ, (2.6)
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b = b− η∇bJ. (2.7)
5. Repeat until convergence—Parameters are updated iteratively until the objective
function converges (i.e., does not change and is minimal.)
2.1.2 Clustering
Clustering is an unsupervised method to group a set of vectors into clusters such that
vectors within a cluster are sufficiently similar while vectors belonging to other clusters are
dissimilar. The similarity is usually computed using a distance metric like the Euclidean
distance.
K-Means Clustering (Lloyd (1982)):
K-means is a form of clustering that minimizes the sum of squared distance between






aij ||xi − µj ||2, (2.8)
where aij denotes the i
th sample assigned to jth cluster. The cluster assignments aij ∈ A
and cluster centers µ are jointly optimized by fixing one while finding the optimal other.
The matrix A is an association matrix where each element aij = 1 if sample i is assigned
to cluster j. Otherwise, aij = 0.
Given the number of clusters k, the algorithm assigns each data point to exactly one
cluster. Initially, the centroids are randomly chosen. At each iteration, the data points are
assigned to the closest center. Once all assignment are made, centroids are updated.
Hierarchical Clustering:
Unlike K-means, hierarchical clustering does not require the number of clusters to be
pre-defined. It is a recursive algorithm that clusters two groups at a time. There are two
main types of hierarchical clustering: agglomerative and divisive.
Agglomerative clustering, also known as bottom-up clustering, starts by initially con-
sidering each data point/feature as a singleton cluster. At each subsequent step, the two
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most similar clusters are merged together to form a new cluster. This is repeated until all
clusters are merged together into one large cluster called the root.
Divisive clustering, also known as top-down clustering, is the opposite of agglomerative
clustering. Initially, all features belong to one large cluster, the root. At each iteration, the
clusters are split until each feature is it’s own singleton cluster.
Different linkage methods are used to measure the similarity/dissimilarity between
clusters, such as:
1. Maximum Linkage—In maximum linkage, pairwise distances between all elements
in each cluster are calculated and the maximum distance is used to summarize the
distance between clusters. Clusters formed are usually compact.
2. Minimum Linkage—In minimum linkage, pairwise distances between all elements in
each cluster are calculated and the minimum distance is picked as the final value.
Clusters are usually long.
3. Mean Linkage—The average of the pairwise distances between all elements in each
cluster is computed to produce the final distance value.
4. Centroid Linkage—The distance between cluster centroids is the representative dis-
tance measure.
2.1.3 Deep learning
Convolutional Neural Networks (CNNs) are represented by a set of compositional functions,
where (as the name suggests) some of these functions are convolutional—meaning that
the functions parameters (i.e., weights and biases) are shared. CNNs may take images
(identity images) or video inputs (tracklets) and generate a compact (i.e., low-dimensional)
representation that can be used for classification or matching. They are commonly made
up of the following layer types:
• Convolutional Layers: A convolutional layer learns a set of filter weights by con-
volving each image with filters to produce a feature map. Filters in earlier layers of
the network learn low-level features (edges and corners) while filters from “deeper”
layers of the network learn higher level features (objects and scenes).
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• Pooling Layers: To reduce parametric overhead and make learned features robust
to position and scale, pooling layers are used. It works by either picking an average,
minimum or maximum value and replacing a defined patch size with this value.
• Fully Connected Layers: As the name suggests, Fully Connected or Linear layers
connect each logistic unit with every other logistic unit, thus applying a linear trans-
formation to the input data. An activation function is usually followed to introduce
non-linearity.
L(x) = W T · x+ b, (2.9)
where W is a linear transformation matrix and b is a bias term.
• Activation Functions: The activation function controls where the logistic unit (or
neuron in the biological sense) fires, i.e., activates or not. This also introduces non-
linearity depending on the type of activation function. For example, the sigmoid
activation function is a s-shaped smooth nonlinear function that transforms the input





where x is the input and σ is the sigmoid function. ReLU, short for Rectified Lin-
ear Unit, is another widely used nonlinear function that transforms the input to a
maximum of 0 or the input itself, i.e.,
ReLU(x) = max(0, x), (2.11)
where x is the input.
• Batch Normalization: Batch normalization normalizes each layer’s output to the
next layer to have zero mean and unit variance, which mitigates the problem of explod-
ing and vanishing gradients and helps provide convergence faster. Batch normalization




∗ γ + β, (2.12)
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where x is the input, E is the expectation, V ar is the variance, and γ and β are a pair
of parameters that scale and shift the normalized activation values respectively. .
Figure 2.1: VGG-16 architecture. Source: Hassan (2018)
Popular Architectures: Two of the most widely used architectures in ReID are
VGG16 (Simonyan and Zisserman (2014)) and ResNet50 (He et al. (2016)). VGG16 is
a 16-layer deep network with small 3 × 3 convolutional filters and the best performing
architecture in the ILSVRC (Deng et al. (2009)) challenge 2014. The architecture follows a
sequence of convolutional, max pooling and ReLU activation operations followed by three
fully connected layers and a softmax activation. The number of channels of the convolutional
layers is 64 in the first layer and increasing by a factor of 2 after pooling layers, until
reaching 512. Because of the high number of parameters (∼138 million) and deep network,
the gradients flowing from the final layer up to the input layer exponentially decrease. Thus,
there are no notable changes in parameters. This is called the vanishing gradient problem
Figure 2.2: ResNet50 architecture. Source: Liu et al. (2019)
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(Hochreiter (1998)). In addition, the network is prone to overfitting and inefficiently utilized
memory (and computation) resources. Figure 2.1 shows the architecture for VGG16.
ResNet50 tackles the problem of vanishing gradients in training very deep layers by in-
troducing residual connections. That is, instead of stacking layers directly, shortcut connec-
tions that skip one or more layers are used to perform identity mappings. Their outputs are
added to the stacked layers. These shortcut connections add no parameters, relatively small
computational overhead and can be trained by gradient descent algorithms with backprop-
agation. ResNet50 consists of 5 stages, each with a convolutional and identity block with
each convolutional and identity block having 3 convolution layers. Compared to VGG16,
ResNet50 has convolutional channels that go up to 2048 with only one fully connected layer,
reducing the parameters to approximately 23 million. Figure 2.2 shows the architecture for
ResNet50.
2.2 Supervised ReID
Early efforts in supervised ReID employed traditional computer vision techniques to gener-
ate unique visual signatures/features of the detected person.
Gheissari et al. (2006) generate a signature/feature for local parts of the detected
person. The first part of the feature are histograms of hue and saturation values. Hue is the
particular wavelength in the visible portion of the electromagnetic spectrum (400-700nm).
Saturation is the intensity of the color in the image. To make it robust against illumination
changes, a modified hue term proposed by Swain and Ballard (1992) is calculated as follows:
H = arccos
log(R)− log(G)
log(R) + log(G)− 2 log(B)
, (2.13)
compared to the conventional definition of hue, which is
H = arctan
0.5 ∗ [(R−G) + (R−B)]√
(R−G)(R−G) + (R−B)(G−B)
. (2.14)
The second part of the feature is a histogram of edgels (pixels that are edges in an image)
that are contained in a local region of the person’s body. Edgels that lie in the foreground
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of the image (i.e., a person’s silhouette) are only considered, and each edgel consists of
the boundary orientation (i.e., horizontal/vertical) with Red, Green, and Blue (RGB) com-
ponents of each adjacent region of the edgel. The matching process uses an intersection
histogram to match signatures of different identities.
Shah et al. (2016) uses a combination of Scale Invariant Feature Transform (SIFT) and
color histogram features to generate a combined image-descriptor for ReID. SIFT generates
scale and rotation-invariant feature descriptors. To achieve scale invariance, the input space
is convolved with the Gaussian kernel at different scales in the scale-space called octaves.
Each subsequent octave size is half the previous octave. The images blurred using adjacent
scales are subtracted to generate Difference of Gaussian (DoG) images. DoG filtering is a
faster approximation to Laplacian of Gaussian (LoG) filtering, which is then used to find
the potential interest points from the local extremas. The interest points are corners (i.e.,
locally have two large eigenvalues—two directions of significant brightness variation). The
potential interest points that lie along an edge or have low intensities are filtered out. These
filtered interest points are assigned an orientation according to the gradient magnitude and
direction in that region. At this point, a 16× 16 block is windowed. This 16× 16 block is
split into sixteen 4×4 sub-blocks, each with an 8-bin orientation histogram. This generates
a 4×4×8 = 128 dimensional feature descriptor for each local interest point. Further, the 2D
image pixels are converted to a hexagonal coordinate system that has all neighbouring pixels
unit distance away compared to
√
2 distance diagonally in cartesian coordinate system. The
use of hexagonal pixels reports better performance by increasing the robustness to viewpoint
and illumination changes for the SIFT descriptor. The color histogram feature (CHF) is
used to capture the global features of the image. The color histogram is extracted by
replacing a 3× 3 block around the interest points with the average value of the pixels and
computing it’s histogram. This CHF is fused with the hexagonal SIFT descriptor to create
a robust feature for each image. Figure 2.3 shows the difference between standard and
hexagonal SIFT features.
Khedher et al. (2013) integrates Speeded Up Robust Features (SURF) in a ReID system
that is a faster and robust version of SIFT. While SIFT uses DoG filtering, SURF uses a Box
Filter that are uniform average filters to approximate the same. Using integral images, the
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Figure 2.3: Original SIFT features vs Hexagonal SIFT features. Source: Shah et al.
(2016).
convolutions with box filters are calculated in parallel for all scales. The SURF descriptor
consists of two main steps: estimating an orientation around the interests point for rotation-
invariance and extracting the descriptor from the neighbourhood region of the point. The
orientation is estimated by calculating Haar-wavelet in the x- and y-axis with a varying
radius neighbourhood (for scale invariance). These Haar-wavelet responses are weighted
with a Gaussian and represented in the vector space. A sliding window of angle π/3 is
used to sum responses and the longest vector is chosen to be the dominant orientation.
Following that, the descriptor is calculated by orienting a square region at the interest point
and dividing it into sub-regions of spatial size 4 × 4. Each sub-region has a 4-dimensional
descriptor. Let dx and dy be Haar-wavelet responses in the x and y directions respective to
the dominant orientation respectively. The responses are summed within the sub region for
the first two dimensions, while the last two dimensions are the summation of the absolute










resulting in a 64-D compared to SIFT’s 128-D descriptor. These SURF features are repre-
sented as a sparse representation of reference SURFs stored in a dynamic dictionary. This
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Figure 2.4: Detected SURF interest points on input tracklet (top row) and retrieved
tracklet (bottom row). Source: Khedher et al. (2013).
dictionary contains N closest SURFs from the reference dataset, thus reducing the size and
in turn accelerating the search. The LASSO algorithm is used to generate the sparse coef-
ficient vectors using the SURF and the dictionary. Finally, for each query SURF, identities
from the reference dataset/gallery are matched to retrieve persons (see Figure 2.4). This
sparse SURF feature matching achieves 29% rank-1 accuracy on the PRID-2011 (Hirzer
et al. (2011)) dataset compared to 22% rank-1 accuracy without sparse representation of
the SURF features. However, SURF features are sensitive to rotation and illumination
conditions.
Recent methods use deep learning, and have had tremendous success due to ubiquitous
graphics processing units (GPUs) and large-scale datasets with annotations. Yi et al. (2014)
use a siamese convolutional neural network (SCNN) that accepts two inputs and assesses
their similarity. The CNN consists of 2 convolutional layers, 2 pooling layers and 1 fully
connected layer. The input person images are partioned horizontally into 3 parts and
matched by three siamese networks. Similar to SCNN, Wu et al. (2016) introduces a two-
stream “PersonNet” that deepens the network to 10 layers by using smaller filter sizes
(3×3). PersonNet takes a pair of RGB images as input and computes the similarity between
them. Instead of using ReLU activations (σ(x) = max(0, x)), PersonNet employs hyperbolic
tangent function (σ(x) = tanh(x)) that scales the output to range [−1, 1]. The hyperbolic
tangent function ensures PersonNet training to spread uniformly across each layer. The
training set is augmented by performing 2D translations on each image. Figure 2.5 shows
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Figure 2.5: Siamese Network for PersonNet. Source: Wu et al. (2016)
the architecture for siamese-based networks.
A clear drawback of these siamese models is that they only consider pairwise data
and their corresponding labels for training, and do not fully utilize a larger set of ReID
annotations at once. To learn generic and robust feature representations from multiple
domains, Xiao et al. (2016) jointly learns from all domains using Domain Guided Dropouts
(DGD). Dropouts are a regularization technique to prevent models from overfitting, that
prevents neurons with fixed probability from activating, i.e., sets the neuron responses
to zero. This has been shown to avoid co-adaptation of learned feature representations.
DGD utilizes domain information to guide the dropout to discard useless neurons for a
particular domain, enabling it to learn better features from multiple datasets. DGD uses
three 3×3 convolutional layer, six Inception blocks and two fully connected layers. Further,
to account for spatial misalignment and pose changes, part-based representation learning
was incorporated to improve ReID results. In part-based feature representations, each
person’s body parts (e.g., head, upper torso, lower torso, legs) are localized using simple
vertical image division or by using an body pose estimation technique. It is important to
note that methods using simple vertical image division assume that crops of detected people
are accurate. The localized part features are then fed to the network to produce part-based
features and matched with other identities part features. A common approach is to average
the global and local features to improve the models performance and make it robust to
21
Figure 2.6: Overview of two-stream part alignment network. Source: Suh et al. (2018)
misalignments.
Suh et al. (2018) proposes a two-stream network, one stream to extract appearance
features and the other to extract body part maps. The outputs from both streams are
aggregated using bilinear pooling called an aggregation block and generates a l2 normalized
feature vector. The aggregation block spatially averages the local part descriptors. The
body part map utilizes a pre-trained model, OpenPose (Cao et al. (2021)), to extract body-
parts. To train the network, the widely-used triplet loss is employed (Eq. 2.3). However,
the cosine similarity is substituted for the Euclidean distance measure and the margin is
set to 0.2. Figure 2.6 shows the overall architecture.
Similar to the two-stream network, Zhao et al. (2017) estimates part maps that are
learned specifically for person matching instead of relying on pre-defined (e.g., head, torso,
legs, etc.) part/pose detector. The part-aligned feature extractor is a deep neural network
containing a fully connected layer followed by a “part-net” containing one branch per part
(see Figure 2.7). Each branch takes as input the global image feature map and estimates
a part feature map. Each part feature map is weighted and concatenated together as the
final human representation. The performance of the learned part-net beats pre-defined pose
detectors by ∼20% rank-1 accuracy, showing the advantage of learning part representations
specific to the problem. However, our approach learns to focus on discriminative regions
without explicitly having multiple branches for each part.
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Figure 2.7: Part-Net. Source: Zhao et al. (2017).
Attention Models: In practical ReID systems, persons are automatically detected
and cropped from raw video frames (or images) to partially address misalignments and
ignore many irrelevant background pixels. Detected persons periodically exhibit occlusions
due to extraneous people and objects impeding line of sight or poor localization (i.e., overly
loose crop around persons in the Field of View (FOV)). To selectively “focus“ on the most
discriminative pixels in an image, attention models are proposed (Li et al. (2018b) Wang
et al. (2018a) Si et al. (2018) Zheng et al. (2019a)). Figure 2.8 shows the high attention
regions in pedestrian images.
Figure 2.8: Attention selection in detected bounding boxes. Source: Li et al. (2018b)
For ReID, Li et al. (2018b) proposes a joint learning of soft pixel and hard regional
attention to optimize person ReID in misaligned images called Harmonious Attention CNN
(HA-CNN). The soft pixel attention is the pixel/spatial and channel/scale-level attention
learned on the global image. The hard/regional attention is learned on the local patches of
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Figure 2.9: Harmonious Attention Module. Source: Li et al. (2018b)
the image. Figure 2.9 shows the structure of the attention module that are inserted after
every convolutional block of the base Inception (Szegedy et al. (2015)) model.
Temporal information, i.e., a video sequence, exploits dynamic patterns, such as gait,
and can mitigate effects of occlusions. Zhou et al. (2017) proposes a Temporal Attention
Module (TAM) to weight the importance of each image in a video sequence to improve the
representation. It consists of two components: the attention part that uses f(xt) as input
and learns the weighting wt,i using a subnet. This output is fed into a Long Short Term
Memory (LSTM) block, a type of recurrent network (Hochreiter and Schmidhuber (1997)),





Weakly-supervised learning methods have access to additional labeled dataset, artificially
synthesized samples or camera information to adapt to the unlabelled dataset.
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Figure 2.10: Learning using reference datasets. Source: Yu et al. (2019)
Yu et al. (2019) uses a reference labelled dataset to learn on unlabelled data by com-
paring a likelihood label vector. The unlabelled target ReID dataset and reference ReID
dataset is disjoint. It compares each unlabelled image to reference images by multiple ref-
erence agent in the embedding space. Additionally, it also learns a feature representation
using the ‘soft’(real-valued) labels, guiding the embedding network to pull similar looking
identities together and pushes away dissimilar identities. Figure 2.10 shows the overview of
soft multi-label learning using reference datasets.
Lin et al. (2020) proposes a cross-camera diversity (or regularization) function that uses
camera labels to encourage features that have significant pose variations to cluster together
for weakly-supervised learning. It also prevents clustering together different pedestrians




λ, if ca = cb
0, otherwise
(2.17)
where λ is a hyperparameter controlling the weight of the term in the similarity metric. ca
and cb are camera labels and xa and xb are feature embeddings of images from camera a
and camera b.
Zheng et al. (2017) uses generative adversarial networks (GAN) to artificially create
more training data. GANs have two networks: generators and discriminators. In this
setting, the discriminator is fed generated images and real images from the training set.
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Figure 2.11: Generated images to regularize the network. Source: Zheng et al. (2017)
The discriminator decides if an image belongs to the dataset or not. The generated images
are unlabelled, i.e., they do not belong to any particular identity. The approach uses Label
Smoothing Regularization for Outliers (LSRO) to regularize the network to be robust to
outliers by using these generated images. For example, having a single identity with red
clothing can be biased to use the color red as the main discriminative features. However,
as the dataset is augmented with the unlabeled generated images (such as a unlabeled
red-clothed person), the classifier will be penalized if it makes a wrong prediction towards
the labeled red-clothed person. Similar intuition is applied for lighting and pose variances.
Figure 2.11 shows the real and generated images.
2.4 Unsupervised ReID
Very few deep learning unsupervised methods exist that do not utilize any kind of labels
(i.e., camera, supplementary dataset, artificial dataset, one labeled example per person,
total number of identites, etc. ). Zheng et al. (2015) adopts the Bag of Words (BoW)
model that accommodates local features well and enables fast feature matching. BOW uses
Color Names descriptor (van de Weijer et al. (2009)) to extract features on a pedestrian
image and generates a codebook on its training set. Then, given a local descriptor, BoW
employs Multiple Assignments (Jegou et al. (2008)) to find it’s nearest neighbours using a
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Figure 2.12: Bag of Words Feature Extraction for Visual Word Histogram. Source:
Zheng et al. (2015)
distance metric. Each image is represented as a visual word histogram. Figure 2.12 shows
the feature extraction for BoW.
Lin et al. (2019) proposes Bottom up Clustering (BUC) (Figure 2.13) that optimizes a
ResNet50 He et al. (2016) to progressively learn clusters in the training dataset. To balance
cluster volume, BUC uses a diversity regularizer that also exploits similarity within each
class.
To minimize the gap between supervised and unsupervised ReID and reduce the de-
pendency on large-scale data curations, this thesis work focuses on the more challenging
fully unsupervised scenario.
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This chapter provides an overview of the end-to-end training framework (Figure 3.1).
Given a training set comprised of n samples without any labels (or metadata), X =
{x1, x2, . . . , xn}, the goal is to learn a mapping parameterized by θ, i.e., φ(xi; θ), to extract
discriminative features for each image/tracklet. After training, feature representations may
be extracted from operational data using φ.
In the context of ReID, this mapping is applied to a gallery set Xg = {xg1, x
g
2, . . . , x
g
n}
where each xgi represents an image/tracklet. The features extracted from query image/
tracklet xq are matched against each gallery sample, xgi , in order to retrieve the correct
ReIDs.
The framework consists of the following main components:
1. Processing Inputs—The framework accepts crops of identities from the training
set as inputs. These cropped images are resized to a common 256 × 128 sized image
(H × W). The image is normalized according to the standard deviation and mean
of the ImageNet dataset, when the feature extractor engine is initialized with the
pre-trained ImageNet weights. To artificially increase the diversity of the training set,
data augmentations such as random horizontal flip, random erase, random contrast
change and random zoom are applied.
2. Feature Extraction Engine—The feature extraction engine is used to produce
low-dimensional feature representations (usually a compression rate of ∼90%) of the
images that are ideally invariant to various poses, illumination conditions, etc.
The feature extraction engine is guided by the objective functions to generate
discriminative features.
In Chapter 4, two attention-based convolutional neural networks are discussed
that achieve this objective. The result is a 2048-dimensional feature (see Section 4.1
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Figure 3.1: Overview of the Framework
for ablation study on dimension sizes) representation that can be compared with other
features in the set.
3. Clustering Objective Functions—In principle, the goal is optimize certain metric
functions (e.g., rank-k accuracy). However, since many metrics functions are discon-
tinuous and/or non-differentiable functions, continuous and differentiable objective
functions that are designed to correlate with the metrics are optimized instead. In
this context, we want to optimize the network using these functions in such a way
that different identities have low similarity in their feature representations. Ideally,
given data and their corresponding labels, the objective function guides the network to
match their corresponding label. However, in case of unsupervised learning, no labels
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are available. To tackle this, the framework uses pseudo-labels, that in combination
with clustering, are used to optimize the objective functions.
4. Merging Clusters—Due to the absence of training data annotations, the framework
uses agglomerative clustering, also known as bottom-up clustering, to group identities
with similar appearance. It starts by initially considering each data point/feature
as a cluster. At each subsequent step, clusters that are most similar is combined
together to form a new cluster. This is repeated until the number of desired clusters
is obtained. For scenarios where the number of clusters are also unknown, the model
is trained until it starts dropping performance on the train dataset.
The following chapters discusses each component in detail.
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Chapter 4
Feature Extraction with Attention
Modules
This chapter introduces the attention modules that are placed in the base network. In
Section 4.1 we define the base network that is based on the ResNet50 architecture proposed
by He et al. (2016). Section 4.2 introduces grouped convolutions that replace standard
convolutions in the base network. Section 4.3 introduces Grouped Attention Module (GAM)
that learns to ignore background clutter and focus on the person’s appearance. Further,
Section 4.4 improves over GAM by introducing Multi-Context Grouped Attention (MCGA)
that incorporates local and global context together to enhance attention. Finally, Section 4.5
discusses ablation studies on the feature embedding size, number of filter groups, local vs.
global weighting and the quality of attention maps.
4.1 Base Network
The base convolutional neural network (CNN) is an extension of ResNet50 (He et al. (2016))
containing a combination of convolutional layers, pooling layers, activation functions, nor-
malization layers, and residual connections. The network consists of 16 Bottleneck Blocks,
each containing three convolutional layers, with 1× 1, 3× 3 and 1× 1 convolutions, respec-
tively. Eq. 4.1 is the mathematical equation for one bottleneck block.
Bottleneck(x) = Conv1×1(Conv3×3(Conv1×1(x))), (4.1)
where x is the input feature map.
To alleviate potential for over-fitting and reducing computational complexity, the 1×1
convolutional layer projects input channel dimensions to a lower dimension before passing it
to the 3×3 convolutional layer. After the 3×3 convolution, another 1×1 convolution projects
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Figure 4.1: Base Network with Attention blocks.
it back to the original number of channel dimensions. To further reduce parameters and
encourage sparse correlation between convolutional filters, we replace standard convolutions
by grouped convolutions (see Section 4.2 for details) throughout the base network. We define
these blocks as Grouped Bottleneck Blocks shown in Eq. 4.2.
GroupedBottleneck(x) = GkConv1×1(GkConv3×3(GkConv1×1(x))) (4.2)
where GkConv is grouped convolutions with k filter groups. Figure 4.2 shows the parameter
reduction for Grouped Bottleneck blocks.
The attention modules (Section 4.3 and Section 4.4) are inserted after every Grouped
Bottleneck block as shown in Figure 4.1.
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Figure 4.2: Parameters for the first stages (i.e., 256-D feature map) of the Bottleneck
and Grouped Bottleneck.
4.2 Grouped Convolutions
Conventional 2-dimensional convolutions on an input tensor/feature map having dimensions
Hin ×Win ×Din works by applying pre-defined number of filters (Dout) (h × w ×Din) to
produce an output feature map with dimensions Hout ×Wout ×Dout (see Figure 4.3).
Figure 4.3: 2D traditional convolutional operation. Source: Bai (2018).
In grouped convolution, the filters are divided into mutually exclusive groups. Then,
each filter group is independently convoluted with the input feature/image. These outputs
are stacked together to produce the final output (Figure 4.4).
Group convolutions are adapted in our network for the following reasons:
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Figure 4.4: Filter group convolutional operation. Source: Bai (2018).
1. The number of parameters are drastically reduced, i.e., the number of parameters
decrease with the increase of filter groups. Traditional convolutional filter operation
have H×W ×Din×Dout whereas grouped convolutions consists of H×W ×Din/n×
Dout/n where n is the number of filter groups. This reduces the chance to overfit the
data, and enhances the chance to learn general features for the problem. However,
it is important to note that having too many filter groups will excessively reduce
parameters, thus under-fitting the data and limiting the networks capacity to learn.
2. Due to the grouped convolution operation, the correlation between filters have been
observed to be sparse (Ioannou et al. (2016)). This enables complementary attention
maps to be learned and produces more accurate feature representations that result in
superior performance (see Figure 4.5).
3. As the convolutions are separated into different groups, the operations can be assigned
to different GPUs thus allowing more filters and more images to be fed and enable
parallelization.
4.3 Grouped Attention Module
The grouped attention module (GAM) is placed after every bottleneck block of the base
network. The attention mechanism works by encapsulating (summing up) activations of the
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Figure 4.5: Complementary attention maps learned because of group convolutions that
help generate better attention. For instance, filter group (a) focuses on top and bottom
parts, (b) and (d) focuses on bottom part and (c) focuses on top part with low attention
on the bottom part.
previous layer to emphasize “important” regions for the subsequent layers. GAM is split
into two sub-modules: Channel and Spatial Attention.
Figure 4.6: Grouped Attention Module
4.3.1 Channel Attention
The channel attention module exploits the inter-channel correlation of the features, thereby
focusing on the important channels in the input image. This is done by summarizing over
the spatial information, and retaining only the channel axis information. To summarize
over the spatial dimensions, average and max pooling layers are used followed by a linear
layer. Mathematically, the channel attention of an intermediate feature map F of dimension
RC×H×W is given by:
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AC(F ) = σ(L(PC)) (4.3)
where L is the linear layer, σ is the sigmoid activation function and PC is the spatially
pooled feature given by
PC = Pool
AV G
SPATIAL(F ) + Pool
MAX
SPATIAL(F ) (4.4)
The intermediate feature map F and channel attention AC are multiplied in an element-
wise manner.
FC = AC(F ) · F (4.5)
4.3.2 Spatial Attention
The output of the channel attention block FC from Eq. 4.5 is the input to the spatial
attention module. The spatial attention aggregates the important spatial location of the
pixels that ideally contribute the most to discrimination of identities. This aggregation
is similar to channel attention, where the average and max pooling layers are used to
summarize the channel dimensions and retain only the spatial dimensions. Further, a 7× 7
convolutional layer is applied to generate the final spatial attention map. Mathematically,
it can be shown as:
AS(FC) = σ((Conv7×7)(PS)) (4.6)






Finally, the channel refined feature map is multiplied by AS in an element-wise manner
shown in Eq. 4.8.
FS = AS(FC). ∗ FC (4.8)
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Figure 4.7: Multi-Context Attention Block
This combination of channel and spatial attention sub-module is termed as the Grouped
Attention Module (GAM).
4.4 Multi-Context Grouped Attention Block
The Multi-Context Grouped Attention Block (MCGA) is similar to GAM. However, to
generate holistic spatial attention maps, the spatial attention block is further improved
by simultaneously learning local and global spatial contexts. The multi-context spatial
attention block receives the channel attention refined feature similar to GAM.
Formally, let FC be the intermediate feature map. To generate global spatial attention,
FC is average and max pooled over the channel dimension to retain only spatial informa-







To generate local spatial attention, FC is horizontally divided into four parts, namely






C corresponding with the head (h), upper torso (u), lower torso (l) and
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where p ∈ {h, u, l, f}. Further, for each spatial attention part, the local and global attention
is combined as follows:
Ap = αglobalAp,global + αlocalAp,local (4.11)
where αlocal and αglobal control the relative importance of the local and global attention
maps over each part defined by p. Finally, the resultant attention map is the concatenated
attentions from all parts which refines the intermediate feature map FC using element-wise
multiplication.
4.5 Discussion and Analysis
This section discusses various effects of parameters for GAM and MCGA. First, we look
at the effect of performance with varying the dimensionality (i.e., size) of the embedding
representation produced by the network. Second, we vary the number of filter groups for
the grouped attention model (GAM). Third, for MCGA, we analyze the impact of various
weighting schemes between local and global attention. Finally, we conclude the chapter by
directly comparing the quality of the attention maps among
1. BUC (Lin et al. (2019)) (no attention)
2. CBAM (Woo et al. (2018)) (convolutional attention)
3. GAM (grouped convolutional attention)
4. MCGA (local and global group convolutional attention)
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4.5.1 Embedding Representation Dimensionality
Compact representations are essential for applications like ReID for efficient, relatively faster
matching and retrieval rates. Also, more compact representations yield more effective use
of resources (e.g., memory and data storage). We experiment with various dimensionalities
such as 1024, 2048, 4096, and 8192 to study the effect on performance (see Section 6 for
evaluation metrics). Table 4.1 shows that 4096 dimensionality embedding perform best
on all metrics. However, 1024 and 2048 provide a good balance between efficiency and
performance. Increasing beyond 4096 has no improvement on performance, and in some
cases degrades performance due to over-parameterization. For all experiments in this thesis,
we the 2048-dimensional embedding size is used.
Table 4.1: Results on the DukeMTMC-reID dataset with varying embedding sizes (with-
out pre-trained weights).
Feature Size rank-1 rank-5 rank-10 mAP
512 35.2% 52.5% 58.8% 22.4%
1024 35.6% 53.3% 61.9% 22.8%
2048 36.2% 53.2% 60.9% 22.9%
4096 38.9% 56.5% 63.1% 24.4%
8192 32.1% 50.1% 58.3% 20.2%
4.5.2 Filter Group Number
The benefits of grouped convolutions are reduced number of parameters and enhanced rep-
resentations by learning complementary filters. Because of the reduced parameter overhead,
larger batches of training data can be fed into the network leading to faster training time.
However, having too many filter groups will lead to under-fitting, i.e., the network will be
too simple and learn too few features. To understand this effect in the context of ReID, we
compare rank-k and mAP scores as the number of filter groups is changed. Table 4.2 and
Table 4.3 show the performance on the Market1501 and DukeMTMC-reid dataset respec-
tively.
Increasing the number of filter groups up to eight leads to better performance on
the Market1501 dataset while filter groups upto four leads to the best performance on
DukeMTMC-reID dataset.
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Table 4.2: Results on the Market1501 dataset with varying number of filter groups (with-
out pre-trained weights).
Filter Groups rank-1 rank-5 rank-10 mAP
2 51.1% 69.2% 76.0% 26.3%
4 53.6% 71.9% 79.4% 29.5%
8 55.0% 72.5% 79.2% 30.0%
16 54.4% 71.2% 78.9% 28.6%
Table 4.3: Results on the DukeMTMC-reid dataset with varying number of filter groups
(without pre-trained weights).
Filter Groups rank-1 rank-5 rank-10 mAP
2 31.1% 49.0% 57.3% 18.7%
4 36.2% 53.2% 60.9% 22.9%
8 35.8% 52.9% 61.2% 22.4%
16 33.2% 51.8% 60.2% 21.2%
Notice that increasing beyond 8 filter groups degrades performance, which is a sign of
under-fitting and eliminating too many parameters. For all results presented in this thesis,
we stick to 4 filter groups to balance the effect of over- and under-fitting.
4.5.3 Local and Global Weighting
To understand the impact of local and global attention, we varied the weighting for αlocal
and αglobal. Table 4.4 shows the performance with various weighting schemes.
Table 4.4: Results on the DukeMTMC-VideoReID dataset with varying weighting on the
local and global attention.
Local Global rank-1 rank-5 rank-10 mAP
0 1.0 78.4% 90.2% 94.0% 71.3%
0.3 0.7 78.9% 91.2% 94.6% 72.2%
0.5 0.5 79.5% 91.9% 94.7% 71.7%
0.7 0.3 80.1% 91.6% 94.2% 72.7%
1.0 0.0 79.1% 91.4% 94.2% 72.4%
Although setting αlocal = 0.5 and αglobal = 0.5 results in better rank-5 and rank-10
performance, emphasizing more local attention benefits rank-1 accuracy and mAP the most.
Setting αlocal = 0 and αglobal = 1 results in the worst performance among these schemes,
showcasing the importance and impact of local attention in attention models.
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4.5.4 Attention Maps
To evaluate the accuracy of activation maps, we compare our attention modules with other
methods.
First, we compare attention maps produced by GAM with BUC (Lin et al. (2019)) that
utilizes no attention mechanism and CBAM (Woo et al. (2018)) which utilizes no grouped
convolutions seen in Figure 4.8.
Figure 4.8: Comparison of attention maps between BUC, CBAM and GAM.
The lack of guidance from attention mechanism in BUC makes the network prone
to focusing on background pixels that contains no discriminative information about the
person. CBAM improves this by ignoring some background information, but still has some
distracting activations that are associated with background clutter rather than the person.
Our proposed GAM is able to minimize attention associated with occlusions and clutter.
Instead, GAM focuses on pixels that are correlated with different identity clusters formed
according to visual similarity.
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Furthermore, we compare our MCGA block with BUC and GAM. While GAM mostly
focused on the person, some important local cues like footwear, hats or t-shirt logos were not
taken into account. MCGA mitigates this problem by focusing on such local discriminative
cues as seen in Figure 4.9, which improves ReID performance.




For unsupervised ReID, since there are no labels for training, the goal is to define an
unsupervised objective function. Here, we discuss three types of objective functions and a
diversity term that helps achieve discriminability under various conditions.
5.1 Instance Discriminative Loss
The objective of the ReID problem is to retrieve accurate correspondences to the query
subject across multiple camera views, illumination, crop sizes, etc. Therefore, we want to
train the network such that two feature representations of the same identity across various
conditions are sufficiently “close” in terms of a distance metric in the embedding space.
To achieve this goal in a totally unsupervised way, we imitate these conditions using data
augmentations. That is, for each image, we randomly crop, zoom, flip and occlude it to
approximate expected variations, and use pseudo-supervision to classify these instances to
be the same as their augmentations.
Thus, we minimize the difference between an original instance and it’s corresponding
augmented version while maximizing the difference between other instances in the batch
of training data. This approach works well when the probability of sampling a batch
with instances from the same class as the augmentations is relatively small compared to the
probability of sampling a batch with instances from different classes than the augmentations.
Specifically, given instance xi and it’s corresponding randomly augmented instance x̂i, we
maximize the probability that x̂i belongs to xi while the probability that other instances,














where τ is called a temperature parameter that scales the activation values to control the
randomness in predictions. Maximizing Eq. 5.1 and minimizing Eq. 5.2 is equivalent to









log(1− P (i|xj)). (5.3)
This encourages the network to be somewhat robust to several views and conditions.
5.2 Agglomerative Clustering Loss
As discussed in Chapter 2, agglomerative clustering iteratively merges instances into clusters
in a bottom-up manner. The goal is to identify training instances that belong to the
same identities. Then, given the merged cluster assignments, the network is optimized to
produce discriminative representations that yield more effective clustering. To achieve this,
we construct a memory bank, M , with cardinality |M |, where the cardinality refers to the
number of clusters. Initially, |M | = n where n is the number of training instances in the
training set X = {x1, x2, . . . xn}, meaning each training instance xi ∈ X is a singleton
cluster. The updated cluster representations (i.e., cluster centers) are stored in the memory
bank and indexed by β ∈ {1, 2, . . . |M |}.








The objective is to optimize the parameters so that Eq. 5.4 is maximized while minimizing
the probability that it belongs to any other cluster. The objective function can also be











where φij = φ(xi)− φ(xj).
The number of clusters to merge during each iteration is a tunable hyper-parameter
that can be dynamically changed during training. Merging too many clusters at the early
iterations of training might lead to incorrect merging, while merging very few clusters might
lead to over-fitting to identity representations. Following previous work by Lin et al. (2019),
we merge 4% of the total number of clusters at each training iteration.
In addition, to avoid similar looking but different identities to cluster into one large
cluster, we use a cluster balancing term from Lin et al. (2019). This term is added to Eq. 5.6
to regularize cluster sizes:
d0(φ(xi), φ(xj)) =
√
φTijφij + λ(|Xi|+ |Xj |), (5.7)
where |Xi| and |Xj | are the cardinality of the clusters of xi and xj and λ is a parameter
to balance the impact of the distance measure and regularization. We set λ to a value of
0.003 that is low enough to penalize large clusters and prevent small clusters belonging to
different identities to merge together.
5.3 Distance-aware Agglomerative Clustering Loss
To improve the discriminative capabilities of the network and extend to video datasets, i.e.,
tracklets instead of images, we re-equip the agglomerative clustering loss by introducing a
distance-aware term.
While Eq. 5.5 objective achieves improved performance compared to most methods,
it does not account for very similar looking identities that are classified incorrectly across
very different camera views. Hence, to tackle this, we introduce a distance aware term that
down-weights the easily classified examples and encourages the network to focus on distant
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outliers for each clusters. This makes the hard negatives account for the majority of the
gradient flowing in the network. The down-weighting reduces the gradient for examples





(1− P (βi|xi))γ log(P (βi|xi)), (5.8)
where γ is the distance aware parameter that controls the importance given to hard exam-
ples. We found γ = 4 to work best in our experiments. A relatively high γ value would
account for incorrect hard negatives while a relatively low γ value would not account for
any hard negatives.
Eq. 5.8 is motivated by the supervised Focal Loss, JFL = α(1−P (βi|xi))γ log(P (βi|xi)),
proposed by Lin et al. (2017). However, our objective function differs in two important ways:
1. We do not use this loss in a supervised way, but instead use pseudo-labels and a
memory bank to guide the objective function.
2. We do not add a class imbalance term α since no prior knowledge about the identities
is assumed—meaning Eq. 5.8 is completely unsupervised.
Thus, we pay ‘more attention’ to the hard examples and encourage similar identities
with significantly different appearances to cluster.
5.4 Inverse Attention Diversity
The framework discussed uses agglomerative clustering to merge clusters together to assist
unsupervised training of the network. To further promote clustering of identities across
camera-views, we introduce the inverse attention diversity (IAD) term to our distance met-
ric. The attention-based network proposed in Chapter 4 helps spatially localize the person
in the image while ignoring background clutter. This high attention area is inverted, which
yields an attention map that isolates the background information. The intuition is that the
pixels in the background region correlates to the camera used to take the image.
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Figure 5.1: Inverse Attention Diversity
The pixels of the background region are fed to a truncated network. The network
is truncated to the first three Bottleneck and attention blocks, called stage-1, to extract
low-level features of the image (Figure 5.1). The low-level features respond to edges, cor-
ner, blobs, etc. The filtered images corresponding to two image acquired from the same
stationary camera will be visually similar.
The similarity matrix between each background low-level feature representation is com-
puted and added to the distance matrix. The addition of this diversity encourages the
framework to cluster instances from different camera views while discouraging clustering of







where ϕ is the low-level feature representation for the background pixels and ϕij is the
cosine similarity distance between backgrounds of xi and xj .
48
Figure 5.2: Comparison between ACL and DACL loss values.
This can be added to the distance metric
D = dF + κ SIA (5.10)
where κ is the weight for the IAD term.
5.5 Discussion and Analysis
ACL vs DACL: The difference between ACL and DACL is the down-weighting distance-
aware term that focuses on hard positives accounting for the most gradient flow in the
network, i.e., γ = 0 in ACL. Here, we compare the effect on the loss values as the training
progresses. Figure 5.2 shows that DACL is consistently lower than ACL implying that the
network is increasing similarity within clusters and dissimilarity between clusters.
Inverse Attention Weighting: The amount of diversity to be added to the cluster
merging distance metric to encourage clusters from different camera views to merge together
is controlled by κ in Eq. 5.10. We vary κ and study the effects on MARS, DukeMTMC-
VideoReID and MSMT17 datasets. It can be inferred from Figure 5.3 that κ = 0.1 achieves
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Figure 5.3: Rank-1 accuracy (Primary Y-axis) and mAP scores (Secondary Y-axis) for
varying weights of inverse attention.
best performance for MARS and MSMT17 dataset that have imperfect detection crops so
that enough background information is available for inverse attention. For the DukeMTMC-
VideoReID dataset, as the training images are tight crops of the person, it achieves best





To build an automatic person ReID system, it is crucial to have a large dataset that cap-
tures variations present in the real-world environment such as varying weather, background,
occlusions, etc. Some of the popular datasets are described below.
6.1.1 Image Based Datasets
6.1.1.1 Market1501
The Market-1501 image-based dataset proposed by Zheng et al. (2015) contains 32,668
bounding boxes of 1,501 identities. It uses the Deformable Part Model (DPM) (Felzenszwalb
et al. (2010)) to automatically identify pedestrians in the images. Each identity has a
maximum of six cross-camera views with a minimum of two. The cameras, five of which
have spatial resolutions of 1280× 1080 pixel and one which has 720× 576 pixels, are placed
in front of a campus supermarket. There exists some overlap between cameras FOVs.
6.1.1.2 DukeMTMC-reID
The DukeMTMC-reID (Zheng et al. (2017)) is a subset of the DukeMTMC-VideoReID (see
Section 6.1.2.2) and is formatted like the Market1501 dataset for image-based approaches.
Pedestrian images are selected every 120 frames, with a total of 36,411 bounding boxes.
The dataset is split into 702 identities in the training set and 702 identities in the testing
set. A total of 16,552 images are used for training and 19,889 for evaluation purposes.
6.1.1.3 MSMT17
The Multi-Scene Multi-Time (MSMT17) is a relatively new large-scale dataset that consists
of 4,101 distinct identities. There are a total of 15 cameras: 12 are placed outdoors and
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there are 3 indoor cameras. There are 32,261 training images, 11,659 in the query set and
82,161 in the gallery set. The raw videos are captured over a long period of time, i.e., four
days and three hours in the morning, noon and afternoon, presenting complex variations
and making it a challenging public dataset.
6.1.2 Video Based Datasets
6.1.2.1 MARS
The Motion Analysis and Re-identification Set (MARS) by Zheng et al. (2016) is a video-
based ReID dataset consisting of 1,261 identities with at least two cross-camera views for
each identity. Five 1080× 1920 and one 640× 480 pixel cameras were placed in the campus
of Tsinghua University. It is an extension of the Market-1501 dataset with a total of 20,715
tracklets consisting of 1,067,516 bounding boxes were captured. 3,248 are distractor tracklet
captured by false detections. The dataset is split into 625 identities for training and 636
identities for testing.
6.1.2.2 DukeMTMC-VideoReID
The Duke Multi Tracking Multi Camera Video ReID (DukeMTMC-VideoReID) is a dataset
acquired outdoors on the Duke University Campus. A total of 8 cameras were setup to
capture students on campus. Each camera had resolutions of 1080×1920 pixel. The dataset
contains 702 identities for training, 702 for testing and 408 identities for distractor classes.
In total, 369,656 bounding boxes are used for training and 445,764 for testing purposes.
6.2 Evaluation Protocol
The Cumulative Matching Characteristics (CMC) and mean Average Precision (mAP) are
the most widely used metrics to evaluate a ReID system. ReID can be viewed as a ranking
problem, where given a query image, we want the gallery set sorted from most similar to
least similar. A match is considered correct if a true match is returned within the top-k
most similar matches. For example, if 50% of all true matches for all query images appear
in top-10 returned results, then the rank-10 accuracy is 50%.
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For the mAP, the average precision (AP) is computed as the Area Under the precision-
recall Curve (AUC) and averaged over all the queries. The AUC provides an average
measure of performance across all classification thresholds. Precision is used to evaluate
systems to know how precisely we found positive matches, i.e., the ratio of true positives
and total number of predicted positives (true positives and false positives):
Precision =
True Positive
True Positive+ False Positive
. (6.1)
Recall computes the proportion of true positives that were identified correctly:
Recall =
True Positive
True Positive+ False Negative
. (6.2)
6.3 Comparison to state-of-the-art
The following tables compare our approach to the recent state-of-the-art (SOTA) traditional
and deep learning based approaches. The tables also show the interaction between various
components proposed in this thesis.
6.3.1 Image-based datasets
Table 6.1 compares our approach to SOTA unsupervised and weakly-supervised methods on
the Market1501 dataset using pre-trained weights. The combination of IDL, ACL and GAM
sets a new SOTA performance with 63.9% beating the previous SOTA method by 2.0% and
6.1% in rank-1 accuracy and mAP scores respectively. The combination of IDL, ACL and
CBAM shows our objective functions generalize to other architectures (like CBAM) while
also proving the benefit of using GAM over CBAM. The lack of attention modelling (IDL
and IDL+ACL methods) shows significant loss in performance.
Table 6.2 compares GAM, ACL and IDL on the Market1501 dataset without using
pre-trained ImageNet weights. Compared to traditional computer vision approaches, our
approach performs 11.0% and 10.9% better in rank-1 and mAP scores respectively. In
comparison with recent deep learning methods, our approach substantially improves per-
formance by 42.9%. Adjusted-CBAM (A-CBAM) is the CBAM architecture modified to
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Table 6.1: Market1501 results (with pretrained weights).
Method Label rank-1 rank-5 rank-10 mAP
BOW (Zheng et al. (2015)) ImageNet 35.8% 52.4% 60.3% 14.8%
OIM (Xiao et al. (2017)) ImageNet 38.0% 58.0% 66.3% 14.0%
UMDL (Lv et al. (2018)) Transfer 34.5% 52.6% 59.6% 12.4%
PUL (Fan et al. (2018)) Transfer 44.7% 59.1% 65.6% 20.1%
EUG (Wu et al. (2018)) OneShot 49.8% 66.4% 72.7% 22.5%
SPGAN (Deng et al. (2018)) Transfer 58.1% 76.0% 82.7% 26.7%
TJ-AIDL (Wang et al. (2018b)) Transfer 58.2% - - 26.5%
BUC (Lin et al. (2019)) ImageNet 61.9% 73.5% 78.2% 29.6%
IDL ImageNet 39.7% 56.8% 64.7% 15.3%
IDL+ACL ImageNet 56.9% 74.8% 80.6% 30.1%
IDL+ACL+CBAM ImageNet 63.3% 81.3% 86.3% 35.0%
ACL+GAM ImageNet 57.3% 75.3% 81.9% 28.3%
IDL+ACL+GAM ImageNet 63.9% 78.8% 85.1% 35.7%
match GAM’s number of parameters. The performance loss with IDL, ACL and A-CBAM
proves that GAM benefits from grouped convolutions and not only by reduced parameters.
Table 6.2: Market1501 results (without pre-trained weights).
Method rank-1 rank-5 rank-10 mAP
BUC (Lin et al. (2019)) 10.7% 21.7% 27.8% 3.1%
gBiCov (Xiong et al. (2014)) 8.2% - - 2.2%
HistLBP (Ma et al. (2014)) 9.6% - - 2.72%
LOMO (Liao et al. (2015)) 26.0% - - 7.7%
BOW+MultiQ (Zheng et al. (2015)) 42.6% - - 18.6%
IDL 25.5% 42.4% 51.0% 9.1%
IDL+ACL 48.2% 68.0% 76.2% 24.3%
IDL+ACL+CBAM 48.5% 67.2% 74.3% 25.6%
IDL+ACL+A-CBAM 45.2% 63.1% 70.6% 21.7%
ACL+GAM 44.6% 63.5% 71.6% 20.3%
IDL+ACL+GAM 53.6% 71.9% 79.4% 29.5%
Similarly, Table 6.3 and Table 6.4 shows a similar performance trend on the DukeMTMC-
reID image-based dataset. We surpass SOTA by 6.8% and 6.0% in rank-1 and mAP scores
respectively for the pre-trained setting and 17.7% and 15.6% in rank-1 and mAP scores
respectively with no pre-trained weights. Moreover, we also outperform methods that use
some form of supervision (i.e., one shot labels or auxiliary dataset).
Finally, we are the first to report fully unsupervised performance on MSMT17 image-
based dataset. As seen in Table 6.5, our approach beats the best weakly-supervised approach
by 5.9% and 3.8% rank-1 and mAP scores.
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Table 6.3: DukeMTMC-reID results (with pretrained weights).
Method Label rank-1 rank-5 rank-10 mAP
BOW (Zheng et al. (2015)) ImageNet 17.1% 28.8% 34.9% 8.3%
OIM (Xiao et al. (2017)) ImageNet 24.5% 38.8% 46.0% 11.3%
UMDL (Lv et al. (2018)) Transfer 18.5% 31.4% 37.6% 7.3%
PUL (Fan et al. (2018)) Transfer 30.4% 46.4% 50.7% 16.4%
EUG (Wu et al. (2018)) OneShot 45.2% 59.2% 63.4% 24.5%
SPGAN (Deng et al. (2018)) Transfer 46.9% 62.6% 68.5% 26.4%
TJ-AIDL (Wang et al. (2018b)) Transfer 44.3% - - 23.0%
BUC (Lin et al. (2019)) ImageNet 40.4% 52.5% 58.2% 22.1%
IDL ImageNet 25.3% 40.4% 46.9% 11.2%
IDL+ACL ImageNet 43.9% 59.6% 66.1% 23.7%
IDL+ACL+CBAM ImageNet 46.0% 62.4% 69.1% 26.0%
ACL+GAM ImageNet 42.7% 59.6% 66.0% 23.6%
IDL+ACL+GAM ImageNet 47.2% 63.8% 69.8% 28.1%
Table 6.4: DukeMTMC-reID results (without pre-trained weights).
Method rank-1 rank-5 rank-10 mAP
BUC (Lin et al. (2019)) 5.1% 9.6% 11.7% 1.6%
BOW (Zheng et al. (2015)) 17.1% 28.8% 34.9% 8.3%
UMDL (Lv et al. (2018)) 18.5% 31.4% 37.6% 7.3%
IDL 10.6% 22.2% 28.7% 4.3%
IDL+ACL 30.6% 47.4% 53.7% 17.0%
IDL+ACL+CBAM 34.1% 53.3% 60.4% 21.2%
IDL+ACL+A-CBAM 30.4% 48.1% 55.9% 17.7%
ACL+GAM 28.7% 45.6% 53.2% 15.6%
IDL+ACL+GAM 36.2% 53.2% 60.9% 22.9%
Table 6.5: Results on the MSMT17
Method Label (source) rank-1 rank-5 rank-10 mAP
PTGAN (Wei et al. (2018)) Transfer (Market1501) 10.2% - 24.4% 2.9%
PTGAN (Wei et al. (2018)) Transfer (Duke) 11.8% - 27.4% 3.3%
ECN (Zhong et al. (2019)) Transfer (Market1501) 25.3% 36.3% 42.1% 8.5%
ECN (Zhong et al. (2019)) Transfer (Duke) 30.2% 41.5% 46.8% 10.2%
IDL+ACL+GAM ImageNet 32.9% 45.1% 50.8% 12.2%
MCGA ImageNet 34.3% 48.6% 55.1% 13.6%
MCGA + DACL ImageNet 35.2% 49.0% 55.3% 13.9%
MCGA + DACL + IAD ImageNet 36.1% 49.5% 56.2% 14.0%
6.3.2 Video-based datasets
To improve upon previous work and extend it to video-based datasets, we showcase perfor-
mance on the DukeMTMC-VideoReID dataset. IDL, ACL and GAM beats previous SOTA
by 0.1% in rank-1 accuracy. However, our extended work consisting of MCGA, DACL and
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IAD substantially improves performance and beats SOTA by 6.1% rank-1 and mAP scores.
The addition of IAD does not contribute much in this dataset as the dataset consists of
tight person crops that eliminates background information in the image (see Section 5.4).
Table 6.6: DukeMTMC-VideoReID results
Method Label rank-1 rank-5 rank-10 mAP
OIM (Xiao et al. (2017)) ImageNet 51.1% 70.5% 76.2% 43.8%
Stepwise (Liu et al. (2017)) OneShot 56.2% 70.3% 79.2% 46.7%
EUG (Wu et al. (2018)) OneShot 72.7% 84.1% - 63.2%
BUC (Lin et al. (2019)) ImageNet 76.2% 88.3% 91.0% 68.3%
SSL (Lin et al. (2020)) Camera 76.4% 88.7% 91.0% 69.3%
IDL+ACL+GAM ImageNet 76.5% 89.2% 92.0% 68.5%
MCGA ImageNet 80.1% 91.6% 94.2% 72.7%
MCGA+DACL ImageNet 82.5% 94.6% 96.4% 76.0%
MCGA+DACL+IAD ImageNet 82.5% 94.3% 95.9% 75.4%
Table 6.7 is an extended video-based version of Market1501 and our approach signif-
icantly improves over GAM and other recent published work. Notice that previous SOTA
method SSL uses camera labels in their supervision, and our approach still outperforms
by 5.8% and 6.0% in rank-1 and mAP scores. Here, IAD contributes better compared to
DukeMTMC-VideoReID due to larger crops.
Table 6.7: MARS results
Method Label rank-1 rank-5 rank-10 mAP
OIM (Xiao et al. (2017)) ImageNet 33.7% 48.1% 54.8% 13.5%
Stepwise (Liu et al. (2017)) OneShot 41.2% 55.5% - 19.6%
DAL (Chen et al. (2018)) Camera 49.3% 65.9% 72.2% 23.0%
TAUDL (Li et al. (2018a)) OneShot 43.8% 59.9% 72.8% 29.1%
EUG (Wu et al. (2018)) OneShot 62.6% 74.9% - 42.4%
BUC (Lin et al. (2019)) ImageNet 55.1% 68.3% 72.8% 29.4%
SSL (Lin et al. (2020)) Camera 62.8% 77.2% 80.1% 43.6%
IDL+ACL+GAM ImageNet 55.2% 72.5% 78.7% 37.3%
MCGA ImageNet 67.4% 78.1% 80.8% 47.6%
MCGA+DACL ImageNet 68.0% 78.3% 81.9% 48.8%
MCGA+DACL+IAD ImageNet 68.6% 78.6% 82.5% 49.6%
6.4 Comparison to Supervised ReID
One of the objectives of this work was to reduce the performance gap between supervised
and unsupervised ReID. Table 6.8 compares our work to the SOTA methods from 2017,
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Table 6.8: Comparison to supervised ReID on the MSMT17
Method Venue rank-1 rank-5 rank-10 mAP
IDL+ACL+GAM This work 32.9% 45.1% 50.8% 12.2%
MCGA This work 34.3% 48.6% 55.1% 13.6%
MCGA + DACL This work 35.2% 49.0% 55.3% 13.9%
MCGA + DACL + IAD This work 36.1% 49.5% 56.2% 14.0%
PDC (Su et al. (2017)) ICCV17 58.0% 73.6% 79.4% 29.7%
DGNet (Zheng et al. (2019b)) CVPR19 77.2% 87.4% 90.5% 52.3%
RGA-SC (Zhang et al. (2020)) CVPR20 80.3% - - 57.5%
2019 and 2020 on the MSMT17 dataset. Our approach is only 21.9% behind the supervised
SOTA of 2017 on the challenging MSMT17 dataset. Table 6.9 shows that the difference
between 2017 supervised SOTA and our approach is only 12.1% in rank-1 accuracy. With
only 1.1% rank-1 accuracy difference, our approach achieves similar performance to 2017
supervised method as seen in Table 6.10.
Table 6.9: Comparison to supervised ReID on MARS.
Method Label rank-1 rank-5 rank-10 mAP
IDL+ACL+GAM This Work 55.2% 72.5% 78.7% 37.3%
MCGA This Work 67.4% 78.1% 80.8% 47.6%
MCGA+DACL This Work 68.0% 78.3% 81.9% 48.8%
MCGA+DACL+IAD This Work 68.6% 78.6% 82.5% 49.6%
ETAP-Net (Wu et al. (2018)) CVPR18 80.7% 92.0% - 67.3%
GLTR (Li et al. (2019)) ICCV19 87.0% 95.7% - 78.4%
STGCN (Yang et al. (2020)) CVPR20 89.9% 96.4% - 83.7%
Table 6.10: Comparison to supervised ReID on DukeMTMC-VideoReID.
Method Label rank-1 rank-5 rank-10 mAP
IDL+ACL+GAM This work 76.5% 89.2% 92.0% 68.5%
MCGA This work 80.1% 91.6% 94.2% 72.7%
MCGA+DACL This work 82.5% 94.6% 96.4% 76.0%
MCGA+DACL+IAD This work 82.5% 94.3% 95.9% 75.4%
ETAP-Net (Wu et al. (2018)) CVPR18 83.6% 94.5% - 78.3%
GLTR (Li et al. (2019)) ICCV19 96.2% 99.3% - 93.7%




To visualize the framework’s embedding space and cluster quality compared to other meth-
ods, we use t-distributed stochastic neighbour embedding (t-SNE) (Maaten and Hinton
(2008)). T-SNE is a dimensionality reduction technique that is well-suited to visualize
high-dimensional data. We compare our framework with recent SOTA method BUC to
evaluate cluster quality. As seen in Figure 6.1, data points of similar subjects are closely
clustered while providing increased seperability between different subjects.
Figure 6.1: t-SNE visualization between our framework and BUC.
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6.5.2 Retrieval Results
Figure 6.2 showcases our methods compared to BUC, GAM and MCGA. While BUC does
retrieve similar looking identities, it does not retrieve accurate identities and is sensitive to
different camera views. For instance, for the bottom most query, BUC retrieves identities
that appear in the same camera due to focusing on the background information. In contrast,
GAM performs better by localizing the person, but still retrieves incorrect but very similar
looking identities. MCGA, however, with the help of local and global attention, is able to
focus on minute details and accurately localize the person even with large occlusions.
Figure 6.2: Retrieval Results. Red borders denotes incorrect retrievals and Green borders
denotes correct retrievals.
Figure 6.3 shows hard examples where subjects wearing same/similar looking clothes
were correctly rejected. It also showcases false retrievals, where very similar looking identi-
ties were retrieved. The availability of additional meta-data such as gait information, time
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stamps, camera labels can perhaps improve performance for such cases.
Figure 6.3: Correct and False Retrievals using the MCGA, DACL and IAD methods on
the MARS dataset.
6.5.3 Attention maps in various conditions
Figure 6.4 shows many different camera views across all datasets and the corresponding
attention maps produced by the network with the MCGA block.
The simultaneous learning of local and global context produces high activation on fine
details such as footwear (images 7, 8, 17, 22, 26). In addition, it also ignores occlusions
such as cycles (image 20), railings (image 18), fixed objects (images 12, 14, 25). Moreover,
most of the background clutter is ignored in loose bounding boxes (images 3, 13, 28).
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In this chapter, we summarize the research thesis objectives and results, and highlight
important contributions.
One of our main objectives in this thesis was to build an end-to-end unsupervised
framework for ReID. The framework coordinates the pre-processing of input images (or
tracklets), extracting features from these inputs and clustering them in a bottom-up manner
to learn similarity between identities without using annotations.
Another important objective was to focus on appearances of persons appearance while
ignoring background clutter and occlusions. To tackle this, we proposed an attention block
called Grouped Attention Module (GAM) that can be easily integrated to most CNN ar-
chitectures. We integrated GAM with a modified ResNet base network which was 60%
more efficient than the original, as it utilized grouped convolutions and produced comple-
mentary attention maps. We were also the first to introduce attention-based learning in an
unsupervised framework.
To account for fine discriminative details in the cropped image, we introduced the
Multi-Context Grouped Attention Block (MCGA) that incorporated local and global spatial
attention. MCGA improved performance over GAM by focusing on finer details in the
persons image, leading to better discriminability.
To train the network in a completely unsupervised way, we utilized pseudo-labels that
dynamically change when training instances are merged together. We proposed the Ag-
glomerative Clustering Loss (ACL) that maintains a memory bank and drives the network
to produce a common feature representation for the same cluster while being discriminant
to other cluster centers. The DACL loss modified ACL by introducing a down-weighting
distance aware term that made hard examples account for the majority of the gradient
flowing in the network. ACL and DACL enables us to progressively learn and merge cluster
representations in an unsupervised way, i.e., with the help of pseudo-labels. To make the
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network robust to various illumination and pose variations, the IDL loss was proposed that
maximized the similarity of the original and augmented representation while minimizing
the similarity between other instances in the batch.
We presented extensive analysis and results on very-large image- and video-based
datasets, beating other state-of-the-art unsupervised and weakly-supervised methods up
to 6.8% and 6.7% in rank-1 and mAP scores, respectively, for the pre-trained setting and
17.7% and 15.6%, respectively, without pre-trained weights. More importantly, we reduce
the gap between supervised and unsupervised ReID, which minimizes time, cost and effort
required for data collections and curations.
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