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L’objet de ce chapitre est, d’une part, de pre´senter la segmentation de processus et son
rapport a` la de´pendance entre les observations et, d’autre part, de de´limiter l’objet de cette
the`se.
La segmentation de processus a de nombreux champs d’application, comme :
 la climatologie (par exemple Peterson et al. 1998 ; Aguilar et al. 2003 ; Beaulieu, Ouarda
et al. 2007 ; Beaulieu, J. Chen et al. 2012),
 l’e´conome´trie (Stock et Watson, 1996 ; Bai et Perron, 2003 ; Pesaran et al. 2006 ; Geweke
et Jiang, 2011),
 la ge´nomique (J. V. Braun et Mu¨ller, 1998 ; J. V. Braun, R. K. Braun et al. 2000 ;
Picard, Robin et al. 2005 ; Hocking et al. 2013),
 la ge´ode´sie (Williams, 2003 ; Kenyeres et Bruyninx, 2004 ; Perfetti, 2006 ; Gazeaux et
al. 2013),
 l’hydrome´trie (Cobb, 1978 ; Jarusˇkova´, 1997 ; Perreault et al. 2000 ; Ehsanzadeh et al.
2011),
 l’imagerie me´dicale (Kaplan et Shishkin, 2000 ; Lavielle, 2005),
 la stylome´trie (H. Chen et Zhang, 2015).
Formule´ de fac¸on ge´ne´rale, le proble`me est le suivant : e´tant donne´ des observations y1, . . . , yn,
il s’agit d’identifier les segments sur lesquels la se´rie yi, . . . , yj (i < j) est homoge`ne, en un sens
a` pre´ciser. Les bornes de ces segments sont les ruptures. Elle marquent l’instant de la perte
de cette proprie´te´ d’homoge´ne´ite´. Les questions qui se posent sont alors :
 combien y a-t-il de ruptures ?
 quelle sont leurs positions ?
 quelles sont les proprie´te´s de la se´rie a` l’inte´rieur de chaque segment ? ses proprie´te´s
globales en dehors de la segmentation ? On peut penser a` des proble`mes de se´lection de
mode`le, d’estimation, de test, etc.
1.1 Segmentation dans le cas d’observations inde´pendantes
Dans le cas ou` les observations sont inde´pendantes, la segmentation se re´duit a` la de´tection
de ruptures dans la loi marginale des observations. Formellement, on dispose de variables
ale´atoires inde´pendantes y1, . . . , yn, sur un meˆme espace mesurable. Les ruptures sont alors
les entiers 0 = t0 < t1 < ⋅ ⋅ ⋅ < tm < tm+1 = n tels que pour tout entier 1 ≤ k ≤m + 1,⎧⎪⎪⎨⎪⎪⎩ ytk−1+1, . . . , ytk sont de meˆme loi.yi et yj sont de lois diffe´rentes si k ≤m et tk−1 < i ≤ tk < j ≤ tk+1.
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1.1.1 Typologie des proble`mes de segmentation
Historiquement, les proble`mes de segmentation sont apparus comme le proble`me de la de´tec-
tion d’une rupture (Page, 1954, 1955). Il s’agit alors de tester
H0 ∶ y1, . . . , yn identiquement distribue´s
contre
H1 ∶ ∃t ∈ {1, . . . , n − 1} ,
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
y1, . . . , yt identiquement distribue´s ,
yt+1, . . . , yn identiquement distribue´s ,
y1 et yn sont de lois diffe´rentes.
Des conditions supple´mentaires sur la loi des observations (appartenance a` un certain mo-
de`le, etc.) peuvent eˆtre fixe´es. Si l’hypothe`se nulle H0 est rejete´e, il est aussi question d’estimer
l’instant de rupture t. La de´tection de rupture peut eˆtre se´quentielle (on-line) ou re´trospec-
tive (off-line). Dans le premier cas, la taille n de la se´rie croˆıt et pour chaque n on teste la
pre´sence d’une rupture ou non (voir par exemple Basseville et Nikiforov, 1993). Typiquement,
il s’agit de re´aliser un compromis entre la de´tection a` temps d’une rupture et la ne´cessite´ d’e´vi-
ter les fausses alarmes. Dans le cas de la de´tection de rupture re´trospective, la totalite´ de la
se´rie y1, . . . , yn est observe´e et, a` posteriori, on teste la pre´sence d’une rupture. La de´tection
de rupture se´quentielle et les proble`mes spe´cifiques qu’elle pose ne seront pas aborde´s dans
cette the`se.
Si le cas ou` au moins deux ruptures peuvent eˆtre pre´sentes est possible, on parle alors
de de´tection de ruptures multiples ou de segmentation a` ruptures multiples. La me´thodologie
du cas ou` il y a au plus une rupture dans la se´rie peut eˆtre adapte´e. En particulier, comme
Bai et Perron (1998), on peut tester l’absence de rupture contre la pre´sence de m ruptures,
ou bien la pre´sence de m ruptures contre la pre´sence de m + 1 ruptures. Toutefois, en cas de
ruptures multiples, l’estimation du nombre de ruptures par l’interme´diaire de ces tests me`ne
a` un proble`me complexe de tests multiples. Une me´thode fre´quemment adopte´e consiste a`
 dans le mode`le a` m ruptures, estimer les instants de ruptures ainsi que les autres para-
me`tres du mode`le,
 se´lectionner un mode`le a` m de ruptures, a` l’aide d’une proce´dure de se´lection de mode`le.
Toutefois, certaines me´thodes baye´siennes (Lavielle et Lebarbier, 2001) ou fre´quentistes (comme
le Lasso, pour Least absolute shrinkage and selection operator, voir Harchaoui et Le´vy-Leduc,
2010) re´alisent ces deux e´tapes simultane´ment.
Dans cette the`se, nous nous inte´ressons a` la segmentation re´trospective a` ruptures mul-
tiples.
1.1.2 Mode`les
Dans la section 1.1.1, nous n’avons fixe´ aucune condition sur les lois marginales possibles des
observations. Or il existe bien souvent une mode´lisation pre´alable de la se´rie.
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On peut se donner un mode`le parame´trique (Pθ)θ∈Θ et fixer comme condition
∀k ∈ {1, . . . ,m + 1} ,⎧⎪⎪⎨⎪⎪⎩ ∀i ∈ {t
⋆
k−1 + 1, . . . , t⋆k} , yi ∼ Pθ⋆k
et k ≤m⇒ θ⋆k ≠ θ⋆k+1 . (1.1)
On peut ajouter a` ce mode`le un parame`tre global, qui reste constant sur tous les segments.
Par exemple, le mode`le gaussien est ici :
∀k ∈ {1, . . . ,m + 1} ,⎧⎪⎪⎨⎪⎪⎩ ∀i ∈ {t
⋆
k−1 + 1, . . . , t⋆k} , yi ∼ N (µ⋆k, σ⋆2k )
et k ≤m⇒ (µ⋆k, σ⋆2k ) ≠ (µ⋆k+1, σ⋆2k+1) . (1.2)
Le mode`le peut eˆtre restreint au cas ou` toutes les variances σ⋆2k sont e´gales, ce qui fait de
cette variance commune un parame`tre global du mode`le. De meˆme, on peut se restreindre au
cas ou` toutes les espe´rances sont e´gales. Dans le premier cas, on segmente dans l’espe´rance,
dans le second cas, dans la variance (voir figure 1.1).
Il peut eˆtre pre´fe´rable dans certains cas d’e´tendre le mode`le. On peut simplement de-
mander a` ce que certaines quantite´s associe´es aux lois marginales soient constantes sur les
segments. Par exemple, par analogie avec le mode`le gaussien, on peut conside´rer le mode`le
suivant :
∀k ∈ {1, . . . ,m + 1} ,⎧⎪⎪⎨⎪⎪⎩ ∀i ∈ {t
⋆
k−1 + 1, . . . , t⋆k} , yi est de carre´ inte´grable, Eyi = µ⋆k,Var (yi) = σ⋆2k
et k ≤m⇒ (µ⋆k, σ⋆2k ) ≠ (µ⋆k+1, σ⋆2k+1) .
(1.3)
Tous les sous-mode`les de´finis dans le cas gaussien peuvent eˆtre de´finis de fac¸on analogue. Dans
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Figure 1.1 – Re´alisation de 4 se´ries de 60 v.a.r. inde´pendantes de loi normale. Les droites
verticales indiquent les ruptures e´ventuelles, localise´es en 30 et 40. Haut, gauche : cas i.i.d.
centre´ re´duit. Haut, droite : variance constante e´gale a` 1, ruptures dans l’espe´rance (0, 4
puis 2). Bas, gauche : espe´rance constante e´gale a` 0, ruptures dans la variance (1, 16 puis 1/16).
Bas, droite : ruptures simultane´es dans l’espe´rance et la variance, avec les meˆmes valeurs que
pre´ce´demment.
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fonction de re´gression est constante par morceaux. Si les instants de rupture e´taient connus,
il s’agirait d’un mode`le line´aire.
1.1.3 Me´thodes baye´siennes
Les me´thodes baye´siennes en segmentation ont e´te´ introduites d’abord dans le cas ou` il y
a au plus une rupture (Chernoff et Zacks, 1964), puis dans le cas des mode`les a` ruptures
multiples (Barry et Hartigan, 1992). Dans le cadre baye´sien, tous les parame`tres du mode`le,
notamment le nombre et la position des ruptures, sont des variables ale´atoires, qui suivent
une loi a` priori.
L’objectif de l’infe´rence est alors de fournir les lois a` posteriori
P (t1, . . . , tm∣y1, . . . , yn) , P (m∣y1, . . . , yn) .
Le calcul de cette loi a` posteriori n’est pas ne´cessairement trivial. Il y a trois fac¸ons de
proce´der :
 Les lois a` priori sont choisies de fac¸on a` obtenir des expressions analytiques calculables
pour les loi a` posteriori (Rigaill et al. 2012). Cette approche est classique en statistique
baye´sienne et fait usage des lois conjugue´es.
 On renonce a` obtenir une expression analytique pour la loi a` posteriori. Nous n’avons
acce`s a` cette loi de probabilite´ qu’a` travers des e´chantillons simule´s de cette loi. La
simulation de tels e´chantillons peut se faire a` l’aide de me´thodes de Monte-Carlo par
chaˆınes de Markov (Lavielle et Lebarbier, 2001), ou` la loi des e´chantillons simule´s tend
vers la loi a` posteriori quand le temps d’exe´cution de l’algorithme tend vers l’infini. Il
faut alors eˆtre attentif a` ce que le temps d’exe´cution de l’algorithme soit suffisamment
long (Fearnhead, 2006). Un autre algorithme, de type forward-backward, permet une
simulation exacte de la loi a` posteriori (Fearnhead, 2006).
 L’approche asymptotique, pour la loi du nombre de ruptures seulement, qui consiste a`
fournir une approximation des probabilite´s a` posteriori quand le nombre d’observations
n tend vers l’infini. Cette approche a e´te´ de´veloppe´e pour l’estimation du nombre de
ruptures par Zhang et Siegmund (2007, voir section 2.5.4). Il s’agit de l’adaptation a` la
segmentation du crite`re de se´lection de mode`le propose´ par Schwarz (1978).
Parmi ces trois approches seule la dernie`re sera aborde´e.
1.1.4 Cadre fre´quentiste
Avant d’aborder les re´sultats asymptotiques e´tablis en segmentation, il faut donner un sens
a` la the´orie asymptotique dans ce cadre.
Pour pouvoir e´tablir des re´sultats de consistance sur les estimateurs des ruptures, nous
devons de´finir la suite des vrais instants de rupture quand la longueur de la se´rie varie.
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Un cadre fre´quemment adopte´ et ayant permis d’e´tablir de nombreux re´sultats asympto-
tiques (Bai, 1994 ; Bai et Perron, 1998 ; Lavielle et Moulines, 2000 ; Bardet, Kengne et Win-
tenberger, 2012) est le suivant. On conside`re (yi,n)1≤i≤n,n≥n0 . Pour chaque n ≥ n0, (yi,n)1≤i≤n
est une se´rie affecte´e par des ruptures. On suppose qu’il existe 0 = τ⋆0 < τ⋆1 < ⋅ ⋅ ⋅ < τ⋆m < τ⋆m+1 = 1,
tels que, pour tout n ≥ n0, les ruptures de la se´rie (yi,n)1≤i≤n sont localise´es en
t⋆k,n = ⌊nτ⋆k ⌋ (1 ≤ k ≤m) . (1.4)
Ainsi, les instants de rupture sont des fractions de la longueur totale de la se´rie. Les parame`tres
a` estimer correspondant aux instants de rupture sont donc τ⋆1 , . . . , τ⋆m, des re´els compris entre
0 et 1. On conside`re que le nombre de ruptures ne varie pas avec la taille des se´ries.
C’est le cadre sous-jacent de la plupart des travaux concernant l’estimation des instants de
rupture en statistique fre´quentiste depuis le de´but des anne´es 1990, meˆme si (yi,n)1≤i≤n,n≥n0
n’est pas explicitement de´fini de fac¸on syste´matique. En ge´ne´ral, on de´finit une se´rie y1, . . . , yn,
puis on fait tendre n vers l’infini pour obtenir des re´sultats asymptotiques. En re´alite´, cela
n’a de sens qu’a` travers (yi,n)1≤i≤n,n≥n0 .
Illustrons cette construction dans le cas gaussien. On conside`re le mode`le de´fini a` n fixe´ par
l’e´quation (1.2), avec la contrainte supple´mentaire d’avoir toutes les variances e´gales (a` σ⋆2).
Soit 0 = τ⋆0 < τ⋆1 < ⋅ ⋅ ⋅ < τ⋆m < τ⋆m+1 = 1 et (t)0<t≤1,t∈Q une famille de v.a.r. i.i.d. gaussiennes
centre´es de variance σ⋆2. Soit µ ∶ (0,1]→ R de´finie par
∀t ∈ (0,1] , µ(t) = m∑
k=0µ⋆k1(τ⋆k ,τ⋆k+1](t) .
Pour tout n, la loi de (yi,n)1≤i≤n est donne´e par :
(yi,n)1≤i≤n d= (µ( in) + i/n)1≤i≤n .
Estimation par maximum de vraisemblance
On se place dans le mode`le de´fini par (1.1) et le cadre asymptotique de´fini par (1.4). Supposons
que les lois de probabilite´ Pθ admettent une densite´ fθ par rapport a` une certaine mesure de
re´fe´rence. L’estimateur du maximum de vraisemblance des ruptures et des parame`tres au sein
de chaque segment est alors






i=tk+1 fθk (yk) . (1.5)
La normalisation τ̂k = t̂k/n donne des estimateurs des ruptures τ⋆k . He et Severini (2010) ont
de´montre´, sous certaines conditions de re´gularite´, que les estimateurs τ̂k sont consistants et
convergent a` l’ordre 1/n. De plus, les estimateurs des parame`tres θ̂k sont eux aussi consis-
tants et conjointement asymptotiquement normaux, y compris conjointement a` un e´ventuel
parame`tre global.
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Estimation par moindres carre´s
On se place dans le mode`le (1.3), avec une variance constante, et le cadre asymptotique de´fini
par (1.4). L’estimateur des moindres carre´s des ruptures et des espe´rances est alors :






i=tk+1 (yi − µk)2 . (1.6)
A` ma connaissance, les premiers re´sultats asymptotiques dans ce cadre sont ceux de Yao et
Au (1989). Lavielle et Moulines (2000) fournissent des re´sultats similaires a` ceux de He et
Severini (2010) pour l’estimateur du maximum de vraisemblance dans ce cas.
Estimation par maximum de vraisemblance gaussienne
On se place dans le mode`le (1.3) et le cadre asymptotique de´fini par (1.4). Les ruptures et les
autres parame`tres peuvent eˆtre estime´s par maximisation de la vraisemblance gaussienne, qui
est la fonction de vraisemblance associe´e au mode`le (1.2). Meˆme si les observations ne sont pas
gaussiennes, Lavielle (1999) garantit sous certaines conditions la consistance des estimateurs
et des vitesses de convergences de meˆme ordre que celles de He et Severini (2010).
1.1.5 Se´lection du nombre de ruptures
On a suppose´ jusqu’ici le nombre de ruptures m connu. Mais, dans la plupart des applications,
il doit eˆtre estime´, ce qui nous ame`ne a` un proble`me de se´lection de mode`le. Des crite`res de
diffe´rents types ont e´te´ propose´s :
 des proce´dures se´quentielles de tests (Bai et Perron, 1998),
 des approches par contraste pe´nalise´ dans un cadre fre´quentiste (Yao, 1988 ; C.-B. Lee,
1995 ; Lebarbier, 2005),
 des approches baye´siennes (Zhang et Siegmund, 2007 ; Rigaill et al. 2012).
Une pre´sentation plus de´taille´e de ces diffe´rentes approches est donne´e dans la section 2.5.
Si l’estimation des instants de rupture et des parame`tres des lois marginales est un proble`me
bien compris a` m connu, l’estimation de ce dernier reste un proble`me difficile. La de´finition
meˆme du « bon » ou du « vrai » m a` se´lectionner n’est pas consensuelle. De plus, les re´sultats
asymptotiques ne suffisent pas toujours a` de´terminer une proce´dure pratique, notamment
quand des constantes de pe´nalisation restent a` calibrer.
Dans ce travail, on porte une attention particulie`re au crite`re de Zhang et Siegmund (2007),
qui est de´fini inde´pendamment de toute constante, et qui fournit de bons re´sultats pra-
tiques (Picard, Lebarbier et al. 2011 ; Frick et al. 2014).
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1.1.6 Proble`me algorithmique
L’estimation de ruptures multiples par maximum de vraisemblance ou moindres carre´s fait ap-
paraˆıtre un proble`me algorithmique. Cette question est centrale en segmentation. Par exemple,
Picard (2007) et Jandhyala et al. (2013), dans leur expose´, introduisent l’estimation de rup-
tures multiples a` travers le proble`me algorithmique que cela pose. En effet, l’exploration de
l’ensemble des segmentations prendrait un temps O (nm), une complexite´ algorithmique sou-
vent prohibitive. Pour la recherche de la segmentation optimale, trois approches peuvent alors
eˆtre conside´re´es :
 E´tablir un algorithme efficace donnant la solution optimale. Seul l’algorithme de pro-
grammation dynamique (Auger et Lawrence, 1989 ; Bai et Perron, 2003), ainsi que ses
versions e´lague´es (Rigaill, 2010 ; Maidstone et al. 2014) permettent de recouvrer la seg-
mentation optimale en un temps polynomial. L’algorithme de partition optimale de
Jackson et al. (2005), ainsi que ses versions e´lague´es (Killick et al. 2012 ; Maidstone et
al. 2014), fournissent eux aussi la segmentation optimale en re´alisant simultane´ment la
se´lection du nombre de ruptures, avec certaines contraintes sur le crite`re de se´lection de
mode`le. Tous ces algorithmes peuvent eˆtre utilise´s pour peu que le crite`re a` optimiser
soit additif sur les segments (voir section 2.6).
 De´finir une heuristique fournissant une solution sous-optimale acceptable. La segmen-
tation binaire (voir par exemple Scott et Knott, 1974 ; Venkatraman, 1992 ; Bai, 1997)
peut eˆtre vue comme une suite de tests sur la pre´sence d’une rupture supple´mentaire
a` celles qui ont de´ja` e´te´ estime´es. Cette contrainte, le fait que les m ruptures estime´es
dans le mode`le a` m changements sont incluses dans les m+1 ruptures du mode`le avec un
changement supple´mentaire, est tre`s forte et entraˆıne une sous-exploration de l’ensemble
des segmentations possibles, d’ou` la solution sous-optimale. Le proble`me est connu et a
mene´ a` des raffinements de la me´thode (Olshen et al. 2004 ; Fryzlewicz, 2014) pour en
re´duire l’impact.
Davis, T. C. M. Lee et al. (2006) proposent un algorithme ge´ne´tique fournissant une
solution approche´e a` la segmentation par minimisation d’un crite`re MDL (Minimum
description length). Toutefois, Eckley et al. (2011) font remarquer que ce crite`re peut
tout aussi bien eˆtre minimise´ par l’algorithme de programmation dynamique.
 Modifier le proble`me d’optimisation pour le rendre re´soluble. En segmentation, le Lasso,
tel que formule´ par Harchaoui et Le´vy-Leduc (2010), revient a` remplacer la contrainte
«m ruptures » par une contrainte convexe. La` aussi, la modification du proble`me d’op-
timisation fait que la segmentation propose´e n’est pas optimale au sens du crite`re initial.
Les choix me´thodologiques ont e´te´ oriente´s de fac¸on a` pre´server l’applicabilite´ de l’algo-
rithme de programmation dynamique, le plus souvent e´lague´e. Les algorithmes de partition
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optimale n’ont pas e´te´ utilise´s car le crite`re de se´lection de mode`le que nous avons utilise´ ne
le permettait pas.
1.2 Segmentation dans le cas d’observations de´pendantes
Jusqu’a` pre´sent, nous avons conside´re´ que les observations des se´ries temporelles conside´-
re´es e´taient inde´pendantes. Toutefois, dans un certain nombre d’applications, par exemple en
ge´osciences ou en me´te´orologie1, cette condition est clairement viole´e.
1.2.1 Plusieurs types de ruptures
Diffe´rents types de ruptures peuvent affecter ces se´ries de´pendantes :
 On pourra toujours conside´rer des ruptures dans la loi marginale des observations,
comme dans la section 1.1, a` la diffe´rence pre`s que les observations ne sont plus consi-
de´re´es comme inde´pendantes. Voir Lavielle (1999), Lavielle et Moulines (2000) et, dans
un cadre plus ge´ne´ral que celui pre´sente´ ici, Bai et Perron (1998).
 On pourra conside´rer des ruptures dans la structure de de´pendance de la se´rie. Certains
des mode`les conside´re´s sont de´taille´s dans la section 1.2.3.
 On pourra conside´rer des ruptures qui affectent a` la fois la loi marginale des observations
et la structure de de´pendance de la se´rie.
1.2.2 Ruptures dans la loi marginale
On se place dans le mode`le (1.3), en supposant les variances constantes, mais sans supposer
les observations inde´pendantes. Lavielle et Moulines (2000) de´montrent que, sous certaines
conditions, la de´pendance entre les observations n’affecte pas la vitesse de convergence des
estimateurs des moindres carre´s des ruptures et des parame`tres µ⋆k, tels que de´finis en (1.6).
Plus pre´cise´ment, dans le mode`le conside´re´ par Lavielle et Moulines (2000),
∀i ∈ {1, . . . , n} , yi = µ⋆k + ηi si t⋆k−1 < i ≤ t⋆k , (1.7)
ou` les ruptures ve´rifient la condition (1.4). Si la condition
∃φ < 2,∃C > 0,∀j > i > 0,E⎡⎢⎢⎢⎢⎣
⎛⎝ j∑t=i ηi⎞⎠
2⎤⎥⎥⎥⎥⎦ ≤ C ∣j − i + 1∣φ (1.8)
est ve´rifie´e, les estimateurs des moindres carre´s des ruptures et des parame`tres µ⋆k, modulo
certaines restrictions de l’ensemble des parame`tres conside´re´s dans la minimisation du crite`re
des moindres carre´s, sont consistants, les estimateurs des ruptures τ⋆k convergeant a` la vitesse
1/n. La condition (1.8) est ve´rifie´e pour une large classe de processus (ηi). Si on se restreint
1Re´fe´rences en pre´ambule du chaptire 1.
14
aux processus centre´s faiblement stationnaires (cf. de´finition 2.3), elle est ve´rifie´e pour les
processus a` courte me´moire, c’est-a`-dire tels que la fonction d’autocovariance associe´e au
processus est absolument sommable, mais aussi pour certains processus a` longue me´moire.
Bai et Perron (1998) avaient de´ja` de´montre´ le re´sultat sur les estimateurs des ruptures et des
µ⋆k, notamment dans le cas ou` (ηi)i∈Z est un processus centre´ faiblement stationnaire a` courte
me´moire. Lavielle (1999) a e´tendu ces re´sultats a` un cadre plus ge´ne´ral que les ruptures de
moyennes ainsi qu’a` d’autres crite`res que les moindres carre´s.
Concernant la se´lection du nombre de ruptures, Lavielle et Moulines (2000) donnent des
conditions sur la pe´nalisation pour obtenir des crite`res pe´nalise´s consistants. La` aussi, si (ηi)i∈Z
reste un processus centre´ faiblement stationnaire a` courte me´moire, ces conditions ne sont pas
affecte´es par la structure de de´pendance.
Les re´sultats de Lavielle et Moulines (2000), ainsi que ceux de Lavielle (1999), pourraient
donc plaider pour une non-prise en compte de la de´pendance entre observations dans l’esti-
mation des ruptures et la se´lection de leur nombre dans un mode`le de segmentation, pour peu
que la perturbation (ηi)i∈Z ve´rifie certaines conditions.
Toutefois, Lavielle et Moulines (2000) montrent que la variance asymptotique des estima-
teurs des ruptures peut eˆtre affecte´e par la structure de de´pendance, y compris si (ηi)i∈Z reste
un processus centre´ faiblement stationnaire a` courte me´moire. De meˆme, Antoch et al. (1997)
et Robbins et al. (2011) ont montre´ que la de´pendance entre observations, y compris sous
la forme d’une perturbation qui serait un processus centre´ faiblement stationnaire a` courte
me´moire, n’est pas sans effet sur la variance asymptotique de diffe´rentes statistiques de test
d’une rupture dans l’espe´rance. La prise en compte de la relation de de´pendance stochastique
entre observations dans l’estimation des ruptures peut donc s’ave´rer importante.
1.2.3 Autres types de ruptures
On peut aussi conside´rer des ruptures qui affectent d’autres proprie´te´s des se´ries que la loi
marginale, c’est-a`-dire qu’elles affectent la structure de de´pendance des se´ries temporelles.
Supposons d’abord que y1, . . . , yn sont n observations conse´cutives d’un processus station-
naire par morceaux, c’est-a`-dire qu’il existe des ruptures 0 = t⋆0 < t⋆1 < ⋅ ⋅ ⋅ < t⋆m < t⋆m+1 = n
telles que, pour tout entier k ∈ {0, . . . ,m}, yt⋆
k
+1, . . . , yt⋆
k+1 , sont des observations conse´cutives
d’un processus faiblement stationnaire. Les ruptures ve´rifient (1.4) et les moments d’ordre
un et deux du processus sur chaque segment ne varient pas avec n, de sorte qu’au ke seg-
ment on peut associer l’espe´rance µ⋆k et la fonction d’autocovariance γ⋆k . Notons que si on
impose l’e´galite´ de toutes les fonctions d’autocovariance γ⋆k , on a un mode`le de segmentation
de l’espe´rance tel que de´crit dans la section 1.2.2.
Ce mode`le ne de´crit pas les moments d’ordre deux de la se´rie. En particulier, rien n’est
dit de la covariance de deux observations se´pare´es par une ou plusieurs ruptures. C’est par
exemple le type de mode`le conside´re´ par Davis, T. C. M. Lee et al. (2006).
La classe de mode`les conside´re´e par Bardet, Kengne et Wintenberger (2012) est diffe´rente.
15
Premie`rement, car, meˆme en absence de rupture, les se´ries peuvent eˆtre non-stationnaires et
deuxie`mement, car le comportement de la se´rie aux ruptures est lui aussi diffe´rent. Bardet,
Kengne et Wintenberger (2012) conside`rent des se´ries y1, . . . , yn qui sont des observations
successives d’un processus (yi)i∈Z, tel que, pour tout t⋆k−1 < i ≤ t⋆k,
yi = fθ⋆
k
((yj)j<i) +mθ⋆k ((yj)j<i) i (1.9)
ou` (i)i∈Z est une suite de v.a.r. i.i.d. centre´es de variance 1 et (fθ)θ∈Θ et (mθ)θ∈Θ sont des
familles de fonctions. Un tel processus est causal, au sens ou` chaque observation est fonction
du passe´ et d’un ale´a inde´pendant du passe´. Davis, Hancock et al. (2010) ne proposent qu’un
sous-mode`le de (1.9), ou` l’e´quation (1.9) devient l’e´quation d’un processus autore´gressif dont
les coefficients et l’ordre varient entre les segments.
Bardet, Kengne et Wintenberger (2012) estiment les ruptures par quasi-maximum de
vraisemblance : la fonction de vraisemblance de (y1, . . . , yn) conditionnelle a` (yj)j≤0 que l’on
aurait si (i)i∈Z e´tait gaussien est maximise´e en les parame`tres θk et en les instants de rupture.
Sous certaines hypothe`ses de re´gularite´ et d’identifiabilite´ du mode`le, Bardet, Kengne et
Wintenberger (2012) obtiennent les re´sultats classiques, e´voque´s dans le cas inde´pendant dans
la section 1.1.4, de consistance des estimateurs des ruptures et des autres parame`tres, ainsi que
le taux de convergence en 1/n pour les estimateurs des ruptures τ⋆k , sous l’hypothe`se (1.4).
1.2.4 Se´lection de mode`le
Le proble`me du choix du nombre de ruptures se pose e´galement dans le cas de´pendant. La
se´lection de mode`le par contraste pe´nalise´ a e´te´ e´tudie´e pour des mode`les de ruptures dans la
loi marginale ou dans la structure de de´pendance par Lavielle et Moulines (2000) et Bardet,
Kengne et Wintenberger (2012) respectivement. Ces auteurs donnent des conditions suffisantes
sur la forme de la pe´nalite´ pour garantir la consistance du nombre de ruptures se´lectionne´.
Ces conditions sont cependant tre`s larges et n’aboutissent pas a` un crite`re explicite.
Un crite`re MDL, fonde´ sur la the´orie de l’information, a e´galement e´te´ propose´ par Davis,
T. C. M. Lee et al. (2006) dans le cas des mode`les avec une autore´gression spe´cifique a` chaque
segment. Davis et Yau (2013) ge´ne´ralisent ce crite`re a` d’autres mode`les et en de´montrent la
consistance sous certaines conditions.
Le crite`re de Zhang et Siegmund (2007) est explicitement restreint au cas ou` les observa-
tions sont inde´pendantes. Dans les chapitres 3 et 4, on propose une adaptation de ce crite`re
pour certaines structures de de´pendance se´rielle qui conserve les garanties statistiques et l’ef-
ficacite´ algorithmique.
1.3 Approche adopte´e
Dans cette the`se, on s’inte´resse a` la segmentation dans la moyenne de processus de´pendants.
On conside`re le mode`le (1.7), en supposant de plus que y1, . . . , yn sont n observations succes-
sives d’un processus (yi)i∈Z. Le travail est guide´ par deux ide´es :
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 la prise en compte de la de´pendance dans l’infe´rence,
 l’efficacite´ algorithmique.
Les algorithmes exacts efficaces (de type programmation dynamique) le sont a` condition
que le contraste a` minimiser soit additif en les segments (voir la section 2.6). Or, la prise
en compte de la de´pendance viole en ge´ne´ral cette contrainte. L’objectif de cette the`se est
de faire entrer l’infe´rence pour un processus de´pendant dans un cadre admissible pour la
programmation dynamique, tout en conservant les garanties statistiques.
Il n’y a aucune rupture dans la structure de de´pendance de (ηi)i∈Z. Donc, a` priori, aucune
raison de traiter ce cas comme dans la section 1.2.3. Ne´anmoins, les approches pre´sente´es
dans la section 1.2.3 peuvent nous aider a` prendre en compte la structure de de´pendance de(ηi)i∈Z.
On conside`re que le processus (ηi)i∈Z est centre´ et faiblement stationnaire et que sa fonc-
tion d’autocovariance appartient a` une famille parame´tre´e (σ2γθ)σ2>0,θ∈Θ. Si (ηi)i∈Z est un
processus causal, on peut exprimer la quasi-vraisemblance de (y1, . . . , yn) conditionnellement
a` (yi)i≤0. Il s’agit de la vraisemblance conditionnelle de (y1, . . . , yn) sachant (yi)i≤0 si le pro-
cessus est suppose´ gaussien.
Dans cette quasi-vraisemblance, les termes correspondant aux ruptures tk, aux espe´rances
µk, a` σ
2 et a` θ sont lie´s. A` priori, ce crite`re ne peut pas eˆtre maximise´ en utilisant l’al-
gorithme de programmation dynamique, qui s’impose dans le cas ou` les observations sont
inde´pendantes (section 1.1.6).
Le premier proble`me qui se pose est la pre´sence d’un parame`tre θ global. Nous n’avons
pas pour objectif ultime d’estimer ce parame`tre. Il s’agit d’un parame`tre de nuisance, dont
l’estimation permettra possiblement d’ame´liorer l’estimation des autres parame`tres.
Le but est alors de construire un tel estimateur de θ, tout en e´vitant d’avoir a` segmenter
la se´rie, c’est-a`-dire d’estimer les ruptures t⋆k sans connaˆıtre θ, ce que l’on cherche pre´cise´ment
a` e´viter. Nous nous sommes oriente´s vers des me´thodes robustes.
Nous avons mis en œuvre cette me´thodologie dans le cas ou` (ηi)i∈Z est un processus AR(1)
dans le chapitre 3 et dans le cas ou` il s’agit d’un processus autore´gressif d’ordre fini arbitraire
dans le chapitre 4. Dans ces cas-la`, du point de vue de l’infe´rence des ruptures, l’estimation
pre´alable du parame`tre θ, qui est ici le parame`tre de l’autore´gression, revient a` de´corre´ler la
se´rie, puis a` adopter l’infe´rence classique du cas inde´pendant sur les se´ries ainsi de´corre´le´es.
Dans le chapitre 5, on discute de la me´thodologie adopte´e, de me´thodes alternatives et de
re´sultats additionnels. Les limites de l’approche adopte´e sont ensuite discute´es avant de tracer
quelques perspectives de travaux futurs concernant des re´sultats mathe´matiques employe´s a`
e´tendre, l’extension de la me´thode employe´e a` une classe de processus plus large ou des
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2.1 Se´ries temporelles
Dans toute cette section, on s’inte´ressera a` un processus ale´atoire re´elX = (Xi)i∈Z. On pre´sente
ici les proprie´te´s des se´ries temporelles utilise´es dans le reste du manuscrit. Notre re´fe´rence
principale a` ce sujet est Brockwell et Davis (1991).
2.1.1 Stationnarite´, fonctions d’autocovariance et d’autocorre´lation
La loi de X est caracte´rise´e par la famille des fonctions de re´partition (Fi)i∈I , ou` I ={i = (i1, . . . , ik) ∈ Z; i1 < ⋅ ⋅ ⋅ < ik, k ∈ N∗} et Fi(z) = P (Xi1 ≤ z1, . . . ,Xik ≤ zk), pour tout z =(z1, . . . , zk). Parmi ces lois, on souhaite caracte´riser celles qui sont invariantes par de´calage
d’indices.
De´finition 2.1. X est dit strictement stationnaire si ∀h ∈ Z,∀i ∈ I, Fi = Fi+h, ou` i + h =(i1 + h, . . . , ik + h) si i = (i1, . . . , ik).
Il s’agit d’une proprie´te´ forte. Dans bien des cas, une notion plus faible de stationnarite´
suffit. Cette dernie`re e´tant lie´e aux moments d’ordre deux, il faut introduire la notion de
processus du second ordre.
De´finition 2.2. X est dit du second ordre si, pour tout i ∈ Z, Xi est de carre´ inte´grable.
De´finition 2.3. Un processus du second ordre X est dit faiblement stationnaire, ou station-
naire a` l’ordre deux, si :
1. ∀i ∈ Z,EXi = EX0 ,
2. ∀i ∈ Z,∀h ∈ Z,Cov (Xi,Xi+h) = Cov (X0,Xh) .
On de´finit alors la fonction d’autocovariance γX ∶ Z→ R associe´e a` X par
∀h ∈ Z, γX (h) = Cov (X0,Xh) ,
ainsi que la fonction d’autocorre´lation ρX ∶ Z→ R associe´e a` X par
ρX = γX
γX (0) .
ρX n’est bien de´finie que si γX (0) > 0.
En l’absence de spe´cification, un processus dit stationnaire n’est que faiblement station-
naire. L’exemple le plus simple d’un tel processus est le bruit blanc.
De´finition 2.4. On dit que X est un bruit blanc de variance σ2 > 0 si X est un processus
du second ordre faiblement stationnaire tel que EX0 = 0 et ∀h ∈ Z, γX (h) = σ2δ0,h.
La stationnarite´ forte d’un processus du second ordre implique la stationnarite´ faible. La
re´ciproque est fausse en ge´ne´ral.
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2.1.2 Processus ARMA
Les processus ARMA sont une classe importante de processus stationnaires. En effet, pour
tout γ ∶ Z→ R fonction d’autocovariance associe´e a` un processus stationnaire du second ordre
et, pour tout H ∈ N, il existe un processus ARMA X tel que ∀h ∈ Z, ∣h∣ ≤H ⇒ γX(h) = γ(h).
De´finition 2.5. B est l’automorphisme de de´calage sur l’espace vectoriel des processus ale´a-
toires (re´els) du second ordre indice´s par Z, de´fini par ∀i ∈ Z, (BX)i =Xi−1.
On note Bj = B ○ ⋅ ⋅ ⋅ ○B (j fois) pour j ≥ 1, Bj = B−1 ○ ⋅ ⋅ ⋅ ○B−1 (−j fois) pour j ≤ −1 et
B0 l’identite´.
Pour tout polynoˆme (re´el ou complexe) P (z) = ∑dj=0 ajzj, on de´finit P (B) = ∑dj=0 ajBj.
Proposition 2.1. Soit (ψj)j∈Z. Si ∑+∞j=−∞ ∣ψj ∣ < +∞ et X stationnaire, alors pour tout i ∈
Z, ∑+∞j=−∞ψjXi−j converge absolument, dans l’espace L2 et presque-suˆrement. Le processus(∑+∞j=−∞ψjXi−j)i∈Z est lui-meˆme stationnaire.
La proposition 2.1 permet la de´finition suivante.
De´finition 2.6. Soit (ψj)j∈Z. Si ∑+∞j=−∞ ∣ψj ∣ < +∞, on peut de´finir Ψ (B) = ∑+∞j=−∞ψjBj,
endomorphisme de l’espace vectoriel des processus ale´atoires stationnaires du second ordre
indice´s par Z.
De´finition 2.7. On dit que X est un processus ARMA(p, q) si c’est un processus stationnaire
a` l’ordre deux et s’il existe Φ(z) = 1 − ∑pj=1 φjzj et Θ(z) = 1 + ∑qj=1 θjzj des polynoˆmes et
 = (i)i∈Z bruit blanc tel que
Φ (B)X = Θ (B)  , (2.1)
ou, de fac¸on e´quivalente,
∀i ∈ Z,Xi − p∑
j=1φjXi−j = i +
q∑
j=1 θji−j . (2.2)
Remarque 2.1. Un tel processus n’existe pas ne´cessairement pour tout couple de polynoˆmes(Φ,Θ) (cf. exemple 2.4, cas ∣ρ∣ = 1).
Exemple 2.1. Un processus ARMA(0,0) est un bruit blanc.
Exemple 2.2. Si p = 0, on parle de processus de moyenne mobile et on note MA(q) au lieu de
ARMA(0, q). Un tel processus existe pour tout polynoˆme Θ et pour tout bruit blanc .
Exemple 2.3. Si q = 0, on parle de processus autore´gressif et on note AR(p) au lieu de
ARMA(p,0). L’e´tymologie est parlante : il s’agit d’une re´gression line´aire du processus sur
lui-meˆme, en l’occurrence sur son passe´. Le pre´sent s’explique line´airement par le passe´ et le
bruit blanc  joue le roˆle de la perturbation.
Exemple 2.4 (Processus AR(1)). Ici, (2.2) devient
∀i ∈ Z,Xi − ρXi−1 = i , (2.3)
ou` ρ est un nombre re´el.
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 Si ∣ρ∣ < 1, l’unique solution stationnaire (a` e´galite´ presque-suˆre pre`s) de (2.3) est X =(Xi)i∈Z de´fini par, pour tout i ∈ Z, Xi p.s.= ∑∞j=0 ρji−j . Dans ce cas, ∀h ∈ Z, ρX(h) = ρ∣h∣.
 Si ∣ρ∣ > 1, l’e´galite´ devient Xi p.s.= −∑∞j=1 ρ−ji+j .
 Si ∣ρ∣ = 1, (2.3) n’a pas de solution stationnaire.
Une diffe´rence importante apparaˆıt entre les cas ∣ρ∣ < 1 et ∣ρ∣ > 1. Dans le premier cas, Xi n’est
pas corre´le´ avec (j)j>i (le « futur » du bruit blanc), alors que dans le second cas, Xi s’e´crit
line´airement a` partir de (j)j>i. Ce fait illustre la notion de causalite´.
De´finition 2.8. Soit X un processus ARMA(p, q) de´fini par (2.1). X est dit causal s’il existe
une suite (ψj)j≥0 telle que ∑∞j=0 ∣ψj ∣ <∞ et
∀i ∈ Z,Xi = ∞∑
j=0ψji−j . (2.4)
D’apre`s la proposition 2.1, cette se´rie converge absolument, dans l’espace L2 et presque-
suˆrement.
Theore`me 2.1 (Caracte´risation de la causalite´). Soit X un processus ARMA(p, q) de´fini
par (2.1) et tel que les polynoˆmes Φ et Θ n’ont pas de racine commune. Alors X est causal
si et seulement si ∀z ∈ C, ∣z∣ ≤ 1 ⇒ Φ(z) ≠ 0. Les coefficients ψj de (2.4) s’obtiennent par le
de´veloppement en se´rie entie`re de ΘΦ :
∀z ∈ C, ∣z∣ ≤ 1⇒ Ψ(z) = ∞∑
j=0ψjzj = Θ(z)Φ(z) .
Theore`me 2.2 (Unicite´ de la solution de l’e´quation ARMA). Soient , Φ et Θ de´finis comme
dans la de´finition 2.7. Si ∀z ∈ C, ∣z∣ = 1 ⇒ Φ(z) ≠ 0, alors (2.1) a une unique solution
stationnaire X, de´finie par
X = Ψ(B) ,
ou` Ψ est le de´veloppement en se´rie de Laurent de ΘΦ au voisinage du cercle complexe unite´.
2.1.3 Estimation dans les processus stationnaires d’ordre deux
Estimation de la fonction d’autocovariance et de la fonction d’autocorre´lation
On dispose de n observations conse´cutives X1, . . . ,Xn, d’un processus faiblement stationnaire.
De´finition 2.9. Soient X1, . . . ,Xn, n observations conse´cutives d’un processus faiblement





i=1 (Xi −Xn) (Xi+h −Xn) ,




Remarque 2.2. Il existe d’autres estimateurs de la fonction d’autocovariance et de la fonction
d’autocorre´lation. Voir, par exemple, la section 2.3.3.
Estimation dans les processus ARMA
Notations on notera ici, pour X un processus faiblement stationnaire et k ≥ 0, p ≥ 1, q ≥ 0
entiers,
Γq,p = (γX(i − j − q))1≤i,j≤p , (2.5)
Rq,p = (ρX(i − j − q))1≤i,j≤p , (2.6)
γk,p = (γX(k), . . . , γX(p))T si p ≥ k , (2.7)
ρk,p = (ρX(k), . . . , ρX(p))T si p ≥ k . (2.8)
Si X est un processus ARMA(p, q) ve´rifiant l’e´quation (2.2), on notera Φ = (φ1, . . . , φp)T .
E´quations de Yule-Walker et ge´ne´ralisation
Proposition 2.2. Si X est un processus ARMA(p, q), avec p ≥ 1 et q ≥ 0, alors
Γq,pΦ = γ1+q,p+q , (2.9)
Rq,pΦ = ρ1+q,p+q , (2.10)
ou` Γq,p, Rq,p, γ1+q,p+q et ρ1+q,p+q sont de´finis en (2.5)–(2.8).
Remarque 2.3. Si on fixe q = 0, les e´quations (2.9) et (2.10) sont les e´quations de Yule-
Walker. Γ0,p et R0,p sont des matrices syme´triques de´finies positives. En particulier, elles
sont inversibles. Si q ≥ 1, Γq,p et Rq,p ne sont pas syme´triques. Le re´sultat suivant est tire´
d’Azencott et Dacunha-Castelle (1986, chapitre 11, paragraphe 2).
Proposition 2.3. Si X un processus ARMA(p, q) avec p ≥ 1 et q ≥ 0 et Γq,p, Rq,p, γ1+q,p+q
et ρ1+q,p+q sont de´finis en (2.5)–(2.8), alors Γq,p et Rq,p sont des matrices inversibles. En
particulier,
Φ = Γ−1q,pγ1+q,p+q = R−1q,pρ1+q,p+q . (2.11)
Utilisation des e´quations de Yule-Walker pour l’estimation On notera, pour X un
processus faiblement stationnaire, p ≥ 1, q ≥ 0 entiers et pour γX(h) (resp. ρX(h)) estimateur
de γX(h) (resp. ρX(h)) si h ∈ Z,
Γq,p = (γX(i − j − q))1≤i,j≤p ,
Rq,p = (ρX(i − j − q))1≤i,j≤p ,
γq,p = (γX(q), . . . , γX(p))T si p ≥ q ,
ρq,p = (ρX(q), . . . , ρX(p))T si p ≥ q .
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Si X est un processus ARMA(p, q), on peut alors estimer Φ a` l’aide de l’e´quation (2.11),
en remplac¸ant les γX(h) par leurs estimateurs. On conside`re alors un des estimateurs suivants
de Φ :
Φ = Γ−1q,pγ1+q,p+q ou bien (2.12)
Φ = R−1q,pρ1+q,p+q . (2.13)
Si les estimateurs des γX(h) (resp. ρX(h)) sont les estimateurs de la me´thode des mo-
ments (voir de´finition 2.9) et si q = 0, alors Γq,p et Rq,p sont des matrices syme´triques de´finies
positives. Le calcul de Φ se fait alors a` l’aide de l’algorithme de Durbin-Levinson (Brockwell
et Davis, 1991, section 8.2). En dehors de ces conditions, on n’a pas de garantie sur l’inver-
sibilite´ de Γq,p ou Rq,p. On peut tenter de de´montrer qu’asymptotiquement ces matrices sont
presque-suˆrement inversibles.
Shevlyakov et al. (2014) proposent d’estimer la fonction d’autocovariance ou d’autocorre´-
lation de fac¸on robuste puis d’utiliser (2.12) ou (2.13) pour estimer Φ dans le cas q = 0. Dans
le chapitre 4, nous proposons la meˆme de´marche avec q = 1.
2.2 Processus empirique et Delta-me´thode fonctionnelle
On introduit ici des notions et e´nonce des re´sultats utilise´s par la suite dans les preuves 3.7.1
et 4.6.1 de la normalite´ asymptotique d’estimateurs.
2.2.1 Processus empirique
La re´fe´rence de cette section est en premier lieu Van der Vaart (2000, chapitre 19).
De´finition 2.10. Soient X1, . . . ,Xn des v.a.r. La fonction de re´partition empirique est la
fonction ale´atoire Fn ∶ R→ [0,1] de´finie par




Si les Xi ont la meˆme loi, de fonction de re´partition F , le processus empirique est la fonction
re´elle ale´atoire
√
n (Fn − F ).
D’apre`s le the´ore`me de Glivenko-Cantelli, si (Xn)n≥1 est une suite de v.a.r. i.i.d. de
meˆme loi de fonction de re´partition F , la fonction de re´partition empirique converge presque-
suˆrement vers F pour la norme uniforme. C’est l’e´quivalent de la loi forte des grands nombres
pour la fonction de re´partition empirique. De meˆme, le the´ore`me 2.3 ci-dessous fournit un
e´quivalent du the´ore`me central-limite.
De´finition 2.11. On note D [−∞,+∞] l’espace vectoriel des fonctions borne´es de [−∞,+∞]
dans R et ca`dla`g (continues a` droite et ayant une limite a` gauche en tout point, ayant une
limite en −∞ et en +∞), muni de la norme uniforme.
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En particulier, les fonctions de re´partition sur R sont des e´le´ments de D [−∞,+∞].
De´finition 2.12. Soit F une fonction de re´partition sur R. Un F -pont brownien est une
variable ale´atoire GF sur D [−∞,+∞] telle que :
 ∀k ≥ 1,∀ (t1, . . . , tk) ∈ Rk, (GF (t1), . . . ,GF (tk)) est un vecteur gaussien centre´,
 ∀(s, t) ∈ R2, s ≤ t⇒ Cov (GF (s),GF (t)) = F (s)(1 − F (t)).
Theore`me 2.3 (Donsker). Soit (Xn)n≥1 une suite de v.a.r. i.i.d. de fonction de re´partition
F . Alors (√n (Fn − F )) converge en loi dans D [−∞,+∞] vers un F -pont brownien.
Toutefois, ce re´sultat est insuffisant dans le cas d’une suite de variables ale´atoires de´-
pendantes. Pour traiter ce cas, nous avons utilise´ le the´ore`me suivant prouve´ par Cso¨rgo et
Mielniczuk (1996).
De´finition 2.13. Pour un entier naturel k, le ke polynoˆme de Hermite est de´fini par
Hk(x) = (−1)kex2/2 dk
dxk
e−x2/2 .
Theore`me 2.4. Soit (Zn)n∈Z une suite stationnaire de v.a.r. normales centre´es re´duites. Soit
G une fonction bore´lienne et (Xn)n≥1 = (G (Zn))n≥1. Soit F la fonction de re´partition de X1.
Pour x re´el et k entier naturel, on note Jk(x) = E (Hk(Z1) (1X1≤x − F (Z1))). On de´finit
∀x ∈ R, mx = min {k; Jk(x) ≠ 0} ,
m = min {mx; x ∈ R,0 < F (x) < 1} .
Supposons que F est continue et que
∞∑
h=1 ∣γZ(h)∣m < +∞ .
Soit W une v.a. sur D [−∞,+∞], un processus gaussien centre´ — c’est-a`-dire tel que pour
tout k ≥ 1,∀ (tl)1≤l≤k ∈ Rk, (W (tl))1≤l≤k est un vecteur gaussien centre´ — de fonction d’auto-
covariance :




{1 + 2 ∞∑
h=1γZ(h)q} .
Alors (√n (Fn − F )) converge en loi dans D [−∞,+∞] vers W .
2.2.2 Delta-me´thode fonctionnelle
L’ide´e est de ge´ne´raliser la Delta-me´thode a` des espaces de dimension infinie. La re´fe´rence de
cette section est Van der Vaart (2000, chapitres 3, 20, 21).
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Delta-me´thode en dimension finie
Theore`me 2.5. Soit Θ ⊂ Rk, θ ∈ Θ et une application φ ∶ Θ → Rm diffe´rentiable en θ. Soit
T v.a. sur Rk, (Tn) une suite de v.a. sur Θ et (rn) une suite re´elle de limite +∞. Supposons
que
rn (Tn − θ) dÐ→
n→∞ T .
Alors
rn (φ(Tn) − φ(θ)) dÐ→
n→∞ φ′θ(T ) ,
ou` φ′θ est la diffe´rentielle de φ en θ. De plus,
rn (φ(Tn) − φ(θ)) = φ′θ (rn (Tn − θ)) + oP (1) .
Diffe´rentiabilite´ au sens de Hadamard
La ge´ne´ralisation du the´ore`me 2.5 a` des espaces de dimension infinie ne´cessite de se pencher
plus avant sur la notion de diffe´rentiabilite´ et de diffe´rentielle dans un espace de dimension
infinie. Il existe diffe´rentes notions de diffe´rentiabilite´, qui sont e´quivalentes en dimension finie
mais pas en dimension infinie. La notion dont nous avons besoin ici est la diffe´rentiabilite´ au
sens de Hadamard.
De´finition 2.14. Soit deux espaces vectoriels norme´s (E, ∥ ⋅ ∥E) et (F, ∥ ⋅ ∥F ). Soit θ ∈ Θ ⊂ E
et E0 un sous-espace vectoriel de E. Soit φ ∶ E → F . φ est dit diffe´rentiable au sens de
Hadamard en θ tangentiellement a` E0 s’il existe φ
′
θ ∶ E0 → F line´aire et continue telle que
pour tout h ∈ E0, pour tout ε > 0, pour toute application g ∶ (0, ε) → E0 de limite h en 0 et
telle que ∀t ∈ (0, ε), θ + tg(t) ∈ Θ,
lim
t→0 ∥φ(θ + tg(t)) − φ(θ)t − φ′θ(h)∥E = 0 .
φ′θ est appele´e diffe´rentielle de φ en θ tangentiellement a` E0.
Delta-me´thode fonctionnelle
Theore`me 2.6. Soit deux espaces vectoriels norme´s (E, ∥ ⋅ ∥E) et (F, ∥ ⋅ ∥F ). Soit θ ∈ Θ ⊂ E
et E0 un sous-espace vectoriel de E. Soit φ ∶ E → F diffe´rentiable au sens de Hadamard en θ
tangentiellement a` E0. Soient T v.a. sur E0, (Tn) une suite de v.a. sur Θ et (rn) une suite
re´elle de limite +∞. Supposons que
rn (Tn − θ) dÐ→
n→∞ T .
Alors
rn (φ(Tn) − φ(θ)) dÐ→
n→∞ φ′θ(T ) ,
ou` φ′θ est la diffe´rentielle de φ en θ. De plus, si E = E0, alors
rn (φ(Tn) − φ(θ)) = φ′θ (rn (Tn − θ)) + oP (1) .
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Typiquement, E peut eˆtre l’espace D [−∞,+∞] (cf. de´finition 2.11) et rn (Tn − θ) le
processus empirique (cf. de´finition 2.10). D’un re´sultat de convergence du processus empi-
rique (comme les the´ore`mes 2.3 et 2.4), on peut de´duire la normalite´ asymptotique d’un
estimateur plug-in (φ(Fn) est l’estimateur de φ(F )). C’est notamment graˆce a` ce re´sultat
qu’on obtient, sous certaines conditions, la normalite´ asymptotique des quantiles empiriques
comme estimateurs des quantiles de la loi.
2.2.3 Fonctions d’un processus gaussien
Le re´sultat suivant (Arcones, 1994, the´ore`me 4) est utilise´ en association avec les the´ore`mes 2.4
et 2.6 pour de´montrer la normalite´ asymptotique d’estimateurs.
De´finition 2.15. Soit f ∶ Rd → R, de carre´ inte´grable par rapport a` une mesure gaussienne,
et X = (X(p))1≤p≤d vecteur gaussien sur Rd. Le rang d’Hermite de f par rapport a` X est
inf {m ≥ 1;∃Q polynoˆme a` d variables, de degre´ m tel que E [(f (X) −E [X])Q (X)] ≠ 0} .
Theore`me 2.7. Soit (Xi)i∈Z = ((X(p)i )1≤p≤d)i∈N⋆ un processus gaussien centre´ stationnaire
d-varie´. Soit f ∶ Rd → R de carre´ inte´grable par rapport a` une mesure gaussienne et de rang
d’Hermite m par rapport a` X0. Supposons que
∀(p, q) ∈ {1, . . . , d}2 ,∑





i=1 (f (Xi) −E [f (Xi)]) dÐ→n→∞ N (0, σ̃2) ,
ou`
σ̃2 = Var (f (X0)) + 2 ∞∑
i=1 Cov (f (X0) , f (Xi)) .
2.3 Estimation robuste
Un estimateur robuste est un estimateur dont les proprie´te´s ne sont pas alte´re´es par la pre´sence
de valeurs aberrantes dans les observations (c’est-a`-dire de loi diffe´rente de celle des autres
observations) ou par une relaxation des hypothe`ses du mode`le.
Les M-estimateurs d’un parame`tre θ du mode`le, de´finis par




si X1, . . . ,Xn sont les observations et ρ une certaine fonction, jouent un roˆle important dans
l’estimation robuste. Les diffe´rentes proprie´te´s de robustesse de l’estimateur peuvent eˆtre
obtenues par un choix ade´quat de la fonction ρ. Par exemple, si Θ = R, X1, . . . ,Xn ∈ R et
ρ (Xi, θ) = ∣Xi − θ∣, alors θ̂ = med
i=1,...,nXi. La me´diane est un exemple simple d’estimateur robuste.
Cela e´tant dit, il ne sera pas de´taille´ ici l’e´tude ge´ne´rale des M-estimateurs qui ne nous est
pas utile en tant que telle, meˆme si ce n’est pas sans raison que les estimateurs que nous
conside´rons utilisent les quantiles (dont la me´diane).
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2.3.1 Point d’effondrement
La re´fe´rence de cette partie est Maronna et al. (2006, paragraphe 3.2.5.).
On observe v = (v1, . . . , vn) ∈ Rn, re´alisation d’une variable ale´atoire dont la loi de´pend
d’un parame`tre θ ∈ Θ. On suppose que Θ ⊂ R. Soit θ̂n un estimateur de θ. On souhaite mesurer
la proportion d’observations Xi que l’on peut modifier arbitrairement tout en conservant une
borne sur les de´viations induites sur l’estimation. La proportion maximale d’observations que
l’on peut ainsi modifier est le point d’effondrement (breakdown point en anglais) de θ̂n. Pour
v = (v1, . . . , vn) ,u = (u1, . . . , un) ∈ Rn et I ⊂ {1, . . . , n}, on notera
v ∖I u = (ui1i∈I + vi1i/∈I)1≤i≤n . (2.14)
De´finition 2.16 (Point d’effondrement). Soient θ̂n ∶ Rn → Θ et v ∈ Rn. Le point d’effondre-




max {m ≥ 0; ∃K ⊂ Θ˚,K compact,∀u ∈ Rn,∀I ⊂ {1, . . . , n} , ∣I ∣ =m⇒ θ̂n (v ∖I u) ∈K} ,
ou` v ∖I u est de´fini en (2.14) et Θ˚ est l’inte´rieur de Θ. Si ε∗n (θ̂n, ⋅) est constante sur Rn,
l’unique valeur prise par cette fonction est appele´e point d’effondrement de θ̂n et est note´e
ε∗n (θ̂n). Dans ce cas, si la suite (ε∗n (θ̂n))n a une limite, la limite est appele´e point d’effon-
drement de θ̂ et est note´e ε∗ (θ̂).
Le point d’effondrement d’un estimateur consistant est infe´rieur ou e´gal a` 1/2.
2.3.2 Estimation robuste d’un parame`tre d’e´chelle
Soit X = (Xi)i∈N ou` les Xi sont des v.a.r. i.i.d. telles que
∀i ≥ 1,Xi = µ + σui ,
ou` µ ∈ R et σ > 0 sont inconnus et les v.a.r. ui sont i.i.d. de loi connue de fonction de
re´partition F . On appelle ce mode`le le mode`le de localisation-dispersion (Maronna et al.
2006, e´quation (2.66)). Le but est d’estimer σ.
Plusieurs estimateurs de ce type ont e´te´ propose´s :
 La distance interquartile IQRn(X) = cIQR,F (X(⌈ 34n⌉) −X(⌈ 14n⌉)). La constante positive
cIQR,F est choisie en fonction de F pour obtenir la consistance de l’estimateur. Le point
d’effondrement de l’estimateur IQR est 1/4.
 La de´viation absolue me´diane a` la me´diane MADn(X) = cMAD,F med
i=1,...,n ∣Xi − medj=1,...,nXj ∣.
La constante cMAD,F > 0 est choisie en fonction de F pour obtenir la consistance de
l’estimateur. Le point d’effondrement de l’estimateur MAD est 1/2.
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Rousseeuw et Croux (1993) introduisent deux nouveaux estimateurs,
Sn(X) = cS,F med
i=1,...,n medj=1,...,n ∣Xi −Xj ∣ , (2.15)
Qn(y) = cQ,F {∣Xi −Xj ∣ ; 1 ≤ i < j ≤ n}( 12 ⌊n2 ⌋(⌊n2 ⌋+1)) , (2.16)
ou` E(k) est la ke statistique d’ordre de x1, . . . , xr et E = {x1, . . . , xr}. Les constantes stric-
tement positives cS,F et cQ,F sont choisies en fonction de F pour obtenir la consistance de
l’estimateur. A` titre d’exemple, si F = Φ est la fonction de re´partition de la loi normale centre´e
re´duite,





−1 ≈ 1.1926 , (2.17)
cQ,Φ = 1√2Φ−1 (58) ≈ 2.2191 . (2.18)
Sn et Qn ont le meˆme point d’effondrement
1
n
⌊n2 ⌋, soit asymptotiquement 1/2. La complexite´
en temps du calcul de ces deux estimateurs est O (n logn) (Croux et Rousseeuw, 1992). Dans
la section 2.3.3, ces estimateurs servent de base pour construire des estimateurs des fonctions
d’autocovariance et d’autocorre´lation d’un processus stationnaire du second ordre. Rousseeuw
et Croux (1993) font remarquer que 12 ⌊n2 ⌋ (⌊n2 ⌋ + 1) ≈ ⌈14C2n⌉. Le´vy-Leduc et al. (2011) utilisent
alors cette approximation pour de´finir Qn :
Qn(y) = cQ,F {∣Xi −Xj ∣ ; 1 ≤ i < j ≤ n}(⌈ 14C2n⌉) . (2.19)
Nous reprenons cette de´finition.
2.3.3 Estimation robuste des fonctions d’autocovariance et d’autocorre´la-
tion d’un processus stationnaire du second ordre
Dans cette section sont pre´sente´s les estimateurs de Ma et Genton (2000, un pour la fonc-
tion d’autocovariance, un pour la fonction d’autocorre´lation). On se donne X = (Xi)i∈Z, un
processus stationnaire du second ordre (non-ne´cessairement centre´), et on cherche a` estimer
γX(h) et ρX(h) a` partir de n observations successives de X.
Estimation robuste de la fonction d’autocovariance
Cet estimateur de la fonction d’autocovariance utilise l’identite´ suivante, valable pour deux
v.a.r. de carre´ inte´grable A et B :
Cov(A,B) = 1
4
{Var(A +B) −Var(A −B)} .
Cette e´galite´ est notamment vraie pour A =Xi et B =Xi+h. Ainsi, pour tout i ∈ Z,
γX(h) = 14 {Var(Xi +Xi+h) −Var(Xi −Xi+h)} .
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Cela conduit a` estimer pre´alablement les variances Var(Xi + Xi+h) et Var(Xi − Xi+h).
L’estimateur Qn (cf. e´quation (2.19)) permet de faire cela de fac¸on robuste.
On se donne uh = (X1, . . . ,Xn−h) et vh = (Xh+1, . . . ,Xn). L’estimation robuste de Var(Xi+
Xi+h) et de Var(Xi −Xi+h) se fait respectivement par Q2n−h(uh + vh) et Q2n−h(uh − vh). Ma
et Genton (2000) proposent donc comme estimateur robuste de γX(h) :
γ̂n(h,X) = 14 {Q2n−h(uh + vh) −Q2n−h(uh − vh)} . (2.20)
Ma et Genton (2000) annoncent un point d’effondrement de 1/4 quand X est un processus
ARMA, mais dans un sens diffe´rent que celui de la de´finition 2.16. En effet, ils conside`rent
que les perturbations affectent le processus d’innovation intervenant dans l’e´quation ARMA
ve´rifie´e par X et non les observations de X directement.
Estimation robuste de la fonction d’autocorre´lation
Pour estimer ρX(h), on pourrait utiliser
γ̂n(h,X)
Qn(X) .
Toutefois, l’identite´ suivante est valable pour deux v.a.r. de carre´ inte´grable A et B :
1
2
{Var(A) +Var(B)} = 1
4




{Var(A +B) +Var(A −B)}
si A et B ont la meˆme variance. On peut donc utiliser
1
4
{Q2n−h(uh + vh) +Q2n−h(uh − vh)}
pour estimer de fac¸on robuste γX(0). Ainsi,
ρ̂n(h,X) = Q2n−h(uh + vh) −Q2n−h(uh − vh)
Q2n−h(uh + vh) +Q2n−h(uh − vh) (2.21)
est un estimateur robuste de ρX(h). Il a le meˆme point d’effondrement que γ̂n(h) et pre´sente
l’avantage d’eˆtre compris entre −1 et 1, tout comme ρX(h). Notons aussi que, dans le cas
gaussien, ρ̂n(h,X) ne de´pend pas de la constante cQ,Φ.
Proprie´te´s asymptotiques
Le´vy-Leduc et al. (2011) e´tablissent le re´sultat suivant.
Theore`me 2.8. Soit X = (Xi)i∈Z un processus gaussien univarie´ centre´ stationnaire. Soit
h ∈ N. Soient Qn(X) et γ̂n(h,X) de´finis resp. en (2.19) et (2.20). Soit
IF(x,Q,Φ) = cQ,Φ (1/4 −Φ(x + 1/cQ,Φ) +Φ(x − 1/cQ,Φ)∫R φ(y)φ(y + 1/cQ,Φ)dy ) ,
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ou` Φ est la fonction de re´partition de la loi normale centre´e re´duite, φ = Φ′ et cQ,Φ est de´finie
en (2.18). Soit
ψ ∶ (x, y)↦ ⎧⎪⎪⎨⎪⎪⎩(γX(0) + γX(h)) IF⎛⎝ x + y√2(γX(0) + γX(h)) ,Q,Φ⎞⎠
−(γX(0) − γX(h)) IF⎛⎝ x − y√2(γX(0) − γX(h)) ,Q,Φ⎞⎠
⎫⎪⎪⎬⎪⎪⎭ .
Supposons que la fonction d’autocovariance de X ve´rifie
∞∑
h=1 ∣γX(h)∣ <∞ .
Alors √
n (Qn(X) −√γX(0)) dÐ→
n→∞ N (0, σ̃2Q) , (2.22)√
n (γ̂n(h,X) − γ(h)) dÐ→









⎛⎝ X1√γX(0) ,Q,Φ⎞⎠ IF⎛⎝ Xk+1√γX(0) ,Q,Φ⎞⎠
⎤⎥⎥⎥⎥⎦ ,
(2.24)
σ̃2γ̂(h) = E [ψ2 (X1,X1+h)] + 2 ∞∑
k=1E [ψ (X1,X1+h)ψ (Xk+1,Xk+1+h)] . (2.25)
De plus, √
n − h (γ̂n(h,X) − γ(h)) = 1√
n − h n−h∑i=1 ψ (Xi,Xi+h) + oP (1) .
On en de´duit le corollaire suivant par le lemme de Slutsky :
Corollaire 2.1. Sous les meˆmes hypothe`ses que le the´ore`me 2.8 et si ρ̂n(h,X) est l’estimateur
de´fini en (2.21), alors
√
n (ρ̂n(h,X) − ρX(h)) dÐ→
n→∞ N ⎛⎝0, σ̃2γ̂(h)γ2X(0)⎞⎠ , (2.26)
ou` σ̃2γ̂(h) est de´fini en (2.25).
2.4 Ine´galite´s maximales
Dans cette section, on e´nonce l’ine´galite´ de Kolmogorov, sa ge´ne´ralisation qu’est l’ine´galite´ de
Ha´jek-Re´nyi, une ge´ne´ralisation de cette dernie`re, ainsi que leur utilisation en segmentation.
Dans toute cette section, (ηi)i≥1 est une suite de variables ale´atoires re´elles, centre´es, de carre´
inte´grable. Pour tout n ≥ 1, on de´finit Sn = ∑ni=1 ηi.
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2.4.1 Ine´galite´ de Kolmogorov
Theore`me 2.9 (Ine´galite´ de Kolmogorov). Si les variables ale´atoires ηi sont mutuellement
inde´pendantes, alors
∀n ≥ 1,∀x > 0, P ( max
i=1,...,n ∣Si∣ ≥ x) ≤ 1x2 n∑i=1 Varηi .
La de´monstration de cette ine´galite´ figure dans bien des ouvrages de probabilite´s. L’article
original (Kolmogorov, 1928) e´tant en allemand, les non-germanophones peuvent consulter par
exemple Durrett (2010, Theore`me 2.5.2.). L’ine´galite´ de Bienayme´-Tchebychev nous aurait
seulement assure´ P (∣Sn∣ ≥ x) ≤ 1x2 ∑ni=1 Varηi. L’ine´galite´ maximale du the´ore`me 2.9 est un
re´sultat bien plus puissant. L’ine´galite´ de Kolmogorov est un ingre´dient essentiel de la de´-
monstration de la loi forte des grands nombres.
2.4.2 Ine´galite´ de Ha´jek-Re´nyi
Ha´jek et Re´nyi (1955) ge´ne´ralisent l’ine´galite´ de Kolmogorov :
Theore`me 2.10 (Ine´galite´ de Ha´jek-Re´nyi). Si les variables ale´atoires ηi sont mutuellement
inde´pendantes, alors, pour toute suite de´croissante de re´els positifs (cn)n≥1,
∀m > n ≥ 1,∀x > 0, P ( max
i=n,...,m (ci ∣Si∣) ≥ x) ≤ 1x2 (c2n n∑i=1 Varηi +
m∑
i=n+1 c2i Varηi) .
Le the´ore`me 2.9 est un cas particulier du the´ore`me 2.10, avec n = 1 et ∀n ≥ 1, cn = 1. Si∀n ≥ 1, cn = 1n , on obtient un controˆle sur les de´viations maximales des moyennes :
∀m > n ≥ 1,∀x > 0, P ( max






Corollaire 2.2. Sous les meˆmes hypothe`ses que le the´ore`me 2.10,
∀n ≥ 1,∀x > 0, P (max
i≥n (ci ∣Si∣) ≥ x) ≤ 1x2 (c2n n∑i=1 Varηi +
∞∑
i=n+1 c2i Varηi) .
En particulier, si ∀n ≥ 1, cn = 1n , on obtient la` aussi un controˆle sur les de´viations maximales
des moyennes :
∀n ≥ 1,∀x > 0, P (max






2.4.3 Ge´ne´ralisation de l’ine´galite´ de Ha´jek-Re´nyi
Cette ine´galite´ de Ha´jek-Re´nyi a fait l’objet de nombreuses ge´ne´ralisations, notamment au
cas ou` les variables ale´atoires ηi sont de´pendantes. Nous n’en e´noncerons qu’une.
Proposition 2.4 (Ine´galite´ de Ha´jek-Re´nyi pour les processus line´aires). Soit  = (i)i∈Z une
suite de v.a.r. i.i.d. centre´es de variance σ2.
Supposons qu’il existe une suite re´elle (aj)j≥0 telle que :
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 ∀i ≥ 1, ηi = ∑∞j=0 aji−j presque-suˆrement,
 ∑∞j=0 j ∣aj ∣ < +∞.
Alors, pour toute suite de´croissante de re´els positifs (cn)n≥1,
∀m > n ≥ 1,∀x > 0, P ( max
i=n,...,m (ci ∣Si∣) ≥ x) ≤ Aσ2x2 (nc2n + m∑i=n+1 c2i ) ,
ou` A est une constante re´elle qui ne de´pend que de la suite (aj)j≥0.
Re´sultat de´montre´ par Bai (1994). De plus, Lavielle et Moulines (2000) de´montrent un
the´ore`me qui permet notamment la ge´ne´ralisation de l’ine´galite´ de Ha´jek-Re´nyi aux processus
a` longue me´moire (voir par exemple Beran et al. 2013, pour une introduction a` ces processus).
2.4.4 Utilisation en segmentation
L’ine´galite´ de Kolmogorov, et surtout les ine´galite´s de Ha´jek-Re´nyi, interviennent re´gulie`re-
ment en segmentation ; qu’il s’agisse d’une rupture simple (Bai, 1994) ou de ruptures mul-
tiples (Lavielle, 1999 ; Lavielle et Moulines, 2000), de de´tection on-line (Bardet et Kengne,
2014) ou off-line (Bai, 1994).
Ici, y1, . . . , yn sont des observations telles que yi = µ(i) + ηi pour tout 1 ≤ i ≤ n ou`
µ ∶ {1, . . . , n} → R a une ou des ruptures ⌊nτ⌋, et η est une suite de v.a.r. centre´es (avec
e´ventuellement des hypothe`ses supple´mentaires).
Dans ce contexte, l’ine´galite´ sert principalement a` de´montrer le taux de convergence de
l’estimateur des moindres carre´s τ̂n de la rupture τ ∈ (0,1), a` savoir τ̂n − τ = OP (n−1) sous
certaines conditions sur η. Cette de´marche peut se ge´ne´raliser a` d’autres estimateurs (Lavielle,
1999).
Dans les chapitres 3 et 4, l’utilisation d’une ine´galite´ de Ha´jek-Re´nyi ge´ne´ralise´e est cache´e
derrie`re les re´fe´rences aux re´sultats de Lavielle et Moulines (2000). Il est fait re´fe´rence a` ce
re´sultat en particulier pour ne pas multiplier les re´fe´rences dans l’article. Toutefois, l’aspect
longue-me´moire n’est pas utilise´ et on aurait pu se contenter de faire re´fe´rence a` un re´sultat
plus faible. L’ine´galite´ de Kolmogorov est, elle, utilise´e dans la preuve de la proposition 3.4,
qui concerne la se´lection du nombre de ruptures par crite`re pe´nalise´.
2.5 Se´lection de mode`le
Un catalogue non-exhaustif de principes de se´lection de mode`le est e´tabli dans les sections 2.5.2
et 2.5.3. Leur application a` la segmentation est discute´e dans la section 2.5.4.
2.5.1 Introduction
La question ge´ne´rale de la se´lection de mode`le est : parmi un ensemble donne´ de mode`les,
lequel choisir au vu des observations ? Notamment, on s’attache a` estimer la dimension du
mode`le.
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On dispose d’observations y = (y1, . . . , yn), un n-uplet de variables ale´atoires sur un en-
semble E, et de M + 1 mode`les M0, . . . ,MM , sous-mode`les de M. La loi de y de´pend d’un
parame`tre s⋆ ∈ S. La loi de y appartient au mode`le Mm si et seulement si s⋆ ∈ Sm, ou`
S0, . . . , SM sont des sous-ensembles de S. On note dm la dimension de Sm (0 ≤m ≤M).
Par exemple, on peut conside´rer une famille de mode`les ARMA(p, q) pour y sans connaˆıtre
les ordres p et q. Il faut alors construire un crite`re de se´lection de mode`le pour choisir ces
ordres qui de´finissent un mode`le dans lequel on va travailler. De meˆme, dans un mode`le de
segmentation, on se´lectionne le nombre de ruptures du mode`le.
La se´lection de mode`le peut se faire a` l’aide de tests d’hypothe`ses sur l’appartenance de
la loi des observations a` un mode`le (Rao et Wu, 2001). Le proble`me est que, au-dela` de deux
mode`les conside´re´s, cela implique de re´aliser plusieurs tests successifs, le re´sultat de´pendant
de l’ordre dans lequel est re´alise´e cette succession. Alternativement, on cherche le meilleur
mode`le parmi une collection, selon un crite`re a` de´finir. Nous allons aborder cette dernie`re
approche dans deux cadres, fre´quentiste et baye´sien.
2.5.2 Se´lection de mode`le par crite`re pe´nalise´, cadre fre´quentiste
On reprend ici les notations de´finies dans la section 2.5.1. γn ∶ S → R est une fonction de
contraste empirique, par exemple −2/n× la log-vraisemblance. Dans chacun des mode`les Mm,
le parame`tre s⋆ est estime´ par minimisation de γn sur Sm. Un tel estimateur est note´ ŝm.
Crite`re pe´nalise´
La se´lection de mode`le par crite`re pe´nalise´ se fait en se´lectionnant le mode`le Mm̂n tel que
m̂n = arg min
0≤m≤M {γn (ŝm) + penn(m)} , (2.27)
ou` penn ∶ {0, . . . ,M} → R. penn est appele´e la pe´nalite´. Cette pe´nalite´ doit eˆtre choisie de
fac¸on a` re´pondre a` certaines exigences. Au choix :
1. Rendre la se´lection de mode`le consistante, c’est-a`-dire m̂n converge en probabilite´ vers
le vrai m.
2. Imiter le comportement de l’oracle.
Se´lection de mode`le consistante
Il faut de´terminer quelles conditions asymptotiques sur la suite re´elle (penn(m))n dans (2.27)
garantissent la consistance de m̂n.
Par exemple, on conside`re une famille finie de mode`les ARMA(p, q), (0 ≤ p ≤ pmax,0 ≤
q ≤ qmax) gaussiens et centre´s contenant le vrai mode`le ARMA (p⋆, q⋆). D’apre`s Azencott et
Dacunha-Castelle (1986, chapitre 14, the´ore`me 4.3), si la fonction de contraste γn est l’oppose´
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de la log-vraisemblance et si la pe´nalite´ est de la forme penn(p, q) = 12(p + q)(1 + p + q)βn, ou`(βn)n est une suite re´elle positive, alors
lim
n→∞ βnn = 0 et limn→∞ βnlog logn > 1
est une condition suffisante pour que (p̂n, q̂n) de´fini par (2.27) converge presque-suˆrement vers(p⋆, q⋆).
Se´lection de mode`le et oracle
Pour simplifier l’expose´, prenons l’exemple de la se´lection d’un mode`le de re´gression. On
dispose d’un vecteur ale´atoire y = (yi)1≤i≤n tel que y = s⋆ + , ou` les composantes i de  sont
de loi normale, inde´pendantes, centre´es, de meˆme variance 1 (sans perdre de ge´ne´ralite´). S
est un sous-espace vectoriel de Rn et ∥ ⋅ ∥ est la norme euclidienne sur Rn. Ici,
∀s ∈ S, γn(s) = 1
n
∥y − s∥2 . (2.28)
Ide´alement, on aimerait se´lectionner le mode`le
m (s⋆) = arg min0≤m≤M E [∥s⋆ − ŝm∥2] . (2.29)
ŝm(s⋆) est appele´ l’oracle. Ce n’est pas un estimateur de s⋆, car il de´pend du vrai parame`tre
s⋆. Il faut donc se´lectionner le mode`le Mm̂n de sorte que les proprie´te´s de ŝm̂n s’approchent
de celles de l’oracle en un certain sens. L’ide´e de la se´lection de mode`le par minimisation du
crite`re Cp de Mallows (1973) est de remplacer l’expression a` minimiser dans l’e´quation (2.29)
par une expression approche´e ne de´pendant pas de s⋆. La diffe´rence entre les deux crite`res
tend vers 0 quand n tend vers l’infini et l’approximation provient de E [∥ŝm∥2] ≈ ∥ŝm∥2. Cela
revient a` prendre une pe´nalite´ penn(m) = 2dmn . Dans le cas ou` la fonction de contraste γn est−2/n× la log-vraisemblance, un raisonnement de meˆme type conduit au crite`re AIC (Akaike
information criterion, voir Akaike, 1973, 1974), de´fini par la meˆme pe´nalite´. Toutefois, la
construction du crite`re AIC implique un de´veloppement de Taylor a` l’ordre deux de la log-
vraisemblance. Par conse´quent, cette dernie`re doit eˆtre au moins deux fois diffe´rentiable.
Dans ce raisonnement, l’approximation E [∥ŝm∥2] ≈ ∥ŝm∥2 repose sur deux choses. D’une
part, il faut que n soit suffisamment grand. Ne´anmoins, en ce qui concerne le crite`re AIC,
une version adapte´e AICc, propose´e par Hurvich et Tsai (1989), existe pour les cas ou` cette
condition n’est pas ve´rifie´e. D’autre part, il faut que le nombre de mode`les ne de´pende pas de
n. Ces conditions ne sont pas toujours remplies, ce qui a motive´ l’approche non-asymptotique
en se´lection de mode`le (Birge´ et Massart, 2001 ; voir Massart, 2007, pour une pre´sentation
ge´ne´rale). Ici, plutoˆt que de compter sur la convergence de ∥ŝm∥2 vers son espe´rance, on va
controˆler ses variations autour de son espe´rance a` l’aide d’une ine´galite´ de concentration de
la mesure, dans le but d’obtenir une ine´galite´ oracle :
∃Cn ≥ 1, E [∥s − ŝm̂n∥2] ≤ Cn inf0≤m≤M E [∥s − ŝm∥2] . (2.30)
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2.5.3 Se´lection de mode`le baye´sienne
Introduction
On pourra se re´fe´rer a` Robert (2006, chapitre 7), pour une pre´sentation ge´ne´rale. On reprendra
ici des notations usuelles, quoique abusives, de la statistique baye´sienne. Si X est une variable
ale´atoire :
 P (X = x) est la densite´ de X en x par rapport a` une certaine mesure de re´fe´rence. La
fonction de densite´ pourra eˆtre de´signe´e par P (X = ⋅).
 Si la densite´ de X de´pend d’un parame`tre θ ∈ Θ et si on conside`re que ce parame`tre est
lui-meˆme une variable ale´atoire, la densite´ de X conditionnellement a` θ est P (X = ⋅∣θ).
 Toujours dans cette situation, P (X ∣θ) est la vraisemblance de X. La fonction de vrai-
semblance de X en ϑ ∈ Θ est alors P (X ∣θ = ϑ).
Dans cette approche baye´sienne :
 Les mode`les sont parame´tre´s, de sorte que dans le mode`le Mm, la loi des observations
y de´pende d’un parame`tre θm ∈ Θm. On note alors P (y∣m,θm) la vraisemblance de y.
 m est une variable ale´atoire sur {0, . . . ,M}.
 Le parame`tre θm est une variable ale´atoire, elle suit une loi a` priori P (θm∣m) condi-
tionnellement a` m.
On s’inte´resse a` la loi a` posteriori de m : P (m = ⋅∣y). Cette loi est de´termine´e par la
formule de Bayes :
P (m = ⋅∣y) = P (y∣m = ⋅)P (m = ⋅)
P (y) .
Le principe de la se´lection de mode`le baye´sienne est de se´lectionner le mode`le qui maximise
la probabilite´ a` posteriori du mode`le sachant les observations. Cela revient a` estimer m par
Maximum a` posteriori :
m̂ = arg max
0≤m′≤M P (m =m′∣y) . (2.31)
Il est e´quivalent de maximiser le facteur de Bayes des mode`les Mm′ et M0 :
m̂ = arg max
0≤m′≤M
P (m =m′∣y)
P (m = 0∣y) = P (y∣m =m′)P (m =m′)P (y∣m = 0)P (m = 0) = arg max0≤m′≤M P (y∣m =m′)P (m =m′) .
(2.32)
P (y∣m) est la vraisemblance inte´gre´e du mode`le Mm :
P (y∣m) = ∫
θm∈Θm P (y∣m,θm)P (θm∣m)dθm . (2.33)
Le facteur de Bayes des mode`les Mm′ et M0 est le rapport des vraisemblances inte´gre´es
de ces mode`les, corrige´es du facteur
P (m=m′)
P (m=0) repre´sentant l’apriori sur les mode`les.
Pour re´soudre ce proble`me de maximisation (2.32), il faut eˆtre capable de calculer la
vraisemblance inte´gre´e (2.33). Trois cas se pre´sentent :
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 Cette inte´grale est aise´ment calculable. On se trouve dans cette situation quand la
vraisemblance P (y∣m,θm) et la loi a` priori P (θm = ⋅∣m) ont de bonnes proprie´te´s
re´ciproques. On peut par exemple se trouver dans cette situation si la loi a` priori
P (θm = ⋅∣m) du parame`tre θm appartient a` une famille de lois de probabilite´s conju-
gue´es par P (y∣m,θm). P (θm = ⋅∣y,m) appartient alors a` la meˆme famille de lois de
probabilite´ sur Θm. Le lecteur pourra se re´fe´rer a` Robert (2006, section 3.3) pour une
pre´sentation ge´ne´rale des lois a` priori conjugue´es.
 L’inte´grale (2.33) est approche´e par inte´gration nume´rique, faisant e´ventuellement appel
a` des me´thodes d’e´chantillonnage. Voir Robert (2006, section 7.3).
 On fournit une approximation de l’inte´grale (2.33) valable quand le nombre d’observa-
tions n tend vers l’infini. Cette me´thode est pre´sente´e dans la section suivante.
Crite`re BIC
Est pre´sente´ ici le crite`re de Schwarz (1978), e´quivalent au crite`re appele´ BIC pour Bayesian
information criterion. Ce crite`re permet d’approcher P (m = ⋅∣y) par une log-vraisemblance
maximise´e pe´nalise´e et, par conse´quent, de remplacer le proble`me de maximisation de P (m =⋅∣y) par le proble`me approche´ :
m̂ = arg min
0≤m′≤M (−2L̂m′ + penn(m′)) , (2.34)
ou` L̂m′ est le maximum de la log-vraisemblance du mode`le Mm′ .
Nous pre´sentons le crite`re BIC dans le contexte ou` variables ale´atoires yi sont i.i.d., suivant
la pre´sentation de Kass et Raftery (1995) et de Lebarbier et Mary-Huard (2006). Mm est ici le
mode`le auquel appartient la loi de chacune de ces observations. Ici, m est une variable ale´atoire
sur {0, . . . ,M}, que l’on va supposer de loi uniforme pour simplifier (c’est la loi a` priori sur
les mode`les). D’apre`s (2.32), comme m suit la loi uniforme, il est e´quivalent de maximiser
la loi a` posteriori P (m = ⋅∣y) ou la vraisemblance inte´gre´e. On peut e´crire la vraisemblance
inte´gre´e (2.33) sous la forme





i=1 log (P (yi∣m,θm = ϑ)) + logP (θm = ϑ∣m)n . (2.36)
Proposition 2.5 (Approximation de Laplace). Soient d ≥ 1 entier et L ∶ Rd → R une fonction




enL(x)dx = enL(x) (2pi
n
)d/2 ∣−L′′(x)∣ +O (n−1) .
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Nous ne discuterons pas ici des conditions qui permettent d’appliquer ce re´sultat a` la suite
de fonctions Ln (voir Lebarbier et Mary-Huard, 2006). Ici, l’approximation de Laplace reste
valable, a` une modification du terme d’erreur pre`s :
P (y∣m) = enLn(θm) (2pi
n
)dm/2 ∣−L′′n (θm)∣ +OP (n−1) ,
ou` θm est l’argument maximum de Ln sur Θm. D’apre`s (2.36), le maximum de vraisemblance
θ̂m maximise Ln(ϑ) − P (θ=ϑ∣m)n . Or, logP (θ=ϑ∣m)n est d’ordre O(n−1) donc, asymptotiquement,
θm peut eˆtre remplace´ par θ̂m. Finalement, on obtient
log (P (y∣m)) = L̂m − 12dm log(n) +OP (1) , (n→∞) . (2.37)
Par conse´quent, on propose de se´lectionner le mode`le suivant :
m̂ = arg min
0≤m′≤MBIC(m′) , (2.38)
ou` BIC(m′) = = −2L̂m′ + dm′ log(n) . (2.39)
Kass et Raftery (1995) font une distinction entre le crite`re de Schwarz et le crite`re BIC. Le
crite`re de Schwarz est e´gal, par de´finition, a` −1/2× le crite`re BIC. C’est ce dernier crite`re qui
approche la probabilite´ a` posteriori du mode`le (2.37). Toutefois, la confusion est grande entre
ces deux crite`res qui se´lectionnent le meˆme mode`le et il n’est pas rare de trouver l’expression
« le crite`re BIC de Schwarz » dans la litte´rature.
Remarque 2.4.  On retrouve un crite`re pe´nalise´, ce qui fait le lien avec le cadre fre´quen-
tiste de´fini dans la section 2.5.2.
 BIC pe´nalise plus la log-vraisemblance maximise´e qu’AIC. Les mode`les se´lectionne´s sont
donc plus parcimonieux.
 Comme le fait remarquer Choi (1992, section 3.5), le crite`re BIC a e´te´ introduit a`
quelques anne´es d’intervalle par des auteurs diffe´rents, les familles de mode`les conside´re´s
et les arguments employe´s variant avec eux. Akaike (1977, 1978a,b) propose le crite`re
BIC pour diffe´rents proble`mes de se´lection de mode`le, dont la se´lection des ordres p
et q d’une se´rie temporelle ARMA(p, q) gaussienne centre´e. Toutefois, l’approximation
de Laplace n’est pas encore la justification de ces crite`res, des lois a` priori spe´cifiques
sont de´finies pour obtenir une identite´ entre le mode`le qui maximise la probabilite´ a`
posteriori du mode`le et celui qui minimise le crite`re BIC. Hannan (1980) de´montre que
les ordres p̂n et q̂n ainsi se´lectionne´s sont consistants.
 La construction du crite`re BIC est donne´e dans le cas d’un e´chantillon i.i.d., mais ce cri-
te`re peut s’utiliser dans bien d’autres cas, tant que les lois a` priori et la log-vraisemblance
sont suffisamment re´gulie`res et que la notion de dimension du mode`le est bien de´finie.
 Les hypothe`ses de la proposition 2.5 imposent des conditions de re´gularite´ a` la fonc-
tion de log-vraisemblance pour que l’approximation (2.37) reste valable. Comme le font
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remarquer Berger et Pericchi (2001), l’irre´gularite´ de la vraisemblance pour certains mo-
de`les fait que l’approximation (2.37) n’est plus valable. Dans le cas qui nous inte´resse, la
segmentation, nous verrons dans la section 2.5.4 qu’une autre pe´nalite´ nous permettra
d’approcher la probabilite´ a` posteriori du mode`le.
2.5.4 Se´lection du nombre de ruptures dans un mode`le de segmentation
Nous allons reprendre chacun des principes de se´lection de mode`le expose´s dans les sec-
tions 2.5.2 et 2.5.3 et s’inte´resser a` leur application e´ventuelle en segmentation. La difficulte´
principale dans ce cadre spe´cifique tient de la nature discre`te des instants de rupture. m est ici
le nombre de ruptures. C’est pour estimer ce nombre de ruptures que la se´lection de mode`le
est ne´cessaire.
Se´lection consistante du nombre de ruptures
On peut imposer que les variables n et m soient se´pare´es dans la pe´nalite´ :
penn(m) = βnm .
On e´tudie la convergence du nombre de ruptures estime´ m̂n vers m en fonction des proprie´-
te´s asymptotiques de la suite (βn). Ce type de re´sultat est fre´quent dans la litte´rature (C.-B.
Lee, 1995 ; Lavielle, 1999, the´ore`me 3.1 ; Lavielle et Moulines, 2000, the´ore`me 9 ; J. V. Braun,
R. K. Braun et al. 2000, the´ore`me 4 ; Bardet, Kengne et Wintenberger, 2012, the´ore`me 3.1).
Les propositions 3.4 et 3.5 sont des re´sultats de ce type.
Reste le proble`me de la spe´cification de (βn). En effet, les re´sultats cite´s ci-dessus ne
donnent que des conditions de convergence de m̂n et absolument pas de formule pour (βn).
On peut fixer une forme de βn a` priori, de´pendante de constantes non spe´cifie´es (voir par
exemple la remarque 3.4). Les conditions sur (βn) sont alors traduites en conditions sur ces
constantes.
Se´lection du nombre de ruptures par imitation d’un oracle
L’approximation a` la source du crite`re du Cp de Mallows n’est plus valable dans le cadre des
mode`les de segmentation (Massart, 2007, chapitre 4). Cela motive l’utilisation d’un crite`re
non-asymptotique.
On conside`re y = (y1, . . . , yn), un vecteur gaussien de composantes inde´pendantes et de
meˆme variance 1 (sans perdre de ge´ne´ralite´). On cherche a` se´lectionner le nombre de ruptures
m dans l’espe´rance de y. La fonction de contraste est de´finie par (2.28).
Pour e´tablir une ine´galite´ oracle, Lebarbier (2005) utilise les re´sultats de Birge´ et Massart
(2001) et propose la pe´nalite´ suivante :
penn(m) = m + 1n (c1 log ( nm + 1) + c2) , (2.40)
c1 > 0 et c2 > 0 e´tant deux constantes.
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Crite`res BIC et BIC modifie´
Yao (1988) propose l’utilisation du crite`re BIC de´fini en (2.39) pour la segmentation de l’es-
pe´rance d’un processus gaussien a` variance inconnue et de´montre la consistance du nombre
de ruptures ainsi se´lectionne´. Toutefois, une e´tude de simulations (Zhang, 2005, section 2.4.)
comparant cette me´thode a` quatre autres met en lumie`re ses faibles performances.
Contrairement au raisonnement de Schwarz (1978), le crite`re BIC, dans le cadre de la seg-
mentation, ne correspond pas a` une approximation de la probabilite´ a` posteriori du nombre
de ruptures sachant les observations. La difficulte´ d’approcher cette probabilite´ dans le pro-
ble`me de la segmentation provient de la discontinuite´ de la fonction de vraisemblance en les
parame`tres de localisation des ruptures. Or, l’approximation de Laplace (cf. proposition 2.5),
permettant de lier le crite`re BIC a` cette probabilite´, ne´cessite des conditions de re´gularite´ qui
ne sont pas remplies dans le cas pre´sent.
Il est possible de contourner cet obstacle (Zhang et Siegmund, 2007) et d’obtenir une
approximation du facteur de Bayes par le re´sultat qui suit.
Theore`me 2.11. Soit m une v.a. sur N, µ = (µ0, . . . , µm) un vecteur ale´atoire re´el et σ v.a.r.
positive. Conditionnellement a` m, t = (t0, . . . , tm+1) est une v.a. sur
Cm,n = {(t′0, . . . , t′m+1) ∈ Rm+2; 0 = t′0 < t′1 < ⋅ ⋅ ⋅ < t′m < t′m+1 = 1} .
Les lois a` priori sont spe´cifie´es par Zhang et Siegmund (2007, The´ore`me 2). Soit y = (y1, . . . , yn)
un vecteur ale´atoire re´el tel que, conditionnellement a` m, µ, t et σ, les yi sont inde´pendants
et de loi N (µk, σ2) si tk < i ≤ tk+1. Alors,
log P (m∣y)
P (m = 0∣y) = n + 12 log (SSall) − n −m + 12 log (SSwg) + log⎛⎝Γ (n−m+12 )Γ (n+12 ) ⎞⎠− 1
2
m∑











i=tk+1 (yi − µk)2 ,
n̂k = t̂k+1 − t̂k ,ou`





i=tk+1 (yi − µk)2 ,
et ou` Γ est la fonction Gamma d’Euler.
L’approximation du facteur de Bayes (2.41) permet de de´finir un crite`re pe´nalise´ de se´lec-
tion de mode`le, qu’on appelle BIC modifie´ (mBIC) de Zhang et Siegmund (2007).
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Autres me´thodes baye´siennes de se´lection du nombre de ruptures
Rigaill et al. (2012) proposent l’utilisation de lois a` priori conjugue´es des parame`tres propres
a` chaque segment dans plusieurs mode`les de segmentation ou` les observations sont inde´-
pendantes (conditionnellement aux parame`tres) ainsi que certaines lois a` priori spe´cifiques
pour les parame`tres de localisation des ruptures. Ce choix permet l’obtention d’une forme
analytique de la vraisemblance inte´gre´e (2.33) et son calcul. Toutefois, les lois a` priori des pa-
rame`tres de´pendent d’hyperparame`tres, que l’on retrouve dans la loi a` posteriori du nombre
de ruptures.
Calibration des constantes et hyperparame`tres
Parmi les crite`res de se´lection de mode`le pour la segmentation pre´sente´s, on trouve des
constantes non spe´cifie´es. Lavielle (2005) et Arlot et Massart (2009) proposent des heuristiques
de calibration de ces constantes. Dans le cadre baye´sien, la pre´sence d’hyperparame`tres pose
un proble`me similaire (Rigaill et al. 2012). L’avantage du crite`re BIC modifie´ est l’absence de
telles constantes.
2.6 Proble`mes algorithmiques en segmentation
Les questions algorithmiques occupent une place importante en segmentation. La recherche de
la segmentation optimale (en un sens a` pre´ciser) me`ne a` un proble`me d’optimisation discre`te
sur un ensemble fini pouvant eˆtre de grande taille, qui ne peut eˆtre re´solu en un temps
raisonnable par l’exploration totale de cet ensemble.
Il s’agit de trouver la segmentation optimale (en un sens a` pre´ciser) a` m ruptures d’une
se´rie temporelle y = (y1, . . . , yN), ou` m + 1 ≤ N . On ne fixe pas a` priori de restriction sur
l’ensemble auquel appartiennent ces observations.




l=1 ftl−1+1,tl(y, θl) , (2.42)
ou` :
 An,k = {(t0, . . . , tk+1) ∈ Nk+2; 0 = t0 < t1 < ⋅ ⋅ ⋅ < tk < tk+1 = n} . C’est l’ensemble des seg-
mentations a` k ruptures d’une se´rie a` n observations.
 On ne fixe pas de restriction a` priori a` l’ensemble Θ. A` ce niveau, la seule contrainte sur
l’ensemble sur lequel se fait la minimisation en θ est d’eˆtre un produit carte´sien Θk+1.
 Les fonctions fi,j (1 ≤ i ≤ j ≤ N) de´pendent des observations et d’un parame`tre (θl pour
le le terme de la somme). Ces fonctions sont infe´rieurement borne´es. On souhaite que la
minimisation de ces fonctions en le parame`tre θl ne soit pas trop couˆteuse (en un sens
a` pre´ciser).
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Ck,n est le couˆt de la segmentation optimale a` k ruptures de y1, . . . , yn. Le but est de
calculer Cm,N , ainsi que la segmentation t et le parame`tre θ qui re´alisent ce minimum. Une
fois calcule´e la segmentation optimale t̂, il est facile de retrouver le parame`tre optimal θ̂ par
θ̂l = arg min
θl∈Θ ft̂l−1+1,t̂l(y, θl) .
Le proble`me est donc essentiellement de retrouver la segmentation optimale. Or, l’ensembleAN,m est de cardinal CmN−1. Tester chaque segmentation possible peut eˆtre tre`s couˆteux en
temps de calcul. C’est notamment le cas dans certaines applications en ge´nomique ou` N est
d’ordre 105 ou 106. L’algorithme de programmation dynamique d’Auger et Lawrence (1989),
de´crit dans la section 2.6.1, permet de re´soudre ce proble`me. Pour 1 ≤ i ≤ j ≤ N , on de´finit :
C(i, j) = min





l=1 C(tl−1 + 1, tl) . (2.43)
Si la matrice de couˆt (C(i, j))1≤i≤j≤N est connue, le proble`me d’optimisation est simplifie´.
2.6.1 Programmation dynamique
La programmation dynamique a e´te´ introduite par Bellman (1954). Sa philosophie est re´sume´e
par le Principe d’optimalite´ de Bellman :
« Une politique optimale a la proprie´te´ que, quels que soient l’e´tat initial et les de´cisions
initiales, les de´cisions restantes doivent constituer une politique optimale vis-a`-vis du re´sultat
des de´cisions pre´ce´dentes. » Bellman (1954).
L’utilisation de la programmation dynamique en segmentation a e´te´ introduite par Auger
et Lawrence (1989).
Pour calculer Cm,N , on calcule Ck,n pour tous k,n tels que 1 ≤ k + 1 ≤ min(m + 1, n) ≤




l=1 C (tl−1 + 1, tl)
= min
s=k,...,n−1{C(s + 1, n) + min(t0,...,tk+1)∈An,k,tk=s k∑l=1C (tl−1 + 1, tl)}
= min
s=k,...,n−1{C(s + 1, n) + min(t0,...,tk)∈As,k−1 k∑l=1C (tl−1 + 1, tl)}= min
s=k,...,n−1{C(s + 1, n) +Ck−1,s} . (2.44)
Cette relation permet d’e´crire l’algorithme de programmation dynamique pour le calul de
Cm,N (cf. algorithme 1).
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de´but
// Calcul de la matrice de cou^t:
pour i = 1, . . . ,N faire





pour i = 1, . . . ,N faire
C0,n ∶= C(1, n)
fin
// Re´currence:
pour k = 1, . . . ,m faire
pour n = k + 1, . . . ,N faire
Ck,n ∶= min




Algorithme 1 : Segmentation par programmation dynamique.
Complexite´ en temps et en espace
La complexite´ en temps des phases d’initialisation et de re´currence de l’algorithme 1 est en
O(mN2). Si le calcul de la matrice de couˆt est en O(N2), la complexite´ en temps de l’ensemble
de l’algorithme est en O(mN2). Il n’est pas possible d’obtenir une telle borne si le proble`me est
pose´ en toute ge´ne´ralite´ comme dans l’e´quation (2.42). Cette borne est vraie dans un certain
nombre de cas comme celui des moindres carre´s (cf. exemple 2.5). Pour obtenir une borne
de ce type, il suffit que, pour tous 1 ≤ i ≤ j < N , C(i, j + 1) se calcule en temps borne´ (avec
une complexite´ en O(1)) a` partir de C(i, j) et e´ventuellement d’un nombre borne´ d’autres
variables calcule´es en meˆme temps que C(i, j) en temps borne´ ; et que les C(i, i) se calculent
aussi en temps borne´.
La complexite´ en espace, a` priori en O(N2) a` cause de la matrice de couˆt, peut eˆtre re´duite
a` O(mN) (Gue´don, 2013) en calculant les termes de cette matrice au fur et a` mesure, le long
de l’algorithme, en utilisant une relation de re´currence.
Retour sur trace
Sous cette forme, l’algorithme 1 permet de calculer le couˆt de la segmentation optimale, mais
n’a pas comme sortie la segmentation optimale elle-meˆme. Cet algorithme est comple´te´ par
une proce´dure de retour sur trace (backtracking en anglais, le retour sur les de´cisions prises
dans l’exe´cution de l’algorithme) qui permet de reconstruire cette dernie`re. Par exemple,
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Gue´don (2013) en donne le pseudo-code, cf. l’algorithme 2.
On calcule T (k,n) pour tous 1 ≤ k ≤m,k + 1 ≤ n ≤ N , de´fini par
T (k,n) = arg min
s=k,...,n−1{C(s + 1, n) +Ck−1,s} .
T (k,n) est calcule´ en meˆme temps que Ck,n dans l’algorithme 1. Cette matrice T permet





tant que k > 0 faire
s ∶= T (k, s)
Seg ∶= s ∥ Seg
k ∶= k − 1
fin
// ∥ est l’ope´rateur de concate´nation.
retourner Seg // Sortie: Segmentation optimale.
fin
Algorithme 2 : Retour sur trace.
Exemples
Exemple 2.5 (Moindres carre´s). Dans cet exemple :
 y1, . . . , yN ∈ R,
 Θ = R,
 Les fonctions fi,j sont de´finies par ∀µ ∈ R, fi,j(y, µ) = ∑js=i(yi − µ)2.






i=tk−1+1 (yi − µk)2 .
Pour tous 1 ≤ i ≤ j ≤ N ,
C(i, j) = j∑
s=i(ys − yi∶j)2 ,
ou` yi∶j = (j − i + 1)−1∑js=i ys.
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En particulier, ∀i = 1, . . . ,N,C(i, i) = 0 et pour tous 1 ≤ i ≤ j < N ,
j+1∑
s=i ys = ⎛⎝
j∑
s=i ys
⎞⎠ + yj+1 , (2.45)
C(i, j + 1) = j − i + 1
j − i + 2 {C(i, j) + y2j+1} − 2j − i + 2yj+1 j∑s=i ys . (2.46)
Si, en meˆme temps que C(i, j), on calcule ∑js=i ys, qui se met a` jour tre`s simplement en
temps borne´ (cf. e´quation (2.45)), la formule de re´currence (2.46) permet le calcul en temps
borne´ de C(i, j + 1) en fonction de C(i, j) et de ∑js=i ys. Cela garantit le calcul de la matrice
de couˆt en un temps O(N2), ce qui garantit la complexite´ en temps de l’algorithme 1 en
O(mN2) dans cet exemple.
Exemple 2.6 (Vraisemblance conditionnelle gaussienne AR(1) avec ruptures dans le parame`tre
d’autore´gression). Supposons que Y0, . . . , YN ve´rifient
Yi = ρlYi−1 + i si tl−1 < i ≤ tl ,
ou` les ρl ∈ R sont inconnus, les i sont normales, centre´es, de variance σ2 inconnue, i.i.d. Soient
y0, . . . , yN des re´alisations de Y0, . . . , YN . Maximiser la vraisemblance conditionnellement a`







i=tl−1+1 (yi − ρlyi−1)2 . (2.47)
On notera que dans cet exemple, contrairement aux moindres carre´s, le le terme de la somme
de l’e´quation (2.47) de´pend d’une observation yi avec i /∈ {tl−1 + 1, . . . , tl}.
Les conditions minimales sur les termes de la somme de l’e´quation (2.42) pour pouvoir
utiliser l’algorithme 1 sont, pour tout l, que le le terme ne de´pende pas :
 des tr avec r /∈ {l − 1, l},
 des θr avec r ≠ l.
Exemple 2.7 (Vraisemblance gaussienne AR(1) avec ruptures dans l’espe´rance). Supposons
que Y0, . . . , YN ve´rifient
Yi −EYi = ρ (Yi−1 −EYi−1) + i
EYi = µl si tl−1 < i ≤ tl,
ou` ρ ∈ R est connu, les µl ∈ R sont inconnus, les i sont normales, centre´es, de variance σ2
inconnue, i.i.d. Soient y0, . . . , yN des re´alisations de Y0, . . . , YN . Maximiser la vraisemblance
conditionnellement a` y0, si l’on conside`re que cette fonction est de´ja` maximise´e en σ
2, se
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i=tl1+2 (yi − ρyi−1 − (1 − ρ)µl)2 + (ytl1+1 − µl − ρ(ytl−1 − µl−1))2
⎫⎪⎪⎬⎪⎪⎭ .
La programmation dynamique ne permet pas de re´soudre ce proble`me a` cause du produit
croise´ µlµl−1 qui apparaˆıt dans le de´veloppement de l’expression.
De meˆme, cet algorithme ne peut pas eˆtre a` priori adapte´ au cas ou` tous ces termes
partagent un meˆme parame`tre global. Cette adaptation n’est possible que dans des conditions
tre`s particulie`res ou` le minimum en ce parame`tre global a la proprie´te´ de pouvoir s’e´crire
comme une expression similaire a` celle de l’e´quation (2.42), comme dans l’exemple suivant.







i=tl−1+1 log{ 1σ√2pi exp(− 12σ2 (yi − µl)2)} .
Le maximum en σ est atteint en σ = ( 1N ∑m+1l=1 ∑tli=tl−1+1 (yi − µl)2)1/2. Maximise´ en σ, le pro-
ble`me se rame`ne donc au proble`me d’optimisation suivant :
max
t=(t0,...,tm+1)∈AN,m max(µ1,...,µm+1)∈Rm+1 − N2




i=tl−1+1 (yi − µl)2⎞⎠
⎫⎪⎪⎬⎪⎪⎭ .
Ce proble`me est e´quivalent aux moindres carre´s.







i=tl−1+1 log{(r + µl)
r+yiyi!Γ(r)
rrµyil Γ(r + yi) } ,
ou` Γ est la fonction Gamma d’Euler. La programmation dynamique ne permet pas de re´soudre
ce proble`me de minimisation. Mais si le parame`tre r est connu, la minimisation en µ peut se
faire a` l’aide de l’algorithme 1.
2.6.2 Programmation dynamique e´lague´e
L’e´lagage est une technique qui permet d’acce´le´rer des algorithmes base´s sur des disjonctions
de cas (« Diviser pour re´gner », programmation dynamique). L’ide´e est de se donner une
variable, facile a` mettre a` jour durant l’exploration de l’ensemble des possibilite´s, qui, si
elle remplit un certain crite`re, conside`re un des sous-cas envisage´s comme ne contenant pas
l’optimum recherche´. Cette variable peut eˆtre un nombre, une fonction ou un ensemble.
Rigaill (2010) utilise l’e´lagage pour acce´le´rer l’algorithme de programmation dynamique
pour la segmentation. Cet algorithme a e´te´ imple´mente´ pour plusieurs fonctions de couˆt dans
un package R nomme´ Segmentor3IsBack (Cleynen et al. 2014).
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Cet algorithme peut s’utiliser dans le cas particulier du proble`me de minimisation de
l’e´quation (2.42), ou`
fi,j(y, θ) = j∑
s=i γ (ys, θ) . (2.48)
Au lieu de calculer directement les Ck,n, nous nous inte´ressons a` un proble`me de minimi-




Rk,ν,n(θ) = Ck−1,ν + n∑
i=ν+1γ (yi, θ) .
Les Ck,n et les Rk,n sont lie´s par la relation Ck,n = min
θ
Rk,n(θ).
La relation de re´currence (2.44) permet de calculer Ck,n avec une complexite´ en O(n). La
relation de re´currence suivante permettrait de calculer Rk,n(θ) en temps borne´ :
Rk,n(θ) = min {Rk,n−1(θ),Ck−1,n−1 + γ(yn, θ)} . (2.49)
Le proble`me est qu’il est impossible de faire ce calcul pour tous les θ envisage´s (possiblement
une infinite´).
Il est en revanche possible de de´terminer l’ensemble Skn,n−1 des θ tels que Ck−1,n−1 +
γ(yn, θ) ≤ Rk,n(θ), c’est-a`-dire l’ensemble des θ tel que c’est la deuxie`me partie du terme
de droite de l’e´quation (2.49) qui re´alise le minimum.
Plus ge´ne´ralement, on de´finit
Skn,ν = {θ ∈ Θ; Ck−1,ν + n∑
i=ν+1γ(yi, θ) ≤ Rk,n(θ)}
pour tous 1 ≤ k ≤ ν < n ≤ N et k ≤ m. C’est l’ensemble des θ, parame`tre du dernier segment,
tel que ν est la dernie`re rupture optimale dans la segmentation a` k ruptures de y1, . . . , yn.
Cela permet de de´finir l’ensemble des dernie`res ruptures optimales pour un certain θ :
τkn = {ν ∈ {k, . . . , n − 1} ; Skn,ν ≠ ∅} .
pour tous 1 ≤ k ≤ min(m,n) ≤ max(m,n) ≤ N .
Les relations suivantes permettent le calcul par re´currence de ces ensembles.
Proposition 2.6. Pour tous 1 ≤ k ≤m et k ≤ n < N ,
Skn+1,n = {θ ∈ Θ; ∀ν ∈ τkn ,Ck−1,n ≤ Rk,ν,n(θ)} , (2.50)∀ν ∈ {k, . . . , n − 1} ,Skn+1,ν = Skn,ν ∩ {θ ∈ Θ; Rk,ν,n(θ) ≤ Ck−1,n} , (2.51)∀ν ∈ {k, . . . , n − 1} ,Skn,ν = ∅ ⇒ ∀n′ ∈ {n, . . . ,N} ,Skn′,ν = ∅ , (2.52)
τkn+1 = {ν ∈ τkn ∪ {n} ; Skn+1,ν ≠ ∅} . (2.53)
La proposition 2.6 permet d’e´crire l’algorithme de programmation dynamique e´lague´ pour




pour k = 1, . . . ,m faire
τkk+2 ∶= {k}
Rk,k+1,k+2(θ) ∶= Ck−1,k+1 + γ(yk+2, θ)
pour n = k + 2, . . . ,N − 1 faire
pour ν ∈ τkn faireSkn+1,ν ∶= Skn,ν ∩ {θ ∈ Θ; Rk,ν,n(θ) ≤ Ck−1,n}
fin
// D’apre`s (2.51)Skn+1,n = {θ ∈ Θ; ∀ν ∈ τkn ,Ck−1,n ≤ Rk,ν,n(θ)} // D’apre`s (2.50)
τkn+1 = {ν ∈ τkn ∪ {n} ; Skn+1,ν ≠ ∅} // D’apre`s (2.53)
pour ν ∈ τkn+1 faire




Ik,n+1 ∶= arg min
ν∈τkn+1 Rk,ν,n+1(θ)θ∈Θ
// Dk,n+1 cou^t optimal de la segmentation a` k ruptures de
y1, . . . , yn+1.
// Ik,n+1 dernie`re rupture optimale de la segmentation a` k




Algorithme 3 : Segmentation par programmation dynamique e´lague´e.
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Complexite´
Proposition 2.7. Si :
1. Θ est un intervalle de R,
2. pour tous 1 ≤ i ≤ j ≤ N , θ ↦ ∑js=i γ(ys, θ) a un unique extremum local (qui est le
minimum global),
3. ∀k ∈ {1, . . . ,m} ,∀n ∈ {k + 1, . . . ,N} ,∀ν ∈ {k, . . . , n − 1} ,Rk,ν,n est minimise´ en temps
borne´,
4. ∀k ∈ {1, . . . ,m} ,∀n ∈ {k + 1, . . . ,N} ,∀ν ∈ {k, . . . , n − 1}, les racines de Rk,ν,n(θ) =
Ck−1,t sont calcule´es en temps borne´,
alors l’algorithme 3 a :
1. une complexite´ en temps O(mN2),
2. une complexite´ en espace O(mN).
La premie`re hypothe`se de la proposition 2.7 tient de proprie´te´s des intervalles de R diffi-
cilement ge´ne´ralisables a` d’autres espaces.
La proposition 2.7 donne une borne supe´rieure a` la complexite´ en temps de l’algorithme 3.
Toutefois, dans bien des cas, la complexite´ est infe´rieure, graˆce a` l’e´lagage qui donne des
ensembles τkn de cardinal d’ordre infe´rieur a` n, ide´alement d’ordre O(1) (qui, dans ce cas,
entraˆıne une complexite´ en temps de l’algorithme 3 d’ordre O(mN)). Les simulations re´alise´es
par Rigaill (2010) montrent que, avec la perte quadratique γ(yi, µ) = (yi − µ)2, a` m fixe´,
l’algorithme 3 est plus rapide que l’algorithme 1. Rigaill (2010) annonce une complexite´ en
temps « moyenne » en O(mN log(N)).
Re´cemment, Maidstone et al. (2014) ont propose´ un algorithme de programmation dyna-
mique diffe´remment e´lague´, l’algorithme SNIP. Les conditions permettant de l’utiliser sont
plus faibles que (2.48), cela rend donc cet algorithme particulie`rement inte´ressant quand cette
dernie`re condition n’est pas ve´rifie´e. Toutefois, si (2.48) est ve´rifie´e, l’algorithme SNIP e´lague
toujours moins que l’algorithme de Rigaill (2010). Dans les chapitres 3 et 4, nous avons pu nous
ramener a` un cas ou` (2.48) est ve´rifie´e. Par conse´quent, nous n’avons pas utilise´ l’algorithme
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Dans ce chapitre est pre´sente´ un article, co-e´crit avec Ste´phane Robin, E´milie Lebarbier
et Ce´line Le´vy-Leduc. Cet article a e´te´ accepte´ par la revue Bernoulli. Des remarques addi-
tionnelles sur cet article, non propose´es a` publication, sont pre´sente´es dans la section 5.1.1.
Re´sume´
Le proble`me qui nous inte´resse est celui de l’estimation de ruptures multiples dans l’espe´rance
d’un processus AR(1) gaussien. La prise en compte de la structure de de´pendance nous in-
terdit l’utilisation de l’algorithme de programmation dynamique, qui est le seul algorithme
permettant de calculer la segmentation optimale dans le cas inde´pendant. Nous proposons un
estimateur robuste du parame`tre de la fonction d’autocorrelation, consistant et asymptotique-
ment gaussien. Nous proposons alors de suivre l’approche infe´rentielle classique en injectant
cet estimateur dans le crite`re utilise´ pour l’estimation de la localisation des ruptures. Nous
de´montrons que ces estimateurs partagent les proprie´te´s asymptotiques des estimateurs clas-
siques dans le cadre inde´pendant. La meˆme approche plug-inest alors utilise´e pour approcher
le crite`re BIC modifie´ et se´lectionner le nombre de segments. Cette me´thode est imple´mente´e
dans le package R AR1seg et est disponible sur le Comprehensive R Archive Network (CRAN).
Ce package est utilise´ dans la section simulations dans laquelle nous montrons que pour des
se´ries de taille finie la prise en compte de la structure de de´pendance ame´liore les performances
statistiques des estimateurs des instants de rupture et du nombre de ruptures se´lectionne´.
Abstract
We consider the problem of multiple change-point estimation in the mean of a Gaussian
AR(1) process. Taking into account the dependence structure does not allow us to use the
dynamic programming algorithm, which is the only algorithm giving the optimal solution
in the independent case. We propose a robust estimator of the autocorrelation parameter,
which is consistent and satisfies a central limit theorem. Then, we propose to follow the
classical inference approach, by plugging this estimator in the criterion used for change-points
estimation. We show that the asymptotic properties of these estimators are the same as those
of the classical estimators in the independent framework. The same plug-in approach is then
used to approximate the modified BIC and choose the number of segments. This method is
implemented in the R package AR1seg and is available from the Comprehensive R Archive
Network (CRAN). This package is used in the simulation section in which we show that
for finite sample sizes taking into account the dependence structure improves the statistical
performance of the change-point estimators and of the selection criterion.
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3.1 Introduction
Change-point detection problems arise in many fields, such as genomics (J. V. Braun and
Mu¨ller, 1998; J. V. Braun, R. K. Braun, et al., 2000; Picard, Robin, et al., 2005), medical
imaging (Lavielle, 2005), earth sciences (Williams, 2003; Gazeaux et al., 2013), econometrics
(T. L. Lai et al., 2005; Lavielle, 1999) or climate (Mestre, 2000; Lu et al., 2010). In many
of these problems, the observations can not be assumed to be independent. Indeed the
autocovariance structure of the time series display more complex patterns and might be
taken into account in change-point estimation.
An abundant literature exists about the statistical theory of change-point detection. Only
speaking about Gaussian processes, various frameworks have been considered ranging from
the independent case with changes in the mean (Basseville and Nikiforov, 1993), to more
complex structural changes (Bai and Perron, 1998), dependent processes (Lavielle, 1999) or
processes with changes in all parameters (Bardet, Kengne, and Wintenberger, 2012).
Lavielle (1999) and Lavielle and Moulines (2000) proved that, if the number of changes
is known, the least-squares estimators of the change-point locations and of the parameters of
each segment are consistent under very mild conditions on the autocovariance structure of
the process with changes in the mean. A quasi-likelihood approach is also proved to provide
consistent estimates for the model with changes in all parameters by Bardet, Kengne, and
Wintenberger (2012). Many model selection criteria have also been proposed to estimate the
number of changes, mostly in the independent case (see for example Yao, 1988; Lavielle, 2005;
Lebarbier, 2005; Zhang and Siegmund, 2007).
Change-point detection also raises algorithmic issues as the determination of the optimal
set of change-point locations is a discrete optimization problem. The dynamic programming
algorithm introduced by Auger and Lawrence (1989) is the only way to recover this optimal
segmentation. The computational complexity of this algorithms is quadratic relatively to
the length of the series. Only this algorithm and some of its improvements (such as these
proposed by Rigaill, 2010; or Killick et al., 2012) provide exactly the optimal change-point
location estimators.
However, the dynamic programming algorithm only applies when (i) the loss function (e.g.
the negative log-likelihood) is additive with respect to the segments and when (ii) no param-
eter to be estimated is common to several segments. These requirements are met by the
least-square criterion (which corresponds to the negative log-likelihood in the Gaussian ho-
moscedastic independent model with changes in the mean) or by the model and criterion con-
sidered by Bardet, Kengne, and Wintenberger (2012). In other cases, iterative and stochastic
procedures are needed (see Bai and Perron, 2003; or Li and Lund, 2012).
In this paper, we consider the segmentation of an AR(1) process with homogeneous auto-
correlation coefficient ρ⋆:
yi = µ⋆k + ηi , t⋆n,k + 1 ≤ i ≤ t⋆n,k+1 , 0 ≤ k ≤m⋆ , 1 ≤ i ≤ n , (3.1)
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where (ηi)i∈Z is a zero-mean stationary AR(1) Gaussian process defined as the solution of
ηi = ρ⋆ηi−1 + i , (3.2)
where ∣ρ⋆∣ < 1 and the i’s are iid zero-mean Gaussian rv’s with variance σ⋆2. We further
also assume that y0 is a Gaussian random variable with mean µ
⋆
0 and variance σ
⋆2/(1− ρ⋆2).
Actually, most of the results we provide in this paper hold without the Gaussian assumption.
Note that this model is different from the ones considered by Davis, T. C. M. Lee, et al.
(2006) and Bardet, Kengne, and Wintenberger (2012). Indeed, Davis, T. C. M. Lee, et al.
(2006) considered the segmentation issue of a non-stationary time series which consists of
blocks of different autoregressive processes where all the parameters of the autoregressive
processes change from one segment to the other. Bardet, Kengne, and Wintenberger (2012)
proposed a methodology for estimating the change-points of a non-stationary time series built
from a general class of models having piecewise constant parameters. In this framework, all
the parameters may change jointly at each change-point. This differs from our Model (3.1)
where the parameters ρ⋆ and σ⋆ are not assumed to change from one segment to the other.
The direct maximum-likelihood inference for such a process violates both requirements (i)
and (ii). Indeed the log-likelihood is not additive with respect to the segments because of the
dependence that exists between data from neighbor segments and the unknown coefficient ρ⋆
needs to be estimated jointly over all segments.
Our aim is to propose a methodology for estimating both the change-point locations
t⋆n = (t⋆n,k)1≤k≤m⋆ and the means µ⋆ = (µ⋆k)0≤k≤m⋆ , accounting for the existence of the auto-
correlation ρ⋆.
In the sequel, we shall use the following conventions: t⋆n,0 = 0, t⋆n,m⋆+1 = n and assume that
there exists τ ⋆ = (τ⋆k )0≤k≤m+1 such that, for 0 ≤ k ≤m+1 t⋆n,k = ⌊nτ⋆k ⌋, ⌊x⌋ denoting the integer
part of x. Consequently, τ⋆0 = 0 and τ⋆m⋆+1 = 1.
If ρ⋆ was known, the series could be decorrelated and the dynamic programming algorithm
then used for the segmentation of this decorrelated series. Here, ρ⋆ is unknown, but is
estimated, and this estimator is then used to decorrelate the series.
To this aim, we borrow techniques from robust estimation (Ma and Genton, 2000). Briefly
speaking, we consider the data observed at the change-point locations as outliers and propose
an estimate of ρ⋆ that is robust to the presence of such outliers. We shall prove that the
estimate we propose is consistent and satisfies a central limit theorem.
We shall prove that the resulting change-point estimators satisfy the same asymptotic
properties as those proposed by Lavielle and Moulines (2000) and Bardet, Kengne, and Win-
tenberger (2012). Finally, we propose a model selection criterion inspired by the one proposed
by Zhang and Siegmund (2007) and prove some asymptotic properties of this criterion.
This method is implemented in the R package AR1seg and is available from the Compre-
hensive R Archive Network (CRAN).
This paper is organized as follows. In Section 3.2, we propose a robust estimator for
ρ⋆ and establish its asymptotic properties. In Section 3.3, we prove that the change-point
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estimators defined in (3.11) are consistent in both the Gaussian and the non-Gaussian case.
In Section 3.4, we provide a consistent model selection criterion in the non-Gaussian case and
derive an approximation of a Gaussian criterion. In Section 3.5, we illustrate by a simulation
study the performance of this approach for time series having a finite sample size.
3.2 Robust estimation of the parameter ρ⋆
The aim of this section is to provide an estimator of ρ⋆ which can deal with the presence of
change-points in the data. In the absence of change-points (m⋆ = 0 in (3.1)), a consistent
estimator of ρ⋆ could be obtained by using the classical autocorrelation function estimator of(yi)0≤i≤n computed at lag 1. Since change-points can be seen as outliers in the AR(1) process,
we shall propose a robust approach for estimating ρ⋆. Ma and Genton (2000) propose a robust
estimator of the autocorrelation function of a stationary time series based on the robust scale
estimator proposed by Rousseeuw and Croux (1993). More precisely, the approach of Ma and
Genton (2000) would result in the following estimate of ρ⋆:
ρ̂MG = Q2n (y+) −Q2n (y−)
Q2n (y+) +Q2n (y−) ,
where y+ = (yi+1+yi)0≤i≤n−1, y− = (yi+1−yi)0≤i≤n−1 and Qn is the scale estimator of Rousseeuw
and Croux (1993) which is such that Qn (x) is proportional to the first quartile of
{∣xi − xj ∣; 0 ≤ i < j ≤ n} .
The asymptotic properties of this estimator are studied by Le´vy-Leduc et al. (2011) for
Gaussian stationary processes with either short-range or long-range dependence. However, as
we shall see in the simulation section we can provide an estimator of ρ⋆ which is more robust
to the presence of change-points than ρ̂MG. The asymptotic properties of this novel robust
estimator are given in Proposition 3.1.
Proposition 3.1. Let y0, . . . , yn be (n + 1) observations satisfying (3.1) and let
ρ̃n = ( med0≤i≤n−2 ∣yi+2 − yi∣)
2
( med
0≤i≤n−1 ∣yi+1 − yi∣)2
− 1 , (3.3)
where medxi denotes the median. Then, ρ̃n satisfies the following central limit theorem√
n(ρ̃n − ρ⋆) dÐ→ N (0, σ̃2) , as n→∞ , (3.4)
where
σ̃2 = E[Ψ(η0, η1, η2)2] + 2∑
k≥1E [Ψ(η0, η1, η2)Ψ(ηk, ηk+1, ηk+2)] , (3.5)
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and the function Ψ is defined by
Ψ ∶ (x0, x1, x2)↦
− (1 + ρ⋆)
Φ−1(3/4)ϕ (Φ−1(3/4))
⎡⎢⎢⎢⎢⎢⎣1{∣x2−x0∣≤√2σ⋆2Φ−1(3/4)} − 1{∣x1−x0∣≤√ 2σ⋆21+ρ⋆ Φ−1(3/4)}
⎤⎥⎥⎥⎥⎥⎦ , (3.6)
where Φ and ϕ denote the cumulative distribution function and the probability distribution
function of a standard Gaussian rv, respectively.
The proof of Proposition 3.1 is given in Section 3.7.1.
Remark 3.1. Let us now compare the properties of ρ̃n with the properties of ρ̂n(1) where ρ̂n(⋅)
denotes the classical estimator of the autocorrelation function computed from y0, . . . , yn de-
fined in (3.1) with m⋆ = 0. By Brockwell and Davis (1991, Theorem 7.2.1 and Example 7.2.3),
we get that √
n(ρ̂n(1) − ρ⋆) dÐ→ N (0,1 − ρ⋆2) , as n→∞ .
From this result, we can see that ρ̃n converges to ρ
⋆ at the same rate as ρ̂n(1) except that
our result still holds when m ≠ 0.
Remark 3.2. Note that the asymptotic distribution given in (3.4) allows to define a test of(H0) ∶ ‘ρ⋆ = 0’ as the asymptotic variance σ̃2 does not depend on any unknown parameter
under H0.
Remark 3.3. Since the estimator (3.3) involves differences of the process (yi) at different
instants, it can only be used in the case of stable distributions as defined by Feller (1971).
Among them, we can quote the Cauchy, Le´vy and Gaussian distributions, where the Gaussian
distribution is the only one to have a finite second order moment. We give some hints in
Section 3.7.2 to explain why, in the case of the Cauchy distribution, taking ̃̃ρn defined as
follows leads to an accurate estimator of ρ⋆:
̃̃ρn = ⎧⎪⎪⎨⎪⎪⎩ −1 +
√
1 + ρ̃n, if ρ̃n ≥ 0 ,−√1 −√1 + ρ̃n, if ρ̃n < 0 , (3.7)
where ρ̃n is defined by (3.3). Some simulations are also provided in Section 3.5.4 to illustrate
the finite sample size properties of this estimator.
3.3 Change-points and expectations estimation
In this section, the number of change-points m⋆ is assumed to be known. In the sequel, for
notational simplicity, m⋆ will be denoted by m. Our goal is to estimate both the change-points
and the means in Model (3.1). A first idea consists in using the following criterion which is
based on a quasi-likelihood conditioned on y0 and on the reparametrization δk = (1 − ρ)µk,




i=tk+2 (yi − ρyi−1 − δk)2 +
m∑
k=1{(ytk+1 − δk1 − ρ) − ρ(ytk − δk−11 − ρ)}
2 + (y1 − ρy0 − δ0)2 .
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Due to the term that involves both δk−1 and δk, this criterion cannot be efficiently minimized.
Therefore, we propose to use an alternative criterion defined as follows:
SSm (y, ρ,δ, t) = m∑
k=0
tk+1∑
i=tk+1 (yi − ρyi−1 − δk)2 . (3.8)
Note that SSm (z, ρ, (1 − ρ)µ, t) corresponds to −n/2 times the log-likelihood of the following
model maximized with respect to σ:
zi − µ⋆k = ρ⋆ (zi−1 − µ⋆k) + i , t⋆n,k + 1 ≤ i ≤ t⋆n,k+1 , 0 ≤ k ≤m , 1 ≤ i ≤ n , (3.9)
and where z0 is a Gaussian rv with mean µ
⋆
0 and variance σ
⋆2/(1−ρ⋆2). In this model, which
is a subset of a model belonging to the class considered in Bardet, Kengne, and Wintenberger
(2012), the expectation changes are not abrupt anymore as in Model (3.1).
The parameter ρ, involved in each term of (3.8), is still a problem in order to minimize
SSm with respect to ρ,δ and t. This minimization problem is a complex discrete and global
optimization problem. Dynamic Programming (Auger and Lawrence, 1989) cannot be used
in this case. Only iterative methods are suitable to this minimization problem, without any
guarantee to converge to the global minimum.
However, if ρ is replaced by an estimator ρn, SSm(y, ρn,δ, t) can be minimized with
respect to δ and t by Dynamic Programming. Proposition 3.3 gives asymptotic results for
the estimators resulting from this method.
Proposition 3.2. Let z = (z0, . . . , zn) be a finite sequence of real-valued rv’s satisfying (3.9)
and (ρn) a sequence of real-valued rv’s. Let δ̂n(z, ρn) and t̂n(z, ρn) be defined by
(δ̂n(z, ρn), t̂n(z, ρn)) = arg min(δ,t)∈Rm+1×An,mSSm (z, ρn,δ, t) , (3.10)
τ̂n(z, ρn) = 1n t̂n(z, ρn), (3.11)
where
An,m = {(t0, . . . , tm+1) ; t0 = 0 < ⋅ ⋅ ⋅ < tm+1 = n,∀k = 1, . . . ,m + 1, tk − tk−1 ≥ ∆n} (3.12)
and where (∆n) is a real sequence such that n−1∆n Ð→
n→∞ 0 and n−α∆n Ð→n→∞ +∞ with α > 0.
Assume that (ρn − ρ⋆) = OP (n−1/2) , (3.13)
as n tends to infinity. Then,
∥τ̂n(z, ρn) − τ ⋆∥ = OP (n−1) , ∥δ̂n(z, ρn) − δ⋆∥ = OP (n−1/2) ,
where ∥ ⋅ ∥ is the Euclidian norm and
δ⋆ = (δ⋆0 , . . . , δ⋆m+1) = (1 − ρ⋆) (µ⋆0 , . . . , µ⋆m+1) .
The results still hold if the i’s are only assumed to be centered and to have a finite second
order moment.
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Proposition 3.3. The results of Proposition 3.2 still hold under the same assumptions when
z is replaced with y satisfying (3.1).
The results still hold if the i’s are only assumed to be centered and to have a finite second
order moment.
The proofs of Propositions 3.2 and 3.3 are given in Sections 3.7.3 and 3.7.4, respectively.
Note that the estimators defined in these propositions have the same asymptotic properties as
those of the estimators proposed by Lavielle and Moulines (2000). In the Gaussian framework,
the estimator ρ̃n defined in Section 3.2 satisfies the same properties as ρn and can thus be
used in the criterion SSm for providing consistent estimators of the change-points and of the
means.
3.4 Selecting the number of change-points
We now consider the selection of the number of change-points. We first propose a penalized
contrast criterion, which we prove to be consistent in the non-Gaussian case. The penalty
has a general form, which needs to be specified for a practical use. Therefore, we also derive
an adaptation of the modified BIC criterion proposed by Zhang and Siegmund (2007) in the
Gaussian context. This criterion does not rely on any tuning parameter and has been shown
to be efficient in practical cases (see Picard, Lebarbier, et al., 2011).
3.4.1 Consistent model selection criterion
We propose to select the number of change-points m as follows




SSm(z, ρn) + βnm (3.14)
where mmax ≥m⋆, (βn)n≥1 is a sequence of positive real numbers, ρn satisfies the assumptions
of Proposition 3.2 and
SSm(z, ρ) = min
δ,t∈An,m SSm(z, ρ,δ, t) , (3.15)An,m being defined in (3.12).
Proposition 3.4. Under the assumptions of Proposition 3.2, and if
βn Ð→
n→∞ 0, n1/2βn Ð→n→∞ +∞, ∆nβn Ð→n→∞ +∞ ,
where ∆n is defined in Proposition 3.2, m̂ defined by (3.14) converges in probability to m⋆.
The result still holds if the i’s are only assumed to be independent, centered and to have a
finite second order moment.
Proposition 3.5. The result of Proposition 3.4 still holds under the same assumptions when
z is replaced by y satisfying (3.1).
The result still holds if the i’s are only assumed to be independent, centered and to have a
finite second order moment.
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The proofs of Propositions 3.4 and 3.5 are given in Sections 3.7.5 and 3.7.6, respectively.
Remark 3.4. If βn = n−β, the assumptions of Propositions 3.4 and 3.5 are fulfilled if and only
if 0 < β < min (α,1/2), where α is defined in Proposition 3.2. α stands for the usual bound for
the control of the minimal segment length (see Lavielle and Moulines, 2000). The 1/2 bound
is the price to pay for the estimation of ρ⋆.
3.4.2 Modified BIC criterion
Zhang and Siegmund (2007)1 proposed a modified Bayesian information criterion (mBIC) to
select the number m of change-points in the particular case of segmentation of an independent
Gaussian process x. This criterion is defined in a Bayesian context in which a non informative
prior is set for the number of segments m. mBIC is derived from an OP (1) approximation
of the Bayes factor between models with m and 0 change-points, respectively. The mBIC
selection procedure consists in choosing the number of change-points as:
m̂ = arg max
m
Cm(x,0) (3.16)
where the criterion Cm(y, ρ) is defined for a process y as
Cm(y, ρ) =
− n −m + 1
2
logSSm(y, ρ) + log Γ(n −m + 12 ) − 12 m∑k=0 lognk(t̂(y, ρ)) −m logn,
where Γ is the usual Gamma function. In the latter equation
nk(t̂(y, ρ)) = t̂k+1(y, ρ) − t̂k(y, ρ), (3.17)
where t̂(y, ρ) = (t̂1(y, ρ), . . . , t̂m(y, ρ)) is defined as t̂(y, ρ) = arg min
t∈An,m minδ SSm(y, ρ, δ, t).
Note that, in Model (3.9), the criterion could be directly applied to the decorrelated series
v⋆ = (v⋆i )1≤i≤n = (yi − ρ⋆yi−1)1≤i≤n since
Cm(y, ρ⋆) = Cm(v⋆,0).
We propose to use the same selection criterion, replacing ρ⋆ by some relevant estimator ρn.
The following two propositions show that this plug-in approach result in the same asymptotic
properties under both Model (3.9) and (3.1).
Proposition 3.6. For any positive m, for a process z satisfying (3.9) and under the assump-
tions of Proposition 3.2, we have
Cm(z, ρn) = Cm(z, ρ⋆) +OP (1), as n→∞ .
Proposition 3.7. For any positive m, for a process y satisfying (3.1) and under the assump-
tions of Proposition 3.3 , we have
Cm(y, ρn) = Cm(y, ρ⋆) +OP (1), as n→∞ .
1See Theorem 2.11 of this document.
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Figure 3.1 – Top left: a series around two changes, with ρ⋆ = 0.5. Top right: the decorrelated series in the
same region. Bottom left: before post-processing, two pairs of adjacent change-points are found. Bottom right:
post-processing removes the last change-point of each pair of adjacent ones.
The proofs of Propositions 3.6 and 3.7 are given in Sections 3.7.7 and 3.7.8 respectively.
In practice, we propose to take ρn = ρ̃n which satisfies the condition of Proposition 3.7 to
estimate the number of segments by
m̂ = arg maxm [−(n −m + 12 ) logSSm(y, ρ̃n) + log Γ(n −m + 12 )−1
2
m∑
k=0 lognk(t̂(y, ρ̃n)) −m logn] , (3.18)
where SSm(⋅, ⋅) and nk(⋅, ⋅) are defined in (3.15) and (3.17), respectively.
Remark 3.5. Since the definition of the original mBIC criterion is intrinsically related to




Our decorrelation procedure introduces spurious change-points in the series, at distance 1 of
the true change-points (see Figure 3.1, top). Since these artefacts may affect our procedure,
we propose a post-processing to the estimated change-points t̂n, which consists in removing
segments of length 1:
PP (t̂n) = {t̂n,k ∈ t̂n} ∖ {t̂n,i such that t̂n,i = t̂n,i−1 + 1 and t̂n,i+1 ≠ t̂n,i + 1} .
This post-processing results in a smaller number of change-points. Figure 3.1 summarizes the
whole processing.
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In practice, it may also be useful to have some guidance on how to check that the as-
sumptions underpinning our approach are satisfied for a given data set. A possible approach
is to subtract the estimated piecewise constant function from the original series. If the model
is the expected one, this new series should be a realization of an AR(1) Gaussian process.
Hence, the residuals built by decorrelation of this series should be Gaussian and independent.
One way to check this is to perform a gaussianity test and a Portmanteau test on this series
of residuals.
3.5.2 Simulation design
To assess the performance of the proposed method, we used a simulation design inspired
from the one conceived by W. R. Lai et al. (2005). We considered series of length n ∈{100,200,400,800,1600} with autocorrelation at lag 1, denoted by ρ⋆, ranging from −.9 to
.9 (by steps of .1) and residual standard deviation σ⋆ between .1 and .6 (by steps of .1). All
series were affected by m⋆ = 6 change-points located at fractions 1/6±1/36,3/6±2/36,5/6±3/36
of their length. Each combination was replicated S = 100 times. The mean within each
segment alternates between 0 and 1, starting with µ1 = 0.
Estimation of ρ⋆. For each generated series, two different estimates ρn of ρ⋆ were com-
puted: the original estimate ρn = ρ̂MG proposed by Ma and Genton (2000) and our revised
version ρn = ρ̃n. We carried the same study on series with no change-point (centered series).
Estimation of the segmentation parameters. For each generated series, we estimated
the change-point locations τ̂n(y, ρn) using Proposition 3.2 for each m from 1 to mmax = 75
and with different choices of ρn: ρ̃n (our estimator), ρ
⋆ (the true value) and zero (which does
not take into account for the autocorrelation). For each choice of ρn, we then selected the
number of change-points m̂ using (3.18). Actually, the last choice ρn = 0 corresponds to the
classical least-squares framework. In addition, we shall also use the post-processing described
in Section 3.5.1 for the cases where ρn = ρ̃n and ρ⋆.
To study the quality of the proposed model selection criterion, we computed the distri-
bution of m̂ for each estimate ρn ∈ {ρ̃n, ρ⋆,0} with post-processing or not for the first two
estimates of ρ⋆.
In order to assess the performance of the estimation of the change-point locations, we
computed the Hausdorff distance defined in the segmentation framework as follows, see Boysen
et al. (2009) and Harchaoui and Le´vy-Leduc (2010):
d (τ ⋆, τ̂n (y, ρn)) = max (d1 (τ ⋆, τ̂n (y, ρn)) , d2 (τ ⋆, τ̂n (y, ρn))) , (3.19)
where
d1 (a,b) = sup
b∈b infa∈a ∣a − b∣ , (3.20)
and d2 (a,b) = d1 (b,a) . (3.21)
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d1 close to zero means that an estimated change-point is likely to be close to a true change-
point. A small value of d2 means that a true change-point is likely to be close to each estimated
change-point. A perfect segmentation results in both null d1 and d2. Over-segmentation
results in a small d1 and a large d2. Under-segmentation results in a large d1 and a small d2,
provided that the estimated change-points are correctly located.
3.5.3 Results
Estimation of ρ⋆. In Figure 3.2, we compare the performance of our robust estimator of ρ⋆:
ρ̃n with the ones of the estimator ρ̂MG in the case where there are no change-points in the ob-
servations. More precisely, in this case, the observations y are generated under the Model (3.1)
with µ⋆k = 0, for all k. We observe that the estimator proposed by Ma and Genton (2000) per-
forms better than our robust estimator. However, it is not the case anymore in the presence of
change-points in the data as we can see in Figure 3.3. In the latter case, our robust estimator
















































































































































































Figure 3.2 – Boxplots of ρ̂MG − ρ⋆ in red and ρ̃n − ρ⋆ in black for different values of ρ⋆ in the case where
there are no change-points in the data with n = 400 (plots on the left), n = 1600 (plots on the right), σ⋆ = 0.2
(top) and σ⋆ = 0.6 (bottom).
Model selection. In Figures 3.4 and 3.5, we compare the estimated number of change-







































































































































































































Figure 3.3 – Boxplots of ρ̂MG−ρ⋆ in red and ρ̃n−ρ⋆ in black for different values of ρ⋆ in the case where there
are change-points in the data with n = 400 (plots on the left), n = 1600 (plots on the right), σ⋆ = 0.2 (top) and
σ⋆ = 0.6 (bottom).
with three different values of ρ⋆ (ρ⋆ = 0.3, 0.6 and 0.8). In these figures, the notation LS,
Robust and Oracle correspond to the cases where ρn = 0, ρn = ρ̃n and ρn = ρ⋆, respectively.
Moreover, we use the notation -P when the post-processing described in Section 3.5.1 is used.
In the situations where σ⋆ and ρ⋆ are small, all the methods provide an accurate estimation
of the number of change-points. In the other cases, LS tends to strongly overestimate the
number of change-points. Robust and Oracle tend to select twice the true number of change-
points due to the artifactual presence of change-points in the decorrelated series as explained
in Section 3.5.1. This is corrected by the post-processing and Robust-P provides the correct
number of change-points in most of the considered configurations. Moreover, we also observe
that the performance of Robust and Robust-P are similar to these of Oracle and Oracle-P: the
robust decorrelation procedure we propose performs as well as if ρ⋆ was known for n = 1600.
It has to be noted that the post-processing would not improve the performance on LS so we
did not considered it.
Change-point locations. In Figures 3.6 and 3.8 are displayed the boxplots of the two parts
d1 and d2 of the Hausdorff distance defined in (3.20) and (3.21), respectively for different values
of ρ⋆ when σ⋆ = 0.5. d2 is displayed in Figure 3.7 for σ⋆ = 0.1; for this value of σ⋆, d1 was








































Figure 3.4 – Boxplots for the estimated number of change-points for n = 1600 when ρn = 0 (LS), ρn = ρ̃n
(Robust and Robust-P with post-processing) and ρn = ρ⋆ (Oracle and Oracle-P with post-processing) with
σ⋆ = 0.1 and ρ⋆ = 0.3 (left), ρ⋆ = 0.6 (middle) and ρ⋆ = 0.8 (right). The true number of change-points is equal
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Figure 3.5 – Boxplots for the estimated number of change-points for n = 1600 when ρn = 0 (LS), ρn = ρ̃n
(Robust and Robust-P with post-processing) and ρn = ρ⋆ (Oracle and Oracle-P with post-processing) with
σ⋆ = 0.5 and ρ⋆ = 0.3 (left), ρ⋆ = 0.3 (middle) and ρ⋆ = 0.8 (right). The true number of change-points is equal
to 6 (red horizontal line).
When the noise is small (σ⋆ = 0.1), the robust procedure we propose performs well for
the whole range of correlation. On the contrary, the performance of LS are deprecated when
the correlation increases, whereas these of LS⋆ still provide accurate change-point locations.
This shows that the least-square approach only fails because it turns to overestimate the
number of change-points. This is all the more true for LS when the variance of the noise is
large (σ⋆ = 0.5). When the problem gets difficult (both σ⋆ and ρ⋆ large), our robust procedure
tends to underestimate the number of change-points (which was expected) and the estimated
change-points are close to true ones.
An other way to illustrate the performance of the estimation of the change-point locations
is the histograms of these estimates. We provide these plots only for LS, Robust-P and Oracle-
P, because Post-processing does not change significantly LS estimates, and, furthermore,
Robust (respectively Oracle) method’s histograms with or without Post-Processing are very
similar, see Figures 3.9 and 3.10. These figures illustrate that in case of over-estimation of
















































































Figure 3.6 – Boxplots for the first part of the Hausdorff distance (d1) for n = 1600 when ρn = 0 (LS and LS*
when the true number of change-points is known), ρn = ρ̃n (Robust and Robust-P with post-processing) and
ρn = ρ⋆ (Oracle and Oracle-P with post-processing) with σ⋆ = 0.5 and ρ⋆ = 0.3 (left), ρ⋆ = 0.6 (middle) and













































































Figure 3.7 – Boxplots for the second part of the Hausdorff distance (d2) for n = 1600 when ρn = 0 (LS and
LS* when the true number of change-points is known), ρn = ρ̃n (Robust and Robust-P with post-processing)
and ρn = ρ⋆ (Oracle and Oracle-P with post-processing) with σ⋆ = 0.1 and ρ⋆ = 0.3 (left), ρ⋆ = 0.6 (middle)
















































































































































Figure 3.8 – Boxplots for the second part of the Hausdorff distance (d2) when ρn = 0 (LS and LS* when
the true number of change-points is known), ρn = ρ̃n (Robust and Robust-P with post-processing) and ρn = ρ⋆








































Figure 3.9 – Frequencies of each possible change-point estimator, with σ⋆ = 0.1 and n = 1600. Tick-marks on
bottom-side axis represent the true change-point locations. ρn = 0 (LS, top line), ρn = ρ̃n (Robust-P, middle
line) and ρn = ρ⋆ (Oracle-P, bottom line) with ρ⋆ = 0.3 (left), ρ⋆ = 0.6 (middle) and ρ⋆ = 0.8 (right).




































Figure 3.10 – Frequencies of each possible change-point estimator, with σ⋆ = 0.5 and n = 1600. Tick-marks
on bottom-side axis represent the true change-point locations.ρn = 0 (LS, top line), ρn = ρ̃n (Robust-P, middle
line) and ρn = ρ⋆ (Oracle-P, bottom line) with ρ⋆ = 0.3 (left), ρ⋆ = 0.6 (middle) and ρ⋆ = 0.8 (right).
3.5.4 Additional simulation studies
Comparison with Bardet, Kengne, and Wintenberger (2012)
The quasi-maximum likelihood method proposed by Bardet, Kengne, and Wintenberger (2012),
when applied to a Gaussian AR(1) process with changes in the mean (y0, . . . , yn) , consists
in the minimization with respect to ρ = (ρ0, . . . , ρm) ,σ = (σ0, . . . , σm) ,δ = (δ0, . . . , δm) and
t = (t0, . . . , tm) of the following function:
(ρ,σ,δ, t)↦ m∑
k=0
⎧⎪⎪⎨⎪⎪⎩(tk+1 − tk) log (σ2k) + 1σ2k
tk+1∑
i=tk+1 (yi − ρkyi−1 − δk)2
⎫⎪⎪⎬⎪⎪⎭ . (3.22)
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Figure 3.11 – Frequencies of each possible change-point location estimate. Tick-marks on bottom-side axis
represent the true change-point locations. Left: Estimation by the minimization of (3.22). Right: Our method.
Indeed, in the class of models considered in Bardet, Kengne, and Wintenberger (2012), changes
in all the parameters are possible at each change-point. Using this method to estimate the
change-point locations for data satisfying Model (3.1) or (3.9) boils down to ignore the sta-
tionarity of (ηi)i≥0 as defined in (3.2). It can lead to a poor estimation of change-point
locations, especially when there are many changes close to each other. To illustrate this fact,
we compared our estimator of change-point locations to the estimates given by the minimiza-
tion of (3.22). We generated 100 series of length 400, under Model (3.1), with ρ⋆ = 0.3 and
σ⋆ = 0.4. The number of change-points, their locations and the means within segments are
the same as in Section 3.5.2. The number of changes is assumed to be known and we did
not post-process the estimates. Simulations show that using the method of Bardet, Kengne,
and Wintenberger (2012) in this case can lead to a poor estimation of close change-points,
while our method is less affected by the length of segments (see Figure 3.11). For example,
the boundaries of the smallest segment are recovered in less than half of the simulations when
minimizing (3.22).
Robustness to model mis-specification
In this section, we study the behaviour of our proposed robust procedure (Robust-P) when
the signal is corrupted by an AR(2) Gaussian process, e.g. in Model 3.1, ηi is a zero-mean
stationary process such that
ηi = φ⋆1ηi−1 + φ⋆2ηi−2 + εi,
where ∣φ2∣ < 1, φ1 + φ2 < 1 and φ2 − φ1 < 1. We considered series of fixed length n = 1600,
a residual standard deviation σ⋆ = 0.1, φ⋆1 = 0.3 and φ⋆2 in {−0.9,−0.8,−0.7, . . . ,0.5,0.6} We
used the same segmentation design as in Subsection 3.5.1. Each combination was replicated
100 times. All the results are displayed in Figure 3.12.
The procedure performs well when φ⋆2 belongs to the interval [−0.5,0.2] as expected (simi-
lar to the case of AR(1)): the estimated segmentation is close to the true one. When φ⋆2 > 0.2,
it tends to over-estimate the number of change-points. The true change-points are detected
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Figure 3.12 – Left: Boxplots for the estimated number of change-points. Center and right: Boxplots for the
first part of the Hausdorff distance (d1) and for the second part of the Hausdorff distance (d2) with n = 1600,
σ⋆ = 0.1 and φ⋆1 = 0.3 with respect to different values of φ⋆2.















Figure 3.13 – Boxplots of ̃̃ρn − ρ⋆ for different values of ρ⋆ when n = 1600 and σ⋆ = 0.1.
of ρ⋆ leads to an increasing in the mean differences) but false change-points are added (large
d2). When φ
⋆
2 < −0.5, under-segmentation is observed: the decorrelation procedure with a
large estimated value of ρ⋆ leads to a difficult segmentation problem.
Estimator of ρ⋆ in the case of the Cauchy distribution
In Section 3.2, an analogous estimator of ρ⋆ in the case of Cauchy distributed observations is
proposed. We follow the simulation design described in Subsection 3.5.2, where the Gaussian
rv’s are replaced by Cauchy rv’s. More precisely, the expectation parameters are replaced by
the location parameters of the Cauchy distribution and σ⋆ is replaced by the scale parameter
of the Cauchy distribution. We can see from Figure 3.13 that ̃̃ρn is an accurate estimator
of ρ⋆ except when ρ⋆ is close to zero. When this estimator of ρ⋆ is used in our change-
point estimation method, it leads to poor estimations of the change-points since the Cauchy
distribution does not have finite second order moment (simulations not shown).
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3.6 Conclusion
In this paper, we propose a novel approach for estimating multiple change-points in the mean
of a Gaussian AR(1) process. Our approach is based on two main stages. The first one consists
in building a robust estimator of the autocorrelation parameter which is used for whitening
the original series. In the second stage, we apply the inference approach commonly used to
estimate change-points in the mean of independent random variables. In the course of this
study, we have shown that our approach, which is implemented in the R package AR1seg, is a
very efficient technique both on a theoretical and practical point of view. More precisely, it has
two main features which make it very attractive. Firstly, the estimators that we propose have
the same asymptotic properties as the classical estimators in the independent framework
which means that the performances of our estimators are not affected by the dependence
assumption. Secondly, from a practical point of view, AR1seg is computationally efficient and
exhibits better performance on finite sample size data than existing approaches which do not
take into account the dependence structure of the observations.
3.7 Proofs
3.7.1 Proof of Proposition 3.1
Let F1 and F2 denote the cumulative distribution functions (cdf) of (∣yi+1 − yi∣) for i ≠
t⋆n,1, . . . , t⋆n,m⋆ and (∣yi+2 − yi∣) for i ≠ t⋆n,1 − 1, . . . , t⋆n,m⋆ − 1, respectively. By (3.1), (yi −
E(yi))0≤i≤n are (n + 1) observations of a AR(1) stationary Gaussian process thus for any
i ≠ t⋆n,1, . . . , t⋆n,m⋆ , (yi+1 − yi) and for any i ≠ t⋆n,1 − 1, . . . , t⋆n,m⋆ − 1, (yi+2 − yi) are zero-mean
Gaussian rv’s with variances equal to 2σ⋆2/(1+ ρ⋆) and 2σ⋆2, respectively. Hence, for all t in
R,
F1 ∶ t↦ 2Φ⎛⎝t
√
1 + ρ⋆
2σ⋆2 ⎞⎠ − 1 and F2 ∶ t↦ 2Φ⎛⎝t
√
1
2σ⋆2⎞⎠ − 1 , (3.23)
where Φ denotes the cumulative distribution function of a standard Gaussian rv.
Let also denote by F1,n and F2,n−1 the empirical cumulative distribution functions of(∣yi+1 − yi∣)0≤i≤n−1 and (∣yi+2 − yi∣)0≤i≤n−2, respectively. Observe that for all t in R,
√
n(F1,n(t) − F1(t)) = 1√
n
n−1∑
i=0 (1{∣yi+1−yi∣≤t} − F1(t))= 1√
n
∑










0≤i≤n−1 (1{∣zi∣≤t} − F1(t)) +Rn(t) , (3.24)
where supt∈R ∣Rn(t)∣ = op(1), the zi = yi+1 −yi except for i = t⋆n,1, . . . , t⋆n,m⋆ , where zi = ηi+1 −ηi,(ηi) being defined in (3.2).
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Thus, by using the theorem of Cso¨rgo and Mielniczuk (1996)2, we obtain that the first
term in the right-hand side of (3.24) converges in distribution to a zero-mean Gaussian process
G in the space of ca`dla`g functions equipped with the uniform norm. Since the second term in
the right-hand side tends uniformly to zero in probability, we get that
√
n(F1,n−F1) converges
in distribution to a zero-mean Gaussian process in the space of ca`dla`g functions equipped with
the uniform norm and that the same holds for
√
n − 1(F2,n−1 − F2).
By Lemma 21.3 of Van der Vaart (2000) the quantile function T ∶ F ↦ F −1(1/2) is
Hadamard differentiable at F tangentially to the set of ca`dla`g functions h that are continuous
at F−1(1/2) with derivative T ′F (h) = −h(F −1(1/2))/F ′(F −1(1/2)). By applying the functional
delta method (Van der Vaart, 2000, Theorem 20.8)3, we get that
√
n(T (F1,n) − T (F1)) con-
verges in distribution to T ′F1(G). Moreover, by the Continuous mapping theorem, it is the
same for T ′F1 {√n(F1,n − F1)}. Thus,√
n (F −11,n(1/2) − F−11 (1/2)) = T ′F1 {√n(F1,n − F1)} + op(1)
= − 1√
n
∑n−1i=0 (1{∣yi+1−yi∣≤F−11 (1/2)} − 1/2)
F ′1(F −11 (1/2)) + op(1) .
In the same way,√




i=0 (1{∣yi+2−yi∣≤F−12 (1/2)} − 1/2)
F ′2(F −12 (1/2)) + op(1) ,
By applying the Delta method (Van der Vaart, 2000, Theorem 3.1)4 with the transforma-
tion f(x) = x2, we get√
n (F −11,n(1/2)2 − F −11 (1/2)2) =
− 2F −11 (1/2)√
n
∑n−1i=0 (1{∣yi+1−yi∣≤F−11 (1/2)} − 1/2)
F ′1(F −11 (1/2)) + op(1) ,√
n − 1 (F−12,n−1(1/2)2 − F−12 (1/2)2) =
− 2F −12 (1/2)√
n − 1 ∑
n−2
i=0 (1{∣yi+2−yi∣≤F−12 (1/2)} − 1/2)
F ′2(F −12 (1/2)) + op(1) ,
Note that by (3.23), we obtain that
F−11 (1/2) = √ 2σ⋆21 + ρ⋆Φ−1(3/4) and F−12 (1/2) = √2σ⋆2Φ−1(3/4) . (3.25)
Moreover,
F ′1(F−11 (1/2)) = 2√1 + ρ⋆2σ⋆2 ϕ (Φ−1(3/4)) and F ′2(F−12 (1/2)) = 2
√
1
2σ⋆2ϕ (Φ−1(3/4)) , (3.26)
2See Theorem 2.4 of this document.
3See Theorem 2.6 of this document.
4See Theorem 2.5 of this document.
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where ϕ denotes the probability distribution function of a standard Gaussian rv.
Observe that
√
n(ρ̃n − ρ⋆) can be rewritten as follows:√
n(ρ̃n − ρ⋆) = √n F−12,n(1/2)2 − (1 + ρ⋆)F −11,n(1/2)2
F−11,n(1/2)2
= √n (F−12,n−1(1/2)2 − F−12 (1/2)2) − (1 + ρ⋆) (F−11,n(1/2)2 − F−11 (1/2)2)
F−11,n(1/2)2
+√n F−12 (1/2)2 − (1 + ρ⋆)F−11 (1/2)2
F−11,n(1/2)2 . (3.27)
By (3.25) the last term in the right-hand side of (3.27) is equal to zero. Thus,
F−11,n(1/2)2√n(ρ̃n − ρ⋆) =
1√
n − 1 n−2∑i=0 {a2 (1{∣yi+2−yi∣≤F−12 (1/2)} − 1/2) − a1(1 + ρ⋆) (1{∣yi+1−yi∣≤F−11 (1/2)} − 1/2)} + op(1) ,
where, by (3.26),
a2 = − 2F−12 (1/2)
F ′2(F −12 (1/2)) = −2σ⋆2 Φ
−1(3/4)
ϕ (Φ−1(3/4))
and a1 = − 2F−11 (1/2)
F ′1(F −11 (1/2)) = − 2σ
⋆2
1 + ρ⋆ Φ−1(3/4)ϕ (Φ−1(3/4)) .
By (3.25),
√
n(ρ̃n − ρ⋆) can thus be rewritten as follows:
F−11,n(1/2)2√n(ρ̃n − ρ⋆) = 2σ⋆2Φ−1(3/4)21 + ρ⋆ 1√n − 1 ∑0≤i≤n−2 Ψ(ηi, ηi+1, ηi+2) + op(1) .
where Ψ is defined in (3.6) and (ηi) is defined in (3.2). Since Ψ is a function on R3 with
Hermite rank greater than 1 and (ηi)i≥0 is a stationary AR(1) Gaussian process, and since
F−11,n(1/2)2 converges in probability to F −11 (1/2)2, (3.4) follows by applying Arcones (1994,
Theorem 4)5, Slutsky’s lemma and Equation (3.25).
3.7.2 Hints for (3.7)
Note that if X has a Cauchy(x0,γ) distribution then the characteristic function ϕX of X
can be written as ϕX(t) = eix0t−γ∣t∣. Moreover, the cdf FX of X is such that F−1X (3/4) =
x0 + γ. Thus, ηi = ∑k≥0(ρ⋆)kεi−k has a Cauchy( x01−ρ⋆ , γ1−∣ρ⋆∣) distribution and (ρ⋆ − 1)ηi has a
Cauchy(−x0, γ∣ρ⋆−1∣1−∣ρ⋆∣ ) distribution. Since ηi+1 − ηi = (ρ⋆ − 1)ηi + εi is a sum of two independent
Cauchy rv’s, it is distributed as a Cauchy(0, γ (1 + ∣ ρ⋆−11−∣ρ⋆∣ ∣)) distribution. In the same way,
ηi+2 − ηi = (ρ⋆2 − 1)ηi + ρ⋆εi + εi+2 is a sum of three independent Cauchy rv’s and has thus a
Cauchy(0,2γ(1 + ∣ρ⋆∣)). Let F1 and F2 denote the cdf of (ηi+1−ηi) and (ηi+2−ηi), respectively.
By using the properties of the cdf of a Cauchy distribution, we get, on the one hand, that
F−12 (3/4) = 2γ(1 + ∣ρ⋆∣) and, on the other hand, that
F−11 (3/4) = ⎧⎪⎪⎨⎪⎪⎩ 2γ, if ρ
⋆ > 0 ,
2γ
1+ρ⋆ , if ρ⋆ < 0 .
5See Theorem 2.7 of this document.
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From this we get that
(F−12 (3/4)
F−11 (3/4))
2 − 1 = ⎧⎪⎪⎨⎪⎪⎩ ρ
⋆(2 + ρ⋆), if ρ⋆ > 0 ,
ρ⋆2(ρ⋆2 − 2), if ρ⋆ < 0 .
The definition of ̃̃ρn comes by inverting these last two functions.
3.7.3 Proof of Proposition 3.2
In the sequel, we need the following definitions, notations and remarks. Observe that (3.9)
can be rewritten as follows:


















where δ⋆k = (1−ρ⋆)µ⋆k, for 0 ≤ k ≤m, and T (t) is an n× (m+ 1) matrix where the kth column
is (0, . . . ,0´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
tk−1
1, . . . ,1´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
tk−tk−1
0, . . . ,0´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
n−tk
)T .
Let us define the exact and estimated decorrelated series by
w⋆ = z − ρ⋆Bz , (3.30)
w = z − ρnBz . (3.31)
For any vector subspace E of Rn, let piE denote the orthogonal projection of Rn on E.
Let also ∥ ⋅ ∥ be the Euclidian norm on Rn, ⟨⋅, ⋅⟩ the canonical scalar product on Rn and ∥ ⋅ ∥∞
the sup norm. For x a vector of Rn and t ∈ An,m, let
Jn,m (x, t) = 1
n
(∥piEt⋆n (x) ∥2 − ∥piEt (x) ∥2) , (3.32)
written Jn (x, t) in the sequel for notational simplicity. In (3.32), Et⋆n and Et correspond to
the linear subspaces of Rn generated by the columns of T (t⋆n) and T (t), respectively. We
shall use the same decomposition as the one introduced in Lavielle and Moulines (2000):
Jn (x, t) =Kn (x, t) + Vn (x, t) +Wn (x, t) , (3.33)
where
Kn (x, t) = 1
n
∥(piEt⋆n − piEt)Ex∥2 , (3.34)
Vn (x, t) = 1
n
(∥piEt⋆n (x −Ex)∥2 − ∥piEt (x −Ex)∥2) , (3.35)
Wn (x, t) = 2
n
(⟨piEt⋆n (x −Ex) , piEt⋆n (Ex)⟩ − ⟨piEt (x −Ex) , piEt (Ex)⟩) . (3.36)
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We shall also use the following notations:
λ = min
1≤k≤m ∣δ⋆k − δ⋆k−1∣ , (3.37)
λ = max
1≤k≤m ∣δ⋆k − δ⋆k−1∣ , (3.38)
∆τ⋆ = min
1≤k≤m+1 (τ⋆k − τ⋆k−1) , (3.39)Cν,γ,n,m = {t ∈ An,m;νλ−2 ≤ ∥t − t⋆n∥ ≤ nγ∆τ⋆} , (3.40)C′ν,γ,n,m = Cν,γ,n,m ∩ {t ∈ An,m;∀k = 1, . . . ,m, tk ≥ t⋆n,k} , (3.41)C′ν,γ,n,m (I) = {t ∈ C′ν,γ,n,m;∀k ∈ I, νλ−2 ≤ tk − t⋆n,k ≤ nγ∆τ⋆ and ∀k ∉ I, tk − t⋆n,k < νλ−2} , (3.42)
for any ν > 0, 0 < γ < 1/2 and I ⊂ {1, . . . ,m}. We shall also need the following lemmas in
order to prove Proposition 3.2 which are proved below.
Lemma 3.1. Let (z0, . . . , zn) be defined by (3.1) or (3.9), then
∥Bz∥ = OP (n1/2) , (3.43)∥z∥ = OP (n1/2) , (3.44)
as n tends to infinity, where Bz and z are defined in (3.29).
Lemma 3.2. Let (z0, . . . , zn) be defined by (3.1) or (3.9) then, for all t ∈ An,m,
∣Jn (w, t) − Jn (w⋆, t)∣ ≤ 2 ∣ρ⋆ − ρ∣
n
∥Bz∥ (∣ρ⋆ + ρ∣ ∥Bz∥ + 2 ∥z∥) = OP (n−1/2) = oP (1) ,
as n→∞, where Jn is defined in (3.32), Bz and z are defined in (3.29), w⋆ is defined in (3.30)
and w is defined in (3.31).
Lemma 3.3. Under the assumptions of Proposition 3.2, ∥τn − τ ⋆∥∞ converges in probability
to 0, as n tends to infinity.
Lemma 3.4. Under the assumptions of Proposition 3.2 and for any ν > 0, 0 < γ < 1/2 andI ⊂ {1, . . . ,m},
P ( min
t∈C′ν,γ,n,m(I)(12Kn (w⋆, t) + Vn (w⋆, t) +Wn (w⋆, t)) ≤ 0)Ð→ 0 , as n→∞ ,
where C′ν,γ,n,m (I) is defined in (3.42) and w⋆ is defined in (3.30).
Lemma 3.5. Under the assumptions of Proposition 3.2 and for any ν > 0, 0 < γ < 1/2 andI ⊂ {1, . . . ,m},
P ( min
t∈C′ν,γ,n,m(I)Jn (w, t) ≤ 0)Ð→ 0 , as n→∞ ,
where C′ν,γ,n,m (I) is defined in (3.42) and w is defined in (3.31).
Lemma 3.6. Under the assumptions of Proposition 3.2,
∥τ̂n(z, ρn) − τ ⋆∥∞ = OP (n−1) .
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Proof of Lemma 3.1. Without loss of generality, assume (z0, . . . , zn) is defined by (3.9). ∥z∥2−∥Bz∥2 = z2n − z20 = OP (1) thus we only need to prove (3.43). ∥Bz∥2 = ∑n−1i=0 z2i then Markov
inequality implies that ∥Bz∥2 = OP (n).
Proof of Lemma 3.2. By (3.30), w = w⋆ + (ρ⋆ − ρn)Bz. Thus, by (3.32), we get
Jn (w, t) − Jn (w⋆, t) =(ρ⋆ − ρn)2
n
∥piEt⋆ (Bz)∥2 + 2 (ρ⋆ − ρn)n ⟨piEt⋆ (z − ρ⋆Bz) , piEt⋆ (Bz)⟩− (ρ⋆ − ρn)2
n
∥piEt (Bz)∥2 − 2 (ρ⋆ − ρn)n ⟨piEt (z − ρ⋆Bz) , piEt (Bz)⟩ . (3.45)




(ρ⋆ − ρn) ⟨piEt⋆ (Bz), (ρ⋆ − ρn)piEt⋆ (Bz) + 2piEt⋆ (z − ρ⋆Bz)⟩
= 1
n
(ρ⋆ − ρn) ⟨piEt⋆ (Bz), piEt⋆ (2z − (ρ⋆ + ρn)Bz)⟩ .
Since the same can be done for the last two terms in the right-hand side of (3.45), the Cauchy-
Schwarz inequality and the 1-Lipschitz property of projections give
∣Jn (w, t) − Jn (w⋆, t)∣ ≤ 2 ∣ρ⋆ − ρn∣
n
∥Bz∥ (∣ρ⋆ + ρn∣ ∥Bz∥ + 2 ∥z∥) .
The conclusion follows from (3.13) and Lemma 3.1.
Proof of Lemma 3.3. Lavielle and Moulines (2000, proof of Theorem 3) give the following
bounds for any t ∈ An,m:
Kn (w⋆, t) ≥ λ2 min( 1
n
max
1≤k≤m ∣tk − t⋆n,k∣ ,∆τ⋆) , (3.46)






∣Wn (w⋆, t)∣ ≤ 3 (m + 1)2 λ
n
(max
1≤s≤n ∣ s∑i=1 i∣ + max1≤s≤n ∣
n∑
i=n−s i∣) , (3.48)
where λ, λ and ∆τ⋆ are defined in (3.37)–(3.39). For any ν > 0, define, as in Lavielle and
Moulines (2000, proof of Theorem 3),
Cn,m,ν = {t ∈ An,m; ∥t − t⋆n∥∞ ≥ nν} . (3.49)
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For 0 < ν < ∆τ⋆ , we have:
P (∥t̂n(z, ρn) − t⋆n∥∞ ≥ nν) ≤ P ( mint∈Cn,m,ν Jn (w, t) ≤ 0) (3.50)
≤ P ( min
t∈Cn,m,ν (Jn (w, t) − Jn (w⋆, t)) ≤ −νλ2)
+ P ( min
t∈Cn,m,ν (Vn (w⋆, t) +Wn (w⋆, t)) ≤ −νλ2)
≤ P ( min
t∈Cn,m,ν (Jn (w, t) − Jn (w⋆, t)) ≤ −νλ2)





1≤s≤n ∣ s∑i=1 i∣ + max1≤s≤n ∣
n∑
i=n−s i∣ ≥ cλ2nνλ−1)
for some positive constant c. The last two terms of this sum go to 0 when n goes to infinity
(see Lavielle and Moulines, 2000, proof of Theorem 3). To show that the first term shares
the same property, it suffices to show that Jn (w, t) − Jn (w⋆, t) is bounded uniformly in t by
a sequence of rv’s which converges to 0 in probability. This result holds by Lemma 3.2.
Proof of Lemma 3.4. Using Equations (64)–(66) of Lavielle and Moulines (2000), one can
show the bound (73) of Lavielle and Moulines (2000) on
P ( min
t∈C′ν,γ,n,m(I) (Kn (w⋆, t) + Vn (w⋆, t) +Wn (w⋆, t)) ≤ 0) .
Using the same arguments, we have the same bound on
P ( min
t∈C′ν,γ,n,m(I)(12Kn (w⋆, t) + Vn (w⋆, t) +Wn (w⋆, t)) ≤ 0) .
We conclude using Equations (67)–(71) of Lavielle and Moulines (2000).
Proof of Lemma 3.5. By (3.33),
P ( min
t∈C′ν,γ,n,m(I)Jn (w, t) ≤ 0)
≤ P ( min
t∈C′ν,γ,n,m(I)(Jn (w, t) − Jn (w⋆, t) + 12Kn (w⋆, t)) ≤ 0)
+ P ( min
t∈C′ν,γ,n,m(I)(12Kn (w⋆, t) + Vn (w⋆, t) +Wn (w⋆, t)) ≤ 0) .
By Lemma 3.4, the conclusion thus follows if
P ( min
t∈C′ν,γ,n,m(I)(Jn (w, t) − Jn (w⋆, t) + 12Kn (w⋆, t)) ≤ 0)Ð→ 0 , as n→∞ .
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Since min
t∈C′ν,γ,n,m(I)Kn (w⋆, t) ≥ (1 − γ)∆τ⋆ν (see Lavielle and Moulines, 2000, Equation (65)),
P ( min
t∈C′ν,γ,n,m(I)(Jn (w, t) − Jn (w⋆, t) + 12Kn (w⋆, t)) ≤ 0)
≤ P ( min
t∈C′ν,γ,n,m(I) (Jn (w, t) − Jn (w⋆, t)) ≤ 12 (γ − 1)∆τ⋆ν) ,
and we conclude by Lemma 3.2.
Proof of Lemma 3.6. For notational simplicity, t̂n(z, ρn) will be replaced by tn in this proof.
Since for any ν > 0,
P (∥tn − t⋆n∥∞ < νλ−2) = P (∥tn − t⋆n∥∞ ≤ nγ∆τ⋆) − P (tn ∈ Cν,γ,n,m) ,
it is enough, by Lemma 3.3, to prove that
P (tn ∈ Cν,γ,n,m)Ð→ 0 , as n→∞ ,
for all ν > 0 and 0 < γ < 1/2. Since
Cν,γ,n,m = ⋃I⊂{1,...,m}Cν,γ,n,m ∩ {t ∈ An,m;∀k ∈ I, tk ≥ t⋆n,k} ,
we shall only study one set in the union without loss of generality and prove that
P (tn ∈ C′ν,γ,n,m)Ð→ 0 , as n→∞ ,
where C′ν,γ,n,m is defined in (3.41). Since C′ν,γ,n,m = ⋃I⊂{1,...,m}C′ν,γ,n,m (I), we shall only study
one set in the union without loss of generality and prove that
P (tn ∈ C′ν,γ,n,m (I))Ð→ 0 , as n→∞ .
Since
P (tn ∈ C′ν,γ,n,m (I)) ≤ P ( min
t∈C′ν,γ,n,m(I)Jn (w, t) ≤ 0) ,
the proof is complete by Lemma 3.5.
Proof of Proposition 3.2. For notational simplicity, δ̂n(z, ρn) will be replaced by δn in this
proof. By Lemma 3.6, the last result to show is
∥δn − δ⋆∥ = OP (n−1/2) ,














By the Cauchy-Schwarz inequality,RRRRRRRRRRRRR
tn,k+1∑
i=tn,k+1 zi−1
RRRRRRRRRRRRR ≤ (tn,k+1 − tn,k)
1/2 (z2
tn,k
+ ⋅ ⋅ ⋅ + z2
tn,k+1−1)1/2 ≤ n1/2 ∥Bz∥ = OP (n) ,
where the last equality comes from Lemma 3.1. Hence by (3.13) and Lemma 3.6,
δn,k = 1












⎞⎟⎠ +OP (n−1/2) ,
where the last equality comes from (3.28) and (3.30).
Let us now prove that
1
n (τn,k+1 − τn,k)
tn,k+1∑
i=tn,k+1 i = OP (n−1/2) . (3.51)













By the Chebyshev inequality, the first term in the right-hand side of (3.52) is OP (n1/2).
By using the Cauchy-Schwarz inequality, we get that the second term of (3.52) satisfies:∣∑t⋆n,k
i=tn,k+1 i∣ ≤ ∣t⋆n,k − tn,k∣1/2 (∑ni=1 2i )1/2 = OP (1)OP (n1/2) = OP (n1/2), by Lemma 3.6. The
same holds for the last term in the right-hand side of (3.52), which gives (3.51). Hence,
δn,k − δ⋆k = 1
n (τn,k+1 − τn,k)
tn,k+1∑
i=tn,k+1 (Ew⋆i − δ⋆k) +OP (n−1/2)= 1
n (τn,k+1 − τn,k) ∑i∈{tn,k+1,...,tn,k+1}∖{t⋆n,k+1,...,t⋆n,k+1} (Ew⋆i − δ⋆k) +OP (n−1/2) ,
and then
∣δn,k − δ⋆k ∣ ≤ 1
n (τn,k+1 − τn,k) ♯{tn,k + 1, . . . , tn,k+1} ∖ {t⋆n,k + 1, . . . , t⋆n,k+1} maxl=0,...,m ∣δ⋆l − δ⋆k ∣+ OP (n−1/2) .
We conclude by using Lemma 3.6 to get ♯{tn,k + 1, . . . , tn,k+1} ∖ {t⋆n,k + 1, . . . , t⋆n,k+1} =
OP (1) and Lemma 3.3 to get (τn,k+1 − τn,k)−1 = OP (1).
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3.7.4 Proof of Proposition 3.3
The connection between models (3.1) and (3.9) is made by the following lemmas.
Lemma 3.7. Let (y0, . . . yn) be defined by (3.1) and let
v⋆i = yi − ρ⋆yi−1, (3.53)
∆⋆i = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
−ρ⋆ (µ⋆k − µ⋆k−1) if i = t⋆n,k + 1,
0, otherwise,
(3.54)
where the µ⋆k’s are defined in (3.1), then the process
w⋆i = v⋆i +∆⋆i (3.55)
has the same distribution as zi − ρ⋆zi−1 where (z0, . . . zn) is defined by (3.9). Such a process(z0, . . . zn) can be constructed recursively as
⎧⎪⎪⎪⎨⎪⎪⎪⎩
z0 = y0
zi = w⋆i + ρ⋆zi−1 for i > 0. (3.56)
Lemma 3.8. Let (y0, . . . yn) be defined by (3.1) and let z be defined by (3.53– 3.56). Then
wi = vi +∆i (3.57)
where
vi = yi − ρnyi−1 (3.58)
wi = zi − ρnzi−1 (3.59)
∆i = ∆⋆i + (ρ⋆ − ρn) (zi−1 − yi−1) . (3.60)
Lemma 3.9. Let ∆ = (∆i)0≤i≤n as defined in (3.60). Then ∥∆∥ = OP (1).
Proof of Lemma 3.7. Let z being defined by (3.56). Using (3.55), we get, for all 0 ≤ k ≤
m, t⋆n,k < i ≤ t⋆n,k+1,
(zi − µ⋆k) − ρ⋆ (zi−1 − µ⋆k) = (yi − µ⋆k) − ρ⋆ (yi−1 − µ⋆k) +∆⋆i
= ⎧⎪⎪⎪⎨⎪⎪⎪⎩
(yi − µ⋆k) − ρ⋆ (yi−1 − µ⋆k−1) if i = t⋆n,k + 1,(yi − µ⋆k) − ρ⋆ (yi−1 − µ⋆k) otherwise.
This expression equals (yi −E (yi)) − ρ⋆ (yi−1 −E (yi−1)) = ηi − ρ⋆ηi−1 = i by (3.1) and (3.2).
Then z satisfies (3.9).
Proof of Lemma 3.8. The proof of Lemma 3.8 is straightforward.
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Proof of Lemma 3.9. (3.60) can be written as
∆ = ∆⋆ + (ρ⋆ − ρn) (By −Bz)
where ∆⋆ = (∆⋆i )1≤i≤n, By = (yi−1)1≤i≤n and Bz is defined in (3.29). By the triangle inequality,
∥∆∥ ≤ ∥∆⋆∥ + ∣ρ⋆ − ρn∣ (∥By∥ + ∥Bz∥) . (3.61)
Since ∥∆⋆∥ is constant it is bounded. The conclusion follows from (3.61), (3.13) and Lemma 3.1.
Proof of Proposition 3.3. Let y, z, v, w and ∆ be defined in Lemma 3.8.
Using (3.32) and Lemma 3.8, we get
Jn (v, t) = Jn (w, t) + Jn (∆, t) − 2
n
(⟨piEt⋆n (w) , piEt⋆n (∆)⟩ − ⟨piEt (w) , piEt (∆)⟩) .
By the Cauchy-Schwarz inequality and the 1-Lipschitz property of projections, we have
∣Jn (∆, t)∣ ≤ 2
n
∥∆∥2
∣⟨piEt⋆n (w) , piEt⋆n (∆)⟩ − ⟨piEt (w) , piEt (∆)⟩∣ ≤ 2∥∆∥∥w∥.
Note that w = z − ρnBz thus by the triangle inequality
∥w∥ ≤ ∥z∥ + ∣ρn∣∥Bz∥.
Since ∣ρn∣ = OP (1), we deduce from Lemma 3.1 that ∥w∥ = OP (n1/2). Since, by Lemma 3.9,∥∆∥ = OP (1), we obtain that
sup
t
∣Jn (∆, t) − 2
n
(⟨piEt⋆n (w) , piEt⋆n (∆)⟩ − ⟨piEt (w) , piEt (∆)⟩)∣ = OP (n−1/2) . (3.62)
For 0 < ν < ∆τ⋆ , using (3.33) and (3.49), we get:
P (∥tn − t⋆∥∞ ≥ ν) ≤ P ( mint∈Cn,m,ν Jn (v, t) ≤ 0)
≤ P ( min
t∈Cn,m,ν {Jn (w, t) + Jn (∆, t)− 2
n
(⟨piEt⋆n (w) , piEt⋆n (∆)⟩ − ⟨piEt (w) , piEt (∆)⟩)} ≤ 0)
≤ P ( min
t∈Cn,m,ν {Kn (w, t) + Vn (w, t) +Wn (w, t) + Jn (∆, t)− 2
n
(⟨piEt⋆n (w) , piEt⋆n (∆)⟩ − ⟨piEt (w) , piEt (∆)⟩)} ≤ 0)
≤ P ( min
t∈Cn,m,ν {12Kn (w, t) + Vn (w, t) +Wn (w, t)} ≤ 0)
+P ( min
t∈Cn,m,ν {12Kn (w, t) + Jn (∆, t)− 2
n
(⟨piEt⋆n (w) , piEt⋆n (∆)⟩ − ⟨piEt (w) , piEt (∆)⟩)} ≤ 0) .
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Following the proof of Lemma 3.3, one can prove that
P ( min
t∈Cn,m,ν {12Kn (w, t) + Vn (w, t) +Wn (w, t)} ≤ 0) Ð→n→∞ 0 . (3.63)
Using (3.46), we get that
P ( min




t∈Cn,m,ν {Jn (∆, t) − 2n (⟨piEt⋆n (w) , piEt⋆n (∆)⟩ − ⟨piEt (w) , piEt (∆)⟩)} ≤ 0)
which goes to zero when n goes to infinity by (3.62).
Then Lemma 3.3 still holds if y is defined by (3.1). To show the rate of convergence, we use
the same decomposition. As in the proof of Lemma 3.6, P ( min
t∈C′ν,γ,n,m(I)Jn (v, t) ≤ 0) Ð→n→∞ 0 for
all ν > 0 and 0 < γ < 1/2 is a sufficient condition for proving that P (t̂n(y, ρn) ∈ Cν,γ,n,m) Ð→n→∞ 0,
which allows us to conclude on the rate of convergence of the estimated change-points. Note
that
P ( min
t∈C′ν,γ,n,m(I)Jn (v, t) ≤ 0) ≤ P ( mint∈C′ν,γ,n,m {12Kn (w, t) + Vn (w, t) +Wn (w, t)} ≤ 0)+ P (1
2
λ2ν + Jn (∆, t)
− 2
n
(⟨piEt⋆n (w) , piEt⋆n (∆)⟩ − ⟨piEt (w) , piEt (∆)⟩) ≤ 0) .
In the latter equation, the second term of the right-hand side goes to zero as n goes to infinity
by (3.62).
The first term of right-hand side goes to zero when n goes to infinity by following the
same line of reasoning as the one of Lemma 3.5. This concludes the proof of Proposition 3.3.
3.7.5 Proof of Proposition 3.4
We shall used in this section the notations introduced in Sections 3.7.3 and 3.4.1. The result
derives directly from Lemmas 3.10 and 3.11.
Lemma 3.10. Under the assumptions of Proposition 3.4, P (m̂ =m) Ð→
n→∞ 0 if m <m⋆.
Lemma 3.11. Under the assumptions of Proposition 3.4, P (m̂ =m) Ð→
n→∞ 0 if m >m⋆.
Proof of Lemma 3.10. If m̂ =m <m⋆, then
1
n
SSm(z, ρn) + βnm ≤ 1nSSm⋆(z, ρn) + βnm⋆ ,





SSm(z, ρn,δ, t) + βnm ≤ 1nminδ SSm(z, ρn,δ, t⋆n) + βnm⋆ .
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From (3.32), we get
Jn (w, t) ≤ βn (m⋆ −m) .
Since (βn) converges to zero, for any ε > 0, βn (m⋆ −m) ≤ ε for a large enough n, and so
Jn (w, t) ≤ ε .
One can check that there exist 0 < ν < ∆τ⋆ such that, for a large enough n, there exists
t′ ∈ Cn,m⋆,ν such that Et ⊂ Et′ (that is the change-points of t are change-points of t′) for all
t ∈ An,m, where Cn,m⋆,ν is defined in (3.49). From (3.32) and Et ⊂ Et′ , we get Jn (w, t′) ≤
Jn (w, t). Then, the following inequality holds for all ε > 0 and any large enough n:
P (m̂ =m) ≤ P (∃t′ ∈ Cn,m⋆,ν , Jn (w, t′) ≤ ε) . (3.65)
We then follow the steps of (3.50), −νλ2 being replaced by ε − νλ2. The convergence of
P (∃t′ ∈ Cn,m⋆,ν , Jn (w, t′) ≤ ε) to zero holds with ε < νλ2. We can conclude with (3.65).
Proof of Lemma 3.11. Following the proof of Lemma 3.10, if m̂ = m > m⋆, there exists t ∈An,m such that Jn (w, t) ≤ βn (m⋆ −m) and then Jn (w, t) + βn ≤ 0 since m >m⋆. Then
P (m̂ =m) ≤ P (∃t ∈ An,m, Jn (w, t) + βn ≤ 0) . (3.66)
Adding the change-points of t⋆n to those of such a t, one can get t′ ∈ An,m′ with m⋆ <
m ≤ m′ ≤ m + m⋆ such that Et ∪ Et⋆n ⊂ Et′ , provided that (m +m⋆) ⌈∆n⌉ ≤ n, where ⌈⋅⌉
is the ceiling function, this condition being fulfilled for any sufficiently large n under the
assumptions of Proposition 3.4 since n−1∆n converges to zero. Since Et ⊂ Et′ , we derive
Jn (w, t′) + βn ≤ Jn (w, t) + βn from (3.32). Then, from (3.66), we get
∀m′ >m⋆, P (∃t′ ∈ An,m′ ,Et⋆n ⊂ Et′ , Jn (w, t′) + βn ≤ 0) Ð→n→∞ 0 (3.67)
is a sufficient condition to prove the lemma. Let us prove (3.67). Let m′ > m⋆ and such a
t′. We compare Jn (w, t′) to Jn (w⋆, t′). Since Ew⋆ ∈ Et⋆n ⊂ Et′ , Kn (w⋆, t′) = 0 by (3.34).
By (3.36) and Ew⋆ ∈ Et⋆n ⊂ Et′ ,
Wn (w⋆, t′) = 2
n
(⟨piEt⋆n (w⋆ −Ew⋆) , piEt⋆n (Ew⋆)⟩ − ⟨piEt′ (w⋆ −Ew⋆) , piEt′ (Ew⋆)⟩)= 2
n
⟨piEt⋆n (w⋆ −Ew⋆) − piEt′ (w⋆ −Ew⋆) , piEt⋆n (Ew⋆)⟩= − 2
n
⟨piE
t⋆npiEt′ (w⋆ −Ew⋆) , piEt⋆n (Ew⋆)⟩= 0 ,
where E is the (Euclidian) orthogonal complement of the vector subspaceE. Then Jn (w⋆, t′) =
Vn (w⋆, t′) and
Jn (w, t′) = Vn (w⋆, t′) + (Jn (w, t′) − Jn (w⋆, t′)) . (3.68)
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Using (3.47), Vn (w⋆, t) ≥ −2(m′+1)n∆n Mn, where
Mn = Mn,1 +Mn,2 ,
Mn,1 = max1≤s≤n( s∑i=1 i)
2
,
Mn,2 = max1≤s≤n( n∑i=n−s i)
2
.
We define Dn = sup
t′∈An,m′ ∣Jn (w, t′) − Jn (w⋆, t′)∣. Then, using (3.68),




P (∃t′ ∈ An,m′ ,Et⋆n ⊂ Et′ , Jn (w, t′) + βn ≤ 0) ≤ P (−2 (m′ + 1)n∆n Mn −Dn + βn ≤ 0)
≤ P (2 (m′ + 1)
n∆n
Mn ≥ βn2 ) + P (Dn ≥ βn2 ) .
By Lemma 3.2, Dn = OP (n−1/2) and then P (Dn ≥ βn2 ) tends to zero as n tends to infinity
since n1/2βn Ð→
n→∞ +∞. Let us now prove that P (2(m+1)n∆n Mn ≥ βn2 ) tends to zero as n tends to
infinty, which concludes the proof. Note that
P (2 (m′ + 1)
n∆n
Mn ≥ βn2 ) ≤ P (Mn,1 ≥ n∆nβn8 (m′ + 1)) + P (Mn,2 ≥ n∆nβn8 (m′ + 1)) .
We prove the convergence for each term in the right-hand side of the above equation. We shall
prove it for the first term in the right-hand side since the arguments for the other term are
the same. From Kolmogorov’s maximal inequality (see for example Durrett, 2010, Theorem
2.5.2.)6, since (i)i≥0 is a sequence of independent rv’s with zero-mean and finite variance σ⋆2,
∀δ > 0, P (Mn,1 ≥ δ2) ≤ nσ⋆2
δ2
. (3.69)
Letting δ2 = n∆nβn8(m′+1) in (3.69), we get
P (Mn,1 ≥ n∆nβn8 (m′ + 1)) ≤ 8 (m′ + 1)σ⋆2∆nβn ,
which goes to 0 as n tends to infinity because ∆nβn Ð→
n→∞ +∞. The proof of the convergence
of P (Mn,2 ≥ n∆nβn8(m′+1)) follows the same lines.
3.7.6 Proof of Proposition 3.5
Lemma 3.12. Under the assumptions of Proposition 3.5, P (m̂ =m) Ð→
n→∞ 0 if m <m⋆.
Lemma 3.13. Under the assumptions of Proposition 3.5, P (m̂ =m) Ð→
n→∞ 0 if m >m⋆.
6See Theorem 2.9 of this document.
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Proof of Lemma 3.12. Following the proof of Lemma 3.10 and replacing w by v, we get, for
any ε > 0,
P (m̂ =m) ≤ P (∃t′ ∈ Cn,m⋆,ν , Jn (v, t′) ≤ ε) (3.70)≤ P (∃t′ ∈ Cn,m⋆,ν , 12Kn (w, t′) + Vn (w, t′) +Wn (w, t′) ≤ ε2) (3.71)+ P (∃t′ ∈ Cn,m⋆,ν , 12Kn (w, t′) + Jn (v, t′) − Jn (w, t′) ≤ ε2) ,
since
Jn (v, t′) = 12Kn (w, t′) + Vn (w, t′) +Wn (w, t′) + 12Kn (w, t′) + Jn (v, t′) − Jn (w, t′) .
From (3.63) and (3.71), it suffices to prove that
P (∃t′ ∈ Cn,m⋆,ν , 12Kn (w, t′) + Jn (v, t′) − Jn (w, t′) ≤ ε2) Ð→n→∞ 0
to conclude the proof. It follows from (3.62) and (3.64), 12λ
2ν being replaced by 12 (λ2ν − ε),
which is positive if ε < λ2ν.
Proof of Lemma 3.13. As in the proof of Lemma 3.11, it suffices to show that
P (∃t ∈ An,m, Jn (v, t) + βn ≤ 0) Ð→
n→∞ 0 .
Since
Jn (v, t) ≥ Jn (w, t) − sup
t
∣Jn (v, t) − Jn (w, t)∣ ,
the result follows from
P (∃t ∈ An,m, Jn (w, t) + 12βn ≤ 0) Ð→n→∞ 0 , (3.72)
P (sup
t
∣Jn (v, t) − Jn (w, t)∣ ≥ 12βn) Ð→n→∞ 0 . (3.73)
Equation (3.72) follows from the Proof of Lemma 3.11, replacing βn by
1
2βn. Equation (3.73)
follows from (3.62) and from n1/2βn Ð→
n→∞ +∞.
3.7.7 Proof of Proposition 3.6
We first give some lemmas which are useful for the proof of Proposition 3.6.
Lemma 3.14. Under the assumptions of Proposition 3.6 with SSm given by (3.15), we have,
for any positive m,
SSm(z, ρn) = SSm(z, ρ⋆) +OP (1), as n→∞ .
Lemma 3.15. Under the assumptions of Proposition 3.6 with SSm given by (3.15), we have,
for any positive m,
SSm(z, ρ⋆)−1 = OP (n−1), as n→∞ .
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Proof of Lemma 3.14. The proof of this Lemma follows exactly this of Lemma 3.16. The
difference is that, in (3.9), the term ∆⋆ appearing in the decomposition (3.77) vanishes.
Proof of Lemma 3.15. We first define
SSm (z, ρ, t) = arg min
δ
SSm (z, ρ, δ, t) .
We have, for any positive M ,
P ( n
SSm(z, ρ⋆) >M) ≤ P ({ SSm(z, ρ⋆)SSm(z, ρ⋆, t⋆) > 1}⋂{ nSSm(z, ρ⋆) >M})
+P ({ SSm(z, ρ⋆)
SSm(z, ρ⋆, t⋆) < 1}⋂{ nSSm(z, ρ⋆) >M})
≤ P ( n
SSm(z, ρ⋆, t⋆) >M) + P ( SSm(z, ρ⋆)SSm(z, ρ⋆, t⋆) < 1) .
Under the assumptions of Proposition 3.2, a by product of the proof of Theorem 3 in Lavielle
and Moulines (2000) is that
P ( SSm(z, ρ⋆)
SSm(z, ρ⋆, t⋆) < 1) = P (SSm(z, ρ⋆) − SSm(z, ρ⋆, t⋆) < 0) ≤ κn−α,
where κ is a positive constant depending on δ⋆ and t⋆, and α is a positive constant. Further-
more, as σ⋆−2SSm(z, ρ⋆, t⋆) has a χ2n−m−1 distribution, n−1SSm(z, ρ⋆, t⋆) = σ⋆2 + oP (1) and
thus n−1SSm(z, ρ⋆, t⋆) = OP (1), which concludes the proof.
Proof of Proposition 3.6. We have to prove that, for a given positivem, Cm(z, ρ⋆)−Cm(z, ρn) =
OP (1). Observe that, since τ̂k(z, ρ) = t̂k(z, ρ)/n,
m∑
k=0 lognk(t̂(z, ρn)) −
m∑
k=0 lognk(t̂(z, ρ⋆))= m∑
k=0 log(τ̂k+1(z, ρn) − τ̂k(z, ρn)) −
m∑
k=0 log(τ̂k+1(z, ρ⋆) − τ̂k(z, ρ⋆)). (3.74)
By Proposition 3.2, both quantities of the previous equation converge in probability to
m∑
k=0 log(τ⋆k+1 − τ⋆k )
thus
m∑
k=0 lognk(t̂(z, ρn)) −
m∑
k=0 lognk(t̂(z, ρ⋆)) = OP (1). (3.75)
Further note that
logSSm(z, ρn) − logSSm(z, ρ⋆) = log(SSm(z, ρn)SSm(z, ρ⋆)) = R(SSm(z, ρn) − SSm(z, ρ⋆)SSm(z, ρ⋆) ) ,
where R(x) = log(1 + x). Lemma 3.14 states that SSm(z, ρn) − SSm(z, ρ⋆) = OP (1) and
Lemma 3.15 that [SSm(z, ρ⋆)]−1 = OP (n−1) so, by Van der Vaart (2000, Lemma 2.12), we
get that
logSSm(z, ρn) − logSSm(z, ρ⋆) = OP (n−1).
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Hence
n −m + 1
2
logSSm(z, ρn) − n −m + 12 logSSm(z, ρ⋆) = OP (1),
which with (3.75) concludes the proof of Proposition 3.6.
3.7.8 Proof of Proposition 3.7
We first give some lemmas which are useful for the proof of Proposition 3.7.
Lemma 3.16. Under the assumptions of Proposition 3.6 with SSm given by (3.15), we have,
for any positive m,
SSm(y, ρn) = SSm(y, ρ⋆) +OP (1), as n→∞ .
Lemma 3.17. If (y0, . . . yn) is defined by (3.1) and (z0, . . . zn) is defined as in Lemma 3.7,
then
SSm(y, ρ⋆) = SSm(z, ρ⋆) +OP (1), as n→∞ .
Lemma 3.18. Let (Xn) and (Yn) be two sequences of rv’s such that Xn − Yn = OP (1). If
Y −1n = OP (n−1) then X−1n = OP (n−1).
Proof of Lemma 3.16. Using the matrix notations from the proof of Lemma 3.9, we have
SSm(y, ρ⋆) = min
T,δ
∥y − ρ⋆By − Tδ∥2, SSm(y, ρn) = min
T,δ
∥y − ρnBy − Tδ∥2,
where all minimizations are achieved over all segmentations with m change points belonging
to An,m. Let us define (T̂ ⋆, δ̂⋆) and (T , δ) by
(T̂ ⋆, δ̂⋆) = arg minT,δ ∥y − ρ⋆By − Tδ∥, (T , δ) = arg minT,δ ∥y − ρnBy − Tδ∥.
Note that T̂ ⋆ and T refer to t̂(y, ρ⋆) and t̂(y, ρn), respectively. We have
∣SSm(y, ρn) − SSm(y, ρ⋆)∣ = ∣min
T,δ
∥y − ρnBy − Tδ∥2 −min
T,δ
∥y − ρ⋆By − Tδ∥2∣
≤ max (∣∥y − ρnBy − T̂ ⋆δ̂⋆∥2 − ∥y − ρ⋆By − T̂ ⋆δ̂⋆∥2∣ ,∣∥y − ρnBy − T δ∥2 − ∥y − ρ⋆By − T δ∥2∣) . (3.76)
We now have to prove that this upper bound is OP (1). We first prove it for the second term
of in the right-hand side of (3.76). To do so, observe that ∥y − ρnBy − T δ∥2 = ∥y − ρ⋆By −
T δ + (ρ⋆ − ρn)By∥2. Thus,∥y − ρnBy − Tδ∥2 − ∥y − ρ⋆By − Tδ∥2 = (ρn − ρ⋆)2∥By∥2 + 2(ρ⋆ − ρn)⟨By, y − ρ⋆By − T δ⟩.
Since, by (3.28) and Lemma 3.7, y − ρ⋆By −T δ = −∆⋆ + (T ⋆δ⋆ −T δ) = −∆⋆ +T ⋆(δ⋆ − δ)+(T ⋆ − T )δ, where ∆⋆ is the n-dimensional vector with entries ∆⋆i , we get
∥y − ρnBy − T δ∥2 − ∥y − ρ⋆By − T δ∥2= (ρn − ρ⋆)2∥By∥2 + 2(ρ⋆ − ρn) (⟨By, ⟩ + ⟨By,T ⋆(δ⋆ − δ)⟩ + ⟨By, (T ⋆ − T )δ⟩ − ⟨By,∆⋆⟩) .
(3.77)
Let us now prove that each term in the right-hand side of (3.77) is OP (1).
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(a) Let us study the first term of (3.77). Using Lemma 3.1 and (3.13) we get that
(ρn − ρ⋆)2∥By∥2 = OP (1). (3.78)
(b) Let us now study the second term of (3.77). Observe that ⟨By, ⟩ = ∑ni=1 yi−1i = ∑ni=1(yi−1−
E(yi−1))i+∑ni=1E(yi−1)i. By using the Central limit theorem for iid rv’s and since there
is a finite number of change-points, the second term is OP (√n). As for the first term,
since (yi−1 −E(yi−1)) is a causal AR(1) process, then by using the beginning of the proof
of Proposition 8.10.1 of Brockwell and Davis (1991), we get that ∑ni=1(yi−1 −E(yi−1))i =
OP (√n). Thus, ⟨By, ⟩ = OP (√n). (3.79)
Furthermore, we have ∥T ⋆(δ⋆ − δ)∥2 = ∑mk=0 (t⋆k+1 − t⋆k) (δ⋆k − δk)2 where each term of the
sum is OP (1), thanks to Proposition 3.3, and so is the sum. Now using Lemma 3.1 and
the Cauchy-Schwarz inequality, we get
⟨By,T ⋆(δ⋆ − δ)⟩ = OP (√n). (3.80)
The convergence rate of t̂(y, ρn) given in Proposition 3.3 ensures that, for any ε > 0
there exists a positive M such that each column of (T ⋆ − T ) has at most M non-zero
coefficients with probability greater than 1 − ε. By using Proposition 3.3, we obtain that
with probability greater than 1 − ε






(δk − δ⋆k)2 + 2M∑
k
δ⋆k2 ≤MM ′, (3.81)
where M ′ is a positive constant. By the Cauchy-Schwarz inequality, (3.81) and Lemma
3.1, we get ⟨By, (T ⋆ − T )δ⟩ = OP (√n). (3.82)
As ∆⋆ has only m non-zero entries, ⟨By,∆⋆⟩ is the sum of m Gaussian rv’s and is therefore
OP (1).
Thus, combining (3.79), (3.80) and (3.82) with (3.13), we get
(ρ⋆ − ρn) (⟨By, ⟩ + ⟨By,T ⋆(δ⋆ − δ)⟩ + ⟨By, (T ⋆ − T )δ⟩ − ⟨By,∆⋆⟩) = OP (1).
To complete the proof, we need to consider the first term of (3.76). As ρ⋆ satisfies the
same assumptions as ρn, using the same line of reasoning as for the second term holds so we
get ∥y − ρnBy − T̂ ⋆δ̂⋆∥2 − ∥y − ρ⋆By − T̂ ⋆δ̂⋆∥2 = OP (1).
Proof of Lemma 3.17. The proof follows the same line of reasoning as the proof of Lemma
3.16.
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Let us define (T̂ y, δ̂y) and (T̂ z, δ̂z) by
(T̂ y, δ̂y) = arg minT,δ ∥y − ρ⋆By − Tδ∥2, (T̂ z, δ̂z) = arg minT,δ ∥z − ρ⋆Bz − Tδ∥2.
We have
∣SSm(y, ρ⋆) − SSm(z, ρ⋆)∥ ≤ max (∣∥y − ρ⋆By − T̂ y δ̂y∥2 − ∥z − ρ⋆Bz − T̂ y δ̂y∥2∣ ,∣∥y − ρ⋆By − T̂ z δ̂z∥2 − ∥z − ρ⋆Bz − T̂ z δ̂z∥2∣) .
According to Lemma 3.7, we have y−ρ⋆By = z −ρ⋆Bz −∆⋆ where ∆⋆ = (∆⋆i ). As for the first
term
∥y − ρ⋆By − T̂ y δ̂y∥2 − ∥z − ρ⋆Bz − T̂ y δ̂y∥2= ∥∆⋆∥2 − 2 (⟨∆⋆, ⟩ + ⟨∆⋆, T ⋆(δ⋆ − δ̂y)⟩ + ⟨∆⋆, (T ⋆ − T̂ y)δ̂y⟩) ,
the first term of which is a constant and all other terms being OP (1), which can be proved
following the same line as the proof of Lemma 3.16. The control of ∥y − ρ⋆By − T̂ z δ̂z∥2 − ∥z −
ρ⋆Bz − T̂ z δ̂z∥2 follows the same lines.
Proof of Lemma 3.18. Observe that
X−1n = (Yn + (Xn − Yn))−1 = Y −1n (1 + Y −1n (Xn − Yn))−1 .
Since, by assumption, Y −1n (Xn − Yn) = OP (n−1), the terms inside the parentheses converges
in probability to one. Thus, (1 + Y −1n (Xn − Yn))−1 is in particular OP (1) which concludes the
proof.
Proof of Proposition 3.7. As for the proof of Proposition 3.6, denoting τ̂k(y, ρ) = t̂k(y, ρ)/n,
the decomposition (3.74) still holds, replacing z with y. Then, by Proposition 3.3, we have
m∑
k=0 lognk(t̂(y, ρn)) −
m∑
k=0 lognk(t̂(y, ρ⋆)) = OP (1).
For a process y under Model (3.1), we construct a process z under Model (3.9) using Lemma 3.7.
The proof relies on the fact that y inherits some properties of z. Again, we note that
logSSm(y, ρn) − logSSm(y, ρ⋆) = R(SSm(y, ρn) − SSm(y, ρ⋆)SSm(y, ρ⋆) ) .
Lemma 3.16 states that SSm(y, ρn)−SSm(y, ρ⋆) = OP (1). To conclude the proof we need to
further show that [SSm(y, ρ⋆)]−1 = OP (n−1). We first show that [SSm(y, ρ⋆)−SSm(z, ρ⋆)] =




A robust approach for estimating
change-points in the mean of an
AR(p) process
Contenu
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
4.2 Robust estimation of the autoregression coefficients . . . . . . . . . 92
4.3 Change-points and expectations estimation . . . . . . . . . . . . . . 93
4.4 Selecting the number of change-points . . . . . . . . . . . . . . . . . . 94
4.4.1 Criterion to select the number of change-points, the order of the au-
toregression being fixed . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
4.4.2 Heuristic to select both the number of changes and the autoregression
order . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
4.5 Numerical experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
4.5.1 Practical implementation . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
4.5.2 Simulation design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
4.5.3 Quality criteria . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
4.5.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
4.6 Proofs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
4.6.1 Proof of Proposition 4.1 . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
4.6.2 Proof of Proposition 4.2 . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
4.6.3 Proof of Proposition 4.3 . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
4.7 Tables and figures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
88
Cet article a e´te´ soumis a` une revue pour publication. Des remarques additionnelles a` cet
article sont pre´sente´es dans la section 5.1.2.
Re´sume´
Le proble`me qui nous inte´resse est celui de l’estimation de ruptures multiples dans l’espe´-
rance d’un processus AR(p). La prise en compte de la structure de de´pendance nous interdit
l’approche infe´rentielle du cas inde´pendant. En particulier, l’algorithme de programmation
dynamique, qui est le seul algorithme permettant de calculer la segmentation optimale dans
le cas inde´pendant, ne peut plus eˆtre utilise´. Nous proposons une me´thode en deux e´tapes,
base´e sur l’estimation pre´liminaire des parame`tres d’autore´gression. Cette dernie`re est base´e
sur des techniques de statistique robuste car notre estimateur doit eˆtre robuste aux ruptures
si nous souhaitons ne pas avoir a` les estimer en premier lieu. Nous proposons alors de suivre
l’approche infe´rentielle classique en injectant cet estimateur dans le crite`re utilise´ pour l’esti-
mation de la localisation des ruptures, ce qui est e´quivalent a` de´corre´ler la se´rie a` l’aide des
parame`tres d’autore´gression estime´s. Nous de´montrons que ces estimateurs des instants de
rupture et des espe´rances partagent les proprie´te´s asymptotiques des estimateurs classiques
dans le cadre inde´pendant. La meˆme approche plug-in est alors utilise´e pour approcher le
crite`re BIC modifie´, se´lectionner le nombre de segments et pour proposer un crite`re BIC heu-
ristique pour se´lectionner simultane´ment le nombre de ruptures et l’ordre de l’autore´gression.
Finalement, nous montrons, dans la section simulations, que pour des se´ries de taille finie
la prise en compte de la structure de de´pendance ame´liore les performances statistiques des
estimateurs des lieux de rupture et du nombre de ruptures se´lectionne´.
Abstract
We consider the problem of multiple change-point estimation in the mean of an AR(p) process.
Taking into account the dependence structure does not allow us to use the inference approach
of the independent case. Especially, the dynamic programming algorithm giving the optimal
solution in the independent case cannot be used anymore. We propose a two-step method,
based on the preliminary estimation of the autoregression parameters. It is based on robust
statistics techniques, since our estimator has to be robust to the change-points if we do not
want to estimate them before. Then, we propose to follow the classical inference approach, by
plugging this estimator in the criterion used for change-point estimation, which is equivalent
to decorrelate the series using the estimated autoregression parameters. We show that the
asymptotic properties of these change-point location and mean estimators are the same as
those of the classical estimators in the independent framework. The same plug-in approach
is then used to approximate the modified BIC and choose the number of segments, and to
derive a heuristic BIC criterion to select both the number of changes and the order of the
autoregression. Finally, we show, in the simulation section, that for finite sample size taking
into account the dependence structure improves the statistical performance of the change-
point estimators and of the selection criterion.
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4.1 Introduction
Change-point detection problems arise in many fields, such as genomics (J. V. Braun and
Mu¨ller, 1998; J. V. Braun, R. K. Braun, et al., 2000; Picard, Robin, et al., 2005), med-
ical imaging (Lavielle, 2005), earth sciences (Williams, 2003; Gazeaux et al., 2013) or cli-
mate (Mestre, 2000; Lu et al., 2010). In many of these problems, the observations cannot be
assumed to be independent.
In the literature, in the frequentist framework, there is two ways to deal with the depen-
dence structure of series affected by multiple change-points:
 Apply the methodology of the independent case, and prove that asymptotic results
are not affected by dependence under some conditions (Lavielle and Moulines, 2000;
Lavielle, 1999).
 Consider that all the parameters of the model can change at each change-point (Bardet,
Kengne, and Wintenberger, 2012). In fact, inference is performed by considering also
possible changes in the spectrum of the process.
The parameters of the dependence structure are here assumed to be global (i.e. not depending
on the segments) nuisance parameters that have to be estimated to perform the change-points
inference.
In this paper, we consider the segmentation of an AR(p) process with homogeneous au-
toregression coefficients:
yi = µ⋆k + ηi , t⋆n,k + 1 ≤ i ≤ t⋆n,k+1 , 0 ≤ k ≤m⋆ , 1 ≤ i ≤ n , (4.1)
where (ηi)i∈Z is a zero-mean stationary AR(p) process. That is, it is a stationary solution of
∀i ∈ Z, ηi − p∑
r=1φ⋆rηi−r = i , (4.2)
where the i’s are uncorrelated zero-mean rv’s with variance σ
2 and Φ⋆ = (φ⋆r)1≤r≤p ∈ Rp is
such that a stationary solution to (4.2) exists. In (4.1), we use the following conventions:
t⋆n,0 = 0, t⋆n,m⋆+1 = n.
Our aim is to propose a methodology for estimating both the change-point locations t⋆n =(t⋆n,k)1≤k≤m⋆ and the means µ⋆ = (µ⋆k)0≤k≤m⋆ , accounting for the existence of Φ⋆. Moreover,
we propose a criterion to choose the number of change-points m⋆.
In the sequel, we shall assume that there exists τ ⋆ = (τ⋆k )0≤k≤m+1 such that, for 0 ≤ k ≤m+1
t⋆n,k = ⌊nτ⋆k ⌋, ⌊x⌋ denoting the integer part of x. Consequently, τ⋆0 = 0 and τ⋆m⋆+1 = 1.
A first idea is to use the maximum-likelihood approach to estimate the parameters of the
model. However, maximizing the likelihood function, especially in the change-point location
parameters τ , leads to a complex discrete optimization problem in an algorithmic point of
view.
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When the observations are independent, the optimal segmentation (e.g. in the maximum-
likelihood sense) can be recovered via the dynamic programming (DP) algorithm introduced
by Auger and Lawrence (1989). The computational complexity of this algorithm is quadratic
relatively to the length of the series. This algorithm and some of its improvements (such as
these proposed by Rigaill, 2010; or Killick et al., 2012) are the only one that provide exactly
the optimal change-point location estimators. However, the DP algorithm only applies when
(i) the loss function (e.g. the negative log-likelihood) is additive with respect to the segments
and when (ii) no parameter to be estimated is common to several segments.
In the autoregressive case, the likelihood function violates both requirements (i) and (ii).
Indeed the log-likelihood is not additive with respect to the segments because of the depen-
dence that exists between data from neighbor segments and the unknown coefficients Φ⋆ needs
to be estimated jointly over all segments. Even if Φ⋆ was known, the DP principle would not
apply to the log-likelihood of Model (4.1) as it will still not be additive. We introduce an
alternative criterion, based on the quasi-likelihood described by Bardet, Kengne, and Winten-
berger (2012). This criterion is equivalent to the classic least-squares applied to a decorrelated
version of the series, computed with an estimated Φ̂. To achieve this decorrelation, we shall
provide an estimator of Φ⋆.
We shall prove that, under mild asymptotic assumptions on the estimator of Φ⋆, the
resulting change-point estimators satisfy the same rate of convergence as those proposed by
Lavielle and Moulines (2000) and Bardet, Kengne, and Wintenberger (2012).
We show that such an estimator of Φ⋆ exists and can be computed before segmenting the
series. In order to estimate Φ⋆, we first differentiate the series of observations (yi) and work
on xi = yi − yi−1 which satisfies
xi = νi except for i = t⋆n,k + 1, where xt⋆n,k+1 = (µ⋆k − µ⋆k−1) + νt⋆n,k+1, 0 ≤ k ≤m⋆ , (4.3)
where νi = ηi − ηi−1 is an ARMA(p,1) defined from (ηi) by
νi − p∑
r=1φ⋆rνi−r = i − i−1 . (4.4)
To this aim, we borrow techniques from robust estimation (Ma and Genton, 2000). Briefly
speaking, we consider the data observed at the change-point locations as outliers and propose
an estimator of Φ⋆ that is robust to the presence of such outliers. We shall prove that the
estimator that we propose is consistent and asymptotically Gaussian. Moreover, we propose
a model selection criterion on the number of changes, the order of the autoregression being
fixed, inspired by the one proposed by Zhang and Siegmund (2007) and prove some asymptotic
properties of this criterion. Finally, we discuss the problem of selecting jointly the number of
changes and the order of the autoregression and propose a practical solution to this problem
based on a Bayesian heuristic.
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4.2 Robust estimation of the autoregression coefficients
The aim of this section is to provide an estimator of Φ⋆ which can deal with the presence of
change-points in the data. In the absence of change-points (m⋆ = 0 in (4.1)), the estimation
of Φ⋆ is a well-known issue (see Brockwell and Davis, 1991, for a comprehensive introduction)
and a consistent, asymptotically Gaussian estimator is given by the Yule-Walker method. We
aim to adapt this method to our framework.
Since change-points can be seen as outliers in the AR(p) process, we shall propose a robust
approach for estimating Φ⋆. Our approach is based on the estimator of the autocorrelation
function of a stationary time series proposed by Ma and Genton (2000) which is based on the
robust scale estimator of Rousseeuw and Croux (1993). More precisely, let us define Φ̃(p)n by
Φ̃(p)n = R̃−1n,pρ̃Tn,2∶(p+1) , (4.5)
where for i < j integers,
ρ̃n,i∶j = (ρ̃n(h))i≤h≤j , (4.6)
is an estimator of ρi∶j defined by
ρi∶j = (ρ(h))i≤h≤j , (4.7)
where ρ(h) denotes the autocorrelation of the process (xi) defined in (4.3) at lag h, and ⋅T
state for the transpose. In (4.5), R̃n,p denotes the following matrix
R̃n,p = (ρ̃n (j − i − 1))1≤i,j≤p , (4.8)
which is an estimator of
Rp = (ρ (j − i − 1))1≤i,j≤p . (4.9)
Moreover, for all h in Z,
ρ̃n(h) = Q2n (x+h) −Q2n (x−h)
Q2n (x+h) +Q2n (x−h) , (4.10)
where x+h = (xi+h + xi)0≤i≤n−h, x−h = (xi+h − xi)0≤i≤n−h and Qn is the scale estimator of
Rousseeuw and Croux (1993) which is such that Qn (z) is proportional to the first quartile of{∣zi − zj ∣; 0 ≤ i < j ≤ n}.
Proposition 4.1. Let ρ̃n,i∶j = (ρ̃n(h))i≤h≤j and ρi∶j = (ρ(h))i≤h≤j be defined in (4.6), (4.7)
and (4.10). Under the assumption that νi in (4.3) is Gaussian, we have
n1/2 (ρ̃n,1∶(p+1) − ρ1∶(p+1)) Ð→n→∞ N (0, V ) (4.11)
in distribution, where N (0, V ) is the (p+1)− dimensional centered Gaussian distribution with
covariance matrix V and
n1/2 (Φ̃(p)n −Φ⋆) Ð→n→∞ N (0,MT (R−1p )T V R−1p M) , (4.12)
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in distribution, where
M = (φ⋆i−j+11i≥j + φ⋆i+j+11i+j≤p−1 − 1j=i+1)1≤i≤p,1≤j≤p+1 . (4.13)
The proof of Proposition 4.1 is given in Section 4.6.
Remark 4.1. Proposition 4.1 argues for the possibility to estimate robustly Φ⋆. Equa-
tions (4.12) and (4.13) show that the variance of Φ̂ depends on Φ⋆. This variance may
be large for some Φ⋆. One can deal with this problem by preferring a regularized version of
this estimator, that is (R̃Tn,pR̃n,p + Sn,p)−1 R̃Tn,pρ̃Tn,2∶(p+1) , (4.14)
where Sn,p is a p × p positive semi-definite symmetric real matrix. If Sn,p = oP (n−1/2), then
Proposition 4.1 remains true with Φ̃(p)n being replaced by the expression of Equation (4.14).
4.3 Change-points and expectations estimation
In this section, the number of change-points m⋆ is assumed to be known. In the sequel, for
notational simplicity, m⋆ will be denoted by m. Our goal is to estimate both the change-
points and the means in Model (4.1). A first idea consists in maximizing the Gaussian
quasi-likelihood conditioned on y0, . . . , y1−p and to minimize it with respect to Φ. Due to a
term that involves both µk−1 and µk, this criterion cannot be efficiently minimized. Therefore,
we propose to use an alternative criterion defined as follows:








Note that we used the reparametrization δk = (1 −∑pr=1 φr)µk and that minimizing
SSm (z,Φ,(1 − p∑
r=1φr)µ, t)
is equivalent to maximizing the Gaussian log-likelihood, conditioned on z0, . . . , z1−p, of the
following model maximized with respect to σ:
zi − µ⋆k = p∑
r=1φr (zi−r − µ⋆k) + i , t⋆n,k + 1 ≤ i ≤ t⋆n,k+1 , 0 ≤ k ≤m , 1 ≤ i ≤ n , (4.15)
where the i’s are defined as in Model (4.1). In this model, as in the models considered in
Bardet, Kengne, and Wintenberger (2012), the expectation changes are not abrupt anymore
as in Model (4.1).
Proposition 4.2. Let (Φn) be a sequence of rv’s on Rp and z = (z1−p, . . . , zn) a finite sequence
of real-valued rv’s satisfying (4.15). Let δ̂n(z,Φn) and t̂n(z,Φn) be defined by






An,m = {(t0, . . . , tm+1) ; t0 = 0 < t1 < ⋅ ⋅ ⋅ < tm < tm+1 = n,∀k = 1, . . . ,m + 1, tk − tk−1 ≥ ∆n}
(4.18)
and where (∆n) is a real sequence such that n−α∆n Ð→∞, as n→∞ and α > 0. Assume that
(Φn −Φ⋆) = OP (n−1/2) , (4.19)
as n tends to infinity. Then,
∥τ̂n(z,Φn) − τ ⋆∥ = OP (n−1) , ∥δ̂n(z,Φn) − δ⋆∥ = OP (n−1/2) ,
where ∥ ⋅ ∥ is the Euclidian norm and
δ⋆ = (δ⋆0 , . . . , δ⋆m+1) = (1 − p∑
r=1φr)(µ⋆0 , . . . , µ⋆m+1) .
Proposition 4.3. The result of Proposition 4.2 still holds under the same assumptions when
z is replaced with y satisfying (4.1).
The proofs of Propositions 4.2 and 4.3 are given in Section 4.6.2 and 4.6.3, respectively.
Note that the estimators defined in these propositions have the same asymptotic properties
as those of the estimators proposed by Lavielle and Moulines (2000). Also, the estimator Φ̃(p)n
defined in Section 4.2 satisfies the same properties as Φn and can thus be used in the criterion
SSm for providing consistent estimators of the change-points and of the means.
4.4 Selecting the number of change-points
4.4.1 Criterion to select the number of change-points, the order of the
autoregression being fixed
In this section, we propose to adapt the modified Bayesian information criterion (mBIC,
Zhang and Siegmund, 2007) to our autoregressive noise framework. mBIC was proposed to
select the number m of change-points in the mean in the particular case of segmentation of an
independent Gaussian process x. This criterion is derived from an OP (1) approximation of
the Bayes factor between models with m and 0 change-points, respectively. Its performance
for model selection is assessed by simulation studies (Zhang, 2005; Frick et al., 2014).
The mBIC selection procedure consists in choosing the number of change-points as:
m̂ = arg max
m
Cm(x,0) , (4.20)
where the criterion Cm(y,Φ) is defined for a process y as
Cm(y,Φ) =
− (n −m + 1
2
) logSSm(y,Φ) + log Γ(n −m + 12 ) − 12 m∑k=0 lognk(t̂(y,Φ)) −m logn. (4.21)
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where the minimization with respect to t is performed in An,m defined in (4.18), and
nk(t̂(y,Φ)) = t̂k+1(y,Φ) − t̂k(y,Φ),
where t̂(y,Φ) = (t̂1(y,Φ), . . . , t̂m(y,Φ)) is defined as t̂(y,Φ) = arg min
t∈An,m minδ SSm(y,Φ, δ, t).
Note that, in Model (4.15), the criterion could be directly applied to the decorrelated
series v⋆ = (v⋆i )1≤i≤n = (yi −∑pr=1 φ⋆ryi−r)1≤i≤n since
Cm(y,Φ⋆) = Cm(v⋆,0).
We propose to use the same selection criterion, replacing Φ⋆ by some relevant estimator Φn.
The following two propositions show that this plug-in approach results in the same asymptotic
properties under both Models (4.15) and (4.1).
Proposition 4.4. For any positive m, for a process z satisfying (4.15) and under the as-
sumptions of Proposition 4.2, we have
Cm(z,Φn) = Cm(z,Φ⋆) +OP (1), as n→∞ .
Proposition 4.5. For any positive m, for a process y satisfying (4.1) and under the assump-
tions of Proposition 4.3 , we have
Cm(y,Φn) = Cm(y,Φ⋆) +OP (1), as n→∞ .
The proofs of Propositions 4.4 and 4.5 are similar to Chakar et al. (2014, Propositions 6
and 7)1.
In practice, we propose to take Φn = Φ̃(p)n as defined in Section 4.2, which satisfies the
conditions of Proposition 4.5 to estimate the number of segments by
m̂ = arg max
0≤m≤mmaxCm (y, Φ̃(p)n ) , (4.23)
where Cm is defined in (4.21), and for a given maximum number of changes mmax.
4.4.2 Heuristic to select both the number of changes and the autoregression
order
Applying Zhang (2005, Theorem 2.2)2 to the series v⋆ = (v⋆i )1≤i≤n = (zi −∑pr=1 φ⋆rzi−r)1≤i≤n,
for a process z satisfying (4.15) and with the corresponding priors, gives:
logP (m∣v⋆) = Cm(v⋆,0) −C0(v⋆,0) + logP (m = 0∣v⋆) +OP (1) ,
1See Propositions 3.6 and 3.7 of this document.
2See Theorem 2.11 of this document.
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that is
P (m∣z, p,Φ) = Cm(z,Φ) −C0(v⋆,0) + logP (m = 0∣v⋆) +OP (1) ,
From Schwarz (1978), we approximate then logP (m,p∣z), up to a constant, by
logP (m ∣z, p, Φ̂(p)ML ) − p2 logn ,
and then, up to a constant, by
Cm (z, Φ̂(p)ML) − p2 logn ,
where Φ̂(p)ML is the maximum likelihood estimator of Φ⋆ in the model with m changes and
autoregression order p. Replacing Φ̂(p)ML by Φ̃(p)n , and z by y satisfying (4.1), we propose to
select m and p by
(m̂′, p̂′) = arg max
0≤m≤mmax,0≤p≤pmax {Cm (y, Φ̃(p)n ) − p2 logn} , (4.24)
with given mmax and pmax. Even if we do not aim to estimate the order p of the autore-
gression, this criterion is interesting by being more flexible than (4.23). Indeed, if at the true
order p, Φ̃(p)n provides a poor estimate of Φ⋆, a different order (e.g. p+1) can lead to a better
fitting of the model and then a better estimate of the number of changes.
4.5 Numerical experiments
4.5.1 Practical implementation
Our decorrelation procedure introduces spurious change-points in the series, at distance ≤ p
of the true change-points. When the length of the series tends to infinity, the effect of these
artefacts on estimates vanishes, but with a finite length series our procedure may be affected.
To fix this point, we propose a post-processing to the estimated change-points t̂n, which
consists in removing segments of length smaller than p:
PP (t̂n, p) ={t̂n,k ∈ t̂n} ∖ {t̂n,i such that ∃j, t̂n,i − p ≤ t̂n,j < t̂n,i and (j = 1 or t̂n,j−1 < t̂n,j − p)} .
4.5.2 Simulation design
We simulated Gaussian AR(p) series y1, . . . , yn of length n = 7200 and n = 14400, with p = 2
or p = 5. Additionally, the observations y−19, . . . , y0, are simulated and used for conditioning
the quasi-likelihood. All series were affected by m⋆ = 6 change-points located at fractions
1/6 ± 1/36,3/6 ± 2/36,5/6 ± 3/36 of their length. The mean within each segment alternates
between 0 and 1, starting with µ1 = 0. We considered autoregression parameters that verify
the assumptions to get a stationary causal process, see Brockwell and Davis (1991, Theorem
96
3.1.1)3. We focused our attention on some parameters for which the computed estimators
have a typical behavior and are interesting to illustrate our method.
For p = 2 the parameters are the following
(φ⋆1 , φ⋆2 , σ⋆) ∈ {(−1.2,−0.4,0.4), (1.6,−0.8,0.4), (0.2,0.2,0.4), (0.2,0.6,0.4), (0.4,0.2,0.2)} .
For p = 5 the parameters are the following
(φ⋆1 , φ⋆2 , φ⋆3 , φ⋆4 , φ⋆5 , σ⋆) ∈ {(0.5,0,0,0.5,−0.5,0.4), (0.5,0,0,0,−0.5,0.4)} .
Each combination was replicated S = 100 times.
4.5.3 Quality criteria
To assess the quality of the estimation of the autoregression parameters, we used the Root-
Mean-Square Errors (RMSE) of Φ̂(p)n defined in (4.5).
To study the performances of our proposed model selection criteria, we computed and
compared:
 m̂0 = arg max
m
Cm(y,0), the criterion Cm without any decorrelation procedure,
 m̂0Y , the estimated number of changes derived from the BIC-type penalized criterion
defined by Yao (1988),
 m̂⋆ = arg max
m
Cm(y,Φ⋆), the criterion Cm where the series is exactly decorrelated,
 m̂⋆PP , the post-processed number of changes, that is the number of changes of PP (t̂n, p)
if t̂n is the vector of the estimated change-point locations obtained by the minimiza-
tion (4.22) with Φ = Φ⋆,
 m̂ = arg max
m
Cm(y, Φ̂(p)n ), and the result of post-processing m̂PP ,
 (m̂′, p̂′) defined in (4.24). The post-processing, giving m̂′PP , is performed with PP (⋅, p̂′),
where Cm is defined in (4.21). We were particularly interested in the comparison of:
 m̂0Y and m̂
0 to the other estimates to illustrate how much our method improves the
estimation of the number of changes,
 m̂⋆ and m̂⋆PP are compared to m̂ and m̂PP to identify the errors coming from the
estimation of Φ⋆ by Φ̃n,
 the post-processed estimates are compared to the non post-processed estimates to assess
the usefulness of this finite-sample correction of our method.
3See Theorem 2.1 of this document.
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In order to measure the performance of change-point location estimators, we plotted their
frequencies. In particular we are interested in the following change-point estimates:
 t̂0n, the minimizer on An,m̂0 of min
δ
SSm̂0 (y,0,δ, ⋅).
 t̂n,PP = PP (t̂n, p), where t̂n minimizes min
δ
SSm̂ (y, Φ̃(p)n ,δ, ⋅) on An,m̂.
 t̂′n,PP = PP (t̂′n, p′), where t̂′n minimizes min
δ
SSm̂′ (y, Φ̃(p′)n ,δ, ⋅) on An,m̂′ .
To highlight the peaks, we plotted also the Gaussian kernel density estimate. The bandwith
is selected following the method of Sheather and Jones (1991).
4.5.4 Results
For p = 2 the simulation results suggest that the decorrelation procedure is not necessary
in all cases. If φ⋆1 and φ⋆2 are negative, m̂0 = 6 almost all the times (see Table 4.1
and Figures 4.1 and 4.2). If only one of the parameters is negative, problems can
arise without decorrelation if the other parameter is positively large (see Table 4.2 and
Figures 4.3 and 4.4). The core of the problems with m̂0 is located at φ⋆1 > 0, φ⋆2 > 0. In
these cases, our decorrelation procedure is required (see Tables 4.3, 4.4, and 4.5, and
Figures 4.5, 4.6, 4.7, 4.8, 4.9, and 4.10). m̂ can provide poor estimates of m because of a
poor preliminary estimate of Φ⋆. However, in this case, m̂′ can provide better estimates,
thanks to an overestimation of p by p̂′, as noticed in Section 4.4.2 (see Tables 4.4, 4.5,
and Figures 4.6, 4.7, 4.8, 4.9, 4.10).
Tables 4.4 and 4.5 illustrate the usefulness of post-processing.
For p = 5 we can see from Tables 4.6 and 4.7 that our method, when p is known, has the
same performance as the methodology which would have access to the autoregression
parameters Φ⋆, see the lines m̂ and m̂⋆. These performances are not altered by the
choice of p, even if it is overestimated by our model selection approach, see the lines
m̂′ and p̂′. Moreover, our method outperforms a methodology which would ignore the
dependence structure of the process, see the line m̂0 of these tables. In addition, our
method is not only able to select the true number of change-points, whatever p, but
also the true change-point positions, as displayed in Figures 4.12 and 4.14.
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4.6 Proofs
4.6.1 Proof of Proposition 4.1
Since there is only a finite number of atypical values in the process (xi), Theorem 4 of Le´vy-
Leduc et al. (2011)4 still holds and gives that for all fixed h ≥ 1:√
n − h⎛⎝Q2n (x+h) −Q2n (x−h)4 − γ(h)⎞⎠ = 1√n − h n−h∑i=1 ψ(νi, νi+h) + oP (1) ,
where γ denotes the autocovariance of (νi) and where for all x and y,
ψ ∶ (x, y)↦⎧⎪⎪⎨⎪⎪⎩(γ(0) + γ(h)) IF⎛⎝ x + y√2(γ(0) + γ(h)) ,Q,Φ⎞⎠ − (γ(0) − γ(h)) IF⎛⎝ x − y√2(γ(0) − γ(h)) ,Q,Φ⎞⎠
⎫⎪⎪⎬⎪⎪⎭ .
In this equation IF is defined by
IF(x,Q,Φ) = c(Φ)(1/4 −Φ(x + 1/c(Φ)) +Φ(x − 1/c(Φ))∫R φ(y)φ(y + 1/c(Φ))dy ) ,
where c(Φ) = 1/(√2Φ−1(5/8)) ≈ 2.21914, and Φ is here the cumulative distribution func-
tion of the standard normal distribution. By Theorem 2 of Le´vy-Leduc et al. (2011)5, we
obtain that
Q2n (x+h) +Q2n (x−h)
4
− γ(0) = op(1) .
Let γ̂(0) = (Q2n (x+h) +Q2n (x−h))/4 then
√
n − h (ρ̂(h) − ρ(h)) = γ̂(0)−1√
n − h n−h∑i=1 ψ(νi, νi+h) + oP (1) ,
In order to prove a central limit theorem for ρ̂1∶(p+1), it is enough to prove by the Crame´r-







converges in distribution to a centered Gaussian rv. By Lemma 13 of Le´vy-Leduc et al. (2011),
ψ is of Hermite rank6 2. Hence, the Hermite rank of the linear combination of the ψ function
is larger than 2. Thus, Condition (2.40) of Theorem 4 in Arcones (1994)7 is satisfied and the
quantity n−1/2∑n−(p+1)i=1 ∑p+1k=1 akψ(νi, νi+k) converges in distribution to a centered Gaussian rv









4See Theorem 2.8 of this document.
5See Theorem 2.8 of this document.
6See Definition 2.15 of this document.




n − h (ρ̂(h) − ρ(h)) converges in distribution to a centered Gaussian
rv with variance γ(0)σ̃2. Since (xi −Exi) is an ARMA(p,1) process, with autoregressive pa-
rameters φ⋆1 , . . . , φ⋆p , we get, by Azencott and Dacunha-Castelle (1986, Chapter 11, Paragraph
2)8, that Rp, as defined in (4.9), is invertible, and
Φ⋆ = R−1p ρT2∶(p+1) ,
where ρ2∶(p+1) is defined in (4.7).
Let g ∶ D ⊂ Rp+1 → Rp defined by
g(u) = (u∣j−i−1∣1j−i−1≠0 + 1j−i−1=0)−11≤i,j≤p (u2, . . . , up+1)T . (4.25)
Hence,
Φ⋆ = g(ρ1∶(p+1)) ,
Φ̃(p)n = g(ρ̃n1∶(p+1)) .
By (4.11) and the delta method:√
n (Φ̃(p)n −Φ⋆) →n→∞ N (0,∇g(ρ1∶(p+1))TV∇g(ρ1∶(p+1))) ,∇g(ρ1∶(p+1)) being the Jacobian matrix of g in ρ1∶(p+1). Let us determine ∇g(u) ⋅ h for all
u ∈ D, h ∈ Rp+1. Using (4.25), we get
(h∣j−i−1∣1j−i−1≠0)1≤i,j≤p g(u) + (u∣j−i−1∣1j−i−1≠0 + 1j−i−1=0)1≤i,j≤p∇g(u) ⋅ h = (h2, . . . , hp+1)T .
Applied to u = ρ1∶(p+1), we have





and then ∇g (ρ1∶(p+1)) = R−1p M , where M is defined in (4.13).
4.6.2 Proof of Proposition 4.2
In the sequel, we need the following definitions, notations and remarks. Observe that (4.15)
can be rewritten as follows:
z = p∑


















8See Proposition 2.3 of this document.
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where δ⋆k = (1 −∑pr=1 φ⋆r)µ⋆k, for 0 ≤ k ≤ m, and T (t) is an n × (m + 1) matrix where the kth
column is (0, . . . ,0´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
tk−1
1, . . . ,1´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
tk−tk−1
0, . . . ,0´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
n−tk
)T .
Let us define the exact and estimated decorrelated series by
w⋆ = z − p∑
r=1φ⋆rBrz , (4.28)
w = z − p∑
r=1φr,nBrz . (4.29)
where Φn = (φr,n)1≤r≤p.
For any vector subspace E of Rn, let piE denote the orthogonal projection of Rn on E.
Let also ∥ ⋅ ∥ be the Euclidean norm on Rn, ⟨⋅, ⋅⟩ the canonical scalar product on Rn and ∥ ⋅ ∥∞
the sup norm.
For x a vector of Rn and t ∈ An,m, let
Jn,m (x, t) = 1
n
(∥piEt⋆n (x) ∥2 − ∥piEt (x) ∥2) , (4.30)
written Jn (x, t) in the sequel for notational simplicity. In (4.30), Et⋆n and Et correspond to
the linear subspaces of Rn generated by the columns of T (t⋆n) and T (t), respectively. We
shall use the same decomposition as the one introduced in Lavielle and Moulines (2000):
Jn (x, t) =Kn (x, t) + Vn (x, t) +Wn (x, t) , (4.31)
where
Kn (x, t) = 1
n
∥(piEt⋆n − piEt)Ex∥2 ,
Vn (x, t) = 1
n
(∥piEt⋆n (x −Ex)∥2 − ∥piEt (x −Ex)∥2) ,
Wn (x, t) = 2
n
(⟨piEt⋆n (x −Ex) , piEt⋆n (Ex)⟩ − ⟨piEt (x −Ex) , piEt (Ex)⟩) .
We shall also use the following notations:
λ = min
1≤k≤m ∣δ⋆k − δ⋆k−1∣ , (4.32)
λ = max
1≤k≤m ∣δ⋆k − δ⋆k−1∣ , (4.33)
∆τ⋆ = min
1≤k≤m+1 (τ⋆k − τ⋆k−1) , (4.34)Cα,γ,n = {t ∈ An,m;αλ−2 ≤ ∥t − t⋆n∥ ≤ nγ∆τ⋆} , (4.35)C′α,γ,n = Cα,γ,n ∩ {t ∈ An,m;∀k = 1, . . . ,m, tk ≥ t⋆n,k} , (4.36)C′α,γ,n (I) = {t ∈ C′α,γ,n;∀k ∈ I, αλ−2 ≤ tk − t⋆n,k ≤ nγ∆τ⋆ and ∀k ∉ I, tk − t⋆n,k < αλ−2} , (4.37)
for any α > 0, 0 < γ < 1/2 and I ⊂ {1, . . . ,m}. We shall also need the following lemmas in
order to prove Proposition 4.2 which are proved below.
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Lemma 4.1. Let (z1−p, . . . , zn) be defined by (4.1) or (4.15), then, for all r = 0, . . . , p:
∥Brz∥ = OP (n1/2) ,
as n tends to infinity, where Brz is defined in (4.27).
Lemma 4.2. Let (z1−p, . . . , zn) be defined by (4.1) or (4.15) then, for all t ∈ An,m,
∣Jn (w, t) − Jn (w⋆, t)∣ ≤ 2
n
p∑
r=1 ∣φ⋆r − φr,n∣ ∥Brz∥ (p ∣φ⋆r − φr,n∣ ∥Brz∥ + 2 ∥w⋆∥) = OP (n−1/2) ,
where Jn is defined in (4.30), Bz and z are defined in (4.27), w
⋆ is defined in (4.28) and w
is defined in (4.29).
Lemma 4.3. Under the assumptions of Proposition 4.2, ∥τn − τ ⋆∥∞ converges in probability
to 0, as n tends to infinity.
Lemma 4.4. Under the assumptions of Proposition 4.2 and for any α > 0, 0 < γ < 1/2 andI ⊂ {1, . . . ,m},
P ( min
t∈C′α,γ,n(I)(12Kn (w⋆, t) + Vn (w⋆, t) +Wn (w⋆, t)) ≤ 0)Ð→ 0 , as n→∞ ,
where C′α,γ,n (I) is defined in (4.37) and w⋆ is defined in (4.28).
Lemma 4.5. Under the assumptions of Proposition 4.2 and for any α > 0, 0 < γ < 1/2 andI ⊂ {1, . . . ,m},
P ( min
t∈C′α,γ,n(I)Jn (w, t) ≤ 0)Ð→ 0 , as n→∞ ,
where C′α,γ,n (I) is defined in (4.37) and w is defined in (4.29).
Lemma 4.6. Under the assumptions of Proposition 4.2,
∥τ̂n(z,Φn) − τ ⋆∥∞ = OP (n−1) .
Proof of Lemma 4.1. Without loss of generality, assume (z1−p, . . . , zn) is defined by (4.15).∥Brz∥2 = ∑n−ri=1−r z2i then Markov inequality implies that ∥Brz∥2 = OP (n).
Proof of Lemma 4.2. By (4.28), w = w⋆ +∑pr=1(φ⋆r − φr,n)Brz. We get





2 + 2 p∑
r=1(φ⋆r − φr,n) ⟨piEt(w⋆), piEt(Brz)⟩≤ p∑
r=1p(φ⋆r − φr,n)2 ∥piEt(Brz)∥2 + 2
p∑
r=1(φ⋆r − φr,n) ⟨piEt(w⋆), piEt(Brz)⟩≤ p∑
r=1(φ⋆r − φr,n) (p(φ⋆r − φr,n) ∥piEt(Brz)∥2 + 2 ⟨piEt(w⋆), piEt(Brz)⟩)≤ p∑
r=1(φ⋆r − φr,n) ⟨piEt(Brz), p(φ⋆r − φr,n)piEt(Brz) + 2piEt(w⋆)⟩ .
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The Cauchy-Schwarz inequality and the 1-Lipschitz property of projections give
∣∥piEt(w)∥2 − ∥piEt(w⋆)∥2∣ ≤ p∑
r=1 ∣φ⋆r − φr,n∣ ∥Brz∥ (p ∣φ⋆r − φr,n∣ ∥Brz∥ + 2 ∥w⋆∥)
The conclusion follows from (4.30), (4.19) and Lemma 4.1.
Proof of Lemma 4.3. Lavielle and Moulines (2000, proof of Theorem 3) give the following
bounds for any t ∈ An,m:
Kn (w⋆, t) ≥ λ2 min( 1
n
max
1≤k≤m ∣tk − t⋆n,k∣ ,∆τ⋆) , (4.38)






∣Wn (w⋆, t)∣ ≤ 3 (m + 1)2 λ
n
(max
1≤s≤n ∣ s∑i=1 i∣ + max1≤s≤n ∣
n∑
i=n−s i∣) , (4.40)
where λ, λ anf ∆τ⋆ are defined in (4.32–4.34). For any α > 0, define, as in the proof of
Theorem 3 of Lavielle and Moulines (2000),
Cn,α = {t ∈ An,m; ∥t − t⋆n∥∞ ≥ nα} . (4.41)
For 0 < α < ∆τ⋆ , we have:
P (∥t̂n(z,Φn) − t⋆n∥∞ ≥ nα) ≤ P ( mint∈Cn,α Jn (w, t) ≤ 0)
≤ P ( min
t∈Cn,α (Jn (w, t) − Jn (w⋆, t)) ≤ −αλ2)
+ P ( min
t∈Cn,α (Vn (w⋆, t) +Wn (w⋆, t)) ≤ −αλ2)
≤ P ( min
t∈Cn,α (Jn (w, t) − Jn (w⋆, t)) ≤ −αλ2)





1≤s≤n ∣ s∑i=1 i∣ + max1≤s≤n ∣
n∑
i=n−s i∣ ≥ cλ2nαλ−1)
for some positive constant c. The last two terms of this sum go to 0 when n goes to infin-
ity (Lavielle and Moulines, 2000, proof of Theorem 3). To show that the first term shares the
same property, it suffices to show that Jn (w, t) − Jn (w⋆, t) is bounded uniformly in t by a
sequence of rv’s which converges to 0 in probability. This result holds by Lemma 4.2.
Proof of Lemma 4.4. Using Lavielle and Moulines (2000, Equations (64–66)), one can show
the bound (73) of Lavielle and Moulines (2000) on
P ( min
t∈C′α,γ,n(I) (Kn (w⋆, t) + Vn (w⋆, t) +Wn (w⋆, t)) ≤ 0) .
103
Using the same arguments, we have the same bound on
P ( min
t∈C′α,γ,n(I)(12Kn (w⋆, t) + Vn (w⋆, t) +Wn (w⋆, t)) ≤ 0) .
We conclude using Lavielle and Moulines (2000, Equations (67–71)).
Proof of Lemma 4.5. By (4.31),
P ( min
t∈C′α,γ,n(I)Jn (w, t) ≤ 0) ≤ P ( mint∈C′α,γ,n(I)(Jn (w, t) − Jn (w⋆, t) + 12Kn (w⋆, t)) ≤ 0)
+ P ( min
t∈C′α,γ,n(I)(12Kn (w⋆, t) + Vn (w⋆, t) +Wn (w⋆, t)) ≤ 0) .
By Lemma 4.4, the conclusion thus follows if
P ( min
t∈C′α,γ,n(I)(Jn (w, t) − Jn (w⋆, t) + 12Kn (w⋆, t)) ≤ 0)Ð→ 0 , as n→∞ .
Since min
t∈C′α,γ,n(I)Kn (w⋆, t) ≥ (1 − γ)∆τ⋆α (Lavielle and Moulines, 2000, Equation (65)),
P ( min
t∈C′α,γ,n(I)(Jn (w, t) − Jn (w⋆, t) + 12Kn (w⋆, t)) ≤ 0)
≤ P ( min
t∈C′α,γ,n(I) (Jn (w, t) − Jn (w⋆, t)) ≤ 12 (γ − 1)∆τ⋆α) ,
and we conclude by Lemma 4.2.
Proof of Lemma 4.6. For notational simplicity, t̂n(z,Φn) will be replaced by tn in this proof.
Since for any α > 0,
P (∥tn − t⋆n∥∞ < αλ−2) = P (∥tn − t⋆n∥∞ ≤ nγ∆τ⋆) − P (tn ∈ Cα,γ,n) ,
it is enough, by Lemma 4.3, to prove that
P (tn ∈ Cα,γ,n)Ð→ 0 , as n→∞ ,
for all α > 0 and 0 < γ < 1/2. Since Cα,γ,n = ⋃I⊂{1,...,m}Cα,γ,n ∩ {t ∈ An,m;∀k ∈ I, tk ≥ t⋆n,k}, we
shall only study one set in the union without loss of generality and prove that
P (tn ∈ C′α,γ,n)Ð→ 0 , as n→∞ ,
where C′α,γ,n is defined in (4.36). Since C′α,γ,n = ⋃I⊂{1,...,m}C′α,γ,n (I), we shall only study one set
in the union without loss of generality and prove that
P (tn ∈ C′α,γ,n (I))Ð→ 0 , as n→∞ .
Since
P (tn ∈ C′α,γ,n (I)) ≤ P ( min
t∈C′α,γ,n(I)Jn (w, t) ≤ 0) ,
the proof is complete by Lemma 4.5.
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Proof of Proposition 4.2. For notational simplicity, δ̂n(z,Φn) will be replaced by δn in this
proof. By Lemma 4.6, the last result to show is
∥δn − δ⋆∥ = OP (n−1/2) ,














By the Cauchy-Schwarz inequality,RRRRRRRRRRRRR
tn,k+1∑
i=tn,k+1 zi−r
RRRRRRRRRRRRR ≤ (tn,k+1 − tn,k)
1/2 (z2
tn,k+1−r + ⋅ ⋅ ⋅ + z2tn,k+1−r)1/2 ≤ n1/2 ∥Bz∥ = OP (n) ,
where the last equality comes from Lemma 4.1. Hence by (4.19) and Lemma 4.6,
δn,k = 1












⎞⎟⎠ +OP (n−1/2) ,
where the last equality comes from (4.26) and (4.28).
Let us now prove that
1
n (τn,k+1 − τn,k)
tn,k+1∑
i=tn,k+1 i = OP (n−1/2) . (4.42)













By the Central limit theorem, the first term in the right-hand side of (4.43) is OP (n1/2).
By using the Cauchy-Schwarz inequality, we get that the second term of (4.43) satisfies:∣∑t⋆n,k
i=tn,k+1 i∣ ≤ ∣t⋆n,k − tn,k∣1/2 (∑ni=1 2i )1/2 = OP (1)OP (n1/2) = OP (n1/2), by Lemma 4.6. The
same holds for the last term in the right-hand side of (4.43), which gives (4.42).
Hence,
δn,k − δ⋆k = 1
n (τn,k+1 − τn,k)
tn,k+1∑
i=tn,k+1 (Ew⋆i − δ⋆k) +OP (n−1/2)= 1
n (τn,k+1 − τn,k) ∑i∈{tn,k+1,...,tn,k+1}∖{t⋆n,k+1,...,t⋆n,k+1} (Ew⋆i − δ⋆k) +OP (n−1/2) ,
and then
∣δn,k − δ⋆k ∣ ≤ 1
n (τn,k+1 − τn,k) ♯{tn,k + 1, . . . , tn,k+1} ∖ {t⋆n,k + 1, . . . , t⋆n,k+1} maxl=0,...,m ∣δ⋆l − δ⋆k ∣+ OP (n−1/2) .
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We conclude by using Lemma 4.6 to get ♯{tn,k + 1, . . . , tn,k+1} ∖ {t⋆n,k + 1, . . . , t⋆n,k+1} =
OP (1) and Lemma 4.3 to get (τn,k+1 − τn,k)−1 = OP (1).
4.6.3 Proof of Proposition 4.3
The connection between Models (4.1) and (4.15) is made by the following lemmas.
Lemma 4.7. Let (y0, . . . yn) be defined by (4.1) and let
v⋆i = yi − p∑
r=1φ⋆ryi−1, (4.44)
∆⋆i = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
− (µ⋆k − µ⋆k−1)∑ps=r φ⋆s if i = t⋆n,k + r and 1 ≤ r ≤ p
0, otherwise,
(4.45)
where the µ⋆k’s are defined in (4.1), then the process
w⋆i = v⋆i +∆⋆i (4.46)
equals zi −∑pr=1 zi−r where (z1−p, . . . , zn) verify (4.15). Such a process (z1−p, . . . , zn) can be
constructed recursively as
⎧⎪⎪⎪⎨⎪⎪⎪⎩
zi = yi for 1 − p ≤ i ≤ 0
zi = w⋆i +∑pr=1 φ⋆rzi−r for i > 0. (4.47)
Lemma 4.8. Let (y1−p, . . . , yn) be defined by (4.1) and let z be defined by (4.44– 4.47). Then
wi = vi +∆i (4.48)
where
vi = yi − p∑
r=1φr,nyi−r (4.49)
wi = zi − p∑
r=1φr,nzi−r (4.50)
∆i = ∆⋆i + p∑
r=1 (φ⋆r − φr,n) (zi−r − yi−r) . (4.51)
Lemma 4.9. Let ∆ = (∆i)0≤i≤n as defined in (4.51). Then ∥∆∥ = OP (1).
Proof of Lemma 4.7. Let z being defined by (4.47). Using (4.46), we get, for all 0 ≤ k ≤
m, t⋆n,k < i ≤ t⋆n,k+1
(zi − µ⋆k) − p∑
r=1φ⋆r (zi−r − µ⋆k) = (yi − µ⋆k) −
p∑
r=1φ⋆r (yi−r − µ⋆k) +∆⋆i= (yi − µ⋆k) − p∑
r=1φ⋆r (yi−1 − (µ⋆k−11r≥i−t⋆n,k + µ⋆k1r<i−t⋆n,k))
This expression equals (yi −E (yi)) −∑pr=1 φ⋆r (yi−r −E (yi−r)) = ηi −∑pr=1 φ⋆rηi−r = i by (4.1)
and (4.2). Then z satisfies (4.15).
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The proof of Lemma 4.8 is straightforward.
Proof of Lemma 4.9. (4.51) can be written as
∆ = ∆⋆ + p∑
r=1 (φ⋆r − φr,n) (Bry −Brz)
where ∆⋆ = (∆⋆i )1≤i≤n, Bry = (yi−r)1≤i≤n and Brz is defined in (4.27). By the triangle
inequality, ∥∆∥ ≤ ∥∆⋆∥ + p∑
r=1 ∣φ⋆r − φr,n∣ (∥Bry∥ + ∥Brz∥) . (4.52)
Since ∥∆⋆∥ is constant in n it is bounded. The conclusion follows from (4.52), (4.19) and
Lemma 4.1.
Proof of Proposition 4.3. Let y, z, v, w and ∆ be defined in Lemma 4.8.
Using (4.30) and Lemma 4.8, we get
Jn (v, t) = Jn (w, t) + Jn (∆, t) − 2
n
(⟨piEt⋆n (w) , piEt⋆n (∆)⟩ − ⟨piEt (w) , piEt (∆)⟩) .
By the Cauchy-Schwarz inequality and the 1-Lipschitz property of projections, we have
∣Jn (∆, t)∣ ≤ 2∥∆∥2,∣⟨piEt⋆n (w) , piEt⋆n (∆)⟩ − ⟨piEt (w) , piEt (∆)⟩∣ ≤ 2∥∆∥∥w∥.
Note that w = z −∑pr=1 φr,nBrz thus by the triangle inequality
∥w∥ ≤ ∥z∥ + p∑
r=1 ∣φr,n∣∥Brz∥ .
Since ∣φr,n∣ = OP (1) for all 1 ≤ r ≤ p, we deduce from Lemma 4.1 that ∥w∥ = OP (n1/2).
Since, by Lemma 4.9, ∥∆∥ = OP (1), we obtain that
sup
t
{Jn (∆, t) − 2
n
(⟨piEt⋆n (w) , piEt⋆n (∆)⟩ − ⟨piEt (w) , piEt (∆)⟩)} = OP (n−1/2) . (4.53)
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For 0 < α < ∆τ⋆ , using (4.31) and (4.41), we get:
P (∥tn − t⋆∥∞ ≥ α) ≤ P ( mint∈Cn,α Jn (v, t) ≤ 0)
≤ P ( min
t∈Cn,α {Jn (w, t) + Jn (∆, t)− 2
n
(⟨piEt⋆n (w) , piEt⋆n (∆)⟩ − ⟨piEt (w) , piEt (∆)⟩)} ≤ 0)
≤ P ( min
t∈Cn,α {Kn (w, t) + Vn (w, t) +Wn (w, t) + Jn (∆, t)− 2
n
(⟨piEt⋆n (w) , piEt⋆n (∆)⟩ − ⟨piEt (w) , piEt (∆)⟩)} ≤ 0)
≤ P ( min
t∈Cn,α {12Kn (w, t) + Vn (w, t) +Wn (w, t)} ≤ 0)
+P ( min
t∈Cn,α {12Kn (w, t) + Jn (∆, t)− 2
n
(⟨piEt⋆n (w) , piEt⋆n (∆)⟩ − ⟨piEt (w) , piEt (∆)⟩)} ≤ 0) .
Following the proof of Lemma 4.3, one can prove that
P ( min
t∈Cn,α {12Kn (w, t) + Vn (w, t) +Wn (w, t)} ≤ 0) Ð→n→∞ 0 .
Using (4.38), we get that
P ( min




t∈Cn,α {Jn (∆, t) − 2n (⟨piEt⋆n (w) , piEt⋆n (∆)⟩ − ⟨piEt (w) , piEt (∆)⟩)} ≤ 0)
which goes to zero when n goes to infinity by (4.53).
Then Lemma 4.3 still holds if y is defined by (4.1). To show the rate of convergence, we use
the same decomposition. As in the proof of Lemma 4.6, P ( min
t∈C′α,γ,n(I)Jn (v, t) ≤ 0) Ð→n→∞ 0 for all
α > 0 and 0 < γ < 1/2 is a sufficient condition for proving that P (t̂n(y, ρn) ∈ Cα,γ,n)Ð→n→∞ 0,
which allows us to conclude on the rate of convergence of the estimated change-points. Note
that
P ( min
t∈C′α,γ,n(I)Jn (v, t) ≤ 0) ≤ P ( mint∈C′α,γ,n {12Kn (w, t) + Vn (w, t) +Wn (w, t)} ≤ 0)+ P (1
2
λ2α + Jn (∆, t)
− 2
n
(⟨piEt⋆n (w) , piEt⋆n (∆)⟩ − ⟨piEt (w) , piEt (∆)⟩) ≤ 0) .
In the latter equation, the second term of the right-hand side goes to zero as n goes to infinity
by (4.53). The first term of the right-hand side goes to zero when n goes to infinity by
following the same line of reasoning as the one of Lemma 4.5. This concludes the proof of
Proposition 4.3.
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4.7 Tables and figures
n 7200 14400
estimate \number of changes < 5 5 6 7 > 7 < 5 5 6 7 > 7
m̂0Y 0 0 100 0 0 0 0 100 0 0
m̂0 0 0 100 0 0 0 0 100 0 0
m̂ 0 0 97 3 0 0 0 100 0 0
m̂PP 0 0 99 1 0 0 0 100 0 0
m̂⋆ 0 0 97 3 0 0 0 100 0 0
m̂⋆PP 0 0 99 1 0 0 0 100 0 0
m̂′ 0 0 97 3 0 0 0 100 0 0
m̂′PP 0 0 99 1 0 0 0 100 0 0
estimate \order of the autoregression 0 1 2 3 > 3 0 1 2 3 > 3
p̂′ 0 0 96 4 0 0 0 97 1 2
φ̃
(2)
n,1 RMSE 1.99 ⋅ 10−2 1.64 ⋅ 10−2
φ̃
(2)
n,2 RMSE 1.80 ⋅ 10−2 1.54 ⋅ 10−2
Table 4.1 – Estimates of the number of changes, of the order of the autoregression, and RMSEs












Figure 4.1 – Boxplots of the estimates of the number of changes for 100 AR(2) series with the
parameters (φ⋆1 , φ⋆2 , σ⋆) = (−1.2,−0.4,0.4). n = 7200 (top) or 14400 (bottom). In each plot,
the estimates boxplots are in the following order (from left to right): m̂0Y , m̂
0, m̂, m̂PP , m̂
⋆,



















































































































































































































Figure 4.2 – Frequency plots of the change-point location estimates for 100 AR(2) series with
the parameters (φ⋆1 , φ⋆2 , σ⋆) = (−1.2,−0.4,0.4). n = 7200 (left) or 14400 (right). Estimates: t̂0n
(top), t̂n,PP (middle), t̂
′
n,PP (bottom). The black line represents the absolute frequency of
each location between 1 and n in estimates (scale on right axis). The red line represents the
Gaussian kernel density estimate of this dataset (scale on left axis).
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n 7200 14400
estimate \number of changes < 5 5 6 7 > 7 < 5 5 6 7 > 7
m̂0Y 0 0 0 0 100 0 0 0 0 100
m̂0 0 0 0 0 100 0 0 0 1 99
m̂ 3 0 91 6 0 0 0 99 1 0
m̂PP 3 0 97 0 0 0 0 100 0 0
m̂⋆ 0 0 94 6 0 0 0 99 1 0
m̂⋆PP 0 0 100 0 0 0 0 100 0 0
m̂′ 4 0 90 6 0 0 0 98 2 0
m̂′PP 4 0 96 0 0 0 0 99 1 0
estimate \order of the autoregression 0 1 2 3 > 3 0 1 2 3 > 3
p̂′ 0 0 46 24 30 0 0 55 15 30
φ̃
(2)
n,1 RMSE 4.93 ⋅ 10−2 3.46 ⋅ 10−2
φ̃
(2)
n,2 RMSE 3.13 ⋅ 10−2 2.16 ⋅ 10−2
Table 4.2 – Estimates of the number of changes, of the order of the autoregression, and RMSEs















l l l l
Figure 4.3 – Boxplots of the estimates of the number of changes for 100 AR(2) series with
the parameters (φ⋆1 , φ⋆2 , σ⋆) = (1.6,−0.8,0.4). n = 7200 (top) or 14400 (bottom). In each plot,
the estimates boxplots are in the following order (from left to right): m̂0Y , m̂
0, m̂, m̂PP , m̂
⋆,


















































































































































































































Figure 4.4 – Frequency plots of the change-point location estimates for 100 AR(2) series with
the parameters (φ⋆1 , φ⋆2 , σ⋆) = (1.6,−0.8,0.4). n = 7200 (left) or 14400 (right). Estimates: t̂0n
(top), t̂n,PP (middle), t̂
′
n,PP (bottom). The black line represents the absolute frequency of
each location between 1 and n in estimates (scale on right axis). The red line represents the
Gaussian kernel density estimate of this dataset (scale on left axis).
112
n 7200 14400
estimate \number of changes < 5 5 6 7 > 7 < 5 5 6 7 > 7
m̂0Y 0 0 0 0 100 0 0 0 0 100
m̂0 0 0 51 20 29 0 0 60 17 23
m̂ 3 0 96 3 1 0 0 98 2 0
m̂PP 3 0 97 2 1 0 0 98 2 0
m̂⋆ 0 0 97 3 0 0 0 99 1 0
m̂⋆PP 0 0 98 2 0 0 0 99 1 0
m̂′ 0 0 97 3 0 0 0 99 1 0
m̂′PP 0 0 98 2 0 0 0 99 1 0
estimate \order of the autoregression 0 1 2 3 > 3 0 1 2 3 > 3
p̂′ 0 0 59 25 16 0 0 45 30 25
φ̃
(2)
n,1 RMSE 7.00 ⋅ 10−2 6.44 ⋅ 10−2
φ̃
(2)
n,2 RMSE 4.20 ⋅ 10−2 3.68 ⋅ 10−2
Table 4.3 – Estimates of the number of changes, of the order of the autoregression, and RMSEs
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Figure 4.5 – Boxplots of the estimates of the number of changes for 100 AR(2) series with
the parameters (φ⋆1 , φ⋆2 , σ⋆) = (0.2,0.2,0.4). n = 7200 (top) or 14400 (bottom). In each plot,
the estimates boxplots are in the following order (from left to right): m̂0Y , m̂
0, m̂, m̂PP , m̂
⋆,





















































































































































































































Figure 4.6 – Frequency plots of the change-point location estimates for 100 AR(2) series with
the parameters (φ⋆1 , φ⋆2 , σ⋆) = (0.2,0.2,0.4). n = 7200 (left) or 14400 (right). Estimates: t̂0n
(top), t̂n,PP (middle), t̂
′
n,PP (bottom). The black line represents the absolute frequency of
each location between 1 and n in estimates (scale on right axis). The red line represents the
Gaussian kernel density estimate of this dataset (scale on left axis).
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n 7200 14400
estimate \number of changes < 5 5 6 7 > 7 < 5 5 6 7 > 7
m̂0Y 0 0 0 0 100 0 0 0 0 100
m̂0 0 0 0 0 100 0 0 0 0 100
m̂ 13 0 27 4 56 25 0 29 9 37
m̂PP 13 0 28 3 56 25 0 33 5 37
m̂⋆ 0 1 80 18 1 0 0 88 11 1
m̂⋆PP 1 0 91 7 1 0 0 98 2 0
m̂′ 22 0 54 15 9 6 0 80 11 3
m̂′PP 22 0 66 4 8 6 0 90 3 1
estimate \order of the autoregression 0 1 2 3 > 3 0 1 2 3 > 3
p̂′ 0 0 18 12 70 0 0 14 12 74
φ̃
(2)
n,1 RMSE 3.44 ⋅ 10−1 2.40 ⋅ 10−1
φ̃
(2)
n,2 RMSE 2.41 ⋅ 10−1 1.71 ⋅ 10−1
Table 4.4 – Estimates of the number of changes, of the order of the autoregression, and RMSEs































































Figure 4.7 – Boxplots of the estimates of the number of changes for 100 AR(2) series with
the parameters (φ⋆1 , φ⋆2 , σ⋆) = (0.2,0.6,0.4). n = 7200 (top) or 14400 (bottom). In each plot,
the estimates boxplots are in the following order (from left to right): m̂0Y , m̂
0, m̂, m̂PP , m̂
⋆,





















































































































































































































Figure 4.8 – Frequency plots of the change-point location estimates for 100 AR(2) series with
the parameters (φ⋆1 , φ⋆2 , σ⋆) = (0.2,0.6,0.4). n = 7200 (left) or 14400 (right). Estimates: t̂0n
(top), t̂n,PP (middle), t̂
′
n,PP (bottom). The black line represents the absolute frequency of
each location between 1 and n in estimates (scale on right axis). The red line represents the
Gaussian kernel density estimate of this dataset (scale on left axis).
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n 7200 14400
estimate \number of changes < 5 5 6 7 > 7 < 5 5 6 7 > 7
m̂0Y 0 0 0 0 100 0 0 0 0 100
m̂0 0 0 0 0 100 0 0 0 0 100
m̂ 2 0 52 28 18 1 0 59 28 12
m̂PP 3 0 85 10 2 1 0 96 3 0
m̂⋆ 0 0 65 28 7 0 0 70 29 1
m̂⋆PP 0 0 98 2 0 0 0 98 2 0
m̂′ 0 0 63 28 9 0 0 74 24 2
m̂′PP 0 0 100 0 0 0 0 99 1 0
estimate \order of the autoregression 0 1 2 3 > 3 0 1 2 3 > 3
p̂′ 0 0 36 20 44 0 0 36 21 43
φ̃
(2)
n,1 RMSE 1.11 ⋅ 10−1 8.17 ⋅ 10−2
φ̃
(2)
n,2 RMSE 5.16 ⋅ 10−2 3.76 ⋅ 10−2
Table 4.5 – Estimates of the number of changes, of the order of the autoregression, and RMSEs
























Figure 4.9 – Boxplots of the estimates of the number of changes for 100 AR(2) series with
the parameters (φ⋆1 , φ⋆2 , σ⋆) = (0.4,0.2,0.2). n = 7200 (top) or 14400 (bottom). In each plot,
the estimates boxplots are in the following order (from left to right): m̂0Y , m̂
0, m̂, m̂PP , m̂
⋆,





















































































































































































































Figure 4.10 – Frequency plots of the change-point location estimates for 100 AR(2) series
with the parameters (φ⋆1 , φ⋆2 , σ⋆) = (0.4,0.2,0.2). n = 7200 (left) or 14400 (right). Estimates:
t̂0n (top), t̂n,PP (middle), t̂
′
n,PP (bottom). The black line represents the absolute frequency of
each location between 1 and n in estimates (scale on right axis). The red line represents the
Gaussian kernel density estimate of this dataset (scale on left axis).
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n 7200 14400
estimate \number of changes < 5 5 6 7 > 7 < 5 5 6 7 > 7
m̂0Y 0 0 0 0 100 0 0 0 0 100
m̂0 0 0 31 16 53 0 0 31 14 55
m̂ 2 0 90 4 4 0 0 100 0 0
m̂PP 2 0 92 2 4 0 0 100 0 0
m̂⋆ 0 0 100 0 0 0 0 99 1 0
m̂⋆PP 0 0 100 0 0 0 0 100 0 0
m̂′ 0 0 99 1 0 0 0 99 1 0
m̂′PP 0 0 99 1 0 0 0 100 0 0
estimate \order of the autoregression < 4 4 5 6 > 6 < 4 4 5 6 > 6
p̂′ 0 0 41 25 34 0 0 45 21 34
φ̃
(5)
n,1 RMSE 1.01 ⋅ 10−1 6.92 ⋅ 10−2
φ̃
(5)
n,2 RMSE 4.36 ⋅ 10−2 3.19 ⋅ 10−2
φ̃
(5)
n,3 RMSE 3.54 ⋅ 10−2 2.45 ⋅ 10−2
φ̃
(5)
n,4 RMSE 2.48 ⋅ 10−2 1.84 ⋅ 10−2
φ̃
(5)
n,5 RMSE 3.72 ⋅ 10−2 2.35 ⋅ 10−2
Table 4.6 – Estimates of the number of changes, of the order of the autoregression, and RMSEs


























Figure 4.11 – Boxplots of the estimates of the number of changes for 100 AR(5) series with the
parameters (φ⋆1 , φ⋆2 , φ⋆3 , φ⋆4 , φ⋆5 , σ⋆) = (0.5,0,0,0.5,−0.5,0.4). n = 7200 (top) or 14400 (bottom).
In each plot, the estimates boxplots are in the following order (from left to right): m̂0Y , m̂
0,
m̂, m̂PP , m̂



















































































































































































































Figure 4.12 – Frequency plots of the change-point location estimates for 100 AR(5) series
with the parameters (φ⋆1 , φ⋆2 , φ⋆3 , φ⋆4 , φ⋆5 , σ⋆) = (0.5,0,0,0.5,−0.5,0.4). n = 7200 (left) or 14400
(right). Estimates: t̂0n (top), t̂n,PP (middle), t̂
′
n,PP (bottom). The black line represents the
absolute frequency of each location between 1 and n in estimates (scale on right axis). The
red line represents the Gaussian kernel density estimate of this dataset (scale on left axis).
120
n 7200 14400
estimate \number of changes < 5 5 6 7 > 7 < 5 5 6 7 > 7
m̂0Y 0 0 0 0 100 0 0 0 0 100
m̂0 0 0 53 5 42 0 0 54 2 44
m̂ 0 0 100 0 0 0 0 100 0 0
m̂PP 0 0 100 0 0 0 0 100 0 0
m̂⋆ 0 0 100 0 0 0 0 100 0 0
m̂⋆PP 0 0 100 0 0 0 0 100 0 0
m̂′ 0 0 100 0 0 0 0 100 0 0
m̂′PP 0 0 100 0 0 0 0 100 0 0
estimate \order of the autoregression < 4 4 5 6 > 6 < 4 4 5 6 > 6
p̂′ 0 0 72 17 11 0 0 83 12 5
φ̃
(5)
n,1 RMSE 2.99 ⋅ 10−2 1.77 ⋅ 10−2
φ̃
(5)
n,2 RMSE 1.24 ⋅ 10−2 1.05 ⋅ 10−2
φ̃
(5)
n,3 RMSE 1.25 ⋅ 10−2 1.03 ⋅ 10−2
φ̃
(5)
n,4 RMSE 1.28 ⋅ 10−2 1.01 ⋅ 10−2
φ̃
(5)
n,5 RMSE 1.29 ⋅ 10−2 9.47 ⋅ 10−3
Table 4.7 – Estimates of the number of changes, of the order of the autoregression, and RMSEs


















Figure 4.13 – Boxplots of the estimates of the number of changes for 100 AR(5) series with the
parameters (φ⋆1 , φ⋆2 , φ⋆3 , φ⋆4 , φ⋆5 , σ⋆) = (0.5,0,0,0,−0.5,0.4). n = 7200 (top) or 14400 (bottom).
In each plot, the estimates boxplots are in the following order (from left to right): m̂0Y , m̂
0,
m̂, m̂PP , m̂




















































































































































































































Figure 4.14 – Frequency plots of the change-point location estimates for 100 AR(5) series
with the parameters (φ⋆1 , φ⋆2 , φ⋆3 , φ⋆4 , φ⋆5 , σ⋆) = (0.5,0,0,0,−0.5,0.4). n = 7200 (left) or 14400
(right). Estimates: t̂0n (top), t̂n,PP (middle), t̂
′
n,PP (bottom). The black line represents the
absolute frequency of each location between 1 and n in estimates (scale on right axis). The
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Figure 5.1 – Exemple d’une des se´ries simule´es dans l’e´tude re´alise´e dans la section 3.5,
affecte´e de six ruptures. Ici, n = 1600, ρ⋆ = 0.9, σ⋆ = 0.3. Les droites verticales marquent la
localisation des ruptures estime´es. On constate la sur-segmentation de la se´rie si on utilise
le crite`re mBIC sans de´corre´lation (gauche), contrairement au re´sultat donne´ par le crite`re
mBIC apre`s de´corre´lation (droite).
5.1 Commentaires
Cette section contient des commentaires sur les articles pre´sente´s dans les chapitres 3 et 4.
5.1.1 Commentaires sur le chapitre 3
L’article pre´sente´ au chapitre 3 a pour objet principal la segmentation, c’est sur ce point que
porte sa contribution principale, a` savoir la justification the´orique de la proce´dure consistant
a` de´corre´ler les se´ries temporelles e´tudie´es avant de les segmenter. C’est sur ce point, no-
tamment la possibilite´ offerte de se´lectionner le nombre de ruptures par le crite`re mBIC de
Zhang et Siegmund (2007) sans sur-segmentation (cf. figure 5.1), que la me´thodologie pro-
pose´e est e´value´e. Toutefois, les commentaires porteront principalement sur l’estimation du
parame`tre d’autore´gression ρ⋆. On notera que l’estimation de ce parame`tre n’est qu’un outil
de la me´thode de segmentation propose´e, et absolument pas un but en soi. Seront e´voque´s
la construction de l’estimateur utilise´, un autre estimateur, leurs proprie´te´s asymptotiques
respectives et leur utilisation dans une statistique de test.
Construction de l’estimateur ρ̃n
Les estimateurs Sn et Qn de Rousseeuw et Croux (1993) d’un parame`tre d’e´chelle d’un e´chan-
tillon x = (x1, . . . , xn), de´finis resp. en (2.15) et en (2.19), font intervenir les quantiles des
diffe´rences ∣xi − xj ∣ , (1 ≤ i < j ≤ n). Plac¸ons-nous dans le mode`le des valeurs aberrantes addi-
tives (additive outliers, AO), ou` un nombre k d’observations de cet e´chantillon est affecte´ par
une perturbation de´terministe : x̃ = x + v ou` v ∈ Rn n’a que k composantes non-nulles. La
de´finition du mode`le AO est ici simplifie´e pour la clarte´ de l’expose´ (cf. Maronna et al. 2006,
section 8.1.2).
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Figure 5.2 – Illustration de la surcontamination des diffe´rences entre observations yi−yj , (1 ≤
i < j ≤ n) dans un mode`le de segmentation par rapport au mode`le AO. Le proble`me disparaˆıt
si on impose j = i + 1.
Parmi les n(n − 1)/2 diffe´rences vi − vj , (1 ≤ i < j ≤ n), au plus k(n − 1) diffe´rences sont
non nulles. Donc parmi les n(n− 1)/2 diffe´rences x̃i − x̃j = (xi − xj)+ (vi − vj), (1 ≤ i < j ≤ n),
au plus k(n−1) diffe´rences sont diffe´rentes de xi−xj , on dira qu’elles sont contamine´es. C’est
ce qui permet d’obtenir un point d’effondrement (cf. de´finition 2.16) tendant vers 1/2 pour
Qn.
Supposons maintenant que l’on observe (yi)1≤i≤n de´fini en l’e´quation (3.1). Les seules
diffe´rences yi − yj , (1 ≤ i < j ≤ n) dont on est suˆr qu’elles soient e´gales a` ηi − ηj , et donc
centre´es, sont les diffe´rences intra-segment :
yi − yj , (t⋆k−1 + 1 ≤ i < j ≤ t⋆k,1 ≤ k ≤m⋆ + 1) .
Il n’y en a que ∑m⋆+1k=1 (t⋆k − t⋆k−1) (t⋆k − t⋆k−1 − 1) /2. S’il n’y a qu’une seule rupture, la borne
supe´rieure de cette quantite´, quand la rupture varie, est n(n − 2)/4 ; soit une proportion(n − 2)/(2n − 2) < 1/2 des diffe´rences yi − yj , (1 ≤ i < j ≤ n). De plus, cette borne supe´rieure
de´croˆıt avec le nombre de ruptures. Par conse´quent, meˆme avec une seule rupture, on a
possiblement un taux de contamination strictement supe´rieur a` 1/2 des diffe´rences yi−yj , (1 ≤
i < j ≤ n) (cf. figure 5.2).
Pour construire un estimateur de ρ⋆ dans ce cadre, nous ne conside´rons donc pas toutes
les diffe´rences yi − yj , (1 ≤ i < j ≤ n), mais seulement une partie d’entre elles. En effet, parmi
les n−1 diffe´rences yi+1−yi, (1 ≤ i ≤ n−1), seules m⋆ diffe´rences sont contamine´es. De meˆme,
parmi les n − 2 diffe´rences yi+2 − yi, (1 ≤ i ≤ n − 2), au plus 2m⋆ diffe´rences sont contamine´es.
D’ou` l’estimateur propose´, de´fini en (3.3), faisant intervenir les me´dianes de ces deux familles
de diffe´rences entre observations.
Un autre estimateur
L’estimateur ρ̃n, de´fini en (3.3), permet de justifier, par ses proprie´te´s et sa rapidite´ de cal-
cul, la de´marche suivie dans le reste de l’article (complexite´ en temps en O(n) graˆce a` un
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algorithme de se´lection, voir par exemple Blum et al. 1973). Mais on pourrait trouver bien
d’autres estimateurs.
L’estimateur que l’on va construire ici a, au prix d’une complexite´ en temps de son calcul
plus grande (en O(n logn), comme l’estimateur Qn de Rousseeuw et Croux, 1993), une
variance asymptotique qui semble, d’apre`s les simulations (cf. section 5.1.1), plus petite que
ρ̃n. Supposons que l’on observe (yi)1≤i≤n de´fini en l’e´quation (3.1). Soit x = (xi)1≤i≤n−1 =(yi+1 − yi)1≤i≤n−1. Soit ρ̂MG,n (h, ⋅) l’estimateur de Ma et Genton (2000) de l’autocorre´lation
a` l’ordre h ∈ Z, de´fini en (2.21). On conside`re l’estimateur suivant de ρ⋆ :
ρ̃′n = 1 + 2ρ̂MG,n (1,x) . (5.1)
Proposition 5.1. Soit (yi)1≤i≤n de´fini en l’e´quation (3.1) et (ηi)i∈Z de´fini en (3.2). On note
x = (xi)1≤i≤n−1 = (yi+1 − yi)1≤i≤n−1, et (νi)i∈Z = (ηi+1 − ηi)i∈Z. Soit ρ̃′n de´fini en (5.1). Alors√
n (ρ̃′n − ρ⋆2) dÐ→n→∞ N (0, σ̃′2) ,
ou`
σ̃′2 = 4E [ψ2 (ν0, ν1)] + 8 ∞∑
k=1E [ψ (ν0, ν1)ψ (νk, νk+1)] , (5.2)




⎛⎝ x + y√σ⋆2(1 − ρ⋆)⎞⎠ − 3 − ρ⋆2 IF⎛⎝ (x − y)
√
1 + ρ⋆√
σ⋆2(3 − ρ⋆)(1 − ρ⋆)⎞⎠
⎫⎪⎪⎬⎪⎪⎭ , (5.3)
IF ∶ x ↦ cQ,Φ (1/4 −Φ(x + 1/cQ,Φ) +Φ(x − 1/cQ,Φ)∫R φ(y)φ(y + 1/cQ,Φ)dy ) , (5.4)
Φ est la fonction de re´partition de la loi normale centre´e re´duite, φ = Φ′ et cQ,Φ est de´fini par
(2.18).
De´monstration. Le re´sultat de´coule directement de :
 le corollaire 2.1 applique´ a` (νi)i∈Z.
 ∀h ∈ Z, γν(h) = 2γη(h) − γη(h − 1) − γη(h + 1).
 γη(0) = σ⋆21−ρ⋆2 , en particulier ρ⋆ = 1 + 2ρν(1).
Remarque 5.1. σ̃′2 ne de´pend que de ρ⋆ et non de σ⋆. A` l’instar de la variance asymptotique σ̃′2
de l’estimateur ρ̃n donne´e par l’e´quation (3.5), l’expression (5.2) n’est pas aise´ment calculable
en fonction de ρ⋆. On propose ci-dessous un calcul par la me´thode de Monte-Carlo.
Efficacite´ asymptotique relative
Pour chaque parame`tre d’autore´gression ρ⋆ ∈ {−0.9,−0.8, . . . ,0.9}, nous avons simule´ 5000 se´-
ries AR(1) centre´es, gaussiennes, de variance 1, de longueur 10000. Le but n’e´tant pas de





















Figure 5.3 – Efficacite´ asymptotique relative estime´e de ρ̃n et ρ̂n(1) (ligne pleine) et de ρ̃′n
et ρ̂n(1) (en pointille´s), en fonction de ρ⋆.
affecte´es par des ruptures. Les variances asymptotiques des deux estimateurs ρ̃n et ρ̃
′
n, res-
pectivement σ̃2 et σ̃2′, ont e´te´ estime´es. Cela a permis d’estimer l’efficacite´ asymptotique
relative respective des deux estimateurs ρ̃n et ρ̃
′
n relativement a` l’estimateur des moments






La figure 5.3 repre´sente les re´sultats. ρ̃′n est meilleur que ρ̃n et les performances de ces deux
estimateurs de´croissent fortement quand ρ⋆ tend vers 1. L’influence de l’erreur d’estimation
de ρ⋆ dans les performances de la segmentation e´tait visible dans l’e´tude de simulation de
la section 3.5, voir par exemple la figure 3.6. La figure 3.5 semble elle sugge´rer que pour
se´lectionner le nombre de ruptures a` l’aide du crite`re mBIC, il vaut mieux de´corre´ler avec un
estimateur peu performant que ne pas de´corre´ler du tout quand ρ⋆ est proche de 1.
Pour re´sumer, l’estimateur ρ̃′n semble avoir de meilleures performances que ρ̃n. Ces der-
nie`res se de´gradent fortement quand ρ⋆ est positivement grand. Toutefois, malgre´ cette perte
d’efficacite´ des estimateurs du parame`tre d’autore´gression, il reste pre´fe´rable de de´corre´ler la
se´rie avant de se´lectionner le nombre de ruptures par mBIC.
Tester l’hypothe`se « ρ⋆ = 0 »
Comme annonce´ dans la remarque 3.2, la normalite´ asymptotique de ρ̂n permet de tester
H0 ∶ ρ⋆ = 0 contre H1 ∶ ρ⋆ ≠ 0 ou H ′1 ∶ ρ⋆ > 0. La me´thode de segmentation apre`s de´corre´lation
introduite au chapitre 3 n’apporte pas d’ame´lioration substantielle a` la segmentation dans le
cas ρ⋆ < 0. Le test le plus judicieux pour savoir s’il faut de´corre´ler avant de segmenter semble
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eˆtre H0 contre H
′
1.
Proposition 5.2. Sous les meˆmes hypothe`ses et avec les meˆmes notations que la proposi-
tion 3.1, si ρ⋆ = 0 alors σ̃2 = σ̃20, ou`
σ̃20 = 3 − 8P (max (∣Y −X ∣ , ∣Z −X ∣) ≤ √2Φ−1(3/4))2 [Φ−1(3/4)φ (Φ−1(3/4))]2 ,
ou` X,Y,Z sont trois v.a.r. inde´pendantes de loi normale centre´e re´duite, Φ est la fonction de
re´partition de la loi normale centre´e re´duite et φ = Φ′.
De´monstration. ρ⋆ = 0 donc les v.a.r. gaussiennes ηi sont inde´pendantes. On supposera, sans
perdre de ge´ne´ralite´, que σ⋆ = 1. On remarque que ∀k ∈ N,E [Ψ (ηk, ηk+1, ηk+2)] = 0, ou` Ψ est
de´fini en (3.6). Or les v.a.r. ηi sont inde´pendantes, donc
∀k ≥ 3,E [Ψ (η0, η1, η2)Ψ (ηk, ηk+1, ηk+2)] = 0 .
Par conse´quent, d’apre`s (3.5),
σ̃2 = E [Ψ (η0, η1, η2)2] + 2E [Ψ (η0, η1, η2)Ψ (η1, η2, η3)] +E [Ψ (η0, η1, η2)Ψ (η2, η3, η4)] .
Notons :
λ = [Φ−1(3/4)φ (Φ−1(3/4))]−2 ,
c = √2Φ−1(3/4) ,
p = P (max (∣Y −X ∣ , ∣Z −X ∣) ≤ √2Φ−1(3/4)) .
On remarque que, pour tous i, j, k, l ∈ Z tels que i ≠ j et k ≠ l :
 si {i, j} ∩ {k, l} = ∅, alors P (∣ηi − ηj ∣ ≤ c, ∣ηk − ηl∣ ≤ c) = P (∣ηi − ηj ∣ ≤ c)P (∣ηk − ηl∣ ≤ c) =
1/4,
 si ♯ ({i, j} ∩ {k, l}) = 1, alors P (∣ηi − ηj ∣ ≤ c, ∣ηk − ηl∣ ≤ c) = p,
 si {i, j} = {k, l}, alors P (∣ηi − ηj ∣ ≤ c, ∣ηk − ηl∣ ≤ c) = P (∣ηi − ηj ∣ ≤ c) = 1/2.
Cela permet de calculer :
E [Ψ (η0, η1, η2)2] = λ(1 − 2p) ,
2E [Ψ (η0, η1, η2)Ψ (η1, η2, η3)] = λ(12 − 2p) ,
E [Ψ (η0, η1, η2)Ψ (η2, η3, η4)] = 0 .
D’ou` σ̃20 = λ (32 − 4p) et le re´sultat.
Remarque 5.2. Le calcul nume´rique de σ̃20 donne 8.567488.
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La p-valeur asymptotique du test de H0 contre H1 est donc 2−2Φ(√ nσ̃20 ∣ρ̃n∣). La p-valeur
asymptotique du test de H0 contre H
′
1 est 1 −Φ(√ nσ̃20 ρ̃n).
On peut faire la meˆme chose avec ρ̃′n. On a estime´ la valeur de σ̃′2 quand ρ⋆ = 0 par Monte-
Carlo (cf. section 5.1.1). La valeur trouve´e e´tait 2.53566. Ces estimations, par la me´thode
de Monte-Carlo, semblent indiquer que, pour tout ρ⋆, la variance asymptotique de ρ̃′n est
plus petite que celle de ρ̃′n. Par conse´quent, le test de H0 contre H1, resp. H ′1, de p-valeur
asymptotique 2 − 2Φ(√ n
σ̃′20 ∣ρ̃′n∣), resp. 1 − Φ(√ nσ̃′20 ρ̃′n), semble plus puissant que le test qui
utilise ρ̃n au lieu de ρ̃
′
n.
Pour re´sumer, pour de´terminer s’il faut ou non de´corre´ler avant de segmenter une se´rie
AR(1), nous recommanderions de tester l’hypothe`se H0 ∶ ρ⋆ = 0 contre H ′1 ∶ ρ⋆ > 0, en
utilisant le test de p-valeur asymptotique 1 −Φ(√ n
σ̃′20 ρ̃′n).
5.1.2 Commentaires sur le chapitre 4
Les commentaires qui suivent sur l’article pre´sente´ dans le chaptire 4 portent sur l’estimation
des parame`tres de l’autore´gression, notamment sur quelques ide´es opur re´duire la variance des
estimateurs, ainsi que sur le post-traitement a` l’ordre p > 1 des instants de rupture estime´s,
qui pose des proble`mes sensiblement diffe´rents de l’ordre 1.
A` propos de l’estimation des parame`tres de l’autore´gression
Les performances de l’estimateur Φ̃(p)n varient beaucoup sur l’ensemble des parame`tres. Cela
peut eˆtre vu comme un proble`me de conditionnement de la matrice Rp, de´finie en (4.9), a`
inverser. Voila` pourquoi l’emploi d’une version re´gularise´e de l’estimateur est sugge´re´e dans
la remarque 4.1. Toutefois, la se´lection conjointe du nombre de ruptures et de l’ordre de
l’autore´gression parvient a` e´viter en partie ces configurations qui induisent de mauvaises
estimations des parame`tres de l’autore´gression et des instants de rupture (voir le tableau 4.4
et les figures 4.7 et 4.8).
A` propos du post-traitement
Le post-traitement des ruptures estime´es (cf. section 4.5.1), est de meˆme nature dans le cas
des se´ries AR(p) ou AR(1). La de´corre´lation induit possiblement p ruptures arte´factuelles ad-
jacentes a` droite de la « vraie » rupture estime´e. On les e´limine donc. Des proble`mes peuvent
apparaˆıtre dans le cas ou` l’on a deux vraies ruptures a` distance infe´rieure ou e´gale a` p. Dans
ce cas, la « vraie » seconde rupture ne peut pas eˆtre distingue´e des ruptures arte´factuelles en-
gendre´es par la premie`re rupture. Cette seconde rupture sera e´limine´e par le post-traitement,
mais le premier des arte´facts qu’elle a engendre´ se trouvant a` une distance supe´rieure a` p de
la premie`re rupture, s’il est de´tecte´, sera conserve´ (voir figure 5.4). Pour e´viter ce proble`me,
on peut interdire a` des ruptures estime´es d’eˆtre a` distance infe´rieure ou e´gale a` p, ce qui
est cohe´rent avec le fait que dans les propositions 4.2 et 4.3, l’optimisation du crite`re se fait
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Figure 5.4 – En haut a` gauche : une se´rie AR(5) affecte´e de deux ruptures dans l’espe´rance,
a` distance 3 l’une de l’autre. En haut a` droite : la se´rie de´corre´le´e. En bas a` gauche : avant
le post-traitement, on de´tecte des ruptures, qu’il s’agisse de vraies ruptures (vert, trait plein)
ou d’arte´facts duˆs a` la de´corre´lation (rouge, trait pointille´). En bas a` droite : dans cette
configuration, le post-traitement e´limine les arte´facts de la premie`re rupture, mais aussi la
vraie seconde rupture, alors qu’un des arte´facts qui lui est associe´ est conserve´.
5.2 Limites de l’approche adopte´e
L’approche propose´e n’est pas exempte de certaines limites. Nous les formulerons concernant
deux aspects : les limitations algorithmiques et la nature des re´sultats propose´s.
5.2.1 Programmation dynamique et de´pendance
Dans cette section, nous discutons la spe´cificite´ de la me´thode employe´e au cas d’un bruit
autore´gressif.
Nous avons propose´ une me´thode pour la segmentation de l’espe´rance d’un processus au-
tore´gressif. La justification de l’approche adopte´e repose en grande partie sur la volonte´ de
conserver l’utilisation de l’algorithme de programmation dynamique pour obtenir la segmen-
tation optimale. Cet algorithme permet de minimiser un crite`re additif sur les segments (voir
section 2.6). Toutefois, cette de´marche semble difficilement ge´ne´ralisable. Plac¸ons-nous dans
le mode`le ge´ne´ral suivant :
y = T (t⋆n)µ⋆ + ση ,
ou` σ > 0 inconnu, y et η sont des matrices n × 1 ale´atoires ; ηT est centre´e, de carre´ inte´-
grable et de matrice de variance/covariance Σ ; µ⋆ est une matrice (m + 1) × 1 ; t⋆n ∈ An,m ={t = (t0, . . . , tm+1) ∈ Rm+2; 0 = t0 < t1 < . . . tm < tm+1 = n} et pour t ∈ An,m, T (t) est une ma-
trice n × (m + 1) dont la ke colonne est (0, . . . ,0´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
tk−1
1, . . . ,1´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
tk−tk−1




On cherche a` estimer t⋆n a` m et Σ connus. On a :
Σ−1/2y = Σ−1/2T (t⋆n)µ⋆ + σ ,
ou` T est une v.a. sur Rn centre´e, de carre´ inte´grable, dont la matrice de variance/covariance
est l’identite´. On souhaite estimer t⋆n et µ⋆ en minimisant sur An,m et l’ensemble des matrices
re´elles n × 1 le crite`re des moindres carre´s :
C (t,µ) = ∥Σ−1/2y −Σ−1/2T (t)µ∥2 .
A` t fixe´, on a :
min
µ
C (t,µ) = ∥Σ−1/2y − piΣ−1/2T (t)Σ−1/2y∥2 ,
ou` piΣ−1/2T (t) est la matrice dans la base canonique de la projection orthogonale sur le sous-
espace vectoriel de Rn engendre´ par les colonnes de Σ−1/2T (t). Pour que ce crite`re soit additif
sur les segments, nous devons disposer d’une famille de vecteurs (f(i, j))1≤i<j≤n de Rn telle
que pour tout t, (f(tk−1 + 1, tk))1≤k≤m+1 est une base orthonorme´e du sous-espace vectoriel
engendre´ par les colonnes de Σ−1/2T (t). Dans ce cas, on a :
min
µ
C (t,µ) = ∥Σ−1/2y∥2 −m+1∑
k=1 ∥pif(tk−1+1,tk)Σ−1/2y∥2 ,
ou` pif(tk−1+1,tk) est la matrice dans la base canonique de la projection orthogonale sur la droite
engendre´e par f(tk−1 + 1, tk), et le crite`re est bien additif sur les segments. Si Σ est l’identite´,
l’existence d’une telle famille de vecteurs est triviale. Mais en toute ge´ne´ralite´, on ne peut
pas obtenir une telle famille de vecteurs pour un Σ syme´trique de´fini positif, e´ventuellement
de Toeplitz, donne´. Dans le cas des processus autore´gressifs d’ordre fini, la solution propose´e
a` ce proble`me de de´pendance inter-segments fut, modulo le conditionnement aux premie`res
observations, d’approcher le sous-espace vectoriel engendre´ par Σ−1/2T (t) par le sous espace-
vectoriel engendre´ par T (t′), ou` t′ contient des ruptures arte´factuelles, puis de post-traiter la
segmentation obtenue. Cette de´marche est impossible a` ge´ne´raliser a` des processus station-
naires autres que l’AR(p), car c’est seulement dans ce cas-la` que les coefficients (i, j) de Σ−1/2
sont nuls si ∣i − j∣ > p.
Un autre choix pourrait eˆtre d’approcher Σ par Σ(t) de´pendant de la segmentation t,
compose´e de blocs diagonaux de la taille des segments. Cela revient a` ne pas prendre en compte
la de´pendance inter-segments dans l’infe´rence. Dans ce cas, les colonnes de Σ−1/2 (t)T (t)
sont bien orthogonales et le crite`re est additif sur les segments. Cette additivite´ est suffisante
pour minimiser le crite`re par l’algorithme de programmation dynamique, mais insuffisante
pour permettre l’utilisation de l’algorithme de programmation dynamique e´lague´e qui requiert
des conditions supple´mentaires (voir section 2.6.2). Notre approche de segmentation apre`s
de´corre´lation nous a permis de pre´server la possibilite´ d’utiliser la programmation dynamique




Le cadre asymptotique permettant d’e´noncer les re´sultats de notre travail peut eˆtre critique´ a`
plusieurs niveaux. Nous nous sommes place´s dans le cadre asymptotique de´sormais classique
ou` la localisation des ruptures de´pend line´airement de la longueur des se´ries :
t⋆k,n = ⌊nτ⋆k ⌋ (1 ≤ k ≤m) , (5.5)
ou` t⋆1,n, . . . , t⋆m,n sont les instants des rupture de la se´rie y1, . . . , yn. Dans le cas ou` les observa-
tions sont inde´pendantes, ce cadre est naturel et indolore, nous l’avions de´ja` e´voque´ dans la
section 1.1.4. Plusieurs re´sultats (Bai et Perron, 1998 ; Lavielle, 1999 ; Lavielle et Moulines,
2000) sont venus e´tendre les proprie´te´s des estimateurs de la localisation des ruptures dans
le cas ou` une de´pendance se´rielle est pre´sente. Si l’on excepte Bai et Perron (1998), qui se
placent dans le cadre plus ge´ne´ral des mode`les line´aires a` changements structurels ou` cer-
taines formes de de´pendance se´rielle peuvent eˆtre prises en compte dans l’infe´rence (sans que
cela ne soit une obligation), ces re´sultats impliquent qu’asymptotiquement, des conditions
relativement permissives sur cette de´pendance se´rielle font que cette dernie`re n’affecte ni la
consistance ni la vitesse de convergence des estimateurs des instants de rupture. Si l’on se
limite aux processus stationnaires du second ordre, on suppose qu’il existe un tel processus(ηi)i∈Z centre´ tel que :
∀k ∈ {1, . . . ,m⋆ + 1} ,∀i ∈ {t⋆k−1,n + 1, . . . , t⋆k,n} , yi = µ⋆k + ηi , (5.6)
ou` µ⋆1 , . . . , µm⋆+1 ∈ R. Des conditions sont alors impose´es a` la fonction d’autocovariance γη
du processus (ηi)i∈Z pour permettre l’e´tablissement des re´sultats asymptotiques ; on a en
particulier γη(h) Ð→
h→∞ 0. Par exemple, pour tout k ∈ {1, . . . ,m⋆ + 1},
Cov (yt⋆
k−1,n+1, yt⋆k,n) = γη (t⋆k,n − t⋆k−1,n − 1) = γη (⌊nτ⋆k ⌋ − ⌊nτ⋆k−1⌋ − 1) Ð→n→∞ 0 .
On remarque que γη ne de´pend pas de n, contrairement aux instants de rupture. Bien qu’il ait
permis d’e´tablir des re´sultats importants, deux critiques peuvent eˆtre formule´es a` ce mode`le :
 la premie`re concerne son re´alisme pour certains proble`mes. En effet, si n repre´sente le
nombre de mesures re´alise´es sur un intervalle de temps fixe, il n’y a aucune raison pour
que prendre de nouvelles mesures entre deux pre´ce´dentes re´duise la de´pendance entre
ces dernie`res. Par exemple, dans le cas de la me´te´orologie, cela revient a` supposer qu’en
prenant de nombreuses mesures (de tempe´rature, etc.) on re´duit la porte´e temporelle
de la de´pendance me´te´orologique.
 la seconde concerne ce qu’on pourrait appeler un de´se´quilibre dans les roˆles respectifs des
ruptures et de la de´pendance se´rielle. Supposons par exemple que (5.5) ne soit plus vraie
et qu’il n’y a qu’une rupture a` l’instant t. L’estimateur des moments de l’autocovariance
a` l’ordre h fixe´ ne sera pas affecte´ asymptotiquement par la pre´sence de cette rupture ;
cela revient de ce point de vue a` conside´rer t valeurs aberrantes parmi n observations.
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Dans le mode`le (5.6), on fait le contraire ; on efface partiellement l’effet asymptotique
de la de´pendance se´rielle sur les estimateurs des instants de rupture.
Un choix alternatif consisterait en le mode`le ou` (5.5) reste vrai et on observe y1, . . . , yn,
tels que : ∀k ∈ {1, . . . ,m⋆ + 1} ,∀i ∈ {t⋆k−1,n + 1, . . . , t⋆k,n} , yi d= µ⋆k +Xi/n , (5.7)
ou` (Xt)0<t≤1 est un processus stochastique centre´. Par exemple, on pourrait conside´rer que(Xt)t≥0 est un processus d’Ornstein-Uhlenbeck centre´ et stationnaire, c’est-a`-dire un processus
gaussien centre´ de fonction de covariance Γ de´finie par :
∀(s, t) ∈ (0,1] ,Γ(s, t) = ve−α∣s−t∣ , (5.8)
ou` v,α > 0, voir par exemple Breiman (1968). C’est l’analogue en temps continu de l’AR(1),
dont les discre´tisations re´gulie`res (Xi/n)i∈N sont des projections sur RN de processus AR(1)
de parame`tre d’autore´gression ve−α/n. A` ma connaissance, rien ne permet d’affirmer que
l’estimateur des moindres carre´s des ruptures converge dans ce cas, et encore moins a` la
vitesse 1/n. La figure 5.5 illustre le fait que, contrairement au mode`le (5.6) avec γη(h) Ð→
h→∞ 0,
dans le mode`le de´fini par (5.7), la de´pendance se´rielle reste visible quand n devient grand, ce
qui affecte la visiblite´ a` l’œil nu de la rupture.
Pour qui voudrait montrer la ne´cessite´ de prendre en compte la de´pendance se´rielle dans
l’estimation des instants de rupture, il faudrait plutoˆt se placer dans le mode`le (5.7) que dans
le mode`le (5.6), d’e´ventuelles conditions permettant la convergence des estimateurs pourraient
eˆtre plus discriminantes. Nous n’avons pas fait cela. Nous avons propose´ une solution pratique
et re´aliste d’un point de vue calculatoire a` la prise en compte de la de´pendance se´rielle dans
l’estimation des instants de ruptures avec un bruit autore´gressif, et avons exhibe´ une classe
d’estimateurs des parame`tres de l’autore´gression dont les proprie´te´s asymptotiques pour des
mode`les de type (5.6) justifient notre approche.
5.3 Perspectives
Dans cette section sont trace´es quelques perspectives possibles a` ce travail. En premier lieu,
dans la section 5.3.1, on propose l’exploration d’une voie permettant peut-eˆtre de lever cer-
taines hypothe`ses de normalite´ des observations pre´sentes dans les chapitres 3 et 4. Ensuite,
dans la section 5.3.2, est discute´e la possibilite´ de se servir de notre me´thode a` priori spe´cifique
a` la segmentation dans l’espe´rance de processus avec un bruit autore´gressif dans le cas ou` la
structure de de´pendance est plus ge´ne´rale et non-parame´trique. Enfin, dans la section 5.3.3,
un paralle`le est e´tabli avec des proble`mes connexes au notre qui pourtant n’impliquent pas
de de´pendance entre observations.
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Figure 5.5 – On observe (yi)1≤i≤n = (µi + ηi)1≤i≤n ou`, d’une part, µi = 0 si i ≤ n/2 et µi = 1
sinon et, d’autre part, (ηi)1≤i≤n est centre´, gaussien et de variances marginales 1. Gauche :
les ηi sont inde´pendants. Centre : η1, . . . , ηn, sont n observations successives d’un processus
AR(1) d’autocorre´lation 0.7 a` l’ordre 1. Droite : (ηi)1≤i≤n = (Xi/n)1≤i≤n, ou` (Xt)t≥0 est un
processus d’Ornstein-Uhlenbeck stationnaire de fonction d’autocovariance donne´e par (5.8),
avec v = 1 et α = −250 log(0.7). n = 250 (haut), n = 2500 (milieu) ou n = 25000 (bas).
5.3.1 Estimation de la fonction d’autocovariance et d’autocorre´lation
Les proprie´te´s asymptotiques des estimateurs des parame`tres de l’autore´gression propose´s
n’ont e´te´ e´tudie´es que dans le cas gaussien. Dans le chapitre 4 et la section 5.1, les proprie´te´s
asymptotiques des estimateurs propose´s Φ̂(p)n (cas AR(p)) et ρ̃′n (estimateur alternatif dans le
cas AR(1)) reposent sur les proprie´te´s asymptotiques des estimateurs de Ma et Genton (2000)
de l’autocovariance. Ces proprie´te´s ont e´te´ e´tablies dans le cas gaussien par Le´vy-Leduc et
al. (2011). Ainsi, pour e´tendre les proprie´te´s des estimateurs propose´s au cas non-gaussien,
il faudrait e´tendre les proprie´te´s asymptotiques des estimateurs de Ma et Genton (2000).
Le´vy-Leduc et al. (2011) utilisent des re´sultats de convergence du processus empirique (cf.
section 2.2.1) pour de´terminer les proprie´te´s asymptotiques des quantiles intervenant dans
les estimateurs de Ma et Genton (2000). Un autre type de re´sultats avec des implications
concernant les proprie´te´s asymptotiques des quantiles est les repre´sentations de Bahadur. La
spe´cificite´ du cas qui nous inte´resse est que les quantiles intervenant dans l’estimateur de Ma
et Genton (2000) sont des U-quantiles.
Repre´sentation de Bahadur pour les U-quantiles
Wendler (2011) e´tablit une repre´sentation de Bahadur pour les U-quantiles de processus
strictement stationnaires de´pendants re´elsX = (Xi)i∈Z, sous certaines conditions de re´gularite´
sur la de´pendance entre observations. Une repre´sentation de Bahadur est un de´veloppement
asymptotique des quantiles empiriques sur la fonction de re´partition empirique (Kiefer, 1967).
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On notera F la fonction de re´partition de la loi des Xi. Pour h ∈ Z, on conside`rera aussi les
deux processus Xh± = (Xi ±Xi+h)i∈Z, de loi marginale de fonction de re´partition F h±.
Ces re´sultats portent sur les U-quantiles, que l’on de´finit a` partir des U-fonctions de
re´partition empirique. On conside`rera des U-fonctions de re´partition empirique qui sont des
fonctions ale´atoires re´elles de variable re´elle Un, de´finies par :
∀t ∈ R, Un(t) = 2
n(n − 1) ∑1≤i<j≤n g(Xi,Xj , t) , (5.9)
ou` g ∶ R3 → [0,1] est une fonction syme´trique en les deux premie`res variables et croissante
en la dernie`re. La U-fonction de re´partition est alors U ∶ R → [0,1] ou`, pour tout t ∈ R,
U(t) = E [g(A,B, t)] avec A et B des v.a.r. inde´pendantes de meˆme loi que les Xi. Pour
p ∈ (0,1), le p-U-quantile et le p-U-quantile empirique sont alors respectivement U−1(p) et
U−1n (p). Par exemple, l’estimateur Qn de Rousseeuw et Croux (1993) est :
Qn = cQ,FU−1n (1/4) , (5.10)
ou` Un est de´fini en (5.9) avec
∀(x, y, t) ∈ R3, g(x, y, t) = 1∣x−y∣≤t , (5.11)
et cQ,F > 0 est une constante, de´pendante de F. On conside`rera aussi l’estimateur Qn des
processus Xh± qu’on notera Q(h±)n . Les notations U (h±), U (h±)n s’en de´duisent.
Soit p ∈ (0,1). Sous certaines conditions de re´gularite´ sur g—remplies si (5.11) est ve´rifie´e—
sur U et sur la de´pendance se´rielle, Wendler (2011) e´tablit une repre´sentation de Bahadur :
U−1n (p) −U−1(p) = Un (U−1(p)) − pU ′ (U−1(p)) +Rn . (5.12)
Nous ne de´taillerons pas ici en quel sens le reste Rn est « petit ». Wendler (2011) en de´duit
ensuite la convergence en loi vers une loi normale de
√
n (U−1n (p) −U−1(p)) sous les meˆmes
hypothe`ses.
On obtient la convergence et la normalite´ asymptotique de Qn. Si X1 est de carre´ inte´-
grable, pour que la limite de Qn soit bien
√
Var(X1), il faut avoir :
cQ,F = √Var(X1)
U−1(1/4) . (5.13)
Il n’est pas ne´cessaire de connaˆıtre F pour de´terminer une telle constante, il suffit de connaˆıtre
un mode`le de localisation-dispersion auquel il appartient :
F ∈ {t↦ G( t − µ
σ
) ; µ ∈ R, σ > 0} ,
ou` G est une fonction de re´partition.
Les estimateurs de Ma et Genton (2000) de l’autocovariance et de l’autocorre´lation a`
l’ordre h ∈ Z de X, sont note´s respectivement γ̂n(h) et ρ̂n(h) (cf. e´quations (2.20) et (2.21)).
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Comme conse´quence de la consistance et de la normalite´ asymptotique de Qh±n , sous les
hypothe`ses du the´ore`me 2 de Wendler (2011) sur les processus Xh±, on a la consistance et
la convergence en OP (n−1/2) de γ̂n(h) et de ρ̂n(h). On remarquera que, dans le cas AR(1),
cette proprie´te´ suffit a` faire converger l’estimateur ρ̃′n du parame`tre d’autore´gression ρ⋆, de´fini
en (5.1), en OP (n−1/2). Or, il s’agit de la condition e´nonce´e dans la proposition 3.3 pour
de´corre´ler les se´ries a` segmenter a` l’aide de cet estimateur.
Pour e´tablir la normalite´ asymptotique de γ̂n(h) et de ρ̂n(h), il faudrait e´tablir la nor-
malite´ asymptotique conjointe des estimateurs Q
(h±)
n−h . On peut montrer que cette question se
re´duit a` celle de la normalite´ asymptotique de U-statistiques sur le processus (Xi,Xi+h)i∈Z
par l’interme´diaire de l’e´quation (5.12) et du the´ore`me de Crame´r-Wold (Billingsley, 1995,
the´ore`me 29.4).
Le proble`me des constantes
La convergence de Q2n vers la variance du processus de´pend du choix de la constante cQ,F , qu’il
faut fixer comme dans l’e´quation (5.13). Pour fixer ainsi une telle constante, il faut connaˆıtre
un mode`le de localisation-dispersion auquel appartient F . Par conse´quent, la consistance de
γ̂n(h) de´pend des constantes cQ,F (h±) des estimateurs Q(h±)n−h , ou` F (h±) est la loi marginale
de X(h±). Pour pouvoir les choisir de fac¸on ade´quate, il faut donc connaˆıtre les mode`les de
localisation-dispersion auxquels appartiennent respectivement F (h+) et F (h−). Il ne suffit pas
de connaˆıtre F , il faut avoir un minimum d’information sur la loi des couples (Xi,Xi+h),
ce qui n’est pas toujours le cas quand l’on souhaite pre´cise´ment estimer la covariance de ce
couple. Si X est un processus gaussien, on sait que F (h+) et F (h−) appartiennent au meˆme
mode`le de localisation-dispersion, celui des lois normales. En dehors de ce cas, cela reste un
proble`me. La consistance de ρ̂n(h) ne de´pend, pour sa part, que de cQ,F (h+)/cQ,F (h−) . Si X
est un processus gaussien, ce rapport vaut 1. Il serait pre´cieux d’eˆtre capable d’e´tablir des
conditions sous lesquelles ce rapport vaut 1.
5.3.2 Structure de de´pendance non-parame´trique
Dans les chapitres 3 et 4, nous avons suppose´ que le mode`le autore´gressif conside´re´ e´tait le vrai
mode`le. Dans la section 4.4.2, en se´lectionnant l’ordre de l’autore´gression p en meˆme temps que
le nombre de rupturesm, nous n’avons suppose´ vrai qu’un des mode`les autore´gressifs. De fac¸on
plus ge´ne´rale, nous ne sommes pas contraints de supposer qu’un des mode`les autore´gressifs
est le vrai. On peut voir l’estimation dans un mode`le autore´gressif comme une fac¸on commode
d’estimer des coefficients permettant de de´corre´ler la se´rie.
En particulier, il faudrait refaire les de´monstrations des propositions de la section 4.3 avec
des hypothe`ses plus faibles sur le processus d’innovation (i)i∈Z. C’est possible et cela repose
sur les re´sultats de Lavielle et Moulines (2000) applique´s a` la se´rie de´corre´le´e, qui n’exigent
pas tout ce que nous avons exige´ de (i)i∈Z.
De plus, l’ordre p de l’autore´gression a` se´lectionner ne doit pas ne´cessairement eˆtre le
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« bon » ordre, qui d’ailleurs dans ce cas n’existe pas, mais celui qui fournit la meilleure
de´corre´lation. Cette ide´e est en contradiction avec la philosophie ge´ne´rale du crite`re BIC, qui
cherche a` identifier le mode`le le plus proche du vrai mode`le.
5.3.3 Me´thodologie base´e sur l’estimation robuste pre´liminaire d’un para-
me`tre global dans un mode`le de segmentation
Le travail propose´ est fonde´ sur une strate´gie en deux temps qui a montre´ son efficacite´ et
peut sans aucun doute eˆtre ge´ne´ralise´e a` d’autres cas. Un exemple est le cas d’observations
inde´pendantes ou` les observations suivent une loi de´pendant de deux parame`tres : l’un local,
de´pendant de chaque segment ; l’autre global, commun aux observations de toute la se´rie.
Nous avions e´voque´ dans la section 2.6 l’impossibilite´ en ge´ne´ral d’utiliser la programmation
dynamique pour optimiser un crite`re de segmentation dans le cas ou` un parame`tre global est
pre´sent. L’exemple 2.9 sur la loi binomiale ne´gative permettant d’illustrer ce fait avec des
ruptures dans le parame`tre d’espe´rance et un parame`tre de surdispersion constant. Il s’agit






i=tl−1+1 log{(r + µl)
r+yiyi!Γ(r)
rrµyil Γ(r + yi) } ,
ou` Γ est la fonction Gamma d’Euler. Pour de plus amples de´veloppements sur la loi bino-
miale ne´gative en elle-meˆme, voir Johnson et al. (2005). Ce proble`me est lie´ a` la segmentation
de donne´es ge´nomiques de comptage issues du se´quenc¸age a` haut-de´bit (Next-generation se-
quencing, NGS). Cleynen (2013) adopte une approche en deux temps : estimation pre´alable
du parame`tre de surdispersion r, puis segmentation a` r fixe´. Ci-dessous, certaines de ses
conside´rations.
Meˆme en l’absence de ruptures, il n’y a pas d’expression explicite de l’estimateur du
maximum de vraisemblance du parame`tre de surdispersion. L’estimateur de la me´thode des
moments s’obtient dans ce cas par :
r̂ = y2
S2 − y , (5.14)
avec les notations usuelles de la moyenne et de la variance empiriques. Si on dispose de
plusieurs e´chantillons inde´pendants de la loi binomiale ne´gative, avec un parame`tre de sur-
dispersion r commun, Bliss et Owen (1958) proposent :
 pour chaque e´chantillon, estimer r par la me´thode des moments (5.14),
 estimer r par une moyenne ponde´re´e de ces estimateurs propres a` chaque e´chantillon,
les poids privile´giant les estimateurs de petite variance,
 recalculer les poids en fonction de cette estimation de r et recommencer.
Dans un mode`le de segmentation, le proble`me est qu’on ne sait pas ou` termine l’e´chantillon
d’une loi et de´bute l’e´chantillon d’une autre loi. Cleynen (2013) s’inspire de l’approche de Bliss
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et Owen (1958) en conside´rant des feneˆtres glissantes sur les donne´es segmente´es au lieu des
e´chantillons diffe´rents. Au lieu d’une moyenne ponde´re´e, une me´diane est utilise´e pour rendre
robuste l’estimateur a` l’effet des feneˆtres contenant les instants de rupture. Toutefois, pour le
moment, les proprie´te´s d’un estimateur de ce type n’ont pas e´te´ e´tablies.
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Notations
Abre´viations latines usuelles en franc¸ais ou en anglais : cf., e.g., et al., i.e.
Abre´viations en franc¸ais
ca`dla`g continu a` droite et limite´ a` gauche
i.i.d. inde´pendants et identiquement distribue´s
resp. respectivement
v.a. variable ale´atoire
v.a.r. variable ale´atoire re´elle
Abre´viations en anglais
AIC Akaike information criterion
AICc Akaike information criterion corrected
AO Additive outliers
ARMA Autoregressive-moving-average
BIC Bayesian information criterion
cdf cumulative distribution function
DP Dynamic programming
iid independent and identically distributed
IQR Interquartile range
Lasso Least absolute shrinkage and selection operator
MAD Median absolute deviation
mBIC Modified Bayesian information criterion
MDL Minimum description length
NGS Next-generation sequencing
rv random variable
SNIP Segment neighborhood with inequality pruning
151
Symboles
Dans tout le document, les variables ale´atoires ont pour espace de de´part un meˆme espace
probabilise´ (Ω,A, P ).
N,Z,Q,R,C ensembles usuels
δx,y Symbole e´gal a` 1 si et seulement si x = y,
e´gal a` 0 sinon.♯ cardinal
Ckn coefficient binomial k parmi n[a, b) intervalle {x ∈ R;a ≤ x < b}
arg min,arg max argument resp. minimum et maximum
log logarithme ne´pe´rien⌊⋅⌋, ⌈⋅⌉ partie entie`re resp. infe´rieure et supe´rieure∥ ⋅ ∥ Norme, suppose´e euclidienne sauf
mention du contraire.
piE projection orthogonale sur le sous-espace vectoriel E
AT transpose´e de la matrice A
lim limite
lim limite infe´rieure
un = O(vn), un = o(vn) (n→∞) (un) est resp. domine´e par (vn)
et ne´gligeable devant (vn) en +∞.
E espe´rance
Var variance
Cov covarianceN (m,σ2) loi normale d’espe´rance m et de variance σ2N (m,Σ) loi normale multivarie´e d’espe´rance m
et de matrice de variance/covariance Σ
χ2(d) loi du chi-deux a` d degre´s de liberte´
p.s.= e´galite´ presque-suˆre
d= e´galite´ en loi
dÐ→
n→∞ convergence en loi
PÐ→
n→∞ convergence en probabilite´
Xn = OP (Yn) , oP (Yn) (n→∞) (Xn/Yn) est resp. borne´e en probabilite´
et convergente en probabilite´ vers 0 en +∞.
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