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Este estudio presenta los resultados del disen˜o y desarrollo de un algoritmo basado en
inteligencia artificial para el reconocimiento de patrones de vocablos del idioma espan˜ol
utlizando Coeficientes Cepstrales en las Frecuencuas de Mel (MFCC). El uso de MFCC ha
permitido caracterizar las sen˜ales de voz teniendo en cuenta el ruido presente en el ambiente
de grabacio´n, lo que ayuda a la obtencio´n de patrones comunes entre estas sen˜ales cuando
presentan alteraciones a trave´s de un clasificador basado en Redes Neuronales Artificiales
(RNA). Como resultado se obtuvo un reconocimiento superior al 95 % de las tres vocales
escogidas: /a/, /e/, /o/; entre un grupo de 22 muestras por vocal de entrenamiento y 11








This study shows the results of the designing and development of an algorithm based
on artificial intelligence and Mel Frequency Cepstral Coefficients (MFCC) it recognizes
Spanish words by using speech patterns. The using of MFCC has allowed to characterize
voice signals, taking into account the noise in a record environment which helps with the
estimation of common patterns among these signals when presents disturbances through
a classifier based in Artificial Neural Networks (ANN). As main result of this study, a
recognizing rate between 93 % and 96 % of the selected vowels (/a/, /e/, /o/) was achieved.
For the training a number of 22 samples were used and other 11 for the validation process.
The samples were obtained from 11 test subjects, all of them were male genre.
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1. Introduccio´n
El habla es la forma verbal de la comunicacio´n
humana, esta´ basada en la combinacio´n sinta´ctica, entre
le´xico y nombres, que es extra´ıda de un compendio de
palabras llamado vocabulario. Cada palabra pronunciada
es creada gracias a la combinacio´n fone´tica de unidades
sonoras conocidas como vocales y consonantes; el habla,
es un proceso formado por cuatro eventos: produccio´n,
percepcio´n, repeticio´n y error. Lingu¨´ısticamente, la
produccio´n del habla describe co´mo se posiciona la
lengua, los labios, la mand´ıbula y otros o´rganos
involucrados en este proceso para lograr la produccio´n
de un sonido [1]; la percepcio´n [2] hace referencia al
proceso a trave´s del cual el ser humano es capaz de
interpretar y entender los sonidos propios de un lenguaje;
la repeticio´n [3] es cuando el sonido relacionado a una
palabra se trasforma en un movimiento involuntario de
los o´rganos relacionados al habla, de esta manera el habla
se convierte en un proceso meca´nico.
Estos procesos involucrados en la produccio´n de habla
han sido de gran intere´s por parte de investigadores
del a´rea de procesamiento de sen˜ales, que, a partir
de los sistemas computacionales modernos, han llegado
a construir sistemas complejos de reconocimiento
automa´tico de voz (ASR), s´ıntesis de texto a voz,
identificacio´n del hablante, compresio´n de datos de habla,
deteccio´n de emociones, entre otros desarrollos [4]. Los
sistemas ASR, han sido de particular intere´s en el medio
acade´mico, formando parte del principal foco de trabajo
en el tratamiento de sen˜ales de voz.
En los sistemas de reconocimiento automa´tico de
voz, se identifican tres fases importantes para el
procesamiento de habla y tienen que ver con el ana´lisis de
las caracter´ısticas de las sen˜ales de habla, la clasificacio´n
y reconocimiento de patrones y la verificacio´n de
pronunciacio´n de las palabras reconocidas por el sistema
[5], [6]. Como principal me´todo de extraccio´n de
caracter´ısticas de sen˜ales de voz, se tienen los coeficientes
cepstrales de las frecuencias de Mel [7], este tipo de
te´cnica ha sido usado en numerosos intentos para realizar
la identificacio´n de voz y habla, como el presentado en [8],
donde combinan MFCC con una te´cnica que considera el
corrimiento temporal conocida como DTW para realizar
la comparaciones de patrones de voz. Algunas te´cnicas
que complementan de manera exitosa los me´todos de
extraccio´n de caracter´ısticas como el MFCC, con los
algoritmos de reconocimiento de patrones que utilizan
redes neuronales como se ilustra en [9], donde detectan
trastornos de la voz a trave´s de los coeficientes cepstrales
de la misma y un perceptro´n multicapa.
Basado en lo anterior, en este trabajo se presentan
los resultados de la extraccio´n de caracter´ısticas a partir
de sen˜ales del habla, utilizando la te´cnica de MFCC; de
igual modo se realiza la clasificacio´n e identificacio´n de
los patrones obtenidos de estas caracter´ısticas, utilizando
un algoritmo de inteligencia artificial, basado en redes
neuronales.
2. Formulacio´n del problema
El desarrollo de un sistema para la identificacio´n de
unidades fone´ticas definidas, como palabras, morfemas
o fonemas, es una tema´tica ampliamente trabajada
desde el desarrollo de la teor´ıa de sen˜ales; este
trabajo, evidencia el desarrollo de un sistema para el
reconocimiento de los fonemas voca´licos abiertos del
espan˜ol, que corresponden a: /a/, /e/ y /o/. Como
metodolog´ıa generalizada de trabajo, se plantea el
desarrollo de un sistema por etapas, como el que se
muestra en la Figura 1.
Figura 1: Diagrama de bloques del proceso planteado
Fuente: elaboracio´n propia.
3. Metodolog´ıa
Las aplicaciones de la teor´ıa de sen˜ales en
el procesamiento de habla, han sido ampliamente
trabajadas desde hace ma´s de cincuenta an˜os. Sistemas
para el reconocimiento automa´tico de voz (ASR), la
compresio´n de datos de habla (speech coding), s´ıntesis de
texto a voz o la identificacio´n/verificacio´n del hablante,
son algunos de los ejemplos en donde la teor´ıa de
procesamiento de sen˜ales es aplicada al tratamiento de
voz [4].
Dentro de estas aplicaciones, los sistemas ASR quiza´ han
sido los ma´s investigados debido a lo que su desarrollo
representa; la construccio´n de un sistema que sea capaz
de interactuar con el hombre, al reconocer y entender
con fluidez la voz. Un sistema ASR esta´ constituido
ba´sicamente por dos elementos, el primero de ellos
corresponde a la extraccio´n de caracter´ısticas de la sen˜al
de voz que ingresa al sistema; el segundo hace referencia
al reconocimiento de patrones para la comparacio´n e
identificacio´n de las palabras pronunciadas. La Figura
2 muestra en detalle los elementos constituyentes de un
sistema ASR.
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Figura 2: Diagrama de bloques generalizado de un
sistema ASR
Fuente: elaboracio´n propia.
En la Figura 2, el para´metro s[n], corresponde a la
sen˜al de voz digitalizada a trave´s de la tarjeta de audio
de un pc porta´til a una frecuencia de , 8KHz y w¯ , es la
unidad fonolo´gica reconocida.
Para el caso de estudio que se presenta en
este documento, se desarrollo´ un sistema para el
reconocimiento de fonemas voca´licos de tipo abierto (/a/,
/e/ y /o/); para esto, se conto´ con un grupo de trabajo de
once personas de quienes fueron grabadas tres muestras
por vocal. El conjunto de grabaciones resultante fue
ingresado como para´metro de procesamiento para la
etapa de extraccio´n de caracter´ısticas, las cuales fueron
representadas a trave´s de los coeficientes cepstrales de
las frecuencias de Mel; finalmente, estos MFCC fueron
ingresados a una red neuronal para el entrenamiento
del sistema y posterior validacio´n del proceso de
identificacio´n de los fonemas voca´licos trabajados.
3.1. Metodolog´ıa para la extraccio´n de los MFCC
Son numerosos los me´todos de estimacio´n de
caracter´ısticas aplicados al procesamiento de voz como
el ana´lisis cepstral [10], [11], el Linear Predictive Coding
(LPC, por sus siglas en ingle´s) [12], [13], el MFCC
[14], adema´s de aproximaciones cla´sicas basadas en el
ana´lisis temporal de las sen˜ales y las representaciones en
frecuencia de las mismas.
A pesar del gran nu´mero de metodolog´ıas disponibles,
los coeficientes cepstrales en las frecuencias de Mel,
representan la herramienta ma´s utilizada para la
extraccio´n de caracter´ısticas, por su robustez y calidad
en la informacio´n representativa que entrega [15], [16].
La Figura 3, muestra los procesos involucrados para la
extraccio´n de los MFCC de una sen˜al de voz.
Como primera etapa en la estimacio´n de los
coeficientes MFCC, se tiene el pree´nfasis de la sen˜al
de audio digitalizada, esto es logrado a partir de la
aplicacio´n de un filtro pasa altos de primer orden,
definido como se muestra en (1).
Figura 3: Procesos involucrados para el ca´lculo de los
MFCC
Fuente: elaboracio´n propia.
p(z) = 1− 0,97z−1 (1)
El pree´nfasis es aplicado a las sen˜ales de voz, para
incrementar la magnitud de la cantidad de energ´ıa
presente en las altas frecuencias de la sen˜al y hacer de este
para´metro informacio´n detectable en posteriores fases de
procesamiento [17].
El ventaneo de la sen˜al, se realiza al dividir la sen˜al de
entrada (s[n]) en tramas cortas (xi[n]). Se escogio´ como
ancho de ventana un tiempo de 25 ms , y un tiempo
de desplazamiento no superior a 10 ms [18]. La Figura
4 representa una de las muestras utilizadas para el
desarrollo del sistema ASR.
Figura 4: Sen˜al representativa de la vocal /a/ junto con
los segmentos de ventana escogidos
Fuente: elaboracio´n propia.
El siguiente paso para la obtencio´n de los coeficientes
de Mel, corresponde al ca´lculo del periodograma de la
sen˜al, con esto se busca encontrar la cantidad de energ´ıa
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presente en cada una de las bandas de frecuencia en las
que la sen˜al se encuentra ubicada; se utiliza entonces (2),




| Si[k] |2 (2)
Donde es el periodograma resultante, es el nu´mero
de muestras presentes en cada una de las ventanas de la







La ecuacio´n (3), representa la FFT del segmento
xi[n], el cual es multiplicado escalarmente con un vector
que corresponde a la definicio´n matricial de una ventana
de tipo Hamming.
Despue´s de hallar la densidad de potencia presente en
las bandas de frecuencia de la sen˜al, se filtra el vector de
datos resultante, utilizando un banco de filtros de Mel,









Por u´ltimo, se aplica la operacio´n logar´ıtmica al
resultado del proceso de filtrado, para extraer los
coeficientes de Mel utilizando la transformada discreta
de coseno (DCT), cuyo objetivo es de correlacionar las
cantidades estimadas a partir de la aplicacio´n de los
filtros de Mel [14].
El resultado final despue´s de aplicar la DCT, condensa
13 valores de coeficientes por ventana, de acuerdo al
nu´mero de filtros definidos para la extraccio´n. Estos
13 datos, corresponden a los coeficientes esta´ticos
de las frecuencias de Mel, y fueron utilizados como
para´metros de entrenamiento de la red neuronal para el
reconocimiento de las vocales.
3.2. Reconocimiento de patrones
El reconocimiento de patrones es una derivacio´n del
aprendizaje de ma´quina que se centra en identificar los
comportamientos regulares en series de datos. En esencia,
estos sistemas describen y clasifican patrones recopilados
a partir de objetos, eventos, personas, o sen˜ales, para
este caso provenientes del habla, teniendo presente
caracter´ısticas u´nicas para cada patro´n que se desea
reconocer. El clasificador usado para el desarrollo de este
trabajo esta´ basado en redes neuronales, para lo cual
se necesita un conjunto que contenga todos los patrones
a reconocer debidamente etiquetados para realizar el
sistema de reconocimiento de vocales se propuso el
algoritmo de clasificacio´n descrito a continuacio´n.
3.2.1. Arquitectura de la red neuronal
Para la elaboracio´n de este trabajo se utilizo´ una red
neuronal de tipo feed forward, la cual consta de tres
capas: una primera para el ingreso de los patrones a la
red; la segunda es la capa oculta que realiza la mayor´ıa
del procesamiento de los datos y, por u´ltimo, se encuentra
la capa de salida que recibe los datos procesados de la
capa oculta y los ajusta para arrojar los valores de salida
de la red entera. La funcio´n de activacio´n usada para






Y la funcio´n de activacio´n para la capa de salida fue






La topolog´ıa de la red es como se ilustra en la Figura
5, adema´s las funciones mencionadas anteriormente se
seleccionaron debido a las ventajas que ofrecen en el
entrenamiento y, por ende, para la tarea de clasificacio´n,
por ejemplo, a derivada de la funcio´n sigmoide puede
expresarse en te´rminos de la misma funcio´n.
Figura 5: Topolog´ıa de la red Feed-Forward
Fuente: elaboracio´n propia.
3.2.2. Aprendizaje
El entrenamiento de la red se llevo´ a cabo por
medio del algoritmo de propagacio´n hacia atra´s o back
propagation, con una diferencia en la manera de realizar
el computo del error para iterar dicho algoritmo, ya que
en una red neuronal usada para ajustar datos o realizar
regresiones es comu´n utilizar el valor del error cuadra´tico
medio, pero en tareas de clasificacio´n se recomienda
utilizar el error calculado por entrop´ıa cruzada tal cual
se muestra en (7).
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N Cantidad de muestras
En la Tabla 1 se encuentra un ejemplo que
ilustra la ventaja de utilizar el error por entrop´ıa
cruzada en lugar del error cuadra´tico medio, debido
a que este primero representa de una mejor manera
el error total de aprendizaje que va presentando el
sistema de reconocimiento a medida que las e´pocas van
incrementa´ndose, y es de acuerdo a este valor que el
algoritmo de entrenamiento ira´ actualizando y ajustando
los valores de los pesos de la red hasta obtener las
salidas deseadas que proporcionen un error despreciable
o idealmente cero.
Tabla 1: Diferencia entre el error cuadra´tico medio
(ECM) y el error por entrop´ıa cruzada (EEC) en tareas
de clasificacio´n
Salidas Etiquetas ECM EEC
A E O A E O
0.7 0.45 0.2 1 0 0 0.333 0.357
0.15 0.5 0.2 0 1 0 0.313 0.693




Para el caso de estudio que se presenta en
este documento se desarrollo´ un sistema para el
reconocimiento de fonemas voca´licos de tipo abierto (/a/,
/e/ y /o/); para esto, se conto´ con un grupo de trabajo de
once personas de quienes fueron grabadas tres muestras
por vocal. El conjunto de grabaciones resultante, fue
ingresado como para´metro de procesamiento para la
etapa de extraccio´n de caracter´ısticas, las cuales fueron
representadas a trave´s de los coeficientes cepstrales de
las frecuencias de Mel. Finalmente, estos MFCC fueron
ingresados a una red neuronal para el entrenamiento
del sistema y posterior validacio´n del proceso de
identificacio´n de los fonemas voca´licos trabajados.
Como primer resultado en el desarrollo de este
sistema de reconocimiento de los fonemas voca´licos
abiertos del espan˜ol se tienen de acuerdo a la
metodolog´ıa, los coeficientes extra´ıdos a partir de
la metodolog´ıa de MFCC. La Figura 6 condensa
gra´ficamente los valores de los coeficientes de las tres
primeras ventanas para tres de las muestras grabadas.
Figura 6: Coeficientes de Mel para las tres primeras
ventanas de los fonemas /a/, /e/ y /o/
Fuente: elaboracio´n propia.
Como se explico´ anteriormente, el resultado final
de la metodolog´ıa MFCC arroja doce coeficientes
denominados esta´ticos en relacio´n a su representacio´n
caracter´ıstica de la sen˜al. En la Figura 6 se puede
notar a simple vista, que existe una relacio´n entre los
coeficientes de cada una de las ventanas para cada una
de las muestras de los fonemas voca´licos. Esto se debe
al me´todo de extraccio´n de los segmentos de audio a
trabajar, en donde se adquirio´ un vector de datos de
sen˜al sin tratar del intervalo de tiempo neto en donde
se produce la excitacio´n de las cuerdas vocales para la
pronunciacio´n de las vocales.
Los patrones reflejados en los coeficientes, justifican la
implementacio´n de redes neuronales para la identificacio´n
aislada de las unidades fone´ticas analizadas.
Figura 7: Error de entrenamiento para la red neuronal
Fuente: elaboracio´n propia.
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En la Figura 7 se puede apreciar el comportamiento
que presenta el error de la red neuronal programada en
funcio´n de la cantidad de capas ocultas escogidas para el
procesamiento de los patrones.
Teniendo en cuenta los datos mostrados en la
Figura 5, la cantidad de neuronas que se escogio´ para
implementar la red fue de siete, ya que para esta cantidad
el error presento´ su valor ma´s bajo. El proceso de
aprendizaje es como se muestra en la Figura 8, en
esta se aprecia que fueron necesarias veintitre´s e´pocas
para alcanzar un valor de error adecuado para clasificar
correctamente los patrones que le fueron ensen˜ados a la
red.
Figura 8: Error obtenido al finalizar el aprendizaje
Fuente: elaboracio´n propia.
El proceso de entrenamiento mostrado en la Figura 8
se realizo´ con los datos de veintido´s muestras para cada
vocal, lo que hace un total de 66 muestras para las tres
categor´ıas. Para la etapa de validacio´n de utilizaron
once muestras no tenidas en cuenta en la etapa de
aprendizaje, las cuales fueron tratadas con el mismo
sistema de extraccio´n de caracter´ısticas que se uso´ para
las otras 66; los datos arrojados por la red neuronal en
la etapa de evaluacio´n se encuentran consignados en la
Tabla 2, es importante destacar que los datos utilizados
para comprobar el correcto funcionamiento de la red
fueron muestras que no se tuvieron en cuenta en la
etapa de aprendizaje; esto permite verificar la capacidad
de generalizacio´n adquirida por la red para clasificar e
identificar patrones nuevos.
Los valores consignados en la Tabla 2 indican que
para una cantidad de siete neuronas en la capa oculta
la generalizacio´n de patrones que es capaz de realizar la
red neuronal es buena, ya que el porcentaje promedio de
identificacio´n para las tres vocales oscila entre 93 y 96 %,
obteniendo una mayor precisio´n para el caso de la vocal
/a/ con un 96.1 %.





1 2 3 4 5 6 7 8 9 10 11
A 1 0.98 0.95 0.92 0.96 0.97 0.92 0.96 0.94 0.97 1 961
E 0.92 0.97 0.94 0.97 0.96 0.91 0.98 0.9 0.93 0.89 0.92 935
O 0.93 0.9 0.95 0.97 0.95 0.92 0.95 1 0.9 1 0.93 945
Fuente: elaboracio´n propia.
5. Conclusiones
Los coeficientes cepstrales de las frecuencias de Mel,
demuestran ser los principales entes de informacio´n en
el desarrollo de aplicaciones como la que se planteo´ en
este documento; los datos representativos extra´ıdos son
relevantes y muestran ser importantes para condensar
los patrones variables de la sen˜al de voz, tal y como
se demostro´ anteriormente. Tambie´n, a pesar de que su
uso fue limitado a la extraccio´n de los doce primeros
coeficientes, esto le fue suficiente a la red neuronal
para lograr la identificacio´n de las sen˜ales de voz de
los fonemas voca´licos /a/, /e/ y /o/.
El buen desempen˜o de los algoritmos de clasificacio´n
basados en inteligencia artificial como las redes
neuronales, depende en gran medida del me´todo de
extraccio´n de caracter´ısticas usado para encontrar los
comportamientos comunes entre patrones, ya que si la
extraccio´n define lo suficientemente bien las clases a
identificar el trabajo de la red neuronal sera´ ma´s eficaz
a nivel de procesamiento y costo computacional. Otro
de los factores o para´metros que pueden ser variados
en funcio´n de mejorar el desempen˜o de la red, son las
funciones de activacio´n programadas en la capa oculta
y de salida, ya que la seleccio´n de e´stas depende del
comportamiento que tengan los datos que representan
los patrones a identificar. Como objeto de investigacio´n
en el futuro se propone algoritmos que complementen
los valores arrojados del MFCC, como lo son los modelos
ocultos de Markov y te´cnicas que consideren corrimientos
temporales como Dynamic Time Warping.
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