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Utilitarian Distributed Constraint Optimization
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Abstract. Privacy has been a major motivation for distributed prob-
lem optimization. However, even though several methods have been
proposed to evaluate it, none of them is widely used. The Distributed
Constraint Optimization Problem (DCOP) is a fundamental model
used to approach various families of distributed problems. As pri-
vacy loss does not occur when a solution is accepted, but when it
is proposed, privacy requirements cannot be interpreted as a criteria
of the objective function of the DCOP. Here we approach the prob-
lem by letting both the optimized costs found in DCOPs and the pri-
vacy requirements guide the agents’ exploration of the search space.
We introduce Utilitarian Distributed Constraint Optimization Prob-
lem (UDCOP) where the costs and the privacy requirements are used
as parameters to a heuristic modifying the search process. Common
stochastic algorithms for decentralized constraint optimization prob-
lems are evaluated here according to how well they preserve privacy.
Further, we propose some extensions where these solvers modify
their search process to take into account their privacy requirements,
succeeding in significantly reducing their privacy loss without sig-
nificant degradation of the solution quality.
1 Introduction
In Distributed Constraint Optimization Problems (DCOP), agents
have to find values to a set of shared variables while optimizing a cost
function. To find such assignments, agents exchange messages (fre-
quently assumed to have unspecified privacy implications) to explore
the search space until an optimal solution is found or a termination
condition is met. Thus, commonly agents reveal information during
the solution search process, causing privacy to be a major concern in
DCOPs [31].
The artificial intelligence assumption is that utility-based agents
are able to associate each state with a utility value [24]. As such, the
utility of each action is given by the difference between the utilities
of final and initial states. If a user is concerned about privacy, then
such a user can associate a utility value with the privacy of each piece
of information in the definition of his local problem. If a user is in-
terested in solving the problem, he must be also able to quantify the
utility he draws from finding the solution. In a maximization DCOP
we assume that the utility a user obtains from an assignment is rep-
resented by the values of the local constraints of the user for that as-
signment. Alternatively, with a minimization DCOP, the constraints
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would represent the costs. Certainly, these utilities can be modeled
as a component in a multi-criteria DCOP [2].
Here we approach the problem by assuming that privacy has a
utility that can be aggregated with the utility value for a given DCOP
solution. We evaluate how much privacy is lost by the agents during
the problem solving process, by the total utility of each information
that was revealed. For DCOPs with private constraints one assumes
that the cost/utility a constraint associate with a solution, is the kind
of information that the agents would like to keep private. For DCOPs
with privacy of domains, the existence of each value in the domain of
a variable, would be kept private. For example, proposing an assign-
ment with that value assigned to the variable has a privacy cost quan-
tifying the desire of the agent to maintain its existence private. While
sometimes possibilistic reasoning was used to guide search [27], in
traditional algorithms agents explore the search space by proposing
values as guided only by DCOP constraint costs. We propose a new
DCOP framework with utility-based agents, where the utility of pri-
vacy as well as the utility of each solution is explicitly expressed. The
framework is called Utilitarian Distributed Constraint Optimization
Problem (UDCOP). Simple extensions to standard stochastic algo-
rithms are studied to verify the impact of this interpretation of pri-
vacy.
Here we evaluate and compare several stochastic algorithms ac-
cording to how well they preserve privacy. To do so, we generate dis-
tributed meeting scheduling (DMS) problems, as described in [18, 7].
In these problems, each agent own one variable, corresponding to the
meeting to schedule. There exists a global constraint that requires all
the variables to be equal, and also a unary constraint for each agent.
In the next section we discuss existing solvers and approaches to
privacy for DCOPs. Further we formally define the concepts involved
in UDCOPs. In Section 4 we introduce some extensions to common
stochastic DCOP solvers that modify the search process to preserve
privacy. We present our experimental results in Section 6, before pre-
senting our conclusions.
2 Background
Let us first review the most relevant literature concerning DCOPs,
stochastic algorithms and privacy measures.
2.1 Distributed Constraint Optimization Problems
Distributed Constraint Optimization Problems (DCOPs) have been
extensively studied as a fundamental way of modeling combinatorial
optimization problems in multi-agent systems. These problems have
been addressed with a variety of algorithms, both stochastic and sys-
tematic. The systematic techniques range from highly asynchronous
protocols like ADOPT [21] or asynchronous branch and bound [30]
to careful constraint pseudo-tree traversals like DPOP [23] or cluster
exploitation like Asynchronous Partial Overlay [19]. Algorithms like
ADOPT are known for their elegant treatment of searching within
limited bounds from optima, while algorithms like DPOP are known
for efficiently exploiting certain problem structures. The branch and
bound algorithm [30] keeps expanding nodes in the search tree until
a solution is found. For efficient use of memory, it keeps only the
branch from the root node to the currently expanded node.
Another common algorithm is Synchronous Branch and Bound
(SyncBB) [13], which was one of the first distributed algorithms for
solving DCOPs. SyncBB organizes agents in a chain, and messages
can traverse this chain upstream, or downstream. Some variations on
the basic SyncBB algorithm include NCBB and AFB [8, 12].
DCOP problems have been addressed with constructive
search [21, 3], fully cryptographic protocols [25], or hybrid
crypto-constructive approaches for privacy [26, 9, 12]. Researchers
have also addressed the issue of objective functions based on
multiple criteria [4], as well as the impact of various aggregation
functions for cost, ranging from the social welfare maximization of
the pure addition to egalitarian leximin [22, 20].
2.2 Stochastic Algorithms
The main stochastic algorithms for solving DCOPs in practice are the
distributed stochastic algorithm, the distributed simulated annealing,
D-Gibbs, and the distributed breakout. In these algorithms, a flawed
solution violating some constraints is revised until all constraints are
satisfied.
Distributed Breakout The distributed breakout (DBO) [32] is
an iterative improvement algorithm, originally proposed for DCOPs
for hard constraints (distributed constraint satisfaction problems). In
DBO, a weight starting at 1 is defined for each pair of assignments
that does not satisfy some constraints. The evaluation of a given so-
lution is the summation of the weights of all constraints for the in-
volved assignment. With hard constraints, the summation is equal to
the number of the constraint violations. In the breakout algorithm, an
assignment is changed to decrease the solution value.
If the evaluation of the solution cannot be decreased by changing
the value of any variable, the current state may be a local minimum.
When trapped in a local minimum, the breakout algorithm increases
the weights of constraint violation pairs in the current state by 1 so
that the evaluation of the current state becomes higher than the neigh-
boring states. Thus the algorithm can escape from a local minimum.
Although the breakout algorithm is very simple, it is shown that it
outperforms other iterative improvement algorithms.
Distributed Stochastic Algorithms The Distributed Stochastic
Algorithm (DSA) is a family of algorithms [34]. In DSA, agents
start by randomly selecting an initial value before entering a loop. In
this loop, each agent first sends its new assigned value (if changed)
to its neighbors, then it collects any new values assigned by those
neighbors. Agents select the next candidate value based on the values
received from other agents, and usually, based also on maximizing
some utility function. The DSA family forms a baseline for evalu-
ating other algorithms, and there exist a number of variations [34]
of the DSA algorithm with slightly different properties. These varia-
tions differ mainly in the way they choose whether to keep the current
state (assignment), or to assign a new one.
Stochastic algorithms are incomplete, namely not guaranteeing
optimality. Other stochastic algorithms are Distributed Simulated
Annealing and D-Gibbs. Distributed Simulated Annealing [1] dif-
fers from DSA in the way it picks the next value, and in the use of
a schedule of temperatures to select the probabilities of changes to
sub-optimal values. D-Gibbs [5] works by mapping DCOPs to prob-
abilistic models and applies Markov Chain Monte Carlo.
2.3 Privacy
Privacy is a fundamental aspect in DCOPs, intrinsic to the main mo-
tivation, in addition to the usual efficiency/optimality trade-offs. The
cost of privacy lost in the process of reaching a solution needs to be
considered [10]. For example, in air traffic control [15], each airport
has to allocate take-off and landing slots to the different flights. Such
coordinated decisions are in conflict with the need to keep constraints
private [6].
In existing works, several approaches have been developed to deal
with privacy in DCOPs. The first approach using cryptographic tech-
niques is [33]. While ensuring privacy [14], cryptographic techniques
are usually slower, and sometimes require the use of external servers
or computationally intensive secure function evaluation techniques
that may not always be available or justifiable for their benefits [10].
Another family of approaches is based on using different search
strategies to minimize privacy loss, as defined by certain privacy met-
rics.
Privacy categorization Agents might consider some -or all- of the
following [11] as private information (that they rather not reveal), and
a particular cost could incur in case any of them is revealed. Types
of private information in DCOPs are: domain privacy, constraint
privacy, assignment privacy, and algorithmic privacy.
A previously defined framework for modeling privacy require-
ments with DCOPs is the Valuations of Possible States (VPS).
VPS [17, 16, 10] measures privacy loss by the extent to which the
possible states of other agents are reduced [29]. Privacy is interpreted
as a valuation on the other agents’ estimates about the possible states
that one lives in. During the search process, agents propose their val-
ues in an order of decreasing preference. At the end of the search
process, the difference between the presupposed order of preferences
and the real one observed during search determines the privacy loss:
the greater the difference, the more privacy has been lost.
3 Concepts
In this section we define formally the distributed constraint optimiza-
tion problem, as well as its extensions to utility-based agents.
3.1 Existing Frameworks
Let us start by presenting the DCOP framework and existing varia-
tions.
Distributed Constraint Optimization Problems The Distributed
Constraint Optimization Problem (DCOP) is the formalism com-
monly used to model combinatorial problems distributed between
several agents.
Definition 1. A DCOP is a quadruplet 〈A, V,D,C〉 where:
• A = 〈A1, ..., An〉 is a vector of n agents
• V = 〈x1, ..., xn〉 is a vector of n variables. Each agent Ai con-
trols the variable xi.
• D = 〈D1, ..., Dn〉 is a vector of domains where Di is the domain
for the variable xi, known only to Ai, and a subset of {1, ..., d}.
• C = 〈c1, ..., cm〉 is a vector of weighted constraints, each one
defining a cost for each tuple of a relation between variables in V .
The objective is to find an assignment for each variable that mini-
mizes the total cost.
Example 1. Suppose a problem concerning scheduling a meeting
between three students. They all consider to agree on a place to meet
on a given time, to choose between London, Madrid and Rome. For
simplicity, in the next sections, we will refer to these possible values
by their identifiers: 1, 2 and 3. The Student A1 lives in Paris, and it
will cost him $70, $230 and $270 to attend the meeting in London,
Madrid and Rome respectively. The Student A2 lives in Berlin, and it
will cost him $120, $400 and $190 to attend the meeting in London,
Madrid and Rome respectively. The Student A3 lives in Brussels, and
it will cost him $40, $280 and $230 to attend the meeting in London,
Madrid and Rome respectively. The objective is to find the meeting
location that minimizes the total cost students have to pay in order to
attend.
The privacy costs for revealing her cost for locations 1, 2, and
3 for Student A1 are $80, $20, $40. The privacy cost for locations
1, 2 and 3 are $100, $30, $10 for Student A2 and $80, $30, $10 for
Student A3. There exist various reasons for privacy. For example,
students may want to keep their cost for each location private, since
it can be used to infer their initial location, and they would pay an
additional (privacy) price rather than revealing the said travel cost.
For example, Student A1 associates $50 privacy cost to the revela-
tion of the travel cost of $70 for meeting in London.
DCOP The DCOP framework models this problem with:
• A = {A1, A2 A3}
• V = {x1, x2, x3}
• D = {{1, 2, 3}, {1, 2, 3}}
• C = {{(x1 = 1), 70}, {(x1 = 2), 230}, {(x1 = 3), 270},
{(x2 = 1), 120}, {(x2 = 2), 400}, {(x2 = 3), 190},
{(x3 = 1), 40}, {(x3 = 2), 280}, {(x3 = 3), 230}}
{¬(x1 = x2 = x3),∞} }
where each constraint is described with the notation {p, c} stating
that if the predicate p holds then the cost c is payed, and the notation
(x = a) is a predicate stating that a variable x is assigned a value a.
With a DCOP, costs are paid when a solution is accepted. How-
ever, privacy costs are already paid whenever the corresponding as-
signments is proposed. This means that privacy costs cannot be in-
terpreted as a criteria of a multi-objective DCOP. With a standard
DCOP, agents can explore the search space, and then choose the so-
lution with minimal cost. With privacy requirements, the exploration
itself is costly, as it implies privacy leaks. This means that a given so-
lution may imply different privacy loss depending on the algorithm
used to reach the said solution. As it can be observed, DCOPs cannot
model the details regarding privacy considerations.
One could attempt to model the privacy requirements by aggregat-
ing the solution quality, called solutionCost and the privacyCosts
into a unique cost. However, this is not possible: In a DCOP, agents
explore the search space to find a better solution, and only pay the
corresponding solution cost when the search is over and the solu-
tion is accepted. This means that the solution cost decreases with
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Figure 1. Evaluation of privacy loss on instances with different parameters.
time. However, privacy costs are cumulative and are paid during the
search process itself (each time a solution is proposed), no matter
what solution is accepted at the end of the computation. This means
that the total privacy loss increases with time (see Figure 1). Aggre-
gating the solution costs and privacy costs or using a multi-criteria
DCOP would not consider the privacy cost of the solutions that are
proposed but not kept as the final one.
3.2 Extensions
Utilitarian Distributed Constraint Optimization Problem We
propose to ground the theory of DCOP in the well-principled the-
ory of utility-based agentry. We introduce the Utilitarian Distributed
Constraint Optimization Problem (UDCOP). Unlike previous DCOP
frameworks, besides results, we are also interested in the search pro-
cess.
Definition 2. A UDCOP is a tuple 〈A,V,D, C,U〉 where:
• A = 〈A1, ..., An〉 is a vector of n agents
• V = 〈x1, ..., xn〉 is a vector of n variables. Each agent Ai con-
trols the variable xi.
• D = 〈D1, ..., Dn〉 is a vector of domains where Di is the domain
for the variable xi, known only to Ai, and a subset of {1, ..., d}.
• C = 〈c1, ..., cm〉 is a vector of weighted constraints, each one
defining a cost for each tuple of a relation between variables in V .
• U : a vector of privacy costs for each agent, each one defining the
set of costs an agent suffers for the revelation of the values in his
variable.
The state of agent Ai includes the subset of Di that it has revealed,
as well as the cost of the corresponding. The problem is to search
for an assignment of the variables such such that the total utility is
maximized (including privacy and solution utility/cost).
Example 2. The DCOP in the Example 1 is extended to a UDCOP
by specifying the additional parameter U :
U = 〈{u1,1 = 80, u1,2 = 20, u1,3 = 40},
{u2,1 = 100, u2,2 = 30, u2,3 = 10},
{u3,1 = 80, u3,2 = 30, u3,3 = 10}〉
where ui,j is the privacy cost A1 suffers from revealing the as-
signment (xi = j).
Note that to model this problem with the VPS framework, the 3
participants have to suppose an order of preference between all dif-
ferent possible values for each other agent. As agents initially do not
know anything about others agents but the variable they share a con-
straint with, they have to suppose an equal distribution of all possible
values for all other agents, meaning that they do not expect the fea-
sibility of any value to be less secret, and so proposed first. In this
direction one needs to extend VPS to be able to also model the kind
of privacy introduced in this example.
UDCOPs with Private Constraints If agents are self-interested,
each expecting a separate reward from the solution of the UDCOP,
each of them potentially suffering personal costs described by con-
straints, and each of them having private costs for various configura-
tion elements, a further extension would be needed.
Definition 3. A UDCOP with Private Constraints (UDCOPPC) is a
tuple 〈A, V,D,C,U〉 where:
• A = 〈A1, ..., An〉 is a vector of n agents
• V = 〈x1, ..., xn〉 is a vector of n variables.
• D = 〈D1, ..., Dn〉 is a vector of domains where Di is the domain
for the variable xi.
• C = 〈C1, ..., Cn〉 is a set of agent constraints, where each Ci =
{ci,1, ..., ci,mi} is the set of weighted constraints known to agent
Ai, each one defining a cost or utility for each tuple of a relation
between variables in V .
• U = 〈U1, ..., Un〉: a vector of privacy costs for agents, each one
defining the cost an agent suffers for the revelation of the weight
it associates with a tuple in some of its constraint.
The state of agent Ai includes the subset of Di that it has revealed,
as well as the cost of the corresponding. The problem is to define a
set of communication actions for each agent such that the total utility
is maximized.
Example 3. The DCOP in the Example 1 is extended to a UD-
COPPC by modifying the parameters C and U as follows:
C1 = {c1,1 = [(x1 = 1), 70], c1,2 = [(x1 = 2), 230],
c1,3 = [(x1 = 3), 270], c1,4 = [¬(x1 = x2 = x3),∞]}
C2 = {c2,1 = [(x2 = 1), 120], c2,2 = [(x2 = 2), 400],
c2,3 = [(x2 = 3), 190], c2,4 = [¬(x1 = x2 = x3),∞]}
C3 = {c3,1 = [(x3 = 1), 40], c3,2 = [(x3 = 2), 280],
c3,3 = [(x3 = 3), 230], c3,4 = [¬(x1 = x2 = x3),∞]}
U1 = {(c1,1, 80), (c1,2, 20), (c1,3, 40)}
U2 = {(c2,1, 100), (c2,2, 30), (c2,3, 10)}
U3 = {(c3,1, 80), (c3,2, 30), (c3,3, 10)}
A pair (c, v) appearing in the definition of the parameter U
specifies that the privacy loss associated with the revelation of the
cost/utility in constraint c is given by v.
The fact that a participant expects a reward r for finding a schedule
for the meeting can be modeled in UDCOPPC by replacing the cost
of the conflict in the constraint [¬(x1 = x2 = x3),∞] from infinity
to r, obtaining [¬(x1 = x2 = x3), r].
4 Algorithms
Now we discuss how the basic DBO and DSA algorithms are ad-
justed to UDCOPs. The state of an agent includes the agent view.
After each state change, each agent computes the estimated utility of
the state reached by each possible action, and selects randomly one
of the actions leading to the state with the maximum expected utility.
In our algorithms, an information used by agents in their estima-
tion of expected utilities is the risk of one of their assignments not
being part of the final solution. For each agent Ai can be apriori es-
timated with the Equation 1:
futilityRisk = 1− 1
|Di|
(1)
Before proposing a new value, agents estimate the utility that will
be reached in the next state. This value is the summation of the costs
of revealed agent views (weighted by their probability to be the
final solution) in the said state, and of the corresponding privacy
costs.
If this estimatedCost is lower than the estimation of the current
state, the agent proposes the next value, otherwise it keeps its actual
value.
The Distributed Breakout with Utility (DBOU) algorithm is ob-
tained from DBO by adding the lines 2 to 8 in Algorithm 1. At line 2,
the maximal improvement is initialized at 0. At line 3, the next value
is initialized at the current value. At line 4, the possible next value is
set to the value that gives the maximal improvement. At line 5, the
set of revealed values is the union of the already revealed values and
the new value At line 6, we estimate the cost reached after the next
value is proposed. At line 7, the cost of the current state is estimated.
At line 8, if the next cost is lower than the current cost, the maximal
improvement and next value are updated
Similarly an algorithm called Distributed Stochastic Algorithm
with Utilities (DSAU) is obtained from DSA, by adding the the lines
6 to 10 in Algorithm 2.
Example 4. Continuing with Example 2, at the beginning of
the computation with the DSAU solver, the participants select
a random value. The resulting agent view of each agent is
x1 = 1, x2 = 1, x3 = 3. The utilities of the reached state are
70 + u1,1 = 70 + 80 = 150, 120 + u2,1 = 120 + 100 = 220,
and 230 + u3,3 = 230 + 10 = 240 for Student A1, Stu-
dent A2, and Student A3 respectively. The participants then
inform each others of their value. They then consider chang-
ing their value to a new randomly selected one. The consid-
ered agent view is x1 = 2, x2 = 3, x3 = 1. If the partic-
ipants change their value, the utilities of the reached states
would be (70 + 230)/2 + u1,1 + u1,2 = 150 + 80 + 20 = 250,
(120 + 190)/2 + u2,1 + u2,3 = 155 + 100 + 10 = 265, and
(40 + 230)/2 + u3,3 + u3,1 = 135 + 10 + 80 = 225, for Stu-
dent A1, Student A2, and Student A3 respectively. Student A1 and
Student A2 do not propose the new value as it would increase their
utility.
However, Student A3 chooses to change its value from 2 to
1 which lowers its utility from 240 to 225. In the next step, the
agent view is x1 = 1, x2 = 1, x3 = 1. Participants then do
not change their value anymore, as all other options would not
decrease the utility. At the final step, the previous agent view
is therefore the optimal solution. With DSAU, the reached utilities
are 70 + 80 = 150, 120 + 100 = 220, 40 + 10 + 80 = 130 for
Student A1, Student A2, and Student A3 respectively. With standard
DSA, the final utilities are (70 + u1,1 + u1,2 + u1,3 = 230,
(120 + u2,1 + u2,2 + u2,3 = 260, and
(40 + u3,2 + u3,1 + u3,3 = 160, for Student A1, Student A2,
and Student A3 respectively. Therefore, using DSAU instead of DSA
reduces the utility by 80, 40, 30.
Algorithm 1: Procedure sendImprove in DBOU
Input:
Output:
1 currentEval = evaluation value of currentValue;
2 myImprove = 0 ;
3 newValue = currentValue ;
4 possibleValue = the value that gives the maximal improvement;
5 possibleRevealedConstraints = revealedConstraints +
constraints containing possibleValue ;
6 nextCost = estimateCost(utilities, domain,
nextRevealedV alues) ;
7 currentCost = estimateCost(utilities, domain,
revealedV alues) ;
8 if (nextCost < currentCost) then
9 myImprove = possible max improvement ;
10 newValue = the value that gives the maximal improvement;
11 if currentEval = 0 then
12 consistent = true
13 else
14 consistent = false ;
15 myTerminationCounter = 0;
16 if myImprove > 0 then
17 canMove = true;
18 quasiLocalMinimum = false;
19 else
20 canMove = false;
21 quasiLocalMinimum = true;
22 send (improve, xi, myImprove, currentEval,
myTerminationCounter) to neighbors ;
Algorithm 2: DSAU algorithm
Input:
Output:
1 Randomly choose a value;
2 while no termination condition is met do
3 if a new value is assigned then
4 send the value to neighbors ;
5 collect neighbors’ new values, if any;
6 possibleValue = randomly choose a value ;
7 possibleRevealedConstraints = revealedConstraints +
constraints containing possibleValue ;
8 nextCost = estimateCost(utilities, domain,
nextRevealedV alues) ;
9 currentCost = estimateCost(utilities, domain,
revealedV alues) ;
10 if (nextCost < currentCost) then
11 assign possibleValue;
To adapt DBOU and DSAU for privacy of constraints in UD-
COPPC, the revealed domains and possible revealed domains are
Algorithm 3: estimateCost
Input: utilities, domain, revealedV alues
Output: estimatedCost
1 cost = 0 ;
2 privacyCost = 0 ;
3 foreach value v in domain do
4 foreach constraint c in constraints do
5 if ((c contains the assignment of v to xi) and (v is in
revealedV alues)) then
6 cost += (utilities.getCost(c) / (domain size of xi) ;
7 privacyCost += privacyCost of c ;
8 estimatedCost = cost + privacyCost ;
9 return estimatedCost ;
changed to the revealed constraints and possible revealed constraints,
respectively.
5 Discussion
To further clarify why Multi-Objective DCOPs (MO-DCOPs) cannot
integrate our concept of privacy as one of the criteria they aggregate,
we give an example of what would be achieved with MO-DCOPs, as
contrasted with the results using the proposed UDCOPs.
Note that a MO-DCOP is a DCOP where the weight of each con-
straint tuple is a vector of values [wi], each value wi representing a
different metric. Two weights [w1i ] and [w2i ] for the same partial so-
lution, inferred from disjoint sets of weighted constraints, are com-
bined into a new vector [w3i ] where each value is obtained by sum-
ming the values in the corresponding position in the two input vec-
tors, namely w3i = w1i + w2i . The quality of a solution of the MO-
DCOP is a vector integrating the cost of all weighted constraints.
The vectors can be compared using various criteria, such as leximin,
maximin, social welfare or the Theil index [22, 20].
In the following example we show a comparative trace based on
one of the potential techniques in MO-DCOPs, to provide a hint on
why MO-DCOPs cannot aggregate privacy lost during execution in
the same way as UDCOP. In this example, the privacy value of each
assignment and its constraint cost are two elements of an ordered
pair defining the weight of the MO-DCOP. For illustration, in this
example pairs of weights are compared lexicographically with the
privacy having priority.
Example 5. Suppose we now want to model the Example 2
with a MO-DCOP. As also illustrated in the trace in Table 1, at
the beginning of the computation with the DSA solver, the par-
ticipants select a random value. The resulting agent view is
x1 = 1, x2 = 1, x3 = 3. The participants then inform each oth-
ers of their value. They then consider changing their value to
a new randomly selected one. The considered agent view is
x1 = 2, x2 = 3, x3 = 1.
Like with UDCOPs, Student A1 does not propose the new value
as it would increase their cost, and Student A3 chooses to change its
variable’s value from 2 to 1.
However, with MO-DCOPs Student A2 changes its value to 3,
which is not the case with UDCOPs, which implies privacy loss. The
agent view is now x1 = 1, x2 = 3, x3 = 1.
As we see, with the MO-DCOP model, Student A2 reveals more
values and loses more privacy (with 110-100=10 units of privacy
more) than with UDCOPs.
Framework UDCOP MO-DCOP
Agent Student A1 Student A2 Student A3 Student A1 Student A2 Student A3
value step 1 1 1 3 1 1 3
cost 70 120 230 70 120 230
privacyCost 80 100 10 80 100 10
situation 150 220 240 [80, 70] [100, 120] [10, 230]
believed next state
considered 2 3 1 2 3 1
cost 150 155 135 230 190 40
privacyCost 100 110 90 20 10 80
situation 250 265 225∗ [20, 230]∗ [10, 190]∗ [80, 40]
achieved next state
value step 2 1 1 1 2 3 3
cost 70 120 40 230 190 230
privacyCost 80 100 90 100 110 10
situation 150 220 130 [100, 230] [110, 190] [10, 230]
Table 1. Comparative trace of two rounds with UDCOP DSAU vs. MO-DCOP DSA with lexicographical comparison on vectors, privacy first. Candidate
values are marked with ∗ if they are better than old values, and will be adopted.
6 Experimental Results
We evaluate our framework and algorithms on randomly generated
instances of distributed meeting scheduling problems (DMS). Pre-
vious work [28] in distributed constraint satisfaction problems has
already addressed the question of privacy in distributed meeting
scheduling by considering the information on whether an agent can
attend a meeting to be private. They evaluate the privacy loss brought
by an action as the difference between the cardinalities of the final set
and of the initial set of possible availabilities for a participant.
The algorithm we use to generate the problem is:
1. We create the variables (one per participant agents).
2. We initialize their domain (possible times).
3. We add the global constraint “all equals”.
4. Unary constraints are added to variables, to fit the density.
5. For each unary constraint, we generate a cost between 0 and 9.
6. For each value of each variable, we generate a revelation cost uni-
formly distributed between 0 and 9.
The experiments are carried out on a computer under Windows 7,
using a 1 core 2.16GHz CPU and 4 GByte of RAM. In Figure 2, we
show the total amount of privacy lost by all agents, averaged over 50
problems, function of the density of unary constraints. In Figure 3,
we show the total cost (solutionCost + privacyCost) for all agents.
Table 2 shows that while DBOU is leading to slightly higher solution
cost, the solution cost for DSAU is the same as for DSA. As we can
see, for all problems, the curves of DBOU and DSAU are similar to
the ones of DBO and DSA, respectively, meaning that adding pri-
vacy preservation techniques with the UDCOP framework does not
degrade the quality of the solution. The problems are parametrized
as follows: 10 agents, 10 possible values, the cost for the constraints
is a random number between 0 and 9, and the cost of a revelation is
a random number between 0 and 9. Each set of experiments is an av-
erage estimation over 50 instances with the different algorithms (i.e,
DBO, DBOU, DSA, DSAU).
Algorithm DBO DBOU DSA DSAU
Average Solution Quality 4.33 4.55 5.11 5.11
Table 2. Average solution quality per agent for various algorithms.
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Figure 2. Evaluation of privacy loss on instances with different densities
and algorithms.
7 Conclusion
While various previous efforts have addressed privacy in distributed
constraint optimization problems, none of the existing techniques is
widely used, likely due to the difficulty in modeling common prob-
lems. As privacy cannot be interpreted as a criteria of a standard
DCOP, we propose in this article a framework called Utilitarian Dis-
tributed Constraint Optimization Problem (UDCOP). It models the
privacy loss for the revelation of an agent’s costs for violating con-
straints. We present algorithms that let agents use information about
privacy to modify their behavior and guide their search process, by
proposing values that reduce the amount of privacy loss. We then
show how adapted stochastic algorithms (DBOU and DSAU) behave
and compare them with standard techniques on different types of dis-
tributed meeting scheduling problems. The experiments show that
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Figure 3. Evaluation of total cost on instances with different densities and
algorithms.
explicit modeling and reasoning with the utility of privacy allows for
significant savings in privacy with minimal impact on the quality of
the achieved solutions.
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