Abstract: This paper shows the existence of Lur'e-Postkinov Lyapunov functions for the generalized multivariable discrete-time Popov criterion. The nonlinearities in the Lur'e system considered here are monotonic, sector-and slope-restricted. We discuss the cases where the nonlinearities are diagonal and non-diagonal. Our derivation is based on the discrete-time Kalman-Yakubovich-Popov (KYP) lemma and the S-Procedure, and results in Linear Matrix Inequality (LMI) conditions which can be solved using convex optimization methods.
INTRODUCTION
The absolute stability criteria of Lur'e systems have been developed for several decades, and it has long been known that the inclusion of multipliers in the closed-loop such as Popov results in better stability margins than the circle criterion (Khalil [2002] ). In 1940's, Lure and Postnikov [1944] derived a Lyapunov function consisting of a quadratic form and an integral of the nonlinearity as follows:
with n ≥ 0. This is different from the circle criterion that just involves the quadratic form.
Generally, the nonlinearity considered in the Lur'e system is time-invariant and one-sided (the lower sector bound is zero). For continuous-time SISO case, Aizerman and Gantmacher [1964] prove that the multiplier n in (1) can be allowed to be negative, which directly reduces the conservatism of the Popov criterion. This also holds for the diagonal MIMO nonlinearities as the extension of the Popov criterion to this case appears straightforward (see Yakubovich [1967] and Park [1997] ). Heath and Li [2009] extend the results of Park [1997] from the diagonal case to a reasonably generalized case that includes both the non-diagonal and linear cases. Most of the Popov criteria referred to above are derived via Lyapunov theory using the quadratic-plus-integral function as in (1). The derivation then leads to LMI conditions which can be solved using the convex optimization methods.
In the discrete-time setting, Tsypkin [1962] was among the first to propose the frequency-domain criterion which is analogous to the circle criterion. As for the discretetime counterparts of Popov criterion, there are two main results published in 1964, namely the Jury-Lee Lee [1964a] Jury and Lee [1964b] ) and Tsypkin (Tsypkin [1964] ) criteria.
The Jury-Lee criteria, which have the same form of Lyapunov function as in (1), are the closest analog to the Popov criterion in the discrete-time setting, but with extra conditions on the nonlinearity -slope-restrictions. Haddad and Bernstein [1994] extend the Jury-Lee criteria to the case of diagonal MIMO nonlinearities, but the multipliers are restricted to be positive semi-definite. However, Ahmad et al. [2010] incorporate the techniques used by Park [1997] and Heath and Li [2009] to prove that the multipliers can also be allowed to be negative definite without destroying the positive semi-definiteness of the Lyapunov function. As for the Tsypkin criterion, it is derived slightly different from the Jury-Lee criteria as the nonlinearities considered are only monotonic (nondecreasing) but they are not slope-bounded. The extension of the Tsypkin criterion to the diagonal MIMO case has been done by Kapila and Haddad [1996] and Park and Kim [1998] . The approach by Park and Kim [1998] nevertheless results in a Lyapunov function that is slightly different from (1), but is proven to be less conservative than Kapila and Haddad [1996] .
As there is to date no extension of Popov criterion to the non-diagonal case in discrete-time domain, the contribution of this paper is to extend the results in Heath and Li [2009] to the discrete-time case to obtain the Lyapunov functions for the generalized discrete-time multivariable Popov criterion. The nonlinearities considered here are monotonic sector-and slope-restricted. The generalization to the non-diagonal MIMO case however requires a further condition which restricts the nonlinearity to be the gradient of a convex real-valued function as proposed by Safonov and Kulkarni [2000] (in the context of Zames-Falb multipliers). The importance to extend the discrete-time Popov criterion to the non-diagonal case is that it can be applied to robust stability analysis of input-constrained model predictive control (MPC) which is inherently discrete (see Heath et al. [2005] , Primbs [2001] and Heath and Wills [2007] ).
The notations used in this paper are simplified as follows:
We write 
MAIN RESULTS
Consider a stable, strictly proper LTI system in feedback with a memoryless, time-invariant (static) nonlinearity φ. The system is
Therefore the discrete-time transfer function of the linear system is
3) The static nonlinearity is
and satisfies the sector-bound conditions φ(0) = 0 and
The nonlinearity also satisfies the monotonic slope-restriction
We also have the relation
The system can be illustrated as in Figure 1 . We will find it useful to define
We begin with Lemma 1, which is the standard application of the discrete KYP lemma (Rantzer [1996] ).
and S ∈ R p×p be positive definite, let N − ∈ R p×p and
Then the following statements are equivalent:
(a) There exists some Pa > 0 such that
(18) (c) A is asymptotically stable and
Proof. Invoking the discrete KYP Lemma, the LMI (17) can be translated into
(20) Exploiting the relations (3) and (7) gives
and
(24) Combining (20), (21), (22), (23) and (24) gives (19). The requirements Pa > 0 follows since A is asymptotically stable. Hence statements (17) and (19) are equivalent. Invoking the discrete KYP lemma in (18) yields
The following lemma is crucial in proving the boundedness of the difference Lyapunov equation in the new stability criteria.
Lemma 2. Let φ be the nonlinearity defined as in (4)-(6) and there exists some continuous Φ : R p → R such that ∇Φ = φ(σ). Let N be the set of positive semi-definite
T N dσ is independent of path, iv. the inequality below holds for all y = y,
The nonlinearity φ is then bounded as follows
with N − , N + ∈ N , and K, M 2 , M 3 , M 4 and M 5 defined as in Lemma 1.
Proof. See Appendix. 2 We can now state our main result. 
is the corresponding Lur'e Lyapunov function for the system defined in (2)-(6).
Proof. Inequality (iv) ensures that φ(y k ) T N + y k ≥ 0 for all y k , and hence
This, with (iv), gives
This is sufficient to ensure that
Since P b > 0 , it follows that the Lyapunov function V b,k is radially unbounded by x k , i.e. V b,k ≥ x T k P b x k . By the Lyapunov stability theory, the closed-loop system is absolutely stable if the difference equation of V b,k is negative definite for all Λ = 0. This can be proven as follows (the subscript b of V b,k is dropped for readability):
where
(from Proposition 1(a))
(from Proposition 1(b)) (38) It follows immediately that
(39) To verify that ∆V < 0 for all Λ = 0, we need to ensure that
is satisfied. Since the LMI (18) holds for some P b > 0 , and the sector condition (5) says
(41) combining (39) and (41) via the S-procedure guarantees that ∆V < 0 for all Λ = 0. 2 Remark 1. The existence of Φ : R p → R such that ∇Φ = φ(σ) needs to be emphasized mainly for the nondiagonal MIMO case so as to ensure the condition (iii) is satisfied. The condition similar to (iii) is also emphasized in Safonov and Kulkarni Safonov and Kulkarni [2000] (in the context of Zames-Falb multipliers) which either restricts the nonlinearity to be the gradient of a convex real-valued function or restricts the multiplier to be a realvalued function of frequency. The conditions (i) to (v) are naturally satisfied for the diagonal nonlinearities (as S and K both commutate with N ).
Remark 2. The Lur'e-Lyapunov function (29) can also be expressed more elegantly as follows
Remark 3. Settingŷ = 0 reduces the slope condition in (6) to
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Therefore, the slope condition (6) implies the sector condition (5) with K ≤ S, but the converse is not necessarily true in general.
Remark 4. In the case where the nonlinearities are diagonal, we can set the nonlinearities and the Lyapunov function as follows:
with
so that
Define
Each φ i satisfies the sector bound
and the monotonic slope restriction
If N + and N − are similarly diagonal with entries n i + and n i − respectively, then we can define each term associated with the nonlinearity in the Lyapunov function (29) as follows:
Since pre-and post-multiplication of the diagonal nonlinearities by a nonsingular diagonal (constant) matrix and its inverse does not destroy the sector and slope conditions (49)- (50), we can obtain a better result (Park and Kim [1998] ). This is shown in the next corollary.
Corollary 1. Let the nonlinearities (4) and the multipliers N + and N − be set to diagonal as in Remark 4. Under the conditions of Theorem 1, letĜ 2 (z) be defined as followŝ
For fixed values of S and K, the system is absolutely stable if the frequency-domain condition below is satisfied:
or equivalently, if there exists a positive definite matrix P , such that
Proof. See Appendix. 2
APPLICATION
This section discusses one of the applications of the new criterion to the non-diagonal nonlinearities. Assume that there is no additional structure on φ beyond the conditions of Theorem 1. If the nonlinearity φ is represented by a quadratic program (QP) as follows:
with Hessian matrix H > 0 and fixed L and b, the KKT conditions can be used to show that the nonlinearity satisfies the sector bound condition (Heath et al. [2005] ) as follows
(64) If the nonlinearity is additionally static, it also satisfies the monotonic and slope-bound conditions (Primbs [2001] , Heath and Wills [2007] ) as follows
Choose N + and N − to be n + I and n − I respectively so that the conditions (i)-(v) (in Lemma 2 and Theorem 1) are satisfied. Then set K
The results are then consistent with the stability criterion based on the KKT conditions for such QP.
In Heath et al. [2006] , it is shown that the inputconstrained MPC controller can be expressed by a QP as in (63). The new approach can thus be employed for the robustness analysis of such MPC. The next part shows a simple example of a discrete-time Lur'e system connected to a nonlinearity expressed by a QP.
Consider a LTI 2-input-2-output plant
which is stable, strictly proper and is in negative feedback with a controller that is expressed by a QP with a positive definite Hessian matrix A positive constant gain k is applied on the output as shown in Figure 2 , and the maximum stable gain for Theorem 1 is compared with the generalized circle criterion Heath et al. [2005] in Table 3 . Fig. 2 Ahmad et al. [2010] .
which is sufficient to ensure
= Right-hand side of (27) 2
A.2 Proof of Lemma 2(b)
We have Let y = y k and parameterize σ = y k + λ(y k+1 − y k ), with λ ∈ [0, 1] and dσ = (y k+1 − y k )dλ, we can write
Since λ ≥ 0, then 
