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Abstract
Fix any positive integer b, and consider the set Υ (Zb) of all values ρ(R), where R is a
Krull domain with divisor class group Zb, and ρ(R) denotes the elasticity of R. We focus
on the case b = 2p, showing that 2p−1p ∈ Υ (Z2p) and Υ (Zp)Υ (Z2p). We also present a
precise description of the set Υ
(⊕k
i=1 Z2
)
.
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1. Introduction
Unique factorization rings are precisely the Krull domains with trivial divisor
class group. It follows that any Krull domain R with a non-trivial divisor class group
cannot be a unique factorization ring, and it is natural to wonder how the divisor
class group Cl(R) might be used to measure the extent to which unique factorization
fails. One way of making such a measurement is by means of the elasticity ρ(R),
which is defined by
ρ(R) = sup
{m
n
: a1 · · · am = b1 · · · bn, for some irreducibles ai, bj ∈ R
}
.
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If R is a unique factorization domain, then ρ(R) = 1. Also, if the divisor class group
Cl(R) is non-trivial and finite, and each class contains a height-one prime ideal, then
it is well-known that the elasticity ρ(R) equals D(Cl(R))2 , where D(Cl(R)) denotes
the Davenport constant of the finite abelian group Cl(R). This occurs, for example,
whenever R is the ring of integers of an algebraic number field. In general, not every
divisor class contains a height-one prime, and different methods are necessary to
compute the elasticity (see [5]).
The elasticity function ρ has been the subject of much research. The survey arti-
cle [1] provides an excellent introduction. One interesting problem is to fix a finite
abelian group G and try to find the set of all values ρ(R), where R ranges among all
Krull domains having divisor class group G. We denote this set by Υ (G), following
the notation in Anderson and Chapman’s article [2], where the focus is on the case
G = Zp.
To compute Υ (G), we use the fact [4, Section 3.1] that if Cl(R) = G and S is the
subset of G corresponding to the non-trivial divisor classes which contain a height-
one prime, then
ρ(R) = ρ(B(G, S)),
where B(G, S) denotes the block monoid of all zero-systems of the group G which
involve only elements of S (see Section 2 below or [2, pp. 2544-5]), and the elasticity
of a monoid is defined in the obvious way. The set Υ (G) may thus be studied entirely
in the context of monoids. Since many results on block monoids pertain to the case
where G is a cyclic group (see [2,3]), we restrict our attention to that case.
In Section 1, we adapt ideas from Sturmfels’ book [9] to devise an algorithm for
computing the elasticity of a block monoid, and we contrast it with the algorithm
presented in the article [5]. In Theorem 3.2, we show that 2p−1
p
∈ Υ (Z2p), where p
is an odd prime. This result, along with Corollary 4.2, shows that Υ (Zp)Υ (Z2p)
and demonstrates that a conspicuous “gap” [3, Theorem 4.8] which exists in the set
Υ (Zp) is “filled” when one passes to Υ (Z2p). In Section 4, Corollary 4.2 is applied
again to show that Υ
(⊕k
i=1 Z2
)
=
{
1, 32 ,
4
2 , . . . ,
k+1
2
}
, for any positive integer k.
2. Block monoids, Diophantine monoids, and circuits
If g1, . . . , gt are (not necessarily distinct) non-zero elements of a finite abelian
group G such that
∑t
i=1 gi = 0, then we refer to the system g1g2g3 · · · gt as a zero-
system (or block) of G. We do not distinguish between two blocks if one can be
obtained from the other by a permutation of elements. The collection B(G) of all
zero-systems of G is a commutative monoid under the operation of concatenation,
and if S is a subset of G \ {0}, then we denote byB(G, S) the submonoid consisting
of those blocks which involve only elements of S. If S = {a1, . . . , ak}, then we fre-
quently write elements of B(G, S) in the form σ = ae11 ae22 · · · aekk , where ei denotes
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the number of repetitions of ai in the zero-system σ , or simply in the vector form
σ = (e1, . . . , ek), provided an ordering of the set S is understood.
On the other hand, let A be a d × n matrix of integers, and define the monoid
M(A) := ker(A) ∩Nn,
where N denotes the non-negative integers. The operation is coordinatewise addi-
tion. The monoid M(A) is called a Diophantine monoid (see [6,7]), and Minimals
(M(A)) denotes the set of irreducible non-zero elements of M(A). The set Minimals
(M(A)) is, by Dickson’s Lemma, a finite set, and it can be acquired using various
computer algorithms.
We record the following lemma, whose proof is straightforward, for future refer-
ence.
Lemma 2.1. If A = [a1 · · · ak − b], where the ai are distinct integers, 1  ai < b,
then the map
ξ : M(A) → B(Zb, {a1, . . . , ak}),
defined by (x1, . . . , xk, xk+1) → ax11 ax22 · · · axkk , is an isomorphism of monoids.
Under the isomorphism ξ, the set Minimals(M(A)) corresponds bijectively with the
set of irreducible non-trivial blocks in B(Zb, {a1, . . . , ak}).
Remark 2.2. A realizable pair is a pair (G, S) such that G is the divisor class
group of some Krull domain R, and S is the set of non-trivial divisor classes of R
which contain height-one primes. In [8, Proposition 1.1], it is shown that (G, S) is a
realizable pair precisely when S generates the group G.
If A is any d × n matrix of integers, then write
Minimals(M(A)) = {β1, . . . , βm}.
Viewing the βi as column vectors, we can form an n × m matrix
BA = [β1 β2 . . . βm]. (1)
The monoid M(BA) is trivial, but the set ker(BA) ∩ Zm is of interest. Each non-
zero element of ker(BA) ∩ Zm encodes two different decompositions of some ele-
ment of M(A) into sums of irreducibles, as illustrated in Example 2.3 and made
precise in Definition 2.7 below. In what follows, we shall always assume that the set
Minimals(M(A)) is equipped with an ordering of its elements so that the matrix BA
is well-defined.
Example 2.3. If A = [5 2 3 − 6], then we have
Minimals(M(A)) = {(6 0 0 5), (0 3 0 1), (0 0 2 1), (2 1 0 2), (3 0 1 3), (1 2 1 2)}.
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Thus
BA =


6 0 0 2 3 1
0 3 0 1 0 2
0 0 2 0 1 1
5 1 1 2 3 2

 .
Note that v = (−1,−1, 0, 3, 0, 0) is an element of ker(BA) ∩ Z6 and that v repre-
sents the equation
(6 0 0 5) + (0 3 0 1) = 3(2 1 0 2).
Notice that in Example 2.3, we have dim ker(A) = 3 and that ker(A) contains a
strictly positive element. Then rank(BA) = 3, and the bottom row of the matrix BA
can be deleted without affecting ker(BA). Evidently, all of the structure of M(A)
is contained in the first three coordinates. Indeed, the isomorphism ξ : M(A) →
B(Z6, {5, 2, 3}) is simply the projection onto the first three coordinates, and we may,
if desired, replace the matrix BA with the 3 × m matrix
6 0 0 2 3 10 3 0 1 0 2
0 0 2 0 1 1

 .
Remark. For an arbitrary d × n integer matrix A, it is known that all of the struc-
ture of M(A) is contained in the coordinates which correspond to the “essential
projections” of M(A), as described in [7]. One may thus project M(A) onto those
coordinates without losing information and harmlessly eliminate certain rows of the
matrix BA. In case A = [a1 a2 · · · ak − b], as in Example 2.3, then the projections
onto the first k coordinates are the essential ones.
The terminology in the next definition is from Sturmfels’ book [9], as is the next
lemma.
Definition 2.4
(1) Let v = (v1, . . . , vn) be a vector of real numbers. The support of v, denoted
supp(v), is defined as the subset of {1, . . . , n} which corresponds to the non-zero
entries of v.
(2) Let u = (u1, . . . , un) and v = (v1, . . . , vn) be real vectors. Then u is said to be
conformal to v provided supp(u+) ⊆ supp(v+) and supp(u−) ⊆ supp(v−).
(3) Let  be a d × n integer matrix. An element v ∈ ker() ∩ Zn is called a circuit
of  if the support of v is minimal with respect to the set of supports of the non-
trivial elements of ker(), and the greatest common divisor of the entries of v
equals 1.
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Lemma 2.5. Let  be a d × n matrix of integers with d = rank() < n.
(1) [9, Lemma 4.8] If u is a circuit of , then supp(u)  d + 1.
(2) [9, Lemma 4.10] Let v ∈ ker() ∩ Zn. Then v can be expressed as a non-negative
rational combination of at most n − d circuits of , each of which is conformal
to v.
Example 2.6. If A = [5 2 3 − 6], then the circuits of A are (6 0 0 1), (0 3 0 1),
(0 0 2 1), (−3 0 5 0), (0 3 − 2 0), (−2 5 0 0) (and their opposites). Note that the only
circuits which are elements of M(A) are the first three, and these are the primary
elements of M(A) in the sense of [6] (or the completely fundamental elements in the
sense of [10]). It is not hard to verify that, in general, the set of primary elements of
M(A) equals the set of those circuits of A which have only non-negative entries [11].
The set of circuits of the matrix BA (where BA is as in Eq. (1) above) is of special
interest. The following definition introduces some useful notation.
Definition 2.7. Let v ∈ ker(BA) ∩ Zm, and write v in the canonical form v+ − v−,
where v+i := max{vi, 0}, v−i := max{−vi, 0}. The equation
m∑
i=1
v+i βi =
m∑
i=1
v−i βi (2)
displays two distinct factorizations of an element of M(A) which we denote λv , and
we refer to Eq. (2) as equation v . Any equation
λ1 + λ2 + · · · + λl = µ1 + µ2 + · · · + µm
involving only irreducible non-zero elements, where l  m, is said to represent the
elasticity l
m
.
For the next two results, we use the notation |x| := ∑mi=1 xi , where x = (x1, x2,
. . . , xm) is a vector of non-negative integers, and for any element λ ∈ M(A), we
define
ρ(λ) := sup
{m
n
: λ = a1 + · · · + am = b1 + · · · + bn, where ai, bj ∈ Minimals(M(A))
}
.
Lemma 2.8. Suppose that v, y, z are elements of ker(BA) ∩ Zm such that
(a) v = y + z,
(b) y and z are both conformal to v, and
(c) ρ(λv) = |v+||v−| , where λv is as in Definition 2.7.
Then
ρ(λv)  max{ρ(λy), ρ(λz)}.
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Proof. By (a) and (b), we have
v+ = y+ + z+
and
v− = y− + z−,
whence, by (c), we have
ρ(λv) = |y
+| + |z+|
|y−| + |z−| .
Now exactly one of the following holds:
|y+|
|y−| <
|y+| + |z+|
|y−| + |z−| <
|z+|
|z−|  ρ(λz),
|y+|
|y−| =
|y+| + |z+|
|y−| + |z−| =
|z+|
|z−|  ρ(λz),
or
|z+|
|z−| <
|y+| + |z+|
|y−| + |z−| <
|y+|
|y−|  ρ(λy).
In any case, the elasticity ρ(λv) is less than or equal to either ρ(λy) or ρ(λz), so the
proof is complete. 
Theorem 2.9. Let A be a d × n matrix of integers. Then
ρ(M(A)) = ρ(λu)
for some circuit u of the matrix BA whose columns comprise the irreducible non-zero
elements of M(A).
Proof. The elasticity of M(A) is accepted, by [12, Theorem 3.3], and it follows that
there is a vector v ∈ ker(BA) ∩ Zm such that the equation
m∑
i=1
v+i βi =
m∑
i=1
v−i βi
(referred to as v in Definition 2.7) realizes the elasticity. That is,
ρ(λv) = max
{ |v+|
|v−| ,
|v−|
|v+|
}
= ρ(M(A)).
According to Lemma 2.5, there is an equation
v =
∑
qjuj ,
where the uj are circuits of BA (each conformal to v), the qj are positive rational
numbers, and the sum is finite. After clearing denominators, we have an equation
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tv =
∑
sjuj ,
where t and the sj are positive integers.
Clearly ρ(λv)  ρ(λtv), and, by Lemma 2.8, one of the circuits ui must satisfy
ρ(λtv)  ρ(λui ). Since v was chosen so that ρ(M(A)) = ρ(λv), it follows that
ρ(M(A)) = ρ(λui ). 
Theorem 2.9 suggests the following algorithm for computing the elasticity of a
Diophantine monoid M(A):
Algorithm 2.10. INPUT: An integer matrix A.
(i) Compute the set Minimals(M(A)).
(ii) Form the matrix BA and trim off its redundant rows.
(iii) Acquire the set of circuits of BA.
(iv) Determine the largest value of ρ(λu) as u ranges among all of the circuits
of BA.
OUTPUT: The elasticity ρ(M(A)).
This algorithm is similar to the algorithm given in [5], and Theorem 2.9 resembles
the result [5, Theorem 6]. However, if the set of circuits of BA can be obtained more
efficiently than J(∼ M) (see [5, p. 196]), once the set Minimals(M(A)) is known,
then our algorithm is an improvement. Page 35 of Sturmfels’ book [9] indicates that
one could compute the set of circuits of BA by applying a simple determinantal
formula (based on Cramer’s Rule) to certain submatrices of BA.
Example 2.11. If A = [5 2 3 − 6], then
ρ(M(A)) = ρ(B(Z6, {5, 2, 3})) = ρ(λu) = 53 ,
where u = (−1, 0, 1, 4, 0,−2) ∈ ker(BA) ∩ Z6. Note that u is a circuit of the matrix
BA =

6 0 0 2 3 10 3 0 1 0 2
0 0 2 0 1 1

 ,
the equation v is given by
(6, 0, 0) + 2(1, 2, 1) = (0, 0, 2) + 4(2, 1, 0),
and we have λu = (8, 4, 2).
The purpose of the next section is to generalize this example.
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3. Cross numbers and the block monoid B(Z2p, S)
Recall that the cross number k(σ ) (a.k.a. Zaks-Skula constant) of a block σ =
g1g2 · · · gt of a finite abelian group G is defined by
k(σ ) =
t∑
i=1
1
o(gi)
,
where o(gi) denotes the order of gi in G. If σ is written in the form ae11 a
e2
2 · · · aess ,
where the ai are the distinct elements in σ , then
k(σ ) =
s∑
i=1
ei
o(ai)
.
The cross number of the group G is then defined as the maximum value among the
cross numbers of all non-zero irreducible blocks of G. In the article [13], Krause
showed that the cross number of a cyclic group Zb is equal to 1 if and only if b is a
prime power.
Given a block monoid H := B(G, S), define the constants
Z(H) := sup {k(σ ) : σ ∈ B(G, S) is non-zero and irreducible}
and
z(H) := inf {k(σ ) : σ ∈ B(G, S) is non-zero and irreducible},
as in [14]. According to [14, Corollary 1.7], we have
max
{
z(H)−1, Z(H)
}
 ρ(H)  Z(H)
z(H)
, (3)
hence Krause’s result implies that
ρ(B(Zpk , S)) =
1
k(σ )
, (4)
where σ is some irreducible block such that k(σ ) = z(B(Zb, S)).
If b is not a prime power, then the cross number of the group Zb is greater than 1,
and it is not necessarily possible for the elasticity to be expressed as in Eq. (4).
Example 3.1. If p and q are distinct prime numbers, then σ = (p + q)1pq−1qp−1
is an irreducible block of Zpq with k(σ ) = 2pq−p−q+1pq . It turns out that the cross
number of the group Zpq is 2pq−p−q+1pq (see [15, Theorem 3]). Now set q = 2
and consider the block monoid H := B(Z2p, {2 + p, 2, p}). We know that Z(H) =
3p−1
2p and z(H) = p+12p (see below), and we have, by [14, Corollary 1.7], that
2p
p + 1  ρ(B(Z2p, {2 + p, 2, p})) 
Z(H)
z(H)
= 3p − 1
p + 1 .
Both inequalities are strict. This will be a consequence of the following result.
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Theorem 3.2
ρ(B(Z2p, {2 + p, 2, p})) = 2p − 1
p
.
The proof of this theorem consists mainly of three lemmas.
Lemma 3.3
ρ(B(Z2p, {2 + p, 2, p}))  2p − 1
p
.
Proof. Set α = (2p, 0, 0), β = (0, p, 0), γ = (0, 0, 2), σ = (p − 1, 1, 0), and τ =
(1, p − 1, 1). It is easy to verify that these are irreducible blocks in B(Z2p, {2 +
p, 2, p}), written in vector form.
Observe that
p(p − 1)τ + p(p − 1)(p − 2)
2
α = p(p − 1)
2
γ + p(p − 1)2σ, (5)
hence the elasticity of B(Z2p, {2 + p, 2, p}) is at least
p(p−1)
2 + p(p − 1)2
p(p − 1) + p(p−1)(p−2)2
= 2p − 1
p
. 
We want to show that Eq. (5) above actually represents the elasticity of the monoid
B(Z2p, {2 + p, 2, p}). To that end, we display a table of the cross numbers of all
non-trivial irreducible blocks in B(Z2p, {2 + p, 2, p}):
irreducible blocks cross numbers
α := (2p, 0, 0) 1
β := (0, p, 0) 1
γ := (0, 0, 2) 1
σ := (p − 1, 1, 0) p+12p
σ1 := (p − 3, 3, 0) p+32p
σ2 := (p − 5, 5, 0) p+52p
...
σ p−3
2
:= (2, p − 2, 0) 2p−22p
τ0 := (p, 0, 1) 1
τ1 := (p − 2, 2, 1) 2p+22p
τ2 := (p − 4, 4, 1) 2p+42p
...
τ p−3
2
:= (3, p − 3, 1) 3p−32p
τ := (1, p − 1, 1) 3p−12p .
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The following lemma records a few relations among the irreducible blocks in
B(Z2p, {2 + p, 2, p}).
Lemma 3.4. Let α, β, γ, σ, σi, τ, and τj be as in the chart above. Then the follow-
ing equations hold:
(a) p(p − 1)σi = 2piβ + p(p − 1 − 2i)σ, for i ∈
{
1, 2, . . . , p−32
}
,
(b) (
p(p − 1)
2j
− (p − 1)
)
τj = (p − 2j)τ + p2j (p − 2j)(p − 2j − 1)α
+ 1
2j
(p − 2j)(p − 2j − 1)γ,
for j ∈
{
1, 2, . . . ,
p − 3
2
}
,
(c) 2τ0 = α + γ,
(d) pσ = 12 (p − 1)α + β,(e) 2pτ = α + 2(p − 1)β + pγ, and
(f) 2p(p − 1)τ = 2p(p − 2)β + p(p − 1)γ + 2pσ.
Proof. The proofs of these facts are left to the reader. 
Suppose now that l
m
is the elasticity of the monoidB(Z2p, {2 + p, 2, p}), and λi ,
µj are irreducible blocks such that
λ1 + λ2 + · · · + λl = µ1 + µ2 + · · · + µm. (6)
That is, Eq. (6) represents the elasticity of the monoid. The next lemma says that the
left-hand side of Eq. (6) must consist only of the “smaller” irreducible blocks, and
the right-hand side consists only of “larger” ones, where “size” is measured by the
cross number.
Lemma 3.5. In Eq. (6), we have
k(λi)  1 for each i, and k(µj )  1 for each j.
Proof. Each block ν ∈ B(Z2p, {2 + p, 2, p}) can be uniquely expressed in the form
ν = q1α + q2β + q3γ,
where the qi are non-negative rational numbers, and α, β, γ are as in the chart above.
Each of the irreducible blocks α, β, γ has cross number equal to 1, and the cross
number of ν is simply
k(ν) = q1 + q2 + q3.
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Suppose, in Eq. (6), that some λi has cross number greater than 1. In the expres-
sion λi = q1α + q2β + q3γ , we must then have q1 + q2 + q3 > 1. Therefore, if we
replace λi with q1α + q2β + q3γ in Eq. (6), and clear denominators, then we have
an equation which represents an elasticity greater than l
m
, which is impossible since
l
m
is the elasticity of the monoid.
If some µj has cross number less than 1, then in the expression µj = q1α +
q2β + q3γ , we have q1 + q2 + q3 < 1. Replacing µj (in Eq. (6)) with q1α + q2β +
q3γ and clearing denominators also yields an equation which represents an elasticity
greater than l
m
, another contradiction. 
Lemma 3.5 can also be proved for general block monoids. The next lemma further
reduces our scope in the search for Eq. (6).
Lemma 3.6. In Eq. (6), we may assume that the only irreducible blocks which
appear are from the following list:
α = (2p, 0, 0), β = (0, p, 0), γ = (0, 0, 2), σ = (p − 1, 1, 0), τ = (1, p − 1, 1).
Proof. In this proof use the notation in the chart above. Suppose that σi = (p −
1 − 2i, 1 + 2i, 0) appears in Eq. (6), for some i ∈
{
1, 2, 3, . . . , p−32
}
. Then we may
multiply Eq. (6) through by p(p − 1) and replace p(p − 1)σi with 2piβ + p(p −
1 − 2i)σ , using Lemma 3.4 (a). Since p(p − 1) = 2pi + p(p − 1 − 2i), the result
is an equation involving irreducible blocks which represents the elasticity l
m
, and we
note that no cancellation can occur at this point, for then we would have an equation
which represents an elasticity greater than l
m
. By repeating this process, we can
eliminate all occurrences of σi .
Similarly, if τj = (p − 2j, 2j, 1) appears in Eq. (6), for some i ∈
{
1, 2, 3, . . . ,
p−3
2
}
, then we may multiply through by p(p−1)2j − (p − 1) and replace p(p−1)2j −
(p − 1)τj with (p − 2j)γ + p2j (p − 2j)(p − 2j − 1)α + 12j (p − 2j)(p − 2j − 1)γ ,
using Lemma 3.4 (b). Since p(p−1)2j − (p − 1) = (p − 2j) + p2j (p − 2j)(p − 2j −
1) + 12j (p − 2j)(p − 2j − 1), we may eliminate all occurrences of τj and still have
an equation which represents the elasticity l
m
.
Finally, suppose that τ0 appears in Eq. (6). In this case, we use Lemma 3.4 (c) to
eliminate all occurrences of τ0.
It is important to note that whenever an irreducible block σi or τj is eliminated
from Eq. (6), it is being replaced with elements from the list α, β, γ, σ, τ only. There-
fore, the process of eliminating all blocks other than the ones on the list does indeed
have an end. 
To finish the proof of Theorem 3.2, note that Eq. (6) is of the form v , for
a suitable v ∈ ker(BA) ∩ Zm. According to Lemma 3.6, we may assume that the
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support of v is contained in the set of indices which correspond to the α, β, γ, σ , and
τ columns of BA. Now, by the same reasoning as in the proof of Theorem 2.9, we
know that there must be a circuit u of BA, whose support is contained in supp(v),
such that
ρ(B(Z2p, {2 + p, 2, p})) = ρ(λu).
Since the support of a circuit is minimal (see Definition 2.4), it can be verified that
the equations in parts (d), (e), and (f) of Lemma 3.4, and Eq. (5) of Lemma 3.3,
form the complete list of equations of the form u, where u is a circuit of BA whose
support is contained in the set of indices which correspond to the α, β, γ, σ , and τ
columns of BA. Simple computations then show that the equation Eq. (5) of Lemma
3.3 is the one which represents the largest elasticity, namely 2p−1
p
, thus completing
the proof of Theorem 3.2.
4. The sets Υ (Z2p) and Υ (
⊕
Z2)
Theorem 3.2 says that 2p−1
p
is an element of Υ (Z2p). Can other values of the set
Υ (Z2p) be specified? The following theorem addresses that issue. The proof is from
[18].
Theorem 4.1. If G is a finite abelian group and n is any positive integer, then
Υ (G) ⊆ Υ (G⊕Zn).
Proof. Note first that g1g2 · · · gs is an irreducible block in B(G) if and only if
(g1, 0)(g2, 0) · · · (gs, 0) is an irreducible block in B(G⊕Zn), for any n.
Now let q ∈ Υ (G) and suppose that (G, S) is a realizable pair (see Remark 2.2)
such that ρ(B(G, S)) = q. Set S′ = {(x, 0) : x ∈ S} ∪ {(0, 1)} ⊆ G⊕Zn. Since S
generates G, it is clear that S′ generates G
⊕
Zn, therefore ρ(B(G
⊕
Zn, S
′)) ∈
Υ (G
⊕
Zn). Since the elasticity of B(G, S) is accepted, there is an equation
σ1σ2 · · · σl = τ1τ2 · · · τm, (7)
where the σi and τj are irreducible blocks and lm = q. In the monoidB(G
⊕
Zn, S
′),
we thus have the equation
σ ′1σ ′2 · · · σ ′l = τ ′1τ ′2 · · · τ ′m, (8)
where the σ ′i and τ ′j are irreducible blocks. Therefore,
ρ(B(G
⊕
Zn), S
′)  ρ(B(G, S)).
To see the reverse inequality, note that the only irreducible block of G
⊕
Zn
which involves (0, 1) is (0, 1)n, i.e. the concatenation of n copies of (0, 1). The block
(0, 1)n is in fact a prime block, and as such does not appear in any factorization which
realizes the elasticity of B(G ⊕ Zn, S′), see [16, Lemma 1]. Thus, the elasticity of
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B(G
⊕
Zn, S
′) is realized by a factorization of the form Eq. (8), hence there is a
factorization in B(G, S) of the form Eq. (7). Therefore,
ρ(B(G
⊕
Zn), S
′)  ρ(B(G, S)). 
The next corollary follows immediately.
Corollary 4.2. Υ (Zp) ⊆ Υ (Z2p).
The question of whether or not the containment in Corollary 4.2 is strict now
arises. In Anderson and Chapman’s article [2, Corollary 10], it is shown that
Υ (Zp) ⊆
{
p
2
,
p
3
, . . . ,
p
p+1
2
, 1
}
.
Since 2p−1
p
∈ Υ (Z2p), we have
Υ (Zp)Υ (Z2p).
In Chapman and Smith’s article [3, Theorem 4.8], it is shown that there is a “gap”
in the set Υ (Zp), for p  7. To be precise, we have pp+1
2
∈ Υ (Zp) and p⌊ p+4
3
⌋ ∈
Υ (Zp), but there is no Krull domain R with divisor class group Zp such that pp+1
2
<
ρ(R) <
p⌊
p+4
3
⌋
. However, the set Υ (Z2p) does not inherit this gap, since 2p−1p ∈
Υ (Z2p) and
p
p+1
2
<
2p − 1
p
<
p⌊
p+4
3
⌋
for any prime p  7.
Another application of Theorem 4.1 is the following theorem, which describes
the set Υ (
⊕
Z2) precisely.
Theorem 4.3 [18]. For k  2,
Υ
(
k⊕
i=1
Z2
)
=
{
1,
3
2
, . . . ,
k + 1
2
}
.
Proof. It is known [17] that the set of cross numbers of the irreducible blocks in⊕m
i=1 Z2 is precisely
{
1, 32 ,
4
2 , . . . ,
m+1
2
}
, for any m. For any block monoid of the
form H := B (⊕mi=1 Z2, S), where (⊕mi=1 Z2, S) is a realizable pair and m  2, we
thus have z(H) = 1 and Z(H) > 1. Therefore
Z(H) = max
{
z(H)−1, Z(H)
}
 ρ(H)  Z(H)
z(H)
= Z(H),
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by [14, Corollary 1.7], and it follows that ρ(H) = Z(H), or, in other words,
Υ
(
m⊕
i=1
Z2
)
⊆
{
1,
3
2
,
4
2
, . . . ,
m + 1
2
}
. (9)
We complete the proof by induction:
First note that Υ (Z2
⊕
Z2) =
{
1, 32
}
is easily verified. Now fix any k > 2 and
assume that
Υ
(
k⊕
i=1
Z2
)
=
{
1,
3
2
,
4
2
, . . . ,
k + 1
2
}
.
By Theorem 4.1 and Eq. (9), we have{
1,
3
2
,
4
2
, . . . ,
k + 1
2
}
⊆ Υ
(
k+1⊕
i=1
Z2
)
⊆
{
1,
3
2
,
4
2
, . . . ,
k + 2
2
}
.
Since ρ
(
B
(⊕k+1
i=1 Z2, S
))
= (k+1)+12 , where S =
⊕k+1
i=1 Z2 \ 0, it follows that
Υ
(
k+1⊕
i=1
Z2
)
=
{
1,
3
2
,
4
2
, . . . ,
(k + 1) + 1
2
}
. 
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