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Abstract 
Honkla, I., All binary codes with covering radius one are subnormal, Discrete Mathematics 
94 (1991) 229-232. 
We prove that if a binary code hat; covering radius one then it is subnormal. 
1. Introduction 
Covering radius problems are currently of great interest in coding theory. 
Suppose C E IF: is a binary code, a non-empty set of binary words of length n. By 
definition, the covering radius of the code C is the smallest integer R with the 
following property: given any binary word x E ff& we can find a codeword c E C 
such that x and c disagree in at most R coordinates. If a binary code C c ffI; has 
covering radius R and there are M codewords in C, we say that C is an (n, M)R 
code. We define 
K(n, R) = min{M 1 there is an (n, M)R code). 
Many results about this function can be found in [l-2, 5, 91 and their references. 
Any (n, M)R code with M = K(n, R) is called optimal. If x, y E lF:, we denote by 
d(x, y) their Hamming distance, the number of coordinates in which they differ 
from each other, and denote d(x, S) = min,,, d(x, s). We say that an (n, M)R 
code C is subnormal if there is a subset C, of C such that 
d(x, C,) + d(_x, C\ C,) s 2R + 1 for all x E I$. 
(We define d(x, a) = n.) If, furthermore, we can choose 
CI=C#)={cdIc(i)=Q} 
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for some i, then C is called normal (here c(i) denotes the ith coordinate of c). 
Otherwise, we call C absubnormaf and abnormal, respectively. It is possible to 
combine efficiently two normal codes (or a normal and a subnormal code) using 
the amalgamated irect sum construction, see [2, 51. These two concepts are also 
related to the conjecture [2] that 
K(n + 2, R + 1) s K(n, R), n#R. (1) 
If we were able to show that all binary codes are subnormal then (1) would 
follow; see [4]. In fact, it would even be sufficient o show that for every n and R 
there is an (n, K(n, R))R code C for which we can find a subset C1 satisfying 
d(x, C,) + d(x, C\ C,) G 2R + 1 for all x E 5I; such that d(x, C) = R. In this note 
we consider binary codes with covering radius one. All binary linear codes with 
covering radius one and all optimal binary codes with covering radius one are 
known to be normal; see [2,6, lo]. Consequently, (1) holds for R = 1 (see also [5] 
and its references). It is also known that there are abnormal binary codes with 
covering radius one; see 17, 61. In this note, however, we show that all binary 
codes with covering radius one are subnormal. No absubnormal binary codes are 
currently known. 
2. The result 
We now assume that C is an (n, M)l code. If 
d(x, C$‘) + d(x, c’;“) > 3 
then following [2] we say that x is bad for i. We denote ej = 0’~‘lo’? The proof 
of our result is based on the following lemma [6, Lemma 11. 
Lemma. If C is an (nt M)l code and x E 5; is bad for i, then x E C or x + ei E C. 
Ifx&is badfori thenx+ejECforallj#i. 
Theorem. If C is an (n, M)l code then C is subnormal. 
Proof. Consider some fixed coordinate i, and denote A = (x E C 1 x is bad for i}. 
If A = $3 then C is even normal, so we assume that A # 8. Let T be a maximal 
subcode of A which has minimum distance two, i.e., d(q) c2) 2 2 for all 
cl, c2 E T, and d(c, T) d 1 for all c EAW. For every t E T we have, by the 
Lemma, 
F,= {t} U (t +ej 1 j#i) c C 
and fi E C#) or 4 G Cy). We choose 
Cl = (C)o u T’l”) \, T&i!, c2 = (Ci” u T&o)\ TI”. 
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Then clearly Ci U C2 = C, and we claim that for this choice 
d(x, C,) + d(x, C,) s 3 for all x E ffz. , 
This will prove the result. 
Suppose first that d(x, t) G 2 for some t E 7’. Assume further that t E C$) (the 
case t E Cl’) is similar). Then by the Lemma and the definitions of C1 and C2. 
ffG, t+ejdl for all j # i. 
If d(x, t) = 2, then d(x, C,) 6 1 and d(x, C,) s 2; if d(x, t) = 1, then d(x, C,) G 2 
and d(x, C,) G 1; if d(x, t) = 0, then d(x, C,) d 1 and d(x, C,) = 0. Anyway, 
d(X, C,) + d(x, C2) =G 3. 
We can therefore assume that d(x, T) 2 3 (and n 2 3). If x were bad for i then 
by the Lemma x EA or x + ej E A, but d(x, T) 2 3 and d(x + ei, T) 2 2 would 
contradict the maximality of T. Thus x is not bad for i, i.e., there are codewords 
co E C$) and cl E Cy) such that d(x, c,) + d(q cl) G 3 (or n = 3, Cg) = 0, x E Cc;) 
(or vice versa) in which case d(x, C,) + d(x, C,) d 3 clearly holds). If co $ T and 
cl $7’ then we are already done. Clearly co E T, cl E T is not possible because 
d(x, T) 2 3. Assume therefore that co E T, cl $ T (the case co $ T, c1 E T is 
similar). Because d(x, co) + d(x, ci) s 3 and d(x, T) 3 3 we have d(x, co) = 3, 
x = cl. Now co E C2, cl E C2, and it is sufficient to find a codeword c E Cl such 
that d(x, c) G 3. By the Lemma co + ei E C for all j f i. Choose now j in such a 
way that d(x, co + ej) = 2. Then co + ej E C$) and co + ej $ T since T has minimum 
distance two, and consequently co + ei E Ct. 
This completes the proof of the Theorem. Cl 
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