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Abstract:  This  paper  presents  different  Almost Difference  Set  (ADS)‐based  hybrid methodologies  to  design 
linear thinned arrays. The proposed methods, which are based on genetic algorithms, allow one to overcome 
the  limitations of ADS‐based thinned arrays  in terms of design flexibility and/or performances. The numerical 







Large  thinned  arrays  are  usually  used  in modern  radars  for  remote  sensing  and  traffic  control,  devices  for 
satellite  and  ground  communications,  and  biomedical  imaging  systems,  since  they  often  require  radiation 






bounds  for  the  performances  of  the  synthesized  arrays  have  been  provided  [8]. However,  the  use  of  ADS 
sequences for array thinning has some  limitations [8]. More specifically: (a) ADS‐based arrays usually provide 
sub‐optimal  PSL  performances;  (b)  although  large  repositories  of  ADSs  are  available  [9],  ADS  arrays  with 
arbitrary  aperture  sizes  and  thinning  factors  cannot  be  designed  [8];  (c)  general  purpose ADS  construction 
techniques do not exist at present  (even  for admissible ADS parameters) and ADSs have to determined on a 
case by case basis using suitable construction theorems [8‐11].  







ADS  thinning.  It should be pointed out  that  the main objective of  the paper  is not only  to propose a hybrid 
technique to design thinned arrays, but rather to present a methodological approach to address the limitations 
of ADS‐based arrays when/where either their performances do not comply the radiation requirements of the 
application at hand or no ADS  is available for the geometry  (aperture size or thinning factor) under study.  In 
order to  focus on that, the proposed method  is applied to three different classes of problems related  to the 
main  limitations  of  ADS‐based  arrays.  The  outline  of  the  paper  is  as  follows.  After  a  short  review  on  ADS 
thinning, the GA‐enhanced methodology is proposed to address three different problems concerned with ADS‐
based  arrays  (Sect.  2).  The  approach  is  then  validated  by  means  of  several  numerical  simulations. 




Let us  consider a  linear uniform  lattice of   positions  spaced by N s  wavelengths. A  thinned  array with  K  
active  elements defined on  such  an  aperture will  exhibit  an  array  factor  equal  to  , 

























































Thanks  (3) and  to  the  relations between  the power pattern of  the ADS‐based  linear arrays and  the  Fourier 
transform of  the associated autocorrelation [i.e.  , where )]([|)(| 2 τADFTuS n = Ns
n
u =  and where DFT stands for the 
discrete  Fourier  transform  operator],  it  can  be  shown  that  the  associated  PSL  complies with  the  following 
inequality [8] 
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DPSL Ru ∉≡σ ,  R   is the mainlobe region  [8],    is the 
cyclically  shifted  version  of 
)(σD









































































illustrated  methodology  does  not  require  any  optimization,  but  only  the  computation  of    array  factors 
(which can be performed by means of FFT procedures) resulting from the cyclic shifts.  
N
Despite  its  advantages,  the  outlined  ADS‐based  approach  has  the  above  discussed  drawbacks.  In  order  to 
overcome  such  limitations,  a  hybrid  approach  (ADSGA  in  the  following)  is  proposed. More  specifically,  the 



















F Uu>=ρ ,  subject  to  NN ˆ= , KK ˆ≤   (with  ADSNN ≠ˆ  and/or  ADSKK ≠ˆ );  in 
this  case  the  objective  is  to  find  a  thinned  array  design  with  good  PSL  performances  for  a  set  of 
parameters for which no ADS exists. 
 
As  far as  the ADSGA methodology  is concerned,  the  standard  structure of  the GA  is modified  to exploit  the 
positive key‐features of the ADSs. More specifically, the  initial population (i = 0,  i being the  iteration  index)  is 
generated by  ranking  the N shifted versions of a  reference ADS according  to  their PSLs and  then setting  the 
chromosomes of half trial solutions to be equal to the first P/2  ADSs sequences (P being the dimension of the 
GA population). Concerning the remaining of the population, the trial solutions are chosen randomly within the 











ADS  [ , ].  In  this  case,  the  PSL performance of  the ADS design  have been  compared with 
those obtained by a standard GA approach and of the considered ADSGA method. The behavior of the fitness 
































































outperforms  the other  considered approaches,  improving  the PSL of  the  reference ADS of more  than 6 dB. 
Moreover, it can be pointed out that the ADSGA provides improved performances with respect to the standard 
GA approach (also in terms of speed of convergence) and to the GA approach discussed in [3], reducing the PSL 
of  the  final design without significantly modifying  the mainlobe behaviour of  the optimal pattern  [Fig. 2(b)]. 
Such  improved performances  are  related  to  the ADS  initialization employed  in  the ADSGA  approach, which 
allows  the  simple  introduction  of  valuable  a‐priori  information  in  the  GA  approach  to  improve  its 
performances. 























































In  this  paper,  hybrid  methodologies  have  been  developed  to  overcome  the  limitations  (i.e.,  flexibility  and 
performances)  of  ADS‐based  binary  sequences  for  array  thinning.  The  proposed  approaches  enhance  the 
features of ADS‐based designs by exploiting  their properties  in  terms of PSL control and design efficiency. A 
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