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Abstract 
This paper focuses attention on nonlinear modelling in space and time, 
with particular emphasis on migration behaviour. It provides a pedagogie 
overview of the use of dynamie models for migration behaviour based on 
synergetic dynamie effects, foliowed by an attempt at identifying bifur-
cation points in the framework of a simple residential choice model. 
The paper starts with a dieussion of various issues related to dynamie 
(spatial) economie models. Then the master equation approach (and the 
related mean value model) is discussed as an interesting and promising 
dynamie modelling framework for spatial interactions with synergetic ef-
fects. Next, to illustrate the potential of this approaeh a framework of a 
non-linear dynamie migration model is presented. Finally, some results of a 
simulation experiment with a simple discrete choice model are also pre-
sented, in which particular emphasis is placed on the identification of 
bifurcation points. 
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1• Introduction 
Non-linear dynamic modelling of interrelated phenomena in a complex 
dynamic system has attracted a great deal of attention in the past decade. 
Having its spring-off in the natural sciences this approach is nowadays 
increasingly applied to social science phenomena. Apart from the recent 
availability of appropriate mathematical tools, this shift in attention was 
also stimulated by a change in scientific perception of reality. This 
change emerged from an increasing awareness of the dynamic interwoven 
nature and complex behaviour of real-world phenomena. In the social science 
field, for instance, the awareness has grown that the behaviour of indi-
viduals is to a large extent influenced by responses to external environ-
mental conditions (in a systems-analytic sense), while this behaviour at 
the same time may affect or sustain these conditions. 
For the scientific analyst this poses the problem of interdependent 
cause-effect interactions. Being aware of this so-called eeological inter-
dependence, he has to shift his efforts from a partial analysis to a more 
integrated (and often more holistie) approach in which 'the whole' is 
analysed in close connection with lts constituent parts. In this way basic 
principles of organization and evolution may be studied. For a social 
scientist "operating at the edge of history and science" (Hicks, 1979) and 
therefore often hampered by data problems, it may however be worth trying 
to gather relevant information from theories on and introspection of indi-
vidual behaviour (cf. an analysis of a physical system on the basis of a 
free energy functional (Kaashoek, 1986) vis-a-vis an analysis on the basis 
of micro utility functions (see below)). The theoretical problems emanating 
when mutually dependent choices are made by different individuals in a 
noncollusive setting are, however, very difficult; so far no completely 
satisfactory contribution to a possible resolution of methodological pro-
blems involved has been provided. 
Clearly, rnany articles have been written on the topic of non-linear 
modelling and they contain sometimes imaginative speculations on the in-
sights the use of this new type of scientific 'language' will provide. But 
acknowledging the stimulating contents of these articles, we have to note 
at the same time that a prerequisite for these speculations to become 
substantive theories is that they must be more firmly rooted in social 
science theory as well as in real- world data. 
It is frequently argued that, in analysing the non-linear interactions 
which exist in reality, we "must discard the illusion of a deterministic 
prediction of the long term evolution, and instead offer only an explora-
tion of futures of varying probability" (Allen, 1983, p.33). To some extent 
this loss of analytical control, which is caused by an irremediable lack of 
precise knowledge of how the micro-units of a complex dynamic system inter-
act, may reduce the value of the corresponding theory. Hence, in conven-
tional macro-oriented mathematical models, we can only represent some 
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average or typical behaviour of relevant variables. In case of the analysis 
of non-linear interactions between micro-units, such a levelling out may in 
various cases be inadequate (cf. the existence of bifurcation phenomena in 
individual behaviour), so that micro-based non-linear dynamics is then a 
necessity. Others may argue that a (confirmed) theory tends to have a 
higher information content as the ensuing theorema follow less obviously 
from their underlying axioms. Non-linear theories would then receive a high 
perform'ance score, in particular when it would be pos si bl e to increase the 
explanatory power of conventional theories by expressing them in a 'non-
linear' language (see Fischer and Jammernegg, 1986). 
After these general,introductory remarks concerning dynamic non-linear 
modelling in the social sciences, we will devote some further attention to 
the dynamic nature of (spatial) economie models in the next section. Then 
in section 3 we will discuss the use of the so-called master equation as an 
appropriate tooi for modelling non-linear dynamic synergetic effects in 
human behaviour. In section 4 this approach will then be amended in order 
to make it 'suitable for the design of a dynamic migration model, and we 
will conclude our paper with the presentation of a Markovian type of model 
in which the endogenous transition rates of probability reflect supply-side 
interactions. 
2. Adjustment Processes ,in Dynamic; (Spatial) Economic_ Models 
Having introduced in the first section the issue of 'non-linear dyna-
mics', it may be interesting to 'indicate how this issue is related to the 
notion of 'equilibrium' in economics. In the 20th century, economics has 
developed the general equilibrium framework. Nowadays the concept of 'dis-
equilibrium' occurs also more frequently in the economie literature, but 
this is mostly done in the context of models with rather ad hoc dynamic 
specifications. 
Neo-classical economics in its pure form is based on the postulates of 
individual optimisation under perfect foresight. By means of an (artifi-
eial) auctioneer, who faces no information barriers, a macro consistency 
(ensuring equilibrium) between the decisions of the individual economie 
agents is attained through price adjustments proclaimed at the central 
level. It is assumed in the model that outside the equilibrium no real 
transactions take place, so that a possible path-dependence through distri-
butional effects can be neglected. This adjustment process in which the 
adaptation of economie agents concerns exclusively quantities, is called 
the 'tatonnement' process. The presuppositions underlying this dynamic 
process clearly lack realism. In the vast majority of real-world markets 
transactions take place out of equilibrium with partially informed agents 
adjusting prices and quantities. 
In this context, Franklin Fisher (1983) argued that for an equilibrium 
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analysis to be relevant it must be ensured t'nat the resulting equilibrium 
is statie and that convergence to it takes place relatively quickly, for 
otherwise the only thing that remains in a dynamic world is the "enduring 
disequilibrium" state. On the other hand, if it is assumed that the economy 
is stable and can be fruitfully studied in an equilibrium context, it is 
frequently only possible to arrive at useful theorems by specifying a 
(stable) dynamic adjustment process (see Samuelson, 1948). Thus in the 
above described neoclassical model it must at least be ensured that the 
'tatonnement' process itself is stable. We will not embark here further on 
the restrictive conditions for equilibrium, and we will emphasize the 
importance of disequilibrium dynamics. 
A formal theory of behaviour in disequilibrium has not yet been deve-
loped in economics. This may to some extent be due to the problem of satis-
factorily including the role of information and of understanding agents' 
learning behaviour in situations where there are 'profitable' opportunities 
to be grasped. These two elements are characteristic for an economy in 
disequilibrium but less for an economy based on the neoclassical postu-
lates. 
Notwithstanding the absence of a rigorous theory of disequilibrium 
dynamics allowing for non-stable behaviour, one usually observes in econo-
mie theory (in different contexts and with different types of variables) 
dynamic adjustment relationships of the following type: 
p = jE. = h(D(p) - S(p)) , h* > 0, h(0) = 0 (2.1) 
with: p = vector of prices 
D = aggregate demand 
S = aggregate supply, 
where the form of the function h(.) is often not or hardly motivated from a 
theoretical background. These formulations have also evoked criticism (cf. 
Koopmans, 1957 and Arrow, 1959), in which it was argued that, in a world in 
which all participants take prices as given, it is not explained whose 
decision it is to change prices in accordance with (2.1). Or in the words 
of Franklin Fisher (1983, p.21): "Indeed in the center of a subject which 
deals with individual behaviour, how does there arise a behaviour equation 
(not an identity) based solely on aggregates?" The dynamics in this type 
of models are thus not derived from an explicit theory of individual beha-
viour . 
The previous remarks hold also for the field of spatial economics. For 
example, in the framework of spatial interaction modelling the attention is 
increasingly focused on non-linear dynamic models (inter alia by using 
notions from Volterra-Lotka dynamics, predator-prey dynamics or self-
organization dynamics) in order to analyze the spatio-temporal evolution of 
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complex systems. A frequently eraployed specification of a non-linear dyna-
mic model for regional and urban evolution is the logistic one (see for 
example Allen and Sanglier, 1981). In order to illustrate some of the above 
mentioned points for the field of dynamic spatial economie modelling, the 
Allen- Sanglier model will be further discussed. In Allen (1983) this 
specification is derived by assuming that the individuals of a population 
make an independent choice from a discrete number of alternatives 
i(i=l,2,...,I) each having corresponding (perceived) attractivities 
•Aj(i=1,2,...,I). The resulting choice probabilities P^ can then be 
calculated as the relative value of the attractivity of each option i. 
Then a possible accounting equation for the dynamics of the number of 
people who have made choice i is the following: 
dx. 
1 
xi ' ~dT 
N A. 
1 
x. A.f i 
1 1 
(2.2) 
where a is a constant, N is the total number of individuals considered and 
Xj_ is the number of people who have made choice i. Thus the dynamics of 
the system is - in a way analogous to (2.1) - determined by the tension 
between two (aggregate) state phenomena. It will be clear in the next 
section that equation (2.2) resembles the mean-value equation to be presen-
ted in (3.1), except for the fact that here the choice probabilities are 
not state-dependent. 
Allen assumes next that there is a limited capacity to accommodate each 
individual in his new choice situation and - rather arbitrarily - that the 
ability to receive new members of a choice i depends on the number of 
people having already opted for choice i. These assumptions lead to the 
following logistic type of non-linear dynamic specification: 
N A. 
x. = c X.[1 - x, / -_±- ) (2.3) 
1 i I A 
i' 
The latter type of equation is used by Allen and Sanglier (1981) for a 
set of simulation studies. With respect to the parameter c, however, Allen 
notes that "work is continuing so as to develop in greater detail a more 
correct version where the parameter c depends on the particular point i, 
and reflects the relative profitability of an investment in i rather than 
j". This proposed approach is, however, illustrative for the problems 
encountered in a macro-dynamic model. The relative profitability of a 
choice for option i rather than j should be modelled by means of an approp-
riate specification of the individual choice probabilities. In case of a 
limited carrying capacity, these probabilities will then in most applica-
tions become state-dependent. This issue will be further discussed in 
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subsequent sections. 
In conelusion, up till now dynamic (spatial) economie models are fre-
quently suffering from semantic insufficiency and they need badly a more 
appropriate (i.e., theoretically rooted and operationally tractable) speci-
fioation (see Blomméstein, 1985). 
3. The Master Equation Approach 
Having made the observation that dynamic models in economies (and in 
other fields of the social sciences) are often ill specified, we will now 
discuss an alternative approach, based on the so-called master equation. 
A master equation (see for more details Weidlich and Haag, 1983 and 
appendix A) is a probability balance equation that can be used to model a 
system which consists of many interacting micro-units. It is a probability 
balance equation that describes how the probability of occurrence of a 
certain distribution of the micro-units over their possible positions 
within the system may change. The change consists of a probability flux 
into the configuration describing that distribution and a probability flux 
out of it. When applied to all possible distributions, the master equation 
describes the evolution of the probability distributions over all corres-
ponding configurations. 
This description already indicates that in the master equation approach 
resort is taken to a stochastic theory. In case of spatial interaction 
analysis we are thus dealing with probabilities that actors move from one 
place to another (transition probabilities). This approach will later on in 
this paper be formalised by means of a discrete "choice model framework. In 
this case a specific configuration corresponds to a certain distribution of 
the total population over the various regions of the area under study. If 
the fluxes are generated by transition probabilities that are state-depen-
dent, one has a framework in which local- (or micro-) conditions _change in 
reaction to a global- (or macro-)situation, while at the same time these 
changes affect the latter situation (cf. de Palma and Lefevre, 1983). 
This formulation, which leads to dynamic equations in which also disag-
gregated variables are included, suggests that this type of framework might 
be fruitfully applied to various (spatial) economie phenomena, like e.g. 
dynamic oligopoly models and models of monopolistic competition. One might 
also think of models describing the formation of preferences in case of 
social interactions or of models of learning behaviour in which individual 
actors distract information for decisions from aggregate statistical infor-
mation. In both cases actors take decisions on the basis of- aggregate 
information and thereby influence the aggregate outcome. In some cases it 
is plausible that individuals change their perceptions so as to accommodate 
themselves to a reference group. In this way perceptions, decisions and 
experiences become mutually consistent. Thus there is a wide variety of 
potential social science applications characterized by synergetic effects 
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at the inter-individual leve.1 which may be cast in the framework of the 
master equation approach (see also Barentsen and Nijkamp, 1988). Clearly, 
the stability conditions of such dynamic models deserve careful attention. 
In most applications, however, the wealth of information contained in 
the probability distribution and the corresponding master equation cannot 
be fully exploited at reasonable costs. This is caused by the excessive 
number of possible configurations, that can be attained by a system 
consisting of N micro-units which can be in I possible micro-states (in 
total ( , )). Therefore, resort is often taken to a systems description 
in terms of mean-value equations. In general these equations describe the 
expectation of a specific function which is taken over the probability 
distribution. In our specific application, for instance, we will model the 
expectation of the number of actors living in a particular place i 
(i=1,...,I), and in this way we may arrive at I equations. The equations of 
motion for these mean values can be obtained using the master equation. For 
further details on the relalionship between these equations and the related 
probability distribution we refer to appendix A. 
The approximative form of these (mean value) equations of motion can be 
represented as follows (for notational convenience, exogenous variables are 
omitted here): 
dN. I I 
— - E N q (N;a) - I N q (N;a) j=1,...,I (3.1) 
dt 1=1 J i=1 J J 
where: N. = the mean number of households living in place j 
(j=i....,I) (i.e., the expectation of the number of house-
holds N., given the underlying probability distribution 
function). 
q..(.) = the transition rate of probability that a household 
migrates from place i to place j. 
N = vector of mean numbers of households in all I places 
et = vector of behavioural reaction parameters. 
These equations describe for each state j (e.g., a choice possibility) by 
means of a simple accounting relationship recording all changes in inflows 
and outflows the evolution of these states. These equations as such do not 
have a behavioural basis but the transition rates of probability can be 
linked to an explanatory model (as will be indicated later on). 
The transition rate of probability that a household migrates from place i 
to place j may be defined as follows: 
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P. .[t,At] 
lim _ü
 = q (.,t) (3.2) 
At+O At J 
where PjjCt.At] is the probability that a household migrates from place 
i to place j in time period [t, t+At]. In Kanaroglou et al. (1986b) and 
Ben-Akiva and de Palma (1983), the transition probability PJJ [.] is mod-
elled as an explicit function of At, so that hence a limit expression of 
the form (3.2) can be calculated. In this way a formal correspondence 
between the transition rate and the related probability can be derived. The 
way in which pijCt, At] depends on At is however far from obvious. In 
Section 4 we will embark further on the relation between transition rates 
and their corresponding transition probabilities. 
The state-dependence of the probability rates in^  (3.1) is expressed by 
the argument N. This state-dependence makes (3.1) a non-linear dynamic 
equation; this expression may - dependent on the actual specification -
exhibit bifurcation phenomena for certain critical parameter values a, as 
will be shown later on. Below we will specify the state-dependence in order 
to express the fact that a certain place has a limited carrying capacity, 
caused amongst others by the limited number of available dweilings in the 
area under consideration. Our present specification of the transition 
probabilities take in a coarse way account of supply conditions prevailing 
on local housing markets. The latter situation may no doubt have an impor-
tant impact on the size and direction of the migration flows. 
A non-linearity as expressed in (3-1) pressuposes in fact instantaneous 
feedbacks. Although such quick responses may occur in reality (e.g. fast 
price changes caused by supply-demand interactions), most feedbacks take 
some time, so that then a more satisfactory cause-effect model can in 
principle be designed (see also Blommestein, 1985). 
An important observation to be made is that system (3.1), if it is 
used for an analysis of migration flows in the way indicated above, does 
neither define a priori an equilibrium state nor impose later on an (ad-
hoc) dynamic adjustment process. Instead, the equilibrium follows from the 
behaviour of the individual actors. Our version of (3.1) expresses the fact 
that the dynamic process is generated by actors responding to oppor-
tunities offered by different housing markets in various places, so that at 
the same time the opportunities for competing actors are affected. Concep-
tually this is also the way real-world evolution is generated. The model 
used for our analysis will be specified in more detail in section 4. 
4. Design .of a. Migration Model 
After the previous discussion on modelling non-linear (especially 
synergetic) dynamic processes, we will now present a model framework which 
can be used to analyse dynami.c and synergetic aspects of spatial migration 
flows. First, however, some remarks will be made concerning the nature of 
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migration phenoraena. 
Households are partly led by employment opportunities when deciding on 
their location of residence, so that in the long run there is an inter-
dependence between the aggregate outcomes of location decisions of firms 
and households (for theoretical models analysing this interdependence, see 
Allen and Sanglier, 1981, and Wilson, 1981, and for a model employing the 
master equation, Haag and Wilson 1986). In the context of the present 
paper, we will only concentrate on one direction of causality; the distri-
bution of firms and employment will be taken as given, while only the 
location of households will be studied. A migrating household is assumed to 
change (part of) its functional space which, depending on the geographical 
subdivision, includes factors such as employment, social linkages and 
shopping patterns. Such a functional area often colncides with a regional 
labour markèt. Which movements are ultimately to be regarded as migration, 
depends on the geographical subdivision employed. 
In many migration . studies attention is restricted to households who 
actually migrate. The actual migration flows are, in the short run, the 
resuit of the current distribution of households over various places, their 
preferences and financial opportunities for living in the places under 
consideration, and the number of dwellings (carrying capacity) in each 
place. 
The extent to which the demand for dwellings in the various places of a 
spatial system leads to actual migration flows depends to a large extent on 
the functioning of the housing markets in these regions. In various coun-
tries, e.g. the Netherlands, large segments of the housing market are 
regulated' due to intervention of the local and central government. Part of 
this intervention concerns price regulations. On such markets, Standard 
microeconomic textbook tools of supply and demand and of prices that are 
supposed to equalize them cannot be meaningfully applied. In principle it 
is then possible to define the demand for a given type of dweiling at a 
certain location as the number of households prefering to live in that 
dweiling given a certain price (see for a recent interesting study Rima and 
Van Wissen, 1988). 
In such cases one has to use information derived from household surveys 
which seek to assess demand1) (potential choices). This approach, how-
ever, has also some limitations, especially because the formation of 
demand, derived from preferences, prices and income, in a market with 
supply limitations and price regulations is a dynamic process in which 
frustrated households react to their failures (the 'discouraged household' 
effect). 
1) In a certain sense this is done in a branch of econometrics dealing 
with markets in 'disequilibrium'. For an interesting empirical (static) 
disequilibrium model in which information from questionnaires is 
employed, see Kooiman (1982). 
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Next we define the following friction variable for the demand-supply dis-
crepancies (i.e., a vacancy rate) on. the housing market: 
H.(t) - N.(t) 
S.(t) = J 1 (4.1) 
J
 H.(t) 
In some cases, also the logarithm of (4.11) is "used as a friction index. We 
also define the growth rate for the supply side: 
A H.(t) 
K.(t) = ± (4.2) 
3
 H(t) 
These 'supply-side' variables can be used to estimate the parameters of the 
discrete choice model. They are intended to measure search costs incurred 
by a household that wants to find a suitable dwelling in place j (see for 
more details on such models Van tierop, 1986). 
The indirect utility function that generates the migration flows in our 
model is assumed to have the following simple form: 
U1 = a.A. + g.d.. + Y.S. + 6.K. + e1 • i,j = 1,2,...,I (4.3) 
J U i IJ IJ IJ J
 iitj 
and: 
U1 = a.A. + e] (4.4) 
1 1 1 1 
where the time indices are omitted for notational convenience and where U. 
J 
represents the 'utility' that a household currently living in place i 
attaches to an actual move to place j. Parameters a^, B^, Yj and 6i 
are origin-specifie parameters, e. is an independently identically distri-
buted disturbance term. The parameters are modelled to be origin-specifie 
in order to represent the perceptions of households in place i with regard 
to measurable characteristics of place j. Assuming that the disturbances 
have a Gumbel distribution we arrive at the following multinomial logit 
expression for P^j: 
exp {a.A. + B.d.. + Y.S. + 5.K.} 
P . . = - ï * 1 J LJJ
 l
-2 LX . (i|.5) 
. ^  Z exp{a.Ak + B d + Y.Sk + Ö.K^ + exp {a.A.} 
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k*1 
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where V. reflects the attraetiveness of choice option (or place) j for an 
individual (or household) currently living in choice option i. The para-
meter p originates from the following underlying utility function: 
U1 = V1 + y e1 (5.2) 
where p is the above mentioned dispersion parameter. Clearly, y might also 
have been included in the disturbance term itself, but for our purposes 
(see later) it is more convenient to include y explicitly. 
As indicated above, this Standard model of choice can be put in the 
dynamic framework of (3-1). As mentioned before, we assume for the sake of 
simplicity that the corresponding transition rates of probability are 
proportional to the migration probabilities: 
q (.) = R. Plj(.) . I,j-1,2 J (5.3) 
where R > 0 is a constant. If it is - again for the sake of simplicity -
also assumed that transaction costs" (e'.g.", Teal'Iöcation costs) are equal in 
all directions (i.e., V. = V. for i,j = 1,2 J), (5.3) can be 
simplified as follows: 
q.(.) = R. P.(.) (5.4) 
Of course, the latter assumption is rather restrictive, but since our aim 
is to identify the existence of'bifurcation points in a discrete choice 
model in the context of master equation approach, this approach may be 
regarded as plausible. 
If Nj is the number of individuals who have chosen option j, the 
proportion of the population in favour of j is: 
Z. = N./N (5.5) 
If we assume a binary choice system (for instance, in case of nested 
decisions) (i.e., j = 1,2) we may use the following mean value 
equation type of dynamic model (cf. (3.1) and Annex A): 
d Z 
= R P^.) Z2(t) - Z/t) R P2(.) (5.6) 
dt 
= R fP^.) - Z^t)} 
where we have used the following additivity conditions: 
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z^t) + z2(t) = 1 
p/.) + P2(.) - 1 
(5.7) 
Equation (5.6) is a deterministic representation of a stochastic process 
and reflects some of the properties of the underlying distribution func-
tion. If the attractiveness is a function of the state of the system, 
equation (5.6) becoraes a non-linear dynamic relationship. For the sake of 
illustration we will introducé here the following linear specifications for 
Vj (j-1,2): 
V/Z.,) = a + 8 Z1 
V 2(Z^ = Y + ö(1-Z1) 
(5.8) 
where population density is assumed to act as the major push-pull variable 
for migration decisions. This is of course a simple way of dealing with 
synergetic effects, but it will suffice for the sake of illustration. 
Now we will present some results of a stability analysis of (5.6). A 
sta- tionary point Z-| * can be found for: 
dZ„ 
dt 
(5.9) 
or: 
r * i 
exp |(a + BZ1)/u} 
exp {(a + gZ^/p} + exp {(Y + öCl-Z^) )/y} 
- Z, 
(5.10) 
Consequently, we find: 
Y = a - 6 + u l n ( 1 / Z 1 - 1) + ( 3 + 5) ly (5 .11) 
Hence, in the framework of our stability analysis we may identify a bifur-
cation point (i.e., a critical point where the number of stable solutions 
changes) as follows: 
dY 
dZ. 
= 0 (5.12) 
or: 
(Z*)2 - Z* + p/(B + 6) = 0 (5.13) 
The discriminant D of this quadratie relationship is: 
m 
D = 1 - 4u/(g + Ö) (5.14) 
If D S O (i.e., 4p/(B + 6) £ 1), there are no bifurcation points. Now we 
will present 3 sets of results of a simulation experiment based on prespe-
cified values of the parameters concerned: . 
(1) Take Y as a bifurcation parameter and let 6 = 6 = 1 and p = 1. In 
this case there are only stable solutions, while the underlying dis-
tribution function is unimodal (see Fig. 1). 
(2) Take Y as a bifurcation parameter and let g = 6 = 4, p = 1, and a = 4. 
In that case, D > 0 . Consequently, there are 2 bifurcation points 
in this dynamic system (see Fig. 2). 
(3) Take p as a bifurcation parameter, and let g = 6 = 4, a = 4, and Y = 
3.5. This, leads of course again to a bimodal result, if p = 1, but 
otherwise different results are achieved (see Fig. 3). Figure 3 re-
veals that when perceptions become less accurate the bimodality dis-
appears. 
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6. Concluding Remarks 
In this paper the design of a non-linear dynamic model for spatial 
moveraents has been discussed. The important conclusion was reached that 
already for simple specifications of discrete ehoice models in a dynamic 
context various bifurcation phenomena may emanate. The master equation 
approach - in an adjusted form - appeared to be a meaningful tooi for ana-
lyzing such types of problem. The empirical estimation of these models is 
from a statistical - econometrie viewpoint quite well possible, but in many 
cases the available data preclude a fully operational calibration of such 
models. Here we face a new methodological question, viz. the assessment of. a 
micro-based (or at least behaviourally-oriented) master equation model by 
means of meso- or macro-type of data. This question is comparable to the 
relationship between discrete ehoice models (at an individual level) and 
spatial interaction models (at an aggregate level), or to micro simulation 
models in public policy analysis. In our view, this adjusted approach may 
lead to a more satisfactory behaviourally-based estimation of master 
equation approaches for non-linear spatial dynamics. 
19 
Appendix A The Master Equation Approach 
In this appendix the synergetic concepts as eraployed by Haag and 
Weidlich (1984) will be described, with special emphasis on migration model-
ling. The behaviour of (migrating) individuals can be modelled by means of 
individual transition rates of probability qj_j which describe the change 
in probability that an individual, migrates from region i to region j (i*j). 
With re'spect to these rates the Markov assumption is made. Thus the probabi-
lity that an individual migrates from region i to j in a given time interval 
is independent of its behaviour preceding that time interval. The rates, 
which link static concepts to dynamics, are modelled as follows: 
q. . (N., N.) = v exp [f. (N. + 1) -f. (N.)], i * j (A1) 
where q^j = individual transition rate of the probability of a 
migration from region i to region j 
v = global mobility parameter depending on the time scale 
of the migration process. 
% = number of people living in region k 
f^CN^) = utility of an individual living in region k with a 
population % ; the trend parameters that enter this 
function are explained by socio-economic factors within the 
context of a regression model. 
These individual transition rates enter the expression for transition 
rates between so-called socio-configurations. These socio-configurations are 
the possible distributions of the given N individuals over the given I 
regions. 
A given socio-configuration can be described by the vector n containing 
a given number of individuals living in each region. By assuming that the 
individuals migrate independently from each other, one can restrict atten-
tion to transitions between adjacent socio-configurations. These adjacent 
socio-configurations differ from each other in that one individual is re-
distributed and is living in an other region. Then the following model for 
the transition rate from socio-configuration: n = (N.,.., N.....N...., N ) 
I 1 J L 
to socio-configuration: n1J = (N ,.., (N. - 1),.., (N.+1),..,N results: 
t l J Li 
W.. Cn] = N. q . . ( N . , N. ) (A2) 
IJ l i j J i 
All Nj members contr ibute to the r a t e Wjj[n]. (A.2) enters the 
master equation that describes the evolution of the probabi l i ty that one of 
the ( , ) socio-configurat ions occurs: 
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dP(rtt ° = 2 {W,. [nlj] P (nij; t)} - E {W. . [n] P (n; t)} 
The two expressions in each suramation term express a probability flux 
that goes into, respectively out of, the socio-configuration n. Summation 
then gives the net result. 
Since there are (*
 T , ) socio-configurations, the master equation is a 
system of ( , ) coupled linear differential equations. It can be demon-
strated that in case all Qj_j (.) are non-vanishing and constant over time, 
the distribution function P(n;t) finally becomes time-independent. In the 
case of a 'detailed balance'(i.e. W..[n1J]P(n1J;t)=W..[n]P(n;t); i,j,i=j) 
a stationary distribution can be obtained. 
A less informative but often more tractable description is in terms of 
mean value equations. The exact quotations of motion for the mean value, 
which may be'derived by using (A3), read then as: 
dN. I I  
- 7 r
J
= Z (W. . [n;t])- E (W.. [n;t]) ,j-1,....,I (AM) 
az
 1-1 1J i=1 J1 
where: 
W. .[n;t] = Z W. . Cn;t]P(n;t) (A5) 
Employing the approximation W.. [n;t] = W.. [n;t], which is valid as 
long as the probability distribution remains narrow and unimodal, we arrive 
at the self-contained set of coupled differential equations: 
dN. I I 
-rij-- Z W. , [n;t] - E W.. [n;t] J-1....I (A6) 
a C
 i=1 1J i=1 J 1 
Since the ihdividual transition rates are functions of the macro-state 
of the system, there exists a feedback from the macro- to the micro-level. 
This feedback may lead to a multimodal stationary distribution function 
whose shape may change drastically under certain critical changes of the 
parameters in the model for qij. The states of the system corresponding to 
the maxima of the stationary distribution are to be interpreted as stationa-
ry end-states in which the spatial interraction system has attained a stable 
mode of operation. In case of a multimodal distribution, there are several 
stationary end-states. It depends on the initial conditions which one is 
attained. The possible development in case of non-linearity into a multi-
modal distribution is an extremely slow process which takes place after the 
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distribution has been centred around one of its (ultimate) maxima. 
It can be shown that the stationary points of the mean value equations 
(A4) correspond to the states at which the stationary distribution attains 
its maxima. Possible bifurcation phenomena are also reflected in these mean 
value equations (see also section 5). The stationary point that is finally 
attained by the mean value equation is the same point at which the distribu-
tion has centred itself at first instance and is thus dependent on the 
initital conditions. 
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