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Abstract 
An improved particle filtering (IPF) is presented to perform maneuvering target tracking in dense clutter. The proposed filter 
uses several efficient variance reduction methods to combat particle degeneracy, low mode prior probabilities and measure-
ment-origin uncertainty. Within the framework of a hybrid state estimation, each particle samples a discrete mode from its poste-
rior distribution and the continuous state variables are approximated by a multivariate Gaussian mixture that is updated by an 
unscented Kalman filtering (UKF). The uncertainty of measurement origin is solved by Monte Carlo probabilistic data associa-
tion method where the distribution of interest is approximated by particle filtering and UKF. Correct data association and precise
behavior mode detection are successfully achieved by the proposed method in the environment with heavy clutter and very low 
mode prior probability. The performance of the proposed filter is examined and compared by Monte Carlo simulation over 
typical target scenario for various clutter densities. The simulation results show the effectiveness of the proposed filter. 
Keywords: particle filtering; Monte Carlo methods; Kalman filter; probability data association; target tracking; nonlinear filtering 
1. Introduction1
The aim of target tracking is to estimate the state of 
target sequentially from a set of noisy observations 
which are related to the target state through a known 
transformation. For a linear system with additive 
Gaussian noise, the Kalman filtering (KF) is the opti-
mal estimator. However, if the model used by the filter 
does not match the actual system, the solution will 
tend to diverge. A similar difficulty arises for maneu-
vering target tracking mainly due to the sudden ma-
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neuvers and switching between different modes of 
behavior. Multiple model approach or hybrid estima-
tion[1-3], which consists of a set of discrete modes and a 
set of continuous variables, is an efficient modeling for 
maneuvering target tracking. However, the optimal 
solution of maneuvering target tracking is impractical 
due to the exponential growth of computation. Many 
sub-optimal algorithms, such as interactive multiple 
model (IMM) and generalized pesudo-Bayesian 
(GPB)[1-5], exist in literature which is mainly based on 
Gaussian mixture of fixed number models.
For general case of nonlinear and non-Gaussian 
systems, some approximate Bayesian sequential esti-
mation algorithms have been proposed. More promis-
ing are the classes of simulation-based numerical tech-
niques known as particle filtering (PF) in which the 
posterior distribution of the system state is represented 
by a set of random samples with associated wei- 
ghts[6-9]. PF has been successfully used in a number of 
target tracking applications, where the multiple model Open access under CC BY-NC-ND license.
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particle filtering (MMPF) has been proposed for 
tracking a maneuvering target[10-15]. However, the per-
formance of PF is influenced by various factors[15],
such as importance density function, resampling 
scheme and the dimension of state space from which 
the particles are sampled. Although some alterative 
PFs have been proposed to improve the estimation 
performance, such as auxiliary particle filtering 
(APF)[16] and Rao-Blackwellised particle filtering 
(RBPF)[17-18], for optimal estimation of nonlinear ma-
neuvering target tracking, the unknown onset time and 
very low prior transition probability of maneuver 
mode worsen the situation. 
Another difficulty in the application of the PF 
framework to maneuvering target tracking in clutter is 
due to the uncertainty of measurement origin. The 
probabilistic data association (PDA) approach[19] is an 
efficient Bayesian technique for dealing with the 
measurement-origin uncertainty. Recently, Monte 
Carlo probability data association (MC-PDA) strate-
gies[20-22] have been proposed to combine the PDA 
with particle techniques to accommodate general 
nonlinear non-Gaussian models and uncertain meas-
urement-origin. In these strategies the data association 
problem is addressed directly in the context of particle 
filtering. But their applications are restricted mainly to 
a simple non-maneuvering target. In a heavily clut-
tered environment, precise behavior mode identifica-
tion and state estimation for maneuvering target are 
more challenging. 
In this paper, we propose an improved particle fil-
tering (IPF) for maneuvering target tracking, where we 
combine the unscented Kalman filter (UKF)[23-24] and 
RBPF to design optimal importance function in order 
to reduce the variance of estimation and expedite 
computations. We also incorporate the MC-PDA into 
our proposed PF to address nonlinear target maneu-
vers, missing object detection, and extraneous obser-
vations. The proposed algorithm is closely related to 
RBPF and equally efficient. Being opposite to previ-
ous work, our approach combines the advantage of PF 
and the efficiency of existing data association. The 
combination is an organic integration. The filtering of 
the continuous and discrete state is separated by 
Rao-Blackwellization technique. The uncertainty of 
measurement origin is solved by MC-PDA, which ap-
plies the idea of PDA directly to the sample sets. The 
continuous state variables are approximated by Gaus-
sian mixture distribution. The discrete mode is esti-
mated by optimal PF and the maneuver with low prior 
probability is detected effectively. 
2. Problem Formulation 
The behavior of a maneuvering target is efficiently 
described in terms of the hybrid stochastic systems[4-5].
The target state vector xt nR x (where nx is the dimen-
sion of state vector), which includes the target position 
and velocity in Cartesian coordinates, is assumed to 
evolve according to 
1 1( , , )t t t tf r  x x v             (1) 
with the initial state x0 being distributed as p(x0). The 
function f modifies the target state according to a dy-
namic model whose parameters evolve with time ac-
cording to a finite state Markov chain rt. The process 
noise vt ~N(0,
trQ ) is a white random process, where 
N(0,
trQ ) is the Gaussian distribution with the mean 0 
and the covariance matrix 
trQ . The target maneuvers 
are introduced according to rt, which is a discrete-time, 
time-homogeneous and s-state first-order Markov 
chain with transition probabilities Sij = pr{rt+1 = j|rt = i}
for any i, jS, where state space S={1,2,…, s}, and the 
transition probability matrix S = [Sij]. The initial prob-
ability distribution is denoted as S0 = pr{r0=i} for iS
such that S0t0. Neither the continuous-state process xt
nor the discrete state process rt is observed. 
The target is observed using a sensor according to 
the following observation function 
( , , )t t t th r y x w               (2) 
where yt ynR  is the noisy measurement process. The 
measurement noise wt ~ N (0,
trR ) is a white random 
process, where N (0,
trR ) is the Ganssian distribution 
with the mean 0 and the covariance matrix 
trR . The 
process noise vt and the measurment noise wt, initial 
target state x0 and initial maneuvering mode r0 are 
mutually independent. 
In addition to the object-originated measurement, 
the sensor may produce some extraneous observations 
under the influence of random noise, clutter, false 
alarms, and countermeasures. The measurement set of 
sensor at time t is denoted as yt={ 1 2, , , tmt t t"y y y },
where mt is the number of measurements. The meas-
urement set contains clutter measurements and, if de-
tected, a target measurement. The number of clutter 
points in a given area of the measurement space is as-
sumed to be Poisson distributed with density O. It is 
assumed that the clutter points are distributed uni-
formly in the measurement space. At each scan a vali-
dation gate is used to remove from consideration 
measurements which are distant from the predicted 
target location. The volume of the validation gate is 
denoted as Vt . At each scan the probability that the 
target is detected is denoted as pD and the probability 
that the target will appear in the validation gate given 
that it has been detected is denoted as pG.
In the presence of such a measurement-origin un-
certainty, the problem of maneuvering target tracking 
is to obtain the estimate of continuous state xt and 
mode state rt, based on the information contained in 
the cumulative measurement set y1t={y1, y2, …yt}.
Most generally, in the Bayesian framework, the aim of 
the optimal estimation is to construct the posterior 
probability density functions (PDFs) p(xt | y1t) and 
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p(rt | y1t), which are the complete solution to the esti-
mation problem. The posterior mean E(xt | y1t) ob-
tained recursively at each time t is the particular solu-
tion of target tracking. 
3. IPF for Maneuvering Target Tracking 
3.1. PF 
Given measurements y1t, the estimates of xt and rt
rely on the posterior probability density p(x0t,r0t|y1t),
especially the filtering distribution p(xt,rt|y1t). Assum-
ing that the posterior density p(x0t1,r0t1|y1t1)at time 
t1 is available, the posterior probability density of xt
and rt can be found using Bayesian rule 
0: 0: 1: 0: 1 0: 1 1: 1( , | ) ( , | )t t t t t tp r p r   x y x y
1 1
1: 1
( | , ) ( , | , )
( | )
t t t t t t t
t t
p r p r r
p
 

y x x x
y y
       (3) 
However, it may not be possible to obtain an ana-
lytical solution for Eq.(3) and numerical approxima-
tion would be required. The PF[6-7] samples the parti-
cles ( ) ( ) 1{( , )}
i i N
t t ir  x  from a simple sampling impor-
tance density function S (xt,rt | y1t, ( ) ( )1: 1 1: 1,i it tr x ) and as-
signs each particle weight 
( ) ( ) 1:
1 ( ) ( )
1: 1: 1 1: 1
( , | )
( , | , , )
i i t t t
t t i i
t t t t t
p r
r r
Z Z S  
v x y
x y x
      (4) 
The posterior probability distribution can be approxi-
mated as  
( ) ( )
0: 0:
( )
0: 0: 1: 0: 0:,
1
ˆ ( , | ) ( , )i i
t t
N
i
N t t t t t tr
i
p r rZ G
 
 ¦ xx y x    (5) 
where N is the number of particles. 
The PF keeps the distribution updated as new ob-
servations are made over time. The simplest algorithm 
takes importance probability density as transition prior 
probability distribution 
1 1 1 1( , | , ) ( | , ) ( | )t t t t t t t t tp r r p r p r r    x x x x   (6) 
and the importance weight becomes the likelihood 
p( yt | xt, rt). The resultant filter is referred to as the 
Bootstrap filter in accordance with the terminology 
used in the original work of Gordon[6].
Recent work on RBPF in Refs.[17]-[18] has focused 
on combining PF and KF for tracking linear multimo-
dal systems. In these methods, rather than sampling a 
complete system state, the authors combines a PF that 
samples the discrete modes rt with a KF for each dis-
crete mode that propagates sufficient statistics for the 
continuous state xt. According to Ref.[18], the RBPF 
reduces the dimension of space in which the PF oper-
ates and thus improves the accuracy of estimation. 
3.2. Optimal Importance Function Approximation 
Consider the following factorization 
0: 0: 1: 0: 1: 0: 1: 0:( , | ) ( | ) ( | , )t t t t t t t tp r p r p r x y y x y    (7) 
where p(x0t | y1t,r0t) denotes the posterior probability 
distribution of the continuous state for the known dis-
crete mode. In the case of conditional linear models in 
Eqs.(1)-(2) tˈhe distribution p(x0t | y1t, ( )0:
i
tr ) is Gaussian 
and the sufficient statistic can be analytically updated 
by KF [17-18].
In the case of conditional nonlinear models, the KF 
update is simply not possible. To approximate 
p(x0t | y1t, ( )0:
i
tr ), one may resort to the local lineariza-
tion technique described as extended Kalman filter 
(EKF), but a better approximation is achieved with 
UKF (the detail of the algorithm is given in 
Refs.[23]-[24]). The resultant filter is similar to un-
scented particle filter (UPF)[25] and those in Ref.[26], 
but has different configuration. Both EKF and UKF 
rely on approximations of the system, but they are of a 
different nature. UKF is an alternative to EKF, which 
possesses many advantages. The UKF does not rely on 
linearization of the system function. The solution 
adopted by UKF is a second-order truncation of the 
posterior distribution. UKF approximates p(xt| y1t, ( )0:
i
tr )
by Gaussian distribution 
( ) ( ) ( )
1: 0:ˆ ( | , ) ( ; , )
i i i
t t t t t tp r N x y x x P       (8) 
where
( ) ( )
1:
( ) ( )
1:
( | , )
cov( | , )
i i
t t t t
i i
t t t t
E r
r
½ °¾ °¿
x x y
P x y
         (9) 
expresses the filtered mean and covariance of con-
tinuous state conditional on ( )itr , respectively. 
Now assuming that we can use a weighted set of 
samples ( ) ( )0: 1{ , }
i i N
t t ir Z   to represent the marginal pos-
terior probability distribution 
( )
0:
( )
0: 1: 0:
1
ˆ ( | ) ( )i
t
N
i
N t t t tr
i
p r rZ G
 
 ¦y        (10) 
The marginal probability density of continuous state 
x0t can be approximated by Gaussian mixture 
0: 1: 0: 1: 0: 0: 1: 0:ˆ ( | ) ( | , ) ( | )dN t t t t t t t tp p r p r r  ³x y x y y
( ) ( )
0: 1: 0:
1
( | , )
N
i i
t t t t
i
p rZ
 
¦ x y          (11) 
RBPF combines this marginalization and sampling 
method. In RBPF, we only sample the discrete mode, 
and the continuous state xt can be estimated analyti-
cally. Since the expressive power of every particle is 
higher, few particles will be needed to achieve the 
same approximation accuracy. 
However, the main drawback associated with con-
ventional PF[27-28] is that the variance of the importance 
weights increases with time, leading to particle degen-
eracy[3]. A possible strategy to mitigate particle degen-
eracy is to use the optimal importance probability den-
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sity function  
( ) ( )
0: 1 1: 0: 1 1:( | , ) ( | , )
i i
t t t t t tr r p r rS   y y      (12) 
That minimizes the variance of the importance weights 
conditioned on the simulated particle trajectories and 
on the current observations (see Refs.[7]-[13]). By 
introducing the latest observation to the prediction of 
particles, we can improve the performance of PF. Ap-
plying Bayesian rule  
1: 1 0: 1
0: 1 1:
1: 1 0: 1
( | , ) ( | )
( | , )
( | , )
t t t t t
t t t
t t t
p r p r rp r r
p r
 

 
 y yy
y y
   (13) 
the optimal importance probability density function 
can be expressed as 
( ) ( ) ( )
0: 1 1: 1: 1 0: 1 1( | , ) ( | , , ) ( | )
i i i
t t t t t t t t tp r r p r r p r r   vy y y
       (14) 
In general, the maneuver detection and classification 
in maneuvering target tracking are very difficult for 
sampling based algorithms because of the unknown 
onset time and very low prior probability and transi-
tion probability of maneuver. This can lead to incorrect 
detection and classification of maneuver because there 
are little or no samples in some maneuver mode, thus 
affecting the accuracy of the tracking. However, very 
low prior probability of maneuver can be handled ef-
fectively here. Instead of sampling from transition 
prior probability distribution p(rt | ( )1
i
tr  ), we sample 
from the optimal importance probability distribution 
which is also the true posterior distribution of the 
mode rt. Thus the insufficiency of samples of maneu-
ver mode can be alleviated. 
After sampling the mode particle from optimal im-
portance probability density function ( )itr ~p(rt |
( )
0: 1
i
tr  ,
y1t), the corresponding importance weight ( )itZ  is up- 
dated using the recursion[8,13]
( ) ( ) ( )
1 1: 1 0: 1( | , )
i i i
t t t t tp rZ Z    y y         (15) 
where the predicted likelihood can be expanded as 
( ) ( ) ( )
1: 1 0: 1 1: 1 0: 1 1
1
( , ) ( | , , ) ( | )
t
s
i i i
t t t t t t t t t
r
p r p r r p r r    
 
 ¦y | y y y
     (16) 
It should be noted that the term p( yt | y1t1, ( )0: 1
i
tr  , rt)
in Eqs.(14)-(16) does not simplify to p( yt |rt) because 
there is dependency on past values through x0t.
Eq.(16) shows that the importance weight of each par-
ticle ( )itr  equals the sum of posterior probability of its 
successor modes. 
Even when using the optimal importance distribu-
tion, there is still the problem of sample impoverish-
ment. To circumvent it to a significant extent, we no-
tice that the optimal importance weight does not de-
pend on rt. It is possible to perform the selection step 
before the sequential importance sampling step. Simi-
lar to APF, we can select the most promising trajecto-
ries before extension at time t1 using information at 
time t. Selection before sampling results in a richer 
sample set. The proposed PF is similar to UPF in that 
they both use a set of particles, each of which performs 
an UKF update at every time step. In UPF, the UKF 
approximation of the posterior is used as a proposal for 
the PF, but in the proposed filter, this approximation is 
used as the filter result. 
3.3. MC-PDA 
In the particle filtering proposed above, the optimal 
importance probability density function and impor-
tance weight rely on likelihood p( yt | y1t1, ( )0: 1
i
tr  , rt)
which is conditional on the assumption that the meas-
urement to target association is known. Tracking algo-
rithm requires the association of each measurement in 
turn with the target.  
We apply PDA directly to each particle ( )itr of PF to 
estimate the discrete mode variable and combine PDA 
with UKF to estimate the continuous state variables. 
According to Ref.[15], the resultant method is called 
MC-PDA. The computation of likelihood p( yt | y1t1,
( )
0: 1
i
tr  , rt) by MC-PDA is derived in the Appendix.  
The details of the proposed IPF algorithm for ma-
neuvering target at the current time step proceed as 
follows: 
(1) Initialization 
For i=1,2,…, N, sample ( )0
ir ~S0, and set 
( )
0 0
( )
0 0
( )
0
( )
cov( )
1
1
i
i
i
E
N
t
Z
½ ° °¾ °° ¿
x x
P x
              (17) 
At time t, for each particle ( ) ( ) ( ) ( )1 1 1 1{ , , }
i i i i
t t t ts r      x P .
(2) Prediction
For each possible successor mode rtS (such that 
p(rt| ( )1
i
tr  )>0), before actually sampling a discrete mode, 
do
ķ Perform time update of UKF using state transi-
tion equation and measurement equation conditional 
on mode tr :
( , )
| 1 1: 1
( , )
| 1 1: 1
( , )
| 1 1: 1
( , )
, 1: 1
( | , )
cov( | , )
( | , )
cov( | , )
t
t
t
t
t t
i r
t t t t t
i r
t t t t t
i r
t t t t t
i r
t t t
E r
r
E r
r
 
 
 

½ °° °¾ °° °¿y y
x x y
P x y
y y y
P y y
      (18) 
ĸ For measurements yt=^ `1 2, , , tmt t t"y y y , compute 
likelihood 
( )
1: 1 0: 1( | , , )
i
t t t tp r r   y y
No.2 YANG Xiaojun et al. / Chinese Journal of Aeronautics 24(2011) 171-180 · 175 · 
( , ) ( , )
D G D G | 1 ,
1
D G D G
1 ( ; , )
1 ( )
t
t t
t t
m
i r i rj
t t t
j
t t
p p p p N
p p m p p V
O
O

 
 
  
¦ y yy y P
  (19) 
Ĺ Compute posterior probability distribution for 
mode rt
( ) ( ) ( )
0: 1 1: 1: 1 0: 1 1( | , ) ( | , , ) ( | )
i i i
t t t t t t t t tp r r p r r p r r   vy y y  (20) 
ĺ Compute importance weight 
( ) ( ) ( ) ( ) ( )
1 1: 1 0: 1 1 1
1
( | , ) ( | )
t
s
i i i i i
t t t t t t t t
r
p r p r rZ Z Z    
 
  ¦ y y
( ) ( ) ( )
1; 1 0: 1 1 0: 1 1:
1
( | , , ) ( | , )
t
s
i i i
t t t t t t t t
r
p r r p r rZ   
 
 ¦y y y  (21)         
Normalize the importance weight 
( )
( )
( )
i
i t
t N
j
t
j i
ZZ
Z
 
 
¦


               (22) 
(3) Selection 
For i = 1, 2, …, N, resample particle  
( ) ( ) ( ) ( )
1 1 1 1{ , , }
i i i i
t t t ts r      x P            (23) 
and its subordinate particle 
( , ) ( , ) ( , ) ( , ) ( )
1 1:| 1 | 1 | 1 ,{ , , , , ( | , )}t t t tt t
i r i r i r i r i
t t tt t t t t t p r r    y yx P y P y
where rtS, with respect to normalized important 
weight ( )itZ  to obtain N new particles 
( ) ( ) ( ) ( )
1 1 1 1{ , , }
i i i i
t t t ts r    x P            (24) 
and the corresponding subordinate particle  
( , ) ( , ) ( , ) ( , ) ( )
1 1:| 1 | 1 | 1 ,{ , , , ( | , )}t t t tt t
i r i r i r i r i
t t tt t t t t t p r r    y yx P y ,P y
(4) Sequential importance sampling 
For i=1,2,…, N, sample new successor mode ( )itr ~
p(rt| ( )1
i
tr  , y1t) from the normalized optimal importance 
probability density function. 
(5) UKF measurement update
For each predicted particle 
( ) ( ) ( ) ( )( , ) ( , ) ( , ) ( , )
| 1 | 1 | 1 ,{ , , , }
i i i i
t t t t
t t
i r i r i r i r
t t t t t t  
   
y yx P y P
which is conditional on mode ( )itr , repeat the follow-
ing steps. 
ķ  For i=1,2,…, N, compute 
( ) ( )( ) ( ),
i i
t tr r
t t
 x P using 
MC-PDA measurement update Eq.(A7) and Eq.(A11). 
ĸ For obtained N new particles 
( ) ( )( ) ( )( ) ( ){ , , }
i i
t tr ri i
t t t ts rc     x P           (25) 
assign each particle even weight  
( ) 1it NZ                   (26) 
(6) Output 
The estimate of continuous state 
( )( )( )
1
ˆ
i
t
N
ri
t t t
i
Z
 
 ¦x x              (27) 
The posterior probability of mode rt
( )
1:
1ˆ ( | ) ||{ , {1,2, , }} ||jt t tp r i r i j NN
    "y    (28) 
where iS and the symbol ||.|| indicates the cardinality 
of a set. 
4. Monte Carlo Simulation 
The maneuvering target behavior is described by the 
following discrete-time multiple-model equation, pla-
nar constant turn motion model[1]:
1( )
( )
t t t
t t th
Z   ½¾  ¿
x F x Gv
z x w
(29)
where
sin( ) 1 cos( )1 0
0 cos( ) 0 sin( )
( )
1 cos( ) sin( )0 1
0 sin( ) 0 cos( )
T T
T T
T T
T T
Z Z
Z Z
Z ZZ Z Z
Z Z
Z Z
ª º« »« »« » « »« »« »« »¬ ¼
F   (30) 
2
2
1 0
2
0
10
2
0 k
T
T
T
T
ª º« »« »« » « »« »« »« »¬ ¼
G            (31) 
Z and T are the target turn rate and the sampling interval 
respectively. The state space vector xt=[px vx py vy]T
contains target positions px, py (m) and velocities vx, vy
(m/s) in horizontal Cartesian coordinate frame. The set 
of models, describing multiple model configurations, 
includes one nearly constant velocity model (Z  0)
and two nearly coordinated turn models with known 
mean values rZ for left and right turns, respectively[1].
An underlying Markovian chain with known initial 
and transition probabilities controls the model switch-
ing.  
The range to the target and bearing is measured by 
radar. The nonlinear measurement function is specified 
as
T
2 2( ) arctan xt x y
y
p
h p p
p
ª º « »« »¬ ¼
x        (32) 
with measurement noise standard deviation from range 
and bearing Vr, V b and sampling interval T = 1 s. The 
sensor produces measurements with detection prob-
ability pD<1. The number of false measurements is 
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modeled independently from scan to scan as a se-
quence of Poisson distributed random variable of a 
known parameter O, uniformly distributed in meas-
urement space. 
The initial target state x0~N [x0; m0, P0], where 
m0 = [150  20  150  20]T is set to the exact initial 
value of the target and P0 = diag{502, 82, 502, 82 }. The 
total duration of simulation scenario is 80 s. The initial 
model states are generated according to the initial 
Markov chain probabilities. The turn rate sequence of 
target trajectory is depicted in Fig.1. Mean turn rate 
values of 0.1 rad/s are assigned to the left and right 
turn models. The test scenario includes three modes of 
maneuver. The process noise standard deviations for 
each mode are as follows: 1vV =3, 2vV = 3vV =4. Initial    
probabilities of underlying Markovian chain are 
p1 = 0.4, p2 = 0.3, p3 = 0.3, and transition probabilities 
of the underlying Markovian chain pm,m = 0.9,
pm,n = 0.05 (m, n=1,2,3, and mĮn). In order to assess 
and compare the qualities of the filter, the following 
quantitative measurements of performance are se-
lected: position root mean square error (RMSE) (both 
coordinates combined), speed RMSE (magnitude of 
velocity vector), probability of correct mode identifi-
cation, and the percentage of track loss. A loss of track 
is established when the absolute position error exceeds 
a threshold by three consecutive sampling intervals, 
even if later it returns to admissible values. The level 
of the threshold \ = 10Vr was determined based on a 
simulation data analysis. 
Fig. 1  Turn rate sequence of target trajectory. 
The performances of the proposed IPF are compared 
with Bootstrap multiple mode (BMM) particle filter-
ing[12,15] and IMM-PDA (IMM is performed using 
UKF)[15] tracking algorithms over the following test 
scenario. The algorithms are examined over the fol-
lowing parameters: detection probability pD = 0.99,
clutter density O = 0.001 m2, measurement noise 
standard deviation Vr=100, V b=0.15, size of particles 
set N=2 000. Results presented below are obtained 
based on 100 Monte Carlo runs. Fig.2 shows the target 
track and estimated tracks by IPF, BMM and 
IMM-PDA respectively. The time-plots of the position 
and speed RMSEs can be seen in Figs.3-4 respectively. 
The results show that for moderate clutter density, IPF 
considerably outperforms BMM and IMM-PDA. The 
RMSE of the BMM and IMM-PDA algorithms are 
higher than the errors of the IPF, especially during 
maneuvering phases. During the maneuvering motion 
modes, the accuracy of the IPF is about two to three 
times better in comparison with the BMM algorithm 
and four to five times better than IMM-PDA algo-
rithm. The ability of IPF to track targets in dense clut-
ter is noticed in all figures, while IMM-PDA algorithm 
break down. This significant performance improve-
ment of the IPF algorithm is due to the near optimality 
of the filter, providing better adaptation to the true 
system behavior. 
Fig.2  Target track and estimated tracks by IPF, BMM and 
IMM-PDA. 
Fig.3  Target position RMSE. 
Fig.4  Target speed RMSE. 
The posterior mode probabilities for three modes of 
IPF, BMM and IMM-PDA algorithms are depicted in 
Figs.5-7 respectively. They show that the IPF algo-
rithm identifies the true system mode more accurately. 
The IPF detects the mode switching at the right begin-  
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Fig.5  Mode posterior probabilities of IPF. 
Fig.6  Mode posterior probabilities of BMM. 
Fig.7  Mode posterior probabilities of IMM-PDA. 
ning while there is a big lag in the mode identification 
by the BMM and IMM-PDA algorithms when the 
mode switches. Because the IPF algorithm samples 
discrete mode particle from its true posterior distribu-
tion, it can identify mode and detect the switching 
more accurately. 
Next, we fix the sample size N = 2 000 and vary the 
clutter density to examine the effects of clutter density. 
Track loss percentages are computed from 1 000 re-
alization over the following set of clutter densities: 
O = 0.000 1, 0.001, 0.005 m2 and detection probabil-
ity pD = 0.99. The percentages of track loss for differ-
ent clutter densities are shown in Table 1. The misclas-
sification rates of mode rt which are estimated based 
on tˆr =argmax[p(rt = i)] are presented in Table 2. 
Table 1  Percentage of track loss for different clutter 
densities 
Percentage of track loss/% 
Algorithm
O = 0.000 1 m2 O = 0.001 m2 O = 0.005 m2
IMM-PDA 0 13.00 96.00 
BMM 0 8.00 35.00 
IPF 0 2.00 13.00 
Table 2  Rate of misclassification for different clutter 
densities 
Rate of misclassification/% 
Algorithm O = 0.000 1 m2 O = 0.001 m2 O = 0.005 m2
IMM-PDA 1.6 14.0 64.0 
BMM 1.7 7.8 29.0 
IPF 1.2 3.4 7.9 
As would be expected, all algorithms exhibit a de-
crease in performance as clutter density increases. 
However the degradation in performance is less for 
IPF than that for BMM and IMM-PDA. For clutter 
density O = 0.000 1 m2 up to O = 0.001 m2, there are 
little differences in the performances of the three filters 
with a slight superiority of the IPF. But for the heavy 
clutter densities O = 0.005 m2, IPF and BMM consid-
erably outperform IMM-PDA, which loses all tracks in 
the examined target scenarios. For all clutter densities, 
the IPF is able to correctly identify the current behav-
ior mode of target. 
We now fix the sample size N = 2 000 and clutter 
density O = 0.001 m2, and vary the sensor detection 
probability which covers a wide range to examine the 
effects of target detection probability. Track loss per-
centages are computed from 1 000 realization over the 
following set of detection probabilities: pD = 0.80,
0.90, 0.95, 0.99. The percentages of track loss for dif-
ferent detection probabilities are shown in Table 3. 
Table 3  Percentage of track loss for different detection 
probabilities 
Percentage of track loss/% 
Algorithm
pD=0.99 pD=0.95 pD=0.90 pD =0.80
IMM-PDA 13.00 22.00 56.00 92.00 
BMM 8.00 12.00 27.00 56.00 
IPF 2.00 3.60 9.00 21.00 
Once again, a similar tendency is observed. The 
three algorithms exhibit a monotonic decrease in per-
formance as the detection probability reduces. This is 
the result of an increase in the effective clutter density 
with the decrease of detection probability. The per-
formances of IMM-PDA and BMM degrade rapidly. 
The IPF significantly outperforms the other two algo-
rithms in that the IPF can maintain the track of target 
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in an environment with lower detection probability. 
The improved tracking capabilities of the IPF algo-
rithm are at the cost of a considerable computational 
burden which is common for most simulation methods. 
The average time for a measurement update depends 
on the sample size N and the clutter density O. In a 
simulation platform with CPU Pentium IV, 2.7 G, EMS 
memory 512 M and MATLAB 6.5, the executions are 
performed for three algorithms. We present in Table 4 
the CPU time for a measurement update of the three 
algorithms for different sample sizes and clutter densi-
ties. It was estimated that for N = 2 000 the IPF algo-
rithm requires about 50 times more computation time 
than the IMM-PDA. 
Table 4  CPU time for different sample sizes and clutter 
densities 
CPU time/s 
N = 2 000 N = 3 000 Algorithm 
O = 
0.001 m2
O = 
0.005 m2
O = 
0.001 m2
O =
0.005 m2
IMM-PDA 0.015 0.018   
BMM 0.470 0.530 0.720 0.890 
IPF 0.760 0.820 0.980 1.020 
5. Conclusions 
In this paper, we present an on-line simula-
tion-based algorithm to perform maneuvering target 
tracking in clutter. The results show a considerable 
improvement. Based on several efficient variance re-
duction methods, an IPF is designed to combat particle 
degeneracy, low probabilities of mode transitions, and 
data association. The filtering of the continuous state 
and discrete mode is separated by Rao-Blackwelliza- 
tion technique to reduce the dimension of the sample 
space. The uncertainty of measurement origin is solved 
by an MC-PDA method. The continuous state is ap-
proximated with a Gaussian distribution by UKF, and 
the discrete mode is estimated by optimal PF. The 
problems of correct data association and precise be-
havior mode estimation in an environment with heavy 
clutter and low mode prior probability are successfully 
solved.
The performance of the proposed algorithm has 
been examined and compared by Monte Carlo simula-
tion over typical target scenario for various clutter 
densities and detection probabilities. The IPF algo-
rithm has shown a better adaptation capability and 
considerably improved performance in a heavily clut-
tered environment. Although the performance im-
provement is achieved at the cost of a considerable 
computational load, the inherent parallelism of this 
algorithm and recently proposed parallel distributed 
resampling architectures of PF can facilitate the algo-
rithm’s practical implementation. The application of 
our methodology to complex multiple maneuvering 
target tracking scenarios is in progress. 
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Appendix   
Derivation of MC-PDA 
Define jtT ( j=1,2,…, mt), and jtT  denotes the hy-
pothesis that measurement jty  is due to the target and 
the remaining measurements are due to clutter; 
0
tT denotes the hypothesis that all measurements are 
due to clutter. 
Resorting to the idea of probability data association 
(PDA) approximation, after extending over the asso-
ciation hypotheses the likelihood can be found as 
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According to the hypotheses of the clutter distribu-
tion, the components of the summation (A1) can be 
found as  
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Conditional on mode r0t, the likelihood 
( )
1: 1 0: 1( | , , , )
i j i
t t t t tp r r T y y  in Eq.(A2) can be computed 
analytically by UKF as follows: 
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for i=1,2,…,mt, where the mean and the covariance of 
predicted measurement  
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can be approximated by the sigma points of UKF. 
Substituting Eqs.(A2)-(A3) into Eq.(A1) gives 
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By the combination of PDA and UKF, conditional 
on mode r0t, the estimate of continuous state xt can be 
derived as follows. 
Let itE =p( itT |y1t,rt), i=0,1, …, mt, denote the pos-
terior probability of association hypotheses conditional 
on rt. We can now show that  
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where the one-step prediction mean and covariance of 
xt conditional on rt are as follows: 
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the filtered mean and covariance of xt conditional on rt
are as follows: 
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where Kt is the UKF gain. These quantities can be 
computed analytically by the sigma points of UKF.
Substituting these quantities into Eq.(A7) gives the 
mean of xt conditional on mode rt:
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The covariance of xt conditional on mode rt is found as 
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