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НАУЧНО-ТЕХНИЧЕСКИЕ ПРЕДЛОЖЕНИЯ                              
ПО РЕАЛИЗАЦИИ СОВМЕСТНОГО УПРАВЛЕНИЯ   
ТРАФИКОМ И ПРОПУСКНОЙ СПОСОБНОСТЬЮ 
МУЛЬТИСЕРВИСНЫХ СЕТЕЙ 
Хоборова В.П.
Для предотвращения перегрузок на отдельных участках муль-
тисервисных сетей реализуется управление потоками данных, 
которое приводит к более равномерному распределению ресурсов 
и повышению эффективности функционирования сети. При этом 
задачу выбора маршрутов для отдельных потоков данных (класса 
трафика) с учетом соблюдения требований к качеству обслужи-
вания (QoS) решают методы инжиниринга трафика. С помощью 
этих методов стремятся максимально и сбалансировано загру-
зить все ресурсы сети, чтобы сеть при заданном уровне каче-
ства обслуживания обладала как можно боле высокой суммарной 
производительностью. Однако в настоящее время отсутству-
ют строгие обоснованные решения задачи распределения пото-
ков данных между выбранными маршрутами с учетом возмож-
ности дополнительного управления их пропускной способностью. 
В статье предлагается методика оптимизации распределения 
потоков данных и пропускной способности используемых кана-
лов (маршрутов) в каждом отдельном информационном направ-
лении при различной согласованности управляющих воздействий 
на смежных уровнях сетевой архитектуры. Рассматриваются 
научно-технические предложения по реализации разработанной 
методики в составе механизмов, реализующих инжиниринг тра-
фика в современных мультисервисных сетях. 
Цель – повышение эффективности функционирования мульти-
сервисной сети посредством оптимизации инжиниринга трафика.
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Метод или методология проведения работы: в статье ис-
пользовались аналитические методы решения оптимизационных 
задач с нелинейной целевой функцией и линейными ограничениями.
Результаты: получены аналитические выражения для опти-
мального распределения потоков данных и пропускной способности 
используемых каналов, обеспечивающего минимальные значения по-
казателей задержки, и предложено использование данных выраже-
ний в расчетах, выполняемых в механизмах инжиниринга трафика.
Область применения результатов: полученные результаты 
целесообразно применять в современных мультисервисных сетях, 
реализующих управление потоками данных посредством инжини-
ринга трафика с целью повышения эффективности функциони-
рования данных сетей. 
Ключевые слова: мультисервисные сети; инжиниринг трафи-
ка; совместное управление трафиком и пропускной способностью. 
THE METHODS OF TRAFFIC ENGINEERING’S                                     
OPTIMIZATION IN CASE OF DATA TRANSFER                                 
BY TWO ROUTS
Khoborova V.P.
To prevent congestion in certain sections of multi-service networks, 
data flow management, which leads to a more proportional distribution 
of resources and improved network functioning, is implemented. The 
task of selecting routes for individual data streams (traffic class), taking 
into account requirements of QoS, is solved by the methods of traffic 
engineering. With the help of these methods, it is strived to load all the 
network resources maximally and balanced, so that the network, with 
a given level of service quality, has high total capacity as much as pos-
sible. However, at the present time, there are no rigorous well-founded 
solutions for the problem of distributing data flows between the se-
lected routes, taking into account the possibility of additional control 
over their capacity. The article proposes a method for optimizing the 
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distribution of data flows and the bandwidth of the channels (routes) 
used in each separate information direction, with different coordina-
tion of control actions at adjacent levels of the network architecture. 
We consider scientific and technical proposals for the implementation 
of the developed method as part of the mechanisms that implement the 
traffic engineering in modern multiservice networks. 
Purpose: increasing the efficiency of the multiservice network by 
optimizing the traffic engineering.
Methodology in article analytical methods for solving optimization 
problems with a non-linear objective function and linear constraints 
are used.
Results: analytical expressions were obtained for the optimal dis-
tribution of data flows and bandwidth of the used channels, which 
provides the minimum values  of delay indicators, and the use of these 
expressions in calculations in the mechanisms of traffic engineering 
was suggested.
Practical implications: the obtained results should be used in mod-
ern multiservice networks, which are implemented data flow manage-
ment through the traffic engineering in order to improve the efficiency 
of these networks.
Keywords: multiservice networks; traffic engineering; combined 
traffic and throughput management. 
Современные мультисервисные сети связи должны обеспечи-
вать требуемое качество связи при значительных текущих изме-
нениях своего состояния и информационных потребностей або-
нентов. Традиционный способ обеспечения требований к связи 
в указанных условиях за счет долговременного избыточного вы-
деления ресурсов пропускной способности сразу в нескольких 
маршрутах для каждого информационного направления требует 
слишком больших затрат и с ростом информационных потребно-
стей абонентов становится практически нереализуем.
В то же время, для пакетных сетей, каковыми сейчас фактиче-
ски являются мультисервисные сети связи, давно известны спо-
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собы динамического перераспределения потоков в соответствии с 
текущим состоянием сети и информационных потребностей або-
нентов [1, 2]. Однако практическая реализация указанных спо-
собов управления сетевыми ресурсами до сих пор осложнялась 
дополнительными накладными расходами, связанными с необхо-
димостью реализации процедур оперативного контроля состояния 
сети и входных потоков, а также оперативного служебного обмена. 
Немаловажным сдерживающим фактором также являлось слабая 
совместимость разрабатываемых частных протоколов, реализую-
щих указанное управление, с другими сетевыми протоколами и 
технологиями, на которых строятся современные пакетные сети.
В последние годы появились новые технологии и протоко-
лы, совместимые с популярными пакетными IP-сетями, которые 
предоставляют удобные механизмы динамического совместно-
го управления потоками данных и пропускной способностью 
сети, которые принято называть инжинирингом трафика (Traffic 
Engineering, TE) [3].
Понятие инжиниринга трафика тесно связано с оптимизацией 
рабочих характеристик сети и включает аспекты улучшения ка-
чества обслуживания информационных потоков. Главной целью 
инжиниринга трафика является достижение эффективной работы 
сети. Функционирование сети считается эффективным, если каж-
дый ее ресурс загружен, но не перегружен. Это означает, что коэф-
фициент использования ресурса должен приближаться к единице, 
но не настолько, чтобы очереди пакетов к нему были постоянно 
большими, приводя к задержкам и потерям из-за переполнения 
внутренних буферов в маршрутизаторах.
В настоящей статье предлагается методика оптимизации ин-
жиниринга трафика, реализующего пакетную передачу данных в 
рассматриваемом информационном направлении по двум марш-
рутам с управляемым разделением трафика (потоков данных) и 
пропускной способности используемых каналов (канального ре-
сурса), при различной согласованности управляющих воздействий 
на смежных уровнях сетевой архитектуры. При этом под оптими-
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зацией инжиниринга трафика понимается решение задачи опти-
мального распределения (разделения) долей потоков данных на 
верхнем уровне и долей канального ресурса на нижнем уровне 
с учетом относительной инерционности контуров управления на 
данных уровнях. 
В качестве критерия оптимальности разделения потоков дан-
ных и канального ресурса могут выступать различные обобщен-
ные показатели качества предоставляемых сетевых услуг и сете-
вых затрат. При решении подобных задач оптимизации одним из 
наиболее часто используемых показателей является обобщенный 
показатель времени задержки (или просто задержки) [1, 2].
В связи с возможным отличием инерционности контуров управ-
ления на смежных уровнях сетевой архитектуры особую значи-
мость приобретает получение граничных оценок эффективности 
оптимального управления распределением информационных пото-
ков между имеющимися каналами (маршрутами) на верхнем уровне 
и пропускной способности данных каналов на нижнем уровне в ус-
ловиях быстро изменяющейся обстановки, что особенно актуально 
для инфокоммуникационных сетей специального назначения [4].
В роли ситуаций, которые характеризуются указанными гра-
ничными оценками, в [5, 6] рассматривались три ситуации различ-
ной взаимной инерционности и согласованности контуров управ-
ления распределением долей {a
i
}
n
 потока данных (ПД) на верхнем 
уровне и долей {g
i
}
n
 канального ресурса (КР) на нижнем уровне 
между n ≥ 2 маршрутами.
Первая ситуация встречается, когда инерционность контура 
управления на нижнем уровне намного больше инерционности 
контура управления на верхнем уровне (или когда топология сети 
не позволяет перераспределять суммарную пропускную способ-
ность между разными каналами/маршрутами). Т.е. фактически 
управление распределением трафика выполняется только на верх-
нем уровне путем изменения долей {a
i
}
n
 интенсивности потока па-
кетов при известном (контролируемом) распределении долей {g
i
}
n
 
пропускной способности каналов на нижнем уровне.
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Вторая ситуация встречается, когда инерционность контура 
управления на верхнем уровне намного больше инерционности 
контура управления на нижнем уровне (или когда информацион-
ная структура трафика фиксирована и не позволяет перераспре-
делять его доли между разными каналами/маршрутами). Т.е. фак-
тически управление распределением трафика выполняется только 
на нижнем уровне путем изменения долей {g
i
}
n
 пропускной спо-
собности каналов при известном (контролируемом) распределе-
нии долей {a
i
}
n
 интенсивности потока пакетов на верхнем уровне.
Третья ситуация встречается, когда инерционности контуров 
управления на нижнем и на верхнем уровнях соизмеримы (характер-
но для широкополосных сетей доступа и магистралей с общим ди-
намически распределяемым ресурсом). Т.е. фактически управление 
распределением трафика выполняется совместно и на верхнем уров-
не путем изменения долей {a
i
}
n
 интенсивности потока пакетов, и на 
нижнем уровне путем изменения долей {g
i
}
n
 пропускной способности 
каналов. При этом могут возникнуть три варианта взаимодействия 
этих контуров управления, два из которых соответствуют худшему 
результату (когда один из контуров управления по какой-то причине 
приводит не к снижению, а к завышению задержки), а один – лучше-
му (когда оба контура управления стремятся к снижению задержки).
Для всех трех ситуаций в [5] приведены результаты решения 
задачи оптимизации распределения трафика и канального ресурса 
в общем алгоритмическом и частично аналитическом виде для лю-
бого числа маршрутов n ≥ 2, а в [6] приведены соответствующие 
графические зависимости рассматриваемых обобщенных показа-
телей задержки от распределяемых долей трафика и канального 
ресурса, а также графические соотношения между оптимальными 
значениями указанных долей для n=2 при различных значениях 
относительной интенсивности поступающих пакетов λ∈(0,1) (при 
нормированной суммарной интенсивности обслуживания μ = 1).
В качестве обобщенного показателя задержки To в [5, 6] рассма-
тривались два показателя: среднее To.ср и наибольшее To.max время 
задержки по всем каналам. Первый показатель является наиболее 
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популярным при решении задач оптимизации маршрутизации и 
распределения потоков данных в пакетных сетях [1, 2]. Одним из 
недостатков данного показателя является его нечувствительность 
к разбросу задержек в отдельных маршрутах. Данного недостатка 
лишен второй показатель, минимизация которого позволяет вы-
ровнять задержки в различных маршрутах [7]. 
Независимо от выбора обобщенного показателя задержки To 
предполагается известным функциональная зависимость средней 
задержки T
i
 (l
i 
,m
i
) в каждом маршруте i ∈ [1,n] от интенсивности 
пакетов l
i
 на его входе и от его пропускной способности m
i
 (интен-
сивности обслуживания). Полученные в [5] обобщенные резуль-
таты справедливы для случая, когда функциональная зависимость 
T
i
 (l
i 
,m
i
)  соответствует модели одноканальной системы массового 
обслуживания (СМО) M/M/1:
T
i
 = 1/(μ
i
 – λ
i
).                                        (1)
В рассматриваемом случае наличия только двух маршрутов 
n=2 распределение (разделение) трафика между ними описыва-
ется двумя долями α1=α, α2 = 1 – α, зависящими фактически от 
одного параметра α∈[0,1]. Аналогичным образом распределение 
(разделение) канального ресурса между ними описывается двумя 
долями γ1=γ, γ2 = 1– γ, зависящими от одного параметра γ∈[0,1]. 
При этом указанные выше обобщенные показатели задержки бу-
дут зависеть от управляемых параметров разделения трафика α и 
канального ресурса γ, а также от нормированной интенсивности 
пакетов λ, эквивалентной интенсивности нагрузки ρ = λ/μ при μ=1, 
с учетом зависимости (1) следующим образом:
              (2)
               (3)
С учетом введенных управляемых и взаимно наблюдаемых (с 
различной задержкой) параметров разделения трафика α и каналь-
ного ресурса γ, контролируемой относительной интенсивности λ, а 
также двух обобщенных показателей задержки T
о.ср. 
и (2) и Т
mах
 (3) 
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предлагаемая методика оптимизации инжиниринга трафика пред-
ставлена далее в виде определенных действий по выбору (расчету) 
оптимальных значений указанных параметров α* и γ*, при которых 
достигается минимум обобщенных показателей задержки T*
о.ср. 
и 
Т*
o.mах
 с учетом контролируемых параметров λ, γ и α для каждой из 
рассмотренных выше ситуаций.
Все приведенные далее по тексту функциональные зависимо-
сти в аналитическом виде представлены в таблице 1.
В первой ситуации оптимальное управление распределением тра-
фика предполагает преобразование контролируемых значений пара-
метров λ и γ в зависимости от выбранного критерия эффективности 
(обобщенного показателя задержки) в оптимальное значение управ-
ляемого параметра α*
ср.1
(λ,γ), который обеспечивает минимальное 
значение обобщенного показателя средней задержки Т*
о.ср.1
(λ,γ), или 
параметра α*
max.1
(λ,γ), который обеспечивает минимальное значение 
обобщенного показателя максимальной задержки Т*
о.max.1
(λ,γ).
Во второй ситуации оптимальное управление распределением 
канального ресурса предполагает преобразование контролируе-
мых значений параметров λ и α в зависимости от выбранного кри-
терия в оптимальное значение управляемого параметра γ*
ср.2
(λ,α), 
который обеспечивает минимальное значение обобщенного по-
казателя средней задержки Т*
о.ср.2
(λ,α), или параметра γ*
max.2
(λ,α), 
который обеспечивает минимальное значение обобщенного пока-
зателя максимальной задержки Т*
о.max.2
(λ,α).
В третьей ситуации оптимальное управление распределением тра-
фика и канального ресурса предполагает преобразование контроли-
руемого значения параметра λ в зависимости от выбранного крите-
рия в оптимальные значения управляемых параметров α*
ср.3
 и γ*
ср.3
, 
которые обеспечивают минимальное значение обобщенного показа-
теля средней задержки Т*
о.ср.3
(λ), или параметров α*
 max.3
 и γ*
 max.3
, ко-
торые обеспечивают минимальное значение обобщенного показа-
теля максимальной задержки Т*
о.max.3
(λ). Описанное оптимальное 
управление соответствует варианту наилучшего взаимодействия 
контуров управления на обоих уровнях. 
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Первому варианту худшего взаимодействия в третьей ситуа-
ции соответствует в зависимости от выбранного критерия задание 
управляемого параметра γ*
ср.31
, при котором обеспечивается мак-
симальное значение минимального обобщенного показателя сред-
ней задержки Т*
о.ср.31
(λ) = Т*
о.ср.1
(λ,γ*
ср.31
) при задании управляемого 
параметра α*
ср.1
(λ, ,γ*
ср.31
), или параметра γ*
 max.31
, при котором обе-
спечивается максимальное значение минимального обобщенного 
показателя максимальной задержки Т*
о.max.31
(λ) = Т*
о.max.1
(λ,γ*
max.31
) 
при задании управляемого параметра α*
max.1
(λ,γ*
max.31
). 
Таблица 1.
Функциональные зависимости, характеризующие оптимальные                    
решающие правила и достигаемые при этом экстремальные (минимальные) 
значения обобщенных показателей задержки
Критерий min Т
о.ср
Критерий min Т
о.max
Ситуация 1
,
где
,
.
,
где
.
,
где
,
.
.
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Ситуация 2
Ситуация 3
Вариант наилучшего взаимодействия 
Варианты наихудшего взаимодействия 
,
.
,
.
.
,
.
Второму варианту худшего взаимодействия в третьей ситуа-
ции соответствует в зависимости от выбранного критерия задание 
управляемого параметра α*
ср.32
, при котором обеспечивается мак-
симальное значение минимального обобщенного показателя сред-
ней задержки Т*
о.ср.32
(λ) = Т*
о.ср.2
(λ,α*
ср.32
) при задании управляемого 
параметра γ*
ср.2
(λ,α*
ср.32
), или параметра α*
 max.32
, при котором обе-
спечивается максимальное значение минимального обобщенного 
показателя максимальной задержки Т*
о.max.32
(λ) = Т*
о.max.2
(λ,α*
max.32
) 
при задании управляемого параметра γ*
max.2
(λ,α*
max.32
).
Предлагаемая методика оптимизации инжиниринга трафика 
при передаче данных в одном направлении по двум маршрутам 
с учетом различной инерционности и согласованности управ-
ляющих воздействий на смежных уровнях сетевой архитектуры 
опирается на полученные простые аналитические зависимости, 
которые алгоритмически обобщаются на более общий случай пе-
редачи данных в нескольких направлениях по большему количе-
ству маршрутов и которые предлагается использовать в составе 
вычислительных процедур и других механизмов, реализующих 
инжиниринг трафика в современных мультисервисных сетях.
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