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1. Introduction
The issue of stabilization of Timoshenko systems has attracted a great deal of research in the last 10 years or so. Different
types of damping have been used and several decay results have been obtained. Kim and Renardy [12] considered
ρutt =
(
K (ux − ϕ)
)
x, in (0, L) × (0,+∞),
Iρϕtt = (E Iϕx)x + K (ut − ϕ), in (0, L) × (0,+∞),
Kϕ(L, t) − Kux(L, t) = αut(L, t), ∀t  0,
E Iϕx(L, t) = −βϕt(L, t), ∀t  0, (1.1)
where u is the transverse displacement of the beam, ϕ is the rotation angle of the ﬁlament of the beam, and coeﬃcients
ρ, Iρ, E, I and K are respectively the density (the mass per unit length), the polar moment of inertia of a cross section,
Young’s modulus of elasticity, the moment of inertia of a cross section, and the shear modulus. They used the multiplier
techniques to establish an exponential decay result and also provided numerical estimates to the eigenvalues of the operator
associated with the system. Raposo et al. [27] studied the following system
ρ1utt − K (ux − ϕ)x + ut = 0, in (0, L) × (0,+∞),
ρ2ϕtt − bϕxx + K (ux − ϕ)+ ϕt = 0, in (0, L) × (0,+∞),
u(0, t) = u(L, t) = ϕ(0, t) = ϕ(L, t) = 0, t > 0 (1.2)
and proved that the energy associated with (1.2) decays exponentially. Soufyane and Wehbe [29] looked into
ρutt =
(
K (ux − ϕ)
)
x, in (0, L) × (0,+∞),
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u(0, t) = u(L, t) = ϕ(0, t) = ϕ(L, t) = 0, t > 0, (1.3)
for a positive and continuous function b, satisfying
b(x) b0 > 0, ∀x ∈ [a0,a1] ⊂ [0, L],
and proved that the uniform stability of (1.3) holds if and only if the wave speeds are equal ( Kρ = E IIρ ); otherwise only the
asymptotic stability has been proved. Muñoz Rivera and Racke [25] improved this latter result, by allowing the damping
function b = b(x) to change sign. Also, Muñoz Rivera and Racke [24] treated a nonlinear Timoshenko-type system of the
form
ρ1ϕtt − σ1(ϕx,ψ)x = 0,
ρ2ψtt − χ(ψx)x + σ2(ϕx,ψ) + dψt = 0
in a one-dimensional bounded domain. The dissipation here is through frictional damping which is only in the equation for
the rotation angle. The authors gave an alternative proof for a suﬃcient and necessary condition for exponential stability
in the linear case. They also proved a polynomial stability in the case of nonequal speed propagation. Moreover, they
investigated the global existence of small and smooth solutions and established an exponential stability in the nonlinear
case.
Ammar-Khodja et al. [1] considered a linear Timoshenko-type system with memory of the form
ρ1ϕtt − K (ϕx +ψ)x = 0,
ρ2ψtt − bψxx +
t∫
0
g(t − s)ψxx(s)ds + K (ϕx + ψ) = 0,
ϕ(x,0) = ϕ0(x), ϕt(x,0) = ϕ1(x),
ψ(x,0) = ψ0(x), ψt(x,0) = ψ1(x),
ϕ(0, t) = ϕ(1, t) = ψ(0, t) = ψ(1, t) = 0, (1.4)
in (0, L)× (0,+∞), and proved, using the multiplier techniques, that the system is uniformly stable if and only if the wave
speeds are equal ( Kρ1 = bρ2 ) and g decays uniformly. Precisely, they proved an exponential decay if g decays in an expo-
nential rate and polynomially if g decays in a polynomial rate. They also required some extra technical conditions on both
g′ and g′′ to obtain their results. This result has been later improved by Guesmia and Messaoudi [10] and [11], where the
technical conditions on g′′ have been removed and those on g′ have been weakened. Messaoudi and Mustafa [20] improved
the result further by allowing the relaxation function to be of more general decay, from which the usual exponential and
polynomial decays are only special cases.
Recently, Fernández Sare and Muñoz Rivera [6], considered a Timoshenko-type system with a past history of the form
ρ1ϕtt − K (ϕx +ψ)x = 0,
ρ2ψtt − bψxx +
∞∫
0
g(s)ψxx(t − s, .)ds + K (ϕx + ψ) = 0, (1.5)
where ρ1,ρ2, K ,b are positive constants and g is a positive twice differentiable exponentially decaying function. They
showed that the dissipation given by the history term is strong enough to stabilize the system exponentially if and only if
the wave speeds are equal. They also proved that the solution decays polynomially for the case of different wave speeds.
This result was improved by Messaoudi and Said-Houari [21], allowing g to decay in a polynomial fashion.
The feedback of memory type has also been used by Santos [28]. He considered a Timoshenko system and showed
that the presence of two feedbacks of memory type at a portion of the boundary stabilizes the system uniformly. He also
obtained the rate of decay of the energy, which is exactly the rate of decay of the relaxation functions. This last result has
been improved and generalized by Messaoudi and Soufyane [13] and Messaoudi and Mustafa [15] (see also [17–19,22,26]).
For Timoshenko systems in classical thermoelasticity, Muñoz Rivera and Racke [23] considered
ρ1ϕtt − σ(ϕx,ψ)x = 0, in (0,∞) × (0, L),
ρ2ψtt − bψxx + k(ϕx + ψ)+ γ θx = 0, in (0,∞) × (0, L),
ρ3θt − kθxx + γψtx = 0, in (0,∞) × (0, L), (1.6)
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ﬁlament, and the difference temperature respectively. Under appropriate conditions of σ ,ρi,b,k, γ , they proved several
exponential decay results for the linearized system and nonexponential stability result for the case of different wave speeds.
In the above system, the heat ﬂux is given by Fourier’s law. As a result, this theory predicts an inﬁnite speed of heat
propagation. That is any thermal disturbance at one point has an instantaneous effect elsewhere in the body. Experiments
showed that heat conduction in some dielectric crystals at low temperatures is free of this paradox and disturbances, which
are almost entirely thermal, propagate in a ﬁnite speed. This phenomenon in dielectric crystals is called second sound. To
overcome this physical paradox, many theories have merged such as thermoelasticity by second sound or thermoelasticity
type III. By the end of the last century, Green and Naghdi [7–9] introduced three types of thermoelastic theories based on
an entropy equality instead of the usual entropy inequality. In each of these theories, the heat ﬂux is given by a different
constitutive assumption. As results, three theories are obtained and were called thermoelasticity type I, type II, and type III
respectively. See [2–4] for more details.
Along with this new theory, Messaoudi and Said-Houari [14] considered a Timoshenko-type system of the form
ρ1ϕtt − K (ϕx +ψ)x = 0, in (0,∞) × (0,1),
ρ2ψtt − bψxx + K (ϕx +ψ) + βθx = 0, in (0,∞) × (0,1),
ρ3θtt − δθxx + γψttx − kθtxx = 0, in (0,∞) × (0,1),
ϕ(.,0) = ϕ0, ϕt(.,0) = ϕ1, ψ(.,0) = ψ0, ψ1(.,0) = ψ1,
θ(.,0) = θ0, θt(.,0) = θ1,
ϕ(0, t) = ϕ(1, t) = ψ(0, t) = ψ(1, t) = θ(0, t) = θ(1, t) (1.7)
and proved an exponential decay in the case of equal-speed propagation. This system models the transverse vibration of a
thick beam, taking in account the heat conduction given by Green and Naghdi’s theory where the dissipation is given by
the heat conduction, of type III. This result was later established for system (1.7), in the presence of a viscoelastic damping
of the form
∫ +∞
0 g(s)ψxx(t − s, .)ds acting in the second equation by Messaoudi and Said-Houari [16]. Moreover, the case of
nonequal-speed propagation was studied and a polynomial decay result was proved for solutions with smooth initial data.
Recently, Djebabla and Tatar [5] discussed the following system
ρ1ϕtt − k(ϕx + ψ)x = 0, in (0,∞) × (0,1),
ρ2ψtt − bψxx + k(ϕx + ψ)+ γ θx = 0, in (0,∞) × (0,1),
ρ3θtt − lθxx + β
t∫
0
g(t − s)θxx(s)ds + γψttx = 0, in (0,∞) × (0,1),
ϕ(.,0) = ϕ0, ϕt(.,0) = ϕ1, ψ(.,0) = ψ0, ψ1(.,0) = ψ1,
θ(.,0) = θ0, θt(.,0) = θ1,
ϕ(0, t) = ϕ(1, t) = ψ(0, t) = ψ(1, t) = θx(0, t) = θx(1, t) (1.8)
and proved, under suitable conditions on the coeﬃcients ρ1,ρ2,ρ3,k,b, l, γ , and for g decaying exponentially, that the
energy also decays exponentially.
In this paper, we consider system (1.8) and prove, under the same conditions on the coeﬃcients but for more generally
decaying relaxation functions, a general decay result, from which the usual exponential and polynomial decays are only
special cases. It is then clear that our result will improve the recent result of Djebabla and Tatar [5] and allows more
general relaxation functions.
2. Preliminaries
In this section, we state and prove our main decay result. In order to exhibit the dissipative nature of system (1.8), we
introduce the new variables φ = ϕt and Ψ = ψt . So, problem (1.8) takes the form
ρ1φtt − k(φx + Ψ )x = 0, in (0,∞) × (0,1),
ρ2Ψtt − bΨxx + k(φx + Ψ )+ γ θtx = 0, in (0,∞) × (0,1),
ρ3θtt − lθxx + β
t∫
0
g(t − s)θxx(s)ds + γΨtx = 0, in (0,∞) × (0,1),
φ(.,0) = φ0, φt(.,0) = φ1, Ψ (.,0) = Ψ0, Ψt(.,0) = Ψ1,
526 M. Kaﬁni / J. Math. Anal. Appl. 375 (2011) 523–537θ(.,0) = θ0, θt(.,0) = θ1,
φ(0, t) = φ(1, t) = Ψ (0, t) = Ψ (1, t) = θx(0, t) = θx(1, t) = 0. (2.1)
The function g is assumed to satisfy the following conditions:
(H1) g :R+ →R+ is a differentiable function such that
g(0) > 0, l − β
∞∫
0
g(s)ds = λ > 0, t  0.
(H2) There exists a nonincreasing differentiable function ξ :R+ →R+ such that
g′(t)−ξ(t)g(t), t  0 and
∞∫
0
ξ(t)dt = +∞.
Examples. There are many functions satisfying (H1) and (H2). We give here some examples of such functions
g1(t) = α
(1+ t)ν , ν > 1,
g2(t) = αe−β(t+1)p , 0< p  1,
g3(t) = α
(1+ t)[ln(1+ t)]ν , ν > 1
for α and β to be chosen properly.
In order to be able to use Poincaré’s inequality for θ , let
θ(x, t) = θ(x, t) − t
1∫
0
θ1(x)dx−
1∫
0
θ0(x)dx.
Then by (2.1)3 we have
1∫
0
θ(x, t)dx = 0, ∀t  0. (2.2)
In this case, Poincaré’s inequality is applicable for θ and on the other hand it is easy to check that (φ,Ψ, θ) satisﬁes the
same equations and boundary conditions in (2.1).
In what follows we will work with θ but for convenience, we write θ instead of θ . Therefore, the associated energy is
given by
E(t) = 1
2
1∫
0
(
ρ1φ
2
t + ρ2Ψ 2t + ρ3θ2t + k|φx + Ψ |2 + bΨ 2x +
(
l − β
t∫
0
g(s)ds
)
θ2x + β(g ◦ θx)
)
dx (2.3)
where
(g ◦ v)(t) =
t∫
0
g(t − s)∣∣v(s) − v(t)∣∣2 ds, ∀v ∈ L2(Ω).
Lemma 2.1. Let (φ,Ψ, θ) be a solution of (2.1). Then,
E ′(t) = −β
2
g(t)
1∫
0
θ2x dx+
β
2
1∫
0
(
g′ ◦ θx
)
dx 0. (2.4)
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Along this paper, we use the following notations
( f ∗ h)(t) =
t∫
0
f (t − s)h(s)ds, ( f 
 h)(t) =
t∫
0
f (t − s)(h(t)− h(s))ds, g =
∞∫
0
g(s)ds.
3. Decay result
In order to prove our main result, we introduce several functionals and establish several lemmas.
Lemma 3.1. Let (φ,Ψ, θ) be a solution of (2.1). Then the functional
I1(t) :=
1∫
0
(ρ1φtω + ρ2ΨtΨ + γ θxΨ )dx
satisﬁes, ∀ε1 > 0,
I ′1(t)−b
1∫
0
Ψ 2x dx+ ε1
1∫
0
φ2t dx+
(
3
2
ρ2 + ρ
2
1Cp
4ε1
) 1∫
0
Ψ 2t dx+
γ 2
2ρ2
1∫
0
θ2x dx, (3.1)
where Cp is the Poincaré constant and ω is the solution of
−ωxx = Ψx, ω(0) = ω(1) = 0. (3.2)
Proof. By differentiating I1 with respect to t and using Eqs. (2.1) we conclude that
I ′1(t) := −b
1∫
0
Ψ 2x dx+ ρ2
1∫
0
Ψ 2t dx− k
1∫
0
Ψ 2 dx+ γ
1∫
0
Ψtθx dx+ k
1∫
0
ω2x dx+ ρ1
1∫
0
φtωt dx.
By exploiting the inequalities
1∫
0
ω2x dx
1∫
0
Ψ 2 dx Cp
1∫
0
Ψ 2x dx,
1∫
0
ω2t dx Cp
1∫
0
ω2tx dx Cp
1∫
0
Ψ 2t dx,
and Young’s inequality, the result follows. 
Lemma 3.2. Let (φ,Ψ, θ) be a solution of (2.1). Then the functional
I2(t) :=
1∫
0
(ρ3θtθ + γΨxθ)dx
satisﬁes, ∀ε2 > 0,
I ′2(t)−
λ
2
1∫
0
θ2x dx+ ε2
1∫
0
Ψ 2x dx+
3
2
b
1∫
0
Ψ 2x dx+
β2
2λ
t∫
0
g(s)ds
1∫
0
(g ◦ θx)dx+
(
γ 2
4ε2
+ ρ3
) 1∫
0
θ2t dx. (3.3)
Proof. A simple differentiation leads to
I ′2(t) := ρ3
1∫
θ2t dx+ ρ3
1∫
θttθ dx+ γ
1∫
Ψtxθ dx+ γ
1∫
Ψxθt dx.0 0 0 0
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I ′2(t) := ρ3
1∫
0
θ2t dx− γ
1∫
0
Ψxθt dx− l
1∫
0
θ2x dx+ β
1∫
0
θx(s)
( t∫
0
g(t − s)ds
)
dx,
the last two terms can be estimated, using Young’s inequality, as follows
−l
1∫
0
θ2x dx+ β
1∫
0
θx(s)
( t∫
0
g(t − s)ds
)
dx
= −l
1∫
0
θ2x dx+
(
β
t∫
0
g(s)ds
) 1∫
0
θ2x dx− β
1∫
0
θx(t)
( t∫
0
g(t − s)(θx(t)− θx(s))ds
)
dx
=
(
l − β
t∫
0
g(s)ds
) 1∫
0
θ2x dx− β
1∫
0
(g 
 θx)θx dx

(
l − β
t∫
0
g(s)ds
) 1∫
0
θ2x dx+ δ
1∫
0
θ2x dx+
β2
4δ
t∫
0
g(s)ds
1∫
0
(g ◦ θx)dx.
The choice of δ = λ2 gives the result. 
Lemma 3.3. Let (φ,Ψ, θ) be a solution of (2.1). Then the functional
I3(t) := −ρ3
1∫
0
θt
( t∫
0
g(t − s)(θ(t)− θ(s))ds
)
dx
satisﬁes, ∀ε3, δ > 0,
I ′3(t)−
(
ρ3
t∫
0
g(s)ds − δ
) 1∫
0
θ2t dx+ ε3
1∫
0
Ψ 2t dx+ ε3(1+ 2g)
1∫
0
θ2x dx
− ρ
2
3 g(0)
4δ
Cp
1∫
0
(
g′ ◦ θx
)
dx+ C1(ε3)
1∫
0
(g ◦ θx)dx, (3.4)
where
C1(ε3) = g
4ε3
(
l2 + γ 2 + 2β2 + 4ε23
)
.
Proof. A simple differentiation leads to
I ′3(t) = −ρ3
1∫
0
θtt(g 
 θ)dx− ρ3
1∫
0
θt(g 
 θ)t dx
= −
(
ρ3
t∫
0
g(s)ds
) 1∫
0
θ2t dx− ρ3
1∫
0
θt
(
g′ 
 θ)dx+ l
1∫
0
θx(g 
 θx)dx
− β
1∫
0
( t∫
0
g(t − s)θx(s)ds
)
(g 
 θx)dx− γ
1∫
0
Ψt(g 
 θx)dx. (3.5)
Terms in the right side of (3.5) are estimated as follows
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1∫
0
θt
(
g′ 
 θ)dx δ
1∫
0
θ2t dx−
ρ23 g(0)
4δ
Cp
1∫
0
(
g′ ◦ θx
)
dx, (3.6)
l
1∫
0
θx(g 
 θx)dx ε3
1∫
0
θ2x dx+
l2
4ε3
t∫
0
g(s)ds
1∫
0
(g ◦ θx)dx, (3.7)
−γ
1∫
0
Ψt(g 
 θx)dx ε3
1∫
0
Ψ 2t dx+
γ 2
4ε3
t∫
0
g(s)ds
1∫
0
(g ◦ θx)dx (3.8)
and
β
1∫
0
( t∫
0
g(t − s)θx(s)ds
)
(g 
 θx)dx ε3
2
1∫
0
( t∫
0
g(t − s)(θx(t)− θx(s) − θx(t))ds
)2
dx+ β
2
2ε3
1∫
0
(g 
 θx)2 dx
 ε3
( t∫
0
g(s)ds
)2 1∫
0
θ2x dx+
(
ε3 + β
2
2ε3
) 1∫
0
(g 
 θx)2 dx
 ε3
( t∫
0
g(s)ds
)2 1∫
0
θ2x dx+ g
(
ε3 + β
2
2ε3
) 1∫
0
(g ◦ θx)dx. (3.9)
Combining (3.5)–(3.9), the result follows. 
Lemma 3.4. Let (φ,Ψ, θ) be a solution of (2.1). Then the functional
I4(t) := −ρ1
1∫
0
φtφ dx− ρ2
1∫
0
ΨtΨ dx
satisﬁes
I ′4(t)−ρ1
1∫
0
φ2t dx− ρ2
1∫
0
Ψ 2t dx+
3
2
b
1∫
0
Ψ 2x dx+ k
1∫
0
(φx + Ψ )2 dx+ γ
2
2b
1∫
0
θ2t dx. (3.10)
Proof. Simple differentiation gives
I ′4(t) = −ρ1
1∫
0
φ2t dx− ρ2
1∫
0
Ψ 2t dx+ b
1∫
0
Ψ 2x dx+ k
1∫
0
(φx +Ψ )2 dx− γ
1∫
0
Ψxθt dx.
Using Young’s inequality, the result follows. 
Lemma 3.5. Let (φ,Ψ, θ) be a solution of (2.1). Assume that
bρ1
k
− ρ2 = l − kρ3
ρ1
= γ . (3.11)
Then the functional
I5(t) := ρ2
1∫
0
Ψt(φx + Ψ )dx+ (γ + ρ2)
1∫
0
Ψxφt dx+ ρ3
1∫
0
θtφt dx+
(
γ + ρ3k
ρ1
) 1∫
0
θxφx dx− β
1∫
0
(g ∗ θx)φx dx
satisﬁes, ∀ε > 0,
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1∫
0
(φx +Ψ )2 dx+ ρ2
1∫
0
Ψ 2t dx+
l2
4ε
1∫
0
θ2t dx+ ε
1∫
0
φ2x dx+ ε
1∫
0
Ψ 2x dx+
kρ3
ρ1
[φxθt]x=1x=0
− β
2g(0)
2ε
1∫
0
(
g′ ◦ θx
)
dx+ β
2g2(0)
2ε
1∫
0
θ2x dx. (3.12)
Proof. A differentiation of I5 gives
I ′5(t) =
1∫
0
ρ2Ψtt(φx +Ψ )dx+
1∫
0
ρ2Ψt(φx + Ψ )t dx+ (γ + ρ2)
1∫
0
Ψtxφt dx
+ (γ + ρ2)
1∫
0
Ψxφtt dx+ kρ3
ρ1
1∫
0
θt(φx + Ψ )x dx+
(
γ + ρ3k
ρ1
) 1∫
0
θtxφx dx
+
(
γ + ρ3k
ρ1
) 1∫
0
θxφxt dx− β
1∫
0
(g ∗ θx)φx dx− β
1∫
0
(g ∗ θx)φtx dx
= −
(
bρ1
k
− ρ2 − γ
) 1∫
0
Ψxφtt dx+ [bφxΨx]x=1x=0 − k
1∫
0
(φx + Ψ )2 dx+ γ
1∫
0
θtΨx dx
+ ρ2
1∫
0
Ψ 2x dx−
(
l − ρ3k
ρ1
− γ
) 1∫
0
θxφxt dx+ kρ3
ρ1
[φxθt]x=1x=0 +
kρ3
ρ1
1∫
0
θtΨx dx− β
1∫
0
(g ∗ θx)tφx dx.
Using (3.11), Young’s inequality and the estimation
−β
x∫
0
(g ∗ θx)tφx dx = −β
x∫
0
(
g(0)θx + g′ ∗ θx
)
φx dx
= −β
x∫
0
(
g(t)θx + g′ 
 θx
)
φx dx,
estimate (3.12) follows. 
Next, in order to absorb the boundary terms, appearing in (3.12), we exploit, as in [23], the following function
q(x) = 2− 4x, x ∈ (0,1).
Lemma 3.6. Let (φ,Ψ, θ) be a solution of (2.1). Then the functional
I6(t) := ρ2b
1∫
0
ΨtqΨx dx+ b
l
1∫
0
(ρ3θt + γΨx)q
(
lθx − β(g ∗ θx)
)
dx
satisﬁes, ∀ε > 0,
I ′6(t)−b2
[
Ψ 2x (1) + Ψ 2x (0)
]− bρ3[θ2x (1) + θ2t (0)]+ ε2k2
1∫
0
(φx +Ψ )2 dx
+ C3(ε)
x∫
θ2x dx+ 2bρ2
1∫
Ψ 2t dx+
[
b2
(
2+ 1
4ε2
)
+ ε
] 1∫
Ψ 2x dx0 0 0
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2
l
( t∫
0
g(s)ds
) 1∫
0
(g ◦ θx)dx+ (2bρ3 + ε)
x∫
0
θ2t dx− C2(ε)
x∫
0
(
g′ ◦ θx
)
dx, (3.13)
where
C2(ε) = g(0)(ρ
2
3 + γ 2)
2ε
(
bβ
l
)2
,
C3(ε) = g(0)C2(ε) + 4b
(
l + 2β
2g2
l
)
.
Proof. A differentiation of I6 yields
I ′6(t) =
b2
2
[
qΨ 2x
]x=1
x=0 −
b2
2
1∫
0
qxΨ
2
x dx− kb
1∫
0
qΨx(φx + Ψ )dx− ρ2b
2
1∫
0
qxΨ
2
t dx
− γ b
1∫
0
qΨxθtx dx− b
2l
1∫
0
qx
(
lθx − β(g ∗ θx)
)2
dx+ ρ3b
2
[
qθ2x
]x=1
x=0 −
ρ3b
2
1∫
0
qxθ
2
t dx
− βρ3b
l
1∫
0
qθt(g ∗ θx)t dx+ γ b
1∫
0
qΨxθtx dx− βγ b
l
1∫
0
qΨx(g ∗ θx)t dx. (3.14)
By using Young’s inequality, we easily see that
−βγ b
l
1∫
0
qΨx(g ∗ θx)t dx = −βγ b
l
1∫
0
qΨx
(
g(0)θx +
(
g′ ◦ θx
))
dx
= −βγ b
l
1∫
0
qΨx
(
gθx −
(
g′ 
 θx
))
dx
 2
ε
(
βγ b
l
)2
g2(0)
1∫
0
θ2x dx+ ε
1∫
0
Ψ 2x dx−
2
ε
(
βγ b
l
)2
g(0)
1∫
0
(
g′ ◦ θx
)
dx, (3.15)
−βρ3b
l
1∫
0
qθt(g ∗ θx)t dx 2
ε
(
βρ3b
l
)2
g2(0)
1∫
0
θ2x dx+ ε
1∫
0
θ2x dx−
2
ε
(
βρ3b
l
)2
g(0)
1∫
0
(
g′ ◦ θx
)
dx (3.16)
and
− b
2l
1∫
0
qx
(
lθx − β(g ∗ θx)
)2
dx 8bβ
2
l
( t∫
0
g(s)ds
)2 1∫
0
θ2x dx+ 4bl
1∫
0
θ2x dx
+ 8bβ
2
l
( t∫
0
g(s)ds
) 1∫
0
(g ◦ θx)dx. (3.17)
Therefore, the assertion of the lemma follows by combining (3.14)–(3.17). 
Lemma 3.7. Let (φ,Ψ, θ) be a solution of (2.1). Then the functional
I7(t) := ρ1
1∫
0
φtqφx dx
satisﬁes
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[
φ2x (1) + φ2x (0)
]+ 5k
2
1∫
0
φ2x dx+ 2ρ1
1∫
0
φ2t dx+ 2k
1∫
0
Ψ 2x dx. (3.18)
Proof. Direct differentiation of I7, leads to
I ′7(t) = ρ1
1∫
0
φttqφx dx+ ρ1
1∫
0
φtqφtx dx
= k
1∫
0
qφx(φx + Ψ )x dx− ρ1
2
1∫
0
qxφ
2
t dx
= k
2
[
qφ2x
]x=1
x=0 + 2k
1∫
0
φ2x dx+ 2ρ1
1∫
0
φ2t dx+ k
1∫
0
Ψxqφx dx.
Young’s inequality applied to the last term gives the result. 
Lemma 3.8. Let (φ,Ψ, θ) be a solution of (2.1). Then the functional
I8(t) := ρ2ρ3
1∫
0
x∫
0
θt(y, t)dyΨt(x, t)dx
satisﬁes, ∀ε2 > 0,
I ′8(t)−
ρ2γ
4
1∫
0
Ψ 2t dx+ ε2
1∫
0
Ψ 2x dx+ ε2
1∫
0
φ2x dx+ C5(ε2)
1∫
0
θ2t dx
C4
1∫
0
θ2x dx+
ρ2β
2
γ
t∫
0
g(s)ds
1∫
0
(g ◦ θx)dx+ b
2
4δ1
Ψ 2x (1) +
ρ3b
4δ1
θ2t (1), (3.19)
where
C4 = ρ2
γ
(
l2 + β2g2),
C5(ε2) = ρ
2
3b
2
2ε2
+ 3Cpρ
2
3k
2
4ε2
+ ρ3γ + δ1
(
ρ23 +
ρ3γ
2
b
)
.
Proof. Using Eqs. (2.1) we get
I ′8(t) = ρ2ρ3
1∫
0
x∫
0
θtt(y, t)dyΨt(x, t)dx+ ρ2ρ3
1∫
0
x∫
0
θt(y, t)dyΨtt(x, t)dx
=
1∫
0
x∫
0
(
lθxx − γΨtx − β(g ∗ θxx)
)
dyρ2Ψt dx
+
1∫
0
x∫
0
ρ3θt(y, t)dy
(
bΨxx − K (φx + Ψ )− βθtx
)
dx
=
1∫ (
lθx − γΨt − β(g ∗ θx)
)
ρ2Ψt dx− ρ3K
1∫ x∫
θt(y, t)dyΨ dx0 0 0
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1∫
0
θtΨx dx+ ρ3K
1∫
0
θtφ dx+ γρ3
1∫
0
θ2t dx
+
[
ρ3
( x∫
0
θt(y, t)dy
)
(bΨx − βθt)
]x=1
x=0
−3
4
ρ2γ
1∫
0
Ψ 2t dx+ ε2
x∫
0
φ2x dx+ ε2
x∫
0
Ψ 2x dx+
ρ2
γ
l2
x∫
0
θ2x dx
+
[
ρ23b
2
2ε2
+ 3Cpρ
2
3k
2
4ε2
+ ρ3γ
] x∫
0
θ2t dx+ ρ2β
x∫
0
(g ∗ θx)dx
+
[
ρ3
( x∫
0
θt(y, t)dy
)
(bΨx − βθt)
]x=1
x=0
+ b
2
4δ1
[
Ψx(1)
]2 + ρ3b
4δ1
[
θt(1)
]2
. (3.20)
We can estimate terms in the right side as follows
ρ2β
1∫
0
(g ∗ θx)Ψt dx = −ρ2β
1∫
0
(g 
 θx)Ψt dx+ ρ2β
t∫
0
g(s)ds
1∫
0
θxΨt dx
 ρ2γ
4
1∫
0
Ψ 2t dx+
ρ2β
2
γ
t∫
0
g(s)ds
1∫
0
(g ◦ θx)dx
+ ρ2γ
4
1∫
0
Ψ 2t dx+
ρ2
γ
(
β
t∫
0
g(s)ds
) 1∫
0
θ2x dx (3.21)
and [
ρ3
( x∫
0
θt(y, t)dy
)
(bΨx − βθt)
]x=1
x=0
= ρ3bΨx(1)
1∫
0
θt dx− ρ3γ θt(1)
1∫
0
θt dx
 b
2
4δ1
[
Ψx(1)
]2 + ρ3b
4δ1
[
θt(1)
]2 + δ1
(
ρ23 +
ρ3γ
2
b
) 1∫
0
θ2t dx. (3.22)
The assertion of the lemma then follows, recalling Young’s and Poincaré’s inequalities through (3.20)–(3.22). 
Now, we deﬁne a Lyapunov functional L as follows
L(t) := NE(t) +
8∑
i=1
Ni Ii(t), t  0, (3.23)
where N,Ni are positive constants to be chosen properly later. For large N , we can verify that, for some β1, β1 > 0,
β1E(t) L(t) β2E(t), t  0. (3.24)
Theorem 3.9. Assume that (H1), (H2) and (3.11) hold and let
φ0,Ψ0, θ0 ∈ H10(0,1), φ1,Ψ1, θ1 ∈ L2(0,1).
Then for any t0 > 0, there exist two positive constants A and α independent of the initial data such that
E(t) Ae−α
∫ t
t0
ξ(s)ds
, ∀t > t0. (3.25)
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t∫
0
g(s)ds
t0∫
0
g(s)ds = g0 > 0.
A combination of (2.4), (3.1), (3.3), (3.4), (3.10), (3.12), (3.13), (3.18), (3.19), using of
1∫
0
θ2t dx Cp
1∫
0
θ2tx dx,
1∫
0
φ2x dx 2
1∫
0
(φx +Ψ )2 dx+ 2Cp
1∫
0
Ψ 2x dx,
[bφxΨx]x=1x=0  ε
[
φ2x (1) − φ2x (0)
]+ b2
4ε
[
Ψ 2x (1)− Ψ 2x (0)
]
,
kρ3
ρ1
[φxθt]x=1x=0 
k2ρ3
ρ21b
ε
[
φ2x (1)− φ2x (0)
]+ bρ3
4ε
[
θ2t (1) − θ2t (0)
]
and for N4 = 1/4, N5 = 1, N6 = 1/2ε give
L′(t)−
[
N3(ρ3g0 − δ)− N2
(
γ 2
4ε2
+ ρ3
)
− γ
2
8b
− l
2
4ε
−
(
bρ3
ε
+ 1
2
)
− N8C5(ε2)
] 1∫
0
θ2t dx
−
[
N1b − ε2
(
N2 + N8(1+ 2Cp)
)− 1
2ε
[
b2
(
2+ 1
4ε2
)
+ ε
]
− εk
(
1
k
+ kρ3
ρ21b
)
(2+ 5Cp) − 3b
8
− ε(1+ 2Cp)
] 1∫
0
Ψ 2x dx
−
[
λ
2
N2 − N1 γ
2
2ρ2
− N2ε3
(
1+ 2g2)− β2g2(0)
2ε
− C3(ε)
2ε
− N8ρ2
γ
(
l2 + β2g2)]
1∫
0
θ2x dx
−
[
ρ1
4
− 2ρ1ε
(
1
k
+ ρ3k
ρ21b
)
− N1ε1
] 1∫
0
φ2t dx
−
[
N8ρ2γ
4
− N1
(
3ρ2
2
+ ρ
2
1Cp
4ε1
)
− bρ2
ε
− 3ρ3
4
− N3ε3
] 1∫
0
Ψ 2t dx
−
[
3k
4
− 2N8ε2 − ε
[(
1
k
+ ρ3k
ρ21b
)
5k
2
+ 2+ k
2
2
]] 1∫
0
(φx + Ψ )2 dx
+
[
Nβ
2
− N3 3Cpρ
2
3 g(0)
4δ
− β
2g(0)
2ε
− C2(ε)
2ε
] 1∫
0
(
g′ ◦ θx
)
dx
+
[
N2
β2g0
2λ
+ N3C1(ε3) + 4bβ
2g
εl
+ N8β
2gγ
ρ2
] 1∫
0
(g ◦ θx)dx. (3.26)
At this point, we need to choose our constants very carefully. First, let’s take δ = 1/4N3, δ1 = N8ε and choose
ε min
{
1
16
(
1
k
+ kρ3
ρ21b
)−1
,
3
8
[
6
(
1
k
+ kρ3
ρ21b
)
+ 2+ k
2
2
]−1}
.
Select N1 large enough such that
M. Kaﬁni / J. Math. Anal. Appl. 375 (2011) 523–537 535N1b
6
−
[
εk
(
1
k
+ kρ3
ρ21b
)
(2+ 5Cp)+ 3b
8
+ ε(1+ 2Cp)+ 1
2ε
(
b2
(
2+ 1
4ε
)
+ ε
)]
> 0,
then pick ε1 so small that
ρ1
4
− 2ρ1ε
(
1
k
+ ρ3k
ρ21b
)
− N1ε1  ρ1
8
− N1ε1  ρ1
16
,
that is ε1 <
ρ1
16N1
. We then choose N8 large enough so that
N8ρ2γ
8
− N1
(
3ρ2
2
+ ρ
2
1Cp
4ε1
)
− bρ2
ε
− 3ρ3
4
 N8ρ2γ
16
,
that is
N8 
16
ρ2γ
[
N1
(
3
2
ρ2 + ρ
2
1Cp
4ε1
)
+ bρ2
ε
+ 3ρ3
4
]
.
Then, we select N3 large enough so that
N3ρ3g0 − 1
4
> N2
(
γ 2
4ε2
+ ρ3
)
+ γ
2
8b
+ l
2
4ε
+
(
bρ3
ε
+ 1
2
)
+ N8C5(ε2)
and N2 satisﬁes
λ
2
N2 − N1 γ
2
2ρ2
− β
2g2(0)
2ε
− C3(ε)
2ε
− N8 ρ2
γ
(
l2 + β2g2)> 0.
Next, we choose ε2, ε3 so small that
ε2 <min
(
3k
16N8
,
N1b
4(N2 + N8(1+ 2Cp))
)
,
ε3 <min
(
3k
16N8
,
N2λ
4N3(1+ 2g20)
)
.
Finally, we choose N large enough so that (3.24) remains valid and
Nβ
2
− N3 3Cpρ
2
3 g(0)
4δ
− β
2g(0)
2ε
− C2(ε)
2ε
> 0.
Therefore, (3.26) takes the form
L′(t)−η1
1∫
0
(
θ2t + θ2xt + Ψ 2x + Ψ 2t + φ2t + (φx +Ψ )2
)
dx+ η2
1∫
0
(g ◦ θx)dx
−C E(t) + η3
1∫
0
(g ◦ θx)dx, (3.27)
for some positive constants η1, η2, η3,C .
Multiplying (3.27) by ξ(t) gives
ξ(t)L′(t)−Cξ(t)E(t) + η3ξ(t)
1∫
0
(g ◦ θx)dx. (3.28)
The last term can be estimated, using (H2), as follows
ξ(t)
1∫
0
(g ◦ θx)dx = ξ(t)
1∫
0
t∫
0
g(t − s)(θx(t)− θx(s))2 dsdx

1∫ t∫
ξ(t − s)g(t − s)(θx(t)− θx(s))2 dsdx
0 0
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1∫
0
t∫
0
g′(t − s)(θx(t)− θx(s))2 dsdx = −
1∫
0
(
g′ ◦ θx
)
dx
− 2
β
E ′(t).
Thus, (3.28) becomes, for some C1 > 0,
ξ(t)L′(t)−Cξ(t)E(t) − C1E ′(t). (3.29)
It is clear that
L1(t) = ξ(t)L(t)+ E(t) ∼ E(t).
Therefore, using (3.29) and the fact that ξ ′(t) 0, we arrive at
L′1(t) =
(
ξ(t)L(t)+ C1E(t)
)′ −C2ξ(t)E(t). (3.30)
A simple integration of (3.30) over (t0, t) leads to
L1(t) L1(t0)e−C2
∫ t
t0
ξ(s)ds
, ∀t > t0. (3.31)
Recalling (3.24), estimate (3.31) yields the desired result (3.25). 
Remark 3.1. We remark here that the result is established without using the condition
∫∞
0 ξ(s)ds = +∞. Such a condition
is crucial for obtaining a uniform stability.
Remark 3.2. We note that we obtain an exponential decay for ξ(t) ≡ a and a polynomial decay for ξ(t) = a(1+ t)−1, where
a > 0 is a constant.
Remark 3.3. Estimate (3.25) is also true for t ∈ [0, t0] by virtue of continuity and boundedness of E(t) and ξ(t).
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