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1 Introduction
In this work we present a systematic approach to the numerical evaluation of one-loop multi-leg
Feynman diagrams. One may wonder why or what is new and in what respect there is something to be
gained after the seminal work of ’t Hooft and Veltman [1], where the analytic answer to the same problem
was given.
There are several reasons for attempting a systematization of the problem.1 First of all we want a fast
and reliable way of computing one-loop multi-leg Feynman diagrams for all kinematical configurations,
in particular around the (possibly) singular points of the diagrams which are determined by the solution
of the corresponding Landau equations [3]. For each graph we have a leading Landau singularity, usually
called anomalous threshold for the triangle and higher functions, which for almost all practical situations
lies outside the physical region. However, there are important examples where the external legs of the
one-loop diagrams are not representing the in/out states of the process under examination and, for a
general treatment, we must go beyond the class of 1 → 2(3) or 2 → 2 processes, to a situation where
classifying a priori the physical nature of the anomalous threshold is a tremendous task.
Furthermore we have sub-leading singularities which are the leading ones for the reduced diagrams
originating from the primary one [4]. In principle, all of them are fully accounted for by the analytic answer
but, in practice, the corresponding numerical evaluation of the special functions that form the answer can
be rather unstable. For complicated processes, like full one-loop corrections to 2 → 4(6) scatterings, we
have a rich phase space at our disposal and any automatized calculation must be designed in such a way
to foresee all possible sources of numerical problems without having to stop the full evaluation process.
A particularly severe example is represented by the decomposition of pentagons into a sum of boxes [5].
For a real multi-scale problem these boxes are to be evaluated in regions where the analytic result requires
cumbersome analytic continuations [6]. Our goal is to derive a numerical answer without having to worry
about kinematics. Even more important, our approach does not suffer from the introduction of complex
masses which, instead, is a burdensome aspect in the analytic way. At most some care is needed when
we take into account that complex masses are to be understood as complex poles lying on the second
Riemann sheet [7].
Another well known drawback of the standard analytic approach [8] is the appearance of negative
powers of Gram’s determinants in the reduction of tensor integrals, which represents a particular annoy-
ance since their zeros do not correspond, under normal circumstances, to true singularities of Feynman
diagrams. Clearly, in any approach and after a certain number of symbolic manipulations, certain de-
nominators will show up in the answer. It seems therefore reasonable to design an approach where the
zeros of these denominators correspond to true singularities of the diagrams. In any case, a new strategy
for the so called problem of reduction of tensor integrals is highly desirable.
Furthermore, in any realistic calculation infrared divergent (IR) virtual corrections will emerge, and
we have found it very attractive to use the same tools that are needed to solve the problem of numerical
evaluation of multi-scale diagrams for classifying and computing residues of infrared poles and IR finite
parts of IR divergent diagrams. In this respect, the interplay between the special class of IR singularities
and the general one of Landau singularities is essential.
In this work we make use of a recent proposal for numerical evaluation of multi-loop integrals [9] and
extend the work of [10] to all one-loop diagrams (up to six external legs). The global strategy is based
on the use of the Bernstein-Tkachov theorem [11] which, away from the leading and sub-leading Landau
singularities, allows us to cast any one-loop integrand in a form well suited for numerical treatment. As
1Alternative approaches, based on differential equation methods, have been originated in [2].
2
it will be shown in Section 2, a unique factor BG is associated with each one-loop diagram G.
2 For each
family of one-loop diagrams we then consider three different cases: BG 6= 0, BG = 0 but G regular,
and BG = 0 with G singular. For the last case, the method is based on a particular combination of
Mellin-Barnes [12] and sector decomposition [13] techniques, as a result of which we are able to write a
Laurent expansion for G around the singularity. Alternatively, we have been able to derive new integral
representations that are particularly suited for numerical treatment around the singularities.
To a large extent, the use of complex masses (poles) represents a significant simplification of the whole
approach. For physical (real) values of the Mandelstam invariants describing the process, none of the BG
factors can be zero, and a straightforward iteration of the BT procedure is all what we need.
To return to our original question on why devoting such an effort to the evaluation of one-loop
diagrams, we may add that the results of our work must be seen as one of the many building blocks
towards the computation of physical observables at the two-loop level. Here our strategy has been already
outlined in [9]: full numerical analysis of the two-loop content. Clearly we will have to include the one-
loop part, and it is rather obvious that the two pieces should be treated on equal footing. Furthermore,
our main emphasis has been on a general treatment, therefore extending previous works on the same
subject [14].
We do not present numbers in this paper for a very simple reason: in all cases where the analytic
answer is known, we have found perfect agreement with the one-loop library of TOPAZ0 [15]. The
resulting comparison, basically a long list of identical numbers, is not very illuminating.
The outline of the paper will be as follows: in Section 2 we introduce the definitions and discuss
the Bernstein-Tkachov theorem, the Mellin-Barnes techniques, and provide a short discussion about the
physical/unphysical role of the Landau singularities. In Section 3 the generalized two-point function
is introduced, while in Section 4 we start the presentation of the one-loop, three-point, C-family, and
in Section 5 we discuss its infrared divergent configurations. The four-point, D-family, is discussed in
Section 6 and the corresponding infrared configurations are presented in Section 7. The five- and six-point
functions are analyzed in Sections 8, 9 and 10.
2 Prolegomena
– The Bernstein-Tkachov theorem
The Bernstein-Tkachov theorem [11] (hereafter BT) tells us that for any finite set of polynomials Vi(x),
where x = (x1, . . . , xk) is a vector of Feynman parameters, there exists an identity of the following form:
P (x, ∂)
∏
i
V µi+1i (x) = B
∏
i
V µii (x). (1)
where P is a polynomial of x and ∂j = ∂/∂xj ; B and all coefficients of P are polynomials of µi and of
the coefficients of Vi(x). Any multi-loop Feynman diagram can be cast into the form of Eq.(1). Iterative
applications of the BT functional relations, followed by integration by parts, allows us to express the
integrand in parametric space as a combination of (polynomials)ω × logarithms of the same polynomials,
with any given integer ω ≥ 0, therefore achieving a result that is well suited for numerical integration.
The B coefficients of Eq.(1) are connected to the leading Landau singularity of the corresponding diagram
while repeated applications of Eq.(1), after integration by parts, will bring the sub-leading ones into the
final answer.
2This factor is proportional to the determinant of the coefficients in the system of the corresponding Landau equations;
S. Uccirati, PhD dissertation (2002).
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For general one-loop diagrams we have an explicit solution for the polynomial P which is due to
F. V. Tkachov [11]. Any one-loop Feynman diagram G, irrespective of the number N of vertices, can be
expressed as
G =
∫
S
dxV −µ(x), (2)
where the integration region is xj ≥ 0,
∑
j xj ≤ 1, with j = 1, . . . , N − 1, and V (x) is a quadratic
polynomial in x,
V (x) = xtH x+ 2Kt x+ L. (3)
The solution to the problem of determining the polynomial P is as follows:
P = 1−
(x−X)t ∂x
2 (µ+ 1)
, Xt = −KtH−1, B = L−KtH−1K, (4)
where the matrix H is symmetric. In our conventions a multi-leg function is specified by the number of
its internal lines, without regard to the actual number of external lines (see Fig. 2 for an illustration).
– Mellin-Barnes transform
Another tool that will be needed in the following is represented by the Mellin-Barnes [12] splitting [16],
(Q+ λ)−α =
1
2π i
∫ +i∞
−i∞
dsB(s, α− s) ρα−sQ−s, α > 0, (5)
where ρ = 1/λ, B is the Euler beta-function and
0 < Re s < α, | argQ− arg λ |< π. (6)
The i δ prescription is essential in deriving the correct analytic continuation. In all cases Q will be a
quadric in n variables and λ will be a constant, essentially a BT factor. Therefore Q is always understood
as Q− i δ with δ → 0+. Since | argQ− arg λ |< π is required we will assign a small negative imaginary
parts to both Q and λ.
– Anomalous threshold
For a given one-loop diagram G, let us denote with BG the corresponding BT factor of Eq.(1) which
is a function of the internal masses and external momenta of G. At the leading Landau singularity of
G, the so-called anomalous threshold (AT) [17], we have BG = 0. Conversely, BG = 0 is the condition
to have a proper solution for the system of Landau equations corresponding to G (see Section 5.3 for
additional discussions). Note that AT is not directly related through unitarity to physical processes (cut
diagrams). Most of our work is devoted to analyze specific algorithms for the numerical evaluation of G
around BG = 0 for arbitrary values of the internal masses and external momenta. However, for a large
class of applications these parameters are bounded to the physical region R and the relevant question is
whether or not AT ∈ R. A complete discussion of this issue is technically rather complicated and beyond
the scope of our work; here we illustrate a simple case, namely the one-loop vertex of Fig. 2 with the
following configuration, mi = m, p
2
2,3 = −M
2 ≤ 0 and p21 = −r. For real vectors
3 p2,3 it follows that R
is defined by either r ≥ 4M2 (s-channel) or r ≤ 0 (t-channel). The diagram has an AT at
r = rAT = 4M
2
(
1−
M2
4m2
)
, iff M2 > 2m2. (7)
3In our metric spacelike p implies positive p2. Further p4 = i p0 with p0 real for a physical four-momentum.
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The kind of singularity depends on the value ofM2: if 0 < M2 < 2m2 there is no AT, if 2m2 < M2 < 4m2
there is an unphysical AT (0 < rAT < 4m
2) and, finally, if M2 > 4m2 there is a physical AT at rAT < 0.
– Notations
Finally, to keep our results as compact as possible, we introduce the following notations:∫
dSn ≡
∫ 1
0
dx1
∫ x1
0
dx2 · · ·
∫ xn−1
0
dxn,
∫
dCn ≡
∫ 1
0
n∏
i=1
dxi,
∫
dS¯2 ≡
∫ 1
0
dx2
∫ x2
0
dx1. (8)
Likewise we also need∫
dSn(X) ≡
∫ 1−X1
−X1
dx1
∫ x1+X1−X2
−X2
dx2 · · ·
∫ xn−1+Xn−1−Xn
−Xn
dxn, (9)
where X is an n-dimensional vector.
3 Generalized two-point function
One of the building blocks for the evaluation of all one-loop diagrams is the generalized two-point
function, i.e. a self-energy graph with arbitrary powers for the two internal propagators. The generalized
p→
m1
m2
Figure 1: The two-point Green function.
two-point function can be written in terms of the functions
Bn(α) =
∫ 1
0
dxxn
[
χB(x)− i δ
]−α
, (10)
where n is a non-negative integer and χB(x) is a quadratic polynomial whose coefficients depend on p
2,
the external squared four-momentum, and m1,2, the internal masses (see Fig. 1). Let x± be the roots of
the equation χB − i δ = 0. If λ(−p
2,m21,m
2
2) = 0, where λ(x, y, z) = x
2 + y2 + z2 − 2(xy + xz + yz) is
the usual Ka¨llen function, the integration contour may be pinched between the two singularities x± as
δ → 0+. If this pinching occurs, the integral is singular with a branch point of the two-particle cut [18].
Consider
χB(x) = a x
2 + b x+ c = a (x−X)2 + λ, (11)
where we have introduced the auxiliary quantities
X = −
b
2a
, λ = −
∆
4a
, ∆ = b2 − 4ac = λ(−p2,m21,m
2
2). (12)
In the following we describe a solution for Bn(α) which allows to extract its behavior around λ = 0.
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We start our derivation by analyzing B0(α). First we assume 0 ≤ X ≤ 1 and obtain
B0(α) =
2∑
l=1
(−1)lXl
∫ 1
0
dx (aX2l x
2 + λ− i δ)−α =
2∑
l=1
(−1)lXl Jl(α, λ), (13)
where X1 = −X, X2 = 1 − X and where the i δ prescription is equivalent to the replacement a, λ →
a, λ− i δ. In the following it must be understood that both a and λ are given an infinitesimal imaginary
part. Note that with this prescription we have
(
λ
a
)1/2 ≡
[
θ(
λ
a
)− i sign (a) θ(−
λ
a
)
]
|
λ
a
|1/2= λ1/2 a−1/2. (14)
Next we split Jl into two pieces
Jl(α, λ) =
∫ ∞
0
dx (aX2l x
2 + λ)−α −
∫ ∞
1
dx (aX2l x
2 + λ)−α, (15)
where the first one contains the divergent part for λ → 0, while the second is finite. In the latter we
perform the transformation x→ x−1/2 and we obtain:
Jl(α, λ) =
∫ ∞
0
dx (aX2l x
2 + λ)−α −
1
2
∫ 1
0
dxxα−3/2 (aX2l + λx)
−α. (16)
The first integral in Eq.(15) can be cast into the following form,∫ ∞
0
dx (aX2l x
2 + λ)−α =
1
2
λ1/2−α
a1/2 |Xl|
B(
1
2
, α−
1
2
), (17)
which is valid for | arg(λ/a)| < π and Reα > 1/2. Here B denotes the Euler beta-function. Collecting
the two pieces we obtain
B0(α) =
1
2
2∑
l=1
(−1)lXl
|Xl|
[
λ1/2−α a−1/2B(
1
2
, α−
1
2
)− |Xl|
∫ 1
0
dxxα−3/2 (aX2l + λx)
−α
]
= λ1/2−α a−1/2B(
1
2
, α −
1
2
)−
1
2
2∑
l=1
|Xl|
∫ 1
0
dxxα−3/2 (aX2l + λx)
−α, (18)
where we have used the relation |Xl| = (−1)
lXl, consequence of 0 ≤ X ≤ 1. If instead X < 0 or X > 1
the first term vanishes and there is no divergence. In general we can write∫ 1
0
dxxα−3/2 (aX2l + λx)
−α =
1
α− 1/2
(aX2l )
−α
2F1(α , α−
1
2
; α+
1
2
; −
λ
aX2l
), (19)
where 2F1 is the standard hypergeometric function [12]. Let us define zl = −λ/(aX
2
l ); then, for α = 1
we obtain
2F1(1 ,
1
2
;
3
2
; zl) =
1
2
z
−1/2
l ln
1 + z
1/2
l
1− z
1/2
l
, (20)
while for α = n we will use
2F1(n , n−
1
2
; n+
1
2
; zl) =
(3/2)n−1
(1)n−1 (1/2)n−1
dn−1
dzn−1l
2F1(1 ,
1
2
;
3
2
; zl), (21)
6
where (a)n = Γ (a+ n) /Γ (a) is the Pochhammer symbol and Γ is the Euler gamma-function. Note that
both integrals diverge for α→ 1/2 and that the divergent parts cancel in the sum. At α = 1/2 and with
ξ2l = aX
2
l /λ we have the following result:
B0(
1
2
) =
2∑
l=1
(−1)l sign (Xl) a
−1/2 ln
[
ξl + (1 + ξ
2
l )
1/2
]
. (22)
In the same way we find that for the general case the result is
Bn(α) =
∫ 1
0
dxxn
[
χB(x)− i δ
]−α
=
1
2
2∑
l=1
n∑
k=0
(
n
k
)
(−1)lXn−k
[
Xl
|Xl|
]k+1
[
λk/2+1/2−α a−k/2−1/2B(
k + 1
2
, α−
k + 1
2
)− |Xl|
k+1
∫ 1
0
dxxα−
3+k
2 (aX2l + λx)
−α
]
.
(23)
The integral in the second term of Eq.(23) can also be expressed through an hypergeometric function:
Bn(α) =
∫ 1
0
dxxn
[
χB(x)− i δ
]−α
=
1
2
2∑
l=1
n∑
k=0
(
n
k
)
(−1)lXn−k
[
Xl
|Xl|
]k+1
[
λk/2+1/2−α a−k/2−1/2B(
k + 1
2
, α−
k + 1
2
)−
|Xl|
k+1 (aXl)
−α
α− (k + 1)/2
2F1(α , α−
k + 1
2
; α−
k − 1
2
; −
λ
aX2l
)
]
. (24)
Finally, a special case will be needed in dealing with multi-leg functions: let α = 1 + ǫ/2 and consider
the expansion around ǫ = 0; for n = 0, we obtain
B0(1 + ǫ/2) = B0(1) +
ǫ
2
B′0(1) +O
(
ǫ2
)
, (25)
B′0(1) = π
[
ψ(
1
2
)− ψ(1) − ln(λ− i δ)
]
(λa)−1/2 −
1
2
2∑
i=1
| Xi |
×
∞∑
n=0
(aX2i )
−n−1
n+ 1/2
[
ψ(n + 1)− ψ(1) −
1
n+ 1/2
− ln(aX2i − i δ)
]
(−λ)n, (26)
where ψ is the Euler psi-function. More generally, for a non-negative integer value of n, we have
Bn(1 + ǫ/2) = Bn(1) +
ǫ
2
B′n(1) +O
(
ǫ2
)
, (27)
B′n(1) =
1
2
2∑
l=1
n∑
k=0
(
n
k
)
(−1)lXn−k
[
Xl
|Xl|
]k+1 (
b′1;k + b
′
2;k
)
, (28)
where b′1;k and b
′
2;k are the terms proportional to ǫ/2 that are obtained by expanding around ǫ = 0 the
first and second term in the square brackets in Eq.(24), respectively:
b′1;k = λ
k/2−1/2 a−k/2−1/2 B
(
1− k
2
,
1 + k
2
) [
ψ
(
1− k
2
)
− ψ(1) − ln (λ− iδ)
]
,
7
b′2;k = |Xl|
k+1
∞∑
m=0
2
aX2l (k − 1− 2m)
2
(
−
λ
aXl
)m
{2 + (k − 1− 2m) [ψ(m+ 1)
− ψ(1) − ln (aX2l − iδ)
]}
. (29)
4 Three-point functions (C-family)
We introduce scalar one-loop N -point functions, with N ≥ 3, according to the following definition:
SN =
1
i π2 Γ (N − 2)
∫
ddq
1
[q2 +m21] · · · [(q + p1 + · · · + pN−1)2 +m2N ]
=
∫
dSN−1 V
2−N−ǫ/2
N (x), (30)
where d = 4 − ǫ is the space-time dimensionality and VN(x) is a quadratic polynomial in the Feynman
parameters x1, . . . , xN−1. In this section we analyze an arbitrary scalar three-point function C0 ≡ S3 (see
Fig. 2), defined by
C0 =
∫
dS2 V
−1−ǫ/2(x1, x2), (31)
where V is a quadratic polynomial
V (x1, x2) = a x
2
1 + b x
2
2 + c x1 x2 + dx1 + e x2 + f − i δ ≡ x
tH x+ 2Kt x+ L, (32)
whose coefficients are related to the internal masses and the external momenta by the relations Hij =
− pi · pj, L = m
2
1 and
K1 =
1
2
(p1 · p1 +m
2
2 −m
2
1), K2 =
1
2
(P · P − p1 · p1 +m
2
3 −m
2
2), (33)
with P = p1 + p2.
m1
m2
m3
p1
p3
p2
Figure 2: The one-loop, three-point Green function. The second diagram, although having 4 external lines, is
included in the C-family of 3 internal lines.
Let us define the usual BT factors4 as B3 = L−K
tH−1K and X = −H−1K. In the following we
will present integral representations for C0 which are well suited for numerical integration and cover all
options for the choice of external momenta.
4Note, however, the different sign in the definition of X with respect to [11].
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4.1 Evaluation of C0 for B3 6= 0
If B3 6= 0 we can rewrite C0 according to the standard BT procedure of Eq.(1). It is convenient to
introduce special notations, X0 = 1, X3 = 0, and V (î i+ 1) to denote contractions, i.e.
V (0̂ 1) = V (1, x1), V (1̂ 2) = V (x1, x1), V (2̂ 3) = V (x1, 0). (34)
In this way we obtain a simple integral representation
C0 =
1
B3
{1
2
+
∫ 1
0
dx1
[∫ x1
0
dx2 ln V (x1, x2)−
1
2
2∑
i=0
(Xi −Xi+1) lnV (î i+ 1)
]}
. (35)
Note that a zero of the corresponding Gram’s determinant is not a problem, actually it even decreases
the number of terms. Indeed let G3 = detH and denote by ∆ij the co-determinant of the element Hij.
If G3 = 0 we obtain
C0(G3 = 0) = −
1
2 b3
∫ 1
0
dx
2∑
i=0
(Xi − Xi+1) lnV (î i+ 1), (36)
where B3 = b3/G3 and X = −∆K, showing that, in this case, C0 is a combination of three B0 func-
tions [19].
4.2 Form factors in the C-family
The most general C-family integral that we consider in any field theory is
C[Q(x1, x2)] =
∫
dS2Q(x1, x2)V
−1−ǫ/2(x1, x2), Q(x1, x2) =
n¯∑
n=1
m¯∑
m=1
anm x
n
1 x
m
2 . (37)
The integral representation corresponding to Eq.(35) will be
C[Q(x1, x2)] =
n¯∑
n=1
m¯∑
m=1
anm
B3
[
C0m,n −
1
2
∫
dS1C
1
m,n −
1
2
∫
dS2 x
n−1
1 x
m−1
2 C
2
m,n
]
, (38)
where the C-coefficients are
C0m,n =
1
(2 + n+m) (1 +m)
,
C1m,n = (X1 −X2)x
n+m
1 ln V (x1, x1) + δm,0X2 x
n
1 ln V (x1, 0) + (1−X1)x
m
1 ln V (1, x1),
C2m,n = (mX2 x1 − (2 + n+m)x1 x2 + nX1 x2) ln V (x1, x2). (39)
Examples of standard form factors of the C-family (see [8] for the general definition) are
B3 Cij =
∫
dS2 c
k
ij lnV (x1, x2) +
∫
dS1
2∑
l=0
clij lnV (î i+ 1) +Kij , (40)
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with coefficients
ck11 =
1
2
(X1 − 3x1), c
1
11 =
1
2
X12 x1, c
2
11 =
1
2
X2 x1, c
0
11 =
1
2
X01, K11 = −
1
3
,
ck12 =
1
2
(X2 − 3x2), c
1
12 =
1
2
X12 x1, c
2
12 = 0, c
0
12 =
1
2
X01 x1, K12 = −
1
6
,
ck21 = x1 (2x1 −X1), c
1
21 = −
1
2
X12 x
2
1, c
2
21 = −
1
2
X2 x
2
1, c
0
21 = −
1
2
X01, K21 =
1
4
,
ck22 = x2 (2x2 −X2), c
1
22 = −
1
2
x21X12, c
2
22 = 0, c
0
22 = −
1
2
X01 x
2
1, K22 =
1
12
,
ck23 = 2x1 x2 −
1
2
(X1 x2 +X2 x1),
c123 = −
1
2
x21X12, c
2
23 = 0, c
0
23 = −
1
2
X01 x1, K23 =
1
8
, (41)
where we introduced Xij = Xi −Xj and X0 = 1. For C24 we directly obtain
C24 =
1
4
1
ε¯
−
1
2
∫
dS2 lnV (x1, x2),
1
ε¯
=
2
ε
− γ − lnπ, (42)
where γ = 0.577216 · · · is the Euler constant and d = 4− ǫ is the space-time dimensionality.
It is perhaps the right moment to summarize our strategy for tensor integrals. Clearly a decomposition
in form factors is always possible and, within our approach, the form factors are not plagued by the
appearance of inverse powers of Gram’s determinants. However, this is not exactly the way a calculation
should be organized since one has to profit from the strategy of the BT procedure by mapping all
integrals, for all topologies, into just one integral. Therefore, there is no need to perform a pre-reduction
in momentum space. Furthermore, in any realistic calculation, the denominators in Feynman diagrams
contain scalar products, e.g. q · p1 etc, and one has to benefit as much as possible from algebraic
simplification. However, this is not always the case because each of the external lines, say in our original
diagram, can split into other two (three) lines (we have in mind vector bosons that should be considered
as unstable particles and, therefore, always be attached to fermionic currents). In this case momenta will
appear that are not present in the propagators of the diagram and no simplification will occur. For this
reason, and for the reader’s convenience, we list all the form factors in the one-loop families.
4.3 C0 at O (ǫ)
A two-point function with the insertion of a counterterm, which is needed in a two-loop calculation,
is formally identical to a one-loop three-point function with one zero external momentum. Its expression
at O (ǫ) is needed and this follows from the BT algorithm quite nicely,
C0(d) = C0(4) + ǫC
(1)
0 +O
(
ǫ2
)
, (43)
C
(1)
0 = −
1
2
∫
dS2
[
lnV (x1, x2) +
1
2
ln2 V (x1, x2)
]
+
1
8
∫
dS1
2∑
i=0
(Xi −Xi+1) ln
2 V (î i+ 1), (44)
showing that it contains at most squares of logarithms of quadratic forms.
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4.4 Evaluation of C0 when B3 ≈ 0
When we are around the region where B3 = 0, Eq.(35) cannot be used and an alternative derivation
is needed. Actually there are two sub-cases to be discussed starting from the observation that C0 can be
written as
C0 =
∫
dS2
[
(x−X)tH (x−X) +B3
]−1−ǫ/2
. (45)
If B3 = 0 the integral of Eq.(45) is singular or regular depending on the values of X1,2.
4.4.1 The regular case: method I
If B3 = 0, but the condition
0 ≤ X2 ≤ X1 ≤ 1 (46)
is not fulfilled, there is no real singularity inside the integration domain I3; still we cannot apply the
standard BT techniques of Eq.(1). The integral in Eq.(31) is well defined through distortion of the contour
integration and there is no pinch inside I3. We use this regularity to write the following BT relations,
corresponding to B3 6= 0 and B3 = 0:[
1−
1
2 (µ + 1)
(x−X) ∂x
]
V µ+1(x1, x2) = B3 V
µ(x1, x2),[
1−
1
2 (µ + 1)
(x−X) ∂x
]
V µ+10 (x1, x2) = 0, (47)
with V = V0 +B3. Subtracting the two equations, we obtain:
V µ(x1, x2) =
[
1−
1
2 (µ + 1)
(x−X) ∂x
] V µ+1(x1, x2)− V µ+10 (x1, x2)
B3
. (48)
Note that this relation holds even in the case B3 ∼ 0. Since the point of coordinates xi = Xi is outside
I3, we can perform an integration by parts on both V and V0. The result is the following:
C0 =
1
B3
[∫
dS2 ln
V
V0
−
1
2
∫
dS1
2∑
i=0
(Xi −Xi+1) ln
V (î i+ 1)
V0(î i+ 1)
]
. (49)
All tensor integrals can be treated according to the same procedure. Note that the logarithms appearing
in Eq.(49) are of the form ln(1 + x) with small |x| and the corresponding values must retain full relative
precision, e.g. they must be computed with routines based on Chebyshev expansion.
4.4.2 The regular case: method II
Even if the method of Section 4.4.1 gives a compact result for the regular case, we derive another
expression for numerical checking of our results. Since C0 is not singular in the limit B3 → 0 we can
use a Taylor expansion of the integrand of Eq.(31) followed by a BT-algorithm corresponding to B3 = 0.
Therefore we have:
C0 =
∞∑
n=0
(−B3)
n
∫
dS2(X) (x
tH x)−n−1−ǫ/2 =
∞∑
n=0
C(n+ 1) (−B3)
n, (50)
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where we kept ǫ 6= 0 only where strictly needed and where we used Eq.(9). By using:∫
dS2(X)
[
1 +
1
2n + ǫ
x ∂x
]
V −n−ǫ/2(x1, x2) = 0. (51)
We observe that integration-by-parts is allowed since xi = 0 is outside the integration domain and derive,
after changing x into either x−X1 or x−X2,
C(n) =
∫
dS2(X)V
−n−ǫ/2(x1, x2) = −
1
2n− 2 + ǫ
∫
dS1
2∑
i=0
(Xi −Xi+1)V
−n−ǫ/2(T î i+ 1), (52)
where we employed X0 = 1 and X3 = 0, and we introduced shifted arguments, i.e. the three relevant
quadratic forms in x are
V (T 0̂ 1) ≡ Vc = V (1−X1, x−X2), V (T 1̂ 2) ≡ Va = V (x−X1, x−X2),
V (T 2̂ 3) ≡ Vb = V (x−X1,−X2), (53)
for which we write Vi = hi x
2+2 ki x+ li and introduce the standard BT factor, bi, i = a, b, c, and also the
BT co-factor, Xi, i = a, b, c. As long as all the bi are different from zero, the corresponding BT relations
hold. For the first term in the expansion we obtain:
C(1) =
1
2
∑
i=a,b,c
XLi
bi
[
C0;i(1) +
∫ 1
0
dx C1;i(1, x)
]
, (54)
C0;i(1) = −
1
4
[
Xi ln
2 Vi(0) + (1−Xi) ln
2 Vi(1)
]
, C1;i(1, x) = lnVi(x) +
1
4
ln2 Vi(x), (55)
where the leading coefficients are:
XLa = X1 −X2, X
L
b = X2, X
L
c = 1−X1, (56)
whereas for n > 1 we get
C(n) = −
1
4 (n− 1)2
∑
i=a,b,c
XLi
bi
[
C0;i(n) +
∫ 1
0
dx C1;i(n, x)
]
, (57)
C0;i(n) = (1−Xi)V
−n+1
i (1) +Xi V
−n+1
i (0), C1;i(1, x) = (2n − 3)V
−n+1
i (x). (58)
Now we can sum the series according to the well-known results:
∞∑
n=1
xn
n
= − ln(1− x),
∞∑
n=1
xn
n2
= Li2 (x) , (59)
where Li2 (x) is the standard dilogarithm [20], and obtain a novel representation for C0:
C0 =
1
2
∑
i=a,b,c
XLi
bi
[
C0;i +
∫ 1
0
dxC1;i
]
, (60)
C0;i = −
1
4
Xi
[
2Li2
(
−
B3
Vi(0)
)
+ ln2 Vi(0)
]
−
1
4
(1−Xi)
[
2Li2
(
−
B3
Vi(1)
)
+ ln2 Vi(1)
]
,
C1;i = ln
(
Vi(x) +B3
)
+
1
2
Li2
(
−
B3
Vi(x)
)
+
1
4
ln2 Vi(x). (61)
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The above derivation of the coefficients in the Taylor expansion, Eq.(52), assumes that all sub-leading
BT factors are non zero. C(n) of Eq.(52) is a combination of generalized two-point functions of Section 3;
if one of the bi ≈ 0 we still have to distinguish between two possibilities:
a) bi = 0 but −hi ≤ ki ≤ 0 (hi ≥ 0) is not fulfilled.
b) bi = 0 and −hi ≤ ki ≤ 0 (hi ≥ 0) is fulfilled.
In both cases we can apply the results of Section 3. So let us denote each term of Eq.(52) with
Ci(n) =
1
2n − 2 + ǫ
∫ 1
0
dx gi V
−n−ǫ/2
i (x), (62)
where gi = −Xi +Xi+1. The corresponding contribution to C0 will be
Ci0 =
∫ 1
0
dx gi V
−1−ǫ/2
i (x)
∞∑
n=0
(−B3)
n
2n + ǫ
V −ni (x). (63)
In evaluating the sum it is more convenient to isolate the leading term Ci0(n = 0) and consider the rest
separately. The latter becomes
[Ci0]rest =
1
2
gi
∞∑
n=1
(−B3)
n
n
∫ 1
0
dxV −n−1i (x) =
1
2
gi
2∑
l=1
(−1)lX li
|X li |
∞∑
n=1
(−B3)
n
n[
1
2
b
−1/2−n
i h
−1/2
i B(
1
2
, n+
1
2
)− |X li |
∫ 1
0
dxx2n (hiX
l
i
2
+ bi x
2)−n−1
]
, (64)
where X1i = −Xi and X2i = 1−Xi. The second series can be easily summed up, while for the first one
we have:
∞∑
n=1
(−B3/bi)
n
n
B(
1
2
, n+
1
2
) = π1/2
∞∑
n=0
(n+ 1/2) Γ (n+ 1/2)
(n+ 1)2 Γ (n+ 1)
(−κi)
n+1
= −π κi
∫ 1
0
dx (1 +
1
2
lnx) (1 + κi x)
−1/2, (65)
where we introduced κi = B3/bi. Finally we obtain:
[Ci0]rest = −
1
2
gi
2∑
l=1
(−1)lXli
|Xli|
∫ 1
0
dx
[
π κi
(bi hi)1/2
x+ x lnx
(1 + κi x2)1/2
−|Xli| (hiX
2
li + bi x
2)−1 ln
hiX
2
li + (bi +B3)x
2
hiX2li + bi x
2
]
. (66)
As we argued for the generalized two-point function, the divergent term for bi ≈ 0 cancels out if the
corresponding Xi is outside the interval [0, 1]. For the leading term, after an ǫ expansion, we have:
Ci0(n = 0) =
∫ 1
0
dx gi V
−1
i (x)
[1
ǫ
−
1
2
lnVi
]
,
2∑
i=0
∫ 1
0
dx gi V
−1
i = 0. (67)
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Note that the divergent term does not contribute to C0. In order to calculate the term C
i
0(n = 0), we
need the relevant part of C(1), i.e. the one corresponding to those values of i for which bi ≈ 0. The latter
contribution can be obtained by observing that, symbolically,
ǫ C(1) =
∑
B0(1 + ǫ/2); (68)
using Eq.(26) we expand the relevant generalized two-point function and derive an expression for C(1) by
equating the terms proportional to ǫ.
Also for the form factors we can derive a similar expansion. Consider the auxiliary function
C(n1, n2) =
∞∑
n=0
(−B3)
n
∫
dS2(X)
2∏
i=1
(xi +Xi)
ni (xtH x)−n−1−ǫ/2
=
∞∑
n=0
n1∑
l1=0
n2∑
l2=0
(
n1
l1
) (
n2
l2
)
Xn1−l11 X
n2−l1
2 C(n+ 1, l1, l2) (−B3)
n,
and the expansion is fully specified by
C(n, n1, n2) =
1
2− 2n+ n1 + n2
∫ 1
0
dx
{[
(x−X1)
n1 (x−X2)
n2 (X1 −X2)V
−n
a
− (x−X1)
n1 (−X2)
n2+1 V −nb + (x−X2)
n2 (1−X1)
n1+1 V −nc
}
. (69)
Combinations of these functions account for all form factors.
4.4.3 The singular case
If condition Eq.(46) is fulfilled then there is a pinch inside I3 and the integral in Eq.(31) is singular. In
order to minimize the number of terms in the solution we write
C0 =
∫
dS2 V
−1−ǫ/2(x1, x2) =
∫
dC2 V
−1−ǫ/2(x1, x2)−
∫ 1
0
dx1
∫ 1
x1
dx2 V
−1−ǫ/2(x1, x2)
=
∫
dC2 V
−1−ǫ/2(x1, x2)−
∫
dS2 V
−1−ǫ/2(x2, x1) = C
square
0 − C
comp
0 . (70)
Since the point xi = Xi is now internal to the integration domain the complementary C0 function will
be regular and can be computed according to the results of Section 4.4.1 and 4.4.2. A special case is
represented by 0 ≤ X2 = X1 ≤ 1 where both the original C0 and the complementary one are singular.
However, due to the symmetry of H, we easily obtain
C0 = C
comp
0 =
1
2
Csquare0 , for 0 ≤ X2 = X1 ≤ 1. (71)
Csquare0 is the integral over [0, 1]
2 which we rewrite by changing variables, x′i = xi −Xi, as
Csquare0 =
4∑
i=1
αi βi
∫
dC2
[
Qi(x1, x2) +B3
]−1−ǫ/2
, (72)
where
α1 = α2 = 1−X1, α3 = α4 = X1, β1 = β3 = 1−X2, β2 = β4 = X2, (73)
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and where the new quadrics are defined by
Q1 = Q((1−X1)x1 , (1−X2)x2), Q2 = Q((1−X1)x1 , −X2x2),
Q3 = Q(−X1x1 , (1−X2)x2), Q4 = Q(−X1x1 , −X2x2), (74)
with Q = xtH x. In general we define
Qi(x1, x2) = Ai x
2
1 +Bi x
2
2 + Ci x1 x2. (75)
In order the derive a Laurent expansion around B3 = 0 we introduce ρ3 = 1/B3 and perform a Mellin-
Barnes splitting as described in Section 2,
Csquare0 =
4∑
i=1
αi βi
2π i
∫ +i∞
−i∞
dsB(s, 1− s) ρ1−s3 Ci(s), Ci(s) =
∫
dC2Q
−s
i (x1, x2). (76)
Let us consider in detail the Ci-functions. We use a simple sector decomposition [13] to obtain
Ci =
[∫
dS2 +
∫
dS¯2
]
Q−si (x1, x2) =
∫
dC2 x
1−2 s
1 (Ai +Ci x2 +Bi x
2
2)
−s
+
∫
dC2 x
1−2 s
2 (Bi + Ci x1 +Ai x
2
1)
−s =
1
2 (1 − s)
2∑
j=1
Ci,j(s). (77)
For each of the Cij-functions we have a reduced quadratic form in one variable. Let us postpone for a
moment the problem of their evaluation. From Eq.(76) we obtain
Csquare0 =
1
2
4∑
i=1
2∑
j=1
αi βi
1
2π i
∫ +i∞
−i∞
ds
Γ (s) Γ (1− s)
1− s
ρ1−s3 Cij(s),
Cij(s) =
∫ 1
0
dx (hij x
2 + 2 kij x+ lij)
−s, (78)
and 0 < Re s < 1. Suppose that the corresponding BT factors,
bij = lij − k
2
ij/hij = α
2
i β
2
i det(H)/hij (79)
are not zero and that we are interested in the region of large |ρ3|. Then we close the integration contour
over the right-hand complex half-plane at infinity. The poles are at s = 1 (double) and at s = k+1 (single)
where k ≥ 1 is an integer. For Cij we use
Cij(s) =
1
bij
∫ 1
0
dx
[
1 +
1
2
x−Xij
s− 1
d
dx
]
Q1−sij (x),
Qij(x) = hij x
2 + 2 kij x+ lij , (80)
where Xij is the BT co-factor for Qij . In the limit s→ 1 we obtain
Cij(s) = Cij(1) + (s− 1) C
′
ij(1) +O
(
(s− 1)2
)
,
Cij(1) =
1
bij
∫ 1
0
dx
[
1−
1
2
(x−Xij)
d
dx
ln Qij(x)
]
,
C′ij(1) =
1
bij
∫ 1
0
dx
[
− ln Qij(x) +
1
4
(x−Xij)
d
dx
ln2 Qij(x)
]
. (81)
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Therefore the residue of the double pole at s = 1 is
Rij |s=1= Cij(1) ln ρ3 − C
′
ij(1). (82)
For the single poles at s = k + 1, k ≥ 1 we find that the residues are
Rij |s=k+1= −
(−1)k
k
B0(k + 1) ρ
−k
3 , (83)
where B0(k+1) is a generalized two-point function discussed in Section 3. With the help of Eqs.(78)–(83)
we obtain the full Laurent expansion.
Also for the form factors we can use the same strategy and write the auxiliary functions C(n1, n2) as
a combinations of Mellin-Barnes integrals∫ +i∞
−i∞
ds
Γ (s) Γ (1− s)
1− s+ (n1 + n2)/2
ρ1−s3 Cij(nj, s),
Cij(nj, s) =
∫ 1
0
dxxnj (hij x
2 + 2 kij x+ lij)
−s. (84)
The relevant poles are at s = k + 1, k ≥ 0 and there are two possibilities: if n1 + n2 = 2n then there
is a double pole for s = n + 1, otherwise, if n1 + n2 = 2n + 1, there is one additional, simple, pole at
s = n+ 3/2.
However, the secondary BT factors, bij , could be near to zero. Note that the bij coefficients are
sub-leading of a second type since bij = 0 should not be confused, in general, with the condition for
the occurence of a Landau singularity associated with a reduced diagram. Indeed, following Eq.(73) and
Eq.(79), they correspond to having 0 = X2 ≤ X1 ≤ 1 or 0 ≤ X2 ≤ X1 = 1 in the pinch singularity
and it is enough to select mi = m, ∀i in Eq.(33) to see that there is no correspondence with any of the
two-particle cuts. From Eq.(4) and Eq.(79) it is easily seen that for G3 = det(H) ∼ 0 we hace bij ∼ G
−3
3
so that G3 = 0 does not imply bij = 0.
bij = 0 alone is not yet a sign of instability because Cij will show a pinch singularity in [0, 1] only if
hij > 0 and −hij ≤ kij ≤ 0. If we are in this region for some pair ij then it is better to use another
expansion algorithm. From Eq.(76) we see that the total result is a sum of terms with the following
structure:
ρF (ρ) =
1
2π i
∫ +i∞
−i∞
ds
Γ (s) Γ (1− s)
s− 1
f(s) ρ1−s,
f(s) =
∫ 1
0
dx
[
h
(
x+
k
h
)2
+ b
]−s
=
∫ 1+α
α
dx(hx2 + b)−s, (85)
where α = k/h. With ρSL = 1/b we write
f(s) = ρs
SL
{∫ 1+α
0
−
∫ α
0
}
dx (1 + ρSL hx
2)−s. (86)
Introducing a second Mellin-Barnes splitting gives
F(ρ, ρSL) ≡ ρF (ρ) = −
2∑
n=1
(−1)n
ρ βn
2
1
(2π i)2
∫ +i∞
−i∞
ds dt
×
Γ (1− s) Γ (t) Γ (s− t)
(s− 1) (t − 1/2)
(ρSL
ρ
)s
(ρSL hβ
2
n)
−t, (87)
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with β1 = α and β2 = 1 + α. This representation is valid in the vertical strip 0 < Re t < Re s < 1 and
Re t < 1/2. Since we are interested in the region where both the leading B and the sub-leading b are
approaching zero, we close the t-contour over the right-hand complex half-plane at infinity with poles at
t = 1/2 and t = s+ k, k ≥ 0. We choose Re s > 1/2 and obtain
F(ρ, ρSL) ≡ ρF (ρ) =
2∑
n=1
(−1)n
ρ βn
2
1
2π i
∫ +i∞
−i∞
ds
Γ (1− s)
s− 1
(ρSL
ρ
)s
×
[
π1/2 Γ
(
s−
1
2
)
(hβ2n ρSL)
−1/2 +
∞∑
k=0
(−1)k+1
k !
Γ (s+ k)
s+ k − 1/2
(hβ2n ρSL)
−s−k
]
. (88)
F is naturally split into two parts:
F(ρ, ρSL) =
2∑
n=1
(−1)n
[
F
(n)
1 +
∞∑
k=0
(−1)k
k !
F
(n,k)
2
]
=
2∑
n=1
(−1)n
ρ βn
2
[
π1/2 (hβ2n ρSL)
−1/2 F1,n +
∞∑
k=0
(−1)k
k !
F2,n,k
]
. (89)
For the first part in Eq.(89) we introduce the new variable κ = ρSL/ρ and derive the following coefficient:
F1,n =
1
2π i
∫ +i∞
−i∞
ds
Γ (1− s) Γ (s− 1/2)
s− 1
κs. (90)
We close the contour over the left-hand complex half-plane at infinity. with poles at s = 1/2 − k, k ≥ 0,
obtaining
F1,n = −
∞∑
k=0
(−1)k
k !
Γ (k + 1/2)
k + 1/2
κ1/2−k = −κ1/2
∞∑
k=0
Γ2 (k + 1/2)
Γ (k + 3/2)
(−κ)−k
k !
= −2π κ1/2 2F1(
1
2
,
1
2
;
3
2
; −
1
κ
) = −2π1/2 κ ln
1 + (1 + κ)1/2
κ1/2
. (91)
As a consequence we have
F
(n)
1 = − sign (βn) π (
ρSL
h
)1/2 ln
ρ1/2 + (ρ+ ρSL)
1/2
ρ
1/2
SL
. (92)
For the second part in Eq.(89) the poles are at s = l+1, l ≥ 0 where l = 0 gives a double pole. We obtain
F2,n,k = −
Γ (k + 1)
k + 1/2
(hβ2n)
−k−1 ρ−1 ρ−k
SL
[
−
1
k + 1/2
+ γ + ψ(k + 1)− ln(hβ2n ρ)
]
−
∞∑
l=1
(−1)l
l !
Γ (k + l + 1)
l (k + l + 1/2)
(hβ2n)
−k−l−1 ρ−l−1 ρ−kSL . (93)
Substituting back into Eq.(76) gives the requested result.
There is another situation that requires particular care: consider a quadratic form hx2+2 k x+ l and
suppose that b 6= 0 but that l ≈ 0 or that, equivalently h + 2 k + l ≈ 0. The solution that amounts to
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iterate the BT procedure for f(k) is unstable because of the surface terms in the integration by parts. In
this case we take the Mellin-Barnes transform of the integrand and write
f(s) =
1
2π i
∫ +i∞
−i∞
dtB(t , s− t)Ls−t
∫ 1
0
dxx−t (2 k + hx)−t
=
1
2π i
∫ +i∞
−i∞
dtB(t , s− t)Ls−t
(2 k)−t
1− t
2F1(t , 1− t ; 2− t ; −
h
2 k
), (94)
where L = 1/l and 0 < Re t < Re s < 1. Therefore we obtain
F(ρ, L) ≡ ρF (ρ) = −
ρ
(2π i)2
∫ +i∞
−i∞
ds dt
Γ (1− s) Γ (t) Γ (s− t)
(s − 1) (t− 1)
×
(L
ρ
)s
(2 k L)−t 2F1(t , 1− t ; 2− t ; −
h
2 k
). (95)
For large | L | we close the t−integration contour over the right-hand complex half-plane at infinity with
poles at t = 1 and t = s+ n. We get
F(ρ, L) = −
ρ
(2π i)2
∫ +i∞
−i∞
ds
Γ (1− s)
s− 1
(L
ρ
)s [
−Γ (s− 1) (2 k L)−1 +
∞∑
n=0
(−1)n
n !
Γ (s+ n− 1)
× (2 k L)−s−n 2F1(s+ n , 1− s− n ; 2− s− n ; −
h
2 k
)
]
. (96)
For the first term we write
1
2π i
∫ +i∞
−i∞
ds
Γ (1− s) Γ (s− 1)
s− 1
(L
ρ
)s
=
∞∑
n=1
1
n2
(
−
L
ρ
)1−n
= −
L
ρ
Li2
(
−
ρ
L
)
, (97)
where we closed the s−integration contour over the left-hand complex half-plane at infinity, with poles
at s = 1− n, n ≥ 1. For the second term we need special cases of the hypergeometric function [12]:
2F1(−n , 1 + n ; 2 + n ; z) =
1
(2 + n)n
(1− z
z
)n+1 dn
dzn
[z2n+1
1− z
]
. (98)
4.5 A new integral representation for C0
It is very important to derive our results, for all kinematical regions, in more than one form in order
to be able to provide reliable cross-checks. For this reason we derived another representation for C0, to
be used when the BT coefficient B3 vanishes and the integral is singular. Starting from Eq.(75) a sector
decomposition of the square [0, 1]2 gives
Csquare0 =
4∑
i=1
αi βi
(∫
dS2 +
∫
dS¯2
) [
Qi(x1, x2) +B3
]−1−ǫ/2
=
4∑
i=1
2∑
j=1
αi βi
∫
dC2 x2
[
x22Qij(x1) +B3
]−1−ǫ/2
, (99)
where we introduced Qi1(x1) = Qi(x1, 1) and Qi2(x1) = Qi(1, x1). They have the following form:
Qij(x1) = hij x
2
1 + 2 kij x1 + lij . Note that, according to the i δ prescription, the following replace-
ment must always be understood: Qij, B3 → Qij, B3 − i δ. Now we use the results of Appendix A: the
coefficients in the corresponding master integral are:
a = Qij(x1), b = B3, α = 1 + ǫ/2, β = 1. (100)
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Therefore we obtain:
Csquare0 =
4∑
i=1
2∑
j=1
αi βi
∫ 1
0
dx1
{
1
ǫ
B
−ǫ/2
3 Q
−1
ij (x1)−
∫ 1
0
dx2 x
−1+ǫ
2 Q
−1−ǫ/2
ij (x1, x2)
}
,
Qij(x1, x2) = Qij(x1) +B3 x
2
2. (101)
If the factors bij = lij − k
2
ij/hij = α
2
i β
2
i det(H)/hij , corresponding to the quadratic forms Qij(x1), are
different from zero we apply the following BT relations:
Q−1ij (x) =
1
bij
[
1−
1
2
(
x+
kij
hij
)
∂x lnQij(x)
]
, (102)
Qµ−1ij (x1, x2) =
1
bij
{
1−
1
2µ
[(
x1 +
kij
hij
)
∂x1 + x2 ∂x2
]}
Qµij(x1, x2). (103)
Let us introduce new auxiliary variables: ζij1 = −kij/hij and ζij2 = 1 + kij/hij to obtain a compact
result:
Csquare0 =
4∑
i=1
2∑
j=1
αi βi
8 bij
Cij, (104)
Cij = 2 lnB3
[
−
∫ 1
0
dx1 lnQij(x1) + ζij2 lnQij(1) + ζij1 lnQij(0)− 2
]
− 4
∫ 1
0
dx1
∫ 1
0
dx2
(
lnQij(x1, x2)
x2
)
+
+
∫ 1
0
dx1
[
ln2Qij(x1) + 4 lnQij(x1, 1)
]
+4
∫ 1
0
dx2
[
ζij2
(
lnQij(1, x2)
x2
)
+
+ ζij1
(
lnQij(0, x2)
x2
)
+
]
− ζij2 ln
2Qij(1)− ζij1 ln
2Qij(0).
(105)
All the Qij and B3 are given a −iδ. The ‘+’-distribution is defined, as usual, by its action on a generic
test function f(x): ∫ 1
0
dx
(f(x)
x
)
+
=
∫ 1
0
dx
f(x)− f(0)
x
. (106)
If instead some bij approaches zero we must repeat the procedure. This can be achieved if we start from
Eq.(101) and change variables according to x1 → x1 − kij/hij . Then we decompose the x1 integration
interval and remap each piece into the unit square; the result is
Csquare0 =
4∑
i=1
2∑
j=1
2∑
l=1
αi βi ζijl
∫ 1
0
dx1
{
1
ǫ
B
−ǫ/2
3
[
hij ζ
2
ijl x
2
1 + bij − iδ
]−1
−
∫ 1
0
dx2 x
−1+ǫ
2
[
hij ζ
2
ijl x
2
1 +B3 x
2
2 + bij
]−1−ǫ/2}
, (107)
where the replacement bij, hij → bij , hij − i δ is also understood. Now we apply the result of Appendix A
to both integrals, deriving
Csquare0 =
4∑
i=1
2∑
j=1
2∑
l=1
αi βi ζijl
{
π
2 ǫ
(hij ζ
2
ijl)
−1/2B−ǫ/23 b
−1/2
ij
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−
1
2
B
(
1
2
,
1
2
+
ǫ
2
)
(hij ζ
2
ijl)
−1/2
∫ 1
0
dx2 x
−1+ǫ
2
[
B3 x
2
2 + bij
]−1/2−ǫ/2
−
1
ǫ
B
−ǫ/2
3
∫ 1
0
dx1
[
hij ζ
2
ijl + bij x
2
1
]−1
+
∫ 1
0
dx1
∫ 1
0
dx2 x
ǫ
1 x
−1+ǫ
2
[
hij ζ
2
ijl +
(
B3 x
2
2 + bij
)
x21
]−1−ǫ/2}
. (108)
The first three terms in Eq.(108) are divergent for B3 ∼ bij ∼ 0. The second integral depends only on
the ratio
κij =
B3 − iδ
bij − iδ
, (109)
so that, when we apply the master formula of Appendix A, the result is∫ 1
0
dx2 x
−1+ǫ
2
[
B3 x
2
2 + bij
]−1/2−ǫ/2
=
1
2
b
−1/2
ij B
−ǫ/2
3 B
(
ǫ
2
,
1
2
)
−
∫ 1
0
dx2
[
bij x
2
2 +B3
]−1/2−ǫ/2
. (110)
Note that the first term in Eq.(110) cancels the first term of Eq.(108):
Csquare0 =
4∑
i=1
2∑
j=1
2∑
l=1
αi βi ζijl
{
−
1
ǫ
B
−ǫ/2
3
∫ 1
0
dx1
[
hij ζ
2
ijl + bij x
2
1
]−1
+
1
2
B
(
1
2
,
1
2
+
ǫ
2
)
(hij ζ
2
ijl)
−1/2
∫ 1
0
dx2
[
bij x
2
2 +B3
]−1/2−ǫ/2
+
∫ 1
0
dx1
∫ 1
0
dx2 x
ǫ
1 x
−1+ǫ
2
[
hij ζ
2
ijl +
(
B3 x
2
2 + bij
)
x21
]−1−ǫ/2}
. (111)
Using this intermediate result we can apply the BT procedure to increment the power of the quadratic
forms in the first and in the last integrals while the second one can be calculated analytically. Finally a
Laurent expansion around ǫ = 0 is performed giving:
Csquare0 =
1
2
4∑
i=1
2∑
j=1
2∑
l=1
αi βi ζijl
[
Csquare0,ijl +
∫
dS1 C
square
1,ijl +
∫
dS2 C
square
2,ijl
]
, (112)
Csquare0,ijl = π (hij ζ
2
ijl)
−1/2 b−1/2ij ln
1 + (1 + κij)
1/2
κ
1/2
ij
+
1
hij ζ2ijl
[
lnB3
(
1−
1
2
lnPijl(1, 0)
)
+
1
4
ln2 Pijl(1, 0)
]
,
Csquare1,ijl =
1
hij ζ2ijl
[
1
2
lnB3 lnPijl(x, 0) −
1
4
ln2
Pijl(x, 0)
x2
−
(
lnPijl(1, x)
x
)
+
]
,
Csquare2,ijl =
1
hij ζ
2
ijl
(
lnPijl(x1, x2)
x2
)
+
, (113)
where we introduced the new quadratic form:
Pijl(x1, x2) = hij ζ
2
ijl + bij x
2
1 +B3 x
2
2 − iδ. (114)
Note that the poles in ǫ cancel out in Eq.(112), as expected.
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5 Infrared divergent C0
Before discussing the general classification of IR divergent configurations for the three-point function,
we consider a specific example, namely p21 = −m
2
1, p
2
2 = −m
2
3 and m2 = 0 (see Fig. 2). We obtain
CIR0 ≡ C0(Q
2,−m21,−m
2
3 ; m1, 0,m3) =
∫
dC2 x
−1−ǫ
1 χ
−1−ǫ/2(x2) = −
1
ǫ
∫ 1
0
dxχ−1−ǫ/2(x), (115)
where we introduced
χ(x) = −Q2 x2 + (Q2 +m23 −m
2
1)x+m
2
1, Q
2 = (p1 + p2)
2. (116)
In this case the sector decomposition is trivial. The BT factor and co-factor associated to the quadratic
form of Eq.(116) are
Bth =
1
4Q2
λ(−Q2,m21,m
2
3), X =
1
2
Q2 +m23 −m
2
1
Q2
. (117)
and Bth = 0 at the normal(pseudo)-threshold of C0. In the following we discuss the various cases under
which Eq.(115) can be classified.
5.1 Bth 6= 0
As long as Bth 6= 0 it is possible to apply the standard BT procedure; we derive
CIR0 = −
1
Bth ǫ
∫ 1
0
dx
[
1 +
1
ǫ
(x−X)
d
dx
] [
1−
ǫ
2
lnχ(x) +
ǫ2
8
ln2 χ(x) +O
(
ǫ3
)]
=
1
Bth
(Cres0
ǫ
+ Cfin0 +O (ǫ)
)
, (118)
where the infrared residue and the finite part are
Cres0 = −1 +
1
2
(1−X) lnχ(1) +
1
2
X lnχ(0)−
1
2
∫ 1
0
dx lnχ(x),
Cfin0 = −
1
8
(1−X) ln2 χ(1) +
1
8
X ln2 χ(0) +
1
2
∫ 1
0
dx
[
lnχ(x) +
1
4
ln2 χ(x)
]
. (119)
5.2 Infrared configuration and Bth ≈ 0
If Bth ≈ 0 then we introduce h = −Q
2 and write
CIR0 = −
1
ǫ
∫ 1−X
−X
dx (hx2 +Bth)
−1−ǫ/2. (120)
and consider three sub-cases: from Eq.(117) we see that Bth = 0 only ifQ
2 < 0, i.e. for −Q2 = (m1±m3)
2.
Note that, in this case, we have X = m1/(m1 ±m3).
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5.2.1 0 ≤ X ≤ 1
Suppose that 0 ≤ X ≤ 1 so that the configuration is actually singular at Bth = 0. This corresponds to the
normal threshold Q2 = −(m1 +m3)
2. Introducing a Mellin-Barnes splitting, as described in Section 2,
and performing the x-integration gives
CIR0 =
1
2 ǫ
1
2π i
∫ + i∞
− i∞
ds
Γ (−s) Γ (s+ 1 + ǫ/2)
Γ (1 + ǫ/2) (s+ 1/2 + ǫ/2)
× (h− i δ)−s−1−ǫ/2 (Bth − i δ)s
[
(1−X)−1−2 s−ǫ +X−1−2 s−ǫ
]
, (121)
with −1− ǫ/2 ≤ Re s ≤ −1/2− ǫ/2. Note that we explicitly indicated the infinitesimal imaginary parts.
Since we are interested in the behavior for Bth → 0 the s contour can be closed over the right-hand
complex half-plane at infinity, with poles at s = −1/2 − ǫ/2 and at s = k, k ≥ 0. The residue at
s = −1/2− ǫ/2 is
R(s = −
1 + ǫ
2
) =
π
h1/2
(Bth − i δ)
−1/2
{
−
1
ǫ
+
1
2
[
ln(Bth − i δ) + ψ(1) − ψ(
1
2
)
]}
. (122)
At s = k we have instead
R(s = k) =
(−1)k
k + 1/2
h−k−1Bkth
∑
a=X,1−X
R(a) a−1−2 k
R(a) =
{ 1
2 ǫ
−
1
4
[ 1
k + 1/2
+ ln(h− i δ) + 2 ln a+ ψ(1) − ψ(k + 1)
]}
. (123)
Finally, we present the last two sub-cases.
5.2.2 X < 0 or X > 1
In these cases, corresponding to the pseudo-threshold Q2 = −(m1 −m3)
2, we will write
CIR0 = −
1
ǫ
[
θ(−X)− θ(X − 1)
] [∫ |1−X|
0
dx−
∫ |X|
0
dx
]
(hx2 +Bth)
−1−ǫ/2. (124)
Suppose that X < 0, after the Mellin-Barnes splitting we obtain
CIR0 =
1
2 ǫ
1
2π i
∫ + i∞
− i∞
ds
Γ (−s) Γ (s+ 1 + ǫ/2)
Γ (1 + ǫ/2) (s+ 1/2 + ǫ/2)
× (h− i δ)−s−1−ǫ/2 (Bth − i δ)s
[
(1−X)−1−2 s−ǫ − (−X)−1−2 s−ǫ
]
. (125)
There is no pole at s = −1/2 − ǫ/2 but only poles at s = k, k ≥ 0 with residues
R(s = k) =
(−1)k
k + 1/2
h−k−1Bkth
[
(1−X)−1−2 kR(1−X)− | X |−1−2 k R(| X |), (126)
with a similar result if X > 1. R is defined in Eq.(123).
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5.3 IR configurations and Landau equations
The study of the Landau equations for a given diagram is the most elegant way to classify its infrared
divergent configurations. Again we refer to the one-loop vertex for illustration. The Landau equations
are
α1 (q
2 +m21) = 0, α2 ((q + p1)
2 +m22) = 0, α3 ((q + p1 + p2)
2 +m23) = 0, (127)
α1 qµ + α2 (q + p1)µ + α3 (q + p1 + p2)µ = 0. (128)
A solution will be the leading singularity if it corresponds to αi 6= 0,∀i. Next we multiply Eq.(128) by
q, p1 and p2 respectively to obtain an homogeneous system of three equations where, moreover, we use
q2 = −m21 etc, from Eq.(127). A necessary and sufficient condition to have a proper solution, i.e. not all
the αi = 0, requires the determinant of coefficients to be zero, thus fixing a relation between internal and
external masses. Any configuration that satisfy this constraint is a Landau singularity for the diagram
which, however, does not necessarily imply that the diagram itself diverges at that configuration.
Suppose that we consider the following case: p21,2 = −m
2,m1,3 = m and m2 = 0. It is easily found
that this configuration is a Landau singularity. The question is however of which kind. Let us insert the
above values into the homogeneous system, what we obtain is
m2 α1 + (
1
2
Q2 +m2)α3 = 0, (
1
2
Q2 +m2)α1 +m
2 α3 = 0. (129)
First of all we observe that it is not either α1 = 0 or q
2 = −m21, etc; it can be both. Secondly, our
configuration, where Q2 = (p1 + p2)
2 is unconstrained, is a singularity. Finally there is a special case
of the general configuration discussed (Q2 free) which is even more singular giving, in the infrared case,
the true leading Landau singularity. To have α1,3 6= 0 we must require Q
2 = −4m2 which gives, in
the annihilation channel, the well-known threshold singularity on top of the infrared one. This condition
emerges also from the following argument: inserting p21,2 = −m
2 in the condition to have a proper solution
one obtains
m22Q
2 = 0, and m22 (m
2
2 −Q
2 − 4m2) = 0, (130)
In a certain sense the constraint Q2 = − 4m2 is buried inside the anomalous threshold condition. In other
words, that all the propagators in a diagram are on-shell and that the consistency relation is satisfied
does not necessarily imply that all αi are different from zero: the infrared case is a clear example. Note
the presence of a potential singularity also at Q2 = 0 which, however, is not physical, i.e. not on the
physical Riemann sheet. The latter fact can be seen by inspecting the explicit analytic result,
CIR0 =
2
β Q2
ln
β + 1
β − 1
1
ǫ
+ IR finite, β2 = 1 + 4
m2
Q2
. (131)
Our strategy in the general classification of infrared divergent configurations, diagram by diagram, will be
to assume a certain number of zero internal masses with at least one unconstrained external momentum.
Then we fix the remaining parameters to satisfy the consistency relation for the Landau equations.
Finally, we return to the original set of Landau equations and look for additional constraints that are
necessary in order to arrive to the true leading singularity. The presence of a threshold-like singularity
on top of the infrared poles is the sign that, after extracting these poles, we still have complications for
the residual integrations that cannot be solved with naive methods.
For C0 and arbitrary masses we look for a solution of the homogeneous system of the three Landau
equations in a situation where Q2 is not constrained (due to the symmetry of the problem it is sufficient
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to consider Q2). The condition to have a proper solution is a quadratic equation in Q2 with m22 as the
coefficient of Q4; therefore we require m2 = 0, after which we obtain the following condition:
(p21 +m
2
1) (p
2
2 +m
2
3)Q
2 −
[
(p21 +m
2
1)− (p
2
2 +m
2
3)
] [
m21 (p
2
2 +m
2
3)−m
2
3 (p
2
1 +m
2
1)
]
= 0, (132)
requiring p21 = −m
2
1 and p
2
2 = −m
2
3, i.e. the configuration that we already discussed. If we substitute
back into the Landau equations we obtain
2m21 α1 + (Q
2 +m21 +m
2
3)α3 = 0,
(Q2 +m21 +m
2
3)α1 + 2m
2
3 α3 = 0, (133)
so that the leading singularity, i.e. all α’s different from zero, is obtained for
λ(−Q2,m21,m
2
3) = 0 ≡ B3 = 0, (134)
which clarifies once more the physical meaning of the BT factor.
6 Four-point functions (D-family)
m3
m2
m1
m4
p1
p2 p3
p4
Figure 3: The one-loop, four-point Green function of Eq.(135). All momenta are flowing inwards.
The generic, scalar, box (see Fig. 3) is given by
D0 =
∫
dS3 V
−2−ǫ/2(x1, x2, x3), V (x) = xtH x+ 2Kt x+ L, (135)
where Hij = − pi · pj, L = m
2
1 and where
K1 = −
1
2
(m21 −m
2
2 − p1 · p1), K2 = −
1
2
(m22 −m
2
3 − 2 p1 · p2 − p2 · p2),
K3 = −
1
2
(m23 −m
2
4 − 2 p1 · p3 − 2 p2 · p3 − p3 · p3). (136)
We are now in a position to write the answer for the case B4 6= 0.
6.1 Evaluation of D0 when B4 6= 0
If we are away from B4 = L−K
tH−1K = 0 we can apply a BT iteration obtaining
B4D0 = −
1
2
∫
dS3 V
−1−ǫ/2(x1, x2, x3) +
1
2
∫
dS2
3∑
i=0
(Xi −Xi+1)V
−1−ǫ/2(î i+ 1), (137)
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where X = −KtH−1 and, moreover, X0 = 1,X4 = 0. Contractions are defined as before with
0̂ 1 = (1, x1, x2), 3̂ 4 = (x1, x2, 0), (138)
etc. Therefore D0(d = 4) is a combination of a non-contracted term which can be seen as D0(d = 6)
and of four pinches which can be represented as the triangles arising when we shrink a line of the box to
a point. The latter are three-point functions that can be treated according to the results of Section 4.
Furthermore, if B4 6= 0, D0(d = 6) can be treated with a second BT iteration giving rise to logarithms,
B4D0(d = 6) =
∫
dS3 V
−1−ǫ/2(x1, x2, x3) =
∫
dS3
[3
2
lnV (x1, x2, x3) + 1
]
−
1
2
∫
dS2
3∑
i=0
(Xi −Xi+1) lnV (î i+ i). (139)
Note that each three-point function will have, after the second iteration, its own sub-leading BT coeffi-
cient. As long as B4 6= 0, the case where some or all of the sub-leading B are zero is fully covered by the
results of Section 4. Similarly to Eq.(36), the case of G4 = det(H) = 0 reduces D0 to a combination of
four C0 functions.
6.2 Form factors in the D-family
Also form factors can be written in a compact way by using the functions
Dn1,n2,n3 =
∫
dS3 x
n1
1 x
n2
2 x
n3
3 V
−2−ǫ/2(x1, x2, x3),
Ci(ĵ j + 1) =
∫
dS2 xi V
−1−ǫ/2(ĵ j + 1). (140)
Here we give one explicit example,
B4D100 =
1
2
X1D0(d = 6)−D100(d = 6) +
1
2
[
(1−X1)C0(0̂ 1) +
3∑
i=1
(Xi −Xi+1) C1(î i+ 1)
]
,
(141)
where the d = 6 component gives
B4D100(d = 6) =
∫
dS3
[
(2x1 −
1
2
X1) lnV (x1, x2, x3) + x1
]
−
1
2
∫
dS2
[
(1−X1) lnV (0̂ 1) +
3∑
i=1
(Xi −Xi+1)x1 lnV (î i+ 1)
]
.
(142)
Suppose now that B4 ≈ 0: an alternative derivation for D0 is needed. However, we first consider an
extension of Eq.(139).
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6.3 D0 at O (ǫ)
A three-point function with the insertion of a counterterm, which is needed in a two-loop calculation,
is formally identical to a one-loop four-point function with one zero external momentum. Its expression
at O (ǫ) is needed and this follows from the BT algorithm quite nicely,
D0(d) = D0(4) + ǫD
(1)
0 +O
(
ǫ2
)
. (143)
We obtain
16B4D
(1)
0 =
1
B4
∫
dS3 I3 +
∫
dS2
[ IA2
B4
− 2
∑
i=w,s,e,n
di I
B
2i
B3i
]
+
∑
i=w,s,e,n
∑
j=r,g,b
di dij
B3i
∫
dS1 I1ij , (144)
where the integrand is given by
I3 = 2 + 22 lnV (x1, x2, x3) + 3 ln
2 V (x1, x2, x3), (145)
IA2 = −
∑
i=w,s,e,n
di
[
6 lnVi(x1, x2) + ln
2 Vi(x1, x2)
]
, (146)
IB2i = 1 + 4 lnVi(x1, x2) + ln
2 Vi(x1, x2), I1ij = 2 lnVij(x1) + ln
2 Vij(x1), (147)
where we introduced the quadratics
Vw = V (x1, x1, x2), Vs = V (x1, x2, x2), Ve = V (x1, x2, 0), Vn = V (1, x1, x2), (148)
Vir = Vi(x1, x1), Vig = Vi(x1, 0), Vib = Vi(1, x1), (149)
and the auxiliary factors
dw = X1 −X2, ds = X2 −X3, de = X3, dn = 1−X1, (150)
dir = Xi1 −Xi2, dig = Xi2 dib = 1−Xi1. (151)
In the last equation Xi and Xij are the BT co-factors of the corresponding quadratics defined by
Eqs.(148)–(149).
6.4 Evaluation of D0 when B4 ≈ 0 and D0 is regular
This is the case when B4 → 0 but the condition 0 < X3 < X2 < X1 < 1 is not fulfilled, i.e. the point
of coordinates Xi is outside the original simplex. Thus D0 is regular and the integration hyper-contour
can be distorted to avoid the zeros of V without pinches. Two methods will be introduced to cover this
case.
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6.4.1 Method I
We proceed analogously to the case of C0. First of all we define V0(x1, x2, x3) = V (x1, x2, x3) − B4 and
write down the BT relations corresponding to B4 6= 0 and B4 = 0:[
1 +
1
2 + ǫ
(x−X) ∂x
]
V −1−ǫ/2(x1, x2, x3) = B4 V −2−ǫ/2(x1, x2, x3),[
1 +
1
2 + ǫ
(x−X) ∂x
]
V
−1−ǫ/2
0 (x1, x2, x3) = 0. (152)
Then we sum each side of the two equations and integrate by parts, obtaining:
D0 = −
1
2
∫
dS3B
−1
4 V
−1−ǫ/2(x1, x2, x3) |sub +
1
2
∫
dS2
3∑
i=0
(Xi −Xi+1)B
−1
4 V
−1−ǫ/2(î i+ 1) |sub,
(153)
where V µ|sub = V
µ − V µ0 . The twofold integrals are nothing but differences of three-point functions
that can be easily treated according to the results obtained for C0 in Section 4. For the first integral of
Eq.(153) we set ǫ = 0 and apply again the BT algorithms:
1−
1
2
(x−X) ∂x lnV (x1, x2, x3) = B4 V
−1(x1, x2, x3),
B4
[
1 +
1
2
(x−X) ∂x
]
V −10 (x1, x2, x3) = 0,
1−
1
2
(x−X) ∂x lnV0(x1, x2, x3) = 0. (154)
By summing the first two equations and by subtracting the last one, we get:
B−14 V
−1(x1, x2, x3) |sub= −
1
2
(x−X) ∂x
(
lnV (x1, x2, x3)
B24
)
++
, (155)
where we introduced the ’++ distribution’(
lnV (x1, x2, x3)
B24
)
++
≡
lnV (x1, x2, x3)− lnV0(x1, x2, x3)−B4 V
−1
0 (x1, x2, x3)
B24
. (156)
Now another integration by parts is performed and we obtain:∫
dS3B
−1
4 V
−1(x1, x2, x3) |sub=
3
2
∫
dS3
(
lnV (x1, x2, x3)
B24
)
++
(157)
−
1
2
∫
dS2
3∑
i=0
(Xi −Xi+1)
(
lnV (î i+ 1)
B24
)
++
. (158)
In the twofold integral the ’++’ distribution contains terms such as V −10 (î i+ 1) which are three-point
functions with ǫ = 0 and can be calculated in the usual way. In the first integral we have V −10 (x1, x2, x3)
which can be reduced again to a sum of three-point functions:∫
dS3 V
−1
0 (x1, x2, x3) =
∫
dS2
3∑
i=0
(Xi −Xi+1)V
−1
0 (î i+ 1). (159)
This result is obtained by using the second relation of Eq.(154) together with an integration by parts.
An analogous procedure can be derived for tensor integrals.
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6.4.2 Method II
Also for the four-point function another method is available. First of all we perform a Taylor expansion
around B4 = 0 in Eq.(135):
D0 =
∫
dS3(X)
[
xtH x+B4
]−2−ǫ/2
=
∞∑
n=0
(n+ 1)D(n+ 2) (−B4)
n, (160)
and then we use the BT relation [
1 +
x ∂x
2n+ ǫ
]
(xtH x)−n−ǫ/2 = 0. (161)
In this way, an arbitrary coefficient in the Taylor expansion in B4 can be reduced to a twofold integral
to be treated according to a standard BT algorithm. There will be several new quadratic forms to be
introduced, in two and one variables. We obtain the following form for the coefficients
D(n) =
∫
dS3(X) (x
tH x)−n−ǫ/2 =
1
3− 2n
3∑
i=0
XLi
∫
dS2Q
−n−ǫ/2(T î i+ 1), (162)
where XLi = Xi −Xi+1 and the quadratic forms Q(T î i+ 1) are
Q(T 0̂ 1) ≡ Q0 = Q(1−X1, x1 −X2, x2 −X3),
Q(T 1̂ 2) ≡ Q1 = Q(x1 −X1, x1 −X2, x2 −X3),
Q(T 2̂ 3) ≡ Q2 = Q(x1 −X1, x2 −X2, x2 −X3),
Q(T 3̂ 4) ≡ Q3 = Q(x1 −X1, x2 −X2,−X3). (163)
In general we will write Qi = x
tHi x + 2K
t
i x+ Li and introduce corresponding sub-leading BT factors
Bi = Li −K
t
i H
−1
i Ki and co-factors Xi = −K
t
i H
−1
i with element Xij (j = 1, 2). A second iteration will
bring into the result quadratic forms in one variable,
Qi,0(x) = Qi(1, x), Qi,1(x) = Qi(x, x), Qi,2(x) = Qi(x, 0), (164)
which are written as Qij(x) = hij x
2 + 2 kij x + lij and also have a sub-sub-leading BT factor bij =
lij − k
2
ij/hij and a co-factorXij . By applying again the BT procedure we finally obtain for D(2)
D(2) =
1
4
3∑
i=0
2∑
j=0
XLi X
L
ij
Bi bij
[
D0,ij(2) +
∫ 1
0
dxD1,ij(2)
]
, (165)
D0,ij(2) =
(
1 +
kij
hij
)
lnQij(1)−
kij
hij
lnQij(0) − 2, D1,ij(2) = − lnQij(x), (166)
while for n 6= 2
D(n) =
1
(3− 2n) (n − 1)
3∑
i=0
XLi
Bi
[
D0,i(n) +
∫ 1
0
dxD1,i(n) +
∫
dS2D2,i(n)
]
, (167)
D0,i(n) =
1
4 (n − 2)
2∑
j=0
XLij
bij
[(
1 +
kij
hij
)
Q−n+2ij (1) −
kij
hij
Q−n+2ij (0)
]
, (168)
28
D1,i(n) =
1
4 (n− 2)
2∑
j=0
XLij
(2 (n − 2)
Bi
+
2n− 5
bij
)
Q−n+2ij (x), D2,i(n) =
n− 3
Bi
Q−n+2i (x1, x2). (169)
Now we can sum the series according to well-known results:
∞∑
n=1
xn =
x
1− x
,
∞∑
n=1
xn
n
= − ln(1− x),
∞∑
n=1
xn
(2n+ 1)n
= −
∫ 1
0
dy ln(1− x y2), (170)
and obtain:
D0 = D(2) +
3∑
i=0
XLi
Bi
[
D0,i +
∫ 1
0
dxD1,i +
∫
dS2D2,i
]
, (171)
where
D0,i =
1
4
2∑
j=0
XLij
bij
∫ 1
0
dy
[(
1 +
kij
hij
)
ln
Qij(1) +B4 y
2
Qij(1)
−
kij
hij
ln
Qij(0) +B4 y
2
Qij(0)
]
,
D1,i =
1
4
2∑
j=0
XLij
[( 1
Bi
+
1
bij
)
ln
Qij(x) +B4
Qij(x)
−
( 1
Bi
+
2
bij
) ∫ 1
0
dy ln
Qij(x) +B4 y
2
Qij(x)
]
,
D2,i(n) =
1
2Bi
[
B4
Qi(x1, x2) +B4
−
3
2
ln
Qi(x1, x2) +B4
Qi(x1, x2)
+
3
2
∫ 1
0
dy ln
Qi(x1, x2) +B4 y
2
Qi(x1, x2)
]
. (172)
In the twofold integral we still have a polynomial with a negative power; it is possible to increment the
power of the latter by employing the BT relation:
(Bi +B4) (Qi +B4)
−1 = 1−
1
2
(x−Xi) ∂x ln(Qi +B4). (173)
The usual integration by parts gives:∫
dS2 (Qi +B4)
−1 =
1
2 (Bi +B4)
[
1 + 2
∫
dS2 ln(Qi +B4)−
2∑
j=0
XLij
∫
dS1 ln(Qij +B4)
]
. (174)
In this way all coefficients in Eq.(160) are explicitly computed. We can treat form factors with the same
procedure; indeed the auxiliary functions
D({n}) =
∫
dS3
3∏
i=1
xnii V
−2−ǫ/2(x1, x2, x3), (175)
become linear combinations of
D(n, n1, n2, n3) =
1
3− 2n + n1 + n2 + n3
∫
dS2
×
{
(x1 −X2)
n2 (x2 −X3)
n3 (1−X1)
n1+1Q−n0 (x1, x2)
+ (x1 −X1)
n1 (x1 −X2)
n2 (x2 −X3)
n3 (X1 −X2)Q
−n
1 (x1, x2)
+ (x2 −X2)
n2 (x2 −X3)
n3 (x1 −X1)
n1 (X2 −X3)Q
−n
2 (x1, x2)
− (x1 −X1)
n1 (x2 −X2)
n2 (−X3)
n3+1Q−n3 (x1, x2)
}
, (176)
which are form factors of the C-family.
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6.4.3 Sub-leading behavior
The above derivation assumes that the sub-leading BT factors are not zero. If this is the case we start
from the fact that D0 is a sum of terms of the form
Di0 = −
∞∑
n=0
n+ 1
2n + 1
(−B4)
n
∫
dS2 qiQ
−n−2
i , (177)
with qi constant. When Bi ≈ 0 we cannot apply the BT algorithm and it is necessary to adopt an
alternative strategy. If the generalized three-point function associated to the vanishing coefficient Bi is
regular, we can perform another Taylor expansion exactly as it was done for C0. Otherwise we rewrite
the sum as follows:
∞∑
n=0
n+ 1
2n + 1
Q−n−2i (−B4)
n = (B4)
−1/2
∫ √B4
0
dz (Qi + z
2)−2. (178)
To the price of introducing an extra integration we are now in the situation where the series is replaced
by a single term and the sub-leading BT factors for the x1 − x2 integration are replaced by Bi + z
2 and
the singular behavior is left in the last z integration. Note that, if B4 < 0 we simply have to replace
everywhere B4 and Qi with −B4,−Qi. Actually the best way of dealing with the singular behavior is to
change variable and obtain ∫
dS2(X)
∫ 1
0
dz (xtHi x+B3i +B4 z
2)−2, (179)
and perform a Mellin-Barnes splitting (accompanied by a sector decomposition) of xtHi x and B3i+B4 z
2.
The leading behavior comes from the single pole at s = 1 and it is, therefore, proportional to
(B4B3i)
−1/2 arctan
( B4
B3i
)1/2
, (180)
where B → B − i δ. Using the identity of Eq.(178) in Eq.(177) we obtain
Di0 = −qi
∫ 1
0
dz
∫
dS2 (Qi +B4 z
2)−2 . (181)
The first step toward the evaluation of the integral consists in splitting the integral in the sum of two
parts:
Di0 ≡ I
i
1 − I
i
2, I
i
1;2 = −qi
∫ 1
0
dz
∫ 1
0
dx1
∫ 1
0;x1
dx2 (Qi +B4 z
2)−2. (182)
Now the first integral is singular when B3i → 0 while the second is not. Next, we consider the calculation
of Ii1. Introducing the new variables of integration x
′
i = xi −Xi, we have that
Ii1 = −qi
∫
dC2(X)
∫ 1
0
dz (xtH x+B3i +B4 z
2)−2 ; (183)
then we apply the Mellin-Barnes transform and obtain
Ii1 = −
qi
2πi
∫
dC2(X)
∫ 1
0
dz
∫ i∞
−i∞
dsB(s, 2− s) (xtH x)−s ρ2−smix , (184)
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where 1/ρmix = B4 z
2 +B3i. It is possible to perform the integration over the variables xi and the result
can be cast into the following, general, form:∫
dC2(X) (x
tH x)−s =
f(s)
s− 1
. (185)
As a consequence we obtain
Ii1 = −
qi
2πi
∫ 1
0
dz
∫ i∞
−i∞
dsB(s, 2− s) ρ2−smix
f(s)
s− 1
. (186)
We can now perform the integration over s and the leading divergent behavior is given by the pole at
s = 1:
Ii,sing1 = qi
(
B4B3i
)−1/2
f(1) arctan
(
B4
B3i
)1/2
, (187)
where the determination of the arctan function is fixed by the −iδ prescription. The regular part of the
integral Ii1 is
Ii,reg1 = −qi
∞∑
n=0
(−1)n
∫ 1
0
dz f(n+ 2) (B4z
2 +B3i)
n , (188)
the integration over z can then be performed:
Ii,reg1 = qi
∞∑
n=0
(−1)n+1 f(n+ 2) (B3i)
n
2F1(
1
2
, −n ;
3
2
; −
B4
B3i
). (189)
The integral I2 can be calculated by performing a Taylor expansion around B4z
2 +B3i = 0:
Ii2 = −qi
∞∑
k=0
∫ 1
0
dz (−B4 z
2 −B3i)
k
∫ 1
0
dx1
∫ 1
x1
dx2 (k + 1) [(x −X)
tHi (x−X)]
−2−k ,
= −qi
∞∑
k=0
(−B3i)
k (k + 1) 2F1(
1
2
, −n ;
3
2
; −
B4
B3i
)I2(n+ 2) , (190)
where we introduced the integral I2(n) defined by
I2(n) =
∫ 1
0
dx1
∫ 1
x1
dx2 [(x−X)
tHi (x−X)]
−n =
∫
dS¯2(X)
[
xtHi x
]−n
. (191)
These integrals can be treated in analogy to what was done for C(n) (Eq.(52)) and D(n) (Eq.(162)); using
the relation [
1 +
x∂
2n
]
(xtH x)−n = 0 , (192)
we obtain
I2(n) =
1
2(n − 1)
∫ 1
0
dx
[
(1−X2)P
−n
1 + (X2 −X1)P
−n
2 +X1P
−n
3
]
,
(193)
where P(x1, x2) = x
tH x and where
P1 = P(1 −X2, x−X1), P2 = P(x−X2, x−X1), P3 = P(x−X2,X1). (194)
The remaining one-dimensional integrals are now generalized B0 functions which can be calculated em-
ploying the methods introduced in Section 3.
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6.5 Evaluation of D0 when B4 ≈ 0 and D0 is singular
This is the case when B4 → 0 and the condition 0 < X3 < X2 < X1 < 1 is fulfilled, i.e. the point
of coordinates Xi is inside the original simplex. Thus D0 is singular and the integration hyper-contour
cannot be distorted due to the occurrence of a pinch. In order to minimize the number of terms in the
solution we write ∫ 1
0
3∏
i=1
dxi =
∑
cycl.perm.
∫ 1
0
dxi
∫ xi
0
dxj
∫ xi
0
dxk. (195)
Furthermore, for each term we may use the following identity∫ x1
0
dx2
∫ x1
0
dx3 =
∫ x1
0
dx2
∫ x2
0
dx3 +
∫ x1
0
dx3
∫ x3
0
dx2. (196)
Therefore the integral over [0, 1]3 can be written as∫ 1
0
3∏
i=1
dxi V
−2−ǫ/2(x1, x2, x3) =
∫
dS3
∑
perm
V −2−ǫ/2(x1, x2, x3), (197)
where the sum is over all permutations of {x1, x2, x3}. The first term in the sum is exactly our original
D0 function while the rest gives the five complementary functions which, by construction, are regular
and can be treated according to the strategy of Section 6.4. As a consequence, we now have to evaluate
Dcube0 when B4 ≈ 0 and the point of coordinates Xi is inside the unit cube. Using standard techniques,
already applied to the C0-function, we obtain
Dcube0 =
{ 3∏
i=1
∫ 1−Xi
−Xi
dxi
}(
xtH x+B4
)−2−ǫ/2
=
8∑
i=1
∫ αi
0
dx1
∫ βi
0
dx2
∫ γi
0
dx3 (Qi +B4)
−2−ǫ/2. (198)
If Q(x1, x2, x3) = x
tH x the quadrics Qi are defined as
Q1 = Q(x1, x2, x3), Q2 = Q(−x1, x2, x3), Q3 = Q(−x1,−x2, x3),
Q4 = Q(−x1,−x2,−x3), Q5 = Q(−x1, x2,−x3), Q6 = Q(x1,−x2, x3),
Q7 = Q(x1,−x2,−x3), Q8 = Q(x1, x2,−x3), (199)
and moreover the coefficients αi, βi and γi are defined by
α1 = α6 = α7 = α8 = 1−X1, α2 = α3 = α4 = α5 = X1,
β1 = β2 = β5 = β8 = 1−X2, β3 = β4 = β6 = β7 = X2,
γ1 = γ2 = γ3 = γ6 = 1−X3, γ4 = γ5 = γ7 = γ8 = X3. (200)
In this way the evaluation of Dcube0 is reduced to the one of
Di =
∫ αi
0
dx1
∫ βi
0
dx2
∫ γi
0
dx3 (Qi +B4)
−2−ǫ/2, (201)
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for which we introduce a Mellin-Barnes transform
Di =
1
2π i
∫ + i∞
− i∞
ds ρ2−s4 Di(s), (202)
where ρ4 = 1/B4. It follows that
Di(s) = αi βi γiB(s , 2− s) di(s), di(s) =
∫
dC3Q
−s
i (αi x1, βi x2, γi x3). (203)
After a sector decomposition in [0, 1]3 we obtain
di(s) =
∫
dC3
[
x2−2 s1 Q
−s
i (αi, βi x2, γi x3) + x
2−2 s
2 Q
−s
i (αi x1, βi, γi x3) + x
2−2 s
3 Q
−s
i (αi x1, βi x2, γi)
]
.
(204)
Collecting all pieces we obtain
Dcube0 =
8∑
i=1
3∑
j=1
αi βi γiDij, Dij =
1
2π i
∫ + i∞
− i∞
ds ρ2−s4
B(s, 2− s)
3− 2 s
∫
dC2Q
−s
ij (x1, x2). (205)
The evaluation of Dcube0 has been therefore reduced to the one of an inverse Mellin-Barnes transform:
D =
1
2π i
∫ + i∞
− i∞
ds ρ2−s
B(s, 2− s)
3− 2 s
f(s). (206)
For large values of |ρ| we close the s-contour over the right-hand complex half-plane at infinity with a
single pole at s = 3/2 and also at s = 2 + k, k ≥ 0. The result is straightforward
D =
π
4
f(
3
2
) ρ1/2 −
∞∑
k=0
Γ (k + 2)
2 k + 1
f(k + 2)
(−ρ)−k
k !
. (207)
Since f stands generically for
f(s) ∼
∫
dC2Q
−s
ij (x1, x2), (208)
we have to evaluate this integral for s = 3/2 as well as for s equal to an arbitrary integer ≥ 2. We will
use the following two recursion relations:∫
dS1Q
−s(x1) =
1
2 (s− 1)B
[
(2 s − 3)
∫
dS1Q
1−s(x1) +X1Q1−s(0) + (1−X1)Q1−s(1)
]
,
∫
dC2Q
−s(x1, x2) =
1
2 (s− 1)B
{
2 (s− 2)
∫
dC2Q
1−s(x1, x2) +
∫
dS1
[
X2Q
1−s
1 (x1)
+ X1Q
1−s
2 (x1) + (1−X2)Q
1−s
3 (x1) + (1−X1)Q
1−s
4 (x1)
]}
, (209)
where Q is an arbitrary quadratic form in one (two) variables, B is the associated BT factor, X the
associated BT co-factor and Qi are secondary quadratic forms defined by
Q1(x) = Q(x, 0), Q2(x) = Q(0, x), Q3(x) = Q(x, 1), Q4(x) = Q(1, x). (210)
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We give in the following the explicit solution for s = 3/2.∫
dC2Q
−3/2(x1, x2) =
1
B
[
−
3
B
∫
dC2Q
1/2(x1, x2) +
∫
dS1 f1(
3
2
)− f0(
3
2
)
]
, (211)
where we have
f1(
3
2
) = X2 (
2
B1
+
1
B
)Q
1/2
1 (x1) +X1 (
2
B2
+
1
B
)Q
1/2
2 (x1)
+ (1−X2) (
2
B3
+
1
B
)Q
1/2
3 (x1) + (1−X1) (
2
B4
+
1
B
)Q
1/2
4 (x1),
f0(
3
2
) =
X2
B1
[
X11Q
1/2
1 (0) + (1−X11)Q
1/2
1 (1)
]
+
X1
B2
[
X12Q
1/2
2 (0) + (1−X12)Q
1/2
2 (1)
]
+
1−X2
B3
[
X13Q
1/2
3 (0) + (1−X13)Q
1/2
3 (1)
]
+
1−X1
B4
[
X14Q
1/2
4 (0) + (1−X14)Q
1/2
4 (1)
]
, (212)
where B and X1,X2 are the leading BT factor and co-factors of the original quadric while Bi and X1i are
the sub-leading ones for the secondary quadratic forms. Note that in this case the BT procedure allows
us to derive a result in terms of roots of quadratic forms. For s = 2 we derive instead∫
dC2Q
−2(x1, x2) =
1
4B
[∫
dS1 f1(2) − f0(2)
]
, (213)
where we have
f1(2) =
X2
B1
lnQ1(x1) +
X1
B2
lnQ2(x1) +
1−X2
B3
lnQ3(x1) +
1−X1
B4
lnQ4(x1),
f0(2) =
X2
B1
[
X11 lnQ1(0) + (1−X11) lnQ1(1)− 2
]
+
X1
B2
[
X12 lnQ2(0) + (1−X12) lnQ2(1) − 2
]
+
1−X2
B3
[
X13 lnQ3(0) + (1−X13) lnQ3(1)− 2
]
+
1−X1
B4
[
X14 lnQ4(0) + (1−X14) lnQ4(1)− 2
]
. (214)
For s ≥ 3 we derive similar expressions, not to be reported here. Dcube0 is, therefore, explicitly known.
The procedure cannot work if one of the sub-leading B is approaching zero. Again, the B are sub-
leading of second type as explained in the discussion before Eq.(85). In the case B ≈ 0 the solution consists
in a double Mellin-Barnes splitting. Consider Eqs.(206)–(208), the evaluation of Dcube0 is reduced to the
one of
D =
1
2π i
∫ +i∞
−i∞
ds ρ2−sL
B(s, 2− s)
3− 2 s
∫
dC2Q
−s(x1, x2), (215)
where Q denotes one of the quadratic forms of indices ij, which we write as Q(x1, x2) = x
tH x+2Kt x+L.
Let BSL = L−K
tH−1K, ρSL = 1/BSL (ρL ≡ ρ4) and X = −H−1K. After transforming x1, x2 we obtain
D =
1
2π i
∫ +i∞
−i∞
ds ρ2−s
L
B(s, 2− s)
3− 2 s
∫
dC2(X) (x
tH x+BSL)
−s. (216)
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With 0 < Re t < Re s < 2 we write
D =
1
(2π i)2
∫ +i∞
−i∞
ds dt ρ2−s
L
ρs−t
SL
B(s, 2− s)
3− 2 s
B(t, s− t)
∫
dC2(X) (x
tH x)−t. (217)
The x1, x2 integral has been already considered, starting from Eq.(76), and we know that it develops a
pole at t = 1 times the integral of a quadratic form in one variable. If, for the latter, the BT factor is
not around zero we can safely proceed. If we write∫
dC2(X) (x
tH x)−t =
f(t)
t− 1
, (218)
then we get
D =
1
2π i
∫ +i∞
−i∞
ds
[
−f(1)
ρ2
L
ρSL
Γ (2− s) Γ (s− 1)
3− 2 s
(ρSL
ρL
)s
+ ρ2−sL
∞∑
k=0
Γ (2− s) Γ (s+ k − 1)
3− 2 s
f(s+ k)
(−ρSL)
−k
k !
]
. (219)
Next we use κ = ρSL/ρL and
1
2π i
∫ +i∞
−i∞
ds
Γ (2− s) Γ (s− 1)
3− 2 s
κs =
∞∑
k=0
(−1)k
k !
Γ (k + 1)
2 k + 1
κ1−k
=
κ
2
∞∑
k=0
Γ (k + 1) Γ (k + 1/2)
Γ (k + 3/2)
(−κ)−k
k !
= κ 2F1(
1
2
, 1 ;
3
2
; −
1
κ
) = κ3/2 arctan(κ−1/2). (220)
Therefore we get
D = −(ρL ρSL)
1/2 f(1) arctan
( ρL
ρSL
)1/2
+
1
2
(π ρL)
1/2
∞∑
k=0
Γ
(
k +
1
2
)
f(k +
3
2
)
(−ρSL)
−k
k !
−
∞∑
k,l=0
Γ (k + l + 1) f(k + l + 2)
2 l + 1
(−ρSL)
−k
k !
(−ρL)
−l
l !
. (221)
In the above results it is always understood that ρL → ρL − i δ and that ρSL → ρSL − i δ.
As illustrated in the previous section the evaluation of f(k) is reduced to computing a one dimensional
integral of a quadratic form in one variable (with a small negative imaginary part) which can be done by
BT iteration, unless the corresponding BT factor is around zero. If this is the case, we start wondering
why the world is against us or return to the starting expression and use one more Mellin-Barnes splitting.
6.6 A new integral representation for D0
Also for D0 we are able to present a new integral representation which is suitable for numerical
treatment, especially when B4 = 0. Consider again Eq.(201): after a sector decomposition in [0, 1]
3 we
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obtain
Di = αi βi γi
∫
dC3
{
x21
[
x21Qi(αi, βi x2, γi x3) +B4 − iδ
]−2−ǫ/2
+x22
[
x22Qi(αi x1, βi, γi x3) +B4 − iδ
]−2−ǫ/2
+ x23
[
x23Qi(αi x1, βi x2, γi) +B4 − iδ
]−2−ǫ/2}
= αi βi γi
3∑
j=1
∫
dC3 x
2
3
[
x23Qij(x1, x2) +B4 − iδ
]−2−ǫ/2
, (222)
where we introduced the quadratic form
Qi1(x1, x2) = Qi(αi x1, βi x2, γi),
Qi2(x1, x2) = Qi(αi x1, βi, γi x2),
Qi3(x1, x2) = Qi(αi, βi x1, γi x2). (223)
They are expressible as
Qij(x1, x2) = x
tHij x+ 2K
t
ij x+ Lij = x¯
tMij x¯, (224)
where xt = (x1, x2), x¯
t = (x1, x2, 1) and the matrix M is given by
Mij =
(
Hij Kij
Ktij Lij
)
. (225)
Now we apply the results for the master integral of Appendix A with coefficients
a = Qij(x1, x2), b = B4, α = 2 + ǫ/2, β = 2. (226)
With the usual replacement Qij , B4 → Qij, B4 − i δ we obtain
Di = αi βi γi
3∑
j=1
∫
dC2
{
1
2
B
−1/2−ǫ/2
4 B
(
3
2
,
1
2
+
ǫ
2
)
Q
−3/2
ij (x1, x2)−
∫ 1
0
dx3 x
ǫ
3Q
−2−ǫ/2
ij (x1, x2, x3)
}
.
(227)
In the last equation polynomials Qij(x1, x2) and Qij(x1, x2, x3) = Qij(x1, x2)+B4 x
2
3 make their appear-
ance; their powers can be easily incremented with the BT method, as long as the corresponding factors
B3ij are different from zero. The BT relations to be used for this purpose are as follows:
Qµ−1ij (x1, x2) =
1
B3ij
[
1−
1
2µ
2∑
l=1
(xl −Xlij) ∂xl
]
Qµij(x1, x2), (228)
Qµ−1ij (x1, x2, x3) =
1
B3ij
[
1−
1
2µ
(
2∑
l=1
(xl −Xlij) ∂xl + x3 ∂x3
)]
Qµij(x1, x2, x3), (229)
where the sub-leading BT-factors are defined by
B3ij =
det(Mij)
G3ij
=
α2i β
2
i γ
2
i
G3ij
det(H), G3ij = ∆33(Mij), (230)
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X1ij =
∆13(Mij)
G3ij
, X2ij =
∆23(Mij)
G3ij
, (231)
where ∆lk(Mij) is the co-determinant of the element lk of the matrix Mij. The BT method cannot be
used when also some of the B3ij are near zero and, in this case, we have to proceed along the same lines
used for the three-point function. We rewrite the polynomials Qij(x1, x2) in the following way:
Qij(x1, x2) = (x−Xij)
tHij (x−Xij) +B3ij . (232)
Next we transform variables according to x1 = x
′
1+X1ij , x2 = x
′
2+X2ij and split the x1−x2 integration
interval according to ∫ 1−Xlij
−Xlij
dxl =
(
−
∫ −Xlij
0
+
∫ 1−Xlij
0
)
dxl. (233)
Each of the integrals is mapped into the unit square and we derive
Di = αi βi γi
3∑
j=1
4∑
l=1
ηijl ξijl
∫
dC2
{
1
2
B
−1/2−ǫ/2
4 B
(
3
2
,
1
2
+
ǫ
2
) [
Qijl(x1, x2) +B3ij
]−3/2
−
∫ 1
0
dx3 x
ǫ
3
[
Qijl(x1, x2) +B3ij +B4 x
2
3
]−2−ǫ/2}
, (234)
where the replacement B3ij → B3ij− i δ is understood and where we introduced new auxiliary quantities:
ηij1 = ηij2 = 1−X1ij , ηij3 = ηij4 = X1ij ,
ξij1 = ηij3 = 1−X2ij , ξij2 = ξij4 = X2ij . (235)
The new quadrics are defined by
Q(ij)1 = Q
′
ij((1−X1ij)x1 , (1−X2ij)x2), Q(ij)2 = Q
′
ij((1 −X1ij)x1 , −X2ij x2),
Q(ij)3 = Q
′
ij(−X1ij x1 , (1−X2ij)x2), Q(ij)4 = Q
′
ij(−X1ij x1 , −X2ij x2), (236)
with Q′ij = x
tHij x. At this point, after performing the usual sector decomposition of the square [0, 1]
2,
we apply again the master formula of Appendix A and get:
Di = αi βi γi
3∑
j=1
4∑
l=1
2∑
m=1
ηijl ξijl
∫ 1
0
dx1Dijlm, (237)
Dijlm =
1
2
B
−1/2−ǫ/2
4 B
−1/2
3ij B
(
3
2
,
1
2
+
ǫ
2
)
Q−1ijlm(x1)
−
1
2
B(1, 1 + ǫ/2)Q−1ijlm(x1)
∫ 1
0
dx3 x
ǫ
3
[
B4 x
2
3 +B3ij
]−1−ǫ/2
−
1
2
B
−1/2−ǫ/2
4 B
(
3
2
,
1
2
+
ǫ
2
) ∫ 1
0
dx2Q
−3/2
ijlm (x1, x2) +
∫ 1
0
dx2
∫ x2
0
dx3 x
ǫ
3Q
−2−ǫ/2
ijlm (x1, x2, x3),
(238)
where we introduced Qijl1(x1) = Qijl(x1, 1) and Qijl2(x1) = Qijl(1, x1). Likewise we have
Qijlm(x1, x2) = Qijlm(x1) +B3ij x
2
2,
Qijlm(x1, x2, x3) = Qijlm(x1) +B3ij x
2
2 +B4 x
2
3. (239)
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The divergent behavior of the first and of the third term is evident and the second integral depends
essentially on the ratio
κij =
B4 − iδ
B3ij − iδ
. (240)
Therefore, by applying the master formula of Appendix A, we obtain∫ 1
0
dx3 x
ǫ
3
[
B4 x
2
3 +B3ij
]−1−ǫ/2
=
1
2
B
−1/2
3ij B
−1/2−ǫ/2
4 B
(
1
2
+
ǫ
2
,
1
2
)
−
∫ 1
0
dx3
[
B3ij x
2
3 +B4
]−1−ǫ/2
=
π
2
B
−1/2
3ij B
−1/2
4 −B
−1
4 κ
1/2
ij arctan(κ
−1/2
ij ) +O (ǫ) . (241)
Note that the first term in Eq.(241) cancels the first term of Eq.(238) giving our integral representation
for Di:
Di = αi βi γi
3∑
j=1
4∑
l=1
2∑
m=1
ηijl ξijl
∫ 1
0
dx1
{
1
2
B
−1/2
4 B
−1/2
3ij arctan(κ
−1/2
ij )Q
−1
ijlm(x1)
−
π
4
B
−1/2
4
∫ 1
0
dx2Q
−3/2
ijlm (x1, x2) +
∫ 1
0
dx2
∫ x2
0
dx3Q
−2
ijlm(x1, x2, x3)
}
.
(242)
As a final step, the power of the polynomials appearing in Eq.(242) can be incremented by using the
following set of BT relations:
Q−1ijlm(x1) =
1
bijlm
[
1−
1
2
(
x1 +
kijlm
hijlm
)
∂x1 lnQijlm(x1)
]
, (243)
Qµ−1ijlm(x1, x2) =
1
bijlm
{
1−
1
2µ
[(
x1 +
kijlm
hijlm
)
∂x1 + x2 ∂x2
]}
Qµijlm(x1, x2),
(244)
Qµ−1ijlm(x1, x2, x3) =
1
bijlm
{
1−
1
2µ
[(
x1 +
kijlm
hijlm
)
∂x1 +
3∑
k=2
xk ∂xk
]}
Qµijlm(x1, x2, x3), (245)
where we defined
Qijlm(x1) = hijlm x
2
1 + 2 kijlm x1 + lijlm bijlm = lijlm −
k2ijlm
hijlm
. (246)
If also bijlm tends to 0, we must repeat the procedure for the quadratic form Qijlm(x1).
7 Infrared divergent D0
At the one-loop level the evaluation of infrared divergent N -point functions with N ≥ 4 is greatly
simplified insofar the divergent parts can always be reduced to three-point functions. This decomposition
is even more relevant in our approach where the evaluation of the infrared finite remainder does not
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require any additional work. Let us give an example for D0 [21], where we consider the configuration
with
p21 = p
2
2 = −m
2
2, p
2
3 = p
2
4 = −m
2
4, m1 = m3 = 0. (247)
If we introduce the following notation:
[1] = q2, [2] = (q + p1)
2 +m22, [3] = (q + P )
2, [4] = (q − p4)
2 +m24, (248)
where P = p1 + p2, then the following decomposition holds
− P 2D0 =
2
i π2
∫
ddq
q · (q + P )
[1] [2] [3] [4]
− C0((p2 + p3)
2, p22, p
2
3 ; m2, 0,m4)
− C0(p
2
4, p
2
1, (p2 + p3)
2 ; 0,m2,m4), (249)
showing two IR divergent C0 functions and an IR finite integral. For the latter we obtain
Drem0 =
1
i π2
∫
ddq
q · (q + P )
[1] [2] [3] [4]
=
∫
dS3 V
−2−ǫ/2 (k2 − k · P + 2V ), (250)
where
P = p1 + p2, Q = p2 + p3, k =
3∑
i=1
xi pi, (251)
and the quadric
V = m22 (x
2
1 + x
2
2) +m
2
4 x
2
3 − (P
2 + 2m22)x1 x2 + (Q
2 + P 2 +m22 +m
2
4)x1 x3
− (Q2 +m22 +m
2
4)x2 x3 + P
2 (x2 − x3), (252)
shows a zero for x1 = x2 = x3 = 0. The numerator in Eq.(250) becomes
k2 − k · P + 2V = V −
1
2
P 2 (x1 − x2 + x3), (253)
so that we obtain
Drem0 =
∫
dS3
[
V −1−ǫ/2 −
1
2
P 2 (x1 − x2 + x3)V
−2−ǫ/2
]
. (254)
By infrared power counting the expression for Drem0 is manifestly finite and can be computed according
to standard BT techniques when B4 6= 0. The explicit expression of the coefficient B4 is
B4 =
1
det(H)
P 4
16
[
4m22m
2
4 − (Q
2 +m22 +m
2
4)
2
]
=
1
det(H)
P 4
16
λ(−Q2,m22,m
2
4), (255)
where det(H) is the determinant of the matrix H in the BT relation:
det(H) =
P 2
4
[
λ(−Q2,m22,m
2
4) +Q
2 P 2
]
. (256)
As a consequence B4 = 0 only for Q
2 < 0, i.e. for normal(pseudo)-threshold Q2 = −(m2 ± m4)
2.
Around the thresholds other techniques are used since the BT procedure overestimates the singularity,
see Section 6.4 for the pseudo-threshold (where Drem0 is regular) and Section 6.5 for normal threshold
(where Drem0 is indeed singular).
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7.1 Classification of IR divergent cases for the D-family
A short classification of IR divergent four-point functions can be based on IR power counting which,
for one-loop diagrams, requires
∫
0 d
4q/q4. The configurations of interest are those where some of the
internal masses vanish and the Mandelstam invariants of the process are not constrained.
Without loss of generality we may assume that m1 = 0. For q = ∆ and ∆ vanishing the requested
behavior of O
(
∆4
)
is obtained in three different cases 5:
1. p21 = −m
2
2 p
2
4 = −m
2
4;
2. p21 = −m
2
2 P
2 = −m23;
3. p24 = −m
2
4 P
2 = −m23.
Note that only the first one is of interest, so the IR configuration is
m1 = 0, p
2
1 = −m
2
2, p
2
4 = −m
2
4. (257)
If also m3 = 0 then there is an additional pole for q = −P and we introduce q = −P + ∆. The four
denominators in D0 behave as
[1] ∼ P 2, [2] ∼ p22 +m
2
2 − 2 p2 ·∆, [3] ∼ ∆
2, [4] ∼ p23 +m
2
4 + 2 p3 ·∆, (258)
and the requested behavior of O
(
∆4
)
is obtained if p22 = −m
2
2 and p
2
3 = −m
2
4, as expected. Therefore
another IR configuration is
m1 = m3 = 0, {p
2
1 = −m
2
2 p
2
4 = −m
2
4} and/or {p
2
2 = −m
2
2 p
2
3 = −m
2
4}. (259)
If instead we have m1 = 0 and m2 = 0 there will be another pole at q = −p1 whose IR nature depends
on p21 = 0 and p
2
2 = −m
2
3. The new IR configuration is
m1 = m2 = 0, p
2
1 = 0, {p
2
4 = −m
2
4} and/or {p
2
2 = −m
2
3}. (260)
Furthermore, if m1 = m2 = m3 = 0 there are the following IR configurations:
m1 = m2 = m3 = 0, {p
2
1 = 0 p
2
4 = −m
2
4} or {p
2
1 = 0 p
2
2 = 0} or {p
2
2 = 0 p
2
3 = −m
2
4}. (261)
In all cases the IR box can be reduced to a combination of (possibly) IR C0 functions and a IR finite
reminder.
To further clarify the connection between IR configurations and Landau singularities we consider the
D0 specified by Eq.(247). The corresponding Landau equations are
α1 q
2 = 0 , α2 [(q + p1)
2 +m22] = 0 , α3 (q + P )
2 = 0 , α4 [(q − p4)
2 +m24] = 0
α1 qµ + α2 (q + p1)µ + α3 (q + P )µ + α4 (q − p4)µ = 0 . (262)
The equations in the first row of Eq.(262) are satisfied, for αi 6= 0, if
q2 = 0 , q · p1 = 0 , q · P = −
1
2
P 2 , q · p4 = 0 . (263)
5This is the well-known eikonal approximation [22], whose validity we assume without further justifications [23].
40
By contracting the free Lorentz index in the equation in the second row of Eq.(262) by qµ, (p1)µ, Pµ, and
p4µ, and by using Eq.(263) we obtain the system of equations
α3 P
2 = 0 , −2α2m
2
2 + α3 P
2 − 2α4 p1 · p4 = 0 ,
−α1 P
2 + α3 P
2 = 0 , 2α2 p1 · p4 − α3 P
2 + 2α4m
2
4 = 0 . (264)
If the system of Eq.(264) admits a proper solution (i.e. a solution in which not all the αi vanish), the
determinant of the system must be equal to zero. One can readily verify that the determinant is
∆ = −
P 4
16
λ(−Q2,m22,m
2
4). (265)
Therefore the leading Landau singularity requires Q2 < 0 and corresponds to the usual normal threshold
Q2 = −(m2 +m4)
2 on top of the infrared pole.
8 Five-point functions (E-family)
Several results are known in the literature about the reduction of dimensionally regulated one-loop
N -point integrals with N ≥ 5 ([5], [24] and [25]). The generic, scalar, pentagon is given by
E0 =
∫
dS4 V
−3−ǫ/2(x1, x2, x3, x4), V (x) = xtH x+ 2Kt x+ L, (266)
where Hij = − pi · pj with i, j = 1, . . . , 4, L = m
2
1, and where
K1 = −
1
2
(m21 −m
2
2 − p1 · p1),
K2 = −
1
2
(m22 −m
2
3 − 2 p1 · p2 − p2 · p2),
K3 = −
1
2
(m23 −m
2
4 − 2 p1 · p3 − 2 p2 · p3 − p3 · p3),
K4 = −
1
2
(m24 −m
2
5 − 2 p1 · p4 − 2 p2 · p4 − 2 p3 · p4 − p4 · p4). (267)
m1
m2
m3
m4
m5
Figure 4: The one-loop, five-point Green function of Eq.(266). Propagators are q2+m2
1
· · · (q+p1+ · · ·+p4)
2+m2
5
.
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8.1 Evaluation of E0 when B5 6= 0
It is a virtue of the BT algorithm that we can show the decomposition of E0 in five boxes (in d = 4)
with just one iteration, as depicted in Fig. 5. We obtain
E0 =
1
4B5
4∑
i=0
wiD
(i)
0 , (268)
where the weights are
wi = Xi −Xi+1, X0 = 1, X5 = 0, (269)
and where B5 = L−K
tH−1K and X = −KtH−1. The further advantage in this derivation is that the
nature of the weights is transparent since B5 = 0 corresponds to a Landau singularity of the pentagon.
Furthermore the boxes are specified by
D
(i)
0 =
∫
dS3 V
−2−ǫ/2(î i+ 1), (270)
where the contractions are
0̂ 1 = (1, x1, x2, x3), 4̂ 5 = (x1, x2, x3, 0), (271)
etc. As long as B5 is not around zero the derivation for the pentagon is completed since we know how to
deal with boxes even if their (sub-leading) BT factors are around zero.
8.2 Form factors in the E-family
The nice feature of the scalar pentagon is that fourfold integrals disappear in the final answer, Eq.(268).
The same is not immediately true for form factors, E11 etc, which contain powers of the Feynman
parameters in the numerator. We can use a new identity,
(xi −Xi)V
µ(x1, x2, x3, x4) =
1
2 (µ + 1)
H−1ij ∂j V
µ+1(x1, x2, x3, x4). (272)
With the help of the identity and after integration-by-parts we are able to remove again all fourfold
integrals in the form factors of the E1i-series. To give an example we consider
E11 =
∫
dS4 x1 V
−3−ǫ/2(x1, x2, x3, x4) =
1
4B5
∫
dS3 (E
−2
11 −
1
2
E−111 ). (273)
Secondary quadrics are defined as:
Va(x1, x2, x3) = V (x1, x1, x2, x3), Vb(x1, x2, x3) = V (x1, x2, x2, x3),
Vc(x1, x2, x3) = V (x1, x2, x3, x3), Vd(x1, x2, x3) = V (x1, x2, x3, 0),
Ve(x1, x2, x3) = V (1, x1, x2, x3). (274)
The E11 form factor is fully specified by
E−211 = (X1 −X2)x1 V
−2−ǫ/2
a + (X2 −X3)x1 V
−2−ǫ/2
b + (X3 −X4)x1 V
−2−ǫ/2
c
+ X4 x1 V
−2−ǫ/2
d + (1−X1)V
−2−ǫ/2
e , (275)
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E−111 = (H
−1
11 −H
−1
12 )V
−1−ǫ/2
a + (H
−1
12 −H
−1
13 )V
−1−ǫ/2
b + (H
−1
13 −H
−1
14 )V
−1−ǫ/2
c
+ H−114 V
−1−ǫ/2
d −H
−1
11 V
−1−ǫ/2
e . (276)
Similarly we obtain
E−1i1 = (H
−1
i1 −H
−1
i2 )V
−1−ǫ/2
a + (H
−1
i2 −H
−1
i3 )V
−1−ǫ/2
b + (H
−1
i3 −H
−1
i4 )V
−1−ǫ/2
c
+ H−1i4 V
−1−ǫ/2
d −H
−1
i1 V
−1−ǫ/2
e , (277)
for i = 1, . . . , 4 and
E−221 = (X1 −X2)x1 V
−2−ǫ/2
a + (X2 −X3)x2 V
−2−ǫ/2
b + (X3 −X4)x2 V
−2−ǫ/2
c
+ X4 x2 V
−2−ǫ/2
d + (1−X1)x1 V
−2−ǫ/2
e ,
E−231 = (X1 −X2)x2 V
−2−ǫ/2
a + (X2 −X3)x2 V
−2−ǫ/2
b + (X3 −X4)x3 V
−2−ǫ/2
c
+ X4 x3 V
−2−ǫ/2
d + (1−X1)x2 V
−2−ǫ/2
e ,
E−241 = (X1 −X2)x3 V
−2−ǫ/2
a + (X2 −X3)x3 V
−2−ǫ/2
b + (X3 −X4)x3 V
−2−ǫ/2
c
+ (1−X1)x3 V
−2−ǫ/2
e . (278)
As it has been done before and for the reader’s convenience we list all the form factors in the E-family.
Note that there are also delicate points connected with the decomposition into objects belonging to the
E-family since the decomposition itself is strictly defined in 4 dimensions. Furthermore, starting from six
powers of momenta in the numerator, we will encounter UV divergent terms so that some care is needed.
Clearly we can have such a term while working in a general Rξ-gauge.
With two momenta in the numerator we define form factors as
E2;i = E2(ii), i, j = 1, · · · , 4,
E2;5 = E2(12), E2;6 = E2(13), E2;7 = E2(14), E2;8 = E2(23),
E2;9 = E2(24), E2;10 = E2(34), (279)
where the auxiliary function E2(ij) is
E2(ij) =
∫
dS4 xi xj V
−3−ǫ/2(x1, x2, x3, x4). (280)
However, a new form factor arises, the one proportional to δµν ,
E2;11 =
1
4
∫
dS4 V
−2−ǫ/2(x1, x2, x3, x4). (281)
E2;11 can still be reduced to form factors of the E-family by writing
E2;11 =
1
4
[ 4∑
i,j=1
Hij E2(ij) + 2
4∑
i=1
KiE1i + LE0
]
. (282)
Let us give the complete expressions for the form factors of the E2-series.
4B5E2(ij) = −
∫
dS4H
−1
ij V
−1−ǫ/2(x1, x2, x3, x4) +
∫
dS3 (E
−2
2;ij − E
−1
2;ij), (283)
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where the various coefficients are:
E−22;11 = (X1 −X2)x
2
1 V
−2−ǫ/2
a + (X2 −X3)x
2
1 V
−2−ǫ/2
b
+ (X3 −X4)x
2
1 V
−2−ǫ/2
c +X4 x
2
1 V
−2−ǫ/2
d + (1−X1)V
−2−ǫ/2
e ,
E−22;22 = (X1 −X2)x
2
1 V
−2−ǫ/2
a + (X2 −X3)x
2
2 V
−2−ǫ/2
b
+ (X3 −X4)x
2
2 V
−2−ǫ/2
c +X4 x
2
2 V
−2−ǫ/2
d + (1−X1)x
2
1 V
−2−ǫ/2
e ,
E−22;33 = (X1 −X2)x
2
2 V
−2−ǫ/2
a + (X2 −X3)x
2
2 V
−2−ǫ/2
b
+ (X3 −X4)x
2
3 V
−2−ǫ/2
c +X4 x
2
3 V
−2−ǫ/2
d + (1−X1)x
2
2 V
−2−ǫ/2
e ,
E−22;44 = (X1 −X2)x
2
3 V
−2−ǫ/2
a + (X2 −X3)x
2
3 V
−2−ǫ/2
b
+ (X3 −X4)x
2
3 V
−2−ǫ/2
c + (1−X1)x
2
3 V
−2−ǫ/2
e ,
E−22;12 = (X1 −X2)x
2
1 V
−2−ǫ/2
a + (X2 −X3)x1 x2 V
−2−ǫ/2
b
+ (X3 −X4)x1 x2 V
−2−ǫ/2
c +X4 x1 x2 V
−2−ǫ/2
d + (1−X1)x1 V
−2−ǫ/2
e , (284)
E−12;11 = (H
−1
11 −H
−1
12 )x1 V
−1−ǫ/2
a + (H
−1
12 −H
−1
13 )x1 V
−1−ǫ/2
b
+ (H−113 −H
−1
14 )x1 V
−1−ǫ/2
c +H
−1
14 x1 V
−1−ǫ/2
d −H
−1
11 V
−1−ǫ/2
e ,
E−12;22 = (H
−1
21 −H
−1
22 )x1 V
−1−ǫ/2
a + (H
−1
22 −H
−1
23 )x2 V
−1−ǫ/2
b
+ (H−123 −H
−1
24 )x2 V
−1−ǫ/2
c +H
−1
24 x2 V
−1−ǫ/2
d −H
−1
21 x1 V
−1−ǫ/2
e ,
E−12;33 = (H
−1
31 −H
−1
32 )x2 V
−1−ǫ/2
a + (H
−1
32 −H
−1
33 )x2 V
−1−ǫ/2
b
+ (H−133 −H
−1
34 )x3 V
−1−ǫ/2
c +H
−1
34 x3 V
−1−ǫ/2
d −H
−1
31 x2 V
−1−ǫ/2
e ,
E−12;44 = (H
−1
41 −H
−1
42 )x3 V
−1−ǫ/2
a + (H
−1
42 −H
−1
43 )x3 V
−1−ǫ/2
b
+ (H−143 −H
−1
44 )x3 V
−1−ǫ/2
c −H
−1
41 x3 V
−1−ǫ/2
e ,
2E−12;12 = (H
−1
11 −H
−1
22 )x1 V
−1−ǫ/2
a +
[
(H−112 −H
−1
13 )x2 + (H
−1
22 −H
−1
23 )x1
]
V
−1−ǫ/2
b
+
[
(H−113 −H
−1
14 )x2 + (H
−1
23 −H
−1
24 )x1
]
V −1−ǫ/2c
+ (H−114 x2 +H
−1
24 x1)V
−1−ǫ/2
d − (H
−1
11 x1 +H
−1
21 )V
−1−ǫ/2
e . (285)
All functions Eij contain a term which is proportional to E0(d = 8). Consider again E2;11 which becomes
4B5E2;11 = −E0(d = 8) +
1
2
∫
dS3
[
(X1 −X2)V
−1−ǫ/2
a + (X2 −X3)V
−1−ǫ/2
b
+ (X3 −X4)V
−1−ǫ/2
c +X4 V
−1−ǫ/2
d + (1−X1)V
−1−ǫ/2
e
]
. (286)
When we consider
Eµν =
1
iπ2 Γ (3)
∫
ddq
qµ qν
(q2 +m21) · · · ((q + p1 + · · · + p4)
2 +m25)
, (287)
the contribution proportional to E0(d = 8) is
Eµν = −
E0(d = 8)
4B5
[
δµν +
4∑
i,j=1
H−1ij piµ pjν
]
+ form factors N < 5. (288)
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Since the four-vectors piµ span d = 4 space-time the term proportional to E0(d = 8) disappears and,
therefore, there is no need to compute it. Indeed let us contract with pl, l = 1, . . . , 4 to obtain
plν (δµν +
4∑
i,j=1
H−1ij piµ pjν) = plµ −
4∑
i,j=1
H−1ij piµHil = 0. (289)
When we go to three powers of q in the numerator the following result is valid:
Eµνα = −
1
2B5
∫
dS4 V
−1−ǫ/2
[∑
i
xi {δpi}µνα +
∑
i≤j≤l
e3ijl {pipjpl}µνα
]
+ form factors N < 5. (290)
where the coefficients e3 are
e3ijl = H
−1
ij xl + cyclic, (291)
and where we introduced
{δp}µνα = δµν pα + δµα pν + δνα pµ, {pqk}µνα = pµ qν kα + cyclic, (292)
showing that E0(d = 8) disappears again. It is straightforward to extend the demonstration up to five
powers of loop momentum in the numerator. This is the maximum of non-contracted powers that we can
have in a renormalizable theory and starting from six powers we will have numerators of the following
structure,
{q · pi , q
2} qµ1 · · · qµ5 , (293)
where scalar products can be simplified according to q2 = [1] − m21 etc. There is only one case where
the argument fails: suppose that one external line of momentum pi splits into two lines of momenta
pij , j = 1, 2. Then scalar products q · pij do not occur in any of the propagators and in the final answer
we would end up with evanescent operators like
1
ǫ
δµν[−ǫ]. (294)
We now describe the solution around B5 = 0.
8.3 Evaluation of E0 when B5 ≈ 0 and E0 is regular
If B5 ≈ 0 and the condition 0 < Xi < Xi+1 < 1, i = 1, · · · , 4 is not satisfied E0 is regular but the
decomposition into a sum of boxes fails. We write
E0 =
∫
dS4(X) (x
tH x+B5)
−3−ǫ/2. (295)
Since E0 is regular at B5 = 0 we perform a Taylor expansion in B5 with coefficients E(n),
E0 =
1
2
∞∑
n=0
(n + 1) (n + 2) E(n + 3) (−B5)
n, (296)
E(n) =
∫
dS4(X) (x
tH x)−n−ǫ/2, (297)
with n ≥ 3. Using ∫
dS4(X)
[
1 +
x ∂x
2n+ ǫ
]
(xtH x)−n−ǫ/2 = 0, (298)
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we easily obtain
E(n) =
1
4− 2n
4∑
i=0
∫
dS3 (Xi −Xi+1)Q
−n−ǫ/2(T î i+ 1), (299)
where, as usual, we introduced shifted arguments. If we denote xtH x with Q(x1, x2, x3, x4) the secondary
quadrics and the corresponding coefficients are
Q(T 0̂ 1) ≡ Q1 = Q(1−X1, x1 −X2, x2 −X3, x3 −X4),
Q(T 1̂ 2) ≡ Q2 = Q(x1 −X1, x1 −X2, x2 −X3, x3 −X4),
Q(T 2̂ 3) ≡ Q3 = Q(x1 −X1, x2 −X2, x2 −X3, x3 −X4),
Q(T 3̂ 4) ≡ Q4 = Q(x1 −X1, x2 −X2, x3 −X3, x3 −X4),
Q(T 4̂ 5) ≡ Q5 = Q(x1 −X1, x2 −X2, x3 −X3,−X4), (300)
and X0 = 1,X5 = 0. Again, each coefficient in the Taylor expansion is written as a combination of
threefold integrals which can be evaluated with standard BT techniques. This will introduce sub-leading
quadrics, i.e.
Qi1 = Qi(0̂ 1) = Qi(1, x1, x2), (301)
etc, and sub-subleading quadrics, i.e.
Qij1 = Qij(0̂ 1) = Qij(1, x1), (302)
etc, and also constant terms, e.g. Qij1(1, 1) etc. At each step non-leading BT factors are introduced and
the procedure fails when one of the sub-leading BT factors is zero. In this case, since E0 is the sum of 5
terms of the form
Ei0 = −
1
4
∞∑
n=0
(n+ 2)
∫
dS2 qiQ
−n−3
i (−B5)
n, (303)
with qi constant, we rewrite the sum as
1
4
∞∑
n=0
(n + 2)Q−n−3i (−B5)
n =
1
2
∫ 1
0
dz (Qi +B5 z)
−3. (304)
Likewise, by changing variables we obtain∫ 1
0
dz
∫
dS3 qi (Qi +B5 z)
−3 =
∫
dS3(X)
∫ 1
0
dz qi (x
tHi x+B4i +B5 z)
−3, (305)
where B4i is the relevant sub-leading BT factor and we can apply a Mellin-Barnes splitting, followed by
a sector decomposition, to xtHi x and B4i + B5 z
2. For the Mellin-Barnes anti-transform the leading
contribution comes from the pole at s = 3/2 giving∫ 1
0
dz (B4i +B5 z)
−3/2 = −
2
B5
[
(B4i +B5)
−1/2 −B−1/24i
]
. (306)
Alternatively we define V0(x1, . . . , x4) = V (x1, . . . , x4)−B5 and write down the BT relations correspond-
ing to B5 6= 0 and B5 = 0:[
1 +
1
4 + ǫ
(x−X) ∂x
]
[V0(x1, . . . , x4) +B5]
−2−ǫ/2 = B5 [V0(x1, . . . , x4) +B5]−3−ǫ/2,[
1 +
1
4 + ǫ
(x−X) ∂x
]
V
−2−ǫ/2
0 (x1, . . . , x4) = 0. (307)
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Then, after having summed each side of the two equations, we integrate by parts and set ǫ = 0, obtaining:
E0 =
1
4
∫
dS2
4∑
i=0
(Xi −Xi+1)B
−1
5 V
−2(î i+ 1) |sub . (308)
Hence the study of the scalar pentagon reduces again to the study of four-point functions. The tensor
pentagons too can be treated analogously to the case B5 6= 0.
8.4 Evaluation of E0 when B5 ≈ 0 and E0 is singular
For the pentagon we are in a special situation even if B5 ≈ 0 and the condition Xi < Xi−1, i = 1, . . . , 5
(with X0 = 1 and X5 = 0) is satisfied. Indeed, in this case, the BT algorithm already gives the correct
leading behavior, E0 ∼ 1/B5. This is easily seen by the Mellin-Barnes technique combined with a sector
decomposition that would require to anti-transform the product
Γ (s) Γ (3− s)
s− 2
ρ3−s5 , ρ5 =
1
B5
. (309)
Closing the s contour over the right-hand complex half-plane at infinity, thus selecting the poles at s = 2
and s = 3 + k, k ≥ 0, gives ρ5 as the leading term. Therefore, in this case, we simply go on in treating
the four-point functions according to their (sub-leading) BT factors.
9 Infrared divergent E0
For the E-family, as long as B5 6= 0, we can use Eq.(268) even for IR divergent configurations, therefore
reducing the problem to the one of boxes. If instead B5 ≈ 0 another procedure is more convenient. The
physical relevance of the E-family in photonic virtual corrections to four-fermion production in e+e−
annihilation, as well as examples of the corresponding E0 reduction, have been illustrated in [26].
Let us give an example for E0 where we consider the configuration with
p21 = p
2
5 = −m
2, m1 = 0, m2 = m5 = m, m3 = m4 =M. (310)
If we introduce the notation,
[1] = q2, [2] = (q + p1)
2 +m2, [3] = (q + p1 + p2)
2 +M2, (311)
[4] = (q + p1 + p2 + p3)
2 +M2, [5] = (q − p5)
2 +m2, (312)
then the following decomposition holds
Erem0 = −
1
2
[
(p1 + p2)
2 +M2
]
EIR0 +
1
2
(D150 +D
23
0 ), (313)
where the IR finite reminder is
Erem0 =
1
i π2
∫
ddq
q · (q + p1 + p2)
[1] · · · [5]
, (314)
and where the two D0 functions are specified by their list of arguments:
D150 ≡ D0(p
2
2 , p
2
3 , p
2
4 , (p1 + p5)
2 , (p2 + p3)
2 , (p3 + p4)
2 , m , M , M , m),
D230 ≡ D0(−m
2 , (p2 + p3)
2 , p24 , −m
2 , (p4 + p5)
2 , (p1 + p5)
2 , 0 , m , M , m). (315)
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As done in Section 7 the reminder is computed without simplifications between numerator and denomi-
nator. In particular, if B5 6= 0 we use the method of Section 8.1; otherwise, for B5 = 0 and E
rem
0 regular
(singular) we use the results of Section 8.3 (Section 8.4). The classification of arbitrary IR divergent E0
functions follows from IR power counting similarly to the discussion of Section 7.1. In all cases the IR
divergent part is expressed through C0 functions that are contained in some of the D0 which appear in
decompositions of the type expressed by Eq.(313).
10 Six-point functions (F-family)
To compute the generic, scalar, six-point function [27] we introduce more compact notations:
H−1
N,ij =
∆N,ij
GN
, (316)
whereHN is the (N−1)× (N−1) matrix with elements − pi ·pj , GN = detHN is its determinant and ∆N,ij
is the co-determinant of the element Hij. The quadric VN will be written as VN = x
tHN x+2K
t
N x+LN .
It follows that
BN =
bN
GN
, bN = GN LN −K
t
N
∆N KN , XN =
XN
GN
, XN = −∆N KN . (317)
Furthermore, LN = m
2
1 and KN has elements
KNi =
1
2
(
[i+ 1]− [i]
)
, i = 1, . . . , N − 1, (318)
where [1] = m21 and [j] = (p1 + · · · + pj−1)
2 +m2j , with j = 2, . . . , N . Since the scalar hexagon is UV
finite we can work in d = 4 dimensions where G6 = 0. Therefore, one BT iteration gives
b6 F0 =
1
6
∫
dS4
5∑
i=0
(Xi − Xi+1)V
−3−ǫ/2
6i , (319)
where X0 = X6 = 0 and where
V60 = V (0̂ 1) = V (1, x1, · · · , x4),
V61 = V (1̂ 2) = V (x1, x1, · · · , x4),
V62 = V (2̂ 3) = V (x1, x2, x2, · · · , x4),
· · ·
V65 = V (5̂ 6) = V (x1, · · · , x4, 0), (320)
and the scalar hexagon is the sum of six pentagons, i.e. of 30 boxes [24].
In computing the hexagon we have to decide about the input parameter set (hereafter IPS). Clearly
internal masses, m1, · · · ,m6 belong to the IPS and for the rest we prefer to use invariants. For a total of
N momenta we have 3N −10 independent invariants which is considerably less than the number of inner
products. The energy-momentum conservation leads to a number of linear relations among the inner
products, of which a typical example is that connecting s, t, u for the box. Secondly, the dimensionality
constraints lead to quadratic relations. For the hexagon there is just one, expressed by G6 = 0. The
complete set of invariants will be (remember that in our conventions all momenta are flowing inwards)
sijk··· = − (pi + pj + pk + · · ·)2, and we will select 8 of them for our IPS.
48
10.1 Form factors in the F-family
Consider the integral
Fµ =
1
iπ2 Γ (4)
∫
ddq
qµ
(q2 +m21) · · · ((q + p1 + · · · + p5)
2 +m26)
=
5∑
i=1
F1i piµ. (321)
We immediately obtain
F1i =
Xi
6 b6
∫
dS5 V
−3−ǫ/2
6 ({x}) + F
4
1i, (322)
where F 41i is a fourfold integral. Therefore there is a piece in Fµ proportional to F0(d = 6), where the
coefficient is
5∑
i=1
Xi piµ. (323)
In order to prove that this coefficient is zero it is enough to contract it with a set of vectors pl that span
d = 4 space-time. In this way we obtain
−
5∑
i=1
∆ij Kj pi · pl =
5∑
i=1
∆ij Kj Hil. (324)
Since ∆ij is the co-determinant of the element Hij we can use Laplace’s theorem, ∆ij Hil = δjlG, to
obtain
5∑
i=1
∆ij Kj Hil = GKl = 0, (325)
due to the vanishing of the Gram’s determinant. For two or more powers of loop momenta in the
numerator we need a new relation; let d = 4− ǫ and consider(
x−
X
G
)
V µ−1 =
1
2µ
∆
G
∂ V µ, G =
∞∑
n=1
G(n) ǫn, (326)
where µ is arbitrary. We obtain
X V µ−1 = −
1
2µ
∆ ∂ V µ, (G(1))2 xV µ−1 +G(2) (X V µ−1 +
1
2µ
∆ ∂ V µ) = 0, (327)
etc. With the help of Eq.(327) we can show that the part proportional to F0(d = 8) in Fµν has a coefficient
5∑
i,j=1
∆ij piµ pjν, (328)
which contracted with pl, l = 1, · · · , 5 gives
5∑
i,j=1
∆ij piµ pj · pl = −
5∑
i,j=1
∆ij Hjl piµ = −Gplµ = 0. (329)
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In computing form factors of the F -family we will use results already obtained for the E-family showing
that, once more, everything is reducible to form factors of the D-family. For instance for Fµ we use
5∑
i=1
Xij pjµ = 0,
Xi
B6
=
Xi
b6
, G6 = 0, (330)
and also
V −4−ǫ/2 =
1
B6
[
1 +
(x−X) ∂
6 + ǫ
]
V −3−ǫ/2, or V −4−ǫ/2 = −
1
b6
X ∂
6 + ǫ
V −3−ǫ/2. (331)
Furthermore, secondary quadrics are
V (0̂ 1) = V (1, x1, x2, x3, x4) = V1(x1, x2, x3, x4),
V (1̂ 2) = V (x1, x1, x2, x3, x4) = V2(x1, x2, x3, x4),
V (2̂ 3) = V (x1, x2, x2, x3, x4) = V3(x1, x2, x3, x4),
V (3̂ 4) = V (x1, x2, x3, x3, x4) = V4(x1, x2, x3, x4),
V (4̂ 5) = V (x1, x2, x3, x4, x4) = V5(x1, x2, x3, x4),
V (5̂ 6) = V (x1, x2, x3, x4, 0) = V6(x1, x2, x3, x4), (332)
to which we apply a standard BT algorithm
V
−3−ǫ/2
i =
1
B5i
[
1 +
1
4 + ǫ
(xj −Xij) ∂j
]
V
−2−ǫ/2
i , i = 1, · · · , 6, (333)
or a special BT algorithm,
xj V
−2−ǫ/2
i = Xij V
−2−ǫ/2
i −
1
2 + ǫ
(Hi)
−1
jl ∂l V
−1−ǫ/2
i , (334)
to show that Fµ is given by a combination of 813 threefold integrals, i.e. form factors of the D-family.
10.2 Special configurations for F0
If we have b6 = −K
t∆K = 0 on top of G6 = 0 then Eq.(319) cannot be applied. In this case we can
proceed as follows: since the vectors pi are linearly dependent, we substitute
p5µ = −
4∑
i=1
Xi
X5
piµ, (335)
into the expression of V and show that
5∑
i,j=1
Hij xi xj =
4∑
i,j=1
H
(4)
ij XiXj , Xi = xi −
Xi
X5
x5, (336)
where H(4) is a 4 × 4 matrix with elements − pi · pj. Likewise we have
5∑
i=1
Ki xi =
4∑
i=1
KiXi +
b6
X5
x5. (337)
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If we define
Li = (1− ri)x5 =
(
1−
Xi
X5
)
x5, Ui = xi−1 + (ri−1 − ri)x5, (338)
with x0 = 1 and r0 = 0, the expression for F0 can be cast into the following form:
F0 =
∫ 1
0
dx5 F0(x5), F0(x5) =
4∏
i=1
∫
Ui
Li
dxi
(
Q4 + 2
b6
X5
x5
)−4−ǫ/2
, (339)
where Q4 is a quadric in four variables, i.e.
Q4 =
4∑
i,j=1
H
(4)
ij xi xj + 2
4∑
i=1
Ki xi + L. (340)
To this quadric is associated a BT factor B4 so that we can apply the BT algorithm to Eq.(339) with a
total BT factor B4 + 2 b6/X5 x5.
11 Conclusions
In this paper we presented a detailed investigation of the algorithms, based on the Bernstein-Tkachov
theorem [11], which form the basis for a fast and reliable numerical integration of one-loop multi-leg (up
to six in this paper) diagrams. The rationale for this work is represented by the need of encompassing a
number of problems that one encounters in assembling a calculation of some complicated process, e.g. full
one-loop corrections to e+e− → 4 fermions. Furthermore, in any attempt to compute physical observables
at the two-loop level, we will have to include the one-loop part, and it is rather obvious that the two
pieces should be treated on equal footing.
Finally, our method represents a new strategy for the so-called problem of reduction of tensor integrals
(for additional alternatives we refer to [24],[25] and [28]).
All algorithms that aim to compute Feynman diagrams numerically are based on some manipulation
of the original integrands that brings the final answer into something smooth. This has the consequence
of bringing the original (Landau) singularity of the diagram into some overall denominator and, usually,
the method overestimates the singular behavior around some threshold. In these regions an alterna-
tive derivation is needed. Instead of using the method of asymptotic expansions [29], we introduced a
novel algorithm based on a Mellin-Barnes decomposition of the singular integrand, followed by a sector
decomposition that allows us to write the Laurent expansion around threshold.
Particular care has been devoted to analyze those situations where a sub-leading singularity may occur,
and to properly account for those cases where the algorithm cannot be applied because the corresponding
BT factor is zero although the singular point in parametric space does not belong to the integration
domain.
Clearly, no numerical evaluation of Feynman diagrams should be attempted unless we have a detailed
knowledge of their analytic structure; in other words, we must know beforehand where the real singular-
ities are sitting, which apparent singularity can be the origin of numerical instabilities, and what to do
when one of these cases is met.
One of the main by-products of the BT approach, Eq.(1), is that any diagram G has an associated
factor BG which is immediately computed for any one-loop diagram and gives information about the
leading solution of the corresponding set of Landau equations (these solutions are notoriously hard to
derive with standard methods [30]). Technically speaking, BG = 0 guarantees that the Landau equations
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admit a proper solution. Repeated applications of the algorithm, as explained for instance in Section 6.1,
will also introduce sub-leading BG|SL-factors whose zeros correspond to sub-leading Landau singularities.
Likewise, our solution around BG = 0 will introduce sub-leading B-coefficients of a second kind (as
explained, for instance, in the discussion after Eq.(84)), not associated with Landau singularities of the
reduced diagrams.
When these pieces of knowledge are at hand, we can automatize our calculations, even without
having to worry in advance about the physical nature [31] of the singular points (a much more difficult
assignment): it will be enough to be able to handle all cases and let the program decide when BG = 0
corresponds to a singular behavior or when a coincidence occurs. Furthermore, we have a conjecture
stating that when BG = 0, then the simultaneous occurrence of BG|SL = 0 is not physical, but we have
not been able to prove it. Instead we decided to cover also this case, so that our expressions for the
one-loop diagrams are quite general and not limited to the physical region of a specific process.
In general it is known that when a given Landau singularity curve touches one of its sub-leading
singularity curves the determination of the nature of the singularity breaks down completely (because
the αi’s are no longer uniquely determined) and changes suddenly and drastically. Similarly, our analysis
via the multiple Mellin - Barnes techniques (cf. Eqs.(92)–(93) and Eq.(221)), dealing with the coincidence
BG = BG|SL = 0 (where BG|SL is of second kind), represents a novel result. Alternatively, we have been
able to derive new integral representations that bypass the use of Laurent expansions.
Finally we have given a description of infrared divergent one-loop virtual configurations in the frame-
work of dimensional regularization: here both the residue of the infrared pole and the infrared finite
remainder are cast into a form that can be safely computed numerically.
The collection of formulas that cover all corners of phase space have been translated into a set of
FORM codes [32] and the output has been used to create a FORTRAN code whose technical description
will be given elsewhere.
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A A master integral
In this appendix we calculate the master integral
I(α,β)(a, b) =
∫ 1
0
dxxβ (a x2 + b− iδ)−α, (341)
where a and b are real numbers with b approaching 0 and a far from 0. If β > 2α − 1 the integral is
not divergent, otherwise we split the integral into two pieces: the first one contains the divergent part as
b→ 0, while the second is finite:
I(α,β)(a, b) =
∫ ∞
0
dxxβ (a x2 + b− iδ)−α −
∫ ∞
1
dxxβ (a x2 + b− iδ)−α. (342)
Since we are in the limit of δ → 0, we may write a x2+ b− iδ = (a− iδ)x2 + b− iδ. Next we perform the
following transformations in the two integrals respectively: x→ x1/2 and x→ x−1 and obtain
I(α,β)(a, b) =
1
2
∫ ∞
0
dxx
β−1
2
[
(a− iδ)x + b− iδ
]−α
−
∫ 1
0
dxx2α−β−2
[
a− iδ + (b− iδ)x2
]−α
. (343)
In the first integral an additional change of variable is performed:
x→
b− iδ
a− iδ
1− x
x
, (344)
and we make use of the following property:(
b− iδ
a− iδ
)µ
=
(b− iδ)µ
(a− iδ)µ
. (345)
Hence the final result is:
I(α,β)(a, b) =
(b− iδ)−α+
β+1
2
2 (a− iδ)
β+1
2
B
(
β + 1
2
, α−
β + 1
2
)
−
∫ 1
0
dxx2α−β−2
[
a− iδ + (b− iδ)x2
]−α
. (346)
The second term is well defined only for β < 2α − 1 and we perform an analytic continuation to the
region β < 2α+ 1 (with a, b→ a, b− i δ):
I(α,β)(a, b) =
b−α+
β+1
2
2 a
β+1
2
B
(
β + 1
2
, α−
β + 1
2
)
−
a−α
2α− β − 1
−
∫ 1
0
dxx2α−β
{
[a+ b x2]−α
x2
}
++
.(347)
From Eq.(347) we see that the two divergent terms cancel out also when β = 2α − 1. For α = n and
β = 2n− 1 we get
I(α,β)(a, b) = −
a−n
2
(
ln
b
a
+
n−1∑
j=1
1
j
)
−
∫ 1
0
dx
{
[a+ b x2]−n
x
}
+
. (348)
53
= [1] +
+[2] [3] +
+[4] [5]
Figure 5: Diagrammatical representation of the BT algorithm of Eq.(268) for the pentagon. The symbol [i] denotes
multiplication of the corresponding box by a factor wi/(4B5).
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