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1. INTRODUCTION AND EXAMPLES 
The way phenomena or processes evolve or change in time is often 
described by difference equations. One of the simplest mathematical models 
occurs when the phenomenon can be described by a single number and when 
this number can be estimated purely as a function of the previous number. 
That is, the number x, can be written as x, = TX,-, = Z?,, for n = 1,2,..., 
where T maps an interval [a, 61 c R into itself and x0 E ]a, b] is given. A 
remarkable characterization of the convergence of the motion 7”x, can be 
concluded as follows: 
THEOREM 1. Let T: [a, b] + [a, b] be a continuous map. Then the 
following statements are equivalent: 
(i) (Hillam [2]). T is asymptotically regular on [a, b], that is, 
lim (P+‘x-T”x)=O 
n+OD 
for each x in [a, b]. 
(ii) (Bushurov and Ogibin [ 11). T admits no cycle of order 2, that is, 
iffor each x in [a, b] with x # TX, then x # T2x. 
(iii) The motion T’x converges for each x in [a, b]. 
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Notice that basic to methods of successive approximation of the solution 
x = TX is the fact that, if 7”~~ converges, its limit is a solution (a fixed or 
invariant point). We are interested in the general case of Theorem 1. 
However, the following examples show that Theorem 1 does not hold, in 
general, in higher dimensional Euclidean spaces. 
EXAMPLE 1. There exist a compact convex set K in the complex planee 
and a continuous map T: K -+ K such that T is asymptotically regular for 
some z in K; whereas, the motion l”z does not converge. 
Proof. Let 
K = (z: (z( < 2}. 
Define T: K-+K by 
Tz = z for IzI < 1, 
= (* _ ~Z~-l)ei(argr+lrl-l) for 1 <jz1<2. 
Evidently T is continuous on the compact convex set K. Let z = 1 + 2 -I. 
Then 
Tz = (1 + 3-l) e2-li, T2z = (1 + 4-l) e(2-‘+3-‘)i,..., 
FIGURE 1 
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Since 
IP+‘z-FzI=(e (z-'+3-'t.-.t(ntl)-')I 
X I(1 + (n + 3)-l) e(“+‘)-I’- (1 + (n + 2)-‘)I, 
T is asymptotically regular at z = 1 + 2-i. However, the motion Z”z 
wanders indefinitely around the unit cricle )z ( = 1 (it admits an infinite 
number of limit points). 
EXAMPLE 2. Let K be the unit disc jz ( < 1. Define T: K + K by the 
rotation counterclockwise by an angle 1 (in radians), that is, 
Tz = e’z. 
It is easy to see that T admits no cycle of order 2 and the motion Pz does 
not converge for z # 0. 
Observe that in Example 1, T is not analytic; but in Example 2, T is 
analytic. Thus Bashurov and Ogibin’s theorem does not hold even if T is 
analytic. This leads to the question: Is Hillam’s theorem valid for analytic 
functions? We shall see from our Theorem 2 (below) that Hillam’s theorem 
is true for analytic functions of a complex variable. Thus the asymptotic 
regularity is more useful in studying the behavior of analytic motions than 
the behavior of the order of the cycle. Also, from the viewpoint of complex 
analysis, Bashurov and Ogibin’s theorem is rather sharper than Hillam’s 
theorem. 
2. MAM RESULT 
Let G!(X) be the set of all limit points of the motion PX from x, that is, 
O(x) = fi rj 7% 
k=Q n=k 
(see LaSalle [3, p. 31). 
In order to prove our main result, we need the following 
LEMMA. Let S be a nonempty subset of the complex plane and T: S --, S 
be a continuous map. If T is asymptotically regular at z in S, then Ty = y for 
each y in O(z). 
Proof Let y be in Q(z). Then there is a sequence of integers nj such that 
T?z-, y and nj-+ a3 
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as j-t co. Since 
and the asymptotic regularity and continuity of T, Ty = y. 
We now can state and prove our main result. 
THEOREM 2. Let D be a domain in the complex plane, D, a subset of D. 
Suppose that T is an analytic function in D and T(D,) c D, is compact. 
Then the motion T”z converges for z in D, if and only if T is asymptotically 
regular on D,. 
Proof. Let z E D,. Obviously T is asymptotically regular at z if ?“z 
converges. To prove the reverse part, observe that J2(z) # $. Consider the 
following two cases: 
Case 1. Suppose G(z) is infinite. In this case, due to the Lemma and the 
identity principle for analytic functions [4, p. 1491, T is the identity function 
on D. Hence Tz converges. 
Case 2. Suppose Q(z) is finite. In this case, we claim that Q(z) is a 
singleton (This fact is a consequence of a result in LaSalle [3, p. 41, here we 
include the proof only for completeness.) Suppose not. Let Q(z) = { yI ,..., yk} 
with k > 1. Then 
E = min(( y, - ys(: r # s, r, s = l,..., k) > 0. 
Let 
Hj={W:IW-yj\ <3-l&}. 
Then there exists a positive n, so that 
TZE IJ Hj 
j=l 
and 
for all n > n, . Suppose that F1z E H, for some n, > n,. Then 
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for j = 2,..., k. Hence PI+ rz E H, and by induction we must have T”z E H, 
for all n > n,. This contradiction, since y *,..., yk E a(z), shows that Q(z) is a 
singleton and the conclusion follows. 
3. SOME APPLICATIONS 
As an example of the use of Theorem 2, we have the following 
THEOREM 3. Let D be a domain in the complex plane, D, a subset of D. 
Suppose that T is an analytic in D which carries D, into itself and T(D,) is 
compact. If there exists a continuous function V: D, 4 [0, ao) such that 
V(Tz) < V(z) for all z in D, with z # Tz, (1) 
then the motion T”z converges for each z in D,. 
Proof: Let z E D,. By Theorem 2, it suffices to show that T is 
asymptotically regular at z. Suppose that there exists a subsequence P’*z of 
7”‘~ such that 
p-Q+‘z-PZ(>&>O (2) 
for all k 2 1. By the compactness of T(D,), we may (by selecting a sequence, 
if necessary) assume that P’kz --) y. As T is continuous, P+ ‘z --t Ty. It 
follows from (2) that ) ~‘JJ - y I> E > 0. From (l), V is decreasing on 7”~. 
Thus 
v(rz)-td>o as n+a. 
Since V is continuous, 6 = V(y) = V(Ty), which is a contradiction and the 
proof is complete. 
Theorem 3 may be applied in various ways, of which the following serves 
as an illustration. Let J, be the set of all nonnegative integers and C the set 
of all complex numbers. Let z: J, -P C. Then z’: J, --, C is defined by z’(n) = 
z(n -t 1). 
THEOREM 4. Let T be analytic in C. Consider the dzflerence equation 
z’ = Tz, Tz* = z*. 
Suppose that ( T’(z)1 < 1 for all z E C with z #z*, where T is the derivative. 
Then z* is a global attractor, that is, T’z converges to z* for any z in C. 
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Proof. Since ) T(z)\ is a subharmonic function, 1 T(z)1 < 1 for all z by 
applying the maximum principle for subharmonic functions. For any z, , z2 
in the complex plane, define 
g(y) = T(z, + Yh -z,>) 
for any complex y, Then g is entire and 
$ g(y) = T(z, + Ye2 - zJ)(z* - ZJ 
Thus (by Cauchy’s theorem), 
% - Tz, = g(l) - do) = .i,’ f g(y) dy. 
Consequently, 
Thus 
~Tz-z*)=JTz-Tz*) cjz-z*) 
for all z + z*. Let 
V(z) = ) z - z* 1. 
Then 
V(Tz) < V(z) 
for all z # z*. Let zO be given. Define 
G(z,) = {z: V(z) < V(zo)}. 
Then G(z,) is positively invariant and T(G(z,)) is compact. By Theorem 3, 
z* is a global attractor. 
Remark 1. In Theorem 4, x* is globally asymptotically stable. In fact, 
V(z) = Iz - z* 1 is a Liapunov function and V(z) + co as lz( + co. 
Remark 2. Let T: R* + R* from two-dimensional Euclidean space into 
itself. Consider the difference equation 
x’ = TX, TX” =x*. 
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Suppose that T is C’ and 11 T(x)]1 < 1 for all x # x*, where 1) - 1) denotes the 
Euclidean distance. It is not known whether x* is globally asymptotically 
stable. In connection with this, we refer to LaSalle [3, pp. 20, 211 for more 
discussion. 
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