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Abstract. The resonance relations are identities between coordinates of functions ψ(λ)
with values in tensor products of representations of the quantum group Uq(sl2). We show
that the space of hypergeometric solutions of the associated qKZB equations is characterized
as the space of functions of Baker-Akhiezer type, satisfying the resonance relations. We
give an alternative representation-theoretic construction of this space, using the traces of
regularized intertwining operators for the quantum group Uq(sl2), and thus establish the
equivalence between hypergeometric and trace function solutions of the qKZB equations.
We define the quantum conformal blocks as distinguished Weyl anti-invariant hypergeo-
metric qKZB solutions with values in a tensor product of finite-dimensional Uq(sl2)-modules.
We prove that for generic q the dimension of the space of quantum conformal blocks equals
the dimension of Uq(sl2)-invariants, and when q is a root of unity is computed by the Verlinde
algebra.
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1. Introduction
1.1. The motivation for this paper was to establish correspondence between holomorphic
solutions to the quantum Knizhnik-Zamolodchikov-Bernard (qKZB) equations, arising from
two different constructions: as trace functions of regularized intertwining operators for the
quantum group Uq(sl2) and as hypergeometric solutions, given in terms of contour integrals.
In this paper we consider the qKZB operators without spectral parameters, which act in
the space Fun ⊗M~Λ[0], where Fun is the space of functions of a complex variable λ, and
M~Λ[0] is the zero weight subspace of a tensor product MΛ1⊗ . . .⊗MΛn of Verma modules for
the quantum group Uq(sl2). The qKZB operators Kj are expressed in terms of the dynamical
R-matrix operators RΛi,Λk(λ) ∈ End(MΛi ⊗MΛk) and act on M~Λ[0]-valued functions of λ:
Kj =
(
RΛj+1,Λj(λ− h(j+2,...,n))
)−1
. . .
(
RΛn,Λj(λ)
)−1
Γj
RΛj ,Λ1(λ− h(2,...,j−1) − h(j+1,...,n)) . . .RΛj ,Λj−1(λ− h(j+1,...,n)).
(1.1)
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where Γj ψ(λ) = ψ(λ−h(j)), and h(i,...,k) must be replaced with µi+ · · ·+µk when acting on
homogeneous functions ψ(λ) with values in MΛ1 [µ1]⊗ . . .⊗MΛn [µn]. Thus defined operators
Kj pairwise commute for j = 1, . . . , n, and the corresponding qKZB equations are the
equations for common eigenfunctions of operators Kj .
A distinguished hypergeometric family of solutions to the general qKZB equations, asso-
ciated with Felder’s elliptic dynamical R-matrix with spectral parameter, was introduced in
[FTV1] in terms of contour integrals. Our operators RΛi,Λk(λ) are the asymptotic limits of
this elliptic R-matrix, and hence a suitable limit of the integral formulae in [FTV1] yields
a family of holomorphic eigenfunctions for the operators Kj. Coordinates of these vector-
valued eigenfunctions are arranged in the hypergeometric qKZB matrix H(λ, x; ~Λ), where x
is an additional complex parameter. For a fixed x ∈ C the matrix can be regarded as an
operator H(λ, x; ~Λ) : M~Λ[0]→ Fun⊗M~Λ[0], which satisfies the equations
Kj H(λ, x; ~Λ) = H(λ, x; ~Λ) Ej(x), j = 1, . . . , n, (1.2)
for suitable diagonal operators Ej(x). One can show that the hypergeometric construction
yields all qKZB solutions of certain type, cf. Theorem 6.9.
1.2. Solutions ψ(λ) of the qKZB equations, arising from the hypergeometric construction,
satisfy the so-called resonance relations [FV1], which are algebraic identities between values
of coordinate functions of ψ(λ) at certain values of λ.
In the simplest case n = 1, the resonance relations first appeared in the study of algebraic
integrability of Schro¨dinger operators with the Calogero-Sutherland potential as a system
of axioms on a Baker-Akhiezer function ψ(λ, x) = eλxP (λ, x), where P (λ, x) is a monic
polynomial in the first variable of degree m. In particular, it was shown in [CV] that for
generic x ∈ C the one-point resonance relations
ψ(−δ, x) = ψ(δ, x), δ = 1, . . . ,m,
determine such a function uniquely, and that ψ(λ, x) is an eigenfunction for the Calogero-
Sutherland differential operator in the x variable. This fact has a q-difference analogue: a
function of the form ψ(λ, x) = qλxP (q2λ, x), satisfying the same conditions, exists and is
unique; moreover this function is an eigenfunction of the Macdonald difference operator in
the x variable. In both cases, the function ψ(λ, x) also satisfies a difference equation with
respect to λ.
The solutions of the qKZB equations are parameterized by a complex parameter x and
a finite set of multi-indices ~m = (m1, . . . , mn). The solutions have the trigonometric quasi-
polynomial form
ψ(λ) = qλ(x−m)
(
m∑
k=0
q2kλ ψ(k)
)
, ψ(k) ∈ M~Λ[0] . (1.3)
Here the ”level” m is the nonnegative integer, determined by the equation Λ1+· · ·+Λn = 2m.
In this paper we regard the n-point resonance relations of [FV1] as a system of axioms on
a vector-valued trigonometric quasi-polynomial function ψ(λ) of the form (1.3). A detailed
combinatorial description of the n-point resonance relations is given in Section 2.
Theorem. Let x,Λ2, . . . ,Λn ∈ C be generic. Then for every ψ(0) ∈ M~Λ[0] there exists a
unique function of the form (1.3), satisfying the n-point resonance relations.
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This is proved in Section 2, see Theorem 2.1.
Using the above theorem, we introduce the fundamental resonance matrix Ψ(λ, x; ~Λ)
Ψ(λ, x; ~Λ) = qλ(x−m)
(
Id +
m∑
k=1
q2kλΨ(k)
)
, Ψ(k) ∈ End(M~Λ[0]),
whose colums form a basis of the space of functions satisfying the resonance conditions.
For a fixed x ∈ C the fundamental resonance matrix can be regarded as an operator
Ψ(λ, x; ~Λ) : M~Λ[0]→ Fun⊗M~Λ[0]. Any function of the form (1.3), satisfying the resonance
relations, must lie in the image of Ψ(λ, x; ~Λ); in particular, this applies to all hypergeometric
qKZB solutions. From this we derive that for generic x the column spaces of H(λ, x; ~Λ) and
Ψ(λ, x; ~Λ) coincide.
1.3. Representation theory of quantum groups gives rise to another family of solutions of the
qKZB equations, realized as traces of intertwining operators between Verma modules and
their tensor products, see [EV1].
The versions of qKZB operators, considered in [EV1], were associated with the so-called
fusion dynamical R-matrix, and the corresponding qKZB solutions were meromorphic in
λ. For the simplest case of the quantum group Uq(sl2) and n = 1 these meromorphic
trace functions were explicitly computed in [EV1], and were related to the corresponding
hypergeometric solutions by a simple meromorphic gauge transformation.
In this paper we modify the trace function construction and obtain holomorphic eigen-
functions of the qKZB operators (1.1), arising from Felder’s dynamical R-matrix. We show
that these holomorphic trace functions are precisely the hypergeometric qKZB solutions,
computed using the contour integrals.
The key ingredient in our construction is the notion of a holomorphic intertwining operator
ΦΛm(λ) : Mλ−1 → Mλ−Λ+2m−1 ⊗ M⋆Λ, where M⋆Λ denotes the contragredient dual Verma
module, see [STV]. These operators holomorphically depend on highest weights λ and Λ. For
any ~Λ ∈ Cn and ~m ∈ Zn≥0, satisfying the zero weight condition Λ1+. . .+Λn = 2(m1+. . .+mn),
we consider the composition of the holomorphic intertwining operators
Φ
~Λ
~m(λ) :Mλ−1 →Mλ−1 ⊗M⋆Λ1 ⊗ . . .⊗M⋆Λn ,
and the corresponding (M⋆Λ1 ⊗ . . .⊗M⋆Λn)[0]-valued trace function:
F~m(λ, x; ~Λ) = q−
m(m+1)
2 (q − q−1)m(qx − q−x) Tr
∣∣∣∣
Mλ−1
(
Φ
~Λ
~m(λ) q
xh
)
.
In the above formula, the trace is a formal power series in qx, which converges to a M⋆~Λ[0]-
valued function F~m(λ, x; ~Λ), meromorphic in x and holomorphic in variables λ and ~Λ. Ar-
ranging the coordinates of various F~m(λ, x; ~Λ) as rows, we obtain the universal trace matrix
F(λ, x; ~Λ). For a fixed x ∈ C, it can be thought of as an operator F(λ, x; ~Λ) : M~Λ[0] →
Fun⊗M~Λ[0].
The holomorphic intertwining operators ΦΛm(λ) and their compositions have particularly
nice compatibility with inclusions and fusion of Verma modules for Uq(sl2). That compati-
bility leads to the following result.
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Theorem. Let x ∈ C, and let ψ(λ) be a M~Λ[0]-valued function of λ, which belongs to the
image of F(λ, x; ~Λ) in Fun⊗M~Λ[0]. Then ψ(λ) satisfies the n-point resonance relations.
This is proved in Section 3, see Theorem 3.4.
By uniqueness of the resonance solutions, the image of F(λ, x; ~Λ) is a subspace of the
image of Ψ(λ, x; ~Λ). In fact, these two spaces coincide, and we have the following relation
between F(λ, x; ~Λ) and Ψ(λ, x; ~Λ).
Theorem. There exists an invertible operator Ξ~Λ ∈ End(M~Λ), diagonal with respect to the
standard monomial basis, such that
Ψ(λ, x; ~Λ) = F(λ, x; ~Λ) Ξ~Λ.
This is proved in Section 3, see Theorem 3.5.
The diagonal operators Ξ~Λ play the role of the operators, relating the actions of the
quantum and the dynamical quantum groups, associated with sl2. In particular, they provide
the gauge equivalence between Drinfeld’s quantum R-matrix and the asymptotic R-matrix,
obtained as the limit of RΛ1,Λ2(λ) as λ→∞, see Theorem 5.2.
1.4. We establish the connection between the holomorphic intertwining operators and the
so-called dynamical Shapovalov form, which appears, in particular, in the study of the qKZB
heat equation and the orthogonality relations, satisfied by the hypergeometric qKZB solu-
tions, see [FV3], [FV4], [TV2]. The dynamical Shapovalov form can be thought of as the
bilinear pairing Q : M∗~Λ ⊗M∗~Λ → Fun, defined by Q(u
~Λ
~m ⊗ u~Λ~m′) = δ~m,~m′Q~Λ~m(λ), where
Q
~Λ
~m(λ) =
n∏
j=1
[mi]!
mi∏
k=1
[λ−∑ni=j+1(Λi − 2mi) + k][λ−∑ni=j(Λi − 2mi)− k]
[Λi − k + 1] . (1.4)
We interpret the dynamical Shapovalov form as the ”square norm” of the holomorphic
intertwining operators with respect to the inner product 〈·, ·〉 on Verma modules, see [L].
Theorem. Let Φ
~Λ
~m(λ) : Mλ−1 → Mµ ⊗M⋆~Λ and Φ
~Λ
~m′(λ
′) : Mλ′−1 → Mµ ⊗M⋆~Λ be the holo-
morphic intertwining operators as above. Then for any v ∈Mλ−1 and v′ ∈Mλ′−1 we have
〈Φ~Λ~m(λ)v,Φ~Λ~m′(λ′)v′〉 = δ~m,~m′ Q~Λ~m(λ) 〈v, v′〉.
This is proved in Section 3, see Theorem 3.1.
The dynamical Shapovalov form appears as the density function for the integrals, partic-
ipating in the qKZB heat equation and the orthogonality relations for the hypergeometric
qKZB solutions. These relations are crucial for the construction in [FV4] and [EV2] of the
generalized Fourier transform for the vector-valued spherical functions. In [FV4] the qKZB
heat equation and the orthogonality relations were proved for n-point hypergeometric solu-
tions at level m = 1, and in [EV2] they were established for the one-point meromorphic trace
functions, associated with arbitrary quantum groups. We hope that the previous theorem
will be instrumental for a uniform general proof of these relations.
1.5. The resonance relations were introduced in [FV1] as the identities satisfied by the elliptic
hypergeometric qKZB solutions, and our qKZB matrix inherits the same properties.
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Theorem. [FV1] Let x ∈ C, and let ψ(λ) be a M~Λ[0]-valued function of λ, which belongs to
the image of H(λ, x; ~Λ) in Fun⊗M~Λ[0]. Then ψ(λ) satisfies the n-point resonance relations.
The M⋆~Λ[0]-valued functions H
~m(λ, x; ~Λ), represented by columns of H(λ, x; ~Λ), can there-
fore be expressed as linear combinations of columns F ~m(λ, x; ~Λ) of the universal trace ma-
trix. The corresponding transformation operator is closely related to the quantum Knizhnik-
Zamolodchikov (qKZ) equations, which we now describe.
For x ∈ C and j = 1, . . . , n the qKZ operatorsKj(x) without spectral parameter, acting in
M~Λ[0], are expressed in terms of the quantum R-matrix operatorsRΛi,Λk ∈ End(MΛi⊗MΛk):
Kj(x) = R
−1
Λj ,Λj+1
. . .R−1Λj ,Λn
(
qxh
)
j
RΛ1,Λj . . .RΛj−1,Λj ,
The qKZ equations are equations for common eigenvectors of the operators Kj(x).
The qKZ operators Kj(x) can be regarded as certain limits of the qKZB operators Kj ,
restricted to the space of M~Λ[0]-valued quasi-trigonometric polynomials. The corresponding
limits of the qKZB equations become the qKZ equations.
For every level m a version of the universal hypergeometric construction [FTV1] yields a
matrix {H~m′~m (x; ~Λ)}, holomorphically depending on x. Regarded as an operator H(x; ~Λ) ∈
End(M~Λ[0]), it satisfies
Kj(x) H(x; ~Λ) = H(x; ~Λ) Ej(x; ~Λ), j = 1, . . . , n, (1.5)
for the same operators Ej(x; ~Λ) as in (1.2). We obtain the following fundamental relations
between the universal trace functions and the qKZ and qKZB operators and solutions.
Theorem. Let n ≥ 2 and let x ∈ C be generic. Then for all j = 1, . . . , n we have
Kj F(λ, x; ~Λ) = F(λ, x; ~Λ) Kj(x).
This is proved in Section 6, see Theorem 6.1.
Theorem. Let x ∈ C be generic. Then
H(λ, x; ~Λ) = F(λ, x; ~Λ) H(x; ~Λ).
This is proved in Section 4, see Theorem 4.5.
In other words, the universal trace function intertwines the qKZB and qKZ operators,
and transforms the hypergeometric solutions of the qKZ equations to the hypergeometric
solutions of the qKZB equations. Thus we can regard F(λ, x; ~Λ) as the ”quantization”
operator, reconstructing the qKZB solutions from their asymptotic limit. Note also that the
previous theorem gives a formula for the universal trace function in terms of hypergeometric
integrals,
F(λ, x; ~Λ) = H(λ, x; ~Λ)H(x; ~Λ)−1.
1.6. The Macdonald-Ruijsenaars operators MΘ : Fun⊗M~Λ[0]→ Fun⊗M~Λ[0], introduced in
[EV1], are defined for dominant integral highest weights Θ by
MΘ = q
mΘ
∑
µ∈h∗
Tr
∣∣∣∣
LΘ[µ]
RΘ,Λ1(λ− h(2,...,n)) . . .RΘ,Λn(λ) T−µ, (1.6)
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where T−µ is the shift operator, T−µψ(λ) = ψ(λ − µ), and LΘ is the irreducible finite-
dimensional Uq(sl2)-module with highest weight Θ.
The operators MΘ for different Θ pairwise commute. The Macdonald-Ruijsenaars equa-
tions are the equations for common eigenfunctions of operators MΘ.
We use the equivalence between the hypergeometric and trace function qKZB solutions to
establish the following result.
Theorem. For Θ ∈ Z≥0, let χΘ(x) =
∑
µ dimLΘ[µ] q
−µx denote the character of LΘ. Then
MΘ H(λ, x; ~Λ) = χΘ(x)H(λ, x; ~Λ). (1.7)
This is proved in Section 6, see Theorem 6.7.
One can show that the hypergeometric construction gives all trigonometric quasi-polynomial
solutions to equations (1.7), cf. Theorem 6.11.
When n = 1 the Macdonald-Ruijsenaars operators reduce to the ordinary Macdonald
operators for sl2 with parameters q and t = q
m. The Macdonald polynomials pλ(x) are then
related to the hypergeometric solution H(λ, x; 2m) by
pλ(x) =
(−1)mqm(m+1)/2
(q − q−1)2m+1
[2m]!
[m]!
H(λ+m+ 1, x; 2m)−H(λ+m+ 1,−x; 2m)∏m
j=1[λ+ j]
∏m
j=−m[x− j]
. (1.8)
Thus the anti-symmetrized qKZB solutions, studied in this paper, can be regarded as vector-
valued generalizations of the Macdonald polynomials for sl2.
1.7. Summarizing the results, we conclude that for generic x ∈ C there exists a distinguished
subspace of M~Λ[0]-valued trigonometric quasi-polynomials, which can be constructed in sev-
eral equivalent ways: using the resonance relations, the hypergeometric integrals, the holo-
morphic trace functions, the qKZB equations, or the MR equations, see Theorem 7.1. We
call this subspace the harmonic space Harmx,~Λ.
For integral dominant ~Λ we obtain the integral version Harmx,~Λ ⊂ Fun ⊗ L~Λ[0] of the
harmonic space, which consists of functions with values in the tensor product of finite-
dimensional Uq(sl2)-modules. The space Harmx,~Λ can be characterized as the space of L~Λ[0]-
valued trigonometric quasi-polynomial solutions of qKZB or MR equations.
1.8. When the highest weights ~Λ are nonnegative integers, the Weyl group acts on the space
of functions with values in the corresponding tensor product of finite-dimensional modules.
The Weyl anti-symmetric solutions of KZB-type equations play an important role in the
conformal field theory, see for example [FW].
It was shown in [FV1] that the coordinates of Weyl anti-symmetrized hypergeometric
qKZB solutions ψ(λ) must vanish at the special values of λ, participating in the resonance
relations. These vanishing conditions can be described in terms of the fusion rules for the
tensor category of finite-dimensional sl2-modules. Namely, for each λ and ~m one constructs
a chain of highest weights λ(0), . . . , λ(n), and the vanishing conditions state that ψ~m(λ) = 0
when at least one of the triples (λ(i−1), λi,Λi) violates the sl2-fusion rules. The proof in
[FV1] of the vanishing conditions was based on some identities for theta functions entering
the hypergeometric integrals.
We use the equivalence between the spaces of hypergeometric solutions and holomorphic
trace functions to give a new representation-theoretic proof of the vanishing conditions.
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Namely, we prove the Weyl formula for the holomorphic trace functions (Theorem 7.8),
which shows that the anti-symmetrized trace functions can be interpreted as traces of regu-
larized intertwining operators between finite-dimensional Uq(sl2)-modules. The violation of
the fusion rules as above then implies that the corresponding intertwining operator Φ
~Λ
~m(λ)
must be the zero operator, and hence the corresponding trace function vanishes.
1.9. The anti-symmetrized hypergeometric qKZB solutions belong to the sum of spaces
Harmx,~Λ + Harm−x,~Λ. For generic x this sum is direct, because the ”supports” of the cor-
responding trigonometric quasi-polynomials are the disjoint strings (x −m, . . . , x+ m) and
(−x − m, . . . ,−x + m). In particular, the dimension of the space of Weyl anti-symmetric
qKZB solutions is the same for all generic x.
The hypergeometric qKZB solutions become the true trigonometric polynomials when the
parameter x is an integer, and for small integral values of x the spaces Harmx,~Λ, Harm−x,~Λ
have a nontrivial intersection. The structure of the space of Weyl anti-symmetric qKZB
solutions is more subtle in these cases.
We show that for x = 0 all Weyl anti-symmetrized hypergeometric qKZB solutions vanish
identically.
Then we consider the case x = ±1, and study in detail the corresponding Weyl anti-
symmetric solutions ϑ~m(λ), which we call the quantum conformal blocks. The following
result resembles the Macdonald special value identity, and plays an important role in the
analysis of functions ϑ~m(λ).
Theorem. Let ~Λ ∈ Zn[2m] and ~m ∈ Zn[m]. Then ϑ~m(1) = −Q~Λ~m(1) v(~m)~Λ , where Q
~Λ
~m(λ) are
the diagonal entries of the matrix of the dynamical Shapovalov form, see (1.4).
This is proved in Section 8, see Theorem 8.5.
1.10. We denote Conf~Λ the subspace of Fun ⊗ L~Λ[0], spanned by the quantum conformal
blocks ϑ~m(λ). One of our principal results is
Theorem. For any ~Λ ∈ Zn the dimension of the space Conf~Λ equals the dimension of
Uq(sl2)-invariants in the tensor product LΛ1 ⊗ . . .⊗ LΛn.
This is proved in Section 8, see Theorem 8.6.
The proof of the above theorem is constructive in the sense that we explicitly describe
the set of indices ~m, such that ϑ~m(λ) is a basis of Conf~Λ. Moreover, we show that for all
other ~m the functions ϑ~m(λ) are identically zero. This property suggests that there may
be a correspondence between hypergeometric solutions and Lusztig’s canonical basis, which
have similar properties. We plan to investigate this relation in a subsequent paper.
1.11. When the highest weights ~Λ are integral, the qKZB and MR equations can be considered
independently on each of the cosets C/Z. Particularly important is the restriction to the
lattice Z ⊂ C. In that case the operators Kj andMΘ may have singularities, and we consider
their modified versions K˜j and M˜Θ, which are regular on the lattice. We conjecture that the
restrictions of the Weyl anti-symmetrized hypergeometric solutions remain the eigenfunctions
of these modified qKZB and Macdonald-Ruijsenaars operators; in some special cases this
conjecture was shown to hold, see Section 12 in [FV1].
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For generic q the restriction of a trigonometric polynomial ϑ~m(λ) can be uniquely recon-
structed from its restriction to λ ∈ Z. However, when q becomes a root of unity, some of
the ϑ~m(λ) may restrict to the zero function on Z. For q = exp
(
πi
ℓ
)
with ℓ ∈ {3, 4, . . . }, we
define the discrete version Conf
(ℓ)
~Λ
of the conformal block space as the subspace of functions
ψ : Z→ L~Λ[0], spanned by the restrictions of ϑ~m(λ).
Theorem. Let ~Λ ∈ Zn be such that Λi ≤ ℓ− 2 for i = 1, . . . , n. Then the dimension of the
space Conf
(ℓ)
~Λ
equals the dimension of the Verlinde algebra invariants in the tensor product
LΛ1 ⊗ . . .⊗ LΛn.
This is proved in Section 8, see Theorem 9.6.
Finally, we conjecture that the spaces Conf~Λ and Conf
(ℓ)
~Λ
are uniquely characterized as the
spaces of Weil anti-symmetric trigonometric polynomial solutions of the MR equations
MΘψ(λ) = (dimq LΘ)ψ(λ),
see Conjecture 8.7 and Conjecture 9.8 for precise formulations.
1.12. The hypergeometric construction for the general sl2 qKZB equations, associated with
the elliptic R matrices with spectral parameters, was studied in [FTV1], [FTV2], [FV1]-
[FV4]. The corresponding trace function construction, based on the intertwining operators
for the affine quantum group Uq(ŝl2), was developed in [ESV]. It was proved in [ESV] that
the constructed trace functions satisfy the general qKZB equations. Conjecturally the elliptic
hypergeometric solutions and trace function solutions coincide up to normalization.
We expect that the techniques developed in this paper can be used to establish the desired
equivalence of the two constructions. We plan to discuss this subject in a subsequent paper.
1.13. We are grateful to P. Etingof for valuable discussions. The second author was supported
by NSF grant DMS-0555327.
2. Resonance relations: the elementary approach
2.1. Basic notation. Fix η ∈ C such that Im η > 0, and for any x ∈ C, k ∈ Z≥0, denote
qx = eπiηx, [x] =
qx − q−x
q − q−1 , [x]k = [x][x + 1] . . . [x+ k − 1], [k]! = [1][2] . . . [k].
In this paper we fix a non-negative integer m, and a positive integer n. We set
Zn = (Z≥0)n, Zn[m] = {~m ∈ Zn
∣∣ m1 + · · ·+mn = m}.
We denote by Cn[2m] the hyperplane in Cn, defined by
Cn[2m] = {~Λ ∈ Cn ∣∣Λ1 + · · ·+ Λn = 2m}.
We say that ~Λ ∈ Cn[2m] is generic, if Λ2, . . . ,Λn are generic in C.
We say that m ∈ Z≥0 is Λ-admissible, if m− Λ /∈ Z>0. More generally, ~m ∈ Zn is called
~Λ-admissible, if mi − Λi /∈ Z>0 for all i = 1, . . . , n. For any ~Λ ∈ Zn we denote
Adm~Λ =
{
~m ∈ Zn ∣∣ ~m is ~Λ-admissible} , Adm~Λ[m] = Adm~Λ ∩ Zn[m]. (2.1)
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Let Fun denote the space of functions of a complex variable λ. For any x ∈ C and d ∈ Z≥0
we denote Funx,d the subspace of Fun, consisting of the functions of the form
ψ(λ) = qλ(x−m)
(
d∑
k=0
ψ(k) q2kλ
)
, ψ(k) ∈ C. (2.2)
We call ψ(λ) of the form (2.2) a trigonometric quasi-polynomial of degree d.
2.2. The resonance relations. Let Vn,m denote a complex vector space with a basis
{v(~m)}~m∈Zn[m]. Any Vn,m-valued function ϕ(λ) of a complex variable λ can be written as
ϕ(λ) =
∑
~m∈Zn[m]
ϕ~m(λ) v
(~m), (2.3)
where ϕ~m(λ) are scalar functions; we call them the coordinates of ϕ(λ).
A holomorphic Vn,m-valued function ϕ(λ) is said to satisfy the n-point resonance relations
at level m with respect to ~Λ ∈ Cn[2m], if the following conditions hold for all ~m ∈ Zn[m].
• Condition Cj(~m) for j = 1, . . . , n− 1. For any δ ∈ {1, . . . , mj} we have
ϕ~m(−δ +
n∑
i=j+1
(Λi − 2mi)) = ϕτδj (~m)(−δ +
n∑
i=j+1
(Λi − 2mi)), (2.4)
where τ δj (~m) = (m1, . . . , mj−1, mj − δ,mj+1 + δ,mj+2, . . . , mn).
• Condition Cn(~m). For any δ ∈ {1, . . . , mn} we have
ϕ~m(−δ) = ϕτδn(~m)(δ), (2.5)
where τ δn(~m) = (m1 + δ,m2, m3, . . . , mn−2, mn−1, mn − δ).
It is easy to see that for each ~m the values of ϕ~m(λ) appear exactly m times on the left,
and m times on the right side of the equations (2.4), (2.5). Note also that these equations do
not directly involve Λ1. Another useful observation is that if ξ(λ) is an even scalar function,
then the resonance relations for ϕ(λ) imply the resonance relations for ξ(λ)ϕ(λ).
Example. Let n = 1. Then the resonance relations are
ϕm(−δ) = ϕm(δ), δ = 1, . . . ,m.
Example. Let n = 2 and m = 1. Then the resonance relations are
ϕ1,0(−1 + Λ2) = ϕ0,1(−1 + Λ2),
ϕ0,1(−1) = ϕ1,0(1).

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Theorem 2.1. Let x ∈ C and ~Λ ∈ Cn[2m] be generic. Then for any vector ψ(0) =∑
~m ψ
(0)
~m v
(~m) there exists a unique function ψ(λ) of the form
ψ(λ) = qλ(x−m)
(
m∑
k=0
q2kλ ψ(k)
)
, ψ(k) ∈ Vn,m, (2.6)
satisfying the n-point resonance relations with respect to ~Λ.
Proof. For any ~m we form an m-tuple of complex numbers by concatenating the lists of
values of λ, appearing on the left in the resonance relations, associated with ~m:
(ζ
(1)
~m , . . . , ζ
(m)
~m ) = (−1 +
n∑
j=2
(Λj − 2mj), . . . ,−m1 +
n∑
j=2
(Λj − 2mj), . . . . . . ,−1, . . . ,−mn),
and set for each k = 0, . . . ,m
ξ~m;k(λ) = q
kλ
m∏
i=k+1
[λ− ζ (i)~m ]. (2.7)
The coordinates of ψ(λ) can be uniquely represented in the form
ψ~m(λ) = q
λx
m∑
k=0
c
(k)
~m ξ~m;k(λ), c
(k)
~m ∈ C,
and the initial condition forces c
(0)
~m = (q − q−1)mψ(0)~m . The remaining coefficients c(k)~m with
k = 1, . . . ,m are determined from the resonance relations, which are equivalent to a system
of linear equations on c
(k)
~m . More precisely, the equations (2.4) and (2.5) become respectively
m∑
k=0
c
(k)
~m ξ~m;k(−δ +
n∑
i=j+1
(Λi − 2mi)) =
m∑
k=0
c
(k)
τδj (~m)
ξτδj (~m);k(−δ +
n∑
i=j+1
(Λi − 2mi)), (2.8)
m∑
k=0
c
(k)
~m ξ~m;k(−δ) = q2δx
m∑
k=0
c
(k)
~m′ ξ~m′;k(δ). (2.9)
Since the number of resonance relations equals the number of variables c
(k)
~m , it suffices to show
that the determinant D of the corresponding matrix is nonzero for generic x,Λ2, . . . ,Λn. It
is clear that D is a polynomial in q2x; let D0 denote its constant term.
Introduce a partial order 4 on Zn by writing ~m 4 ~m′ if and only if
j∑
i=1
mi ≥
j∑
i=1
m′i for all j = 1, . . . , n, (2.10)
and list the resonance relations according to the following rules:
(1) If i < j, then conditions Ci appear before conditions Cj,
(2) If ~m ≺ ~m′, then conditions Cj(~m) appear before conditions Cj(~m′),
(3) Conditions Cj(~m) appear in increasing order of δ.
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Simultaneously we make a compatible ordered list of the undetermined coefficients c
(k)
~m , by
associating to the equation (2.8) the variable c
(m1+···+mj−1+δ)
~m , and similarly for (2.9). Consider
the matrix of the system of resonance relations with respect to these orderings of equations
and variables, and take its limit as q2x → 0. It immediately follows from (2.7) that the
resulting matrix is upper-triangular, with diagonal entries qk ζ
(k)
~m
∏n
i=k+1[ζ
(k)
~m − ζ (i)~m ].
The constant term D0 is equal to the the product of the above entries, which are all
nonzero for generic Λ2, . . . ,Λn. Therefore, D0 6= 0, and hence D does not vanish identically,
which implies that generically we have D 6= 0. 
2.3. The determinant D. Computations suggest that the determinant D, which appeared
in the proof of Theorem 2.1, is always a product of its constant term D0 and several factors
of the form (1− q2(x+k)). We formulate
Conjecture 2.2. One has D 6= 0 unless x,Λ2, . . . ,Λn satisfy one of the equations
[x+ k] = 0, k = −m+ 2, . . . ,m, (2.11)
[Λi+1 + · · ·+ Λj − k] = 0, k = 2, . . . , 2m− 2, (2.12)
for some 1 ≤ i < j ≤ n.
Equivalently, we expect that up to a constant and a non-vanishing exponential function
in ~Λ, the determinant D factors into the product of terms appearing on the left in (2.11),
(2.12) with certain multiplicities, which can be described combinatorially. This factorization
property is reminiscent of some of the determinant formulas arising in representation theory,
although the representation-theoretic significance of D is not clear yet.
We illustrate the factorization property of the determinant D - and the argument of the
proof of Theorem 2.1 - in another example.
Example. Let n = 2 and m = 2. Then the ordered list of resonance relations for the
coordinates of a Vn,m-valued function ψ(λ) is given by
ψ2,0(−1 + Λ2) = ψ1,1(−1 + Λ2),
ψ2,0(−2 + Λ2) = ψ0,2(−2 + Λ2),
ψ1,1(−3 + Λ2) = ψ0,2(−3 + Λ2),
ψ1,1(−1) = ψ2,0(1),
ψ0,2(−1) = ψ1,1(1),
ψ0,2(−2) = ψ2,0(2).
We look for a trigonometric quasi-polynomial function ψ(λ) of the formψ0,2(λ)ψ1,1(λ)
ψ2,0(λ)
 = qλx
c
(0)
0,2 [λ+ 1][λ+ 2] + c
(1)
0,2 q
λ[λ + 2] + c
(2)
0,2 q
2λ
c
(0)
1,1 [λ+ 1][λ− Λ2 + 3] + c(1)1,1 qλ[λ + 1] + c(2)1,1 q2λ
c
(0)
2,0 [λ− Λ2 + 1][λ− Λ2 + 2] + c(1)2,0 qλ[λ− Λ2 + 1] + c(2)2,0 q2λ
 ,
where c
(0)
0,2, c
(0)
1,1, c
(0)
2,0 ∈ C are the prescribed initial conditions, and (c(1)2,0, c(2)2,0, c(1)1,1, c(2)1,1, c(1)0,2, c(2)0,2)
are undetermined coefficients. The resonance relations are linear equations on these variables,
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and the determinant D of the corresponding system is given by
D = det

qΛ2−1 q2Λ2−2 −qΛ2−1 [Λ2] −q2Λ2−2 0 0
0 q2Λ2−4 0 0 qΛ2−2 [Λ2] −q2Λ2−4
0 0 qΛ2−3 [Λ2 − 2] q2Λ2−6 qΛ2−3 [Λ2 − 2] −q2Λ2−6
q2x+1 [Λ2 − 3] −q2x+2 0 q−2 0 0
0 0 −q2x+1[2] −q2x+2 q−1 q−2
q4x+2 [Λ2 − 4] −q4x+4 0 0 0 q−4
 .
In the limit q2x → 0 the matrix above becomes upper-triangular, and has determinant
D0 = q
4Λ2−15[Λ2− 2]. This implies that D 6= 0 for generic x and Λ2. In fact, one checks that
D = q4Λ2−15[Λ2 − 2] (1− q2x)(1− q2(x+1))2(1− q2(x+2)).
Remark 2.3. The existence part of Theorem 2.1 fails when x satisfies (2.11) with k = 1, . . . ,m.
For x satisfying the remaining conditions (2.11) or Λ2, . . . ,Λn satisfying (2.12), the existence
part is valid, but the uniqueness part fails.
2.4. The fundamental resonance matrix Ψ(λ, x; ~Λ). For every ~m′ ∈ Zn[m], the initial
condition ψ(0) = v(~m
′) in Theorem 2.1 produces a unique function Ψ~m
′
(λ, x; ~Λ) of the form
(2.6), satisfying the resonance relations and meromorphically depending on parameters x, ~Λ.
Let Ψ(λ, x; ~Λ) = {Ψ~m′~m (λ, x; ~Λ)}~m,~m′∈Zn[m] denote the square matrix, formed by arranging the
coordinates of Ψ~m
′
(λ, x; ~Λ) as columns.
We call Ψ(λ, x; ~Λ) the fundamental resonance matrix at level m. For a fixed x ∈ C
it can be thought of as an operator
Ψ(λ, x; ~Λ) : Vn,m→ Fun⊗ Vn,m, v(~m′) 7→ Ψ~m′(λ, x; ~Λ). (2.13)
Example. Let n = 1. Then the fundamental resonance matrix reduces to a scalar, and
solving the resonance relations using the method of Theorem 2.1, one gets the explicit formula
Ψ(λ, x; 2m) = Cm q
λx
m∑
k=0
(−q)−k [m+ k]!
[m− k]![k]!
qkλ[λ+ k + 1] . . . [λ+m]
(1− q−2(x+1)) . . . (1− q−2(x+k)) , (2.14)
where Cm = (q
−1 − q)m qm(m+1)/2 is a normalization constant, cf. [EV1].
Example. Let n = 2 and m = 1. Then the fundamental resonance matrix is given by
Ψ(λ, x; ~Λ) =
(
Ψ0,10,1(λ, x; ~Λ) Ψ
1,0
0,1(λ, x; ~Λ)
Ψ0,11,0(λ, x;
~Λ) Ψ1,01,0(λ, x;
~Λ)
)
= qλ(x−1)
{(
1 0
0 1
)
+
q2λ−Λ2
[x+ 1]
(
q2 [−x− Λ2 − 1] qx+1 [2− Λ2]
q−x+1 [Λ2] [−x − Λ2 + 1]
)}
.
(2.15)
2.5. Difference equations with respect to x. The axiomatic characterization of the
Ψ-function implies that Ψ(λ, x; ~Λ), regarded as a matrix-valued function of x, is an eigen-
function for a family of difference operators with matrix coefficients, cf. [CV].
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Lemma 2.4. Let ~Λ ∈ Cn[2m] be generic. Let ϕ(λ) ∈ Funy,d for some d ∈ Z≥0 and generic
y ∈ C. Assume that ϕ(λ) satisfies the n-point resonance relations with respect to ~Λ. Then
ϕ(λ) can be represented as
ϕ(λ) =
d−m∑
j=0
Ψ(λ, y + 2j; ~Λ) wj , wj ∈ Vn,m.
In particular, if d < m, then ϕ(λ) ≡ 0.
Proof. We argue by induction on the degree d of the trigonometric quasi-polynomial ϕ(λ).
If d < m, then ϕ(λ) has the form (2.6) with x = y − 2 and initial condition ψ(0) = 0, so the
uniqueness part of Theorem 2.1 implies that ϕ(λ) ≡ 0.
Assume now that d ≥ m, and consider the function
φ(λ) = ϕ(λ)−Ψ(λ, y; ~Λ)ϕ(0) ∈ Funy+2,d−1.
It satisfies the resonance relations, and by the induction hypothesis we have
φ(λ) =
d−m∑
j=1
Ψ(λ, y + 2j; ~Λ) wj, wj ∈ Vn,m.
Then ϕ(λ) = Ψ(λ, y; ~Λ)ϕ(0) +
∑d−m
j=1 Ψ(λ, y + 2j;
~Λ) wj, which proves the lemma. 
Next we consider the special class of linear difference operators D, acting in the space of
End(Vn,m)-valued functions of a complex variable x, which have the form
D =
∑
µ
Bµ(x)Tµ, Bµ(x) ∈ End(Vn,m), (2.16)
where µ runs over a finite subset of Z, Tµ is the difference operator acting by Tµψ(λ) =
ψ(λ− µ) and Bµ(x) act by right multiplication. In other words, for any End(Vn,m) - valued
function Ψ (x) we have
DΨ (x) =
∑
µ
Ψ (x+ µ)Bµ(x). (2.17)
Theorem 2.5. Let ξ(λ) ∈ C[qλ, q−λ] be such that ξ(λ) = ξ(−λ). Then there exists a unique
difference operator Dξ as in (2.16), (2.17), such that for any λ ∈ C we have
Dξ Ψ(λ, x; ~Λ) = ξ(λ) Ψ(λ, x; ~Λ). (2.18)
Proof. For each ~m′ the function ξ(λ) Ψ~m
′
(λ, x; ~Λ) satisfies the conditions of Lemma 2.4, and
therefore we can write
ξ(λ) Ψ~m
′
(λ, x; ~Λ) =
∑
µ
Ψ(λ, x+ µ; ~Λ) w ~m
′
µ (x), w
~m′
µ (x, ξ) ∈ Vn,m,
where µ runs over some finite set of integers. For each µ let Bµ(x, ξ) ∈ End(Vn,m) denote
the operator, defined by Bµ(x, ξ) v
(~m′) = w ~m
′
µ (x, ξ). Then the desired equation (2.18) clearly
holds if we set Dξ =
∑
µBµ(x, ξ)Tµ. To prove the uniqueness of Dξ(x), one must show that
the only difference operator, annihilating Ψ(λ, x; ~Λ), is the zero operator. This is easily done
by considering the asymptotics λ→∞. 
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Example. Let n = 2, m = 1 and ξ(λ) = qλ+ q−λ. Then (2.18) is illustrated by the identity
Ψ(λ, x− 1; ~Λ) + Ψ(λ, x+ 1; ~Λ)
(
1− q2−Λ2 [Λ2]
[x][x+1]
− q−Λ2 [2−Λ2]
[x][x+1]
− q2−Λ2 [Λ2]
[x][x+1]
1− q−Λ2 [2−Λ2]
[x][x+1]
)
= (qλ + q−λ) Ψ(λ, x; ~Λ)
for the matrix Ψ(λ, x; ~Λ) given by (2.15).
3. Holomorphic trace functions
3.1. Representations of the quantum group Uq(sl2). Let Uq(sl2) be the algebra with
unit 1, generated by E,F and qxh for x ∈ C, with relations
qxhE = q2x E qxh, qxhF = q−2x F qxh,
qxhqxh = q(x+y)h, EF− FE = q
h − q−h
q − q−1 .
(3.1)
If V is a Uq(sl2)-module, we say that v ∈ V has weight µ ∈ C, if qxh v = qxµv. The set of all
such v ∈ V forms the weight subspace V [µ]. In this paper we consider Uq(sl2)-modules which
admit a weight subspace decompositon, i.e. split into the direct sum of weight subspaces.
Let λ ∈ C. Denote by Mλ the Verma Uq(sl2)-module, generated by a vector vλ of weight
λ. It has a basis {v(0)λ = vλ, v(1)λ , v(2)λ , . . . }, such that
E v
(m)
λ = [λ−m] v(m−1)λ , qxh v(m)λ = q(λ−2m)x v(m)λ , F v(m)λ = [m+ 1] v(m+1)λ . (3.2)
When λ ∈ Z>0, there exists a Uq(sl2)-inclusion
ι(λ) : M−λ−1 →Mλ−1, v−λ−1 7→ Fλvλ−1. (3.3)
The image of ι(λ) is then spanned by vectors {v(λ)λ−1, v(λ+1)λ−1 , . . . } and constitutes a proper
submodule of Mλ−1. The corresponding quotient has dimension λ and is denoted by Lλ−1.
Let M⋆λ =
⊕
m∈Z≥0
Cuλm be the restricted dual of Mλ, where {uλm} is the dual basis to
{vmλ }, determined by 〈um, vm′〉 = δm,m′ . Define the contravariant Uq(sl2)-action on M⋆ by
〈Eu, v〉 = 〈u,F v〉, 〈Fu, v〉 = 〈u,E v〉, 〈qxhu, v〉 = 〈u, qxh v〉 (3.4)
for any u ∈ M⋆ and v ∈M . Equivalently, we have explicit formulae
E uλm = [m] u
λ
m−1, q
xh uλm = q
(λ−2m)x uλm, Fu
λ
m = [λ−m] uλm+1. (3.5)
We call Mλ the contravariant dual Verma module with highest weight λ. When λ ∈ Z≥0,
the vectors {uλ0 , . . . , uλλ} span a submodule L⋆λ, isomorphic to Lλ.
An inner product on a Uq(sl2)-module V is a bilinear form 〈·, ·〉 : V ⊗ V → C, satisfying
〈Xv, v′〉 = 〈v, ̺(X)v′〉, X ∈ Uq(sl2), v, v′ ∈ V,
where ̺ is the algebra anti-involution of Uq(sl2), determined by
̺(F) = q−hE, ̺(E) = Fqh, ̺(qxh) = qxh.
For any Λ ∈ C the Verma module MΛ admits a unique up to proportionality inner product.
We normalize it by the condition 〈vΛ, vΛ〉 = 1; then it is given by the explicit the formula
〈v(m)Λ , v(m
′)
Λ 〉 = δm,m′ q−m(Λ−m+1)
∏m
k=1[Λ− k + 1]
[m]!
.
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A tensor product of two Uq(sl2)-modules is equipped with a Uq(sl2)-action by means of
the comultiplication ∆, determined by
∆(E) = E⊗ 1 + qh ⊗ E, ∆(F) = F⊗ q−h + 1⊗ F, ∆(qxh) = qxh ⊗ qxh. (3.6)
One immediately verifies that if Uq(sl2)-modules V,W are equipped with inner products,
then their product gives an inner product form on the Uq(sl2)-module V ⊗W .
The comultiplication ∆ is coassociative, and the tensor product of any finite collection of
Uq(sl2)-modules also acquires a Uq(sl2)-module structure. For ~Λ = (Λ1, . . . ,Λn) ∈ Cn we set
M~Λ =MΛ1 ⊗ . . .⊗MΛn , M⋆~Λ =M⋆Λ1 ⊗ . . .⊗M⋆Λn .
The modules M~Λ and M
⋆
~Λ
have standard monomial bases {v(~m)~Λ } and {u
~Λ
~m} respectively,
where ~m = (m1, . . . , mn) ∈ Zn and we denote
v
(~m)
~Λ
= v
(m1)
Λ1
⊗ . . .⊗ v(mn)Λn . u
~Λ
~m = u
Λ1
m1
⊗ . . .⊗ uΛnmn .
Clearly, the vectors {u~Λ~m} with ~Λ-admissible indices ~m form a basis of the irreducible
submodule L⋆~Λ, and similarly the images of vectors {v
(~m)
~Λ
} form a basis of the irreducible
quotient L~Λ.
3.2. The holomorphic intertwining operators and the orthogonality lemma. Let
λ,Λ ∈ C and m ∈ Z≥0. Denote by ΦΛm(λ) : Mλ−1 → Mλ−Λ+2m−1 ⊗ M⋆Λ the intertwining
operators determined by
ΦΛm(λ)vλ−1 = [−λ + Λ− 2m+ 1]m
m∑
i=0
qi(λ−Λ+2m−i)
[−λ− Λ + 2m+ 1]i v
(i)
λ−Λ+2m−1 ⊗ EiuΛm =
=
m∑
i=0
qi(λ−Λ+2m−i)[−λ + Λ− 2m+ i+ 1]m−i v(i)λ−Λ+2m−1 ⊗EiuΛm.
(3.7)
Matrix elements of the operator ΦΛm(λ) holomorphically depend on highest weights λ,Λ. For
any ~m = (m1, . . . , mn) ∈ Zn we define the intertwining operator
Φ
~Λ
~m(λ) : Mλ−1 → Mλ−1−Pni=1(Λi−2mi) ⊗M⋆Λ1 ⊗ . . .⊗M⋆Λn
as the composition of operators (3.7):
Φ
~Λ
~m(λ) = (Φ
Λ1
m1
(λ−
n∑
i=2
(Λi − 2mi))⊗ 1n−1) . . .
(
ΦΛn−1mn−1(λ− Λn + 2mn)⊗ 1
)
ΦΛnmn(λ).
For m ∈ Z≥0 and generic Λ ∈ C, we denote
QΛm = q−m(Λ−m+1)
[m]!∏m
k=1[Λ− k + 1]
, QΛm(λ) = [m]!
m∏
k=1
[λ + k][λ− k − Λ + 2m]
[Λ− k + 1] .
It is easy to see that the formula 〈uΛm, uΛm′〉 = δm,m′ QΛm defines an inner product on M⋆Λ.
The bilinear form Q : M⋆Λ ⊗M⋆Λ → Fun, defined by Q(uΛm, uΛm′) = δm,m′ QΛm(λ), is called the
dynamical Shapovalov pairing [FV4]. If Λ ∈ Z≥0, then M⋆Λ does not admit nonzero inner
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product, but the restriction of the above bilinear forms to the irreducible submodule L⋆Λ is
well-defined, and determines an inner product and dynamical Shapovalov pairing on L⋆Λ.
More generally, for ~m ∈ Zn and generic ~Λ ∈ Cn we set
Q~Λ~m =
n∏
j=1
QΛjmj , Q
~Λ
~m(λ) =
n∏
j=1
QΛjmj (λ− h(j+1,...,n)), (3.8)
which yields an inner product and the dynamical Shapovalov pairing on M⋆~Λ. The following
orthogonality lemma establishes a relation between the dynamical Shapovalov pairing and
holomorphic intertwining operators Φ
~Λ
~m(λ). We will use it in Section 8, see Theorem 8.6.
Theorem 3.1. Let µ ∈ C, ~m, ~m′ ∈ Zn, and let ~Λ ∈ Cn be generic. Set λ = µ+∑nj=1(Λi −
2mi) and λ
′ = µ+
∑n
j=1(Λi − 2m′i). Then for any v ∈Mλ−1 and v′ ∈Mλ′−1 we have〈
Φ
~Λ
~m(λ) v,Φ
~Λ
~m′(λ
′) v′
〉
= δ~m,~m′ Q
~Λ
~m(λ) 〈v, v′〉. (3.9)
Proof. Both sides of (3.9) are trigonometric polynomials in qµ, q
~Λ and therefore, it suffices
verify the statement when µ is generic and Λ1, . . . ,Λn are large enough positive integers.
Under these assumptions there exists a Uq(sl2)-module isomorphism
(Mµ−1 ⊗ L⋆Λ1)⊗ L⋆Λ2 ⊗ . . . L⋆Λn ∼=
(
Λ1⊕
k=0
Mµ−Λ1+2k−1
)
⊗ L⋆Λ2 ⊗ . . . L⋆Λn,
and the direct summands are orthogonal with respect to the contravariant form. Therefore,
for m1 6= m′1 the subspaces Φ~Λ~m(λ)(Mλ−1) and Φ~Λ~m′(λ′)(Mλ′−1) are orthogonal in Mµ−1 ⊗L⋆~Λ.
If m1 = m
′
1, then a similar argument shows that the above subspaces are orthogonal for
m2 6= m′2, etc. Therefore, we obtain the orthogonality relations (3.9) for ~m 6= ~m′.
The desired statement for ~m = ~m′ is easily reduced by induction to the case n = 1, i.e.〈
ΦΛm(λ) v,Φ
Λ
m(λ) v
′
〉
= QΛm(λ) 〈v, v′〉. (3.10)
The left side of the above equation represents an inner product onMλ−1, which by uniqueness
must be proportional to the standard one. Therefore, it remains to show that the coefficient
of proportionality equals QmΛ (λ). Let v = v
′ = vλ−1, and as before µ = λ− Λ + 2m. Then〈
ΦΛm(λ) vλ−1,Φ
Λ
m(λ) vλ−1
〉
=
m∑
i=0
(
qi(µ−i)[−µ+ i+ 1]m−i
)2 〈v(i)µ−1, v(i)µ−1〉 〈EiuΛm,EiuΛm〉
=
m∑
i=0
qi(µ−i)−(m−i)(Λ−m+i+1)
(
[m]![−µ + i+ 1]m−i
[m− i]!
)2
[µ− 1] . . . [µ− i]
[i]!
[m− i]!
[Λ] . . . [Λ−m+ i+ 1]
= q−m(Λ−m+1)
[m]!([µ− 1] . . . [µ−m])2
[Λ] . . . [Λ−m+ 1]
(
m∑
i=0
qi(µ+Λ−2m+1)
[−m]i[Λ−m+ 1]i
[i]![−µ + 1]i
)
.
Using the Gauss identity for the q-hypergeometric function
2
̥
1
(
a, b
c
; z
)
, we see that
m∑
i=0
qi(µ+Λ−2m+1)
[−m]i[Λ−m+ 1]i
[i]![−µ + 1]i = 2̥1
(−m,Λ−m+ 1
−µ + 1 ; 1
)
= qm(Λ−m+1)
[−µ − Λ +m]m
[−µ + 1]m ,
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and therefore we obtain〈
ΦΛm(λ) vλ−1,Φ
Λ
m(λ) vλ−1
〉
= [m]!
[µ − 1] . . . [µ−m][µ + Λ−m] . . . [µ+ Λ− 2m+ 1]
[Λ] . . . [Λ−m+ 1] = Q
Λ
m(λ).
This establishes (3.10) and concludes the proof of the theorem. 
3.3. Two inclusion lemmas. The operators ΦΛm(λ) have nice compatibility properties with
respect to the inclusions of Verma modules.
Lemma 3.2. Let m,µ ∈ Z≥0 and Λ ∈ C. Then we have a commutative diagram
M−µ+Λ−2m−1
ΦΛm+µ(−µ+Λ−2m)
((P
PP
PP
PP
PP
PP
P
ΦΛm(−µ+Λ−2m)
vvmm
mm
mm
mm
mm
mm
M−µ−1 ⊗M⋆Λ
ι(µ)⊗1
// Mµ−1 ⊗M⋆Λ
.
Proof. Denote for convenience λ = −µ+ Λ− 2m. We compute
ΦΛm+µ(λ)vλ−1 =
m+µ∑
i=0
qi(µ−i)[−µ+ i+ 1]m+µ−i
[i]!
Fivµ−1 ⊗ EiuΛm+µ
=
m+µ∑
i=µ
qi(µ−i)[−µ+ i+ 1]m+µ−i
[i]!
Fivµ−1 ⊗ EiuΛm+µ
=
m∑
j=0
q(j+µ)(−j)
[j + µ]!
[m]!
[j]!
Fj+µvµ−1 ⊗Ej+µuΛm+µ
=
m∑
j=0
qj(−µ−j)
[j]!
[m+ µ]!
[j + µ]!
Fjι(µ)v−µ−1 ⊗ EjuΛm
=
m∑
j=0
qj(−µ−j)
[j]!
[µ+ j + 1]m−j ι(µ)F
jv−µ−1 ⊗ EjuΛm
= (ι(µ)⊗ 1) ΦΛm(λ)vλ−1.
This implies that the intertwining operators ΦΛm(λ) and (ι(µ) ⊗ 1) ΦΛm+µ(λ) agree on the
generator vλ−1 of the module Mλ−1, and therefore coincide. 
Lemma 3.3. Let m, λ ∈ Z≥0. Then we have a commutative diagram
M−λ−1
ΦΛλ+m(−λ) ((QQ
QQ
QQ
QQ
QQ
QQ
ι(λ)
// Mλ−1
ΦΛm(λ)
vvnn
nn
nn
nn
nn
nn
Mλ−Λ+2m−1 ⊗M⋆Λ
.
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Proof. Denote for convenience µ = λ− Λ + 2m. We have
ΦΛm(λ)F
λvλ−1 = [−µ+ 1]m
m∑
i=0
qi(µ−i)
[i]! [−µ+ 1]i
(
λ∑
j=0
qj(λ−j)
[
λ
j
]
Fi+jvµ−1 ⊗ Fλ−jq−jhEiuΛm
)
= [−µ+ 1]m
m∑
i=0
λ∑
j=0
q(i+j)(µ−i−j)
[i]! [−µ + 1]i
[λ− j + 1]j
[j]!
[m]!
[m− i]! F
i+jvµ−1 ⊗ Fλ−juΛm−i
= [−µ+ 1]m
m+λ∑
k=0
qk(µ−k)
[λ− k + 1]k
[k]!
(∑
i
[−k]i [−m]i [Λ−m+ 1]i
[i]! [−µ+ 1]i [λ− k + 1]i
)
Fkvµ−1 ⊗ Fλ−kuΛm
= [−µ+ 1]m
m+λ∑
k=0
qk(µ−k)
[k]!
[λ− k + 1]k 3̥2
(−k,−m,Λ −m+ 1
−µ + 1, λ− k + 1 ; 1
)
Fkvµ−1 ⊗ Fλ−kuΛm,
(3.11)
where
3
̥
2
denotes the generalized q-hypergeometric function. The q-version of Saalschu¨tz’s
theorem (see e.g. [S]) states that for any nonnegative integer k we have
3̥2
( −k, a, b
c, 1 + a+ b− c− k ; 1
)
=
[c− a]k [c− b]k
[c]k [c− a− b]k ,
and therefore
[λ− k + 1]k 3̥2
(−k,−m,Λ −m+ 1
−µ+ 1, λ− k + 1 ; 1
)
= [λ− k + 1]k [−µ +m+ 1]k [−µ − Λ +m]k
[−µ+ 1]k [−µ − Λ + 2m]k =
= (−1)k[−λ]k [−µ+m+ 1]k [−λ−m]k
[−µ + 1]k [−λ]k =
[−µ+m+ 1]k
[−µ + 1]k [λ+m− k + 1]k.
(3.12)
Moreover, we have
[λ +m− k + 1]k Fλ−k uΛm = [λ+m− k + 1]k [Λ−m− λ+ k + 1]λ−k uΛm+λ−k =
= [Λ−m− λ+ k + 1]λ−k EkuΛm+λ = [−µ+m+ k + 1]λ−k EkuΛm+λ.
(3.13)
Finally, combining (3.11), (3.12) and (3.13), we compute
ΦΛm(λ)ι(λ)v−λ−1 = [−µ+ 1]m
m+λ∑
k=0
qk(µ−k)
[k]!
[−µ+m+ 1]λ
[−µ+ 1]k F
kvµ−1 ⊗EkuΛm+λ =
=
m+λ∑
k=0
qk(µ−k)
[k]!
[−µ + 1]m+λ
[−µ + 1]k F
kvµ−1 ⊗ EkuΛm+λ = ΦΛm+λ(−λ)v−λ−1,
which shows that the intertwining operators ΦΛm+λ(−λ) and ΦΛm(λ)ι(λ) agree on the generator
v−λ−1 of the Verma module M−λ−1, and therefore coincide. 
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3.4. The universal trace matrix F(λ, x; ~Λ). Let ~Λ ∈ Cn[m] for some m ∈ Z≥0. For any
~m ∈ Zn[m] we define the M⋆~Λ[0]-valued holomorphic trace function F~m(λ, x; ~Λ) by
F~m(λ, x; ~Λ) = q−
m(m+1)
2 (q − q−1)m(qx − q−x) Tr
∣∣∣∣
Mλ−1
(
Φ
~Λ
~m(λ) q
xh
)
. (3.14)
In the above formula, the trace is an infinite power series in q−2x, which converges in the
domain |q2x| ≫ 1 to a meromorphic function F~m(λ, x; ~Λ).
Using the standard basis {u~Λ~m′} of M⋆~Λ[0], we define the matrix elements {F ~m
′
~m (λ, x;
~Λ)} by
F~m(λ, x; ~Λ) =
∑
~m′∈Zn[m]
F ~m′~m (λ, x; ~Λ) u~Λ~m′,
Let F(λ, x; ~Λ) = {F ~m′~m (λ, x; ~Λ)}~m,~m′∈Zn[m] denote the square matrix, formed by arranging
coordinates of F~m(λ, x; ~Λ) as rows. The columns of this matrix represent vectors
F ~m′(λ, x; ~Λ) =
∑
~m∈Zn[m]
F ~m′~m (λ, x; ~Λ) v(~m)~Λ .
We call F(λ, x; ~Λ) the universal trace matrix at level m. For a fixed x it can be thought
of as an operator
F(λ, x; ~Λ) : M~Λ[0]→ Fun⊗M~Λ[0], v(m
′)
~Λ
→ F ~m′(λ, x; ~Λ).
Theorem 3.4. Let ~Λ ∈ Cn[2m], and let x ∈ C be generic. Then the vector-valued functions
{F ~m′(λ, x; ~Λ)} satisfy the n-point resonance relations with respect to ~Λ.
The case of one-point resonance relations was treated in [ES1]. Therefore, we assume that
n > 1, and prove that the columns of the universal trace matrix satisfy the n-point resonance
relations.
Let ~m ∈ Zn. For j ∈ {1, . . . , n− 1} and δ ∈ {1, . . . , mj}, we use Lemma 3.2 and Lemma
3.3 to construct the commutative diagram
M−δ−1+Pni=j+1(Λi−2mi)
Φ
Λj+2,...,Λn
mj+2,...,mn
(−δ+
Pn
i=j+1(Λi−2mi))

M−δ−1+Λj+1−2mj+1 ⊗M⋆Λj+2 ⊗ . . .⊗M⋆Λn
Φ
Λj+1
mj+1
(−δ+Λj+1−2mj+1)⊗1
n−j−1
tthhh
hh
hh
hh
hh
hh
hh
hh
h
Φ
Λj+1
mj+1+δ
(−δ+Λj+1−2mj+1)⊗1
n−j−1
**VV
VV
VV
VV
VV
VV
VV
VV
VV
M−δ−1 ⊗M⋆Λj+1 ⊗ . . .⊗M⋆Λn
Φ
Λj
mj
(−δ)⊗1n−j
**VV
VV
VV
VV
VV
VV
VV
VV
VV
ι(δ)⊗1n−j
// Mδ−1 ⊗M⋆Λj+1 ⊗ . . .⊗M⋆Λn
Φ
Λj
mj−δ
(δ)⊗1n−j
tthhh
hh
hh
hh
hh
hh
hh
hh
h
M−δ−1−Λj+2mj ⊗M⋆Λj ⊗ . . .⊗M⋆Λn
Φ
Λ1,...,Λj−1
m1,...,mj−1
(−δ−Λj+2mj)⊗1n−j+1

M−δ−1−
Pj
i=1(Λi−2mi)
⊗M⋆Λ1 ⊗ . . .⊗M⋆Λn
.
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Multiplying by qxh and taking the trace, we prove the resonance relations (2.4). Next, we
consider the case j = n, and consider the commutative diagram
M−δ−1
ΦΛnmn (−δ) ))RR
RR
RR
RR
RR
RR
RR
ι(δ)
// Mδ−1
ΦΛn
mn−δ
(δ)
vvll
ll
ll
ll
ll
ll
ll
M−δ−1−Λn+2mn ⊗M⋆Λn
Φ
Λ2,...,Λn−1
m2,...,mn−1
(δ−Λn+2mn)⊗1

M−δ−1−
Pn
i=2(Λi−2mi)
⊗M⋆Λ2 ⊗ . . .⊗M⋆Λn
Φ
Λ1
m1
(−δ−
Pn
i=2(Λi−2mi))⊗1
n−1
vvll
ll
ll
ll
ll
ll
l
Φ
Λ1
m1+δ
(−δ−
Pn
i=2(Λi−2mi))⊗1
n−1
((Q
QQ
QQ
QQ
QQ
QQ
QQ
M−δ−1 ⊗M⋆Λ1 ⊗ . . .⊗M⋆Λn ι(δ)⊗1n // Mδ−1 ⊗M
⋆
Λ1
⊗ . . .⊗M⋆Λn
.
In particular, we see that the image of Mδ−1 under Φ
~Λ
τδn(~m)
(δ) is contained in the submodule
M−δ−1 ⊗M⋆~Λ. Hence the trace function Fτδn(~m)(δ, x; ~Λ) can be computed from the restriction
of Φ
~Λ
τδn(~m)
(δ) to the submodule M−δ−1, and therefore is equal to F~m(−δ, x; ~Λ). This proves
(2.5) and the theorem.
3.5. Resonance matrix vs. trace functions. For any ~Λ ∈ Cn let Ξ~Λ ∈ End(M~Λ) de-
note the invertible operator, acting diagonally in the standard monomial basis {v(~m)~Λ }, with
diagonal elements
Ξ~m~Λ = q
Pn
j=1mj
Pj−1
i=1 (Λi−mi). (3.15)
Theorem 3.5. Let x ∈ C be generic. Then for any ~Λ ∈ Cn[2m] we have
Ψ(λ, x; ~Λ) = F(λ, x; ~Λ) Ξ~Λ. (3.16)
Proof. Using the definitions and easy induction on k ∈ Z≥0, we obtain
ΦΛm(λ)F
kvλ−1 =
q−mλ
(q − q−1)m q
m(Λ−2m)+
m(m+1)
2
(
Fkvλ−Λ+2m−1 ⊗ q−k(Λ−2m)uΛm +O(q2λ)
)
,
where O(q2λ) stands for a vector-valued polynomial in q2λ of degree at most m and vanishing
at zero. Iterating and using the identity
n∑
j=1
(
mj
n∑
i=j
(Λi − 2mi) + mj(mj + 1)
2
)
= −
n∑
j=1
(
mj
j−1∑
i=1
(Λi −mi)
)
+
(
∑n
i=1mi) (1 +
∑n
i=1mi)
2
+
(
n∑
i=1
mi
)(
n∑
i=1
(Λi − 2mi)
)
,
for every ~m ∈ Zn[m] we get
Φ
~Λ
~m(λ)F
kvλ−1 =
q−mλ+m(m+1)/2
(q − q−1)m
(
Ξ~m~Λ
)−1 (
Fkvλ−1 ⊗ u~Λ~m +O(q2λ)
)
.
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Multiplying by qxh and taking the trace, we obtain
F~m(λ, x; ~Λ) = (qx − q−x) q−mλ
(
Ξ~m~Λ
)−1 ∞∑
k=0
q(λ−2k−1) x
(
u
~Λ
~m +O(q
2λ)
)
= qλ(x−m)
(
Ξ~m~Λ
)−1 (
u
~Λ
~m +O(q
2λ)
)
.
Therefore, we have the expansion
F(λ, x; ~Λ) = qλ(x−m) ((Ξ~Λ)−1 +O(q2λ)) . (3.17)
The two sides of (3.16) are matrix-valued trigonometric quasi-polynomials with the same
initial term of the expansion. The columns of both matrices satisfy the resonance relations,
and for generic ~Λ the relation (3.16) must hold by the uniqueness property of Theorem 2.1.
Since both sides are holomorphic in ~Λ, the equality must hold identically. 
Example. Let n = 1. Then Ξ2m = 1, and we have F(λ, x; 2m) = Ψ(λ, x; 2m), see (2.14).
Example. One computes that for Λ1 + Λ2 = 2
F(λ, x) =
(
F0,10,1 (λ, x; ~Λ) F1,00,1 (λ, x; ~Λ)
F0,11,0 (λ, x; ~Λ) F1,01,0 (λ, x; ~Λ)
)
=
q(λ−1)x
[x+ 1]
{(
q−Λ1[λ+ 1] 0
qλ−1[Λ2] q
−Λ2 [λ− Λ2 + 1]
)
− q2x
(
[λ− Λ2 + 1] −qλ−Λ2+1[Λ1]
0 [λ− 1]
)}
.
This matrix, multiplied by Ξ~Λ =
(
qΛ1 0
0 1
)
on the right, equals the resonance matrix (2.15).
4. The hypergeometric construction
4.1. The hypergeometric pairing. Let ~Λ ∈ Cn,m ∈ Z≥0 and ~t = (t1, . . . , tm). Denote
Ω(~t; ~Λ) =
(
m∏
i=1
n∏
k=1
1
(ti − qΛk)(qΛkti − 1)
)(∏
i<j
(ti − tj)2
(qti − q−1tj)(q−1ti − qtj)
)
.
For any ~σ = (σ0, σ1, . . . , σn) ∈ Zn+1[m] we introduce the string
~t~σ = (0, . . . , 0, q
−Λ1+2(σ1−1), . . . , q−Λ1+2, q−Λ1, . . . , q−Λn+2(σn−1), . . . , q−Λn+2, q−Λn),
and for any string ~x = (x1, . . . , xm) define the multiple residue Res~t=~x by
Res~t=~x A(~t) = Rest1=x1
(
Rest2=x2
(
. . .Restm=xm A(~t) . . .
))
.
The hypergeometric pairing between symmetric polynomials f(~t), g(~t) is defined by
I~Λ(f, g) =
∑
~σ
qσ0(σ0−1)/2
[σ0]!
f(~t~σ)g(~t~σ) Res~t=~t~σ
Ω(~t; ~Λ)
t1 . . . tm
. (4.1)
It is clear that the hypergeometric pairing is symmetric. The above definition is an algebraic
version of a contour integral formula.
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Lemma 4.1. In the domain ReΛ1 ≪ · · · ≪ ReΛn ≪ 0 we have
1
(2π
√−1)m
∮
|t1|=···=|tm |=1
f(~t) Ω(~t; ~Λ)
m∧
i=1
dti
ti
= m!
∑
~σ∈Zn+1[m]
qσ0(σ0−1)/2
[σ0]!
f(~t~σ) Res~t=~t~σ
Ω(~t; ~Λ)
t1 . . . tm
.
for any symmetric polynomial f(~t).
Proof. We illustrate the argument for the case n = 1,m = 2; the general case is analogous.
Poles of the integrand are determined by the rational expression
Ω(t1, t2; Λ1)
t1t2
=
(t1 − t2)2
(t1 − qΛ1)(qΛ1t1 − 1)(t2 − qΛ1)(qΛ1t2 − 1)(qt1 − q−1t2)(q−1t1 − qt2) t1t2 .
The condition ReΛ1 ≪ 0 means that |qΛ1| ≫ 1, and we see that the poles inside the contour
|t2| = 1 have first order, and are located at t2 = 0, t2 = q−Λ1 and t2 = q2t1. Applying the
residue theorem for the variable t2, and repeating the argument for t1, we get
1
(2π
√−1)2
∮
|t1|=|t2|=1
f(t1, t2) Ω(t1, t2; Λ1)
t1t2
dt2 dt1 =
Res0,0 + Resq−Λ1 ,0 + Res0,q−Λ1 + Resq−Λ1+2,q−Λ1 + Res0,q2t1 + Resq−Λ1 ,q2t1 ,
where Resa,b is the shortened notation for Rest1=aRest2=b
f(t1,t2)Ω(t1,t2;Λ1)
t1t2
. Using the symmetry
of the integrand under the permutation t1 ↔ t2, we see that
Resq−Λ1 ,0 = Res0,q−Λ1 , Resq−Λ1 ,q2t1 = Resq−Λ1+2,q−Λ1 , Res0,q2t1 =
q − q−1
q + q−1
Res0,0,
and the statement follows. 
Example. Let n = 2 and m = 1. Then the hypergeometric pairing is given by
I~Λ(f, g) =
f(0)g(0)
qΛ1+Λ2
+
f(q−Λ1)g(q−Λ1)
(1− qΛ1−Λ2)(1− q−2Λ2)(1− qΛ1+Λ2)+
f(q−Λ2)g(q−Λ2)
(1− qΛ2−Λ1)(1− q−2Λ1)(1− qΛ1+Λ2) .
4.2. The weight functions. For any ~m ∈ Zn[m] define the weight functions ω~m(~t; ~Λ) by
ω~m(~t; ~Λ) =
[m1]! . . . [mn]!
[m]!
∑
I1,...,In
( ∏
1≤k<l≤n
∏
i∈Ik
∏
j∈Il
qti − q−1tj
ti − tj
)
×
(
n∏
k=1
∏
i∈Ik
q
Pk
l=1mlti
n∏
l=k+1
(qΛlti − 1)
k−1∏
l=1
(ti − qΛl)
)
.
where the summations are performed over all partitions {I1, . . . , In} of the set {1, . . . ,m}
into n disjoint subsets, such that #Ik = mk. One can show that the functions ω~m(~t; ~Λ)
depend polynomially on variables ~t, and are invariant under the permutation group Sm.
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Similarly, define the weight functions W~m(~t;λ; ~Λ), depending on a parameter λ, by
W~m(~t;λ; ~Λ) = [m1]! . . . [mn]!
[m]!
∑
I1,...,In
( ∏
1≤k<l≤n
∏
i∈Ik
∏
j∈Il
qti − q−1tj
ti − tj
)
×
n∏
k=1
(∏
i∈Ik
(q−λ+mk+
Pn
l=k(Λl−2ml)ti − qλ+mk+
Pk
l=1(Λl−2ml))
n∏
l=k+1
∏
i∈Il
(qΛkti − 1)
k−1∏
l=1
∏
i∈Il
(ti − qΛk)
)
,
and the dual weight functions W ~m(~t; x; ~Λ), depending on a parameter x, by
W ~m(~t; x; ~Λ) = [m1]! . . . [mn]!
[m]!
∑
I1,...,In
( ∏
1≤l<k≤n
∏
i∈Ik
∏
j∈Il
qti − q−1tj
ti − tj
)
×
n∏
k=1
(∏
i∈Ik
(q−x+mk+
Pk
l=1(Λl−2ml)ti − qx+mk+
Pn
l=k(Λl−2ml))
k−1∏
l=1
∏
i∈Il
(qΛkti − 1)
n∏
l=k+1
∏
i∈Il
(ti − qΛk)
)
.
The functions W~m(~t;λ; ~Λ) and W ~m(~t; x; ~Λ) are symmetric polynomials in variables ~t.
Example. Let n = 2 and m = 1. Then
ω0,1(t; ~Λ) = q t (q
Λ1t− 1),
ω1,0(t; ~Λ) = q t (t− qΛ2),
W0,1(t;λ; ~Λ) = q−1 (q−λ+Λ2t− qλ+Λ1+Λ2)(qΛ1t− 1),
W1,0(t;λ; ~Λ) = q−1 (q−λ+Λ1+Λ2t− qλ+Λ1)(t− qΛ2),
W0,1(t; x; ~Λ) = q−1 (q−x+Λ1+Λ2t− qx+Λ2)(t− qΛ1),
W1,0(t; x; ~Λ) = q−1 (q−x+Λ1t− qx+Λ1+Λ2)(qΛ2t− 1).
4.3. The hypergeometric qKZ matrix H(x; ~Λ). Let x ∈ C and ~Λ ∈ Cn. For ~m, ~m′ ∈
Zn[m] set
H
~m′
~m (x;
~Λ) = I~Λ
(
ω~m(· ; ~Λ),W ~m′(· ; x; ~Λ)
)
. (4.2)
Proposition 4.2. Let x ∈ C. Then H~m′~m (x; ~Λ) = 0 unless ~m 4 ~m′, and for ~m′ = ~m we have
H
~m
~m(x;
~Λ) = qm(m−1)/2
n∏
i=1
[mi]!
mi−1∏
j=0
qx+
Pn
k=i+1(Λk−2mk)−j − q−x+
Pi−1
k=1(Λk−2mk)−Λi+j
qΛi−j − q−Λi+j . (4.3)
Proof. One can check that for any ~σ = (σ0, . . . , σn) ∈ Zn+1[m] one has
ω~m(~t~σ; ~Λ) = 0 unless σ0 = 0 and ~m 4 (σ1, . . . , σn).
Similarly, for any ~σ = (0, σ1, . . . , σn) ∈ Zn+1[m] we have
W ~m′(~t~σ; x; ~Λ) = 0 unless ~m′ < (σ1, . . . , σn).
Therefore, the sum of residues in the definition (4.1) of the hypergeometric pairing is reduced
to the sum over the subset of indices ~σ = (0, σ1, . . . , σn), satisfying ~m 4 (σ1, . . . , σn) 4 ~m
′.
The desired vanishing property of H~m
′
~m (x; ~Λ) follows immediately. Finally, if ~m
′ = ~m, the
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only nonzero term in the hypergeometric pairing corresponds to ~σ = (0, m1, . . . , mn), and a
straightforward computation of the residue yields (4.3). 
For each ~m′ ∈ Zn define the vector H~m′(x; ~Λ) ∈M~Λ by
H
~m′(x; ~Λ) =
∑
~m∈Zn[m]
H
~m′
~m (x;
~Λ) v
(~m)
~Λ
. (4.4)
LetH(x; ~Λ) = {H~m′~m (x; ~Λ)}~m,~m′∈Zn[m] denote the square matrix, formed by vectorsH~m
′
(x; ~Λ)
arranged as columns. We call H(x; ~Λ) the hypergeometric qKZ matrix at level m. For
any fixed x ∈ C it can be regarded as a weight-preserving operator
H(x; ~Λ) ∈ End(M~Λ), v ~m
′
~Λ
7→H~m′(x; ~Λ). (4.5)
Matrix elements of H(x; ~Λ) are trigonometric polynomials in x, and are meromorphic in the
~Λ variables. It follows from Proposition 4.2 that H(x; ~Λ) is invertible for generic x ∈ C.
Example. Let n = 2 and m = 1. We have
H(x; ~Λ) =
(
H
0,1
0,1(x;
~Λ) H1,00,1(x;
~Λ)
H
0,1
1,0(x; ~Λ) H
1,1
1,1(x; ~Λ)
)
=
(
qx−q−x−Λ2+Λ1
qΛ2−q−Λ2
0
q−x q
x+Λ2−q−x−Λ1
qΛ1−q−Λ1
)
. (4.6)

4.4. The hypergeometric qKZB matrix H(λ, x; ~Λ). Let λ, x ∈ C and ~Λ ∈ Cn. For any
~m, ~m′ ∈ Zn[m], we set
H~m
′
~m (λ, x;
~Λ) = qλx I~Λ
(
W~m(· ;λ; ~Λ),W ~m′(· ; x; ~Λ)
)
. (4.7)
For each x ∈ C and ~m′ ∈ Zn define the vector H~m′(λ, x; ~Λ) ∈ Fun⊗M~Λ by
H~m
′
(λ, x; ~Λ) =
∑
~m∈Zn[m]
H~m
′
~m (λ, x;
~Λ) v
(~m)
~Λ
. (4.8)
Let H(λ, x; ~Λ) = {H~m′~m (λ, x; ~Λ)}~m,~m′∈Zn[m] denote the square matrix, formed by vectors
H~m
′
(λ, x; ~Λ) arranged as columns. We call H(λ, x; ~Λ) the hypergeometric qKZB matrix
at level m. For any fixed x ∈ C it can be regarded as a weight-preserving operator
H(λ, x; ~Λ) : M~Λ → Fun⊗M~Λ, v ~m~Λ 7→ H~m(·, x; ~Λ). (4.9)
The following theorem is a version of the more general result in [FV1].
Theorem 4.3. Let ~Λ ∈ Cn[2m], and let x ∈ C, ~m′ ∈ Zn[m]. Then the function H~m′(λ, x; ~Λ)
satisfies the n-point resonance relations with respect to ~Λ.
Proof. Conditions Cj(~m) for j < n follow from the zero weight condition and the identity
W~m
(
~t;−δ −
∑j
i=1(Λi − 2mi) +
∑n
i=j+1(Λi − 2mi)
2
; ~Λ
)
=Wτδj (~m)
(
~t;−δ −
∑j
i=1(Λi − 2mi) +
∑n
i=j+1(Λi − 2mi)
2
; ~Λ
)
.
26 K. STYRKAS AND A. VARCHENKO
Verification of the conditions Cn(~m) is more technical. For complete details, we refer the
reader to [FV1], where the resonance relations for the hypergeometric qKZB matrix were
established in a more general elliptic case. 
The hypergeometric matrix has remarkable symmetries with respect to variables λ, x.
Lemma 4.4. For any ~m, ~m′ ∈ Zn[m] we have
H~m
′
~m (λ, x; ~Λ) = H
~m
~m′(−x,−λ; ~Λ) = Hopp(~m
′)
opp(~m) (−λ,−x; opp(~Λ)), (4.10)
where opp(x1, . . . , xn) = (xn, . . . , x1).
Proof. Denote ~t−1 = (t−11 , . . . , t
−1
n ). Straightforward verification shows that
W~m(~t;−λ; ~Λ) = tmn W~m(~t−1;λ; ~Λ),
W ~m(~t;−x; ~Λ) = tmn W ~m(~t−1; x; ~Λ),
Ω(~t; ~Λ) = t−2mn Ω(~t−1; ~Λ),
and the first of equalities (4.10) is obtained by the change of variables ~t 7→ ~t−1 in integra-
tion over the torus |t1| · · · = |tn| = 1. The second one follows from the symmetry of the
hypergeometric pairing and the identity
W~m(~t;λ; ~Λ) =Wopp(~m)(~t;λ; opp(~Λ)).

Example. Let n = 2 and m = 1. Then the hypergeometric KZB matrix is given by
H(λ, x; ~Λ) =
(
H
0,1
0,1(λ, x;
~Λ) H1,00,1(λ, x;
~Λ)
H
0,1
1,0(λ, x; ~Λ) H
1,1
1,1(λ, x; ~Λ)
)
= qλx+Λ1+Λ2−2
×
{
q−λ
(
qx−Λ1−q−x−Λ2
qΛ2−q−Λ2
0
q−x q
x+Λ2−q−x−Λ1
qΛ1−q−Λ1
)
+ qλ
(
q−x+Λ1−qx−Λ2
qΛ2−q−Λ2
qx
0 q
−x−Λ2−qx−Λ1
qΛ1−q−Λ1
)}
. (4.11)
4.5. Trace functions vs. hypergeometric matrices. Our next goal is to prove that the
universal trace matrix (3.14) relates the hypergeometric qKZ and qKZB matrices, studied
in the previous subsection.
Theorem 4.5. Let ~Λ ∈ Cn[2m], and let x ∈ C. Then
H(λ, x; ~Λ) = F(λ, x; ~Λ) H(x; ~Λ). (4.12)
Proof. It follows from Theorem 3.4 that the columns of the matrix F(λ, x; ~Λ)H(x; ~Λ) satisfy
the resonance relations, and therefore for generic x, ~Λ it is uniquely determined by the initial
term of its expansion. Using (3.17), we see that
F(λ, x; ~Λ)H(x; ~Λ) = qλ(x−m)
(
(Ξ~Λ)
−1
H(x; ~Λ) +O(q2λ)
)
. (4.13)
On the other hand, it is clear from the definitions that for any ~m we have the expansion
W~m(~t;λ; ~Λ) = q−mλ
((
Ξ~m~Λ
)−1
ω~m(~t; ~Λ) +O(q
2λ)
)
,
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which implies that H~m(λ, x; ~Λ) is a vector-valued function with expansion
H~m(λ, x; ~Λ) = q
λ(x−m)
((
Ξ~m~Λ
)−1
H~m(x; ~Λ) +O(q
2λ)
)
. (4.14)
The uniqueness property for the solutions of resonance relations and (4.13), (4.14) imply that
for generic x, ~Λ we have F(λ, x; ~Λ)H(x; ~Λ) = H(λ, x; ~Λ). Since both sides are meromorphic
in ~Λ, the desired equality holds identically.

5. Braiding properties of intertwining operators and the R-matrices
5.1. The quantum R-matrix. For any Λ1,Λ2 ∈ C define RΛ1,Λ2 ∈ End(MΛ1 ⊗MΛ2) by
RΛ1,Λ2 = q
−
Λ1Λ2
2 R ∣∣
MΛ1⊗MΛ2
, (5.1)
where
R =
(∑
k≥0
q−
k(k−1)
2
(q−1 − q)k
[k]!
Ek ⊗ Fk
)
q
h⊗h
2 . (5.2)
We refer to the family of operators RΛ1,Λ2 as the quantum R-matrix. We define
RˇΛ1,Λ2 = RΛ2,Λ1P : MΛ1 ⊗MΛ2 →MΛ2 ⊗MΛ1 ,
where P is the permutation of tensor factors, i. e. P(x⊗ y) = y ⊗ x.
For m1, m2, n1, n2 ∈ Z≥0 define the matrix elements (RΛ1,Λ2)m1,m2n1,n2 by the relation
RΛ1,Λ2(v
(m1)
Λ1
⊗ v(m2)Λ2 ) =
∑
n1,n2
(RΛ1,Λ2)
m1,m2
n1,n2
v
(n1)
Λ1
⊗ v(n2)Λ2 . (5.3)
For ~Λ = (Λ1, . . . ,Λn) and distinct i, j ∈ {1, . . . , n}, the action of the quantum R-matrix in
the i-th and j-th tensor factors yields an operator R
(i,j)
Λi,Λj
∈ End(M~Λ), which we will simply
denote RΛi,Λj ; the relevant superscripts can always be reconstructed from the context.
The quantum R-matrix has the following properties (for more details see e.g. [L, CP]):
• The quantum Yang-Baxter equation:
RΛ1,Λ2 RΛ1,Λ3 RΛ2,Λ3 = RΛ2,Λ3 RΛ1,Λ3 RΛ1,Λ2.
• The weight-preserving property:
(RΛ1,Λ2)
m1,m2
n1,n2
= 0, if m1 +m2 6= n1 + n2.
• The fusion compatibility:
ΥΛ1,Λ2 RΛ1+Λ2,Λ3 = RΛ2,Λ3 RΛ1,Λ3 ΥΛ1,Λ2,
ΥΛ2,Λ3 RΛ1,Λ2+Λ3 = RΛ1,Λ2 RΛ1,Λ3 ΥΛ2,Λ3,
(5.4)
where linear maps ΥΛ′,Λ′′ : MΛ′+Λ′′ → MΛ′ ⊗MΛ′′ are defined by
ΥΛ′,Λ′′ v
(m)
Λ′+Λ′′ =
∑
m′+m′′=m
qm
′′(Λ′−m′) v
(m′)
Λ′ ⊗ v(m
′′)
Λ′′ . (5.5)
• The rationality property:
(RΛ1,Λ2)
m1,m2
n1,n2
∈ C(qΛ1, qΛ2).
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• The vanishing property:
(RΛ1,Λ2)
m1,m2
n1,n2
= 0, if Λi ∈ {ni, ni + 1, . . . , mi − 1} for i = 1 or 2.
The vanishing property implies that for Λ1,Λ2 ∈ Z≥0 we obtain induced admissible endo-
morphisms RadmΛ1,Λ2 ∈ End(LΛ1 ⊗LΛ2), represented by the matrix elements with ~Λ-admissible
indices. The admissible maps ΥadmΛ′,Λ′′ : LΛ′+Λ′′ → LΛ′ ⊗ LΛ′′ are defined as in (5.5) with
summation over admissible indices, and an analogue of (5.4) holds for RadmΛ1,Λ2 and Υ
adm
Λ′,Λ′′.
The fusion compatibility property recovers admissible operators for arbitrary Λ1,Λ2 ∈ Z≥0
from the normalization condition: with respect to the basis {v(0)1 ⊗ v(0)1 , v(0)1 ⊗ v(1)1 , v(1)1 ⊗
v
(0)
1 , v
(1)
1 ⊗ v(1)1 } we have
R
adm
1,1 =

1 0 0 0
0 q−1 1− q−2 0
0 0 q−1 0
0 0 0 1
 .
The rationality property then uniquely determines all the matrix elements R for Λ1,Λ2 ∈ C
as rational functions of qΛ1, qΛ2.
5.2. The dynamical R-matrix. The elliptic R-matrix R τ,ηΛ1,Λ2(z, λ) ∈ End(MΛ1⊗MΛ2) was
constructed in [FV2] using representation theory of the elliptic quantum group Eτ,η(sl2). In
this paper we consider operators, which are asymptotic limits of R τ,ηΛ1,Λ2(z, λ). We set
RΛ1,Λ2(λ) = lim
z→+∞
lim
τ→i∞
R τ,ηΛ1,Λ2(2ηz, 2ηλ). (5.6)
Thus, the dynamical R-matrix is the distinguished family RΛ1,Λ2(λ) of endomorphisms
of tensor products MΛ1 ⊗ MΛ2 for Λ1,Λ2 ∈ C, meromorphically depending on a complex
parameter λ. We also consider the operators
RˇΛ1,Λ2(λ) = RΛ2,Λ1(λ) P : MΛ1 ⊗MΛ2 → MΛ2 ⊗MΛ1 .
Remark 5.1. The operators RˇΛ1,Λ2(λ) are isomorphisms of tensor products of modules for a
suitable degeneration of the elliptic quantum group Eτ,η(sl2). 
For m1, m2, n1, n2 ∈ Z≥0 define the matrix elements (RΛ1,Λ2(λ))m1,m2n1,n2 by
RΛ1,Λ2(λ)(v
(m1)
Λ1
⊗ v(m2)Λ2 ) =
∑
n1,n2
(RΛ1,Λ2(λ))
m1,m2
n1,n2
v
(n1)
Λ1
⊗ v(n2)Λ2 .
We use the dynamical notation RΛi,Λj(λ − h(k)) for the dynamical R-matrix acting in i-th
and j-th tensor factors of M~Λ, with the convention that h
(k) must be replaced by the weight
in k-th tensor component. For example,
RΛ1,Λ3(λ−h(2)) v(m1)Λ1 ⊗ v
(m2)
Λ2
⊗ v(m3)Λ3 =
∑
n1,n3
(RΛ1,Λ3(λ− Λ2 + 2m2))m1,m3n1,n3 v
(n1)
Λ1
⊗ v(m2)Λ2 ⊗ v
(n3)
Λ3
.
The dynamical R-matrix has the following properties, derived from the results in [FV2]:
• the quantum dynamical Yang-Baxter equation:
RΛ1,Λ2(λ− h(3)) RΛ1,Λ3(λ) RΛ2,Λ3(λ− h(1)) = RΛ2,Λ3(λ) RΛ1,Λ3(λ− h(2)) RΛ1,Λ2(λ).
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• The weight-preserving property
(RΛ1,Λ2(λ))
m1,m2
n1,n2
= 0, if m1 +m2 6= n1 + n2.
• The fusion compatibility:
γΛ1,Λ2 RΛ1+Λ2,Λ3(λ) = RΛ2,Λ3(λ) RΛ1,Λ3(λ− h(2)) γΛ1,Λ2,
γΛ2,Λ3 RΛ1,Λ2+Λ3(λ) = RΛ1,Λ2(λ− h(3)) RΛ1,Λ3(λ) γΛ2,Λ3,
(5.7)
where γΛ′,Λ′′ : MΛ′+Λ′′ →MΛ′ ⊗MΛ′′ are the linear maps determined by
γΛ′,Λ′′ v
(m)
Λ′+Λ′′ =
∑
m′+m′′=m
v
(m′)
Λ′ ⊗ v(m
′′)
Λ′′ . (5.8)
• The rationality property:
(RΛ1,Λ2(λ))
m1,m2
n1,n2
∈ C(qΛ1, qΛ2 , q2λ).
• The vanishing property:
(RΛ1,Λ2(λ))
m1,m2
n1,n2
= 0 if Λi ∈ {ni, ni + 1, . . . , mi − 1} for i = 1 or 2.
The vanishing property implies that for Λ1,Λ2 ∈ Z≥0 we obtain induced admissible en-
domorphisms RadmΛ1,Λ2(λ) ∈ End(LΛ1 ⊗ LΛ2), represented by the matrix elements with ~Λ-
admissible indices. An analogue of (5.7) holds for RadmΛ1,Λ2(λ) and γ
adm
Λ′,Λ′′, which are defined as
in (5.8) with summation over admissible indices.
The above properties uniquely determine the dynamical R-matrix from the normalization
condition: the fundamental matrix Radm1,1 (λ) ∈ End(L1 ⊗ L1) is given by
Radm1,1 (λ) =

1 0 0 0
0 q
−1[λ+1]
[λ]
− q−λ−1
[λ]
0
0 q
λ−1
[λ]
q−1[λ−1]
[λ]
0
0 0 0 1
 ,
with respect to the basis {v(0)1 ⊗ v(0)1 , v(0)1 ⊗ v(1)1 , v(1)1 ⊗ v(0)1 , v(1)1 ⊗ v(1)1 }.
5.3. Gauge equivalence of the R-matrices. The dynamical R-matrix RΛ1,Λ2(λ) has a
limit as λ→ −∞. We set
RΛ1,Λ2 = lim
λ→−∞
RΛ1,Λ2(λ). (5.9)
In other words, the matrix elements (RΛ1,Λ2)
m1,m2
n1,n2
are obtained from the matrix elements
(RΛ1,Λ2(λ))
m1,m2
n1,n2
by taking the limit q2λ → 0 of the corresponding rational functions of q2λ,
regarded as an independent variable. The properties of RΛ1,Λ2 ∈ End(MΛ1⊗MΛ2), inherited
from the dynamical R-matrix, are the same as those of RΛ1,Λ2 , but with the modified fusion
compatibility property
γΛ1,Λ2 RΛ1+Λ2,Λ3 = RΛ2,Λ3 RΛ1,Λ3 γΛ1,Λ2,
γΛ2,Λ3 RΛ1,Λ2+Λ3 = RΛ1,Λ2 RΛ1,Λ3 γΛ2,Λ3,
(5.10)
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and the normalization condition for Radm1,1 ∈ End(L1 ⊗ L1)
Radm1,1 =

1 0 0 0
0 q−2 1− q−2 0
0 0 1 0
0 0 0 1
 .
As in the case of the quantum R-matrix, the inductive fusion procedure recovers the matrix
elements (RΛ1,Λ2)
m1,m2
n1,n2
for positive integral Λ1,Λ2 and admissible (m1, m2), (n1, n2); the
rationality property then determines all the matrix elements for arbitrary Λ1,Λ2.
We call the collection of operators RΛ1,Λ2 the asymptotic R-matrix. Below we show that
it is gauge equivalent to the quantum R-matrix RΛ1,Λ2 , and that the equivalence is given by
the diagonal operators ΞΛ1,Λ2 defined by (3.15).
Proposition 5.2. For any Λ1,Λ2 ∈ C we have
RˇΛ1,Λ2 ΞΛ1,Λ2 = ΞΛ2,Λ1 RˇΛ1,Λ2 . (5.11)
Proof. The desired formula is equivalent to an infinite collection of identities between matrix
elements of R-matrices. Since the matrix elements of both R-matrices are rational functions
of qΛ1, qΛ2, it suffices to check each of these identities for all sufficiently large positive integers
Λ1,Λ2. To achieve this goal, we establish the admissible version of (5.11) by using double
induction in Λ1 and Λ2.
The base of induction is Λ1 = Λ2 = 1, and a straightforward computation settles the case
of the gauge equivalence of the fundamental R-matrices, cf. the example below.
To prove the inductive step, we start with the following identities:
ΞΛ1,Λ2,Λ3 γΛ1,Λ2 = ΥΛ1,Λ2 ΞΛ1+Λ2,Λ3,
ΞΛ1,Λ2,Λ3 γΛ2,Λ3 = ΥΛ2,Λ3 ΞΛ1,Λ2+Λ3,
(5.12)
which are verified directly from the definitions. Assuming now that that (5.11) is true for
pairs (Λ1,Λ3) and (Λ2,Λ3), we get from the explicit formula (3.15) and the weight-preserving
properties of the R-matrices
RˇΛ1,Λ3 ΞΛ1,Λ3,Λ2 = ΞΛ3,Λ1,Λ2 RˇΛ1,Λ3,
RˇΛ2,Λ3 ΞΛ1,Λ2,Λ3 = ΞΛ1,Λ3,Λ2 RˇΛ2,Λ3.
(5.13)
Since ΥΛ1,Λ2 is injective, the computation
ΥΛ1,Λ2 RˇΛ1+Λ2,Λ3 ΞΛ1+Λ2,Λ3 = RˇΛ1,Λ3 RˇΛ2,Λ3 ΥΛ1,Λ2 ΞΛ1+Λ2,Λ3 (due to (5.4))
= RˇΛ1,Λ3 RˇΛ2,Λ3 ΞΛ1,Λ2,Λ3 γΛ1,Λ2 (due to (5.12))
= ΞΛ3,Λ1,Λ2 RˇΛ1,Λ3 RˇΛ2,Λ3 γΛ1,Λ2 (due to (5.13))
= ΞΛ3,Λ1,Λ2 γΛ1,Λ2 RˇΛ1+Λ2,Λ3 (due to (5.10))
= ΥΛ1,Λ2 ΞΛ3,Λ1+Λ2 RˇΛ1+Λ2,Λ3 , (due to (5.12))
shows that (5.11) holds for the pair (Λ1 + Λ2,Λ3). Note also that all of the above formulae
remain valid when the operators are replaced by their admissible versions.
We conclude that the admissible version of (5.11) holds when Λ1 is any positive integer
and Λ2 = 1. A similar inductive argument in Λ2 completes the proof. 
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Remark 5.3. The operators Ξ~Λ are characterized by the property Υ~Λ = Ξ~Λ γ~Λ, where Υ~Λ and
γ~Λ are inclusions of modules for the quantum group and a suitable version of the dynamical
quantum group, respectively. Thus they can be regarded as ”intertwining” operators between
the two categories of representations.
Example. Consider the level m = 1 weight subspace, spanned by {v(0)Λ1 ⊗ v
(1)
Λ2
, v
(1)
Λ1
⊗ v(0)Λ2 }.
The dynamical R-matrix and its asymptotic version are given by
RΛ1,Λ2(λ) =
(
q−Λ1 [λ+1]
[λ−Λ1+1]
− q−λ−1[Λ1]
[λ−Λ1+1]
qλ−Λ1−Λ2+1[Λ2]
[λ−Λ1+1]
q−Λ2 [λ−Λ1−Λ2+1]
[λ−Λ1+1]
)
, RΛ1,Λ2 =
(
q−2Λ1 1− q−2Λ1
0 1
)
,
and the quantum R-matrix is given by
RΛ1,Λ2 =
(
q−Λ1 q−Λ2(qΛ1 − q−Λ1)
0 q−Λ2
)
. (5.14)
The gauge equivalence between RΛ1,Λ2 and RΛ1,Λ2 is illustrated by the matrix identity(
q−Λ1 q−Λ2(qΛ1 − q−Λ1)
0 q−Λ2
)(
1 0
0 qΛ2
)
=
(
qΛ1 0
0 1
)(
q−2Λ1 1− q−2Λ1
0 1
)
.
5.4. The fusion lemma. Let πΛ1,Λ2 : M
⋆
Λ1
⊗M⋆Λ2 →M⋆Λ1+Λ2 be the unique Uq(sl2)-module
surjection, normalized by πΛ1,Λ2(u
Λ1
0 ⊗ uΛ20 ) = uΛ1+Λ20 . More explicitly, for m1, m2 ∈ Z≥0 we
have
πΛ1,Λ2(u
Λ1
m1
⊗ uΛ2m2) = q(Λ1−m1)m2 uΛ1+Λ2m1+m2 . (5.15)
Lemma 5.4. For any m1, m2 ∈ Z≥0 we have a commutative diagram
Mλ−1
Φ
Λ1,Λ2
m1,m2
(λ)
ttiii
ii
ii
ii
ii
ii
ii
ii
ii
Φ
Λ1+Λ2
m1+m2
(λ)
**TT
TT
TT
TT
TT
TT
TT
TT
T
Mλ−Λ1−Λ2+2m1+2m2−1 ⊗M⋆Λ1 ⊗M⋆Λ2 1⊗πΛ1,Λ2
// Mλ−Λ1−Λ2+2m1+2m2−1 ⊗M⋆Λ1+Λ2
.
(5.16)
Proof. Set µ = λ− Λ2 + 2m2, ν = λ− Λ1 − Λ2 + 2m1 + 2m2. We compute
ΦΛ1,Λ2m1,m2(λ)vλ−1 = (Φ
Λ1
m1
(µ)⊗ 1)
(
m2∑
i=0
qi(µ−i)
[−µ + i+ 1]m2−i
[i]!
Fivµ−1 ⊗ EiuΛ2m2
)
=
m2∑
i=0
qi(µ−i)
[−µ+ i+ 1]m2−i
[i]!
∆(Fi)
(
[−ν + 1]m1vν−1 ⊗ uΛ1m1 + . . .
)⊗EiuΛ2m2
= vν−1 ⊗ [−ν + 1]m1
(
m2∑
i=0
qi(µ−i)
[−µ + i+ 1]m2−i
[i]!
FiuΛ1m1 ⊗ EiuΛ2m2
)
+ . . . ,
(5.17)
where we omitted the terms involving Fkvν−1 with k > 0. We now study the leading term.
Denote for brevity
u = [−ν + 1]m1 [−µ + 1]m2
m2∑
i=0
qi(µ−i)
[−µ + 1]i[i]! F
iuΛ1m1 ⊗ EiuΛ2m2.
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Explicit formula (5.15) for the map πΛ1,Λ2 yields
πΛ1,Λ2(F
iuΛ1m1 ⊗ EiuΛ2m2) = q(Λ1−m1−i)(m2−i)[−m2]i [m1 − Λ1]i uΛ1+Λ2m1+m2 ,
and combining it with the summation formula
m2∑
i=0
qi(−m2+m1−Λ1+µ)
[−m2]i[m1 − Λ1]i
[−µ+ 1]i[i]! = q
m2(m1−Λ1)
[−µ + Λ1 −m1 + 1]m2
[−µ + 1]m2
,
which is a special case of the q-hypergeometric Gauss identity, we conclude that
πΛ1,Λ2(u) = [−ν + 1]m1 [−µ+ Λ1 −m1 + 1]m2 uΛ1+Λ2m1+m2
= [−ν + 1]m1 [−ν +m1 + 1]m2 uΛ1+Λ2m1+m2 = [−ν + 1]m1+m2 uΛ1+Λ2m1+m2 .
Now (5.17) yields
(1⊗ πΛ1,Λ2) ΦΛ1,Λ2m1,m2(λ)vλ−1 = [−ν + 1]m1+m2 vν−1 ⊗ uΛ1+Λ2m1+m2 + . . . ,
which shows that the operators (1⊗ πΛ1,Λ2)ΦΛ1,Λ2m1,m2(λ) and ΦΛ1+Λ2m1+m2(λ) have the same leading
terms. For generic λ the leading term uniquely determines the intertwining operator, proving
the equality of all other coefficients in the expansions of both operators. Since all these
coefficients are holomorphic in λ, we conclude that (5.16) holds for every value of λ. 
Remark 5.5. Lemma 5.4 shows that for Uq(sl2) our regularized intertwining operators ΦΛm(λ)
can be constructed inductively using fusion. We start with Φ10(λ) and Φ
1
1(λ), which determine
the operators associated with the fundamental representation L⋆1. For nonnegative integers
Λ1,Λ2 the operators associated with L
⋆
Λ1
and L⋆Λ2 yield the operators associated with L
⋆
Λ1+Λ2
,
which determines ΦΛm(λ) for all large integers Λ, and hence also for arbitrary Λ ∈ C.
It is an open problem to construct similar regularized (holomorphic) intertwining opera-
tors for higher rank quantum groups. Lemma 5.4 suggests that in the higher rank case it
suffices to consider the fundamental representation, and then extend the operators to other
representations by using fusion. 
5.5. The braiding lemma. Let R⋆Λ1,Λ2 : M
⋆
Λ1
⊗M⋆Λ2 → M⋆Λ1 ⊗M⋆Λ1 be the dual linear map
to RΛ1,Λ2 . In other words, we have
R
⋆
Λ1,Λ2 u
Λ1
m1 ⊗ uΛ2m2 =
∑
n1,n2
(RΛ1,Λ2)
n1,n2
m1,m2
uΛ1n1 ⊗ uΛ2n2 , (5.18)
where (RΛ1,Λ2)
n1,n2
m1,m2
are defined in (5.3). Equivalently, R⋆Λ1,Λ2 = q
−
Λ1Λ2
2 R′ ∣∣
M⋆Λ1
⊗M⋆Λ2
, where
R′ = q h⊗h2
(∑
k≥0
q−
k(k−1)
2
(q−1 − q)k
[k]!
Fk ⊗ Ek
)
. (5.19)
Example. Consider the weight subspace of level m = 1, spanned by {uΛ10 ⊗uΛ21 , uΛ11 ⊗uΛ20 }.
Then R⋆Λ1,Λ2 is represented by the matrix, transposed to (5.14):
R
⋆
Λ1,Λ2
=
(
q−Λ1 0
q−Λ2(qΛ1 − q−Λ1) q−Λ2
)
.
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The element R′, defined in (5.19), has the property that
R′ ∆(X) = ∆op(X) R′, X ∈ Uq(sl2),
where ∆op(X) = P ∆(X). Therefore, we obtain Uq(sl2)-module isomorphisms
Rˇ
⋆
Λ1,Λ2
= PR⋆Λ1,Λ2 : M
⋆
Λ1
⊗M⋆Λ2 → M⋆Λ2 ⊗M⋆Λ1 ,
with respect to the Uq(sl2)-action in tensor products, defined using the comultiplication (3.6).
The compositions Rˇ
⋆
Λ1,Λ2
ΦΛ1,Λ2m1,m2(λ) : Mλ−1 → Mλ−Λ1−Λ2+2m1+2m2 ⊗M⋆Λ2 ⊗M⋆Λ1 are Uq(sl2)-
intertwining operators, and can be written as linear combinations of operators ΦΛ2,Λ1n2,n1 (λ).
We now show that the corresponding connection matrix is precisely equal to RΛ1,Λ2(λ).
Lemma 5.6. For any Λ1,Λ2 ∈ C and m1, m2 ∈ Z≥0 we have
Rˇ
⋆
Λ1,Λ2 Φ
Λ1,Λ2
m1,m2(λ) =
∑
n1,n2
(RΛ1,Λ2(λ))
n1,n2
m1,m2
ΦΛ2,Λ1n2,n1 (λ). (5.20)
Proof. It is convenient to rewrite (5.20) using the formal generating functions
Φ
~Λ(λ) =
∑
~m
Φ
~Λ
~m(λ)⊗ v(~m)~Λ . (5.21)
These generating functions have a useful property
πΛ1,Λ2 Φ
Λ1,Λ2(λ) = γΛ1,Λ2 Φ
Λ1+Λ2(λ), (5.22)
established by the following computation based on Lemma 5.4:∑
m1,m2
πΛ1,Λ2Φ
Λ1Λ2(λ)⊗ v(m1)Λ1 ⊗ v
(m2)
Λ2
=
∑
m1,m2
ΦΛ1+Λ2m1+m2(λ)⊗ v(m1)Λ1 ⊗ v
(m2)
Λ2
=
∑
m
∑
m1+m2=m
ΦΛ1+Λ2m (λ)⊗ v(m1)Λ1 ⊗ v
(m2)
Λ2
=
∑
m
ΦΛ1+Λ2m (λ)⊗ γΛ1,Λ2v(m)Λ1+Λ2 .
Returning to the desired relation (5.20), we see that it is equivalent to
Rˇ
⋆
Λ1,Λ2 Φ
Λ1,Λ2(λ) = RˇΛ2,Λ1(λ) Φ
Λ2,Λ1(λ), (5.23)
which we prove for Λ1,Λ2 ∈ Z>0 using double induction. Assuming that (5.23) holds for
pairs (Λ1,Λ3) and (Λ2,Λ3), and using the fusion compatibility
Rˇ
⋆
Λ1+Λ2,Λ3 πΛ1,Λ2 = πΛ1,Λ2 Rˇ
⋆
Λ1,Λ3 Rˇ
⋆
Λ2,Λ3,
Rˇ
⋆
Λ1,Λ2+Λ3 πΛ2,Λ3 = πΛ2,Λ3 Rˇ
⋆
Λ1,Λ3 Rˇ
⋆
Λ1,Λ2,
(5.24)
we compute
γΛ1,Λ2 Rˇ
⋆
Λ1+Λ2,Λ3
ΦΛ1+Λ2,Λ3(λ) = Rˇ
⋆
Λ1+Λ2,Λ3
πΛ1,Λ2 Φ
Λ1,Λ2,Λ3(λ) (due to (5.22))
= πΛ1,Λ2 Rˇ
⋆
Λ1,Λ3
Rˇ
⋆
Λ2,Λ3
ΦΛ1,Λ2,Λ3(λ) (due to (5.24))
= πΛ1,Λ2 RˇΛ3,Λ1(λ− h(2)) RˇΛ3,Λ2(λ) ΦΛ3,Λ1,Λ2(λ) (by assumption)
= RˇΛ3,Λ1(λ− h(2)) RˇΛ3,Λ2(λ) γΛ1,Λ2 ΦΛ3,Λ1+Λ2(λ) (due to (5.22))
= γΛ1,Λ2 RˇΛ3,Λ1+Λ2(λ) Φ
Λ3,Λ1+Λ2(λ), (due to (5.7))
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and since γΛ1,Λ2 is injective, we see that the braiding relation is also valid for (Λ1 +Λ2,Λ3).
Similarly, if (5.23) is satisfied for pairs (Λ1,Λ2) and (Λ1,Λ3), then it holds for (Λ1,Λ2+Λ3).
When Λ1,Λ2 ∈ Z≥0, analogous conclusions are obviously true for the admissible operators.
To complete the proof, we note that braiding relation holds in the admissible case for
Λ1 = Λ2 = 1 (which is the result of direct computation, see example below), and by induction
for arbitrary Λ1,Λ2 ∈ Z>0. In the general case, (5.23) is equivalent to a family of equalities
of rational functions, which are now established for Λ1,Λ2 in the positive integral cone, and
therefore must hold identically. 
Example. Let m = 1. Then (5.23) reduces to the matrix identity(−[λ− Λ2 + 1] qλ−Λ2+1[Λ1]
0 −[λ− Λ1 − Λ2 + 1]
)(
q−Λ1 q−Λ2(qΛ1 − q−Λ1)
0 q−Λ2
)
=
(
q−Λ1 [λ+1]
[λ−Λ1+1]
− q−λ−1[Λ1]
[λ−Λ1+1]
qλ−Λ1−Λ2+1[Λ2]
[λ−Λ1+1]
q−Λ1 [λ−Λ1−Λ2+1]
[λ−Λ1+1]
)(−[λ− Λ1 − Λ2 + 1] 0
qλ−Λ1+1[Λ2] −[λ− Λ1 + 1]
)
.
6. Difference equations satisfied by the trace functions
6.1. The qKZ and qKZB operators. For any x ∈ C define (qxh)
j
∈ End(M~Λ) by(
qxh
)
j
v
(~m)
~Λ
= q(Λj−2mj)x v
(~m)
~Λ
,
and Γj ∈ End(Fun⊗M~Λ) by
Γj
(
ξ(λ)⊗ v(~m)~Λ
)
= ξ(λ− Λ1 + 2k1)⊗ v(~m)~Λ ,
for any ~m ∈ Zn and ξ ∈ Fun. We also set(
qxh
)
	
= P	
(
qxh
)
1
, Γ	 = P	 Γ1,
where P	 is the permutation map, defined by P	 (x1 ⊗ x2 ⊗ . . .⊗ xn) = x2 ⊗ . . .⊗ xn ⊗ x1.
For any x ∈ C we define the qKZ operators by
Kj(x) =
(
RˇΛj ,Λj+1
)−1
. . .
(
RˇΛj ,Λn
)−1 (
qxh
)
	
RˇΛ1,Λj . . . RˇΛj−1,Λj , j = 1, . . . , n.
We introduce the qKZB operators Kj, acting in Fun⊗M~Λ, by
Kjψ(λ) =
(
RˇΛj ,Λj+1(λ− h(j+2,...,n))
)−1
. . .
(
RˇΛj ,Λn(λ)
)−1
Γ	
RˇΛ1,Λj(λ− h(2,...,j−1) − h(j+1,...,n)) . . . RˇΛj−1,Λj(λ− h(j+1,...,n))ψ(λ).
One of the fundamental properties of the universal trace operator F(λ, x; ~Λ) is that it
intertwines the qKZ and qKZB operators.
Theorem 6.1. Let ~Λ ∈ Cn[2m], and let x ∈ C. Then
Kj F(λ, x; ~Λ) = F(λ, x; ~Λ) Kj(x), j = 1, . . . , n. (6.1)
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Proof. For any j ∈ {1, . . . , n − 1}, let σj denote the permutation of a set of n elements,
transposing elements in positions j and j + 1. First, we observe that
RˇΛj ,Λj+1(λ− h(j+2,...,n)) F(λ, x; ~Λ) = F(λ, x; σj(~Λ)) RˇΛj ,Λj+1. (6.2)
Indeed, this is equivalent to
RˇΛj ,Λj+1(λ− h(j+2,...,n)) Tr
∣∣∣∣
Mλ−1
Φ
~Λ(λ) qxh = Rˇ
⋆
Λj ,Λj+1
Tr
∣∣∣∣
Mλ−1
Φσj (
~Λ)(λ) qxh,
where RˇΛj ,Λj+1(λ − h(j+1,...,n)) and Rˇ∗Λj+1,Λj act respectively in M~Λ and M⋆~Λ. Moving both
R-matrices inside the trace and invoking Lemma 5.6, we establish (6.2).
Let σ	 = σn−1 . . . σ1 denote the cyclic permutation, moving the first element to the last
position. Our second observation is that
Γ	 F(λ, x; ~Λ) = F(λ, x; σ	(~Λ))
(
qxh
)
	
. (6.3)
Indeed, using the cyclic property of trace, we compute:
Fm1,m2,...,mn(λ− Λ1 + 2m1, x; ~Λ) = Tr
∣∣∣∣
Mλ−Λ1+2m1−1
(ΦΛ1m1(λ)⊗ 1n−1) ΦΛ2,...,Λnm2,...,mn(λ− Λ1 + 2m1) qxh
= P	Tr
∣∣∣∣
Mλ−1
(
ΦΛ2,...,Λnm2,...,mn(λ− Λ1 + 2m1) qxh ⊗ 1
)
ΦΛ1m1(λ)
= P	Tr
∣∣∣∣
Mλ−1
(q−xh)M⋆Λ1
ΦΛ2,...,Λn,Λ1m2,...,mn,m1(λ) q
xh
=
(
qxh
)⋆
	
Fm2,...,mn,m1(λ, x; σ	(~Λ)),
which implies (6.3). The theorem is now proved by repeatedly applying (6.2) and (6.3). 
6.2. The qKZ equations. For a fixed x ∈ C the operators Kj(x) pairwise commute, and
the problem of finding their common eigenvectors yields the qKZ equations on φ ∈ M~Λ:
Kj(x)φ = εj φ, j = 1, . . . , n. (6.4)
The qKZ operators are triangular in a suitable basis, and their eigenvalues εj can be described
explicitly. For any ~m ∈ Zn set
ε~mj (x;
~Λ) = q(Λj−2mj)x+
Pn
i=j+1(miΛj+mjΛi−2mimj)−
Pj−1
i=1 (miΛj+mjΛi−2mimj). (6.5)
Lemma 6.2. Let x ∈ C and ~Λ ∈ Cn. Suppose ϕ ∈ M~Λ is a nonzero solution of the system
(6.4). Then there exists ~m ∈ Zn such that εj = ε~mj (x; ~Λ) for all j = 1, . . . , n.
Proof. The qKZ operators are weight-preserving, and we may assume that ϕ is a linear
combination of v
(~m)
~Λ
with ~m ∈ Zn[m] for some fixed m ∈ Z≥0. Let ~m be minimal in the
sense of partial ordering 4 given by (2.10), such that v
(~m)
~Λ
occurs in the expansion of ϕ with
nonzero coefficient; we may assume that this coefficient is equal to 1. Triangularity of the
universal R-matrix implies that for any ~k
RΛj ,Λiv
(~k)
~Λ
= q−kiΛj−kjΛi+2kikjv
(~k)
~Λ
+ higher order terms, i = 1, . . . , j − 1,
R
−1
Λi,Λj
v
(~k)
~Λ
= qkiΛj+kjΛi−2kikjv
(~k)
~Λ
+ higher order terms, i = j + 1, . . . , n,
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where ”higher order terms” stands for some linear combinations of v
(~l)
~Λ
with l ≻ k. Therefore,
Kj(x) v
(~m)
~Λ
= ε~mj (x;
~Λ) v
(~m)
~Λ
+ higher order terms.
Comparing coefficients before v
(~m)
~Λ
in (6.4), we obtain the desired statement. 
Theorem 6.3. Let x ∈ C and ~Λ ∈ Cn. Then for any ~m′ ∈ Zn we have
Kj(x) H
~m′(x; ~Λ) = ε~m
′
j (x; ~Λ) H
~m′(x; ~Λ), j = 1, . . . , n,
where ε~mj (x;
~Λ) are as in (6.5).
Proof. This statement follows from the more general results in [TV1], see Theorem 6.2 and
subsequent remarks there. 
Example. Let n = 2 and m = 1. The qKZ equations for j = 1 reduce to the identity(
q(1−x)Λ1 0
q−xΛ1(1− q2Λ2) qx(2−Λ1)+Λ2
)
H(x; ~Λ) = H(x; ~Λ)
(
q(1−x)Λ1 0
0 qx(2−Λ1)+Λ2
)
,
for the hypergeometric qKZ matrix H(x; ~Λ), described in (4.6). 
6.3. The qKZB equations. If ~Λ ∈ Cn[2m], then the weight subspace M~Λ[0] 6= 0, and
the qKZB operators restricted to M~Λ[0] pairwise commute. The problem of finding their
common eigenfunctions yields the qKZB equations on ϕ ∈ Fun⊗M~Λ[0]:
Kjϕ(λ) = εj ϕ(λ), j = 1, . . . , n. (6.6)
In this paper we study solutions for (6.6), which are trigonometric quasi-polynomials. The
following lemma shows that they only exist when the eigenvalues εj are given by the formula
(6.5) for the qKZ eigenvalues.
Lemma 6.4. Let ~Λ ∈ Cn[2m]. Suppose ψ(λ) is a nonzero M~Λ[0]-valued trigonometric quasi-
polynomial solution of the system (6.6). Then there exists x ∈ C and ~m ∈ Zn[m] such that
εj = ε
~m
j (x;
~Λ) for all j = 1, . . . , n.
Proof. The idea of the proof is to observe is that the principal term of the expansion of ψ(λ)
satisfies a version of the qKZ equations, and use an analogue of Lemma 6.2. For y ∈ C define
the operators Kj(y) ∈ End(M~Λ), associated with the asymptotic R-matrix RΛ1,Λ2 by
Kj(y) =
(
RˇΛj ,Λj+1
)−1
. . .
(
RˇΛj ,Λn
)−1 (
qxh
)
	
(y) RˇΛ1,Λj . . . RˇΛj−1,Λj .
Write the trigonometric quasi-polynomial ψ(λ) as
ψ(λ) = qλy
(
d∑
k=0
q2kλ ψ(k)
)
, ψ(k) ∈M~Λ[0], ψ(0) 6= 0,
for appropriate y ∈ C and d ∈ Z≥0. Then the leading coefficient ψ(0) satisfies the equations
Kj(y)ψ
(0) = εj ψ
(0), j = 1, . . . , n.
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The operators RΛ1,Λ2 are triangular, and more precisely
RΛj ,Λiv
(~k)
~Λ
= q−2ki(Λj−kj)v
(~k)
~Λ
+ higher order terms, i = 1, . . . , j − 1,
R−1Λi,Λjv
(~k)
~Λ
= q2kj(Λi−ki)v
(~k)
~Λ
+ higher order terms, i = j + 1, . . . , n.
The argument as in the proof of Lemma 6.2 implies that there exists ~m ∈ Zn[m], such that
εj = q
(Λj−2mj)y+2
Pn
i=j+1mj(Λi−mi)−2
Pj−1
i=1 mi(Λj−mj). (6.7)
We now set x = y +m, and from the identity
(Λj − 2mj)
n∑
i=1
mi + 2
n∑
i=j+1
mj(Λi −mi)− 2
j−1∑
i=1
mi(Λj −mj) =
n∑
i=j+1
(Λimj + Λjmi − 2mimj)−
j−1∑
i=1
(Λimj + Λjmi − 2mimj) +mj
n∑
i=1
(Λi − 2mi)
and the zero weight condition we get the equivalence between (6.7) and (6.5). 
Theorem 6.5. Let ~Λ ∈ Cn[2m]. Then for ~m ∈ Zn[m] we have
Kj H
~m(λ, x; ~Λ) = ε~mj (x;
~Λ) H~m(λ, x; ~Λ), j = 1, . . . , n.
where ε~mj (x;
~Λ) are as in (6.5).
Proof. The statement follows from Theorem 31 in [FTV1]. 
Remark 6.6. Using our Theorem 4.5 and Theorem 6.1, one can immediately derive Theorem
6.5 from the somewhat easier Theorem 6.3, derived from the results in [TV1]. 
Example. Let n = 2 and m = 1. The qKZB equations (1.2) reduce to the matrix identity,
satisfied when Λ1 + Λ2 = 2:(
qΛ1 [λ+1]
[λ−Λ1+1]
−qλ+1 [Λ1]
[λ−Λ1+1]
q−λ+Λ1+Λ2−1 [Λ2]
[λ−Λ1+1]
qΛ2 [λ−Λ1−Λ2+1]
[λ−Λ1+1]
)(
H
0,1
0,1(λ− Λ1, x; ~Λ) H1,00,1(λ− Λ1, x; ~Λ)
H
0,1
1,0(λ− Λ1 + 2, x; ~Λ) H1,01,0(λ− Λ1 + 2, x; ~Λ)
)
=
(
H
0,1
0,1(λ, x; ~Λ) H
1,0
0,1(λ, x; ~Λ)
H
0,1
1,0(λ, x;
~Λ) H1,01,0(λ, x;
~Λ)
)(
q(1−x)Λ1 0
0 qx(2−Λ1)+Λ2
)
.
6.4. The Macdonald-Ruijsenaars equations. For every Θ ∈ Z≥0 define the Macdonald-
Ruijsenaars (MR) operators MΘ : Fun⊗M~Λ[0]→ Fun⊗M~Λ[0] by
MΘ ψ(λ) = q
mΘ
∑
µ∈h∗
Tr
∣∣∣∣
LΘ[µ]
RΘ,Λ1(λ− h(2,...,n)) . . .RΘ,Λn(λ) ψ(λ− µ).
In particular, it follows from this definition that the operator MΘ=0 is the identity operator.
The operators MΘ for various Θ ∈ Z pairwise commute [EV1]. The problem of finding their
common eigenfunctions yields the Macdonald-Ruijsenaars equations on ψ ∈ Fun⊗M~Λ[0]:
MΘψ(λ) = XΘ ψ(λ), Θ ∈ Z≥0,XΘ ∈ C. (6.8)
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For any Θ ∈ Z≥0 define the character χΘ(x) of the irreducible Uq(sl2)-module LΘ by
χΘ(x) =
∑
µ∈h∗
dimLΘ[µ] q
−µx.
Theorem 6.7. Let x ∈ C, and let ~Λ ∈ Cn[2m]. Then for every Θ ∈ Z≥0 one has
MΘ H(λ, x; ~Λ) = χΘ(x)H(λ, x; ~Λ). (6.9)
Proof. It suffices to prove that in the trace function convergence domain |q2x| ≫ 1 we have
MΘF(λ, x; ~Λ) = χΘ(x)F(λ, x; ~Λ). (6.10)
Indeed, Theorem 4.5 then shows that (6.9) holds when |q2x| ≫ 1, and since H(λ, x; ~Λ) is a
trigonometric quasi-polynomial in x, the desired equations are valid for all x ∈ C.
Consider the operators ΦΛ(λ) : Mλ−1 ⊗MΛ →
⊕
µMλ−µ−1 ⊗MΛ[µ], which are dualized
versions of the operators (5.21), obtained by composing ΦΛ(λ) with the evaluation pairing
M⋆Λ⊗MΛ → C. If Θ ∈ Z≥0, the admissible operator ΦΘ(λ) : Mλ−1⊗LΘ →
⊕
µMλ−µ−1⊗LΘ
is defined in the same way. We form the following commutative diagram:
Mλ−1 ⊗ LΘ ⊗M~Λ[0]
ΦΘ(λ)
//
qxh⊗q−xh⊗inclusion

Mλ−h(0)−1 ⊗ LΘ ⊗M~Λ[0]
qxh⊗1⊗inclusion

Mλ−1 ⊗ LΘ ⊗M~Λ
ΦΘ(λ)
//
ΦΛn (λ)RΘ,Λn

Mλ−h(0)−1 ⊗ LΘ ⊗M~Λ
RΘ,Λn(λ)ΦΛn (λ−h
(0))

Mλ−h(n)−1 ⊗ LΘ ⊗M~Λ
ΦΘ(λ−h
(n))
//

Mλ−h(n,0)−1 ⊗ LΘ ⊗M~Λ

Mλ−h(2,...,n)−1 ⊗ LΘ ⊗M~Λ
ΦΘ(λ−h
(2,...,n))
//
ΦΛ1 (λ−h
(2,...,n))RΘ,Λ1

Mλ−h(2,...,n,0)−1 ⊗ LΘ ⊗M~Λ
RΘ,Λ1
(λ)ΦΛ1 (λ−h
(2,...,n,0))

Mλ−h(1,...,n)−1 ⊗ LΘ ⊗M~Λ
ΦΘ(λ−h
(1,...,n))
//
projection

Mλ−h(1,...,n,0)−1 ⊗ LΘ ⊗M~Λ
projection

Mλ−1 ⊗ LΘ ⊗M~Λ[0] ΦΘ(λ)
// Mλ−h(0)−1 ⊗ LΘ ⊗M~Λ[0]
,
where we used the standard dynamical notation h(i,...,j) with LΘ labeled by 0, and the
summation over weights is implicit, for example Mλ−h(0)−1⊗LΘ means
⊕
µMλ−µ−1⊗LΘ[µ].
Commutativity of the top square of the diagram is just a reformulation of the weight-
preserving property of the intertwining operators ΦΘ(λ). Similarly, the squares in the middle
commute due to the braiding relation (5.23). Commutativity of the bottom square is obvious.
Let A and B denote respectively the compositions of operators in the left and right vertical
columns in the above diagram, multiplied by the scalar q−
m(m+1)
2 (q − q−1)m(qx − q−x), which
appear in the definition of the trace function F(λ, x; ~Λ). We observe that
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Tr
∣∣∣∣
Mλ−1⊗LΘ
A = F(λ, x; ~Λ)
(
Tr
∣∣∣∣
LΘ
RΘ,Λ1 . . .RΘ,Λnq
−xh(0)
)
,
Tr
∣∣∣∣
M
λ−h(0)−1
⊗LΘ
B = q−mΘ MΘF(λ, x; ~Λ).
On the other hand, it is known (see [EV1, STV]) that for generic λ the operator ΦΘ(λ) is
a linear isomorphism, and therefore the two traces above must be the same. Hence
MΘF(λ, x; ~Λ) = qmΘ F(λ, x; ~Λ)
(
Tr
∣∣∣∣
LΘ
RΘ,Λ1 . . .RΘ,Λnq
−xh
)
.
Finally, using the triangularity of the quantum R-matrix, one easily shows that
qmΘ Tr
∣∣∣∣
LΘ
RΘ,Λ1 . . .RΘ,Λnq
−xh = χΘ(x) IdM~Λ ,
which establishes (6.10), and thus completes the proof of the theorem. 
Example. Let n = 2,m = 1, and let Θ = 1. Then we have
M1 =
(
[λ−Λ2+1]
[λ−Λ2+2]
− [Λ1]
[λ] [λ−Λ2+2]
0 [λ−1]
[λ]
)
T+1 +
(
[λ+1]
[λ]
0
− [Λ2]
[λ] [λ−Λ2]
[λ−Λ2+1]
[λ−Λ2]
)
T−1,
and one can check that the hypergeometric qKZB matrix (4.11) satisfies the equation
M1 H(λ, x; ~Λ) = (q
x + q−x)H(λ, x; ~Λ).
Remark 6.8. The operators MΘ for Θ = 2, 3 . . . can be expressed in terms of M1, since for
any Θ we have MΘM1 = MΘ+1 +MΘ−1. More precisely, let pn(t) be the n-th Chebyshev
polynomial of the second kind, so that
pn(cosα) =
sin(n+ 1)α
sinα
.
Then MΘ = pΘ(M1/2), for example M2 = (M1)
2 − 1, M3 = (M1)3 − 2M1, etc. 
6.5. Completeness of the hypergeometric solutions. In this subsection we consider the
qKZB and MR equations in the space of the formal (without any convergence assumptions)
expressions of the form
ψ(λ) = qλ(x−m)
(
∞∑
j=0
ψ(j) q2jλ
)
, ψ(j) ∈M~Λ[0], ψ(0) 6= 0. (6.11)
The qKZB and MR operators admit similar power series expansions, and therefore act in
the above space. We refer to their eigenfunctions as formal solutions of the corresponding
equations. We show that generically all formal solutions are in fact trigonometric quasi-
polynomials, and come from the hypergeometric construction.
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Theorem 6.9. Let x ∈ C and ~Λ ∈ Cn[2m] be generic. Suppose that ψ(λ) as in (6.11)
is a formal solution of the qKZB equations. Then there exists ~m ∈ Zn[m] such that the
corresponding eigenvalues are equal to ε~mj (x;
~Λ), and ψ(λ) is proportional to H~m(λ, x; ~Λ).
In particular, ψ(j) = 0 for j > m, and ψ(m) 6= 0.
Proof. Let ~m be minimal such that v
(~m)
~Λ
occurs in the expansion of ψ(0) with nonzero coeffi-
cient. Arguing as in the proof of Lemma 6.4, we see that the qKZB eigenvalues are given by
εj = ε
~m
j (x;
~Λ). Subtracting from ψ(λ) a suitable multiple of H~m(λ, x; ~Λ), we get a function
ϕ(λ) satisfying
Kjϕ(λ) = ε
~m
j (x;
~Λ)ϕ(λ),
such that the expansion of ϕ(λ) does not contain the term qλ(x−m) v
(~m)
~Λ
; we claim that
ϕ(λ) ≡ 0. Indeed, otherwise the expansion of ϕ(λ) would begin with a nonzero multiple
of qλ(x−m+2k)v
(~m′)
~Λ
for some ~m′ ∈ Zn[m] and k ∈ Z≥0, such that either k > 0 or ~m′ ≻ ~m. We
would then get
ε~mj (x; ~Λ) = ε
~m′
j (x+ 2k; ~Λ), j = 1, . . . , n, (6.12)
which is impossible for generic x. Thus ϕ(λ) ≡ 0, and ψ(λ) is a multiple of H~m(λ, x; ~Λ). 
Remark 6.10. The key fact used in the proof is the simplicity of the spectrum of the qKZB
system (i.e. that (6.12) holds only when k = 0, ~m′ = ~m), which for special ~Λ ∈ Cn[2m] needs
not be true. Nevertheless, the argument as above shows that if (6.12) has a finite number of
solutions, then ψ(λ) is a finite linear combination of corresponding H~m
′
(λ, x+2k; ~Λ), and in
particular is a trigonometric quasi-polynomial. The only case when the spectrum becomes
infinitely degenerate is when ~Λ = 2~m, in which case ε~mj (x;
~Λ) are the same for all x, and
there exist infinite formal power series solutions, for example ψ(λ) =
∑∞
k=0H
~m(λ, x+2k; ~Λ).
Theorem 6.11. Let x ∈ C and ~Λ ∈ Cn[2m] be generic. Suppose that ψ(λ) as in (6.11) is a
solution of the MR equations (6.8). Then the corresponding eigenvalues are equal to χΘ(x),
and ψ(λ) is a linear combination of H~m(λ, x; ~Λ) with ~m ∈ Zn[m].
In particular, ψ(j) = 0 for j > m, and ψ(m) 6= 0.
Proof. Let MΘ denote the limit as q
2λ → 0 of the Macdonald-Ruijsenaars operator MΘ. It
is easy to derive from the triangularity of RΛ1,Λ2 that
Tr
∣∣
LΘ[µ]
RΘ,Λ1 . . .RΘ,Λn = q
−m(Θ+µ) dimLΘ[µ],
and we obtain the explicit formula for MΘ:
MΘ =
∑
µ
q−mµ dimLΘ[µ] T−µ. (6.13)
The leading term qλ(x−m) ψ(0) of the expansion of ψ(λ) satisfies the equations
MΘ
(
qλ(x−m) ψ(0)
)
= XΘ
(
qλ(x−m) ψ(0)
)
,
and a straightforward computation using (6.13) shows that XΘ = χΘ(x).
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For generic x a formal solution of the MR equations is uniquely determined by the ini-
tial term of its expansion, and therefore the dimension of the solution space is at most
dimM~Λ[0] = #Zn[m], cf. Lemma 5.4 in [EV1]. On the other hand, Theorem 6.7 shows
that H~m(λ, x; ~Λ) satisfy the desired MR equations. Comparing the dimensions, we see that
the linearly independent functions {H~m(λ, x; ~Λ)}~m∈Zn[m] form a basis of the space of formal
solutions. 
7. The harmonic space
7.1. The harmonic space: generic highest weights. In this section we assume that
~Λ ∈ Cn[2m] is generic. For each x ∈ C we denote Harmx,~Λ the image in Fun⊗M~Λ[0] of the
operator H(·, x; ~Λ), defined as in (4.9); in other words,
Harmx,~Λ = Span
{
H~m
′
(·, x; ~Λ)
∣∣∣∣ ~m′ ∈ Zn[m]} . (7.1)
It is clear that Harmx,~Λ is a subspace of Funx,m ⊗M~Λ. Summarizing the results of the
previous sections, we obtain
Theorem 7.1. Let x ∈ C be generic. Then Harmx,~Λ has dimension
dimHarmx,~Λ = dimM~Λ[0] =
[
m+ n− 1
m
]
,
and admits the following descriptions:
(1) Harmx,~Λ = Span
{
F ~m′(·, x; ~Λ)
∣∣∣∣ ~m′ ∈ Zn[m]}.
(2) Harmx,~Λ = Span
{
Ψ~m
′
(·, x; ~Λ)
∣∣∣∣ ~m′ ∈ Zn[m]}.
(3) Harmx,~Λ = Span
{
ψ ∈ Funx,m⊗M~Λ[0]
∣∣∣∣ ψ is a solution of the MR equations}.
Moreover, if n > 1, then we also have
(4) Harmx,~Λ = Span
{
ψ ∈ Funx,m⊗M~Λ[0]
∣∣∣∣ ψ is a solution of the qKZB equations}.
Proof. Theorem 4.5 implies (1). Theorem 3.5 implies (2). Theorem 6.7 and Theorem 6.5
show that Harmx,~Λ is contained in the right hand sides of (3) and (4). The opposite inclusions
in (3) and (4) follow from Theorem 6.11 and Theorem 6.9. 
7.2. The harmonic space: integral highest weights. In this subsection we assume that
~Λ ∈ Zn[2m]. Then the natural projection fromM~Λ to L~Λ gives rise to a map from Fun⊗M~Λ[0]
to Fun⊗ L~Λ[0]:
ϕ(λ) =
∑
~m∈Zn[m]
ϕ~m(λ) v
~m
~Λ
, 7→ ϕ(λ) =
∑
~m∈Adm~Λ[m]
ϕ~m(λ) v
~m
~Λ
.
For generic x ∈ C and ~m′ ∈ Zn[m] this yields Ψ~m
′
(λ, x; ~Λ), F ~m
′
(λ, x; ~Λ) ∈ Funx,m⊗ L~Λ[0].
The matrix elements of the hypergeometric matrices have poles for integral values of Λi.
However, H~m
′
~m (λ, x; ~Λ) and H
~m′
~m (λ; ~Λ) are regular at ~Λ ∈ Zn[2m], provided that at least one
42 K. STYRKAS AND A. VARCHENKO
of the indices ~m, ~m′ is ~Λ-admissible, see [MV]. Therefore, vectors H
~m′
(λ; ~Λ) ∈ L~Λ[0] and
functions H
~m′
(λ, x; ~Λ) ∈ Fun⊗ L~Λ[0] are well-defined for any ~m′ ∈ Zn[m].
Let H(x; ~Λ) = {H~m′~m (x; ~Λ)}~m,~m′∈Adm~Λ[m] denote the submatrix of the hypergeometric qKZ
matrix, corresponding to the ~Λ-admissible indices, and similarly for H(λ, x; ~Λ),Ψ(λ, x; ~Λ)
and F(λ, x; ~Λ). For any fixed x ∈ C these matrices can be regarded as operators
H(x; ~Λ) : L~Λ[0]→ L~Λ[0], H(λ, x; ~Λ),Ψ(λ, x; ~Λ),F(λ, x; ~Λ) : L~Λ[0]→ Fun⊗ L~Λ[0].
For each x ∈ C we denote Harmx,~Λ the image in Fun⊗L~Λ[0] of the operator H(·, x; ~Λ), i.e.
Harmx,~Λ = Span
{
H
~m′
(·, x; ~Λ)
∣∣∣∣ ~m′ ∈ Zn[m]} . (7.2)
Theorem 7.2. Let x ∈ C be generic. Then Harmx,~Λ admits the following descriptions:
(1) Harmx,~Λ = Span
{
F ~m′(·, x; ~Λ)
∣∣∣∣ ~m′ ∈ Adm~Λ[m]}.
(2) Harmx,~Λ = Span
{
Ψ
~m′
(·, x; ~Λ)
∣∣∣∣ ~m′ ∈ Adm~Λ[m]}.
(3) Harmx,~Λ = Span
{
ψ ∈ Funx,m⊗ L~Λ[0]
∣∣∣∣ ψ is a solution of the MR equations}.
Moreover, if n > 1 and at least one of Λi is odd, then we also have
(4) Harmx,~Λ = Span
{
ψ ∈ Funx,m⊗ L~Λ[0]
∣∣∣∣ ψ is a solution of the qKZB equations}.
The dimension of the space Harmx,~Λ is equal to the cardinality of Adm~Λ[m].
Proof. The argument is an obvious ”admissible” modification of the proof of Theorem 7.1.
The assumption that one of Λi is odd guarantees that ~Λ 6= 2~m, see Remark 6.10. 
Remark 7.3. It is plausible that even for special values of x the space Harmx,~Λ contains all
trigonometric quasi-polynomial solutions of the corresponding qKZB and MR equations.
7.3. The Weyl reflection. We keep the assumption ~Λ ∈ Zn[2m]. Define the linear map
S : L~Λ[0]→ L~Λ[0], v(~m)~Λ 7→ v
(~Λ−~m)
~Λ
,
and let S denote the composition of S with the involution ϕ(λ) 7→ ϕ(−λ) of the space Fun:
S : Fun⊗ L~Λ[0]→ Fun⊗ L~Λ[0], ξ(λ)⊗ v(~m)~Λ 7→ ξ(−λ)⊗ v
(~Λ−~m)
~Λ
.
The involution S is called the Weyl reflection, and defines an action of the Weyl group in
the space of L~Λ[0]-valued functions. The following lemma is similar to Theorem 42 in [FV1].
Lemma 7.4. The Weyl reflection S commutes with the qKZB operators Kj and the Macdonald-
Ruijsenaars operators MΘ.
Proof. It is easy to prove by induction (see also Theorem 41 in [FV1]) that for any Λ1,Λ2
RΛ1,Λ2(−λ) (sΛ1 ⊗ sΛ2) = (sΛ1 ⊗ sΛ2)RΛ1,Λ2(λ),
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where sΛ ∈ End(LΛ) is defined by sΛv(m)Λ = v(Λ−m)Λ . Since S = sΛ1 ⊗ . . .⊗ sΛn , the desired
statement easily follows from the definitions and the relation Γj S = SΓj. 
Theorem 7.5. For any x ∈ C we have
SH(λ, x; ~Λ) = H(λ,−x; ~Λ) S.
Proof. We need to show that for any ~m ∈ Adm~Λ the following holds:
SH
~m
(λ, x; ~Λ) = H
~Λ−~m
(λ,−x; ~Λ). (7.3)
Assume that x ∈ C is generic. It is clear that S (Funx,m⊗ L~Λ[0]) ⊂ Fun−x,m⊗ L~Λ[0]. Since
the subspace Harmx,~Λ ⊂ Funx,m is characterized as the joint eigenspace for the MR operators,
Lemma 7.4 implies that SHarmx,~Λ ⊂ Harm−x,~Λ. Therefore, SH
~m
(λ, x; ~Λ) can be written as
a linear combination of H
~m′
(λ,−x; ~Λ) with ~m′ ∈ Adm~Λ. Applying Lemma 7.4 again, we
conclude that SH~m(λ, x; ~Λ) must satisfy the qKZB equation with eigenvalues
εj = ε
~m
j (x;
~Λ) = ε
~Λ−~m
j (−x; ~Λ).
It now follows that SH
~m
(λ, x; ~Λ) = C H
~Λ−~m
(λ,−x; ~Λ) for some scalar C, and comparing
the principal terms of both sides, we get C = 1. We conclude that (7.3) is valid for generic
x ∈ C, and since both sides are holomorphic in x, the desired equality holds identically. 
7.4. The generalized Weyl character formula.
Lemma 7.6. For ~m ∈ Adm~Λ we have Φ~Λ~m(λ)
(
Mλ−1
) ⊂Mλ−1−Pni=1(Λi−2mi) ⊗ L⋆~Λ.
Proof. The explicit definition (3.7) shows that the image of ΦΛm(λ) lies in the submodule
Mλ−Λ+2m−1 ⊗ L⋆Λ, settling the case n = 1. Obvious induction extens it for n > 1. 
Lemma 7.7. Let λ ∈ Z>0. Let ~Λ ∈ Zn[2m] and ~m ∈ Adm~Λ[m]. Then Φ~Λ~m(λ) induces an
operator
′Φ
~Λ
~m(λ) : Lλ−1 → Lλ−1 ⊗ L⋆Λ1 ⊗ . . .⊗ L⋆Λn. (7.4)
Proof. Lemma 3.2 and Lemma 3.3 imply that for Λ ∈ Z≥0 and m ∈ {0, 1, . . . ,Λ} we have
ΦΛm(λ) ◦ ι(λ) = (ι(λ− Λ+ 2m)⊗ 1) ◦ ΦΛΛ−m(−λ), if λ− Λ + 2m ≥ 0,
(ι(−λ + Λ− 2m)⊗ 1) ◦ ΦΛm(λ) ◦ ι(λ) = ΦΛΛ−m(−λ), if λ− Λ + 2m ≤ 0.
(7.5)
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Therefore, we can form a commutative diagram
M−λ−1
ι(λ)
//
ΦΛnΛn−mn (−λ)

Mλ−1
ΦΛnmn (λ)

M−λ+Λn−2mn−1 ⊗ L⋆Λn oo
ι(|λ−Λn+2mn|)⊗1
//

Mλ−Λn+2mn−1 ⊗ L⋆Λn

M−λ−Λ1+2m1−1 ⊗ L⋆Λ2 ⊗ . . .⊗ L⋆Λn oo ι(|λ+Λ1−2m1|)⊗1n−1
//
Φ
Λ1
Λ1−m1
(−λ−Λ1+2m1)⊗1n−1

Mλ+Λ1−2m1−1 ⊗ L⋆Λ2 ⊗ . . .⊗ L⋆Λn
Φ
Λ1
m1
(λ+Λ1−2m1)⊗1n−1

M−λ−1 ⊗ L⋆Λ1 ⊗ . . .⊗ L⋆Λn ι(λ)⊗1n // Mλ−1 ⊗ L
⋆
Λ1
⊗ . . .⊗ L⋆Λn
,
where the directions of the horizontal arrows are determined by the positivity/negativity of
the corresponding highest weights, and each square is commutative due to (7.5). Thus we
obtain Φ
~Λ
~m(λ)M−λ−1 ⊂M−λ−1 ⊗ L⋆~Λ[0], and the desired statement follows. 
Let λ ∈ Z>0. Define the trace functions ′F~m(λ, x; ~Λ), associated with ′Φ~Λ~m(λ), by analogy
with (3.14):
′F~m(λ, x; ~Λ) = q−
m(m+1)
2 (q − q−1)m(qx − q−x) Tr
∣∣∣∣
Lλ−1
(
′Φ
~Λ
~m(λ) q
xh
)
.
The coordinates
{
′F ~m′~m (λ, x; ~Λ)
}
~m,~m′∈Adm~Λ[m]
of the L⋆~Λ[0]-valued functions
′F~m(λ, x; ~Λ) form
a matrix, which can be regarded as a linear map ′F(λ, x; ~Λ) : L~Λ[0]→ Fun⊗ L~Λ[0].
Theorem 7.8. Let λ ∈ Z>0,m ∈ Z≥0 and ~Λ ∈ Zn[2m]. Then for any x ∈ C we have
′F(λ, x; ~Λ) = F(λ, x; ~Λ)− SF(λ, x; ~Λ). (7.6)
Proof. The desired statement is equivalent to a family of relations for ~m ∈ Adm~Λ:
′F~m(λ, x; ~Λ) = F~m(λ, x; ~Λ)− F~Λ−~m(−λ, x; ~Λ). (7.7)
We see from the commutative diagram in the proof of Lemma 7.7 that
Φ
~Λ
~m(λ) ◦ ι(λ) = (ι(λ)⊗ 1n) ◦ Φ~Λ~Λ−~m(−λ),
or equivalently that the restriction of Φ
~Λ
~m(λ) to the submodule ι(λ)(M−λ−1) ⊂Mλ−1 is equal
to (ι(λ)⊗ 1n) ◦ Φ~Λ~Λ−~m(−λ). Therefore,
Tr
∣∣∣∣
Lλ−1
(
′Φ
~Λ
~m(λ)q
xh
)
= Tr
∣∣∣∣
Mλ−1
(
Φ
~Λ
~m(λ)q
xh
)
− Tr
∣∣∣∣
ι(λ)(M−λ−1)
(
Φ
~Λ
~m(λ)q
xh
)
= Tr
∣∣∣∣
Mλ−1
(
Φ
~Λ
~m(λ)q
xh
)
− Tr
∣∣∣∣
M−λ−1
(
Φ
~Λ
~Λ−~m
(−λ)qxh
)
,
which implies (7.7), and thus proves the theorem. 
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Theorem 7.8 can be regarded as a generalization of the Weyl character formula. It also
allows to extend the definition of ′F(λ, x; ~Λ) from the positive integral cone λ ∈ Z>0 to
arbitrary values of λ.
8. Towards quantum conformal blocks
8.1. Fusion rules for sl2 and the Grothendieck ring. Let symbols
(
λ µ
ν
)
be defined by(
λ µ
ν
)
=
{
1, λ, µ, ν, λ+µ+ν
2
∈ Z≥0 and λ+ µ ≥ ν, λ+ ν ≥ µ, µ+ ν ≥ λ,
0, otherwise.
These numbers arise in representation theory as the fusion rules for finite-dimensional com-
plex representations of sl2, or the associated quantum group Uq(sl2) with generic q. Namely,
for λ, µ, ν ∈ Z≥0 we have the equivalent definition(
λ µ
ν
)
= multiplicity of Lν in the composition series of Lλ ⊗ Lµ.
We say that a triple (λ, µ, ν) violates the sl2 fusion rules, if
(
λ µ
ν
)
= 0.
The Grothendieck ring Gr, associated with the tensor category of finite-dimensional rep-
resentations, is the ring with generators {Lλ}λ∈Z≥0 and multiplication
[Lλ] · [Lµ] =
∑
ν
(
λ µ
ν
)
[Lν ].
The ring Gr is commutative, associative, and has the unit element [L0].
We will need a combinatorial description of multiple products in Gr. For µ, ν ∈ Z define
Path~Λ[µ ν] to be the subset of Adm~Λ, consisting of ~m satisfying
µ−
n∑
i=1
(Λi − 2mi) = ν, µ−
n∑
i=j
(Λi − 2mi) ≥ mj for all j = 1, . . . , n, (8.1)
A representation-theoretic interpretation of Path~Λ[µ ν] is as follows. For ~m ∈ Zn denote
µj = µ−
n∑
i=j+1
(Λi − 2mi), j = 0, . . . , n,
so that, in particular, µn = µ and µ0 = ν. Then ~m ∈ Path~Λ[µ ν] if and only if the triples
(µj,Λj, µj−1) do not violate the sl2 fusion rules for all j = 1, . . . , n.
Lemma 8.1. Let ~Λ ∈ Zn. Then in the Grothendieck ring Gr we have
[LΛ1 ] · . . . · [LΛn ] =
∑
ν
#Path~Λ[ν  0] [Lν ].
Proof. By induction on n. 
In particular, #Path~Λ[0 0] equals the dimension of the subspace (LΛ1⊗ . . .⊗LΛn)Uq(sl2)
of Uq(sl2)-invariants in the tensor product LΛ1 ⊗ . . .⊗ LΛn .
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Example. Let n = 4 and Λ1 = . . .Λ4 = 1. Then
Path~Λ[0 0] =
{
(0, 0, 1, 1), (0, 1, 0, 1)
}
,
Path~Λ[2 0] =
{
(0, 0, 0, 1), (0, 0, 1, 0), (0, 1, 0, 0)
}
,
Path~Λ[4 0] =
{
(0, 0, 0, 0)
}
,
and in the Grothendieck ring we have
[L1] · [L1] · [L1] · [L1] = 2[L0] + 3[L2] + [L4].
8.2. Weyl anti-symmetric functions and vanishing conditions. In this section we
assume ~Λ ∈ Zn[2m].
Weyl anti-symmetric elements of the harmonic space satisfy the so-called vanishing con-
ditions, which can be elegantly formulated in terms of the fusion rules for finite-dimensional
representations.
Lemma 8.2. Let δ ∈ Z≥0, ~m ∈ Adm~Λ[m] be such that ~m /∈ Path~Λ[δ − 1 δ − 1]. Then for
any x ∈ C and ~m′ ∈ Adm~Λ[m] we have
H
~m′
~m (δ, x;
~Λ) = H
~m′
~Λ−~m(−δ, x; ~Λ). (8.2)
Proof. The operator ′Φ
~Λ
~m(δ), defined as in (7.4), vanishes under the given assumptions on δ
and ~m. Therefore, ′F~m(δ, x; ~Λ) = 0, and the generalized Weyl formula (7.7) yields
F ~m(δ, x; ~Λ) = F ~Λ−~m(−δ, x; ~Λ),
where the equality holds for all x ∈ C, such that both sides are well-defined. Theorem 7.2
now implies that the equation (8.2) is valid for generic x. Since H(λ, x; ~Λ) is holomorphic in
x, we see that (8.2) holds for all x ∈ C. 
Theorem 8.3. Suppose that ψ(λ) ∈ Harm~Λ is Weyl anti-symmetric. Then for any δ ∈ Z≥0
and ~m ∈ Adm~Λ such that ~m /∈ Path~Λ[δ − 1 δ − 1], we have
ψ~m(δ) = ψ~Λ−~m(−δ) = 0. (8.3)
In particular, we have ψ~m(0) = 0 for every ~m ∈ Adm~Λ.
Proof. It follows from the Lemma 8.2 that the desired equations (8.3) are valid for functions
of the form ψ(λ) = H
~m′
(δ, x; ~Λ)− SH~m′(δ, x; ~Λ) with ~m′ ∈ Adm~Λ. On the other hand, such
ψ(λ) span the subspace of Weyl anti-symmetric functions, which establishes (8.3) in the
general case. Finally, for δ = 0 the inequality (8.1), corresponding to j = n, is violated for
all ~m, and we get the last statement. 
Equations (8.3) appeared in [FV1] for the elliptic Weyl anti-symmetric hypergeometric
qKZB solutions, and are called the vanishing conditions . The proof in [FV1] was based
on the detailed analysis of the combinatorics of resonance relations. Our representation-
theoretic argument might be useful in the study of higher rank analogues of this phenomenon.
Example. Let n = 4, m = 2, and Λ1 = · · · = Λ4 = 1. Then for any Weyl anti-symmetric
function ψ(λ) the vanishing conditions ψ~m(δ) = 0 hold for the following ~m and δ:
RESONANCE RELATIONS 47
~m (0,0,1,1) (0,1,0,1) (0,1,1,0) (1,0,0,1) (1,0,1,0) (1,1,0,0)
δ -2,-1,0 -1,0 -1,0,1 -1,0,1 0,1 0,1,2

As a consequence, we obtain the Weyl symmetry of some of the hypergeometric qKZB
solutions.
Theorem 8.4. Let δ ∈ Z≥0, ~m ∈ Adm~Λ be such that ~m /∈ Path~Λ[δ − 1 δ − 1]. Then
SH~m(λ,−δ; ~Λ) = H~m(λ,−δ; ~Λ).
In particular, for any ~m ∈ Adm~Λ the function H~m(λ, 0; ~Λ) is Weyl symmetric.
Proof. Observe that ~m ∈ Path[µ ν] if and only if opp(~Λ− ~m) ∈ Pathopp(~Λ)[ν  µ]. Using
the symmetry (4.10) and Lemma 8.2, for any λ ∈ C and ~m′ ∈ Adm~Λ we get
H
~m
~m′(λ,−δ; ~Λ) = H
opp(~m′)
opp(~m) (−δ, λ; opp(~Λ)) = H
opp(~m′)
opp(~Λ)−opp(~m)
(δ, λ; opp(~Λ)) = H
~Λ−~m
~m′ (λ, δ; ~Λ).
Therefore, H
~m
(λ, δ; ~Λ) = H
~Λ−~m
(λ,−δ; ~Λ), and the desired statement follows from (7.3). 
8.3. The special value identity. For any ~m ∈ Zn[m] denote
ϑ~m(λ) =
H~m(λ,−1; ~Λ)−H~Λ−~m(λ, 1; ~Λ)
(q − q−1)m+1 . (8.4)
According to (7.3), the functions ϑ~m(λ) are Weyl anti-symmetric. The following important
result, expressing the special value ϑ~m(1) as a product, is somewhat similar to the Macdonald
special value identity, though the precise connection between them is unclear.
Theorem 8.5. Let ~Λ ∈ Zn[2m] and ~m ∈ Zn[m]. Then
ϑ~m(1) = −Q~Λ~m(1; ~Λ) v(~m)~Λ .
Proof. Let the matrix elements {β ~m′~m } be defined by
Φ
~Λ
~m(1)v0 = v0 ⊗
∑
~m′
β ~m
′
~m u
~Λ
~m′ + . . . ,
where the omitted terms involving v
(k)
0 with k > 0. Then we have
′F~m(1, x; ~Λ) = q−
m(m+1)
2 (q − q−1)m(qx − q−x)
∑
~m′
β ~m
′
~m u
~Λ
~m′ .
Our next goal is to compute the matrix elements H~m
′
~m (−1; ~Λ). We have
(Ξ~m~Λ )
−1
H
~m′
~m (−1; ~Λ) = lim
qλ→0
qλ(m+1)H~m
′
~m (λ,−1; ~Λ) = lim
qλ→0
qλ(m+1)H~m~m′(1,−λ; ~Λ)
= lim
qx→∞
q−x(m+1)H~m~m′(1, x;
~Λ) = lim
qx→∞
q−x(m+1)∑
~k
F~k~m′(1, x; ~Λ)H~m~k (x; ~Λ)

=
∑
~k
(
lim
qx→∞
q−xF~k~m′(1, x; ~Λ)
)(
lim
qx→∞
q−mxH~m~k (x;
~Λ)
)
.
(8.5)
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Observe now that limqx→∞ q
−mxH(x; ~Λ) is a diagonal matrix. Indeed, H~m~k (x;
~Λ) ≡ 0 unless
~k 4 ~m due to Proposition 4.2. If ~k 4 ~m, but ~k 6= ~m, then H~k~m(x; ~Λ) ≡ 0, and we compute
lim
qx→∞
q−mxH~m~k (x;
~Λ) = lim
qx→∞
q−mx lim
qλ→0
qmλH~m~k (λ, x;
~Λ) = lim
qλ→0
qmλ lim
qx→∞
q−mxH~m~k (λ, x;
~Λ)
= lim
qλ→0
qmλ lim
qx→∞
q−mxH
~k
~m(−x,−λ; ~Λ) = lim
qλ→0
qmλH
~k
~m(−λ; ~Λ) = 0.
The only remaining entries limqx→∞ q
−mxH(x; ~Λ)~m~m are easily computed using (4.3):
lim
qx→∞
q−mxH~m~m(x;
~Λ) =
qm(m−1)/2
(q − q−1)m
n∏
i=1
qmi
Pn
k=i+1(Λk−2mk)−
mi(mi−1)
2 [mi]!
[Λi] . . . [Λi −mi + 1] .
It is also clear that limqx→∞ q
−xF ~m~m′(1, x; ~Λ) = q−
m(m+1)
2 (q − q−1)mβ ~m~m′ , and thus (8.5) yields
H
~m′
~m (−1; ~Λ) = Ξ~m~Λ
n∏
i=1
qmi
Pn
k=i+1(Λk−2mk)−
mi(mi+1)
2 [mi]!
[Λi] . . . [Λi −mi + 1] β
~m
~m′ = q
m(m+1)
2 Q~m~Λ β ~m~m′ .
Finally, we compute using Lemma 3.1:
ϑ~m(1) =
1
(q − q−1)m+1
∑
~k
′F~k~m(1,−1; ~Λ)H~m
′
~k
(−1; ~Λ) = −
∑
~k
β
~k
~mQ~Λ~k β
~k
~m′
= −〈
∑
~k
β
~k
~mu
~Λ
~k
,
∑
~k
β
~k
~m′u
~Λ
~k
〉 = −〈Φ~Λ~m(1)v0,Φ~Λ~m′(1)v0〉 = −Q~Λ~m(1; ~Λ) v(~m)~Λ .

8.4. The space Conf~Λ. In this section we propose a quantum analogue of the space of
conformal blocks on the torus in conformal field theory.
Let ~Λ ∈ Zn[2m]. Define the space Conf~Λ by
Conf~Λ = Span
{
ϑ(λ) ∈ Harm−1,~Λ + Harm1,~Λ
∣∣∣∣ S~Λϑ(λ) = −ϑ(λ)} .
Theorem 8.6. Let ~Λ ∈ Zn. Then {ϑ~m(λ)}~m∈Path~Λ[0 0] is a basis of Conf~Λ. In particular,
dimConf~Λ = dim(LΛ1 ⊗ . . .⊗ LΛn)Uq(sl2).
Proof. It is clear from the definitions that {ϑ~m(λ)}~m∈Adm~Λ is a spanning set for Conf~Λ.
Moreover, Theorem 8.4 implies that ϑ~m(λ) ≡ 0 if ~m /∈ Path~Λ[0  0]. Therefore, we only
need to check that the functions {ϑ~m(λ)}~m∈Path~Λ[0 0] are linearly independent.
Using the explicit formulae, one checks that Q
~Λ
~m(1;
~Λ) 6= 0 when ~m ∈ Path~Λ[0  0], and
Theorem 8.5 implies that {ϑ~m(1)}~m∈Path~Λ[0 0] are linearly independent vectors. In particular,
{ϑ~m(λ)}~m∈Path~Λ[0 0] are linearly independent functions, which completes the proof. 
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Example. Let n = 4, m = 2, and Λ1 = · · · = Λ4 = 1. Then the space Conf(~Λ) is spanned
by two functions ϑ(0,0,1,1)(λ) and ϑ(0,1,0,1)(λ), described in the table below:
~m ϑ
(0,0,1,1)
~m (λ) ϑ
(0,1,0,1)
~m (λ)
(0,0,1,1) −[2][λ][λ + 1][λ+ 2] 0
(0,1,0,1) [λ− 1][λ][λ+ 1] −[λ][λ+ 1]2
(0,1,1,0) [λ− 1][λ][λ+ 1] [λ− 1][λ][λ+ 1]
(1,0,0,1) [λ− 1][λ][λ+ 1] [λ− 1][λ][λ+ 1]
(1,0,1,0) [λ− 1][λ][λ+ 1] −[λ− 1]2[λ]
(1,1,0,0) −[2][λ][λ− 1][λ− 2] 0
In conclusion, we note that according to Theorem 6.7, the conformal blocks ϑ~m(λ) satisfy
the MR equations (6.8) with eigenvalues
XΘ = dimq LΘ =
∑
µ
dimLΘ[µ] q
µ.
We conjecture that there are no other trigonometric polynomial solutions.
Conjecture 8.7. Let ~Λ ∈ Zn[2m], and let ϑ(λ) be a Weyl anti-symmetric L~Λ[0]-valued
trigonometric polynomial, satisfying MΘϑ(λ) = (dimq LΘ) ϑ(λ). Then ϑ(λ) ∈ Conf~Λ.
In other words, the space Conf~Λ should be characterized as the distinguished eigenspace
of the MR operators. Similarly, we expect that Conf~Λ can be described as the span of
trigonometric polynomial solutions of the qKZB equations of trigonometric degree at most
m+ 1.
8.5. Two-point quantum conformal blocks. In this subsection we assume that n = 2.
In this case the Macdonald-Ruijsenaars operator M1 can be written out explicitly.
Lemma 8.8. The Macdonald-Ruijsenaars operator M1 is given by
M1ψ(λ) = A+(λ)ψ(λ+ 1) + A−(λ)ψ(λ− 1), (8.6)
where A±(λ) ∈ End(L~Λ[0]) are represented by matrices with matrix elements
(A+(λ))
m1,m2
m1,m2
=
[λ−m1][λ− Λ2 +m2]
[λ][λ− Λ2 + 2m2] , (A+(λ))
m1+1,m2−1
m1,m2
=
[m2][m1 − Λ1]
[λ][λ− Λ2 + 2m2] ,
(A−(λ))
m1,m2
m1,m2
=
[λ+m2][λ+ Λ1 −m1]
[λ][λ− Λ2 + 2m2] , (A−(λ))
m1−1,m2+1
m1,m2
=
[m1][m2 − Λ2]
[λ][λ− Λ2 + 2m2] ,
and all other matrix elements of A±(λ) are zero.
Proof. It is clear from the definition that the only nonzero matrix elements of A+(λ) are
(A+(λ))
m1,m2
m1,m2
= qm1+m2 (R1,Λ1(λ− Λ + 2m2))1,m21,m2 (R1,Λ2(λ))
1,m2
1,m2
,
(A+(λ))
m1+1,m2−1
m1,m2
= qm1+m2 (R1,Λ1(λ− Λ + 2m2))0,m1+11,m1 (R1,Λ2(λ))
1,m2−1
0,m2
.
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From the computations of the dynamical R-matrix R1,Λ(λ) in [FTV2], we obtain
(R1,Λ(λ))
0,m
0,m =
q−m[λ+m]
[λ]
, (R1,Λ(λ))
1,m−1
0,m = −
q−λ−m[m]
[λ]
,
(R1,Λ(λ))
0,m+1
1,m =
qλ−Λ+m[Λ−m]
[λ]
, (R1,Λ(λ))
1,m
1,m =
q−Λ+m[λ− Λ +m]
[λ]
,
which implies the desired statement for A+(λ). The case of A−(λ) is completely analogous.

Example. Let m = 1. Then the MR operator M1 is given by
M1 =
(
[λ−Λ2+1]
[λ−Λ2+2]
− [Λ1]
[λ][λ−Λ2+2]
0 [λ−1]
[λ]
)
T1 +
(
[λ+1]
[λ]
0
− [Λ2]
[λ][λ−Λ2]
[λ+Λ1−1]
[λ−Λ2]
)
T−1.
Example. Let m = 2. Then the MR operator M1 is given by
M1 =

[λ−Λ2+2]
[λ−Λ2+4]
− [2][Λ1]
[λ][λ−Λ2+4]
0
0 [λ−1][λ−Λ2+1]
[λ][λ−Λ2+2]
[1−Λ1]
[λ][λ−Λ2+2]
0 0 [λ−2]
[λ]
T1 +

[λ+2]
[λ]
0 0
[1−Λ2]
[λ][λ−Λ2+2]
[λ+1][λ+Λ1−1]
[λ][λ−Λ2+2]
0
0 − [2][Λ2]
[λ][λ−Λ2]
[λ+Λ1−2]
[λ−Λ2]
T−1.

The following gives an explicit description of the two-point conformal block spaces.
Theorem 8.9. Let Λ1,Λ2 ∈ Z≥0 be such that Λ1 + Λ2 = 2m.
(1) If Λ1 6= Λ2, then Conf~Λ = 0.
(2) If Λ1 = Λ2 = m, then Conf~Λ = Cϑ
(0,m), where
ϑ(0,m)(λ) =
m∑
j=0
(−1)j+1
(
j∏
k=j−m
[λ− k]
)
Fjvm⊗ Fm−jvm.
Proof. The dimensions of the spaces Conf~Λ are computed by Theorem 8.6, and it remains
to describe it explicitly for the case Λ1 = Λ2 = m. The vanishing conditions of Theorem 8.3
for the function ψ(λ) = ϑ(0,m)(λ) are given by
ψm1,m2(δ) = 0, δ = −m2, . . . , m1.
Therefore, ψm1,m2(λ) must be divisible by
∏m1
k=−m2
[λ− k] as Laurent polynomials in qλ, and
comparing the degrees we see that the ratios are in fact constants, i.e. we can write
ψ(λ) =
m∑
j=0
cj
(
j∏
k=j−m
[λ− k]
)
Fjvm⊗ Fm−jvm
for some cj ∈ C. From Theorem 8.5 we get ψ(1) = −[m]![m+1]! v(0)m ⊗ v(m)m = −[m+1]! vm⊗
Fmvm, which gives c0 = −1. The Macdonald-Ruijsenaars equation M1ψ(λ) = (q + q−1)ψ(λ)
yields recurrent relations on cj . Using the explicit description of the operator M1 from
Lemma 8.8, they are simplified to cj = −cj−1 for j = 1, . . . , n. 
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9. Conformal blocks at roots of unity and the Verlinde algebra
9.1. Representations of Uq(sl2) at roots of unity and the Verlinde algebra. In this
section we drop the assumptions Im η > 0 and consider the case η = 1
ℓ
for some positive
integer ℓ ≥ 3. In other words, q = exp (πi
ℓ
)
becomes a primitive 2ℓ-th root of unity.
We define the quantum group Uq(sl2) in the same way as in (3.1) and (3.6). We have
the infinite-dimensional Uq(sl2)-modules Mλ and M⋆λ defined as in (3.2), (3.5), and for λ ∈
Z≥0 the finite-dimensional modules Lλ, L
⋆
λ are defined as before. The modules Lλ, L
⋆
λ are
irreducible if and only if λ ∈ {0, 1, . . . , ℓ− 1}, in which case we have Lλ ∼= L⋆λ.
When q is a root of unity, the tensor products Lλ ⊗ Lµ need not be completely reducible.
Nevertheless, there exists a semisimple truncated tensor category, associated with Uq(sl2)-
modules {L0, . . . , Lℓ−2}, with the fusion rules given by(
λ µ
ν
)
ℓ
=
{
1, λ, µ, ν, λ+µ+ν
2
∈ {0, 1, . . . , ℓ− 2} and λ+ µ ≥ ν, λ+ ν ≥ µ, µ+ ν ≥ λ,
0, otherwise.
For λ, µ, ν ∈ {0, 1, . . . , ℓ− 2} we have the equivalent definition(
λ µ
ν
)
ℓ
= multiplicity of Lν as a direct summand of Lλ ⊗ Lµ .
These numbers differ from the composition series multiplicities, since Lν may occur as
Jordan-Ho¨lder constituents in reducible but indecomposable tilting modules. We say that a
triple (λ, µ, ν) violates the ℓ-truncated sl2 fusion rules, if
(
λ µ
ν
)
ℓ
= 0.
The associated Verlinde algebra Verℓ(sl2) is the algebra with generators {Lλ}λ∈{0,1,...,ℓ−2}
and multiplication
[Lλ] · [Lµ] =
∑
ν
(
λ µ
ν
)
ℓ
[Lν ].
The algebra Verℓ(sl2) is commutative, associative, and has the unit element [L0].
Example. Let ℓ = 3. Then Verℓ(sl2) is generated by [L0], [L1] with multiplication
[L0] · [L0] = [L0], [L0] · [L1] = [L1], [L1] · [L1] = [L0].
In other words, the Verlinde algebra for ℓ = 3 is isomorphic to the group algebra C[Z2]. 
For µ, ν ∈ Z denote Path(ℓ)~Λ [µ ν] the subset of Path~Λ[µ ν], consisting of ~m, satisfying
in addition to (8.1) the extra conditions
µ−
n∑
i=j+1
(Λi − 2mi) ≤ ℓ−mj − 2 for all j = 1, . . . , n. (9.1)
Lemma 9.1. Let Λ1, . . . ,Λn ∈ {0, 1, . . . , ℓ− 2}. Then in the Verlinde algebra we have
[LΛ1 ] · . . . · [LΛn ] =
∑
ν
#Path
(ℓ)
~Λ
[ν  0] [Lν ].
Proof. By induction on n. 
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Denote by (LΛ1 ⊗ . . . ⊗ LΛn)Verℓ(sl2) the sum of all direct summands of LΛ1 ⊗ . . . ⊗ LΛn ,
isomorphic to L0 = C. Then, in particular, dim(LΛ1 ⊗ . . .⊗ LΛn)Verℓ(sl2) = #Path(ℓ)~Λ [0 0].
The remaining part of this section is devoted to proving an analogue of Theorem 8.6: for
any ~Λ we construct a distinguished subspace of Harm~Λ, whose dimension is precisely equal
to dim(LΛ1 ⊗ . . .⊗ LΛn)Verℓ(sl2), see Theorem 9.6.
9.2. The regularity lemmas. The purpose of this subsection is to show that the hypergeo-
metric matrices and holomorphic intertwining operators remain well-defined when q becomes
a root ot unity.
Lemma 9.2. Let ~m, ~m′ ∈ Zn[m]. For λ, x ∈ C and ~Λ ∈ Cn consider the expression
H = q−λx+mx+mλ
 n∏
j=1
min(mj ,m′j)∏
k=1
(1− q2(Λj−k))
 H~m′~m (λ, x; ~Λ).
Then H is a Laurent polynomial in q2, q2x, q2λ, qΛ1, . . . , qΛn.
Proof. It is easy to see that each residue term in the definition of the hypergeometric pairing
has the desired representation. We leave details to the reader. 
Lemma 9.3. Let Λ ∈ Z. Then the matrix elements of the operator (q − q−1)mΦΛm(λ) with
respect to bases {v(k)λ−1} and {v(k)λ−Λ+2m−1 ⊗ uΛl } are Laurent polynomials in q, q2λ.
Proof. Denote for convenience µ = λ− Λ + 2m. Using (3.7), we obtain
ΦΛm(λ)v
(k)
λ−1 =
(
k∑
j=0
qj(k−j)
[j]![k − j]!F
j ⊗ Fk−jq−jh
)(
m∑
i=0
qi(µ−i)
[i]!
[−µ + i+ 1]m−iFivµ−1 ⊗ EiuΛm
)
=
m+k∑
l=0
Ckl (µ,Λ, m) v
(l)
µ−1 ⊗ uΛm−l+k,
(9.2)
where we denoted
Ckl (µ,Λ, m) =
∑
i+j=l
qj(k−j−Λ+2m−2i)+i(µ−i) [l]!
[j]!
[
m
i
][
Λ−m+ i
k − j
]
[−µ + i+ 1]m−i. (9.3)
Treating q as a formal variable, we see that (q−q−1)m[−µ+i+1]m−i are Laurent polynomials
in q, qµ. Also, for any a ∈ Z, b ∈ Z>0 the binomial coefficient
[
a
b
]
is a Laurent polynomial
in q. The desired matrix elements are linear combinations of (q − q−1)mCkl (µ,Λ, m), and
therefore are well-defined for any nonzero q ∈ C. 
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9.3. Weyl symmetry and vanishing conditions at roots of unity. For µ ∈ {0, . . . , ℓ−
1} there exists a proper inclusion of Uq(sl2)-modules (µ) : Lℓ−µ−1 →֒ Lℓ+µ−1, uniquely
determined by (µ)(vℓ−µ−1) = F
µ vℓ+µ−1.
Lemma 9.4. Let µ,Λ ∈ {0, 1, . . . , ℓ − 1}, and let m ∈ Z≥0 be such that m + µ ≤ Λ. Then
we have commutative diagrams
Lℓ−µ+Λ−2m−1
ΦΛm+µ(ℓ−µ+Λ−2m)
((Q
QQ
QQ
QQ
QQ
QQ
Q
ΦΛm(ℓ−µ+Λ−2m)
vvmm
mm
mm
mm
mm
mm
Lℓ−µ−1 ⊗ L⋆Λ
(µ)⊗1
// Lℓ+µ−1 ⊗ L⋆Λ
.
Lℓ−µ−1
ΦΛm+µ(ℓ−µ) ((Q
QQ
QQ
QQ
QQ
QQ
Q
(µ)
// Lℓ+µ−1
ΦΛm(ℓ+µ)
vvmm
mm
mm
mm
mm
mm
Lℓ−Λ+2m+µ−1 ⊗ L⋆Λ
.
Proof. Similar to proofs of Lemma 3.2 and Lemma 3.3; we skip further details. 
Lemma 9.5. Let δ ∈ {0, . . . , ℓ− 1}, ~m ∈ Path~Λ[δ − 1 δ − 1] be such that at least one of
the inequalities (9.1) is violated. Then for any x ∈ C and ~m′ ∈ Adm~Λ[m] we have
H
~m′
~m (δ, x;
~Λ) = H
~m′
~Λ−~m(2ℓ− δ, x; ~Λ). (9.4)
Proof. Using the operators ′Φ
~Λ
~m(δ), defined as in (7.4), we form the commutative diagram
Lδ−1
(λ)
//
′ΦΛnmn (λ)

L2ℓ−δ−1
′ΦΛnΛn−mn (2ℓ−λ)

Lδ−Λn+2mn−1 ⊗ L⋆Λn oo
(|λ−Λn+2mn|)⊗1
//

L2ℓ−δ+Λn−2mn−1 ⊗ L⋆Λn

Lδ+Λ1−2m1−1 ⊗ L⋆Λ2 ⊗ . . .⊗ L⋆Λn oo
(|λ+Λ1−2m1|)⊗1n−1
//
′Φ
Λ1
m1
(λ+Λ1−2m1)⊗1n−1

L2ℓ−δ−Λ1+2m1−1 ⊗ L⋆Λ2 ⊗ . . .⊗ L⋆Λn
′Φ
Λ1
Λ1−m1
(2ℓ−λ−Λ1+2m1)⊗1n−1

Lδ−1 ⊗ L⋆Λ1 ⊗ . . .⊗ L⋆Λn (λ)⊗1n // L2ℓ−δ−1 ⊗ L
⋆
Λ1
⊗ . . .⊗ L⋆Λn
.
Multiplying by qxh and taking the trace, we obtain ′F ~m(δ, x; ~Λ) = ′F ~Λ−~m(2ℓ−δ, x; ~Λ), which
can be rewritten using the Weyl formula (7.6) as
F ~m(δ, x; ~Λ)− F ~Λ−~m(−δ, x; ~Λ) = F ~Λ−~m(2ℓ− δ, x; ~Λ)− F ~m(δ − 2ℓ, x; ~Λ).
Using the quasi-periodicity F(λ+ 2ℓ, x; ~Λ) = e2πixF(λ, x; ~Λ), we obtain
F ~m(δ, x; ~Λ) = F ~Λ−~m(2ℓ− δ, x; ~Λ).
The desired equation (9.4) for the hypergeometric qKZB matrix now follows from the ad-
missible version of Theorem 7.2. 
54 K. STYRKAS AND A. VARCHENKO
9.4. Conformal blocks at roots of unity. In this subsection we assume that ~Λ ∈ Zn[2m]
is such that Λj ∈ {0, 1, . . . , ℓ− 1} for all j = 1, . . . , n.
To each function ϕ : C → L~Λ[0] we associate its restriction ϕ˜ : Z → L~Λ[0] to the integral
lattice. We refer to ϕ˜ as the sequence, corresponding to the function ϕ.
Define the space Conf
(ℓ)
~Λ
of discrete conformal blocks to be the space of sequences, cor-
responding to functions ϑ(λ) ∈ Conf~Λ. Due to the quasi-periodicity ϑ(λ+ℓ) = (−1)m+1 ϑ(λ),
a discrete conformal block is completely determined by its values at λ = 0, 1, . . . , ℓ− 1, and
thus Conf
(ℓ)
~Λ
can be thought of as a subspace of (L~Λ[0])
ℓ.
Theorem 9.6. The set {ϑ˜~m(λ)}
~m∈Path
(ℓ)
~Λ
[0 0]
is a basis of Conf
(ℓ)
~Λ
. In particular,
dimConf
(ℓ)
~Λ
= dim(LΛ1 ⊗ . . .⊗ LΛn)Verℓ(sl2).
Proof. The argument is similar to that of Theorem 8.6. If ~m /∈ Path(ℓ)~Λ [0  0], then we
claim that ϑ˜~m(λ) ≡ 0. Indeed, for ~m /∈ Path~Λ this follows from the argument in the proof
of Theorem 8.6. Assume now that ~m ∈ Path~Λ, or in other words that the inequalities (8.1)
hold, but some of (9.1) fail. Using Lemma 9.5 and the symmetry of H(λ, x; ~Λ), for any ~m′
we compute
H~m~m′(λ,−1; ~Λ) = H~m
′
~m (1,−λ; ~Λ) = H~m
′
Λ−~m(2ℓ− 1,−λ; ~Λ) =
= e−2πiλH~m
′
Λ−~m(−1,−λ; ~Λ) = e−2πiλHΛ−~m~m′ (λ, 1; ~Λ),
and for λ ∈ Z we obtain H~m~m′(λ,−1; ~Λ) = HΛ−~m~m′ (λ, 1; ~Λ), which means that ϑ˜~m(λ) = 0.
It remains to verify the linear independence of {ϑ˜~m(λ)}
~m∈Path
(ℓ)
~Λ
[0 0]
. As in the proof of
Theorem 8.6, one immediately checks from the definitions that ϑ˜~m(1) = −Q~Λ~m(1; ~Λ) v(~m)~Λ 6= 0
when ~m ∈ Path(ℓ)~Λ [0  0]. This proves the desired linear independence, and concludes the
proof of the theorem. 
Example. Let n = 4, m = 2, and Λ1 = · · · = Λ4 = 1. Then Conf~Λ is two-dimensional,
as described in the example in Section 8. However, the values ϑ˜(0,0,1,1)(λ) for all λ ∈ Z are
easily seen to be zero when q = eπi/3. Therefore, Conf
(ℓ=3)
~Λ
in this case is one-dimensional,
and is spanned by the restriction of ϑ˜(0,1,0,1)(λ) to Z.
On the other hand, in the Verlinde algebra, corresponding to ℓ = 3, we compute
[L1] · [L1] · [L1] · [L1] = [L0],
and the space of Verlinde algebra invariants in this case also has dimension one. 
9.5. The qKZB and Macdonald-Ruijsenaars operators on the lattice. The discrete
conformal block space Conf
(ℓ)
~Λ
should admit a characterization as the space of solutions of
the qKZB and MR equations, restricted to the integral lattice. The Macdonald-Ruijsenaars
difference operators involve only integral shifts in the λ variable, and the same is true for
the qKZB operators because the highest weights ~Λ are integers. Therefore, we can consider
the restriction of these operators to cosets C/Z, i.e. regard them as difference operators on
the lattice of the form ε+ Z with ε ∈ C.
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However, in the most important case ε = 0, the coefficients of operators Kj and MΘ have
poles for small integral values of λ, and in order to get well-defined difference operators we
introduce their modified versions K˜j and M˜Θ by the following procedure.
Write the Macdonald-Ruijsenaars operator as MΘ =
∑
µ∈ZAµ(λ)Tµ for some meromor-
phic in λ coefficients Aµ(λ) ∈ End(L~Λ[0]) with matrix elements (Aµ(λ))~m
′
~m , and for each
δ ∈ Z define the reduced coefficients A˜µ(λ) ∈ End(L~Λ[0]) with matrix elements
(A˜µ(δ))
~m′
~m =
{
(A(δ))~m
′
~m , if (A(λ))
~m′
~m is well-defined at λ = δ,
0, if (A(λ))~m
′
~m has a pole at λ = δ.
This reduction procedure makes sense both when q is generic, and when q is a root of unity;
in the latter case the matrices A˜µ(δ) are ℓ-periodic. For each ϕ : Z→ L~Λ[0] we now set
M˜Θϕ(δ) =
∑
µ∈Z
A˜µ(δ)ϕ(δ + µ).
The reduced coefficients of Kj and the modified operator K˜j are defined in a similar fashion.
The above reduction removes the singularities of the qKZB and MR operators in a some-
what ad hoc fashion, and in general the eigenfunctions of Kj and MΘ need not restrict on
the lattice to eigensequences of K˜j and M˜Θ. However, the special values of λ, affected by the
reduction procedure, are precisely the values participating in the resonance relations and the
vanishing conditions, and it seems plausible that the order of vanishing of ϑ˜~m(λ) at those
points is higher than the order of the removed poles of Kj and MΘ. The latter property
would imply that the restrictions ϑ˜~m(λ) remain the eigenfunctions of the modified operators:
Conjecture 9.7. The sequences ϑ˜~m(λ) satisfy the equations
K˜jϑ˜(δ) = ε
~m
j (−1; ~Λ) ϑ˜(δ), M˜Θϑ˜(δ) = (dimq LΘ) ϑ˜(δ). (9.5)
The results of Section 12 in [FV1] imply that this conjecture holds for the operators K˜j
in the case when Λ1 = · · · = Λn = 1.
Finally, we formulate our last conjecture, which is similar to Conjecture 8.7.
Conjecture 9.8. Let q = exp
(
πi
ℓ
)
with ℓ ≥ 3. Let ϑ˜ : Z → L~Λ[0] be a solution of the
equations M˜Θϑ˜(δ) = (dimq LΘ) ϑ˜(δ) such that ϑ˜(δ+ ℓ) = (−1)m+1ϑ˜(δ). Then ϑ˜(δ) ∈ Conf(ℓ)~Λ .
We illustrate it on the simplest example.
Example. Let n = 2,m = 1 and Λ1 = Λ2 = 1. Suppose that a vector-valued sequence
ϕ(δ) =
(
ϕ0,1(δ)
ϕ1,0(δ)
)
, δ ∈ Z, satisfies the reduced MR equations. Using the explicit formula for
the Macdonald operator in Lemma 8.8 we get
M1 =
(
[λ]
[λ+1]
− 1
[λ][λ+1]
0 [λ−1]
[λ]
)
T1 +
(
[λ+1]
[λ]
0
− 1
[λ][λ−1]
[λ]
[λ−1]
)
T−1,
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and from the definitions we see that
M˜1ϕ(0) =
(
0 0
0 0
)(
ϕ0,1(1)
ϕ1,0(1)
)
+
(
0 0
0 0
)(
ϕ0,1(−1)
ϕ1,0(−1)
)
=
(
0
0
)
,
M˜1ϕ(1) =
( 1
[2]
− 1
[2]
0 0
)(
ϕ0,1(2)
ϕ1,0(2)
)
+
(
[2] 0
0 0
)(
ϕ0,1(0)
ϕ1,0(0)
)
=
(ϕ0,1(2)−ϕ1,0(2)
[2]
+ [2]ϕ0,1(0)
0
)
,
M˜1ϕ(−1) =
(
0 0
0 [2]
)(
ϕ0,1(0)
ϕ1,0(0)
)
+
(
0 0
− 1
[2]
1
[2]
)(
ϕ0,1(−2)
ϕ1,0(−2)
)
=
(
0
[2]ϕ1,0(0)− ϕ0,1(−2)−ϕ1,0(−2)[2]
)
.
The equation M˜1ϕ(δ) = [2]ϕ(δ) now implies the vanishing conditions
ϕ0,1(0) = ϕ1,0(0) = ϕ0,1(−1) = ϕ1,0(1) = 0.
Let ℓ = 4. The quasi-periodicity shows that our sequence must have the form
δ . . . -5 -4 -3 -2 -1 0 1 2 3 4 5 . . .
ϕ0,1(δ) . . . 0 0 α1 α2 0 0 α1 α2 0 0 α1 . . .
ϕ1,0(δ) . . . β2 0 0 β1 β2 0 0 β1 β2 0 0 . . .
for some α1, α2, β1, β2 ∈ C. Since q = exp
(
πi
4
)
, we get [2] =
√
2 and [3] = 1, and it is easy
to see the Macdonald-Ruijsenaars equation M˜1ϕ(δ) = [2]ϕ(δ) simplifies to
δ = 1 δ = 2 δ = 3
2α1 = α2 − β1 2α2 = α1 − β2, 2β1 = β2 − α1 2β2 = β1 − α2
These equations have a unique up to proportionality solution, given by α1 = α2 = 1,
β1 = β2 = −1, which coincides with the discrete conformal block ϑ˜(0,1)(δ). Therefore, our
Conjecture 9.8 holds in this case. 
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