Abstract
Many physical problems exhibit variety of different spatial scales and feature 28 localised small scale structures embedded within a much larger scale geometry.
29
Examples include the boundary layers frequently encountered in fluid mechanics 30 and gas dynamics, meteorological inversion layers [2] . In the data assimilation context, an adaptive mesh is a 4 convenient way of representing spatially varying correlation structures which 5 would otherwise have to be represented by an unmanageably large correlation 6 matrix. It is thus often important, both for accuracy and for computational 7 efficiency, to use a computational mesh which is adapted in some manner to 8 the small scales in the underlying problem. This is relatively easy in one spa-9 tial dimension with many excellent examples of successful implementations both 10 in PDE calculations Huang1996 [3] and in data assimilation,
Piccolo2011
[4] leading to significant in- 11 creases in accuracy and computational efficiency. However, the computational 12 difficulties of (dynamically) adapting a mesh for a three dimensional problem 13 and coupling it to a solver, are considerable Pain2005 [5] . Furthermore, fully three di-14 mensional adapted meshes can take a significant time to generate Chacon2011 [6] . In this 15 paper, we will describe an algorithm for adaptive mesh redistribution based on 16 optimal transport ideas, which is both fast to implement, avoids mesh tangling 17 and gives excellent three dimensional meshes for some large and challenging 18 problems. We demonstrate the effectiveness of this procedure on a number of 19 problems, including large meteorological calculations based on real data. These of new mesh points Behrens1998 [7] when some local refinement condition is satisfied Weller2009 [8] . This 27 is closely related to p-adaptive methods Ainsworth1997 [9] in which the order of the elements 28 used in the computation is locally increased, again prompted by some local re- ment, can lead to meshes with poor global structures, without good alignment 35 or regularity. An alternative procedure, described in this paper, is Adaptive
36
Mesh Redistribution, also known as r-adaptivity (or more simply as a moving 37 mesh method). In this procedure a fixed number of mesh points in a constant 38 connectivity structure is redistributed so that the points are optimally placed [11] . Whilst less 1 mature than AMR type methods, adaptive mesh redistribution offers potential 2 advantages. Firstly, the constant data structure makes them straightforward 3 both to use in their own right and to couple to existing software. Secondly, 4 the fact that all of the points in the mesh are calculated together means that 5 both local refinement and global regularity of the mesh can be treated together, 6 leading to potentially very regular meshes. (Indeed it is possible to build a de-7 gree of global regularity directly into the implementation of the method Budd2009a [11] .) 8 Thirdly, the mesh points can inherit underlying dynamical features of the prob- [12] , and huang2011 [13] . All of these methods consider adaptivity in at most 
30
In this paper we show how the optimal transport method, coupled to a simple 31 relaxation approach, can be implemented practically to deal with large three di-32 mensional problems with severe geometric distortion. We then test this method 33 on a series of challenging problems including large scale meteorological systems.
34
In this implementation the calculation of a three dimensional meteorological grid 35 with 21772800 degrees of freedom could be accomplished in five minutes on a 36 laptop computer. In principle these meshes can be coupled to data assimilation 37 codes using methods of Piccolo2012,Piccolo2011 [1, 4] .
38
The remainder of this paper is structured as follows. In Section 2 we describe 39 some of the underlying theory of r-adaptive mesh redistribution and the optimal Adaptive mesh redistribution methods work by keeping the number of mesh points and the topology of the mesh fixed but redistribute the mesh in space. For a time evolving problem the mesh can then evolve with the solution of the underlying problem. The simplest three dimensional mesh T C comprises a regular subdivision of the unit cube into identical smaller cubes. We denote the unit cube by Ω C = [0, 1] 3 , and it represents a reference or computational space. We can then map the mesh T C into any other logically (or topologically) cuboid mesh T P occupying a physical space Ω P ⊂ R 3 , through the map
The mesh points in T P are therefore the images of the corners of the cuboids in T C and these points redistribute as the time t evolves. For clarity we define a
. Similarly we denote a point x in the physical space Ω P by x ∈ Ω P = (x, y, z). An example of a section of mesh T C in Ω C and 10 a section of its image T P in Ω P is given in Figure 1 .
Figure 1: A mesh T C ∈ Ω C and its image T P ∈ Ω P .
radaptexample For redistribution to be effective we need to concentrate mesh points so that 12 they have a high density in certain regions of Ω P . The value of this mesh density 13 is taken to be proportional to the size of a monitor function m(x, t) > 0, so that 14 if |J(ξ, t)| is the determinant of the Jacobian of the map from Ω C to Ω P given sense. In other words we seek functions F which are close to the identity in 10 some measure. A convenient such measure is the Wasserstein metric I given by convex scalar (mesh) potential P (ξ, t), so that
Finding the (three dimensional) map F and the associated mesh T P is thus 27 reduced to the simpler problem of finding the scalar mesh potential P . As determinant of the Hessian of P is given by
The equidistribution equation (2) then becomes the following equation for P :
which is a Monge-Ampère equation. To fully specify the mesh we need to impose boundary conditions on P . Typically we require that the boundary Γ C of Ω C is mapped to the boundary Γ P of Ω P . If the latter is given implicitly by the condition
then we have the nonlinear Neumann boundary condition
Observe that this procedure allocated points to the boundary, but does not 6 prescribe their precise location. If Ω P is a cuboid domains so that, for example, one face of Ω P is given by the plane x = 0 , then the nonlinear condition (7) 8 simplifies to the simpler linear Neumann condition is defined by
where γ is a scalar parameter defining the amount of smoothing applied. The is useful both to ensure global existence of the solutions of (9) and to give it 31 certain desirable scaling properties Budd2009a [11] . It is further shown in
Budd2009a
[11] that the 32 equation (9) is locally stable so that, if ∇Q is sufficiently close to ∇P then
with standard linear convergence. Furthermore,
34
during the evolution of (9) both H(P ) and ∇ 2 Q are bounded away from zero.
35
This prevents mesh tangling provided that the equation (9) has a sufficiently 36 fine discretisation
Budd2009a
[11].
37
The evolutionary system (9) is subject to the same boundary conditions as (6).
38
It is convenient when solving the PMA equation, especially when using periodic 39 boundary conditions, to consider instead of Q the difference between it and the 40 function |ξ| 2 /2. Consider the displacement of the periodic potential,Q, such
This gives
and hence
as x = ∇ ξ Q. The PMA equation can then be rewritten as
In the absence of a better initial guess, we use the initial conditions for (13) 5Q (0) = 0. In the case of a dynamically evolving monitor function, it is sub- However, for mesh generation it need not be especially accurate. (9) to evolveQ so that
To compute the RHS of (15) we discretise the Hessian operator in (15) . This can 5 be done most simply by using a finite difference scheme in the computational 6 space Ω C . We assume that Ω C is divided into regular cuboids with the values of
7Q
given at the vertices of the cuboid. The location (x, y, z) of the mesh in the in the x-direction and n y grid points in the y-direction, the mesh is stored as 2 these algorithms to solve the PMA equation were implemented in Fortran95.
22
Algorithm 1 The PMA algorithm in 3D for a static monitor function
ComputeQ τ (τ ) via:
• Compute the monitor function at the current grid points m(x(τ )). This may be analytically defined of interpolated from a given data set
• Filter the monitor function
• Compute the second derivatives ofQ(τ ) in the computational space by using via finite differences to give discrete approximations to:
• Calculate the determinant, ρ(τ ), of the Hessian of the mesh potential Q(τ ) at every current grid point:
• Calculate the smoothing operator L −1 by applying the Fast Cosine Transform to the 3-dimensional array (m(x(τ ))ρ(τ ))
Take a Forward Euler step
Compute the finite difference approximations to
Store the new grid as
Compute the change in the mesh r ← ||∇ ξQ (τ + δτ ) − ∇ ξQ (τ )|| 2
11:
τ ← τ + δτ 12: end while Apply Algorithm 1 with m(x) = m(x, t) and the initial potentialQ 0 given by the final value ofQ(τ ) from the previous iteration of Algorithm 1 5: t ← t + δt 6: end while Now we elaborate on the details of the algorithms to show how the PMA method can be implemented in practice in 3 dimensions for a problem in which a cuboid region Ω C of dimensions [0, 1] 3 is mapped to a corresponding cuboid region Ω P of dimensions [0, 1]
3 . As described in Section 2 this leads to a problem with Neumann boundary conditions of the form
For this implementation we assume that Ω C has a regular cubic mesh with, 3 respectively, n x , n y and n z cubes in the the three coordinate directions, of cor-4 responding side lengths h x , h y and h z . Derivatives with respect to other variables follow similarly. and similarly for mixed second derivatives away from the boundary, so that for exampleQ
for all i ∈ {2, . . . , n x − 1} and k ∈ {2, . . . , n z − 1}.
4
Similar approximations can be used for the other second order derivatives ofQ. As described above, some form of filtering of the monitor function is required 7 in practice
Piccolo2012
[1],
Budd2009a
[11] to produces sufficiently smooth meshes in a reasonable time.
8
This is typically achieved in numerical weather prediction and other similar ap-
9
plications by applying an appropriate low pass filter
Budd2009a
[11] to the monitor function 10 m. For a three dimensional isotropic problem this most conveniently can take 11 the form: 
This produces much sharper monitor functions and hence gives better refinement has been applied, the transformed variable is multiplied by the factor
where the frequency-space coefficients k x , k y and k z are 3D vector fields given
for all i ∈ {1, . . . , n x }, j ∈ {1, . . . , n y } and k ∈ {1, . . . , n z }. Then the inverse When applying the PMA algorithm we must make decisions on how rapidly the mesh must be updated, the degree of convergence at each iteration, and the degree of smoothing which must be applied. This requires us to initially determine appropriate values for the three parameters used in the static case (Algorithm 1), namely δτ and γ. In this static case, if the time-step δτ is too large, the Hessian matrix H will typically become indefinite, leading to mesh crossing and other undesirable features. If it is too small then the system becomes overly stiff. This parameter can be controlled adaptively, however it is generally robust to being set at a small constant value. Noting that the intrinsic time-scale of this system is given by m −1/d a robust choice is to take
where is a small constant value typically in the range 0. 
13
The parameter γ appears in the smoothing operator L ≡ (I − γ∆ ξ ) −1 as part 1 of equation (15) and is applied in (18) . Larger values of γ correspond to higher starting from an initial potentialQ 0 = 0.
37
The first example is a simple symmetrical case in which we present meshes 38 generated by considering a monitor function which is large near the boundary of We define the density f (x) of a smooth three dimensional ball with a (graded) 20 boundary of width r 2 and centred on the point (x 0 , y 0 , z 0 ) as follows. Let s be 21 the distance of a point in our domain to the centre of the ball given by
We then define the density of the ball via the function 
Here c is a regularisation constant, which we set in our examples to be c = 0.75.
29
We now consider a three dimensional mesh, constructed within the unit cube, and adapted to this monitor function in which we set the parameters defining , and centred in the domain so that
In the examples shown the computational domain Ω C = [0, 1] 3 is split into a 1 grid of n x × n y × n z points, with n x = n y = n z = 100 and is mapped into The resulting mesh is presented in Figure 3 . From this simple test problem The non-monotone convergence of the mesh to an equidistributed state to a 13 tolerance of 5E − 11 is shown in Figure 5 . The calculation terminated after 473 14 iterations, taking 7.9 minutes on the laptop computer described earlier. We note 15 that this convergence is significantly slower than for the shell in the example in 16 Section 5.1.1. In Figure 6 we show the mesh generated by the PMA algorithm suitable mesh and for the algorithm to converge. This is due to the complex and 7 highly non-uniform structure of the monitor function which we are considering 8 and the fact that the original uniform mesh has to encounter significant deviation 9 to wrap around the helical structure. Due to the twisted nature of the monitor 10 function, if we were to be aggressive with our strategy to find a mesh for this,
11
mesh tangling would easily occur on the path to the final mesh. To avoid this we 12 decreased our step size (δτ ) in the forward Euler method and hence we increase 
Meteorological test problems 1
We now consider a large scale meteorological problem for which the monitor 2 function is not given as an analytic function, but is instead defined at a set 3 of discrete data points. This is a commonly encountered situation both in the 4 numerical solution of PDES or (as in this case) of function approximation where 5 the function is only known at discrete points.
6
Data assimilation is the technique of matching noisy data to models of a process 7 which also may have error. It is widely, and successfully, used in meteorology to data assimilation system will follow in a later paper.
24
To be effective within the context of a data assimilation calculation, the mesh 25 generation code must be both fast and robust to use, and must also be easily 26 linked to the existing data assimilation software. For the Met Office application, 27 the goal is to produce a weather forecast after using data assimilation to get a 28 best guess for the current state of the atmosphere. This imposes an immediate 29 operational time restriction on the time-frame in which the computations can 30 be made, as a forecast delivered after the event is useless. As a rule of thumb, a 31 mesh which takes more than five minutes to generate is not useful operationally. In this example, the physical coordinates x = (x, y, z) correspond to longitude, latitude and vertical levels respectively. The vertical levels are defined using a terrain-following coordinate η which is a monotone function of height. It is plausible to assume that the correlation structure is isotropic in geostrophic and isentropic coordinates, which implies the use of the semi-geostrophic potential vorticity as a monitor function cullen2006 [20] . The PV is the Jacobian of the transformation from physical to geostrophic and isentropic coordinates. This is given in terms of the primitive variables u, v and θ by
where f is the Coriolis parameter (assumed constant), u and v are the wind velocities in the longitudinal and latitudinal directions respectively, g is the force due to gravity, θ is potential temperature and θ 0 a reference potential temperature cullen2006 [20] . Since the PV calculated from real data may not be positive, we use only the dominant diagonal terms of semigeostrophic potential vorticity to form the basis for the monitor function which we use to control the adapted mesh. Each of the diagonal terms is regularised to take account of the typical scale of the individual terms and ensure positivity. This resulting monitor function then has the following form In the application to atmospheric data assimilation it is important to respect 10 the stratified structure of the atmosphere. Though the monitor function should 11 be smoothed to avoid computational difficulties caused by rapid grid variations,
12
the smoothing should be applied only in the horizontal and not the vertical.
13
Thus the filtering operator that is applied is
1 of the grid around the structures of interest. 
Test cases 3
In our calculations we considered three different meteorological data sets to test results will be fixed across all cases to show the robustness of the method.
10
In all of these calculations, the parameters used were δτ = 0.5, γ = 0. Observe, that even in these large data sets, the PMA algorithm converges capturing more realistically local variations of the cloud layering.
5
Another cross section is shown in Figure 8 . activity is shown by the radar image in Figure 9 . The adaptive mesh scheme 9 here needs to pick up very small and localised showers scattered over the UK 10 as well as the response to the large scale forcing over SW England. The monitor function tends to capture local and small scale phenomena. These 
Chacon2011
[6] which also considers calculating a mesh by 7 solving the Monge-Ampère equation, but which uses a Newton method coupled 8 with a multi-grid solver to do this. To find the mesh in this case we implement 9 Algorithm 2 as described earlier.
10
The time-varying, analytically defined, monitor function considered is given by: 
The goal of this test problem is to find meshes at times t ∈ {0, 1, . . . , 100}. The 14 problem of finding the mesh for this time dependent system is then solved in 15 two stages in a manner analogous to the MMPDE method described in huang2011 [13] .
16
Firstly at time t = 0 Algorithm 2 sets the monitor function m(x, 0) and,
17
starting from a uniform mesh, the system (14) is evolved forward in pseudo-time 
24
Some of the resulting meshes for the case of a 128×128×128 mesh are presented 25 as follows. In Figure 15 we show the monitor function and the resulting mesh at the initial time t = 0. In Figures 16 and 17 we then show the evolved meshes at the later times t = 50 and t = 100.
28
We can see at time t = 100 that the mesh closely follows the contours of the 29 monitor function and is very regular with no hint of mesh tangling.
30
We next consider the computational cost of calculating these meshes. To do this and we list the number of iterations to converge to the given tolerance in the 1 pseudo-time calculation at t = 0 and the total CPU time required to compute 2 the 101 meshes until t = 100. These results are presented in Table 2 an order of magnitude faster in converging than other similar mesh generation 10 methods. We therefore think that this method should be considered seriously 11 as a fast and effective method for redistributing a large three dimensional mesh. 
