The generalized forms of the nonlinear heat conduction equation can be given as () The heat equation is an important partial differential equation which describes the distribution of heat (or variation in temperature) in a given region over time. The heat equation is a consequence of Fourier's law of cooling. In this chapter, we consider the heat equation with a nonlinear power-law source term. The equations (1.1) and (1.2) describe one-dimensional and two-dimensional unsteady thermal processes in quiescent media or solids with the nonlinear temperature dependence of heat conductivity. In the above equations, u= u(x,y,t) is temperature as a function of space and time; t u is the rate of change of temperature at a point over time; xx u and yy u are the second spatial derivatives (thermal conductions) of temperature in the x and y directions, respectively; also x u and y u are the temperature gradient. Many authors have studied some types of solutions of these equations. Wazwaz (2005) used the tanh-method to find solitary solutions of these equations and a standard form of the nonlinear heat conduction equation (when 3 n  in Eq. (1.1)). Also, Fan (2002) applied the solutions of Riccati equation in the tanh-method to obtain the travelling wave solution when 2 n  in Eq. (1.1). More recently, Kabir et al. (2009) implemented the Exp-function method to find exact solutions of Eq. (1.1), and obtained more general solutions in comparison with Wazwaz's results. Considering all the indispensably significant issues mentioned above, the objective of this paper is to investigate the travelling wave solutions of Eqs. (1.1) and (1.2) systematically, by applying the (G'/G)-expansion and the Exp-function methods. Some previously known solutions are recovered as well, and, simultaneously, some new ones are also proposed.
Description of the two methods

The (G'/G)-expansion method
Suppose that a nonlinear PDE, say in two independent variables x and t, is given by (, , , , , , ) Puu u u u u   (2.1) or in three independent variables x, y and t, is given by (, , , , , , , , , )                                                                                           2   2   2   ,4 0 , 2 4 sin 2
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and so on. Here, the prime denotes the derivative with respective to  . To determine u explicitly, we take the following four steps:
Step 1 (1 ) 0 ,
To get a closed-form analytic solution, we use the transformation (Kabir & Khajeh, 2009; Wazwaz, 2005) 1 1
which will convert Eq. (3.2) into 2 2 2 2 23 22
According to
Step 1, considering the homogeneous balance between VV and
Suppose that the solutions of (3.4) can be expressed by a polynomial in ' G G    as follows:
where 0  and 1  , are constants which are unknown, to be determined later. 
where  and  are arbitrary constants.
By using Eq. (3.8), expression (3.7) can be written as
Substituting the general solution of (2.9) into Eq. (3.9), we get the generalized travelling wave solution as follows: C and 2 C are arbitrary parameters that can be determined by the related initial and boundary conditions. Now, to obtain some special cases of the above general solution, we set 2 0 C  ; then (3.11) leads to the formal solitary wave solution to (1.1) as follows: Similarly, if we set 2 0 C  and 1 0 C  in the general solution (3.28), we arrive at the same solutions (3.18) and (3.19), respectively. If we set 1 1 b   and 1 1 b    in (3.43), then it can be easily converted to the same solutions (3.12) and (3.13), respectively. 
Application of the Exp-function method
By the same manipulation as illustrated above, we have the following sets of solutions: (2 ) exp( )
and by inserting Eq. (3.60) into (3.3), we get the generalized solitary wave solution of (1.1) as 
By the same manipulation as illustrated in Section 3.1, we obtain the following sets of solutions. 
We note that, if we set 2 0 C  and 1 0 C  in the general solution (4.13), we can recover the solutions (4.6) and (4.7), respectively.
Case B-2. In particular, if we take 2 0 C  and 1 0 C  in the general solution (4.15), we arrive at the same solutions (4.10) and (4.11), respectively.
By the same manipulation as illustrated in Section 3.2, we obtain the following sets of solutions. If we set 1 1 b   and 1 1 b    in (4.19), then it can be easily converted to the same solutions (4.6) and (4.7), respectively. www.intechopen.com
