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Ratio estimation is a parameter estimation technique that uses a known auxiliary
variable that is correlated with the study variable. In many situations, the primary
variable of interest may be sensitive and it cannot be observed directly. However, we
can observe directly a non-sensitive variable that is highly correlated with the study
variable. In these cases, we have to rely on some Randomized Response Technique
(RRT) models to obtain information on the study variable.
In this thesis, we rst review some RRT models, some general ratio and prod-
uct estimation techniques, and two Kalucha et al. (2015) ratio estimators that are
based on Gupta et al. (2010) additive optional RRT model. One of the Kalucha et
al. (2015) estimators, the multiplicative ratio estimator, did not work eciently and
was abandoned. The main focus of this thesis is on xing the Kalucha et al. (2015)
abandoned multiplicative ratio estimator and reevaluating its performance. We dis-
cuss the Bias and the Mean Square Error (MSE) of our proposed multiplicative ratio
estimator correct up to rst order approximation, and present the comparisons with
other estimators under the additive optional RRT model. A simulation study is also
conducted to verify the theoretical result. Both the theoretical and the empirical re-
sults show that the proposed multiplicative ratio estimator is more ecient than the
ordinary RRT estimator that does not utilize the auxiliary variable. It also compares
well with the additive ratio estimator of Kalucha et al. (2015).
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CHAPTER I
INTRODUCTION
Our work in this thesis will use two main survey techniques - Randomized Re-
sponse Technique (RRT) models and Ratio Estimation. We describe these in the rst
two sections.
1.1 Randomized Response Technique (RRT) Models
In survey sampling, we try to use a random sample to estimate population pa-
rameters, but sometimes the sample does not represent the population accurately. In
other words, a sample may under- or over-estimate a population parameter due to
several sampling or non-sampling errors. Sampling error is an error caused by working
with a part of the population and not the whole population. Most of the time it can
be reduced by increasing the sample size. Non-sampling errors can be attributed to
several problems including nonresponse, respondent mistakes, etc. Nonresponse is the
result when individuals chosen for the sample are unable or unwilling to participate
in the survey. This error usually happens in mail-in or phone surveys.
Personal interviews are a way to increase response rate but it is easy to cause an-
other non-sampling error - social desirability response bias. For example, if a survey
question asks "Have you ever used illegal drugs?" or "How many sexual partners have
you had in the past 3 months?", most people like to present themselves in a socially
desirable light, therefore their response may be biased toward what they feel is socially
desirable. Social Desirability Bias (SDB) is one of the most common problems that
aects survey results by under-reporting some bad behaviors or over- reporting good
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behaviors. It usually happens when survey questions contain personal or sensitive
questions, such as drug use, sexual behavior, etc. People have worked over the years
on how to mitigate this eect. In 1985, Anton Nederhof [20] summarized a list of
techniques that help researchers reduce the eect of SDB. The seven main strategies
he mentioned are: forced-choice items, neutral questions, randomized response tech-
nique, self-administered questionnaires, selection interviewers, and proxy subjects.
The application of these strategies is not limited to one strategy. Sometimes one can
use a combination of several strategies. This is determined by the specic situation.
Randomized response technique (RRT) is an important strategy to prevent or
reduce SDB and is widely used in survey interviews. The rst RRT model was
proposed by Warner in 1965 [27], it was modied later by many researchers including
Greenberg et al. (1969) [9], Eichhorn (1983) [6], Gupta et al. (2002) [11], Gupta
et al. (2010) [13], Sousa et al. (2010) [24], and Mehta et al. (2012) [18] etc. It
allows respondents to answer sensitive questions more comfortably and provide more
accurate responses. RRT models have been used in many eld surveys, such as
Kerkvliet et al. (1994) [16], Gill et al. (2013) [8], Chhabra et al. (2016) [2], Chen et
al. (2014) [29], and Geng et al. (2016) [7]. Several Randomized Response Technique
(RRT) models will described in detail in this thesis, but an additive optional RRT
model will be the main focus.
1.1.1 Warner's Binary RRT Model (1965)
In 1965, Warner [27] proposed the rst Binary Randomized Response Technique
model to estimate the prevalence of a particular sensitive characteristic in a popula-
tion. It increases response rate, and also makes the respondent feel more comfortable
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to answer survey questions truthfully and reduces SDB. Warner's Binary RRT model
will be illustrated below by an example.
Suppose we are interested in estimating what proportion of college students have
a sexually transmitted disease (STD). A randomization device, for instance, a deck
of cards that contains two questions (or statements), will be used in this survey to
divide the sample into two groups. The two statements we are using are:
(1) I have been told by a healthcare professional that I have an STD.
(2) I have never been told by a healthcare professional that I have an STD.
A known proportion p of the cards in the deck contain Statement 1, and the remaining
cards contain Statement 2. A simple random sample of n people is drawn from a
population, and each subject is asked to pick a card from the deck and provide "yes"
or "no" response to the statement on the card. Among these n subjects, let there
be n1 respondents who answer "yes". A "yes" response does not mean this person
has an STD; there is another possibility that the person picked the second statement.
The same is true for a "no" response. In this case, the interviewer does not know
which statement the respondent picked. And the respondent is more likely to give a
true answer since their privacy is assured.
Let π be the true probability of a subject having an STD in the population, and
py be the probability of "yes" responses. Therefore,
py = pπ + (1− p)(1− π). (1.1)
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The estimate of π is then given as
π̂ =
p̂y − (1− p)
2p− 1
=
n1
n
− (1− p)
2p− 1
. (1.2)
The variance of this estimator is given by
V ar(π̂) =
π(1− π)
n
+
p(1− p)
n(2p− 1)2
. (1.3)
In order to minimize the variance, a large sample size n should be chosen and the
proportion (p) of Statement 1 should be close to 0 or 1.
1.1.2 Warner's Quantitative RRT Model (1971)
The estimator proposed in 1965 can be used to estimate binary variables, but
many times the question of interest is a quantitative one. Warner [28] modied the
RRT model for quantitative cases in 1971. We use another example to illustrate this
model.
Suppose we are interested in estimating how many sexual partners a college stu-
dent had in the last 3 months. Instead of creating cards with two questions in the
deck, we make cards with random numbers which are from a pre-assigned distribu-
tion. The respondents are asked to pick a card, and add the number on the card to
their true answer. Then they report a number, which is the sum of the true answer
and the random number they picked. Let X be the sensitive variable with unknown
mean µx and unknown variable σ
2
x, and S be the scrambling variable (independent of
X) with known mean θ and known variance σ2s . Also let Z be the reported response.
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Then
Z = X + S. (1.4)
The expected response is given by
E(Z) = E(X) + E(S). (1.5)
This leads to an unbiased estimator of the mean of the sensitive variable X given by
µ̂x = Z̄ − θ. (1.6)
The variance of µ̂x is given by
V ar(µ̂x) = V ar(Z̄) =
V ar(Z)
n
=
σ2x + σ
2
s
n
=
σ2x
n
+
σ2s
n
, (1.7)
where σ
2
s
n
is the penalty for using the RRT model.
1.1.3 Eichhorn and Hayre's Multiplicative RRT Model (1983)
Eichhorn and Hayre [6] introduced a multiplicative RRT model. Instead of adding
a random number to the true response, the respondent needs to multiply the true
response by a randomly selected number from a known distribution and divided by
the mean of the scrambling variable.
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The reported response is given by Z = XS/θ, where θ = E(S). This leads to the
unbiased estimator
µ̂x = Z̄, (1.8)
where Z̄ is the sample mean of the reported responses. The variance of µ̂x is given
by
V ar(µ̂x) =
1
n
[σ2x +
σ2S(σ
2
x + µ
2
x)
θ2
]. (1.9)
1.1.4 Gupta et al. Optional RRT Model (2002)
The shortcoming of the Eichhorn and Hayre (1983) [6] model is that some re-
spondents may not like to multiply or may not know how to multiply the scrambling
variable. The respondents still provide untruthful response. Singh et al. (1996) [23]
showed that this case is more dangerous than using the scrambled response. Also, re-
searchers realized that a question may be sensitive to one respondent, but not sensitive
to another. In order to make the survey result more accurate, Gupta et al. (2002) [11]
modied the Eichhorn and Hayre (1983) [6] multiplicative scrambling RRT model,
and introduced an Optional RRT model that allows researchers to estimate not only
the variable of interest, but also the sensitivity level W (the proportion of subjects
who consider the question sensitive).
In this model, if respondents feel the question is sensitive, they will provide a
scrambled response XS. Otherwise, the respondents will answer the sensitive survey
question directly and provide the true response X. In this model, we assume that both
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X and S are positive random variables and that the mean of the scrambling variable
θs = 1 and the variance σ
2
s . Under this model, the reported response Z is given by
Z =
 X with probability 1-WXS with probability W. (1.10)
The expected value of Z is given by
E(Z) = E(X)(1−W ) + E(XS)W = µx(1−W ) + µxθsW = µx, (1.11)
and the variance of this unbiased estimator of the population mean µ is given by
V ar(µ̂x) =
1
n
[σ2x +Wσ
2
s(σ
2
x + µ
2
x)]. (1.12)
Note that V ar(µ̂x) increases with W, and hence there is gain in eciency compared
to the non-optional model when W=1. The estimator for the sensitivity level W is
given by
Ŵ =
1
n
∑n
i=1 log(Zi)− log(
1
n
∑n
i=1 Zi)
δ
, (1.13)
where δ = E[log(S)]. This estimator uses rst order approximation.
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1.1.5 Gupta et al. Optional Split-sample Approach RRT Model (2004)
Gupta et al. (2004) [12] proposed an optional split-sample approach RRT model
that allows simultaneous estimation of both the sensitive variable and the sensitivity
level, and is not based on any approximation.
The split-sample approach means that we split the sample into two subgroups.
One group of respondents uses a scrambling variable S1, and the other group uses a
dierent scrambling variable S2. Thus, under this model, the reported responses Zi
(i=1,2) are given by
Zi =
 X with probability 1-WXSi with probability W where i = 1, 2. (1.14)
The expected value of Zi is given by
E(Zi) = µx(1−W ) + µxθiW, where E(Si) = θi (i = 1, 2). (1.15)
The two estimators µ̂x and Ŵ are given by:
µ̂x =
Z̄1(θ2 − 1)− Z̄2(θ1 − 1)
θ2 − θ1
, (1.16)
Ŵ =
Z̄1 − Z̄2
[Z̄2(θ1 − 1)− Z̄1(θ2 − 1)]
, θ1 6= θ2. (1.17)
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1.1.6 Gupta et al. Optional Additive RRT Model (2010)
The multiplicative scrambling compromises respondent anonymity. For example,
if the respondent's true response is zero, no matter what scrambling number s/he
chooses, the reported response will be zero. In this case, a non-zero response means
the respondent has some degree of sensitive characteristic.
In order to deal with the problem and to improve accuracy, Gupta et al. (2010)
[13] made two adjustments. The new model uses partial scrambling which means a
randomly selected proportion (T) of respondents are asked to provide true responses
directly and the remaining respondents in the sample are asked to use the optional
scrambling method; since the multiplicative scrambling method compromises respon-
dent anonymity, the scrambling method used is additive scrambling.
Again, let X be sensitive variable with mean µx, Si(i = 1, 2) be scrambling variable
(independent of X) with mean θi(i = 1, 2) and variance σ
2
Si
(i = 1, 2), and Zi(i =
1, 2) be the reported response. If a proportion W of respondents feel the survey
question is sensitive, then the proportion of respondents who use the scrambling
method is (1−T )W , and the proportion of respondents who provide the true response
is T + (1 − T )(1 −W ). Thus, under this model, the reported response Zi in the ith
sub-sample is given by
Zi =
 X with probability T+(1-T)(1-W)X + Si with probability (1-T)W where i = 1, 2. (1.18)
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The expected value and variance of Zi are given by
E(Zi) = µx + θiW (1− T ), where θi = E(Si) (i = 1, 2), (1.19)
V ar(Zi) = σ
2
x + σ
2
Si
[(1− T )W ] + θ2i [(1− T )W ]
{
1− [(1− T )W ]
}
. (1.20)
The unbiased estimators µ̂x and Ŵ and their corresponding variance are given by
µ̂x =
θ1Z̄2 − θ2Z̄1
θ1 − θ2
, (1.21)
Ŵ =
Z̄1 − Z̄2
(θ1 − θ2)(1− T )
θ1 6= θ2, (1.22)
V ar(µ̂x) =
1
(θ2 − θ1)2
(θ22
σ2z1
n1
+ θ21
σ2z2
n2
), (1.23)
and
V ar(Ŵ ) =
1
(θ2 − θ1)2(1− T )2
(
σ2z1
n1
+
σ2z2
n2
). (1.24)
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In this section, we introduced several RRT models and presented estimators for
the sensitive variable mean, as well as the estimator for the sensitivity level. Among
them, the Gupta et al. (2010) model [13] is used in our research.
1.2 Ordinary Ratio and Product Estimators
1.2.1 Ordinary Ratio Estimation
Finite population sampling is used for drawing inferences about a nite population
based on a sample taken from the population. Let Y be a variable of interest with
a value of yi on the i
th unit. The purpose is to estimate population mean µy and
population variance σ2y, where µy =
1
N
∑N
i=1 yi and σ
2
y =
1
N−1
∑N
i=1(yi − µ)2. With a
simple random sample without replacement(SRSWOR), an unbiased ordinary mean
estimator of the population mean µy is the sample mean ȳ, and an unbiased estimator
of the nite-population variance σ2 is s2, where
ȳ =
1
n
n∑
i=1
yi and s
2
y =
1
n− 1
n∑
i=1
(yi − µ)2. (1.25)
Many times there are one or more auxiliary variables, associated with the variable
of interest, are available. Auxiliary information is usually used in the sampling design
or in estimation. The use of samples from both Y and X can produce more precise
estimates than the estimator obtained from sample from Y alone. Cochran [4] pro-
posed the ratio estimator for the population mean µr, where it is assumed that the
population mean µx of an auxiliary variable X is known. For example, if the variable
of interest Y is the quantity of fruits produced in a plot, an auxiliary variable X could
be the area of the plot. The area of the plot and quantity of fruits produced have
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a positive linear relationship through the origin. Suppose the plot area xi is known
for the whole population, and the mean quantity of fruit for the population µy is the
parameter to be estimated. For a simple random sample without replacement with
sample size n, the sample ratio r is given by
r =
∑n
i=1 yi∑n
i=1 xi
=
ȳ
x̄
. (1.26)
The ratio estimator of the population mean µy is given by
µ̂r = ȳ(
µx
x̄
) = rµx. (1.27)
The expected value of µ̂r, based on the rst order approximation, is given by
E(µ̂r) ≈ µxR = µx(
µy
µx
) = µy. (1.28)
Let Cx and Cy respectively be coecients of variation of the study variable and the
auxiliary variable, and ρ be the correlation coecient between these two variables.
The approximate MSE of the ratio estimator µ̂r is given by
MSE(µ̂r) ≈ (
N − n
Nn
)µ2y(C
2
x − 2ρCxCy + C2y ). (1.29)
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1.2.2 Product Estimation
When the study variable Y and an auxiliary variable X are negatively correlated,
the product estimator of population mean µ, introduced by Robson (1957) [21] and
later revised by Murthy (1964) [19], is used. Again, let µy and µx be population mean
of the study variable and an auxiliary variable, ȳ and x̄ be the sample means based
on the sample drawn. The product estimator of the population mean µy is given by
µ̂p = ȳ
x̄
µx
. (1.30)
The expected value of µ̂p, based on the rst order approximation, is given by
E(µ̂p) ≈ µy
µx
µx
= µy. (1.31)
The approximate MSE of the product estimator is given by
MSE(µ̂p) ≈ (
N − n
Nn
)µ2y(C
2
x + 2ρCxCy + C
2
y ). (1.32)
1.2.3 Eciency Comparisons
Based on the rst order approximation, the expected values of µ̂r and µ̂p are given
by
E(µ̂r) ≈ µxR = µx(
µy
µx
) = µy and E(µ̂p) ≈ µy
µx
µx
= µy. (1.33)
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Thus, the ratio estimator and the product estimator are approximately unbiased.
Because the ordinary mean estimator is unbiased, the rst order approximation to the
mean square error is the same as its variance. Let us just compare the approximate
MSEs of the ratio estimator and the product estimator with the variance of the
ordinary mean estimator. The variance of the ordinary mean estimator with simple
random sampling without replacement is given by
V ar(ȳ) = (
N − n
Nn
)µ2yC
2
y . (1.34)
By comparing the expressions of MSEs in equations (1.29) and (1.32) with the
variance of the ordinary mean estimator, we note thatMSE(µ̂r) < V ar(ȳ) if ρ >
Cx
2Cy
,
andMSE(µ̂p) < V ar(ȳ) if ρ < − Cx2Cy . This means when the coecient of correlation ρ
between the study variable and an auxiliary variable is greater than 1
2
(ρ>1
2
) and the
coecient of variation Cx ≈ Cy, the ratio estimator is more precise than the ordinary
estimator. Similarly for the product estimator, when ρ < −1
2
and the coecient of
variations Cx ≈ Cy, the product estimator is more ecient than the ordinary mean
estimator. Hence, it is better to use the ratio estimator µ̂r when the yi and xi have
a roughly linear relationship through the origin and with high positive correlation
coecient (ρ > 1
2
), and use the product estimator when two variables are negatively
correlated with correlation coecient smaller than −1
2
.
1.3 Improvement in RRT Mean Estimation using Auxiliary Information
In the previous sections, we discussed various types of quantitative RRT models,
the ordinary ratio estimation and product estimation. RRT models are used for
surveys containing sensitive issues, such as collecting data on drug use or sexual
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behavior. These models protect the privacy of the respondents. The eciency of RRT
models have been examined both through simulations and some eld tests. Chow
et al. (1979) [3] used a RRT model to estimate the incidence of induced abortion
among currently married women of childbearing age in a rural area (Nekempte) in
Ethiopia; Chaloupka et al. (1985) [1] applied a RRT model to estimate noncompliance
of collecting marine product permits; Cross et al. (2010) [5] used a RRT to obtain
sensitive information on animal disease prevalence; Kwan et al.(2010) [17] had a study
on software piracy based on RRT model, and their results showed that respondents
responding using RRT were more willing to provide true response about the behaviors
on software piracy; Chhabra et al.(2016) [2] used RRT models to estimate prevalence
of sexual abuse of girls by an acquaintance.
In addition, ratio and product estimators provide more accurate results than the
ordinary mean estimator when an auxiliary variable that is highly correlated with
the study variable is used. These two estimators have been used by many researchers
including Kadilar et al. (2006) [14] and Grover et al. (2011) [10].
Suppose we have a sensitive primary variable and a non-sensitive but strongly
correlated auxiliary variable is available. In this situation, one can take advantage of
both the RRT methodology and ratio estimation. Sousa et al. (2010) was the rst
to use used ratio estimators under RRT models. In this case, they are estimating the
mean of a sensitive variable using an non-optional RRT model with the utilization
of a non-sensitive auxiliary variable. Later, Kalucha et al. (2015) improved the
Sousa et al. (2010) estimator [24] further by using an optional RRT model. Kalucha
et al. (2015) [15] proposed two ratio estimators in the context of optional RRT
models. They showed that one of them, the additive ratio estimator, is more ecient
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than the estimator by Gupta et al. (2010) [13]. However, their second estimator,
a multiplicative ratio estimator, did not perform well. This thesis is focused on
improving the multiplicative ratio estimator proposed by Kalucha et al.
1.4 Thesis Outline
Chapter 1 provides a brief introduction to several RRT models and the basic
idea about ratio and product estimators, as well as RRT models using auxiliary
information.
Chapter 2 presents ratio estimators of a nite population mean in the presence
of a non-sensitive auxiliary variable, including Sousa et al. (2010) and Kalucha et
al. (2015) estimators. The eciency of the two ratio estimators by Kalucha et al.
(2015) are compared with the ordinary RRT estimator by Gupta et al. (2010) both
theoretically and numerically.
Chapter 3 presents a new multiplicative ratio estimator under the additive optional
RRT model using a non-sensitive auxiliary variable. This chapter will compare bias
and mean square error (MSE), up to the rst order of approximation, of the proposed
ratio estimator and the two previous ratio estimators of Kalucha et al. (2015), as
well as the ordinary mean estimator. The theoretical results shows that the proposed
mean ratio estimator coincides with the additive ratio estimator but it is less biased
than the additive ratio estimator. The proposed mean ratio estimator is more ecient
than the multiplicative ratio estimator. Also, the result shows that the proposed mean
ratio estimator is more ecient than the ordinary mean estimator when the variable
of interest and the auxiliary variable are highly correlated.
Chapter 4 presents simulation result comparing the proposed estimator with other
estimators.
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Chapter 5 presents a general discussion on the research carried out in this thesis,
as well as some future directions.
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CHAPTER II
RATIO ESTIMATORS OF MEAN WHEN THE STUDY VARIABLE IS
SENSITIVE
2.1 Sousa et al. (2010): Ratio Estimator under RRT Models
In Chapter 1, we briey described the improvement in RRT mean estimation us-
ing non-sensitive auxiliary variable X which is highly correlated with the sensitive
study variable Y. Ratio estimators provide more accurate results than the ordinary
mean estimators when the study variable is nonsensitive. Such estimators have been
presented by many researchers, including Kadilar et al. (2006) [14], Turgut et al.
(2008) [26] and Shabbir et al. (2010) [22], but sometimes the study variable is sensi-
tive, and the respondents may not feel comfortable to provide true response. In such
cases, RRT models play a role on improving the response rate because RRT models
increase subject anonymity and the respondents are more willing to provide accurate
response.
Sousa et al. (2010) [24] proposed a non-optional RRT estimator for the mean of
sensitive variable improved by utilizing a non-sensitive auxiliary variable. Let a simple
random sample of size n be drawn without replacement from a nite population.
Under non-optional additive RRT model, all the respondents are asked to report
a scrambled response for the sensitive variable Y given by Z=Y+S, where S is a
scrambling variable (independent of X and Y), but are asked to report a true response
for an auxiliary variable X.
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We assume that µx is known and E(S) = 0. Thus, E(Z) = E(Y ). The ratio
estimator under this RRT model is given by
µ̂R = z̄(
µx
x̄
), (2.1)
where z̄ is the sample mean of reported responses, µx and x̄ are population mean and
sample mean of an auxiliary variable.
A large sample size is assumed so that |δz| < 1 and |δx| < 1, where δZ = z̄−µZµZ ,
δx =
x̄−µX
µX
. Thus, for large samples, the ratio estimator (2.1) can be written as
µ̂R = µZ(1 + δZ)(1 + δx)
−1. (2.2)
Using Taylor's approximation and retaining terms of order up to 2, (2.2) can be
rewritten as
µ̂R − µZ ≈ µZ(δz + δ2x − δx − δzδx). (2.3)
Under the assumption of bivariate normality (Sukhatme et al., 1970): E(δx) = 0;
E(δz) = 0; E(δ
2
z) =
1−f
n
C2z ; E(δ
2
x) =
1−f
n
C2x; E(δ
2
x) = (
1−f
n
)C2x; E(δzδx) =
(1−f)
n
Czx;
where f = n
N
, Czx = ρzxCzCx, and Cx and Cx are the coecients of variation of Z
and X respectively.
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Recognizing that µZ = µY , and using rst order Taylor's approximation, the bias
of the ratio estimator (2.1) is given by
Bias(µ̂R) ≈
1− f
n
µY (C
2
x − ρzxCzCx). (2.4)
Similarly from (2.3) and (2.4), the mean square error (MSE) of µ̂R, correct to rst
order of approximation, is given by
MSE(µ̂R) ≈
1− f
n
µ2Y (C
2
x + C
2
z − 2ρzxCzCx). (2.5)
Sousa et al. (2010) also compared this eciency of this ratio estimator and the
estimator where the auxiliary variable is not utilized. Their theoretical and empirical
results show that this ratio estimator is more ecient.
2.2 Kalucha et al. (2015): Ratio Estimators under Optional RRT Models
Gupta et al. (2010) [13] showed that the additive optional RRT model performs
better than the non-optional RRT models. Thus, Kalucha et al. (2015) [15] mod-
ied the Sousa et al. (2010) [24] estimators further by using an additive optional
quantitative RRT model. Let us rst recall the Gupta et al (2010) estimator with
T=0.
In the Gupta et al. (2010) additive optional RRT model with T=0, a simple
random sample of size n is chosen without replacement (SRSWOR) from of nite
population of size N. The two sub-samples have sample of sizes n1 and n2, respectively.
Let Y be the sensitive variable and X be a non-sensitive auxiliary variable which has
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high positive correlation with Y. Let Si (i=1,2) be scrambling variables that are
independent of X and Y, with mean θi and variance σ
2
Si
(i=1,2); and Zi (i=1,2) be
the responses from the two sub-samples. Let µx = E(X), µy = E(Y ), µZ1 = E(Z1),
µZ2 = E(Z2) be the population means for X, Y, Z1, and Z2, respectively. The
unbiased mean and sensitivity estimators µ̂y and Ŵ are given by
µ̂y =
θ2Z̄1 − θ1Z̄2
θ2 − θ1
, and Ŵ =
Z̄2 − Z̄1
θ2 − θ1
, (θ1 6= θ2). (2.6)
The MSE of µ̂y is given by
MSE(µ̂y) =
1
(θ2 − θ1)2
[θ22(
1− f1
n1
)σ2Z1 + θ
2
1(
1− f2
n2
)σ2Z2 ], (θ1 6= θ2), (2.7)
where f1 =
n1
N
, f2 =
n2
N
, f = n
N
= f1+f2, σ
2
Z1
= 1
N−1
∑N
i=1(Z1i−µz)2, and σ2Z2 =
1
N−1
∑N
i=1(Z2i − µz)2.
Based on this additive optional RRT model, Kalucha et al. (2015) proposed two
mean ratio estimators. The details are presented below and the simulation results
will be shown in Section 2.3.
2.2.1 Additive and Multiplicative Ratio Estimators
Kalucha et al. (2015) assume that µx is known and proposed two ratio estimators
of nite population mean and called them additive ratio estimator and the multi-
plicative ratio estimator. These are given by
µ̂AR = (
θ2z̄1 − θ1z̄2
θ2 − θ1
)(
µx
x̄1
+
µx
x̄2
)(
1
2
) (2.8)
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and
µ̂MR = (
θ2z̄1 − θ1z̄2
θ2 − θ1
))(
µx
x̄1
)(
µx
x̄2
). (2.9)
A large sample size is assumed so that
∣∣δzi∣∣ < 1 and ∣∣δxi∣∣ < 1 (i=1,2), where δZ1 =
z̄1−µZ1
µZ1
, δZ2 =
z̄2−µZ2
µZ2
, δx1 =
x̄1−µX
µX
, δx2 =
x̄2−µX
µX
. The two ratio estimators in (2.8) and
(2.9) can now be written as
µ̂AR =
1
2
[µY + δZ1µZ1(
θ2
θ2 − θ1
)− δZ2µZ2(
θ1
θ2 − θ1
)][(1 + δx1)
−1 + (1 + δx2)
−1] (2.10)
and
µ̂MR = [µY + δZ1µZ1(
θ2
θ2 − θ1
)− δZ2µZ2(
θ1
θ2 − θ1
)](1 + δx1)
−1(1 + δx2)
−1. (2.11)
Under the assumption of bivariate normality (Sukhatme et al.1970)[25]: E(δx1) =
0; E(δx2) = 0; E(δ
2
x1
) = (1−f1
n1
)C2x1 ; E(δ
2
x2
) = (1−f2
n2
)C2x2 ; E(δx1δx2) = 0;E(δz1) =
0; E(δz2) = 0;E(δz1δx2) = 0; E(δz2δx1) = 0; E(δz1δx1) =
(1−f1)
n1
Cz1x1 ; E(δz2δx2) =
(1−f2)
n2
Cz2x2 , where f1 =
n1
N
, f2 =
n2
N
, Cz1x1 = ρz1x1Cz1Cx1 , and Cz2x2 = ρz2x2Cz2Cx2 .
Using rst order Taylor's approximation, the bias of these estimators are given by
Bias(µ̂AR) ≈
µY
2
[(
1− f1
n1
)C2x + (
1− f2
n2
)C2x]− (
θ2
θ2 − θ1
)
1
2
[(
1− f1
n1
)ρyxσYCx]
+ (
θ1
θ2 − θ1
)
1
2
[(
1− f2
n2
)ρyxσYCx]
(2.12)
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and
Bias(µ̂MR) ≈µY [(
1− f1
n1
)C2x + (
1− f2
n2
)C2x]− (
θ2
θ2 − θ1
)[(
1− f1
n1
)ρyxσYCx]
+ (
θ1
θ2 − θ1
)[(
1− f2
n2
)ρyxσYCx].
(2.13)
Expressions in (2.12) and (2.13) use the facts: E(δ2x1) = (
1−f1
n1
)C2x1 ; E(δ
2
x2
) = (1−f2
n2
)C2x2 ;
E(δx1δx2) = 0; E(δ
2
z1
) = (1−f1
n1
)C2z1 ; E(δ
2
z2
) = (1−f2
n2
)C2z2 ; E(δz1δz2) = 0; E(δz1δx1) =
(1−f1
n1
)ρz1x1Cz1Cx1 ; E(δz2δx2) = (
1−f2
n2
)ρz2x2Cz2Cx2 ; E(δz2δx1) = 0; E(δz1δx2) = 0. Since
the two sub-samples come from the same population, the coecients of variation
Cx1 = Cx2 = Cx, and the correlations ρz1x1 = ρz1x, and ρz2x2 = ρz2x. Thus, the ex-
pressions for MSE of µ̂MR and µ̂AR, up to the rst order of approximation, are given
by
MSE(µ̂MR) =E(µMR − µY )2
≈(1− f1
n1
)[(
θ2
θ2 − θ1
)2σ2z1 + µ
2
YC
2
x − 2µY ρyxσY (
θ2
θ2 − θ1
)Cx]
+ (
1− f2
n2
)[(
θ1
θ2 − θ1
)2σ2z2 + µ
2
YC
2
x + 2µY ρyxσY (
θ1
θ2 − θ1
)Cx]
(2.14)
and
MSE(µ̂AR) =E(µAR − µY )2
≈(1− f1
n1
)[(
θ2
θ2 − θ1
)2σ2z1 +
1
4
µ2YC
2
x − µY ρyxσY (
θ2
θ2 − θ1
)Cx]
+ (
1− f2
n2
)[(
θ1
θ2 − θ1
)2σ2z2 +
1
4
µ2YC
2
x + µY ρyxσY (
θ1
θ2 − θ1
)Cx].
(2.15)
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Kalucha et al. (2015) also compared the eciency of these proposed mean ratio
estimators in (2.8) (2.9) and the ordinary ratio estimator in (2.6). Their results
showed that in both cases of unequal and equal sample split, the multiplicative mean
ratio estimator was not as ecient as the ordinary mean estimator under additive
optional RRT model. However, the additive mean ratio estimator was more ecient
than the ordinary mean estimator when the coecient of correlation ρxy is greater
than 1
2
. Also the additive mean ratio estimator was always more ecient than the
multiplicative mean ratio estimator.
In the unequal sample split case, parameters of the scrambling variables should
satisfy the following conditions:
If the scrambling variable means are positive, then a smaller sub-sample is used for
the smaller scrambling variable mean; if the scrambling variable means are negative,
then a smaller sub-sample is used for the larger scrambling variable mean; if the
scrambling variable means have opposite signs, then a smaller sub-sample is used for
the larger absolute scrambling variable mean; and if one of the scrambling variable
means is zero, then a smaller sub-sample is used to this scrambling variable.
2.3 Simulation Results
We present below two simulation studies to show the performance of the Kalucha
et al. (2015) mean ratio estimators as compared with the ordinary mean estimator
under the optional RRT model.
2.3.1 Kalucha et al. Simulation
First we use the same parameters as Kalucha et al. (2015), and consider two nite
populations with size N=5000 from a bivariate normal distribution with correlation
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coecients ρxy = 0.3 and ρxy = 0.8, respectively. The non-sensitive auxiliary variable
X in each population has a mean of 4 and a variance of 4. And the sensitive variable
Y has a mean of 6 and a variance of 9. The variance of the scrambling variables are
σ21 = 2 and σ
2
2 = 1. For each population, samples with dierent sizes (n=500, 1000,
1500, 2000) will be considered. We also consider both cases of equal sample split and
unequal sample split. The empirical MSE is estimated by using 1000 samples selected
from the population.
Table 1 presents the MSE comparisons for the ordinary RRT estimator µy and
the additive ratio estimator µAR for dierent correlations ρxy using equal sample split
when the mean of the scrambling variables are θ1 = 5 and θ2 = 0.5.
Table 2 and Table 3 show the theoretical and empirical MSEs of the ordinary
RRT estimator and the additive ratio estimator when using unequal sample split. In
Table 2, we use the two positive scrambling variable means θ1 = 0.5 and θ2 = 5, and
the scrambling variable with the larger mean associated with a larger sub-sample; in
Table 3, we use two negative scrambling variable means θ1 = −5 and θ2 = −0.5, and
the scrambling variable with the smaller mean associated with a larger sub-sample.
In all cases, the results shows that the additive ratio estimator is more ecient
than the ordinary RRT estimator when the correlation ρxy > 0.5 (ρxy = 0.8); but
it is not as ecient as the ordinary RRT estimator for correlation ρxy < 0.5 (ρxy =
0.3). We also observe that as the sensitivity level W increases, the MSE of the two
estimators increase as well. This indicates that the eciency of an optional RRT
model is greater than that of a non-optional RRT where W=1.
The theoretical MSEs of the ordinary RRT estimator and the additive ratio esti-
mator we calculated are very close to the results in Kalucha et al. (2015). Even though
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the empirical MSEs are slightly dierent, they are all close to the theoretical MSEs.
The reason for the dierences is that we simulated the populations using dierent
seeds. In order to make sure the parameters we used here are not a clever choice, we
conduct another simulation using dierent parameters. The simulation of Kalucha et
al. (2015) concentrated only on the additive ratio estimator since their multiplicative
ratio estimator was not as ecient as the other two estimators. In the simulation
with new parameters below, we include the comparisons of their multiplicative ratio
estimator as well.
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Table 1. Theoretical (bold) and Empirical MSE Comparisons with Estimates of W ,
µy and µAR for ρxy = 0.3 and ρxy = 0.8 using Equal Sample Split (θ1 = 5, θ2 = 0.5,
n1 = n2).
n n1 n2 W
p = 0.8 p = 0.3
Ŵ
MSE
Ŵ
MSE
µ̂y µ̂AR µ̂y µ̂AR
500 250 250
0.3 0.2939
0.0441 0.0341
0.2969
0.0441 0.0512
0.0440 0.0352 0.0440 0.0519
0.5 0.5060
0.0451 0.0352
0.4953
0.0451 0.0522
0.0450 0.0357 0.0450 0.0510
0.7 0.7028
0.0460 0.0361
0.7022
0.0460 0.0531
0.0469 0.0369 0.0469 0.0540
0.8 0.8110
0.0464 0.0364
0.8006
0.0464 0.0535
0.0465 0.0369 0.0465 0.0538
1000 500 500
0.3 0.3017
0.0209 0.0162
0.2993
0.0209 0.0242
0.0208 0.0169 0.0208 0.0240
0.5 0.5011
0.0214 0.0167
0.5007
0.0214 0.0247
0.0213 0.0169 0.0213 0.0259
0.7 0.6991
0.0218 0.0171
0.7010
0.0218 0.0252
0.0225 0.0182 0.0225 0.0250
0.8 0.7982
0.0220 0.0173
0.8013
0.0220 0.0253
0.0229 0.0179 0.0229 0.0263
1500 750 750
0.3 0.3014
0.0131 0.0102
0.3005
0.0131 0.0153
0.0135 0.0106 0.0135 0.0150
0.5 0.4986
0.0135 0.0105
0.5011
0.0135 0.0156
0.0130 0.0113 0.0130 0.0160
0.7 0.6991
0.0137 0.0108
0.6987
0.0137 0.0158
0.0141 0.0110 0.0141 0.0163
0.8 0.7988
0.0138 0.0109
0.7959
0.0138 0.0160
0.0144 0.0116 0.0144 0.0170
2000 1000 1000
0.3 0.2986
0.0093 0.0072
0.2993
0.0093 0.0108
0.0086 0.0076 0.0086 0.0115
0.5 0.4899
0.0095 0.0074
0.4989
0.0095 0.0110
0.0089 0.0083 0.0089 0.0116
0.7 0.6985
0.0097 0.0076
0.6996
0.0097 0.0112
0.0090 0.0077 0.0090 0.0119
0.8 0.8013
0.0098 0.0077
0.8008
0.0098 0.0113
0.0109 0.0080 0.0109 0.0116
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Table 2. Theoretical (bold) and Empirical MSE Comparisons with Estimates of W ,
µy and µAR for ρxy = 0.3 and ρxy = 0.8 using Unequal Sample Split (θ1 = 0.5,
θ2 = 5, n1 < n2).
n n1 n2 W
p = 0.8 p = 0.3
Ŵ
MSE
Ŵ
MSE
µ̂y µ̂AR µ̂y µ̂AR
500 200 300
0.3 0.2974
0.0570 0.0393
0.2991
0.0570 0.0616
0.0536 0.0420 0.0536 0.0630
0.5 0.4968
0.0594 0.0418
0.5009
0.0594 0.0640
0.0585 0.0430 0.0585 0.0685
0.7 0.6999
0.0617 0.0440
0.7007
0.0617 0.0662
0.0596 0.0468 0.0596 0.0691
0.8 0.8022
0.0627 0.0450
0.7981
0.0627 0.0673
0.0656 0.0459 0.0656 0.0693
1000 450 550
0.3 0.3021
0.0245 0.0187
0.3016
0.0245 0.0269
0.0233 0.0183 0.0233 0.0303
0.5 0.4966
0.0249 0.0189
0.5016
0.0249 0.0279
0.0238 0.0206 0.0238 0.0333
0.7 0.6991
0.0263 0.0198
0.7004
0.0263 0.0288
0.0272 0.0203 0.0272 0.0330
0.8 0.7981
0.0274 0.0205
0.7995
0.0274 0.0298
0.0289 0.0219 0.0289 0.0350
1500 650 850
0.3 0.2993
0.0163 0.0117
0.3017
0.0163 0.0173
0.0153 0.0119 0.0153 0.0179
0.5 0.4968
0.0172 0.0120
0.5016
0.0172 0.0185
0.0170 0.0120 0.0170 0.0191
0.7 0.6992
0.0176 0.0130
0.6990
0.0176 0.0191
0.0169 0.0137 0.0169 0.0203
0.8 0.8023
0.0178 0.0129
0.8018
0.0178 0.0195
0.0196 0.0129 0.0196 0.0210
2000 950 1050
0.3 0.3006
0.0108 0.0076
0.3017
0.0108 0.0126
0.0123 0.0068 0.0123 0.0119
0.5 0.5016
0.0110 0.0080
0.5031
0.0110 0.0126
0.0113 0.0103 0.0113 0.0132
0.7 0.7001
0.0115 0.0081
0.6985
0.0115 0.0131
0.0129 0.0099 0.0129 0.0129
0.8 0.7982
0.0120 0.0083
0.7896
0.0120 0.0132
0.0135 0.0106 0.0135 0.0136
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Table 3. Theoretical (bold) and Empirical MSE Comparisons with Estimates of W ,
µy and µAR for ρxy = 0.3 and ρxy = 0.8 using Unequal Sample Split (θ1 = −5,
θ2 = −0.5, n1 > n2).
n n1 n2 W
p = 0.8 p = 0.3
Ŵ
MSE
Ŵ
MSE
µ̂y µ̂AR µ̂y µ̂AR
500 300 200
0.3 0.3014
0.0560 0.0382
0.3010
0.0560 0.0605
0.0546 0.0386 0.0546 0.0609
0.5 0.5016
0.0573 0.0396
0.4962
0.0573 0.0619
0.0596 0.0402 0.0596 0.0629
0.7 0.7002
0.0584 0.0407
0.7022
0.0584 0.0630
0.0602 0.0409 0.0602 0.0637
0.8 0.7983
0.0589 0.0412
0.8009
0.0589 0.0635
0.0600 0.0419 0.0600 0.0659
1000 550 450
0.3 0.3017
0.0242 0.0170
0.3012
0.0242 0.0265
0.0220 0.0200 0.0220 0.0269
0.5 0.5008
0.0247 0.0178
0.5006
0.0247 0.0273
0.0231 0.0186 0.0231 0.0287
0.7
0.6999 0.0252 0.0181
0.7003
0.0252 0.0275
0.0256 0.0189 0.0256 0.0290
0.8
0.7807 0.0253 0.0183
0.8023
0.0253 0.0278
0.0268 0.0192 0.0268 0.0302
1500 850 650
0.3 0.2963
0.0162 0.0112
0.2869
0.0162 0.0169
0.0143 0.0115 0.0143 0.0179
0.5 0.4852
0.0165 0.0113
0.4926
0.0165 0.0171
0.0158 0.0119 0.0158 0.0186
0.7 0.6983
0.0166 0.0115
0.7016
0.0166 0.0172
0.0160 0.0115 0.0160 0.0198
0.8 0.8004
0.0169 0.0116
0.8026
0.0169 0.0183
0.0170 0.0120 0.0170 0.0197
2000 1050 950
0.3 0.2963
0.0102 0.0073
0.2981
0.0102 0.0115
0.0097 0.0065 0.0097 0.0119
0.5 0.4985
0.0106 0.0079
0.5007
0.0106 0.0117
0.0109 0.0059 0.0109 0.0118
0.7 0.6983
0.0109 0.0080
0.7010
0.0109 0.0121
0.0116 0.0083 0.0116 0.0126
0.8 0.7853
0.0111 0.0083
0.7953
0.0111 0.0125
0.0113 0.0092 0.0113 0.0136
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2.3.2 New Simulation
We consider two nite populations with size N=5000 from a bivariate normal
distribution with correlation coecients ρxy = 0.2 and ρxy = 0.7 respectively. The
non-sensitive auxiliary variable X in each population has a mean of 5 and a variance
of 5. And the sensitive variable Y has a mean of 9 and a variance of 16. The variances
of the scrambling variables are σ21 = 2 and σ
2
2 = 1. For each population, samples with
dierent sizes (n=500, 1000, 1500, 2000) are considered. We also consider both cases
of equal sample split and unequal sample split. The empirical MSE is estimated by
using 1000 samples selected from the population.
Table 4 presents the MSEs for the ordinary RRT estimator, the additive ratio
estimator and the multiplicative ratio estimator using equal sample split when the
scrambling variable means are θ1 = 6 and θ2 = 0.6. Table 5 and Table 6 show the
same comparisons but using unequal sample split and dierent scrambling variable
means. In Table 5, two scrambling variable means have positive sign and the smaller
scrambling variable mean is associated with a smaller sample size. Two scrambling
variable means are θ1 = 0.6 and θ2 = 6, respectively. In Table 6, two scrambling
variable means used (θ1 = −6 and θ2 = −0.6) have negative sign and the smaller
scrambling variable mean with a larger sample size.
All three tables show that the additive ratio estimator µ̂AR is more ecient than
the ordinary mean estimator µ̂y when the correlation coecient ρxy = 0.7, but it is not
as ecient as the ordinary mean estimator when ρxy = 0.2. The multiplicative ratio
estimator is not as ecient as the ordinary estimator or the additive ratio estimator
under any of the sensitivity levels and correlations. We also observe that the MSEs
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increases as the sensitivity level W increases. Thus, the new simulation study also
gives results on expected lines for both equal and unequal sub-sample size cases.
2.4 Concluding Chapter Remarks
This chapter presented the ratio estimator by Sousa et al. (2010) under a non-
optional RRT model, and also the two ratio estimators by Kalucha et al. (2015)
under the Gupta et al. additive optional RRT model using a non-sensitive auxiliary
variable. Kalucha et al. (2015) results showed that the additive ratio estimator is
more ecient than the ordinary RRT estimator when the sensitive study variable
Y and the auxiliary variable X have a correlation greater than 1
2
for both equal and
unequal sample split. Their results also showed that the multiplicative ratio estimator
is not as good as the ordinary RRT estimator and the additive ratio estimator. Two
simulation studies with dierent parameters showed this in the previous section. We
also notice that the MSE of the estimators increase as the sensitivity levelW increases,
which indicates that the optional RRT ratio estimators are more ecient than the
non-optional RRT ratio estimators.
In general, ratio estimator should be more ecient than the ordinary ratio estima-
tor. But the multiplicative ratio esimator does not work eciently, may be because
the ratio in the estimator is the ordinary product of the ratios in the two sub-sample.
If we take the geometric mean of these ratios, the eciency of the multiplicative es-
timator may change. With this motivation, we will modify the multiplicative ratio
estimator in the next chapter and improve its eciency.
31
Table 4. Theoretical (bold) and Empirical MSE Comparisons of µy, µAR and µMR for
Correlations ρxy = 0.2 and ρxy = 0.7 using Equal Sample Split (θ1 = 6, θ2 = 0.6,
n1 = n2).
n n1 n2 W
MSE
p = 0.7 p = 0.2
µ̂y µ̂AR µ̂MR µ̂y µ̂AR µ̂MR
500 250 250
0.3
0.0760 0.0637 0.1123 0.0760 0.0943 0.1731
0.0792 0.0632 0.1162 0.0792 0.0976 0.1715
0.5
0.0771 0.0648 0.1134 0.0771 0.0954 0.1742
0.0806 0.0685 0.1170 0.0806 0.0988 0.1781
0.7
0.0780 0.0657 0.1143 0.0780 0.0963 0.1751
0.0795 0.0692 0.1179 0.0795 0.0999 0.1796
0.8
0.0784 0.0661 0.1147 0.0784 0.0967 0.1755
0.0812 0.0699 0.1174 0.0812 0.1003 0.1790
1000 500 500
0.3
0.0360 0.0302 0.0532 0.0360 0.0447 0.0825
0.0349 0.0326 0.0556 0.0349 0.0461 0.0820
0.5
0.0365 0.0307 0.0537 0.0365 0.0456 0.0830
0.0373 0.0324 0.0572 0.0373 0.0472 0.0846
0.7
0.0370 0.0311 0.0541 0.0370 0.0466 0.0846
0.0389 0.0336 0.0569 0.0389 0.4790 0.0843
0.8
0.0371 0.0313 0.0543 0.0371 0.0458 0.0831
0.0396 0.0340 0.0576 0.0396 0.0486 0.0859
1500 750 750
0.3
0.0227 0.0190 0.0335 0.0227 0.0281 0.0516
0.0216 0.0186 0.0349 0.0216 0.0292 0.0538
0.5
0.0230 0.0193 0.0338 0.0230 0.0285 0.0520
0.0245 0.0219 0.0356 0.0245 0.0296 0.0547
0.7
0.0233 0.0196 0.0341 0.0238 0.0287 0.0522
0.0249 0.0200 0.0368 0.0249 0.0300 0.0555
0.8
0.0234 0.0197 0.0342 0.0234 0.0288 0.0523
0.0243 0.0209 0.0359 0.0243 0.0305 0.0546
2000 1000 1000
0.3
0.0160 0.0134 0.0236 0.0160 0.0198 0.0372
0.0138 0.0149 0.0249 0.0138 0.0209 0.0365
0.5
0.0162 0.0136 0.0239 0.0162 0.0201 0.0365
0.0176 0.0157 0.0256 0.0176 0.0210 0.0383
0.7
0.0164 0.0138 0.0241 0.0164 0.0203 0.0367
0.0182 0.0152 0.0260 0.0182 0.0219 0.0390
0.8
0.0165 0.0139 0.0241 0.0165 0.0203 0.0369
0.0186 0.0164 0.0257 0.0186 0.0219 0.0392
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Table 5. Theoretical (bold) and Empirical MSE Comparisons of µy, µAR and µMR
for Correlations ρxy = 0.2 and ρxy = 0.7 using Unequal Sample Split (θ1 = 0.6,
θ2 = 6, n1 < n2).
n n1 n2 W
MSE
p = 0.7 p = 0.2
µ̂y µ̂AR µ̂MR µ̂y µ̂AR µ̂MR
500 200 300
0.3
0.0980 0.0738 0.1132 0.0980 0.1139 0.1931
0.0972 0.0751 0.1159 0.0972 0.1152 0.2002
0.5
0.1004 0.0762 0.1156 0.1003 0.1163 0.1954
0.0982 0.0768 0.1168 0.0982 0.1164 0.2015
0.7
0.1025 0.0783 0.1177 0.1025 0.1184 0.1975
0.0989 0.0790 0.1166 0.0989 0.1179 0.2010
0.8
0.1035 0.0793 0.1187 0.1034 0.1194 0.1985
0.1015 0.0803 0.1189 0.1015 0.1175 0.2019
1000 400 600
0.3
0.0470 0.0352 0.0536 0.0469 0.0544 0.0919
0.0452 0.0359 0.0549 0.0452 0.0564 0.0931
0.5
0.0481 0.0363 0.0548 0.0481 0.0556 0.0931
0.0480 0.0367 0.0560 0.0480 0.0548 0.0948
0.7
0.0491 0.0373 0.0558 0.0491 0.0566 0.0941
0.0493 0.0366 0.0541 0.0493 0.0550 0.0955
0.8
0.0496 0.0378 0.0562 0.0496 0.0570 0.0945
0.0500 0.0380 0.0571 0.0500 0.0571 0.0951
1500 600 900
0.3
0.0299 0.0223 0.0337 0.0299 0.0346 0.0582
0.0308 0.0231 0.0349 0.0308 0.0357 0.0587
0.5
0.0307 0.0230 0.0345 0.0306 0.0353 0.0589
0.0297 0.0239 0.0356 0.0297 0.0368 0.0602
0.7
0.0313 0.0237 0.0351 0.0313 0.0360 0.0596
0.0318 0.0252 0.0362 0.0318 0.0369 0.0601
0.8
0.0316 0.0240 0.0354 0.0316 0.0363 0.0599
0.0320 0.0241 0.0361 0.0320 0.0377 0.0615
2000 800 1200
0.3
0.0214 0.0159 0.0238 0.0214 0.0247 0.0414
0.0220 0.0163 0.0256 0.0220 0.0256 0.0425
0.5
0.0219 0.0164 0.0243 0.0219 0.0252 0.0419
0.0228 0.0178 0.0268 0.0228 0.0253 0.0434
0.7
0.0224 0.0168 0.0248 0.0224 0.0257 0.0423
0.0215 0.0192 0.0272 0.0215 0.0271 0.0436
0.8
0.0226 0.0171 0.0250 0.0226 0.0259 0.0425
0.0231 0.0171 0.0267 0.0231 0.0283 0.0433
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Table 6. Theoretical (bold) and Empirical MSE Comparisons of µy, µAR and µMR
for ρxy = 0.2 and ρxy = 0.7 using Unequal Sample Split (θ1 = −6, θ2 = −0.6,
n1 > n2).
n n1 n2 W
MSE
p = 0.7 p = 0.2
µ̂y µ̂AR µ̂MR µ̂y µ̂AR µ̂MR
500 300 200
0.3
0.1009 0.0763 0.1153 0.1009 0.1167 0.1957
0.0962 0.0758 0.1153 0.0962 0.1158 0.1960
0.5
0.1024 0.0778 0.1163 0.1023 0.1182 0.1972
0.0982 0.0769 0.1159 0.0982 0.1162 0.1982
0.7
0.1036 0.0790 0.1180 0.1035 0.1193 0.1984
0.1013 0.0777 0.1158 0.1013 0.1157 0.1976
0.8
0.1040 0.0794 0.1184 0.1040 0.1198 0.1988
0.1007 0.0790 0.1181 0.1007 0.1182 0.2003
1000 600 400
0.3
0.0484 0.0364 0.0546 0.0483 0.0557 0.0932
0.0478 0.0365 0.0561 0.0478 0.0560 0.0942
0.5
0.0491 0.0371 0.0553 0.0490 0.0565 0.0939
0.0492 0.0368 0.0570 0.0492 0.0565 0.0971
0.7
0.0492 0.0376 0.0559 0.0492 0.0570 0.0945
0.0482 0.0376 0.0583 0.0482 0.0571 0.0946
0.8
0.0498 0.0379 0.0561 0.0498 0.0572 0.0947
0.0490 0.0382 0.0575 0.0490 0.0569 0.0900
1500 900 600
0.3
0.0308 0.0231 0.0344 0.0308 0.0354 0.0590
0.0309 0.0240 0.0361 0.0309 0.0359 0.0600
0.5
0.0313 0.0235 0.0348 0.0313 0.0359 0.0595
0.0283 0.0249 0.0355 0.0283 0.0369 0.0621
0.7
0.0316 0.0239 0.0352 0.0316 0.0362 0.0598
0.0316 0.0242 0.0368 0.0316 0.0372 0.0631
0.8
0.0318 0.0240 0.0353 0.0317 0.0364 0.0600
0.0325 0.0251 0.0371 0.0325 0.0381 0.0626
2000 1200 800
0.3
0.0221 0.0164 0.0242 0.0220 0.0253 0.0419
0.0220 0.0168 0.0255 0.0220 0.0259 0.0435
0.5
0.0224 0.0167 0.0246 0.0224 0.0256 0.0423
0.0199 0.0173 0.0267 0.0199 0.0292 0.0445
0.7
0.0226 0.0170 0.0248 0.0226 0.0259 0.0425
0.0210 0.0186 0.0259 0.0210 0.0283 0.0451
0.8
0.0227 0.0171 0.0249 0.0227 0.0260 0.0426
0.0246 0.0176 0.0283 0.0246 0.0296 0.0463
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CHAPTER III
IMPROVED MULTIPLICATIVE RATIO ESTIMATOR OF MEAN
3.1 Introduction
In Chapter 2, we presented the ordinary RRT estimator under Gupta et al. (2010)
[13] additive optional RRT model. The mean estimator and the corresponding mean
square error (MSE) are given below:
µ̂y =
θ2Z̄1 − θ1Z̄2
θ2 − θ1
, (θ1 6= θ2), (3.1)
and
MSE(µ̂y) =
1
(θ2 − θ1)2
[θ22(
1− f1
n1
)σ2Z1 + θ
2
1(
1− f2
n2
)σ2Z2 ], θ1 6= θ2. (3.2)
We also presented two ratio estimators by Kalucha et al. (2015) [15]. Kalucha et
al. (2015) were motivated by a ratio estimator under a non-optional RRT model by
Sousa et al. (2010) [24]. The two ratio estimators were the additive ratio estimator
and the multiplicative ratio estimator respectively. These estimators with associated
MSE's are given below:
µ̂AR = (
θ2z̄1 − θ1z̄2
θ2 − θ1
)(
µx
x̄1
+
µx
x̄2
)(
1
2
), (3.3)
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µ̂MR = (
θ2z̄1 − θ1z̄2
θ2 − θ1
))(
µx
x̄1
)(
µx
x̄2
), (3.4)
MSE(µ̂MR) =E(µMR − µY )2
≈(1− f1
n1
)[(
θ2
θ2 − θ1
)2σ2z1 + µ
2
YC
2
x − 2µY ρyxσY (
θ2
θ2 − θ1
)Cx]
+ (
1− f2
n2
)[(
θ1
θ2 − θ1
)2σ2z2 + µ
2
YC
2
x + 2µY ρyxσY (
θ1
θ2 − θ1
)Cx],
(3.5)
and
MSE(µ̂AR) =E(µAR − µY )2
≈(1− f1
n1
)[(
θ2
θ2 − θ1
)2σ2z1 +
1
4
µ2YC
2
x − µY ρyxσY (
θ2
θ2 − θ1
)Cx]
+ (
1− f2
n2
)[(
θ1
θ2 − θ1
)2σ2z2 +
1
4
µ2YC
2
x + µY ρyxσY (
θ1
θ2 − θ1
)Cx].
(3.6)
Kalucha et al. (2015) showed that the additive ratio estimator µ̂AR is more ecient
than the ordinary RRT estimator when the correlation between the study variable
and the auxiliary variable is greater than 1
2
. But the multiplicative ratio estimator
is not as ecient as the ordinary RRT estimator and the additive ratio estimator.
One can note that their additive ratio estimator uses the arithmetic mean of the two
ratios in the sub-samples. But the multiplicative ratio estimator simply multiplies the
two ratios of the sub-sample. It is reasonable to think that if we take the geometric
mean of the two ratios, the eciency of the estimator will be improved. Based
on this, we propose a new ratio estimator. The basic idea of the geometric mean
ratio estimator and the corresponding derivations of bias and MSE are provided in
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Section 3.2. Theoretical eciency comparison is presented in Section 3.3, However,
the empirical comparisons are deferred until Chapter 4.
3.2 The Proposed Multiplicative Ratio Estimator
Suppose the sensitive study variable Y has mean µy, the non-sensitive auxiliary
variable X has mean µx, and the correlation coecient between X and Y is ρxy. Let
the two scrambling variable means in the two sub-samples be θ1 and θ2, and variances
be σ21 and σ
2
2, respectively. Let the reported responses Zi (i=1,2) have sample means
z̄1 and z̄2 in the two sub-samples. We assume µx is known. The proposed mean ratio
estimator is
µ̂GMR = (
θ2z̄1 − θ1z̄2
θ2 − θ1
))
√
(
µx
x̄1
)(
µx
x̄2
) (3.7)
A large sample size is assumed so that
∣∣δzi∣∣ < 1 and ∣∣δxi∣∣ < 1 (i=1,2), where δZ1 =
z̄1−µZ1
µZ1
, δZ2 =
z̄2−µZ2
µZ2
, δx1 =
x̄1−µX
µX
, δx2 =
x̄2−µX
µX
. The proposed ratio estimators (3.7)
can be written as
µ̂GMR = [µy + µz1δz1(
θ1
θ2 − θ1
)− µz2δz2(
θ2
θ2 − θ1
)](1 + δx1)
−1(1 + δx2)
−1. (3.8)
Using rst order Taylor's approximation and retaining terms of order up to 2,
the dierence between the geometric mean ratio estimator and the true mean can be
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written as
µ̂GMR − µy =µy(−
1
2
δx2 +
3
8
δ2x2 −
1
2
δx1 +
1
4
δx1δx2 +
3
8
δ2x1) + µz1(
θ2
θ2 − θ1
)
(δz1 −
1
2
δz1δx2 −
1
2
δz1δx1)− µz2(
θ1
θ2 − θ1
)(δz2 −
1
2
δz2δx2 −
1
2
δz1δx2).
(3.9)
Under the assumption of bivariate normality (Sukhatme et al. 1970): E(δx1) =
0; E(δx2) = 0; E(δ
2
x1
) = (1−f1
n1
)C2x1 ; E(δ
2
x2
) = (1−f2
n2
)C2x2 ; E(δx1δx2) = 0;E(δz1) =
0; E(δz2) = 0;E(δz1δx2) = 0; E(δz2δx1) = 0; E(δz1δx1) =
(1−f1)
n1
Cz1x1 ; E(δz2δx2) =
(1−f2)
n2
Cz2x2 , where f1 =
n1
N
, f2 =
n2
N
, Cz1x1 = ρz1x1Cz1Cx1 , and Cz2x2 = ρz2x2Cz2Cx2 .
Note that the correlations ρzixi (i=1,2) are given by
ρzixi =
Cov(zi, xi)√
V ar(zi)
√
V ar(xi)
=
σzixi
σziσxi
=
σxiy
σziσxi
=
ρxiyσyσxi
µziCziσxi
=
ρxyσy
µziCzi
, (3.10)
also, Cx1 = Cx2 = Cx, ρz1x1 = ρz1x, and ρz2x2 = ρz2x.
Taking expectation on both sides of (3.9), the bias of the geometric mean ratio esti-
mator µ̂GMR, correct to rst order of approximation, is given by
Bias(µ̂GMR) ≈
3
8
µy[(
1− f1
n1
)C2x1 + (
1− f2
n2
)C2x2 ]− (
θ2
θ2 − θ1
)
1
2
(
1− f1
n1
)ρz1x1Cz1Cx1
+ (
θ1
θ2 − θ1
)
1
2
(
1− f2
n2
)ρz2x2Cz2Cx2
=
3
8
µy[(
1− f1
n1
)C2x + (
1− f2
n2
)C2x]− (
θ2
θ2 − θ1
)
1
2
(
1− f1
n1
)ρxyσyCx
+ (
θ1
θ2 − θ1
)
1
2
(
1− f2
n2
)ρxyσyCx.
(3.11)
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To determine the expression for MSE of the geometric mean ratio estimator µ̂GMR,
we use Taylor's approximation retaining terms of order up to 2. With this
(µ̂GMR − µy)2 ≈µ2y(
1
4
δ2x2 +
1
4
δ2x1 +
1
4
δx1δx2) + µ
2
z1
(
θ2
θ2 − θ1
)2δ2z1 + µ
2
z2
(
θ1
θ2 − θ1
)2δ2z2
+ 2µyµz1(
θ2
θ2 − θ1
)(−1
2
δx2δz1 −
1
2
δx1δz1)− 2µyµz2(
θ1
θ2 − θ1
)
(−1
2
δx2δz2 −
1
2
δx1δz2)− µz1µz2(
θ1
θ2 − θ1
)(
θ2
θ2 − θ1
)(δz1δz2).
(3.12)
Then using E(δ2x1) = (
1−f1
n1
)C2x1 ; E(δ
2
x2
) = (1−f2
n2
)C2x2 ; E(δx1δx2) = 0; E(δ
2
z1
) =
(1−f1
n1
)C2z1 ; E(δ
2
z2
) = (1−f2
n2
)C2z2 ; E(δz1δz2) = 0; E(δz1δx1) = (
1−f1
n1
)ρz1x1Cz1Cx1 ; E(δz2δx2) =
(1−f2
n2
)ρz2x2Cz2Cx2 ; E(δz2δx1) = 0; E(δz1δx2) = 0. Taking the expected value on both
sides of (3.12), the expression for MSE of µ̂GMR, correct to rst order of approxima-
tion, is given by
MSE(µ̂GMR) ≈
1
4
µ2y[(
1− f1
n1
)C2x1 + (
1− f2
n2
)C2x2 ] + µ
2
z1
(
θ2
θ2 − θ1
)2(
1− f1
n1
)C2z1
µ2z2(
θ1
θ2 − θ1
)2(
1− f2
n2
)C2z2 + 2µyµz1(
θ2
θ2 − θ1
)[−1
2
(
1− f1
n1
)ρz1x1Cz1Cx1 ]
− 2µyµz2(
θ1
θ2 − θ1
)[−1
2
(
1− f1
n2
)ρz2x2Cz2Cx2 ]
= (
1− f1
n1
)[(
θ2
θ2 − θ1
)2µ2z1C
2
z1
+
1
4
µ2yC
2
x1
− µyµz1(
θ2
θ2 − θ1
)ρz1x1Cz1Cx1 ]
+ (
1− f2
n2
)[(
θ1
θ2 − θ1
)2µ2z2C
2
z2
+
1
4
µ2yC
2
x2
− µyµz2(
θ1
θ2 − θ1
)ρz2x2Cz2Cx2 ].
(3.13)
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This can be rewritten as
MSE(µ̂GMR) =E[(µ̂GMR − µY )2]
≈(1− f1
n1
)[(
θ2
θ2 − θ1
)2σ2z1 +
1
4
µ2YC
2
x − µY ρyxσY (
θ2
θ2 − θ1
)Cx]
+ (
1− f2
n2
)[(
θ1
θ2 − θ1
)2σ2z2 +
1
4
µ2YC
2
x + µY ρyxσY (
θ1
θ2 − θ1
)Cx].
(3.14)
3.3 Eciency Comparisons
3.3.1 MSE Comparisons
(1) The dierence between the approximate MSE of the geometric mean ratio esti-
mator (3.14) and the muliplicative ratio estimator (3.5) is given by
MSE(1)(µ̂GMR)−MSE(1)(µ̂MR) =−
3
4
(
1− f1
n1
)µ2yC
2
x −
3
4
(
1− f2
n2
)µ2yC
2
x + µyCx
ρxyσy[(
1− f1
n1
)(
θ2
θ2 − θ1
)− (1− f2
n2
)(
θ1
θ2 − θ1
)].
(3.15)
Thus, MSE(1)(µ̂GMR)<MSE
(1)(µ̂MR) if
− 3
4
[(
1− f1
n1
) + (
1− f2
n2
)]+
Cy
Cx
ρxy[(
1− f1
n1
)(
θ2
θ2 − θ1
)− (1− f2
n2
)(
θ1
θ2 − θ1
)] < 0.
(3.16)
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(2) The dierence between approximate MSE of the geometric mean ratio estimator
(3.14) and the ordinary RRT estimator (3.1) is given by
MSE(1)(µ̂GMR)−MSE(1)(µ̂y) =(
1− f1
n1
)[
1
4
µ2yC
2
x − µyρxyσyCx(
θ2
θ2 − θ1
)]
+ (
1− f2
n2
)[
1
4
µ2yC
2
x − µyρxyσyCx(
θ1
θ2 − θ1
)].
(3.17)
Thus, MSE(1)(µ̂GMR)<MSE
(1)(µ̂y) if
(
1− f1
n1
)[
1
4
− ρxy
Cy
Cx
(
θ2
θ2 − θ1
)] + (
1− f2
n2
)[
1
4
+ ρxy
Cy
Cx
(
θ1
θ2 − θ1
)] < 0, (3.18)
which can be rewritten as
1
4
[(
1− f1
n1
) + (
1− f2
n2
)]− ρxy
Cy
Cx
[(
1− f1
n1
)(
θ2
θ2 − θ1
)−
(
1− f2
n2
)(
θ1
θ2 − θ1
)] < 0.
(3.19)
(3) We can also note that the approximate MSE's of the geometric mean ratio
estimator (3.14) and the additive ratio estimator (3.6) are equal. That is,
MSE(1)(µ̂GMR)−MSE(1)(µ̂AR) = 0. (3.20)
Since the approximate MSE of the geometric estimator, up to rst order of approxi-
mation, is the same as the MSE of the additive ratio estimator, we will only compare
41
it with the multiplicative ratio estimator and the ordinary RRT estimator. In order
to make the above expressions simpler, we let
α = (
1− f1
n1
) + (
1− f2
n2
) (3.21)
and
β = (
1− f1
n1
)(
θ2
θ2 − θ1
)− (1− f2
n2
)(
θ1
θ2 − θ1
). (3.22)
Also, we assume the coecient of variations of X and Y are the same, that is, we
assume
Cx = Cy. (3.23)
Thus, the comparisons (3.16) and (3.19) can be written as:
(1) MSE(1)(µ̂GMR)<MSE
(1)(µ̂MR) if −34α + ρxyβ <0
(2) MSE(1)(µ̂GMR)<MSE
(1)(µ̂y) if
1
4
α− ρxyβ <0
Since fi (i = 1, 2) are less than one, α = (
1−f1
n1
) + (1−f2
n2
) is always positive. Thus,
whether or not the cases (1) and (2) can be established depends on the value of β.
If β<0, Case (1) is always true, but Case (2) will not be true. In other words, when
β < 0, the geometric mean ratio estimator is more ecient than the multiplicative
ratio estimator, but not be as ecient as the ordinary RRT estimator. The situation
when β > 0 is considered below.
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In order to make the expression of β more clear, we let
a = (
1− f1
n1
) and b = (
1− f2
n2
) (3.24)
Thus,
β = a(
θ2
θ2 − θ1
)− b( θ1
θ2 − θ1
). (3.25)
It is easy to see that both a and b are greater than zero. Also, if a>b, then n1<n2;
and if b>a, then n1>n2.
Various situations when β >0 are presented below:
• 0 < θ1 < θ2, n1 < n2. In this case, a>b and 0 < ( θ1θ2−θ1 ) < (
θ2
θ2−θ1 ). Thus,
β = a( θ2
θ2−θ1 )− b(
θ1
θ2−θ1 ) > 0.
• 0 < θ2 < θ1, n2 < n1. In this case, a<b and ( θ1θ2−θ1 ) < (
θ2
θ2−θ1 ) < 0. Thus,
β = a( θ2
θ2−θ1 )− b(
θ1
θ2−θ1 ) > 0.
• θ2 < θ1 < 0, n1 < n2. In this case, a>b and 0 < ( θ1θ2−θ1 ) < (
θ2
θ2−θ1 ). Thus,
β = a( θ2
θ2−θ1 )− b(
θ1
θ2−θ1 ) > 0.
• θ1 < θ2 < 0, n2 < n1. In this case, a<b and ( θ1θ2−θ1 ) < (
θ2
θ2−θ1 ) < 0. Thus,
β = a( θ2
θ2−θ1 )− b(
θ1
θ2−θ1 ) > 0.
• θ1 = 0. In this case, β = b > 0.
• θ2 = 0. In this case, β = a > 0.
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• θ1 < 0 < θ2. In this case, a>0, b>0, and ( θ1θ2−θ1 ) < 0 < (
θ2
θ2−θ1 ) Thus, β =
a( θ2
θ2−θ1 )− b(
θ1
θ2−θ1 ) > 0.
• θ2 < 0 < θ1. In this case, a>0, b>0, and ( θ1θ2−θ1 ) < 0 < (
θ2
θ2−θ1 ) Thus, β =
a( θ2
θ2−θ1 )− b(
θ1
θ2−θ1 ) > 0.
The situations when β > 0 can be summarized as follows:
• If two scrambling variable means are positive, then the scrambling variable with
the smaller mean should associate with the smaller sub-sample size.
• If two scrambling variable means are negative, then the scrambling variable with
the smaller mean should associate with the larger sub-sample size.
• If one of the scrambling variable means is 0 or two scrambling variable means
have opposite signs, then there is no specic requirement for sub-sample size.
Therefore, we can rewrite (1) and (2), when α > 0 and β > 0, as:
MSE(1)(µ̂GMR) < MSE
(1)(µ̂MR) if ρxy <
3α
4β
(3.26)
MSE(1)(µ̂GMR) < MSE
(1)(µ̂y) if ρxy >
α
4β
(3.27)
We explore these conditions under both cases of equal sample split and unequal sam-
ple split:
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Equal Sample Split Case
If n1 = n2, then
α = (
1− f1
n1
) + (
1− f2
n2
) = 2(
1− f1
n1
) > 0
and
β = (
1− f1
n1
)(
θ2
θ2 − θ1
)− (1− f2
n2
)(
θ1
θ2 − θ1
) = (
1− f1
n1
) > 0
Therefore, 3α
4β
= 3
2
and α
4β
= 1
2
. Based on these, we can conclude the following for
equal sample split:
• The condition ρxy < 32 is always true, hence MSE
(1)(µ̂GMR) < MSE
(1)(µ̂MR).
This means that the geometric mean ratio estimator is always more ecient
than the multiplicative ratio estimator.
• If ρxy > 12 , MSE
(1)(µ̂GMR) < MSE
(1)(µ̂y). This means that the geometric
mean ratio estimator is more ecient than the ordinary RRT estimator when
the correlation coecient between X and Y is greater than 1
2
.
Unequal Sample Split Case
If n1 6= n2, then α4β <
1
2
. Since α = a + b and β = a( θ2
θ2−θ1 ) + b(
θ1
θ2−θ1 ) (β > 0), it can
be written as:
(a+ b) < 2(
aθ2 − bθ1
θ2 − θ1
), β > 0. (3.28)
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The conditions that satisfy the above inequality (3.28) and β > 0 are:
• 0 ≤ θ1 < θ2, n1 < n2
• θ1 < 0 < θ2, |θ1| < θ2, n1 < n2
• θ1 < θ2 ≥ 0, n2 < n1
• θ1 < 0 < θ2, |θ1| > θ2, n2 < n1
• 0 ≤ θ2 < θ1, n2 < n1
• θ2 < 0 < θ1, θ1 > |θ2|, n2 < n1
• θ2 < θ1 ≤ 0, n1 < n2
• θ2 < 0 < θ1, θ1 < |θ2|, n1 < n2
These conditions can be summarized as follows:
• If the two scrambling variable means are positive, then the scrambling variable
with the smaller mean should associate with the smaller sub-sample size.
• If the two scrambling variable means are negative, then the scrambling variable
with the smaller mean should associate with the larger sub-sample size.
• If the two scrambling variable means have opposite signs, then the scrambling
variable with the larger absolute mean should associate with the larger sub-
sample size.
• If one of the two scrambling variable means is zero, then the scrambling variable
with the mean of zero should associate with the smaller sub-sample size.
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If the parameters satisfy the above conditions for unequal sample split, the geometric
mean ratio estimator is more ecient than the ordinary RRT estimator when the
correlation coecient ρxy is greater than
1
2
. Also note that α
4β
< 1
2
⇔ 3α
4β
< 3
2
.
Therefore, we can conclude in the unequal sample split case that
(1) MSE(1)(µ̂GMR)<MSE
(1)(µ̂MR) if ρxy <
3
2
(which is always true)
(2) MSE(1)(µ̂GMR)<MSE
(1)(µ̂y) if ρxy >
1
2
In other words,
(1) If ρxy <
3
2
, which is always true, MSE(1)(µ̂GMR) < MSE
(1)(µ̂MR). This means
the geometric mean ratio estimator is always more ecient than the multiplica-
tive ratio estimator.
(2) If ρxy >
1
2
, MSE(1)(µ̂GMR) < MSE
(1)(µ̂y). This means the geometric mean
ratio estimator is more ecient than the ordinary RRT estimator when the
correlation coecient between X and Y is greater than 1
2
.
3.3.2 Bias Comparisons
Since approximate MSE, up to the rst order of approximation, of the geometric
mean ratio estimator is the same as that of the additive ratio estimator, the biases of
these two estimators(3.11) (2.12) are compared.
Bias(1)(µ̂GMR)−Bias(1)(µ̂AR) = −
1
8
µyC
2
x[(
1− f1
n1
) + (
1− f2
n2
)] < 0 (3.29)
Thus, the geometric mean ratio estimator has smaller bias than the additive ratio
estimator.
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3.4 Concluding Chapter Remarks
In this chapter, a geometric mean ratio estimator is proposed and its bias and
MSE are derived, up to rst order approximation. Also, its eciency is compared
with the multiplicative ratio estimator, the ordinary RRT estimator and the additive
ratio estimator. The results showed that for both equal and unequal sample split
cases, the geometric mean ratio estimator is more ecient than the multiplicative
ratio estimator; it is more ecient than the ordinary RRT ratio estimator when the
correlation coecient between the sensitive variable Y and the auxiliary variable X
is greater than 1
2
; the eciency of the geometric mean ratio estimator coincides with
the additive ratio estimator but it has smaller bias as compared to the additive ratio
estimator. All the derivations are based on the rst order approximation.
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CHAPTER IV
SIMULATIONS
In this chapter, we conduct a simulation study focusing on comparisons of the
theoretical and the empirical MSEs of our proposed geometric mean ratio estimator
µ̂GMR with other RRT estimators. We consider two bivariate normal distributions
for [X, Y] with the same mean and variances but dierent correlation coecients
(ρxy = 0.7 and ρxy = 0.2). The two covariance matrices Σ are as given below:
Population 1 Σ =
 5 6.26
6.26 16

Population 2 Σ =
 5 1.79
1.79 16

To explain the simulation process further, we started with two samples of size
5000 each from two bivariate normal populations with parameters
µx1 = 5, σ
2
x1
= 5, µy1 = 9, σ
2
y1
= 16, ρxy1 = 0.7 and
µx2 = 5, σ
2
x2
= 5, µy2 = 9, σ
2
y2
= 16, ρxy2 = 0.2
(A)
49
Then we used these two sets of 5000 data points as our nite populations. The means,
variances and correlation coecients for these 5000 data points given below in (B)
are very close to the parameter values we used to generate these data but not exactly
same.
µx1 = 4.9941, σ
2
x1
= 4.9284, µy1 = 9.0095, σ
2
y1
= 16.0236, ρxy1 = 0.7029 and
µx2 = 4.9873, σ
2
x2
= 4.8852, µy2 = 9.0079, σ
2
y2
= 16.0141, ρxy2 = 0.1974
(B)
For the simulation study, we used parameter values in (B) and not those in (A).
The scrambling variables S1 and S2 are taken from two normal distributions with
variances σ2S1 = 2 and σ
2
S2
= 1, respectively. The means of the scrambling variables
will be described later as per the guidelines in Section 3.3, depending on how the
sample is split (equal or unequal). We used sample sizes n=500, 1000, 1500, and
2000. The results are averaged over 1000 trials.
4.1 Simulation with Equal Sub-samples
For the equal sample split case, the two scrambling variable means used are θ1 = 6
and θ2 = 0.6. Table 7 presents the sensitive level estimator Ŵ , the ordinary mean
estimator µ̂y, the additive ratio estimator ˆµAR and the geometric mean ratio estimator
µ̂GMR under the optional RRT model for dierent correlation coecients (ρxy = 0.7,
0.2) and dierent sensitive levels (W = 0.2, 0.5, 0.8). All the estimators are fairly
accurate compared with true parameter values.
Table 8 presents the MSE comparisons for the four mean estimators. The results
show that the geometric mean ratio estimator is more ecient than the ordinary
RRT estimator when the correlation coecient ρxy = 0.7 (which is greater than
1
2
),
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but not as ecient as the ordinary RRT estimator when ρxy = 0.2 <
1
2
. Also, the
MSE values of the geometric mean ratio estimator are very similar to the additive
ratio estimator MSE, but are all smaller than the MSE of the multiplicative ratio
estimator. Thus, the simulation results for the equal sub-samples case conrm our
idea that using the geometric mean ratio estimator will produce better results. In
addition, as the sensitivity level W increases, the MSE of each estimator increases.
This indicates that the optional RRT models are more ecient than the non-optional
RRT models.
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Table 7. Point Estimates of W , µy, µAR, µMR and µGMR, for ρxy = 0.7 and ρxy = 0.2
using Equal Sample Split (θ1 = 6, θ2 = 0.6, n1 = n2).
n n1 n2 W = 0.2 W = 0.5 W = 0.8
ρxy = 0.7
Ŵ Estimate Ŵ Estimate Ŵ Estimate
500 300 200
µy 0.2011 9.0050 0.4997 9.0049 0.7983 9.0049
µAR 0.2003 9.0038 0.5006 9.0021 0.7998 9.0021
µMR 0.1996 9.0011 0.5011 9.0016 0.8976 9.0016
µGMR 0.1976 8.9869 0.5006 9.0063 0.7999 9.0038
1000 600 400
µy 0.2004 8.9999 0.5009 9.0050 0.7998 9.0016
µAR 0.2013 8.9898 0.5026 8.9956 0.8976 9.0049
µMR 0.1987 9.0127 0.4985 9.0038 0.7999 9.0021
µGMR 0.2004 9.0023 0.4972 9.0023 0.7993 8.9788
1500 900 600
µy 0.2013 9.0061 0.5031 8.9955 0.7998 9.0021
µAR 0.1987 9.0003 0.5029 8.9749 0.7982 9.0016
µMR 0.2009 9.1008 0.5002 9.0020 0.8016 8.9875
µGMR 0.1987 9.0050 0.4962 9.0032 0.8020 9.0072
2000 1200 800
µy 0.2011 9.0038 0.5013 9.0041 0.8015 9.0047
µAR 0.1996 8.9955 0.5009 9.0022 0.7984 9.0017
µMR 0.2002 8.9994 0.5013 8.8998 0.7998 9.0038
µGMR 0.2016 9.0050 0.4983 9.0013 0.8001 8.9981
ρxy = 0.2
Ŵ Estimate Ŵ Estimate Ŵ Estimate
500 300 200
µy 0.2011 9.0050 0.4997 9.0049 0.7983 9.0049
µAR 0.2014 8.9768 0.5013 9.0032 0.7993 9.0056
µMR 0.2011 8.9749 0.5007 9.1008 0.7995 8.9955
µGMR 0.1987 9.0021 0.5003 9.0061 0.7984 8.9994
1000 600 400
µy 0.2004 8.9999 0.5009 9.0050 0.7998 9.0016
µAR 0.1996 9.0049 0.5007 9.0020 0.8006 9.0016
µMR 0.1986 9.0055 0.4974 9.0016 0.7982 9.0025
µGMR 0.2012 8.9749 0.5007 9.0049 0.7995 9.0061
1500 900 600
µy 0.2013 9.0061 0.5031 8.9955 0.7998 9.0021
µAR 0.2004 8.9955 0.4974 9.0050 0.8019 9.0050
µMR 0.2013 8.9994 0.5007 9.0038 0.7982 9.0028
µGMR 0.1987 9.0050 0.5013 9.0011 0.8004 9.0060
2000 1200 800
µy 0.2011 9.0038 0.5013 9.0041 0.8015 9.0047
µAR 0.2009 9.1008 0.5013 8.9999 0.7999 8.9955
µMR 0.1987 9.0061 0.4987 9.0043 0.7993 9.0043
µGMR 0.2011 9.0016 0.5003 9.0050 0.8005 9.0016
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Table 8. Theoretical (bold) and Empirical MSE Comparisons of µy, µAR, µMR and
µGMR for ρxy = 0.7 and ρxy = 0.2 using Equal Sample Split (θ1 = 6, θ2 = 0.6,
n1 = n2).
n n1 n2
MSE
W = 0.2 W = 0.5 W = 0.8
ρxy = 0.7
500 250 250
µ̂y 0.0745 0.0754 0.0806 0.0771 0.0812 0.0784
µ̂AR 0.0623 0.0631 0.0685 0.0648 0.0699 0.0661
µ̂MR 0.1152 0.1117 0.1170 0.1134 0.1174 0.1147
µ̂GMR 0.0629 0.0631 0.0687 0.0648 0.0688 0.0661
1000 500 500
µ̂y 0.0368 0.0357 0.0373 0.0365 0.0396 0.0371
µ̂AR 0.0311 0.0299 0.0324 0.0307 0.0340 0.0313
µ̂MR 0.0547 0.0529 0.0572 0.0537 0.0576 0.0543
µ̂GMR 0.0315 0.0299 0.0321 0.0307 0.0324 0.0313
1500 750 750
µ̂y 0.0232 0.0225 0.0245 0.0230 0.0243 0.0234
µ̂AR 0.0201 0.0188 0.0219 0.0193 0.0209 0.0197
µ̂MR 0.0345 0.0333 0.0356 0.0338 0.0359 0.0342
µ̂GMR 0.0200 0.0188 0.0205 0.0193 0.0209 0.0197
2000 1000 1000
µ̂y 0.0170 0.0159 0.0176 0.0162 0.0186 0.0165
µ̂AR 0.0129 0.0133 0.0157 0.0136 0.0164 0.0139
µ̂MR 0.0249 0.0235 0.0256 0.0239 0.0257 0.0241
µ̂GMR 0.0140 0.0133 0.0145 0.0136 0.0145 0.0139
ρxy = 0.2
500 250 250
µ̂y 0.0745 0.0754 0.0806 0.0771 0.0812 0.0784
µ̂AR 0.0962 0.0937 0.0988 0.0954 0.1003 0.0967
µ̂MR 0.1765 0.1725 0.1781 0.1742 0.1790 0.1755
µ̂GMR 0.0965 0.0937 0.0985 0.0954 0.0992 0.0967
1000 500 500
µ̂y 0.3868 0.0357 0.0373 0.0365 0.0396 0.0371
µ̂AR 0.0459 0.0444 0.0472 0.0452 0.0486 0.0458
µ̂MR 0.0835 0.0817 0.0846 0.0825 0.0859 0.0831
µ̂GMR 0.0459 0.0444 0.0468 0.0452 0.0473 0.0458
1500 750 750
µ̂y 0.0232 0.0225 0.0245 0.0230 0.0243 0.0234
µ̂AR 0.0292 0.0279 0.0296 0.0284 0.0305 0.0288
µ̂MR 0.0530 0.0514 0.0547 0.0520 0.0546 0.0523
µ̂GMR 0.0295 0.0279 0.0306 0.0284 0.0309 0.0288
2000 1000 1000
µ̂y 0.0170 0.0159 0.0176 0.0162 0.0186 0.0165
µ̂AR 0.0208 0.0197 0.0210 0.0201 0.0219 0.0203
µ̂MR 0.0375 0.0363 0.0383 0.0367 0.0392 0.0369
µ̂GMR 0.0209 0.0197 0.0213 0.0201 0.0214 0.0203
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4.2 Simulations with Unequal Sub-samples
For the unequal sample split, we consider four cases that we mentioned in Chapter
3. They are
(1) When both scarmbling variable means are positive, the scrambling variable with
the larger mean is associated with the larger sub-sample size.
(2) When both scrambling variable means are negative, the scrambling variable
with the smaller mean is associated with the larger sub-sample size.
(3) When the two scrambling variable means have opposite signs, the scrambling
variable with larger absolute mean value is associated with the larger sub-sample
size.
(4) When one of the scrambling variable means is zero, the scrambling variable with
the mean of zero is associated with the smaller sub-sample size.
Two scrambling variables are used in Case (1) with means θ1 = 0.6 and θ2 = 6.
The rst sub-sample is associated with the smaller sub-sample size since θ1 = 0.6
is smaller. Table 9 presents the sensitivity level estimator Ŵ , the ordinary RRT
estimator µy, the additive ratio estimator µAR, the multiplicative ratio estimator
µMR and the geometric mean ratio estimator µGMR. All the point estimates are fairly
accurate under dierent correlation coecients ρxy and dierent sensitivity levels
W. Tables 10 shows the theoretical and empirical MSE comparisons for the four
estimators when ρxy = 0.7 and ρxy = 0.2.
Two scrambling variables are used in Case (2) with means θ1 = −6 and θ2 =
−0.6. The second sub-sample is associated with the smaller sub-sample size since
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the absolute value of θ2 = 0.6 is smaller. Table 11 presents the sensitivity level
estimator Ŵ , the ordinary RRT estimator µy, the additive ratio estimator µAR, the
multiplicative ratio estimator µMR and the geometric mean ratio estimator µGMR.
All the point estimates are fairly accurate under dierent correlation coecients ρxy
and dierent sensitivity levels W. Tables 12 shows the theoretical and empirical MSE
comparisons for the four estimators when ρxy = 0.7 and ρxy = 0.2.
Two scrambling variables are used in Case (3) with means θ1 = −6 and θ2 = 0.6.
The second sub-sample is associated with a smaller sample size since the absolute
value of θ2 = 0.6 is smaller. Table 13 presents the sensitivity level estimator Ŵ ,
the ordinary RRT estimator µy, the additive ratio estimator µAR, the multiplicative
ratio estimator µMR and the geometric mean ratio estimator µGMR. All the point
estimates are fairly accurate under dierent correlation coecients ρxy and dierent
sensitivity levels W. Tables 14 shows the theoretical and empirical MSE comparisons
for the four estimators when ρxy = 0.7 and ρxy = 0.2.
Two scrambling variables are used in Case (4) with means θ1 = 6 and θ2 = 0.
The second sub-sample is associated with a smaller sample size since θ2 = 0. Table
15 presents the sensitivity level estimator Ŵ , the ordinary RRT estimator µy, the
additive ratio estimator µAR, the multiplicative ratio estimator µMR and the geometric
mean ratio estimator µGMR. All the point estimates are fairly accurate under dierent
correlation coecients ρxy and dierent sensitivity levels W. Tables 16 shows the
theoretical and empirical MSE comparisons for four estimators when ρxy = 0.7 and
ρxy = 0.2.
For all four cases, the geometric mean ratio estimator is more ecient than the
ordinary RRT estimator when ρxy = 0.7 > 0.5, but less ecient when ρxy = 0.2 < 0.5.
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In addition, compared with the additive ratio estimator and the multiplicative ratio
estimator, the geometric mean ratio estimator has similar MSE compared to the ad-
ditive ratio estimator but has smaller MSE than the multiplicative ratio estimator
for all correlations. Thus, the simulation results are consistent with the theoreti-
cal conclusions made in Chapter 3. Again, the MSE of each estimator increases as
the sensitivity level W increases, which shows that an optional RRT model is more
ecient than a non-optional RRT model.
In addition, for both equal and unequal sample split, most of the empirical MSEs
are slightly higher than the theoretical MSEs since the expressions for the theoretical
MSEs are approximate, only up to the rst order.
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Table 9. Point Estimates of W , µy, µAR, µMR and µGMR, for ρxy = 0.7 and ρxy = 0.2
using Unequal Sample Split (θ1 = 0.6, θ2 = 6, n1 < n2).
n n1 n2 W = 0.2 W = 0.5 W = 0.8
ρxy = 0.7
Ŵ Estimate Ŵ Estimate Ŵ Estimate
500 200 300
µy 0.1971 9.0043 0.4985 9.0035 0.7989 9.0025
µAR 0.2011 9.0051 0.4969 9.0063 0.7987 9.0006
µMR 0.2016 8.9960 0.5007 9.0050 0.8001 9.0001
µGMR 0.2017 9.0006 0.5016 8.9956 0.8006 9.0049
1000 400 600
µy 0.1979 9.0200 0.4975 9.0033 0.7982 8.9973
µAR 0.2013 9.0043 0.5008 8.9994 0.8004 9.0012
µMR 0.2012 9.0023 0.5013 9.0050 0.7993 8.9975
µGMR 0.2007 9.0032 0.5007 9.0038 0.8005 8.9970
1500 600 900
µy 0.2012 9.1008 0.4696 9.0033 0.7997 8.9898
µAR 0.2014 9.0061 0.4989 9.0129 0.8015 9.0127
µMR 0.1977 9.0126 0.4997 9.0021 0.8019 9.0050
µGMR 0.1989 9.0056 0.5006 9.0016 0.7982 9.0049
2000 800 1200
µy 0.2012 9.0122 0.5011 9.0165 0.8020 9.0003
µAR 0.1987 8.9955 0.4987 9.0129 0.8016 9.0056
µMR 0.2003 9.0062 0.5003 8.9898 0.7984 9.0042
µGMR 0.1998 9.0035 0.5006 9.0126 0.7998 9.0006
ρxy = 0.2
Ŵ Estimate Ŵ Estimate Ŵ Estimate
500 200 300
µy 0.1971 9.0043 0.4985 9.0035 0.7989 9.0025
µAR 0.2003 9.0045 0.5007 9.0122 0.8004 9.0023
µMR 0.2009 9.0134 0.5013 8.9955 0.8004 9.0032
µGMR 0.1987 9.0122 0.5007 8.9994 0.7993 9.1008
1000 400 600
µy 0.1979 9.0200 0.4975 9.0033 0.7982 8.9973
µAR 0.1996 9.0038 0.5007 9.0038 0.7993 9.0050
µMR 0.1976 8.9994 0.5012 9.0023 0.7982 9.0061
µGMR 0.2012 9.0050 0.5008 8.9955 0.7997 9.0126
1500 600 900
µy 0.2012 9.1008 0.4696 9.0033 0.7997 8.9898
µAR 0.2011 9.0011 0.4970 9.0050 0.8015 9.0049
µMR 0.2004 8.9869 0.4983 8.9970 0.7984 9.0003
µGMR 0.2013 8.9999 0.4993 8.9898 0.7998 9.0050
2000 800 1200
µy 0.2012 9.0122 0.5011 9.0165 0.8020 9.0003z
µAR 0.1986 9.0001 0.5003 8.9994 0.8019 8.9956
µMR 0.2006 9.0007 0.5014 9.0050 0.8021 8.9948
µGMR 0.2001 8.9867 0.5017 8.9968 0.7979 9.0037
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Table 10. Theoretical (bold) and Empirical MSE Comparisons of µy, µAR, µMR and
µGMR for ρxy = 0.7 and ρxy = 0.2 using Unequal Sample Split (θ1 = 0.6, θ2 = 6,
n1 < n2).
n n1 n2
MSE
W = 0.2 W = 0.5 W = 0.8
ρxy = 0.7
500 200 300
µ̂y 0.0979 0.0968 0.0982 0.1004 0.1015 0.1035
µ̂AR 0.0736 0.0726 0.0768 0.0762 0.0803 0.0793
µ̂MR 0.1138 0.1120 0.1168 0.1156 0.1189 0.1187
µ̂GMR 0.0730 0.0726 0.0757 0.0762 0.0772 0.0793
1000 400 600
µ̂y 0.0469 0.0464 0.0480 0.0481 0.0500 0.0496
µ̂AR 0.0352 0.0346 0.0367 0.0363 0.0380 0.0378
µ̂MR 0.0544 0.0530 0.0560 0.0548 0.0571 0.0562
µ̂GMR 0.0351 0.0346 0.0363 0.0363 0.0368 0.0378
1500 600 900
µ̂y 0.0302 0.0296 0.0297 0.0307 0.0320 0.0316
µ̂AR 0.0226 0.0219 0.0239 0.0230 0.0241 0.0240
µ̂MR 0.0335 0.0334 0.0356 0.0345 0.0361 0.0354
µ̂GMR 0.0233 0.0219 0.0232 0.0230 0.0234 0.0240
2000 800 1200
µ̂y 0.0214 0.0212 0.0228 0.0219 0.0231 0.0226
µ̂AR 0.0159 0.0156 0.0178 0.0164 0.0171 0.0171
µ̂MR 0.0241 0.0235 0.0268 0.0243 0.0267 0.0250
µ̂GMR 0.0159 0.0156 0.0165 0.0164 0.0167 0.0171
ρxy = 0.2
500 200 300
µ̂y 0.0979 0.0968 0.0982 0.1004 0.1015 0.1035
µ̂AR 0.1139 0.1126 0.1164 0.1163 0.1175 0.1194
µ̂MR 0.1939 0.1918 0.2015 0.1954 0.2019 0.1985
µ̂GMR 0.1138 0.1126 0.1164 0.1163 0.1174 0.1194
1000 400 600
µ̂y 0.0469 0.0463 0.0480 0.0481 0.0500 0.0496
µ̂AR 0.0548 0.0538 0.0548 0.0556 0.0571 0.0570
µ̂MR 0.0926 0.0913 0.0948 0.0931 0.0951 0.0945
µ̂GMR 0.0546 0.0538 0.0557 0.0556 0.0563 0.0570
1500 600 900
µ̂y 0.0302 0.0295 0.0297 0.0306 0.0320 0.0316
µ̂AR 0.0346 0.0342 0.0368 0.0353 0.0377 0.0363
µ̂MR 0.0587 0.0578 0.0602 0.0589 0.0615 0.0599
µ̂GMR 0.0347 0.0342 0.0353 0.0353 0.0357 0.0363
2000 800 1200
µ̂y 0.0214 0.0211 0.0228 0.0219 0.0231 0.0226
µ̂AR 0.0248 0.0244 0.0253 0.0252 0.0283 0.0259
µ̂MR 0.0416 0.0411 0.0434 0.0419 0.0433 0.0425
µ̂GMR 0.0247 0.0244 0.0252 0.0252 0.0254 0.0259
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Table 11. Point Estimates ofW , µy, µAR, µMR and µGMR, for ρxy = 0.7 and ρxy = 0.2
using Unequal Sample Split (θ1 = −6, θ2 = −0.6, n1 > n2).
n n1 n2 W = 0.2 W = 0.5 W = 0.8
ρxy = 0.7
Ŵ Estimate Ŵ Estimate Ŵ Estimate
500 300 200
µy 0.2012 8.9975 0.4974 9.0061 0.8020 9.0033
µAR 0.1987 8.9970 0.5007 9.0126 0.8014 8.9994
µMR 0.2003 8.9898 0.5013 9.0043 0.7982 9.0050
µGMR 0.1998 9.0127 0.5009 8.9994 0.7995 9.0038
1000 600 400
µy 0.1996 9.0056 0.4696 9.0050 0.7979 9.0023
µAR 0.2013 9.0122 0.4989 9.0038 0.7998 9.0032
µMR 0.2011 8.9955 0.4997 9.0056 0.8009 9.1008
µGMR 0.2008 9.0033 0.5006 9.0122 0.7997 9.0061
1500 900 600
µy 0.1979 8.9994 0.5013 8.9955 0.7996 8.9975
µAR 0.2013 9.0050 0.5007 9.0050 0.7989 8.9970
µMR 0.2012 9.0061 0.4696 9.0049 0.8019 8.9898
µGMR 0.2007 9.0126 0.4989 9.0021 0.7982 9.0127
2000 1200 800
µy 0.2015 9.0050 0.4972 9.0016 0.8020 9.0033
µAR 0.2006 9.0049 0.5005 8.9994 0.8015 8.9994
µMR 0.1986 9.0003 0.5013 9.0050 0.7978 9.0050
µGMR 0.1973 9.0021 0.5006 9.0010 0.7993 9.0023
ρxy = 0.2
Ŵ Estimate Ŵ Estimate Ŵ Estimate
500 300 200
µy 0.2012 8.9975 0.4974 9.0061 0.8020 9.0033
µAR 0.2034 9.0126 0.4970 9.0032 0.8004 9.0049
µMR 0.2021 9.0021 0.4990 9.1008 0.7993 9.0021
µGMR 0.2015 9.0016 0.5012 9.0061 0.8005 9.0016
1000 600 400
µy 0.1996 9.00456 0.4696 9.0050 0.7979 9.0023
µAR 0.2012 9.0021 0.4997 9.1008 0.7984 9.0021
µMR 0.2007 9.0125 0.5006 9.0061 0.7998 8.9788
µGMR 0.2012 9.0050 0.5011 9.0056 0.8006 9.0011
1500 900 600
µy 0.1979 8.9994 0.5013 8.9955 0.7996 8.9975
µAR 0.2009 9.0108 0.5003 8.9955 0.7999 8.9749
µMR 0.1987 9.0028 0.5002 8.9994 0.8014 9.0020
µGMR 0.2011 8.9988 0.5016 9.0050 0.8019 8.9956
2000 1200 800
µy 0.2015 9.0050 0.4972 9.0016 0.8020 9.0033
µAR 0.1976 9.0060 0.5037 9.0050 0.8029 8.9825
µMR 0.1983 9.0061 0.5014 9.0049 0.7998 8.9980
µGMR 0.1976 9.0126 0.4983 9.0003 0.8001 8.9996
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Table 12. Theoretical (bold) and Empirical MSE Comparisons of µy, µAR, µMR
and µGMR for ρxy = 0.7 and ρxy = 0.2 using Unequal Sample Split (θ1 = −6,
θ2 = −0.6, n1 > n2).
n n1 n2
MSE
W = 0.2 W = 0.5 W = 0.8
ρxy = 0.7
500 300 200
µ̂y 0.0980 0.1000 0.0982 0.1024 0.1007 0.1040
µ̂AR 0.0734 0.0754 0.0769 0.0778 0.0790 0.0794
µ̂MR 0.1136 0.1144 0.1159 0.1168 0.1181 0.1184
µ̂GMR 0.0736 0.0754 0.0759 0.0773 0.0770 0.0794
1000 900 600
µ̂y 0.0469 0.0479 0.0492 0.0491 0.0490 0.0498
µ̂AR 0.0352 0.0359 0.0368 0.0370 0.0382 0.0379
µ̂MR 0.0542 0.0542 0.0570 0.0553 0.0575 0.0561
µ̂GMR 0.0353 0.0359 0.0362 0.0371 0.0369 0.0379
1500 900 600
µ̂y 0.0303 0.0306 0.0283 0.0313 0.0325 0.0318
µ̂AR 0.0226 0.0228 0.0249 0.0235 0.0251 0.0240
µ̂MR 0.0339 0.0341 0.0355 0.0348 0.0371 0.0353
µ̂GMR 0.0226 0.0228 0.0232 0.0235 0.0237 0.0240
2000 1200 800
µ̂y 0.0214 0.0219 0.0199 0.0224 0.0209 0.0227
µ̂AR 0.0158 0.0162 0.0173 0.0167 0.0176 0.0171
µ̂MR 0.0239 0.0240 0.0267 0.0246 0.0283 0.0249
µ̂GMR 0.0159 0.0162 0.0165 0.0167 0.0166 0.0171
ρxy = 0.2
500 300 200
µ̂y 0.0980 0.1000 0.0982 0.1024 0.1007 0.1040
µ̂AR 0.1136 0.1158 0.1162 0.1182 0.1182 0.1198
µ̂MR 0.1941 0.1948 0.1982 0.1972 0.2003 0.1988
µ̂GMR 0.1135 0.1158 0.1158 0.1182 0.1179 0.1198
1000 600 400
µ̂y 0.0469 0.0479 0.0492 0.0491 0.0490 0.0498
µ̂AR 0.0547 0.0553 0.0565 0.0565 0.0569 0.0572
µ̂MR 0.0928 0.0928 0.0971 0.0939 0.0900 0.0947
µ̂GMR 0.0548 0.0553 0.0558 0.0565 0.0563 0.0572
1500 900 600
µ̂y 0.0303 0.0306 0.0283 0.0313 0.0325 0.0318
µ̂AR 0.0347 0.0352 0.0369 0.0359 0.0381 0.0364
µ̂MR 0.0591 0.0587 0.0621 0.0595 0.0626 0.0600
µ̂GMR 0.0346 0.0352 0.0353 0.0359 0.0357 0.0364
2000 1200 800
µ̂y 0.0214 0.0219 0.0199 0.0224 0.0209 0.0227
µ̂AR 0.0247 0.0251 0.0292 0.0256 0.0296 0.0260
µ̂MR 0.0416 0.0417 0.0445 0.0423 0.0463 0.0426
µ̂GMR 0.0248 0.0251 0.0251 0.0256 0.0272 0.0260
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Table 13. Point Estimates ofW , µy, µAR, µMR and µGMR, for ρxy = 0.7 and ρxy = 0.2
using Unequal Sample Split (θ1 = −6, θ2 = 0.6, n1 > n2).
n n1 n2 W = 0.2 W = 0.5 W = 0.8
ρxy = 0.7
Ŵ Estimate Ŵ Estimate Ŵ Estimate
500 300 200
µy 0.2005 9.0043 0.5007 9.0010 0.8020 9.0061
µAR 0.2032 9.0021 0.4896 9.0038 0.8016 9.0126
µMR 0.2018 9.0016 0.4991 9.0033 0.7984 8.9994
µGMR 0.2009 9.0043 0.5003 8.9898 0.7998 9.0050
1000 600 400
µy 0.1987 9.0033 0.5013 9.0127 0.7982 9.0033
µAR 0.2011 8.9994 0.5007 9.0003 0.8004 8.9994
µMR 0.1996 9.0050 0.4696 9.0052 0.7993 9.0050
µGMR 0.1976 9.0038 0.4989 9.0010 0.8005 9.0050
1500 900 600
µy 0.2011 9.0061 0.5013 9.0033 0.7998 9.0049
µAR 0.2004 9.0126 0.5007 8.9994 0.7982 9.0021
µMR 0.2013 9.0043 0.4696 9.0050 0.8016 9.0016
µGMR 0.1987 9.0021 0.4986 9.0038 0.8009 9.0038
2000 1200 800
µy 0.1986 9.0016 0.4999 9.0043 0.8001 9.0033
µAR 0.2013 8.9875 0.4973 9.0131 0.7982 9.0020
µMR 0.2009 9.0038 0.5002 9.0074 0.8019 8.9956
µGMR 0.1987 9.0023 0.5014 9.0056 0.7982 8.9948
ρxy = 0.2
Ŵ Estimate Ŵ Estimate Ŵ Estimate
500 300 200
µy 0.2005 9.0043 0.5007 9.0010 0.8020 9.0061
µAR 0.1981 9.0033 0.5006 9.0057 0.8005 8.9955
µMR 0.2012 8.9898 0.5001 9.0059 0.7983 9.0043
µGMR 0.2013 9.0127 0.4982 8.9943 0.7998 9.0016
1000 600 400
µy 0.1987 9.0033 0.5013 9.0127 0.7982 9.0033
µAR 0.2012 9.0032 0.4997 9.0127 0.7999 9.0050
µMR 0.2014 9.1008 0.5006 8.9716 0.7993 9.0038
µGMR 0.2011 9.0061 0.5011 8.9795 0.7995 8.9994
1500 900 600
µy 0.2011 9.0061 0.5013 9.0033 0.7998 9.0049
µAR 0.1996 9.0126 0.5003 9.0069 0.8019 9.0050
µMR 0.1976 9.0043 0.4986 9.0072 0.7982 9.0033
µGMR 0.2001 9.0050 0.4999 9.0047 0.8004 8.9994
2000 1200 800
µy 0.1986 9.0016 0.4999 9.0043 0.8001 9.0033
µAR 0.2005 8.9757 0.5007 9.0045 0.7999 9.0049
µMR 0.1983 9.0018 0.5007 8.9855 0.7998 9.0021
µGMR 0.1981 9.0057 0.5016 8.9895 0.7982 9.0012
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Table 14. Theoretical (bold) and Empirical MSE Comparisons of µy, µAR, µMR and
µGMR for ρxy = 0.7 and ρxy = 0.2 using Unequal Sample Split (θ1 = −6, θ2 = 0.6,
n1 > n2).
n n1 n2
MSE
W = 0.2 W = 0.5 W = 0.8
ρxy = 0.7
500 300 200
µ̂y 0.0682 0.0665 0.0642 0.0680 0.0701 0.0691
µ̂AR 0.0482 0.0457 0.0487 0.0472 0.0499 0.0484
µ̂MR 0.0912 0.0886 0.0939 0.0901 0.0953 0.0913
µ̂GMR 0.0469 0.0457 0.0498 0.0472 0.0503 0.0484
1000 600 400
µ̂y 0.0301 0.0319 0.0339 0.0326 0.0352 0.0331
µ̂AR 0.0239 0.0218 0.0251 0.0225 0.0263 0.0231
µ̂MR 0.0426 0.0420 0.0461 0.0427 0.0463 0.0432
µ̂GMR 0.0246 0.0218 0.0245 0.0225 0.0241 0.0231
1500 900 600
µ̂y 0.0172 0.0203 0.0181 0.0208 0.0231 0.0211
µ̂AR 0.0152 0.0138 0.0168 0.0143 0.0168 0.0146
µ̂MR 0.0289 0.0264 0.0306 0.0269 0.0304 0.0272
µ̂GMR 0.0153 0.0138 0.0162 0.0143 0.0159 0.0146
2000 1200 800
µ̂y 0.0155 0.0145 0.0153 0.0149 0.0181 0.0151
µ̂AR 0.0109 0.0098 0.0125 0.0102 0.0121 0.0104
µ̂MR 0.0199 0.0186 0.0209 0.0190 0.0221 0.0192
µ̂GMR 0.0116 0.0098 0.0130 0.0102 0.0131 0.0104
ρxy = 0.2
500 300 200
µ̂y 0.0682 0.0665 0.0642 0.0680 0.0701 0.0691
µ̂AR 0.0839 0.0834 0.0862 0.0848 0.0859 0.0860
µ̂MR 0.1662 0.1635 0.1681 0.1650 0.1693 0.1661
µ̂GMR 0.0862 0.0834 0.0856 0.0848 0.0869 0.0860
1000 600 400
µ̂y 0.0301 0.0319 0.0339 0.0326 0.0352 0.0331
µ̂AR 0.0415 0.0398 0.0423 0.0405 0.0452 0.0411
µ̂MR 0.0789 0.0778 0.0799 0.0785 0.0796 0.0791
µ̂GMR 0.0419 0.0398 0.0431 0.0405 0.0462 0.0411
1500 900 600
µ̂y 0.0172 0.0203 0.0181 0.0208 0.0231 0.0211
µ̂AR 0.0260 0.0253 0.0290 0.0257 0.0289 0.0261
µ̂MR 0.0519 0.0492 0.0532 0.0497 0.0542 0.0500
µ̂GMR 0.0268 0.0253 0.0287 0.0257 0.0278 0.0261
2000 1200 800
µ̂y 0.0155 0.0145 0.0153 0.0149 0.0181 0.0151
µ̂AR 0.0201 0.0180 0.0203 0.0184 0.0199 0.0186
µ̂MR 0.0379 0.0349 0.0392 0.0353 0.0385 0.0355
µ̂GMR 0.0196 0.0180 0.0198 0.0184 0.0190 0.0186
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Table 15. Point Estimates ofW , µy, µAR, µMR, and µGMR for ρxy = 0.7 and ρxy = 0.2
using Unequal Sample Split (θ1 = 6, θ2 = 0, n1 > n2).
n n1 n2 W = 0.2 W = 0.5 W = 0.8
ρxy = 0.7
Ŵ Estimate Ŵ Estimate Ŵ Estimate
500 300 200
µy 0.2034 9.0033 0.5019 9.0043 0.7983 8.9994
µAR 0.1997 8.9994 0.4971 9.0050 0.8004 9.0050
µMR 0.1983 9.0050 0.4991 9.0049 0.7993 9.0038
µGMR 0.1981 9.0038 0.5003 9.0003 0.8005 8.9994
1000 600 400
µy 0.2012 9.0033 0.5006 9.0021 0.7998 9.0050
µAR 0.2013 8.9975 0.4985 9.0016 0.7982 9.0033
µMR 0.2007 8.9970 0.4986 9.0049 0.8004 8.9994
µGMR 0.2012 8.9898 0.4999 9.0021 0.8016 9.0050
1500 900 600
µy 0.2012 9.0127 0.5013 8.9898 0.8019 9.0033
µAR 0.1987 9.0049 0.5007 9.0127 0.7983 8.9994
µMR 0.2003 9.0021 0.4996 9.0049 0.7995 9.0050
µGMR 0.1998 9.0043 0.4983 9.0021 0.7983 9.0038
2000 1200 800
µy 0.1996 8.9994 0.4696 9.0016 0.8019 9.0033
µAR 0.1976 9.0050 0.4989 8.9875 0.7982 8.9994
µMR 0.1994 9.0038 0.4997 9.0012 0.7983 9.0050
µGMR 0.1987 9.0012 0.5006 9.0030 0.8003 9.0038
ρxy = 0.2
Ŵ Estimate Ŵ Estimate Ŵ Estimate
500 300 200
µy 0.2034 9.0033 0.5019 9.0043 0.7983 8.9994
µAR 0.2003 9.0038 0.5006 9.0032 0.8014 9.0050
µMR 0.2013 9.0021 0.5003 9.1008 0.7982 9.0038
µGMR 0.2009 9.0016 0.5013 9.0061 0.7993 8.9975
1000 600 400
µy 0.2012 9.0033 0.5006 9.0021 0.7998 9.0050
µAR 0.2011 9.0033 0.4997 8.9898 0.7998 8.9898
µMR 0.1996 9.0020 0.5006 9.0127 0.8976 9.0127
µGMR 0.1976 8.9956 0.5011 9.0022 0.7999 8.9994
1500 900 600
µy 0.2012 9.0127 0.5013 8.9898 0.8019 9.0033
µAR 0.2004 9.0049 0.5007 9.0050 0.8005 9.0061
µMR 0.2013 9.0021 0.4696 9.0038 0.8016 9.0126
µGMR 0.1987 9.0016 0.4987 9.0003 0.7984 9.0050
2000 1200 800
µy 0.1996 8.9994 0.4696 9.0016 0.8019 9.0033
µAR 0.2012 8.9898 0.4696 9.0021 0.8013 9.0003
µMR 0.2013 9.0127 0.4989 9.0138 0.8004 9.0013
µGMR 0.2011 9.0011 0.5013 8.9990 0.7993 9.0001
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Table 16. Theoretical (bold) and Empirical MSE Comparisons of µy, µAR, µMR and
µGMR for ρxy = 0.7 and ρxy = 0.2 using Unequal Sample Split (θ1 = 6, θ2 = 0,
n1 > n2).
n n1 n2
MSE
W = 0.2 W = 0.5 W = 0.8
ρxy = 0.7
500 300 200
µ̂y 0.0761 0.0762 0.0772 0.0777 0.0853 0.0792
µ̂AR 0.0581 0.0541 0.0598 0.0556 0.0613 0.0572
µ̂MR 0.1006 0.0957 0.1021 0.0972 0.1041 0.0987
µ̂GMR 0.0579 0.0541 0.0577 0.0556 0.0601 0.0572
1000 600 400
µ̂y 0.0398 0.0365 0.0362 0.0372 0.0409 0.0380
µ̂AR 0.0298 0.0258 0.0306 0.0265 0.0331 0.0273
µ̂MR 0.0497 0.0453 0.0521 0.0460 0.0498 0.0468
µ̂GMR 0.0303 0.0258 0.0312 0.0265 0.0331 0.0273
1500 900 600
µ̂y 0.0267 0.0233 0.0272 0.0237 0.0261 0.0242
µ̂AR 0.0198 0.0164 0.0206 0.0168 0.0214 0.0173
µ̂MR 0.0316 0.0285 0.0332 0.0290 0.0341 0.0294
µ̂GMR 0.0179 0.0164 0.0193 0.0168 0.0201 0.0173
2000 1200 800
µ̂y 0.0197 0.0167 0.0183 0.0170 0.2000 0.0173
µ̂AR 0.0143 0.0116 0.0153 0.0120 0.0141 0.0123
µ̂MR 0.0226 0.0201 0.0231 0.0204 0.0240 0.0208
µ̂GMR 0.0132 0.0116 0.0159 0.0120 0.0143 0.0123
ρxy = 0.2
500 300 200
µ̂y 0.0761 0.0762 0.0772 0.0777 0.0853 0.0792
µ̂AR 0.0969 0.0927 0.0971 0.0942 0.0992 0.0957
µ̂MR 0.1770 0.1724 0.1799 0.1739 0.1816 0.1754
µ̂GMR 0.0959 0.0927 0.0978 0.0942 0.0996 0.0957
1000 600 400
µ̂y 0.0398 0.0365 0.0362 0.0372 0.0409 0.0379
µ̂AR 0.0469 0.0443 0.0476 0.0450 0.0479 0.0457
µ̂MR 0.0869 0.0821 0.0865 0.0828 0.0880 0.0835
µ̂GMR 0.0482 0.0443 0.0474 0.0450 0.0497 0.0457
1500 900 600
µ̂y 0.0267 0.0233 0.0272 0.0237 0.0261 0.0242
µ̂AR 0.0299 0.0281 0.0309 0.0286 0.0331 0.0291
µ̂MR 0.0562 0.0519 0.0571 0.0524 0.0568 0.0529
µ̂GMR 0.0300 0.0281 0.0293 0.0286 0.0325 0.0291
2000 1200 800
µ̂y 0.0197 0.0167 0.0183 0.0170 0.0200 0.0173
µ̂AR 0.0216 0.0201 0.0219 0.0204 0.0215 0.0207
µ̂MR 0.0398 0.0369 0.0388 0.0372 0.0400 0.0376
µ̂GMR 0.0223 0.0201 0.0221 0.0204 0.0216 0.0207
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CHAPTER V
DISCUSSION
5.1 General Discussion
In this thesis, we rst introduced several RRT models, and the basic ratio and
product estimators. Ratio estimators improve eciency by utilizing an auxiliary
variable which is positively correlated with the study variable. Product estimators
are used when the correlation is negative. In the situations where the study variable
is sensitive and we cannot obtain it directly, we use RRT models to reduce Social
Desirability Bias and also to increase response rate.
Sousa et al. (2010) rst introduced the ratio estimator under the non-optional
RRT models. Instead of using the sensitive variable alone, they also use a nonsensitive
auxiliary variable which is positively correlated with the variable of interest. Their
theoretical and simulation results showed that their ratio estimator is more ecient
than the estimator without using an auxiliary variable under the non-optional RRT
model.
Optional RRT models provide greater eciency than non-optional RRT models
since some respondents do not consider survey questions sensitive and are willing
to provide a truthful response. But this adds another complexly to the model by
introducing an additional parameter (W) to the model. Instead of the non-optional
RRT model, Kalucha et al. (2015) proposed two ratio estimators, the additive ratio
estimator and the multiplicative ratio estimator, under the optional RRT model of
Gupta et al. (2010) with T=0 using a simple random sampling without replacement
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from a nite population. Their results showed that the additive ratio estimator is more
ecient than the ordinary RRT estimator when the study variable and the auxiliary
variable has a correlation coecient greater than 1
2
. However, the multiplicative
ratio estimator was not as ecient as the other two. The reason for failure of the
multiplicative ratio estimator was that they did not use the geometric mean of the
two sub-sample ratios.
We improved the Kalucha et al. (2015) multiplicative ratio estimator by taking
geometric mean of two sub-sample ratios. In Chapter 3, we derived the expressions for
the bias and the MSE of the proposed geometric mean ratio estimator, correct up to
rst order approximation, and also compared it with the ordinary RRT estimator, as
well as two previous ratio estimators proposed by Kalucha et al. (2015). The results
showed that the geometric mean ratio estimator is more ecient than the ordinary
RRT estimator when the correlation coecient between the variable of interest and
the auxiliary variable is greater than 1
2
. It also has eciency similar to the additive
ratio estimator but is less biased. For any correlations, the geometric mean ratio
estimator is more ecient than the ordinary multiplicative ratio estimator of Kalucha
et al. (2015).
In Chapter 4, we carried out an extensive empirical study to verify our theoretical
results. The results are in agreement with the corresponding theoretical conclusions.
The empirical MSEs are also compared with the theoretical MSEs. Since the ex-
pressions for the theoretical MSE are correct up to rst order approximation, the
empirical results showed that they are slightly greater than the theoretical MSEs.
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5.2 Future Directions
For future study, we can derive the bias and MSE expressions up to the second
order of approximation although the higher order properties will be more complicated.
Also, we can study product estimators under RRT models if the auxiliary variable
is negatively correlated with the study variable. Even though this thesis successfully
demonstrated that the geometric mean ratio estimator is more ecient than the
ordinary RRT estimator when ρxy >
1
2
, a real application is still needed to evaluate
the performance of this estimator. But that will require an extensive eld work. In
addition, one can study the geometric mean ratio estimator under dierent sampling
designs, such as stratied RRT models.
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