To achieve burdening process optimization of copper strips effectively, a nonlinear constrained multi-objective model is established on the principle of the actual burdening. The problem is formulated with two objectives of minimizing the total cost of raw materials and maximizing the amount of waste material thrown into melting furnace. In this paper, a novel approach called ''hybrid multi-objective artificial bee colony'' (HMOABC) to solve this model is proposed. The HMOABC algorithm is new swarm intelligence based multi-objective optimization technique inspired by the intelligent foraging behavior of honey bees, summation of normalized objective values and diversified selection (SNOV-DS) and nondominated sorting approach. Two test examples were studied and the performance of HMOABC is evaluated in comparison with other nature inspired techniques which includes nondominated sorting genetic algorithm II (NSGAII) and multi-objective particle swarm optimization (MOPSO). The numerical results demonstrate HMOABC approach is a powerful search and optimization technique for burdening optimization of copper strips.
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Ó 2011 Elsevier Inc. All rights reserved.
Introduction
With the growing world energy crisis and more intense global competition an increasing number of countries and the regions in the world pay more attention to the development and utilization of natural resources. As other non-ferrous metals industries, copper processing enterprise are also facing the critical situations of supply shortage of raw materials, rising prices of raw materials and the increasing cost of production, which makes the copper processing enterprises are facing unprecedented challenges. Copper strip is a production of high precision, great demand and high value added in copper processing enterprises. Burdening is an important process in the production line of copper strip. The process is to compute charging weight and charging time of raw materials according to charging ratio of product process, quality of raw materials and burning loss of raw materials in the smelting process. The rationality of charging ratio for various raw materials not only helps to improve the quality of copper strip and production efficiency but also is important for reducing cost of raw material and recycling waste [1] .
Burdening optimization becomes one of many scholars' important researches. There has been considerable amount of work carried out on burdening optimization [2] [3] [4] [5] [6] . In [2] , linear programming is used to optimize burdening problem. The method is very effective against the linear model which is treated, but there is a limitation for the method that it can not treat nonlinear model. Optimization procedures based on nonlinear programming, in which the objectives are 0307-904X/$ -see front matter Ó 2011 Elsevier Inc. All rights reserved. doi:10.1016/j.apm.2011.09.041 considered one at a time, were presented in [3, 4] . Burdening optimization models were established by considering some performance parameters, including product quality, cost, stocks and so on. Improve single-objective genetic algorithms were used to optimize the special burdening optimization model. The burdening optimization model was established by minimizing cost in [5] . This model was optimized by expert reasoning strategy and immune genetic algorithm. The above two optimizing methods based on the intelligent optimization algorithm are efficient and adapted to the complex nonlinear model, but they cannot obtain multiple representative optimum solutions. Three different methods for the problem of optimizing burdening optimization, linear programming, Monte Carlo algorithm and genetic algorithm, were compared in [6] . The results of the methods were analyzed through changing the constraint conditions and models parameters from the accuracy of final results, the constraint conditions, the using field, the efficiency, etc.
Burdening process of copper strip production is a complex industrial process in which interrelated factors are multiple. In addition to making the proportion of elemental composition within standard range to ensure product quality, many factors, including cost of raw materials, feeding sequence, stocks, original fused mass, burning loss of raw materials for in the smelting process and the maximizing use of waste material, have to be considered. The traditional linear model is difficult to describe the relationship between these complex factors for burdening process with above characteristics and cannot treat multiple constraints appropriately. In order to meet the actual situation of burdening process a multivariable, nonlinear and multi-objective model will be established. In this paper, a burdening optimization model with two objectives is established. One objective is-minimizing the total cost of raw materials and the other is-maximizing the amount of waste material thrown into melting furnace. Existing methods of burdening optimization are not suitable for solving the multi-objective model. Because a single optimal solution can not meet the need of workers in the complex shop floor of burdening and melting process and multifarious optimal solutions with the experience of workers are more valuable.
In pursuit of finding solution to the optimization problems many researchers have been drawing inspiration from the nature [7] . A lot of such biologically inspired algorithms have been developed namely genetic algorithm (GA) [8] , particle swarm optimization (PSO) [9] , artificial immune system (AIS) [10] and artificial bee colony (ABC) [11] . These algorithms with their stochastic means are well equipped to handle such problems. Over the past two decade, a lot of successful multi-objective algorithms based on such biologically inspired algorithms to optimize multi-objective problems were proposed in literature, such as Pareto-archived evolution strategy (PAES) [12] , Pareto envelope-based selection algorithm (PESA)-II [13] , nondominated sorting genetic algorithm II (NSGAII) [14] , strength Pareto evolutionary algorithm (SPEA2) [15] , indicator-based evolutionary algorithm (IBEA) [16] , multi-objective particle swarm optimization (MOPSO) [17] , multi-objective evolutionary algorithm based on Decomposition (MOEA/D) [18] , two lbests multi-objective particle swarm optimization (2LB-MOPSO) [19] , multi-objective differential evolution (MODE) based on summation of normalized objective values and diversified selection (SNOV-DS) [20] and so on. The primary reason for this is their ability to find multiple Pareto-optimal solutions in one single simulation run.
Artificial bee colony (ABC) algorithm is one of the most recently introduced swarm-based algorithms [11] . ABC has been found to be successful in a wide variety of optimization tasks [21] . Recently it had been extended to deal with multiple objectives, such as vector evaluated artificial bee colony (VEABC) [22] , multi-objective artificial bee colony (MOABC) [23] and so on. ABC seems particularly suitable for multi-objective optimization mainly because ABC has proven to have superior computational efficiency [24] and does not use any gradient-based information. In this paper, we present a novel multi-objective approach called ''hybrid multi-objective artificial bee colony'' (HMOABC) to solve the burdening optimization model of copper strip production based on ABC algorithm, and its inspiration is drawn from NSGAII and SNOV-DS [14] . Pareto-optimal solutions solved by HMOABC have better global convergence local diversity and shorter running time. This algorithm has distinct advantage in burdening optimization of copper strip production which needs multiple representative optimum solutions, but the goal can not be achieved via single objective optimization algorithm. And then the priority of feasible solutions is achieved by the method of sorting Pareto solutions based on fuzzy set theory [25] .
According to burdening process of copper strip production, a number of different constraints such as charging ratio, feeding amount, feeding sequence and stocks need to be satisfied considered in this model. Generally, constrained multi-objective problems are difficult to solve, as finding a feasible solution may require substantial computational resources and some additional mechanisms [26] . A self-adaptive penalty function [27] is employed to handle parts of these constraints in the burdening optimization model. This paper is structured as follows: the notation of the burdening optimization model is presented in Section 2. The detail of the burdening optimization model and its formulation are explained in Section 3. In Section 4, basics of multi-objective problems are presented. Section 5 describes the details of the proposed HMOABC. The optimization process is presented in Section 6. After the numerical results and discussions are presented in Section 7, conclusions of this paper are given in Section 8.
Notation c i
the cost coefficients of the ith raw material u j , l j upper and lower limits for the jth element of a production k j the proportion of the jth element of the original fused mass D i safety stock of the ith raw material U i , L i upper and lower limits for charging weight of the ith raw material
upper and lower limits for charging time of the ith raw material Tu Q , Tl Q upper and lower limits for melting time C the cost of the original fused mass G the total weight of raw materials Q the weight of the original fused mass n the number of raw materials
Burdening optimization problem formulation
The burdening optimization problem of copper strips production is to optimize two competing objective functions simultaneously, minimizing the total cost of raw materials and maximizing the amount of waste material thrown into melting furnace, while satisfying several equality and inequality constraints. Generally the problem is formulated as follows.
Decision variables
The vector of raw materials for burdening is expressed as X, including new raw materials as X 1 , remainder of copper strips of the same grade as X 2 , remainder of copper strips of other grade as X 3 and chemical waste as X 4 . The vector of the raw materials except new raw materials is expressed as X 4 ; the vector of charging time (feeding sequence) is expressed as T and melting time is expressed as t Q ; x i is charging weight of the ith raw material; t i is charging time of the ith raw material; k, m, p, n are positive integers. Decision variables are defined as follows:
Minimization of the total cost of raw materials
In burdening process the cost is reduced by adjusting charging weight on the premise that the proportion of each element meets the requirements. The cost of raw materials can be expressed as:
Raw materials lost for burning in the smelting process because of the nature of chemical elements. The weight burning loss of raw materials needs to be compensated in burdening calculation. Charging time and melting of raw materials time greatly affect burning loss rate of raw materials, which leads to different weight to be compensated and then affects the total cost. The cost of the raw materials used to compensate can be expressed as:
The total cost can be expressed as
is the function of burning loss rate of raw materials; g Q (t Q ) = g Q ln(h Q t Q + 1) is the function of burning loss rate of the original fused mass.
Maximization of the amount of waste and old materials thrown into melting furnace
The yields of copper strips are low, but its prices are high. So it is important for cost reduction that waste and old materials of copper strips are thrown into melting furnace again. While burdening standards are met, waste and old materials should be thrown into melting furnace as much as possible. The amount of waste and old materials thrown into melting furnace can be expressed as:
where a, b, d is the penalty factor of waste and old remainder of copper strips.
Constraints
(a) The constraints of elements Elements of copper strips include main elements and impurities. The set of elements is defined as J; the set of main elements is defined as J 1 ; the set of impurities is defined as J 2 , J = {J|J 1 [ J 2 }. According to burdening standards, main elements and impurities of production should be restricted as follows:
(b) Stock is restricted as follows:
(c) The total charging weight of raw materials has equality constraints as follows:
Charging weight is restricted by lower and upper limits as follows:
(d) Charging time is restricted by lower and upper limits as follows:
The transformation of decision variables
In order to make optimize burdening model easier, charging time T is converted into feeding time T 0 as follows:
, the multi-objective model is converted as follows:
s:t:
Multi-objective optimization
The optimization of many real-world problems involves several objective functions simultaneously. Generally, these functions are noncommensurable and often conflicting objectives. Multi-objective optimization with such conflicting objective functions gives rise to a set of optimal solutions instead of one optimal solution. Because no one of these solutions can be considered to be better than any other with respect to all objective functions. A solution x 1 of the multi-objective problem is said to be Pareto optimal iff there does not exist another solution x 2 , such that f(x 1 ) dominates f(x 2 ). These optimal solutions are called Pareto-optimal solutions.
Generally, multi-objective optimization problems consist of n decision variables, m objective functions, p equality constraints and q inequality constraints. It can be formulated as follows: 
is a n-dimensional search space for decision vectors, and Y is a m-dimensional search space for objective vectors. The set of optimal trade-offs forms the solution set which is called the Pareto set and it is denoted by P ⁄ . The set PF ⁄ = {f (x)|x 2 P ⁄ } is called the Pareto front.
5. Nondominated sorting artificial bee colony algorithm
Artificial bee colony algorithm
Artificial bee colony (ABC) algorithm is a new swarm intelligence method which simulates intelligent foraging behavior of honey bees and it initially is proposed by Karaboga [11] and further developed by Karaboga and Basturk [28, 29] . In the model of ABC algorithm, there are three types of bees: employed bees, onlooker bees and scout bees. Half of the colony of artificial bees is employed bees and the order is onlooker bees and scout bees. An employed bee is employed at a particular food source which it is currently exploiting or is ''employed'' at. It carries the nectar and the position information about this particular source and shares it with onlooker bees waiting on the dance area of the hive. Onlooker bees that are called ''unemployed bees'' make decision to choose which food sources, which seem to learn information from the dance about the food source: its nectar amount, the direction and its distance. Scout bees are also called ''unemployed bees'', and they search the environment randomly. If the scout bees discover rich food source, the scout bees are selected and classified as employed bees. The employed bee whose food source has been exhausted by the bees will become a scout. The mean number of scouts is about 5%-10%.
In each successful algorithm, a robust search process, including exploitation and exploration process must be implemented effectively. In the ABC algorithm, the employed bees and onlookers execute the exploitation process in the search space, while the scout bees execute the exploration process. There is only one employed bee around each food source. In other words, the number of employed bees is equal to the number of food sources around the hive. The position of food sources represent possible solutions to the optimization problem and the nectar amount of a food source corresponds to the quality or fitness of the associated solution represented by the food source.
In the first place of the ABC algorithm a population of n artificial bees are created and placed randomly in the search space, where n denotes the size of population. For each solution x ij , where i = 1,2, . . . , n and j is dimensional vector the maximum of which is D. After the initialization stage, iteration of the three follow processes begins:
(a) The employed bees randomly perturb to the nearest neighbor of the food source, which makes a modification on the position in their memory depending on the local information. It means that the ABC algorithm uses the old to search for a candidate food source. A candidate food source will be created from the neighborhood of the old food source. In order to produce a candidate food position v ij from the old one x ij in memory, the new one is numerically expressed as:
where k = 1,2,. . . , n; j = 1,2,. . . , D are randomly chosen indexes. k is determined randomly, but it has to be different from i. d ij is randomly generated between [À1, 1]. It controls the production of new food sources around x ij and represents the comparison of two food positions visually by a bee.
(b) After the production of a new food source, x ij and v ij must be compared. Only one of two food positions is retained. An artificial onlooker bee chooses which of food sources depending on the probability value p i associated with that food source, p i calculated by the following expression:
where fit i is the fitness value of the solution i which is proportional to the nectar amount of the food source in the position i. It is numerically expressed as:
(c) If the amount of nectar from a food source is improved after a predefined iteration, this food source is abandoned by its employed bee. The value of predefined iteration is an important control parameter in ABC algorithm, which is called ''limit'' for abandonment. These employed bees become scout bees. The scout bees explore a new food source with x i to replace abandoned one. This behavior of artificial bees can be described as:
where r is a random number between [À1, 1]. After the scouts discover rich and new food sources, the scout becomes an employed bee.
Nondominated sorting artificial bee colony algorithm
This section presents the detailed description of the proposed hybrid multi-objective artificial bee colony algorithm (HMOABC). It can be observed from the literature that this approach to burdening optimization of copper strip production has not yet been extensively explored.
NSGAII [14] algorithm and MODE algorithm based on SNOV-DS [20] which are high-performance multi-objective optimization algorithms and used to optimize the many multi-objective problems. The HMOABC is a multi-objective ABC method inspired by the concept and main ideas of those two algorithms. The flowchart of the HMOABC is shown in Fig. 1 . It includes four important multi-objective strategy approaches: Fast nondominated sorting approach, crowded distance estimation, summation of normalized objective values and diversified selection. The four approaches are used to evaluate the fitness of the initial food source positions and select nondominated solutions, so they are presented as follows:
(a) Fast nondominated sorting procedure
The purpose of this procedure is to sort population based on dominance relationship between solutions. Each solution is compared with every other solution in the population to find which one is nondominated solution. For each solution two entities must be calculated: (i) domination count n x , the number of solutions which dominate the solution x, and (ii) S x , a set of solutions that the solution p dominates. Fast nondominated sorting procedure for set P is presented as follows:
Step 1: Set n x = 0 and S x = £. The sign q also denotes a solution in set P. Set S x = S x [ {q} if q 1 x; if x 1 q, set n x = n x + 1. If n x = 0, set x rank = 1 and F 1 = F 1 [ {p} where F is short for ''front''. p belongs to the first front.
Step Fig. 1 . The flowchart of the HMOABC.
Step
Set n q = n q À 1 for each solution q 2 S x . Set q rank = i + 1 and Q = Q [ {q} if n p = 0; Step 4: Set i = i + 1, F i = Q and return step 3. If Q is not an empty set; otherwise, stop.
(b) Fast crowded distance estimation procedure.
The crowding-distance is the average distance of two points on either side of this point along each of the objectives and it is calculated to estimate the density of solutions surrounding particular solution in the population. Firstly the nondominated set is sorted according to each objective function value in ascending order of magnitude. Thereafter, the crowding distance i distance of the ith solution is calculated and it is the average side length of the cuboid composed of (i À 1)th solution and (i + 1)th solution. The boundary solutions for each objective function (solutions with smallest and largest function values) are assigned an infinite distance value. The overall crowding-distance value is the sum of individual distance values corresponding to each objective. Before calculating the crowding distance, each objective function should be normalized. The selection process toward Pareto-optimal front in HMOABC algorithm is guided by the crowded-comparison operator and it is denoted by the sign 0 n Every individual i in the population has two attributes: (i) nondomination rank (i rank ) and (ii) crowding distance (idistance). If two solutions are in the same rank, the solution that is located in a lesser crowded region is preferred. Otherwise, the solution with the lower rank is preferred between two solutions which have different nondomination ranks. That is presented as follows:
i0 n j iff i rank < j rank or ði rank ¼ j rank and i distance > j distance Þ 
where fm 0 (x) is the normalized mth objective value. Finally, all normalized objective values of the member are summed to obtain a single value.
(d) Diversified selection The usage of summation of normalized objective values results in the loss of diversity, so the diversified selection method is employed to overcome the problem. During the selection process, the parents are chosen on the basis of the summation of normalized objective values and diversity with respect to each objective. In order to increase the diversity of the population, the individuals in the current population are divided into two sets, preferential set and backup set. If the number of individuals in the preferential set is greater than population size, the individuals will be randomly selected as parents for next generation. The process of the diversified selection method for each objective function is as follows:
Step 1: The range of the objective space is symmetrically divided into 100 bins.
Step 2: P percentage of the 100 bins is scanned (i.e. from bin 1 to P, P may be chosen as 80 or 90).
Step 3: The individuals with the smallest summation of normalized objective values are put into preferential set for each scanned bin. If there are not any individuals in the bin, otherwise just continue to next bin.
The two approaches and ABC algorithm which are regularly integrated together and improved constitute HMOABC. In HMOABC the population is updated by using expression (21) at each generation. If the ''limit'' value exceeds its predetermined value at a generation, expression (24) is used to update the population. Then the size of the new population is double. After that, fast nondominated sorting procedure is carried out to sort the population based on nondomination and crowded distance is calculated. In order to restrict the population size, crowded-comparison operator is used to remove poor individuals in the new population. This enhances the capability that the algorithm explores and exploits the search space, thereby more accurately and quickly detecting the convex, concave or discontinuous Pareto fronts. Detailed pseudo-code of HMOABC algorithm to optimize the burdening optimization model is given in next section.
The optimization process

Encoding
The position of food sources are encoded in the form of 2 Â (n + 1)-dimensional vector. The first part of the vector represents raw materials for burdening X and the second part of the vector represents charging time T and melting time t Q . The (n + 1)th real number of the first part is the constant Q which can be skipped in the calculation. The vector of the position of food sources is expressed as [(X, Q), (T, t Q )]. For example, a production of copper strip needs five raw materials and the vector of the position of food source is expressed as [(3, 0.12, 0.03, 0.15, 0.0153, 2.5), (12, 37, 40, 26, 27, 72) ]. The code indicates: the weight of the original fused mass is 2.5 units and melting time is 72 units; the charging weight of the first raw material is 3 units and charging time is 12 units. The rest can be done in the same manner.
Constraint handling in constrained multi-objective optimization
In this paper, a self-adaptive penalty function [27] is employed to handle parts of these constraints in the burdening optimization model. The approach determines the amount of penalty added to infeasible individual by means of the number of feasible individuals of the colony. With self-adaptive penalty function the original objective values are replaced by modified objective function values. The main calculation procedure is given as follows:
Step 1: Inequality form is transformed into equality constraints, and then all the constraints can be expressed as
HðxÞ ¼ maxfg i ðxÞ; 0g; i ¼ 1; 2; . . . ; p;
where e is a tolerance parameter for the equality constraints (usually 0.001 or 0.0001).
Step 2: Calculate the normalized constraint violation v(x)
where
is the maximum violation of the ith constraint. ; otherwise;
where r f is the proportion of feasible individuals in the whole population.
Step 5: The two penalties is formulated for infeasible individuals as follows: 
(
Step 6: The final modified objective function value, using which fast nondominated sorting and summation of normalized objective values is performed, is calculated for the jth objective function as follows:
Sorting Pareto-optimal set
There are many feasible solutions in Pareto set. This raises the number of alternative solutions in burdening process, but reduces efficiency. Because of subjective uncertain factors exist, the best results can not be obtained if the final solution is completely selected by technical staffs which are in charge of burdening process. Fuzzy set theory can be implemented to arrange Pareto-optimal set in descending order. Upon having the Pareto-optimal set, the proposed approach presents a fuzzy-based mechanism to get a priority list of solutions in Pareto-optimal set, which will guide the decision maker in view of the current operating conditions.
The ith objective function of a solution in the Pareto-optimal set F i is represented by a membership function l i defined as [30] For each nondominated solution k, the normalized membership function l k is calculated as:
where N obj is the number of objective functions; M is the number of solutions in Pareto-optimal set. Larger value of l k indicates better performance of nondominated solution k balancing multiple objective functions. Arranging all solutions in Pareto-optimal set according to the value of l k will produce a priority list of nondominated solutions.
Pseudo-code of implementation procedure
The algorithm proposed in the Section 5 can be incorporated into burdening process to solve burdening optimization problems. A pseudo-code of the procedure for the application of the algorithm is given as follows:
Step 1: Set the total number of bees (N), maximum number of cycles (MNC) and ''limit'' value.
Step 2: Generate a random initial bee colony P 0 . Each vector in P 0 is constructed using expression (21) and restricted by 8, 10, 11, and 12. According to the encoding rule, P 0 is composed of N 2 Â (n + 1)-dimensional vectors.
Step 3: Sort the bee colony based on the nondomination. Each solution is assigned a fitness (or rank) equal to its nondomination level.
Step 4: Select the best food locations (SN, is a half of N) among the candidate food sources (N). The bees associated with the best locations become ''employed bees''.
Step 5: Set cycle = 1.
Step 6: Loop over each food source (1) Produce new solutions as set EQ cycle for the employed bees by using expression (15) and then form a new combined bee colony ER cycle = P cycle [ EQ cycle . (2) Calculate modified objective function values using the selected constraint handling method for all individuals by (23)- (28) . Then the bee colony ER cycle is sorted according to nondomination. The size of the combined bee colony is 2SN. (3) Select exactly SN best individuals as new P cycle from the bee colony ER cycle using the crowded-comparison operator 0 n (4) Produce new solutions as set OQ cycle for the onlooker bees by using expression (21) and form a new combined bee colony OR cycle = P cycle [ OQ cycle again. (5) Calculate modified objective function values using the selected constraint handling method for all individuals by (23)- (28) . Then the bee colony OR cycle is sorted according to summation of normalized objective values. (6) Select exactly SN best individuals as P cycle+1 from the bee colony OR cycle using diversified selection method in Section 5.2. (7) Discard the food source if there is no improvement of the food level after the ''limit'' number of cycles, and then replace the food source with a new randomly produced solution using expression (21). (8) cycle = cycle + 1. (9) If the cycle is greater than MNC, stop the procedure; otherwise, go to step 6.
Step 7: Employ a fuzzy-based mechanism to arranging all solutions in Pareto-optimal set, using expression (29), (30) and then export a priority list of solutions.
In the above process, ''cycle'' represents the number of the loop; P cycle represents the colony of artificial bee; EQ cycle and OQ cycle represent the new bee colony which are produced for the employed bees and the onlooker bees; ER cycle and OR cycle represent the new combined bee colony for the employed bees and the onlooker bees.
Discussion and comparison of the results
In order to prove the numerical correctness, efficiency and validation of HMOABC algorithm for the model, the burdening data of a high-precision copper strip production line are used to implement simulation experiment. The proposed algorithm has been applied to two test examples of copper strips with different elements and it is compared with NSGAII and MOPSO to solve this problem. The proposed algorithm has been run in MATLAB 7 on a Personal Computer with a Pentium Dual Core 2.20 GHz processor and 1 GB memory.
For two test examples presented in this study, the HMOABC algorithm parameters were set as follows: a colony of bee size N = 100, the maximum number of cycles MNC = 1000, the percentage of the bins in SNOV P = 90 and LIMIT = -MNC Â D/2 (D is the number of decision variables). Twenty independent runs were performed with the best and worst performances being presented for each test example.
For NSGA-II, the population size, maximum number of generations, crossover and mutation probabilities are selected as 50, 1000, 0.85 and 0.25, respectively for the two test examples. For MOPSO, the population size, maximum number of generations, mutation rate and divisions for the adaptive grid are selected as 50, 1000, 0.5 and 30.
Test example 1
Test example 1 is that the proposed HMOABC algorithm is applied to the burdening optimization model based on a copper strip production comprised of 4 elements. According to the melting craft of copper strip, remainder of copper strips of the Table 2 where 1-4 represent new raw materials, 5 represents remainder of copper strips of the same grade and 6 represents chemical waste. The other parameters are set as G = 10t, Q = 2.5t and C = 78,000¥/t. To optimize both the total cost objective of raw materials and the amount objective of waste material thrown into melting furnace simultaneously, the proposed HMOABC approach has been applied. The 10 best solutions are summarized in Table 3 .
The best function values and the best value of l k have been marked in bold. It is seen from Table 3 that the convergence of the solutions is very good, which charging time of them is identical and feeding amount of them is almost the same. But the difference of feeding amount exists in the solutions. The diversity enables technical staffs to have more choice in burdening process. The higher value of l k represents the comprehensive performance of the solution is better and the priority of the solution is higher.
The burdening model is solved using MOPSO, NSGAII and HMOABC. The best five solutions of each approach are integrated together. And then the fifteen solutions are sorted by the value of l k . A comparison of the results obtained by these three approaches is shown in Table 4 . It is seen that the proposed HMOABC yields lower cost and high value of l k than MOP-SO and NSGAII. HMOABC is significantly better than NSGAII, because the solutions obtained by HMOABC can dominate the solutions obtained by NSGAII. Although one of the two function values obtained by MOPSO is nice from Table 4 , HMOABC have found a better spread and more solutions in the entire Pareto-optimal region than MOPSO.
Test example 2
Test example 2 is that the proposed HMOABC algorithm is applied to the burdening optimization model based on a copper strip production comprised of 6 elements. According to the melting craft of copper strip and the characteristic of the production, penalty factor a in expression (4) should be relatively small and penalty factor b should be relatively great, setting a = 2, b = 20 and d = 32, respectively. For the same reasons in test example 1 set e = 0.1. Elemental content of materials and elemental standard range of the copper strip in test example 2 are given in Table 5 . The parameters about upper and lower limits are seen from Table 6 where 1-4 represent new raw materials, 5 and 7 represents remainder of copper strips of other grade, 6 represents remainder of copper strips of the same grade and 8 represents chemical waste. The other parameters are set as G = 10t, Q = 2.5t and C = 62000¥/t.
The 10 best solutions obtained by the proposed HMOABC in test example 2 are summarized in Table 7 . The best function values and the best value of l k have been marked in bold. It is seen from region than the other two approaches. It indicates that the proposed algorithm is more effective than the other approaches for solving the burdening optimization problem.
Conclusion
In this paper, we present a multi-objective model for burdening optimization of copper strips production. The nonlinear constrained multi-objective model is established on the principle of the actual burdening and is formulated with two objectives of minimizing the total cost of raw materials and maximizing the amount of waste material thrown into melting furnace. Constraints of burdening optimization model are handled with a self-adaptive penalty function by the means of calculating modified objective function values. In order to solve this multi-objective model a novel approach called HMOABC is proposed based on the ABC algorithm, NSGAII and SNOV-DS. Results obtained from the proposed approach have been compared with those obtained from NSGAII and MOPSO. It is seen from the comparison that HMOABC performs better than NSGAII and MOPSO. HMOABC is more suitable for solving the burdening multi-objective optimization problem with regard to copper strips production than the other multi-objective algorithms.
