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FACTORIZATION OF FRIEZE PATTERNS
MORITZ WEBER AND MANG ZHAO
Abstract. In 2017, Michael Cuntz gave a definition of reducibility of quiddity
cycles of frieze patterns: It is reducible if it can be written as a sum of two
other quiddity cycles. We discuss the commutativity and associativity of this sum
operator for quiddity cycles and its equivalence classes, respectively. We show
that the sum is neither commutative nor associative, but we may circumvent this
issue by passing to equivalence classes. We also address the question whether a
decomposition of quiddity cycles into irreducible factors is unique and we answer it
in the negative by giving counterexamples. We conclude that even under stronger
assumptions, there is no canonical decomposition.
Introduction
Frieze patterns have been first introduced by H.S.M. Coxeter in 1971 [Cox71].
They consist in rows of numbers, where the first two rows at top and bottom are
0’s and 1’s and the minor of every adjacent 2× 2 entries is equal to one. Moreover,
if the minor of every adjacent 3× 3 entries is equal to zero, then this frieze pattern
is tame. For example, a tame frieze pattern with width four is as follows:
row 0 0 0 0 0 0 0 0 0 0 0 0 0
row 1 1 1 1 1 1 1 1 1 1 1 1
row 2 ... 3 1 2 4 1 2 2 3 1 2 ...
row 3 2 1 7 3 1 3 5 2 1 ...
row 4 ... 3 1 3 5 2 1 7 3 1 3 ...
row 5 1 2 2 3 1 2 4 1 2 ...
row 6 ... 1 1 1 1 1 1 1 1 1 1 ...
row 7 0 0 0 0 0 0 0 0 0 0 0
Note that each tame frieze pattern follows a certain periodicity in its entries. Now,
a quiddity cycle is a finite sequence, which consists of elements in a period from row 2
[Cox71] see the bold face sequence above. Using quiddity cycles, it becomes possible
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to investigate properties of a 2-dimensional frieze pattern in terms of properties of its
1-dimensional quiddity cycles. Recent results about frieze patterns, the extension
to SLk+1-friezes over integers, the close connection to geometry and algebra, as
well as the combinatorial interpretations of integer-valued frieze patterns have been
summarized in [Mor15].
In 2017, a new approach to build tame frieze patterns by using quiddity cycles
has been introduced by Michael Cuntz and Thorsten Holm [CH17]. Meanwhile,
the domain of elements in a frieze pattern has been widened to a subset of any
commutative ring of numbers [CH17, Cun17]. Moreover, Cuntz gave a definition for
reducing a quiddity cycle into two other quiddity cycles with respect to some ”⊕”
operator [Cun17]. We ask the following natural questions:
(1) Is the ”⊕” operator commutative?
(2) Is the ”⊕” operator associative?
(3) Obviously, each quiddity cycle can be decomposed until all of its factors are
irreducible. Is it unique? Does a general decomposition form exist?
The answer to all these questions is no, as we will show in this article (Example
2.1 and Section 3.2). However, (1) and (2) have positive answers if we pass to
equivalence classes (Theorem 2.3).
1. Quiddity Cycles and the ⊕ Operator
1.1. Quiddity cycles. The following definition has been given by Cuntz in 2017
[Cun17], see also [CH17]. Through out this article, R denotes a subset of a commu-
tative ring and λ is a parameter λ ∈ {±1}.
Definition 1.1. [Cun17] A λ-quiddity cycle overR is a finite sequence c = (c1, c2, ..., cn) ∈
Rn satisfying:
n∏
k=1
(
ck −1
1 0
)
=
(
λ 0
0 λ
)
= λ id
Remark 1.2. Given a (−1)-quiddity cycle, one can associate a tame frieze pattern
to it, see [CH17] [Prop. 2.4].
Example 1.3. [Cun17] In the case R = C, we have the following results:
(1): (0, 0) is the only λ-quiddity cycle of length 2.
(2): (−1,−1,−1) is the only 1-quiddity cycle of length 3.
(3): (1, 1, 1) is the only (−1)-quiddity cycle of length 3.
(4): (t, 2
t
, t, 2
t
), t a unit and (a, 0,−a, 0), a arbitrary, are the only λ-quiddity
cycles of length 4.
Example 1.4. (1) c = (4, 0,−3,−1, 0, 2, 1) ∈ R7 is a (−1)-quiddity cycle over
R = Z.
(2) c = (3, 1, 2, 4, 1, 2, 2) ∈ R7 is a (−1)-quiddity cycle over R = Z.
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1.2. Equivalence classes of quiddity cycles.
Definition 1.5. Let c = (c1, ..., cn) ∈ Rn be a λ-quiddity cycle and let σ ∈ Dn,
where Dn is the dihedral group acting on n points. We put
cσ := (cσ1 , ..., cσn).
Moreover, we define the following equivalence relation for tuples a, b ∈ Rn.
a ∼ b :⇔ ∃σ ∈ Dn : a = bσ
For convenience, we put D∞ :=
⋃
n∈NDn and we write c
σ for σ ∈ D∞ only if σ has
an appropriate length.
Remark 1.6. The sequence cσ is a λ-quiddity cycle as well [CH17] [Prop 2.6]. Note
that by definition cσ is a cyclic rotation of (c1, c2, ..., cn) or of (cn, ..., c2, c1).
Lemma 1.7. For n ∈ N and a, b ∈ Rn, a ∼ b defines an equivalence relation on R.
Proof. Given a = bσ and b = cpi, we have a = aid, b = aσ
−1
and a = cσpi which proves
reflexivity, symmetry and transitivity. 
1.3. The ⊕ operator.
Definition 1.8. [Cun17] Let a = (a1, ..., ak) be a λ-quiddity cycle and b = (b1, ..., bl)
be a λ′-quiddity cycle. We put
a⊕ b = (a1 + bl, a2, ..., ak−1, ak + b1, b2, ..., bl−1).
Lemma 1.9. Let a = (a1, a2, ..., ak) be a λ
′-quiddity cycle and b = (b1, b2, ..., bl) ∈ Rl
be any finite sequence. Then b is a λ′′-quiddity cycle if and only if a⊕b is a (−λ′λ′′)-
quiddity cycle.
Proof. If a and b are quiddity cycles, so is a⊕b by [Cun17] [Lemma 2.7]. Conversely,
let a⊕ b be a (−λ′λ′′)-quiddity cycle. Then
(−λ′λ′′) id
=
(
a1 + bl −1
1 0
) k−1∏
t=2
(
at −1
1 0
)(
ak + b1 −1
1 0
) l−1∏
t=2
(
bt −1
1 0
)
=
(
bl −1
1 0
)(
0 −1
1 0
)(
a1 −1
1 0
) k−1∏
t=2
(
at −1
1 0
)(
ak −1
1 0
)
(
0 −1
1 0
)(
b1 −1
1 0
) l−1∏
t=2
(
bt −1
1 0
)
= (−λ′)
(
bl −1
1 0
) l−1∏
t=1
(
bt −1
1 0
)
Therefore, (bl, b1, ..., bl−1) is a λ′′-quiddity cycle. With Remark 1.6 we know that b
is also a λ′′-quiddity cycle. 
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2. Commutativity and Associativity for ⊕
We now show that the sum of quiddity cycles is neither commutative nor associa-
tive in general. However, passing to equivalence classes solves this issue.
Example 2.1. (1) We do not have a ⊕ b = b ⊕ a in general. For example, if
a = (1, 1, 1) and b = (2, 1, 2, 1), then
a⊕ b = (2, 1, 3, 1, 2) 6= (3, 1, 2, 2, 1) = b⊕ a.
Note that we have a⊕ b ∼ b⊕ a.
(2) We do not have (a⊕b)⊕c = a⊕(b⊕c) in general. For example, if a = (1, 1, 1),
b = (2, 1, 2, 1) and c = (1, 1, 1), then
(a⊕ b)⊕ c = (2, 1, 3, 1, 2)⊕ (1, 1, 1)
= (3, 1, 3, 1, 3, 1)
6= (2, 1, 4, 1, 2, 2)
= (1, 1, 1)⊕ (3, 1, 2, 2, 1)
= a⊕ (b⊕ c)
Note that we even have (a⊕ b)⊕ c  a⊕ (b⊕ c).
(3) If a⊕ b ∼ a⊕ c, then we may have b 6= c and even b  c. For example,
(1, 1, 1)⊕ (0, 6, 0,−6) = (−5, 1, 1, 6, 0)
(1, 1, 1)⊕ (5, 0,−5, 0) = (1, 1, 6, 0,−5)
Hence, the sum does not behave nicely on the level of quiddity cycles. However,
on equivalence classes the situation is better. Before proving the main theorem of
this article, we need to prove some technical lemma.
Lemma 2.2. Let a = (a1, ..., ak) be a λ-quiddity cycle and let b = (b1, ..., bl) be a
λ′-quiddity cycle. Let a˜ = (ak, ..., a1) and b˜ = (bl, ..., b1). Then a⊕ b ∼ a˜⊕ b˜.
Proof. We have
a⊕ b = (a1 + bl, a2, ..., ak−1, ak + b1, b2, ..., bl−1)
and
a˜⊕ b˜ = (ak + b1, ak−1, ..., a2, a1 + bl, bl−1, ..., b2).

Theorem 2.3. Let k, l,m > 2 and let
• a = (a1, a2, ..., ak) ∈ Rk be a λ-quiddity cycle
• b = (b1, b2, ..., bl) ∈ Rl be a λ′-quiddity cycle
• c = (c1, c2, ..., cm) ∈ Rm be a λ′′-quiddity cycle.
Then we have:
(1) a⊕ b ∼ b⊕ a.
(2) ∃σ, τ ∈ D∞ : (a⊕ b)⊕ c = a⊕ (bτ ⊕ c)σ.
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(3) Let σ ∈ D∞. Then either
a⊕ (b⊕ c)σ ∼ (a⊕ cτ1)τ2 ⊕ b
or
a⊕ (b⊕ c)σ ∼ (a⊕ bτ1)τ2 ⊕ c
for some τ1, τ2 ∈ D∞.
(4) If k = l, λ = λ′ and a⊕ b = b⊕ a, then a = b.
Proof. (1) Let σ ∈ D∞ be given by (1, ..., k+ l−2) 7→ (l, ..., k+ l−2, 1, ..., l−1).
Then:
a⊕ b = (a1 + bl, a2, ..., ak−1, ak + b1, b2, ..., bl−1)
= (ak + b1, b2, ..., bl−1, a1 + bl, a2, ..., ak−1)σ
= (b⊕ a)σ
(2) Let σ ∈ D∞ be given by (1, ..., l+m− 2) 7→ (2, ..., l+m− 2, 1) and τ ∈ D∞
be given by (1, ..., l) 7→ (l, 1, ..., l − 1). Then:
(a⊕ b)⊕ c = (a1 + bl, a2, ..., ak−1, ak + b1, b2, ..., bl−1)⊕ c
= (a1 + bl + cm, a2, ..., ak−1, ak + b1, b2, ..., bl−2, bl−1 + c1, c2, ..., cm−1)
= a⊕ (b1, b2, ..., bl−2, bl−1 + c1, c2, ..., cm−1, bl + cm)
= a⊕ (bl + cm, b1, b2, ..., bl−2, bl−1 + c1, c2, ..., cm−1)σ
= a⊕ ((bl, b1, b2, ..., bl−1)⊕ c)σ
= a⊕ (bτ ⊕ c)σ
(3) We split the proof of (3) into four cases depending on σ. Note that
b⊕ c = (b1 + cm, b2, ..., bl−1, bl + c1, c2, ..., cm−1).
(3.1): If (b ⊕ c)σ = b ⊕ c, then using (1) and (2), we find τ1, τ2, pi ∈ D∞
such that:
a⊕ (b⊕ c)σ ∼ (b⊕ c)⊕ a = b⊕ (cτ1 ⊕ a)pi ∼ (cτ1 ⊕ a)pi ⊕ b = (a⊕ cτ1)τ2 ⊕ b
(3.2): If (b ⊕ c)σ = (bi, bi+1..., bl−1, bl + c1, c2, ..., cm−1, b1 + cm, b2, ..., bi−1)
for some 2 ≤ i ≤ l − 1, using (1) we find τ1, τ2 ∈ D∞ such that:
a⊕ (b⊕ c)σ
= (a1 + bi−1, a2, ..., ak−1, ak + bi, bi+1..., bl−1, bl + c1, c2, ..., cm−1, b1 + cm, b2, ...,
bi−2)
∼ (bl + c1, c2, ..., cm−1, b1 + cm, b2, ..., bi−2, a1 + bi−1, a2, ..., ak−1, ak + bi, bi+1...,
bl−1)
= c⊕ (b1, b2, ..., bi−2, a1 + bi−1, a2, ..., ak−1, ak + bi, bi+1..., bl−1, bl)
= c⊕ (a⊕ bτ1)τ2
∼ (a⊕ bτ1)τ2 ⊕ c
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(3.3): If σ is of the form (1, ..., l+m−2) 7→ (i, i+1, ..., l+m−2, 1, ..., i−1)
for some l ≤ i ≤ l+m−2, we find some σ′ ∈ D∞ such that a⊕(b⊕c)σ =
a⊕ (c⊕ b)σ′ and apply the results from cases (3.1) and (3.2).
(3.4): If σ is of the form (1, ..., l+m+ 2) 7→ (i, i−1, ..., 1, l+m−2, ..., i+
1) for some 1 ≤ i ≤ l + m − 2, we consider b˜ = (bl, ..., b2, b1) and
c˜ = (cm, ..., c2, c1). By using Lemma 2.2, we find σ˜ ∈ D∞ such that
(b⊕ c)σ = (c˜⊕ b˜)σ˜ and we may use the results from the cases (3.1), (3.2)
and (3.3) to conclude the proof with the help of Lemma 2.2.
(4) As k = l, we have
a⊕ b = (a1 + bk, a2, ..., ak−1, ak + b1, b2, ..., bk−1)
and
b⊕ a = (b1 + ak, b2, ..., bk−1, bk + a1, a2, ..., ak−1).
If a⊕ b = b⊕ a, we thus obtain at = bt for 2 ≤ t ≤ k − 1. Put(
m1,1 m1,2
m2,1 m2,2
)
:=
k−1∏
t=2
(
at −1
1 0
)
=
k−1∏
t=2
(
bt −1
1 0
)
.
We then have
λ id =
k∏
t=1
(
at −1
1 0
)
=
(
a1 −1
1 0
)(
m1,1 m1,2
m2,1 m2,2
)(
ak −1
1 0
)
=
(
m1,1a1ak −m2,1ak +m1,2a1 −m2,2 m2,1 −m1,1a1
m1,1ak +m1,2 −m1,1
)
and as λ = λ′ also
λ id =
k∏
t=1
(
bt −1
1 0
)
=
(
b1 −1
1 0
)(
m1,1 m1,2
m2,1 m2,2
)(
bk −1
1 0
)
=
(
m1,1b1bk −m2,1bk +m1,2b1 −m2,2 m2,1 −m1,1b1
m1,1bk +m1,2 −m1,1
)
As m1,1 = −λ 6= 0, this implies a1 = b1 and ak = bk and therefore a = b.

3. Factorization and reducibility
In [Cun17] Cuntz introduced the concept of irreducibility for quiddity cycles. In
this section, we address the question whether the decomposition into irreducible
factors is unique. We give counterexamples and remark that there cannot be a
canonical decomposition.
FACTORIZATION OF FRIEZE PATTERNS 7
3.1. Reducibility.
Definition 3.1. [Cun17] Let m > 2 and let c = (c1, c2, ..., cm) ∈ Rm be a λ-
quiddity cycle. Then, c is called reducible over R if there exists a λ′-quiddity cycle
a = (a1, a2, ..., ak) and a λ
′′-quiddity cycle b = (b1, b2, ..., bl), such that:
(1) λ = −λ′λ′′
(2) k, l > 2 and m = k + l − 2
(3) c ∼ a⊕ b
If c is not reducible then c is called irreducible.
Example 3.2. [Cun17]
(1) The set of irreducible λ-quiddity cycles over Z≥0 is {(0, 0, 0, 0), (1, 1, 1)}.
(2) The set of irreducible λ-quiddity cycles over Z is
{(1, 1, 1), (−1,−1,−1), (a, 0,−a, 0), (0, a, 0,−a)|a ∈ Z\{0,±1}}.
(3) (0,−1, 0, 1) is reducible over Z, since (0,−1, 0, 1) = (−1,−1,−1)⊕ (1, 1, 1).
Example 3.3. (1) All λ-quiddity cycles having the form (1, ..., 1) are irreducible
over R = N>0.
Proof. Suppose c = (c1, ..., cm) = (1, ..., 1) ∈ Rm is reducible as c = (a⊕ b)σ
with a ∈ Rk, b ∈ Rl, σ ∈ D∞. Then we obtain m = k + l − 2 and m =∑m
t=1 ct =
∑k
t=1 at +
∑l
t=1 bt ≥ k + l = m+ 2, which is a contradiction. 
(2) The reducibility of a λ-quiddity cycle is dependent on the set R. For example,
(1, 1, 1, 1, 1, 1, 1, 1, 1) is irreducible over R = N>0 by (1).
But (1, 1, 1, 1, 1, 1, 1, 1, 1) = (1, 1, 1) ⊕ (0, 1, 1, 1, 1, 1, 1, 0) is reducible over
R = N.
3.2. The decomposition into irreducible factors is not unique. By Section
2 we know that ⊕ is not associative. Hence, a decomposition into irreducible
factors seems to be problematic. Indeed consider the (−1)-quiddity cycle c =
(4, 0,−3,−1, 0, 2, 1) ∈ Z7 with R = Z. From Example 3.2 we know all irreducible
(−1)-quiddity cycles over Z. We may decompose c as follows:
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However, we may also choose the following decomposition:
We observe that different irreducible factors may appear and even the number of
irreducible factors may vary.
3.3. There is no canonical decomposition into irreducible factors. In Sec-
tion 3.2, we saw an example of a (−1)-quiddity cycle c over Z with decompositions
c = a1 ⊕ (a2 ⊕ a3) and c = ((b1 ⊕ b2)⊕ b3)⊕ b4 into irreducible factors.
So, as the decomposition into irreducible factors is not unique, we might wonder
whether we may always find a unique factorization of the form:
c = (((a1 ⊕ a2)⊕ a3)⊕ ...)⊕ an
But even this is not true.
For instance, consider the 1-quiddity cycle c = (2, 1, 1,−1, 0) ∈ Z5. Then there is
no irreducible quiddity cycle b such that c = a⊕ b.
Indeed, if there was such a quiddity cycle b = (b1, ..., bl), the last entry of c would be
the entry bl−1. The only irreducible quiddity cycle with bl−1 = 0 is b = (0, λ, 0,−λ)
for some λ ∈ Z\{−1, 0, 1}.
Hence a must be of length three and we have
(2, 1, 1,−1, 0) = (a1 − λ, a2, a3 + 0, λ, 0)
which implies a = (1, 1, 1) and b = (0,−1, 0, 1), but b is not irreducible by Example
3.2(3).
We conclude that we cannot avoid the action of the dihedral group in a factorization
procedure. Using Theorem 2.3, one can prove that for a given λ-quiddity cycle
c ∈ Rm, we may always find σ1, ..., σn−1 ∈ D∞ such that
c = ((((a1 ⊕ a2)σ1 ⊕ a3)σ2 ⊕ ...)σn−2 ⊕ an)σn−1 .
However, we may not choose σ1 = ... = σn−1 = id in general (see the above example)
nor is the above factorization unique in any sense, see the example in Section 3.2
with c = ((b1 ⊕ b2)⊕ b3)⊕ b4 and c = ((a2 ⊕ a3)⊕ a1)σ, using Theorem 2.3.
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