Many existing industrial and research data sets contain missing values. Data sets contain missing values due to various reasons, such as manual data entry procedures, equipment errors, and incorrect measurements. It is usual to find missing data in most of the information sources used. Missing values usually appear as "NULL" values in the database or as empty cells in the spreadsheet table. Multiple ways have been used to deal with the problem of missing data. The proposed model presents rough set theory as a technique to deal with missing data. This model can handle the missing values for condition and decision attributes, the web application was developed to predict these values.
Introduction
According to Pawlak, Z. [10, 11, 12] a set is a collection of any objects, which according to some law can be considered as a whole. A lot of existing industrial and research data sets contain missing values. Missing values usually appear as "NULL" values in the database or as empty cells in spreadsheet table.
There are general ways that have been used to deal with the problem of missing data [7, 8, 13 ]. The proposed model can predict the missing values of any attributes for the numerical information system table. This model depends on distance functions of all values of attributes between the complete information system table and incomplete information system table. This model depends on rough set to deal with the repeated small distance by eliminating an attribute, which has the smallest effect on the complete information system table. If rough set and distance function cannot get the result, the common value method will be used.
The article is organized as follows: In the next section, we review research on information analysis. Related work is presented in section 3. In Section 4, we discuss our proposed model. We present a case study by using the proposed model in section 5. Section 6 presents the URL of web application that used for simulating the model. Comparison between the model and KNN imputation [5, 15] is shown in section 7. Conclusion is presented at the last section.
Information Analysis
The classical rough set theory developed by Professor Z.Pawlak [6, 11, 2, 3, 9, 14] in 1982. This theory has made a great success in knowledge acquisition in recent years [1, 11] . In Rough set theory, knowledge is represented in information systems. An information system is a data set represented in a table [4] . Information systems with missing data are called incomplete information systems. The main goal of the rough set analysis is the induction of approximations of concepts. Rough set identifies partial or total dependencies in data, eliminates redundant data. It can be used for missing data, data reduction, decision rule generation, and pattern extraction.
Information System
In rough sets theory, a data set is represented as a table and each row represents a state, an event or simply an object. Each column represents a measurable property for an object (a variable, an observation, etc.). This table is called an information system [1] .
An information system can be defined as [13] : 
, then x and y are indiscernible by attributes from P .
Approximation
The rough set theory depends on two basics concepts, namely the lower and the upper approximation.
Suppose the given an information system ( , , , )  For a set of attribute P, the lower approximation of a set X is the set of all objects, which can be for certain classified as X, using P:
 For a set of attribute P, the upper approximation of a set X is the set of all objects which can be possibly classified as X, using P:
 Let P, Q  A be equivalence relations over U, then the positive and boundary regions can be defined as follows :
The boundary region is the difference between the upper approximation and lower approximation.
The positive region of X, using B is:
, is the set of all objects of U that can be certainly classified to blocks of the partition U/D by means of C [13] . 
The Most Common Value of an Attribute
In this method, one of the simplest methods to handle missing attribute values, such values are replaced by the most common value of the attribute. In different words, a missing attribute value is replaced by the most probable known attribute value, where such probabilities are represented by relative frequencies of the corresponding attribute.
Distance Function:
The distance between the complete decision table and incomplete decision table can be calculated by the following function [13] : In this method, one of the simplest methods to handle missing attribute values, such values are replaced by the most common value of the attribute. In different words, a missing attribute value is replaced by the most probable known attribute value, where such probabilities are represented by relative frequencies of the corresponding attribute.
Related Work
We find in paper [13] that the author can predict the missing values for the decision attribute values only, and can't predict some missing values, but in our proposed model, we can predict missing values for any attributes (condition or decision attributes) and can predict all missing values.
The Proposed Model
The Proposed Model depends on the distance function to detect any missing attributes values. This will be done by calculating the distance function between complete information system table and incomplete information system table. When the small distance is repeated with more than one case and the attributewhich the missing value on it -has a different value, then the method eliminates one of the attributes which has a small effect on the information system by using the degree of dependency. If the Model eliminates the last attribute that has a bigger effect on the system and there is no single value of the smallest distance, the most common attribute value will be supposed to be the missing value.
Proposed Algorithm:
The steps that algorithm follows to predict the missing value are shown in Figure 2: 1. Separation the decision table to two tables( complete information system table and incomplete information system table) 2. Getting the most common value of each attribute. 
4.
Calculations of the distance function between every case in incomplete information system table and complete information system table. 5. Getting the smallest distance for every case in the incomplete information system table. 6. If the smallest distance unique, then the missing attribute value equal the value of the same attribute which its case has the smallest distance. 7. If the smallest distance is repeated and its records of complete information system table have the same value of the missing attribute, then the missing attribute value equal this repeated attribute value. 8. If the smallest distance is repeated in more records in the complete information system table and the records have different values of the missing attribute, then:
a) The attribute which has small effects on the information system table will be done by using the degree of dependency. b) Calculation of the distance is repeated again and the above sequence will be repeated but with only the cases of complete information system table which have the smallest distance.
9.
If there is no matching case, the algorithm supposes that the missing attribute value is the most common attribute value of this attribute. Fig.2 . Flowchart of the Proposed Algorithm.
Case Study
This case study presents a method in which natural radionuclide concentrations of beach sand minerals are traced along a stretch of coast by rough sets analysis. This analysis yields a classification of groups of mineral deposit with different origins. From the following Table 1 which indicates the activity concentrations in Bq/Kg for mineral fractions in samples collected along the coast. We find that: attributes are B= {U, Ra, K, Ph, Tom}, and the locations are: 1 ,c 2 ,c 3 ,c 4 , c 5 , c 6 , c 7 , c 8 , c 9 , c 10 , c 11 , c 12 , c 13 , c 14 , c 15 , c 16 , c 17 , c 18 , c 19 , c 20 , c 21 , c 22 , c 23 , c 24 , c Table 2 .
Dividing that table into two tables
In this step, the algorithm divides the information system Table 4 .
Calculating the degree of dependency:
The following steps will calculate the degree of dependency:
Indiscernibility relation:
Calculate Indiscernibility relation for the complete attribute and the complete attribute except each attribute individual. 
Calculating the POS`s:
POS
Getting the most common attribute values:
The most common values of each attribute will be displayed in Table 5 : 
Prediction of Missing Values:
In this part the model will predict the values of the missing values.
Prediction of Missing Value: case 22
The distance function between case 22 and complete information system table will be calculated in Table 6 . 
The smallest distance function is "1" and there are eight cases (case 19, case 20, case 23, case 24, case 26, case 29, case 35, case 39, case 41) that have this distance function but they have different values for the attribute K so we need to eliminate attribute which has small effects on the information system table by using the degree of dependency. Reference to the degree of dependency k value, the attribute U will be deleted and then only the cases that have the similar small distance (case 19, case 20, case 23, case 24, case 26, case 29, case 35, case 39, case 41) will be compared with the missing case ( see Table 7 ): 
After eliminating the attribute Ra the smallest distance function is "0" and only the (case 19) has this distance function, so the value of the attribute (K) for the (case 22) equal the value of the attribute (K) for the (case 19) equal " 1".
Prediction of Missing Values of (case 36):
The distance function between (case 36) and complete information system table will be calculated in Table 8 . The smallest distance function is "0" and there are two cases (case 25 and case 27) that have this distance function. The two cases have the different values for the attribute Tom, so we need to eliminate the attribute that has the small effect on the system (U) as shown in Table 9 . The smallest distance function is "0" and there are two cases (case 25 and case 27) that have this distance function.The two cases have the different values for the attribute Tom, so we need to eliminate the next attribute that has the small effect on the system (Ra) as shown in Table 10 . The smallest distance function is "0" and there are two cases (case 25 and case 27) that have this distance function.The two cases have the different values for the attribute Tom, so we need to eliminate the next attribute that has the small effect on the system (Ph) as shown in Table 11 . The smallest distance function is "0" and there are two cases (case 25, case 27) that have this distance function.The two cases have the different values for the attribute Tom, so we need to eliminate the next attribute that has the small effect on the system (K) as shown in Table 12 . The most common value will be used to get the missing value. So the missing value of this case will equal the most common attribute value of (Tom) so it will be equal "1".
MVP
A web application MVP (Missing Value Prediction) has been developed to do the proposed algorithm using c#, asp.net, and SQL server as shown in Fig.3 which be published on the internet with this URL: www.kfs.edu.eg/mvp 
Comparison
To test the algorithm 100 tables are made with random 5 missing cases for each table from Table 1 . The random tables are uploaded on the next URL:
http://www.kfs.edu.eg/pdf/tables.pdf The proposed method predicts 60.4% of the missing attributes values with accuracy 100%. The proposed method has the following advantages by comparing with The KNN Imputation [5] as shown in Table 13 . 
Conclusion
In this model, missing values can be predicted by calculating the distance function. If repeated distance function presents with different attribute values, the proposed model eliminates an attribute which has the smallest effect on the complete information system and repeats the calculation of the distance function again. If there is no matching case, the proposed model will suppose the missing value equal the most common attribute value of the missing attribute. The web application was developed to predict the missing values.
