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DISJOINT MINIMAL GRAPHS
VLADIMIR G. TKACHEV
ABSTRACT. We prove that the number s(n) of disjoint minimal graphs supported on do-
mains in Rn is bounded by e(n+1)2 . In the two-dimensional case we show that s(2)≤ 3.
1. INTRODUCTION
Let w(x) be a solution to the minimal surface equation
div ∇w(x)√
1+ |∇w(x)|2 = 0 (1.1)
defined in an open subset G ⊂ Rn. The graph G = (G,w):
xn+1 = w(x), x ∈G (1.2)
is called a minimal graph supported on G if w(x) changes no sign on G and
w(x) = 0, x ∈ ∂G. (1.3)
In this case the domain G is said to be admissible; a finite collection of admissible disjoint
domains {G j}sj=1 will also called admissible. It follows from the maximum principle for
solutions of (1.1), (1.3) that an admissible domain is necessarily unbounded.
An admissible domain G is called trivial if the complement R2 \G contains no un-
bounded components. It follows immediately from the maximum principle that if an ad-
missible collection {G j}sj=1 contains a trivial domain then s = 1.
The following problem was recently posed in [6]: How many admissible domains G j
one can arrange in Rn without overlapping? P. Li and J. Wang [5] proved that in an
arbitrary dimension n there are only finitely many minimal graphs supported on disjoint
open subsets. Let us denote by s(n) the maximal cardinality s of an admissible collection
in dimension n. In [5] the following uniform estimate was proven
s(n)≤ 2n+1(n+ 1). (1.4)
On the other hand, a conjecture of W. Meeks [6] states that s(2) = 2. In [10], J. Spruck
showed that this property holds if minimal graphs have a sublinear growth.
In this paper we obtain two effective estimates on s(n) without any additional require-
ments. More precisely, we will prove
Theorem 1.1. Let n ≥ 3. Then the following (polynomial in n) estimate holds
s(n)≤ e(n+ 1)2.
Theorem 1.2. The number of disjoint admissible domains in R2 satisfies
s(2)≤ 3.
The proof of Theorem 1.1 is given in Section 4 below. Our argument uses the same
idea as in [5] but we rearrange the original method in a more optimal way to relax an
exponential (in n) growth in (1.4) to a polynomial growth.
The paper was supported by grant of RFBR no. 03-01-00304.
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The proof of Theorem 1.2 is more delicate, and it is based on special bilateral estimates
for the so-called angular density. More precisely, given a differentiable function w(z) in an
unbounded domain G, we define the angular density of G (with respect to w) as
Θw(G) := liminf
R→∞
1
lnR
∫
Gw(1,R)
√
1+ |∇w|2
(|x|2 +w2(x))n/2 dx,
where Gw(r,R) = {x∈G : r2 < |x|2+w2(x)<R2}. For w≡ 0 we obtain the angular density
(sometimes called the logarithmic volume)
Θ0(G) := liminf
R→∞
1
lnR
∫
G0(1,R)
dx
|x|n
which is a metric invariant of G. For a solid cone over a spherical domain Ω ⊂ Sn−1,
Θ0(G) coincides with the surface measure of Ω and, in general, Θ0(G) ≤ ωn−1, where
ωn−1 is the (n−1)-dimensional Lebesgue measure of the unit sphere in Sn−1 ⊂Rn. In the
two-dimensional case Θ0(G) is well-known in function theory as the logarithmic area of G
(introduced by Teichmu¨ller in 1930s, see [12, Ch. VI]). In general, Θw(G) is very related
the modulus of the family of curves (the extremal length) joining a compact on G with
infinity, and it can be thought of as a generalized logarithmic volume of the graph (1.2) at
infinity. We would like also to mention that this generalized logarithmic volume, but for
immersed higher-dimensional minimal surfaces, is an effective tool for estimating of the
number of ends of the surfaces, see, e.g. [11], [1].
In this setup, Theorem 1.2 follows from the following two results which are interesting
in their own right.
Theorem 1.3. Let G be an n-dimensional minimal graph (1.2) in Rn+1 supported on a
domain G ⊂ Rn. Then
Θw(G)≤ hn ·Θ0(G), (1.5)
where
hn := (n− 1)
+∞∫
0
dτ
(1+ τ2)n/2
=
√
piΓ
(
n+1
2
)
Γ( n2 )
. (1.6)
Theorem 1.4. Let G be a two-dimensional minimal graph in R3 supported on a non-trivial
domain G. Then
Θw(G)≥ pi (1.7)
with equality when G is a half-plane.
Throughout this paper we use the following notation
x = (x1, . . . ,xn) ∈ Rn;
x = (x,xn+1) ∈ Rn+1;
Π ≡ Rn = {x ∈ Rn+1 : xn+1 = 0};
Bn+1(R) = {x ∈ Rn+1 : |x|< R};
Sn(R) = ∂Bn+1(R);
Bn(R) = {x ∈ Rn : |x|< R};
Sn−1(R) = ∂Bn(R),
X : Rn+1 → Π the orthogonal projection;
2. THE ANGULAR DENSITY ESTIMATES
2.1. The main inequality. Let M be an n-dimensional Riemannian manifold and M =
(M,u) be a minimal hypersurface given by a proper isometric immersion u : M → Rn+1.
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We make no distinction between a point y ∈ M and its image u(y) ∈ M . If the boundary
∂M is non-empty, it will be always assumed that
u(∂M)⊂ Π = {x ∈Rn+1 : xn+1 = 0}. (2.1)
Consider the following auxiliary function
f (x) := |x|1−nϕ
(
xn+1
|x|
)
,
where ϕ(t) :=
t∫
0
(1+ τ2)−n/2 dτ.
Lemma 2.1. Let M be a properly immersed minimal hypersurface in Rn+1. Then
1
|u|n ≤ hn
|〈en+1,N〉|
|X(u)|n + 〈∇ f (u),∇un+1〉, (2.2)
where hn = ϕ(+∞) is defined by (1.6) and N is the unit normal field to M .
Proof. We use the standard formalism of covariant differentiation on immersed manifolds,
see e.g. [4]. Then we have for the gradients
∇un+1 = e⊤n+1, ∇|X(u)|=
X(u)⊤
|X(u)| , (2.3)
where the symbols⊤ and⊥ denote the projections on the tangent space and normal spaces
to M respectively. Denote
ξ := un+1|X(u)| .
Then
∇ f (u) = −
(
(n− 1)ϕ(ξ )
|X(u)|n +
un+1ϕ ′(ξ )
|X(u)|n+1
)
∇|X(u)|+ ϕ
′(ξ )
|X(u)|n ∇un+1 =
= −
(
(n− 1)ϕ(ξ )
|X(u)|n−1 +
un+1(|X(u)|2 + u2n+1)n/2
)∇|X(u)|
|X(u)| +
∇un+1(|X(u)|2 + u2n+1)n/2 ,
which by virtue of (2.3) yields
∇ f (u) =− X(u)
⊤
|X(u)|n+1 H(ξ )+
e⊤n+1(|X(u)|2 + u2n+1)n/2 ,
with H(t) = (n− 1)ϕ (t)+ t
(1+t2)
n/2 . Hence we have
〈∇ f(u),∇un+1〉=−
〈X(u)⊤,e⊤n+1〉
|X(u)|n+1 H(ξ )+
|e⊤n+1|2(|X(u)|2 + u2n+1)n/2 . (2.4)
Since en+1 and X(u) are mutual orthogonal as the vector fields in Rn+1, we infer
〈X(u)⊤,e⊤n+1〉= 〈en+1− e⊥n+1,X(u)−X(u)⊥〉=−〈en+1,N〉〈X(u),N〉.
Similarly, |e⊤n+1|2 = 1−〈en+1,N〉2. Inserting the obtained relations in (2.4) yields
〈∇ f (u),∇un+1〉 = 1−〈en+1,N〉
2(|X(u)|2 + u2n+1)n/2 +
〈X(u),N〉〈en+1,N〉
|X(u)|n+1 H(ξ ) =
=
〈en+1,N〉
|X(u)|n
(
〈X(u),N〉
|X(u)| H(ξ )−
〈en+1,N〉
(1+ ξ 2)n/2
)
+
1(|X(u)|2 + u2n+1)n/2 .
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Hence we get the following identity
〈∇ f (u),∇un+1〉= 1|u|n +
〈en+1,N〉
|X(u)|n
(
〈X(u),N〉
|X(u)| H(ξ )−
〈en+1,N〉
(1+ ξ 2)n/2
)
. (2.5)
On the other hand, the mutual orthogonality of X(u) and en+1 yields
〈 1|X(u)|X(u),N〉
2 + 〈en+1,N〉2 ≤ 1,
and applying Cauchy’s inequality to (2.5) we arrive at
1
|u|n ≤ 〈∇ f (u),∇un+1〉+
|〈en+1,N〉|
|X(u)|n Φ(ξ ). (2.6)
Here
Φ(ξ ) =
√√√√ 1
(1+ ξ 2)n +
(
(n− 1)ϕ (ξ )+ ξ
(1+ ξ 2)n/2
)2
.
It remains only to estimate the latter expression. To this aim, we observe that Φ(ξ ) is an
even function, hence supξ∈R Φ(ξ ) = supξ≥0 Φ(ξ ). On the other hand, for ξ ≥ 0
Φ(ξ )Φ′(ξ ) = n
(1+ ξ 2)n/2+1
[
(n− 1)ϕ (ξ )+ ξ ϕ ′ (ξ )]− nξ
(1+ ξ 2)n+1 =
=
n(n− 1)ϕ (ξ )
(1+ ξ 2)n+2/2 ≥ 0.
Thus Φ(ξ ) is increasing in (0,+∞), and it follows that
sup
ξ∈R
Φ(ξ ) = limξ→∞ Φ(ξ ) = (n− 1)ϕ(+∞) = hn.
Combining this with (2.6) proves the lemma. 
2.2. Minimal quasigraphs. A minimal hypersurface M is said to be a quasigraph if the
orthogonal projection
X ◦ u : M → Π ≡ Rn
is a proper mapping. By q(x), x ∈ Π, we denote the multiplicity of the projection, i.e. q(y)
equals the number of points y ∈ M such that X(u(y)) = x. Define the average multiplicity
as
Q(t) := 1
tn−1
∫
Sn(t)
q(x),
where the integration is taken over the standard spherical measure. Here and in what fol-
lows, we suppress the notation of differentials when integrals are taken over submanifolds.
We have the following estimate (for n = 2, a similar result was proven by V. Miklyukov
and the author in [8]).
Lemma 2.2. Let M be a minimal quasigraph. Then for sufficient large r > 0, and for all
R > r ∫
M(r,R)
1
|u|n ≤ c+
hnQ(R)
n− 1 + hn
R∫
r
Q(t)dt
t
, (2.7)
where M(r,R) = {y ∈M : r < |u(y)|< R}, and c is some constant depending on r.
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Proof. We make use the notation of Lemma 2.1. If ∂M 6= /0 we put
r0 := min
y∈∂M
|X(u(y))|,
and r0 = 1 otherwise. Define for r0 < r < R
M∗(r,R) = {y ∈ M : r < |X(u(y))|< R}.
By (2.1) we have ϕ(ξ (y)) = 0 for y ∈ ∂M, where ξ = un+1/|X(u)|. Since M is minimal,
the coordinate function un+1 is harmonic, hence we obtain by integrating by parts∫
M∗(r,R)
〈∇ f (u),∇un+1〉 =
∫
∂M∗(r,R)
f (u)〈∇un+1,ν〉
=
∫
C (r)∪C (R)
ϕ(ξ )
|X(u)|n−1 〈e
⊤
n+1,ν〉,
where C (t) := {y ∈M : |X(u(y))|= t}, and ν denotes the unit normal field to C (t). Since
|ϕ(ξ )| ≤ hn/(n− 1), we obtain∣∣∣∣
∫
M∗(r,R)
〈∇ f (u),∇un+1〉
∣∣∣∣ ≤ hnn− 1(I(r)+ I(R)), (2.8)
where
I(t) =
1
tn−1
∫
C (t)
|〈e⊤n+1,ν〉|
In order to estimate I(t) we fix arbitrarily a regular value t of the function |X(u)| and
consider the orthogonal projection
X∗ := X ◦ u|C (t) : C (t)→ Sn(t).
To derive the Jacobian of this mapping, we identify in a standard way the tangent space
TyC (t) with its image in Rn+1. It is not difficult to see that the Jacobian is found by the
formula
|detdyX∗|= |eLn+1|, (2.9)
where L = Ly is the two-dimensional orthogonal complement to TyC (t) in Rn+1. Indeed,
choose an orthonormal basis {E j}n−1j=1 of the tangent space TyC (t) such that E j ∈ Π for
1 ≤ j ≤ n− 2. Then
dyX∗(E j) = d(X ◦ u)(E j) = X(E j) = E j − en+1〈en+1,E j〉.
In particular, dyX∗(E j) = E j for 1 ≤ j ≤ n− 2. Hence the (absolute value of) Jacobian is
found by
|detdyX∗|= |X(En−1)|=
√
1−〈en+1,En−1〉2
Since 〈en+1,E j〉= 0 for all 1 ≤ j ≤ n− 2, we get (2.9).
Next, using the orthogonality of ν and TyC (t), we conclude ν ∈ Ly, and therefore (2.9)
yields
|detdyX∗| ≥ |〈en+1,ν〉|.
Applying the last inequality and the change variables formula, we obtain
I(t)≤ 1
tn−1
∫
Sn(t)
q(x) = Q(t),
which, in view of (2.8), implies∣∣∣∣
∫
M∗(r,R)
〈∇ f (u),∇un+1〉
∣∣∣∣≤ hnn− 1(Q(r)+Q(R)). (2.10)
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Now notice that
M(r,R)⊂ M∗(r,R)\M(0,r)⊂ M∗(r,R)∪K
where K = M∗(0,r)\M(0,r) is compact. Hence, we find from (2.2) and (2.10)∫
M(r,R)
1
|u|n ≤
∫
K
1
|u|n +
∫
M∗(r,R)
1
|u|n ≤
∫
K
1
|u|n +
∫
M∗(r,R)
hn
|〈en+1,N〉|
|X(u)|n
+
∫
M∗(r,R)
〈∇ f ,∇un+1〉 ≤ c+ hnQ(R)
n− 1 + hn
∫
M∗(r,R)
|〈en+1,N〉|
|X(u)|n ,
(2.11)
where c = hn
n−1 Q(r)+
∫
K
1
|u|n does not depend on R.
Similarly to the proof of (2.9), one can show that the Jacobian of projection X ◦u : M →
Π is equal to 〈en+1,N〉. Therefore, we have
∫
M∗(r,R)
|〈en+1,N〉|
|X(u)|n =
∫
Bn(R)\Bn(r)
q(x)
|x|n dx =
R∫
r
Q(t)
t
dt. (2.12)
Thus, combining of (2.11) and (2.12) we get the desired inequality. 
2.3. Proof of Theorem 1.3. Now, let G be the minimal surface given as a graph (1.2)
supported on a domain G ⊂ Π. Here M = G and u(x) = (x,w(x)). Then the counting
function of the graph G coincides with the characteristic function of G: q(x) = χG(x).
Hence,
Q(t) = 1
tn−1
∫
Sn−1(t)
χG(x)≤ Area(Sn−1(1)) = ωn−1.
Since G(r,R) is contained (up to a compact set) in G∩Bn(r,R) for any r > r0, where r0 is
defined as in Lemma 2.2, we obtain from (2.7) that∫
G(r,R)
√
1+ |∇w|2
(|x|2 +w2(x))n/2 dx =
∫
M(r,R)
1
|u|n ≤ c+
hnωn−1
n− 1 + hn
∫
G∩(Bn(R)\Bn(r))
dx
|x|n ,
which easily implies (1.5), and the theorem is proved.
3. THE DIRICHLET INTEGRAL ESTIMATES
3.1. The weighted fundamental frequency. In order to get lower estimates for Θw(G)
we use a variation of the weighted fundamental frequency technique developed by V. Mik-
lyukov and the author in [9]. The origin of the method gives rise to the classical Ahlfors
distortion theorem on the Denjoy conjecture relating the number of asymptotic values for
an entire function and its order [2]. In the early 1980s the method was used by Miklyukov
(see, e.g., [7]) in connection with upper estimates on the number of sublevel sets of solu-
tions to a wide class of quasilinear PDE’s in higher dimensional Euclidean spaces. Below
we describe briefly some necessary definitions and facts (see also [9]).
Let Σ be a finite collection of (connected) one-dimensional compact Riemannian man-
ifolds with non-empty boundaries, and g(y) be a smooth positive function defined on Σ.
Consider the following variational problem
λ (Σ,g) = inf
ϕ


∫
Σ
|Dϕ(y)|2g(y)−1∫
Σ
ϕ2(y)g(y)


1/2
(3.1)
where Dϕ stands for the covariant derivative of ϕ with respect to the inner metric on Σ, and
the infimum is taken over all Lipschitz functions ϕ(y) subject to the condition ϕ(y) = 0 on
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∂Σ. The quantity λ (Σ,g) is called the weighted fundamental frequency of Σ (with respect
to the weight g).
Lemma 3.1. In the above notation,
λ (Σ,g)≥ pi
(∫
Σ
g(y)
)−1
.
Proof. We first assume that Σ consists of a single component. Then Σ is isometric to
certain Euclidean interval I = [0,β ], where β is the length of Σ. Denote by f (t) : I → Σ
the corresponding isometry. Let ϕ(y) be an arbitrary Lipschitz function on Σ subject to the
zero Dirichlet boundary condition ϕ |∂Σ = 0. Define ψ(t) = ϕ ◦ f (t), G(t) = g ◦ f (t). In
this notation we have ∫
Σ
|Dϕ(y)|2g(y)−1∫
Σ
ϕ2(y)g(y)
=
∫ β
0
ψ ′2(t)G(t)−1dt∫ β
0
ψ2(t)G(t)dt
. (3.2)
Let τ(t) =
t∫
0
G(ξ )dξ . Since g> 0, τ(t) is an increasing function. A new function ζ defined
by ψ(t) = ζ (τ(t)) is obviously Lipschitz on [0,τ(β )] and satisfies ζ (0) = ζ (τ(β )) = 0. It
follows from (3.2) and Wirtinger’s inequality [3] that
λ 2(Σ,g) = infζ (0)=ζ (τ(β ))=0
∫ τ(β )
0
ζ ′2(τ)dτ∫ τ(β )
0
ζ 2(τ)dτ
=
(
pi
τ(β )
)2
=
pi2(∫
Σ
g(y)
)2 .
Returning to the general case, let Σ = ∪pj=1Σ j be decomposition of Σ into a finite union
of connected components. It suffices only to show that
λ (Σ,g) = min
1≤ j≤p
λ (Σ j,g). (3.3)
Notice that the upper bound λ (Σ,g)≤min1≤ j≤p λ (Σ j,g) follows easily from the definition.
On the other hand, let k be an index for which
λ (Σk,g) = min1≤ j≤pλ (Σ j,g)
and let a Lipschitz function ϕ j, 1 ≤ j ≤ p, be chosen arbitrarily such that ϕ j(y) = 0 on
∂Σ j. Denote by ϕ(y) the function on Σ such that ϕ(y) = ϕ j(y) for y ∈ Σ j. Then for all
1 ≤ j ≤ p ∫
Σ j
|Dϕ j(y)|2g(y)−1 ≥ λ 2(Σk,g)
∫
Σ j
ϕ j(y)2g(y),
which yields ∫
Σ
|Dϕ(y)|2g(y)−1 ≥ λ 2(Σk,g)
∫
Σ
ϕ(y)2g(y).
It follows from (3.1) that λ (Σ,g)≥ λ (Σk,g), and (3.3) is proved.

3.2. The Dirichlet integral estimates. Let us now describe our strategy of proof of Theo-
rem 1.4 in some more detail. A key auxiliary result is a lower energy estimate (3.8) below.
In order to establish it, we use a standard technique (sometimes called the Saint-Venant
principle) of differentiating the Dirichlet integrals taken over sublevel sets of a certain ex-
hausting function (in our case, the distant function) and subsequent transforming of the
obtained integrals by using the weighted fundamental frequency (3.1) into a differential
inequality. Another important property, which ensures a.e. differentiability of the Dirichlet
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integrals, is monotonic character of the family of the sublevel sets. In our case, how-
ever, there is an obstacle for a straightforward using of the fundamental frequency, namely,
level sets of the distant function can be a priori contain closed components. In order to
get round the difficulty we cut off the ‘bad’ components of sub-level sets in such a way
that the remaining set still join the monotonic property. This preparation work is given in
Lemmas 3.3, 3.5 below.
Let G = (G,w) be a graph of a solution w(x1,x2) of (1.1) with the boundary condition
(1.3), where G ⊂ Π is an admissible non-trivial domain and
Π := {x = (x1,x2,x3) ∈ R3 : x3 = 0}.
Denote by G− the union of all unbounded components of Π \G (it is non-empty by
non-triviality assumption about G), and set G+ = Π\G−. Clearly G ⊂ G+.
Denote by ρ(x) =
√
x21 + x
2
2 +w
2(x1,x2) the distant function on G and consider the set
G(t) = {x ∈ G : ρ(x)< t}.
It follows immediately from the definition that
G(t1)⊆ G(t2), t1 < t2. (3.4)
We shall without loss of generality assume that w(x1,x2) is a non-trivial solution, be-
cause for w ≡ 0 one has Θw(G) = Θ0(G) = pi . Since w is non-trivial, it is not difficult to
see (by virtue of (1.3) and the maximum principle) that for any regular value t > 0 of the
distance function ρ(x) the relative boundary ∂G(t)\∂G is non-empty. Hence it splits into
a finite collection of one-dimensional regular curves. A closed component of ∂G(t) \ ∂G
will be called a cycle. Obviously, any cycle Γ is contained in the interior of G, in particular,
w(x)> 0 holds everywhere on Γ.
The remaining components of ∂G(t) \ ∂G will be called arcs. Any arc is contained in
G with the end-points on ∂G. It follows that function w(x) vanishes on the boundary of
any arc. An arc with both end-points in G+ is called an inner arc, otherwise it is called
exterior.
Remark 3.2. Any cycle or arc can be a part of the boundary of only one component of G(t).
Indeed, ρ(x)≡ t on ∂G(t)\ ∂G. It is well-known that ρ(x) is subharmonic (in the metric
of a minimal surface), hence it satisfies the strong maximum principle. It follows that
ρ(x)− t changes its sign in any neighborhood of any point from ∂G(t)\∂G, and the claim
follows. For any curve γ ∈ ∂G(t)\ ∂G we shall denote by O(γ) the unique component of
G(t) whose boundary contains γ .
Lemma 3.3. Let Γ be a cycle corresponding to some regular value t > 0. Let OΓ be the
corresponding component of G(t). Then
(i) OΓ lies inside of Γ, i.e. OG is a subset of the bounded component of Π\Γ;
(ii) OΓ ⊂ G+;
(i) ∂OΓ \Γ⊂ ∂G.
In particular, for any component of G(t), its relative boundary consists of either cycles or
arcs.
Proof. Since Γ is a closed curve, the complement Π\Γ splits into two components by the
Jordan curve theorem. Denote by U the bounded component of the complement. Then
Γ = ∂U . Since Γ is contained in G with some neighborhood, the common part of U and G
is non-empty and connected:
UG :=U ∩G 6= /0.
We claim that
ρ(x)< t, ∀x ∈UG. (3.5)
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Since the distant function ρ(x) is subharmonic and non-constant, by the strong maximum
principle
ρ(x)< max
x∈∂UG
ρ(x) ∀x ∈UG,
hence it suffices to show that ρ(x) ≤ t on ∂UG. To this aim, we note that ∂UG consists of
the ‘outer’ part Γ and the ‘inner’ part which, if non-empty, is a subset of ∂G. On Γ we
have trivially ρ(x) = t. Consider some point on the remaining part: z0 ∈ ∂G∩U . Then
w(z0) = 0 and z0 is an interior point of U . Since |x| is subharmonic in Π, we get
ρ(z0) = |z0|< max
x∈U
|x|= max
x∈Γ
|x| ≤ max
x∈Γ
|ρ(x)|= t,
hence ρ(z0)< t. This proves (3.5).
Applying (3.5) and the strong maximum principle to ρ(x) along Γ, it is easy to see that
OΓ ≡ UG (see also Remark 3.2), which proves (i). Then (ii) follows from the obvious
observation that Γ can enclose only bounded components of Π \G. The statement (iii) is
an easy corollary of inclusion ∂UG \Γ ⊂ ∂G.
Finally, notice that we have also proved that ∂OΓ does not contain any arc (in fact, the
relative boundary of ∂OΓ is precisely Γ). This finishes the proof.

Corollary 3.4. If G is a non-trivial domain then there is t0(G) > 0 such that for any
t ≥ t0(G), ∂G(t) contains at least one exterior arc.
Proof. Notice that the union G− of all unbounded components of Π\G is non-empty and
choose z0 ∈ ∂G− arbitrarily. Then z0 ∈ ∂G− ⊂ ∂G and for any t > t0(G) := ρ(z0) we have
z0 ∈ G(t). Suppose now that for some t > t0(G), the boundary ∂G(t) does not contain an
exterior arc, hence ∂G(t) \ ∂G consists of only cycles and interior arcs. It follows then
from Lemma 3.3 and the definition of an interior arc that G(t)⊂G+ which contradicts the
choice of z0.

Now we are ready to present the mentioned in the beginning of the section monotone
family. Consider any regular (for ρ ◦u) value t ≥ t0(G), where t0(G) is chosen as in Corol-
lary 3.4 and denote by Gα(t) the union of the components of G(t) which are contained
with their closures in G+ (equivalently, Gα(t) is the union of those components of G(t)
whose relative boundaries consists of cycles or inner arcs). Set
Gβ (t) = G(t)\Gα(t).
Summarizing Lemma 3.4 and Corollary 3.4, we have the following.
Lemma 3.5. Gβ (t) is non-empty for any t ≥ t0(G) and its relative boundary does not
contain cycles. For any regular t2 > t1 ≥ t0(G): Gβ (t1)⊆ Gβ (t2).
Proof. We briefly comment only the last assertion. By virtue of (3.4), it suffices only to
check that Gβ (t1)∩Gα(t2) = /0. This easily follows from the property of α-components:
Gα(t)⊂ G+, while for β -components we have Gβ (t)∩∂G− 6= /0.

Let G be an arbitrary non-trivial domain. For any regular (for ρ) t ≥ t0(G) consider the
Dirichlet integral
J(t) =
∫
Gβ (t)
|∇u3|2, (3.6)
where ∇ denotes the covariant derivative with respect to the inner metric of G . Here and in
what follows we denote for brevity Gβ (t) = X−1(Gβ (t)) etc. , where X : G →G is as usual
the orthogonal projection. Observe that J(t) is increasing for all regular t and redefine it in
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a standard way by setting J(t) = sup{J(s) : s < t and t is regular}. Thus obtained function
is lower semi-continuous and non-decreasing in (t0(G),+∞).
Let the weight function in (3.1) is chosen as follows:
g(y) := |∇ρ(y)|= |u
⊤(y)|
|u(y)| ≤ 1, (3.7)
where u = (x1,x2,w(x1,x2)). Here we hold the above notation ρ for the restriction of the
distant function
√
x21 + x
2
3 + x
2
3 on G . Notice also that g(y)> 0 because t ia a regular value.
Lemma 3.6. Let G be an two-dimensional minimal graph supported on a non-trivial do-
main G. Then for any t2 > t1 > t0(G)
J(t2)≥ J(t1)exp

2
t2∫
t1
λ (Σ(t),g)dt

 , (3.8)
where Σ(t) = ∂Gβ (t)\∂G is the relative boundary of Gβ (t) in G and t0(G) is chosen as in
Corollary 3.4.
Proof. By Lemma 3.5, J(t) is an non-decreasing function, hence it is differentiable almost
everywhere. Hence, the set T of all regular points t > t0(G) where J(t) is differentiable
has full measure in (t0(G),+∞). Let t ∈ T be chosen arbitrarily. By our construction, the
relative boundary Σ(t) splits in a finite collection of arcs with end-points on ∂G = ∂G,
hence
u3(y) = 0, y ∈ ∂G . (3.9)
We have by (3.1) ∫
Σ(t)
u23g ≤
1
λ 2(t)
∫
Σ(t)
|Du3|2g−1, (3.10)
where λ (t) = λ (Σ(t),g) and D denotes the induced on Σ(t) covariant derivative (in this
case, the directional derivative along the unit tangent vector to Σ(t)). On the other hand,
by harmonicity of u3 and (3.9) we obtain
J(t) =
∫
Gβ (t)
|∇u3|2 =
∫
Gβ (t)
div(u3∇u3) =
∫
∂Gβ (t)
u3〈∇u3,ν〉=
∫
Σ(t)
u3〈∇u3,ν〉, (3.11)
where ν stands for the unit outward normal to Σ(t). By the Cauchy inequality,
|u3〈∇u3,ν〉| ≤ λ (t)2 u
2
3g+
1
2λ (t)g |〈∇u3,ν〉|
2.
and applying (3.10) and (3.11) we obtain
J(t) =
∫
Σ(t)
u3〈∇u3,ν〉 ≤ λ (t)2
∫
Σ(t)
u23g+
1
2λ (t)
∫
Σ(t)
|〈∇u3,ν〉|2g−1
≤ 1
2λ (t)
∫
Σ(t)
(|Du3|2 + |〈∇u3,ν〉|2)g−1.
(3.12)
Note that |∇u3|2 = |Du3|2 + 〈∇u3,ν〉2. By our choice of t, J(t) is differentiable at t, hence
applying the co-area formula we find from (3.12)
J(t)≤ 1
2λ (t)
∫
Σ(t)
|∇u3|2
g
=
1
2λ (t)
∫
Σ(t)
|∇u3|2
|∇ρ | =
J′(t)
2λ (t) . (3.13)
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Thus the differential inequality ddt lnJ(t) ≥ 2λ (t) holds for almost all t > t0(G). In
addition lnJ(t) is an non-decreasing function, hence for any t2 > t1 > t0(G):
lnJ(t2)− lnJ(t1)≥
∫ t2
t1
(lnJ(t))′ dt =
∫ t2
t1
J′(t)
J(t)
dt
and after applying of (3.13), we get
lnJ(t2)− lnJ(t1)≥ 2
∫ t2
t1
λ (t)dt
and (3.8) follows.

3.3. Proof of Theorem 1.4. We use notation of Lemma 3.6. By Cauchy’s inequality we
have for any t2 > t1 > t0(G)
t2∫
t1
λ (Σ(t),g)dt ·
t2∫
t1
1
λ (Σ(t),g)
dt
t2
≥ (ln t2− lnt1)2.
Applying Lemma 3.1 we obtain
t2∫
t1
λ (Σ(t),g)dt ≥ pi(lnt2− lnt1)
2
t2∫
t1
dt
t2
∫
Σ(t)
g
, (3.14)
where g(y) is defined by (3.7). Thus, by the co-area formula and inequality in (3.7), we get
t2∫
t1
dt
t2
∫
Σ(t)
g =
∫
Gβ (t1,t2)
|∇ρ |2
|u|2 ≤
∫
Gβ (t1,t2)
1
|u|2 ,
where Gβ (t1, t2) = Gβ (t2)\Gβ (t1). Hence, combining the latter inequality with (3.14) and
(3.8), we arrive at
ln J(t2)
J(t1)
≥ 2
t2∫
t1
λ (Σ(t),g)dt ≥ 2pi(lnt2− lnt1)
2∫
Gβ (t1,t2)
1
|u|2
.
or after rearrangement,
1
ln t2t1
∫
Gβ (t1,t2)
1
|u|2 ≥
2pi(lnt2− lnt1)
lnJ(t2)− lnJ(t1) . (3.15)
On the other hand, |∇u3|= |e⊤3 | ≤ 1, hence we find from (3.6): J(t)≤Area(Gβ (t)). The
area growth estimate [5, Lemma 1] (see also (4.3) below) yields the quadratic area growth
for minimal graphs:
Area(Gβ (t))≤ Area(G (t))≤ 3piR2.
Therefore,
2pi(lnt2− lnt1)
lnJ(t2)− lnJ(t1) ≥
2pi(lnt2− lnt1)
2ln t2 + ln(3pi)− lnJ(t1)
and it follows from (3.15) that
Θw(G) = liminf
t2→∞
1
ln t2
∫
G (t1,t2)
1
|u|2 ≥ liminft2→∞
1
ln t2
∫
Gβ (t1,t2)
1
|u|2 ≥ pi ,
which proves (1.7).
12 VLADIMIR G. TKACHEV
3.4. Proof of Theorem 1.2. Let {G j}sj=1 be an arbitrary admissible collection in R2.
Without loss of generality we can assume that all G j are non-trivial, otherwise the maxi-
mum principle for solutions of (1.1) implies s = 1. Then for R > 1
2pi lnR =
∫
Bn(1,R)
dx
|x|n ≥
s
∑
j=1
∫
G j∩Bn(1,R)
dx
|x|n ,
hence
2pi ≥
s
∑
j=1
Θ0(G j).
On the other hand, as an immediate corollary of (1.5) and Theorem 1.3 for n= 2 we have
Θ0(G j)≥ 2. Combining the obtained inequalities, we arrive at 2pi ≥ 2s, which finishes the
proof.
4. PROOF OF THEOREM 1.1
Consider an arbitrary admissible collection of minimal graphs G j =(G j,w j), j = 1, . . . ,N.
Without loss of generality, we may assume that w j(x) > 0 on G j. As before, we identify
G j with the corresponding submanifold in Rn+1 equipped with the induced metric. Let
G j(R) = G j ∩Bn+1(R), and fix r0 > 0 such that all sets G j(r0) are non-empty. Denote by
Wj(y) the lifting of w j on the surface
G =
⋃
1≤i≤N
Gi,
i.e., Wj(y) = w j(x), if y = (x,w j(x)) ∈ G j, and Wj(y) = 0 otherwise. By the disjointness
condition, Wj(y) is a well-defined smooth function on G . Set
G (R) := G ∩Bn+1(R) = ∪Nj=1G j(R).
and consider the following function
W R(y) =
N
∑
j=1
Wj(y)
α j(R)
, y ∈ G ,
where R > r0, and
α j(R) = max
y∈G j(R)
Wj(y)> 0. (4.1)
It follows from the definition of α j(R) that
max
y∈G (R)
W R(y) = max
1≤ j≤N
max
y∈G (R)
Wj(y)
α j(R)
= 1
Using the fact that all G j are disjointly supported, we obtain after integrating
N
∑
j=1
Λ(G j,R)
α j(R)
=
∫
G (R)
W R ≤ |G (R)|, (4.2)
where |G (R)| denotes the volume of G (R), and
Λ(G j,R) :=
∫
G j(R)
Wj.
On the other hand, by Lemma 1 in [5] we have
|G ∩Bn+1(R)| ≤ (n+ 1)|G∩Bn(R)| (4.3)
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for all R > 0. This implies
|G (R)| =
N
∑
j=1
|G j(R)| ≤ (n+ 1)
N
∑
j=1
|G j ∩Bn(R)| ≤
≤ (n+ 1)|Bn(R)|= (n+ 1)ωnRn,
where Ωn = |Bn(1)| is the volume of the n-dimensional unit ball.
For each j, 1 ≤ j ≤ N, there exists point y j(R) ∈ G j(R) at which the corresponding
maximum in (4.1) is attained. Note that Wj is a harmonic function on G . Hence, applying
the mean value theorem [5, Lemma 2] for Wj(y) and taking into account the non-negativity
of Wj(y), we obtain for any r > 0
α j(R) =Wj(y j(R))≤ 1Ωnrn
∫
G j∩Bn+1(r;y j(R))
Wj ≤ 1Ωnrn
∫
G j(r+R)
Wj =
Λ(G j,R+ r)
Ωnrn
,
where Bn+1(r;y j(R)) = {x ∈ Rn+1 : |x− y j(R)| < r}. Then inserting the last inequalities
in (4.2) for r > 0 and R > r0 yields
N
∑
j=1
Λ(G j,R)
Λ(G j,R+ r)
≤ (n+ 1)R
n
rn
,
or what is the same
N
∑
j=1
f j(R)
f j(R+ r) ≤ (n+ 1)
(
R+ r
r
)n
, (4.4)
where f j(t) := Λ(G j, t)t−n.
Let β > 1 is given arbitrarily, and r = (β − 1)R. Then using the arithmetic-geometric
means inequality in the left-hand side of (4.4), we obtain
(n+ 1)
( β
β − 1
)n
≥ N
(
N
∏
j=1
f j(R)
f j(β R)
)1/N
.
Letting R = β kρ , k = 0,1, . . . ,m, in the latter inequality we get
(n+ 1)
( β
β − 1
)n
≥ N
(
N
∏
j=1
f j(ρ)
f j(β mρ)
)1/Nm
(4.5)
On the other hand, Wk(y)≤ t for y ∈ Gk(t), so we infer from (4.3)
f j(t) = 1tn
∫
G j(t)
Wj ≤ |G j(t)|tn−1 ≤ (n+ 1)Ωnt. (4.6)
Hence (4.5) and (4.6) yield
(n+ 1)
( β
β − 1
)n
≥ N λ
1/Nm
β , (4.7)
where
λ = 1
((n+ 1)Ωnρ)N
N
∏
j=1
f j(ρ).
Letting m → ∞ in (4.7), we obtain
N ≤ (n+ 1)β
( β
β − 1
)n
.
The minimum of the latter right-hand side is attained at β = n+ 1, and it follows that
N ≤ (n+ 1)2
(
1+ 1
n
)n
< e(n+ 1)2
14 VLADIMIR G. TKACHEV
and the theorem follows.
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