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Résumé
Dans cet article, nous nous intéressons au problème de seg-
menter des données de nature quelconque définies sur une
surface en un ensemble de régions distinctes. Nous adop-
tons une approche variationnelle basée sur un modèle de
Pott, une régularisation de type variation totale et sur l’uti-
lisation de méthodes récentes de segmentation d’images en
plusieurs régions. L’approche est basée sur la formulation
d’une énergie convexe qui permet de bénéficier de proprié-
tés intéressantes telles que la robustesse aux conditions ini-
tiales ainsi que la robustesse aux minima locaux. Dans cet
article nous adaptons tout d’abord le modèle sur les va-
riétés, en particulier les surfaces. Ensuite, nous présentons
l’implémentation du terme de régularisation basé sur la
variation totale lorsque la surface est représentée par un
maillage triangulaire. Enfin nous montrons comment cette
segmentation peut être utilisée ou combinée dans des pro-
blèmes de vision tels que la reconstruction 3D. L’intérêt de
la méthode est présenté sur plusieurs types de données.
Mots Clef
Méthodes variationnelles, segmentation convexe, surface,
multi-labélisation, variation totale, maillage.
Abstract
In this paper, we address the problem of segmenting data
defined on a manifold into a set of regions with uniform
properties. In particular, we propose a numerical method
when the manifold is represented by a triangular mesh.
Based on recent image segmentation models, our method
minimizes a convex energy and then enjoys significant fa-
vorable properties : it is robust to initialization and avoid
the problem of the existence of local minima present in
many variational models. The contributions of this paper
are threefold : firstly we adapt the convex image labeling
model to manifolds ; in particular the total variation for-
mulation. Secondly we show how to implement the propo-
sed method on triangular meshes, and finally we show how
to use and combine the method in other computer vision
problems, such as 3D reconstruction. We demonstrate the
efficiency of our method by testing it on various data.
(a) (b) (c)
FIG. 1: Exemple de segmentation sur une surface. (a) La sur-
face d’entrée texturée. (b) La représentation en maillages trian-
gulaires de la surface avec le contour final de la segmentation (en
rouge). (c) La surface colorée avec les valeurs moyennes estimées
de chaque régions (avec l’ombrage de la surface).
Keywords
Variational method, image segmentation, convex relaxa-
tion, surface, multi-labelling, total variation, gradient flow,
mesh.
1 Introduction
La segmentation d’images consiste à extraire une ou plu-
sieurs régions significatives à partir de certains attributs tels
que l’intensité, la texture ou la couleur. C’est l’un des pro-
blèmes les plus importants de la vision par ordinateur. Dans
cet article, nous nous attaquons au problème de segmenter
des données définies sur une variété (en particulier les sur-
faces 2D dans R3) en plusieurs régions partageant des attri-
buts similaires et constants sur une région. Une solution à
ce problème ouvre la porte à de nouvelles applications. Par
exemple, en reconstruction 3D (voir Jin et al. [17]), une
segmentation en régions constantes par morceaux d’une
surface reconstruite permet d’introduire des contraintes sur
les matériaux de la scène. Dans leurs travaux, Jin et al. [17]
considèrent des surfaces avec un albédo constant par mor-
ceaux permettant ainsi de faire du shape from shading en
présence de deux albédos différents.
1.1 Segmentation multi-régions globale
De nombreuses approches ont été proposées afin de ré-
soudre le problème de segmentation d’images. En parti-
culier, les méthodes variationnelles ont connu un grand
succès. Parmi ces méthodes, on peut citer par exemple les
snakes [19], les contours actifs géodésiques [8], les régions
actives géodésiques [28] et le modèle de Chan et Vese [10].
Ces premières méthodes procèdent via des descentes de
gradients. Leur principal désavantage est donc la présence
de minima locaux due à la non convexité des fonctionnelles
d’énergies et la forte dépendance des résultats aux condi-
tions initiales.
Afin de s’affranchir de ces limitations, des travaux utilisent
différents types d’optimisation : on peut citer par exemple
les graph-cuts dans une configuration purement discrète,
voir [6, 20, 21] et leurs références. Néanmoins, alors que
les méthodes de segmentation binaire basées sur les graph-
cuts assurent l’obtention d’un minima global, les algo-
rithmes de segmentation multi-régions utilisant ces mêmes
outils sont en fait basés sur des séquences de graph-cuts
qui ne peuvent garantir une optimisation globale.
Certains auteurs proposent de résoudre ces difficultés via
une autre direction. Au lieu de travailler sur les techniques
d’optimisation (afin d’obtenir un minimum global de pro-
blèmes non convexes), ils reformulent l’énergie dans le but
d’obtenir un problème convexe [2, 7, 9, 11, 23, 30, 34]. Ces
techniques de segmentation sont basées sur une régularisa-
tion de type variation totale et essaient de trouver des fonc-
tions caractéristiques qui minimisent la fonction de coût.
Un minimum global est alors obtenu en effectuant simple-
ment une descente de gradient et les difficultés d’initiali-
sation disparaissent. L’algorithme peut partir de n’importe
quelle condition initiale et obtenir des résultats similaires.
Les modèles de segmentation multi-régions proposés par
[9, 23, 34] exploitent ces modèles et les adaptent au cas
multi-région. Les travaux de Pock et al. [30] diffèrent légè-
rement de ceux-ci dans le sens où ils considèrent un ordre
particulier pour les différentes labélisations et utilisent un
terme de régularisation qui favorise les transitions entre les
libellés voisins. Cette hypothèse est cohérente dans le cadre
de l’application à la stéréovision proposée par [30], mais
elle ne l’est pas ici où nous considérons des libellés indé-
pendants. Nous adoptons donc le modèle de [9, 23, 34] qui
est plus approprié dans le type d’applications que nous en-
visageons (en utilisant le fait que les scènes réelles sont
constituées d’un nombre fini de matériaux dans les pro-
blèmes de reconstruction 3D) et nous adaptons ce modèle
de labélisation d’images aux variétés, typiquement des sur-
faces de R3.
1.2 Segmentation de données sur les variétés
Les variétés telles que les surfaces sont couramment uti-
lisées que ce soit en synthèse d’images ou en vision par
ordinateur. En vision, bien que la segmentation de données
sur les surfaces a été récemment utilisée sur des représen-
tations implicites telles que les level sets (voir par exemple
[17, 22]), ce problème n’a été que rarement traité dans le
cadre de représentations explicites telles que les maillages
triangulaires qui sont pourtant des représentations plus na-
turelles et intuitives. Aussi, la représentation par maillage
a été récemment très utilisée en reconstruction 3D ; voir
par exemple [1, 12, 32]. L’essor actuel de ces représen-
tions explicites dans le cadre des méthodes variationnelles
est dû à l’apparition de méthodes d’évolution de surfaces
[1, 31, 35] qui permettent désormais de gérer naturellement
les changements de topologie. Par ailleurs, dans un certain
nombre d’applications, en particulier dans la communauté
graphique, cela peut être la seule représentation disponible.
Dans cet article, après avoir adapté le modèle de segmen-
tation d’images aux variétés, nous montrons comment im-
plémenter la méthode proposée sur des maillages triangu-
laires.
Notons ici que la segmentation de maillages a été utili-
sée dans la communauté graphique afin de décomposer
les surfaces en régions significatives. Ces travaux se foca-
lisent cependant sur les aspects géométriques, le choix et
la représentation d’éléments à utiliser (comme la courbure
moyenne, les distances géodésiques). Nous référons le lec-
teur à [3] pour une comparaison récente de certains de ces
algorithmes. Ici nous nous intéressons à la segmentation de
données sur les variétés. Ce problème n’a pas été beaucoup
traité, et est assez différent de la décomposition géomé-
trique d’une surface. Dans [29], les auteurs tiennent compte
à la fois de l’information de texture et de courbure, mais
leur approche est basée sur un algorithme de Fast marching
qui nécessite d’être initialisé par des points de départ fixés
par l’utilisateur. De plus, comme la méthode de segmen-
tation n’est pas globale, différentes régions partageant les
mêmes propriétés peuvent aboutir à plusieurs libellés dif-
férents. Le même problème est présent dans [27] ou une
segmentation par ligne de partage des eaux (watershed) est
utilisé. Contrairement à ces approches, nous proposons ici
une méthode globale et également robuste à l’initialisation.
Finalement, il est à noter que le modèle de segmentation
considéré est basé sur une régularisation de type variation
totale. Bien que cette régularisation ait été utilisée pré-
cédemment pour des représentations implicites (voir [4]
avec une application à la synthèse de texture), cela n’a
pas été le cas pour les méthodes Lagrangiennes. Dans la
littérature sur les éléments finis, certains articles traitent
le cas de l’opérateur Laplace-Beltrami ∇S · ∇Su qui
correspond au gradient du terme de régularisation carré
∫
S
|∇Su|2dσ (voir par exemple [13, 15]). A notre connais-
sance, il n’existe pas de tels travaux sur le gradient de la va-
riation totale dans ce cadre. Notons par ailleurs que l’opéra-
teur de Laplace-Beltrami est linéaire (propriété essentielle
dans l’étude théorique et les algorithmes numériques pro-
posés dans [13, 15]) alors que le terme associé à la variation
totale ∇S · ∇Su|∇Su| ne l’est pas.
1.3 Contributions
Tout d’abord, nous adaptons le modèle convexe de segmen-
tation d’images de [7, 9, 11, 23, 34] aux variétés. Ensuite
nous montrons comment implémenter la méthode quand la
variété est représentée par un maillage triangulaire. Enfin
nous expliquons comment notre algorithme de segmenta-
tion multi-régions peut être intégré dans le cadre d’appli-
cations potentielles en vision par ordinateur telles que la
reconstruction 3D.
2 Modèle de segmentation multi-
régions
Dans cette partie, nous décrivons le modèle de segmenta-
tion d’image proposé. Afin de rendre la suite compréhen-
sible et intuitive, nous rappelons tout d’abord le modèle de
contours actifs basés régions de Chan et Vese [10]. Nous
décrivons que leur fonctionnelle d’énergie, qui est le cas
constant par morceaux du modèle de Mumford et Shah [26]
peut être reformulée en une fonctionnelle convexe dont les
minima global coïncident avec ceux de l’énergie de départ
[11].
2.1 Modèle convexe binaire
Le modèle de Chan et Vese [10], qui est formulé dans le
cadre des ensembles de niveaux (level sets), sépare l’image
en deux sous-régions. Pour une image donnée I , l’idée est
de trouver un sous ensemble Σ d’un domaine borné Ω ⊂
R
N , dont la frontière ∂Σ est représentée par le niveau 0 de








+ (1 − Hǫ(φ))(I(w) − c2)2 + λ |∇Hǫ(φ)|
}
dω , (1)
où λ ∈ R, c1, c2 ∈ R et Hǫ est une fonction caractéristique
de Heaviside (voir [10]).
Comme la fonctionnelle d’énergie (1) n’est pas convexe, la
minimisation par descente de gradient est fortement sujette
aux minima locaux. En relaxant la fonction caractéristique
Hǫ(φ) par une fonction u bornée entre 0 et 1, Chan et al.


















c1 et c2 étant fixes dans R. Comme prouvé dans [7, 11],
si u(x) minimise (2), alors pour chaque µ ∈ [0, 1], l’en-
semble Σ(µ) = {x ∈ Ω, u(x) > µ} minimise la fonction-
nelle de Mumford-Shah [26]. Ceci implique que la solu-
tion de l’équation (1) peut être obtenue en seuillant u par
un seuil arbitraire compris entre 0 et 1.
2.2 Extension à la segmentation multi-
régions
Très récemment, plusieurs auteurs [9, 23, 34] ont étendu







< u(w), s(w) > +λ |∇u(w)| dω
}
, (3)
où K est l’ensemble des fonctions u : Ω → Rm
telles que pour tout w ∈ Ω et p ∈ [1..m],
up(w) ≥ 0 et
∑m




p |∇up(w)|2, où |.| exprime la norme L2. m est le
nombre de libellés pour chaque région et s(w) est un vec-
teur de dimension m ; sp(w) indique l’attache aux données
au point w par rapport à la classe p. Le domaine convexe
K permet une compétition naturelle entre les différents li-
bellés. L’ensemble K forme un m-simplex dans Rm.
3 Segmentation multi-régions sur les
variétés
Dans cette partie nous étendons le modèle convexe (3) sur
une variété, et nous montrons comment optimiser l’éner-
gie associée pour une variété représentée par un maillage
triangulaire. Sauf erreur de notre part, ces formulations
convexes (2,3) ont uniquement été définies sur des ouverts
de RN qui correspondent à des domaines d’images, comme
décrit précédemment.
Soit S une variété Riemannienne. Typiquement, S pourrait







< u(x), s(x) > +λ|∇Su(x)| dσ
}
, (4)
où les fonctions u sont définies sur S au lieu de Ω, |.| étant
la norme Riemannienne, ∇S est le gradient intrinsèque sur
S et dσ est l’élément de mesure de la variété (élément de
surface pour une variété 2D).
Maintenant considérons une variété représentée par un
maillage. Les résultats suivant s’appliquent pour toute va-
riété quelque soit la topologie. Soit X, une représentation
polyhedrale (linéaire par morceaux) de la surface S, définie
par un ensemble de sommets xk : X = {xk}. Soit l la car-
dinalité de X (le nombre de sommets). Comme dans la lit-
térature des éléments finis, nous définissons φk : S → R la
fonction de base affine par morceaux telle que φk(xk) = 1
et φk(xi) = 0 si i 6= k. Le champ vectoriel U = {uk}
est défini sur tous les sommets x du polyèdre S. Nous
appelons cette extension u(x) =
∑
k ukφk(x). Afin de
rendre l’article plus simple à lire, nous supposons que la
variété est une surface 2D de R3. Les résultats suivants
s’appliquent cependant à n’importe quelle dimension. Soit
















où u appartient à l’ensemble convexe K. Le premier terme
de (5) est écrit de manière explicite en fonction de U. Le
gradient peut donc facilement être exprimé. Afin d’obtenir
le terme de variation totale de manière explicite en fonction
de U, on considère une paramétrisation locale (α, β) sur la
variété. En suivant [14, 18], on réécrit le terme de droite de












































coefficients de la première forme fondamentale (voir [14,
18]). uα et uβ sont les dérivées partielles de u par rapport à
α et β, respectivement. En considérant la représentation par





xj,1xj,3 où xj,1, xj,2 et xj,3 sont
les trois sommets associés au triangle Sj et où (α, β) ∈












G − 2upα · upβF + up2βE dαdβ . (6)
upα et upβ sont les dérivées partielles de up par rapport à
α et β respectivement. Ici le lecteur identifiera que E, F, G,
upα et upβ sont des fonctions constantes sur Sj et que leurs
valeurs respectives sont Ej = |xj,2 −xj,1|2, Fj =< xj,2 −
xj,1,xj,3 − xj,1 >, Gj = |xj,3 − xj,1|2, upjα = uj,2p −
uj,1p et up
j
β = uj,3p − uj,1p, où uj,1, uj,2 et uj,3 sont les
valeurs de u aux sommets xj,1, xj,2 et xj,3 respectivement.
Maintenant le terme à l’intérieur de l’intégrale de (6) ne
dépend pas de α et β. L’énergie de segmentation convexe
































Quand la surface est représentée par un maillage, le mo-
dèle de segmentation convexe pour plusieurs régions nous
amène à optimiser l’énergie convexe (7) par rapport à
U ∈ Rl×m, avec la contrainte convexe U ∈ K ; K étant
l’ensemble {U s.t. ∀k, ∑p ukp = 1 et ∀p, ukp ≥ 0}. Ce
problème d’optimisation contraint sur Rl×m peut être ré-
solu par la méthode de gradient projeté [5], qui consiste à
générer la suite U t via
U
t+1 = ProjK(U
t − τ∇E(Ut)) , (8)
pour un pas de temps τ > 0, jusqu’à ce que |Ut −
U
t−1|∞ ≤ δ. δ étant une constante faible. ProjK est
la projection sur l’ensemble convexe K. Autrement dit,
on applique de manière itérative la descente de gradient
et la projection de uk sur l’ensemble K. Ces projections
peuvent être réalisées via l’algorithme de Michelot [25]. A



















où Q = (uj,2p−ukp)(Gj−Fj)+(uj,3p−ukp)(Ej−Fj), ξ
est le terme dans la racine carrée de (7), et N (k) est le voi-
sinage (1 anneau) autour du sommet k. Comme dans [11],
on régularise le terme ξ en incorporant une valeur faible ǫ
à l’intérieur de la racine carrée afin d’éviter les instabilités
(dues à la non différentiabilité du terme de variation totale).
Rappelons maintenant que comme souligné dans [16], la
notion de gradient dépend du produit scalaire. Si nous choi-
sissons le produit scalaire "par élément" < U,V >pw=
∑
k < uk,vk >, alors les éléments de ∇E(Ut) coinci-
dent directement avec ∂E
∂ukp
(U). Néanmoins la métrique
"par élément" associée n’est pas efficace pour minimiser
des énergies de la forme
∫
S
f(u(x)) dσ puisque la distance
entre deux champs discrets U et V ne prend pas en compte
l’aire des triangles. Le produit scalaire L2, < U,V >L2=
∫
S
< u(x),v(x) > dσ est mieux adapté. Dans ce cas là,
le gradient devient
∇E(U) = M−1 ∂E
∂U
(U) , (10)




φi(x)φj(x) dσ. En général, on prend une approxi-
mation de M par une matrice diagonale M̃ , où M̃ii est
l’aire du dual de la cellule de voronoï xi multiplié par la
matrice identité Idm, voir [16].
3.2 Applications
Dans les sections précédentes, nous avons supposé que le
terme d’attache aux données du modèle de segmentation s
était connu (équation 4). En pratique, ce terme dépend éga-
lement de paramètres. S’ils ne sont pas connus, il est néces-
saire de les optimiser. Le problème est alors traité en opti-
misant alternativement les paramètres de s et la variable
auxiliaire u d’une façon bi-convexe. Dans ce cas u est mis
à jour par la méthode vue en section 3.1 en considérant les
paramètres de s fixes. En pratique nous mettons à jour ces
paramètres toutes les r itérations de u (r est choisi arbitrai-
rement ; dans nos résultats nous avons fixé r = 10).
Segmentation de données constantes par morceaux
Considérons le cas où les données à segmenter sont sup-
posées être constantes par morceaux. Une expression na-
turelle pour sp(x) est de choisir l’erreur au carré entre les
données (scalaires ou vectorielles) C(x) à un point x et la
valeur de µp, la moyenne sur la région p (µp ayant la même
dimension que les données) :
sp(x) = (C(x) − µp)T (C(x) − µp) .









qui correspond à la valeur moyenne des données sur la ré-
gion associée. Le modèle constant par morceaux peut faci-
lement être étendu à n’importe qu’elle densité de probabi-
lité Dp. Par exemple, Dp peut être une densité gaussienne
de moyenne µp et de covariance Σp. On aurait alors :










T Σ−1p (C(x)−µp) .
Segmentation dans les problèmes de Reconstruction
3D
Ce type de segmentation peut être incorporé dans les pro-
blèmes de reconstruction 3D. Dans ces applications, il peut
être intéressant de segmenter une région particulière, ou
l’ensemble des régions partageant par exemple les mêmes
propriétés de réflectance. En reconstruction 3D, la plupart
des méthodes variationnelles reviennet à minimiser une









νS(x) dσ , (11)





up(x)(Ii(πi(x)) − µp)T (Ii(πi(x)) − µp) ,
où πi(x) est la projection d’un point de la surface x dans
la ième image et Ii : w 7→ Ii(w) est la fonction qui asso-
cie à chaque pixel sa couleur dans l’image. On obtient une
extension de la méthode de segmentation stéréoscopique
de [33] dans le cas où la surface est composée d’au moins
deux régions de radiance constante. Également, contraire-
ment à notre méthode, la segmentation dans [33] est sujette
aux minima locaux. Finalement, l’optimisation de l’énergie


























où N(x) est la normale au point x et L est le vecteur cor-
respondant à la source lumineuse de la scène, nous obte-
nons alors une extension de l’approche de shape from sha-
ding multi-vues proposée par [17] pour des surfaces avec
un albedo constant par morceaux. Contrairement à notre
approche, la méthode proposée par [17] est limitée au cas
binaire est est fortement sujette aux minima locaux. L’op-




















Pour chacune des applications suivantes, une fois les pa-
ramètres de s fixés, U est mis à jour suivant la méthode
décrite dans la section 3.
4 Expérimentations
Dans le but de montrer l’efficacité de l’approche de seg-
mentation multi-régions proposée sur les maillages, nous
présentons différents exemples sur des données réelles et
synthétiques. Comme expliqué dans la section précédente,
la segmentation est résolue de manière alternée entre les
paramètres de chaque région et la variable auxiliaire U.
Pour l’ensemble des exemples, le nombre de régions est
fixé à l’avance et U est initialisé de manière totalement
aléatoire. Les expérimentations sont réalisées sur une ma-
chine linux à 2.66GHz et prennent environ 200 secondes
pour un maillage de 200 000 facettes et pour 4 régions.
Les valeurs de λ sont choisies arbitrairement dans chaque
exemple.
4.1 Le cas binaire
(a) (b) (c)
FIG. 2: Résultats de la segmentation sur les données synthé-
tiques du lapin de Stanford. (a) Forme d’entrée. (b) Surface d’en-
trée avec une texture de synthèse. (c) Maillage texturé et contour
final retrouvé par notre approche.
Les figures 2 et 3 montrent des exemples de notre algo-
rithme sur le lapin de Stanford texturé avec des images
de synthèse dans le cas binaire de deux régions constantes
par morceaux. Du bruit gaussien a été ajouté sur la texture.
Notre approche présente de bon résultats et montre la solu-
tion binaire finale. De plus nous voyons que la méthode est
robuste à l’initialisation de la fonction U. Il est important
de noter que la solution affichée est la variable auxiliaire u,
et non pas les valeurs moyennes µ1 et µ2. En fait, l’éner-
gie est convexe par rapport à u seulement, et les valeurs µ1
et µ2 sont optimisées durant l’évolution et correspondent
arbitrairement aux régions u = (1, 0) et u = (0, 1). Cela
explique que la dernière initialisation se termine avec des
FIG. 3: Évolution sur les images de synthèse du lapin. Diffé-
rentes initialisations de U (première ligne) ; Valeur intermédiaire
de U (seconde ligne) ; La solution obtenue U (troisième ligne) ;
Les valeurs moyennes obtenues (quatrième ligne) avec ombrage.
valeurs inversées. En pratique, bien que la fonctionnelle
ne soit pas complètement convexe, on obtient des résul-
tats semblables et des valeurs moyennes très similaires. On
a respectivement (µ1 = 140.778 , µ2 = 231.003), (µ1 =
140.746 , µ2 = 231.01), (µ1 = 140.75 , µ2 = 231.03 ) et
(µ1 = 230.992 , µ2 = 140.765) pour les quatres initiali-
sations. Pour la dernière colonne, les valeurs µ1 et µ2 sont
inversées mais u l’est également. Dans cet exemple, les
contours actifs ou les level sets tomberaient dans le minima
local le plus proche de leur initialisation car la texture n’est
pas binaire. Néanmoins, comme on est en présence d’une
méthode globale ici, segmenter une région particulière doit
être fait en rajoutant des contraintes additionnelles.
La figure 4 présente des segmentations binaires de surfaces
générées à partir d’images plaquées sur le maillage pro-
venant d’images classiques de segmentation. Les résultats
acceptables ont un caractère binaire bienqu’il soient obte-
nus à partir d’initialisation aléatoire. La valeur moyenne de
chaque région est estimée comme expliqué précédemment,
et le paramètre λ permet d’ajuster le lissage sur la segmen-
tation.
4.2 Le cas avec plusieurs régions
Différents exemples sont montrés avec des données de syn-
thèses (avec un bruit ajouté) ou générées avec un plaquage
de textures provenant d’images réelles.
La Figure 5 montre le résultats de la segmentation avec
des données fortement bruitées avec l’approche proposée
et l’algorithme K-moyennes. Notre approche, qui compa-
FIG. 4: Résultats de segmentation dans le cas binaire pour diffé-
rents exemples. De haut en bas : Maillage texturé d’entrée ; Forme
du maillage sur lequel la segmentation est effectuée, et valeur ini-
tiale aléatoire d’une des composantes de U ; Valeurs moyennes
estimées pour chaque région ; Objet d’intérêt segmenté.
FIG. 5: Résultats de segmentation sur maillage dans le cas
multi-régions pour différents exemples de synthèse inspirés de
[23]. (a) Maillage texturé d’entrée. (b) Segmentation par l’algo-
rithme K-moyennes. (c) Valeurs moyennes de chaque région ob-
tenues par notre approche.
rée à K-means utilise une régularisation permettant une co-
hérence spatiale de l’information, propose une segmenta-
tion proche de celle souhaitée et non bruitée. En plus d’être
robuste à l’initialisation, notre approche est également ro-
buste au bruit.
Nous avons ensuite testé l’approche multi-régions sur les
données précédentes provenant de [24], voir Figure 6.
FIG. 6: Résultats de segmentation sur les maillages dans le
cas multi-régions. Ligne du haut : données du cheval et sa seg-
mentation en trois régions. Ligne du bas : Labélisation en quatre
régions des données du papillon. (a) Maillage texturé d’entrée ;
(b) Valeurs moyennes estimées pour chaque classe ; (c) Une des
régions segmentée.
La figure 7 montre une application pour les aspects géomé-
triques en segmentant la courbure moyenne en trois diffé-
rentes régions (notamment concaves et convexes).
(a) (b) (c) (d)
FIG. 7: Résultat de segmentation sur la courbure moyenne en
3 régions. (a) Maillage d’entrée. (b) Visualisation de la courbure
moyenne. (c) Simple seuillage de la courbure moyenne. (d) Ré-
sultat de la segmentation en trois régions par notre approche.
Finalement, la figure 8 montre un exemple avec un
maillage 3D obtenu par reconstruction 3D utilisant [32,
35]. La figure montre la segmentation de la radiance de
la surface en trois régions distinctes. On retrouve parfaite-
ment les régions de la peau, du pantalon et du t-shirt.
Pour une comparaison du modèle convexe de segmenta-
tion de plusieurs régions sur les images (3) avec d’autres
méthodes, nous référons les lecteurs à [23] qui montre des
résultats de comparaisons quantitatifs et qualitatifs avec di-
verses méthodes de types belief propagation et graph cuts.
Les résultats de labélisation obtenus sont comparables à
l’état de l’art par rapport aux méthodes discrètes d’opti-
misation.
5 Conclusion
Dans cet article nous avons proposé une méthode varia-
tionnelle pour la segmentation de données sur les varié-
tés en différentes régions avec propriété constante. La for-
mulation convexe rend le modèle proposé robuste à l’ini-
tialisation. De plus, la régularisation utilisant la variation
totale permet d’être robuste au bruit. Nous avons montré
comment implémenter la méthode lorsque la surface est
représentée par un maillage triangulaire, et en particulier
comment calculer le gradient de la variation totale dans ce
cadre. Cela offre de nouvelles perspectives de résolution de
problèmes variationnels sur ce type de représentation.
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