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INTRODUCTION 
Let X be an (irreducible) nonsingular projective variety, defined over the 
algebraically closed field K, and let V: X + X’ be a finite birational morphism, 
where X’ is a hypersurface in P+l, and Y = dim(X). (Such a morphism exists 
for any given X, by the results of [15, Sect. 21.) Thus, X is the normalization 
of X’. Moreover, there is an exact sequence of sheaves on x’: 
Let % be the conductor of rr,0z in Lo,, . By definition, V is the largest sheaf of 
ideals in 0,~ which annihilates (rr,O,)/U+ . We define the double locus of X’ 
to be the closed subscheme D C X’ whose structure sheaf is 0,*/V. Thus, x E D 
if and only if O,,,, is not normal. Since x’ has a nonsingular normalization, 
x E D if and only if x is a singular point of X’. 
In the first part of this paper (Sections 1 and 2 and Theorem 3.1) we prove 
that D is a Cohen-Macaulay scheme of pure dimension r - 1 and that there is a 
natural isomorphism 
wD z ((~,Ox)/~x,)(d - r - 2) 
where wg is the dualizing sheaf on D (defined as in [l]), and d is the degree of the 
hypenurface x’ C P r+l. (For a coherent sheaf F on P+l, F(n) is defined as in [17].) 
Although the variety X’ is Gorenstein, it does not follow that the double locus D 
is a Gorenstein scheme. (See Remark (2.4).) The methods of this part of the 
paper are almost purely algebraic. In Sections 1 and 2 we study a Cohen- 
Macaulay local ring A and various properties of the conductor of an overring B 
in A. The main results are Theorems 1.4 and 2.2. In the proof of Theorem 
3.1 we patch together the local algebraic results by using standard constructions 
of sheaf theory. The reader is referred to [l, 71 for properties of Ext&( , ). 
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Corollary 3.2 gives a formula for the Hilbert polynomial of D which is basic 
for the rest of the paper. By definition, the Hilbert polynomial of D (or equiv- 
alently of its structure sheaf) is 
r-1 
x(@,(n)) : 2 (-1)’ dim,( If’(D, O,(n)) 
, -0 
(It is a well-known consequence of the results of [17] that x(Po(n)) = dim, R, 
for n > 0, where R = @,“_a R, is the homogeneous coordinate ring of D.) 
Theorem 3.4 gives a formula for x(@,(n)) w ic makes completely explicit the h h 
fact that x(@o(n)) is a polynomial of degree Y - 1. This is used in Corollary 3.5 to 
calculate x(@~ ), i = O,..., Y - 1, where Ei is the intersection of D with a linear 
subspace of d;mension i -t 2 in general position. (Thus, dim(Ei) = i.) If X is a 
nonsingular surface, then D is a curve (possibly neither reduced nor irreducible). 
We thus have formulas for the degree and the arithmetic genus pcL(D) = 
1 - x(@d 
In Section 4, we study the preimage A = r-l(D). (This is sometimes called 
the double locus of the morphism n; cf. [ 111.) Th e most interesting result is that 
degree (D) = i- degree(A). (See Corollary 4.2.) This is true for geometric 
reasons when the induced map 7~: A - D is generically 2-to-1 and generically 
unramified. The fact that it is true without this assumption probably has a 
purely algebraic explanation related to the fact that the hypcrsurfacc S’ C P!l 
is a Gorenstein variety. T\‘e also recover the formula: 
degree(d) == ct(d - I - 2) - (Y’~ l K,) 
where Y is a hyperplane section on AT, k;, is the canonical di\;isor class, and ( ) 
is the intersection pairing. This formula is analogous to formulas of Holme, 
Laksov, and K. Johnson. (See [ll] for further details.) Finally, in Section 5 
we give a triple point formula. 
The starting point of this investigation was my curiosity about the “true 
significance” of the sheaf (rr,B,)/6x, . It had been previously studied in the 
case that X’ is a plane curve. (See [19, Chap. II’, no. 61, for example.) 
Our geometric techniques consist mainly of the use of sheaf cohomology. 
Except for Grothendieck duality, the results of [17] are sufficient. For 
Grothendieck duality, the reader is referred to [I]. The first two sections of [S] 
and Hartshorne’s forthcoming book [IO] can also be consulted for information 
about sheaf cohomology. 
1. THE DUALIZING MODULES OF CERTAIN QUOTIENT RIKGS 
Let A be a ring (all rings discussed here are commutative with identity), let B 
be the integral closure of A in its total quotient ring, and let %’ be the conductor 
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of B in A. By definition, %Z = {a E A 1 ax E A for all x E B}. Basic properties 
of %? are discussed in [21, Chap. V, Sect. 51. We recall that $7 is an ideal in A 
and also in B; in fact it is the largest ideal in A that is also an ideal in B. 
LEMMA 1 .I. Let A, B, and 9? be as above. Then HomA(B, 9?) E %? and 
Hom,(B, A) z ‘+Z. In both cases, the homomorphism associated to y E V is simply 
multiplication by y. 
Proof. Let K be the total quotient ring. Consider f: B + A and extend it to 
a K-linear map q~ K-j K by setting v(x/s) = f (x)/s. Since v is K-linear, there 
exists c E K such that p(x/s) = LX/S for all x/s E K. Since ~(1) = c, we have 
c E A. But f(x) = v(x/l) = cx E A for all x E B. This implies c E%? and 
establishes the second isomorphism. The first one follows because 97 is an ideal 
in B. 
COROLLARY 1.2. If f: B -+ A is an A-module homomorphism, then f (B) C $5’. 
In other words, the natural injection Hom,(B, +F?) -+ Hom,(B, A) is an 
isomorphism. 
LEMMA 1.3. Let A, B, V be as above, and assume that V does not consist 
entirely of zero divisors. If V is a principal ideal in B, then the natural inclusion 
B -+ HomA(%‘, A) is an isomorphism. (Under this inclusion, x -+ X, : V - A, 
where h,(c) = CX.) 
Proof. Given f: %7 + A, extend it to a K-linear map v: K--f K by setting 
y(c/s) = f (c)/s. (It is defined on all of K because an arbitrary element x/s E K 
can be written in the form x/s = cx/cs, where c is a nondivisor of zero in U.) 
As before, K-linearity implies that q(c/s) = a . (c/s) for some fixed a E K. 
Thus, f(c) = ac for all c E %?. It follows that & C A. Let z E $7 be an element 
which generates 9? as an ideal in B. Clearly, z is not a divisor of zero. Since 
u%? C A, we have a fortiori a% C B which is equivalent to saying that azx E B 
for all x E B. Thus, a = b/z for some b E B. The assumption that aV CA 
then implies that axx E A for all x E B, which is equivalent to bx E A for all 
x E B. Thus b E %?, so that b = zd for some d E B. But a = (zd)/.z = d, so that 
aEB. 
We saw above that f(c) = UC for all c E V. Since a E B, this completes the 
proof that B E Hom,(%?, A). 
The following result is a special case of some facts developed in the proof of 
Theorem 3.1. To prove it, one uses some exact sequences of Horn and Ext of 
modules. We will omit the details. 
THEOREM 1.4. Let A be a Cohen-Macaulay local ring, let B be the integral 
closure of A (in its total quotient ring), and let 5~7 be the conductor of B in A. If V 
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has pure height 1 as an ideal in A and is a principal ideal in 3, then dim(A,W) = 
dim(A) - 1, and there is a natural homomorphism of A/@-modules 
B,‘A 3 Est,i(iZG, A). 
Remark 1.5. If (A, m) is Gorenstein, then the functor M --j ExtAfz(:M, A), 
where n = dim(i3), is a dualizing functor on the category of finitely generated 
A-modules with support == {m). (See [9, P ro osi ion 4.131.) If, furthermore, the p t 
hypotheses of Theorem 1.4 are satisfied and A/+? is Cohen-Macaulay, then 
ExtAi(A/g?, A) = (0) for i =# 1 and the change of rings spectral sequence 
(see [6, Chap. XIV, Sect. 61) 
E&&k’, Est,‘(A:%, A)) :_- Exty’(M, A) 
degenerates. (Here, M is an A/K-module.) Thus, Ext,“(l%Z, -4) z Ext;,$M, w), 
where w = Ext,I(A/W, A) and we can regard w as a module of dualizing 
differentials for ,4/V. (See also [9, second proof of Thoerem 6.71.) 
2. COHEN-RIACAULAYNESS OF THE QUOTIENT 0~ .4 
LOCAL KING BY THE CONDUCTOR 
Let (A, m) be a n’oetherian local ring, and let B be an over-ring of ;2 which is 
finitely generated as an 8-module. Thus, B is semilocal. Let m, ,..., m,. be the 
maximal ideals of 3, and set Bi =-- B, , i = I ,..., T. 
It is an immediate consequence of’the lying over and going up theorems 
(see [14, Corollaries (10.8) and (10.9)]) that dim(B,) < dim(A), with equality 
holding for at least one value of i. 
LEMMA 2.1. Let ‘4, B, and B, ,..., B, be as above. Y’hen B is a Cohen- 
Macaulay A-module if and only if B, ,..., B, are Cohen-Macaulay local rings and 
dim(B$) = dim(A) for all i. 
Remark 2.1.1. This is well known if B is local. (See [18, Chap. I\-, 
Proposition 1 I] .) 
Proof. Assume that B is a Cohen-Macaulay A-module. Let (a, ,..., ad) be a 
B-sequence in mA , where d =-= dim(A). Then (a, ,..., ad) is also a prime sequence 
in mAB. Flatness of Bi as a B-module implies that (al/l,..., ad/l) is a prime 
sequence in Bi for each i. This implies that Bi is a Cohen-Macaulay local ring 
and dim(B,) = dim(A). 
Conversely, assume that the Bi are all Cohen-Macaulay local rings of dimen- 
sion d. Let (al ,..., ad) be a system of parameters in A. Then (al/l,..., ad/l) is a 
system of parameters in B, , for any i, so that (or/l,..., ad/l) is a prime sequence 
in Bi . 
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Let 0 <j < d - 1 and suppose that CU~+~ E (al ,..., a$?. Then there exist 
elements si $ mi and elements bi, E B, i = l,..., r and K = I,..., j such that 
sic = bi,Ul + 1.. + bijai . But (S r ,..., s,.} generates the unit ideal in B. Thus, if 
tls,+...+t,s,=l,thenc=Ba,+...+13ju3.,whereBK=tlblK+...+trblle. 
We conclude that (al ,..., ad) is a B-sequence in mA , so that B is a Cohen- 
Macaulay A-module. Q.E.D. 
Let (A, m) be a Noetherian local ring, let B be the integral closure of A 
(in its total quotient ring) and let %? be the conductor of B in A. We assume 
that V does not consist entirely of zero divisors. This implies that B is finitely 
generated as an A-module and is therefore a semilocal ring. Let B, ,..., B, 
be the localizations of B at its maximal ideals. 
THEOREM 2.2. Let A, B, +Y, and B, ,..., B, be as above, and let d = dim(A). 
If A is a Cohen-Macaulay local ring, if BI ,..., B, are Cohen-Macaulay local rings 
of dimension d, and BJVB, ,..., B,/WB, are Cohen-Macaulay local rings of 
dimension d - 1, then A/9? is a CohenMacaulay local ring of dimension d - 1. 
COROLLARY 2.3. If g is a principal ideal in B and B, ,..., B, are Cohen- 
Macaulay local rings of dimension d, then A/9? is a Cohen-Macaulay local ring of 
dimension d - 1. 
Proof of the Corollary. If V = cB, then c is not a divisor of zero, so that 
B,,VB, is a Cohen-Macaulay local ring of dimension d - 1. 
Proof of the Theorem. We may assume that A 6 B, so that B/A is a nonzero 
-4-module of dimension < d - 1. Moreover, Lemma 2.1 implies that B is a 
Cohen-Macaulay A-module of dimension d. Therefore H,,,<(A) = H,,,i(B) = 0 
for i < d. Consider the exact sequence of A-modules 0 -+ A -+ B -+ B/A -+ 0. 
The corresponding exact sequence of local cohomology (see [9]) implies that 
Hmi(B/A) = 0 for i < d - 1. This implies that B/A is a Cohen-Macaulay 
A-module of dimension d - 1. 
Another application of the lemma implies that B/V is a Cohen-Macaulay 
A-module of dimension d - 1 so that Hmi(B/%) = (0) for i < d - 1. Finally, 
we consider the exact sequence: 
The corresponding exact sequence of local cohomology implies that 
H,,,i(A/%?) = (0) for i < d - 1. This implies that A/g is a Cohen-Macaulay 
ring of dimension d - 1. Q.E.D. 
Remark 2.4. If one makes the stronger assumption that A, B, ,..., B, , and 
B,I%B, ,..., &IQ=, are Gorenstein local rings, it does not necessarily follow 
that A/V is Gorenstein. For example, we can take A = k[[X, Y, Z]]/(XYZ). 
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The normalization is the Cartesian product of 3 formal power series 
rings: B L= k[[X, Y]] x h[[X, Z]] x h[[Y, Z]]. Thus, V = (XY, X2, YZ)A, 
and the local rings B,/%‘Bi are all r h[[X, Y]]/(XY) and are Gorenstein. 
However, S/%5 is not Gorenstein. To see this, set R = k[[X, Y, Z]] so that 
d/V g Rj(XY, XZ, I-Z), and observe that there is a resolution by free 
R-modules: 
where #(ri , T ‘L , ra) =_ r,XI- + r,XZ -I- r,YZ and ~(7~ , ~a) = yr(Z, -I-, 0) + 
ra(Z, 0, -X). Using this resolution, one shows that the module of dualizing 
differentials w~,~ = ExtRi(A/F, R) is not free. Hence, A/%’ is not Gorenstein. 
3. HYPERSuRFACES WITH NONSINGULAR NORMALIZATION 
Let X be a complete nonsingular variety, and let r: X---f X’ be a finite 
birational morphism, where X’ is a hypersurface in W-t1 (y = dim(X)). Thus, X 
is the normalization of X’, and we also have an exact sequence of 0,,-modules: 
The conductor % of rr,O, in 6X ’ is, by definition, the annihilator of the cokernel 
r,Gx/G,, . Since X’ has a nonsingular normalization, it follows that 0ox,/% 
is the structure sheaf of a closed subscheme D C X’ whose underlying subset is 
precisely the singular locus of X’. We will call D the doubZe locus of X’. 
THEOREM 3.1. Let X, X’, and D be as aboae. Then D is a Cohen-Macaulay 
scheme of pure dimension d - 1, and its sheaf of dualizing d#eerentials is 
wD == ((r$‘x)/6;x,)(d - r - 2), 
where 7 = dim(X) and d is the degree of the hypersurface X’ C W-l. 
Proof. Let ,2’ E -X’, let (zr ,..., z,,,} == V-~(X), and let Vz be the conductor of 
I?;~.,~ in I’, r.1(e. . (Note that flX,nml(xJ =- near @ , 1 X,2, is the integral closure of 
B x’,z .) A result proved by Zariski [20, Proposition 12.131 implies that the ideals 
%?$ cx z are all principal. Specifically, Zariski proves that if R is the coordinate 
ring of an irreducible hypresurface in the affine space ArmL1 and 5’ is the integral 
closure of R, then the conductor of 5’ in R has pure height 1 in S, and also in R. 
(In particular there arc no embedded associated prime ideals.) Thus, the ideals 
Fz F;x,i all have pure height 1. Since the rings O,,,z are regular, they arc 
unique factorization domains. We conclude that the ideals qz G,,, arc 
principal, as claimed. 
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Since the ideals V% . Ux,s, are principal, the residue class rings O,,,i/%a * O,,,l 
are Cohen-Macaulay and of dimension r - 1. Therefore, Theorem 2.2 implies 
that O,,,,/%% is a Cohen-Macaulay local ring of dimension Y - 1. Hence, D is a 
Cohen-Macaulay scheme of pure dimension r - 1. 
Consider the exact sequence of sheaves of O,,-modules: 
This gives rise to an exact sequence of sheaves: 
o = Homa,(Ox,/‘Z, Ox,) + Horn~~,(Ox, , 0%~) -+ Homq@‘, OX*> 
Moreover, there is a natural homomorphism CL: PLOP --+ HomOx,(%, Ox,). (For 
each affine open set UC x’ and section s E r( U, r*Or) = r(+( U), O,), 
p(s) is simply multiplication by s.) Lemma 1.3 implies that p is an isomorphism. 
We also have HomOx,(O,, , O,,) = 8,~ . Therefore, the exact sequence gives an 
isomorphism (n-*Ux)/Ux, % E&+(UD , Ux,). (Note that 8, = 0,*/W.) 
Now, wn = l&tt?y,(UD , wx,), since X’ is a Cohen-Macaulay variety. (See 
[I, Chap. 1, Proposition 2.31.) Furthermore, wx’ E U,,(d - r - 2) since X’ is 
a hypersurface of degree d in P r+l. Finally, there is an isomorphism 
~;,,(U, , U,,(d - r - 2)) E ~;,,(U, , U”x,) @Q, Ux,(d - Y - 2) 
because U,,(d - r - 2) is locally free. 
All of this implies that 
wg E E;,,(& , Q)(d - Y - 2) = (~.+&&J,~)(d - r - 2). Q.E.D. 
We will now study the Hilbert polynomial of the subscheme D C P+l. As 
noted in the Introduction, this is x( U,(n)) = XI:‘, (- 1)” dim, W(D, U,(n)). The 
theorem implies that there is an exact sequence of coherent sheaves on x’: 
0 + Ux,(d - r - 2 - n) --f (n&)(d - r - 2 - n) + q,(-n) + 0 
for every n E Z. 
COROLLARY 3.2. Let the notation be as above. Then 
x(fJdn - y + d - 2)) = (-lYlx(@k(-4) - x(L-% 
where L is the invertible sheaf m*U,,(l). 
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Proof. By Theorem 3.1, D is a Cohen-Macaulay scheme of pure dimension 
Y- 1. Thus, Serre-Grothendieck duality implies that x(wo(-n)) : 
(--1)‘~l x(Po(n)). (See [l, Chap. I, Th eorem (1.3); Chap. IT’, Corollaries (5.6), 
(2.6)]. Since rr: X - ,I*’ is a finite morphism, we have 
W(X’. (7r,&I’,r)(d - Y - 2 -- n)) z W(X,Ld r-2 “) 
Thus, the exact sequence above gives 
x(c&)) -:- (~l)‘{X(~-x(d - Y - 2 ~ ?z)) ~ X(Ld+a-‘i);. 
This is equivalent to the conclusion of the corollary. Q.E.D. 
For i = O,..., Y, let Y’; ==- X’ f~ Mi!.r , where &Ii,., is a linear subspace of 
dimension i -t 1 in oD’- l, chosen so that dim( Y’,) == i and dim(Mi+, n D) 
i - 1. Thus MI n D = 0. Let Yi == n~m ( t Y’. . Thus, Y’i is a local complete ,) 
intersection in X’ and Yi is a local complete intersection in X. In particular, 
Y, = X and Y’, = X’. 
LEMMA 3.3. Let the notation be as above. Then 
x(-v = ito (”+; 1; -‘) x(0,,), 
and 
where d is the degree of the hypersurface x’ C W’+l. 
Remark. Or0 and 0, ,,, are Artinian sheaves of length d, so that ~(0,~) = 
x(4,4 = d. 
Proof. By induction on Y = dim(X). For Y = 1, the formula for x(L”) is just 
the Riemann-Roth theorem. For general r, it is clearly valid for n = 0 because 
there is only one nonzero term on the right hand side. For nonzero n, we proceed 
by induction (on both n and Y) by using the exact sequence: 
0 4 Ln-l + L” ---f LFrml - 0 
where L, r--1 == I, @ uy,m* . The first formula for ~(@~,(n)) is obtained in a 
similar way. Finally, we get the second formula for x(U,(n)) by noting that Y’j 
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is a hypersurface of degree d in P (+l. Thus, there is an exact sequence 0 + 
OPi+l(-d) - Opi+I -+ Or ’ + 0. This gives I 
x(0,,*) = 1 - (-dr.+$+ 1) = 1 + (-1)” (4, ;,. Q.E.D. 
Putting together Corollary 3.2 and Lemma 3.3 we obtain the following result. 
THEOREM 3.4. Let X be a nonsiqgular variety, let r: X -+ x’ be Jinite and 
birational, where x’ is a hypersurface of degree d in V+l, and let D be the double 
locus of x’. If MI ,..., M,,, are linear subspaces of [FoT+l such that dim(M, n xl) = 
i - 1, i = l,..., Y + 1, then 
x(“D(n>) = gl(” +;I;+ 2)[(;; ;) -Pdyi$ 
where Yi = n-l(X’ n Mi+3 and pa( Yi) is the arithmetic genus: p,(YJ = 
(-v(x(~Y,) - 1). 
COROLLARY 3.5. Assumefurther that dim(M< n D) = i - 2, i = I,..,, r + 1, 
and set Ei = M,+2 n D, i = 0 ,..., r - 1. Then 
In particular, degree(D) = (d;l) - pa( Yr). 
Proof. We can proceed by descending induction on i to prove the more 
general formula: 
In fact, for i = r - 1 this is true by the theorem. To do the inductive step, 
we use the exact sequence 
This gives: 
Q.E.D. 
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EXAMPLE 3.6. Let XC P” be the image of the Segre product embedding 
a: P x lP * P. (In terms of homogeneous coordinates, u((sO , sr , s2), (to , tl))- 
(s t 0 0 > Sl4l 9 S2f, > &Jfl > Slt, 7 2 1 s t ).) It is well known that X is a variety of degree 3 
in P. If L, is a 3-dimensional subspace of $5, then Yr := X n L, is a rational 
normal curve in P3, i.e., a twisted cubic. Thus, pn(Yr) = 0. Let the projection 
V: X - P4 be chosen so that rr: S - X’ == n(X) is birational. Then X’ is a 
cubic hypersurface in P”, whose double locus D has degree -1 by Corollary 3.5. 
Thus D is a plane. As an explicit example of such a map, we can set ~T(z,, ..., zJ =-= 
(z,,,z2,.z4,z~,x1-za) for (zs ,..., zj) #(0,1,0,1,0,0) so that the 
composite map ?r 0 5: P X P - P* satisfies: 77 o @((So > Sl > 4, (to > $1)) = 
(s t 0 0 7 S24l Y Slfl 7 %tl ) 1 0 s t - sot,). It is easy to check directly that P2 >< P’r 
is mapped birationally onto the hypersurface whose equation is x,,xa2 - x1%c2 + 
x1xa.y4 = 0. The double locus of X’ is the plane x1 = xa =-= 0. 
Remark 3.7. Let X be as in the above example and let Y ==: X n H, where 
H is the hyperplane .a1 -- xa = 0. Th en Y is a nonsingular cubic surface in P4. 
Alternately, Y is the surface obtained from P2 by blowing up a single point. 
If n is the particular projection considered above, then n(Y) is the surface in P3 
whose equation is x0x32 - xlpsz = 0. Its double locus is the line x1 = xg = 0. 
EXAMPLE 3.8. Let X C Pr+2 be a nonsingular variety which is the intersection 
of two quadric hypersurfaces. Then d = 4. Moreover, Yr is the intersection of 2 
quadric surfaces and thus has genus =l. Thus, if r: X - X’ C P~+~r is a finite 
birational projection, then the double locus D is an (y - I)-dimensional scheme 
of degree =2. In particular, D is contained in an r-dimensional subspace of 
P+l. 
Remark 3.9. The integersp,( Yi) that occur in Theorem 3.4 and Corollary 3.5 
can be expressed as degrees of Chern classes. To get such an expression, we 
consider the resolution of 8, by locally free Co,-modules: 
where F = @&icoptes L-l. The Riemann-Roth theorem (see [4] or [22]), 
Lemma 18 of [4], and elementary properties of Todd classes can then be used 
to obtain the expression 
p,(yi) = (- 1)’ (~~((1 - e-cl(L))r-i Td(X)) - l}, 
where Td(X) is the (total) Todd class of X. (Otherwise the notation is as in 
[4,22].) One can also use the methods of [22, Sect. 22.11 to obtain very general 
expressions of this type. 
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4. THE INVERSE IMAGE OF THE DOUBLE Locus 
As usual, we consider rr: X -+ X’, where X is nonsingular, rr is finite and 
birational, and X’ is a hypersurface in P ?+l. Since v is an afine morphism, the 
conductor 9 C Co,, lifts to a sheaf of ideals in 0, , which we again call %?. Let B 
be the closed subscheme of X whose structure sheaf is Or/%?. It is easy to see that 
Ll = n-l(D), where D is the double locus of x’. Moreover, there is an exact 
sequence of sheaves on D: 
0 + 9, --t Tr’*Ud -+ (7T’*U~)/U’D 3 0. 
But (~&‘JP, E (~d’x)/Q . Therefore we obtain an exact sequence: 
o3u&-~-2-n)-t(sT*u,)(d-r-2-n)+w,(-n)+O 
for every n E Z. 
PROPOSITION 4.1. Let the notation be as above, and let L, = L @OX Ud , 
zuhere L = ?r*U,(l). (Thus, LA = rr*UD(l).) Then 
XW) = x(~,(4> - c-1)7 x(U,(d - r - 2 - 4) 
= x(L”) - (- l>’ x(Ld--r--g--n). 
Proof The first formula is proved by methods like those used in the proof 
of Corollary 3.2. We omit the details. To get the second formula from the first 
one, we apply Corollary 3.2, to get 
x(Ldn) = (-l)r{x(U,(d - r - 2 - n)) - x(L@(~---~-“))) 
- {x(Ux+-9) - xP”)>. 
But Serre duality implies that x(U,(d - Y - 2 - n)) = (-1)’ x(U,,(n)), since 
WY = U,,(d - r - 2). This implies the desired result. Q.E.D. 
x(LAn) is a polynomial function of n, of degree r - 1. We define degree,(d) 
to be (Y - l)! times its leading coefficient. 
COROLLARY 4.2. degree(D) = + . degree,(d), and degree,(d) = (Q(L)~-~ * 
(d - Y - 2) c,(L) - K,). 
Proof. The first equality follows immediately from the first formula for 
x(Ldn). In the second one, c,(L) is the first Chern class of L, K, is the canonical 
divisor class, and the symbol ( . ) denotes the intersection number. We omit 
the details of the verification. 
Remark 4.3. The second equality of Proposition 4.1 and the second equality 
of Corollary 4.2 are known. In fact, Kleiman has applied Grothendieck duality 
264 JOEL HOBERTS 
to the hypersurface X’ (instead of the double locus D) to show that the divisors d 
and (d - Y - 2) c,(L) - K,Y are linearly equivalent. (See [I 1, formula (V, 6)].) 
This implies both of the aforementioned equalities. 
The following proposition generalizes a result of Bombieri [3]. 
P~0~0s1T10N 4.4. If A is a reduced subscheme of X, then X’ is a seminormal 
variety. (This means that Lcx,,x is a seminormal local ring for all x E X.) 
Proof. Let B :- 8xf,x be the integral closure of A = 6,r,,, , and let $? be the 
conductor of B in A. The hypothesis implies that ‘8 is a radical ideal in B. 
Since A is a Cohen-bIacaulay local ring, it certainly satisfies Serre’s criterion (S,). 
Therefore a Theorem of Bass and Murthy [2, Proposition 7.121 implies that A is 
seminormal. 
5. THE TRIPLE POINT FORMULA 
We first consider the case where X is a nonsingular surface in P” and r: X - 
S’ C P3 is a generic projection. The results of [12, 1.51 imply that the following 
statements hold. (If char(k) 7’: 0, we have to assume that X is suitably embedded), 
(i) A is a reduced curve whose singular points are nodes. 
(ii) D is a reduced curve whose singular points are triple points x E D 
such that 6,,, s at, 9 t2 > all(h~2 >t,t, 7ha 
(iii) The induced map 7~~: A + I1 is generically 2-to-l, and 3 distinct 
nodes of A are mapped to each triple point of D. 
(iv) If x E A, then x = 7~( y) is a pinch point of X’ if and only if rrd is 
ramified at x. The reduced ramification index e, is -2 if char(k) f 2 and -3 
if char(k) = 2. 
Let g, be the genus of d (the normalization of A) and let g, be the genus of D 
(the normalization of D). Thus: 
2g, - 2 :--- 2(2g, -- 2) {- x (e, - 1). 
XEA 
Moreover, an easy calculation shows that the length of G8j0n at each triple 
point is 2. The methods of [19, Chap. IV, no. 61 thus imply that each triple point 
reduces the genus of D by 2. Using this and (iii), we get: 
gA = pa(A) - 36 
gD = P,(D) - 24 
where t is the number of triple points. (A point x E X’ is a triple point if n-l(x) 
consists of 3 distinct points of X.) Putting all of this together, we get: 
2t = 4p,(D) - 4 - (2p,(A) - 2) + V, (5.1) 
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where 
v = ,cd (e, - 1). 
Let Y be a hyperplane section of X. Then d N (d - 4)Y - K, . (See 
[ll, Eqs. (V,7) and (V,S)].) This implies that 
2p,(d) - 2 = (4 + K, . A) = (d - 4) deg(n). 
(Alternately, Proposition 4.1 and the methods of [13, Lecture 121 give the same 
formula.) Finally, we observe that v is the number of pinch points, counted with 
multiplicity 1 if char(k) # 2 but with multiplicity 2 if char(k) = 2. Thus, v is 
the degree of the cycle S, , defined as in [16]. We conclude that 
v = (Kx2) - degree(c,(X)) + 4(Y . K,) + 6d, 
where c2(X) is the second Chern class of the tangent bundle, by [16, Corollary 1, 
p. 1601. We can summarize our results as follows. 
PROPOSITION 5.2. Let X be a nonsingular surface in P, and let P: X -+ 
x’ C P3 be a generic projection. If X is suitably embedded, then the number of triple 
points is given by: 
where 
2t = 4p,(D) - 4 - (d - 4) degree(d) + v 
v = (Kx2) - degree(c,(X)) + 4(Y * K,) + 6d, 
degree(d) = 2 degree(D) = 2 I(” 3 ‘) - pa(Y)/, 
and 
p,(D) - 1 = (d - 4) degree(D) + p,(X) - (” 5 ‘). 
Remark 5.3. Formula (5.1) implies that the number of pinch points is 
even if char(k) # 2. This could have been expected because of the results of [16] 
about specialization from characteristic 0 to characteristic 2. If char(k) = 2, then 
v is automatically even because each pinch point is counted with multiplicity 2. 
Remark 5.4. By using Proposition 5.2 and the Rieman-Roth theorem, one 
can prove formula (1.39) of Kleiman’s article [ll]. A complete different proof 
of that formula was recently given by R. Piene 1231. 
EXAMPLE 5.5. Let XC P5 be the image of the Veronese map 0: IFb2 - P5. 
(a(to , t, , t2) = (to2 t t t t t 2 t t 3 019 02FlY 123 2 t “).) Then d = 4, and Y = u(C), where 
C is a conic in [FD2. If 7~: X + x’ C P3 is a generic projection, it follows that D 
is a curve of degree 3. Since X is rational, p,(X) = 0. Thus, p,(D) = 0. We have 
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(K2) = 9 and degrce(c,) 7 3 for the projective plane, and (I? K,r) ~~~ -6 
because Y w 2A and K N -3/l, where /l is a line. Thus v 2 6. JVe find that 
t =: 1. All of this is consistent with the equation for the generic projection of X 
given in [I 5, p. 2071. In fact, D is the union of 3 lines in W which are concurrent 
but not coplanar. It has also been observed that there are 6 pinch points if 
char(k) + 2 and 3 pinch points if char(k) = 2. (See the example in [I 6, p. 1631.) 
EXAMPLE 5.6. Let C be a (nonsingular) conic in P*, and let SC $” be the 
image of C x $l C [P” x $l under the Segre product embedding P? x $r - p5. 
The hyperplane section Y satisfies Y N 2 . ({.x} x lV) + (C x { y)) where 
x E C and y E Pl. Moreover, 
K/Y - -2 ({x} x $1) - 2(C x {y}) and c&q = 4 ((Jc, y)) 
because Qxl G Qcl @ Opl @ cc @ sZ& and C g Pl. Using the methods of 
[13, Lecture 121, one shows that d = (Y”) = 4, pa(Y) = 0, and (Kx2) = 8. 
Let r: X -+ X’ be a generic projection. By what has been said above, D is a 
curve of degree 3, and pa(D) z 0. (In particular, D is not a plane curve.) .4n 
easy computation shows that (Y . K,) = -6; we conclude that v 2 4. Hence 
Proposition 5.2 implies that t = 0. Since 7~: X - X’ is generic, S’ has only 
ordinary singularities, at least if char(k) = 0. The absence of triple points 
thus implies that D is a nonsingular curve. Finally, if we use the fact that 
d N (d - 4)Y - Kx (see Remark 4.3) we see that d is very ample and 
therefore connected. This implies that D is a rational normal cwz’e in P3, i.e., 
a twisted cubic. (This was known classically; see [5].) 
Remark 5.7. Let X be a nonsingular variety in P” (suitably embedded if 
char(k) # 0), and let n: X-t X’ C WI1 be a generic projection, where 
Y = dim(X). If M is a 3-dimensional linear subspace of W-l1 which intersects X’ 
and z-(Sr) transversally and misses z-(S,), then 2 = n--l(M) will be a nonsingular 
surface contained in X. If M also intersects D transversally, then 2’ = r(Z) C p3 
will have ordinary singularities, and Proposition 5.2 will give a formula for the 
number of triple points of 2’. Hence, we can expect a similar formula for the 
degree of a (suitably defined) triple point cycle on X or on X’. I suspect that the 
integers ~(0s ), i = O,..., Y - 1, of Corollary 3.5 are related to the degrees of the 
cycles of m-fold points, m = 2,..., Y + 1, in way that is similar to the relation of 
x(OEO) and x(fiE1) to the degree of the triple point cycle. In particular, we 
definitely need at least one more piece of numerical information (for example 
the degree of S,) to obtain the degrees of all of the cycles of m-fold points. 
I do not know whether any further numerical information is needed. 
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