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This thesis demonstrates the use cf the Dempster-Shafer
theory of evidence on the battlefield. The ase of the
theory in a Decision Aid or Decision Support System for the
Intelligence Analyst will speed the force commander's
Command and Control Cycle.
The Command and Control Cycle is modelled and a benefit
of enhanced command and control is described. The
Dempster-Shaf
€r theory is discussed using tactical battle-
field examples. A Dempster- Shafer Decision Aid is presented
as well as methods for improving computational speed. A
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THESIS DISCLAIMER
The reader is cautioned that computer programs developed
in this research may not have been exercised for all cases
of interest. While every effort has been made, within the
time available, to ensure that the programs are free of
computational and logic errors, they cannot be considered
validated. Any application of these programs without addi-
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-^^t'^"-' "'*" -"6 political and
geographical ccmpiexities of potential Pattlefields in
places like Europe and the Middle East have placed the
commander in a rapidly moving, data-rich environment.
CRef. 1: p. 50]
Many publication on the state of the modern battlefield
use the saae descriptive adjectives: intense, dynamic,
mobile, rapidly changing, data-rich, etc. The quoted
article goes on to stress that modern decision aids are
needed to assist the Dattlefield decision maker ". . . by
expanding his ability to rapidly and effectively analyze the
data Decoffiing available." [Ref- 1: p. 50] However, to
assist tne force commander on the battlefield, much military
research has emphasized the need to help the field commander
and staff in deciding a course of action in critical battle-
field situations [Ref. 2]-
B. THE PROBlia
The commander's decisions on the battlefield are prima-
rily influenced by three factors: the environment, the enemy
force, and the friendly force. The only factor that the
force commander can directly control is the friendly force.
If this control is to be effective, the commander must have
intelligence about the environment, and the enemy force. In
particular, the commander in the Airland Latciefiold needs a
rapid, accurate assessment of the current enemy situation
and the enemy's intentions.
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The commander's information requirements place an ever
increasing responsibility on the intelligence analyst. Haw
data from battlefield sensors must be converted to intelli-
gence as rapidly as possible- Without a proper under-
standing of the enemy's capabilities and intentions, the
likelihood of selecting an appropriate course of action is
extremely small.
C. THESIS OBJECTIVES
The primary objective of this thesis is to demonstrate
the use of the Dempster-Shaf er theory of evidence on ths
battlefield to help correlate data for predicting enemy
intentions. Specifically ,' the thesis will:
1. Demonstrate the use of the Dempster-Shaf er tneory of
evidence in a tactical military intelligence decision
aid.
2. Create a decision aid prototype that uses the
Dempster-Shaf er theory.
3. Analyze techniques for reducing the computational
complexity and calculation time required for
Dempster-Shaf er.
To understand the role of evidential reasoning on the
battlefield. Chapter II of the thesis will discuss the
tactical command and control process. It will also describe
the problem of the intelligence analyst, unaided by an
evidential decision aid, as he deals with the bombardment of
battlefield data. Ennancement of the command and control
cycle will be discussed, leading to an example showing tiie
benefits of an improved cycle.
In Cnapter III, the concept or evidential reasoning will
be introduced. Two methods for^ evidential reasoning.
Boolean Logic and Bayesian Inference, will be investigated
to expose their shortcomings for use in battlefield
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situations. The Dempster- Shafer theory of evidence, its
advantages and disadvantages will be presented.
Chapter IV will describe the Dempster-Shafer theory
decision aid created to assist the military intelligence
analyst. Tne aid functions in a cyclical process, receiving
each bit of data from the user, combining it with previous
data, and presenting its conclusions to the user. Reduction
in computational complexity and calculation time of the
Dempster-Shaf er method are also discussed. These computa-
tional tecnniques speed up the hierarchical summations
required by the Dempster-Shaf er theory, but they also reduce
the scope of the problem. The reduction metnods can be
applied to evidential reasqning on the battlefield.
Chapter V discusses the battlefield intelligence
analyst's job of Situation Development Analysis, a specific
application area for the Dempster-S haf er decision aid. The
enhancement of Situation Development Analysis by a
Dempster-Shaf er decision aid will l<='ad to benefits of
improved command and control.
A listing of the PASCAL code written for the decision
aid in Chapter IV is contained in Appendix A.
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II. BATTLEFIELD CCHMAND AND CONTROL
The opportunity for battlefield applications of the
Dempster-Shaf €r theory of evidence steins from the need to
shorten a commander's command and control cycle. With a
shorter cycle, a force commander can recognize enemy inten-
tions and strike quickly enough to disrupt the enemy opera-
tion. With a quick reaction, the battlefield initiative can
be seized before the opposing force can react to the new
situation. Ihe now weakened and off balanced enemy force
will be easier to defeat. This process of converting data
into action more quicKly than the opponent is referred to as
turning within the enemy's decision cycle.
Reducing the commander's command and control cycle tiaa
requires tne capability to react more quickly than ever
before. Tne faster and deeper that the friendly force can
interdict the enercy's forces, the more successful the
operation.
Enhanced command and control has emerged as a solution
for dealing with a dynamic and data enriched battlefield
while reducing the commander's reaction time. This chapter
will discuss the command and control cycle, the data flow in
the cycle, current enhancements to the cycle, and present an
example that shows the benefit of reducing cycle time ty
enhancing command and control.
A. THE COaSAND AMD COMTEOL NETWORK
Command and control is an extremely complex battlerield
function by which the commander and staff ailocato
resources, direct unit movement, and coordinate operations.
Commana and control can be modelled as a continuing cycle
15
within a network of nodes as illustrated in Figure 2.1.
Within this cycle are processes, depicted as the nodes, that
can be enhanced to reduce cycle time. These nodes nave been
described in many ways by many experts [Ref. 3], but will be













Figure 2- 1 Coaaand and Control Cycle Network.
To understand the command and control network, and the
cycling within it during battle, it is necessary to investi-
gate each node of the network. Within each node, functions
that can be enhanced or eliminated may be discovered. The
improvement of node efficiency will reduce cycle time and
help in tne effort to interdict the enemy force as early as
possible.





The CollectioL node of this network describes the
activity of gathering data about friendly and eneay forces
by all means available. Miller and Cushman [ Refs. 5,1],
describe this activity as sensing, but sensing may include
the recognition or interpretation of the data received. For
purposes of this thesis, sensors only gather the data and do
not modify it in any way.
Collection is a continuing process and does not
realize divisions between battles or battlefields. A sensor
may receive data that may has no effect in its area of oper-
ation. Yet, this same data may be of critical importance to
the commander. Nonetheless, all of this data will be trans-
mitted to the Interpretation node.
2 Interpretatio n
Interpretation is the combination, evaluation, and
translation of raw data into intelligence. The result of
this activity is an understanding of the battlefield situ-
ation including enemy intentions.
Interpretation, like Collection, is a continuing
process. The intelligence analyst must deal with the
continuous stream of relevant and irrelevant data arriving
from the Collection node. Decision aids are used to help
the intelligence analyst comprehend the entire battlefield
picture presented by this onslaught of data.
The arc connecting the Collection and Interpretation
node indicates flow in both directions. As tne battlerield
situation develops, sensors may be directed to change posi-
tions or sense other areas of the battlefield.




After recognizing the enemy intentions, the friendly
force must react. This node describes the comaander's deci-
sion process that chooses the coarse of action which opti-
mizes possibility of friendly success given the interpreted
course of enemy action. This success can be measured by the
minimization of friendly losses, the maximization of enemy
losses, or by any measure of effectiveness or any measure of
performance considered essential by the commander.
It is possible that the con'mander does not have
enough information to justify a course of action. He may
then reguest more data collection or direct surveillance in
ether areas. The commander will inform the Interpretation
node of his Essential Elements of Information (Eill) or
Priority Intelligence Re'^uic ements (PIE), those intelligence
items of the utmost importance to the force. Therefore, the
arc connecting the Interpretation and Decision nodes is
bi-directional.
4. Action
The last node of the network represents the movement
of troops into battle executing thti course of action from
the Decision node. This activity may range from a compli-
cated maneuver to a reactionary tactic in a surprise
encounter.
Tne arc from the Decision to Action node is uni-
directional. This does not mean that subordinate comaanders
dc not coordinate or respond to superiors, but it depicts
the final orders or the higher-ievei commander after all
planning is accomplished.
The ccmmand and control network ends in the flow of
data from the Decision node to the Action node, see Figure
2.1, and therefore, can only function after the preceding
nodes have coapleted their processes.
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of ' course, the enemy must also cycle through a
similar network during the battle. During operations, each
force must constantly collect, interpret, decide, and act at
all levels of command within the battlefield. The force
that executes their cycle the fastest will have the battle-
field advantage.
E. ENHANCING THE NETWORK
There are many areas within the command and control
network that can be enhanced by some type of automation.
Stewart, iioss, and Tiede [Bef. 4] have identified functional
areas in any organization where the human processor can be
improved by introducing automation. Many of these areas
have applications in the command and control network. TaDle
1 depicts these processes, the advantage gained by autooia-
tion, and the areas of the command and control Network where
they apply.
1 . Eiiha nee men t Of Da ta Flow T hrouah The Network
The arcs which connect tne nodes of the command and
control cycle network represent data flow. The Collection
node passes data to the Interpretation node which passes
data, or in this frame, intelligence to the Decision node.
Here, possible courses of action are analyzed to select trie
one that best fulfills the commanaer's effectiveness
measure. Next, the Decision node sends orders, which
consist of the directions to units in the force, to the
Action node. These force units will then execute the chosen
course of action. The force units then act or interact with
the enemy forces creating more data to be gatnerea by the
Collection node and the cycle continues.
Much research has gone into the area of improving
data handling and flow within the network [Ref- 5]. The
19
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Tactical Operating System (TOS) and the f^aneuver Control
System (MCS) key on getting data to the commanders and
presenting them with the best representation ox the battle-
field through improved communications capabilities.
Increased data flow is an intuitively appealing
means of quickening the command and control cycle, but it
also presents a variety of problems. In a fast moving, data
rich battlefield, data will be flowing on the arc from the
Collection node to the Interpretation node at an incredible
rate [Ref. 1]. This flow will easily overwhelm the human
processor at the neart of the Interpretation node.
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In the InterpretatioD node, the data collected by
all sensors available to the commaniier and staff (usually
referred to as "all source") is transformed by humans into
intelligence. Due to the high speed of input to the
Interpretation node and the slow numan interface, the input
to the commander at the Decision node is only as fast as the
intelligence analyst processing the data. In order to main-
tain the required speed, the analyst may tend to ignore or
only briefly review input, losing a more complete battle-
field picture. This problem suggests the need to reduce the
research emphasis from systems that enhance data flow to
systems that support the analyst's conversion of data into
intelligence.
2. Enhdncejneiit Of The NetworK Processes
Inside each node of the command and control cycle
data is being processed into a useful form for that partic-
ular node. If these processes inside the nodes are not
streamlined, the command and control cycle will idle,
waiting for a node to complete its activity. Enhancement of
the network processes will reduce the overall network cycle
time and therefore, improve the command and control or tne
force.
a. Collection Ennancements
The Collection node has been improved through
advancements in sensor technology [Ref. 1], Increased
range, accuracy, and processing capabilities of sensor
systems have significantly enlarged the data flow to the
Interpretation node.
b. Interpretation Enhancements
The Interpretation node has been enhanced by
data base management and modern video displays. The analyst
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can now store, display, and recall data in structured form.
This structured form helps the analyst quickly recognize
trends, correlate data and, basically, use a systematic
approach to the intelligence process. As data flowing into
the node is processed, the enemy situation and intentions
become visible. The analyst uses this data to present the
commander with the best estimate of the situation to use in
the Decision node.
With the increasing input to the Interpretation
node, and the reduced output flow caused by the inefficiency
of the human processor, the need surfaces for some decision
aid to correlate and combine data. A system which would
help the analyst combine evidence to recognize critical
enemy activity, and answer the commander's Essential
Elements of Information (EEI) or Priority Intelligence
Requirements (PIfi) is needed. It is this node of the
command and control cycle network which would benefit from
the use of an evidence combination support system.
This support system could use some theory of
inference, Bcclean logic, Bayesian Inference, or Evidential
Reasoning to aid the intelligence analyst in combining
evidence to recognize the enemy's intent. This evidence
combination technique should also allow for the uncertainty
that confronts the analyst in his human reasoning process.
These specific inference techniques will be discussed in
Chapter III.
c. Decision Enhancements
The Decision node is an area which has received
substantial attention. In this node the commander and staff
plan future courses of action, wargame these options, and
then select the course with greatest probability of success.
Enemy Courses of Action (ENCOA), Forces Comparisor Model
(FORCECCM), Contingency Screening Model (CONSCREEN) , and
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Quick Screecing Model (QUICKSCEEEN) are current models
developed for the commander and staff to aid in this deci-
sion process. With the abundance of models available in the
military community related to decision making, this node was
a good candidate for early enhancement by automation
techniques.
d. Action Enhancements
Improving data flow in the command and control
system, along with improving battlefield transportation will
accelerate the purpose of the Action node cy getting troops
to the required position on the battlefield in the most
efficient manner as possible.
C. THE CRITICAL NODE
Which node in the command and control network holds the
key to battlefield success? Clearly, the Collection node
will have a very rich environment from which to gather data
and transmit to the Interpretation noae. Every anit on the
battlefield will be forwarding data to be interpreted.
The commander and staff may plan continuously for every
conceivable enemy course of action. Forces will be posi-
tioned to provide as much deterrent as possible to the
enemy.
Sub-units will plan for movement to each battle position
for each friendly course ox action directed by higher head-
quarters. Therefore, recognition or interpretation of the
enemy course of action becomes the limiting factor in the
command and control cycle.
If the iritial enemy attack into NATO positions in
Western Europe, or any activity during war, can be
predicted, the commander can commit his forces, especially
the reserve forces kept for this purpose, to repel the
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opponent. The Inter pretati en node is the trigger to this
action. It must be accurate, effective, and as streamlined
as possible. The entire network process hinges on the crit-
ical role of the Interpretation node.
How much of a difference will enhancement of this node
by evidential reasoning, or any method for that matter, and
the resultant reduction in command and control cycle time,
make on the battlefield?
D. BENEFIT OF fiEDOCED COM AMD AND CONTROL CYCLE TIME, AH
EXAHPLE
An example [Eef. 5], is proposed to demonstrate the
benefit achieved at a critical battlefield confrontation by
reducing the commana and control cycle time.
In a European type scenario, units are deployed with the
mission of maintaining some force ratio threshold (RTH) in
all sectors of operation in order to prevent an enemy break-
through. Assume there is a predetermined critical sector m
which the enemy has chosen to attempt such a br eaKthrough.
The force Ratio in the Critical Sector (£CS) will be
compute d as :
aCS = R(t) / B (t) .(2.1)
where *R(t) is the total number of major tank/anti-tank
systems in the attacking (Red) force at time ( t) , and B (t)
is the same identifier for tne defending (Slue) force. Both
force describers are functions of time to allow for attri-
tion and reinforcement by reserve forces. The Red forces
are divided between critical and non-critical sectors. The
Blue forces have in position a reserve force containing part
(percentage of force = x) of the total force. See Figure








R ( t) = Attacker Strength at Time (t)
B(t) = Defender Strength at Time (t)
X = Percentage of Force in Reserve
Figure 2.2 Battlefield Layout.
If RTH is the threshold ratio necessary to prevent a
breaivth rough in the critical sector, the defender must keep
RCS < RTH. To accomplish this standoff, tiie comaand and
control cycle must function in a timely manner so that
reserve forces are committed at the correct moment in time
and the regaired threshold ratio is maintained.
Figure 2.3 shows a hypothetical time comparison of tne
attacker/defender schedules for respective coamdnd and
control cycles. Figure 2.4 shows hypothetical linear force
ratios indicating mission deficiency on the part of the
defending force dae to the surprise gained by the attacker's
commitment in the critical sector.
Reduction of the defender's command and control cycle
will increase B (t) , increase attacker attrition, and reduce
the mission deficiency, see Figure 2-5. The tiie sequence
used in Figures 2.4 and Figure 2.5 correspond to those
schedules depicted in Figure 2.3.
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Attacker Activities:
Tl-Attacker decides to commit main attack force
T2-Movement of main attack force begins
T3-Lead elements of main attack force arrive in
critical sector
T4-La$t elements of main attack force close in
cr i t ica I sector
Attacker
Act i V i ty
-I I I I - -
Tl T2 T3 Tl|
Defender







tl-Defender detects movement of main attack force
t2-Defender interprets time and location of main
attack
t3-Defender decides to commit reserve force to
cr i t ica I sector
t4-Lead elements of reserve force arrive in
cr i t ica I sector
t5-Last elements of reserve force close in the
cr i t ica I sector
t6-Reserve fully deployed into new defensive
positions in the critical sector
Figure 2.3 Time Comparison of Attacker
and Defender Cycles (notional) .
Although this is a very simplistic and hypothetical
situation, it nonetheless demonstrates the advantages that
occur when the coiamand and control cycle is shortened oy any
26
node in the network. The earlier the critical sector can be
reinforced, or the deeper the attacker can be interdicted,
the more likely the ratio in the sector can be reduced to
E'lH and a breakthrough prevented. Consequently, any reduc-
tion in cycle time can be directly equated to an increase in
effectiveness of the force. Therefore, reduction of the
Interpretation node's processing time by a decision aid
using evidence combination will have a positive effect on
the battle.
To further reduce cycle time, it is possible to
initially nave a contingency plan allowing for a major
attack in all sectors of the front. Once the critical
sector is identified by the Interpret node, the plan for
that sector would be executed. This contingency would
almost remove the Decision node from the command and control
network. This planning concept would reduce the cycle time
by that former amount allocated to the Decision node and
further reduce the mission deficiency.
27
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As battlefield information flows icto the Interpretation
node of the Ccmmand and Control cycle, it musr be combined
or fused with prior information to update the understanding
of the enemy situation. As previously discussed, this
process is currently being accomplished by a man-in-the-loop
system that can slow down the entire command and control
cycle [ Bef . 1]. Jlethods of evidence combination that can
enhance, not replace, the human inference process will now
be discussed.
The battlefield situation of Chapter II descriLed tne
commander's aesire to recognize the sector of main attack.
The determination of the enemy's intentions can be viewed as
a test of hypotheses consisting of all mutually exclusive
sector combinations. Given the knowledge that an attack is
imminent, such as the first battle in a European scenario,
it is the analyst's job to accept or reject tnese hypoth-
eses. To accomplish this task, the analyst must place
values on each likely sector, or hypothesis, indicating the
probability of an attack in that sector.
The comparison here of battlefield reasoning to
hypothesis testing is logical. The analyst has a set of
hypotheses, composed of tne sectors of possible attacks, and
their multiple conjunctions. These hypotheses indicate
attacks over any one, or any combination, of the sectors in
the force comniander's zone of responsirility.
An example of this bat tlefield- situation will now be
described. It will demonstrate the use of an evidential
reasoning process in the Interpretation node. This example
will be used throughout the chapter.
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To begin, suppose tne unit using this reasoning enhance-
ment is a U.S. Division. The division's area of responsi-
bility is divided into three brigade sectors (1,2,3). The
enemy attack, assuming this is the state of the battle,
could occur in Sector 1, 2, or 3. If it occurs near a
brigade boundary, or is wide enough to cover more than one
sector, the attack could occur in combinations (1,2) or
(2,3). If a divided attack occurs, or attacks from adjacent
enemy forces cccur, then (1,3) is a possibility.
The battlefield, or population, is sampled via the
unit's sensors, and the sampled evidence leads tne analyst
to accept or reject the hypotheses of attack locations. In
the case of battlefield sampling, the sampling process takes
place over time.
This chapter will discuss the quality of the evidence
presented to the decision maker, the use of Boolean and
Bayesian methods to evaluate the analyst's hypotheses, and
an in depth look at a technique for evidential reasoning
based on the Dempster-Sha fer theory of evidence.
B. THE QUALITY OF EVIDENCE
In the tactical environment, the Interpretation node
will receive information from many sensors, both human and
machine. This information is inherently uncertain, incom-
plete, and sometimes inaccurate. Although less than
optimal, this situation is the nature of the battlefield and
the nature of the evidence received. The terra evidence
becomes appropriate here since the information received will
be a basis fcr conclusions or judgements, not a clear answer
to any one hypothesis.
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1 . Unc er ta in Evidence
Battlefield sensors cannot describe their sample in
precise detail and, therefore, create inherent uncertainty
in the reports they generate. Some sensors can indicate
movement direction, size of the element, of type of unit
observed. Other sensors may only report that a unit is
moving and may not detect the size or exact location of tiie
target. None can give a complete description of the event.
The sensor or operator is always uncertain of many attri-
butes of the target. As Lowrance and Garvey recognize
[Hef. 6], the evidence tends to lend varying degrees of
support, to one or more hypotheses rather than completely
specify the event.
2- IiAComplete Evidence
The sensor information will also be incomplete. The
battlefield sensor can only "view" its assigned sector of
search. It can describe what it sees, but cannot lend
evidence to what it cannot see on other parts of the tattle-
field. The analyst should realize that this incompleteness
exists, and direct movement of sensors or change sensor
searcn areas to receive a more complete battlefield picture.
3- Incorrect Evidence
The third characteristic of the information
collected by the sensor is that it could be incorrect. The
operator, interpreter, or soldier reporting could be
completely mistaken in their spotting, or the enemy could be
using deceptive techniques to confuse the opposing force.
For these three reasons: uncertainty, incomplete-
ness, and incorrectness, the hypotheses or propositions can
only be attributed degrees of support based on the evidence
received. No one piece of information can be accepted as
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complete truth. Therefore, it is the iterative process of
combining information from all sources through time, that
will lessen the damaging effects of poor-quality evidence
and produce good intelligence. To accept or reject the
propositions tased on a single, cloudy piece of evidence
would certainly bias the entire intelligence prediction
effort.
What statistical methods can be used to evaluate the
evidence in terms of lending support to the acceptance or
rejection of the hypotheses? Three methods of evaluation
will be discussed. These are: Boolean Logic, Bayesian
Inference, and Evidential Reasoning using the
Dempster-Shaf €r theory of evidence combination.
C. TWO COiSMOB HETHODS FOB EVIDENCE EVALOATION
1- Boolean Logic
In Boolean logic the hypotheses or propositions can
only be represented as True or False. Varying degrees of
support are not accepted, and any information relative to
the hypothesis would have to be interpreted as total support
ex total negation.
As Lowrance and Garvey indicate [ Ref . 6], Boolean
logic cannot capture the partial belief in hypotheses gener-
ated by the ccarse evidence received. The battlefield will
never be an area for clear cut decisions in black and white,
but will always tend towards decisions that deal with the
"grayness" of the evidence.
Continuing with the Division exaapie, a report is
received of a small unit, an enemy motorized rifle company,
moving towards the Forward Line of Troops (FLOT) of
Sector 1. This activity could be the advance of the enemy's
reserve force indicating a breakthrough attempt, or it could
be a feigning action, cr only a partial repositioning of
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troops. Based on this activity, the analyst cannot, with
100% certainty, predict that the main attack is coming in
Sector 1 (True) or that it does not indicate an attack in
Sector 1 (False) . Nor does the evidence negate or support
the possiiaility of attack in the other sectors.
2- Bay.es ian Inference
Bayesian methods nave been proposed as a basis for
several decision aids £Re£s. 7,8]. However, these methods
have inherent inefficiencies in dealing with disbelief,
information supporting the compliment of the hypothesis, and
a priori probabilities.
a. Bayesian Formulation
A Bayesian approach [Ref, 7] would consider
various hypotheses, such as an attack in Sector 1 (SI) given
some datum (D) from a battlefield sensor. The probability
that (S 1) is true given the data would be:
F(SliD; = P(DiSl) • ?(S1) / P(D) (3.1) '
where,
P (S1 1 D) = posterior probability of the (3.2)
hypothesis given the observed datum.
P(D)S1) = probability of the datum (3-3)
given the hypothesis.
P(31) •= prior probability of the hypothesis (3.4)
before the datum.
P (D) = probability of the datum occurring. (3.5)
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The task of determining just this last prot-
abiiity of a datum occuring on the battlefield, is more than
formidable. Given a fixed set of target describers :
TD = (td( 1) ,td(2) , ,td(ii)) (3.6)
Where td(1) and td (2) could be map grid coordinates in
easting and northing, td (3) could be the type of unit, td(4)
the size of the unit, td (5) the direction of movement, etc.
The analyst would then express partial beliefs over TD by
distributing belief to the elements of TD.
for example, a report is received about a tank
company in the intelligence analyst's area of responsi-
bility. He Eust now determine the probability of detecting
the tank company at the reported location. In this case TD
= (td (1 ) , td (2 )) , the set of grid coordinates in the division
zone. Probabilities must be mapped to all grid coordinates
in his area which are maneuverable by tanks. The analyst
then adds the probabilities for tQ(1) and td (2) corre-
sponding to the reported grid coordinates or the tank
company to determine the probability of the datum occurring.
Probabilisticly, a piece of evidence will map
the propositions in TD to the closed interval [0,1]:
ra : TD — > '[0,1 ] (3.7)
where
SUM m (td) = 1, for td in TD
_
(3.8)
In other words, the conjunction of all evidence froa tha
mapping must egual one, the basis for a probability
statement.
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Then for any proposition defined over TD, such
as the report of the tank conpany (TANK) , the probability of
occurrence is:
for all td in TD, (3.9)
Prob(TANK) = SUM iL(td), td in (TANK)
The probability of proposition (TANK) is determined by the
sum of the probability of all location possiDilities that
are elements of the proposition.
It follows that:
Prob(IANK) = 1 - 2rob (not TANK) (3.10)
and since the environment sums to 1:
SUM m (td) = 1, td in TD (3.11)
Thus all probability not in (TANK) would lie elsewhere in
TD, as seen in Equation 3. 10. The inherent problem with
this approach is that the sensor operator, the intelligence
analyst, or an expert, must determine each a priori prob-
ability for the partitioning of TD into its elements
(td (.1) , td (2) , .. . td (nn given by the mapping m.
This mapping would not be a great problem given
a rich data base for a well-defined environment. However,
on the battlefield, the sensors will be receiving data on
micro events that may onxy occur once, and depend on time,
weather, terrain, or any other target descriptors used in
(TD) . To compute a priori probabilities given the general
natare of the situation would be an endless task and may not
be acceptable for time-critical tactical decision making.
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Using equation 3.1 and this chapter's example of
a main attack against a Division, consider the Bayesian task
of determining the probability of an occurrence. If datum
(D) is the report of the advancing motorized rifle company,
then P (D) is the probability of a such a company advancing.
Immediately the analyst is in a predicament. He could make
a calculated guess about this value if an extensive data
base existed. However, there is no data case, and the
analyst definitely aoes not have the time and may not have
the expertise to concern himself with these detailed
parameters.
Further, what specific type of company was
observed by the sensor? If it is a reconnaissance company,
then the protability of this datum occurring could be high.
Next, the probability of attack given this datum (P{S11D))
must be considered. There are now more factors and prob-
abilities with which the analyst must concern himself, most
of which are not known.
If the advancing company is a second echelon
element, then there would be a low probability of the xiniz
being in this icrward area, unless i t is the advance of a
breakthrougn attempt. This probabilistic predicament could
go on and on. Because of the many unknowns, Bayesian infer-
ence may not be the most desirable method with whicn to deal
with battlefield evidence combination.
Also, a Bayesian supporter would say that if
evidence supported two mutually exclusive propositions, and
there was no reason to consider either over tne other, each
should be assigned equal probabilities. So, if evidence
supports proposition (X or Y or Z) , with probability 0.6, it





ability 0.2. As a result, there is a twofold support of the
disjunction of any two of these propositions over the other.
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If-
P (X or Y or Z) = .6
aud
P(X) = P (Y) = P(2;) =0.2
then:
P(X or Y) = 0,2 + 0.2 = 0.4 = 2 • P (Z)
However, there was no evidence received to indicate that the
disjunct occurrence (X or Y) was greater than the singleton
of (Z) . The only i:roposition the evidence supported was (X
or Y or Z) , and in no way could distinguish it between
subsets of that event.
Further problems result from the inability to
represent ignorance (lack of support) through Bayesian
metnods. In the natural reasoning process of the analyst or
human sensor lies a critical and distinct difference between
lack of support for a hypotheses and support for the compli-
ment of a hypothesis. If (X) and (Y) are the two proposi-
tions under consideration, then in a cognitive frame, lack,
of support for (X) does not necessarily e<iuate to support in
(Y) .
If:
P(X or Y or Z) = 0.6
then in Bayesian terms:
1 - P(X or Y or Z) = P[not (X or Y or Z) ] = 0.4
Of utniost importance, it is critical to recognize that the
evidence received was incomplete and this distinction
between (X or Y or Z) and not(X or Y or Z) cannot be made.
Due the sensor's restricted sampling of the battlefield, the
evidence can only support the disjunction, not refute it.
The concerns of representing uncertainty and
ignorance while dealing with oattlef ield-guality evidence
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lead to the theory of evidence proposed by Arthur Dempster
and Glenn Shafer. This is not to say that Bayesian
Inference should not be used on the battlefield. On the
contrary, if the probabilities for the use of Bayesian
Inference are available and if the analyst can distribute
probabilities to single elements, then definitely Bayesian
Inference should be used. However, if these conditions are
not met, and tremendous assumptions -would be required to
meet the Bayesian prerequisites, then Dompster-Shafer should
be considered as an alternative.
D. THE DEHPSTEB-SHAFEB THEORY
This theory of evidence comDination was conceived by
Arthur Dempster [Eef. 9], and later developed oy one of
Dempster's students, Glenn Shafer [fief. 10]. It is a theory
of evidence because it deals with support of propositions
based on evidence. It allows for quantifying ignorance, or
lack, of knowledge, as well as uncertainty. It uses a term,
plausibility, to indicat.e lack of belief in a proposition
rather than suggesting support of the compliment of the
proposition. The term. Belief, is used to indicate support
for any proposition.
1 • Formulation
The Frame of Discernment, the set of all mutually
exclusive propositions, is represented by: THETA. The
domain of THETA is the set of all possible subsets of THETA.
Domain Size = 2 exp |THETA| subsets (3.12)
(2 raised to the magnitude of THETA subsets)
An example of a Frame oi Discernment would be the
three brigade sectors of the division zone in which the main
enemy attack could occur. In this case THETA = (1,2,3),
assuming 3 brigades in a division-
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The dcmain would be :
(1,2,3) (1,2) (1,3) (2,3) (1) , (2), (3) , ()
which are all the subsets of IHETA. Although the Null Set,
0, will always be a subset of THETA, it will never have
Belief and will not be listed as a subset in the rest of the
calculations in the chapter.
The mapping of probability assignjients to the propo-
sitions is done by a Basic Probability Assignment (B?A)
,
referred to as Mass (M), which satisfies:
M (Null Set) = (3. 13)
and
SUM M (i) = 1, i in TKETA (3.14)
(the sum of Ilasses over THETA = 1) -
Support 'for any proposition (X) is given ty
Belief (X), or Bel(X), defined as:
Bel(X) = SUM 1 (i) , i in X (3.15)
Belief is the sum of all the Masses of all subsets of the
proposition. The Belief of (X) is the measure of the Mass
constrained to stay somewhere in (X) [Ref. 12]. Belief of
an attack, in sectors (1 or 2 ) would equal:
Bel (1,2) = M(1,2) + M(1) + « (2)
Related to Belief is Plausibility or the Upper
Probability function defined as the tctal probability Mass
that has potential for moving into (X).
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Plaus (X) = 1 - Bel (not X) (3.16)
In the example,
Plaus(1,2) = 1-Bel[not (1, 2) ] = 1-Bel(3)
The Doubt of (X) or Dou(X) :
Dou(X) = Bel(not X) (3. 17)
is the measure of probability forced to stay out of A.
Dou(1,2) = Bel[ not (1,2) J = Bel(3)
It follows that;
Plaus (A) > Eel(A) > id(A) (3.18)
In contrast with Bayesian Inference, Dempster-Shaf er
allows motion of Masses throughout the frame or discernment
since each dass need not be constrained to single elements
within IHSTA. Therefore, no requirement exists to commit
Masses to elements past the level of recognition contained
in the report, constrained by the sensor's limitei
capabilities.
If evidence received indicates an attack in Sector 1
or Sector 2, the support need not be divided between the two
propositions, (1) and (2). If movement of enemy forces
towards the front occurs on a road bisecting the two zones,
it is not necessary to say that:
P (1) = P (2) = 1/2 • P (1,2)
tut instead, the evidence can idg assigned to the superset:
(1r2).
By using the two values of Belief and Plausibility,
support for a proposition or Hypothesis can oe expressed by
an interval as follows.
Ul
Evidential Interval (EI) = [ Bel (X) ,Plaus (X) ] (3.19)
where the difference, ?laus(X) - Bel(X), can be referred to
as the Ignorance remaining about (X)
:
Ig(X) = Bei (X) - Plaus (X) (3.20)
If iq iX) = 0, there exists no Mass available to move
into (X). Further, if Ig(X) = for all propositions, the
system is Bayesian. This is true since this would require
that all Masses be distributed to singletons in the frame of
THETA. For this reason, Bayesian Inference can be described
as a sutclass of the theory of Belief functions [Ref. 14].
Table 2 show some examples of these Evidential Interval
V al u es .
TABLE 2
EXAMPLES Cf DEMPSTEB-SHAFER EVIDENCE INTEEVALS
X(0,1) => No knowledge at all about (X).
X (0,0) => (X) is false.
X (1,1) => (X) is true.
X (0.25,1) => Evidence provides partial
support for (X) .
X (0,0.85) => Evidence provides partial
support for (not X)
.
X (0.25,0. 85) => Probability of (X) is between
0.25 and 0.85;i.-e., tne evidence
simultaneously provides support
for both JX) and (not X).
I
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In the continuing Division example, a report is
received indicating a strong possibility of attack in Sector
(1 or 2) represented as (1,2) and a slight possibility of
attack in Sector 3, represented as (3) . The analyst assigns
Mass (1,2) =0.6 and Mass (3) = 0.2. The renainder of Mass
(0.2) cannot be assigned elsewhere, so is assigned to the
set representing the entire frame, Mass(1,2,3) = 0.2. These
Mass values must be determined in some way by the analyst.
He may use probabilities derived from prior analysis of
enemy tactics if available, or may use ais own jadgement
based on knowledge of enemy tactics. The latter method will
be further discussed in Chapter V. For now assume that the
analyst has determined these values.
Belief is now limited to those sets whose suijsets
have Mass or:
Bel(1,2,3) = M(1,2,3) ^ M(1,2) + M(1,3) + M(2,3)
+ M(1) + M(2) + M(3)
= 0.2 * 0.6 + 0.0 + 0.0 + 0.0 + 0.0 + 0.2 = 1.0
Bel(1,2) = M(l,2) + M(1) + M(2) = 0.6+ 0.0 + 0.0 = 0.6
Bel(2,3) = M(2,3) + M(2) + M(3) = + + 0.2 = 0.2
Bel (1,3) = M(1,3) + M(l) + M (3) = 0.0 + 0.0 + 0.2 = 0.2
Bel (3) = M (3) = 0.2
Bei(1) = Bel (2) = 0.0 (They have no Mass assigned)
As seen in the above example, since THETA exhausts all
proposition possibilities, the Belief in THETA is always
equal to 1.0. The Plausibility and Evidential Interval for
(1,2) would be:
Plau£(1,2) = 1 - Bel(not (1,2) ) = 1 - Bel (3)
= 1 - 0.2 = 0.8
Evidential Interval = [ Bel (1 , 2) , Pla us (1 , 2) ]
= [0.6 ,0.8 ]
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The Igncrance would be:
Ig(l,2) = 0. 8 - 0.6 = 0.2
The Evidential Intervals (EI) for all the sets are:
EI(1 ,2) = [0.6,0.8 ]
EI{2,3) = [0.2, 1.0]
EI (1 ,3) = [0.2,1.0 ]
EI(1) = [ 0.0,0.8]
EI (2) = [ 0.0,0.8 ]
EI(3) = [ 0.2,0.4]
2. Combination of Evidence
Dempster-Sharer allows for the combination of
evidence from knowledge sources or sensors on the battle-
field. Given two *!ass assignments HI and M2 new Masses are
computed by the orthogonal sura Ml a) C12 (where S represents
orthogonal sum) defined as:
M (Null Set) = 0.0 (3. 21)
M(A) = (SUM [M1(X) • M2(Y) ]} /K (3.22)
where (X S i) = (A); (S represents intersection)
K = 1 - SUd [M1(X) • M2(Y) ], (X 5 i') = Null Set
= SUM [h1(X) • M2(Y) ], (X S Y) ?fc Null Set
From Eguation 3.21, the Mass assigned to the null set must
equal 0. This is accomplished by the normalization of the
Masses assigned to all other sets. The normalization
factor, K, is equal to 1 - the Mass -assigned to the null set
after combination. K is also egual to the sum of the Masses




'The n€w Mass, or combined Mass assigned to (A) , is
the orthogonal sum of the Masses (divided by the
normalization factor) where (X & Y) = (A) . This orthogonal
sum combination technique can oe further shown by the unit
square in Figure 3.1.
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Ml (A) X M?(X)
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dedtcated to i
A tnt X j
1
Figure 3.1 Unit Square Example of Orthogonal Sura.
Continuing with the example, a second report is
received by the division intelligence analyst for which he
assigns Masses as follows:
M2(1,3) = 0.3
M2(2) = 0.3
A2{^ ,2,3) = 0.4
(where M2 designates second report) .



























1 (3) 1 Null Set
0.08 I 0.05 i
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Figure 3.2 Orthogonal Sua of Example Masses.
The Ncrmalizing Factor (K) in this example is
K = (1-0. 06) = .94
(1-dass assigned to the Null Set)
New normalized Masses are:
M (1, 2,3) = .08/. 94 = . 085
M (1, 2) = .2 'I/. 9 4 = .25 5
M (1 ,3) = .06/. 9 4 = .06 4
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51(2,3) = 0.0 (not an intersection set
in orthogonal sum)
M (1) = . 18/. 94 = . 192
1!1(2) = (.06 + .18)/. 94 = .255
13(3) = (.08 + .06)/. 94 = .149
New Beliefs are computed as follows:
Bel(l,2,3) = .085 + .255 + .064 + . 192 + .255 + .149
= 1.0
Bel(1,2) = .255 + .192 + .255 =.502
Bel(1,3) = .064 + . 192 + .149 = .40 5
Bel (2,3) = 0.0 + .255 + .149 = .404 (has belief even
though no i-lass,due to Mass in its subsets)
Bel(1) = .192
Bel (2) = .25 5
Bel (3) = .149
The new Evidential Intervals are:
EI (1 ,2) = [.502,. 851 ]
EI(2,3) = [.404, .808]
SI(1,3) = [.405, .745]
EI (1 ) = [ . 192, .596 ]
.EI(2) = [ .255, .595]
EI (3) = [ . 149, .498 ]
These results show strongest Belief xn the pair
(1,2) due mainly to the assignment of Mass = . 6 to this set
from Ml. Belief in (1,3) and (2,3) are approximately equal,
.405 and .404 respectively. Belief for single elements is
strongest for (2) due mainly to its Mass assignment from Ml.
The final Beliefs follow from the Mass assignments, which is
appealing.
Also Eot€ the changes in the Evidential Intervals
after combination. The intervals have narrowed for most
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sets and no set has a Plausibility of 1-0. The Ignorance
(Plausibility - Belief) for all sets except (1,2) has
decreased.
3- Indep endence of Knowl edg e Sources
A point of interest in Dempster's rule of combina-
tion is the independence of knowledge sources or indepen-
dence of reports from the same source. How does this method
deal with multiple sightings from same or different sensors?
If the sighting or sensor data come from different
knowledge sources, then this evidence can be considered
collected frcn independent elements. Sensors will occupy
different terrain positions and have varying operating char-
acteristics and capabilities. As such, these knowledge
sources will derive enough independence for tnis method to
produce desired results.
If the same sensor teports the same data, these
reports are net independent in the sense that they come from
the same source. However, if the same sensor reports on the
same unit of activity, but the location or any other repor-
table characteristic of the unit changes, then this is
considered sufficiently independent. An example would be
reports on movement direction of a target. This reporting
would be considered iiidependent for tne purpose of indi-
cating a contidence towards or away form a hypothesis
[Bef. 11].
If the same sensor is reporting on an activity that
does not move, a nigher headguarters location, then this
should ce used as new evidence. It confirms headquarter
location and also the fact they are not moving (shown by
many reports from the same sensor) and therefore may indi-
cate something to the analyst to be included in the evidence
combina tion.
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4. Some Points of Contention with Dempsrer- Shaf er
conflict over the Dempster- Shafer theory of evidence
arises from the following:
a) Normalization. This is the nor iualizing of resultant
Masses after combination. Mass that would go to the
null set is ignored and Masses going to THETA are
normalized.
b) Total Conflict. • When total conflict of evidence
, occurs. Mass for all sets sums to zero. The normal-
izing factor (K) is equal to zero, and the attempt to
divide ty K, of course, fails. This case is the same
as sending all Mass into the null set.
However, there are several explanations to reduce
concern over these events.
C) Normalization. Consider Masses tending to
support conrlicting propositions, propositions that have no
intersection. The Mass in this event flows into the null
set indicating conflict between Classes from Knowledge
sources. Since this conflict occurs due to uncertainty
about the situation at hand, as more evidence is received
conflict will diminish.
Also, as certainty toward the correct
proposition increases so does ability to decrease the number
of elements in THETA. Then, less conflict will occur in the
evidence from sensors and the need for an evidence comcina-
tion technique that deals with uncertainty diminishes. But,
this is not the case on the battlefield, where the sensors
are spread over great distances across division fronts.
These sensors are directed toward different areas of the
front and a great diversion of information is desired by the
intelligence analyst through a wide variety of contacts.
Normalization, then, is just a means or
dealing witn the conflicting nature of evidence. The
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measure or weight of conflict is represented by the magni-
tude of the normalizing factor (K) . K indicates how much
conflict occurs between the current }lass assignment and the
resultant Mass values of previous assignments. If the set
of all possibilities is the Frame of Discernment, the null
set cannot occur. The Mass assigned to it represents
conflict, a normal occurrence when so many sensors report so
varied data. The Mass cannot remain in the null set, there-
fore all [lasses are normalized-
A large measure of conflict occurs in the
following exaorple:
M1 (A) = .99






Ml 2) M2 yield:
M1(B) = .0001
Ml (Null Set) = .9999
Normalized results are:
K = 1 - .9999 = .0001
Ml d) M2 (B) = .0001/. 000 1 = 1.0, a questionable result
However, i f in fact (A,B,C) were the only
possible results, this conclusion is logical- Only through
comDiiiing this oattxexield-q uality evidence and dealing with
inherent uncertainty can the analyst reach conclusions about
the hypotheses. If the rigorous methods liKe Bayesian
Inference cannot be used, then Dempster-Shaf er seems to
offer a logical alternative.
(2) Total Conflict. The second shortcoming,
total conflict of evidence, is caused by total combined ^lass
going to the null set aborting any combination effort. This
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occurs hy assigning total Mass from two knowledge sources to
sets with no intersection, such as;
M1(A,B) = 1.0
I!2(C,D) = 1.0
Ml 0) M2 = = > K =
since
:
[ (A,B) & (C,D) ] = Null Set
However, is it possible to be lOOi'^ certain
of (A,B), yet at the same time, to be 1009f certain of (C,D) ?
No, this situation and resulting conflict are unacceptable
and can only te resolved by the realization tiiat, again, the
analyst is dealing with uncertainty. Inaccuracies in Knowl-
edge sources cannot allow assignment of probability Masses
in this manner.
As further proof, consider the following
exaniple [Eef. 12]. A fair die is rolled and knowledge
source one places all :1ass in the proposition tnat the
number is even, [ll(EVEN) = 1.0. Conflicting evidence from
knowledge source two places all Mass in the proposition that
the number is odd, M2(0DD) = 1.0. The result ot combination
assigns all dass to the null set since (EVEN & ODD) = Null
Set, and the combination fails.
This example shows that this occurrence
would tend to violate the assumption of uncertainty of the
evidence and also falsify any logical reasoning process.
The analyst cannot let this occur under any method of
evidence combination.
E- BAYES» HUIE OF CONDITIOBISG
In a battlefield situation, using Bayes* conditioning
rule to combine evidence does not seem to generate more
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satisfying results than those achieved by the
Dempster-Shaf er method.
A probability distribution m would be transformed by
Eayes* Rule to m* by the receipt of additional information.
It is necessary to restrict the domain of m to elements of
(X) when using this rule. Bayes' rule is:
for all i in TH2TA: (3.23)
m«(i) = 0.0, if i not in (X)
m»(i) = m(i)/(1-K), if i in (X)
where:
k = SUid m(i) < 1, i in (X) (3.24)
Or from equation 3.1:
P(S11D) = E(D|S1) • P(S1)/P(D)
Using the results of the prior knowledge source report
outcome, P(S1), P(S1iD) is updated by the probability of the
new datum, P(D), and probability of the datum given the
hypothesis, P(D|S1).
A more tractable form of the equation can be constructed
using likelihcod ratios where:
? (SI |D)/P (£2iD) = [P(S1)/P (S2) ]«P(D |S1)/?(D|S2) or
P(S1 1D)/P (S2| D) = CP(S1)/P (S2) ]«L(D |S1:S2)
where L(D|S1:S2) = P (D J S 1) /P (D| S2) and is called the likeli-
hood ratio favoring hypothesis SI over S2.
Now since P (SI jD) + P(S2|D) must equal one, the final
values for posterior probabilities are determined by their
ratio. It is no longer necessary to determine the prob-
ability of the datum (P(D)), nor is it necessary to assess
the probabilities P(D1S1) and P(DiS2) if the likelihood
ratio L(D|S1:S2) is used. However, it may be easier to
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compute the likelihood ratio based on the probability
P (D I S) , which will be demonstrated in an example.
The following example using this Bayesitin method is
presented. Three hypotheses under consideration are:
51 = attack in Sector 1
52 = attack in Sector 2
53 = attack in -Sector 3
The first difficulty encountered using this approach is
determining prior probabilities. Should they be calculated
using t ne first piece of evidence, or be based on other
knowledge. In this example there is no reason to favor one
over the other, so assign equal probabilities: P(S1) = P (S2)
= P (S3) = 0.3 33,
The first piece of evidence received (D1) indicates
strong possibility of attack in Sector 3 (S3) . To ease
ccmputation, all likelihood ratios will now be based on
Sector 3, i.e.: L(DliS1:S3), L(DliS2:S3) and L(D1|S3:33)
will be used. Table 3 column L (Dl 1 S (i) |
:
S3) lists the like-
lihood ratios based on this first piece of evidence.
The likelihood ratios can be computed in tne following
manner. Datum 1 (Dl) indicated a high probability of attack
in Sector 3, say P(D1!S3) = 0.8. To compute likelihood
ratios, a comparison must be made with the other hypotheses.
If Dl indicates a small probability of attacK. in Sector 1,
(SI), say 0.10, then the likelihood ratio L(D1|S1:S3)
-1/.8 = -125. As previously stated, this likelihood ratio
could have alsc been determined by saying that the prob-
ability of attack in Sector 3 based on the datum is eight
times greater than attack in Sector 1.
The ratio for Sector 2 and 3 will be -2/. 8 = .250, or
attack in Sector 3 is four times more likely than attack in
Sector 2, based on the datum.
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The next piece of evidence received (D2) assigns the
following likelihood ratios:
L(D2|S1:S3) = ,70/. 50 = 1.4
L(D2|S2:S3) = .80/. 40 = 1.6
L{D2|S3: S3) = 1.0
Now update all posterior probabilities for comparison
using the tnree equations and three unknowns:
P(S(i)|D)/F(S3|D) = [P (S(i))/P(S3) ] • L (D1 | S (i) ) : S3)
• L(D2 j S (i) :S3) , for all i
and solve simultaneously.
Column P(S(i))lD) of Table 3 (where D represents all
evidence received) shows the final posterior probabilities.
Now comparisons of hypotheses may be made using tnese poste-
rior probabilities.
TABLE 3
BAYESIA5 ISFESEMCE EXAMPLE OSING LIKELIHOOD RATIOS
I
P(S(i)) L(D1| S(i) :S3) L (D2 | S (i) :S3) P(S{i)JD)
SI
I
.333 .125 1.4 .111
52 i -333 .250 1.6 .254
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I
.333 1.0 1.0 .635
P(S(i)) = Erior probability
L (D1 |3 (i) : S3) = Likelihood Ratio from lirst datum
L (D2 j S (i) : S3 ) = Likelihood Ratio from second datum




•There are several problems encountered using this
approach. First, how should the prior probabilities be
chosen? If they are equally likely, then equal probabili-
ties could be assigned as done in this example. It may be
better to use tne first piece of evidence receive, but these
priors must sum to one. If the initial evidence indicates a
strong possibility of attack in Sector 1, but lends no
support to the other hypotheses, how should prior probabili-
ties be assigned to the other hypotheses? So^ne prior prob-
ability must be assigned to the other hypotheses, if not,
they will always have a posterior probability of zero.
Second, there can be a lack of consistency in assignment
of likelihoods. There is no constraint to the magnitude of
the ratio. In the example, a likelihood ratio of 1.4 was
used. Yet, if a strong indicator of attack (.9) was
compared to a hypothesis witn a very slight chance of attack
(.001), then a likelihood ratio of .9/. 001 = 900 would
occur. This lack of constraint on the magnitude of ths
likelihood ratio may lead to inconsistencies as the infer-
ence progresses through many likelihood ratios.
Shafer and Tversky £fief. 13] remark that traditional
Bayesian theory has been concerned with wxiat they call
observation design. This design deals with outcoires of
statistical experiments. In the experimental space, the
analyst knows the possible outcomes and answers. Prior
probaoilities for parameters can be assessed in advance.
Bayesians have gradually extended their experimental space
to the area of data analysis where probabilities are not so
clearly defined. This possible over extension of Bayesian
Inference could lead to its partial demise in the battle-
field hypothesis space-
This section has not been presented as a criticiue of the
Bayesian iLethcd, but as an insight that there are problems
with Bayesian methods as with Dempster-Shaf er
.
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IV. A COBPUTATIOHAL VIEW OF DEJPSTERzSHAFEE
A major drawback to the use of Dempster-Shaf er has been
the long calculation time required due to its computational
complexity. For example, the computation of Belief requires
time exponential in |THETA| [Ref. 12]. As part of this
thesis research a decision aid was created to assist in tne
Dempster-Shdf
€r coiCpu tations. Appendix A contains a
description of the aid, as well as, a listing of the PASCAL
code. This aid should not be considered a fully operational
military decision aid, but rather a prototype or example of
an automated evidence combination technique.
The aid is designed to lead the user through the steps
necessary to set up and use the Dempster-Shaf er theory. The
aid's output has been verified by comparison with manually-
computed solutions of problems using Denpster-Saaf er
.
Identical results were achieved. The output of the model
used for tnese checks was Belief, Plausibility and :iass
.
Although this exponential computational time factor of
Deirpster-Shaf er has been discussed m length,
f Refs. 6,12^15], no actual computational data was found to
support it. An additional benefit of the aid was the
ability to new record these computational times. Also
discovered through the use of the aid, was the memory limi-
tation of the computer after all subsets of the Frame of
Discernment were enumerated.
Reduction in the computational complexity of
Dempster-Shdf er will be addressed in this chapter, but
first, a brief discussion of the Dempster-Shafer aid created
will be presented. Efficiency of the aid in terms of compu-
tational time and memory requirements will be described in
more depth. Then methods of reducing computational
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complexity presented by Barnett [Ref. 12], and Gordon and
Shortliffe, [fief- 15], will be discussed. A third method of
reduciDg computational time. Multiple Frames of Discernment,
will be presented.
A. A DEflPSTEB-SHAFEH DECISION AID
1- Description Of The Aid
The aid is designed for a user familiar with the
Dempster-Shaf €r theory. The user will first see a screen
informing him of the theory used in the aid. Next, the size
of the Frame of Discernment is requested. A letter of the
alphabet is assigned to each member of tne Frame of
Discernment. If a Frame had five members, THETA would be
represented by (A,B,C,D,E), or 7 members THETA =
(A, B,C, E, E, F, G) etc. The user is tnen told the Frame will
be represented by these letters.
All subsets of the Frame are generated by procedure
"Generate". For each subset, this procedure creates a
PASCAL record structure that contains tne items of Belief,
Kass, ana Plausibility may be stored. The sets are sorted
by size by procedure "Quicksort" to assist in the search
efficiency throughout the program. Next, the aid informs
the user of the item number for data input. The item number
is just a means or Keeping track of the number or loops
through the program, which equals the number of data items
combined.
The user then enters the set for wnicn he wants to
assign Ilass . classes are assigned for all desired sets and.
tnen combined by proced'ire "Combine" using the
Dempster-Shaf er -Lheory.
The user is then asked if he desires Beliefs to oe
computed. If so. Belief and Plausibility are computed by
procedure "belief" and displayed. The program then returns
to the input mode and will cycle until ended cy the user.
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2- Efficiency Of The Aid
As previously stated, a drawback to the use of
Dempster-Shaf er is the time re«juired to compute Belief. As
discussed in Chapter III, Belief for a set requires the
summing of the Masses of all subsets of the parent set.
Figure 4.1 shows execution time for the computation of
Belief by the aid, as well as, times for the other major
program procedures.
The execution time for procedure Generate increases
exponentially. The procedure recursively generates subsets
and must check for repetition of sets as it proceeds. The
number of subsets is exponential in THETA, 2 exp |THETA|.
As the "size of THETA grows, the number of subsets grows
exponentially, and also, the number of repeat subsets to be
checked and eliminated increases. Fortunately, Generate is
only executed once at the beginning of the session. It is
possible to eliminate the generation of subsets altogether
by reading in subsets from hard disk or floppy. All subsets
for various sizes of Frames of Discernments could be stored
and simply read at the beginning of the program.
Unfortunately, the execution time problem for Belief
computations is not so easily solved. Belief will be
computed whenever the user desires a status of all the
subsets. ks tne numcer of subsets grows, this computation
may cause the user an unacceptable waiting time to view
Belief. During this time no input can oe made for new
Masses. Tne way this program is designed, multiple data
entries can be made without involving the tiiae intensive
Belief procedure. In a battlefield scenario, the Belief
computation would be done only when conclusions were
required, not after each data input.-
Perhaps a greater limitation in using micro
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memory requirements demanded ty Dempster-Shaf er. With this
particular coding scheme using a PASCAL record to represent
each subset, memory limitations (320K RAM) were reached at a
Frame of Discernment size of 9, which equals 2 exp 9 = 512
subset of TliEIA.
The military examples used so far in this thesis
have had a Frame size of three elements and total size of 2
exp 3=8. As seen in Figure 4. 1, no noticaole time delay
occurs at this level, which is also well within memory
storage limitations. However, the selection of frame sizes
above this level might cause unacceptable delays, especially
in real-time battlefield applications.
The three methods for reduction in complexity
mentioned in the introduction will now be discused.
B. BAfiNETT'S METHOD, SINGLETON HYPOTHESES AND THE IB
COMPLEHENTS
Barnett, [ Ref . 12], showed that if all the subsets of
the Frame of Discernment can be reduced to singleton .hypoth-
eses and their negations, computational time will be reduced
from exponential to polynomial order.
Before proceeding, a new military example will be used
to demonstrate the formulation of Barnett* s method. The old
example of sector of enemy attack is not welx suited for
this metnod since it is difficult for the analyst to reduce
the scope of the problem to singleton hypotheses and their
complements.
A suitable military example for the Barnett method is
the analysis cf friendly axes of attack or enemy avenues of
approacn. Assuire that the enemy or friendly force must
choose the best approach into the combat area, given four
avenues A, B, C and D. These singleton hypotheses and their
complements will be the only sets considerea. This example
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will prohibit the analyst from assigning Mass to any coinbi-
nation of elements, such as {A,D) , though he may assign Mass
individually to (A) and (D) . Mass may be assigned in a
sense to [B,C,D) by assigning Mass tc (not A) .
If the problem at hand can be reduced to subsets using
only tne hypotheses and their complements, this method does
not restrict the analyst. He will seeK reports about the
avenues of approach into his sector or responsibility.
These reports will consist of information about the terrain,
weather conditions, natural and man-made obstacles, etc.
The analyst will then assign Mass to each hypotheses based
on the information and infer the most likely enemy approach
or best friendly axis.
1- Formulation Of Barnett^s Method
Three steps will be used to represent the forauia-
tion of Barnett's method:
a) Combination ot elements and complements.
i) Combine evidence confirming each singleton
hypothesis,
ii) Combine evidence disconfirming each singleton
hypothesis.
Step 1 results in the formation of 2«N Belief
functions (N=1THETA1), one for each element and
one for each element complement.
b) Combination or element pairs. Combine the confirming
and disconfirming evidence for each element. This
step forms N Belief functions, one tor each element of
THETA.
c) Combination within THETA. Combine ail elements of
TEETA tc produce one Belief function.
Each step of this method will now be discussed.
Only three avenues of approach (A,B,C) will now be consid-
ered to simplify the computations.
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a. Step 1: Combination Of Elements And Complements
For each singleton, and for each complement, the
Mass assigned by all evidence received is combined. Using
avenue of approach (A) from the example, the evidence
confirming (A) after receipt of tvo pieces of evidence would
be:
M'(A) = ill (A) a) M2 (A) = 1 - (1-M 1 ( A) ) • ( 1-M2 (A) )
(where (•) represents Mass at the end of Step 1)
Since only evidence confirming (A) is used here. Mass is
assigned by M1 or M2 only to (A) or to (THETA) , see Figure
4.2. No Mass will be assigned to (Null Set). (1-M1(A)) and
(1-M2(A)) represent Mass going to THETA from each individual
assignment. Tneir product, (1-M1 ( A) ) •( 1-M2( A) ) represents
combined Mass going to THETA. The remainder of Mass,
1- (1-M1 (A) ) • (1-M2(A) ) , goes to (A). So normalization is
required since no Mass goes to the Null Set.
Suppose two more pieces of evidence are
received, M3 and M4 , that discoafirm A. Mass from step 1
assigned to (not A) would be:
MMnot A) = 1-(1-M3(not A) ) • ( 1-M 4 (not A))
1 - M' (not A) = Mass assigned to THETA
This process continues for each element in
THETA. The result is 2»N Belief functions, where each
Belief function has two components one for each element and
for each complement of the element.
b. Step 2: Combination of Element Pairs
In Step 2, the Mass for each element and its
complement are combined. Figure 4. 3- shows an orthogonal sura
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Figure 4« 3 Orthogonal Conbination For Step 2-
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IE this step Mass will be assigned to the
element, complement of the element, THETA and the Null Set.
The Mass goicg to the Null Set:
M"(Nuil Set) = M'(A)«M«(ndt A)
must be removed and so the Masses are normalized by the
factor:
1-M» {A)»M(not A) (1 - Mass going to the Null Set)
Mass going to (A) in this step, M"(A), will be the combined
Mass of the intersection of M* (A) and 1-M* (not A) , the Mass
of the complement that was assigned to THETA from Step 1,
The same analogy is true for the combined Mass going to {not
A) in Step 2, M"(not A), see Figure 4.3.
New the number of Belief functions has been
reduced from 2«N to N, one for each element and complement
pair. The resultant Masses are represented by Barnett as p
and c, where:
p = M"(A) = M' (A) • (1-M' (not A) J/(1-M» (A) 'M* (not A))
c = M"(not A)= M« (not A) • ( 1-M« (A) )/ ( 1-M • (A) 'M • (not A))
Also, the Mass assigned to THETA after combination in Step 2
is represented by r:
r = 1 - p - c
and the variable, d, used later in Step 3 for normalization
is the Mass assigned to the complement of the element and to
THETA. "d" is used in Step 3 to compute the Plausibility of
each element and is identified now for later computations.
d = r •• c
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c. step 3: Combination Within THETA
Now the N Belief functions must be reduced to
one by combination within the Frame of Discernment. Tne
example Frame in this chapter: {k,B,C), will be used to
demonstrate computations in Step 3. All results from Step 2
will be represented as a function of their element, i.e.:
p(A) = M" (A)
c (A) = M" (not A)
r (A) = 1-p (A)-c(A)
d(A) = r (A) + c(A)
The normalizing factor, K, for the overall
Belief function is;
K = 1/{PR0D d(i))«(1 + SUM p (i) /d (i) ) (4.1)
- ihOD c (1) , i in THETA
or:
K = 1/Cd (A)«d(B) .d (C) • (1 + p(A>/d(A) + p(B)/d(3)
+ p(C)/d(C)) - c(A)»c(B)»c(C) ]
Belief for each item (i) is then computed by:
Bel(i) = K(f(i)»PROD d(j) (4.2)
+ r(i)» PROD c (j) ) , j^ti
then
:
Bel (A) = K«p (A) •d(B)«d (C) + r (A) ^c (B) -c (C)
Belief for the complement of the item is computed by:
Bel(not(i)) = K»[ (PROD d(i)«(SUM p(j)/d(j)) (4.3)
+ c(i) •PRODd ( j) - PROD c(i) ], 3#i
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Bel (not A) = K[ (cl(A)«d (B) •d{C) ) • (p(B)/d{B) + p(C)/d(C))
+ c(A) •d(E) •d(C) - c(A) -cCB) •c (C) ]
All Belief is computed in this manner to produce
one Belief function. Evidential intervals are then computed
as follows:
Evidential Interval (A) = [ Bel (A) , Bel (not A) ]
The following numerical solution of the entire
method using the example will be presented to aid in the
understanding of this nethod.
Eight items of evidence are received and Masses
are assigned as follows:
I te m 1 .1 ( A) = . b
Item 2 i'l (not B) =0.3
Item 3 M (C) = 0.4
Item 4 d (E) = 0.8
Item 5 M (not A) = 0.
5
Item 6 'A (not C) =0.2
Item 7 K (C) = 0.7
Item 8 M (C) = 0. 1
Step 1: combine evidence for each item and each coirplement.
Only (C) has Eultiple evidence and is combined as:
M»(C) = 1- (1-M1 (C) ) •(1-M2 (C)) • (1-il3 (C))
J'(C) = 1 - (1 - 0.4)»(1 - 0.7)»(1 - 0.1) = 0.838
Step 2: combine the element and its complement:
p(A) =M"(A) = M* (A) • ( 1-M ' (not A) )/ (1-M' (A) •?!• (not A) )
p(A) = M"(A) = (0.6;« (1-0.5)/(1- (0. 6) • (0.5)) = 0.429
c(A) = M'Mnot A) = i1' (not A)
• ( 1-M» (AJ) /(1-:i» (A) •^1» (not A) )
c{A) = (0.5) • (1-0. 6)/ ( 1- (0.6) •(0. 5) ) = 0.266
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r (A) =1 - p(A) - C(A)
r (A) =1 - 0.429 - 0.286 = 0.285
d(A) = r (A) + c(A)
d(A) = 0.285 + 0.286 = 0.571
p(B) = (0.8) • (1-0.3)/(1- (0.8) • (0.3) ) =0.737
c(B) = (0. 3) •(1-0.8)/(1-(0. 8) • (0.3) ) = 0.079
r(B) = 1 - 0.737 - 0.079 = 0.184
d(B) = 0.184 + 0.079 = 0.263
p(C) = (0.838)« (1-0.2) /(I- (0. 838) • (0.2) ) = 0.805
c(C) = (0.2)» (1-0.838)/(1- (0.838) -(0.2) ) = 0.039
r (C) = 1 - 0.805 - 0.039 = 0.156
d (C) = 0. 156 + 0.039 = 0. 195
Step 3:
K= 1/[ (.571) • (.263) • (.195)* (1 + .429/. 571 + .737/. 263
-«
.805/. 195) - (.286) •(. 079) •(. 039) ] = 8.998
Computation of Beliefs:
Bel(A) = 3.988* (. 429*. 263*. 195 + . 285*. 079« . 039) = .091
Eel(E) = 3 .988* (.737».571 •.195 + . 1 84«. 286 •. 156) = .360
3el(C) = 3.988« (.805«. 571 •.263 + . 1 56^ . 2 86 • . 079) = .496
Bel(not A) = 3. 988 (.029^ (.737/. 263 + .805/. 195)
+ .286*. 263^. 195 - .001) = .85b
Bel(not 5) =3.988« (.029^ ( .429/.571 + .805/. 195)
+ .014) = .620
Bel(iiot C) = 3- 988^ (.029^ (.429/. 571 + .737/. 263)
+ .014) = .467
The Evidential Intervals would then be:
A: r 0.09 1, 1-0.856] =[0.091,0.144]
6: [ 0.360,0.380 ]
C: [ 0.496, 0.533 ]
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2. Computational Time For Barnett *s Method
A program was written to assist in the computations
of Barnett' s method. The program also enabled comparison of
computational time and memory requirements with the normal
Dempster-Shaf er method. A program listing for Barnett's
method is contained in Appendix B. This program was written
as a research tool and does not have the user friendly
enhancements of the Dempster-Shaf er decision aid in
Appendix A.
Figure 4.4 shows the timed computations for the
Barnett method. The computer memory (320K RAi^) could store
a Frame of Discernment of up to 1000 items compared to 9 for
full De mpster-Shater . Figure 4,5 compares the Belief calcu-
lation times for Barnett with the times already shown for
the Dempster-Shdfer aid.
Barnett 's method offers a very appealing and time
efficient use of Dempster- Shafer in a system where the
following criteria are met:
a) The Frame of Discernment can be adequately represented
by the singleton elements and tn'eir complements.
b) All evidence can be divided into confirming and
disconf ir aing categories for each hypothesis.
The example of the avenues of approach scenario
could be well represented by this method. As shown,
evidence based on terrain, weather, obstacles, etc., could
be combined using Barnett 's method. The resultant
Evidential Intervals would then be compared to determine the
most likely enemy route, or the best friendly route-
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GORDON AHD SHORTLIFFE HETHOD,
SPACE
HIEBARCHICAL HYPOTHESIS
Gordon and Sliortliffe £ Be£. 15] agree that if evidence
confirms or disconfirms singleton hypotheses, then Barnett's
method produces the desired time reduction. However, there
are many classes of problems where more flexibility is
required. If the hypothesis space can be reduced to a
strict hierarchy, many more real world problems could be
handled. Gordon and shortliffe use this Hierarchical
approach in their work with MYCIN, a medical diagnostic aid.
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but it is also well suited to a military example where enemy
intentions ar€ being determined.
The example of enemy attack can be expanded so that the
analyst has to consider the overall enemy intention: attack,
reinforce, defend, delay, or withdraw. These intentions can
be structured into a hierarchical tree such as that in
Figure 4.6. Grouped in this manner, the example now fits
















Figure 4. 6 Enemy Intention Hierarchical Tree.
The enemy intentions are divided into two main groups,
aggressive (attack, reinforce) , or regressive (defend, delay,
withdraw). The regressive intentions are further divided
into stationary (defend) and motionary (delay, withdraw)
intentions. Each element or subject in the tree has only
one parent, for a strict hierarchy. Since the enemy is
capable of only one major tactic in the zone of considera-
tion, thert; is no interest in the pair (a ttack , defend) , or
other such combinations that have no meaning to the analyst.
Also, the analyst must have the capability to separate
sensor data into support for these elements of the hierarch-
ical tree. The evidence received will only apply to these
elements in the tree and their complements.
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1. Formulation Of Sordon and Shortlif f e' s Method
This hierarchical approach proceeds similarly to the
singletcc hypotheses method. All evidence is divided into
confirming or disconfirming parts, only now there are pairs,
triplets, etc. to which this evidence may be assigned. As
in Barnett's method, three steps will be used in the combi-
nation of evidence:
a) Combine evidence for each element and each element
coffiplem ent
.
i) Combine all confirming evidence. Same as
Barnett's first step.
ii) Combine all disconfirming evidence
b) Combine ail confirming evidence in THETA.
c) Combine disconfir ming evidence with confirming
evidence from Step 2.
Before proceeding, the hierarchical tree of Figure
4.6 will be split into a tree with the elements of THETA, T,
and one with the complements of T, Tc, see Figure 4.7 Since
it is the superset of both trees, (THETA) itself, is not
included in either tree.
1 = (AB, CD5, D£,A,B,C,D,E)
Tc = (notAB, notCDE,notD£, notA,not2, note, aotD, notE)
Evidence will be combined for |T| + jTci items = 16, and
final belief will be computed after Step 3 for |T| + THETA =
17 iteiES versus 2 exp 5 = 32 items for the full
Dempster-Snaf er method. These reductions will decrease
computational times and storage requirements.
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Figure 4.7 Hierarchical Tree Of Elements And Complements.
a. Step 1: Combine Evidence For Elements And For
Ccnplements
Use Barnett' s equations to coapute ccinbined
evidence for each element and each complement:
M' (i) = 1- (1-M1 (i)) (1-M2(i) ) , i in THETA (4. a)
Where (•) indicates Mass after Step 1 and (") will indicate
Mass after Step 2.
M' (A) = 1-(1-M1{A)) • (1-M2(A))
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Each element (i) will now have a Mass M
'
(i) and a Mass
1-MMi) assigned to IHZTA. It is necessary to identify the
Mass that each element's combination sends to THETA for use
in iat.er steps. Let M'i (THETA) equal the dass assigned to
THETA by element (i) during step 1.
M'A(IHETA) = 1-M' (A)
The Masses for (not A) would then be:
MMnot A) = l-(1-Ml(not A)) • (1-M2(not A))
M'notA(TaETA) = 1-M»(not A)
There are now 2« N Belief functions, N in T and N
in Tc. Step 2 will reduce the N Belief functions m T to
one Belief function.
b. Step 2; Combine All Confirming Evidence in
THETA.
All confirming evidence in TKETA, all of which
is in T, will now be combined-
The combined evidence for THETA, M" (THETA) is:
n" (THETA) = xK-fEOD M'i (THETA), i in T C+.S)
This is the product of all Mass assigned to THETA by all
elements in T
.
Now compute the comLined evidence for all
other elements in T:
M"(i) = K»MMi)«PROD M' j (IHETA) , i in T, (4.6)
j not d superset of i
The Mass of eleaent (i) in Step 2 is- the product of its Mass
with the Mass assigned to THETA by ail otner sets in T
except (i) , and supersets of (i) . Element (i) cannot
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•combine with Mass that it assigned to THETA. In addition,
it cannot receive Mass from a superset's assignment to
THETA. The evidence that was assigned to a superset of (i)
was not conclusive enough to assign it to element (i)
.
Allowing (i) to combine with M»j (THETA), (j) a superset of
(i) , would allow assignment of Mass from which (i) was
earlier restricted. This is not acceptable, under
Dempster-Shaf er . The Mass for element (A) in the example
would be:
«"(A) = K*M» (A) •M'B (THETA) 'N'ODE (THETA) •
M'C(THETA) •M'DE(THEIA) -fl'D (THETA) -M'E (THETA)
These calculations continue for all elements in
T- The normalization factor, K, is the inverse of the sua
of all the new llasses:
K = 1/SUia M"(i), i in T or i = THETA (4.7)
There are now N+ 1 Belief functions, N in Tc and
one in T. Step 3 will reduce these to one Belief function.
c. Step 3: Combine Disconf irming And Confirming
Evidence
Step 3 Kill now combine T and Tc to produce one
Belief function. Each element of Tc will combine with 1.
Step 3 uses an approximation to z), the orthogonal sum, which
will be designated as a)'. M"(i) a)* i^"(not i) will have non
zero value on only (T union THETA)
,
(ABCDE, AB,CD£,Dii,ArB,C,D,E) . Any Belief normally assigned
by a) to g, q not in T, will instead, by a)', be assigned to
the first ancestor of q in T- For example:
(not E) a)» (CDE) = (ABCD) 3 (CDE)
but (ABCD) Z- (CDE) = (CD) , which is not in T.
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In this case the Mass that would have been assigned to (CD)
will be assigned to (CDE) the first ancestor in T.
There are three cases for step 3 combinations.
For each case there are two elements involved , one from Tc,
(not Y) , and one from T, (X) . The combination case is based
on the relationship of (Y) and (X).
1. Case 1: X is a subset of Y:
M (X) = K«M" (X) •M"notY(THETA)
For exanipl*^*
M" (A) a!« W"(not AB) , A is a subset of A3
M(A) = K«M" (A) •M"notAB(THETA)
2. Case 2: X & Y = (Null Set), i.e. X & notY = X
a) Case 2(a): If (X union Y) in (T anion THETA) :
M(X) = KCM'MX) + J!"(X union Y) •?!" (not Y) ]
For example:
«" d)» M"(not DE) , C 5 DE = (Null Set),
CDE in (T union THETA), therefore:
M(C) ^ K»[M"(C) + il" (CDEJ •M" (not D£)]
b) case 2(b): If (X union Y) not in (T union THETA)
then the Mass of (X) is not changed by the combi-
nation:
M(X) = K»M (X)
M" (C) 5)» M"(not I), C & E = Null Set,
CE not in (T union THETA) , therefore:
M(C) = K«M" (C)
3. Case 3: X is a proper super set of Y
a) Case 3(a): If X & nctY is a set in T:
a(X) = K*M" (X) •M"notY(THETA)
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M" (CDE) 3» M"(iiotC), CDE C ABDE = D£, a set in
(T union THETA)
M(CDE) = K«M" (CDE) •MnotC (THETA)
b) Case 3(b): If X 5 notY is not a set in T (this
cas€ assigns Mass to the superset, which in all
cases is X due to the strict hierarchy and unique
parent retjuirement s)
.
M"(notE) a)» M" (CDE) , ABCD o CDE = CD, not in (T
union THSTA) , but CDE is the first ancestor of CD
W(CDE) = K«M(CDE)
This process continues with each element from Tc coL^ibinmg
with each element in T using one of the case rules. K, the
normalizing factor is computed after each iteration of (not
Y) from Ic.
Normalization is done by summing the Masses m
(T union THETA) and dividing all Masses by that value.
K = 1/SUM M (1) , i in (T union THETA) (^.8)
A shortcoming of the method described by Gordon
and Shortlirfe is that step 3 assigns all tiass to (T union
THETA). No fiass remains in the complement sets, tnerefore
it is not possible to compute Evidential Intervals,
[Bel(A) ,1-Bei(not A) ]. All comparisons between hypotheses
must De done en Belief alone.
The following example of this method is provided
for clarification. The hierarchical tree shown earlier in
Figure 4.4 still applies.
Masses are assigned as follows;
M(AB) = 0.4, i1 AB (THETA) = 0.6
M(not CDE) =0.3, M note DE (THSTA) = 0.7
M(DE) = 0.6, M DE (THETA) = 0.4
M (A) =0.4, M A (THETA) = 0.6
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M (C) = 0.2, M C (THEIA) = 0.8
id(A) = 0.3, M A(THETA) = 0.7
There is only on€ element in Tc = (not CDE) , there are four
in T.
Step 1:
(A) is the only element with multiple Masses:
M»(A) = 1- (ill (A) )• (1-51 2(A) )
.^•(A) = 1- (1-0. 4) • (1-0.3) = 0.58
M'ACIHETA) = 1-0.58 = 0.42
Step 2: Combine all corfirming evidence in T.
M"(THETA) = K«M» ABC(TKETA) •M'DE(THETA)
• M •A(THEIA) •« 'C (THETA)
= K» (0. 9)« (0.5) • (0.42)» (0.8) = K»(0.081)
M"(AE) = K«M« (AB) -M'A (THETA) •M'DE (THETA) •M»C (THETA)
= K« (0. 1 )• (0.42) • (0.5) • (0.8) = K«(0'-017)
M"(DE) = K»M' (DE) •M'A (THETA) •M'AB (THETA)
= K« (0. 5)» (0. 42) • (0.9) = K»(0.189)
M"(A) = K«M' (A) •M'DE(THET A)
= K» (0. 58) • (0.5) =K»(0.29)
a"(C) = K«M« (C) •«' AB(THETA) -M' A(THSTA) •M'DE (THETA)
= K« (0.2)« (0. 9)» (0.42)« (0.5) = K«(.038)
K = 1/The sum of all Masses in (T union THETA)
= 1/i4" (THETA) + M"(AB) + M" (DE) + H"(A) + M"(C)
= 1/(0.151) + (0.017) + (0.189) + (0.29) + (0.038)
= 1/0.685 = 1.46
Normalize the masses in T.
78
The elements in T are:
1!!"(THETA) = ( 1. 46) • (. 1 5 1) =.221
:i"(AB) = ( 1. 46) • (.017) = .025
M"(DE) = (1.46) •(. 189) = .276
M"(A) = (1.46)»(.29) = .423
M"(C) = (1 .46)» (.038) = .055
Total =1.0
The elements in Tc are:
JI"(not CDE) = 0-3 M"notCDE(THETA) = 0.7
Step 3:
1. M"(notCDE) a)» M" (THETA) , THETA a siper set of AB =>
Case 3
THETA S (not CDE) = THETA S AB = A3 in (T union
THETA)
M (THETA) = K«M"(THETA) •M"notCDE (THETA) In this
case, Wass would normally go to (THETA) and AB, see
Fi-gare 4.2, here (THETA) its combined Mass for this
iteration, and later when M" (not CDE) ai* li" (AB)
occurs, AB will receive its combined Mass. This is
an iterative process versus the normal one step
Deiapster-Shafer combination.
a (THETA) = (.221)«(.7) = 0. 155 (normalization will
occur later)
2. M"(not CDE) a)» M" (AB) , AB5CDE = Null Set, (AB union
CDE) in (T union THETA) => Case 2
M(AB) = [M(AB) + M (ABCDE) •M(not CDE)]
= [ .025 + (.2 21) • (.3) ] = .09 1
3. M"(not CDE) 3« M"(DE)
, DE subset of CDE => Case 1
M (DE) = M"(DE) •MnotCDE(THETA)
= (.276)»(.7) = .193
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4. M(not CDE) a)» M"(A), CDE5A = Null Set => Case 2, (A
union CDE) not in (T union THETA)
M(A) = M (A) (but will be normalized)
= .423
5. M"(not CDE) a)« M" (C) , C a subset of CDE => Case 1
M (C) = M" (C) •?1"notCDE(THETA)
= (.055)«(.7) = .039
Compute K, the normalization factor.
K = 1/ sum of Masses in {T union THETA)
= .155 + .091 + .193 + .423 + .03 9 = .901
Normalized Masses:
M (THETA) = .155/. 901 = .172
M(AB) = .091/. 901 = .101
?5 (DE) = . 193/. 901 = .2 14
M(A) = .423/. 901 = .470
M (C) = . 039/. 901 = .043
Total = 1.0
This process of combining elements from Tc with those in T
would continue until all elements have been combined, in
this example there was only one. Comparison of hypotheses
would then be done jjased on final Belief values:
Bel(AB) = M(AB) + M (A) = .101 + ,470 = .571
Bel(DE) = M(DE) = .214
Bel (A) = .47
Bel(C) = .04 3
Bel (S) = Bel (D) = Bel(E) =0.0
This would show strongest Belief (.571) in an aggressive
enemy action (Ati) , which stands for attack or reinforce.
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2. Com p utational Time For The Gordon and Short liffe
Method
A program was written to assist in the computations
using the Gordon and Shortliffe technigue. A listing of the
program is contained in Appendix B. This program, like the
program for Barnett's method, does not have the user
friendly enhancements of the Dempster-Shaf er decision aid in
Appendix A. The purpose of the program was to assess the
time calculation advantage of this method and determine
memory requirements.
Figure 4.8 shows a comparison of the Belief computa-
tions for the three methods discussed so xar. Belief compu-
tations for Gordon and Shortliffe are the same as the full
Dempster-Shaf er, except there are fewer sets for which
computations are necessary.' The time reduction occurs since
many of the subsets of THETA are not considered.
The maximum number of suhsets that can occur under
the unique parent restriction of the method are: (2«bi - 1).
This number results from a descending creation path from
THETA, separating one element at a time. Now instead of
having 2 exp N elements for which Belief must be computed,
there are only (2«M-1). For a THETA of 10 elements, instead
of having 2 exp 10 = 1024 elements, there may only be a
maximum of 2«10 - 1=19 elements. This size redaction
helps explain the computation times in Figure 4.8.
The computer memory (320K RAM) could store up to a
Frame of Discernment of up to 500 items using tne Gordon and
Shortliffe method versus 1000 for Barnett and 9 for the full
Dempster-Shaf er.
Gordon and Shortliffe's method is a practical and
efficient use of Dempster-Shafer in a system where the
following criteria are met;
a) A strict hierarchy of elements exists and each element
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Figure '4. 8 Comparison Of Belief Computational Times.
b) All evidence can be divided into confirming and
d isconf ircing categories for each hypothesis.
The example of the overall enemy intention fits well
within the limits of this method. However, the comparison
of the hypotheses of the intentions would have to be made on
the result of belief alone. Tne analyst would not know the
Ignorance, 1-Bel(not X), remaining about each of the
hypothesis.
Shortcomings of this method a're:
a) Loss of ability to compute Evidential Intervals as
discussed earlier.
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b) Order dependence on coabination. Gordon and
Shortliffe mention that their approximation to the
Dempster-Shafer combination can be order dependent
when a set and its parent have only one aescendent.
D. MULTIPLE fRAHES OF DISCEfiSMENT
One iinal method of reducing complexity, multiple Frames
of Discernment, will now be discussed. This method may use
any of the computational techniques discussed so far. Its
reduction in complexity comes from the separation of the
Frame into smaller, more manageable categories with whicn
the analyst can work. Computation of Belief for these
smaller Frames should now fall into the reasonable area of
Dempster-Shafer calculation times.
The obvious reyuirement for this method is a logical
separation of elements in the original Frame of Discernment.
Once the elements are separated into multiple Frames, items
from different Frames cannot be compared for they are now
part of different Belief functions.
As an example ox this method, consider an expanded
version of the enemy intentions problem. The analyst still
desires to determine the overall intention. If the inten-
tion is Attack, he wants to know which sector is most
likely. He also desires to know if the enemy intends to use
nuclear weapons, no matter what the tactic. The Frame of
Discernment new has 9 items:
1. Attack, Sector 1
2. Attack, Sector 2






8. Use Nuclear Weapons
9. Not Use Nuclear Weapon
A hierarchy o± elements exists, but as described in
Ciiapter III with the sector example, unique parents do not
exist. For example, let the Frame of Discernment be repre-
sented as: A,B ,C,D,E,F,G,H, I where;
A = Attack, Sector 1
3 = Attack, Sector 2
C = Attack, Sector 3
D = Reinforce
£ = Defend
F = Dela y
G = Withdraw
H = Use Nuclear Weapons
I = Not Use Nuclear Weapons
NoK (ABC) is a multiple unique parent for (AB)
,
(BC) and
(AC), out (A) hds two parents (AC) and (AB) . The same situ-
ation exists for (B) and (C) . Therefore, Gordon and
Shorliffe's method would not work here.
The full Dempster-Shafer method would create 2 exp 9
subsets, which according to Figure 4.1 would require about
ICO seconds for Belief computations. Some of the pairs of
elements of THETA, as discussed earlier in the Gordon and
Shortliffe method, would not be of interest to the analyst.
A solution to this dilemma is separating the problem into
three Frames of Discernment. Each Frame will use one of the
computational methods discussed. Any of the methods may be
used wnere applicable in the multiple fraires. Ail three are
used here to show the diversity of this method.
The overall intention of the enemy is still desired, so
use the Gordon and Shortliffe metnod for the Frame:
(AT,D, E,F,G) , where (AT) is the attack intention and D
through G remain as described above.
84
Use Barnett*s method for the guestion of the eneiay's
intent to use nuclear weapons, (H,I), and use the full
Dempster-Shafer method to determine sector of attack.
Caution must be exercised when discussing the most liXely
sector of attack for that Belief is conditioned on the
Belief that the overall intent is attack-
The txmed calculations wo^ild now be:
Full Dempster-Shaf er; 3 elements in THETA = approximately
1 second
Gordon and Shortliffe: 5 items in THETA = approximately 1
second
Barnett: 2 itmes in THETA = approximately 1 second
This complex and inefficient problem has now been reduced to
a very manageable calculation for the intelligence analyst
using Demps ter-3haf er
.
Evidence received while using this method of multiple
Frames cf Discernment, does not need to be separated into
one of the multiple Frames. On the contrary, a report indi-
cating an attack with nuclear weapons could be used for all
the Frames if applicable. The Belief values of the various
Frames will net be compared and are not calculated using the
Masses of the other Frames.
Intermediate results can be saved on a disk and recalled
when more relevant data arrives. Therefore, one machine
could keep ail three methods running in an aimost simulta-
neous state.
The method of i^ultiple Frames of Discernment is a viable
alternative to the full Dempster-Shaf er method if the Frame
is separable into distinct categories.
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V. SITUATION DEVELOPHENT ANALYSIS, AN APPLICATION AHEA FOB
DEMPSIEB-SHAFEH
In Chapter II, the battlefield intelligence process was
modelled as the Interpretation node in the command and
control cycle. In this node, information was processed into
intelligence by the analyst. Chapter III proposed the
Dempster-Sharer theory of evidence combination as an aid for
the analyst in tne Interpretation node. A decision aid and
three computational techniques for reducing calculation time
for the Derapster-Shaf er theory were presented in Chapter IV.
Enharcement of a specific job application in the
Intelligence node, through the use of the Dempster-Snaf er
theory and a decision aid similar to the one in Chapter IV,
will now be analyzed. This specific job area. Army Division
Situation Development Analyst (DSDA), was chosen due to its
relevance to research conducted by WAJ L. Baltezore, U.S.
Array, in his thesis at the Naval Postgraduate School
CRef. 16].
Baltezore 's thesis proposed a Decision Support System
hardware layout to assist the analyst in conducting situ-
ation assessment at division level. A Knowledge Based
System (KBS) was designed to conduct automated analysis
concerning possible courses of enemy attack. The use of
Dempster-Shaf er in this KBS will now be explored. While not
evaluating any specific technique, Baltezore proposed that
some method of inference should be used to aggregate battle-
field information stored in the data base. The Knew ledge-
Eased System of the Division Situation Development Analyst
and an intention assessment capability using the speed of
Dempster-Shaf er. with small Frames of Discernment (Quick.
Assessment Capability) , will be used as specific examples of
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actual Interpretation node duties that can be enhanced by
Dempster-Shaf er
.
Ihe jobs cf the DSDA will be briefly discussed as will
the structure of the KBS. The use of a Dempster-Shaf er
theory in the Knowledge Based System as well as a Quick
Assessment Capability through a decision aid will be
evaluated.
A- DIVISION SITUATION DEVELOPMENT ANALYSIS
Situation Analysis at the division level is performed
within the All Source Production Section (ASPS) of the All
Source Analysis System (ASAS), see Figure 5.1, [Ref. 16:
p. 25]. The ASAS is an Army project to establish a system
that maximizes the productivity of Intelligence and
Electronic Warfare (JEW). Through enhanced productivity,
the Interpretation node will process information into intel-
ligence more quicJcly, speeding up the command and control
cycle.
The Division Situation Development Analyst is usually
tne senior intelligence analyst in the All Source Production
Section. Using a broad view of the enemy forces, the DSDA
must determine key enemy objectives, ranK potential enemy
courses of action, and identify key targets, command and
control nodes, or events indicating a specific course of
action. The analyst bases his assessment of the enemy situ-
ation on data passed through his work station [Eef- 16: p.
32].
As descrited in Chapter III/ this data is inherently
uncertain and incomplete. Using this data, the analyst must
interpret as much as possible about the enemy intent as
quickly as possible. Figure 5.2- depicts the analyst's
production cycle. The analyst would use the proposed





























Figare 5.1 ASAS Internal Organization,
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possible courses of enemy action. Within this structure


























Figure 5.2 Analyst's Production Cycle.
B. THE KNOWLEDGE BASED SYSTEH
As previously stated, the Knowledge Based System is
designed to provide automated analysis concerning possible
courses of enemy action. Analysis of the KBS will be
limited to the structure of the system and the internal
theory which correlates the data.
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1. KiiOwljd^G Based S yst em Structure
Baltezore's proposed structure for the KBS is shown
in Figure 5.3. This KBS interacts with the analyst through
the Interrogation Module to determine the type of analysis
desired. For example, is the enemy intention Attack, (one
of the examples used in Chapter IV)? The Situation
Assessment Processor accesses the Knowledge Base to deter-
mine a rule list associated with the type of analysis
desired. Using all data available, the KBS then establishes
a probability value associated with the specified course of
action. The Explanation Generator presents the analyst with
the course of action considered, its probability value, and
a rule audit trail of the deduction process.
2. Knowledge Based System Theory
The KES deduction theory is based on work done by
Ben-Basset and Freely, [ Ref . 17], who proposed the use of
classes, features, and relevancy pointers to conduct situ-
ation assessment.
a. Classes
Classes are used to define battlefield situ-
ations of interest to the analyst. For example, attack,
reinforce, defend, delay, withdraw are enemy situations that
may be represented as classes- If the general class is
known, sucn as attack, then the specific location, such as
the sector of attack, is desired through analysis. This




Features are bits of information, such as the






















Figure 5.3 Knowledge Based System Structure.
determiLe the class. For instance, -presence of an indepen-
dent tank battalion (ITE) in the division zone would support
the class, attack. An independent tank battalion is a
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second echelon unit normally used as a lead attack element
in a breakthrough attempt. An example of features and
classes is shewn in Table 5-4.
Class of Enemy Intention; Attack
Features I not P
Massing of mechanized elements 0.8 0.3
Extensive artillery preparation 0.8 0.3
Artillery positions concentrated 0.8 0.2
Concentration of mass toward
either or both flanks
0.7 0.3
Location ox enemy troops in 0.8 0.3
forwara assembly area
Location of suppl and evac-
uation installation well forward
0.7 0.3
1
Increased air reconnaissance 0.8 0.4




Figure 5.4 Feature Probability Support For Class.
c. Relevancy Pointers
Relevancy Pointers are used to reduce the expert
systems search for features supporting classes. Separate
features such as the number and type of tanks may be used to
determine the presence of the ITB . If the unit has already
been identified, then it is not necessary to use the rules
which determine the type of unit. In this manner relevancy
pointers speed the assessment process. Relevancy pointers
are similar to antecedent rules in a rule-based system.
92
The significance of features and their support
for the different classes under consideration are aggregated
by some theory of evidence combination. Features, as infor-
mation, may support several classes. The support of theses
features for specific classes would now be combined to
provide an overall indicator of support for the class.
C. PEOBLEHS «ITH THE KHOWLEDGE BASED SYSTEM APPROACH
The use cf a rule base and a priori probabilities for
feature support of classes can be considered an expert
system approach to the situation assessment task. The KB3
conducts the actual analysis, tne analyst merely queries the
system. The problem with an expert-type system approach is
similar to that of a Bayesian approach, an endless task of
defining and updating the rule base.
Also, the rules used to determine the support of a
feature for a class are not well defined. Table 5.4 showed
hypothetical values of feature support for the attack inten-
tion. The adjectives used, "massing" and "extensive", are
very indistinct. The rules using them would then teguire
some way of inferencing this indistinct adjective rrom the
data case ("fuzzy sets"). For example, extensive prepara-
tion would need to be defined as number of artillery rounds
in an hour, cr number of targets engaged in a specific time
period. If the data base supported these criteria, then the
rules base could deduce that extensive preparation has
occurred.
Unfortunately, this use of explicit rules and indistinct
features in an expert system can lead to a false sense of
security of the battlefield. The analyst is dependent on
the internal design of the system.. He is receiving the
system's analysis ana may tend to discredit his own inter-
pretation of tne situation. Furtner, it is doubtful whether
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any commander is presently ready to allow his analyst to
accept a situation assessment from a "black box". The
commander has too much risk associated with his decision
based on this analysis to accept a fully automated analysis.
Cushman, [ Ref . 1], suggests that a commander will not be
inclined to accept black box analysis , tut instead support
gradual automation based on transparent aids which allow the
analyst to retain control.
A decision aid, similar to that in Chapter IV, used in a
quick assessment capability, is a complimentary alternative
to the Knowledge Based System, This aid would act more as a
parallel process with the analyst reflecting his view of the
tattlefieid rather than an "expert" view given by the rules
created by the "experts". The analyst is the expert in his
division and cannot rely on rules or features created by
other.
Furthermore, the features suggested bj Ben-Basset,
[Ref. 17: p. 486], were not intended for dogmatic application
in all battlefield situations, but are given as a guide to
the analyst for the analyst to use [Ref- 18: p. T-1]. The
Lempster-Shaf er aid would be dependent on the analyst and
his inputs rather than the analyst depending on the expert
system. While the analyst would use these indicators as
guides to assign Mass values, he would be free to change
support values based on nis knowledge of the situation and
his prior experience.
D. THE DEdPSTEB-SHAFER THEORY IN SIIOATION DEVELOPMENT
ANALYSIS
The Dempster-Shaf er theory could be used in two ways in
the DSDA. First, it could be used within the Knowledge
Based Structure proposed by Baltezore. Dempster-Shaf er
would be the combination technique used to aggregate the
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feature probabilities and produce the overall Belief for
each class. The feature probabilities would have to be
represented as Masses and adhere to the definition of ilass
presented in Chapter III. The use of the Gordon and
Shortliffe method was discussed in Chapter IV using the
example of determine overall enemy intentions. This tech-
nique would reduce internal Knowledge Based System inference
time and provide an efficient combination of evidence.
Second, the aid could be used as a quick assessment
device for the analyst. This use would be most relevant
when the analyst can narrow the scope of the class. If the
general class was attack and the analyst was concerned with
the sector of attack, the Dempster -Shafer aid would be used
to determine Belief for sector possibilities. This scope of
use was represented through examples in Chapters III and IV
using the sector of attack example.
The aid would serve as a reflection of the analyst's
assessment of the battlefield as time progresses and reports
are received. Using Belief values, the analyst will recog-
nize the most likely sector of attack and advise the
commander. Using Ignorance values, the analyst will reposi-
tion or reorient sensors to investigate lack of knowledge of
activity.
1- Advantages Of The Q.uick Assessment Jse
There are three main advantages to the quick assess-
ment use over tne knowledge based system:
a) Absence of Rule Ease
b) Absence of Data Base
c) Speed
«
a. Absence of Rule Base
The analyst is not dependent on a predefined
rule base to deduce support for the sector of attack. He
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will consider each report and assign Mass values based on
his understanding of 'the enemy. This understanding will
come from battlefield experience and knowledge gained from
experts through instruction.
b. Absence Of Data Base
The reports received in the -iuick assessment
capability will still be stored in some data base for future
use. However, the analyst would not search through previous
data, but interpret each piece as it is received.
c. Speed
For each .rule used, the KBS must satisfy the
precedent (if portion) , to allow use of the antecedent (then
portion). This process requires the continual search of the
data base for conditions that satisfy the rule precedent.
With a large rule lDa.se, such as that needed in the KBS
structure to define all types of enemy activity, the cycling
time would be prohibitive for a real time assessment
capability.
If time is available, the KBS procedure would be
used to determine eremy intent, but if a ^uick assessment is
desired, as discussed in Chapter II, the alternative capa-
bility of Dempster-Shafer is the better option.
E. EELEVABCY OF DEflPSTEfi-S HAFER TO SITOATION DEVELOPMENT
ANALYSIS
It should be obvious that the examples used in preceding
chapters are the same as the mission ODjectives of the
Situation .Development Analyst. Tne use of the
Dempster-Shafer theory in this specific part of the
IntelligencG node will speed the analytical process,
providing the commander fast and accurate intelligence
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support. This enhancement will reduce command and control
cycle time and gain the benefit of this reduction discussed
in ChapteL II.
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VI- SOHMAHT ASD CONC 10SIGNS
A. SUdHABI
This thesis has de m enstrated the use of the
Dempster-Shaf er theory of evidence in a decision aid to
reduce coiumand and control cycle time on the battlefield.
The reduced cycle time allows the battlefield commander to
interdict the enemy force earlier and gain a decisive
advanta ge.
The command and control cycle was modelled as a network
to investigate data flow and network processes. The
Interpretation node was determined to be the critical node
and also a candidate for enhancement through application of
the Dempster-Shafer theory. The De mpster-Shaf er approach
was presented as a plausible evidence coEibination technique
when uncertain, incomplete, .and incorrect evidence must be
comDined in a battlefield environment.
Three methods for reducing the computational complexity,
of the Dempster-Shafer theory, Barnett, Gordon and
Shortliffe, and multiple Frames of Discernjient, were demon-
strated. These methods all have restrictions involving
trade-offs between flexibility or scope and time efficiency.
Military examples that met these restrictions were presented
to demonstrate their possible use on the battlefield. A
decision aid based on the Dempster-Shafer theory was created
and discussed. The aid eased the computational burden of
Dempster-Shafer and allowed comparisons of computational
speed with the three reduction methods.
A specific application area fpr the Dempster-Shafer
theory. Situation Assessment in the All Source Analysis
System (ASAS) was described. The task of situation
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assessment provided a good example of a process in the
Interpretation node that can be enhanced by Dempster-Shafer.
B. CONCLDSIOMS
Dempster- Shafer was not presented as a "cure-all" for
evidence combination. Nor was it presented as a replacement
for more prcbabilisticly rigorous techniques such as,
Bayesian Inference. The use of Dempster-Shaf er in this
thesis showed a logical method of combining data on the
battlefield tc help the analyst determine enemy intentions.
The flexibility of Dempster- Shafer in handling cattlef ield-
guality evidence should not be lost in discussions over its
shortcomings. The intelligence analyst and battlefield
commander need to make the best use of all data available in
the most efficient and accurate manner possible.
Dempster-Shaf er is a viable technique to assist in this
process
.
The use of Dempster-Shaf er in the Knowledge Based System
proposed by Baltezore would allow the intelligence analyst
tc conduct automated analysis. The analyst would access the
data base of evidence and receive Belief values for his
hypotheses of enemy intentions. The use of the Barnett:,
Gordon and Shortliffe, or multiple frames of Discernment
methods, wtien applicable, would allow for the most rapid
computation of Belief,
Automated analysis in this manner would allow access to
mere data than the human processor could handle. Many
analysts could use the same system over a period of time to
analyze trends in the enemy activity. Furthermore, the
analyst now has a backup system to his manual method of
analysis. He can make the most use of the human-macnine
leverage discussed m Chapter II.
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C. AREAS FOE FDBTHEE ANALYSIS
This thesis has only begun to investigate tne use of
Dempster-Shaf er on the battlefield. The determination of
mass values based on receipt cf evidence has been left to
the analyst. The task, of determining these values for
Dempster-Shaf er, or any combination method, is formidable.
Chapter V discussed the problem of a rule base with explic-
itly assigned probabilities. Unfortunately there does not
exist a data base from which probabilities of enemy inten-
tions based on tactics can be extracted.
Samet, [Bef. 19 ]# has said that each sensor report has a
reliability and accuracy associated with it. These features
could weight the ilass values assigned by the expert or
analyst. The integration of these reliability and accuracy
values into the Dempster-Shaf er mass values has not been
discussed.
The Knowledge Based System hardware of a Decision
Support System, such as that proposed by Ealtezore, must be
designed to accept an evidence combination technique-
These are but a few of the areas that are left for
further exploration of Deaps ter-Shaf er on tne battlefield.
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APPENDIX A
THE DEaPSTEB-SHAFEE DECISION AID
This appendix contains the listing of the code created
for the decision aid and an explanation of the procedures.
In general, the aid is a continuous loop that prompts the
user for input from each knowledge source report received.
It reguests set identification and mass assigned to that
particular set. The aid then combines the new input with
the current mass values using Deapster-Shaf er . New Beliefs
are computed only if directed by the user and tnen displayed
to reveal the current status of knowledge about the Frame.
Ihe program is written in Turbo PASCAL for an IBil
compatible computer. A main user routine and fourteen
procedures, called throughout the routine, make up the
program. See figure A-1 for the program's Flow Diagram.
As stated, the program is composed of the following
procedures.
A. MAIN PROGEAfl
The main program, D3 (Dempster-Shaf er) , is an executive-
like program that reacts to the user's desires. It
initially sets up the PASCAL Record Structure that vill
contain those items of information necessary for use in tne
program by Dempster-Shafer computations. These items are:
1. Mass (Current Mass).
2. lempmass (Temporary storage for Combined Mass).
3. Newmass {User Mass input from Knowledge Source).
4. Belief (Current Belief).
5. ' ID (Set Describer) .




















Figure A. 1 Flow Diagram for the Decision Aid Program,
102
An array is then created to allow for the maximum number
of items in the Frame of Discernment which the computer can
store.
Next, the main program begins a calling sequence of the
procedures. Within one of these procedures, many other
procedures may be called to accomplish the task at hand.
After the aid is ready for user input, the main program asks
if the user desires to continue. If the answer is yes, then
the program cycles again. If no, then the user is allowed
to request a final display of the output (Belief,
Plausibility, and Mass) and the program terminates.
The first procedure called by the program is Copyrite.
B. PROCEDURE COPYBITE
Procedure Copyrite is just a "cover sheet" for the aid
identifying the theory used in the aid, and the creator.
The next call is to procedure Initialize.
C. PROCEDURE INITIALIZE
Procedure Initialize requests the number of items in the
user's Frame of Discernment. It then determines the letter
of the alphabet corresponding to the end of the size of the
Frame, i.e., 5 = E, 7 = G. The letters of the alphabet will
then be used as identifiers for each separate set. This use
of letters allows for set operations within PASCAL.
The number of sets that can be made from the Frame is
then computed, where size = 2 exp W, K = number of items in
the frame.
Procedure Set Op is called next.
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D. PROCEDURE SET OP
This procedure sets up the first two subsets of the
Frame of Discernmer.t, Those sets are the entire Fraire,
letters "A" through the end letter, and the null set, letter
"Z", used only for easy identification.
Procedure Levels is next.
£. PROCEDURE LEVELS
Procedure Levels is used to compute the number of combi-
nations of set size N split into subsets of size N through
1, In other words, K items N at a time, N items N-1 at a
time, through N items 1 at a time.
The results of tnis procedure are stored in an array and
are used to help reduce "do-loop" cycle time. In a loop
where it is necessary to check subsets of the current set,
as when Belief is computed, the size of the current set is
determined c y its Value (number of items in set). Then only
the sets with value less than this arechecked for subset
possibility. This action eliminates unnecessary checks of
parent sets that cannot be subsets of the current set.
The next call is to Procedure Generate.
F. PROCEDURE GENERATE
Procedure Generate is a complex recursive routine to
create all subsets of the Frame of Discernment including the
null set. When the Frame is large, it is the most tine
consuming procedure in the program- Figure A. 2 shows a plot
of some procedure execution times versus number qf items in
the Frame of Discernment.
Starting with the set of the entire Frame, Procedure
Generate creates new sets by removing one character at a
time from the current set. All subsets of the new set are
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Figure A. 2 Execution Times Versus Frame Size.
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The computation time is high since identical sets are
created in the recursive calls. Duplicate sets must be
checked for and eliminated. As the frame size grows, this
time factor is compounded, see Figure A. 2.
The next procedure called is Quicksort.
6. FROCEDUBE QOICKSOBT
Quicksort, like Generate, is a recursive routine that
sorts the sets according to the number of items in the set
ID. This resulting sorted array of records allows for a
more efficient check for subsets, A subset can only occur
at a lower level of Value (number of items in set ID) than
its superset. Therefore, loops computing Belief or
Plausibility need only check lower levels of sets and not
the entire tree of sets.
Quicksort is almost unaffected by the number of items in
the Frame of Discernment due to its efficiency, see Figure
A. 2.
If the user desires to continue with the program.
Procedure Enterinass is then called-
H. PROCEDURE ENTEEHASS
Entermass is the main user input procedure that assigns
new mass values to those sets identified by the current
knowledge source.
The first time called, Entermass allows the user to
request a display of all the various sets that can occur.
The user may then print this list for future reference.
The aid tnen prompts the user for the identity or the
set and the mass to be assigned to that set. Set identities
are checked to insure they are in the domain of the Frame of
Discernment. dass is checked for containment in the set
£0,11.
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Total mass entered during the current session is checked
to make sure it does not exceed 1.0. Set ID are also
checked to see if mass has already been assigned to the set
during this session. If so^ the user can change the mass
value, or leave it at the current value.
When the total mass entered equals 1.0, the new masses
are combined with the old mass value.
This combination is done using Procedure Combine.
I- PROCEDURE COHBIME
This procedure combines masses using Dempster's Rule of
Combination and then normalizes the new masses. Current
masses ( masses at the end of the previous session) are then
replaced with the new combined mass values.
Time of execution of the procedure is reduced by
limiting the combination to only those sets that have a mass
from tne previous session, and those sets that were assigned
masses during the current session. This efficient operation
keeps execution time to a minimum, see Figure A. 2.
The intersection-set of sets with masses are than iden-
tified and assigned the new masses. After ail orthogonal
sums (See Chapter III), are computed, new masses are assigned
bacK to tne Record for each set.
If there is mass assigned to the null set, by default
the Lass assigned to the other sets does not total 1.0, then
the masses are normalized.
The Normalizing Factor is displayed to the user. New
masses are calculated and assigned to the sets. The user is
then asked if computation of Beliefs is desired.
J. PROCEDURE BELIEF
The computation of Belief is a very time consuming
process since the mass for all subsets of each set must be
107
summed. The execution time for Procedure Belief is shown in
Figure A- 2.
Both Value (part of the Record) and Levels (created Ly a
procedure) are used to reduce the search time for subsets to
only those sets with the possibility of being a subset.
Only those sets at lower levels of the Record structure may
be subsets. After Belief values are computed, they are
assigned back to the Record for each set.
The Belief, Plausibility, and Mass for each set are then
displayed to the user.
K- PROCEDURE DISPLAY
Display is a procedure that writes all sets, from nigher
order to lower, to the screen with their respective Belief,
Plausibility, and ilass. However, only those sets uith
Belief values greater than zero are displayed. The screen
will display only 12 sets at a time to allow easy viewing
and, if desired, printing by the user.
After this step, the masses from the next knowledge
source are then entered and the process continues.
L. ADDITIOMAI PEOCEDUSES
There are several procedures used throughout the program
not mentioned above that are described here.
1. Procedure Display
2
Display2 is the procedure used in the first itera-
tion of Enter mass that, if requested ty tne user, displays
all the sets (only set IDs).
2. Procedure Checkanswer
Checkanswer is a procedure used to insure the answer
to Yes or No questions is in the correct form.
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3- procedure Maxinteqer
Maxinteger is used in the Combine Procedure to limit
the search for the set containing the result of the inter-
section of two masses. Since the sets are sorted, it is
cnly necessary to look in the lowest level (or highest value
in a high to low sorted array) of the two set IDs combined.
^- Procedure Factorial
This procedure is used in Procedure Levels ana
computes the factorial of a number. This result is used in
the computation of combinations for the values in the Levels
array.
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Listing of the PASCAL program used in the Decision Aid.
program ds;
const
tempsize = 512; I
type
j










branch = arrayCl .. tempsize] of node;
var




goodanswer, continue : boolean;
ch44, contanswer , beliefanswer : char;
levelend : array[1..20] of integer;
tempmasscntr : array[1..25] of integer;
oldmasscntr : arrayCl .. tempsize] of integer;

































{$i entermass .pas 1
begin {mam}










textcolor ( 14 )
;
writeln( ' Generating Subsets ' )
;
generate ( tree[2 ] , ch44 )
;
writeln;
writeln( ' Sorting Subsets ' ) ;
textcolor ( 15 )
one:= 1;
quicksort (one, size )
;
for ii:= 1 to size do {initialize set values}
begin
tree[ii].belief:= u.0;





wr iteln( ' ***************************************************
**********< ).
writeln (' Your Frame of Discernment has been expanded into
all Subsets
' )
writeln('and the Null Set');
writeln('As Each Item Of Evidence Is Received, You U'lll ne
Prompted ' )
;
writeln('For The Mass Distribution');
^J--L-(-^Q-|j^( ' ***************************************************
* ********** \ ,
writeln;







writeln( •====> Do You V^ish To Continue? Y or N')r
textcolor ( 12 )
;
writeln(' A No Answer Will Exit Program');
textcolor ( 15 )





goodanswer );[ checks to see
if in Y,y,N,n}
until goodanswer;
if contanswer = 'n' then
continue := false;
if continue then






writeln ('====> Do You ',Vish To Display Belief? Y or



















procedure setup; {creates initial 2 sets, null and
theta(entir frame)}
begin
treed J. id := C'z']; {null set}
N ');
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treed ] .val.ue:= i^*
tree[2].id := [ ' a ' . . enditem] ; {entire frame)
tree[2] . value: = numitems; {number of elements in set id}
cntr:= 2;
end; {setup}
procedure initialize; {user procedure to determine size of
frame}
var
1, j : integer;
ok : boolean;
begin
for j:= 1 to 5 do
writeln;
repeat {until ok}
writeln( ' ====> Enter Number of Items in Frame of
Discernment ' )
;
{51-} readln (numitems) {$!+};
ok:= (lOresult =0);
if not OK then
begin
textcolor ( 12 ) ;
writeln('*** Improper answer, retry');





enditem: = chr( numitems + ord('a')-l)r
writeln;
write ln( '***. Frame of Discernment nas ', numitems :3, ' items
and will be listed');
writeln;
writeln('as Giiaracter Set a through ', enditem );
size:= 2;
for i:= 1 zo numitems-1 do {computes 2**n}
size:= size * 2;
end; {initialize}
procedure copyrite; {cover display)
var
II : integer;,
dummy : char; •
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YOU ARE ABOUT TO USE A DECISION AID
);




textcolor ( 15 )
;

















textcol or ( 12 ) ;








textcolor ( 14 )
writeln;
writeln;
writeln( ' Written by CPT William H. Cleckner, US Army
as a prototype');
wr.itel.n( ' decision aid for combining intelligence and
determining an' )
;
writeln (' enemy commanders mam attack sector.');
for II := 1 to 5 do
\/riteln;
textcolor ( 15 )






procedure generate(var rl : node; var beginitem : char);
{conducts a recursive call to generate subsets}
var




for chl:= beginitem to enditem do {remove a character
at a time until nullset reached}
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begin
if chl in rl . id then
begin
tree[cntr + l].id:= rl . id - [chl];
if treeCcntr + l].id <> [] then
begin
cntr:= cntr + 1;
newset:= true;
for j : = 1 to cntr - 1 do {check for repeat
character sets}
begin




cntr:= cntr - 1;
end; {if}
end; { for}
if (newset) then {if set not created before,
generate its subsets}
begin
treeCcntr ]. value : = rl. value - 1;
chll:= succ(chl);










1, j, dividinglme : integer;
temporary : node;
begin
1 : = first;
j:= last;
diviainglme: = treeC(first + last) div 2J. value;
repeat
while treeCi] . value > dividingline do
i:= i+1;
while treeC j ]. value < dividingline do









until i > j;
if first < j then quicksort ( first, j);
if i < last then quicksort(i, last);
end; {quicksort)
procedure entermass ( var item : integer; var numitems
integer)
;




goodentry, goodanswer , ok : boolean;
displayanswer , ch3 , ch33 , changeanswer : char;
check, traass : real;
qq, nn, kk, j j , mm, i : integer;
tempset : set of char;
tempid : string[20];
begin
Item: = item + 1
;
clrscr;





write In (' — > ' , item :4);
writeln;




writeln ('====> Do you need a display or all the











PrtSc key for hard copy of
sets ' ) ;
writeln;











if (displayanswer = 'y') or (displayanswer =
'Y') then
begin
display2; {display if requested}
end; { if}
end; {if}
for nn:= 1 to size-1 do
begin
treeCnn] . tempmass : = 0.0;






while check < 0.9999999 do {end while is label 20}
begin
tmass : = 0.0;




writeln ('====> Enter Set ID : ');
{$!-} readln (tempid) {$!+};
ok:= (lOresult =0);




writeln('*** Improper answer, retry');






for iii=l to length (tempid) do {check for
set in frame}
begin
if (tempid[ii] m [ * a * . . enditem] ) and





textcolor ( 12 )
;
write In 7




textcolor ( 15 )
goto 10;
end; {if}
tempset:= tempset + [ terapid[ ii] ]
;
{create tempset of id}
end; { for}
{check for attempt to enter mass for set already accessed}
for qq:= 1 to size-1 do
begin
if (tempset = tree[qqj.id) and




textcolor ( 12 )
;
writeln(' You Have Already Entered A
Mass For Set ', tempid,' = ' , treeCqq] . tempmass :6:3);
writeln( ' Do You Wish To Change This
Input? Y or N
' ) ;
textcolor ( 15 )







if (changeanswer = 'y') or
(changeanswer = 'Y') then
Degm













writeln ('====> Enter t^jss for Set*);
{$!-} readln (tmass) {$1+};
ok:= (lOresult = 0);
if not OK then
begin
textcolor ( 12 )
;
writeln('*** Improper answer, retry');





for jj:= 1 to cntr-1 do (assign new masses to
begin
if tree[jj].id = tempset then
begin
tree[ j j ] . tempmass : = tmass;





count : = count + 1;
check := check + tmass;
textcolor ( 14 )
;
write ('Total Mass = ', check :8:5);
write (' (*** Reminder: Total Mass Must be = 1.0
to exit loop ***)');
textcolor ( 15 )
writeln;
20 : end; {whi le}




textcolor ( 12 )
;
writeln ('*** Warning, Mass Total = ', check :4:2,'
Is Greater Than 1.0 ***•).
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writeln;
writel.n (•*** You Must Input All Masses For This
Item Of Evidence ***');
textcolor ( 15 )
;
writeln;
for i:= 1 to count do
tree[tempmasscntr [ i] ] . tempmass : = 0.0;
end; {if}
until goodentry;
if item > 1 then
combine; {return newmasses in tree}
if Item = 1 then {do not combine}
begin
oldcount:= count;
for kk:= 1 to count do
begin
treeC tempmasscntr [kk] ] .mass:=
tree[ terapmasscntr[kk] ]. tempmass; {reassign newmasses to
tree}










, j j , i, li ,k , kk, j2 , high, terapcount : integer;
normalfactor , totalmass, tempmass : real;
intersection : set of char;
tempoldmassciitr : array [ 1 .. tempsize] of integer;
begin
textcolor ( 14 )
;
write In ( ' Combining Masses ' )
;




{ check for intersection and increment newmass by mass
product}
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for j:= 1 to oldcount do
begin
for i:= 1 to count do
begin
intersection: = tree[ol.dmasscntr [ j ] ] . id *
treeCtempmasscntrCi]] . id;
• if intersection <> [] then
begin
max integer ( tempraasscntrCi] , oldmasscntr [ j]., high) ;
for jj:= leve.lend[tree[high] . value+1 ]+l to
levelendC tree[high] . value] do
begin
if tree[jj].id = intersection then
begin
treeC j j ] • newmass : = tree[ j j ] . newmass +
tree[o.ldmasscntr[ j ] ] .mass * tree[ tempmasscntr[i] ] . tempmass ;
tempcount:= tempcount. + 1;
tempoldmasscntrC tempcount ] : = j j ;
for 11 := 1 to tempcount-1 do






end ; { for
]
oldcount := tempcount;
for kk : = 1 to oldcount do
oldraasscntr[kk] := tempo Idma s sent rCkk J
;
for j2:= 1 to size-1 do
treeC j2] .mass := 0.0;
for ii:= 1 to oldcount do {assign combined masses back to
tree}
begin
totalmass:= totalmass + tree[oldmasscntr [h]j . newmass
;
tree[oldmasscntr[h] ] .mass :=
treeLoldmasscntr [h] ] . nev/mass ;
end; { for}
{if mass assigned to nullset (by default that totalmass
assigned to }
{sets <> l.y) then normalize}
if totalmass < 1.0 then
begin
normal factor : = totalmass;
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text.col.or ( 14) ;
writeln( ' Normalizing Factor = ', normal factor :G:3);
textcolor ( 15 )
;
for k:= 1 to oldcount do
tree[oldmasscntr[k] ] .mass:
=




writeln( • Normalizing Factor = *,totalmass :6:3);
end; {combine}
procedure belief; {sums masses of all subsets and assigns to
parent}
var
1, i2 , n, n2 , notvalue : integer;
d : char;
notset ; set of char;
begin
textcolor ( 14 ) ;
writeln(' Computing Beliefs ');
textcolor ( 15 )
;
for n:= 1 to size-1 do
begin
tree[n] . belief : = tree[n] .mass
;
for n2:= (( levelend[tree[n] . value] )+l ) to size-1 do
{only checks its mass(n) and tnose sets with}
begin
if tree[n2].id <= tree[n].id then
tree[n] . belief : = tree[n] . belief + tree[n2] . mass;




for i:= 2 to size-1 do
begin
notset:= [ ' a ' . . enditemj - tree[i].id;
notvalue:= abs ( tree[ i] . value - numitems);
for 12 := ( leve lend[notvalue + 1] + 1) to
levelendCnotvalue j do
begin
if tree[i2].id = notset then
tree[i]
.







procedure display; {displays set ids, beliefs, masses}
var
jj : integer;




for jj:= 1 to size-1 do
if tree[ jj] . belief > 0.0 then
begin





textcolor ( 15 )
write ( ' Set ID: ' )
;
textcolor ( 14 )
for ch:= 'a' to enditem do
begin




textcolor ( 15 )
write ( ' Belief =
• ); textcolor (14 ); write ( tree[ j j ]. belief : 6 : 3 ) ;
textcolor ( 15 )
write (' Plausibility =
'); textcolor ( 14 ); write ( tree[ j j ] .plausible :6:3);
textcolor! 15 )
write ( * Mass =
• ) ; textcolor ( 14);write(tree[jj].mass :5:3);
textcolor (15 )
writeln;
if (jj mod 12) = J then [allows scrolling to stop
temporarily}
begin
textbackground ( 14 )
;
write ('Push Any PCey to Continue Display');
textbackground ( 1 )
write In;















for jj:= 1 to size-1 do
begin
write ( • Set ID: ' ) ;
for ch:= 'a' to enditem do
begin









procedure levels (var itm : integer);
var




levelendC itm + 1]:= 0;
numerator := factorial ( itm)
;
for i:= 1 to Itm do
tlevel[ij:=^ trunc ( numerator / ( factorial ( i-1 ) *
factorial ( itm-i+1 ) ));
for i:= 1 to Itm do
levelendC itm-i+1 ]: = tlevel[i] + levelendC itm-i+2 ]
;
end; { levelend}
procedure checkanswer ( var answer : char; var test :
boolean)
;
{checks to see if answer m set Y y N n returns raise if
not}
begin



















test : = fa Ise
;





procedure maxinteger ( var a : integer; var b : integer; var
largest : integer);









function factorial (n : integer) : real;
var





for i:= 1 to n do






THE METHODS OF BARNETT AHD GOBDON AUD SHORTLIFFE
This appendix contains the listing of the code created for the
methods of Barnett and Gordon and Shortiiffe described in Chapter
IV. Note that Step 2 of Gordon and Shortiiffe is not complete-
It was written to compute Belief computation times.
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be I : real;
belcomp : real;
end; {node}
branch = array[ 1 .. tempsize] of node;
var
position, Item, nuraitems, size, i, j, k : integer;




finished, done : boolean;
donans, f inans, n, y, enditem, dummy, ch : char;
begin
wrn:eln( ' enter number of iteras in frame');
readln ( numitems )
;
enditem: = chr( numitems + ord('a')-l);
size:= numitems;





















writeln( ' enter set id');
read In ( tempid )
;
for j:= 1 to size do
begin
if [tempid] = tree[j].id then
position:= j;
end; { for}






writeln ( 'p,c,r,d' ,p,c,r,d);
end; {with}
writeln (' finished? y or n');
read In ( fmans ) ;














ratio:= ratio + p/d;
bigd:= bigd * d;
bigc:= bigc * c;
end; {with}
end; { for}
ratio:= 1 + ratio;
normfac:= l/((bigd * ratio) -bigc)
;
writeln( ' ratio, norrafac, bigd, bigc,
'
, ratio, normf ac, bigd, bigc )
;




for j:=l to size do
if j <> i then
begin
cprod:= cprod * tree[j].c;




bel:= normfac* ( (p*dprod ) + (r*cprod));









for j:= 1 to s -ze do
begin





textco l.or ( 15 ) ;




for ch:= 'a* to enditem do
begin





textcolor ( 15 )
write ( ' Belief =
.' ) ; textcolor ( 14 ); write ( tree[ j] . bel : 6 : 3 ) ;
textcolor ( 15 )
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write (' Plausibility = ' ) ; textcolor ( 14 ) rwrite ( 1-
tree[ j] . belcomp :6:3);
writeln;





write ('Push Any Key to Continue Display*);
textbackground( 1 ) ;
writeln;




writeln( ' done-end program, y or n? ' )
;
readln ( donans ) ;


















be I : real;
end; { node
}
branch = arrayCl .. tempsize] of node;
var
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" tempset ; set of char;
position, Item, numitems, size, i, j, k i integer?
dprod, cprod, normfac, s, sprime, ratio, bigc, bigd
real;
tree : branch;
setid, tempid : string[20];
finished, done : boolean;
donans, f inans, n,y, enditem, dummy, ch : char;
begin
writeln (' enter number of items in theta
' )
;
readln ( numitems )
;
enditem:= chr(numitems + ord('a')-l);
writeln (' enter number of sets to include theta');
readln ( size)
;













tree[lj.id:= [' ci '.. enditem] ;
for i:= 2 to size do
begin
tempset :=[];
writeln( ' enter set id for set number ',i);
readln ( setid)
;
for j:= 1 to length ( setid ) do












writeln (' enter set id
' )
;
read In ( tempid)
;
tempset : =[ ]
;
for j:= 1 to length (tempid) do
tempset := tempset + [tempid[j]];
for j:= 2 to size do
begin




writeln {' enter mass that supports: ', tempid);
read In ( tree [posit ion] .ptemp)
;
writeln (' enter mass that supports compliment of: ', tempid);
readln( tree [posit ion] . ctemp)
writeln;






writeln (' finished? y or n');
readln ( fmans ) ; •




writeln ( ' Step Two ' ) ;
for i:=i to size do
begin
tree[lj.p:= tree[l].p * tree[i].rp;
writeln ( 'p,rp ' ,tree[l].p,tree[i].rp);
end; { for
]
for i:= 2 to size do
begin
for j:= 2 to size do
begin
132
if(j <> i) or not { tree[i] . id<=tree[ j] . id) then




for i:= 1 to size do
norinfac:= normfac + tree[i].p;
writeln ( ' normfac * , normfac )
;
normfac := l/normfac;
for i:= 1 to size do
tree[i].p:= treeCiJ.p * normfac;
write In ( 'Step 3 * )
;
for i:= 2 to size do
begin
for j:= 2 to size do
begin
if tree[j].id = [ ' a ' . . enditem] - tree[i].id then
tree[j].p:= tree[j].p * treeCi].c;
if treeCj].id <= tree[i].id then




normfac : =0 . J;
for i:= 1 to size do
begin
normfac := normfac + treeCiJ.p;
end; { for}
for j:= 1 to size do
begin




for i:= 1 to size do
begin
tree 1. 1] . be 1. : =0 . ;
for j:= 1 to size do
begin
if tree[j].id <= tree[i].id tnen






for j:= 1 to size do
begin






write { • Set ID: * )
;
textcolor ( 14)
for ch:= 'a' to enditem do
begin
if ch in tree[j].id then
write(ch);
end; { for}
textcolor ( 15 )
write ( ' Belief =
' ) ; textcolor ( 14 ) ; write { creeC j ] . bel : 6 : 3 ) ;
textcolor ( 15 )
write (' Mass = '); textcolor ( 14 ) ;write{tree[ j]
.
p
: 6 : 3 ) ;
writeln;
if (j mod 12) = kJ then {allows scrolling to stop
temporarily}
begin
textbackground ( 14 )
;
write('Pusn Any Key to Continue Display');
textbackground ( 1 )
writeln;





writeln (' done-end program, y or n? ' )
;
readln ( donans )
;
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