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Abstract
The smoothness of a morphism between noetherian schemes can be recognized in terms of the
induced mappings between tangent and obstruction spaces. This observation can be eectively
applied in the study of schemes parametrizing certain objects of interest in deformation theory.
Strong versions of the classical results on rigidity and stability of subalgebras in nite dimensional
Lie algebras are derived as an application. Some special cohomological conditions ensuring
rigidity or stability are obtained in case of a eld of positive characteristic. c© 1999 Elsevier
Science B.V. All rights reserved.
MSC: 14D15; 17B55; 14B10
0. Introduction
Let k be an algebraically closed eld, L a nite dimensional Lie algebra over k and
M its subalgebra. One can ask several questions concerning the behavior of M with
respect to deformations. If every small deformation of M within L is isomorphic to M
and the isomorphism can be taken close to the inclusion mapping of M into L then M
will be called rigid in L. If, moreover, the isomorphism can always be obtained as a
conjugation by an element of an algebraic automorphism group GAut L close to the
identity element then M is said to be rigid with respect to G. Suppose now that we
vary the multiplication in the ambient Lie algebra L. If every small deformation of L
contains a subalgebra obtained as a small deformation of M then M is called weakly
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stable in L. If, moreover, one can always nd a subalgebra isomorphic to M and an
isomorphism a small deformation of the inclusion mapping then M is stable in L.
To make the denitions precise one introduces certain algebraic varieties parametriz-
ing Lie algebras and their subalgebras. Consider, for example, the algebraic variety Z
whose points are the Lie algebra structures L on a given vector space and the algebraic
variety X whose points are the pairs (L;M) consisting of a Lie algebra structure on
a given vector space and its subalgebra M of a xed dimension. One can express the
weak stability of M in L in terms of geometric properties of the canonical projec-
tion f :X !Z near the point (L;M)2X . There are certain cohomological conditions
that ensure any one kind of rigidity or stability [14,16,17]. Suppose, for example, that
H 2(M; L=M)=0. An easy computation shows then that the dierential of f at the point
(L;M) gives a surjective mapping of the tangent spaces. Did one know that (L;M)
is a simple point of X , one would at once derive the desired property of f applying
a well known fact from algebraic geometry. The main obstacle one encounters is that
the parameter spaces may be full of singularities. Richardson circumvents the diculty
in a rather involved construction of intermediary nonsingular subvarieties.
It turns out, however, that the simple argument sketched above can be salvaged.
To do this one has to abandon the safe ground of algebraic varieties and work in the
category of schemes instead. Second, one needs to consider not only tangent spaces but
also another kind of innitesimal objects which I call obstruction spaces. A morphism
f :X ! Y between two schemes of nite type over k is smooth at a rational point x2X
if and only if the induced mapping of tangent spaces Tx X !Tf(x) Y is surjective, while
the induced mapping of obstruction spaces Obs x X !Obsf(x) Y is injective (Theorem
1.3). The vanishing of Lie algebra cohomology groups translates readily to give the
fulllment of the above criterion of smoothness for the canonical morphisms between
parameter spaces. We recover thus the classical results on rigidity and stability and
actually in much stronger form (Theorems 2.2 and 5.2). This gives us an insight into
the structure of continuous families of Lie algebras near the given Lie algebra L in the
family. For instance, under assumption H 2(M; L=M) = 0, one can, making a suitable
smooth change of the parameter base, always come to a family in which subalgebras
vary simultaneously with the ambient Lie algebras (Corollary 2.3). Now, if one knows
all families with this property, their local determination in general is a question of
faithfully at descent.
The above idea can probably be especially fruitful for the Lie algebras of Cartan
type over a eld of positive characteristic p. Indeed, any L from this class contains
a distinguished maximal subalgebra, and one can hope that the behavior of the latter
with respect to deformations gives a clue to the determination of all continuous families
passing through L. In a subsequent paper I intend to implement this program for the
case of Lie algebras of Witt type. Here, however, we nd ourselves in the situation
where the required cohomology group is nonzero. In order to cope with it, we prove
the weak stability of a subalgebra M under assumption that certain canonical linear
mapping P(L)! Z1(M; L=M) and p-semilinear mapping P(L)! H 2(M; L=M) are both
surjective where P(L) is the universal p-envelope of L (Theorem 6.2). This is not a
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generalization of the classical criterion because, although we allow now nontrivial H 2,
an additional assumption on H 1 is imposed. I do not know whether the latter can be
removed at all or whether H 2 can be allowed to be somewhat bigger similarly to the
generalized rigidity criterion proved in [19]. We need the stated assumptions in order
to construct a good quotient X !X 0 (Proposition 7.2). The projection X !Z factors
as X !X 0!Z where the rst morphism is at while the second one, smooth. The
smoothness in the nal conclusion is therefore replaced with atness.
Let us make a few remarks concerning the terminology. In treating schemes we
use freely the language of k-functors developed in [4]. The ground eld k needs no
longer be assumed algebraically closed. Given a k-functor X , a commutative k-algebra
K and a point x2X (K), let (x) or just xK0 denote the image of x in X (K 0) whenever
 :K ! K 0 is a homomorphism of commutative k-algebras and f(x) denote the image
of x in Y (K) whenever f :X ! Y is a morphism of k-functors. For a commutative
k-algebra A let Sp A designate the corresponding ane k-scheme.
A vector bundle can be understood as a morphism of k-functors  :E ! X such that
for every commutative k-algebra K and a point x2X (K) the ber E(x)=−1(x)E(K)
is endowed with a structure of a K-module, which is nitely generated and projec-
tive, and for every homomorphism of commutative k-algebras  :K ! K 0 the induced
mapping E(x) ! E((x)) is K-linear and extends to an isomorphism of K 0-modules
E(x)⊗K K 0 ! E((x)). Any such a  is ane [4, Chapter I, x2, 3:3]. Indeed, given a
morphism SpK ! X corresponding to a point x2X (K), one has for each commuta-
tive K-algebra K 0
(SpK X E)(K 0) = E(xK0) = E(x)⊗KK 0 = HomK (E(x); K 0);
where E(x) =HomK (E(x); K). Hence SpK X E is an ane scheme represented by
the symmetric algebra of the K-module E(x). By [4, Chapter I, x2, 3:3] E is a scheme
whenever X is a scheme.
1. Obstruction spaces associated with a scheme
For a commutative ring K , a commutative K-algebra A and an A-module M de-
note by DerK (A;M) and ExK (A;M) respectively the A-modules of K-linear derivations
A!M and equivalence classes of extensions 0 ! M ! E ! A ! 0 in the category
of commutative K-algebras with M mapped onto an ideal of square zero in the exten-
sion algebra E. We record some basic properties of Ex:
Proposition 1.1. (1) ExK (A;M) is a functor covariant and additive in M and con-
travariant in K and A.
(2) ExK (A;M) = HomA(I=I 2; M) if A= K=I is the factor algebra of K by an ideal I.
(3) Suppose that A and B are two commutative K-algebras and M an A ⊗K B-
module. Then ExB(A ⊗K B;M) = ExK (A;M); ExA(A ⊗K B;M) = ExK (B;M) and
ExK (A⊗K B;M) = ExK (A;M) ExK (B;M) provided that TorK1 (A; B) = 0.
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(4) ExK (S
−1A;M) = ExK (A;M) if S is a multiplicatively closed subset in A and
M an S−1A-module.
(5) ExK (A^; M) = ExK (A;M) if A is noetherian; A^ its completion with respect to
the I-adic topology; where I is an ideal of A; and M a nitely generated A-module
annihilated by some power of I.
(6) Given a homomorphism of commutative K-algebras A ! B and a B-module M;
there is an exact sequence of B-modules
0! DerA(B;M)! DerK (B;M)!DerK (A;M)
! ExA(B;M)! ExK (B;M)! ExK (A;M):
Proof. All details concerning (1) are given in [8, Chapter 0, Section 18]. A reference
for (2) is [8, Chapter 0, Eq. (18:3:8)]. Properties (3){(5) have a natural generalization in
the Andre{Quillen cohomology theory of commutative algebras [1]. Below we describe
the isomorphisms directly in terms of extensions.
(3) By functoriality there are mappings
ExB(A⊗K B;M) ExA(A⊗K B;M)
(iA;iB)−−−−−! ExK (A⊗K B;M)
(qA;qB)−−−−−! ExK (A;M) ExK (B;M):
Suppose that  is the equivalence class of an innitesimal extension of K-algebras
0 ! M ! E0 ! A ⊗K B ! 0. Then qA() = 0 if and only if the canonical K-algebra
homomorphism A ! A ⊗K B can be lifted to a K-algebra homomorphism A ! E0,
which means that the given innitesimal extension can be made into an extension of
A-algebras. In other words, ker qA=im iB. By symmetry ker qB=im iA. If both qA()=0
and qB() = 0 then there is a homomorphism A ⊗K B ! E0 which splits the given
extension, i.e. =0. Hence (qA; qB) is injective. The same reasoning shows that qA  iA
and qB iB are injective. On the other hand, if one starts from an innitesimal extension
of A by M , then tensoring with B and pushing out along the mapping  : M ⊗K B ! B
given by the B-module structure on M produces a commutative diagram
Note that the middle row is in a natural way an innitesimal extension of B-algebras.
Since  is a B-module homomorphism, so is the bottom row as well. That gives a
mapping ExK (A;M)! ExB(A⊗K B;M) inverse to qA  iA. By symmetry qB  iB is an
isomorphism, and one deduces that (qA; qB) is an isomorphism as well.
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(4) There is a mapping ExK (S−1A;M) ! ExK (A;M) induced by the canonical
homomorphism A ! S−1A. Conversely, given an innitesimal extension of K-algebras
0!M !E!A! 0, denote by T the preimage of S in E. Passing to the localizations
with respect to T , we get an innitesimal extension of K-algebras 0!M ! T−1E!
S−1A! 0 since T−1M = S−1M = M . Hence the inverse mapping ExK (A;M) !
ExK (S−1A;M).
(5) There is a mapping ExK (A^; M) ! ExK (A;M) induced by the canonical homo-
morphism A ! A^. Conversely, given an innitesimal extension of K-algebras 0 !
M ! E ! A ! 0, denote by J the preimage of I in E. Along with A the ring E is
noetherian. Hence the forming of J -adic completions is an exact functor on the cat-
egory of nitely generated E-modules [3]. The J -adic topology on M is the same as
the I -adic topology and M^ = M by the hypotheses on M , so that M has an A^-module
structure, in particular. Completing, we get an innitesimal extension of K-algebras
0! M ! E^ ! A^ ! 0, whence the inverse mapping ExK (A;M)! ExK (A^; M).
(6) The exact sequence is that of [8, Chapter 0, (20:2:3)]. Recall just the denition of
the connecting map DerK (A;M)! ExA(B;M). Let D2DerK (A;M). Denote by MoB
the semidirect product of the ring B and its module M . Make it into an A-algebra by
means of the ring homomorphism A ! MoB that sends a2A to (D(a); aB), where aB
is the image of a in B. Then M o B is in a natural way an innitesimal extension of
B by M in the category of A-algebras. Its equivalence class is put into correspondence
to D.
Let now x2X (k) be a rational point of a k-scheme X , so that the residue eld k(x)
of the local ring OX; x is isomorphic with k. Recall that the tangent space to X at x
can be dened as Tx X =Derk(OX; x; k). We introduce now the obstruction space to X
at x as follows:
Obsx X = Exk(OX; x; k):
The terminology comes from [19] where obstruction spaces to group schemes were
considered. Likewise, the elements of the obstruction spaces to schemes parametrizing
some objects of interest in deformation theory can be interpreted as certain obstructions,
which will be clear further.
Remark. When X is noetherian, Obsx X can be determined by means of the completed
local ring O^X; x. Present O^X; x as a factor algebra A=r of a formal power series algebra
A = k[[t1; : : : ; tn]]. We may assume that the images of t1; : : : ; tn form a basis for the
maximal ideal m^x of O^X; x modulo m^
2
x . Note that every innitesimal extension of A by
k splits, i.e. Exk(A; k) = 0. Now there is an exact sequence
Derk(A; k)! ExA(O^X; x; k)! Exk(O^X; x; k)! Exk(A; k):
Note that Derk(A; k) = Homk(m=m2; k) and ExA(O^X; x; k) = HomA(r =r 2; k) =
Homk(r =mr ; k), where m is the maximal ideal of A. Thus Obsx X is the cokernel
of the mapping Homk(m=m2; k) ! Homk(r =mr ; k). Since r m2, the mapping is
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zero, whence Obsx X = Homk(r =mr ; k). As A is noetherian, it follows that Obsx X is
nite dimensional over k.
If f :X ! Y is a morphism of k-schemes and y=f(x)2Y (k), then the induced ho-
momorphism OY; y ! OX; x determines by functoriality a linear mapping f : Obs x X !
Obsy Y .
If X and Y are two k-schemes and x2X (k); y2Y (k) their rational points then (x; y)
is a rational point of the product scheme X  Y whose local ring is a localization of
OX; x ⊗ OY; y. It follows
Obs(x;y) X  Y = Exk(OX; x ⊗ OY; y; k) = Obsx X  Obsy Y:
We shall give a denition of certain obstruction classes. Suppose that R is a local
commutative k-algebra with residue eld k. We say that an R-valued point u2X (R)
lies above a rational point x2X (k) if x is the image of u with respect to the mapping
X (R) ! X (k) induced by the projection R ! k onto the residue eld. One knows
that the R-valued points of X lying above the given x are in a natural one-to-one
correspondence with the local homomorphisms of k-algebras OX; x ! R. Let Q be a
nite dimensional vector space over k which we regard as an R-module by means
of the homomorphism R ! k. Given u2X (R) above x, the corresponding homomor-
phism u :OX; x ! R determines by functoriality a linear mapping u : Exk(R;Q) !
Exk(OX; x; Q). Since the functor Ex is additive in the last argument, there is an isomor-
phism Exk(OX; x; Q) = Obsx X ⊗ Q, natural in Q. Put
obsX (; u) = u2Obsx X ⊗ Q for 2Exk(R;Q):
Proposition 1.2. Let R; R0 be two local commutative k-algebras with residue eld k;
let Q;Q0 be nite dimensional vector spaces over k; and let ; 0 denote the equiv-
alence classes of innitesimal extensions of k-algebras 0 ! Q ! E ! R ! 0 and
0! Q0 ! E0 ! R0 ! 0 respectively. Assume u2X (R). Then:
(1) obsX (; u)=0 if and only if u is contained in the image of the mapping X (E)!
X (R) induced by the homomorphism E ! R;
(2) given a morphism between the two innitesimal extensions
 : 0 −−−−−! Q −−−−−! E −−−−−! R −−−−−! 0

???y
???y
???y 
0: 0 −−−−−! Q0 −−−−−! E0 −−−−−! R0 −−−−−! 0;
one has obsX (0; (u)) = (id ⊗ )(obsX (; u)) in Obsx X ⊗ Q0;
(3) obsY (; f(u)) = (f ⊗ id)(obsX (; u)) in Obsf(x) Y ⊗ Q for every morphism of
k-schemes f :X ! Y .
Proof. (1) The class obsX (; u) is zero if and only if u :OX; x ! R can be lifted to
a homomorphism OX; x ! E. The latter determines a point in X (E) which is mapped
onto u.
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(2) Factoring through an intermediate innitesimal extension of R by Q0, one reduces
the verication to the two separate cases when  = id or  = id. In the rst one the
assertion says just that the mapping u : Exk(R;Q) ! Obsx X ⊗ Q is natural in Q. If
= id then = 0 where  : Exk(R0; Q)! Exk(R;Q) is induced by . The assertion
is immediate from the denitions since (u) :OX; x ! R0 is the composite   u.
(3) This follows from the fact that the homomorphism OY; y ! R corresponding
to f(u)2Y (R) is the composite u  ’ where ’ :OY; y ! OX; x is the homomorphism
induced by f.
Theorem 1.3. Let X; Y be noetherian schemes over k and f :X ! Y a morphism of
nite type. Assume x2X (k) and y=f(x)2Y (k). In order that f be smooth at x; it
is necessary and sucient that the induced mapping Tx X !Ty Y be surjective and
the mapping Obsx X !Obsy Y be injective.
The proof borrows arguments from what is known to be the Jacobian criterion of
smoothness [8, Chapter 0, (22:6:1)]. However, I was unable to trace the given statement
in the literature. When x is a smooth point of X , one has Obsx X = 0, so that the
smoothness is equivalent to the surjectivity of the mapping of tangent spaces, which
is well known.
Proof of Theorem 1.3. Put A = OY; y and B = OX; x. Since f is of nite presentation,
the smoothness of f at x is equivalent to the A-algebra B being formally smooth with
respect to the discrete topologies on A, B [8, Chapter IV, (17:5:1)]. The latter means
that ExA(B;M) = 0 for every B-module M [8, Chapter 0, (19:4:4)]. Now B is a factor
algebra of a localization C of a polynomial algebra A[t1; : : : ; tn] in a nite number of
indeterminates. The polynomial algebra, hence also C, are formally smooth A-algebras
[8, Chapter 0, (19:3:3) and (19:3:5)]. Thus ExA(C;M) = 0 for every M . The exact
sequence
DerA(C;M)! ExC(B;M)! ExA(B;M)! ExA(C;M)
associated with the canonical projection C ! B shows that ExA(B;M) = 0 for a given
B-module M if and only if the mapping DerA(C;M) ! ExC(B;M) is surjective. Let
B = C=I where I is an ideal of C. Denote by 
C=A the module of relative Kahler dier-
entials, by d :C ! 
C=A the universal A-linear derivation. The canonical homomorphism
of B-modules  : I=I 2 ! 
C=A ⊗C B is dened by the rule (g+ I 2) = dg⊗ 1 for g2 I
[8, Chapter 0, (20:5:11:2)]. For every B-module M there is a commutative diagram
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Thus ExA(B;M)=0 if and only if Hom(;M) is surjective. The A-algebra B is formally
smooth if and only if Hom(;M) is surjective for all B-modules M , which is equivalent
to  being a split monomorphism of B-modules. As I=I2 is a nitely generated and

C ⊗C B a free B-modules, the last condition is equivalent to  becoming injective
after reduction modulo the maximal ideal of B [8, Chapter 0, (19.1.10)], hence also to
Hom(; k) being surjective. That amounts to ExA(B; k)=0. Finally, the exact sequence
Derk(B; k)! Derk(A; k)! ExA(B; k)! Exk(B; k)! Exk(A; k)
shows that ExA(B; k) = 0 if and only if Derk(B; k) ! Derk(A; k) is surjective and
Exk(B; k) ! Exk(A; k) is injective, but these are exactly the linear mappings in the
statement of the theorem.
Theorem 1.4. Let f :X ! Y be a morphism of noetherian schemes over k. Suppose
that f is at at x2X (k). Let Xy denote the ber of f above the point y=f(x)2Y (k).
Then there is an exact sequence of vector spaces
0! Tx Xy ! Tx X ! TyY ! Obsx Xy ! Obsx X ! Obsy Y ! 0 :
Proof. Put A = OY; y and B = OX; x. Then OXy;x = B=mAB where mA is the maximal
ideal of A. We have to construct an exact sequence
0! Derk(B=mAB; k)!Derk(B; k)! Derk(A; k)
! Exk(B=mAB; k)! Exk(B; k)! Exk(A; k)! 0: ()
Note that Derk(B=mAB; k) = DerA(B; k) since every A-linear derivation B ! k van-
ishes on mAB. As B is at over A, we have Tor A1 (B; k) = 0, whence an isomorphism
Exk(B=mAB; k) = ExA(B; k) by Proposition 1.1(3). We take the exact sequence of
Proposition 1.1(6) with K = k to be our (). The surjectivity of the nal mapping is,
however, far less obvious than the exactness at other terms. Fortunately, we can refer
to results where similar exact sequences appeared in a bit dierent guise.
Recall that for a local noetherian ring A with residue eld  the graded vector
space
L
i0 Tor
A
i (; ) has a structure of a graded divided power Hopf algebra over
. Denote by Vi(A) the factor of Tor Ai (; ) by its subspace spanned by the products
and divided powers of elements of lower degree in Tor A (; ). If A ! B is a at
local homomorphism of local noetherian rings then there is a long exact sequence
involving vector spaces Vi(A); Vi(B); Vi(B=mAB) [9]. Avramov [2, (1.1)] showed that
the sequence has zero connecting homomorphisms Vi(B=mAB) ! Vi−1(A) for all odd
i, hence it splits into 6-term exact sequences. When A and B have the same residue
eld these are
0! Vi+1(A)! Vi+1(B)! Vi+1(B=mAB)! Vi(A)! Vi(B)! Vi(B=mAB)! 0
with i odd. In the Andre-Quillen theory there are isomorphisms
V1(A) = Tor A1 (; ) = mA=m2A = H1(A; ; );
V2(A) = Tor A2 (; )=(Tor
A
1 (; )  Tor A1 (; )) = H2(A; ; )
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[1, Chapter VI, Proposition 1, Chapter XV, Theorem 8], where H1, H2 stand for the
homology groups of commutative algebras. Since  is a eld the cohomology groups
Hi(A; ; ) are dual to Hi(A; ; ) [1, Chapter III, Lemma 21]. If A is an algebra over 
then one has Hi(; A; ) = Hi+1(A; ; ) in view of the Jacobi{Zariski exact sequence
[1, Chapter V, Theorem 1]. Hence
Der(A; ) = H 0(; A; ) = H 1(A; ; ) = Hom(V1(A); );
Ex(A; ) = H 1(; A; ) = H 2(A; ; ) = Hom(V2(A); )
by [1, Chapter VI, Proposition 3, Chapter XVI, Proposition 12]. When A and B are both
algebras over k with the residue eld  = k, we come to () with the nal mapping
surjective applying Hom(; ) to the Gulliksen{Avramov exact sequence with i = 1.
Remark. The exact sequence of Theorem 1.4 was constructed in [19] for the canonical
projection G ! G=H from a group scheme to its homogeneous space. In the present
paper we will need a dierent case when the local ring B=mAB is still a truncated
polynomial algebra over k. As this ring is a complete intersection, H 3(B=mAB; k; k)=0
by [1]. The vanishing of the cohomology group allows a simplication in the proof of
exactness. One should just note that H 2(A; B; k) = H 2(k; B=mAB; k) = H 3(B=mAB; k; k)=
0 since B is a at A-algebra and apply the Jacobi{Zariski exact sequence to the triple
k ! A ! B (see [1]).
Let =k[], 2=0, be the algebra of dual numbers. The tangent space to a scheme X
over k at its rational point x can be identied with the preimage of x under the mapping
X () ! X (k) induced by the homomorphism  ! k. We will need a description of
the mapping TyY ! Obsx Xy in Theorem 1.4 in terms of points of k-functors.
Lemma 1.5. Under the hypotheses of Theorem 1:4; let t 2TyY Y (). Then there
exists a local commutative k-algebra R with residue eld k; an innitesimal extension
of commutative k-algebras 0 ! k !E !R ! 0 whose equivalence class we denote
by  and a point u2X (E) lying above x such that f(u) = tE in Y (E) where tE
is the image of t under the mapping Y () ! Y (E) induced by the homomorphism
 ! E sending  to (1). The image uR of u in X (R) belongs to Xy(R) and the class
−obsXy(; uR) is exactly the image of t in Obsx Xy.
Proof. Keeping the same notations A, B, let ’ :A ! B be the homomorphism induced
by f. As a -valued point, t corresponds to a homomorphism t :A ! . The latter
can be written as y +  where y :A ! k is the projection onto the residue eld
and  :A ! k a derivation. Thus  and t are just two dierent realizations of the
same tangent vector. To determine the image of t in Obsx Xy we have to evaluate the
composite
Derk(A; k)! ExA(B; k) = Exk(B=mAB; k) = Obsx Xy
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at . On the rst step we obtain an innitesimal extension of commutative A-algebras
0 ! k ! C ! B ! 0 with C = k o B the semidirect product and the A-algebra
structure on C given by means of the ring homomorphism (; ’) :A ! C. Next we
apply the functor
N
A k to get an innitesimal extension of commutative k-algebras
0! k 
0
!C=mAC 
0
!B=mAB ! 0.
Let us now look at the condition f(u) = tE that we want to fulll. The point u
must correspond to a homomorphism of k-algebras  :B ! E, and the condition means
precisely that the composite   ’ :A ! B ! E is just t if we identify  with
a subalgebra of E. In other words, ’(g)=t(g)=(g) must hold for all g2mA. Let
us extend  to a homomorphism of k-algebras  :C ! E setting (a; h)=−(a)+(h)
for a2 k, h2B. Then the condition says that ((g); ’(g)) = 0 for all g2mA, that is,
 must vanish on mAC and so be factored as a composite C ! C=mAC ! E. This can
be restated once again by requiring the existence of a commutative diagram
The bottom row can always be found since we can take  = 0 and =−0. For any
choice of the bottom row the point uR corresponds to the composite    :B ! E !
R. As the latter factors through B=mAB, in fact uR 2Xy(R). The class −obsXy(; uR)
is represented by the upper row in the diagram, that is, it is the image of t in
Obsx Xy.
2. Parameter spaces
Important tools in studying families of Lie algebras and their subalgebras are certain
schemes that, roughly speaking, parametrize these objects. They are introduced naturally
by specifying the sets of their K-valued points for each commutative k-algebra K .
Let V be a xed nite dimensional vector space over the ground eld k. Denote by
Z(K) the set of all Lie K-algebras whose underlying K-module is VK=V⊗K . Thus the
points in Z(K) are in a one-to-one correspondence with the K-bilinear multiplications
on VK satisfying the anticommutativity and Jacobi identities. To each homomorphism
of commutative k-algebras K ! K 0 there corresponds a mapping Z(K) ! Z(K 0)
obtained by extension of scalars. Thus Z is a k-functor which one knows to be an
ane scheme of nite type over k. More specically, by xing a basis for V , one can
understand Z as the scheme of Lie algebra structure constants considered in [15].
Fix also a positive integer n. The Grassmann scheme Gr n V [4, Chapter I, x1,
3.4, 3.13] has as the set of its K-valued points the set of all rank n direct sum-
mands of the K-module VK . Denote by X (K) the set of all pairs (L;M) such that
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L2Z(K), M2 (Gr n V )(K) and, moreover, M is a subalgebra of L. Then X is
a closed subscheme of the product scheme ZGr n V . To see this we shall construct
a certain vector bundle over Gr n V . Dene E (K) to be the set of all pairs (M; ’)
with M2 (Gr n V )(K) and ’ :M ⊗K M ! VK=M a K-linear mapping. Let  :E !
Gr n V be the projection. Then −1(M) = HomK (M ⊗K M; VK=M) is a projective
K-module of nite rank for each K and M2 (Gr n V )(K), so that the axioms of a
vector bundle are fullled. There are two morphisms s0; s :ZGr n V ! E that assign
to (L;M)2Z(K) (Gr n V )(K) the pairs (M; 0) and (M; ’) respectively where ’ is
the composite M⊗K M!L⊗K L!L!L=M of the canonical embedding, the
multiplication inL and the canonical projection. In order thatM be a subalgebra ofL,
it is necessary and sucient that the ’ thus dened be zero, i.e. s0(L;M)= s(L;M).
Thus X is the kernel of the pair of morphisms (s0; s). Since Gr n V is a separated
scheme, so is E by [4, Chapter I, x2, 5.5]. Then X is closed in Z  Gr n V by [4,
Chapter I, x2, 5.5]. In particular, X is a scheme of nite type over k.
Let also M be a vector space of dimension n over k on which a structure of a Lie
algebra is xed. With the vector space Hom(M;V ) one associates an ane scheme
Hom(M;V )a setting
Hom(M;V )a(K) = Hom(M;V )⊗ K = HomK (M ⊗ K; V ⊗ K):
Denote by Y(K) the set of all pairs (L; ) where L2Z(K) and  :M ⊗ K ! L
a mapping which is simultaneously a split K-module monomorphism and a homo-
morphism of Lie K-algebras. Then Y is a subfunctor of Z  Hom(M;V )a which we
claim to be a subscheme. Note rst that the subfunctor Mono(M;V )Hom(M;V )a
whose K-valued points are the split K-module monomorphisms M ⊗ K ! V ⊗ K
is an open subscheme. Indeed, given an arbitrary K-linear mapping  :M ⊗ K !
V ⊗ K , consider its matrix A in some bases of the free K-modules M ⊗ K , V ⊗ K
and the ideal I of K generated by the determinants of all n  n submatrices. De-
note by M, V  the dual vector spaces. The transpose of A is the matrix of the
K-linear mapping  :V  ⊗ K ! M ⊗ K derived from  by applying the functor
HomK (  ; K). In order that  be a split monomorphism, it is necessary and sucient
that  be a K-module epimorphism, which is equivalent to the equality I = K . For a
homomorphism of commutative k-algebras  :K ! K 0 the extension K0 :M ⊗ K 0 !
V ⊗ K 0 is therefore a split K 0-module monomorphism if and only if (I)K 0 = K 0.
But this is exactly the openness condition [4, Chapter I, x1, 3.6]. Now we have
a morphism f :ZMono(M;V )! Hom(M ⊗M; V )a dened by
f(L; )(v⊗ w) = ((v); (w))− (0(v; w))
for L2Z(K), 2Mono(M;V )(K) and v; w2M ⊗K where  and 0 are the multipli-
cations in L and M ⊗K respectively. In order that  be a Lie algebra homomorphism,
it is necessary and sucient that f(L; ) = 0. Thus Y coincides with the ber of f
above the rational point 0 of Hom(M ⊗M; V )a. It is therefore a closed subscheme of
ZMono(M;V ). In particular, Y is a quasiane scheme of nite type over k.
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We keep the notations X ; Y; Z for the schemes just introduced throughout the
whole paper. More meaningful ones would be too bulky.
Denitions. Let L be a Lie k-algebra with underlying vector space V and M its
n-dimensional subalgebra. Thus L is a rational point of Z, the pair (L;M) that of
X , the pair (L; M ), where M :M ! L is the inclusion mapping, a rational point of
Y. One calls M a weakly stable (respectively stable) subalgebra of L if the canonical
projection X ! Z (respectively Y ! Z) maps every neighborhood of (L;M) in X
(respectively of (L; M ) in Y) onto a neighborhood of L in Z.
There is a morphism Y ! X over Z which assigns to (L; )2Y(K) the pair
(L; im )2X (K). It is immediate therefore that stability implies weak stability.
The denitions above appeal to the geometric behavior of a morphism, but are
technically inconvenient. Note, however, that every morphism between schemes of
nite type over a eld which is at at some point is open in a neighborhood of that
point and therefore maps neighborhoods of the point onto neighborhoods of its image.
This applies, in particular, to smooth morphisms.
In case k is algebraically closed one can replace the schemes in the denitions above
with the algebraic varieties of their rational points. In such a form the denitions of
stability and weak stability dier only slightly from those in [14,17].
Recall a well known construction which we will need further. If q :A ! B is a
morphism of cochain complexes then its mapping cone C(q) is a cochain complex
having components Cr(q) = Br−1  Ar , r 2Z, and the dierential given by
d (b; a) = (−db− qa; da) for a2A; b2B:
Denote by Zr(q) and Hr(q) for r 2Z, respectively the groups of cocycles and coho-
mology classes of the mapping cone. There is an exact sequence of complexes 0 !
B(1)! C(q)! A ! 0 where B(1) is the complex B with degrees increased by 1
and the dierential taken with minus sign. The connecting homomorphisms Hr(A)!
Hr+1(B(1)) = Hr(B) of the corresponding cohomology sequence are then the map-
pings induced by −q. For a Lie algebra L and an L-module W let C(L;W ) stand for
the standard cochain complex, Z(L;W ) for the groups of cocycles and H(L;W ) for
the cohomology classes.
Proposition 2.1. Consider the canonical cochain mappings resML=M :C
(L; L) !
C(M; L=M) and resML :C
(L; L)! C(M; L). Then there are commutative diagrams
T(L;M )Y = Z2(resML ) Obs(L;M )Y ,! H 3(resML )
# # # #
T(L;M) X = Z2(resML=M ) Obs(L;M) X ,! H 3(resML=M )
# # # #
TL Z = Z2(L; L); ObsL Z ,! H 3(L; L)
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where the left vertical arrows in each diagram are induced by the canonical morphisms
Y ! X ! Z; while the right ones by the canonical cochain mappings C(resML ) !
C(resML=M )! C(L; L). All horizontal arrows in the second diagram are embeddings.
The tangent space TL Z had to be considered in connection with rigidity of algebras
[7,12]. The language of schemes has its advantage already in this point since only a
part of Z2(L; L) remains visible when one works with algebraic varieties. The assertion
about ObsL Z is essentially a result of Nijenhuis and Richardson [13]. In that paper the
Harrison cohomology group Har2(k[Z]; k) [10] was described where k[Z] is the ane
algebra of Z and k is regarded as a k[Z]-module via the homomorphism k[Z] ! k
corresponding to the rational point L of Z. This group is isomorphic with Exk(k[Z]; k)
and in view of Proposition 1.1(4) also with ObsLZ. In the next section we shall give
a dierent proof which will serve as a model and a part of similar computations for
X and Y. Postponing for the moment the proof of the proposition, we present strong
versions of results on stability.
Theorem 2.2. Let M be a subalgebra of a nite dimensional Lie algebra L. If
H 2(M; L=M) = 0 then the projection X !Z is smooth at the rational point (L;M);
and in particular M is weakly stable. If H 2(M; L) = 0 then the projection Y ! Z is
smooth at the rational point (L; M ); and in particular M is stable.
Proof. We have a long exact cohomology sequence
  H 2(resML=M )! H 2(L; L)! H 2(M; L=M)! H 3(resML=M )! H 3(L; L)    :
If H 2(M; L=M) = 0 then the mapping H 2(resML=M )! H 2(L; L), hence also the mapping
Z2(resML=M )! Z2(L; L) are surjective, while H 3(resML=M )! H 3(L; L) is injective. Propo-
sition 2.1 shows now that the morphism X ! Z satises the hypotheses of Theorem 1.3.
Hence it is smooth at (L;M). The second assertion is deduced similarly from the exact
sequence
  H 2(resML )! H 2(L; L)! H 2(M; L)! H 3(resML )! H 3(L; L)    :
Denitions. A continuous family of nite dimensional Lie algebras parametrized by
a k-scheme T is a vector bundle  :L ! T such that for each commutative k-algebra
K and a point t 2T (K) the K-module L (t)=−1(t)L (K) is endowed with a struc-
ture of a Lie algebra over K , and for each homomorphism of commutative k-algebras
 :K ! K 0 the induced isomorphism L (t)⊗K K 0 !L ((t)) is an isomorphism of Lie
algebras over K 0.
The pullback of the given family along a morphism of k-schemes f :T 0 ! T is
dened to be T 0 :L 0 = L T T 0 ! T 0. For every commutative k-algebra K and
a point t0 2T 0(K) one identies L 0(t0) with L (f(t)) and thus makes T 0 into a
continuous family of nite dimensional Lie algebras parametrized by T 0. A continuous
family is said to be trivial if it is the pullback of a Lie algebra over k.
42 S. Skryabin / Journal of Pure and Applied Algebra 144 (1999) 29{65
If L and M are two continuous families of nite dimensional Lie algebras para-
metrized by the same scheme T , then we call M a continuous family of subalgebras
in L if M(t) is a subalgebra of L (t) for each commutative k-algebra K and a point
t 2T (K).
Suppose that T = Sp A is an ane scheme. Then there is a universal point
u2T (A) satisfying the property: for every commutative k-algebra K and a point
t 2T (K) there is a unique homomorphism t :A ! K such that t(u) = t. Given
a continuous family L of nite dimensional Lie algebras parametrized by T , one has
L (t) = L (u) ⊗A K where K is regarded as an A-algebra by means of t . Thus L
is determined up to isomorphism by a single Lie algebra L (u) over A. Conversely,
with every Lie algebra L over A which is nitely generated and projective as an
A-module one associates a continuous family La of Lie algebras parametrized by T .
In particular, if L is a nite dimensional Lie algebra over k, then La is a continuous
family parametrized by Sp k with La(K)=LK for every commutative k-algebra K . The
projection La  T ! T is a trivial family parametrized by T .
Corollary 2.3. Let  :L ! T be a continuous family of nite dimensional Lie alge-
bras parametrized by a k-scheme T . Let t 2T (k) be a rational point of the param-
eter scheme and M a subalgebra of the Lie k-algebra L = L (t). If H 2(M; L=M) = 0
then there exist a smooth morphism f :T 0 ! T of k-schemes and a rational point
t0 2T 0(k) such that f(t0) = t and the pullback L 0 of L along f contains a contin-
uous family of subalgebras M parametrized by T 0 with M(t0) =M L 0(t0) = L. If
H 2(M; L)=0 then the assertion remains valid and; moreover; M can be chosen to be
a trivial family of Lie algebras.
Proof. We can replace T with an arbitrary ane open neighborhood of t. Thus we
may assume that T = Sp A is ane and that the Lie algebra L (u), where u2T (A)
is the universal point of T , has a free underlying A-module. Take V to be a vector
space of dimension equal to the rank of L (u) over A, so that the underlying A-module
of L (u) is isomorphic with VA = V ⊗ A. That gives us L2Z(A) such that L =La.
Let g :T ! Z denote the morphism given by g(u) =L. Then g(t) = L (t) = L.
If h :T ! X is a lifting of g then h(u) = (L;M) for some ML, so that
M =MaLa is a continuous family of subalgebras parametrized by T : Note that
h(t)=(L (t); M(t)). One gets therefore a continuous family of subalgebras ML with
M(t)=M as soon as one can nd a lifting h such that h(t)=(L;M). Take T 0 = Sp B
to be an ane open neighborhood of the rational point t0 = (t; (L;M)) in the ber
product T Z X , and let f :T 0 ! T be the projection. The pullback L 0 = LT 0 is
a continuous family of Lie algebras associated with the Lie B-algebra L ⊗A B. As a
point in Z(B), the latter corresponds to the composite morphism gf :T 0 ! T ! Z.
Now g  f factors as T 0 ! X ! Z, and the projection T 0 ! X sends t0 to (L;M).
Hence there exists a continuous family of subalgebras M0L 0 with M0(t0)=M . Recall
that smoothness is preserved under base change. If the morphism X ! Z is smooth
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at (L;M) then it is smooth in an open neighborhood of (L;M) since both schemes are
of nite type over k. Taking T 0 small enough, we ensure then the smoothness of f.
The rst assertion of the corollary follows therefore from Theorem 2.2.
Similarly, every  :M ⊗ A !L such that (L; )2Y(A) determines an embedding
of the trivial family of Lie algebras Ma  T parametrized by T into La. One gets
therefore a trivial continuous family of subalgebras ML with M(t) = M as soon
as one can nd a lifting h :T ! Y of g such that h(t) = (L; M ). We can repeat
the arguments above, using now the ber product T Z Y and its rational point
t0 = (t; (L; M )).
3. Proof of Proposition 2.1
Let us adopt the following conventions. For two vector spaces V; W , a commu-
tative k-algebra K and an integer r > 0 denote by CrK (V;W ) the K-module of all
K-multilinear alternating mappings VK  VK (r times)! WK where VK=V⊗K and
WK=W⊗K . We write simply Cr(V;W ) when K=k. Thus CrK (V;W ) = Cr(V; W⊗K) =
Cr(V;W )⊗ K . We identify V with the subspace V ⊗ 1VK and, similarly, Cr(V;W )
with a subspace in CrK (V;W ) extending the mappings by multilinearity. If I is an
ideal of K , then we identify Cr(V; W ⊗ I) = Cr(V; W )⊗ I with the K-submodule of
CrK (V; W ) consisting of multilinear mappings with values in W ⊗ I .
Recall that the tangent space to a k-scheme X at its rational point x is identied with
a subset of X () where  is the algebra of dual numbers. To retrieve the algebraic
operations in Tx X one needs additional functoriality. For each nite dimensional vector
space Q over k denote by Q the algebra k  Q with k a subalgebra and Q an ideal
of square zero. The projection Q ! Q=Q = k induces a mapping X (Q) ! X (k).
Denote by Tx(X;Q) the preimage of x in X (Q). Then Tx(X;Q) is an additive functor in
Q, and so Tx(X;Q) = Tx X ⊗Q. The multiplications by scalars in Tx(X;Q) are induced
by the corresponding scalar endomorphisms of Q. The addition can be described as
follows. Let p1; p2;r :Q Q ! Q be the two projections and the addition mapping.
For every pair of vectors ; 2Tx(X;Q) there exists a unique   2Tx(X;Q  Q)
such that p1( ) =  and p2( ) = , and one has + =r( ). It follows
that, whenever one has a vector space T and bijections Tx(X;Q) = T ⊗ Q which are
natural in Q, then the bijections are in fact linear isomorphisms, and so Tx X = T . We
apply these observations to determine the tangent spaces to schemes X, Y, Z.
Given L2Z(k), let 0 2C2(V; V ) denote the multiplication in L. A point L2Z(Q)
lying above L is a Lie algebra with the underlying Q-module V ⊗ Q whose
multiplication can be expressed as  = 0 + ’ where ’2C2(V; V ⊗ Q). The Jacobi
identity for  means precisely that ’ is a cocycle for the Lie algebra L and its rep-
resentation given by the adjoint action on V and the trivial action on Q. That gives
TLZ.
Let M be a rational point of the Grassmann scheme Grn V . A point M in
(Grn V )(Q) lying above M is a Q-module direct summand of V ⊗Q such that the
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canonical isomorphism (V⊗Q)=(V⊗Q) −!V induces an isomorphismM=MQ !M .
If  :M ! M is a linear mapping which splits the projection M ! M then M =
(M)Q. We can write = idM +  where  2C1(M;V ⊗Q). Since the kernel of the
projection M! M coincides with MQ=M⊗Q, the splitting  is determined uniquely
up to a mapping having images in M⊗Q. The composite  :M ! V⊗Q ! (V=M)⊗Q
of  with the canonical projection does not depend on the choice of . This construc-
tion reverses and yields an isomorphism TM Grn V = Hom(M;V=M).
Let now (L;M)2X (k) and let (L;M)2X (Q) be a point lying above (L;M).
Then L and M are determined by ; ’ and ;  as described above. In addition, we
must fulll the condition that M is a subalgebra of L. We have
(u; v) = 0(u; v) + ’(u; v) + 0(u;  v) + 0( u; v)
for u; v2M . Since M L is a subalgebra, 0(u; v)2M and therefore 0(u; v) 
− (0(u; v)) (modM). It follows that (u; v)2M if and only if
’(u; v) + 0(u;  v) + 0( u; v)−  (0(u; v))2M \ (V ⊗ Q) =M ⊗ Q:
For M to be a subalgebra of L, it is necessary and sucient that the inclusion hold
for all u; v2M . Taking cosets modulo M⊗Q, we get an equivalent condition (resML=M⊗
idQ)’+d  =0 where d is the dierential of the cochain complex C(M; L=M ⊗Q) =
C(M; L=M)⊗Q. Since ’2Z2(L; L)⊗Q that means that (  ; ’)2Z2(resML=M )⊗Q. Thus
T(L;M)X = Z2(resML=M ).
Consider now a point (L; )2Y() lying above (L; M )2Y(k). Express  as M+ 
where  2C1(M;V ⊗Q), and let = 0 +’ still denote the multiplication in L. The
condition that  is a Lie algebra homomorphism is written as
’(u; v) + 0(u;  v) + 0( u; v) =  (0(u; v))
for all u; v2M , i.e. (resML ⊗ idQ)’+d =0 where d is the dierential of the complex
C(M; L⊗Q) = C(M; L)⊗Q. Equivalently, ( ; ’)2Z2(resML )⊗Q. Thus T(L;M )Y =
Z2(resML ).
Our approach to obstruction spaces is based on two rather obvious lemmas:
Lemma 3.1. Let X be a k-scheme; x its rational point and H a vector space. Sup-
pose that for every local commutative k-algebra R with residue eld k; every nite
dimensional vector space Q over k on which we let R operate via the homomorphism
R ! k; every class 2Exk(R;Q) and every point u2X (R) lying above x there is
given an element obs0X (; u)2H ⊗ Q so that the following properties are fullled:
(1) obs0X (; u) = 0 if and only if u is contained in the image of the mapping
X (E) ! X (R) induced by the homomorphism E ! R that denes an innitesimal
extension 0! Q ! E ! R ! 0 representing the class ;
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(2) Given a morphism between two innitesimal extensions representing classes
2Exk(R;Q) and 0 2Exk(R0; Q0)
 : 0 −−−−−! Q −−−−−! E −−−−−! R −−−−−! 0

???y
???y
???y 
0: 0 −−−−−! Q0 −−−−−! E0 −−−−−! R0 −−−−−! 0;
where R; R0 are local k-algebras with residue eld k and Q; Q0 nite dimensional
vector spaces over k; one has obs0X (
0; (u))=(idH ⊗)(obs0X (; u)) for every u2X (R)
lying above x.
Then there is an embedding  : Obs x X ,! H such that for all R; Q; ; u holds
( ⊗ idQ)(obsX (; u)) = obs0X (; u) .
We will say that the mapping obs0X gives a realization of Obsx X in H .
Lemma 3.2. Let f :X ! Y denote a morphism of k-schemes; x2X (k) and y =
f(x)2Y (k) their rational points; Hx and Hy two vector spaces over the ground
eld;  :Hx ! Hy a linear mapping. Suppose that there are realizations obs0X of
Obsx X in Hx and obs
0
Y of Obsy Y in Hy such that (obs
0
X (; u)) = obs
0
Y (; f(u)) for
every local k-algebra R with residue eld k; every class 2Exk(R; k) and every point
u2X (R) lying above x. Then one gets a commutative diagram
Obsx X
−−−−−! Hx
f
?????y
?????y

Obsy Y
−−−−−! Hy:
Proof. The identity homomorphism Ox ! Ox determines a point ux 2X (Ox). The as-
signment  7! obs0X (; ux) gives now a mapping Exk(Ox; Q)! H ⊗Q which is natural
in Q according to (2). Since both sides are additive functors of Q, the mapping has to
be k-linear. Setting ()= obs0X (; ux) for 2Obsx X =Exk(Ox; k), we get therefore a
linear mapping Obsx X ! H . Let 0! k ! E ! Ox ! 0 be an innitesimal extension
representing . If ()= 0 then by (1) ux can be lifted to a point in X (E). The latter
determines a homomorphism Ox ! E which splits the exact sequence, i.e. =0. Thus
 is injective. Given a quadruple R; Q; ; u, consider the homomorphism u :Ox ! R
corresponding to u. Then u= u(ux). Since obsX (; u) = u by the denition, we can
apply (2) to deduce
( ⊗ idQ)(obsX (; u)) = obs0X (u; ux) = obs0X (; u(ux)) = obs0X (; u) :
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In the situation of Lemma 3.2 let ’ :Oy ! Ox be the homomorphism induced by f.
The image of a class 2Obsx X in Obsy Y is then ’. Let also uy 2Y (Oy) be the
point corresponding to the identity homomorphism Oy ! Oy. Then f(ux) = ’(uy) in
Y (Ox) as both points correspond to the homomorphism ’. The commutativity of the
diagram follows now from the equality
obs0Y (’
; uy) = obs0Y (; ’(uy)) = obs
0
Y (; f(ux)) = (obs
0
X (; ux)):
Next we are going to construct realizations of obstruction spaces associated with
X; Y; Z. To facilitate some verications we recall the properties of the hook products
introduced in [12]. Given ’2CrK (V; V ) and  2CsK (V; V ), dene ’ ^  2Cr+s−1K (V; V )
by the rule
(’ ^  )(v1; : : : ; vr+s−1) =
X
sgn()’( (v1; : : : ; vs); v(s+1); : : : ; v(r+s−1))
for v1; : : : ; vr+s−1 2VK where the sum runs over all permutations  of integers 1; : : : ;
r+ s− 1 such that 1<   <s and (s+1)<   <(r+ s− 1). The hook product
gives CK (V; V ) the structure of what is called in [6] a graded right pre-Lie ring. Thus
there are identities
( ^ ’) ^  −  ^ (’ ^  ) = (−1)(r−1)(s−1)f( ^  ) ^ ’−  ^ ( ^ ’)g
for 2CK (V; V ) and ’;  as above. Moreover,
( ^ ’) ^ ’−  ^ (’ ^ ’) = 0 if ’ has even degree
(this follows from the previous identity if char k 6= 2). In particular, any bilinear
mapping 2C2K (V; V ) satises
( ^ ) ^  =  ^ ( ^ ): (1)
Note that the Jacobi identity for  can be written as  ^  = 0. The formula d’ =
−(−1)r ^ ’ − ’ ^ ; ’2CrK (V; V ), denes then a dierential on CK (V; V ) which is
none other but the dierential of the standard cochain complex for the adjoint repre-
sentation of the Lie algebra (VK ; ).
Let further R be a local commutative k-algebra with a maximal ideal n and residue
eld k, let Q be a nite dimensional vector space over k and 2Exk(R;Q) a class
represented by an innitesimal extension 0! Q !E !R ! 0. The algebra E is local
with the maximal ideal ~n = −1(n), so that Q ~n.
Assume that L2Z(R) is a point lying above L2Z(k). We will construct a class
obs0Z(;L)2H 3(L; L)⊗Q. Let  and 0 denote the multiplications respectively in L
and L. We have   0 (modC2(V; V ⊗ n)). Lift  to a multiplication ~2C2E(V; V )
on VE . Then
~  0 (modC2(V; V ⊗ ~n)): (2)
The trilinear mapping ~ ^ ~2C3E(V; V ) is a lifting of  ^  which is zero since 
satises the Jacobi identity. Hence
’= ~ ^ ~2C3(V; V ⊗ Q): (3)
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According to (1), ( ~ ^ ~) ^ ~= ~ ^ ( ~ ^ ~), i.e. ~ ^ ’=’ ^ ~. Taking (2) into consid-
eration, we rewrite this as 0 ^ ’ = ’ ^ 0 since ~nQ = 0. In other words, d’ = 0 in
C(L; L ⊗ Q) = C(L; L) ⊗ Q. Now note that ~ is determined by  uniquely up to
a mapping having images in V ⊗ Q. If 2C2(V; V ⊗ Q) then
( ~ + ) ^ ( ~ + ) = ’+ 0 ^ +  ^ 0 (4)
in view of (3) and (2). Here 0 ^ +  ^ 0 is the coboundary of − in C(L; L)⊗Q.
Thus a replacement of ~ changes the corresponding ’ by an arbitrary coboundary. The
cohomology class of ’ in H 3(L; L)⊗Q, which we take to be our obs0Z(;L), does not
depend on the choice of ~. It is zero if and only if there exists a ~ with ’ = 0, i.e.
satisfying the Jacobi identity. This is exactly the condition for L to lie in the image
of Z(E)! Z(R).
Assume next that (L;M)2X (R) lies above (L;M)2X (k). We will construct
a class obs0X (; (L;M))2H 3(resML=M )⊗ Q. Let ~ and ’ be chosen as above. Choose
also an E-module direct summand ~M of V ⊗E such that idV ⊗ :V ⊗E ! V ⊗R maps
~M ontoM. This can be done since the direct summands of a module are in a one-to-one
correspondence with the idempotents of its endomorphism algebra and since the homo-
morphism id⊗ : End V ⊗E ! End V ⊗R is surjective with a nilpotent kernel, so that
the idempotents lift. Note that the composite mapping V ⊗E ! V ⊗R ! V ⊗R=n = V
maps ~M onto M and induces a linear isomorphism ~M= ~M ~n = M . As (M;M)M,
we have ~( ~M; ~M) ~M+ V ⊗Q. It follows also that ~( ~M ~n; ~M)( ~M+ V ⊗Q) ~n
~M. We can write
~(u; v) = (u; v) +  (u; v) for u; v2 ~M (5)
where  : ~M  ~M ! ~M and  : ~M  ~M ! V ⊗ Q are k-bilinear mappings and
 (u; v) = 0 whenever u or v is in ~M ~n (then  , hence also , are actually E-bilinear).
As  depends only on the cosets modulo ~M ~n, we may regard it also as a mapping
M M ! V ⊗ Q. According to (5) and (2),
(u; v)  ~(u; v)  0(u; v) (mod V ⊗ ~n) for all u; v2 ~M: (6)
Compute now
( ~ ^ ~)(u; v; w) = ~( ~(u; v); w) + ~( ~(v; w); u) + ~( ~(w; u); v))
for u; v; w2 ~M in two dierent ways. Let u; v; w2M denote the cosets of u; v; w modulo
~M ~n. On the one hand, we can use (3) and rewrite the expression as ’(u; v; w), which
is the same as ’( u; v; w). On the other, (5) in combination with (6) and (2) yields
~( ~(u; v); w)) = ~((u; v) +  (u; v); w)
  ((u; v); w) + ~( (u; v); w)
  (0( u; v); w) + 0( ( u; v); w) (mod ~M):
Taking the sum over cyclic permutations of u; v; w, we get
’( u; v; w) 0( ( u; v); w) + 0( ( v; w); u) + 0( ( w; u); v)
+  (0( u; v); w) +  (0( v; w); u) +  (0( w; u); v) (mod ~M)
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for all u; v; w2M . However, ~M \ (V ⊗ Q) = ~MQ = ~M ⊗E Q = M ⊗ Q. Hence we
can pass to the congruence relation modulo M ⊗ Q. Letting  denote the composite
M  M ! V ⊗ Q ! V=M ⊗ Q of  and the canonical projection, we rewrite
this as (resML=M ⊗ idQ)’ + d  = 0 where d is the dierential of the cochain com-
plex C(M; L=M) ⊗ Q. Since ’2Z3(L; L) ⊗ Q, the pair (  ; ’) is a 3-cocycle in
C(resML=M )⊗Q. As is seen from (4) and (5), the replacement of ~ with ~+ , where
2C2(V; V ⊗ Q) leads to a shift of (  ; ’) by ((resML=M ⊗ idQ);−d), which is the
coboundary of (0;−) in C(resML=M )⊗Q. Now keep ~ and look at the variation of ~M.
If ~M
0
is another choice then the identity automorphism of M lifts to an E-module iso-
morphism  : ~M ! ~M0 (this follows from the fact that both are projective E-modules).
Then the E-module homomorphism  − id : ~M ! V ⊗ E has images in V ⊗ Q. In
particular, it vanishes on ~M ~n . We can write  = id +  where  : ~M ! V ⊗ Q. As
( ~M ~n) = 0, we can regard  as a linear mapping M ! V ⊗Q. Conversely, any such
 determines  by the formula above and ~M
0
= ( ~M). Given u; v2 ~M, we have
(u; v) + (0(u; v)) = (u; v) + ((u; v)) = ((u; v))2 ~M0
in view of (6). Applying (5) and (2), we get
~(u; v) = (u; v) +  (u; v) + 0(u; v) + 0(u; v)
  (u; v) + 0(u; v) + 0(u; v)− (0(u; v)) (mod ~M0):
That determines the replacement function  0 associated with ~M
0
. Since u and u have
the same coset modulo V ⊗ ~n, we may take
 0( u; v) =  ( u; v) + 0( u;  v) + 0( u; v)− (0( u; v)) for u; v2M:
Letting  
0
: M M ! V=M ⊗ Q and  : M ! V=M ⊗ Q denote the composites of  0
and  with the canonical projection, we get  0 =  + d  in C(M; L=M) ⊗ Q. Thus
the pair ( 0; ’) diers from (  ; ’) by the coboundary of ( ; 0) in C(resML=M ) ⊗ Q.
We conclude that the cohomology class of (  ; ’) does not depend on the choice of ~
and ~M. Take it to be obs0X (; (L;M)). Furthermore, this class is zero if and only if
one can nd ~, ~M with ’= 0 and  = 0. That means precisely that ~ denes a Lie
algebra structure on V ⊗ E and ~M is a subalgebra with respect to it, i.e. (L;M) is
the image of a point in X (E).
Consider the nal case of the scheme Y and its point (L; )2Y(R) lying above
(L; M )2Y(k). We will construct a class obs0Y(; (L; ))2H 3(resML ) ⊗ Q. Let ~, ’
have the same meaning. Lift  to an E-module homomorphism ~ :M ⊗E ! V ⊗E. If
 :V ⊗R ! M ⊗R is an R-module homomorphism such that =id and ~ :V ⊗E !
M ⊗ E its E-linear lifting, then ~  ~ is an automorphism of M ⊗ E, whence ~ is a
split E-module monomorphism. Since   M (modC1(M; V ⊗ n)), we have
~  M (modC1(M; V ⊗ ~n)): (7)
Since  is a homomorphism between the Lie algebra structure on M ⊗ R determined
by the multiplication 0 and that on V ⊗ R determined by , we have
~( ~u; ~v) = ~(0(u; v)) +  (u; v) (8)
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for u; v2M where  2C2(M; V ⊗ Q). As we agreed to extend functions by multilin-
earity, the equality still holds for all u; v2M ⊗ E. Compute the expression
( ~ ^ ~)( ~u; ~v; ~w) with u; v; w2M
in two ways. First use (3) to rewrite it as ’( ~u; ~v; ~w), and further as ’(u; v; w) by
(7). Second, (8) together with (2) and (7) give
~( ~( ~u; ~v); ~w) = ~(0(0(u; v); w)) +  (0(u; v); w) + 0( (u; v); w):
Taking the sum over cyclic permutations of u; v; w, we come to
’(u; v; w) =
X
cyclic
f (0(u; v); w) + 0( (u; v); w)g
since 0 ^0 = 0. Thus (resML ⊗ idQ)’ + d = 0 in C(M; L) ⊗ Q. It follows that
( ; ’)2Z2(resML )⊗Q. Replacing ~ with ~+ and ~ with ~+, where 2C2(V; V⊗Q)
and 2C1(M;V⊗Q), one shifts ( ; ’) by the coboundary of −(; ) in C(resML )⊗Q.
The cohomology class of ( ; ’) does not depend on the choice of ~ and ~. Take it to
be obs0Y(; (L; )). It is zero if and only if there are ~ and ~ with ’=0 and  =0. That
means that ~ determines a Lie algebra structure on V ⊗ E and ~ is a homomorphism
between (M ⊗ E; 0) and (V ⊗ E; ~), i.e. (L; ) is the image of a point in Y(E).
For each of the three schemes X , Y and Z we have constructed mappings obs0 with
values respectively in H 3(resML )⊗ Q, H 3(resML=M )⊗ Q, H 3(L; L)⊗ Q and veried that
they satisfy condition (1) of Lemma 3.1. Given a morphism between two innitesimal
extensions of commutative algebras like in (2) of that lemma, one checks that each
step of the above constructions with respect to one of these extensions can be related
to a similar step with respect to another. Thus (2) is fullled too. The commutativity
of the right-hand diagram in Proposition 2.1 follows immediately from Lemma 3.2.
4. The group functor associated with a restricted Lie algebra
Suppose that char k = p> 0. Let A be a commutative k-algebra, g a p-Lie algebra
over A whose underlying A-module is free. The restricted universal enveloping algebra
u(g) of g is a Hopf algebra over A whose comultiplication and counit we denote
respectively by  and . For every commutative A-algebra K put
G(g)(K) = fg2 u(g)⊗A K jK (g) = g⊗ g and K (g) = 1g
where K and K denote the K-linear extensions of  and  to u(g) ⊗A K . Every
g2G(g)(K) is invertible in u(g) ⊗A K because the antipode of the Hopf algebra
u(g) ⊗A K sends g to its inverse. Clearly, G(g)(K) is closed under multiplication
and taking inverses. Thus G(g) is a group A-functor, i.e. a functor from the category
of commutative A-algebras to the category of groups. When g has nite rank over A,
it is an ane group scheme [4, Chapter II, x7, 3:9]. When the rank is arbitrary but,
say, A is artinian, G(g) is a formal group scheme. We would like to work, however,
in the more general settings. No essential additional diculties are incurred.
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For every commutative A-algebra K put IK = fa2K j ap = 0g. If D2 g and a2IK
then the exponential exp(D⊗ a) =Pp−1s=0 Ds ⊗ as=s!2 u(g)⊗A K makes sense. Suppose
that (Di)i2 I is a basis for g over A indexed by a linearly ordered set I . By the
Poincare{Birkho{Witt theorem the monomials
Y
i2 I
Drii with 0  ri <p; ri = 0 for all but a nite number of i’s
constitute a basis for u(g) over A. An easy verication [5, Section 4.3] shows that
each element of G(g)(K) can be uniquely written as
Y
i2 I
exp(Di ⊗ ai) with ai 2IK ; ai = 0 for all but a nite number of i’s:
Given a nite subset J  I , let CJ  u(g) denote the subcoalgebra spanned over A
by the monomials in Di’s with ri = 0 for all i 62 J . The convolution product provides
the dual FJ = HomA(CJ ; A) with a structure of a commutative A-algebra. Translating
the comultiplication in CJ into the multiplication in the dual algebra, one sees that FJ
has a system of generators x1; : : : ; xn with dening relations x
p
1 =    = xpn = 0, where
n is the cardinality of J . Dene also a subfunctor GJ G(g) setting
GJ (K) = fg2CJ ⊗A K jK (g) = g⊗ g and K (g) = 1g
for each commutative A-algebra K . As CJ is free of nite rank over A, one has
CJ ⊗A K = HomA(FJ ; K). One sees that the elements of GJ (K) correspond under this
isomorphism to the A-algebra homomorphisms FJ ! K . It follows that GJ is an ane
A-scheme represented by the A-algebra FJ .
Given an A-scheme X , a derivation of its structure sheaf OX is called a vector eld on
X . Thus a vector eld is a collection of derivations DU : OX (U )! OX (U ) dened for
each open subscheme U X which are compatible with the restriction homomorphisms
OX (U ) ! OX (V ) for each pair of embedded open subschemes V U X . If all DU
are A-linear derivations then the vector eld will be called A-linear.
Proposition 4.1 (Demazure and Gabriel [4, Chapter II, x4, 7.2]). The group actions of
G(g) on an A-scheme X are in a natural one-to-one correspondence with the homo-
morphisms of g into the p-Lie algebra of A-linear vector elds on X . Every open
subscheme of X is stable under an action of G(g).
Proof. For each commutative A-algebra K the group G(g)(K) is the union of its sub-
sets GJ (K) corresponding to dierent nite J  I . If J 0; J 00 I are two nite sub-
sets then CJ 0CJ 00 is a nitely generated A-submodule of u(g). There exists there-
fore a nite subset J  I such that CJ 0CJ 00 CJ . One has then g0g00 2GJ (K) for all
g0 2CJ 0(K), g00 2CJ 00(K), i.e. the multiplication G(g)G(g)! G(g) induces a mor-
phism mJ 0J 00 :GJ 0 GJ 00 ! GJ . Next, putting formally C; = A, one sees that G;(K)
is the subset of G(g)(K) consisting solely of the identity element. To dene a group
action G(g)  X ! X is therefore the same as to dene a collection of morphisms
of A-schemes qJ : GJ  X ! X with J a nite subset of I satisfying the following
conditions:
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(i) If J 0 J then qJ 0 is the restriction of qJ ,
(ii) Whenever CJ 0CJ 00 CJ , there is a commutative diagram
(iii) q; :G;X ! X is the canonical isomorphism given by the projection onto the
second factor.
Each algebra FJ is a direct sum of a subalgebra isomorphic to A and a nilpotent ideal.
It is immediate thereof that the projection pJ : GJ X ! X induces a homeomorphism
of the associated topological spaces. Since q;=p; and q;; p; are the restrictions of qJ ,
pJ respectively, the morphisms qJ and pJ induce the same mapping of the associated
topological spaces. It follows that qJ induces a morphism qJU : GJ U ! U for each
open subscheme U X . This shows, in particular, that U is stable under an action
of G(g).
We see also that the dening of a group action is equivalent to the dening of
morphisms qJU for each nite subset J  I and each ane open subscheme U X
which should satisfy properties (i){(iii) above for each U and be compatible with
the inclusions of ane open subschemes of X . As qJU is a morphism between ane
A-schemes it corresponds to a homomorphism of their A-algebras
’JU :OX (U )! FJ ⊗A OX (U ) = HomA(CJ ; OX (U ))
where the algebra structure on the nal term is given by the convolution product. In its
own turn, ’JU corresponds to an A-bilinear mapping OX (U )CJ ! OX (U ). Property
(i) says just that for J 0 J the action of CJ 0 on OX (U ) is compatible with that of CJ .
The glueing yields then an action OX (U )u(g)! OX (U ). Properties (ii) and (iii) can
be translated by saying that OX (U ) is a right u(g)-module. The condition that ’JU is
a homomorphism of A-algebras means that, letting u(g) operate on OX (U )⊗A OX (U )
via , the multiplication mapping OX (U )⊗A OX (U )! OX (U ) is a homomorphism of
u(g)-modules, which means that g operates on OX (U ) via derivations. If V U are
two ane open subschemes of X then the restriction homomorphism OX (U )! OX (V )
has to be g-equivariant, which amounts to saying that each element of g determines a
vector eld on X . Finally, the antipode of u(g) transforms the right action of g to the
left one.
Proposition 4.2. Let g be a p-Lie algebra over k. Suppose that G(g) operates on
a k-scheme X . If x2X (k) is a rational point then the stabilizer H of x in G(g)
coincides with G(h) where h g is the normalizer of the maximal ideal mx of the
local ring Ox.
52 S. Skryabin / Journal of Pure and Applied Algebra 144 (1999) 29{65
Proof. Recall that H is a group subfunctor of G(g) given by H(K) = fg2G(g)(K) j
gxK=xKg for each commutative k-algebra K . Let U X be an ane open neighborhood
of x. It is stable under G(g) by Proposition 4.1. Let UK denote the ane K-scheme
obtained from U by base change. Given g2G(g)(K), the translation by g determines
an automorphism of UK , which corresponds to an automorphism g of the K-algebra
OX (U )⊗K . The latter arises from the right module action of u(g)⊗K on OX (U )⊗K .
Let  :OX (U ) ! k be the k-algebra homomorphism corresponding to x. Its K-linear
extension K :OX (U )⊗ K ! K is the K-algebra homomorphism corresponding to xK .
The condition gxK = xK can be rewritten as K  g= K . Equivalently, that means that
m ⊗ K is stable under g where m = ker .
As mx = mOx and m is the preimage of mx with respect to the canonical homo-
morphism OX (U )! Ox, the normalizer of m in g coincides with h. Hence m ⊗ K is
stable under g whenever g2G(h)(K), i.e. G(h)H . Let now (Di)i2 I 0 be a linearly
ordered basis for a complement of h in g, and let g=
Q
i2 I 0 exp(Di⊗ai) with ai 2IK .
It remains to show that g2H(K) implies ai=0 for all i2 I 0. Denote by J the ideal of
K generated by the elements ai, i2 I 0. If all ai have zero image in K=J 2 then J =J 2
and, since J is nilpotent, that gives J = 0. Thus we may replace K with K=J 2 and
g with its image in G(g)(K=J 2). So we may assume that J 2 = 0, i.e. aiaj = 0 for all
i; j2 I 0. Then g = 1 +Pi2 I 0 Di ⊗ ai. Hence m ⊗ K is stable under g if and only ifP
i2 I 0 Dif ⊗ ai 2m ⊗ K for all f2m. The latter condition implies that m is stable
under
P
i2 I 0 (ai)Di for every k-linear mapping  :K ! k. Then (ai)=0 for all i2 I 0
and all , whence our assertion.
Let now g be a p-Lie algebra over k, and h its arbitrary p-Lie subalgebra of nite
codimension. Put
F(g; h) = Homu(h)(u(g); k)
where u(g) is regarded as an u(h)-module by means of the left regular representation
and k as a trivial u(h)-module. Thus F(g; h) consists of all linear functions on u(g) that
vanish on hu(g). It is therefore the dual of the vector space u(g)=hu(g). The antipode
of u(g) transforms the latter to C(g; h) = u(g)=u(g)h. As C(g; h) is a factor coalgebra
of u(g), by duality F(g; h) has a structure of a commutative k-algebra. Let (Di)i2 I be
a basis for g which contains a basis for h, and let (Di)i2 J be a basis for a complement
of h in g. Then u(g)=CJ u(g)h where CJ is the subcoalgebra of u(g) dened earlier.
We get then an isomorphism of coalgebras CJ
!C(g; h), hence also an isomorphism of
dual algebras F(g; h) = FJ . In particular, F(g; h) has a system of generators x1; : : : ; xn
with dening relations xp1 =   = xpn = 0.
Let f : k ! k denote the Frobenius homomorphism sending a2 k to ap. For every
vector space W over k put Wf=W ⊗f k, and for a vector w2W put wf=w⊗f 12Wf.
The assignment w 7! wf denes a p-semilinear mapping W ! Wf.
Proposition 4.3. Put G = G(g); H = G(h). Then the k-functor G=H that assigns
to a commutative k-algebra K the set of right cosets G(K)=H(K) is a k-scheme
represented by the k-algebra F(g; h). Let e denote the unique rational point of G=H .
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There are linear isomorphisms
Te G=H = g=h; Obse G=H = (g=h)f:
Proof. We have Homk(F(g; h); K) = C(g; h)⊗K for every commutative k-algebra K .
The k-algebra homomorphisms F(g; h)! K correspond then to the elements in
G(g; h)(K) = fg2C(g; h)⊗ K jK (g) = g⊗ g and K (g) = 1g:
Thus G(g; h) is an ane scheme represented by the k-algebra F(g; h). The canonical
projection u(g) ! C(g; h) induces a morphism of k-functors G ! G(g; h). There is
a right inverse morphism G(g; h) ! G induced by the homomorphism of coalgebras
C(g; h) !CJ  u(g). The mapping G(K)! G(g; h)(K) is therefore surjective for ev-
ery K . Suppose that g; g0 2G(K) and h=g−1g0. In order that g, g0 have the same image
in G(g; h)(K), it is necessary and sucient that h  1 (mod u(g)h). Write h =Q
i2 I exp(Di⊗ai) with ai 2IK . The condition on h is then equivalent to the vanishing
of ai for all i2 J , that is, to the inclusion h2H(K). It follows G=H = G(g; h) =
Sp F(g; h).
Let Q be a nite dimensional vector space over k and Q = k  Q the k-algebra
introduced in Section 3. The elements of G(Q) are 1+D with D2 g⊗Q. Thus there
is a bijection G(Q) = g ⊗ Q, and the group structure on G(Q) correspond to the
addition on g⊗ Q. Similarly H(Q) = h⊗ Q, whence G(Q)=H(Q) = g=h⊗ Q. As
the bijection is natural in Q, we get Te G=H = g=h.
Let R be a local commutative k-algebra with a maximal ideal n and residue eld k.
Let Q be a nite dimensional vector space over k on which R operates by means of
the homomorphism R ! k. Let 2Exk(R;Q) be a class represented by an innites-
imal extension 0 ! Q !E !R ! 0. Finally, let c2 (G=H)(K). We will construct
obs0G=H (; c).
First dene a p-semilinear mapping  :IR=I 2R ! Q as follows. Given a2IR, put
(a) = −1( ~ap) where ~a2E is a preimage of a. Note that ~ap 2 (Q) since ap = 0, and
the pth power does not depend on the choice of ~a since (Q)p = 0. If a; b2IR then
~ap ~b
p 2 (Q)2 = 0, whence (ab) = 0. Thus  can be dened on the cosets modulo I 2R .
Next, given g2G(R), denote by g its image in G(R=I 2R). If g =
Q
i2 I exp(Di ⊗ ai)
with ai 2IR then g= 1 +
P
i2 I Di ⊗ ai, where ai = ai + I 2R for i2 I . Thus the image
G of the group homomorphism G(R)! G(R=I 2R) consists of all elements 1+D with
D2 g ⊗ IR=I 2R . The assignment g 7! g − 1 establishes an isomorphism of G onto
g⊗IR=I 2R with the additive group structure. Let j : g ! gf be the canonical p-semilinear
mapping. It is immediate from the denitions that the assignment g 7! obs0G(; g) =
(j⊗ )( g− 1) is a group homomorphism from G(R) into the additive group of gf⊗Q.
We have obs0G(; g)2 hf⊗Q for all g2H(R). Now, if g is a representative of the coset
c, we put
obs0G=H (; c) = obs
0
G(; g) + hf ⊗ Q2 (gf ⊗ Q)=(hf ⊗ Q) = (g=h)f ⊗ Q:
Using the explicit expression for g as a product of exponentials, we compute
obs0G(; g) =
P
i2 I (Di)f⊗ (ai). Hence obs0G(; g)2 hf if and only if (ai) = 0, that
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is, ~api = 0 for all i2 J , where ~ai 2E is an arbitrary preimage of ai. This means that
~g =
Q
i2 J exp(Di ⊗ ~ai) is an element of G(E) whose image in G(R) belongs to the
coset c. Thus obs0G=H (; c) = 0 if and only if c is the image of an E-valued point of
G=H . Clearly obs0G=H (; c) is functorial in R and Q. By Lemma 3.1 there is an embed-
ding Obse G=H ,! (g=h)f. To show that this is in fact an equality take E= k[t]=(tp+1),
R=k[t]=(tp) and  the canonical projection. Then g=exp(D⊗ t)2G(R) for any D2 g,
and obs0G(; g) = Df. It follows that Df + hf = obs
0
G=H (; c)2Obse G=H .
Proposition 4.4. Let R be a commutative k-algebra and n its ideal such that R=n = k.
Suppose that g operates on R as a p-Lie algebra of derivations and that n is stable
under the action of a p-Lie subalgebra h of nite codimension in g. Then there exists
a unique g-equivariant homomorphism R ! F(g; h) mapping n into the maximal ideal
m of F(g; h).
Proof. By Proposition 4.1 the action of g on R determines a group action of G(g) on
the ane k-scheme Sp R. Similarly, the action of G(g) on G(g)=G(h) by translations
corresponds to a p-Lie algebra homomorphism g ! Der F(g; h). The g-equivariant
k-algebra homomorphisms  :R ! F(g; h) are in a one-to-one correspondence with the
G(g)-equivariant morphisms of k-schemes G(g)=G(h)! Sp R. The latter are given by
the assignments gG(h)(K) 7! gxK for each commutative k-algebra K and g2G(g)(K),
where x2 (Sp R)(k) is a rational point which must be stabilized by G(h). The point
x corresponds to the maximal ideal −1(m) of R. Thus (n)m if and only if x is
the point corresponding to n.
5. Rigidity of subalgebras
Let L be a xed nite dimensional Lie algebra over k which we consider as a rational
point of the scheme Z. Let M be a subalgebra of codimension n in L. Dene k-functors
XL and YL as follows. For a commutative k-algebra K the set XL(K) consists of all
subalgebras M of the Lie K-algebra L⊗K such that M is a K-module direct summand
of rank n in L⊗ K . Similarly, YL(K) is the set of all Lie K-algebra homomorphisms
M ⊗ K ! L ⊗ K which are split monomorphisms of K-modules. In other words, XL
and YL are the bres of the projections X ! Z and Y ! Z above L. In particular, XL
and YL are schemes of nite type over k. The canonical morphism Y ! X induces
a morphism YL ! XL which assigns to 2YL(K) its image im2XL(K).
Recall that the automorphism group scheme Aut L of L is an ane algebraic group
scheme over k whose group of K-valued points is the group of automorphisms of the
Lie K-algebra L⊗ K for each commutative k-algebra K . We say that a group scheme
G of nite type over k operates on L via automorphisms if a homomorphism of group
schemes G ! Aut L is given, that is, for each K the group G(K) operates on L⊗ K
as a group of automorphisms and the action is natural in K . In this case G operates
in a natural way on both of the schemes XL and YL. The assignment g 7! g(M ⊗ K)
S. Skryabin / Journal of Pure and Applied Algebra 144 (1999) 29{65 55
for each commutative k-algebra K and g2G(K) denes the orbit morphism G ! XL
associated with M . The stabilizer of M is a group subscheme H = CentG(M)G
whose K-valued points are those g2G(K) that leave M ⊗K stable [4, Chapter II, x1,
3:6]. Recall that the quotient G=H exists in the category of schemes of nite type over
k [4, Chapter III, x3, 5:4]. The orbit morphism induces an immersion i :G=H ! XL [4,
Chapter III, x3, 5:2]. Then i gives an isomorphism of G=H onto a subscheme O XL
called the orbit of M .
Denitions. The subalgebra M will be called rigid in L if the canonical morphism
YL ! XL maps every neighborhood of M in YL onto a neighborhood of M in XL,
where M :M ! L is the inclusion mapping. If G is a group scheme of nite type over
k which operates on L via automorphisms, then M is said to be rigid with respect to
G if its orbit is an open subscheme of XL.
The canonical projection G ! G=H is a at morphism [4, Chapter III, x3, 2.5]. If
the orbit of M is open then the orbit morphism G ! XL asociated with M is at as
well, hence it maps open subsets onto open subsets. Since the orbit morphism factors
through the morphism YL ! XL, the rigidity with respect to G is stronger than the
ordinary rigidity.
For a group scheme G over k denote by e2G(k) the identity element of the group
of its rational points. Put LieG = Te G and ObsG =Obse G.
Proposition 5.1. Let G =Aut L. Then there are commutative diagrams
LieG = Der L ObsG ,! H 2(L; L)
# # # #
TM YL = Z1(M; L) ObsM YL ,! H 2(M; L)
# # # #
TMXL = Z1(M; L=M); ObsM XL ,! H 2(M; L=M)
where the left vertical arrows are induced by the morphisms G ! YL ! XL; the
rst of which is the orbit morphism associated with M 2YL(k); the right ones are
induced by the canonical cochain mappings C(L; L)! C(M; L)! C(M; L=M).
Proof. The construction of the lower parts of the diagrams repeats the arguments
used in the proof of Proposition 2.1. One should just forget everything concerning the
variation of the multiplication in L. Note that the scheme Aut L is a special case of YL
which we obtain if we take the subalgebra M in the denition of Y to be the whole
Lie algebra L. Hence an isomorphism Te G = Z1(L; L) = Der L and an embedding
ObsG ,! H 2(L; L) (it was constructed earlier in [19,20]). The commutativity of the
upper squares is straightforward (see Lemma 3.2).
If G is a group scheme of nite type over k which operates on L via automorphisms
then the homomorphism G ! Aut L induces linear mappings LieG ! Der L and
ObsG ! H 2(L; L). Hence the composite mappings LieG ! Der L ! Z1(M; L=M) and
ObsG ! H 2(L; L)! H 2(M; L=M).
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Theorem 5.2. If H 2(M;M) = 0 then the canonical morphism Y ! X is smooth at
(L; M )2Y(k). Hence the induced morphism of bers YL ! XL is then smooth at
M ; and M is rigid in L.
Suppose that G is a group scheme of nite type over k which operates on L
via automorphisms. Denote by H the stabilizer of M in G. If the linear mapping
LieG ! Z1(M; L=M) is surjective; while ObsH ! ObsG ! H 2(M; L=M) is an exact
sequence of vector spaces; then M is rigid with respect to G.
Proof. There is an exact sequence of complexes 0 ! C(M;M) ! C(M; L) !
C(M; L=M) ! 0, hence also 0 ! C(M;M)(1) ! C(resML ) ! C(resML=M ) ! 0.
There corresponds to the latter the cohomology exact sequence
  H 2(resML )! H 2(resML=M )! H 2(M;M)! H 3(resML )! H 3(resML=M )    :
The linear mappings Z2(resML ) ! Z2(resML=M ) and H 2(resML ) ! H 2(resML=M ) have iso-
morphic cokernels. If H 2(M;M) = 0 then Proposition 2.1 ensures that the mapping
T(L;M )Y ! T(L;M) X is surjective, while Obs(L;M )Y ! Obs(L;M) X is injective. By
Theorem 1.3 the morphism Y ! X is then smooth at (L; M ). As base change pre-
serves smoothness, the assertion about the morphism YL ! XL follows at once.
According to Theorem 1.4 Obse G=H = ObsG=ObsH where e is now the
image of the identity element of the group G(k) in (G=H)(k). Under the hypothe-
ses of the second part of Theorem 5.2, the mapping Te G=H ! TM XL is surjec-
tive because its image contains the image of LieG. At the same time the mapping
ObseG=H!ObsM XL is injective. By Theorem 1.3 the immersion i : G=H ! XL is
smooth at the origin. Then i is smooth in an open neighborhood U of e in G=H . To
show that i is smooth everywhere, we may change the base and thus assume k to be
algebraically closed. As i is G-equivariant, it is smooth in gU for any g2G(k). The
smoothness of i follows from the fact that the translates gU cover G=H . Hence i has
open image, i.e. it is an open immersion.
Remark. If G is smooth then ObsG=0. Hence M is rigid with respect to G provided
that the mapping LieG ! Z1(M; L=M) is surjective. This is a classical criterion of
rigidity [16]. There is another important special case of Theorem 5.2 when G is a group
scheme of height 1. The corresponding result [18, Theorem 3.6] applies in particular
to the distinguished maximal subalgebras of modular Cartan type Lie algebras and
plays a crucial role in the determination of automorphisms and forms of those algebras
over algebraically nonclosed elds. The technique we developed presently makes the
arguments needed for the proof of that theorem much more comprehensible. A slightly
more general version of the result is reproduced in Theorem 5.4 below.
Suppose further that char k=p> 0 and g a p-Lie algebra over k which operates on L
as a p-Lie algebra of derivations. Then G(g) operates on L via automorphisms. Indeed,
for each commutative k-algebra K the extension L⊗K is left module for the associative
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K-algebra u(g) ⊗ K . The elements of G(g)(K) operate in L ⊗ K as automorphisms
which is immediately seen from the explicit description of those elements. Denote
by h the normalizer of M L in g. Obviously, G(h) stabilizers M in the action of
G(g) on XL. By Proposition 4.2 the stabilizer of M in G(g) coincides with G(h0),
where h0 g is a p-Lie subalgebra which must contain h. On the other hand, if D2 h0
then 1 + D ⊗ 2G(h0)() stabilizers M ⊗ , where  = k[] is the algebra of dual
numbers, which means that D(M)M , i.e. D2 h. Thus G(h) is the whole stabilizer.
The orbit morphism G(g) ! XL associated with M induces therefore an immersion
G(g)=G(h)! XL.
Lemma 5.3. Put G =G(g); H =G(h). The linear mappings
Te G=H = g=h ! TM XL = Z1(M; L=M);
Obse G=H = (g=h)f ! ObsM XL ,! H 2(M; L=M)
induced by the morphism G=H ! XL are described as follows. Given D2 g; the rst
one assigns to D + h2 g=h the 1-cocycle D; respectively the second one assigns to
(D + h)f 2 (g=h)f the cohomology class of the 2-cocycle  D given by
D(v) = Dv+M; v2M;
 D(v; w) =
p−1X
i=1
1
i!(p− i)! [D
iv; Dp−iw] +M; v; w2M:
Proof. We can replace g with its image in Der L since this change does not aect
G=H . Then g is nite dimensional and G a group scheme over k. By Proposition 4.3
there are commutative diagrams
Te G = g Obse G = gf
# # # #
Te G=H = g=h; Obse G=H = (g=h)f:
Thus we can work with the orbit morphism G ! XL. It factors as G ! Aut L ! XL.
In view of Proposition 5.1 it remains to determine the linear mappings
LieG = g ! Lie(Aut L) = Der L;
ObsG = gf ! Obs(Aut L) ,! H 2(L; L):
induced by the homomorphism G ! Aut L. The rst one is the homomorphism of
p-Lie algebras that denes the given action of g on L. Let us compute the second.
Take D2 g. Consider the innitesimal extension of commutative k-algebras
0! k t
p
!E = k[t]=(tp+1)! R= k[t]=(tp)! 0
and denote by 2Exk(R; k) its equivalence class. The linear mapping we are interested
in sends obs0G(; g) to obs
0
Aut L(; g
0), where g2G(R) and g0 is the corresponding au-
tomorphism of the Lie R-algebra L⊗R. We refer to the proofs of Propositions 4.3 and
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2.1 where the classes obs0 are dened. Take g=exp(D⊗ t). Then obs0G(; g) =Df. To
compute the second obstruction, we rst have to lift g0 to an E-module automorphism
~ of L⊗E. We take ~=Pp−1i=0 Di⊗ti=i! where t is now in E. The cocycle  : LL ! L
representing the class obs0Aut L(; g
0) is retrieved from the equation
[ ~(v⊗ 1); ~(w ⊗ 1)] = ~([v; w]⊗ 1) +  (v; w)⊗ tp; v; w2L:
Computing, we nd
 (v; w) =
p−1X
i=1
1
i!(p− i)! [D
iv; Dp−iw]:
Theorem 5.4. Keeping the same notations; let us suppose that the above mapping
g=h ! Z1(M; L=M) is bijective while the mapping (g=h)f ! H 2(M; L=M) is injective.
Then M is an isolated point of the scheme XL and its local ring is canonically
isomorphic with F(g; h) = Homu(h)(u(g); k).
Proof. We may again replace g with its nite dimensional factor algebra and so assume
that G = G(g) is a scheme of nite type over k. In view of Lemma 5.3 we meet
the hypotheses of Theorem 5.2. Thus the orbit O = G=H = Sp F(g; h) of M (see
Proposition 4.3) is an open subscheme of XL. However, F(g; h) is a local algebra with
a nilpotent maximal ideal. Hence the geometric realization of O consists of a single
point M . That gives the conclusion of the theorem.
6. Stability in positive characteristic
Assume that char k =p> 0. Let L be a nite dimensional Lie algebra, M its subal-
gebra. Again we regard L as a rational point of the scheme Z, the pair (L;M) as that
of X. Denote by P(L) the universal p-envelope of L, that is, the p-Lie algebra gener-
ated by L in its universal enveloping algebra. Let N be the normalizer of M in P(L).
The adjoint representation of P(L) on L gives rise to a group action of G(P(L)) on
XL. The orbit morphism G(P(L))! XL associated with M 2XL(k) induces an immer-
sion G(P(L))=G(N ) ! XL. Lemma 5.3 describes the corresponding linear mappings
of tangent and obstruction spaces
P(L)=N ! Z1(M; L=M); (9)
(P(L)=N )f ! H 2(M; L=M): (10)
Lemma 6.1. Suppose that the mapping (9) is surjective. Then the canonical projection
X !Z factors through a morphism q : X ! X 0 which is at at (L;M) and whose
bre above q(L;M)2X 0(k) is isomorphic with G(P(L))=G(N ).
We postpone the proof until Section 7.
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Theorem 6.2. Suppose that both the mappings (9) and (10) are surjective. Then the
projection X !Z is at at the rational point (L;M)2X (k); and in particular M is
weakly stable in L.
Proof. Let q : X ! X 0 be the morphism of Lemma 6.1. Denote by F the bre of q
above q(L;M). Consider the diagram
Its upper row is the exact sequence of Theorem 1.4 associated with the morphism
q and the rational point (L;M)2X (k). The bottom row comes from a piece of the
long exact cohomology sequence associated with the short exact sequence of complexes
0!C(M; L=M)(1)! C(resML=M )! C(L; L)! 0. Note that the mappings Z2(resML=M )
! Z2(L; L) and H 2(resML=M ) ! H 2(L; L) have the same cokernel, so that the use
of the groups of 2-cocycles instead of cohomology classes does not spoil the ex-
actness. To dene 1 and 1 consider the morphism F = G(P(L))=G(N ) ! XL.
Then take the composites of the induced mappings of tangent and obstruction spaces
T(L;M)F !TM XL = Z1(M; L=M) and Obs(L;M)F ! ObsM XL ,! H 2(M; L=M). The
mappings 2 and 2 are those of Proposition 2.1. Finally, 3 and 3 are the map-
pings of tangent and obstruction spaces induced by the morphism X 0!Z (see again
Proposition 2.1). The functoriality of the tangent and obstruction spaces immediately
ensures the commutativity of all parts of the diagram except for the middle square
where one should look carefully.
Let t 2Tq(L;M) X 0X 0(). As in Lemma 1.5 we identify  with a subalgebra k +
(k)E. By the conclusion of that lemma there exists a local commutative k-algebra R
with residue eld k, an innitesimal extension of commutative k-algebras
0! k !E !R ! 0 whose equivalence class we denote by  and a point (L;M)2
X (E) such that q(L;M) = tE in X 0(E). The image (LR;MR) of (L;M) in X (R)
belongs actually to F (R). In particular, LR= LR in Z(R). If  is the multiplication in
L and 0 that in L then (v; w)  0(v; w)mod V ⊗  for all v; w2V , whence
(v; w) = 0(v; w) + ’(v; w);
where ’2Z2(L; L). Next, MR 2XL(R). The image of t in Obs(L;M)F is equal to
−obsF (; (LR;MR)) and the further image in ObsM XL is −obsXL(;MR), which gives
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−obs0XL(;MR) in H 2(M; L=M). Since F = G(P(L))=G(N ), we can nd an element
g2G(P(L))(R) such that MR=gMR. Let g0 be the automorphism of the Lie R-algebra
LR determined by the action of g. By Proposition 5.1 obs
0
XL
(;MR) is the image of the
class obs0Aut L(; g
0)2H 2(L; L). Now lift g0 to an E-module automorphism ~ of V ⊗E.
Then
0( ~v; ~w) = ~(0(v; w)) +  (v; w)
where  2Z2(L; L) is a cocycle representing obs0Aut L(; g0). For each v2M there exists
an element in M lying above gv2MR. We can choose therefore a linear mapping  :
V ! V such that ~(v) + (v)2M for all v2M . A computation yields
( ~(v) + (v); ~(w) + (w))
=0( ~v; ~w) + ’( ~v; ~w)+ 0( ~v; w)+ 0(v; ~w)
= ~(0(v; w)) + (0(v; w))
+f (v; w) + ’(v; w) + 0(v; w) + 0(v; w)− (0(v; w))g
for v; w2M . Since M is a subalgebra of L and since M\(V ⊗)=M⊗, we deduce
 (v; w) + ’(v; w) + 0(v; w) + 0(v; w)− (0(v; w))2M
for all v; w2M . The last three terms give a coboundary in C(M; L). Thus the coho-
mology classes of the cocycles ’ and − have the same image in H 2(M; L=M). Now
note that the image of t in TL Z is the -valued point L0 2Z() such that L0E =L
in Z(E). Hence 0 +’ is the multiplication in L0, and so the corresponding cocycle
in Z2(L; L) is ’.
Now that the commutativity of the whole diagram is checked, a customary chasing
over it shows that 3 is surjective and 3 is injective. One needs only to take into
account that 2 is an isomorphism, 2 is injective by Proposition 2.1 and 1 is surjective
by the assumptions of the theorem. By Theorem 1.3 the morphism X 0 ! Z is smooth
at q(L;M). As the morphism X ! X 0 is at at (L;M), so is the composite X ! Z
as well.
A similar result is valid for stability. The proof is the same but I do not know any
applications. Denote by C the centralizer of M in P(L). Then there are linear mappings
dened similarly to the mappings (9) and (10):
P(L)=C ! Z1(M; L); (11)
(P(L)=C)f ! H 2(M; L): (12)
Theorem 6.3. Suppose that both the mappings (11) and (12) are surjective. Then the
projection Y ! Z is at at the rational point (L; M )2Y(k); and in particular M is
stable in L.
Corollary 6.4. Let  : L ! T be a continuous family of nite dimensional Lie
algebras parametrized by a k-scheme T . Let t 2T (k) be a rational point of the
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parameter scheme and M a subalgebra of the Lie k-algebra L = L (t). If both the
mappings (9) and (10) are surjective then there exist a at morphism f :T 0 ! T
of k-schemes and a rational point t0 2T 0(k) such that f(t0) = t and the pullback
L 0 of L along f contains a continuous family of subalgebras M parametrized by
T 0 with M(t0) = M L 0(t0) = L. If both (11) and (12) are surjective then the as-
sertion remains valid and; moreover; M can be chosen to be a trivial family of Lie
algebras.
The proof is a repetition of that for Corollary 2.3.
7. Construction of the quotient
Lemma 7.1. Let B be a local commutative k-algebra with a maximal ideal n such
that B=n = k. Assume that B is a localization of a nitely generated k-algebra. Let
g be a p-Lie algebra over k which operates on B via derivations. Denote by BgB
the subalgebra of elements annihilated by g; and put ng = Bg \ n. Suppose that the
linear mapping
 : g ! Homk(n=(ngB+ n2); k)
given by (D)(f + ngB+ n2) =−Df + n for D2 g; f2 n is surjective. Then:
(i) B is free of nite rank over Bg; and moreover B admits a p-basis over Bg;
(ii) the canonical g-equivariant homomorphism of k-algebras B=ngB ! F(g; h);
where h= ker  is the normalizer of n in g; is bijective.
Proof. Choose elements x1; : : : ; xn 2 n such that their cosets constitute a basis for
n=(ngB+n2) over k. Put B0=Bg[x1; : : : ; xn]B and n0=B0\n. Note that the subalgebra
BpB spanned over k by the pth powers of all elements in B is also a localiza-
tion of a nitely generated k-algebra and B is a nitely generated Bp-module. Since
BpBgB0, it follows that B0 is noetherian and B a nitely generated B0-module.
Also, if f2B0 but f 62 n0 then f−1 =fp−1(f−1)p 2B0, whence B0 is local and n0 its
maximal ideal. The image of the canonical linear mapping n0=n02 ! n=n2 contains the
image of ng and also the cosets of the elements x1; : : : ; xn. It is therefore surjective. By
[11, Chapter II, Lemma 7.4] B = B0. As a Bg-module B is generated therefore by the
monomials
xr11    xrnn ; 0  r1; : : : ; rn <p: ()
Since  is surjective, there are D1; : : : ; Dn 2 g such that Dixj  ij (mod n) for 1 
i; j  n. Hence the n  n matrix whose entries are Dixj 2B is invertible. There are
aij 2B; 1  i; j  n, such that
Pn
l=1 ailDlxj = ij for 1  i; j  n. Dene derivations
@1; : : : ; @n of B setting @i=
Pn
l=1 ailDl for i=1; : : : ; n. They act trivially on B
g and satisfy
@ixj = ij, 1  i; j  n. Consider now a zero linear combination of the monomials
() with coecients in Bg. Did there exist a nonzero coecient, we would come to
a contradiction applying @1; : : : ; @n and reducing the degrees of the monomials that
62 S. Skryabin / Journal of Pure and Applied Algebra 144 (1999) 29{65
occur in the linear combination. Therefore the monomials () constitute a basis for B
over Bg.
According to Proposition 4.4 the action of g on the local algebra B=ngB induces a
g-equivariant homomorphism  : B=ngB ! F(g; h). Its kernel I is a g-invariant ideal
of B=ngB contained in n=ngB. This ideal is stable also under the derivations of B=ngB
induced by @1; : : : ; @n. As follows from the above the cosets of the monomials ()
constitute a basis for B=ngB over k. It is immediate that B=ngB contains no nonzero
proper ideals stable under @1; : : : ; @n. Hence I =0. If m is the maximal ideal of F(g; h)
then m=m2 is the dual of the tangent space TeG(g)=G(h), which is g=h by Proposi-
tion 4.3. Note that the cosets of D1; : : : ; Dn give a basis for g=h over k. Then m=m2
is spanned by the cosets of elements y1; : : : ; yn 2m such that Diyj  ij (modm)
for 1  i; j  n. Since  is g-equivariant, it follows that the mapping n=n2 !
m=m2 induced by  is surjective. Since m is nilpotent,  is itself surjective, hence
bijective.
Proposition 7.2. Let f: X ! Z be a morphism of schemes of nite type over the
eld k. Assume Z = Sp A is ane. Let g be a p-Lie algebra over A whose under-
lying A-module is free. Given a group action G(g) Z X ! X over Z; the quotient
X 0 = X=G(g) exists in the category of schemes over Z and the canonical projection
q :X ! X 0 is a nite surjective morphism. In particular; X 0 is of nite type over k.
Let furthermore x2X (k) and z = f(x)2Z(k) be rational points. Consider the
p-Lie algebra g z = g ⊗A k(z) over k(z) = k and denote by H G(g z) the stabilizer
of x with respect to the induced action of G(g z) on the ber Xz of f above z.
Put x0 = q(x)2X 0(k). If the mapping of tangent spaces z : Te(G(g z)=H) ! Tx Xz
is surjective then q is at at x and the bre Xx0 of q above x0 is isomorphic with
G(g z)=H .
Proof. According to the principle of relativization [4, Chapter I, x1, 6.2] an A-functor
is essentially the same thing as a k-functor over Z , that is, a k-functor together with a
morphism into Z . Thus we now adopt the second point of view on G(g).
By Proposition 4.1 the group action of G(g) on X corresponds to a homomorphism
g ! DerA OX of p-Lie algebras over A. For every ane open subscheme U X the
algebra OX (U ) is integral over the subalgebra of g-invariants OX (U )g since the latter
contains the pth powers of elements from OX (U ). As OX (U ) is a nitely generated
k-algebra, it is also a nitely generated module over OX (U )g. Put U 0=SpOX (U )g. The
embedding OX (U )g ,! OX (U ) determines a nite surjective morphism qU :U ! U 0.
Suppose that V U is an ane open subscheme whose algebra OX (V ) = OX (U )s is
the localization of OX (U ) by its element s. Replacing s with sp, we may assume
that s2OX (U )g. Then the subalgebra OX (V )g is isomorphic with the localization of
OX (U )g by s. It follows that V 0 can be identied with an open subscheme of U 0
and V = q−1U (V
0). Standard arguments enable one to glue together the schemes U 0
and the morphisms qU corresponding to dierent U . One gets then a scheme X 0 and
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a morphism q : X ! X 0 with the property that U 0 is identied with an open subscheme
in X 0 and q−1(U ) = U 0 for every ane open U X . The morphism q is nite and
surjective.
Suppose that Y is a scheme over Z and f :X ! Y a morphism over Z whose
composites with the two morphisms G(g) Z X ! X given by the projection onto
the second factor and the group action coincide. The last property can be restated
by saying that f is G(g)-equivariant if Y is considered with the trivial action of
G(g). The trivial action of G(g) on Y corresponds to the trivial action of g on OY .
For every open ane subschemes U X and W Y such that f(U )W the co-
morphism OY (W ) ! OX (U ) of the restriction morphism fWU :U ! W has to be
g-equivariant which means that its image is contained in OX (U )g. Hence fWU factors as
f0WUqU where f
0
WU :U
0 ! W is a uniquely determined morphism. The glueing yields
a unique morphism f0 :X 0 ! Y such that f=f0q. Thus X 0 is the categorical quotient
X=G(g).
Under the hypotheses of the second part of the proposition, let U be an ane open
neighborhood of x in X . Then U 0 is an ane open neighborhood of x0 in X 0. We
want to apply Lemma 7.1 to the local ring B = OX; x. Note that B = OX (U )m where
m is a maximal ideal of OX (U ), while OX 0 ;x0 is isomorphic with the localization of
OX (U )g at its maximal ideal mg=m\OX (U )g. In fact the ring B is isomorphic with the
localization of OX (U ) with respect to the multiplicatively closed subset S=OX (U )gnmg
since sp 2 S for every s2OX (U ) nm. Suppose that a=s, where a2OX (U ), s2 S, is a
g-invariant in B. Then for every D2 g there exists t 2 S such that tDa = D(ta) = 0.
Since OX (U ) is a nitely generated k-algebra, the Lie algebra of k-linear derivations
DerOX (U ) is a nitely generated OX (U )-module. Its OX (U )-submodule OX (U )g is
therefore nitely generated as well. Hence we can nd t 2 S such that D(ta)= 0 holds
for all D2 g simultaneously. Then ta2OX (U )g. It follows Bg = OX 0 ; x0 . The morphisms
X ! X 0 ! Z induce local homomorphisms OZ; z ! OX 0 ; x0 ! OX; x. Let l , ng, n be the
maximal ideals of the three local rings under consideration.
The ber Xx0 is an ane scheme whose algebra is OX (U )=mgOX (U ). Localizing the
latter by S, we get an isomorphic algebra B=ngB. Next, OX z;x = B=lB and therefore
TxXz = Homk(n=(lB + n2); k). According to Proposition 4.2 H =G(h z), where h z is
the normalizer of the maximal ideal of OX z;x with respect to the induced action of g z
on that local ring. By Proposition 4.3 Te(G(g z)=H) = g z=h z and the mapping z is
given by z(D + h z)(f + lB + n2) = −Df + n for D2 g z, f2 n. Clearly, the image
of z is contained in the subspace
Homk(n=(ngB+ n2); k)Homk(n=(lB+ n2); k):
The mapping  of Lemma 6.1 factors as the composite of the canonical projections g !
g z ! g z=h z and z. It is therefore surjective. There is also a canonical isomorphism
B=ngB !F(g; h), where h is the normalizer of n in g (one should regard g in the
denition of F(g; h) just as Lie algebra over k). Note that g z = g=k, h z = h=k, where k is
an ideal of g. It follows that F(g; h) = F(g z ; h z). The isomorphism F(g z ; h z) !B=ngB
is the comorphism of the morphism of ane schemes G(g z)=H ! Xx0 induced by
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the orbit morphism G(g z) ! X associated with the rational point x2X (k). Thus
G(g z)=H = Xx0 .
Proof of Lemma 6.1. We know that Z is an ane k-scheme. Let A be its algebra.
There is a universal point Lu 2Z(A) corresponding to the identity homomorphism
A ! A. Consider the p-Lie algebra g=P(Lu) over A generated by Lu in its universal
enveloping algebra U (Lu). Since Lu has a free underlying A-module, so has g as well
by the Poincare{Birkho{Witt theorem.
Next we will construct a group action G(g) Z X ! X over Z. Let K be a
commutative k-algebra. We have to dene g(L;M)2X (K) for every g2G(g)(K)
and (L;M)2X (K) with the same image L2Z(K). The point L corresponds to a
k-algebra homomorphism A ! K so that L =LuK . Now g is a grouplike element
of the Hopf K-algebra u(g) ⊗A K = U (Lu) ⊗A K = U (Lu ⊗A K) = U (L). In
the adjoint action of U (L) on L the element g acts as an automorphism. We put
g(L;M) = (L; gM).
If A ! k is the homomorphism corresponding to the rational point L2Z(k) then
gL= g⊗A k = P(L). The induced action of G(gL) on XL is the one considered in Sec-
tion 6. Recall that (9) is nothing else but the mapping of tangent spaces Te(G(gL)=
G(N ))! TMXL. It is surjective by the hypotheses of Lemma 6.1. Thus we meet the
hypotheses of Proposition 7.2. Its application completes the proof.
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