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Abstract
Many theoretical approaches and implementations have been proposed for
the coupling of the three-dimensional ocean circulation with waves. The the-
oretical models are reviewed and it is shown that the formulation in terms of
the quasi-Eulerian velocity circumvents the essential difficulty of alternative
formulations for the Lagrangian mean velocity. Namely, models based on this
Lagrangian velocity require an estimation of wave-induced motions to first
order in the horizontal gradients of the wave field in order to estimate the
vertical flux of wave pseudo-momentum. So far, only three-dimensional wave
models have been able to provide these estimates, and all published theories
based on the simpler Airy theory are not consistent at the leading order, be-
cause they ignore or incorrectly estimate the vertical momentum flux. With
an adiabatic example on a sloping bottom it is shown that this inconsistency
produces very large spurious velocities. These errors are independent of the
slope for the inviscid case, and are still significant when a realistic vertical
mixing is applied. A quick diagnostic of the potential accuracy of a theoreti-
cal model is the vertical profile of the wave-induced forcing terms: if it is not
uniform over depth in adiabatic conditions then it will produce spurious arti-
ficial flow patterns in conditions with shoaling waves. Although conceptually
more challenging, the quasi-Eulerian velocity theories only introduce minor
modifications of the solution procedure for the standard primitive equations:
a modification of the surface boundary condition for the mass conservation,
the addition of the Stokes drift in the tracer advection equations, and sources
of momentum and turbulent kinetic energy with associated surface and bot-
tom fluxes. All the necessary modifications of primitive equation models are
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given in detail. This implementation is illustrated with the MARS3D model,
which passes the test of the adiabatic shoaling waves.
Keywords: wave-current coupling, radiation stresses, MARS3D,
WAVEWATCH III
1. Introduction
Three-dimensional oceanic flows can be strongly forced or modified by
waves, in particular in the nearshore (e.g. Longuet-Higgins, 1970; Newberger
and Allen, 2007a) and the coastal ocean (Lentz et al., 2008). Yet the numeri-
cal modelling of these complex flows is only slowly coming of age, with recent
works using quasi-three dimensional (Haas et al., 2003) or fully three dimen-
sional models (Uchiyama et al., 2009). Although models capable of resolving
the wave motion are becoming feasible on small scales, as shown by Lubin
et al. (2006), the demands of coastal zone management in terms of cover-
age and resolution are still barely met by depth-integrated models in which
the wave motion is averaged over the phase of at least the short waves (e.g.
Reniers et al., 2004). There has thus been a large effort to develop models
of intermediate complexity, capable of resolving the vertical structure of the
mean flow which may be needed to account for mixing and dispersion (Svend-
sen and Putrevu, 1994) while still keeping the hydrostatic approximation for
the mean flow. Similarly, a proper representation of near-surface currents
and drift requires the introduction of wave effects, in particular the Stokes
drift and wave-induced mixing (e.g. Rascle and Ardhuin, 2009). For these
applications, the wide community of users of numerical models for the ocean
circulation such as POM and ROMS (Blumberg and Mellor, 1987; Shchep-
etkin and McWilliams, 2003) is calling for minor modifications to make these
models capable of representing waves effects.
A large body of often conflicting theoretical results have been published
on the form of the wave-modified primitive equations that would be suitable
for such models. We may cite, in chronological order, Dolata and Rosenthal
(1984), Jenkins (1989), Weber and Melsom (1993), Rivero and Arcilla (1995),
Pe´chon and Teisson (1994), Groeneweg and Klopman (1998), Mellor (2003),
Perrie et al. (2003), McWilliams et al. (2004), Xia et al. (2004), Newberger
and Allen (2007b), Ardhuin et al. (2008b), Ardhuin et al. (2008a), Mellor
(2008) ... Although each of these work is based on a particular set of hy-
potheses, for example some assume a horizontally uniform wave field, it is
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expected that all theories should agree on the most simple cases that they
are supposed to cover. In practice this is not the case because some of these
theoretical models are not self-consistent.
Our purpose is not to blame this or that author for inconsistencies, limi-
tations, or mistakes. The goal of the present paper is rather to help people
implement correctly the effect ot waves in a primitive equation model. Here
we explain why some of the wave-averaged equations may appear different
but still represent correctly the same reality, and we give some constraints
that should be obeyed by wave-averaged equations so that model develop-
ers can make their own judgement of the published equations, even before
implementing them. One basic test of the wave-induced forcing should be
that it is uniform over the vertical in adiabatic conditions with a stationary
wave forcing, for example for waves shoaling on a slope. Recent published
equations from Mellor (2003, hereinafter M03) and Mellor (2011a) to Mellor
(2008, hereinafter M08) and Mellor (2011b) and Xia et al. (2004) do not
verify this condition, as illustrated by Figure 1. This inappropriate forcing
profile is due to a minor inconsistency in the M03 derivation or more fun-
damental problems in M08. This problem was first pointed out by Ardhuin
et al. (2008a, hereinafter AJB08), and its practical consequences are shown
for the first time. Although errors in the underlying theoretical model are
likely to be dwarfed by parametrization errors in the case of strongly dissi-
pative environments like the surf zone, they may still explain some of the
differences found between various models (e.g. Haas and Warner, 2009).
We also take the present opportunity to present the approximated Gen-
eralized Lagrangian Mean equations (glm2 − z) by Ardhuin et al. (2008b)
(hereinafter ARB08) in a more readable form, giving details on how they were
implemented in the MARS3D flow model (Lazure and Dumas, 2008). These
steps have already been pioneered by McWilliams et al. (2004) and Uchiyama
et al. (2009) with equations that are mathematically consistent with those
in Ardhuin et al. (2008b). These more theoretical presentations are often
obscured by their generality and completeness. We thus here present the
equations and implementation in the most simple form, warning the reader
when the simplification causes a loss of generality. The present paper is
thus an introduction to Ardhuin et al. (2008b) and McWilliams et al. (2004)
oriented towards practical implementations. For a physical discussion one
may read Lane et al. (2007). We focus here on non-dissipative conditions
where exact solutions are most easily found, and we refer to Uchiyama et al.
(2010) for further discussion of wave breaking, mixing and bottom friction
3
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Figure 1: Example profiles of net wave-induced forcing over a sloping bottom in the test
case proposed by Ardhuin et al. (2008a) (Hs = 1.02 m, T = 5.26 s, no mixing. The
bottom slope is 2 = 0.0798. More details in section 4). ς is the terrain-following vertical
coordinate with ς = 0 at the surface and ς = −1 at the bottom.
parametrizations.
2. Theoretical analysis of wave-averaged equations for the Lagrangian
velocity
2.1. A brief review
Theories can be categorized according to two criteria (Figure 2). First, the
equations are depth-integrated or not. For the depth-integrated equations,
with some approximations related to wave non-linearity, the problem is clear.
Second, the momentum balance can take two forms, which are equivalent
(Longuet-Higgins and Stewart, 1964; Garrett, 1976; Smith, 2006). One form
of the equations is for the total momentum in the water column M (M˜ in
Phillips 1977, page 62), and the other is for the momentum of the mean
flow only Mm (M̂ in Phillips 1977, page 61). M, is related to the mass
transport velocity, which naturally arises when working with fluxes of well-
mixed solutes. For a mean current u that is uniform below the level of
wave troughs, the other momentum variable is approximately Mm = ρuD
4
where D is the mean water depth and ρ is a depth-averaged water density.
The wave momentum1 is simply the difference Mw = M−Mm, and it is
a horizontal vector. Hence, Mm may be more closely related to the mean
current measurable by a fixed instrument. This interpretation, however, has
to be considered with caution, since there may be different ways to extend
the definition of u from the wave troughs to the wave crest level, which is
needed for a model that includes surf zones and adjacent shallow areas.
These details cannot be ignored when considering the three-dimensional
sets of equations, for the total momentum ρU, where U is the Lagrangian
velocity or the mean flow momentum ρû, where û is the quasi-Eulerian veloc-
ity, see eq. (2). Andrews and McIntyre (1978) have derived exact equations
for U and û that are equivalent.
Thus, at the same order of approximation, we only have one set of equa-
tion for U and another for û. Both sets of equations are mathematically
equivalent. Any other equation must have some internal inconsistencies. We
shall illustrate this statement for M03, because these are the most widely
used equations, and we give enough details on other sets of equations, such
as Xia et al. (2004), so as to make the problem obvious.
2.2. A generic recipe for three-dimensional theories
Any theory for wave-averaged equations goes through three steps. First,
the control volume in which the momentum is averaged must be defined.
For depth-integrated equations, this is simply the full water column. For
three-dimensional equations, there is a vertical discretization. The control
volume may be moving, following all or part of the wave motion (Figure 3).
The mean position x = (x, y, z) of the volume, is associated with the actual
position ξ(x, y, z, t) = (ξ1(x, y, z, t), ξ2(x, y, z, t), ξ3(x, y, z, t)) such as
x+ ξ(x, y, z, t) = (x+ ξ1(x, y, z, t), y + ξ2(x, y, z, t), z + ξ3(x, y, z, t)) . (1)
The boundaries of the volume at time t0 are the sides of an elementary cube
centered of x and deformed by the transformation x→ x+ ξ.
1The wave pseudo-momentum is defined as a quantity that only involves the zero-
mean displacement of the water particles, and may differ from other definitions that could
include the mean flow response, as explained by McIntyre (1981). For simplicity, we shall
call ’momentum’ the pseudo-momentum.
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Figure 2: Relationships between wave-averaged theories according to their choice of mo-
mentum variable and depth integration. An arrow from a to b indicates a derivation link:
b can be derived from a. In the case of McWilliams et al. (2004) and Ardhuin et al.
(2008b), the second derivative in the vertical current profile is neglected in the second,
while the first is only adiabatic. Names that appear in red correspond to theories that are
not fully consistent with their originating hypotheses. In the case of 3D theories for the
total momentum, the problem generally comes from the vertical flux of momentum and
may only arise on a sloping bottom, not explicitly considered by Groeneweg (1999).
For the Eulerian average, the volume does not move, it keeps its original
cubic shape and orientation, and ξ = (ξ1, ξ2, ξ3) = 0. For the average defined
by Mellor (2003), the horizontal displacements are zero, ξ1 = 0 and ξ2 = 0,
and ξ3 follows the wave motion. This is the simplest possible form of a
wave-following coordinate, and it thus has a great appeal.
Second, the momentum balance of the volume is the result of body forces
and momentum fluxes through the boundary. These fluxes involves an ad-
vective part (ρu2 for the horizontal advection of horizontal momentum and
ρuw for the vertical advection) and a stress part that is the product of the
stress tensor with the unit vector normal to the boundary. Neglecting shear
stresses for simplicity leaves only the pressure p for the stress. In general, the
sides of the control volume are sloping, which is very important for the exact
definition of the momentum fluxes: the momentum flux associated to pres-
sure forces is not a diagonal tensor in general coordinates. For example, if
and only if a surface is not horizontal or vertical, there is a pressure-induced
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vertical flux of the horizontal momentum through it.
For ξ 6= 0, the control volumes have tilted facets, with a flux of horizontal
momentum through the sloping bottom and top. The corresponding flux
of the x-component of the momentum is p∂ξ3/∂x. Fluxes due to sloping
iso-coordinates are often forgotten (e.g. Xia et al. 2004, Mellor 2008b2) or
poorly approximated (e.g. Mellor 2003).
Last, the averaged equations can be transformed to another coordinate
system, such as terrain-following coordinates. Averaging can cause an im-
plicit distortion of the coordinates, for example the mean flow may appear
divergent although the original flow is not. This effect may be easily cor-
rected (see e.g. Ardhuin et al., 2008b, for the transformation of approximated
Generalized Lagrangian Mean equations to Cartesian and terrain-following
coordinates).
Because of the large difference in density between air and water, the
use of a standard Eulerian average, used by Rivero and Arcilla (1995) or
Newberger and Allen (2007b), is problematic in the region between crests
and troughs, where both air and water are to be found. A strict Eulerian
average produces a continuously varying density ρ from about 1.29 kg.m−3
to 1026 kg.m−3, which is not compatible with the usual primitive equation
models as it would introduce a strong diffusion of properties, including heat
content, between the atmosphere and ocean. Mathematical extension of the
velocity field across the interface have been used by McWilliams et al. (2004),
but it provides quantities that have, a priori, no simple physical interpretation
since they are not given by a known averaging operator. Yet, Ardhuin et al.
(2008b) showed that the resulting velocity actually corresponds to the quasi-
Eulerian velocity (û, v̂, ŵ) first introduced by Jenkins (1989): this is the mean
Lagrangian velocity (U, V,W ) minus the wave-induced drift (Us, Vs,Ws),
(û, v̂, ŵ) = (U, V,W )− (Us, Vs,Ws). (2)
This definition requires a wave-following coordinate system. The averaging is
also connected to the choice of the momentum variable, which varies between
different theories, as summarized in Figure 2.
2In that work, the control volume is identical to the one in M03, but an Eulerian average
of the pressure is taken, making the averaged equations inconsistent. The consequences
of this error are discussed in Bennis and Ardhuin (2011).
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-p dξ1/dx ψ=270°
ψ=0
ψ=180°
ψ=90°
-p dξ3/dxu(w-dξ3/dt)
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Figure 3: Illustration of the momentum fluxes into a moving control volume defined by the
(possibly moving) position vector of the control volume, Ξ(x, y, z, t) = x+ξ (where x is the
mean position and ξ is the volume control displacement). Here the control volume moves
in a circle and is shown for 4 wave phase, ψ = 0◦, ψ = 90◦, ψ = 180◦ and ψ = 270◦. u is
the full flow velocity (including waves and current). The fluxes are the sum of advective
fluxes through the facets and the pressure acting on the possibly sloping facets. For the
advective part, the velocity is relative to the moving facet, which produces terms like
−u∂ξ3/∂t.
2.3. Momentum equations
In the previous section, we defined the control volume and we presented
the different averages existing in the literature . We write now the generic
equation for the mean momentum (e.g. mean Lagrangian velocity or quasi-
Eulerian velocity) obtained after averaging on the control volume. The mean
can be Eulerian, GLM or following ξ3. Neglecting buoyancy, Earth rotation,
mixing and viscous effect, the generic conservation equation for the mean
momentum ρu (where u = (u,w) and (·) is the averaging operator) in the
control volume and with motion restricted to a vertical plane is
∂(ρu)
∂t
+
∂(ρu u)
∂x
+
∂(ρu w)
∂z
= F, (3)
with F a forcing term due to waves and water levels which explicitly given
below.
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The rate of change of the momentum (the first term on the left hand
side of eq. (3) equals body forces (such as gravity, absent for the horizontal
momentum ρu), plus the divergence of fluxes of momentum. The mean flow
advective fluxes appear in the left hand side of (3), the other fluxes constitute
the forcing term F . For a generic control volume, F is
F = Fuu + Fuw + Fpx + Fp3, (4)
(see Brekhovskikh and Goncharov (1994) for more details)
with the horizontal advection
Fuu =
∂(ρu˜2)
∂x
. (5)
u˜ is the horizontal velocity associated to the wave propagation such as
u˜ = kac [exp(kz) cos(kx− σt)] . (6)
where k is the wavenumber, a is the wave amplitude, c is the phase speed, σ
is the frequency.
The vertical advection (where w˜ and ξ˜3 are, respectively, the vertical
velocity w˜ = kac [exp(kz) sin(kx− σt)] and the vertical position associated
to the wave propagation)
Fuw =
∂
[(
w˜ − ∂ξ˜3/∂t
)
ρu˜
]
∂(z + ξ3)
, (7)
is important for fixed (Eulerian) control volumes (e.g. Rivero and Arcilla,
1995) but is negligible for the M03-AJB08 volume, designed to make w˜ −
∂ξ˜3/∂t as small as possible.
The last two terms are the pressure gradient across the sides of the vol-
ume, here assumed vertical3,
Fpx =
∂p
∂x
, (8)
3These sides actually have an angle in the case of the Generalized Lagrangian Mean
(GLM), giving more complex equations.
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and the vertical divergence of the pressure-induced flux through the sloping
iso-surfaces of the vertical coordinate,
Fp3 =
∂Sp3
∂z
=
∂
∂z
[
p˜(∂ξ˜3/∂x)
]
, (9)
which is zero in Eulerian averages, for which ξ˜3 = 0 (where ξ˜3 and p˜ are
respectively the vertical displacement and pressure induced by waves). We
recall that p can be different for different control volumes, i.e. in the case
of M03-AJB08 the pressure is nearly hydrostatic, which is not the case of
a fixed control volume for which a −ρw˜2 correction occurs. This derivation
was correctly done by M03 for his control volume. Using the notations of
that paper, s˜ = ξ3 = ξ˜3, ξ1 = 0, ξ2 = 0. On the contrary, Xia et al.
(2004) completely omitted the vertical flux. In the case of Mellor (2008) the
average of the vertical flux gradient Fp3 was not estimated and replaced by
an Eulerian average of the pressure gradient, which is not consistent with the
Lagrangian average of the other terms, as described by Bennis and Ardhuin
(2011). We will thus not discuss further that paper.
2.4. Estimation of p˜(∂ξ˜3/∂x): The fundamental problem of the Lagrangian
approach
This vertical flux term redistributes wave momentum over the vertical.
Thus, if that term is omitted, as in Xia et al. (2004), the depth-integrated
equations can still be correct. However, omitting this term, or giving an
inconsistent approximation for it, generally produces a non-uniform profile
of the net wave-induced force Fpx + Fp3 in the absence of wave breaking
(see Figure 1). In the adiabatic limit, without mixing or friction, there is
no possible balance of this force with the pressure gradient induced by the
sea surface slope, which is not a physical situation. Here is a mathematical
description of the problem.
The equation of motion are given by Mellor (2003) (his equation (34a)).
When we neglected the Coriolis force, density stratification, mixing and af-
ter applying the continuity equation, the equations correspond to equation
(3) for the particular case of the control volume that follows only the ver-
tical wave-induced motions and with motion restricted to a vertical plane.
The equation is similar to the following equation and rewritten in a terrain
following vertical coordinate, ς, it is
∂U
∂t
+ U
∂U
∂x
+
W
D
∂U
∂ς
=
F
D
. (10)
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where (U,W ) is the Lagrangian-mean flow field.
The force on the right hand side is given by Equation (4) with Fuw = 0,
Fpx = −gD∂η̂
∂x
(where η̂ is the mean surface elevation), Fuu and Fp3 are given
in Appendix D. Over a sloping bottom in finite water depth, Fuu is of the
order of the bottom slope ε2, and a consistent solution of eq. (3) requires
an approximate of Fp3 to the same order. Because this is the product of p˜
and s˜, each of these two terms must be estimated to first order in ε2. Airy
theory, which is the solution for waves over a flat bottom and is used by M03
and almost all parameterizations, is thus insufficient. By analogy with the
problem of estimating the reflection of waves over a sloping bottom (Meyer,
1979), we conjecture that there is no general analytical expression for the
vertical flux Fp3 in terms of local wave, water depth and current properties,
even in the limit of small bottom slopes.
So far we have no proof for this conjecture, but it is supported by several
facts. First of all, all published analytical expressions are based on Airy the-
ory and either ignore the vertical flux Fp3, this is the case of Walstra et al.
(2000) and Xia et al. (2004), or give erroneous expressions for it, as in Mellor
(2003), Mellor (2008), Mellor (2011a), Mellor (2011b). Their error is easily
seen by comparing, for our adiabatic test case with shoaling waves, the net
force F , including the pressure gradient due to the surface slope. All of these
theories give a strong vertical shear for F as in figure 1, whereas it should be
uniformly zero, allowing a stationary solution. We observe that only Ardhuin
et al. (2008b) proposed a correct estimation of Fp3, but they used the now
classical approach of approximating the three-dimensional wave problem as
a series of modes with different vertical structures and amplitudes that vary
on the horizontal. For irrotational flows, the exact solution to the Laplace
equation and boundary conditions is recovered in the limit of an infinite num-
ber of modes. The first mode corresponds to the Airy wave solution while
the other evanescent mode are not propagating modes, but they correspond
to the near-local adjustment of the wave field to the topography. Contrary
to the wave action equation which is hyperbolic, the equations for the am-
plitudes of the evanescent modes are a set of coupled elliptic equations. As
a result, these modes are not functions of the local water depth only but
they are generally defined by the water depths over the entire domain. Very
often the adjustment is only significant over one wavelength and for steep
slopes, as in the simplest problem of wave propagation over a step (e.g. Rey
et al., 1992; Rhee, 1997). In that case, the adaptation of the iso-potential
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lines clearly extends over a finite distance from the step showing that the
solution is indeed not only a function of the local (flat) bottom properties
and amplitude of the freely propagating waves. The same is true, although
less conspicuous, for a smooth bottom (e.g. Athanassoulis and Belibassakis,
1999).
Obtaining the solution of the coupled equations is a formidable computing
task (e.g. Magne et al., 2007), even if the series of modes is made to con-
verge faster, as is the case with the vertical mode decomposition proposed
by Chandrasekera and Cheung (1997). What looks like a mathematical cu-
riosity has dramatic consequences in terms of wave-driven flows, with very
large spurious errors for poorly approximated profiles of Fp3, as we shall see
in section 3. Given this impasse, the only option available today is thus to
work with the quasi-Eulerian velocity.
3. Equations for the quasi-Eulerian velocity
In order to facilitate the implementation of quasi-Eulerian equations, we
give here a short and simplified account of Ardhuin et al. (2008b). Start-
ing from the general equations of Andrews and McIntyre (1978), Ardhuin
et al. (2008b) have given an approximation to second order in the wave
non-linearity and transformed the equations with a change of the vertical
coordinate, so that the Jacobian associated with the averaging procedure is
equal to one, and both the resulting quasi-Eulerian flow field (û, v̂, ŵ) and
Lagrangian-mean flow field (U, V,W ) are non-divergent.
The quasi-Eulerian flow field does not contain wave momentum, and this
is the main difference with the M03 theory. Solving for (û, v̂, ŵ) removes the
problem of the approximation of the vertical fluxes of wave momentum in Sp3
(equation (9)) because the tricky part is a vertical flux of wave momentum:
without wave momentum there is no problem anymore in the vertical fluxes
of the quasi-Eulerian momentum. The influence of waves on the mean quasi-
Eulerian current appear as forcing terms (A1, A2, B1, B2, C1, C2, C3 in the
equations (11),(12),(15)).
In order to simplify the equations we generally give the wave forcing
expressions for monochromatic waves as a function of the surface elevation
variance E. In the case of quasi-linear random waves the corresponding forc-
ing is simply the sum of the monochromatic wave forcing with E replaced
by the elementary elevation variance E(f, θ)dfdθ (where f and θ are, respec-
tively, the wave frequency and direction), as detailed in Appendix C. The
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following GLM equations use the Cartesian z coordinate. However, the most
of coastal hydrodynamical models (e.g. Marsaleix et al., 2008) use equations
in terrain-following coordinates (Appendix A), further transformed in flux
form (Appendix B). This last form is most compact because the vertical
stokes drift Ws disappear from it.
3.1. Momentum, mass, and tracer conservation
For simplicity we neglect the effect of the vertical current shear and partial
standing waves in the wave forcing term, so that eq. (42) in Ardhuin et al.
(2008b) becomes4
∂û
∂t
+ û
∂û
∂x
+ v̂
∂û
∂y
+ ŵ
∂û
∂z
− fv̂ + 1
ρ
∂pH
∂x
=
[
f +
(
∂v̂
∂x
− ∂û
∂y
)]
Vs −Ws∂û
∂z
− ∂J
∂x︸ ︷︷ ︸
A1
+ F̂m,x + F̂d,x + F̂b,x︸ ︷︷ ︸
A2
, (11)
and
∂v̂
∂t
+ û
∂v̂
∂x
+ v̂
∂v̂
∂y
+ ŵ
∂v̂
∂z
+ fû+
1
ρ
∂pH
∂y
= −
[
f +
(
∂v̂
∂x
− ∂û
∂y
)]
Us −Ws∂v̂
∂z
− ∂J
∂y︸ ︷︷ ︸
B1
+ F̂m,y + F̂d,y + F̂b,y︸ ︷︷ ︸
B2
,(12)
where the left hand side is the classical primitive equation model for the
quasi-eulerian velocity (û, v̂, ŵ) with pH the hydrostatic pressure, (F̂m,x, F̂m,y)
the mixing effects (that redistribute momentum). The right hand side con-
tains the forcing terms (see A1, B1, A2, B2 terms, with only the A1 and
B1 terms for adiabatic case) where (F̂d,x, F̂d,y) the source of quasi-Eulerian
momentum that is equal to the sink of wave momentum due to breaking and
4Although derived via a different approach, the resulting equations are mathematically
equivalent to the ones given by Uchiyama et al. (2010), except for the Bernoulli head
term (our J) in which we have neglected the effects of the current profile. Here they were
derived from a quasi-Eulerian average of the flow, as detailed in Ardhuin et al. (2008b),
which has a clear physical interpretation as the Lagrangian mean minus the Stokes drift.
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wave-turbulence interaction, (F̂b,x, F̂b,y) the source of quasi-Eulerian momen-
tum that is equal to the sink of wave momentum due to bottom friction,
which should only be included when the wave bottom boundary layer is re-
solved, J the wave-induced mean pressure (eq. (20)), and (Us, Vs,Ws) the
three-dimensional Stokes drift5. Mixing is also influenced by waves, but this
aspect will not be discussed here (see Craig and Banner, 1994; Groeneweg
and Klopman, 1998; Rascle and Ardhuin, 2009; Uchiyama et al., 2010). The
second lines in eq. (11)–(12) contain the vortex force introduced by Garrett
(1976) in this context, and further discussed by Lane et al. (2007) and Smith
(2006).
The mass conservation is
∂û
∂x
+
∂v̂
∂y
+
∂ŵ
∂z
= 0, (13)
and the evolution of a conservative passive tracer concentration C is,
∂C
∂t
+
∂
∂x
(û+ Us)C︸︷︷︸
C1
+ ∂
∂y
(v̂ + Vs)C︸︷︷︸
C2
+ ∂
∂z
(ŵ +Ws)C︸ ︷︷ ︸
C3
 (14)
=
∂
∂x
(
γx
∂C
∂x
)
+
∂
∂y
(
γy
∂C
∂y
)
+
∂
∂z
(
γz
∂C
∂z
)
. (15)
where γ = (γx, γy, γz) is the turbulent diffusivity.
All four conservation equations are valid from the bottom z = −h to the
local phase-averaged free surface η̂.
However, with the mode splitting, there is another important modification
that is made through the barotropic mode. The surface kinematic boundary
condition is given by
∂η̂
∂t
+ (û+ Us)
∂η̂
∂x
+ (v̂ + Vs)
∂η̂
∂y
= ŵ +Ws. (16)
5Although the vertical component of the Stokes drift may not be familiar to the reader,
it appears, just like the horizontal components, in the general definition of the wave pseudo-
momentum (Andrews and McIntyre, 1978; Ardhuin et al., 2008b). In particular for inviscid
conditions over a sloping bottom it is physically obvious that the drift of water particles
must follow the bottom and thus must have a vertical component. In practice Ws can
be computed from (Us, Vs) as the full Stokes drift flow is approximately non-divergent
(Ardhuin et al., 2008b)
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It thus appears that, as in McWilliams et al. (2004) or Newberger and Allen
(2007b), there is a source of mass at the surface that compensates the conver-
gence of the Stokes drift. In surface-following coordinates there is no velocity
through the surface and ŵ +Ws vanish, leaving only the convergence of the
Stokes drift to force the usual mass conservation equation (see Appendix A:
eq. (A.3)).
For tracers, because the equations are unchanged (only for the explicit
presence of the Lagrangian mean velocity), the boundary conditions are un-
changed from classical primitive equation models.
3.2. Wave-induced forcing terms
The three-component Stokes drift (Us, Vs,Ws), wave-induced pressure
term J , and momentum source due to wave dissipation (F̂d,x, F̂d,y), can all be
computed from only a few local parameters. These include the wave-induced
surface elevation variance E, the phase-averaged water depth D = h + η̂,
the wavenumber vector k = k(cos θ, sin θ), the intrinsic radian frequency
σ =
√
gk tanh(kD), the water depth D. For random waves, these expres-
sions are easily extended by summing over the spectrum and replacing E by
the elementary variancce E(f, θ)dθdf (see Appendix C).
The horizontal Stokes drift vector (Us, Vs) is given by,
(Us, Vs) = σk(cos θ, sin θ)E
cosh(2kz + 2kh)
sinh2(kD)
. (17)
At the lowest order (e.g. Ardhuin et al., 2008a), the full Stokes drift flow is
non-divergent and verify,
∂Us
∂x
+
∂Vs
∂y
+
∂Ws
∂z
= 0. (18)
As a result, the less well-known vertical Stokes drift component is given by
the horizontal divergence of (Us, Vs),
Ws(z) = − Us|z=−h
∂h
∂x
− Vs|z=−h
∂h
∂y
−
∫ z
−h
∂Us
∂x
+
∂Vs
∂y
dz. (19)
In adiabatic conditions, the only other term is the wave-induced mean pres-
sure J ,
J = g
kE
sinh(2kD)
. (20)
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In the coupled system, the horizontal Stokes velocity is computed in the
coupler from the frequency spectrum of the surface Stokes drift, which is pro-
vided by the wave model, so that the wave model does not need to know the
depths of the flow model levels. This also allows to force the flow model with
a stored wave output that is independent of the flow model vertical resolution
(see http://tinyurl.com/2wr6hoa for details). The vertical component Ws is
obtained by solving equation (19).
No definite theory exists for the force induced by wave dissipation (F̂d,x, F̂d,y),
as only the depth-integrated force is known (e.g. Smith, 2006). Still it is im-
portant to follow some general principles. Namely, the energy lost by waves
when breaking is the source of surface turbulence and the corresponding wave
momentum is the force (F̂d,x, F̂d,y). One should be careful to avoid double
counting by making sure that the wind to wave momentum flux is not in-
cluded in the wind stress used as a surface boudary condition for the flow
model.
An empirical parametrization for the vertical profile must be used. We
may clearly distinguish between the force due to wave breaking and that due
to bottom dissipation (Walstra et al., 2000). We know Soc the amount of
energy given up by waves as they break, either in finite depth or deep water
(e.g. Thornton and Guza, 1983; Ardhuin et al., 2010), and Sbf the loss of
energy due to bottom friction (e.g. Ardhuin et al., 2003). With a strong ver-
tical mixing due to breaking waves the vertical distribution of the momentum
source is not very important (Rascle et al., 2006). Wave dissipation may be
provided as surface stress, with a vertical profile given by the delta function
δz,bη,
(F̂d,x, F̂d,y)(z) = (τoc,x, τoc,y)δz,bη
=
∫
k
σ
(cos θ, sin θ)Soc(f, θ)δz,bηdfdθ,
(21)
where Soc(f, θ) is the spectral density of the waves-to-ocean energy flux, equal
to the dissipation source function in the spectral wave energy balance (e.g.
Ardhuin et al., 2010).
3.3. Boundary conditions at the bottom
The bottom friction is absent in the test cases presented here. However,
for case with bottom friction, the following equations can be used.
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Starting from the bottom, at z = −h, for a non-resolved wave bottom
boundary layer, the momentum lost by waves due to bottom friction is
lost in the bottom (Longuet-Higgins, 2005) and should not be added in the
water column (ie. (F̂b,x, F̂b,y) = (0, 0)), and the horizontal velocity should
be prescribed as velocity at the bottom given by the streaming solution
of (Longuet-Higgins, 1953), still approximately valid for turbulent bottom
boundary layers (e.g. Marin, 2004),
(û, v̂)|z=−h = 1.5 (Us, Vs)|z=−h (22)
and the vertical velocity is naturally
ŵ = −û∂h
∂x
− v̂ ∂h
∂y
. (23)
We note that many parameterizations have been proposed for the bottom
stress Kz
∂û
∂z
where Kz is the (varying) eddy viscosity. Eq. (22) could be
used for the quasi-Eulerian velocity at the bottom.
If the wave bottom boundary layer were resolved then the appro-
priate bottom boundary condition is: (û, v̂)|z=−h = (0, 0). In this case, one
should introduce near the bottom the source of momentum
(F̂b,x, F̂b,y)(z) =
∫
k
σ
(cos θ, sin θ)Sbf (f, θ)G(z)dfdθ, (24)
where G(z) is a function that integrates to 1 across the wave bottom bound-
ary layer. This may be re-written
(F̂b,x, F̂b,y)(z) = (τwb,x, τwb,y)G(z). (25)
The wave bottom stress vector (τwb,x, τwb,y) corresponds to the momentum
lost by the wave field via bottom friction and can be computed by the wave
model. According to Walstra et al. (2000), the vertical distribution function
G(z) can be defined such as G(z) = 1−
D + z − η̂
δwbbl
if −D + η̂ + δwbbl ≥ z ≥ −D + η̂,
G(z) = 0 if z > −D + η̂ + δwbbl.
(26)
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where δwbbl is the wave bottom boundary layer thickness.
Another important condition is the energy lost by waves due to bottom
friction, which is a source of turbulent kinetic energy in the bottom boundary
layer. The total energy is the same integral as eq. (24), without the
k
σ
factor,
and replacing the profile G(z) by a parametrization follow that may Mellor
(2002).
3.4. Boundary conditions at the surface
At the surface, the stresses are imposed, giving the upper boundary con-
dition for the turbulent momentum flux,
Kz
∂û
∂z
= τa,x − τaw,x (27)
where τa,x and τaw,x are, respectively, the x-component of the wind stress and
of the wave-supported stress
(τaw,x, τaw,y) =
∫
k
σ
(cos θ, sin θ)Satm(f, θ)dfdθ, (28)
where Satm(f, θ) is the spectral density of the wind to wave energy flux (e.g.
Ardhuin et al., 2009), approximately equal to the input source function in
the spectral wave energy balance. Here again the other boundary condition
for the flux of turbulent kinetic energy is given by the loss of wave energy due
to breaking, and wave-turbulence interaction, and the same integral as (21)
without the
k
σ
factor. This flux may also be distributed as a near-surface
source.
3.5. Lateral boundary conditions
When open boundary conditions are used, one may impose a zero mass
flux to facilitate the numerical convergence (Rascle, 2007), which takes the
form,
(û, v̂) = (−U s,−V s). (29)
where (·) denotes the depth-integrated variable.
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3.6. Some details about the pratical implementation
The quasi-Eulerian equations are implemented in the flow model MARS3D
(Lazure and Dumas, 2008). MARS3D is coupled with the wave model
WAVEWATCH III (Tolman, 1998, 2009) thanks to the coupler PALM (Buis
et al., 2008). Parts of the additional terms in the momentum equations are
not computed inside the flow model. The terms
∂J
∂x
,
∂J
∂y
, F̂d,x, F̂d,y are com-
puted inside the coupler with fields from the wave model, which are the wave
mean induced pressure, the significant wave height, the wave-to-ocean stress
and with fields from the circulation model: the mean sea surface elevation
and the sigma levels. The other terms for the momentum equations are cal-
culated inside the MARS3D model because the knowledge of the current, the
coriolis term, the thickness of wave bottom boundary layer and the roughness
length is required. In this view, the following fields from waves are transmit-
ted by the coupler to MARS3D: the three components of the Stokes drift,
the norm of the orbital velocity near the bottom, the root mean square wave
height, the intrinsic radian frequency, the wave number, the wave direction,
the wave dissipation due to bottom friction, the wave mean induced pressure
derivatives, the F̂d,x and F̂d,y terms and one term used with open boundary
conditions that is equal to −J
g
. The fields exchanged between the models
are shown on Figure 4.
We modify the depth-integrated continuity equation in order to imple-
ment the new surface boundary condition (see eq (A.3)). We use the depth-
integrated horizontal components of the Stokes drift which are computed
inside the MARS3D model from the Stokes drift, provided by the coupler.
The coupled model can be used in one-way or two-way coupling mode.
Only the communications drawn with solid arrows (see Figure 4) are used
when the one-way mode is applied. For the two-way coupling mode, all
communications are activated.The coupling procedure starts with the hy-
drodynamical model which sends the currents and sea surface height to the
wave model via the coupler. Then, the wave model computes all the wave
parameters and sends them to the coupler. Using the sea surface height and
the sigma levels which come from hydrodynamical model, the forcing terms
are computed and sent to MARS3D. The exchange between the models are
done at a coupling time step which can be larger than the time steps of the
individual models. The coupled model has been designed to run in parallel
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across multiple processors in order to reduce the computing time. For the
moment the spatial grids are the same for the both models and we have not
used the internal re-gridding capabilities of PALM.
Figure 4: Coupling process between the wave model (WAVEWATCH III) and the hydro-
dynamical model (MARS3D) via the coupler (PALM).
3.7. Summary of new terms introduced
The forcing of the wave field on the ocean circulation requires the knowl-
edge of all the fields listed in Table 1.
Compared to equations for the Lagrangian mean velocity, such as those
by Mellor (2003), the amount of wave forcing data to be transferred is signif-
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term type see eq.
Us 3D 17
Vs 3D 17
J 2D or 3D 20
τaw,x 2D 28
τaw,y 2D 28
τoc,x 2D 21
τoc,y 2D 21
τwb,x 2D 25
τwb,y 2D 25
Table 1: List of wave-forcing terms required to force an ocean circulation model solving for
the quasi-Eulerian velocity. The J term is a 2D field when the effect of the vertical shear
of the quasi-Eulerian current is neglected, as done here. In general J is a 3D forcing field
(Ardhuin et al., 2008a). The terms τwb,x and τwb,y are only used when the wave bottom
boundary layer is resolved.
icantly reduced, since the latter form requires the 3D fields Sxx, Syy and Sxy,
as well as the 3D fields Us and Vs to correct the velocities before applying
the turbulence closure (Walstra et al., 2000). This lower complexity of the
quasi-Eulerian equations for the 3D case is contrary to the 2D case, in which
seven 2D fields are needed, versus 3 to 5 (if properly dealing with the bottom
boundary condition) for the depth-integrated Lagrangian equations. In both
cases, for a full consistency of the ocean circulation and wave model, one
should also use the wind stress of the wave model, as discussed by Janssen
et al. (2004), and a proxy of the breaking wave heights, possibly the wind
sea wave height (Rascle et al., 2008).
The wave model can also be used to provide energy fluxes for the surface
flux of turbulent kinetic energy (Janssen et al., 2004), or the near-bottom flux
of turbulent kinetic energy (TKE) due to bottom friction (Mellor, 2002). For
the adiabatic conditions considered here all the stresses τaw, τwb, τoc are zero,
together with these fluxes of TKE.
4. An adiabatic test case for 3D wave-current models
4.1. Description of numerical set-up
This adiabatic test has a known numerical solution. It is adapted from
Ardhuin et al. (2008b) and corresponds to steady monochromatic waves
21
shoaling from 4 to 6 m depth on a slope without breaking nor bottom fric-
tion, and for an inviscid fluid. Here the bottom is symmetric with the bottom
sloping back down to 6 m, in order to allow periodic boundary conditions if
needed (see Figure 6). Both waves and bottom topography are uniform in
the y-direction. The flow is confined to a channel with free-slip boundary
conditions (North and South boundaries). The East and West boundaries
are open (see Figure 6).
Several wave conditions are tested:
- Significant wave height: Hs = 0.34 m or Hs = 1.02 m,
- Wave period: T = 5.24 s or T = 13 s,
- Wave direction: θ = 90◦,
- Wave steepness: 1 = 0.0266 or 1 = 0.0798.
Our MARSD model configuration uses 100 sigma levels regularly spaced,
5 active points in the y-direction and 78 active points in the x-direction.
The time step was set to 0.05 s for the Hs = 1.02 m tests (and 1 s for
Hs = 0.34 m). The ARB08 model has been tested with one active point in
y-direction and the time step was set to 1 s for all numerical simulations. For
the sake of simplicity, the wave model time step is taken equal to the flow
model time step.
For these shoaling waves the group velocity varies a little (5.4%) from
4.89 m.s−1 to 4.64 m.s−1, due to the fact that the non-dimensional depth
kD is close to unity. Because the current is much less than the group speed,
the waves propagate with a nearly constant energy flux, resulting in a small
increase of wave amplitude, by 2.7%, in the shallower part of the domain.The
Eulerian analysis of such a situation was given by Longuet-Higgins (1967).
With Hs = 0.34 m and T = 5.24 s, the Longuet-Higgins solution gives a
mean water level 0.32 mm lower in the shallow region, and both studies by
Rivero and Arcilla (1995) and Lane et al. (2007), clearly show that there is
no other dynamical effect: the Eulerian mean current is steady and simply
compensates for the divergence of the wave-induced mass transport (see Fig-
ure 7). Because the relative variation in phase speed is more important, from
6.54 to 5.65 m.s−1, it produces a strong divergence of the Stokes drift (see
Figure 5), which accelerates in shallow water. The quasi-Eulerian velocity
is irrotational, thus nearly depth-uniform, and compensates the Stokes drift
divergence by a strong convergence. This situation is a stationary solution.
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Figure 5: Stokes velocity in x-direction for Hs = 1.02 m, T = 5.26 s and Kz = 0 m2.s−1.
Hs (m) T(s) Vertical Set of equations One/two-way
mixing coupling
1.02 5.6 No M03, ARB08 One-way
0.34 5.6 No M03, ARB08 One-way
0.34 13 No M03, ARB08 One-way
1.02 5.6 Yes M03 One-way
0.34 5.6 Yes M03 One-way
0.34 13 Yes M03 One-way
Table 2: Overview on the numerical simulations
23
−5
.7
5
−5
.7
5
−5
.7
5
−5
.7
5
−5
.7
5
−5
.7
5
−5
.5
−5
.5
−5
.5
−5
.5
−5
.5
−5
.5
−5
.2
5
−5
.2
5
−5
.2
5
−5
.2
5
−5
.2
5
−5
.2
5
−5
−5
−5
−5
−5
−5
−4
.7
5
−4
.7
5
−4
.7
5
−4
.7
5
−4
.7
5
−4
.7
5
−4
.5
−4
.5
−4
.5
−4
.5
−4
.5
−4
.5
−4
.2
5
−4
.2
5
−4
.2
5
−4
.2
5
−4
.2
5
−4
.2
5
−4
−4
−4
−4
−4
−4
X (m)
Y 
(m
)
 
 
0 100 200 300 400 500 600 700−100
−50
0
50
100
−5.6
−5.4
−5.2
−5
−4.8
−4.6
−4.4
−4.2
−4
Hs, T
Z(m)
Wall Wall WallWall
Wall Wall WallWall
Figure 6: Bathymetry and configuration
4.2. Numerical results obtained with different sets of equations based on quasi-
Eulerian and Lagrangian velocities
Although the inconsistency of most equations for the Lagrangian velocity
have been described in Ardhuin et al. (2008b), no result have yet been pub-
lished on the actual consequences of this inconsistency. We chose to illustrate
these consequences with the equations by Mellor (2003) that have been used
in other studies, unfortunately without a detailed analysis.
A first important test of the model is the solution for the mean sea sur-
face elevation, which is given by Longuet-Higgins (1967). This is correctly
reproduced by Mellor (2003) equations and the quasi-Eulerian equations. We
will now consider the currents. The reference Lagrangian velocity using for
the comparison is obtained from the quasi-Eulerian analysis as U = û + Us
(see Figure 7). The reference solution exhibits a vertical shear that is en-
tirely due to the Stokes drift (see Figure 5) and the quasi-Eulerian velocity
is homogeneous over the water column.
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Figure 7: Solution given by quasi-Eulerian analysis for the inviscid sloping bottom case
with Hs = 1.02 m, T = 5.24 s and without mixing. Lagrangian velocity U (first panel,
contours are equally spaced from -0.01 to 0.025 m s−1) and quasi-Eulerian velocity U −Us
(second panel). The thick black line is the bottom elevation.
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The MARS3D model is now used to solve either the M03 equations or
the eqs. (11) and (12). In the case of the M03 equations the wave induced
forcing has a strong vertical gradient which is unrealistic (see Figure 1). As
a result, a strong surface velocity develops, associated to a counter-current
below of comparable magnitude (Figure 8). This circulation pattern is very
different from the known correct solution (Figure 7). In spite of the small
bottom slope and wave steepness, in only 15 minutes the resulting velocity
reaches 17 cm s−1, which is about 10 times the correct solution shown in
Figure 7. Further, if the model is integrated for a longer time, the region
of positive acceleration on the up-slope meets the region of negative accel-
eration on the down-slope, resulting in large vertical velocities and further
strange model adjustments. This erroneous velocity is clearly driven by the
erroneous wave-induced force term F , which is proportional to gDε21ε2, where
ε1 is the wave steepness, ε2 is the bottom slope (Ardhuin et al., 2008a). For
the bottom shape and wave period chosen here, the maximum value of F is
0.29gDε21ε2. Obviously, the depth dependence of F plays an important role.
Since F becomes depth-uniform for kD → 0, one may expect that the prob-
lem could vanish in shallow water. Unfortunately, in practice, the velocity
at which the current first stabilizes (here after 15 minutes), is independent of
ε2, provided that the change in water depth remains the same. If the bottom
topography is stretched by a factor 1/α in the x direction, the slope increases
by a factor α and the change advection compensates the local increase of F .
Mathematically, equation (10) follows a Froude scaling: when x is replaced
by x′ = αx and t by t′ = α2t, the equation is unchanged if F ′ = αF , and
thus U(x′, t′) = U(x, t). As a result, for any wave field approaching the shore
from deep water, even on a very gently sloping continental shelf, there will be
a very large spurious onshore velocity at the surface. Based on the present
case, this velocity can exceed 10 times the Stokes drift. This momentum is
generated where kD ∼ 1, and self-advects onshore. Obviously, some realis-
tic mixing will reduce this effect. Using a realistic constant eddy viscosity
of 2.8×10−3 m2.s−1 only reduces the current by about a factor 2 to 3 (see
Table 3). This factor depends on the wave amplitude since the introduction
of viscosity breaks the Froude scaling.
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Figure 8: M03 model: Solution given by the coupled model after 15 minutes of integra-
tion: Lagrangian velocity U (first panel) and Lagrangian velocity minus Stokes drift U−Us
(second panel). The thick black line is the bottom elevation. Hs = 1.02 m, T = 5.26 s,
Kz = 0 m2.s−1.
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Hs (m) Tp (s) Kz (m
2.s−1) resulting U (m.s−1)
1.02 5.6 0 0.1698
0.34 5.6 0 0.0537
0.34 13 0 0.0110
1.02 5.6 2.8.10−3 0.1094
0.34 5.6 2.8.10−3 0.0185
0.34 13 2.8.10−3 0.0026
Table 3: M03 model: Surface velocity at x =200 m for different model settings. The
settings corresponding to the test in Ardhuin et al. (2008b) are given in the second line
Hs = 0.34 m, T = 5.6 s, Kz=0 m2 s−1. The surface velocity values are written for
T = 900 s where Hs = 1.02 m and for T = 2700 s where Hs = 0.34 m.
We also test the ARB08 model mainly based on equations (11) and (12).
This model solve now the quasi-Eulerian velocity (Lagrangian velocity minus
Stokes velocity). In order to compare with the Lagrangian reference solution
(see Figure 7, first panel), we add the Stokes velocity to the model solution.
The ARB08 model give a quasi-Eulerian current solution û (see Figure 9),
and thus differs from the M03 model which give the Lagrangian current. The
dynamic effect of the waves is conveyed by dynamic forcing terms (see terms
A1, A2, B1, B2 in equations (11) and (12)) and an equivalent mass source at
the surface (eq. (16)). The quasi-Eulerian current is nearly depth-uniform as
expected (Figure 9). As a result, the Lagrangian current given by the ARB08
model (Figure 9, first panel) is similar to the reference current (Figure 7, first
panel). The flow structure and the intensity of the flow are within a fraction
of a percent. So, we can conclude that the ARB08 model correctly simulates
for this case the three-dimensional flow in presence of waves.
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Figure 9: ABR08 model: Lagrangian velocity u (first panel) and Quasi-Eulerian velocity
û(m/s) (second panel) which is equal to the Lagrangian velocity minus the Stokes drift.
Hs = 1.02 m, T = 5.24 s and Kz = 0 m2.s−1. The thick black line is the bottom elevation.
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5. Conclusion
It was demonstrated here that equations for the three-dimensional wave-
forced circulation that are formulated in terms of the Lagrangian mean ve-
locity (total momentum) and use analytical functions of the local wave field
and topography can produce very large spurious velocities. This result was
anticipated by Ardhuin et al. (2008b) who showed that the vertical flux of
momentum is a priori not a function of the local water depth, and can be es-
timated from non-local evanescent wave modes that contribute to the general
solution of the Laplace equation over a sloping bottom. The magnitude of
the problem is revealed by the present study. These come from poor approx-
imation of the vertical flux of wave momentum, and they persist errors when
a reasonable vertical mixing is included. These error may become negligible
in the surf zone, but they may also play a big part in the differences in ver-
tical velocity profiles reported by Haas and Warner (2009), when comparing
a version of ROMS solving the Mellor (2003) equations with SHORECIRC
(see their figure 4). We also wish to point out another common source of
differences between model results. Some models, like SHORCIRC solve for
the quasi-Eulerian mean velocity U − Us while ROMS solved for the La-
grangian mean velocity U . The difference between the two is the Stokes
drift, which can be very large in the surf zone, up to 30% of the wave phase
speed (Ardhuin et al., 2008b).
From the present model results, we conclude that today there is no accept-
able short-cut to a three-dimensional equation for the Lagrangian velocity
U : the only possibility would be to solve for the wave motion to first order
in the bottom slope. This can be done with a model of the kind developed
by Athanassoulis and Belibassakis (1999) and Gerosthathis et al. (2005),
with at least 10 vertical modes. Given the large effort required for a 4 by
4 km region with only 3 modes (Magne et al., 2007), this is hardly a prac-
tical solution. The only practical solution avalaible today is thus the use of
a momentum equation for the quasi-Eulerian velocity, such as proposed by
McWilliams et al. (2004), Newberger and Allen (2007b), or Ardhuin et al.
(2008a). This approach has been applied to surf zone problems by Rascle
(2007) and Uchiyama et al. (2010).
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Appendix A. glm2 equations in sigma coordinates : Momentum,
mass, tracer conservation
Let (x, y, z, t) denote the cartesian coordinate system and (x?, y?, ς, t?)
the sigma coordinate system.
∂û
∂t?
+ û
∂û
∂x?
+ v̂
∂û
∂y?
+ Ŵ ∂û
∂ς
− fv̂ + 1
ρ
(
∂pH
∂x?
+
∂pH
∂ς
· ∂ς
∂x
)
=
[
f +
(
∂v̂
∂x?
+
∂v̂
∂ς
· ∂ς
∂x
)]
Vs −
(
∂û
∂y?
+
∂û
∂ς
· ∂ς
∂y
)
Vs
−Ws
D
· ∂û
∂ς
− ∂J
∂x?
− ∂J
∂ς
· ∂ς
∂x
+ F̂d,x + F̂m,x + F̂b,x, (A.1)
and
∂v̂
∂t?
+ û
∂v̂
∂x?
+ v̂
∂v̂
∂y?
+ Ŵ ∂v̂
∂ς
+ fû+
1
ρ
(
∂pH
∂y?
+
∂pH
∂ς
· ∂ς
∂y
)
= −
[
f +
(
∂v̂
∂x?
+
∂v̂
∂ς
· ∂ς
∂x
)]
Us +
(
∂û
∂y?
+
∂û
∂ς
· ∂ς
∂y
)
Us
−Ws
D
· ∂v̂
∂ς
− ∂J
∂y?
− ∂J
∂ς
· ∂ς
∂y
+ F̂d,y + F̂m,y + F̂b,y. (A.2)
where
• ς = z − η̂
D
is the sigma coordinate with η̂ the mean elevation, h the
bottom depth and D = η̂ + h the mean water column depth,
• Ŵ =
(
∂ς
∂t
+ û
∂ς
∂x
+ v̂
∂ς
∂y
+
ŵ
D
)
,
• ∂ς
∂x
= − 1
D
· ∂η̂
∂x
− ς
D
· ∂D
∂x
,
• ∂ς
∂y
= − 1
D
· ∂η̂
∂y
− ς
D
· ∂D
∂y
,
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• ∂ς
∂t
= −(ς + 1)
D
· ∂η̂
∂t
,
• (F̂b,x, F̂b,y) are only used when the wave bottom boundary layer is re-
solved.
The depth-integrated continuity equation becomes
∂η̂
∂t
+
∂
[
D(û+ U s)
]
∂x?
+
∂
[
D(v̂ + V s)
]
∂y?
= 0. (A.3)
where (¯.) denotes depth-integrated variable.
The evolution of a conservative passive tracer concentration C is,
∂(DC)
∂t?
+
∂[D(û+ Us)C]
∂x?
+
∂[D(v̂ + Vs)C]
∂y?
+
∂(ωC)
∂ς
= F̂cm. (A.4)
where
• The modified vertical velocity ω is defined by
ω = ŵ +Ws +D
∂ς
∂t
+D(û+ Us)
∂ς
∂x
+D(v̂ + Vs)
∂ς
∂y
. (A.5)
• F̂cm is the turbulent mixing.
Appendix B. Flux formulations of the quasi-Eulerian glm2 equa-
tions in sigma coordinates : Momentum, mass, tracer
conservation
∂Dû
∂t?
+
∂[D(û+ Us)û]
∂x?
+
∂[D(v̂ + Vs)û]
∂y?
+
∂(ωû)
∂ς
−Dfv̂ + D
ρ
·
(
∂pH
∂x?
+
∂pH
∂ς
∂ς
∂x
)
= UsD
(
∂û
∂x?
+
∂û
∂ς
∂ς
∂x
)
+ VsD
(
f +
∂v̂
∂x?
+
∂v̂
∂ς
∂ς
∂x
)
−D ∂J
∂x?
−D∂J
∂ς
∂ς
∂x
+F̂d,x + F̂m,x + F̂b,x, (B.1)
and
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∂Dv̂
∂t?
+
∂[D(û+ Us)v̂]
∂x?
+
∂[D(v̂ + Vs)v̂]
∂y?
+
∂(ωv̂)
∂ς
+Dfû+
D
ρ
·
(
∂pH
∂y?
+
∂pH
∂ς
∂ς
∂y
)
= VsD
(
∂v̂
∂y?
+
∂v̂
∂ς
∂ς
∂y
)
− UsD
(
f − ∂û
∂y?
− ∂û
∂ς
∂ς
∂y
)
−D ∂J
∂y?
−D∂J
∂ς
∂ς
∂y
+F̂d,y + F̂m,y + F̂b,y. (B.2)
where ω is defined by equation (A.5) and (F̂b,x, F̂b,y) are only used when
the wave bottom boundary layer is resolved.
The continuity equation becomes
∂η̂
∂t
+
∂ [D(û+ Us)]
∂x?
+
∂ [D(v̂ + Vs)]
∂y?
+
∂ω
∂ς
= 0, (B.3)
and the evolution of a conservative passive tracer concentration C is de-
fined by equation (A.4).
We notice that only the horizontal components of stokes drift (Us, Vs)
must be known with this formulation. The Ws depending terms are removed.
Appendix C. Explicit form of random wave forcing terms for the
quasi-Eulerian velocity
For random waves, eq. (17) becomes
(Us, Vs) =
∫
σk(cos θ, sin θ)E(f, θ)
cosh(2kz + 2kh)
sinh2(kD)
dfdθ, (C.1)
where E(f, θ) is the spectral density of the surface wave elevation variance,
usually known as the wave spectrum, the state variable of most numerical
wave models, and the wave-induced pressure term becomes,
J =
∫
g
kE(f, θ)
sinh 2kD
dfdθ. (C.2)
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Appendix D. Forcing terms for the Lagrangian mean velocity
The force that is given by the horizontal divergence of the flux of hori-
zontal momentum (Sxx) is
Fuu = −∂Sxx
∂x
= − ∂
∂x
(
Du˜2 + p˜
∂s˜
∂ς
)
. (D.1)
Using Airy theory, Sxx is given by,
Sxx =
∫
kDE(f, θ)
[
cos2 θFCSFCC
+ (FCSFCC − FSSFCS)] dfdθ, (D.2)
and the vertical profile function FCS changes with f and is defined by
FCS =
cosh [kD( 1 + ς )]
sinh (kD)
, (D.3)
with similar definitions for FSS (respectively FCC), replacing cosh in the
numerator (respectively sinh in the denominator) by sinh (respectively cosh).
The horizontal force that is given by the vertical divergence of the flux of
vertical momentum (Sx3) is
Fp3 = −∂Sx3
∂ς
=
∂
∂ς
(
p˜∂s˜/∂x
)
. (D.4)
In this case, Airy theory is insufficient for a consistent approximation. Yet
Mellor (2003) still used Airy theory, thus producing the erroneous expression,
Sx3 = −
∫
(FCC − FSS)
×
[
E(f, θ)
∂FSS
∂x
+
FSS
2
∂E(f, θ)
∂x
]
dfdθ. (D.5)
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