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Riassunto 
 
In questa tesi si presenta una nuova metodologia per il calcolo di sismogrammi 
sintetici completi delle principali fasi dirette, rifratte, convertite ed onde superficiali in 
mezzi tridimensionali anelastici lateralmente eterogenei, basata sulla Somma Modale 
(SM) combinata con la Teoria Asintotica dei Raggi (TAR). 
I modelli tridimensionali sono determinati da un insieme di sezioni verticalmente 
eterogenee (strutture 1D) che vengono affiancate su una griglia regolare. La 
distribuzione di dette sezioni nella griglia e’ tale da soddisfare la condizione di 
applicabilità della approssimazione WKBJ (acronimo dei nomi dei quattro elaboratori 
della metodologia: Wentzel, Kramers, Brillouin and Jeffreys), cioè la variazione 
laterale di tutti i parametri elastici deve essere piccola rispetto alle lunghezze d’onda 
prevalenti. In ogni nodo della griglia e’ collocata una sezione verticalmente 
eterogenea, sono, quindi, assegnati una volta per tutte i valori della velocità di fase, 
dell’attenuazione di fase e della velocità di gruppo. All’interno della griglia si 
collocano la sorgente ed il ricevitore, assegnando le loro coordinate attraverso un 
sistema cartesiano di riferimento introdotto nella griglia stessa. In questo modo si 
associa una struttura verticalmente eterogenea, quindi unidimensionale, alla sorgente 
ed una al ricevitore. Le autofunzioni di queste due strutture contribuiscono al 
sismogramma. 
Lo schema computazionale è basato, oltre che sull’approssimazione WKBJ per 
eterogeneità laterali deboli, sull’algoritmo per il ray-tracing tra due punti, mediante lo 
shooting-method bidimensionale. Esso può essere riassunto come segue: dapprima si 
calcola il raggio che unisce i due punti, la sorgente ed il ricevitore, risolvendo il 
problema di Cauchy per il sistema di equazioni differenziali alle derivate ordinarie 
che governa il fenomeno dell’evoluzione del raggio stesso; il sistema è risolto per via 
numerica mediante il metodo di Runge-Kutta del quarto ordine. Una volta che il 
raggio è determinato, si calcola lungo esso l’attenuazione, risolvendo, ancora una 
volta mediante il metodo di Runge-Kutta del quarto ordine, il problema di Cauchy per 
un sistema di equazioni differenziali alle derivate ordinarie che è costituito dal 
sistema che governa l’evoluzione del raggio più una quarta equazione che governa 
l’evoluzione dell’attenuazione lungo il raggio stesso. Infine, il geometrical spreading 
è calcolato considerando due ulteriori raggi che partono dalla sorgente con un azimuth 
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che è determinato aumentando e diminuendo l’azimuth della curva caratteristica del 
sistema (raggio vero) di un valore fissato. 
La tesi è divisa in due parti principali, la prima parte contiene una trattazione teorica 
degli argomenti precedentemente menzionati, si apre quindi con un breve riassunto 
sulla generazione di sismogrammi sintetici in strutture unidimensionali mediante la 
tecnica della Somma Modale e prosegue con l’introduzione dell’approssimazione 
WKBJ per la trattazione delle eterogeneità laterali. Si passa poi alla presentazione 
della procedura numerica utilizzata. La seconda parte è dedicata alla validazione del 
nuovo metodo, dunque sono presentate le simulazioni eseguite a questo scopo. 
E’ da sottolineare che i codici di calcolo utilizzati, attentamente testati e ripetutamente 
validati, sono in continuo sviluppo. 
Essi verranno utilizzati per la verifica e l’ottimizzazione dei risultati fin qui 
conseguiti, sia in termini di sorgenti sismiche che di modelli strutturali, nella regione 
dell’Arco di Scotia. 
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Abstract 
 
In this thesis a new methodology for computing synthetic seismograms, complete of 
the main direct, refracted, converted phases and surface waves, in three – dimensional 
anelastic lateral heterogeneous media is presented. It is based on the combination of 
the Modal Summation (MS) technique with the Asymptotic Ray Theory (ART). 
The three – dimensional models are determined by a set of vertically heterogeneous 
sections (1D structures) that are juxtaposed on a regular grid. The distribution of these 
sections in the grid is done in such a way to satisfy the condition of applicability of 
the WKBJ – approximation (acronym of the names Wentzel, Kramers, Brillouin and 
Jeffreys), i.e. the lateral variation of all the elastic parameters has to be small with 
respect to the prevailing wavelength. In each knot of the grid a vertically 
heterogeneous section is located, hence, the values of the phase velocities, of the 
phase attenuation and of the group velocities are assigned once and for all. Inside the 
grid the source and the receiver are located, assigning their coordinates by means of a 
Cartesian reference system introduced in the grid itself. By this way a vertically 
heterogeneous structure, hence one-dimensional structure, is associated to the source 
and another to the receiver. The eigenfunctions of these two structures do contribute 
to the seismogram.  
The computational scheme is based, besides on the WKBJ - approximation for weak 
lateral heterogeneities, on the two point ray – tracing algorithm, by means of the bi - 
dimensional shooting method. It can be summarized as follows: at first the ray 
connecting two points, the source and the receiver, is computed solving the Cauchy 
problem for the system of ordinary differential equations governing the phenomenon 
of the evolution of the ray itself; the system is solved employing the numerical fourth 
– order Runge – Kutta method. Once the ray is determined, the attenuation is 
computed along it, solving, once again using the fourth – order Runge – Kutta 
method, the Cauchy problem for a system of ordinary differential equations that is 
made up of four equations: three equations for the ray and one equation governing the 
evolution of the attenuation along the ray itself. Finally, the geometrical spreading is 
computed considering two more rays that leave the source with an azimuth that is 
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determined increasing and decreasing the azimuth of the characteristic curve of the 
ray – tracing system (the true ray) by a fixed quantity. 
The thesis is divided in two main parts, the first contains a theoretical treatment of the 
above mentioned arguments, so it opens with a brief summary about the generation of 
synthetic seismograms in one-dimensional structures by mean of the Modal 
Summation technique and goes on with the introduction of the WKBJ – 
approximation for treating the lateral heterogeneities. Then, there is the presentation 
of the numerical procedure used in this work. The second part is devoted to the 
validation of the new method, so the simulations executed to this aim are shown. 
It is very important to stress that the computational codes used in this work are still 
under development. 
They will be used for verifying and optimizing the results up to now obtained, both in 
terms of seismic sources and in terms of structural models, in region of the Scotia 
Arc. 
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CHAPTER 1 
 
Modal Summation in Laterally Homogeneous Media 
 
1.1 Equations of elastic motion 
 
In the framework of the linear theory of elastic media, seismic waves are 
represented as a perturbation propagating within a continuous medium. These 
perturbations are supposed to be generated by a transient disequilibrium occurring in 
the stress field. 
Once the Lagrangian formulation is adopted to describe the deformations of an 
elastic continuum, the displacement of each particle is represented by the vector field 
u(x,t). The determination of such a vector field constitutes a dynamic problem of 
linear elasticity. Introducing the constitutive equations for a linear elastic medium 
! 
" ij = Cijkl Ekl =
1
2
Cijkl
#uh
#xk
+
#uk
#xh
$ 
% 
& 
' 
( 
) = Cijkl
#uk
#xh
,
 
where σ  is the second order Cauchy stress tensor, C is the fourth order linear 
elasticity tensor and E is the second order deformation tensor1, the governing 
equations of motion can be derived considering the balance laws of continuum 
mechanics, so that, including inertia, body forces and surface forces acting on a cubic 
element within the continuum, we have 
 
! 
"
#2ui
#t 2
=
#
#x j
Cijhk
#uh
#xk
$ 
% 
& 
' 
( 
) + "bi
 
 
(1.1) 
 
where i=1,2,3, and b is the vector representing the body force per unit mass. 
Approximation of linear elasticity is allowed by the fact that we assume, for our 
problems, small deformations and short-duration stresses. 
The linear elasticity tensor, C, has 81 entries that are the elastic moduli of the 
considered medium. From the symmetry properties of both σ  and E, the tensor C 
satisfies the following rules 
                                                
1 Einstein sum convention is used here and throughout the thesis. 
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! 
Cijhk = Cijkh = C jikh = C jihk  
and, if the medium is homogeneous and isotropic, it assumes the form 
! 
Cijhk = "#ij#hk + µ #ih# jk + # jh#ik( ), 
where λ and µ are the Lame’ coefficients of the material. With this expression 
of the linear elasticity tensor, the system of governing equations (1.1) becomes 
a linear system of three partial differential equations with three unknowns: the 
three components of the displacement vector. 
It is not allowed to obtain the analytic solution to this system of 
equations; therefore it is necessary to introduce further approximation chosen 
according to the adopted resolving method. Two ways can be followed. In the 
first one an exact definition of the medium is given and a direct numerical 
integration technique is used; the second way implies that exact analytical 
techniques are applied to an approximated model of the medium that may have elastic 
parameters varying along one or more directions of heterogeneity (Panza et al., 2001). 
 
1.2 Seismic wave field in vertically heterogeneous media  
 
Let us define a Cartesian coordinate system in a half space, setting the vertical 
z-axis positive downward and the free surface, defined by null vertical stresses, 
coincident with the plane z =0, as in Fig 1.1. 
Let us assume that λ, µ and ρ are piecewise continuous functions of the variable 
z and that the body wave velocities  
!
µ+"
=#
2  ,               
!
µ
=" , 
assume their largest value at z > H. 
 
 10 
 
Figure 1.1 Cartesian coordinate system for a half space (Panza et al., 2001). 
So, the governing equations of motion (1.1) become 
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the associated boundary conditions are free surface conditions at z = 0, i.e. 
! 
" zz = # + 2µ( )
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* = 0
                          (1.3) 
The complete solution of the Boundary Value Problem (BVP) (1.2)-(1.3) can be 
represented in an integral form. At large distances from the source, large with respect 
to the wavelength, the main part of the solution is given by Love and Rayleigh modes 
(see e.g. Levshin, 1973 and Aki & Richards, 1980). Neglecting the body forces, we 
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can consider solutions of the BVP (1.2)-(1.3) having the form of plane harmonic 
waves propagating along the positive x – axis, i.e. 
! 
u x,t( ) = F z( )ei "t#kx( )                                         (1.4) 
where k is the wave number connected with the phase velocity c as k=ω/c and  ω is 
the angular frequency (Panza et al., 2001) 
Inserting (1.4) into (1.2), we have  
! 
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1 2 
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and there are two independent eigenvalue problems for the three components of the 
vector F. 
The first problem describes the motion in the (x, z) - plane, i.e. P-SV waves, and 
is determined by the following system of partial differential equations  
! 
Fy = 0
"
"z
µ
"Fx
"z
# ikµFz
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# ik*
"Fz
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with free surface boundary conditions at z = 0:  
! 
"
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% ik#F
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The second eigenvalue problem describes the particle motion when it is limited 
to the y – axis and determines the phase velocity and amplitude of SH waves. It 
has the form  
! 
Fx = 0
"
"z
µ
"Fy
"z
# 
$ 
% 
& 
' 
( + Fy )
2* + k 2µ( ) = 0
Fz = 0
 
 
(1.8) 
 
with the following boundary condition at z = 0 
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! 
" zy = µ
#Fy
#z
= 0
 
 
(1.9) 
At this point, in order to obtain the solutions, further approximations have to be 
introduced. Following Panza et al. (2001), the vertical heterogeneity in the half space 
is modeled by a series of N-1 homogeneous flat layers, parallel to the free surface, 
overlying a homogeneous half space (Fig. 1.2). With this choice the solution is 
obtained applying an analytical exact method to an approximated model of the 
structure. 
 
Figure 1.2 Flat layered model (1D model). 
Let αm, βm, ρm and dm respectively be the P – wave and S – wave velocities, the 
density and the thickness of the m-th layer among the N’s, so that  
m
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Further, let us define the quantities 
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Figure 1.3 Possible directions of propagation of plane waves into a layer (Panza et al., 
2001). 
Then we look for the periodic solutions of the elastic equations of motion in the 
m-th layer in the two cases of Rayleigh and Love waves. 
 
1.3 Rayleigh modes 
 
For Rayleigh waves the periodic solutions of the elastic equations of motion in 
the m-th layer are, combining dilatational and rotational wave solutions: 
 
! 
"
m
=
#u
x
#z
+
#u
z
#x
= $ " 
m
e
%ikr&mz + $ $ " 
m
e
+ ikr&mz( )ei 't%kx( )  
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where Δm', Δm", δm' and δm" are constants. Again, given the sign conventions 
adopted, the term in Δm' represents a plane wave whose direction of propagation 
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makes an angle cot–1
! 
r"m  with the positive z direction when 
! 
r"m
 is real, and a wave 
propagating in the positive x direction with amplitude diminishing exponentially in 
the positive z direction when 
! 
r"m  is imaginary. Similarly the term in Δm" represents a 
plane wave making the same angle with the negative z direction when 
! 
r"m  is real and 
a wave propagating along the positive x direction with amplitude increasing along the 
positive z direction when 
! 
r"m  is imaginary (Fig.1.3). The same considerations can be 
applied to the terms in δm' and δm", substituting 
! 
r"m  with 
! 
r"m . At this point, dropping 
the term exp[i(ωt-kx)], the displacements and the associated stress components 
corresponding to dilatation and rotation, given by Eq. (1.12), can be written as: 
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For Rayleigh waves the boundary conditions that must be satisfied at any 
interface are the continuity of the displacement and stress components given in Eqs. 
(1.13) - (1.16). 
1.4 Love modes 
 
For Love waves the periodic solutions of the elastic equations of motion in the 
m-th layer are:  
! 
u
x
= u
z
= 0  
        (1.17) 
! 
uy = vm
'
e
" ikr#mz + vm
''
e
ikr#mz( )ei $t"kx( )  
and the associated stress component is: 
 
! 
" zy = µm
#uy
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= ikµmr$m % & ' m exp %ikr$mz( ) + & & ' m exp ikr$mz( )( )expi (t % kx( )  (1.18) 
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where 
m
v!  and 
m
v !!  are constants; the remaining two stress components in the z 
direction being null. Given the sign conventions adopted, the term 
m
v!  represents a 
plane wave whose direction of propagation makes an angle cot–-1
! 
r"m  with the positive 
z direction when 
! 
r"m  is real, and a wave propagating in the positive x direction with 
amplitude diminishing exponentially in the positive z direction when 
! 
r"m  is 
imaginary. Similarly the term in 
m
v !!  represents a plane wave making the same angle 
with the negative direction z when 
! 
r"m  is real and a wave propagating in the positive x 
direction with amplitude increasing in the positive z direction when 
! 
r"m  is imaginary 
(Fig. 1.3). 
The boundary conditions that have to be satisfied at any interface are the 
continuity of the transverse component of displacement, 
! 
uy, and the continuity of the 
tangential component of stress,
! 
" zy . 
1.5 Computation of dispersion function 
 
After having defined the eigenvalue problem for both Rayleigh and Love 
waves, we can use the Thomson-Haskell method and its modifications (e.g., Schwab 
and Knopoff, 1972; Florsch et al., 1991) to efficiently compute the dispersion 
function of surface waves and therefore synthetic seismograms in layered anelastic 
media. In fact, once the dispersion function is found, the couples (ω, c) for which the 
dispersion function is equal to zero are its roots and represent the eigenvalues of the 
problem. Eigenvalues, according to the number of zeroes of the corresponding 
eigenfunctions (i.e. displacements and stresses), can be subdivided in the dispersion 
curve of the fundamental mode (which has no nodal planes), of the first higher mode 
(having one nodal plane), of the second higher mode and so on. Once the phase 
velocity c is determined, we can compute analytically the group velocity using the 
implicit functions theory (Schwab and Knopoff, 1972), and the eigenfunctions 
(Florsch et al., 1991). This is the procedure at the base of the modern and efficient 
methods for the computation of multimodal dispersion in anelastic media (e.g., 
Schwab and Knopoff, 1972; Schwab et al., 1984; Panza, 1985). 
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1.6 Synthetic signals in laterally homogeneous media 
 
Now it is necessary to introduce the seismic source and to account for its 
effects. The source is introduced in the medium in order to represent the fault, 
supposed to be planar, as a discontinuity in the displacement and shear stress field. 
On the contrary normal stresses are supposed to be continuous across the fault plane. 
By mean of the representation theorem, the rigorous equivalence of the effects 
between a faulted medium with a discontinuity in the displacements and shear stress 
fields, and an unfaulted medium where proper body forces are applied, can be 
demonstrated (Burridge and Knopoff, 1964). 
Following Panza et al. (2001), we assume that periods and wavelengths, which 
we are interested in, are large compared with the rise time and the dimensions of the 
fault. Therefore the source function, describing the discontinuity of displacement 
across the fault, can be approximated with a step function in time and a point source 
in space. Assuming the normal stress to be continuous across the fault, for the 
representation theorem the equivalent body force in an unfaulted medium is a double 
couple with null total moment. Then, since eigenvalues and eigenfunctions of the 
problem have already been determined, the expression of the displacement with 
varying time, i.e. the synthetic seismogram, for the three components of motion can 
be written. 
The asymptotic expression of the Fourier transform of the displacement U=(Ux, 
Uy, Uz) at a distance r from the source can be written as 
! 
U =
m
U
m=1
"
#
 
where m is the mode index. Finally, the three components of the displacement vector 
are 
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where the subscripts R and L are indicating Love and Rayleigh associated quantities, 
the abbreviations rad, tra, and ver stand for radial, transversal and vertical 
component, respectively. 
In eq. (1.19) the term S(ω) =|S(ω)|eiargS(ω)) is the Fourier transform of the source time 
function. χ(hS, ϕ) represents the azimuthal dependence of the excitation factor (Ben-
Menahem and Harkrider, 1964): 
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  (1.20) 
( ) !+!+!+!=!" 2cos2sin)cossin(, 4321 LLLLsL ddddih  
with: 
! 
d0R =  
1
2
B(h
s
) sin" sin2#
d1R = $C(hs) sin" cos2#
d2R = $C(hs) cos" cos#
d3R =   A(hs) cos" sin#
d4R =  $
1
2
A(h
s
) sin" sin2#
d1L =  G(hs) cos" cos#
d2L =  $G(hs) sin" cos2#
d3L =  
1
2
V (h
s
) sin" sin2#
d4L =  V (hs) cos" sin#
 
 
 
 
 
(1.21) 
where ϕ is the angle between the strike of the fault and the direction obtained 
connecting the epicenter with the station, measured anticlockwise; hs is the focal 
depth; δ is the dip angle and λ is the rake angle (Fig. 1.4). 
The functions of hs that appear in (1.21) depend on the values assumed by the 
eigenfunctions at the hypocenter: 
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where the asterisk, *, indicates the imaginary part of a complex quantity, i.e. the 
starred quantities are real. 
 
 
Figure 1.4 Angle conventions used for the source system (Panza et al. (2001)). 
The other quantities in (1.19) are the energy integral I1, the group velocity vg 
and the phase attenuation C2, that describes the effect due to the anelasticity. 
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Chapter 2 
 
The Scotia Arc 
 
2.1 Introduction 
 
Antarctica has always been a natural laboratory for the investigation of the 
tectonics and geodynamics of the southern hemisphere. In this context a major role is 
played by the Scotia Arc Region, notwithstanding the remote location of this area has 
posed many problems in the collection of seismological data for long time. Only in 
the last 10-15 years the islands and the continental regions surrounding the Scotia and 
Sandwich plates have been covered by a satisfactory seismological instrumentation.  
The Scotia Arc region divides naturally into two geological provinces, whose 
tectonic evolution has been distinctly different: the Pacific margin province and the 
Scotia Sea province. 
In this chapter we present some geological and geophysical aspects of the Scotia 
sea province that has developed as a complication on the South America – Antarctic 
plate boundary over the past 40Ma. In the Scotia Arc region at least four small plates 
interact among themselves and with the two major plates of South America and 
Antarctica. In the following, we describe what is known of the evolution of the Scotia 
Arc to set the basis for a future 3D modeling of this zone. 
 
2.2 The Scotia Sea region 
 
The Scotia Sea region represents a typical example of a West-directed 
subduction zone, which has evolved over the past 40 Ma by extension behind an east-
migrating subduction zone at the boundary between South American and Antarctic 
plates (Barker (2001)). 
The region is characterized by having oceanic crustal structure and origin. The 
region covers an area that, extended from about 75° to 25° W and 61° to 53° S, is 
bounded on three sides by: the Scotia Arc, islands and submarine ridges of the North 
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and South Scotia Ridge, South Sandwich island arc, arc volcanoes (active and dead), 
remnant arc and accretionary prism.  
Two small plates located between South American and Antarctic plates 
compose the whole region: the Scotia plate and the Sandwich plate (Fig.2.1). 
 
Figure 2.1 Main tectonics characterizing the Antarctic Peninsula and the Scotia Sea 
region. Along North Scotia Ridge are pointed out: Burdwood Bank (BuB); Falkland 
Islands (FI); Shag Rocks (SR); South Georgia (SG). ESR denotes East Scotia Ridge. 
Along South Scotia Ridge are pointed out: South Orkney Micro-continent (SOM); 
Powell Basin (PB); Elephant Island (EI). DP denotes Drake Passage. (map modified 
from Pelayo and Wiens (1989)). 
 
Scotia Plate is much larger than Sandwich Plate, its kinematical distinct 
behavior is witnessed by the observation of the seismicity located along the 
bathymetric features, as pointed out by Pelayo and Wiens, 1989. Furthermore the 
complexity of the region is enlarged by the presence of at least two additional micro 
plates, the Drake Plate and the South Shetland Plate, between Bransfield Strait and 
South Shetland Trench (Barker and Dalziel (1983)). 
In the eastern part of the Scotia Sea, along the east Scotia Ridge, we can 
recognize an active spreading which is supposed to have created the small Sandwich 
Plate (Barker (2001)). The Sandwich Plate, whose boundaries continue those of the 
Scotia Plate, is characterized by a rapid eastward movement and by a rapid 
subduction of its lithosphere (and rollback of the subduction hinge) at the eastern 
margin (Barker and Dalziel (1983), Barker (2001)). 
The Shackleton Fracture Zone is located in the Drake Passage, between South 
America and the Antarctic Peninsula and represents the western boundary of Scotia 
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Plate. This fracture zone intersects the West Scotia and Phoenix-Antarctica ridges  
(both extinct spreading centers) and develops a ridge-to-ridge transform zone in the 
central area of the Drake Passage (Galindo-Zaldivar et al. (2000)). The Shakleton 
Fracture Zone is at present a sinistral transpressive fault zone that is connecting the 
Chile Trench with the South Shetland Trench and the southern boundaries of the 
Scotia Plate (Cunningham et al. (1995)). 
The southwest corner of the Scotia Plate is a geodynamic system undergoing rapid 
changes in plate motions and configurations. The Pacific margin of Antarctic 
Peninsula is at present passive, except for the short section of the South Shetland 
Trench, i.e. the last surviving segment of a subduction zone that once extended all 
along the western margin of the Antarctic Peninsula. Bransfield Strait is suggested to 
have an extensional origin. According to Barker and Dalziel (1983), the Bransfield 
Strait may represent back arc extension behind a still active South Shetland Trench. 
Moreover, Galindo-Zaldivar et al. (1996) suggest that the extension of the Bransfield 
Strait could be partially explained by the westward continuation of the active fault 
system of the central part of South Scotia Ridge. The source mechanisms obtained by 
Guidarelli and Panza (2006) are quite variable and well consistent with the active 
tectonic processes and the complicated structure of the South Shetland Island region. 
 
2.3 Geological setting 
 
The term Scotia Arc is used to identify all or part of the long eastward loop of 
islands and submarine ridges surrounding the Scotia Sea on three sides. In more 
detail, it is formed by a group of submarine ridges and volcanic islands (South 
Sandwich Is.), closed to the East, which connects the southernmost South America to 
the Antarctic Peninsula. Its proper domain includes the South American and Antarctic 
Peninsular margins between 50°S and 75°S, all of the Scotia Sea and the surrounding 
Scotia Ridge. 
The boundary between the South American and the Antarctic plates extends 
from the Bouvet triple junction in the South Atlantic, by way of the Scotia Arc region, 
to the junction of the Chile Rise. 
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The small Scotia plate, located in the Scotia Sea region and made up of oceanic 
litosphere and small continental fragments, extends from approximately 50°-63°S and 
70°-20°W. Its tectonic development began 40 My ago, when the continental 
fragments now distributed around the Scotia Sea were joined at an active subducting 
Pacific margin to form a continuous landmass. As a consequence, an intense seismic 
activity, associated with subduction phenomena in the South Sandwich trench area, is 
originated. Several Earthquakes of magnitude 7 and more, have been observed in this 
area. A less intense seismic activity is observed along the transcurrent margins of the 
North and South Scotia ridges that join the South Sandwich Islands to Tierra del 
Fuego and to the Antarctic Peninsula. A diffuse seismicity is evident also in the area 
west of the Drake passage (Pelayo and Wiens (1989)). 
 
2.4 Origin, evolution and motions 
 
The Scotia Sea region is mainly composed of continental fragments, whose 
onshore geology is not compatible with present isolated condition, but it indicates an 
original position close to a subducting continental margin, which is supposed to be 
the Pacific margin between Antarctic Peninsula and Southern South America (Barker 
and Dalziel (1983)). Furthermore, these continental fragments, constituting the South 
Scotia Ridge, appear to have moved eastward relative to their original positions, 
adjacent to the northeastern end of the Antarctic Peninsula (Barker and Dalziel 
(1983)). This movement is suggested by the geological similarities between South 
Georgia and southern Tierra del Fuego, which similarities seem to prove that the 
original position of South Georgia was east of Cape Horn. 
For long time South America and Antarctic Peninsula have been considered as 
once joined, so the islands and submarine ridges now distributed along the North and 
South Scotia Ridge have been considered as originally forming a compact continental 
connection between them (Barker and Burrel (1977)). The connection between them 
has been probably broken by the southeastward relative movement of the Antarctic 
Peninsula and of the South Scotia Ridge away from Tierra del Fuego and North 
Scotia Ridge (Barker (1972)). Since 84 My there has been an east-west left-lateral 
strike-slip sense of relative motion with a smaller north-south divergent component 
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between southern South America and Antarctic Peninsula (Cunningham et al. 
(1995)). Then the separation between southern South America and Antarctic 
Peninsula eventually produced the seafloor spreading in Western Scotia Sea and the 
development of the Scotia Arc. West Scotia Ridge, a spreading center now extinct at 
present, has then formed the Western Scotia Plate (Barker and Burrel (1977), Barker 
and Danziel (1983)). 
It can be easily noticed that the boundaries of Scotia Sea Plate and of Sandwich 
Plate, i.e. North and South Scotia Ridge, are sub-parallel to the east-west direction of 
the slow sinistral motion. Moreover, most of the plate motions of Scotia Sea region 
result in an eastward movement of the Antarctic Plate with respect to the South 
American Plate (Barker and Danziel (1983), Pelayo e Wiens (1989)). The relative 
motion between South America and Antarctic Plate is accommodated around the 
Scotia Sea by North and South Scotia Ridge and by the Shakleton Fracture Zone 
(Barker and Dalziel (1983), Livermore et al. (1994)). 
There exist a left-lateral strike-slip motion with a compressive component along 
North Scotia Ridge, a left-lateral strike-slip with extensional component along South 
Scotia Ridge, an east-west compressional motion in the Drake Passage (Pelayo e 
Wiens (1989)). To go deeper, it can be pointed out that South Scotia Ridge presents a 
motion, whose character is both extensional and transcurrent, that is accommodated 
by zones of oblique extension, by transform faults and by extensional segments.  
Shakleton Fracture Zone shows a left-lateral motion with transpressive 
deformation (Pelayo e Wiens (1989), Cunningham et al. (1995), Galindo-Zaldivar et 
al. (2000), Maldonado et al. (2000)). Furthermore, a left-lateral shear couple is 
induced in the whole Scotia Plate by the left-lateral movements of North and South 
Scotia Ridge. The maximum horizontal shortening of the couple results in NE-SW 
direction (Galindo-Zaldivar et al. (1996), Giner-Robles et al. (2003)).  
Finally, several studies point out seismological evidences for active 
convergence and subduction along the South Shetland Trench (Pelayo e Wiens 
(1989), Robertson et al. (2003)). 
 
2.5 Scotia Sea seismicity and data collection  
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Let we point now our attention to the seismicity characterizing Scotia Sea 
region. Regional seismicity is concentrated along the bathymetric features that 
surround Scotia Sea (Pelayo e Wiens (1989)). The South Sandwich Trench constitutes 
the principal source of earthquakes of the whole region, since an intense seismic 
activity is associated with the subduction. A much smaller activity occurs along North 
and South Scotia Ridge, along Shakleton Fracture Zone and Bransfield Strait and also 
on spreading centers of eastern Scotia Sea. Leaving apart South Sandwich Arc, the 
most active seismic zone of the region is South Scotia Ridge, while North Scotia 
Ridge presents much lower degree of seismicity. Moreover, a high level of local 
seismicity is registered in South Shetland Islands area (Robertson et al. (2003)). 
Fig.2.2 shows the Scotia Sea region seismicity, for the period 1973-2003, reported by 
NEIC catalogue.  
The collection of seismological data has always been a major problem due to 
the remote location of Scotia Sea region. Only in the last 15-20 years there has been 
an improved deployment of seismic instrumentation in the islands and continental 
areas surrounding the Scotia and Sandwich Plate. Therefore only a few studies about 
source mechanism in the Scotia Arc have been published, the main works being those 
by Forsyth (1975) and Pelayo and Wiens (1989). 
There exist several tomographic studies of Antarctica and of surrounding 
oceans, but they mainly are continental scale studies. Only few of these studies 
consider regional scale as that of Scotia Sea area. Among these studies some propose 
group velocity tomographic maps and shear wave velocity models for Scotia Sea 
region (Vuan et al. (1999), (2000)). 
The recent installation of new broadband seismic stations in the Scotia Sea 
region is furnishing a large amount of good quality data. Now in the region are 
operating six broadband seismic stations led by the IRIS consortium and by the 
ASAIN, the Antarctic Seismographic Argentinean Italian Network, which has been 
installed by OGS (Istituto Nazionale di Oceanografia e Geofisica Sperimentale) and 
IAA (Istituto Antartico Argentino). The availability of these data allowed to perform 
some new analyses on earthquake source mechanism and on the properties of the 
regional lithosphere (Guidarelli (2004)). 
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Figure 2.2 Topographic map of the Scotia Sea region with 1973-2003 seismicity 
(location of earthquakes are from NEIC catalogue). 
 
As pointed out in Guidarelli et al. (2004), low velocity anomalies follow the 
plate boundaries between the South America and the Scotia plates, the South 
Sandwich Island arc, the South Scotia Ridge and the Bransfield Strait. The Scotia Sea 
is characterized instead by a high velocity anomaly. The availability of average 
structural parameters for the litosphere of the Scotia Sea region allowed the waveform 
inversion of regional earthquakes to retrieve focal mechanisms and source time 
functions. 
A set of earthquakes recorded in the Scotia Sea and surrounding areas has been 
analysed and source parameters have been obtained. The results are generally in 
agreement with the source parameters of the CMT catalogue (Guidarelli and Panza 
(2006)). 
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Chapter 3 
 
Waves in Lateral Heterogeneous Earth Models  
 
3.1 Introduction  
 
The theory of seismic surface waves propagating along a flat surface of a one-
dimensional (vertically heterogeneous and laterally homogeneous) layered structure 
has been summarized in Chapter 1. 
If the structure exhibits lateral variations, the surface wave field far from the 
source, contrary to the case of vertically heterogeneous models, cannot be derived 
exactly. 
Of course, this problem can be solved by mean of several methods, both 
analytical and numerical (Panza et al. (2001)). Here we focus our attention on two 
analytical methods and a comparison between them is carried out. 
If the laterally varying model is approximated by two quarter half spaces in 
welded contact at a vertical interface, an analytical method based on the computation 
of a set of coefficients, called coupling coefficients, can be used to the aim of 
computing synthetic seismograms in such a medium. 
But, as nicely pointed out in Aki & Richards (1980), “anybody who has glanced 
at a geological map knows that the Earth is strongly inhomogeneous laterally. It was 
indeed a surprising result that seismologists were able to explain so many 
observations so well within the framework of a laterally homogeneous Earth model. It 
must be that the lateral inhomogeneity is weaker than the vertical inhomogeneity in 
our Earth.” 
So, if the heterogeneity is not so severe, its modeling by mean of a vertical 
surface is not mandatory and a different approach can be used. 
More precisely the heterogeneity can be reviewed as a perturbation of an initial 
lateral homogeneous model and, if such a perturbation is small within a wavelength, a 
procedure based on the ray method can be used to construct an approximate solution 
corresponding to the wave field (see e.g. Woodhouse (1974), Levshin et al. (1989)). 
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The contents of this chapter are related to the topics we have briefly mentioned 
here, so the lateral heterogeneity is treated, under proper assumptions, by mean of 
both the above mentioned analytical methods; then a comparison of the seismograms 
computed by both methods is shown. 
 
3.2 Mode Coupling 
 
The key point of the technique is the description of the wavefield as a linear 
combination of given base functions: the normal modes characteristic of the medium. 
In the case of the Earth, the modal summation technique is an exact method, since for 
a finite body the normal modes form a complete set. If we approximate the Earth with 
a flat layered halfspace, the completeness of normal modes is no longer satisfied, 
since they are associated only with the discrete part of the wavefield spectrum. 
Nevertheless this limitation can be overcome or controlled using several procedures. 
The basic idea is that, in the laterally heterogeneous structure, from now on 2D 
structure, the unknown wavefield is generated by the lateral heterogeneities and is 
written as a linear combination of base functions representing the normal modes 
(Love and Rayleigh) of the considered structures forming the 2D medium, therefore 
the problem reduces to the computation of the coefficients of this expansion. 
If we consider a heterogeneous medium made up with two layered quarter 
spaces in welded contact, the traditional method (Alsop (1966), McGarr and Alsop 
(1967)) assumes that at a given frequency the set of eigenfunctions is complete for 
each of the two quarter spaces. If this condition is satisfied, then the unknowns of the 
problem, i.e. the transmission and reflection coefficients, can be computed assuming 
the proper continuity conditions at the vertical interface. 
Two problems arise with this approach: (1) at a given frequency the discrete 
spectrum of the eigenfunctions is not complete and the continuous spectrum should 
be included, and this requires the cumbersome computation of branch-line integrals; 
(2) the expansion in series of the base functions can be carried out for a finite number 
of terms, so that a control over the approximations introduced becomes necessary. 
We consider a modal approach, alternative to the original Alsop's method, in 
which the coupling coefficients for the modes transmitted and reflected at the vertical 
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interface are computed, and the outgoing (inhomogeneous) surface waves are 
obtained as a superposition of homogeneous and inhomogeneous waves using Snell's 
law at each section (supposed infinite) of the vertical interface (Alsop et al. (1974)). 
The main objection to this approach is that the horizontal boundary conditions are no 
longer satisfied and therefore some diffracted waves, near the vertical interface, are 
not properly taken into account. Nevertheless it is possible to estimate the severity of 
the approximation introduced by checking the energy balance between the incoming 
and the outgoing wavefields. 
The basic model consists of two layered quarter spaces in welded contact, as 
shown in Fig. 3.1, but the formalism can be extended to any laterally heterogeneous 
structure using a sequence of vertically heterogeneous structures in welded contact at 
vertical interfaces. 
We consider normal incidence at the vertical interface, but the case of oblique 
incidence can be treated as well. 
 
Figure 3.1 Representation of two quarter half spaces in welded contact; dotted lines 
represent fictious interfaces introduced in order to equalize the stratification of the 
welded structures (Panza et al. (2001)). 
The coupling coefficients represent how the energy carried out by the normal 
modes of a structure is transmitted to the normal modes of the second structure that is 
in welded contact with the first one.  
The heterogeneity is so modeled by a vertical surface between the two 
structures. This surface is a boundary introduced among them and on it assigned 
continuity conditions have to be satisfied. When the modes of the first structure do 
reach the vertical boundary, they have to be coupled with the modes of the second 
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structure. There are two ways for coupling the modes arriving at the boundary with 
those leaving the boundary. In fact, we can assume that each mode of the first 
structure does couple only with the homologous mode of the second structure, this 
case is called intracoupling, or we can assume that each mode couples with the 
homologous and with the other, too. This case is called intercoupling (Panza et al. 
(2001)). 
Here, we are not interested in the detailed description of the analytical 
computation of the coupling coefficients, since it is not the main topic of this study, 
and it has been extensively studied and published (see e.g. Alsop (1966), Alsop et al. 
(1974), Vaccari et al. (1989), Romanelli et al. (1996), Panza et al. (2001)), 
nevertheless we want to stress that the mode coupling has been used in this thesis as a 
benchmark for the validation of the method for generating synthetic seismograms in 
2D models by mean of the WKBJ approach that is presented in the next sections. 
In the following, we will refer to mode coupling with the shortening “cc”. 
 
3.3 The WKBJ - Approximation 
 
A lateral variation in the thicknesses of the layers and in the elastic parameters 
characterizing each layer, can be expressed as a perturbation by a small parameter, ε, 
of the original properties in such a way that, if ε = 0, the medium is a laterally 
homogeneous layered structure. When a perturbation in ε is small within a 
wavelength, an approximate solution corresponding to the surface wave field can be 
obtained by mean of a procedure based on the ray method (Woodhouse (1974), 
Levshin et al. (1989)).  
The principal quantities that ray methods use are travel time and geometrical 
spreading, which are characteristics of rays. Treating the propagation of waves from 
the point of view of ray theory requires that the minimum wavelength involved in the 
problem must be bigger than the lateral gradient (a step in our case) between the 
constituent structures. If the lateral heterogeneous model is made up of two or more 
vertically heterogeneous structures juxstaposed each other, this means that two 
adjacent structures have to be very close in the parameter’s space where they are 
determined by a point, or, analogously, they have to be very similar, in the sense of 
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the elastic parameters, to allow the application of the WKBJ approximation. If we 
focus our attention on a model made up by only two structures, this problem is solved 
introducing between them a set of sub-structures that have the goal to “smooth” the 
gradient of the lateral variation (the step between the two structures is sufficiently 
small), so that the new laterally varying model presents weak lateral heterogeneities, 
where weak is meant in the sense of the wavelength.  
 
3.3.1WKBJ – Smooth Condition 
 
Let us consider a lateral heterogeneous medium composed by two quarter half 
spaces that can be considered as laterally homogeneous with horizontal layers 
boundaries. We can consider the general case of two juxtaposed structures, which 
present not only a different stratification, namely different thickness for the layers, 
but different elastic and anelastic parameters, too. 
When dealing with such a laterally varying model, a great attention should be 
paid to determine the distance at which the vertical boundaries have to be posed, in 
order to fulfill a condition of weak lateral inhomogeneity. Once such a distance is 
determined, the 2D model is constructed in such a way that the laterally varying 
heterogeneous medium is substituted by a set of contiguous laterally homogeneous 
structures, obtained by mean of linear interpolation of the elastic parameters 
characterizing the two initial structures. More clearly, assuming the two initial 
structures as two points in the space of parameters, using the linear interpolation, a 
certain number of new structures, whose elastic parameters identify points on the 
straight line connecting the two initial points in the space of parameters, is generated. 
So a diffused boundary zone, whose width has to be determined, replaces and 
approximates the vertical boundary between the two initial structures. Such a zone is 
filled in with a set of structures with elastic parameters having values linearly 
interpolated between those of the two initial structures in welded contact. 
About the determination of the width of the interpolation zone (diffused 
boundary zone) there are several aspects that have to be taken into account2. 
                                                
2 The analysis presented below has to be carried out for all the elastic and anelastic parameters, i.e. 
density, ρ, P – wave velocity, VP, S – wave velocity, VS and their phase attenuation; for the sake of 
simplicity, the generic parameter p has been considered here. 
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In the framework of WKBJ – approximation, the strongest smoothness 
condition suggested to handle such an inhomogeneity is the following: 
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where p is an elastic parameter. Equation (3.1) can be written as follows in terms of 
the maximum wavelength: 
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So, the smooth condition involves the horizontal gradient of each elastic 
parameter. Such a horizontal gradient is computed along the direction of the lateral 
heterogeneity, so it does contain the minimum length we are looking for. Assuming a 
reference system with a downward z – axis and the x – axis positive from left to right, 
(3.2) can be written as 
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When developing the numerical code, which generates the structures 
interpolating between the two initial ones, relation (3.4) needs to be carefully 
analyzed and rewritten in a more suitable form. In fact, the stratification of the two 
structures has to be taken into account and, hence, the fact that there are different 
values for the elastic parameters for each stratum in each structure. For sake of 
simplicity, let us assume that in both structures all layers are equal in thickness and 
vary only in the mechanical parameters. Let i = 1,…,N be the number of layers, for 
each layer i, equation (3.4) has to be written in such a way that the horizontal gradient 
becomes the ratio between (a) the difference of the values that the parameter p 
assumes both in structure 1 and in structure 2, and (b) the minimum width of the 
interpolation zone so that, passing from structure 1 to structure 2, the lateral 
heterogeneity can be considered weak, so 
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where L* is length of the diffused boundary zone, which we seek for. Furthermore, 
for the same i, the term (1/p) in (3.4) has to be rewritten. Since a minimum condition 
is here analyzed and there are two values for the parameter p, namely p1(i) and p2(i), 
the minimum is considered so that its inverse is a maximum value, hence 
! 
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Finally, the left hand side term in (3.4) is rewritten in a discrete form and it still 
depends on the number of layers i. Taking the maximum over i, equation (3.4) 
becomes 
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and the results are obtained in terms of the width looked for. Namely, we obtain three 
“minimum lengths”: p being density, P-wave velocity, S-wave velocity. Still a 
maximum is taken among these values and finally, the minimum length is chosen to 
be 10 times the result. The value 10 is used to satisfy the double inequality in equation 
(3.1). 
If the two initial structures have not the same stratification, a subroutine is used 
to perform equalization of strata and, before starting the determination of the 
minimum length, the structures are numerically equalized in such a way to have the 
same number of layers each corresponding layer with the same thickness. 
But the assumption of condition (3.1) and its numerical form (3.5) leads quite 
often to a very large width of the diffused boundary between the two initial structures. 
Therefore a more deep analysis has been performed, in order to see if the width of the 
diffused boundary can be significantly reduced without loosing too much in the 
accuracy of the computed seismogram. 
Looking at equation (3.5), it can be seen that the leading terms in the 
determination of L* are just the differences between the elastic parameters, i.e. the 
greater the difference in the values of an elastic parameter passing from one structure 
to the other, the larger the width of the diffused boundary needed to smooth the 
heterogeneity. This fact is theoretically correct, but quite constraining when 
considering vertically inhomogeneous structures, horizontally homogeneous with 
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horizontal layer boundaries. In order to clarify this constraint let us consider two 
structures, namely A and B and let A be in welded contact with B. 
If A and B are close in the space of the parameters, the width of the diffused 
boundary required by the smooth condition is expected to be small. But if a special 
case is considered, equation (3.5) yields a result that is senseless in the framework of 
our analysis.  
Let A and B be close in the space of the parameters, for all the parameters and 
for all the layers except for one of them, so B, for example, has a very thin layer with 
an elastic parameter strongly different from the elastic parameter of the corresponding 
layer in structure A. Here a layer is considered to be thin when its thickness is about 
two orders of magnitude smaller than the total thickness of the structure. 
If equation (3.5) is satisfied, the width of the diffused boundary is very large 
and this is not a reasonable condition, since it means that a very thin layer plays a 
controlling role in the determination of the boundary width. On the other hand, if the 
structures are far, on average, in the space of parameters and no very thin layers with 
strongly different values of parameters are present, the width of the diffused boundary 
between these structures will be smaller than in the previous case.  
So the new condition, which takes into account these situations, has been 
worked up. A new expression for equation (3.5) has been formulated bearing in mind 
the idea to give the right weight to the differences between the elastic parameters in 
the corresponding layers of the two structures. Hence the weight of the strata is 
introduced for each difference and (3.5) is corrected in the following form 
! 
max
n
hi p1(i) " p2(i)
i=1
N
#
htotmin
1,2
(p1(i), p2(i))
$ 
% 
& 
& 
& 
& 
' 
( 
) 
) 
) 
) 
1
L
*
=
2*
+max
 
 
(3.6) 
here the external maximum is taken over n that varies in the set of the layer indices 
and identifies the strata for which the entire quantity is not zero. 
Now the lateral variation of elastic parameters has to be assigned, i.e. we have 
to assign how the parameters change along the direction of the gradient, the horizontal 
direction, within the smoothing region. We have to assign a role that allows us to 
construct a weak lateral varying model for a complex structure whose boundary 
regions are assigned. We adopt a linear interpolation of elastic parameters between 
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those of the two boundary structures. So, we have a straight line connecting these two 
points in the space of parameters and the length of such a line has to be not less than 
the smoothing length. 
The lateral varying model is made up with structures whose elastic parameters 
are on the line connecting the two points in the space of parameters. 
 
3.3.2 Lower limit of the smoothing condition 
 
From the considerations made in section 3.3.1 and from (3.6), the length L* is 
determined, so the lateral varying model is substituted by a set of vertically 
heterogeneous structures, juxstaposed each other, inserted between the two initial 
structures. But, it has to be reminded that the starting point was the condition given by 
(3.3). So, by mean of (3.6), we obtain a length, that is the starting point to study the 
double inequality in (3.3). In order to give a quantitative estimation of the double 
inequality, we assumed that an order of magnitude is a strong approximation for the 
relation. So, after the length L* is determined, the initial structures are posed at the 
boundary of a zone, called smoothing zone, of width equal to 10L* and this zone is 
filled in with the interpolating structures determined by the procedure mentioned in 
section 3.3.1. In this case, the lateral heterogeneity is no longer approximated by a 
vertical boundary, but by a smoothing zone of length 10L*; so the new 2D model is 
weakly lateral heterogeneous since (3.3) is satisfied. 
But, we did demonstrate that an order of magnitude is a very strong condition 
for the considered double inequality, in fact, starting from two different initial 
structures juxstaposed in the space, we did compute synthetic seismograms in the 2D 
model expanding the boundary into the smoothing zone both using 10L* and 5L*. The 
synthetic signals for the three components of the displacement for the 2D model 
obtained using both the lengths are shown in Fig. 3.2. We assumed for this simulation 
a point source, whose properties are the following 
Strike – receiver angle:       60o 
Dip angle:                           90o 
Rake angle:                       180o 
Source depth (km):             10 
Magnitude:                         5.0 
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The two initial structures do differ in the first 70km and the source/receiver distance 
is 80km. 
As can be seen in Fig. 3.2a, and in Fig. 3.2b, the signals are in a very good 
agreement even if the smoothing condition used is different. This result suggests that 
the double inequality in (3.3) can also be assumed less strictly as it is usually done. 
Both the values for the smoothing length produce the same signals, so we can assume 
that we are in regime of weak lateral heterogeneity and construct the 2D model if the 
smoothing zone is at least 5L*. 
 
 
(a) 
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(b) 
Figure 3.2 Comparison among the three components (transversal, radial and vertical) 
of displacement (a) and among the three components (transversal, radial and vertical) 
of the velocity (b) both for strong condition and for weak condition (the red line refers 
to the strong approximation assumption, denoted by the factor 10; the green line 
refers to the weak approximation assumption, denoted by the factor 5). 
But these considerations could suggest that we can reduce further the length of 
the smoothing zone. So, assuming a length of 2L* (this assumption is indicated as 
very weak condition), synthetic seismograms have been computed for such a 2D 
model, too. The results, compared with the previous signals, are shown in Fig. 3.4. 
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Figure 3.3 Comparison among the three components (transversal, radial and vertical) 
of displacement for strong, weak and very weak condition (the red line refers to the 
strong approximation assumption, denoted by the factor 10; the green line refers to 
the weak approximation assumption, denoted by the factor 5; the blue dotted line 
refers to the very weak approximation assumption, denoted by the factor 2). 
It appears evident that the signals are no more in any accordance. 
This test is of crucial importance, in fact it proves that to reduce the smoothing 
length ad libitum leads to the lack of validity of the WKBJ approximation, i.e. to a 
lateral heterogeneous model where the heterogeneity is no more weak in the sense we 
specified above, so the procedure used for computing the seismograms results to be 
not adequate. 
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The comparison is carried out for the velocities, too, and the results are shown 
in Fig. 3.4. 
 
 
 
Figure 3.4 Comparison among the three components (transversal, radial and vertical) 
of the velocity for strong, weak and very weak condition (the red line refers to the 
strong approximation assumption, denoted by the factor 10; the green line refers to 
the weak approximation assumption, denoted by the factor 5; the blue dotted line 
refers to the very weak approximation assumption, denoted by the factor 2). 
 
3.4 Comparison CC - WKBJ 
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There is still a further step due. In section 3.2 we stressed that the computation 
of synthetic seismograms by mean of the mode coupling would have been used as 
benchmark for the validation of the procedure presented in section 3.3. 
So, we assumed the 2D model made up only by the two initial structures in 
welded contact. The source is placed 40km far from the vertical boundary and the 
receiver is placed 40km far from the boundary after it. Such a comparison has been 
carried and the signals are shown in Fig. 3.5. In this figure the signal computed with 
the “wrong approximation”, i.e. the very weak condition, is kept just to evidence both 
its wrongness and the very good accordance between the signals computed with the 
approximation strong and weak and the CC signals obtained by mean of the mode 
coupling method. 
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Figure 3.5 Comparison of the three components (transversal, radial and vertical) of 
the displacement computed assuming strong, weak and very weak condition and with 
mode coupling methodology (the red line refers to the strong approximation 
assumption, denoted by the factor 10; the green line refers to the weak approximation 
assumption, denoted by the factor 5; the blue dotted line refers to the very weak 
approximation assumption, denoted by the factor 2; the pink line refers to the mode 
coupling signal denoted by “cc”). 
We can immediately notice that the seismograms computed with the WKBJ 
method are very similar to the waveforms, both displacements (Fig. 3.5) and 
velocities (Fig. 3.6), computed by coupling coefficient method. This test confirms the 
goodness of the weak approximation with respect to the strong one and, above all, 
validates the analytical methodology based on the WKBJ – approximation itself. 
In the next figure the comparison between the four velocities is shown together 
with the peak values for each signal. 
 
TRANSVERSAL COMPONENT PEAK VALUES 
 
 
 
strong app.            0.19*10-1cm/s 
 
weak app.             0.19*10-1cm/s 
 
 
very weak app.      0.13*10-1cm/s 
 
cc method               0.17*10-1cm/s 
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RADIAL COMPONENT PEAK VALUES 
 
 
strong app.               0.19*10-1cm/s 
 
weak app.                0.19*10-1cm/s 
 
very weak app.        0.25*10-1cm/s 
 
cc method                0.20*10-1cm/s 
VERTICAL COMPONENT PEAK VALUES 
 
 
 
strong app.            0.44*10-1cm/s 
 
 
weak app.             0.43*10-1cm/s 
 
 
very weak app.     0.41*10-1cm/s 
 
cc method             0.44*10-1cm/s 
Figure 3.6 Comparison of the three components (transversal, radial and vertical) of 
the velocity computed assuming strong, weak and very weak condition and with mode 
coupling methodology; in the right column the peak values for each signal (the red 
line refers to the strong approximation assumption; the green line refers to the weak 
approximation assumption; the blue line refers to the very weak approximation 
assumption; the pink line refers to the mode coupling signal). 
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Chapter 4  
 
3D Modal Summation 
 
4.1 Introduction  
 
The propagation of seismic waves in complex laterally varying 3D layered 
structures is a complicated process. Analytical solutions of the elastodynamic 
equations for such types of media are not known. The most common approaches to 
the formal description of seismic wavefields in such complex structures are methods 
based on direct numerical solutions of the elastodynamic equations, such as finite-
difference (Sato et al. (1999)), finite-element method (Bielak et al. (2003), Yoshimura 
et al. (2003)), and approximate asymptotic methods. We will concentrate to the latter, 
devoting our attention to the ray theory and to its coupling with the Modal Summation 
method in the framework of the WKBJ – approximation. 
To consider 3D models means to take into account the lateral heterogeneities 
together with the vertical ones. If the heterogeneity is smooth and the medium 
properties change little within a wavelength, then ray theory will be most effective. 
As explained in chapter 3, treating the propagation of waves from the point of view of 
ray theory requires that the minimum wavelength involved in the problem must be 
bigger than the lateral variation step between the adjacent structures. 
The WKBJ – approximation is the framework in which the three – dimensional 
Modal Summation method is developed. 
The scheme of this chapter can be summarized as follows: a first part presents 
the construction of the 3D model, i.e. the definition of the grid; then the numerical 
scheme that performs the ray-tracing is presented and explained in detail. Finally, a 
brief section concerning the Runge – Kutta method, used in this methodology to 
integrate the ray-tracing system, is presented. 
 
4.2 A brief note on ray-tracing 
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The ray method uses the concepts of travel time and geometrical spreading, 
which are characteristics of rays. The algorithm presented in this work is based on the 
two-point ray tracing performed by the shooting method. 
To solve the two-point ray-tracing problem means to compute all the rays 
propagating from the source to the receiver. The shooting method is used to determine 
the parameters of the ray, most frequently the angle under which each ray leaves the 
source. 
In two-point ray tracing, we seek the ray that connects two fixed points S and R. 
The initial direction of each ray is defined at point S as the direction of the straight 
line connecting the two points. With this initial condition, the shooting method is used 
to reach the point R: the ray path is determined by treating it as an initial-value 
problem with a specified starting point and a trial propagation direction, and then 
iteratively adjusting the propagation direction until the target end point, R, is reached 
within a pre-assigned tolerance (Fig. 4.3). The procedure is explained in detail in 
section 4.4. 
Since we compute modes (i.e. we solve simultaneously eigenvalues and 
eigenvectors problem) the use of 2D ray-tracing is fully sufficient to treat 3D models, 
with obvious consequences as far as stability and speed of computation is concerned. 
 
4.3 3D Model 
 
The 3D model is determined by distributing a set of vertically heterogeneous 
sections on a regular grid: it can be rectangular or squared. 
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Figure 4.1 An example of a grid; the star stands for the source, the triangle stands for 
the receiver; the colored bullets stand for the different vertically heterogeneous 
sections; the arrows show the Cartesian axes x and y. 
A Cartesian reference frame is associated to the grid itself. The grid step 
is determined is such a way that the WKBJ-approximation is satisfied, i.e. the 
lateral heterogeneity is small within a wavelength. So, the grid step is chosen as 
the minimum length needed to allow the lateral variation of the elastic 
parameters characterizing the structures in each node of the grid to be small 
within a wavelength. On the hardware we are currently running the software on 
(Xserve G5 2.0 Ghz, 5 GB RAM, gfortran 4.3 compiler), the maximum number 
of nodes that can be used for the modeling is 4000. No further constraints are 
requested for the grid. 
 
4.4 Ray – tracing computational scheme 
 
Spectrum of the wave field represented by a sum of normal modes in a half-
space with weak lateral heterogeneity in the WKBJ approximation is expressed by the 
formula (see e.g. Levshin et al. (1989)): 
! 
U(x,y,z;") =
exp(#i$ /4)
8$k
%
exp(#i"& k #"'k )
Jk"
Vk (z,")
ukI0k
R
Wk (h,")
ckukI0k
S          (4.1) 
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where k is the index identifying the mode, ck  is phase velocity, uk  is group velocity, 
Jk  is geometrical spreading, τk is the phase travel time and it is given by 
! 
" = c#1(x,y)
S
R
$ ds , 
I0k is the energy integral, Γk is the attenuation factor and it is given by 
! 
" = #(x,y)ds
S
R
$ , 
Vk is the eigenfunction of the wave (Rayleigh or Love), Wk is the source function 
depending on the source mechanism and source spectrum, R and S indicate receiver 
and source sites, h is the source depth and z is the receiver depth. 
 
4.4.1 General remarks 
 
Since we are using modal representation, the basic idea the program is meant 
for is to determine the ray connecting two given points on a horizontal (2D) plane. 
The points are the source and the receiver, identified by their own Cartesian 
coordinates given within the grid. Each knot of the grid is occupied by a vertically 
heterogeneous anelastic structure (1D structure). In such a way all the information 
needed for the computation of the kinematics and dynamic quantities is specified. 
The parameters of the grid, the step along the x – axis and the step along the y 
– axis, are set in such a way that the validity of the WKBJ-approximation is satisfied. 
Using the bilinear interpolation, in each point of the rectangular area the phase 
velocity is computed as a weighted average of the values at the corners of the cell the 
point belongs to. 
 
 
 
Figure 4.2 Schematic representation of a cell of the grid with the coordinates of the 
corner points. 
(xi+1,yj+1) 
(xi+1,yj) (xi, yj) 
(xi, yj+1) 
P = (x , y) 
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As shown in Fig. 4.2, if the point (x , y) is within the cell whose corner points 
are (xi , yj ), (xi+1 , yj ), (xi+1 , yj+1 ), (xi , yj+1 ) and the values of the phase velocities in 
these points are 
! 
cij ,ci+1 j ,cij+1,ci+1 j+1, then 
! 
c(x,y) = cij +
(ci+1 j " cij )
#x
(x " xi ) +
(cij+1 " cij )
#y
(y " y j ) +
+
(cij+1 + ci+1 j " cij " ci+1 j+1)
#x#y
(x " xi )(y " y j )
 
 
 
(4.2) 
 
Differentiating (4.2) we obtain 
! 
cx =
(ci+1 j " cij )
#x
+
(cij+1 + ci+1 j " cij " ci+1 j+1)
#x#y
(y " y j )
cy =
(cij+1 " cij )
#y
+
(cij+1 + ci+1 j " cij " ci+1 j+1)
#x#y
(x " xi)
 
 
 
(4.3) 
Analogous method for the interpolation of the attenuation 
! 
" x,y( ) is used, so 
(4.2) rewrites as 
! 
"(x,y) ="ij +
("i+1 j #"ij )
$x
(x # xi ) +
("ij+1 #"ij )
$y
(y # y j ) +
+
("ij+1 +"i+1 j #"ij #"i+1 j+1)
$x$y
(x # xi )(y # y j )
 
 
 
(4.4) 
 
Two-point ray tracing begins reading the following data: a threshold parameter 
representing the tolerance of the shooting method, δ, in fact it is the precision of the 
end point, i.e. the distance between the true station point and the computed one; the 
step and the accuracy of the Runge-Kutta integration; source and receiver coordinates, 
in kilometers; a parameter, αZ, for the computation of geometrical spreading, that will 
be extensively explained later, in this same section. 
 
4.4.2 Parameters’ assignment 
 
As far as concerns the values of the parameters needed for computation of ray, 
the following observations have to be taken into account: 
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• tolerance of the shooting method, δ: its value is assigned considering the 
grid step, and a reasonable choice is to assign it a value of 
! 
1
20
min dx,dy( ) , where dx and dy are the grid steps; 
• step and accuracy of the Runge – Kutta algorithm: the step should be 
much greater than the precision, in our simulations we used 0.01 for the 
step and 
! 
0.01"10
#2  for the accuracy; 
• parameter for computing geometrical spreading, αZ: it is assumed very 
small, the value used for all the simulations we perfomed is 0.001. 
 
4.4.3 Preliminary steps 
 
Two preliminary steps are necessary: 
1. Computation of the distance between the source and the receiver and the 
azimuth of the line connecting the two points as 
! 
"
S
(0)
= arctan
Y
R
#Y
S
X
R
# X
S
                                     (4.5) 
where (XS, YS) and (XR, YR) are the source and the receiver coordinates, 
respectively. 
2. Definition of a distance, r, that is a fraction of the distance between 
source and receiver. This distance is a reference distance defined by the 
programmer to check the evolution of the ray computation. 
 
4.4.4 Computation of the ray 
 
The ray-tracing problem is formalized as a Cauchy problem of ordinary non-
linear differential equations: 
! 
dx
dt
= c(x,y)cos"
dy
dt
= c(x,y)sin"
d"
#t
= cx sin" $ cy cos"
% 
& 
' 
' 
' 
( 
' 
' 
' 
 
 
 
(4.6) 
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with the initial conditions x(0)=XS, y(0)=YS, α(0)= 
! 
"
S
(0). 
The integration is performed by means of the Runge – Kutta algorithm to 
determine the value of the azimuth corresponding to the ray that effectively does 
reach the receiver point. 
The solution of the system defines a ray at the discrete points (dots) shown, as 
example, in Fig 4.3. In order to be sure that the wave front, that is orthogonal to the 
ray at each point of it, has passed through the receiver point, the angles 
! 
" ’s are 
computed starting from a point of the ray that corresponds to the distance r (see Fig. 
4.3) defined at step 2. These points, for which the 
! 
" ’s are analyzed, are red colored. 
 
Figure 4.3 A schematic representation of the construction of the ray by successive 
points (black and red dots) and 
! 
" angles. 
To ascertain that the wavefront passed through the receiver point we proceed  as 
follows: 
1. at the point of the ray corresponding to the length r, the angle γ1 is 
defined, and at the next point the angle γ2 is defined; 
2. if the cosines of γ1 and γ2 have the same sign, the procedure goes on to 
the next pair of points; 
3. if the cosines result to be opposite in sign (this circumstance occurs 
when γ1 < 
! 
"
2
, and γ2 > 
! 
"
2
, as shown in Fig. 4.3), this means that the 
wavefront passed the receiver point and the Runge-Kutta computation of 
the ray can stop; 
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4. if the tolerance threshold, δ, is exceeded, the azimuth, αA’, of the line 
connecting the point A′ and the source is computed; a new Cauchy 
problem is solved with a new initial condition for the azimuth given by 
! 
"
S
(1)
=" # A  (new ray); for the new ray steps 1 to 3 are repeated until 
convergence is reached, i.e: 
5. the iterative computation of the ray is terminated when the distance 
between the receiver and the end point  of the ray, defined at 3 (see point 
A′ in Fig. 4.3) is less than the tolerance parameter. 
 
4.4.5 Computation of attenuation 
 
The attenuation along the computed ray is obtained by adding a fourth equation 
to the ray-tracing system 
! 
d"
d#
=$ x,y( )c x,y( )
 
that becomes  
! 
dx
dt
= c(x,y)cos"
dy
dt
= c(x,y)sin"
d"
#t
= cx sin" $ cy cos"
d%
dt
=& x,y( )c x,y( )
' 
( 
) 
) 
) 
) 
* 
) 
) 
) 
) 
 
 
 
 
(4.7) 
 
Now, as initial value of α, we use 
! 
" f , i.e. the azimuth obtained at step 5 and the 
system of 4 ordinary non-linear differential equations (4.7) is numerically integrated 
by the Runge-Kutta algorithm. 
 
4.4.6 Computation of geometrical spreading 
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The computation of the geometrical spreading 
! 
J =
D
2"
Z
 (see Fig. 4.4) is carried 
out using two auxiliary rays that are computed as follows: 
a. a new initial condition is set for the azimuth 
! 
"
1
J( ) =" f +"Z , and the ray 
tracing system is solved again and a new end point is achieved (point 1 
in Fig. 4.4), following steps 1 to 5; 
b. a new initial condition for the azimuth is imposed 
! 
"
2
J( ) ="
1
J( ) # 2$"
Z
 and 
the ray tracing system is solved once again and a further end point is 
reached (point 2 in Fig. 4.4), following steps 1 to 5; 
 
Figure 4.4 Representation of the procedure for computing the geometrical spreading; 
pink rays are the two auxiliary rays and their azimuth at the source are given by the 
azimuth angle of the true ray (bold black ray) increased and decreased by the 
quantity αZ. 
 
4.5 The Runge – Kutta Algorithm 
 
Numerical solution of differential equations is a subject that would constitute an 
entire treatise itself. In this paragraph, we will limit ourselves to a short presentation of 
the method used in our research: the Runge – Kutta algorithm. 
When ordinary differential equations are to be solved, the problem is to find the 
values of a function that will satisfy the equations, which has numerical coefficients, 
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and given initial conditions. These values are found by starting with the initial values 
and then constructing the function by short steps for usually equal intervals of the 
independent variable. Thus the function is generated over a certain range. 
The simplest method for the numerical solution of the differential equation 
! 
dy
dx
= f x,y( )
 
 
(4.8) 
 
with starting point (x0,y0), is due to Euler. Then it has been improved in turn by 
Runge, Heun and Kutta. Finally, a method emerged which has acquired high 
reputation and great popularity due to its simplicity and its good accuracy. The 
method is known as the Runge – Kutta fourth order method, and it will be discussed 
in some detail below. 
Let us consider equation (4.7) with starting point (x0,y0) and incremental length 
h. The increment for the independent variable is given by 
! 
"y =
1
6
k
1
+ 2k
2
+ 2k
3
+ k
4( ),
 
 
(4.9) 
 
where 
! 
k
1
= hf x
0
,y
0( )
k
2
= hf x
0
+
1
2
h,y
0
+
1
2
h
" 
# 
$ 
% 
& 
' 
k
3
= hf x
0
+
1
2
h,y
0
+
1
2
h
" 
# 
$ 
% 
& 
' 
k
4
= hf x
0
+ h,y
0
+ h( )
 
 
 
 
(4.10) 
 
The values at (x1,y1) are then given by  
! 
x
1
= x
0
+ h  and 
! 
y
1
= y
0
+ "y  
The increment on the independent variable, y, for the second incremental interval is 
computed by the same formulas (4.7)-(4.9), with (x0,y0) replaced by (x1,y1).Thus all 
incremental intervals are computed in the same manner by using as initial value the 
end point defined at the previous iteration. 
The method adapts itself very nicely to a computational form, provided that at 
the first iteration the integration step is chosen to optimally compromise between 
accuracy and use of CPU time; these initial values are then automatically optimized 
by the Runge - Kutta procedure. The accuracy of a step-by-step solution of a 
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differential equation is often difficult to determine; for the Runge-Kutta method the 
error is near the order of h5. 
Let us introduce a double subscript notation in which the first subscript denotes 
the interval in which we are working and the second the position in that interval. Thus 
we have 
            
! 
x
11
= y
0
y
11
= y
0
     and 
 
! 
" y 
11
= f x
0
,y
0( ) = f x11,y11( ). 
Now we see that  
! 
k
1
= hf x
0
,y
0( ) = h " y 11 
and 
! 
y
0
+
1
2
k
1
= y
0
+
1
2
h " y 
11
= y
0
+
#x
2
" y 
11
.
 
Thus we have  
! 
x
12
= x
11
+
"x
2
,
 
! 
y
12
= y
11
+
"x
2
# y 
11
,
 
! 
" y 
12
= f x
12
,y
12( ). 
Continuing, we see that 
! 
k
2
= hf x
0
+
1
2
h,y
0
+
1
2
k
1
" 
# 
$ 
% 
& 
' = ( y 12)x,
k
3
= hf x
0
+
1
2
h,y
0
+
1
2
k
2
" 
# 
$ 
% 
& 
' = ( y 13)x,
k
4
= hf x
0
+ h,y
0
+
1
2
k
3
" 
# 
$ 
% 
& 
' = ( y 14)x,
 
so that 
! 
"y
1
=
"x
6
# y 
11
+ 2 # y 
12
+ 2 # y 
13
+ # y 
14( ).
 
 
(4.11) 
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Chapter 5  
 
Validation Studies 
 
5.1 Introduction  
 
In this chapter the validation of the computational scheme presented in Chapters 
3 and 4 is carried out. 
As first case we consider a model representing a simple basin and we compute 
synthetic signals along several source/receiver paths. 
For a more realistic validation, we modeled the ground motion in the Kanto 
Basin (JP) using the available structure models and displacement records and their 
modeling made by Sato et al. (1999), as a benchmark. In this paper a numerical 
scheme based on finite-difference is used to simulate the ground motion in the 
analyzed region. Our goal is to show quantitative simulations in the area of the basin, 
using a realistic 3D velocity model derived from Sato et al. (1999). As validation 
event we used the Odawara earthquake of 5 August 1990 (M 5.1) (Sato et al. (1998a), 
Sato et al. (1999)). 
In this chapter we compare the signals synthesized by means of the 3D Modal 
Summation method both with the recorded and the synthetic signals shown in the 
paper. 
 
5.2 3D Simple Basin  
 
The first example we use to illustrate the application of the method presented in 
Chapter 4 involves a local structure (bedrock) with a sedimentary basin embedded in 
it. 
Such a simple basin is modeled using a grid of 40 columns and 40 rows, the 
grid step is 2km, both along the x-axis and the y-axis. The structures used for the 
model are distributed in the grid as schematized in Fig. 5.1, i.e. there is a bedrock that 
occupies the external lines of the grid (violet zone), then there are five different 
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vertically heterogeneous structures (green, blue, azure, yellow and grey zones) 
between the bedrock and the structure with two top layers of sediments (basin 
structure), these have the aim to smooth the sharp lateral variation existing between 
the bedrock and the basin structure, so that the WKBJ – approximation is satisfied. 
The smoothing zone has a length of 10km both in x - direction and in the y - direction 
Finally, the basin structure occupies an area of 20km*20km (pink zone). 
 
 
Fig 5.1 Geometrical representation of the squared grid used for modeling the basin 
and the Cartesian reference system associated; violet zone identifies the bedrock; 
green, blue, azure, yellow and grey identify the structures used for smoothing the 
lateral gradient of elastic parameters from the bedrock to the basin, identified by the 
pink zone. 
 
The elastic parameters of the five structures constituting the smoothing zone 
are collected in Table 1, together with the properties of the bedrock and the basin 
structures, at the end of this chapter. In Fig. 5.2 the VP and VS velocities as functions 
of depth are shown for the bedrock (Fig. 5.2a) and the basin structure (Fig. 5.2b) for 
the first 8km of the model. 
The source parameters assumed for this simulation are the following 
Strike – receiver angle:       60o 
Dip angle:                           90o 
Rake angle:                       180o 
Source depth (km):             10 
Magnitude:                         4.5 
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(a) (b) 
Figure 5.2 Plot versus depth, for the first 8km, of P – wave velocity and S – wave 
velocity for bedrock (a) and basin (b). 
 
The source/receiver paths used for this test can be divided into two sets: 
orthogonal paths and diagonal paths. 
The first set of paths is shown in Fig. 5.3 and the source/receiver distance is of 
50km. 
 
Figure 5.3 Schematic representation of the set of orthogonal paths: stars stand for 
sources and triangles for receivers. 
 
The second set of paths is shown in Fig. 5.4 and the source/receiver distance 
changes for each path. 
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Figure 5.4 Schematic representation of the set of diagonal paths (P1, P2, P3, P4, P5): 
stars stand for sources and triangles for receivers. 
 
5.2.1 Orthogonal paths: synthetic signals 
 
The signals computed along the paths shown in Fig. 5.3 are collected in the next 
figures. The distance source/receiver is constant, equal to 50km. The paths are 
identified by the x coordinate of both the source and receiver. So, for the 4 paths in 
Fig. 5.3 the x coordinate assumes the values 
! 
X
S
= X
R
=17km , 
! 
X
S
= X
R
= 23km , 
! 
X
S
= X
R
= 27km , 
! 
X
S
= X
R
= 39km ; for the y coordinate we have 
! 
Y
S
=16.5km and 
! 
Y
R
= 66.5km. 
5.5*10-31D
5.5*10-3X = 17
5.4*10-3X = 23
5.3*10-3X = 27
 0  10  20  30  40  50
time (s)
5.2*10-3X = 39
2.1*10-3
2.1*10-3
2.3*10-3
2.3*10-3
 0  10  20  30  40  50
time (s)
1.9*10-3
1.6*10-3
1.6*10-3
1.6*10-3
1.6*10-3
 0  10  20  30  40  50
time (s)
1.6*10-3
 
                         Transversal                            Radial                              Vertical 
Figure 5.5 Three component displacement synthetics computed along the paths shown 
in Fig 5.3. The first row of signals is the 1D synthetic computed for the bedrock. 
 
As can be seen, in Fig 5.5 the first two signals are equal, as it was expected, in 
fact the path corresponding to 
! 
X
S
= X
R
=17km  is totally included in the 1D part of 
the 3D model (violet zone identifying the bedrock). Moving to the central part of the 
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basin, up to 
! 
X
S
= X
R
= 39km , the signal changes as expected, due to the influence of 
the different structures from the bedrock to the basin, in particular for the transverse 
component the signal is about 5s longer inside the basin than outside and the growth 
of such a coda is evident; changes in signals can be seen also in the vertical 
component, even if the peak amplitudes are not changed. 
A comparison between the 1D synthetics for the bedrock and the basin 
structures and the 3D synthetic signal computed assuming the source located at 
! 
X
S
= 39km,Y
S
= 7km  and the receiver located at 
! 
X
R
= 39km,Y
R
= 39km  has been 
performed and the signals are shown in Fig. 5.6. 
1.5*10-23D
1.3*10-21D bsn
 0  5  10  15  20  25  30  35
time (s)
1.0*10-21D bdk
3.9*10-3
3.1*10-3
 0  5  10  15  20  25  30  35
time (s)
4.6*10-3
2.7*10-3
1.7*10-3
 0  5  10  15  20  25  30  35
time (s)
2.6*10-3
 
                       Transversal                              Radial                                  Vertical 
Figure 5.6 Three component displacement synthetics computed with 3DMS and for 
the basin structure (1Dbsn) and the bedrock structure (1Dbdk), s/r distance 32km. 
 
Another set of orthogonal paths has been obtained by varying let the y 
coordinate of the receiver into the smoothing zone, as shown in Fig. 5.7. 
For this set the x coordinate of the source and the receiver are kept fixed to 
! 
X
S
= X
R
= 39km  and the y coordinate assumes the values 
! 
Y
R
= 51km, 
! 
Y
R
= 53km , 
! 
Y
R
= 55km, 
! 
Y
R
= 57km, 
! 
Y
R
= 59km; the source is at 
! 
Y
S
=16.5km. 
Synthetic signals are shown in Fig. 5.8. 
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Figure 5.7 Schematic representation of the set of paths obtained varying the location 
of the receiver into the smoothing zone: star stand for source and triangles for 
receivers. 
6.4*10-3Y = 59
7.2*10-3Y = 57
8.4*10-3Y = 55
9.9*10-3Y = 53
 0  10  20  30  40  50
time (s)
1.2*10-2Y = 51
1.9*10-3
2.0*10-3
2.2*10-3
3.1*10-3
 0  10  20  30  40  50
time (s)
3.1*10-3
1.9*10-3
2.1*10-3
2.1*10-3
1.6*10-3
 0  10  20  30  40  50
time (s)
1.9*10-3
 
                         Transversal                            Radial                              Vertical 
Figure 5.8 Three component displacement synthetics computed along the paths shown 
in Fig 5.7. The label on the left indicates the position of the receiver. 
The effect of the basin on the transversal component is stronger in the last 
signal that is computed in the first structure of the smoothing zone from the inside to 
the outside. The 1D synthetics have been computed for each of the structure of the 
smoothing zone where the receivers are located according to the paths of Fig. 5.7 and 
are shown in Fig. 5.9. The comparison of Fig. 5.8 and Fig. 5.9 stresses the influence 
of the basin both on the transverse component and on the radial component. In fact, in 
Fig. 5.8 the coda in the transverse component are longer than those in Fig. 5.9; as far 
as concerns the radial component the passage through the basin changes qualitatively 
and quantitatively, even if less with respect to variations in the transversal 
component, the waveforms. 
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6.9*10-31D Y = 59
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8.6*10-31D Y = 55
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                            Transversal                            Radial                              Vertical 
Figure 5.9 Three component displacement 1D synthetics computed for the structures where the 
receivers of paths of Fig. 5.7 are located. 
 
5.2.2 Diagonal paths: synthetic signals 
 
The signals computed along the paths shown in Fig. 5.4 are collected in the next 
figures. 
For these paths the source/receiver distances are different and are indicated in 
the left labels of Fig. 5.10. 
4.9*10-3P1 = 45km
4.8*10-3P2 = 45km
3.8*10-3P3 = 56km
3.7*10-3P4 = 56km
 0  20  40  60  80
time (s)
2.9*10-3P5 = 71km
2.1*10-3
2.1*10-3
1.9*10-3
1.9*10-3
 0  20  40  60  80
time (s)
2.2*10-3
1.8*10-3
1.7*10-3
1.4*10-3
1.4*10-3
 0  20  40  60  80
time (s)
1.5*10-3
 
                            Transversal                          Radial                              Vertical 
Figure 5.10 Three component displacement synthetics computed along the paths 
shown in Fig 5.4. The label on the left indicates the source/receiver distance. 
As expected, due to the symmetry of the grid, the pairs of signals P1 and P2 and 
P3 and P4 are equal. 
The transversal component relative to the path P4 presents the longer coda due 
to the passage through the basin. Such a passage influences qualitatively the 
waveforms of the radial component, too. 
5.3 3D Model of the Kanto Basin  
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We constructed a 3D velocity model following Sato et al. (1999); the model 
area is roughly characterized by three main regions: the mountain region (MTN), the 
large sized sediment-filled Kanto basin (KNT) and the small Sagami bay, see Fig. 
5.9a. 
The Kanto region is filled with Quaternary and Tertiary sediments, whose 
combined thickness is greater than 3km in the central part of the model area. It is 
surrounded by mountains (MTN region) with volcanic and pre-Tertiary rocks at the 
northern and the western sides (Sato et al. (1999), Kato et al. (1993)). 
(a) 
(b) 
Figure 5.11 (a) Map of the Kanto basin showing the 7 stations selected for the 
validation of 3DMS (yellow star stands for the source); (b) 3DMS grid area. 
In particular we did compute synthetic signals for the stations Asakawa (ASK), 
Fuchinobe (FCN), Tsukimino (TKM), Nagatsuda (NGT), Ofuna (OFN), Enoshima 
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(ENS) and Hongo (HNG), so the study region chosen for our validation is more 
clearly shown in Fig. 5.11b. 
The regions included in our model are of two kinds: mountain and Kanto basin. 
As Sato et al. (1999), for the mountain region (MTN) of the 3DMS model we 
assumed a flat layered velocity model (1D structure). This is basically the same as the 
1D model derived from Sato et al. (1998), except some refinements given in Sato et 
al. (1999). The values of the elastic parameters and the thickness of the layers are 
given in Table 2. 
REGION Depth 
(km) 
Thickness 
(km) 
VP 
(km/s) 
VS 
(km/s) 
ρ 
(g/cc) 
QP QS 
MNT 0.0 0.2 3.00 1.40 2.3 150 75 
 0.2 1.2 4.70 2.40 2.5 300 150 
 1.4 2.4 5.00 2.90 2.5 300 150 
 3.8 1.2 5.60 3.26 2.6 500 250 
 5.0 9.6 6.30 3.64 2.7 1000 500 
 14.6 19.2 6.90 3.92 2.9 1000 500 
 33.8 - 7.90 4.44 3.2 1000 500 
Table 2 Velocity structure model assigned for the region MTN, used in the 3D 
simulation. 
As extensively explained in Sato et al. (1999), the 3D structure of the Kanto 
basin has gradually been determined as a result of extensive seismic experiments and 
measurements. On the basis of these information the layered velocity structure model 
given in Table 3 has been assigned. 
REGION Depth 
(km) 
Thickness 
(km) 
VP 
(km/s) 
VS 
(km/s) 
ρ 
(g/cc) 
QP QS 
KNT 0.0 variable 1.80 0.60 1.8 100 50 
 variable variable 2.06 0.84 1.9 100 50 
 variable variable 2.30 1.20 2.0 150 75 
 variable variable 2.70 1.30 2.1 150 75 
 variable variable 3.30 1.40 2.3 150 75 
 variable variable 4.70 2.40 2.5 300 150 
 variable variable 4.70 2.72 2.5 300 150 
 3.8 8.0 5.70 3.33 2.6 300 150 
 11.8 8.0 6.60 3.71 2.8 1000 500 
 19.8 4.8 6.70 3.74 2.8 1000 500 
 24.6 9.2 7.00 3.93 3.0 1000 500 
 33.8 - 7.90 4.44 3.2 1000 500 
Table 3 Velocity structure model assigned for the region KNT, used in the 3D 
simulation. 
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The 3DMS model of the Kanto basin has been obtained digitizing the cross 
sections along north-south and east-west profiles selected in the study region by Sato 
et al. (1999), and picking vertical sections (1D structures) along them. In Fig. 5.12 
and Fig. 5.13 two of such cross sections are shown. 
 
Figure 5.12 Cross section along north – south profile with the locations of the region 
KNT and the station HNG; the black line is the fault of the great 1923 Kanto 
earthquake (from Sato et al., 1999). 
 
Figure 5.13 Cross section along west – east profile with the locations of the two regions 
MTN and KNT and the station HNG (from Sato et al., 1999). 
Then the grid has been constructed inserting in its nodes the 1D structures that 
fulfill the WKBJ – approximation. 
The elastic parameters and the thickness of the layers of the 1D structures 
assigned at the stations FCN, TKM, NGT, OFN, ENS and HNG are given in Table 4 
at the end of this Chapter, for station ASK we used the 1D velocity model of the 
MTN region listed in Table 2. 
 
5.3.1 Source Model for the 1990 Odawara Earthquake  
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The epicenter of the 1990 Odawara earthquake is displayed in Fig. 5.9 as a 
yellow star. The source parameters of this event have been determined in Sato et al., 
1998a, and are the following: 
Depth 15.3km 
Strike 215o 
Dip 35o 
Rake 40o 
Magnitude 5.1 
and a trapezoidal source time function with 0.65s duration.  
 
5.3.2 Synthetic waveforms: comparison with observed and FD synthetics  
 
The calculation was run with a grid with step of 0.8km along the y – axis and 
1.4km along the x – axis, covering an area of 4250km2. 
A comparison between the synthetic signals3 computed with the 3DMS and 
digitized observed and 3DFD three component displacement time histories at the 7 
selected stations, ASK, FCN, TKM, NGT, OFN, ENS and HNG, is performed. Since 
observed and 3DFD signals are band – pass filtered between 0.1 and 0.3 Hz, 3DMS 
signals have been filtered, too. 
In Fig. 5.14 we show observed, 3DMS, 3DFD, receiver and source three 
component displacement time histories. As receiver and source seismograms are 
meant 1D signals computed using the modal summation technique in one – 
dimensional structures. The velocity model used for the structure associated to the 
source is given in Table 1. The velocity model used for the structure associated to the 
receiver depends on the considered station, and the velocity models used are given in 
Table 3. 
Because the path from the source to the receiver is almost entirely in the MTN 
region, both the 3D, analytical and numerical, and the 1D simulations reproduce the 
observed signals satisfactorily if not very well. 
                                                
3 From now on, the signals synthetized by mean of 3DMS are named 3DMS; the synthetics 
digitized from Sato et al., 1999, are named 3DFD; the observed digitized from Sato et al., 
1999, are named obs. 
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ASK 
49.9km 
8.7*10-3 obs
7.3*10-3 3D MS
11*10-3 3D FD
8.5*10-3 R
8.5*10-3 R
5.4*10-3 obs
6.0*10-3 3D MS
7.6*10-3 3D FD
5.7*10-3 R
5.7*10-3 R
8.9*10-3 obs
9.6*10-3 3D MS
12*10-3 3D FD
9.3*10-3 R
9.3*10-3 R
 
FCN 
48.4km 
1.9*10-2 obs
2.2*10-2 3D MS
2.4*10-2 3D FD
1.8*10-2 R
1.1*10-2 S
2.3*10-2 obs
2.0*10-2 3D MS
2.0*10-2 3D FD
2.8*10-2 R
1.5*10-2 S
1.3*10-2 obs
1.6*10-2 3D MS
2.3*10-2 3D FD
1.3*10-2 R
1.2*10-2 S
 
TKM 
46.7km 
2.8*10-2 obs
2.8*10-2 3D MS
2.5*10-2 3D FD
1.5*10-2 R
0.5*10-2 S
2.5*10-2 obs
2.2*10-2 3D MS
2.9*10-2 3D FD
1.7*10-2 R
0.6*10-2 S
1.4*10-2 obs
1.6*10-2 3D MS
1.9*10-2 3D FD
1.1*10-2 R
0.7*10-2 S
 
NGT 
48.2km 
2.3*10-2 obs
2.2*10-2 3D MS
2.1*10-2 3D FD
1.3*10-2 R
0.4*10-2 S
2.0*10-2 obs
2.2*10-2 3D MS
2.7*10-2 3D FD
1.3*10-2 R
0.5*10-2 S
1.2*10-2 obs
1.2*10-2 3D MS
1.5*10-2 3D FD
1.1*10-2 R
0.7*10-2 S
 
OFN 
44.4km 
2.8*10-2 obs
2.3*10-2 3D MS
2.9*10-2 3D FD
2.8*10-2 R
1.8*10-2 S
2.3*10-2 obs
2.0*10-2 3D MS
2.0*10-2 3D FD
2.8*10-2 R
1.5*10-2 S
1.3*10-2 obs
1.6*10-2 3D MS
2.3*10-2 3D FD
1.3*10-2 R
1.2*10-2 S
 
ENS 
35.8km 
1.4*10-2 obs
1.2*10-2 3D MS
2.0*10-2 3D FD
2.3*10-2 R
1.2*10-2 S
1.5*10-2 obs
1.4*10-2 3D MS
2.0*10-2 3D FD
2.7*10-2 R
1.7*10-2 S
3.2*10-3 obs
4.4*10-3 3D MS
9.3*10-3 3D FD
4.1*10-3 R
4.6*10-3 S
 
HNG 
82km 
2.5*10-2 obs
2.5*10-2 3D MS
2.4*10-2 3D FD
0.5*10-2 R
 0  50  100
time (s)
0.4*10-2 S
2.1*10-2 obs
2.2*10-2 3D MS
2.2*10-2 3D FD
1.4*10-2 R
 0  50  100
time (s)
0.6*10-2 S
1.1*10-2 obs
1.0*10-2 3D MS
1.0*10-2 3D FD
0.6*10-2 R
 0  50  100
time (s)
0.5*10-2 S
 
                     Transverse                        Radial                         Vertical 
Figure 5.14 Comparison between three-component band-pass filtered (0.1 to 0.3 Hz) 
displacement data, 3DMS synthetics, 3DFD synthetics and 1D at the stations shown in 
Fig. 5.11b. At each station obs refers to the observed waveforms; 3DMS refers to the 
waveform synthetized by means of Modal Summation; 3DFD refers to the waveform 
synthetized by means of Finite Difference; R refers to the 1D simulation for the structure 
where the receiver is located; S refers to the 1D simulation for the structure where the 
source is located. The absolute peak amplitudes are indicated on the left of each trace in 
centimeters. 
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For station ASK the structure associated to the receiver is the same as the 
structure associated to the source, in fact, station ASK, like the source, lies in the 
MTN part of the study region and the velocity model of Table 2 is used for it. Because 
the path from the source to the receiver is almost entirely in the MTN region, both the 
3D, analytical and numerical, and the 1D simulations reproduce the observed signals. 
The waveforms for the 5 stations FCN, TKM, NGT, OFN, ENS are relatively 
simple if compared with those for station HNG that is located in the very central part 
of the basin. 
As a general feature the observed waveforms are characterized by increasing 
complexity with increasing distance of the stations from the western margin of the 
basin and from the seismic source. For example at station HNG, the most far into the 
basin, large amplitude distinct arrivals on the transverse component appear 10s earlier 
in our simulation than in the data, and, has to be stressed that also the 3DFD 
simulation presents the same distinct arrival, even if delayed by 5s with respect to the 
3DMS. Such a discrepancy may be due to localized shallow velocity structure on the 
western side of HNG station, not present in the model by Sato et al. (1999), and, as a 
consequence, not in our model either. 
 
5.4 Tables  
 
In this section Table 1 and Table 4 are collected. 
In Table 1 the elastic properties and the thickness of the layers of the structures 
constituting the grid that models the simple basin (see section 5.2) are listed. 
In Table 4 the elastic properties and the thickness of the layers of the structures 
relative to the stations FCN, TKM, NGT, OFN, ENS and HNG, located throughout 
the Kanto basin (see section 5.3), are listed. 
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TABLE 1 
3D 
MODEL 
Depth 
(km) 
Thickness 
(km) 
VP 
(km/s) 
VS 
(km/s) 
ρ 
(g/cc) 
QP QS 
BEDROCK 0.00 1.00 3.60 1.70 2.30 400 180 
 1.00 1.00 4.20 2.30 2.40 400 180 
 2.00 2.00 5.80 3.30 2.83 400 180 
 4.00 2.00 6.20 3.50 2.85 400 180 
 6.00 8.00 6.20 3.50 2.85 400 180 
 14.0 2.00 6.20 3.55 2.86 400 180 
 16.0 21.00 6.50 3.70 2.87 400 180 
 37.0 - 7.00 4.00 2.90 400 180 
        
STRUCT 1 0.00 0.20 3.44 1.640 2.287 380 190 
 0.20 0.30 3.52 1.667 2.293 380 190 
 0.50 0.50 3.60 1.700 2.300 400 180 
 1.00 1.00 4.20 2.300 2.400 400 180 
 2.00 2.00 5.80 3.300 2.830 400 180 
 4.00 2.00 6.20 3.500 2.840 400 180 
 6.00 8.00 6.20 3.500 2.850 400 180 
 14.0 2.00 6.20 3.550 2.860 400 180 
 16.0 21.00 6.50 3.700 2.870 400 180 
 37.0 - 7.00 4.000 2.900 400 180 
  -      
STRUCT 2 0.00 0.20 3.80 1.400 2.233 300 150 
 0.20 0.30 3.20 1.533 2.267 300 150 
 0.50 0.50 3.60 1.700 2.300 400 180 
 1.00 1.00 4.20 2.300 2.400 400 180 
 2.00 2.00 5.80 3.300 2.830 400 180 
 4.00 2.00 6.20 3.500 2.840 400 180 
 6.00 8.00 6.20 3.500 2.850 400 180 
 14.0 2.00 6.20 3.550 2.860 400 180 
 16.0 21.00 6.50 3.700 2.870 400 180 
 37.0 - 7.00 4.000 2.900 400 180 
        
STRUCT 3 0.00 0.20 2.16 1.160 2.180 220 110 
 0.20 0.30 2.88 1.400 2.240 220 110 
 0.50 0.50 3.60 1.700 2.300 400 180 
 1.00 1.00 4.20 2.300 2.400 400 180 
 2.00 2.00 5.80 3.300 2.830 400 180 
 4.00 2.00 6.20 3.500 2.840 400 180 
 6.00 8.00 6.20 3.500 2.850 400 180 
 14.0 2.00 6.20 3.550 2.860 400 180 
 16.0 21.00 6.50 3.700 2.870 400 180 
 37.0 - 7.00 4.000 2.900 400 180 
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3D 
MODEL 
Depth 
(km) 
Thickness 
(km) 
VP 
(km/s) 
VS 
(km/s) 
ρ 
(g/cc) 
QP QS 
STRUCT 4 0.00 0.20 1.68 0.980 2.140 160 80 
 0.20 0.30 2.64 1.300 2.220 160 80 
 0.50 0.50 3.60 1.700 2.300 400 180 
 1.00 1.00 4.20 2.300 2.400 400 180 
 2.00 2.00 5.80 3.300 2.830 400 180 
 4.00 2.00 6.20 3.500 2.840 400 180 
 6.00 8.00 6.20 3.500 2.850 400 180 
 14.0 2.00 6.20 3.550 2.860 400 180 
 16.0 21.00 6.50 3.700 2.870 400 180 
 37.0 - 7.00 4.000 2.900 400 180 
        
STRUCT 5 0.00 0.20 1.36 0.860 2.113 120 60 
 0.20 0.30 2.48 1.233 2.207 120 60 
 0.50 0.50 3.60 1.700 2.300 400 180 
 1.00 1.00 4.20 2.300 2.400 400 180 
 2.00 2.00 5.80 3.300 2.830 400 180 
 4.00 2.00 6.20 3.500 2.840 400 180 
 6.00 8.00 6.20 3.500 2.850 400 180 
 14.0 2.00 6.20 3.550 2.860 400 180 
 16.0 21.00 6.50 3.700 2.870 400 180 
 37.0 - 7.00 4.000 2.900 400 180 
        
BASIN 0.00 0.20 1.20 0.80 2.10 100 45 
 0.20 0.30 2.40 1.20 2.20 100 45 
 0.50 0.50 3.60 1.70 2.30 400 180 
 1.00 1.00 4.20 2.30 2.40 400 180 
 2.00 2.00 5.80 3.30 2.83 400 180 
 4.00 2.00 6.20 3.50 2.85 400 180 
 6.00 8.00 6.20 3.50 2.85 400 180 
 14.0 2.00 6.20 3.55 2.86 400 180 
 16.0 21.00 6.50 3.70 2.87 400 180 
 37.0 - 7.00 4.000 2.900 400 180 
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TABLE 4 
STATION Depth 
(km) 
Thickness 
(km) 
VP 
(km/s) 
VS 
(km/s) 
ρ 
(g/cc) 
QP QS 
FCN 0.00 0.06 1.80 0.60 1.8 100 45 
 0.06 0.34 2.06 0.84 1.9 100 45 
 0.40 1.60 2.70 1.30 2.1 150 68 
 2.00 0.30 4.70 2.40 2.5 300 136 
 2.30 1.40 4.70 2.72 2.5 300 136 
 3.70 8.00 5.70 3.33 2.6 300 136 
 11.7 8.00 6.60 3.71 2.8 1000 500 
 19.7 - 6.70 3.74 2.8 1000 500 
        
TKM 0.00 0.25 1.80 0.60 1.8 100 45 
 0.25 0.25 2.00 0.84 1.9 100 45 
 0.50 1.20 2.70 1.30 2.1 150 68 
 1.70 0.80 4.70 2.40 2.5 300 136 
 2.90 1.50 4.70 2.72 2.5 300 136 
 3.70 8.00 5.70 3.33 2.6 300 136 
 11.9 7.80 6.60 3.71 2.8 1000 500 
 19.7 - 6.70 3.74 2.8 1000 500 
        
NGT 0.0 0.25 1.80 0.60 1.8 100 45 
 0.25 0.75 2.00 0.84 1.9 100 45 
 1.00 1.10 2.70 1.30 2.1 150 68 
 2.10 0.20 4.70 2.40 2.5 300 136 
 2.30 1.50 4.70 2.72 2.5 300 136 
 4.80 8.00 5.70 3.33 2.6 300 136 
 12.8 6.90 6.60 3.71 2.8 1000 500 
 19.7 - 6.70 3.74 2.8 1000 500 
        
OFN 0.0 0.50 1.80 0.70 1.8 100 45 
 0.50 0.50 2.06 0.84 1.9 100 45 
 1.10 1.60 2.70 1.30 2.1 150 68 
 2.70 0.50 4.70 2.40 2.5 300 136 
 3.20 0.80 4.70 2.72 2.5 300 136 
 4.00 8.00 5.70 3.33 2.6 300 136 
 12.0 7.70 6.60 3.71 2.8 1000 500 
 19.7 - 6.70 3.74 2.8 1000 500 
        
ENS 0.0 0.20 1.80 0.64 1.8 100 45 
 0.20 0.40 2.06 0.84 1.9 100 45 
 0.60 0.40 2.30 1.20 2.0 100 45 
 1.00 1.00 2.70 1.30 2.1 150 68 
 2.00 0.30 4.70 2.40 2.5 300 136 
 2.30 1.50 4.70 2.72 2.5 300 136 
 4.80 8.00 5.70 3.33 2.6 300 136 
 12.8 6.90 6.60 3.71 2.8 1000 500 
 19.7 - 6.70 3.74 2.8 1000 500 
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STATION Depth 
(km) 
Thickness 
(km) 
VP 
(km/s) 
VS 
(km/s) 
ρ 
(g/cc) 
QP QS 
HNG 0.00 0.20 1.80 0.60 1.8 100 45 
 0.20 0.80 2.30 1.20 1.9 100 45 
 1.00 0.80 2.70 1.30 2.0 100 45 
 1.80 0.80 3.30 1.40 2.1 150 68 
 2.60 0.40 4.70 2.40 2.5 300 136 
 3.00 8.80 4.70 2.72 2.5 300 136 
 11.8 7.90 5.70 3.33 2.6 300 136 
 12.8 6.90 6.60 3.71 2.8 1000 500 
 19.7 - 6.70 3.74 2.8 1000 500 
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