In this paper, we consider a well-balanced semi-implicit one parameter family of schemes. The presented schemes are a generalization of the well-balanced upwind explicit finite volume schemes. The schemes are applied to the Saint Venant open channel flow equations. The main feature of the presented schemes is their balancing property, achieved even for the channels with the general cross section geometry. In the paper, we present the scheme algorithm and the proof of the exact conservation property when the proposed schemes are applied to the open channel flow equations. Furthermore, the schemes' accuracy and stability are improved by using a local semi-implicit approach, which takes into account the CFL number locally. In this way, the highly efficient, robust, and unconditionally stable family of balanced numerical schemes is developed. Newly developed schemes are able to give accurate low diffusion results in stationary as well as in non-stationary test cases.
Introduction
The most commonly used model for river flow modelling is the St. Venant 1D open channel flow model. Although the model has some limitations -the pressure must be hydrostatic, influence of sediment transport must be neglected, the flow must be one dimensional, i.e., in direction of the channel longitudinal axis, etc. -it gives reasonable predictions for propagation speed, discharge, and water depth when compared to experimental data. Therefore it is extensively used in engineering fluid flow simulations.
Mathematically speaking, St. Venant equations are nonhomogeneous hyperbolic system of balance laws with a spatially dependent flux function and geometrical source term. Due to non-linearity of the equations and difficulties arising from complex channel geometry, great effort has been made to develop robust and efficient numerical methods for approximate solutions. The approach introduced by Bermudez and Vazquez [1] , based on the concept of conservation property and upwind discretization of the source term, has proven important when dealing with geometric source terms that arise in the case of irregular bottom and variable cross section geometry. They developed a first-order finite volume scheme for the open channel flow equations, i.e., one-dimensional shallow water equations and implemented decomposition of the source term in such a way to ensure balancing with upwind decomposition of the flux gradient, at least approximately [2] . Based on that approach, Hubbard and Garcia-Navarro [3] extended the second-order finite volume scheme, flux limited, and MUSCL scheme, to the shallow water equations. Furthermore, Burguette and Garcia-Navarro [4] developed explicit schemes for open channel flow for channels with general geometry, but they did not discuss the balancing property. The well-balanced explicit first order and flux limited schemes for the channels with general geometry were developed by Vukovic and Sopta in [5] , where the proof of the exact conservation property was also given. Even the higher order balanced WENO numerical schemes were developed for the balanced law systems (see [6] [7] [8] ).
There are some other approaches that have been introduced in the last few years for numerical treatment of the Saint-Venant system with a large, even discontinuous slope. Chinnayya et al. [9] developed a well-balanced numerical scheme for the approximation of the shallow-water equations with topography. Their approach was based on the exact Riemann solutions presented in [10] . The well-balanced numerical schemes, based on a nonconservative reformulation of the righthand side, were developed in [11] [12] [13] . In [14] , the exact Riemann solver for the shallow-water equations with a step-like bottom is implemented in the second-order upwind scheme. The well-balanced numerical scheme based on the generalized Riemann problem of the shallow-water equations in the channel of the rectangular cross-section, variable bed and width profile, are presented in [15] . The additional positivity preserving property of the well-balanced first and second order numerical scheme is valid for the schemes developed in [16, 17] . However, all these achievements apply exclusively to the shallow water equations including the irregular bottom and rectangular cross-sections, while not to the general crosssection geometry.
In spite of significant progress made in obtaining stable numerical schemes based on the correct treatment of geometrical source terms, the efficiency can become an issue in real-life applications. There are many situations when even 1D simulations can become a serious problem when one is faced with limited computational resources; for example in simulations of long lasting flood events, when considering many different case scenarios in flood management, in optimization problems, etc. It is well known that explicit numerical schemes have a CFL stability limitation (CFL < 1), which bounds the size of the time step. On the other hand, the implicit numerical schemes are not limited in this way. Therefore, the research and their efficient numerical implementation gives us some opportunities for obtaining a new and more flexible numerical scheme that can reduce the computational time of fluid flow simulations.
Development of upwind implicit methods for the solution of hyperbolic equations has been initially focused mainly on the solution of steady state problems. Harten [18] , Yee [19] discussed the TVD property for implicit schemes and then developed a non-oscillatory shock capturing symmetric implicit scheme for Euler and Navier-Stokes equations in [20, 19, 21] . Following the work of Yee [20, 19] , Alcrudo et al. [22] extended the implicit numerical approach, to the system of shallow water equations calculating unsteady problems in pipes and prismatic channels with source terms present. Bermudez et al. [23] focused mainly on implicit schemes for two-dimensional shallow water flow equations and introduced upwind source term decomposition but have not accounted for the flux space dependency. Delis et al. [24] apply the implicit schemes to the open channel flow equation, but they do not incorporate the spatial flux derivative and the source term decomposition in the numerical scheme. Burguete and Garcia-Navarro [25] describe the tridiagonal implicit numerical schemes based on the explicit scheme presented in their previous work [4] . However, they concentrate on the modifications of that scheme in order to obtain the numerical schemes that can handle the problems with strong discontinuities and transcritical flow problems. In this way, the bidiagonal and NDA bidiagonal semi-explicit numerical scheme were obtained and only their properties were considered in [25] .
The goal of this paper is to introduce a highly efficient, robust, and unconditionally stable family of balanced implicit and semi-implicit numerical schemes and apply them to the open channel flow equations. Application to the channels with general geometry is emphasized and therefore the flux space dependency must be accounted for in the numerical scheme. The developed schemes are obtained by using the similar approach as for the well-balanced explicit numerical schemes in [5] . In this way, the well-balanced semi-implicit schemes with the exact conservation property are obtained. The resulting schemes are similar to the tridiagonal implicit schemes presented in [25] . However, since the schemes are based on a different explicit approach, the different discretization and linearization approaches produced differences in the obtained linear system and consequently in their behavior.
Moreover, we focus our attention on improving the efficiency of the proposed semi-implicit scheme. This improvement is based on using the local semi-implicit parameter in such a way that on some parts of the numerical domain the results are obtained implicitly and on the other parts of the numerical domain explicitly. We refer to the obtained scheme as to the local semi-implicit (LSI) scheme. Numerical performance of the modified semi-implicit scheme is presented through several test problems, including steady and unsteady problems in channels with complex geometry. Particular attention is given to the analysis of the efficiency and accuracy for moderately high CFL numbers.
The paper is organized in the following manner. In Section 2 the algorithm of linearized implicit and semi-implicit schemes for one-dimensional hyperbolic balance laws is presented. Also, the new local semi-implicit scheme is defined. In Section 3 the mathematical model of open channel flow equations is described and the exact conservation property of the proposed numerical schemes is considered. In addition, when the numerical scheme is applied to the open-channel flow with irregular cross section geometry, some practical guidelines for efficient numerical evaluation of some geometrical channel properties are given. Finally, in Section 4 the numerical results on several idealized tests with analytical and approximate solutions are presented. Furthermore, the accuracy and efficiency of the numerical scheme are tested on the realistic test case of the river Kupa flooding.
Linearized semi-implicit Roe type scheme with source term decomposition
We are focused here on solving the one-dimensional hyperbolic system of equations of the form
where w = w(x, t) is the state vector, f = f(w, x) is the flux and s = s(w, x) is the source term. Furthermore, we propose that the flux function can be spatially dependent and the source term is of geometrical type. One has to note that ∂ ∂x f(w, x) denotes the total spatial derivative of the flux and it reads
where J f = ∂f ∂w denotes the Jacobian matrix of the flux and v = ∂f ∂x the corresponding spatial derivative. Remember that hyperbolicity of the system (1) comes from the fact that the matrix J f is diagonalizable with real eigenvalues λ (p) , p = 1, . . . , m. Here m denotes the number of equations in system (1). Provided that system (1) models some physical laws, it is called the balance law system.
In order to numerically approximate the system (1), the spatial domain is discretized into a set of cells x i−1/2 , x i+1/2 with cell centers at x i , i = 1, . . . , N and uniform cell widths x = x i+1/2 − x i−1/2 . The temporal domain is discretized into time layers where t n+1 is denoted as the next, and t n as the current, time layer. After introducing a central difference operator α a n = a n α+1/2 − a n α−1/2 , the general semi-implicit finite volume scheme for the balance law system in the conservative form reads
Here w n+1 i and w n i are numerical state vectors, s n+1 i and s n i are numerical source terms, and f n i±1/2 and f n+1 i±1/2 represent numerical fluxes at t n and t n+1 time level respectively. The parameter θ takes values from the interval 0 ≤ θ ≤ 1. For θ = 0 the scheme is explicit, for θ = 1 it is fully implicit (FI), while for 0 < θ < 1 the semi-implicit (SI) scheme is obtained.
In the scalar case, the semi-implicit upwind scheme with the Roe type numerical flux is total variation stable (TVD) under the CFL condition [18] CFL ≤
The same stability condition (4) is used for linearized semi-implicit schemes for systems of hyperbolic conservation laws [18] with the CFL number equal to
We also use this stability condition in the case of system of balance laws. One can see that for θ = 1 the scheme is unconditionally stable, while for θ = 0 the standard stability condition for the explicit scheme CFL ≤ 1 is obtained. It follows that in numerical scheme (3) the adjustable time step t = t n+1 − t n is bounded with the CFL stability condition.
For the given CFL number, we evaluate the time step numerically as
where the maximum is taken over the whole numerical domain, i.e., for 0 ≤ i < N and in all characteristic fields, i.e., for 1 ≤ p ≤ m. λ (p) i+1/2 denotes the numerical approximation of the eigenvalue λ (p) at the cell boundary i + 1/2. It is known that the implicit numerical schemes produce more diffusive numerical results than the explicit ones. More precisely, by increasing the parameter θ the amount of numerical diffusion added to the solution is increased. This will be shown through the numerical tests in Section 4. Although semi-implicit (SI) schemes give a smaller amount of numerical diffusion than full-implicit (FI) schemes, it is worth nothing that in the standard semi-implicit scheme, the parameter θ is defined by the user and it is equal throughout the entire numerical domain. In order to improve the numerical scheme, we introduce the idea of locally adjustable parameter θ (i). Evaluation of this parameter is described in the following text. After the time step at the considered time moment is determined by using (6), we evaluate the local CFL numbers
for i, 1 ≤ i ≤ N. The parameter r is taken as r ≥ r 0 = CFL and it represents the maximum number of neighboring cells that can lie in the domain of the ith cell influence. It is obvious that CFL(i, r) ≤ CFL for each i and r. If we define the parameter θ (i, r) with
it is quite clear that the numerical scheme will still satisfy the stability condition (4) in each cell i if the parameter θ is replaced with
In this way, we introduce the new local semi-implicit scheme (LSI) scheme. To the best of our knowledge, the LSI scheme has not been described yet. Defining locally dependent θ (i) gives some benefits in accuracy and efficiency. Some numerical tests in Section 4 show that for moderate CFL numbers the parameter value θ (i) = 0 is set in most of the numerical cells and for most of the time. Therefore, when implying LSI scheme with moderately high CFL numbers, the numerical approximations on a great part of the numerical domain are calculated explicitly, and therefore the smaller amount of the numerical diffusion is introduced. In this way the computational time is decreased and accuracy of the developed schemes is increased when compared to the standard semi-implicit schemes. Let us return now to the complete definition of the scheme (3). As already mentioned, the improvements and generalization of the semi-implicit numerical scheme proposed in this paper are based on the balanced explicit scheme elaborated in [5] . Therefore, for the evaluation of the numerical flux on the cell boundary, the Roe approximate Riemann solver is used. More precisely, on the (i + 1/2)th cell boundary the numerical flux vector is given with
where matrix Q i+1/2 is the approximation of the Jacobian matrix J f , while v n i+1/2 represents the numerical approximation of the spatial derivative v defined in (2) . Both terms are evaluated at the cell interface i + 1/2 and at time moment t n . The
In the previous expression R i+1/2 is the matrix composed of the right eigenvectors of the flux Jacobian matrix. The matrix Λ i+1/2 is diagonal, with diagonal elements equal to λ (p) i+1/2 , p = 1, . . . , m. Additionally, the entropy corrections are applied to the matrix Λ i+1/2 to ensure physically valid discontinuities in the solution. In this case, Harten-Hyman entropy fix [26] is used. Matrix L i+1/2 depends on the particular upwind scheme. In the case of first order scheme, L i+1/2 is the identity matrix I, while in the case of the flux limited scheme it reads
where ϕ(η (p) ) is some limiter function and η (p) is evaluated as
where l (p) i+1/2 , p = 1, . . . , m are left eigenvectors of the flux Jacobian matrix. In the case of the flux limited scheme, one crucial modification of (12) is necessary. It is known that, for the CFL number higher than one, the scheme becomes first order accurate and produces a large numerical diffusion [19] . Instead of using (12), we propose a modification
that will disable the limiter locally if the local CFL number exceeds one. The numerical scheme with the expression (14) behaves like a standard flux limited scheme if local CFL < 1, and in the case of local CFL ≥ 1 it behaves at least as well as the first order scheme. It remains to define the numerical source terms in (3). Since the presented schemes are based on the upwind decomposition of the numerical flux, in order to achieve a balancing property, the source term integral must be decomposed in a similar manner. Upwind discretization is especially favorable when the flux is space dependent and the source term is of the geometrical type. According to the Roe approximate solver used for numerical flux discretization, the direction of the shock propagation has to be considered in every characteristic field. Thus, the source term s n i is evaluated as
Here, the term s n i+1/2 denotes the approximation of the source term at the (i + 1/2)th cell boundary.
Finally, the obtained numerical scheme defined with (3), (10) and (15) represents a nonlinear system that has to be solved in each time step. This task could be very difficult and time consuming and therefore the linearization of the defined scheme is performed.
Following similar procedures as in [20, 19] , one can take two approaches for constructing linearized implicit schemes. The first approach is to rearrange (3) to form f n+1 i+1 − f n+1 i terms. Then, in order to drop the time-index from (n + 1) to n, the O ( t) approximation of the form:
can be used. This leads to a compact formulation that can be efficiently evaluated. But there is a drawback to this approach. Linearization (16) produces a numerical scheme in nonconservative form that does not guarantee the correct shock speed (see [18, 20, 19] ). Therefore, this approach is more applicable to steady-state calculations, and will be omitted from further study.
Second approach is to use Taylor expansion about w n to achieve O t 2 approximation of the flux f n+1 . This will produce a linearized conservative implicit scheme which is consistent with (1) (see [20, 19] ) and therefore applicable to transient as well as steady-state calculations.
In order to drop the time-index from (n+1) to n, vectors f n+1 , v n+1 and s n+1 are linearized using a local Taylor expansion
where J f , J v and J s are Jacobian matrices of the corresponding terms. After the introduction of the approximations (17)- (19) and expressions (10), (15) into (3), the numerical scheme can be written as the block tridiagonal system of equations
which needs to be solved at each time step. The indexes i = 1, . . . , N denote block rows, A n i , B n i , and C n i are [2 × 2] matrices that are elements of the global block matrix of the system, and d n i is the right hand side vector of length 2. In order to give the final expressions for the matrices we introduce terms
and
Here J ± f ,i+1/2 denotes the left and right approximations of the flux Jacobian matrix on the (i + 1/2)th cell boundary. More
is evaluated at the state w i+1 . The Jacobian matrices J v,i+1/2 and J s,i+1/2 are approximated at the (i + 1/2)-th cell boundary. Now, for the matrices A n i , B n i , and C n i the following expressions can be used
The right hand side vector d n i reads
All terms that appear in the expressions (21)- (26) are evaluated at the time moment t n . It can be noticed that the Taylor expansion is not applied to the matrix Q i+1/2 .
Application to the one-dimensional open channel flow equations

Open channel flow equations
The one-dimensional open channel flow equations model the incompressible water flow in rivers and channels characterized by a hydrostatic pressure distribution. The equations express the conservation of mass and the balance of momentum. The equations can be written in the form (1) where the state vector w, the flux function f and the source term s are given with
Here t denotes time, x is the horizontal distance along the channel, A = A(x, t) is the wetted cross-sectional area, Q = Q (x, t) represents discharge and g is the gravitational acceleration. The term
∂x dη the pressure force due to longitudinal channel width variation. S b = − dz dx is the bed slope term and S f = m 2 Q |Q | P 4/3 A −10/3 is the friction term. In the previous expressions h = h(A, x) is the water depth,
is the Manning's roughness coefficient, and P = P(A, x) is the wetted perimeter.
In order to apply the numerical schemes defined in the previous section to the open-channel flow model, we have to determine the analytical expression of some terms. These expressions must be approximated in the numerical scheme. The Jacobian matrix of the flux reads
with velocity u = Q A , and the celerity c = g A B . The corresponding eigenvalues are λ (1),(2) = u ∓c, thus it is obvious that the system (27) is strictly hyperbolic. Since the given model is valid for the non-prismatic channels, the vector v that accounts for the spatial flux dependency due to the width variation reads
Term v can be written in the differential form suitable for numerical approximation (see [5] for details)
and similarly, the term I 2 that appears in the source term s can be evaluated as
Jacobian matrix of the vector v reads
while the Jacobian matrix of the source term s is given with
The exact form for the numerical approximations of the evaluated terms needed in the numerical scheme will be defined in next subsection.
The numerical scheme and the exact conservation property
In the previous section, we present the extended semi-implicit finite volume numerical schemes for the balance law systems. Now, we want to define these schemes for the open channel flow equations in such a way that they satisfy the exact conservation property. The definition of the exact conservation property was introduced in [1] and it states that a numerical scheme for one-dimensional open channel flow equations satisfies the exact conservation property if it preserves quiescent flow given with H = const., Q = 0, where H = h + z represents the water level. Schemes that satisfy the exact conservation property are also called well-balanced schemes.
The well-balanced explicit Roe and flux limited finite volume numerical schemes with the exact conservation property applied to the open channel flow equations were developed in [5] for the non-prismatic channels with general geometry. Following that approach, we develop the well-balanced semi-implicit schemes.
To attain the exact conservation property, the approximations of vectors and matrices (28)-(33), which appear in the numerical scheme must be appropriately numerically evaluated on the cell boundaries. Similarly as in [5] , the following expressions are used for the numerical approximation of the corresponding terms
In order to define the arithmetic expressions for evaluation of the terms c i+1/2 and u i+1/2 , we suppose that the Roe average matrix Q i+1/2 satisfies the extended Roe relation
This equality is obtained if c i+1/2 and u i+1/2 are evaluated as
The presented approximations (34)-(36) and (38) are crucial for achieving the exact conservation property (see [5] ). However, some additional terms must be approximated in the semi-implicit case, i.e., Proof. The numerical schemes in the explicit case can be written in the following form
According to (20) , in the semi-implicit and in the local semi-implicit case, they can be written as
and respectively. Here I stands for the identity matrix, d(w n ) is the right hand side vector composed of vectors d n i defined with (26) , (w n ) is the diagonal matrix composed of local parameters θ (i) defined with (9) . Moreover, K(w n ) is the tridiagonal block matrix whose diagonal elements are matrices B i defined with (24), elements under diagonal are matrices A i defined with (23), and elements above the diagonal are matrices C i defined with (25) .
In the case of quiescent flow, explicit scheme (41) balances flux gradients and source terms on the edges of cells and achieves d(w n ) = 0 [5] . The system is obviously regular and it gives unique trivial solution w n+1 − w n = 0 preserving the quiescent flow.
In the semi-implicit case (42), the right hand side is equal to the right hand side in the explicit case (41), i.e., it equals 0. Since the matrix I + θK(w n ) is regular at least for small enough θ , the exact conservation property of the semi-implicit scheme is achieved. Proof of the scheme balancing in the semi-implicit case (42) implies balancing in the local semi-implicit case (43).
Although the balancing property is proved just for small enough values of θ , the experimentally obtained results in Section 4 show that in practice the exact conservation property is achieved for much larger values of CFL and θ.
Efficient implementation of the open-channel flow model
When dealing with channels with general geometry, efficiency and accuracy of numerical evaluations can be vital for obtaining a fast and robust approximate solver for the flow simulations. The goal of this paper is to develop a highly efficient and robust semi-implicit numerical scheme. There are two main things responsible for the scheme efficiency. The first one refers to the procedure for solving the linear system, while the other one depends on the process for evaluating the parameters from the channel geometry data. In what follows, we focus on efficient calculation of these parameters.
It can be noticed that there is a sequence of parameters, such as h = h (A, x) 
etc., which must be determined at each time step of the numerical scheme. These parameters depend on the state value A = A(x, t), which changes in time and they also depend on the given geometrical data describing the channel terrain.
In case of a rectangular or trapezoidal cross section shape, stated parameters can be determined analytically as functions of the state A = A(x, t), thus it is easy to obtain the accurate data needed in the numerical approximation of the system (27) . However, in the case of a general nonsymmetric cross sections, these terms cannot be expressed analytically and their value must be determined numerically. We propose a practical technique to handle the channel geometry data in order to efficiently determine the needed parameters.
A general cross-section profile of the channel considered in this paper is presented in Fig. 1 . Natural and artificial river channels often contain discontinuous geometry, thus we make a natural assumption that the cross-section profile consists of piecewise linear segments. Due to its complicated structure, it could be quite demanding to evaluate these parameters from the original profile. However, without any loss in accuracy, we can construct an equivalent symmetric profile more suitable for numerical interpolation and evaluation. This procedure is described in the following text.
First, the original profile (see Fig. 1 ) is divided in the non-uniform layers (Fig. 2.a) in such a way that a derivative of the channel width ∂B ∂h is constant on each layer. In this way, we obtain the partition h 0 , h 1 , . . . , h m of the observed channel profile and each layer corresponds to the partition interval [h k−1 , h k ]. It is not hard to note that for the layer corresponding to the interval [h k−1 , h k ] there exist a symmetric trapezoidal layer having the same width B = B(h, x) and the same area A = A(h, x) for each h ∈ [h k−1 , h k ]. By changing each original layer with the trapezoidal one, the new symmetric and piecewise trapezoidal profile (Fig. 2.b) is obtained. The modified profile retains the exact information about the depth 
Table 1
Modified profile matrix. In order to speed up the numerical calculations, all the evaluated parameters can be stored in a matrix, which can be of the form presented in Table 1 . However, only the information at the characteristic points h 0 , h 1 , . . . , h m of the observed cross section profile must be stored. The columns corresponding to h, B and P in the presented matrix contain all relevant information about the original profile. Although the terms A, I 1 depend quadratically on h and B, they can also be stored in the matrix to speed up the evaluations. Finally, the channel is described with finitely many cross-section profiles. The profiles' data are written in the matrix form presented in Table 1 and the complete channel geometry data between the profiles are determined by some sort of interpolation (most often linear). By applying the described approach, it is easy to obtain and compute all the required geometrical information from the channel data for a given cross-section area A and at some point x. In this way we optimize the process of the geometrical data calculation at each time step.
Numerical tests
Numerical results for four test cases are presented. There are two main things that we want to illustrate with the numerical results. The first one is the correct balancing of the flux gradient and the source term. The second one refers to the efficiency and robustness of the developed semi-implicit schemes, which is validated through the numerical results computed on extremely demanding computational domains using large CFL numbers. Furthermore, in order to validate the numerical schemes on transient solutions, explicit, implicit and semi-implicit Roe schemes are compared for the multiple dam-break test problem.
Flow in a trapezoidal channel with variable bed and width
The channel geometry is based on the test proposed by the Working Group on Dam Break Modeling [27] . The channel has strong variations in bed level and bottom width (see Fig. 3 ). In the original test, the channel cross sections are rectangular, while here we define the trapezoidal cross sections with the constant side slope equal to 1.
Two different test cases are considered. In the first one, the balancing property of the numerical scheme on the quiescent flow is considered. In the second one, the robustness of the scheme is validated with the tidal wave propagation problem. 
Quiescent flow
The initial condition is the quiescent steady state with the water level equal H = 12 m. Since no perturbations are introduced, this state remains conserved. Computations are performed on the uniform mesh with x = 2.5 m and with CFL = 800. Discharge error obtained with the balanced numerical scheme along the channel was of the order 10 −12 , while error for the water level was of the order smaller than 10 −20 . At the same time, the pointwise version of the numerical scheme produced unacceptably large errors, as can be seen in Fig. 4 .
Tidal wave propagation
The initial conditions in this test are the same as in the previous case, i.e., the water is still, and water level equals H = 12 m. The perturbation of the initial state is introduced through the tidal wave, which propagates from the upstream end. Tidal wave is defined with h (0, t) = 16 + 4 · sin (t − 10 800) π 21 600
.
The wall at the downstream end of the channel is modeled by setting Q (1500, t) = 0. The calculations are performed by using space step x = 2.5 m. Results presented in Fig. 5 show the discharge after 3 h of tidal wave propagation. Since the tidal wave propagates over extremely demanding channel geometry (Fig. 3) the necessity of the scheme balancing is quite clear. Furthermore, due to the poor performance of the pointwise version of the scheme, its discharge results are not shown. Numerical results calculated with the different values of CFL number are presented instead. It is important to notice the satisfactory behavior of the balanced scheme even for the high CFL numbers. However, results calculated with high CFL numbers show some difference in discharge throughout the domain. In our opinion, the reason for this behavior lies in the rare evaluation of the boundary conditions due to the large time step when using high CFL numbers. 
Multiple dam break test problem
The purpose of this test problem is to investigate behavior of the semi-implicit and the explicit schemes on a test case with propagating discontinuities.
The test channel is 180 m long with flat bed and with rectangular cross section of constant width. Initially, water is at rest. The initial water level is given with
The Manning friction factor is set to 0. In this way, three idealized dams are modeled. At the time moment t = 0 s, the imaginary dams located at x = 50 m, x = 120 m, and x = 160 m are removed instantly. Three right going shocks and left going rarefaction waves are formed. Formed shocks and rarefaction waves after 3 s do not interact yet. Therefore, the analytical solution of this multiple Riemann problem can be determined (see Fig. 6 ). In all the numerical computations, a discretization with N = 180 cells is used. The numerical results are compared with the analytical solution. The results obtained with different schemes and different CFL numbers are shown in Figs. 7-10 .
In Fig. 7 one can note the consistent behavior of the considered numerical schemes with CFL = 2. The result obtained with the Roe type fully implicit scheme (denoted with Roe FI) gives the most diffusive solution, while results obtained with the flux limited locally semi-implicit (FL LSI) are the most accurate. It is important to mention that FL LSI scheme gives the same results with CFL = 0.9 as the flux-limited explicit scheme [5] . In Fig. 8 we ''zoom in'' the largest shocks and compare solutions of the flux limited implicit schemes using different limiter functions. With FL we denote the flux limited scheme with modified limiter (14) and *FL denotes the scheme with the limiter (12) . It is obvious that limiter (14) produces much sharper results. For larger CFL numbers the difference between these flux limited schemes is even greater. Furthermore, these conclusions are supported by the results presented in Table 2 that show L 1 errors of flux limited schemes for different CFL numbers. The consistency can be noticed in both cases, i.e., when original and modified flux limiters are used: the local semi-implicit scheme is the most accurate among the considered schemes.
In the Fig. 9 the largest of three shocks is shown and the solutions obtained with full implicit, semi-implicit and local semi-implicit Roe schemes are compared. If we zoom in on the top of the rarefaction shock it becomes obvious that the local semi-implicit scheme produces the most accurate results. It becomes clear that this type of behavior is typical for moderate CFL numbers. Difference between investigated schemes becomes much harder to notice for larger CFL numbers. Fig. 10 shows the smallest of three shocks. Here, the solutions of explicit Roe, implicit Roe, and flux limited schemes are compared. It is obvious that the flux limited local semi-implicit scheme is more accurate than the explicit Roe scheme for smaller shocks. The second column in Table 3 shows L 1 errors on the restricted domain and supports the same conclusion.
Calculation with moderately high CFL numbers produced moderately ''smeared'' shock front and showed good shock tracking capabilities of implicit schemes. In particular, good results were obtained with flux limited semi-implicit schemes on parts of the domain with smaller shocks, i.e., lower characteristic speeds.
The speed-up comparison of the proposed implicit numerical schemes with the explicit schemes was done. Since the obtained results were very similar to the results obtained in Test 4.4 (see Table 4 ), we omit them here. 
Steady transcritical flow with hydraulic jump
MacDonald's [28] numerical test problem with given analytical solution is considered in order to test the accuracy and efficiency of the balanced scheme when modeling a steady transcritical flow problem. In this test example, taken from [28] , 
The water depth is given by 
The obtained riverbed bottom z = z(x) is presented in Fig. 11 .
We test all the numerical schemes presented in the paper on this test problem. Obtained numerical results coincide well with the exact ones in all cases. Testing the influence of the CFL number on result accuracy gave satisfactory results because calculation with extremely high values of CFL = 500 showed very good agreement with the analytical solution. Calculations with the explicit scheme using CFL = 0.5 produced results almost identical to the results obtained with the semi-implicit scheme using CFL = 500.
At the same time, computer times are dramatically reduced, proving high efficiency of the semi-implicit scheme when calculating steady problems.
In order to test the semi-implicit scheme efficiency, we consider the convergence history of this scheme. The standard relative error at each time step is evaluated as
where h(x i ) refers to the steady-state water depth at x i . We start the calculations with the water level initially given far from the steady-state (see Fig. 11 ). Calculations are performed until the convergence of the numerical results is achieved.
The results for different CFL numbers are presented in Fig. 12 . It is worth emphasizing that the number of steps needed for reaching the steady-state solution dramatically decreases when large CFL numbers are used. At the same time, the accuracy of the scheme is not damaged. As expected, the efficiency of the semi-implicit numerical scheme becomes notable, especially when calculating the steady-state solutions.
Natural watercourse of river Kupa (Croatia)
The aim of this numerical test is to show robustness, efficiency and accuracy of proposed numerical schemes on a real problem which includes a demanding watercourse with general cross section profiles. The analyzed segment of the river Kupa (Croatia) is L = 67 000 m long and it is interpolated between 354 measured cross section profiles. Demanding channel geometry includes strongly varying channel width and bed with flood plain and canyon regions. Two typical cross-section profiles are presented in Fig. 13 . The Manning coefficient is varying from 0.1 to 0.03 depending on the terrain. Initially, the discharge Q is set to 60 m 3 s −1 in the whole domain and the initial water level was obtained numerically as a corresponding steady state solution.
Here we consider an unsteady problem where the discharge Q (t) on the right boundary rises linearly from Q = 60 m 3 s −1 to Q = 120 m 3 s −1 through the time period of 10 000 s and then linearly descends to Q = 60 m 3 s −1 through the same time period. Tidal wave propagation is simulated in this way. At the downstream end, water depth is set to h(L, t) = 0.59 m. Water level was calculated through the time interval of 20 000 s with spatial step size x = 20 m. The numerically obtained water level and discharge after 5 h of flood wave propagation are presented in Figs. 14 and 15 . Different CFL values are used for computations in order to analyze the influence of the CFL value on the result accuracy and CPU time when modeling the unsteady water flow in rivers. The computational times of the proposed implicit and semi-implicit schemes are compared with the explicit scheme with CFL = 0.9. The obtained results are presented in Table 4 in the form of a speed-up of the considered schemes. The results are very satisfactory since, for the small CFL numbers, the CPU time of the implicit and semi-implicit schemes moderately increases according to the explicit schemes, while for the higher CFL numbers CPU time is significantly reduced. On the other hand, even for the higher CFL numbers, all the schemes still produce satisfactory numerical results. In order to support this statement, the results are compared with a numerical solution obtained by explicit balanced Roe scheme on a very dense grid, since no analytic solution for this unsteady problem exists. Results of these comparisons are presented in Tables 5 and 6 in the form of maximum and average absolute and relative error. One can notice that greater maximum errors appear in water level. At the same time, the average errors are much smaller. The reason for those kinds of errors lies in the fact that maximum errors appear at hydraulic jumps, which are typical places where higher localized maximal errors occurs. However, we can conclude that the obtained results are very satisfactory considering the real water flows simulation. 
Concluding remarks
A family of well balanced semi-implicit numerical schemes for hyperbolic balance laws with space dependent flux function has been developed in this paper. The schemes are obtained as an extension of the well balanced explicit Roe type numerical schemes. Algorithms of developed schemes have been presented in detail, including space dependent flux function, upwinding of the source term and time linearizations. Appropriate time linearizations that have been presented, proved to be crucial in order to obtain robust and stable numerical schemes with the exact conservation property. With the idea of using a local semi-implicit parameter in such a way that the explicit part is included as much as possible regarding the CFL value, the improved semi-implicit scheme is obtained. Additionally, this scheme has been combined with the modifications on the flux limiter. These numerical novelties, combined, produced a new family of semi-implicit schemes presented in Section 2. Numerical tests proved the flux-limited local semi-implicit scheme to be the most efficient, accurate and stable within the presented family of schemes.
Developed numerical schemes are applied to the open-channel flow equations. Exact conservation property is achieved for the channels with general cross-section geometry. Moreover, a practical and efficient technique for channel geometrical data handling is proposed.
Numerical results showed a variety of situations where the semi-implicit schemes perform very well. Their exact conservation property was verified in the trapezoidal cross-sections channel with variable bed and width. Efficiency was tested on the same geometry calculating tidal wave propagation with large CFL values. The schemes' capability to solve the transient problems including shocks was tested on the dam-break problem. Under moderate CFL numbers, schemes produced acceptably dissipative results that are consistent with results obtained with explicit schemes. Efficiency and robustness of the proposed schemes have been clearly revealed through the convergence acceleration in the steady state MacDonald's test example, where extremely high CFL numbers were used. Finally, the schemes were verified on the natural watercourse of river Kupa.
The results proved the proposed semi-implicit schemes to be a reliable tool for solving real engineering problems. Their efficiency is especially notable when simulating long lasting events or calculating steady or quasi-steady state solutions in large numerical domains. In those cases, high CFL numbers reduce the computational time while maintaining sufficiently accurate results.
In future work, we will incorporate the WENO reconstruction coupled with the appropriate time discretization in the semi-implicit schemes. In this way, we hope to obtain an high order accurate, efficient and stable well-balanced semiimplicit numerical scheme.
