Abstract. We construct infinitely many incompressible Sobolev vector fields u ∈ CtW
Introduction
This paper deals with the problem of (non)uniqueness of solution to the Cauchy problem for the transport equation We prove the following theorem.
Theorem 1.1. Let p ∈ [1, ∞),p ∈ [1, ∞), and assume that
Then there are infinitely many incompressible vector fields satisfying
for which uniqueness of distributional solutions to the transport equation (1.1) fails in the class of densities ρ ∈ C t L p x .
Moreover, if p = 1, it holds u ∈ C([0, T ] × T d ).
Here and in the following we will use the notation C t L Remark. As a matter of fact, one can strengthen condition (1.5) and produce vector fields which satisfy u ∈ C t L p ′
x ∩ p such that (1.4) holds
and, moreover, u L p ′ ≤ ε, for any fixed ε > 0. See Theorem 1.2 below. We mention also that Theorem 1.1 can be extended to cover the case of the transport-diffusion equation and to produce more regular densities and fields, provided more restrictive conditions on the exponents p,p are assumed. See Theorems 1.3 and 1.4 below for the precise statements.
1.1. Background. It is well known that, when u is at least Lipschitz continuous (in the space variable), the solution to (1.1) is given by the implicit formula (1.6) ρ (t, X(t, x)) = ρ(0, x), where X(t, x) is the flow solving the ODE (1.7) ∂ t X(t, x) = u (t, X(t, x)) ,
It is in general of great importance, both for theoretical interest and for the applications to many physical models, to study the well posedness of the Cauchy problem (1.1), in the case the vector field u is not smooth, i.e. less then Lipschitz continuous.
There are several ways to state the well posedness problem in the weak setting. The one we propose here is one possibility. We refer to [18] for a more comprehensive discussion. Fix an exponent p ∈ [1, ∞] and denote by p ′ its dual Hölder
We ask two questions.
(a) Do existence and uniqueness of distributional solutions to (1.1) hold in the class of densities
for a given vector field
x ? (b) Is the relation (1.6) still valid, in some weak sense? In other words, is there still a connection between the Lagrangian world (1.7) and the Eulerian one (1.1)?
Let us observe that the choice of the class (1.8) is motivated by the fact that, for smooth solutions of (1.1)-(1.2), every L p norm is constant in time: it is thus reasonable to expect that, for weak solutions, the L p norm, if not constant, remains, at least, uniformly bounded in time. Once the class for the density (1.8) is fixed, the choice (1.9) for the vector field is natural, because in this way the product ρu ∈ L 1 ((0, T ) × T d ) and thus the transport equation (1.1), in its equivalent form (1.3), can be considered in distributional sense.
We list now some answers to the questions (a), (b) above, which can be found in the literature. The first consideration is that the existence of distributional solutions is a pretty easy task. Indeed, regularizing the vector field and the initial datum, one can use the classical theory for ODE and formula (1.6) to produce a sequence of approximate solutions, which turns out to be uniformly bounded in L ∞ t L p x . From such sequence one can then extract a weakly converging subsequence, whose limit is a solution to (1.1), because of the linearity of the equation.
Let us now discuss some uniqueness results. In their groundbreaking paper [12] , R. DiPerna and P.L Lions proved that, for every p ∈ [1, ∞], uniqueness holds in the class of densities (1.8) for a given vector field u as in (1.9), provided, in addition, (1.10) u ∈ L x . Moreover, the incompressibility assumption can be substituted by the weaker requirement div u ∈ L ∞ (see also [19] for a further relaxation in the case of the continuity equation). DiPerna and Lions' proof is based on a regularization argument. Denoting by ρ ε , u ε a standard mollification of ρ and u, the equation for ρ ε , u ε reads,
where r ε is the commutator r ε = div (ρ ε u ε − (ρu) ε ), given by the fact that the mollification of the product is not equal, in general, to the product of the mollifications. After some manipulation, it can be shown that r ε has the form r ε ≈ ρ ε ∇u ε ,
i.e. it is the product of the density and the derivative of the vector field. Such expression suggests, in some sense, that the commutator converges to zero as ε → 0 (and thus uniqueness of solutions holds), for a density
x , which is exactly DiPerna and Lions' condition (1.10) . In other words, the interplay between the integrability of the density and the integrability of the derivative of the vector field plays a crucial role: very roughly speaking, a Sobolev vector field is "Lipschitz like" on a very large set, and there is just a very small "bad" set, where ∇u can be very large. A density ρ with integrability L p that "matches" the integrability L p ′ of ∇u does not see the bad set of u, and this implies uniqueness.
A natural question is now whether it is possible to lower the regularity (1.10) of u and still have uniqueness of solutions in L ∞ t L p x . In the class of bounded densities, (i.e. p = ∞ in our notation), L. Ambrosio [1] showed in 2004 that uniqueness holds if the vector field u ∈ L 1 ((0, T ), BV (T d )) and it has bounded divergence, whereas S. Bianchini and P. Bonicatto in [3] were able to prove uniqueness in the BV framework for the more general class of nearly incompressible vector fields.
Concerning question (b) above, it is a general principle in the theory of the transport equation that, whenever existence and uniqueness for the PDE (1.1) holds in the class of bounded densities, then existence and uniqueness holds also for the ODE (1.7), in the sense of the regular Lagrangian flow and, moreover, the bridge (1.6) between the Lagrangian world and the Eulerian one still holds true. We refer to [2] for a detailed discussion in this direction.
From the analysis above, it follows that the uniqueness results present in the literature are based essentially on two assumptions on the vector field: on one side, a bound on the derivative Du is needed (e.g. u Sobolev or BV ); on the other side, a condition on the divergence of u is required (e.g. div u = 0, or div u ∈ L ∞ , or u nearly incompressible).
The most part of the counterexamples to uniqueness that can be found in the literature are based on the absence of at least one of those two conditions. There are counterexamples to uniqueness with Sobolev vector field with unbounded divergence (e.g. in DiPerna and Lions' paper [12] ), and there are counterexamples to uniqueness for incompressible vector fields, which do not possess one full derivative (e.g. u ∈ W s,1 for every s < 1, but u / ∈ W 1,1 ), see, for instance, [12] , [11] . All such counterexamples are based on the failure of uniqueness at a Lagrangian level: one constructs a pathological vector field for which the ODE admits two different flows of solutions and then uses such flows to produce non-unique solutions to the PDE: once again, the connection (1.6) is crucial.
1.2. Non-uniqueness for Sobolev vector fields and our contribution. The mentioned counterexamples, therefore, do not answer the question whether uniqueness holds in the class of densities (1.8), if
In such framework there are two competing mechanisms. On one side, by DiPerna and Lions result, uniqueness holds, at least, in the class of bounded densities, and thus, by the observation made before, uniqueness at the Lagrangian level is satisfied (again in the sense of the regular Lagrangian flow): in other words, the vector field is very well behaved from the ODE point of view. On the other side, the integrability of ρ and the of Du do not "match" anymore and thus, referring the the heuristic introduced above, it could happen that an L p density "sees the bad set" of a W 1,p vector field, so that purely Eulerian non-uniqueness phenomena could appear.
The framework (1.11) was considered, for the first time, quite recently in [18] and [17] , where the analog of Theorem 1.1 was proven, with assumption (1.4) substituted by the strongest assumption
using a convex integration approach and exploiting a concentration mechanism, in the spirit of the intermittency added to the convex integration schemes by T. Buckmaster and V. Vicol in [6] . Our main result, namely Theorem 1.1, shows that such approach can be extended to produce examples of non-uniqueness for the transport equation with full dimensional concentration, i.e. with d instead of d − 1 in (1.12). Notice that the result in [18, 17] and our Theorem 1.1 in particular implies that the duality between Lagrangian and Eulerian world is completely destroyed, even for Sobolev and incompressible (thus, quite "well behaved" vector field): there are many distributional solutions, but only one among them is transported by the regular Lagrangian flow as in (1.6) .
It is still an open question whether uniqueness of weak solutions to (1.1) holds if the Sobolev integrabilityp of the field, Du ∈ L 1 t Lp x , lies in the range
and thus whether Theorem 1.1 is or is not optimal. Let us nevertheless observe that, for p = 1, Theorem 1.1 provides existence of continuous vector fields
for everyp < d, for which uniqueness fails (in the class ρ ∈ C t L 1 x ). On the other side, in a recent result by L. Caravenna and G. Crippa [7, 8] uniqueness (for ρ ∈ L 1 tx ) is proven, provided (1.14) is satisfied for somep > d (in particular u is continuous) and u satisfies the additional assumption of "uniqueness of forward-backward characteristics". We refer to [7, 8] for the precise definition. Such result could suggest that, at least in the case p = 1, Theorem 1.1 (and in particular condition (1.4)) could be sharp.
A last point is worth mentioning. Contrary to other recent results in convex integration (e.g. [6, 9, 15, 16] ) where concentration or intermittency have been used, in this paper we use a completely physical space based approach and we deliberately avoid any use of Fourier methods and Littlewood-Paley theory. This has, in our opinion, at least two advantages. First, the paper is completely self contained, in particular we do not use any abstract theorem on Fourier multipliers. Secondly, we think that a proof developed in the physical space can provide a better understanding of the structure of the "anomalous" vector fields we are exhibiting and therefore could help in getting an insight on the relation, if any, between the (very well behaved) Lagrangian structure of the vector fields and the non-Lagrangian solutions we construct.
We conclude this section observing that the proof of Theorem 1.1 is an immediate consequence of the following more general theorem, whose proof is the main topic of the paper. 
Then there are functions
From this theorem, Theorem 1.1, i.e. the non-uniqueness of the transport equation, can be easily deduced. . Then the function (t, x) → χ(t)ρ(x) is smooth and has zero mean value in x at any time. We can apply Theorem 1.2 on χρ andū ≡ 0 and obtain a solution of the transport equation (ρ, u) with the claimed regularity. As at times t ∈ [0,
, T ] the transport equation is solved by (χρ,ū) in the strong sense, in particular the initial and final values of ρ are maintained because of statement (iii) of the theorem. Therefore ρ| t=0 ≡ 0 and ρ| t=T =ρ ≡ 0.
1.3.
Some comments on the method used in the proof. The proof of Theorem 1.2 is based on a convex integration technique: smooth approximate solutions to the continuity equations are constructed, which in the weak limit produce an exact but only distributional solution. In each iterations step the error is decreased by adding a small oscillating perturbation to both density and velocity field.
In the past years convex integration has been applied very successfully on the Euler equations in order positively prove Onsager's conjecture (see, for instance [14, 5] ). However, for obtaining Sobolev vector fields, i.e. fields with one full derivative (in some Lp space) new ideas are required. Inspired by the intermittent Beltrami flow used in the [6] (see also [4] for the related notion of intermittent jets), L. Székelyhidi and the first author adopted, as building block of their construction in the mentioned papers [18, 17] , some stationary solutions to the continuity equation called concentrated Mikado densities and field, proving the analog of Theorem 1.1 under the less restrictive assumption (1.12). The idea of using "Mikado flows" for the equation of fluid dynamics was introduced for the first time by S. Daneri and L. Székelyhidi in [10] . The "concentrated" Mikado are suitable modifications of the standard Mikado, having different scaling in different L p norms. The d − 1 in (1.12) comes from the fact that Mikado functions depends only on d − 1 coordinates and thus only a (d − 1)-dimensional concentration is possible.
In the present paper, we are able to substitute d − 1 with d, as we use, as building block of our construction, suitable approximate solutions to the continuity equation, called space-time Mikado densities and fields, see Section 4.1 for the precise definition. Adding the time dependence to the building block allows, roughly speaking, to gain one further dimension and thus to pass from (1.12) to (1.4).
1.4.
Extension to transport-diffusion and to higher regularity. Similarly to [18, 17] , Theorem 1.2 (and thus also Theorem 1.1) can be extended to cover the case of the transport-diffusion equation
provided more restrictive conditions on the exponent p,p are assumed. Roughly speaking, the non-uniqueness produced by the transport term div(ρu) (i.e. by the interplay between density and field) can be so strong that it can beat the regularizing effect induced by a diffusion operator (see to [18] for a more comprehensive discussion on this subject). 
Then there are functions
Remark. Notice that (1.17) in particular requires d > 2, so we cannot show nonuniqueness for the dissipative equation for d = 2 as in the "inviscid" transport equation.
Theorems 1.2 and 1.3 can be further generalized to cover the generalized transportdiffusion equation
where L k is any constant-coefficient linear differential operator of grade k (not necessarily elliptic), and to produce more regular densities and vector fields.
Theorem 1.4 (Analog for solutions with higher regularity and higher order diffusion).
Statement (iv) can be replaced by the similar
Remark. Observe also that, if we choose m = 0,m = 1, k = 2 in Theorem 1.4, the first condition in (1.19) reduces to the first condition in (1.17), nevertheless (1.19) is not equivalent to (1.17) . Indeed (1.17) implies (1.19), but the viceversa is not true, in general. This can be explained by the fact that Theorem 1.3, for any given p, produces a vector
Remark. In Section 2 we state the main Proposition of this paper, namely Proposition 2.1, and we show how Theorem 1.2 can be deduced from Proposition 2.1. In Sections 3-6 we give a complete proof of Proposition 2.1, assuming p > 1, for the sake of simplicity. In Section 7 we give a sketch of the proof of Proposition 2.1 in the case p = 1 as well as a sketch of the proofs of Theorems 1.3 and 1.4.
1.5. Notations. We fix some notations which will be used throughout the paper.
• Integrals, L p -norms and Sobolev norms of functions defined on [0, T ] × T d will always be evaluated on the space T d at a single time t, we will write
• Similarly, all differential operators (except ∂ t , of course) apply on the space variable:
• In contrast, C k -norms are always evaluated on the space-time
• If a function is stated to have zero mean value we always mean 'in the space variable'. Define C ∞ 0 to be the space of smooth functions which have zero mean value:
• If not specified otherwise, for a periodic function f :
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Main Proposition and proof of the theorem
In this section we state the main proposition of this paper, Proposition 2.1, and we use it in order to prove Theorem 1.2. Proposition 2.1 will be proven in details in Sections 3-6, assuming, for simplicity, p > 1. A sketch of the proof in the case p = 1 can be found in Section 7.1.
We introduce the (incompressible) continuity-defect equation
as an approximation of the transport equation. The iteration step of the Convex Integration scheme deals with solution to this system.
Then for any δ, η > 0 and any smooth solution (ρ 0 , u 0 , R 0 ) of the continuity defect equation (2.1) there is another smooth solution (ρ 1 , u 1 , R 1 ) which fulfils the estimates
the solution is not changed at times where it is a proper
Proof of Theorem 1.2, assuming Proposition 2.1. We will use the proposition to construct a sequence (ρ n , u n , R n ) n∈N of solutions to (2.1) in the space
(with q as in (1.15)), which in the limit will produce a solution of (1.3)-(1.2). Set (ρ 0 , u 0 ) := (ρ,ū) as given in the statement of the theorem and define
Recall that ∂ tρ has zero mean value by assumption and div(ρū) also, being a divergence, so the definition is correct. Then clearly (ρ 0 , u 0 , R 0 ) is a smooth solution of (2.1).
and choose a sequence of positive numbers δ n , n ≥ 1 such that the
for some σ > 0 to be chosen later and observe that δ
n /σ. By repeated application of Proposition 2.1 we obtain a sequence of smooth solutions (ρ n , u n , R n ) fulfilling the bounds (uniformly in time)
x . Moreover, we have ρ n u n → ρu and
x , which proves statements (i) and (ii) of the theorem. For t ∈ E by (2.4e) we have R n (t) = 0 for all n and therefore, by (2.4a) and (2.4b) ρ n (t) =ρ(t), u n (t) =ū(t) ∀ n which implies statement (iii). For the last statement we need to choose a sufficiently small (or large) σ so that M σ
n < ε). So we can ensure that statement (iv) (or statement (iv)', respectively) holds by our choice of σ. If p = 1 (and thus p ′ = ∞), then the continuity in space-time of the limit u follows from (2.4b), observing that, in this case, u is the uniform limit of the smooth vector fields u n . This concludes the proof of the main theorem.
We will only prove Proposition 7.1 in the case p > 1, the proof will cover Sections 4 to 6. The case p = 1, in which the obtained velocity field is in particular continuous (although continuity via Sobolev embeddings just exactly fails to hold), is more delicate to prove. We refer to [17] for the details and will sketch the strategy and the necessary adaptations in Section 7.
Technical Tools
In this section we provide some technical tools we will use throughout the paper.
3.1. Improved Hölder inequality for fast oscillations. We recall the following lemma from [18] :
there is a constant C p such that for all smooth functions f, g on the torus T d and λ ∈ N:
Remark. In particular this lemma supplies the Hölder-like inequality
which allows to bound the product by the L p norm of both functions, plus some error term which is small if one function is fastly oscillating, i.e. λ is large.
3.2. Higher Derivatives and Antiderivatives. As for smooth f , with ffl T d f = 0, the Poisson equation ∆u = f has a solution on the flat torus which is unique up to addition of a constant, the inverse Laplacian
, f → u is well-defined as an operator on the space C ∞ 0 . We can now use it to define higher order (anti)derivatives with a simple structure.
Definition. For any smooth function f ∈ C ∞ (T d ) on the torus and non-negative integers k we define the differential operator D k :
with the convention that D 0 = ∆ 0 = Id. For negative k the definition is identical with the additional condition f ∈ C ∞ 0 (T d ), which is necessary so that negative powers of the Laplacian are meaningful.
Remark. The basic properties of the operators D k include
• Commutes with derivatives:
where the '·' denotes scalar product if both factors are vectors, otherwise standard multiplication.
3.3. Calderon-Zygmund estimates. We first recall the usual Calderon-Zygmund inequality in the following form.
Remark (Classical Carderon-Zygmund inequality). Let p ∈ (1, ∞). There is a constant C d,p such that for any smooth compactly supported function f the following inequality holds:
We refer to [13] for the proof.
It is now a small step to show that the same statement can be transferred to the periodic setting: we include the proof for completeness.
Lemma 3.2 (Calderon-Zygmund on the flat torus). Let p ∈ (1, ∞). There is a constant
We treat f as a periodic map f :
Now the classical Calderon-Zygmund inequality (3.2) and the fact that f N is supported in the cube
and therefore, using that χ C 0 = 1 and
If N → ∞ the dominating terms are the ones with the factor (2N ) d , and so
holds with the same constant as in the full space setting.
Lemma 3.3 (Estimates on antiderivatives). Let
If k is even, the inequality arises simply from iterated application of the CalderonZygmund inequality on the torus:
For odd numbers k observe that the same iteration leaves us with
and clearly
Proof. In the case p ∈ (1, ∞) there is nothing to show as the statement is just a weaker form of (3.4) .
For p = ∞ we use Sobolev embeddings on every derivative of order k − 1 and smaller to control the Sobolev norm of a smooth function g: for every multiindex α, with |α| ≤ k − 1,
If we set g = D −k f and we use the previous Lemma, we obtain
For p = 1 we consider the dual characterisation of the L 1 -norm:
where the first inequality comes from the fact that´g(φ − ffl
where in the last inequality (3.5) with p = ∞ was applied. Summation over all such α then yields (3.5):
3.4. Improved antidivergence for fast oscillations. The first order antiderivative D −1 is an antidivergence operator, which we will call standard antidivergence operator. It will be used in situations when the estimate provided in Lemma 3.4 with k = 1 suffices. However, in many steps of the proof of Proposition 2.1 refined estimates on the anitdivergence are necessary. We therefore introduce a bilinear operator which is apt to control the anitdivergence of a product of functions if one of them is fastly oscillating.
Definition (Bilinear antidivergence operator). Let N ∈ N. Define the operator (3.7)
Here the '·' indicates the scalar product if needed, i.e. if N is odd, and the standard product otherwise. Note that both arguments must be smooth but only the second argument g is supposed to have zero mean value.
(ii) R N satisfies the Leibniz rule:
s , then the following inequality holds:
Proof. (i) By induction in N . By definition we have
f g so the statement follows from the remark on standard antidivergence. Now let N > 0 and w.l.o.g assume N to be even, then
by definition of the operators D k .
(ii) is proven by lengthy but straightforward computation which we omit here.
(iii) Use the standard Hölder inequality on each term of the definition of R N . For the last summand note that Lemma 3.4 in particular implies
The bilinear antidivergence and inequality (3.8) are only useful if applied on fuctions g λ which are fast oscillating, as then we gain the oscillation parameter λ as small factor. In particular the following two estimates will be used throughout the paper. Let
The proof of (3.9)-(3.10) is direct consequence of (3.8) and Lemma 3.4.
The perturbations
In this section we introduce the basic building blocks of our construction, namely the space-time Mikado densities and field, which allow us to get a "full dimensional concentration", i.e. to assume (1.4) instead of (1.12). We then use the Mikado functions to define and estimate ρ 1 , u 1 . 
Space-time Mikado densities and fields. For given
where d T d denotes the Euclidian distance on the torus.
Remark. We can think to the lines x j as the trajectories of d particles moving on the torus with speed 1 and along different directions. The claim of the Lemma is that such particles have different positions at every time.
Proof. We define
Let i = j be fixed. If, for some s ∈ R,
which implies, taking the difference,
a contradiction. Therefore, for every s ∈ R and i = j, x i (s) = x j (s) and thus there must be r > 0 such that (4.1) holds.
Let ϕ be a smooth function on R d , with
where P = (1/2, . . . , 1/2) ∈ (0, 1) d , and so that ϕ fulfill
For a given p (fixed in the statement of Proposition 2.1), and its dual Hölder exponent p ′ define the constants
and the scaled functions (defined on the whole space R d , thus not periodic)
Moreover,
The proof is straightforward and thus it is omitted. Note in particular that the L p -norm of ϕ µ and the L p ′ -norm ofφ µ are invariant of the scaling. Note also that supp ϕ µ = suppφ µ and both are contained in a ball with radius at most r. For any given y ∈ T d , we define the translation τ y :
Lemma 4.3. There are periodic functions
such that the same scaling as in (4.3) holds:
Moreover, for every i = 1, . . . , d,
and, for every i = j and s ∈ R,
Proof. Since ϕ µ ,φ µ have support contained in (0, 1) d , we can consider their periodic extensions, still denoted, with a slight abuse of notation, by ϕ µ ,φ µ , respectively. We define now the periodic maps 
Observe that, by Lemma 4.1,
Since the support of ϕ µ andφ µ coincide and are both contained in a ball with radius at most r, it must be ϕ µ (x − x i (s))φ µ (x − x j (s)) = 0, and thus (4.7) holds.
We introduce now the building block of our construction, the space-time Mikado densities and fields. Besides the families of functions ϕ j µ ,φ j µ , µ ≥ 1, j = 1, . . . , d, we fix a smooth periodic function ψ :
and we define
for every j = 1, . . . , d, so that (4.8)
Introduce the parameters λ 'fast oscillation', ∈ N µ 'concentration', ≫ λ ω 'phase speed' ν 'very fast oscillation', ∈ λN, ≫ λ to be chosen in the very end of the proof. Now we can define the Mikado functions, for j = 1, . . . , d:
We will use also the shorter notation
where we have used the notation g λ (x) := g(λx) (and g ν (x) := g(νx)), for g :
Remark. The Mikados defined here do not form a stationary solution of the incompressible transport equation, in contrast to those used in [18, 17] . The ideal cancellation properties
λ,µ,ω,ν cannot hold here because of the time-dependence and compact support in space of the function ϕ(λ(x − ωte j )). However, ψ is still time-independent and divergence-free so that 
Note that ǫ > 0, because of (2.2).
Proposition 4.4. Define the global constants M (not depending on p,p) by
The Mikado functions obey the following bounds: 
Proof. The inequalities in (4.13a)-(4.13b)-(4.13c) are immediate consequence of (4.5). We show only the first inequality in (4.13a), the other ones being completely similar:
Inequality (4.13d) requires direct calculation: using (1.20), we get
Equality (4.14) is an immediate consequence of (4.7). To prove (4.15), we observe that
for some F : T d → R, whose precise form is not important. Since ψ j ν e j is time independent and divergence free, we get
and thus (4.15) holds.
Definition of perturbations.
Given (ρ 0 , u 0 , R 0 ) as in Proposition 2.1, we denote by R j 0 (t, x) the components of the vector R 0 (t, x), i.e.
We now define the new density and velocity field as
where ϑ, q and w are the Mikado density, quadratic corrector term and Mikado flow weighted by the defect field R 0 , defined as follows:
Here λ, µ, ω, ν will be chosen in Section 6 to conclude the proof of Proposition 2.1, the χ j :
] are cut-off functions which ensure the smoothness of the perturbations at the zero set of R j 0 :
, and η and δ are the strictly positive numbers which appear in the statement of Proposition 2.1.
The parameters λ, µ, ω, ν ≫ 1 will be fixed in Section 6. We will however use the shorter notation
where
and the following estimates holds true:
and, for every k ∈ N,
The corrector terms ϑ c , q c are needed for ρ 1 to have zero mean value:
The corrector term w c is needed for u 1 to be divergence-free. We first compute
We thus define
where we set for simplicity (4.18) f j (t) := ∇ a j (t) φ j µ λ
• τ ωte j and N is some large integer, which will be chosen in Section 6 together with the parameters λ, µ, ω, ν. Notice that this definition of the corrector w c really cancels the divergence of w.
4.3.
Estimates on the perturbations. In this section we will formulate and prove all the necessary estimates on the perturbations, beginning with the density terms.
Remark. In this and in the next two sections, Sections 5 and 6, we will denote by C any constant which can depend on the constant M defined in (4.12), on all the parameters in the statement of Proposition 2.1, i.e.
p,p, δ, η, ρ 0 , u 0 , R 0 , on the parameter N to be fixed in Section 6 (and on the properties of the functions φ, ψ fixed in Section 4.1, in particular their derivatives and antiderivatives up to order N as in the definition of w c ), but not on λ, µ, ω, ν.
Proof. Applying the improved Hölder inequality (3.1) with f = a j (t) and g λ = Θ j (t) (recall that Θ j (t) is 1/λ-periodic, as ν is an integer multiple of λ) we obtain
. Summing over j, we get the desired inequality.
Proof. We obtain (4.20) simply from the Hölder inequality, using (4.13a) and (4.16b):
Lemma 4.7 (ϑ c and q c small as numbers). It holds
Proof. Clearly the correctors are bounded by the L 1 -norm of ϑ(t) and q(t), so (4.21) and (4.22) follow immediately from (4.13b) and (4.16b):
Proof. The proof is completely analog to the one of (4.19) and is thus omitted. Lemma 4.9 (w small in W 1,p ). It holds
Proof. We only use Hölder together with (4.13d) and (4.16b) and obtain 
Proof. Recalling the definition of f j in (4.18), we have
Proof. Applying (3.10) to the definition (4.17) of w c we immediately obtain
The conclusion follows applying Lemma 4.10 with h = 0, r = p ′ and recalling that
Proof. We will only estimate Dw c (t) Lp as the estimate on w c (t) Lp is very similar to the proof of the previous lemma (we just gain a factor of µ −(1+ǫ) because of the integrability ofφ µ ). By statement (ii) of Lemma 3.5 we can split Dw c into:
Both terms can now be estimated analog to the previous lemma by application of (3.10), resulting in (the constant may change from line to line)
The new defect field
5.1. Definition of R 1 . Given the perturbations defined in the previous section we now have to find a vector field
. This is achieved basically by taking the antidivergence of the left hand side of (2.1), but as we want to show that R 1 can be chosen arbitrarily small in L 1 in order to prove (2.3d), we need to be careful about the exact form of the antidivergence. Therefore, decompose the left hand side of (2.1) as
=0 by def. of wc
In the next sections we analyze each line in (5.1) separately. In particular we will define and estimate R χ (in (5.2) ), R time,1 (in (5.5)), R quadr (in (5.7) ), R lin (in (5.11) ), R time,2 (in (5.12)), R q (in (5.15) ), R corr (in (5.17) ), so that
and thus
5.2.
Analysis of the first line in (5.1). We write
where we set
Observe now that, because of (4.14),
On the other side (5.4)
Putting together (5.3) and (5.4) we get
=0 by (4.15)
, as the l.h.s. has zero mean value and each other line in the r.h.s. has zero mean value
where R time,1 is defined by
and R quadr is defined in such a way that
as follows. We first compute
and (5.7)
so that (5.6) holds. Notice that the definitions of R quadr,1 and R quadr,2 are well posed, as
because of (4.6) and (4.8). We now estimate R χ , R time,1 , R quadr .
Lemma 5.1 (Bound on R χ ). It holds
Proof. From the definition of χ j it is obvious that |R
Lemma 5.2 (Bound on R time,1 ). It holds
Proof. Using the definition of R time,1 in (5.5) and applying Lemma 3.4, we get
Lemma 5.3 (Bound on R quadr ). It holds
Proof. First observe that both terms in the definition of R quadr need to be handled separately as the fast oscillation term of R quadr,1 is (1/ν)-periodic whereas in R quadr,2 there is only (1/λ)-periodicity. For R quadr,1 , (3.10) (with N = 1) and standard Hölder gives us
where in the last step we used (4.5). For R quadr,2 we apply (3.9) (again with N = 1) and obtain (4.5) . Together these two estimates supply the required bound.
5.3.
Analysis of the second line in (5.1). We have
=0 as the l.h.s. and each other line in the r.h.s. has zero mean value
and R time,2 is defined in such a way that
as follows. Using (4.9), we get
and thus we can define
where N will be fixed in Section 6, as we have already stressed.
Lemma 5.4 (Bound on R lin ). It holds
Proof. For the first term in the definition (5.11) of R lin , Lemma 3.4 yields
For the second term in the definition (5.11) of R lin , simply apply Hölder's inequality
The third term is handled completely analog, resulting in
By adding the three terms we obtain the required bound.
Lemma 5.5 (Bound on R time,2 ). It holds
Proof. R time,2 is defined in (5.12) by application of the bilinear antidivergence operator R N of Section 3.4 to the product of a j (∂ j ϕ j µ ) λ • τ ωte j and ψ j ν , so (3.10) yields
which is exactly the desired inequality.
5.4.
Analysis of the third line in (5.1). We simply define (5.15) R q := q(u 0 + w).
Lemma 5.6 (Bound on R q ). It holds
Proof. From the definitions of q and w we immediately get
(by (4.13b) and (4.13c))
which implies the desired inequality.
5.5. Analysis of the fourth line in (5.1). We simply define
Proof. The inequality is easier to prove than to state as it is an immediate consequence of Lemmata 4.5, 4.6 and 4.11. We omit the details.
Proof of the main proposition
Given the estimates proven in Sections 4 and 5 we are now able to prove Proposition 2.1. Let p ∈ (1, ∞) andp ∈ [1, ∞) so that (2.2) holds. Let δ, η > 0 and let
be a smooth solution of the incompressible continuity-defect equation (2.1).
6.1. Choice of parameters. Recall that M was defined in (4.12). Let ǫ be as in (4.11) and note that ǫ > 0 by (2.2) . Recall that a = d/p > 0 and b = d/p ′ > 0. For some large positive integer λ to be defined later:
which is possible by the choice of α. In this way, ν is a multiple of λ and the Mikado functions defined in Section 4.1 are λ-periodic. Let us summarize the conditions imposed by our choice of the parameters α, β, γ and N :
6.2. Definition of the new solution. Let (ρ 1 , u 1 ) be as defined in Section 4 and R 1 as in Section 5. Then (ρ 1 , u 1 , R 1 ) is a solution of (2.1) as stated in the construction of R 1 . Clearly the solution is smooth in time and space (ensured by the cut-offs χ j ) and it is equal to (ρ 0 , u 0 , R 0 )(t) if R 0 (t) ≡ 0 holds, as the construction is completely local in time apart from the definition of R lin and R time,1 , which contain the time derivative of R 0 . However, by the definition of the cut-off functions χ j it is clear that
and and analog for ∂ t (a j b j ), so also R lin (t), R time,1 (t) ≡ 0 holds. We need to show (2.3a)-(2.3d), which is equivalent to
Remark. In all these definitions the oscillation parameter λ ∈ N is still to be fixed. It will be chosen sufficiently large in the following estimates. Note that this is possible as there is no upper bound on λ here.
Estimates on the perturbations. Set
Since R 0 is a smooth function, A is open in [0, T ] and thus B is compact. It must then hold inf
If t ∈ A, then χ j (t) ≡ 0 for every j and thus, by definition, ϑ(t) = q(t) = ϑ c (t) = w(t) = w c (t) = 0. Hence, (6.2a) trivially holds. If t ∈ B, Lemmata 4.5, 4.6 and 4.7 provide the desired bound on the density perturbation:
Because of (6.1d) and the facts p < ∞ and b > 0 the second summand can be made arbitrarily small by choosing λ sufficiently large. More precisely, we can choose λ so that
which, in particular, proves (6.2a). Notice that, taking the minimum of the R 0 (t) L 1 , we ensure that λ can be chosen independent of t.
For the L p ′ -bound on the velocity perturbation we need Lemmata 4.8 and 4.11.
Because of (6.1b) we have λ 1+α−γ < 1, so the sum inside the parentheses is bounded by N λ 1+α−γ . Furthermore
holds by (6.1f). Observe also that p ′ < ∞, so all the exponents of λ in the parentheses are negative so the term can be made arbitrarily small by choosing λ sufficiently large, which proves (6.2b). For (6.2c) we apply Lemmata 4.9 and 4.12 and obtain
Again because of (6.1b) and (6.1f) each summand inside the second parentheses is bounded by 1, so the inequality boils down to
Both exponents of λ in this expression are negative: The first one is by condition (6.1a) and the second by (6.1c). Therefore, if λ is large enough, (6.2c) holds.
6.4.
Estimates on the new error. By Lemma 5.1 the smoothness corrector term R χ is bounded in L 1 by δ 2 so in order to prove (6.2d) we need to show that the sum of all other components of the defect field R 1 is smaller than 
These terms are small for large λ because of (6.1b) (first line), as a, b > 0 (second line) and by (6.1d) (third and fourth line). The two remaining terms require more attention. Lemma 5.7 provides the following bound on R corr :
By (6.1d) the term in the first parentheses is bounded by 3, the second one is small for large λ because of (6.1b) and (6.1f) by the same argument as above in the estimate of the velocity perturbation. The last remaining term is R time,2 , which is taken care of in Lemma 5.5:
Now (6.1b) and (6.1f) implies that the parentheses is bounded by N + 1. Moreover the exponent β + 1 + α − (bα + γ) is negative because of condition (6.1e), so the term is arbitrarily small if λ is chosen sufficiently large. This concludes the proof of (6.2d) and thus the proof of the proposition. In [17] the same problem was solved by letting the Mikados "deform with the flow" so that the transport term in the linear part of R 1 ,
is sufficiently small because of a cancellation in the Mikado function. More precisely, since u 0 is smooth, there exists the "inverse flow map", a smooth function
Moreover Φ(t, ·) : T d → T d is close to the identity if t is close to t 0 . In [17] the perturbations are now defined using the pushforward of the Mikado density and flow. Ignoring corrector and cut-offs and using our notation the density perturbations locally in time has the representation ϑ(t, x) = η It is easy to see that from this definition the transport term in the new defect field reduces to
whose antidivergence is of order 1/λ in L 1 -norm, because of the fast oscillating Mikado Θ j λ,µ . In the construction presented in Section 4 it is advantageous to apply the pushforward only on the fast oscillating factor ψ(νx) and not on the space-time Mikado functions ϕ j (t, x), which ensure the disjoint support where necessary. The density perturbation then takes the form ϑ(t, x) = η j R j 0 (t, x)ϕ j µ (λ(x − ωte j ))ψ j (νΦ(t, x)) .
On the one hand the transport term also contains derivatives of (ϕ µ ) λ , which excludes the possibility of a cheap L 1 -estimate. However, the term is almost identical to ∂ t ϑ, so it is possible to estimate its antidivergence analog to Lemma 5.5. On the other hand, since the definition of the space-time Mikado functions ϕ j (t, x) remains untouched, we still have disjoint support of Mikados in different directions, so there will not be any nontrivial interactions ("Third issue" in Section 2 of [17] ) which need to be controlled. All the other estimates in Sections 4 to 6 remain valid under this redefinition, so Proposition 2.1 can be proved with p = 1. For the technical details see [17] .
7.2.
Handling the diffusion term. In order to prove Theorem 1.3 we only need to add minor adjustments and one more estimate to the proof presented in Sections 3 to 6. The cheapest way to prove that (ρ n , u n , R n ) converges to a solution of (1.16) is by showing that ∇ρ n converges in L 1 . This way we can keep the construction of the perturbations untouched and just add ∇(ρ n − ρ n−1 ) to the new defect field R n . Then clearly
holds and it suffices to show that ∇(ρ 1 −ρ 0 ) is small in L 1 . This estimate is straightforward: with the notation introduced in Section 4 we obtain
(and trivially ∇ϑ c = 0.) We need to redefine ǫ so that 
there is another smooth solution (ρ 1 , u 1 , R 1 ) which fulfils for any t ∈ [0, T ]
1/s (7.1a)
1/s ′ (7.1b) ρ 1 (t) − ρ 0 (t) W m,p ≤ δ (7.1c) u 1 (t) − u 0 (t) Wm ,p ≤ δ (7.1d) ρ 1 (t) − ρ 0 (t) W k−1,1 ≤ δ (7.1e) R 1 (t) L 1 ≤ δ (7.1f) R 0 (t) ≡ 0 =⇒ R 1 (t) ≡ 0. Observe that L f L r f W k−1,r , so (7.1e) in particular implies
This guarantees that R n (t) → 0 in L 1 , uniformly in time. Completely analog to the proof of Theorem 1.2 we construct a sequence (ρ n , u n , R n ) of smooth solutions satisfying the bounds
for (ρ 0 , u 0 ) = (ρ,ū) and a sequence of positive numbers (δ n ) n∈N chosen such that We only give a sketch of the proof of Proposition 7.1, as it is mostly analog to the proof of Proposition 2.1. The only important difference is that in general u 1 ∈ L p ′ does not hold, which is needed for the L 1 -convergence of the product ρ n u n and we want the density perturbation to be small in the Sobolev space W m,p , which was not necessary before. We address both issues by defining the Mikados in a slightly different way: The "concentration scaling" of Mikado density Θ λ and Mikado field W λ is now given by for s ∈ (1, ∞) chosen such that
Note that such an s must exist because of (1.19).
