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Significance to Nursery Industry 
Nursery and landscape professionals introduce many new 
non-native plants, but sometimes these introductions escape 
from cultivation, naturalize, and invade. This is a concern to 
many stakeholders, from members of the nursery industry 
itself to land managers who must deal with invasive species 
encroaching on natural areas. As new plants continue to be 
introduced, there is the possibility of inadvertently ushering 
in new invasive plants. Given the many benefits of introduc-
ing new plants, researchers have worked to develop methods 
to discern potential invaders from benign introductions 
through risk-assessment modeling. Plants screened by these 
models are then recommended for acceptance, rejection, or 
further study based on plant attributes, such as life-history 
traits or geographic origin. Errors produced by risk-assess-
ment models represent potential costs, both biologically and 
horticulturally. This paper focuses on the validation of four 
existing risk-assessment models for woody plants in Iowa, 
and the application and validation of a new (and potentially 
more accurate) 'random forest' modeling technique to predict 
naturalizing and non-naturalizing plants. Validation, which 
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represents a 'real world' test of the models, indicates that 
there is room for improvement in their power and accuracy. 
The new random forest modeling technique shows promise 
for the future development of a regional-scale model for the 
Upper Midwest. 
Introduction 
The migration of species across the globe is a natural 
process, but humans are able to disperse and spread organ-
isms beyond their native ranges much more quickly and 
extensively than any other species (37). Sometimes this 
occurs by accident, but with plants, most introductions are 
deliberately carried out by humans (22). The horticultural 
industry is widely recognized as a major influence on intro-
duced plants (4, 5, 35). Clearly, most introduced plants are 
benign and benefit human interests. Sometimes introduced 
plants will thrive in their new environment and are able to 
sustain populations without human assistance. A few of these 
do so well that they begin to aggressively displace native 
vegetation and alter local ecosystems. This progression from 
naturalized to invasive is influenced by many factors and 
may be understood as a continuum (36). While only a small 
percentage of woody plants will invade outside their native 
ranges (38), one unintended consequence of introducing new 
plants is to cause undesirable changes to our landscapes (10, 
23, 28, 43) that are costly to manage (27). 
In order to prevent undesirable consequences, screening 
new plants for invasiveness before introduction may be an 
effective strategy with net bioeconomic benefits (17). This 
has led to the development of statistical models to evaluate 
the probability that a non-native plant will naturalize or 
invade in a new location. Information, such as life-history 
characteristics of plants that are associated with invasive-
ness, is typically included; pertinent geographic or climatic 
variables are often factored in as well (33, 39, 44, 48). Several 
models have been developed and are based on different kinds 
of statistical procedures, such as discriminant analyses (32), 
classification and regression trees (34), and analytic hierarchy 
processes (25). Some take the form of a scoring system, such 
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as the Australian Weed Risk Assessment (WRA) (26), and 
others are decision trees (34, 48). 
Existing models usually assign a plant to one of three 
screening outcomes: 'accept' if the plant is at low risk of 
becoming invasive, 'reject' if the plant is at high risk ofbe-
coming invasive, and 'further analysis' where the model is 
unable to make a clear determination. Power and accuracy 
of the models can be assessed by testing known invaders and 
non-invaders (14, 20, 49). Classification rates (which deter-
mine the 'power' associated with the models) are based on the 
proportion of species a model classifies, and should ideally 
be high, given the time and expense of reassessing 'further 
analysis' outcomes (44). Models may also produce two types 
of errors (which reflect their 'accuracy'): 1) false positives, 
or horticulturally limiting errors which incorrectly reject a 
plant that actually has a low risk of becoming invasive, and 
2) false negatives, or biologically significant errors which 
incorrectly accept a plant that has a high risk of becoming 
invasive (48). Given the potential costs associated with these 
errors, researchers continue to test, validate, and improve 
risk-assessment models to minimize these problems. 
One way of improving models is to tailor them to more 
specific geographic regions. Risk-assessment models for 
woody plants, in particular, may benefit from this approach, 
because of the importance of local climatic and edaphic 
conditions in influencing woody-plant survival (45, 46). 
Widrlechner and Iles (47) established a list of 100 non-native 
woody plants cultivated in Iowa that were either naturalized 
(28 species) or non-naturalized (72 species). This plant list 
was used to test an existing continental-scale model (34) 
and generate three new models to predict the likelihood that 
these species would escape from cultivation and potentially 
become invasive in Iowa (48). Model validation can be done 
internally during model development, but can also be done 
externally by testing a new data set from the same region or 
from a similar region. The models from Widrlechner et al. 
(48) were externally validated by using independent datasets 
for non-native woody plants from the Chicago region with 
mixed results (49). 
A second way to improve the overall performance of risk-
assessment models is to apply different statistical techniques 
that may yield better power and accuracy. Classification and 
regression tree (CART) approaches have previously been 
used to develop risk-assessment models (e.g., 34) with some 
success, but they have some inherent limitations. CART trees 
differentiate species within a data set by using a series of 
dichotomous branches based on classification rules derived 
from a training data set (e.g., an initial list of naturalizing 
and non-naturalizing species) (13). Each subsequent decision 
node (which is based on a classification rule) is developed 
with a progressively smaller sample size. This makes the clas-
sification rules for nodes further down the tree very sensitive 
to small changes in the training data set, generating high 
variance (24). Another statistical approach, random forest 
modeling, can reduce this variance by averaging many clas-
sification trees based on small perturbations of the original 
data (1). In this way, the small sample sizes used to deter-
mine terminal classification rules become less of an issue, 
because the list of species used to make this rule is subject 
to additional randomization. Random forest modeling also 
includes a step to reduce positive correlations among predic-
tions to further reduce variance and allows for assessment 
of variable importance within the model. 
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Random forest models have been documented as more 
robust and more accurate than CART models (12, 13). For 
example, Cutler et al. (3) tested four different classification 
methods (including CART) to predict the presence offour in-
vasive plant species and found that a random forest approach 
outperformed the other methods in most accuracy measures. 
Additional studies by Williams et al. (50), Kampichler et al. 
(15), and Keller et al. (18) also suggest that a random forest 
approach may be valuable for developing risk-assessment 
models to predict the naturalization of non-native woody 
plants. 
In this paper, we report on two avenues of research. First, 
motivated by mixed results from external validation of the 
Iowa models (48) when tested with Chicago-region datasets 
(49), we conducted an evaluation of the Iowa models with a 
new dataset that matched the region of their development. 
Second, we tested the performance of the random forest 
approach for use as a risk-assessment model to predict natu-
ralization of woody plants in Iowa. 
Materials and Methods 
We began by generating a list of non-native woody plant 
species cultivated in Iowa, not included in Widrlechner et 
al. (48), that could be clearly assigned to categories either as 
naturalizing or non-naturalizing in the study area. New natu-
ralizing species were determined by examining herbarium 
vouchers that had not been collected or available when the 
previous list was made (47). At least two distinct voucher 
records from Iowa indicating reproduction outside of culti-
vation needed to be present for a species to be considered as 
naturalized. Additional non-naturalizing species were sug-
gested by the authors and Jeffery Iles; herbarium records were 
checked for these species to confirm that they had no record 
of naturalization. If a species had only one record suggesting 
naturalization, it was left out of the study. Both lists were 
then examined for accuracy and completeness by individu-
als experienced with the Iowa flora (Deborah Lewis, Jimmie 
Thompson, Cathy Mabry McMullen, and Mark Vitosh). This 
process resulted in a list of 29 additional non-native woody 
species cultivated in Iowa. Of these, 11 species have natural-
ized and 18 have no evidence of naturalization in Iowa. 
For each of these 29 species, data on life-history charac-
teristics (Table 1) and native ranges required by the models 
were compiled. These data were obtained from previous 
work and several published and online sources (6, 31, 41, 49) 
with additional review by the authors and professionals with 
experience cultivating these plants. The native ranges of the 
29 species across 278 geographic subdivisions were used to 
calculate geographic-risk values (as per 48). Native range data 
were primarily obtained from the USDA-ARS Germplasm 
Resources Information Network database (42) and previous 
data from the Chicago study (49), with supplementation 
from published floras (8, 19, 40). Geographic risk values 
(G-values) for these species were calculated on the basis of 
the proportion of species native to a geographic subdivision 
that have naturalized in Iowa, as described by Widrlechner 
et al. (48). These proportions were already determined for 
nearly all geographic subdivisions in our current study. In 
those few cases (approximately 7% of 1000 data cells) where 
we found a plant occurring in a geographic subdivision that 
had not been treated by Widrlechner et al. (48), values based 
on neighboring or similar subdivisions were used if available, 
or the subdivision was considered as a missing data cell. 
J. Environ. Hort. 30(1):35-41. March 2012 
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These data were collected and reviewed and then the four 
risk assessment models described in detail by Widrlechner et 
al. (48, 49) were applied to the 29 new species. These models 
included Reichard & Hamilton's 'continental decision tree' 
(34) and three additional models developed specifically for 
Iowa (48): 1) the 'modified decision tree' which adds ten steps 
to the continental decision tree, 2) the 'decision tree/matrix 
model' which focuses on reevaluating the 'further analysis' 
species produced by the continental decision tree, and 3) 
the 'CART model' developed specifically for the original 
Iowa data set and based on a classification and regression 
tree (CART). 
In addition, a new random forest model was created based 
on the dataset of 100 species from the original Iowa study 
(47, 48). A random forest (1, 3) is an extension of a CART 
model. As noted in the introduction, a CART model parti-
tions data into smaller and smaller subsets, so its predictions 
can be quite variable. 
In detail, the random forest algorithm includes: 
1. Drawing a non-parametric bootstrap sample (7) of the 
observations (in our case, an observation is a woody 
plant species). Some observations are omitted from the 
bootstrap sample, some observations occur once, and 
others are repeated multiple times. 
2. Constructing a CART model based on the bootstrap 
data. At each potential split, a randomly selected sub-
set of the variables is evaluated to define a split. This 
random selection of variables reduces the positive cor-
relation among predictions and improves the precision 
ofthe prediction. 
3. Calculating the probability of naturalization for each 
observation in the bootstrap sample. 
4. Repeating steps 1 through 3 for 1000 bootstrap 
samples. 
5. Calculating the average probability of naturalization 
for an observation by averaging predictions for that 
observation in all CART trees. 
A fitted random forest model was created based on the 
original 100 Iowa species generated from 1000 CART 
trees. We fit random forests using the randomForest and 
helper functions in the randomForest package (21) in the R 
program, version 2.12.2 (30). The probability of not natural-
izing was set equal to 0.72, the proportion of species without 
evidence of naturalizing in the original100-species data set 
for Iowa. 
The fitted random forest was used to predict the prob-
ability of naturalization for each of the 100 species in the 
training data set (the species list used to develop the model) 
and for each of the 29 new species. The classification of spe-
cies as 'accept', 'reject', or 'further analysis' was based on 
the predicted probability of naturalization. Comparing the 
predicted probabilities to the observed status of each of the 
100 species in the training data set supported the following 
classification rule: 
• If the predicted probability is < 0.12, then classify as 
'accept'; 
• If the predicted probability is 2: 0.28, then classify as 
'reject'; and 
• If the predicted probability is between 0.12 and 0.28, 
classify as 'further analysis'. 
The power and accuracy of each model were assessed in 
the following manner. First, we examined the 'classification 
rate,' or the proportion of species successfully assigned 'ac-
38 
cept' or 'reject' by the models. We also assessed two types 
of errors, the 'horticulturally limiting error' and 'biologically 
significant error', expressed as the proportion of error to the 
total number of classified species (as per 48, 49). 
The statistical significance of differences in classification 
rates among models was assessed by reducing the classifica-
tion of species to two groups: successfully classified or further 
analysis. The null hypothesis that all five models had the same 
probability of successfully classifying a species was tested 
with a Cochran-Mantel-Haenzel test for stratified categorical 
data (9), with each species considered a unique stratum. This 
statistical test accounts for species-species differences in ease 
of classification. When the Cochran-Mantel-Haenzel test was 
significant, individual models were compared to the average 
performance to identify which models performed better or 
worse than average. Because each stratum had at most five 
observations (one per method), p-values for all statistical 
tests were computed by randomization within strata, using 
999 permuted data sets. Variable importance for the random 
forest model was assessed by measuring the total decrease in 
Gini impurity for splits involving each variable (12). 
The statistical significance of differences in horticultur-
ally limiting errors and biologically significant errors was 
assessed by reducing the classification to 'accept' or 'reject' 
and treating all 'further analysis' results as missing values. 
The random alteration of each species only permuted 'ac-
cept' or 'reject' values to the classified observations, i.e. the 
missing values were not permuted. This approach compares 
the probability of a biological or horticulturally limiting 
error among models when the method classified a species. 
Statistical significance of the differences in classification 
and error rates between old and new data sets was assessed 
with the Fisher exact test for 2 x 2 tables (9). All statistical 
tests of differences and variable importance were done with 
R statistical software (30). 
Results and Discussion 
Performance of the four original models on 29 new spe-
cies. The set of four models tested previously (48) had vari-
able performance when applied to the new set of 29 Iowa 
species. Classification rates ranged from 62.1 to 93.1% (Table 
2), which is comparable to classification rates for other types 
of models (11, 14, 20). Comparing classification rates for the 
29 new species to the original 100 species, the continental 
decision tree performed better for the new species (P < 0.01) 
and the CART model performed worse (P < 0.05); other 
classification rates did not differ significantly. 
Two of the models are based on modifications to the 
continental decision tree. The refinements of the modified 
decision tree were designed to focus on the branch of that 
decision tree that produced the most errors and 'further 
analysis' outcomes (48). Because nine out of the ten spe-
cies producing horticulturally limiting errors in the new set 
of 29 Iowa species came from the branch targeted by the 
modified decision tree model, this new test set underscores 
the importance of this step. However, its ability to produce 
improvements was mixed. While there was a reduction in 
horticulturally limiting errors, two species generated biologi-
cally significant errors (Table 2). The second model based 
on the continental decision tree - the decision tree/matrix 
model- focused on reanalyzing 'further analysis' species. 
Given the high initial classification rate of the continental 
decision tree for the 29 new Iowa species, there was little 
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Table 2. Summary of classification and error rates for five risk-assessment models by data set. 
Classification rate 
Model (%) 
Continental decision tree 
Original I 00 Iowa species 65.0 
New 29 Iowa species 89.7 
Modified decision tree 
Original I 00 Iowa species 90.0 
New 29 Iowa species 93.1 
Decision tree/matrix model 
Original I 00 Iowa species 85.0 
New 29 Iowa species 93.1 
CART model 
Original 100 Iowa species 81.0 
New 29 Iowa species 62.1 
Random forest model 
Original 100 Iowa species 92.0 
New 29 Iowa species 82.8 
room for improvement. One species (Lonicera sempervirens) 
was treated differently between these models, and it became 
a biologically significant error. The CART model, which 
is not related to the continental decision tree, had a much 
lower classification rate but, to its credit, it displayed the 
best (lowest) horticulturally limiting error rate (Table 2). It 
also had a higher biologically significant error rate, though 
it misclassified the same number of species (three) as did 
the continental decision tree. The biologically significant 
error rate for CART is relatively higher in this case because 
there are more 'further analysis' outcomes, decreasing the 
denominator used to calculate error rates. 
Differences in error rates between the original 100 spe-
cies and the 29 new species were not statistically significant 
(probably due to the small sample size of the new species 
data) with one exception: the horticulturally limiting error 
rate for the continental decision tree was greater for the new 
species tested (P < 0.02). Both types of error rates for the 
four original models were, however, higher for the new 29 
species than for the originallOO species, ranging from ll.5 
to 18.5% for biologically significant errors and from 11.1 to 
38.5% for horticulturally limiting errors (Table 2). They are 
also higher than error rates reported in the Chicago study ( 49) 
or for many tests of other risk-assessment models, such as 
the Australian WRA (see 11 for a meta-analysis). Similar to 
results reported by Widrlechner et al. (49), the CART model 
had the lowest horticulturally limiting error rate of the four, 
which is encouraging given that many other risk-assessment 
models generate few biologically significant errors at the 
expense of more horticulturally limiting errors. 
The high error rates overall are not surprising given the 
nature of the data set. These 29 species represent, in many 
respects, a 'real world' test in that they do not conform to the 
0.28 ratio of naturalizing species to non-naturalizing species 
under which three of the four models were developed (48). 
Models should ideally be robust enough to perform well 
under deviations from this ratio, such as the 0.38 ratio that 
we observed for the 29 new Iowa species. There are also 
idiosyncrasies that arise from the list of plants themselves. 
This pool of naturalizing species is different in some impor-
tant ways. Since these species are based on newer records 
of naturalization, there are fewer 'major invaders' of Iowa 
than were included in the list used to develop the models. 
Krivanek and Pysek (20) have suggested that woody plant 
risk-assessment models are generally better at pinpointing 
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Biologically significant Horticulturally limiting 
error rate(%) error rate (%) 
3.1 16.9 
ll.5 38.5 
3.3 13.3 
18.5 29.6 
3.5 16.4 
14.8 37.0 
2.5 3.7 
16.7 11.1 
0.0 8.7 
4.2 29.2 
strongly invasive species than at sorting out those which have 
only begun to naturalize. 
Certain species tended to produce errors across all four of 
the models. In each ofthe models, Frangula alnus and Rham-
nus uti/is generated biologically significant errors; Rhamnus 
davurica, Acer platanoides and Lonicera sempervirens were 
other common sources of errors. Two species also generated 
horticulturally limiting errors in all four models: Prunus 
cerasifera and Salix caprea. Other common horticulturally 
limiting errors, generated by three models, were Buddleja 
davidii, Clematis terniflora, Cotoneaster divaricatus, 
Cotoneaster horizontalis, and Hedera helix [each of these 
four species also produced errors in the Chicago region 
(49)]. There is always the possibility that species presently 
categorized as horticulturally limiting errors will natural-
ize in the future, due to the considerable lag-time between 
introduction and naturalization for woody plants (2, 29). Two 
of these species (Buddleja davidii, Clematis tern if/ora) are 
known to have naturalized in northern Missouri and could 
conceivably do the same in Iowa in the coming decades. 
Overall, the performance of these four models on the test set 
of29 new Iowa species resulted in disappointing error rates, 
highlighting the need for continued model development. 
Performance of the random forest model. The fitted 
random forest model, which is the product of 1000 decision 
trees trained on the original 100 Iowa species, performed 
well overall. Classification rates (Table 2) were significantly 
better than the average rate for all other models (P = 0.002). 
The biologically significant error rate was zero and also 
significantly better than the average of all other models (P 
= 0.018). At the same time, the fitted random forest model 
was able to discern non-naturalizing species better than three 
of the other models (P = 0.092), but of the five models, the 
CART model produced the fewest horticulturally limiting 
errors (P = 0.016). Although the fitted random forest model 
was not the best for horticulturally limiting errors, it still 
performed well overall, confirming the strength of random 
forest modeling when applied to risk-assessment for non-
native woody plants. It also performs well compared to the 
classification and error rates of other risk-assessment models 
in the literature (i.e., 11, 14, 20). 
Validation of the fitted random forest model based on 
the 29 new Iowa species was somewhat less impressive, 
but still promising. The classification rate dropped, but was 
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not different from the average of the other models tested on 
the same set of species (P = 1.00). Of the five models, the 
fitted random forest model had a relatively low biologically 
significant error rate (Table 2), but it was not significantly 
different (P = 0.646) from the others (again, perhaps because 
of the small sample size). All five models had low biologically 
significant error rates (Table 2) for the 29 new species. Again, 
the random forest model was not statistically significantly 
different from the other models (P = 0.65). The random forest 
model had the second best horticulturally limiting error rate 
for the 29 new species, although the evidence of a difference 
is weak (P = 0.092). 
We assessed the relative importance of each variable in the 
predictions made by the fitted random forest model. Variable 
importance was determined by the average amount that each 
variable reduced the uncertainty in the predicted probability 
of naturalization. Geographic-risk values and quick matura-
tion were the two most important characteristics for deter-
mining the ability of a plant to naturalize in Iowa, followed 
by whether it is invasive outside North America and whether 
it has fleshy, bird-dispersed fruits (Fig. 1). The importance 
of these variables in the random forest model may also help 
explain some of the strengths of the CART model in this and 
in previous studies (48, 49), since the CART model includes 
only G-values, quick maturity, and fleshy, bird-dispersed 
fruits as predictive variables. The variable importance results 
also strongly suggest that correctness in determining these 
four traits for any non-native plant to be introduced to Iowa 
is of greatest importance for assessment accuracy. 
General conclusions. The relatively high classification 
rate (82.8%) of the random forest model indicates that it 
may be a promising approach for predicting naturalization 
of non-native woody plants. It does, however, have some 
drawbacks that may limit its use by those who wish to screen 
non-native plants for invasiveness (e.g., personnel associated 
with public gardens, arboreta, ornurseries). Because a fitted 
random forest model is the product of many decision trees, it 
cannot be presented as a single, easy-to-understand diagram 
like the other four models. It becomes a 'black box' where 
data go in and recommendations mysteriously emerge, and it 
requires specific technical skills to use, including familiarity 
Quick maturity • 
G-value • 
1/) Invades outside NA • u ,., 
., 
Bird-dispersed fruits • ·;: s 
u Germination • e 
as 
.c: Vegetative spread • u 
.... 
c: Group Invasive In NA • as 
ii: 
Native to NA • 
Evergreen • 
Hybrid • 
0 2 4 6 8 10 12 
Mean decrese in Gini index 
Fig. 1. Variable importance in the random forest model based on 
100 Iowa species (48). 
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with statistical software such as R (13, 24). As such, applica-
tion of the random forest approach might require external 
technical support and funding to conduct the analyses, but 
we are developing graphical approximations to simplify use 
of the random forest. It is here where the other models, in 
spite of their mixed performance during validation, have the 
advantage of easier use for testing individual species. 
We know from surveys focused on risk-assessment models 
in Iowa that stakeholders (including conservation profes-
sionals, master gardeners, professional horticulturists, and 
woodland landowners) prefer low biologically significant er-
ror rates, and that based on stakeholders' median values they 
believe such errors should not exceed 10% (16). This suggests 
that the random forest model would be an acceptable choice 
for stakeholders, based on the external validation of the 29 
new species. However, validation ofthe random forest model 
exceeded stakeholder preferences for a 20% upper limit for 
horticulturally limiting errors (16); only the CART model fit 
this limit for the 29 new species (Table 2). Horticulturally 
limiting error rates always need to be interpreted with care, 
as some apparent errors may forecast future naturalization 
events. Even if some of these errors may be explained by 
idiosyncrasies in the species list or the likelihood of future 
naturalization, there is still a need to reduce this type of 
error in the random forest model. To this end, we intend 
to complete additional validations of these risk-assessment 
models on two additional data sets from the Upper Midwest-
ern United States, one from northern Missouri and the other 
from southern Minnesota. Our ultimate goal is to produce 
a regional model to predict the naturalization of non-native 
woody plants that is more accurate, powerful, and easy to 
use than models currently available. 
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