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OPERATOR SYNTHESIS AND TENSOR PRODUCTS
G.K. ELEFTHERAKIS AND I.G. TODOROV
Abstract. We show that Kraus’ property Sσ is preserved under taking weak*
closed sums with masa-bimodules of finite width, and establish an intersection
formula for weak* closed spans of tensor products, one of whose terms is a masa-
bimodule of finite width. We initiate the study of the question of when operator
synthesis is preserved under the formation of products and prove that the union
of finitely many sets of the form κ × λ, where κ is a set of finite width, while
λ is operator synthetic, is, under a necessary restriction on the sets λ, again
operator synthetic. We show that property Sσ is preserved under spatial Morita
subordinance. En route, we prove that non-atomic ternary masa-bimodules
possess property Sσ hereditarily.
1. Introduction
Operator synthesis was introduced by W.B. Arveson in his seminal paper [1]
as an operator theoretic version of the notion of spectral synthesis in Harmonic
Analysis, and was subsequently developed by J. Froelich, A. Katavolos, J. Ludwig,
V.S. Shulman, N. Spronk, L. Turowska and the authors [8], [12], [16], [25], [26],
[27], [28], [29], among others. It was shown in [12], [27] and [20] that, for a large
class of locally compact groups G, given a closed subset E of G, there is a canonical
way to produce a subset E∗ of the direct product G×G, so that the set E satisfies
spectral synthesis if and only if the set E∗ satisfies operator synthesis. Thus, the
well-known, and still open, problem of whether the union of two sets of spectral
synthesis satisfies spectral synthesis can be viewed as a special case of the problem
asking whether the union of two operator synthetic sets is operator synthetic.
Another problem in Harmonic Analysis asks when the product of two sets of
spectral synthesis is again synthetic. The analogous question in the operator theory
setting is closely related to property Sσ, introduced by J. Kraus in [17]. It is
widely recognised that functional analytic tensor products display a larger degree
of subtlety than the algebraic ones, the reason for this being the fact that they
are defined as the completion of the algebraic tensor product of two objects (say,
operator algebras, or operator spaces) with respect to an appropriate topology.
Therefore, it is usually not an easy task to determine the intersection of two spaces,
both given as completed tensor products. Such issues give rise to a number of
important concepts in Operator Algebra Theory, e.g. exactness [23]. Property Sσ
is instrumental in describing such intersections, and is closely related to a number
of important approximation properties. In particular, it was shown in [18] to be
equivalent to the σ-weak approximation property, while in [13], an equivalence of
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when a group von Neumann algebra VN(G) possesses property Sσ was formulated
in terms of an approximation property of the underlying group G.
In this paper, we initiate the study of the question of when the direct product
of two operator synthetic sets is operator synthetic. Furthermore, we combine the
two stands of investigation highlighted in the previous two paragraphs by studying
the question of when the union of direct products of operator synthetic sets is
operator synthetic. The setting of operator synthesis is provided by the theory of
masa-bimodules (see [1], [9], [25] and [26]). A prominent role in our study is played
by the masa-bimodules of finite width. This class is a natural extension of the class
of CSL algebras of finite width, which was introduced in [1] as a far reaching, yet
tractable, generalisation of nest algebras [4]. It was shown in [14] that CSL algebras
of finite width possess property Sσ. However, this class has for long remained the
main example of operator spaces known to have this property. We note that the
question of whether every weak* closed masa-bimodule possesses property Sσ is
still open (see [18]).
It should be noted that masa-bimodules of finite width have been studied in a
number of other contexts. They include as a subclass the masa-bimodules which
are ternary rings of operators [29], a class of operator spaces that has been studied
extensively for the purposes of Operator Space Theory [3]. The supports of masa-
bimodules of finite width (called henceforth sets of finite width) are precisely the
sets of solutions of systems of inequalities, and were shown in [25] and [28] to be
operator synthetic, providing in this way the largest single class of sets that are
known to satisfy operator synthesis. It was shown in [8] that the union of an
operator synthetic set and a set of finite width is operator synthetic. In [24], this
line of investigation was continued by showing that masa-bimodules of finite width
satisfy a rank one approximation property, and a large class of examples of sets
of operator multiplicity was exhibited within this class. They were the motivating
example for the introduction and study of I-decomposable masa-bimodules in [8].
The weak* closed masa-bimodules are precisely the weak* closed invariant sub-
spaces of Schur multipliers or, equivalently, of weak* continuous (completely)
bounded masa-bimodule maps. The projections in the algebra of all Schur multipli-
ers, called henceforth Schur idempotents, were at the core of the methods developed
in [8] in order to address the union problem, as well as the closely related problem
of the reflexivity of weak* closed spans.
Here we significantly extend the techniques whose development was initiated in
[8] by establishing an intersection formula involving tensor products and applying it
to the study of the product and union problems described above. Simultaneously,
we initiate the study of the question of whether property Sσ is preserved under
taking weak* closed spans.
The paper is organised as follows. After gathering some preliminary notions and
results in Section 2, we address in Section 3 the preservation problem for property
Sσ outlined in the previous paragraph, showing that the class of spaces possessing
Sσ is closed under taking weak* closed sums with masa-bimodules of finite width
(Theorem 3.10). As a consequence, the weak* closed span of any finite number of
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masa-bimodules of finite width possesses property Sσ. En route, we give a sufficient
condition for a ternary masa-bimodule to possess Sσ hereditarily (Theorem 3.7).
In Section 4, we establish the intersection formula
(1)
⋂
j1,...,jr
B1j1 ⊗ U1 + · · ·+ B
r
jr
⊗ Ur = (∩j1B
1
j1
)⊗ U1 + · · · + (∩jrB
1
jr
)⊗ Ur,
valid for all masa-bimodules Bpjp of finite width and all weak* closed spaces of
operators Up, p = 1, . . . , r, jp = 1, . . . ,mp (Corollary 4.21). In Section 5, we
formalise the relation between property Sσ and the problem for the synthesis of
products (see Corollary 5.4). As part of Proposition 5.3, we establish a subspace
version of the relation between Fubini products and the algebra tensor product
formula discussed in [17]. These results, along with the formula (1), are used to
show that the union of finitely many products κi×λi, where the sets κi are of finite
width, while λi are operator synthetic sets satisfying certain necessary restrictions,
is operator synthetic (Theorem 5.9).
Finally, in Section 6, we show that property Sσ is preserved under spatial Morita
subordinance. As a corollary, we obtain that if L1 and L2 are isomorphic CSL’s
then the CSL algebra AlgL1 possesses property Sσ if and only if AlgL2 does so.
It is natural to wonder whether our results are valid for the more general class
consisting of intersections of I-decomposable spaces introduced in [8]. We note that
this class contains properly the class of masa-bimodules of finite width. Progress in
this direction would rely on the answer of the question of whether the approximately
I-injective masa-bimodules (that is, the intersections of descending sequences of
ranges of uniformly bounded Schur idempotents) satisfy property Sσ; this question,
however, is still open.
2. Preliminaries
In this section, we collect some preliminary notions and results that will be
needed in the sequel. If H and K are Hilbert spaces, we denote by B(H,K) the
space of all bounded linear operators from H into K, and write B(H) = B(H,H).
The space B(H,K) is the dual of the ideal of all trace class operators from K into
H, and can hence be endowed with a weak* topology; we note that this is the
weakest topology on B(H,K) with respect to which the functionals ω of the form
ω(T ) =
∞∑
k=1
(Tξk, ηk), T ∈ B(H,K),
where (ξk)k∈N ⊆ H and (ηk)k∈N ⊆ K are square summable sequences of vectors, are
continuous. In the sequel, we denote by U the weak* closure of a set U ⊆ B(H,K).
Throughout the paper, H,K,H1,K1,H2 and K2 will denote Hilbert spaces. Let
V ⊆ B(H1,H2) and U ⊆ B(K1,K2) be weak* closed subspaces. We denote by V⊗¯U
the weak* closed subspace of B(H1 ⊗K1,H2 ⊗K2) generated by the operators of
the form S ⊗ T , where S ∈ V and T ∈ U . Here, H ⊗ K is the Hilbertian tensor
product of H and K, and we use the natural identification
B(H1 ⊗K1,H2 ⊗K2) ≡ B(H1,H2)⊗¯B(K1,K2).
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We will use some basic notions from Operator Space Theory; we refer the reader
to the monographs [3], [5], [22] and [23] for the relevant definitions. If X is a linear
space, we denote by id the identity map on X . The range of a linear map φ on X is
denoted by Ranφ. As customary, the map φ is called idempotent if φ◦φ = φ; we let
φ⊥ = id−φ. If X1 and X2 are subspaces of X , we set X1+X2 = {x1+x2 : xi ∈ Xi, i =
1, 2}. If Vi ⊆ B(H1,H2) and Ui ⊆ B(K1,K2) are weak* closed subspaces, i = 1, 2,
and φ : V1 → V2 and ψ : U1 → U2 are completely bounded weak* continuous
maps, then there exists a (unique) completely bounded weak* continuous map
φ⊗ ψ : V1⊗¯U1 → V2⊗¯U2 such that φ⊗ ψ(A ⊗B) = φ(A)⊗ ψ(B), A ∈ V1, B ∈ U1
[3]. In the case U1 = U2 = B(K1,K2), we write throughout the paper φ˜ = φ⊗id. We
denote by V∗ the space of all weak* continuous functionals on V. If V ⊆ B(H1,H2)
is a weak* closed subspace of operators and ω ∈ V∗ then we set Rω = ω˜; thus,
Rω : V⊗¯B(K1,K2)→ B(K1,K2) is the Tomiyama’s right slice map corresponding
to ω (here we have use the natural identification C⊗¯B(K1,K2) ≡ B(K1,K2)). We
note that Rω(A⊗B) = ω(A)B, A ∈ V, B ∈ B(K1,K2). If, further, U ⊆ B(K1,K2)
is a weak* closed subspace, the Fubini product F(V,U) of V and U is the subspace
of V⊗¯B(K1,K2) given by
F(V,U) = {T ∈ V⊗¯B(K1,K2) : Rω(T ) ∈ U , for all ω ∈ V∗}.
If ξ ∈ H1 and η ∈ H2, we let ωξ,η be the vector functional on B(H1,H2) given by
ωξ,η(A) = (Aξ, η), A ∈ B(H1,H2); we use the same symbol to denote the restriction
of ωξ,η to the subspace U ⊆ B(H1,H2).
It is easy to notice that V⊗¯U ⊆ F(V,U). The subspace V is said to possess
property Sσ if F(V,U) = V⊗¯U for all weak* subspaces U ⊆ B(K1,K2) and all
Hilbert spaces K1,K2. This notion was introduced by Kraus in [17], where he
showed that B(K1,K2) possesses property Sσ. (We note that Kraus considered the
case K1 = K2; however, it is easy to see that one can state both the definition and
the result in terms of two Hilbert spaces.) From this fact, one can easily derive the
formula
F(V,U) = (V⊗¯B(K1,K2)) ∩ (B(H1,H2)⊗¯U).
Now suppose that H1 and H2 are separable Hilbert spaces and D1 ⊆ B(H1)
and D2 ⊆ B(H2) are maximal abelian selfadjoint algebras (for brevity, masas).
A linear map φ on B(H1,H2) is called D2,D1-modular, or a masa-bimodule map
when D1 and D2 are clear from the context, provided φ(BXA) = Bφ(X)A, for
all X ∈ B(H1,H2), A ∈ D1 and B ∈ D2. We call the completely bounded weak*
continuous D2,D1-modular maps on B(H1,H2) Schur maps (relative to the pair
(D1,D2)); a Schur map that is also an idempotent is called a Schur idempotent.
This terminology is natural in view of the fact that Schur maps correspond precisely
to Schur multipliers, provided a particular coordinate representation of D1 and D2
is chosen. We refer the reader to [8] for details; we will return to this perspective
in Section 5.
A D2,D1-bimodule, or simply a masa-bimodule when D1 and D2 are understood
from the context, is a subspace V ⊆ B(H1,H2) such that BXA ∈ V whenever
X ∈ V, A ∈ D1 and B ∈ D2. Masa-bimodules will be assumed to be weak* closed
throughout the paper; they are precisely the weak* closed subspaces invariant
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under all Schur maps (see [8, Proposition 3.2]). A weak* closed masa-bimoduleM
is called ternary [16], [29] ifM is a ternary ring of operators, that is, if TS∗R ∈ M
whenever T, S,R ∈ M (see also [3]). It is not difficult to see that every ternary
masa-bimodule is the intersection of a descending sequence of ranges of contractive
Schur idempotents; this fact will be used extensively hereafter. It is easy to notice
that the ternary masa-bimodules acting on a single Hilbert space which are unital
algebras are precisely the von Neumann algebras with abelian commutant.
A nest on a Hilbert space H is a totally ordered family of closed subspaces of H
that contains the intersection and the closed linear span (denoted ∨) of any if its
subsets. A nest algebra is the subalgebra of B(H) of all operators leaving invariant
each subspace of a given nest. A nest algebra bimodule is a subspace V ⊆ B(H1,H2)
for which there exist nest algebras A ⊆ B(H1) and B ⊆ B(H2) such that BVA ⊆ V.
All nest algebra bimodules will be assumed to be weak* closed. A D2,D1-bimodule
V is said to have finite width if it is of the form V = V1 ∩ · · · ∩ Vk, where each Vj is
a D2,D1-bimodule that is also a nest algebra bimodule. The smallest k with this
property is called the width of V. We note that every ternary masa-bimodule has
width at most two [16]. If each Vj is a nest algebra then V is called a CSL algebra
of finite width [1]. It was shown in [17] that von Neumann algebras with abelian
commutant possess property Sσ and in [14] that every CSL algebra of finite width
possesses property Sσ.
Suppose that V ⊆ B(H1,H2) is a nest algebra bimodule. It was shown in [10]
that there exist nests N1 ⊆ B(H1) and N2 ⊆ B(H2) and an increasing ∨-preserving
map ϕ : N1 → N2 such that
V = {X ∈ B(H1,H2) : XN = ϕ(N)XN, N ∈ N1}.
Let {Pi}i∈N ⊆ N1 be a (countable) subset dense in N1 in the strong operator
topology such that the set {ϕ(Pi)}i∈N is dense in N2, and
Fn = {0, P1, P2, . . . , Pn, I} = {0 < N1 < N2 < · · · < Nn < I}.
Set N0 = 0 and Nn+1 = I and let φn, ψn : B(H1,H2) → B(H1,H2) be the Schur
idempotents (relative to any pair (D1,D2) with N1 ⊆ D1 qnd N2 ⊆ D2) given by
φn(X) =
n∑
i=0
(ϕ(Ni+1)− ϕ(Ni))X(Ni+1 −Ni), X ∈ B(H1,H2),
ψn(X) =
∑
0≤i<j≤n
(ϕ(Ni+1)− ϕ(Ni))X(Nj+1 −Nj), X ∈ B(H1,H2),
and Mn and Wn be the ranges of φn and ψn, respectively. We have that
φnψn = 0, Wn ⊆ V ⊆ Wn +Mn, Wn ⊆ Wn+1, Mn+1 ⊆Mn, n ∈ N,
and ∩∞n=1Mn ⊆ V. We will call the family (φn, ψn,Mn,Wn)n∈N a decomposition
scheme for V. Decomposition schemes were first explicitly used (although not
referred to as such) in [8] for the study of reflexivity and synthesis problems. We
note that, if ψn,p, p = 1, . . . , n, is given by
ψn,p(X) =
∑
j−i=p
(ϕ(Ni+1)− ϕ(Ni))X(Nj+1 −Nj), X ∈ B(H1,H2),
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then ψn =
∑n
p=1 ψn,p, ψn,pψn,q = 0 if p 6= q and ‖ψn,p‖ = 1, p = 1, . . . , n.
3. Stability under summation with modules of finite width
The main result in this section is Theorem 3.10 and the associated Corollary
3.11, which show that tensor product formulas are preserved under taking weak*
closed sums with masa-bimodules of finite width. En route, we establish a sufficient
condition for a ternary masa-bimodule to possess Sσ hereditarily (Theorem 3.7).
We begin with some lemmas.
Lemma 3.1. Let φ be a weak* continuous completely bounded linear map on
B(H1,H2) and V,Vi ⊆ B(H1,H2), U ,Ui ⊆ B(K1,K2) be weak* closed subspaces,
i = 1, . . . , n. Suppose that V is invariant under φ.
(i) We have φ˜(
∑n
i=1 Vi⊗¯Ui) ⊆
∑n
i=1 φ(Vi)⊗¯Ui. In particular, φ˜ leaves V⊗¯U
invariant.
(ii) If φ is an idempotent then
(Ran φ⊗¯U) ∩ (V⊗¯U) = φ(V)⊗¯U = φ˜(V⊗¯U).
In particular, ranges of Schur idempotents possess property Sσ.
Proof. (i) Fix i ∈ {1, . . . , n} and suppose that T ∈ Vi⊗¯Ui. Then T can be approxi-
mated in the weak* topology by operators of the form
∑k
j=1Aj⊗Bj, where Aj ∈ Vi,
Bj ∈ Ui, j = 1, . . . , k; therefore, φ˜(T ) can be approximated in the weak* topology
by operators of the form
∑k
j=1 φ(Aj) ⊗ Bj , where Aj ∈ Vi, Bj ∈ Ui, j = 1, . . . , k.
Hence, φ˜(T ) ∈ φ(Vi)⊗¯Ui. The conclusion now follows from the linearity and the
weak* continuity of φ˜.
(ii) Since φ is an idempotent, φ(V) is weak* closed. By (i), φ˜(V⊗¯U) ⊆ φ(V)⊗¯U
while, since φ(V) ⊆ V, we have φ(V)⊗¯U ⊆ (Ranφ⊗¯U) ∩ (V⊗¯U). Suppose that
T ∈ (Ran φ⊗¯U) ∩ (V⊗¯U). Then, by (i), φ˜⊥(T ) = 0 and hence
T = φ˜(T ) ∈ φ˜(V⊗¯U).
Finally, if
T ∈ (Ranφ⊗¯B(K1,K2)) ∩ (B(H1,H2)⊗¯U)
then, by the previous paragraph, T = φ˜(T ) ∈ φ(B(H1,H2))⊗¯U ; thus, Ran φ pos-
sesses Sσ. 
Lemma 3.2. Let φ be a weak* continuous completely bounded idempotent acting
on B(H1,H2), V ⊆ B(H1,H2) be a weak* closed subspace invariant under φ, U ⊆
B(K1,K2) be a weak* closed subspace and W ⊆ B(H1 ⊗K1,H2 ⊗K2) be a weak*
closed subspace invariant under φ˜. Then
V⊗¯U +W ∩ Ranφ⊗¯U +W = (Ranφ ∩ V)⊗¯U +W .
Proof. Suppose
T ∈ V⊗¯U +W ∩Ranφ⊗¯U +W .
By Lemma 3.1 and the invariance ofW under φ˜, we have that φ˜⊥(T ) ∈ W; similarly,
φ˜(T ) ∈ φ(V)⊗¯U +W.
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It follows that
T = φ˜⊥(T ) + φ˜(T ) ∈ (Ranφ ∩ V)⊗¯U +W .
The converse inclusion is trivial. 
Lemma 3.3. Let V ⊆ B(H1,H2) (resp. U ⊆ B(K1,K2)) be a weak* closed subspace
and φ (resp. ψ) be a weak* continuous completely bounded map on B(H1,H2) (resp.
B(K1,K2)). Then
(φ⊗ ψ)(F(V,U)) ⊆ F(φ(V), ψ(U)).
Moreover, if φ and ψ are idempotents that leave V and U , respectively, invariant,
then
(φ⊗ ψ)(F(V,U)) = F(φ(V), ψ(U)).
Proof. By Lemma 3.1,
(φ⊗ ψ)(V⊗¯B(K1,K2)) = φ˜ ◦ (id⊗ψ)(V⊗¯B(K1,K2))
⊆ φ˜(V⊗¯B(K1,K2)) ⊆ φ(V)⊗¯B(K1,K2);
similarly,
(φ⊗ ψ)(B(H1,H2)⊗¯U) ⊆ B(H1,H2)⊗¯ψ(U).
Hence,
(φ⊗ ψ)(F(V,U)) = (φ⊗ ψ)((V⊗¯B(K1,K2)) ∩ (B(H1,H2)⊗¯U))
⊆ (φ(V)⊗¯B(K1,K2)) ∩ (B(H1,H2)⊗¯ψ(U)) = F(φ(V), ψ(U)).
Now suppose that φ and ψ are idempotents that leave V and U , respectively,
invariant. Then, clearly, F(φ(V), ψ(U)) ⊆ F(V,U). On the other hand, if
T ∈ F(φ(V), ψ(U)) = (φ(U)⊗¯B(K1,K2)) ∩ (B(H1,H2)⊗¯ψ(V))
then
φ⊗ ψ(T ) = (id⊗ψ)(φ ⊗ id)(T ) = T,
and hence T = φ ⊗ ψ(T ) ∈ (φ ⊗ ψ)(F(V,U)). Thus, F(φ(V), ψ(U)) ⊆ φ ⊗
ψ)(F(V,U)); the converse inclusion follows from the previous paragraph. 
Suppose that Hk, k ∈ N, are Hilbert spaces and let H = ⊕k∈NHk. Then every
operator T ∈ B(H) has an operator matrix representation T = (Ti,j), where Ti,j ∈
B(Hj,Hi). Given a family X = (Xi,j)i,j∈N, where Xi,j ⊆ B(Hj,Hi) is a weak*
closed subspace, we let
X˜ = {T = (Ti,j) ∈ B(H) : Ti,j ∈ Xi,j, i, j ∈ N}.
It can be readily verified that X˜ is weak* closed. Moreover, it follows directly from
its definition that if Y = (Yi,j)i,j∈N is another such family, Zi,j = Xi,j ∩ Yi,j and
Z = (Zi,j)i,j∈N, then
(2) Z˜ = X˜ ∩ Y˜.
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Lemma 3.4. Let Hk1 , H
k
2 , k ∈ N, be Hilbert spaces, H1 = ⊕k∈NH
k
1 , H2 = ⊕k∈NH
k
2 ,
and U ⊆ B(K1,K2) be a weak* closed subspace.
(i) If Vi,j ⊆ B(H
j
1 ,H
i
2) is a weak* closed subspace, i, j ∈ N, V = (Vi,j)i,j∈N and
P = (F(Vi,j,U))i,j∈N, then F(V˜ ,U) = P˜.
(ii) If Vk is a weak* closed subspace of B(H
k
1 ,H
k
2 ), k ∈ N, then F(⊕k∈NVk,U) =
⊕k∈NF(Vk,U).
Proof. (i) Let ǫi,j be the evaluation at the (i, j)-entry of a matrix (Xl,m)l,m∈N.
We identify Hi ⊗ Ki with ⊕
∞
k=1(H
k
i ⊗ Ki), i = 1, 2. We claim that, for every
τ ∈ B(K1,K2)∗, we have
(3) Lτ (ǫi,j(T )) = ǫi,j(Lτ (T )), T ∈ B(H1 ⊗K1,H2 ⊗K2).
Indeed, if T = A⊗B, where A = (Ai,j)i,j∈N ∈ B(H1,H2) and B ∈ B(K1,K2), then
Lτ (ǫi,j(T )) = τ(B)Ai,j = ǫi,j(τ(B)A) = ǫi,j(Lτ (T )),
and the general case follows by linearity and weak* continuity. A similar argument
shows that, for every ω ∈ B(Hj1 ,H
i
2)∗, we have
(4) Rω(ǫi,j(T )) = Rω◦ǫi,j (T ), T ∈ B(H1 ⊗K1,H2 ⊗K2).
Now suppose that T = (Ti,j) ∈ F(V˜ ,U). Then (3) shows that Lτ (Ti,j) ∈ Vi,j for
every τ ∈ B(K1,K2)∗, while (4) shows that Rω(Ti,j) ∈ U for every ω ∈ B(H
j
1 ,H
i
2)∗,
i, j ∈ N. It follows that Ti,j ∈ F(Vi,j,U), i, j ∈ N; thus, F(V˜ ,U) ⊆ P˜ .
Conversely, suppose that T ∈ P˜ . Then Ti,j ∈ F(Vi,j,U) for every i and j.
Given τ ∈ B(K1,K2)∗, (3) implies that Lτ (T ) ∈ V˜. On the other hand, letting
(Ei,j)i,j be the standard matrix unit system, (4) shows that, if ω ∈ B(H1,H2)∗ and
ωi,j ∈ B(H
j
1 ,H
i
2)∗ is given by ωi,j(A) = ω(A⊗ Ei,j), then
Rω(T ) = lim
N→∞
N∑
i,j=1
Rω(ǫi,j(T )⊗ Ei,j) = lim
N→∞
N∑
i,j=1
Rωi,j(ǫi,j(T )) ∈ U ;
thus, T ∈ F(V˜ ,U).
(ii) is a special case of (i) obtained by letting Vi,j = {0} if i 6= j. 
Corollary 3.5. In the notation of Lemma 3.4, if Vi,j and Vk have property Sσ for
every i, j and k, then V˜ and ⊕k∈NVk do so as well.
We note that the conclusion regarding the direct sum in the last corollary also
follows from [17, Proposition 1.11].
It was shown in [17] that every von Neumann algebra with abelian commutant
possesses property Sσ. We will shortly show that the same holds for ternary masa-
bimodules. We first need a lemma.
Lemma 3.6. Assume that H1 = ℓ
2, (ei)i∈N is its standard orthonormal basis, and
H2 is a Hilbert space. Let Pi be the rank one projection whose range is spanned by
ei, and Qi be a projection on H2, i ∈ N. The space
V = {T ∈ B(H1,H2) : TPi = QiTPi, i ∈ N}
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possesses property Sσ.
Proof. Let U ⊆ B(K1,K2) be a weak* closed subspace and T ∈ F(V,U). Then T =∑∞
i=1 T (Pi⊗I) (where the series converges in the weak* topology); it hence suffices
to show that T (Pi⊗I) ∈ V⊗¯U for each i. However, since T ∈ V⊗¯B(K1,K2), we have
that T (Pi⊗ I) = (Qi⊗ I)T (Pi ⊗ I). But (Qi⊗ I)T (Pi ⊗ I) ∈ (QiB(H1,H2)Pi)⊗¯U ,
and the latter space is contained in V⊗¯U . It follows that T ∈ V⊗¯U . 
Theorem 3.7. Let D1 ⊆ B(H1) and D2 ⊆ B(H2) be masas and M ⊆ B(H1,H2)
be a ternary D2,D1-bimodule. Then M possesses property Sσ. If, moreover, M
does not contain subspaces of the form B(EH1, FK1), where E ∈ D1 and F ∈ D2
are non-zero non-atomic projections, then every masa-bimodule V with V ⊆ M
possesses property Sσ.
Proof. We have (see, e.g., [29]) that, up to unitary equivalence,
M =
(
⊕mj=1Mlj ,kj(D)
)
⊕
(
⊕lj=1B(EkH1, FkH2)
)
,
where m, l ∈ N ∪ {∞}, D is the multiplication masa of L∞(0, 1) acting on L2(0, 1)
and Ek (resp. Fk) is a projection in D1 (resp. D2). Since D possesses Sσ [17],
Corollary 3.5 implies that M does so as well.
Suppose that M does not contain subspaces of the form B(EH1, FK1), where
E ∈ D1 and F ∈ D2 are non-zero non-atomic projections. Then, for each k,
either Ek is totally atomic or Fk is such. Let V ⊆ M be a masa-bimodule. Then
V =M0⊕W1⊕W
∗
2 , whereM0 ⊆ ⊕
m
j=1Mlj ,kj(D), whileW1 andW2 have the form
described in Lemma 3.6. We have thatM0 = ⊕
m
j=1Uj , where Uj = {(A
j
p,q) : A
j
p,q ∈
Djp,q}, and D
j
p,q ⊆ D, for all p = 1, . . . , lj and q = 1, . . . , kj . We have that D
j
p,q is
itself a (continuous) masa and hence possesses property Sσ [17]. It follows from
Corollary 3.5 thatM0 has Sσ. On the other hand, every masa-bimodule contained
in W1 or W
∗
2 has the form described in Lemma 3.6. By Corollary 3.5 and Lemma
3.6, V has property Sσ. 
Lemma 3.8. Let M,V ⊆ B(H1,H2) be masa-bimodules with M ternary, and let
U ⊆ B(K1,K2) be a weak* closed subspace. Then
(M⊗¯U) ∩ (V⊗¯U) = (M∩V)⊗¯U .
Proof. Up to unitary equivalence,
M = (⊕mj=1Mlj ,kj(D))⊕
(
⊕ki=1B(EiH1, FiH2)
)
,
where k,m ∈ N ∪ {∞}, (Ei)
k
i=1 and (Fi)
k
i=1 are families of mutually orthogonal
projections belonging to the corresponding masas, while D is a continuous masa.
LetMa = ⊕
k
i=1B(EiH1, FiH2) be the atomic part ofM andMc = ⊕
m
j=1Mlj ,kj(Dj)
be its continuous part, both naturally identified with subspaces of M. We have a
natural identification
M⊗¯U = (Ma⊗¯U) + (Mc⊗¯U)
and
(M⊗¯U) ∩ (V⊗¯U) = ((Ma⊗¯U) ∩ (V⊗¯U)) + ((Mc⊗¯U) ∩ (V⊗¯U))
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(for the second identity, we use the fact that, if θ is the Schur idempotent given by
θ(X) = QXP , where P = ∨iEi and Q = ∨iFi, then θ˜ leaves V⊗¯U invariant and
maps M⊗¯U onto Ma⊗¯U).
Let φ be the map on B(H1,H2) given by φ(X) =
∑∞
i=1 FiXEi. Then φ is a
contractive Schur idempotent and so, by Lemma 3.1, we have
(Ma⊗¯U) ∩ (V⊗¯U) = (Ran φ⊗¯U) ∩ (V⊗¯U) = φ(V)⊗¯U
= (Ma ∩ V)⊗¯U ⊆ (M∩V)⊗¯U .
Suppose that T ∈ (Mc⊗¯U)∩ (V⊗¯U). Then Lτ (T ) ∈ Mc ∩V and Rω(T ) ∈ U for
all τ ∈ B(K1,K2)∗ and all ω ∈ B(H1,H2)∗. Thus,
T ∈ F(Mc ∩ V,U) = (Mc ∩ V)⊗¯U ⊆ (M∩V)⊗¯U ,
where the equality follows from Theorem 3.7, applied to the masa-bimdule Mc.
We hence showed that
(M⊗¯U) ∩ (V⊗¯U) ⊆ (M∩V)⊗¯U ;
the converse inclusion is trivial. 
Lemma 3.9. Let (Mn)n∈N be a descending sequence of ternary masa-bimodules in
B(H1,H2) and M = ∩n∈NMn. If U ⊆ B(K1,K2) is a weak* closed subspace then
∩n∈N(Mn⊗¯U) =M⊗¯U .
Proof. The inclusion M⊗¯U ⊆ ∩n∈N(Mn⊗¯U) is trivial. Suppose that T ∈ Mn⊗¯U
for each n. Then Lτ (T ) ∈ Mn for all n, and so Lτ (T ) ∈ M, for all τ ∈ B(K1,K2)∗.
On the other hand, Rω(T ) ∈ U for all ω ∈ B(H1,H2)∗. It follows that T ∈
F(M,U) and since M possesses property Sσ (Theorem 3.7), we conclude that
T ∈M⊗¯U . 
We are now ready to prove the main result of this section.
Theorem 3.10. Let V ⊆ B(H1,H2) be a masa-bimodule, B ⊆ B(H1,H2) be a
masa-bimodule of finite width and U ⊆ B(K1,K2) be a weak* closed subspace.
If F(V,U) = V⊗¯U then F(V + B,U) = V + B⊗¯U . In particular, if V possesses
property Sσ then V + B does so as well.
Proof. We use induction on the length k of B. If k = 0, that is, B = {0}, the
statement is trivial. Suppose that it holds for masa-bimodules of length at most k,
let B be a masa-bimodule of length k, and let A be a nest algebra bimodule. Let
(φn, ψn,Mn,Wn)n∈N be a decomposition scheme for A, and set θn = id−(φn+ψn).
Suppose T ∈ F(V + (B ∩ A),U) and write T = φ˜n(T ) + ψ˜n(T ) + θ˜n(T ). Since
A ⊆ Ran(φn + ψn), we have that θn(A) = {0} and hence, by Lemma 3.3,
θ˜n(T ) ∈ F(V,U) = V⊗¯U .
By Lemma 3.3 and the fact that ψn(B) = Ranψn ∩ B, we have
ψ˜n(T ) ∈ F(ψn(V + (B ∩ A)),U) = F(ψn(V) + ψn(B ∩ A),U)
= F(ψn(V) + ψn(B),U) = ψ˜n(F(V + B,U)) = ψ˜n(V + B⊗¯U)
= ψn(V + B)⊗¯U ⊆ V + ψn(B)⊗¯U) ⊆ V + (B ∩ A)⊗¯U .
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On the other hand, by Lemmas 3.3 and 3.8 and the facts that φn(V) = V ∩Mn
and φn(B) = B ∩Mn, we have
φ˜n(T ) ∈ F(φn(V) + (φn(B) ∩Mn),U)
= (V ∩Mn + B ∩Mn⊗¯B(K1,K2)) ∩ (B(H1,H2)⊗¯U)
= (V + B ∩Mn⊗¯B(K1,K2)) ∩ (B(H1,H2)⊗¯U)
= (V + B⊗¯B(K1,K2)) ∩ (Mn⊗¯B(K1,K2)) ∩ (B(H1,H2)⊗¯U).
Let S be a weak* cluster point of (φ˜n(T ))n∈N and set M = ∩n∈NMn. Using
Lemmas 3.8, 3.9 and the inductive assumption, we have
S ∈ (V + B⊗¯B(K1,K2)) ∩ (M⊗¯B(H1,H2)) ∩ (B(H1,H2)⊗¯U)
= F(V + B,U) ∩ F(M,U) = (M⊗¯U) ∩ (V + B⊗¯U) = (M∩V + B)⊗¯U .
Every ternary masa-bimodule has finite width (in fact, it is the intersection of two
nest algebra bimodules [16]) and hence, by [8, Theorem 2.10], we have that
M∩V + B ⊆ V +M∩V + B = V + (B ∩M) ⊆ V + (B ∩ A).
It follows that
S ∈ V + (B ∩ A)⊗¯U .
On the other hand, by the second paragraph of the proof,
T − S = lim
n→∞
(ψ˜n(T ) + θ˜n(T )) ∈ V + (B ∩ A)⊗¯U .
Hence,
T = S + (T − S) ∈ V + (B ∩ A)⊗¯U ,
and the proof is complete. 
The next corollary is an immediate consequence of Theorem 3.10. It extends the
fact, established in [14], that CSL algebras of finite width possess property Sσ.
Corollary 3.11. If Bi, i = 1, . . . , n, are masa-bimodules of finite width, then
B1 + · · ·+ Bn has property Sσ.
4. Intersections and spans
In this section, we establish an intersection formula for weak* closures of spans
of subspaces of the form B⊗¯U , where B is a masa-bimodule of finite width (see
Theorem 4.4 and Corollary 4.21). This result will be used in Section 5 to study
questions about operator synthesis.
We fix masas D1 ⊆ B(H1) and D2 ⊆ B(H2). All Schur idempotents we consider
are relative to the pair (D1,D2) and act on B(H1,H2). We will say that a sequence
(ψn)n∈N of Schur idempotents is nested if Ranψn+1 ⊆ Ranψn for all n ∈ N.
Before formulating the main result of this section, Theorem 4.4, we state three
propositions which will be needed in its proof. We first recall that the ranges
of contractive Schur idempotents on B(H1,H2) are ternary masa-bimodules of the
form⊕kB(EkH1, FkH2), where (Ek)k ⊆ D1 and (Fk)k ⊆ D2 are families of mutually
orthogonal projections (see, e.g., [15]).
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Notation. For the rest of this section, we let Bi ⊆ B(H1,H2) be a masa-bimodule
of finite width, U ,V,Ui be weak* closed subspaces of B(K1,K2), i = 1, . . . , r, and
W =
∑r
i=1 Bi⊗¯Ui.
Proposition 4.1. Let (ψi)i∈N be a nested sequence of contractive Schur idempo-
tents.
(i) Let (φi)i∈N be a nested sequence of contractive Schur idempotents. Then
the subspaces
∩k,i(Ranψi ∩ Ranφk)⊗¯U +Ranφk⊗¯V +W and
((∩iRanψi) ∩ (∩k Ranφk))⊗¯U + (∩k Ranφk)⊗¯V +W
coincide.
(ii) Let B be a nest algebra bimodule. Then
∩iRanψi⊗¯U + B⊗¯V +W = (∩iRanψi)⊗¯U + B⊗¯V +W.
(iii) Let B be a nest algebra bimodule. Then the subspaces
∩iRanψi⊗¯U + (Ranψi ∩ B)⊗¯V +W and
(∩iRanψi)⊗¯U + ((∩iRanψi) ∩ B)⊗¯V +W
coincide.
(iv) Let B be a masa-bimodule of finite width. Then the subspaces
∩iRanψi⊗¯U + (Ranψi ∩ B)⊗¯V +W and
(∩iRanψi)⊗¯U + ((∩iRanψi) ∩ B)⊗¯V +W
coincide.
(v) ∩iRanψi⊗¯U +W = (∩iRanψi)⊗¯U +W.
We note that part (ii) of the previous proposition is more general than (v); how-
ever, for the purpose of its proof it will be convenient to formulate these statements
separately.
Proposition 4.2. Let M be a ternary masa-bimodule and C be a nest algebra
bimodule. Then
M⊗¯U +W ∩ C⊗¯U +W = (M∩ C)⊗¯U +W .
Proposition 4.3. Let M be a ternary masa-bimodule and C be a masa-bimodule
of finite width. Then
M⊗¯U +W ∩ C⊗¯U +W = (M∩ C)⊗¯U +W .
Theorem 4.4. Let Cj ⊆ B(H1,H2) be a masa-bimodule of finite width, j =
1, . . . ,m. Then
∩mj=1Cj⊗¯U +W = (∩
m
j=1Cj)⊗¯U +W .
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The proof of the above results will be given simultaneously, using induction
on the number r of terms in the sum W =
∑r
i=1 Bi⊗¯Ui and will be split into a
number of lemmas. The first series of steps, namely Lemmas 4.5–4.12, provide the
base of the induction. We will refer to the statements in Proposition 4.1 by their
corresponding numbers (i) – (v). It will be convenient to assume that W = {0}
when r = 0.
Given the notation in Proposition 4.1, throughout the proofs, we will set for
brevity
N = ∩iRanψi and R = ∩k Ranφk.
The proofs of the lemmas in this section will all use the following idea: Let Ω
be a weak* closed subspace of operators and (ρn)n∈N be a nested sequence of
contractive idempotents with ∩∞n=1Ran ρn ⊆ Ω. In order to prove that a certain
operator T belongs to Ω, it suffices to show that ρ⊥n (T ) ∈ Ω for each n ∈ N.
Indeed, letting S be a weak* cluster point of the sequence (ρn(T ))n∈N, we have
that S ∈ ∩∞n=1Ran ρn ⊆ Ω. On the other hand, the identities T = ρn(T ) + ρ
⊥
n (T ),
n ∈ N, show that T − S is a weak* cluster point of the sequence (ρ⊥n (T ))n∈N, and
hence it belongs to Ω; therefore, T = S + (T − S) ∈ Ω.
Lemma 4.5. Proposition 4.1 (i) holds if r = 0.
Proof. Let
Ω = (N ∩R)⊗¯U +R⊗¯V
and fix
X ∈ ∩k,i(Ranψi ∩ Ranφk)⊗¯U +Ranφk⊗¯V.
By Lemma 3.1, ψ˜⊥i (X) ∈ Ranφk⊗¯V for all k, i. By Lemma 3.9, ψ˜
⊥
i (X) ∈ R⊗¯V ⊆ Ω,
i ∈ N. On the other hand, for all i ∈ N, we have, by Lemma 3.1,
ψ˜i(X) ∈ (Ranψi ∩ Ranφi)⊗¯U + (Ranψi ∩ Ranφi)⊗¯V
= (Ranψi ∩ Ranφi)⊗¯(U + V).
By Lemma 3.9, any weak* cluster point S of the sequence (ψ˜i(X))i∈N belongs to
(N ∩R)⊗¯(U + V), a subset of Ω. Thus, X = (X − S) + S ∈ Ω. 
Lemma 4.6. Proposition 4.1 (ii) holds if r = 0.
Proof. Let Ω = N⊗¯U + B⊗¯V and fix
X ∈ ∩iRanψi⊗¯U + B⊗¯V.
Let (φk, θk,Mk,Zk)k∈N be a decomposition scheme for B. By Lemma 3.1,
φ˜k(X) ∈ ∩i(Ranψi ∩Mk)⊗¯U +Mk⊗¯V.
If S is a weak* cluster point of the sequence (φ˜k(X))k∈N, then
S ∈ ∩k,i(Ranψi ∩Mk)⊗¯U +Mk⊗¯V .
By Lemma 4.5, S ∈ Ω. It hence suffices to prove that φ˜⊥k (X) ∈ Ω for all k ∈ N.
Observe that
φ˜⊥k (X) ∈ ∩iRanψi⊗¯U + Zk⊗¯V.
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Using Lemmas 3.1 and 3.9, we see that
θ˜⊥k (φ˜
⊥
k (X)) ∈ ∩i(Ranψi⊗¯U) = N⊗¯U ⊆ Ω.
Write θk =
∑k
p=1 θk,p, where θk,p is a contractive Schur idempotent whose range is
contained in B (see the last paragraph of Section 2). Then
θ˜k,p(φ˜
⊥
k (X)) ∈ ∩i(Ranψi ∩ Ran θk,p)⊗¯U +Ran θk,p⊗¯V.
By Lemma 4.5,
θ˜k,p(φ˜
⊥
k (X)) ∈ N⊗¯U +Ran θk,p⊗¯V ⊆ Ω.
Hence, φ˜⊥k (X) = θ˜
⊥
k (φ˜
⊥
k (X)) +
∑k
p=1 θ˜k,p(φ˜
⊥
k (X)) ∈ Ω for all k ∈ N and the proof
is complete. 
Lemma 4.7. Proposition 4.1 (iii) holds if r = 0.
Proof. Let Ω = N⊗¯U + (N ∩ B)⊗¯V and fix
X ∈ ∩iRanψi⊗¯U + (Ranψi ∩ B)⊗¯V.
Let (φk, θk,Mk,Zk)k∈N be a decomposition scheme for B. By Lemma 3.1,
φ˜⊥k (X) ∈ ∩iRanψi⊗¯U + (Ranψi ∩ Zk)⊗¯V.
By Lemmas 3.1 and 3.9,
θ˜⊥k (φ˜
⊥
k (X)) ∈ ∩i(Ranψi⊗¯U) = N⊗¯U ⊆ Ω,
and by Lemmas 3.1, 3.2 and 3.9,
θ˜k(φ˜
⊥
k (X)) ∈ ∩i
(
(Ranψi ∩ Zk)⊗¯U + V
)
⊆
(
∩i
(
Ranψi⊗¯U + V
))
∩
(
Zk⊗¯U + V
)
= (N⊗¯U + V) ∩ (Zk⊗¯U + V) = (N ∩ Zk)⊗¯U + V ⊆ Ω;
thus, φ˜⊥k (X) ∈ Ω. On the other hand, by Lemma 3.1,
φ˜k(X) ∈ (Ranψk ∩ Ranφk)⊗¯U + V, k ∈ N.
Therefore, if S is a weak* cluster point of the sequence (φ˜k(X))k∈N, then, by Lemma
3.9,
S ∈ (N ∩R)⊗¯U + V ⊆ Ω.
The proof is complete. 
Lemma 4.8. Proposition 4.1 (iv) holds if r = 0.
Proof. Let
Ω = N⊗¯U + (N ∩ B)⊗¯V.
We use induction on the width n of B. If n = 1, the conclusion follows from Lemma
4.7. Suppose that the statement holds for masa-bimodules of width at most n− 1
and let B = ∩nl=1Al, where Al is a nest algebra bimodule, l = 1, . . . , n. Fix
X ∈ ∩iRanψi⊗¯U + (Ranψi ∩ B)⊗¯V.
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By the inductive assumption, X belongs to both
N⊗¯U + (N ∩ (∩n−1l=1 Al))⊗¯V
and
N⊗¯U + (N ∩An)⊗¯V.
Let (φk, θk,Mk,Zk)k∈N be a decomposition scheme for An. For a fixed k, we have
that φ˜⊥k (X) belongs to the intersection of the spaces
N⊗¯U + (N ∩ (∩n−1l=1 Al))⊗¯V and N⊗¯U + (N ∩Zk)⊗¯V.
By Lemma 3.1,
θ˜⊥k (φ˜
⊥
k (X)) ∈ N⊗¯U ⊆ Ω
and
θ˜k(φ˜
⊥
k (X)) ∈ N⊗¯U + (N ∩ (∩
n−1
i=1 Al) ∩ Zk)⊗¯U ⊆ Ω,
since Zk ⊆ An. Thus,
φ˜⊥k (X) = θ˜k(φ˜
⊥
k (X)) + θ˜
⊥
k (φ˜
⊥
k (X)) ∈ Ω.
Let S be a weak* cluster point of (φ˜k(X))k∈N. Then
S ∈ ∩k((Ranψk ∩ Ranφk)⊗¯U + (Ranψk ∩ Ranφk ∩ (∩
n−1
l=1 Al))⊗¯V).
By the inductive assumption, the latter space coincides with
(N ∩R)⊗¯U + (N ∩R) ∩ (∩n−1l=1 Al))⊗¯V),
which is a subset of Ω since R ⊆ An. 
Lemma 4.9. Proposition 4.1 (v) holds if r = 1.
Proof. Let Ω = N⊗¯U +W. We set B = B1 and V = U1, and use induction on the
width n of B. For n = 1 the conclusion follows from Lemma 4.6. Suppose that the
statement holds if the length of B does not exceed n−1 and assume that B = ∩nl=1Al
where Al is a nest algebra bimodule, l = 1, . . . , n. Let (φk, θk,Mk,Zk)k∈N be a
decomposition scheme for An. Fix
X ∈ ∩iRanψi⊗¯U + B⊗¯V.
By the inductive assumption, X belongs to the intersection of the spaces
N⊗¯U + (∩n−1l=1 Al)⊗¯V and N⊗¯U +An⊗¯V .
By Lemma 3.1, for a fixed k, φ˜⊥k (X) ∈ N⊗¯U + Zk⊗¯V. Therefore, θ˜
⊥
k (φ˜
⊥
k (X)) ∈
N⊗¯U , and hence θ˜⊥k (φ˜
⊥
k (X)) ∈ Ω. On the other hand,
θ˜k(φ˜
⊥
k (X)) ∈ N⊗¯U + ((∩
n−1
l=1 Al) ∩ Zk)⊗¯V ⊆ Ω
since Zk ⊆ An. Thus, φ˜
⊥
k (X) ∈ Ω, for all k ∈ N. It hence suffices to prove that, if
S is the limit of a subsequence (φ˜kl(X))l∈N, then S ∈ Ω. Let S
′ be a weak* cluster
point of the sequence (ψ˜kl(φ˜kl(X)))l∈N; then S
′′ = S − S′ is a weak* cluster point
of (ψ˜⊥kl(φ˜kl(X)))l∈N. By Lemma 3.1,
ψ˜k(φ˜k(X)) ∈ (Mk ∩ Ranψk)⊗¯U + ((∩
n−1
l=1 Al) ∩ (Mk ∩ Ranψk))⊗¯V,
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while
ψ˜⊥k (φ˜k(X)) = φ˜k(ψ˜
⊥
k (X)) ∈ B⊗¯V ⊆ Ω, k ∈ N.
On the other hand, Lemma 4.8 implies that
S′ ∈ ((∩kMk) ∩ N )⊗¯U + ((∩
n−1
l=1 Al) ∩ (∩kMk) ∩ N )⊗¯V ⊆ Ω.
Thus, S = S′ + S′′ ∈ Ω. 
Lemma 4.10. Proposition 4.2 holds if r = 1.
Proof. Set B = B1 and V = U1, let Ω = (M∩ C)⊗¯U + B⊗¯V and fix
X ∈ M⊗¯U + B⊗¯V ∩ C⊗¯U + B⊗¯V.
Let (ψk, θk,Ranψk,Zk)k∈N be a decomposition scheme for C. We have that
ψ˜⊥k (X) ∈ M⊗¯U + B⊗¯V ∩ Zk⊗¯U + B⊗¯V.
By Lemma 3.2,
ψ˜⊥k (X) ∈ (M∩Zk)⊗¯U + B⊗¯V ⊆ (M∩ C)⊗¯U + B⊗¯V.
On the other hand, by Lemmas 3.1 and 3.2,
ψ˜k(X) ∈ (Mk ∩ Ranψk)⊗¯U + B⊗¯V
for all k ∈ N. Lemma 4.9 shows that, if S is a weak* cluster point of the sequence
(ψ˜k(X))k∈N, then
S ∈ (∩k(Mk ∩ Ranψk))⊗¯U + B⊗¯V.
Since ∩k(Mk ∩Ranψk) ⊆M∩C, we conclude that S ∈ Ω. The proof is complete.

Lemma 4.11. Proposition 4.3 holds if r = 1.
Proof. Write B = B1 and V = U1. We use induction on the width n of C. If n = 1,
the statement reduces to Lemma 4.10. Suppose that the statement holds for all
masa-bimodules C of width at most n − 1 and let C = ∩nl=1Cl, where Cl is a nest
algebra bimodule, l = 1, . . . , n. Fix
X ∈ M⊗¯U + B⊗¯V ∩ C⊗¯U + B⊗¯V.
Let (ψk, θk,Ranψk,Zk)k∈N be a decomposition scheme for Cn and recall that N =
∩k Ranψk. There exists a descending sequence (Mk)k∈N of ranges of contractive
Schur idempotents such that M = ∩k∈NMk. Observe that, by the inductive as-
sumption,
ψ˜⊥k (X) ∈ M⊗¯U + B⊗¯V ∩ (∩
n−1
l=1 Cl)⊗¯U + B⊗¯V ∩ Zk⊗¯U + B⊗¯V
= (M∩ (∩n−1l=1 Cl)⊗¯U + B⊗¯V ∩ (Zk⊗¯U + B⊗¯V).
By Lemma 3.2,
ψ˜⊥k (X) ∈ (M∩ C)⊗¯U + B⊗¯V.
Observe that
ψ˜k(X) ∈Mk⊗¯U + B⊗¯V ∩ (∩
n−1
l=1 Cl)⊗¯U + B⊗¯V ∩ Ranψk⊗¯U + B⊗¯V
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and so, by Lemma 3.2,
ψ˜k(X) ∈ (Mk ∩ Ranψk)⊗¯U + B⊗¯V ∩ (∩
n−1
l Cl)⊗¯U + B⊗¯V, k ∈ N.
By Lemma 4.9, if S is a weak* cluster point of (ψ˜k(X))k∈N, then
S ∈ (M∩N )⊗¯U + B⊗¯V ∩ (∩n−1l=1 Cl)⊗¯U + B⊗¯V.
By the inductive assumption,
S ∈ (M∩N ∩ (∩n−1l=1 Cl))⊗¯U + B⊗¯V ⊆ (M∩ C)⊗¯U + B⊗¯V,
since N ⊆ Cn. The proof is complete. 
Lemma 4.12. Theorem 4.4 holds if r = 1.
Proof. Since each masa-bimodule of finite width is the finite intersection of nest
algebra masa-bimodules, we may assume, without loss of generality, that Cj is a
nest algebra bimodule, j = 1, . . . ,m. Set B = B1, V = U1 and C = ∩
m
j=1Cj . We
use induction on m. For m = 1, the statement is trivial; suppose it holds if the
number of given bimodules is at most m − 1 and fix X ∈ ∩mj=1Cj⊗¯U + B⊗¯V. Let
(φk, θk,Mk,Zk)k∈N be a decomposition scheme for Cm and set M = ∩k∈NMk.
Since X ∈ Cm⊗¯U +W, Lemma 3.1 implies that
φ˜⊥k (X) ∈ Zk⊗¯U +W.
By the inductive assumption and the invariance of ∩m−1j=1 Cj under φk, we have that
φ˜⊥k (X) ∈ (∩
m−1
j=1 Cj)⊗¯U +W.
Hence, by Lemma 3.2,
φ˜⊥k (X) ∈ ((∩
m−1
i=1 Ci) ∩ Zk)⊗¯U + B⊗¯V ⊆ C⊗¯U + B⊗¯V, k ∈ N.
On the other hand,
φ˜k(X) ∈ Mk⊗¯U + B⊗¯V ∩ (∩
m−1
j=1 Cj)⊗¯U + B⊗¯V, k ∈ N.
If S is a weak* cluster point of the sequence (φ˜k(X))k∈N, by Lemma 4.9 we have
S ∈ M⊗¯U + B⊗¯V ∩ (∩m−1j=1 Cj)⊗¯U + B⊗¯V.
By Lemma 4.11,
S ∈ (M∩ (∩m−1i=1 Ci))⊗¯U + B⊗¯V ⊆ C⊗¯U + B⊗¯V.

We next establish the induction step for the proofs of Propositions 4.1 – 4.3 and
Theorem 4.4; this is done in Lemmas 4.13 – 4.20 below. To this end, we assume that
the statements in Proposition 4.1 (i)–(iv) hold if the spaceW has r−1 summands,
while Proposition 4.1 (v), Proposition 4.2, Proposition 4.3 and Theorem 4.4 hold
if W has r summands.
Lemma 4.13. Proposition 4.1 (i) holds if the space W has r terms.
18 G.K. ELEFTHERAKIS AND I.G. TODOROV
Proof. Let
Ω = (N ∩R)⊗¯U +R⊗¯V +W
and fix
X ∈ ∩k,i(Ranψi ∩Ran φk)⊗¯U +Ranφk⊗¯V +W .
By Lemma 3.1, ψ˜⊥i (X) ∈ Ranφk⊗¯V +W for all k, i ∈ N. By the inductive assump-
tion concerning Proposition 4.1 (v),
ψ˜⊥i (X) ∈ R⊗¯V +W ⊆ Ω, i ∈ N.
On the other hand, for all k ∈ N we have
ψ˜k(X) ∈ (Ranψk ∩ Ranφk)⊗¯U + (Ranψk ∩Ranφk)⊗¯V +W
= (Ranψk ∩ Ranφk)⊗¯(U + V) +W.
Let S be a weak* cluster point of (ψ˜k(X))k∈N. Once again by the inductive as-
sumption concerning Proposition 4.1 (v),
S ∈ (N ∩R)⊗¯(U + V) +W.
Thus, S ∈ Ω and the proof is complete. 
Lemma 4.14. Proposition 4.1 (ii) holds if the space W has r terms.
Proof. Let
Ω = N⊗¯U + B⊗¯V +W
and fix
X ∈ ∩iRanψi⊗¯U + B⊗¯V +W.
Let (φk, θk,Ran φk,Zk)k∈N be a decomposition scheme for B and observe that, by
Lemma 3.1, we have
φ˜k(X) ∈ ∩i(Ranψi ∩ Ranφk)⊗¯U +Ranφk⊗¯V +W.
Letting S be a weak* cluster point of the sequence (φ˜k(X))k∈N, we have that
S ∈ ∩k,i(Ranψi ∩ Ranφk)⊗¯U +Ranφk⊗¯V +W.
By Lemma 4.13 and the fact that R = ∩k Ranφk ⊆ B, we have that S ∈ Ω. So it
suffices to prove that φ˜⊥k (X) ∈ Ω for all k ∈ N. Note that, by Lemma 3.1,
φ˜⊥k (X) ∈ ∩iRanψi⊗¯U + Zk⊗¯V +W.
By the inductive assumption concerning Proposition 4.1 (v) and Lemma 3.1 again,
θ˜⊥k (φ˜
⊥
k (X)) ∈ ∩iRanψi⊗¯U +W = N⊗¯U +W ⊆ Ω.
Write θk =
∑k
p=1 θk,p, where each θk,p is a contractive Schur idempotent whose
range is contained in B. We have that
θ˜k,p(φ˜
⊥
k (X)) ∈ ∩i(Ranψi ∩ Ran θk,p))⊗¯U + (Ran θk,p)⊗¯V +W .
By Lemma 4.13 (applied in the case of a constant sequence of maps with term
θk,p), we have
θ˜k,p(φ˜
⊥
k (X)) ∈ N⊗¯U + (Ran θk,p)⊗¯V +W ⊆ Ω, p = 1, . . . , k.
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It follows that θ˜k(φ˜
⊥
k (X)) ∈ Ω and hence φ˜
⊥
k (X) = θ˜k(φ˜
⊥
k (X)) + θ˜
⊥
k (φ˜
⊥
k (X)) ∈
Ω. 
Lemma 4.15. Proposition 4.1 (iii) holds if the space W has r terms.
Proof. We let
Ω = N⊗¯U + (N ∩ B)⊗¯V +W
and fix
X ∈ ∩iRanψi⊗¯U + (Ranψi ∩ B)⊗¯V +W .
Let (φk, θk,Mk,Zk)k∈N be a decomposition scheme for B and observe that
φ˜⊥k (X) ∈ ∩iRanψi⊗¯U + (Ranψi ∩ Zk)⊗¯V +W .
Using the inductive assumption concerning Proposition 4.1 (v), we have
θ˜⊥k (φ˜
⊥
k (X)) ∈ ∩iRanψi⊗¯U +W = N⊗¯U +W ⊆ Ω.
Write θk =
∑k
p=1 θk,p as in the proof of Lemma 4.14; then
θ˜k,p(φ˜
⊥
k (X)) ∈ ∩i(Ranψi ∩ Ran θk,p)⊗¯U + (Ranψi ∩ Ran θk,p)⊗¯V +W
= ∩i(Ranψi ∩ Ran θk,p)⊗¯(U + V) +W.
By the inductive assumption concerning Proposition 4.1 (v), we have that θ˜k,p
(φ˜⊥k (X)) ∈ Ω for each p = 1, . . . , k. It follows that φ˜
⊥
k (X) ∈ Ω. Let S be a weak*
cluster point of the sequence (φ˜k(X))k∈N. Since
φ˜k(X) ∈ ∩k(Ranψk ∩Mk)⊗¯U + V +W,
by the same inductive assumption once again,
S ∈ (N ∩ (∩kMk))⊗¯U + V +W ⊆ Ω.

Lemma 4.16. Proposition 4.1 (iv) holds if the space W has r terms.
Proof. Let
Ω = N⊗¯U + (N ∩ B)⊗¯V +W.
We use induction on the width n of B. The case n = 1 reduces to Lemma 4.15.
Suppose that the statement holds for masa-bimodules of width at most n− 1 and
let B = ∩nl=1Cl where every Cl is nest algebra bimodule, l = 1, . . . , n. Fix
X ∈ ∩iRanψi⊗¯U + (Ranψi ∩ B)⊗¯V +W .
By the inductive assumption, X belongs to the intersection of
N⊗¯U + (N ∩ (∩n−1l=1 Cl))⊗¯V +W and N⊗¯U + (N ∩ Cn)⊗¯V +W.
Let (φk, θk,Mk,Zk)k∈N be a decomposition scheme for Cn. For a fixed k ∈ N, we
have that φ˜⊥k (X) belongs to the intersection of
N⊗¯U + (N ∩ (∩n−1l=1 Cl))⊗¯V +W and N⊗¯U + (N ∩ Zk)⊗¯V +W .
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By Lemma 3.2,
φ˜⊥k (X) ∈ N⊗¯U + (N ∩ (∩
n−1
i=1 Ci) ∩ Zk)⊗¯U +W ⊆ Ω.
Let S be a weak* cluster point of the sequence (φ˜k(X))k∈N; we have
S ∈ ∩k(Ranψk ∩Mk)⊗¯U + (Ranψk ∩Mk ∩ (∩
n−1
l=1 Cl))⊗¯V +W .
By the inductive assumption, the latter space is equal to
(N ∩ (∩kMk))⊗¯U + (N ∩ (∩kMk) ∩ (∩
n−1
l=1 Cl))⊗¯V +W
which is contained in Ω since ∩kMk ⊆ Cn. 
Lemma 4.17. Proposition 4.1 (v) holds if the space W has r + 1 terms.
Proof. Let Ω = N⊗¯U +W. Set B = Br+1, V = Ur+1 and W0 =
∑r
i=1 Bi⊗¯Ui. We
use induction on the width n of B. For n = 1 the conclusion follows from the
inductive assumption concerning Proposition 4.1 (ii). Assume that it holds when
the length of B does not exceed n − 1, and suppose that B = ∩nl=1Cl where Cl is
a nest algebra bimodule, l = 1, . . . , n. Let (φk, θk,Mk,Zk)k∈N be a decomposition
scheme for Cn. Fix
X ∈ ∩iRanψi⊗¯U + B⊗¯V +W0.
By assumption,
X ∈ N⊗¯U + (∩n−1l=1 Cl)⊗¯V +W0 ∩ N⊗¯U + Cn⊗¯V +W0.
For a fixed k ∈ N, we have
φ˜⊥k (X) ∈ N⊗¯U + (∩
n−1
l=1 Cl)⊗¯V +W0 ∩ N⊗¯U + Zk⊗¯V +W0.
By Lemma 3.2, φ˜⊥k (X) ∈ Ω. Let S be a weak* cluster point of the sequence
(φ˜k(X))k∈N, and S
′ and S′′ be weak* cluster points of (ψ˜⊥k (φ˜k(X)))k∈N and (ψ˜k(φ˜k
(X)))k∈N, respectively, such that S = S
′ + S′′.
We have
φ˜k(X) ∈ (Mk ∩ N )⊗¯U + ((∩
n−1
l=1 Cl) ∩Mk)⊗¯V +W0.
It follows that
ψ˜⊥k (φ˜k(X)) ∈ ((∩
n−1
l=1 Cl) ∩Mk)⊗¯V +W0, k ∈ N,
and hence, by the inductive assumption concerning Proposition 4.1 (v),
S′ ∈ (∩n−1l=1 Cl)⊗¯V +W0 ∩ (∩kMk)⊗¯V +W0.
It follows from the inductive assumption concerning Proposition 4.3 that S′ ∈ Ω.
On the other hand,
S′′ ∈ ∩k(Mk ∩ Ranψk)⊗¯U + ((∩
n−1
l=1 Cl) ∩Mk ∩Ranψk)⊗¯V +W0.
Since ‖φkψk‖ ≤ 1 for each k ∈ N, Lemma 4.16 implies that S
′′ ∈ Ω. It now follows
that S ∈ Ω. 
Lemma 4.18. Proposition 4.2 holds if the space W has r + 1 terms.
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Proof. Let Ω = (M∩ C)⊗¯U +W and fix
X ∈ M⊗¯U +W ∩ C⊗¯U +W.
Let (ψk, θk,Ranψk,Zk)k∈N be a decomposition scheme for C. Let (φk)k∈N be a
nested sequence of contractive Schur idempotents such that M = ∩∞k=1Mk, where
Mk = Ranφk, k ∈ N. We first observe that, by Lemma 3.2,
θ˜k(X) ∈ (Zk ∩M)⊗¯U +W ⊆ Ω, k ∈ N.
On the otehr hand, by Lemma 3.1,
(ψ˜k + θ˜k)
⊥(X) ∈ W ⊆ Ω and φ˜⊥k (X) ∈ W ⊆ Ω, k ∈ N.
It follows that φ˜⊥k (ψ˜k(X)) = ψ˜k(φ˜
⊥
k (X)) ∈ Ω for each k. Let S be a weak* cluster
point of (φ˜k(ψ˜k(X)))k∈N. Since
φ˜k(ψ˜k(X)) ∈ (Mk ∩Ranψk)⊗¯U +W
for all k ∈ N, we have, by Lemma 4.17, that S belongs to ∩k(Mk ∩ Ranψk)⊗¯U +W,
which is a subset of Ω. Since
X = φ˜k(ψ˜k(X)) + φ˜
⊥
k (ψ˜k(X)) + θ˜k(X) + (ψ˜k + θ˜k)
⊥(X), k ∈ N,
it now follows that X ∈ Ω. 
Lemma 4.19. Proposition 4.3 holds if the space W has r + 1 terms.
Proof. We use induction on the width n of C. If n = 1 the statement reduces to
Lemma 4.18. Suppose that the statement holds for all masa-bimodules C of width
not exceeding n − 1 and let C = ∩nl=1Cl, where Cl is a nest algebra bimodule,
l = 1, . . . , n. Fix
X ∈ M⊗¯U +W ∩ C⊗¯U +W
and let (ψk, θk,Ranψk,Zk)k∈N be a decomposition scheme for Cn. We also assume
that M = ∩kMk where every (Mk)k∈N is descending sequence of ranges of con-
tractive Schur idempotents. Using Lemma 3.2 and the inductive assumption, we
obtain
ψ˜⊥k (X) ∈ M⊗¯U +W ∩ (∩
n−1
l=1 Cl)⊗¯U +W ∩Zk⊗¯U + B⊗¯V
= M∩ (∩n−1l=1 Cl)⊗¯U +W ∩Zk⊗¯U +W
= (M∩ (∩n−1l=1 Cl) ∩ Zk)⊗¯U +W ⊆ (M∩ C)⊗¯U +W .
Using Lemma 3.2 again, we have
ψ˜k(X) ∈ Mk⊗¯U +W ∩ (∩
n−1
l=1 Cl)⊗¯U +W ∩ Ranψk⊗¯U +W
= (Mk ∩ Ranψk)⊗¯U +W ∩ (∩
n−1
l=1 Cl)⊗¯U +W ,
for every k ∈ N. By Lemma 4.17, if S is a weak* cluster point of (ψ˜k(X))k∈N, then
S ∈ (M∩N )⊗¯U +W ∩ (∩n−1l=1 Cl)⊗¯U +W.
By the inductive assumption,
S ∈ (M∩N ∩ (∩n−1l=1 Cl))⊗¯U +W ⊆ (M∩ C)⊗¯U +W .
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The proof is complete. 
Lemma 4.20. Theorem 4.4 holds if the space W has r + 1 terms.
Proof. It suffices to prove that if C1, . . . , Cm are weak* closed nest algebra bimodules
and C = ∩mi=1Ci, then
∩mi=1Ci⊗¯U +W = C⊗¯U +W ,
where C = ∩mi=1Ci. We use induction on m. Suppose that
∩m−1i=1 Ci⊗¯U +W = (∩
m−1
i=1 Ci)⊗¯U +W
and fix X ∈ ∩mi=1Ci⊗¯U +W. Let (ψk, θk,Mk,Zk)k∈N be a decomposition scheme
for Cm. Using the inductive assumption and Lemmas 3.1 and 3.2, we have
ψ˜⊥k (X) ∈ ((∩
m−1
i=1 Ci) ∩ Zk)⊗¯U +W ⊆ C⊗¯U +W.
On the other hand,
ψ˜k(X) ∈Mk⊗¯U +W ∩ (∩
m−1
i=1 Ci)⊗¯U +W.
Thus, if S is a weak* cluster point of the sequence (ψk(X))k∈N then, by Lemma
4.17, we have that
S ∈ M⊗¯U +W ∩ (∩m−1i=1 Ci)⊗¯U +W.
By Lemma 4.19,
S ∈ (M∩ (∩m−1i=1 Ci))⊗¯U +W ⊆ C⊗¯U +W .
The proof is complete. 
Lemmas 4.5–4.20 conclude the proof of Propositions 4.1–4.3 and Theorem 4.4.
The following statement, which is an equivalent formulation of Theorem 4.4, follows
from that theorem by a straightforward induction on r.
Corollary 4.21. Let r, l1, . . . , lr ∈ N, {B
i
j}
li
j=1 be a family of masa bimodules of
finite width and Ui be a weak* closed subspace of B(K1,K2), i = 1, . . . , r. Set
Bi = ∩lij=1B
i
j, i = 1, . . . , r. Then⋂
j1,...,jr
B1j1⊗¯U1 + · · ·+ B
r
jr
⊗¯Ur = B1⊗¯U1 + · · ·+ Br⊗¯Ur.
5. Operator synthesis of unions of products
In this section we apply the results from Sections 3 and 4 to study questions
about operator synthesis. We start by recalling the main definitions regarding the
notion of operator synthesis.
Let (X1, µ1) and (X2, µ2) be standard measure spaces, that is, the measures
µ1 and µ2 are regular Borel measures with respect to some Borel structures on
X1 and X2 arising from complete metrizable topologies. Let H1 = L
2(X1, µ1)
and H2 = L
2(X2, µ2). For a function ϕ ∈ L
∞(X1, µ1), let Mϕ be the (bounded)
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operator on H1 given by Mϕf = ϕf , f ∈ L
2(X1, µ1); similarly define Mψ for
ψ ∈ L∞(X2, µ2). Let
D1 = {Mϕ : ϕ ∈ L
∞(X1, µ1)}.
We have that D1 is a masa; we define D2 ⊆ B(H2) similarly. We need several facts
and notions from the theory of masa-bimodules [1], [9], [25]. A subset E ⊆ X1×X2
is called marginally null if E ⊆ (M1×X2)∪(X1×M2), where µ1(M1) = µ2(M2) = 0.
We call two subsets E,F ⊆ X1 × X2 marginally equivalent (and write E ∼= F ) if
the symmetric difference of E and F is marginally null. A set κ ⊆ X1×X2 is called
ω-open if it is marginally equivalent to a (countable) union of the form ∪∞i=1αi×βi,
where αi ⊆ X1 and βi ⊆ X2 are measurable, i ∈ N. The complements of ω-open
sets are called ω-closed. An operator T ∈ B(H1,H2) is said to be supported on κ
if MχβTMχα = 0 whenever (α× β) ∩ κ
∼= ∅. (Here χγ stands for the characteristic
function of a measurable subset γ.) Given an ω-closed set κ ⊆ X1 ×X2, let
Mmax(κ) = {T ∈ B(H1,H2) : T is supported on κ}.
The space Mmax(κ) is a reflexive masa-bimodule in the sense that Ref(Mmax(κ)) =
Mmax(κ) where, for a subspace U ⊆ B(H1,H2), we let its reflexive hull [19] be the
subspace
Ref(U) = {T ∈ B(H1,H2) : Tx ∈ Ux, for all x ∈ H1}.
We note two straightforward properties of the reflexive hull that will be used in
the sequel: it is monotone (U1 ⊆ U2 implies Ref(U1) ⊆ Ref(U2)) and idempotent
(Ref(Ref(U)) = Ref(U)).
It was shown in [9] that every reflexive masa-bimodule is of the form Mmax(κ)
for some, unique up to marginal equivalence, ω-closed set κ ⊆ X × Y . If U is any
masa-bimodule, then its support suppU is defined to be the ω-closed set κ ⊆ X×Y
such that Ref(U) = Mmax(κ). The masa-bimodule Mmax(κ) is the largest, with
respect to inclusion, (weak* closed) masa-bimodule with support κ (see [9]). As
an extension of Arveson’s work on commutative subspace lattices [1], it was shown
in [25] that if κ is an ω-closed set, then there exists a smallest, with respect to
inclusion, (weak* closed) masa-bimodule Mmin(κ) with support κ. The ω-closed
subset κ ⊆ X × Y is called operator synthetic if Mmin(κ) = Mmax(κ). The roots
of the notion of operator synthesis lie in Harmonic Analysis – it is an operator
theoretic version of the well-known concept of spectral synthesis. We refer the
reader to [1] for a relevant discussion, and to [25] for the formal relation between
the two concepts, which will be briefly summarised at the end of the section.
The supports of masa-bimodules of finite width will be called sets of finite width.
A set κ ⊆ X1 ×X2 is of finite width precisely when it is the set of solutions of a
system of (finitely many) measurable function inequalities, that is, precisely when
it has the form
κ = {(x, y) ∈ X1 ×X2 : fk(x) ≤ gk(y), k = 1, . . . , n},
where fk : X1 → R and gk : X2 → R are measurable functions, k = 1, . . . , n (see,
e.g., [28]). It was shown in [25] and [28] that sets of finite width are operator
synthetic.
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In this section, we will be concerned with the question of when operator synthesis
is preserved under unions of products. Suppose that (Y1, ν1), (Y2, ν2) is another
pair of standard measure spaces, Ki = L
2(Yi, νi) and Ci is the multiplication masa
of L∞(Yi, νi), i = 1, 2. Let U ⊆ B(H1,H2) be a D2,D1-module and V ⊆ B(K1,K2)
be a C2, C1-module. Then the subspace U⊗¯V is a D2⊗¯C2,D1⊗¯C1-module, and hence
its support is a subset of (X1 × Y1)× (X2 × Y2). The “flip”
ρ : (X1 ×X2)× (Y1 × Y2)→ (X1 × Y1)× (X2 × Y2),
given by
ρ(x1, x2, y1, y1) = (x1, y1, x2, y2), xi ∈ Xi, yi ∈ Yi, i = 1, 2,
is thus needed in order to relate supp(U⊗¯V) to (suppU)× (suppV). Indeed, it was
shown in [21] that
(5) supp(U⊗¯V) = ρ(suppU × suppV).
It was observed in [24, Lemma 4.19] that
(6) Mmin(ρ(κ × λ)) = Mmin(κ)⊗¯Mmin(λ),
whenever κ ⊆ X1 ×X2 and λ ⊆ Y1 × Y2 are ω-closed sets.
Remark 5.1. If κ ⊆ X1 ×X2 and λ ⊆ Y1 × Y2 are non-marginally null ω-closed
sets such that ρ(κ × λ) is operator synthetic, then both κ and λ are operator
synthetic. Indeed, suppose that T ∈ Mmax(κ), and let 0 6= S ∈ Mmin(λ). Then
T ⊗ S ∈Mmax(ρ(κ × λ)) and, by assumption and identity (6),
T ⊗ S ∈Mmin(κ)⊗¯Mmin(λ).
It now easily follows that T ∈ Mmin(κ). Thus, κ is operator synthetic and by
symmetry λ is so as well.
Remark 5.2. Let G and H be locally compact groups. A problem in Harmonic
Analysis asks when, given closed sets E ⊆ G and F ⊆ H satisfying spectral syn-
thesis, the set E × F satisfies spectral synthesis as a subset of the direct product
G × H. We refer the reader to [11] for the definition of the notion of spectral
synthesis and other basic concepts and results from non-commutative Harmonic
Analysis. Analogues of identities (5) and (6) in the setting of Harmonic Analysis
can be formulated as follows. Let VN(G) ⊆ B(L2(G)) (resp. VN(H) ⊆ B(L2(H)))
be the von Neumann algebra of G (resp. H), and note that VN(G)⊗¯VN(H)
can be naturally identified with VN(G ×H). The Harmonic Analysis analogue of
masa-bimodules are invariant spaces; these are subspaces X ⊆ VN(G) that are
annihilators of ideals of the Fourier algebra A(G) of G. Given an invariant space
X ⊆ VN(G), one may define its support suppX as the null set of its preannihilator
in A(G). It is not difficult to see that if X ⊆ VN(G) and Y ⊆ VN(H) are invariant
spaces, then supp(X⊗¯Y) = (suppX ) × (suppY) and that, given any closed sub-
set E ⊆ G, there exists a largest (resp. smallest) invariant space Xmax(E) (resp.
Xmin(E)) with support E, and Xmin(E)⊗¯Xmin(F ) = Xmin(E × F ).
The next proposition describes the connection between operator synthesis and
tensor product formulas.
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Proposition 5.3. Let U ⊆ B(H1,H2) and V ⊆ B(K1,K2) be masa-bimodules with
supports κ ⊆ X1 ×X2 and λ ⊆ Y1 × Y2, respectively. Then
(7) suppF(U ,V) = ρ(κ× λ)
and
(8) F(Mmax(κ),Mmax(λ)) = Mmax(ρ(κ× λ)).
Moreover, if κ and λ are operator synthetic, then the following statements are
equivalent:
(i) ρ(κ× λ) is operator synthetic;
(ii) F(Mmax(κ),Mmax(λ)) = Mmax(κ)⊗¯Mmax(λ);
(iii) F(Mmin(κ),Mmin(λ)) = Mmin(κ)⊗¯Mmin(λ).
Proof. We have that F(U ,V) = (U⊗¯B(K1,K2)) ∩ (B(H1,H2)⊗¯V), and hence
suppF(U ,V) = supp(U⊗¯B(K1,K2)) ∩ supp(B(H1,H2)⊗¯V).
By (5), the support of U⊗¯B(K1,K2) (resp. B(H1,H2)⊗¯V) is ρ(κ×(Y1×Y2)) (resp.
ρ((X1 × X2) × λ)). Identity (7) now readily follows. To establish (8) note that
F(Mmax(κ),Mmax(λ)) and Mmax(ρ(κ × λ)) are both reflexive and, by (7), have
equal supports.
Suppose that κ and λ are operator synthetic.
(ii)⇔(i) Using [24, Lemma 4.19] for the first equality below and identity (8) for
the last one, we have
Mmin(ρ(κ× λ)) = Mmin(κ)⊗¯Mmin(λ) = Mmax(κ)⊗¯Mmax(λ)
⊆ F(Mmax(κ),Mmax(λ)) = Mmax(ρ(κ× λ)).
If the inclusion in the above chain is equality then we have thatMmin(ρ(κ×λ)) =
Mmax(ρ(κ× λ)), in other words, that ρ(κ× λ) is operator synthetic. Conversely, if
ρ(κ× λ) is operator synthetic then we must have equalities throughout.
(iii)⇔(i) follows similarly from the chain
Mmin(ρ(κ× λ)) = Mmin(κ)⊗¯Mmin(λ) ⊆ F(Mmin(κ),Mmin(λ))
= (Mmin(κ)⊗¯B(K1,K2)) ∩ (B(H1,H2)⊗¯Mmin(λ))
= (Mmax(κ)⊗¯B(K1,K2)) ∩ (B(H1,H2)⊗¯Mmax(λ))
= F(Mmax(κ),Mmax(λ)) = Mmax(ρ(κ× λ)).

Corollary 5.4. Let κ ⊆ X1×X2 be an operator synthetic ω-closed set. If Mmax(κ)
has property Sσ then ρ(κ× λ) is operator synthetic for every operator synthetic ω-
closed set λ ⊆ Y1 × Y2.
Proof. Immediate from Proposition 5.3 (ii)⇔(i). 
It follows from Corollary 5.4 that if κ is a set of finite width then ρ(κ × λ) is
operator synthetic whenever λ is so. In fact, we have the following stronger result.
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Corollary 5.5. Let κ ⊆ X1 ×X2 and λ ⊆ Y1 × Y2 be operator synthetic sets and
κ′ ⊆ X1 ×X2 be an ω-closed set of finite width. If ρ(κ × λ) is operator synthetic
then so is ρ((κ ∪ κ′)× λ).
Proof. Let V = Mmax(κ), B = Mmax(κ
′) and U = Mmax(λ). It is straightforward
to check that the support of V + B is κ∪κ′. By [8, Corollary 4.2], κ∪κ′ is operator
synthetic, and hence Mmax(κ ∪ κ
′) = V + B. By Proposition 5.3,
F(Mmax(κ),Mmax(λ)) = Mmax(κ)⊗¯Mmax(λ).
By Theorem 3.10,
F(Mmax(κ ∪ κ
′),Mmax(λ)) = Mmax(κ ∪ κ
′)⊗¯Mmax(λ).
By Proposition 5.3, ρ((κ ∪ κ′)× λ) is operator synthetic. 
Our next aim is Theorem 5.9, for whose proof we will need some auxiliary lem-
mas.
Lemma 5.6. Let U ⊆ B(H1,H2) be a masa-bimodule and φ be a Schur idempotent
acting on B(H1,H2). Then φ(Ref(U)) = Ref(φ(U)) = Ranφ ∩ Ref(U).
Proof. By [8, Proposition 3.3], Ref(U) coincides with the space of all operators
X ∈ B(H1,H2) such that ψ(X) = 0 whenever ψ is a Schur idempotent annihilating
U . Fix T ∈ Ref(U) and let θ be a Schur idempotent on B(H1,H2) such that
θ(φ(U)) = {0}. Then θ ◦ φ(T ) = 0 and hence φ(T ) ∈ Ref(φ(U)); we thus showed
that φ(Ref(U)) ⊆ Ref(φ(U)).
Now suppose that T ∈ φ(Ref(U)); then clearly T ∈ Ranφ and, by the previous
paragraph, T ∈ Ref(φ(U)) ⊆ Ref(U). Thus, φ(Ref(U)) ⊆ Ran φ ∩ Ref(U). On the
other hand, if T ∈ Ranφ∩Ref(U) then T = φ(T ) ∈ φ(Ref(U)); hence, φ(Ref(U)) =
Ranφ ∩ Ref(U).
By [8, Proposition 3.3], Ranφ is reflexive and since reflexivity is preserved by
intersections, the previous paragraph implies that φ(Ref(U)) is reflexive. Since
φ(U) ⊆ φ(Ref(U)), we have Ref(φ(U)) ⊆ Ref(φ(Ref(U))) = φ(Ref(U)), and the
proof is complete. 
Lemma 5.7. Let φi be a Schur idempotent, κi ⊆ X1×X2 be the support of Ranφi,
and λi ⊆ Y1×Y2 be an ω-closed set, i = 1, . . . , r. Suppose that ∪
p
k=1λmk is operator
synthetic, whenever 1 ≤ m1 < m2 < · · · < mp ≤ r. Then the set ρ(∪
r
i=1κi × λi) is
operator synthetic.
Proof. Set κ = ρ(∪ri=1κi × λi), Ui = Mmin(λi) and W = Mmin(κ). By (5), the
support of the masa-bimodule
∑r
i=1 Mmin(κi)⊗¯Mmin(λi) is ρ(∪
r
i=1κi × λi); by the
minimality property ofW and the fact that the sets κi and λi are operator synthetic,
we have that
W =
r∑
i=1
Mmin(κi)⊗¯Mmin(λi) =
r∑
i=1
Mmax(κi)⊗¯Mmax(λi).
For each i = 1, . . . , r, let φ1i = φi and φ
−1
i = φ
⊥
i , and for each subset M of
{1, . . . , r}, let φM = φ
ǫ1
1 φ
ǫ2
2 · · ·φ
ǫr
r , where ǫi = 1 if i ∈M and ǫi = −1 if i 6∈M .
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Fix T ∈ Ref(W); we will show that T ∈ W. This will then imply that W =
Ref(W), and hence that ρ(∪ri=1κi × λi) is operator synthetic.
We have T =
∑
φ˜M (T ), where the sum is taken over all subsets M of {1, . . . , r}.
By Lemma 5.6, φ˜M (T ) ∈ Ref(φ˜M (W)) and hence
T ∈ Ref
(∑
M
r∑
i=1
φ˜M (Ran φi⊗¯Ui)
)
.
By Lemma 3.1, φ˜M (Ranφi⊗¯Ui) = RanφM ⊗¯Ui if i ∈M , and φ˜M (Ranφi⊗¯Ui) = {0}
otherwise. Thus,
T ∈ Ref
∑
M
(
RanφM ⊗¯
∑
i∈M
Ui
)
.
We have that φMφN = 0 if M 6= N . The assumption concerning the synthesis of
the finite unions of the sets λj implies that
∑
i∈M Ui = Mmax(∪i∈Mλi); we may
thus assume that the maps φi, i = 1, . . . , r have the property that φiφj = 0 if i 6= j.
We now proceed by induction on r. If r = 1, the statement follows from Lemma
3.1 and Corollary 5.4. Assume that the statement holds if the number of the given
terms is at most r − 1, and recall that T ∈ Ref(W). By Lemma 5.6 and the
inductive assumption,
φ˜⊥r (T ) ∈ Ref(φ˜
⊥
r (W)) ⊆ Ref
(
r−1∑
i=1
Mmax(κi)⊗¯Mmax(λi)
)
⊆ W.
On the other hand,
φ˜r(T ) ∈ Ref(Mmax(κr)⊗¯Mmax(λr)) = Mmax(κr)⊗¯Mmax(λr)
= Mmin(κr)⊗¯Mmin(λr) ⊆ W
(we have used Lemma 5.6 for the containment, and Corollary 5.4, Proposition 5.3
and the fact that Mmax(κr) has property Sσ for the first equality). Thus,
T = φ˜r(T ) + φ˜
⊥
r (T ) ∈ W
and the proof is complete. 
Lemma 5.8. Let κi ⊆ X1 ×X2 be the support of a nest algebra bimodule, and let
λi ⊆ Y1 × Y2 be an ω-closed set, i = 1, . . . , r. Suppose that ∪
p
k=1λmk is operator
synthetic whenever 1 ≤ m1 < m2 < · · · < mp ≤ r. Then the set ρ(∪
r
i=1κi × λi) is
operator synthetic.
Proof. Set κ = ρ(∪ri=1κi × λi). Let Bi = Mmax(κi), Ui = Mmax(λi), i = 1, . . . , r,
and W =
∑r
i=1 Bi⊗¯Ui. As in the proof of Lemma 5.7, W = Mmin(κ) and hence
Ref(W) = Mmax(κ).
Let (φi,k, θi,k,Mi,k,Zi,k)k∈N be a decomposition scheme for Bi, i = 1, . . . , r. Set
ψi,k = (φi,k+θi,k)
⊥. For each subsetM of {1, . . . , r}, a subset N of M , and indices
k1, k2, . . . , kr ∈ N, we let γ
M,N
k1,k2,...,kr
= γ1 ◦ · · · ◦ γr, where γi = φ˜i,ki if i ∈ N ,
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γi = θ˜i,ki if i ∈M \N and γi = ψ˜i,ki if i 6∈M . Fix T ∈ Ref(W). Then, by Lemmas
3.1 and 5.6,
γ
M,N
k1,k2,...,kr
(T ) ∈ Ref
(
r∑
i=1
Yi,ki⊗¯Ui
)
,
where Yi,ki is equal to Mi,ki if i ∈ N , to Zi,ki if i ∈M \N and to {0} if i 6∈M .
Moreover, for all k1, k2, . . . , kr, we have that
T =
∑
M,N
γ
M,N
k1,k2,...,kr
(T ),
where the sum is taken over all subsets M and Nof {1, . . . , n} with N ⊆ M . By
Lemma 5.7,
γ
M,N
k1,k2,...,kr
(T ) ∈
r∑
i=1
Yi,ki⊗¯Ui.
Since Zi,k ⊆ Bi for every k ∈ N, we have that
γ
M,N
k1,k2,...,kr
(T ) ∈
r∑
i=1
Xi,ki⊗¯Ui,
where Xi,ki is equal to Mi,ki if i ∈ N , to Bi if i ∈M \N and to {0} if i 6∈M .
Let {(Mp, Np)}
q
p=1 be an enumeration of the pairs of sets (M,N) with N ⊆M ⊆
{1, . . . , r}. For every fixed r−1-tuple (k1, . . . , kr−1) of indices, choose a weak* con-
vergent subsequence (γM1,N1k1,k2,...,kr−1,k′r
(T ))k′r∈N of the sequence (γ
M1,N1
k1,k2,...,kr
(T ))kr∈N,
and let γM1,N1k1,k2,...,kr−1(T ) be its limit. Then choose a weak* convergent subse-
quence (γM2,N2k1,k2,...,kr−1,k′′r
(T ))k′′r ∈N of the sequence (γ
M1,N1
k1,k2,...,kr−1,k′r
(T ))k′r∈N, and let
γ
M2,N2
k1,k2,...,kr−1
(T ) be its limit. Continuing inductively, define, for each pair (M,N),
an operator γM,Nk1,k2,...,kr−1(T ); by the choice of these operators, we have that
T =
∑
M,N
γ
M,N
k1,k2,...,kr−1
(T ).
By Proposition 4.1 (v),
γ
M,N
k1,k2,...,kr−1
(T ) ∈
r−1∑
i=1
Xi,ki⊗¯Ui + Br⊗¯Ur.
We now choose, as in the previous paragraph, for every r−2-tuple (k1, . . . , kr−2)
of indices, a weak* cluster point γM,Nk1,k2,...,kr−2(T ) of (γ
M,N
k1,k2,...,kr−1
(T ))kr−1∈N such
that T =
∑
M,N γ
M,N
k1,k2,...,kr−2
(T ), and use Proposition 4.1 (v) to conclude that
γ
M,N
k1,k2,...,kr−2
(T ) ∈
r−2∑
i=1
Xi,ki⊗¯Ui + Br−1⊗¯Ur−1 + Br⊗¯Ur.
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Continuing inductively, we conclude that T =
∑
M,N γ
M,N
∅
(T ), where γM,N
∅
(T ) ∈
W for all subsets N and M of {1, . . . , r} with N ⊆ M . Hence, T ∈ W and the
proof is complete. 
Theorem 5.9. Let κi ⊆ X1 ×X2 be a set of finite width, and let λi ⊆ Y1 × Y2 be
an ω-closed set, i = 1, . . . , r. Suppose that ∪pk=1λmk is operator synthetic whenever
1 ≤ m1 < m2 < · · · < mp ≤ r. Then the set ρ(∪
r
i=1κi × λi) is operator synthetic.
Proof. Let κ = ρ(∪ri=1κi × λi), Bi = Mmax(κi) and write Bi = ∩
li
j=1B
i
j, where B
i
j
is a nest algebra bimodule, i = 1, . . . , r, j = 1, . . . , li. Let also Ui = Mmax(λi),
i = 1, . . . , r. Fix
T ∈Mmax(κ) = Ref
(
r∑
i=1
Bi⊗¯Ui
)
.
Lemma 5.8 implies that, for all j1, . . . , jr, we have
T ∈ Ref
(
r∑
i=1
Biji⊗¯Ui
)
=
r∑
i=1
Biji⊗¯Ui.
By Corollary 4.21,
T ∈
r∑
i=1
Bi⊗¯Ui = Mmin(κ).

Remark 5.10. In Theorem 5.9, the condition that ∪pk=1λmk be operator synthetic
whenever 1 ≤ m1 < m2 < · · · < mp ≤ r cannot be omitted. Indeed, given such
a choice of indices, fix a non-trivial subset of finite width κ, and let κmj = κ,
j = 1, . . . , p, and κi = ∅ if i 6∈ {m1, . . . ,mp}. If ρ(∪
r
i=1κi × λi) = ρ(κ× (∪
p
j=1λmj ))
is operator synthetic then, by Remark 5.1, ∪pj=1λmj is operator synthetic.
We conclude this section with an application of the previous results to spectral
synthesis. Let G be a second countable locally compact group. By [20], a closed
set E ⊆ G satisfies local spectral synthesis if and only if the set
E∗ = {(s, t) ∈ G×G : st−1 ∈ E}
is operator synthetic (here G is equipped with left Haar measure). We note that,
in the case the Fourier algebra A(G) has an approximate identity, E is of local
spectral synthesis if and only if it satisfies spectral synthesis (see [20]).
Let R+ be the group of positive real numbers and ω : G→ R+ be a continuous
group homomorphism. For each t > 0, let
Etω = {x ∈ G : ω(x) ≤ t};
it is natural to call such a subset a level set. We have that
(Etω)
∗ = {(x, y) ∈ G×G : ω(x) ≤ tω(y)}
and hence the intersections of the form
E = Et1ω1 ∩ · · · ∩ E
tk
ωk
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are a Harmonic Analysis version of sets of finite width: they have the property
that the corresponding set E∗ is a set of finite width (see also [8]). Theorem 5.9
has the following immediate consequence.
Corollary 5.11. Let G and H be second countable locally compact groups. Suppose
that E1, . . . , Er are level sets in G and F1, . . . , Fr are closed subsets of H such that
∪pk=1Fmk is a set of local spectral synthesis whenever 1 ≤ m1 < m2 < · · · < mp ≤ r.
Then the set ∪ri=1Ei × Fi is a set of local spectral synthesis of G×H.
6. Fubini products and Morita equivalence
In this section, we show how tensor product formulas relate to the notion of
spacial Morita equivalence introduced in [6]. For subspaces X and Y of operators,
we let
[XY] =
{
k∑
i=1
XiYi : Xi ∈ X , Yi ∈ Y, i = 1, . . . , k, k ∈ N
}
.
We recall the following definition from [7]:
Definition 6.1. Let A (resp. B ) be a weak* closed unital algebra acting on a
Hilbert space H1 (resp. H2). We say that A is spatially embedded in B if there
exist a B,A-bimodule X ⊆ B(H1,H2) and an A,B-bimodule Y ⊆ B(H2,H1) such
that [XY] ⊆ B and [YX ] = A.
If, moreover, B = [XY], we call A and B spatially Morita equivalent.
We note that if two unital dual operator algebras A and B are weak* Morita
equivalent in the sense of [2] then they have completely isometric representations α
and β such that the algebras α(A) and β(B) are spatially Morita equivalent (this
fact will not be used in the sequel).
Theorem 6.1. Let H1, H2 and K be Hilbert spaces and A ⊆ B(H1) and B ⊆
B(H2) be weak* closed unital algebras. Suppose that A is spatially embedded in
B and let U ⊆ B(K) be a weak* closed space such that F(B,U) = B⊗¯U . Then
F(A,U) = A⊗¯U .
Proof. Let X ⊆ B(H1,H2) and Y ⊆ B(H2,H1) be subspaces satisfying the con-
ditions of Definition 6.1, and T ∈ A⊗¯B(K) be such that Rφ(T ) ∈ U for all
φ ∈ B(H1,H2)∗. Suppose that
T = w∗- lim
n
mn∑
i=1
Ani ⊗ S
n
i ,
where (Ani )
mn
i=1 ⊆ A and (S
n
i )
mn
i=1 ⊆ B(K). Fix X1 ∈ X and Y1 ∈ Y and set S =
(X1⊗I)T (Y1⊗I). For ψ ∈ B(H2)∗, let φ ∈ B(H1)∗ be given by φ(A) = ψ(X1AY1),
A ∈ B(H1). Since
Rφ(T ) = w
∗- lim
n
mn∑
i=1
φ(Ani )S
n
i ∈ U ,
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we have that Rψ(S) ∈ U , for every ψ ∈ B(H2)∗. By our assumption, S ∈ B⊗¯U .
Therefore, (X1⊗ I)T (Y1⊗ I) ∈ B⊗¯U for all X1 ∈ X and all Y1 ∈ Y. It follows that
(Y2X1 ⊗ I)T (Y1X2 ⊗ I) ∈ A⊗U , for all X1,X2 ∈ X , Y1, Y2 ∈ Y.
Since I ∈ A = [YX ], it follows that T ∈ A⊗¯U . 
The following corollary is straightforward from Theorem 6.1.
Corollary 6.2. Suppose that A and B are weak* closed unital operator algebras.
(i) Suppose that A is spatially embedded in B. If B has property Sσ then so does
A.
(ii) Suppose that A and B are spatially Morita equivalent. Then A has property
Sσ precisely when B does so.
The last corollary, which is immediate from [7] and Corollary 6.2, concerns the
inheritance of property Sσ in the class of CSL algebras; we refer the reader to [1]
for the definition, relevant notation and theory of this class of algebras.
Corollary 6.3. Let L1 and L2 be CSL’s.
(i) Suppose that φ : L1 → L2 is a strongly continuous surjective lattice homo-
morphism. If Alg(L1) has property Sσ then so does Alg(L2).
(ii) Suppose that φ : L1 → L2 is a strongly continuous lattice isomorphism. Then
the algebra Alg(L1) has property Sσ if and only if Alg(L2) does so.
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