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State-of-the-art systems that are used for detection, tracking and communication
applications have many drawbacks when such systems are utilized in complex and
highly cluttered environments. As an example, Global Positioning System (GPS)
either completely fails or have very poor resolution under foliage, indoors, inside
tunnels and in highly cluttered urban environments. Also, for power limited ad hoc
wireless networks in complex propagation environments, various phenomena includ-
ing multipath, attenuation, diffraction from sharp corners and edges and scattering
from other obstacles contribute to the fading and distortion of electromagnetic waves
that severely limit the coverage and reliability of the wireless service. The signal that
arrives at a receiver, for a wireless system operating in such environment, is the sum
of the direct path between transmit(Tx) and receive(Rx) antennas attenuated by
penetrable objects as well as signal components scattered by nearby obstacles. Be-
cause of the difference in path length among the various signal components and in the
absence of a direct signal, the received electric field will have uneven spatial distribu-
tion and significant fluctuations. This phenomenon is called fast fading and results
in intermittent signal drop-off causing the communication channel to be unreliable.
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The work presented in this thesis considers two classes of challenging problems. The
first focus of the work pertains to developing radio frequency (RF) based techniques
that exploit and/or mitigate the effect of scattering from surrounding obstacles in
the environment of interest for localization, tracking and communication applica-
tions in indoor and urban environments. The second problem of interest is related
to the detection and localization of buried targets. In this case radar based schemes
which utilize electromagnetic waves scattered by the object in the presence of other
scatterers surrounding the object are more appropriate. It should be noted that in
this thesis detection refers to the ability to determine whether there is a target or
not.
An ensemble of small robotic platforms deployed in complex propagation environ-
ments as depicted in Fig. 1.1 can be used to describe the various aspects of the work.
The envisioned system consists of robotic platforms which are equipped with minia-
turized antennas for sensing, navigation and communication purposes. The robotic
platforms could be flyers and crawlers (deployed in indoor and urban environments
for various military and civilian applications) and robotic rovers (for subsurface de-
tection and localization of buried objects). In addition to the challenges associated
with the presence of clutter, the fact that the antennas in such systems are very
close to the ground (≤ λ above ground) presents another challenge since conventional
propagation modeling approaches such as Ray tracing have significant inaccuracies
when used for near-ground propagation characterization. Localization and tracking
approaches based on RF signals transmitted by a miniaturized antenna integrated
on the object of interest could be useful for applications such as robot-assisted fire
and earthquake rescue missions, user position estimation in mobile communications
and for security systems. A vital military application includes enhancing tactical sit-
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Figure 1.1: An ensemble of very small robotic platforms(e.g. flyers,crawlers) equipped with minia-
turized sensors deployed in complex propagation scenarios for Military (intelligence
gathering, situational awareness in urban warfare) or civilian applications (rescue mis-
sions,monitoring hazardous environments, Images borrowed from [4]-[5].
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uational awareness in urban warfare. One specific application of interest pertains to
assisting the aforementioned robotic platform in real-time high-resolution navigation
in these cluttered environments.
High resolution subsurface detection and imaging techniques are sought for vari-
ous military and homeland security applications including the detection of landmines,
Unexploded Ordnance (UXO), clandestine tunnels and weapons facilities. The de-
tection of buried pipelines, wires and cables, and rescue missions under collapsed
buildings are examples of civilian applications. In many scenarios, the depth of the
various targets that need to be localized could vary from a few centimeters for shal-
low targets (e.g. landmines) to several meters for targets that are deeply-submerged
(tunnels,UXO, etc.). The challenge with detecting shallow targets mainly has to do
with the fact that the air-ground reflection will make it difficult to isolate the signal
scattered by the target [1]-[3]. Due to soil inhomogeneity and soil moisture con-
tent, electromagnetic signals (especially at high frequencies) experience significant
attenuation, reflection and scattering in subsurface environments making the detec-
tion/imaging of deeply submerged targets difficult. Traditional ground penetrating
radars (GPRs) do not provide adequate imaging resolution and/or sufficient depth
which renders them of limited use in the considered applications.
As it was alluded to earlier, the approaches pursued in this work are primarily
intended for applications in complex propagation and scattering environments for
which the Tx and Rx antenna heights maybe a fraction of the wavelength. This
entails developing efficient and accurate propagation and scattering models for near-
ground sensors deployed in complex environments including indoor, urban and sub-
surface environments. In the first part of this work an efficient semi-analytic propa-
gation model that fully accounts for near-ground propagation effects and their inter-
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actions with indoor scatterers such as building walls and furniture is proposed. Such
a model is useful because existing ray tracing routines which are commonly used for
indoor field prediction, are inadequate for evaluating signal coverage of transceiver
nodes close to the ground (< λ above ground) since such routines neglect higher order
surface waves and are inadequate to treat finite-sized and possible irregular-shaped
obstacles at VHF and UHF bands. The proposed model addresses these issues and
has been validated by full-wave simulation results and laboratory measurements. An
accurate scattering model for a target buried in realistic subsurface environment,
modeled as a vertically stratified medium is also presented.
In the second part of this work, a sub-wavelength source tracking system utilizing
highly miniaturized antennas in the HF range for applications in GPS-challenged
environments including indoor and urban scenarios is proposed. The propagation
model described above and other numerical models are used to investigate wave
propagation and scattering in complex indoor scenarios as a function of frequency
and to validate direction finding in the HF range in multipath environments. At such
low frequencies, accurate measurement of the phase difference between the signals
at the Rx antenna elements having very small baseline is challenging. To address
this issue, a biomimetic circuit that mimics the hearing mechanism of a fly (Ormia
Ochracea) is utilized to ease the measurement of small phase differences. A system
prototype is realized and tested in realistic environments.
In the third part of the work, a high resolution subsurface imaging technique for
detection and localization of deeply submerged targets is proposed. The approach is
based on distributed near-ground sensor networks that utilize ultra-wideband wave-
forms in the Very High Frequency (VHF) range. The subsurface scattering model
alluded to earlier is utilized as a forward model. Also, an efficient inversion technique
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that uses ultra-wideband near-field focusing is proposed. Numerical models and a
laboratory scaled model measurements are used for validation and analysis.
In the last part of the work, a new physics-based technique to analyze antenna di-
versity systems is proposed. The approach takes into account the complex radiation
pattern of the Tx and Rx diversity antenna systems in conjunction with an accurate,
deterministic, coherent, and polarization preserving propagation model for a complex
multipath scenario. The approach is utilized to investigate advantages offered by a
common aperture pattern diversity antenna systems. A co-located, compact radia-
tion pattern diversity system prototype is realized and characterized by the proposed
technique as well as measurement results and the improvement in channel reliability
is quantified via complex correlation coefficient and diversity gain.
1.2 Previous work
1.2.1 Indoor Wave Propagation Models
Electromagnetic field prediction models for indoor and urban environments have
several applications including wireless channel characterization, radar through-wall
imaging and distributed sensor networks for environmental and subsurface sensing
[7]-[8]. Through-wall imaging and detection techniques, which have applications in
many areas including fire and earthquake rescue missions and security systems (de-
tection of intruders), often require a fast and accurate forward model which takes into
account scattering from indoor obstacles. Another application pertains to position-
ing and tracking of robotic platforms deployed in complex environments including
urban and indoor scenarios for military applications to enhance tactical situational
awareness. A specific example of this is assisting the aforementioned platform in
high-resolution navigation. There are also other military applications including sen-
sor networks deployed in the battlefield for communications between soldiers on the
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ground. Examples of such systems that researchers have been working on include the
Self-Healing Minefield (SHM) system sponsored by U.S. Defense Advanced Research
Projects Agency(DARPA) [9] which is an anti-vehicle landmine system that utilizes
a networked communication among the various mines and the Networked Embed-
ded Systems Technology (NEST) which is also a DARPA program intended to be
deployed in various environments [10]. The antennas used in such systems are often
very close to the ground. For example, the antenna height of the SHM system is 7
cm [11]. One of the main goals of this thesis is to present an indoor wave propagation
model that accurately captures the Norton surface waves that are dominant at low
transceiver heights.
In the literature, various indoor field prediction models have been presented. Ray
tracing routines are used as the primary methods to predict field coverage in indoor
and urban settings [12]-[22]. In [23], a hybrid technique that combines a full-wave
approach with ray tracing is developed. In [24], a path loss prediction model that
utilizes a parabolic approximation of the Helmholtz equation is proposed. There are
also various high-frequency techniques including the Geometrical theory of diffraction
(GTD) and Uniform theory of diffraction (UTD) that are devised to include diffrac-
tion effects from edges and corners [25]-[27]. Geometrical optics alone does not take
into account finiteness and possible irregularities of building walls and other indoor
scatterers. This is because of the inherent assumption used when the Fresnel reflec-
tion and transmission coefficients are derived in which the building wall is treated as
an infinite homogeneous dielectric slab.
Several researchers have focused on developing indoor field prediction models that
are based on measurement results especially for lower frequency applications [28]-
[34]. Although models based on measurement could give a more accurate estimate
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of the received field compared to ray tracing routines, the drawback of such models
is the fact that they are site-specific and hence are not versatile. Also, develop-
ing a measurement-based model is expensive and does not provide insight into the
various scattering mechanisms. Pure numerical solvers that are based on methods
such as Method of Moments(MoM),Finite element method (FEM),Finite-difference
time-domain (FDTD), etc. are usually not preferred due to the high computational
cost resulting from the large size of realistic indoor propagation scenarios in terms
of wavelength. These methods are limited to low frequencies and small building sce-
narios and require high-performance computers. Furthermore, the existing models
including the various ray tracing and hybrid techniques are inadequate for evaluat-
ing the signal coverage for near-ground networks since the scattered wave from the
ground is only approximated by using the Fresnel reflection coefficient neglecting the
higher order Norton surface waves.
1.2.2 Source tracking in Multipath Environments
Available techniques for direction finding that are based on time-of-arrival (TOA),
time-difference-of-arrival (TDOA) and received signal strength indicator (RSSI) often
involve complex algorithms [35]-[41]. TOA and TDOA based approaches also have
an inherent issue associated with clock drift [41]. Angle of arrival (AOA) based
methods are relatively simple (with some complexity related to antenna calibration)
and can be reliably used to determine the direction of a source [42]-[43]. Hybrid
approaches that combine AOA and TDOA techniques have also been reported [44]-
[45]. In GPS-denied environments such as indoor and urban scenarios the task of
localizing and tracking an RF source is even more challenging because of multipath.
The level of multipath increases significantly at frequencies utilized in conventional
wireless systems (2-5GHz range) or even in the VHF range compared to the HF band
9
Figure 1.2: Available Indoor localization and positioning systems, diagram borrowed from [39]
[46]-[47]. Given a Tx and Rx antenna system located in a multipath environment,
the signal at the Rx antenna consists of the direct, reflected, diffracted and multiply
scattered components from the objects within the environment. The path lengths of
multiply scattered fields can be quite different from other field components (direct).
A full-wave analysis of multipath levels in indoor scenarios is presented in chapter
III. Several researchers have worked on ultrawideband (UWB) systems and different
signal processing algorithms for non-line-of-sight (NLOS) source localization [48]-
[51]. Other approaches include Vision-based position estimation and tracking based
on sensors integrated in the environment itself [52]-[53].
1.2.3 Subsurface Imaging
Since the invention of Radar (RAdio Detection And Ranging) before World War
II, Scientists have made great strides in the last century developing highly sophisti-
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Figure 1.3: Ormia uses a pair of mechanically coupled ears to localize the male cricket using the
crickets chirp ( 4.8KHz). Finding a host cricket is vital for the fly′s survival. Ormia′s
directional accuracy is about 2◦(similar to a human ear). Ormia′s ears are separated by
1.2mm (λ/60 at 4.8KHz) . The figure shows: a) the Parasitoid fly Ormia Ochracea and
its cricket host, b) Ormia′s coupled ears and its mechanical model, and c) a schematic
of the electrical analogous of Ormia′s coupled ears showing the use of a phase difference
amplification (PDA) circuit and d) a first order circuit realization of the PDA circuit
that mimics Ormia′s coupled ears utilized in the system presented in Chapter III[Images
in a) and b) are from [93]].
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cated radar based systems for a variety of civilian and military applications. Today,
such systems are being used in air traffic control, weather prediction, radar astron-
omy, air-defense and antimissile systems. Another application of interest is in the
area of subsurface imaging. While it is possible to image planets, stars and galaxies
with relatively high resolution, imaging even a few meters into the earth has proven
to be very difficult. A significant amount of work has been devoted towards develop-
ment of various techniques to image targets and underground structures by making
use of electromagnetic signals including active sensor systems such as GPR and pas-
sive sensors such as magnetometers [54]-[63]. Other techniques include electro-optical
infrared sensors and electromagnetic induction (EMI) [64]. Several researchers have
focused on developing hardware and signal processing for mono-static and bi-static
radar systems for subsurface detection. In [65], a multi-static GPR system using
beamforming is presented. Other researchers developed various inversion algorithms
and carried out experiments for multi-static imaging systems [66]-[70]. In many of
the current approaches, the inefficiencies include poor resolution, high false alarm
rates caused by man-made or naturally occurring clutter, and challenges associated
with detecting deeply submerged targets. It should also be noted that many of the
available techniques are not ideal for quick detection in large areas contaminated with
mines or UXO. One area that is seldom addressed has to do with the optimal distri-
bution of the sensors or receiving points. Basically, given N number of sensors along
with the choice of polarization for each sensor, the goal becomes how to best arrange
the sensors to cover the largest possible area while achieving the best resolution and
minimizing the direct coupling among transmitting and receiving antennas.
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1.2.4 Diversity Systems
An aspect of wireless communication that is of paramount importance is reli-
able connectivity unhampered by signal fading caused by scatterers such as walls,
buildings and other obstacles. As mentioned before, an inherent challenge associ-
ated with indoor communication channels is fast fading which results in intermittent
signal drop-off making the communication channel unreliable. A viable approach
to mitigate fast fading is the use of antenna diversity systems. Antenna Diversity
is a communication method utilizing multiple antennas to receive and/or transmit
signals to capture statistically independent copies of the signal to compensate for the
multipath interferences.
In the literature, there are five different types of diversity techniques that can be
used to improve channel reliability: spatial, temporal, polarization, frequency, and
radiation pattern. Of these, only spatial, polarization and pattern make for a practi-
cal implementation in WLAN antenna systems. In [71], an analysis of a spatial diver-
sity system based on simulations and measurements is presented. The performance of
a dual-antenna handset for which different antenna types were utilized is investigated
with particular focus on industrial, scientific, and medical (ISM) band [72]. In [73], a
test system to experimentally determine the complex correlation coefficient between
two antenna branches is proposed and was utilized to evaluate the polarization di-
versity performance of different antenna pairs in Rayleigh and Rician distributions
which are often used to model indoor environments. In [74], experiments where an-
tenna separation, polarization, and pattern were varied independently were carried
out and the performance of the diversity system is analyzed. Other researchers have
also reported analysis results of various diversity systems based on measurement and
stochastic indoor propagation models [75]-[78]. For small wireless devices, spatial
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diversity scheme is not an option due to limited space on such devices. In a highly
multipath environment where signal fading is strong and signal’s direction of arrival
to the receiver is diverse, radiation pattern diversity is most suitable. Radiation di-
versity often refers to antenna systems composed of two or more arrays with beams
pointing in different directions to collect statistically independent rays arriving from
different directions. Again for small wireless platforms such solution is not appropri-
ate. Small common aperture antennas with multiple feed that can produce almost
orthogonal radiation patterns are envisioned for these applications [79].
1.3 Dissertation Overview
The dissertation explores various Radio frequency based techniques that exploit
and/or mitigate multipath effects in complex propagation and scattering environ-
ments for target detection, tracking and wireless communication applications. This
entails developing efficient and accurate propagation and scattering models for near-
ground sensors deployed in complex environments including indoor and subsurface
environments. A block diagram summarizing the various components of the work is
given in Fig. 1.4. Following is an overview of each chapter in more detail.
Chapter II: Near-ground Wave Propagation Model for Indoor Scenarios
This chapter presents an efficient semi-analytic model for near-ground wave prop-
agation in indoor scenarios is presented. For transceivers deployed in indoor envi-
ronments on or near the ground, since RF wave propagation is dominated by Norton
surface waves, these higher order waves and their interactions with building walls and
other indoor obstacles have to be captured for accurate field calculations. Existing
ray tracing routines which are commonly used for indoor field prediction, are inad-
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equate for evaluating signal coverage of transceiver nodes very close to the ground
(less than a wavelength above ground) since such routines neglect higher order sur-
face waves. In addition, geometrical optics alone is inadequate to treat finite-size
and possible irregular-shaped obstacles at low radio frequencies (VHF and lower
UHF). Our approach for calculation of near-ground wave propagation and scattering
is based on a hybrid physical optics and asymptotic expansion of dyadic Green’s
function for a half-space dielectric medium. Equivalence principle in conjunction
with physical optics approximation is utilized to handle scattered field from building
walls which are the dominant scatterers in indoor settings. The proposed approach
is validated for various indoor propagation scenarios by using both measurement
results and full-wave numerical solvers.
Chapter III: Sub-wavelength Source Tracking in GPS-challenged Environments
In this chapter, a Sub-wavelength source tracking system utilizing highly miniatur-
ized antennas in the HF range for applications in GPS-denied environments including
indoor and urban scenarios is proposed. A technique that combines a high resolu-
tion direction finding and radio triangulation utilizing a compact transmit (Tx) and
receive (Rx) antenna system is pursued. Numerical models are used to investigate
wave propagation and scattering in complex indoor scenarios as a function of fre-
quency. We choose HF band to minimize attenuation through walls and multipath in
indoor environments. In order to achieve a compact system, a low-profile and highly
miniaturized antenna (λ/300 height and λ/100 lateral dimensions at 20MHz) having
omnidirectional, vertically polarized field is designed. At such low frequencies, ac-
curate measurement of the phase difference between the signals at the Rx antennas
having very small baseline is challenging. To address this issue, a biomimetic cir-
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cuit that mimics the hearing mechanism of a fly (Ormia Ochracea) is utilized (See
Fig. 1.3). With this circuit, very small phase differences are amplified to measurable
values. The numerical simulations are used to analyze direction of arrival retrieval
and source localization in highly cluttered environments. A compact system proto-
type is also realized and source tracking in complex indoor scenarios is successfully
demonstrated.
Chapter IV: Subsurface Imaging based on Distributed Near-ground Sensors
This chapter discusses a high resolution subsurface imaging technique based on
distributed near-ground sensor networks that utilizes ultra-wideband waveforms in
the Very High Frequency (VHF) range is presented. An accurate scattering model
for a target buried in realistic subsurface environment, modeled as a vertically strati-
fied medium,is presented first. Then an inversion technique that uses ultra-wideband
near-field focusing is described. The signal penetration depth as a function of fre-
quency and various subsurface parameters is calculated based on the developed for-
ward model. The imaging resolution as it relates to the accuracy of background
retrieval is also analyzed. A semi-empirical soil dielectric model that was originally
developed for the Ultra High Frequency (UHF) band is modified and validated at the
VHF range with measured results available in the literature. For a given soil textural
composition and frequency, the model predicts the real and imaginary parts of the
dielectric constant as a function of volumetric moisture content (MV) of soil. This
soil dielectric model is utilized to make the inversion more efficient. To address the
challenge associated with the design of compact and ultra-wideband VHF antennas,
a scheme utilizing multiple antennas and reduced number of frequency points is pro-
posed. The sensor arrangement both in terms of spatial distribution and polarization
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of each antenna as it relates to the lateral resolution as well as minimizing the direct
coupling between the Tx and Rx antennas is analyzed. The proposed subsurface
imaging approach is validated based on numerical techniques and a laboratory scale
model measurement results.
Chapter V: Measurements and Physics-based Analysis of Co-located Antenna Pattern
Diversity System
The focus of this chapter is to investigate the advantages offered by radiation pat-
tern diversity using a new physics-based diversity analysis technique and measure-
ment results. Unlike techniques that utilize polarization and/or spatial diversity,
radiation pattern diversity offers a unique opportunity to achieve compact diver-
sity antenna systems especially with the advent of enabling antenna miniaturization
techniques. In this work, a co-located antenna radiation pattern diversity system is
proposed and its performance is analyzed using an accurate physics-based diversity
analysis technique. The proposed analysis technique utilizes an efficient determin-
istic propagation model modified by incorporating the complex gain of the Tx and
the complex effective height of the Rx antennas into the rays launched and received
by the antennas in a coherent manner. The proposed system is realized and tested
in complex indoor scenarios based on which complex correlation coefficients between
various channels and the effective diversity gain are computed to quantify the im-
provement in channel reliability.
The thesis concludes by summarizing the academic contributions of the work and
discussing possible future work related to the topic.
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Figure 1.4: Thesis flowchart.
CHAPTER II
Near-ground Wave Propagation Model for Indoor Scenarios
2.1 Introduction
In this chapter, an efficient semi-analytic near-ground wave propagation model for
indoor scenarios is proposed. The method is based on asymptotic behavior of dyadic
Green’s function for a half-space dielectric in conjunction with a physical optics
approximation to handle scattered field from various indoor obstacles. Dielectric
building walls, which are the most commonly encountered features in indoor and
urban settings, are modeled as dielectric blocks whose effective dielectric constants
are calculated based on the electromagnetic characteristics of the building materials.
The field scattered by building walls and other indoor obstacles that are in the line
of sight of the transmitter is computed by first approximating the total fields inside
the dielectric medium using physical optics and then applying equivalence principle.
The dielectric scatterers are then replaced by polarization currents which are used
to calculate the first order scattered field. Geometric optics in conjunction with the
Green’s function is used to account for multiple reflections from the shadowed walls
up to any desired order.
In the following sections, we describe the proposed approach and discuss how the
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various components of the electric field are calculated in 2D for a simple wall-ground
geometry followed by the extension of the 2D model to 3D multi-wall scenarios. The
implementation and validation of the proposed technique by using numerical solvers
followed by the comparison of Norton waves and the scattered field component from
furniture are discussed. Also, time-domain analysis of the received field, which is
useful to get an insight into the various scattering mechanisms, is presented. The
accuracy and computational efficiency of the proposed technique is compared to that
of ray tracing and a full-wave solver. Finally, measurement results from controlled
laboratory measurements are used to further investigate the accuracy of the pro-
posed technique. In all the formulations and discussions to follow eiwt time variation
convention is assumed.
2.2 Norton Surface waves
As it was alluded to in the previous section, for near-ground transceivers even
without the presence of building walls, wave propagation is dominated by the Norton
surface waves due to the near cancelation of the direct field with the GO reflected
field (see Fig. 2.1), which are the first two terms in equation (2.1). The third term
is particularly important at lower RF bands for ad hoc communication scenarios.





Since Norton waves vary as a function of the sum of the heights of the Tx and Rx
antennas, the ratio of the Norton waves to the GO components (Edirect+E
GO
reflected) is
plotted against the sum of the transmitter height and receiver height (zs+zo) in terms
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Figure 2.1: A schematic of a near-ground Tx and Rx antennas on top of a dielectric half-space
showing the direct, the GO-reflected and the Norton surface waves.
of wavelength as can be seen in Fig. 2.2. It should be noted that, ′zo+ zs′, shown in
terms of wavelength (in the X-axis), is calculated independently for each frequency.
So, when the curve for the 30 MHz case is plotted, it’s against the height in terms of
wavelength at 30MHz. The curves for the other frequencies are plotted in a similar
fashion. As can be seen in the plot, the Norton waves are dominant independent
of frequency as long as the transceiver height is small in terms of wavelength. The
slight variation in the ratio (ENW/EGO) is caused by the change in the imaginary
part of the dielectric constant as a function of frequency.
Based on the above analysis, we see that the higher order Norton waves and their
interactions with building walls and other indoor obstacles have to be taken into
account for accurate field calculation. Despite the extensive research that has been
carried out recently in the area of indoor field prediction modeling, to our knowledge,
an accurate and computationally efficient technique that fully takes into account
these higher order Norton waves and can be applied for characterizing near-ground
































f = 100 MHz
f = 30 MHz
f = 60 MHz
Figure 2.2: The ratio of the higher order Norton surface waves contribution (ENW ) to GO compo-
nent (EGO) of the received field plotted against the sum of Rx height (z0) and Tx height
(zs). The antennas are located above a half-space dielectric medium (as shown in Fig.
2.1), ϵrg = 4 and σ = 0.01 S/m. The Tx antenna in this simulation is horizontally
polarized.
2.3 Semi-analytic near-ground propagation model in indoor scenarios
In this Section, an efficient semi-analytic approach to calculate the received electric
field in an indoor setting where both the transmitting and receiving antennas are
located in close proximity to the ground (less than a wavelength above ground) is
presented. It should be noted that, even though the focus here is on near-ground
transceiver nodes, the formulation is general and is valid for arbitrary transceiver
node heights. We first briefly describe the derivation of the asymptotic computation
of the Green’s function followed by the description of the approach we pursued to
calculate the various components of the received field for a case where the Tx and Rx
antennas are located on either side of a single dielectric building wall. The extension
of the method to multi-wall scenarios will be discussed in the later part of this section.
The classic problem of calculation of the electric field radiated by an infinitesimal
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Figure 2.3: A schematic showing the dielectric ground and building walls and a transmitting an-
tenna and observation point
dipole located above a half-space medium has been investigated extensively [29-32].
The available solutions, however, involve the well known Sommerfeld integrals which
are of the type given in equation (2.3) and are difficult to evaluate due the presence
of poles and oscillatory properties of the integrals. Various exact and asymptotic
solutions have been proposed to solve this issue. In [80], a method called the exact
image theory is used to derive explicit expressions for fields radiated by dipoles above
impedance surfaces. Asymptotic and ray tracing based approaches to efficiently
calculate the field radiated by a dipole above a half-space and multi-layer cases have
also been proposed [81]-[82].
For transceivers located in indoor scenarios, like the example shown in Fig. 2.3,
the total electric field observed at the location of the receiver, can be decomposed
into three components as given in the equation below. In the discussion below,
the locations (in the rectangular coordinate system) of the Tx and Rx antennas is
(xs, ys, zs) and (xo, yo, zo), respectively.






The first component is the field at the location of the receiving antenna if only the
Tx and Rx antennas are present in free space. When the ground and the building
walls are introduced, the second and third components are created, respectively. The
field component scattered by the walls (the third term in equation (2.2)) includes
both the reflected (or transmitted) component depending on where the receiver is
located and diffracted components from the edges of the walls. Of course, the waves
scattered by the ground, walls and other possible obstacles also interact with each
other resulting in multiple scattering components. So, the scattered field components
are not completely independent. As it was alluded to in the previous section, com-
monly used indoor field prediction techniques include the field component scattered
by the ground by a first order approximation which includes the GO reflected field
from the ground and the direct component neglecting the higher order Norton surface
waves. Various approaches to calculate Norton surface waves have been described in
[83] - [85]. In order to efficiently calculate the field coverage in indoor propagation
scenarios, our approach utilizes a fast and accurate computation of dyadic Green’s
function for a half-space dielectric medium (G00) as derived by Liao et al [83].
The derivation of this solution begins with the two-fold integral form of the dyadic
Green’s function which does not have a closed form solution [86]. After applying a
change of variable, for the setup shown in Fig. 2.1, the scattered field from the
ground at the location of the receiver (for zs > zo) can be written in terms of kρ (the
component of the wave vector in the ρ⃗ direction in cylindrical coordinate system)










In the above equation, the function fij is expressed in terms of kρ and Bessel
functions. The indices i and j are the polarizations of the Tx and Rx antennas,
respectively. IoI⃗ = Io(lxx⃗ + lyx⃗ + lz z⃗), ω and µo are the current moment vector,
the angular frequency and free space permeability, respectively. Also, the following
equation relates kρ and koz to the wave vector.





After applying yet another change of variable in (2.3) for kρ (kρ = ko sin ω), we
use Hankel’s functions to extend the limits of integration (from −∞ to +∞). The
asymptotic forms of Hankel’s functions for large arguments are then applied. Finally,
the method of saddle point integration is used to get the saddle point contribution

















where, ws,ηo and ko are the saddle point, the free space impedance and the wave
number, respectively. As validated in the original work, it turns out that this con-
tribution, when added to the direct signal, results in an accurate approximation of
the received field in the presence of the ground. The first term in equation (2.5) is
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the Fresnel reflection contribution while the second term is known as Norton sur-
face waves and become dominant when the transceiver height is small in terms of
wavelength. The saddle point (w = ws) is calculated using the following relations.
Analytic expressions for fij are included in Appendix A. R is the distance between







(2.8) R2 = ρ2 + (zo − zs)2
To get the total field components that make up the dyadic Green’s function (G00),
the direct signal components have to be added to the scattered components discussed









It should be noted that even if the derivation is for the case where the receiver
is above the source (zs > zo), the Green’s function for the other case (zs < zo) can
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be found by applying the principle of reciprocity which is mathematically equivalent
to performing the complex transpose of the expression given in equation (2.9). This
Green’s fucntion is used throughout the rest of the derivations. By making use of
G00 when calculating the wave radiated by the transmitting antenna, the background
propagation medium is changed from free space to a half-space dielectric. This step
enables us to include the first two components of the total field given in (2.2).
2.4 Calculating scattering from indoor obstacles
In this subsection, a way to efficiently calculate the field component scattered by
indoor obstacles such as building walls,ceilings and furniture (which is the third term
in (2.2)) will be developed. The approach we pursued to calculate this component
is by making use of physical optics approximation and volume equivalence principle
in conjunction with the Green’s function that was discussed. Let’s first consider the
problem geometry shown in Fig. 2.3 with a single dielectric building wall disregarding
for now the second wall and any additional scatterers and discuss a way of calculating
the scattered field by this wall. It should be noted that the field scattered by the
building wall is computed in the presence of the ground. The extension of the method
to a multi-wall or more realistic indoor propagation scenarios will follow.
Volumetric polarization currents which will be used to replace the various dielec-
tric scatterers are determined by the incident field from the transmitting antenna,
boundary conditions on the wall surface and dielectric properties of the building
wall. The effective dielectric properties of typical building walls such as brick or
cinderblock can be measured or calculated based on available dielectric mixing mod-
els [87]- [88]. Once the geometry and dielectric properties of the building walls are
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Figure 2.4: A schematic (top view) of multi-wall indoor propagation scenario showing the Tx an-
tenna and the observation point (ground not shown)
known, the first step is to calculate the incident electric field on the surface of the
wall that is in the direct view of the transmitter. For a given antenna with known
current distribution J⃗ , the incident field on the wall surface can be calculated using:






The incident field will then be decomposed into TE and TM components by using
the following procedure:








Here, k⃗i is the unit vector in the direction of the incident field and n⃗w is the unit
vector in the direction of the source and normal to the wall directly illuminated by
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the antenna. Once we have the TE and TM components of the incident field on the
wall surface, we will then use them to approximate the fields inside the dielectric
wall using physical optics approximation. The total field inside the wall is calculated
locally assuming the wall is infinite and illuminated by a plane wave. It should be
noted that this assumption will require that the Tx antenna be in the far-field region
relative to the point in question inside the wall. The expressions for the total field
inside the wall surface for the TEz case are given in (2.13) and (2.14) below. Similar












where, kwi (i =x,y or z) are the components of the propagation constant in the wall
























wz & kw = w
√
µϵw.
In the above equations, d is the thickness of the wall. Having calculated the total
fields inside the wall, we can obtain volumetric polarization currents based on the
dielectric properties of the wall. The equation relating the total electric field inside
the wall and the polarization current is given below.
(2.20) J⃗ep = −iwϵo(ϵrw − 1)E⃗
The final step in calculating the scattered field by the building wall is to propagate
the fields from the polarization currents using (2.10). Both the propagation from the
source to the wall surface and the forward propagation of the field of the polarization
currents to the observation point are calculated by taking the near-ground propaga-
tion effects into account. This method takes into account the Norton surface waves
which affect the volumetric polarization currents of the wall and hence the scattered
field by the building wall.
For an indoor propagation scenario such as the setup shown in Fig. 2.4, the
way the scattered field from each wall is calculated in the semi-analytic model is as
follows: First the volumetric polarization currents for the walls in the direct view of
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the transmitter are computed by following the procedures outlined above. Then, the
field from these currents and the current on the transmitting antenna are computed
using G00 for any observation point within or outside the building. Finally, geometric
optics is used to account for the shadowed walls. Basically near-ground fields from
the source and the lit wall/s are reflected/transmitted at the specular points on
the shadowed walls according to the Fresnel law of reflection and transmission to
account for walls that are not in the direct view of the transmitter. This process can
be followed multiple times to capture all multipath among the building walls. Since
Norton waves decay very fast with propagation distance, one simplifying feature of
near-ground propagation is that the convergence in field calculation is reached much
faster than ordinary ray tracing. Simulations show that one or two iterations are
sufficient to reach convergence. This approximation appears to be more accurate
away from the edges of the walls and corners, as the near-field edge effects are not
properly accounted for in our model.
2.5 Numerical Validation and analysis
To validate the proposed hybrid model, a full-wave simulation is first used for the
2D wall-ground case. Numerical validation for a more complex indoor scenario in the
3D case is also presented. Time-domain analysis of the received field is performed in
order to understand the various propagation mechanisms. Comparison of the scat-
tered field component by a furniture against the contribution of Norton waves to the
total electric field is presented. To assess the accuracy of the proposed technique as
compared to ray tracing, error comparison against a ray tracing routine is discussed.
Simulation results using a commercial FDTD solver is used as a reference in the error
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analysis. Also, the errors in the comparisons of the simulation results are explained
by pointing out the various assumptions and approximations.
2.5.1 Validation of the 2D single wall-ground scenario
First, a single wall building geometry as shown in Fig. 2.3 (with one wall) in
2D where the length of the wall (along z direction) was assumed to have an infinite
extent. As it is a 2D case, a line source of constant current with vertical polarization
(y-directed) is used as a source which is placed 40λ away from the first wall. The
observation point is varied on the other side of the wall along the X axis while
keeping the height of the receiver the same. This scenario is simulated using both
the semi-analytic technique and a 2D numerical solver based on the Nystrom method
[89].
The electric field calculated based on the two methods is plotted against the
distances of the observation points from the first wall (denoted by Xo in Fig. 2.3.
Two cases are considered where different heights of the transceivers is used. In the
first case (shown in Fig. 2.5 and Fig. 2.6), the heights of the transmitter and receiver
are zs = 0.2λ and zo = 0.25λ, respectively. In this case, the Tx and Rx heights are
well within the height limits where the Norton waves become dominant. In the
second case (Fig. 2.7), the Tx and Rx heights were increased to zs = 0.53λ and
zo = 0.47λ in which case the Norton waves are still significant but not as dominant
as the first case. In both cases, the dielectric constant for the wall and the ground
is chosen to be 4 + 0.1j and the frequency is 200MHz. The dielectric constants used
for the wall and the ground are the same because of the limitations imposed by the
numerical code we used for validation which was originally developed for simulation
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Figure 2.5: Comparison of received electric for the single wall ground geometry (2D case) between
the proposed technique and a numerical solution.
of propagation above rough surfaces [89].
For both scenarios, the components of the electric field computed using the pro-
posed method show good agreements with that of the full-wave solution. However,
there is about a maximum of 2dB error and a slight shift in the maxima and minima
where the errors are also higher. The discrepancies occur because of the approxima-
tions used both in the proposed semi-analytic technique and the full-wave solution.
First, in the semi-analytic technique, the calculation of the polarization currents for
the dielectric wall is not exact. This is because when the total field inside the wall is
computed, the wall is treated as an infinite dielectric slab which introduces an error
in the total electric field inside the wall since the contributions to the field by any
reflections from the wall edges are not accounted for. The second reason has to do
with the accuracy of the full-wave model. To create the vertical wall structure, we
are using a very large slope in the Nystrom model for dielectric surfaces. This creates
inaccuracy in the calculated surface currents near the edges and corners. It should
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Figure 2.6: Comparison of received electric for the single wall ground geometry (2D case) between
the proposed technique and a numerical solution.



































Figure 2.7: Comparison of received electric for the single wall ground geometry (2D case) between
the proposed technique and a numerical solution.
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be noted that the error in the Nystrom approach is very small and this solution is
discussed extensively and validated in the original work [38]. So, it makes sense to
use it to validate our proposed approach. As can be seen in Fig. 2.5, 2.6 and 2.7 the
two independent methods are in good agreement.
2.5.2 How do Norton waves and scattering from furniture compare?
Having validated our proposed model for a single wall-ground geometry, we will
proceed to show the significance of the Norton waves specifically for near-ground
sensors in indoor scenarios. The careful reader might wonder how important taking
the Norton waves into account is, specifically for indoor propagation environments.
Here we will show that the Norton waves are actually more vital for accurate pre-
diction of the electric field received by near-ground sensors than the inclusion of
indoor obstacles such as furniture. To demonstrate this we carried out simulations
to compare the Norton component to scattering from a wooden table. The setup of
the simulation is given below.
Figure 2.8: Geometry used for the simulation for analysis of scattering from a wooden table. The
dimensions of the table top is (2m by 2m by 0.1m and each table leg is 1m long having
a diameter of 0.1m. The frequency of simulation is 300 MHz.
In the first simulation, a horizontally polarized Tx antenna is positioned just
above a half-space dielectric (as shown in Fig. 2.8) and the electric field at the
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Figure 2.9: Comparison of the effect of Norton waves and scattering from a furniture (a table). The
dielectric constant of the ground was assumed to be ϵrg = 4 + j0.5995 and that of the
wooden furniture is ϵrg = 1.4 + j0.0728. The simulation frequency is 300 MHz.
simulation, we introduced a wooden table which we modeled by a thin homogeneous
dielectric box and four cylindrically-shaped dielectrics for the top part and the four
legs, respectively. The dielectric constant of the table is assumed to be ϵrg = 1.4 +
0.0728j. The dimensions of the table top is (2λ by 2λ by 0.1λ) and the each table leg
is 1λ long having a diameter of 0.1λ. For this simulation d is chosen to be 25λ (Fig.
2.8). The table is positioned in the path of the direct signal from the Tx antenna to
the Rx antenna so that the maximum effect of the table is included.
The scattered field from the table is calculated by using the Born approximation
where the total field inside the dielectric (table) is assumed to be the same as the total
field in the absence of the table. The total field inside the wooden table is then used to
calculate the volumetric polarization currents which are then used to predict the field
component that is scattered by the table. This approximation is justified because
the dielectric constant of the wooden table is relatively small. In addition, this
approximation overestimates the exact total field inside the wooden table. Therefore,
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the scattered field calculated using this method will be an overestimation of the exact
scattered electric field. If this estimate is much less than the Norton component,
then we can confidently say that the exact field scattered by the table would also
be much less than the Norton contribution. The ratio of the Norton component
to the total received field is shown in Fig. 2.9 (solid curve). The dashed curve in
Fig. 2.9 shows the ratio of the field scattered by the furniture to the total field
received in the presence of the ground (without the furniture). The main point of
this analysis is to show that, for near-ground transceivers, taking into account the
Norton waves is much more important than the inclusion of scattering from furniture.
So, by adding the Norton waves and utilizing physical and geometrical optics type
approaches to take into account scattered field from relatively large indoor scatterers
(building walls), we can significantly improve the accuracy of the predicted electric
field compared to what the usual ray tracing approach provides. This comparison
will be discussed in more detail later in this section.
2.5.3 Time-domain analysis of the received field
Analyzing the time domain characteristics of the technique is vital because it
provides insight into the various scattering mechanisms. This knowledge can be
applied to further refine the field prediction technique by focusing on the dominant
contributions. In this analysis, the electric field for fixed source and observation
points is computed in time-domain for a single wall-ground scenario like the one
shown in Fig. 2.3 (with one wall). For this simulation, a vertical dipole positioned
10m away from the first wall is used as a Tx antenna and the observation point is
9.7m away from the other side of the wall. The heights of the Tx and Rx antennas are
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Figure 2.10: Magnitude of the total electric field in time domain for a single wall-ground geometry
as compared to the case where only the ground is considered.
0.11m and 0.1m, respectively. The wall extends from xw = 10m to xw = 10.5m and
its height is 3m. The dielectric constants of both the wall and the ground are chosen
to be ϵr = 4.5+1.189j. To calculate the time domain signal accurately, first the field
at the observation point is computed as a function of frequency (at several frequency
points). Then, the Inverse Fourier Transform is applied to the frequency domain field
data. It should be noted that sufficient bandwidth and number of frequency points
are needed to recover the time-domain signal accurately. The bandwidth dictates the
spatial resolution in time-domain and the frequency step determines the time extent
of the resulting time-domain signal. This means that if the bandwidth is too small,
it won’t be possible to differentiate the direct and diffracted components. Therefore,
large bandwidth and very fine frequency step are needed. The frequency range used
for this simulation is 5MHz - 405MHz with 60 frequency points.
Table 2.1: Comparison of the peak delays.
dact[m] dest[m] Physical mechanism
Peak 1 20.20 20.25 Direct signal with ground and wall
Peak 2 22.33 22.50 Diffracted by the top edge of the wall
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As shown in Fig. 2.10, two major peaks are found in the time domain plot of
the received field. First, the actual distances (dact) for both the direct and diffracted
paths are calculated from the geometry used in the simulation and the estimated
distances (dest) for both paths are also calculated from the the time delays of the
peaks. Table 2.1 summarizes distances from the source to the receiver calculated
based on the geometry and peak delays from the simulation for both the direct and
diffracted signal paths. The first peak corresponds to the signal that is directly
coupled between the transmitter and receiver through the wall in the presence of
the ground. The second peak corresponds to the field diffracted by the top edge
of the building wall. In both cases, there is a small error between the estimated
and the actual distances (0.25% for the direct and 0.74% for the diffracted signals).
This error is caused by the approximate calculation of the distances for both paths.
This analysis is useful for applications where we want to separate the constituent
components. For example, it becomes very useful when laboratory measurements
are used for validation of the proposed technique to separate the multipath from the
desired signal.
2.5.4 Semi-analytic vs. Full-wave vs. Ray tracing
A multi-wall scenario where an infinitesimal dipole located just above the ground
and is radiating outside a room consisting of four walls is simulated based on the
proposed semi-analytic technique. The same propagation scenario is also simulated
using a commercial full-wave solver (FDTD based solver named Semcad X) and a
ray tracing routine. This comparison serves two purposes. The Semcad X results
validate the proposed technique while comparison with ray tracing shows the im-
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provements that the new technique offers especially for near-ground propagation in
indoor scenarios.
For this particular simulation, as can be seen in Fig. 2.4, the setup is as follows.
The room is 3.9λ by 4.1λ and all four walls have heights of 2.56λ and thickness 0.2λ.
The Tx antenna is located 15λ away from the first wall and its height is 0.25λ. The
electromagnetic properties used in this simulation for all the walls and the ground
are ϵr = 4.5 and σ = 0.02. The frequency used for this simulation is 300MHz. It
should be noted that the effects of doors, windows and other indoor obstacles are
not included in this implementation, but these changes can be integrated in our
model. The errors for both the semi-analytic (SA) and ray tracing (RT) techniques
are calculated based on the following equation. EFW represents the electric field
computed based on the full-wave solver.
(2.21) errorRT,SA =
|ERT,SA − EFW |
|EFW |
The errors in the predicted electric field from the two methods are computed and
plotted against position for the observation lines shown in Fig. 2.4 (Traces A and
B). As can be seen in Fig. 2.11, the proposed approach has errors that are much
lower than that of ray tracing. Of course, as the transceiver heights increase, the
errors in the predicted electric fields by the two methods will be similar because the
Norton waves become less significant at higher heights.
In addition, simulations showed that the proposed semi-analytic technique is more
than 5 times faster than the full-wave solver. Similar to the 2D single wall case dis-
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Figure 2.11: The error introduced by using the semi-analytic method and ray tracing. For this
simulation, a full-wave FDTD solver is used as a reference. The observation lines
(Traces A and B) are shown in Fig. 2.4.
cussed, the discrepancies between the full-wave solution and that of the new technique
is due to the various approximations made which are discussed in Section 2.5.1. In
addition, the approach used to include scattering from walls that are not in the line
of sight of the Tx antenna (walls 2,3 and 4 in Fig. 2.4) is essentially geometrical
optics with the exception that the Norton waves are taken into account. This ap-
proximation also contributes to the discrepancies between the proposed method and
the numerical result.
2.6 Measurement Results
To further examine the validity of the proposed approach comparison against
measurements under laboratory controlled environment is carried out. Controlled
experiments under laboratory conditions are preferred over realistic settings as all
the experimental parameters are well-characterized and features that can lead to
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Figure 2.12: Measurement setup consisting of concrete wall, network analyzer, Tx antenna (on one
side of the wall) and Rx antenna (the other side of the wall). The dimensions of the
wall are: h = 1.56m, L = 2.56m and t = 0.09m.
uncertainty in the measurements can be suppressed or removed. As shown in Fig.
2.12, the experimental setup consists of a single wall build out of concrete blocks and
two horn antennas used as Tx and Rx antennas positioned on either side of the wall.
The length, height and thickness of the wall are 2.56m,1.56m and 0.09m, respectively.
The antennas are connected to the two channels of a network analyzer via long cables.
The real part of the dielectric constant and the conductivity of concrete are assumed
to be 4.5 and 0.02S/m, respectively. The Tx antenna is positioned 1.74m away from
the wall. The received electric fields are recorded for various points by moving the
receiver along traces A and B shown in Fig. 2.12. In the first case (a), the path is
along the x-axis where ys = 1.37m, yo = 1.37m, zs = 0.24m and zo = 0.20m. In
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the second case (b), the trace is along the y-axis for which zs = 0.24m, xw = 0.91m
and zo = 0.20m. The final case (c) is the same as (b) but with different transceiver
heights (zs = 0.87m and zo = 0.79m). Both the Tx and Rx antennas are oriented
to provide vertical polarizations. The whole setup is surrounded by absorbers to
minimize unwanted scattering from other objects in the laboratory.
For the setup described above, the ratio of the signal at the receiving channel of
the network analyzer to the signal at the transmitting channel (S21) is measured
from 1GHz to 5GHz with 20MHz frequency step. It should be noted that due to
limitations imposed by the size of low frequency wideband antennas and the large
size of the overall measurement setup (for low frequency measurements), we resorted
to performing a scaled measurement at higher frequencies. The downside to using
this method is that at these frequencies, the lowest antenna height (measured from
the phase center) is limited by the size of the ultra-wideband double-ridge horn
antennas we used which are higher than the Tx and Rx antenna height values at
which the Norton waves are dominant. However, since our method is still valid for
any transceiver height, the scaled measurements can be used to demonstrate the
accuracy of the proposed field prediction model compared to actual measurements.
All measurements are performed first in the presence of the concrete wall. Then, a
second set of measurements are performed without the wall to establish a reference
for calibration.
The acquired field data needs to be calibrated before comparing it with results
from the semi-analytic technique. As it was alluded to in Section 3, the results from
the time-domain analysis become helpful for calibration of the measured results. The
goal is to remove unwanted multiple reflections from other scatterers in the labora-
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Figure 2.13: Field magnitude comparison between the the proposed semi-analytic method and mea-
sured values when Tx is moved along path B (ys = 1.37m, yo = 1.37m and zs = 0.24m)
as shown in Fig. 2.10
tory since isolating the effect of the wall on the received field is what we want to
achieve. Based on the conclusions drawn from the analysis in Section 2.5.3, the dom-
inant components for a single wall-ground set up are isolated in the measurement
results. First the frequency domain data is converted to time domain by taking its
Inverse Fourier Transform. Then, time-domain gating is performed by which com-
ponents of the signal that are from unwanted scatterers are removed and the Fourier
Transform is applied to the gated signal to obtain the frequency domain response
of the transmission through the wall (Eww). The same procedure is applied to the
signal measured without the wall (Enw). Finally, the resulting data is calibrated
by dividing the transmission measurement obtained with the wall by that obtained
without the wall.
The comparisons between the proposed approach and the measurements are shown
in Fig. 2.13, 2.14 and 2.15 where good agreements are demonstrated with about 10%
error in all three cases. The cause of the discrepancies include the following: 1) the
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Figure 2.14: Field magnitude comparison between the the proposed semi-analytic method and
measured values when Tx is moved along path A (zs = 0.24m, xs = 0.91m and
zo = 0.20m) as shown in Fig. 2.10





















Figure 2.15: Field magnitude comparison between the the proposed semi-analytic method and
measured values when Tx is moved along path A (zs = 0.87m, xs = 0.91m and
zo = 0.79m) as shown in Fig. 2.10
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dielectric constants used in the simulation for the ground and the wall are only
approximate values, 2) both the ground and the concrete wall have inhomogeneities
and hence the effective dielectric properties already include errors, and 3) errors in
the actual vs measured positions of the Tx and Rx antennas all contribute to the
overall discrepancies.
CHAPTER III
Sub-wavelength Source Tracking in GPS-challenged
Environments
3.1 Introduction
In this chapter a source tracking approach in the HF range that combines inter-
ferometry based direction finding and triangulation based on measurements from at
least two points is proposed. The advantage of choosing the operating frequency
in the HF range is two-fold. First, scattering from walls ceiling and furniture will
be small compared to the direct path making direction finding with good resolution
possible. Said another way, the multipath level becomes very small compared to
higher frequencies. The second advantage of using HF is that wave propagation for
near-ground antennas (h < λ) is supported by Norton surface waves which are con-
fined on or near the ground and hence illuminate only the lower part of scatterers
such as walls, furniture and ceiling. This in turn makes the scattered components
from these indoor scatterers smaller compared to the case where the antennas are
well removed from the ground (h > λ). It should be noted that the significance of
the surface waves increases as the distance between Tx and Rx antennas increases.
Numerical models are used to investigate wave propagation and scattering in com-
plex indoor scenarios at these frequencies. Of course, there is a tradeoff between the
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size of the antenna and the level of multipath. As the frequency is lowered the size of
the antenna becomes prohibitively large for many applications (as an example, the
length of a half-wave dipole in the HF range is several meters). So, one challenge
is to design a compact antenna to be used both for the Tx and Rx antennas. For
our system prototype, we designed a miniaturized antenna having vertical polariza-
tion and an omnidirectional radiation pattern. In the presence of the ground only,
the received signal is maximized when both the Tx and Rx antennas have vertical
polarization. Another challenge that is addressed in this chapter has to do with the
small antenna spacing of the receive array. At low frequencies such as the HF range,
the phase difference between the received signals, which is an important quantity of
interest, becomes too small to be measured. To tackle this issue, a phase difference
amplification scheme that mimics the hearing mechanism of a fly (Ormia Ochracea)
is designed and fabricated. The system validation and resolution analysis based on
numerical and measurement results is discussed.
In the rest of the chapter, we first describe the proposed source tracking technique.
Then wave propagation models for realistic indoor scenarios are utilized to investigate
the proposed technique. The system prototype along with the design and test results
of various components including the phase difference amplification circuit are also
discussed. Also in this section, a description of a low profile highly miniaturized
antenna used in the system prototype is included. The approach utilized to achieve
high radiation efficiency and omnidirectional radiation pattern is described. We
conclude this chapter with discussion of the source tracking system test results for
various multipath environments.
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3.2 Proposed Source Tracking Approach
The technique we are proposing for direction finding utilizes the received signals
on an array of antennas closely positioned (λ/15 spacing) on a rotating platform. A
schematic showing the proposed technique is given in Fig. 3.1. The magnitude and
phase differences between the received fields on the elements of the array provide
information about the direction of the source. The direction of arrival (DOA) is
determined using the phase and magnitude of the received signals based on
(3.1) DOA = Min
θi
[ |Φ(Er1(θi))− Φ(Er2(θi))| ],






where Er1(θi) and E
r
2(θi) are the complex received fields at each element of the receive
array as a function of the incidence angle θi (the angle between the bisect of the Rx
array and the incident wave) and Φ which is the phase of the received field. The
DOA of a given source needs to be correctly retrieved from at least two locations
separated by a known baseline outside the building. By using the coordinates of
the receiver arrays and the retrieved angles (β1 and β2), the location of the source
is calculated by triangulation. The vector baseline B⃗ can be characterized very
accurately, for example, using a differential GPS unit mounted on the two platforms.
As it was alluded to in the previous Section, to minimize the effect of multipath as
much as possible, the use of the lower band of the electromagnetic spectrum (HF-
band) is proposed. When the level of multipath increases (i.e. when the frequency of
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Figure 3.1: A schematic illustrating the proposed approach. It consists of a complex building
scenario, receiver arrays and the Tx antenna (building picture is borrowed from [23]).
operation for a given geometry of propagation scenario is increased), the resolution
of the retrieved DOA will degrade. It is shown that based on full-wave simulations
in the presence of mostly dielectric scatterers, the direction finder works with good
resolution in the HF range. Another advantage of using HF has to do with near-
ground propagation effects which is unique to antennas that are very close to the
ground in terms of wavelength. The Tx and Rx antenna heights for many of the
applications of interest is only a small fraction of the wavelength. For example, at
20MHz, 1m antenna height is only λ/15. Wave propagation at such low antenna
heights is dominated by Norton surface waves [83],[90]. For near-ground antennas,
unlike in the case of antennas that are well removed from the ground (having heights
greater than a wavelength), the received electric field which is dominated by Norton
surface waves decay as 1
R2
[83]. For this reason, in the presence additional scatterers,
multipath effects also decay fast for near-ground antennas.
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In order to achieve a high resolution source tracking system, there are three things
that need to be considered. First, the Signal-to-noise ratio (SNR) should be maxi-
mized because it is the main limiting factor determining the smallest phase difference
that can be accurately measured which in turn determines the maximum tracking
resolution. Secondly, the orientations for each antenna should be selected so that
the received signal is maximized while the multipath effects are further minimized.
In the proposed system vertically polarized transmit and receive antenna arrays are
chosen to maximize the received signal. The third important variable is the spacing
between the antenna elements in two Rx antenna array sets as it has to be large
enough so that the phase difference due to path length differences is not too small.
3.3 Propagation Modeling and Analysis
For Tx and Rx antennas located in a complex propagation environment, the
received signal includes the direct, reflected, diffracted and multiply scattered com-
ponents from the scatterers in the environment. The major scatterers in indoor
environments are walls, big furniture, ceilings and the ground. In order to quantify
the effect of multipath on the DOA retrieval technique, an accurate and efficient
propagation model that takes into account scattering from the major indoor scat-
terers is required. Once we have a propagation model, we can then quantify the
effects of indoor scatterers as a function of frequency, geometry of the problem, and
electromagnetic properties of the various scatterers. As a first order analysis to inves-
tigate the effects of walls and similar scatterers, we will first calculate the reflection
coefficient from a single dielectric wall for different values of wall thicknesses, inci-
dence angles and frequencies. Here, the wall is essentially modeled as a dielectric
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slab having an effective complex dielectric constant. The real (ϵ′r) and imaginary
part (ϵ′′r) of the dielectric constant of the wall used for this calculation are 4 and 0.9
at 20MHz, respectively. At 100MHz, ϵ′r is 4 and ϵ
′′
r is 0.2. The use of a constant
effective dielectric constant for the walls is a good approximation for realistic walls
made out of bricks or cinderblocks at the frequency of interest (HF band).
Table 3.1: Wall Reflectivity (Tw is thickness of the wall,ϵ′r = 4 and ϵ
′′
r = 3.6 @ 5MHz), ϕi is the
incident angle measured from the normal to the interface.













5 15 0.04 0.03 0.07 0.01
20 15 0.11 0.08 0.18 0.02
5 25 0.07 0.05 0.11 0.02
20 25 0.18 0.12 0.29 0.03
100 25 0.59 0.45 0.78 0.08
Table 3.1 shows the wall reflectivity values, ΓTE and ΓTM , for transverse electric
and transverse magnetic components of the incident wave. These results show that
only a small fraction of the signal is reflected by the wall (especially in the HF
band). For example, about 80% of the incident field is transmitted through the wall
at 20MHz independent of incidence angle for concrete walls as thick as 25cm. It can
be seen that reflection coefficient significantly increases with frequency. The main
point of this analysis is to show that the HF band is desired for source tracking in
indoor settings, since at this frequency the multipath becomes much less significant
than at higher frequencies. In the rest of this section, we present full-wave simulation
results of a typical complex indoor propagation scenario to quantitatively investigate
and justify the choice of HF band for source tracking in cluttered environments.
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Figure 3.2: Full-wave simulation setup to investigate field coverage as a function of frequency is
shown. Several steel cylinders are included as support for the dielectric walls and the
ceiling (similar to realistic buildings). The dielectric ceiling is not shown in this picture.
A short dipole located outside is utilized as a Tx antenna and field coverage inside and
outside the building is analyzed.
3.3.1 Full-wave simulation in the presence of dielectric and metallic scatterers
In order to study the effect of multipath using a more realistic model, we used
a second model based on a Finite-difference time-domain (FDTD) full-wave solver.
The full-wave simulation is important because it takes into account near-ground
wave propagation and antenna coupling effects that ray tracing does not consider.
We will consider the setup given in Fig. 3.2 which will be used to investigate the
level of multipath as a function of frequency using field coverage comparison. The
performance of the proposed tracking technique will also be analyzed. The geometry
used for this simulation is a complex building setting consisting of several walls
and the ground. The walls and the ceiling are modeled as dielectric slabs. The
dielectric properties of the walls are chosen to be that of cinder block (ϵr = 4+0.9j).
The ground is modeled as a concrete half-space medium. The dielectric constant of
concrete in the HF range is assumed to be ϵr = 4.5+0.9j. To make the environment
more realistic, a metallic frame is considered as support for the dielectric walls and
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Figure 3.3: Comparison of magnitude of the vertical component of the electric field coverage as a
function of frequency on a plane parallel to the ground (at a height of zo = 1.5m) for
the setup given in Fig. 3.2.
ceiling (Fig. 3.2, dielectric part of the ceiling is not shown). A z-directed short dipole
located outside the building is utilized as a Tx antenna and the electric field coverage
is computed as a function of frequency. It should be noted that absorbing boundary
conditions have to be correctly placed to avoid diffracted components from the edges
of the ground. For this reason perfectly matched layer (PML) boundary conditions
without any air padding are utilized to simulate infinite ground.
The vertical component of the electric field on a plane parallel to the ground at
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Figure 3.4: Phase map of the geometry given in Fig. 3.2 where the Tx antenna is positioned at
(9,10,1.5). The phase map is given in a) with ground and dielectric walls and ceiling at
20MHz, b) with metallic scatterers in addition to dielectric scatterers at 20MHz, and
c) with metallic scatterers in addition to dielectric scatterers at 100MHz.
a height zo = 1.5m is plotted for two different frequencies (20MHz and 100MHz) as
shown in Fig. 3.3. As expected when a vertical dipole is used as Tx, the effect of the
vertical metallic scatterers (used for reinforcing walls in realistic buildings) can be
seen in the field coverage at both frequencies. But, the horizontal metallic scatterers
are not significant since the radiated field is vertically polarized. By comparing the
field coverage plots in Fig. 3.3, we note that at 100MHz the signal components
scattered by the building walls, ground and ceiling become comparable to the direct
field component causing significant fading and uneven field distribution. Of course,
if the frequency is increased further (e.g. L or X band), the multipath level becomes
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even more significant [46]-[47]. In addition, attenuation through the walls and ceilings
becomes much larger making the possibility of source tracking using these frequencies
challenging. We can see that the effect of the scatterers is much less prevalent at
20MHz. The fact that the multipath level is very small and that the direct path is
the dominant component of the total received field is the main reason the HF band
is considered. In Fig. 3.4, the phase map for the geometry given in Fig. 3.2 are
given. As can be seen, at 20MHz (Fig. 3.4a and Fig. 3.4b), even in the presence of
dielectric and metallic scatterers, the phase fronts inside the building are only slightly
disturbed. When the frequency is increased to 100MHz (Fig. 3.4c), the effect of the
multipath becomes more significant. At a given frequency, the error introduced on
the tracking resolution due to the small multipath is first calculated by performing
simulations with and without the building walls. Then, the highest frequency at
which the error is within the intended resolution of the system is selected. After the
frequency of operation is chosen, the performance of the proposed tracking approach
is investigated. Here, we discuss the results of three sets of simulations based on a
FDTD full-wave solver. The building geometry considered is the same as that of Fig.
3.2. A detailed simulation setup and parameters are given in Fig. 3.5.
In the first simulation, only the dielectric scatterers were considered. This is
important because many residential houses do not include metals and instead use
bricks or wood. The goal here is to study the effect of having mostly dielectric
scatterers on the proposed source tracking technique. For this simulation, the receive
array is kept stationary and the Tx antenna is moved along a straight line inside
the building. For each Tx position, the received field at the receive antennas is
recorded. It’s obvious that when the Tx antenna is at the boresight of the Rx arrays
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Figure 3.5: Top view of the full-wave simulation setup. The geometry of the problem is the same
as the one shown in Fig. 3.2. For this case, the Tx antenna is moved inside the building
while the Rx array is positioned outside. The simulations in this section use z-directed
short dipoles Tx and Rx antennas.
(x = 5.38m and x = 9.5m for Rx array 1 and Rx array 2, respectively), the phase
difference between the received signals is zero. In this case the Tx antenna is moved
(along Tx path 1 in Fig. 3.5) to vary the phase differences between the received
signals. The same analysis could have been done by fixing the position of the Tx
antenna and rotating the Rx array to create the phase differences. The DOAs for
a given position of the Tx antenna are calculated from the center of both receive
arrays. These DOA values are then used to compute the location of the Tx antenna
based on the technique describe in Section 3.2. The plots given in Fig. 3.6 show
the DOA calculated based on the phase and magnitude of the signals received by
the two Rx antennas of array 1. For comparison, the same setup (without the walls)
is simulated based an asymptotic Dyadic Green’s function for a half-space medium
which takes into account the near-ground propagation effects [83]. As described
in the original work, by utilizing asymptotic Dyadic Green’s function, the Norton
surface waves that become prevalent in near-ground scenarios can be fully taken into
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Setup of Fig. 4 
Ground only




Tx at bisect of
Rx array 1
Tx at bisect of
Rx array 1
Figure 3.6: The geometry of the simulation is given in Fig. 3.4 (d = 1.25m, a = 1m). The source
is moved along Tx path 1 and phase difference variation of the received signals at Rx
array 1 is plotted in (a) and 3.3 is used to calculate DOA based on magnitude of the
received signals.
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account. The results confirm that even in the presence of scatterers such as walls and
ground, the DOA of the signal can be successfully retrieved because the direct signal
is dominant compared to the level of multipath in the HF band. It should be noted
that the errors in the estimated DOA are caused by small level of multipath that
still exists (it is much smaller than the direct path) and antenna coupling in the Rx
array especially for larger DOA values which is described in Section 3.3.2. It should
be noted that the proposed system needs to measure only small DOAs because the
Rx arrays which are positioned on a rotating platform can rotate to keep the Tx
antenna along the bisect of the Rx array. Essentially, as the Tx antenna moves, the
Rx array rotates in such a way that the phase difference between the received signals
at the Rx elements is at a global minima. The advantage of this approach is that
the system does not have to measure large DOA values and hence can avoid DOA
errors that can be significant (See Fig. 3.6a).
A second set of simulations for a more complex scenario is also performed. Since
some buildings are built out of both metallic and dielectric materials, the performance
of the proposed direction finding technique must be analyzed in the presence of both
types of scatterers. For this simulation, thick cylindrical posts are placed at the
various corners and junctions of the building (Fig. 3.2). A pair of short dipoles
are used as a receive array (the bisect of the array is along x = 9.5). The received
fields at each antenna is recorded by running the FDTD solver for various positions
of the Tx antenna (Tx path 1 and Tx path 2 shown in Fig. 3.5). As can be seen
in Fig. 3.7a, when the Tx antenna is moved along Tx path 2, the phase difference
plot results in a null at the bisect of Rx array 2. Tx path 1 is also considered to
investigate the performance of the proposed technique for various locations inside
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(d = λ/15, a = 4m)
Tx path 1




Tx at bisect of 
Rx array 2
Tx at bisect of 
Rx array 2
Figure 3.7: The geometry of the simulation is given in Fig. 3.5(d = 1m, a = 5m). Phase difference
variation of the received signals at Rx array 2 when the source moves along Tx path 1
(b) and Tx path 2 (a) are shown. Dielectric walls and metallic scatterers for the walls
and ceiling are included in this simulation (Fig. 3.2).
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Tx at bisect of
Rx array 2
Figure 3.8: The geometry of the simulation is given in Fig. 3.5 (d = 1.25m, a = 1m). Phase
difference variation of the received signals at Rx array 2 is plotted at 20MHz and
40MHz (for Tx path 1). Dielectric walls and metallic scatterers are included.
the building. Fig. 3.7b, the result for the case where the source moves along Tx path
1, shows a null at the correct location. Of course, there is a relatively small error in
the estimated DOA values. For example, in Fig. 3.7b, we notice that when the Tx
antenna is at x = 7 (2.5m to the left of the bisect of Rx array 2, see Fig. 4), the
estimated phase difference is 14.13◦. On the other hand, when the Tx antenna is at
x = 12 (2.5m to the right of the bisect of Rx array 2), the estimated phase difference
is 13.85◦. The calculated phase difference based on the location of the Tx and Rx
antennas is 14.03◦ for both cases. So, the errors in the retrieved phase differences
are small (despite the presence of indoor scatterers). For this simulation d is 1m and
a is 5m.
In the third simulation, the effect of increased multipath level is investigated by
comparing phase differences at 20MHz and 40MHz with the same geometry as the
above two cases. The phase differences between the received signals at Rx array 2 are
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Figure 3.9: A comparison between actual and estimated distance between Rx array 1 and moving
Tx inside a room (b). The geometry is shown in (a).
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computed as the Tx antenna is moved along Tx path 1. The plots in Fig. 3.8 show
that the error in estimated phase differences increase as the frequency is increased
because the effect of the scatterers becomes more significant at 40MHz compared to
20MHz. To investigate the effect nearby scatterers, the receive array for this case was
positioned very close to the wall unlike the previous case (a = 1m). The bisect of the
receive array is correctly retrieved only at 20MHz. The slight asymmetry compared
to the previous case (Fig. 3.7) in the result is caused by the close proximity of the
antennas to the wall.
In addition to accurately retrieving the DOA from various TX and Rx locations,
a simulation to compare the estimated distance between the Rx arrays and the
moving Tx is also shown. It should noted that (as given in Fig. 3.14), if the DOA
can be accurately measured from multiple points, the location of the Tx can easily
be estimated. In Fig. 3.9, we show an example simulation comparing the actual
distance between the Rx array and the Tx antenna to the estimated distance based
on the proposed technique. It can be seen that even in NLoS scenarios, the error
introduced is very small.
3.3.2 Antenna coupling analysis
Because of the close proximity of the antenna elements in the receive array (λ/15),
the effect of the interelement coupling has to be investigated. One way to analyze
the coupling as it relates to direction finding is by using the scattering matrix (S-
matrix) of the antenna system. The three antenna system consisting of the Tx
antenna and the two Rx antennas on the receive array can be modeled as a three
port network which can be represented by a 3x3 S-matrix (Fig. 3.10). Because of
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Lorentz reciprocity, the S-matrix is symmetric. For our application, S12 and S13 are
the important elements since these elements are responsible for interelement coupling
between the receive antennas. S12 can be calculated by first exciting the Tx antenna
(port P1) and measuring the voltage at port P2 while P3 is matched to 50 ohm.
S12 is then computed by taking the ratio of V1 to V2. When the two Rx antennas
are illuminated by the radiated field from the Tx antenna, the scattering from Rx2
induces a voltage across the port of Rx1 and vice versa. So, the received field at Rx1
consists of the direct field from the Tx antenna and a small scattered component from
Rx2 determined by the radar cross-section of the short dipole and the scattering angle
(θs). To quantify the the effect of antenna coupling on the retrieved DOA, a full-wave
simulation consisting of three short dipoles is carried out with no other scatterers
present (Fig. 3.10). The error in the retrieved DOA is then calculated by taking the
difference between the retrieved DOA (from simulation) and exact DOA (based on
geometry). It should be noted that when the Tx antenna is at the bisect of the two
identical receive antennas, the error in phase difference due to antenna coupling is
zero. If the Tx moves on the azimuth plane (the x-y plane in Fig. 3.10), a small error
is introduced on the phase difference. The results of the full-wave simulation (errors
due antenna coupling) are shown in Table 3.2. The results show, for small antennas
whose bistatic scattering is almost invariant with the bistatic angle, the resulting
errors are quite small. The coupling effect has been fully taken into account in the
full-wave simulation analysis presented. Also, a scenario where the dipole lengths
are slightly different was simulated. There was no significant change in the error
compared to identical antennas.
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Figure 3.10: The three antenna system used for antenna coupling analysis
Table 3.2: Antenna coupling analysis using full-wave simulation (see Fig. 3.10)






3.4 Source Tracking System Prototype
Having performed numerical analysis of direction finding in multipath environ-
ments, the next step is to validate our proposed approach using measurement results.
In order to realize the proposed system, various components need to be designed,
fabricated and tested. Assuming a narrowband signal in the HF range is transmit-
ted by the miniaturized antenna, the signals at the two receiving antennas are first
filtered by narrowband, low-loss filters with high stop-band rejection. The filtering
stage is important to reduce the out-of-band noise and maximize signal-to-noise ra-
tio (SNR) as much as possible. Assuming a zero-mean gaussian noise, the standard
deviation of phase in terms of SNR is given by σϕ = 57.3
◦/
√
SNR. The SNR is an
important quantity because it is the main limiting factor determining the smallest
phase difference that can be accurately measured which in turn affects the maxi-
mum tracking resolution. After the the filtering stage, the signals are amplified by
low-noise, high gain amplifiers. Since the components used could introduce phase
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differences between the two signal lines, an electronic phase shifter is connected in
one of the lines for calibration. The next component which is the phase difference
amplification (PDA) circuit is a four-port passive network inspired by the hearing
mechanism of a fly that essentially amplifies the phase difference between the input
signals into a much larger value that can then be measured accurately. The output
signals of the Phase difference amplification (PDA) circuit are sampled by a highly
sensitive two channel 16-bit A/D converter. In this section, we will first describe the
design and fabrication of a miniaturized low-profile HF antenna. The principles of
operation and design of the four-port PDA circuit is also described. We concluded
the section with test results performed in various environments.
3.4.1 Highly miniaturized low-profile HF antenna
Conventional antennas in the HF range are prohibitively large especially for ap-
plications such as tracking of small robotic platforms where the antennas are to be
integrated. For our prototype, a very low-profile miniaturized antenna with verti-
cal polarization and omni-directional pattern, operating in the HF band is utilized.
The length and width of the antenna are both λ/100 while the height is λ/300 at
20MHz. For such extremely low-profile condition, the radiation efficiency becomes
very small. One way of improving the gain of low-profile vertically polarized antenna
is to use multiple vertical elements that are in phase which is equivalent to having
a vertical short dipole with higher height. This approach is used to design the Tx
antenna in the proposed source tracking system. In order to minimize the size of the
vertically polarized antenna with two in-phase vertical elements, a modified T-type
180◦ phase shifter utilizing a capacitive impedance inverter is used [91] -[92]. As can
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be seen in Fig. 3.11a, the currents on the feed and shorting pins (I1 and I2) that
would normally have 180◦ phase difference are forced to flow in the same direction
by using a T-type 180◦ phase shifter. First, the capacitance value is determined by
the limited area of the capacitive plate (150mm X 150mm). Next, in order to achieve
180◦ phase shift of the T-type phase shifter at the frequency of interest, the induc-
tance value is calculated. The values used in our design are L = 10µH and C=10pF.
It should be noted that these values are just for ideal circuit simulations. In the
actual antenna geometry, the parasitic inductance of feeding and shorting pins and
dielectric constant of thin substrates of top and bottom plates also affects the values.
For this antenna, a lumped element capacitor can not be used as that would cause
an out-of-phase conduction current to the ground which would result in radiation
cancelation. For this reason, the required capacitor is realized by using an open stub.
Finally, for a given lateral dimension and height, the miniaturized antenna structure
is designed by optimizing the geometry of the open stub to get omnidirectional ra-
diation pattern. The proposed antenna was successfully fabricated and integrated
with voltage controlled oscillator (VCO) operating at HF-band and a battery, as
shown in Fig. 3.11. The VCO is used to tune the frequency of operation. Having
the battery integrated with the antenna is important because if a cable is used to
feed the antenna, the cable itself will become part of the antenna (λ at 23MHz is
∼13m), leading to a shift in the resonant frequency, poor impedance matching and
radiation pattern. The measured antenna gain is -29.2dBi, which is similar to the
simulated gain of -28.1dBi. In comparison, the gain of the spiral-shaped inverted-F
antenna (IFA) is -34.4dBi which is 5.2dB lower than that of the proposed antenna.
The radiation pattern of the proposed antenna is given in Fig. 3.12.
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Figure 3.11: The low profile miniaturized antenna designed to operate at 22.8MHz and the opti-
mized dimensions are shown(a,c). The top and bottom view of the fabricated antenna
are shown in b and d, respectively. The inductive and capacitive elements form a
realization of a 180◦ T-type phase shifter. This forces I1 and I2 to be in phase(a).
Figure 3.12: Measured and simulated radiation patterns of the proposed antenna in (a) E (=yz)
plane and (b) H (=xy) plane.
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3.4.2 Phase difference amplification (PDA) circuit inspired by Ormia’s hearing mech-
anism
The receive end in our system prototype consists of two antennas operating in the
HF range that are very close to each other in terms of wavelength (λ/15 at 20MHz).
One of the challenges that arise at such low frequencies is that the phase difference
between the two received signals becomes too small to be accurately measured. Also,
the resolution of tracking is limited by the smallest phase difference that can be
measured. The smallest measurable phase difference is in turn determined by the
SNR. Given a receive array and a Tx antenna as depicted in Fig. 3.13, the phase
difference between the signals at the Rx antennas changes slightly as the Tx antenna
moves a distance ∆r. If the system can accurately measure the phase difference
introduced because of the motion of the Tx antenna, then that means the system
can achieve a spatial resolution of ∆r. A plot that relates the spatial resolution to Tx-
Rx separation and the minimum phase difference that can be measured is presented
in Fig. 3.14. For example, if the system can accurately measure a phase difference
of 1◦ and the Rx antennas on the array is separated by 1m, then the best possible
spatial tracking resolution is about 35cm for a Tx-Rx separation of 10m. Since the
measurement of small phase differences is challenging, we need a way to enhance the
accuracy in phase difference measurement without increasing the baseline distance.
To tackle the challenge associated with measuring very small phases, we utilize
a phase difference amplification technique inspired by the hearing mechanism of a
fly called Ormia Ochracea. Ormia is a small fly which is known for its accurate
directional hearing. This ability helps Ormia loacalize the mating call of the male
cricket. Ormia’s ears are separated by a mere 1.2mm (λ/60 at 4.5KHz). This close
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Figure 3.13: Geometry used to analyze the minimum phase requirement for a given tracking
resolution.R1 and R2 are the distances between the center of the Rx arrays to the
first and second positions of the source.




























Figure 3.14: The azimuth resolution plotted against Tx-Rx separation. The three curves show the
resolution for various values of minimum phase difference between received signals that
can accurately be measured (∆ϕmin).
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Figure 3.15: Phase difference amplification circuit designed to amplify small phase differences.
proximity causes the arrival times of the sound pressures at the two ears to be less
than 1 to 2 microseconds [93]-[94]. So, how is that Ormia can sense the direction
of sound with resolution as small as 1◦? Ormia uses a sophisticated structure that
mechanically couples its two ears, the effect of which is the amplification of the phase
difference to values that are amenable to neural processing. The electrical analogous
of Ormia’s phase difference amplification mechanism is first investigated in [95]. The
schematic in Fig. 3.15 shows a realization of this approach. The coupling circuit
consists of various lumped elements and two transformers used to measure currents
I1 and I2. So, by optimizing the values of the lumped elements, the phase difference
between I1 and I2 dramatically increases compared to the phase differences between
the input signals. Assuming the amplitudes of the input signals are almost the same,
the output phase difference ( ∆ϕout = |ϕ(I2)−ϕ(I1)| ) can be approximated in terms
of the input phase difference (phase difference between the received fields at the two
Rx antennas) as
(3.3) ∆ϕout = ∠(
ej∆ϕin −K
1− ej∆ϕin




Figure 3.16: A picture of the fabricated PDA circuit where Rx1 and Rx2 are the ports that connect
to the two receive antennas is shown. The simulation and measurement results of the
phase difference amplification are given in the plot.
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where, ∆ϕout the output phase difference. Z1 and Z2 are the series and shunt
impedances,respectively (as given in Fig. 3.15). To get an insight into how the
circuit works, let’s look at two extreme cases which are when the impedance of Z2 is
zero and infinity. When Z2 = 0 (K = 0), the output phase difference will be same
as the input phase difference. On the other hand, if Z2 is very large (K ∼1), the
phase difference becomes ∼180◦. When Z2 is finite and larger than Z1, the phase
difference between the two currents will be an amplified version of the original phase
difference. The way this circuit is optimized is based on the following two conditions:
1) Achieving the desired phase amplification which is determined by the phase am-
plification factor (K), and 2) Maximizing the power at the output channels of the
PDA circuit (by achieving impedance matching at each stage of the receive circuit).
The values chosen in the final design are K = 0.84 and Z1 = j120Ω. The circuit
was fabricated and tested using a signal generator, an electronic phase shifter and an
A/D converter. As can be seen in Fig. 3.16, there is a very good agreement between
measured and simulated results. It should be noted that this circuit is only necessary
when the input phase differences are relatively small (≤ 10◦). Larger input phase
differences can be directly measured without amplification.
3.4.3 System Integration and Test
The receiver module as can be seen in Fig. 3.17 consists of two signal lines
each having a narrowband, low-loss filter connected to the two miniaturized dipole
antennas (∼ λ/15). A high-gain low-noise amplifier is then used to amplify each
signal by about 40dB. However, the noise that passes through the filters with the
signal of interest will also be amplified. It’s vital to minimize this noise to achieve
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Figure 3.17: Receiver module including a sensitive pair 16 bit ADCs, phase amplification circuit,
various filters, amplifiers.
the maximum possible SNR. For this reason, a second set of band-pass filters with
high stop-band rejection are used. The various parameters of the system are listed in
Table 3.3. The second column in the table lists the calculated or simulated values for
the Tx antenna gain (Gt), Rx antenna gain (Gr), the output power of the VCO used
to feed the Tx antenna (PSource), the received power (Pr) and the distance between
the Tx and Rx antennas (R). The third column of the table lists measured values for
the same parameters. The antenna gains were measured outside where the multipath
effects were minimized by positioning one antenna at higher elevation relative to the
other antenna [91].
Table 3.3: A comparison of calculated and measured received system parameters
Calculated/Simulated Measured
Gt [dB] −26 −28
Gr [dB] −12 −13






With the current setup, at the maximum Tx-Rx separation considered (20m), an
SNR well over 20dB was achieved. It should be noted that this noise is not thermal
noise, but is caused by signal interference and thus the error generated by it in both
channels are coherent. This makes it possible to improve the DOA measurement
by subtracting the coherent components and hence thermal noise uncertainty is not
the main factor. Also, one way to improve the current system is by designing ex-
tremely narrowband filters with high stop-band rejection which will further improve
the Signal-to-interference ratio (SIR). The downside to using filters in the HF band
based on lumped element components is that such filters suffer from low Q and/or
high insertion loss. Other types of filters such as dielectric resonator filters and
coaxial resonator filters which usually have high Q maybe used for better accuracy.
The Tx and Rx antennas are also tuned to maximize transmit and receive power,
respectively. Without any amplifiers and filters, the received power is -53dBm at
20m Tx-Rx separation. As can be seen in Table 3.3, the received power is similar
to the expected value. This measurement was done both indoor and outside using a
spectrum analyzer to estimate the SIR. The fact that we get similar received power
results for both the indoor and outdoor cases further confirms the minimal effect of
multipath at this frequency. For a Tx-Rx separation of varying from 5m to 20m,
the source tracking system was tested in various environments. We first tested the
system for cases where there was a line of sight between the Tx and Rx antennas.
The measured results were also compared with simulated results based on the half-
space dyadic Green’s function to capture the effect of the ground accurately. In all
the measurements presented, the signals at the Rx antenna elements are recorded
by keeping the Tx antenna stationary and rotating the Rx array in the azimuth
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Table 3.4: Source tracking system test scenarios
Case Tx/Rxs location Line of sight? Main Scatterers
1 Outdoor/Outdoor Yes Ground
2 Indoor/Indoor Yes Ground & Walls
3 Indoor/Indoor No Ground & Walls
plane about the center of the Rx array (One case is shown in Fig. 3.18). In the
results that follow, we choose 0◦ rotation as the case when the Tx antenna is at
the bisect of the Rx array. In Fig. 3.19a, the phase difference comparison between
measured and simulated results for Case 1 (see Table 3.4) show very good agreement.
The mean error for this case is 0.78◦. For each Tx position, the phase difference is
measured a minimum of five times. Errors are then calculated based on measurement
and simulated results. More importantly, the two channel 80MSPS A/D converter
acquires about 16000 samples. The FFT process essentially averages over the samples
in 0.2ms (averages over 4000 cycles of the signal). By referring to Fig. 3.14, we see
that this error in the retrieved DOA results in a spatial tracking resolution of less than
a meter. The slight asymmetry in the measured result and the overall error is caused
by measurement errors and the effect of antenna coupling between the Rx antennas as
discussed in Section 3.3.2. Measurement errors come from inaccuracy in determining
the location of the antennas especially for NLoS scenarios and differences in the
performance of Rx antenna elements. The small multipath effect also contributes
to the error. The result in Fig. 3.19b (Case 3, Table 3.4) shows that the proposed
system works in NLOS case as well. The setup for this case is given in Fig. 3.18.
Table 3.5: Comparison of the proposed system with existing techniques [96]-[97]
System DOA accuracy [◦] Meas. scenario
TCI7235 (Wattson-Watt) 10 Free space
DDF255 (Rohde & Schwarz) 2 Free space
TCI 802C (Wattson-Watt) 2 Free space
Proposed system ≤ 1 Indoor,outdoor
It is worth comparing the proposed system to the state of the art commercial
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Figure 3.18: Measurement setup of Case 3 in Table 3.3 (NLOS case), Tx was positioned at the
boresite of the receiving array on the X-Y plane. The Rx array and is then rotated
about the Z-axis to investigate the phase difference variation.
DF systems. In the literature there are not many HF DOA retrieval techniques and
measurement results for NLoS environments that we could make direct comparison
with. Table 3.5 lists a few commercial systems and their accuracy compared to the
proposed system.
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Figure 3.19: Measurement results and comparison with simulation for the Cases listed in Table 3.4.
CHAPTER IV
Subsurface Imaging based on Distributed Near-ground
Sensors
4.1 Introduction
In this chapter, we propose a 3D high-resolution subsurface imaging approach
based on non-uniformly distributed near-ground sensors operating in the VHF range.
The imaging approach uses ultra-wideband near-field focusing. The system is envi-
sioned to utilize transceivers mounted on robotic rovers or flyers (Fig. 4.1). With
operation at the VHF band, better ground signal penetration and long range cov-
erage can be achieved. Furthermore, by utilizing large bandwidth, the depth res-
olution can be improved. The advantage of a rover based distributed near-ground
sensor network is that it can provide high transverse and depth resolution, possible
autonomous data collection capabilities, and is well suited for the detection of deep
targets (a few meters) as well as efficient imaging of large areas such as mine fields
to help in demining and UXO clearance effort. Also, by positioning the Tx and Rx
antennas close to the ground (less than λ), the direct and geometrical optics reflected
signal from the ground almost cancel out and Norton surface waves are the dominant
component of the direct field [83]. This unique property of near-ground sensors is
exploited in the proposed approach as the direct signal in the case of near-ground an-
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Figure 4.1: Transceivers and geolocation systems are mounted on robotic rovers or flyers that move
in specified routes and acquire data about the subsurface environment (Image back-
ground borrowed from [6]).
tennas is less than the case of antennas that are well removed from the ground. One
of the main challenges is overcoming issues related to the design of a compact and
low-profile antenna in the proposed frequency range with good bandwidth. For this
reason the idea of using multiple narrowband antennas is investigated. Essentially,
the fundamental frequencies and the higher order harmonics of a few narrowband
antennas (operating at the lower VHF band) are combined to achieve a larger com-
bined bandwidth. Since the electromagnetic properties of the subsurface medium
needs to be modeled based on the various variables including soil textural compo-
sitions, soil moisture, frequency, and dielectric profile of the subsurface medium, an
appropriate soil dielectric model in the frequency of interest is required. The soil
dielectric model is to be used to develop the forward scattering model as well as to
improve the computational efficiency of the inversion algorithm.
The chapter is organized as follows. In Section 4.2, an accurate forward model
for realistic subsurface environments based on a vertically stratified medium is pre-
sented. A soil dielectric model originally developed for the UHF band based on [98]
is modified and validated at the VHF range with measured results available in the
literature. The sensitivity analysis in the frequency of interest (Lower UHF and
VHF) is performed to assess the signal penetration depth for realistic soil textural
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compositions and soil moisture. In Section 4.3, the proposed imaging algorithm along
with validation of the approach based on numerical results is discussed. Frequency
analysis of the inversion algorithm relating both the bandwidth and number of fre-
quency points to the depth resolution along with a scheme to reduce the number of
frequency points is proposed. Furthermore, sensitivity analysis of the accuracy of
the background dielectric profile as it relates to the imaging resolution is discussed.
A scale model measurement to validate the proposed approach is performed in the
laboratory and the results are presented in Section 4.4.
4.2 Subsurface scattering model and analysis
A realistic forward model that accurately captures the change in phase and mag-
nitude of the electric field radiated by the transmitting antenna and received by each
sensor is an essential element which is required both for signal penetration depth
(SPD) analysis as well as to create synthetic data for validation of the subsurface
imaging algorithm. In this section, an accurate forward model along with a VHF
soil dielectric model and analysis of SPD in realistic subsurface environments are
described.
4.2.1 Forward scattering model
Given a dielectric or metallic target, such as UXO, buried under an inhomoge-
neous soil medium along with transmitting and receiving antennas located close to
the top surface, the goal here is to accurately calculate the received field. It’s of-
ten the case that the dielectric variation of realistic subsurface medium is mainly
along the vertical dimension (varies with depth). Here, we model the ground as a
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Figure 4.2: Near-ground Tx/Rx pair above a half-space medium and a buried target where the
various scattering mechanisms are shown.
stratified dielectric medium composed of several thin layers where each layer has
a constant electromagnetic properties resulting in a staircase approximation of the
complex dielectric profile of the soil medium. The region under investigation is first
illuminated with the electric field from the Tx antenna; the scattered field is used
to image any possible inhomogeneity, aside from the stratified medium representing
the background.
The required quantities for the forward model are the dielectric profile of the lay-
ered medium, the location of targets, and thicknesses of each layer. The electric field
at the location of the receive antennas need to be accurately predicted. Assuming
the target is not close to the surface, and noting that the interface between layers
are diffuse, a first order approximation for calculating scattered field from the target
to each sensor can be based on Geometrical optics by making use of the Fresnel
transmission coefficients, phase delays and losses for each layer. This is especially
valid for targets that are deeply-submerged for which the surface waves and other
higher order effects can be ignored. As can be seen in Fig. 4.2, for a near-ground
Tx/Rx pair, the received total field consists of several components including higher
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order terms that Geometrical optics does not take into account. It turns out that the
higher order terms are important only for shallow targets. However, the reflection
from the ground and the direct coupling among the Tx and Rx antennas have to be
correctly captured including Norton surface waves. The forward model for approach
utilizes a vertically stratified medium to approximate the background dielectric pro-
file as shown in Fig. 4.3. It should be noted that by varying the number of layers and
the thicknesses of each layer, the background dielectric profile approximation can be
improved. Antennas with wide beamwidth, which will be necessary to illuminate
as much of the subsurface environment as possible, are more susceptible to stronger
coupling compared to antennas with narrower beamwidth. It should be noted that
unlike applications in communication areas, the goal is to have most of the energy
propagate into the subsurface illuminating the region of interest while minimizing the
direct coupling. In this regard, an interesting advantage of near-ground antennas that
is exploited in our approach is that depending on the polarization choice the direct
coupling can be made much smaller compared to systems that operate far from the
ground. To investigate the coupling as a function of relative antenna orientation and
separation, we used an accurate asymptotic approximation of the half-space dyadic
Green’s function [83]. In addition to the above techniques, full-wave simulation based
on FDTD is utilized to analyze the proposed imaging approach.
4.2.2 A Semi-empirical VHF soil dielectric model
For a given soil mixture that has different soil textural class and moisture, the
dielectric constant of the mixture is related to the properties of the individual com-
ponents of the mixture including the dielectric constant, volume fractions and spatial
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Figure 4.3: Vertically stratified medium used as a subsurface model. Each layer can be made
arbitrarily thin resulting in a stair case approximation for the subsurface dielectric
profile.
distributions among other things. Depending on size, the soil particles are divided
into three types namely sand, silt and clay. By varying the relative percentages of
the three soil particle sizes, the soil mixture’s textural class can be determined. In
the absence of water, the real part of the relative dielectric constant of soil varies
between 2 and 4. A wet soil which is a mixture of soil particles, air pockets and water
has dielectric constant that is significantly different from dry soil. In the literature,
there are various empirical, semi-empirical and analytical models for the dielectric
constant of soil especially at microwave frequencies [99]-[102]. However, for frequen-
cies in the HF and VHF range, there is not a robust model that can be used to
accurately predict the complex dielectric constant of various types of soils.
A semi-empirical soil dielectric model originally developed for microwave frequen-
cies later extended to the UHF frequencies was proposed by Peplinski et al. [98].
For our purposes, the frequency range of this semi-empirical model was further ex-
tended down to VHF frequencies, assuming the empirical formulas do not change by
much as the frequency is lowered. We then compared the real and imaginary parts
of the dielectric constant predicted by this model to measured results available in
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Figure 4.4: Comparison of the real and imaginary parts of the dielectric constants plotted against
frequency for Sandy loam. Measured results are from [104]





































Figure 4.5: Dielectric constant comparison between calculated and measured results for clay loam,
measured results are from [105]
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Figure 4.6: Signal penetration dependence chart
the literature [103]-[105]. The model for the frequencies of interest is then improved
by introducing correction factors of |mv − 1.3|/1.32 and |mv − 1.3|/3.3 which are
applied to the calculated real and imaginary parts of the dielectric constant, respec-
tively. These values are chosen to adjust Peplinski’s model (developed for frequencies
above 300 MHz) to fit measured data for VHF frequencies. The equations needed
to calculate the complex dielectric constant of a given soil mixture are included in
Appendix B. The comparison results between measured and calculated dielectric
constant of soil at lower UHF and VHF range are given in Fig. 4.4 and 4.5 showing
very good agreement between the predicted and measured values.
4.2.3 Signal penetration depth analysis
Investigating the signal penetration depth for realistic subsurface environments
by calculating the field at the location of the receivers as a function of frequency will
be useful in determining the depth of the targets that can be imaged. This analysis


































Figure 4.7: Signal penetration depth for varying moisture content plotted as a function of frequency,
the soil type used here is loam.
depending on the depth of interest. Realistic subsurface regions of interest can be
divided into two categories: 1) regions where the soil type is mostly the same and
the soil dielectric varies mainly due to variation in soil moisture and, 2) those where
the soil is highly inhomogeneous consisting of varying soil moisture and/or multiple
soil textural compositions. The depth where the signal illuminating the air-ground
interface decays by 10dB (chosen cutoff point) is calculated for the frequency of
interest. We performed two sets of simulations to analyze these cases. In the first
set, the subsurface region is modeled as a homogeneous half space. The soil textural
composition (% of clay, silt and sand) was kept constant and soil moisture content is
varied. In the second case, a multilayered medium is created by varying the moisture
content of the different layers. As can be seen in Fig. 4.7 and Fig. 4.8, the cutoff
point varies significantly based on soil textural compositions as well as soil moisture.



































Figure 4.8: Signal penetration depth (-10 dB) is plotted as a function of frequency. A subsurface
medium with four layers with equal thicknesses and different moisture (1,3,7.5,10 %,
i.e. layers 1 to 4) are used for this simulation.
It can be seen that soil moisture is the more important factor in determining the
signal penetration depth. For lower soil moisture contents (less than 3%), the signal
penetration depth is much higher compared to higher moisture cases. It’s important
to note that in relatively drier areas, the SPD would be much higher. The cutoff
point is chosen to be -10dB because the round trip attenuation of -20dB beyond the
propagation path loss in relatively short distances is tolerable by sensitive receivers.
If the sensitivity of the receivers can be increased, it will be possible to image targets
that are located deeper than what is shown in the analysis above. We can see from the
above analysis that by using VHF frequencies, it’s possible to localize targets buried
several meters below the surface depending on the soil texture and soil moisture.
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4.3 Proposed imaging approach and analysis
A high resolution subsurface imaging technique based on distributed near-ground
sensor networks is proposed. The antennas are to be mounted on autonomous rovers
or flyers as depicted in Fig. 4.1. The proposed subsurface imaging algorithm uses an
ultra-wideband signal and a large aperture with near-field focusing. As compared to
existing technologies such as GPR, the advantage of rover based near-ground sensor
networks is that it can provide high lateral and depth resolution, possible autonomous
data collection capabilities, and is suited for efficient detection of distributed targets
covering large areas( e.g. mine fields and UXO contaminated areas). Traditional
GPR systems essentially acquire data in a uniform grid of receiving points, but not
all of these receiving points provide independent information about the subsurface
environment. Also, in traditional GPR approach the data points are not processed
coherently together. In this work, we investigate possible ways of reducing the total
number of receiving points required to achieve a certain resolution. Simulation and
scale model measurement results will be utilized to assess various sensor distributions
both in terms of spatial distribution and polarization keeping in mind the possible
routes that the rovers could follow.
4.3.1 Inversion algorithm
Given a set of electric field measurements and the transceiver spatial distribution,
the goal of the inversion algorithm is to localize targets submerged below the surface
with the best possible resolution. This requires an estimation of the soil dielectric
profile. An iterative approach is used to achieve this. First, a best guess for the soil
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moisture profile using a stair-case approximation (assuming constant soil moisture
content for each layer) is made. The starting value for the moisture profile could be
from past history of the region of interest or simply a constant value if the history is
not known. The semi-analytic soil dielectric model discussed in Section 4.2 is then
used to estimate the complex dielectric constant profile based on the guessed moisture
profile. Using this dielectric profile, Geometric Optics in conjunction with the back-
projection algorithm is used to create an approximate 3D image of the subsurface
domain. The algorithm used in this work is the frequency domain equivalent of the
back projection algorithm. Essentially, the correct signal path between the Tx/Rx
antennas and each test cell is calculated which in the inversion will be used to undo
the time delay in each layer as given in equation (1). The inner sum over the various
receiving points improves the lateral resolution by increasing the aperture while the
outer sum which is over frequency increases the depth resolution. To actually improve
upon the first-order 3D image, an optimization must be carried out to better estimate
the soil moisture profile and the resolution of the image. The objective function for














where, pi and S
Cal
21 are the coordinates of the current test point and the calibrated
received field (as a function of frequency and current receiver position), respectively.




l are the distance
traveled by the signal from the Tx antenna to the current test point and from the
test point to the current receiving point, respectively. If there are buried targets,
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Figure 4.9: Simulation setup for analysis of lateral resolution, the lateral dimensions of the region of
interest was 20m by 20m while the depth was 10m. The subsurface medium is composed
of sandy loam with the moisture profile given above.
these targets are imaged with poor resolution initially. The image is sharpened by
searching for the correct soil dielectric profile. This is done in two ways: 1) by
maximizing the power from a pixel within a target region, and 2) by minimizing
the difference between the sum of the values of a set of resolution boxes around the
maximum of the point spread function (PSF) and that of the ideal PSF.
The lateral resolution is obtained by forming a synthetic aperture using coherent
measurements acquired by multiple rovers moving in specified routes. As it was
alluded to earlier, achieving very high resolution and being able to detect or image
targets that are deeply-submerged are one of the main goals. With operation at
the VHF range, better ground signal penetration and long range coverage can be
achieved as described in the previous section. Higher bandwidth results in better
depth resolution. Therefore, the antennas, with center frequency in the VHF range,
should be able to operate over a wide frequency band. Issues related to the design
of a compact and low-profile antenna in the proposed frequency range with good
bandwidth is recognized as one of the main challenges of the implementation of a

































Setup 2 (N = 30)
 
 
Figure 4.10: Several uniform and non-uniform sensor configurations are shown. The corresponding
lateral resolutions are also compared.
4.3.2 Numerical validation and analysis
The proposed imaging approach was implemented and tested using data generated
based on the forward model presented in Section 4.2. The raw data was created based
on a four layer medium with a dielectric profile as given in Fig. 4.9. In this set of
simulations, Geometrical optics was used to calculate the received fields. The lateral
dimensions of the simulation domain was 8λ by 8λ and the depth was 4λ at 120 MHz.
The Tx antenna is positioned in the middle of the setup just above the top surface.
As can be seen in Fig. 4.10, various configurations of receiving points are tested. The
setups are chosen to cover large area while creating the necessary synthetic aperture
to improve the lateral resolution. Also, the number of measurement points should be
minimized for efficient data collection and inversion. The lateral resolution is shown
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Figure 4.11: The Lateral resolution plotted for the simulation setup shown in Fig. 4.9. The various
sensor setups used for this simulation is shown in Fig. 4.10. The frequency range for
this simulation is from 30MHz to 270MHz with 5MHz steps.
in Fig. 4.11. The non-uniform setup (Setup 1) results in the same resolution with
slightly higher side lobes as the uniform rectangular grid which has more number
of receiving points. It should be noted that in a realistic subsurface environment
receiving points that are further away from the Tx antenna do not improve the
resolution because the received signals become very small due to subsurface loss
(especially at higher frequencies). In the proposed approach, however, the signals
travel longer range since we are using frequencies in the VHF band. This makes it
possible to have larger synthetic aperture.
Another set of simulations were performed to assess the performance of the imag-
ing algorithm based on raw data created using a full-wave solver. The simulation
setup for this case includes a half-space dielectric medium and a small metallic sphere
buried at a depth of 7m below the surface. Perfectly matched layer (PML) boundary
conditions are utilized to simulate the infinite half-space. The full-wave simulation
is important because it takes into account field components that are ignored by
93












Based on Full−wave simulation









Figure 4.12: The Lateral and depth resolution retrieved based on raw data created using a Full-wave
solver.
Geometrical Optics. These include near-ground wave propagation effects (Norton
surface waves) and other higher order components. A horizontally polarized short
dipole located just above the ground is used as a source and the received electric
fields are recorded at several points around the Tx antenna as shown in Fig. 4.10.
The frequency range used for this simulation is from 30MHz to 70MHz. For this
simulation, the signal component that is scattered by the target is isolated by fol-
lowing the calibration approach discussed in Section . As can be seen in Fig. 4.12,
the location of the target is correctly retrieved with good resolution. The depth
resolution can be further improved if a larger bandwidth is used by including the
higher VHF range which is not utilized for this particular simulation. Also, a larger
aperture can improve the lateral resolution.
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Figure 4.13: Comparison of depth resolution for the frequency selections listed in Table 4.1.
4.3.3 Frequency requirement analysis
The bandwidth of the system is the main variable that determines the depth
resolution, however in order to realize the proposed imaging system, a compact low-
profile ultra-wideband antenna in the VHF range is required. Designing such an
antenna proves to be challenging due to various constraints. One way to mitigate
this issue is to use an array of a few antennas operating at their first few harmonics
which is equivalent to non-uniform sampling in the frequency domain. This will ease
the design requirements of bandwidth of low-frequency (VHF) antennas. However,
factors such as the number of frequency points and range as they relate to the depth
resolution need to be investigated.
Simulations were performed to compare various sets of frequency points for a
given bandwidth. The frequency range of interest is from 25 to 180MHz. Three
different cases are investigated. In the first case, 15 frequency points were selected
in such a way that they match three antennas with center frequencies at 25MHz,
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30MHz and 35MHz. The first few harmonics along with the fundamental frequencies
of each antenna are utilized. The second case is similar to the first case but with an
additional antenna which has its fundamental frequency at 40MHz. The final case
includes the whole 30-180 MHz range densely sampled in steps of 3MHz resulting
in a total of 52 frequency points. It should also be noted that using a gaussian
window whose fourier transform is also gaussian to the frequency domain data helps
reduce side lobes in the resulting image (See Section 4.4). The various frequency
choices are summarized in Table 4.1. Fig. 4.13 shows the depth resolution for the
three different frequency sampling cases for a target located at 4.45m depth. The
plots show that it is indeed possible to use fewer frequency points (Case 1 and 2)
and still achieve almost the same resolution as in the densely sampled case (Case 3).
Although, higher frequencies do not have high penetration depth, including higher
frequencies (above 180MHz), could improve the depth resolution because some energy
may still propagate (even for deeper targets) at those frequencies. This is especially
true when the subsurface environment is not too moist. Also to compensate for the
higher attenuation at higher frequencies, the waveform can be designed to transmit
more power at higher frequencies.
Table 4.1: Various frequency selections
Freq. [MHz] No. of freq. pts.
Case 1 25,30,35,50,60,70,75,90,100,105,120,125,140,150,175 15
Case 2 25,30,35,40,50,60,70,75,80,90,100,105,120,125,140,150,175,180 18
Case 3 25− 180 52
4.3.4 Sensitivity analysis
In this section, we investigate how the accuracy of the estimated dielectric profile
of the background medium affects the accurate retrieval of the locations of the targets.
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Figure 4.14: The lateral and depth resolution is plotted as a function of percent error in the esti-
mated dielectric profile of the background medium.
This sensitivity analysis is important because it can be used to optimize the inversion.
If, for example, 10% error in the background dielectric profile causes negligible change
in resolution, then attempting to improve the accuracy of the profile is not necessary.
It should be noted that in applications such as soil moisture retrieval, the accuracy of
the dielectric profile is important. Here, we discuss the sensitivity analysis based on
simulation results of a five layer setup (as in Fig. 4.9). We tested a case where there
was only small losses in the subsurface medium and another more lossy scenario.
The goal is to investigate how the background retrieval errors affect the resolution
in different types of subsurface medium. The number of receiving points here is 144
and the frequency range from 30MHz to 270MHz is utilized. The lateral and depth
resolution were calculated by introducing errors in the estimated dielectric profile
compared to the profile used to create the raw data. As can be seen in Fig. 4.14
both the lateral and depth resolution change only by a small amount even when
there is an error of up to 10% in the background dielectric profile.
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Table 4.2: Proposed vs. Scale model parameters (The brick layer is used to create the profile)
Proposed model Scale model
Center freq. 100 MHz 10 GHz
Bandwidth 60 MHz 4 GHz
ϵr of Sand 2.8 + 0.018i 2.7 + 0.015i
ϵr of Brick 5.9 + 0.7i 5.9 + 0.7i
4.4 Laboratory scaled model measurement results
The proposed imaging approach was investigated by utilizing raw data created
using MATLAB and a full-wave solver as discussed in the previous section. However
it’s important to validate the technique experimentally in the presence of practical
limitations. Implementing the system at the frequency range of interest (VHF)
is not pursued in this work because of limited space and resources. Instead we
decided to perform a scaled model measurement with a scaling factor of 100. The
main advantage of scale model measurements in the laboratory is that they are in
controlled environment where all the parameters can be measured directly. Table 4.2
summarizes the various parameters used in the proposed and scale model. Since the
Tx and Rx antennas are in close proximity to the ground, the relative orientation of
the antennas have to be wisely chosen. For applications in communications, vertical
polarization is preferred for near-ground scenarios [90],[106]. However, when the
goal is to minimize the direct signal and direct most of the radiated field to the
subsurface region, horizontally polarized Tx and Rx antennas are preferred. Various
receiver configurations are tested by comparing the corresponding depth and lateral
resolution.
In this experiment, a network analyzer based radar operating in the X-band is
used. The geometry of the setup is given in Fig. 4.15. The measurement setup
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Figure 4.15: Measurement dimensions and target locations for the scale model experiment. The
units of the given dimensions are in meters.
Figure 4.16: A picture of the laboratory scale model setup.
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which is shown in Fig. 4.16 consists of a sandbox, a Tx and Rx antenna, 2D antenna
positioner, metallic targets buried in the sand, a network analyzer and a PC. The
size of the box is made large in terms of wavelength (40λ by 40λ by 20λ) at the
center frequency of 10GHz. The large dimensions of the measurement setup will help
minimize the effects of unwanted scatterers in the laboratory. It should be noted that
two sets of antennas are tested in this experiment namely dual-polarized quadruple-
ridged horn antennas and open ended waveguides. Open ended waveguides have
advantage because they can illuminate larger region while the horns have a more
directive pattern. It was found that the open ended waveguides are preferred for our
purpose because with their wider beamwidth, a larger synthetic aperture could be
formed.
One of the main goals of this experiment is to investigate the performance of
the proposed technique for imaging targets that are deeply submerged in realistic
subsurface environments. Two different cases of the subsurface environment are
tested. In the first case, dry homogeneous sand is used as the background medium.
Two small spheres are buried 15cm below the surface of the sand (See Fig. 4.15).
In the second case, a layer of bricks is used as the top layer in addition to the sand
layer. The brick layer is used to simulate a layer with higher dielectric constant.
In reality, this happens because of the presence of soil type with higher dielectric
or increased moisture. The scan area is 20λ by 20λ and a rectangular grid of data
points with steps of λ/2 in each dimension is measured. At each data point, S21 is
recorded by sweeping frequencies from 8GHz to 12 GHz with 401 frequency points. In
order to minimize noise, averaging and narrow IF bandwidth is used in the Network
analyzer settings. It should be noted that not all the data points can provide entirely
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independent information. In fact one of the goals here is to use fewer points and still
achieve almost the same lateral resolution.
The measured S21 data consists of the direct signal and the scattered field from
the background and targets. Before applying the imaging algorithm, the component
scattered by the targets will have to be isolated from other components. In addi-
tion, since both the Tx and Rx antennas are connected to the network analyzer via
long cables, the delay caused by these cables needs to be removed. A calibration
procedure, outlined below, is performed to isolate the field component scattered by
the targets and to compensate for cable delays. Three sets of measurements are ac-
quired. SUnal21 is the measurement taken in the presence of the background medium
and targets while SBg21 is measured in the presence of the background (but without
the targets). In both cases the data is acquired at each receiving point by mov-
ing the antennas using the 2D positioner as can be seen in Fig. 4.16. Also, SC21 is
measured as a function of frequency by connecting the Tx and Rx cables directly.
The frequency domain data consists of 401 points at each receiving point which is
equivalent to applying a rectangular window to the frequency domain data. This
has the same effect as multiplying the time domain data by a Sinc function resulting
in higher side lobe levels. Using a gaussian window whose fourier transform is also
gaussian results in better images because of reduced side lobe levels. The calibrated
data (SCal21 ) as a function of frequency for each receiving point is calculated by:
(4.2) SCal21 (f, rn) = W (f) ∗





where, W(f) is a windowing function which could be either a gaussian, hamming
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or other windowing functions. In (4.2), subtracting the background measurement
removes the direct and other scattered components while dividing by SC21 compensates
for the delay caused by the cables. Of course, in actual applications background
data will not be available and another way of calibration has to be devised. One
viable approach is to design antennas with minimal direct near-ground coupling. For
near-ground antennas, the interactions between the Tx and Rx antennas occur at
near-grazing incidence angles for which the Geometrical Optics components are not
dominant. If the antennas are designed in such a way that the direct coupling is very
small in the presence of the ground, there need not be a calibration step to remove the
direct signal. In [106], various near-ground antenna pairs have been analyzed based
on numerical techniques and the possibility of maximizing or minimizing (depending
on the specific application) the received signal has been suggested. Another realistic
alternative to remove the direct signal from the raw data is to use time-domain
gating. This can be done because the direct signal always has the shortest path and
hence can be removed in time-domain. After calibration, the data is processed by
the inversion algorithm. As can be seen in Fig. 4.17, the image created based on







X−Y cut [depth = 15 cm]
 
 





















Figure 4.17: The X-Y cut of the reconstructed image of two small spheres located at a depth of
15cm.
CHAPTER V
Measurements and Physics-based Analysis of Co-located
Antenna Pattern Diversity System
5.1 Introduction
A thorough and accurate analysis of a diversity system needs three main com-
ponents: the Tx and Rx antenna radiation patterns (phase and amplitude), the
multipath coherent propagation model and the calculation of a figure of merit for
the performance of the diversity system such as complex and envelop correlation coef-
ficients and/or diversity gain. Existing simulation based diversity analysis techniques
essentially model the indoor or other multipath channel using a stochastic model such
as Rayleigh and Rician distributions. While these probabilistic models provide gener-
alized approximations to the indoor channel, such models do not accurately capture
all the propagation mechanisms such as angle of arrival and polarization, and hence
diversity analysis techniques based on such models inherently lack the information
needed to assess the true performance of a given diversity system. For example, for
near-ground antennas, propagation supported by Norton surface waves have to be
captured for accurate field calculations. Specifically, for Tx and Rx antennas located
less than a wavelength (λ) above ground, wave propagation is dominated by Nor-
ton surface waves. The other aspect of diversity system is the design of a common
103
104
Figure 5.1: A schematic of a Radiation pattern diversities using two antennas.
aperture radiation pattern diversity antenna. Recently, different types of antenna
topologies with radiation pattern diversity have been reported [107]-[108]. In such
literature, one antenna has omnidirectional radiation pattern, and the other antenna
has broadside radiation pattern, as depicted in Fig. 5.1. While the antenna geome-
tries in the literature provide the desirable isolation between two antennas, they are
based on multi-layer structures, that cannot be easily fabricated and are not easily
amenable to miniaturization. This paper introduces a new approach to design an
antenna with a small form factor and co-polarized radiation pattern diversity.
In this chapter, we discuss a new diversity system analysis approach that takes
into account the complex radiation pattern of the Tx and Rx diversity antennas
and make use of an accurate deterministic, coherent, and polarization preserving
propagation model for a complex indoor scenario. One advantage of this approach
is that for a diversity system deployed in complex scenarios the performance can
be quantified accurately since all the propagation mechanisms are accounted for.
In section 5.2, the new physics-based pattern diversity analysis approach will be
introduced. The propagation modeling with specific focus on near-ground antennas
will also be discussed. An accurate near-ground indoor propagation model that
can accurately capture scattered field components from indoor obstacles while fully
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Figure 5.2: A schematic of a Radiation pattern diversity system in a hallway (top view) environ-
ment.
taking into account the Norton surface waves will be discussed as well. An example
analysis of a near-ground diversity system based on this model will also be presented.
In section 5.3, the design of a co-located radiation pattern diversity antenna will be
described which is used in a pattern diversity measurement system. Finally, in
section 5.4, the diversity measurement system to measure the amplitude and phase
of the received field needed for computing the complex correlation coefficients will
be presented.
5.2 Physics-based simulation and Analysis of Pattern Diversity Systems
As it was alluded to in the previous section, the objective of this section is to dis-
cuss a new approach to analyze the performance of a diversity system. This technique
will be utilized to investigate the performance of the pattern diversity system based
on a common aperture pattern diversity antenna described in section 5.3. Of the
various diversity techniques mentioned in the previous section, for small platforms,
spatial diversity is not possible. However, it is possible to use a small antenna with
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Figure 5.3: A diagram of the proposed physics-based diversity system analysis approach,
Er(θ, ϕ),Voc and h⃗ are received field, open circuit at the Rx channel and antenna effec-
tive height, respectively. hTx and hRx are the heights of the Tx and Rx antennas.
two or more feeds to generate different radiation patterns. The main idea of pattern
diversity approach is to utilize antenna systems with different ports that radiate elec-
tromagnetic fields in mutually exclusive (almost) directions and when positioned in
multipath environments can receive the fields in mutually exclusive directions. This
results in simultaneous field measurements that are statistically uncorrelated and
thus can be utilized to improve the wireless connectivity.
The block diagram in Fig. 5.3 shows the proposed diversity analysis technique. In
this section, the steps for calculating the open circuit voltage (Voc) at the Rx ports
and the complex correlation coefficients between the various channels is described.
We will then discuss two sets of results: 1) a near-ground scenario where the antennas
are within a wavelength above ground, and 2) a case where the antenna heights are
greater than a wavelength. At the frequency of operation used for this analysis
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(400MHz), if the antenna heights are above λ (75cm), the ray-tracing approach is a
good approximation. For the near-ground case, we will utilize an efficient propagation
model that we developed for this application.
5.2.1 Calculation of Rx Open circuit voltage and Complex correlation coefficients
Here, we will discuss the steps required to calculate the complex correlation co-
efficients between the different channels (e.g. the horizontal and vertical pattern
channels as illustrated in Fig. 5.2). First, the complex radiation pattern of the Tx
antenna system for all directions, i.e. the complex normalized electric field values
(in the far-field) sampled in small steps as a function of θ and ϕ, are imported. For
each value of θ and ϕ, rays are launched by taking into account the complex pattern
data in that direction. All the rays are then used as sources to illuminate the multi-
path propagation environment in which the antennas are operating. For each Tx-Rx
arrangement, an accurate deterministic propagation model is used to calculate the
electric field incident on each Rx antenna element as a function of θ and ϕ. The real
and imaginary parts of the incident electric field in conjunction with the effective Rx
antenna height is used to calculate the open circuit voltage at each Rx antenna port.
The open circuit voltage(Voc) is defined as
(5.1) Voc = h⃗(θ, ϕ) . E⃗i(θ, ϕ),
where,⃗h and E⃗i are the complex effective height of the antenna and the complex
received electric field at the receive antenna element location in the absence of the
antenna. The effective height h can be expressed in terms of a matched load ZL, the
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Figure 5.4: a) Simulation geometry (ceiling and ground not shown but are included in the simu-
lation), b) the top view and the Tx-Rx configurations for diversity system simulation
analysis, and c)signal coverage when Tx is at Position 1 on a plane parallel to the
ground at 1m height.
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complex pattern of the Rx antenna (G(θ, ϕ)), the complex polarization vector of the
Rx antenna (p⃗), free space impedance (Zo), and the wavelength (λ) as










= a ejα &
prθ
prϕ
= b ejβ ,
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1 + 2ab cos(α+ β) + a2b2
(1 + a2)(1 + b2)
,
where piθ,ϕ and p
r
θ,ϕ are the components of the polarization vectors of the incident
field and the receive antenna, respectively. We can then calculate Voc by including
the polarization mismatch factor as





Finally, if v1 and v2 are the open circuit voltages at the two ports of the receive anten-






2 > − < v1 >< v∗2 >√
(< |v1|2 > −| < v1 > |2)(< |v2|2 > −| < v2 > |2)
,
where, < . > represents the expected value operator calculated using the spatial
samples of v1 and v2.
Another parameter commonly used to quantify the effectiveness of a given diver-
sity system is Diversity Gain which is essentially the increase of the combined signal
compared to a single channel [109]. In this paper, the diversity gain is calculated
by using a selection combining criteria with maximum apparent diversity gain of 10
and an outage rate of 1% [110]-[111]. Using the antenna radiation efficiency (er) and
based on the above assumptions, the effective diversity gain (EDG) can be calculated
by
(5.7) EDG = er.10
√
1− |rc|2.
5.2.2 Simulation result of the pattern diversity antenna in a complex indoor scenario
In this section the performance characteristics of the proposed co-located pattern
diversity antenna system is studied through simulation of wave propagation in a
complex multipath indoor environment. A two story office building shown in Fig.
5.4 is used for analyzing the performance of the proposed system. Two different
propagation solvers are utilized. The first set of results presented in this section is
based on a commercial ray-tracing based propagation solver called EM.CUBE [112].
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Figure 5.5: The computed open circuit voltage values at the outputs of a radiation diversity antenna
composed of co-located patch and monopole antenna, a) when monopole antenna is
transmitting, and b) when the patch antenna is transmitting.
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In the next section a propagation model that we developed to analyze near-ground
diversity systems is utilized. The building structure consists of several rooms where
the walls are modeled as lossy dielectric slabs having a thickness of 50cm. The
dielectric properties of the walls is assumed to be that of a brick wall (ϵr = 4.4 and
σ=0.004). The Tx and Rx pattern diversity antennas used for this simulation are
co-located monopole and compact bowtie patch antennas. A detailed description is
included in the next section. The complex building structure shown in Fig. 5.4a is
modeled using EM.CUBE and for each radiating elements of the Tx pattern diversity
antenna data are imported. For each new Rx position, the electric field corresponding
to rays that are incident on the Rx antenna are calculated as a function of θ and ϕ.
The incident electric field is exported and is used to compute the effective antenna
heights of the Rx antenna elements for all angles of arrival.
Table 5.1: Correlation coefficients calculated for various channels based on simulation results for
Set up 1 as shown in Fig. 5.4 (M and P stand for Monopole and Patch antennas,
respectively)
Ch1 (Tx,Rx) Ch2 (Tx,Rx) rc |rc| [dB]
M,P M,M 0.0434 + 0.0159i -26.7
P,M P,P -0.1939 + 0.1399i -12.43
M,M P,P -0.1857 - 0.1860i -11.6
In the first case of the simulation of the diversity system, the Tx and Rx antennas
are deployed along the corridor on the first floor of the building where the location of
the Rx antenna is changed along Rx path as shown in Fig. 5.4b, and the transmitter
is located at Tx position 1. This case is chosen to analyze the performance of the
diversity system when there is a line of sight (LoS) between the Tx and Rx antennas.
By following the procedure described above, the open circuit voltages at the Rx
antenna elements are computed. As can be seen in Fig. 5.5, the Voc curves show the
uncorrelated variation of the various channels. In Fig. 5.5a, the monopole is used as
the Tx antenna and the two curves show the channels created when the monopole
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and patch antennas are used as a Rx antennas. For this scenario (LoS case), the
vertical channel is mainly supported by the rays that bounce back and forth between
the ground and the ceiling. The horizontal channel is mostly from multiple reflections
from the side walls. A case where there is no line of sight between the Tx and Rx
antennas as shown in Fig. 5.4b is also simulated (Tx position 2 and Rx path). In
this case the received fields are mainly supported by the walls, ground and ceiling
of the center hallway similar to the LoS case, but instead of the direct path, edge
diffraction and penetration through walls also contribute to the NLoS case.
5.2.3 Near-ground propagation modeling and analysis
For near-ground transceivers deployed in multipath environments, electromag-
netic wave propagation is dominated by Norton surface waves. In order to accurately
calculate electric field coverage in complex propagation scenarios such as indoor en-
vironments, these higher order waves and their interactions with building walls and
other indoor obstacles have to be captured. Full-wave solutions are computationally
inefficient for indoor propagation simulations. The most commonly used field pre-
diction techniques are based on ray tracing routines which are based on Geometrical
Optics (GO). Ray tracing approaches are inadequate for evaluating signal coverage
of transceiver nodes very close to the ground (less than a wavelength above ground)
since such routines neglect higher order surface waves. For this reason we need to
devise a technique that can efficiently capture the higher order surface waves and
their interactions with the obstacles. Our approach for calculation of near-ground
wave propagation and scattering is based on a physical optics solution where an
asymptotic approximation of the Dyadic Green’s function for a half-space dielectric
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medium is utilized. In chapter 2, we presented a near-ground indoor propagation
approach that fully takes into account the higher order Norton surface waves [90].
The field components scattered from indoor obstacles such as walls are computed
using a physical optics approximation in conjunction with an efficient solution of the
half-space Dyadic Green’s function.
In this work, we extended this model to make it more efficient by taking into
account the dominant scattering mechanisms when calculating scattering from indoor
obstacles. The modified approach is implemented for hallway geometry similar to
Fig. 5.2. Essentially, the geometry consists of the ground, ceiling and two side
walls as shown in Fig. 5.2. When a radiation pattern diversity antenna (will be
described in the next section) having two radiating elements as depicted in Fig. 5.1
is positioned in one end of this hallway very close to the ground , there will be
a vertical and horizontal channel that are supported. The proposed propagation
technique calculates the direct path between Tx and Rx, by radiating the current
distribution on the Tx antenna using the Dyadic Green’s function for a half-space
medium discussed above. The first order reflections and multiple scattering from side
walls are calculated based on the image method. In all the calculations, the surface
waves are included. The open circuit voltage for each channel (when Rx antenna is
Monopole or Patch) are calculated following the procedure described in the previous
section. The resulting correlation coefficient is 0.0519.
5.3 Radiation Pattern Diversity Antenna Design
This section shows the design of a common aperture antenna in a small space
having radiation patterns that are significantly different and almost orthogonal. This
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Figure 5.6: Geometry and design parameters of the proposed radiation pattern diversity antenna,
(a) Monopole antenna, (b) bow-tie patch antenna,(c) proposed radiation pattern diver-
sity antenna, and d) top-view of the proposed antenna.
Figure 5.7: The proposed pattern diversity antenna designed and fabricated for the 400MHz diver-
sity system.
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Figure 5.8: 3D radiation patterns (Eθ) of the proposed radiation pattern diversity antenna: (a)
when the bowtie patch antenna is transmitting and the λ/4 monopole antenna is
matched with 50Ω (broadside radiation pattern), and (b) when the bowtie patch antenna
is matched with 50Ω and the λ/4 monopole antenna is transmitting (omnidirectional
radiation pattern)
difference is measured by the envelop cross-correlation between the radiation patterns
in the far-field. This can be done numerically if the theoretical radiation patterns (









where • represents the Hermitian product.
Also, F⃗1(θ, ϕ) and F⃗2(θ, ϕ) radiation patterns antenna 1 and 2. In practice, it
is difficult to know the radiation patterns for arbitrary antennas. To calculate the
envelop correlation in this case, a relation between radiation patterns and scattering
matrix (S-matrix) has been established [113] and is given by
(5.9) ρe =
|S∗11S12 + S∗21S22|2
((1− (|S11|2 + |S21|2))(1− (|S22|2 + |S12|2))
,
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Figure 5.9: Measured and Simulated S-parameters of the proposed pattern diversity antenna
The proposed antenna system consists of two radiating elements: one with omnidi-
rectional radiation pattern in horizontal plane and the other one with a radiation
pattern mainly in the broadside direction as depicted in Fig. 5.1. Fig. 5.2 shows a
simple geometry where the proposed antenna could be used to produce two channels
with relatively small correlation. To realize the omnidirectional radiation pattern, a
λ/4 monopole antenna is chosen. The second antenna, which needs to have a broad-
side radiation pattern, was chosen to be a bow-tie patch. In order to make the two
antennas co-located in a small space, the monopole antenna is placed in the middle
of the bow-tie patch antenna fed by a co-axial line with the outer connector of the
co-axial line connected to the bow-tie patch. This enables high isolation between
the two antenna feeds since electric potentials are zero in the middle of the bow-tie
patch antenna and at the bottom of the monopole antenna.
The resulting envelope correlation between the two different radiation patterns
from the proposed antenna system is quite small. In addition, considering the dif-
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ficulty of impedance matching of the monopole antenna with stacked ground plane
(bow-tie patch and its ground plane), the concept of the sleeve, which is a well-known
technique for improving bandwidth and obtaining impedance matching, is applied
[114]. In this geometry, a short section (h2 in Fig. 5.6) of the coaxial cable pro-
truding over the bow-tie patch antenna acts as an impedance transformer. Also, the
bow-tie patch antenna is designed on the air substrate to obtain low dielectric loss.
Since the geometry of the bow-tie patch antenna is symmetric in terms of XZ and YZ
planes, omnidirectional radiation pattern of the λ/4 monopole antenna is preserved.
Through a parametric study using a full-wave simulator, Ansoft HFSS 13.0, the two
operating frequencies of the two antennas are designed to be same.
Design parameters are shown in Fig. 5.6. The values are given by L1 = 55 mm,
L2 = 270 mm, L3 = 457 mm, W1= 108 mm, W2 = 250 mm, h1 = 159.5 mm,
h2 = 31.5 mm, and h3 =40 mm. In order to consider ohmic loss, conductivity of
copper is used in all metallic traces in the full-wave analysis. Fig. 5.8 shows the
3D radiation patterns of the proposed antenna at 400MHz. The radiation patterns
are calculated by exciting one antenna while the other antenna is terminated with
50Ω and vice versa. Based on the simulated design parameters, the pattern diversity
antenna is fabricated and measured, as shown in Fig. 5.7. As can be seen in Fig. 5.9,
the measured S-parameters show good agreement with the simulated S-parameters.
Phase and amplitude information of the S-parameters are used to calculate the en-
velop correlation (ρe) between the two different radiation patterns. The value of the
calculated envelope correlation based on simulated results is shown to be as low as
0.00016 or -37.94 dB at 400MHz. Based on the the measured data, the value of the
envelope correlation is found to be as low as 0.0013 or -28.97 dB at 400MHz. The
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Figure 5.10: Schematics of (a) the transmitter and (b) receiver utilizing the proposed diversity
antennas.
Figure 5.11: Pictures of (a) fabricated diversity antenna and (b) receiving module.
difference between simulated and measured envelope correlation values is due to the
cable effects which can affect the radiation performances of the antennas, leading to
the slight increase in the interaction between two feeds.
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Figure 5.12: The floor plan of the Electrical Engineering building at the University of Michigan
where the measurement was carried out. A table listing the Tx and Rx positions for
each measurement is also included(r1, rn are the starting and ending points of each
Tx path and ∆r is the difference between consecutive Tx positions).
5.4 Radiation Pattern Diversity Measurement System and Results
5.4.1 System Configuration
In order to investigate indoor wave propagation of radiated fields from the pro-
posed diversity antennas, a measurement system was designed and fabricated to
operate at 400MHz. The operating frequency of 400MHz is chosen considering the
allowable size of the antenna and characteristics of indoor wave propagation as a
function of the operating frequency. Fig. 5.10 shows schematics of a transmitter
and a receiver utilizing the proposed diversity antenna. When one Tx antenna is
connected to a signal generator (ON), the other is terminated to 50Ω(OFF). Re-
ceived signals at both receiving antennas are recorded. In other words, while only
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one transmitting channel is ’ON’, signals at both intended and unintended receiv-
ing channels are recorded. By calculating the correlation between the two signals
received from two different antennas, the ability of the proposed diversity system to
increase channel capacity is evaluated. In the receiver, the received 400MHz signals
are down converted to 20MHz and the signals are sampled by a highly sensitive 16-
bit A/D converter whose maximum available sampling rate is 80Mbps. With this
receiver set up, the received data can be easily compared to each other and processed
to calculate the correlation. Bandpass filters (BPF) are used to get rid of outer noise
signals. Also low noise amplifiers (LNA) and IF amplifiers are used to satisfy the
detectable sensitivity of the A/D Converters. Fig. 5.11 shows the photographs of
the fabricated antennas and receiving module. In order to realize a channel estab-
lished by near-ground wave propagation, the diversity antennas are positioned near
the ground, about 10cm (0.13λ at 400MHz) above the ground.
5.4.2 Measurement in complex Indoor Scenarios
Using the measurement system discussed in the previous section, the propagation
measurements are performed in a complex multipath-rich indoor environment. Fig.
5.12 shows the floor plan of the 3rd floor in Electrical Engineering building at the
University of Michigan where the measurement was carried out. The measurement
environment consists of several concrete walls and wooden/metallic objects including
doors and ceilings. Three different sets of measurements were performed by varying
Tx and Rx arrangements. These scenarios were selected in order to assess the perfor-
mance of the diversity system for different levels of multipath. The positions of the
Tx and Rx antennas are given in Fig. 5.12. In each case the position of the receiver
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Figure 5.13: Measured signals for set up 1 (Fig. 5.10), a) when monopole antenna is transmitting
while the Patch component of the Tx antenna is terminated with 50Ω and b) when
the patch antenna is transmitting while the Monopole component of the Tx antenna
is terminated with 50Ω.
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system is fixed and the Tx antenna is moved along the path shown. The magnitude
and the phase of the received signal corresponding to each channel is then recorded
as a function of the position of the Tx antenna. For each measurement scenario, the
received signals which can be considered as complex random variables in terms of
the position of the transmitter. For example, vMP is the signal measured when the
Tx antenna is the monopole antenna while the Rx is the patch antenna. Finally,
the complex correlation coefficient is calculated using (5.6) similar to the simulation
results presented in the previous section.
The magnitudes of the signals for the first measurement scenario are given in
Fig. 5.13. The output signals from the two Rx antennas (monopole and patch)
when the Monopole antenna is transmitting while the Patch antenna is matched to
a 50Ω termination are shown in Fig. 5.13a (Case 1). The signals from the other two
channels (where Tx is Patch, Case 2) are shown in Fig. 5.13b. It is observed that in
Case 1 where near-ground wave propagation is excited by the monopole antenna with
omnidirectional radiation pattern, the fields radiated by the monopole antenna are
well received at both receiving antennas. This is because the use of a finite ground
plane makes the radiation pattern of the patch antenna broader, eliminating a desired
radiation null at θ = 90◦. On the other hand, in Case 2 (where the Tx antenna is the
patch) where propagation is mainly supported by rays bouncing between top ceiling
and ground are dominantly excited by the patch antenna. The monopole antenna
with a null radiation in the broadside direction has a relatively poor signal reception
compared to the patch antenna. This is why the correlation coefficient in Case 2
is much lower than the correlation coefficient in Case 1. The envelop correlation
coefficients between the channels for both cases were 0.3985 and 0.0953 for Case 1
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Figure 5.14: Measured signals for set up 2 (Fig. 5.10), a) received signals from the Patch antenna
while the patch is transmitting (while the monopole is terminated with 50Ω) and when
the monopole is transmitting (while the patch is terminated with 50Ω), b) received
signal from the Monopole when the Monopole is transmitting and received signal from
Patch when the patch is transmitting.
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and Case 2, respectively. In both cases, the correlation values are less than 0.5, which
meets the required industry standards. This measurement results, in addition to the
simulation analysis presented, further validate the feasibility of using the proposed
radiation pattern diversity system in multipath-rich indoor environments.
Table 5.2: Correlation coefficients calculated for various channels based on measured results (Fig.
5.9)
Ch1 (Tx,Rx) Ch2 (Tx,Rx) Set up 1 Set up 2 Set up 3
Case 1 P,M P,P 0.0953 0.3571 0.1656
Case 2 M,M P,P 0.2757 0.0500 0.1857
Case 3 M,M P,M 0.3985 0.0185 0.2553
The results of the second and third set of measurements, which correspond to set
up 2 and 3 (Fig. 5.12) are given in Fig. 5.14 and 5.15. In all cases, the signals plotted
as a function of position demonstrate independently varying magnitudes. These
results show the advantage of utilizing the proposed radiation diversity system to
create multiple channels with minimal correlation that could be combined to improve
channel reliability in multipath environments. The correlation values computed for
the various pairs of channels in all three scenarios are summarized in Table 5.2.
Based on the three set of measurements, the two channels with lowest correlation
are: 1)when both Tx and Rx are monopole (M,M), and 2)when both Tx and Rx are
patch (P,P). This is because the first channel is mostly supported by near-ground
propagation and multiple scattering between sidewalls, while the second channel is
mostly supported by rays that bounce between the ground and ceiling. It should be
noted that the correlation between other pairs of channels is also low (the maximum
correlation value based on these measurements is 0.3985 and is as low as 0.05 for some
cases). The effective diversity gain was also calculated based the measured results
using a selection combining criteria for a 1% outage rate as described in section 5.2.
The effective diversity gain for these measurements range from 7.75dB to 9.75dB for
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the cases listed in Table 5.2.
Another way that is often used to demonstrate the performance of diversity sys-
tems is based on cumulative distribution functions which are used to describe the
output SNR for a given outage rate. In order to analyze the improvement in signal-
to-noise ratio as a function outage rate, a selection combining technique is utilized
as described in [111]. Based on selection combining, the probability that the in-
stantaneous combiner output SNR γ is below some value x can be calculated (by
considering the correlation coefficient between the two channels) as
(5.10)
















where Γ is the mean SNR (assuming it is the same for both diversity branches) and
ρc is the correlation coefficient between the two channels. Also, the functions Q and
Io are given in [111]. Based on 5.10, the output SNR is plotted against the outage
rate in Fig. 5.16. The single channel case and the ideal two element case (when the
correlation is zero) are also plotted. It should be noted that the curves in Fig. 5.16
are plotted in such a way that the output SNR value corresponding to 50% outage
rate for the single channel case is 0dB. The other two curves shown in Fig. 5.16
are based on measured results using the pattern diversity system described in this
chapter. As can be seen, the proposed pattern diversity system results is a diversity
gain of 8dB at 1% outage as alluded to earlier.
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Figure 5.15: Measured signals for set up 3 (Fig. 5.10), a) received signals from the monopole
antenna while the monopole is transmitting (the Tx patch is terminated with 50Ω)
and when the patch is transmitting (the Tx monopole is terminated with 50Ω), b)
when the patch antenna is transmitting while the monopole component of the Tx
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Figure 5.16: The output signal-to-noise ratio plotted as a function of the outage rate for a single
channel and a two element diversity (i.e ideal case, the pattern diversity system dis-
cussed in this chapter. The two channels considered in Case 1 are (P,M) and (P,P).
In Case 2, (M,M) and (P,P) are considered. In both cases, the channels are combined
based on selection combining. Also, Case 1 and 2 shown above use the measurements
results for setup 1 and setup 2, respectively (See Fig. 5.12).
CHAPTER VI
Conclusions and Future Work
Despite the significant progress and ongoing research, systems that utilize elec-
tromagnetic waves for detection and tracking as well as for communication in highly
cluttered environments still have significant challenges. These challenges include
developing accurate and efficient propagation and scattering models and designing
compact sensor systems. In this thesis, new physics-based propagation and scat-
tering models and existing numerical solvers are utilized to analyze the detection
and tracking approaches proposed in Chapters II and III. A compact subwavelength
source tracking and a subsurface imaging approach based on distributed sensor net-
works are described in chapter III and chapter IV, respectively. In chapter V, a new
physics-based analysis technique for diversity systems is introduced and a co-located
radiation pattern diversity antenna system prototype is realized and investigated via
measurement and simulation. In the rest of this Section, a brief summary of the




In this dissertation, RF based techniques for detection and tracking of obscured
objects as well as for communication applications in multipath environments are
proposed.
In Chapter II, an efficient semi-analytic model for near-ground wave propagation
in indoor scenarios is presented. This is required because the applications of interest
in Chapters II and III utilize sensors that are close to the ground in terms of wave-
length by virtue of the fact that these systems utilize relatively low frequencies (HF
and VHF band). Existing ray tracing routines which are commonly used for indoor
field prediction, are inadequate for evaluating signal coverage of transceiver nodes
very close to the ground (less than a wavelength above ground) since such routines ne-
glect higher order surface waves. In addition, geometrical optics alone is inadequate
to treat finite-size and possible irregular-shaped obstacles at low radio frequencies
(VHF and lower UHF). Our approach for calculation of near-ground wave propaga-
tion and scattering is based on a hybrid physical optics and asymptotic expansion of
dyadic Green’s function for a half-space dielectric medium. Equivalence principle in
conjunction with physical optics approximation is utilized to handle scattered field
from building walls which are the dominant scatterers in indoor settings. Simula-
tion results for various indoor propagation scenarios based on the new approach is
validated by using both measurement results and full-wave numerical solvers.
In Chapter III, a Sub-wavelength source tracking system utilizing highly miniatur-
ized antennas in the HF range for applications in GPS-denied environments including
indoor and urban scenarios is proposed. A technique that combines a high resolu-
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tion direction finding and radio triangulation utilizing a compact transmit (Tx) and
receive (Rx) antenna system is pursued. Numerical models are used to investigate
wave propagation and scattering in complex indoor scenarios as a function of fre-
quency. We choose HF band to minimize attenuation through walls and multipath in
indoor environments. In order to achieve a compact system, a low-profile and highly
miniaturized antenna (λ/300 height and λ/100 lateral dimensions at 20MHz) having
omnidirectional, vertically polarized field is designed. At such low frequencies, ac-
curate measurement of the phase difference between the signals at the Rx antennas
having very small baseline is challenging. To address this issue, a biomimetic circuit
that mimics the hearing mechanism of a fly (Ormia Ochracea) is utilized. With
this circuit, very small phase differences are amplified to measurable values. The
numerical simulations are used to analyze direction of arrival retrieval and source
localization in highly cluttered environments. A compact system prototype is also
realized and source tracking in complex indoor scenarios is successfully demonstrated.
A high resolution subsurface imaging technique based on distributed near-ground
sensor networks that utilizes ultra-wideband waveforms in the Very High Frequency
(VHF) range is presented in Chapter IV. An accurate scattering model for a target
buried in realistic subsurface environment, modeled as a vertically stratified medium,
is presented first. Then an inversion technique that uses ultra-wideband near-field
focusing is described. The signal penetration depth as a function of frequency and
various subsurface parameters is calculated based on the developed forward model.
The imaging resolution as it relates to the accuracy of background retrieval is also
analyzed. A semi-empirical soil dielectric model that was originally developed for the
Ultra High Frequency (UHF) band is modified and validated at the VHF range with
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measured results available in the literature. For a given soil textural composition and
frequency, the model predicts the real and imaginary parts of the dielectric constant
as a function of soil moisture content (MV). This soil dielectric model is utilized to
make the inversion more efficient. To address the challenge associated with the design
of compact and ultra-wideband VHF antennas, a scheme utilizing multiple antennas
and reduced number of frequency points is proposed. The sensor arrangement both
in terms of spatial distribution and polarization of each antenna as it relates to the
lateral resolution as well as minimizing the direct coupling between the Tx and Rx
antennas is analyzed. The proposed subsurface imaging approach is validated based
on numerical techniques and a laboratory scale model measurement results.
In Chapter V, an investigation of the advantages of radiation pattern diversity
by using a new physics-based diversity analysis technique and measurement results
is discussed. Unlike techniques that utilize polarization and/or spatial diversity,
radiation pattern diversity offers a unique opportunity to achieve compact diversity
antenna systems especially with the advent of enabling antenna miniaturization tech-
niques. In this work, a novel co-located antenna radiation pattern diversity system is
proposed and its performance is analyzed using an accurate physics-based diversity
analysis technique. The proposed analysis technique utilizes an efficient deterministic
propagation model along with the complex gain of the transmit(Tx) and receive(Rx)
antenna systems. The proposed system is realized and tested in complex indoor sce-
narios based on which complex correlation coefficients between various channels is
computed which are then utilized as a figure of merit for improved channel reliability.
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Figure 6.1: A concrete wall made of dielectric blocks. In many buildings metals are used for support.
In the HF/VHF frequency range, the thickness of such walls is very small compared to
a wavelength.
6.2 Recommendations for Future Studies
6.2.1 Near-ground wave propagation Modeling for Hybrid Outdoor-to-Indoor links
The near-ground propagation model for indoor scenarios presented in Chapter II
addressed the challenge associated with near-ground propagation effects that com-
monly used techniques (i.e GO based approaches) do not account for. Although, the
proposed approach proves to be significantly better than existing techniques such
ray tracing, there are a few ways to further improve the model in terms of the com-
plexity and size of the propagation scenario as well as computational efficiency. As
an example, for a dielectric wall on top of a dielectric ground, instead of using the
half-space Dyadic Green’s function and resorting to a physical optics type approach,
it would be more efficient if the effect of a dielectric wall can be captured using a
modified reflection coefficient that takes into account the Norton surface waves.
Also, for low frequency applications, since indoor obstacles such as walls have
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thicknesses that are only a small fraction of the wavelength, the calculation of scat-
tered field from such scatterers can be made more efficient. Such a technique is
specifically suited to accurately and efficiently analyze HF/VHF propagation in com-
plex and electrically large indoor/urban scenarios. The asymptotic Dyadic Green’s
function for a half space dielectric medium can be used in conjunction with Rayleigh-
Gans approximations to efficiently calculate scattered field from building walls while
capturing the surface waves and their interaction with indoor obstacles. Another as-
pect of the work presented in Chapter II that needs further investigation is related to
the fact that the ground in the current model is assumed to be flat. A more accurate
and realistic model is to include surface roughness. In this regard, an efficient way
to take into account roughness in addition to Norton surface waves for a flat ground
is an area that needs to be explored.
6.2.2 Forward scattering model of Distributed Near-ground Sensors above a multi-
layered subsurface environment with rough interfaces
As discussed in Chapter IV, an accurate and efficient scattering model for a re-
alistic subsurface environment is required in order to understand various scattering
mechanisms, to perform sensitivity analysis and to assess the performance of an
inversion algorithm. The Forward scattering model presented provides an efficient
approach to calculate scattering point targets buried under a vertically stratified
medium which can approximate a given dielectric profile. The proposed model pro-
vides a good solution especially for point targets that are far from air-ground inter-
face. However, the proposed model should be improved in order to accurately handle
metallic and dielectric targets buried under a multilayered subsurface scenario with
rough interfaces. In order to accurately model extended targets the electric field
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on the surface of the target can be calculated using the Dyadic Greens function for
multilayered medium and either volume or surface equivalence principle can be used
to calculate the currents and hence the scattered field from the buried target. The
advantage of using the Dyadic Green’s function is that it gives more accurate result
compared to Geometrical Optics based approaches especially for targets close to the
air-ground interface.
6.2.3 Optimally Distributed Near-ground Sensor Networks for Subsurface Sensing
Applications
In the work presented in Chapter IV, the selection of spatial distribution of mea-
surement points was investigate based on simulation and measurement results. The
results presented showed that it is possible to achieve similar azimuth resolution
with less number of measurement points compared to uniform grid of measurement
points. Utilizing a more rigorous approach to determine an optimal distribution of
measurement points using optimization techniques such as Genetic algorithm would
be an ideal next step to the analysis presented. It should be noted that the solu-
tion will obviously depend on the specific subsurface environment (dielectric profile,
number of layers, thicknesses of each layer and dielectric contrast between target and
background medium. However, one can focus on arriving at specific solutions that
are application dependent. In the same chapter, a frequency selection scheme that
is meant to address the challenges associated with the design of compact wideband
VHF antennas (and also improve the efficiency of the inversion approach) was de-
scribed. Similar to optimizing the distribution of the measurement points, figuring
out the optimal frequency selection is another interesting problem to explore.
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Functions used for calculation of G00 for a half-space and
two-layer dielectric medium
In this section, the expressions for fij(w) used to compute the various components












































The reflection coefficients (RTE, RTM , R±) are given below:
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Expressions for UHF soil-dielectric model
The expressions for the real (ϵ
′
r) and imaginary (ϵ
′′
r ) parts of the dielectric con-
stants are given by
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where, ρs is the specific density of solid particles in
g
cm3












and σeff (which is the effective conductivity of soil mixture) are related
to fraction of sand (S) and fraction of sand (C) by
β
′




= 1.338− 0.603S − 0.166C,
σeff = 0.0467− 0.2204ρb − 0.4111S − 0.6614C,
where, τw is relaxation time for water and f is frequency. The real and imaginary




fw, respectively) are given as
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where, ϵw0 and ϵw∞ is the static dielectric constant of water and the high-frequency
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