Characterization of permeblity variation with depth in compartmentalized deep aquifers, geothermal and hydrocarbon reservoirs is important for prediction of flow and transport in complex subsurface environments and directly affects the development of natural and energy resources. In deep formations, temperature gradient can be significant and temperature data can provide valuable information about fluid displacement and conductivity in the vertical extent of the formation. This paper examines the importance of temperature data in resolving permeability distribution with depth by integrating flow and temperature data jointly and individually. We show that incorporation of temperature data in model calibration of deep aquifers can increase the resolution of permeability distribution profile with depth. To illustrate the importance of temperature measurements, we adopt a coupled heat and fluid flow model as a forward model to predict the heat and fluid transport in an a deep reservoir and perform a series of numerical experiments for integration of flow data alone, temperature data alone, and flow and temperature data jointly. For model calibration, we use the Maximum A-Posteriori (MAP) estimation approach and for uncertainty quantification we apply the Randomized Maximum Likelihood (RML). We develop an adjoint model for the coupled fluid and heat flow system of equations to compute the required gradients for model calibration. Investigation of the sensitivity of temperature and production data to the distribution of permeability shows that while fluid flow rate data can primarily resolve the distribution of permeability in the lateral extent of the reservoir, the fluid temperature data, even when measured at the surface, show sensitivity to permeability variability with depth, allowing for a higher resolution profiling of the permeability map. The results elucidate the value of temperature data in enhancing the resolution of the estimated aquifer permeability maps with depth.
Introduction
Numerical simulation of flow and transport processes in porous media is widely used to predict the fluid flow behavior in complex geologic formations. Accurate predictions hinges on reliable knowledge of rock hydraulic properties such as permeability. Since direct measurement of rock hydraulic properties is often not feasible, these properties are usually estimated from interpolation of scattered static data and low resolution seismic maps. Incorporation of aquifer dynamic response into prior aquifer model is often carried out through inverse modeling. In model calibration, it is common to use well flow rate and head measurements to estimate reservoir properties. However, the limitation in available observations complicates the estimation of reservoir properties, especially when heterogeneity is taken into account. In deep hydrocarbon and geothermal reservoirs, temperature variations with depth can be quite significant (Hutchinson et al. 2007; Arnold et al. 2010) . Due to this temperature gradient, the fluids produced from different layers of the reservoir have different temperatures (higher temperatures with depth). Thus, the flowing fluid temperature is expected to carry information about flow-related property distributions with depth. In addition, modern monitoring technologies such as distributed permanent down-hole gauges (down-hole fiber optic temperature sensors) offer relatively inexpensive continuous measurements of pressure and temperature at various depths in the borehole (Fryer et al., 2005; Nath et al., 2006) . Fiber optic sensors are used in both oil and gas reservoirs and geothermal reservoirs (Kragas, Williams et al. 2001; IKEDA Naotsugu 2002) . Continuous measurements of the down-hole pressure and temperature provide important monitoring data for real-time characterization and development plans.
To integrate temperature and fluid flow measurements into aquifer/reservoir models, coupled subsurface flow and heat transport must be used as forward model. Commercial software can be used for numerical simulation of coupled fluid flow and heat transport in porous media (e.g., Pruess et al. 1999 ). In addition, calibration of nonisothermal reservoir models from various observations has been investigated using several methods, including Maximum A Posteriori (MAP) estimation, Markov Chain Monte-Carlo (MCMC) approach, and the ensemble Kalman filter (EnKF) (Woodbury and Smith, 1988; Rath et al. 2006; Kiryukhin et al., 2008; Kühn and Gessner, 2009; Mukhopadhyay, 2009; Vogt et al. 2012 ). Very few of these studies consider the heterogeneity of reservoir properties. Bayesian inversion theory is commonly applied to parameter estimation problems, where the goal is to characterize the posterior probability density function (PDF) of the uncertain parameters by combining their prior PDF with the observed data, through a likelihood function (Tarantola, 2005; Oliver et al. 2008) . Complete characterization of the posterior PDF is only possible under very limiting assumptions (e.g., linear Gaussian case) that are not met in real applications where large-scale nonlinear flow and transport models are used. In such cases, probabilistic inversion methods aim to either estimate point statistics (e.g., mean, variance) of the parameter posterior PDF, e.g., the MAP estimate, or approximate the posterior PDF by generating several realizations from it, e.g., RML, EnKF and MCMC methods, (Kitanidis, 1995; Evensen, 1994; Oliver et al. 1996; Tarantola, 2005; Oliver et al. 2008 , Vrugt et al., 2008 , Henricks Franssen et al., 2009 . A main advantage of the latter approach is that it provides a practical framework for uncertainty quantification.
In this paper, we consider the MAP estimation approach for joint inversion of flow and temperature data and apply the RML method for uncertainty quantification. The MAP and RML estimation approaches involve the solution of an optimization problem. Gradient-based solution methods can be used to obtain these estimates. They are efficient when the gradient of the optimization objective function with respect to the unknown parameters is readily available, e.g. through the adjoint method (Neuman and Carrera, 1985; Giering and Kaminski, 1998; Oliver et al. 2008) . In this paper, we implement the adjoint method for coupled fluid flow and heat transport to compute the gradients required for joint inversion of flow and temperature observations. The remainder of this paper is organized as follows. We first present the principles and modeling approach for coupled simulation of fluid and heat flow and the adjoint method for gradient calculation, followed by a brief overview of the MAP and RML estimation methods. We then present the experimental setup and show the results of applying the MAP and RML methods to characterization of heterogeneous reservoirs, before presenting the conclusions.
Coupled Fluid and Heat Flow Equations
To implement the joint inversion of flow rate and temperature data, a coupled fluid and heat flow model is needed (as a forward model) to relate the observations of produced fluid flow rates and temperatures to uncertain input model parameters. Here we first present the underlying equations of our forward model, followed by the general Bayesian inversion framework.
Non-isothermal Flow Model
Coupled fluid and heat flow in porous media has been studied for many years, and a comprehensive approach is presented in (Bejan, 2004) . The governing equations are derived from a combination of mass conservation and energy conservation equations with Darcy's law.
Coupled fluid and heat flow in porous media has been studied for many years, and a comprehensive approach is presented in (Bejan, 2004) . The governing equations are derived from a combination of mass conservation and energy conservation equations with Darcy's law. After combining the energy equations for solid and fluid parts and incorporating Darcy's Law, the final equation describing the fluid flow and heat transport can be expressed as temperatures of the fluid going into the system temperatures of the fluid going out of the system constant pressure heat capacity of the liquid coefficient of thermal expansion (for an incompressible fluid 0 and for an ideal gas 1)
.
In this paper, we use a finite difference numerical scheme to solve the above coupled fluid and heat flow equations to predict the evolution of fluid flow and temperature in an aquifer. The time evolution of these state variables can predict the flowing rate and temperature at each well as a function of input model parameters (e.g., aquifer permeability distribution). In the next section, we present the general Bayesian inverse modeling framework for conditioning uncertain aquifer permeability distributions on observed flow rate and temperature measurements. We apply this framework for joint inversion of flow rate and temperature data to study the role of fluid flow temperature on constraining the permeability in the vertical extent of aquifers.
Bayesian Inverse Modeling Approach
In this section we present a brief overview of the MAP and RML estimation methods. We assume a Gaussian prior PDF for the parameters m and a Gaussian likelihood model to represent the measurements . We consider the measurement model as a nonlinear function of the parameters. The conditional PDF of the unknown parameters can be expressed by invoking the Baye's rule (Tarantola, 2005 )
Assuming a Gaussian prior PDF exp
and likelihood function
and using simple algebraic manipulations, the posterior PDF can be reduced to (Tarantola, 2005 )
where is a normalizing constant. In the above equations, is a dimensional column vector with prior mean and covariance and covariance , respectively, and is a dimensional vector containing the observable quantities with mean and covariance . For the nonlinear measurement operator , the posterior PDF in Eq. (4) takes a more complex non-Gaussian form that, in general, cannot be represented analytically. Two general approaches are considered in the literature for characterization of the resulting posterior PDF. The first approach aims to estimate important point statistics of the posterior PDF, such as its mean and covariance, which provide incomplete, yet important, characterization of the conditional parameter distribution. The second class of methods focuses on approximating the posterior PDF by generating several conditional realizations (e.g., MCMC and RML), that enable a systematic approach uncertainty quantification for the flow and transport predictions. We adopt the MAP and RML estimation methods and focus our attention on evaluating the importance of temperature data in enhancing the estimation of reservoir permeability distribution with depth.
Maximum A Posteriori Estimate
The MAP estimate is the model that maximizes the conditional PDF | argmin (6) or equivalently minimizes (using Gaussian assumptions)
The above minimization can be implemented using the classical Newton approach. By taking the derivative of the objective function in Eq. (6) with respect to and rearranging, we get the following iterations that at convergence yields a local solution (8) Here, is the sensitivity matrix with elements . Once the MAP estimate is found, the posterior covariance matrix , can be approximated through linearization about the MAP estimate as ,
The gradients required for carrying out the the iteration in Eq. (8) can be efficiently computed using the adjoint method (Oliver et al., 2008) .
Randomized Maximum Likelihood
A practical approach for uncertainty assessment is to generate multiple realizations of the conditional PDF of the parameters. Theoretically rigorous sampling methods such as MCMC can be applied to generate conditional realizations. However, these methods are computational too demanding for practical applications where large-scale nonlinear flow and transport models are considered (Liu and Oliver, 2003) . The RML is proposed as an approximate method for sampling from the posterior PDF (Kitanidis, 1995; Oliver, 1996) . When the data and model are related linearly, the RML can be shown to correctly sample the posterior PDF (Oliver 1996) . For nonlinear data and model relation that are frequently encountered in practice, the method is considered a an approximate conditional sampling technique. Computational results indicate that even for weakly nonlinear problems, such as single-phase flow the RML sampling provides a reasonable characterization of the posterior PDF (Oliver, 1996; 1999; Liu and Oliver 2003) . The RML formulation for conditioning an unconditional realization on flow data leads to minimizing the objective function
where , is an unconditional realization of the model variable, , represents an instance of the data vector with a Gaussian noise distribution, , denotes the conditional realization that minimizes the objective function in Eq. (10). To generate N conditional realizations using the RML approach, the above optimization must be solve N time each starting with a different instances of the unconditional parameters , and measurements , .
Experiment Setup
We consider a non-isothermal three-dimensional single phase flow system in a geothermal reservoir. The information about the reservoir model and simulation parameters can be found in Tables 1 through 3. Table 4 contains the parameter used for geostatistical simulation of the reference model and the unconditional realizations used for the RML implementation. The initial temperature on the top layer of the reservoir is 100 °C and that on the bottom layer is 200 °C. The geothermal gradient is assumed to be constant within the reservoir. The configuration of the reservoir model and the initial temperature distribution are given in Fig. 1a . Water at room temperature (20 °C) is injected through the injection well in the middle of the reservoir and is produced from the eight production wells symmetrically located on the edges of the domain. The observations of pressure at injection well and flow rate and temperature at the production wells are used for estimation of the permeability map. The observations were generated by running the forward simulation with a reference permeability model and adding 2% uncorrelated observation error to the simulation results.
To model distributed temperature measurements, in some experiments we also included temperature data from each layer of the formation at each production well. The injection well is rate controlled while each of the production wells operates with a constant pressure of 2900 psi (initial field pressure is 3000 psi). Fluid production rate at each well is measured as the sum of the production rate from different layers. The observed production temperature is the flow rate weighted mean of the production temperature at each production layer. We also consider a case with permanent downhoe sensors deployed to measure the produced fluid temperature at each layer (Kragas et al., 2001) . The well index of the production well is obtained from Peaceman's model (Peaceman, 1978) . The liquid properties of water were used in these experiments. The logarithm of true permeability map and the true heat conductivity map are generated by drawing two samples from the sequential Gaussian simulation based on the variogram parameters reported in Table 4 . The Stanford Geostatistical Modeling Software SGSIM was used to generate the true and prior realizations in this study, all using the same variogram model (Remy et al. 2008) . Figure 1 summarizes the field setup and reference models. The field configuration and well locations as well as the true heat conductivity and log-permeability maps and the uniform permeability as an initial model for this experiment are shown in Figs. 1a through 1d , respectively. The permeability characterization results with different measurement types are presented in Fig. 2 . The permeability map estimated from only the production rate (first column) shows homogeneity along the vertical direction. However, when conditioned on production temperature (the second and third columns), the conditional permeability indicates heterogeneity along the vertical direction that is consistent with the reference permeability model. This shows that the fluid temperature data is capable of resolving the vertical distribution of aquifer permeability. When measured at the surface, the flow data mainly conveys information about the horizontal distribution of the aquifer permeability and does not provide much vertical resolution. The temperature data, on the other hand, shows sensitivity to the permeability in each aquifer layer since geothermal gradient results in lower temperatures on the upper layers of the aquifer. As a result, if the permeability on the upper layer is higher, the produced fluid will have a lower temperature. Consequently, observations of production temperature can reveal information about the contribution of each aquifer layer to the produced water. The sensitivity analysis, shown on the last two rows of Fig. 2 , further demonstrates this point. From these plots, we observe that the sensitivity maps of the production rate have the same sign along the vertical direction while those for the production temperature have opposite signs. Hence, conditioning the permeability estimation on both production rate and temperature improves the resolution of the permeability map in the vertical direction. The performance of each method is quantified using a root-mean-squared error measure that is summarized in Table 4 . These results show that the estimation quality increases with addition of a new data type, which is an expected outcome.
Results and discussion

MAP Estimation Results
To further study the effect of temperature data measured by downhole fiber optic sensors, we integrated temperature data from distributed permanent downhole sensors at each layer of the formation in the production wells. The estimation results for this case are shown in the fourth column of Fig. 2 . The MAP estimate of the permeability distribution shows a higher resolution than those obtained without downhole temperature sensors. This is because the distributed temperature data provide more detailed information about the "average" permeability in each layer by measuring the cold water breakthrough at each layer. In the absence of distributed temperature sensors, the permeability of each layer has to be inferred from the temperature of the mixed fluid from all layers measured at the surface. The estimated variance maps also convey important information about the information content in each data type. When only flow rate data is integrated, a significant portion of the variance, especially in the vertical direction, remains in the solution. As the information content of the data in the vertical direction increases (by adding temperature data) so does the resolution of the estimated maps. Similar conclusions can be drawn by examining the sensitivity maps on the last two rows of Fig. 2 .
While the permeability MAP and variance estimates provide important information about the likely distribution of permeability and its corresponding confidence, respectively, they do not provide a systematic approach for estimating the flow prediction uncertainties. A practical approach to uncertainty quantification is achieved through Monte-Carlo simulation and ensemble forecasting. Markov Chain Monte-Carlo (MCMC) methods provide a rigorous approach for sampling from the posterior distribution (Tarantola, 2005) . However, they suffer from prohibitive computational costs that limit their practical applications. In the next section, we present the randomized maximum likelihood (RML) as an approximate sampling that for linear-Gaussian models reduces to exact sampling from the poster distribution and has been shown to provide reasonable results for mildly nonlinear models, without any formal convergence proof.
RML for Uncertainty Quantification
While the MAP estimation results give important information about the overall distribution of the permeability in the field, it cannot be used to generate multiple realizations of the permeability field that are conditioned on the dynamic data. Here, we present the results from applying the RML approach to generate multiple conditional models that can be used for uncertainty quantification and risk assessment. We first generate N=100 unconditional log-permeability realizations , using the prior variogram/covariance model and the same number of measurement instances , based on the data noise distribution model. The parameters used for geostatistical simulation of the prior realizations are reported in Table 4 . Each pair of the resulting realizations , , , is then used in forming the RML objective function in Eq. (10), which is minimized using a gradient-based algorithm. The gradients are efficiently calculated by an adjoint model.
The RML estimation results are summarized in Figs. 3 and 4 . Figure 3a contains the sample mean (left) and standard deviation (right) maps for the unconditional realizations. In Fig. 3b , the same results are shown after conditioning on rate, surface and sensor temperature data. On average, similar to the MAP estimates, the RML results also identify the main high and low permeability trends in the field. Figures 4a and 4b display six randomly selected unconditional and conditional realizations, respectively. The conditioning data include production flow rate and temperature, as well as the temperature measured at each layer by the distributed sensors in the wells. It is evident from these plots that the permeability realizations exhibit more detailed heterogeneity than the MAP estimate. Each of the calibrated realizations captures the overall field connectivity and permeability trend. However, given the local nature of the gradient-based optimization used it is possible that some of the realization may have been trapped in a local solution. In such cases, the solution can be discarded if the resulting data match (likelihood function) becomes unacceptable. We did not observe large mismatches in our experiments.
Conclusion
We studied the role of temperature data in the estimation of permeability in geologic formations that exhibit thermal gradient. We developed a coupled heat and fluid flow model by taking into account advection, thermal conduction, thermal expansion, and viscosity dissipation effects and used the finite difference method to numerically solve these equations to predict fluid and heat flow response of the formation under a given heat production scenario. We also derived the numerical adjoint model for the coupled heat and fluid flow equations to efficiently compute the gradients of the well response quantities with respect to aquifer permeability. We evaluated the effect of temperature data on estimating the permeability distribution using two estimation methods: the MAP approach and the RML method. While the MAP estimate provides the most likely estimate of the posterior distribution, the RML estimation method provides multiple conditional realizations of the permeability map that can be useful for uncertainty quantification. These methods were used to integrate, individually and in combination, three different data types, i.e. water production rate, water production temperature at the surface and measured temperature at each layer from distributed sensors that are deployed in the well. The estimation results suggest that while the production rate data convey information on permeability heterogeneity mainly along the horizontal direction, production temperature, even when it is only measured at the surface, reveals complementary permeability information along the vertical direction. This is attributed to the temperature data content, which in this case combines the information about the vertical temperature gradient in the formation with the flow contribution from each layer. Since the flow contribution at each layer is governed by the respective permeability in that layer, temperature measurements contain information about permeability distribution at different layers, which can be integrated to enhance the permeability distribution in the vertical extent of the formation. Temperature data can play a significant role in characterization of deep aquifers, dipped reservoirs, and geothermal resources that exhibit significant temperature variations. The estimated permeability realizations tend to preserve the heterogeneity of the reference model.
