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Abstract
This paper investigates asymptotic behaviors of gradient descent algo-
rithms (particularly accelerated gradient descent and stochastic gradient de-
scent) in the context of stochastic optimization arose in statistics and ma-
chine learning where objective functions are estimated from available data.
We show that these algorithms can be modeled by continuous-time ordinary
or stochastic differential equations, and their asymptotic dynamic evolutions
and distributions are governed by some linear ordinary or stochastic differen-
tial equations, as the data size goes to infinity. We illustrate that our study
can provide a novel unified framework for a joint computational and statis-
tical asymptotic analysis on dynamic behaviors of these algorithms with the
time (or the number of iterations in the algorithms) and large sample behav-
iors of the statistical decision rules (like estimators and classifiers) that the
algorithms are applied to compute, where the statistical decision rules are the
limits of the random sequences generated from these iterative algorithms as
the number of iterations goes to infinity. The analysis results may shed light on
the empirically observed phenomenon of escaping from saddle points, avoiding
bad local minimizers, and converging to good local minimizers, which depends
on local geometry, learning rate and batch size, when stochastic gradient de-
scent algorithms are applied to solve non-convex optimization problems.
Key words: Accelerated gradient descent and stochastic gradient de-
scent, asymptotic distribution and weak convergence, bootstrap, mini-batch,
(stochastic) optimization, ordinary or stochastic differential equation, second
order stochastic differential equation, and stationary distribution.
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1 Introduction
Optimization plays an important role in scientific fields ranging from physical sci-
ences to machine learning and statistics to engineering. Numerous algorithms and
methods have been proposed to solve optimization problems. Examples include
Newton’s methods, gradient and subgradient descent, conjugate gradient methods,
trust region methods, and interior point methods (see Polyak, 1987; Boyd and Van-
denberghe, 2004; Nocedal and Wright, 2006; Ruszczynski, 2006; Boyd et al., 2011;
Shor, 2012; Goodfellow et al. (2016) for expositions). Practical problems arose
in fields like statistics and machine learning usually involve optimization settings
where the objective functions are empirically estimated from available data (a train-
ing sample or a statistical sample) with the form of a sum of differentiable functions.
We refer such optimization problems with random objective functions as stochastic
optimization. As data sets in practical problems grow rapidly in scale and complex-
ity, methods such as stochastic gradient descent can scale to the enormous size of big
data and have been very popular. There have been great recent research interest and
work on the theory and practice of gradient descent and its extensions and variants.
For example, a number of recent papers were devoted to investigate stochastic gradi-
ent descent and its variants for solving complex optimization problems (Chen et al.
(2016), Li et al. (2017), Mandt et al. (2016), Kawaguchi (2016), Keskar et al. (2017),
Lee et al. (2016), Ge et al. (2015), Jin et al. (2017)). Su et al. (2016) showed that
the continuous-time limit of Nesterov’s accelerated gradient descent is a second-order
ordinary differential equation that can be used to understand and analyze the accel-
eration phenomenon and generalize Nesterov’s scheme; and Wibisono et al. (2016)
studied acceleration from a continuous-time variational point of view and further
developed a systematic approach to understand acceleration phenomenon and pro-
duce acceleration algorithms from continuous-time differential equations generated
by a so-called Bregman Lagrangian. In spite of compelling theoretical and numer-
ical evidence on the value of the stochastic approximation idea and acceleration
phenomenon, yet there remains some conceptual mystery in the acceleration and
stochastic approximation schemes.
This paper establishes asymptotic theory for gradient descent, stochastic gradient
descent, and accelerated gradient descent in the stochastic optimization setup. We
derive continuous-time ordinary or stochastic differential equations to model the dy-
namic behaviors of these gradient descent algorithms and investigate their asymp-
totic distributions as data size goes to infinity. Specifically for an optimization prob-
lem whose objective function is convex and deterministic, we consider a matched
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stochastic optimization problem whose random objective function is an empirical
estimator of the deterministic convex objective function based on available data.
The solution of the stochastic optimization specifies a decision rule like an estimator
or a classifier based on the sampled data in statistics and machine learning, while
its corresponding deterministic optimization problem characterizes through its so-
lution the true value of the parameter in the statistical model. In other words, the
two connected optimization problems associate with the data sample and its cor-
responding population model where the data are sampled from, and the stochastic
optimization is considered to be a sample version of the deterministic optimization
corresponding to the population. These two types of optimization problems are re-
ferred to as population and stochastic (or sample) optimization problems. We show
that random sequences generated from these gradient descent algorithms and their
continuous time ordinary or stochastic differential equations for the stochastic op-
timization setting converge to ordinary differential equations for the corresponding
deterministic optimization set-up, with asymptotic distributions governed by some
linear ordinary or stochastic differential equations. Moreover, our analysis may offer
a novel unified framework to carry out a joint asymptotic analysis for computational
algorithms and statistical decision rules that the algorithms are applied to compute.
As iterated computational methods, these gradient descent algorithms generate se-
quences of numerical values that converge to the exact decision rule or the true
parameter value for the corresponding optimization problems, as the number of the
iterations goes to infinity. Thus, as time (corresponding to the number of iterations)
goes to infinity, the continuous-time differential equations may have distributional
limits corresponding to the asymptotic distributions of statistical decision rules as
the sample size goes to infinity. In other words, the asymptotic analysis can be
done with both time and data size, where the time direction corresponds to the
computational asymptotics on dynamic behaviors of algorithms, and the data size
direction associates with usual statistical asymptotics on the statistical behaviors of
decision rules such as estimators and classifiers. To the best of our knowledge, this
is the first paper to provide rigorous treatments between stochastic gradient descent
and stochastic differential equations, discover the second order stochastic differential
equations for the accelerated case, and offer the unified asymptotic analysis. The
continuous-time modeling and the joint asymptotic analysis may shed some light
via large deviation theory and limiting stationary distribution on the phenomenon
that stochastic gradient descent algorithms can escape from saddle points and con-
verge to good local minimizers for solving non-convex optimization problems in deep
learning.
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The rest of the paper is proceeded as follows. Section 2 introduces gradient de-
scent, accelerated gradient descent, and their corresponding ordinary differential
equations. Section 3 presents stochastic optimization and investigates asymptotic
behaviors of the plain and accelerated gradient descent algorithms and their associ-
ated ordinary differential equations (with random coefficients) when the sample size
goes to infinity. We illustrate the unified framework to carry out a joint analysis
on computational asymptotics with time (or iteration) for the gradient descent al-
gorithms and statistical asymptotics with sample size for statistical decision rules
that the algorithms are applied to compute. Section 4 considers stochastic gradient
descent algorithms for large scale data and derives stochastic differential equations
to model these algorithms. We establish asymptotic theory for these algorithms and
their associated stochastic differential equations, and illustrate a joint analysis on
computational asymptotics with time for the stochastic gradient descent algorithms
and statistical asymptotics with sample size for statistical decision rules. Section 5
features an example. All technical proofs are relegated in the appendix section.
We adopt the following notations and conventions. For the stochastic optimization
problem considered in Sections 3 and 4, we add a super index n to notations for the
associated processes and sequences in Section 3 and indices m and/or ∗ to notations
for the corresponding processes and sequences affiliated with mini-batches in Section
4, while notations without any such subscripts or superscripts are for sequences and
functions corresponding to the deterministic optimization problem given in Section
2.
2 Ordinary differential equations for gradient de-
scent algorithms
Consider the following minimization problem
min
θ∈Θ
g(θ), (1)
where the target function g(θ) is defined on a parameter space Θ ⊂ IRp and assumed
to have L-Lipshitz continuous gradients. Iterative algorithms such as gradient de-
scent methods are often employed to numerically compute the solution of the min-
imization problem. Starting with some initial values x0, the plain gradient descent
algorithm is iteratively defined by
xk = xk−1 − δ∇g(xk−1), (2)
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where ∇ denotes gradient operator, and δ is a positive constant which is often called
a step size or learning rate.
It is easy to model {xk, k = 0, 1, · · · } by a smooth curve X(t) with the Ansatz
xk ≈ X(kδ) as follows. Define step function xδ(t) = xk for kδ ≤ t < (k + 1)δ, and
as δ → 0, xδ(t) approches X(t) satisfying
X˙(t) +∇g(X(t)) = 0, (3)
where X˙(t) denotes the derivative of X(t), and initial value X(0) = x0.
Nesterov’s accelerated gradient descent scheme is a well-known algorithm that is
much faster than the plain gradient descent algorithm. Starting with initial values
x0 and y0 = x0, Nesterov’s accelerated gradient descent algorithm is iteratively
defined by
xk = yk−1 − δ∇g(yk−1), yk = xk + k − 1
k + 2
(xk − xk−1), (4)
where δ is a positive constant. Using (4) we derive a recursive relationship between
consecutive increments
xk+1 − xk√
δ
=
k − 1
k + 2
xk − xk−1√
δ
−
√
δ∇g(yk). (5)
We model {xk, k = 0, 1, · · · } by a smooth curve in a sense that xk are its samples at
discrete points, that is, we define step function xδ(t) = xk for k
√
δ ≤ t < (k+ 1)√δ,
and introduce the Ansatz xδ(k
√
δ) = xk ≈ X(k
√
δ) for some smooth function X(t)
defined for t > 0. Let
√
δ be the step size. For t = k
√
δ, as δ → 0, we have
xk = xt/
√
δ = X(t), xk+1 = x(t+
√
δ)/
√
δ = X(t+
√
δ), and
yk = X(t) +
t/
√
δ − 1
t/
√
δ + 2
[X(t)−X(t−
√
δ)]
= X(t) +
(
1− 3
√
δ
t+ 2
√
δ
)
[X(t)−X(t−
√
δ)]
= X(t) +O(
√
δ).
Applying Taylor expansion and using L-Lipshitz continuous gradients we obtain
xk+1 − xk√
δ
=
X(t+
√
δ)−X(t)√
δ
= X˙(t) +
1
2
X¨(t)
√
δ + o(
√
δ),
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xk − xk−1√
δ
=
X(t)−X(t−√δ)√
δ
= X˙(t)− 1
2
X¨(t)
√
δ + o(
√
δ),
√
δ∇g(yk) =
√
δ∇g(X(t)) + o(
√
δ),
where X¨(t) denotes the second derivative of X(t). Substituting above results into
equation (5) we obtain
X˙(t)+
1
2
X¨(t)
√
δ+o(
√
δ) =
(
1− 3
√
δ
t+ 2
√
δ
)
(X˙(t)−1
2
X¨(t)
√
δ+o(
√
δ))−
√
δ∇g(X(t))+o(
√
δ).
Re-arranging the terms and dividing
√
δ on both sides lead to
X¨(t) +
3
t
X˙(t) +∇g(X(t)) + o(1) = 0.
Note that X(t) is free of δ. As δ → 0, the equation becomes
X¨(t) +
3
t
X˙(t) +∇g(X(t)) = 0, (6)
with the initial conditions X(0) = x0 and X˙(0) = 0. As the coefficient 3/t in (6)
is singular at t = 0, classical ordinary differential equation theory is not applicable
to establish the existence or uniqueness of the solution to (6). Su et al. (2016)
derived (6) and proved that it has a unique solution satisfying the initial conditions,
and xδ(t) converges to X(t) uniformly on [0, T ] for any fixed T > 0. Note the step
size difference between the plain and accelerated cases, where the step size is δ1/2
for Nesterov’s accelerated gradient descent algorithm and δ for the plain gradient
descent algorithm. Su et al. (2016) has shown that, because of the difference, the
accelerated gradient descent algorithm moves much faster than the plain gradient
descent algorithm along the curve X(t). See also Wibisono et al. (2016) for more
elaborate explanation on the acceleration phenomenon.
3 Gradient descent for stochastic optimization
Let θ = (θ1, ..., θp)
′
be the parameter that we are interested in, and U be a relevant
random element on a probability space with a given distribution Q. Consider an
objective function `(θ;u) and its corresponding expectation E[`(θ;U)] = g(θ). For
example, in a statistical decision problem, we may take U to be a decision rule, `(θ;u)
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a loss function, and g(θ) = E[`(θ;U)] its corresponding risk; in M-estimation, we
may treat U as a sample observation and `(θ, u) a ρ-function; in nonparametric
function estimation and machine learning, we may choose U an observation and
`(θ;u) equal to a loss function plus some penalty. For these problems we need to
consider the corresponding population minimization problem (1) for characterizing
the true parameter value or its function as an estimand, but practically, because
g(θ) is usually unavailable, we have to employ its empirical version and consider a
stochastic optimization problem, described as follows:
min
θ∈Θ
Ln(θ; Un), (7)
where Ln(θ; Un) = 1n
∑n
i=1 `(θ;Ui), Un = (U1, · · · , Un)′ is a training sample or
statistical sample, and we assume U1, · · · , Un are i.i.d. and follow distribution Q.
Minimization problem (1) characterizes the true value of the target estimand like
parameter θ in the statistical model such as an underlying M-functional in the
M-estimation setup. As the true objective function g(θ) is usually unknown in
practices, we often solve stochastic minimization problem (7) with observed data to
obtain practically useful decision rules such as an M-estimator, a smoothing function
estimator, and a machine learning classifier. The approach to obtaining practical
procedures is based on the heuristic reasoning that as n → ∞, the law of large
number implies that Ln(θ; Un) eventually converges to g(θ) in probability, and thus
the solution of (7) approaches that of (1).
3.1 Plain gradient descent algorithm
Applying the plain gradient descent scheme to the minimization problem (7) with
initial value xn0 , we obtain the following iterative algorithm to compute the solution
of (7),
xnk = x
n
k−1 − δ∇Ln(xnk−1; Un), (8)
where δ > 0 is a step size or learning rate, and Ln is the objective function in
minimization problem (7).
Following the continuous curve approximation described in Section 2 we define step
function xnδ (t) = x
n
k for kδ ≤ t < (k+1)δ, and for each n, as δ → 0, xnδ (t) approaches
a smooth curve Xn(t), t ≥ 0, given by
X˙n(t) +∇Ln(Xn(t); Un) = 0, (9)
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where ∇Ln(Xn(t); Un) = 1n
∑n
i=1 ∇` (Xn(t);Ui), gradient operator ∇ here is applied
to Ln(θ; Un) and `(θ;Ui) with respect to θ, and initial value Xn(0) = xn0 .
As Un and X
n(t) are random, and our main interest is to study the distributional
behaviors of the solution and algorithm, we may define a solution of equation (9) in a
weak sense that there exist a process Xn† (t) and a random vector U
†
n = (U
†
1 , · · · , U †n)′
defined on some probability space such that U†n is identically distributed as Un, and
(U†n, X
n
† (t)) satisfies (9), and X
n
† (t) is called a (weak) solution of equation (9). Note
that Xn† (t) is not required to be defined on a fixed probability space with given
random variables, instead we define Xn† (t) on some probability space with some
associated random variables U †i whose distributions are given by Q. The weak
solution definition, which shares the same spirit as that for stochastic differential
equations (see Ikeda and Watanabe (1981) and more in Section 4), will be very
handy in facilitating our asymptotic analysis in this paper. For simplicity we drop
index † and ‘weak’ when there is no confusion.
3.2 Accelerated gradient descent algorithm
Nesterov’s accelerated gradient descent scheme can be used to solve the minimization
problem (7). Starting with initial values xn0 and y
n
0 = x
n
0 , we obtain the following
iterative algorithm to compute the solution of (7),
xnk = y
n
k−1 − δ∇Ln(ynk−1; Un), ynk = xnk +
k − 1
k + 2
(xnk − xnk−1). (10)
Using the continuous curve approach described in Section 2 we can define step
function xnδ (t) = xk for k
√
δ ≤ t < (k + 1)√δ, and for every n, as δ → 0, we
approximate xnδ (t) by a smooth curve X
n(t), t ≥ 0, governed by
X¨n(t) +
3
t
X˙n(t) +∇Ln(Xn(t); Un) = 0, (11)
where initial valuesXn(0) = xn0 and X˙
n(0) = 0,∇Ln(Xn(t); Un) = 1n
∑n
i=1 ∇` (Xn(t);Ui),
and gradient operator ∇ here is applied to Ln(θ; Un) and `(θ;Ui) with respect to θ.
Again we define a solution Xn(t) of equation (11) in a weak sense that there ex-
ist a process Xn(t) and random vector Un on some probability space so that the
distribution of Un is specified by Q, and X
n(t) is a solution of equation (11).
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3.3 Asymptotic ordinary differential equations
To make equations (9) and (11) and their solutions to be well defined and study
their asymptotics we need to impose the following conditions.
A0. Assume initial values satisfy xn0 − x0 = oP (n−1/2).
A1. `(θ;u) is continuously twice differentiable in θ; ∀ u ∈ Rp, ∃ h1(u), such that ∀
θ1, θ2 ∈ Θ, ‖∇` (θ1;u)−∇` (θ2;u)‖ 6 h1(u)‖θ1−θ2‖, where h1(U) and∇`(θ0;U)
for some fixed θ0 have finite fourth moments.
A2. E[`(θ;U)] = g(θ), E[∇` (θ;U)] = ∇g(θ), E[IH`(θ;U)] = IHg(θ), on the pa-
rameter space Θ, g(·) is continuously twice differentiable and strongly convex,
and ∇g(·) is L-Lipschitz for some L > 0, where ∇ is the gradient operator
(the first order partial derivatives), and IH is the Hessian operator (the second
order partial derivatives).
A3. Define cross auto-covariance ς(θ, ϑ) = (ςij(θ, ϑ))1≤i,j≤p, θ, ϑ ∈ Θ, where
Cov[ ∂
∂θi
`(θ;U), ∂
∂θj
`(ϑ;U)] = ςij(θ, ϑ) are assumed to be continuously differen-
tiable, and L-Lipschitz for for some L > 0. Let σij(θ) = Cov[
∂
∂θi
`(θ;U), ∂
∂θj
`(θ;U)]
= ςij(θ, θ), and σ
2(θ) = Var[∇` (θ;U)] = (σij(θ))1≤i,j≤p = ς(θ, θ) to be positive
definite.
A4.
√
n[∇Ln(θ; Un) − ∇g(θ)] = 1√n
∑n
i=1[∇`(θ;Ui) − ∇g(θ)] weakly converges to
Z(θ) uniformly over θ ∈ ΘX , where Z(θ) is a Gaussian process with mean zero
and auto-covariance ς(θ, ϑ) defined in A3, ΘX is a bounded subset of Θ, and
the interior of ΘX contains solutions X(t) of ordinary differential equations
(3) and (6) connecting the initial value x0 and the minimizer of g(θ).
Conditions A1-A2 are often used to make optimization problems and differential
equations to be well defined, and the stochastic optimization (7) corresponds to
optimization (1), and Conditions A3-A4 guarantee that the solution of (7) and its
associated differential equations provide large sample approximations of those for (1).
Condition A4 is quite reasonable, which can be easily justified by empirical processes
with common assumptions such as that ∇` (θ;U), θ ∈ ΘX , form a Donsker class (van
der Vaart and Wellner (2000)), since solution curves X(t) of ordinary differential
equations (3) and (6) are deterministic and bounded, and ΘX is bounded.
For a given T > 0, denote by C([0, T ]) the space of all continuous functions on
[0, T ] with the uniform metric max{|b1(t) − b2(t)| : t ∈ [0, T ]} between functions
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b1(t) and b2(t). For solutions X(t) and X
n(t) of equations (3) and (9) [or equations
(6) and (11)], respectively, we define V n(t) =
√
n[Xn(t)−X(t)]. Then X(t), Xn(t)
and V n(t) live on C([0, T ]). Treating them as random elements in C([0, T ]), in the
following theorem we establish a weak convergence limit of V n(t).
Theorem 3.1. Under conditions A0-A4, as n → ∞, V n(t) weakly converges to
V (t), where V (t) is the unique solution of the following linear differential equations
V˙ (t) + [IHg(X(t))]V (t) + Z(X(t)) = 0, V (0) = 0, (12)
for the plain gradient descent case, and
V¨ (t) +
3
t
V˙ (t) + [IHg(X(t))]V (t) + Z(X(t)) = 0, V (0) = V˙ (0) = 0, (13)
for the accelerated gradient descent case, where deterministic X(t) in (12) and (13)
are the solutions of ordinary differential equations (3) and (6), respectively, IH is
the Hessian operator, random coefficient Z(·) is the Gaussian process given by A4.
In particular if Gaussian process Z(θ) = σ(θ)Z, where random variable Z ∼ Np(0, Ip),
and σ(θ) is defined in A3. Then V (t) = Π(t)Z on C([0, T ]), and deterministic ma-
trix Π(t) is the unique solution of the following linear differential equations
Π˙(t) + [IHg(X(t))]Π(t) + σ(X(t)) = 0, Π(0) = 0, (14)
for the plain gradient descent case, and
Π¨(t) +
3
t
Π˙(t) + [IHg(X(t))]Π(t) + σ(X(t)) = 0, Π(0) = Π˙(0) = 0, (15)
for the accelerated gradient descent case, where X(t) in (14) and (15) are the solu-
tions of ordinary differential equations (3) and (6), respectively, and σ(·) is defined
in A3.
Remark 3.1. As we discussed early in Section 3, as n→∞, Ln(θ; Un) = 1n
∑n
i=1 `(θ;Ui)
converges to g(θ) in probability, and the solutions of the minimization problems (1)
and (7) should be very close to each other. We may heuristically illustrate the
derivation of Theorem 3.1 as follows. Central limit theorem may lead us to see that
as n → ∞, ∇Ln(θ; Un) is asymptotically distributed as ∇g(θ) + n−1/2Z(θ), Then
asymptotically differential equations (9) and (11) are, respectively, equivalent to
X˙n(t) +∇g(Xn(t)) + n−1/2Z(Xn(t)) = 0, (16)
X¨n(t) +
3
t
X˙n(t) +∇g(Xn(t)) + n−1/2Z(Xn(t)) = 0. (17)
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Applying the perturbation method for solving ordinary differential equations, we write
approximation solutions of (16) and (17) as Xn(t) = X(t) + n−1/2V (t) + o(n−1/2)
and substitute it into (16) and (17). With X(t) satisfying (3) or (6), ignoring higher
order terms, we obtain the following equations for the limit V (t) of Vn(t) in the two
cases, respectively,
V˙ (t) + [IHg(X(t))]V (t) + Z(X(t)) = 0, (18)
V¨ (t) +
3
t
V˙ (t) + [IHg(X(t))]V (t) + Z(X(t)) = 0, (19)
where X(t) is a solution of the corresponding equation (3) or (6), Z(·) is the Gaus-
sian process defined in A4, and initial conditions V (0) = V˙ (0) = 0. For Z(θ) =
σ(θ)Z with random variable Z ∼ Np(0, Ip), using linear scaling we show that (18)
and (19) have unique solutions V (t) = Π(t)Z, where Π(t) are unique solutions of
(14) and (15).
As step function xnδ (t) is used to model x
n
k generated from gradient descent algo-
rithms (8) and (10). To study their weak convergence, we need to introduce the
Skorokhod space, denoted by D([0, T ]), of all ca´dla´g functions on [0, T ], equipped
with the Skorokhod metric (Billingsely (1999)). Then xnδ (t) lives on D([0, T ]), and
treating it as a random element in D([0, T ]), we derive its weak convergence limit
in the following theorem.
Theorem 3.2. Under assumption A0-A4, as δ → 0 and n→∞, we have
max
t∈[0,T ]
|xnδ (t)−Xn(t)| = OP (δ1/2| log δ|),
where xnδ (t) are continuous-time step processes for discrete x
n
k generated from algo-
rithms (8) and (10), with continuous curves Xn(t) defined by (9) and (11), for the
cases of plain and accelerated gradient descent algorithms, respectively. In particu-
lar, if we take δ such that as δ → 0 and n→∞, nδ| log δ|2 → 0, then on D([0, T ]),
n1/2[xnδ (t)−X(t)] weakly converges to V (t), where X(t) is the solution of (3) or (6),
and V (t) is given by Theorem 3.1. That is, xnδ (t) and X
n(t) share the same weak
convergence limit.
Remark 3.2. There are two types of asymptotic analyses in the set up. One type
is to employ continuous differential equations to model discrete sequences generated
from gradient descent algorithms, which is associated with δ treated as step size be-
tween consecutive sequence points. Another type involves the use of random objective
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functions in stochastic optimization, which are estimated from sample data of size
n. We refer the first and second types as computational (modeling) and statistical
asymptotics, respectively. The computational asymptotic analysis is that for each n,
differential equations (9) and (11)[or (16) and (17)] provide continuous solutions as
the limits of discrete sequences generated from algorithms (8) and (10), respectively,
when δ is allowed to go to zero. Theorem 3.1 provides the statistical asymptotic anal-
ysis to describe the behavior difference between the data based solutions Xn(t) and
the true solutions X(t), as the sample size n goes to infinity. Theorem 3.2 involves
both types of asymptotics and shows that as δ → 0 and n→∞, xnδ (t)−Xn(t) is of
order δ1/2. As a computational modeling parameter, δ can be any arbitrary sequence
approaching zero, and we may let it depend on n and choose δ = δn that goes to zero
fast enough so that xnδn(t) −Xn(t) is of order smaller than n−1/2. Then xnδn(t) has
the same asymptotic distribution V (t) as Xn(t).
3.4 A framework to unify computational and statistical asymp-
totic analysis
The two types of asymptotics associated with δ and n seem to be quite different, with
one for computational algorithms and one for statistical inferences. This section will
elaborate further about these analyses and provide a framework to unify both point
of views. Denote the solutions of optimization problems (1) and (7) by θˇ and θˆn,
respectively. In the statistical set-up, θˇ and θˆn represent the true estimand and its
associated estimator, respectively. Then using the definitions of θˇ and θˆn and Taylor
expansion, we have ∇g(θˇ) = 0,
0 = ∇Ln(θˆn; Un) = ∇Ln(θˇ; Un) + IHLn(θˇ; Un)(θˆn − θˇ) + reminder,
the law of large number implies that IHLn(θˇ; Un) converges in probability to IHg(θˇ)
as n→∞, and Assumption 4 indicates that
∇Ln(θˇ; Un) = ∇g(θˇ) + n−1/2Z(θˇ) + reminder = n−1/2σ(θˇ)Z + reminder,
where Z stands for a standard normal random vector. Thus, n1/2(θˆn − θˇ) is asymp-
totically distributed as [IHg(θˇ)]−1σ(θˇ)Z. On the other hand, gradient descent algo-
rithms generate sequences corresponding toX(t) andXn(t) are expected to approach
the solutions of the two optimization problems (1) and (7), respectively, hence X(t)
and Xn(t) must move towards θˇ and θˆn, respectively, and Vn(t) and V (t) are reach-
ing their corresponding targets n1/2(θˆn − θˇ) and [IHg(θˇ)]−1σ(θˇ)Z. Below we will
12
provide a framework to connect (Xn(t), X(t)) with (θˆn, θˇ) and (V
n(t), V (t)) with
n1/2(θˆn − θˇ) and [IHg(θˇ)]−1σ(θˇ)Z.
Since the time interval considered so far is [0, T ] for any arbitrary T > 0, we may
extend the time intervals to IR+ = [0,+∞), and consider C(IR+), the space of all
continuous functions on IR+, equipped with a metric d for the topology of uniform
convergence on compacta:
d(b1, b2) =
∞∑
r=1
2−rmin
{
1, max
0≤s≤r
|b1(s)− b2(s)|
}
.
Solutions, X(t), Xn(t), V (t), V n(t) of ordinary differential equations (3), (6), (9),
(11)-(19) all live on C(IR+), and we can study their weak convergence on C(IR+).
Similarly we may adopt the Skorokhod space D(IR+) equipped with the Skorokhod
metric for the weak convergence study of xnδ (t) (see Billingsely (1999)). The following
theorem establishes the weak convergence of these processes on D(IR+) and studies
their asymptotic behaviors as t→∞.
Theorem 3.3. Suppose that the assumption A0-A4 are met, IHg(θˇ) is positive def-
inite, all eigenvalues of
∫ t
0
IHg(X(s))ds diverge as t → ∞, IHg(θ1) and IHg(θ2)
commute for any θ1 6= θ2, and nδ → 0 as δ → 0 and n → ∞. Then on D(IR+),
as δ → 0 and n → ∞, V n(t) = √n[Xn(t) − X(t)] and √n[xnδ (t) − X(t)] weakly
converge to V (t), t ∈ [0,+∞).
Furthermore, for the plain gradient descent case we have as t→∞ and k →∞,
(1) xk, xδ(t) and X(t) converge to θˇ, where xk, xδ(t) and X(t) are defined in
Section 2 (see equations (2)-(4) and (6)).
(2) xnk , x
n
δ (t) and X
n(t) converge to θˆn in probability, and thus V
n(t) converges to√
n(θˆn − θˇ) in probability, where xnk , xnδ (t) and Xn(t) are defined in (8)-(11).
(3) The limiting distributions of V (t) as t → ∞ and √n(θˆn − θˇ) as n → ∞
are identical and given by a normal distribution with mean zero and variance
[IHg(θˇ)]−1σ2(θˇ)[IHg(θˇ)]−1, where V (t), defined in (18) and (19), is the weak
convergence limit of V n(t) as n→∞.
Remark 3.3. Denote the limits of the processes in Theorem 3.3 as t, k → ∞ by
the corresponding processes with t and k replacing by ∞. Then Theorem 3.3 shows
that for the plain gradient descent case, x∞ = xδ(∞) = X(∞) = θˇ, xn∞ = xnδ (∞) =
Xn(∞) = θˆn, V n(∞) =
√
n[Xn(∞)−X(∞)] = √n[xnδ (∞)−X(∞)] =
√
n(θˆn − θˇ),
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V (∞) = [IHg(X(∞))]−1σ(X(∞))Z = [IHg(θˇ)]−1σ(θˇ)Z, V (t) weakly converges to
V (∞) as t → ∞, and V n(∞) weakly converges to V (∞) as n → ∞. In particular,
as process V n(t) is indexed by n and t, its limits are the same regardless the order
of n → ∞ and t → ∞. Also as θˇ = X(∞) is the minimizer of convex function
g(·), the positive definite assumption IHg(θˇ) = IHg(X(∞)) > 0 is very reasonable;
since the limit, IHg(X(∞)), of IHg(X(t)) as t→∞ has all positive eigenvalues, it
is natural to expect that
∫∞
0
IHg(X(s))ds has diverging eigenvalues. We conjecture
that for the accelerated gradient descent case, similar asymptotic results might hold
as k, t→∞.
With the augmentation of t = ∞, we extend [0,+∞) further to [0,+∞], consider
X(t), xδ(t), X
n(t), xnδ (t), V (t), and V
n(t) on t ∈ [0,∞] and derive the limits of
V n(t) and
√
n[xnδ (t) −X(t)] on [0,∞] in Theorem 3.2. As δ → 0 and n → ∞, the
limiting distributions of V n(t) =
√
n[Xn(t)−X(t)] and √n[xnδ (t)−X(t)] are V (t) for
t ∈ [0,∞], where (V n(t), V (t)) describe the dynamic evolution of gradient descent
algorithms for t ∈ [0,∞) and the statistical distribution of √n(θˆn − θˇ) for t =∞.
The joint asymptotic analysis provides a unified framework to describe distribution
limits of Xn(t) and xnδ (t) from both computation and statistical points of view as
follows. For t ∈ [0,∞), X(t) and V (t) gives the limiting behaviors of Xn(t) and
xnδ (t) corresponding to computational algorithms, and X(∞) and V (∞) illustrate
their limiting behaviors of the corresponding statistical decision rule θˆn (or the exact
solutions of the corresponding optimization problems (1) and (7) that the algorithms
are designed to compute). We use the following simple example to explicitly illus-
trate the joint asymptotic analysis.
Example 1. Suppose that Ui = (U1i, U2i)
′, i = 1, · · · , n, are iid random vectors,
where U1i and U2i are independent, and follow a normal distribution N(θ1, τ
2) and
an exponential distribution with mean θ2, respectively, and θ = (θ1, θ2)
′. Define
`(θ;Ui) = (Ui − θ)′(Ui − θ)/2, and denote by θˇ the true value of parameter θ in
the model. Then L(θ; Un) = 1n
∑n
i=1(Ui − θ)′(Ui − θ)/2, g(θ) = E[`(θ;Ui)] = [(θ −
θˇ)′(θ − θˇ) + τ 2 + θˇ22]/2, ∇g(θ) = θ − θˇ, ∇`(θ;Ui) = θ − Ui, ∇L(θ; Un) = θ − U¯n,
and σ2(θ) = V ar(U1 − θ) = diag(τ 2, θˇ22), where U¯n = (U¯1n, U¯2n)′ is the sample
mean. It is easy to see that the minimization problems corresponding to (1) and
(7) has explicit solutions: g(θ) has the minimizer θˇ, and L(θ; Un) has the minimizer
θˆn = U¯n. For this example, algorithms (2), (8), (4) and (10) yield recursive formulas
xk = xk−1 + δ(θˇ−xk−1), and xnk = xnk−1 + δ(U¯n−xnk−1) for the plain gradient descent
case; and xk = xk−1 +δ(θˇ−yk−1), yk = xk+ k−1k+2(xk−xk−1), xnk = xnk−1 +δ(U¯n−ynk−1),
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ynk = x
n
k +
k−1
k+2
(xnk−xnk−1) for the accelerated gradient descent case. While it may not
be so obvious to explicitly describe the dynamic behaviors of these algorithms for the
accelerated case, below we will clearly illustrate the behaviors of their corresponding
ordinary differential equations through closed form expressions. First we consider the
plain gradient descent case where closed form expressions are very simple. Ordinary
differential equations (3) and (9) admit simple solutions
X(t) = (X1(t), X2(t))
′ = θˇ+(x0−θˇ)e−t, Xn(t) = (Xn1 (t), Xn2 (t))′ = U¯n+(xn0−U¯n)e−t,
V n(t) = (V n1 (t), V
n
2 (t))
′ =
√
n(U¯n − θˇ)(1− e−t) +
√
n(xn0 − x0)e−t.
Note that Z1 =
√
n(U¯1n− θˇ1)/τ ∼ N(0, 1),
√
n(U¯2n/θˇ2−1) converges in distribution
to a standard normal random variable Z2, and Z1 and Z2 are independent. As in
Theorem 3.1, let Z = (Z1, Z2)
′, V (t) = Π(t)Z, where Π(t) = −(1− e−t)diag(τ, θˇ2) is
the matrix solution of (14) in this case. Then for t ∈ [0,∞),
V n(t) =
(
τZ1
θˇ2Z2
)
(1− e−t) + oP (1) = V (t) + oP (1),
which confirms that V n(t) converges to V (t), as shown in Theorem 3.1. Furthermore,
as t→∞, X(t)→ θˇ = X(∞), Xn(t)→ θˆn = U¯n = Xn(∞), and V n(t)→ V n(∞) ∼
V (∞) = Π(∞)Z = (τZ1, θˇ2Z2)′, which gives the asymptotic distribution of estimator
θˆn = X
n(∞). In summary, the behaviors of X(t), Xn(t), V n(t), and V (t) over
[0,∞] provide a complete description on the dynamic evolution of gradient descent
algorithms when applied to solve stochastic optimization problems. For example, as
functions of t, X(t) and Xn(t) can be used to describe how the generated sequences
from the algorithms evolves along iterations; we may use the convergence of V n(t)
to V n(∞) and V (t) to V (∞), as t → ∞, to illustrate how the generated sequences
converge to the target optimization solutions (estimators); the convergence of V n(∞)
to V (∞) as n → ∞ may be employed to characterize the asymptotic distributions
of the target optimization solutions; and their relationship with n and t can be
used to investigate the joint dynamic effect of data size and algorithm iterations on
the computation and statistical errors in the sequences generated by the algorithms.
The key signature in this example is the exponential decay factor e−t that appears in
all relationships. The joint asymptotic analysis with both n and t provides a unified
picture for the statistical asymptotic analysis with n → ∞ and the computational
asymptotic analysis with t→∞.
For the accelerated case, solution X(t) of (6) admits an expression via the Bessel
function,
X(t) = θˇ +
2(x0 − θˇ)
t
J1(t),
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where x0 = (x0,1, x0,2)
′ is an initial value of X(t) = (X1(t), X2(t))′, and J1(u) is the
Bessel function of the first kind of order one,
J1(u) =
∞∑
j=0
(−1)j
(2j)!!(2j + 2)!!
u2j+2,
with the following symptotic behaviors as u→ 0 and u→∞
J1(u) ∼ u
2
as u→ 0, and J1(u) ∼
√
2
piu
cos
(
u− 3pi
4
)
as u→∞.
Ordinary differential equation (11) has the solution
Xn(t) = U¯n+
2(xn0 − U¯n)
t
J1(t), V
n(t) =
√
n(U¯n−θˇ)
[
1− 2
t
J1(t)
]
+
√
n(xn0−x0)
2
t
J1(t),
As in Theorem 3.1, let V (t) = Π(t)Z, where it is relatively simple to use the prop-
erties of the Bessel function J1(u) to verify that Π(t) = −[1− 2J1(t)/t]diag(τ, θˇ2) is
the matrix solution of (15) in this case. Then for t ∈ [0,∞),
V n(t) =
(
τZ1
θˇ2Z2
)[
1− 2
t
J1(t)
]
+ oP (1) = V (t) + oP (1).
The result matches the weak convergence of V n(t) to V (t) shown in Theorem 3.1, and
as t→∞, X(t)→ θˇ = X(∞), Xn(t)→ θˆn = U¯n = Xn(∞), and V n(t)→ V n(∞) ∼
V (∞) = Π(∞)Z = (τZ1, θˇ2Z2)′, which indicates the asymptotic distribution of
estimator θˆn = X
n(∞). Again the behaviors of X(t), Xn(t), V n(t), and V (t) over
[0,∞] describe the dynamic evolution of the accelerated gradient descent algorithm
such as how the generated sequences from the algorithm evolve along iterations (via
X(t) and Xn(t) as functions of t), and converge to the target optimization solutions
(or estimators) (via the convergence of V n(t) to V n(∞) and V (t) to V (∞) as t→∞),
as well as connect to the asymptotic distributions of the target optimization solutions
(via the convergence of V n(∞) to V (∞) as n → ∞). The major difference for the
two cases is exponential decay 1−e−t for the plain case vs polynomial decay 1− 2
t
J1(t)
for the accelerated case.
Remark 3.4. Solving problems with large scale data often require some tradeoffs
between statistical efficiency and computational efficiency, and thus need to handle
both statistical errors and computational errors. We illustrate the potential of the
16
joint asymptotic analysis framework for the study of the two types of errors. Note
that
xnδ (t)− θˇ = xnδ (t)− θˆn + θˆn − θˇ,
where xnδ (t) (or x
n
k) are the values computed by gradient descent algorithms for solv-
ing (7) based on sampled data, and θˇ is the exact solution of (1) corresponding to the
true value of θ, with θˆn the exact solution of (7) corresponding to the estimator of
θ. The total error xnδ (t)− θˇ consists of computational error xnδ (t)− θˆn (of order t−1
or t−2) and statistical error θˆn − θˇ (of order usually n−1/2). Since X(t) approaches
the solution θˇ of optimization problem (1), and in fact numerically θˇ can be only
evaluated by X(t) and its corresponding algorithms, using X(t) as a proxy of θˇ we
may treat xnδ (t)−X(t) as a surrogate of the total error, and asymptotic differential
equations for its asymptotic distribution V (t) may be useful for the analysis of the
total error.
4 Stochastic differential equations for stochastic
gradient descent
Solving (7) by algorithms (8) and (10) requires evaluating the sum-gradient for all
training data, that is, it requires expensive evaluations of the gradients ∇` (θ;Ui)
from summand functions `(θ;Ui) with all (training or sample) data Ui, i = 1, · · · , n.
For big data problems, data are enormous, such evaluation of the sums of gradients
for all data becomes prohibitively expensive. To overcome the computational bur-
den, stochastic gradient descent uses a so-called mini-batch of data to evaluate a
corresponding subset of summand functions at each iteration. Each mini-batch is
a relatively small data set that is sampled from (i) the large training data set Un
or (ii) the underlying population distribution Q. For the case of subsampling from
the original data set Un, it turns out that mini-batch subsampling in the stochastic
gradient descent scheme is similar to the m out of n (with or without replacement)
bootstraps for gradients (Bickel et al. (1997)). While bootstrap resampling is widely
used to draw inferences in statistics, resampling used here in learning community is
motivated purely from the computational purpose. Specifically, assume integer m
is much smaller than n, and denote by U∗m = (U
∗
1 , · · · , U∗m)′ a mini-batch. For the
case (ii), U∗m = (U
∗
1 , · · · , U∗m)′ is an i.i.d. sample taken from distribution Q. For
case (i), U∗m = (U
∗
1 , · · · , U∗m)′ is a subsample taken from U = (U1, · · · , Un)′, where
U∗1 , · · · , U∗m are randomly drawn with or without replacement from U1, · · · , Un. For
the case of with replacement, U∗1 , · · · , U∗m are an i.i.d. sample taken from Qˆn, and
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Qˆn is the empirical distribution of U1, · · · , Un. The main computational idea in
the algorithm is to replace Ln(θ; Un) in (8) and (10) by a smaller sample version
Lˆm(θ; U∗m) at each iteration, where
Lˆm(θ; U∗m) =
1
m
m∑
i=1
`(θ;U∗i ).
4.1 Stochastic gradient descent
The stochastic gradient descent scheme replaces ∇Ln(xnk−1; Un) in (8) by a smaller
sample version at each iteration to obtain
xmk = x
m
k−1 − δ∇Lˆm(xmk−1; U∗mk), (20)
where U∗mk = (U
∗
1k, · · · , U∗mk)′, k = 1, 2, · · · , are independent mini-batches.
We may naively follow the continuous curve approach described in Section 2 to ap-
proximate {xmk , k = 0, 1, · · · } by a smooth curve similar to the case in Section 3.
However, unlike the scenario in Section 3, algorithms (20) [and (28) for the acceler-
ated case in Section 4.2 later] are designed for the computational purpose, they do
not correspond to any optimization problem with a well-defined objective function
like g(θ) in (1) or Ln(θ; Un) in (7), since samples U∗mk used in Lˆm(xmk−1; U∗mk) change
with iteration k. The analysis for stochastic gradient descent will be quite different
from these studied in Section 3. Here we consider the stochastic gradient descent
case, and may define a ‘pseudo objective function’ as follows.
Define a mini-batch process U∗m(t) = (U
∗
1 (t), · · · , U∗m(t))′ and a step process xmδ (t),
t ≥ 0, for xmk in (20) as follows,
U∗m(t) = U
∗
km and x
m
δ (t) = x
m
k for kδ ≤ t < (k + 1)δ. (21)
To facilitate the analysis we adopt a convention xmδ (t) = x
m
0 for t < 0. Then
Lˆm(xmδ (t − δ); U∗m(t)) = Lˆm(xmk−1; Umk) for kδ ≤ t < (k + 1)δ. Lˆm(θ; U∗m(t)) may
be treated as a counterpart of Ln(θ; Un). As m,n → ∞, Lˆm(θ; U∗m(t)) approaches
g(θ) for each δ, and the stochastic gradient descent algorithm (20) can still solve
the optimization problem (7) numerically. But as t evolves, Lˆm(θ; U∗m(t)) changes
from iteration to iteration, and depends on δ as well as (m,n), since mini-batches
change as the algorithm iterates, and the number of the mini-batches involved is
determined by time t and step size δ. There is no single bona fide objective function
here, and the ‘pseudo objective function’ Lm(θ; U∗m(t)) can’t serve the role of genuine
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objective functions like g(θ) and Ln(θ; Un). The approach in Section 2 and Section
3 can not be directly applied to obtain an ordinary differential equation like (9). In
fact as we will see below, there exists no such analog ordinary differential equation.
Instead we will derive asymptotic stochastic differential equations for (20). The new
asymptotic stochastic differential equation may be considered as a counterpart to
an asymptotic version (16) corresponding to (9), but the key difference is that the
asymptotic stochastic differential equations must depend on step size δ as well as m
to account for the mini-batch effect (see more detail later after equations (23) and
(24) regarding the associated random variability). Our derivation and stochastic
differential equations rely on the asymptotic behavior of ∇Lˆm(θ; U∗m(t))−∇g(θ) as
δ → 0 and m,n→∞.
We need the following usual sample size condition to guarantee the validity of mini-
batch subsampling.
A5. Assume initial values satisfy xm0 − x0 = oP ((δ/m)1/2). For the case that mini-
batches are sampled from training data Un, as n→∞, we choose mini-batch
size m→∞ and m/n→ 0, and add to Condition A1 further requirement that
E[h41(U)] <∞, and ∇`(θ;U) has a moment generating function.
We describe the asymptotic behavior of ∇Lˆm(θ; U∗m(t)) in the following theorem.
Theorem 4.1. Define a partial sum process
Hmδ (t) = (mδ)
1/2
∑
tk≤t
[
∇Lˆm(xmδ (tk−1); U∗m(tk))−∇g(X(tk))
]
, t ≥ 0, (22)
where tk = kδ, k = 0, 1, 2, · · · . Under Conditions A1-A5, as δ → 0 and m,n→∞,
we have that on D([0, T ]), Hmδ (t) weakly converges to H(t) =
∫ t
0
σ((X(u))dB(u),
t ∈ [0, T ], where B is a p-dimensional standard Brownian motion, σ(θ) is defined
in Condition A3, and X(t) is the solution of (3).
Remark 4.1. As we have discussed early, due to mini-batches used in algorithm
(20), there is no corresponding optimization problem with a well-defined objective
function. As a result, we do not have any δ-free differential equation analog to
(16). In other words, here there is no analog continuous modeling to derive dif-
ferential equations free of δ, obtained by letting δ → 0. This may be explained
from Theorem 4.1 as follows. It is easy to see that Hmδ (t) is a normalized partial
sum process for [T/δ] random variables ∇Lˆm(xmδ (tk−1); U∗m(tk)) whose variances are
of order m−1, and the weak convergence theory for partial sum processes indicates
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that a normalized factor (mδ)1/2 in (22) is needed to obtain a weak convergence
limit for Hmδ (t). On the other hand, to obtain an analog to the Z term in (16)
we need to find some kind of continuous limit for ∇Lm(θ; U∗m(t)) − ∇g(θ). As
U∗m(t) is an empirical process for (conditionally) independent subsamples U
∗
mk, thus
∇Lm(θ; U∗m(t))−∇g(θ) may behave like a sort of discrete-time weighted white noise
(in fact a martingale difference sequence). Therefore, a possible continuous limit for
∇Lm(θ; U∗m(t))−∇g(θ) is related to a continuous-time white noise, which is defined
as the derivative B˙(t) of Brownian motion B(t) in the sense of the Dirac delta func-
tion (a generalized function). In the notation of Theorem 4.1, we may informally
write H(t) =
∫ t
0
σ(X(u))B˙(u)du in terms of white noise B˙(t), and ∇Lˆm(xmδ (t −
δ); U∗m(t)) − ∇g(X(t)) corresponds to the derivative H˙(t) = σ(X(t))B˙(t) of H(t).
While the factor δ1/2 on the right hand side of (22) is needed to normalize a par-
tial sum process with [T/δ] random variables for obtaining a weak convergence limit,
from the white noise point of view, here we need a normalized factor δ1/2 to move
from a discrete white noise to a continuous white noise. As a matter of fact, the
weak convergence is very natural from the viewpoint of limit theorems for stochastic
processes (Jacod and Shiryaev (2003), He et al. (1992)). Because of the white noise
type stochastic variation due to different mini-batches used from iteration to itera-
tion in algorithm (20), the continuous modeling for stochastic gradient descent will
be δ-dependent, which will be given below.
We recast algorithm (20) as
xmδ (t+ δ)− xmδ (t)
δ
= −∇g(xmδ (t))− (δ/m)1/2
Hmδ (t+ δ)−Hmδ (t)
δ
.
We approximate xmδ (t) by a continuous process X
m
δ (t), and Theorem 4.1 suggests
an approximation of Hmδ (t) by continuous process H(t). We take step size δ as dt,
and above difference equation becomes
dXmδ (t)
dt
= −∇g(Xmδ (t))− (δ/m)1/2
dH(t)
dt
,
which leads to the following stochastic differential equation
dXmδ (t) = −∇g(Xmδ (t))dt− (δ/m)1/2σ(X(t))dB(t), (23)
where X(t) is the solution of (3), and B(t) is a p-dimensional standard Brownian
motion. The solution Xmδ (t) of (23) may be considered as a continuous approxima-
tion of xmk [or x
m
δ (t)] generated from the stochastic gradient descent algorithm (20)
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[or (21)]. Since Xmδ (t) is expected to be close to X(t), and the Brownian term in
(23) is of higher order, we may replace X(t) in (23) by Xmδ (t) to better mimic the re-
cursive relationship in (20). That is, we consider the following stochastic differential
equation
dXˇmδ (t) = −∇g(Xˇmδ (t))dt− (δ/m)1/2σ(Xˇmδ (t))dB(t). (24)
As our interest is on their distributional behaviors, we consider solutions of (23) and
(24) in the weak sense that for each fixed δ and m, there exist continuous process
Xmδ (t) (or Xˇ
m
δ (t)) and Brownian motion B(t) on some probability space to satisfy
equation (23) (or (24) ) (see Ikeda and Watanabe (1981)). Some versions of stochas-
tic differential equations (such as vague or approximate matrices for the diffusion
variance) are informally used in the deep learning and stochastic gradient descent lit-
erature based on some heuristic or loose reasoning without rigorous justification (see
Chen et al. (2016), Li et al. (2015), Mandt et al. (2016), Sirignano and Spiliopoulos
(2017)). As we will see, this is the first paper to provide explicit stochastic dif-
ferential equations and establish rigorous weak convergence for stochastic gradient
descent algorithms.
The stochastic Brownian terms in (23) and (24) are employed to account for the
random fluctuations due to the use of min-batches for gradient estimation from it-
eration to iteration in the stochastic gradient descent algorithm (20), where m−1/2
and δ1/2 are statistical normalization factors with m for mini-batch size and [T/δ]
for the total number of iterations considered in [0, T ] (as δ for step size). At each
iteration we resort to a mini-batch for gradient estimation, so the number of itera-
tions in [0, T ] is equal to the number of mini-batches used in [0, T ], and the factor
δ1/2 accounts for the effect due to the number of mini-batches used in [0, T ], while
m−1/2 accounts for the effect of m observations in each mini-batch.
The theorem below derives the asymptotic distribution of Xmδ (t) and Xˇ
m
δ (t). Let
V mδ (t) = (m/δ)
1/2[Xmδ (t) − X(t)] and Vˇ mδ (t) = (m/δ)1/2[Xˇmδ (t) − X(t)]. Treating
them as random elements in C([0, T ]), we derive their weak convergence limit in the
following theorem.
Theorem 4.2. Under Conditions A1-A5, as δ → 0 and m→∞, we have
max
0≤t≤T
|Xmδ (t)− Xˇmδ (t)| = OP (m−1δ), (25)
and both V mδ (t) and Vˇ
m
δ (t), t ∈ [0, T ], weakly converge to V (t) satisfying
dV (t) = −[IHg(X(t))]V (t)dt− σ(X(t))dB(t), V (0) = 0, (26)
where X(t) is the solution of (3).
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Remark 4.2. Theorem 4.2 shows that while Xmδ (t) and Xˇ
m
δ (t) have the same weak
convergence limit, they are an order of magnitude closer to each other than to X(t).
This may also be seen from the fact that the difference between stochastic differential
equations (23) and (24) is at the high order Brownian term with Xmδ (t) replaced by
its limit X(t). Linear stochastic differential equation (26) indicates that the limiting
process V (t) is a time-dependent Ornstein-Uhlenbeck process, which has the following
explicit expression for t ∈ [0, T ] under the condition that IHg(X(u)) and IHg(X(v))
commute for all u 6= v,
V (t) = −
∫ t
0
exp
[
−
∫ t
u
IHg(X(v))dv
]
σ(X(u))dB(u). (27)
Step process xmδ (t) in (21) is the empirical process for x
m
k generated from the stochas-
tic gradient descent algorithm (20). Treating xmδ (t) as a random element in D([0, T ])
we consider its asymptotic distribution in the follow theorem.
Theorem 4.3. Under assumption A1-A5, as δ → 0, and m,n→∞, we have
max
t≤T
|xmδ (t)−Xmδ (t)| = oP (m−1/2δ1/2) +OP (n−1/2 + δ| log δ|1/2),
where xmδ (t) and X
m
δ (t) are defined by (21) and (23), respectively. In particular if we
choose (δ,m, n) such that as δ → 0 and m,n → ∞, m/(nδ) → 0, and mδ| log δ| →
0, then (m/δ)1/2[xmδ (t) − X(t)] weakly converges to V (t), governed by stochastic
differential equation (26).
Remark 4.3. Theorem 4.3 indicates that sequences xmk generated from the stochastic
gradient descent algorithm (20) can be very close to the continuous curves Xmδ (t) and
Xˇmδ (t) governed by (23) and (24), respectively, and with proper choices of (δ,m, n)
we can make the empirical process xmδ (t) for x
m
k to share the same weak convergence
limit as the continuous curves Xmδ (t) and Xˇ
m
δ (t).
Remark 4.4. We may consider stochastic gradient descent with momentum and/or
diminishing learn rate and obtain the corresponding stochastic differential equations.
For example, δ in (20) can be replaced by diminishing learning rate δk = ηk
−α for
some α ∈ (0, 1) and constant η > 0, and the same arguments will lead us to stochastic
differential equations like (23) and (24) with extra factor (t+ 1)−α,
dXmδ (t) = −∇g(Xmδ (t))(t+ 1)−αdt− (η/m)1/2σ(X(t))(t+ 1)−αdB(t),
dXˇmδ (t) = −∇g(Xˇmη (t))(t+ 1)−αdt− (δ/m)1/2σ(Xˇmδ (t))(t+ 1)−αdB(t).
For the momentum case, we need to add an extra linear term in Xmδ (t) (or Xˇ
m
δ (t))
in the drifts.
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4.2 Accelerated stochastic gradient descent
We apply Nesterov’s acceleration scheme to stochastic gradient descent by replacing
∇Ln(ynk−1; Un) in (10) with a subsampled version at each iteration as follows,
xmk = y
m
k−1 − δ∇Lˆm(ymk−1; U∗mk), ymk = xmk +
k − 1
k + 2
(xmk − xmk−1), (28)
where we use initial values xm0 and y
m
0 = x
m
0 , and U
∗
mk = (U
∗
1k, · · · , U∗mk)′, k =
1, 2, · · · , are independent mini-batches.
The continuous modeling for algorithm (28) is conceptually in parallel with the case
for the stochastic gradient descent algorithm (20) in Section 4.1, but the tricky part
is on the technical side that we face many mathematical difficulties in multiple steps
related to singularity in the second order stochastic differential equations involved.
As we illustrate the continuous modeling of xmk generated from algorithm (28), it
is easy to see that our derivation of stochastic differential equations relies on the
asymptotic behavior of ∇Lˆm(θ; U∗m(t)) − ∇g(θ) as δ → 0 and m,n → ∞. Similar
to the cases in Section 2 and Section 3.2, we define step function
xmδ (t) = x
m
k , y
m
δ (t) = y
m
k , for k
√
δ ≤ t < (k + 1)
√
δ, (29)
and approximate xmδ (t) by a smooth curve X
m
δ (t) given by (37) below. Note the step
size difference that the step size is δ and δ1/2 for the plain and accelerated cases,
respectively, as pointed out at the end of Section 2.
Theorem 4.4. Define a partial sum process
Hmδ (t) = (m
2δ)1/4
∑
tk≤t
[
∇Lˆm(ymδ (tk−1); U∗m(tk))−∇g(X(tk))
]
, t ≥ 0, (30)
where tk = kδ
1/2, k = 0, 1, 2, · · · . Under Conditions A1-A5, as δ → 0 and m,n →
∞, we have that on D([0, T ]), Hmδ (t) weakly converges to H(t) =
∫ t
0
σ((X(u))dB(u),
t ∈ [0, T ], where B is a p-dimensional standard Brownian motion, σ(θ) is defined
in Condition A3, and X(t) is the solution of (3).
It is not obvious that we can directly adopt the simple arguments in Sections 2
and 4.1 to derive the second order stochastic differential equation corresponding to
algorithm (28). We illustrate an alternative approach instead. First, note that the
second order ordinary differential equation (6) can be equivalently written as{
dX(t) = Z(t)dt,
dZ(t) = − [3
t
Z(t) +∇g(X(t))] dt, (31)
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where Z(t) = X˙(t); and algorithm (5) is equivalent to{
xk+1 = xk +
√
δ zk,
zk+1 =
[
1− 3
k+3
]
zk −
√
δ∇g
(
xk +
2k+3
k+3
√
δ zk
)
,
(32)
where zk = (xk+1 − xk)/
√
δ, which can be recasted as{ xk+1−xk√
δ
= zk,
zk+1−zk√
δ
= − 3
tk+3
√
δ
zk −∇g
(
xk +
2k+3
k+3
√
δ zk
)
,
(33)
where we take tk = k
√
δ. We approximate (xk, zk) by continuous curves (X(t), Z(t)).
Noting that as δ → 0, 3√δ → 0 and 2k+3
k+3
√
δ zk → 0 in (33), which are negligible
relative to tk and xk. We take step size
√
δ as dt and turn discrete difference equations
(33) into continuous differential equations (31).
Second, we replace (xk, zk) in (32) by (x
m
k , z
m
k ), where z
m
k = (x
m
k+1 − xmk )/
√
δ, and
write (28) in the following equivalent forms{
xmk+1 = x
m
k +
√
δ zmk ,
zmk+1 =
[
1− 3
k+3
]
zmk −
√
δ∇g
(
xmk +
2k+3
k+3
√
δ zmk
)
− δ1/4√
m
[Hmδ (tk+1)−Hmδ (tk)],
(34)
or equivalently,
xmk+1−xmk√
δ
= zmk ,
zmk+1−zmk√
δ
= − 3
tk+3
√
δ
zmk −∇g
(
xmk +
2k+3
k+3
√
δ zmk
)
− δ1/4√
m
Hmδ (tk+1)−Hmδ (tk)√
δ
,
(35)
where again tk = k
√
δ. Third, we approximate (xmk , z
m
k ) by some continuous process
(Xmδ (t), Z
m
δ (t)). As Theorem 4.4 suggests to substitute H
m
δ (t) by H(t), with dH(t) =
σ(X(t))dB(t), dropping the negligible terms 3
√
δ and 2k+3
k+3
√
δ zk, and taking step size√
δ as dt we move from discrete difference equations (35) to the following stochastic
differential equation system,{
dXmδ (t) = Z
m
δ (t)dt,
dZmδ (t) = −
[
3
t
Zmδ (t) +∇g(Xmδ (t))
]
dt− δ1/4√
m
σ(X(t))dB(t),
(36)
which together with X˙mδ (t) = Z
m
δ (t) is equivalent to the following second order
stochastic differential equation,
X¨mδ (t) +
3
t
X˙mδ (t) +∇g(Xmδ (t)) + (δ/m2)1/4σ(X(t))B˙(t) = 0, (37)
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where initial conditions Xmδ (0) = x
m
0 and X˙
m
δ (0) = 0, X(t) is defined by (6), B(t)
is a p-dimensional Brownian motion, and white noise B˙(t) is the derivative of B(t)
in the sense of generalized functions.
As we have discussed and demonstrated for the stochastic gradient descent case in
Section 4.1, similar to the stochastic differential equations (23) and (24) for the
stochastic gradient descent algorithm, the second order stochastic differential equa-
tions (36) and (37) depend on δ and m through the stochastic Brownian terms. They
are used to account for the random fluctuation due to the use of min-batches for
gradient estimation from iteration to iteration in algorithm (28), where m−1/2 and
δ1/4 are statistical normalization factors with m for the mini-batch size and [T/δ1/2]
for the total number of iterations considered in [0, T ] (as δ1/2 for the step size), or
equivalently, the total number of mini-batches used in [0, T ].
The theorem below will show that the second order stochastic differential equation
(37) has a unique solution. Here again we consider the solution in the weak sense
that for each fixed δ and m, there exist continuous process Xmδ (t) and Brownian
motion B(t) on some probability space to satisfy (37). As in Section 4.1, process
Xmδ (t) provides a continuous approximation of x
m
k given by (28). As δ → 0 and
m→∞, the Brownian term in (37) disappears, and Xmδ (t) approaches X(t) defined
by (6). Define V mδ (t) = (m
2/δ)1/4[Xmδ (t) − X(t)]. Then X(t), Xmδ (t) and V mδ (t)
live on C([0, T ]). Treating them as random elements in C([0, T ]), in the following
theorem we derive a weak convergence limit of V mδ (t).
Theorem 4.5. Under conditions A1-A5, the second order stochastic differential
equation (37) has a unique solution in the weak sense, and as δ → 0, m → ∞,
V mδ (t) weakly converges to V (t) on C([0, T ]), where V (t) is the unique solution of
the following linear second order stochastic differential equation,
V¨ (t) +
3
t
V˙ (t) + [IHg(X(t))]V (t) + σ(X(t))B˙(t) = 0, (38)
where IH = ∇2 is Laplacian operator, X(t) is a solution of equation (6), B(t) is a
p-dimensional standard Brownian motion, and initial conditions V (0) = V˙ (0) = 0.
Remark 4.5. As mentioned before, similar to the stochastic gradient descent case,
the continuous modeling depends on both δ and m, and Theorems 4.4-4.5 are in
parallel with Theorems 4.1-4.3. However, for the accelerated case, the challenges are
largely on the technical proofs. For example, we need to handle second order stochas-
tic differential equations like (37) with singularity (similar to the singularity case for
ordinary differential equations (6) and (15)); the lack of adequate theory and tech-
nical tools for handling well-behaved second order stochastic differential equations,
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let alone the singularity difficulty; it is hard to analyze the complex recursive rela-
tionship in the accelerated stochastic gradient descent algorithm (28). Step process
xmδ (t) in (29) is the empirical process for x
m
k generated from algorithm (28). Treating
xmδ (t) as a random element in D([0, T ]) we conjecture that x
m
δ (t) and X
m
δ (t) share
the same weak convergence limit V (t).
Below we study the example considered in Section 3.4 under the stochastic gradient
descent case.
Example 1(continue). With ∇g(θ) = θ − θˇ, IHg(θ) = I, σ(θ) = diag(τ, θˇ2), we
have for the plain case, X(t) = θˇ + (x0 − θˇ)e−t,
Xmδ (t) = θˇ + e
−t
[
xm0 − θˇ −
√
δ
m
∫ t
0
eudiag(τ, θˇ2)dB(u)
]
= θˇ + (xm0 − θˇ)e−t −
√
δ
m
(
τ
∫ t
0
eu−tdB1(u), θˇ2
∫ t
0
eu−tdB2(u)
)′
= X(t) + (xm0 − x0)e−t +
√
δ
m
V (t),
where V (t) is the Ornstein-Uhlenbeck process as the solution of (26). It is easy
to see the weak convergence of V mδ (t) = (m/δ)
1/2[Xmδ (t) − X(t)] to V (t). For the
accelerated case, as we have seen, the solution of (6) has the form
X(t) = θˇ +
2(x0 − θˇ)
t
J1 (t) .
Below we will give solutions of stochastic differential equations (37) and (38) in this
case. First we consider the solution V (t) of stochastic differential equation (38).
It is easy to check that tV (t) satisfies the inhomogeneous Bessel equation of the
first order with constant term t3diag(τ, θˇ2)B˙(t), and its solution can be expressed as
follows,
V (t) =
pi
2
J1(t)
t
∫ t
0
Jˇ1(u)u
2diag(τ, θˇ2)dB(u)− pi
2
Jˇ1(t)
t
∫ t
0
J1(u)u
2diag(τ, θˇ2)dB(u),
where J1(t) and Jˇ1(t) are the Bessel functions of the first and second kind of order
one, respectively. Since in this case, ∇g is linear, IHg = 1, and stochastic differential
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equations (37) and (38) differ by a shift θˇ and a scale m−1/2δ1/4, we can easily find
Xmδ (t) = θˇ +
2(xm0 − θˇ)
t
J1 (t) +m
−1/2δ1/4V (t)
= X(t) +
2(xm0 − x0)
t
J1 (t) +m
−1/2δ1/4V (t).
With the initial condition in A5, it is clear that V mδ (t) = (m
2/δ)1/4[Xmδ (t) −X(t)]
weakly converges to V (t).
4.3 Joint computational and statistical asymptotic analysis
for stochastic gradient descent
As we advocate a joint asymptotic analysis framework in Section 3.4, here X(t),
Xmδ (t), V
m
δ (t) and V (t) provide a joint asymptotic analysis for the dynamic behav-
iors of algorithms (20) and (28), and the weak convergence results established in
Theorems 4.1-4.5 can be used to demonstrate the corresponding weak convergence
results in C(IR+) and D(IR+). It is more complicated to consider the asymptotic
analysis with t → ∞ for the stochastic gradient descent case and extend the con-
vergence results further from [0,∞) to [0,∞]. As t → ∞, Brownian motion B(t)
behaves like (2t log log t)1/2, and process H(t) often diverges, however, there may
exist meaningful distributional limits for processes Xmδ (t), x
m
δ (t), V
m
δ (t) and V (t).
For the stochastic gradient descent case we establish the weak convergence of V mδ (t)
to V (t) on D(IR+) and study their asymptotic behaviors as t→∞ in the following
theorem.
Theorem 4.6. Suppose that the assumptions A1-A5 are met, IHg(θˇ) is positive
definite, all eigenvalues of
∫ t
0
IHg(X(s))ds diverge as t → ∞, IHg(θ1) and IHg(θ2)
commute for any θ1 6= θ2, and assume m(nδ)−1/2 → 0 and m1/2δ| log δ|1/2 → 0, as
n→∞, m,n→∞. We obtain the following results.
(i) As δ → 0, and m,n→∞, V mδ (t) = (m/δ)1/2[Xmδ (t)−X(t)] and (m/δ)1/2[xmδ (t)−
X(t)] weakly converge to V (t) on D(IR+).
(ii) Stochastic differential equation (26) admits a unique stationary distribution de-
noted by V (∞), where V (∞) follows a normal distribution with mean zero and
covariance matrix Γ(∞) satisfying
Γ(∞)IHg(X(∞)) + IHg(X(∞))Γ(∞) = σ(X(∞))σ(X(∞))′. (39)
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(iii) Further assume that there exists a unique stationary distribution, denoted by
Xmδ (∞), for stochastic differential equation (23). Then as δ → 0, and m,n → ∞,
V mδ (∞) = (m/δ)1/2[Xmδ (∞)−X(∞)] converges in distribution to V (∞).
Remark 4.6. Similar to Theorem 3.3 and Remark 3.3, Theorem 4.6 indicates that
for the stochastic gradient descent case, as δ → 0, m,n → ∞, Xmδ (∞) approach
X(∞) = θˇ, V mδ (t) =
√
m/δ[Xmδ (t) −X(t)] converges to V (t), t ∈ [0,∞], and V (t)
weakly converges to V (∞) as t→∞. Intuitively, V (t) is a time-dependent Ornstein-
Uhlenbeck process with stationary distribution V (∞) as its limit when t → ∞, and
similarly the solution Xmδ (t) of (23) may admit a stationary distribution X
m
δ (∞) as
the limiting distribution of Xmδ (t) when t → ∞ (see Da Prato and Zabczyk (1996)
and Gardiner (2009) for the existence of stationary distributions). Naturally Xmδ (∞)
corresponds to V (∞). Mandt et al. (2017) essentially takes these results as its major
model assumptions for treating stochastic gradient descent as a statistical estimation
procedure in the Bayesian framework.
Note that stochastic gradient descent is designed for the pure computational purpose,
and there is no corresponding objective function nor analog of minimizer θˆn for
the stochastic gradient descent algorithm, as mini-batches (and their corresponding
gradient estimators) change at each iteration. It is not clear whether we have known
statistical estimation methods corresponding to the limits of xmδ (t) and X
m
δ (t) as
t → ∞. Below we provide an explicit illustration of the point through Example 1
considered in Sections 3.4 and 4.2.
Example 1(continue). First we evaluate
H(t) =
∫ t
0
σ(X(u))dB(u) =
(
τB1(t), θˇ2B2(t)
)′
,
where σ(X(u)) = diag(τ, θˇ2), and X(u) = θˇ+(x0− θˇ)e−u. By the law of the iterated
logarithm for Brownian motion, H(t) diverges like (t log log t)1/2 as t→∞. Solving
stochastic differential equation (23) we have
Xmδ (t) = x
m
0 e
−t + θˇ(1− e−t)−
√
δ
m
∫ t
0
eu−tσ(X(u))dB(u)
= xm0 e
−t + θˇ(1− e−t) +
√
δ
m
diag(τ, θˇ2)Λ(t), (40)
where Λ(t) = −(∫ t
0
eu−tdB1(u),
∫ t
0
eu−tdB2(u)) is the Ornstein-Uhlenbeck process
whose stationary distribution is a bivariate normal distribution with mean zero and
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variance equal to the half of identity matrix. As t→∞, Λ(t) approaches its station-
ary distribution given by Z/
√
2, where Z = (Z1, Z2)
′, and Z1 and Z2 are independent
standard normal random variables. Using (40) we conclude that as t → ∞, Xmδ (t)
converges in distribution to Xmδ (∞) = θˇ + (δ/m)1/2diag(τ, θˇ2)Z/
√
2. If the initial
values satisfy xm0 − x0 = o((δ/m)1/2), then V mδ (t) weakly converges to V (t), and
V mδ (∞) weakly converges to V (∞) = (τZ1, θˇ2Z2)/
√
2.
On the other hand, algorithm (20) gives
xmk = x
m
k−1 + δ(U¯
∗
mk − xmk−1), k = 1, 2, · · · ,
where we consider the case that mini-batches U∗mk = (U
∗
1k, · · · , U∗mk), k ≥ 1, are
sampled from large training data set Un, and U¯
∗
mk is the bootstrap sample mean of
U∗1k, · · · , U∗mk. In comparison with the recursive relationship xnk = xnk−1+δ(U¯n−xnk−1)
for stochastic optimization (7) based on all data, and xk = xk−1 + δ(θˇ − xk−1) for
optimization (1), the differences are δ(U¯∗mk − U¯n) and δ(U¯∗mk − θˇ), respectively. In
fact, for the stochastic gradient descent case, we rewrite the recursive relationship
as xmk = (1− δ)xmk−1 + δU¯∗mk, and obtain
xmδ (t) = x
m
0 (1− δ)[t/δ] + δ
∑
kδ≤t
(1− δ)[t/δ]−kU¯∗mk. (41)
Similarly, we have
xnδ (t) = x
n
0 (1−δ)[t/δ] +U¯nδ
∑
kδ≤t
(1−δ)[t/δ]−k, xδ(t) = x0(1−δ)[t/δ] + θˇδ
∑
kδ≤t
(1−δ)[tδ]−k.
Letting t→∞, we get
xnδ (∞) = U¯nδ
∞∑
k=1
(1− δ)k−1 = U¯n, xδ(∞) = θˇ,
xmδ (∞) = δ lim
`→∞
∑`
j=0
(1− δ)jU¯∗m,`−j = δ
∞∑
k=1
(1− δ)k−1U¯∗∗mk,
where sequence {U¯∗∗mk}k is defined as the reverse sequence of {U¯∗mk}k. We can clearly
see that X(∞) = xδ(∞) = θˇ, Xn(∞) = xδ(∞) = θˆn, and Xmδ (∞) and xmδ (∞) ap-
proach θˇ but do not correspond to any statistical estimation procedures like θˆn. For
t ∈ [0,∞), when δ is small, with enormous n and relatively large m, xmδ (t) can be nat-
urally approximated by its ‘limit’ xm0 e
−t+θˇ(1−e−t)−(δ/m)1/2 ∫ t
0
eu−tσ(X(u))dB(u),
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which is equal to Xmδ (t), where the last term of the right hand side of (41) after
centered with θˇ and normalized by δ1/2 weakly converges to
∫ t
0
eu−tσ(X(u))dB(u).
To compare these processes, we assume initial values xm0 = x
n
0 = x0 for simplicity.
Then
xnδ (t) = xδ(t) + (U¯n − θˇ)
[
1− (1− δ)[t/δ]] , (42)
xmδ (t) = x
n
δ (t) + δ
∑
kδ≤t
(1− δ)[t/δ]−k(U¯∗mk − U¯n)
= xδ(t) + (U¯n − θˇ)
[
1− (1− δ)[t/δ]]+ δ∑
kδ≤t
(1− δ)[t/δ]−k(U¯∗mk − U¯n). (43)
The KMT strong approximation (Komlo´s et al. (1975, 1976)) and its related boot-
strap strong approximation (Cso¨rgo¨ et al. (1999) and Cso¨rgo¨ and Mason (1989))
lead to
U¯∗mk − U¯n = m−1/2Amk +OP (m−1 logm), U¯n− θˇ = n−1/2Dn +OP (n−1 log n), (44)
where Amk, k = 1, 2, · · · , are nearly i.i.d. random variables defined by a sequence of
independent Brownian bridges on some probability spaces, with random variables
Dn defined by another sequence of independent Brownian bridges on the probabil-
ity spaces. The second and third terms on the right hand side of (43) account for,
respectively, the variability due to statistical estimation and the random fluctua-
tion due to the use of min-batches (or bootstrap samples) for gradient estimation
from iteration to iteration in the stochastic gradient descent algorithm. From (44)
and m/n → 0, we easily conclude that the second term on the right hand side of
(43) is of order higher than the third term, where the the third term represents the
cumulative min-batch-subsampling (or bootstrapping) effect up to the k = [t/δ]-th
iteration, with the second term for the statistical estimation error. (42) and (43)
show that as m,n→∞, xnδ (t) and xmδ (t) approach θˇ, and on average both gradient
descent and stochastic gradient descent algorithms stay on target, the difference is
their random variabilities. Theorems 3.1 and 3.2 establish an order of n−1/2Z for
the random variability of the gradient descent algorithm using all data, while The-
orems 4.2 and 4.3 indicate that for the stochastic gradient descent algorithm, the
cumulative random fluctuation up to the [t/δ]-iteration can be modeled by process
(δ/m)1/2V (t), where V (t) given by stochastic differential equation (26) (or its ex-
pression (27) ) is a time-dependent Ornstein-Uhlenbeck process that may admit a
stationary distribution with mean zero and variance σ2(X(∞))/[2IHg(X(∞))], fac-
tor m−1/2 accounts for the effect of each mini-batch (or bootstrap sample) of size m,
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and factor δ1/2 represents the effect of the total number of mini-batches (or bootstrap
samples) that is proportional to 1/δ. The normalized factor (δ/m)1/2 means that
while each mini-batch (or bootstrap sample) of size m is not as efficient as full data
sample of size n, but repetitive use of min-batch subsampling (or bootstrapping) in
stochastic gradient descent utilizes more data and improves its efficiency, with the
improvement represented by δ1/2, where 1/δ is proportional to the total number of
min-batches (or bootstrap samples) up to the time t (or the t/δ-th iteration). In
other words, repeatedly subsampling compensates the efficiency loss due to a mini-
batch (or bootstrap sample) of small size at each iteration. Intuitively, it means that
the stochastic gradient descent algorithm invokes different min-batches (or bootstrap
samples) resulted some random fluctuation when moving from one iteration to an-
other, and as the number of iterations increases, subsampling improves efficiency
with factor (δ/m)1/2 instead of m−1/2, to make up loss from n−1/2 to m−1/2, that
is, updating with the use of many mini-batches (or bootstrap samples) can improve
accuracy for the stochastic gradient descent algorithm.
4.4 Convergence analysis of stochastic gradient descent for
non-convex optimization
Our asymptotic results may have some implication for stochastic gradient descent
used in non-convex optimization particularly in deep learning. Recent studies often
suggest that stochastic gradient descent algorithms can escape from saddle points
and find good local minimizers (Keskar et al. (2017)). We will provide some rigorous
analysis and heuristic intuition to shed some light on the phenomenon. First note
that we can relax the convexity assumption on the objective function g(θ) for pop-
ulation optimization (1) in Theorems 4.1-4.3, and thus Theorem 4.6 can be easily
adopted to non-convex optimization with θˇ being a critical point of g(θ). Suppose
that stochastic gradient descent processes converge to the critical point θˇ. Applying
large deviation theory to stochastic differential equations (23) and (24) correspond-
ing to the gradient descent algorithm, we obtain that as δ/m goes to zero, if the
critical point is a saddle point of g(θ), the continuous processes generated from the
stochastic differential equations can escape from the saddle point in a polynomial
time (proportional to (m/δ)1/2 log(m/δ)) (see Kifer (1981) and Li et al. (2017));
while, if the critical point is a local minimizer of g(θ), the continuous processes
will take an exponential time (proportional to exp{c(m/δ)1/2} for some generic con-
stant c) to get out a neighborhood of the local minimizer (see Dembo and Zeitouni
(2010) and Li et al. (2017)). We may also explain the phenomenon from the lim-
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iting distribution point of view. Theorem 4.2 indicates that continuous processes
Xmδ (t) and Xˇ
m
δ (t) generated from stochastic differential equations (23) and (24) are
asymptotically the same as the deterministic solution X(t) of ordinary differential
equation (6) plus (δ/m)1/2V (t), where V (t) is the solution of stochastic differential
equation (26). The limiting process V (t) is a time-dependent Ornstein-Uhlenbeck
process with explicit expression given by (27). We have the following theorem for
the behaviors of g(Xmδ (t)) and g(Xˇ
m
δ (t)) around the critical point θˇ.
Theorem 4.7. Suppose that the assumptions A1-A5 (except for the convexity of
g(·)) are met, and gradient descent process X(t) given by (3) converges to a critical
point θˇ of g(·). Then we have the following results.
g(Xmδ (t)) = g(X(t)) + (δ/m)
1/2∇g(X(t))V mδ (t) +
δ
2m
[V mδ (t)]
′IHg(X(t))V mδ (t) + oP (δ/m)
= g(θˇ) +
1
2
[X(t)− θˇ + (δ/m)1/2V mδ (t)]′IHg(θˇ)[X(t)− θˇ + (δ/m)1/2V mδ (t)]
+ oP
(
δ/m+ [X(t)− θˇ]2) ,
and the same equalities hold with Xmδ replaced by Xˇ
m
δ , where X(t), X
m
δ (t) and
Xˇmδ (t) are solutions of differential equations (3), (23) and (24), respectively, V
m
δ (t) =
(m/δ)1/2[Xmδ (t) − X(t)], and the equalities hold in the sense that we may consider
Xmδ (t), V
m
δ (t), and V (t) on some common probability spaces through Skorokhod’s
representation.
For local minimizer θˇ with positive definite IHg(θˇ), as t → ∞, V (t) has a limiting
stationary distribution with mean zero and covariance matrix Γ(∞) satisfying (39)
with X(∞) = θˇ. For saddle point θˇ, V (t) does not have any limiting distribution.
Theorem 4.7 shows that as X(t) gets close to the critical point θˇ within the range
of order (δ/m)1/2, g(Xmδ (t)) and g(Xˇ
m
δ (t)) are approximately quadratic. As V (t) is
the limit of V mδ (t), we may replace V
m
δ (t) by V (t) in the expansion of g(X
m
δ (t)) and
find that V (t) plays a dominant role in the stochastic gradient descent algorithm. If
the critical point θˇ is a saddle point of g(θ), IHg(·) is non-positive definite around
the saddle point, and time-dependent Ornstein-Uhlenbeck process V (t) does not
have any stationary distribution, and in fact, it diverges. Thus processes Xmδ (t) and
Xˇmδ (t) have unstable behaviors around the saddle point and can make big moves,
which leads them to escape from the saddle point. On the other hand, if the critical
point θˇ is a local minimizer of g(θ), then g(·) may be approximately quadratic, with
IHg(·) positive definite, around the local minimizer. Then V (t) has a stationary
distribution, and all the processes maintain stable stochastic behaviors and tend to
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stay around the local minimizer. However, after further analyzing the behaviors of
Xmδ and Xˇ
m
δ around a local minimizer θˇ, we find that stochastic gradient descent
behaves quite differently depending on factor (δ/m)1/2 and the local geometry of g(·)
around θˇ. Keskar et al. (2017) considers two kinds of local minimizers: sharp and
flat local minimizers. We characterize the sharpness of a local minimizer θˇ by the
Hessian matrix IHg(θˇ) and range index ρ such that the whole local minimizer well
falls inside {θ : |θ− θˇ| < ρ}, or equivalently, gradient descent process X(t) will move
away from the local minimizer θˇ if X(t) starts outside {θ : |θ−θˇ| < ρ}. We can easily
see that the smaller ρ and larger IHg(θˇ) are, the bigger ∇g(·) and steeper g(·) are
around θˇ, while the larger ρ and smaller IHg(θˇ) are, the smaller∇g(·) and flatter g(·)
are around θˇ. From Theorem 4.7, stochastic component (δ/m)1/2V (t) play a key role
in determining the behaviors of g(Xmδ (t)) and g(Xˇ
m
δ (t)). First note that stochastic
component decreases as the batch size increases. Second, for a local minimizer θˇ
with a larger (or smaller) IHg(θˇ), the corresponding stationary distribution of V (t)
has a smaller (or larger) variance Γ(∞) given by (39), and thus V (t) tend to produce
values of smaller (or larger) magnitude. Therefore, for a sharp local minimizer with
given ρ, we need to choose small batch size m to yield a large enough stochastic
component (δ/m)1/2V (t) for stochastic gradient descent processes Xmδ and Xˇ
m
δ to
get out {θ : |θ − θˇ| < ρ}, while large batch size m produces very small stochastic
component m−1/2V (t), which tends to keep Xmδ and Xˇ
m
δ inside {θ : |θ−θˇ| < ρ}. This
indicates that stochastic gradient descent with larger batch size has a tendency to
stay around sharp minimizers, while stochastic gradient descent with smaller batch
size can move away from sharp local minimizers and tends to settle around flat local
minimizers.
Our findings are in consistent with empirical studies shown in Keskar et al. (2017)
that stochastic gradient descent with small batch size often leads to flat local mini-
mizers with good generalization errors, while stochastic gradient descent with large
batch size tends to converge to sharp local minimizers. Our numerical results also
confirm these findings and will be reported in the follow-up work.
Example 2. Consider the problem of orthogonal tensor decomposition (Ge et al.
(2015) and Li et al. (2016)). Tensors are d-dimensional arrays, and we consider
4-th order tensors for simplicity. Denote by IRd
4
the set of all 4-th order tensors,
and set [d] = {1, · · · , d}. For a 4-th order tensor Υ ∈ IRd4 , denote by Υi1i2i3i4 its
(i1, i2, i3, i4)-th entry, where i1, i2, i3, i4 ∈ [d]. For a given vector α = (αi) ∈ IRd, we
denote by α⊗4 its 4-th order tensor product with[
α⊗4
]
i1i2i3i4
= αi1αi2αi3αi4 .
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We say that a 4-th order tensor Υ ∈ IRd4 has an orthogonal tenor decomposition if
it can be written as
Υ =
d∑
j=1
α⊗4j ,
where αj’s are orthonormal vectors in IR
d satisfying ‖αj‖ = 1 and α†jαk = 0 for
j 6= k. Such a tensor decomposition is unique up to permutation of αj’s and sign-
flips, and we call the vectors αj’s the components of the tensor decomposition.
As a matrix defines a bilinear form, a tensor also defines a multilinear form. For a
4-th order tensor Υ ∈ IRd4 and matrices Mi ∈ IR4×ni , i ∈ [4], we define
[Υ(M1,M2,M3,M4)]i1i2i3i4 =
∑
j1,j2,i3,j4∈[d]
Υj1j2j3j4
∏
k∈[4]
Mk[ik, jk].
Namely the result of the multilinear form Υ(M1,M2,M3,Mp) is another 4-th or-
der tensor in IRn1×n2×n3×n4 . For example, for a 4-th order tensor Υ ∈ IRd4 we
know Υ(I,β,β,β) is a vector and Υ(I, I,β,β) is a matrix. In particular, if Υ
has the orthogonal decomposition, we know Υ(I,β,β,β) =
∑d
j=1(β
†αj)3αj and
Υ(I, I,β,β) =
∑d
j=1(β
†αj)2αjα
†
j.
Given a tensor Υ ∈ IRd4 with an orthogonal decomposition Υ = ∑dj=1α⊗4j , the or-
thogonal tensor decomposition problem is to find the individual componentsα1, · · · ,αd.
The tensor decomposition problem has inherent symmetry: for any permutation pi
and any set of χ ∈ {±1}d, j ∈ [d], it is easy to see that χjαpi(j) is also a valid
solution, that is, the decomposition problem has many solutions. The symmetry
property makes the natural optimization problem multiple local minima and thus
non-convex.
A formulation of orthogonal tensor decomposition as an optimization problem to
find one component was proposed in Frieze et al. (1996) with the following objective
function
max
‖β‖2=1
Υ(β,β,β,β).
Take Υ = E[U⊗4] to be the 4-th order tensor whose (i1, i2, i3, i4)-th entry isE(Ui1Ui2Ui3Ui4),
where U is a d-dimensional random vector with distribution Q. Assume U = AW ,
where W is bounded, and has symmetric and i.i.d. components with unit vari-
ance, and A is an orthonormal matrix whose column vectors α1, · · · ,αd form an
orthonormal basis. Let ψk be the k-th moment of i.i.d. components of W , with
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ψ1 = 0, ψ2 = 1, and ψ4 equal to its kurtosis. It is easy to check
Υ(β,β,β,β) = E[(β†U)4] = 3 + (ψ4 − 3)
d∑
j=1
(α†jβ)
4,
and thus we cast the problem of finding components αj’s into the solution to the
following population optimization problem
min−sign(ψ4 − 3)E[(β†U)4] = min
d∑
j=1
−(α†jβ)4 subject to ‖β‖ = 1,
It is well known that there is an unidentifiable tensor structure for ψ4 = 3, which
corresponds to the normal case where U and W have identical normal distribution.
We assume ψ4 6= 3, and may consider empirical objective function
∑n
i=1−sign(ψ4−
3)(β†Ui)4 based on available data U (1), · · · , U (n).
The objective function of the optimization has the gradient and Hessian in the
tangent space
sign(ψ4 − 3)∇Υ(β,β,β,β) = 4
(
[β21 − ‖β‖44]β1, · · · , [β2d − ‖β‖44]βd
)
,
sign(ψ4 − 3)IHΥ(β,β,β,β) = −12diag(β21 , · · · , β2d) + 4‖β‖44Id.
We have the following stochastic gradient descent algorithm for solving the stochastic
optimization problem. Denote by Sd−1 = {u : ‖u‖ = 1} the unit sphere in Rd,
and Πu = u/‖u‖ for u 6= 0 the projection operator onto Sd−1. With appropriate
initialization, the stochastic gradient descent for tensor method has the following
on-line iterative update scheme
uk = Π
{
uk−1 + 4δ
[
(uk−1)†U (k)
]3
U (k)
}
.
For simplicity we consider the transformed iteration xk ≡ A†uk and obtain the
following equivalent update iteration,
xk = A
†uk = Π
{
A†uk−1 + 4δ
[
(uk−1)†AA†U (k)
]3
A†U (k)
}
= Π
{
xk−1 + 4δ
[
(xk−1)†W (k)
]3
W (k)
}
.
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As learning rate δ → 0, x[t/δ] converges in probability to gradient flow X(t) satisfying
dXi
dt
= 4Xi
(
X2i −
d∑
`=1
X4`
)
, i = 1, · · · , d,
and (m/δ)1/2[x[t/δ] −X(t)] has a weak convergence limit V (t) satisfying,
dV (t) = −µ(X(t))V (t)dt− σ(X(t))dB(t),
where
µ(β) = −12diag(β21 , · · · , β2d) + 4‖β‖44Id, σ2(β) = 16Cov([β†W]3W).
To understand the complex gradient flow system and time-dependent Ornstein-
Uhlenbeck process limit, we derive explicit expressions for the case of d = 2 where
X(t) = (X1(t), X2(t)) has a closed-form solution
X21 (t) = 0.5 + 0.5[1 + c exp(−4t)]−0.5, X22 (t) = 1−X21 (t),
with constant c depending on the initial value. In particular, if the initial vector([X1(0)]
2 <
[X2(0)]
2 (resp. ([X1(0)]
2 > [X2(0)]
2), then X1(t) approaches 1 (resp. 0) as t → ∞.
Direct calculations lead to
σ2(u)/16 = E([u1W1+u2W2]
3WW†)−E([u1W1+u2W2]3W)[E([u1W1+u2W2]3W)]†,
where
E([u1W1 + u2W2]
3W) = (u31ψ4 + 3u1u
2
2, u
3
2ψ4 + 3u
2
1u2),
E([u1W1 + u2W2]
6W 21 ) =
6∑
`=0
C6` u
`
1u
6−`
2 ψ`+2ψ6−`,
E([u1W1 + u2W2]
6W 22 ) =
6∑
`=0
C6` u
`
2u
6−`
1 ψ`+2ψ6−`,
E([u1W1 + u2W2]
6W1W2) =
6∑
`=0
C6` u
`
1u
6−`
2 ψ`+1ψ6−`+1.
We may simplify µ(X(t)) and σ(X(t)) further by approximating X(t) with its limit
w∗(some critical point). For example, if X(t) approaches critical point w∗ = (1, 0)
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(saddle point), we may approximate µ(X(t)) and σ2(X(t)) by µ(w∗) and σ2(w∗),
where
µ(w∗) = −12diag(w2∗1, w2∗2) + 4I = diag(−8, 4),
σ2(w∗) = diag(ψ8 − ψ24, ψ6),
and obtain an approximate stochastic differential equation for the weak convergence
limit V (t),
dV (t) = 4
[−diag(−2, 1)V (t)dt− [diag(ψ8 − ψ24, ψ6)]1/2dBt] .
On the other hand, if X(t) approaches critical point w∗ = 2−1/2(1,−1) (local mini-
mizer), we have
µ(w∗) = −12diag(w2∗1, w2∗2) + 4I/d = −8I/d = −4I,
σ2(w∗) =
1
8
(
ψ8 + 16ψ6 + 15ψ
2
4 − 26ψ3ψ5 − (ψ4 + 3)2 30ψ3ψ5 − 12ψ6 − 20ψ24 + (ψ4 + 3)2
30ψ3ψ5 − 12ψ6 − 20ψ24 + (ψ4 + 3)2 ψ8 + 16ψ6 + 15ψ24 − 26ψ3ψ5 − (ψ4 + 3)2
)
,
dV (t) = −4V (t)dt− σ(u∗)dBt.
It is easy to see from the stochastic differential equations that V (t) has a stationary
distribution for the local minimizer case, while V (t) diverges for the saddle point
case (in fact the first component of V (t) has variance with exponential growth in t).
5 A numerical example
This section considers a simple example with some numerical study to illustrate the
approximation of gradient descent algorithms by ordinary or stochastic differential
equations.
Example 3. Consider the following simple linear regression model
U1i = U
′
2iθ + εi, i = 1, · · · , n, (45)
where U1i and U2i are response and covariate, respectively, parameter θ = (θ1, θ2)
′,
random errors εi are i.i.d. normal random variables with mean zero and variance
τ 2. We consider both fixed and random designs. For the random design case, we
assume that U2i and εi are independent, and U2i are i.i.d. mean zero bivariate normal
random vectors. For the fixed design case, we set U2i to be deterministic instead
of bivariate normal random variables, where observations U1i are not i.i.d, and we
need to make some obvious modification.
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First consider the fixed design case. Denote by θˇ the true value of parameter θ
in the regression model. Let U1 = (U11, · · · , U1n)′, U2 = (U21, · · · , U2n)′, and ε =
(ε1, · · · , εn). Assume that we have an orthogonal design so that U ′2U2/n is equal
to the identity matrix. Then we may write regression model in a matrix form
U1 = U2θ + ε, and define Ln(θ; Un) = (U1 − U2θ)′(U1 − U2θ)/(2n), and g(θ) =
E[Ln(θ; Un)]. Simple calculations show g(θ) = [(θ− θˇ)′(θ− θˇ)+τ 2]/2, ∇g(θ) = θ− θˇ,
∇Ln(θ; Un) = −U ′2(U1 − U2θ)/n = ∇g(θ) − n−1/2τZ, where n−1/2U ′2ε/τ follows a
standard bivariate normal distribution, and we denote it by Z.
It is easy to see that the minimization problems corresponding to (1) and (7) have
explicit solutions in this case: g(θ) has the minimizer being the true parameter value
θˇ, and Ln(θ; Un) has the minimizer equal to the least squares estimator θˆn.
The differential equations (9) and (16) [or (11) and (17)] are identical in this case,
and as n → ∞, their limits are given by (3) and (6). Specially, the differential
equations admit solutions with the following expressions
Xn(t) = (Xn1 (t), X
n
2 (t))
′ =
U ′2U1
n
+
(
xn0 −
U ′2U1
n
)
e−t, X(t) = (X1(t), X2(t))′ = θˇ+(x0−θˇ)e−t
for the plain gradient descent case. For the accelerated case,
Xn(t) =
(
Xn1 (t)
Xn2 (t)
)
=
(
θˇ + n−1/2τZ +
2(xn0 − θˇ − n−1/2τZ)
t
J1(t)
)
i=1,2
,
X(t) =
(
X1(t)
X2(t)
)
=
(
θˇ +
2(x0 − θˇ)
t
J1(t)
)
i=1,2
,
where xn0 and x0 are initial values of X
n(t) and X(t), respectively, and J1(u) is the
Bessel function of the first kind of order one. The results are identical to those for
Example 1 given in Section 3.4. For the stochastic gradient descent case, the situa-
tion is also the same as the part of Example 1 considered in Section 4.2 with explicit
forms for both gradient descent and stochastic gradient descent cases. Numerical
results were computed from these explicit expressions to illustrate gradient descent
algorithms and the corresponding differential equations as illustrated in Figure 1.
Now consider the random design case. Denote the covariance matrix of U2i by α =
E[U2iU
′
2i] = (αij)i,j=1,2, and let θˇ be the true value of parameter θ in the regression
model, and define `(θ;Ui) = (U1i − U ′2iθ)2/2. Then Ln(θ; Un) = 1n
∑n
i=1(U1i −
U ′2iθ)
2/2 is the half mean residual square error, g(θ) = E[`(θ;Ui)] = τ
2/2 + (θ −
θˇ)′α(θ − θˇ)2/2, ∇g(θ) = α(θ − θˇ), ∇`(θ;Ui) = U2i(U ′2iθ − U1i), and ∇Ln(θ; Un) =
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1
n
∑n
i=1 U2i(U
′
2iθ − U1i). Also from the regression model (45) we have
∇`(θ;Ui) = U2iU ′2i(θ − θˇ)− U2i εi, E[∇`(θ;Ui)] = α(θ − θˇ) = ∇g(θ),
σ(θ) = V ar[∇`(θ;Ui)] = E[U21U ′21(θ− θˇ)(θ− θˇ)′U21U ′21] + τ 2α−α(θ− θˇ)(θ− θˇ)′α′,
where we set U21 = (H1, H2)
′ and β = (β1, β2)′ = θ− θˇ, and compute E(H41 ) = 3α211,
E(H31h2) = 3α11α12, E(H
2
1H
2
2 ) = α11α22+2α
2
12, E(H1H
3
2 ) = 3α22α21, E(H
4
2 ) = 3α
2
22,
and U21U
′
21(θ − θˇ)(θ − θˇ)′U21U ′21 =(
H41β
2
1 + 2H
3
1H2β1β2 +H
2
1H
2
2β
2
2 H
3
1H2β
2
1 + 2H
2
1H
2
2β1β2 +H1H
3
2β
2
2
H31H2β
2
1 + 2H
2
1H
2
2β1β2 +H1H
3
2β
2
2 H
2
1H
2
2β
2
1 + 2H1H
3
2β1β2 +H
4
2β
2
2
)
.
Again it is easy to see that the minimization problems corresponding to (1) and (7)
have explicit solutions in this case: g(θ) has the minimizer being the true parameter
value θˇ, and Ln(θ; Un) has the minimizer equal to the least squares estimator θˆn.
Take α =
(
0.02 0
0 0.005
)
, τ = 0.1, and θˇ = (0, 0)′. Then g(θ) = (0.02θ21 + 0.005θ
2
2 +
0.1)/2, and
σ2(θ) =
(
2α211θ
2
1 + α11α22θ
2
2 + τ
2α11 α11α22θ1θ2
α11α22θ1θ2 α11α22θ
2
1 + 2α22θ
2
2 + τ
2α22
)
.
Unlike the fixed design case, there lack of simple explicit expressions for accelerated
(or stochastic) gradient descent algorithms and ordinary (or stochastic) differential
equations. We applied gradient descent, accelerated gradient descent, and stochas-
tic gradient descent algorithms and solved the corresponding ordinary or stochastic
differential equations by the Euler scheme for various initial values and (m,n, δ).
Figure 1 illustrates sample paths of sequences generated from accelerated gradient
descent (based on all data) and stochastic gradient descent algorithms and their cor-
responding ordinary or stochastic differential equations. As explicitly demonstrated
in the fixed design case, the results show that both algorithms and ordinary or
stochastic differential equations lead to solutions of the corresponding minimization
problems, and whole sample paths for the solutions of stochastic optimization are
random sequences or curves distributed around those for the corresponding deter-
ministic optimization.
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6 Appendix: Proofs
Denote by C generic constant free of (δ,m, n) whose value may change from ap-
pearance to appearance. For simplicity we take initial values xn0 = x
m
0 = x0. In
appendix sections of theorem proofs, lemmas are established under the conditions
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and assumptions in corresponding theorems, and we often do not repeatedly list
these conditions and assumptions in the lemmas. To track processes under differ-
ent circumstances and facilitate long technical arguments we adopt the following
notations and conventions.
It is often necessary to put processes and random variables on some common prob-
ability spaces. At such occasions, we often automatically change probability spaces
and consider versions of the processes and the random variables on new probabil-
ity spaces, without altering notation. Because of this convention and Skorokhod’s
representation theorem, we often switch between “convergence in probability” and
“convergence in distribution.” Also because of the convention, when no confusion
occurs, we try to use the same notation for random variables or processes with
identical distribution.
Convention 1. We reserve x’s and y’s for sequences generated from gradient descent
algorithms and the corresponding empirical processes, X’s for solutions of ordinary
differential equations (ODEs) and stochastic differential equations (SDEs).
Convention 2. As described at the end of Section 1, for gradient descent algo-
rithms to solve optimization (7), we add super indices n and m to notations for the
associated processes and sequences based on all data in Section 3 and based on mini-
batches (or bootstrap samples) in Section 4, respectively, while notations without
any superscript are for sequences and functions corresponding to optimization (1).
Convention 3. We reserve V ’s for normalized solutions difference between differen-
tial equations associated with optimization (1) and optimization (7) under the cases
for all data and mini-batches (bootstrap samples), while we reserve V without any
superscript as their corresponding weak convergence limits.
Convention 4. We add an extra label Q to the objective functions `(θ;Ui) and
L(θ; Un), and write them as `(θ;Ui, Q) and L(θ; Un, Q) so that Q is clearly specified
as the distribution of Ui.
Convention 5. As described at the end of Section 1, we add a superscript ∗
to notations U ’s associated with mini-batches (or bootstrap samples), and as in
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Convention 2, their corresponding process notations have a superscript m.
Convention 6. We denote by |Ψ| the absolute value of scalar Ψ, the Euclidean
norm of vector Ψ, or the spectral norm of matrix Ψ.
6.1 Proofs of Theorem 3.1
First we provide detailed arguments for the accelerated case, as results for the plain
case are relatively easier to show and will be establish later. For simplicity we
provide proof arguments only for the case of Z(θ) = σ(θ)Z, as the proof for general
Z(θ) is essentially the same.
6.1.1 Differential equation derivation
With Un = (U1, · · · , Un)τ , let Rn(θ; Un, Q) = (Rn1 (θ; U, Q), · · · , Rnp (θ; Un, Q))τ ,
where
Rnj (θ; Un, Q) =
√
n
[
1
n
n∑
i=1
∂
∂θj
`(θ;Ui, Q)− ∂
∂θj
g(θ)
]
, j = 1, · · · , p.
Then
Rn(θ; Un, Q) =
√
n
[
1
n
n∑
i=1
∇` (θ;Ui, Q)−∇g(θ)
]
.
For the accelerated case, we can re-express ODE (11) as
X¨n(t) +
3
t
X˙n(t) +∇g(Xn(t)) + 1√
n
Rn(Xn(t); Un, Q) = 0. (46)
By Lemma 6.4 below we obtain that Xn(t) converges to X(t) uniformly over any
finite interval. Thus, for large n, Xn(t) falls into ΘX , and Assumption A4 implies
that as n → ∞, Rn(Xn(t); Un, Q) = OP (1), and n−1/2Rn(Xn(t); Un, Q)| → 0.
Hence, ODEs (11) and (46) both converge to ODE (6).
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By Skorohod’s representation theorem, there exist U† and Z† defined on some com-
mon probability space with Z† ∼ Np(0, Ip) and U† identically distributed as Un such
that as n→∞, Rn(θ; U†, Q)−σ(θ)Z† = o(1) uniformly over θ ∈ ΘX . Thus we have
that the solution Xn(t) of equations (11) is identically distributed as the solution
Xn† (t) of
X¨n† (t) +
3
t
X˙n† (t) +∇g(Xn† (t)) +
1√
n
Rn(Xn† (t); U†, Q) = 0,
which in turn may be written as
X¨n† (t) +
3
t
X˙n† (t) +∇g(Xn† (t)) +
1√
n
σ(Xn† (t))Z† + o
(
n−1/2
)
= 0. (47)
In particular (47) is equivalent to (17) up to the order of n−1/2, which implies that
as n → ∞, ODEs (11), (17), and (47) all converge to ODE (6), and Xn† (t) almost
surely converges to X(t). Since the solutions of equations (11), (17) and (47) are
defined in the distribution sense, when there is no confusion, with a little abuse of
notations we may drop index † and write equation (47) as
X¨n(t) +
3
t
X˙n(t) +∇g(Xn(t)) + 1√
n
σ(Xn(t))Z + o
(
n−1/2
)
= 0, (48)
where Z is a Gaussian random vector with distribution Np(0, Ip), and initial condi-
tions Xn(0) = x0 and X˙
n(0) = 0.
The arguments for establishing Theorem 1 in Su et al. (2016) can be directly applied
to establish the existence and uniqueness of the solution Xn(t) to (46) for each n. We
can employ the same arguments with ∇g(·) replaced by IHg(X(t)) Π(t) + σ(X(t))
or IHg(X(t))V (t) + σ(X(t))Z to show that linear differential equations (15) and
(19) have unique solutions.
For the plain gradient descent case, Lemma 6.1 below shows that Xn(t) converges
to X(t) uniformly over any finite interval. Similarly we can establish that ODE (9)
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is asymptotically equivalent to ODE (16), and the standard ODE theory shows that
they have unique solutions.
6.1.2 Weak convergence and tightness
To prove the weak convergence of Vn(t) to V (t), we need to establish the usual
finite-dimensional convergence plus uniform tightness (or stochastic equicontinuity)
(see Kim and Pollard (1990, Theorem 2.3), Pollard (1988) and Van der Vaart and
Wellner (2000)). We establish finite-dimensional convergence below.
For the accelerated case, taking a difference between ODEs (6) and (47), we have
[X¨n† (t)− X¨(t)] +
3
t
[X˙n† (t)− X˙(t)] +∇[g(Xn† (t))− g(X(t))] +
1√
n
σ(Xn† (t))Z† = o
(
n−1/2
)
.
Let V n† (t) =
√
n[Xn† (t)−X(t)]. As n→∞, Xn† (t)→a.s. X(t), σ(Xn† (t)) = σ(X(t))+
o(1), and ∇[g(Xn† (t))− g(X(t))] = ∇2g(X(t))[Xn† (t)−X(t)] + o(Xn† (t)−X(t)), thus
V n† (t) satisfies
V¨ n† (t) +
3
t
V˙ n† (t) + IHg(X(t))V
n
† (t) + σ(X(t))Z† = o(1).
As n→∞, V n† (t) almost surely converge to the unique solution V†(t) of the following
linear differential equation,
V¨†(t) +
3
t
V˙†(t) + [IHg(X(t))]V†(t) + σ(X(t))Z† = 0,
whereX(t) is the solution of equation (6), random variable Z† ∼ Np(0, Ip), and initial
conditions V†(0) = V˙†(0) = 0. As V (t) and V†(t) are governed by the equations with
the same form but identically distributed random coefficients Z and Z†, we easily
see that V (t) and V†(t) are identically distributed.
The almost sure convergence of V n† (t) to V†(t) implies the joint convergence of
(V n† (t1), · · · , V n† (tk)) to (V†(t1), · · · , V†(tk)) for any integer k and any t1, · · · , tk ∈
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IR+. From the identical distributions of X
n(t) with Xn† (t), V
n(t) with V n† (t), and
V (t) with V†(t) we immediately conclude that (V n(t1), · · · , V n(tk)) converges in
distribution to (V (t1), · · · , V (tk)). This establishes finite-dimensional distribution
convergence of V n(t) to V (t).
For the plain gradient descent case, an application of the similar argument to ODEs
(3) and (16) can establish finite-dimensional convergence.
Now we show tightness of Vn(t). To establish the tightness of Vn(t) on [0, T ], we
need to show that for any ε > 0, and η > 0, there exists a positive constant δ such
that
lim sup
n→∞
P
[
sup
(t1,t2)∈T (T,δ)
|Vn(t1)− Vn(t2)| > η
]
< ε, (49)
where T (T, δ) = {(t1, t2), t1, t2 ∈ IR+,max(t1, t2) ≤ T, |t1 − t2| < δ}. The tightness
of Vn(t) on IR+ requires above result for any T <∞.
Note that as (49) requires only some probability evaluation, with the abuse of no-
tations we have dropped index † and work on equation (48).
6.1.3 Weak convergence proof for the plain gradient descent case
Lemma 6.1. For any given T > 0, we have
max
t∈[0,T ]
|Xn(t)−X(t)| = OP (n−1/2).
Proof. From ODEs (3) and (9) we have
X˙n(t)− X˙(t) = −[∇g(Xn(t))−∇g(X(t))]− n−1/2Rn(Xn(t); Un, Q),
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and using assumption A1-A2 we obtain
|∇g(Xn(t))−∇g(X(t))| ≤ L|Xn(t)−X(t)|,
n−1/2|Rn(Xn(t); Un, Q)−Rn(X(t); Un, Q)| ≤
(
n−1
n∑
i=1
h1(Ui) + L
)
|Xn(t)−X(t)|.
Combining them together we arrive at
|Xn(t)−X(t)| ≤ n−1/2
∫ t
0
|Rn(X(s); Un, Q)|ds+
(
n−1
n∑
i=1
h1(Ui) + 2L
)∫ t
0
|Xn(s)−X(s)|ds,
and an application of Gronwall’s inequality leads to
|Xn(t)−X(t)| ≤ n−1/2
∫ t
0
|Rn(X(s); Un, Q)|ds
+ n−1/2
(
n−1
n∑
i=1
h1(Ui) + 2L
)∫ t
0
e(n
−1∑n
i=1 h1(Ui)+2L)udu
∫ u
0
|Rn(X(s); Un, Q)|ds,
which implies
max
t∈[0,T ]
|Xn(t)−X(t)| ≤ n−1/2
∫ T
0
|Rn(X(s); Un, Q)|ds
+ n−1/2
(
n−1
n∑
i=1
h1(Ui) + 2L
)∫ T
0
e(n
−1∑n
i=1 h1(Ui)+2L)udu
∫ u
0
|Rn(X(s); Un, Q)|ds.
Since assumptions A3 and A4 indicate supt |Rn(X(t); Un, Q)| ∼ supt |σ(X(t))Z| =
OP (1), and n
−1∑n
i=1 h1(Ui) converges in probability to E[h1(U)] < ∞, the above
inequality shows maxt∈[0,T ] |Xn(t)−X(t)| = OP (n−1/2).
Lemma 6.2. For any given T > 0, V n(t) is stochastically equicontinuous on [0,T].
Proof. Lemma 6.1 has shown maxt∈[0,T ] |V n(t)| = OP (1). From ODEs (3) and (9)
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we have
V˙ n(t) =
√
n[X˙n(t)− X˙(t)] = −√n[∇g(Xn(t))−∇g(X(t))]−Rn(Xn(t); Un, Q),
|V˙ n(t)| ≤ √n|∇g(Xn(t))−∇g(X(t))|+ |Rn(Xn(t); Un, Q)|
≤ L√n|Xn(t))−X(t)|+ |Rn(Xn(t); Un, Q)|.
Lemma 6.1 shows that
√
n|Xn(t))−X(t)| = OP (1), which indicates that for large n,
Xn(t) falls into ΘX and assumption A4 in turn implies | suptRn(Xn(t); Un, Q)| ∼
supt |σ(Xn(t))Z| = OP (1). Substituting these into the upper bound of |V˙ n(t)| we
prove that maxt∈[0,T ] |V˙ n(t)| = OP (1). Combining this with maxt∈[0,T ] |V n(t)| =
OP (1) shown in Lemma 6.1, we immediately establish the lemma.
Proof of Theorem 3.1 for the plain gradient descent case The same pertur-
bation argument in Section 6.1.2 can be used to show finite-dimensional distribution
convergence of V n(t) to V (t) for simple ODE (9) in the plain gradient descent case.
With the tightness of V n(t) shown in Lemma 6.2 together with the finite distribu-
tion convergence we immediately prove the weak convergence of V n(t) to V (t) in
the plain gradient descent case.
6.1.4 Weak Convergence proof for the accelerated case
We can use the same proof in Su et al. (2016, Theorem 1) to show that ODE (11) has
a unique solution for each n and Un. While the proof arguments in Su et al. (2016,
Theorem 1) mainly require local ODE properties such as those near a neighbor of
zero, our weak convergence analysis needs to investigate global behaviors of processes
generated from SDEs and ODEs with random coefficients. We will first extend and
refine some local results for the global case and establish several preparatory lemmas
for proving weak convergence in the theorem.
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Given an interval I = [s, t] and a process Y (t), define for a ∈ (0, 1],
Ma(s, t;Y ) = Ma(I;Y ) = sup
u∈[s,t]
∣∣∣∣∣ Y˙ (u)− Y˙ (s)(u− s)a
∣∣∣∣∣ . (50)
In the proof of Theorem 3.1 we take a = 1 and use M1(s, t;Y ). We will need
Ma(s, t;Y ) with a < 1 later in the proof of Theorems 4.5.
Lemma 6.3. For X(t) and Xn(t) we have the following inequalities,
M1(s, t;X) ≤ 1
1− L(t− s)2/6
[(
3
s
+
L(t− s)
2
)
|X˙(s)|+ |∇g(X(s))|
]
,
M1(s, t;X
n) ≤ 1
1− [ζ(Un) + 2L](t− s)2/6[(
3
s
+
[ζ(Un) + 2L](t− s)
2
)
|X˙n(s)|+ |∇g(Xn(s))|+ n−1/2|Rn(Xn(s); Un, Q)|
]
,
M1(s, t;X
n −X) ≤ 1
1− [ζ(Un) + 2L](t− s)2/6
{
(3/s+ (t− s)[ζ(Un) + 2L])|X˙n(s)− X˙(s)|
+ [2ζ(Un) + 5L]|Xn(s)−X(s)|+ n−1/2|Rn(Xn(s); Un, Q)|
+n−1/2 sup
u∈[s,t]
|Rn(X(u); Un, Q)−Rn(X(s); Un, Q)|
}
,
when s > 0 and t − s < √6/[ζ(Un) + 2L], ζ(Un) = 1n∑ni=1 h1(Ui), and h1(·) is
given in assumption A1. In particular for s = 0,
M1(0, t;X) ≤ |∇g(x0)|
1− Lt2/6 , M1(0, t;X
n) ≤ |∇g(x0)|+ n
−1/2|Rn(x0; Un, Q)|
1− [ζ(Un) + 2L]t2/6 ,
M1(0, t;X
n −X) ≤ n
−1/2
1− [ζ(Un) + 2L]t2/6[
|Rn(x0; Un, Q)|+ sup
u∈[0,t]
|Rn(X(u); Un, Q)−Rn(x0; Un, Q)|
]
.
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Proof. Because of similarity, we provide proof arguments only for M1(s, t;X
n−X).
As V n(t) =
√
n[Xn(t) − X(t)], M1(s, t;V n) =
√
nM1(s, t;X
n − X), and we will
establish the inequality for M1(s, t;V
n). V n(t) satisfies the differential equation
V¨ n(t) +
3
t
V˙ n(t) +
√
n∇[g(Xn(t))− g(X(t))] +Rn(Xn(t); Un, Q) = 0. (51)
Let
H(t;V n) =
√
n∇[g(Xn(t))− g(X(t))] +Rn(Xn(t); Un, Q),
and J(s, t;H, V n) =
∫ t
s
u3[H(u;V n)−H(s;V n)]du. Then
|H(t;V n)−H(s;V n)| ≤ √n|∇[g(Xn(t))− g(Xn(s))− g(X(t)) + g(X(s))]|
+ |Rn(Xn(t); Un, Q)−Rn(Xn(s); Un, Q)|.
As in the proof of Lemma 6.1, using assumptions A1-A2 we obtain
√
n |∇[g(Xn(t))− g(Xn(s))− g(X(t)) + g(X(s))]|
≤ L√n|Xn(t)−X(t)|+ L√n|Xn(s)−X(s)|,
|Rn(Xn(t); Un, Q)−Rn(Xn(s); Un, Q)| ≤ |Rn(Xn(t); Un, Q)−Rn(X(t); Un, Q)|
+ |Rn(Xn(s); Un, Q)−Rn(X(s); Un, Q)|+ |Rn(X(t); Un, Q)−Rn(X(s); Un, Q)|,
|Rn(Xn(u); Un, Q)−Rn(X(u); Un, Q)| ≤ [ζ(Un) + L]
√
n|Xn(u)−X(u)|,
√
n[Xn(t)−X(t)] = V n(t) =
∫ t
s
[V˙ n(u)− V˙ n(s)]du+ V n(s) + (t− s)V˙ n(s).
Putting together these results we get
|H(t;V n)−H(s;V n)| ≤ [ζ(Un) + 2L]
[∫ t
s
|V˙ n(u)− V˙ n(s)|du+ 2|V n(s)|+ (t− s)|V˙ n(s)|
]
+ |Rn(X(t); Un, Q)−Rn(X(s); Un, Q)|.
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On the other hand, we have∫ t
s
|V˙ n(u)− V˙ n(s)|du ≤
∫ t
s
(u− s) |V˙
n(u)− V˙ n(s)|
u− s du ≤
∫ t
s
(u− s)M1(s, t;V n)du
=
M1(s, t;V
n)(t− s)2
2
,∫ t
s
M1(s, u;V
n)u3(u− s)2du/2 ≤M1(s, t;V n)t3(t− s)3/6.
Substituting above inequalities into the upper bound for |H(u;V n)−H(s;V n)| and
the definition of J(s, t;H, V n) we conclude
|J(s, t;H, V n)| ≤ [ζ(Un) + 2L]
{
M1(s, t;V
n)t3(t− s)3/6 + [2|V n(s)|+ (t− s)|V˙ n(s)|]t3(t− s)
}
+ t3(t− s) sup
u∈[s,t]
|Rn(X(u); Un, Q)−Rn(X(s); Un, Q)|.
ODE (51) is equivalent to
t3V˙ n(t)
dt
= −t3H(t;V n),which implies
t3V˙ n(t)− s3V˙ n(s) = −
∫ t
s
u3H(u;V n)du = −t
4 − s4
4
H(s;V n)− J(s, t;H,V n),
V˙ n(t)− V˙ n(s)
t− s = −
t3 − s3
t3(t− s) V˙
n(s)− t
4 − s4
4t3(t− s)H(s;V
n)− J(s, t;H,V
n)
t3(t− s) ,
57
and using the upper bound of |J(s, t;H, V n)| and algebraic manipulation we get
|V˙ n(t)− V˙ n(s)|
t− s ≤
t3 − s3
t3(t− s) |V˙
n(s)|+ t
4 − s4
4t3(t− s) |H(s;V
n)|+ |J(s, t;H, V
n)|
t3(t− s)
≤ t
2 + st+ s2
t3
|V˙ n(s)|+ (t
2 + s2)(t+ s)
4t3
|H(s;V n)|
+ [ζ(Un) + 2L]
[
M1(s, t;V
n)
(t− s)2
6
+ 2|V n(s)|+ (t− s)|V˙ n(s)|
]
+ sup
u∈[s,t]
|Rn(X(u); Un, Q)−Rn(X(s); Un, Q)|.
As above inequality holds for any t > s, we may replace t by v, take the maximum
over v ∈ [s, t], and use the definition of M1(s, t;V n) (which is increasing in t) to
obtain
M1(s, t;V
n) ≤ 3
s
|V˙ n(s)|+ |H(s;V n)|+ [ζ(Un) + 2L]M1(s, t;V n)(t− s)
2
6
+ [ζ(Un) + 2L][2|V n(s)|+ (t− s)|V˙ n(s)|] + sup
u∈[s,t]
|Rn(X(u); Un, Q)−Rn(X(s); Un, Q)|,
≤ 3
s
|V˙ n(s)|+ L|V n(s)|+ |Rn(Xn(s); Un, Q)|+ [ζ(Un) + 2L]M1(t, s;V n)(t− s)
2
6
+ [ζ(Un) + 2L][2|V n(s)|+ (t− s)|V˙ n(s)|] + sup
u∈[s,t]
|Rn(X(u); Un, Q)−Rn(X(s); Un, Q)|,
and solving for M1(s, t;V
n) leads to
M1(s, t;V
n) ≤ 1
1− [ζ(Un) + 2L](t− s)2/6
{
(3/s+ (t− s)[ζ(Un) + 2L])|V˙ n(s)|
+[2ζ(Un) + 5L]|V n(s)|+ |Rn(Xn(s); Un, Q)|+ sup
u∈[s,t]
|Rn(X(u); Un, Q)−Rn(X(s); Un, Q)|
}
,
when s > 0 and t − s < √6/[ζ(Un) + 2L]. If s = 0, we replace the coefficient 3/s
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by 1/t in above inequality, and V n(0) = V˙ n(0) = 0, Xn(0) = X(0) = x0. Then
M1(0, t;V
n) ≤ 1
1− [ζ(Un) + 2L]t2/6
[
|Rn(x0; Un, Q)|+ sup
u∈[0,t]
|Rn(X(u); Un, Q)−Rn(x0; Un, Q)|
]
,
which in particular implies that
sup
t≤
√
3/[ζ(Un)+2L]
|X˙n(t)− X˙(t)|
t
≤ 2n−1/2
[
2|Rn(x0; Un, Q)|+ sup
u∈[0,t]
|Rn(X(u); Un, Q)|
]
→ 0,
that is, X˙n(t)→ X˙(t) uniformly over
[
0,
√
3/[ζ(Un) + 2L]
]
.
Lemma 6.4. For any given T > 0, we have
max
t∈[0,T ]
|Xn(t)−X(t)| = OP (n−1/2), max
t∈[0,T ]
|V n(t)| = OP (1),
max
t∈[0,T ]
|X˙n(t)− X˙(t)| = OP (n−1/2), max
t∈[0,T ]
|V˙ n(t)| = OP (1).
Proof. As V n(t) =
√
n[Xn(t)−X(t)], we need to establish the results forXn(t)−X(t)
only. Since as n → ∞, ζ(Un) = 1n
∑n
i=1 h1(Ui) → E(h1(U)). Divide the interval
[0, T ] into N =
[
T
√
[E(h1(U)) + 2L]/3
]
+1 number of subintervals with length close
to
√
3/[E(h1(U)) + 2L] (except for the last one), and denote them by Ii = [si−1, si],
i = 1, · · · , N (with s0 = 0, sN = T , I1 = [0, s1], IN = [sN−1, T ]). First for t ∈ I1,
from Lemma 6.3 we have
|X˙n(t)−X˙(t)| ≤ |I1|M1(I1;Xn−X) ≤ Cn−1/2 [|Rn(x0; Un, Q)|+ |Rn(X(s1); Un, Q)|] ,
|Xn(t)−X(t)| ≤
∫
I1
|X˙n(u)−X˙(u)|du ≤ Cn−1/2 [|Rn(x0; Un, Q)|+ |Rn(X(s1); Un, Q)|] .
Assumption A4 implies that Rn(x0; Un, Q) = OP (1), and R
n(X(s1); Un, Q) =
OP (1), and thus the upper bounds of X˙
n(t) − X˙(t) and Xn(t) − X(t) over t ∈ I1
are OP (n
−1/2).
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For t ∈ Ii, i = 2, · · · , N , from Lemma 6.3 we have
|X˙n(t)− X˙(t)− X˙n(si−1) + X˙(si−1)| ≤ |Ii|M1(Ii;Xn −X)
≤ C
[
[ζ(Un) + C1]|X˙n(si−1)− X˙(si−1)|+ [ζ(Un) + C2]|Xn(si−1)−X(si−1)|
]
+Cn−1/2
{
|Rn(Xn(si−1); Un, Q)|+ 2 sup
u≥0
|Rn(X(u); Un, Q)|
}
,
and
|Xn(t)−X(t)| ≤ |Xn(si−1)−X(si−1)|+ |Ii||X˙n(si−1)− X˙(si−1)|
+
∫
Ii
|X˙n(u)− X˙(u)− X˙n(si−1) + X˙(si−1)|du
≤ C
[
[ζ(Un) + C1]|X˙n(si−1)− X˙(si−1)|+ [ζ(Un) + C2]|Xn(si−1)−X(si−1)|
]
+Cn−1/2
{
|Rn(Xn(si−1); Un, Q)|+ 2 sup
u≥0
|Rn(X(u); Un, Q)|
}
.
We will use above two inequalities to prove by induction that the upper bounds of
Xn(t) − X(t) and X˙n(t) − X˙(t) on [0, T ] are OP (n−1/2), and the upper bounds of
Xn(t) − X(t) and X˙n(t) − X˙(t) on [0, T ] are OP (n−1/2), Assume that the upper
bounds of Xn(t) − X(t) and X˙n(t) − X˙(t) on ∪i−1j=1Ij are OP (n−1/2). Note that N
is free of n, by induction we have shown that the upper bounds of Xn(t) − X(t)
and X˙n(t)− X˙(t) over t ≤ si−1 are OP (n−1/2) in particular Xn(si−1)→ X(si−1) in
probability, and thus assumption A4 indicates that Rn(Xn(si−1); Un, Q) = OP (1),
and supu≥0 |Rn(X(u); Un, Q)| = OP (1). Above two inequalities immediately show
that their upper bounds on Ii are also OP (n−1/2). Hence, we establish that the
bounds of Xn(t)−X(t) and X˙n(t)− X˙(t) on ∪Nj=1Ij = [0, T ] are OP (n−1/2).
Lemma 6.5. V n(t) is stochastically equicontinuous on [0, T ].
Proof. Lemma 6.4 shows that maxt∈[0,T ] |V n(t)| = OP (1) and maxt∈[0,T ] |V˙ n(t)| =
OP (1), which implies that V
n(t) is stochastically equicontinuous on [0, T ].
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Proof of Theorem 3.1 Lemma 6.5 together with the finite distribution conver-
gence immediately lead to that as n→∞, V n(t) weakly converges to V (t).
6.2 Proof of Theorem 3.2
6.2.1 Proof for the plain gradient descent case
Lemma 6.6. For the case of plain gradient descent algorithm, we have
max
t∈[0,T ]
|xnδ (t)−Xn(t)| = OP (δ), max
k≤Tδ−1
|xnk −Xn(kδ)| = OP (δ),
where {xnk} is generated from algorithm (8), with xnδ (t) its continuous-time step
process, and Xn(t) is the solution of ODE (9).
Proof. Algorithm (8) is the Euler scheme for solving ODE (9), and we will apply
the standard ODE theory to obtain the global approximation error for the Euler
scheme. First by assumption A1 we have that ∇Ln(θ; Un, Q) is Lipschtiz in θ with
Lipschitz constant 1
n
∑n
i=1 h1(Ui), which converges in probability to E[h1(U)] <∞.
On the other hand, taking derivative on both sides of ODE (9), we obtain
X¨n(t) = −IHLn(Xn(t); Un, Q)X˙n(t) = IHLn(Xn(t); Un, Q)∇Ln(Xn(t); Un, Q).
Using Lemma 6.1, we conclude that for large n, Xn(t) falls into ΘX , and thus
assumption A4 indicates that supt |∇κLn(Xn(t); Un, Q)| ∼ supt |∇κg(Xn(t)) +
n−1/2σk(Xn(t))Zκ| = OP (1), where Zκ are standard normal random variables. Com-
bining these results together we get supt∈[0,T ] |X¨n(t)| = OP (1). An application of
the standard ODE theory for the global approximation error of the Euler scheme
61
(Butcher (2008)) leads to
max
t∈[0,T ]
|xnδ (t)−Xn(t)| ≤ δ
(
2
n
n∑
i=1
h1(Ui)
)−1
sup
t∈[0,T ]
|X¨n(t)|
[
exp
(
T
n
n∑
i=1
h1(Ui)
)
− 1
]
= OP (δ).
Proof of Theorem 3.2. Lemma 6.6 establishes the first order result for xnδ (t) −
Xn(t), and the weak convergence result is the consequence of the order result and
Theorem 3.1.
6.2.2 Proof for the accelerated gradient descent case
Note that (xk, yk) and (x
n
k , y
n
k ) are generated from accelerated gradient descent al-
gorithms (4) and (10), respectively, and X(t) and Xn(t) are respective solutions of
ODEs (6) and (11).
Lemma 6.7. For fixed T > 0, as δ → 0, we have
max
k≤Tδ−1/2
∣∣xk −X(kδ1/2)∣∣ = O(δ1/2| log δ|), (52)
where sequence xk is generated from algorithm (4), and X(t) is the solution of the
corresponding ODE (6).
Proof. As in (33), we define zk = (xk+1 − xk)/δ 12 . We rewrite (4) as
xk+2 = yk+1 − δ∇g(yk+1), yk+1 = xk+1 + k
k + 3
(xk+1 − xk) = xk + 2k + 3
k + 3
δ
1
2 zk,
and obtain
zk+1 =
(
1− 3
k + 3
)
zk − δ 12∇g
(
xk +
2k + 3
k + 3
δ
1
2 zk
)
. (53)
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Denote by y∗ the critical point of g(·). Then
|∇g(yk)| = |∇g(yk)−∇g(y∗)| ≤ L|yk − y∗| ≤ C1,
where C1 is some constant, and
|z0| = |x1 − x0|/δ 12 = δ 12 |∇g(x0)| ≤ C1δ 12 , (54)
|zk| ≤ k − 1
k + 2
|zk−1|+ C1δ 12 ≤ (k + 1)C1δ 12 . (55)
To compare xk and X(kδ
1
2 ) and derive their difference, we first need to find the
relationship between X(kδ
1
2 ) and X((k + 1)δ
1
2 ) and between X˙(kδ
1
2 ) and X˙((k +
1)δ
1
2 ). As in (31), we let Z = X˙, and ODE (6) is equivalent to
X˙ = Z, Z˙ = −3
t
Z −∇g(X).
Then with convention tk = kδ
1
2 , we have for k ≥ 1,
X(tk+1) = X(tk) +
∫ tk+1
tk
Z(u)du = X(tk) + δ
1
2Z(tk) +
∫ tk+1
tk
[Z(u)−Z(tk)]du, (56)
Z(tk+1) = Z(tk)−
∫ tk+1
tk
3
u
Z(u)du−
∫ tk+1
tk
∇g(X(u))du (57)
=
(
1− 3
k
)
Z(tk)−
∫ tk+1
tk
[
3
u
Z(u)− 3
tk
Z(tk)
]
du−
δ
1
2∇g(X(tk))−
∫ tk+1
tk
[∇g(X(u))−∇g(X(tk))]du.
Lemma 6.3 shows that on (0, T ], |X˙(t)|/t is bounded, |Z(t)| ≤ Ct, and |Z˙(t)| =
|X¨(t)| ≤ C for some constant C. Then we easily derive bounds for the following
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integrals appeared on the right hand sides of (56) and (57),∣∣∣∣∫ tk+1
tk
[Z(u)− Z(tk)]du
∣∣∣∣ = O(δ),
∣∣∣∣∫ tk+1
tk
[
3
u
Z(u)− 3
tk
Z(tk)
]
du
∣∣∣∣ ≤ ∫ tk+1
tk
∣∣∣∣3u [Z(u)− Z(tk)]
∣∣∣∣ du
+
∫ tk+1
tk
∣∣∣∣(3u − 3tk
)
Z(tk)
∣∣∣∣ du
≤ Cδ
tk
+
3(tk+1 − tk)2
tktk+1
Ctk = O(δ
1
2k−1),
∣∣∣∣∫ tk+1
tk
[∇g(X(u))−∇g(X(tk))]du
∣∣∣∣ ≤ L∫ tk+1
tk
|X(u)−X(tk)|du = O(δ).
Plugging these integrals bounds into (56) and (57) we conclude
X(tk+1) = X(tk) + δ
1
2Z(tk) +O(δ),
Z(tk+1) =
(
1− 3
k
)
Z(tk)− δ 12∇g(X(tk)) +O(δ 12k−1) +O(δ).
Let ak = |xk − X(tk)|, bk = |zk − Z(tk)|, and Sk = b0 + b1 + ... + bk. Using the
definition of zk and (53)-(55), we have
a0 = 0, ak+1 ≤ ak + δ 12 bk +O(δ),
ak ≤ δ 12Sk−1 +O(kδ), (58)
b0 = |z0| ≤ C1δ 12 , b1 = |z1 − Z(t1)| = O(δ 12 ),
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bk+1 ≤
(
1− 3
k + 3
)
bk +
9
k(k + 3)
|Z(tk)|+
Lδ
1
2
∣∣∣∣xk + 2k + 3k + 3 δ 12 zk −X(tk)
∣∣∣∣+O(δ 12k−1) +O(δ)
≤ bk +O(δ 12k−1) + Lδ 12ak + 2Lδ(k + 1)C1δ 12 +O(δ 12k−1) +O(δ)
≤ bk + LδSk−1 + Lδ 12O(kδ) +O(δ) +O(δ 12k−1)
≤ bk + LδSk−1 +O(δ 12 (k + 1)−1) (59)
Since for 1 ≤ k ≤ Tδ− 12 , kδ 12 = O(1), O(δ) = O(δ 12k−1), k−1 ≤ 2(k + 1)−1. Also
with b1 = O(δ
1
2 ), we can see that (59) holds for k = 0. Therefore, there exists some
constant C2 > 0 such that
bk+1 ≤ bk + LδSk−1 + C2δ 12 (k + 1)−1.
Define a new sequence b′k from bk as follows. Let b
′
0 = b0, b
′
k+1 = b
′
k + LδS
′
k−1 +
C2δ
1
2 (k + 1)−1, where S ′k = b
′
0 + b
′
1 + ...+ b
′
k. Then we can easily prove by induction
that bk ≤ b′k. Indeed, if bj ≤ b′j for j = 0, 1, ..., k, then Sk−1 ≤ S ′k−1,
bk+1 ≤ bk + LδSk−1 + C2δ 12 (k + 1)−1 ≤ b′k + LδS ′k−1 + C2δ
1
2 (k + 1)−1 = b′k+1.
On the other hand, as LδS ′k−1 + C2δ
1
2 (k + 1)−1 > 0, {b′k} is an increasing sequence.
Thus, S ′k−1 ≤ kb′k, and
b′k+1 ≤ b′k + Lδkb′k + C2δ
1
2 (k + 1)−1.
Again define another sequence b∗k from b
′
k as follows. Let b
∗
0 = b
′
0, b
∗
k+1 = b
∗
k+Lδkb
∗
k+
C2δ
1
2 (k+ 1)−1. The same induction argument can prove that b′k ≤ b∗k. The recursive
65
definition of b∗k easily leads to the following expression,
b∗k = δ
1
2
(
C1
k−1∏
j=1
(1 + Lδj) + C2
k∑
i=1
i−1
k−1∏
j=i
(1 + Lδj)
)
,
and hence
SbTδ− 12 c−1 ≤ Tδ
− 1
2 bbTδ− 12 c ≤ Tδ
− 1
2 b′bTδ− 12 c ≤ Tδ
− 1
2 b∗bTδ− 12 c
≤ C
bTδ−
1
2 c−1∏
j=1
(1 + Lδj) +
bTδ− 12 c∑
i=1
i−1
bTδ− 12 c−1∏
j=i
(1 + Lδj)

≤ C
bTδ−
1
2 c−1∏
j=1
(1 + LδTδ−
1
2 ) +
bTδ− 12 c∑
i=1
i−1
bTδ− 12 c−1∏
j=i
(1 + LδTδ−
1
2 )

≤ CeLT 2
1 + bTδ−
1
2 c∑
i=1
i−1

≤ C log(Tδ− 12 )
= O(| log δ|).
Finally using above inequality and (58) we arrive at
max
k≤Tδ− 12
∣∣∣xk −X(kδ 12 )∣∣∣ ≤ δ 12SbTδ− 12 c−1 +O(Tδ 12 ) = O(δ 12 | log δ|).
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Lemma 6.8.
max
t∈[0,T ]
|xnδ (t)−Xn(t)| = Op(δ
1
2 | log δ|),
where xnδ (t) is the continuous-time step processes for discrete sequence x
n
k generated
from algorithm (10), and Xn(t) is the continuous-time solution of the corresponding
ODE (11).
Proof. The objective function associated with (10) and (11) is ∇Ln(θ; Un) =
1
n
∑n
i=1∇`(θ;Ui), which has Lipschitz constant 1n
∑n
i=1 h1(Ui) = Op(1). Then
for any  > 0, there exists some constant L0 > 0 such that for all n,
P
(
1
n
∑n
i=1 h1(Ui) > L0
)
< . For each n, on the event { 1
n
∑n
i=1 h1(Ui) ≤ L0}, Lemma
6.7 shows that there exists constant M (which depends on L0 only and is free of n)
such that
max
k≤Tδ− 12
∣∣∣xnk −Xn(kδ 12 )∣∣∣ ≤Mδ 12 | log δ|.
As a result we have that
P
(
max
k≤Tδ− 12
∣∣∣xnk −Xn(kδ 12 )∣∣∣ > Mδ 12 | log δ|
)
≤ P
(
1
n
n∑
i=1
h1(Ui) > L
)
< 
holds for each n, that is
max
k≤Tδ− 12
∣∣∣xnk −Xn(kδ 12 )∣∣∣ = Op(δ 12 | log δ|).
Lemma 6.3 indicates supt∈[0,T ] |X˙n(t)| = Op(1), and hence
sup
s,t∈[0,T ],t−s≤δ 12
|Xn(t)−Xn(s)| ≤ δ 12 sup
t∈[0,T ]
|X˙n(t)| = Op(δ 12 ).
Finally for any t we can find k such that tk ≤ t < tk+1, and show
max
t∈[0,T ]
|xnδ (t)−Xn(t)| ≤ max
t∈[0,T ]
{|xnk −Xn(tk)|+ |Xn(tk)−Xn(t)|} = Op(δ
1
2 | log δ|).
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Proof of Theorem 3.2. Lemma 6.8 establishes the order result for xnδ (t)−Xn(t),
and the weak convergence result is the consequence of the order result and Theorem
3.1.
6.3 Proof of Theorem 3.3
Using Assumption A4 and the standard empirical process argument (van der Vaart
and Wellner (2000)) we can show that θˆn is
√
n-consistent. Define ϑ = n1/2(θ − θˇ).
We apply Taylor expansion to obtain
Ln(θ,Un, Q) = Ln(θˇ,Un, Q) +∇Ln(θˇ,Un, Q)(θ − θˇ) + (θ − θˇ)′IHLn(θˇ,Un, Q)(θ − θˇ)/2
+ oP (n
−1/2)
= Ln(θˇ,Un, Q) + n−1/2[∇g(θˇ) + n−1/2σ(θˇ)Z]ϑ+ n−1ϑ′IHg(θˇ)ϑ/2 + oP (n−1)
= Ln(θˇ,Un, Q) + n−1σ(θˇ)Zϑ+ n−1ϑ′IHg(θˇ)ϑ/2 + oP (n−1),
where Z stands for the standard normal random vector, the second equality is due
to Assumptions 2 and 4, and the Skorokhod representation, and the law of large
number, and the third equality is from ∇g(θˇ) = 0. As θˆn is the minimizer of
Ln(θ,Un, Q), ϑˆn = n1/2(θˆn − θˇ) asymptotically minimizes σ(θˇ)Zϑ + ϑ′IHg(θˇ)ϑ/2
over ϑ, and thus has an asymptotic distribution [IHg(θˇ)]−1σ(θˇ)Z. Note that C(IR+)
is a subspace of D(IR+), and because of the metrics used in C(IR+) and D(IR+),
the weak convergence of these process on D(IR+) is determined by their weak con-
vergence on D([0, T ]) for all integers T only (see Billingsely (1999) and Jacod and
Shiryaev (2002)). Treating X(t), Xn(t), V (t), V n(t), and xnδ (t) as random elements
in D(IR+), since the weak convergence results established in Theorems 3.1 and 3.2
hold for Xn(t) and xnδ (t) on D([0, T ]) for any T > 0, thus we may conclude from
these established weak convergence results that V n(t) =
√
n[Xn(t) − X(t)] and√
n[xnδ (t)−X(t)] weakly converge to V (t) on D(IR+).
On the other hand, it is known that as k → ∞, xk generated from algorithms
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(2) and (4) converge to the solution θˇ of (1) with speed of (δk)−1 and (
√
δk)−2,
respectively, while as t → ∞, their corresponding continuous curves X(t) as the
solutions of ODEs (3) and (6) approach θˇ with speed of t−1 and t−2, respectively
(see Nesterov (1983) and Su et al. (2016)). Similarly for fixed n, as k, t → ∞,
xnk and x
n
δ (t) from algorithms (8) and (10) and X
n(t) from ODEs (9) and (11)
approach the solution θˆn of (7). For the weak limit V (t) governed by (14) or (18), as
t → ∞, both ODEs lead to [IHg(X(∞))]V (∞) + σ(X(∞))Z = 0, or equivalently,
V (∞) = [IHg(X(∞))]−1σ(X(∞))Z. In fact, the solutions of (14) and (18) admit
simple explicit expressions, for example,
V (t) =
∫ t
0
exp
[
−
∫ t
s
IHg(X(u))du
]
σ(X(s))dsZ, (60)
∀ > 0, ∃t0 > 0 such that ∀s > t0,
∣∣[IHg(X(s))]−1σ(X(s))− [IHg(X(∞))]−1σ(X(∞))∣∣ < ,∫ t
t0
exp
[
−
∫ t
s
IHg(X(u))du
]
σ(X(s))ds =
∫ t
t0
exp
[
−
∫ t
s
IHg(X(u))du
]
IHg(X(s)){
[IHg(X(s))]−1σ(X(s))− [IHg(X(∞))]−1σ(X(∞))} ds
+
∫ t
t0
exp
[
−
∫ t
s
IHg(X(u))du
]
IHg(X(s))ds[IHg(X(∞))]−1σ(X(∞)). (61)
Since the assumptions indicate that σ(X(s)) and IHg(X(s)) are bounded continuous
on [0, t0],
∫ t0
0
|σ(X(s))|ds is finite, and ∫ t
t0
IHg(X(u))du has finite eigenvalues. We
immediately conclude that the eigenvalues of
∫ t
t0
IHg(X(s))ds are no less than the
eigenvalues of
∫ t
0
IHg(X(s))ds minus the maximum eigenvalue of
∫ t0
0
IHg(X(s))ds,
and thus diverge as t→∞. Therefore, we can obtain
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∣∣∣∣∫ t0
0
exp
[
−
∫ t
s
IHg(X(u))du
]
σ(X(s))ds
∣∣∣∣
≤
∣∣∣∣exp [−∫ t
t0
IHg(X(u))du
]∣∣∣∣ ∫ t0
0
|σ(X(s))|ds→ 0,∫ t
t0
exp
[
−
∫ t
s
IHg(X(u))du
]
IHg(X(s))ds = 1− exp
[
−
∫ t
t0
IHg(X(s))ds
]
→ 1,∫ t
t0
∣∣∣∣exp [−∫ t
s
IHg(X(u))du
]
IHg(X(s))
∣∣∣∣ ∣∣[IHg(X(s))]−1σ(X(s))
−[IHg(X(∞))]−1σ(X(∞))∣∣ ds
≤ − 
∣∣∣∣exp [−∫ t
t0
IHg(X(s))ds
]∣∣∣∣ ≤ ,
which goes to zero, as we let → 0. Combining these results with (60) and (61) we
conclude that as t→∞,∫ t
0
exp
[
−
∫ t
s
IHg(X(u))du
]
σ(X(s))ds→ [IHg(X(∞))]−1σ(X(∞)),
and V (t) converges in distribution to [IHg(X(∞))]−1σ(X(∞))Z.
6.4 Proofs of Theorems 4.1-4.3
Theorem 4.1 is proved by Lemma 6.9, with Theorems 4.2 and 4.3 shown in Lemma
6.17, where both lemmas are established in this section below.
For simplicity we will prove the case that mini-batches are sampled from the under-
lying distribution Q. Since mini-batch size m is negligible in comparison with data
size n, and ∇` (θ;U) has a moment generating function, the bootstrap sampling case
can be handled via strong approximation by converting the case into the proved
scenario of sampling from the underlying distribution Q (Cso¨rgo¨ and Mason (1989),
Cso¨rgo¨ et al. (1999), Massart (1989), Rio (1993a, b)). Denote by Qˆ∗mk the empirical
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distribution of mini-batch U∗1k, · · · , U∗mk. Then
∇Lˆm(θ; U∗mk, Q) =
∫
∇`(θ;u,Q)Qˆ∗mk(du),
∫
∇`(θ;u,Q)Q(du) = E[∇`(θ;U,Q)] = ∇g(θ).
Let Rm(θ; U∗m(t), Q) = (R
m
1 (θ; U
∗
m(t), Q), · · · , Rmp (θ; U∗m(t), Q))′, where
Rmj (θ; U
∗
m(t), Q) =
√
m
[
1
m
m∑
i=1
∂
∂θj
`(θ;U∗i (t), Q)−
∂
∂θj
g(θ)
]
, j = 1, · · · , p.
We have
m−1/2Rm(θ; U∗m(t), Q) =
∫
∇`(θ;u,Q)Qˆ∗mk(du)−
∫
∇`(θ;u,Q)Q(du),
∇Lˆm(xmk−1; U∗mk, Q) = ∇g(xmk−1) +m−1/2Rm(xmk−1; U∗mk, Q).
It is easy to see that Rm(xmk−1; U
∗
mk, Q), k = 1, · · · , T/δ, are martingale differences,
and Hmδ (t) is a martingale. We may use martingale theory (He et al. (1992), Jacod
and Shiryaev (2003)) to establish weak convergence of Hmδ (t) to stochastic integral
H(t). Below we will use a more direct approach to prove the weak convergence and
obtain further convergence rate results.
Lemma 6.9. As δ → 0 and m → ∞, Hmδ (t) weakly converges to H(t) =∫ t
0
σ(X(u))dB(u), t ∈ [0, T ].
Proof. Let
Hˇmδ (t) = (mδ)
1/2
[t/δ]∑
k=1
[∫
∇`(X((k − 1)δ);u,Q)Qˆ∗mk(du)
−
∫
∇`(X((k − 1)δ);u,Q)Q(du)
]
.
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Note that
E
[∫
∇`(θ;u,Q)Qˆ∗mk(du)
]
=
∫
∇`(θ;u,Q)Q(du),
σ2(θ) = mV ar
[∫
∇`(θ;u,Q)Qˆ∗mk(du)
]
=
∫
[∇`(θ;u,Q)]2Q(du)
−
[∫
∇`(θ;u,Q)Q(du)
]2
,
which are the mean and variance of ∇`(θ;U,Q), respectively. Since U∗mk, k =
1, 2, · · · , [T/δ], are independent, then Hˇmδ (t) is a normalized partial sum process for
independent random variables and weakly converges to
∫ t
0
σ(X(t))dB(u). Indeed,
its finite-dimensional distribution convergence can be easily established through as-
sumptions A3-A4, and its tightness can be shown by the fact that for r ≤ s ≤ t,
E
{∣∣Hˇmδ (t)− Hˇmδ (s)∣∣2 ∣∣Hˇmδ (s)− Hˇmδ (r)∣∣2} ≤ [Υ(t)−Υ(r)]2, (62)
where Υ(·) is a continuous non-decreasing function on [0, T ] (Billingsley (1999, equa-
tion (13.14) & theorem 13.5)). To establish (62), we have that, because of indepen-
dence,
E
{∣∣Hˇmδ (t)− Hˇmδ (s)∣∣2 ∣∣Hˇmδ (s)− Hˇmδ (r)∣∣2} = E {∣∣Hˇmδ (t)− Hˇmδ (s)∣∣2}E {∣∣Hˇmδ (s)− Hˇmδ (r)∣∣2}
= δ2
∑
s<kδ≤t
tr[σ2(X((k − 1)δ))]
∑
r<kδ≤s
tr[σ2(X((k − 1)δ))]
∼
∫ t
s
tr[σ2(X(u))]du
∫ s
r
tr[σ2(X(u))]du.
Since X(t) is a deterministic bounded continuous curve, and σ2(θ) is a continuous
positive definite matrix,
∫ t
s
tr[σ2(X(u))]du
∫ s
r
tr[σ2(X(u))]du ≤
[∫ t
r
tr[σ2(X(u))]du
]2
≡ [Υ(t)−Υ(r)]2.
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We have shown that as δ → 0 and m→∞, Hˇmδ (t) weakly converges to H(t). Since
∇`(θ;u,Q) is Lipschitz in θ, and Lemma 6.11 below indicates that as δ → 0 and
m→∞, xmk −X(kδ) converges to zero in probability uniformly over 1 ≤ k ≤ T/δ,
Hˇmδ (t) and H
m
δ (t) share the same weak convergence limit H(t).
Lemma 6.10. We have
max
k≤T/δ
|xmk − xk| = OP (m−1/2),
where xk and x
m
k are defined by (2) and (20), respectively.
Proof. Let ζ(U∗mk) =
1
m
∑m
i=1 h1(U
∗
ik), which converges in probability to E[h1(U)] as
m→∞. Then
|∇Lˆm(θ; U∗mk, Q)−∇Lˆm(ϑ; U∗mk, Q)| ≤ ζ(U∗mk)|θ − ϑ|, |IHLˆm(θ; U∗mk, Q)| ≤ ζ(U∗mk),
|θˇ − xmk | ≤ |θˇ − xmk−1|+ δ|∇Lˆm(xmk−1; U∗mk, Q)−∇Lˆm(θˇ; U∗mk, Q)|+ δ|∇Lˆm(θˇ; U∗mk, Q)|
≤ (1 + δζ(U∗mk))|θˇ − xmk−1|+ δ|∇Lˆm(θˇ; U∗mk, Q)|
≤ (1 + δE[h1(U)] +OP (δm−1/2))k
+
(
1 + δE[h1(U)] +OP (δm
−1/2)
)k
δ
k∑
j=1
[|∇g(θˇ)|+m−1/2|Rm(θˇ; U∗mj, Q)|]
≤ eTE[h1(U)][1 + |∇g(θˇ)|+OP (m−1/2)] = eTE[h1(U)][1 +OP (m−1/2)],
namely, xmk are bounded uniformly over k ≤ T/δ. On the other hand, we have
xmk − xk = xmk−1 − xk−1 − δ[∇Lˆm(xmk−1; U∗mk, Q)−∇g(xk−1)]
= xmk−1 − xk−1 − δ[∇Lˆm(xmk−1; U∗mk, Q)−∇Lˆm(xk−1; U∗mk, Q)]− δm−1/2Rm(xk−1; U∗mk, Q)
= (xmk−1 − xk−1)[1− δIHLˆm(xmξ,k−1; U∗mk, Q)]− δm−1/2Rm(xk−1; U∗mk, Q)
= −δm−1/2
k∑
j=1
[1− δIHLˆm(xmξ,j−1; U∗mj, Q)]jRm(xj−1; U∗mj, Q),
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where xmξ,j−1 is between xj−1 and x
m
j−1. Using ζ(U
∗
mj) → E[h1(U)] and assumption
A4 we obtain for j, k ≤ T/δ,
|[1− δIHLˆm(xmξ,j−1; U∗mj, Q)]j| ≤ [1 + δζ(U∗mj)]T/δ ≤ eTE[h1(U)][1 +OP (m−1/2)],
Rm(xj−1; U∗mj, Q) ∼ σ(xj−1)Z = OP (1),
|xmk − xk| ≤ δm−1/2
k∑
j=1
|1 + δζ(U∗mj)]T/δ|Rm(xj−1; U∗mj, Q)| = OP (kδm−1/2) = OP (m−1/2).
Lemma 6.11.
max
k≤T/δ
|X(kδ)− xmk | = OP (δ +m−1/2δ1/2),
where X(t) and xmk are defined by (3) and (20), respectively.
Proof. For k = 1, · · · , T/δ,∫
∇`(xmk−1;u,Q)Qˆ∗mk(du)−
∫
∇`(xmk−1;u,Q)Q(du)
are martingale differences with conditional mean zero and conditional variance
σ2(xmk−1)/m. Since xk in (2) is the Euler approximation of solution X(t) of ODE
(3), the standard ODE theory shows
max
k≤T/δ
|xk −X(kδ)| = O(δ). (63)
By Lemma 6.10 we have that with probability tending to one, xmk−1, k = 1, · · · , T/δ,
fall inside a neighborhood of solution curve of ODE (3), and thus the maximum of
σ2(xmk−1), k = 1, · · · , T/δ, is bounded. Applying Burkholder’s inequality we obtain
max
1≤k≤T/δ
∣∣∣∣∣√m
k∑
`=1
[∫
∇`(xm`−1;u,Q)Qˆ∗m`(du)−
∫
∇`(xm`−1;u,Q)Q(du)
]∣∣∣∣∣ = OP (δ−1/2),
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that is,
max
k≤T/δ
∣∣∣∣∣m−1/2
k∑
`=1
Rm(xm`−1; U
∗
m`, Q)
∣∣∣∣∣ = OP (m−1/2δ−1/2).
Therefore, for k = 1, · · · , T/δ,
xmk = x0 − δ
k∑
`=1
∇g(xm`−1)−m−1/2δ
k∑
`=1
Rm(xm`−1; U
∗
m`, Q)
= x0 − δ
k∑
`=1
∇g(xm`−1)−OP (m−1/2δ1/2).
and with the same initial value x0, comparing the expressions for xk and x
m
k we
obtain
xmk − xk = xmk−1 − xk−1 − δ[∇g(xmk−1)−∇g(xk−1)]− δm−1/2Rm(xmk−1; U∗mk, Q)
= δ
k∑
`=1
[∇g(x`−1)−∇g(xm`−1)]− δm−1/2
k∑
`=1
Rm(xm`−1; U
∗
m`, Q).
Using the L-Lipschitz assumption on ∇g(·) we conclude for k = 1, · · · , T/δ,
|xmk − xk| ≤ Lδ
k∑
`=1
|xm`−1 − x`−1|+ δm−1/2
∣∣∣∣∣
k∑
`=1
Rm(xm`−1; U
∗
m`, Q)
∣∣∣∣∣
≤ LT max
1≤`≤k
|xm`−1 − x`−1|+ δm−1/2
∣∣∣∣∣
k∑
`=1
Rm(xm`−1; U
∗
m`, Q)
∣∣∣∣∣ .
Finally we can easily show by induction that
max
k≤T/δ
|xmk − xk| = OP (m−1/2δ1/2).
The lemma is a consequence of above result and (63).
The following lemma refines the order regarding m−1/2δ1/2 in Lemma 6.11.
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Lemma 6.12. We have
max
k≤T/δ
|xmk −Xmδ (kδ)| = oP (m−1/2δ1/2) +OP (δ + δm−1/2| log δ|1/2),
max
t≤T
|xmδ (t)−Xmδ (t)| = oP (m−1/2δ1/2) +OP (δ| log δ|1/2),
where Xmδ (t) is given by (23), and x
m
k and x
m
δ (t) are defined by (20) and (21),
respectively.
Proof. With weak convergence of Hmδ (t) to H(t) in Lemma 6.9, by Skohorod’s
representation we may realize Hmδ (t) and H(t) on some common probability spaces
such that as δ → 0 and m → ∞, under the metric in D([0, T ]), Hmδ (t) − H(t)
is oP (1). Also we may consider linear interpolation H˜
m
δ (t) between the values of
Hmδ (kδ), k = 1, · · · , T/δ, which satisfies
max
t≤T
|H˜mδ (t)−Hmδ (t)| ≤ δ1/2 max
k≤T/δ
|Rm(xmk−1; U∗mk, Q)|.
By assumptions A1-A2, we have
|[∇`(xmk−1;U∗ik, Q)−∇g(xmk−1)]− [∇`(X((k − 1)δ);U∗ik, Q)−∇g(X((k − 1)δ))]|
≤ [h1(U∗ik) + L]|xmk−1 −X((k − 1)δ)|,
and then
|Rm(xmk−1; U∗mk, Q) ≤ |Rm(X((k − 1)δ); U∗mk, Q)|
+m−1/2
m∑
i=1
[h1(U
∗
ik) + L]|xmk−1 −X((k − 1)δ)|,
max
t≤T
|H˜mδ (t)−Hmδ (t)| ≤ δ1/2 max
k≤T/δ
|Rm(X((k − 1)δ); U∗mk, Q)|
+ δ1/2 max
k≤T/δ
{
1
m
m∑
i=1
h1(U
∗
ik) + L
}
m1/2 max
k≤T/δ
|xmk−1 −X((k − 1)δ)|.
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Lemma 6.11 implies m1/2 maxk≤T/δ |xmk−1−X((k− 1)δ)| = m1/2OP (δ+m−1/2δ1/2) =
OP (m
1/2δ+δ1/2) = oP (1), and by Lemma 6.13 below we derive that maxt≤T |H˜mδ (t)−
Hmδ (t)| = oP (δ1/4| log δ|). Thus, H˜mδ (t) weakly converges to H(t) in D([0, T ]). As
both H˜mδ (t) and H(t) live in C([0, T ]), the weak convergence of H˜
m
δ (t) to H(t) holds
in C([0, T ]). Again by Skohorod’s representation we may realize H˜mδ (t) and H(t) on
some common probability spaces such that as δ → 0 and m→∞, maxt≤T |H˜mδ (t)−
H(t)| = oP (1), and hence maxt≤T |Hmδ (t)−H(t)| = oP (1).
Note that for 1 ≤ k ≤ T/δ,
δ∇Lˆm(xmk−1; U∗mk, Qˆn) = δ∇g(xmk−1) +m−1/2δ1/2[Hmδ (kδ)−Hmδ ((k − 1)δ)],
xmk − xmk−1 = −δ∇g(xm(tk−1))−m−1/2δ1/2[Hmδ (kδ)−Hmδ ((k − 1)δ)],
xmk = x0 − δ
k∑
`=1
∇g(xm`−1)−m−1/2δ1/2Hmδ (kδ)
= x0 − δ
k∑
`=1
∇g(xm`−1)−m−1/2δ1/2H(kδ) + oP (m−1/2δ1/2).
Define xˇm0 = x0, and
xˇmk − xˇmk−1 = −δ∇g(xˇmk−1)−m−1/2δ1/2[H(kδ)−H((k − 1)δ)]. (64)
Then the situation is the same as in the last proof part of Lemma 6.11, and the
same argument can be used to derive a recursive expression for xmk − xˇmk and prove
by induction that
max
k≤T/δ
|xmk − xˇmk | = oP (m−1/2δ1/2).
The lemma is a consequence of above result and Lemma 6.14 below.
77
Lemma 6.13.
δ1/2 max
k≤T/δ
{
1
m
m∑
i=1
h1(U
∗
ik)− E[h1(U)]
}
= OP (δ
1/4| log δ|),
δ1/2 max
k≤T/δ
|Rm(X((k − 1)δ); U∗mk, Q)| = OP (δ1/4| log δ|).
Proof. Direct calculations lead to
P
(
δ1/2 max
k≤T/δ
|Rm(X((k − 1)δ); U∗mk, Q)| > δ1/4| log δ|
)
= 1−
∏
k≤T/δ
P
(
δ1/4|Rm(X((k − 1)δ); U∗mk, Q)| ≤ | log δ|
)
≤ 1−
∏
k≤T/δ
[
1− δE {|Rm(X((k − 1)δ); U∗mk, Q)|4} /| log δ|4]
≤ 1− exp [−2Tτ/| log δ|4] ∼ 2Tτ/| log δ|4 → 0,
where we use Chebyshev’s inequality, log(1 − u) ≥ −2u for 0 < u < 0.75, and
τ = supt,k E{|Rm(X(t); U∗mk, Q)|4} ≡ supt,k E{|Rm(X(t); U∗mk, Q)|4 : t ∈ [0, T ], k =
1, · · · , T/δ} whose finiteness will be shown below. Indeed, it is enough to show
that each component of Rm(X(t); U∗mk, Q) has finite fourth moment uniformly over
t ∈ [0, T ], k = 1, · · · , T/δ, and thus we need to prove it only in the one dimensional
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case with gradient equal to the partial derivative. With this simple set-up we have
|Rm(X(t); U∗mk, Q)|4 = m−2
[
m∑
i=1
{∇`(X(t);U∗ik, Q)−∇g(X(t))}
]4
= m−2
∑
i 6=j
{∇`(X(t);U∗ik, Q)−∇g(X(t))}2{∇`(X(t);U∗jk, Q)−∇g(X(t))}2
+m−2
m∑
i=1
{∇`(X(t);U∗ik, Q)−∇g(X(t))}4 + odd power terms,
E{|Rm(X(t); U∗mk, Q)|4} = m−2
m∑
i=1
E[{∇`(X(t);U∗ik, Q)−∇g(X(t))}4]
+m−2
∑
i 6=j
E[{∇`(X(t);U∗ik, Q)−∇g(X(t))}2]E[{∇`(X(t);U∗jk, Q)−∇g(X(t))}2]
≤ {E[{∇`(X(t);U∗1k, Q)−∇g(X(t))}2]}2 + E[{∇`(X(t);U∗1k, Q)−∇g(X(t))}4]/m
≤ {E[{∇`(X(t);U1k, Q)−∇g(X(t))}2]}2 + E[{∇`(X(t);U1k, Q)−∇g(X(t))}4]/m,
where we use the fact that all odd power terms have mean zero factor
∇`(X(t);U∗ik, Q) − ∇g(X(t)), and thus their expectations are equal to zero. By
assumption A1, we have
sup
t,k
E[{∇`(X(t);U1k, Q)−∇g(X(t))}2] ≤ 2 sup
t≥0
{|X(t)− x0|2}E[h21(U)]
+ 2E[{∇`(x0, U)}2] + 2 sup
t≥0
{[∇g(X(t))]2},
sup
t,k
E[{∇`(X(t);U1k, Q)−∇g(X(t))}4] ≤ 64 sup
t≥0
{|X(t)− x0|4}E[h41(U)]
+ 64E[{∇`(x0, U)}4] + 8 sup
t≥0
{[∇g(X(t))]4},
which are finite because X(t) is deterministic and bounded. Thus τ =
supt,k E{|Rm(X(t); U∗mk, Q)|4} is finite.
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Similarly as h1(U) has the fourth moment, we have
E

∣∣∣∣∣m−1/2
m∑
i=1
{h1(U∗ik)− E[h1(U∗ik)]}
∣∣∣∣∣
4
 ≤ [V ar(h1(U))]2 + E [{h1(U)− E[h1(U)]}4] ≡ τ1,
P
(
δ1/2 max
k≤T/δ
∣∣∣∣∣m−1
m∑
i=1
h1(U
∗
ik)− E[h1(U∗ik)]
∣∣∣∣∣ > δ1/4| log δ|
)
≤ 1−
∏
k≤T/δ
1− δE

∣∣∣∣∣m−1
m∑
i=1
h1(U
∗
ik)− E[h1(U∗ik)]
∣∣∣∣∣
4
 /| log δ|4

≤ 1− exp [−2Tτ1/| log δ|4] ∼ 2Tτ1/| log δ|4 → 0, as δ → 0,
which together with E[h1(U
∗
ik)] = E[h1(U)] imply δ
1/2 maxk≤T/δ{
∑m
i=1 h1(U
∗
ik)}/m =
δ1/2E[h1(U)] +OP (δ
1/4| log δ|).
Lemma 6.14.
max
t∈[0,T ]
|xˇmk −Xmδ (kδ)| = OP (δ + δm−1/2| log δ|1/2),
max
0≤t−s≤δ
|Xmδ (t)−Xmδ (s)| = OP (δ| log δ|1/2),
where xˇmk and X
m
δ (t) are defined by (64) and (23), respectively.
Proof. By (23) we have
|Xmδ (t)−Xmδ (s)| ≤
∫ t
s
|∇g(Xmδ (u))|du+m−1/2δ1/2
∣∣∣∣∫ t
s
σ(X(u))dB(u)
∣∣∣∣
= OP (δ +m
−1/2δ| log δ|1/2),
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where we use the fact that uniformly over 0 ≤ t− s ≤ δ,∫ t
s
|∇g(Xmδ (u))|du = OP (δ),
∫ t
s
σ(X(u))dB(u) = OP (δ
1/2| log δ|1/2),
and the order for the Brownian term is derived by law of the iterated logarithm for
Brownian motion.
Note that xˇmk are the Euler approximation of SDE (23). The first result follows from
the standard argument for the Euler approximation. Let D(k) = |xˇmk − Xmδ (kδ)|.
As xˇm0 = X
m
δ (0) = x0, we have
xˇm1 −Xmδ (δ) =
∫ δ
0
∇g(Xmδ (u))du− δ∇g(x0),
D(1) = |xˇm1 −Xmδ (δ)| = |
∫ δ
0
[∇g(Xmδ (u))−∇g(x0)]du|
≤ Cδ max
0≤u≤δ
|Xmδ (u)− x0| = OP (δ2 +m−1/2δ2| log δ|1/2),
where we use the fact that for u ∈ [0, δ],
|Xmδ (u)− x0| ≤
∫ u
0
|∇g(Xmδ (v))|dv +m−1/2δ1/2
∣∣∣∣∫ u
0
σ(X(v))dB(v)
∣∣∣∣
= OP (δ +m
−1/2δ| log δ|1/2).
For the general k, we obtain
D(k) =
∣∣∣∣∣
∫ kδ
0
∇g(Xmδ (u))du− δ
k∑
`=1
∇g(xˇm`−1)
∣∣∣∣∣
≤ D(k − 1) +
∣∣∣∣∫ kδ
(k−1)δ
∇g(Xmδ (u))du− δ∇g(xˇmk−1)
∣∣∣∣ ,
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∫ kδ
(k−1)δ
∇g(Xmδ (u))du− δ∇g(xˇmk−1) =
∫ kδ
(k−1)δ
[∇g(Xmδ (u))−∇g(Xmδ ((k − 1)δ))]du
+ δ[∇g(X((k − 1)δ))−∇g(xˇmk−1)],
|∇g(X((k − 1)δ))−∇g(xˇmk−1)| ≤ C|X((k − 1)δ)− xˇmk−1| = CD(k − 1),
|∇g(Xmδ (u))−∇g(Xmδ ((k − 1)δ))| = |IHg(Xmδ (u∗))[Xmδ (u)−Xmδ ((k − 1)δ)]|
≤ C
∫ u
(k−1)δ
|∇g(Xmδ (v))|dv + Cm−1/2δ1/2
∣∣∣∣∫ u
(k−1)δ
σ(X(v))dB(v)
∣∣∣∣
= OP (δ +m
−1/2δ| log δ|1/2),
and thus
D(k) ≤ D(k − 1) + CδD(k − 1) +OP (δ2 +m−1/2δ2| log δ|1/2),
which shows that for k ≤ T/δ,
D(k) ≤ (1 +Cδ)k−1D(1) +OP (kδ2 +km−1/2δ2| log δ|1/2) = OP (δ+m−1/2δ| log δ|1/2).
Lemma 6.15.
max
t≤T
|Xmδ (t)−X(t)| ≤ Cm−1/2δ1/2 max
t≤T
∣∣∣∣∫ t
0
σ(X(u))dB(u)
∣∣∣∣ = OP (m−1/2δ1/2),
where X(t) and Xmδ (t) are defined by (3) and (23), respectively.
Proof. With the same initial value for X(t) and Xmδ , from (3) and (23) we have
|Xmδ (t)−X(t)| ≤
∫ t
0
|∇g(Xmδ (u))−∇g(X(u))|du+m−1/2δ1/2
∣∣∣∣∫ t
0
σ(X(u))dB(u)
∣∣∣∣
≤ C
∫ t
0
|Xmδ (u)−X(u)|du+m−1/2δ1/2
∣∣∣∣∫ t
0
σ(X(u))dB(u)
∣∣∣∣ .
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Applying the Gronwall inequality we get
|Xmδ (t)−X(t)| ≤ m−1/2δ1/2
[∣∣∣∣∫ t
0
σ(X(t))dB(u)
∣∣∣∣+ C ∫ t
0
eC(t−s)
∣∣∣∣∫ s
0
σ(X(u))dB(u)
∣∣∣∣ ds] ,
which implies
max
t≤T
|Xmδ (t)−X(t)| ≤ Cm−1/2δ1/2 max
t≤T
∣∣∣∣∫ t
0
σ(X(u))dB(u)
∣∣∣∣ = OP (m−1/2δ1/2),
where the last equality is due to Burkholder’s inequality.
Lemma 6.16.
max
t≤T
|Xmδ (t)− Xˇmδ (t)| = OP (m−1δ).
where Xmδ (t) and Xˇ
m
δ (t) are the solutions of (23) and (24), respectively.
Proof.
|Xmδ (t)− Xˇmδ (t)| ≤
∫ t
0
|∇g(Xmδ (u))−∇g(Xˇmδ (u))|du
+m−1/2δ1/2
∣∣∣∣∫ t
0
[σ(X(u))− σ(Xˇmδ (u))]dB(u)
∣∣∣∣
≤ C
∫ t
0
|Xmδ (u)−X(u)|du+m−1/2δ1/2
∣∣∣∣∫ t
0
[σ(X(u))− σ(Xˇmδ (u))]dB(u)
∣∣∣∣ .
E[|Xmδ (t)− Xˇmδ (t)|2] ≤ C
∫ t
0
E[|Xmδ (u)− Xˇmδ (u)|2]du
+ 2m−1δE
[∣∣∣∣∫ t
0
[σ(X(u))− σ(Xˇmδ (u))]dB(u)
∣∣∣∣2
]
≤ C
∫ t
0
E[|Xmδ (u)− Xˇmδ (u)|2]du+ 2m−1δ
∫ t
0
E[|σ(X(u))− σ(Xˇmδ (u))|2]du
≤ C
∫ t
0
E[|Xmδ (u)− Xˇmδ (u)|2]du+ C1m−1δ
∫ t
0
E[|X(u)−Xmδ (u)|2]du
+ C1m
−1δ
∫ t
0
E[|Xmδ (u)− Xˇmδ (u)|2]du,
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where the last inequality is due to
|σ(X(u))−σ(Xˇmδ (u))| ≤ C|X(u)−Xˇmδ (u)| ≤ C|X(u)−Xmδ (t)|+C|Xmδ (t)−Xˇmδ (t)|.
The Gronwall inequality leads to
E[|Xmδ (t)− Xˇmδ (t)|2] ≤ Cm−1δmax
s≤t
E[|X(s)−Xmδ (s)|2].
Using Lemma 6.15 we have
max
s≤t
E[|X(s)−Xmδ (s)|2] ≤ Cm−1δE
[
max
s≤t
∣∣∣∣∫ s
0
σ(X(u))dB(u)
∣∣∣∣2
]
≤ Cm−1δE
[∫ t
0
[σ(X(u))]2du
]
,
where the last inequality is from Burkholder’s inequality. Hence
E[|Xmδ (t)− Xˇmδ (t)|2] ≤ Cm−2δ2E
[∫ t
0
[σ(X(u))]2du
]
,
and we can adopt the same argument to establish it for t as a bounded stopping time.
Finally we prove the lemma by applying Lenglart’s inequality for semi-martingale
with ηi = Dim
−1δ for some positive constants Di,
P
(
max
s≤t
|X(s)−Xmδ (s)| > η1
)
≤ Cm
−2δ2
∫ t
0
[σ(X(u))]2du
η21
+ P
(
Cm−2δ2
∫ t
0
[σ(X(u))]2du > η22
)
→ 0, as Di →∞.
Lemma 6.17. As δ → 0, and m,n → ∞, we have V mδ (t) and Vˇ mδ (t) both
weakly converge to V (t). Moreover, if m(nδ)1/2 → 0, and m1/2δ| log δ|1/2 → 0,
(m/δ)1/2[xmδ (t)−X(t)] weakly converges to V (t).
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Proof. As the solutions of (23) and (24) have difference of order m−1δ, they have
the same asymptotic distribution, and we can easily establish the result for Vˇ mδ (t)
by that for V mδ (t) and Lemma 6.12.
Let consider the easier one for Xmδ (t). From (23) and (3), we have
d[Xmδ (t)−X(t)] = −[∇g(Xmδ (t)−∇g(X(t))]dt−m−1/2δ1/2σ(X(t))dB(t),
and for t ∈ [0, T ],
Xmδ (t)−X(t) = −
∫ t
0
[IHg(Xξ)][X
m
δ (u)−X(u)]du−m−1/2δ1/2
∫ t
0
σ(X(u))dB(u),
where Xξ is between X(u) and X
m
δ (u) and thus Lemma 6.15 shows that uniformly
over [0, T ],
|Xξ −X(u)| ≤ |Xmδ (u)−X(u)| = OP (m−1/2δ).
Then
V mδ (t) = −
∫ t
0
[IHg(Xξ)]V
m
δ (u)du−
∫ t
0
σ(X(u))dB(u). (65)
First as δ → 0, m,n→∞, equation (65) converges to (26).
We need to show stochastic equicontinuity for V mδ (t). From (65) we obtain
|V mδ (t)| ≤ C
∫ t
0
|V mδ (u)|du+
∣∣∣∣∫ t
0
σ(X(u))dB(u)
∣∣∣∣ ,
and by the Gronwall inequality we have
max
t≤T
|V mδ (t)| ≤ C max
t≤T
∣∣∣∣∫ t
0
σ(X(u))dB(u)
∣∣∣∣ ,
that is V mδ (t) is bounded in probability uniformly over [0, T ]. Again (65) indicates
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that for any s, t ∈ [0, T ], and t ∈ [s, s+ γ],
V mδ (t)− V mδ (s) = −
∫ t
s
[IHg(Xξ)]V
m
δ (u)du−
∫ t
s
σ(X(u))dB(u),
|V mδ (t)− V mδ (s)| ≤ C
∫ t
s
|V mδ (u)|du+
∣∣∣∣∫ t
s
σ(X(u))dB(u)
∣∣∣∣
≤ C
∫ t
s
|V mδ (u)− V mδ (s)|du+ C(t− s)|V nδ (s)|+
∣∣∣∣∫ t
s
σ(X(u))dB(u)
∣∣∣∣ .
Again applying the Gronwall inequality we obtain uniformly for t ∈ [s, s+ γ],
|V mδ (t)− V mδ (s)| ≤ Cγ|V nδ (s)|+ C max
s≤t≤s+γ
∣∣∣∣∫ t
s
σ(X(u))dB(u)
∣∣∣∣ = OP (γ + γ1/2| log γ|1/2),
which proves stochastic equicontinuity for V nδ (t).
6.5 Proof of Theorem 4.4
Theorem 4.4 can be proved by the same proof argument of Theorem 4.1 except for
changing step size from δ to δ1/2.
6.6 Proof of Theorems 4.5
6.6.1 The unique solution of the second order SDEs
In this section we will prove Lemma 6.24 blow that the second order SDEs (37)
(with fixed (δ,m)) and (38) have unique (weak) solutions in the distributional sense.
Due to the similarity we provide proof arguments for (38) only. Consider the 2nd
order SDE (38) with initial conditions V (0) = c and V˙ (0) = 0, where B(t) is a
standard Brownian motion, V˙ (t) and V¨ (t) are the first and second derivatives of
V (t), respectively, B˙(t) = dB(t)
dt
is a white noise in a sense that for any smooth
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function h(t) with compact support,∫
h(t)B˙(t)dt =
∫
h(t)dB(t),
where the right hand side is Itoˆ integral.
The second order SDE (38) is equivalent to
Y (t) = V (t) +
t
2
V˙ (t), Y˙ (t) = − t
2
[∇g(X(t))]V (t)− t
2
σ(X(t))B˙(t), (66)
where V (0) = c, V˙ (0) = 0, and Y (0) = V (0) = c. Denote by Vη(t) the solution of
the smoothed second order SDE
V¨η(t) +
3
t ∨ η V˙η(t) + [∇g(X(t))]Vη(t) + σ(X(t))B˙(t) = 0, (67)
with initial conditions Vη(0) = c and V˙η(0) = 0.
We need notation Ma(s, t;Y ) defined in (50). In the proofs of Theorems 3.1 and
4.1, we have employed Ma(s, t;Y ) with a = 1, as curves and processes are solutions
of ODE and thus differentiable. For this part of proofs we need to handle Brownian
motion and SDEs, and the related processes have less than 1/2-derivatives, so we
fix a ∈ (0, 1/2) and consider Ma(s, t;Y ) with a < 1/2.
Lemma 6.18.
|∇g(X(t))| ≤ |∇g(X(s))|+ L(t− s)|X˙(s)|+ LMa(s, t;X)(t− s)1+a/(1 + a),
|∇g(X(t))Vη(t)−∇g(X(s))Vη(s)| ≤ L|Vη(s)|(t− s)|X˙(s)|+ |∇g(X(t))|(t− s)|V˙η(s)|
+ [L|Vη(s)|Ma(s, t;X) + |∇g(X(t))|Ma(s, t;Vη)](t− s)1+a/(1 + a).
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Proof. We prove the lemma by the following direct calculation,
|∇g(X(t))Vη(t)−∇g(X(s))Vη(s)| ≤ |∇g(X(t))||Vη(t)− Vη(s)|
+ |∇g(X(t))−∇g(X(s))||Vη(s)|
≤ |∇g(X(t))||Vη(t)− Vη(s)|+ L|Vη(s)||X(t)−X(s)|
≤ L|Vη(s)||
∫ t
s
[X˙(v)− X˙(s)]dv + (t− s)X˙(s)|
+ |∇g(X(t))||
∫ t
s
[V˙η(v)− V˙η(s)]dv + (t− s)V˙η(s)|
≤ L|Vη(s)|(t− s)|X˙(s)|+ |∇g(X(t))|(t− s)|V˙η(s)|
+ L|Vη(s)||
∫ t
s
(v − s)a X˙(v)− X˙(s)
(v − s)a dv|+ |∇g(X(t))||
∫ t
s
(v − s)a V˙η(v)− V˙η(s)
(v − s)a dv|
≤ L|Vη(s)|(t− s)|X˙(s)|+ |∇g(X(t))|(t− s)|V˙η(s)|
+ [L|Vη(s)|Ma(s, t;X) + |∇g(X(t))|Ma(s, t;Vη)(t− s)1+a/(1 + a),
|∇g(X(t))| ≤ |∇g(X(s))|+ L|X(t)−X(s)|
≤ |∇g(X(s))|+ L(t− s)|X˙(s)|+ LMa(s, t;X)](t− s)1+a/(1 + a).
Lemma 6.19. There exists η0 > 0 such that for η ∈ (0, η0], 1− |∇g(X(0))|η2/[(1 +
a)(2 + a)] − LMa(0, η;X)η3+a/[(1 + a)2(3 + 2a)] is bounded below from zero. Then
we have for η ∈ (0, η0],
Ma(0, η;Vη) ≤ 1
1− |∇g(X(0))|η2/[(1 + a)(2 + a)]− LMa(0, η;X)η3+a/[(1 + a)2(3 + 2a)][
|∇g(X(0))Vη(0)|η1−a + L|Vη(0)|Ma(0, η;X)η
2
(1 + a)(2 + a)
+ max
t∈(0,η]
∣∣∣∣ 1ta e−3t/η
∫ t
0
e3u/ησ(X(u))dB(u)
∣∣∣∣] .
Proof. Since ∇g(X(0)) and Ma(0, η;X) for each η are deterministic and finite, and
Ma(0, η;X) is continuous and increasing in η, we easily show that |∇g(X(0))|η2/[(1+
a)(2 + a)] + LMa(0, η;X)η
3+a/[(1 + a)2(3 + 2a)] approaches zero as η → 0, which
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leads to the existence of η0. Lemma 6.18 indicates
|∇g(X(u))Vη(u)−∇g(X(0))Vη(0)|
≤ [L|Vη(0)|Ma(0, u;X) + |∇g(X(u))|Ma(0, u;Vη)]u1+a/(1 + a),
|∇g(X(u))| ≤ |∇g(X(0))|+ LMa(0, u;X)u1+a/(1 + a).
For t ∈ (0, η], Vη satisfies
V¨η(t) +
3
η
V˙η(t) + [∇g(X(t))]Vη(t) + σ(X(t))B˙(t) = 0,
which is equivalent to[
V˙η(t)e
3t/η
]′
= −e3t/η[∇g(X(t))]Vη(t)− e3t/ησ(X(t))B˙(t),
V˙η(t)e
3t/η = −
∫ t
0
e3u/η[∇g(X(u))]Vη(u)]du−
∫ t
0
e3u/ησ(X(u))B˙(u)du
= −∇g(X(0))Vη(0)
∫ t
0
e3u/ηdu−
∫ t
0
e3u/η[∇g(X(u))Vη(u)−∇g(X(0))Vη(0)]du
−
∫ t
0
e3u/ησ(X(u))dB(u).
Thus for t ∈ (0, η] we have∣∣∣∣∣ V˙η(t)ta
∣∣∣∣∣ ≤ 1ta e−3t/η|[∇g(X(0))]Vη(0)|
∫ t
0
e3u/ηdu+
1
ta
e−3t/η
∣∣∣∣∫ t
0
e3u/ησ(X(u))dB(u)
∣∣∣∣
+
1
(1 + a)ta
e−3t/η
∫ t
0
[L|Vη(0)|Ma(0, u;X) + |∇g(X(u))|Ma(0, u;Vη)]u1+ae3u/ηdu,
≤ t1−a|∇g(X(0))Vη(0)|+ [L|Vη(0)|Ma(0, t;X) + |∇g(X(0))|Ma(0, t, Vη)]η
2
(1 + a)(2 + a)
+
LMa(0, t;X)Ma(0, t, Vη)η
3+a
(1 + a)2(3 + 2a)
+
1
ta
e−3t/η
∣∣∣∣∫ t
0
e3u/ησ(X(u))dB(u)
∣∣∣∣ .
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Taking the maximum over t ∈ (0, η] on both sides of above inequality, and using
the definition of Ma(0, t; ·) (which is increasing in t), we can easily prove the lemma
through the simple algebra manipulation (which is also employed in the proof of
Lemma 6.3).
Lemma 6.20. There exists η0 > 0 such that for η ∈ (0, η0] and η < t < η + η0,
1 − (t−η)2
(1+a)(2+a)
|∇g(X(η))| − LMa(η,t;X)(t−η)3+a
(1+a)2(3+2a)
is bounded below from zero. Then we
have for η ∈ (0, η0] and η < t < η + η0,
Ma(η, t;Vη)
[
1− (t− η)
2
(1 + a)(2 + a)
|∇g(X(η))| − LMa(η, t;X)(t− η)
3+a
(1 + a)2(3 + 2a)
]
≤ C1Ma(0, η;Vη) + C2|∇g(X(η))Vη(η)|
+
(t− η)2−a
2
[L(|Vη(η)|+ 1)|X˙(η)|+ |∇g(X(η)|] + (t− η)
3
(1 + a)(3 + a)
L|V˙η(η)|Ma(η, t;X)
+
(t− η)2
(1 + a)(2 + a)
L|Vη(η)|Ma(η, t;X) + max
t0∈(η,t]
∣∣∣∣ 1t30(t0 − η)a
∫ t0
η
u3σ(X(u))B˙(u)du
∣∣∣∣ .
Proof. Since ∇g(X(η)) and Ma(η, t;X) are deterministic and continuous in η, their
maximum over η in a neighborhood of 0 is finite. As t−η → 0, (t−η)2
(1+a)(2+a)
|∇g(X(η))|+
LMa(η,t;X)(t−η)3+a
(1+a)2(3+2a)
approaches zero, and thus the existence of η0 is obvious. For t > η,
Vη satisfies
V¨η(t) +
3
t
V˙η(t) + [∇g(X(t))]Vη(t) + σ(X(t))B˙(t) = 0,
which is equivalent to[
t3V˙η(t)
]′
= −t3[∇g(X(t))]Vη(t)− t3σ(X(t))B˙(t),
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and
t3V˙η(t) = η
3V˙η(η)−
∫ t
η
u3[∇g(X(u))]Vη(u)du−
∫ t
η
u3σ(X(u))B˙(u)du
= η3V˙η(η)−
∫ t
η
u3[∇g(X(u))Vη(u)−∇g(X(η))Vη(η)]du−
∫ t
η
u3[∇g(X(η))]Vη(η)du
−
∫ t
η
u3σ(X(u))B˙(u)du.
Thus,
|V˙η(t)− V˙η(η)|
(t− η)a ≤
(t3 − η3)ηa
t3(t− η)a
|V˙η(η)|
ηa
+
t4 − η4
4t3(t− η)a |∇g(X(η))Vη(η)|
+
1
t3(t− η)a
∫ t
η
[L|Vη(η)|(u− η)|X˙(η)|+ |∇g(X(u)|(u− η)|V˙η(η)|]u3du
+
1
(1 + a)t3(t− η)a
∫ t
η
[L|Vη(η)|Ma(η, u;X) + |∇g(X(u))|Ma(η, u;Vη)]u3(u− η)1+adu
+
1
t3(t− η)a
∣∣∣∣∫ t
η
u3σ(X(u))B˙(u)du
∣∣∣∣
≤ (t
3 − η3)ηa
t3(t− η)a Ma(0, η;Vη) +
t4 − η4
4t3(t− η)a |∇g(X(η))Vη(η)|
+
(t− η)2−a
2
[L(|Vη(η)|+ 1)|X˙(η)|+ |∇g(X(η)|] + (t− η)
3
(1 + a)(3 + a)
L|V˙η(η)|Ma(η, t;X)
+
(t− η)2
(1 + a)(2 + a)
[L|Vη(η)|Ma(η, t;X) + |∇g(X(η))|Ma(η, t;Vη)]
+
LMa(η, t;X)Ma(η, t, Vη)(t− η)3+a
(1 + a)2(3 + 2a)
+
1
t3(t− η)a
∣∣∣∣∫ t
η
u3σ(X(u))B˙(u)du
∣∣∣∣ .
As in the proof of Lemma 6.19, replacing t by u in above inequality, taking the
maximum over u ∈ (η, t] on both sides, and using the definition of Ma(η, t; ·) (which
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is increasing in t), we conclude that
Ma(η, t;Vη) ≤ C1Ma(0, η;Vη) + C2|∇g(X(η))Vη(η)|
+
(t− η)2−a
2
[L(|Vη(η)|+ 1)|X˙(η)|+ |∇g(X(η)|] + (t− η)
3
(1 + a)(3 + a)
L|V˙η(η)|Ma(η, t;X)
+
(t− η)2
(1 + a)(2 + a)
[L|Vη(η)|Ma(η, t;X) + |∇g(X(η))|Ma(η, t;Vη)]
+
LMa(η, t;X)Ma(η, t;Vη)(t− η)3+a
(1 + a)2(3 + 2a)
+ max
t0∈(η,t]
∣∣∣∣ 1t30(t0 − η)a
∫ t0
η
u3σ(X(u))B˙(u)du
∣∣∣∣ ,
which leads to the lemma.
Lemma 6.21. There exists η0 > 0 such that for η ∈ (0, η0] and η < s < t < η+ s ≤
T , 1− (t−s)2
(1+a)(2+a)
|∇g(X(s))| − LMa(s,t;X)(t−s)3+a
(1+a)2(3+2a)
is bounded below from zero. Then we
have for η ∈ (0, η0] and η < s < t < η + s,
Ma(s, t;Vη)
[
1− (t− s)
2
(1 + a)(2 + a)
|∇g(X(s))| − LMa(s, t;X)(t− s)
3+a
(1 + a)2(3 + 2a)
]
≤ C1Ma(0, s;Vη) + C2|∇g(X(s))Vη(s)|
+
(t− s)2−a
2
[L(|Vη(s)|+ 1)|X˙(s)|+ |∇g(X(s)|] + (t− s)
3
(1 + a)(3 + a)
L|V˙η(s)|Ma(s, t;X)
+
(t− s)2
(1 + a)(2 + a)
L|Vη(s)|Ma(s, t;X) + max
t0∈(s,t]
∣∣∣∣ 1t30(t0 − s)a
∫ t0
s
u3σ(X(u))B˙(u)du
∣∣∣∣ .
Proof. Note that for s, t > η, Vη satisfies[
t3V˙η(t)
]′
= −t3[∇g(X(t))]Vη(t)− t3σ(X(t))B˙(t),
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and
t3V˙η(t) = s
3V˙η(s)−
∫ t
s
u3[∇g(X(u))]Vη(u)du−
∫ t
s
u3σ(X(u))B˙(u)du
= s3V˙η(s)−
∫ t
s
u3[∇g(X(u))Vη(u)−∇g(X(s))Vη(s)]du−
∫ t
s
u3[∇g(X(s))]Vη(s)du
−
∫ t
s
u3σ(X(u))B˙(u)du.
Then we work on |V˙η(t)−V˙η(s)|
(t−s)a . The rest of the proof argument is the same as in the
proof of Lemma 6.20 with η replaced by s.
Lemma 6.22. We have
P
(
max
v∈(s,t]
∣∣∣∣ 1v3(v − s)a
∫ v
s
u3σ(X(u))dB(u)
∣∣∣∣ <∞ for all 0 < s < t) = 1.
Proof. We need to show that Gaussian process
∫ v
s
u3σ(X(u))dB(u) has the a-th
derivative. Indeed, we have
1
v3(v − s)a
∫ v
s
u3σ(X(u))d[B(u)−B(s)] = σ(X(v)) [B(v)−B(s)]
(v − s)a
− 1
v3(v − s)a
∫ v
s
d[u3σ(X(u))]
du
[B(u)−B(s)]du
=
[B(v)−B(s)]
(v − s)a σ(X(v))−
1
v3
∫ v
s
d[u3σ(X(u))]
du
(u− s)a
(v − s)a
B(u)−B(s)
(u− s)a du,
which is a.s. finite, due to the facts that 0 < (u−s)a/(v−s)a ≤ 1, X(·) and σ(·) are
continuously differentiable and Lipschitz, and Brownian motion has a well-known
property that for all u > s > 0, sups<u
|B(u)−B(s)|
(u−s)a is a.s. finite.
Lemma 6.23. For any given T > 0, Vη(t) is stochastically equicontinuous and
stochastically bounded on [0, T ] uniformly over η.
Proof. Take η∗ to be the smallest η0 defined in Lemmas 6.19 -6.21. Divide the
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interval [0, T ] into N = [T/η∗ + 1] number of subintervals with length almost equal
to η∗ (except for the last one), and denote by Ii = [si−1, si], i = 1, · · · , N (with
s0 = 0, sN = T , I1 = [0, T/N ], 1/N < η∗/T , IN = [sN−1, T ]). First for t ∈ I1, we
have
|V˙η(t)| ≤ |I1|aMa(I1;Vη), |Vη(t)| ≤ |Vη(0)|+
∫
I1
|V˙η(u)|du,
and the upper bounds on V˙η(t) and Vη(t) over I1 are a.s. finite uniformly over η,
which implies that Vη(t) is stochastically equicontinuous and stochastically bounded
over I1.
For t ∈ Ii, i = 2, · · · , N , we have
|V˙η(t)− V˙η(si−1)| ≤ |Ii|aMa(Ii;Vη),
and
|Vη(t)| ≤ |Vη(si−1)|+ |Ii||V˙η(si−1)|+
∫
Ii
|V˙η(u)− V˙η(si−1)|du.
Note that N is free of η. We will use above two inequalities to prove by induction
that the upper bounds of Vη(t) and V˙η(t) on [0, T ] are a.s. finite uniformly over η.
Assume that the upper bounds of Vη(t) and V˙η(t) on ∪i−1j=1Ij are a.s. finite uniformly
over η. Above two inequalities immediately show that their upper bounds on Ii are
also a.s. finite uniformly over η. This implies that the uniform finite bounds of Vη(t)
and V˙η(t) on ∪Nj=1Ij = [0, T ], and thus Vη(t) is stochastically equicontinuous and
stochastically bounded on [0, T ].
Lemma 6.24. For fixed (δ,m), the second order SDEs (37) and (38) have unique
solutions in the distributional sense.
Proof. Due to the similarity we provide proof arguments for (38) only. Take a
decreasing sequence of η as follows: ηk, k = 1, 2, · · · , are decreasing, and as k →∞,
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ηk → 0. Lemma 6.23 implies that {Vηk(t), k = 1, 2, . . . , } is tight and thus there
exists a subsequence that has a weak limit process V†(t). We will show that V†(t)
satisfies (38). Without loss of generality, we may assume Vηk(t) weakly converges
to V†(t), and using SKorohod’s representation theorem we may further assume that
Vηk(t) converges to V†(t) a.s. Vηk(t) obey the initial condition Vηk(0) = V˙ηk(0) = 0,
thus V†(0) = 0, and
|V†(t)− V†(0)|
t
= lim
k→∞
|Vηk(t)− Vηk(0)|
t
= lim
k→∞
|V˙ηk(ξk)| ≤ lim sup
k→∞
[taMa(0, t, Vηk)].
Since Ma(0, t, Vηk) is a.s. finite uniformly over ηk, taking t→ 0 we obtain V˙†(0) = 0.
For t > ηk, the second order SDE (67) is equivalent to the following smoothed
stochastic differential equation system
V˙ηk(t) =
2
t
Yηk(t)−
2
t
Vηk(t)
Y˙ηk(t) = −
t
2
[∇g(X(t))]Vηk(t)−
t
2
σ(X(t))B˙(t).
Its inherited initial conditions are Vηk(0) = Yηk(0) = c and V˙ηk(0) = 0. The right
hand side of the second equation in above system implies that as k → ∞, Yηk(t)
converges to Y (t) defined by
Y˙ (t) = − t
2
[∇g(X(t))]V†(t)− t
2
σ(X(t))B˙(t), Y (0) = c,
which in turn shows that V˙ηk(t) converges to V˙∗(t) given by
V˙∗(t) =
2
t
Y (t)− 2
t
V†(t).
Since Vηk(t) converges to V†(t), V˙∗(t) = V˙†(t). Thus V†(t) satisfies
V˙†(t) =
2
t
Y (t)− 2
t
V†(t),
95
which impies V†(t) obeys
V¨†(t) +
3
t
V˙†(t) + [∇g(X(t))]V†(t) + σ(X(t))B˙(t) = 0.
Suppose that the equation has two solutions (V (t),B(t)) and (V∗(t),B∗(t)). Then
we may realize both solutions on some common probability space such that B(t) =
B∗(t). Then U(t) = V (t)− V∗(t) obey
U¨(t) +
3
t
U˙(t) + [∇g(X(t))]U(t) = 0, U(0) = U˙(0) = 0,
which has a unique solution zero, as it is a second order ODE similar to ODEs (6)
and (15). Thus V (t) = V∗(t), that is, the two solutions have an identical distribution,
which proves the unique solution.
6.6.2 Weak convergence of V mδ (t)
Lemma 6.25. For X(t), Xmδ (t) and V
m
δ (t) we have the following inequalities,
M1(s, t;X) ≤ 1
1− L(t− s)2/6
[(
3
s
+
L(t− s)
2
)
|X˙(s)|+ |∇g(X(s))|
]
, if t− s <
√
3
L
,
Ma(s, t;X
m
δ ) ≤
1
1− L(t− s)2/[(a+ 1)(a+ 2)]
[
(t− s)1−a
(
3
s
+
L(t− s)
2
)
|X˙mδ (s)|
+(t− s)1−a|∇g(Xmδ (s))|+ max
v∈(s,t]
δ1/4m−1/2
4v3(v − s)a
∣∣∣∣∫ v
s
u3σ(X(u))dB(u)
∣∣∣∣] ,
Ma(s, t;V
m
δ ) ≤
1
1− L(t− s)2/[(a+ 1)(a+ 2)][
(t− s)1−a
{
2L|V mδ (s)|+ [3/s+ L(t− s)]|V˙ mδ (s)|
}
+ max
v∈(s,t]
1
v3(v − s)a
∣∣∣∣∫ v
s
u3σ(X(u))B˙(u)du
∣∣∣∣] ,
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when s > 0 and t− s <√(a+ 1)(a+ 2)/(2L). In particular, for s = 0 we have
M1(0, t;X) ≤ |∇g(x0)|
1− Lt2/6 ,
Ma(0, t;X
m
δ ) ≤
t1−a|∇g(x0)|+ maxv∈(s,t] δ1/4(mT )−1/24v3+a
∣∣∫ v
0
u3σ(X(u))dB(u)
∣∣
1− Lt2/[(a+ 1)(a+ 2)] ,
Ma(0, t;V
m
δ ) ≤
1
1− Lt2/[(a+ 1)(a+ 2)] maxv∈(0,t]
[
1
v3+a
∣∣∣∣∫ v
0
u3σ(X(u))B˙(u)du
∣∣∣∣] .
Proof. Because of similarity, we provide proof arguments only for M1(s, t;V
m
δ .
Let H(t;V mδ ) = δ
−1/4m1/2[∇g(Xmδ (t)) − ∇g(X(t))], and J(s, t;H, V mδ ) =∫ t
s
u3[H(u;V mδ )−H(s;V mδ )]du. Then
|H(t;V mδ )| ≤ Lδ−1/4m1/2|Xmδ (t)−X(t)| = L|V mδ (t)|,
|H(t;V mδ )−H(s;V mδ )| = δ−1/4m1/2|∇[g(Xmδ (t))− g(Xmδ (s))− g(X(t)) + g(X(s))]|
≤ Lδ−1/4m1/2|Xmδ (t)−X(t)|+ Lδ−1/4m1/2|Xmδ (s)−X(s)| = L|V n(t)|+ L|V mδ (s)|,
V mδ (t) =
∫ t
s
V˙ mδ (u)du+ V
m
δ (s) =
∫ t
s
[V˙ mδ (u)− V˙ n(s)]du+ V mδ (s) + (t− s)V˙ n(s),
|H(t;V mδ )−H(s;V mδ )| ≤ L
∫ t
s
|V˙ mδ (u)− V˙ mδ (s)|du+ L[2|V mδ (s)|+ |(t− s)V˙ mδ (s)|],∫ t
s
|V˙ mδ (u)− V˙ mδ (s)|du ≤
∫ t
s
(u− s)a |V˙
m
δ (u)− V˙ mδ (s)|
(u− s)a du ≤
∫ t
s
(u− s)aMa(s, t;V mδ )du
=
Ma(s, t;V
m
δ )(t− s)a+1
a+ 1
,
L
a+ 1
∫ t
s
Ma(s, u;V
m
δ )u
3(u− s)a+1du ≤ LMa(s, t;V
m
δ )t
3(t− s)a+2
(a+ 1)(a+ 2)
,
|J(s, t;H, V mδ )| ≤
Lt3(t− s)a+2
(a+ 1)(a+ 2)
Ma(s, t;V
m
δ ) + L[2|V mδ (s)|+ (t− s)|V˙ mδ (s)|]t3(t− s).
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The SDE (37) is equivalent to
t3V˙ mδ (t)
dt
= −t3H(t;V mδ )− t3σ(X(t))B˙(t), which implies
t3V˙ mδ (t)− s3V˙ mδ (s) = −
∫ t
s
u3H(u;V mδ )du−
∫ t
s
u3σ(X(u))B˙(u)du
= −t
4 − s4
4
H(s;V mδ )− J(s, t;H,V mδ )−
∫ t
s
u3σ(X(u))B˙(u)du,
V˙ mδ (t)− V˙ mδ (s)
t− s = −
t3 − s3
t3(t− s) V˙
m
δ (s)−
t4 − s4
4t3(t− s)H(s;V
m
δ )−
J(s, t;H,V mδ )
t3(t− s)
− 1
t3(t− s)
∫ t
s
u3σ(X(u))B˙(u)du,
and using the upper bounds of H(s;V mδ ) and J(s, t;H, V
m
δ ) and algebraic manipu-
lations we get
|V˙ mδ (t)− V˙ mδ (s)|
t− s ≤
t3 − s3
t3(t− s) |V˙
m
δ (s)|+
t4 − s4
4t3(t− s) |H(s;V
m
δ )|+
|J(s, t;H,V mδ )|
t3(t− s)
+
1
t3(t− s)
∣∣∣∣∫ t
s
u3σ(X(u))B˙(u)du
∣∣∣∣
≤ t
2 + st+ s2
t3
|V˙ mδ (s)|+
(t2 + s2)(t+ s)
2t3
L|V mδ (s)|+Ma(s, t;V mδ )
L(t− s)a+1
(a+ 1)(a+ 2)
+ L[2|V mδ (s)|+ (t− s)|V˙ mδ (s)|] +
1
t3(t− s)
∣∣∣∣∫ t
s
u3σ(X(u))B˙(u)du
∣∣∣∣ .
As above inequality holds for any s < t, an application of the definition of
Ma(s, t;V
m
δ ) leads to
Ma(s, t;V
m
δ ) ≤ (t− s)1−a
{
3
s
|V˙ mδ (s)|+ L[4|V mδ (s)|+ (t− s)|V˙ mδ (s)|]
}
+Ma(t, s;V
m
δ )
L(t− s)2
(a+ 1)(a+ 2)
+ max
v∈(s,t]
1
v3(v − s)a
∣∣∣∣∫ v
s
u3σ(X(u))B˙(u)du
∣∣∣∣ ,
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and solving for Ma(s, t : V
m
δ ) to obtain
Ma(s, t;V
m
δ ) ≤
1
1− L(t− s)2/[(a+ 1)(a+ 2)][
(t− s)1−a
{
4L|V mδ (s)|+ [3/s+ L(t− s)]|V˙ mδ (s)|
}
+ max
v∈(s,t]
1
v3(v − s)a
∣∣∣∣∫ v
s
u3σ(X(u))B˙(u)du
∣∣∣∣] ,
when s > 0 and t − s < √(a+ 1)(a+ 2)/(2L). If s = 0, we replace the coefficient
3/s by 1/t in above inequality, and V mδ (0) = V˙
m
δ (0) = 0, X
m
δ (0) = X(0) = x0. Then
Ma(0, t;V
m
δ ) ≤
1
1− Lt2/[(a+ 1)(a+ 2)] maxv∈(0,t]
[
1
v3+a
∣∣∣∣∫ v
0
u3σ(X(u))B˙(u)du
∣∣∣∣] ,
which proves the lemma.
Lemma 6.26. For any given T > 0, we have
max
t∈[0,T ]
|V mδ (t)| = OP (1), max
t∈[0,T ]
|Xmδ (t)−X(t)| = OP (δ1/4m−1/2),
max
t∈[0,T ]
|V˙ mδ (t)| = OP (1), max
t∈[0,T ]
|X˙mδ (t)− X˙(t)| = OP (δ1/4m−1/2).
Proof. As V mδ (t) = δ
−1/4m1/2[Xmδ (t) − X(t)], we need to establish the results for
V mδ (t) only. Divide interval [0, T ] into N =
[
T
√
2L/{(a+ 1)(a+ 2)}
]
+1 number of
subintervals with length
√
(a+ 1)(a+ 2)/(2L) (except for the last one) and denote
by Ii = [si−1, si], i = 1, · · · , N (with s0 = 0, sN = T , I1 = [0,
√
3/L], IN =
[sN−1, T ]). First for t ∈ I1, from Lemma 6.25 we have
|V˙ mδ (t)| ≤ |I1|aMa(I1;V mδ ) ≤ C max
v∈(0,s1]
[
1
v3+a
∣∣∣∣∫ v
0
u3σ(X(u))B˙(u)du
∣∣∣∣] ,
|V mδ (t)| ≤ |V mδ (0)|+
∫
I1
|V˙ mδ (u)|du ≤ C max
v∈(0,s1]
[
1
v3+a
∣∣∣∣∫ v
0
u3σ(X(u))B˙(u)du
∣∣∣∣] .
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The the upper bounds of V mδ (t) and V˙
m
δ (t) on I1 are a.s. finite uniformly over (δ,m).
For t ∈ Ii, i = 2, · · · , N , from Lemma 6.25 we have
|V˙ mδ (t)− V˙ mδ (si−1)| ≤ |Ii|aMa(Ii, V mδ ) ≤ C
[
4L|V mδ (si−1)|+ (3/s1 + Ls1)|V˙ mδ (si−1)|
]
+ C max
v∈(si−1,si]
1
v3(v − si−1)a
∣∣∣∣∫ v
si−1
u3σ(X(u))B˙(u)du
∣∣∣∣ ,
|V mδ (t)| ≤ |V mδ (si−1)|+ |Ii||V˙ mδ (si−1)|+
∫
Ii
|V˙ mδ (u)− V˙ mδ (si−1)|du
≤ |V mδ (si−1)|+
√
3/L|V˙ mδ (si−1)|+ C
[
4L|V mδ (si−1)|+ (3/s1 + Ls1)|V˙ mδ (si−1)|
]
+ C max
v∈(si−1,si]
1
v3(v − si−1)a
∣∣∣∣∫ v
si−1
u3σ(X(u))B˙(u)du
∣∣∣∣ .
We will use above two inequalities to prove by induction that the upper bounds of
V mδ (t) and V˙
m
δ (t) on [0, T ] are a.s. finite uniformly over (m, δ). Assume that the
upper bounds of V mδ (t) and V˙
m
δ (t) on ∪i−1j=1Ij are a.s. finite uniformly over (m, δ).
Note that maxv∈(si−1,si]
1
v3(v−si−1)a
∣∣∣∫ vsi−1 u3σ(X(u))B˙(u)du∣∣∣ is a.s. finite, and N is
free of (m, δ). Above two inequalities immediately show that the upper bounds of
V mδ (t) and V˙
m
δ (t) on Ii are also a.s. finite uniformly over (m, δ). This implies that
the uniform finite bounds of V mδ (t) and V˙
m
δ (t) on ∪Nj=1Ij = [0, T ].
Lemma 6.27. For any given T > 0, as δ → 0 and m→∞, V mδ (t) is stochastically
equicontinuous on [0, T ].
Proof. Lemma 6.26 proves that maxt∈[0,T ] |V mδ (t)| = OP (1) and maxt∈[0,T ] |V˙ mδ (t)| =
OP (1), which implies that V
m
δ (t) is stochastically equicontinuous on [0, T ].
Proof of Theorem 4.5. Lemma 6.24 shows the unique solutions of SDEs. As
in Section 6.1.2, we can easily establish finite distribution convergence for V mδ (t).
Lemma 6.27 together with the finite distribution convergence immediately lead to
that as δ → 0 and m→∞, V mδ (t) weakly converges to V (t).
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6.7 Proof of Theorem 4.6
Part (i) can be proved by using the same argument for showing Theorem 3.3. First
we will show parts (ii) and (iii) in one dimension. From solution (27) of SDE (26)
we find that V (t) follows a normal distribution with mean zero and variance
Γ(t) =
∫ t
0
exp
[
−2
∫ t
u
IHg(X(v))dv
]
σ2(X(u))du.
It is easy to check that Γ(t) satisfies ODE
Γ˙(t) + 2[IHg(X(t))]Γ(t)− σ2(X(t)) = 0,
and show that the limit Γ(∞) of Γ(t) as t→∞ is equal to
Γ(∞) = σ2(X(∞))[2IHg(X(∞))]−1.
Thus as t → ∞, V (t) converges in distribution to V (∞) = [Γ(∞)]1/2Z, where Z is
a standard normal random variable.
Denote by P (θ; t) the probability distribution of Xmδ (t) at time t. Then from the
Fokker-Planck equation we have
∂P (θ; t)
∂t
= ∇
[
−∇g(θ)P (θ; t)− δ
2m
σ2(X(t))∇P (θ; t)
]
,
and its stationary distribution P (θ) satisfies
0 = ∇
[
−∇g(θ)P (θ)− δ
2m
σ2(X(∞))∇P (θ)
]
,
which has solution
P (θ) ∝ exp
{
− 2m
δσ2(θˇ)
g(θ)
}
.
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The corresponding stationary distribution P0(v) for V
m
δ (∞) = (m/δ)1/2(Xmδ (∞)−θˇ)
takes the form
P0(v) ∝ exp
{
− m
δσ2(θˇ)
g
(
θˇ +
√
δ/mv
)}
∼ exp
{
− 2m
δσ2(θˇ)
[
g(θˇ) +
δIHg(θˇ)
2m
v2
]}
∝ exp
{
−IHg(θˇ)
σ2(θˇ)
v2
}
,
where we use the fact that ∇g(θˇ) = 0, and the asymptotics are based on taking δ →
0, m→∞. Therefore, P0 converges to N
(
0, σ
2(θˇ)
2IH(θˇ)
)
, and we conclude that V mδ (∞)
has a limiting normal distribution with mean zero and variance σ2(θˇ)[2IHg(θˇ)]−1 =
Γ(∞).
Similarly we can show parts (ii) and (iii) in the multivariate case by following matrix
arguments in Gardiner (2009, chapters 4 & 6) and Da Prato and Zabczyk (1996,
chapter 9) as follows. Using the explicit solution (27) of SDE (26) we find that V (t)
follows a normal distribution with mean zero and variance matrix
Γ(t) =
∫ t
0
exp
[
−
∫ t
u
IHg(X(v))dv
]
σ(X(u))[σ(X(u))]′ exp
[
−
∫ t
u
IHg(X(v))dv
]
du
=
∫ t
0
exp
[
−
∫ t
u
IHg(X(v))dv
]
σ(X(∞))[σ(X(∞))]′ exp
[
−
∫ t
u
IHg(X(v))dv
]
du+ ζt,
(68)
where
ζt =
∫ t
0
exp
[
−
∫ t
u
IHg(X(v))dv
]
{σ(X(u))[σ(X(u))]′ − σ(X(∞))[σ(X(∞))]′}
exp
[
−
∫ t
u
IHg(X(v))dv
]
du.
Similar to the proof for Part 3 of Theorem 3.3, we can show that as t→∞, |ζt| → 0.
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Indeed, for any  > 0, there exists t0 > 0 such that for any u > t0,
|σ(X(u))[σ(X(u))]′ − σ(X(∞))[σ(X(∞))]′| < , ∣∣IHg(X(u))[IHg(X(∞))]−1∣∣ < 1 + ,∣∣∣∣∫ t0
0
exp
[
−
∫ t
u
IHg(X(v))dv
]
{σ(X(u))[σ(X(u))]′ − σ(X(∞))[σ(X(∞))]′}
exp
[
−
∫ t
u
IHg(X(v))dv
]
du
∣∣∣∣
≤
∣∣∣∣exp [−2∫ t
t0
IHg(X(v))dv
]∣∣∣∣ ∫ t0
0
|σ(X(u))[σ(X(u))]′ − σ(X(∞))[σ(X(∞))]′| du
≤ C
∣∣∣∣exp [−2∫ t
t0
IHg(X(v))dv
]∣∣∣∣→ 0,
∣∣∣∣∫ t
t0
exp
[
−
∫ t
u
IHg(X(v))dv
]
{σ(X(u))[σ(X(u))]′ − σ(X(∞))[σ(X(∞))]′}
exp
[
−
∫ t
u
IHg(X(v))dv
]
du
∣∣∣∣
≤ 
1 + 
∫ t
t0
∣∣∣∣exp [−2 ∫ t
u
IHg(X(v))dv
]
IHg(X(u))
∣∣∣∣ du|IHg(X(∞))|−1
≤ 
2(1 + )
∣∣∣∣1− exp [−2∫ t
t0
IHg(X(v))dv
]∣∣∣∣ |IHg(X(∞))|−1
≤ 
2(1 + )
|IHg(X(∞))|−1 → 0, as we let → 0,
and these results implies that the integral in ζt can be divided into two parts over
[0, t0] and [t0, t], both of which go to zero as t→∞.
Now we will verify the detailed balance condition using (68) and t → 0. Direct
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algebraic manipulations show
IHg(X(t))Γ(t) + Γ(t)IHg(X(t))
=
∫ t
0
IHg(X(t)) exp
[
−
∫ t
u
IHg(X(v))dv
]
σ(X(u))[σ(X(u))]′ exp
[
−
∫ t
u
IHg(X(v))dv
]
du
+
∫ t
0
exp
[
−
∫ t
u
IHg(X(v))dv
]
σ(X(u))[σ(X(u))]′ exp
[
−
∫ t
u
IHg(X(v))dv
]
IHg(X(t))du
=
∫ t
0
IHg(X(t)) exp
[
−
∫ t
u
IHg(X(v))dv
]
σ(X(∞))[σ(X(∞))]′ exp
[
−
∫ t
u
IHg(X(v))dv
]
du
+
∫ t
0
exp
[
−
∫ t
u
IHg(X(v))dv
]
σ(X(∞))[σ(X(∞))]′ exp
[
−
∫ t
u
IHg(X(v))dv
]
IHg(X(t))du
+ IHg(X(t))ζt + ζtIHg(X(t))
=
∫ t
0
d
du
{
exp
[
−
∫ t
u
IHg(X(v))dv
]
σ(X(∞))[σ(X(∞))]′ exp
[
−
∫ t
u
IHg(X(v))dv
]}
du
+ IHg(X(t))ζt + ζtIHg(X(t))
= σ(X(∞))[σ(X(∞))]′
− exp
[
−
∫ t
0
IHg(X(v))dv
]
σ(X(∞))[σ(X(∞))]′ exp
[
−
∫ t
0
IHg(X(v))dv
]
+ IHg(X(t))ζt + ζtIHg(X(t)),
where by the assumption we have that as t → ∞, ∫ t
0
IHg(X(v))dv → ∞, which
together with t → 0 indicate that the last three terms on the right hand
size of above expression go to zero. Hence we have shown that as t → ∞,
IHg(X(t))Γ(t) + Γ(t)IHg(X(t)) → σ(X(∞))[σ(X(∞))]′, that is, their limits obey
the following detailed balance condition,
IHg(X(∞))Γ(∞) + Γ(∞)IHg(X(∞)) = σ(X(∞))[σ(X(∞))]′. (69)
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With the limit Γ(∞) of Γ(t) as t → ∞, we conclude that V (t) converges in distri-
bution to V (∞) = [Γ(∞)]1/2Z, where Z is a standard normal random vector.
Denote by P (θ; t) the probability distribution of Xmδ (t) at time t. Then from the
Fokker-Planck equation we have
∂P (θ; t)
∂t
= ∇
[
−∇g(θ)P (θ; t)− δ
2m
σ(X(t))[σ(X(t))]′∇P (θ; t)
]
,
and under the detailed balance condition (69) its stationary distribution P (θ) satis-
fies
0 = ∇
[
−∇g(θ)P (θ)− δ
2m
σ(X(∞))[σ(X(∞))]′∇P (θ)
]
,
which corresponds to a normal stationary distribution N(0,Γ(∞)) for V mδ (∞) =
(m/δ)1/2(Xmδ (∞) − θˇ). Thus, we conclude that V mδ (∞) has a limiting normal dis-
tribution with mean zero and variance Γ(∞).
6.8 Proof of Theorem 4.7
As ∇g(θˇ) = 0, by Taylor expansion we have
g(Xmδ (t)) = g(X(t)) + δm
−1/2∇g(X(t))V mδ (t) +
δ2
2m
[V mδ (t)]
′IHg(X(t))V mδ (t) + oP (δ
2/m),
g(X(t)) ∼ g(θˇ) +∇g(θˇ)[X(t)− θˇ] + 1
2
[X(t)− θˇ]′IHg(θˇ)[X(t)− θˇ]
= g(θˇ) +
1
2
[X(t)− θˇ]′IHg(θˇ)[X(t)− θˇ],
∇g(X(t)) ∼ IHg(θˇ)[X(t)− θˇ], IHg(X(t)) ∼ IHg(θˇ),
g(Xmδ (t)) ∼ g(θˇ) +
1
2
[Xmδ (t)− θˇ]′IHg(θˇ)[Xmδ (t)− θˇ],
Xmδ (t)− θˇ = X(t)− θˇ + δm−1/2V mδ (t).
Similar to the stationary distribution part of the proof for Theorem 4.6, we can
derive the stationary distribution when IHg(θˇ) is positive definite. For the saddle
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point case, for simplicity we assume that IHg(θˇ) is diagonal with eigenvalues λi.
Then V (t) has covariance function (Gardiner (2009))
[Cov(V (t), V (s))]ii =
σii(X(t))
2λi
[
e−λi|t+s| − e−λi|t−s|] ,
which, for negative λi, diverge as t, s → ∞. Thus, V (t) does not have any limiting
stationary distribution.
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