Abstract-In this paper we consider the problem of detecting whether a frequency band is being used by a known primary user. We derive fundamental bounds on detection performance in low SNR in the presence of noise uncertainty -the noise is assumed to be white, but we know its distribution only to within a particular set. For clarity of analysis, we focus on primary transmissions that are BPSK-modulated random data without any pilot tones or training sequences. The results should all generalize to more general primary transmissions as long as no deterministic component is present.
non-interference with primary users1 without being restricted to very low transmit powers, the cognitive radio system needs to be able to detect the presence of very weak primary signals. [7] In this paper, our interest is in what happens in the low SNR regime when we consider the Gaussian noise assumption as holding only approximately. [14] analyzes the affect of noise power uncertainty in radiometric detection of spread-spectrum signals and identifies a fundamental limit on the SNR of the signals we can detect. We extend their results beyond the energy detector to detectors that examine other moments. More importantly, we show that the fundamental limits on moment detectors become hard limits on any possible detector if the radio has a finite dynamic range on its input. Since all physical radios have such a limit, we feel that the bounds here represent important constraints on practical systems.
II. BACKGROUND REVIEW
We consider the problem of detection of a weak BPSK signal (X) in additive white Gaussian noise (AWGN) (W). Our 
Since we are interested in the low SNR regime, the number of samples required is large. Thus, we can use the central limit theorem (see [1] ) to approximate the log-likelihood test statistic as a Gaussian. Fig. 1 shows the performance curve of the optimal detector. Note that the optimal detector performs as badly as the energy detector. However, many communication schemes have training sequences which can act as weak pilot signals if their structure is perfectly known. By designing a suboptimal detector that just searches for these pilots, we can substantially reduce the number of samples required to detect when the SNR is low (see Fig. 1 ). Furthermore, these observations hold for general zero-mean signal constellations also, as long as the signal power P is weak [12] .
'This is a version of the hidden terminal problem in which the primary system might have a receiver vulnerable to secondary interference while simultaneously the primary transmissions are shadowed enroute to the secondary user. Fig. 1 . The figure compares the sample complexity curves for an undecodable BPSK signal without a pilot and the sample complexity curves of an undecodable BPSK signal with a known pilot signal. The dashed green curve shows the performance of the energy detector, the pink curve corresponds to the performance of the optimal detector. Both these curves are for the case without a pilot signal. These curves show that the energy detector performance is same as that of the optimal detector. The red curve gives the performance of the optimal detector in the presence of a known weak pilot signal. The above discussion leads us to the conclusion that the actual noise process is only approximately Gaussian. However, most receivers work under the Gaussian assumption of noise and try to measure the noise variance cr2 (Assume that 'n' stands for nominal and 'a' stands for actual in all the subscripts hereafter).
B. Noise uncertainty model
We know that the receiver tries to estimate the noise variance by taking a large number of samples. But, there will always be some residual uncertainty in estimating the noise variance. We model this residual uncertainty by assuming that the receiver can narrow down the noise process only to within a class of distributions denoted by W1, where x parameterizes the amount of residual uncertainty. We call this set the uncertainty class of noise for a given receiver. To begin with we need to make the following basic assumptions on this set Wx: * The noise processes in this set must all be 'white', i.e., samples are i. 14] Clearly, if o2 = o2 + P the radiometer can be made to believe that the signal is present even when the signal is actually absent. On the flip side, if a2 + p -U2 the radiometer thinks that the signal is absent even when it is actually present. Thus, this example clearly illustrates that if the SNR is sufficiently low, there is enough uncertainty in the noise to render the radiometer useless.
For notational clarity, we use lower case snr to denote the signal to noise ratio and reserve SNR to denote the signal to noise ratio in decibels. Define snrrwall to be the maximal snr such that for every snr < snrwall detection is impossible for the particular detector. Now, we try to see if the same threshold behavior as in the case of the radiometer is observed for more sophisticated detectors that look at higher moments of the received signal. 
From (5) it is obvious that 1 + k -snr < a. This simplifies to give snr < kj, which is the desired upper bound in (2). To get a lower bound, we substitute this upper bound into (5)
In the second inequality above we have used the fact that
we get the lower bound in (2). 
Equation (8) looks very similar to (5) . In fact it is exactly identical to it except the 'a' in the last term on the right hand side of (8) . As a > 1, the snr solution to (8) is strictly smaller than the solution to (5) . Therefore, the final snr'wall must be the solution to equation (5) . However, the difference between the solutions to equations (5) and (8) D. Discussion of results Theorem 1 shows that when the signal to be detected is random, non-detectability is always a problem at low enough SNR's regardless of how many samples we take or which moment we look at. A perfectly known signal, on the other hand, can be detected even under such noise uncertainty since we get coherent processing gain using the matched filter. The signal is isolated, while the noise is averaged. The moments of the averaged noise decrease to zero as the number of samples increases regardless of where it lies in the uncertainty set.
To better illustrate what is different about the random primary signal case, we will consider the 2k-th moment detector's test statistic: T(Y) = k >Z'¾ y2k pictorially in Fig. 3a . The horizontal line represents the possible locations of the test statistic T(Y), and the 2k-th moments under both hypotheses are marked as two points on this line. The dotted vertical line represents the threshold -y which divides the whole space into two decision regions corresponding to the two hypotheses. Now, let us see how the picture changes when we consider uncertainty in noise. According to our model for uncertainty, noise can have a set of possible 2k-th moments under both hypotheses, which are denoted by intervals in Fig. 3b . For low signal powers, these two intervals must overlap, as shown by the shaded region. Note that whatever threshold ay (vertical line in the figure) we choose, the detector cannot guarantee that both PFA and PIID are low enough for all the noise processes in the set W. Due to the shaded region, at least one of PFA and PAID can be made to go to 1. Therefore, the moment detectors are useless for detecting signals below the SNR wall. here are very large, in fact larger than the number of samples required for the radiometer without noise uncertainty. Also, our target probability of missed detection and false alarm are moderate, i.e., not changing with N. Therefore the Central Limit theorem is a good approximation here (Note that the error in the central limit theorem decays as 1/x/N. [1] ). NEYk -A(0,1) . This reduces VNHvar(Yi) the problem into a standard binary hypothesis testing problem with different mean under both hypotheses. There ore, N is given by:
Hence, we assume that T(Y)-
where V(.) stands for the variance operator. Recall that the detector must hit the target error probabilities uniforrnly over the whole uncertainty set W, Therefore, the sample complexity is dominated by the case when the difference in means (denominator term in (9)) in the above equation is minimized.
Thus, the sample complexity required to meet our performance targets uniformly over the uncertain noise tends to infinity as the SNR tends to SNRwajl. Also note that these performance curves shift to the left by 10 log k, which verifies that the upper bound obtained in Thm. 1 is very tight. One might argue that the results in section III-C arise due to the specific model we used for noise uncertainty, and that they are not fundamental. In this section, we try to show that our model is a minimalist model and any other reasonable noise uncertainty model will lead to an uncertainty class which includes our uncertainty class. Thus in practice, the problem will only get worse.
For example, consider the simple case in which the receiver assumes that the noise is Gaussian, but its estimate of the noise variance is off by some factor, i.e., the receiver estimates the noise variance to be a2, whereas the actual noise variance is C2 ((,, 7£ aa Case I: fwa(w) = fWn+x(w), for w E (-M, M) (10) We need the noise to have the same density as fwn+x in (-M, M). It is clear that if we don't restrict this equality to within this finite dynamic range, then the ratio of the moments EW42k -* o°a s k -* oo and hence the constructed distribution wilf fall outside the uncertainty class. Hence, we equate the densities exactly within the finite dynamic range and try to reduce the moments by adjusting the density outside the finite dynamic range. Also, since the signal is very weak, it is safe to assume that IXI (13) where the first term in the inequality follows from the definition of kmin and the second term follows from (12) . Now, for k < kmin, we use the fact that,
EW2k
EW2k w < E(X +Wn)k EW2k (14) Note, that the above inequality is true for all k, but it gives meaningful results only for k < kmin. Case II: fwn(w) =fwa+x(w), wE (-M,M) (16) In this case the receiver is fooled to believe that the signal is absent even when the signal is actually present. In this case, we construct a noise random variable Wa C Wx satisfying the condition (16) . Begin by choosing Wa such that fw. = fWa+X within (-M, M). In this case the mass in 468 +EW,,,"llw.l>ml (11) (a) (b) Fig. 5 . The density functions of the constructed noise random variable in both cases to prove Thm. 2 is shown in this figure. The figure on the left corresponds to Case I discussed in section IV. Note that there are two delta functions in the density of Wa at ±M. The figure on the right corresponds to case H in section IV. In this figure note that there is a small hole in the density function of Wa at ±M. In both these figures, the red curve corresponds to the density function of Wa and the black curve corresponds to [5] , [6] ) to exploit the colored nature of the signal. However, in such cases, it will also be natural to consider our noise as being only approximately white. After all, it reflects the sum of many different physical sources of undesired signals, not all of which are white! For low enough 3This just means that we are not going to sample it faster than the Nyquist rate.
SN-R, we suspect the structure brought by the signal will be indistinguishable from the uncertain low level structure of the noise. These sorts of fundamental bounds make us further appreciate the usefulness and robustness of the coherent signal processing possible whenever the primary signal has known training data or pilot tones. Coherent processing enables us to take long averages that bring the SNR up to a reasonable value for detection.
