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ABSTRACT
Context. The Galactic Centre is of fundamental astrophysical interest, but existing near-infrared surveys fall short to cover it ade-
quately, either in terms of angular resolution, multi-wavelength coverage, or both of them. Here we introduce the GALACTICNU-
CLEUS survey, a JHKs imaging survey of the centre of the Milky Way with a 0.2” angular resolution.
Aims. The purpose of this paper is to present the observations of Field 1 of our survey, centred approximately on SgrA* with an
approximate size of 7.95′ × 3.43′. We describe the observational set-up and data reduction pipeline and discuss the quality of the data.
Finally, we present some preliminary analysis of the data.
Methods. The data were acquired with the near-infrared camera HAWK-I at the ESO VLT. Short readout times in combination
with the speckle holography algorithm allowed us to produce final images with a stable, Gaussian PSF of 0.2” FWHM. Astrometric
calibration is achieved via the VVV survey and photometric calibration is based on the SIRIUS/IRSF survey. The quality of the data
is assessed by comparison between observations of the same field with different detectors of HAWK-I and at different times.
Results. We reach 5σ detection limits of approximately J = 22, H = 21, and Ks = 20. The photometric uncertainties are less than
0.05 at J . 20, H . 17 and Ks . 16. We can distinguish five stellar populations in the colour-magnitude diagrams; three of them
appear to belong to foreground spiral arms, and the other two correspond to a high- and a low-extinction star groups at the Galactic
Centre. We use our data to analyse the near-infrared extinction curve and conclude that it can be described very well by a power-law
with an index of αJHKs = 2.31±0.03. We do not find any evidence that this index depends on the position along the line-of-sight, or on
the absolute value of the extinction. We produce extinction maps that show the clumpiness of the ISM at the Galactic Centre. Finally,
we estimate that the majority of the stars have solar or super-solar metallicity by comparing our extinction corrected colour-magnitude
diagrams with isochrones with different metallicities and a synthetic stellar model with a constant star formation.
Key words. Galaxy: nucleus – dust, extinction – Galaxy: center – stars: horizontal-branch
1. Introduction
The centre of the MilkyWay is the only galaxy nucleus in which
we can actually resolve the nuclear star cluster (NSC) observa-
tionally and examine its properties and dynamics down to milli-
parsec scales. The Galactic Centre (GC) is therefore of fun-
damental interest for astrophysics and a crucial laboratory for
studying stellar nuclei and their role in the context of galaxy
evolution (e.g., Genzel et al. 2010; Schödel et al. 2014). It is a
prime target for the major ground-based and space-borne obser-
vatories and will be so for future facilities, such as ALMA, SKA,
the JWST, the TMT, or the E-ELT.
Surprisingly, in spite of its importance, only on the order 1%
of the projected area of the GC has been explored with sufficient
angular and wavelength resolution to allow an in-depth study of
its stellar population. The strong stellar crowding and the ex-
tremely high interstellar extinction toward the GC (AV & 30,
AKs & 2.5 , e.g., Scoville et al. 2003; Nishiyama et al. 2008;
Fritz et al. 2011; Schödel et al. 2010) require an angular reso-
lution of at least 0.2” and observations in at least three bands.
Moreover, the well-explored regions, the central parsec around
the massive black hole SagittariusA* (SgrA*) and the Arches
and the Quintuplet clusters, are extraordinary and we do not
know whether they can be considered as representative for the
entire GC. Accurate data are key to understanding the evolu-
tion of the GC and to infer which physical processes shape our
Galaxy. The aim of obtaining a far more global view of the
GC’s stellar population, structure and history, and the methods
to achieve this lie at the heart of the new survey GALACTIC-
NUCLEUS that will provide photometric data in JHKs at an an-
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gular resolution of 0.2” for an area of a few 1000 square parsecs.
In this this paper we present the observations and analysis of the
first, and central, field of GALACTICNUCLEUS. We present
our methodology, discuss the precision and accuracy reached,
and show two first applications for the data, that is the determi-
nation of the near-infrared (NIR) extinction curve toward the GC
and the identification of hot, massive stars. To reach the desired
angular resolution, we used the speckle holography technique
Schödel et al. (2013).
Studying the extinction curve in the NIR is one of our goals.
It is generally thought that it can be approximated by a power-
law (e.g., Nishiyama et al. 2008; Fritz et al. 2011) of the form
Aλ ∝ λ−α , (1)
where Aλ is the extinction at a given wavelength (λ) and α
is the power-law index. While early work found values of
α ≈ 1.7 (e.g., Rieke & Lebofsky 1985; Draine 1989), re-
cently a larger number of studies has appeared, with particu-
lar focus on the GC, where interstellar extinction reaches very
high values (AKs & 2.5), that suggested steeper values of
α > 2.0 (e.g., Nishiyama et al. 2006a; Stead & Hoare 2009;
Gosling et al. 2009; Schödel et al. 2010; Fritz et al. 2011). For a
more complete discussion of the NIR extinction curve and corre-
sponding references, we refer the interested reader to the recent
work by Fritz et al. (2011). One of the limits of previous work
toward the GC was that it was limited either to small fields (e.g.,
Schödel et al. 2010; Fritz et al. 2011) or, because of crowding
and saturation issues, to bright stars or to fields at large offsets
from SgrA* (e.g., Nishiyama et al. 2006a; Gosling et al. 2009).
The high angular resolution of the data presented in this work
allows us to study the extinction curve with accurate photometry
in the J, H, and Ks-bands with large numbers of stars and, in
particular, with stars with well-defined intrinsic properties (red
clump stars (e.g., Girardi 2016)). An accurate determination of
the NIR extinction curve is indispensable for any effort to clas-
sify stars at the GC through multi-band photometry.
This work constitutes the first paper of a series that will de-
scribe and, make public, and exploit the GALACTICNUCLEUS
survey. In the following sections, we describe our methodology
and data reduction pipeline that we have developed. We test the
photometry and check its accuracy comparing different observa-
tions. Finally, we study the extinction law towards the first field
of the survey and show how we can use the known extinction
curve in combination with JHKs photometry for a rough classi-
fication of the observed stars.
2. Observations and Methodology
2.1. Observations
The imaging data were obtained with the NIR camera HAWK-
I (Kissler-Patig et al. 2008) located at the ESO VLT unit tele-
scope 4, using the broadband filters J, H, and Ks. HAWK-I has a
field of view (FOV) of 7′.5 × 7′.5 with a cross-shaped gap of 15′′
between its 4 Hawaii-2RG detectors. The pixel scale is 0.106”
per pixel. In order to be able to apply the speckle holography
algorithm described in Schödel et al. (2013) to reach an angular
resolution of 0.2” FWHM, we used the fast-photometry mode to
take a lot of series of short exposures. The necessary short read-
out times required windowing of the detector. Here we present
data of the central field of our survey from 2013 and 2015 (D13
and D15, hereafter). The first epoch corresponds to a pilot study.
D15 data form part of the GALACTICNUCLEUS survey that
Table 1. Details of the imaging observations used in this work.
Date HAWK-I Seeinga Nb NDITc DITd
Band (arcsec) (s)
07 June 2013 J 0.46 16 32 0.85
07 June 2013 H 0.42 16 32 0.85
07 June 2013 Ks 0.41 16 32 0.85
08 June 2015 J 0.37 49 20 1.26
06 June 2015 H 0.52 49 20 1.26
06 June 2015 Ks 0.57 49 20 1.26
Notes. aIn-band seeing estimated from the PSF FWHM mea-
sured in long exposure images. bNumber of pointings. cNumber
of exposures per pointing. dIntegration time for each exposure.
The total integration time of each observation is given by
N×NDIT×DIT.
we are carrying out within the framework of an ESO Large Pro-
gramme 1. Table 1 summarises the relevant information of the
data.
– D13 data:
The DIT (Detector Integration Time) was set to 0.851 s,
which restricted us to the use of the upper quarter of the
lower two detectors and the lower quarters of the upper
detectors. The FOV of each of the four detectors was thus
2048×512 pixels. We designed a four offset pointing pattern
to cover the gap between the detectors. For each pointing we
took four series of 480 exposures each. The observed region
was centred on Sgr A* (17h 45m 40.05s, -29◦ 00′ 27.9′′)
with a size of 8.2′ × 2.8′.
– D15 data:
In the 2015 observations, we used a random offset pattern
with a jitter box width of 30′′ to cover the detector gaps. We
chose a longer DIT of 1.26 s, which allowed us to use larger
detector windows (3/8 of each detector) and thus increase
the efficiency of our observations. The FOV of each detector
was thus 2048 × 768 pixels. We took 20 exposures each at
49 random offsets. The observed region was also centred on
SgrA* (17h 45m 40.05s, -29◦ 00′ 27.9′′) with an approximate
size of 7.95′ × 3.43′.
HAWK-I was rotated to align the rectangular FOV with the
Galactic Plane (assuming an angle of 31.40◦ east of north in
J2000.0 coordinates, Reid & Brunthaler 2004). Each science ob-
servation was preceded or followed by randomly dithered obser-
vations with the same filter of a field centred on a dark cloud in
the GC, located approximately at 17h 48m 01.55s, -28◦ 59′ 20′′,
where the stellar density is very low. These observations were
used to determine the sky background. The FOV was rotated by
70◦ east of north to align it with the extension of the dark cloud.
2.2. Data reduction
As HAWK-I has four independent detectors, all data reduction
steps were applied independently to each of them. We followed
a standard procedure (bad-pixel correction, flat fielding, and sky
1 Based on observations made with ESO Telescopes at the La Silla
Paranal Observatory under programme ID 195.B-0283.
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subtraction), taking special care of the sky subtraction. Due to
the extremely high stellar density in the GC, it was impossible to
estimate the sky background from dithered observations of the
target themselves. The dark cloud that we observed provided us
with good estimates of the sky, but at intervals of about once
per hour, which is far longer than the typical variability of the
NIR sky (on the order of a few minutes). To optimise sky sub-
traction, we therefore scaled the sky image from the dark cloud
to the level of the sky background of each exposure. The latter
was estimated from the median value of the 10% of pixels with
the lowest value in each exposure. A dark exposure was sub-
tracted from both the sky image and from each reduced science
frame before determining this scaling factor. A comparison of
noise maps obtained with this strategy, or not, showed that this
approach reduced the noise by a factor of about 10.
2.3. Image alignment
For the images of D15, it was necessary to correct the dithering,
which we did in a two-step procedure (it was not necessary for
D13 images because the four offset pattern that we designed let
us reduce every pointing independently). Firstly, we used the im-
age headers to obtain the telescope offsets with respect to the ini-
tial pointing and shifted the images accordingly. Subsequently,
we fine-aligned the frames by using a cross-correlation proce-
dure on the long-exposures (merged image of all the corrected
dithered frames) for each pointing.
2.4. Distortion solution
Geometric distortion is significant in HAWK-I.When comparing
the long-exposure image with the VVV corresponding images,
the position of a given star can deviate by as much as 1′′ or about
10 HAWK-I pixels between them. To correct that effect we used
the VVV survey (Minniti et al. 2010; Saito et al. 2012) as astro-
metric reference. We cross-identified stars in both VVV and a
long exposure image for a given HAWK-I pointing (using as cri-
terion a maximum distance of 0.1′′). We iteratively matched the
stellar positions by first using a polynomial of degree one and,
subsequently, of degree two. Due to serious saturation problem
in the VVV images at the H and Ks-bands, as well as the lower
stellar density in the VVV J images, we used the J-band im-
age of tile b333 to perform the distortion solution in all three
bands. We found that the common stars were homogeneously
distributed over the detectors, so that no region had an excessive
influence over the derived distortion solution.
To check the quality of the distortion solution, we compared
the relative positions of the stars found in the corrected HAWK-I
long exposure image with their positions in the VVV reference
image. As can be seen in Fig. 1 the correction is quite satisfactory
(σ < 0.05′′). Besides, we checked whether the application of the
distortion solution had any systematic effect on the photometry.
Fig. 2 shows a comparison between photometric measurements
of stars on chip #3 with and without distortion correction. As
can be seen, applying the distortion solution has no significant
effect on the photometry. The distortion solution was computed
for each band and chip independently and then applied to each
individual frame with a cubic interpolation method.
2.5. Speckle holography
We used the speckle holography algorithm as described by
Schödel et al. (2013) to overcome the image blurring imposed
Fig. 1. Goodness of the distortion solution (detector #2 H-band D15
data). Differences in arcseconds between the relative positions of stars
in the corrected HAWK-I frames and in the VVV reference image. Left
panel X-axis and right panel Y-axis. The blue lines are Gaussian fits
to the histograms. For both histograms, the center of the fit lies at 0.0
arcseconds, with σ = 0.04 arcseconds.
Fig. 2. Difference in H-band photometry before and after applying the
distortion solution. Hcorr is the photometry computed on an image with
the distortion solution applied; H0, the initial photometry before correc-
tion. This plot corresponds to detector #3 of D15 data. The units are
magnitudes, with the zero point being the one specified in the HAWK-I
user manual.
by seeing and to achieve an angular resolution of 0.2′′, which is
limited only by the sampling in the detector plane. As the Point
Spread Function (PSF) does not only vary with time but is also
a function of position, mainly due to anisoplanatic effects, we
divided the aligned frames into regions of 1 arcmin × 1 arcmin
(from now on referred to as sub-regions). Fig. 3 shows the grid
of the sub-regions drawn on a long exposure image. Overlap be-
tween the sub-regions corresponds to one half of their width.
Speckle holography was applied to every single sub-region in-
dependently.
The PSF for each sub-region and exposure was extracted in
an automatic way. First, we generated long exposures and cor-
responding noise maps from all the frames corresponding to a
given pointing and filter. Then, we used the StarFinder software
package (Diolaiti et al. 2000) for PSF fitting astrometry and pho-
tometry. From the list of detected stars we selected reference
stars for PSF extraction in each exposure according to the fol-
lowing criteria:
– Reference stars had to be fainter than J = 12; H = 12, Ks =
11 to avoid saturated stars.
– Reference stars had to be brighter than J = 18; H = 14,
Ks = 13.
– For a given exposure, the full PSF of a reference star needed
to be visible, i.e. stars close to the image edges were ex-
cluded.
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Fig. 3. Long exposure image (H-band chip1, D15 data) divided to ob-
tain the sub-regions used in the holographic procedure. Region 2) cor-
responds to an overlapping region between 1) and 3) showing the over-
lapping strategy described in the text. The green lines show the division
of the rest of the detector.
– Reference stars should be isolated. Any neighbouring star
within a distance corresponding to two times the FWHM of
the seeing PSF had to be at least 2.5 magnitudes fainter. No
star brighter than the reference one was allowed within a dis-
tance corresponding approximately to the full radial extent
of the PSF.
After having determined the PSF for each frame, we applied
the speckle holography algorithm. Once the process was finished
for each sub-region, we created the final image by combining the
holographically reduced sub-regions. To do that, we performed
PSF fitting astrometry and photometry (with StarFinder) for each
sub-region in each band and used the positions of the detected
stars to align all three bands with each other, taking as refer-
ence the H-band image. This step was important to correct small
relative shifts between the sub-regions that may arise from the
holography algorithm. We also produced an exposure map, that
informs about the number of frames contributing to each pixel
in the final image (see Fig. 4), and a noise map computed us-
ing for each pixel the error of the mean (the standard deviation
of the mean divided by
√
N − 1, where N is the number of the
measurements) of the frames that contribute to it. We produced
a deep image from all the data and three so-called sub-images
from three disjunct sub-sets of the data, with each one contain-
ing 1/3 of the frames, as well as the corresponding noise maps.
The sub-images were used to determine photometric and astro-
metric uncertainties of the detected stars as described in the next
section.
2.6. Rebinning
Since we aim to obtain final images with 0.2′′ angular resolution,
the sampling (0.106′′ per pixel) is barely sufficient. The qual-
ity of the reconstructed images can be improved by rebinning
each input frame by a factor > 1 (using cubic interpolation). The
PSF fitting algorithm then can fit and disentangle the stars in this
crowded field with higher accuracy. To test the optimum value
of this factor and its usefulness, we simulated several hundreds
of images and then applied exactly the same procedure that we
Fig. 4. Example of an exposure map for a final holographic product
(detector #1 H-band, D15 data). The scale depicts the number of valid
frames for each pixel.
Table 2. Results of simulations with different rebinning factors.
Rebinning Detectionsa Spuriousb Successc
factor (%)
1 1571 3 76.4
2 2041 11 81.6
3 1918 10 77.4
Notes. aDetections that have a counterpart in the data used to
simulate the images once we have removed detections with un-
certainties above 10 %. bStars without a counterpart after re-
moval of detections with photometric uncertainties > 0.1mag.
cRate of valid identifications with Ks ≤ 15.
followed when we reduced and analysed our science images. To
do so, we selected the most difficult region that we studied in
our data, namely, a square of 27′′ centred on SgrA*, where the
source density is highest in the entire Galactic centre. We used
a list of stars extracted from diffraction-limited Ks-band obser-
vations of the GC with NACO/VLT (S27, camera, date 9 Sept
2012), consisting of 9840 stars with magnitudes of 9 . Ks . 19.
This allowed us to test also the reliability of our procedure under
the worst crowding conditions possible.
To generate the images, we used cubes of real PSFs from
HAWK-I and we added readout and photon noise for stars and
sky. Speckle holography was applied in those images using re-
binning factors of 1, 2, and 3. Then, we applied the procedure
described in section 3 to obtain the photometry and the uncer-
tainties of the stars. The obtained results are shown in table 2.6.
As we can see, without rebinning the number of real detected
sources was the lowest value obtained, whereas rebinning in-
creased the number of detected sources significantly. To com-
pare with the input data we discarded the outliers, removing all
the stars with a photometric uncertainty > 0.1mag. A rebinning
factor of 2 turned out to be a reasonable choice. Higher rebin-
ning factors do not improve the final product significantly and
may lead to additional uncertainties from interpolation. Also,
computing time increases quadratically with the image size. The
completeness until magnitude 15 for a rebinning factor of 2 is
above 81%We note that the completeness of our actual data will
be almost 100% at Ks ≈ 15 in less crowded regions outside the
central parsec.
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Fig. 5. Photometric precision for simulated data with different rebinning
factors. The upper and lower panels show results for rebinning factors
of 1 and 2 respectively. Blue error bars depict the standard deviation of
the points in bins of 1 magnitude. The first rows of numbers are the stan-
dard deviation in those bins. The second and third rows are the number
of points used to computed the standard deviation and the number of
rejected outliers.
With respect to the photometric accuracy obtained, we com-
pared the stellar fluxes measured in our simulations with their
known input fluxes. Then, we defined a mean flux, ftot and its
associated uncertainty, d ftot:
ftot =
fHAWK−I + finput
2
,
d ftot =
fHAWK−I − finput
2
, (2)
where fHAWK−I corresponds to the flux measured in the simu-
lated image and finput refers to the one in the input list. Once we
computed those fluxes, we expressed them in magnitudes, ob-
taining Fig. 5. As can be seen, the photometry is slightly more
accurate in the rebinned image, in particular at faint magnitudes.
3. Photometry and astrometry
Stellar fluxes in the final images were measured by means of
PSF fitting photometry with StarFinder. We used the noise map
produced previously for the deep image, which facilitates the de-
tection of stars and suppresses the detection of spurious sources.
Since the formal uncertainties given by the StarFinder package
tend to under-estimate the real uncertainties significantly (Emil-
iano Diolaiti, private communication), we determined the error
computing the photometry on the three independent sub-images.
We developed an automatic routine for PSF extraction that
chooses the reference stars taking into account isolation, satura-
tion, brightness limits (depending on the band), and weight of the
stars (the number of frames contributing to the final image at a
star’s position). We also excluded stars near the image edges. We
used the following StarFinder parameters: A minimum correla-
tion value of min_corr = 0.8, no diffuse background estimation,
i.e. ES T IM_BG = 0, and a detection threshold of 5σ with two
iterations.
3.1. Photometric uncertainties
We took into account two different effects for the uncertainty:
statistical uncertainties and the PSF variation across the detec-
tors.
3.1.1. Statistical uncertainties
A star was accepted only if it was detected in all three sub-
images and in the deep image, using as a criterion a maximum
distance of 1 pixel between its relative positions (corresponding
to about 0.05” because of the rebinning factor used, or about one
quarter of the angular resolution). This is a conservative strategy
as the deep image has a higher signal to noise ratio than the sub-
images. In this way we can be certain that hardly any spurious
detections will be contained in the final lists. We used the flux
of a star as measured on the deep image and estimated the cor-
responding uncertainty, ∆ f , from the measurements on the three
sub-images according to the formula
∆ f =
fmax − fmin
2
√
N
, (3)
where fmax and fmin correspond to the maximum and minimum
flux obtained for each star in the measurements on the sub-
images and N is equal to 3, the number of measurements.
We compared the formal errors provided by StarFinder on
the deep image with the ones obtained with the procedure de-
scribed above. We confirm that StarFinder generally under-
estimates the uncertainties systematically. However, for some
stars (mainly faint ones), the uncertainty given by StarFinder
can be larger than the one obtained by the previous procedure.
In those cases, we took the larger value, to be conservative.
3.1.2. PSF uncertainties
The PSF can potentially vary across the field. To quantify this
effect, we divided the deep image horizontally into three equal
regions as it is shown in Fig. 6. Subsequently, we obtained a PSF
for each region as described above. From a comparison between
the PSFs (essentially fitting the PSF from one sub-region with
the one from another one), we estimated the corresponding pho-
tometric uncertainty and added it quadratically to the statistical
uncertainties. The effect of PSF variability is only of the order of
.2% and depends on the observing conditions.
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Fig. 6. Image division of chip #1 H-band (D15) to obtain three PSFs
to quantify the PSF variation across the image. Each of the numbers
indicates the region considered to extract the three PSFs.
This small effect of PSF variability highlights the excellent
performance of the speckle holography algorithm. It also justi-
fies our choice of relatively large sub-regions (1′ × 1′ for the
speckle holographic reconstruction). The regions are consider-
ably larger than the size of the isoplanatic angle in the near-
infrared, which is, depending on the filter used, of the order of
10” − 20”. A possible explanation why we can use such large
regions is that we do not reconstruct images at the diffraction
limit of the telescope, but, rather, at a less stringent 0.2” FWHM.
We suspect that we are therefore working in a "seeing-enhancer"
regime, similar to ground-layer adaptive optics (GLAO) systems.
GLAO corrects image degradation by turbulence in a layer close
to the ground and leads therefore to moderate corrections, but
over large fields (see, e.g., the description of HAWK-I’s future
GLAO system GRAAL in Paufique et al. 2010; Arsenault et al.
2014, and references therein). A plot of the final, combined sta-
tistical and PSF uncertainties for chip #1 is shown in Fig. 7.
3.2. Astrometric calibration
We calibrated the astrometry by using VVV catalogue stars as
reference that we cross-identified with the stars detected in the
images. The astrometric solution was computed with the IDL
routine S OLVE_AS TRO (see IDL Astronomy User’s Library,
Landsman 1993).
To estimate the uncertainty of the astrometric solution, we
compared all stars common to our image and to the VVV survey.
Fig 8 shows the histograms of the differences in Right Ascension
and Declination. For all bands and chips the standard deviation
of this distribution is . 0.05 arcseconds.
3.3. Zero point calibration
Since the VVV catalogue uses aperture photometry, which will
lead to large uncertainties in the extremely crowdedGC field, the
zero point calibration was carried out relying on the catalogue
from the SIRIUS/IRTF GC survey (e.g., Nagayama et al. 2003;
Nishiyama et al. 2006a), which uses PSF fitting photometry. In
that catalogue, the zero point was computed with an uncertainty
of 0.03mag in each band (Nishiyama et al. 2006b, 2008). To se-
lect the reference stars, we took into account several criteria:
– Only stars with an uncertainty < 5% in both the SIRIUS
catalogue and our final list were accepted.
Fig. 7. Combined statistical and PSF photometric uncertainties vs. mag-
nitude for J (top), H (middle) and Ks (bottom) for chip #1 (D15 data).
Fig. 8. Position accuracy. Differences in arcseconds between the posi-
tions of stars in the final HAWK-I chip #4 (D15 H-band) and in the
VVV reference image. Left panel X-axis and right panel Y-axis. The
mean and standard deviation are 0.01 ± 0.05” in X and 0.00 ± 0.04” in
Y.
– To avoid saturation or faint stars, we imposed brightness lim-
its for all three magnitudes.
– The reference stars should be as isolated as possible. For that
reason, we excluded all the stars having a neighbour within
a radius of 0.5′′ in our final list.
– We did not use stars near the edges of the FOV or in regions
with a low number of exposures (see, e.g., Fig. 4).
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Fig. 9. Zero point calibration for each chip and band in D15 data. Black
points represent stars common to the SIRIUS catalogue and our final
list. Red points mark the stars used to compute the zero points. The
mean zero points are indicated by the blue lines. The systematic devia-
tions for the brightest stars are due to saturation.
– Finally, we applied a 2-sigma clipping algorithm to remove
outliers.
Figure 9 shows the zero points computed for common stars
between the SIRIUS catalogue and our data in each band and
chip. In all cases the reference stars were well distributed across
each detector. There were also sufficient reference stars for a ro-
bust calibration: ∼ 50 in J-band, ∼ 300 in H-band and ∼ 175 in
Ks-band on each chip in case of the 2015 data (about 30% less
because of the smaller FOV in case of the 2013 data).
We also checked for spatial variability of the zero point
across the chips assuming a variable ZP and computing it with a
slanting plane (i.e. a one degree polynomial). However, we did
not find any significant difference with the assumption of a con-
stant ZP within the uncertainties. This agrees with the findings
of Massari et al. (2016), who also concluded that constant zero
points could be used to calibrate their HAWK-I imaging data.
3.3.1. Pistoning correction
Once the photometry obtained for every chip and band was cal-
ibrated, we corrected the possible residual zero point offset that
could have remained between different chips (and pointings in
the case of 2013 data), known as "pistoning". To do that we used
the technique described in Dong et al. (2011), which consists in
minimising a global χ2 that takes into account all the common
stars for all chips simultaneously. For that, we only used stars
with less than 0.05 mag of uncertainty. As expected, the varia-
tion in zero point between the chips was quite low (less than 0.1
Fig. 10. Zero points calculated in all three bands after merging the list
for every chip and pointing (D15). Black points represent all the com-
mon stars between SIRIUS catalogue and our data. Red points depict
the stars used to compute the zero point and the blue line is its average.
Systematic deviations for the brightest stars are due to saturation.
magnitude even in the worst cases for all three bands and in both
epochs).
Calibrating the photometry for every chip independently
with the SIRIUS catalogue before applying the pistoning cor-
rection, let us compare the overlapping region of the different
calibrated chips and estimate the relative offset as described in
sec. 4.
3.3.2. Combined star lists
To produce the final catalogue we merged all the photometric
and astrometric measurements. For the overlap regions between
the chips, the value for stars detected more than once was taken
as the mean of the individual measurements. In those cases, the
uncertainty was computed as the result of quadratically adding
the individual uncertainties of each measurement detection.
The pistoning corrections can result in minor zero point
shifts of the combined star lists. To avoid them, we re-calibrated
the zero point of the final, merged catalogue. This procedurewas
completely analogous to the one described above. Fig. 10 shows
the final calibration. The deviations at magnitudes Ks . 11 are
due to saturation.
3.3.3. Zero point uncertainty
The final ZP uncertainty was estimated by comparing the com-
mon stars of the D13 and D15 combined lists (Fig. 11). As they
were calibrated independently, the photometric offset that ap-
Article number, page 7 of 23
A&A proofs: manuscript no. GALACTICNUCLEUS
Fig. 11. Photometric comparison of the common stars between the final
lists of D13 and D15 data obtained using eq. 2. The green line depicts
the mean of the difference between the points (we applied a 2-sigma
clipping algorithm to compute it). Blue lines and the number below
them depict the standard deviation of the points in bins of one mag-
nitude width.
pears between them is a measurement of the error associated
with the calibration procedure.
To compare the photometry , we used eq. 2, where the fluxes
are calculated from the magnitudes in both epochs. This gives
us an upper limit for the uncertainties that is shown in Fig. 11.
We obtained a rounded upper limit of 0.02mag for the ZP offset
between the epochs. This value takes into account possible vari-
ations of the ZP across the detector, as every star was located in
a different position of the detector (or even different detectors) in
both epochs. It also takes into account one of the main sources
of uncertainty, namely that roughly 10% of the stars in the GC
are variable (Dong et al. 2017).
Therefore, the absolute uncertainty of our catalogue results
from quadratically adding this uncertainty to the one of the SIR-
IUS catalogue. We thus obtain an absolute ZP uncertainty of
0.036mag for each band.
4. Quality Assessment
To check the accuracy of the photometry, we performed several
tests:
(1) Comparison between the overlapping regions of all 4
chips in D15 data, using eq. 2. We excluded the borders and com-
pared the inner regions of the overlap, where at least 100 frames
Fig. 12. Photometric accuracy in the overlap regions between chips #1
and #4 (D15 data). Blue lines and the number below them depict the
standard deviation of the points in bins of one magnitude width.
contribute to each pixel (see, e.g., the weight map in Fig. 4).
Fig. 12 shows the results for the overlap between chips #1 and
#4. As can be seen, the photometric accuracy is satisfactory. The
uncertainties are at most a few 0.01mag. These independent esti-
mates of the photometric uncertainties agree well with the com-
bined statistical and systematic uncertainties of our final list.
(2) Comparison of the photometry from two different epochs,
D13 and D15. In this case, we compared the common stars from
each epoch. The overlap region is much larger than the one that
we had in the previous test, so we found far more common stars,
letting us improve on the quality of the analysis and extend it
to the central regions of the chips. We computed uncertainty up-
per limits using eq. 2 and plotted the standard deviations in bins
of one magnitude in Fig. 11. The result demonstrates that the
estimates of the photometric uncertainties of our final lists are
accurate.
(3) We took HAWK-I observations of several reference stars
from the 2MASS calibration Tile 92397 (ra(J2000) 170.45775
dec(J2000) -13.22047), in all three bands, as a crosscheck to test
the variability of the zero point. The calibration field was ob-
served in a way that for each chip a reference star was positioned
at nine different locations. We applied a standard reduction pro-
cess to those images taking into account the special sky sub-
traction that we described above. Then, we performed aperture
photometry for all nine positions taking 4 different aperture radii
to test the uncertainties. All nine measurements for all the chips
agree within the uncertainties with the assumption of a constant
ZP across the chips.
(4) All the previous tests estimate the uncertainties supposing
that only the detected sources are in the field. To complement the
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Fig. 13. Ks luminosity functions obtained with HAWK-I (blue line) and
VVV (green dashed line).
quality assessment we used the simulations described in sec. 2.6
and their corresponding uncertainties. They show the influence
of extreme crowding in the photometry, as they simulated the
inner parsec which supposes the most crowed field. The photo-
metric uncertainties that we obtained are lower because only the
central region, the inner arcminute, suffers from extreme crowd-
ing. Therefore, the obtained results are consistent with this anal-
ysis.
(5) We qualitatively compared the Ks luminosity functions
obtained with our HAWK-I data and the VVV survey. For that,
we performed PSF fitting photometry with StarFinder on a final
VVV mosaic centred on SgrA* observed in 2008. We produced
luminosity functions for both, VVV and HAWK-I data in a re-
gion of approximately 8′ × 2.5′. Figure 13 shows the results.The
HAWK-I data are roughly 3 magnitudes deeper than the VVV
data. The brightest part of the luminosity function is slightly dif-
ferent as a consequence of the important saturation of the Ks-
band in the central parsec in VVV.
5. Colour-magnitude diagrams
Figure 14 depicts the colour-magnitude diagrams (CMD) of the
D15 data. We can easily distinguish several features: The three
black arrows point to foreground stellar populations that proba-
bly trace spiral arms. The highly extinguished stars lie close to
or in the GC. The red ellipse indicates stars that belong to the
Asymptotic Giant Branch (AGB) Bump, the red square contains
ascending giant branch and post-Main Sequence stars, and the
area marked with red dashed lines corresponds to Red Clump
(RC) stars. They are low-mass stars burning helium in their core
(Girardi 2016). Their intrinsic colors and magnitudes depends
weakly on age and metallicity, so that these stars are a good
tracer population to study the extinction and determine distances.
The GC field studied here contains large dark clouds that
affect significant parts of the area. In order to study the stel-
lar population towards the GC, it therefore appears reasonable
to separate areas with strong foreground extinction from those
Fig. 14. Color-magnitude diagrams for Ks vs. J − Ks, H vs. J − H and
Ks vs. H-Ks (D15 data). The red dashed parallelograms indicates the
Red Clump, the red ellipse marks stars that belong to the Asymptotic
Giant Branch (AGB) Bump and the red square contains ascending giant
branch and post-Main Sequence stars. The three black arrows indicate
foreground stellar population probably tracing spiral arms.
where we can look deep into the GC. Since the effect of extinc-
tion is a strong function of wavelength, dark clouds can be eas-
ily identified via their low J-band surface density of stars. This
method works better than using stellar colours because those are
biased towards the blue in front of dark clouds (dominated by
foreground sources). The upper panel in Fig. 15 depicts the J-
band surface stellar density.
To detect foreground stars and to avoid them in the sub-
sequent analysis, we made CMDs (Ks vs. J − Ks) for regions
dominated by dark clouds in the foreground of the GC, using as
criterion a stellar density below 40% of the maximum density
in Fig 15, and for the more transparent regions a stellar density
> 75% of the maximum density. For the transparent regions, the
RC stellar population located at the GC forms a very clear clump
on the right of the red dashed line in the left panel of Fig. 15. The
density of foreground sources is much higher in the areas dom-
inated by large dark clouds, as can be seen in the right panel of
Fig. 15, where one of the potential spiral arms (at J − Ks ≈ 3)
stands out clearly in the CMD.
The separation between the groups of stars in the foreground
of dark clouds and in the deep, more transparent regions, is not
unambiguous, however. Two important reasons for the overlap
of the two CMDs are (1) the clumpiness of the dark clouds and
(2) the large area dominated by the dark clouds. The angular
size of the clumps is smaller than the smoothing length used in
the stellar surface density map shown in Fig 15. Also, we can see
that the area with stellar density larger than 75% of the maximum
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Fig. 15. Upper panel: Plot of the J-band stellar density. Lower left
panel: CMD for stars located in areas with high stellar density. Lower
right panel: CMD of stars in regions dominated by dark clouds. The
red dashed line approximately separates the foreground population from
stars located at the Galactic Centre.
star density is roughly only one third of the area with 40% of the
maximum star density.
To confirm the existence of two groups of stars in the field,
with one group highly extinguished and the other group at lower
extinction, we used data from HST WFC3 (centred on SgrA*
with an approximate size of 2.7’ × 2.6’) to produce a CMD
F153M vs. F105W-F153M (Dong et al. 2017, MNRAS; Dong
et al. in preparation). Figure 16 shows that, when using these
bands, there appears a clear gap between the two parts of the
RC that we previously detected. If we select only stars that are
bluer than F105W−F153M = 5.5 in the HST CMD and identify
those stars in our HAWK-I list, then we obtain the CMD shown
in the upper right panel of Fig. 16. On the other hand, the stars
on the red side of this colour produce the CMD in the lower right
panel of Fig. 16.
Unfortunately, the HST data cover only a fraction of the
HAWK-I FOV. However, as shown in the right panels of Fig. 16,
using a colour cut at J − Ks = 5.2 we can separate fairly reliably
the two giant populations with different mean extinctions.
6. Determination of the extinction curve
As outlined in the introduction, here we assume that the NIR ex-
tinction curve toward the GC can be described well by a power
law of the form Aλ ∝ λ−α, where λ is the wavelength, Aλ the ex-
tinction in magnitudes at a given λ and α is the extinction index.
Here we use our data set to investigate whether α has the
same value across the JHKs filters, whether it can be consid-
ered independent of the exact line-of-sight toward the GC, and
whether it depends on the absolute value of extinction. If α can
be considered a constant with respect to position, extinction, and
wavelength, then we can determine its mean value. We apply
Fig. 16. Left panel shows the Color-magnitude diagram F153M vs.
F105W-F153M. The red dashed parallelogram traces the RC and the red
arrows mark an obvious gap in the distribution of the RC stars, which
follows the reddening vector. The upper right panel depicts stars from
our HAWK-I catalogue in J and Ks with counterpart in the HST data in
the first detected bump. Analogously, the lower panel represents stars
located in the second bump.
several different methods to compute α and perform tests of its
variability.
6.1. Stellar atmosphere models plus extinction grids
We selected RC stars and assumed a Kurucz stellar atmosphere
model (Kurucz 1993) with an effective temperature of 4750K,
solar metallicity and log g = +2.5 (Bovy et al. 2014). We set the
distance of the GC to 8.0 ± 0.25 kpc (Malkin 2013) and assumed
a radius of 10 ± 0.5R⊙ for the RC stars (see Chaplin & Miglio
2013; Girardi 2016, with the uncertainty given in the former ref-
erence). Then, we computed the model fluxes for the J, H and
Ks-bands assuming a grid of different values of α and the extinc-
tion at a fixed wavelength of λ = 1.61 µm, A1.61. The grid steps
were 0.016 for both A1.61 and α. To convert the fluxes into mag-
nitudes, we used a reference Vega model from Kurucz. We refer
to this method as the grid method in the following text.
We applied this method to compute α between the J and
Ks-bands, the H and Ks-bands, the J and H-bands and across
all three bands together. We defined for each star a χ2 =∑
((bandmeasured − bandmodel)/σband)2 and searched for the pa-
rameters that minimised it.
6.1.1. RC stars in the high extinction group
We applied the method to the RC stars with observed colours
between J − Ks > 5.2 and J − Ks < 6. The histograms of the
optimal values, along with Gaussian fits, α and A1.61 are shown
in Figs. 17 and 18.
The statistical uncertainty is given by the error of the mean
of the approximately Gaussian distributions and is negligibly
small. We considered the systematic uncertainties due to the un-
certainties in the temperature of the assumed model, its metal-
licity, the atmospheric humidity, the distance to the GC, the ra-
dius of the RC stars, and the systematics of the photometry. We
re-computed the values of A1.61 and αwavelength_range varying indi-
vidually the values of each of these factors:
– For the model temperature we took two models with 4500
K and 5000 K. That range takes into account the possible
temperature variation for the RC (Bovy et al. 2014).
– For the metallicity we took five values in steps of 0.5 from
-1 to +1 dex.
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Table 3. Values of α and A1.61 obtained with the grid method.
Bands α A1.61
JH 2.43 ± 0.09 3.93 ± 0.16
High HKs 2.25 ± 0.14 3.89 ± 0.15
extinction JKs 2.34 ± 0.09 4.02 ± 0.20
JHKs 2.32 ± 0.09 3.98 ± 0.18
JH 2.43 ± 0.11 3.31 ± 0.16
Low HKs 2.18 ± 0.16 3.29 ± 0.15
extinction JKs 2.28 ± 0.11 3.40 ± 0.19
JHKs 2.34 ± 0.10 3.35 ± 0.17
JH 2.42 ± 0.10 3.61 ± 0.16
All HKs 2.21 ± 0.14 3.61 ± 0.16
RC stars JKs 2.31 ± 0.10 3.72 ± 0.20
JHKs 2.34 ± 0.09 3.67 ± 0.17
– For the humidity we varied the amount of precipitable water
vapour between 1.0, 1.6 and 3.0 mm.
– For the distance to the GC, we used 7.75, 8.0 and 8.25 kpc.
– We varied the stellar radius between 9.5, 10 and 10.5.
– We took three different values for the log g used in the Ku-
rucz model: 2.0, 2.5 and 3.0.
– Finally, we tested the effect of the variation of the systematics
of the photometry, for every band independently, subtracting
and adding the systematic uncertainty to all the measured
values.
The largest errors arise from the uncertainty in the radius of
the RC stars and the temperature of the models. The final sys-
tematic uncertainty was computed by summing quadratically all
the individual uncertainties. Table 3 lists the values of α and A1.61
we obtained along with their uncertainties. We can see that αJH ,
αHKs , αJKs and αJHKs are consistent within their uncertainties.
On the other hand, we obtained very similar values for A1.61_JH,
A1.61_HKs , A1.61_JKs and A1.61_JHKs as we expected because we
used the same stars to compute them.
6.1.2. RC stars in the low extinction group
We also applied this method to the RC stars located in front of
the dark clouds, J −Ks > 4.0 and J −Ks < 5.2. Analogously, the
main source of error is the systematic uncertainty, and statistical
uncertainties given by the error of the mean are negligible. The
gaussian fits for the extinction index and A1.61 for JH, HKs, JKs
and JHKs are presented in the AppendixA.1. Table 3 shows the
results for the fits and the corresponding uncertainties.
6.1.3. All RC stars, JHKs
We also applied the previously described method to all the RC
stars (J − Ks > 4 and J − Ks < 6 ), using JHKs measure-
ments. We thus obtain the extinction index simultaneously for
low extinction regions and for regions dominated by dark clouds.
The results are shown in Fig. 19 and in the AppendixA.2. The
mean values of the gaussian fit and their uncertainties (domi-
nated by systematics) are presented in Table 3. It can be seen
Fig. 17. Histograms of α computed with the grid method. Gaussian fits
are overplotted as green lines, with the mean and standard deviations
annotated in the plots.
Fig. 18. Histograms of A1.61 computed with the grid method. Gaussian
fits are overplotted as green lines, with the mean and standard deviations
annotated in the plots.
that the mean and standard deviation of the histogram of the
extinction indices agree very well with the values obtained for
the two RC populations analysed before (Tab. 3). In the case of,
αJHKs and A1.61_JHKs , a gaussian fit for both gives a mean value
of αJHKs = 2.34 ± 0.09 and A1.61_JHKs = 3.67 ± 0.17.
On the other hand, the extinction, shows a broader distribu-
tion that extends to values A1.61 < 3.4. A combination of two
Gaussians provides a significantly better fit than using a single
Gaussian. In the case of A1.61_JHKs the mean values of the two
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Fig. 19. αJHKs and A1.61 computed with all the RC stars using the grid
method. The uncertainties shown are the statistical ones (corresponding
to the standard deviation of the Gaussian fit –in green) and the system-
atic one, respectively. The red dashed line shows a 2-Gaussian fit.
Gaussians are A1 = 3.41 ± 0.12 and A2 = 3.96 ± 0.15 with a
standard deviation of σ1 = 0.27 and σ2 = 0.35, respectively.
Again, the uncertainties are dominated by the systematics. The
mean extinctions A1 and A2 corresponds to the low and highly
reddened population. The results agree with their previously de-
termined values based exclusively on each population indepen-
dently. This indicates that the method is able to estimate αbands
and A1.61_bands independently of the selected range of color or
extinction, distinguishing stars with different extinction. As it is
shown in AppendixA.2, the extinction for JH, HKs, JKs and
JHKs is compatible with a two-gaussian model.
The values of the extinction indices and extinctions agree
within their uncertainties. However, it is noticeable that we have
found a slightly steeper value for αJH than for αHKs . Although
the difference between those values is covered by the given
uncertainties, the relative uncertainty between them is slightly
lower. Namely, the variations in the temperature of the model,
log g, the radius of the RC stars, their metallicity and the distance
to the GC, produce a systematic uncertainty in the same direction
for all the values computed. Therefore, we found a small differ-
ence between the extinction index depending on the wavelength
in the studied ranges. This difference will be studied in detail in
the next sections.
6.1.4. Spatial distribution of α
We studied the spatial variability of the extinction index, using
the individual values obtained for all the RC stars in the previ-
ous section. To do that, we produced a map calculating for every
pixel the corresponding value of αJHKs . To save computational
time, we defined a pixel size of 100 real pixels (∼ 5′′). The
value for every pixel was obtained averaging (with a 2-sigma
criterion) the extinction indices obtained for all the stars located
within a radius of 1’ from its centre. The obtained map presents
very small variations depending on the region, varying between
αJHKs = 2.30 and 2.38. Fitting with a gaussian, we obtained a
mean value of αJHKs = 2.35 for all the pixels with a standard de-
viation of 0.03. We concluded that if there exists variation across
the studied field, it is negligible. Therefore, we can assume that
the extinction index does not vary with the position.
Fig. 20. Extinction index distribution for the RC stars in the high ex-
tinction group (5.2 < J − Ks < 6) computed using eq. 4. The green line
shows a Gaussian fit. The uncertainty refers to the statistical one.
6.2. Fixed extinction
6.2.1. RC stars in the high extinction group
As a first estimation, a constant α from λJ to λKs can be assumed.
Here, we use RC stars identified in all three bands (in the high-
extinction group with J −Ks > 5.2) to compute for each of them
their corresponding α. To do that, we use the following expres-
sion:
(
λH
λJ
)α − 1
1 −
(
λH
λKs
)α =
J − H − (J − H)0
H − Ks − (H − Ks)0
, (4)
where λi refers to the effective wavelengths in each band; α is
the extinction index; J, H and Ks are the observed magnitudes in
the corresponding bands; and the sub-index 0 indicates intrinsic
colours (see AppendixC).
To compute the λeff and the intrinsic colours, we used as
starting values the α and the A1.61 calculated in section 6.1.1 (as
explained in the appendix B). We kept A1.61 constant, but up-
dated iteratively the values of λi and, subsequently, of α. After
several iterations, the results converged. The resulting histogram
of α for all stars is shown in Fig. 20. The systematic uncertainties
were estimated viaMonteCarlo (MC) simulations taking into ac-
count the uncertainties of the intrinsic colours, the zero points
and the effective wavelengths. Our final estimate for the extinc-
tion index with this method is 2.33 ± 0.18, where the systematic
error is the main source of uncertainty and the statistical uncer-
tainty is negligible.
6.2.2. Spatial distribution of α
As the RC stars that we employed were well distributed across
the field, we used this method to test again the constancy of the
extinction index for different positions.We selected several thou-
sands of random regions of 1.5′ of radius to cover the entire field.
We computed the mean α for every region and then studied the
resulting distribution of values. It can be described by an quasi-
Gaussian distribution with a mean value of 2.35 and a small stan-
dard deviation of 0.03. This supports the notion that α can be
considered independent from the position in the field.
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Fig. 21. α distribution for the RC stars in the low extinction group (4.0 <
J − Ks < 5.2) computed using eq. 4. The green line shows a Gaussian
fit. The uncertainty refers to the statistical one.
6.2.3. Extinction towards dark clouds
As this methods computes the extinction index based on individ-
ual stars, it is appropriate to study the stars that appear in front of
dark clouds. To do that, we used the RC stars with J − Ks < 5.2
(the ones on the left part of the red line in Fig. 15) and assumed
the extinction derived for this group in section 6.1.2. We obtained
a value of α = 2.43 ± 0.21, where the statistical uncertainty
given by the error of the mean is negligible and the systemat-
ics uncertainties are the main source of error. Figure 21 shows
the corresponding distribution. The slightly higher extinction in-
dex for the low extinction stellar group can be explained by the
assumption of a constant A1.61, that suffers from systematic un-
certainties. That was taken into account for the error estimation
and both values agree within their uncertainties.
6.3. Colour-colour diagram
Studying the extinction index using a Colour-Colour Diagram
(CCD) removes the distance effects and arranges the RC stars
in a line that follows the reddening vector. For this method, we
assume that the extinction curve does not depend on extinc-
tion, which is supported by the tests in the preceding sections.
By using RC stars across a broad range of extinction, a wider
colour range can be used which reduces the uncertainty of the
fit. Therefore, we selected RC stars with H − Ks ∈ [1.4, 2.0] and
J − H ∈ [2.8, 4.0]. To compute the extinction index, we used the
slope of the RC stars’s distribution in a J − H vs. H − Ks CCD.
We divided the cloud of points in the CCD into bins of 0.03mag
width on the x-axis. In every bin, we used a Gaussian fit to es-
timate the corresponding density peak on the y-axis. The slope
of the RC line and its uncertainty were subsequently computed
using a Jackknife resampling method. Finally, we applied eq. 4
to calculate the value of αJHKs . To compute the effective wave-
lengths, which depend on the absolute value of extinction, we
assumed the value obtained with the Gaussian fit in Fig. 19.
The final result was obtained after reaching convergence
through several iterations that updated the values of λi and αJHKs .
We obtained αJHKs = 2.23 ± 0.09, where the uncertainty takes
into account the formal uncertainty of the fit and the error due
to the effective uncertainty of the wavelenght. If we omitted the
Fig. 22. αJHKs calculation using the distribution of the RC stars in the
CCD. Panel 1 shows the cloud of points and the bins used to computed
the slope. Panel 2 depicts the obtained points using the bins. The green
line is the best fit and red contours depict the density distribution of the
cloud of points.
bluest points, where the number of stars was lower, and repeated
the fit, then we obtained a value of αJHKs = 2.29±0.09 as shown
in Fig. 22. In both cases, the agreement with the other methods
is good.
6.4. Obtaining α using known late-type stars
We computed the extinction index using late-type stars whose
near-infrared K-band spectra, metallicities and temperatures
are known (Feldmeier-Krause et al. 2017). Those stars are dis-
tributed in the central 4 pc2 of theMilkyWay nuclear star cluster,
corresponding to the central region of our catalogue. We cross-
identified those stars with our catalogue and excluded stars with
a photometric uncertainty < 0.05 in any single band. We also
excluded variable stars. For the latter purpose, we compared our
D15 HAWK-I Ks band photometry with the photometry from the
D13 HAWK-I data. In that way we excluded several tens of stars
that are possible variable candidates. Finally, we found 367 stars
for the subsequent analysis.
6.4.1. Variable extinction
Stars whose stellar type is known let us study in detail the
dependance of the extinction index on the wavelength. We
used a slightly modified version of the grid method described
in section 6.1 to overcome the unknown radius of each used
star. In this case, we defined a new χ2 =
∑
(colourmeasured −
colourmodel)
2/σ2
colour
. With this approach, we need to know nei-
ther the distance to the star nor its radius.
For each star we assumed the appropriate stellar atmosphere
model. We used Kurucz models because of their wide range of
metallicities and temperatures, which was necessary to analyse
properly the data. We varied the metallicity in steps of 0.5 dex
from -1 to 1 dex. The temperature of the models was 3500K,
4000K and 4500K, consistent with the uncertainty in tempera-
ture for each star (∼ 200K in average). Because the lower limit
for the model temperatures was 3500K, we deleted 10 stars that
were not covered by any model.
Because this method has only one known variable, the
colour, we cannot compute simultaneously the extinction and the
extinction index. Thus, we computed the individual extinction
of each star using the measured colour J − Ks. We minimised
the difference between the data and the theoretical colour ob-
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Fig. 23. Left panel: A1.61 distribution computed individually for each
spectroscopically studied late-type star. Right panel: α estimated using
the fixed extinction method for the same stars. The green line shows
a Gaussian fit, with the mean and standard deviation indicated in the
legend.
tained using the appropriate Kurucz model (taking into account
the metallicity and the temperature) and a grid of extinctions,
A1.61 with a step of 0.01 mag. For that, we used the extinction
index derived in sec. 6.1. We obtained a quasi-Gaussian distri-
bution for the extinction that is shown in the left panel of Fig.
23. The systematic uncertainty dominates the errors whereas the
statistical uncertainty is negligible. We computed it taking into
account the variation of the extinction index (taking into ac-
count the uncertainties computed in sec. 6.1), the systematic un-
certainty of the ZP and different amounts of precipitable water
vapour (1.0, 1.6 and 3.0mm). We ended up with a mean extinc-
tion of A1.61 = 4.26 ± 0.18. We used J − Ks because to convert
colour into extinction, we need to assume a value of α to com-
pute the grid of individual extinctions and, for that wavelength
range, the value is similar to the one obtained assuming a con-
stant extinction index for all the three bands (see sec. 6.1) and
we do not need to assume different values for the ranges J − H
and H−Ks. In this way, we computed the extinction for each star
and fixed it to compute the extinction index. Figure 24 and table
4 summarise the obtained results. The statistical uncertainties,
given by the error of the mean, are negligible and the systematic
uncertainties are the main source of error. To compute them, we
took into account the systematics introduced by: the zero points,
the initial α used to translate the colour J − Ks into extinction,
and the humidity of the atmosphere.
6.4.2. Fixed extinction
We employed the same approach described above (sec. 6.2).
In this case, we used the fixed extinction given by the Gaus-
sian fit shown in Fig 23 (left panel). To obtain the final αJHKs ,
we used an iterative approach updating the value of the extinc-
tion index obtained in every step until reaching convergence. To
start the iterations we used the extinction index derived in sec.
6.1.3. The resulting distribution of αJHKs is shown in Fig. 23
(right panel). The estimation of the systematic uncertainty was
carried out considering the systematics of the ZP, the possible
variation of the fixed extinction and different amounts of precip-
itable water vapour (1.0, 1.6 and 3.0mm). The final result was
Fig. 24. Histograms of α computed with the modified grid method for
known late-type stars. Gaussian fits are overplotted as green lines, with
the mean and standard deviations annotated in the plots.
Table 4. Values of α obtained with the modified grid method for known
late-type stars.
Bands α
JH 2.36 ± 0.08
Known HKs 2.26 ± 0.16
late-type JKs 2.34 ± 0.09
JHKs 2.35 ± 0.08
JH 2.36 ± 0.08
Known HKs 2.25 ± 0.13
early-type JKs 2.34 ± 0.09
JHKs 2.36 ± 0.08
αJHKs = 2.13 ± 0.14, which is in agreement with all the previ-
ous estimates. The slightly lower extinction index obtained can
be explained by the assumption of a constant A1.61, that suffers
from systematic uncertainties. That was taken into account in the
uncertainty estimation.
6.5. Computing the extinction index using early-type stars
We used again the same methods described in sec. 6.4 to com-
pute the extinction index towards known hot, massive stars near
SgrA* (Do et al. 2009). We used the D13 data, which cover
the central region far better than the D15 data. We excluded
known Wolf-Rayet stars (Paumard et al. 2006; Do et al. 2009;
Feldmeier-Krause et al. 2015) because they are frequently dusty
and therefore intrinsically reddened. To avoid spurious identi-
fications because of the high crowding of the region, we only
used stars with 11.2 ≤ Ks ≤ 13. We used the published NACO
Ks magnitudes (approximately equivalent to the HAWK-I Ks-
band) and compared them with our HAWK-I data appliying a
3 − σ exclusion criterion to delete any possible variable stars.
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Fig. 25. Left panel: A1.61 distribution computed individually for each
spectroscopically studied late-type star. Right panel: α estimated using
the fixed extinction method for the same stars. The green line shows
a Gaussian fit, with the mean and standard deviation indicated in the
legend.
Finally, we excluded stars with photometric uncertainties larger
than 0.05mag in any single band. We ended up with 23 accepted
stars for the analysis.
6.5.1. Variable extinction
As described in sec. 6.4.1, we applied the modified grid method
and computed the individual extinction to each star to analyse
the variation of the extinction index with the wavelength. We
used a 30000 K model, a solar metallicity, a log g = 4.0 and
a humidity of 1.6 mm of precipitable water vapour. The un-
certainties were estimated using the error of the mean of the
quasi-Gaussian distribution and varying the parameters previ-
ously described to obtain the systematics. The final mean value
is A1.61_JKs = 4.57±0.20, where 0.13 and 0.16 correspond to the
statistical and systematic uncertainties. Fig. 25 (left panel) shows
the obtained results. Figure 26 and table 4 present the obtained
results for the modified grid method.
We found again the variation in the extinction index that we
already noticed in sec. 6.1.3. That supports the evidence of hav-
ing a steeper extinction index between J and H than between H
and Ks. However, the difference between the extinction indices
and the uncertainties that we found are not enough to clearly
distinguish two different values. Therefore, we estimate that,
in spite of being different, their close values make necessary
a deeper analysis with better spectral resolution or wide wave-
length coverage, to clearly distinguish them. Within the limits
of the current study, we assume that a constant extinction index
is enough to describe the extinction curve between the analised
bands.
6.5.2. Fixed extinction
A Kurucz model with a temperature of 30000K and solar metal-
licity was taken to compute αJHKs . We used the mean value ob-
tained above and presented in Fig. 25 (left panel).
The result is shown in Fig. 25 (right panel). The systematic
uncertainty dominates the error and was computed using MC
simulations considering the uncertainties in the ZP calibration of
all three bands, the effective wavelength and the intrinsic color of
Fig. 26. Histograms of α computed with the modified grid method for
known early-type stars. Gaussian fits are over-plotted as green lines,
with the mean and standard deviations annotated in the plots.
J−H and H−Ks. The final value was αJHKs = 2.19±0.12, which
is consistent with the values determined by the other methods.
6.6. Final extinction index value and discussion
Given our results from all the different methods to estimate the
extinction index on our data, we can conclude that all the derived
values of α agree within their uncertainties and that there is
no evidence - within the limits of our study - for any variation
of α with position, or absolute value of interstellar extinction.
On the other hand, we observed a small dependence with the
wavelength when we considered different values for αJH and
αHKs . However, a constant extinction index, αJHKs seems to be
sufficient to describe the extinction curve. We average all the
values obtained with the different methods explained above and
obtain a final value αJHKs = 2.31 ± 0.03, where the uncertainty
is given by the error of the mean of the measurements.
To check the reliability of the obtained value for the extinc-
tion index, we used all the RC stars identified in Fig. 14 and
computed their radii using the individual extinction for each star
and the derived extinction index. We used the colour J − Ks to
calculate the individual extinctions employing the grid approach
described in sec. 6.4.1. Then, we computed the corresponding
radius for each star assuming the final extinction index, the GC
distance (8.0 kpc, (Malkin 2013, see)) and a Kurucz model for
Vega to convert the fluxes into magnitudes. We obtained the ra-
dius comparing the obtained value with the measured Ks of each
star. Figure 27 depicts the obtained individual extinctions (left
panel) and the derived radius (right panel). We obtained a value
of A1.61 = 3.74 ± 0.10 and r = 9.89 ± 0.28 R⊙, where the er-
ror is dominated by the systematic uncertainty. The comparison
between the obtained extinction and the one computed in sec.
6.1, and showed in Fig. 19, is consistent. Moreover, we have ob-
tained a mean radius for the RC stars that agrees perfectly with
the standard value of 10.0 ± 0.5 R⊙ (Chaplin & Miglio 2013;
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Fig. 27. Left panel: A1.61_JKs distribution computed for all the RC stars.
Right panel: radii distribution of the RC stars (in solar radii). The green
line shows a Gaussian fit, with mean and standard deviation indicated
in the legend.
Girardi 2016). Therefore, we conclude that the computed val-
ues for the extinction and the extinction index are consistent and
let us calculate the radius of the RC stars obtaining an accurate
value.
7. A high angular resolution extinction map
To produce an AKs extinction map, we removed all the fore-
ground population and kept only the RC stars indicated by the
parallelogram in Fig. 14 and detected in H and Ks bands. The
observed colours were converted into extinction using the colour
H − Ks (as we have far more stars detected in H and Ks than in
J) and the following equation:
ext =
J − Ks − (J − Ks)0(
λJ
λKs
)−α − 1
, (5)
where the subindex 0 refers to the intrinsic colour and λi are the
effective wavelengths.
To save computational time, we defined a pixel scale of
0.5"/pixel for the extinction map. For every pixel, we computed
the extinction using the colour of the ten closest stars, limiting
the maximum distance to 12” from its centre. If less than 10 stars
were found for a pixel, we did not assign any extinction value
to avoid obtaining strongly biased values due to too far stars.
To take into account the different distances of the stars to every
pixel, we computed the colour using an inverse distance weight
(IDW) method. Namely, we weighted every star based on the
distance to the corresponding pixel following the expression:
v =
∑n
i=1
1
d
p
i
vi
∑n
i=1
1
d
p
i
, (6)
where v is the magnitude to be computed in the target pixel, d
is the distance to that pixel, vi are the known values, and p is
the weight factor. We explored different values for p and ended
up with p = 0.25 as the best estimate to avoid giving too much
weight to the star closest to the pixel centre.
The uncertainty of the extinction map was computed esti-
mating the color uncertainty of every pixel, using a Jackknife
algorithm in the calculation of the IDW. The resulting extinction
Fig. 28. Upper panel: extinction map AKs obtained using all the RC stars
shown in Fig. 14. Lower panel: Corresponding uncertainty map.
map and its corresponding uncertainty map are shown in Fig.28.
The mean uncertainty is ∼ 10%. Besides, we estimate a system-
atic error of a 10%, which takes into account the uncertainties of
the effective wavelengths and the extinction index.
Due to the fact that the extinction can vary on scales of arc
seconds, we tried to improve the extinction map using not only
the RC stars, but all stars with Ks between 12 and 17 and H −Ks
between 1.4 and 3.0. In this way, we almost duplicate the number
of selected stars, improving significantly the angular resolution
of the map. To compute the intrinsic color of every star, we as-
sumed that the majority of the used stars can be considered as
giants. We calculated the Ks reddened magnitude of several Ku-
rucz models of giants (assuming an average extinction of 3.67
magnitudes at 1.61 µm, see sec. 6.1) and their intrinsic color. We
interpolated the points to build a smooth function that gives the
intrinsic color based on the measured Ks magnitude (see Fig. 29).
The resulting extinction map and its corresponding uncertainty
map are shown in Fig. 30. It can be seen that it is very similar to
Fig. 28, but with a higher angular resolution. The statistical and
systematic uncertainties are similar as well.
With this approach, we generated, in addition, two more ex-
tinction maps taking into account the two groups of stars that
we identified in sec. 5. Namely, we produced the first map us-
ing stars with 1.4 < H − Ks < 1.7 (Fig. 31, upper panel) and
the second one with stars between 1.7 < H − Ks < 3.0 (Fig. 31,
lower panel). In this way, the first map represents the extinction
screen toward the foreground population (excluding stars in the
spiral arms), whereas the second one includes the interstellar ex-
tinction all the way toward GC stars. Although the first map does
show some correlation with the second map (e.g., in regions 1, 2,
3) because it is impossible to separate the two stellar populations
without any overlap, it shows a rather constant extinction, with
a mean of 1.69 and a standard deviation of 0.08. This demon-
strates that this foreground screen can be considered to vary on
very large scales. The statistical and systematic uncertainties for
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Fig. 29. Reddened observed magnitude (assuming a distance modulus
of 14.51 and a mean extinction A1.61 = 3.67) vs. intrinsic colour for
several types of stars computed using Kurucz models. The red dashed
line indicates the intrinsic colours used for the stars selected to compute
the extinction map.
Fig. 30. Upper panel: Extinction map AKs obtained using stars with
12 < Ks < 17 and 1.4 < H − Ks < 3.0. Lower panel: Correspond-
ing uncertainty map.
this first extinction map are ∼ 3% and 9 % respectively. In this
case the uncertainty is lower because we consider a narrower
range in H − Ks and all the stars are closer without mixing stars
with different extinctions.
On the other hand, the second map contains fine structure
on scales of just a few arcseconds, which is consistent with the
extinction being caused by a clumpy medium close to the GC.
The statistical and systematic uncertainties of the map are ∼ 9%
and 10 % respectively.
When comparing the extinction map in the lower panel of
Fig. 31 with the J-band density plot (Fig. 15), we can see that
the high density regions, marked with numbers 1, 2 and 3, corre-
spond to low extinction as we expected. However, while region 4
can be identified as a high extinction region in the density plot it
appears as a low-extinction one in the lower panel of 31, but as a
relatively high extinction region in the upper panel. We interpret
this as evidence for a large dark cloud with very high density
that blocks most of the light from the stars behind it. This is also
rather evident from inspecting a JHKs colour image of our field
(Fig. 32). We conclude that our method cannot produce reliable
extinction maps for regions marked by the presence of highly
opaque foreground clouds.
8. Stellar populations
8.1. CMDs
To obtain a rough idea of the stellar populations in Field 1 of our
survey, we attempted to deredden the CMD. We transformed the
AKs extinction maps into AH using the RC effective wavelength
and the extinction index of αJHKs = 2.31, as determined by us.
We used the two extinctionmaps computed previously according
to the different H−Ks colours. This let us improve the deredden-
ing process as we considered two different maps that correspond
to two different layers in the line of sight. We used either one or
the other, depending on the H−Ks colour of a given star. The di-
visions were 1.4 < H − Ks < 1.7 and 1.7 < H − Ks < 3.0, which
is similar to the J−Ks cut in Fig. 16. Fig. 33 shows the CMDs for
Ks vs. H−Ks before and after de-reddening.Analogously, we re-
peated the process for J-band but, in this case, we produced the
extinction maps taking into account only stars identified in all
three bands, J, H and Ks. By doing so, we obtained a consistent
extinction map and avoid producing extinction maps biased to-
wards too high extinction, as the completeness is higher in H and
Ks than in J. It can be seen that the extinction correction clearly
reduces the scatter in the CMDs. On the other hand, we overplot-
ted different Kurucz stellar models. The giant sequence follows
clearly the main density ridge in both de-reddened CMDs. In
both cases, Ks vs. H − Ks and Ks vs. J − Ks, the standard devia-
tion of the de-reddened colours around the giant branch is of the
order of σ = 0.2.
8.2. CMD modelling
We over-plotted three 5 Gyr isochrones (Marigo et al. 2017) with
different metallicities (0.1,1 and 2.5 solar metallicity) to the
CMD Ks vs. J − Ks. In this way we are able to compare them
with the stellar population. We can clearly see how a super-solar
metallicity population fits better the data on the right hand side
of the CMD. This is in particular indicated by the centring of
the AGB bump. The RC bump appears to be centred at lower
metallicities, but that is an effect of extinction and completeness,
because the RC clump is cut off at the red end of the JKs CMD.
Therefore, a range of solar metallicities around the solar metal-
licity can explain the observed data. This is in agreement with the
low number of low metallicity stars found in the central 4 pc2 in
Feldmeier-Krause et al. (2017). On the other hand, the scatter of
the stars in the upper part of the diagram gives us an idea of the
goodness of the extinction correction ∼ 0.2, explaining the dif-
ference in comparison with the isochrones. This is the first study
that infer the GC metallicity by using only photometric data.
The right panel of Fig. 35 shows a synthetic model popu-
lation in comparison with the real data. The model assumes 2.5
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Fig. 31. Upper panel: Extinction map for stars with observed colours in the interval 1.4 < H − Ks < 1.7. Lower panel: Extinction map for stars
with observed colours in the interval 1.7 < H − Ks < 3.
Fig. 32. RGB image of Field 1 (red for Ks, green for H, blue for J.)
solar metallicity and two different age intervals, from 1 Gyr < t <
5 Gyr and from 5 Gyr < t < 12 Gyr. In both cases the star forma-
tion rate is constant over the time. The synthetic population was
created analogously as described in Pfuhl et al. (2011), using the
code of Aparicio & Gallart (2004) that used the stellar evolution
library from Bertelli et al. (1994) and the bolometric correction
library from Lejeune et al. (1997). It can be seen that taking into
account the uncertainty that produces the scatter of around 0.2
mag, we are able to reproduce several features observed in the
data like the RC bump or the AGB branch. Therefore, within the
limits of the current study, we suggest that a solar or super-solar
metallicity explains well the observed stellar distribution.
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Fig. 33. Panel 1 shows the CMD Ks vs. H − Ks. We have overplotted several Kurucz stellar models (assuming a mean extinction A1.61 = 3.97, see
sec. 6.1) to identify the expected position of those stars. Panel 2 depicts the dereddened map once we have applied the extinction maps. Note that
both panels have different scales on the X-axis.
Fig. 34. Panel 1 shows the CMD Ks vs. J − Ks. We have overplotted several Kurucz stellar models (assuming a mean extinction A1.61 = 3.97, see
sec. 6.1) to identify the expected position of those stars. Panel 2 depicts the dereddened map once we have applied the extinction maps. Note that
both panels have different scales on the X-axis.
9. Discussion and conclusions
We have presented the observations, data reduction and some
preliminary analysis for Field 1 of our GALACTICNUCLEUS
survey. Using HAWK-I at the ESO VLT with short readout times
we applied the speckle holography algorithm to create JHKs im-
ages with a PSF FWHM of 0.2”. This allows us to obtain accu-
rate photometry in the crowded field of the Galactic Centre. Our
5σ sensitivity limits are approximately J = 22, H = 21, and
Ks = 20. The photometric uncertainty is < 0.05mag at J . 20,
H . 17, and Ks . 16. The uncertainty of the zero points is
0.036mag in each band. The angular resolution and sensitivity
of our data allows us to reach well below the important tracer
population of red clump stars in all three bands, except in highly
reddened areas in J.
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Fig. 35. Left panel depicts 5 Gyr stellar isochrones with different metal-
licities overlaid on the CMD Ks vs. J − Ks. Right panel shows the com-
parison of the real data in the CMD Ks vs. J−Ks with a synthetic stellar
model produced using the code of Aparicio & Gallart (2004), a metal-
licity of 2.5 solar metallicity and a constant stellar formation between 1
Gyr < t < 5 Gyr (blue circles) and 5 Gyr < t < 12 Gyr (red diamonds).
We identify three stellar populations in the foreground, at
low extinction, with mean observed H−Ks ≈ 0.2, 0.5, 0.8,which
we interpret to belong to spiral arms along the line-of-sight. At
the distance of the GC we identify a high-extinction population,
with a mean H − Ks ≈ 2.0, and a population at somewhat lower
extinction, at H − Ks ≈ 1.5. Both populations appear clearly
distinct in an HST/WFC3 F105W − F153M vs. F153M CMD
and can be separated relatively cleanly using a colour threshold
of J − Ks = 5.2. Since the RC of the low-extinction population
lies along the reddening line of the more extinguished RC, we
believe that the low-extinction population lies approximately at
the distance of the GC. As a tentative explanation we hypothe-
sise that we are seeing stars in front of the dust and molecular
zone of the central molecular zone (CMZ). This is in agrement
with the findings of Launhardt et al. (2002) that about 80% of
the molecular gas In the CMZ appear to be concentrated in a
torus of with radii between 120 to 220 pc. The clumpiness of the
ISM in the CMZ (see also Launhardt et al. 2002) will, of course,
complicate this simple picture.
Our deep and sensitive data allow us to study the NIR ex-
tinction curve during the GC in unprecedented detail. We found
some evidence for a possible difference in the extinction index
between J − H and H − Ks. However, it is small and the ex-
tinction index can be assumed to be roughly constant within the
limits of our study. Moreover, the value found here, αJHKs =
2.31±0.03 is in excellent agreement with the latest literature val-
ues on the NIR extinction curve toward the GC. Nishiyama et al.
(2006a) found αJHKs = 2.23 ± 0.23 (value taken from Table 5
in Fritz et al. 2011), Schödel et al. (2010) αJHKs = 2.21 ± 0.24,
and Fritz et al. (2011) αJHKs = 2.11 ± 0.06. The study car-
ried out by Stead & Hoare (2009) finds αJHKs = 2.14 ± 0.05
not toward the GC but toward eight regions of the Galaxy be-
tween l ∼ 27◦ and ∼ 100◦). Zasowski et al. (2009) also find a
compatible αJHKs = 2.26 ± 0.17 (value taken from Table 5 in
Fritz et al. 2011) toward different regions of theMilkyWay (over
nearly 150◦ of contiguous Milky Way midplane longitude). This
may indicate an universal value for αJHKs that is steeper than
assumed in older work (e.g., Rieke & Lebofsky 1985; Draine
1989; Cardelli et al. 1989). Besides, Stead & Hoare (2009) also
point out that great care must be taken in the choice of the filter
wavelength when using broad-band filters. This has been done
in the current work by computing carefully the effective wave-
lengths accordingly, as shown in appendix B.
We studied possible variations of αJHKs with position in the
field and with the absolute value of extinction, but cannot find
any evidence for any such dependence, as suggested, e.g., by
Gosling et al. (2009), who found a broad range for αJHKs in the
GC with a strong dependency on the line-of-sight. We believe
that the latter work suffered from crowding and low-angular res-
olution, which limited the authors to make assumptions on the
median properties of their observed stellar populations. They
could not select specifically RC stars and had to rely on me-
dian colours of stars in their fields. Hence, we claim that the
NIR extinction curve toward the GC can be approximated by a
power-law with constant index αJHKs .
Such a well-behaved extinction-curve can facilitate the next
step of our analysis: The attempt to identify hot, massive stars
in the GC, which can provide evidence for the star formation
history in the past hew 100 Myrs.
On the other hand, we have created several extinction maps
and have identified a first layer of low varying extinction and
a second one closer to the GC where the extinction varies in
arc-second scales. Therefore, it appears that a significant part of
the extinction toward the GC is originated from a highly clumpy
medium near the GC. The clumpiness is in agreement with previ-
ous studies of the ISM in the CMZ (e.g., Launhardt et al. 2002).
This division let us improve the de-reddening process to ob-
tain more accurate de-redden CMDs. Using them, we have used
isochrones with different metallicities (Marigo et al. 2017) and
a synthetic stellar model (Aparicio & Gallart 2004), to infer the
metallicity of the stellar population in the studied region. We
found that a majority of stars having a solar to super-solar metal-
licity fits the data well. It supposes the first time that metallicity
has been guess using only photometry in the near infrared for the
GC.
This is the first of a series of papers that will present and
exploit the GALACTICNUCLEUS survey. It is supported by an
ESO Large Programme and all images and source catalogues
will be made publicly available.
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Fig. A.1. Histograms of α computed with the grid method. Gaussian fits
are overplotted as green lines, with the mean and standard deviations
annotated in the plots.
Fig. A.2. Histograms of A1.61 computed with the grid method. Gaussian
fits are overplotted as green lines, with the mean and standard deviations
annotated in the plots.
Appendix A: Extinction and extinction index
analysis. Plots and Fits.
Appendix A.1: Grid method. RC stars. Low extinction.
Fig. A.3. Histograms of α computed with the grid method. Gaussian fits
are overplotted as green lines, with the mean and standard deviations
annotated in the plots.
Fig. A.4. Histograms of A1.61 computed with the grid method. Gaussian
fits are overplotted as green lines, with the mean and standard deviations
annotated in the plots.
Appendix A.2: Grid method. All RC stars.
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Table B.1. Effective wavelength and uncertainties for RC stars.
J H Ks
λe f f 1.2685 1.6506 2.1629
T 0.0004 0.0003 0.0001
met 0.0011 0.0002 0.0003
log g 0.00007 0.00002 0.00003
∆λe f f hum 0.0003 0.0001 0.0003
α 0.0007 0.0013 0.0002
A1.61 0.0013 0.0014 0.0008
Total 0.0015 0.0020 0.0009
Notes. Table shows the computed effective wavelength, the un-
certainties associated to every parameter (from top to bottom:
temperature of the model, metallicity, water vapor column den-
sity, extinction index and extinction at 1.61 µm) and the final
uncertainty for high extinguished RC stars.
Appendix B: Effective Wavelength
To compute the effective wavelength, λeff , we used eq. (A3) of
Tokunaga & Vacca (2005). We used the transmission curves for
the HAWK-I J, H and Ks filters from the instrument web site and
the atmospheric transmission from the Gemini telescope web
site. Because the λeff was computed for several stellar types (RC
stars, late type stars with known metallicity and temperature and
young stars), we used the more adequate Kurucz model for ev-
ery case. We took the extinction index and A1.61 obtained with
the grid method described in sec. 6.1, being the value specified
in every section accordingly.
To calculate α we used an iterative approach in some of the
methods. In those cases, we recomputed λeff using the α that was
obtained in the first step and repeated the process updating the
value until reaching convergence.
The uncertainties for every λeff were estimated varying the
parameters that affect them in their uncertainty ranges. In that
way, we computed λeff varying the same parameter and keeping
the rest constant. We considered:
– The temperature of the model. For the RC stars, we used
4500, 4750 and 5000 K. For the known young stars, 20000,
30000 and 40000 K.
– The metallicity of the model. We varied for all the cases from
-1 dex to +1 dex in steps of 0.5.
– We took three different values for the log g that we used in
the Kurucz model. For RC 2.0, 2.5 and 3.0. For the young
known stars 3.5, 4.0, 4.5.
– The amount of precipitable water vapour. We used 1.0, 1.6
and 3.0 mm.
– The extinction index and A1.61. We varied them according to
the value and uncertainties obtained in sec. 6.1.
The final uncertainty was computed adding quadratically all
the uncertainties. The final value was computed using the central
parameters that were described for the uncertainties. Then, 4750
K and 30000 K; solar metallicity; and 1.6 mm of amount of pre-
cipitable water vapor were used for the final values of the λeff
for RC stars and young stars, respectively. Tables B.1 and B.2
summarize the effective wavelength and the uncertainties for the
high extinguished RC stars and young stars. The largest error
came from α and A1.61. In the case of late type stars with known
metallicity, we applied an individual model for each of them.
Table B.2. Effective wavelength and uncertainties for known young
stars.
J H Ks
λe f f 1.2687 1.6498 2.1637
T 0.0012 0.0007 0.00014
met 0.00005 0.00005 0.00004
log g 0.00002 0.00003 0.000003
∆λe f f hum 0.0003 0.00011 0.0003
α 0.0009 0.0014 0.0002
A1.61 0.0016 0.0016 0.0009
Total 0.0022 0.0022 0.0009
Notes. The uncertainties are shown independently depending on
every parameter, from top to bottom: temperature of the model,
metallicity, water vapor column density, extinction index and ex-
tinction at 1.61 µm.
Table C.1. Intrinsic color for RC stars.
(J − H)0 (H − Ks)0
Value 0.495 0.089
T 0.074 0.012
met 0.025 0.004
Uncertainty log g 0.002 0.001
hum 0.0006 0.0003
Total 0.078 0.013
Notes. The uncertainties are shown independently depending on
every parameter: from top to bottom temperature of the model,
metallicity and water vapor column density.
Appendix C: Intrinsic color calculation
The intrinsic color (J − H)0 and (H − Ks)0 were computed us-
ing the appropriate Kurucz models for each type of stars. We
took into account the transmission curves for the HAWK-I J, H
and Ks filters from the instrument web site and the atmospheric
transmission from the Gemini telescope web site. We computed
the total magnitude for every band and then normalized it using
a Vega reference model (Kurucz model). As in the calculation
of λeff , and taking the same values, we estimate the uncertainty
varying the parameters that affect the intrinsic color calculation
(temperature of the model, metallicity, log g and precipitable wa-
ter vapor). The values for RC stars and young known stars are
presented in tables C.1 and C.2. For RC stars we used a model
with solar metalicity, 4750 K and 1.6 mm of precipitable water
vapor. For the young known stars, we only changed the tem-
perature of the model to 30000 K. As in Appendix B, the final
uncertainty was computed adding quadratically all the individ-
ual uncertainties. In this way, we obtained an upper limit for the
uncertainty. It can be seen that the most important factor is the
temperature of the model. In the case of known late type stars, we
computed for every of them the correspondent value, depending
on the metallicity and temperature.
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