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In this paper the relation between the zeta function of an integral
matrix and its generalized Bowen–Franks groups is studied. Sup-
pose thatAandBarenonnegative integralmatriceswhose invertible
part is diagonalizable over the ﬁeld of complex numbers and A and
B have the same zeta function. Then there is an integer m, which
depends only on the zeta function, such that, for any prime q such
that gcd(q,m) = 1, for any g(x) ∈ Z[x]with g(0) = 1, the q-Sylow
subgroup of the generalized Bowen–Franks group BFg(x)(A) and
BFg(x)(B) are the same. In particular, if m = 1, then zeta function
determines generalized Bowen–Franks groups.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
Zeta functions and Bowen–Franks groups are two simple but nevertheless important invariants
in symbolic dynamics. Zeta function counts the number of periodic points. Bowen–Franks group is a
complete invariant (apart from a sign) for ﬂow equivalence of irreducible subshifts of ﬁnite type [6],
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which was generalized to the reducible case by Huang (cf. [7,8]). The subject was also treated in [1,2].
Bowen–Franks groups are studied as conjugacy invariants for Tn-automorphisms in [14].
There is the well-known Latimer–MacDuffe theorem (cf. [12]) relating the ideal classes of orders
and integral similarity classes. In [11], Laffey followed the approach of Olga Taussky–Todd and found
a necessary and sufﬁcient condition such that every integral matrix B which is similar to A over Q is
integrally similar to A.
Motivated by the result in [11], in this paper we want to address the relationship between zeta
function and generalized Bowen–Franks groups as invariants of shift equivalence of matrices over Z.
It turns out that under some conditions generalized Bowen–Franks groups are nearly determined by
zeta function.
The following are the main results of this paper.
Theorem 1.1. Suppose that A is a square integral matrix which is diagonalizable over the complex ﬁeld.
Write its characteristic polynomial as
p
e1
1 (x)p
e2
2 (x) · · · perr (x),
where pi(x)(i = 1, 2, . . . , r) are distinct monic irreducible polynomials over Q. Choose a complex root
θi for pi(x). Let Ki = Q(θi),OKi be its ring of algebraic integers, |OKi : Z[θi]| = mi, Ci be the companion
matrix of pi and rij be the resultant of pi(x), pj(x)(i /= j). Let m be the least commonmultiple of m1, . . . ,mr
and rij(i /= j). Then there exists t ∈ N such that It ⊗ A is similar to It ⊗ C over Z
[
1
m
]
, where
C = C1 ⊕ · · · ⊕ C1︸ ︷︷ ︸
e1 copies
⊕ · · · Cr ⊕ · · · ⊕ Cr︸ ︷︷ ︸
er copies
.
Theorem 1.2. Suppose that A is a square integral matrix whose invertible part is diagonalizable over the
complex ﬁeld. Write its characteristic polynomial as
xlp
e1
1 (x)p
e2
2 (x) · · · perr (x),
where pi(x) (i = 1, 2, . . . , r) are distinct monic irreducible polynomials over Q and pi(0) /= 0. Choose a
complex root θi for pi(x). Let Ki = Q(θi), OKi be its ring of algebraic integers, |OKi : Z[θi]| = mi, Ci be the
companion matrix of pi and rij be the resultant of pi(x), pj(x) (i /= j). Take m = lcm{mi, rij|1 i, j t, i /=
j}. Then g(A) is equivalent to Il ⊕ g(C) over Z
[
1
m
]
, where
C = C1 ⊕ · · · ⊕ C1︸ ︷︷ ︸
e1 copies
⊕ · · · Cr ⊕ · · · ⊕ Cr︸ ︷︷ ︸
er copies
for any g(x) ∈ Z[x], g(0) = 1.
Corollary 1.3. Letζ(x) = (∏ti=1 qi(x)ei )−1 such thatpi(x) = xdeg(qi(x))qi( 1x )aredistinct irreduciblemonic
polynomials of degree di (i = 1, 2, . . . , t). Suppose that θi is a complex root of pi(x). Let Ki = Q(θi),OKi
be its ring of algebraic integers, |OKi : Z[θi]| = mi and rij be the resultant of pi(x) and pj(x) (i /= j). Take
m = lcm{mi, rij|1 i, j t, i /= j}. Let q be a prime such that gcd(q,m) = 1. Then all integral matrices,
whose invertible part is diagonalizable over the complex ﬁeld and zeta function is ζ(x), have the same
q-Sylow subgroup of generalized Bowen–Franks groups BFg(x) for any g(x) ∈ Z[x] such that g(0) = ±1.
In particular, if m = 1, then zeta function determines generalized generalized Bowen–Franks groups.
The organization of this paper is as follows. In Section 2, we introduce basic deﬁnitions and nota-
tions. In Section 3 we prove some lemmas, and in Section 4 we give the proof of our main theorems.
Finally, in Section 5, we use our result to discuss some examples in the case that A is an integral matrix
of size two.
2. Basic deﬁnitions and notations
In this section we introduce some deﬁnitions and notations in linear algebra, symbolic dynamics
or number theory, which will be used in later sections.
S. Chen / Linear Algebra and its Applications 431 (2009) 1397–1406 1399
If R is a commutative ring with identity, then denote by Rn the set of n dimensional column vectors
with coordinates in R, Mn(R) the ring of square matrices of size n with entries in R, and GLn(R) the
group of units ofMn(R). If A and B are two square matrices, we make the following convention:
A ⊕ B =
(
A 0
0 B
)
and
A ⊗ B = (aijB).
Deﬁnition 2.1. Two matrices A and B inMn(R) are said to be similar over R if there exists Q ∈ GLn(R)
satisfying Q−1AQ = B, and they are said to be equivalent over R if there exist P,Q ∈ GLn(R) satisfying
PAQ = B.
Next we recall some basic deﬁnitions of shift equivalence of integral matrices and some related
invariants.
Deﬁnition 2.2. Two integral square matrices A and B are said to be shift equivalent over Z if there are
integral matrices S, T and l ∈ N such that
AT = TB, SA = BS, Al = TS, Bl = ST .
Remark 2.3. Everynonnegative integral squarematrixA corresponds toaﬁnitedirectedgraphpossibly
with multiple edges and loops. From the graph a subshift of ﬁnite type XA can be deﬁned. A necessary
condition for XA to be conjugate to XB is that A and B are shift equivalent over Z (cf. [16,13] or [9]).
Now we deﬁne three invariants for shift equivalence.
Deﬁnition 2.4. The zeta function of an integral matrix A is ζA(x) = det(I − Ax)−1.
Deﬁnition 2.5. Let A be an integral squarematrix of size n. The eventual rangeRA of A is the subspace
of Qn deﬁned by RA = ⋂∞k=1 AkQn = AnQn. The invertible part A× of A is the restriction of linear
transformation A to the eventual range, i.e., A× : RA → RA is deﬁned by A×(v) = Av.
Deﬁnition 2.6. LetA be a square integralmatrix of size n. Suppose g(x) ∈ Z[x] such that g(0) = 1. The
generalized Bowen–Franks group of A associated to g(x) is BFg(x)(A) = Zn/g(A)Zn. In the particular
case g(x) = 1 − x, we get the Bowen–Franks group of A: BF(A) = Zn/(I − A)Zn.
Remark 2.7. Generalized Bowen–Franks group of a matrix A over a general commutative ring R with
identity is deﬁned in [9]. If we take R = Z[t], g(x) = 1 − tx, then we get the dimensional group
Coker(In − At) = Z[t]n/(In − At)Z[t]n, which was complete invariants for shift equivalence of in-
tegral matrices under some condition (cf. [13] or [9]).
As a simple consequence of the theory of Smith normal form for matrices over a principle ideal do-
main(cf. [15]), we have BFg(x)(A) = G = Zd1 ⊕ Zd2 ⊕ · · ·Zdr ⊕ Zn−r , where di|di+1 and Zd =
(Z,+)/dZ. It can also be written as the direct sum of its p-Sylow subgroups Gp and some copies
of Z, where Gp is trivial for all but ﬁnitely many primes p.
The following are another two deﬁnitions which will be used.
Deﬁnition 2.8. An integral square matrix A of size n is said to be derogatory modulo a prime p if the
degree of the minimal polynomial of Amod p as a matrix over the ﬁnite ﬁeld Zp = (Z,+, ·)/pZ is less
than n. Otherwise A is said to be nonderogatory modulo p.
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Deﬁnition 2.9. (cf. [4] for more general deﬁnitions) Let K be a number ﬁeld of extension degree n
over Q. Then an order O of K is a subring with identity of the ring OK of algebraic integers of K with n
generators over Z. If θ is an algebraic integer in K , then Z[θ ] is an order of K = Q[θ ]. The ﬁnite index
of O as a subgroup in OK is denoted by |OK : O|.
3. Some lemmas
The idea of almost all of the proofs of the following lemmas is from the corresponding results in
Lectures 2 and 3 of [11]. However, for the convenience of the readers, all the proofs will be included.
Lemma 3.1. (1) Any integral square matrix is similar over Z to an upper triangular matrix of the following
form: ⎛⎜⎜⎜⎜⎜⎜⎝
A11 ∗ ∗ ∗ ∗
A22 ∗ ∗ ∗
. . .
...
...
At−1 t−1 ∗
Att
⎞⎟⎟⎟⎟⎟⎟⎠ ,
where Aii have irreducible characteristic polynomials.
(2) Suppose that an integral square matrix A is diagonalizable over complex ﬁeld. Then A is similar over
Z to an upper triangular matrix of the following form:⎛⎜⎜⎜⎜⎜⎜⎝
A11 ∗ ∗ ∗ ∗
A22 ∗ ∗ ∗
. . .
...
...
At−1 t−1 ∗
Att
⎞⎟⎟⎟⎟⎟⎟⎠ ,
where Aii have irreducible minimal polynomials.
Proof. Let p(x) be an irreducible factor of the characteristic polynomial of an integral matrix A of size
n, and θ be a complex root of p(x). Let K = Q(θ). Denote the ring of algebraic integers in K by OK . As a
group it is a free abelian groupof rank r = [K : Q] = degp(x). So it has an integral basisω1,ω2, . . . ,ωr ,
which is also a vector space basis for K over Q.
Let X be a column eigenvector of A corresponding to θ with the entries of X in OK . Then X = Cω for
some n × k integral matrix C whereω = (ω1, . . . ,ωk)T . Also θω = Bω for some k × k integer matrix
B.
Now AX = θX implies ACω = θCω = Cθω = CBω, so (AC − CB)ω = 0. We can write C = USV
where U ∈ GLn(Z), V ∈ GLk(Z) and S is the Smith normal form of C.
Write
U−1AU =
(
A11 A12
A21 A22
)
,
where A11 is k × k. Then we have(
A11 A12
A21 A22
)
Vω =
(
S1
0
)
VBω = θ
(
S1
0
)
Vω,
where S1 is k × k and is the top part of the Smith normal form S. Hence A11z = θz, where
(
z
0
)
=(
S1
0
)
Vω, and A21 = 0.
Thus A11 has characteristic polynomial p(x) and
U−1AU =
(
A11 A12
0 A22
)
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Proceeding in this way, we ﬁnd that there is Q ∈ GL(n,Z) with
Q−1AQ =
⎛⎜⎜⎜⎜⎜⎜⎝
A11 ∗ ∗ ∗ ∗
A22 ∗ ∗ ∗
. . .
...
...
Ar−1,r−1 ∗
Arr
⎞⎟⎟⎟⎟⎟⎟⎠
for some r  1, where the diagonal blocks Aii have irreducible characteristic polynomials. The proof of
(1) is complete. It is easy to deduce (2) from (1). 
Lemma 3.2. Let p(x) ∈ Z[x] be a monic irreducible polynomial of degree n, θ be a complex root of f (x).
Let K = Q(θ) and OK be the ring of algebraic integers of K ,m be the index |OK : Z[θ ]| and p be a rational
prime number.
(1) If gcd(p,m) = 1, then any matrix A ∈ Mn(Z)with characteristic polynomial f (x) is nondegroatory
mod p;
(2) If p|m, then there exists A ∈ Mn(Z) with characteristic polynomial f (x) such that A is derogatory
modulo p.
Proof. (1) SupposeAhas characteristic polynomial f (x) and thatAmodp is derogatory. Then there exist
integers a0, a1, . . . , an−1 not all divisible by p such that a0I + a1A + · · · + an−1An−1 = pBwhere B is
amatrix of integers. But thenβ = a0+a1θ+···+an−1θn−1
p
is an algebraic integer and it is not inZ[θ ] since
1, θ , . . . , θn−1 are linearly independent. If gcd(p,m) = 1, there exists u, v ∈ Z such that pu + mv = 1.
Thus β = puβ + mvβ ∈ Z[θ ]. A contradiction arises.
(2) Suppose p‖OK : Z[θ ]|. Let β = b0+b1θ+···+bn−1θn−1p be an element of OK not in Z[θ ], where
b0, . . . , bn−1 ∈ Z and p is some prime. Let ω1, . . . ,ωn be an integral basis for OK and let A be the
matrix describing multiplication by θ on this basis. Then
b0I+b1A+···+bn−1An−1
p
is the matrix describing
multiplication by β on this basis. So it has integer entries and Amod p is derogatory. 
Remark 3.3. It follows from the lemma above that if OK = Z[θ ], then A mod p is nonderogatory for
any prime p. In general, OK /= Z[θ ] and A is nonderogatory for all but ﬁnitely many primes.
We next consider the similarity of direct sums
A ⊕ · · · ⊕ A︸ ︷︷ ︸
k copies
= Ik ⊗ A
and
B ⊕ · · · ⊕ B︸ ︷︷ ︸
k copies
= Ik ⊗ B
of given integral matrices A and B of size n.
Lemma 3.4. Suppose that A ∈ Mn(Z) have an irreducible characteristic polynomial p(x) ∈ Z[x]. Let θ be
a complex root of f (x). Let K = Q(θ) and OK the ring of algebraic integers of K ,mbe the index |OK : Z[θ ]|.
Then there exists k ∈ N such that Ik ⊗ A is similar to Ik ⊗ C over Z
[
1
m
]
, where C is the companion matrix
of p(x).
Proof. Consider the equation CX = XA where X = (xij). Using the equations obtained by comparing
the ﬁrst n − 1 rows, we can write (xij) (i 2) in terms of x11, . . . , x1n. Having done this substitution,
consider det(X). This is a homogeneous form of degree n in x11, . . . , x1n and it has integer coefﬁcients
and the hypotheses guarantee that the greatest common divisor d of the coefﬁcients is a factor of
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some power of m by Lemma 3.2. By a theorem of Dade in [5], this form represents some power of m
on the ring of all algebraic integers. Let F be the ﬁnite extension of Q generated by algebraic integers
x11, . . . , x1n chosenwith det(X) = d. Letω1, . . . ,ωk be a basis ofOF and letX11, . . . , X1n be thematrices
representingmultiplicationby x11, . . . , x1n on this basis, and letX be the correspondingkn × knmatrix.
Replacing the entries y of A and C by yIk (so A and C are replaced by A ⊗ Ik and C ⊗ Ik), we ﬁnd an
integral matrix X with det(X) = d and X−1(A ⊗ Ik)X = C ⊗ Ik and using a permutation similarity we
get that Ik ⊗ A is similar to Ik ⊗ C over Z
[
1
m
]
. 
An example is given in [11] that A ⊕ A is integrally similar to AT ⊕ AT , where A is the transpose of A,
but A is not integrally similar to AT . However, we have the following simple lemma, which is essential
to the proof of our main result.
Lemma 3.5. If there exists k,m ∈ N such that Ik ⊗ A is similar to Ik ⊗ C over Z
[
1
m
]
, then A is equivalent
to C over Z
[
1
m
]
.
Proof. Note that if there are U, V ∈ GLn
(
Z
[
1
m
])
such that
UAV = D = diag(s1, . . . , sn)
then (U ⊗ Ik)(A ⊗ Ik)(V ⊗ Ik) = D ⊗ Ik . So the smith normal formof A ⊗ Ik uniquely determines that
of A. The result is proved. 
Lemma 3.6. Suppose that A ∈ Mn(Z) have an irreducible minimal polynomial p(x) of degree d. Let θ be a
complex root of p(x). Let K = Q(θ) and OK the ring of algebraic integers of K ,m be the index |OK : Z[θ ]|
and C be the companion matrix of p(x). Then there exists t ∈ N such that It ⊗ A is similar to Ik ⊗ C over
Z
[
1
m
]
, where k = tn
d
.
Proof. By Lemmas 3.1 and 3.4, there exists t ∈ N such that
A˜ = A ⊗ It =
⎛⎜⎜⎜⎜⎜⎜⎜⎝
C11 C12 · · · · · · C1k
C22
. . .
. . . C2k
. . .
. . .
...
Ck−1,k−1 Ck−1,k
Ck,k
⎞⎟⎟⎟⎟⎟⎟⎟⎠ ,
where k = tn
d
, Cii = C. Since A˜hasminimal polynomialp(x), there exists amatrix T with integer entries
such that T−1A˜T = Ik ⊗ C = C ⊕ · · · ⊕ C.Write T = (Tij) in block form. Comparing the last block row
of the matrices in
A˜T = T
⎛⎜⎜⎝
C
. . .
C
⎞⎟⎟⎠ ,
we get
CTki = TkiC
for all i. Comparing the second last row gives
CTk−1 i + Ck−1 kTki = Tk−1 iC.
Since Tki commutes with C, it is either 0 or nonsingular and thus for some j, det Tkj /= 0. The last
equation with i = j now yields
Ck−1 k = (Tk−1 jC − CTk−1 j)T−1kj = (Tk−1 jT−1kj )C − C(Tk−1 jT−1kj )
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Let Y = Tk−1 jT−1kj . Then Ck−1 k = YC − CY . Hence Ck−1 k ∈ [Md(Q), C] ∩ Md(Z).
Let s be the smallest positive integer with
sCk−1 k ∈ [Md(Z), C].
Suppose that s > 1. Let π be a prime dividing s. If
sCk−1 k = [W , C],
withW ∈ Md(Z), then, read mod π , [W , C] ≡ 0.
But C, being a companion matrix, is nonderogatory modulo every prime. So, as a matrix over
Zπ ,W = f (C) for some polynomial f (x) ∈ Z[x]. But in terms of integral matrices, this says thatW −
f (C) = πV where V is a matrix of integers. But then sCk−1 k = π [V , C] and sπ Ck−1 k = [V , C]. This
contradicts the minimality of s. So s = 1, which means that Ck−1k ∈ [Md(Z), C].
Writing Ck−1 k = [V , C] with V an integral matrix, we perform a similarity on A using
I ⊕ . . . ⊕ I ⊕
(
I V
0 I
)
.
The effect is to replace Ck−1k in A by 0.
This step provides the starting point for an inductive proof. The proof is complete. 
4. Proofs of the main results
Let us begin to prove Theorem 1.1.
Proof. Suppose that A is of size n. Since A is diagnalizable over complex ﬁeld, by Lemma 3.1, we can
assume that
A =
⎛⎜⎜⎜⎝
A11 ∗ ∗ ∗
0 A22 ∗ ∗
...
. . .
. . .
...
0 · · · 0 Arr
⎞⎟⎟⎟⎠ ,
where Aii has minimal polynomial pi(x) (i = 1, 2, . . ., r). Consider a similarity of A by⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
I
. . .
I X
. . .
I
I
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
where X is a matrix of integers placed in the (i, j) block position. The effect is to replace Aij by Aij +
(AiiX − XAjj). Suppose Aii is k × k and Ajj is l × l. The mapMk,l(Z) → Mk,l(Z) : X → AiiX − XAjj is an
additive linear mapping with matrix Aii ⊗ Il − Ik ⊗ ATjj , which is invertible over Z
[
1
rij
]
, here rij is the
resultant of pi(x), pj(x). So the map is invertible over Z
[
1
r(i,j)
]
.
Using this process we can replace the blocks Aij(i /= j) by 0 (note that doing the last column ﬁrst
etc does not interfere with already created zeros). The result follows from Lemma 3.6. 
The following is the proof of Theorem 1.2.
Proof. Suppose that A is of size n. By Lemma 3.1, we can assume that
A =
(
N D
0 A1
)
,
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where N is a nilpotent matrix of size l, A1 has characteristic polynomial
∏r
i=1 pi(x)ei and is diagonaliz-
able over C.
Then we have H such that
g(A) =
(
g(N) H
0 g(A1)
)
.
Note that g(0) = 1, we have det(g(N)) = 1 and thus g(N) ∈ GLl
(
Z
[
1
m
])
. Take
P =
(
g(N)−1 −g(N)−1H
0 In−l
)
.
Then
g(A)P = Il
⊕
g(A1).
By Theorem 1.1 there exist t ∈ N and Q ∈ GL(n−l)t
(
Z
[
1
m
])
such that Q−1(It
⊗
A1)Q = It ⊕ C,
where C is deﬁned as in Theorem 1.1 for A1. So we have
Q−1
(
It
⊗
g(A1)
)
Q = It
⊗
g(C).
The result follows from Lemma 3.5. 
Corollary 1.3 follows easily from Theorem 1.2. So the proof is omitted here.
Remark 4.1. (1) If the A is a symmetric integral square matrix, eg., the graph associated to A is a
symmetric directed graph (un-oriented graph), then A is diagonalizable overR and thus our result can
be applied.
(2) Suppose that A and B are nonnegative integral square matrices. By Theorem 2.4.6 in [10], a
necessary condition for them to be shift equivalent overZ is that their invertible parts are similar over
C. In this case, if one of them is diagonalizable over C, so is the other.
5. Some examples
To illustrate our results, in this section we will consider the generalized Bowen–Franks groups for
two by two integral matrices.
Suppose that A =
(
α β
γ δ
)
be an integral matrix. Then
det(xI2 − A) = x2 − (α + δ)x + αδ − βγ = x2 − bx + c
and
1
det(I2 − xA) =
1
1 − bx + cx2
are the characteristic polynomial and zeta function of A respectively.
Suppose that D = b2 − 4c = f 2D0 /= 0, where f > 0, and D0 is a square-free integer. Let
θ = b +
√
D
2
= b + f
√
D0
2
= b − f
2
+ f 1 +
√
D0
2
.
Since Z[ω] is the ring of integers of Q[θ ], where
ω =
{
1+√D0
2
if D0 ≡ 1 (mod 4)√
D0 otherwise
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(cf. [3]), the index |Z[ω] : Z[θ ]| is
m =
{
f if D0 ≡ 1 (mod 4)
f
2
otherwise.
Ifm = 1, then zeta function determines the generalized Bowen–Franks groups by Corollary 1.3. The
following is an example in whichm > 1. Let
A =
(
3 4
4 1
)
and
B =
(
2 17
1 2
)
.
Then they have the same zeta function 1
1−4x−13x2 . Since the ring Z[2 +
√
17] = Z[1 + √17] has
index 2 as a subgroup of the ring of algebraic integers Z
[
1+√17
2
]
, we have m = 2. So only 2-torsion
part of the generalized Bowen–Franks groups for the same g(x)(g(0) = 1)might be different. In fact,
BF(A) = Z/2Z ⊕ Z/4Z and BF(B) = Z/8Z. This example is from Example 2.2.4 in Kitchens’ book
[9].
Now we consider some examples in which the characteristic polynomial is reducible. First let
A =
(
1 2
2 1
)
and
B =
(
1 4
1 1
)
.
Then they have the same characteristic polynomial x2 − 2x − 3 = (x − 3)(x + 1). By Corollary1.3,
we have m = 4, and thus only 2-Sylow subgroup of the generalized Bowen–Franks groups for the
same g(x)(g(0) = 1)might be different. In fact, BF(A) = Z/2Z ⊕ Z/2Z and BF(B) = Z/4Z. Another
example is in Exercise 7.4.12 in [13]:
A =
(
5 3
3 5
)
and
B =
(
6 8
1 4
)
.
Then they have the same Zeta functions and Bowen–Franks group. However, in this case m = 6. By
Corollary 1.3, only 2-Sylow or 3-Sylow subgroup of the generalized Bowen–Franks groups might be
different. In fact, taking g(x) = 1 + x, we have different generalized Bowen–Franks groups:
BF1+x(A) = Z/3Z ⊕ Z/9Z
and
BF1+x(B) = Z/27Z.
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