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第1章 序論
これまでに様々なOS(Operating System)が用途に合わせて開発され、今日に至るまで用い
られている。OSはハードウェアの資源を管理、抽象化し、OSの上で動作するプログラムに
様々な機能を提供する。OSの機能の代表的なものとして、ネットワーク機能、メモリ管理、
プロセス管理、ファイルシステムなどが挙げられる。これらOSが提供する機能は、OSの保
護機構がないカーネル空間で実装を行う必要があり、コストが高い。このため、既存の OS
の機能を再利用したいという要求がある。
本研究ではOSの機能の再利用を、ファイルシステムに着目して検討する。ファイルシス
テムはOSが提供する代表的な機能の一つであり、現在様々な特徴を持つファイルシステム
が開発されている。OSの機能を再利用するにはソースコードの移植を行う方法と、仮想計
算機モニタ (Virtual Machine Monitor、VMM)を用いる手法がある。
まず、ソースコードの移植を行う手法について述べる。あるOSで動作するプログラムを
別の OSに移植する場合、別の OSが提供する関数などに合わせてプログラムを書き換える
必要がある。これは、OSのカーネルが提供する機能、つまりカーネル空間のプログラムで
も、ユーザ空間で動作する一般的なプログラムでも利用される手法である。しかし、この手
法ではプログラムの書き換えというコストが発生する。
次に、VMMを用いる手法について述べる。VMMとは仮想計算機技術 [3]の一つであり、
一台の計算機の上で複数のOSを同時に実行するための技術である。VMMには実機上で直
接動作する Type I VMMと、実機上で動作するOSの上で一つのプログラムとして動作する
Type II VMMとがある。Type II VMMでは、実機上で直接動作するOSをホストOSと呼び、
VMM上で動作する OSのことをゲスト OSと呼ぶ。この手法では、VMM上で動作するゲ
スト OSで NFSサーバを実行する。そして、この NFSサーバが提供するファイルシステム
を、ゲストOSからマウントする。これにより、NFSをゲストOSのファイルシステムを再
利用するための経路として利用する。しかし、この方法では、ZFS[4]やNILFS[5]といった、
ユーザ空間のプログラムを通して特別な機能を提供するものに対応できない。また、ネット
ワーク機能を利用できない場合には適用できない。
そこで、本研究では、VMMとそれに特化したRPC(Remote Procedure Call)を用いて、ファ
イルシステムを再利用する手法を提案する。実装されていない特定のファイルシステム機能
を使いたいとき、そのファイルシステム機能を持つ OSからその機能を借り受けることで、
OSの機能の再利用を実現する (図 1.1)。提案手法では、VMM上で動作するゲストOSをカー
ネルの機能を提供するモジュールと見なす。また、OSに依存しないVMMに特化した RPC
を用いることで、ネットワーク機能が利用できない場合にも再利用が行えるようにする。
本論文では、Linuxに実装されていないファイルシステムを利用することを目標とする。
ファイルシステムは ZFS[4]を対象とし、これを提供する再利用対象のOSを Solaris11とす
る。ホストOSには Linuxを用い、VMMに Linux KVM(Kernel-based Virtual Machine) [6]を
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利用する。また、ZFSは通常のファイルシステムが提供するファイルアクセス以外にも、ス
ナップショット機能やロールバック機能など、様々な機能を提供している。ZFSは、これら
の機能を利用するために、ユーザ空間で動作するプログラムを提供している。本論文では、
これらユーザ空間で動作するプログラムの再利用も目指す。
本論文の構成は次のようになっている。2章では本研究と関連した技術について述べる。
3章では仮想計算機とそれに特化した RPCを用いたファイルシステムの再利用を提案する。
4章では LinuxホストOSにおける Solaris ZFSの再利用について述べる。5章では提案手法
に対しての評価を述べ、今後の課題を示し、6章では本論文をまとめる。
OS2
OS1
特定のファイルシステム機能
特定のファイルシステム
機能がない
ディスクデバイス
研究対象
機能を
借りる
図 1.1: 研究対象
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第2章 関連研究
2.1 仮想計算機モニタ
仮想的に作り出された計算機を仮想計算機 (Virtual Machine、VM)と呼ぶ。また、VMを
作り出すソフトウェアのことを、仮想計算機モニタ (Virtual Machine Monitor、VMM)と呼
ぶ。VMは、それぞれ論理的に独立した計算機のように動作する。これにより、複数の OS
を一台の計算機上で同時に実行することが可能となる。
VMMには、Type I VMMと、Type II VMMとがある。図 2.1(a)にType I VMMの構成を示
す。Type I VMMはハードウェアの上で直接動作し、その上でゲストOSが動作する。Type
I VMMはメモリや入出力デバイスなどのハードウェア資源を管理し、ゲスト OSを実行す
るための環境としてVMを提供する。Type I VMMはVMMが直接ハードウェアの上で動作
するため、仮想化のオーバヘッドは小さい。Type I VMMの例として、VMware ESX[7]や
Xen[8]などがある。
実機上で動作するOSの上で、ユーザプログラムとして動作するVMMを、Type II VMM
と呼ぶ。図 2.1(b)に Type II VMMの構成を示す。Type II VMMは計算機資源を直接操作せ
ず、ホストOSの機能を利用してVMを提供する。このため、Type II VMMは Type I VMM
と比較し、仮想化によるオーバヘッドが大きい。一方、ホストOSの機能を利用できるとい
う利点もある。例えば、ホスト OSのファイルシステムをゲスト OSから直接マウントでき
る HGFS[9]やWFS[10]がある。Type II VMMの例として、KVM[6]や VirtualBox[11]など
がある。
本研究では、Type II VMMを利用し、ホスト OSからゲスト OSの機能を利用する。
2.2 OSにおけるファイルアクセス
一般的なUnix系OSにおいて、OS上で動作するユーザプロセスがファイルにアクセスす
る仕組みを説明する (図 2.2)。例として、ユーザプロセスがファイルの読み取りを行う場合
を挙げる。
ファイルアクセスは層状に行われる。まず readシステムコールが発行され、処理がユーザ
空間からカーネル空間へと移る。カーネル空間内では、仮想ファイルシステム (Virtual File
System、VFS)関数が最初に呼び出される。
VFSとは、実装の異なるファイルシステムの抽象化を行う層である。VFSは目的のファ
イルが存在するファイルシステムに対し、ファイルの読み込み要求を発行する。ファイルシ
ステムは実デバイス上のデータとOS上のファイルを対応づけており、VFSから要求を受け
取ると、デバイスドライバを介して対応するディスクデバイスに読み込み要求を出す。
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図 2.1: Type I VMMと Type II VMMの構成
デバイスドライバは、実デバイスを制御するプログラムである。デバイスドライバはファ
イルシステムから要求を受け取ると、ディスクデバイスに対してファイルアクセス要求を出
す。ディスクデバイスは、データをカーネル内のキャッシュに転送する。キャッシュへの転
送が完了すると、ハードウェア割り込みを行い、カーネルに転送完了の通知をする。
割り込みが発生すると、デバイスドライバは割り込み処理を駆動し、ファイルシステムに
対してデータの転送の完了を通知する。ファイルシステムは、カーネル内のキャッシュ領域
からユーザプログラムのバッファにデータをコピーする。これで、readシステムコールの処
理が完了する。
2.3 ZFS
ZFS[12]とは、Solarisに実装されたファイルシステムである。ZFSではストレージプール
という概念を導入し、ディスクデバイスの抽象化を行っている。これによりディスクデバイ
スの違いや、ディスクデバイスの構成をファイルシステムから隠蔽している (図 2.3)。ZFS
のファイルアクセス機能を利用する際は、このストレージプールから切り出して利用する。
なお、ストレージプールから切り出した部分はデータセットと呼ばれる。また、ZFSは書き
込み時コピー (Copy on Write、CoW)を行っている。これにより、スナップショットを低コ
ストに多数作成することができる。ZFSの構成を図 2.4に示す。
ZFSではカーネル空間の機能として提供されるファイルアクセス機能とは別に、ストレー
ジやストレージプール、データセットを管理するための機能が提供されている。これらの機
能はユーザ空間で動作するプログラムとして提供されており、これらのプログラムからス
ナップショットを作成したり、ディスクデバイス構成の変更などを行うことができる。この
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図 2.2: Unix系 OSにおけるファイルアクセスの流れ
ように、ユーザ空間でファイルシステムの一部の機能を実装している例として ZFSの他に、
NILFS[5]等のログ構造化ファイルシステム [13]、tagxfs[14]等のセマンティクファイルシス
テム [15]がある。本研究では、ZFSのカーネル空間の機能とユーザ空間の機能を再利用の
対象とする。
2.4 FreeBSDへのZFSの移植
Solarisで開発された ZFSを、FreeBSDへ移植した例がある [16]。この方法では、できる
だけ ZFSのコードに対する変更を最小限に留めることを目標にしている。これにより、将
来的な ZFSのバージョンアップへの追従を容易にしている。
この目標を実現するために、文献 [16]では Solarisのカーネル APIとの互換アダプタを
カーネル内に実装している (図 2.5)。互換アダプタでは、Solaris仕様の関数や構造体などを
FreeBSDのカーネル APIを用いて実装している。また、カーネル APIを用いての実現が不
可能な場合は、新規に機能実装を行う場合 FreeBSD側のコードを変更することによって対
処している。
本研究では、ZFSの機能が実装されたOSごと実行し、その機能を利用できる機構を実装
することで、互換アダプタの実装や ZFS本体へのコード変更を一切行うこと無く、ZFSの
再利用を実現する。
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図 2.3: ZFSの概念
VFS
ZFSカーネル機能
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図 2.4: ZFSの構成
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図 2.5: FreeBSDへの ZFSの移植
2.5 Network File System
Network File System(NFS)[17]とは、ネットワークを介してリモートホストにあるファイル
システムをマウントし、ローカルのファイルシステムと同様に操作を行うことができるファ
イスシステムである。NFSの構成図を図 2.6に示す。NFSはサーバとクライアントから構
成される。NFSをマウントしているクライアントがファイルの操作を行うと、RPC(Remote
Procedure Call)の形でネットワークを介し、サーバへと要求が送られる。サーバはクライア
ントからのファイルの操作要求を受け取り、必要に応じて手続きを実行し、その結果をクラ
イアントへ返す。
ゲストOSでNFSサーバを提供し、ホストOSでNFSクライアントを用いることで、ファ
イルシステムの再利用を行うことができる。しかし、NFSを利用する場合、ゲストOSとホ
ストOSとでネットワーク機能が動作している必要がある。本研究では、仮想計算機モニタ
が提供する、ホスト OSとゲスト OSの間の通信機能を用いる。これにより、ネットワーク
機能に依存しないようにする。
また、NFSではファイルシステムを管理、操作する、ユーザ空間のプログラムを再利用す
ることはできない。本研究では、ファイルシステムのカーネル空間の機能であるファイルア
クセス機能だけでなく、ユーザ空間のプログラムの再利用を行う。これにより、ファイルシ
ステムとしての機能を全て再利用できるようにする。
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図 2.6: NFSの構成
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2.6 FUSE
FUSE(Filesystem in Userspace)とは、ユーザ空間でファイルシステムを記述するためのフ
レームワークである [18]。通常、ファイルシステムはカーネル空間での開発となる。カーネ
ル空間ではOSの保護機構が動作しないため、プログラムに不具合があると、メモリ破壊な
どによりOSを巻き込んだエラーを発生させてしまう。このため、ファイルシステムの開発
コストは非常に高い。
FUSEを用いると、メモリの保護やプロセスの分離がされているユーザ空間で開発を行う
ことができる。また、カーネル空間では用いることができないユーザ空間のライブラリを利
用できる。このため、通常のファイルシステムに比べ、容易に開発が行うことができる。
FUSEによって実装され、動作しているものとして、sshfs[19]がある。sshfsとは、sshを
用いてリモートホストにあるファイルをマウントし、ローカルホストのファイルシステムと
同様に操作できるようにするものである。
図 2.7に FUSEの構成を示す。FUSEは四つのコンポーネントからなっている。
1. カーネル空間で VFSの下位層に位置するモジュール
2. ユーザ空間とカーネル空間で通信を行うインタフェース
3. ユーザ空間のアダプタ
4. ユーザ空間で動作するファイルシステム
通常、ユーザ空間で動作するプロセスがファイルにアクセスを行う際は、2.2節で述べた
ように、まずシステムコールを呼び出し、処理をカーネル空間に移す。カーネル空間内では、
VFS層を介してファイルシステムに要求を通知する。ファイルシステムは、要求された処理
を実行してその結果を返す。結果は逆順を辿り、プロセスへ渡される。
このように、通常のファイルシステムはカーネル空間で動作する。しかし、FUSEでは、
ファイルシステムがユーザ空間で動作している。このため、カーネル空間で動作するカーネ
ルに伝えられた要求を、ユーザ空間で動作するファイルシステムに伝える必要がある。VFS
へ送られた要求は、カーネル空間で動作する FUSEのモジュールに送られる。FUSEのモ
ジュールは受け取った要求を、ユーザ空間とカーネル空間を繋ぐ通信インタフェースを介し
てユーザ空間のアダプタへと送る。ユーザ空間のアダプタは、同じくユーザ空間のファイル
システムへ要求を伝え、ファイルシステムは、要求された処理を実行する。その処理の結果
は、逆順を辿り、ユーザ空間からカーネルへと伝えられ、そしてユーザ空間のプロセスへと
結果が渡される。
本研究では、ZFSのカーネル空間の機能であるファイルアクセス機能を再利用するため
に、FUSEを利用し、ユーザランドファイルシステムとして実装する。
2.7 VMRPC
VMRPC[20][21]とは、ゲスト OSからホスト OSの機能を直接呼び出すための RPCであ
る。VMRPCの概要図を、図 2.8に示す。ホスト OSの VMMにモジュールとして様々な関
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ファイルシステム
VFS
FUSE
ユーザ空間
アダプタ
ファイル
システム
通信インタフェース
ユーザ空間
カーネル空間
図 2.7: FUSEの構成
数を追加し、ゲストOSのプログラムからそれらの機能を RPC(Remote Procedure Call)のよ
うに簡単に利用できる。ここで、ホスト OSに追加される部分をホストサーバモジュール、
ゲストOSからホストサーバモジュールを呼び出す部分をゲストクライアントモジュールと
呼ぶ。VMRPCの引数は、ホスト OSとゲスト OSとの間で共有メモリを通じて受け渡しが
行われる。また、ホスト OSからゲスト OSへ割り込みを行う機能もある。
VMRPCは、OSへの依存性が低い。現在までに、VMMとして KVM、ホスト OSとし
て Linuxと OpenIndianaで動作する実装が行われている。また、ゲスト OSとして Linux、
FreeBSD、NetBSD、OpenBSD、Plan 9、およびWindowsにおいて動作している。VMRPC
ではゲスト OSがクライアント、ホスト OSがサーバとなるが、本研究ではその逆となるホ
スト OSがクライアント、ゲスト OSがサーバとなる必要がある。
2.8 協調型仮想計算機モニタ
協調型仮想計算機モニタ [22]とは、ゲスト OSとホスト OSとの隔離の定義を緩和した
VMMである。通常、VMMはゲスト OSとホスト OSとを隔離し、それぞれ論理的に独立
して動作するようになっている。協調型仮想計算機モニタでは、この隔離を緩和している。
これにより、同一のハードウェアで実行される複数のOSの機能を同時に扱えるプログラム
であるCOP(Cross-OS Program)を実現している。COPは、OSの境界を越えてのファイルの
参照やプログラムの実行が可能である。
協調型仮想計算機モニタの一実装である CoKVM(Cooperative KVM)では、その機能の実
現にホストコールとゲストコールを実装している。
ホストコール
ゲスト側のプログラムが、ホスト側のプログラムを呼び出すための仕組み
ゲストコール
ホスト側のプログラムが、ゲスト側のプログラムを呼び出すための仕組み
10
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ホストサーバモジュール ゲストクライアントモジュール
イベントキュー
ホストOS ゲストOS
共有メモリ
図 2.8: VMRPCの概要
ホストコールとゲストコールの実装には、2.7節にて述べたVMRPC[20]が使用されてい
る。本研究では、ホストOSからゲスト OSのファイルシステムを利用するための機構とし
て、ゲストコールと類似の機能が VMMにより提供されていることを前提とする。
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第3章 仮想計算機を用いたファイルシステム
のプログラム再利用の提案
3.1 概要
この章では、仮想計算機を用いてファイルシステムのプログラムを再利用する方法を提案
する。提案手法において、ファイルシステムのプログラムは、カーネル空間で動作するプロ
グラムとユーザ空間で動作するプログラムから構成される。
カーネル空間とユーザ空間で機能を提供するファイルシステムにおいて、カーネル空間で
動作するプログラムを FS-KP1、ユーザ空間で動作するプログラムを FS-UP2と呼ぶことと
する。このとき、ファイルシステムの再利用とは FS-KPと FS-UPの両方を再利用すること
を意味する。
提案方式では、再利用したいファイルシステムのプログラム FS-KPと FS-UPを仮想計算
機の内部で実行する (図 3.1)。仮想計算機の内部ではゲスト OSが動作しており、そのカー
ネル内では FS-KPを一切変更することなく実行する。また、ゲスト OSのユーザ空間上で
は、FS-UPを一切変更することなく実行する。
提案方式でホスト OSから FS-KPを利用するには、ホスト OSのカーネル内にある VFS
層のプログラムを起点とする。その理由は、ホスト OSのユーザプログラムから透過的に
FS-KPを利用するためである。同様に、提案方式でホストOSから FS-UPを利用するには、
ホスト OSのコマンドを起点とする。
1FileSystem Kernel Programの略
2FileSystem User Programの略
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ユーザプロセス
ディスク
デバイス
VMM
ゲストOS
ホストOS
ファイル
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ファイルシステム
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FS操作コマンド : 提案手法
: 通常のファイルアクセス
FS-KP
FS-UP
図 3.1: 概念図
3.2 要件
ファイルシステムのカーネル空間プログラムである FS-KPと、ファイルシステムのユー
ザ空間プログラムである FS-UPの再利用を行うにあたり、以下のように要件を定めた。
• 再利用する対象の FS-KP、及び FS-UPには手を加えないこと
• できるだけホスト OS上で行う処理を減らし、ゲスト OSの FS-KP、FS-UPを用いて
実際の処理を実行すること
• ローカルファイルシステムと同等のファイルアクセス機能を提供すること
• スナップショット作成機能などを、FS-UPを通して行えるようにすること
• できるだけ OSに依存しないこと
以上の要件を元に FS-KPの再利用プログラム、および FS-UPの再利用プログラムの設計
を行う。
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3.3 カーネル空間プログラムの再利用
3.3.1 設計
カーネル空間のプログラムである FS-KPの再利用を行うプログラムは、3つの部分から構
成される。これらの概要図を図 3.2に示す。以下にそれぞれの部分について、その設計を述
べる。
ホストクライアントモジュール
ホストクライアントモジュールは、ファイルシステムとして実装する。このファイルシス
テムは、ファイルの読み込み、書き込みなどの実際の処理は行わず、ホストクライアントモ
ジュールへとその処理を委譲する。なお、通常ファイルシステムはカーネル空間で動作する
プログラムである。
ホストクライアントモジュールの動作を、プロセスがファイルアクセスを行う際を例に挙
げて述べる。ホストOS上で発生したファイルアクセスの要求は、システムコールを通じて
VFSに通知される。ファイルシステムとして実装されたホストクライアントモジュールは、
VFSからファイルアクセス要求を受け取る。受け取った要求は、ゲストコールを用いてゲス
トサーバモジュールに伝えられ、ファイルアクセスの処理の結果が返される。ホストクライ
アントモジュールは、その結果を受け取り、VFSを介してプロセスにその結果を返す。
ゲストサーバモジュール
ゲストサーバモジュールは、ゲストOS上で動作するプログラムとする。ゲストサーバモ
ジュールは、ホストクライアントモジュールからゲストコールを用いて送られてきた要求を
受け取る。そして、ゲスト OSのファイルアクセス機能を用いてゲストOSのファイルシス
テムを操作し、その結果をホストクライアントモジュールに返す。
ゲストサーバモジュールは、ユーザ空間とカーネル空間のどちらで動作させてもよい。ユー
ザ空間で動作させる場合は、システムコールを介して VFSを操作し、ファイルシステムを
利用する。カーネル空間で動作させる場合は、VFSを直接操作し、ファイルシステムを利用
する。
ゲストコール
ホストクライアントモジュールとゲストサーバモジュール間で通信を行うために、ゲスト
コールを用いる。ゲストコールは、2.8節で述べた通り、協調型仮想計算機モニタの一実装
である CoKVMにて用いられている。
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図 3.2: FS-KPの再利用
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3.4 ユーザ空間プログラムの再利用
3.4.1 設計
ユーザ空間プログラムである FS-UPの再利用を行うプログラムは、3つの部分から構成
される。これらの概要図を、図 3.3に示す。以下にそれぞれの部分について、その設計を述
べる。
ホストクライアントプログラム
ユーザからのコマンドを受け、その結果を出力する。実際のコマンドの処理は行わず、ゲ
ストサーバモジュールへと要求をリダイレクトし、その処理を委譲する。
ホストクライアントプログラムは、ホストOSのユーザ空間で動作する。ホストクライア
ントプログラムはユーザからのコマンドを受け取り、そのコマンドをゲストOS上のゲスト
サーバモジュールに伝える。そして、ゲストサーバモジュールから実行結果を受け取り、標
準出力、および標準エラー出力それぞれに出力する。
ゲストサーバプログラム
ゲストサーバプログラムは、ゲストOSのユーザ空間でデーモンとして動作するプログラ
ムである。ゲストサーバプログラムは、ゲストOSから受け取ったコマンドをゲスト OS上
で実行する。コマンドの実行結果は、標準出力と標準エラー出力をそれぞれ分けてホスト
OSに送信する。
ゲストコール
FS-KPの再利用と同様に、ホストクライアントモジュールとゲストサーバモジュール間で
通信を行うために、ゲストコールを用いる。
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図 3.3: FS-UPの再利用
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第4章 LinuxホストOSにおけるSolaris ZFS
の再利用
第 3章では、仮想計算機とホストゲスト間通信を用いて、ゲストOSで動作しているファ
イルシステムのプログラムをホストOSから利用する方法を提案した。ファイルシステムの
プログラムは、カーネル空間で動作するもの (FS-KP)とユーザ空間で動作するもの (FS-UP)
に分かれる。提案方式では、FS-KPと FS-UPの両方をホスト OSから利用可能にする。こ
の章では、提案方式に基づき、ゲストOSである Solaris上で動作する ZFSのプログラムを、
ホスト OSである Linuxで利用することを試みる。
4.1 実装環境
本研究では次の環境にて、既存のファイルシステムのプログラムの再利用を試みる。
ゲストOS Solaris11
ファイルシステム ZFS
VMM Linux-KVM
CPU Intel Core 2 Duo
4.2 dRubyによるゲストコールの実装
3章で述べたゲストコールの実装としては、2.8節で述べた CoKVMが提供しているゲス
トコールと類似の機能を利用するのが理想的である。しかしながらCoKVMとは異なり、実
装環境として利用した Linux KVMにはゲストコールの機能がない。そこで、本研究では提
案方式の実現可能性を検証するために、3章で述べたゲストコールを dRuby[23]の RPCを
利用して実現する。
dRubyは、Ruby言語により分散プログラミングを行うためのライブラリである。dRuby
を利用すれば、Ruby言語により RPCを行うことができる。
4.3 FUSEによるカーネル空間機能の再利用
3.3節で述べたように、ファイルシステムのプログラムのうち、カーネル空間で動作するも
のである FS-KPを再利用するには、ホスト OSのカーネル内で動作する VFS層のモジュー
ルを実装する必要がある。しかしながら、カーネル内のプログラムを開発することは容易
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ではない。そこで、本研究では 2.6節で述べた FUSEを利用することにした。FUSEを利用
することで、2.6節で述べたように、ホストクライアントモジュール (HCM)をホストOSの
ユーザ空間で動作させることが可能になる。
FUSEには様々な実装がある。本研究ではそのうちの一つである、FUSEを Rubyから利
用できる Rubyライブラリである RFuseFS[24]を用いて実装を行った。RFuseFSと 4.2節で
述べた dRubyを用いることで、ホストクライアントモジュール (HCM)とゲストサーバモ
ジュール (GSM)の両方を Ruby言語で記述可能にした (図 4.1)。
プロセス
カーネル空間
ディスク
デバイス
ゲストOS
FUSE
VFS
ホストOS
ファイルシステム
VFS
ゲストサーバモジュール
ゲストサーバモジュール
VMM
再利用したい
ファイルシステム
( FS-KP )
ホストクライアントモジュール
dRuby
図 4.1: FUSEと dRubyを用いた実装
RFuseFSでホストクライアントモジュールを記述するには、表 4.1を実装すればよい。こ
の表で重要な手続きとしては、file?、raw read、raw closeがある。これらの手続きは、open()
システムコールでファイルを読み込みモードで開き、read()システムコールでその内容を読
み込み、close()システムコールでファイルを閉じるときに呼ばれる。canで始まる手続きは、
アクセス権のチェックのために使われる。
ゲストサーバモジュールは、表 4.1に示した手続きの集合として実装した。これらの手続
きでは、ほとんど何も行わずに dRubyでゲストサーバモジュールに処理を依頼している。本
研究では、ホストクライアントモジュールとゲストサーバモジュールの間のインタフェース
として、RFuseFSの手続きとほぼ同様のものを実装した。
RFuseFSと dRubyを利用したことの利点は、第一に高い生産性を持つ Ruby言語を利用で
きたことにある。第二の利点は、再利用するファイルシステムのプログラムへの依存性が低
いことにある。今回は ZFSを再利用しているが、ホストクライアントモジュールもゲスト
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サーバモジュールも ZFSに依存している部分はない。
4.4 ユーザ空間プログラムの再利用
3.2節で述べたように、ファイルシステムのプログラムのうち、ユーザ空間で動作するプ
ログラム FS-UPを再利用するためには、ホストOSでコマンドを実装する必要がある。ZFS
の場合、次の 2つのコマンドを実装すればよい。
zpoolコマンド
ストレージプールに対して設定変更、構成変更を行うためのコマンド
zfsコマンド
ストレージプールから切り出したファイルシステムに対して設定変更、構成変更を行
うためのコマンド
ZFSに関するコマンドとしては、これ以外にもいくつか存在する。たとえば、zfs allow、
zfs encrypt、zfs shareなどである。これらのコマンドは、zfsコマンドへのシンボリック・リ
ンクとなっている。したがって、zfsコマンドと zpoolコマンドの 2つのコマンドをホスト
OSで実装すればよい。単純に考えれば、ホストOSにおいて、zfsおよび zpoolという名前
でプログラムを作成し、その引数を取得し、それをゲストOSに送り、そこで同名のコマン
ドを実行すればよい。しかしながら、実装上の問題がいくつかある。
特に大きな問題として挙げられるのは、zfsコマンドと zpoolコマンドが多くのサブコマン
ドを持っていることである。表 4.2に zfsコマンドのサブコマンド、表 4.3に zpoolコマンド
のサブコマンドを示す。これらのサブコマンドには様々な型の引数を持つ。たとえば、ファ
イルのパス名、整数、名前を意味する文字列等の型を持つ。したがって、これらのサブコマ
ンドの引数の意味を考えながら、ホストからゲストへ引数を渡す必要がある。例として、パ
ス名を渡す場合などが挙げられる。FS-KPを再利用したプログラムを用いると、同一のもの
を指すパスがゲスト OSとホスト OSで異なる。このため、ゲスト OSへとパスを伝える際
には、ホスト OS上でのマウントポイントを考慮してパスを変換する必要がある。
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表 4.1: RFuseFSを用いたファイルシステムの手続き一覧
メソッド名 説明
split path ベース名を取得
scan path パス内の全ての要素を配列にして取得
initialize 初期化
file? ファイルか否か
directory? ディレクトリか否か
contents ディレクトリ内のファイル一覧を取得
read file ファイルの内容を取得 (string)
write to ファイルに書き込む (string)
times ファイルの時間情報を取得
size ファイルサイズを取得
can mkdir? ディレクトリが作成できるか否か
executable? 実行権限があるか否か
can write? 書き込み権限があるか否か
can delete? 削除可能か否か
can rmdir? ディレクトリが削除可能か否か
delete ファイルを削除する
mkdir ディレクトリを作成する
touch タイムスタンプの更新
rmdir ディレクトリの削除
rename ファイルやディレクトリを移動させる
raw open ファイルディスクリプタをオープンする
raw truncate ファイルを切り詰める
raw read ファイル内容を取得
raw write ファイルに書き込む
raw close ファイルディスクリプタを閉じる
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表 4.2: ZFSのファイルシステム管理コマンド一覧 [1]
コマンド名 サブコマンド 説明
zfs help zfsコマンドの使用方法を表示
create 新しい ZFSストレージを作成
destroy 指定されたデータセットを破棄
diff スナップショットの相違点を表示
snapshot 指定した名前のスナップショットを作成
rollback ZFSファイルシステムをロールバックする
clone 指定したスナップショットのクローンを作成
promote 特定のクローンファイルシステムへの移行を促す
rename 指定したデータセットの名前を変更
list 指定したデータセットのプロパティ情報を、表形式で表示
set プロパティを、各データセット用に指定した値に設定
get 指定したデータセットのプロパティを表示
inherit プロパティを消去する
upgrade ZFSファイルシステムのアップグレード
userspace ユーザーの消費容量、および割り当てを表示
groupspace グループの消費容量および割り当てを表示
mount ZFSファイルシステムをマウント
unmount ZFSファイルシステムをアンマウント
share ZFSファイルシステムを共有または共有解除
unshare ZFS共有を公開、または非公開にする
send ZFSのスナップショットをストリーム表現する
receive 標準入力から受信し、スナップショットを作成する
allow ファイルシステムの管理アクセス権を委任
unallow zfs allowコマンドで付与されたアクセス権を削除
holds 保持されたスナップショットの一覧を表示する
release 保持されたスナップショットを削除
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表 4.3: ZFSのストレージプール管理コマンド一覧 [2]
コマンド名 サブコマンド 説明
zpool help zpoolコマンドの使用方法を表示
add デバイスをストレージプールに追加
attach デバイスを既存のストレージプールに追加
clear ストレージプール内のエラーをクリアする
create 新規ストレージプールを作成
destroy ストレージプールを破棄
detach ストレージプールからデバイスを切り離す
export 指定した出ストレージプールをエクスポートする
get ストレージプールのプロパティを取得する
history ストレージプールのコマンド履歴を表示
import ストレージプールをインポートする
iostat ストレージプールの I/O統計情報を表示する
list ストレージプールの状態を表示
offline ストレージプール内のデバイスをオフラインにする
online ストレージプール内のデバイスをオンラインにする
remove ストレージプールからデバイスを削除する
replace ストレージプールのデバイスを置き換える
scrub ストレージプールのデータの検査
set ストレージプールにプロパティを設定する
split ミラー化されたストレージプールを分割する
status ストレージプールの状態情報を表示
upgrade ストレージプールのバージョンをアップグレードする
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第5章 評価
第 3章では、ファイルシステムのカーネル空間のプログラム FS-KPと、ユーザ空間のプ
ログラム FS-UPを再利用する方法として、仮想計算機とそれに特化した RPCであるゲスト
コールを用いる手法を提案した。第 4章では提案方式に従い、Linuxにおいて Solaris ZFS
を再利用する方法を示した。本研究では、仮想計算機モニタとしてKVM、それに特化した
RPCの代替として dRubyを用いる。
この章では、まず 4章で実装したプログラムの実行例を示し、再利用が行われていること
を示す。これにより、提案方式の実現可能性があることを示す。次に、ファイルシステムの
プログラムの再利用法式として、2.4節で述べた FreeBSDへの ZFSの移植で用いられてい
る、アダプタを実装する手法、および ZFS-FUSE[25]と提案手法との比較も行う。以上によ
り、提案方式の評価を行う。また、実装した ZFSのカーネル空間の機能の再利用プログラ
ムと、ZFSのユーザ空間の機能の再利用プログラムの評価も行う。
5.1 実現可能性
5.1.1 カーネル空間プログラムの再利用
ファイルシステムのカーネル空間プログラム FS-KPは、システムコールを通じてファイ
ル入出力機能やディレクトリ操作機能を提供する。この節では、Unixの基本的なコマンド
を用いてシステムコールを発行し、ファイル入出力機能やディレクトリ操作機能が動作して
いることを示す。これにより、提案方式によるカーネル空間プログラム FS-KPの再利用が
可能であることを示す。
Unixの基本的なコマンドの実行に先立ち、次の作業を行った。
1. ゲスト OSの起動
2. ゲスト OSでゲストサーバモジュールの実行
3. ホスト OSで RFuseFSの実行し、ゲスト OSのルートディレクトリをマウントポイン
ト/mnt/tmpにマウント
• $ ruby fs-client.rb –daemon 192.168.83.78 10048 /tmp/mnt
以下では、マウントポイント/mnt/tmpに対して lsコマンドを実行し、ファイルの一覧を
取得している。
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host-linux$ ruby fs-client.rb --daemon 192.168.83.78 10048 /tmp/
mnt
url is druby://192.168.83.78:10048
host-linux$ ls /tmp/mnt
bin/ devices/ kernel/ net/ proc/ system/
boot/ etc/ lib/ nfs4/ root/ tmp/
cdrom/ export/ media/ opt/ rpool/ usr/
dev/ home/ mnt/ platform/ sbin/ var/
host-linux$ ls -al /tmp/mnt
合計 0
drwxrwxrwx 1 1000 501 0 2013-01-17 03:51 ./
drwxrwxrwx 1 1000 501 0 2013-01-17 03:51 ./
drwxrwxrwt 5 root root 48 2013-01-16 18:55 ../
drwxrwxrwt 5 root root 48 2013-01-16 18:55 ../
drwxrwxrwx 1 1000 501 0 2013-01-17 03:25 bin/
drwxrwxrwx 1 1000 501 0 2012-12-28 18:18 boot/
drwxrwxrwx 1 1000 501 0 2012-12-28 18:18 cdrom/
drwxrwxrwx 1 1000 501 0 2013-01-01 06:29 dev/
drwxrwxrwx 1 1000 501 0 2013-01-01 06:24 devices/
drwxrwxrwx 1 1000 501 0 2013-01-10 20:41 etc/drwxrwxrwx 1 1000
501 0 2012-12-28 18:18 export/
drwxrwxrwx 1 1000 501 0 2013-01-03 06:48 home/
drwxrwxrwx 1 1000 501 0 2013-01-01 06:25 kernel/drwxrwxrwx 1
1000 501 0 2012-12-28 18:18 lib/
drwxrwxrwx 1 1000 501 0 2012-12-28 18:18 media/
drwxrwxrwx 1 1000 501 0 2012-12-28 18:18 mnt/
drwxrwxrwx 1 1000 501 0 2013-01-01 06:25 net/
drwxrwxrwx 1 1000 501 0 2013-01-01 06:25 nfs4/
drwxrwxrwx 1 1000 501 0 2012-12-28 18:18 opt/drwxrwxrwx 1 1000
501 0 2012-12-28 18:18 platform/
drwxrwxrwx 1 1000 501 0 2013-01-17 03:51 proc/
drwxrwxrwx 1 1000 501 0 2012-09-20 05:11 root/drwxrwxrwx 1
1000 501 0 2012-12-28 18:18 rpool/
drwxrwxrwx 1 1000 501 0 2013-01-10 01:39 sbin/
drwxrwxrwx 1 1000 501 0 2012-12-28 18:18 system/drwxrwxrwx 1
1000 501 0 2013-01-01 06:25 tmp/
drwxrwxrwx 1 1000 501 0 2012-12-28 22:26 usr/
drwxrwxrwx 1 1000 501 0 2013-01-17 03:10 var/
このように、これらのコマンドが正常に動作していることがわかる。lsコマンドは、get-
dents(get directory entry)システムコールを実行する。ls -l では、さらに stat(status)システ
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ムコールを実行する。これらは、表 4.3に示した RFuseFSの手続きのうち、contents、file?、
directory?、executable?、times、size等の手続きが呼ばれる。その後、処理はゲストOSのカー
ネルに移り、そこから ZFSのカーネル空間プログラム FS-KPが実行されている。
lsコマンド、および、ls -lコマンドをゲスト OS上で実行すると、次のような結果が得ら
れる。
vm-solaris% ls /
bin@ devices/ kernel/ net/ proc/ system/
boot/ etc/ lib/ nfs4/ root/ tmp/
cdrom/ export/ media/ opt/ rpool/ usr/
dev/ home/ mnt/ platform/ sbin@ var/
vm-solaris% ls -la /
total 522
drwxr-xr-x 24 root root 26 2013-01-01 06:24 ./
drwxr-xr-x 24 root root 26 2013-01-01 06:24 ../
lrwxrwxrwx 1 root root 9 2012-12-26 04:03 bin -> ./usr/
bin/
drwxr-xr-x 6 root sys 9 2012-12-26 04:02 boot/
drwxr-xr-x 2 root root 4 2012-12-26 04:36 cdrom/
drwxr-xr-x 240 root sys 243 2013-01-01 06:24 dev/
drwxr-xr-x 4 root sys 11 2013-01-01 06:24 devices/
drwxr-xr-x 74 root sys 166 2013-01-10 20:41 etc/
drwxr-xr-x 3 root root 3 2012-12-26 04:36 export/
dr-xr-xr-x 2 root root 2 2013-01-01 06:25 home/
drwxr-xr-x 19 root sys 19 2012-12-26 03:55 kernel/
drwxr-xr-x 13 root bin 301 2012-12-26 03:55 lib/
drwxr-xr-x 2 root root 4 2013-01-01 06:25 media/
drwxr-xr-x 2 root sys 2 2012-12-26 04:03 mnt/
dr-xr-xr-x 1 root root 1 2013-01-01 06:25 net/
dr-xr-xr-x 1 root root 1 2013-01-01 06:25 nfs4/
drwxr-xr-x 2 root sys 2 2012-09-20 05:09 opt/
drwxr-xr-x 5 root sys 5 2012-09-20 05:09 platform/
dr-xr-xr-x 68 root root 480032 2013-01-17 03:54 proc/
drwx------ 2 root root 4 2012-12-26 04:02 root/
drwxr-xr-x 3 root root 3 2012-12-26 04:17 rpool/
lrwxrwxrwx 1 root root 10 2012-12-26 04:03 sbin -> ./usr/
sbin/
drwxr-xr-x 5 root root 5 2012-09-20 05:09 system/
drwxrwxrwt 3 root sys 189 2013-01-17 03:30 tmp/
drwxr-xr-x 32 root sys 44 2012-12-28 07:08 usr/
drwxr-xr-x 34 root sys 41 2012-12-26 04:02 var/
このように、ホスト OSでの実行結果とゲスト OSの実行結果が似ていることからも、ZFS
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のカーネル空間プログラム FS-KP本体を一切変更することなく再利用できたことがわかる。
5.1.2 ユーザ空間プログラムの再利用
ファイルシステムのユーザ空間プログラム FS-UPは、ホストOSのコマンドを通じてファ
イルシステム固有の機能を提供する。ZFSのユーザ空間プログラム FS-UPは、ホストOSの
コマンドを通じてデータセットの管理機能とストレージプールの管理機能を提供する。この
節では、本研究で実装したホストOS上のプログラムの実行例を示す。これにより、提案方
式によるファイルシステムのユーザ空間プログラム FS-UP再利用の実現可能性があること
を示す。
ZFSの基本的な管理コマンドの実行に先立ち、次のことを行った。
1. ゲスト OSの起動
2. ファイルシステムのユーザ空間プログラムの再利用を行う FS-UPサーバを、ゲストOS
で実行
3. ホスト OSで RFuseFSの実行し、ゲスト OSのルートディレクトリをマウントポイン
ト /mnt/tmpにマウント
• $ ruby fs-client.rb –daemon 192.168.83.78 10048 /tmp/
以下では、本研究で実装したホストOS上のプログラム zfscmd client.rbで ZFSのストレー
ジプール一覧を取得している。
host-linux$ ruby zfscmd_client.rb zfs
missing command
For more info, run: zfs help
host-linux$ ruby zfscmd_client.rb zfs list
NAME USED AVAIL REFER MOUNTPOINT
rpool 9.01G 116G 4.58M /rpool
rpool/ROOT 2.74G 116G 31K legacy
rpool/ROOT/solaris 2.74G 116G 2.44G /
rpool/ROOT/solaris/var 193M 116G 109M /var
rpool/VARSHARE 92.5K 116G 67.5K /var/share
rpool/dump 4.06G 118G 2.00G -
rpool/export 172M 116G 32K /export
rpool/export/home 171M 116G 32K /export/home
rpool/export/home/t-mizuno 171M 116G 167M /export/home/t-
mizuno
rpool/swap 2.03G 117G 1.00G -
このプログラム zfscmd client.rb は、ゲスト OSで動作している FS-UPサーバに対して
dRubyでアクセスし、ゲスト OSで zfsコマンドを実行している。その結果を、ホスト OS
の端末に表示している。
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zfsコマンド、および、zfs listコマンドをゲスト OSで実行すると、次のような結果が得
られる。
vm-solaris% zfs
missing command
For more info, run: zfs help
vm-solaris% zfs list
NAME USED AVAIL REFER MOUNTPOINT
rpool 9.01G 116G 4.58M /rpool
rpool/ROOT 2.74G 116G 31K legacy
rpool/ROOT/solaris 2.74G 116G 2.44G /
rpool/ROOT/solaris/var 193M 116G 109M /var
rpool/VARSHARE 92.5K 116G 67.5K /var/share
rpool/dump 4.06G 118G 2.00G -
rpool/export 172M 116G 32K /export
rpool/export/home 171M 116G 32K /export/home
rpool/export/home/t-mizuno 171M 116G 167M /export/home/t-
mizuno
rpool/swap 2.03G 117G 1.00G -
このように、ホストOSでの実行結果とゲストOSの実行結果が同じことからも、ZFSの
ユーザ空間プログラム FS-UP本体を一切変更することなく再利用できたことがわかる。こ
れにより、提案方式の実現可能性があることを確認した。
5.2 その他のZFS再利用手法との比較
ZFSは、いくつかの手法により再利用が行われている。ここでは、本手法と他手法との比
較を行う。
5.2.1 カーネル空間への ZFSの移植との比較
2.4節では、FreeBSDへの ZFSの移植で用いられている手法について述べた。この手法で
は、アダプタを用いることで Solaris ZFSのコードに手を加えることなく移植を実現してい
る。これにより、新しい機能が追加されたりバグが修正されるなど、Solaris ZFSに変更が加
えられた時に、容易に追従できるようにしている。この手法の利点は、高い性能が得られる
ことである。また、ユーザ空間プログラム FS-UPはほとんどそのまま利用可能であること
も利点として挙げられる。この手法の問題点は、アダプタ実装の難易度が高いことである。
その理由として、アダプタはカーネル空間で動作するので、開発が難しいことが挙げられる。
また、カーネル APIという、標準化がなされていない環境を対象としていることも挙げら
れる。
本研究では、仮想計算機とそれに特化した RPCを用いることで、カーネル空間でのプロ
グラミングを行うことなく ZFSの再利用を実現した。2.4節で述べた方法と比較した提案方
28
式の利点は、カーネル空間プログラム FS-KPの再利用がより容易であることである。提案
方式では難易度が高いカーネル空間のプログラムを、仮想計算機と FUSE を使うことで排
除している。2.4節で述べた方法と比較したときの提案方式の欠点として、カーネル空間プ
ログラム FS-UPの再利用のために、FS-UPサーバを実装する必要があることが挙げられる。
また、提案方式では明らかに多数の層を通過することから性能が低いことも挙げられる。
5.2.2 FUSEを用いた ZFS for Linuxとの比較
Linuxにおいて ZFSを用いる手法として、ZFS for Linuxがある。これは、ZFSにおいて
ファイルアクセス機能を担うカーネル機能を、FUSEを用いてユーザ空間で動作させている
ものである。
この手法では、カーネル空間への移植で行っていたアダプタの実装など、カーネル空間で
のプログラミングは必要がない。一方で、ZFSの管理コマンドに変更を加え、ユーザ空間で
動作するファイルシステムに対して操作を行えるようにする必要がある。
本研究では、管理コマンドに変更を加えることなく再利用ができた。
5.3 今後の課題
5.3.1 カーネル空間のプログラム再利用の課題
現在、FS-KPの再利用を行うプログラムには、以下のような課題がある。
網羅されていないファイルシステムの機能の実装
現在、ファイルシステムとして実装すべき機能が網羅されていない。これら足らない
機能の実装を進め、ローカルファイルシステムと同様に扱えるようにする。
カーネル空間への移植
現在、FUSEを用いてユーザ空間ファイルシステムとして実装されている。今後は、
カーネル空間への移植を行い、高速に動作させる。
ネットワークに依存しないゲスト―ホスト間通信への置き換え
現在、ホスト―ゲスト間は dRubyを用いて通信を行っている。dRubyを利用するには、
ゲスト OSとホスト OSのネットワーク機能が利用できる必要がある。今後は、ネッ
トワーク機能を利用できない環境に向けて、VMRPCを用いる実装にする。
5.3.2 ユーザ空間のプログラム再利用の課題
現在、FS-UPの再利用を行うプログラムには、ネットワークが利用できる環境でないと
利用できないという問題がある。これは、コマンドの送受信、データの送受信に dRubyを
用いているためである。今後は、ネットワークが利用できない環境でも利用できるように、
VMMが提供するゲストコールを用いることが課題として挙げられる。
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第6章 結論
本論文では、仮想計算機を用いてファイルシステムの再利用をする方法について述べた。
本研究では具体的にゲスト OSに Solaris11、ホスト OSに Linux、VMMに KVMを用いて
Solaris ZFSの再利用を行った。再利用を行ったものは、ファイルアクセス機能を担うカー
ネル空間のプログラムと、ユーザ空間で動作する ZFSの管理プログラムである。
第 1章では、本研究の背景と研究の目的について述べた。あるOSのユーザ空間で動作す
るプログラムを別のOSで再利用したいという要求がある。ファイルシステムのプログラム
のようにカーネルで動作するプログラムは、POSIXのような標準APIが存在しないため、再
利用が容易ではない。本研究では、Type II VMMを用いて再利用したいファイルシステムの
プログラムを一切変更することなく元のOSごと実行し、そのプログラムを仮想計算機に特
化した RPCを通じて利用する方法を提案した。そして、実際に Linux上で Solaris ZFSのプ
ログラムを再利用することで、提案手法の有効性を確認するのが本研究の目的であることを
述べた。
第 2章では、関連研究として、現在の仮想計算機の種別、OSにおけるファイルアクセスの
概要、ネットワークを用いたファイルシステムであるNFSについて述べた。続いて、本研究
で再利用の対象とするファイルシステムである ZFSの概要、再利用する際に用いた、ユーザ
ランドで動作するファイルシステムのフレームワークである FUSEについて述べた。また、
協調型仮想計算機モニタ CoKVMではゲストコールと呼ばれる RPCがあり、ホスト OSか
らゲスト OSの手続きを呼び出すことができることについても述べた。
第 3章では、仮想計算機を用いたファイルシステムの再利用について提案した。本研究で
は、再利用するファイルシステムのプログラムを、カーネル空間で動作するものとユーザ空
間で動作するものに分ける。提案手法では、再利用するファイルシステムのプログラムを
カーネル空間のプログラムとユーザ空間のプログラムに分けそれぞれ再利用を行う。ここ
で、カーネル空間のプログラムを FS-KP、ユーザ空間のプログラムを FS-UPと呼ぶことと
する。FS-KPの再利用プログラムについても、ゲスト OSの VFS層のプログラムであるホ
ストクライアントモジュール、ゲストサーバモジュール、および、これらを接続する RPC
から構成される。FS-UPを再利用プログラムは、FS-UPのホストクライアントプログラムと
ゲストサーバプログラム、およびこれらを接続する RPCから構成される。
第 4章では、提案方式に従い Linuxにおける Solaris ZFSの再利用法を示した。FS-KPの
再利用は、Rubyから FUSEを扱うためのライブラリである RFuseFSを用いて、ユーザ空間
ファイルシステムとして実装した。ホストOSでファイルアクセスを行うと、ユーザ空間の
ファイルシステムであるホストクライアントモジュールから、ゲストOS上のゲストサーバ
モジュールへ要求が送られ、実際のファイルアクセスが行われる。FS-UPの再利用では、ホ
ストクライアントプログラムとゲストサーバプログラムを共に Rubyのプログラムとして実
装した。ホストクライアントプログラムは内部でほとんど処理を行わず、引数をゲストサー
30
バプログラムに渡す。ゲストサーバプログラムは、ゲストOS上の FS-UPを実行し、その結
果をホストクライアントプログラムに返す。これら 2つのプログラムの再利用では、ゲスト
OSとホスト OSとの通信に dRubyを用いた。
第 5章では、まず提案方式に従い、Linuxにおける Solaris ZFSの再利用が動作すること
を確認した。これにより、提案方式に実現可能性があることを示した。次に、FreeBSDへの
ZFSの移植と比較して提案方式の利点と欠点を明らかにした。提案方式の利点は、カーネル
空間プログラムの再利用がより容易であることである。提案方式の欠点は、性能が低いこと
である。
今後の課題としては、FS-KPの再利用プログラムの開発が挙げられる。まず FUSEにおい
て未実装の手続きをすべて実装し、全てのシステムコールを扱えるようにする。次に、ゲス
トサーバモジュールをカーネル空間で実装することで高速化することも考えている。これに
より、提案方式の欠点である速度が遅い点について改善が見込まれる。また、現在は FS-KP
の再利用プログラムと FS-UPの再利用プログラム共に、ゲストOSとホストOS間の通信に
TCP/IPを用いている。今後は、ネットワーク機能が使えない場合にもファイルシステムの
再利用が行えるよう、VMMによりゲストコールを提供したいと考えている。
31
謝辞
本研究を行うにあたり、多くの方々にご協力頂きました。研究を進めるに際し、丁寧なご
指導と的確なアドバイスを頂いた中井央先生、新城靖先生に深く感謝しお礼申し上げます。
また、佐藤聡先生、板野肯三先生には、発表や論文に対して貴重なご助言を頂き、深く感謝
致します。森嶋厚行先生には快く副指導教員をお引き受け頂き、感謝致します。
ソフトウェア研究室の齊藤剛氏、髙田真吾氏には研究において多くのアドバイス、ご指摘
を頂きました。深く感謝申し上げます。ソフトウェア研究室のみなさま、またオペレーティ
ングシステムとシステムソフトウェア研究室の大久保諒氏には、日々の研究における相談か
ら学生生活の相談まで、様々な面でお世話になりました。感謝の意を表します。最後に、学
生生活を支えてくれた家族と友人に、この場を借りてお礼申し上げます。
32
参考文献
[1] Oracle. The manual page of the zfs command, 2012.
[2] Oracle. The manual page of the zpool command, 2012.
[3] R.P. Goldberg. Survey of virtual machine research. IEEE Computer, Vol. 7, No. 6, pp. 34–45,
1974.
[4] O. Rodeh and A. Teperman. zFS-a scalable distributed file system using object disks. In
Mass Storage Systems and Technologies, 2003.(MSST 2003). Proceedings. 20th IEEE/11th
NASA Goddard Conference on, pp. 207–218. IEEE, 2003.
[5] R. Konishi, Y. Amagai, K. Sato, H. Hifumi, S. Kihara, and S. Moriai. The linux implementa-
tion of a log-structured file system. ACM SIGOPS Operating Systems Review, Vol. 40, No. 3,
pp. 102–107, 2006.
[6] Avi Kivity. KVM : the Linux virtual machine monitor. In OLS ’07: The 2007 Ottawa Linux
Symposium, pp. 225–230, July 2007.
[7] Carl A. Waldspurger. Memory resource management in vmware esx server. SIGOPS Oper.
Syst. Rev., Vol. 36, No. SI, pp. 181–194, 2002.
[8] P. Barham, B. Dragovic, K. Fraser, S. Hand, T. Harris, A. Ho, R. Neugebauer, I. Pratt,
and A. Warfield. Xen and the art of virtualization. In Proceedings of the nineteenth ACM
symposium on Operating systems principles, p. 177. ACM, 2003.
[9] VMware, Inc. Workstation User’s Manual. http://www.vmware.com/pdf/ws65_
manual.pdf. 2009年 12月 20日閲覧.
[10] 豊岡拓,新城靖,齊藤剛. ホスト型仮想計算機環境におけるファイル入出力のアウトソー
シングによる高速化. 第 21回 コンピュータシステム・シンポジウム (ComSys 2009),
2009.
[11] Jon Watson. Virtualbox: bits and bytes masquerading as machines. Linux J., Vol. 2008, No.
166, p. 1, 2008.
[12] J. Bonwick, M. Ahrens, V. Henson, M. Maybee, and M. Shellenbaum. The zettabyte file
system. In Proc. of the 2nd Usenix Conference on File and Storage Technologies, 2003.
[13] J. Ousterhout and F. Douglis. Beating the i/o bottleneck: a case for log-structured file sys-
tems. ACM SIGOPS Operating Systems Review, Vol. 23, No. 1, pp. 11–28, 1989.
33
[14] tagxfs. http://tagxfs.sourceforge.net/. 2013年 1月 13日閲覧.
[15] D.K. Gifford, P. Jouvelot, M.A. Sheldon, et al. Semantic file systems. In ACM SIGOPS
Operating Systems Review, Vol. 25, pp. 16–25. ACM, 1991.
[16] P.J. Dawidek. Porting the zfs file system to the freebsd operating system. Proc. of AsiaBSD-
Con, pp. 97–103, 2007.
[17] R. Sandberg, D. Goldberg, S. Kleiman, D. Walsh, and B. Lyon. Design and implementation
of the Sun network filesystem. In Proceedings of the Summer 1985 USENIX Conference, pp.
119–130, 1985.
[18] M. Szeredi, et al. Fuse: Filesystem in userspace. Accessed on, 2010.
[19] M.E. Hoskins. Sshfs: super easy file access over ssh. Linux Journal, Vol. 2006, No. 146,
p. 4, 2006.
[20] 齊藤剛, 新城靖, 榮樂英樹, 佐藤聡, 中井央, 板野肯三. 仮想計算機におけるアウトソー
シングのためのゲスト–ホスト間 RPC. 第 20回コンピュータシステム・シンポジウム
(ComSys 2008)ポスター・デモセッション, 2008.
[21] Hideki Eiraku, Yasushi Shinjo, Calton Pu, Younggyun Koh, and Kazuhiko Kato. Fast net-
working with socket-outsourcing in hosted virtual machine environments. In SAC ’09: Pro-
ceedings of the 2009 ACM symposium on Applied Computing, pp. 310–317. ACM, 2009.
[22] 白石光隆,新城靖,齊藤剛,豊岡拓,五明将幸. 協調型仮想計算機モニタとその linux kvm
における実装. 情報処理学会論文誌. コンピューティングシステム, Vol. 3, No. 2, pp.
147–162, 2010.
[23] M. Seki. druby and rinda: implementation and application of distributed ruby and its parallel
coordination mechanism. International Journal of Parallel Programming, Vol. 37, No. 1, pp.
37–57, 2009.
[24] Grant Gardner. RFuseFS. https://github.com/lwoggardner/rfusefs. 2012
年 10月 10日閲覧.
[25] ZFS FUSE. http://zfs-fuse.net/. 2012年 12月 15日閲覧.
34
