Abstract
Introduction

14
Isothermal Titration Calorimetry (ITC) is a powerful technique for measuring the thermodynamics of inter-15 molecular interactions (1, 2) . It provides information about the free energy, enthalpy, entropy, and stoichiom- 16 etry of binding. Combining information from ITC experiments under different conditions can reveal further 17 properties, such as heat capacity change or the number of protons gained or lost during binding (3-5).
18
Extracting thermodynamic information requires fitting models to observed heats, potentially across multi-19 ple experiments. Several software packages exist for fitting these models. These include commercial software 20 that ships with instruments. These packages are closed-source and cannot be easily extended by users who 21 wish to analyze different or more complex models. A powerful alternative to this approach is SEDPHAT (6) 22 (and its recent fork ITCsy (7)). These packages allow for global fitting of exceedingly complex models (6, 8) . 23 While these packages are powerful, it remains difficult for users to extend these packages with new fitting 24 models. They also require proprietary software: either Windows (SEDPHAT) or Matlab (ITCsy).
25
Here we report pytc, a flexible Python-based package for fitting ITC data. It is open source, released 26 under the Unlicense. It is designed for ease of use for simple fitting scenarios, but also has ready extensibility 27 and flexibility for more complex fitting. It has a graphical user interface (GUI) for basic fitting, as well as a 28 straightforward object-oriented application programming interface (API). The API allows users to write new 29 models and integrate with other analysis pipelines. The software depends on the python extensions numpy 30 (9, 10), scipy (11) , and matplotlib (12) . The GUI also requires PyQT5.
31
• API download at https://github.com/harmslab/pytc (13) 
32
• GUI-download: https://github.com/harmslab/pytc-gui (14) The basic work flow is similar when using either the API or GUI. The user provides files that hold the heat-37 per-shot for each experiment, determined by integrating raw power curves using the instrument software or 38 an alternative such as NITPIC (16) . The user then specifies an individual fit model for each experimental 39 data set. The current version of the software implements four such models: a blank titration, a single-site 40 binding curve (1) , an N -site binding polynomial (17) , and a 1:1 competitor model (18).
41
These individual experiments can then be linked together into global fits. Importantly, the requirements for new models are specific and well-defined. A complete description of how 91
to implement new models is available at https://pytc.readthedocs.io/en/latest/writing_new_models.html. To both validate and demonstrate the utility of pytc, we performed a series of fits to ITC binding experiments, 100
ranging from simple single-site fits to global analyses involving multiple experiments. We demonstrate both 101
the maximum likelihood and Bayesian MCMC approaches.
102
Fitting single-site models
103
We first compared single-site fits using pytc to fits using the software that shipped with our VP-ITC (Origin 104 7.0552). We titrated 1.6 mM CaCl 2 onto 0.1 mM EDT A in 100 mM T ris, pH 7.40 at 25
• C using a VP-ITC 105
(GE Healthcare) ( Figure 1A ). All buffers were treated with CHELEX (≈ 1 g · L −1 , stirring for 30 minutes), 106 filtered at 0.22 µm, and then thoroughly degassed. Shot size was 1 µL for the first shot, followed by 5 µL 107
for all following shots. Reference power was 7 µcal · s −1 ; stir speed was 633. For the Origin fit, we corrected 108
for dilution by fitting a line to a blank titration-identical to the production titration except for having no 109
EDTA-and then subtracting this line from the production heats. We discarded the first two shots before 110
fitting. We then fit the "single-site" model to these results ( Figure 1B) . We obtained K D = 24.9 ± 0.7 nM and 111
We then repeated this analysis using pytc. We read the raw experimental 112
and blank heats, uncorrected for dilution, and then globally fit pytc's blank and single-site model to the two 113 experiments using the maxiumum likelihood fitter. We used pytc's built in bootstrap method to estimated 114 parameter uncertainty by creating 1,000 psuedoreplicate datasets sampled from the heat for each shot with a 115 standard deviation of 0.1 kcal · mol −1 . We obtained results identical to the Origin results within uncertainty: 116 K D = 24.7 ± 0.0 nM and ∆H • = −11.7 ± 0.1 kcal · mol −1 ( Figure 1C ). We repeated this analysis for 117 8 more Ca 2+ : EDT A binding experiments in three different buffers (HEPES, imidazole, and Tris). In all 118
cases, we obtained identical results within error to those obtained by Origin ( Figure 1D ). To demonstrate the capabilities of the Bayesian global analyses we used data from a previous publication (23) experiments (Fig 3) . We performed these experiments at 25
• C on our ITC-200. All buffers were treated 155
, stirring for 30 minutes) and filtered at 0.22µm. Prior to being loaded into the 156 instrument, samples were centrifuged at 18, 000 × g for 35 minutes at the experimental temperature. Shot 157 size was 0.5 µL for the first shot, followed by 2.5 µL for all following shots. Reference power was 3 µcal · s −1 , 158
with stir speed set at 750 rpm.
159
We then used pytc's Bayesian MCMC sampler to estimate the thermodynamic parameters of a two-site 160 binding polynomial using all four titration datasets simultaneously. We constrained the dilution heat to be 161 between -3.0-0.0 kcal/mol and the dilution intercept between 0-10,000 kcal/mol/shot for all curves. We used 162
uniform prior probabilities for all other parameters, which were restricted against all data simultaneously. We 163 used the maximum likelihood estimate as a starting point, explored the likelihood surface with 100 walkers 164 taking 20,000 steps each, and discarded the first 10 of steps as burn-in.
165
This strategy allowed us to resolve the entire curve simultaneously by effectively stitching together the 166 curves from the four titrant concentrations. We were able to measure binding affinities for the high-affinity 167
and the low-affinity site (K d (µM ): 1.9 ≤ 6.3 ≤ 35), which were consistent 168
with literature values (24) . onto human S100A5 at four different titrant/titrate ratios: 8× (blue), 10× (purple), 15× (red), and 18× 172 (green). We reported these experiments previously (23) . We extracted thermodynamic parameters for 173 a two-site binding polynomial using the Bayesian MCMC sampler in pytc. Points are integrated heats 174 with uncertainty calculated using NITPIC (16 Experiments were done in 25 mM T ris, 100 mM N aCl buffer at pH 7.4 using the ITC protocol previously 185 described (25). We manually integrated the power curves using Origin.
186
We globally fit two variants of the Van 
Conclusion
215
We anticipate that pytc will prove useful in a wide variety of ITC analyses. Our implementation of Bayesian 216
Markov-Chain Monte Carlo sampling, incorporation of shot-specific heat uncertainty in the fits, and inclusion 217 of sophisticated functions for model selection make pytc a powerful and versatile platform for analysis of ITC 218 data. Further, we strongly support modification and extension of pytc by the scientific community. Because 219 the code is released into the public domain and has an exposed, well-documented API, we look forward to 220 the many improvements and extensions of the code that will naturally occur as users define new models and 221 contribute to the code base. 
