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Abstract
WeintroducetheHilbertspace-valuedWienerprocessandthe
corresponding stochastic integral of Itˆ o type. This is then used to-
gether with semigroup theory to obtain existence and uniqueness
of weak solutions of linear and semilinear stochastic evolution
problems in Hilbert space. Finally, this abstract theory is applied
to the linear heat and wave equations driven by additive noise.
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21 Functional analysis essentials
In this section we discuss a few concepts and results form the theory of
operators in Hilbert spaces. We either give a proof or give a reference to
the proof. Consider two separable Hilbert spaces (U;h;iU);(H;h;iH)
where the respective subscripts will be suppressed whenever it is clear
from the context which one is meant.
1.1 Spaces of linear operators
Let L(U;H) denote the Banach space of bounded linear operators from
U to H. If U = H, then we simply write L(U). For T 2 L(U) we
write T  0 if T is self-adjoint positive semideﬁnite, that is, T = T
and hTu;uiU  0 for all u 2U. Let L1(U;H) denote the set of nuclear
operators from U to H, that is, T 2 L1(U;H) if T 2 L(U;H) and there
are sequences fajgj2N  H;fbjgj2N U with å
¥
j=1kajkkbjk < ¥ and
such that
(1.1) T f =
¥
å
j=1
hf;bjiaj 8f 2U:
Sometimes these operators are referred to as trace class operators from
U to H. It is well known that L1(U;H) is a Banach space with the norm
kTkL1(U;H) = inf
n ¥
å
j=1
kajkkbjk : T f =
¥
å
j=1
hf;bjiaj 8f 2U
o
:
We note that T 2 L1(U;H) is compact because (1.1) means that it can
be approximated by operators of ﬁnite rank. Another characterization
of L1(U;H) can be obtained via the polar decomposition of compact
operators (see, for example, [6, Chapter 30] and [8, Chapter 7]).
3Lemma 1.1. Let T 2 L1(H;H) and fekgk2N be an orthonormal basis
for H. Then the trace of T,
(1.2) Tr(T) =
¥
å
k=1
hTek;eki;
exists and is independent of the choice of the orthonormal basis.
Proof. Since T 2 L1(H;H) we have (1.1) for some fajgj2N;fbjgj2N in
H. Then
hTek;eki =
¥
å
j=1
hek;bjihaj;eki
and hence
¥
å
k=1
jhTek;ekij 
¥
å
k=1
¥
å
j=1
jhek;bjihaj;ekij =
¥
å
j=1
¥
å
k=1
jhek;bjihaj;ekij

¥
å
j=1
 ¥
å
k=1
jhek;bjij2
1
2 ¥
å
k=1
jhaj;ekij2
1
2

¥
å
j=1
kajkkbjk < ¥:
Therefore, the series in (1.2) converges absolutely and, by Fubini’s the-
orem,
¥
å
k=1
hTek;eki =
¥
å
k=1
¥
å
j=1
hek;bjihaj;eki
=
¥
å
j=1
¥
å
k=1
hek;bjihaj;eki =
¥
å
j=1
haj;bji
is independent of the orthonormal basis.
Lemma 1.2. If T 2L1(H1;H2), S1 2L(H2;H3) and S2 2L(H3;H1), then
S1T 2 L1(H1;H3) and TS2 2 L1(H3;H2). Moreover, if T 2 L1(H1;H2),
S 2 L(H2;H1), then Tr(ST) = Tr(TS)  kSkkTkL1(H1;H2). If T  0, then
T 2 L1(H;H) if and only if the series in (1.2) converges for some or-
thonormal basis fekgk2N and in this case kTkL1(H;H) = Tr(T).
4Proof. The proofs for Hi =H are given in [4, Appendix C]. The general
cases are proved in the same way.
Deﬁnition 1.3 (Hilbert-Schmidt operator). An operator T 2 L(U;H) is
Hilbert-Schmidt if å
¥
k=1kTekk2 < ¥ for an orthonormal basis fekgk2N
ofU.
A straightforward calculation shows that if T is Hilbert-Schmidt,
then the sum in Deﬁnition 1.3 is independent of the choice of the or-
thonormal basis. It is clear that Hilbert-Schmidt operators form a linear
space denoted by L2(U;H) which, as Proposition 1.5 shows, becomes a
Hilbert space with scalar product and norm
(1.3) hT;SiL2(U;H) =
¥
å
k=1
hTek;SekiH; kTkL2(U;H) =
 ¥
å
k=1
kTekk2
H
1
2
;
where fekgk2N is any orthonormal basis ofU.
Remark 1.4. We list a few facts about Hilbert Schmidt operators.
1. An operator T 2 L2(U;H) if and only if T 2 L2(H;U) and
kTkL2(U;H) = kTkL2(H;U):
2. An operator T 2 L2(U;H) if and only if TT 2 L1(H;H) if and
only if TT 2 L1(U;U) and in this case
kTk2
L2(U;H) = Tr(TT) = Tr(TT):
3. If T 2 L2(U;H) and S 2 L(U), then TS 2 L2(U;H) and
kTSkL2(U;H)  kTkL2(U;H)kSkL(U):
54. If T 2 L2(U;H), then kTkL(U;H)  kTkL2(U;H).
The proofs are elementary and are left as an exercise.
Proposition 1.5. The space L2(U;H) of Hilbert-Schmidt operators is a
separable Hilbert space with scalar product and norm deﬁned in (1.3).
If ffkgk2N is an orthonormal basis of H and fekgk2N is an orthonormal
basis of U, then the rank one operators ffj 
ekgj;k2N deﬁned by (fj 

ek)(u) := fjhek;ui, u 2U, form an orthonormal basis for L2(U;H).
Proof. We ﬁrst prove completeness. Let fTngn2N  L2(U;H) be a Cau-
chy sequence. Then fTngn2N is also a Cauchy sequence in L(U;H) since
kTkL(U;H)  kTkL2(U;H) for all T 2 L2(U;H). Since L(U;H) is com-
plete there is T 2 L(U;H) such that
kTn TkL(U;H) ! 0; as n ! ¥:
Let e > 0. If n is large enough, then by Fatou’s lemma,
kTn Tk2
L2(U;H) =
¥
å
k=1
k(Tn T)ekk2
H
=
¥
å
k=1
lim
m!¥k(Tn Tm)ekk2
H
 liminf
m!¥
¥
å
k=1
k(Tn Tm)ekk2
H
= liminf
m!¥ k(Tn Tm)k2
L2(U;H)  e:
This shows that Tn ! T in L2(U;H) as n ! ¥ and that T 2 L2(U;H).
To show separability observe ﬁrst that fj
ei 2 L2(U;H) for all i; j 2 N.
If T 2 L2(U;H), then
(1.4) hfj
ei;TiL2(U;H) =
¥
å
n=1
hei;enihfj;Teni = hfj;Teii:
6By setting T equal to fk 
el in (1.4) it follows that ffj 
eigi;j2N is
an orthonormal system. To show that it is a complete system let T 2
L2(U;H) and assume that hfj 
ei;TiL2(U;H) = 0 for all i; j 2 N. Then
hfj;Teii = 0 for all i; j 2 N and thus Tei = 0 for all i 2 N. Therefore,
T = 0.
The following proposition summarizes well-known results from the
spectral theorem for self-adjoint compact linear operators on Hilbert
space. For the proofs we refer to [6] and [8].
Proposition 1.6. If Q 2 L(U); Q  0, and Tr(Q) < ¥, then there is an
orthonormal basis fekgk2N of U such that Qek = lkek, l1  l2   
lk  lk+1    0, lk ! 0 as k ! ¥, and 0 is the only accumulation
point of flkgk2N. Moreover,
Qx =
¥
å
k=1
lkhx;ekiek; x 2U:
1.2 Pseudo-inverse and the Cameron-Martin space
Let T 2 L(U;H) and deﬁne ker(T) = fx 2 U : Tx = 0g. Recall that
T is one-to-one with inverse T 1 if and only if ker(T) 6= 0. Since the
restriction T
 
(ker(T))? is one-to-one we may deﬁne the pseudo-inverse of
T, still denoted T 1, by
T 1 =

T
 
(ker(T))?
 1
and thus T 1 is deﬁned on the range of T,
T 1 : T(U) !
 
ker(T)
?:
7In the particular situation of Proposition 1.6 we have
Q 1x =
¥
å
lk>0
l 1
k hx;ekiek; x 2U:
Let Q 2 L(U); Q  0, and let Q1=2 2 L(U) denote its unique pos-
itive square root, that is, Q1=2  0 and Q1=2Q1=2 = Q. (Every positive
operator in L(U) has a unique positive square root, see [6, 31.2].) Let us
introduce the Cameron-Martin spaceU0 = Q1=2(U) with inner product
hu0;v0i0 = hQ 1=2u0;Q 1=2v0iU; u0;v0 2U0;
where Q 1=2 denotes the pseudo-inverse of Q1=2 in case it is not one-to-
one. Since
kQ1=2uk2
0 = hQ 1=2Q1=2u;Q 1=2Q1=2uiU = kuk2
U; u 2U;
it follows that
Q1=2 :
 
ker(Q1=2)
?;h;iU

! (U0;h;i0)
is an isometric isomorphism. Hence, (U0;h;i0) is a separable Hilbert
space. If fgkgk2N is an orthonormal basis for (ker(Q1=2))?, then it
follows that fQ1=2gkgk2N is an orthonormal basis for (U0;h;i0). Let
L0
2 = L2(U0;H) be the space of Hilbert-Schmidt operators fromU0 ! H
and let L(U;H)0 = fTjU0 : T 2 L(U;H)g denote the space of bounded
linear operators U ! H restricted to U0. Notice that L0
2 may contain
unbounded operators U ! H. However, the next result shows that if
Tr(Q) < ¥, then L(U;H)0 is dense in L0
2.
Lemma 1.7. There is an orthonormal basis of L0
2 = L2(U0;H) consist-
ing of elements of L(U;H)0. If Tr(Q) < ¥, then L(U;H)0  L0
2 and
hence L(U;H)0 is dense in L0
2.
8Proof. Let fgkgk2N be an orthonormal basis for
 
ker(Q)
?. Then, by
the previous discussion,

Q1=2gk
	
k2N is an orthonormal basis of U0.
By Lemma 1.5 the set ffj 
Q1=2gkgj;k2N is an orthonormal basis for
L2(U0;H), if ffjgj2N is an orthonormal basis for H. This proves the
ﬁrst statement. To prove the second statement we complement fgkgk2N
to an orthonormal basis ofU, still denoted by fgkgk2N, by adding an or-
thonormal basis of ker(Q1=2) . Since Tr(Q) < ¥, it follows that Q1=2 2
L2(U;U) by property (2) in Remark 1.4. If T 2L(U;H)0, then, by prop-
erty (3) in Remark 1.4,
kTk2
L0
2
=
¥
å
k=1
kTQ1=2gkk2 = kTQ1=2k2
L2(U;H)
 kTk2
L(U;H)kQ1=2k2
L2(U;U) < ¥
and thus L(U;H)0  L0
2.
2 Elements of Banach space-valued stochas-
tic analysis
Let (U;h;iU) be a separable Hilbert space and let (W;F ;P) be a prob-
ability space. In the present section we review some constructions and
results from the theory of Banach space-valued stochastic analysis.
2.1 Inﬁnite-dimensional Wiener processes
LetB(U)denotetheBorels-algebraofU, thatis, thesmallests-algebra
which contains all open subsets of U. Let µ be a probability mea-
sure on (U;B(U)). By a real random variable on the probability space
9(U;B(U);µ) we understand a measurable function X : (U;B(U)) !
(R;B(R)), where B(R) is the real Borel s-algebra. The law of X is
the probability measure µX 1. For v 2U let v0 2U denote the func-
tional given by v0(u) = hv;uiU; u 2U.
Deﬁnition 2.1. A probability measure µ on (U;B(U)) is Gaussian if for
all v2U, v0 has a Gaussian law as a real-valued random variable on the
probability space (U;B(U);µ). That is, for all v 2U there are mv 2 R
and sv 2 R+, such that, if sv > 0,
 
µ(v0) 1
(A) = µ
 
fu 2U : v0(u) 2 Ag

=
1
p
2ps2
v
Z
A
e
 
(s mv)2
2s2 v ds;
for all A 2 B(R). If sv = 0, then we require that µ(v0) 1 = dmv, the
Dirac measure concentrated at mv.
We need the following lemma.
Lemma 2.2. Let n be a probability measure on (U;B(U)) and k 2 N be
such that Z
U
jhz;xij
k dn(x) < ¥ 8z 2U:
Then there is a constantC(n;k) > 0 such that for all h1;:::;hk 2U,
Z
U
jhh1;xihhk;xij dn(x) C(n;k)kh1kkhkk:
In particular, the symmetric k-form
(h1;:::;hk) 7!
Z
U
hh1;xihhk;xidn(x)
is continuous.
10Proof. Let n 2 N and deﬁne
Un =
n
z 2U :
Z
U
 hz;xi
 kdn(x)  n
o
:
Then, by construction, U =
S¥
n=1Un. Notice that Un is closed for all
n 2 N. Indeed, let z 2 Un and take a sequence Un 3 zj ! z as j ! ¥.
Then
 hzj;xi
 k ! jhz;xij
k as j ! ¥ and thus, by Fatou’s lemma,
Z
U
jhz;xij
k dn(x)  liminf
j!¥
Z
U
 hzj;xi
 k dn(x)  n;
so that z 2Un.
Since U is a complete metric space, it follows from the Baire cate-
gory theorem that there is n0 such thatUn0 is not nowhere dense1. There-
fore there are r0 > 0 and z0 2 Un0 such that the closed ball B(z0;r0) 
Un0 =Un0. Therefore,
Z
U
jhz0+y;xij
k dn(x)  n0 8y 2 B(0;r0);
and hence, for all y 2 B(0;r0),
Z
U
jhy;xij
k dn(x) =
Z
U
jhz0+y;xi hz0;xij
k dn(x)
 2k 1
Z
U
jhz0+y | {z }
2Un0
;xijkdn(x)
+2k 1
Z
U
jh z0 |{z}
2Un0
;xijkdn(x)  2kn0:
(2.1)
Let z 2U with kzk = 1 and y = r0z so that y 2 B(0;r0). By (2.1),
Z
U
jhz;xij
k dn(x) = r k
0
Z
U
jhy;xij
k dn(x)  2kn0r k
0 :
1A set A U is nowhere dense, if A has empty interior.
11Finally, if h1;:::;hk 2U nf0g, then by H¨ older’s inequality,
Z
U
  
D h1
kh1k
;x
E

D hk
khkk
;x
E  dn(x)

Z
U
  
D h1
kh1k
;x
E  
k
dn(x)
1=k

Z
U
  
D hk
khkk
;x
E  
k
dn(x)
1=k
 2kn0r k
0 :
We next characterize Gaussian measures is terms of their Fourier
transforms.
Theorem 2.3 (Characterization of Gaussian measure). A ﬁnite measure
µ on (U;B(U)) is Gaussian if and only if
ˆ µ(u) :=
Z
U
eihu;viU dµ(v) = eihm;uiU 1
2hQu;uiU;
where m 2 U and Q 2 L(U);Q  0, with Tr(Q) < ¥. In this case we
write µ=N(m;Q), and m and Q are called the mean and the covariance
operator of µ. The measure µ is uniquely determined by m and Q.
Proof. Assume that µ has Fourier transform
ˆ µ(u) = eihm;ui 1
2hQu;ui:
We must check that for v0 2 U with v0(u) = hv;ui the measure µv =
µ(v0) 1 is Gaussian on R. For t 2 R we have, by assumption,
ˆ µ(tv) = eithm;vi 1
2t2hQv;vi:
On the other hand, by the deﬁnition of the Fourier transform,
ˆ µ(tv) =
Z
U
eihtv;widµ(w) =
Z
U
eithv;widµ(w)
=
Z
R
eitsdµv(s) = ˆ µv(t):
(2.2)
12Therefore, ˆ µv(t) = eithm;vi 1
2t2hQv;vi and by uniqueness of the Fourier
transform of ﬁnite measures on R, the measure µv is Gaussian with mean
mv = hm;vi and covariance s2
v = hQv;vi. The parameters m and Q de-
termine µ uniquely by the uniqueness of the Fourier transform onU, see
[4, p. 36].
Conversely, assume that µ is Gaussian on (U;B(U)) as in Deﬁni-
tion 2.1. Since,
dµv(s) =
1
p
2ps2
v
e
 
(s mv)2
2s2 v ds or µv = dmv;
we have
Z
U
jhx;vijdµ(x) =
Z
U
jv0(x)jdµ(x) =
Z
R
jsjdµv(s) < ¥;
and it follows from Lemma 2.2 that
v 7!
Z
U
hx;vidµ(x)
is continuous. Thus, by the Riesz representation theorem there is a
unique m 2U such that
Z
U
hx;vidµ(x) = hm;vi:
Moreover, we have
Z
U
jhx;vij2dµ(x) =
Z
R
jsj2dµv(s) < ¥
and thus the bilinear form
(h1;h2) 7!
Z
U
hx;h1ihx;h2idµ(x) hm;h1ihm;h2i
13is continuous by Lemma 2.2. Hence, by the Riesz representation theo-
rem, there is a symmetric operator Q 2 L(U) such that
hQh1;h2i =
Z
U
hx;h1ihx;h2idµ(x) hm;h1ihm;h2i:
Note that Q  0 because
hQh;hi =
Z
U
hx;hi2dµ(x) hm;hi2
=
Z
U
hx;hi2dµ(x) 
Z
U
hx;hidµ(x)
2
 0:
In order to determine the Fourier transform of µ ﬁrst note that
hm;vi =
Z
U
hx;vidµ(x) =
Z
R
sdµv(s) = mv;
and
hQv;vi =
Z
U
hx;vi2dµ(x) 
Z
U
hx;vidµ(x)
2
=
Z
R
s2dµv(s) 
Z
R
sdµv(s)
2
= s2
v:
Therefore, by (2.2) and the uniqueness of the Fourier transform on R,
ˆ µ(v) = ˆ µv(1) = eimv 1
2s2
v = eihm;vi 1
2hQv;vi
as required.
Finally, we show that Tr(Q)<¥. Without loss of generality we may
assume that m = 0. Otherwise, the translated measure ˜ µ(A) = µ(A+m)
has zero mean and the same covariance operator as µ. Let c 2 (0;¥).
Since m = 0, we have
e 1
2hQh;hi =
Z
U
eihh;xidµ(x) =
Z
U
coshh;xidµ(x):
14Therefore, using that 1 cosx  1
2x2,
1 e 1
2hQh;hi =
Z
U
(1 coshh;xi) dµ(x)

1
2
Z
kxkc
jhh;xij
2dµ(x)+2µ(fx : kxk > cg:
(2.3)
Deﬁne Qc 2 L(U), Qc  0, by
hQch1;h2i =
Z
kxkc
hh1;xihh2;xidµ(x); h1;h2 2U:
We have that Tr(Qc) < ¥, since
Tr(Qc) =
¥
å
k=1
hQcek;eki =
¥
å
k=1
Z
kxkc
hek;xi2dµ(x)
=
Z
kxkc
¥
å
k=1
hek;xi2dµ(x)
=
Z
kxkc
kxk2dµ(x)  c2 < ¥;
(2.4)
where we used the monotone convergence theorem to interchange the
sum and integral. We will show that there is c > 0 such that
(2.5) hQh;hi  2log4hQch;hi; 8h 2U;
which implies that Tr(Q)  2log4Tr(Qc) < ¥ in view of (2.4). Choose
c such that
µfx 2U : kxk > cg 
1
8
;
and let h 2U be such that hQch;hi  1. Then, (2.3) implies
1 e 1
2hQh;hi 
1
2
+
1
4
=
3
4
;
which yields hQh;hi  2log4. So if h 2U is arbitrary but hQch;hi 6= 0,
then we replace h by h p
hQch;hi and deduce (2.5). On the other hand, if
15hQch;hi = 0, then hQcnh;nhi = 0  1 for all n 2 N. Thus, hQh;hi 
n 22log4. Since this is true for all n 2 N it follows that hQh;hi = 0,
which shows (2.5) in this case as well.
Corollary 2.4. Let µ be a Gaussian measure on U with mean m and
covariance operator Q. Then, for all u;v 2U,
Z
U
hx;uiU dµ(x) = hm;uiU;
Z
U
hx m;uiUhx m;viU dµ(x) = hQu;viU;
Z
U
kx mk2
U dµ(x) = Tr(Q):
Proof. The statement follows by inspecting the proof of Theorem 2.3
and is left to the reader as an exercise.
Deﬁnition 2.5. A U-valued random variable X on a probability space
(W;F ;P), that is, a measurable mapping X : (W;F ;P) ! (U;B(U)),
is Gaussian if the law µ = P  X 1 of X is a Gaussian measure on
(U;B(U)), that is, PX 1 = N(m;Q) for some m 2U and Q 2 L(U).
We call m the mean and Q the covariance operator of X.
Proposition 2.6. If X is a U-valued Gaussian random variable with
mean m and covariance operator Q, then for all u;v 2U,
E(hX;uiU) = hm;uiU;
E(hX  m;uiUhX  m;viU) = hQu;viU;
E(kX  mk2
U) = Tr(Q):
Proof. This follows from Corollary 2.4 by a change of variables.
16The following proposition gives a representation of a Gaussian ran-
dom variable in terms the eigenpairs of its covariance operator, see
Proposition 1.6.
Proposition 2.7. Let m 2U and Q 2 L(U), Q  0, with Tr(Q) < ¥. A
U-valued random variable X on (W;F ;P) is Gaussian with PX 1 =
N(m;Q) if and only if
(2.6) X = m+
¥
å
k=1
p
lkbkek;
where (lk;ek) are the eigenpairs of Q and bk are independent real ran-
dom variables with Pb 1
k = N(0;1) if lk > 0 and bk = 0 otherwise.
The series in (2.6) converges in L2(W;F ;P;U).
Proof. Let X be Gaussian with PX 1 = N(m;Q). Since fekgk2N is an
orthonormal basis forU, it follows that, for ﬁxed w 2 W,
X(w) =
¥
å
k=1
hX(w);ekiek:
Since X is Gaussian we have that hX;eki is a real Gaussian random
variable. By Proposition 2.6 we have
E(hX;eki) = hm;eki;
E(hX  m;ekihX  m;eli) = hQek;eli = lkdkl:
Deﬁne
bk =
8
<
:
l
 1
2
k hX  m;eki; if lk > 0;
0; if lk = 0:
If lk > 0, then bk is a Gaussian random variable with Pb 1
k = N(0;1)
and X = m+å
¥
k=1
p
lkbkek. It remains to show that the random vari-
ables fbkg are independent. We will use the well-known fact that if
17Y = (Y1;:::;Yn) is an Rn-valued Gaussian random variable, then the
family fYkgn
k=1, of real random variables are independent if and only
if for k 6= l, E(YkYl) = 0. Here, b = (b1;:::;bn), where n 2 N is ﬁxed
but arbitrary, is an Rn-valued Gaussian random variable. Indeed, since
X is Gaussian it follows that, for any v 2 Rn,
hb;viRn =
n
å
k=1
vkbk = å
lk>0
vkl
 1
2
k hX m;ekiU =
D
X; å
lk>0
vkl
 1
2
k ek
E
U
+C
is real Gaussian and, hence, that b is Rn-valued Gaussian. Moreover,
E(bkbl) = dkl for k 6= l so that b1;:::;bn are independent.
Finally, the series in (2.6) converges in L2(W;F ;P;U), since by Par-
seval’s identity and the fact that å
¥
k=1lk = Tr(Q) < ¥,
 

m
å
k=n
l
 1
2
k bkek
  
2
L2(W;F ;P;U)
=
Z
W
  
m
å
k=n
l
 1
2
k bkek
  
2
U
dP
= E
  
m
å
k=n
l
 1
2
k bkek
  
2
U

= E
 m
å
k=n
lkb2
k

=
m
å
k=n
lkE
 
b2
k

=
m
å
k=n
lk ! 0 as m;n ! ¥:
Conversely, let bk, ek and lk be as assumed. Deﬁne
X = m+
¥
å
k=1
p
lkbkek;
which converges in L2(W;F ;P;U) by the above computation. We have
to show that X is a Gaussian random variable with mean m and covari-
ance operator Q. If u 2U, then
(2.7)
D
m+
n
å
k=1
p
lkbkek;u
E
= hm;ui+
n
å
k=1
p
lkbkhek;ui
18is real a real Gaussian random variable since b1;:::;bn are indepen-
dent Gaussian random variables. Moreover, the series on the right side
of (2.7) converges in L2(W;F ;P;R) and hence its limit hX;ui is real
Gaussian. Therefore, X is a Gaussian random variable. Finally, by the
assumption on fbkg, for the mean we obtain E(hX;ui) = hm;ui and for
the covariance we have
E(hX  m;uihX  m;vi) = E
D ¥
å
k=1
p
lkbkek;u
ED ¥
å
l=1
p
llblel;v
E
=
¥
å
k=1
¥
å
l=1
p
lkllE(bkbl)hek;uihel;vi
=
¥
å
k=1
lkhek;uihek;vi = hQu;vi:
Corollary 2.8 (Existence of Gaussian measures). For each m 2U and
Q 2 L(U), Q  0, with Tr(Q) < ¥, there exists µ = N(m;Q).
Proof. For the given m and Q, construct a Gaussian random variable X
according to Proposition 2.7 and take µ = PX 1.
Remark 2.9. In the above construction we assumed that there exist a
probability space with a countably inﬁnite family of independent real
Gaussian random variables. This is a nontrivial fact from probability
theory.
Deﬁnition 2.10. Let (W;F ;P) be a probability space and I  R be an
interval (possibly inﬁnite). A U-valued stochastic process fX(t)gt2I is
a set of U-valued random variables X(t) on (W;F ;P) where t 2 I. Two
19stochastic processes fX(t)gt2I and fY(t)gt2I are versions (or modiﬁca-
tions) of each other, if
P(fX(t) 6=Y(t)g) = 0; for all t 2 I:
They are indistinguishable (or indistinguishable versions of each other),
if
P
[
t2I
fX(t) 6=Y(t)g

= 0:
SinceI isuncountable, beingindistinguishableismuchstrongerthan
being versions. This is because the exceptional null sets, where the pro-
cesses do not coincide, may depend on t, with t ranging in an uncount-
able set in case two processes are only versions of each other.
Deﬁnition 2.11. A U-valued stochastic process fW(t)gt0 is called a
(nuclear) Q-Wiener process if
1. W(0) = 0;
2. fW(t)gt0 has continuous paths almost surely, that is, the map-
ping t 7!W(t;w) is continuous for almost every w 2 W;
3. fW(t)gt0 has independent increments, that is, for any ﬁnite par-
tition 0 = t0  t1    tm 1  tm < ¥ the random variables
W(t1);W(t2) W(t1); ;W(tm) W(tm 1), are independent;
4. the increments have Gaussian laws, more precisely,
P(W(t) W(s)) 1 = N(0;(t  s)Q); 0  s t:
20It follows from the deﬁnition that Tr(Q)<¥ and that we may as well
assume that fW(t)gt0 has continuous paths for all w2W by re-deﬁning
W(t;w) = 0 for those w where t 7!W(t;w) is not continuous.
Proposition 2.12 (Representation of Q-Wiener process). Let Q 2 L(U),
Q  0, with Tr(Q) < ¥. A U-valued process fW(t)gt0 is a U-valued
Q-Wiener process if and only if
(2.8) W(t) =
¥
å
k=1
p
lkbk(t)ek;
where (lk;ek) are the eigenpairs of Q and fbk(t)gt0 are independent
real-valued standard Brownian motions on (W;F ;P). For each T > 0,
the series in (2.8) converges in L2
 
W;F ;P;C([0;T];U)

. In particular,
for every Q 2 L(U) with Q  0 and Tr(Q) < ¥, there exists a Q-Wiener
process.
Proof. Let fW(t)gt0 be a Q-Wiener process. Since
PW(t) 1 = N(0;tQ);
it follows, as in the proof of Proposition 2.7, that
W(t) =
¥
å
k=1
p
lkbk(t)ek;
where
bk(t) =
8
<
:
l
 1
2
k hW(t);eki; if lk > 0;
0; if lk = 0;
and the sum converges in L2(W;F ;P;U). Also, Pbk(t) 1 = N(0;t)
and the random variables fbk(t)gk2N are independent, for ﬁxed t. We
21havetoshowthat, infact, fbk()gk2N isafamilyofindependentstandard
real Brownian motions. Since
(2.9) bk(tn) bk(tn 1) = l
1=2
k hW(tn) W(tn 1);eki; 0 tn 1 tn;
for all k 2 N, it follows that bk(0) = 0, fbk(t)gt0 has continuous paths
almost surely, fbk(t)gt0 has independent increments and P
 
bk(t) 
bk(s)
 1 = N(0;t  s) for t  s. It remains to show that fbk()gk2N is
a family of independent stochastic processes. Take fkign
i=1  N distinct
and 0 =t0 t1    tm < ¥. We must show that the s-algebras
s
 
bk1(t1);:::;bk1(tm)

;:::;s
 
bkn(t1);:::;bkn(tm)

are independent. We proceed by induction on m. For m = 1, the random
variables fbki(t1)gn
i=1 are independent as observed before. Now take
0 =t0 t1    tm+1 and assume that
s
 
bk1(t1);:::;bk1(tm)

;:::;s
 
bkn(t1);:::;bkn(tm)

are independent. Note ﬁrst that
s
 
bki(t1);:::;bki(tm+1)

= s
 
bki(t1);:::;bki(tm);bki(tm+1) bki(tm)

:
Also, (2.9) and the fact that W(tn)  W(tn 1) is Gaussian imply, as
in the proof of Proposition 2.7, that the random variables fbk(tn)  
bk(tn 1)gm+1
n=2 are independent. Then, for Aij 2 B(R), i = 1;:::;n, j =
221;:::;m,
P
 n \
i=1
n
bki(t1) 2 Ai;1;:::;bki(tm) 2 Ai;m;bki(tm+1) bki(tm) 2 Ai;m+1
o
= P
 n \
i=1
m \
j=1
n
bki(tj) 2 Ai;j
o n \
i=1
n
bki(tm+1) bki(tm) 2 Ai;m+1
o
= P
 n \
i=1
m \
j=1
n
bki(tj) 2 Ai;j
o
P
 n \
i=1
n
bki(tm+1) bki(tm) 2 Ai;m+1
o
=
n
Õ
i=1
P
 m \
j=1
n
bki(tj) 2 Ai;j
o n
Õ
i=1
P
n
bki(tm+1) bki(tm) 2 Ai;m+1
o
=
n
Õ
i=1
P
 m \
j=1
n
bki(tj) 2 Ai;j
o
P
n
bki(tm+1) bki(tm) 2 Ai;m+1
o
=
n
Õ
i=1
P
 m \
j=1
n
bki(tj) 2 Ai;j
o
\
n
bki(tm+1) bki(tm) 2 Ai;m+1
o
;
which ﬁnishes the proof of the induction step and hence the induction.
Conversely, let fbk()gk2N and Q be given as in the statement of the
theorem. Deﬁne
(2.10) W(t) =
n
å
k=1
p
lkbk(t)ek;
where for ﬁxed t is the series converges in L2(W;F ;P;U) as Q has ﬁ-
nite trace. It is straightforward to check that W(0) = 0, fW(t)gt0 has
independent Gaussian increments with the required covariance operator
(compare with the proof of Proposition 2.7). The almost sure continuity
of the paths will follow from the L2
 
W;F ;P;C([0;T];U)

convergence
of (2.10). In order to prove this we recall that Doob’s maximal inequal-
23ity states that if fM(t)gt0 is a real-valued martingale, then

E

sup
0tT
jM(t)jp
 1
p

p
p 1

E
 
jM(T)jp 1
p
; 1 < p < ¥:
It is well known that a real-valued Brownian motion is a martingale
(with respect to itself) and therefore
E

sup
0tT
  
m
å
k=n
p
lkbk(t)ek
  
2
U

= E

sup
0tT
m
å
k=n
lkbk(t)2


m
å
k=n
lkE

sup
0tT
bk(t)2

 4
m
å
k=n
lkE
 
bk(T)2
= 4T
m
å
k=n
lk ! 0;
as n ! ¥. The fact that the space L2
 
W;F ;P;C([0;T];U)

is complete
ﬁnishes the proof.
Remark 2.13. As in the proof of the existence of a Gaussian measure,
we used here the nontrivial fact that there is a probability space with
a countably inﬁnite set of independent Brownian motions. Even the
existence of a single Brownian motion is far from obvious. We refer to
the standard literature on probability theory.
2.2 Wiener processes with respect to a ﬁltration
We start with a few deﬁnitions.
Deﬁnition 2.14. A ﬁltration is a family of s-algebras

Ft
	
t0 withFt 
Fs F for t  s. A ﬁltration

Ft
	
t0 on (W;F ;P) is called normal if
 F0 contains all sets A 2F such that P(A) = 0;
 Ft =Ft+ :=
T
s>tFs; 8t 2 [0;T].
24Deﬁnition 2.15. A Q-Wiener process

W(t)
	
t0 is called a Q-Wiener
process with respect to the ﬁltration

Ft
	
t0 if
 fW(t)gt0 is adapted to fFtgt0, that is, W(t) is Ft measurable
for all t  0;
 the random variableW(t) W(s) is independent ofFs for all ﬁxed
s 2 [0;t].
To see that for a given Q-Wiener process

W(t)
	
t0 there is always
a normal ﬁltration

Ft
	
t0 such that

W(t)
	
t0 becomes a Q-Wiener
process with respect to

Ft
	
t0, deﬁne
N :=fA2F :P(A)=0g; ˜ Fs :=s(W(r):r s); ˜ F 0
s :=s(N [ ˜ Fs)
and
(2.11) Fs :=
\
r>s
˜ F 0
s :
Proposition 2.16. If

W(t)
	
t0 is aU-valued Q-Wiener process on the
measure space (W;F ;P), then

W(t)
	
t0 is a Q-Wiener process with
respect to the normal ﬁltration deﬁned in (2.11).
Proof. That fW(t)gt0 is adapted to fFtgt0 is clear from the construc-
tion. Thus, we only need to show that W(t) W(s) independent of Fs
for all ﬁxed s 2 [0;t]. We ﬁrst show that W(t) W(s) is independent of
˜ Fs. Fix 0  s t and take 0 t1 <t2 <  <tn  s. Then
s
 
W(t1);:::;W(tn)

= s
 
W(t1);W(t2) W(t1);:::;W(tn) W(tn 1)

25is independent of W(t)  W(s) as fW(t)gt0 has independent incre-
ments. Then W(t) W(s) is also independent of ˜ F 0
s . Finally, we show
that W(t) W(s) is independent of Fs. By the continuity of paths,
W(t) W(s) = lim
n!¥
 
W(t) W(s+ 1
n)

:
If n is large enough (such that s+ 1
n  t), then W(t) W(s+ 1
n) is inde-
pendent of ˜ F 0
s+1
n
 Fs and hence of Fs. Therefore, W(t) W(s) is also
independent of Fs.
2.3 Martingales in Banach space
Let E be a Banach space. An E-valued random variable X on (W;F ;P)
is Bochner integrable if X : (W;F ;P) ! (E;B(E)) is measurable and
R
WkX(w)kdP(w) < ¥. A Banach space E is called separable if there is
a countable dense subset of E. If E is separable then X is measurable if
and only if l(X) : (W;F ;P) ! (R;B(R)) is measurable for all l 2 E as
shown in Corollary 2.19 below.
Lemma 2.17. Let E be a separable Banach space. Then there is a
countable subset flngn2N  E such that for all x;y 2 E, x 6= y, there is
ln 2 flngn2N with ln(x) 6= ln(y), that is, flngn2N separates the points
of E. Moreover, kxk = supn2Nln(x).
Proof. Since E is separable, there is fxngn2N  E such that fxngn2N is
dense in E. By the Hahn-Banach theorem, there is flngn2N  E such
that ln(xn) = kxnk and klnk = 1. If x 2 E is arbitrary, then there is a
sequence fxnkgk2N  fxngn2N such that xnk ! x as k ! ¥. We have
lnk(x) = lnk( xnk +x)+lnk(xnk) = lnk(x xnk)+kxnkk:
26Since kxnkk !kxk and jlnk(x xnk)jklnkkEkx xnkk =kx xnkk !0
as k ! ¥, we conclude that lnk(x) ! kxk as k ! ¥. It follows that there
is n such that ln(x) > 0 if x 6= 0. Thus, flng separates the points of
E. Finally, since ln(x)  kxk for all x 2 E, n 2 N, and lnk(x) ! kxk as
k ! ¥, it follows that kxk = supn2Nln(x) for all x 2 E.
Lemma 2.18. If E is a separable Banach space and
(2.12) C :=
n
fx 2 E : l(x)  ag
o
a2R; l2E;
then s(C) =B(E).
Proof. By Lemma 2.17, there is flngn2N  E with kxk = supn2Nln(x)
for all x 2 E: Let a 2 E and r > 0, and denote the open ball centered at
a with radius r by B(a;r). Then,
B(a;r) =
¥ [
m=1
B
 
a;r(1  1
m)

=
¥ [
m=1

x 2 E : kx ak  r(1  1
m)
	
=
¥ [
m=1
¥ \
n=1
fx 2 E : ln(x a)  r(1  1
m)g:
Thus s(C) contains open balls of E and therefore, B(E)  s(C). But
s(C) B(E), since all l 2 E are continuous. Thus, B(E) = s(C).
Corollary 2.19 (Weak versus strong measurability). If E is a separable
Banach space and (W;F ;P) is a measure space, then X is an E-valued
random variable if and only if l(X) is an R-valued random variable for
all l 2 E. In other words: X is strongly measurable if and only if it is
weakly measurable.
27Proof. If X is measurable, then l(X) is measurable for all l 2 E, since
l is continuous. Conversely, since B(E) = s(C), where C is deﬁned in
(2.12), it is enough to show that X 1(C) 2 F for all C 2 C. Let l 2 E
and take a typical set C = fx 2 E : l(x)  ag from C. Since l(X) is
measurable, we have
X 1(C) = fw 2 W : X(w) 2Cg = fw 2 W : l(X(w))  ag 2F :
Proposition 2.20 (Conditional expectation). Let E be a real separable
Banach space, let X be an E-valued Bochner integrable random vari-
ableon(W;F ;P), andletG F beas-algebra. Thenthereisaunique,
up to a set of P-measure 0, Bochner integrable E-valued G-measurable
random variable Z such that
(2.13)
Z
A
X dP =
Z
A
ZdP for all A 2G.
The random variable Z is called the conditional expectation of X given
G and is denoted by Z = E(XjG). Furthermore,
(2.14) kE(XjG)k  E
 
kXk
 G

P-a.e.
Proof. We ﬁrst prove uniqueness. Suppose that Z1;Z2 are Bochner inte-
grable and G-measurable E-valued random variables such that
Z
A
X dP =
Z
A
Z1dP =
Z
A
Z2dP 8A 2G:
Since E is separable, there is a subset flngn2N that separates the points
of E. For all n 2 N and A 2G we have
ln
Z
A
Z1dP

= ln
Z
A
Z2dP

;
28which implies, by the continuity of ln, that
Z
A
ln(Z1)dP =
Z
A
ln(Z2)dP:
Therefore,
Z
A
 
ln(Z1) ln(Z2)

dP = 0; 8n 2 N; A 2G:
By taking ﬁrst A to be fw 2 W : ln(Z1(w)) > ln(Z2(w))g, then to be
fw 2 W : ln(Z1(w)) < ln(Z2(w))g (both of these sets belong to G), it
follows that ln(Z1) = ln(Z2), P-a.e. Therefore, the set
W0 =
\
n2N
fw 2 W : ln(Z1(w)) = ln(Z2(w))g
satisﬁes P(W0)=1. If w2W0, then ln(Z1(w))=ln(Z2(w)) for all n2N:
But this is only possible if Z1(w) = Z2(w) for all w 2 W0 as flngn2N
separates points. This ﬁnishes the proof the uniqueness part of the state-
ment.
Next we show existence. Assume ﬁrst that X is a simple random
variable, that is, there are X1;:::;XN 2E and disjoint sets A1;:::;An 2F
such that
X =
N
å
k=1
Xk1Ak
and deﬁne
(2.15) Z =
N
å
k=1
XkE(1AkjG):
It is clear from the deﬁnition, by the properties of the conditional ex-
pectation of real random variables, that Z is G-measurable and that
R
AZdP =
R
AX dP for all A 2G. Moreover,
kZk 
N
å
k=1
kXkkE(1AkjG) = E
 N
å
k=1
kXkk1Ak

 G

= E
 
kXk
 G

:
29Taking expectations and using the law of double expectation for real
random variables, we get
(2.16) E(kZk)  E

E
 
kXk
 G

= E(kXk):
Let X be a general E-valued Bochner-integrable random variable. Then
then there is a sequence of simple functions Xn such that kXn(w)  
X(w)k ! 0 as n ! 0 in a decreasing way, see, for example, [4, Lemma
1.1]. By Lebesgue’s dominated convergence theorem this also holds in
L1(W;F ;P;E). Deﬁne Zn as in (2.15), replacing X by Xn. Then, by
(2.16), for all m;n 2 N,
E(kZn Zmk)  E(kXn Xmk):
Thus, fZng is a Cauchy sequence in L1(W;G;P;E) as fXng is a Cauchy
sequence in L1(W;F ;P;E). Since L1(W;G;P;E) is complete, there ex-
ists Z 2 L1(W;G;P;E) such that Zn ! Z in L1(W;G;P;E) and, in par-
ticular, Z is G-measurable. Then, for all A 2G,
Z
A
X dP =
Z
A
lim
n!¥XndP = lim
n!¥
Z
A
XndP = lim
n!¥
Z
A
ZndP =
Z
A
ZdP:
Finally, since Zn ! Z as n ! ¥ in L1(W;G;P;E), it follows that there is
a subsequence fZnkg of fZng which converges P-a.e. to Z. Clearly, the
corresponding subsequence Xnk ! X as k ! ¥ both in L1(W;F ;P;E)
and pointwise for all w 2 W. Therefore, P-a.e.,
kE(XjG)k = kZk = lim
k!¥
kZnkk  lim
k!¥
E
 
kXnkk

G

= E
 
kXk

G

:
30For later reference we note the ”law of double expectation”
(2.17) E

E(XjG)

= E(X)
which is obtained by taking A = W in (2.13).
Lemma 2.21. If E is a separable Banach space and X is an E-valued
random variable on (W;F ;P) with E(kXk) < ¥ and G F , then
(2.18) l
 
E(XjG)

= E(l(X)jG); for all l 2 E.
Proof. By deﬁnition, the right hand side of (2.18) isG-measurable. The
left hand side is G-measurable, too, since l is continuous. For all A 2G,
Z
A
l(E(X jG))dP = l
Z
A
E(XjG)dP

= l
Z
A
XdP

=
Z
A
l(X)dP =
Z
A
E(l(X)jG)dP:
By uniqueness of conditional expectation the statement follows.
Corollary 2.22. Let E be a separable Banach space, let the random
variable X 2 L1(W;F ;P;E), and let G  F be a s-algebra. If X is
independent of G, then l(X) is independent of G for all l 2 E and
E(XjG) = E(X).
Proof. Let l 2 E, A 2B(R), and B 2G. Then
P(fl(X) 2 Ag\B) = P(fX 2 l 1(A)g\Bg)
= P(fX 2 l 1(A)g)P(B) = P(fl(X) 2 Ag)P(B);
and hence l(X) is independent of G. Thus, using the corresponding re-
sult for real random variables, and Lemma 2.21, we get l(E(XjG)) =
31E(l(X)jG) = E(l(X)) = l(E(X)) almost surely. The proof can be com-
pleted in the same fashion as in the proof of the uniqueness part of The-
orem 2.20, by taking l from a countable subset of E separating points
of E.
Deﬁnition 2.23. Let M(t)t0 be an E-valued stochastic process on a
probability space (W;F ;P) and let fFtgt0 be a ﬁltration on (W;F ;P).
The process fM(t)gt0 is called a martingale with respect to fFtgt0
(or fM(t)gt0 is an fFtgt0-martingale) if
1. E(kM(t)k) < ¥ for t  0;
2. fM(t)gt0 is adapted to fFtgt0;
3. E(M(t)jFs) = M(s) for 0  s t < ¥.
Note that, by (2.17), E(M(s))=E
 
E(M(t)jFs)

=E(M(t)) and thus
E(M(t)) = E(M(0)) for t  0. This shows that, in the ﬁrst condition of
the deﬁnition, it would be enough to assume that E(kM(0)k) < ¥. The-
orem 2.24 below shows that known theorems about real-valued martin-
galescanbetransferredtoBanachspace-valuedmartingalesbyapplying
functionals.
Theorem 2.24. Let E be a separable Banach space, let fM(t)gt0 be an
E-valued process on (W;F ;P), and let fFtgt0  F be a ﬁltration. If
fM(t)gt0 is an fFtgt0-martingale, then fl(M(t))gt0 is a real-valued
fFtgt0-martingale for all l 2 E. If E(kM(t)k) < ¥ for all t  0, then
the converse holds as well.
32Proof. Assume ﬁrst that fM(t)gt0 is an fFtgt0-martingale. Then, for
all l 2 E,
E(jl(M(t))j) =
Z
W
jl(M(t))jdP 
Z
W
klkkM(t)kdP
= klkE(kM(t)k) < ¥:
Since M(t) is Ft-measurable for all t  0 and l is continuous, it follows
thatl(M(t))isFt-measurableforallt 0andl 2E. Finally, byLemma
2.21, for all l 2 E,
E(l(M(t)jFs) = l(E(M(t)jFs)) = l(M(s)); 0  s t:
Therefore, l(M) is an fFtgt0-martingale.
We now prove the converse statement. By assumption, E(kM(t)k)<
¥. The measurability of M(t) with respect to Ft, for all t  0, follows
from that of l(M(t)) by Corollary 2.24. Since fl(M(t))gt0 is a martin-
gale for all l 2 E it follows that
E(l(M(t))jFs) = l(M(s)); 0  s t;
which implies, by Lemma 2.21, that
l(E(M(t)jFs)) = l(M(s)); 0  s t:
The proof can be completed, as in the proof of the uniqueness part of
Theorem 2.20, by taking l from a countable subset of E separating
points of E.
Remark 2.25. The assumption E(kM(t)k) < ¥ in Theorem 2.24 is es-
sential, that is, it is possible that l(Z) 2 L1(W;F ;P;R) for all l 2 E but
Z = 2 L1(W;F ;P;E).
33Proof. Let E := c0 be the Banach space of all complex sequences X =
fXngn2N with limn!¥Xn = 0, endowed with norm kXk = supn2NjXnj.
Let (W;F ;P) = ([0;1];B([0;1]);m), where m is the Lebesgue measure
on [0;1], and let Z = (Zn)n2N be given by Zn(w) = n1(0;1
n](w) for w 2
[0;1]. It is well known that c
0 can be identiﬁed with l1, the space of
complex sequences l =flng such that å
¥
n=1jlnj<¥, endowed with norm
klk = å
¥
n=1jlnj. It is also known that c0 is separable. If l = flng 2 c
0,
then l(Z) = å
¥
n=1lnn1[0;1
n] and l(Z) is thus measurable for all l 2 c
0.
Therefore, by Lemma 2.19, Z is measurable. Also,
E
 
jl(Z)j


¥
å
n=1
Z 1
0
jlnjn1(0;1
n]dm =
¥
å
n=1
jlnj = klk;
and thus l(Z) 2 L1(W;F ;P;R) for all l 2 c
0. But kZ(w)k = n if w 2
( 1
n+1; 1
n] and hence
Z 1
0
kZ(w)kdm(w) =
¥
å
n=1
Z
( 1
n+1;1
n]
kZ(w)kdm(w) =
¥
å
n=1
n
1
n(n+1)
= ¥:
Recall that Jensen’s inequality for real-valued conditional expecta-
tion states that if y:R!R is convex, if the random variables X;y(X)2
L1(W;F ;P;R), and if G F is a s-algebra, then
(2.19) y(E(XjG))  E(y(X)jG):
Theorem 2.26 (Doob’s maximal inequality). Let E be a separable Ba-
nach space and let fM(t)gt0 be an E-valued fFtgt0-martingale. If
M(t) 2 Lp(W;F ;P;E), t  0, for some p 2 [1;¥), then fkM(t)kpgt0 is
a non-negative real-valued fFtgt0-submartingale, that is,
(2.20) kM(s)kp  E
 
kM(t)kp Fs

; 0  s t:
34Moreover, if p > 1 and T > 0, then
E

sup
t2[0;T]
kM(tkp


 p
p 1
p
E(kM(T)kp):
Proof. That fkM(t)kpgt0 is a non-negative real-valued fFtgt0-sub-
martingale follows from Deﬁnition 2.23, (2.14), and Jensen’s inequality
(2.19) with y(x) = xp, because, for 0  s t,
kM(s)kp = kE(M(t)jFs)kp 

E
 
kM(t)k
 Fs
p
 E
 
kM(t)kp Fs)

:
Now the rest of the proof is a direct consequence of Doob’s maximal
inequality for positive real-valued submartingales.
Next we deﬁne one of the most important spaces that we will work
with when deﬁning the stochastic integral. Let T > 0 and deﬁne
M 2
T (E) :=
n
fM(t)gt2[0;T] :t 7! M(t) is continuous P-a.s.,
fM(t)gt2[0;T] is an E-valued fFtgt2[0;T]-martingale,
and sup
t2[0;T]
Z
W
kM(t)k2dP < ¥
o
endowed with norm
kMkM 2
T (E) := sup
t2[0;T]

E(kM(t)k2
1=2
=

E(kM(T)k2
1=2
:
In the last equality we used E(kM(t)k)2  E(kM(T)k)2, which follows
from (2.20) by taking expectations.
Proposition 2.27. The space M 2
T (E) is a Banach space and for all M 2
M 2
T (E), we have
(2.21) kMkM 2
T (E) 

E

sup
t2[0;T]
kM(t)k2
1=2
 2kMkM 2
T (E):
35Proof. The ﬁrst inequality in (2.21) is obvious and the second one fol-
lows immediately from Theorem 2.26. Let fMngM 2
T (E) be a Cauchy
sequence. Then, by (2.21), it is a Cauchy sequence in
X := L2
 
W;F ;P;C([0;T];E)

as well. But X is a Banach space. Thus fMng converges to an almost
surely continuous process M in X, and also in the norm of M 2
T (E)
in view of (2.21). Finally, to see that M is a martingale, we observe
that Mn(t) ! M in L2(W;F ;P;E); for all t 2 [0;T] and hence also in
L1(W;F ;P;E), as n ! ¥. Thus, there is a subsequence fMnkg of fMng,
whichconvergestoM almostsurely, too. If0st T, thenMnk(s)=
E(Mnk(t)jFs) almost surely. By letting k!¥ the proof is complete.
We now apply this to a Q-Wiener process on an Hilbert space U as
in Proposition 2.16.
Proposition 2.28. Let fW(t)gt0 be aU-valued Q-Wiener process with
respect to a normal ﬁltration fF gt0 on (W;F ;P). Then W 2 M 2
T (U)
for all T > 0.
Proof. By deﬁnitionW 2C([0;T];U) almost surely and
E(kW(t)k2) =t Tr(Q)  T Tr(Q) < ¥; for all t 2 [0;T].
Also, by assumption, fW(t)gt0 is adapted to fF gt0. Thus, it re-
mains to show that W(s) = E(W(t)jFs) for 0  s  t or, equivalently,
R
AW(s)dP =
R
AW(t)dP for 0  s  t and A 2 Fs. But W(t) W(s) is
independent of Fs by assumption and thus, by Corollary 2.22,
Z
A
(W(t) W(s))dP =
Z
A
E(W(t) W(s)jFs)dP
=
Z
A
dP E(W(t) W(s)) = 0:
362.4 Measurabilityofoperatorvaluedrandomvariables
We are going to integrate operator-valued processes against a Wiener
process. We therefore discuss brieﬂy various concepts of measurabil-
ity of operator-valued random variables. Since the space of bounded
linear operators L(U;H) becomes a Banach space with respect to the
operator norm kTk = supkxk1kTxk, T 2 L(U;H), it is tempting to en-
dow L(U;H) with its uniform Borel s-algebra Buni(L(U;H)), that is,
the smallest s-algebra which contains all open balls
Br(T) = fL 2 L(U;H) : kL Tk < rg; r > 0; T 2 L(U;H):
This leads to a s-algebra with too many measurable sets. To see this, we
show that, in general, L(U;H) is not separable and thus it has too many
open sets. This implies that the class of measurable L(U;H)-valued
functions is so small that even very simple operator-valued functions are
not measurable. LetU := H := L2(R). We show that (L(H);kk) is not
separable. Deﬁne the function S : R ! L(H) by (S(t)f)(x) = f(x+t),
f 2 H. If t > s and f 2 H, then
kS(t)f  S(s)fkH = kS(s)(S(t  s)f   f)kH = kS(t  s)f   fkH:
Take f 2 H such that supp(f) 
 s t
2 ; t s
2

. Then, supp(f)\supp(S(t 
s)f) = / 0, and thus f and S(t  s)f are orthogonal in H. Therefore,
kS(t  s)f   fk2 = kS(t  s)fk2+kfk2 = 2kfk2;
which implies that kS(t)f  S(s)fk2 = 2kfk2. Hence, kS(t) S(s)k 
p
2 implying that (L(H);kk) is not separable. Next, consider S as a
37mapping
S : (R;B(R)) ! (L(H);Buni(L(H))):
Consider a set A = 2B(R) and deﬁne
D :=
[
t2A
n
G 2 L(H) : kG S(t)k <
p
2
2
o
:
This is an open set and hence D  Buni(L(H)). But S 1(D) = fs 2 R :
S(s) 2 Dg = A. Therefore, S is not measurable.
Instead we consider the strong Borel s-algebra of L(U;H) denoted
byBstr(L(U;H)), orsimplyB(L(U;H), whichisdeﬁnedtobethesmall-
est s-algebra containing all sets of the form
n
T 2 L(U;H) : Tx 2 A; A 2B(H); x 2U
o
:
Deﬁnition 2.29. Let (W;F ) be a measure space and G  F be a s-
algebra. A mapping L : (W;F ) ! L(U;H) is said to be strongly G-
measurable if it is G-measurable if we endow L(U;H) with the strong
Borel s-algebra Bstr(L(U;H)), that is, if Lx : (W;F ) ! (H;B(H)) is
G-measurable for all x 2 U. If G = F , then L is said to be strongly
measurable.
One can check that the mapping S considered above is continuous
with respect to the strong operator topology of L(H), that is, t 7! S(t)x
is continuous for every x 2 H, and it is therefore strongly measurable.
Thus, in general, Bstr(L(U;H)) ( Buni(L(U;H)) (strict inclusion).
To see that this is not always the case, consider L(H;R), where H is sep-
arable Hilbert space. By the Riesz representation theorem L(H;R) and
H are isometrically isomorphic and hence L(H;R) is separable. Thus,
38if we identify L(H;R) and H under the Riesz isomorphism, then by
Lemma 2.18,
Buni(L(H;R)) =B(H) = s(fx : l(x)  a; l 2 H; a 2 Rg)
= s(fx : hy;xi  a; y 2 H; a 2 Rg)
=Bstr(L(H;R)):
Next, we prove that B(L2(U;H)) Bstr(L(U;H)) which implies, in
particular, that L2(U;H) is a strongly measurable subset of L(U;H).
Lemma 2.30. The containment B(L2(U;H)) Bstr(L(U;H)) holds.
Proof. It is enough to show that every open ball in L2(U;H) also be-
longs to Bstr(L(U;H)). Indeed, if ffkg is an orthonormal basis for U
and T0 2 L2(U;H), then
n
T 2 L2(U;H) : kT  T0kL2 < r
o
=
n
T 2 L(U;H) : kT  T0kL2 < r
o
=
¥ [
m=1
n
T 2 L(U;H) : kT  T0k2
L2  r2(1 
1
m
)
o
=
¥ [
m=1
n
T 2 L(U;H) :
¥
å
k=1
k(T  T0)fkk2
H  r2(1 
1
m
)
o
=
¥ [
m=1
¥ \
n=1
n
T 2 L(U;H) :
n
å
k=1
k(T  T0)fkk2
H  r2(1 
1
m
)
o
:
(2.22)
The map
L(U;H) ! Hn :=
n z }| {
H H ! R
T 7!
 
(T  T0)f1; ;(T  T0)fn

7!
n
å
k=1
k(T  T0)fkk2
39is continuous if we endow L(U;H) with the strong topology, Hn with the
product topology and R with the natural topology. Thus it is measurable
with respect to the Borel s-algebras generated by the respective topolo-
gies. Thus, the set in (2.22) belongs to BStr(L(U;H)) and the proof is
complete.
Finally, we will need the following lemma.
Lemma 2.31. Let L be and L(U;H)-valued strongly measurable map-
ping and x be a U-valued measurable mapping on a measurable space
(W;F ). Then Lx is an H-valued measurable mapping on (W;F ).
Proof. Since H is separable, Lx is measurable if and only if hLx;xi is
R-valued measurable for all x 2 H by Lemma 2.18. Let fekg be an or-
thonormal basis for U. Then, hLx;xi = hx;Lxi = åkhx;ekihx;Leki is
measurable as both x and Lek are measurable and hence weakly measur-
able and the sum converges for all w 2 W.
3 The stochastic integral for nuclear Wiener
processes
Let (U;h;iU) and (H;h;iH) be separable Hilbert spaces and assume
thatfW(t)gt2[0;T] isaU-valuedQ-Wienerprocessonaprobabilityspace
(W;F ;P) with respect to the normal ﬁltration fFtgt2[0;T], where T > 0
is ﬁxed. Let WT = [0;T]W and PT = mP, where m is the Lebesgue
measure on [0;T], be the product measure on WT. We ﬁrst deﬁne the
stochastic integral for elementary processes.
403.1 The stochastic integral for elementary processes
Deﬁnition 3.1. An L(U;H)-valued process fF(t)gt2[0;T] is called ele-
mentary if there exist 0 =t0 <t1 <  <tN = T, N 2 N, such that
F(t) =
N 1
å
m=0
Fm1(tm;tm+1](t); t 2 [0;T];
where
 Fm : (W;F ) ! L(U;H) is strongly Ftm-measurable;
 Fm takes only a ﬁnite number of values in L(U;H), that is,
Fm(w) =
km
å
j=1
1Wm
j (w)Lm
j ;
where Lm
j 2 L(U;H) and W =
Skm
j=1Wm
j with the union being dis-
joint.
We denote the (linear) space of elementary process by E.
For F 2E, deﬁne
(3.1) Int(F)(t) =
Z t
0
FdW :=
N 1
å
n=0
Fn(DWn(t)); t 2 [0;T];
where
DWn(t) =W(tn+1^t) W(tn^t);
and t ^s = min(t;s). Note that DWn(0) = 0 and that for t 2 (tk;tk+1] we
have
DWn(t) =
8
> > > <
> > > :
W(tn+1) W(tn); tn <tk;
W(t) W(tk); tn =tk;
0; tn >tk:
41Note also that DWn(t) is Ft-measurable and that DWn(t) is independent
of Fs for s  tn. We recall the following result for real-valued random
variables.
Lemma 3.2. Let X andY be real-valued random variables on (W;F ;P)
and let G  F be a s-algebra. If X is G-measurable and Y;XY 2
L1(W;F ;P;R), then E(XYjG) = X E(YjG).
Proof. The proof is elementary and is left to the reader.
Proposition 3.3. For all F 2 E, the integral fInt(F)(t)gt2[0;T] deﬁned
in (3.1) is a continuous square integrable fFtgt2[0;T]-martingale, that is,
fInt(F)(t)gt2[0;T] 2M 2
T (H).
Proof. Let M(t):=
R t
0FdW, t 2[0;T]. Then, M :[0;T]!H is continu-
ous a.s., because DWn(t):[0;T]!U is continuous a.s. and F:U !H is
continuous for all w 2 W. The process fM(t)gt2[0;T] is square integrable
because
E(kM(t)k2) = E
  
N 1
å
n=0
Fn(DWn(t))
  
2
 E
N 1
å
n=0
kFnk2
L(U;H)kDWn(t)k2
U

 max
n
 kn
å
j=1
kLn
jk2
L(U;H)
N 1
å
n=0
E
 
kDWn(t)k2
| {z }
<¥
; t 2 [0;T]:
Finally, we show that M is an fFtgt2[0;T]-martingale. Clearly, M is in-
tegrable because E(kM(t)k)  E(kM(t)k2) < ¥, t 2 [0;T]. Each term
Fn(DWn(t)) in M(t), and hence also M(t), is Ft-measurable in view of
Lemma 2.31. To prove the martingale property, that is,
Z s
0
FdW = E
Z t
0
FdW
  Fs

; s t;
42let t 2 (tk;tk+1], s 2 (tl;tl+1], and s t, l  k. Then
Z t
0
FdW =
N 1
å
n=0
Fn(DWn(t)) Fl(W(s))+Fl(W(s))
=
l 1
å
n=0
Fm(DWn(t))+Fl((W(s) W(tl))
+Fl(W(tl+1^t) W(s))+
N 1
å
n=l+1
Fn(DWn(t))
=
l
å
n=0
Fn(DWn(s))+Fl(W(tl+1^t) W(s))+
N 1
å
n=l+1
Fn(DWn(t)):
Therefore,
E
Z t
0
FdW
  Fs

= E
Z s
0
FdW
  Fs

+E
 
Fl(W(tl+1^t) W(s))
 Fs

+E
N 1
å
l+1
Fn(DWn(t))
  Fs

:
We saw that
R s
0 FdW is Fs-measurable and hence E(
R s
0 FdWjFs) =
R s
0 FdW. For the second term, let fekg be an orthonormal basis of
U. Then, for all x 2 H, using that Fl is strongly (hence weakly) Fs-
measurable and thatW(tl+1^s) is independent of Fs, by Lemma 3.2,
D
E

Fl(W(tl+1^t) W(s))
  Fs

;x
E
=å
k
E

hW(tl+1^t) W(s);ekihFlek;xi
  Fs

=å
k
hFlek;xiE

hW(tl+1^t) W(s);eki
  Fs

=å
k
hFlek;xiE
 
hW(tl+1^t) W(s);eki

= 0:
This shows that E(Fl(W(tl+1^t) W(s))jFs)=0. The rest of the terms
are of the form E(Fm(W(t) W(s)jFs)), where s  s  t t; tm  s.
43Let A 2Fs. Then
Z
A
Fm(W(t) W(s))dP =
Z
Aå
j
1Wm
j Lm
j
 
W(t) W(s)

dP
=å
j
Ln
j
Z
A\Wm
j
(W(t) W(s))dP:
Since A 2Fs Fs and Wn
j 2Ftm Fs andW(t) W(s) is independent
of Fs, it follows from Corollary 2.22 and the deﬁnition of the condi-
tional expectation that
å
j
Ln
j
Z
A\Wm
j
(W(t) W(s))dP =å
j
Ln
j
Z
A\Wm
j
E(W(t) W(s)jFs)dP
=å
j
Ln
j
Z
A\Wm
j
E(W(t) W(s))dP = 0:
Thus, by the uniqueness of the conditional expectation, it follows that
E(Fm(W(t) W(s)jFs)) = 0.
Remark 3.4. Since M =
R
FdW is a martingale it follows that
E
Z t
0
FdW

= E(M(0)) = 0:
For F 2E, deﬁne
kFkT :=

E
Z T
0
  F(s)Q1=2
  
2
L2(U;H)
ds
1=2
or, equivalently,
kFk2
T = E
Z T
0
kF(s)k2
L0
2
ds

:
The following identity, called the Itˆ o-isometry, will be crucial when we
extend the stochastic integral to a larger class of integrands.
44Proposition 3.5 (Itˆ o-isometry). If F 2E, then
(3.2) E

 
Z T
0
FdW
  
2
= E
Z T
0
  F(s)Q1=2
  
2
L2(U;H)
ds

;
or, equivalently,   
Z 
0
FdW
  
M 2
T (H)
= kFkT:
Proof. Let F 2E. By deﬁnition,
Z T
0
FdW =
N 1
å
n=0
Fn(DWn);
where DWn =W(tn+1) W(tn). Then,
E
  
Z T
0
FdW
  
2
= E
DN 1
å
n=0
FnDWn;
N 1
å
m=0
FmDWm
E
= E
N 1
å
n=0
kFnDWnk2

+2E

å
m<n
hFnDWn;FmDWmi

= T1+T2:
We will show that T1 = kFk2
T and that T2 = 0. Let ffkgk2N be an or-
thonormal basis of H and fekgk2N be an orthonormal basis of U. Then,
using Parseval’s formula, the Monotone Convergence Theorem, and the
law of double expectation,
E

kFnDWnk2

= E

å
l
hFnDWn; fli2

=å
l
E

hFnDWn; fli2

=å
l
E

E
 
hFnDWn; fli2 Ftn

=å
l
E

E
 
hDWn;F
nfli2 Ftn

:
By Parseval’s formula inU,
hDWn;F
nfli2 =

å
k
hDWn;ekihF
nfl;eki
2
=

å
k
hfl;Fneki
| {z }
=ak
hDWn;eki
| {z }
=bk
2
=

å
k
akbk
2 =å
k;j
akajbkbj:
45Thus,
E

hDWn;F
nfli2
  Ftn

= E

å
k;j
akajbkbj
  Ftn

=å
k;j
E

akajbkbj
  Ftn

(3.3)
=å
k;j
akajE
 
bkbj
 Ftn

=å
k;j
akajE(bkbj) (3.4)
=å
k;j
hfl;Fnekihfl;FnejiE(hDWn;ekihDWn;eji)
=å
k;j
hfl;Fnekihfl;FnejiDtnhQek;eji (3.5)
= Dtnå
k
D
QhF
nfl;ekiek;å
j
hF
nfl;ejiej
E
= Dtnå
k
hQhF
nfl;ekiek;F
nfli
= Dtn
D
å
k
hF
nfl;ekiek;QF
nfl
E
= DtnkQ1=2F
nflk2 a:s:
We used the Dominated Convergence Theorem in (3.3), Corollary 2.22
on R and Lemma 3.2 in (3.4), and the assumption on the increments of
a Q-Wiener process in (3.5). Hence, using property (1) in Remark 1.4,
T1 = E

å
l
N 1
å
n=0
DtnkQ1=2F
nflk2

= E
N 1
å
n=0
DtnkQ1=2F
nk2
L2(H;U)

= E
N 1
å
n=0
DtnkFnQ1=2kL2(U;H)

= E
Z T
0
kF(s)Q1=2kL2(U;H)ds

:
Similarly to the diagonal terms above, for a typical term in T2, using
46Parseval’s formula twice, we obtain
hFnDWn;FmDWmi = 
= å
l;j;k
hDWn;ekihF
nfl;ekihDWm;ejihF
mfl;eji: (3.6)
Finally, using Corollary 2.22 on R and Lemma 3.2, the expectation of
each term in (3.6) equals zero as
E

hDWn;ekihF
nfl;ekihDWm;ejihF
mfl;eji

= E

E
 
hDWn;ekihF
nfl;ekihDWm;ejihF
mfl;eji
 Ftn

= E

hF
nfl;ekihF
mfl;ejihDWm;ejiE
 
hDWn;eki
 Ftn

= 0:
By the Dominated Convergence Theorem we conclude T2 = 0.
Corollary 3.6. If F1;F2 2E, then
E
DZ T
0
F1dW;
Z T
0
F2dW
E
H

= E
Z T
0
hF1(s)Q1=2;F2(s)Q1=2iL2(U;H)ds

:
Proof. The statement follows from Itˆ o’s Isometry, the linearity of the
integral, and polarization ﬁrst in H, then in L2(U;H).
Remark 3.7. The functional kkT is only a seminorm on E. Let F 2E
and assume that
kFk2
T = E
Z T
0
kF(s)Q1=2k2
L2(U;H)ds

=
¥
å
k=1
E
Z T
0
kF(s)Q1=2ekk2ds

= 0:
47Then kF(s)Q1=2ekk = 0, PT-a.s., for all k 2 N, and thus F(s)Q1=2ek =
0, PT-a.s., for all k 2 N, which implies, by countable additivity, that
F(s)Q1=2 = 0, PT-a.s. Therefore, F = 0 on Q1=2(U), PT-a.s. Let
E0 :=
n
F 2E : F = 0 on Q1=2(U); PT-a.s.
o
:
We re-deﬁne E to be the quotient space E := E=E0. Then kkT is a
norm on E.
3.2 Extension of the stochastic integral to more general
processes
Propositions 3.3 and 3.5 show that the map
Int :
 
E;kkT

!
 
M 2
T ;kkM 2
T

is isometric (hence continuous). Since, by Proposition 2.27, the space
 
M 2
T ;kkM 2
T

is complete, Int extends uniquely to an isometric mapping
to the abstract completion E of E, by
Int(F) := lim
n!¥Int(Fn); F 2E; fFng E with lim
n!¥Fn = F:
Since the abstract completion of a normed space contains objects that
are hard to work with (equivalence classes), we will characterize E in a
different way. Let us introduce the s-algebras
P¥ = s
n
(s;t]F : 0  s <t; F 2Fs
o
[
n
f0gF : F 2F0
o
and
PT = s
n
(s;t]F : 0  s <t  T; F 2Fs
o
[
n
f0gF : F 2F0
o
:
48Deﬁnition 3.8. If ˜ H is a separable Hilbert space and Y : (WT;PT) !
( ˜ H;B( ˜ H)) is measurable, thenY is called ˜ H-predictable.
The next proposition shows that the class of predictable processes is
rich.
Proposition 3.9. If H is a separable Hilbert space, then the following
s-algebras coincide.
1. P1 = s(adapted continuous processes)
2. P2 = s(adapted left continuous processes with right hand limits)
3. P3 = s(adapted left continuous processes)
4. P¥
Here, processes are considered as mappings W[0;¥) ! H.
Proof. Since H is separable, it is enough to consider R-valued processes
by Corollary 2.19. Clearly, P1  P2  P3. To show that P3  P¥, let X
be an adapted left continuous process and deﬁne
Xn(t) = X(0)10(t)+
¥
å
k=0
X
 k
2n

1( k
2n;k+1
2n ](t):
Then, Xn is an adapted piecewise constant process. Since X is left con-
tinuous, it follows that Xn(t;w) ! X(t;w). But Xn is P¥-measurable
and therefore X is P¥-measurable. Thus, P3  P¥. Finally, to see that
P¥  P1, ﬁx 0  s < t, and let R = (s;t]F, F 2 Fs. Let ffng be a
sequence of trapezoidal functions such that
lim
n!¥ fn = 1(s;t]; fn(x) = 0; if x 2 [0;s):
49Deﬁne Xn := fn 1F. Then Xn is adapted and continuous and thus P1-
measurable. But limn!¥Xn = 1R and this implies that R 2 P1. Let F 2
F0 and deﬁne
fn(x) =
8
> > > <
> > > :
1; x = 0;
 nx+1; x 2 (0; 1
n);
0; x 2 [1
n;¥):
Then Xn := fn1F is adapted and continuous and hence P1-measurable.
But limXn = 1f0gF and thus f0gF 2P1. Therefore, P¥ P1.
Remark 3.10. Of course, an analogous statement holds for PT.
Theorem 3.11. There is an explicit characterization of E given by
N 2
W =N 2
W(0;T;H)
=
n
F : [0;T]W ! L0
2 : F is L0
2-predictable and kFkT < ¥
o
= L2
 
[0;T]W;PT;mP;L0
2

:
Proof. Since L0
2 is complete by Lemma 1.5, it follows that
L2(WT;PT;PT;L0
2)
is complete. By Lemma 1.7, L(U;H)0  L0
2 and therefore F 2 E is
L0
2-predictable by construction. Thus, we need show that E is dense in
N 2
W(0;T;H), that is, if F is an L0
2-predictable process such that kFkT <
¥, then there is a sequence fFng  E such that kF FnkT ! 0 as
n ! ¥. If F 2N 2
W, then there is a sequence of simple random variables
Fn =
Mn
å
k=1
Ln
k1An
k; Ak 2PT; Ln
k 2 L0
2;
50such that kF FnkT ! 0 (this follows from the construction of the
Bochner integral.) Therefore it is enough to consider
F = L1A; L 2 L0
2; A 2PT:
Let A 2 PT and L 2 L0
2. By Lemma 1.7 there is fLng  L(U;H)0 such
that Ln ! L in L0
2 and by the Dominated Convergence Theorem
kL1A Ln1AkT ! 0 as n ! ¥:
Therefore, we may consider
F = L1A; A 2PT; L 2 L(U;H)0:
If F = L1A; A 2 PT; L 2 L(U;H)0, then we need to show that there is
fFng  E such that kFn  L1AkT ! 0 as n ! ¥. The case L = 0 is
clear so assume that L 6= 0. Let
A :=
n
(s;t]F : 0  s t  T; F 2Fs
o
[
n
f0gF : F 2F0)
o
be the set of predictable rectangles. Deﬁne
G :=
n
A 2PT : for all e > 0; there is L =
N [
n=1
An;Ai 2A;
with Ai\Aj = / 0 for i 6= j and PT((AnL)[(LnA)) < e
o (3.7)
and
K :=
n[
i2I
Ai : I is ﬁnite, Ai 2A
o
:
It is not difﬁcult to check that K is P-system and G is a l-system. Note
that K G (by writing A 2K as a disjoint union). By Dynkin’s lemma
51we have s(K )G. But s(K )=PT andG PT and thereforePT =G.
Let A 2PT, e > 0 and choose L as in (3.7) with
PT
 
(AnL)[(LnA)

<
e
kLkL0
2
:
Then

 L1A 
N
å
n=1
L1An

 
2
T
= E
Z T
0

 L(1A 
N
å
n=1
1An)

 
2
L0
2
ds  kLkL0
2
e
kLkL0
2
= e:
Finally, å
N
n=1L1An only differs (possibly) from an elementary process
in a term L1f0gF, F 2 F . But kL1f0gFkT = 0, so by taking F =
å
N
n=1L1An  L1f0gF, we obtain an elementary process.
Remark 3.12. Both Itˆ o’s Isometry (3.2) and Corollary 3.6 still hold for
F 2N 2
W.
Remark 3.13. By a so-called localization procedure, one can extend the
class of integrands even further to
NW =
n
F : WT ! L0
2 : F is predictable, P
Z T
0
kFk2
L0
2
ds < ¥

= 1
o
:
The integral in this case becomes a local martingale, only, and the Itˆ o
isometry does not hold. For the type of equations we study here, this
extension is not necessary and therefore we do not pursue this issue any
further.
4 Stochastic integral for cylindrical Wiener
processes
We would like to consider a Wiener process fW(t)gt0 with covariance
operator Q such that Tr(Q) = ¥, for example, Q = I. Recall that, if
52Q 2 L(U), Q  0, Tr(Q) < ¥, then
W(t) =
¥
å
k=1
ekbk(t)
where ek = l
1=2
k fk is an orthonormal basis for U0 = Q1=2(U) and the
series converges in L2(W;F ;P;U). Note that the inclusion
J : (U0;h;i0) ! (U;h;i); with x 7! Jx = x;
is Hilbert-Schmidt if and only if Tr(Q) < ¥. Indeed, if fekg is an
ortonormal basis forU0, then
kJk2
L2(U0;U) =å
k
hJek;JekiU =å
k
hek;ekiU
=å
k
hQ1=2Q 1=2ek;Q1=2Q 1=2ekiU
=å
k
hQ1=2fk;Q1=2fkiU = Tr(Q) = kW(1)k2
L2(W;U);
since ffkg = fQ 1=2ekg is an orthonormal basis for
 
kerQ1=2?. Thus,
the series deﬁning W converges or diverges in L2(W;H) depending on
whether J is a Hilbert-Schmidt operator or not. Therefore, if Tr(Q)=¥,
then we need to consider another Hilbert space ( ˜ U;[;]) with norm [][]
such that there is an embedding J :U0 ! ˜ U which is Hilbert-Schmidt in
order to deﬁne a Q-Wiener process.
Remark 4.1. Given Q 2 L(U), Q  0, we may always ﬁnd ˜ U such that
there is an embedding J : U0 ! ˜ U. Set ˜ U := U and let ak > 0, k 2 N,
with åka2
k < ¥. Deﬁne
J :U0 !U; u 7!å
k
akhu;eki0ek;
53where fekg is an orthonormal basis of U0. Then J is one-to-one and
Hilbert-Schmidt. Indeed, if u;v 2U0, then
u = v , hu;eki0 = hv;eki0; 8k 2 N;
, akhu;eki0 = akhv;eki0; 8k 2 N;
,å
k
akhu;eki0ek =å
k
akhv;eki0ek; 8k 2 N;
, J(u) = J(v):
and, since kQ 1=2ekkU = kekk0=1,
kJkL2(U0; ˜ U) =
¥
å
k=1
kJekk2
U =
¥
å
k=1

 
¥
å
n=1
anhen;eki0en

 
2
U
=
¥
å
k=1
kakekk2
U
=
¥
å
k=1
a2
kkQ1=2Q 1=2ekk2
U  kQ1=2k
¥
å
k=1
a2
k < ¥:
We recall the following elementary fact from real-valued probability
theory.
Lemma 4.2. Let X 2L1(W;F ;P;R) be a random variable andG2;G2 
F be s-algebras. If G1 is independent of s(s(X)[G2), then
E
 
X
 s(G1[G2)

= E
 
X
 G2

:
Proposition 4.3 (Cylindrical Wiener process). Let fekgk2N be an or-
thonormal basis of U0 = Q1=2(U) and let fbkgk2N be a family of inde-
pendent real-valued Brownian motions. Let ( ˜ U;[;]) with norm [][] be
a separable Hilbert space such that there is an embedding J :U0 ! ˜ U
which is Hilbert-Schmidt. Then ˜ Q : ˜ U ! ˜ U deﬁned by ˜ Q := JJ is
bounded, ˜ Q  0, Tr( ˜ Q) < ¥, and the series
(4.1) ˜ W(t) =
¥
å
k=1
bk(t)Jek; t 2 [0;T];
54converges in M 2
T ( ˜ U) and deﬁnes a ˜ Q-Wiener process on ˜ U. Moreover,
˜ U0 := ˜ Q1=2( ˜ U) = J(U0)
and, for all u 2U0,
kuk0 = [] ˜ Q 1=2Ju[] := []Ju[]0:
That is, J :U0 ! ˜ U0 is an isometric isomorphism.
Proof. We show ﬁrst that that f ˜ W(t)gt2[0;T], deﬁned in (4.1) is a ˜ Q-
Wiener process on ˜ U. Let xj(t) = bj(t)Jej, j 2 N, and deﬁne
Gt := s
 ¥ [
j=1
s(fbj(s)gst)

; t 2 [0;T]:
Then fxj(t)gt2[0;T] is a continuous ˜ U-valued martingale with respect to
fGtgt0 for all j 2 N. Indeed, take 0  s t  T and then
E

bj(t)
  Gs

= E

bj(t)
  s(fbj(u)gus

= bj(s);
which follows from Lemma 4.2 with X = bj(t), G2 = s(fbj(u)gus),
and G1 = s
S
k6=jfbk(s)gst

. Therefore
˜ Wn(t) :=
n
å
j=1
bj(t)Jej; t 2 [0;T]
is also a continuous ˜ U-valued martingale with respect to fGtgt2[0;T].
55Moreover, since J :U0 ! ˜ U is a Hilbert-Schmidt operator,
k ˜ Wm  ˜ Wnk2
M 2
T ( ˜ U) = sup
t2[0;T]
E

[] ˜ Wm(t)  ˜ Wn(t)[]
2
= E

[] ˜ Wm(T)  ˜ Wn(T)[]2

= E
hi m
å
j=n+1
bj(T)Jej
hi2
 E
 m
å
j=n+1
bj(T)2
m
å
j=n+1
[]Jej[]2

=
m
å
j=n+1
E

bj(T)2
 m
å
j=n+1
[]Jej[]2
= T
m
å
j=n+1
[]Jej[]2 ! 0; n < m; n ! ¥:
Therefore, ˜ Wn converges in M 2
T ( ˜ U) and its limit ˜ W 2M 2
T ( ˜ U) is contin-
uous almost surely. The mean of W is clearly is zero. The increments
are Gaussian since, for all u 2 ˜ U,
[ ˜ W(t)  ˜ W(s);u] =
¥
å
j=1
(bj(t) bj(s))[Jej;u]
is Gaussian being an L2(W;F ;P;R) limit of Gaussian random variables.
To compute the covariance operator of the increments, take u;v 2 ˜ U,
0  s t  T and write
E
 
[ ˜ W(t)  ˜ W(s);u][ ˜ W(t)  ˜ W(s);v]

=
¥
å
k=1
(t  s)[Jek;u][Jek;v]
=
¥
å
k=1
(t  s)hek;Jui0hek;Jvi0 = (t  s)hJu;Jui0 = (t  s)[JJu;v];
where we used that E
 
bj(t) bj(s))(bk(t) bk(s)

= djk. Thus, ˜ Q =
JJ. One easily checks that the increments are independent. Finally, we
have to show that
˜ Q1=2( ˜ U) = J(U0)
56and that
kuk0 = [] ˜ Q 1=2Ju[] = []Ju[]0; 8u 2U0:
We recall the fact from functional analysis that if U1;U2 and H are sep-
arable Hilbert spaces, T1 2 L(U1;H), T2 2 L(U2;H), and
kT
1 xk1 = kT
2 xk2; 8x 2 H;
then
T1(U1) = T2(U2)
and
kT 1
1 xk1 = kT 1
2 xk2; 8x 2 T1(U1):
For all u 2 ˜ U, we have that
[] ˜ Q1=2u[]2 = [JJu;u] = kJuk2
0:
Thus, taking U1 = H = ˜ U, U2 = U0, T1 = Q1=2, and T2 = J, it follows
that ˜ Q1=2( ˜ U) = J(U0) and that [] ˜ Q 1=2u[] = kJ 1uk0, for all u 2 J(U0).
Finally, if v 2U0, then [] ˜ Q 1=2Jv[] = kvk0 and hence []Jv[]0 = kvk0.
Remark 4.4. The Wiener process constructed in Proposition 4.3 is in-
dependent of the choice of the orthonormal basis chosen forU0. Indeed,
the proof shows that with any such orthonormal basis, f ˜ W(t)gt2[0;T] is
a JJ-Wiener process on ˜ U. As such, by Proprosition 2.12, it can be
obtained as (2.8), where the series converges in
L2
 
W;F ;P;C
 
[0;T];U

:
Therefore, the paths of its limit are determined P-almost surely, that is,
using two different orthonormal bases for U0 we get two indistinguish-
able versions of f ˜ W(t)gt2[0;T].
57Remark 4.5. If Tr(Q) < ¥, then one may choose U = ˜ U and J = I.
By Remark 4.4, the process f ˜ W(t)gt2[0;T] is an indistinguishable ver-
sion of the Q-Wiener process obtained by (2.8). The orthonormal basis
fl
1=2
k ek : lk >0g used in (2.8) is just a particular choice of an orthonor-
mal basis forU0.
Now we are ready to deﬁne the stochastic integral with respect to
a cylindrical Wiener process. Since Tr( ˜ Q) < ¥, we can integrate pro-
cesses fF(t)gt2[0;T] which are L2( ˜ U0;H)-predictable and
E
Z T
0
kF(s)k2
L2( ˜ U0;H)ds

< ¥:
But we are aiming at integrating processes with values in L2(U0;H). We
saw thatU0 is isometrically isomorphic to ˜ U0 under J. Hence, if fekgk2N
is an orthonormal basis for U0, then fJekgk2N is an orthonormal basis
for ˜ U0. Therefore,
F 2 L2(U0;H) , FJ 1 2 L2( ˜ U0;H);
since
kFk2
L2(U0;H) =
¥
å
k=1
hFek;Feki =
¥
å
k=1
hFJ 1Jek;FJ 1Jeki
= kFJ 1k2
L2( ˜ U0;H):
Note that an L2(U0;H)-valued process is fF(t)gt2[0;T] is L2(U0;H)-
predictable if and only if fF(t)J 1gt2[0;T] is L2( ˜ U0;H)-predictable.
Let Q 2 L(U);Q  0, let fekgk2N be an orthonormal basis of U0 =
Q1=2(U) and let fbkgk2N be a family of independent real valued Brow-
nian motions. Deﬁne
(4.2) W(t) =
¥
å
k=1
ekbk(t); t 2 [0;T];
58where the sum is understood only formally if Tr(Q) = ¥.
Deﬁnition 4.6 (Integral with respect to a cylindrical Wiener process).
Let fW(t)gt2[0;T] be given by (4.2). For processes fF(t)gt2[0;T] 2 N 2
W,
where
N 2
W =
n
F : [0;T]W ! L2(U0;H);
such that F is L2(U0;H)-predictable and kFkT < ¥
o
;
we deﬁne the stochastic integral by
Z t
0
F(s)dW(s) :=
Z t
0
F(s)J 1d ˜ W(s); t 2 [0;T];
where the integral on the right hand side is the stochastic integral de-
ﬁned in Section 3 of fF(t)J 1gt2[0;T] with respect to the ˜ U-Wiener pro-
cess f ˜ W(t)gt2[0;T] deﬁned in Proposition 4.3.
Remark 4.7. If Tr(Q) = ¥; then E * NW, where E denotes the set of
L(U;H)-valued elementary process from Deﬁnition 3.1. To see this, let
U = H;F(t)  I, and fekg be an orthonormal basis forU0. Then
kFk2
T = T
¥
å
k=1
hek;eki = T
¥
å
k=1
hQQ 1=2ek;Q 1=2eki = T Tr(Q) = ¥:
Remark 4.8. The cylindrical Wiener process f ˜ W(t)gt2[0;T] constructed
in Proposition 4.3 depends on J but
R t
0FdW does not. The proof is left
to the reader as an exercise.
595 Stochasticevolutionequationswithadditive
noise
In the present section we introduce solution concepts to certain type of
stochastic evolution problems and prove existence and uniqueness of
their solutions. The mathematical framework is based on the theory of
strongly continuous operator semigroups.
5.1 Linear equations
Let fW(t)gt2[0;T] be an U-valued Q-Wiener process on the probability
space (W;F ;P), adapted to a normal ﬁltration fFtgt2[0;T]. We consider
equations written formally as
(5.1)
dX(t) = (AX(t)+ f(t))dt +BdW(t); 0 <t < T;
X(0) = x;
where we make the following assumptions.
(A1) A : D(A)  H ! H is linear operator, generating a strongly con-
tinuous semigroup (C0-semigroup) of bounded linear operators
fS(t)gt0, that is,
– S(0) = I;
– S(t +s) = S(t)S(s) for all s;t  0;
– fS(t)gt0 is strongly continuous on [0;¥), that is, t 7! S(t)x
is continuous on [0;¥) for all x 2 H;
– limh!0+
S(t+h)x S(t)x
h = Ax for all x 2D(A);
60(A2) B 2 L(U;H);
(A3) ff(t)gt2[0;T] a predictable H-valued process with Bochner inte-
grable trajectories, that is, t 7! f(w;t) is Bochner integrable on
[0;T] for P-almost all w 2 W;
(A4) x is an F0-measurable H-valued random variable.
Under assumption (A1) the deterministic evolution problem (ab-
stract Cauchy problem)
u0(t) = Au(t)+ f(t); t > 0;
u(0) = x;
is well-posed (under some weak assumptions on f) and its unique (mild)
solution is given by the variation of constants formula
u(t) = S(t)x+
Z t
0
S(t  s)f(s)ds:
For an exhaustive introduction to the theory of operator semigroups, see,
for example, [1] and [5].
Remark 5.1. Since H is, in particular, a reﬂexive Banach space it fol-
lows that fS(t)gt0 is also a C0-semigroup on H with generator given
by A, the adjoint of A. In non-reﬂexive Banach spaces this is not true
in general.
Next we discuss what we mean by the solution of the formal equa-
tion (5.1). In this section we always assume (A1)–(A4).
Deﬁnition 5.2 (Strong solution). An H-valued process fX(t)gt2[0;T] is
a strong solution of (5.1) if fX(t)gt2[0;T] is H-predictable, X(t;w) 2
61D(A) PT-almost surely,
R T
0 kAX(t)kdt < ¥ P-almost surely, and, for all
t 2 [0;T],
X(t) = x+
Z t
0
 
AX(s)+ f(s)

ds+
Z t
0
BdW(s); P-a.s.
Recall that the integral
R t
0BdW(s) is deﬁned if and only if kBk2
L0
2
=
Tr(BQB) < ¥.
For h 2 H, we deﬁne
(5.2) lh : H ! R; lh(h) := hh;hi; h 2 H:
Deﬁnition 5.3 (Weak solution). An H-valued process fX(t)gt2[0;T] is
a weak solution of (5.1) if fX(t)gt2[0;T] is H-predictable, fX(t)gt2[0;T]
has Bochner integrable trajectories P-almost surely and
hX(t);hi = hx;hi+
Z t
0
 
hX(s);Ahi+hf(s);hi

ds
+
Z t
0
lhBdW(s); P-a.s.; 8h 2D(A); t 2 [0;T]:
Note that the stochastic integral may be written formally as
Z t
0
lhBdW(s) =
Z t
0
hBdW(s);hi:
We will show that unique weak solution of (5.1) is given by the variation
of constants formula
X(t) = S(t)x+
Z t
0
S(t  s)f(s)ds+
Z t
0
S(t  s)BdW(s):
We will need the following lemma about interchanging the stochastic
integral with closed operators.
62Lemma 5.4. Let E be a separable Hilbert space. Let F 2 N 2
W, A :
D(A)  H ! E be a closed, linear operator with D(A) being a Borel
subset of H. If F(t)u2D(A) P-almost surely for allt 2[0;T] and u2U
and AF 2N 2
W, then
P
Z T
0
F(s)dW(s) 2D(A)

= 1
and
(5.3) A
Z T
0
F(s)dW(s)

=
Z T
0
AF(s)dW(s); P-a:s:
Proof. The lemma is a special case of [4, Proposition 4.15].
Note that if A 2 L(H;E), then (5.3) holds for all F 2N 2
W. We deﬁne
the stochastic convolution
WA(t) :=
Z t
0
S(t  s)BdW(s)
and the operator
Qt =
Z t
0
S(s)BQBS(s)ds;
where the integral is a strong Bochner integral. The following theorem
provides the basic properties of the stochastic convolution.
Theorem 5.5. If for some T > 0,
Z T
0
kS(t)Bk2
L0
2
ds =
Z T
0
Tr(S(t)BQBS(t))dt = Tr(QT) < ¥;
then
1. WA 2C
 
[0;T];L2(W;F ;P;H)

andWA has an H-predictable ver-
sion;
632. fWA(t)gt2[0;T] is a Gaussian process and
Cov(WA(t)) =
Z t
0
S(s)BQBS(s)ds = Qt:
Proof. Let 0  s t  T and deﬁne
F(r) = S(t  r)B; Mt(s) =
Z s
0
FdW =
Z s
0
S(t  r)BdW(r):
Then
E
Z t
0
kFk2
L0
2
dr =
Z t
0
kS(t  r)Bk2
L0
2
dr =
Z t
0
kS(r)Bk2
L0
2
dr

Z T
0
kS(r)Bk2
L0
2
dr < ¥:
Thus, Mt(s) is well deﬁned, in particular, for s=t it follows that Mt(t)=
WA(t)iswelldeﬁned. Toshowmeansquarecontinuity, let0st T.
Then
WA(t) WA(s) =
Z t
0
S(t  r)BdW(r) 
Z s
0
S(s r)BdW(r)
=
Z s
0
 
S(t  r) S(s r)

BdW(r)
+
Z t
0
1(s;t]S(t  r)BdW(r) = X +Y:
(5.4)
The random variables X and Y are independent with zero mean and
therefore, using also Itˆ o’s isometry,
E(kWA(t) WA(s)k2) = E
  
Z s
0
 
S(t  s) I

S(s r)BdW(r)
  
2
+E
  
Z t
0
1(s;t]S(t  r)BdW(r)
  
2
=
Z s
0
k(S(t  s) I)S(r)BQ1=2k2
L2(U;H)dr
+
Z t s
0
kS(r)BQ1=2k2
L2(U;H)dr ! 0 as s !t.
64The second integral converges 0 by the Dominated Convergence Theo-
rem. For the ﬁrst one, we have
1(0;s](r)k(S(t  s) I)S(r)BQ1=2k2
L2(U;H)
 2 max
0sT
kS(s)k2
L(H)kS(r)BQ1=2k2
L2(U;H);
and therefore we may use again dominated convergence together with
the fact that S(t  s) I ! 0 strongly as t  s ! 0.
For the existence of a predictable version of fWA(t)gt2[0;T] note that
if fX(t)gt2[0;T] is mean square continuous, then it is uniformly stochas-
tically continuous2 on [0;T]. This follows from the observation that the
mean square continuity of fX(t)gt2[0;T] means that X() is continuous as
a function [0;T]!L2(W;F ;P;H). Since [0;T] is compact fX(t)gt2[0;T]
is uniformly mean square continuous on [0;T]. We have that
P(kX(t) X(s)k2  e2) 
1
e2E(kX(t) X(s)k2)
and hence fX(t)gt2[0;T] is uniformly stochastically continuous on [0;T].
By [4, Proposition 3.6], fX(t)gt2[0;T] has a predictable version since it
is clearly adapted and stochastically continuous.
For t ﬁxed, the random variable WA(t) is Gaussian. This follows
from the construction of the integral and the fact that for elementary de-
terministic processes the stochastic integral is a Gaussian random vari-
able. An easy calculation shows, similar to the one in (5.4), that for all
u1;u2;:::;un 2U, (hWA(t1);u1i;:::;hWA(tn);uni) is an Rn-valued Gaus-
sian random variable using also Lemma 5.4 for A = lui; i = 1;:::;n. Fi-
2A process fX(t)gt2[0;T] is uniformly stochastically continuous on [0;T] if 8e >
0; 8d > 0; 9g > 0; such that P(kX(t) X(s)k  e)  d; jt  sj < g; t;s 2 [0;T].
65nally, the covariance operator Qt ofWA(t) can be computed in a straight-
forward fashion using Lemma 5.4, Corollary 3.6 and Parseval’s for-
mula.
Before proving the existence and uniqueness of weak solutions of
(5.1) we need a few preparatory results which we state with only a ref-
erence to the proofs. Consider the following assumptions.
1. Let (W;F ;P) be a probability space and fFtgt0 a ﬁltration. Let
F 2N 2
W[0;T], f be an H-valued predictable process, Bochner in-
tegrable on [0;T] P-almost surely, and X(0) be an F0-measurable
H-valued random variable.
2. Let F : [0;T]H ! R and assume that the Fr´ echet derivatives
Ft(t;x); Fx(t;x), and Fxx(t;x) are uniformly continuous as func-
tions of (t;x) on bounded subsets of [0;T]H. Note that, for
ﬁxed t, Fx(t;x) 2 L(H;R) and we consider Fxx(t;x) as an element
of L(H).
Theorem 5.6 (Itˆ o’s formula). Under assumptions (1) and (2) above, let
X(t) = X(0)+
Z t
0
f(s)ds+
Z t
0
F(s)dW(s); t 2 [0;T]:
Then, P-almost surely and for all t 2 [0;T],
F(t;X(t)) = F(0;X(0))+
Z t
0
Fx(s;X(s))F(s)dW(s)
+
Z t
0

Ft(s;X(s))+Fx(s;X(s))(f(s))
+ 1
2 Tr
 
(Fxx(s;X(s)))(F(s)Q1=2)(F(s)Q1=2)
ds:
66Proof. See [4, Theorem 4.17].
The next result is the stochastic version of Fubini’s Theorem. Con-
sider the following.
(3) Let (E;E) be a measurable space and
F : (WT E;PT E) ! (L0
2;B(L0
2))
be a measurable mapping.
(4) Let µ be a ﬁnite positive measure on (E;E).
(5) Assume that
R
E kF(;;x)kT dµ(x) < ¥.
Note, that, in particular, for ﬁxed x 2 E, the process F(;;x) is L0
2-
predictable and F(;;x) 2N 2
W[0;T].
Theorem 5.7 (Stochastic Fubini’s Theorem). Assuming (3)–(5) above,
we have P-almost surely,
(5.5)
Z
E
Z T
0
F(t;x)dW(t)dµ(x) =
Z T
0
Z
E
F(t;x)dµ(x)dW(t):
Proof. See [4, Theorem 4.18].
Note that the inner integral on the right hand side of (5.5) is an L0
2-
valued Bochner integral. Now we can the prove existence of weak solu-
tions of (5.1). Let
(5.6) X(t) := S(t)x+
Z t
0
S(t  s)f(s)ds+WA(t) =Y(t)+WA(t):
67Theorem 5.8 (Existence of weak solutions). Assume (A1)–(A4) and
Z T
0
kS(r)Bk2
L0
2
dr < ¥:
ThenfX(t)gt2[0;T] deﬁnedin(5.6)hasaversionwhichisaweaksolution
of (5.1).
Proof. TheprocessfX(t)gt2[0;T] hasBochnerintegrabletrajectoriesand
an H-predictable version by Theorem 5.5. Since fY(t)gt2[0;T] is the
(unique) weak solution of
Y0(t) = AY(t)+ f(t); t > 0;
Y(0) = x;
it follows that fX(t)g is a weak solution of (5.3) if and only if WA(t) =
X(t) Y(t) is a weak solution of
(5.7)
dX(t) = AX(t)dt +BdW(t); 0 <t < T;
X(0) = 0:
Therefore, without loss of generality, we may set x = 0, f = 0 and show
that WA(t) is a weak solution of (5.7). If t 2 [0;T] and h 2D(A), then
Z t
0
hAh;WA(s)ids =
Z t
0
D
A;
Z t
0
1[0;s](r)S(s r)BdW(r)
E
ds:
Following (5.2), we set lAh(u) := hAh;ui. Then, by Lemma 5.4 and
Theorem 5.7,
Z t
0
hAh;WA(t)ids =
Z t
0
lAh
Z t
0
1[0;s](r)S(s r)BdW(r)

ds
=
Z t
0
Z t
0
1[0;s](r)lAhS(s r)BdW(r)ds
=
Z t
0
Z t
0
1[0;s](r)lAhS(s r)BdsdW(r)
=
Z t
0
Z t
r
lAhS(s r)BdsdW(r):
68For all u 2U,
lAhS(s r)Bu = hAh;S(s r)Bui = hS(s r)Ah;Bui;
and hence, using that h 2D(A),
Z t
r
lAhS(s r)Buds =
Z t
r
hS(s r)Ah;Buids
=
Z t
r
hAS(s r)h;Buids
=
Z t
r
d
ds
hS(s r)h;Buids
= hh;S(s r)Bui hh;Bui:
Finally, by Lemma 5.4,
Z t
0
Z t
0
1[0;s](r)lAhS(s r)BdsdW(r) =
Z t
0
lhS(t  r)BdW(s)
 
Z t
0
lhBdW(s) = hh;WA(t)i 
Z t
0
lhBdW(s); P-a.s:
To prove uniqueness of weak solutions of (5.1) we need the follow-
ing two results.
Lemma 5.9. Let (C;D(C)) be the generator of a C0-semigroup on the
separable Hilbert space H. Then, the vector space D(C) endowed with
inner product hx;yiC := hx;yiH +hCx;CyiH and norm kxkC := hx;xi
1=2
C
is a separable Hilbert space.
The proof is left to the reader as a (non-trivial) exercise.
69Proposition 5.10. Let fX(t)gt0 be a weak solution of (5.1) with f = 0
and x = 0. Then, for all r 2C1([0;T];D(A)) and t 2 [0;T],
hX(t);r(t)i =
Z t
0
hX(s);r0(s)+Ar(s)ids+
Z t
0
lr(s)BdW(s):
Proof. First, letr(s):=r0f(s), r0 2D(A), f2C1([0;T];R)anddeﬁne
Yr0(t) :=
Z t
0
hX(s);Ar0ids+
Z t
0
lr0BdW(s):
Note that if fX(t)gt2[0;T] is a weak solution with f = 0 and x = 0, then
(5.8) hX(t);r0i =Yr0(t); t 2 [0;T]:
If F(t;x) := f(t)x, x 2 R, t 2 [0;T], then
Ft(t;x) = xf0(t); Fx(t;x) = f(t); Fxx(t;x) = 0;
and hence, by Theorem 5.6 and (5.8),
hX(t);r(t)i = f(t)hX(t);r0i = f(t)Yr0(t) = F(t;Yr0(t))
=
Z t
0
f(s)lr0BdW(s)+
Z t
0
 
Yr0(s)f0(s)+f(s)hX(s);Ar0i

ds
=
Z t
0
lr(s)BdW(s)+
Z t
0
hX(s);r0(s)+Ar(s)ids:
Next consider a general r 2C1([0;T];D(A)). By Remark 5.1 the op-
erator A is the generator of theC0-semigroup fS(t)gt0 and hence, by
Lemma 5.9, D(A) becomes a separable Hilbert space with inner prod-
uct hx;yiA := hx;yiH +hAx;AyiH and norm kxkA := hx;xi
1=2
A . Let
fekgk2N be an orthonormal basis for (D(A);kkA) and consider the
orthogonal expansions
r(t) =
¥
å
k=1
hr(t);ekiAek and r0(t) =
¥
å
k=1
hr0(t);ekiAek:
70For N 2 N, deﬁne
rN(t) :=
N
å
k=1
hr(t);ekiAek; r0
N(t) =
N
å
k=1
hr0(t);ekiAek:
Then, by the ﬁrst part of the proof and linearity,
hX(t);rN(t)iH =
Z t
0
 
hX(s);r0
N(s)iH +hX(s);ArN(s)iH

dt
+
Z t
0
lrN(s)BdW(s):
(5.9)
For the second integral on the right hand side of (5.9) we have, using
Itˆ o’s isometry, that
E
  
Z t
0
lrN(s)BdW(s) 
Z t
0
lr(s)BdW(s)
  
2
! 0;
since, by the Dominated Convergence Theorem,
Z t
0
klrN(s) lr(s))BQ1=2k2
L2(U;R)ds
=
Z t
0
kQ1=2B(rN(s) r(s))k2
U ds ! 0:
Finally, we may select a subsequence frNkg such that
Z t
0
lrNk(s)BdW(s) !
Z t
0
lr(s)BdW(s) P-almost surely, as k ! ¥.
For the sake of simplicity we denote the sequence frNkg by frNg again.
To deal with the ﬁrst integral on the right hand side of (5.9), we note that
rN(t) and r0
N(t) converge in the kkA-norm to r(t) and r0(t), respec-
tively. Hence, it follows that
hX(t);rN(t)iH ! hX(t);r(t)iH;
71hX(s);r0
N(s)iH ! hX(s);r0(s)iH;
and
hX(s);ArN(s)iH ! hX(s);Ar(s)iH
as N ! ¥. We also have
jhX(s);r0
N(s)ij2  kX(s)k2
Hkr0
N(s)k2
H  kX(s)k2
Hkr0
N(s)k2
A
 kX(s)k2
Hkr0(s)k2
A  KkX(s)k2
H;
and thus,
(5.10) jhX(s);r0
N(s)ij  KkX(s)kH:
Similarly, for the other term,
(5.11) jhX(s);ArN(s)ij    kX(s)kHkr(s)kA  KkX(s)kH:
Since fX(t)gt2[0;T] is a weak solution of (5.1) it has Bochner integrable
trajectories P-almost surely and hence, by (5.10), (5.10), and the Dom-
inated Convergence Theorem, we may pass to the limit in (5.9) inside
the ﬁrst integral on the right hand side P-almost surely and the proof is
complete.
Theorem 5.11 (Uniqueness). If fX(t)gt2[0;T] is a weak solution of
(5.1), then X(t) is given by (5.6) P-almost surely, that is, fX(t)gt2[0;T] is
a version of (5.6).
Proof. As in the proof of existence of weak solutions of (5.1) it sufﬁces
to consider the case when f = 0 and x = 0. Let
r(s) := S(t  s)r0; s 2 [0;T]; r0 2D((A)2):
72Then r0(s) =  AS(t  s)r0 =  Ar(s) and by Lemma 5.10,
hX(t);r0i = hX(t);r(t)i =
Z t
0
lr(s)BdW(s):
Furthermore,
(lr(s)B)(u) = hS(t  s)r0;Bui = (lr0S(t  s)B)(u)
and hence, by Lemma 5.4,
hX(t);r0i =
Z t
0
lr(s)BdW(s) =
Z t
0
lr0S(t  s)BdW(s)
= lr0
Z t
0
S(t  s)BdW(s)

= hWA(t);r0i:
Finally, using the fact from semigroup theory that D((A)2) is dense in
H, we conclude that X(t) =WA(t) P-almost surely.
5.2 Semilinear equations with globally Lipschitz non-
linearity
As before, let fW(t)gt2[0;T] be an U-valued Q-Wiener process on the
probability space (W;F ;P), adapted to a normal ﬁltration fFtgt2[0;T].
Here we consider equations written formally as
(5.12)
dX(t) = (AX(t)+ f(X(t)))dt +BdW(t); 0 <t < T;
X(0) = x:
The main difference when dealing with this kind of equations compared
to the one before is that, in general, there is no explicit representation of
the solution of (5.12). We need another solution concept.
73Deﬁnition 5.12 (Mild solution). An H-valued process fX(t)gt2[0;T] is a
mild solution of (5.12) if fX(t)gt2[0;T] is adapted,
X 2C
 
[0;T];L2(W;F ;P;H)

and, for all t 2 [0;T],
X(t) = S(t)x+
Z t
0
S(t  s)f(X(s))ds+
Z t
0
S(t  s)BdW(s) P-a.s.
Lemma 5.13. Let 0  a < b. The space
Z[a;b] :=
n
X 2C
 
[a;b];L2(W;F ;P;H)

: X is adapted
o
with norm kYkZ[a;b] = supt2[a;b](EkY(t)k2
H)1=2 is a Banach space.
Proof. Exercise. Hint: show that Z[a;b] is a closed subspace of
C
 
[a;b];L2(W;F ;P;H)

:
Theorem 5.14. Let A : D(A)  H ! H be a linear operator, gener-
ating a C0-semigroup fS(t)gt0 on H. Assume that B 2 L(U;H), x 2
L2(W;F0;P;H),
Z T
0
kS(s)BQ1=2k2
L2(U;H)ds < ¥
and that f : H ! H satisﬁes the global Lipschitz condition
kf(x)  f(y)kH  Kkx ykH; 8x;y 2 H;
for some K > 0. Then, there is a unique mild solution of (5.12).
74Proof. Deﬁne
F(Y)(t) := S(t)x+
Z t
0
S(t  s)f(Y(s))ds+
Z t
0
S(t  s)BdW(s);
G(Y)(t) :=
Z t
0
S(t  s)f(Y(s))ds:
We will show that the equation X = F(X) in Z[0;T], where Z[0;T] is de-
ﬁned in Lemma 5.13, has a unique solution by Banach’s ﬁxed point
theorem.
(1) Let t > 0. It is not difﬁcult to see that F : Z[0;t] ! Z[0;t], that is,
S()x, G(Y), and WA are mean square continuous and adapted on [0;t].
This is left as an exercise.
(2) To show that F is a contraction on Z[0;t] for some t, we consider
E
 
kF(Y1)(t) F(Y2)(t)k2
= E
  
Z t
0
S(t  s)(f(Y1(s))  f(Y2(s)))ds
  
2
 E
Z t
0
kS(t  s)kL(H)kf(Y1(s))  f(Y2(s))kH ds
2
:
With
MT := sup
t2[0;T]
kS(t)kL(H)
75and the Lipschitz condition, we obtain
E
 
kF(Y1)(t) F(Y2)(t)k2
 M2
TK2E
 Z t
0
kY1(s) Y2(s)kds
2
 M2
TK2E

t
Z t
0
kY1(s) Y2(s)k2ds

 M2
TK2tE
Z t
0
kY1(s) Y2(s)k2ds

= M2
TK2t
Z t
0
E
 
kY1(s) Y2(s)k2
| {z }
sup[0;t]E(kY1 Y2k2)
ds
 M2
TK2t2kY1 Y2k2
Z[0;t]:
Thus,
kF(Y1) F(Y2)kZ[0;t]  MTKtkY1 Y2kZ[0;t]:
Choose t so that MTKt < 1. Note that t can be chosen independently
of x. Then F : Z[0;t] ! Z[0;t] is a contraction and therefore, by Banach’s
ﬁxed point theorem, F has a unique ﬁxed point X1 2 Z[0;t], which is the
unique mild solution of (5.12) on [0;t].
(3) Now consider the equation
Y(t) = S(t  t)X1(t)+
Z t
t
S(t  s)f(Y(s))ds+
Z t
t
S(t  s)BdW(s);
where t 2 [t;2t]. As above, we get an unique ﬁxed point Y 2 Z[t;2t]. It
is important here that the length t of the interval can be chosen indepen-
dently of the initial value X1(t). Deﬁne
X(t) :=
8
<
:
X1(t); t 2 [0;t];
Y(t); t 2 [t;2t]:
76Then X 2 Z[0;2t] and for t 2 [t;2t] we have that
X(t) =Y(t)
= S(t  t)

S(t)x+
Z t
0
S(t s)f(X(s))ds+
Z t
0
S(t s)BdW(s)

+
Z t
t
S(t  s)f(X(s))ds+
Z t
t
S(t  s)BdW(s)
= S(t)x+
Z t
0
S(t  s)f(X(s))ds+
Z t
0
S(t  s)BdW(s):
Thus, X is the unique mild solution of (5.12) on [0;2t]. By repeating
the above procedure a ﬁnite number of times, we obtain the unique mild
solution of (5.12) on [0;T].
Remark 5.15. Since the mild solution of (5.12) is mean square continu-
ous and adapted, it has a predictable version, c.f., the proof of Theorem
5.5. Also, as in the case of linear equations with additive noise, the
solution is unique up to modiﬁcation.
6 Examples
In this section we apply the abstract framework to the stochastic heat
and wave equations driven by additive noise.
776.1 The heat equation
Let D  Rd, d = 1;2;3, be a spatial domain with smooth boundary ¶D
and consider the stochastic heat equation
dX(x;t) = DX(x;t)dt +dW(x;t); x 2D; t > 0;
X(x;t) = 0; x 2 ¶D; t > 0;
X(x;0) = X0(x);
(6.1)
where D = å
d
k=1¶=¶x2
k denotes the Laplace operator. In order to put
the equation into the semigroup framework of the previous section we
deﬁne H =U = L2(D) and recall the Sobolev spaces
Hk = Hk(D) =
n
v 2 L2(D) : Dav 2 L2(D); jaj  k
o
;
H1
0 = H1
0(D) =
n
v 2 H1(D) : vj¶D = 0
o
:
We consider A= D as an unbounded linear operator on H with domain
of deﬁnition D(A) = H2 \H1
0. It is well known that A is self-adjoint
positive deﬁnite and that the eigenvalue problem
Afj = µjfj
providesanorthonormalbasisffjg¥
j=1 forH andanincreasingsequence
of eigenvalues
0 < µ1 < µ2    µj   ; µj  j2=d ! ¥ as j ! ¥. (6.2)
The operator  A is the inﬁnitesimal generator of the semigroup S(t) =
e tA 2 L(H) deﬁned by
S(t)v = e tAv =
¥
å
j=1
e tµjhv;fjifj:
78The semigroup is analytic and, in particular, by a simple calculation
using Parseval’s identity we have
Z T
0
kA1=2e tAvk2dt =
Z T
0 å
j
µje 2tµjhv;fji2dt 
1
2
kvk2: (6.3)
We deﬁne norms
kvk ˙ Hs =

å
j
µs
jhv;fji
1=2
= kAs=2vk; s 2 R:
For s  0 we deﬁne the corresponding spaces:
˙ Hs =
n
v 2 H : kvk ˙ Hs < ¥
o
;
˙ H s is the closure of H with respect to the ˙ Hs-norm.
The negative order space ˙ H s can be identiﬁed with the dual space
( ˙ Hs). Then we have ˙ Hs  H = ˙ H0  ˙ H s. It is known that ˙ H1 = H1
0,
˙ H2 = H2\H1
0 =D(A).
Let Q 2 L(U) = L(H), Q  0,U0 = Q1=2(U) U = H, and let fekg
be an orthonormal basis in U0 and fk = Q 1=2ek, so that ffkg is an or-
thonormal basis inU = H.
There are two possibilities for the choice of ˜ U and J as required in
Section 4. The ﬁrst one is
˜ U =U = H; J :U0 !U; J = A s=2:
We must choose s so that J is Hilbert-Schmidt:
kJk2
L2(U0;U) = kJQ1=2k2
L2(U) = kA s=2Q1=2k2
L2(H) < ¥: (6.4)
In order to see what this means, we compute s under some assumptions
on Q. If Tr(Q) < ¥, then we may take s = 0, because
kQ1=2k2
L2(H) = Tr(Q) < ¥:
79If Q = I, then using (6.2) we obtain
kA s=2Q1=2k2
L2(H) = kA s=2kL2(H) =å
j
kA s=2fjk2
=å
j
µ s
j å
j
 
j2=d s =å
j
j 2s=d < ¥;
if  2s=d <  1, that is s > d
2. More generally, if Q = A g, g  0, then
kA s=2Q1=2k2
L2(H) = kA s=2A g=2k2
L2(H) < ¥; if s >
d
2
 g:
Now, according to Proposition 4.3, we have that
˜ W(t) =å
k
bk(t)Jek =å
k
bk(t)A s=2ek; ˜ W 2M 2
T (H);
is a ˜ Q-Wiener process in H = ˜ U. Moreover,
˜ Q = JJ = A s = A s=2Q1=2(A s=2Q1=2)
with, according to our assumption (6.4),
Tr( ˜ Q) = kA s=2Q1=2k2
L2(H) < ¥:
Now
k ˜ Wk2
M 2
T (H) = sup
t
E
 
k ˜ W(t)k2
= sup
t å
j å
k
E(bk(t)bj(t))
| {z }
=tdjk
hA s=2ek;A s=2eji
= Tå
k
kA s=2ekk2 = Tå
k
kA s=2Q1=2Q 1=2ek | {z }
=fk
k2
= Tå
k
kA s=2Q1=2fkk2 = TkA s=2Q1=2k2
L2(H) < ¥:
80Note also
˜ W(t) = A s=2å
k
bk(t)ek = A s=2W(t)
withW 2M 2
T ( ˙ H s).
The other choice of ˜ U is ˜ U = ˙ H s. Recall that H =U = ˙ H0  ˙ H s =
˜ U for s  0, let J : H ,! ˙ H s be the inclusion, and require that
kJk2
L2(U0; ˜ U) = kQ1=2k2
L2(H; ˙ H s) = kA s=2Q1=2k2
L2(H) < ¥;
which is the same condition on s as (6.4). Now
˜ W(t) =W(t) =å
k
bk(t)ek;
with W 2 M 2
T ( ˙ H s). Thus, in both cases we deﬁne a (possibly cylin-
drical) Wiener process W(t) = åkbk(t)ek, where W 2 M 2
T ( ˙ H s), if s
satisﬁes (6.4). The stochastic integral
R t
0FdW is independent of the
choice of J according to Remark 4.8.
The stochastic heat equation (6.1) can now be written
dX +AX dt = dW; t > 0;
X(0) = 0;
(6.5)
where, for simplicity, we have set X0 = 0, f = 0. It is of the form (5.1)
with B = I, and according to Theorems 5.8 and 5.11 its unique weak
solution is given by the stochastic convolution
X(t) =WA(t) =
Z t
0
S(t  s)dW(s)
provided that
Z T
0
kS(t)Q1=2k2
L2(H)dt < ¥: (6.6)
81Using (6.3) and an orthonormal basis ffkg we compute
Z T
0
kS(t)Q1=2k2
L2(H)dt =
Z T
0
ke tAQ1=2k2
L2(H)dt
=
Z T
0 å
k
ke tAQ1=2fkk2dt
=å
k
Z T
0
kA1=2e tAA 1=2Q1=2fkk2dt

1
2å
k
kA 1=2Q1=2fkk2 =
1
2
kA 1=2Q1=2k2
L2(H):
Thus (6.6) holds if
kA 1=2Q1=2kL2(H) < ¥; (6.7)
which is (6.4) with s = 0. Then WA 2C
 
[0;T];L2(W;F ;P;H)

accord-
ing to Theorem 5.5.
More generally, using the isometry (3.2) and (6.3) we compute, for
b  0,
E
 
kWA(t)k2
˙ Hb

= E
 
kAb=2WA(t)k2
= E
  
Z t
0
Ab=2e (t s)AdW(s)
  
2
=
Z t
0
kAb=2e (t s)AQ1=2k2
L2(H)ds
=
Z t
0 å
k
kAb=2e (t s)AQ1=2fkk2
H ds
=å
k
Z t
0
kA1=2e sAA(b 1)=2Q1=2fkk2ds

1
2å
k
kA(b 1)=2Q1=2fkk2 =
1
2
kA(b 1)=2Q1=2k2
L2(H):
So
kWA(t)kL2(W;F ;P; ˙ Hb)  kA(b 1)=2Q1=2kL2(H); (6.8)
82provided that
kA(b 1)=2Q1=2kL2(H) < ¥: (6.9)
In particular, if Tr(Q) < ¥, then we may take b = 1, while if Q = I, then
we have, by (6.2),
kA(b 1)=2k2
L2(H) =å
k
µ
b 1
k å
k
k2(b 1)=d < ¥; (6.10)
if 2(b 1)=d <  1, that is, we need 0  b < 1 d=2, which only holds
if d = 1 and b < 1=2. Thus, for a cylindrical Wiener process (Q = I) the
solution exists only if d =1. In higher dimensions we need a covariance
operator with stronger smoothing effect, for example, if Q = A g then
(6.9) implies g > b 1+d=2.
6.2 The wave equation
We consider the stochastic wave equation
d˙ u Dudt = dW in D R+;
u = 0 on ¶D R+;
u(;0) = u0; ˙ u(;0) = u1 in D:
(6.11)
We let A =  D with D(A) = H2\H1
0 = ˙ H2, U = ˙ H0 = L2(D) and W
be a Q-Wiener process onU as in the previous section. We put
X =
"
u
˙ u
#
; x =
"
u0
u1
#
; H = ˙ H0 ˙ H 1:
83Now we can write
dX =
"
du
d˙ u
#
=
"
˙ udt
Dudt +dW
#
=
"
X2
 AX1
#
dt +
"
0
I
#
dW
=
"
0 I
 A 0
#
X dt +
"
0
I
#
dW
= ˜ AX dt +BdW;
where
˜ A =
"
0 I
 A 0
#
; B =
"
0
I
#
:
So we have
dX = ˜ AX dt +BdW; t > 0;
X(0) = x;
(6.12)
where
D( ˜ A) =
n
x 2 H : ˜ Ax =
"
x2
 Ax1
#
2 H = ˙ H0 ˙ H 1
o
= ˙ H1 ˙ H0:
The operator ˜ A is the generator of a strongly continuous semigroup
S(t) = et ˜ A on H and B 2 L(U;H). Hence, in this case,U 6= H and B 6= I.
In order to see what S is, we note that y(t) = S(t)x is the solution of
˙ y = ˜ Ay; y(0) = x;
that is,
¨ y1+Ay1 = 0; y1(0) = x1; ˙ y1(0) = x2:
84We solve it using an eigenfunction expansion:
y1(t) =
¥
å
j=1
cos(
p
µjt)hx1;fjifj+
1
pµj
sin(
p
µjt)hx2;fjifj
= cos(tA1=2)x1+A 1=2sin(tA1=2)x2;
and
y2 = ˙ y1(t) =  A1=2sin(tA1=2)x1+cos(tA1=2)x2:
These are called cosine and sine operator functions. Now we can write
the semigroup as
S(t) = et ˜ A =
"
cos(tA1=2) A 1=2sin(tA1=2)
 A1=2sin(tA1=2) cos(tA1=2)
#
:
With x = 0 the evolution problem (6.12) has the unique weak solution
X(t) =W˜ A(t) =
Z t
0
S(t  s)BdW(s)
=
2
6
4
Z t
0
A 1=2sin((t  s)A1=2)dW(s)
Z t
0
cos((t  s)A1=2)dW(s)
3
7
5:
Theorem 5.5 says that X 2C([0;T];L2(W;F ;P;H)) if
Z T
0
kS(t)BQ1=2k2
L2(U;H)dt < ¥:
This condition is
Z T
0
kS(t)BQ
1
2k2
L2(U;H)dt =
Z T
0 å
k
kS(t)BQ
1
2 fkk2
H dt
=
Z T
0 å
k

kA 1
2 sin(tA
1
2)Q
1
2 fkk2
˙ H0 +kcos(tA
1
2)Q
1
2 fkk2
˙ H 1

dt
=
Z T
0

kA 1
2 sin(tA
1
2)Q
1
2k2
L2( ˙ H0)+kA 1
2 cos(tA
1
2)Q
1
2k2
L2( ˙ H0)

dt:
85This must be ﬁnite. For example, if Tr(Q) < ¥:
kA 1
2 sin(tA
1
2)Q
1
2k2
L2( ˙ H0)  kA 1
2k2
L( ˙ H0)ksin(tA
1
2)k2
L( ˙ H0)Tr(Q) < ¥;
and similarly for cosine, so the condition holds. Here we used
kSTkL2( ˙ H0)  kSkL( ˙ H0)kTkL2( ˙ H0);
see Remark 1.4. For Q = I we have
kA 1
2 sin(tA
1
2)Q
1
2k2
L2( ˙ H0) = kA 1
2 sin(tA
1
2)k2
L2( ˙ H0)
 kA 1
2k2
L2( ˙ H0)ksin(tA
1
2)k2
L( ˙ H0)  kA 1
2k2
L2( ˙ H0):
Here kA 1
2kL2( ˙ H0) < ¥ if and only if d = 1, see (6.10) with b = 0.
More generally, we compute the norm of order b  0. For the ﬁrst
component X1 = u we have:
E
 
kX1(t)k ˙ Hb

= E
  
Z t
0
Ab=2A 1
2 sin((t  s)A
1
2)dW
  
2
=
Z t
0
kA(b 1)=2sin(sA
1
2)Q
1
2k2
L2( ˙ H0)ds
=
Z t
0
ksin(sA
1
2)A(b 1)=2Q
1
2k2
L2( ˙ H0)ds

Z t
0
ksin(sA
1
2)k2
L( ˙ H0) | {z }
1
dskA(b 1)=2Q
1
2k2
L2( ˙ H0)ds
tkA(b 1)=2Q
1
2k2
L2( ˙ H0):
So we get the same condition for regularity of order b as for the heat
equation, see (6.9). For the second component X2 = ˙ u we obtain simi-
larly
E
 
kX2(t)k2
˙ Hb 1

tkA(b 1)=2Q
1
2k2
L2( ˙ H0):
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