ABSTRACT With the rapid development of the Internet industry, sentiment analysis has grown into one of the popular areas of natural language processing (NLP). Through it, the implicit emotion in the text can be effectively mined, which can help enterprises or organizations to make an effective decision, and the explosive growth of data undoubtedly brings more opportunities and challenges to the sentiment analysis. At the same time, transfer learning has emerged as a new machine learning technique that uses the existing knowledge to solve different domain problems and produces state-of-the-art prediction results. Many scholars apply transfer learning to the field of the sentiment analysis. This survey summarizes the relevant research results of the sentiment analysis in recent years and focuses on the algorithms and applications of transfer learning in the sentiment analysis, and we look forward to the development trend of the sentiment analysis.
I. INTRODUCTION
Sentiment analysis is a subdivision of text mining, which uses natural language processing and related computer technology to automatically extract or classify emotions in text [1] . The research object includes various information on the web such as hot topics which attracted users on social media. Sentiment analysis has a very wide range of applications. For instance in the consumer industry, user preference for different commodities can be obtained through the analysis of product reviews to help companies adjust sales strategies and make decisions. In social media [2] - [4] , sentiment analysis of event comments plays an important role in public opinion control and emergency detection.
Since the beginning of 2000, sentiment analysis has become one of the most active research fields in natural language processing (NLP) [5] . In recent years, there have been many studies on sentiment analysis [1] , [6] , [7] . Zhang et al. [1] studied the sentiment analysis based on deep learning, and discussed the recent papers from three aspects that include aspect level, sentence level and document level.
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Kharde and Sonawane [6] gave a research review of sentiment analysis techniques based on Twitter data, compared existing analysis techniques such as machine learning and lexiconbased methods, and discussed the challenges and applications of sentiment analysis on Twitter. Cambria [7] divided the basic tasks of sentiment analysis into sentiment recognition and polarity detection, pointing out that the former focuses on extracting a set of emotional tags. In the current surveys of sentiment analysis, most of the sentiment analysis methods are classified from two perspectives. One is according to the granularity of text analysis, which is divided into three aspects: document level, statement level and aspect level. The other is according to the principle of method, it is mainly divided into three types: rule-based, machine learning, and deep learning. However, with the increasing volume of information, the collected data that need to be analyzed are huge, chaotic and irregular. This has brought more difficulties for sentiment analysis such as large data labeling and high cost of computing. Although the traditional sentiment analysis methods have some advantages, they are more limited due to massive data in practical application. Therefore, researchers combined sentiment analysis with transfer learning. Transfer learning [8] is an important research direction in machine VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 3.0 License. For more information, see http://creativecommons.org/licenses/by/3.0/ FIGURE 1. CNN model architecture for processing a sentence [32] .
learning. It utilizes the similarity of data, data distribution or task. In this survey, we comprehensively summarize the sentiment analysis based on transfer learning, and hope to help people have a more all-sided and deep understanding of sentiment analysis. The main contributions of this survey are as follows: (1) The sentiment analysis methods are divided into traditional methods, deep learning methods, and transfer learning methods. And the point is on the summary of sentiment analysis methods based on transfer learning.
(2) Summarize and compare the frequently used datasets of current sentiment analysis. (3) Discuss the challenges and opportunities of the current sentiment analysis.
II. THE RELATED METHODS
According to the different text types and application fields, sentiment analysis is also known as evaluation extraction, opinion mining and emotional polarity judgment [9] , [10] . According to the different principles of sentiment analysis algorithms, this paper divides the methods into three categories, namely traditional methods, deep learning methods, and transfer learning methods to discuss and investigate recent related papers.
A. TRADITIONAL SENTIMENT ANALYSIS
Traditional sentiment analysis methods include lexiconbased approaches and non-neural network classifier approaches. The lexicon-based method [11] - [14] refers to judging the sentiment polarity by constructing an emotional dictionary, extracting emotional values, etc. Turney and Littman [11] proposed the use of semantic polarity (ISA) algorithm to analyze text sentiment tendency. Hu and Liu [12] generated a dictionary containing positive and negative sentiment words through seed words in WordNet, and classify sentences according to the dictionary. Bravo-Marquez et al. [13] introduced a method of expanding the opinion lexicon in a supervised manner. An improved SO-PMI algorithm has been proposed by Yang et al. [14] , which is more effective for emotional computing and emotional vocabulary modeling. The lexicon-based approach is easy to operate, but it relies heavily on the sentiment dictionary, and ignores the connection of the positional between words. The extraction of the text is simplistic and not comprehensive.
The non-neural network classifier belongs to the supervised machine learning method, which is realized by manual labeling and training model. The most common classifiers are Naive Bayes (NB) [15] - [17] , Maximum Entropy [18] - [20] , and SVM [21] - [23] . These classifiers perform well in different classification fields such as image classification [24] and text classification. With the increase of data volume and the need of diverse tasks, more scholars use the neural network model based on deep learning to apply to sentiment analysis tasks and achieve better results.
B. SENTIMENT ANALYSIS BASED ON DEEP LEARNING
Deep learning plays an important role in many fields such as Artificial Intelligence [25] , Computer Vision [26] and Internet of Things [27] , [28] . With the great progress in deep learning in the field of NLP, the application of deep learning to sentiment analysis has become more popular. The word representations of text is important for sentiment analysis, Bag of Words (BoW) and Word Embedding are models that commonly be used. The typical representative of the word embedding model is Word2Vec [29] , [30] . In this paper, the neural network model for sentiment analysis is divided into three types that include CNN-based models, RNN-based models and hybrid neural network models to summarize recent related researches.
1) CNN-BASED MODELS
Convolutional Neural Network (CNN) was used to process images at first and achieve excellent results in computer vision [31] . In recent years, CNN has also been proven to be equally effective for NLP and get great results in text analysis.
Kim [32] proposed using CNN combined with pre-trained word vectors to classify texts at sentence level, and proved that a simple CNN model with a small amount of hyperparameters combined with static word vectors can achieve great results on many benchmarks. Figure 1 is the structure of this model.
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Conneau et al. [33] applied the deeper CNN to NLP and proposed a new architecture VDCNN for text processing. The model combines VGGNet (Visual Geometry Group) with deep residual network (ResNet). The authors proved that using 29 convolutional layers can achieve better.
Johnson and Zhang [34] used the one-dimensional structure of data for text classification and prediction. This method changed the practice of using low-dimensional word vectors as input, directly using high-dimensional text as the processing object of CNN, and also explored the expansion of combining multiple convolutional layers to get more accurate prediction.
CNN can model the combination of features when processing text, and it is fast in processing speed, but it also has shortcomings. In order to achieve better results, new features need to be added to the CNN model.
2) RNN-BASED MODELS
Compared with the CNN model, Recurrent Neural Network (RNN) is more widely used in the NLP field, because RNN can process sequence information, and it has advantages in positional relationships, dependencies, etc., so it is more suitable for processing text information.
Tang et al. [35] used a bottom-up method to learn vectorbased document representation. First, use CNN or Long Short-Term Memory (LSTM) to implement single-sentence representation, and then use GRU (Gated Recurrent Unit) network to encode the intrinsic and semantic connections between sentences. By this method, semantic information between sentences can be captured easily and better analysis results can be achieved.
Day and Lin [36] introduced a method for text analysis of Chinese Google Play consumer reviews using the LSTM deep learning model, achieving better performance in comparison with the Naive Bayes method and the support vector machine method.
Johnson and Zhang [37] explored a more complex LSTM region embedding method. LSTM can embed variablesized text regions and achieve optimal results by combining LSTM-style region embedding and convolutional layers.
RNN can effectively integrate the information of the adjacent position of the text. However, the principle of the RNN model itself has some limitations, for example, it cannot distinguish the importance of word context cues, so it is necessary to explore a hybrid system of various model mechanisms to make up for its own shortcomings.
3) HYBRID NEURAL NETWORK MODELS
In this paper, the hybrid model is defined as a combined system, which is a combination of network models or mechanisms other than CNN and RNN. The emergence of hybrid models is due to the fact that existing traditional models cannot fully meet the task requirements, and people expect to improve the accuracy of text analysis from other angles than just the improvement of a single model. In general, the hybrid model is dominated by a neural network model, and other mechanisms are added to achieve higher performance based on the shortcomings. With the diversified development of sentiment analysis needs, the hybrid models have occupied an increasingly important position. By combining the two models or citing other algorithms in a single model, the analysis accuracy of the single model can be further improved. The paper recently applied a hybrid model to sentiment analysis to deepen the people's understanding.
Akhtar et al. [38] proposed a hybrid deep learning architecture, first learning the sentiment embedding vector from the convolutional neural network (CNN), and then selecting a set of optimization features through the multi-objective optimization (MOO) framework, finally SVM is used to classify the sentiment augmented optimized vector. This is the first attempt to apply this deep learning model to sentiment analysis in languages with less resources.
Yang et al. [39] formulated a hierarchical attentional network for document classification. A two-level attention mechanism is adopted at the word and sentence level. The visualization of the attention layer indicates the specific words selected by the model. Naturally, the benefit of joining the attention mechanism is the ability to intuitively explain the importance of individual sentences and words to the classification category.
Traditional neural models such as LSTM capture context information implicitly, do not explicitly display important contextual cues for specific aspects of the text, and use the same operations for each context word, so it cannot explicitly show the importance of each contextual word. The ideal solution should be able to explicitly capture the importance of contextual words. Therefore, Tang et al. [40] proposed a sentiment analysis of aspect-level text using the Deep Memory Network, which explicitly captures the importance of each context word when inferring the level of emotional polarity.The effect is much better than LSTM and attentionbased LSTM.
The hybrid system can combine the advantages of different models to maximize model performance. Practice has proved that sentiment analysis methods based on deep learning can continuously train and improve new models based on large amounts of data, and apply them to different sentiment analysis tasks. With the explosion of data today, for a new task, it is necessary to start a new training-process, which faces three serious challenges. First, a great model relies on an annotated corpus, but a corpus that is correctly labeled is difficult to obtain. Manually labeling data is a time-consuming and laborious process. Secondly, the training of the new model has higher performance of the computer, but most ordinary users do not have strong computing power, which limits people's research on higher-level models. Third, people want to develop a unique solution for different individual needs tasks, but according to the above, this process is time consuming and difficult.Therefore, it is more expected that existing models have better generalization ability and can be applied to more different fields. It is precisely because of the above problems VOLUME 7, 2019 that the sentiment analysis method combined with transfer learning has emerged.
C. SENTIMENT ANALYSIS BASED ON TRANSFER LEARNING
Transfer learning is the method that uses the similarity of data, data distribution, model, task and so on to apply the knowledge already learned in one domain to the new domain. Through transfer learning, the labeled data can be used to construct the model and be used in the target domain data to increase the annotation of the target data. Before we introduce different sentiment analysis methods based on transfer learning, we first describe some notations and categories that be used in the paper. Domain: Consists of data features and feature distributions, including the source domain and domain, where the source domain exists knowledge and the target domain needs to be learned. Task: Includes the objective function and learning outcomes for the purpose of learning.
In a review article made by Pan and Yang [8] , a more authoritative definition of transfer learning has been made, and according to the learning method, the transfer learning is divided into four categories, namely instancetransfer approach, feature-representation-transfer approach, parameter-transfer approach and relational-knowledgetransfer approach. Zhang and Yang [42] also introduced Multi-Task Learning (MTL), analyzed the characteristics of different methods, discussed the combination of MultiTask Learning (MTL) and other learning paradigms. Weiss et al. [41] conducted a detailed survey about the related methods and applications of transfer learning, divided the transfer learning methods into two categories: homogeneous and heterogeneous, and discussed the negative transfer problem. At the same time, many scholars have made surveys on transfer learning applications, such as research [43] on Visual Domain Adaptation and research [44] on Activity Recognition.
In the next section, the transfer learning methods applied in sentiment analysis will be introduced, and it will be discussed comprehensively in three categories: parametertransfer methods, instance-transfer methods and featurerepresentation-transfer methods.
1) PARAMETER-TRANSFER METHODS
Parameter-transfer method leverages the parameter sharing model of the source and target domains. Using the parametertransfer method, scholars can transfer the trained model parameters in a large number of datasets to the target task.
In the parameter-transfer method applied to the NLP field, word2vec [29] which is a simple transfer technology only for the first layer of the model has many applications, which has a great impact in practice and be used in many advanced technology.
Glorot et al. [45] studied the domain adaptive problem of sentiment classifiers, using Stacked Denoising Autoencoder (SDA) to solve edge distribution differences. The first step of the algorithm is to find an invariant potential feature space by the input space that has been trained by the Stacked Denoising Auto-encoder, and then uses the potential features and the labeled source data to train the classifier. This method is excellent in comment sentiment analysis, but it is more dependent on parameter initialization.
The marginalized SDA (mSDA) [46] algorithm, which improved the shortcomings of the SDA algorithm: high computational cost and lack of scalability of high-dimensional features. The algorithm has powerful feature learning capabilities and does not require optimization algorithms to train parameters.
Sun [47] proposed a modified version of the mSDA ++ algorithm for the marginalized SDA (mSDA), which can learn low-dimensional features. The combination of mSDA and EASYADAPT algorithm can improve the accuracy of text classification. In addition, the mSDA ++ algorithm accelerates subsequent calculations and reduces data storage space.
Mccann et al. [48] and Peters et al. [49] used a method of combining embedding from other tasks with different levels of input. Mccann et al. [48] trained the neural network model through an English-German translation task to obtain an output called ''context vectors (CoVe)''. They used CoVe for many NLP tasks, including semantic sentiment analysis, problem classification, text implied, question and answer. Figure 2 is a schematic diagram of the process about combining other tasks with the target task.
Peters et al. [49] proposed EMLo (Embeddings from Language Models), which is a method for extracting word vectors of deep semantic features. It can train the bidirectional LSTM model (biLM) on the big corpus at first, then connect its own neural network directly on the basis of biLM, take the output of biLM as the input of its own network, and use LSTM to generate characterization of words. In this way, a richer word representation can be introduced and applied to many types of NLP tasks, but this method still trains the main task model from the beginning, and regards pre-training embedding as a fixed parameter, limiting its effect.
Dai and Le [50] first put forward a fine-tuning of the language model (LM) and proposed two methods for improving sequence learning with recurrent networks using unlabeled data.The function of the first method is to predict the subsequent content in the sequence; the second method can use the sequence-autoencoder to select the input sequence into the vector and predict the input again. Figure 3 is the model structure. The two algorithms can be exploited as pre-training algorithms for post-supervised sequence learning algorithms, enabling powerful performance in many classification tasks. However, applicability is limited severely due to the need for millions of intra-domain documents to achieve good performance.
Howard and Ruder [51] proposed the Universal Language Model Fine-tuning (ULMFiT), which can be exploited to NLP. ULMFit recommends training language models on very large corpus to contain more semantic information and use it as the backbone of the classifier. When applying it to different FIGURE 2. Schematic diagram of the process about combining other tasks with the target task [48] . FIGURE 3. Self-encoder model structure [50] .
datasets, you only need to fine-tune the parameters of the language model to take these differences into account, then add a classifier layer at the top of the language model and train only that layer. Howard J et al. have provided pretrained language models. Figure 4 is a training procedure for ULMFiT.
2) INSTANCE-TRANSFER METHODS
Instance-transfer method refers to the data sharing of the source and target domain. It can be filtered from source domain by re-weight. Through it, data from the target domain can be augmented with the labeled source domain samples. Several classic algorithms for transfer learning will be introduced at first.
TrAdaBoost [52] is an algorithm for extracting instances from source data, which combines some of the available labeled source data with a small number of labeled target data to construct a more accurate model than simply using labeled target data. The algorithm works well when the source data and the target data have many similarities, but if the samples in the target data have more noise, it is possible to increase the difficulty of training the classifier.
Vieriu et al. [53] proposed a boosting-based transfer learning method, which can transfer knowledge to different target areas in the training field by learning training samples from multiple fields, and reduce the cost of labeling target areas.
Wang and Li [54] introduced a transfer learning method based on boosting framework and distributed measurement method. They believe that the TrAdaBoost algorithm forces the boosting mechanism to ignore valuable data while learning valuable data, but it is still not perfect.
CP-MDA [55] (conditional probability based multi-source domain adaptation) can correct the difference in conditional distribution between the two domains. The core idea is to use the source domain classifier to tag unlabeled data in the target domain. The first step is to assign a classifier to the source domain, and then find a weight value for each classifier as a function of the proximity of the two domains in the conditional distribution between the two domains. The weighted combination source domain classifier creates a learning task by accumulating a pseudo tag for the unlabeled target domain data. Finally, the target learner is trained based on the tagged target domain data and the target domain data of the pseudo tag.
2SW-MDA [55] (two stage weighing framework for multisource domain adaptation), which is an upgraded version of CP-MDA, can handle the difference in edge distribution. The algorithm can calculate the weight for each source domain by the difference of the edge distribution between the two domains, and use the weight as a function of the difference of the conditional distribution obtained in the CP-MDA method. The innovation of the method is to calculate the weight of the source domain as a conditional probability function.
Next, we will introduce examples on the application of transfer learning algorithms for sentiment analysis.
Xu et al. [56] proposed the instance level transfer learning method applied to cross lingual opinion analysis, and translated other useful markup languages into target language as supplementary training data to improve the opinion classification in the target language. TrAdaBoost [52] algorithm is used to reduce the impact of low quality translation corpus. The algorithm effectively improves the current situation of opinion analysis of resource-scarce languages by using small target language training data and large cross lingual training data.
Transfer learning can use the source domain data to augment the target domain data by the above method, but in the process of transfer, misclassification may occur to cause negative transfer, that is, the knowledge learned in the source domain has a negative effect on learning on the target domain. In response to the above problems, Gui et al. [57] proposed a negative transfer detection method for cross lingual analysis, which examines and removes the noise of the training samples by detecting high quality samples. This method can effectively reduce the misclassification by iterative means.
Serikawa and Lu [58] introduced a fast joint trigonometric filtering dehazing algorithm that can detect and reduce the VOLUME 7, 2019 image noise, it can be used as a reference for noise detection of cross lingual analysis.
Wang et al. [59] described an adaptive training data selection method, which can effectively avoid the noisy and fuzzy of source domain training data. The iterative method is used to combine the samples from the source domain and the target domain training data by using the informativeness measures, to evaluate the performance of the classifier of the target domain, and to update the informativeness measures of the next iteration.
3) FEATURE-REPRESENTATION-TRANSFER METHODS
The condition of feature-representation-transfer method is that the source domain and the target domain have part crossover features. It is necessary to transform the data of the two domains into the same feature space through feature transformation, and then perform traditional machine learning. Because this method has lower requirements for similarity between the two domains, it is more widely used and performs well in various tasks of NLP. The classic algorithms and applications for sentiment analysis are introduced below.
SCL [60] (Structure Correspondence Learning): SCL uses the pivot and non-pivot features to construct a correlation model in order to complete the transfer learning. The algorithm is very dependent on the quality of the latent space and the number of auxiliary learning tasks, which has significant limitations.
SFA [61] (Spectral Feature Alignment): The algorithm uses domain-independent words as a bridge to construct common latent space of domain-specific words in different fields and reduces differences in different fields for transfer learning. SFA assumes that there are rich source domain data and some labeled target domain data, and the bilateral graph model is built by identifying domain-independent words. If the graph shows that the domain-specific words of the two domains are connected to a common domain-independent word, then there is a higher chance that the two domainspecific word features are aligned.
SS-FE [62] (Feature Ensemble Plus Example Selection):
A tag adaptation algorithm based on part-of-speech(POS) feature ensemble, which combines its proposed Feature Ensemble(FE) model with a Principal Component Analysis-based Sample Selection(PCA-SS) algorithm to achieve transfer learning.
TCT [63] (topical correspondence transfer): To reduce the distribution difference by establishing the correspondence between other topics in different topics, and finally discover the topic and classify the emotions in the process of optimizing the objective function. The core element of TCT is the optimization problem, which is expressed as a joint nonnegative matrix factorization. When the features of the two domains are completely different, they belong to a heterogeneous environment. Zhou et al. [64] mentioned a hybrid heterogeneous transfer learning (HTTL) method to solve the sentiment classification of a heterogeneous environment with rich labeled source domain data and unlabeled target domain data.This method can simplify the problem to the isomorphic adaptation problem by learning the asymmetric transformation from the target domain to the source domain. The key to solving the isomorphic adaptation problem is to reduce the distribution deviation between the target domain and the labeled source domain of the transition, that is, to find a common potential feature space. Finally, the classifier of the method is jointly trained by a common potential feature space from the marked source domain data.
4) SUMMARY
The above is an overview of sentiment analysis algorithms and applications based on transfer learning. People can have a more comprehensive understanding about the application scenes of the three types of methods. For the parametertransfer method, it can utilize the trained parameters and the rich semantic features of large corpus, and at the same time reduce the computational overhead of model training so that users can reduce the computational cost. However, the method has the disadvantage that the parameters are not easy to converge. For the instance-transfer method, its application scope is affected by the similarity between the two domains. The analysis result is poor when the two domains have large differences. However, this method is easy to apply in an unlabeled dataset. For the feature-representationtransfer method, the application scope is more extensive than the instance-transfer method. When the two domains have partial cross features, the transformation can be used to obtain a great analysis effect, but it is difficult to solve the optimization problem. According to the above analysis, transfer learning methods can solve some problems such as data labeling, computational overhead and personalized demand brought by big data. In order to better compare the differences between different algorithms, we will show the experimental performance between the different methods. As shown in Table 1 , it shows the main information of different algorithms, including four aspects: research content, basic model/core idea, transfer learning methods, datasets and accuracy. By comparing the basic models and experimental performance of different methods, users can be provided with more detailed sentiment analysis resources to compare different methods.
We will make a detailed analysis of the methods in Table 1 . It can be seen in Table 1 that the models of [33] and [37] have achieved higher accuracy without using transfer learning. Although, LSTM and its derivative models are widely used in transfer learning as the basic model, [33] uses the deeper CNN in which max-pooling performs better than other pooling types and the result shows higher performance, which indicate that in transfer learning deeper CNN is also worth further exploration. The better effect of LSTM combined with one-hot CNN in [37] proves the advantages of the regional embedding method, and further proves that CNN has a good application in text processing. Most of the parameter-transfer methods are based on LSTM, and [50] and [51] get better results. In [50] , the parameters obtained by the model trained by the unlabeled data are used as the initialization parameters for the training of the next stage model. This pre-training approach enhances the stability of training about LSTM and effectively combines the advantages of both unsupervised and supervised learning. What is worth learning in [51] is the versatility of the model, which can be used for various NLP tasks and achieve great results. Its fine-tuning tips are also used for reference. One is discriminative fine-tuning: different layers VOLUME 7, 2019 use different learning rates. The other is slanted triangular learning rates: a new way to correct learning rates. The core of the instance-transfer method is weight reuse. The current method does not use the neural network model, mainly in the improvement and optimization of machine learning algorithms. It can be seen from Table 1 that the datasets selected by experiments of different algorithms have certain differences. The disadvantage of this is that they cannot be compared with other methods of the same type. On the other hand, this type of method is also mainly applied to text tasks in specific fields such as cross-language sentiment analysis, small-field text analysis, etc., which may be convenient to apply in practice. However, due to the limitations of its own application scenarios (higher similarity between source and target domains), most scholars have studied more on modeltransfer methods and feature-representation transfer methods. Most feature-representation transfer methods use Amazon Product Reviews as an experimental dataset, which makes it easier for users to compare different algorithms and visualize the pros and cons of them. The core of this type of method is the optimization of the feature space, and the neural network model is rarely used. There will be some deviations in the accuracy of the experimental results due to different experimental settings or different selection of source and target domains. In Table 1 , we show the optimal and worst results for the three algorithms in [61] - [63] . It can be seen that the accuracy of the three algorithms in the experiment is not much different, and the highest accuracy is [61] , but from the worst results, [63] is more stable. It is worth considering that the domain of experimental data is same in the best performance of the three methods. The source domain is all the Electronics (E) dataset, and the target domain is all the Kitchen (K) dataset, which means that the text data features have the same impact on different algorithms. In addition, the combination of different source and target domains can produce different results with large differences in accuracy, and also proves the impact of the similarity between source and target domains on transfer learning.
From Table 1 , we can see that not all transfer learning methods are more accurate than normal methods. This is mainly because of two reasons. First, the difference between multi-task and single tasks. Due to the complexity of the text tasks, when the transfer learning method is applied to NLP, different target tasks need to adopt different fine-tuning methods, so many transfer learning methods are difficult to apply to multiple NLP tasks. Therefore, in terms of text sentiment analysis tasks, the performance of some transfer methods may be slightly worse than the single model for sentiment analysis tasks. Second, the limitations of the transfer learning itself and the lack of fine-tuning. In the process of transfer, due to the difference in data or tasks between the target domain and the source domain, it is necessary to pay attention to the negative effects that negative transfer may have and the catastrophic information forgetting or over-fitting when fine-tuning. Although the performance of transfer learning is not best, it can solve the problems encountered in current sentiment analysis such as label consumption, time consumption and computer performance problems. Therefore, the application of transfer learning is more extensive, and it can solve multi-angle text tasks, which is a hot research topic in the future.
III. SENTIMENT ANALYSIS DATASETS
Sentiment analysis relies on textual data, which means the validity and accuracy of the model or algorithm can be validated effectively only by selecting the appropriate datasets. How to select the best dataset in the shortest time for experiment is a problem worthy of attention. Therefore, this paper summarizes and compares the databases commonly used in sentiment analysis, so as to help users choose more suitable dataset for method validation.
A. IMDB
The large film review dataset IMDB [65] was proposed by Andrew Maas et al. in the 2011 ACL paper, which is a data set for binary emotion classification, each sample is a txt file, including training sets, test sets, and no tagged datasets. There are 25000 training sets, 12500 positive and negative, and 25000 test sets, 12500 positive and negative.
B. STANFORD SENTIMENT TREEBANK
Stanford Sentiment Treebank [66] is the semantic lexical dataset annotated by Stanford University, including a finegrained emotional label of 215154 phrases in a parse tree of 11855 sentences. It is divided into two tasks, one is a twocategory task, including 6920 training sets, 872 validation sets, and 1821 test sets; one is a five-category task, which contains 11855 sentences and 215154 phrases (category 5).
C. YELP
The Yelp dataset is an internal dataset published by Yelp, the largest review site in the United States. This dataset is a subset of the merchants, reviews, and users' data covered by Yelp and can be used for personal, educational, and academic purposes.
Yelp hopes that more scholars will use this dataset to make more innovative research. The dataset can be used in the following three aspects. The first is image classification. The second is natural language processing. There are a lot of mining metadata in user evaluation dataset, which can be used to infer semantics, business attributes and emotions. The third is image mining. For example, mining the relationship between users to find usage rules.
D. MULTI-DOMAIN SENTIMENT DATASET (AMAZON PRODUCT REVIEWS)
Multi-Domain Sentiment Dataset [67] was proposed by John Blitzer in the 2007 ACL paper, which contains product reviews from a lot of different domains acquired from Amazon.com. Comments contain levels (1 to 5 levels) and can be converted to binary tags. The data set contains more than 100000 sentences, which can be divided into positive and 85408 VOLUME 7, 2019 negative categories or strong positive, weak positive, neutral, weak negative, strong negative five categories.
E. SENTIMENT140 (STS)
Sentiment140 [68] has 1600000 tweets extracted from the twitter api. These tweets have been annotated (Zero, two and four respectively represent negative, neutral and positive.). The tweets contain the following six fields: target, tweet polarity ;ID, tweet ID; date, tweet date; flag, query; user, the user who sent the tweet; text, tweet content. Table 2 compares the datasets related to sentiment analysis.
IV. DISCUSSION AND FUTURE PROSPECTS
In recent years, scholars' research has made the types of sentiment analysis more abundant and personalized. However, with the explosive growth of Internet users, the form and content of network data are developing towards diversification. The current methods still have certain limitations. People still expect to have more intelligent methods in the field of sentiment analysis. The following is a detailed introduction to the problems existing in the current sentiment analysis and the future development direction.
A. CROSS-DOMAIN SENTIMENT ANALYSIS
Network text has the characteristics of diversity and multidomain, so people hope to apply sentiment analysis algorithms to further exploration of text in different domains. Sentiment analysis has certain limitations on its corpus, and it is difficult for texts in different domains to train sentiment analysis models through the same corpus. For example, when the model trained by the Film Review Corpus is used to analyze the emotion of restaurant reviews, the performance of the model tends to be poor due to excessive differences between the two domains, and the restaurant evaluation cannot be analyzed accurately. Based on this, we must use specific corpus according to different text fields such as film reviews and restaurant reviews, but in reality, there are not enough data in many fields to support scholars' research on sentiment analysis, so cross-domain sentiment analysis has gradually become a hot topic of sentiment analysis.
Cross-domain transfer learning aims to use source data from other domains to help target learning tasks [8] , which is used by more scholars in cross-domain sentiment analysis. Different domains of data have different feature spaces and data distributions. In this case, the research purpose is to extract the features that are useful in both target and source domains, and to obtain the shared feature space of cross-domain transfer learning problem. Some scholars select the best features of the source and target domains and reweight them to improve the final classification [69] . This process can be described as two phases. The first of which is to extract the common features of the two domains, and then the classifier is trained according to the useful features of the target domain [70] . However, the two-stage operation may be inconsistent due to the difference in feature space. To overcome this shortcoming, Maracini et al. [71] proposed CD-ALMA (Cross-Domain Aspect Label Propagation through Heterogeneous Networks), which has been proved to have a great effect by using heterogeneous networkbased representations to combine different features into nodes in the network and then exploring language representations through tag propagation algorithms for heterogeneous networks. However, cross-domain transfer learning still has certain problems, such as the selection of source domain, the noise interference in the combination of source domain and target domain, the optimization of the combination of source domain and target domain combined with feature space, etc., which brings challenges to cross-domain sentiment analysis.
B. SENTIMENT ANALYSIS AND NEGATIVE TRANSFER
When using transfer learning for sentiment analysis, it is critical to select the source domain. The core problem of transfer learning is to find the similarity between the two domains, and complete the learning process from the source domain to the target domain through the similarity between the domains. But the similarities between the domains are very subjective, and there is no scientific and unanimous standard. If the two domains are not similar or even completely different, a negative transfer occurs, that is, the knowledge learned by the transfer learning has a negative impact on the task of the target domain.
In practical applications, it is necessary to find a reasonable similarity between the two domains, and choose a reasonable transfer method to avoid negative transfer. Recently, the paper published by Yang Qiang team [72] used face data to identify aircraft. The face is completely dissimilar to the plane but information can be transferred through transfer learning. It can be regarded as an effective method to solve negative transfer. Therefore, how to avoid and solve negative transfer effectively in sentiment analysis based on transfer learning is a hot research direction in the future.
C. FINE-GRAINED RESEARCH IN SENTIMENT ANALYSIS
Fine-grained sentiment analysis is based on aspect-level, also known as feature-based opinion mining. At present, the network text is becoming more and more diversified. While finegrained sentiment analysis can extract the comment objects, object attributes and their corresponding emotional words in the comment at the data feature level, which can better meet the needs of people's sentiment analysis. So many scholars are committed to it [73] - [77] . But fine-grained analysis is still difficult for short texts, which have less information and are more difficult to extract semantic relations between words. Therefore, aspect-level sentiment analysis that centered on short texts of semantic richness is considered to be one of the most promising research directions in the future.
V. CONCLUSION
This review makes a comprehensive investigation and discussion on sentiment analysis in different directions: (1) Introduces traditional sentiment analysis methods and clarifies their advantages and disadvantages; (2) Analyzes the sentiment analysis method based on transfer learning, and summarizes the recent research; (3) Analyzes and summarizes of commonly used datasets. This paper also discusses the sentiment analysis and puts forward the prospect of it. (1) The application of cross-domain transfer learning in aspect extraction has not been fully explored. (2) How to solve the negative transfer problem in transfer learning becomes the difficulty of using transfer learning for text analysis. (3) Aspect-level sentiment analysis centered on short texts of semantic richness is considered to be one of the most promising research directions in the future. 
