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Abstract
Policy learning using historical observational data is an important problem that has found
widespread applications. Examples include selecting offers, prices, advertisements to send to
customers, as well as selecting which medication to prescribe to a patient. However, existing
literature rests on the crucial assumption that the future environment where the learned policy
will be deployed is the same as the past environment that has generated the data–an assumption
that is often false or too coarse an approximation. In this paper, we lift this assumption and aim
to learn a distributional robust policy with incomplete (bandit) observational data. We propose
a novel learning algorithm that is able to learn a robust policy to adversarial perturbations
and unknown covariate shifts. We first present a policy evaluation procedure in the ambiguous
environment and then give a performance guarantee based on the theory of uniform convergence.
Additionally, we also give a heuristic algorithm to solve the distributional robust policy learning
problems efficiently.
1 Introduction
As a result of a digitalized economy, the past decade has witnessed an explosion of user-specific data
across a variety of application domains: electronic medical data in health care, marketing data in
product recommendation and customer purchase/selection data in digital advertising [8, 43, 13, 5,
55]. Such growing availability of user-specific data has ushered in an exciting era of personalized
decision making, one that allows the decision maker(s) to personalize the service decisions based
on each individual’s distinct features. The key value added by personalized decision making is that
heterogeneity across individuals, a ubiquitous phenomenon in these applications, can be intelligently
exploited to achieve better outcomes - because best recommendation decisions vary across different
individuals.
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Rising to this opportunity, contextual bandits have emerged to be the predominant mathematical
framework that is at once elegant and powerful: its three components, the contexts (representing
individual characteristics), the actions (representing the recommended items), and the rewards (rep-
resenting the outcomes), capture the salient aspects of the problem and provide fertile ground for
developing algorithms that contribute to making quality decisions. In particular, within the broad
landscape of contextual bandits, the batch1 contextual bandits literature has precisely aimed to an-
swer the following questions that lie at the heart of data-driven decision making: given a historical
collection of past data that consists of the three components as mentioned above, how can a new
policy (mapping from contexts to actions) be evaluated accurately, and one step further, how can an
effective policy be learned efficiently?
Such questions–both policy evaluation and policy learning using historical data–have motivated
a flourishing and rapidly developing line of recent work (see, e.g, [24, 67, 71, 70, 62, 49, 36, 38, 37, 73,
34, 15]) that contributed valuable insights: novel policy evaluation and policy learning algorithms
have been developed; sharp minimax regret guarantees have been characterized (through a series
of efforts) in many different settings; extensive and illuminating experimental results have been
performed to offer practical advice for optimizing empirical performance.
However, a key assumption underlying the existing batch contextual bandits work mentioned
above is that the future environment in which the learned policy is deployed stays the same as
the past environment from which the historical data is collected (and the to-be-deployed policy is
trained). In practice, such an assumption rarely holds and there are two primary sources of such
“environment change”:
1. Covariate shift: The individuals–and hence their characteristics–in a population can change,
thereby resulting in a different distribution of the contexts. For instance, an original population
with more young people can shift to a population with more senior people.
2. Concept drift: How the rewards depend on the underlying contexts and actions can also
change, thereby resulting in different conditional distributions of the rewards given the contexts
and the actions. For instance, individuals’ preferences over products can shift over time and
sometimes exhibit seasonal patterns.
As a consequence, these batch contextual bandit algorithms are fragile: should the future envi-
ronment change, the deployed policy–having not taken into account the possible environment changes
in the future–will perform poorly. This naturally leads to the following fundamental question: Can
we learn a robust policy that performs well in the presence of both of the above environment shifts?
Our goal in this paper is to provide a framework for thinking about this question and providing an
affirmative answer therein.
1Correspondingly, there has also been an extensive literature on online contextual bandits, for example, [43, 52,
25, 50, 16, 29, 3, 4, 53, 54, 35, 44, 2, 20, 44], whose focus is to develop online adaptive algorithms that effectively
balance exploration and exploitation. This is not the focus of our paper and we simply mention them in passing here.
See [12, 40, 60] for a few articulate expositions.
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1.1 Our Contributions and Related Work
Our contributions are threefold. First, we propose a distributionally robust formulation of policy
evaluation and learning in batch contextual bandits, that accommodates both types of environment
shifts mentioned above. Our formulation postulates that the future environment–characterized by a
joint distribution on the context and all the rewards when taking different actions–is in a Kullback-
Leibler neighborhood around the training environment’s distribution, thereby allowing for learning
a robust policy from training data that is not sensitive to the future environment being the same as
the past. Despite the fact that there has been a growing literature (see, e.g, [9, 19, 31, 56, 6, 26, 47,
21, 61, 57, 39, 14, 59, 64, 41, 48, 66, 46, 69, 1, 68, 59, 27, 14, 28, 10, 23, 22, 30]) on distributionally
robust optimization (DRO)–one that shares the same philosophical underpinning on distributionally
robustness as ours–the existing DRO literature has mostly focused on the statistical learning aspects,
including supervised learning and feature selection type problems, rather than the decision making
aspects. To the best of our knowledge, we provide the first distributionally robust formulation for
policy evaluation and learning under bandit feedback, in a general, non-parametric space.
Second, we provide a novel scheme for distributional robust policy evaluation (Algorithm 1)
that estimates the robust value of any given policy using historical data. We do so by drawing
from duality theory and transforming the primal robust value estimation problem–an infinitely-
dimensional problem–into a dual problem that is 1-dimensional and convex, hence admitting an
efficiently computable solution (which is solved using Newton’s method). We then study the efficiency
of this distributional robust estimator and establish, in the form of a central limit theorem, that the
proposed estimator converges to the true value at an Op
(
n−1/2
)
rate (n is the number of data points).
Third, we build upon this distributional robust policy evaluation scheme to devise a correspond-
ing distributional robust policy learning algorithm (Algorithm 2) and provide a finite-sample regret
guarantee for this policy learning scheme. In particular, by a uniform-convergence style argument,
we show that (Theorem 2) our distributional robust policy learning algorithm achieves the minimax
optimal Op(n
−1/2) regret. This result highlights the optimality of our procedure and thus satis-
factorily settles the learning problem. We also provide extensive experimental results (Section 5)
to demonstrate the efficiency and effectiveness of the proposed distributional robust policy evalua-
tion and learning schemes. Finally, we extend our results (Section 6) to f -divergence measures (i.e.
beyond KL-divergence) and show our framework is more broadly applicable.
2 A Distributional Robust Formulation of Batch Contextual Ban-
dits
2.1 Batch Contextual Bandits
Let A be the set of d actions: A = {a1, a2, . . . , ad} and let X be the set of contexts endowed with
a σ-algebra (typically a subset of Rp with the Borel σ-algebra). Following the standard contex-
tual bandits model, we posit the existence of a fixed underlying data-generating distribution on
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(X,Y (a1), Y (a2), . . . , Y (ad)) ∈ X ×∏dj=1 Yj , where X ∈ X denotes the context vector, and each
Y (aj) ∈ Yj ⊂ R denotes the random reward obtained when action aj is selected under context X.
Let {(Xi, Ai, Yi)}ni=1 be n iid observed triples that comprise of the training data, where the
context and rewards (Xi, Yi(a
1), . . . , Yi(a
d)) are drawn iid from the fixed underlying distribution
described above, and we denote this underlying distribution by P0. Further, in the i-th datapoint
(Xi, Ai, Yi), Ai denotes the action selected and Yi = Yi(Ai). In other words, Yi in the i-th datapoint
is the observed reward under the context Xi and action Ai. Note that all the other rewards Yi(a)
(i.e. for a ∈ A− {Ai}), even though they exist in the model (and have been drawn according to the
underlying joint distribution), are not observed.
We assume the actions in the training data are selected by some fixed underlying policy pi0 that
is known to the decision-maker, where pi0(a | x) gives the probability of selecting action a when the
context is x. In other words, for each context Xi, a random action Ai is selected according to the
distribution pi0(· | Xi), after which the reward Yi(Ai) is then observed. Finally, we use P0 ∗ pi0 to
denote the product distribution on space X ×∏dj=1 Yj ×A. We make the following assumptions on
the data-generating process.
Assumption 1. The joint distribution (X,Y (a1), Y (a2), . . . , Y (ad), A) satisfies:
1. Unconfoundedness: ((Y (a1), Y (a2), . . . , Y (ad)) is independent with A conditional on X, i.e.,
((Y (a1), Y (a2), . . . , Y (ad)) |= A|X.
2. Overlap: There exists some η > 0, pi0(a | x) ≥ η, ∀(x, a) ∈ X ×A.
3. Bounded reward support: 0 ≤ Y (ai) ≤M for i = 1, 2, . . . , d.
4. Positive density: For any i = 1, 2, . . . , d, Y (ai)|X has a conditional density fi(yi|x) and fi(yi|x)
has a uniform non-zero lower bound i.e., fi(yi|x) ≥ b > 0 over the interval [0,M ].
The overlap assumption ensures that some minimum positive probability is guaranteed no matter
what the context is. This ensures sufficient exploration in collecting the training data. Assumptions
1.1 - 1.3 are standard and commonly adopted in both the estimation literature ([51, 32, 33]) and
the policy learning literature ([67, 71, 38, 62, 72]). Assumption 1.4 is made to ensure the Op(n
−1/2)
convergence rate.
Remark 1. In standard contextual bandits terminology, µa(x) , EP0 [Yi(a) | Xi = x] is known as
the mean reward function (for action a). Depending on whether one assumes a parametric form of
µa(x) or not, one needs to employ different statistical methodologies. In particular, when µa(x) is a
linear function of x, this is known as linear contextual bandits, an important and most extensively
studied subclass of contextual bandits. In this paper, we do not make any structural assumption on
µa(x): we are in the non-parametric contextual bandits regime and work with a general underlying
data-generating distributions P0.
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2.2 Standard Policy Learning
With the above setup, the standard goal is to learn a good policy from a fixed deterministic policy
class Π using the training data. This is often known as the batch contextual bandits problem (in
contrast to online contextual bandits), because all the data has already been collected at once before
the decision maker aims to learn a policy. A policy pi : X → A is a function that maps a context
vector x to an action and the performance of pi is measured by the expected reward this policy
generates, as characterized by the policy value function:
Definition 1. The policy value function Q : Π→ R is defined as: Q(pi) , EP0 [Y (pi(X))], where
the expectation is taken with respect to the randomness in the underlying joint distribution P0 of
(X,Y (a1), Y (a2), . . . , Y (ad)).
With this definition, the optimal policy is a policy that maximizes the policy value function. The
objective in the standard policy learning context is to learn a policy pi that has the policy value
as large as possible, or equivalently, to minimize the discrepancy between the performance of the
optimal policy and the performance of the learned policy pi.
2.3 Distributional Robust Policy Learning
Using the policy value function Q(·) (as defined in Definition 1) to measure the quality of a policy
brings out an implicit assumption that the decision maker is making: the environment that generated
the training data is the same as the environment where the policy will be deployed. This is manifested
in that the expectation in Q(·) is taken with respect to the same underlying distribution P0. However,
the underlying data-generating distribution may be different for the training environment and the
test environment. In such cases, the policy learned with the goal to maximize the value under P0
may not work well under the new test environment.
To address this issue, we propose a distributional robust formulation for policy learning, where
we explicitly incorporate into the learning phase the consideration that the test distribution may not
be the same as the training distribution P0. To that end, we start by introducing some terminology.
First, the KL-divergence between two probability measures P and P0, denoted by D(P||P0), is
defined as D(P||P0) ,
∫
log
(
dP
dP0
)
dP. With KL-divergence, we can define a class of neighborhood
distributions around a given distribution. Specifically, the distributional uncertainty set UP0(δ) of
size δ is defined as UP0(δ) , {P  P0 | D(P||P0) ≤ δ}, where P  P0 means P is absolutely
continuous with respect to P0. When it is clear from the context what the uncertainty radius δ is,
we sometimes drop δ for notational simplicity and write UP0 instead.
Definition 2. For a given δ > 0, the distributionally robust value function QDRO : Π → R is
defined as: QDRO(pi) , infP∈UP0 (δ) EP[Y (pi(X))].
In other words, QDRO(pi) measures the performance of a policy pi by evaluating how it performs
in the worst possible environment among the set of all environments that are δ-close to P0. With
this definition, the optimal policy pi∗DRO is a policy that maximizes the distributionally robust value
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function: pi∗DRO ∈ arg maxpi∈Π{QDRO(pi)}. To be robust to the changes between the test environment
and the training environment, our goal is to learn a policy such that its distributional robust policy
value is as large as possible, or equivalently, as close to the best distributional robust policy as
possible. We formalize this notion next.
Definition 3. The distributional robust regret RDRO(pi) of a policy pi ∈ Π is defined as
RDRO(pi) , maxpi′∈Π infP∈UP0 (δ) EP[Y (pi
′(X))]− infP∈UP0 (δ) EP[Y (pi(X))].
Several things to note. First, per its definition, we can rewrite regret asRDRO(pi) = QDRO(pi
∗
DRO)−
QDRO(pi). Second, the underlying random policy that has generated the observational data (specifi-
cally the Ai’s) need not be in Π. Third, when a policy pˆi is learned from data and hence a random
variable (as will be the case in the current policy learning context), R(pˆiDRO) is a random variable. A
regret bound in such cases is customarily a high probability bound that highlights how regret scales
as a function of the size n of the dataset, the error probability and other important parameters of
the problem (e.g. the complexity of the policy class Π).
3 Distributional Robust Policy Evaluation
3.1 Algorithm
In order to learn a distributionally robust policy–one that maximizes QDRO(pi)–a key step lies in
accurately estimating the given policy pi’s distributionally robust value. We devote this section to
tackling this problem.
Lemma 1 (Strong Duality). For any policy pi ∈ Π, we have
inf
P∈UP0 (δ)
EP [Y (pi(X))] = sup
α≥0
{−α log EP0 [exp(−Y (pi(X))/α)]− αδ} (1)
= sup
α≥0
{
−α log EP0∗pi0
[
exp(−Y (A)/α)1{pi(X) = A}
pi0(A | X)
]
− αδ
}
, (2)
where 1{·} denotes the indicator function.
Proof. Proof The first equality follows from [31, Theorem 1]. The second equality holds, because for
any (Borel measurable) function f : R→ R and any policy pi ∈ Π, we have
EP [f(Y (pi(X)))] = EP∗pi0
[
f(Y (pi(X)))1{pi(X) = A}
pi0(A | X)
]
= EP∗pi0
[
f(Y (A))1{pi(X) = A}
pi0(A | X)
]
. (3)
Plugging in f(x) = exp(−x/α) yields the result.
Remark 2. When α = 0, by [31, Proposition 2], we can define
−α log EP0 [exp(−Y (pi(X))/α)]− αδ|α=0 = ess inf{Y },
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where ess inf denotes the essential infimum. Furthermore, −α log EP0 [exp(−Y (pi(X))/α)] − αδ is
right continuous at zero. In fact, Lemma A8 in Appendix A.3 shows that the optimal value is not
attained at α = 0.
The above strong duality allows us to transform the original problem of evaluating QDRO(pi) =
infP∈UP0(δ) EP [Y (pi(X))], where the (primal) variable is a infinity-dimensional distribution P into
a simpler problem where the (dual) variable is a positive scalar α. Note that in the dual problem,
the expectation is taken with respect to the same underlying distribution P0. This then allows us
to use an easily-computable plug-in estimate of the distributional robust policy value. For ease of
reference in the subsequent analysis of our algorithm, we capture the important terms in the following
definition.
Definition 4. Let {(Xi, Ai, Yi)}ni=1 be a given dataset. We define
Wi(pi, α) ,
1{pi(Xi) = Ai}
pi0(Ai | Xi) exp(−Yi(Ai)/α), S
pi
n ,
1
n
n∑
i=1
1{pi(Xi) = Ai}
pi0 (Ai|Xi)
and
Wˆn(pi, α) ,
1
nSpin
n∑
i=1
Wi(pi, α).
We also define the dual objective function and the empirical dual objective function as
φ(α, pi) , −α log EP0 [exp(−Y (pi(X))/α)]− αδ,
and
φˆn(pi, α) , −α log Wˆn(pi, α)− αδ,
respectively.
Then, we define the distributionally robust value estimators and the optimal dual variable using
the notation above.
1. The distributionally robust value estimator QˆDRO : Π→ R is defined by QˆDRO(pi) , supα≥0
{
φˆn(pi, α)
}
.
2. The optimal dual variable α∗(pi) is defined by α∗(pi) , arg maxα≥0 {φ(α, pi)}.
Notice that when we compute Wˆn(pi, α), we divide a normalization factor S
pi
n , which makes our
evaluation more stable.
The upper bound of α∗(pi) proven in Lemma A7 of Appendix A.3 establishes the validity of the
definitions α∗(pi), namely, α∗(pi) is attainable and unique.
By [31, Proposition 1] and the discussion following the proposition, we provide a characterization
of the worst case distribution in Proposition 1.
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Proposition 1 (The Worst Case Distribution). Suppose that Assumption 1 is imposed. For any
policy pi ∈ Π, we define a probability measure P(pi) supported on X ×∏dj=1 Yj such that
dP(pi)
dP0
=
exp(−Y (pi(X)/α∗(pi)))
EP0 [exp(−Y (pi(X)/α∗(pi)))]
,
where dP(pi)/dP0 is the Radon-Nikodym derivative. Then, we have P(pi) is the unique worst case
distribution, namely
P(pi) = arg max
P∈UP0 (δ)
EP[Y (pi(X)].
Corollary 1. Suppose that Assumption 1 is imposed and under P0, Y (a
1), . . . , Y (ad) are mutually
independent conditional on X. Then, for any policy pi ∈ Π, under the worst case measure P(pi),
Y (a1), . . . , Y (ad) are still mutually independent conditional on X.
The proof of Corollary 1 is in Appendix A.2. To compute QˆDRO, one need to solve an optimization
problem to obtain the distributionally robust estimate of the policy pi. As the following indicates,
this optimization problem is easy to solve.
Lemma 2. The empirical dual objective function φˆn(pi, α) is concave in α and its partial derivative
admits the expression
∂
∂α
φˆn(pi, α) = −
∑n
i=1 Yi(Ai)Wi(pi, α)
αSpinWˆn(pi, α)
− log Wˆn(pi, α)− δ,
∂2
∂α2
φˆn(pi, α) =
(
∑n
i=1 Yi(Ai)Wi(pi, α))
2
α3(Spin)
2(Wˆn(pi, α))2
−
∑n
i=1 Y
2
i (Ai)Wi(pi, α)
α3SpinWˆn(pi, α)
.
Further, if the array {Yi(Ai)1{pi(Xi) = Ai}}ni=1 has at least two different non-zero entries, then
φˆn(pi, α) is strictly-concave in α.
The proof of Lemma 2 is in Appendix A.2. Since the optimization problem QˆDRO = maxα≥0
{
φˆn(pi, α)
}
is maximizing a concave function, it can be computed by the Newton-Raphson method. Finally, based
on all of the discussions above, we formally give the distributionally robust policy evaluation algo-
rithm in Algorithm 1. By [45, Section 8.8], we have Algorithm 1 converges to the global maximum
QˆDRO(pi) quadratically, if the initial value of α is sufficiently closed to the optimal value.
3.2 Theoretical Guarantee of Distributionally Robust Policy Evaluation
In the next theorem, we demonstrate that the approximation error for policy evaluation function
QˆDRO(pi) is Op(1/
√
n) for a fixed policy pi.
Theorem 1. Suppose Assumption 1 is enforced, and define
σ2(α) =
α2
E [Wi(pi, α)]
2 E
[
1
pi0 (pi(X)|X) (exp (−Y (pi(X))/α)−E [exp (−Y (pi(X))/α)])
2
]
.
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Algorithm 1 Distributionally Robust Policy Evaluation
1: Input: Dataset {(Xi, Ai, Yi)}ni=1, data-collecting policy pi0, policy pi ∈ Π, and initial value of
dual variable α.
2: Output: Estimator of the distributionally robust policy value QˆDRO(pi).
3: repeat
4: Let Wi(pi, α)← 1{pi(Xi)=Ai}pi0(Ai|Xi) exp(−Yi(Ai)/α).
5: Compute Wˆn(pi, α)← 1n
∑n
i=1Wi(pi, α).
6: Compute Spin ← 1n
∑n
i=1
1{pi(Xi)=Ai}
pi0(Ai|Xi) .
7: Compute Wˆn(pi, α)← 1nSpin
∑n
i=1Wi(pi, α).
8: Update α← α− ( ∂∂α φˆn)/( ∂
2
∂α2
φˆn).
9: until α converge.
10: Return QˆDRO(pi)← φˆn(pi, α).
Then, for any policy pi ∈ Π, we have
√
n
(
QˆDRO(pi)−QDRO(pi)
)
⇒ N (0, σ2(α∗(pi))) , (4)
where α∗(pi) is defined in Definition 4, ⇒ denotes convergence in distribution, and N (0, σ2) is the
normal distribution with mean zero and variance σ2.
Proof. Sketch of Proof The proof is based on the functional central limit theorem [e.g. 63, Theorem
18.14] and the Delta theorem [e.g. 58, Theorem 7.59].
We first show for every α ∈ (0,∞),
√
n
(
Wˆn(pi, α)−E[Wi(pi, α)]
)
⇒ Z(α),
where
Z(α) ∼ N
(
0,E
[
1
pi0 (pi(X)|X) (exp (−Y (pi(X))/α)−E [exp (−Y (pi(X))/α)])
2
])
.
Let C([α/2, 2α]) be the space of continuous functions supported on [α/2, 2α], equipped with the
supremum norm, where 0 < α ≤ α∗(pi) ≤ α < ∞. Then, by the functional central limit theorem
[e.g. 63, Theorem 18.14], we have
√
n
(
Wˆn(pi, ·)−E[Wi(pi, ·)]
)
⇒ Z (·) ,
in the Banach space C([α/2, 2α]).
We next apply the Delta theorem [e.g. 58, Theorem 7.59], which generalizes the Delta method to
the infinity-dimensional space, and obtain that
√
n
(
V (Wˆn(pi, ·))− V (E[Wi(pi, ·)])
)
⇒ V ′E[Wi(pi,·)] (Z) ,
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where V is a functional defined by
V (ψ) = inf
α∈[α/2,2α]
α log (ψ(α)) + αδ,
and V ′µ (ν) is the directional derivative of V (·) at µ in the direction of ν, which is computable by the
Danskin theorem [e.g. 11, Theorem 4.13]. Finally, we show P(QˆDRO(pi) 6= −V (Wˆn(pi, α))) → 0 as
n→∞, and complete the proof by Slutsky’s lemma [e.g. 42, Theorem 1.8.10]).
The detailed proof of Theorem 1 is in Appendix A.3.
4 Distributionally Robust Policy Learning
In this section, we study the policy learning aspect of the problem and discuss both the algorithm
and its corresponding finite-sample theoretical guarantee. First, with the distributional robust policy
evaluation scheme discussed in the previous section, we can in principle compute the the distributional
robust optimal policy pˆiDRO by picking a policy in the given policy class Π that maximizes the value
of QˆDRO, i.e.
pˆiDRO ∈ arg max
pi∈Π
QˆDRO(pi) = arg max
pi∈Π
sup
α≥0
{
−α log Wˆn(pi, α)− αδ
}
. (5)
How do we compute pˆiDRO? In general, this is a computationally intractable problem since it is
highly non-convex in its optimization variables (pi and α jointly). However, following the standard
tradition in the optimization literature, we can employ certain approximate schemes that, although
do not guarantee global convergence, are computationally efficient and practically effective.
A simple and quite effective scheme is alternate minimization, given in Algorithm 2, where we
learn pˆiDRO by fixing α and minimizing on pi and then fixing pi and minimizing on α in each iteration.
Since the value of QˆDRO(pi) is non-decreasing along the iterations of Algorithm 2, the converged
solution obtained from Algorithm 2 is a local maximum of QˆDRO. In practice, to accelerate the algo-
rithm, we only iterate once for α (line 8) using the Newton-Raphson step α← α− ( ∂∂α φˆn)/( ∂
2
∂α2
φˆn).
Subsequent simulations (see next section) show that this is often good enough.
4.1 Statistical Performance Guarantee
We now establish the finite-sample statistical performance guarantee for the distributional robust
optimal policy pˆiDRO. Before giving the theorem, we need to first define entropy integral in the policy
class, which represents the class complexity.
Definition 5. Given the feature domain X , a policy class Π, a set of n points {x1, . . . , xn} ⊂ X ,
define:
1. Hamming distance between any two policies pi1 and pi2 in Π : H(pi1, pi2) =
1
n
∑n
j=1 1{pi1(xj) 6=
pi2(xj)}.
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Algorithm 2 Distributionally Robust Policy Learning
1: Input: Dataset {(Xi, Ai, Yi)}ni=1, data-collecting policy pi0, and initial value of dual variable α.
2: Output: Distributionally robust optimal policy pˆiDRO.
3: repeat
4: Let Wi(pi, α)← 1{pi(Xi)=Ai}pi0(Ai|Xi) exp(−Yi(Ai)/α).
5: Compute Spin ← 1n
∑n
i=1
1{pi(Xi)=Ai}
pi0(Ai|Xi) .
6: Compute Wˆn(pi, α)← 1nSpin
∑n
i=1Wi(pi, α).
7: Update pi ← arg minpi∈Π Wˆn(pi, α).
8: Update α← arg maxα>0{φˆn(pi, α)}.
9: until α converge.
10: Return pi.
2. -Hamming covering number of the set {x1, . . . , xn} : N (n)H (,Π, {x1, . . . , xn}) is the smallest
number K of policies {pi1, . . . , piK} in Π, such that ∀pi ∈ Π, ∃pii, H(pi, pii) ≤ .
3. -Hamming covering number of Π : N
(n)
H (,Π) , sup
{
N
(n)
H (,Π, {x1, . . . , xn}) |x1, . . . , xn ∈ X
}
.
4. Entropy integral: κ(n) (Π) ,
∫ 1
0
√
logN
(n)
H (
2,Π)d.
Then, Theorem 2 demonstrates that with high probability, the distributional robust regret of
the learned policy RDRO(pˆiDRO) decays at a rate upper bounded by Op(κ
(n)/
√
n). Notice that by
Theorem 1, the lower bound of RDRO(pˆiDRO) is Op(1/
√
n). Therefore, if κ(n) = O(1), the upper
bound and lower bound match up to a constant.
Theorem 2. Suppose Assumption 1 is enforced. With probability at least 1− ε, we have
RDRO(pˆiDRO) ≤ 4
bη
√
n
(
(
√
2 + 1)κ(n) (Π) +
√
2 log
(
2
ε
)
+ C
)
, (6)
where C is a universal constant.
Proof. Sketch of proof Lemma 3 is a key to the proof.
Lemma 3. For any probability measures P1,P2 supported on R, we have∣∣∣∣sup
α≥0
{−α log EP1 [exp (−Y/α)]− αδ} − sup
α≥0
{−α log EP2 [exp (−Y/α)]− αδ}
∣∣∣∣ ≤ sup
t∈[0,1]
|qP1 (t)− qP2 (t)| ,
where P denotes the t-quantile of a probability measure P, defined as
qP (t) , inf {x ∈ R : t ≤ FP (x)} ,
where FP is the CDF of P.
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Furthermore, if probability measures P1 and P2 supported on [0,M ], and P1 has a positive
density fP1 (·) with a lower bound fP1 ≥ b over the interval [0,M ], we have
sup
t∈[0,1]
|qP1 (t)− qP2 (t)| ≤
1
b
sup
x∈[0,M ]
|FP1 (x)− FP2 (x)| .
Then, notice that RDRO(pˆiDRO) ≤ 2 suppi∈Π
∣∣∣QˆDRO(pi)−QDRO(pi)∣∣∣ , and
QˆDRO(pi) = sup
α≥0
{
−α log
[
EPˆn exp (−Yi(pi(Xi)) /α)
]
− αδ
}
.
where Pˆn is the weighted empirical distribution, defined by
Pˆpin ,
1
nSpin
n∑
i=1
1{pi(Xi) = Ai}
pi0 (Ai|Xi) δ (Yi, Xi) .
Therefore, by Lemma 3, we have
RDRO(pˆiDRO)
≤ 2 sup
pi∈Π
∣∣∣∣sup
α≥0
{
−α log
[
EPˆn exp (−Yi(pi(Xi)) /α)
]
− αδ
}
− sup
α≥0
{−α log [EP0 exp (−Y (pi(X)) /α)]− αδ}
∣∣∣∣
≤ sup
pi∈Π
sup
x∈[0,M ]
1
b
∣∣∣EPˆn [1 {Yi(pi(Xi)) ≤ x}]−EP0 [1 {Yi(pi(Xi)) ≤ x}]∣∣∣
≤ sup
pi∈Π,x∈[0,M ]
1
b
∣∣∣∣∣
(
1
n
n∑
i=1
1{pi(Xi) = Ai}
pi0 (Ai|Xi) 1 {Yi(pi(Xi)) ≤ x}
)
−EP0
[
1{pi(X) = Ai}
pi0 (A|X) 1 {Y (pi(X)) ≤ x}
]∣∣∣∣∣
+ sup
pi∈Π,x∈[0,M ]
1
b
∣∣∣∣∣
(
Spin − 1
nSpin
n∑
i=1
1{pi(Xi) = Ai}
pi0 (Ai|Xi) 1 {Y (pi(Xi)) ≤ x}
)∣∣∣∣∣ .
Define the function classes,
FΠ ,
{
fpi(X,A) =
1{pi(X) = A}
pi0(A|X)
∣∣∣∣pi ∈ Π} , and
FΠ,x ,
{
fpi,x(X,Y,A) =
1{pi(X) = A}1{Y (pi(X)) ≤ x}
pi0(A|X)
∣∣∣∣pi ∈ Π, x ∈ [0,M ]} .
By [65, Theorem 4.10], we have with probability at least 1− 2 exp (−n2η2/2),
RDRO(pˆiDRO) ≤ 2
b
(2Rn (FΠ,x) + ) + 2
b
(2Rn (FΠ) + ) ,
where Rn denotes the Rademacher complexity. Finally, by Dudley’s theorem [e.g. 65, (5.48)] and a
standard technique to bound the Rademacher complexity, we are able to arrive the desired results.
The detailed proof is in Appendix A.4. From (6), we see the bound for the distributional robust
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regret does not depend on the uncertainty size δ. Furthermore, if supn κ
(n) <∞, we have a parametric
convergence rate Op(1/
√
n) and if κ(n) = op(
√
n), we have RDRO(pˆiDRO)→ 0 in probability.
5 Numerical Experiments
In this section, we provide discussions on numerical experiments to justify the robustness of the
proposed DRO policy pˆiDRO in the linear policy class. Specifically, Section 5.1 discuss a notion of the
Bayes DRO policy, which is viewed as a benchmark; Section 5.2 presents an approximation algorithm
to learn a linear policy efficiently; Section 5.3 gives a visualization of the learned DRO policy, with
a comparison to the benchmark Bayes DRO policy; in Section 5.4, we study the performance of our
proposed estimator, where we learn a linear policy in a non-linear boundary problem.
5.1 Bayes DRO Policy
In this section, we give a characterization of the Bayes DRO policy pi∗DRO, which maximizes the
distributionally robust value function within the class of all measurable policies, i.e.,
pi∗DRO ∈ arg max
pi∈Π
{QDRO(pi)},
where Π denotes the class of all measurable mappings from X to the action set A. Despite that the
Bayes DRO policy is not learnable given finitely many training samples, it could be a benchmark
in the simulation study. Proposition 2 shows how to compute pi∗DRO if we know the population
distribution.
Proposition 2. Suppose that for any α > 0 and any a ∈ A, the mapping x 7→ EP0 [ exp (−Y (a)/α)|X = x]
is measurable. Then, the Bayes DRO policy is
pi∗DRO(x) ∈ arg min
a∈A
{
EP0
[
exp
(
− Y (a)
α∗(pi∗DRO)
)∣∣∣∣X = x]} ,
where α∗(pi∗DRO) is an optimizer of the following optimization problem:
α∗(pi∗DRO) ∈ arg max
α≥0
{
−α log EP0
[
min
a∈A
{EP0 [ exp (−Y (a)/α)|X]}
]
− αδ
}
. (7)
See Appendix A.5 for the proof.
Remark 3. pi∗DRO only depends on the marginal distribution of X and the conditional distributions
of Y (ai)|X, i = 1, 2, . . . , d, and the conditional correlation structure of Y (ai)|X, i = 1, 2, . . . , d does
not affect pi∗DRO.
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5.2 Linear Policy Class and Logistic Policy Approximation
In this section, we introduce the linear policy class ΠLin. We consider X to be a subset of Rp,
and the action set A = {1, 2, . . . , d}. To capture the intercept, it is convenient to include the
constant variable 1 in X ∈ X , thus in the rest of Section 5.2, X is a p + 1 dimensional vector
and X will be a subset of Rp+1. Each policy pi ∈ ΠLin is parameterized by a set of d vectors
Θ = {θa ∈ Rp+1 : a ∈ A} ∈ R(p+1)×d, and the mapping pi : X → A is defined as
piΘ(x) ∈ arg max
a∈A
{
θ>a x
}
.
The optimal parameter for linear policy class is characterized by the optimal solution of
maxΘ∈R(p+1)×d EP0 [Y (piΘ(X))]. Due to the fact that EP0 [Y (piΘ(X))] = EP∗pi0
[
Y (A)1{piΘ(X)=A}
pi0(A|X)
]
,
the associated sample average approximation problem for optimal parameter estimation is
max
Θ∈R(p+1)×d
1
n
n∑
i=1
Yi(Ai)1{piΘ(Xi) = Ai}
pi0 (Ai|Xi) .
However, the objective in above optimization problem is non-differentiable and non-convex, thus we
approximate the indicator function using a softmax mapping by
1{piΘ(Xi) = Ai} ≈
exp(θ>AiXi)∑d
a=1 exp(θ
>
a Xi)
,
which leads to an optimization problem with smooth objective:
max
Θ∈R(p+1)×d
1
n
n∑
i=1
Yi(Ai) exp(θ
>
Ai
Xi)
pi0 (Ai|Xi)
∑d
a=1 exp(θ
>
a Xi)
.
We employ the gradient descent method to solve for the optimal parameter
ΘˆLin ∈ arg max
Θ∈R(p+1)×d
{
1
n
n∑
i=1
Yi(Ai) exp(θ
>
Ai
Xi)
pi0 (Ai|Xi)
∑d
a=1 exp(θ
>
a Xi)
}
,
and define the policy pˆiLin , piΘˆLin as our linear policy estimator. In Section 5.3 and 5.4, we justify
the efficacy of pˆiLin by empirically showing pˆiLin is capable of discovering the (non-robust) optimal
decision boundary.
As an oracle in Algorithm 2, a similar smoothing technique will be adopted to solve
arg minpi∈ΠLin Wˆn(pi, α) for linear policy class ΠLin. We omit the details here due to space limit.
We will present an upper bound of the entropy integral κ(n)(ΠLin) in Lemma 4. By plugging the
result of Lemma 4 into Theorem 2, One can quickly remark that the regret RDRO(pˆiDRO) achieves
the optimal asymptotic convergence rate Op(1/
√
n) given by Theorem 2.
Lemma 4. There exists a universal constant C such that supn κ
(n)(ΠLin) ≤ C
√
dp log(d) log(dp).
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The proof of Lemma 4 is achieved by upper bounding -Hamming covering number N
(n)
H (,ΠLin)
in terms of a generalization of the Vapnik-Chervonenkis dimension for multiclass problems, called
the graph dimension (see definition in [7]), then deploy an upper bound of graph dimension for linear
policy class provided in [18].
5.3 A Toy Example
In this section, we present a simple example with an explicitly computable optimal linear DRO
policy, in order to justify the effectiveness of linear policy learning introduced in Section 5.2 and
distributionally robust policy learning in Section 4.
We consider X = {x = (x(1), . . . , x(p)) ∈ Rp : ∑pi=1 x(i)2 ≤ 1} to be a p-dimensional closed unit
ball, and the action set A = {1, . . . , d}. We assume that Y (i)’s are mutually independent conditional
on X with conditional distribution
Y (i)|X ∼ N (β>i X,σ2i ), for i = 1, . . . , d.
for vectors {β1, . . . , βd} ⊂ Rp and {σ21, . . . , σ2d} ⊂ R+. In this case, by directly computing the
moment generating functions and applying Proposition 2, we have
pi∗DRO(x) ∈ arg max
i∈{1,...,d}
{
β>i x−
σ2i
2α∗(pi∗DRO)
}
.
We consider the linear policy class ΠLin. Apparently, the DRO Bayes policy pi
∗
DRO(x) is in the
class ΠLin, thus it is also the optimal linear DRO policy, i.e., pi
∗
DRO ∈ arg maxpi∈ΠLin QDRO(pi).
Consequently, we can check the efficacy of the distributionally robust policy learning algorithm by
comparing pˆiDRO against pi
∗
DRO.
Now we describe the parameter in the experiment. We choose p = 5 and d = 3. To facilitate
visualization of the decision boundary, we set all the entries of βi be 0 except the first two dimensions.
Specifically, we choose
β1 = (1, 0, 0, 0, 0), β2 = (−1/2,
√
3/2, 0, 0, 0), β3 = (−1/2,−
√
3/2, 0, 0, 0).
and σ1 = 0.2, σ2 = 0.5, σ3 = 0.8. We define the Bayes policy p¯i
∗ as the policy that maximizes
EP0 [Y (pi(X))] within the class of all measurable policies. Under above setting, p¯i
∗(x) ∈ arg maxi=1,2,3{β>i x}.
The feature space X can be partitioned into three regions based on p¯i∗: for i = 1, 2, 3, we say x ∈ X
belongs to Region i if p¯i∗(x) = i. Given X, the action A is drawn according to the underlying data
collection policy pi0, which is described in Table 1.
We generate {Xi, Ai, Yi}ni=1 according to the procedure described above as training dataset, from
which we learn the non-robust linear policy pˆiLin and distributionally robust linear policy pˆiDRO.
Figure 1 presents the decision boundary of four different policies: (a) p¯i∗; (b) pˆiLin; (c) p¯i∗DRO; (d)
pˆiDRO, where n = 5000 and δ = 0.2. One can quickly remark that the decision boundary of pˆiLin
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Region 1 Region 2 Region 3
Action 1 0.50 0.25 0.25
Action 2 0.25 0.50 0.25
Action 3 0.25 0.25 0.50
Table 1: The probabilities of selecting an action based on pi0 in linear example.
resembles p¯i∗; and the decision boundary of pˆiDRO resembles p¯i∗DRO, which demonstrates that pˆiLin is
the (nearly) optimal non-DRO policy and pˆiDRO is the (nearly) optimal DRO policy.
This distinction between p¯i∗ and p¯i∗DRO is also apparent in Figure 1: p¯i
∗
DRO is less likely to choose
Action 3, but more likely to choose Action 1. In words, distributionally robust policy prefers action
with smaller variance.
5.4 A Non-linear Boundary Example
In this section, we compare the performance of different estimators in a simulation environment
where the Bayes decision boundaries are nonlinear.
We consider X = [−1, 1]5 to be a 5-dimensional cube, and the action set A = {1, 2, 3}. We
assume that Y (i)’s are mutually independent conditional on X with conditional distribution
Y (i)|X ∼ N (µi(X), σ2i ), for i = 1, 2, 3.
where µi : X → A is a measurable function and σi ∈ R+ for i = 1, 2, 3. In this setting, we are still
able to analytically compute the Bayes policy p¯i∗(x) ∈ arg maxi=1,2,3{µi(x)} and the DRO Bayes
p¯i∗DRO(x) ∈ arg maxi=1,2,3
{
µi(x)− σ
2
i
2α∗(pi∗DRO)
}
.
In this section, the conditional mean µi(x) and conditional variance σi are chosen as
µ1(x) = 0.2x(1), σ1 = 0.8,
µ2(x) = 1−
√
(x(1) + 0.5)2 + (x(2)− 1)2, σ2 = 0.2,
µ3(x) = 1−
√
(x(1) + 0.5)2 + (x(2) + 1)2), σ3 = 0.4.
Given X, the action A is drawn according to the underlying data collection policy pi0 described in
Table 2.
Region 1 Region 2 Region 3
Action 1 0.50 0.25 0.25
Action 2 0.30 0.40 0.30
Action 3 0.30 0.30 0.40
Table 2: The probabilities of selecting an action based on pi0 in nonlinear example.
Now we generate the training set {Xi, Ai, Yi}ni=1 and learn the non-robust linear policy pˆiLin and
distributionally robust linear policy pˆiDRO in linear policy class ΠLin, for n = 5000 and δ = 0.2.
Figure 2 presents the decision boundary of four different policies: (a) p¯i∗; (b) pˆiLin; (c) p¯i∗DRO; (d)
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Figure 1: Comparison of decision boundaries for different policies in linear example: (a) Bayes
policy p¯i∗; (b) linear policy pˆiLin; (c) Bayes distributionally robust policy pi∗DRO; (d) distributionally
robust linear policy pˆiDRO. We visualize the actions selected by different policies against the value of
(X(1), X(2)). Training set size n = 5000; size of distributional uncertainty set δ = 0.2.
pˆiDRO. As p¯i
∗ and p¯i∗DRO have nonlinear decision boundaries, any linear policy is incapable of accurate
recovery of Bayes policy. However, we quickly notice that the boundary produced by pˆiLin and pˆiDRO
are reasonable linear approximation of p¯i∗ and p¯i∗DRO, respectively. It is also noteworthy that the
robust policy prefers action with small variance (Action 2), which is consistent with our finding in
Section 5.2.
Now we introduce two evaluation metrics in order to quantitatively characterize the adversarial
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Figure 2: Comparison of decision boundaries for different policies in nonlinear example: (a) optimal
policy under population distribution P0; (b) optimal linear policy pˆiLin learned from data; (c) Bayes
distributionally robust policy pi∗DRO; (d) distributionally robust linear policy pˆiDRO. We visualize the
actions selected by different policies against the value of (X(1), X(2)). Training size is 5000; size of
distributional uncertainty set δ = 0.2.
performance.
1. We generate a test set with n′ = 2500 i.i.d. data points sampled from P0 and evaluate the
worst case performance of each policy using QˆDRO. The results are reported in the first row in
Table 3.
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2. We first generate M = 100 independent test sets, where each test set consists of n′ = 2500 i.i.d.
data points sampled from P0. We denote them by
{{(
X
(j)
i , Y
(j)
i (a
1), . . . , Y
(j)
i (a
d)
)}n′
i=1
}M
j=1
.
Then, we randomly sample a new dataset around each dataset, i.e.,
(
X˜
(j)
i , Y˜
(j)
i (a
1), . . . , Y˜
(j)
i (a
d)
)
is sampled in the KL-ball centered at
(
X
(j)
i , Y
(j)
i (a
1), . . . , Y
(j)
i (a
d)
)
. Then, we evaluate each
policy using Qˆmin, defined by
Qˆmin(pi) , min
1≤j≤M
{
1
n′
n′∑
i=1
Y˜
(j)
i
(
pi
(
X˜
(j)
i
))}
.
The results are reported in the second row in Table 3.
We compare of adversarial performance of pˆiLin and pˆiDRO using QˆDRO and Qˆmin. We fix the
δ = 0.2 and size of test set n′ = 2500. The training set size ranges from 500 to 2500. Table 3 reports
the mean and standard deviation of QˆDRO and Qˆmin computed using 100 i.i.d. experiments, where
an independent training set and an independent test set are generated from P0 in each experiment.
n = 500 n = 1000 n = 1500 n = 2000 n = 2500
QˆDRO
pˆiLin 0.081± 0.044 0.103± 0.027 0.113± 0.016 0.114± 0.014 0.114± 0.011
pˆiDRO 0.094± 0.039 0.111± 0.022 0.116± 0.015 0.118± 0.011 0.118± 0.010
Qˆmin
pˆiLin 0.214± 0.039 0.234± 0.022 0.241± 0.015 0.242± 0.015 0.243± 0.014
pˆiDRO 0.221± 0.035 0.236± 0.018 0.246± 0.014 0.247± 0.018 0.248± 0.014
Table 3: Comparison of adversarial performance in nonlinear example.
We can easily observe from Table 3 that the adversarial performance of pˆiDRO dominates that
of pˆiLin, which implies pˆiDRO is more resilient to adversarial perturbations. We also highlight that
pˆiDRO has smaller standard deviation in Table 3 and the superiority of pˆiDRO is more manifest under
smaller training set, indicating pˆiDRO is a more stable estimator compared with pˆiLin.
6 Extension to f-divergence Uncertainty Set
In this section, we generalize the KL-divergence to f -divergence. Here, we define f -divergence
between P and P0 as
Df (P||P0) ,
∫
f
(
dP
dP0
)
dP0,
where f : R → R+ ∪ {+∞} is a convex function satisfying f(1) = 0 and f(t) = +∞ for any t < 0.
Then, define the f -divergence uncertainty set as UfP0(δ) , {P P0 | Df (P||P0) ≤ δ}. Accordingly,
the distributional robust value function is defined below.
Definition 6. For a given δ > 0, the distributionally robust value function QfDRO : Π → R is
defined as: QfDRO(pi) , infP∈UfP0 (δ)
EP[Y (pi(X))].
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We focus on Cressie-Read family of f -divergence, defined in [17]. For k ∈ (1,∞), function fk is
defined as
fk(t) ,
tk − kt+ k − 1
k(k − 1) .
As k → 1, fk → f1(t) = t log t − t + 1,which gives KL-divergence. For the ease of notation, we
use QkDRO (·), UkP0(δ), and Dk (·||·) as shorthands of Q
f
DRO (·), UfP0(δ), and Df (·||·) , respectively, for
k ∈ [1,∞). We further define k∗ , k/(k − 1), and ck(δ) , (1 + k(k − 1)δ)1/k. Then, [23] gives the
following duality results.
Lemma 5. For any Borel measure P supported on the space X ×∏dj=1 Yj and k ∈ (1,∞), we have
inf
Q∈UkP(δ)
EQ[Y (pi(X))] = sup
α∈R
{
−ck (δ) EP
[
(−Y (pi(X)) + α)k∗+
] 1
k∗ + α
}
.
We then generalize Lemma 3 to Lemma 6 for fk-divergence uncertainty set.
Lemma 6. For any probability measures P1,P2 supported on R and k ∈ [1,+∞), we have∣∣∣∣sup
α∈R
{
−ck (δ) EP1
[
(−Y + α)k∗+
] 1
k∗ + α
}
− sup
α∈R
{
−ck (δ) EP2
[
(−Y + α)k∗+
] 1
k∗ + α
}∣∣∣∣
≤ ck(δ) sup
t∈[0,1]
|qP1 (t)− qP2 (t)| .
The proof of Lemma 6 is in Appendix A.6. As an analog of Definitions 3, 4 and Equation (5),
we further make the following definition.
Definition 7. 1. The distributionally robust value estimator QˆkDRO : Π→ R is defined by
QˆkDRO(pi) , sup
α∈R
{
−ck (δ) 1
nSpin
n∑
i=1
1{pi(Xi) = Ai}
pi0(Ai | Xi)
(
(−Y (pi(X)) + α)k∗+
) 1
k∗ + α
}
.
2. The distributional robust regret RkDRO(pi) of a policy pi ∈ Π is defined as
RkDRO(pi) , max
pi′∈Π
inf
P∈UkP0 (δ)
EP[Y (pi
′(X))]− inf
P∈UkP0 (δ)
EP[Y (pi(X))].
3. The optimal policy pˆikDRO which maximizes the value of Qˆ
k
DRO is defined as
pˆikDRO , arg max
pi∈Π
QˆkDRO(pi).
By applying Lemma 6 and executing the same lines as the proof of Theorem 2, we have an
analogous theorem below.
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Theorem 3. Suppose Assumption 1 is enforced. With probability at least 1− ε, we have
RkDRO(pˆi
k
DRO) ≤
4ck(δ)
bη
√
n
(
(
√
2 + 1)κ(n) (Π) +
√
2 log
(
2
ε
)
+ C
)
, (8)
where C is a universal constant.
We emphasis on the importance of Assumption 1.4. Without Assumption 1.4, a similar argument
with [23] gives the minimax rate
RkDRO(pˆi
k
DRO) = Op
(
n−
1
k∗∨2 log n
)
, (9)
which is much slower than our results under a natural assumption (Assumption 1.4).
7 Conclusion
We have provided a distributional robust formulation for policy evaluation and policy learning in
batch contextual bandits. Our results focus on providing finite-sample learning guarantees, and
it is interesting that such learning is enabled by a dual optimization formulation. An interesting
subsequent direction would be to extend the algorithm and results to the Wasserstein distance
case for batch contextual bandits, which cannot be admitted as a special case of our f -divergence
framework. We leave that for future work.
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Appendix A Proofs of Main Results
Appendix A.1 Auxiliary Results
To prove Theorem 1 and 2, we first collect some theorems in stochastic optimization [58] and com-
plexity theory ([65, Section 4]).
Definition 8 (Gaˆteaux and Hadamard directional differentiability). Let B1 and B2 be Banach spaces
and G : B1 → B2 be a mapping. It is said that G is directionally differentiable at a considered point
µ ∈ B1 if the limits
G′µ(d) = lim
t↓0
G (µ+ td)−G(µ)
t
exists for all d ∈ B1.
Furthermore, it is said that G is Gaˆteaux directionally differentiable at µ if the directional deriva-
tive G′µ(d) exists for all d ∈ B1 and G′µ(d) is linear and continuous in d. For ease of notation, we
also denote Dµ(µ0) be the operator G
′
µ0(·).
Finally, it is said that G is Hadamard directionally differentiable at µ if the directional derivative
G′µ(d) exists for all d ∈ B1 and
G′µ(d) = lim
t↓0
d′→d
G (µ+ td′)−G(µ)
t
.
Theorem A4 (Danskin theorem, Theorem 4.13 in [11]). Let Θ ∈ Rd be a nonempty compact set
and B be a Banach space. Suppose the mapping G : B ×Θ→ R satisfies that G(µ, θ) and Dµ (µ, θ)
are continuous on Oµ0 × Θ, where Oµ0 ⊂ B is a neighborhood around µ0. Let φ : B → R be
the inf-functional φ(µ) = infθ∈ΘG(µ, θ) and Θ¯(µ) = arg maxθ∈ΘG(µ, θ). Then, the functional φ is
directionally differentiable at µ0 and
G′µ0(d) = inf
θ∈Θ¯(µ0)
Dµ (µ0, θ) d.
Theorem A5 (Delta theorem, Theorem 7.59 in [58]). Let B1 and B2 be Banach spaces, equipped
with their Borel σ-algrebras, YN be a sequence of random elements of B1, G : B1 → B2 be a mapping,
and τN be a sequence of positive numbers tending to infinity as N →∞. Suppose that the space B1 is
separable, the mapping G is Hadamard directionally differentiable at a point µ ∈ B1, and the sequence
XN = τN (YN − µ) converges in distribution to a random element Y of B1. Then,
τN (G (YN )−G (µ))⇒ G′µ (Y ) in distribution,
and
τN (G (YN )−G (µ)) = G′µ (XN ) + op(1).
Proposition 3 (Proposition 7.57 in [58]). Let B1 and B2 be Banach spaces, G : B1 → B2, and
µ ∈ B1. Then the following hold: (i) If G (·) is Hadamard directionally differentiable at µ, then the
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directional derivative G′µ (·) is continuous. (ii) If G(·) is Lipschitz continuous in a neighborhood of
µ and directionally differentiable at µ, then G(·) is Hadamard directionally differentiable at µ.
Definition 9 (Rademacher complexity). Let F be a family of real-valued functions f : Z → R.
Then, the Rademacher complexity of F is defined as
Rn (F) , Ez,σ
[
sup
f∈F
∣∣∣∣∣ 1n
n∑
i=1
σif(zi)
∣∣∣∣∣
]
,
where σ1, σ2, . . . , σn are i.i.d with the distribution P (σi = 1) = P (σi = −1) = 1/2.
Theorem A6 (Theorem 4.10 in [65]). If f(z) ∈ [−B,B], we have with probability at least 1 −
exp
(
− n2
2B2
)
,
sup
f∈F
∣∣∣∣∣ 1n
n∑
i=1
f(zi)−Ef(z)
∣∣∣∣∣ ≤ 2Rn (F) + .
Theorem A7 (Dudley’s Theorem, (5.48) in [65]). If f(z) ∈ [−B,B], we have a bound for the
Rademacher complexity,
Rn (F) ≤ E
[
24√
n
∫ 2B
0
√
logN(t,F , ‖·‖Pn)dt
]
,
where N(t,F ,‖·‖Pn) is t-covering number of set F and the metric ‖·‖Pn is defined by
‖·‖Pn ,
√√√√ 1
n
n∑
i=1
(f(zi)− g(zi))2.
Appendix A.2 Proof of Corollary 1 and Lemma 2 in Section 3.1
Proof. Proof of Corollary 1 Since Y (a1), Y (a2), . . . , Y (ad) are mutually independent conditional on
X, and Y (ai)|X has a density, we can write the joint measure of Y (a1), Y (a2), . . . , Y (ad), X as(
d∏
i=1
fi(yi|x)λ(dyi)
)
µ(dx),
where λ denotes the Lebesgue measure in R, and µ(dx) denotes the measure induced by X on the
space X . Then, by Proposition 1, we have under P(pi), Y (a1), Y (a2), . . . , Y (ad), X have a joint
measure
exp(−ypi(x)/α∗(pi))
EP0 [exp(−Y (pi(X)/α∗(pi)))]
(
d∏
i=1
fi(yi|x)λ(dyi)
)
µ(dx) =
(
d∏
i=1
f ′i(yi|x)λ(dyi)
)
µ′(dx),
where
f ′i(yi|x) =
{
fi(yi|x)
exp(−yi/α∗(pi))fi(yi|x)∫
exp(−yi/α∗(pi))fi(yi|x)λ(dyi)
for i 6= pi(x)
for i = pi(x)
,
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and
µ′(dx) =
∫
exp(−yi/α∗(pi))fi(yi|x)µ(dyi)
EP0 [exp(−Y (pi(X)/α∗(pi)))]
,
which completes the proof.
Proof. Proof of Lemma 2 The closed form expression of ∂∂α φˆn(pi, α) and
∂2
∂α2
φˆn(pi, α) follows from
elementary algebra. By the Cauchy Schwartz’s inequality, we have
( n∑
i=1
Yi(Ai)Wi(pi, α)
)2 ≤ nSpinWˆn(pi, α) n∑
i=1
Y 2i (Ai)Wi(pi, α).
Therefore, it follows that ∂
2
∂α2
φˆn(pi, α) ≤ 0. Note that the Cauchy Schwartz’s inequality is actually
an equality if and only if
Y 2i (Ai)Wi(pi, α) = cWi(pi, α) if Wi(pi, α) 6= 0
for some constant c independent of i. Since the above condition is violated if {Yi(Ai)1{pi(Xi) =
Ai}}ni=1 has at least two different non-zero values, we have in this case φˆn(pi, α) is strictly-concave
in α.
Appendix A.3 Proof of the central limit theorem in Section 3.2
We first give the upper and lower bounds for α∗(pi) in Lemmas A7 and A8.
Lemma A7 (Uniform upper bound of α∗(pi)). Suppose that Assumption 1 is imposed, we have the
optimal dual solution α∗(pi) ≤ α := M/δ .
Proof. Proof First note that infP∈UP0(δ) EP [Y (pi(X))] ≥ ess inf Y (pi(X)) ≥ 0 and
−α log EP0 [exp (−Y (pi(X)) /α]− αδ ≤M − αδ.
M − αδ ≥ 0 gives the upper bound α∗(pi) ≤ α := M/δ.
Lemma A8 (Lower bound of α∗(pi)). Suppose that Assumption 1 is imposed, we have α∗(pi) > 0.
Proof. Proof To ease of notation, we abbreviate Y (pi(X)) as Y. It is easy to check the density of fY
has a lower bound b > 0. Since fY is a continuous function on a compact space, we have fY is upper
bounded. Let b(pi) = supx∈[0,M ] fY (x).
First, note that limα→0 φ (pi, α) = 0. We only need to show lim infα→0
∂φ(pi,α)
∂α > 0.
The derivative of φ (pi, α) is given by
∂φ (pi, α)
∂α
= −E [Y/α exp (−Y/α)]
E [exp (−Y/α)] − log (E [exp (−Y/α)])− δ.
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Since P0 has a continuous density, we have log (E [exp (−Y/α)])→ −∞. Notice that
E [Y/α exp (−Y/α)] ≤ αb and lim inf
α→0
E [exp (−Y/α)] /α ≥ b.
Therefore, we have
lim sup
α→0
E [Y/α exp (−Y/α)]
E [exp (−Y/α)] ≤
b(pi)
b
.
Therefore, we have the desired result
lim inf
α→0
∂φ (pi, α)
∂α
→ +∞,
which completes the proof.
Lemma A9. We have pointwise central limit theorem,
√
n
(
Wˆn(pi, α)−E [Wi (pi, α)]
)
⇒ N
(
0,E
[
1
pi0 (pi(X) | X) (exp (−Y (pi(X))/α)−E [exp (−Y (pi(X))/α)])
2
])
,
for any pi ∈ Π and α > 0.
Proof. Proof After reformulation, we have
Wˆn(pi, α)−E [Wi (pi, α)] =
1
n
∑n
i=1Wi (pi, α)−
(
1
n
∑n
i=1
1{pi(Xi)=Ai}
pi0(Ai|Xi)
)
E [Wi (pi, α)]
1
n
∑n
i=1
1{pi(Xi)=Ai}
pi0(Ai|Xi)
=
1
n
∑n
i=1
(
Wi (pi, α)− 1{pi(Xi)=Ai}pi0(Ai|Xi) E [Wi (pi, α)]
)
1
n
∑n
i=1
1{pi(Xi)=Ai}
pi0(Ai|Xi)
.
The denominator 1n
∑n
i=1
1{pi(Xi)=Ai}
pi0(Ai|Xi)
p→ 1 and the nominator converges as
1√
n
n∑
i=1
(
Wi (pi, α)− 1 {pi(Xi) = Ai}
pi0 (Ai|Xi) E [Wi (pi, α)]
)
⇒ N(0,Var
(
Wi (pi, α)− 1 {pi(Xi) = Ai}
pi0 (Ai|Xi) E [Wi (pi, α)]
)
,
where
Var
(
Wi (pi, α)− 1 {pi(Xi) = Ai}
pi0 (Ai|Xi) E [Wi (pi, α)]
)
= E
[
Wi (pi, α)
2
]
− 2E
[(
1 {pi(Xi) = Ai}
pi0 (Ai|Xi)
)2
exp (−Y (pi(X))/α)
]
E [Wi (pi, α)]
+E
[
1 {pi(Xi) = Ai}
pi0 (Ai|Xi)
]2
E [Wi (pi, α)]
2 (A.1)
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= E
[
1
pi0 (pi(X)|X)E [exp (−2Y (pi(X))/α) |X]
]
− 2E
[
1
pi0 (pi(X)|X)E [exp (−Y (pi(X))/α) |X]
]
E [Wi (pi, α)]
+E
[
1
pi0 (pi(X)|X)
]
E [exp (−Y (pi(X))/α)]2
= E
[
1
pi0 (pi(X)|X) (exp (−Y (pi(X))/α)−E [exp (−Y (pi(X))/α)])
2
]
.
By Slutsky’s theorem, the desired result follows.
Now we are ready to show the proof of Theorem 1.
Proof. Proof of Theorem 1 Notice that
√
n
(
Wˆn(pi, α)−E[Wi(pi, α)]
)
⇒ Z (α) ,
where by Lemma A9
Z (α) ∼ N
(
0,E
[
1
pi0 (pi(X)|X) (exp (−Y (pi(X))/α)−E [exp (−Y (pi(X))/α)])
2
])
.
By Lemma A8, there exists α(pi) > 0 such that α∗(pi) ≥ α(pi). To ease of notation, we abbreviate
α(pi), α∗(pi) as α, α∗. Since Wˆn(pi, α) is Lipschitz continuous over the set α ∈ [α/2, 2α], we have
√
n
(
Wˆn(pi, ·)−E[Wi(pi, ·)]
)
⇒ Z (·) , (A.2)
uniformly in Banach space C([α/2, 2α]) of continuous functions ψ : [α/2, 2α] →R equipped with
the the sup-norm ‖ψ‖ := supx∈[α/2,2α] ψ(x) [e.g. 63, Theorem 18.14]. Z is a random element in
C([α/2, 2α]).
Define the functionals
G(ψ, α) = α log (ψ(α)) + αδ, and V (ψ) = inf
α∈[α/2,2α]
G(ψ, α),
for ψ > 0. By the Danskin theorem [11, Theorem 4.13], V (·) is directionally differentiable at any
µ ∈ C([α/2, 2α]) with µ > 0 and
V ′µ (ν) = inf
α∈X¯(µ)
α (1/µ(α)) ν(α), ∀ν ∈ C([α/2, 2α])),
where X¯ (µ) = arg minα∈[α/2,2α]) α log (µ(α)) + αδ and V ′µ (ν) is the directional derivative of V (·) at
µ in the direction of ν. On the other hand, V (ψ) is Lipschitz continuous if ψ (·) is bounded away
from zero. Notice that
E[Wi(pi, α)] = E[exp (−Y (pi(x))/α)] ≥ exp (−2M/α) . (A.3)
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Therefore, V (·) is Hadamard directionally differentiable at µ = E[Wi(pi, ·)] (see, for example, Propo-
sition 7.57 in [58]). By the Delta theorem (Theorem 7.59 in [58]), we have
√
n
(
V (Wˆn(pi, ·))− V (E[Wi(pi, ·)])
)
⇒ V ′E[Wi(pi,·)] (Z) .
Furthermore, we know that log (E (exp (−βY ))) is strictly convex w.r.t β given Var (Y ) > 0 and
xf(1/x) is strictly convex if f(x) is strictly convex. Therefore, α log (E[Wi(pi, α)]) + αδ is strictly
convex for α > 0 and thus
V ′E[Wi(pi,·)] (Z) = α
∗ (1/E[Wi(pi, α∗)])Z (α∗)
d
= N
(
0,
(α∗)2
E [Wi(pi, α∗)]2
E
[
1
pi0 (pi(X)|X) (exp (−Y (pi(X))/α)−E [exp (−Y (pi(X))/α)])
2
])
,
where
d
= denotes equality in distribution. By Lemma 1, we have that
QˆDRO(pi) = − inf
α≥0
(
α log
(
Wˆn(pi, α)
)
+ αδ
)
,
and
QDRO(pi) = − inf
α≥0
(α log (E[Wi(pi, α)]) + αδ) = −V (E[Wi(pi, α)]).
We remain to show P(QˆDRO(pi) 6= −V (Wˆn(pi, α)))→ 0, as n→∞. The weak convergence (A.2)
also implies the uniform convergence,
sup
α∈[α/2,2α])
∣∣∣Wˆn(pi, α)−E[Wi(pi, α)]∣∣∣→ 0 a.s..
Therefore, we further have
sup
α∈[α/2,2α])
∣∣∣(α log (Wˆn(pi, α))+ αδ)− (α log (E[Wi(pi, α)]) + αδ)∣∣∣→ 0 a.s.
given E[Wi(pi, α)] is bounded away from zero in (A.3). Let
 = min {α/2 log (E[Wi(pi, α/2)]) + αδ/2, 2α log (E[Wi(pi, 2α)]) + 2αδ}−(α∗ log (E[Wi(pi, α∗)]) + α∗δ) > 0.
Then, given the event{
sup
α∈[α/2,2α])
∣∣∣(α log (Wˆn(pi, α))+ αδ)− (α log (E[Wi(pi, α)]) + αδ)∣∣∣ < /2} ,
we have
α∗ log
(
Wˆn(pi, α)
)
+ α∗δ < min
{
α/2 log
(
Wˆn(pi, α/2)
)
+ αδ/2, 2α log
(
Wˆn(pi, 2α)
)
+ 2αδ
}
,
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which means QˆDRO(pi) = −V (Wˆn(pi, α)) by the convexity of α log
(
Wˆn(pi, α)
)
+ αδ.
Finally, we complete the proof by Slutsky’s lemma [e.g. 42, Theorem 1.8.10]).:
√
n
(
QˆDRO(pi)−QDRO(pi)
)
=
√
n
(
QˆDRO(pi) + V (Wˆn(pi, α))
)
+
√
n
(
V (E[Wi(pi, α)])− V (Wˆn(pi, α))
)
⇒ 0 +N (0, σ2(α∗)) d= N (0, σ2(α∗)) ,
where
σ2(α) =
α2
E [Wi(pi, α)]
2 E
[
1
pi0 (pi(X)|X) (exp (−Y (pi(X))/α)−E [exp (−Y (pi(X))/α)])
2
]
Appendix A.4 Proof of the statistical performance guarantee in Section 4.1
We first give the proof of Lemma 3.
Proof. Proof of Lemma 3 Notice that∣∣∣∣sup
α≥0
{−α log EP1 {exp (−Y/α)} − αδ} − sup
α≥0
{−α log EP2 {exp (−Y/α)} − αδ}
∣∣∣∣
≤ sup
α≥0
|α log EP1 [exp (−Y/α)]− α log EP2 [exp (−Y/α)]|
= sup
α≥0
|α log EPU [exp (−qP1 (U) /α)]− α log EPU [exp (−qP2 (U) /α)]| ,
where PU ∼ U([0, 1]) and the last equality is based on the fact that qP (U) d= P.
Denote T = supt∈[0,1] |qP1 (t)− qP2 (t)| and we have
α log EPU [exp (−qP1 (U) /α)]− α log [EPU exp (−qP2 (U) /α)]
= α log
[∫ 1
0
exp (−qP1 (u) /α) du
]
− α log
[∫ 1
0
exp (−qP2 (u) /α) du
]
≤ α log
[∫ 1
0
exp (−qP2 (u) /α) exp (T/α) du
]
− α log
[∫ 1
0
exp (−qP2 (u) /α) du
]
= T.
Similarly, we have
α log [EPU exp (−qP2 (U) /α)]− α log [EPU exp (−qP1 (U) /α)] ≤ T.
The desired result then follows.
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Lemma A10. Suppose probability measures P1 and P2 supported on [0,M ] and P1 has a positive
density fP1 (·) with a lower bound fP1 ≥ b over the interval [0,M ]. Then, we have
sup
t∈[0,1]
|qP1 (t)− qP2 (t)| ≤
1
b
sup
x∈[0,M ]
|FP1 (x)− FP2 (x)| .
Proof. Proof For ease of notation, let x1 = qP1 (t) and x2 = qP2 (t) . Since the distribution is right-
continuous with left limits and P1 is continuous, we have
FP2 (x2−) ≤ t, FP2 (x2) ≥ t, and FP1 (x1) = t.
If x1 ≥ x2, we have
x1 − x2 ≤ 1
b
(FP1 (x1)− FP1 (x2))
≤ 1
b
((FP1 (x1)− FP1 (x2)) + (FP2 (x2)− FP1 (x1)))
=
1
b
(FP2 (x2)− FP1 (x2)) .
If x1 < x2, we construct a monotone increasing sequence x
(1), x(2), . . . with x(n) ↑ x2. Since P1 is
continuous, we have FP1
(
x(n)
) ↑ FP1 (x2) . Then, notice that
x2 − x1 ≤ 1
b
(FP1 (x2)− FP1 (x1))
≤ 1
b
(
(FP1 (x2)− FP1 (x1)) +
(
FP1 (x1)− FP2
(
x(n)
)))
=
1
b
(
FP1 (x2)− FP2
(
x(n)
))
= lim
n→∞
1
b
(
FP1
(
x(n)
)
− FP2
(
x(n)
))
.
Therefore, for every t, we have
|qP1 (t)− qP2 (t)| = |x1 − x2| ≤
1
b
sup
x∈[0,M ]
|FP1 (x)− FP2 (x)| .
The desired results then follows.
By utilizing Lemmas 3 and A10, we are ready to prove Theorem 2.
Proof. Proof of Theorem 2 Recall RDRO(pˆiDRO) = QDRO(pi
∗
DRO)−QDRO(pˆiDRO). Then,
RDRO(pˆiDRO)
= QDRO(pi
∗
DRO)− QˆDRO(pˆiDRO) + QˆDRO(pˆi)−QDRO(pˆiDRO)
≤
(
QDRO(pi
∗
DRO)− QˆDRO(pi∗DRO)
)
+
(
QˆDRO(pˆiDRO)−QDRO(pˆiDRO)
)
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≤ 2 sup
pi∈Π
∣∣∣QˆDRO(pi)−QDRO(pi)∣∣∣ .
notice that
QˆDRO(pi) = sup
α≥0
{
−α log
[
EPˆn exp (−Yi(pi(Xi))) /α)
]
− αδ
}
. (A.4)
where Pˆn is the weighted empirical distribution, defined by
Pˆpin ,
1
nSpin
n∑
i=1
1{pi(Xi) = Ai}
pi0 (Ai|Xi) δ (Yi, Xi) .
Therefore, we have
RDRO(pˆiDRO)
≤ 2 sup
pi∈Π
∣∣∣∣sup
α≥0
{
−α log
[
EPˆn exp (−Yi(pi(Xi)) /α)
]
− αδ
}
− sup
α≥0
{−α log [EP0 exp (−Y (pi(X)) /α)]− αδ}
∣∣∣∣(A.5)
By Lemmas 3, A10 and Assumption 1, we have
sup
pi∈Π
∣∣∣∣sup
α≥0
{
−α log
[
EPˆn exp (−Yi(pi(Xi)) /α)
]
− αδ
}
− sup
α≥0
{−α log [EP0 exp (−Y (pi(X)) /α)]− αδ}
∣∣∣∣
≤ sup
pi∈Π
sup
x∈[0,M ]
1
b
∣∣∣EPˆn [1 {Yi(pi(Xi) ≤ x}]−EP0 [1 {Yi(pi(Xi) ≤ x}]∣∣∣
= sup
pi∈Π,x∈[0,M ]
1
b
∣∣∣∣∣
(
1
nSpin
n∑
i=1
1{pi(Xi) = Ai}
pi0 (Ai|Xi) 1 {Yi(pi(Xi) ≤ x}
)
−EP0 [1 {Y (pi(X) ≤ x}]
∣∣∣∣∣
≤ sup
pi∈Π,x∈[0,M ]
1
b
∣∣∣∣∣
(
1
n
n∑
i=1
1{pi(Xi) = Ai}
pi0 (Ai|Xi) 1 {Yi(pi(Xi) ≤ x}
)
−EP0
[
1{pi(X) = Ai}
pi0 (A|X) 1 {Y (pi(X) ≤ x}
]∣∣∣∣∣(A.6)
+ sup
pi∈Π,x∈[0,M ]
1
b
∣∣∣∣∣
(
Spin − 1
nSpin
n∑
i=1
1{pi(Xi) = Ai}
pi0 (Ai|Xi) 1 {Y (pi(Xi) ≤ x}
)∣∣∣∣∣ . (A.7)
For (A.6), by [65, Theorem 4.10], we have with probability 1− exp (−n2η2/2)
sup
pi∈Π,x∈[0,M ]
1
b
∣∣∣∣∣
(
1
n
n∑
i=1
1{pi(Xi) = Ai}
pi0 (Ai|Xi) 1 {Yi(pi(Xi) ≤ x}
)
−EP0
[
1{pi(X) = A}
pi0 (A|X) 1 {Y (pi(X) ≤ x}
]∣∣∣∣∣
≤ 1
b
(2Rn (FΠ,x) + ) , (A.8)
where the function class FΠ,x is defined as
FΠ,x ,
{
fpi,x(X,Y,A) =
1{pi(X) = A}1{Y (pi(X)) ≤ x}
pi0(A|X)
∣∣∣∣pi ∈ Π, x ∈ [0,M ]} .
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For (A.7), we have
1
b
∣∣∣∣∣
(
Spin − 1
nSpin
n∑
i=1
1{pi(Xi) = Ai}
pi0 (Ai|Xi) 1 {Y (pi(Xi) ≤ x}
)∣∣∣∣∣ ≤ 1b |Spin − 1| , (A.9)
Further, by [65, Theorem 4.10] and the fact 1pi0(A|X) ≤ 1η and E
[
1{pi(X)=A}
pi0(A|X)
]
= 1, we have with
probability at least 1− exp (−n2η2/2) ,
sup
pi∈Π
|Spin − 1| ≤ 2Rn (FΠ) + , (A.10)
where FΠ ,
{
fpi(X,A) =
1{pi(X)=A}
pi0(A|X)
∣∣∣pi ∈ Π} .
By combining (A.8), (A.9), and (A.10), we have with probability at least 1− 2 exp (−n2η2/2),
RDRO(pˆiDRO) ≤ 2
b
(2Rn (FΠ,x) + ) + 2
b
(2Rn (FΠ) + ) .
Now, we turn to the Rademacher complexity of the classes FΠ,x and FΠ. First, for the class FΠ,
notice that √√√√ n∑
i=1
1
n
(
1{pi1(Xi) = Ai}
pi0(Ai|Xi) −
1{pi2(Xi) = Ai}
pi0(Ai|Xi)
)2
=
√√√√ 1
n
n∑
i=1
(
1{pi1(Xi) 6= pi2(Xi)}
pi0(Ai|Xi)
)2
≤ 1
η
√
H (pi1, pi2).
Therefore, the covering number
N
(
t,FΠ, ‖·‖Pn
) ≤ N (t,Π,√H (·, ·)/η) = N (n)H (η2t2,Π, {x1, . . . , xn}) ≤ N (n)H (η2t2,Π) .
For the class FΠ,x, we claim
N
(
t,FΠ,x, ‖·‖Pn
) ≤ N (n)H (η2t2/2,Π) sup
P
N
(
ηt/
√
2,FI , ‖·‖P
)
,
where FI = {f(t) , 1 {t ≤ x} |x ∈ [0,M ]}. For ease of notation, let
NΠ(t) = N
(n)
H
(
η2t2/2,Π
)
, and NI(t) = sup
P
N
(
ηt/
√
2,FI , ‖·‖P
)
.
Suppose {pi1, pi2, . . . , piNΠ(t)} is a cover for Π and
{
1pi {t ≤ x1} ,1pi {t ≤ x2} , . . . ,1pi
{
t ≤ xNI(t)
}}
is
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a cover for FI under the distance ‖·‖Pˆpi , defined by
Pˆpi ,
1
n
n∑
i=1
δ {Yi(pi(Xi))} .
Then, we claim that F tΠ,x is a t-cover set for FΠ,x, where F tΠ,x is defined as
F tΠ,x ,
{
1{pii(X) = A}1pii{Y (pii(X)) ≤ xj}
pi0(A|X)
∣∣∣∣ i ≤ NΠ(t), j ≤ NI(t)} .
For fpi,x(X,Y,A) ∈ FΠ,x, we can pick p˜i, x˜ such that fp˜i,x˜(X,Y,A) ∈ F tΠ,x, H (pi, p˜i) ≤ t2/2 and
‖1 {Y ≤ x} − 1 {Y ≤ x˜}‖Pˆp˜i ≤ t/
√
2. Then, we have√√√√ n∑
i=1
1
n
(
1{pi(Xi) = Ai}1{Y (pi(Xi)) ≤ x1}
pi0(Ai|Xi) −
1{p˜i(Xi) = Ai}1{Y (p˜i(Xi)) ≤ x˜}
pi0(Ai|Xi)
)2
≤ 1
η
√√√√H (pi, p˜i) + 1
n
n∑
i=1
1{pi(Xi) = p˜i(Xi)} (1{Y (p˜i(Xi)) ≤ x} − 1{Y (p˜i(Xi)) ≤ x˜})2
≤ 1
η
√
η2t2/2 + η2t2/2 = t.
From Lemma 19.15 and Example 19.16 in [63], we know
sup
P
N (t,Fx, ‖·‖P) ≤ K
(
1
t
)2
,
where K is a universal constant. Finally, by Dudley’s theorem [e.g. 65, (5.48)], we have
Rn (FΠ) ≤ E
∫ 2/η
0
√
logN
(
t,FΠ, ‖·‖Pn
)
n
dt
 ≤ κ(n) (Π)
η
√
n
,
and
Rn (FΠ,x) ≤ 1√
n
∫ 2/η
0
√
log
(
N
(n)
H (η
2t2/2,Π)
)
+ log
(
sup
P
N
(
ηt/
√
2,Fx, ‖·‖P
))
dt
=
1
η
√
n
∫ 2
0
√
log
(
N
(n)
H (s
2/2,Π)
)
+ log
(
sup
P
N
(
s/
√
2,Fx, ‖·‖P
))
ds
≤ 1
η
√
n
∫ √2
0
(√
log
(
N
(n)
H (s
2/2,Π)
)
+
√
logK +
√
4 log (1/s)
)
ds
≤
√
2κ(n) (Π)
η
√
n
+ C/
√
n,
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where C is a universal constant. Therefore, by picking ε′ = 2 exp
(−n2η2/2) , we have with proba-
bility 1− ε′,
RDRO(pˆiDRO) ≤ 4
bη
√
n
(
(
√
2 + 1)κ(n) (Π) +
√
2 log
(
2
ε′
)
+ C
)
. (A.11)
Appendix A.5 Proof of the Bayes DRO policy result in Section 5.1
Proof. Proof of Proposition 2 By Lemma 1, we have
QDRO(pi
∗
DRO) = sup
pi∈Π
sup
α≥0
{−α log EP0 [exp(−Y (pi(X))/α)]− αδ}
= sup
α≥0
sup
pi∈Π
{−α log EP0 [exp(−Y (pi(X))/α)]− αδ} . (A.12)
The inner maximization (A.12) can be further simplified as
sup
pi∈Π
{−α log EP0 [exp(−Y (pi(X))/α)]− αδ}
= sup
pi∈Π
{−α log EP0 [E [exp(−Y (pi(X))/α)|X]]− αδ}
= −α log EP0
[
inf
pi∈Π
E [exp(−Y (pi(X))/α)|X]
]
− αδ.
By the moment generating function of normal distributions, we have
inf
pi∈Π
E [exp(−Y (pi(X))/α)|X] = min
a∈A
{E [exp(−Y (a)/α)|X]} ,
and the optimal dual variable is
α∗(pi∗DRO) = arg max
α≥0
{
−α log EP0
[
min
a∈A
{EP0 [ exp (−Y (a)/α)|X]}
]
− αδ
}
.
Finally, we have for any a ∈ A, the set
{x ∈ X : pi∗DRO(x) = a} =
{
x ∈ X : EP0 [ exp (−Y (a)/α)|X = x] ≤ EP0
[
exp
(−Y (a′)/α)∣∣X = x] , for ∀a′ ∈ A/{a}}
is measurable.
Appendix A.6 Proof of the extension results in Section 6
Proof. Proof of Lemma 6 If k = 1, we have ck(δ) = 1, and thus Lemma 6 recovers Lemma 3. For
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k ∈ (1,+∞), notice that∣∣∣∣sup
α∈R
{
−ck (δ) EP1
[
(−Y + α)k∗+
] 1
k∗ + α
}
− sup
α∈R
{
−ck (δ) EP2
[
(−Y + α)k∗+
] 1
k∗ + α
}∣∣∣∣
≤ ck (δ) sup
α∈R
∣∣∣∣EP1 [(−Y + α)k∗+ ] 1k∗ −EP2 [(−Y + α)k∗+ ] 1k∗ ∣∣∣∣
= ck (δ) sup
α∈R
∣∣∣∣EPU [(−qP1 (U) + α)k∗+ ] 1k∗ −EPU [(−qP2 (U) + α)k∗+ ] 1k∗
∣∣∣∣ ,
where PU ∼ U([0, 1]) and the last equality is based on the fact that qP (U) d= P.
By the triangular inequality in Lp (U) space, we have∣∣∣∣EPU [(−qP1 (U) + α)k∗+ ] 1k∗ −EPU [(−qP2 (U) + α)k∗+ ] 1k∗
∣∣∣∣
≤ EPU
[
|qP1 (U)− qP2 (U)|
k∗
] 1
k∗
≤ sup
t∈[0,1]
|qP1 (t)− qP2 (t)| .
Appendix B Experiments
This section provides implementation details for how to compute arg minΘ∈R(p+1)×d Wˆn(piΘ, α) where
piΘ is the multilinear policy associated with parameter Θ. Recall the definition of Wˆn(pi, α) from
definition 4 that
Wˆn(pi, α) =
1
nSpin
n∑
i=1
Wi(pi, α) =
∑n
i=1
1{pi(Xi)=Ai}
pi0(Ai|Xi) exp(−Yi(Ai)/α)∑n
i=1
1{pi(Xi)=Ai}
pi0(Ai|Xi)
.
As we did in Section 5.2, we employ the smooth approximation of the indicator function
1{piΘ(Xi) = Ai} ≈
exp(θ>AiXi)∑d
a=1 exp(θ
>
a Xi)
.
Now for i = 1, . . . , n, we the smooth weight function pi : R
(p+1)×d → R+ as
pi(Θ) ,
exp(θ>AiXi)
pi0 (Ai|Xi)
∑d
a=1 exp(θ
>
a Xi)
,
then the estimator Wˆn(piΘ, α) admits the smooth approximation
Wˆn(piΘ, α) ≈ W˜n(piΘ, α) ,
∑n
i=1 pi(Θ) exp(−Yi(Ai)/α)∑n
i=1 pi(Θ)
.
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In addition, we have
∇ΘW˜n(piΘ, α) = W˜n(piΘ, α)∇Θ log
(
W˜n(piΘ, α)
)
≈ W˜n(piΘ, α) ·
(
∇Θ log
(
n∑
i=1
pi(Θ) exp(−Yi(Ai)/α)
)
−∇Θ log
(
n∑
i=1
pi(Θ)
))
= W˜n(piΘ, α) ·
(∑n
i=1∇Θpi(Θ) exp(−Yi(Ai)/α)∑n
i=1 pi(Θ) exp(−Yi(Ai)/α)
−
∑n
i=1∇Θpi(Θ)∑n
i=1 pi(Θ)
)
.
Therefore, we can employ gradient to descent to solve for Θ that minimizes W˜n(piΘ, α), which ap-
proximately minimizes Wˆn(piΘ, α) as well. This is how we solve for arg minΘ∈R(p+1)×d Wˆn(piΘ, α) in
implementation.
40
