Integrable deformations of the hyperbolic and trigonometric BC n Sutherland models were recently derived via Hamiltonian reduction of certain free systems on the Heisenberg doubles of SU(n, n) and SU(2n), respectively. As a step towards constructing action-angle variables for these models, we here apply the same reduction to a different free system on the double of SU(2n) and thereby obtain a novel integrable many-body model of Ruijsenaars-Schneider-van Diejen type that is in action-angle duality with the respective deformed Sutherland model.
Introduction
between commuting KP flows and bispectral operators. It is also worth noting that a global description is necessary in order to obtain complete flows after reduction, and this can be turned around to construct natural regularizations of several systems with singularities.
Section 2 is devoted to preparations. The two families of free Hamiltonians and their Hamiltonian vector fields are characterized in Proposition 2.1, and the reduction of interest is defined in Subsection 2.3. Our main new results are summarized by Theorem 3.2 and Theorem 3.3 in Section 3. These describe Darboux coordinates on the reduced phase space in which the simplest reduced Hamiltonian descending from the second free system acquires an RSvD form. Proposition 3.1 formulates a technical result that plays a key role in our analysis. In Section 4 we exhibit the action-angle duality between the reduced system derived in [19] and the one treated here for the first time. Finally, in Appendix A the rational limit is presented of our RSvD type Hamiltonian (3.59).
Preliminaries
We here collect the necessary definitions and background results that will be used later. Most of these results are fairly standard and can be found in many sources (see e.g. [27] ).
Group actions and invariants
Our master phase space will be M = SL(2n, C), treated as a real manifold. Let K = SU(2n), and B the group consisting of the upper triangular elements of SL(2n, C) with real, positive diagonal entries. We shall use the notation B n for the analogous subgroup of GL(n, C). By the procedure of Gram-Schmidt orthogonalisation, we may write any g ∈ SL(2n, C) in the form
with unique k L ∈ K and b R ∈ B. Equivalently, we may write, with k R ∈ K and b L ∈ B,
For present purposes, we favour the use of the g = k L b R decomposition and shall often drop the subscripts, denoting the components simply as (k, b) ∈ K × B. The natural leftmultiplication action of K on M generates the "left-handed" action on
3)
The natural right-multiplication action of K on M generates the "right-handed" action on
Let us introduce the matrix 1 I := diag(1 n , −1 n ) and define
Suppose that b ∈ B and f ∈ K. Then there exists a uniquef ∈ K such thatf bf † ∈ B, and hence we get f * R (k, b) = (kf † ,f bf † ). (2.6) Moreover, this formula restricts to K + , in the sense that f ∈ K + ⇔f ∈ K + . The first claim is a direct consequence of the property of universal factorisation, while the second can be checked by writing b in block form, and then looking at each component separately. The left-handed and right-handed actions naturally engender an action of K + × K + , and we shall be interested in the ring of the smooth real functions on M ≃ K × B which are invariant under this action. To obtain such functions, for Herm := {X ∈ C 2n×2n | X † = X} and qHerm := {X ∈ C 2n×2n | X † = IXI}, we introduce the maps Ω : M → Herm and L : M → qHerm, defined by
Clearly Ω and L are invariant with respect to the left-handed action of K + on M. With respect to the right-handed action, from (2.6),
From this observation there follows directly that, with respect to the obvious conjugation actions of K + on Herm and on qHerm,
Having in mind our later purpose, we next introduce a mapping w : M → C 2n as follows. Letŵ ∈ C 2n , and assume that Iŵ =ŵ; that iŝ
From (2.6) we have, with respect to the right-handed action of K + on M, 12) whilst, with respect to the left-handed action of K + on M, we have the tautologous statement
where
An important relation between L and w -due to the condition Iŵ =ŵ-is the self-evident
Poisson structure and symmetries
The group decomposition SL(2n, C) ≃ K × B results in the Lie algebra decomposition sl(2n, C) ≃ Lie(K) + Lie(B), and the two subalgebras k := Lie(K) and b := Lie(B) are in natural duality with one another with respect to the invariant nondegenerate inner product on g := sl(2n, C)
Consequently, M acquires the structure of Heisenberg double in the standard way [20] . That is, C ∞ (M) carries the (non-degenerate) Poisson bracket given by 17) using R ∈ End(g) provided by half the difference of two projections, R = 1 2
With respect to this extra structure, the left-handed and right-handed actions of K on M are Poisson actions with momentum maps g → b L and g → b R defined by (2.1) and (2.2). In fact, K + is a Poisson Lie subgroup of K and its dual group can be identified with B/N, where N ⊂ B is the normal subgroup of matrices having the block form,
Denoting the projection B → B/N by π N , the momentum maps generating the left-handed and right-handed actions of K + on M are respectively the maps
(2.20)
Proposition 2.1. The functions F l and Φ l , defined by
are all invariant with respect to the action of the symmetry group K + × K + . They form two separate families of functions in involution on M; that is 22) and
The Hamiltonian vector field corresponding to F l is expressed in terms of the K and B components by
The Hamiltonian vector field corresponding to Φ l is expressed in terms of the K and B components by
Each of these vector fields generates a complete flow on M.
Proof. For both families, (K + × K + )-invariance is obvious from (2.9), and the involutivity properties may be deduced directly from the forms of the respective Hamiltonian vector fields. The formula for X F l is obtained by straightforward application of the definitions (2.17) and (2.18). The derivation for X Φ l is more lengthy, proceeding via the observation that ∇ ′ g Φ l ∈ b, which implies thatġg
, and this can be written explicitly utilizing the fact that
(id + I)X(id − I). The completeness property of the flow of X F l is plain, while for X Φ l it follows by appeal to the compactness of K, using thaṫ bb −1 in (2.25) depends only on k.
It will be important for us to have the projections of X F l and X Φ l expressed in terms of L, Ω and w. These follow directly from (2.24) and (2.25), using (2.7) and (2.11), and are respectively given by
and
(2.27)
2.3
Reduction of the systems {F l } and {Φ l }
In principle, one can perform reduction by setting the diagonal n × n blocks of b L and b R to arbitrary constants, elements of B n , and then projecting to the quotient of the resulting momentum constraint surface, M 0 , by the isotropy subgroup in K + ×K + corresponding to the constraints. The quotient, the reduced phase space M red , is naturally a smooth symplectic manifold if standard regularity conditions are met (see e.g. [28] ). The functions F l and Φ l then descend to smooth functions F red l and Φ red l on M red forming Abelian Poisson algebras with respect to the reduced symplectic structure. The isotropy group of the constraints is also known as the gauge group, and the associated transformations of M 0 are often called gauge transformations.
The following result gives us a device (used already in [18, 22] ) whereby the momentum constraints are expressed as explicit functions of g ∈ M. The proof is a simple exercise.
is equivalent to 29) and the condition
is equivalent to
In the present work, we study reduction under the following constraints. We choose real, positive numbers x, y, α, supposing additionally that α < 1, and then fix the constraint surface M 0 by
where σ is an element of B n , defined in relation to the previously chosen vectorv in (2.10) by the property that
This presupposes the condition on the fixed vectorv that |v| 2 = α 2 (α −2n − 1), thus ensuring that det(σ) = 1. The right-hand part of the corresponding isotropy group is the whole of K + . The left-hand part of the isotropy group, denoted K + (σ) (since it depends only on the choice of the element σ), is the direct product
with K + (ŵ) in (2.14) and with T 1 given by
Here, the T 1 factor of K + (σ) acts on the vector w (2.11) according to the rulê
The task is to characterize the quotient,
The approach followed in [19] mimics that of [18, 23] , and results in a model of M red (proved in [19] to be a smooth manifold) for which the functions F red l are presented as a collection of interesting commuting Hamiltonians, and the Φ red l are trivial. It proceeds, after imposing the constraints, by using the isotropy subgroups for both the left-handed and righthanded actions to bring k to the form
In essence, the result develops from finding the explicit dependence of the matrix Ω as a function of L, i.e. of q, and of conjugate variables, such that the constraint is satisfied. Alternatively, in the current article we shall look for a model of the reduced phase space for which the functions Φ red l form a set of interesting commuting Hamiltonians and the F red l are trivial. This is achieved by using the right-hand isotropy subgroup to bring Ω to blockwise diagonal form, following which the reduction proceeds by representation, via constraints, of the matrix L as a function of Ω and of canonically conjugate variables. Our objective in the next section is to elaborate this statement in detail.
Analysis of the reduced system
We start with the observation that, for any g = kb from the constraint surface M 0 , the right-handed action of K + may be used to bring b to the form
This is an application of the standard singular value decomposition of n×n complex matrices. The β i are invariants on M 0 with respect to the full gauge group K + (σ) × K + . Now the idea is to introduce a partial gauge fixing where b has the above form, and label the points of M red (2.37) by the β i together with further invariants with respect to the residual gauge transformations. In what follows we assume that
Then the residual gauge group is K + (σ)×T n−1 , where T n−1 contains the matrices of the form diag(τ, τ ), with τ = diag(τ 1 , . . . , τ n ) and τ k ∈ U(1) subject to the condition
It is readily seen that, with w = w(g) defined in (2.11), the triple (β, w, L) provides a complete set of invariants with respect to the factor K + (ŵ) of the residual gauge group. After factoring this out, we combine the residual right-handed gauge group T n−1 and the factor T 1 (2.35) of K + (σ), which acts by (2.36), into the n-torus
The residual gauge transformation by T ∈ T n acts on the triple (β, w, L) according to
In the next subsection, we solve the constraint condition and express w and L, up to the gauge action (3.4), in terms of β and further invariants. In Subsections 2.2 and 2.3 we construct Darboux coordinates on M red and determine the form of the reduced Hamiltonian Φ red 1 in terms of them. The assumption (3.2) can certainly be made by restriction to an open subset of M 0 . We shall adopt further similar assumptions in our arguments below; requiring various functions to be non-vanishing before we divide by them. As will be explained in [29] , it can be proved that our analysis covers a dense open subset of M red . The domain on which our subsequently derived local formulae are valid is revisited in Section 4.
Solving the constraint conditions
So far we have introduced partial gauge fixing so that b = b R takes the form specified in (3.1), and then adopted (3.2). Now we deal with the consequences of the left-hand part of the constraints imposed in (2.32). According to Proposition 2.2, this is equivalent to
Substituting g = kb, then conjugating with k † and multiplying by 2y 2 , we have
and, after using (2.33) and rewriting the matrix on the right hand side accordingly, we obtain
Our objective is to find the general solution of (3.7) for L in terms of
Somewhat surprisingly, containing as it does the several unknown quantities, ww † and L, equation (3.7) can be solved directly. To see this, we start by noticing that the simple blockwise diagonal form of Ω allows us to diagonalise it very easily. To present Ω in diagonalised form, let us introduce the matrix
Define Γ i and Σ i by the formulae
in terms of the new variables
Then it is readily checked that every matrix Ω (3.8) can be written in form 12) using the following invertible correspondence between the variables β i and Λ i :
Because of the blockwise diagonal structure of Ω, it is enough to check the claim for the case n = 1. The condition (3.11) is equivalent to (3.2). The relations Γ
Now we return to (3.7), from now on using the variables Λ i instead of the variables β i . Setting Q := ρLIρ andw := ρw, (3.15)
we get 2y
Assuming that we can divide, this gives in components 
Supposing thatw a = 0, this yields 20) from which each of the |w b | 2 is expressed in terms of the components of Λ, by means of the inverse of the Cauchy-like matrix Solving (3.20) , we obtain
Proof. Rewriting (3.20), we have
with
From the standard formula for the inverse of a Cauchy matrix, we may deduce 24) using the complex function
and its derivative A ′ (z). Consequently,
To simplify the sum, introduce the rational function Ψ a (z) of a complex variable
Observing that Ψ a (z)dz extends to a meromorphic 1-form on the Riemann sphere C, the sum of its residues over C must be zero. All the poles of Ψ a (z)dz are simple, and they are located at z = x b for b = 1, 2, . . . , 2n and at z = ±1. The sum of the residues at z = x b is exactly the sum in (3.26), and so this sum can be evaluated by computing the residues at z = ±1. We find
Substitution into (3.26) produces 29) and replacing x a = α −1 Λ a gives the stated result.
We have expressed Q (3.15), and therefore also L = ρQρI, in terms of Λ andw = ρw. Hence it follows from (3.13) and the transformation rule (3.4) that we may parametrize the gauge orbits using Λ together with invariants of w. Equivalently, we may build invariants out ofw, which, due to the form of ρ (3.9), transforms under the residual gauge action (3.4) in the same way as w, i.e.,
T :w → Tw.
Recalling the form of T ∈ T n (3.3), we see that the angles θ j defined by the relations 31) are invariants. Since the conditionsw j ∈ R >0 for all j = 1, . . . , n define a complete gauge fixing for the residual gauge transformations (3.4), the variables Λ j together with the θ j provide a complete set of invariants that label the gauge orbits in our open subset of M 0 .
Darboux coordinates on the reduced space
The reduced phase space M red is a symplectic manifold, and we denote the Poisson bracket of smooth functions on M red by { , } red . It is apparent already in (2.26) that the eigenvalues of Ω and the phase-like invariants ofw, as exhibited in (3.31), are candidates for Darboux coordinates. We are going to prove that they indeed are such. As a preparation, we next formulate a consequence of the general theory of Hamiltonian reduction. Let M 1 denote the subspace of the constraint surface M 0 (2.32) consisting of the elements for which b has the form (3.1). Then there is a natural one-to-one correspondence between the gauge invariant smooth functions on M 1 , with respect to the residual gauge transformations acting on M 1 , and the smooth functions on M red (2.37). Take a ( 
where X H is the Hamiltonian vector field of H restricted to M 1 , and Y H represents the right-handed action of point dependent elements of the Lie algebra k + of K + , chosen in such a way that X 1 H is tangent to M 1 . This is expressed by the equality
The vector field X 1 H is determined in the following way. Ifk andḃ denote the components of X H (g) corresponding to the decomposition M ∋ g = kb, and k ′ and b ′ denote the components of X 1 H (g) corresponding to the decomposition M 1 ∋ g = kb, then we have
where Y ∈ k + is the "compensating infinitesimal gauge transformation", ensuring that the X Y 2 ) , the B-component of (3.34) can be recast as
whereḃ 12 denotes the top-right n × n block ofḃ. The condition on Y is that β ′ must be a real diagonal matrix, because β is a real diagonal matrix. We observe from (3.35) that, up to its inherent ambiguity, Y can be viewed as a function of β andḃ 12 , which themselves are functions on M 1 .
We shall apply the above procedure to the open submanifoldM red of M red that can be parametrized by the invariants Λ j (3.12) and e iθ j (3.31), and denote the corresponding submanifold of M 1 byM 1 We note that every gauge invariant function onM 1 can be regarded as a function of β and w, since they determine L by equations (3.13)-(3.17). For a gauge invariant function G onM 1 , denoting by G red the expression in the local coordinates (Λ, e iθ ) of the corresponding function onM red , we have
where (β, w) → (Λ, e iθ ) is given by (3.13), (3.15) and (3.31). We shall also use the fact that onM 1 the functions |w a | (a = 1, . . . , 2n) are non-zero and depend only on Λ. 
(3.37)
Proof. The first two relations in (3.37) are shown easily. For this, we start by pointing out that the reductions of the Poisson commuting functions
The identity {F red j , F red l } red = 0 for all j, l is assured by the reduction, and is clearly equivalent to {λ j , λ l } red = 0.
Direct calculation on the reduced phase space gives
Notice from (2.24) that the Hamiltonian vector field of F l is tangent to M 1 . Calculating the right-hand-side of (3.33) for H = F l and G = e iθ j defined by (3.31), we find from (2.26) that
Equality between the last two expressions is equivalent to {θ j , λ l } red = δ jl . The Jacobi identity for { , } red and the formulae {θ i , λ j } red = δ ij imply that the functions
depend only on λ. It remains to prove that these functions vanish identically. We consider the function Φ 1 ∈ C ∞ (M) K + ×K + , also defined in (2.21). The Hamiltonian vector field of Φ 1 , given by the l = 1 special case of (2.25), is tangent to M 0 , but is not tangent toM 1 . In this caseḃ 12 = 2ix −1 L 12 , and we can find
will be a real diagonal matrix. To proceed further, we point out that for every element g = kb ∈M 1 , there exists another element
where star denotes complex conjugation. This holds since the constraint condition (3.7) is stable under complex conjugation 2 . More concretely, it reflects the fact that for fixed β the constraints determine only the moduli |w a | of thew a (3.15), and all values are possible for arg(w a ). For a given g, any two choices of g ♯ are related by a gauge transformation, since w determines k up to the left-handed action of K + (ŵ). The rest of the proof relies on the property
which follows by comparison of equation (3.42) with its complex conjugate. Of course, this equality is understood up to the ambiguity in Y , that does not affect the derivatives of gauge invariant functions. Let A = diag(A 1 , A 2 , . . . , A n ) be a diagonal matrix with A j ∈ R for all j, and introduce the 2n × 2n matrixÂ
We then define the gauge invariant function G A onM 1 by
Using the l = 1 case ofẇ from (2.27), with (3.34) and (2.15), the derivative w
and we easily check that
Indeed, denoting Y (β, 2ix −1 L 12 ) simply by Y for short, we have
2 We can take g ♯ = g * whenever the fixed vectorŵ (2.10) is real.
and, using(3.43) and (3.44),
(3.50) It is easy to see that these are the same.
Next, let us inspect the reduced version of the equality (3.48). Taking into account the relationw = ρw and using ρÂρ = −Â, we obtain
On the other hand, Φ red 1
takes the form
with some functions V and f j . (Equation (3.59) below shows that f j (λ) = 0 onM red .) Direct calculation then yields
with the notation (3.41). This implies the relation
(3.54) Now we notice from (3.31) that, for invariant functions onM 1 , (λ, θ) → (λ, −θ) is equivalent tow →w * and, as w = ρw, the same is true for w, i.e. w → w * . Therefore, taking into account also (3.33) and (3.43), the reduced version of the equality (3.48) says that the expression in (3.54) is zero. Choosing
we obtain 2|w k | |w n+k |f l P kl = 0. (3.56) This necessitates the vanishing of P kl , whence the proof is complete.
The form of the Hamiltonian
The Hamiltonian of interest is the reduction of Φ 1 -the simplest element in the ring of invariant functions of L-expressed as a function of the Darboux coordinates λ j , θ j (3.37) on the reduced phase space. The desired expression can be derived by evaluation of the formula
using, on account of (3.15), L = ρQρI with Q given by (3.17) . Since tr L is gauge invariant, we obtain Φ red 1 as a function of λ, θ if we substitute (3.21) and (3.31) . In agreement with [19] , let us replace takes the form
Proof. Let us write
where, from (3.17),
W ab =w a δ ab , and
Hence, using (3.15) together with (3.9), we have
Substituting from (3.62), (3.10) and then reorganising terms, we get
(3.64)
Let us denote by V the first sum in formula (3.64), and insert |w a | 2 from (3.21). Introducing the complex function Ψ(z) by
observe that
As Ψ(z)dz extends to a meromorphic 1-form on the Riemann sphere C, the sum of its residues over the poles in C is zero. In addition to z = Λ a for a = 1, . . . , 2n, Ψ(z)dz possesses poles at z = ±1, ±α, ∞. All residues can be calculated straightforwardly. In this way, using also the substitutions Λ j = e 2λ j , (3.58) and elementary hyperbolic identities like sinh(ν + µ) sinh(ν − µ) = sinh 2 ν − sinh 2 µ, we obtain formula (3.60) for V . To finish the derivation, we first rewrite (3.21) as
for k = 1, . . . , n. Substituting these in the second term of (3.64) and using again (3.58) leads to the claimed formula (3.59) for Φ red 1 .
Discussion
The Heisenberg double M of the Poisson Lie group K = SU(2n), equipped with the Abelian Poisson algebras generated by {F l } and {Φ l } (2.21), permits Hamiltonian reduction by the constraint in (2.32). All the functions F l and Φ l are invariant with respect to the symmetry group K + × K + , and thus {F l } and {Φ l } descend to Abelian Poisson algebras on the reduced phase space M red (2.37), where they engender two Liouville integrable systems. The present paper continues the line of research started in [18] and further advanced in [19, 21, 22] . The aim of these studies is to achieve detailed understanding of the integrable systems defined by the collections of reduced Hamiltonians {F red l } and {Φ red l } as well as their analogues obtained by using SU(n, n) instead of SU(2n) in the decompositions (2.1),(2.2). The pertinent reductions admit two natural models for the reduced phase space, which are associated with two systems of Darboux coordinates on (dense open submanifolds of) M red . The Darboux coordinates emerge from the eigenvalues of two matrices complemented by their respective canonical conjugates. In our setting these two matrices are Ω and L (2.7). The coordinates based on diagonalization of L were described in [19] , following [18] . Here, we have constructed alternative Darboux coordinates utilizing the eigenvalues Λ j = e 2λ j of Ω. The canonical conjugates of the variables λ j are angles θ j , parametrizing an n-torus T n , but so far we have not specified the range of the eigenvalue-parameters λ j : it will be proved in [29] that their full range is the closure of the convex polyhedron
where µ, u and v are the constants (3.58) appearing in the definition of the constraint (2.32). The restriction of λ to the domain D λ + is a consequence of the facts that the variables Λ j = e 2λ j satisfy (3.11) and that the functions |w a | 2 in (3.21) cannot be negative. Indeed, these functions, exhibited also in (3.68)-(3.69), are all positive precisely on the domain (4.1).
We have seen that the reduced Hamiltonian Φ Now we recall the other system of Darboux coordinates, denoted (p,q) in [19] . Thê q j are angles, whereas thep j are related to the parameters q j of the generalized Cartan decomposition of k ∈ K utilized to obtain the formula (2.38). Concretely [18, 19] , we have The range of the variablesp j can be shown [19] 3 to be the closure of the domain
The pair (p, e iq ) filling the domain Dp + × T n yields Darboux coordinates on a dense open subset of M red , and in these coordinates the Hamiltonians Φ (4.6) is real on the domain (4.4), as it must be on account of its action-angle form (3.38).
We conclude from the above that the Liouville integrable systems {F is given by the other RSvD type formula (3.59) in terms of the action-angle variables of {F red l }. As was mentioned in the Introduction, the first systematic investigation of action-angle duality relied on direct methods [13, 14] . Since then, the reduction interpretation of most (although still not all) examples of Ruijsenaars have been found, and also several new cases of action-angle duality were unearthed utilizing this method; see [16, 17, 24, 25] and references therein. The present paper should be seen as a contribution to the research goal to describe dual pairs for all RSvD type systems in reduction terms.
Global properties of the reduced phase space (2.37) and consequences of the duality for the dynamics will be studied in our subsequent publication [29] . The relation of F red 1 (4.6) to the five-parameter family of RSvD Hamiltonians [6] was described in [19] , and in [29] we will also present such a connection for Φ can be viewed as a deformation of the latter [18, 19] . We wish to point out that their reduction origin naturally associates Lax matrices to the models obtained, basically because Ω and L (2.7) generate the commuting Hamiltonians (2.21) before reduction. Recently there appeared new results about Lax matrices for certain hyperbolic RSvD models [30] , and it would be interesting to compare those with the Lax matrices that arise in our setting.
We finally remark that the quantum mechanical (bispectral) analogue of our dual pair should be understood. The recent paper by van Diejen and Emsiz [31] is certainly relevant for finding the answer to this question. We hope that our investigations will be developed in several directions in the future, including bispectral aspects withal.
