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Resumen
Este artı´culo propone el disen˜o y desarrollo de un planificador para la red de telescopios GLORIA. Esta red, cuyo principal
objetivo es acercar los ciudadanos a la astronomı´a, esta´ formada por 18 telescopios ubicados en cuatro continentes. Parte de la
gestio´n de esta red se lleva a cabo por el planificador, que se encarga de recibir peticiones de observacio´n de usuarios y envia´rselas
a uno de los telescopios de la red. Para esto, necesita un algoritmo que decida el mejor telescopio, evitando ofrecer una peticio´n a
un telescopio que finalmente no pueda ejecutarla. Este artı´culo presenta dos algoritmos de decisio´n: el primero se basa u´nicamente
en la prediccio´n meteorolo´gica, y el segundo emplea lo´gica difusa e informacio´n de cada telescopio. Ambos algoritmos fueron
implantados en la red GLORIA. Los resultados obtenidos, ası´ como una comparativa del rendimiento de ambos se presenta en este
artı´culo. Ası´ mismo, se detalla la arquitectura del planificador basada en una estructura hı´brida distribuida-centralizada.
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GlSch: Observation Plan Scheduler for the GLORIA Telescope Network.
Abstract
This paper proposes the design and development of a telescope network scheduler for the GLORIA telescope network. This
telescope network, which main objective is helping users to get involved in astronomy research, is composed by 18 heterogeneous
telescopes located in different countries. These telescopes are managed by the scheduler to execute the observations requested by
the users. A key module of this scheduler is the telescope decision algorithm which objective is to avoid serving an observation to
a telescope that cannot execute it. This paper proposes two different algorithms: the first one is based on weather forecast, and the
other one is based on fuzzy logic. Both algorithms were deployed and used into the GLORIA network, an analysis of the results and
a performance comparative between both algorithm are shown in this paper. As well, the scheduler architecture based on a hybrid
distributed-centralised schema is detailed.
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1. Introduccio´n
A lo largo de las u´ltimas de´cadas se ha producido un au-
mento en la creacio´n de redes que permiten el acceso a recursos
remotos (Andu´jar Ma´rquez and Mateo Sanguino, 2010) por par-
te de usuarios que de otra forma no tendrı´an acceso a e´stos. En
particular, las redes de telescopios han crecido bastante debido
al gran intere´s que existe en acercar la astronomı´a a los estu-
diantes y a la ciudadanı´a en general (Castro-Tirado et al., 2014;
Gresham et al., 2016; Panetta, 2016). Este tipo de redes convive
con otras dirigidas exclusivamente a astro´nomos profesionales
en las que se combina informacio´n procedente de los distintos
telescopios. Tal es el caso de la red HatSouth (Bakos and Gas-
par, 2016), ’The Cherenkov Telescope Array’ (CTA) (Bigongia-
ri and Consortium, 2016), la red BOOTES (Castro-Tirado et al.,
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Figura 1: Localizacio´n geogra´fica de los telescopios de la red GLORIA.
1999, 2012) o la red TAROT (Boe¨r et al., 2017). La primera es
utilizada para descubrir exoplanetas que orbitan alrededor de
estrellas visibles desde el hemisferio Sur. La red CTA y la red
BOOTES han sido concebidas para el ana´lisis de estallidos de
rayos gamma (Jelı´nek et al., 2016); mientras que la red TAROT
incluye, adema´s de lo anterior, el descubrimiento de superno-
vas y el seguimiento de basura espacial. Por otro lado, tambie´n
existen redes de telescopios que hacen convivir tanto su face-
ta profesional como la amateur. Un ejemplo es el observato-
rio Global de Las Cumbres (LCOGT) (Volgenau and Boroson,
2016). Esta red formada por 18 telescopios combina observa-
ciones esta´ticas, en las que se observa un objeto en un instante
determinado de tiempo, y lo que se ha llamado astronomı´a en el
dominio del tiempo, observacio´n de feno´menos astrono´micos a
lo largo del tiempo.
La mayor parte de las redes de telescopios existentes son
homoge´neas (Ocan˜a et al., 2016; Zimmer et al., 2015), es de-
cir, la instrumentacio´n de la que se compone cada telescopio
es exactamente igual. De esta manera, se obtienen resultados
equivalentes independientemente del telescopio empleado para
la observacio´n. Sin embargo, algunas de estas redes son he-
teroge´neas, disen˜adas con una instrumentacio´n diferente. Un
ejemplo es el caso de LCOGT (Pickles et al., 2014), donde se
emplearon telescopios con distinta apertura, pero localizados en
el mismo observatorio. Esto les permitio´ una mejor monitoriza-
cio´n de objetos que varı´an en el tiempo.
En estas redes, los usuarios realizan peticiones de obser-
vacio´n que debera´n incluir toda la informacio´n necesaria. En
una peticio´n se puede encontrar informacio´n relacionada con
el objeto a observar: su nombre o coordenadas astrono´micas,
magnitud, campo de visio´n (FoV), etc. ası´ como posibles res-
tricciones: distancia mı´nima y altura ma´xima a la Luna, altura
mı´nima del objeto con respecto al horizonte, masa de aire, etc.
La gestio´n de las peticiones de observacio´n, que se envı´an
a estas redes de telescopios, esta´ supeditada normalmente a un
planificador que es el encargado de su coordinacio´n. Este pla-
nificador puede estar distribuido por la red o bien centralizado.
En redes distribuidas (Racero et al., 2015), normalmente apa-
rece un nodo central que toma la decisio´n de a que´ telescopio
enviar la peticio´n y e´stos planifican individualmente todas las
peticiones recibidas. Por otro lado, en las redes centralizadas
(Saunders et al., 2014) el nodo central planifica y ejecuta todas
las peticiones, actuando los telescopios como meros secuencia-
dores: recibiendo instrucciones y ejecuta´ndolas. La mayorı´a de
las redes de telescopios, independientemente del tipo que sean,
siguen un esquema de planificacio´n basado en crear una baterı´a
de observaciones para un perı´odo de tiempo determinado, nor-
malmente una noche. La eleccio´n del orden de las observacio-
nes es un problema de optimizacio´n que puede ser resuelto de
diversas formas: algoritmos gene´ticos (Sosnowska et al., 2014),
programacio´n lineal en enteros mixta (Solar et al., 2016), etc.
Sin embargo, e´ste no es el u´nico me´todo propuesto de planifi-
cacio´n. Existe otra tendencia que se basa en puntuar todas las
observaciones pendientes en cada instante de ejecucio´n. Esta
puntuacio´n se realiza siguiendo una me´trica determinada que
normalmente depende de las restricciones especificadas en la
peticio´n de observacio´n (Delgado and Reuter, 2016). De mane-
ra que la siguiente observacio´n a ejecutar es la que ha obtenido
la mejor puntuacio´n.
Tal y como se ha explicado anteriormente, las redes de te-
lescopios existentes se han desarrollado teniendo en cuenta que
cada telescopio es empleado de manera exclusiva para unos fi-
nes cientı´ficos concretos. Sin embargo, la creacio´n de redes he-
teroge´neas permite agrupar telescopios ya existentes que se em-
plean para fines cientı´ficos distintos. En este tipo de redes, los
telescopios se emplean de manera compartida entre sus propie-
tarios y la red. De esta manera, se pueden mantener las activi-
dades propias de cada telescopio y generar nuevos campos de
actuacio´n conjunta.
El proyecto GLORIA (Castro-Tirado et al., 2014) se puso
en marcha a finales de 2014 con la idea de crear una red de
telescopios global donde los usuarios pudieran investigar en as-
tronomı´a realizando observaciones y/o analizando informacio´n
que otros usuarios hubieran adquirido. Esta red integra teles-
copios que actualmente esta´n trabajando en diversos campos
cientı´ficos, crea´ndose de este modo una red heteroge´nea, con
la particularidad de que los telescopios comparten el tiempo de
operacio´n entre sus propietarios y la red GLORIA. Como parte
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de esta red, se ha disen˜ado e implantado un planificador dis-
tribuido capaz de coexistir e interaccionar con el planificador
local de cada uno de estos telescopios. Este planificador gestio-
na todas las peticiones que recibe la red, decide que´ telescopio
ejecutara´ cada una de ellas y las envı´a al planificador local del
telescopio seleccionado. El principal objetivo de este planifica-
dor es maximizar el nu´mero de observaciones ejecutadas por la
red, ası´ como minimizar el tiempo que transcurre desde que el
usuario solicita la observacio´n y recibe la imagen. En este sen-
tido, se han desarrollado e implantado dos tipos de algoritmos
de decisio´n de telescopio: el primero que u´nicamente tiene en
cuenta la prediccio´n meteorolo´gica; y el segundo, que incluye
un modelo de lo´gica difusa que emplea la informacio´n anterior
junto con informacio´n sobre la observacio´n y cada telescopio.
Este artı´culo proporciona una descripcio´n de la red GLO-
RIA en el apartado 2, ası´ como la arquitectura del planificador
empleado, en el apartado 3. Los diferentes algoritmos desarro-
llados se describen en el apartado 4. Finalmente, la implanta-
cio´n y los resultados estadı´sticos sobre el uso de la red se mues-
tran en el apartado 5 y 6. Las conclusiones aparecen en el apar-
tado 7.
2. La red de telescopios GLORIA
La red GLORIA (GLObal Robotic telescope Intelligent
Array) integra 18 telescopios extendidos a lo largo de cuatro
continentes y ubicados en ambos hemisferios (figura 1). Este
conjunto de telescopios incluye tanto telescopios solares como
nocturnos, con distintas caracterı´sticas o´pticas (Tabla 1).
Tabla 1: Caracterı´sticas de los telescopios de la red GLORIA.








Pi of the Sky 1 0.07 85
Pi of the Sky 2 0.07 85
WATCHER 0.4 5881
CATA 500 0.5
OM (solar) 0.25 2500






El objetivo de esta red es atraer a un gran nu´mero de usua-
rios hacia el campo de la astronomı´a, de manera que “cuantos
ma´s ojos miren hacia el cielo, ma´s y mayores descubrimientos
se lograra´n”. Gracias a lo que se conoce como e-science o cien-
cia ciudadana (Wang et al., 2010), toda la informacio´n generada
por esta red, se podrı´a compartir y analizar por los usuarios de la
misma, acelerando ası´ posibles descubrimientos astrono´micos.
La red GLORIA esta´ disponible para todos los ciudadanos
en general, incluyendo astro´nomos profesionales y amateurs,
poniendo a su disposicio´n los telescopios y datos obtenidos de
la misma. En el caso de astro´nomos profesionales, GLORIA
puede ser de gran utilidad para aque´llos que no disponen de ins-
talaciones astrono´micas a su alcance. Adema´s, permite darles
acceso a telescopios en ubicaciones remotas en las que podrı´an
observar objetos no visibles desde su localizacio´n. En cuanto
a astro´nomos amateurs, GLORIA posibilita el acceso a teles-
copios profesionales a usuarios que normalmente no tendrı´an
acceso a e´stos.
Figura 2: Interfaz web para elegir los experimentos disponibles a trave´s de la
red GLORIA.
Para conseguir esto, se desarrollaron dos tipos diferentes de
experimentos que se pueden apreciar en la figura 2. Los dos
primeros se corresponden con experimentos del tipo on-line,
en los que se emplea un telescopio para llevar a cabo una ob-
servacio´n, y los tres u´ltimos se corresponden los experimentos
denominados off-line, en los que se emplea informacio´n previa-
mente obtenida por la red. El primero de los experimentos off-
line, denominado Personal Space, permite contemplar el cielo
tal cual era en una fecha y ubicacio´n determinada. Para esto, la
red empleo´ otras fuentes de ima´genes astrono´micas. El segun-
do experimento, denominado Actividad Solar permite analizar
las manchas solares y el ca´lculo del nu´mero de Wolf mediante
la valoracio´n de e´ste por parte de los usuarios. Por u´ltimo, el
experimento denominado Estrellas variables permite analizar
la curva de luz de las estrellas e identificar estrellas variables,
es decir, estrellas que experimentan una variacio´n en su brillo o
fluctu´an con el transcurso del tiempo.
En cuanto a los experimentos on-line, e´stos se dividen en
dos categorı´as: interactivos y planificados (batch). Los prime-
ros permiten teleoperar directamente un telescopio por parte de
los usuarios. Para ello, e´stos deben reservar desde el portal web
de la red un telescopio. Una vez que se accede a e´l, el usuario
tendra´ el control de todos los elementos del mismo en tiempo
real: podra´ mover la montura a unas coordenadas u objeto es-
pecı´fico, cambiar los filtros, enfocar, seleccionar el tiempo de
exposicio´n y tomar una imagen. Por otro lado, el experimento
planificado, cuya interfaz web aparece en la figura 3, consiste
en realizar una peticio´n de observacio´n a la red con una serie
de para´metros concretos, y que e´sta la realice automa´ticamen-
te. Los para´metros de la observacio´n incluyen tanto un bloque
de instrucciones como un apartado de restricciones. El primero
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contiene toda la informacio´n necesaria para que se pueda eje-
cutar la observacio´n: el objeto a observar, definido a trave´s de
sus coordenadas RADEC o su nombre, el filtro a utilizar y el
tiempo de exposicio´n de la observacio´n.
Figura 3: Interfaz web del experimento batch de la red GLORIA en el que se
muestran todos los para´metros que puede completar el usuario.
Por otro lado, el bloque de restricciones incluye tanto res-
tricciones de tiempo, fijas y de visibilidad. Las restricciones de
tiempo definen cua´ndo la observacio´n debe realizarse, se defi-
nen para´metros como ’no antes de una fecha concreta’, nu´mero
de dı´as transcurridos desde Luna nueva, etc. Por otro lado, las
restricciones fijas acotan el telescopio/observatorio que final-
mente ejecutara´ la observacio´n, dentro de este tipo de restric-
ciones se incluye la escala de pı´xeles de la ca´mara, campo de
visio´n (FoV), etc. Finalmente, las restricciones de visibilidad
son para´metros dina´micos que determinan co´mo el objeto debe
ser observado en relacio´n a su posicio´n en el cielo, por ejemplo:
altitud mı´nima del objeto a observar, distancia a la Luna, etc.
Para mejorar la experiencia de los usuarios, el experimento
planificado incluye algunos para´metros avanzados, enmarcados
en fondo blanco en la figura 3. Estos para´metros son utilizados
principalmente por astro´nomos profesionales, mientras que los
ba´sicos permiten a los astro´nomos amateurs trabajar ma´s fa´cil-
mente. Dentro de estos para´metros avanzados cabe destacar el
asociado al tiempo de exposicio´n, e´ste fija el tiempo en el que el
obturador de la ca´mara permanecera´ abierto para tomar la ima-
gen. Es un para´metro sencillo de utilizar para aquellos usuarios
no expertos. Sin embargo, los astro´nomos profesionales suelen
preferir trabajar con para´metros tales como la magnitud del ob-
jeto (informacio´n sobre el brillo del mismo) y la relacio´n sen˜al-
ruido (SNR). Los astro´nomos fijarı´an estos dos para´metros al
realizar la peticio´n de la observacio´n, y el planificador, tenien-
do en cuenta para´metros internos de la ca´mara, calcuları´a el
tiempo de exposicio´n asociado al telescopio elegido (Falomo
et al., 2011). A modo de resumen, la tabla 2 detalla todos los
para´metros necesarios para completar la peticio´n de la observa-
cio´n, incluyendo la distincio´n entre ba´sicos y avanzados.
Una vez enviada la peticio´n de observacio´n, la red GLO-
RIA, a trave´s de un planificador central, debera´ decidir a que´ te-
lescopio enviar la observacio´n. Una vez realizada e´sta, el usua-
rio podra´ descargar la imagen obtenida. Con el fin de mejorar
la experiencia del usuario en este tipo de experimentos, la prio-
ridad para el planificador es maximizar el nu´mero de peticiones
realizadas y su calidad. Adema´s, resulta interesante minimizar
el tiempo transcurrido desde que se solicita hasta que se ejecuta
la peticio´n tal y como ocurre en otras redes de telescopios. La
forma en la que se han optimizado estos criterios dentro de la
red GLORIA es lo que se detalla en el resto de este artı´culo.
3. GlSch: Planificador de observaciones
Tal y como se ha comentado anteriormente, la mayorı´a de
las redes de telescopios que actualmente esta´n en uso, o tienen
prevista su puesta en marcha en un corto plazo de tiempo, tienen
una caracterı´stica en comu´n: los telescopios que las componen
se emplean de manera exclusiva por la red, y son gestionados a
trave´s del mismo sistema de control. Sin embargo, uno de los
puntos clave de la red GLORIA es que el uso del telescopio
es compartido entre la red y el propietario del mismo. La idea
es que los propietarios puedan ceder un porcentaje de tiempo
del telescopio a la red. Esta coexistencia privada y pu´blica hace
que el sistema de control y planificacio´n, que normalmente sera´
diferente para cada telescopio, no se pueda modificar. Este he-
cho hace que la red GLORIA sea heteroge´nea, no so´lo porque
los telescopios tienen diferentes caracterı´sticas (Tabla 1), sino
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. Distancia a la Luna Ba´sico/avanzado Distancia mı´nima entre el objeto a observar y la LunaAltitud de la Luna Ba´sico/avanzado Altitud ma´xima de la Luna
Masa de aire Avanzado Cantidad de atmo´sfera atravesada por un rayo de luz del objeto
Altitud del objeto Ba´sico Altitud mı´nima del objeto a observar
Ti
em
po ”No antes de” Avanzado Fecha a partir de la cual se puede realizar la observacio´n
”No despue´s de” Avanzado Fecha ma´xima para realizar la observacio´n
Dı´as desde Luna Nueva Avanzado Dı´as transcurridos desde Luna nueva para realizar la observacio´n
Fi
ja
s Escala de pixeles Avanzado Escala de pixeles de la ca´mara del telescopio
Visibilidad astrono´mica Avanzado Para´metro que informa sobre el efecto distorsionador de la atmo´sfera







s RADEC del objeto Avanzado Posicio´n del objeto a observar en coordenadas ecuatoriales
Nombre del objeto Ba´sico Nombre del objeto a observar
SNR Avanzado Relacio´n sen˜al a ruido
Magnitud Avanzado Magnitud del objeto a observar
Tiempo de exposicio´n Ba´sico Tiempo de exposicio´n de la ca´mara del telescopio
Filtro Ba´sico/avanzado Filtro a utilizar en la observacio´n
porque tambie´n existen distintos sistemas de control y planifi-
cacio´n para su gestio´n: RTS2 (Kuba´nek, 2016), ACP (Denny,
2011), etc. Adema´s, para combinar la existencia de un planifi-
cador de red que gestione todas las peticiones realizadas por los
usuarios, y a la vez mantener la autonomı´a de cada uno de los
telescopios por separado, el planificador local del telescopio se






































Figura 4: Esquema de decisio´n del planificador GlSch.
Teniendo en cuenta las restricciones mencionadas anterior-
mente, el planificador de GLORIA (GlSch) se basa en una ar-
quitectura hı´brida distribuida-centralizada de tres capas como
se muestra en la figura 4. La capa ma´s alta la compone un u´ni-
co nodo, el nodo central, que se encarga de recibir todas las
peticiones de los usuarios. Por cada peticio´n recibida, realiza
un primer ana´lisis y establece comunicacio´n con los nodos lo-
cales. E´stos forman el segundo nivel de la arquitectura y van
asociados uno a uno a cada telescopio. Estos nodos realizan un
ana´lisis de la visibilidad del objeto a observar. Posteriormen-
te le comunican el resultado al nodo central, quien finalmente
decidira´ que´ telescopio debe ejecutar la observacio´n. Una vez
asignado el plan de observacio´n, el nodo local se comunica con
el propio planificador del telescopio y envı´a el plan de obser-
vacio´n en el formato admitido por e´ste. El planificador de los
telescopios compone el nivel ma´s bajo de la arquitectura y es el
que realmente ejecutara´ la observacio´n.
A continuacio´n se va a detallar todo este proceso de gestio´n
de peticiones, desde que son generadas a trave´s del experimen-
to planificado hasta que son ejecutadas o no por un telescopio
de la red GLORIA.
3.1. Proceso de gestio´n de peticiones
El proceso de gestio´n de peticiones comienza con la recep-
cio´n de las peticiones de observacio´n. Los usuarios generan pe-
ticiones de observacio´n que son gestionadas por el nodo central.
El primer paso a realizar por e´ste es comprobar la conformidad
del formato de la peticio´n. Una vez que esto ha sido confirmado,
la peticio´n de observacio´n es analizada para obtener una lista de
telescopios que puedan ejecutar la observacio´n.
El ana´lisis consiste en una evaluacio´n de las distintas res-
tricciones especificadas en la observacio´n. Como se ha visto en
el apartado anterior, las restricciones se dividen en tres clases.
Las de tiempo definen una ventana temporal en la que la obser-
vacio´n ha de llevarse a cabo. Si la fecha actual esta´ contenida
en la ventana temporal definida en la observacio´n, el ana´lisis
continu´a. Si por el contrario la ventana de tiempo es posterior,
la observacio´n se planificara´ para la fecha de comienzo de la
misma. A continuacio´n, se comprueban las restricciones fijas.
E´stas son para´metros del telescopio o del observatorio que pue-
den considerarse constantes, tales como el campo de visio´n o la
escala de pı´xeles de la ca´mara. Haciendo una comparacio´n de
estas restricciones con los valores propios de las telescopios, se
genera una lista de telescopios que los satisfacen. La evaluacio´n
de estos dos tipos de restricciones se hace en el nodo central.
Sin embargo, las restricciones de visibilidad, que se analizan a
continuacio´n, son realizadas por los nodos locales. A cada uno
de los nodos locales asociados a los telescopios de la lista que
el nodo central acaba de generar, se le transfiere la informacio´n
necesaria para realizar un estudio de visibilidad. E´ste consiste
en analizar si el objeto a observar cumple las restricciones de
visibilidad y se encuentra por encima del horizonte en algu´n
momento dentro del intervalo de tiempo cedido por el propie-
tario para el uso de la red GLORIA. El propietario define las
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franjas temporales en el sistema de control del telescopio, te-
niendo el nodo local que acceder a esta informacio´n para poder
efectuar el ana´lisis. Una vez realizado el estudio de visibilidad,
el resultado es trasferido al nodo central quien actualiza la lis-
ta de telescopios disponibles, incluyendo so´lo aquellos telesco-
pios que satisfacen tanto las restricciones fijas, las temporales
como las de visibilidad.
Algoritmo 1: Asignacio´n de peticio´n a telescopio
Entradas:
Oi = (t, v, f )← peticio´n de observacio´n i;
t ← restricciones de fecha;
v← restricciones de visibilidad;
f ← restricciones fijas;
Salida :
Tk ← Telescopio elegido;
1 T = {T1,T2,T3,T4 . . . T j} ∈ telescopios de GLORIA;
2 A
i
S = ∅ ← lista de telescopios de la observacio´n Oi;
3 si formato correcto(Oi) entonces
4 si t en intervalo actual entonces
5 para T j ∈ T hacer





S ∪ T j;
8 fin
9 fin
10 para T j ∈ AiS hacer
11 visibilidad = Evaluar visibilidad(Oi);










S > 1 entonces
17 Tk = decisionTelescopio(A
i
S );
18 en otro caso





22 si no, si t > tiempo actual entonces
23 planificar mas tarde;
24 en otro caso
25 rechazar(Oi);
26 fin
27 en otro caso
28 rechazar(Oi);
29 fin
Posteriormente, el nodo central elige el telescopio que final-
mente ejecutara´ la observacio´n a trave´s del algoritmo de deci-
sio´n que se explicara´ en el siguiente apartado. Entonces, el no-
do central comunica esta decisio´n al nodo local asociado quien
gestionara´ la ejecucio´n de la observacio´n en el planificador lo-
cal del telescopio elegido. Para ello, el nodo local establece una
comunicacio´n directa con el planificador local. Esta comuni-
cacio´n se realiza a trave´s de un proceso publicador de datos.
E´ste se encarga de transformar la peticio´n de observacio´n del
planificador GlSch en el formato adecuado del planificador del
telescopio. La forma en la que se transfiere la informacio´n de-
pende del sistema de control del telescopio y de su propio plani-
ficador: creando y cargando un fichero en un formato concreto
(ACP), utilizando un interfaz especı´fico de comunicacio´n para
crear y planificar una observacio´n (RTS2), etc. Todo el proce-
so asociado a la asignacio´n de una observacio´n a un telescopio,
que acaba de ser descrito, queda resumido en el algoritmo 1.
Una vez que la observacio´n se ha completado, un nuevo
proceso en el nodo local, el proceso recuperador, recibe la in-
formacio´n y las ima´genes del planificador local. Las ima´genes
generadas son almacenadas en un repositorio del nodo local y
la informacio´n es gestionada para informar al nodo central del
resultado de la observacio´n que se le habı´a ofrecido.
La observacio´n ofrecida a un telescopio en concreto, pue-
de ser rechazada o no ejecutada por diversos motivos: meteo-
rolo´gicos, problemas en el telescopio, etc. Si esto ocurre, el no-
do central debe reasignar la observacio´n a un nuevo telescopio.
Si la reasignacio´n se produce en un margen temporal incluido
en el estudio de visibilidad que se hizo inicialmente, el proce-
so consiste en eliminar el telescopio de la lista de telescopios
disponibles y elegir otro a trave´s del algoritmo de decisio´n. En
caso contrario, se realizara´ un nuevo estudio por los nodos lo-
cales, actualiza´ndose la lista final de telescopios disponibles.
4. Algoritmo de decisio´n
La decisio´n del telescopio candidato a realizar la observa-
cio´n es clave en el proceso de planificacio´n de la red. Una buena
eleccio´n del telescopio, permitirı´a que la observacio´n se realiza-
ra en el menor tiempo posible, adema´s de maximizar el nu´mero
de observaciones realizadas con e´xito. En este sentido, se pue-
de plantear un problema de optimizacio´n multiobjetivo, defini-
do por una funcio´n objetivo y otra de coste. La funcio´n obje-
tivo del algoritmo serı´a maximizar el nu´mero de peticiones de
observacio´n completadas con e´xito, es decir, el porcentaje de
aceptacio´n de la red. Por otro lado, el coste de la misma es el
nu´mero de telescopios por los que ha de pasar la observacio´n
hasta que uno de ellos finalmente es capaz de ejecutarla. Esto
u´ltimo directamente relacionado con el tiempo que transcurre
desde que un usuario realizo´ una peticio´n de observacio´n y re-
cibio´ las ima´genes correspondientes.
La funcio´n objetivo para un grupo de observaciones ON =
{O1,O2, . . . ,ON} y para un nu´mero ma´ximo de saltos S, es decir,














S = {Ai1, Ai2, . . . , AiS } el conjunto de telescopios
en los que la observacio´n Oi podrı´a ser ejecutada. w(Oi, Aij) ∈
{0, 1} y d((Oi, Aij) ∈ {0, 1} son dos funciones, que devuelven un
valor binario, indicando si la observacio´n Oi se pudo observar
por el telescopio Aij debido a las condiciones metereolo´gicas y
a su disponibilidad.
De igual forma, la funcio´n de coste para el mismo grupo de
observaciones y para un nu´mero ma´ximo de saltos S se puede
definir como:




(1 − w(Oi, Aij) · d((Oi, Aij))
 (2)
siendo M(ON) el nu´mero de pasos en el peor caso asociado
a dicho grupo de observaciones. Este para´metro esta´ directa-
mente relacionado con el tiempo transcurrido desde que la ob-
servacio´n es solicitada hasta que se ejecuta.
Debido a que la informacio´n que proporcionan las funcio-
nes w(Oi, Aij) y d((Oi, A
i
j) no se conocen hasta el instante en el
que la observacio´n Oi se va a ejecutar en el telescopio Aij, es
imposible resolver este problema a trave´s de te´cnicas de opti-
mizacio´n. Por este motivo, se han definido en este artı´culo dos
algoritmos de decisio´n que prentenden optimizar las funciones
definidas en (1) y (2).
Teniendo esto en cuenta, la decisio´n del telescopio que fi-
nalmente ejecutara´ la peticio´n de observacio´n, se realiza en la
red GLORIA a partir de una lista de telescopios disponibles pre-
viamente creada. Esto se define como una funcio´n en la lı´nea 17
del Algoritmo 1. En otras redes, esta decisio´n se realiza median-
te algoritmos de optimizacio´n, empleando el telescopio como
un para´metro ma´s a optimizar dentro del proceso de planifi-
cacio´n (Arregui et al., 2012; Lampoudi et al., 2015). En otras
ocasiones, la eleccio´n del telescopio se realiza previamente por
el usuario al generar la peticio´n de observacio´n, crea´ndose ba-
terı´as de observaciones para cada uno de los telescopios (Race-
ro et al., 2015).
En el caso de la red GLORIA, debido a que cada telesco-
pio posee un sistema de control distinto y un planificador local
propio, el momento exacto en el que se ejecutara´ la observa-
cio´n no puede ser controlado por la red. Por lo tanto, para evitar
ofrecer la observacio´n a un telescopio que finalmente no pueda
ejecutarla, el algoritmo de decisio´n se debe disen˜ar teniendo en
cuenta algu´n tipo de informacio´n que permita decidir el teles-
copio que mejor pueda ejecutar el plan.
En este sentido, inicialmente se disen˜o´ un algoritmo ma´s
sencillo basado u´nicamente en la prediccio´n meteorolo´gica
(Apartado 4.1). Sin embargo, el hecho de que los tiempos de
respuesta de los telescopios no fueran fijos, ya que se desco-
noce el momento en el que la observacio´n se ejecutara´ por un
telescopio; ası´ como la posibilidad de que e´ste no se ejecute
finalmente, hizo plantear un algoritmo, basado en lo´gica difu-
sa (Apartado 4.2), que tuviera en cuenta para´metros de entrada
adicionales.
4.1. Algoritmo de decisio´n meteorolo´gico
Este algoritmo de decisio´n tiene en cuenta so´lo aspectos
meteorolo´gicos para tomar la decisio´n de que´ telescopio eje-
cutara´ la observacio´n. Para ello es necesario disponer de la pre-
visio´n meteorolo´gica para cada una de las ubicaciones de los
telescopios.
Existen pocos proyectos libres (Ye, 2011; myweather2,
2017) que proporcionen la previsio´n meteorolo´gica para una
localizacio´n especı´fica a trave´s de interfaces de comunicacio´n
Machine to Machine (M2M). Para este proyecto se eligio´ el
primero, 7timer (Ye, 2011), ya que e´ste incluye informacio´n
especı´fica de astronomı´a, como puede ser el para´metro seeing
que viene dado por la distorsio´n atmosfe´rica e informa sobre
la calidad del cielo en un momento determinado. Este inter-
faz proporciona la previsio´n meteorolo´gica en un rango de tres
dı´as dividida en intervalos de tres horas. Las peticiones inclu-
yen informacio´n sobre nubosidad, velocidad del viento, tipo de
precipitacio´n, seeing, etc.
El algoritmo de decisio´n meteorolo´gico recibe la previsio´n
meteorolo´gica para cada telescopio de la lista de telescopios
disponibles. Para cada uno de ellos obtiene una calificacio´n en
funcio´n de las condiciones meteorolo´gicas previstas para el in-
tervalo de tiempo cedido por el propietario para el uso de la red
GLORIA. Finalmente, el telescopio con mejor puntuacio´n sera´
elegido. En el caso en el que ma´s de un telescopio obtenga la
misma puntuacio´n, el algoritmo considera el nu´mero de veces
que los telescopios han sido utilizados por la red. En estos casos
se elige el que menos haya sido utilizado.
Si se tiene en cuenta la nubosidad, la visibilidad astrono´mi-
ca y la existencia o no de precipitacio´n, ya sea en forma de
lluvia, nieve o granizo, la fo´rmula para obtener la puntuacio´n
de un telescopio (φ) es:
φ = (1 − α
100
)β (3)
siendo α la prediccio´n meteorolo´gica y β la visibilidad as-
trono´mica. La prediccio´n meteorolo´gica es un para´metro que
incluye informacio´n sobre la nubosidad y la existencia o no de
precipitacio´n en la localizacio´n del observatorio. Su rango de
valores se define del 0 % al 100 %. Cero indica que el cielo esta´
totalmente despejado, sin ningu´n tipo de precipitacio´n ni nu-
bes; conforme el tiempo va empeorando, este valor aumenta.






(1 − δi) τi10 (4)
donde N es el nu´mero de intervalos de tres horas conside-
rados en funcio´n del tiempo de disponibilidad del telescopio en
cuestio´n; δi una variable binaria cuyo valor es 0 cuando existe
precipitacio´n de cualquier tipo y 1 cuando no hay precipitacio´n
para el intervalo de tiempo i; y τi es una variable entera que in-
dica en un rango del 0 al 10 el nivel de nubosidad en el intervalo
i. Estos valores son directamente obtenidos a trave´s del interfaz
M2M proporcionado por 7timer.
El para´metro de visibilidad (β) informa sobre la transpa-
rencia astrono´mica en la localizacio´n del observatorio. Puede
tomar valores entre el 0 % y 100 %, correspondie´ndose el valor
mayor a una mejor condicio´n de transparencia y visibilidad en











donde ξ es una variable entera que indica en un rango del
1 al 10 el valor del seeing en el observatorio en los intervalos
considerados. Conforme este valor aumenta, el seeing es peor.
Estos valores son directamente obtenidos a trave´s del interfaz
M2M proporcionado por 7timer.
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Figura 5: Esquema del algoritmo de decisio´n basado en lo´gica difusa.
4.2. Algoritmo de decisio´n basado en lo´gica difusa
Este algoritmo de decisio´n utiliza un modelo de lo´gica di-
fusa para puntuar a cada uno de los telescopios disponibles. La
figura 5 muestra un esquema del algoritmo planteado. Tal y co-
mo se puede apreciar, se ha empleado un modelo difuso para
cada uno de los telescopios. Este modelo tiene como entrada
tres tipos de para´metros: informacio´n meteorolo´gica, calidad
de la observacio´n del objeto e informacio´n de la red; y como
salida la puntuacio´n de cada telescopio φi.
Los para´metros asociados a la informacio´n meteorolo´gica
informan sobre las condiciones atmosfe´ricas en el observato-
rio. Estos datos han sido obtenidos de 7timer tal y como se ha
explicado anteriormente.


























El para´metro utilizado para medir la calidad es la Altitud de
Tra´nsito del Objeto (ρ). Este para´metro informa sobre la ma´xi-
ma altitud que puede alcanzar el objeto visto desde el obser-
vatorio, en un rango de 0o a 90o. Cuanto mayor es el valor de
la altitud, mejor sera´ la observacio´n desde la localizacio´n del
observatorio ya que el objeto se observara´ en el zenit del teles-
copio. Este para´metro se obtiene a partir de herramientas tales
como Sky-Map (Sky-Map, 2017).
Finalmente, hay dos para´metros de la red que se realimentan
para incluir informacio´n sobre el comportamiento de los teles-
copios. Por un lado esta´ la Puntuacio´n del usuario (ϕ), en un
rango del 0 % al 100 %. Este para´metro informa sobre la pun-
tuacio´n que los usuarios de la red GLORIA han dado al telesco-
pio que ha realizado la observacio´n. Por otro lado, tambie´n se
tiene en cuenta la Tasa de aceptacio´n del telescopio (ω). Este
para´metro se define como el porcentaje de observaciones com-
pletadas frente al total de las ofrecidas al telescopio (0-100 %)
El algoritmo de lo´gica difusa se basa en la definicio´n de
una serie de reglas lo´gicas que relacionan entradas con salidas
a trave´s de un conjunto de variables que atiende a criterios de
significado y no de magnitud (Trillas and Eciolaza, 2015). Para
esto, se han definido los elementos que aparecen en la tabla 3
en base a los para´metros anteriores.
Debido al elevado nu´mero de para´metros de entrada, el
nu´mero de reglas lo´gicas han sido reducidas tomando como va-
lor de entrada clave la previsio´n meteorolo´gica. Si e´sta no es
adecuada en la localizacio´n del telescopio, el sistema de con-
trol, previsiblemente, hara´ que el telescopio este´ cerrado y por
tanto cualquier observacio´n enviada al mismo no se ejecutara´.
Por tanto, el nu´mero de para´metros de entrada a tener en cuen-
ta en las reglas depende altamente del valor de la prediccio´n
meteorolo´gica (6).
IF α = lluvia T HEN φ = bajo (6)
346 Carmen López-Casado et al. / Revista Iberoamericana de Automática e Informática Industrial 15 (2018) 339-350
Conforme la previsio´n mejora, pero sin llegar a ser despeja-
do del todo, las reglas del algoritmo incluyen informacio´n sobre
el resto de para´metros, a excepcio´n del para´metro visibilidad
astrono´mica que so´lo es relevante cuando el tiempo esta´ despe-
jado (7).
IF α = nuboso AND ω = u1
AND ρ = u2
AND ϕ = u3
T HEN φ = y
(7)
La tabla 4 resume el rango de puntuacio´n de los telescopios
en este caso. Cabe destacar que el guio´n indica que la entrada
podrı´a tomar cualquier valor del conjunto difuso.
Tabla 4: Puntuacio´n de los telescopios con previsio´n nubosa
u1 u2 u3 y
- bajo - bajo
medio/alto alto medio/alto medio
Finalmente cuando la previsio´n meteorolo´gica es despejada,
la informacio´n del para´metro visibilidad astrono´mica se incluye
(8). En la tabla 5 aparece el resumen de las puntuaciones para
este caso.
IF α = despejado AND ω ∈ u1
AND ρ = u2
AND ϕ = u3
AND β = u4
T HEN φ = y
(8)
Tabla 5: Puntuacio´n de los telescopios con previsio´n despejada
u1 u2 u3 u4 y
medio medio medio medio/alto medio
medio/alto alto medio/alto medio/alto alto
alto medio/alto medio/alto medio/alto alto
medio/alto medio/alto alto medio/alto alto
- bajo - medio/alto bajo
bajo - - medio/alto bajo
- - bajo medio/alto bajo
alto alto alto bajo medio
medio/alto medio/alto medio/alto bajo bajo
La figura 6 muestra el comportamiento del modelo de lo´gica
difusa, relacionando la previsio´n metereolo´gica con la tasa de
aceptacio´n del telescopio (figura 6(a)) y la altitud de tra´nsito del
objeto (figura 6(b)). Como se puede apreciar en la figura 6(a),
la valoracio´n del telescopio aumenta conforme ω se incremen-
ta, siempre y cuando el valor de α decrezca, es decir, conforme
mejor tiempo haga. De la misma manera, en la figura 6(b) se
puede observar como en valores de ρ cercanas a 90o, la valora-
cio´n del telescopio alcanza el ma´ximo cuando α se aproxima a
cero.
5. Implantacio´n
El planificador descrito ha sido desarrollado empleando co-
mo base el lenguaje de programacio´n JAVA. La figura 7 muestra
el diagrama de componentes, a nivel de tecnologı´as empleadas,
de la arquitectura del planificador.
(a)
(b)
Figura 6: Representacio´n de la variable Puntuacio´n del Telescopio (φ) en fun-
cio´n de las variables de entrada Prediccio´n meteorolo´gica (α) y (a) Tasa de
aceptacio´n del telescopio (ω) o (b) Altitud de tra´nsito del objeto (ρ) .
Las funciones de usuario proporcionadas por el planifica-
dor han sido implementadas a trave´s de Servicios Web utili-
zando SOAP sobre HTTPS para la comunicacio´n entre el ex-
perimento batch y el nodo central. Los datos correspondientes
a la observacio´n solicitada por el usuario son enviados como
un documento XML siguiendo un esquema de peticiones XSD.
Adicionalmente, el nodo central implementa otro Servicio Web
para comunicarse con los nodos locales, siguiendo el mismo es-
quema de comunicacio´n que con el experimento batch. Ambos
Servicios Web han sido desplegados en servidores de aplica-
ciones web (Apache TOMCAT), y utilizan MySQL como base
de datos para almacenar todos los datos persistentes asociados.
El acceso a MySQL se realiza a trave´s de JDBC e Hibernate
(Ottinger et al., 2014).
En cuanto a los nodos locales, proporcionan otro Servicio
Web desplegado para la gestio´n de las observaciones. A trave´s
de e´ste se comunican con el nodo central para intercambiar toda
la informacio´n asociada a e´stas. Sin embargo, para la comuni-
cacio´n con el planificador local del telescopio, se utiliza un pro-
ceso Java adaptado al tipo de comunicacio´n especı´fica requeri-
da por el telescopio. Para el caso de un telescopio con RTS2
se intercambian documentos JSON sobre HTTP, y para un te-
lescopio con ACP se utiliza RTML (Remote Telescope Markup
Lenguage). Tanto el Servicio Web como el proceso Java utilizan
MySQL para el intercambio y persistencia de datos.
6. Resultados
El planificador GlSch, descrito anteriormente, se implanto´
en la red de telescopios GLORIA. Aunque la red GLORIA esta´
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formada por 18 telescopios (Tabla 1), so´lo 8 fueron configura-
dos para ser utilizados por el planificador GlSch. Estos 8 teles-
copios son: BOOTES-1 (Jelı´nek et al., 2016) de la red BOOTES
en Huelva; BART (Nekola et al., 2010) ubicado en el instituto
astrono´mico AVC˘R en Ondr˘ejov (Repu´blica Checa); Pi of the
Sky 1 y 2 (Mankiewicz et al., 2014) pertenecientes al sistema
Pi of the Sky y ubicados respectivamente en Chile y Huelva;
CATA500 (Hamuy et al., 2012), perteneciente a la universidad
de Chile y ubicado en el observatorio Cerro Tololo; FAVOR
(Beskin et al., 2005) y TORTORA (Karpov et al., 2016) del
Observatorio Astrofı´sico de Rusia; y finalmente, REM (Duc-
ci et al., 2016) ubicado en el observatorio La Silla en Chile y




















































































































































Figura 7: Diagrama de componentes de la arquitectura del planificador GlSch.
Para comprobar el funcionamiento del planificador se ha
analizado un perı´odo de tiempo de 17 meses, comenzando en
Abril de 2014. Estos meses comprenden el comienzo de fun-
cionamiento del planificador, de manera que inicialmente se
empleo´ el algoritmo de decisio´n meterolo´gica, y posteriormen-
te se cambio´ al algoritmo basado en lo´gica difusa. Esta eleccio´n
permitio´ comparar el rendimiento de uno y otro. Durante este
perı´odo de tiempo se enviaron 3.949 observaciones, generadas
por 863 usuarios distintos. No todas estas observaciones fueron
factibles de ser ejecutadas por alguno de los telescopios dispo-
nibles en la red. Las restricciones que se especificaron hicieron
que algunos objetos no fueran visible por ninguno de los teles-
copios. Teniendo en cuenta este hecho, 1.600 observaciones son
las que realmente fueron ofrecidas a los telescopios, de las que
632 fueron finalmente completadas con e´xito por los mismos,
el 39,5 % de las mismas.
De todas las observaciones solicitadas a la red, el 69,31 %
se corresponde con el perı´odo en el que el algoritmo de deci-
sio´n meteorolo´gico fue utilizado y el 30,69 % con el algoritmo
de decisio´n basado en lo´gica difusa. El porcentaje es sensible-
mente mayor en el primero de los algoritmos debido a que e´ste
estuvo funcionando ma´s tiempo que el segundo.
En la figura 8 aparece una comparativa de la tasa de acep-
tacio´n de ambos algoritmos. Se puede observar como en el
perı´odo en el que el algoritmo de lo´gica difusa fue utilizado el
porcentaje es ligeramente superior: 43,58 %, frente al 37,69 %
en el caso de utilizacio´n del algoritmo de prediccio´n meteo-
rolo´gica.
Figura 8: Tasa de aceptacio´n por algoritmo durante el perı´odo de evaluacio´n.
Aunque las tasas de aceptacio´n obtenidas son muy simila-
res, la ventaja del empleo del algoritmo basado en lo´gica difu-
sa aparece al analizar el proceso de reasignacio´n. Tal y como
muestra la figura 9, el nu´mero de observaciones completadas
en un so´lo paso de reasignacio´n es sustancialmente superior en
el algoritmo de lo´gica difusa. El porcentaje de observaciones
completadas en el primer paso de reasignacio´n pasa del 56 % en
el algoritmo de decisio´n meteorolo´gico, al 77 % en el algoritmo
basado en lo´gica difusa. Este hecho implica que el tiempo me-
dio de ejecucio´n de una observacio´n es inferior en el segundo
caso. Utilizando el primer algoritmo, las observaciones com-
pletadas tardaron de media 41 horas, sin embargo, al utilizar el
algoritmo basado en lo´gica difusa, este tiempo decrecio´ hasta
27,29 horas.
Para poder hacer una mejor comparacio´n de ambos algorit-
mos se ha realizado un ana´lisis ma´s detallado, a trave´s de una
gra´fica que muestra el frente de Pareto de ambos algoritmos,
representado en la figura 10. En esta figura se nuestra el porcen-
taje de aceptacio´n, funcio´n objetivo (1), frente al nu´mero ma´xi-
mo de pasos S , funcio´n de coste (2), para diferentes conjuntos
de observaciones de taman˜o N = 30. En esta figura se puede
observar como el frente de Pareto, representado con una lı´nea
negra en la misma, indica que para un mismo nu´mero ma´ximo
de pasos, la tasa de aceptacio´n es mucho mejor en el algoritmo
de de lo´gica difusa, llegando a alcanzar el 100 % para el caso
de un nu´mero de pasos S = 5. Adema´s, esta figura indica para
cada algoritmo, cua´l serı´a el porcentaje de aceptacio´n de planes
en funcio´n del nu´mero de saltos ma´ximo que se definan. De es-
ta manera se puede apreciar con S = 3 se podrı´a alcanzar un
85 % de porcentaje de aceptacio´n y para S = 5 se alcanzarı´a un
100 % en el caso de emplear el algoritmo de lo´gica difusa.
Por otro lado, como se indico´ en el apartado 4.2, los usua-
rios tuvieron la posibilidad de puntuar los telescopios a trave´s
de la calidad de la imagen que e´stos toman. Esta puntuacio´n
comprende valores entre el 0 y el 10. La figura 11 muestra la
puntuacio´n de los telescopios tras finalizar el perı´odo de ana´li-
sis. Puede verse co´mo todos los telescopios superan el 5, des-
tacando el telescopio Pi of the Sky 1 que alcanza la ma´xima
puntuacio´n con un 10. Tambie´n puede observarse como, a pesar
de estar incluido en el experimento batch, el telescopio FAVOR
no aparece en la figura. Durante el perı´odo de ana´lisis, este te-
lescopio no realizo´ ninguna observacio´n, siendo los problemas
te´cnicos en el telescopio el principal motivo.
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Figura 9: Agrupacio´n de las observaciones completadas en funcio´n del nu´mero de pasos del proceso de reasignacio´n para cada uno de los algoritmos evaluados.
Figura 10: Frente de Pareto para porcentaje de aceptacio´n por nu´mero de pasos
ma´ximo frente al nu´mero de pasos de reasignacio´n.
Figura 11: Puntuacio´n de los telescopios durante el perı´odo de evaluacio´n.
7. Conclusiones
Este artı´culo ha descrito el desarrollo del planificador de
observaciones GlSch, empleado en la red de telescopios GLO-
RIA. Este planificador se ha basado en una arquitectura hı´brida
distribuida-centralizada de tres capas en el que se han plantea-
do y comparado dos algoritmos de decisio´n, con el fin de re-
solver el problema de optimizacio´n multiobjetivos que surge al
intentar mejorar el procentaje de aceptacio´n de observaciones
realizando el menor nu´mero de saltos de la observacio´n de un
telescopio a otro.
El primer algoritmo planteado, ma´s sencillo, se basa u´ni-
camente en la prediccio´n meteorolo´gica, y el otro, que es ma´s
complejo, se basa en lo´gica difusa y la realimentacio´n de cier-
ta informacio´n del telescopio. Ambos se han implantado en la
red GLORIA, y la informacio´n obtenida ha permitido realizar
una comparativa de ambos algoritmos. En este sentido, se ha
visto como a nivel de tasa de aceptacio´n de observaciones, am-
bos algoritmos muestran resultados equivalentes, siendo el al-
goritmo de lo´gica difusa ligeramente superior. Sin embargo si
analizamos el proceso de reasignacio´n, que esta´ directamente
relacionado con el tiempo de ejecucio´n de una observacio´n, se
ha comprobado como el algoritmo de lo´gica difusa reduce con-
siderablemente el nu´mero de pasos de reasignacio´n. Datos co-
rroborados a trave´s de la representacio´n del frente de Pareto
para ambos algoritmos.
Como lı´neas futuras, se plantea emplear algoritmos de
aprendizaje computacional que permitan aprender de la red cua´l
serı´a el mejor telescopio para una peticio´n de observacio´n con-
creta, adapta´ndose a nuevas situaciones, como puede ser una
disminucio´n de la tasa de aceptacio´n de un telescopio, la des-
conexio´n del mismo, cambios metereolo´gicos debidos a las di-
ferentes estaciones del an˜o, etc. Por otro lado, los resultados
que se muestran en este artı´culo para ambos algoritmos se han
obtenido para un conjunto de observaciones tomadas en dife-
rentes espacios temporales. Esto es debido a que los datos que
se muestran son el resultado de la implantacio´n de sendos al-
goritmos en la red, implanta´ndose primero el algoritmo de pre-
diccio´n metereolo´gica y posteriormente el algoritmo basado en
lo´gica difusa. Para poder realizar un ana´lisis comparativo ma´s
exacto de cada algoritmo, es necesario implantar cada uno de
ellos en la red bajo las mismas condiciones, es decir, la mete-
reologı´a deberı´a ser la misma para cada telescopio, ası´ como
la disponibilidad de cada uno. Debido a que esto es imposi-
ble de realizar en la pra´ctica, se propone como trabajo futuro
el desarrollo de un entorno de simulacio´n, que permita ejecutar
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diferentes algoritmos de decisio´n bajo las mismas condiciones
de cada telescopio. De esta manera se podrı´an validar los di-
ferentes algoritmos de decisio´n y sus mejoras en las mismas
condiciones.
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