Electric energy is an indispensable energy in life, and the power network is the basis to ensure its normal circulation, in which the operation status of power equipment is one of the key factors to determine the safe and stable operation of the power network. In the information age, the traditional manual periodic inspection and the existing method of relying on manual monitoring equipment operation status can no longer meet the needs of safe operation of equipment; relying on computer technology and image recognition technology to achieve automatic identification of power equipment has become a research hot spot. In order to realize automatic identification of power equipment, this paper presents a method of recognition of power equipment based on image processing. Firstly, the power equipment image is preprocessed by various denoising and sharpening algorithms to remove the noise and distortion of the image and improve the image quality; secondly, the SIFT algorithm is used to extract image features, and PCA algorithm is used to reduce the dimension; finally, the support vector machine is used to classify and recognize the image. The simulation results show that the proposed denoising and sharpening algorithms can process images well and improve the quality of images. The support vector machine is used to classify the image features processed by SIFT algorithm and PCA algorithm, and the automatic recognition of power equipment is realized. And the method of power identification based on image processing proposed in this paper has good recognition accuracy.
Introduction
In today's human society in the twenty-first century, power plays an increasingly important role. Power supply security is one of the important issues of national strategic energy security. Substation is the junction point of power transmission and distribution. It is a power facility for transforming voltage, receiving and distributing energy, controlling the direction of power flow, and adjusting voltage. Because the substation is exposed to the outdoor nature for a long time, besides the loss of normal mechanical load and electric load, it also needs to be subjected to external forces such as dust, dirt, lightning strike, strong wind, rain, ice, snow, bird damage, and so on. Therefore, many factors will promote the aging, fatigue, oxidation, and corrosion of power equipment and components. If not detected and eliminated in time, it may develop into various faults or potential faults, which pose a threat to the safety and stability of power system. In order to prevent sudden power equipment failures and safety accidents, regular and irregular inspection of important substations and lines is necessary in peacetime. In this way, potential safety hazards can be found in time, and safety accidents can be eliminated in the budding state. Thus, the reliability of power grid operation will be improved.
In recent years, with the rapid growth of the national economy, the in-depth reform of the power system and the in-depth study of science and technology. The development of science and technology in China's electric power industry has also obtained rare opportunities for high-speed development. All kinds of technologies are extending to the direction of intelligence and automation. Especially, the patrol mode in China's electric power industry is also changing from manual patrol mode to automatic detection and robot patrol mode. For example, by installing data acquisition system [1] on insulation part or relay protection device of high voltage equipment, electrical signals of substation equipment can be monitored; remote monitoring of substation main equipment is realized, and the workload of substation operation and maintenance is greatly reduced. At present, although many substations have achieved few or no people on duty, there are still a series of problems caused by no one on-site timely monitoring and patrol, especially in outdoor substations. Therefore, the use of robots in substation inspection has become the trend of substation inspection instead of manual inspection to a certain extent. This is the inevitable stage of transition to smart substation and development to smart grid.
All patrol work of substation equipment can be handed over to the patrol robot of substation equipment. Workers only need remote control or monitor the work of the patrol robot, which will greatly reduce the manual workload. Moreover, compared with the routine human inspection, the inspection robot can collect data at any time, anywhere and accurately, and timely and accurately discover the abnormal phenomena of power equipment, such as thermal defects, foreign body suspension, etc. This frees people from these onerous inspection tasks in unattended or less manned substations. All kinds of sensors carried by the inspection robot, the operator sets the main task of the inspection in advance, and after the inspection robot accepts the task, it automatically carries out the inspection path planning in the substation. In the prescribed route, the electrical parameters of each device are obtained one by various sensors. For example, the image collection of substation equipment is completed by the camera, and the automatic identification of the equipment instrument is completed. Through infrared sensor, the infrared detection of power equipment is measured, and the electrical information of the equipment is recorded at any time and anywhere, the abnormal parameters are found in time, and the abnormal alarm is provided to the operator. The operator only needs to receive the electrical data which can be grasped and monitored by the mobile robot at any time through the computer in the room. Through this way, the equipment inspection work of the substation can be completed, which has been proved by practice. This method can greatly improve the working efficiency and quality, provide the guarantee for the safe and economical production of the power system, and promote the unattended process of the substation more quickly. The development of substation inspection robot is a technological revolution in electric power industry, and its economic and social benefits will be far-reaching [2] .
Digital image processing, also known as computer image processing, appeared in the 1950s and formed as a discipline in the early 1960s. The purpose of early image processing is to improve the image quality to improve the visual effect. It was first successfully applied in Jet Propulsion Laboratory (JPL) of California Institute of Technology, USA. Lunar photographs were processed to become clearer, which played a driving role in human lunar exploration project and promoted the development of digital image processing technology [3, 4] . At present, digital image processing technology has been widely used in communication, transportation, medical, industrial detection, machine vision, military and scientific research fields, and has had a significant impact. In the industrial field, accurate and efficient machine vision system is widely used in product detection, assembly, welding, and other processes, which improves the flexibility of production and promotes the development of industrial automation level. In the medical field, image has become an important way of disease diagnosis. Magnetic resonance imaging (MRI), computed tomography (CT), digital subtraction angiography (DSA), and gastrointestinal endoscopy [5] [6] [7] play a key role in assisting doctors in disease diagnosis. Image denoising, segmentation, feature extraction, and image recognition are briefly described below.
Image denoising
Image denoising is an indispensable part of image processing. After decades of development, traditional image denoising methods have been widely used and play an important role. The denoising technology mainly includes spatial domain denoising and transform domain denoising. The spatial domain denoising method directly calculates the pixel value of the image. The transform domain denoising method first transforms the image, then performs the corresponding operation in the transform domain, and then performs the inverse transformation [8, 9] .
Image segmentation
Image segmentation is a very important processing step between image preprocessing, feature extraction, and image recognition. Since the 1960s, it has been paid attention to and studied extensively. It has been widely used in engineering practice, and many new segmentation methods have been proposed [10] .
Image feature extraction
Because of the different types and application ways of images, in order to extract the essential features that best describe the objects in images, image feature extraction involves the knowledge of computer science, physics, medicine, mathematics, and other fields, so there is no definite definition and fixed mode of image feature extraction. Common image feature extraction methods mainly include color feature extraction, shape feature extraction, and texture feature extraction. The research of digital image recognition began in the 1960s. With the rapid development of computer technology, image recognition technology has made rapid progress. Digital image recognition mainly includes structural pattern recognition, statistical pattern recognition, and fuzzy pattern recognition. Because the traditional statistical pattern recognition method can optimize the classification effect only when the training sample area is infinite, it is often not applicable in practice. Vapnik et al. began to study the statistical learning theory of limited samples in the 1960s, and put forward the support vector machine (SVM) algorithm for the first time in the mid-1990s [11, 12] . SVM has many advantages in solving small sample, high dimension, and nonlinear classification problems. Because SVM algorithm is based on statistical learning theory, its mathematical model is simple, and it has good generalization ability, it has become a new research hot spot in machine learning field, and has attracted extensive attention of many scholars all over the world.
Image recognition
In order to realize automatic identification of power equipment, this paper presents a method of power equipment identification based on image processing using image processing technology. The specific contributions of this paper are as follows:
1. The power equipment image is preprocessed by various denoising and sharpening algorithms to remove the noise and distortion of the image and improve the image quality. 2. Scale-invariant feature transform (SIFT) algorithm is used to extract image features, and principal component analysis (PCA) algorithm is used to reduce dimension. 3. SVM is used to classify and recognize images, and automatic recognition of power equipment images is realized.
2 Proposed method 2.1 Image preprocessing of power equipment 2.
Image denoising
In the process of image acquisition, there are many reasons for noise, such as the internal noise of sensitive elements, thermal noise, interference noise of transmission channel, and quantization noise. The causes of noise determine the distribution characteristics of noise and the relationship between noise and image. Generally, noise can be divided into additive noise, multiplicative noise, quantization noise, and so on. These noises deteriorate the image quality, blur the image, even submerge the features, and bring difficulties to image analysis. The purpose of image smoothing is to reduce and eliminate the noise in the image, to improve the image quality, and to facilitate the extraction of object features for analysis.
Noise threshold method is a simple and feasible method to eliminate noise. It has a good effect on single point noise with isolated and discrete distribution caused by sensors or channels. When noise threshold method is used for image denoising, the threshold value is set first, and then each pixel of the image is sequentially detected, and the pixel is compared with other pixels in its neighborhood to determine whether it is a noise point or not. If it is a noise point, the average gray level of all the pixels in its neighborhood is replaced. Otherwise, the original gray value is output [13, 14] .
Assuming that the gray level of pixel (i, j) is f(i, j), a window of N × N (N = 3, 5, 7, ⋯) is taken as the center of the pixel. The set of pixels in the window is marked as A, and the threshold T of gray difference, error calculator Cnt and counter threshold Y are defined. For each window, the initial value of error counter Cnt is 0. For the gray
Then the error counter Cnt plus 1. The smoothing output at the location is
When the window moves over the whole image sequentially, the noise can be smoothed. It should be noted that the selection of threshold T is very important in this method. If T is too large, the noise smoothing is not ideal. If T is too small, the smoothed image will become blurred. The selection of counter threshold is usually near half of the number of pixels in the window.
Image sharpening
In the process of image acquisition, transmission, and processing, there are many factors that make the image blurred. Image blurring is a common problem of image degradation. A large number of studies have shown that the essence of image blurring is that the image is subjected to summation, averaging, or integration operations. Therefore, it is not necessary to study the physical process and mathematical model of image blur degradation. According to the common point that image blur has additive or integral operation, the opposite operation is used to reduce and eliminate blur. This kind of enhancement method to reduce image blur is called image sharpening.
When the image is sharpened by differential operator method, the noise and fringes in the image are also enhanced, which will result in false edges and contours in image processing. Sobel operator overcomes this problem to some extent [15] . The basic idea of Sobel operator is to take (i, j) as the center of any pixel of the image to be enhanced and intercept a 3*3 pixel window. The matrix of the pixel window is as follows.
Calculate the gradient of the central pixel of the window in the direction of x and y respectively.
The gray value of the enhanced image at (i, j)
When calculating the gradient in X direction and Y direction, Sobel operator does not use only the difference of two pixels' gray level as usual gradient operator, but the difference of weighted sum of two columns or two rows of pixels' gray level, which makes Sobel operator have the following advantages:
1. The weighted average is introduced to smooth the random noise in the image. 2. Because the Sobel operator uses the difference between two rows or columns, the pixels on both sides of the image edge are enhanced. The edges of sharpened images obtained by Sobel operator are thick and bright.
Edge detection
Edge is the most significant part of the local intensity of the image. Edge mainly exists between target and target, target and background, region and region (including different colors), which is an important basis for image segmentation, texture features, and shape features. The first step in image analysis and understanding is often edge detection [16] . After denoising, the edge of the tag image can be extracted, and the location of power equipment can be well done by edge extraction. In this paper, canny operand is selected to realize image edge detection. The method of edge detection by Canny operand is to find the local maximum of image gradient. The gradient is calculated by the derivative of the Gauss filter. Use I(i, j) to represent images. The convolution of image and Gaussian smoothing filter is obtained by using separable filtering method. The result is a self-smoothed array of data.
Where σ is the dispersion parameter of Gauss function, which controls the smoothness.
After smoothing, the gradient of data array S[i, j] can be calculated by 2 * 2 finite difference approximation for two arrays P[i, j] and Q[i, j] of partial derivatives x and y.
Find the mean of the finite difference in this 2*2 square to calculate the partial derivative gradients of x and y at the same point in the image. Its magnitude and direction angle can be calculated by the transformation formula from rectangular coordinates to level coordinates.
Canny operands use two thresholds to detect strong edges and weak edges, and only when weak edges are connected with strong edges, weak edges will be included in the output. Therefore, this method is not susceptible to noise interference and can detect real weak edges.
Image segmentation
Image segmentation is to represent an image as a collection of physically meaningful connected regions. The purpose of image segmentation is achieved by analyzing different features of image such as edge, texture, color, and brightness. Segmentation is usually for further analysis, recognition, and understanding of images. The accuracy of segmentation directly affects the effectiveness of subsequent tasks, so it is of great significance [17, 18] .
Image segmentation is based on the gray level, color, or geometric properties of the image to separate the different meanings of the region in the image. These regions are not intersected, and each region satisfies the consistency of the specific region. For example, for an image of the same object, it is generally necessary to separate the pixels (or object feature pixels) belonging to the object from the background, and separate the pixels belonging to different objects [19] . The segmented areas should satisfy the following requirements:
1. There should be some significant difference between adjacent areas. 2. The boundary of the segmented region should be complete, and the accuracy of spatial location of the edge should be guaranteed.
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3. The segmented region should have uniformity and connectivity. Uniformity means that all the pixels in the region satisfy some similarity based on gray, texture, and color. Connectivity means that there are paths connecting any two points in the region.
According to the principle of image segmentation, there are four methods of image segmentation: image segmentation based on threshold selection, image segmentation based on region, image segmentation based on edge detection, and fuzzy segmentation [20] [21] [22] . Among them, image segmentation based on threshold selection is mainly based on gray frequency distribution information (histogram). Because of the simple and stable threshold method, it has become the basic technology of image segmentation. This method mainly takes advantage of the difference of gray characteristics between the object to be extracted from the image and its background, and regards the image as a combination of regions with different gray levels. By selecting appropriate thresholds, the target region is separated from their background to achieve the purpose of image segmentation.
Extraction and processing of image features 2.2.1 SIFT algorithm for image feature extraction
The feature vectors extracted based on SIFT algorithm have the following advantages: the extracted features are local features, insensitive to image rotation, brightness changes, rich information, multivariate, expandable [23] . The flow of SIFT image feature extraction is described in detail below.
Detecting scale space extremes
Scale space theory is the basis of detecting invariant features. Witkin proposed scale space and applied it in one-dimensional signal smoothing. Koenderink extended the theory to two-dimensional image processing, and concluded that Gauss convolution is the only transform core to realize scale transformation [24] .
Assuming that a two-dimensional image is I(x, y), its scale space can be expressed by image function and Gauss convolution as follows:
The Gauss kernel is defined as follows:
where (x, y) is the pixel of the image, I(x, y) is image data, and scale σ spatial factor is the variance of Gaussian normal distribution, which represents the degree of image smoothing. The smaller the value, the smoother the image is.
In order to detect stable matching feature points efficiently in scale space, DoG operator is usually selected as detection function. DoG operator has the advantages of simple calculation, high execution efficiency, and good stability of the detected feature points or regions.
The DoG operator is obtained by the difference of two Gaussian kernels of different scales, which is similar to the normalized LoG operator in form. Let k be the scale factor of adjacent scale space:
Specific steps: firstly, the image function is convoluted with the Gauss kernels obtained in different scales to generate the Gauss pyramid. The pyramids of Gauss image are divided into several groups, and each group of pyramids is divided into several layers. The scale difference between adjacent layers in the same group is a scale factor k. Assuming that there are S scale intervals, in order to get the DoG extremum, the S + 3-layer smooth image must be generated in the pyramid. The DoG pyramid can be subtracted from the adjacent Gauss pyramid. When detecting the local extremum of DoG, the marked pixels need to be compared with eight neighborhood pixels of the same scale and 9*2 neighborhood pixels of the corresponding position of the adjacent scale, a total of 26 pixels. When the DoG value of the detection point is greater than or less than all 26 pixels, the required extreme value of the DoG value can be determined.
Feature point location extraction
After detecting the spatial extremes, we can get a set of spatial extreme points. But there will be some low contrast points in these extreme points, which are sensitive to noise, and the points on the edge are difficult to locate accurately. In order to ensure the stability of SIFT algorithm, it is necessary to remove such points.
Screening of low contrast points
The scale space function D(x, y, σ) of a feature point x in an image is expanded by Taylor at the local extreme point (x 0 , y 0 , σ):
Then derive the Taylor expansion of x-point and take 0. Accurate extreme position X max can be obtained through multiple iterations, and then set the required gray threshold to screen out the points with lower contrast.
Screening of points with uncertain edges
According to geometric knowledge, the principal curvature is larger in the direction of edge gradient and smaller in the direction of edge. Therefore, compared with other regions, the DoG extreme points on the edge have larger principal curvature and smaller directional curvature. One or two thresholds can be set to remove the points on the edge in time.
Direction determination of feature points
The direction of feature points is determined by the gradient distribution of domain pixels, which can make the operator rotation-invariant. The gradient modes m(x, y) and θ(x, y) of the characteristic points can be calculated by the following formula:
Generating local feature descriptors
Because the movement of the equipment will lead to translation, dislocation, rotation, and other problems of the collected image, this paper uses the improved SIFT algorithm to extract the features of the power equipment image. SIFT algorithm is an algorithm for extracting local features, which has strong matching ability for extracting feature points. It can find extreme points in scale space, extract location, scale and rotation-invariant, so as to determine the location information of faults in two-dimensional plane, and select 8-dimensional gradient-related vectors from 32-dimensional high-dimensional vectors in feature sub-description, so as to greatly optimize the calculation speed.
PCA algorithm for feature dimension reduction
PCA is a multivariate statistical method to study how to interpret the vast majority of information of original variables through a few linear combinations of original variables. Generally speaking, the principal components obtained by PCA have the following relationship with the original variables: 
Calculate the eigenvalues and feature vectors of C, and take the feature vectors
Each image sample can be represented as a linear combination of feature vectors, and the image can be represented by feature vectors:
SVM recognition classification
Traditional statistical algorithms, such as artificial neural networks, improve the recognition rate of classifiers by providing enough training samples, which is a gradual theory based on the large number of samples. However, in practice, the number of samples is not unlimited, and traditional statistical methods cannot guarantee good classification results. Support vector machine (SVM) is based on the VC dimension theory of statistical learning theory and the structural risk minimization principle, which has the advantage of solving the classification problem of high dimensional, small sample and nonlinear data. It has good generalization ability [25] . SVM obtains global optimal solution by optimization method, which can prevent over-learning and local minimum problems of traditional statistical methods. Therefore, this paper chooses to use SVM algorithm for power equipment image recognition. The final decision function of SVM is determined only by a few support vectors. The complexity of calculation depends on the number of support vectors, not the dimension of sample space, which avoids the "dimension disaster" in a sense. A few support vectors determine the final result. They can also help to grasp key samples and "eliminate" a large number of redundant samples. Moreover, it is doomed that the method is not only simple in algorithm but also has good robustness. This "robustness" is mainly reflected in the fact that adding or deleting unsupported vector samples has no effect on the model and the support vector sample set has a certain robustness.
In this paper, LibSVM [26] is used to carry out the experiment of power equipment image recognition.
LibSVM is an open source SVM software package designed by Chih-Jen Lin, an associate professor of Taiwan University, which is easy to use, simple, and fast, and can be used to solve the problems of classification, regression, and distribution estimation. LibSVM has fewer parameters to adjust, it is flexible and easy to use, and it is a tool software of SVM that uses more.
Experiments
In this paper, 400 images of five types of power equipment taken in factory environment are preprocessed separately. The preprocessing mainly includes image gray processing, image filtering, image sharpening, edge detection, image segmentation, etc. If the original image is used for pattern matching and classification retrieval directly, the vector dimension is larger and the difficulty is greater. Therefore, extracting the bottom features of the image becomes the key step of image classification, making full preparations for feature extraction.
Among the numerous existing software packages for SVM algorithm, LibSVM software, which is widely used at present, is particularly convenient to use, and provides fewer user parameters, and provides cross-validation functions. Radial basis function (RBF) is used as the kernel function of this experiment. RBF needs to determine the parameter γ. At this time, two parameters need to be determined, namely γ and error penalty factor C. Cross-validation can be used to determine the parameters. This method can prevent the occurrence of learning and under-learning. The experimental data of C and γ are 8 and 0.044194, respectively.
In this paper, the recognition accuracy is used as a criterion to evaluate the classification effect. The formulas are as follows:
Accuracy rate ¼ Number of samples correctly identified Total number of samples tested Â 100%
ð18Þ
In addition, the simple recognition accuracy rate cannot represent all the advantages and disadvantages of the algorithm. In order to verify the performance of the algorithm, this paper also uses the false rejection rate (FRR) and false acceptance rate (FAR) as evaluation indicators. Among them, the FRR mistakes the original unsuccessful matching graph as the probability of matching success, while the FAR is just the opposite; it is to reject the original matching successful graph as the probability of not matching success. Either of the FRR or FAR is larger, which indicates that the algorithm is not ideal. The FRR and FAR are as follows:
Where NGRA is the total number of in-class tests, NIRA is the total number of inter-class tests, NFR is the number of false rejections, and NFA is the number of false acceptances.
Results and discussion
In order to highlight the useful features in power equipment images, it is necessary to preprocess the images. The following simulation shows that this paper preprocesses the power equipment images, which is conducive to subsequent image feature extraction (Fig. 1) .
In order to highlight the useful features in power equipment images, it is necessary to preprocess the images. The following simulation shows that this paper preprocesses the power equipment images, which is conducive to subsequent image feature extraction. Figure 2 shows the experimental results of filtering in this paper. Figure 2a is a noisy image and Fig. 2b is a filtered image. From the figure, we can see that this paper uses simple noise threshold to filter the image, effectively filters the noise in the image, and avoids the noise deteriorating the quality of the image. After filtering, the image quality is improved, which is conducive to extracting object features for analysis.
After filtering the power equipment, this paper uses Sobel operator to sharpen the filtered image. The processing results are shown in Fig. 3a . Image sharpening is mainly to eliminate image blurring in the process of image acquisition, transmission, and processing. Compared with Figs. 2b and 3a, after image sharpening, the filtered image strengthens the object boundary and image details in the power equipment image.
After image sharpening, the edge detection is processed. This paper chooses canny operand to realize image edge detection. The result of edge detection is shown in Fig. 3b . Image edge is one of the basic features of image, which contains abundant intrinsic information of image. As can be seen from Fig. 3b , after edge detection, the edge of power equipment can be found smoothly, that is to say, the edge points of equipment image can be found.
After image preprocessing, the image quality of power equipment has been improved, and the image features are more obvious, which is conducive to SIFT algorithm for feature extraction. In this paper, SIFT algorithm is used to extract image features, and PCA algorithm is used to reduce dimension. SVM classification and recognition performance is mainly related to the selection of kernel function. In this paper, radial basis function (RBF) is selected as the kernel function of SVM, and parameters C and γ are set to 8 and 0.044194, respectively. To verify the effect of using RBF, this paper compares the classification accuracy of SVM with linear kernel function, polynomial kernel function, and Sigmoid kernel function under the same parameters. The results of comparison are shown in Table 1 . For intuitive presentation, a poly line diagram is drawn as shown in Fig. 4 . Combining Table 1 and Fig. 4 , it can be seen that after extracting image features by SIFT, SVM is used for classification and recognition. SVM achieves good recognition performance by using four kinds of kernels, and can realize the recognition of power equipment very well. The worst performance is the performance of SVM using multi-kernels, the accuracy rate is 94.3%; the best performance is that this paper uses the radial basis function SVM, the accuracy is 97.2%.
In addition, the simple recognition accuracy rate cannot represent all the advantages and disadvantages of the algorithm. In order to more accurately illustrate the performance of the power equipment image recognition method in this paper, the FRR and FAR are added as evaluation indicators to identify and analyze the selected five types of power equipment. The results are shown in Table 2 . From Table 2 , it can be seen that the method presented in this paper has good recognition performance for all five types of power equipment, with an average recognition accuracy of 97.2%.
In order to better illustrate the performance of this method, this paper uses commonly used color feature recognition methods, template matching recognition methods, texture feature recognition methods, and convolution neural network-based recognition methods to compare and explain. Among them, the accuracy is analyzed as an index, and the data are the average of the recognition accuracy of five types of power equipment. The comparison results are shown in Table 3 , and the histogram is drawn as shown in Fig. 5 .
Combining Table 3 and Fig. 5 , we can see that the recognition accuracy of this method is 97.2%, which is much higher than the commonly used color feature recognition method, template matching recognition method, and texture feature recognition method. The accuracy is 8.9% higher than 88.3% of the color feature recognition method, 7.6% higher than 89.6% of the template matching method, 9.3% higher than 87.9% of the texture feature recognition method, and 1.9% higher than 95.3% of the recognition method based on convolution neural network. From the analysis of the experiment, it can be seen that the proposed method based on image processing has superior performance.
Conclusions
Nowadays, automatic identification of power equipment has become more and more important, which is conducive to monitoring the situation of power equipment and achieving the goal of ensuring the safe and stable operation of power network. In order to realize automatic identification of power equipment, this paper presents a method of recognition of power equipment based on image processing. After image preprocessing, the image features are extracted based on the good performance of SIFT algorithm, and the dimension is reduced by PCA algorithm. Then SVM is used to classify and recognize the image, which realizes the automatic recognition function of power equipment image. Through simulation, it can be found that the image quality is improved by filtering, image sharpening, edge detection, image segmentation, and other pretreatment technologies, which makes the image features more prominent, and is conducive to subsequent feature extraction and image recognition. Then, after feature extraction and dimension reduction, SVM is used to recognize the image, which has good recognition performance. The feasibility of this method is well illustrated, and compared with other methods, this method has the highest classification accuracy, 97.2%, which shows the superiority of this method. 
