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Abstract-A class of nonlinear least squares identification algorithms for distributed parameter 
systems is considered. Almost sure convergence of the algorithm is developed under quite general 
correlated noise conditions. 
1. INTRODUCTION 
In [l-3], Banks and Fitzpatrick proposed and analyzed a class of general nonlinear least squares 
algorithms for identifying distributed parameter systems (systems modeled by partial differential 
equations with appropriate boundary conditions and unknown parameters). Strong consistency 
and asymptotic normality were derived, with a primary objective of developing certain statistical 
procedures for hypothesis testing. The least squares algorithms can be applied to a wide range 
of applications, such as estimating convection coefficients of fluid transport in cat brain tissue, 
determining damping terms in flexible structures, and describing predator-prey interaction in 
structured population models. Typically, one observes the solution of an appropriate differential 
equation, and tries to recover the unknown parameter from the noise corrupted observations. 
‘White’ (Independent and identically distributed) observation noise was considered in [l-3], 
whereas the main focus of this work is to extend the consistency results of [l-3] to more general 
correlated noise. In many applications, the observation noise incurred is rarely ‘white’ (indepen- 
dent and identically distributed), but rather ‘colored’ (correlated). Although in various situations 
the i.i.d. assumption provides us with a good approximation to the underlying physical models, 
it would be both theoretically interesting and practically useful to have some understanding of 
the case of correlated noise. 
In what follows, a precise formulation of the least squares problem is stated in the next section. 
Then, in Section 3, almost sure convergence of the algorithm is established under correlated noise. 
2. PROBLEM FORMULATION 
Let X be a compact subset of F?“, g : X + R be an unknown continuous function. We make 
a sequence of observations {Yk} with 
Yk=g(zk)+&k, lsksn, (2.1) 
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where {tb} (with zk E X, 1 5 k < n) is a collection of settings at which the measurements are 
made. Also, we have a parametezzed function f(z, q) (called the model function) to which we 
wish to fit our observations. This parameterized function often arises from a parameter dependent 
differential equation of a system under consideration. In the sequel, we assume q E Qod, where 
Q,,d C R’. The set Qad is referred to as the admissible parameter set. 
To set up the identification procedure, we use the following mean square objective function: 
&a(Q) = ; k(yk - f(ck,q))2. 
k=l 
P-2) 
Our task is to find a sequence of estimates {qn} that converges to q* (the true parameter) and 
yields the “best” approximation of g(e) via the function f(e). Define another functional .7,“(e) as 
(2.3) 
In many situations arising from parameter identification problems for distributed systems, f(.) 
is not a function we can compute explicitly. Therefore, approximating f(e) by a function fN(.) 
is necessary. However, for the ease of presentation, we shall not use fN(.) in this paper. All the 
subsequent results still hold if fN(.) is incorporated in the formulation as discussed in [l-3]. 
We are now in a position to make the main assumptions. 
ASSUMPTION (Al). {E”} is a sequence of zero mean random variables such that 
(1) sup,, EE; < oo; 
(2) there is a u2 > 0, with k Cz=, &:%a2 a.s.; 
(3) there is a sequence {p”} satisfying 0 5 pn < 1, cT!_i Pk < 00 and for each j 1 i > 0, 
E&i&j 5 pj_i E”2&fE1’2Ef. 
ASSUMPTION (A2). The functions f : Qad -+ C(X), is continuous, where C(X) denotes the 
space of continuous functions defined on X and Qod C R’ is compact. The function g : X + R 
is continuous. 
ASSUMPTION (A3). The sequence {zk} is taken in X in such a way that there exists a finite 
measure ~1 on X, such that for each bounded and continuous function h, 
ASSUMPTION (A4). The functional 
J*(q) = u2 + J x(9(+) - f (c, nN2 d/l (2.4) 
has a unique minimizer q* E Int Qad, where Int G denotes the interior of the set G. J:(q) defined 
in (2.3) has a unique minimizer q: E Qod. 
Assumptions (A2)-(A4) are essentially the same as those in [l-3], whereas (Al) is a condition 
on the correlated noise processes. This condition covers a large class of random processes. To 
see the scope of coverage, we give a few examples below. 
EXAMPLE 1. Let {E*} be a sequence of i.i.d. random variables, with EEI = 0 and EE: = u2. 
Then, (Al) is satisfied. 
EXAMPLE 2. Let {E,} be a martingale difference sequence with finite second moments and 
suppose AC” k=i &i * u2 > 0 a.8. Then, (Al) is also satisfied. 
Since the verification of the above examples is straightforward, we do not intend to spell out 
the details. In fact, for these uncorrelated noise cases, pn = 0 for all n. It should also be pointed 
out that the condition (Al) (2) is satisfied by a large class of stationary ergodic processes. 
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EXAMPLE 3. Let {vn} be a martingale difference sequence satisfying the conditions as in Exam- 
ple 2, and let E, = ~~=0 cjv,+j for some p > 0 and cj E R for j = 0,. . . ,p. (Al) is then easily 
verified. Such a sequence is known as a moving average (MA(p)) process with order p. 
EXAMPLE 4. Let (~g} be a ‘pmixing sequence (cf. [4] and the references therein), with finite 
second moment and mixing rate pi such that xi pi < 00. Then, it follows from the definition of 
mixing processes that (Al) (3) is verified. Since cpmixing implies strong ergodicity, (Al) (2) is 
also verified. As a result, (Al) holds for the cpmixing sequence. 
In fact, many other examples can be devised. They include various stationary Markov process 
with finite state space, certain Markov processes with infinite state space, functions of mixing 
processes, and nonstationary mixingale sequences. Verification of (Al) for these processes is left 
to the reader, so that we may proceed with the consistency investigation. 
3. ALMOST SURE CONVERGENCE 
THEOREM 3.1. Under (Al)-(Ad), th e estimator {qn} is strongly consistent, i.e., qnAq* a.s. 
This theorem will be established by proving two lemmas. 
LEMMA 3.2. Under the conditions of the above theorem, for each q E Qadr 
2 k(g(zk) - f(zk, q)) Eb converges a.s. as n + 00. 
kc1 
(3-I) 
PROOF. Let 
t”k = ;(&k) - f(Qr dkk, n: = SUP(g(tk) - f(zk, !Z>j2 S;P% 
k 
By virtue of (Al) (2), 
and 
Ewiwj 5 pj_i E1J2wf E112 wj, for all j 2 i 2 0, (3.2) 
f-(h~~i)Ewf<~~~<m. (3.3) 
i=l i=l 
Thus, all the conditions in [5, Corollary 2.4.11 for the sequence {w,} are satisfied. By invoking 
that theorem, we obtain Cy=‘=, wj converges a.s., and we have the result. I 
LEMMA 3.3. Under the conditions of the above theorem, J,(q)%J*(q) uniformly in q E Qad, 
with probability one. 
PROOF. Observe that 
J,,(q) = i EC; + f &(zk) - f(tk, 9)) Ek + ; @(xk) - f(2k, d)2. 
= k=l 
(3.4) 
By virtue of (A2) (2), 
1 n - 
c 
~~~~~~ - 
n k=l 
k 1 - u2 a.s. 
Owing to (A2) and (A3), the last term of (3.4) tends to 
J 
J&) - f(xc, q))2 dp. (3.5) 
In view of Lemma 3.2 and the well-known Kroenecker’s Lemma, the second term on the 
right-hand side of (3.4) converges to 0 a.s., and we have a.s. convergence, pointwise in q. The ex- 
tension to uniform convergence is identical to that given in [1,3]. The proof of this lemma is con- 
cluded. I 
PROOF OF THEOREM 3.1. Using Lemma 3.3, we can argue along the same line as in [l-3] to 
show qn + q’ a.s. The details are almost identical to those in the proofs of Corollaries 2.2 and 2.4 
in [l]. The proof of Theorem 3.1 is completed. I 
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