To date, mixed demand systems have been all but ignored in empirical work. A possible reason for the scarcity of such applications is that one needs to know a priori which prices and quantities are endogenous in the mixed demand system. By using a directed acyclical graph (DAG), causal relationships among price and quantity variables are identified giving rise to a causally identified mixed demand system. A statistical comparison is made of the traditional Rotterdam model, a synthetic demand system, which subsumes the traditional Rotterdam model, and a Rotterdam mixed demand system identified through the use of a DAG. In this analysis, the respective demand systems consist of five products: steak, ground beef, beef roasts, pork, and chicken.
I. Introduction
Generally, most demand systems are mono-dependent, that is, they constitute a set of either quantity-dependent demand relations or price-dependent demand relations. Quantity-dependent demand functions are the usual representation of preferences for individual consumers whose task is to make optimal consumption decisions at given levels of prices and income. The behavioral implications of JOURNAL OF APPLIED ECONOMICS 168 demand theory typically are assumed to hold at the aggregate or market-level, that is, over a collective set of individuals. At the market level, the use of quantitydependent demand functions also is tantamount to assuming that supplies are perfectly elastic. Price-dependent or inverse demand functions are particularly useful in markets for agricultural and natural resource commodities where, in the short-run, it is reasonable to argue that supplies are perfectly inelastic (Wong and McLaren 2005; Park et al. 2004; Barten and Bettendorf 1989) . However, at the market level, it is often the case that both prices and quantities of commodities are endogenous variables. The sources of endogeneity in prices and quantities largely are attributed to simultaneity of demand and supply relationships as well as aggregation across economic agents. Theil (1976) provides a general discussion of price endogeneity in demand systems. Thurman (1986 Thurman ( , 1987 , Wahl and Hayes (1990) , and Eales and Unnevehr (1993) have examined the issue of price versus quantity endogeneity in demand analysis using the WuHausman test (Hausman 1970 and . La France (1991), Attfield (1985 Attfield ( , 1991 , Brown et al. (1994) and Capps et al. (1994) also question the endogeneity of total expenditure in conditional demand models. The commonality of the works in dealing with these endogeneity issues is that consistent estimates of demand parameters are obtained by using instrumental variables. The difficulty then arises in empirical application with the justification of selected instruments.
In accord with Heien (1977) , depending on the characteristics of the particular market, one may want to specify some demand relationships as price dependent and others as quantity dependent. The use of full duality in the words of Samuelson (1965) allows for the specification of a mixed demand system. In the case of mixed demand functions, prices of some goods are predetermined such that the respective quantities demanded adjust to clear the market, whereas, for the remaining set of goods, quantities supplied are predetermined and prices must adjust to clear the market. Bottom line, in addition to the polar cases of direct (quantity-dependent) and inverse (price-dependent) demand functions, seemingly one must at least consider Samuelson's mixed demand functions, particularly when studying aggregate consumption behavior (Chavas 1984) . Moschini and Vissa (1993) used a Rotterdam mixed demand system to study retail price and quantity relationships of beef, pork and chicken in Canada. They justified the mixed demand system approach because "for chicken, equilibrium is characterized by exogenously determined supply with price adjusting to clear the market. Their assumption that beef and pork prices are exogenous to the Canadian market seems tenable" (p.5). 169 SAMUELSON'S FULL DUALITY AND THE USE OF DIRECTED ACYCLICAL GRAPHS Matsuda (2004) extended the model of Moschini and Vissa (1993) by incorporating in it a generalized form of marginal budget shares. That is, the constant marginal budget shares in the Rotterdam mixed demand system of Moschini and Vissa (1993) are replaced with those derived from originally defined and specified mixed Engel curves that take a generalized functional form using the Box-Cox transformation. Matsuda (2004) empirically illustrated the use of this mixed demand system in analyzing the Japanese demand for fresh and processed fruits and vegetables.
If mixed demand systems are theoretically consistent, as shown by Samuelson (1965) , Chavas (1984) , and Cunha-e-Sá and Ducla-Soares (1999), and, technically feasible, as demonstrated by Barten (1992) , Moschini and Vissa (1993) , Gao et al. (1996), and Matsuda (2004) , why have they been largely ignored in empirical work? Moschini and Vissa (1993) suggested that one reason for the scarcity of applications of mixed demand systems is that knowledge of both direct and indirect utility functions is required to characterize the demand properties. Commonly used flexible functional forms such as the translog models (Christensen et al. 1975 ) and the Almost Ideal Demand System (AIDS) model (Deaton and Muellbauer, 1980) do not have a closed form dual representation, making it impossible to express these flexible functional forms as mixed demand systems.
Another possible reason for the scarcity of such applications is that one needs to know a priori which prices and quantities are endogenous in the mixed demand system. Through the works of Pearl (2000) and Spirtes et al. (2000) , techniques have been developed to determine causality among variables. One specific technique is the use of a directed acyclical graph (DAG). The causal relationships, represented by the DAG, then are used as a guide in specifying the left-hand side (endogenous) and right-hand side (predetermined) variables of the equations in a demand system, giving rise to a causally identified demand system (CIDS).
Using scanner data consisting of 113 weekly observations on quantities and prices of various meats -steak, beef roasts, ground beef, pork and chicken- (Capps 1989; Nayga and Capps 1994) , a statistical comparison is made of the traditional Rotterdam model, a synthetic demand system which subsumes the traditional Rotterdam model (Barten, 1993) and a Rotterdam mixed demand system. Through the use of the DAG, in the mixed demand system, we show that steak, ground beef, pork and chicken are quantity-dependent variables but beef roast is a pricedependent variable. Hence, the use of the DAG suggests the specification of a mixed demand system.
The intent of this analysis is to propose a method whereby the full theory of JOURNAL OF APPLIED ECONOMICS 170 demand may be exploited when estimating a system of equations. The use of mixed demand systems, according to Chavas (1984) , "is very attractive for the investigation of consumption decisions since it is derived without sacrificing the elegance of theory." A more precise understanding of the relationships of prices and quantities leads to more precise measurement of elasticities and/or flexibilities. The organization of this paper is as follows. In the next section, we describe the notion of a directed acyclical graph (DAG). Subsequently, in Section III, guided by the work of Moschini and Vissa (1993) , we lay out the details of the Rotterdam mixed demand system. We then present the data used in this analysis, along with the results associated with the DAG (Section IV). In Section V, empirical results associated with the various demand systems are presented, with emphasis placed on uncompensated and compensated elasticities. Finally, we offer concluding remarks and recommendations for further work.
II. Directed acyclic graphs and PC algorithm
A directed graph represents pictorially causal flows among a set of variables. Edges (arrows) are used to represent flows; for example A→B indicates that variable A causes variable B. The graph is acyclic, as we do not consider graphs that return to their origin; for example, the graph A→ B → A is not permitted. The idea that allows detection of the direction of causal flows among variables from observational or non-experimental data is that of screening-off phenomena and their formal representations as d-separation (Pearl 2000) . Two variables are said to be d-separated if the information flow between them is blocked.
For three variables A, B and C, if we have variable A as a common cause of B and C, that is (B←A→C), then the unconditional association between B and C is non-zero, as both have a common cause in A (this graph is labeled a 'causal fork', Pearl 2000). If we measure association (linear association) by correlation, then B and C have a non-zero correlation. If we condition on A, the partial correlation between B and C (given we know the value of A) is zero. Simply put, knowledge of the common cause (A) "screens-off" association between its effects (B and C). Variables B and C are d-separated.
Alternatively, suppose that we have variables D, E and F such that D→E←F. In this case, E is a common effect of D and F (this graph is also labeled a 'causal inverted fork'). D and F have no association (zero correlation if we consider linear association). If we condition on E, the association between D and F is non-zero (the partial correlation between D and F, given knowledge of E is non-zero).
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Finally, if we have variables G, H and I forming a 'causal chain', G→H→I, the unconditional association (correlation) between G and I is non-zero, but the conditional (partial) correlation between G and I, given we know the value of H, is zero. Again, knowledge of H "screens off" association between G and I.
The "screening off" conditions summarized above provide potentially useful information about the causal structures generated directly from the data. Recently computer scientists have constructed programs to take advantages of such information. Pearl (2000) , as well as Spirtes et al. (2000) through their work, provide two such algorithms. The latter is labeled PC algorithm, embedded in the software TETRAD II, III, and IV (see the offering at http://www.phil.cmu.edu/projects/tetrad/ and described in Spirtes et al. 2000) ; the former is IC algorithm presented in Pearl (2000, pp.50-51) . We offer a brief description of PC algorithm. Essentially, this algorithm sequentially computes zero-order correlations (by zero order partial correlation we mean the unconditional correlation between, say, X and Y) or higherorder partial correlations (by higher order partial correlations we mean conditional correlations between, say, X and Y given knowledge of variables W and Z) among a set of variables to determine causal relationships.
One begins with a set of causally sufficient variables. Causal sufficiency relates to the issue of completeness. That is, there is no omitted variable from the specified set that causes two or more of the variables in the set. The primary source of information on our causally sufficient set is economic theory. One forms a complete undirected graph on this set of variables. In demand analysis, these variables correspond to quantities and prices of various commodities as well as their total expenditure. Say we have variables X, Y and Z. Form the complete undirected graph as:
This graph has an edge connecting each variable with every other variable in the predetermined (causally sufficient) set. Edges between variables are removed sequentially based upon vanishing unconditional (zero-order) correlation or higherorder partial correlation at some pre-specified significance level. The Fisher Z statistic, distributed asymptotically as standard normal, is used in ascertaining the significance of the respective correlations among the variables.
Edges that survive these attempts at removal are directed by using the notion of sepset (separating set). The conditioning variable(s) on removed edges between two variables is called the sepset of the variables whose edge has been removed (for vanishing zero-order conditioning information the sepset is an empty set). PC algorithm directs the edges between X and Y into variable Z if Z is not in the sepset of X and Y. For our X, Y, Z example, suppose we have removed the edge between X and Y not conditional on Z (that is, the unconditional correlation between X and Y is zero). We then direct X  Z  Y as X → Z ← Y. Had Z been used to remove the edge between X and Y (if PC algorithm removed the edge because the correlation between X and Y conditional on Z is zero) then PC algorithm would not be able to direct the edges between X, Y and Z as the underlying model may have been a causal fork, that is X ← Z → Y or a causal chain X → Z → Y. In such cases of ambiguity, PC algorithm leaves the remaining edges undirected:
If we have at least one other variable in the pre-specified set in addition to X, Y and Z (say W), the aforementioned ambiguity may be resolved. Suppose that after removing edges on the four-variable set, we are left with the undirected graph on X, Y, Z and W:
If the sepset of X and W does not contain Z, but Z is in the sepset of X and Y, then X -Z -W may be characterized as an inverted fork:
The inverted fork relation among X, Z and W, resolves the ambiguity on X, Z, Y directions. The causal fork possibility (X ← Z → Y) does not hold. Consequently, PC algorithm returns the directed acyclic graph:
PC algorithm has been studied in Monte Carlo simulations (Spirtes et al. 2000; Demiralp and Hoover 2003) . The algorithm may make mistakes of two types: edge inclusion or exclusion and edge direction (orientation); the latter appears to be more likely than the former. Spirtes et al. (p.116, 2000) state that "in order for the methods to converge to correct decisions with probability 1, the significance level used in making decisions should decrease as the sample size increases; the use of higher significance levels (e.g., .2 at sample sizes less than 100 and .1 at sample sizes between 100 and 300) may improve performance at small sample sizes." Hence in PC algorithm, the caveat is that the orientation (edge direction) decision is less reliable than the edge inclusion decision.
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III. Rotterdam mixed demand system
A flexible mixed demand system can be specified by approximating the demand equations directly through a differential approach. This process leads to a Rotterdam mixed demand system. The literature on mixed demand functions is limited. Not many empirical applications deal with mixed demand systems. The system introduced by Mochini and Vissa (1993) is both theoretically consistent and empirically manageable in the sense that it is relatively easy to impose theoretical restrictions and to compute elasticities.
2
Assume m quantity-dependent demand equations and n-m price-dependent demand equations:
where y corresponds to total expenditure ; Mathematically, 
Bt choosing the parameterization that
it is possible to obtain the Rotterdam mixed demand system, Because of this parameterization, the homogeneity, symmetry, and adding-up properties can be set in terms of parametric restrictions.
Homogeneity, adding-up and symmetry conditions are satisfied when The adding-up and homogeneity condition involve shares and thus, in general, can be satisfied only locally (at a point). 
IV. Data description and data analysis A. Data description
Scanner data from a retail food firm in Houston are aggregated to form weekly timeseries observations from September 1986 to November 1988 (Capps 1989; Nayga and Capps 1994) . These data correspond to point-of-sale purchases and involve only fresh meat items, namely ground beef, beef roasts, steak, chicken, and pork.
To obtain the quantities of the various fresh meat products, we sum the respective quantities in the commodity group. The corresponding prices are weighted averages of the prices in the particular commodity group. The weights correspond to the quantity shares of each product in the relevant group. Quality effects may result from commodity aggregation (Houthakker 1952; Cox and Wohlgenant 1986) . Although the use of these implicit prices potentially limits the analysis, quality effects attributable to commodity aggregation could be assumed negligible given that the meat products in question are relatively homogeneous.
Descriptive statistics associated with the quantities, prices, and expenditures shares of the respective meat products are exhibited in Table 1 . Chicken and ground beef are the most important items in terms of volume of purchases. Beef roasts are the least important in terms of volume of purchases. In terms of prices, steak is the most expensive commodity ($3.92 per pound on average), and chicken is the least expensive commodity ($1.42 per pound on average).
Total meat expenditures associated with these products are slightly more than $1 million per week on average for this retail food firm. In terms of expenditure shares, pork and steak comprise nearly 50% of the total dollar sales of the various meat products. Ground beef and chicken comprise slightly more than 40% of the total dollar sales, and beef roasts constitute roughly the remaining 7% of total dollar sales.
B. Data analysis
We use the TETRAD II program to determine the directed acyclical graph (DAG) for all prices, quantities, and total expenditure indigenous to this analysis. The resulting DAG is exhibited in Figure 1 . Arrows associated with prices for ground beef, steak, chicken, and pork point to the corresponding quantities of these meat products. Consequently, for ground beef, steak, chicken, and pork, price is casual 
V. Empirical results
A. Rotterdam mixed demand model
We assume that the meats group is weakly separable from other JOURNAL OF APPLIED ECONOMICS 178 commodities. 5 We initially describe the estimation of the mixed demand system based on the analysis of the DAG, wherein the quantity-dependent demand relations correspond to ground beef, steak, chicken, and pork and the pricedependent demand relation corresponds to beef roasts. Implementing the Rotterdam mixed demand system requires converting the differential terms in equations (13) and (14) The stochastic version of the model is obtained by adding error terms that are assumed to be multi-normally distributed and contemporaneously correlated. Adding-up holds only at a particular point, and so the demand system is not singular. Thus, all equations are used in the estimation. 
Chiken price
The mixed differential model is estimated using SHAZAM 9.0 with the inclusion of intercepts for each equation as well as a correction for first-order autocorrelation. To satisfy adding-up, intercepts of the equations are constrained to sum to zero. Also, the autocorrelation coefficient is constrained to be the same in all equations.
Parameter estimates, standard errors, and t-statistics associated with the Rotterdam mixed demand system are exhibited in Table 2 . The number of independent parameters estimated is 19; we recover the remaining estimates through the use of the restrictions from homogeneity, symmetry, and adding-up in equations (15), (16), and (17). The goodness-of-fit associated with the respective demand relationships range from 0.5596 (ground beef) to 0.9029 (chicken).
With the exception of the intercept estimates for the steak and chicken equations and of the estimate of γ 51 , the remaining parameter estimates are significantly different from zero. If we divide the estimates of the intercepts in the respective equations by their corresponding expenditure share, we determine the rate of change of quantity demanded for each of the meat products. Hence, over the sample period and for reasons not attributable to meat prices and total meat Derived from the restriction that α 14 = − α 11 − α 12 − α 13 .
3
Derived from the restriction that α 24 = − α 12 − α 22 − α 23 . 4 Derived from the restriction that α 34 = − α 13 − α 23 − α 33 .
5
Derived from the restriction that α 44 = − α 11 + α 22 + α 33 + 2α 12 + 2α 13 + 2α 23 . 6 Derived from the restriction that γ 51 = -γ 52 -γ 53 -γ 54 -average expenditure share of beef roasts. ** denotes significance at 5% and *** at 1%.
expenditures, the quantity demanded of ground beef, steak, and chicken rose by 3.8 percent, 1.6 percent, and 0.4 percent respectively. On the other hand, the quantity demanded of pork and beef roasts fell by 3.6 percent and 6.1 percent respectively.
Marshallian mixed elasticities retrieved from the use of equations (3)- (8) are given in Table 3 . The mixed expenditure elasticities are all positive and statistically significant in accord with prior expectations. These elasticities for ground beef, steak, chicken, and pork indicate the percentage change in consumption (0.54 percent, 0.50 percent, 1.31 percent and 1.87 percent) attributed to a one percent change in total meat expenditure. For beef roasts, the expenditure elasticity indicates (9)- (12) and their associated p-values are given in Table 3 . The ratios of the elasticities to their standard errors are asymptotically normally distributed. Ground beef, steak, chicken, and pork are net substitutes for each other as indicated by the positive mixed compensated elasticities. The compensated cross-price flexibilities of beef roasts with respect to steak, chicken, and pork are negative and statistically different from zero.
To facilitate comparisons to quantity-dependent demand systems, it is desirable to retrieve direct Marshallian elasticities and direct compensated elasticities from the mixed elasticities. Let where ε,ψ,θ, and ρ denote the aforementioned matrices of mixed elasticities and ε AA , ε AB , ε BA , and ε BB denote submatrices of the direct Marshallian price elasticities.
In our analysis, ground beef, steak, chicken and pork are in group A and beef roasts are in group B.
Direct elasticities retrieved from the Rotterdam mixed demand system are reported in Table 4 . We initially compute the direct Marshallian elasticities. Then, through the homogeneity restrictions, we retrieve the expenditure elasticities. Finally, via the use of Slutsky's equation, we obtain the direct compensated elasticities. For the quantity-dependent demand functions, the set of mixed elasticities exhibited in Table 3 are very similar to the set of direct elasticities exhibited in Table 4 . The direct elasticities associated with the price-dependent demand relation for beef roasts retrieved from the mixed Rotterdam model suggest that: (1) beef roasts are substitutes (in the Hicksian sense) for the meat commodities; (2) the expenditure elasticity for beef roasts is about 0.32, smaller than that of steak (0.47), of ground beef (0.54), chicken (1.31), and pork (1.86); and (3) the own-price elasticity of demand for beef roasts is -1.90, on par with the elastic demands of the other meat items in the system.
B. Synthetic demand system
The choice of demand systems can potentially have a material effect on the estimation of elasticities. For comparison purposes, we estimate a synthetic demand system (quantity-dependent) developed by Barten (1993) . 6 Lee, Brown and Sale (1994) provide details of this quantity-dependents synthetic demand system. The synthetic demand nests four differential demand systems: The traditional Rotterdam model (Theil 1965; Theil 1980; Mountain 1988) ; (2) the Linear Approximate Almost Ideal Demand System (LA/AIDS) (Deaton and Muellbauer 1980) ; (3) the CBS model (named after the Dutch Central Bureau of Statistics); and (4) the NBR model (named after the National Bureau of Research). The use of the Almost Ideal Demand System (AIDS) model and the use of the Rotterdam model are common in demand system estimation using scanner data (Nayga and Capps 1994; Seo and Capps 1997; Capps, Seo, and Nichols 1997) . That is, given the nature of scanner data, often the assumption is made that prices are exogenous. Under this assumption, retailers set their prices, and consumers may purchase all they want at the given prices. Indeed, one may compare a mixed demand system with inverse demand systems (Brown et al. 1995) , as well as with direct demand systems. Eales and Unnevehr (1993) and others estimated U.S. meat demand using inverse demand functions. Because the majority of the demand relationships were found to be quantity dependent, we compare our mixed demand model to the synthetic Barten direct demand system. 
Uncompensated and compensated own-price and cross-price elasticities as well as expenditure elasticities obtained from the synthetic Barten model are exhibited in Table 6 . The uncompensated own-price elasticities for ground beef and beef roasts are higher in the synthetic Barten model than in the Rotterdam mixed demand system. The reverse is true for steak, chicken, and pork. In addition, the expenditure elasticities for ground beef, steak, and beef roasts are much higher in the synthetic Barten model than in the Rotterdam mixed demand system. The expenditure elasticities for chicken and pork are lower in the Barten model than in the Rotterdam mixed demand system. Noticeable differences also exist for the magnitude of the uncompensated cross-price elasticities across the two demand systems. While the same is true in regard to the magnitude of the compensated cross-price elasticities associated with the respective demand systems, empirical evidence exists from both models to indicate that the meat products in question are substitutes for each other. 6 Derived from the restriction that c 45 = -c 14 -c 22 -c 34 -c 44 .
7 Derived from the restriction that c 55 = c 11 + c 22 + c 33 + 2c 12 + 2c 13 + 2c 14 + 2c 23 + 2c 24 + 2c 34 . **denotes significance at 5% and ***at 1%. (Pollak and Wales 1991) . Let L 1 denote the log-likelihood value of the Rotterdam mixed demand system, and let L 2 denote the log-likelihood value of the synthetic Barten demand system. As well, let n 1 and n 2 denote the number of independent parameters associated with the Rotterdam mixed demand system and the synthetic Barten demand system respectively. Finally, let C(ι)denote the critical values of the χ 2 distribution with ô degrees of freedom at some fixed significance level. Then, the Rotterdam mixed demand system is preferred to the synthetic Barten demand system if according to the (i) Akaike criterion, L 1 -L 2 > n 1 -n 2 ; (ii) Schwarz criterion, L 1 -L 2 > (n 1 -n 2 )(½lnT), where T is the number of observations used in the estimation of the demand system; and (iii) Likelihood Dominance criterion, L 2 -L 1 < [C(n 2 +1) -C(n 1 +1)] /2.
VI. Model selection
In our analysis, 112 observations are used in the estimation of each demand system. The log-likelihood value of the Rotterdam mixed demand system (L 1 ) is 1079.397, and the log-likelihood value of the synthetic Barten demand system (L 2 ) is 1069.566. The number of independent parameters in the mixed demand model is 19, and the number of independent parameters in the synthetic Barten model is 21. Thus, by the Akaike and Schwarz criteria, clearly the Rotterdam mixed demand model is preferred to the synthetic Barten demand model. Now, assume a level of significance of 0.05; then C(22) = 33.9 and C(20) = 31.4. Subsequently, by the Likelihood Dominance Criterion, the Rotterdam mixed demand system is preferred to the synthetic Barten model. Bottom line, we provide statistical evidence to demonstrate that the Rotterdam mixed demand system dominates statistically the synthetic Barten demand system.
JOURNAL OF APPLIED ECONOMICS 188
VII. Conclusion
To date, mixed demand systems have received scant attention in empirical work. A limited literature exists pertaining to mixed demand functions. Mixed demand systems offer an alternative approach to consumer demand analysis other than the more heavily used direct and inverse demand systems. The difficulty in the empirical application of mixed demand systems is that analysts need to know a priori which prices and quantities are endogenous. Until recently, no scientific and theoretically tenable methodology had been accessible to combine with economic theory that reveals the causal relationships from observational or non-experimental data. A specific application of the theory of causality is made using PC-algorithm, which creates a directed acyclical graph (DAG) from various correlations among variables. The causal relationships, represented by the DAG procedure, then are used as a guide in specifying the left-hand and right-hand side variables of the equations in the demand system. Consequently, the use of a DAG gives rise to causally-identified demand systems.
A statistical comparison is made of the traditional Rotterdam model, the synthetic Barten model that subsumes the tradition Rotterdam model, and a Rotterdam mixed demand system identified through the use of a DAG. In this analysis, the respective demand systems consist of five products: ground beef, steak, beef roasts, chicken, and pork. We demonstrate that the magnitudes of the direct elasticities retrieved from the Rotterdam mixed demand system and those from the synthetic Barten model indeed are different, in some cases substantially. We also offer statistical evidence to support the contention that in our analysis, the Rotterdam casuallyidentified mixed demand system is preferred to the synthetic Barten model. One may extend our analysis to the more general Matsuda mixed demand system. Also, one may compare mixed demand systems to inverse demand systems.
Given that, at the market level, it is often the case that both prices and quantities of commodities are endogenous variables, we recommend the consideration of casually-identified demand systems. Through the use of a DAG indigenous to the demand system, we may determine a priori which price and quantity variables in the system are endogenous. A more precise understanding of the relationships of prices and quantities results in a more precise measurement of elasticities and/or flexibilities.
